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Robot platforms and applications are becoming more autonomous and complex.
Many of these robots, and in particular service robots, evolve from a highly
structured, human-shielded environments to a less structured, human-populated
environments. Moreover, these robots are increasingly expected to interact
physically and cognitively with humans and their environment.
The overall complexity of these robot systems requires the integration of
knowledge of many domains and from multiple experts. Dealing with this
integration challenge requires a systematic approach and knowledge-driven,
flexible, reusable, and adaptable software.
This dissertation makes two complementary contributions: firstly, it provides a
systematic approach to deal with the complexity of robot systems in general;
and secondly, it provides a way to integrate force-sensorless wrench control in
service robots.
As its first contribution, this dissertation introduces the Composition Pattern
as a uniform and easy-to-grasp systematic approach to deal with complexity,
from software architecture to behavior composition. The Composition Pattern
defines a Composite Functional Entity as first-class citizen of system design.
This Composite Functional Entity separates Coordinator, Composer, Scheduler,
Configurator(s), Monitor(s), Communicator(s) and Functional Entities. Each
Functional Entity can be in itself a Composite Functional Entity, hence can
lead to a hierarchy of interacting entities. The Composition Pattern builds
on the metamodeling concept, which considers all entities to be models, not
objects. The former forms a constructive way to implement the 5Cs approach
of separation of concerns; the latter separates concepts of the domain from
implementation details, which makes the models more portable to other robot
platforms.
Concretely, the Composition Pattern is applied as an architectural pattern to
refactor the iTaSC constraint-based programming software framework. This
v
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resulted in a framework of more reusable, flexible, robust, and adaptable entities.
Furthermore, the Composition Pattern is used to structure and formalize
constraint-based programming in a domain-specific language (DSL). This DSL
enables developers and users to easier (and hence faster) understand and
(re)program constraint-based programming applications, since (i) it provides
a template of the system, (ii) it enables automatic model verification, and
(iii) it enables manual or automatic code generation to the software framework
ecosystem of choice.
As its second contribution, this dissertation presents a novel force-sensorless
wrench control scheme for velocity controlled robots. This control scheme does
not require a precise dynamic model of the robot, environment, or contact point;
nor does it require an expensive and complex force sensor. Furthermore, it
allows the combination of the wrench control constraints with other constraints,
and it features a reference adaptation factor, which can be applied to impose
a desired transient behavior on the applied wrench. Experimental validation
of the control scheme, through the integration in the resolved-velocity iTaSC
approach and software framework, proves that a stable, constant contact wrench
can be reached in a repeatable way, and with an accuracy that fits service robot
tasks.
In addition, this dissertation integrates both contributions in a force-sensorless
and bimanual human-robot comanipulation application. The application
shows complex behavior emerging from the composition of constraints to
instantaneously and concurrently (i) keep the robot grippers parallel, (ii) null
wrenches applied to the grippers, (iii) avoid obstacles, (iv) maintain visual
contact with a person, (v) avoid joint limits, and (vi) optimize joint configuration.
These constraints are expressed in multiple and different generalized task spaces.
The software implementation of the DSL, the iTaSC software framework, the
wrench control schemes, and the comanipulation application are all made
publicly availabe under an open-source license.
Beknopte samenvatting
Robotplatformen en -applicaties worden steeds autonomer en complexer. De
omgeving waarin deze robots –en in het bijzonder hulprobots (service robots)–
opereren, evolueert van een sterk gestructureerde, van de mens afgezonderde
omgeving naar een minder gestructureerde, met de mens gedeelde omgeving.
Bovendien vragen deze nieuwe toepassingen dat robots fysiek en cognitief
interageren met mensen en hun omgeving.
De globale complexiteit van deze robot systemen vereist de kennisintegratie van
verschillende domeinen en experts. Het succesvol benaderen van deze integratie
vereist een systematische aanpak en kennisgedreven, flexibele, herbruikbare en
aanpasbare software.
Dit proefschrift levert twee complementaire bijdragen. Ten eerste biedt het een
systematische aanpak om met de geschetste complexiteit van robotsystemen om
te gaan. Ten tweede biedt het een manier om krachtsensorloze krachtcontrole
met hulprobots uit te voeren.
Als eerst bijdrage introduceert dit proefschrift het Compositiepatroon als
uniforme en eenvoudig begrijpbare aanpak om met complexiteit om te
gaan, van software-architectuur tot het samenstellen van robotgedrag. Het
Compositiepatroon definieert een Composiet Functionele Entiteit als ‘eerste
klasse entiteit’ (first-class citizen) van systeemontwerp. Deze Composiet
Functionele Entiteit (Composite Functional Entity) bestaat uit een Coördinator,
Samensteller (Composer), Activiteitplanner (Scheduler), Configurator(en),
Monitor(s), Communicator(en) en Functionele Entiteiten (Functional Entities).
Elk van de Functionele Entiteiten kan op zich een Composiet Functionele
Entiteit zijn, om zo een hiërarchie van interagerende entiteiten te vormen.
Het Compositiepatroon bouwt verder op het concept van meta-modelleren
(meta-modeling). Meta-modelleren beschouwt alle entiteiten als modellen
in tegenstelling tot de gangbare praktijk om entiteiten als objecten te
beschouwen. Het Compositiepatroon biedt een constructieve manier om de
vii
viii BEKNOPTE SAMENVATTING
informatiebekommernissen te scheiden (separation of concerns) volgens de 5C-
aanpak. Deze 5C-aanpak scheidt concepten uit het toepassingsdomein van
implementatiedetails, wat de modellen meer overdraagbaar maakt naar andere
robotplatformen.
Meer concreet past dit proefschrift het Compositiepatroon als architecturaal
patroon toe op de herwerking van het iTaSC software-raamwerk voor
beperkingsgebaseerd programmeren. Dit raamwerk bevat meer herbruikbare,
flexibele, robuuste en aanpasbare entiteiten. Bovendien gebruikt dit proefschrift
het Compositiepatroon om beperkingsgebaseerd programmeren te structureren
en formaliseren. Hiertoe definieert het proefschrift een domeinspecifieke taal
(domain-specific language, DSL). Deze DSL laat ontwikkelaars en gebruikers
toe om eenvoudiger –en dus sneller– toepassingen die gebruik maken van
beperkingsgebaseerd programmeren aan te passen en te begrijpen. Deze eenvoud
resulteert uit (i) het gebruik van de DSL als sjabloon voor een toepassing, (ii) de
automatische verificatie van het model en (iii) de mogelijkheid die de DSL biedt
om (manueel of automatisch) code te genereren voor het software-raamwerk
naar keuze.
Als tweede bijdrage introduceert dit proefschrift een nieuw krachtsensorloos
kracht- en momentcontroleschema voor snelheidsgestuurde robots. Dit schema
vereist geen nauwkeurig dynamisch model van de robot, de omgeving of het
contact tussen beide, noch vereist het een dure en complexe krachtsensor.
Bovendien laat het controlschema toe om kracht- en momentcontrole te
combineren met andere taken en bevat het een factor om een gewenst
transiënt gedrag op te leggen bij het uitoefenen van krachten en momenten.
Experimentele validatie van het controleschema, door zijn integratie in de
snelheidsopgeloste iTaSC-methodologie en -software-raamwerk, bewijst dat een
stabiele en constante contactkracht kan worden uitgeoefend op een herhaalbare
manier en met een nauwkeurigheid die volstaat voor hulprobottaken.
Daarnaast integreert dit proefschrift beide bijdragen in een krachtsensorloze
en bimanuele mens-robot comanipulatietoepassing. De toepassing toont hoe
de samenstelling van beperkingen om –ogenblikkelijk en gelijktijdig– (i) de
robotgrijpers parallel te houden, (ii) de krachten en momenten uitgeoefend op
de grijpers te compenseren, (iii) obstakels te vermijden, (iv) visueel contact
met een persoon te houden, (v) gewrichtslimieten te vermijden en (vi) een
optimale robotconfiguratie te behouden, resulteert in complex robotgedrag.
Deze beperkingen zijn uitgedrukt in verschillende veralgemeende taakruimten.
De software-implementatie van de DSL, het iTaSC-software-raamwerk, de
controleschema’s, en de comanipulatietoepassing zijn publiek beschikbaar
gemaakt onder een openbronlicentie.
Symbols, Abbreviations and
Definitions
General Rules on Symbols
Matrix bold, capital letter, e.g. A
Scalar letter, e.g. a
Vector bold letter, e.g. u
General Rules on Text Fonts
italic Italic font indicates models.
TELETYPE FONT Teletype font indicates meta-models.




•(m×n) matrix of m rows and n columns
•¨ second time derivative











EMF Eclipse Modeling Framework
FSM Finite-State Machine
iTaSC instantaneous Task Specification using Constraints
LOC Lines Of Code
LWR Light-Weight Robot (e.g. KUKA LWR)
MDA Model Driven Architecture
MDE Model Driven Engineering
MIT Massachusetts Institute of Technology
OMG Object Management Group
OOP Object Oriented Programming
OROCOS Open Robot Control Software
PID Proportional-integral-derivative Controller
ROS Robot Operating System
RTT Real Time Toolkit of OROCOS
SG Setpoint Generator
TSR Task Space Representation
UAV Unmanned Aerial Vehicle
uMF Micro Modeling Framework
VKC Virtual Kinematic Chain
XML Extensible Markup Language
rFSM reduced Finite State Machine
SYMBOLS, ABBREVIATIONS AND DEFINITIONS xi
Constraint-Based Programming and Control Related Symbols
A Augmented Jacobian, for a single task space Cq −CfJ−1f Jq
{b} Base frame, the reference frame of a robot.
ω Angular velocity vector, in 6D space expressed as three coordinates
in a right-handed, Cartesian coordinate system
τ Torque vector, in 6D space expressed as three coordinates in a
right-handed, Cartesian coordinate system
τ ext External torque vector, torque applied by the robot joints when in
robot-environment contact
f Force vector, in 6D space expressed as three coordinates in a right-
handed, Cartesian coordinate system
u Control input to the robot joints (desired torques)
v Linear or translational velocity vector, in 6D space expressed as three
coordinates in a right-handed, Cartesian coordinate system
Cf Feature coordinate selection matrix
χf Feature coordinates, auxiliary coordinates that define the feature
space (generalized task space) between two object frames.
Cq Joint coordinate selection matrix
Cr Robot joint damping matrix
eq˙ Robot joint velocity error
{f } Feature frame, auxiliary frame defined on descriptive features of the
generalized task space, e.g. the point of a pencil.
FF Feed-forward multiplication factor
I Unity matrix
Ir Inertia matrix of the robot joints
Jq Robot jacobian
Ka Reference adaptation factor (scalar)
Ka Reference adaptation factor (matrix)
K0 Robot-environment stiffness matrix
xii SYMBOLS, ABBREVIATIONS AND DEFINITIONS
Kv Proportional gains of the robot joint velocity controllers
nc Number of constraints
nc,sel Number of selected constraints
nq Number of controllable robot joints
{o} Object frame, a frame defined on a robot or object, where a task
will take effect.
PN(i) Projection in the null space of the ith Jacobian
q˙d1..i Desired joint velocity as a result from all constraints from the first i
priority levels
q Robot joint coordinates
q˙d Desired joint velocities, output of the optimization problem in a
resolved-velocity formulation.
S 6 by nsel selection matrix. Each column and row contains one 1,






Twist: velocity of a rigid body consisting of an angular velocity






Wrench: forces and torques applied on a rigid body in a certain
point
wc Wrench applied by a robot on the environment or other body
wd Desired wrench
wd,sel Part of a desired wrench in selected directions Sc
y˙◦d Desired derivatives of the output values after control, input to the
optimization problem.
y Output coordinates, function of the robot joint coordinates and
feature coordinates.
y˙ex Expected output coordinates, setpoint for the output coordinates
Fd Desired force
nq Number of robot joints
nsel Number of selected cartesian directions to apply force control
SYMBOLS, ABBREVIATIONS AND DEFINITIONS xiii
Constraint-Based Programming Related Definitions
constraint-based programming A general approach that states a problem
as a set of (possibly partial or uncertain) conditions (constraints)
that need to be satisfied, from which a computer program deduces a
solution (solving).
constraint-based task specification is an application of constraint-based
programming on the robotics domain, where the overall robot task is
defined as a composition of individual composable constraints. The
robot solves the resulting constrained optimization problem for a
behavior that satisfies the constraints.
Constraint Condition or property that needs to be satisfied.
feature space Space defined between two object frames and characterized
by a set of feature coordinates. A task imposes a set of constraints
on a feature space.
generalized task space Task space, whether defined as a configuration,
sensor, manipulation, constraint, task or feature space.
iTaSC Application A concrete application in the iTaSC framework, filled in
the reference architecture
iTaSC Framework An instantiation of the iTaSC Reference Architecture
building on the Orocos framework and rFSM. It provides the tools
to deploy and manage an iTaSC application.
iTaSC Workflow The procedure to create a constraint-based program
following the rules of iTaSC
iTaSC/CBP Reference Architecture The definition of the entity types
(meta-models) that compose a constraint-based programming
application and defines the interaction between these entity types
(meta-models). However, it does not state how to fulfill or implement
the functionality.
Software Development Related Definitions
(Software) Architectural Pattern “An architectural pattern is a
named collection of architectural design decisions that are applicable
to a recurring design problem, parameterized to account for different
software development contexts in which that problem appears. [. . . ]
It’s a tactical design tool.” (Taylor et al. [152])
xiv SYMBOLS, ABBREVIATIONS AND DEFINITIONS
(Software) Architectural Style “An architectural style is a named
collection of architectural design decisions that are applicable in a
given development context, constrain architectural design decisions
that are specific to a particular system within that context, and elicit
beneficial qualities in each resulting system. [. . . ] It’s a strategic
design tool.” (Taylor et al. [152])
(Software) Architecture “A software system’s architecture is the set of
principal design decisions made about the system. It is the blueprint
for a software system’s construction and evolution.” (Taylor et
al. [152])
(Software) Reference Architecture “A reference architecture is
the set of principal design decisions that are simultaneously applicable
to multiple related systems, typically within an application domain,
with explicitly defined points of variation.” (Taylor et al. [152])
Composite Functional Entity A Composite Functional Entity composes
other Functional Entities and Support Entities In the Composition
Pattern, each Functional Entity can be replaced by a Composite
Functional Entity.
Design Decision A design decision constitutes the choices made by
a developer relating to system structure, functional behavior,
interaction, non-functional properties, or implementation. Whether
a design decision is a principal design decision depends on the goals
and stakeholders [152].
Entity This thesis considers an entity a concept or model that maps
to software components, agents, objects, modules, processes,
activities. . .
Functional Entity A Functional Entity conforms to algorithms or compu-
tations (data processing).
Implementation An implementation is a piece of software, it is an
instance of, or represented by a model. From a model a concrete
implementation can be generated or hand-coded.
Meta-Meta-Model A meta-meta-model presents a language to describe
a meta-model. A meta-model conforms to a meta-meta-model, a
meta-meta-model possibly conforms to another meta-meta-model.
Meta-Model A meta-model presents a language to describe a model. A
model conforms to a meta-model, a meta-model conforms to a meta-
meta-model.
SYMBOLS, ABBREVIATIONS AND DEFINITIONS xv
Model A model captures a view or aspect of a system, it groups semantics.
A model conforms to one or more meta-models.
Software framework ecosystem Software framework ecosystems pro-
vide a software development environment and the tooling to
implement a certain architecture or application. The ecosystem
addition refers to the fact that these frameworks form the centre of
more specialized framework development or integration efforts.
Support Entity Support Entities ‘manage’ functional entities, by handling
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A typical workday evening, after an exhaustive day at work, your autonomous
car drives you home. You’re barely out of the car and there is Jeeves, your
robot butler. It greets you, puts your slippers on your feet, and hands you a
whiskey while you make yourself comfortable in the couch. You call James, the
robot cook, and order it to prepare dinner and set the table.
This situation could be the opening of a science-fiction book, however forms the
topic of current research projects. For example, the DARPA Grand Challenges
[38,40] and its successor the DARPA Urban Challenge [39] formed, already in
2004, the foundation of the autonomous cars under development by almost all
major car manufacturers. Research projects such as the RoboHow project [133]
aim at developing autonomous service robots that can perform complex everyday
human-scale activities in interaction with humans and the environment. These
activities are not performed in a conditioned environment (robot-in-a-cage) but
in a human-populated environment, such as at home or at the office. Moreover,
the robot has cognitive capabilities to acquire new skills from the web [158] or
by observing humans.
These examples show the variety and extent of the challenges in robotics today.
This dissertation contributes to the solution of some of these challenges.
1.1 Motivation
The examples above demonstrate the growing complexity of robot platforms
and applications. A robotic system has evolved from a pre-programmed or
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teleoperated manipulator to a plethora of ever more autonomous systems. These
systems do not necessarily consist of a single platform, but can consist of different
cooperating agents. Each of these agents forms on its own a composition of
different hard- and software subsystems, ranging from laser scanners to robot
arms on a mobile base.
More of these robot systems move out of their safety cage and interact physically
and cognitively with humans. Moreover, human users expect robots to be
increasingly able to reason about their own functionalities and structure, and
to explain behavior. To this end, the perception and cognitive capabilities of the
robot platforms have to increase exponentially.
One of the market segments of complex robot systems that is expected to
grow significantly is service robotics. These robots operate in unstructured
environments, i.e. the robot has no prior knowledge on the location and
characteristics of everything around it. However, a service robot has to interact
with this unstructured environment, where it has to apply forces and torques∗
on this environment. In this application it is unrealistic nor necessary to obtain
a full dynamic model of the environment. Moreover, integration of force-torque
sensors comes at a cost. Avoiding this cost is favorable for mass production of
service robots.
Developing robot systems as outlined above requires the integration of the
knowledge of many domains, even beyond the traditional engineering domains.
Moreover, due to its scale, this development is not a single person’s job, but the
result of the cooperation of teams of developers, each with a different domain of
expertise.
The overall complexity of robot systems development demonstrates the need
for knowledge-driven, flexible, reusable, and adaptable software to integrate the
different subsystems and knowledge. Moreover, robot systems development does
not limit itself to a single –although integrated– system: the different entities
that form the system should be replaceable and reusable. For the software
aspects, there should be support for easy reprogramming (code refactoring), the
reuse of legacy code, and platform portability. (Still today hard- and software
platform specific code is far too common.) Furthermore, the resulting integrated
system should still be verifiable and debuggable.
This dissertation has two complementary goals. The first goal is to provide
a systematic way to deal with the presented complexity of robot systems in
general, and the second goal is to provide a way to integrate force-sensorless
wrench control in service robots.
∗The force-torque vector characterizing such an interaction is defined as a wrench.
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1.2 Objectives
The following research objectives aim at realizing the two abovementioned goals.
The first objective is to develop a systematic approach to create robot
applications that are more flexible, robust, reusable, and adaptable.
As outlined in the motivation, the opposing trends of increasing scale and
complexity of robots and their applications versus the demand for higher
versatility of these applications, form a major challenge in need for a systematic
approach.
The second objective is to apply this approach to create applications
based on constraint-based programming [46, 137], a constrained
optimization approach to robot task specification and control. The
research group has extensive experience with constraint-based programming and
encountered the deficiencies of former approaches to create robot applications.
Moreover, the interplay of task specification, execution and monitoring forms a
primary example of a robotics system involving ‘planning’, ‘sensing’, ‘control’
and ‘world modeling’ functionalities.
The third and fourth objective relate to this second objective. More
concretely, the third objective is to develop a domain specific language
for constraint-based programming that supports the systematic
approach of the first objective and incorporates its benefits, and the
fourth objective is to develop a flexible, robust, and reusable software
framework for constraint-based programming.
The fifth objective relates to the second goal mentioned in the motivation. Many
robot applications involve situations where contact between the robot and the
environment needs to be made and forces applied. However, in many of these
situations the required precision on the applied force is low, or the available
robot platform is unable to perform wrench control tasks with high precision,
for example because of safety constraints. This objective is to develop a force-
sensorless wrench control scheme for velocity controlled (service)
robots, which does not require a precise dynamic model of the robot,
environment, or contact point, but offers sufficient wrench setpoint
regulation precision. Moreover, it should allow the combination of
the wrench control constraints with other constraints.
The sixth objective is to integrate and validate the results achieved for
the other objectives in a service robot application in which a PR2
robot [173] has to help a person in carrying an object, such as a table
or a plate, as shown in Figure 1.1.
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Figure 1.1: Force-sensorless human-robot comanipulation in a restaurant. A
robot helps a human carrying a plate while avoiding obstacles, maintaining
visual contact with the operator, and avoiding unnatural poses. Photo by KU
Leuven - Rob Stevens, published with permission.
The PR2 robot consists of two robot arms on a mobile platform. Moreover, it
has extra degrees-of-freedom (DOF) in its head and back, amounting to a total
of twenty DOF that have to be controlled.
This redundant robot has to
• comanipulate an object with a person,
• avoid dynamic and static obstacles,
• maintain visual contact with the person and the manipulated object, and
• avoid unnatural poses.
In order to comanipulate the object, the robot has to sense the forces and
torques (i.e. the wrench) applied on the object by the human. Moreover, it
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has to react to it and provide a following behavior. The PR2 platform does
not have force sensors, therefore a force-sensorless wrench control technique is
needed.
1.3 Approach
The approach of this dissertation to deal with the complexity described above
relies on four important concepts: constrained optimization, separation of
concerns, metamodeling, and hierarchy. The following sections introduce these
concepts, an in-depth discussion can be found in chapter 2. The last section
discusses the approach to force-sensorless wrench control.
1.3.1 Constrained optimization
Constrained optimization pertains to the (mathematical) optimization of an
objective function with respect to a number of variables. These variables are
subject to constraints that need to be taken into account when solving the
optimization problem. This objective function is a cost or energy function that
needs to be minimized, or a utility function to be maximized. There are two
types of constraints: (i) hard constraints, which are required to be satisfied, and
(ii) soft constraints, which should be satisfied ‘as good as possible’. ‘As good
as possible’ is defined as one or more variables to be taken into account in the
objective function, or as a tolerance interval in which the solution has to be
kept.
Constrained optimization is applied in many subdomains in robotics. For
example, it is known as constraint-based programming [46, 137] in task
specification and control; and it is known as constraint satisfaction problems [157]
in artificial intelligence. Constrained optimization takes a central role in this
dissertation as a mechanism to compose different functionalities.
This dissertation formulates all activities in robot applications as constrained
optimization problems.
Activities that work together do not do that in traditional ‘master-slave’ or
‘client-server’ compositions (in which one activity sends ‘setpoints’ for the other
one to realise), but in a ‘peer-to-peer’ mode in which both peers contribute to
optimize a shared objective function, while at the same time keeping their (shared
or non-shared) states away from constraints. The resources that contribute
terms to, both, objective functions and constraints, are: the robot platforms with
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their (finite) capabilities; the tasks with their (ideally infinite) requirements; the
objects in the environment with their manipulation and perception affordances.
For example, ordering a task to be performed by a certain robot constrains both
the task and the robot. The choice of the task limits (constrains) the behavior
of the platform, and the choice of the platform limits –inter alia– the execution
speed of the task. For example, robot butler Jeeves will be able to hand you
the whiskey you requested. However, when requesting your autonomous car
to bring you a whiskey, it will be able to drive to a liquor store, but it will
not be able to hand you your drink. Both solutions are very different and
impossible to provide parameterizations for, in a scenario that does not provide
an enumeration of all possible task-robot combinations. The latter scenario is
an open world scenario.
1.3.2 Hierarchy
Hierarchy provides a proven way to deal with complexity. It provides a single
point of responsibility (the common parent in the hierarchy). However, it
is a rigid structure, and causes problems in large and distributed systems if
commands have to pass through different hierarchical levels.
The goal of this dissertation is to apply the concept of constrained-based peer-to-
peer interaction also to the integration of hierarchical architectures: each level
in the hierarchy provides objective functions and constraints to its higher and
lower level peers for optimization, as well as requests to be notified (by events)
if certain tolerances are violated on (possibly a larger set of) such objective
functions and constraints.
Hence, hierarchy is not used anymore to decouple behaviour in a strict way, and
certainly not anymore to impose information hiding between hierarchical levels,
but to structure the knowledge that is required at each level as the context in
which functionality, coordination, composition, and scheduling are configured.
For example, when Jeeves is out of whiskey, cross hierarchy communication and
event broadcasting allows it to ask your autonomous car to drive it to a liquor
store. Asking all your robots to clean up your house together forms another
example. The common parent in the application hierarchy will manage conflicts
in the cooperation between the robots.
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1.3.3 Separation of concerns
Separation of Concerns [52] is a software design principle to modularize a system.
The aim is to divide a system in individual parts, each of which addresses another
–independent– concept (concern). One such approach is the 5Cs principle of
separation of concerns [32], which distinguishes five concerns: communication,
computation, coordination, configuration, and composition. The 5Cs principle
of separation of concerns will be a key concept in this dissertation.
For example, it is possible to detail and discuss the coordination of
abovementioned cleaning task without the specification of how, when or where
this task will get its configuration, how the task will be achieved (functionality,
computations), what and how the robots will communicate, or what the robots
are composed of.
1.3.4 Metamodeling
This dissertation applies metamodeling [20] to separate domain knowledge from
its implementation in a software framework. It is an approach from Model
Driven Engineering (MDE) that formalizes domain knowledge in a meta-model.
This meta-model forms a modeling language, a domain-specific language (DSL),
that can be used to describe a specificmodel. In return, this model’s conformance
to the meta-model can be verified. An implementation in the software framework
of choice can be hand-coded or generated from the model. When executed
well, this approach should allow for easier code generation, verification, and
debugging.
For example, it is possible to specify the cleaning example or the whiskey
fetching example without specifying any software platform details. Whether
the example is programmed using the ROS [130] or OROCOS [29] framework,
will not limit us in modeling the application at hand. Moreover, it should be
possible to generate (manually or automatically) an implementation for the
application from its model.
1.3.5 Force-sensorless wrench control
In contrast to stiff industrial robots, service robots such as a PR2 robot
(Figure 1.1) incorporate some compliance by design to ensure safe interaction
with humans. Moreover, many service robot tasks do not require accurate force
tracking control. Typical control schemes applied when the robot interacts with
the environment include force and impedance control. However, the first requires
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a force measurement, and the latter a torque- or acceleration-controlled robot,
both not present on many service-robotic platforms. The compliance and lower
accuracy demands can be used, together with backdrivability, to develop a force-
sensorless wrench control scheme that does not require accurate environment or
robot models.
For example, when James has to cut carrots, it has to apply a force on the
carrots. However, the exact force applied on the carrots is of less importance.
Moreover, it is an unrealistic requirement to provide a model for each object
James has to apply a force on, in all possible environments.
Notwithstanding the general formulation of the research approach, this
dissertation will not provide solutions for the cognitive or perception aspects of
the outlined robot systems. Moreover, it does not intend to design new robot
hardware, or provide multi-agent systems.
1.4 Contributions and outline
The major contributions of this dissertation help developers to deal with the
increasing complexity of robotic applications. This complexity arises from
the scale of the applications and their integration of different sub-systems
and domain knowledge. It has triggered a need for knowledge-driven, flexible,
reusable, and adaptable software, which is addressed in this dissertation. The key
concept behind the major contributions can be summarized as theComposition
Pattern. This pattern, based on model-based engineering, provides a concrete
and constructive way to apply the 5Cs concept of separation of concerns.
Figure 1.2 gives a schematic overview of the dissertation and its chapters.
The first contribution, presented in Chapter 3, consists of the definition
of the Composition Pattern and the systematic approach to apply
the Composition Pattern to the modeling of robot applications. The
Composition Pattern provides the basic ‘building block’ to be made when
designing application-specific, complex system architectures. However, it does
not limit itself to only ‘bringing functionality together’, but adds following
important application design concepts:†
• Metamodeling considers ‘everything a model’, in contrast to ‘everything
is an object’ [20]. It gives the robot the possibility to reason, on- or off-line,
about its own functionality, independent of the software framework or
programming language of the implementation of the functionality.
†The structure, i.e. the actual pattern, and the related design concepts will be refered to
–altogether– as the Composition Pattern.
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• Composition (Coordinator, Composer, Configurator, Scheduler,
Communicator and Monitor, next to Functionality), forms a
concrete structure and guideline to apply the 5Cs principle of separation
of concerns. The chapter discusses how this improves the non-functional
qualities such as reusability and flexibility.
• Hierarchy and semantic context guide the developer to divide a
problem into sub-problems. The chapter examines how this improves the
robustness, reusability, and adaptability of a design.
The chapter discusses how this methodology decreases the design pitfalls of
rigidity, fragility, and immobility [103] and gives concrete guidelines on reuse
and refactoring.
The second contribution, also presented in Chapter 3, consists of the
modelling of the domain of constraint-based programming using the
Composition Pattern. It describes a generic division of the domain of
constraint-based programming: on the one hand, it describes the relation
between meta-models; on the other hand, it describes the hierarchy of composite
functional entities. The chapter focusses on detailing the task related aspects.
The third contribution, presented in Chapter 4, consists of the development of
a domain-specific language (DSL) for constraint-based programming.
This DSL provides a more user-friendly language with respect to manual code,
guiding developers or users to create, adapt or understand an application. It
forms a point of integration for existing and future modeling efforts, such as the
Geometric Semantics DSL [42] and rFSM DSL for statecharts [90]. Moreover,
this chapter presents the software tools (i) to verify the conformity
of concrete constraint-based application models to this DSL, and
(ii) to transform the concrete models into an implementation. This
implementation is a run-time configuration and instantiation using the software
framework discussed in Chapter 5.
The fourth contribution, presented in Chapter 5, consists of the Composition
Pattern as a software architectural pattern, and its application to
the constraint-based programming software framework of iTaSC.
Moreover, this chapter discusses the lessons learned from refactoring the iTaSC
software framework to a Composition Pattern compatible framework.
The fifth contribution, presented in Chapter 6, consists of the development of
a novel force-sensorless wrench control scheme for velocity controlled
robots which does not require a precise dynamic model of the robot,
environment, or contact point. It is integrated in the resolved-velocity
iTaSC approach and software framework, and allows the combination of the
wrench control constraints with other constraints. Furthermore, it features a
10 INTRODUCTION
reference adaptation factor, which can be applied to impose a desired transient
behavior on the applied wrench. Experimental validation of the control scheme
proves that a stable, constant contact wrench can be reached in a repeatable
way, and with an accuracy that fits service robot tasks.
The sixth contribution, presented in Chapter 7, consists of concrete
applications developed using the abovementioned contributions,
most particularly the complex use-case of force-sensorless and
bimanual human-robot comanipulation.

























































































































































































































































































































































































Early robotic systems consisted of a single manipulator, where the end-effector
had to complete a set of movements. They had limited functionality such as
motion control or task sequencing, and hence structuring this behavior was
only a modest problem. In the late 1960’s, researchers at Stanford Research
Institute created Shakey [118], a mobile robot that integrated a camera, a range
finder, bump sensors, computers, and radio communication. It was, inter alia,
able to plan a path from one location to another while avoiding obstacles. The
study of the integration problem that arose, resulted in (one of) the first robot
structural templates: sense-plan-act.
Throughout the evolution of robotics, more and diverse hardware was added
to robot platforms. The robot platforms themselves also became more diverse
in nature; evolving from a fixed robot arm to flying, driving, sailing, diving,
or crawling platforms. Moreover, more types of functionality where developed,
creating different sub-fields in robotics. This functionality includes controlling
the motion of the robot, planning paths from one position to another, planning
a sequence of tasks to execute, reasoning on the tasks to execute, coordinating
tasks and behavior, and perceiving and modelling the outside world. With this
explosion of behavior and hardware to integrate in a single system, the need for
more thoughtful ways of structuring this integration emerged.
This chapter discusses different ways to structure and implement behavior.
Furthermore, it discusses the motion control aspect of behavior, with a focus on
Constraint-Based Optimization. Lastly, it discusses different ways of integrating
Constraint-Based Optimization and related methodologies in a robot system.
Seen the vast size of the field of robotics, this chapter does not intend to be
exhaustive; it only discusses structure and behavior that influences or compares
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to the contributions in this thesis. The Springer Handbook of Robotics [141]
forms a good starting point to a more exhaustive overview.
2.1 Structuring and implementing behavior
Many approaches to structure, integrate and implement robot behavior exist.
This section discusses some important, complementary categories of approaches.
2.1.1 Robot software architectures
Terminology
The definitions of the terminology describing how to structure behavior is not
standardized; different, even conflicting definitions exists. This section gives
an overview of the definitions used in this thesis. The definitions of Taylor
et al. [152] serve as main reference for the applied terminology. The Software
Engineering Institute of Carnegie Mellon University [150] gives an overview of
known definitions.
Entity
This thesis considers an entity a concept or model that maps to software
components, agents, objects, modules, processes, activities. . .
Design Decision
A design decision constitutes the choices made by a developer relating
to system structure, functional behavior, interaction, non-functional
properties, or implementation. Whether a design decision is a principal
design decision depends on the goals and stakeholders [152].
Remark that design decisions are more than only ‘structure’. Design decisions
form an important concept for the definition of architecture.
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(Software) Architecture
“A software system’s architecture is the set of principal design decisions
made about the system. It is the blueprint for a software system’s
construction and evolution.” (Taylor et al. [152])
(Software) Reference Architecture
“A reference architecture is the set of principal design decisions
that are simultaneously applicable to multiple related systems, typically
within an application domain, with explicitly defined points of variation.”
(Taylor et al. [152])
In other words, a reference architecture forms a ‘template’ for a specific
architecture in a certain application domain.
(Software) Architectural Pattern
“An architectural pattern is a named collection of architectural design
decisions that are applicable to a recurring design problem, parameterized
to account for different software development contexts in which that
problem appears. [. . . ] It’s a tactical design tool.” (Taylor et al. [152])
Related to architectural patterns are architectural styles.
(Software) Architectural Style
“An architectural style is a named collection of architectural design
decisions that are applicable in a given development context, constrain
architectural design decisions that are specific to a particular system
within that context, and elicit beneficial qualities in each resulting system.
[. . . ] It’s a strategic design tool.” (Taylor et al. [152])
Architectural styles form a set of canonical architectural solutions to problems,
they are underspecified architectures [14]. For example, the definitions classify
the further on defined client-server as an architectural style, and three-layered
architectures as an architectural pattern following the client-server architectural
style.
The definitions above concern design aspects, and they are ordered from specific
(architecture) to more general (architectural style). However, they do not specify
specific code implementations. For implementations, the concept of a framework
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is important.
(Software) (Architecture-implementation) Framework
“An architecture-implementation framework is a piece of software
that acts as a bridge between a particular architectural style and
a set of implementation technologies. It provides key elements of
the architectural style in code, in a way that assists developers in
implementing systems that conforms to the prescriptions and constraints
of the style. Frameworks may be extensive, requiring only minor
portions to be completed by hand, or may be very basic, only offering
help in implementing the most generic aspects of an architecture or
architectural style. The places where hand work must be done are
defined in advance. [. . . ] A framework provides the bridge between
concepts from the architecture and concepts from the platform (that
is, programming language and operating system). [. . . ] Frameworks
encapsulate key features in mapping architectures to implementations.”
(Taylor et al. [152])
The next paragraphs discuss different architectural patterns in the domain of
robotics. Many architectures in robotics apply or combine aspects of these
architectural patterns. The paragraphs give examples of (reference) architectures
that apply the presented architectural patterns. A more in-depth discussion
on different architectural patterns and reference architectures can be found
in chapter eight of the Robotics Handbook [95], and in the book on software
architectures by Taylor et al. [152].
Sense-Plan-Act
Sense-plan-act (SPA) [120] forms one of the earliest robot architectural patterns.
It consists of three entities with a unidirectional flow between them: from sense
over plan to act. The sense entity gathers sensor information and provides this
to the plan entity. The plan entity uses the sensor information to update a world
model, and generates thereafter a series of actions to execute. Subsequently,
the act entity executes the planned actions.
This architecture proved to have issues concerning performance and scalability:
firstly, due to the planning step between sensing and acting which blocks the
robot, and secondly, due to the dangerous execution of a plan without tightly
integrated sensing.
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Subsumption
Brooks [28] defined the subsumption architectural pattern as a reaction to SPA.
The subsumption architectural pattern abandons complete world models and
plans. It consists of layers of interacting finite-state machines (FSM’s), each
connecting sensors to actuators directly. The entities, i.e. FSM’s, of different
layers influences each other’s behavior through two operations: inhibition and
suppression. The first prevents input to a FSM, the latter replaces the output
of a FSM. This mechanism of inhibition and suppression ‘selects’ the active
behavior and is referred to as arbitration.
The subsumption architectural pattern is highly modular and results in very
reactive behavior. Each entity captures one part of the overall robot behavior,
however there is no global representation (let alone, optimization) of the behavior:
behavior emerges from the composition of the different entities. Therefore
subsumption is also referred to as behavioral or behavior-based robotics.
Subsumption provides layers, however does not provide explicit guidance or
support on how to use these layers in the architecture [152]. The integration of
long term goals proves to be difficult when using the subsumption architectural
pattern.
Layered/Tiered Architectures
Layered architectures attempt to combine the advantages of the predictability of
the plans of SPA, and the reactiveness of subsumption. It implies a separation
of the software in layers of increasing abstraction, and typically increasing time
scale. The most widely adopted layered architecture, 3T or 3L [64], defines
three layers. The highest level, i.e. the planning or decision layer, performs
long-term planning actions. The lowest level, i.e. the reactive, functional or
behavioral control layer, performs motion control and fast (real-time) reactions
to sensor information. The mid-level, i.e. the sequencing or executive layer,
links the planning and reactive layer. It translates high-level goals to low-level
actions. The information or data-flow between the layers is bi-directional.
As Taylor et al. point out [152], there is little architectural guidance to separate
functionality into the three layers. Moreover, the sequencing layer in the middle
of the architectural pattern can result in difficulties and performance overhead
when translating the higher-level planning goals into low-level actions. Even
more, many reference architectures tend to provide a layer that dominates the
others in importance and complexity.
The LAAS architecture [4, 129], a three-layer reference architecture,
introduces concrete behavior in 3T architectures, and provides software tools to
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implement each layer.
The functional layer consists of a network of modules responsible for monitoring,
control and perception. These modules are written using the GenoM (generator
of modules) language, which produces standardized templates providing easy
integration of modules in a GenoM-compliant network.
The executive layer forms a bridge between the functional and decision layer. It
is purely reactive and does no task decomposition; it selects and parameterizes
tasks to send to the functional layer. The executive layer is written in the
Kheops language, to allow automatically generated decision networks that can
be formally verified.
The decision layer consists of the IxTeT indexed time table temporal planner
and scheduler [67] and the Procedural Reasoning Systems (PRS) supervisor [77].
The reference architecture allows for multiple decisional layers at increasingly
higher levels of abstraction.
Another example of a layered reference architecture is CLARAty [115]. It is
a two-layer reference architecture designed for the planetary rovers of NASA.
The lowest, functional layer consists of a hierarchy of Object-Oriented modules
providing interfaces of different levels of abstraction. The higher level objects
provide platform independent functionality, the lower level object provide
platform specific functionality. The highest, decision layer, merges the planning
and executive layer of three-layer architectures. CLEaR [61] provides an
instantiation of this decision layer, consisting of a planner/scheduler and a
Task Description Language (TDL) [143]. This Task Description Language
defines (high-level) tasks in a declarative way, which can be translated to C++
code.
Teleo-reactive architectures
The teleo-reactive architectural pattern defines different levels, each of which
integrates planning and acting, in contrast to the layered architectures. The
different levels operate at a different planning-acting horizon and time quantum
[76]. Example reference architectures that conform to this architectural pattern,
include T-ReX (Teleo-Reactive Executive) [105,106] and IDEA [63,68].
IDEA provides a unified planning and execution framework with a model-
based multi-agent organization. It defines layers of agents where all agents
share the same model representation primitives with the same semantics. An
agent consists of a single model, plan database, and plan runner, and a variety
of planners. The model provides a single locus of the known constraints and
desired behaviors, usable by automatic reasoning systems. However the shortest
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computing time quantum is in the order of a second, hence is not fast enough
for ‘low-level’ control commands [76].
(Hierarchical) component-based, message-passing architectures
The architectural patterns mentioned above do not specify communication
between the entities or layers of their patterns, in contrast to (hierarchical)
component-based, message-passing architectures. JAUS (Joint Architecture
for Unmanned Systems) [79] is an example hierarchical component-based,
message-passing reference architecture. The composition of JAUS components,
a node manager, and a communicator forms a node; the composition of nodes
forms a subsystem; and the composition of subsystems forms a system. The
node manager handles communication between nodes, and the communicator
handles communication between subsystems. A subsystem represents a physical
entity, e.g. a mobile robot. A node on the other hand, represents a computing
device with a physical address. A component represents a ’service’, eg. a
visual sensor. Furthermore, JAUS provides a set of standardised interfaces and
messages. For example the JAUS Service Interface Design Language (JSIDL)
standardized by the Society of Automotive Engineers.
Different implementations and tools have been developed around the reference
architecture. For example the JAUS Tool Set (JTS) [78], which provides open
source software specification and development tools, as well as an open source
software framework for JAUS.
2.1.2 Meta-modeling and separation of concerns
This thesis follows the meta-modeling approach of Model Driven Engineering
(MDE), a systems design method going beyond the architecture-based method.
The method aims at separating domain knowledge from implementation details.
This domain knowledge is formalized in a modeling language, i.e. a meta-model.
The modeling language can then be used to specify concrete models. In the other
direction, models can be analyzed or validated using the meta-model. Moreover,
a model can be transformed to executable code, or transformed to another
model that uses another modeling language (model-to-model transformation).
There are two important modeling philosophies within MDE: the Unified
Modeling Language (UML) [124] based profiling approach, and the meta-
modeling approach [88]. UML profiles provide a mechanism to extend and
customize UML meta-models for particular domains and platforms. The profile
enables refining existing models in strictly additive manner, preventing them
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from contradicting the existing model. The Object Management Group’s
(OMG) [122] robotics domain task force (Robotics-DTF) advocates profiling, and
aims at robotic systems integration from modular entities through the adoption
of OMG standards. This task force defined different standards, including the
Robotics Technology Component (RTC) [123]. RTC forms the basis of a few
framework ecosystems such as OpenRTM [7].
In contrast, the meta-modeling approach [20] encourages creating new meta-
models from scratch. A meta-modeling language, i.e. a meta-meta-model,
describes the concepts and relationships of the new meta-model. The Eclipse
Modeling Framework (EMF) [57] follows this approach, providing the Ecore
meta-modeling language. Klotzbücher introduced the micro-modeling language
(uMF) [88, 92], the meta-modeling language which will be used in this thesis.
In contrast to Ecore, uMF supports partially constrained, open world models.
uMF is an internal domain-specific language (DSL). In contrast to a general
purpose language, a domain-specific language is a language specifically designed
to express the concepts of a particular domain. A DSL can be internal or
external: an internal or embedded DSL is constructed on a host language, in
constrast to an external DSL, which is developed from scratch. Lua [74] forms
the host language for uMF.
The reduced Finite State Machine (rFSM) DSL [91] forms an example of a DSL
conforming to uMF. It is a model of robotic tasks and systems coordination
with a minimal set of semantic primitives. However, the use of a DSL does
not imply using an MDE approach, DSLs are used in software engineering and
robotics for a long time. Van Deursen et al. [160] give an overview of research
on DSLs, and Klotzbücher [88] gives a (non-exhaustive) list of DSLs used in
robotics.
An in depth discussion and overview of examples of the different MDE approaches
can be found in the PhD thesis of Klotzbücher [88]. The major paradigm shift
is that meta-modeling considers all entities are formal models, in contrast to
the code-centric view of all entities are code objects.
Following paragraphs detail the terminology of the meta-modeling approach,
inspired by the work of Bézivin [20].
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Terminology
Model
A model captures a view or aspect of a system, it groups semantics. A
model conforms to one or more meta-models.
The ‘conforms to’ relation can be seen as synonymous to ‘is a (domain-specific)
language for’. This thesis will indicate model names with the italic font. For
example a PR2 model describes the aspects of a system that are relevant for
the domain of robotics where the model is intended to be used. It includes for
example its kinematic and dynamic model, its available sensors, etc. Another
model example includes a pick and place task model, describing a set of actions
to pick an object and place it in a certain location.
Meta-Model
A meta-model presents a language to describe a model. A model
conforms to a meta-model, a meta-model conforms to a meta-meta-
model.
This thesis will indicate meta-model names with the teletype font. For
example a robot meta-model provides a language to describe robots. It
includes or composes a language to describe kinematic and dynamic models,
available sensors, etc.
Bézivin [20] provides the analogy of a map to explain the differences between
the meta-modeling concepts. A map of Belgium provides a model of the country
of Belgium (the ‘implementation’), the legend of the map provides the
domain-specific language (DSL) in which the map is drawn. The legend states
for example that a road is indicated by a white line, while a river is indicated
by a blue line. This example shows also the difference of the very important
conforms to relation with the inherits from relation between an object and a
class in Object-Oriented programming.
Meta-Meta-Model
A meta-meta-model presents a language to describe a meta-model.
A meta-model conforms to a meta-meta-model, a meta-meta-model
possibly conforms to another meta-meta-model.
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The abstract representation of a model needs to be transformed to executable
code, i.e. the implementation.
Implementation
An implementation is a piece of software, it is an instance of, or
represented by a model. From a model a concrete implementation can
be generated or hand-coded.
M-levels
One of the most applied MDE approaches is the Model Driven Architecture
(MDA) [109] by the Object Management Group. The Object Management
Group [122] orders the presented terminology in four levels of model abstraction.
Bruyninckx et al. [32] extend this concept to the domain of robotics, defining:
M0: The implementation of a robot application using a particular programming
language.
M1: (Robot) platform specific models, i.e. the concrete models involved in a
robot application.
M2: The meta-models, i.e. (robot) platform independent models divided in
two sub-levels consisting of software framework specific meta-models and
abstract ‘Component-Port-Connector’ meta-models.
M3: The meta-meta-model, where they applied the ECore meta-meta-model
of the Eclipse Modeling Framework [57].
Klotzbücher et al. [93] use these levels of model abstraction to implement a
domain-specific language for task specification using the Task Frame Formalism.∗
It is the platform dependency that constitutes the difference between the M1
and M2 levels of the BRICS meta-model.
This thesis uses the same four levels of model abstraction, however generalizes
and extends the difference of the M1 and M2 levels. In the view of this thesis,
a specific platform is represented at the M1 level by a model, next to other
models of a robotic application such as a task† to achieve. Let us revisit the
example of the the PR2 robot model and the pick and place task model. Both
models are independent of each other, but when brought together, they will
∗Section 2.2 will discuss the Task Frame Formalism.
†Chapter 3 will define task in a more rigorous way.
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have an impact on each other. In the philosophy and terminology of this thesis,
we say they constrain each other: a robot’s behavior is limited to execute the
specific task, the task is limited in e.g. the execution speed by the specific robot.
The solving of the constraints between the models to concrete parameters is
considered a model-to-model transformation on the M1 level.
More concretely, this thesis denominates the M1 level as the application-specific
model, M2 as the domain-specific model, and the M3 level as the domain-











Figure 2.1: Definition of the four levels of model abstraction as defined in this
thesis, and inspired by the MDE approach.
Separation of concerns
An important software design principle that aids a developer in designing
software is Separation of Concerns [52]. The separation of concerns principle
aims at dividing a system in individual parts that address independent concepts,
i.e. concerns. It is a method to modularize a system, but it is in itself not
constructive, i.e., it does not explain how to achieve the desired separation.
This thesis follows the 5Cs principle of separation of concerns [32] which
considers the separation of the communication, computation, coordination,
configuration, and composition functionality. It is an extension of the four
concerns advocated by Radestock and Eisenbach [131] with the concern of
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composition. This composition forms a key concern in this thesis. Bruyninckx
et al. [32] define these concerns as follows:
• Computation is the core functionality of a system, which implements
the domain knowledge.
• Communication is the functionality that brings data to the computa-
tional components.
• Coordination is the functionality that determines how the different
components of a system work together and when they change their
behavior.
• Configuration is the functionality to influence other components their
behavior by changing parameter values.
• Composition is the functionality that determines how the other
components (the other four C’s) are coupled and how they interact.
The separation of computation, coordination and communication is common in
many software frameworks. Klotzbüecher et al. [89] introduce pure coordina-
tion by separating configuration and coordination using the Coordination-
Configuration Pattern. The work of Bruyninckx et al. [32] discusses the
advantages of using the 5Cs approach, however does not deliver a concrete
approach to achieve this separation in a systematic way. This thesis goes further
by introducing the Composition Pattern as a constructive way to apply the 5Cs
principle of seperation of concerns.
2.1.3 Software framework ecosystems
Software framework ecosystem
Software framework ecosystems provide a software development
environment and the tooling to implement a certain architecture or
application. The ecosystem addition refers to the fact that these
frameworks form the centre of more specialized framework development
or integration efforts.
An important set of software framework ecosystems use data flow or component-
based techniques. This section regards two types of this set: modeling framework
ecosystems, e.g. LabVIEW [117] or Simulink [154], and code-oriented framework
ecosystems, e.g. ROS [130, 171], Orocos [33, 34], Orca [25, 26], JAUS Tool
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Set [78], or RT-Middleware [6] implementations. RT-Middleware is a standard
(reference architecture) for component-based frameworks using components that
conform to the Robotics Technology Component (RTC) standard discussed in
Section 2.1.2. An example instantiation of RT-Middleware is the OpenRTM-
(AIST) framework, which itself is based on CORBA [125].
Michal et al. [108] and Elkady et al. [58] compare different implementation
and tooling aspects of code-oriented framework ecosystems used in robotics.
Philips [127] compares different code-oriented framework ecosystems based on
the 5Cs principle of separation of concerns, and compares the constraints these
frameworks pose on the software architecture. Chapter 3 will discuss different
aspects of the framework ecosystems using the terminology of the 5Cs principle
of separation of concerns.
2.1.4 Integration of approaches
The different approaches discussed in previous sections are not independent
options, but can be used in a synergetic way. Section 2.1.1 indicated already
the use of DSLs to describe architectures following an architectural pattern.
Bensalem et al. [19] provide another example based on BIP (Behavior,
Interaction, Priority) [15]. BIP is a language for modeling real-time components,
and it provides a framework to compose BIP components. BIP makes distinction
between a system described in the BIP language and a BIP model. A system
described in the BIP language can be parsed to a BIP model that conforms to
the BIP meta-model. This model can be formally verified to detect possible
deadlocks. Moreover, a code-generator generates C++ code from BIP models,
which can be executed on a BIP Engine.
The BIP component model consists of atomic components that can be composed
to compound components. An atomic component consists of ports, local
variables, and a finite-state machine. Connectors specify interactions between
the atomic components. Furthermore, priority rules describe scheduling policies
for these interactions.
Bensalem et al. [19] integrated BIP with the LAAS architecture discussed
in Section 2.1.1. It enables translating GenoM module specifications to BIP
components (models). These BIP models can then be formally verified, and
code can be generated. This approach is further extended to use the connectors
to define constraints [18]. Abdellatif et al. [2] introduces a DSL to specify these
constraints, which can be transformed to the connector specification.
This is only one example of many concrete architectures and approaches in
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robotics, but it comes close to the methodology advocated in this thesis. One
important set of approaches, which has recently seen a revival of interest, are
Artificial Intelligence (AI), and in particular knowledge driven, approaches.
Ingrand and Ghallab [76] give an overview of these approaches, dividing them
based on the deliberation functions of perceiving (sensing), planning, acting,
monitoring, and goal reasoning. The authors further distinguish between
different acting approaches: procedure based, automata based, logic based,
constraint satisfaction problem based, and stochastic based approaches.
The category of automata based approaches is larger than only artificial
intelligence methods, relating to the coordination and configuration of motion.
Examples include Skill/Manipulation Primitive Nets [62,155], which coordinate
and configure hybrid force/position controllers and their setpoints. LightRocks
[156] extends this work by introducing levels of abstraction of task specifications
and a supporting DSL. The latter relates to the Task-Skill-Motion approach of
Smits et al. [144,145,147] applied to constraint-based programming, which will be
detailed in Sections 2.2 and 2.3. In the category of automata based approaches,
the work of Klotzbücher et al. [88,91] on coordination and configuration of robot
systems will be influential to this thesis, as will be detailed in Chapters 3 to 5.
In the set of knowledge-driven approaches, Doherty et al. [54] provide an example
of coherent integration of functionality across the different deliberation functions.
Their approach enables automatic generation, specification, verification, and
execution of high-level Unmanned Aerial Vehicle (UAV) missions. It integrates
a temporal logic based mission specification language, a distributed temporal
planner, a task specification language, and an agent-based software architecture
within the ROS framework ecosystem.
This thesis aims at supporting the design and integration challenge discussed
in this section. Moreover, it does so in a uniform way, across the different
deliberation functions by introducing the Composition Pattern, which will be
elaborated in Chapter 3.
2.2 Motion and force control using Constraint-
Based Optimization‡
An important part of behavior in robotics results from motion and force control.
This section first describes the evolution of motion and force control in robotics,
‡This section is partially based on Vanthienen, D., De Laet, T., Decré, W., Bruyninckx,
H., De Schutter, J. (2012), “Force-Sensorless and Bimanual Human-Robot Comanipulation”,
10th IFAC Symposium on Robot Control, Dubrovnik, Croatia, 5-7 September 2012 (pp. 1-8)
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resulting in constraint-based optimization. The section then focusses on the
iTaSC approach to constraint-based optimization, developed in our research
group. Lastly, the section discusses approaches to solving the optimization
problem.
2.2.1 Motion and force control
The motion of a robot consists of free-space movements and movements in
contact with the environment, i.e. compliant motion.
Compliant motion
There are two main approaches to compliant motion: hybrid (force-position)
control, and impedance control. Hybrid force-position control [132] decomposes
the robot workspace in n force controlled directions, and 6−n motion controlled
directions. Impedance control (or admittance control) [70–72,85] on the other
hand, is the generalization of stiffness, compliance [136], and damping control
[170]. Impedance control imposes a desired mechanical impedance behavior of
the robot in contact with the environment. Where hybrid control regulates a
force or position setpoint, impedance control regulates the relation between
both, i.e. the impedance.
Other approaches search to combine both approaches in different ways. Parallel
force-position control [37], or ‘feedforward motion in a force controlled direction’
[44, 48], relates to hybrid control, however allows the weighted or prioritized
combination of force and motion control in a single direction. This weighting
or prioritization leads to a force and/or position error, as will be discussed in
Section 2.2.3. Anderson and Spong introduce hybrid impedance control [5],
which controls force and position while monitoring impedance. It is another
way of bringing hybrid and impedance control together.
Task Space Formalism and Operational Space Formalism
The Compliance Frame [104,132] and Task Frame Formalism (TFF) [31,47]
provide task specification support for hybrid force-position control expressed
in a compliance or task frame. In this frame, different control modes, such as
trajectory following, force control, visual servoing [11] or distance control, are
assigned to each of the translational directions along the frame axes and to
each of the rotational directions about the frame axes. For each of these control
modes a setpoint or a desired trajectory is specified.
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Khatib [86] extends the compliance frame formalism approach to the
Operational Space motion specification, which includes the dynamic model
of the robot, and also allows for the specification of joint-space motions.
For (geometrically) simple tasks, and 6-DOF robots, the Task Frame based
approach has proven its effectiveness. However, this approach scales poorly to
more complex tasks and robots resulting in a variety of ad-hoc implementations.
Examples of these more complex tasks, not fitting in the task frame approach,
are control of multi-point contacts [31] and bimanual robot manipulation, which
is the topic of Chapter 7.
Constraint-based programming
Constraint-based programming takes a conceptually different approach. It
does not consider the robot joints nor the task frame central to the formulation.
Instead, the core idea behind the approach is to describe a robot task as a set of
constraints, which do not necessarily have to be formulated in a single task frame,
and a set of objective functions. Two such approaches are presented by Samson et
al. [137] and De Schutter et al. [46]. The latter approach, denoted instantaneous
Task Specification using Constraints (iTaSC), introduces a set of ‘auxiliary’§
coordinates to express task constraints and model geometric uncertainty. Decré
et al. [51] extended iTaSC first to support inequality constraints, then to a
general optimization problem formulation [49], and later to time-independent
trajectories and user-configurable task horizons [50]. Borghesan et al. [23]
formalizes hybrid position-impedance-force tasks using the iTaSC approach.
The key advantages of constraint-based programming over classical motion
specification methodologies are: (i) composability of constraints: multiple
constraints can be combined and they can be partial, hence they do not have
to constrain the full set of degrees-of-freedom (DOF) of the robot system;
(ii) reusability of constraints: constraints specify a relation between frames
attached to objects that have a semantic meaning in the context of a task,
therefore the same task specification can be reused on different objects. iTaSC,
in addition, allows the (i) derivation of the control solution: the iTaSC workflow
provides a systematic approach to obtain expressions for the task constraints,
to evaluate these expressions at run time, and to generate a robot motion that
complies with the constraints by automatically deriving the input for a low-level
controller; (ii) modelling of uncertainty: it provides a systematic approach to
model uncertainties in this geometric model, to estimate these uncertainties at
run time, and to adapt the control solution accordingly.
§Auxiliary with respect to the robot coordinates.
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Constraint-based programming, and the special cases of Task Frame Formalism
and Operational Space approach, all formulate task specification as a constrained
optimization problem. They specify sets of constraints in a generalized task
space, whether defined as a configuration, sensor, manipulation, constraint,
task, or feature space.¶ Constraints can be realised using different types of
control schemes, and can be solved at velocity, acceleration, or torque level.
The composition of these constraints and a set of objective functions, forms a
numerical optimization problem. A solver algorithm solves this optimization
problem, instantaneously or over a time horizon, and produces instantaneous
robot motion setpoints, e.g. joint velocities or accelerations.
Constraint-based programming can specify motion and force constraints. A
broad overview of force control schemes can be found in different review papers
[35, 45, 113,176]. Chapter 6 will discuss certain aspects of force control schemes
in detail.
2.2.2 instantaneous Task Specification using Constraints (iTaSC)
Although the main contributions of this thesis are generally applicable to
software frameworks for robotics, the iTaSC approach will take a central role
in this thesis. It takes this position since the contributions evolved from the
experiences in the development and usage of a software framework for the iTaSC
approach.
The iTaSC approach to task specification and control [46] advocates a systematic
way to construct a task space, i.e. the iTaSC workflow. The iTaSC software
framework gives software and tool support to this workflow, exploiting the
features of the Orocos component framework ecosystem, as explained in
Section 2.3.
iTaSC workflow∗
An iTaSC application consists of tasks, robots and objects, a scene-graph, and
a solver.
For every application, the programmer first has to identify the robots and
objects. Next, the kinematic structure of the robots and objects have to be
¶This thesis will use task space to denote the generalized task space. It will use a specific
term when a more restricted context is needed.
∗To prevent overloading the notation, this section leaves out uncertainty coordinates;
perception and uncertainty resolution are not in the focus of this thesis, but can be seemlessly
integrated in the presented workflow.
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defined. They start at a reference frame (called base frame {b}) of the robot
or object. The state of the kinematic structure is determined by the joint
coordinates q. Next, the programmer defines object frames {o} on the robots
and objects (i.e. frames on their kinematic structure) at locations where a task
will take effect, for instance the robot end effector or an object to be tracked.
The actual tasks define the space between pairs of object frames ({o1} and
{o2}), i.e. the feature space or the generalized task space, represented by a task
space representation (TSR). An explicit formulation of this TSR can be seen as
a virtual kinematic chain (VKC) between the object frames. To simplify the
task definition, feature frames are introduced [46]. The feature frames are linked
to a physical entity on a robot or object (such as a vertex or surface), or an
abstract geometric property of a physical entity (such as the symmetry axis of a
cylinder). Each task needs four frames: two object frames (called {o1} and {o2},
each attached to a robot or object), and two feature frames (called {f1} and
{f2}, each attached to one of the corresponding features on an object or robot).
For an application in 3D space, there are in general six DOF between {o1}
and {o2}. By introducing the feature frames, they are distributed over three
subspaces shown in Figure 2.2: (i) subspace I, between {f1} and {o1} (feature
coordinates χfI), (ii) subspace II, between {f2} and {f1} (feature coordinates













Figure 2.2: General kinematic loop related to a task. The red lines represent
the kinematic structure of the robot and objects, the black line represents the
(fixed) relation between the robot’s fixed reference frame ({b}) and the world
reference frame ({w} ) defined in the scene-graph, and the green lines represent
the TSR (e.g. VKC ) between the object frames ({o1} and {o2}).
To obtain the desired task behavior (motion), one has to impose constraints
on the relative motion between the two objects. To this end, the programmer has
to choose the outputs that have to be constrained by defining an output equation:
y = f (q,χf ). De Schutter et al. [46] provide guidelines on how to define a
VKC for a task such that the outputs are simple functions, in most cases simple
selectors, of the feature and joint coordinates. The imposed constraints used
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to specify the task are then directly expressed on the outputs as: y = yd,
for equality constraints, or y > yd or y 6 yd, for inequality constraints. Each
output constraint is enforced by a controller, which receives the desired output
values (yd) from a set-point generator.
By defining the relations between the reference frames of the robots and objects
and a global world reference frame {w} in the scene-graph, the programmer
defines how the robots and objects are located in the application scene. By
connecting the VKC of the tasks to the object frames on the robots and objects,
the programmer defines which robots execute the tasks on which objects. As
such, each task defines a kinematic loop in the scene as shown in Figure 2.2.
The kinematic loops introduce constraints between the robot coordinates q






]T , expressed by the loop
closure equation: l (q,χf ) = 0.
The solver provides a solution for the optimization problem of calculating the
desired robot joint values (i.e. the joint velocities q˙d for a velocity-based control
scheme) out of the task constraints. This allows to take into account different
task priorities, different task constraint weights (in the case of conflicting
constraints, i.e. overconstrained), and weights for the joints of the robots (to
solve the kinematic redundancy of the robot in the underconstrained case).
2.2.3 Solving the constrained optimization problem
Constrained optimization is a well studied domain in mathematics. An
optimization problem tries to find a solution, in this case an input to the robot,
that satisfies all constraints, and that minimizes an objective function. The
objective function is a minimization criterion. Example minimization criterion
include the minimization of the input to the robot, and the minimization of the
error on a soft constraint, i.e. a constraint that can be deviated from such as a
freespace trajectory. The minimization of the control input to the robot can be
the minimum norm in case the units of its DOF are the same. However a better
solution, especially when the output DOF have different units, is a weighted
norm with physical meaning, such as the minimization of kinetic energy in the
resolved-velocity case, by using the inertia or mass matrix as weight [55].
An example of a general formulation of constrained optimization in robotics
can be found in the work of Decré et al. [50, 51]. This formulation can define a
global optimum, i.e. optimal over a time horizon or over a whole trajectory, or
a local optimum, i.e. optimal only at a single time instance, considering the
current task setpoints. However, one of the most applied optimization problem
formulations for the resolved-velocity case in real-time robotics is the set of linear
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equations posed by the differential kinematics equation y˙ = Jqq˙. This equation
is characterized by the Jacobian matrix Jq, or more generally, the augmented
Jacobian A. The latter is defined in the iTaSC context as the matrix that relates
the desired joint velocity q˙d to the desired task space velocity after control y˙◦d ,
for all tasks combined. This optimization problem is commonly solved locally
and in the least-squares sense using the Moore-Penrose pseudo-inverse of
the augmented Jacobian [126], i.e. q˙d = A#y˙◦d . This pseudo-inverse method
minimizes the norm of the output ‖ q˙d ‖ and the norm of the error on the
constraints ‖ Aq˙d − y˙◦d ‖.
Different situations of the optimization problem are possible, which we will
examplify using the differential kinematics equation problem formulation.
Considering the augmented Jacobian matrix A of size m × n, and Rouché’s
theorem, following situations [134] can be discerned:
• rank(A) = rank(A y˙◦d ) = n: The robot is exactly constrained, there is
a unique solution q˙d. For example a non-redundant, six axis robot that
has to complete a task with its end-effector in a six DOF task space is an
exactly constrained problem.
• rank(A) = rank(A y˙◦d ) < n: The robot is underconstrained, there is an
infinite number of solutions q˙d. For example a redundant robot that has
to complete a task with its end-effector in a six DOF task space is an
underconstrained problem.
• rank(A) = n and rank(A) 6= rank(A y˙◦d ): The robot is overconstrained,
there is no solution q˙d that satisfies all constraints. The objective function
of the optimization problem ‘arbitrates’ the conflicting constraints. For
example a non-redundant, six axis robot that has to complete a task with
its end-effector in a six DOF task space while constrained to hold a certain
joint configuration, is an overconstrained problem.
• rank(A) < n and rank(A) 6= rank(A y˙◦d ) < n: The robot is under-
and overconstrained, there is no solution q˙d that satisfies all constraints,
however there is an infinite number of solutions that minimize the error
‖ Aq˙d− y˙◦d ‖. For example a robot that has to complete two tasks with its
end-effector, each constraining the same Cartesian direction, is an under-
and overconstrained problem.
Dealing with conflicting constraints
The pseudo-inverse method treats conflicting constraints equally, hence the
solution will be in the middle of the conflicting constraints. There are two
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common methods to influence the arbitration of these conflicting constraints,
task weighting [55] and prioritization [17, 69, 100, 112]. The first uses a
weighted norm of the constraint error ‖ Aq˙d − y˙◦d ‖W y , similar to the weighted
norm of the solution vector ‖ q˙d ‖W q discussed above. Remark that the task
weights W y have no effect if A is exactly constrained.
Task prioritization on the other hand, projects secondary tasks in the null space
of primary tasks, and tries to satisfy them in this reduced space, to the extent
that the highest priority task will allow without being disturbed by it. This
approach can be extended to multiple priority levels, e.g. tertiary tasks can be
projected in the null space of the combined primary and secondary tasks etc.
An overview of different formulations of both methods can be found in [9]. The
two methods can be combined, resolving some conflicts using weighting, while
resolving others using prioritization; this is, for example, done in the iTaSC
realization by Rutgeerts [134].
Dealing with singularities
An important problem that needs to be avoided are singular configurations
of the kinematic structures used in the task specification, in the first place
the robot. Singular configurations occur when the augmented Jacobian ‘looses
rank’, i.e. when the rank(A) < min(m,n). For example when two axes of a six
DOF robot align, the robot will be unable to move instantaneously in one of the
directions of the six DOF Cartesian space. The Moore-Penrose pseudo-inverse
will result in a robot command of an infinite magnitude to try to move in this
instantaneously unattainable direction.
Singularities can be avoided by introducing extra constraints, or using an
appropriate objective function that avoids large robot commands in the
neighborhood of singularities. A possible approach is to apply the pseudo-
inverse method, but modify it when ‘close’ to singularities. Moreover, this
modification should result in feasible and continuous robot commands. To
quantify this ‘closeness’ to a singularity, a measure of distance to the singularity
is required. Typical configuration dependent measures of distance to singularity
are manipulability, the condition number, or the smallest singular value [36].
An example modified pseudo-inverse method is regularization or damped
least-squares [111,169]. It consideres a trade-off between tracking accuracy




(‖ y˙◦d −Aq˙d ‖2 +λ2 ‖ q˙d ‖2). (2.1)
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The choice of the damping factor is important: a small value has low robustness
near singularities, a large value has low tracking accuracy. Different methods to
select the damping factor are proposed in literature [87,111,169].
One of the methods to choose a damping factor [101] considers (i) the smallest
non-null singular value along a given trajectory or at a time instant as a measure
of distance to a singularity, and (ii) the maximum allowed motor command,
hence the minimum damping needed to ensure feasible motor commands. The
approach further applies adaptive damping; it increases the damping when close
to singularity, while it disables damping when far from singularities in order to
avoid performance degradation.
Prioritized, weighted, damped pseudo-inverse
Baerlocher [9, 10] combined task prioritization and regularization in a
computationally efficient, recursive algorithm. Rutgeerts [134] on the other
hand, combined task prioritization and weighting. This thesis combines the
approach of Baerlocher and Rutgeerts, i.e. it combines prioritization, task
weighting, and regularization, extending the efficient algorithm of Baerlocher
with weights.
Consider the division of the tasks into (i) primary constraints, characterized
by the Jacobian J#q1 and desired output y˙◦d1, and (ii) secondary constraints,
characterized by the Jacobian J#q2 and desired output y˙◦d2. Expressing this
two-level prioritization using the formulation by Nakamura, Hanafusa and
Maciejewski results in [69,100,112]
q˙ = J#q1 y˙◦d1 + [Jq2(I − J#q1 Jq1)]#(y˙◦d2 − Jq2J#q1 y˙◦d1). (2.2)
It is the simplification of
q˙ =J#q1 y˙◦d1 + (I − J#q1 Jq1)[Jq2(I − J#q1 Jq1)]#(y˙◦d2 − Jq2J#q1 y˙◦d1) (2.3)
= q˙d1 + PN(1)q˙d2 (2.4)
since the null space projector PN(1) = I − J#q1 Jq1 is idempotent and Hermitian.
However, in case the pseudo-inverse is replaced by a weighted pseudo-inverse,
with weights W q on the controllable DOF, this condition does not hold and
the null space projector should be reincluded. Introducing task weights W y
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and robot joint weights W q, equation (2.3) becomes
q˙ = J#q1,W 1q,y y˙
◦
d1





(y˙◦d2 − Jq2J#q1,W 1q,y y˙◦d1),
(2.5)
as formulated by Rutgeerts [134]. Including regularization with damping factor
λ, equation (2.5) becomes
q˙ = J#q1,λ,W 1q,y y˙
◦
d1





(y˙◦d2 − Jq2J#q1,λ,W 1q,y y˙◦d1).
(2.6)
Remark that this equation avoids damping of the pseudo-inverse in the
projection, as proposed and detailed by Baerlocher [9, 10].
As discussed above, the introduction of the task weights W y in the pseudo-
inverse results in the minimization of the weighted norm of the task constraint
error. This is trivial in the case of the primary constraint. For the secondary
constraint, this results in∥∥∥(y˙◦d2 − Jq2J#q1,λ,W1q,y y˙◦d1)− (Jq2(I − J#q1,W1q,yJq1)q˙2)∥∥∥W y , (2.7)
which can be rewritten as∥∥∥y˙◦d2 − Jq2(J#q1,λ,W1q,y y˙◦d1 + (I − J#q1,W1q,yJq1)q˙2)∥∥∥W y , (2.8)
or ∥∥y˙◦d2 − Jq2(q˙1 + PN(1),W 1q,y q˙2)∥∥W y = ∥∥y˙◦d2 − Jq2q˙,1..2∥∥W y . (2.9)
In this equation PN(1),W 1q,y denotes a projection matrix in the null space
of the Jacobian of the primary constraints using weights, and q˙,1..2 denotes
the resulting joint velocity when taking primary and secondary constraints
into account. The equation minimizes the weighted norm of the error on the
secondary constraints, hence results in the desired behavior.
Baerlocher [9, 10] extends the formulation of damped least-squares
to multiple priority levels using a computationally efficient, recursive
formulation. This thesis complements this formulation with joint
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velocity command weighting and task weighting, including the null
space projection reintroduced in equation (2.3):
q˙d,1..i =q˙d,1..i−1 + PN(i−1)(JqiPN(i−1))
#
λ,Wiq,y
(y˙◦di − Jqiq˙d,1..i−1) (2.10)
PN(i) = PN(i−1) − (JqiPN(i−1))#λ,Wiq,yJqiPN(i−1), (2.11)
with
PN(0) = I (2.12)
q˙d,0 =0. (2.13)
PN(i) denotes the projection in the null space of the ith Jacobian, q˙d1..i denotes
the desired joint velocity as a result from all constraints from the first till the
ith priority level.
The combination of weighting, regularization, and prioritization should be
used with caution in the case that one of the priority levels is an under- and
overconstrained problem where rank(Jqi) < m and rank(Jqi) < n. In this case
Jqi is not of full column nor row rank, it is a singular matrix. The damping
will avoid the singular matrix condition, although the singularity can be caused
by the conflicting constraints instead of a singular robot configuration. As a
result the resulting q˙d,1..i will be inaccurate, on top of the constraint weighting.
This situation is not present in the use cases and examples discussed in this
thesis, since all joints have a secondary joint configuration constraint.
Chapter 6 and 7 will detail use cases of the described prioritized, weighted,
damped pseudo-inverse solver. An implementation [161] in the C++ language
has been developed and made public under an open-source license.
2.3 Software support for motion and force control
This section discusses the software tools that arose around the motion and force
control approaches discussed in previous section.
Different software tools to support the Task Frame Formalism have been
developed. The Compliant Motion Research and Development Environment
(COMRADE) [159, 174, 175] provided one of the first DSLs for TFF. A
COMRADE application consists of three entities that need to be detailed
by the application developer:
• the model, i.e. the specification of the Task Frame and the selection of
the force- and velocity-controlled directions,
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• the generator, i.e. the selection of the desired setpoint for each force and
velocity controller, and
• the Discrete Event System, i.e. the specification of the conditions that
terminate a motion, and a befitting state change.
Skill/Manipulation Primitive Nets [62, 98, 155], already mentioned in Sec-
tion 2.1.4, focusses on the coordination and configuration of hybrid force/position
controllers and their setpoints. Recently, the Light-weight Robot Coding
for Skills (LightRocks) approach [156] extends this work with different levels
of abstraction of task specifications. LightRocks provides a DSL and code
generation.
Klotzbücher et al. [93] introduce a meta-modeling approach based DSL for
TFF, the TFF-DSL. This DSL decouples the task execution aspect from the
coordination of the tasks in two separate DSLs. This decoupling allows the
replacement of each of the DSLs to alternative formulations. Moreover, the
DSL enables the integration of the behavior with different robots or software
frameworks. Chapter 4 will detail the relation of the TFF-DSL with the
proposed iTaSC DSL.
The Stack of Tasks [102] provides a TFF software framework, later extended to
operational space. The Stack of Tasks uses a dataflow programming approach. It
provides entities, which are connected manually using a scripting language. Stack
of Tasks has many optimization problem solvers integrated, for resolved-velocity,
resolved-acceleration, and resolved-torque problem formulations. Examples
include fast solvers with regularization, prioritization, and inequality support,
and QP-solvers [60,81–83,135].
The Whole-Body Control Framework [139,140] provides an implementation of
the operational space approach including task prioritization. It describes whole-
body behavior as the composition of multiple behavioral primitives (tasks). In
this framework, the different priority levels are named as constraints (primary
constraints, highest priority), operational tasks (secondary constraints), and
postures (tertiary constraints).
A first implementation of the iTaSC software framework [144,147,148] provides
an Orocos component based framework. This framework distincts constraints,
virtual manipulators, robots, objects, and a solver, connected to a central
scene component. iTaSC application creation relies on the Orocos tooling
and the interface provided by the components. The framework provides task
coordination and configuration on three levels of abstraction, defined as Task-
Skill-Motion.
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It is the refactoring and extention of this iTaSC software framework that formed
the starting point of the insights acquired in this thesis, as outlined in following
section.
2.4 Timeline of developments
The outline of the software part of this thesis (Chapters 3 to 5) follows a non-
chronological order of the developments. This section gives a timeline of these
developments, starting from the first implementation of the iTaSC software
framework.
First, the iTaSC software framework is refactored and extended. Changes include
(i) hierarchical coordination of all functionality, not only tasks; (ii) scheduling
of the algorithm in a correct order; (iii) including a hardware abstraction layer;
(iv) a first attempt to separate the 5Cs; (v) support of robots with a branched
kinematic structure; (vi) embedding iTaSC in an application; (vii) creation
of deployment tooling and boilerplate scripts; (viii) integration with the ROS
framework ecosystem; (ix) more implementations of the different component
types, adding functionality to the framework. The functionality is structured in
component libraries for each type of component (ROS stacks). The software
follows an Object-Oriented software programming paradigm. Each component
of the iTaSC framework inherits from a type template which defines the default
interface.
With the growth in functionality, also the size of the scripts to create an iTaSC
application grew. Moreover, the API became complex, and developers needed
knowledge of many domains in robotics, and knowledge of many development
languages and tools: C++, Lua, Orocos-scripting languages, Orocos-RTT,
Orocos-KDL, rFSM, etc.
A first step to ease the development effort is the introduction of a DSL conforming
the meta-modeling approach. As a result, one of the benefits is the effectively
separation of application and implementation specific code and settings. This
DSL is published in [167], of which a refactored version is discussed in Chapter 4.
Further insights in effective ways to separate the 5Cs lead to the refactoring of
the iTaSC software framework following the Composition Pattern, as detailed
in Chapter 5. As a consequence, the solver and the scene of the iTaSC approach
looses its central role, as all models will have equal importance.
This leads on its turn to the formulation of the general principles of the
Composition Pattern, detailed in Chapter 3. As a consequence, iTaSC does not
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play a central role in a robotics application, but forms a possible approach to
constrained-based programming in an application.
These insights are re-applied to the DSL, as detailed in Chapter 4.
2.5 Conclusions
This chapter (i) presented a broad overview of approaches that structure and
implement behavior, (ii) it focussed on constraint-based programming based
motion and force control, (iii) it detailed approaches to solve constrained
optimization problems, (iv) and it outlined the evolution of the work that will
be presented in this thesis.
The chapter showed the integration challenge posed by the large variety of
functionality and hardware in robotics. The following chapters of thesis
introduce the Composition Pattern methodology and software architectural
pattern, to support this challenge in a uniform, constructive, and systematic
way.
This thesis uses three elements of prior art described in this chapter as
‘instruments’. The 5Cs principle of separation of concerns discussed in
this chapter will be a first important instrument. As a second instrument,
and in contrast to many of the here presented architectures and frameworks,
this thesis uses the meta-modeling approach to use and compose domain-
specific knowledge. Constrained optimization forms a third instrument, it
provides a methodology to composition, exemplified by the constraint-based








Robotics has seen a growth in demonstrations of complex behavior on
platforms with an increasing number of degrees-of-freedom (DOF), types of
actuation mechanisms, communication networks, sensors, and processors. Robot
competitions among such complex, highly autonomous systems attract a lot
of attention from the robotics community and beyond. Well-known examples
include the Darpa Robot Challenge and the RoboCup competition. Given the
scale and complexity, as well as the increasing demand for flexible application
reprogramming and portability to different platforms, application development
has become an effort shared by teams of developers, each with different levels
and fields of expertise. In order to create an application, these developers have
to create and compose compatible and interoperable building blocks. This
integration process, often including parts of a team’s legacy software, commonly
jeopardizes the success of a project.
∗This chapter is based on Vanthienen, D., De Laet, T., Bruyninckx, H. (2014), “Systematic
robot application development: applying the Composition Pattern to constraint-based
programming”, submitted to Robotics and Automation Magazine.
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Figure 3.1: Scene of the tomato picking running example. The PR2 robot has to
pick the tomato from the counter (left), and drop it in the basket on the fridge
(right). A person doing the dishes between those locations forms a dynamic
obstacle during all phases of the task at hand.
This chapter addresses application development challenges through the
systematic combination of structure and behavior. More concretely, it introduces
the Composition Pattern and applies this to the development of applications
that use constraint-based programming. Moreover, this chapter shows how to
refactor existing applications to more reusable systems by looking at both these
aspects in an integrated way.
Chapter 5 will describe the Composition Pattern as a software architectural
pattern, resulting from the multiple refactoring efforts on the iTaSC software
framework [166]; in contrast, this chapter first focuses on the systematic approach
to apply the Composition Pattern to the modeling of robot applications. The
approach can be applied independent of the software frameworks, tools, or
languages preferred by developers.
The chapter will use a tomato pick-and-place application as running example
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throughout the chapter. In this application, a PR2 robot [173] has (i) to find a
tomato located in the neighbourhood of a dedicated pick-up spot, (ii) to pick
up the tomato, obviously not damaging it, (iii) and to deposit it in a dedicated
basket a few meters away. The platform has to operate in a cluttered and
populated environment, as shown in Figure 3.1. It is evident that all these tasks
should take into account the limitations of the platform, and that the whole
setup conforms to safety requirements.
The running example is a typical pick-and-place robot application. It is rather
‘simple’ to pre-program this in an ad-hoc manner, provided that the robot
operates in a human-shielded environment, and pick and drop location are
within reach. However, when any of these limiting simplifications must be
relaxed, developing the application quickly increases in complexity. Hence it
becomes relevant to adopt a systematic approach that helps creating reusable
and adaptable applications. The approach introduced in this chapter aims at
helping developers to deal with this escalating complexity, which comes in many
forms. For example when (i) changing the platform, e.g. replacing the PR2
by an autonomous humanoid robot; or adding a sensor to the PR2, and use
this information where useful; (ii) changing the tasks, e.g. grasping the orange,
instead of the tomato; grasping the tomato between the two (closed) grippers
to avoid squeezing it, rather than using a single gripper (Figure 3.2); increasing
the number of tasks to execute simultaneously, e.g. grasping the orange with
the other gripper; or executing the tasks in a more cluttered and populated
Figure 3.2: Example grasping strategies to pick up a tomato: grasping the
tomato using the gripper (left), or grasping it between the two grippers (right).
The orange forms an obstacle when grasping the tomato. In an alternative
scenario, the orange must be grasped, and the tomato avoided.
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environment with high levels of uncertainty, e.g. when human actions obstruct
the view on the tomato; or (iii) changing the knowledge level, e.g. replacing the
given sequence of sub-tasks by a high level goal and a reasoning algorithm.
The chapter uses constraint-based optimization as a unifying approach to create
robot task descriptions: every task is a set of objective functions and constraints
that the robot controller has to satisfy, with contributions from joint space,
Cartesian space, and/or sensor space. A major reason for the growing success
of the constraint-based approach is that constraints and objective functions are
composable. This chapter exploits this composability property by applying the
constraint-based approach not just strictly to the robot tasks alone, but to all
entities of a complete robotic application, such as platform-specific constraints,
or constraints imposed by the manipulated object (Figure 3.5).
The chapter is organized as follows: The following, Related Work Section 3.1
links existing approaches in literature to this chapter. The next section states
the Composition Pattern and describes its underlying concepts. The subsequent
section applies the Composition Pattern to the example domain of constraint-
based programming. Next, a discussion section details the benefits of the
Composition Pattern and its role in reuse and refactoring. Further, this section
compares the concepts introduced in this chapter to existing approaches. Finally,
the last section states the conclusions.
3.1 Related work
This section discusses related work on constraint-based programming, and
existing architectures, frameworks, and methodologies for robotics.
3.1.1 Constraint-based programming
One constraint-based programming approach, named instantaneous Task
Specification using Constraints (iTaSC) [46,50,51], introduces particular sets of
auxiliary coordinates to express task constraints and model uncertainty. These
auxiliary coordinates are specified between object frames defined on the robots
and objects involved in the application. Where possible, these object frames have
a semantic meaning in the context of the task, for example a specific ‘corner of a
table’. The composition of the constraints of all (sub-)tasks, defined on possibly
a multitude of robots, objects, and sensors, translates to a numerical constrained
optimization problem. The developer can introduce weights and/or priorities
between the different concurrent tasks. In the instantaneous version, a solver
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algorithm computes at each moment in time the best setpoints (for example
joint velocities or accelerations) for all the robots involved in the application. A
software framework and modelling tools for iTaSC are available [166,167].
Related approaches that define task specification as a constraint-based
optimization problem include the Stack of Tasks (SoT) [102] framework and
the Stanford Whole-Body Control framework (SWBC) [139]. The concept of
constraint-based task specification and control to define the overall robot task
as a composition of individual composable constraints will prove to match the
composition in the Composition Pattern, as will be detailed further on. Hence
it makes an apposite choice as example domain.
3.1.2 Frameworks, architectures, and methodologies
Past research resulted in different frameworks, architectures, and methodologies
to deal with complexity in robotics. Kortenkamp and Simmons give an overview
of robot system architectures in [95]. The following paragraphs give an overview
of recent advances.
A first type of frameworks uses hierarchical (concurrent) state machines or flow
charts, as pioneered by Nilsson [119]. Control-focused frameworks of this type
include Skill/Manipulation Primitive Nets [62,155], which provide state machines
of hybrid force/position control setpoints, and more recently LightRocks [156],
which extends this idea using a modeling approach and introducing levels
of abstraction of task specifications built on hybrid force/position control.
General application-focused frameworks of this type include SMACH [21] and
ROSCo [116].
Another type of frameworks starts from a multi-tiered architecture [22]. Angerer
et al. [8] present a recent two-tiered object-oriented architecture for industrial
robotics, robAPI. It consists of a robotics API tier, comprising a command and
an activity layer, and a real-time robot control core tier.
The increase of knowledge and interactions between parts of knowledge results
in the need to manage the represented knowledge, and the need for theories
to prove properties about processed knowledge. Knowledge driven approaches
include CRAM and temporal logic based frameworks. CRAM [16] provides a
light-weight reasoning mechanism that can infer control decisions. Temporal
logic based frameworks [53, 96] on the other hand, synthesize a discrete plan
that satisfies a (formal) high-level specification including timing constraints.
Recently, Doherty et al. [54] presented a formal framework and agent-based
software architecture based on delegation for automated specification, generation,
and execution of high-level collaborative missions.
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In contrast to the frameworks and architectures above, this chapter does not
introduce the ‘single best system architecture’, but helps developers in defining
a system architecture that fits their application’s needs using a systematic
approach.
Next to the frameworks and architectures mentioned above, there are a number of
framework ecosystems that use data flow or component-based techniques. These
framework ecosystems allow developers to create large systems from modular
components or nodes that encapsulate certain functionality. These components
are intended to be substitutable blocks of computation that communicate data
or events with other components. Component-based tools possibly allow to
call functions (services) on other components. Examples include modeling
framework ecosystems such as LabVIEW [117] and Simulink [154], and code-
oriented framework ecosystems such as ROS [171] and Orocos [33].
This section further compares different framework ecosystem aspects using
the terminology of the 5Cs principle of separation of concerns [91,128], which
separates the communication, computation, coordination, configuration, and
composition aspects in software functionality. It forms a basis for the here
introduced Composition Pattern. The PhD dissertation of Philips [127] discusses
the level of compliance of different framework ecosystems with the 5Cs principle
of separation of concerns. This section gives a general overview and further
adds to this comparison some key differences.
In addition, this chapter considers an entity as a concept or model that maps
to software components, agents, objects, modules, processes, activities. . . The
framework ecosystems primarily focus on functional entities, conforming to
algorithms or computations (data processing), and their communication. Support
entities that ‘manage’ functional entities, by handling configuration, composition,
coordination, monitoring, and scheduling, are of secondary importance for most
of these framework ecosystems; the introduction of support entities as well as
the consistency of their usage, are generally left to the programmer. In contrast,
the Composition Pattern elaborated in this chapter introduces these support
entities in a systematic way, already in the conceptual and architectural design
phase.
Most framework ecosystems provide the possibility to separate configurable
parameters from the computation functionality, for example using the ROS
parameter server or Orocos properties. The composition of components is fixed
by design and possibly hierarchical in the LabVIEW and Simulink case, ROS
and Orocos on the other hand, allow flat but runtime changeable compositions.
State machines are commonly used for coordination, for example rFSM [91],
SMACH [21] for ROS, or Stateflow for Simulink [153]. The number of scheduling
options varies among the tools, for example the implicit scheduling based
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on block connectivity as default in Simulink, or its more advanced Common
Function Call Initiators. Orocos assigns periodical (timer triggered), non-
periodic (user triggered), or slave (coupled to another) activities (‘threads’) to
components, and allows to choose a real-time scheduler or not. All of these
framework ecosystems regard monitoring as a functionality to be created by
the programmer, similar to other computations.
This chapter does not focus on the functionalities offered by these frameworks,
but on the structured and systematic approach to application (architecture)
design and the resulting consequences for software engineering design, which
can be applied to the framework ecosystem of choice.
3.2 Composition Pattern: concepts for a systematic
approach
This section defines concepts to divide a (robotics) problem into sub-problems.
These concepts apply throughout the design, from the conceptual design to the
software modelling phase.
The following subsections define the four concepts of the Composition Pattern,
i.e. metamodeling, composition, hierarchy, and semantic context; the last
subsection defines the Composition Pattern and its trade-offs.
3.2.1 Metamodeling
This chapter follows the meta-model approach and terminology of Model Driven
Engineering [122] as advocated by Bézivin [20]. It considers all entities to
be models, as opposed to the code-centric principle of all entities are objects.
We restrict ourselves to the key concepts of metamodeling relevant for this
chapter, and refer the reader to the work of Bézivin [20] for a discussion of the
consequences of this paradigm shift.
In this chapter, a model captures a view or aspect of a system, it groups
semantics. A meta-model presents the language to describe a model; it is a
formal specification of an abstraction of a (sub)-domain. A model conforms to
one or more meta-models. An implementation is an instance of, or is represented
by a model. From a model a concrete implementation can be generated or
hand-coded. However, this chapter will not elaborate on implementations; we
refer the reader to Chapter 5 for a discussion on implementations.
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Figure 3.3: Entity types and cardinality of the entities in the Composition
Pattern. Each node represents an entity of a specific type: a Composer,
Configurator, Coordinator, Scheduler, Monitor, Communicator, or
(Composite) Functional Entity. A Functional Entity can compose a
number of these entities, indicated with the arrows and the multiplicity numbers.
The dissertation names a Functional Entity a Composite Functional
Entity or simply composite when it composes other Functional Entities.
The multiplicity indications start from zero, indicating (i) that a Functional
Entity does not need to be a composite, and (ii) that certain entities can be
left out when they are not relevant for the composite at hand. The color code
for each entity type will be used throughout the dissertation.
In the examples of following sections, teletype font names indicate meta-models†,
and italic font names indicate models. For example a Tomato Object denotes a
Tomato model, conforming to the (physical) Object meta-model. De Laet et al.
[42,43] present one example of the use and usefulness of metamodeling in robotics,
compatible with the Composition Pattern. In this example a Geometric
Semantics meta-model presents a language and rules on geometric relations
and operations between rigid bodies. A concrete model represents the semantics
of a specific relation or operation, for example the End-Effector Pose of a
robot. This model can be translated to an implementation using an existing
geometric library such as KDL [146] or the ROS geometry stack [66]. The
metamodeling approach enables automatic checks for semantic correctness of
geometric operations and representations, and their correct deduction.
3.2.2 Composition
A Composite Functional Entity, further referred to as ‘composite’, is a
group of entities following a fixed pattern, shown in Figures 3.3 and 3.4. A
†Teletype font names will also be used to indicate a non-specific model that conforms
to the meta-model with the same name, in places where it is clear from the context. For
example a Task indicates a non-specific task model that conforms to the Task meta-model.



















Figure 3.4: Structure of the Composition Pattern with indication of data
and event communication. Each block represents an entity. The colors
represent the entity type as indicated in Figure 3.3. A darker shade of grey
indicates a Composite Functional Entity at a deeper dept level within the
hierarchy. Three layered blocks indicate ‘one or multiple entities of the same
type’, i.e. entities conforming to the same meta-model. Arrows indicate data
communication and double lines indicate event communication. Since entities
are broadcast, the double lines represent a ‘bus system’ and are only partially
drawn. The figure makes abstraction of possible communication needed by the
Scheduler to execute scheduling activities. Chapter 5 will retake and further
detail this figure (Figure 5.1).
composite ‘composes’ entities of different types‡, listed below, which will be
‡The entities are listed as models to be able to list their cardinality, while the examples
specify models or implementations. The entity ‘type’ is the meta-model they conform to.
This dissertation uses the listed names to represent an entity meta-model, model or instance
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detailed based on the example of a Task composite.
• One or more Functional Entities (computation): A Functional Entity
represents continuous time and space behavior, and can be in itself a
Composite Functional Entity. A Functional Entity is a ‘data processor’.
For example a Setpoint Generator and a Controller that tracks
the trajectory from the Setpoint Generator, are Functional Entities
that are part of the Task composite.
• One or more Monitors: A Monitor represents conditions to verify on
data flows and events to raise based on these conditions. For example,
a Monitor (implementation) that forms part of a Task could ‘monitor’
control errors (data from the Controller), and send out an event when a
control error violates a certain condition.
• One Coordinator: A Coordinator represents actions to command from
the other entities within a composite. On their turn, these entities report
back to the Coordinator. It gives the composite the autonomy to handle
certain situations locally. The Coordinator is an ‘event processor’, typically
a finite-state machine (FSM): it receives and sends out events from and
to other entities within and outside of the composite. For example, the
Coordinator of the Task composite, i.e. the implementation of the Task
Coordinator, sends out events that will trigger a reconfiguration of certain
entities of the Task as a reaction on the event of the Monitor, which
signaled that the control error was ‘too high’.
• One Scheduler: A Scheduler represents resource access and timing
constraints on the different entities of a composite. These constraints are
of importance for resource allocation when an implementation is created
of a certain composite. What this ‘resource’ is, depends on the context
of the composite. For example, a Scheduler (implementation) can trigger
the Functional Entities of a composite one after the other, at a constant
frequency.
• One or more Configurators: The implementation of a Configurator
applies settings, i.e. data and parameters, to an entity of a composite when
triggered by the Coordinator. In this step the Configurator ‘translates’
if this distinction is not important or clear from the context. Name typesetting or specific
names are used to clarify the exact meaning where necessary. For example, the Coordinator
meta-model specifies a language for an event processor, e.g. the rFSM DSL for finite-state
machines. A Coordinator model represents actions to command from other entities, e.g.
the concrete rFSM model for a certain task. A Coordinator implementation raises events to
command other entities when it receives events from a Monitor, e.g. an implementation of
the rFSM model of the task which receives a ‘limit reached’ event, changes the internal state
of the Coordinator, and sends out a ‘stop execution’ event.
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events from a coordinator to the data and parameters in the context of
the entity. Therefore, the Configurator is a ‘parameter translator’ and
the point where knowledge from a knowledge base can be introduced.
Klotzbücher et al. introduced this separation of commanding and
executing configuration as the Coordinator-Configurator pattern [89]. For
example, the Coordinator of the Task composite can, as a reaction to the
‘too high control error’ event from the Monitor, command a Configurator
to reconfigure the Controller.
• One Composer: A Composer represents how all entities within composite
are grouped and connected, it is a model of the architecture of the composite.
For example the Composer states how the Setpoint Generator can
be composed or connected with the Controller.
• One or more Communicators:§ A Communicator models constraints
on how entities exchange data and events over a certain connection. Bi-
directional data communication occurs between Functional Entities within
and outside a composite, as will be detailed in the following section.
Monitors monitor the data flow of Functional Entities of a composite,
hence communicate with them. Configurators communicate with the
other entities within a composite to set parameters. All entities send
and receive events. Events are broadcast, also outside the boundaries of
the composite. For example the Communicator models that a buffered
connection is needed to receive events that the Task Coordinator receives
from the Monitor.
As hinted at in Section 3.1, the Coordinator, Composer, Scheduler, Monitor(s),
and Configurator(s) are refered to as the support entities. Of the support
entities, the Coordinator, Composer, and Scheduler are singletons within a
composite since they take decisions for the whole composite; in contrast, multiple
Configurators and Monitors can exist –and be executed– in parallel since they
can have a smaller scope. It is however possible that not all concerns are
relevant for the composite at hand, and hence certain entities can be left out.
For example the Monitor can be left out, when the composite has no data to
monitor. The Task example of a composite will be detailed in more detail
further on in Section 3.3.3 and Box 3.3.4.
Typically, a developer is not confronted with the separated entities which he
can compose, but with a set of functionalities to model or implement. The
developer has to separate this set of functionalities in entities, inspired by
§Communication and scheduling are well studied topics. Although important concerns,
this dissertation did not focus on communication or scheduling models in detail. Since the
experimental validation only used single robot platforms, communication did not pose a
limitation to the execution and performance of the researched applications.
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the 5C’s approach to separation of concerns, before composing the separated
entities to a (hierarchy of) Composite Functional Entities, as described above.
Section 3.4.2 will give guidelines on how to use the Composition Pattern to
refactor existing applications.
3.2.3 Hierarchy
The Composition Pattern helps to derive a set of modular entities as building
blocks that are easily adapted or replaced, since each entity’s behavior has
a limited scope (separation of concerns), and a clear meaning. Applying
the composition pattern, results in a tree of entities with a recurring, fractal
structure. The level of granularity of the leaf nodes of the composition tree, i.e.
their ‘depth’, does not need to be identical for all branches of the tree. Hence
each Functional Entity can be replaced by a composite, until the granularity
required by the specific application is achieved. At a design phase, a trade-off
needs to be made based on considerations such as the existing functionality at
your disposal and efficiency. In a refactoring phase, these levels can change,
allowing for an incremental evolution of the application. Remark that as a
consequence of the tree of composition all Functional Entities (computations)
are always leaf entities.
Although the composition is strictly hierarchical, the ‘communication’ (fifth C
of the 5Cs principle of separation of concerns) does not need to be hierarchical.
Functional Entities communicate data on the same level of (compatible)
semantics, although they may reside on different depth levels, therefore crossing
different composition boundaries. The common parent entity checks and
connects communication channels. For example a controller entity communicates
setpoints to the joint1, joint2, and base or base’ entities presented in Box 1. As a
consequence a flat or a hierarchical composition are similar from the perspective
of data-flow between Functional Entities, since data is not bound to the limits
of a composite.
3.2.4 Semantic context
Every composite forms a semantic context; i.e. the entities within a composite
use a shared vocabulary. The support entities translate from the context of
a composition to the context of its child functional entities. This concept is
important for knowledge driven architectures, where this context needs to be
explicit. Box 1 gives an example of the relation between the Mobile Robot,
Base, and Joint contexts. In the running example, higher level compositions
use tomato-specific semantics, such as ‘a rotten tomato’ while the lower level
COMPOSITION PATTERN: CONCEPTS FOR A SYSTEMATIC APPROACH 53
































54 SYSTEMATIC ROBOT APPLICATION DEVELOPMENT USING THE COMPOSITION PATTERN
The figures above consider the example in which the home position should
be configured on a mobile robot consisting of a mobile base and an arm. A
Mobile Robot Composite Functional Entity composes a Base’ or Base
Functional Entity, and an Arm Composite Functional Entity. The
latter Arm entity is common to the three figures, it composes the Jointi
Functional Entity. Hence, the Jointi entities are at depth two (D2), and
the Arm entity at depth one (D1) with respect to the root composite Mobile
Robot at depth zero (D0). The leaf nodes (functional entities) control the base
as a whole (Base’ or Base entity), and each joint of the arm respectively (Jointi
entities). In this example the three depth levels coincide with different levels
of abstraction. Entities at a deeper depth level have a darker shade of grey.
We consider three variations of this example, as shown from left to right:
1. In the figure on top, the D0 Mobile Robot Configurator configures Base’
and Arm with parameters (‘arm up’, ‘start pose’) that belong to the same
level of abstraction. The Base’ is able to interpret and act on parameters
of this level of abstraction. The support entities of the Arm composite
further translate this parameter to the concrete numerical joint setpoints
q0.
2. In the figure in the middle, Base is an entity that can only interpret
parameters of a lower level of abstraction, similar to the level of abstraction
of the Jointi entities. The D0 Mobile Robot Configurator is adapted with
respect to the top figure, to translate the ‘home’ event to two parameters
‘arm up’ and ‘Tstartpoint’, a concrete pose of the base. However, the
need for adaption of the D0 Mobile Robot Configurator, as well as the
translation to different abstraction level is regrettable from a design point
of view.
3. In the figure on the bottom, the D2 Base entity is wrapped by a composite
Base’ that translates the ‘start pose’ event received from the D0 Mobile
Robot Configurator to ‘Tstartpoint’, which Base can interpret. This case
represents one possible way to integrate the existing Base entity in the
left figure composite, while preventing duplication of parts of models or
code, such as the D0 Mobile Robot Configurator.
The first two examples demand less effort to develop. However, in the long
term, the third option, consisting of fine-grained entities with depth levels
coinciding with levels of abstraction, will prove to be more reusable.
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composition that generates robot motions, uses robot-specific semantics, such
as ‘joints’.
The semantic context also forms a ‘boundary’. The support entities of a
composite ‘know’ only about the other entities within that composite, not the
composition of the parent or child Functional Entities. Moreover, the Functional
Entities of a composite do not know about the support entities that manage
them, they send and receive data and events not knowing who will use or react
on them. It does not imply information hiding however: child entities can be
introspected or reasoned about.
3.2.5 Definition of the Composition Pattern
The Composition Pattern is an architectural pattern to structure, i.e. to (i)
contain and (ii) connect, (iii) types of behavior, i.e. the different entities as
listed in Section 3.2.2 and shown in Figure 3.3. The pattern allows following
trade-offs for each of the three:
(i) The definition of the semantic context of a composite, and in addition
the depth level in the composition tree and level of abstraction to which
functionality is modeled: Therefore, how much and in which detail is that
part of the application modeled? For example, robots will be modeled as
ideal ‘velocity following devices’ in the examples of this dissertation.
(ii) The level of communication allowed trough the boundaries of the composite,
as shown in Figure 3.4.
(iii) The cardinality of the different entities within a composite following the
constraints shown in Figure 3.3. For example:
• What parts of the coordinators in the (composite) functional entities
can be replaced by the higher level coordinator?
• How many Functional Entities does a Monitor monitor?
The trade-offs are limited through the constraints of the pattern that need
to be followed. For example, there can be maximal one Coordinator for each
composite. Other constraints in the pattern are the partial ordering of the
composer, coordinator and scheduler: the composer influences the behavior
slower than the coordinator, which on its turn influences the behavior slower
than the scheduler.
The following section details the application of the presented approach to the
domain of constraint-based programming.
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Figure 3.5: Composition tree of a robotic constraint-based application. A node
represents an entity meta-model. An arrow indicates composition: the node at
the beginning of the arrow composes entities that conform to the meta-model at
the end of the arrow, with a multiplicity indicated next to the arrow. Moreover,
a composite functional entity can compose entities of the same meta-model,
which is not shown on the figure. For example an entity conforming to the
Task meta-model can compose different entities that conform also to the Task
meta-model. The application shown on top is the root composite, the entities
shown at the bottom are the leaf entities considered here. The text will focus
on the branch of the tree shown in blue.
3.3 Applying the Composition Pattern to constraint-
based programming
This section explains how robots applications can use the concepts of structured
application development introduced in previous section. It describes a generic
division of the domain of constraint-based programming in a composition tree.
Figure 3.5 gives an overview of the composition tree of a constraint-based
application. Each node of the shown tree represents a meta-model of a
(composite) functional entity. On the one hand, it shows the relation between
meta-models. On the other hand, it shows the hierarchy of composite functional
entities, complementary to the composition as shown in Figure 3.3 (each node
has the structure as shown in Figure 3.3). This section focuses on one branch of
this tree, shown in blue, choosing a limited number of entities of a composition
to detail further on.
Furthermore this section applies the division represented by this tree to the
running example, resulting in concrete models shown in Box 2.
We define following (composite) entities within the task specification branch of
the application tree, from root to leaf: Application, Constraint-Based
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The figure above presents the composition tree for the running example, using
the same notation as in Figure 3.5 with the difference that a node is a (composite)
functional entity model. It forms one of the possible models for the problem at
hand.
The composition tree examplified above does not present the only possible
hierarchy. First, the depth of the composition tree does not need to be restricted.
For example a Setpoint Generator generating position setpoints can be
implemented or replaced by a set of single DOF trajectory generators. In
this case, the Coordinator of the now composite Setpoint Generator
entity manages the different possible timings between the six child Setpoint
Generators.
Moreover, intermediate composition layers can be introduced. For example
an intermediate layer can be introduced between the Pick and Place Task
and the different sub-Tasks (not shown in the figure). More concretely, the
Reach Task could be replaced by a composition of the current Reach Task
with an Arm Guide Task. The latter constrains the arm to move within a
tight subspace when grasping a tomato in a hard-to-reach location.
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Even more, entities can have multiple roles. For example the Setpoint
Generators considered in the running example (Trapezoidal Velocity SG and
Spherical Planner SG) deliver a fixed setpoint or a time-dependent stream of
setpoints deduced from a motion profile. These Setpoint Generators get
their goal from another entity, such as the Configurator of the Pick and Place
Task, or a Planner (also an instance of a Setpoint Generator) outside
or inside the scope of the Reach Task. However a Setpoint Generator,
delivering setpoints to the Constraint-Controller can be of a different
form, or defined outside of the scope of the Task. For example the haptic
teleoperation scheme using iTaSC introduced by Borghesan et al. [24]. In
this scheme the Constraint-Output of the position-coupling Task at the
master side forms the Setpoint Generator of the equivalent Task at the
slave side, and vice versa.
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Program, and Task.
3.3.1 Application
An Application attaches a Constraint-Based Program to specific
Platforms (hardware resources, which can be virtual for simulation). These
Platforms consist of the specific robot Actuators, i.e. motion capabilities,
and Sensors, i.e. sensing capabilities.
The running example will make use of the PR2 and the default sensors of the
platform: the tilting laser scanner and (stereo) cameras on the head.
3.3.2 Constraint-Based Program
A Constraint-Based Program (CBP) defines task specification and control
on a robot setup. It composes a Task and attaches the Task to the world model,
at certain points where we define object frames. The Constraint-Based
Program also comprises a Solver that computes the control input to the robot
as a solution of the constrained optimization problem. The World Model
consists of the Robot- and Object (kinematic and dynamic) models placed in
the Scene.
The Constraint-Based Program of the running example composes follow-
ing models: (i) Pick and Place Task, (ii) a World Model, (iii) and a Weighted-
Damped Least-Squares Solver. The World Model composes a Scene, a PR2
Model, conforming to the Robot meta-model, and models that conform to the
Object meta-model: one or more Obstacles to avoid, the Table where to pick
up the tomato, the Basket where to put the tomato, and the Tomato.
3.3.3 Task
A Task can compose different sub-Tasks, in which case an intermediate
composition level is introduced. To make the distinction we will define a
Composite Task composing different Tasks. The Composite Task Coordinator
coordinates the active set of tasks. It commands different global weights and
priorities as well as (abstract) goals for the tasks.
The Pick and Place (Composite) Task of the running example can be
implemented using different combinations of tasks. The Composite Task
developer chooses these Task entities, by (re-)using existing Tasks from a
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library, or by asking a Task developer to develop a model and implementation
that fits the purpose. For the running example, he chooses to model the desired
behavior using following Tasks:
• a Locate Task to actively look for the tomato, defined between the tomato-
sensor hardware (a camera or laserscanner for example) and the pick-up
spot,
• a Reach Task to reach for the tomato once found, defined between the
tomato and a gripper,
• a Grasp Task to grasp the tomato, also defined between the tomato and
a gripper,
• a Place Task to position the tomato in the basket, defined between the
tomato and the basket,
• a Drop Task to simply release the tomato, defined on the gripper,
• platform related safety Tasks such as Joint Limit Avoidance, defined on
the joints of the robot (configuration space),
• and obstacle avoidance Tasks, defined between obstacles and robot parts.
Some of these tasks will be executed sequentially (locate - reach - grasp -
position - drop), others in parallel. The Pick and Place Coordinator decides
on this behavior. Remark that the resultant robot behavior emerges from the
composition of the constraints of all active Tasks, for example a simple Reach
Task will only be successful if combined with the necessary safety and obstacle
avoidance tasks.
A single Task consists of a set of constraints on a task space representation¶.
It is however unaware of its concrete purpose within an application. Even
the object frames in between which the Task is defined are unknown to the
Task. It is the parent of the Task that defines its purpose by coordinating,
configuring, scheduling, monitoring, and composing it.
For example the Reach Task of the running example composes alignment
constraints to align the gripper with the vector between the object frames in
between which the Reach Task is defined, and an approach constraint that
reduces the distance between these object frames. It is the Pick and Place Task
that defines the object frames to be on the Tomato and the Gripper models.
At a meta-model level, a Task composes:
¶Section 2.2.2 defines constraint-based programming and iTaSC related terminology.
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• a Task Space Representation (TSR), which defines a representation
of the task space, e.g. a spherical coordinate system for the Reach Task;
• a formulation of a Constraint-Output equation (CO), which defines
the output as a function of the state of the TSR and the joint space (joint
coordinates), e.g. the selection of the spherical coordinates of the TSR
forms the CO for the Reach Task;
• one or more Constraint-Controllers (CC), which define the
controller on the output, e.g. a position controller imposes the constraints
for the Reach Task;
• and one or more Setpoint Generators (SG), which define the desired
values of the output at each time instance, e.g. an interpolator and a
planning algorithm deliver the setpoints for the CC of the Reach Task.
In the running example, the Coordinator of the Reach Task decides when to
switch between the two provided Setpoint Generators. Box 3 details the
interaction of the Reach Task with its parent and leaf entities. Other examples
of Tasks of the running example include a set of inequality constraints for each
joint of the platform, which implements the Joint Limit Avoidance Task, and a
simple open-close algorithm monitoring a ‘touch’ condition, which implements
the Grasp Task.
The presented composition stimulates developers to make all assumptions on
safety or platform specific constraints explicit, structured following Figure 3.5.
Safety and platform specific constraints such as joint limit avoidance, center
of mass requirements for humanoids etc. are introduced as Tasks, since they
constrain the robot platform in the same way as any other Task. Making these
Tasks explicit, allows human or artificial reasoning on the full active set of
Tasks, without the need for discovering hidden assumptions. In the simplest
case, the developer has to define these Tasks himself. However, tooling can add
these safety and platform-specific Tasks automatically, based on the selected
platforms.
3.3.4 Remarks
The tree of composition is a basic blue print for applications using constraint-
based programming, it is a policy to use the Composition Pattern that gives
definitions to guide decisions and achieve rational outcomes. However some level
of flexibility remains as detailed in Box 2. Abovementioned Subsection 3.3.3
gives an example where an intermediate Composite Task level of composition is
introduced. Moreover, the here described tree is not intended to be ‘complete’:
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entities not mentioned in the division can make part of a composite, for example
Estimators.
Although presented in a top-down order for readability, the typical workflow
will start at an intermediate composition level, composing existing (composite)
entities from libraries. For the running example, the applied workflow was
(i) first the development and choice of the World Model and Solver within a
Constraint-Based Program, (ii) second the development of the Composite
Task by selecting the Tasks and their interactions, (iii) and last the embedment
in hardware, creating the Application.
Remark that each composite or functional entity gives rise to a different user
perspective at a certain level of abstraction, demanding a different (level of)
expertise.
Further remark that the different entities in the running example can be applied
more generally, outside the scope of tomato picking. For example the approach
to tomato picking can be generally applied to ball-shaped objects. However,
naming of entities and events of the running example are kept within the scope
of the example for readability. The following section will discuss this generality.
3.4 Discussion
This section first discusses the implications and benefits of the Composition
Pattern, secondly it gives guidelines to apply the Composition Pattern, lastly it
discusses the relation to existing frameworks, architectures, and methodologies.
3.4.1 Implications and benefits of the Composition Pattern
The Composition Pattern helps the application developer to avoid following ‘bad
design’ traits [103]: rigidity, i.e. when every change has its effect on too many
parts of the system, fragility, i.e. when a change breaks unexpected parts of the
system, and immobility, i.e. when the reuse of a piece of the system is hard since
it is entangled with the application it was first designed for. These three ‘bad
design’ traits characterize their respective opposites: flexibility, robustness, and
reusability. We interpret these traits not only as a static architecture problem,
but also as a dynamic, run-time, and behavior problem.
The Composition Pattern decreases rigidity since it separates concerns and
specifics are filled in as late as possible. For example, configuration models
what parameters to change and how to change them, avoiding coupling to
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Box 3: Example entity interaction
PID Position Controller CC
Spherical Planner SG
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The figure above details the interaction of the Reach Task with its parent,
i.e. Pick and Place, and children, i.e. Trapezoidal Velocity Profile Setpoint
Generator, Spherical Planner SG, PID Position Controller CC, and Spherical
TSR. The figure shows entities at a deeper depth level in a darker shade of
grey.
The following paragraphs elaborate the different interactions, starting from
the interactions of the Pick and Place Coordinator with the different entities
of the Pick and Place composite. Remark that in order to interact, each
composite needs common vocabulary, which differs from the other composites.
The support entities translate between the composite’s own vocabulary to the
vocabulary of their child (composite) functional entities, as will be exemplified
in following paragraphs.
The responsability of a Coordinator is to change behavior by interpreting
and reacting on events. First the Coordinator coordinates the deployment
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of the composite when triggered by its parent. For example, the Pick and
Place Coordinator orders the Pick and Place Composer to interconnect the
different Tasks and support entities, and the Pick and Place Configurator to
load initial configurations to all entities, including all support entities. For
example, the Pick and Place Scheduler is configured to schedule all concurrent
Tasks in parallel.
Further the Coordinator interprets and reacts on events within the composite.
For example, the Pick and Place Monitor monitors and signals events such
as the gripper close to Basket condition, which triggers the Pick and Place
Coordinator to demand the high accuracy mode explained in the following
paragraph. The same Pick and Place Monitor signals gripper surrounds tomato,
which triggers the Pick and Place Coordinator to transition to the Grasp Task.
The dotted arrows indicate the latter. Remark that a Monitor signals the
(non-) violation of a condition, not the expected reaction on that condition.
Furthermore the Coordinator triggers configuration. For example in the
running example, the Pick and Place Coordinator commands to reach careful
when close to Basket. The Pick and Place Configurator translates this
command to a high accuracy mode configuration of the Reach Task. The Reach
Coordinator and Configurator translate on their turn this mode to a lower
approach speed configuration of the Trapezoidal Velocity Profile Setpoint
Generator, and the activation of an integral term in the PID Position Control.
The dashed arrows indicate these events.
The concrete translation values a Configurator uses, i.e. configuration of
the Configurator, can be provided by different sources, including loading
simple parameter lists or querying and reasoning on knowledge databases. For
example, the speed configuration will depend on the controller type and the
platform used.
Further a Coordinator has local responsibility more than the above presented
translation of commands from higher levels. For example, in the running
example, the Reach Coordinator switches from the Trapezoidal Velocity Profile
Setpoint Generator to the Spherical Planner when the Reach Monitor
signals that there is stall in the progress towards the goal indicated by a
build-up in position error. The dash-dotted arrows indicate these signals.
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other aspects, such as coordination or algorithms in functional entities. As an
illustration, changing the execution rate of the running example at runtime will
influence but should not alter any of its Setpoint Generator functional
entities. Moreover, monitoring is important to decrease rigidity, since it allows
an application to react on internal and external changes.
Further the Composition Pattern decreases fragility, because it makes the
semantic context explicit, which keeps impact of changes local to a subpart of
the composition tree. For example, monitoring boundary conditions, reacting
(locally) on the violation of these conditions, and possibility querrying an
external database for a solution in the local context, decrease fragility. As an
illustration, disabling robot base movement in the running example, while the
robot has to reach for the tomato outside the workspace of its arms, will cause
the Reach Monitor to signal that no progress is made towards the goal, and the
PR2 Left Arm Monitor to signal a stretched arm condition. The Pick and Place
Coordinator can freeze the task execution, and signal this event. The latter will
on its turn trigger operator interaction, or simply a re-activation of the base.
Moreover the Composition Pattern decreases immobility, because of the limited
scope of a semantic context, the granularity of the composition tree hierarchy,
the modelling approach and the separation of concerns. It captures a certain
view of a system, making abstraction of implementation details. For example, a
(composite) functional entity does not know its purpose, connectivity, or meaning
within the application. Further an appropriate depth provides elementary
entities, specific enough to be easily translated to code. As an illustration,
the Trapezoidal Velocity Profile Setpoint Generator used in the Reach
Task of the running example can be easily reused in the Place Task since its
management and configuration are decoupled from its functionality. Moreover,
not only leaf entities can be reused, for example the Reach Task on its own
can be reused in another Constraint-Based Program.
3.4.2 Guidelines to use the Composition Pattern
The running example elaborated throughout the chapter specifies only one
possible pick-and-place robot application. Developing this example using the
Composition Pattern requires more effort than an ad-hoc approach. However,
common situations include the need to extend this application to multiple
consecutive and/or concurrent tasks, or port this task to another robot platform
or object to manipulate. Applying the Composition Pattern reduces the effort
of extending and revising the running example on a longer term. This need for
extensibility, reusability, and adaptability forms one of the drivers to refactor
robot application software. This section discusses some guidelines and examples
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to create new or refactor existing applications to more reusable and adaptable
systems.
Important is to consider everything a model, as advocated by model driven
engineering, such that applications can be first modeled, analyzed and verified
abstractly before code is generated, next to the advantages of conceptual
simplicity, high scalability, and good flexibility [20].
A developer should perform a domain analysis in order to construct a meta-
model. He or she should identify the domain and gather knowledge of it. This
knowledge includes the domain terminology, concepts, and interdependencies
and variabilities between these concepts [107]. A developer should detect the
different forms of knowledge and expertise, and divide the application domain
at hand: (i) in levels of abstraction, making general applicable sub-parts explicit,
(ii) and the different forms of knowledge and expertise. This division results
in the hierarchy (tree) of semantic contexts, where the developer makes the
trade-offs on containment and connection (Section 3.2.5). An appropriate depth
of the tree provides elementary entities specific enough for the available tools
to be translated to code. It is a trade-off between composability, i.e. how
easily an entity can be reused, and compositionality, i.e. the predictability and
performance of behavior of a composite knowing the behavior of its components
[32]. For example, as mentioned in previous section, the models used in the
running example are applicable to a wider scope of problems than tomato pick
and place applications. Many parts of the Tomato Constraint-Based Program,
such as the Pick and Place model, can be reused to handle for example oranges:
only the Tomato model should be replaced by a Orange model, as do perception
algorithms. Context dependent configuration parameters can be deduced from
this altered model: the force used to grip the orange, the condition for successful
approach, etc.
The Composition Pattern does not replace the domain analysis phase, i.e. it
does not help to determine the concepts of a domain, but aids to separate the
concepts of the domain in concerns and to compose them. Mernik et al. [107]
gives an overview of different approaches for each step of DSL design, including
domain analysis.
Each of the semantic contexts can be separated in concerns, more concretely
the different entities of a Composition Pattern composite. The following
questions help the developer to apply this separation and make the trade-
offs on behavior (Section 3.2.5) for a given semantic context (or a piece of code
that implements it):
• What is the core behavior of the composition? The answer determines
one or more Functional Entities (computation) of a composition. It is
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the first question a developer should ask himself, since following questions
detail how this behavior is ‘managed’. In existing code, move only the
(re)action of if/else statements, i.e. the consequent or its alternatives, to
one or more Functional Entities.
• What conditions of this composite need to be monitored? The answer
determines one or more Monitor entities. In existing code, move the
condition of if/else statements to a Monitor.
• How to coordinate the behavior of this group of entities? The answer
determines the Coordinator entity. In existing code, move the selection
of the reaction to the condition of if/else statements to the Coordinator.
• Which timing constraints between the entities are important? The answer
determines the Scheduler entity.
• How to apply configuration to the entities? The answer determines the
Configurator entity. Replace magic numbers in existing code with
configurable parameters, and move the concrete numbers to configuration
• How are the entities interconnected within the composite? The answer
determines the Composer entity. If part of existing code makes
assumptions on where the data comes from, move this dependency (where)
to the Composer.
• Which constraints are important for each connection? The answer
determines the Communicator entities.
Remark that proper design is more than separation: each entity should
be adaptable. For example Functional Entities should contain adaptable
behavior. However, few algorithms are ready for this level of adaptability.
For example the Trapezoidal Velocity Profile Setpoint Generator in the
running example is a functional entity, which algorithm can be implemented in
different ways. Depending on the underlying algorithm, it can assume a fixed
rate of operation (sample time), can handle a change in rate of operation, or
can handle asynchronous triggers (event-driven). The latter offers a higher level
of adaptability.
Chapter 4 will detail use cases using the composition tree (meta-model) of
constraint-based programming, for example the use case of replacing the robot
in an application with another one. Chapter 5 will detail guidelines as lessons
learned from the application of the Composition Pattern as architectural pattern
to the iTaSC software framework.
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3.4.3 Relation to existing architectures
The Composition Pattern generalizes concepts to which existing frameworks
and architectures conform to a greater or lesser extent. In the first place
the Composition Pattern delivers structure, not making claims on the actual
behavior, nor limiting the structure to a number of tiers or levels. It provides
a way to improve or create applications using for example the framework
ecosystems mentioned in the Related Work section. Moreover, it provides
structure beyond (coupled) coordination-configuration using hierarchical state
machines or flow charts frameworks.
The Composition Pattern stimulates context structuring, but does not impose
information hiding. It presents a (composite) functional entity as first-class
entity, which can be inspected and reasoned upon, compatible with knowledge-
driven approaches such as CRAM. Moreover, in future applications we want
to integrate reasoning on all composites, on all tiers, as presented in the
Composition Pattern, and in contrast to 2- or 3-Tier architectures of the
Related Work section.
One consequence, together with the non-strict hierarchical communication, is
local reaction on events. A powerful feature, which needs to be used wisely
to avoid immobility and fragility. For example a ‘motor broken’ event can
trigger the immediate deactivation of a task, without the need to trickle through
hierarchical layers, such as in strictly hierarchical architectures e.g. JAUS [78].
Remark that the Composition Pattern applied to constraint-based programming
resulted in a hierarchy of entities. Other task specification approaches use
different forms of hierarchy. Certain frameworks, such as TaskNets [155], use
hierarchies of a single type of entity, comparable to the relation of the Task
entities and the Composite Task in the running example. Other frameworks, such
as the High-Level Mission Specification [54], transform high level descriptions to
low level descriptions, i.e. a reduction of system complexity through abstraction
along the task dimension. However, the here presented hierarchy corresponds
to higher levels of platform coupling, next to the task dimension within the task
tree: the application level couples the ‘abstract’ program to a specific hardware,
while a task is the abstraction of a set of constraints. Hence the hierarchy of
the high-level mission is complementary with the here presented approach, and
is topic of ongoing research.
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3.5 Conclusions
This chapter introduces the Composition Pattern to aid systematic robot
application development (integrating structure and behavior). It does not limit
itself to only ‘bringing functionality together’, but adds the important application
design concepts of (i) metamodeling, (ii) composition (Coordinator, Composer,
Configurator, Scheduler, Communicator, and Monitor), (iii) hierarchy, and
(iv) semantic context.
As strongest point, the Composition Pattern aids developers to deal with the
increasing scale and complexity of robotic applications, as well as the resulting
need for flexible, reusable, and adaptable software. Moreover, the approach
can be applied to the developers’ framework ecosystem of choice. However,
the Composition Pattern is not formalized in computer readable models (yet)
with which tools can be created to help human developers, and in a later stage
reasoning can be applied by the robots themselves at run-time.
The chapter states how the methodology decreases the design pitfalls of rigidity,
fragility, and immobility and gives guidelines to develop from scratch or to reuse
and refactor existing designs. However, it does not –and can not– provide the
final answer on how to best apply the approach to any new application, because
of the high impact of the structure and behavior of a specific domain.
Hence a lot more work is required to provide a broader set of structural and
behavioral models within the robotics community, and the development of tooling
to aid developers at creating applications; a wide and consistent application







modelling and execution using
domain-specific languages∗
4.1 Abstract
Current state-of-the-art robot program development needs expert programmers.
Moreover, most robot programs developed today are robot hardware and
software specific, and therefore little reusable without modifications. This
chapter realizes easier robot (re-)programming, by software framework
independent models that can be executed using different hard- and software
platforms. First, the chapter focuses on the formalization of the tasks to be
fulfilled by a robot, more specifically constraint-based programming tasks using
a domain-specific language (DSL). Second, it gives a reference implementation
∗This chapter is partially based on Vanthienen, D., Klotzbücher, M., De Schutter, J.,
De Laet, T., Bruyninckx, H. (2013), “Rapid application development of constrained-based
task modelling and execution using Domain Specific Languages”, Proceedings of the 2013
IEEE/RSJ International Conference on Intelligent Robots and Systems., Tokyo, 3-8 November
2013 (pp. 1860-1866).
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in Lua [74]. The presented DSL makes it easier to develop applications, yet is
powerful to execute. It enables automatic model verification and code generation
for different hard- and software platforms, diminishing code debugging efforts.
Experimental validation shows the ease of creating an application and adapting
it, the reduction of the amount of hand-written code, and the debugging aid
offered through meaningful errors returned by model verification.
4.2 Introduction
You have an important demonstration to give on your robot, and as Murphy
predicted, the robot breaks right before your demonstration. If you only could
quickly change to the other robot in the lab, which unfortunately has another
kinematic structure. Of course you’ll have to adapt your tasks to the new
kinematic structure, with another number of degrees-of-freedom, adapt your
control gains, redefine tasks, reconnect and configure all parts of the code. . . Or
don’t you? If the task concept and software were separated from your platform
description, your problem would be easier to solve. The example outlines
the motivation for this work: simpler robot (re-)programming, by software
framework independent models that can be executed using different hard- and
software platforms.
Different languages have been developed to model and separate concerns involved
in a robotic application. Simmons et al. [143] introduced a Task Description
Language for robot control, generating a high-level task tree. Nordmann et
al. [121] introduced a domain-specific language (DSL) for rich motor skill
architectures and automated code-generation from the model. Ingés-Romero et
al. [75] on the other hand focused on a DSL to express run-time variability, using
an optimization problem to bind variability at run-time. These approaches
focus primarily on the ‘higher-level’ task descriptions and scheduling, but
have rather generic domain models for robot control tasks. This chapter
however focuses on the formalisation of the tasks to be fulfilled by a robot,
more specifically constraint-based programming tasks. Furthermore, it gives a
reference implementation in Lua [74].
Constraint-based programming imposes constraints on the modeled relative
motions between robots and objects. The chapter introduces a DSL that
formalizes and structures constraint-based programming applications in robotics,
in a way that is simple to use, yet powerful to execute. It further separates
concerns, enabling a platform- and application-independent model, and enables
automatic model verification and code generation. However, the proposed DSL
does not describe all sub-domains of an application, but permits the integration
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of more specific DSLs such as rFSM [94] for finite-state machines. Hence it
forms a DSL between ‘higher’-level domains, such as symbolic reasoning or
planning and ‘lower’-level domains such as control.
DSLs have great potential within robotics to aid robot programming by
formalizing domains and enabling automatic model verification and code
generation. The Geometric Relation Semantics [41–43] project is an example
of such a DSL in robotics that shows the assistance of modelling in robot
programming. It focuses on the formalization of a small domain and delivers
tooling for easy use and integration.
This work uses the instantaneous Task Specification and estimation using
Constraints (iTaSC) framework [46], a generalization of constraint-based
programming (CBP) that uses particular sets of auxiliary coordinates to
express task constraints and model geometric uncertainty. iTaSC describes a
robot application as an optimization problem consisting of a set of constraints
and one or multiple objective functions. A software implementation of this
framework [165,166] is available under an open-source license. The framework
can handle any kind of robot that can be represented as a kinematic tree.
This chapter follows the meta-model approach of Model Driven Engineering
(MDE) [122], introducing the concept of domain-specific languages (DSL) to
constraint-based programming, as such extending the work by Klotzbücher et
al. [93]. MDE proposes a systematic approach to model a domain, using four
M-levels of abstraction. This chapter follows the meaning given to the levels
in [93]:
M3 Highest level of abstraction, model of the constraints that a valid CBP
specification DSL should conform to.
M2 The level of the application-independent CBP specification DSL, as a
parameterized template.
M1 The level of application-specific CBP specification DSL.
M0 The level of concrete implementations using software libraries and
frameworks.
uMF [92], a declarative and light-weight metamodelling framework forms the
M3 level, enabling the modelling and validation of structural constraints on the
presented DSL. As for uMF, this chapter presents a Lua [74] based internal
DSL, i.e. a DSL constructed on Lua as a host language. Lua is a light-weight
scripting language, already integrated in several robotic software frameworks
and DSLs, such as Orocos [33], ROS [171], and rFSM [94].
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Figure 4.1 gives an overview of the M-levels and the software tools for constraint-
based programming on each level. This chapter focuses on the constraint-based
programming DSL named itasc_dsl, and gives an example model written in the
DSL. The itasc_dsl_orocos_deployer is a software tool to instantiate a model























































Figure 4.1: Overview of the M-levels and software tools for constraint-based
programming on each level. The parts in grey indicate existing DSLs or software,
such as uMF and rFSM.
The chapter first introduces the running example in Section 4.3, and then
introduces the meta-model of the CBP specification DSL in Section 4.4. Next
it elaborates on a model of an CBP specification in Section 4.5. Further it
explains the transition from M1 to the executable code on M0 in Section 4.6.
Section 4.7 discusses and evaluates the proposed DSL, and finally Section 4.9
summarizes the innovations and future work.
4.3 Running example
All concepts introduced in subsequent sections will be explained using the
following example. The example consists of a drawer opening application with
a PR2 robot as shown in Figure 4.2. The robot has to (i) reach for the handle
with its right gripper, (ii) grasp the handle, and (iii) open the drawer, (iv) while
keeping close to a preferable joint configuration, and (v) staying away from
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Figure 4.2: Setup of the drawer opening example.
joint limits. A video and the full model of the example can be found online
at [164] and [163]†, respectively. Listings 4.1 - 4.4 show the model for the drawer
opening part of the example, which will be explained in detail in the following
sections.
4.4 Application-independent meta-model for
constraint-based programming (M2)
The M2 model describes a template for a robotic constraint-based programming
application. The systematic iTaSC workflow [46, 165, 166] eases the domain
analysis, which identifies concepts and structures of the constraint-based
programming domain.
The design workflow consists of six steps, and is briefly recapitulated here:
(i) identify the robots and objects involved in the application and their location
in the scene, (ii) define the object frames on the robots and objects at locations
†Appendix C.2 lists and details the videos related to this chapter.
76 CONSTRAINT-BASED TASK MODELLING AND EXECUTION USING DSL
where a task will take effect, (iii) parametrize the space between pairs of object
frames, as a virtual kinematic chain (VKC) with the feature coordinates χf as
joint coordinates, (iv) choose the outputs y = f(q,χf ) to be constrained,
(v) impose constraints on the relative motion between two object frames
by selecting the type of constraints (equality or inequality) and the control
law that enforces them, (vi) select a constraint-optimization problem solver
that calculates the desired robot joint inputs. Figure 4.5 shows a schematic
representation for the drawer opening task, including its kinematic loop. The
kinematic loop consists of the VKC, the kinematic model of the robot, the
object model (relation between named frames on the drawer) and scene model
(placement of the robot and the drawer in the scene). Section 4.5 will explain
the figure in more detail.
The iTaSC software framework reflects this systematic way of describing tasks.
The implementation of the functionality follows the Composition Pattern
described in Chapter 3. It builds upon the Orocos software component
framework [33] and rFSM statecharts [89, 91, 94]. Furthermore, it integrates
with ROS.
Building on the iTaSC theory and software concepts, we developed a first
generation iTaSC DSL [167], integrating well established DSLs such as rFSM.
This chapter discusses the second generation DSL, after redesigning the
DSL following the Composition Pattern, which was introduced in Chapter 3.
Section 4.8 will discuss how this redesign improved the DSL.
The structure of the DSL follows the composition tree of a constraint-based
application shown in Figure 3.5. It gives an overview of the meta-model of
a constraint-based application, which will be formalized in this chapter as a
domain-specific language. However, the DSL does not formalize each branch of
the tree shown in Figure 3.5 to the same depth level. Moreover, the Constraint-
Output is left out, as will be discussed in Section 4.4.3. Figure 4.3 shows the
composition tree that the DSL formalizes.
Furthermore, each entity represented in the DSL follows (conforms to) the
Composition Pattern explained in Chapter 3 and shown in Figure 3.3. Therefore,
the meta-model of a Composite Functional Entity refers to the meta-models
of its child Functional Entities, and the support entities. The presented DSL
will limit itself to only make the Coordinator, the Configurator, and
(part of) the Composer of the support entities explicit, as will be discussed in
Section 4.8.
• The Coordinator of a composite coordinates its behavior by communi-
cating events, it is a pure event processor, independent of the other four
concerns. The rFSM DSL [94] forms the meta-model of a Coordinator.

































Figure 4.3: Composition tree of a robotic constraint-based application that
is represented in the DSL. A node indicates an entity meta-model. An arrow
indicates composition, pointing from the Composite Functional Entity to the
Functional Entity that forms part of the composite. The numbers indicate the
multiplicity, i.e. the range of possible number of models that are part of the
composite and which conform to the designated meta-model. The different depth
levels of the composition tree are named Application level, Constraint-Based
Program level, and Task level, as indicated with the braces on the left.
• The Configurator applies settings to an entity of the composite it
belongs to, when triggered by the Coordinator. The Configurator
DSL [89] forms the meta-model of a Configurator. This meta-model
is extended to allow for static configurations. These static configurations
load the default configuration, and provide compatibility with the previous
DSL version. The Coordinator and Configurator conform to the
Configurator-Coordinator pattern of Klotzbücher et al. [89].
• The Composer specifies the interconnection of the entities within a
composite. The Composer specifies ‘configuration with structural
consequences’, where the Configurator specifies configuration without
these structural consequences. The DSL is restricted to static compositions
in specific variation points. The following sections will give detailed
examples.
Next to the Functional Entities shown in Figure 3.5 and the Support Entities,
the DSL adds following three attributes to each (Composite) Functional Entity:
• The Name identifies the entity within the model,
• the uri (Uniform Resource Identifier) uniquely identifies the model,
• and the dsl_version identifies the M2 model version.
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Each entity can have two extra attributes
• a type attribute specifying the specific type of an entity, and
• the package attribute pointing to the software package where to find
the implementation of this type.
These two attributes are mandatory for leaf entities.
Furthermore, certain composites (can) compose multiple entities that conform
to the same meta-model. For example, an Application can compose multiple
Platforms. Because of the Lua and uMF syntax, these entities are grouped in
the DSL under an attribute with a lower-case name. For example, platforms
groups different Platforms.
This chapter uses the same notation as in previous chapter: italic font names
indicate models, and teletype font names indicate meta-models. For example
a pull_drawer_handle Task denotes a Task model, conforming to the Task
meta-model. Moreover, teletype font names are used to indicate a non-specific
model that conforms to the meta-model with the same name, but only in places
where this is clear from the context. For example a Task indicates a non-specific
task model that conforms to the Task meta-model.
The structure of the DSL incorporates multiple levels of composition. To
improve readability, this chapter names the upper three of these levels to one
of its entities, from high to low level: Application, Constraint-Based
Program, and Task, as shown in Figure 4.3. The following sections explain
these three levels in detail.
To further increase readability, following subsections explain the meta-model (the
DSL) by giving examples, rather than explaining its grammar. More concretely,
these examples explain what a model that conforms to the meta-model specifies,
or they explain the behavior of an implementation at runtime. For example, we
state ‘A Platform specifies the concrete resource to be used’, to shorten ‘A
concrete model conforming to the Platform meta-model specifies the concrete
resource to be used’ or ‘A Platform meta-model provides a language to specify
a concrete resource to be used’.
4.4.1 Application level
The Application forms the highest level in the composition tree and composes
entities that conform to following meta-models:
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• A Platform specifies the concrete resource to be used. In practice,
it includes the reference to the platform- and hardware interfaces, for
example the interface to the PR2 controller manager of ROS.
• The Constraint-Based Program contains the model of the actual
constraint-based task specification, for example all the constraints needed
to reach, grasp, and open the drawer, and how these can be resolved. Next
Section 4.4.2 explains the Constraint-Based Program in detail.
• A Coordinator coordinates the behavior of the full application for
example the configuring and starting of the different platforms, etc.
• A Configurator provides settings for the different entities, for example
a specific operation mode of a platform.
• A Composer connects the entities. Important is the relation of the
Platform to the Constraint-Based Program. Therefore, following
section will make this configuration explicit.
4.4.2 Constraint-based program level
The Constraint-Based Program composes the task to be executed with a
world model and a solver. This task can be a composite of other tasks, together
specifying a set of constraints on the world model. These constraints forms an
over- and/or underconstrained [46] optimization problem which will be resolved
by the solver. The Constraint-Based Program composes entities that
conform to following meta-models:
• A World Model specifies the scene with the robots and objects involved
in the application. The composition of a World Model will be explained
in the next section.
• A Task specifies a set of constraints on the world model that form together
an over- and/or underconstrained [46] optimization problem. It can be a
composite of other tasks. The composition of a Task will be explained in
the next section.
• A Solver contains the algorithm that solves the optimization problem
for a certain objective function, taking the constraints of the the Task
into account. This results in the desired inputs for the robot platforms,
typically desired joint velocities, accelerations or torques. In the running
example a prioritized, weighted damped-least squares solver [10,69,142]
is used, solving for joint velocities. The objective is to minimize the error
in task space and on the joint velocities.
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• A Coordinator coordinates the interaction between the different entities,
for example commanding a new operational mode for the solver.
• A Configurator configures the different entities, for example adapting
the objective function for the solver to the task at hand, when commanded
by the Coordinator.
• A Composer connects the entities. Important is the connection of the
Task to the World Model. Therefore, following section will make this
connections explicit.
4.4.3 Task level
A World Model composes entities that conform to following meta-models:
• A Robot models a robot involved in and controlled by the application,
e.g. the PR2 in the drawer opening example. Each Robot provides a
‘view’ of a platform, e.g. the kinematic and dynamic structure of the
robot. It forms the integration point for software or DSLs to represent
kinematic or dynamic structures such as Collada [13] or URDF [172].
• An Object models an object involved in, but not controlled (actuated) by,
the application, for example the cabinet with the drawer to be opened. An
Object has the same structure as a Robot, but doesn’t have controllable
degrees-of-freedom (DOF).
• The Scene models the environment in which the robots and objects are
located. It contains SceneElements, i.e. object frames in the scene,
some of which can be configured.
• A Coordinator coordinates the interaction between the different entities,
for example demanding a more accurate representation of an object.
• A Configurator configures the different entities, for example loading a
more accurate representation of an object, when commanded by the
Coordinator. Important is the configuration of the configurable
SceneElements of the Scene (i.e. the Locations in the Scene).
This Location can be fixed or an external input, provided by for
example sensor information. Therefore, the following section will make
this configuration explicit.
• A Composer connects the entities. Important is the connection of the
Robots and Objects to the SceneElements in the Scene. Therefore,
the following section will make this configuration explicit.
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A (non-composite) Task composes entities that conform to following meta-
models:
• The VKC models the task space as a Virtual Kinematic Chain, a specific
form of a Task Space Representation with feature coordinates as joint
coordinates. For example, the use case considers a cylindrical task space:
TransZ, RotZ, TransX, RotX, RotY, RotZ‡ for the reach_drawer_handle
task, since the handle of the drawer is a cylinder and it is irrelevant from
which side the robot approaches the handle. The use case considers a
cartesian task space: TransX, TransY, TransZ, RotX, RotY, RotZ for the
pull_drawer_handle task. The chain aspect forms also an integration
point for software or DSLs to represent kinematic structures.
• The CC models the Constraint-Controller that imposes a desired value
on an output, enforced by a controller. The output is a function of the
controllable robot joints and feature coordinates. In the open drawer
example, we use a simple proportional controller on the position error and
velocity feedforward on each feature coordinate (y = χf ).
• A Setpoint Generator models a setpoint generator, which delivers
desired values to the controllers in the application, for example a trajectory
in task space to open the drawer. A Setpoint Generator can be
very different in nature; as simple as a fixed value, complexer trajectory
generators, or planners.
• The Coordinator coordinates the behavior of one task, for example
enabling or disabling a single constraint of a task.
• The Configurator configures the different entities, for example the
control gains of the CC.
Moreover, a Task can be a composite of other Tasks, in this case the
Configurator and Coordinator have extra responsibilities:
• The Coordinator coordinates the composite task behavior by enabling
and disabling tasks, changing weights and priorities, etc. For example
disabling the reaching task and activating the grasping task once an event
is received that signals that the handle is reached.
• The Configurator configures a TaskSetting for each Task. The
TaskSetting assigns a weight and a priority to the Task, two
‡Trans means translation and Rot rotation, along the direction or around an axis of the
moved coordinate frame.
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measures to deal with over- and/or under-constrainedness of the composite
task [110,142]. In the running example the task to stay close to a preferable
joint configuration has a lower priority than the reaching motion.
4.4.4 Decoupling
§ The presented DSL decouples the constraint-based programming application
in many ways. For example, a Task model is independent from (i) the weight
or priority that is assigned to the Task, or (ii) the object frames in between
which a Task is assigned.
Note the separation of the Configuration in Configurator, the Coordination
in Coordinator, the Composition in the Composer and the functionality
(Computation) in the different Functional Entities.
4.5 An iTaSC model (M1)
The M1 level model conforms to the M2 meta-model, filled in with the
application-specific information. Due to the limited space, we restrict the
example code to the model for the composite task of the drawer opening part
of the use case, as listed in following sections. The full model can be found
on [163].
The M2 model and uMF [92] tools enable formal verification of the conformity of
the M1 model to the M2 model. This verification comprises syntax verification,
the existence of referred entities¶ and DSLs, and compatibility between entities.
The automatic verification returns meaningful errors to the user, as will be
shown in Section 4.7.
A model of a Composite Functional Entity is indicated in the DSL by the
name (or abbreviation) of its meta-model, with the attributes and entities it
composes between braces (a Lua table). As explained in Section 4.4, a composite
has a Name, uri, and dsl_version attribute, and optionally a uri and
dsl_version attribute. The attributes and entities have different Lua table
keys and corresponding value (key = value). The keys of a Coordinator,
Configurator, and Composer are coord, conf, and comp, respectively.
Values starting with ‘my_’, indicate a Composite Functional Entity (or group
of Composite Functional Entities) that is detailed further on in the text.
§A more elaborate discussion on decoupling by applying the Composition Pattern is given
in Chapter 3.
¶Composers refer to entities by their Name attribute.
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4.5.1 Application level
Listing 4.1: Application level











coord = Coordinator{fsm = "file://app_supervisor.lua"},
config = Configurator{conf = "file://←↩
simple_open_drawer_using_real_pr2.cpf"},





The simple_open_drawer_using_real_pr2 Application composes two
Functional Entities: a pr2_hardware Platform and a
Constraint-Based Program which will be detailed in the next section.
The pr2_hardware Platform in the presented example is a leaf entity, hence
it has a package and type attribute. All referred packages and types can
be found in [163].
The Coordinator of the presented Application is an entity that loads an
rFSM [89, 91, 94] finite-state machine description. The Coordinator of all
composites share the same underlying structure, as shown in Figure 4.4. Each
of the states can be a state machine on its own, as will be detailed in Chapter 5.
The Configurator of the presented Application has (static) configuration,
contained in an xml file, with a configuration property file (cpf) extension.
The Composer models an entity connection, in this case connecting a specific
pr2_hardware Platform to the pr2 Robot.
4.5.2 Constraint-based program (CBP) level




Figure 4.4: Basic infrastructure of a Coordinator of a level. Each state is
possibly a (combination) of state machines, as shown for the Run state.
Listing 4.2: CBP level









10 package = "wdls_prior_vel_solver",
type = "iTaSC::WDLSPriorVelSolver"},
task = my_task,
coord = Coordinator{fsm = "file://cbp_supervisor.lua"},
config= Configurator{conf = "file://cbp_supervisor.cpf"},
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ObjectFrameConn{















Figure 4.5: The different parts of the kinematic loop (dashed lines) for the
pull_drawer_handle Task. The green line indicates the Virtual Kinematic
Chain on which the task constraints are imposed, black lines indicate fixed
kinematic relations, and red lines indicate the controlled robot joints. The
robolab Scene is attached to the world {w} . Two SceneElements (frames)
are defined in the robolab: start_loc and cabinet_pos. The cabinet Object
base frame {b1} is attached to –hence coincides with– the cabinet_pos frame.
The pr2 Robot odom frame {b2} is attached to the start_loc frame. The
Virtual Kinematic Chain is attached to two object frames o1 and o2. The
first object frame o1 is defined as (coincides with) the upper_drawer of the
cabinet, the second object frame o2 is defined as the r_gripper_tool_frame of
the pr2. The upper_drawer object frame (o1) locates where the drawer fits in
the cabinet, it is fixed to the cabinet and does not move with the drawer itself.
The r_gripper_tool_frame object frame (o2) coincides with the handle of the
cabinet, since it is previously grasped by the robot.
The itasc_simple_open_drawer_pr2 Constraint-Based Program com-
poses three Functional Entities: a World Model, a Solver, and a
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Task. The next section details the World Model and the Task. The
wdls_prior_vel_solver Solver is a prioritized, weighted damped-least squares
solver.
The Composer explicitly models the connection of the Task to the World
Model. More concretely, these models are connected by attaching object frames
defined on the World Model with object frames defined on the Task, as
shown in Figure 4.5. For example, the pull_drawer_handle sub-Task of the
simple_open_drawer composite Task is connected to the upper drawer of the
cabinet Object and the right gripper of the PR2 Robot respectively. The
pull_drawer_handle Task doesn’t have a connection to a Robot, since there
are no constraints in joint space. On the other hand, the keep_joint_config
sub-Task of the simple_open_drawer composite Task is connected to the
whole Robot since it constrains the Robot’s joint space.
4.5.3 Task level
Listing 4.3: Task level: World Model









10 type = "iTaSC::pr2Robot"
}},
objects = { Object{
name = "cabinet",
dsl_version = "0.2",










25 coord = Coordinator {fsm = "file://experimental_setup.lua"},
config = Configurator{ scene_elements = {
SceneElement {
name = "start_loc",
location = Frame {
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location = Frame {




compo = Composer{ object_frame_conns = {
ObjectFrameConn{





45 fr1 = "robolab.cabinet_pos",
fr2 = "cabinet.base"}}}}
The experimental setup World Model composes the PR2 robot and the cabinet
with the drawer to open.
For the drawer opening example, the object frames in the robolab Scene, i.e.
the SceneElements, are configurable Locations. A Location is expressed
in the uMF frame specification, consisting of a rotation matrix and position
vector. For example, the start_loc SceneElement is connected to the odom
frame on the PR2 robot, as shown on Figure 4.5. It defines the start location of
the PR2 robot. Remark that in the current implementation the odom frame will
stay fixed in the start_loc location. It forms the starting point of the kinematic
chain describing the PR2 robot, since the location of the PR2 robot in the
robolab Scene is part of the ‘controllable DOF’.
The Composer explicitly models the connection of the Robots and Objects
to the Scene. More concretely, these models are connected by attaching object
frames defined in the Scene with object frames defined on the Robots and
Objects. These connections have the same meta-model as the connection of
the Task to the World Model.
Listing 4.4: Task level: (Composite) Task




5 tasks = {
my_pull_drawer_handle,
my_keep_joint_config},
coord = Coordinator{fsm = "file://composite_task_supervisor.lua"},
88 CONSTRAINT-BASED TASK MODELLING AND EXECUTION USING DSL
config = Configurator{










The composite simple_open_drawer Task composes two Tasks:
(i) pull_drawer_handle, to pull open the drawer and (ii) keep_joint_config, to
keep a preferred joint configuration. These Tasks are detailed further in this
section.
The Coordinator of the simple_open_drawer Task is rather limited for
the running example, since all tasks are running in parallel during this single
opening action. The full drawer opening application needs more complicated,
multi-state coordination at run-time [163].
The Configurator of the simple_open_drawer Task assigns weights and
priorities to each sub-Task. Tasks with a lower priority number have priority
over Tasks with a higher priority number. In the running example, the
pull_drawer_handle Task has priority over the keep_joint_config Task. The
weights will have no effect in this reduced example, since there are no conflicting
constraints within each priority level.
Listing 4.5: pull_drawer_handle Task
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25 fsm = "file://sixDof_pff_supervisor.lua"},
config = Configurator{
conf = "file://pull_drawer_handle.lua"}}
The pull_drawer_handle Task composes three Functional Entities: a
CC, VKC, and a SG. The CC, VKC, and SG are leaf entities, specifying a package
and a type which can be found in [166]. The cartesian_coordinates VKC models
a Virtual Kinematic Chain with a cartesian coordinate system. The sixDof_pff
CC refers to a simple proportional controller with feed-forward for six DOF
output y, in this case the feature coordinates of the cartesian_coordinates VKC.
The open_drawer_trajectory_generator SG generates a trajectory to open the
drawer.
Listing 4.6: keep_joint_config Task


















config = Configurator{conf = "file://keep_joint_config.cpf"}}
The keep_joint_config Task composes two Functional Entities: a CC
and a SG. The CC and SG are leaf entities, specifying a package and a
type which can be found in [166]. The keep_joint_config Task has no
VKC, since all constraints are in joint space. The CC_PDFFjoints CC refers
to a general PD controller with feed-forward for an n-DOF output y. The
desired_joint_config_generator SG generates a trajectory for each joint towards
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a (fixed) desired position.
4.6 Code generation: from M1 to M0
The M1 model specifies a robot application, that has to be transformed into an
implementation that conforms to this M1 model. The model to meta-model
conformity can be checked using the software tooling for uMF [92]. We provide
software support that transforms the M1 model to a run-time configuration
and instantiation using the existing iTaSC software implementation [166]. This
iTaSC software is developed using the Orocos component framework. Chapter 5
details the implementation aspects of the iTaSC software framework.
Figure 4.1 gives an overview of the software tools. The implementation of
the DSL can be found online at http://bitbucket.org/dvanthienen/
itasc_dsl. The itasc_dsl_orocos_deployer software tool to instantiate
a model into an iTaSC software framework implementation can be found
online at http://bitbucket.org/dvanthienen/itasc_dsl_orocos_
deployer.git.
4.7 Experiments and evaluation
Table 4.1 compares the required lines of code for two more elaborate examples
from previous work: lissajous-tracing with a KUKA youBot [162] and human-
robot comanipulation with a PR2 robot [165], detailed in Section 7. The table
shows the lines of code (LOC) to be hand coded to generate the application
using the DSL (model) or the iTaSC software framework (original code). Since
a model written in the DSL is instantiated using the iTaSC software framework,
both implementations share the iTaSC Orocos components needed for the
execution (not included in the LOC). Next to this code, both share the rFSM
models, and the component configuration values, which are not counted in the
LOC.
When using the DSL, i.e. when modeling the application, the developer can
start from a model template (included in the LOC), which he (or she) has
to complete with the application specifics. When using the iTaSC software
framework directly, the developer has to provide scripts to create the application,
including scripts that provide application specific component instantiation,
connection, extra‖ configuration, and extra coordination.
‖‘Extra’ with respect to the configuration and coordination shared with the DSL version.
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The total lines to be hand coded have reduced by a factor of 2.5 when using the
DSL. This reduction is possible by the automatic derivation of framework specific
code from the model. Moreover the model provides a better readable overview of
the application and introduces names in a more consistent ‘hierarchical’ manner:
lower levels introduce names, referenced to by higher levels. In order to allow
this referencing, each level has to expose the names of the entities it composes
to the higher levels.
laser tracing comanipulation
model 97 155
original code 237 416
Table 4.1: Comparison of code efficiency by lines of code of a laser tracing and
comanipulation example.
The warnings and errors that the execution of the M1 model verification returns
include:
• Syntax errors, such as the misspelling of an attribute or entity, or the
assignment of a wrong type. For example when erroneously using ame =
’pull_drawer_handle’ in stead of name = ’pull_drawer_handle’
when assigning a name to the first task:
1 err@ app.cbp.tasks[1].ame:
illegal field 'ame' in sealed dict
(value: pull_drawer_handle)
err@ app.cbp.tasks[1]:
5 non-optional field 'name' missing
or when assigning a number to the name:
1 err@ app.cbp.tasks[2].name:
not a string but a number
• The non-existence of referred entities and DSLs, for example robots not
listed in Robots or not found configuration files:




non-existing configuration file ←↩
simple_open_drawer_using_real_pr2.cpf
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• Incompatibility between entities, for example when assigning an always
singular Virtual Kinematic Chain with two Z rotational joints as first two
joints:
1 err@ app.cbp.task.tasks[1].vkc.chain:
identical consecutive chain segments (1-2)
• The use of the same name for multiple entities, for example when giving
the object and the robot the name ’pr2’:
1 err@ : duplicate use of name pr2
• The use of an outdated version of the meta-model:
1 warn@ app.cbp.dsl_version:
Current CBP meta-model version number 0.1,
does not match required version number 0.2
One of the major advantages of the developed DSL is its ease to create and adapt
applications. As a proof, the following paragraphs summarize some possible
changes of the running example. Video fragments of some of the changes can
be found at [164].
To change the robot that is used to a totally different platform, as in the
case given in Section 4.2, one has to change:
• the Robot (Listing 4.3, line 6,8-10) to for example the KUKA YouBot,
• the robot Platform (Listing 4.1, line 6-9),
• the connections that use object frames defined on this robot,
– conn_pr2hw_pr2 (Listing 4.1, line 16-18),
– conn_pull_rgripper (Listing 4.2, line 23),
– conn_keepjnt_pr2 (Listing 4.2, line 27),
– conn_w_pr2odom (Listing 4.3, line 42),
• the configuration of joint space tasks, such as the keep_joint_config Task
(Listing 4.6, line 19).
A total of 15 minor modifications are needed to change the robot platform used,
far less than the more than 100 lines without the model. The same reasoning
holds for changing an Object. There will be even fewer changes needed, since
there is no need to change a Platform.
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Another common change to an application is the relation between the tasks
by changing the weight and priority of one or multiple tasks. These settings
are grouped in the Configurator of the simple_open_drawer composite
(Listing 4.4, line 12-19). It is common that these settings are commanded to
change at run-time by the Coordinator of the composite.
In case the drawer does not slide but swivels open like a door, one can adapt
the model of the task space easily, by changing the chain of the VKC
(Listing 4.5, line 11) to cylindrical coordinates. Cylindrical coordinates ease the
task specification on a swiveling door to a constraint on a single DOF, namely
the angle around its pivot.
Another common alteration is the change of controller used for a task,
which is easily done by replacing the CC of the task. For example, replacing
the proportional controller of the pull_drawer_handle Task to an impedance
controller (Listing 4.5 lines 13-17).
In case one wants to change the coordination of the composite task,
one only has to change the Coordinator of the simple_open_drawer
(composite) Task (Listing 4.4, line 8). For example deactivating the
keep_joint_configuration Task once the handle is grasped, or change how
and when the transition from grasping the handle to opening the drawer occurs.
In case the lower drawer, rather than the upper drawer must be opened, one can
easily change the object frame to this other drawer by changing one word
(Listing 4.2, line 19). Further, one can easily change which of the two arms of
the robot should be used, by simply changing one word, namely the object frame
on the robot; for the running example replace r_gripper_tool_frame by
l_gripper_tool_frame (Listing 4.2, line 23).
4.8 Discussion
This section first discusses how the application of the Composition Pattern to
refactor the first DSL version [167] improved this DSL. Secondly, it discusses
the relation with the TFF-DSL of Klotzbücher et al. [93].
4.8.1 Refactoring of the first (iTaSC) DSL
The first DSL did separate the application in a hierarchy of different entities,
and it did separate the concerns following the 5Cs principle [32] to a large
extent. However, it did not follow the Composition Pattern:
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• It confused configuration with composition. For example, task weights
and the connection of the object frames of a task to the world model
were both attributes of a separate entity. This confusion resulted in many
references throughout the design.
• The configuration of an entity was held in the entities itself. However,
configuration depends on the relation of an entity to the other entities in a
composite, hence this configuration should be set by the Configurator
of the parent of the entity. For example, a specific gain of a
Constraint-Controller (CC) depends on the task, hence is set by
the Configurator of the Task.
• Each composite had a different structure in the first DSL version: some
had (multiple) extra entities for configuration, some not; some had a
Coordinator, some not; etc. The Composition Pattern made the
structure uniform, following the layout shown in Figure 3.3, and it
made the ‘responsibilities’ of the different entities clear (for example
strict conformance to the configurator-coordinator pattern discussed in
Chapter 3). As a consequence the overall hierarchy is the same as shown
in Figure 3.5.
The presented DSL focused on the composition tree of constraint-based
programming and the recursive application of the Composition Pattern.
However, the presented DSL does not incorporate all aspects of the Composition
Pattern (yet). It made only the Coordinator, Configurator, and (part of)
Composer of the support entities explicit. The Composer is currently (largly)
static, and does not model all interconnections. Moreover, the Scheduler
and Communicators are not made explicit. The iTaSC software framework
provides a boiler plate scheduler for each type of entity. Also the Monitor is
not included in the DSL, the iTaSC software framework provides plug-ins for
monitors, which are however not modeled. Future work should create general
DSLs for these entities, and integrate them with the presented DSL.
4.8.2 From TFF DSL to CBP DSL
The work by Klotzbücher et al. [93] defines a DSL for the task-frame formalism,
a special case of constraint-based programming using a single task frame
(typically the tool centre point (TCP) frame or base frame) to define hybrid
force position/velocity control operations. The authors distinguish a task-frame
formalism model, a coordinator model, and the platform related configuration.
These map, respectively, to the the composite Task model, Coordinator, and
Configurator of the composite Task in the DSL presented in this chapter.
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All other entities of an application are unmodeled or hidden, for example the
composite Task model assumes different Tasks, each with following child
entities:
• the CC is a hybrid force-position/velocity controller,
• the VKC is a Cartesian task space representation,
• and the Setpoint Generator is a fixed force, position, or velocity
setpoint generator.
This TFF DSL model can however be transformed to a Task model within the
here presented DSL, i.e. a model-to-model transformation. As a result, (i) all
the task frame formalism related assumptions, and (ii) all the other entities of
an application, are made explicit.
4.9 Conclusions and future work
This chapter structures and formally models constraint-based programming tasks
using a domain-specific language (DSL). The presented DSL makes application
development easier, yet is powerful to execute. Furthermore, the DSL enables
automatic model verification, i.e. meta-model conformance, and code generation
for different hard- and software platforms, diminishing code debugging efforts.
However, the current implementation provides only limited model verification.
More iterations are needed to provide DSL for the whole composition tree shown
in Figure 3.5 and additional, lower or higher depth levels in this tree. Moreover,
more relations between the Functional Entities can be (meta)-modeled
and hence verified. In addition, the code generation is limited to the only
supported software framework, the iTaSC software framework. Future work
could provide code generation for more hard- and software platforms.
Furthermore, it is shown that the needed code and hence development time of
constraint-based programming applications can be significantly reduced. Next
to reduced code size, the rapid development originates from (i) the DSL as a
scripting language, without need for compilation, (ii) the separation of concerns,
leading to a structured set of small configuration files that are easily adapted,
(iii) and the DSL as a template, guiding the programming effort.
The DSL is (re)developed using the Composition Pattern described in Chapter 3.
Therefore, it separates concerns and groups reusable functionality, allowing non-
experts to develop applications by composing tasks and assigning them to robots
and objects in the scene. As such, it can be viewed as a first step towards the
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robot programming language of the future. Moreover, the structured approach
and DSL allows to integrate iTaSC in graphical programming tools, such as
ABB’s RobotStudio [1].
The proposed model opens up the possibility of tool support for design time
model checking, using for example Xtext [56]. Further it allows the creation of
a repository or store with models and/or implementations of entities, such as
tasks i.e. a ‘task store’.
Future work will focus on the integration of dedicated DSLs for all entities.
Furthermore, the instantiation of the model on other constraint-based
programming frameworks such as Stack of Tasks [102] will be investigated.
Additionally, the presented formal modelling of constraint-based programming
paves the way for robots to generate their own behavior, and reason on their
behavior on a symbolic level. However, the current implementation does only
help human developers to create applications faster. More work is needed to
(meta)-model more concepts in robotics in order to enable robots to generate
their own behavior.
The software implementation of the DSL and a software tool to instantiate a










The authors are part of a research group that had the opportunity (i) to
develop a large software framework (±five person year effort), (ii) to use that
framework (“iTaSC”) on several dozen research applications in the context of
the specification and execution of a wide spectrum of mobile manipulator tasks,
(iii) to analyse not only the functionality and the performance of the software
but also its readiness for reuse, composition and model-driven code generation,
and, finally, (iv) to spend another five person years on re-design and refactoring.
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This chapter presents our major lessons learned, in the form of two best practices
that we identified, and are since then bringing into practice in any new software
development: (i) the 5C meta model to realise separation of concerns (the
concerns being Communication, Computation, Coordination, Configuration,
and Composition), and (ii) the Composition Pattern as an architectural meta
model supporting the methodological coupling of components developed along
the lines of the 5Cs.
These generic results are illustrated, grounded, and motivated by what we
learned from the huge efforts to refactor the iTaSC software, and are now
behind all our other software development efforts. In the concrete iTaSC case,
the Composition Pattern is applied at three levels of (modeling) hierarchy:
application, iTaSC, and task level, each of which consist itself of several
components structured in conformance with the pattern.
5.2 Introduction
Robotics has evolved from a single manipulator arm to a broad field of fixed,
driving, crawling, diving, sailing and flying robots with many, redundant degrees-
of-freedom (DOF). Each of them equipped with a wide range of sensors, from
simple encoders to point cloud generating laser scanners. Moreover, more and
more different, concurrently active tasks are integrated on these platforms in
ever more demanding scenarios, such as human-robot co-manipulation.
One of our research priorities is the development of a systematic approach
to program such complex tasks—i.c. the instantaneous Task Specification and
estimation using Constraints (iTaSC) [46]—and to provide developers with
appropriate software support to facilitate reuse [166]. This chapter focuses
on what we learned along the way, as “best practices”, to realise such large-
scale software frameworks; these insights have been re-applied to the iTaSC
software support context, which we use as a concrete application domain in this
document, to make the generic, application-independent “best practices” more
tangible, and the discussion about its pros and cons more concrete.
The focus of this chapter is not on discussing the functionalities offered by
the iTaSC framework or any of the frameworks mentioned in the related work
section; nor on discussing their relative merits, but on their software engineering
design. The outcome is a set of “best practices” on how to tackle future labour
intensive software development efforts, such that they could be developed with
less pain, and integrated better with other frameworks.
One of the major lessons learned by the authors, is that integration should
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not start at the level of the software code, but at the level of models of the
provided functionality. In other words, the essential role of formal domain-
specific languages (DSLs) will be stressed and illustrated at several occasions
in the document. Remark that a transformation between models, and the
generation of code from a model does not imply a “one to one” mapping; it
can include optimizations based on “reasoning” on the model. A well known
example of this principle are software compiler optimizations. In general such
“model-to-x” transformations are a far from resolved problem, beyond the scope
of this chapter.
While this work refrains from introducing “the” best system architectures, it
does propose an architectural pattern (or “meta architecture”) that has proven
to be a “best practice” to help developers in finding and expressing the (most
often rather complex) system architecture that fits best to their application’s
particularities.
5.2.1 The 5Cs
The software pattern introduced in this chapter builds on the 5Cs principle of
separation of concerns [32, 128] separating the communication, computation,
coordination, configuration, and composition aspects in the overall software
functionality. This earlier work reflects our insights, or “analysis” of the design
problem, while this chapter introduces our solution, or “synthesis”, of how to
provide constructive guidelines to system and component developers.
The authors consider the 5Cs as their most often proven “best practice” in
robotics software development, since it (gradually) emerged during the huge
accumulated software development experience (Section 5.3.4), and was applied
to dozens and dozens of new software developments. Since two years, it is
even the core of a course on Embedded Control Systems for first-year Master
students in Mechanical Engineering, where it has proven essential to let them
grasp, quickly and thoroughly, the high-level design challenges of a complex
system-of-systems.
5.2.2 Outline and notation
Section 5.3 cites the related work and introduces the application domain.
Sections 5.4–5.8 elaborate each of the five “5C” concerns, with a sub-section
devoted to modeling, one on the implementation, one on discussion and lessons
learned, and one on how to compose that concern in a bigger architecture.
Section 5.9 states the conclusions of this chapter.
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The chapter emphasizes entity† type names using teletype font, and
instance names with italic font; names of events are emphasized using teletype
font and begin with e_.
5.3 Related Work
This section gives an overview of related work and introduces the application
domain. It further states the experience that led to the formulation of the
Composition Pattern.
5.3.1 Robot Systems Architectures and Frameworks
Different architectures and frameworks have been proposed to create large
and complex robot systems, an overview can be found in the book chapter by
Kortenkamp and Simmons [95]. This section discusses some relevant and more
recent work.
A first set of frameworks use hierarchical (concurrent) flow charts or state
machines to create large and complex robot systems [119]. Recent examples
include ROSCo [116] and LightRocks [156]. The latter focuses on task
specification and will be discussed in Section 5.3.2.
Many robotic frameworks start from a multi-tiered architecture [22]. A recent
two-tiered architecture, robAPI [8] aims at industrial robot applications. The
first tier provides a real-time dataflow, and the second tier provides an object-
oriented robotics API making abstraction of the real-time aspects, and dividing
an application in actuators, actions, sensors, and state. Another example is the
BIP (behavior, Interaction, Priority) framework [2,19], which has a three-tiered
architecture. It provides formal models for the discrete behavior, which allows
for Validation and Verification of those parts of the robot task.
Recently, cognition-enabled approaches have gained more attention. For example
CRAM [16], a light-weight reasoning mechanism that can infer control decisions.
It is a two-tiered architecture, merging the planning and sequencing layers of
3T architectures [22]. Another example of a cognition-enabled approach is the
formal framework and agent-based software architecture by Doherty et al. [54].
†Entities, or components, agents, objects, modules, processes, activities. . . The concrete
name has no real importance in the context of this chapter.
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5.3.2 Application Domain: Task Specification
This subsection introduces the basic primitives of the application domain—
specification and execution of complex robot tasks—that was chosen in this
chapter to illustrate the best practices in software development for large-scale
robotics software frameworks. This introduction is not meant to be self-contained
or exhaustive, hence the reader is referred to the references for further details.
Traditionally, robot programming methods specify the robot motion in either
joint space or Cartesian space. In joint space the motion trajectory is directly
imposed on the individual robot joints, and is often used for programming fast
point-to-point motions. In Cartesian space, for example used for tool trajectory
tracking, the robot motion is specified in a compliance frame [104], or task
frame [31] (typically either a tool centre point (TCP) frame or a base frame).
Besides motion-based control, also joint-specific, Cartesian wrench (i.e. force
and torque), and impedance control schemes are often used in practice [141].
This approach has proven its effectiveness for (geometrically) simple tasks,
however, it scales poorly to more complex tasks that involve multiple frames
and multiple partial motion specifications [31].
Constraint-based programming on the other hand does not consider the robot
joints nor the single task frame as the central primitives in the specification.
Instead, the core idea is to describe a robot task as a set of constraints (in various
frames on the robot, in joint space as wel as in Cartesian or sensor space), and
one or more objective functions to optimize. Samson et al. [137] presents this
approach in a generic way, and De Schutter et al. [46] were the first to turn
these generic ideas into a publicly available software framework. The latter,
named instantaneous Task Specification using Constraints (iTaSC), introduces
particular sets of auxiliary coordinates to model uncertainty and to express task
constraints. These task constraints are defined between object frames defined
on robots and objects involved in an application. These object frames have,
preferably, semantic meaning in the context of the task, for example the point
of a pencil. Decré et al. [51] extended the framework to support inequality
constraints.
A general iTaSC task is the composition of multiple sub-tasks, involving
possible multiple robots, sensors and objects, and at the level of that composite
task, weights and/or priorities between the sub-tasks can be introduced by
the task programmer. This specification is then turned into a numerical
constrained optimization problem, from which a solver algorithm computes
the instantaneously best joint setpoints (e.g., joint velocities or accelerations)
for the robot(s) at each moment in time, which are then sent to the lower-level
actuator hardware controllers.
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The key advantages of the “iTaSC paradigm” are: (i) a systematic workflow to
define task constraint expressions [165]; (ii) the composability of constraints,
since not only can multiple constraints be combined, but each of them can also
be partial, that is, not constraining the full set of degrees-of-freedom (DOF) of
the robot system or of the task space; (iii) reusability of constraints, since the
(recent) DSL support allows to specify relation between object frames in symbolic
form, hence with (potentially) more semantic and hence higher and more
context-specific reusability; (iv) derivation of the control solution: the iTaSC
approach systematically evaluates the task constraint expressions at run time
and generates setpoints for a low-level controller; (v) modeling of uncertainty:
it provides a systematic approach to model and estimate uncertainties.
iTaSC is not the only software framework available for complex robot task
specification. Three similar frameworks (developed independently and during
overlapping periods in time) are known to the authors:
• TaskNets: Finkemeyer et al. [62] developed a control architecture and
a software framework for the execution of Manipulation Primitive nets,
including the integration of on-line trajectory generation [97]. Recently
Thomas et al. provided the LightRocks [156] DSL for skill based robot
programming.
• The Stack of Tasks (SoT) [102] framework provides a dataflow approach to
the “Generalized Inverted Kinematics” computations required in complex
compositions of several sub-tasks for the robot, in which the relative
contributions of each sub-task can be prioritized with respect to the
others.
• the Stanford Whole-Body Control framework (SWBC) [139] implements
a hierarchical control structure, on the basis of full-dynamics “solvers”.
Also SWBC allows to establish priorities among several sub-tasks.
The single underlying paradigm of all these frameworks is that they rely on a
set of compliance frames or task frames. Each of the task frames represents
part of the overall task specification (which we call Tasks in the remainder of
this text), and adds a set of objective functions and constraints to a solver that
then has to compute the “optimal” solution to the (possibly overconstrained or
underconstrained) overall constrained optimization problem.
In contract to SoT and SWBC, iTaSC and TaskNets introduce some extra
software in their framework, namely Finite State Machines, to specify and
execute also the discrete behavior, that is, the sequencing of particular sets of
sub-tasks (each of which specifies a continuous time/space behavior).
RELATED WORK 103
5.3.3 Relation to the chapter
All of the frameworks mentioned in Section 5.3 have paid attention to the
integration challenge, but, invariably, this is still limited to “adding extra
functionalities into our own framework”, but not (yet) “integration of selected
functionalities from different frameworks into the same application”. Hence, the
ambition of this chapter is to explain how to (re)design software frameworks, such
that the latter type of real integration can be supported in a more maintainable
way; here, the “maintainability” context is that of independent “third parties”,
and not that of the original developers of the framework. “Real integration”
also means that the provided functionality can be used as building blocks in
any other system architecture than the one(s) used by the original developers.
Many of the architectures discussed in Section 5.3 conform to a certain degree
to the architectural Composition Pattern. However, none of these architectures
is known to incorporate or separate all aspects of the pattern, explained in
following sections, explicitly.
Moreover, the Composition Pattern does not limit the composition hierarchy
to a fixed number of layers or tiers, nor to a hierarchy of “general to specific”
layers of abstraction.
5.3.4 Lessons learned from refactoring the iTaSC framework
As mentioned before, the authors get their “best practice” insights mainly, but
by far not exclusively, from the long-term development efforts of the iTaSC
framework, [46], whose functionality is summarized in Section 5.3.2.
The first iTaSC software was developed by Ruben Smits [144], influenced
heavily by the features available at that time in our other large-scale software
framework Orocos [33]. Both frameworks were, in themselves, already improved
(and “decoupled”) versions of our previous-generation (too) highly integrated
robot specification and control software framework COMRADE, which dates
back to the early 1990s [159,175]. Recently, Vanthienen et al. [167] created a
second-generation iTaSC implementation, profiting from the “best practices”
presented in this chapter; the major difference with the first generation is the
higher degree of formalization and structure of the iTaSC paradigm, supported by
the formal domain-specific language presented in chapter 4. Hence, a developer
can create an iTaSC model of an application (instead of directly having to
write the code), and that model is parsed, transformed into structured code
templates, and then executed by a running instance of the code framework
presented in this chapter. The higher degree of formalization, separation of
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concerns, and the accompanying structure, enable developers to reuse tasks
specified and implemented before in combination with other tasks to form a
new application, and on any robot that can be represented by a kinematic tree.
Moreover, it allows reuse on an even more fine-grained level of for example only
the statechart (“Coordination”, that is, the discrete behavior of a task). All this
can now happen with much smaller configuration files that have to be changed
during the reuse, compared to the first-generation version.
Examples of concrete limitations for reuse, adaptability, and extensibility,
encountered in earlier work, which where solved using the “best practices”
introduced in this chapter, include: (i) conditional statements (if-then-else) in
components that in fact do scheduling or coordination of the component, for
example combining the procedure to bring a robot to a running state, with the
(general applicable) kinematic algorithms to calculate end-effector positions;
(ii) interfaces that communicate data, which are in fact events; (iii) the coupling
of application specific configuration and monitoring with the functional behavior,
inside a component.
In summary, the presented “best practices” are grounded in the accumulated
software development experiences of several dozen researchers spanning more
than 20 years of very focused framework developments, and several generations
and types of computational and robotics hardware.
5.4 Composition
Composition is the first of the 5Cs to be discussed. It models the structure of
the coupling between the entities of the other concerns; those other concerns
(Computation, Configuration, Coordination and Communication) model four
complementary kinds of behavior in a system. The structural model in the
Composition deals with two aspects: on the one hand, it groups entities together
in composites, supporting hierarchy, and on the other hand, it models the
interactions between the system entities. Composition (or “architecture”) is
a trade-off between composability, i.e. the property of an entity to be easily
reused in a Composition, and compositionality, i.e. the property of a composite
to have predictable behavior knowing the behavior of its components [32]. To
the best of the authors’ knowledge, no scientific insights are known about how
to optimize the architecture of complex systems; hence, Composition remains
much of an art, while for the other C’s described below, some more concrete
design insights and guidelines do exist.
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5.4.1 Modeling
Figure 5.1 shows the pattern of composition, one of the two major “best
practices” presented in this chapter (together with the “5Cs”). The pattern
forces developers to consider any composite entity as consisting of following
entities:‡ §
• Functional Entities (Computations) deliver the functional, algorithmic
part of a system, that is, the continuous time and space behavior. A
Functional Entity can be a composite entity in itself, following the
same pattern of composition. Section 5.5 elaborates on (Composite)
Functional Entities.
• A Coordinator selects the discrete time behavior of the entities within
its own level of composition, that is, to determine which continuous time
behavior each of the Functional Entities in the composite must have at
each moment in time. Section 5.7 elaborates on Coordinators.
• A Scheduler handles the resource access and timing of the entities within
a composite, e.g. the order of execution of the Functional Entities
(computations) within the composite entity (including access to shared
data), required for correct overall behavior of the composite. Section 5.7
elaborates on Schedulers.
• A Communicator handles the exchange of data and events between entities.
– Data communication handles the data exchange behavior between
Functional Entities and Monitors, Configurators, or other Functional
Entities. Note that data communication is, in general, bi-directional,
in contrast to the popular mainstream “publish-subscribe” tradition.
– Event data communication handles communication between all
entities and the Coordinator.
Section 5.8 elaborates on Communicators.
• A Monitor compares the actually received and sent out data with expected
or reference data, and fires events depending on a configurable set of
constraint conditions that must be monitored for a robust execution of
the composite. Section 5.5 elaborates on Monitors.
‡See also the definition in Section 3.2. In contrast to Section 3.2, this section explains the
difference in entity types by the run-time behavior of their implementations.
§In some cases, it might make sense to eliminate one or more of these entities, but then,
at least, the developer has a motivated reason to do so.



















Figure 5.1: Pattern of composition. Each block represents an entity, arrows
indicate data communication, double lines indicate event communication, and
a line with the lollipop-socket indicate event or service providing-requesting.
Since entities are broadcast, the double lines represent a ‘bus system’ and are
only partially drawn. Three layered blocks indicate one or multiple entities of
the same type. The Composer (red), Coordinator (blue) and Scheduler
(yellow) are “singletons” within a Composite Functional Entity (grey)
because they all are “master” of the (possible multiple) (Composite)
Functional Entities, Monitors (purple) and Configurators (green),
at different phases in the composite component’s life cycle. Each Functional
Entity can be (replaced by) a Composite Functional Entity, which leads
to hierarchy of compositions. A hierarchy with a depth of three is shown in the
figure; a darker shade of grey indicates a (Composite) Functional Entity
at a deeper depth level within the hierarchy.
• A Configurator configures the entities within a level of composition.
Section 5.6 elaborates on Configurators.
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• A Composer constructs a Composition by grouping and connecting entities.
This section further elaborates on Composers.
The composition pattern is recursively applicable (as suggested by Fig. 5.1),
with each Functional Entity in each hierarchical level following the same
composition structure. This gives the possibility of creating a hierarchy of large
numbers of composite entities, without having to learn any new architectural
design primitives, or adapt one’s design trade-off insights. In other words,
the authors’ “best practice” suggests to use this composite pattern as the
smallest architectural building block, which is in strong contrast to the more
mainstream belief that the single entities (or “component”) themselves are the
most appropriate system primitives for composition or reuse. The impact of
this difference on overall system architecture can not be overestimated, and
hence it is a very important point for discussion and review. Again, this “best
practice” has grown out, step by step, from the above-mentioned large body
of software systems that have been built by the authors’ research group, in
isolation or in close cooperation with international partners. That means that
the role of each of the parts in the pattern is motivated by several concrete use
cases, in a multitude of application scenarios and contexts.
One successful, independently created instance of (a large part of) this
composition pattern is realised in the RObot Construction Kit (ROCK) [80]. It
was the first publicly available software project to introduce what this chapter
calls the Composer, as a necessary entity within any composite. Its role
is to group and connect all other entities, on the basis of a model of the
architecture. Its first responsibility is the deployment of the entities within
a Composite Functional Entity, when the system is brought alive for the
first time. However, the Composer is active throughout the whole life-time
of a Composite Functional Entity, and responsible for run-time changes in
the system architecture. A Composer as an entity in its own right allows
the Coordinator to trigger a (re-)composition of the Composite Functional
Entity or a gradual composition, intermittent with configuration steps for the
composed entities. This acknowledges the Composer as a real “activity” and
not a static data structure.
The interaction between Composer and Coordinator follows a Coordinator-
Composer pattern, a specialisation of the Coordinator-Configurator
pattern introduced by Klotzb´’ucher et al. [89]. In the Coordinator-Composer
pattern, a Composer holds a set of composition steps. Each composition
step has a unique ID and can be implementation or software specific. The
Coordinator commands the composition steps to be executed, the Composer
executes the commanded composition steps, that is, it is configuring the
structural model of the Composition; the Configurator in a composite, on
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the other hand, is changing the behavior of the composite but not its structure.
Of course, changing the composite’s structure most often implies that first
a change in the composite’s behavior must be realised, in order to bring the
composite to a behavior that allows the restructuring.
This Coordinator commands in the form of raising events, on which a
Composer reacts when the event matches a composition step ID. A status
event communicates success or failure of the composition step back to the
Coordinator, allowing a befitting reaction. Section 5.7 details the interaction
between the Coordinator, Composer, and Configurator.
The Functional Entities take a special position within the pattern of
composition: (i) there can be multiple Functional Entities within a
Composition, and (ii) a Functional Entity can be a Composite Functional
Entity in itself, following the pattern of composition of Figure 5.1, resulting in
a hierarchy of composites.
Functional Entities take this special position since they form the core
functionality of a system: without them the other entities have no meaning nor
use. Moreover, the other entities exist only because the behavior and interaction
structure of multiple Functional Entities need extensive “bookkeeping”
support.
The Functional Entities described in Section 5.5 are grouped in a
hierarchy of composites, further referred to as levels of composition. A higher
level of composition, the parent, consists of a Composition of lower level
components, the children. Section 5.5.2 elaborates on these levels of hierarchy.
The presented hierarchy of composition has the semantic content of a boundary
of knowledge. The entities within a Composite Functional Entity only know
about the presence of the other entities within that composite. This does not
hold for the Functional Entities: each of them should not know about
any of the other entities in the composite, since everything that has to be known
is already covered in the other entities. Hence, the Functional Entities
broadcast their data and events, not having to know who will react or use them.
It is the authors’ belief that this pattern represents the most strict decoupling
between entities that still results in a manageable and comprehensive entity,
composite and system design.
Figure 5.3 gives an example of this concept applied to an example Task
in the context of the iTaSC framework. The Coordinator raises an
e_CC_PID_connect event in its ConnectEntities substate. The Composer
reacts to this event by creating, amongst others, a connection between the
Chif ports of the Functional Entities VKC_Cartesian and CC_PID.
Sections 5.5, 5.6, and 5.7 will further elaborate on this example.
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5.4.2 Implementation
Composition as a concept composes entities of all the other 5C concerns; details
of the latter will be given in their respective Sections.
The current implementation of Composer is a Lua [74] script using the RTT-
Lua extension libraries [94]. The Composer scripts are loaded in an Orocos-Lua
component [94]. An Orocos-Lua component provides a Lua based execution
environment for constructing real-time safe robotic domain-specific languages.
It gives the features of an Orocos component, such as Communication and
Configuration infrastructure (ports, property marshalling) to a Composer.
The RTT-Lua extension libraries provide the software framework specific
information to create and connect entities, in this case deploying Orocos
components and connecting Orocos ports. As will be elaborated in dedicated
sections, all entities will be deployed in an Orocos component.
The implementation provides a boiler plate script for the Composer for the
default compositions made in iTaSC (see Section 5.5.2), and this is possible
because of the very fixed structural model to which the involved implementations
of the entities conform. Future work will create a domain-specific language for
the Composer in line with the Coordinator DSL [89], Figure 5.3 hints at
such an implementation.
The reference iTaSC framework implementation groups code related to a
Composite Functional Entity in a ROS package. For example such package
contains the C++ code for the Functional Entities and Monitors,
rFSM/RTT-Lua Lua scripts for the Coordinators, Configurators,
Composers, and Schedulers, XML property files for the Configurators
and references (e.g. ROS dependencies) to leaf composite entities.
5.4.3 Discussion and lessons learned
In a first implementation the Configurator, Coordinator, and Composer
were loaded in a single Orocos-Lua component. The advantage of this approach
was the shared activity (thread) and memory, reducing the need for event
communication; also the human factor was important: at that time, we worked
in a context where typically one single developer was responsible for most
phases in the development process, so it was the easiest solution for this single
developer to put all configurations, deployments, and coordinations into one
single file.
This simple approach turned out to have severe disadvantages in the longer
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term: the sharing of activity and memory implicitly also causes the coupling
of these entities, because the blocking of an operation in a Coordinator
or Composer, causes the thread to block, leaving possible identification and
reaction only to the higher level Coordinator. The latter typically can do
no more than identify that the whole Composite Functional Entity has stalled.
The current separation of the entities as single Orocos components conforms
better to the separation of concerns advocated in this chapter.
Another “lesson learned” in this context was about the human factor: large
configuration files make it extremely difficult for new developers (i) to understand
the whole file, and, hence, (ii) to be confident that they understand the
implications of whatever small change they would like to make to the
configuration file. In practice, this had led to very poor reuse of existing
code, and even too close to zero incremental improvement of the existing code.
From the “component” framework point of view, we learned that it is impossible
to create something like a generic default script for a Composer, since Orocos-
RTT (or ROS, or any other “component” framework) lacks an explicit, let alone
formal, model of components and of how they can be composed. However the
above-mentioned ROCK project [80], which builds on Orocos-RTT, has made
very good steps at bringing in such formal modeling for Orocos components
and their composites, via its Syskit sub-project.
From the “task specification” framework point of view, none of the frameworks
mentioned in Section 5.2 provides hierarchy for their software entities; many do
offer hierarchy for their task specification primitives, but this hierarchy has very
different purposes. A task specification (in a model-driven engineering context)
is a formal description (model) of what the robot system should do. Hierarchy
has been introduced in that context since basically the beginnings (early 80s),
in the form of more or less detail in the task description; for example the task of
navigating from Room_A to Room_B in a building is hierarchically decomposed
into the subtasks of navigating (i) within Room_A from the robot’s current
position to the door of Room_A with Corridor_1, (ii) through Corridor_1
to Corridor_2, (iii) inside Corridor_2 to the door of Room_B, (iv) from the
door of Room_B to the desired end location inside Room_B. And each of
these sub-tasks can be hierarchically decomposed in more fine-grained sub-sub-
tasks, such as (i) moving the robot arm to the handle of the door in Room_A,
(ii) grasping the door handle, (iii) turning the door handle crank, (iv) turning
the door around its hinge, (v) releasing the handle grasp, (vi) moving the arm
in a minimal-width configuration, (vii) moving through the door opening into
Corridor_1. Etc. The hierarchy described above is ‘orthogonal’ to the software
architecture hierarchy which is the focus of this chapter.
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5.5 Computation
Computation (a Functional Entity) delivers the useful functionality of
a system, i.e., the algorithmic part of an application. As mentioned above,
applications typically involve many different Functional Entities.
5.5.1 Modeling
A task specification application, based on constraint-based programming
according to the iTaSC approach, consists of the following Functional
Entities:
• Sensors deliver feature measurements derived from raw sensor data, e.g.,
distance information, force-torque data, or point clouds.
• Robots and Objects calculate the state of robots and objects involved in
an application based on their kinematic and dynamic models. Robots
have controllable degrees-of-freedom (DOF), whose state is denoted with
coordinates q. Unlike Robots, Objects have no controllable DOF;
their models comprise definitions of object frames as reference frames for
state calculations such as the pose or twist between two object frames.
Computations by Robots and Objects include forward and inverse
kinematics and dynamics solvers, as implemented by for example the
Orocos KDL library [146].
• A Scene provides the environment in which the Robots operate and in
which the Objects are located.
• Actuators deliver hardware interfaces for Robots and Objects, commu-
nicating proprioceptive information, desired low-level controller setpoints,
and sensor or estimator information. Examples include the Kuka
FRI interface [138] or an interface to a controller provided by the
pr2_controller_manager on a PR2 robot [173].
• A World Model keeps track of the position of the robots and objects in the
scene, and between which object frames tasks are defined. It transforms
data to be composable conforming to geometric semantics [42, 43], e.g.,
common reference frame and point, as well as object and reference object
on which these are defined for the sum of poses.
• A Solver calculates the desired values for the low-level robot controllers
as the result of the constrained optimization problem that results from the
methodological composition of task constraints and objective functions.
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Examples include mathematical optimization algorithms such as frequently
used weighted-damped least-squares, or more complex algorithms provided
by general-purpose numerical solver toolkits, e.g., ACADO [73].
• A Task Space Representation calculates the state of the task space or
feature space defined between object frames of the robots and objects.
It uses a kinematic model of this task space using the auxiliary feature
frames. In its explicit form it can be regarded as a virtual kinematic chain
(VKC) which state is represented by the feature coordinates χf (“Chi-f ”).
Computations by TSRs or VKCs include forward and inverse kinematics
and dynamics solvers.
• A Constraint-Output (CO) calculates the output equation y = f(χf , q).
The output can serve as input for controllers, estimators, monitors etc.
• A Constraint-Controller (CC) calculates the control law that enforces
a desired setpoint on an output, resulting in the desired output in
task space, e.g. y˙◦d for the velocity resolved case. Examples of
Constraint-Controllers include the commonly used PID controller
or impedance controllers.
• Setpoint generators deliver desired values for the controllers of a
Constraint-Controller. Setpoint Generators can provide
fixed values, but also more complex data structures, or even full trajectory
generating or planning functions.
• An Estimator observes or estimates the (internal) state of a system, based
on a model, and the input and output of the system under observation.
Estimators are commonly referred to as state observers in control
theory, or an implementation of adaptation in computer science.
The Composition Pattern discussed in Section 5.4 introduces the Monitor
as an essential, special Functional Entity. It compares the actual data flow
between the Functional Entities with reference data, and raises an event
when a configured set of conditions is met. For example, the Monitor on an
Estimator that outputs the uncertainty on an estimated parameter, can raise
an event to indicate that the uncertainty has risen above a maximum value;
the composite’s Coordinator can then react to that event by, for example.
slowing down the current movement of the robot. (Event processing is discussed
in detail in Section 5.7.)
Figure 5.3 shows an example of the interactions of a Monitor of a Task
Composite Functional Entity. The Coordinator raises an
e_monitor_max_position_error event that triggers the Monitor to
monitor the position error. The Monitor has a connection to the data flow
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Figure 5.2: Detail of the composition of computation (Functional Entities) for
the explicit formulation of iTaSC using sysML flow ports [122]. The composition
levels are the Application context, the Constraint-based Program, and the Task
specification. Stacked boxes refer to the possibility of having multiple entities
of a specific type.
of the Functional Entity CC_PID that outputs this error. The Monitor
raises the e_max_pos_tracking_error_exc event to indicate that the
maximum allowed position tracking error has exceeded.
The separation of Functional Entities from their Monitors decouples
Functional Entities and application specific monitoring conditions, resulting
in higher reusability. Obviously, Functional Entities should also raise
additional events themselves, based on internal monitoring conditions, such as
the completion of a certain algorithm or the reaching of a maximum number of
iterations.
5.5.2 Composition of Functional Entities
The following paragraphs describe the levels of composition for the use case
of constraint-based optimization. We restrict ourselves to three levels of
composition, Application, Constraint-based program, and Task. Higher or lower
level composites are definitely possible, for example the higher level of a Mission
that incorporates multiple applications, deployed simultaneously, or serially
on multiple robots. At each of the three levels we focus on, we regard the
most important example of a composite, which also gives its name to the level.
This does not limit the other Functional Entities to be composites following
the pattern of composition. For example a Sensor can be a composite of an
Actuator, a Filter, and other algorithms on the sensor data, possibly divided
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over multiple levels of composition. Or a Constraint-Controller can
consist of a Composition of atomic controllers for each of the degrees-of-freedom
of the output equation. The structure of the Communication, Configuration,
and Coordination on each level will be discussed in their respective sections.
• A Task forms a first composite, as shown in Figure 5.2, delivering
a set of constraints that are related to the same task space to
the optimization problem¶. In case of the explicit formulation of
iTaSC, a Task composes the Virtual Kinematic Chain (VKC), a
Constraint-Controller (CC), the Constraint-Output (CO),
and a Setpoint Generator as shown in Figure 5.2. This composite
contains all functionality needed to define and execute a task. This
Task is however agnostic of its concrete role in the whole application.
For example, it is unaware of the role or context of the object frames
between which it is acting. That semantic meaning is (or rather, should
be. . . ) given by the parent composite. The current discussion limits itself
to one entity of each type, however multiple entities can be present to
be able to switch between Constraint-Controllers or Setpoint
Generators within one Task, or entities can be brought out of the Task
composite. This discussion is beyond the scope of the current document.
• A Constraint-based Program forms a second composite, as shown in
Figure 5.2, delivering task specification and control on a set of involved
robots and objects. This Composite Functional Entity composes all
elements related to the World Model and how it is used to generate
setpoints for the low-level (motor) commands. It composes (“couples”)
the Robots and Objects in a Scene, constrained and linked by Tasks
which encompasses the task space formulation and resolved by a Solver.
• The Application forms our third composite, composing (“coupling”) the
Constraint-Based Program with the application-specific “hardware”
(Platform with its Actuators and Sensors), as shown in Figure 5.2.
Separating the hardware from the program allows developers to reuse the
same Constraint-Based Program in simulation or on the real robot
by just changing the Actuator and Sensors, and offers flexibility with
respect to the hardware used.
As mentioned in Section 5.4, a Composition forms a boundary of knowledge.
The following example explains this concept; the Configurator named
iTaSC_Configurator of a Constraint-Based Program named iTaSC
¶Section 2.2.2 gives an overview of constraint-based programming and iTaSC related
terminology.
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needs to know which Tasks to configure, and the Coordinator named
iTaSC_Coordinator needs to know which Tasks to expect events from. The
Tasks however present their data on a data flow port, not knowing who
is using the data. It is the Composer of iTaSC that determines who is
listening and reacting. For example the Monitor named iTaSC_Monitor that
monitors the data of a specific Task named ApproachObject. In addition to
the (functional) data, the ApproachObject also broadcasts events, and it is the
iTaSC_Coordinator that expects and reacts on events from the ApproachObject.
5.5.3 Implementation
The model provided above is implementable with various software component
frameworks or their combination, such as OpenRTM [7,114], Orca [27], GenoM
[65] or ROS [130]. Strictly speaking, the Composition Pattern requires only
the following primitives to be provided by software frameworks: Component,
Port, DataFlow, Event, FiniteStateMachine. All these primitives are provided
by many frameworks, but no framework provides them all; except for ROS or
OpenRTM, when the definition of framework is taken in the broader sense of
original framework and the ecosystem that grew around it. However, it is not
at all necessary that an implementation of the Composition Pattern has to be
realised in one single framework; on the contrary, the ‘best’ implementation
will most often consist of a selection of features from different frameworks.
Of course, ‘best’ is an application-specific objective function, and sometimes
‘real-time performance’ will be part of that objective function (making the
Orocos framework more appropriate than ROS, for example), while another
application gives less weight to real-time performance than to the desire to
reuse already existing ROS node implementations,
Our reference implementation provides two different approaches to implement
Functional Entities. The first and most often used approach is applied
throughout the core of the implementation and uses the Orocos component
framework for real-time control [29, 33, 149] to provide an infrastructure for
Functional Entities.
The model of an Orocos component has three primitives: Operation, Property,
and Data Port. That means that in the (semantically rather restricted) context
of component frameworks, it is the component that provides the basic unit of
computational functionality. Data needed for calculations and the resulting
data of a component’s calculations is communicated using Data Ports.
The advantages of the Orocos components as Functional Entities include:
1. the real-time capabilities, 2. thread-safe time determinism, 3. lock free inter-
component communication in a single process, 4. synchronous and asynchronous
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communication possibilities, 5. reflection capabilities and interfaces to other
frameworks such as ROS. Their disadvantage is that most developers (implicitly
and incorrectly!) assume that each component has to be deployed in its own
operating system process, but this policy of composition introduces many context
switches, most of which are functionally superfluous.
The Orocos component framework does not explicitly provide composite
components. However, since the software patterns presented in this chapter
offer composition by infrastructure (Section 5.4), this lack of explicit Orocos
composite components is not a fundamental problem to the formalization of
Functional Entities as composite entities.
In order to ensure modularity and reusability of the components as instances
of Functional Entities, they have to provide a well defined Data Port
interface: what data should be communicated and in which form. (Section 5.8
elaborates on the communication aspects of these issues.) Therefore the reference
implementation offers a template component for each type of Functional
Entity, in the form of a C++ class. More specialised components inherit from
this template.
For example a PID or impedance_control component inherits from the
Constraint-Controller template, implementing a PID controller and
impedance controller respectively. Both components are however still general
in the sense that their behavior will depend on
• their composition and communication that determines who delivers
setpoints and state information,
• their configuration that determines which gains to use,
• their coordination that determines when they are active.
A component can also serve as an interface to other parts of software or
hardware, for example a Actuator that interfaces with a KUKA robot over
an FRI connection [138].
In addition to Orocos components that inherit from a template, the
reference implementation provides a second, more general way of introducing
Functional Entities by adding meta-data to an implementation of
a Functional Entity. This meta-data models the interface of the
Functional Entity and contains the necessary information for other entities
to interact with the entity. Listing 5.1 gives an example of meta-data of the
Data Ports of a Functional Entity using the Lua language [74]. It contains
an entry in the Lua table for each Data Port by its name with following tags:
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• type: the type of the port that defines what general kind of information
the port delivers or requests,
• rtt_type: the type of the data specific to different platforms, in this case
Orocos RTT,
• semantics: the (geometric) semantics meaning of data, the importance
which will discussed in Section 5.8,
• id: detailed identification of the port, this could refer to for example ROS
topic information,
• direction: the direction of the Data Flow with respect to the entity,
• fw: framework in which the entity is implemented, which will define how
to interpret the other tags such as the id.
The reference implementation uses this meta-data approach to ,for example,
provide a Actuator for the KUKA Youbot using the existing open-source
ROS nodes provided by youbot_description. [99].








Our reference implementation implements Monitors for example using the
service plugin feature of Orocos. It allows pluging in extra functionality in an
existing Orocos component. Future work will formulate a DSL for Monitors,
as hinted at in the Monitor entity shown in Figure 5.3.
5.5.4 Discussion and lessons learned
The majority of Functional Entities (computations) in the current implementa-
tion are encapsulated in the Orocos components, which mirrors the proposed
Functional Entity model. However, this structure of different components
with (inter-process) communication is also very rigid with respect to optimization
of the computational efficiency. Nevertheless, models can be deployed in different
ways. For example, certain Functional Entities could be grouped at run-time,
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reducing communication needs. An example of such composition can be found
in the GenoM project, that makes use of codels [65] as the smallest unit of
execution that can be easily composed to larger Functional Entities without
inter-process communication, for example using shared memory.
The approach to attach a model to an implementation gives more versatility.
The current implementation gives only a limited example of such an approach.
5.6 Configuration
Configuration influences the behavior of entities of the other concerns by
changing its settings. Examples include control gains and communication
buffer sizes.
5.6.1 Modeling
Configuration is enforced by a Configurator entity, separating it from coordi-
nation by the Coordinator-Configurator Pattern [89]. A Configurator
holds a set of configurations.
A configuration consists of a set of parameters of another entity that are exposed
to be configurable. It has a unique name and can be implementation-, hard- or
software specific.
The Coordinator commands the configurations to be loaded in an entity, the
Configurator executes the commanded configuration. A Configurator
applies a configuration with a certain name when receiving an event from
the Coordinator with a matching ID. A status event communicates success
or failure of the configuration action back to the Coordinator, allowing a
befitting reaction.
Figure 5.3 gives an example of the Coordinator-Configurator interaction
for an example Task Composite Functional Entity. The Coordinator
commands a high tracking accuracy of a controller by raising an event
e_high_accuracy_control, on which the Configurator reacts with adapting
the gains of the Functional Entity CC_PID to a preset value.
Another example is the configuration of a Monitor, as also shown in
Figure 5.3. The Configurator configures the Monitor with the concrete
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Figure 5.3: Example of the interaction of the Coordinator, the Composer,
the Configurator, and Functional Entities of an example Task
Composite Functional Entity. Dashed arrows indicate how events trigger
actions, black arrows indicate how entities act on other entities. Only the parts
relevant for the example are shown, the Scheduler and other Functional
Entities are left out. Three dots indicate left out parts within an entity.
The Configurator needs to be configured itself, which seems a contradiction
at first glance. It is however the hierarchy provided by the composition that
allows the configuration of the Configurator: The Configurator of the
level of composition higher will configure the Functional Entity to which
this Configurator belongs to. This configuration includes the configuration
of this Configurator. For example the Configurator iTaSC_Configurator
of a Constraint-Based Program iTaSC configures a Task ApproachObject,
hence configuring its Configurator ApproachObject_Configurator. A
bootstrap ensures the configuration of the Configurator of the highest level
Composite Functional Entity. Section 5.7 details the bootstrap to bring up the
system.
5.6.2 Implementation
Since the reference implementation mainly uses Orocos, its Property infrastruc-
ture is used for configuration. Orocos Properties [149] provide an interface to
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adapt at run-time parameters that are made publicly available. Services to read
and write these properties to XML, RTT-Lua or other formats are available
for the Orocos platform. Configuration specified in the iTaSC DSL or deduced
from it can be set accordingly.
The Configurator implementation uses the reference implementation of the
Coordinator-Configurator pattern in Lua. Its extension with the RTT-Lua
libraries provides the software framework specific information to configure
Orocos components.
As for the Composer, the implementation provides a boiler plate script for the
Configurator for the default compositions made in iTaSC. The configuration
of the Configurator can load different sets of configuration. For example the
configuration of a Configurator of a Constraint-Controller comprises
the loading of the gains stated in the iTaSC DSL model (the configuration) into
the Configurator, which applies the correct set of gains on the instance of the
Constraint-Controller on receiving a command from the Coordinator.
5.6.3 Discussion and lessons learned
As for the Composer detailed in Section 5.4.3, separating the Configurator
from the Coordinator, relieves the Coordinator from software platform
specific actions and decouples execution and hence failure of Coordinator
and Configurator.
5.7 Coordination
Coordination determines how the entities of all concerns work together, by
selecting in each a certain behavior. It provides the discrete behavior of
entities and their composites.
5.7.1 Modeling
Each Composite Functional Entity has one Coordinator that interacts with
entities of other concerns by events. The model of the Coordinator is a rFSM
statechart, introduced by Klotzb´’ucher and Bruyninckx [91]. Statecharts have
the advantage to be composable, moreover rFSM statecharts are able to satisfy
real-time constraints. The extended version of rFSM includes event memory,







Figure 5.4: Life-cycle coordination pattern. The Active state consists of a
Configure, Start, Run, and Stop state. The Safety state next to the Active state
allows transition to this Safety state at highest priority. Each state can be a
state machine of its own indicated with the two connected ovals in the right
corner of a state. Figure 5.5 gives an example of the substates. The arrows
indicate a state transition which is triggered by an event, the filled black circle
indicates an initial connector.
The model of the Coordinator follows the best practice of pure coordination
[91]. Pure Coordinators are event processors, which, as only functionality,
determine states (based on events) and send out events. Pure coordination
avoids dependencies on platform specific actions, and avoids blocking invocations
of operations. The events originate from the other entities of a Composite
Functional Entity or from a Coordinator of a parent or leaf entity.
A Coordinator conforms to the life-cycle FSM of a Composite Functional
Entity, as represented in Figure 5.4. Each of the states of the life-cycle FSM
can be a state machine on its own, hence a Coordinator is a hierarchical
FSM. The following states are part of the life-cycle FSM:
• The Active state, which consists of the Configure, Start, Run, and Stop
state. This state is the initial state when a Coordinator is brought up,
indicated by the outer initial connector in Figure 5.4.
• The Configure substate coordinates the composition and configuration
of the Composite Functional Entity. In the Configure state the
Coordinator triggers the Composer and the Configurator. The
Composer composes the entities of the Composite Functional Entity by
creating entities (deployment) and connecting communication channels
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between entities, as explained in Section 5.4 and 5.8. The Configurator
loads and executes the configuration of all entities of the Composite
Functional Entity, following the Coordinator-Configurator pattern
[89] as explained in Section 5.6. The Coordinator triggers the
Composer and the Configurator intermittent, since some steps of
the composition need prior configuration. For example the creation
of communication ports of the Scene dependent of the number of
Tasks (configuration step), which can only be connected after their
creation (composition step). This substate is the initial substate when a
Coordinator is brought up, indicated by the inner initial connector in
Figure 5.4.
• The Start substate coordinates the preparation of the entities of the
Composite Functional Entity for nominal operation. In the Start state
the Coordinator triggers the Scheduler to initialize, and Functional
Entities to start computation and data exchange.
• The Run substate is the state of nominal operation of the Composite
Functional Entity. On the one hand, the Coordinator triggers when
entering this state the activation of the Scheduler. On the other hand, it
influences the run-time behavior of the Composite Functional Entity. This
run-time behavior consists of altering the active set and configuration of
Functional Entities, based on incoming events fired by for example
the Monitor. For example the configuration of the Constraint-Based
Program consists of amongst others, the set of active tasks, the involved
objects and (parts of) robots, and the task weights and priorities.
• The Stop substate coordinates the termination and destruction of the
entities of a Composite Functional Entity. In this state, the Coordinator
triggers the Configurator to do the ‘opposite’ of the actions during
the Configure state.
• The Safety state brings the composite state in a safe mode, which does
not necessarily correspond with the Stop state. Since the Safety state is
located on a higher level in the state machine hierarchy, events triggering a
transition to the Safety state will always have priority, independent of the
current substate within the Active state. For example blocking the motors
of a robot in an application in which the robot has to handle dangerous
materials, or on the contrary, bringing the robot to gravity compensation
mode when working close to humans. As the outer initial connector
indicates, recovering from a Safety state requires a reconfiguration.
The different Coordinators over the different composition levels interact by
events, forming a hierarchy of concurrently executed (hierarchical) FSMs in which
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the higher level Coordinator coordinates the lower level Coordinators.
Remark that not all Coordinators need to be in the same state, for example
when a new Task is added to an existing Constraint-Based Program in
the Run state and needs to go through the life-cycle until the Run state.
The life-cycle FSM takes part in the deployment of the system. A bootstrap
brings up the highest level Composer that deploys the Coordinator
and communication between Composer and Coordinator. Further this
bootstrap ensures the configuration of the highest level Configurator. The
Coordinator brings up the remainder of the Composite Functional Entity
by a coordination of a series of composition and configuration steps, using the
Coordinator-Configurator [89] and Coordinator-Composer pattern,
explained in Section 5.4 and 5.6.
The advantages of this approach of deployment are (i) the systematic approach
to bring up a system, (ii) the reduction of the actual phase of bringing up the
system to a ‘minimal’ bootstrap, by using the structure of the composition,
(iii) the predictability of the deployment procedure and its possible errors.
In addition to the Coordinator, the Scheduler forms part of the
coordination. The Scheduler handles the order of the computations by the
Functional Entities. However it forms not part of the Coordinator,
since (i) a Scheduler uses often service calls or events, therefore it is not
a pure event processor, (ii) a Scheduler forms a periodic (time-triggered)
process with respect to the (mostly) aperiodically, event triggered behavior
of the Coordinator, (iii) a Scheduler depends on the implementation of
the Functional Entities, (iv) a Scheduler must be fast and efficient,
and can therefore be optimized using specialized routines. Scheduler and
Coordinator are separately triggered by their counterpart at a higher level
of composition. This separation avoids coupling of the timing of Scheduler
and Coordinator, that could cause delays in the scheduling. For example
the Scheduler iTaSC_scheduler of a Constraint-Based Program iTaSC
triggers a Functional Entity Task that itself is a Composite Functional
Entity, this Task should immediately execute the algorithm, hence trigger
its own Scheduler Task_scheduler and not wait for its own Coordinator
Task_coordinator to command the Task_scheduler to do so. This avoids
the situations where (i) the Task_coordinator has to react on both an event
causing a behavior change and the trigger from the iTaSC_scheduler, (ii) and
the situation where the Task_coordinator only reacts on the trigger from the
iTaSC_scheduler in a next timestep (Section 5.7.2).
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Figure 5.5: Detail of the Active state of the life-cycle FSM with example events.
The arrows indicate a state transition which is triggered by an event, the filled
black circle indicates an initial connector. Names starting with ’e_’ denote
events. Events next to arrows indicate the events that a state is waiting for
to make that transition, events within a state indicate the events sent out by
the state. The ∀ symbol denotes that all events of that type need to be raised
to make that transition. < entity > denotes a name of an entity within the
composite, < composite > denotes the name of the Composite Functional Entity
this Coordinator belongs to. The grey background denotes the substates of
the Active state as shown in Figure 5.4. Events that trigger the lowest level
transitions are replaced by . . . for readability. Also returning transitions such as
from PreRunning to Started are left out for readability.
Concrete model of the life-cycle FSM
Figure 5.5 shows the details of the substates of the Active state of the life-cycle
FSM. The grey boxes on figure 5.5 indicate these substates: Configure, Start,
Run and Stop. They have each two substates: one with a name ending on -ing
and one with a name ending on -ed, with exception of the Run state which has
a PreRunning and a Running substate for linguistical reasons.
When in a -ing state, composite entities are coordinated, before triggering the
Coordinators of its child entities. When in a -ed state, composite entities
are coordinated after the Coordinators of the child entities are triggered but
before the parent Coordinators are notified with an event. The Composite
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Functional Entity will be further on referred to as the composite.
A parent Coordinator triggers the transition to an -ing state, hence the name
of the composite that the Coordinator belongs to is in the event name. A
Coordinator transitions from an -ing state to an -ed state when triggered
by events from the child Coordinators. Due to this hierarchy the Active
substates consist of exactly two states.
For example within the Configure state of a Constraint-Based Program
iTaSC that has two composite child entities: the Tasks ApproachObject and
AvoidObstacle, as shown in Figure 5.6. The events
e_ApproachObject_configured and e_AvoidObstacle_configured
raised by their respectively Tasks trigger the transition from the Configuring
state of the Constraint-Based Program iTaSC to its Configured state.
Another example is shown in Figure 5.3 and was detailed in previous sections.
Transitions that require events from multiple child Coordinators require the
event memory extention of rFSM in order to avoid synchronization problems.
An event is in the rFSM model an edge triggered event that lives only at that
time instant. The event memory extension registers all events that could trigger
a transition from the current state, starting from the moment the state was
entered. In other words the event memory is cleared with every new state that
is entered.
The following paragraphs give an overview of the function of each substate:
• The Configuring state consists of two substates: DeployEntities and
ConfigureEntities. The first triggers the Composer to create the entities
within the composite. The Composer will also enable event flow between
the entities. The creation of child composite entities consists of the creation
of its Coordinator, Configurator, and Composer, similar to the
execution of the bootstrap to bring up the root Composite Functional
Entity as mentioned in Section 5.7.1. A status event from the Composer
triggers the transition to the second substate. The ConfigureEntities
substate triggers the Configurators to configure the entities within
the composite and the Coordinators of child composite entities to
transition to their Configuring state.
• The Configured state also consists of two substates: ConnectEntities and
NotifyConfigured. The first connects the data flow between the entities
of the composite. This connection is made after the configuration of the
child composite entities, since connections can be configuration dependent.
The NotifyConfigured substate notifies the completion of the configuration
step to the Coordinator of the parent Composite Functional Entity.






























Figure 5.6: Example of the interaction between Coordinators at different
levels of composition. The dashed arrows indicate how the raised event triggers
a transition.
• The Starting state triggers the Scheduler to initialize, Functional
Entities to start computation and data exchange, and triggers the
Coordinators of child composite entities to transition to their Starting
state.
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• The Started state has as only function the notification to the Coordinator
of the parent Composite Functional Entity.
• The PreRunning state triggers the Coordinators of the child composite
entities to transition to the PreRunning state. It further triggers the
activation of the Scheduler.
• The Running state notifies the Coordinator of the parent Composite
Functional Entity and coordinates the run time behavior as explained in
Section 5.7.1.
• The Stopping state has as only function the triggering of the Coordinators
of child composite entities to go to the Stopping state.
• The Stopped state consists of four substates: Disengage, CleanupCompu-
tation, Cleanup, and NotifyStopped. The disengage substate triggers
shutdown procedures, for example locking robot axes. The cleanup
phase consists of two steps: CleanupComputation and Cleanup. The
CleanupComputation state triggers the destruction of Functional
Entities, including child composite entities. The Cleanup state triggers
the destruction of the other entities within a composite. This distinction of
two states allows the Coordinator to react on problems when destroying
the Functional Entities for which it needs the other entities within
a composite. In the last substate, NotifyStopped, the completion of
the stopping is notified to the Coordinator of the parent Composite
Functional Entity.
The execution of this pattern of coordination requires a model that provides
the information of all separate parts and their relations. The iTaSC DSL [167]
is an example that provides such a model.
The interaction of Coordinators outlined in previous paragraphs, details
interaction in case of the existence of a parent Composite Functional Entity to
the composite under consideration. The Coordinator of the root Composite
Functional Entity will transition from a -ed to -ing state after completion of
the latter, not triggered by an event of a parent Coordinator. The same
structure applies to all entities, also for example to the Actuator and its
sub-entities that coordinates robot hardware co-operation when composing
different hardware.
5.7.2 Implementation
The iTaSC software framework uses the Lua reference implementation of the
rFSM DSL for the Coordinator, that conform to the models presented
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in previous sub-sections. These rFSM models are loaded in an Orocos-Lua
component as for the Composer, Configurator and Scheduler, providing
Communication and Configuration infrastructure to the entity. This component
will be named Supervisor further on.
A Supervisor exposes the events raised within a Coordinator to an Orocos
port, this port is connected to the other entities within a composite by
the Composer. Through other Orocos ports, the Supervisor and hence
Coordinator receives events.
The implementation considers two types of events, related to the state machine
progression of the Coordinator: 1. common events, which are processed at
each update of the Coordinator, 2. priority events, which are processed upon
receiving them.
Most events are common events. Priority events are mainly used for 1. timer
events, sent out by a periodic Timer to the root Composite Functional
Entity, 2. events sent out by a Scheduler to trigger a Functional Entity,
or its child Scheduler when that Functional Entity is a composite,
3. events that signal a fatal error, such as an e_emergency event. Hence a
Coordinator is a hybrid event-triggered and time-triggered system.
The Timer triggers the Scheduler of the root Composite Functional Entity,
which triggers his leaf Schedulers, which on their turn trigger their leaf
Schedulers etc.
The implementation provides a boiler plate script for the life-cycle FSM, which
is a general model and allows ‘plugging in’ the application specific part of the
Running sub-state machine. These application specific parts can be developed
and saved as separate rFSM models and hence files.
As mentioned in the modeling Section, a Coordinator knows the other
entities within a composite, this knowledge is provided by the configuration of
the Coordinator, derived for example from the iTaSC DSL model.
The current implementation of the iTaSC software framework provides a basic
Scheduler, that requests operations on Orocos components in an algorithmic
correct order with respect to the iTaSC concept.
5.7.3 Discussion and lessons learned
As detailed in previous sections, separating the Configurator and Composer
from the Coordinator, leaves the Coordinator with no software platform
specific actions, and is hence reusable with any other framework.
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Remark that in the proposed life-cycle FSM a state triggers the execution of
‘actions’ by other entities. These actions happen when being in a state, while
transitions are light weight event based transitions. This forms a difference
with the life cycle FSM of Orocos, where the actions, i.e. the execution of
configuration etc., happen in between states. The advantages are that 1. the
life-cycle FSM can react on errors when executing these actions, 2. a state of
the life-cycle FSM can be divided in sub-FSM to coordinate this transition to
the level of desired granularity.
5.8 Communication
Communication relates to the exchange of data [32, 131]. Different
communication mechanisms are possible, for example data flow, events, and
service calls.
5.8.1 Modeling
The communication follows the commonly used connector design pattern [12,
149] that decouples dataflow between entities by abstracting the locality of
the entities. It enforces a communication protocol. Figure 5.1 shows the
different communication mechanism within a Composite Functional Entity.
Functional Entities exchange data flow. Monitors monitor this data
flow and communicate events. Coordinators exchange events with all entities
of a Composite Functional Entity, as well as with the Coordinators of a
higher and lower level of composition. Schedulers interact with Functional
Entities, and possibly the Schedulers of the higher and lower composition
levels by service calls or events. In addition they exchange events with the
Coordinator.
5.8.2 Implementation
The reference implementation uses mainly the Orocos port infrastructure, with
connections between them. Orocos provides lock free, thread-safe communication
and integrates with ROS topics or middleware such as CORBA. The Composer
creates these connections.
An important setting for the communication of events is the buffer of the
connection. Since multiple (common) events can occur at any time, and
Coordinators advance when (time-)triggered, multiple events can accumulate
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between two executions of a Coordinator. Moreover an entity has multiple
event sources. A buffer must be used to avoid the loss of events. An entity has
to empty this buffer when reading from the port receiving events.
A major drawback in communication are the many data types available to
represent the same content. Moreover, majority of these data types are general
and have no specific semantic meaning. In the reference implementation a tag is
provided to all entities that communicate data to specify this semantic meaning.
This tag specifies the data model and the meta-model, if it exist.
The Composer uses these tags, together with model information from for
example an iTaSC DSL model, to automatically resolve connections between
entities.
5.8.3 Discussion and lessons learned
The Composite Functional Entity as boundary of knowledge helps to
reduce the number of events communicated throughout the levels of composition.
Events of entities other than the Coordinator or Scheduler can be
configured to remain within that boundary.
As mentioned are many data types available to represent the same content,
and they mostly lack a semantic specification. A promising approach is
standardisation of notations and specific models of these semantics. An example
is the work by De Laet et al. [42, 43], to standardise semantics for geometric
relations. They also provide software support to enhance common data types
for geometry with these semantics. The following workflow shows how geometric
relation semantics integrates in the presented approach:
• each Port should get a model of the data it makes available;
• that model should be in a standardized semantic format;
• when the Composer is making the interconnection between components,
it should check whether the semantic model (and meta-model) of both
Ports are the same;
• in case both Ports have different implementations of the model,
transformation code could be added automatically (if such code is available
in the binaries of the system).
The implications on the overall design are: (i) the Communication and
Composer activities must be made aware of the semantic models, and (ii) they
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must have access to implementations that support the model checking and
transformations. These implications are almost trivial, conceptually speaking,
but horrendously huge for the design and implementation of code. Currently,
the authors are not aware of one single software project that supports even the
simplest form of such semantic awareness.
5.9 Conclusions
This chapter introduces, motivates, and illustrates two major “best practices”
that resulted from the accumulated experience of dozens of person years of
robotic software framework development at the authors’ research group. The
first “best practice” is that of the 5Cs principle of separation of concerns [91,128]:
the communication, computation, coordination, and configuration aspects of
any software project should be kept fully separated, but ready to be integrated
into a composition architecture. For the latter, we introduce a second “best
practice”, the Composition Pattern, that has proven to be very helpful as
the basic building block in the design of application-specific, complex system
architectures. (A third, derived, “best practice” might be the insight that
starting a complex system development process with imposing a specific system
architecture from the start is a recipe for failure in the long term.)
The chapter illustrates the general best practices by means of the recent intensive
refactoring of our iTaSC software framework, a generalized constraint-based
programming approach [46] (Section 5.3.2), because (i) it was the application
in which the authors first encountered the fundamental deficiencies of former
design ”guidelines”, and (ii) task specification, execution and monitoring involves
”planning”, ”sensing”, ”control”, and ”world modeling” functionalities, hence
it is a primary example of a robotics system. It is also that broad system
integration context and challenge that is the major difference between robotics
and other software developments for engineering systems.
The reference implementation uses, in itself, two other large-scale software
frameworks, Orocos [33] and rFSM [91]; all of them are available under open-
source licenses, so readers have access to all details about to what extent exactly
we have succeeded in realising the documented best practices in the actual code.
Our search for (i) a systematic way of describing tasks in iTaSC, together
with (ii) the reusability driver in the software implementation of the iTaSC
software framework, drove our software development approach strongly towards
a formalization of our functionalities and software by means of domain-specific
languages (DSLs); the result in the context of iTaSC can be seen from
Vanthienen et al. [167].
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More concretely, we here enclose a critical discussion of the lessons learned in
the design and application of the presented “best practices”:
• Separation of concerns is a mainstream design driver, but is often used in
isolation, i.e. ’separation of concerns hence reusable entities’. We learned
that composition is as important as separation. This is the difference
between the 4C’s of Radestock et al. [131], and the 5Cs as used in this
chapter, which explicitly focuses on (structural) Composition.
• We have (mis)led ourselves during more than a decade in believing
that “components” are the fundamental building blocks for reusability of
functionalities in various architectural compositions. Now, the more
complex but very structured and motivated Composition Pattern of
Figure 5.1 has become the first-class citizen in our system design.
Components are still necessary building blocks, but they should not be
the fundamental building blocks anymore. This is a very important
difference, since a component that is designed to be part of the
Composition Pattern will be different from a component that is designed
without that context, since the explicit separation of the Coordinator,
Composer, Scheduler, Configurator, Communicator, Monitor,
and Functional Entity improve the different qualities (the “ilities”
such as adaptability, reusability, etc.) of the building blocks. The
first four entity types “manage” the last two, keeping the component
flexible during usage, hence improving their adaptivity and adaptability.
Moreover, this separation distinguishes application specifics (for example
concrete controller gains, monitored conditions to switch controllers, or
the succession of the control algorithms to use). Only by exception, one
or more of the various parts of the Composition Pattern are left out in a
concrete design.
• The modeling of software has become second nature to us, since thinking
about which DSL(s) would be needed to let non-software (but domain)
experts exploit our software frameworks, has been proven to be a strong
driver for more structured coding.
• The emphasis on modeling is only becoming more and more important,
the closer robotics moves towards “cognitive” robot systems, because the
latter have to be able to reason about their own functionalities, structure
and behavior. Such reasoning is only possible when formal, symbolic
models of those aspects are available, so the DSLs are expected to be
disruptive in that area too.
• The Composition Pattern introduces a significant number of “design
forces”, which take a bit more time to grasp fully than the more simple
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5Cs. The advantage however, is that this more elaborate structure results
invariably in much smaller configuration files or software libraries, because
developers find it a lot easier to define the scope of each particular software
development effort.
This chapter focuses on structure. An important complementary research topic,
outside the scope of this chapter, are formal verification and validation tools,
which check consistency of the different models used in an application.
None of the above-mentioned lessons learned, and neither the 5Cs nor the
Composition Pattern, are derived from unshakable “first principles”, hence they
can, and should, be subject of continuous critical reflections. The higher than
usual degree of structure in the presented material should make such refutation
a lot easier; but it is this same “easiness” with which human developers can
grasp this structure that has led to the maturation of the concepts, and the
clarification of the “design forces”, to a level that has stood firmly against







Wiping a table, screwing a screw in a hole, pushing a cart, or co-manipulate a
table with a human are all representative service robotic tasks with an important
common capability requirement: the ability of the robot to exert forces and
torques on its environment. Common force control schemes require a force
measurement or estimate. In the first case a force sensor needs to be included,
which adds to the cost of the platform and alters the dynamics of the robot arm;
in the latter case a precise dynamic model of the robot and its environment is
required. However, the PR2 robot used as example service robot in this chapter,
does not have force sensors, nor has it a precise dynamic model available. In
addition, many service robotic tasks such as the ones mentioned above, do not
require precise force control. For example wiping a table requires some force
to be applied, whether five or ten Newtons is of little relevance. Moreover,
service robots have to simultaneously combine this ability to exert forces with
∗This chapter is partially based on Vanthienen, D., De Laet, T., Decré, W., Bruyninckx,
H., De Schutter, J. (2012), “Force-Sensorless and Bimanual Human-Robot Comanipulation”,
10th IFAC Symposium on Robot Control, Dubrovnik, Croatia, 5-7 September 2012 (pp. 1-
8), and the preliminary work carried out in the master theses of Jesús Pascual Hernández
(2012), “Robotic table wiping: force sensorless robot-world interaction using iTaSC” and
Steven Robyns (2013), “Ontwikkeling van een krachtcontrolestrategie zonder krachtsensor
voor huishoudelijke robotmanipulatietaken.”
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other task and safety requirements (constraints) such as joint-limit and obstacle
avoidance constraints, tool- and self-positioning constraints, etc.
To address this need, this chapter introduces and analyses simple force control
schemes that fit the resolved velocity iTaSC control scheme, without the need
for a force sensor nor a precise dynamic model of the robot and its environment†.
This integration allows the combination of force control task constraints with
other task constraints, using resolved-velocity constrained optimization.
A common but important restriction in many robot platforms is the limited
access to the lower-level controller settings (i.e. inner control loops: controllers
on individual joints, or subsets of joints). Due to this restriction, as well as
the optimal setting of the lower-level controllers with respect to the overall
set of tasks to execute, this chapter assumes that the gains of the
lower-level controllers are known but cannot be altered (‘grey box’).
Moreover, this chapter assumes that (i) the robot joints involved in
the control scheme are backdrivable, (ii) and the lower-level‡ joint
velocity control loops have only proportional gains. These assumptions
result in joint velocities and hence joint velocity errors that reflect the effects of
possible joint-torque disturbances.
This chapter introduces and analyses different control schemes, which are
variations of the abstracted overview scheme of Figure 6.1 in the one-dimensional
case, and of Figure 6.2 in the multi-dimensional case. These control schemes
consist of three parts:
• The part to the left shows the high-level control loop, consisting of
– a reference adaptation loop, which will adapt the low-level control
loop gain, as will be detailed in Section 6.3,
– a feedforward factor FF , transforming a desired torque τd or (part of
a) wrench wdsel to a desired joint velocity q˙ex or task space velocity
y˙ex in the multi-dimensional case,
– the pseudo-inverse of an augmented Jacobian A# in the multi-
dimensional case, to transform the desired task space velocity to the
robot joint space, and
– other task constraints expressed as desired velocities y˙◦d,2..i.
The reference adaptation loop and the feedforward factor form together
the wrench (or part thereof) control loop.
†This is preferred over estimating the forces by measuring the currents in the actuators,
because these estimates are disturbed by joint friction forces
‡This dissertation refers to the inner loop as the low-level loop, and the outer loop as the
high-level loop.
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• The part in the middle shows the low-level control and system model,
consisting of
– the system model, which has a desired (vector of) torque(s) u as
input and (measured) (vector of) joint velocity/ies q˙ as output , and
– the low-level control loop wich multiplies the (vector of) joint velocity
error(s) eq˙ with the (diagonal matrix of) proportional control gain(s)
Kv.
• The part to the right shows the contact model, resulting in the contact








































Figure 6.2: Abstracted overview scheme for the multi-dimensional case.
Each section details which part of the abstracted overview schemes will be
discussed in the section.
This chapter is structured as follows: Section 6.2 states related work
and theoretical background. Section 6.3 presents a first, special case of
force-sensorless wrench-nulling control used to achieve natural human-robot
comanipulation. This wrench-nulling control scheme is analysed for the
one-dimensional case, and experimentally validated for the six-dimensional
case. Section 6.4 analyses the one-dimensional force/torque control scheme.
Section 6.5 analyses and simulates the effect of the reference adaptation loop in a
multi-dimensional space. Section 6.6 elaborates the six-dimensional force/torque
control scheme. Section 6.7 presents the experimental validation of the proposed
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control schemes. Section 6.8 discusses the relation of the presented control
schemes with related work. Finally, Section 6.9 summarizes the contributions,
states application guidelines, and discusses future work.
Each of the sections provides an introduction and conclusion which formulate
the contribution of the section. This allows the reader to follow the reasoning
of the chapter, without the need to focus on the details.
6.2 Related work and theoretical background
This section briefly reviews related work in addition to the discussion of
Chapter 2. Furthermore, this section gives an overview of some important
theoretical principles that will be used in this chapter.
6.2.1 Related work
The majority of robots exhibit coupled, non-linear system dynamics. There are
two common approaches to decouple the joints of the robot [168]:
• One approach uses feedback linearization, e.g. inverse dynamic model
linearization, to decouple and linearize the robot dynamics. This approach
uses the inverse dynamic model to transform a desired joint acceleration
vector to a desired joint torque vector, using the (estimated) robot dynamic
model.
• Another approach relies on high bandwidth (proportional-integral) joint
velocity controllers for each joint. This approach largly decouples robot
dynamics in case the environment-robot system is sufficiently compliant,
and in case the desired motions are relatively slow with respect to the
joint velocity controller bandwidth.
The first approach uses an acceleration-based control formulation, also known
as acceleration-resolved control or resolved-acceleration control; the second
approach uses a velocity-based control formulation, also known as velocity-
resolved control or resolved-velocity control.
The control schemes presented in this chapter focus on service robot tasks.
Service robots such as the PR2 robot used in the experimental validation of
this chapter, incorporate some compliance by design. This compliance is one of
the measures to ensure safe interaction with humans. This chapter presents
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resolved-velocity control schemes, since the compliance allows it and in
order to avoid the need of (i) an accurate dynamic model of the robot and its
environment (ii) and a force-torque sensor.
However, the application of a resolved-velocity control scheme does not imply
that no force-torque sensors are needed. The use of a disturbance observer
is a common approach to avoid these force-torque sensors. Different
approaches to estimate the external wrench based on a disturbance observer are
presented in literature [59,84,151]. These approaches require a precise dynamic
model of the robot. Since such a model is unavailable for the PR2, and the
application does not require accurate wrench control, we avoid a disturbance
observer§.
Furthermore, active wrench control approaches can be divided in two categories
[168]: direct and indirect wrench control approaches. Direct wrench control
approaches achieve wrench control through wrench feedback loop closure, indirect
wrench control achieves wrench control through motion control, without the
need for explicit closure of a wrench feedback loop.
Direct wrench control approaches such as hybrid (wrench/motion) control [132]
divide the specification of wrench and motion control. If designed well, they show
good tracking performance. Indirect approaches such as impedance or admittance
control [70–72,85] specify the desired motion and the desired dynamical behavior
of the robot (i.e. its impedance). They exhibit a trade-off between tracking
performance and limiting the contact wrench.
Impedance control uses the expression of the desired dynamical behavior to
transform a desired motion (and wrench) to a desired torque or equivalent joint
acceleration. In contrast, admittance control uses the expression of the desired
dynamical behavior to transform a desired wrench (and motion) to a desired
motion.
Section 6.8 discusses the relation of the control schemes presented in this chapter
with hybrid control and impedance/admittance control.
The control schemes presented in this chapter fit in the iTaSC approach to
constraint-based programming [46], which generalizes hybrid force/motion
control to a generalized task space. Section 2.2.2 details constraint-based
programming and the iTaSC approach.
§However, the reference adaptation loop, presented in Section 6.3, could be seen as a
simple estimation scheme, since the feedback value presents a measure for the applied wrench.
140 FORCE-SENSORLESS WRENCH CONTROL
6.2.2 Algebra
This section gives an overview of some important concepts from algebra that
will be used in this chapter. This dissertation only considers matrices of which
the elements are real numbers.
Orthogonal projection matrix
An orthogonal projection matrix P is a matrix that is symmetric (Hermitian)
and idempotent. The first implies that P T = P , the latter implies that P 2 = P .
The Moore-Penrose pseudo-inverse
This paragraph considers only a limited number of properties of the Moore-
Penrose pseudo-inverse, a more in-depth explanation can be found in [17].
Given a matrix A of size (m × n) with m < n, and A# the Moore-Penrose
pseudo-inverse of A, following two projection matrices can be defined:
P =AA#, and (6.1)
Q =A#A. (6.2)
P is the orthogonal projection matrix on the range ofA, andQ is the orthogonal
projection matrix on the range of AT . If A is of full row rank, P = I(m×m).
In this equation I(m×m) denotes the identity matrix of size (m×m). However,
Q 6= I(n×n), it will be a (n× n) matrix of rank m.
Given a second matrix B of size (n× l), the equation
(AB)# = B#A# (6.3)
holds if:
• ATA = I(n×n), i.e. A has orthonormal columns,
• BBT = I(n×n), i.e. B has orthonormal rows, or
• A is of full column rank and B is of full row rank.
Selection matrix
This chapter will make use of selection matrices to select a sub-space of a task
space. A selection matrix consists of a matrix with only 0 or 1 elements, with
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each column and row having maximal one element equal to 1. The selection
matrix S is a semi-orthogonal selection matrix of full column rank, implying
the columns are orthonormal vectors and S is semi-unary. Therefore, S# = ST
and S#S = I, however SS# 6= I. For example the matrix to select the x and y











6.3 Special case: one-dimensional reference adap-











Figure 6.3: Part of the abstracted overview scheme for the one-dimensional
















Figure 6.4: Part of the abstracted overview scheme for the multi-dimensional
case, experimentally validated in Section 6.3.
An important aspect of human-robot co-manipulation tasks, as elaborated
further on in Chapter 7, is the capability of the robot to sense and react
on the forces and torques applied by the human on the manipulated object.
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More specifically, the robot has to hold the manipulated object, and follow the
movement of the human. The human indicates this movement by exerting a
wrench on the manipulated object. This section elaborates a force-sensorless
wrench nulling control scheme, in which robot tries to eliminate the forces and
torques applied on it in a certain task space, effectively resulting in the following
behavior required by human-robot co-manipulation tasks. The section first
analyzes the one-DOF case, of which the abstract scheme is shown in Figure 6.3,
and then experimentally validates the multi-DOF case, of which the abstract











Figure 6.5: The kinematic loop of a wrench-nulling task of human-robot
comanipulation, with indication of the world frame {w}, base frames {b1}
and {b2}, and object frames {o1} and {o2}
Figure 6.5 gives an example wrench-nulling task as applied in the human-
PR2 co-manipulation application of Chapter 7¶. This application constrains
a Cartesian feature space between the object frame on a gripper {o1n} and
an object frame coinciding with the mobile base of the robot {o2n}. The first
feature frame {f1n} coincides with {o1n}, and the second feature frame {f2n}
coincides with {o2n}. The feature coordinates defining the six-DOF of the
resulting VKC are all located between {f1n} and {f2n}, i.e. χfIn = 0 and
χfIII
n = 0, while an intuitive definition of χfIIn is obtained by expressing these
coordinates in the second feature frame {f2n}:
χfII
n = [xn, yn, zn, φn, θn, ψn]T , (6.5)
¶Chapter 2 gives an overview of the terminology applied in this section.
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where [xn, yn, zn]T define the 3D position coordinates of the gripper with respect
to the mobile base of the robot and [φn, θn, ψn] is a set of Euler-angles defining
the orientation between the gripper and the mobile base of the robot. The













]T , defined in
the Cartesian feature space between the object frames on respectively the robot
gripper and the mobile base of the robot.
The output equations resulting from the control schemes of all tasks form an
optimization problem. A solver resolves the optimization problem, resulting in
the desired joint velocities of the low-level velocity controller of the PR2. Hence
the wrench-nulling control action operates on this task level and not directly on
the low-level velocity controller.
6.3.1 Control scheme and theoretical analysis
To simplify the analysis we first focus on one-DOF, i.e. one rotational robot
joint (Figure 6.6). The low-level proportional velocity controller has a gain
Kv. The joint motor model includes inertia Ir and damping cr. If the operator
applies an input wrench d to a gripper of the robot, the corresponding robot arm
will move, due to its backdrivability. In the one-DOF case, this input wrench
reduces to a disturbance torque d, which causes a joint velocity q˙ different
from the desired joint velocity q˙d, expressed by velocity error eq˙ = q˙d − q˙. The
relation of this velocity error eq˙ with the disturbance torque d can be written
in the Laplace domain as:
eq˙ =
(Irs+ cr)q˙d − d
Irs+ cr +Kv
, (6.6)










Figure 6.6: One-DOF wrench-nulling control scheme.
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By applying a control law Ka (at task level‖), a new desired velocity q˙d is
calculated out of the velocity error eq˙, described by
q˙d = Kaeq˙. (6.7)
Therefore, we will name this high-level control loop the reference adaptation
loop and its control gain Ka the reference adaptation factor.
Ka is chosen in order to reinforce the velocity error caused by the disturbance
torque d, such that the operator senses less resistance of the robot mechanism,
i.e. the robot assists the operator. The transfer function Te from the disturbance




= 1(Ka − 1)(Irs+ cr)−Kv . (6.8)
Accordingly, the transfer function Tv from the disturbance torque d to the joint





Irs+ cr + Kv1−Ka
= A
sτ + 1 . (6.9)
The following paragraphs analyse the pole p, time constant τ , and gain A of
the latter transfer function Tv.
The pole p of Tv equals ( KvKa−1 − cr) 1Ir , which is a real number. The pole is
negative, hence the system is stable for any value Ka < 1 or Ka > Kv+crcr . The







describes the situation in which all damping is compensated by the reference
adaptation loop.








‖In practice, Ka is applied after transformation of the velocity error from the joint space
to the task space using the Jacobian of the robot arm. The desired velocity results from the
iTaSC solver and involves a transformation back to joint space. In case of a non-redundant
robot and a scalar Ka (or equivalently a diagonal matrix with equal diagonal elements), the
transformation from the joint space to the task space and back cancel out.
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further denoted the equivalent low-level control gain.
Figure 6.7 shows the time constant τ and gain A in function of Ka. Both differ
only by a factor equal to the inertia Ir. Consequently, the choice of Ka is a
trade-off between a higher gain and a slower response versus a lower gain and a
faster response.






i.e. when Kv = 0, is the asymptote for τ , i.e. when Ka approaches infinity.





The magenta dash-dotted line in Figure 6.7 shows the open-loop time constant
τOL and gain AOL. The numerical values in the figure apply for the elbow joint
of the left arm of the PR2 robot.
Furthermore, the time constant and gain of the low-level velocity loop can be










respectively. The black dash-dotted line in Figure 6.7 shows the low-level
velocity loop time constant τV L and gain AV L.
We choose a gain A higher than the gain of the low-level velocity loop AV L,
as a result increasing the sensitivity to the input wrench and hence creating
robot assistance. We choose the time constant τ smaller than the open-loop
time constant τOL, hence a faster response than open-loop. Therefore, the
area of interest lies between the dash-dotted lines on Figure 6.7. Remark that
positive values for Ka do not satisfy the desired behavior, since they have a
slower response time than the open-loop system.
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Figure 6.7: Time constant τ and gain A in function of control factor Ka. The
axis to the left indicates the value of the time constant, the axis to the right
indicates the value of the gain. The following parameters apply for the joint:
damping cr = 0.32Nmsrad , inertia Ir = 0.25
Nms2
rad , and velocity controller gain




indicated by the blue line. The red dashed line indicates the unstable part
with negative gain values. The part of the curve between the low-level velocity
loop gain AV L and the open loop time constant τOL, marked by the black
dash-dotted line and magenta dash-dotted line respectively, indicates the area
of interest. The black dot marks the time constant and amplitude for the chosen
Ka = −5.
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6.3.2 Experimental validation
This section provides quantitative results for force-sensorless wrench nulling,
using a set-up that forms part of the human-robot co-manipulation application
detailed in Chapter 7. For repeatability of the experiments, the force applied by
the human is replaced by a constant pulling force. A mass of 1.5kg, connected
through a pulley system to the PR2 robot’s left gripper delivers this pulling
force. When the mass is released, the weight of the mass pulls the gripper with
a constant force in a direction approximately aligned with the x-direction. In
the initial state, i.e. before applying the force, the robot arm joints are far




















Figure 6.8: Multi-DOF wrench-nulling control scheme.
The experiments extend the control scheme to a multi-dimensional space, as
shown in Figure 6.8. In this control scheme for the multi-dimensional case, the
reference adaptation loop acts in the wrench-nulling task’s Cartesian feature
space.∗∗ The desired task space velocity results from the projection of the joint
velocity errors eq˙ in the task space, multiplied by the reference adaptation
factor Ka. The reference adaptation loop only uses the joint velocity errors
of the left arm of the robot to calculate the desired task space velocity since
these joints are backdrivable. However, the projection of the desired task space
velocity back to the joint space of the robot projects this velocity on the whole
robot joint space involved in the kinematic loop of the wrench-nulling task. In
the presented example, this includes the robot’s mobile base and spine next to
the left arm. It is as if the robot’s left arm serves as a ‘force sensor’ input to
the reference adaptation loop. Sections 6.5 analyses in detail the effect of the
multi-dimensional reference adaptation loop.
Equation (6.8) defines the relation of the error eq˙ with the input torque d for
one-DOF. A similar relation holds for a direction of the task space, assuming
that the transformations between the joint space and the task space cancel out.
In case of a redundant robot but scalar Ka this includes a projection in the
∗∗Further on the wrench-(nulling) task’s Cartesian feature space is simply referred to as
the task or task space.
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Figure 6.9: Picture of the experimental setup. The cable (yellow) is enhanced
for visibility. The cable and pulley system connects the PR2 robot’s hand to
the white bag with the weight, shown at the left. The the red arrow indicates
the x-direction.
column space of the Jacobian Jq. Applying a constant force in the x-direction
to one of the robot hands as in the previous experiment, causes a velocity error
ex˙ in this direction, and the movement of the robot in this x-direction (following
behavior).
A control factor Ka = −5 is chosen for all DOF of the task space in this
experiment. Figure 6.10 shows the velocity error ex˙ over time, after applying
this force. The pitch θeebase of the end effector’s orientation with respect to the
robot’s mobile base illustrates the transition phase, just after the mass has been
released, when the pulled arm makes an up and down movement. This transient
is due to the dynamics of each individual joint, as described by equation (6.8),
and the complex geometric interaction between the joints, i.e. our simplified
assumptions are not satisfied during transients. After this movement damps
out, ex˙ reaches a constant value. This error is proportional to the applied force,
with a negative factor of proportionality, as stated by (6.8). Hence, applying a
constant wrench results in a constant assistance, i.e. a constant velocity in the
x-direction, after transition behavior.
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Figure 6.10: The velocity error in the x-direction ex˙ and pitch θeebase of the end
effector with respect to the robot’s mobile base, in a full blue line and a green
dashed line respectively.
6.3.3 Discussion and conclusions
This section described a special case of force-sensorless force or wrench control,
i.e. wrench nulling. The wrench nulling control scheme adds a simple (joint-
or Cartesian-) task space control loop to the resolved-velocity iTaSC control
scheme. This control loop, further denoted the reference adaptation loop,
effectively adapts the low-level control gains in the selected direction of the
task space. In case of wrench-nulling in human-robot co-manipulation, the
low-level gain is adapted to reduce the damping felt by the human, providing
following behavior by amplification of the human-applied wrench. Experimental
validation of the multi-DOF wrench-nulling shows that the robot follows an
applied force after transients have damped out, effectively nulling the applied
force. A video, made available online [164]††, shows the performance of the
wrench-nulling control scheme as part of the human-robot co-manipulation
demo detailed in Chapter 7. The wrench-nulling control scheme enables direct
human-robot interaction without the use of a force sensor. Further sections will
detail general force-sensorless wrench control, and the effect of the reference
adaptation loop in multi-DOF.
††Appendices C.1 and C.3 list and detail the videos related to this chapter.
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6.4 One-dimensional force-sensorless force/torque
control
This section analyses the one-DOF case of the force-sensorless wrench control
scheme that extends the reference adaptation loop introduced in the previous
section with an offset desired velocity q˙ex, different from zero. The offset
should result in a desired wrench, or part thereof, on the environment. This
section analyses the control scheme, (i) first in free space, i.e. the approach
towards the contact situation when no contact between the robot end-effector
and the environment is established yet, (ii) then in contact with the environment.













Figure 6.11: Part of the abstracted overview scheme for the one-dimensional
force/torque control case, discussed in Section 6.4. The feedforward factor FF












Figure 6.12: one-DOF torque control scheme in free space.
Adding an offset term to the one-DOF control scheme of Figure 6.6, results in
the free space control scheme shown in Figure 6.12. In contrast to the special
case of Section 6.3, the control scheme should not null an external torque (the
disturbance d), but should result in the application of a desired force or torque
once in contact with the environment. Hence the transfer function of interest
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Figure 6.13: Gain Aex in function of control factor Ka for the one-DOF free
space system. The red dashed line indicates values of Ka with a negative gain.
The black dash-dotted line indicates the low-level velocity loop gain AV L. The
vertical assymptote is situated at Ka = Kv+crcr .
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Figure 6.14: one-DOF torque control scheme in contact.
respectively. Remark that Ka alters the low-level control gain Kv to Kb = Kv1−Ka ,
as in the wrench-nulling case.
Figure 6.13 shows the gain Aex in function of Ka. The gain Aex is positive for
any value Ka < Kv+crcr . The time constant τex in function of Ka is the same as
the one-DOF torque nulling case shown in Figure 6.7. Hence, the time constant
τex is positive for any value Ka < 1 or Ka > Kv+crcr , and the asymptote of Ka
towards infinity is the open-loop time constant τOL. The numerical values in
the figures apply for the same robot joint analysed in Section 6.3, i.e. the elbow
joint of the left arm of the PR2 robot. The system is stable for positive time
constants and positive gain, hence limiting the choice of Ka to
]−∞, 1 [.
Remark that the offset term is a velocity offset, hence in free space the robot
approaches with constant velocity.
6.4.2 Contact
This section analyses the situation where the robot makes contact with
the environment. Therefore, the control scheme of Figure 6.12 is extended
with a contact model, as shown in Figure 6.14. The model regards the
environment as a (stiff) spring characterized by constant K0.










+ 2ζc sωc + 1
. (6.21)
















Remark that the low-level velocity loop gain Kv amplifies the joint velocity
error eq˙ to the applied robot joint torque u. In steady-state, the applied torque
forms an equilibrium with the torque applied on the environment.‡‡ Therefore,
eq˙ forms a measure for the applied torque and is used in the reference
adaptation loop.
The gain of the system Ac equals the equivalent low-level control gain Kb
introduced in Section 6.3. The damping ratio is altered by adding the equivalent
low-level control gain to the robot joint damping cr. Figures 6.15 and 6.16 show
the damping ratio ζc and gain Ac in function of Ka. The numerical values in the
figures apply for the same joint as previous sections. The system is stable for
positive damping and positive gain, hence limiting the choice of Ka to the same
range as the first order system, i.e.
]−∞, 1 [, as indicated on the figures. The
example system of the left elbow joint of the PR2 robot is critically damped at
Ka = 0.873.
In order to apply a (constant) desired force or torque, this force or torque needs
to be transformed to the velocity offset term q˙ex. The needed transformation,
denoted FF , is the inverse of the transfer function Tc. Considering only steady-
state, i.e. when the Laplace operator s equals zero, FF is the inverse of the
equivalent low-level control gain Kb−1 = 1−KaKv , hence




The system is in steady-state when the feedback joint velocity q˙ is zero, and
the reaction torque τex is in equilibrium with the input torque u. Hence it can
be intuitively seen that when the feedforward transformation FF cancels the
equivalent low-level control gain Kb, the input torque u equals the desired force
or torque. As a result, including the feedforward factor FF in the system
will make the overall system gain equal to one and independent of
Ka.
6.4.3 Discussion and conclusions
This section introduced a simple but effective control scheme consisting of a
offset term q˙ex and the reference adaptation loop characterized by the parameter
‡‡Neglecting unmodeled disturbances such as Coulomb friction.
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Figure 6.15: Damping ratio ζc in function of control factor Ka for the one-DOF
system in contact with the environment. The red dashed line indicates the
unstable part with negative damping. The black dash-dotted line indicates the
low-level velocity loop (Ka = 0) damping ratio ζV L, and the magenta dash-
dotted line indicates the open loop damping ratio ζOL. The latter being the
assymptote of ζc for large values of Ka.
Ka, operating on a low-level velocity control loop. This low-level velocity loop
is considered a ‘grey box’.
Two situations are analyzed:
• the system in free space, when the robot approaches the contact situation,
but does not make contact with the environment yet, with input the offset
q˙ex and output the joint velocity q˙, and
• the system in contact with the environment, with input the offset q˙ex and
output the torque τext.
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Figure 6.16: Gain Ac in function of control factor Ka for the one-DOF system in
contact with the environment. The red dashed line indicates the unstable part
with negative gain. The black dash-dotted line indicates the low-level velocity
loop (Ka = 0) gain AV L.
The former is a first-order system, characterized by the time constant τex and
(input-output) gain Aex, the latter is a second-order system, characterized by
(input-output) gain Ac, natural frequency ωc, and damping ratio ζc.
The reference adaptation constant Ka allows to tune the dynamic behavior of the
system by making a trade-off between the desired damping when making contact
with the environment, and the time constant τex and gain Aex of the free space
approach towards this contact situation. The choice of Ka should consider the
stability limits and limits on the control input towards the system. The analysis
of the system in free space and in contact shows that the value of Ka should
be in the
]−∞, 1 [ range for stability. Within this range, a bigger value of Ka
leads to (i) a smaller time constant τex and more gain Aex (larger amplification)
in free space, (ii) or more damping ζc and gain Ac (larger amplification) in
contact. The transformation from a desired torque or force to the offset term
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q˙ex adds a factor to the system which makes the gain of the system in contact
equal to one, hence of no importance in steady-state.
A spring models the contact with the environment, which value influences the
natural frequency and damping ratio when the system makes contact. However,
it does not influence the steady-state behavior: the feedforward transformation
FF and the transfer function of the system in contact Tc are independent of
the magnitude of the spring constant K0. Further, the model does not include
disturbances such as friction, which will decrease performance, but will not
decrease stability. The main disturbance of concern in the contact situation
is Coulomb (static) friction which will decrease the delivered force or torque.
In case of a very low desired force or torque the control scheme will be even
unable to move the robot joint.
The presented approach shows a number of advantages with respect to alternative
approaches: (i) The approach does not require an (expensive) force sensor.
(ii) The same control scheme can be applied in both free space and contact with
the environment for appropriate values of Ka. Hence there is no need for exact
contact detection. (iii) The time when and position where the robot makes
contact with the environment does not need to be known in order to make a
stable contact. (iv) When an appropriate value for Ka is chosen, the system will
be stable and behave in a safe and predictable manner since there is no integral
control action. The robot joint will move with a constant speed in the direction
in which to apply the force or torque, until contact is made. Once contact is
made, a force or torque will build up proportional with the offset term.
6.5 Multi-dimensional reference adaptation loop
Figure 6.17: Part of the abstracted overview scheme focusing on the multi-
dimensional reference adaptation, discussed in Section 6.5. In contrast to the
other multi-dimensional cases of this chapter, this scheme considers a planar
robot with a three dimensional task space, and a four dimensional robot.
Previous section analysed a one-DOF force-sensorless force/torque control
scheme in free space and contact. This section regards the multi-dimensional
control scheme, where the reference adaptation loop and the feed forward term
apply to a task space of lower dimensions than the velocity-controlled system.
We consider only the free-space motion, in order to study the effect of the
multi-dimensional reference adaptation loop, as shown in Figure 6.17.

















Figure 6.18: Joint-velocity controller with Cartesian task-space reference
adaptation loop
This section does consider only under- but not over-constrained task spaces.
Therefore, the task space is of equal or lower dimension than the joint space,
and the augmented Jacobian A is of full row rank.∗ Moreover, the reference
adaptation loop will include a projection on the column space of the augmented
Jacobian A. As a consequence the equation for the equivalent low-level control
gain Kb = Kv1−Ka does not hold for the multi-dimensional case, even when all
task space directions have the same reference adaptation factor Ka.
To provide greater insight in these effects, this section analyses the example
case of a planar serial robot with four rotational joints. Its task space consists
of a Cartesian plane described by two position coordinates x and y, and the
orientation θ. In the multi-dimensional control scheme, the reference adaptation
loop factor Ka is a diagonal matrix of size (nc×nc), with the diagonal elements
not equal to 1. The example will consider the more restrictive case where all
diagonal elements of Ka are the same, hence Ka = KaInc . Since Inc is the
identity operator of a matrix product and to simplify the notation, Ka will be
replaced by Ka where possible.
6.5.1 Control scheme
Figure 6.18 shows the control scheme with at the left side the task space control,
and the right side the velocity-controlled system. Every joint of the system is
controlled separately, hence the proportional gain matrix Kv, the inertia matrix
Ir, and the damping matrix Cr are all diagonal matrices. The augmented
Jacobian matrix A transforms the joint velocity error eq˙ to the task space; the
∗A is of size (nc × nq) The symbol nc defines the number of task constraints, symbol nq
defines the number of controllable robot joints.













Figure 6.19: Equivalent scheme for the joint-velocity controller with task-space
reference adaptation loop
pseudo-inverse of the augmented Jacobian matrix A# transforms the desired
task space velocity y˙◦d to the robot joint space. Since the studied example
consists of a single Cartesian task space, the augmented Jacobian A equals the
Jacobian Jq. The selection matrix† S# of dimension (nc,sel × 3) selects
the directions of the task space on which the reference adaptation
will take effect; selection matrix S expands the reference adaptation
results to the full task space.
As outlined by Figure 6.18, the joint velocity error can be written as
eq˙ = A#[y˙ex + SKaS#Aeq˙]− q˙. (6.26)
Restructuring equation 6.26 and introducing B′′ = I −A#KaS#A (full rank if
Ka 6= I)‡ results in
eq˙ = [I −A#SKaS#A]−1[A#y˙ex − q˙] = B′′−1[A#y˙ex − q˙]. (6.27)
B′′ represents the effect of the reference adaptation loop on Kv, resulting in the
equivalent gain Kb =KvB′′−1, as represented in the equivalent scheme shown
in Figure 6.19. Remark that the joint velocity error in the original scheme eq˙
is actually a value between the two gains B′′ and Kv in the equivalent scheme.
The joint velocity error in the equivalent scheme eq˙,b can be expressed as
eq˙,b = A#y˙ex − q˙ = B′′eq˙. (6.28)
Transforming this error in the task space and refactoring the result, amounts to
AA#y˙ex −Aq˙ = AB′′eq˙, (6.29)
y˙ex −Aq˙ =[A− SKaS#A]eq˙, (6.30)
y˙ex −Aq˙ = [I − SKaS#]Aeq˙. (6.31)
†Section 6.2.2 defines and elaborates on selection matrices.
‡Appendix A.1 gives a proof for the more general case. Remark also that if Ka = I and
S = I, B′′ is the null space projector of A.
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Solving for the transformed joint velocity error in the original scheme results in
Aeq˙ = [I − SKaS#]−1[y˙ex −Aq˙], (6.32)
showing a comparable, albeit multi-dimensional effect in the task
space as in the one-DOF case, where Kb = Kv1−Ka (equation (6.13)).
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Figure 6.20: Blue lines show paths followed by the robot end effector for different
gain settings. Each setting has a different line style, as indicated in the legend of
the figure. The red lines indicate the segments of the robot, in the configuration
at the end of each of abovementioned paths, i.e. after 2s. The red cirlces
indicate the related robot joints. The black circle indicates the start position,
the black cross indicates the end position when the robot would track the step
input velocity perfectly (integration of the applied velocity over 2s). Ka = 0.7
unless explicitly indicated as zero.
6.5.2 Simulations
This section simulates the control scheme for the example case of a four DOF
planar serial robot. Figure 6.20 shows four different configurations of this robot
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in red. It compares four situations: (i) the reference case of an unadapted
velocity control loop, i.e. Ka = 0 and proportional gain Kv = 5Nmsrad for each
robot joint; (ii) the case where the reference adaptation only acts on one task
space direction, i.e. S = [1 0 0]T selecting the x direction; (iii) the case
where the reference adaptation acts on all task space directions, i.e. S = I3;
and (iv) the case of an unadapted velocity control loop with a higher gain
Kv = 32Nmsrad 6= Kv1−Ka for each robot joint. The curves on the figures of this
section are in dash-dotted line for the first case, dashed line for the second case,
full line for the third case, and dotted line for the fourth case.
The simulated robot consists of four equal robot segments of length 0.2m, and
four equal rotational robot joints. Each of the joints has an inertia Ir = 1.25kgm2
and damping cr = 0.32Nmsrad , and is controlled at 100Hz by a velocity controller
with a proportional gain Kv. As a result the Ir, Cr, and Kv matrices are
diagonal. The reference adaptation loop constant Ka equals 0.7 for all selected
directions. The initial configuration of the robot equals [0.1 2 0.7 2.7]rad.
Figure 6.20 shows the trajectories traversed by the robot end effector for the




s ] is applied to the
system. The reference case with proportional gain Kv = 5Nmsrad and no reference
adaptation has the worst performance of the curves. This performance can
be expected for a proportionally controlled first order system with the lowest
gain, hence largest steady-state offset. The third case with reference adaptation
on all task space directions has a better performance, which approaches the
performance of the fourth case with a low-level loop gain of Kv = 32Nmsrad
without reference adaptation. The second case with reference adaptation on
only the x-direction has the same performance as the third case in this direction,
while performing similar to the reference case in the y-direction. Following
paragraphs will detail these effects by analysing the underlying control signals.
Figure 6.21 shows the velocity error in the task space ey˙ = y˙d − Jqq˙.§ The
figure shows a fast decline in error in the directions with reference adaptation
comparable in overshoot to a low-level loop gain of Kv = 32Nmsrad without
reference adaptation. For the third case with reference adaptation only in the
x-direction, the velocity error curve in this x-direction follows the corresponding
velocity error curve of the second case with reference adaptation in all task
space directions. The velocity error curve of the third case in the y-direction
follows the corresponding velocity error curve of the reference case. Hence the
velocity error decreases in the directions with reference adaptation as if the robot
had a larger proportional low-level velocity loop gain Kv. However, for a similar
§Remark that this error is not the same as the transformed joint velocity error Jqeq˙,
which will be analysed in next paragraph. ey˙ indicates the real error in the task space, where
Jqeq˙ contains the effect of the reference adaptation B′′, as can be seen in Figure 6.19.
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Figure 6.21: Velocity error in the task space ey˙ = y˙ex − Jqq˙. Different colors
indicate the different task space directions, different line styles indicate different
settings as indicated in the legend of the figure. Ka = 0.7 unless indicated as
zero. The errors do not go to zero, but to a steady-state error (proportional
first-order system).
error overshoot, the reaction is slower for the gain adapted directions than the
larger proportional low-level velocity loop gain Kv.
Figure 6.22 shows the joint velocity error transformed to the task space Jqeq˙.
This error forms an intermediate between the effect of the reference adaptation
Ka and the low-level velocity loop gain Kv. Equation 6.32 suggests that this
error would be a scaled version of ey˙ for the directions with reference adaptation.
However, the equation is a result of an analysis in the continuous (Laplace)
domain, while the implementation is in the discrete (Z-)domain. In this discrete
domain, a loop without delay is impossible, hence a delay is introduced between
eq˙ and its transformation the task space. As a result, the effect of the reference
adaptation loop has to build up at start-up, causing the slower response reported
in Figure 6.21 and 6.22.
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Figure 6.22: Joint velocity error transformed to the task space Jqeq˙. Different
colors indicate the different task space directions, different line styles indicate
different settings as indicated in the legend of the figure. Ka = 0.7 unless
indicated as zero. The errors do not go to zero, but to a steady-state error
(proportional first-order system).
The desired joint velocity q˙d has a transition phenomena in directions with
reference adaptation as a result of the influence of the reference adaptation
loop. Figure 6.23 depicts q˙d over time, showing the transition phenomenon
before these curves follow curves parallel to the directions without reference
adaptation.
6.5.3 Discussion and conclusions
This section analysed and simulated a multi-dimensional first order velocity
control scheme in joint space with task space reference adaptation. It considered
only the free space motion, in order to study the effect of the task space reference
adaptation loop.
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Figure 6.23: Desired joint velocity q˙◦d . Different colors indicate the different
robot joints, different line styles indicate different settings. Ka = 0.7 unless
indicated as zero.
The analysis of the control scheme shows a similar, albeit multi-dimensional
effect of the reference adaptation in the task space as in the one-DOF case
analysed in previous section. The simulation of an example case of a
planar serial robot shows that the reference adaptation loop has the
same effect as scaled low-level velocity loop gains, however it includes
a delay due to the discrete nature of the implementation. Applying
the reference adaptation only in selected directions of the task space, results
in a faster response in these directions as if the robot has higher velocity loop
gains only in the selected directions. However, the reference adaptation in task
space results in transition phenomenon in the joint space, which leads to higher
motor torques. When designing the reference adaptation, it should be taken
into account that these higher motor torques are within the limits of the motor
capabilities.
164 FORCE-SENSORLESS WRENCH CONTROL























Figure 6.24: Part of the abstracted overview scheme for six-dimensional force-
sensorless wrench control, discussed in Section 6.6.
This section analyses force-sensorless force control schemes for
applications that require the robot to exert a certain (constant)
wrench on the environment, without the need for high accuracy
tracking or regulation performance. Figure 6.24 shows the abstracted
scheme discussed in this section, it includes the feedforward factor FF and the
reference adaptation loop in task space, other task space tasks, and a contact
model.
The field of service robotics contains many examples of such applications
including wiping a table, screwing a screw in a hole, or pushing a cart. All
these examples have to simultaneously combine the ability to exert forces with
other task constraints such as joint-limit and obstacle avoidance constraints.
Therefore, the section analyses this combination of force-sensorless force control
task constraints with other task constraints.
This section discusses table wiping as an example use case of the control schemes.
In order to wipe a table (or a board), the robot has to first make contact with
a plane, then excert a force on it, and last wipe the plane while maintaining
the force on the plane. It is a classical use case of hybrid force-position control
(discussed in Section 6.2), for which we present a resolved-resolved alternative
within the iTaSC control scheme.
Table wiping is expressed the easiest as a set of two tasks in a single Cartesian
task space between the table and the robot gripper: (i) The robot exerts a force
on the table in a direction perpendicular to the table surface, defined as the
z-direction of the task space; (ii) and the robot makes a movement parallel to
the table surface while keeping the wiper aligned with the table. The latter
defines constraints on the x, y-directions and the rotational DOF of the task
space, respectively.
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The control schemes presented in this section extend the one degree of freedom
control schemes of Section 6.4 to the multi-dimensional case. To this end, the
schemes integrate the multi-dimensional reference adaptation loop analysed in
Section 6.5. As a result, this section combines and extends the assumptions
made in previous sections, summarized here:
• The robot joints involved in the control scheme are backdrivable, and
controlled by velocity control loops with only proportional gains.
Therefore the joint velocity errors reflect the effects of possible joint-torque
disturbances.
• These low-level velocity controllers run at a sufficient high
frequency such that their interactions can be neglected. Therefore,
the proportional gain matrix Kv, the inertia matrix Ir, and the damping
matrix Cr are all diagonal matrices.
• The gains of the low-level velocity controllers are known but can
or should not be altered.
• Unless specifically stated, the analysis considers only under- but not
over-constrained task spaces. Therefore, the task space is of equal or
lower dimensions than the joint space, and the augmented Jacobian A is
of full row rank.
• The optimization problem is expressed and solved as a weighted, damped
pseudo-inverse of the augmented Jacobian. Under abovementioned
assumptions, the task weights will have no influence on the solution.
Furthermore, the analysis assumes that the robot joints are far from
singular configurations, hence the damping of the pseudo-inverse will
not be activated. Therefore, the optimization problem reduces to the
pseudo-inverse of the augmented Jacobian, with possibly weights
W q on the desired joint velocity.
• The reference adaptation loop factor Ka is a diagonal matrix
with the diagonal elements not equal to 1.
The following subsections describe two control schemes. Both express the
desired wrench wd in a Cartesian space, however both transform this desired
wrench to constraints in different spaces. The first control scheme transforms
the desired wrench to constraints in a Cartesian task space, the second
transforms the desired wrench to constraints in joint (task) space.¶ The
subsequent subsection discusses the differences between the two control schemes.
¶Joint space can also be a task space in this dissertation, meaning that the task is
expressed in joint coordinates.
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6.6.1 Control scheme
As mentioned above, the proposed control schemes express the wrench control
constraints in a different task space, and hence result in a different optimization
problem. The first control scheme, shown in Figure 6.25 and analysed in
Section 6.6.2, expresses the constraints in a Cartesian task space; the second,
shown in Figure 6.27 and analysed in Section 6.6.2, expresses the constraints
in joint space. Both Figures 6.25 and 6.27 consist of three parts: (i) the left
side models task-space control, (ii) the center models the velocity-controlled
robot system, and (iii) the right side of the scheme models the contact with the
environment.
The task-space control consists of the the set of tasks (constraints) imposed
on the system and the resulting optimization problem. One of these tasks is
the force-sensorless wrench control task. For the case of optimization in the
Cartesian task space, the tasks other than the wrench control task are in the
null space of this wrench control task. Since the case of optimization in the
joint space constrains the whole robot joint space, any other task will conflict
with the wrench control task. For both schemes of Figures 6.25 and 6.27 the
force-sensorless control task consists of a feedforward term FF and the reference
adaptation loop as explained in Section 6.5.
Both control schemes have as input to the control task a desired wrench wd
or part thereof wd,sel = S#c wd. The pseudo-inverse of the selection matrix
S#c selects the directions of the task space that will be constrained. For
example a force is applied in the z-direction in the table wiping use case,
hence S#c = ScT = [0 0 1 0 0 0]. As will be detailed in the respective subsections,
the feedforward term FF of both control schemes transform this input into
different task spaces.
Each task results in a set of constraints that form an optimization problem
that needs to be solved. The result of the optimization problem is a desired
set of desired joint velocities.‖ This chapter formulates the constraints as an
augmented Jacobian A together with the desired output y˙◦d . The (weighted)
pseudo-inverse of the augmented Jacobian, A#W solves the optimization problem.
Each row of the augmented Jacobian A relates a DOF of a task space with the
joint space. Hence a task determines and constrains a set of rows of A. We
define the Jacobian of the wrench control task space as Jq1 of size (nc,sel × nq)







The selection matrix S of size (nc × nc,sel), represents the selection of the
‖Section 2.2.3 gives a more detailed description on the optimization solving methods
considered in this dissertation.
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contribution of the wrench control task to the rows of A, i.e. Jq1 = S#A. In
most cases, such as in the table wiping use case, S equals Sc, however following
sections discuss where these differ. For the wrench control task of the table
wiping use case, the contribution of the force-sensorless wrench control task to
the augmented Jacobian is the third row of the robot Jacobian Jq.
The model of the velocity-controlled robot system, in the center of Fig-
ures 6.25 and 6.27, regards only joint inertia Ir and damping Cr. The gravity
term τ g is left out of the equation, since the experiments use a gravity
compensated robot. However, this term could be added in the model, and
compensated for in the feedforward signal using a robot model and joint position
measurements.
The contact model, on the right side of Figures 6.25 and 6.27, expresses the
contact of the robot end effector with the environment in certain directions of
the Cartesian output space indicated by the selection matrix Sc. The contact
is modelled as a set of springs with stiffness K0. The contact model and
feedforward make use of the same selection matrix Sc, in other words, the
control schemes assume that the desired and actual contact directions are the
same.
Following formulas describe the velocity-controlled robot system and contact
model, which are common to both control schemes of Figures 6.25 and 6.27:
q˙ =[Irs+Cr]−1[Kveq˙ − JTq w], (6.33)
w = Scwc = ScK0s−1S#c Jqq˙. (6.34)
Following sections detail the control schemes of Figures 6.25 and 6.27.
6.6.2 Optimization in Cartesian task space
Figure 6.25 shows the control scheme with expression of the force-control task
in a Cartesian task space.
Following equation defines the task space control part of Figure 6.25




































Figure 6.25: Multi-DOF control scheme expressing the force-control task























Figure 6.26: Equivalent multi-DOF control scheme expressing the force-control
task constraints in Cartesian task space.
If the wrench control task constraints has priority over the other constraints,
equation (6.35) can be written as
eq˙ = J#q1 (y˙ex +KaJq1eq˙)
+ J˜q2(y˙◦d,2..i − Jq2J#q1 (y˙ex +KaJq1eq˙))− q˙.
(6.36)
making use of equation (2.3) and
J˜q2 = (I − J#q1Jq1)[Jq2(I − J#q1Jq1)]#. (6.37)
Under the assumptions listed in the introduction of this section, the constraints
of lower priority do not conflict with the wrench control task constraints. Under
these assumptions Jq2J˜q2 = I ∗∗. Therefore, they will result in the same solution
as if they where all of the same priority.
Restructuring equation (6.36) results in
eq˙ =
[









= B−1[A#W y˙d − q˙].
(6.38)
The matrix B, described by
B = I − (I − J˜q2Jq2)J#q1KaJq1, (6.39)
∗∗However, this does not necessarily imply that J˜q2 equals J
#
q2 .
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characterizes the effect of the reference adaptation loop on the
controller. In effect, the gain Kv has been altered to the adapted gain
Kb = KvB−1, as represented in the equivalent scheme shown in Figure 6.26.
Matrix B is of full rank and hence invertible if Ka 6= I.††
Feedforward
This section derives a FF cart such that the wrench applied on the
environment wc equals the desired wrench wd,sel. The robot is in steady-
state when the wrench applied by the robot is in equilibrium with the reaction
wrench from the environment. In this case, the robot joint torques balance the
reaction wrench, and the commanded robot torques equal the amplified force
feedforward signal. In other words, the feedforward signal provides a system
inversion feedforward signal which should cancel, in steady-state, the system
transfer function. The derivation of the feedforward assumes the wrench control
task is the only active task.
Solving equation (6.34) for q˙, given the desired wrench wd,sel results in
q˙ = (ScK0s−1S#c Jq)#wd = (K0s−1S#c Jq)#wd,sel. (6.40)
Inserting this solution in equations (6.38) and (6.33) results in
eq˙ =B−1Jq1y˙ex −B−1(K0s−1S#c Jq)#wd,sel, (6.41)
(K0s−1S#c Jq)#wd,sel = [Irs+Cr]−1[Kveq˙ − JTq Scwd,sel]. (6.42)











Restructuring this result for wd,sel returns[
(Irs+Cr +KvB−1)(K0s−1S#c Jq)# + JTq Sc
]
wd,sel =KvB−1Jq1y˙ex. (6.44)
Hence the FF cart that transforms a desired wrenchwd,sel to a task space velocity
offset y˙ex becomes
FF cart = J#q1BKv−1
[
(Irs+Cr +KvB−1)(K0s−1S#c Jq)# + JTq Sc
]
(6.45)
††Appendix A.1 gives a proof.
170 FORCE-SENSORLESS WRENCH CONTROL
When regarding only steady-state, equation (6.45) becomes
FF cart|s=0 = Jq1BKv−1JTq Sc
= Jq1(I − J#q1KaJq1)Kv−1JTq Sc
= (I −Ka)Jq1Kv−1JTq Sc
(6.46)
This expression can be interpreted as a Cartesian task space (or operational
space) compliance. Remark that the feedforward matrix FF cart|s=0 is dependent
on the known low-level control gains, but independent of the motor and contact
model. The latter disappear due to the integration in the contact model (from
velocity to position). The equation first transforms the desired wrench to desired
joint torques using the Jacobian transpose JTq . Then it uses the adapted gain
of the low-level controller, B−1Kv and B′−1I Kv respectively, which represents
the damping with respect to the desired force, resulting in the desired joint
velocities. Finally, in case of FF cart, these desired joint velocities are projected
to a selected part of a Cartesian task space.
For the use case of table wiping, the feedforward matrix transforms the desired
force in the z-direction to a desired velocity in the same direction.
Transfer function
This section deduces the transfer function Gcart from the task space
velocity offset y˙ex to the resulting wrench applied on the environment
wc. Remark that the derivation of the transfer function is not the pseudo-inverse
of the feedforward term: the derivation of this feedforward searches for one of
the possible q˙ that will result in the force/torque constriants, as expressed in
equation (6.40); the derivation of the transfer function is a forward analysis,
expressing the wc that results from a specific q˙.
Inserting equation (6.38) in equation (6.33) and solving for q˙ results in
q˙ = [Irs+Cr]−1[KvB−1(A#W y˙d − q˙)− JTq w], (6.47)
q˙ =[Irs+Cr +KvB−1]−1[KvB−1A#W y˙d − JTq w]. (6.48)
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Further inserting the result of equation (6.48) in equation (6.34), and grouping
wc dependent terms, results in
[
















such that wc = Gcarty˙d. When only regarding steady-state and assuming a full
rank environment stiffness matrix K0, equation (6.50) reduces to
Gcart|s=0 =
[






This equation reflects the effect of the robot joint dynamics and the adapted
velocity controller. The effect of the total damping Cr +KvB−1 will only be
eliminated in case of a fully force constrained (Sc = I), non-redundant robot in
a non-singular configuration. Remark that both primary and secondary task
constraints influence the wrench applied on the environement wc.
Applying the feedforward to the system
Applying the feedforward FF cart to the velocity-controlled robot system and




















Assuming that the gains of the joint velocity controller are significantly bigger
than the robot joint damping, i.e. Kb >> Cr, Cr can be neglected. Moreover,
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assuming that contact is made in the foreseen directions S = Sc, and since
the constraints of the other tasks do not conflict with the wrench control
constraints, S#c JqA
#
W = I and S
#
c Jq = S#Jq = Jq1. Integrating this assumptions







−1JTq Scwd,sel = wd,sel. (6.53)
However, in case the robot joint damping Cr is not negligeable with respect to
the gain Kb, and in case the wrench control task constraints are the only active
constraints, equation 6.52 reduces to
wc =
[







In this case, wc equals wd,sel when J#q1Jq1 = I. However, J
#
q1Jq1 is an orthogonal
projection matrix in the column space of Jq1. It equals the unity matrix only
in case of a fully force constraint, non-redundant robot.
This projection error cannot be compensated in the Cartesian task space, seen its
lower dimensionality than the robot joint space. Next Section 6.6.3 introduces
a control scheme without this projection error, by avoiding the transformation
to a lower dimensional task space.
This analysis adds a new requirement to the list of requirements stated in
Section 6.4.2. The choice of Ka should result in a value of Kb such that
Kb >> Cr.







eq ̇ [Irs+cr]#+ +
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Figure 6.27: Multi DOF control scheme expressing the force-control task
constraints in the joint (configuration) space
The analysis in Section 6.6.2 derives a feedforward term expressed by
equation (6.46). This equation transforms a desired wrench wd to desired
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robot joint velocities, and transforms these robot joint velocities on their turn to
Cartesian task space velocity constraints. The optimization problem transforms
these (and other) constraints back to the joint space. As the analysis of
Section 6.6.2 shows, this projection in the columnspace of the robot jacobian Jq
results in errors in the resulting wrench applied on the environment wc.
In contrast, this section analyses a similar control scheme that avoids
this projection. The desired wrench wd is still expressed in a
Cartesian task space, as is the reference adaptation. However, both
are transformed to constraints in the joint space.
Figure 6.27 shows the control scheme expressing this force-control with
constraints in the joint space. The figure is similar to Figure 6.25, but the
force-sensorless wrench control task consists here of a feedforward term and a
reference adaptation loop resulting in a set of desired joint velocities q˙od,1. As a
consequence the part of the A matrix related to the wrench control task is the
unity matrix, its weighted, pseudo-inverse is denoted A
′#
W , the apostrophe marks
the difference with the scheme of Section 6.6.2. Since the wrench control task
applies constrains the whole robot joint space, the null space of its Jacobian
is empty. In other words, any other task will conflict with the wrench control
task. This conflict can be influenced using task weights. This section analyses




The controlled system remains the same as in previous section, hence the
equation describing the output of the low-level control loop and system model,
equation 6.33, as well as the equation describing the output of the contact
model, equation 6.34, still hold. Equation 6.35 changes to
eq˙ = q˙ex + J#q SKaS#Jqeq˙ − q˙. (6.55)
Remark the use of J#q S and not (S#Jq)#. Both will result in the same reference
adaptation in the selected directions, however, the chosen option will leave
the gain unadapted in the other Cartesian directions. This can also be easily
seen by regarding SKaS#, which explicitly puts the reference adaptation of
non-selected direction to zero.
Restructuring equation 6.55 and introducing B′ = I − J#q SKaS#Jq (full rank
if Ka 6= 1) results in
eq˙ = [I − J#q SKaS#Jq]#[q˙ex − q˙] = B′−1[q˙ex − q˙]. (6.56)
B′ represents the effect of the feedback loop with the Ka factor on the gain Kv,
resulting in the adapted gain Kb′ =KvB′−1. Remark the similarity between
B′ and B of previous section. Both will have the same reference adaptation
effect in the selected task directions.
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Feedforward
This section derives a FF jnt such that the wrench applied on the
environment wc equals the desired wrench wd,sel. The analysis starts
from equation (6.40), which relates the joint velocities q˙ with the desired contact
wrench wc = wd,sel using the contact model. Inserting this equation in equation
6.56 results in
eq˙ = B′−1q˙ex −B′−1(K0s−1S#c Jq)#wd,sel. (6.57)









Restructuring this result for wd,sel returns[
(Irs+Cr +KvB′−1)(K0s−1S#c Jq)# + JTq Sc
]
wd,sel =KvB′−1q˙ex. (6.59)
Hence the FF joint which transforms a desired wrench wd,sel to a task space
velocity offset q˙ex becomes
FF joint = B′Kv−1
[
(Irs+Cr +KvB′−1)(K0s−1S#c Jq)# + JTq Sc
]
(6.60)
When regarding only steady-state, equation (6.60) becomes
FF joint|s=0 = B′Kv−1JTq Sc, (6.61)
which equals the expression of FF cart|s=0, but without the Cartesian task space
transformation.
Transfer function
This section deduces the transfer function Gjoint from the task space
velocity offset q˙ex to the resulting wrench applied on the environment
wc.






′−1(q˙ex − q˙)− JTq w
]
, (6.62)
q˙ =[Irs+Cr +KvB′−1]−1[KvB′−1q˙ex − JTq w]. (6.63)
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Further inserting the result of equation (6.63) in equation (6.34), and grouping
wc dependent terms, results in
[
I +K0s−1S#c Jq(Irs+Cr +KvB′−1)−1JTq Sc
]
wc
=K0s−1S#c Jq[Irs+Cr +KvB′−1]−1KvB′−1q˙ex. (6.64)




I +K0s−1S#c Jq(Irs+Cr +KvB′−1)−1JTq Sc
]−1
K0s
−1S#c Jq[Irs+Cr +KvB′−1]−1KvB′−1, (6.65)
such that wc = Gjointq˙ex. When only regarding steady-state and assuming a
full rank environment stiffness matrix K0, equation (6.50) reduces to
Gjoint|s=0 =
[




This equation (6.66) is exactly the same equation as equation (6.51), but with the
replacement of B byB′, and without the Cartesian to joint space transformation
A#W .
Applying the feedforward to the system
Applying the feedforward FF jnt to the velocity-controlled robot system and
assuming steady-state, results in
wc = Gjnt|s=0 FF joint wd,sel
=
[
S#c Jq(Cr +Kb′)−1JTq Sc
]−1
S#c Jq[Cr +Kb′]−1Kb′Kb′−1JTq Scwd,sel
= wd,sel.
(6.67)
Since this subsection assumes that only the wrench control task is active, there
is no effect of other constraints. Comparing the combined transfer function
of equation (6.67) with the similar Cartesian resolved equation (6.54), shows
two differences. First, the reference adaptation loop, and hence the adapted
gain Kb are different. The effect in the wrench controlled task directions will
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however be same. Second, the orthogonal projection matrix J#q1Jq1 does not
appear, as intended in the design of the control scheme.
The resulting wrench is independent from the gain Kb′. Therefore, and in
contrast to the Cartesian resolved case, the reference adaptation loop will have
no influence on the steady-state result. In practice, it is still desirable to have a
sufficient large gainKb′ to be more robust against the here omitted disturbances.
The theoretical analysis shows that the applied wrench equals the desired wrench
in steady-state, in case the wrench control task is the only active task. Adding
other constraints of the same or higher priority, will conflict with the wrench
control task, which spans the whole robot joint space. This conflict will cause a
deviation from the desired wd,sel.
For example the position control task of the presented use case of robotic table
wiping will not be feasible when of lower priority, or will be weighted with
the wrench control task. This weighting on velocity level results in an output
without useful meaning in the context of the position or wrench control task.
6.6.4 Conclusions
This section describes two variations of a force-sensorless wrench control scheme.
Both express (part of) a desired wrench in a Cartesian space, however both
transform this desired wrench to constraints in different spaces.
The first control scheme, shown in Figure 6.25, transforms the desired wrench
to constraints in a Cartesian task space. This control scheme allows the
combination of the wrench control task with other constraints in its null space.
The applied wrench will be equal to the desired wrench if the robot joint
damping Cr can be neglected with respect to the adapted low-level velocity gain
Kb, i.e. Kb >> Cr. As a result, the choice of the reference adaptation factor
Ka is a trade-off between a sufficiently high Kb, and a non-overdamped system,
as stated in Section 6.4.2. In case (i) the robot joint damping is non-negligible,
(ii) the robot has redundant degrees-of-freedom, and (iii) the wrench control
task constraints are the only active constraints, the applied wrench is distorted,
characterized by the orthogonal projection matrix in the column space of Jq1.
This error cannot be compensated in the Cartesian task space, because of its
lower dimensionality than the robot joint space.
The second control scheme, shown in Figure 6.27, transforms the desired wrench
to constraints in joint (task) space. This control scheme avoids the error
caused by the orthogonal projection matrix in the first control scheme, by
avoiding the transformation to a lower dimensional task space. In contrast
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to the Cartesian resolved case, the resulting wrench is independent from the
gain Kb′. As a result, the reference adaptation loop will have no influence on
the steady-state result. Nevertheless, it is still necessary to have a sufficient
large gain Kb′ to be more robust against disturbances. However, adding other
constraints of the same or higher priority to the wrench control task, will conflict
with the wrench control task since the latter constrains the whole robot joint
space. This conflict will cause a deviation from the desired wd,sel.
The analysis above hints following usage pattern:
• In case the force-sensorless wrench control task is the only active task
use the scheme of Figure 6.27 that expresses the force constraints in
joint space, especially if, in addition, the robot joint damping cannot be
neglected.
• In case the force-sensorless wrench control task is not the only active task,
use the scheme of Figure 6.25 which expresses the force constraints in
Cartesian task space.
Note that next to the mentioned sources of deviation, also unmodeled effects or
model errors will add to the deviation of the applied wrench wc with respect to
the desired wrench wd,sel.
6.7 Experimental validation and results
This section validates the control schemes introduced in Section 6.6 using a PR2
robot. The same value of Ka is chosen for all task directions, hence Ka reduces
to Ka. A first set of experiments (Section 6.7.2) compares the performance
of the robot applying a force on a table for different values of Ka. From these
experiments an appropriate value of Ka is chosen, which is used throughout the
section.
A second set of experiments compares the performance of the control scheme
that expresses the force-control task constraints in Cartesian task space, versus
the control schemes that expresses these constriants in joint space. Therefore,
the experiments compare the performance of the robot applying a force in
different directions: first in a single direction (Section 6.7.3), then in multiple
directions at the same time (Section 6.7.4).
A third set of experiments analyses the use case of table wiping
(Section 6.7.5).
Section 6.7.6 summarizes and compares the results of the different experiments.
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Appendix C.3 lists and discusses videos of the experiments, which are made
available online [164].
6.7.1 Experimental setup
The experiments feature a PR2 robot that applies a force in different directions
of a Cartesian task space.
The robot uses the seven joints of its left arm to apply a force with the tip of its
gripper on a force sensor that is attached to the environment. The experiments
use the force sensor only for external verification, its data is not used in the
control loops. Figure 6.28 shows the setup in case of applying a force on a table,
with indication of the Cartesian task space within the iTaSC framework. This
feature space spans the space between the object frame defined on the contact
















Figure 6.28: Setup of the experiment where the PR2 robot has to apply a force
on the force sensor (blue) attached on the table. The dashed lines indicate
the kinematic loop used in the force control task: black lines indicate fixed
kinematic relations, red lines indicate the robot joints controlled by the low-level
velocity controller, and green lines indicate the force control task space on which
constraints are imposed.
Two main directions are considered, (i) the vertical z-direction, for example
when the robot applies a force on a table, and (ii) the horizontal y-direction,
for example when the robot applies a force on a wall.
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The different experiments will consider the combination of one or more of
following tasks:
• A wrench control task applies a (part of) a desired wrench by expressing
the task constraints in Cartesian or joint task space.
• A pose control task regulates the non-wrench controlled directions of the
Cartesian task space to a desired setpoint using a PI-controller. Rotations
are grouped in a rotation matrix expression in order to avoid representation
singularities.
• A joint configuration task regulates the arm to a desired robot joint
configuration with a proportional controller. This task is a secondary
constraint, i.e. in the null space of the other active tasks. The desired
configuration is pre-defined for each setup, it consists of joint positions
far from joint limits or singular arm configurations.
Since there are no conflicting constraints within one task priority, no task
weighting is applied. The robot joints are weighted, penalizing the use of the
heavy shoulder joint and the wrist joints, which have limited backdrivability.
The experiment design assures that the commanded motor torques are within
maximal bounds, and that the robot joints remain far from singularities and
joint limits. The smallest singular value of the calculation of the pseudo-inverse
of the augmented Jacobian has a numerical value of 0.9. The pseudo-inverse
needs no damping throughout the experiments.
Each of the experiments is repeated using the same setup, and is retaken for
different contact points in the robot workspace. Figures 6.29 and 6.30 show the
location of these points for the experiments in the z- and y-direction, respectively.
Figure 6.31 shows the experimental setup for the experiments in the y-direction,
and combined y- and z-direction.
The section will show boxplots of the measurement data. A box of a boxplot
represents information on a set of ten repeated experiments in a certain contact
point. There are three different contact points, each represented by a different
box color. Each box consists of (i) a central mark, indicating the median; (ii) box
edges, indicating the 25th and 75th percentiles; (iii) the wiskers, indicating
the most extreme data points not considered outliers; and (iv) red crosses,
indicating eventual outliers. The interquartile range is defined as the difference
between the 25th and 75th percentiles. Measurement more than one and a
half times the interquartile range removed from the 25th or 75th percentile are
considered outliers.
180 FORCE-SENSORLESS WRENCH CONTROL






















Figure 6.29: Location of the contact points in the robot workspace for
experiments in the z-direction. The grey dashed line indicates the approximate
boundary of the robot workspace.



















Figure 6.30: Location of the contact points in the robot workspace for
experiments in the y-direction. The grey dashed line indicates the approximate
boundary of the robot workspace.
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Figure 6.31: Setup of the experiment where the PR2 robot has to apply a force
on the force sensor (blue) attached on the side of a heavy structure. The tool
attached on the force sensor allows applying a force in the y- and z-direction
simultaneously.
6.7.2 Experimental determination of Ka
In a first set of experiments the robot makes contact with its gripper on the
surface of a table, and is commanded to push on it with a desired force of 10N .
The robot applies force-sensorless force control in the Cartesian z-direction,
while maintaining the orientation and planar position of its gripper. Each
iteration of the experiment applies a different value ofKa. Figure 6.32 shows that
higher positive values increase damping, higher negative values lower
damping. This conforms to the theoretical analysis of Section 6.4.2 and 6.5.
Figure 6.33 shows the result of retaking the experiment, but increasing the
force applied in the contact situation. The desired force is increased in steps
of 5N every 5s. By maintaining contact, the experiments avoid the impact
of the gripper on the force sensor and resulting excitation of the force sensor
dynamics. The figure shows that the low-level velocity gains are close to the
optimal setting, with only a small overshoot. This overshoot can be damped
with a small positive Ka.
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Figure 6.32: Transition from free space to contact (wd,sel = Fd,z = 10N)
for different settings of Ka. Higher positive values increase damping, higher
negative values lower damping. Excitation of the force sensor dynamics causes
the negative forces on the figure.
Figure 6.34 shows the result of an even more refined set of Ka values. A Ka
value of 0.1 is chosen, which approximates a critically damped step response.
6.7.3 Force constraint in a single direction
This section analyses the performance of the different control schemes introduced
in Section 6.6 in different directions of a Cartesian task space. First experiments
show the performance of the force control scheme which expresses the force
task constraints in Cartesian task space for a desired force in the z-direction.
Further experiments show the difference in performance with the force control
scheme which expresses these force task constraints in joint task space. The last
experiments of this section show the performance of the force control scheme
which expresses the force task constraints in Cartesian task space for a desired
force in the y-direction.
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Figure 6.33: Transition to wd,sel = Fd,z = 10N and 15N while maintaining
contact, for different settings of Ka.
Force in z expressed as constraints in Cartesian task space
In this set of experiments the robot applies a force on a table with its gripper.
The experiments use the control scheme described in Section 6.6.2, which
expresses the force task constraints in Cartesian task space. A pose controller
keeps the gripper vertical and on the contact point on the table. A joint
configuration task is active as secondary constraint, keeping the robot elbow
pointing outwards. Figure 6.35 shows the results of the experiments. The robot
starts with its gripper in free space. A first setpoint of 5N moves the gripper
down, until contact is made and a force built up. Every five seconds, the force
is increased, first to 10N , then 15N ; after which the force is decreased again,
first to 10N , then 5N . The gripper maintains contact throughout the force
build-up and reduction. The experiment is repeated ten times in each of the
three contact points.
The initial contact with the force sensor on the table excites the force-sensor
dynamics. As a result Figure 6.35 shows a larger peak in the transient for the
first step in desired force than for the other steps. Further the figure shows
that the transients damp out in less than half a second when building up the
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Figure 6.34: Transition to wd,sel = Fd,z = 10N and 15N while maintaining
contact, for different settings of Ka.
force. However, when reducing the applied force, the transients damp out
in 1.5s. After transients have damped out, the measurement converges to a
constant force, characterized by its average and the standard deviation around
this average.
Fd 5N 10N 15N 10N 5N
point A 0.09 0.10 0.11 0.13 0.10
point B 0.12 0.09 0.13 0.14 0.12
point C 0.06 0.06 0.08 0.10 0.09
total 0.09 0.08 0.11 0.12 0.10
Table 6.1: Average of the measurement standard deviations, expressed in
Newton.
Table 6.1 shows the average of the measurement standard deviations over the ten
repetitions of a measurement in a certain contact point. These average standard
deviations for the different contact points and applied force magnitudes show
little variation. Moreover, their values are low, about 1% of the applied force
and only two to three times the sensor resolution. Therefore, we can conclude
that a stable, constant force is reached.
















































































































































































































































































   




   




   






















   




   




   

















   
  







Figure 6.36: Boxplot of the steady-state averages of the experiments applying
a force in the z-direction with constraints expressed in Cartesian task space.
Grey, dashed lines indicate the desired values. The measured force over time is
shown in Figure 6.35.
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Figure 6.36 shows the distribution of the measurement averages for the different
steps in applied force. It shows that the repeatability of the measurements
in a certain contact point is high, with a standard deviation around 0.1N .
The distribution of the measurement averages between the different contact
points is however larger than between the measurement repetitions in a certain
contact point. This demonstrates the robot configuration dependency of
the accuracy: different robot configurations result in the robot joints taking a
different part of the load, as represented by the configuration dependency of the
Jacobian matrix Jq. The distribution between the contact points and
also the accuracy of the measurements, are higher when decreasing
the force than when building up the force. In addition, remark that all
averages of the measurements but one are lower than the expected values, as can
expected since the control scheme does not take Coulomb friction into account.
Appendix B.1 details the desired velocity y˙◦d,1 over time.
Force in z expressed as constraints in joint task space
The experiments discussed in this paragraph repeats previous experiments, but
replaces the force control scheme by the control scheme described in Section 6.6.3,
which expresses the force control task constraints in joint task space. The force
constraints span the whole robot joint space, hence no additional constraints
are added.
Figure 6.37 shows the results of the experiments. The results are similar to
the results shown in Figure 6.35, however they show lower accuracy when
building up the force, and more dispersion between measurements at different
contact points. Although the reference adaptation loop is different from the
control scheme with constraints in Cartesian task space, the transient behavior
is similar, as predicted by the theoretical analysis of Section 6.6.3.
Fd 5N 10N 15N 10N 5N
point A 0.09 0.09 0.10 0.05 0.07
point B 0.10 0.11 0.12 0.05 0.06
point C 0.07 0.11 0.05 0.05 0.09
total 0.09 0.10 0.09 0.05 0.07
Table 6.2: Average of the measurement standard deviations, expressed in
Newton.
Table 6.2 shows the average of the measurement standard deviations over the
ten repetitions of a measurement in a certain contact point. As for previous
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experiments, these average standard deviations show little variation. Therefore,
we can conclude that a stable, constant force is reached.
Figure 6.38 shows the distribution of the measurement averages for the different
steps in applied force. It shows that, as in previous experiments, the repeatability
of the measurements in a certain contact point is high, with a standard deviation
around 0.1N . Moreover, the distribution of the measurement averages between
the different contact points shows the robot configuration dependency of the
accuracy. However, in contrast to the experiments of the control scheme with
constraints in Cartesian task space, this distribution is not different when
building up or decreasing the force.
In contrast to the predictions of the theoretical analysis of Section 6.6.3,
the accuracy of the control scheme expressing the force control
constraints in joint space is lower than the accuracy of the control
scheme expressing these constraints in Cartesian space. Possible
explanations include: (i) First, the adapted control gains are large enough
with respect to the robot damping, hence the projection error of the control
scheme expressing the force control constraints in Cartesian space will be
neglectable. (ii) Second, the difference between the results of both control
schemes could be due to the robot configuration difference, which proves to
be an important influence. This robot configuration determines next to the
Jacobian matrix the division of the load between the different robot joints.
The robot joints of the PR2 robot arm are however not similar, they have
different levels of backdrivability and Coulomb friction. (iii) Third, in case of
the control scheme expressing the force control constraints in joint space, the
robot does not control the pose of the gripper. The optimization problem of this
control scheme, i.e. pseudo-inverse of the augmented Jacobian A, results in an
(instantaneously) minimal weighted norm of the joint velocities. In practice, it
is the shoulder joint of the robot arm that will contribute most to the approach
of the robot arm to the table, resulting in a contact where the gripper makes
an angle with the table. Therefore, the robot arm wrist joints will take a larger
share of the load with respect to the control scheme expressing the force control
constraints in Cartesian space. These wrist joints are known to be less back
drivable than the other joints. Moreover, the pr2 robot wrist joints are not
gravity compensated, hence the gripper will tend to point downwards. This
effect is not accounted for in the control scheme, hence will disturb the applied
joint torques.

















































































































































































































































































   




   




   






















   




   




   

















   
  







Figure 6.38: Boxplot of the steady-state averages of the experiments applying
a force in the z-direction with constraints expressed in joint task space. Grey,
dashed lines indicate the desired values. The measured force over time is shown
in Figure 6.37.






















































































































































































































































































   




   




   

















   
  







Figure 6.40: Boxplot of the steady-state averages of the experiments applying
a force in the y-direction with constraints expressed in Cartesian task space.
Grey, dashed lines indicate the desired values. The measured force over time is
shown in Figure 6.39.
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Force in y expressed as constraints in Cartesian task space
The experiments discussed in this paragraph considers a similar setup as for
the experiments applying a force on a table using the control scheme that
expresses the force control constraints in Cartesian task space. However, in the
experiments discussed in this paragraph, the robot applies a force on the side
of a heavy structure instead of a table. The pose controller keeps the gripper
horizontal and on the contact point on the structure.
Figure 6.39 shows the results of the experiments. In contrast to previous
experiments, the force applied on the environment is higher than the desired
value. Moreover, the applied force tends to drift a little over time. The response
shows a little larger overshoot with respect to previous experiments. The
reference adaptation factor Ka is tuned for the z-direction, which could lead
to different results in the y-direction, and hence could explain the little larger
overshoot.
Fd 5N 10N 15N
point A 0.46 0.11 0.09
point B 0.62 0.09 0.08
point C 0.29 0.24 0.42
total 0.46 0.15 0.20
Table 6.3: Average of the measurement standard deviations, expressed in
Newton.
Table 6.3 shows the average of the measurement standard deviations over the
ten repetitions of a measurement in a certain contact point. These average
standard deviations show a similar repeatability as previous experiments, with
exception for the experiments that drift, i.e. in contact point C and for the
initial force of 5N .
Figure 6.40 shows the distribution of the measurement averages for the different
steps in applied force. It shows a lower repeatability of the measurements in a
certain contact point with respect to previous experiments, with a dispersion
four to six times as high. Moreover, the dispersion between measurements
at different contact points is about three times as high. The experiments
demonstrate the lowest accuracy of all experiments. The experiment with
the largest difference between its average and the desired value is 5.8N , for a
desired value of 15N . Figure 6.39 shows this experiment in red dash-dotted
line.
A possible explanation of the results is, next to configuration dependency,
that the pr2 robot wrist joints are not gravity compensated, hence the
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gripper will tend to point downwards. This effect is not compensated for
in the control scheme, hence the applied force will differ from the desired one.
In contrast, this will have no effect when applying a force in the z-direction
with the gripper already pointing downward.
There is no data when reducing the desired force, hence no conclusions can be
made whether decreasing the force results in better accuracy. However, next
subsection will detail the combination of a force in the y-direction with a force
in the z-direction, hinting at a better accuracy when decreasing the desired
force.
6.7.4 Force constraints in multiple directions
This section analyses the performance of the force control scheme which expresses
the force control task constraints in Cartesian task space when applying a
force simultaneously in different directions of a Cartesian task space. First
experiments show the performance when applying a desired force in the z-
direction, explicitly specifying the force in other directions as zero. Further
experiments show the performance when applying a desired force in the Cartesian
y- and z-direction.
Force in the z-direction, explicitly specifying the force in other directions as
zero
The experiments discussed in this paragraph retakes the experimental setup
where the robot has to apply a force on a table using the control scheme that
expresses the force control constraints in Cartesian task space. However, in this
set of experiments there is no pose control task; the Cartesian directions other
than the z-direction are explicitly constraint to a force or torque of zero N or
Nm. The gripper will start in a vertical pose, but no controller will enforce this
pose. In practice, however, there is little deviation from the vertical pose.
Figure 6.41 shows the results of the experiments. The results are similar to the
result shown in Figure 6.35, however show little lower accuracy when building up
the force. The figure shows a longer time before the measurements convergence
to a constant value, most notably for a desired force of 15N and the desired force
reduced to 5N . Since no controller enforces position constraints, the
robot arm moves the contact point when the force setpoint is altered.
In case of the 15N and the decreased 5N desired force, the robot moves the
arm and gripper horizontally before reaching equilibrium, as can be seen on
the video [164] explained in Appendix C.3.4. This movement results in the
















































































































































































































































































   




   




   






















   




   




   

















   
  







Figure 6.42: Boxplot of the steady-state averages of the experiments applying
a force [0 0 x 0 0 0] with constraints expressed in Cartesian task space. Grey,
dashed lines indicate the desired values. The measured force over time is shown
in Figure 6.41.
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slower build-up of the force, hence the slower convergence. Moreover,
the contact point changes considerably, hence the robot resides in a different
configuration. This new configuration adds to the divergence of the measurement
results. Table 6.4 shows the average of the measurement standard deviations
over the ten repetitions of a measurement in a certain contact point. These
average standard deviations show little variation, as for previous experiments,
with exception of the experiments where there is a slow build-up of the force
due to the arm movement.
Fd 5N 10N 15N 10N 5N
point A 0.08 0.20 0.19 0.06 0.31
point B 0.11 0.17 0.14 0.06 0.20
point C 0.09 0.12 0.13 0.05 0.24
total 0.10 0.16 0.16 0.06 0.25
Table 6.4: Average of the measurement standard deviations, expressed in
Newton.
Figure 6.38 shows the distribution of the measurement averages for the different
steps in applied force. It shows that, as in previous experiments, the repeatability
of the measurements in a certain contact point is high, with exception of
the experiments where there is a slow build-up of the force due to the arm
movement. As in previous experiments, the figure shows a better accuracy
when decreasing the force than when building the force up. Using the full
Cartesian task space to apply a wrench conforming to a force vector
in the z-direction, does not show improved performance with respect
to only selecting the z-direction to apply the force.
For most use cases it is of interest to control the contact point, hence the
possible arm movement when changing the desired force will be undesirable.
As a consequence this scheme offers no advantages with respect to the control
scheme that expresses the force control constraints in Cartesian task space for
use cases such as applying a force on a table.
Appendix B.1 details the desired velocity y˙◦d,1 over time.
Applying a force in the Cartesian y- and z-direction
In the experiments discussed in this paragraph, the PR2 robot applies a force in
the Cartesian y- and z-direction simultaneously. The robot applies these forces
on an object attached to a force sensor, shown in Figure 6.31. A pose controller
enforces a fixed orientation and x-position of the gripper.
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Figures 6.43 and 6.45 show the measured force over time of the experiments in
the y- and z-direction respectively. Both show drift on the measurements
in both directions, as for some of the experiments in the single y-direction.
This drift is also noticeable in the measurement standard deviations, shown in
tables 6.5 and 6.6. These tables show the average of the measurement standard
deviations over the ten repetitions of a measurement in a certain contact point.
Fd 5N 10N 15N 10N 5N
point A 0.55 0.34 0.30 0.22 0.28
point B 0.90 0.38 0.12 0.36 0.59
point C 0.44 0.23 0.12 0.17 0.18
total 0.63 0.32 0.18 0.25 0.35
Table 6.5: Average of the measurement standard deviations, expressed in
Newton.
Fd 5N 10N 15N 10N 5N
point A 0.21 0.15 0.30 0.16 0.14
point B 0.34 0.46 0.24 0.22 0.15
point C 0.18 0.19 0.23 0.13 0.19
total 0.24 0.27 0.26 0.17 0.16
Table 6.6: Average of the measurement standard deviations, expressed in
Newton.
Figures 6.46 and 6.46 show the distribution of the measurement averages for
the different steps in applied force. It shows that the repeatability of the
measurements in a certain contact point remains high in the z-direction while
it degrades in the y-direction. As for all previous experiments, the distribution
of the measurement averages between the different contact points is larger
than between the measurement repetitions in a certain contact point. The
measurements are higher than the desired value in both directions when building
up the force.
Figure 6.46 of the y-direction shows a very similar performance to the
experiments in the y-direction shown in Figure 6.40. Therefore, the
conclusions of the y-direction experiments apply here, most importantly
the lack of gripper gravity compensation. This non-compensated weight could
be an explanation for the higher measured forces in the z-direction with respect
to other experiments in the z-direction. Moreover, the drift in the y-direction
will cause an effect in the z-direction.





























































































































































































































































































   




   




   






















   




   




   

















   
  







Figure 6.44: Boxplot of the steady-state averages of the y-direction of the
experiments applying a force in the yz-direction with constraints expressed
in Cartesian task space. Grey, dashed lines indicate the desired values. The
measured force over time is shown in Figure 6.43.





























































































































































































































































































   




   




   






















   




   




   

















   
  







Figure 6.46: Boxplot of the steady-state averages of the z-direction of the
experiments applying a force in the yz-direction with constraints expressed
in Cartesian task space. Grey, dashed lines indicate the desired values. The
measured force over time is shown in Figure 6.45.
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Appendix B.1 details the desired velocity y˙◦d,1 over time.
6.7.5 Table wiping use case
This section analyses the table wiping use case introduced in Section 6.6.
Figure 6.47 shows the experiment set-up. The use case consists of a sequence
of two sets of tasks, (i) the first set of tasks equals to the experiment where
a force is applied on a table with the force control task constraints expressed
in Cartesian task space, (ii) the second set of tasks equals the first set, but
replaces the fixed position constraint in the x- and y-directions (the plane of
the table) with a trajectory tracing a Lissajous figure, i.e. the wiping movement.
Since the robot arm is moving, the steady-state condition for the application of
the control schemes presented in Section 6.6 does not hold for the robot joints.
The experiment is repeated around two different points on the table, D and E
shown in Figure 6.29. Around these points the robot repeats the experiment,
tracing two different Lissajous figures at two different speeds.
This section focuses on one of the Lissajous figures, the circle, and one point,
point D. Appendix B.4 details the other experiments.
Figures 6.48 and 6.49 show the circles traced by the robot gripper on the table
for the two different tracing speeds. The textile of the wiper has non-negligible
friction on the table, hence the imperfect tracking of the circle. The tracking
performance is however of no concern to the use case and hence no focus of the
experiment. Remark that the wiper and its mount changes the dynamics of the
robot arm, however this does not alters the control strategy. However, the robot
kinematics takes the wiper into account. Since the wiper deforms under higher
forces, the exact contact point can differ slightly from the kinematic model.
Figures 6.50 and 6.51 show the force applied on the table F and the desired
control task velocity y˙ex both as a function of time t. During the first five to
ten seconds the robot gripper makes contact with the table and applies a force
on the table. The contact point will be the center of the circle to trace on the
table. After these five seconds, the gripper moves from the centre of the circle
to the circle and starts wiping the table in a circular pattern.
The sensor is nulled between experiments. However the experimental setup can
only measure relative errors, since the measurement is disturbed by the sensor
and wiper mount. Therefore, the force averages are offset with respect to the real
applied average force and can only be compared relatively. Figures 6.50 and 6.51
show the initial applied force aligned with the desired force Fd = 10N , in order
to put the variation in perspective to the desired force. Therefore, the initial
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Figure 6.47: Table wiping use case setup. A force sensor is mounted between
the gripper and the wiper. This sensor is only used for validation; it is not used
in the control loop.
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Figure 6.48: Circle traced by the robot gripper on the table around point D
with a period of 20s.
steady-state error should be substracted from this value. Section 6.7.3, which
analyses the experiments where a force is applied on a table with the force
constraints expressed in Cartesian task space, shows that this steady-state
error is on average 0.8N and in worst-case 1.02N for a desired force
Fd of 10N . Therefore, the worst case deviation from the desired force
setpoint during wiping is about 3N.
The measured signal contains low-frequent, periodic oscillations. The period
of these oscillations equals the period of the traced Lissajous figure. As a
result, tracing the circle faster results in the same oscillation, but faster. This
result suggests that the oscillations of the measured force are mainly
position and hence robot configuration dependent. The measured signal
also contains high-frequent oscillations, noise. One of the sources is the stick-
slip effect, as can be seen in the videos [164] explained in Appendix C.3.5.
The oscillation does not lead to loss of contact or out-of-bound motor
torques, hence the presented control scheme forms an acceptable
206 FORCE-SENSORLESS WRENCH CONTROL















Figure 6.49: Circle traced by the robot gripper on the table around point D
with a period of 10s.
control scheme for the analysed use case of table wiping.
6.7.6 Discussion and conclusions
This section first validated the effect of the reference adaptation factor Ka on the
force response damping. A value of 0.1 for Ka was chosen and used throughout
the experiments.
The experiments show that the control schemes proposed in previous section
result in a stable, constant contact force. The experiments are highly repeatable
in a certain contact point, with an average standard deviation around 0.1N .
However, the accuracy of the applied force with respect to the desired force
depends on the robot configuration.
Figure 6.52 gives an overview of the averages of the experiments analysed in this
section. The left side of the figure shows a linear force build-up when increasing
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Figure 6.50: Force applied on the table F and desired control task velocity y˙ex
over time t when tracing a circle around point D with a period of 20s. A grey
dashed line indicates the desired force Fd to be applied on the table of 10N.
the desired force. Further, it shows that measurements with a component in
the y-direction all have averages above the desired value. Applying a force in
the y-direction shows also lower accuracy than the z-direction and sometimes
drift. A possible explanation is the non-gravity compensated wrist joints of
the PR2 robot, causing the gripper to point downwards. This gripper-down
configuration is desired when applying a force in the z-direction, and hence
does not disturb the controller. However, this gripper configuration is not
desirable when applying forces in other directions, where it will disturb the
controller since the gravity of the gripper is not modeled. Including gripper
weight compensation on joint level could possibly increase accuracy. In contrast,
the averages of the experiments in the z-direction are all lower than the desired
value. These on average lower measured forces are expected since there are no
disturbances such as Coulomb friction taken into account in the feedforward
calculation.
The right side of Figure 6.52 shows that the averages of all experiments have
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Figure 6.51: Force applied on the table F and desired control task velocity y˙ex
over time t when tracing a circle around point D with a period of 10s. A grey
dashed line indicates the desired force Fd to be applied on the table of 10N.
a higher accuracy when decreasing the desired force than when increasing it.
This effect hints at hysteresis in the friction, possibly caused by the passive
spring counterbalance system of the robot arm. This system compensates the
weight of the arm. Future work should analyse this effect.
Figure 6.52 also confirms that the force control scheme of Section 6.6.3, which
expresses the force control task constraints in joint space, does not provide
a better performance than the force control scheme of Section 6.6.2, which
expresses the force control task constraints in Cartesian space.
Using the full Cartesian task space to apply a wrench conforming to a force
vector in the z-direction does not show improved performance with respect
to selecting only the z-direction to apply the force. Since this task spans the
whole Cartesian task space, only conflicting pose control task can be added.
Therefore, the contact point cannot be controlled, and can change when altering
the desired force. However, for most use cases it is of interest to control the
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zfull : Ka = 0
zfull : Ka = 0.1
zjnt : Ka = 0
zjnt : Ka = 0.1
Figure 6.52: Overview of the averages of all experiments that apply a static
force. Each dot represents the average of the measurement averages for a
given desired force. This average considers all repetitions in all contact points,
hence represent thirty measurement averages. The grey, dashed line represents
the desired force. The labels indicate the direction of the desired force. The
subscript states how this force is applied, other than expressing the constraints
in Cartesian task space: jnt indicates expressing the constraints in joint space,
full indicates using the full Cartesian task space to apply a wrench conforming
to a force vector in the z-direction.
contact point, hence the possible arm movement when changing the desired
force will be undesirable.
Figure 6.52 shows also the results of experiments without reference adaptation,
i.e. Ka = 0. As expected, there is only a small difference between the results
of the experiments with and without reference adaptation. Therefore, the
experiments without reference adaptation are not analysed in detail here, but
can be found in Appendix B.
Figure 6.53 gives an overview of the standard deviation of the averages of
the experiments analysed in this section. The standard deviations of the
measurements with a component in the y-direction have the highest standard
deviations, mainly caused by the drift of some measurements. Using the full
Cartesian task space to apply a wrench conforming to a force vector in the
z-direction has a higher standard deviation than the other forces applied in
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zfull : Ka = 0
zfull : Ka = 0.1
zjnt : Ka = 0
zjnt : Ka = 0.1
Figure 6.53: Overview of the standard deviation of the averages of all
experiments that apply a static force. Each dot represents the standard deviation
over all repetitions in all contact points, hence represent the standard deviation
of thirty measurement averages.
the z-direction. A likely explanation is the unconstrained, hence non-constant
contact point.
Further, the section analysed the use case of table wiping. The tool changes
the dynamics of the robot arm, however this does not alter the control strategy.
Since the robot arm moves while applying a force, the steady-state condition
of the force control schemes does not hold for the robot joints. However, the
difference between the applied and desired force is mainly dependent on the
configuration of the robot joint, and less on the speed of the wiping.
This section shows that the control schemes introduced in Section 6.6
have a level of accuracy suitable for service robot tasks such as table
wiping. A minimum desired force must be applied for the robot to overcome
disturbances such as Coulomb friction. For the robot arm used in the here
presented experiments a minimum value of around three Newton is required.
The worst-case measured performance in the z-direction when expressing the
force control task constraints in Cartesian task space has an error of 1.14N for
a desired value of 5N , or 23% of the desired value. However, this value can
be decreased by first applying a higher force, and then reducing the force to
5N again. The worst-case measurement of the latter is 0.47N or about 10% of
DISCUSSION 211
the desired value. The worst-case measured performance in the y-direction is
however higher, likely due to the non-gravity compensated gripper weight in
the robot wrist joints. The worst-case performance in this direction is an error
of 2.25N for a desired value of 5N , or 45% of the desired value. The accuracy
is robot configuration dependent, hence should be tested for the application at
hand, and can possibly be compensated with an extra feedforward term.
6.8 Discussion
This section discusses the relation of the presented control schemes with the
related work reviewed in Section 6.2.



























Figure 6.54: Resolved-velocity hybrid wrench/motion control related to the
control schemes presented in this chapter. The PID blocks represent proportional
controllers, and optionally include a feedforward, a derivative, or an integral
term. These PID controllers use feedback signals from the system which are
not shown on the figure. Control scheme adapted from [30].
Figure 6.54 shows an example resolved-velocity hybrid (wrench/motion) control
scheme that relates to the control schemes presented in this chapter. Both
the control schemes presented in this chapter, as well as the shown hybrid
control scheme, consist of high bandwidth low-level velocity control loops, and
high-level control loops that specify wrench and motion controlled directions in
a generalized task space. The output of these high-level control loops define a
desired velocity in the generalized task space y˙◦d , which is transformed using
the pseudo-inverse of the generalized Jacobian matrix A#W to the desired joint
velocities q˙d. The latter serve as input to the low-level joint velocity controllers.
The force control aspect of resolved-velocity hybrid control typically defines
a control law resulting in a desired derivative of wrench w˙◦d . The latter is
transformed to a desired velocity y˙◦d,f by multiplying by the inverse of the
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estimate of the contact stiffness Kˆ0
−1. y˙◦d,f defines the selected force/torque
controlled directions of the total desired velocity y˙◦d . As a result, resolved-
velocity hybrid control needs an estimate of the contact stiffness. However, the
approach introduced in this chapter does not require an estimate of the contact
stiffness. It uses the inverse of the lower-level control gains, which have the
dimensions of a mechanical damping, to transform a desired wrench to a desired
velocity y˙◦d,f .






















Figure 6.55: Resolved-velocity impedance control related to the control schemes
presented in this chapter. Control scheme deduced from [168].
Figure 6.55 shows an example resolved-velocity impedance control scheme that
relates to the control schemes presented in this chapter. Resolved-velocity
impedance control is similar to the resolved-velocity hybrid (wrench/motion)
control approach explained above. However, the wrench and motion components
are not divided in separate controlled directions. Both wrench and motion
control are expressed in a control loop resulting in a desired wrench w◦d . This
desired wrench is transformed to a desired (generalized) task space velocity y˙◦d
using the inverse of a damping matrix Kd.
The control schemes presented in this chapter transform also the desired wrench
to a desired (generalized) task space velocity y˙◦d , using the feedforward factor
FF which has the units of the inverse of mechanical damping. However, there
are three major differences:
1. In the control schemes of this chapter, the desired wrench is a feedforward
signal without integrating a desired motion,
2. In the control schemes of this chapter, the feedforward factor FF cannot
be chosen freely, it is designed to cancel the low-level control dynamics.
However, the control schemes presented in this chapter introduce a
reference adaptation matrixKa, which in effect alters the low-level control
gains and the feedforward factor FF . This reference adaptation matrixKa
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provides the possibility to adapt the dynamic behavior, but only within
certain limits, as explained in Section 6.4.
3. In the control schemes of this chapter, there is no explicit feedback of the
measured wrench. However, the contact wrench is implicitly estimated
by the reference adaptation loop, using the joint velocity of the low-level
velocity loop as a measure of the contact wrench.
6.9 Conclusions
This chapter introduced force control schemes that fit the resolved-velocity
iTaSC control scheme, but which do not need a force sensor nor a precise
dynamic model of the robot and its environment. The control schemes apply
to robot-environment systems with finite stiffness, such that there is a relation
between motion and force. They assume velocity-controlled robots which
joint velocity errors reflect torque disturbances. In casu, a robot (i) that has
backdrivable robot joints, (ii) for which the lower-level joint velocity control
loops have known, only proportional gains, (iii) and for which these lower-level
controllers run at sufficient high frequency such that their interactions can be
neglected.
The control schemes, the abstract generalization of which is shown in Figure 6.2,
feature a reference adaptation loop and a feedforward signal. The reference
adaptation control loop feeds the joint velocity error eq˙ back to a task space
controller. This joint velocity error presents a measure for the applied wrench,
since this error is amplified by the gain Kp to the applied robot joint torques.
In steady-state, these torques form an equilibrium with the force applied on
the environment.‡‡ In effect, the reference adaptation loop adapts the control
gains of the robot low-level joint velocity controllers, in the selected directions
of the task space. As a result, it alters the performance and damping of the
controlled system in the selected directions. The feedforward signal takes
the reference adaptation into account, hence the most important metric the
reference adaptation factor Ka influences, is the dynamic response damping.
Experimental validation shows the effectiveness of a well chosen Ka factor in
imposing desired transient behavior on the applied force.
The chapter first analysed the special case of wrench nulling applied to human-
robot comanipulation. Figure 6.6 shows the control scheme. In this use case,
the robot has to follow the wrench applied by a human to the robot grippers.
In this case, there is no feedforward signal and the reference adaptation loop
‡‡Neglecting unmodeled disturbances such as Coulomb friction.
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reduces the damping felt by the human operator. Experimental validation shows
that the robot provides following behavior by amplifying the applied wrench.
The wrench nulling control scheme is integrated in a force-sensorless, bi-manual,
human-robot comanipulation demo, which will be detailed in Chapter 7. A
video [164]§§ shows how the robot follows the indications given by the human,
using the presented control scheme.
Further, the chapter introduced, analysed, and experimentally validated two
variations of a wrench control scheme, i.e. a scheme that tracks a desired
wrench different from zero: one that expresses the force control task constraints
in Cartesian task space, shown in Figure 6.25 and one that expresses these
constraints in joint space, shown in Figure 6.27. The experimental validation
shows that the control schemes are able to deliver a stable, constant contact
force. The applied wrench is highly repeatable in a certain contact point, but
its accuracy depends on the robot configuration. The experimental validation
of the table wiping use case shows the applicability of the force control scheme
to service robot tasks.
The experiments result in following guidelines: (i) Firstly, apply a small force
setpoint to the system in order to avoid excitation of the robot-(sensor)-
environment dynamics when making contact, (ii) secondly, increase the desired
force to a level slightly higher than the actual desired value, (iii) thirdly, decrease
the desired force to the actual desired value. The last two steps of the guidelines
increase the accuracy of the applied force. The concrete trajectory that follows
these guidelines does not have to be the five-step trajectory shown in the
experiments: it can be replaced by another –possibly smooth– trajectory.
The introduced control schemes show some advantages over alternative
approaches:
• The control schemes do not require a precise dynamic model of the
robot, nor a model of the environment or the contact point, other than
the minimal models needed to close the kinematic loops in iTaSC.¶¶
As a consequence, the control scheme does not need contact detection.
Activating the force control task results in an approach at constant velocity,
contact, and a force build-up, without changing the control mode.
• The control schemes allow the combination of force control task constraints
with other task constraints, using resolved-velocity constraint optimization.
§§Appendix C.3 lists and details the videos related to this chapter.
¶¶The models needed to close the kinematic loops in iTaSC can be minimal in the sense
that they can contain uncertainty. For example when applying a force in a point on the table
that is not enforced by any constraint. In this case, the frame defined on the table surface
can have large uncertainties on all its DOF, without compromising the performance of the
force controller.
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• The control schemes avoid an expensive and complex force sensor, which
is not always present on service robot platforms such as the PR2 robot.
Service robots need cost reduction, such as limiting the integrated sensors,
to allow for mass commercialization. Further, service robots execute many
concurrent tasks in unstructured environments. The presented control schemes
fit these needs of service robot applications. Moreover, they prove to be of a
level of accuracy that fits service robot tasks.
Future work should validate the approach on multiple robot platforms and
analyse the platform dependency of observed effects. For example, it should
analyse the effect of the increased accuracy in the applied force when decreasing
the desired force setpoint. Furthermore, future work could optimize the
performance on the PR2 platform by including numeric gravity compensation in
the robot wrist joints, and adding an additional, configuration dependent
force feedforward term. This feedforward term could compensate for the







This chapter demonstrates the lessons learned from the previous chapters of
this dissertation, applying the code support discussed in Chapter 4 and 5,
and the wrench nulling control scheme of Chapter 6, to a force-sensorless†
and bimanual human-robot comanipulation task. In this application a PR2
robot: (i) co-manipulates an object with a person with its two grippers, (ii)
avoids dynamic and static obstacles with its base, (iii) maintains visual contact
with the operator, and (iv) prevents unnatural poses. This application, shown
in Figure 7.1, comprises three key challenges: (i) the definition of several
constraints in different control spaces for a high DOF robot setup (20 DOF in
total), (ii) the implementation of this task in a reusable software framework,
and (iii) the implementation of a direct human-robot interaction task without
the use of a force sensor. Preliminary results of the application were shown at
the “Standard Platform Demonstration” booth at IROS 2011.
∗This chapter is partially based on Vanthienen, D., De Laet, T., Decré, W., Bruyninckx,
H., De Schutter, J. (2012), “Force-Sensorless and Bimanual Human-Robot Comanipulation”,
10th IFAC Symposium on Robot Control, Dubrovnik, Croatia, 5-7 September 2012 (pp. 1-8)
†This is preferred over estimating the forces by measuring the currents in the actuators,
because these estimates are disturbed by joint friction forces
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Figure 7.1: Force-sensorless human-robot comanipulation. A robot helps a
human carrying a plate from one side of the door to the other, while avoiding
to hit the door, maintaining visual contact with the operator, and avoiding
unnatural poses.
Different approaches to estimate the external wrench based on a disturbance
observer are presented in literature [59, 84, 151]. These approaches require a
precise dynamic model of the robot. Since such a model is unavailable for the
PR2, and the application does not require accurate force control, we use a
simple estimation scheme.
The application was first developed using an earlier version of the iTaSC software
framework [165,166]. This development followed the conceptual iTaSC workflow,
discussed in Section 2.2.2. The application proved to be hard to develop, and
the result difficult to maintain or adapt. The experiences of creating this use
case triggered the developments and insights of this dissertation. These new
insights where then re-applied to the use case.
The chapter is organized as follows: Section 7.2 applies the modelling procedure
explained in Section 2.2.2 to the bimanual human-robot comanipulation
application. Section 7.3 presents the experimental results showing the successful
application of iTaSC on the comanipulation application. Section 7.4 discusses
how the application of the insights and software tools of this dissertation to the
application improved its quality. Finally, Section 7.5 concludes the chapter by
summarizing the contributions and discussing future work.
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7.2 iTaSC modelling of the comanipulation applica-
tion
This section details the iTaSC modelling of the bimanual human-robot
comanipulation application following the workflow explained in Section 2.2.2.
In particular, it discusses the different components of the iTaSC application:
the robot and objects (Section 7.2.1), the tasks (Section 7.2.2), the world model
(Section 7.2.3), and the solver (Section 7.2.4).
7.2.1 Robots and objects
The application involves one PR2 robot and two objects: an obstacle and a
moving person.
The PR2 robot has a tree-structured model, consisting of a branch from a
reference frame {b} fixed to the world through the robot base to its spine, from
where the two seven DOF arm branches and the two DOF head branch start.
Object frames {o} are defined on the PR2’s grippers, base, and head. As the
PR2 robot moves in the application scene, its pose (i.e. the entire kinematic
chain of the PR2) in the world model is continuously updated using the PR2’s
odometry and encoders.
The obstacle, which the PR2 has to avoid in the application at hand, is
considered fixed in the scene for sake of simplicity, but could be moving and/or
uncertain. Therefore the obstacle’s reference frame {b} is fixed to the world.
In this case a model with uncertainty coordinates χu can be included with or
without sensor measurements and motion model to update the obstacle’s pose.
An object frame {o} is attached at the centre of the obstacle, with a fixed
transformation with respect to the obstacle’s reference frame {b}.
The position of the moving person is estimated by a face detection algorithm,
applied on the robot’s camera images. The face detection algorithm estimates
the position of the head, which is then used to update the position of the moving
person, and of the moving person’s reference frame, in the world model. An
object frame {o} is defined on the head of the person with a fixed transformation
with respect to the moving person’s reference frame.
7.2.2 Tasks
As explained in Section 2.2.2, a task consists of the definition of a VKC between
object frames (feature space), constraints on the outputs y of the task’s kinematic
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loop, controllers enforcing the different constraints, and set-point generators
delivering the desired output values to the controllers. This section specifies
and details all the tasks involved in the application.
The bimanual human-robot comanipulation application involves different tasks.
Since the PR2 has to manipulate a rigid object with its two hands, a grippers-
parallel task keeps the grippers parallel such that both hands are not
moving with respect to each other and with respect to the manipulated object.
Furthermore, the PR2 should comanipulate the object with a human, and
therefore should react on the wrenches the human is applying to the object.
Implementing this reaction to wrenches applied by the human results in a
following behavior. To this end a wrench-nulling task for each hand is
specified, i.e. a task whose goal is to minimize the wrench applied by the human.
During the comanipulation the PR2’s base has to avoid a fixed obstacle in the
scene, specified by an obstacle-avoidance task and the PR2 head should
watch the human operator, specified by a head-tracking task. Finally, a
joint-limits task is defined to keep the robot joints away from the limits. The
following paragraphs elaborate on the task definitions.
Grippers-parallel task
The grippers-parallel task defines a Cartesian feature space between the object
frame on the left gripper {o1p} and the object frame on the right gripper {o2p}.
The first feature frame {f1p} coincides with {o1p} and the second feature frame
{f2p} coincides with {o2p}. The feature coordinates defining the six DOF of
the resulting VKC are all located between {f1p} and {f2p}, i.e. χfIp = 0 and
χfIII
p = 0, while an intuitive definition of χfIIp is obtained by expressing these
coordinates in the first feature frame {f1p}:
χfII
p = [xp, yp, zp, φp, θp, ψp]T , (7.1)
where [xp, yp, zp]T define the 3D position coordinates of the second gripper with
respect to the first gripper and [φp, θp, ψp] is a set of Euler-angles defining the
orientation between the second and first gripper.
The task constrains all DOF of the VKC in order to keep the full pose between
the grippers fixed. Therefore, the output vector yp equals the feature coordinate
vector χf p. A proportional controller is used to achieve the desired fixed pose,
which is delivered by a set-point generator simply generating a fixed value
(xpd = 0m, y
p
d = 0m, z
p
d = 0.3m, φ
p
d = 0rad, θ
p
d = 0rad, ψ
p
d = 0rad). The full
rotation matrix is used in the control law to prevent singularities.
Figure 7.2 shows the kinematic loop of this task.














Figure 7.2: Kinematic loop of the grippers-parallel task (dashed lines). The
red lines represent the kinematic chains of the robot and objects, the black line
represents the (fixed) relation between the robot’s fixed reference frame ({b})
and the world reference frame ({w} ) defined in the world model, and the green
lines represent the VKC between the object frames ({o1} and {o2}).
Wrench-nulling tasks
The applications contains a wrench-nulling task for each gripper, nulling the
wrench exerted on that gripper. One wrench-nulling task defines a Cartesian
feature space between the object frame on a gripper {o1n} and an object frame
coinciding with the robot its mobile base {o2n}. The first feature frame {f1n}
coincides with {o1n} and the second feature frame {f2n} coincides with respect
to {o2n}. The feature coordinates defining the six DOF of the resulting VKC
are all located between {f1n} and {f2n}, i.e. χfIn = 0 and χfIIIn = 0, while
an intuitive definition of χfIIn is obtained by expressing these coordinates in
the second feature frame {f2n}:
χfII
n = [xn, yn, zn, φn, θn, ψn]T , (7.2)
where [xn, yn, zn]T define the 3D position coordinates of the gripper with respect
to the robot base and [φn, θn, ψn] is a set of Euler-angles defining the orientation
between the gripper and the robot base.














which is considered in a Cartesian feature space between the object frames on
respectively the robot gripper and the robot base. Section 6.3 explains how the
222 FORCE-SENSORLESS AND BIMANUAL HUMAN-ROBOT COMANIPULATION
wrench output can be controlled using the wrench-nulling control scheme shown
in Figure 6.8 and the available task coordinates χfn. Section 6.3.2 details the
experimental validation of this control scheme as part of the here presented











Figure 7.3: Kinematic loop of a wrench-nulling task (dashed lines). The red
lines represent the kinematic chains of the robot and objects, the black line
represents the (fixed) relation between the robot’s fixed reference frame ({b})
and the world reference frame ({w} ) defined in the world model, and the green
lines represent the VKC between the object frames ({o1} and {o2}).
Obstacle-avoidance task
The obstacle-avoidance task for the robot base, defines a feature space with a
cylindrical coordinate system, between the object frame on the obstacle {o1o}
and the robot’s base frame {o2o}. The first feature frame {f1o} coincides with
{o1o} and the second feature frame {f2o} coincides with respect to {o2o}. The
feature coordinates defining the six DOF of the resulting VKC are all located
between {f1o} and {f2o}, i.e. χfIo = 0 and χfIIIo = 0, while an intuitive
definition of χfIIo is obtained by expressing these coordinates in the first feature
frame {f1o} using a cylindrical coordinate system:
χfII
o = [θo, ro, zo, αo, βo, γo]T , (7.3)
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where [θo, yo, zo]T define the 3D position coordinates of the robot base with
respect to the obstacle and [φo, θo, ψo] is a set of Euler-angles defining the
orientation between the robot base and the obstacle.
As a result the distance to the object is represented by a single coordinate ro.
Since the distance is the only value of interest, only this DOF is constrained.
Therefore, the output yo is equal to ro.
An inequality constraint is defined for the output, keeping the robot at a safe
distance of the obstacle: yo > D. To implement the inequality constraint, we
use an approach using equality constraints enforced by a proportional controller
and constraint monitoring. This approach uses adaptive constraint weights,
which can gradually increase (decrease) to activate (deactivate) the constraints
depending on (near) constraint violation. When the robot approaches the
obstacle closer than a configured value, the distance constraint is activated.
Consequently a set-point generator delivers a, in this case fixed, desired distance
to the object (a little bit bigger than the D in order to drive the robot away
from the obstacle.). When the robot is far enough from the obstacle, the task
is deactivated by putting the task weight to zero. The Coordinator of this
task handles the coordination of the constraint weights. Figure 7.4 shows the
















Figure 7.4: Kinematic loop of the obstacle-avoidance task (dashed lines).
The red lines represent the kinematic chains of the robot and objects, the black
line represents the (fixed) relation between the robot’s fixed reference frame
({b}) and the world reference frame ({w} ) defined in the world model, and the
green lines represent the VKC between the object frames ({o1} and {o2}).
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Head-tracking task
The head-tracking task defines a Cartesian feature space between the object
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i.e. χfIh = 0 and χfIIIh = 0, while an intuitive definition of χfIIh is obtained








xh, yh, zh, φh, θh, ψh
]T
, (7.4)
where [xh, yh, zh]T define the 3D position coordinates and the Euler-angles
[φp, θp, ψp] define the orientation, between the person’s and the robot’s head.
The zh-direction connects the two object frame origins, i.e. the PR2’s and the
person’s head. The task constrains the xh and yh coordinates, perpendicular
to the zh direction, to be zero. Therefore, the output vector yh is equal to[
xh, yh
]T . A set-point generator delivers a zero value for both the xh and yh
coordinate, enforced by a proportional controller. As a result, the head of the
robot will align with the head of the person, hereby keeping the PR2’s cameras
pointed towards the person’s head. Figure 7.5 shows the kinematic loop of this
task.
Joint-limits task
The joint-limits task keeps the PR2’s arm joints out of its limits. It constrains
the robot joints themselves, therefore there is no need for extra loop closure
equations and hence no VKC. As for the obstacle avoidance task, an equality
constraint approach is chosen. The Coordinator of the task activates the
joint-limits task when a joint approaches its lower joint limit qmin or higher
joint limit qmax by a configured distance, i.e. when it reaches qmin,m or qmax,m,
The task applies a velocity to the joint to move it away from the approached
limit. When the joint position is far enough from its limits, the Coordinator
deactivates the task. The magnitude of the desired velocity q˙d, delivered by
the set-point generator, as well as the weight W of the task, increase with the
proximity to the joint limits, as shown in figures 7.6 and 7.7. As a result, the
activation of the joint-limits task causes a smooth transition, rather than a
discontinuity in behaviour.
































Figure 7.5: Kinematic loop of the head-tracking task (dashed lines). The
red lines represent the kinematic chains of the robot and objects, the black line
represents the (fixed) relation between the robot’s fixed reference frame ({b})
and the world reference frame ({w} ) defined in the world model, and the green




Figure 7.6: Desired joint velocity q˙d in function of the joint position q. qmin
and qmax define the upper and lower joint limits respectively.




Figure 7.7: Desired joint weight of the joint-limits task in function of the joint
position q. qmin and qmax define the upper and lower joint limits respectively.
7.2.3 The world model
The world model keeps track of all robots and objects involved in the application,
and in particular of their poses with respect to the world reference frame {w} .
The scene component of the software support contains this world model. Other
components (the robots and objects, the tasks and the solver) of iTaSC deliver
their status information, e.g. current pose, desired velocities, . . . , to this scene
component and request similar world model information from it.
7.2.4 The solver
The solver calculates the desired joint velocities q˙d, to be sent to the controllable
DOF of the robots by solving an optimization problem involving the task
constraints, the constraint weights, the task priorities, and the robot weight
matrix. In this application the solver has to calculate the desired velocities for
the 20 controllable DOF of the PR2, out of maximum 35 constraint equations.
By taking weights and priorities of the different task constraints and the robot
DOF into account, the behaviour of the application can be configured.
The application uses the prioritized, weighted, damped pseudo-inverse algorithm
discussed in Section 2.2.3 as solver. This pseudo-inverse is denoted A#W , where
A is the augmented Jacobian relating the combined task spaces and the robot
joint space. Figure 7.8 shows the overall control scheme of all tasks combined
and the solver calculating the joint velocities.
In this application, all tasks have the same priority. The robot joint weights are
well-chosen to achieve natural human-robot comanipulation behaviour: putting
higher weights on the PR2’s base DOF than on the PR2’s arm and head DOF,
will favour arm and head motions over base motions. As a consequence, when
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Figure 7.8: Control scheme of the full application. Purple boxes indicate the
controllers in the different generalized task spaces, and the red box indicates
the low-level robot joint velocity controller. Ka indicates the reference adaption
factor, Kp indicates different proportional gains, A#W indicates the weighted,
damped pseudo-inverse of the augmented Jacobian, and Jq indicates the Jacobian
relating the wrench-nulling task space and the robot joint space.
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pulling an arm of the robot, the robot will tend to move its arms first and only
when approaching joint limits, its base. Section 7.3 elaborates on the interaction
of the different tasks.
The resulting desired joint velocities q˙d are sent to the PR2’s standard low-level
velocity controller of the robot_mechanism_controllers package, as available
on ros.org [171].
7.3 Results
The bimanual human-robot comanipulation application consists of the joint
execution of all described tasks: wrench-nulling, keep grippers parallel, keep
visual contact with the operator, avoid joint limits, and avoid obstacles. A
video [164] proves the performance of the full task with all described constraints
active in different scenarios.
This section provides quantitative results of some key interactions. To this end,
we have set up a reduced, but repeatable experiment involving a subset of tasks:
avoid joint limits, wrench-nulling, and obstacle avoidance. While the second
task is always active, the first and the third task show the ability to activate
and deactivate, as well as to change the weights of different constraints in a
stable way.
Section 6.3.2 discusses the experimental validation of the wrench-nulling task.
It shows that applying a constant force to a gripper of the robot results in a
constant assistance, after transition behavior.
7.3.1 Experimental setup
A cable connects a mass of 1.5kg to the robot’s left hand through a pulley
system. When releasing the mass, the weight of the mass pulls the hand with a
constant force in a direction approximately aligned with the x-direction. The
robot arm joints are far from their limits before applying the force, with the
elbow pointing downwards. Figure 7.9 depicts the experimental setup.
7.3.2 Joint limit activation
First consider a wrench-nulling task and joint-limits task on the left arm, both
with the same priority. When applying a constant force to the robot’s left hand,
the hand will move in the direction of the applied force. This movement uses
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the available DOF in a way that depends on the weight and priority of each
task. The weight (penalty) on the DOF of the robot’s mobile base is set higher
than the DOF of the arms.
Figure 7.9: Picture of the experimental setup. The cable (yellow) is enhanced
for visibility. The cable and pulley system connects the PR2 robot’s hand to
the white bag with the weight, shown at the left. The the red arrow indicates
the x-direction.
Figure 7.10 shows the position of the left elbow joint and the x-coordinate of
the base over time, after releasing the mass. Both the elbow and the base move,
at a ratio determined by the weights on the DOF of the robot. The base does
not start moving at the same instant as the arm due to a threshold implemented
to prevent nervous base behavior. The elbow joint reaches its joint limit of
-0.82rad after about 2s, as indicated by the red dash-dotted line in Figure 7.10.
This event activates the joint-limit task that pushes the joint position away
from its limit. The elbow joint finds an equilibrium between the joint-limit task
and the wrench-nulling task at -0.78rad. From that moment on, the robot’s
base satisfies the wrench-nulling constraint by moving faster. Figure 7.10 shows
this faster increase of the base position after the red dash-dotted line.
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Figure 7.10: Elbow and base position over time, in blue dashed and full green
line respectively. The red dash-dotted line indicates the moment the joint limit
constraint is activated on the left elbow joint.
7.3.3 Obstacle avoidance
An obstacle is added to the setup of the wrench-nulling experiment at coordinates
(x, y) = (1.3m,−0.1m) with respect to {w} , as shown in Figure 7.11. Adding
an obstacle avoidance task, prevents that the robot base collides with the
obstacle. The task constrains the robot base to keep a distance ro of 0.6m when
approaching the object closer than 0.5m.
Figure 7.12 shows the path of the robot in the x, y-plane with a blue dashed line.
The red full lines indicate the parts of the path where the obstacle avoidance task
was active during the experiment. The green dashed circle segment indicates
the obstacle, the magenta dash-dotted circle segment indicates a distance r of
0.5m from the obstacle center. As can be seen, the robot moves first along a
line in the direction of the applied force. When the robot’s base approaches
the obstacle, the obstacle-avoidance task is activated and hence the the robot’s
base avoids a collision, while still trying to follow the wrench and joint-limit
constraints.
However, the performance of the application can still be improved. The current
implementation solves the optimization problem instantaneously, without taking
future desired task values into account. This causes nervous behavior of the
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Figure 7.11: Picture of the PR2 avoiding the recycle bin. The cable (yellow) is
enhanced for visibility.






















Figure 7.12: The blue dashed line indicates the path of the robot base in
x, y-plane. The red full lines indicate the parts of the path where the obstacle
avoidance task was active. The green dashed circle segment indicates the
position of the obstacle, the magenta dash-dotted circle segment the distance r
at which the obstacle avoidance task is activated.
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mobile base of the robot, which consists of four actuated wheels that can be
rotated. This rotation takes time, which can not be taken into account in the
current instantaneous solver. Changing the Solver to an optimization-problem
solver that can take into account the desired values over a time horizon could
improve performance. Decré et al. [51] described such a solver, which is however
not supported by the current implementation of the iTaSC software framework.
Another point of improvement are better joint velocity measurements. These
measurements, delivered by the platform, have currently a rather low signal-to-
noise ratio. As a result, a low-pass filter is currently needed on these signals.
7.4 Recreating the use case using the Composition


































Figure 7.13: Composition tree for the force-sensorless human-robot
comanipulation application with a PR2 robot. Each node represents a model
of a (Composite) Functional Entity, which conforms to the meta-model
expressed in the corresponding node in Figure 3.5 of Chapter 3. Each of the
Task entities is a Composite Functional Entity of which the composition is
not shown in the figure. The word ‘comanipulation’ is abbreviated to ‘comanip.’
The first implementation of the presented use case followed the iTaSC workflow,
as detailed in Section 2.2.2, and used the supporting components of an earlier
version of the iTaSC software framework, which is mainly built on top of
Orocos [33] and rFSM [88].
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Later, a person not involved in the development of the constraint-based
programming DSL of Chapter 4 was asked to recreate this implementation using
this DSL.
The following sections (i) describe the recreation of the application, and (ii)
discuss the difference in development and code of the recreated application with
the original application.
7.4.1 Recreation of the application using the constraint-based
programming DSL
A person not involved in the development of the constraint-based programming
DSL of Chapter 4 was asked to recreate the comanipulation application described
in this chapter in order to test
• whether the DSL is easy to understand and use by someone with a
background in constraint-based programming, and
• whether such a person is able to create constraint-based programming
applications faster.
More concretely, a summer intern was asked to (i) make himself familiar with
the constraint-based programming DSL introduced in Chapter 4 (and the DSLs
it integrates), and (ii) subsequently recreate the comanipulation application
explained above. The intern was a master student in mechanical engineering
at our department. Prior to his internship, he did experiments on the force-
sensorless wrench control scheme of Chapter 6, and he followed a course on
constraint-based programming and the iTaSC workflow. He was given the design
of the application as explained in Section 7.2 and the original code. The latter
was, however, outdated and not working at that time.
The intern used the DSL as a template to model the application. Figure 7.13
shows the composition tree (structure) of the resulting model. Each of the non-
leaf entities in this tree has a Coordinator, Configurator and Composer,
as explained in Chapter 4. Each of the Task models shown in Figure 7.13
is a Composite Functional Entity composing following Functional
Entities:
• a Constraint-Controller, which models a proportional controller for
all tasks except the wrench-nulling Tasks, which use an implementation
of the wrench-nulling control scheme of Figure 6.8;
234 FORCE-SENSORLESS AND BIMANUAL HUMAN-ROBOT COMANIPULATION
• a Virtual Kinematic Chain, which models the Virtual Kinematic
Chains as described in Section 7.2, except for the joint-limits Task, which
only imposes constraints on the robot joints;
• one or two Setpoint Generators, which model the joint velocity
and weight trajectories to follow (for the obstacle-avoidance and joint-
limits Task) or the setpoints to maintain (for the grippers-parallel and
head-tracking Task). Figures 7.6 and 7.7 show the trajectories for the
joint-limits Task. The wrench-nulling Tasks do not have a Setpoint
Generator.‡
Since the comanipulation application uses the same Platform as the drawer
opening application that was explained in Chapter 4, the intern could reuse the
model as stated in Listing 4.1 (Chapter 4) with only minor changes. Also the
Constraint-Based Program is very similar to the Constraint-Based
Program of the drawer opening application, shown in Listing 4.2 (Chapter 4).
Only the composite Task and World Model needed to be replaced and their
Composer changed to connect the Task and World Model.
Next, the intern had to create (i) a new World Model that composes the Scene,
PR2 Model, Moving Person, and Obstacle Model Functional Entities, (ii)
a Coordinator for which a template from the iTaSC software framework
could be used, (iii) a Configurator to apply the model configurations, and
(iv) a Composer to attach the Robots and Objects to the Scene.
Subsequently, he had to create the comanipulation composite Task, which
composes (i) the different Task Functional Entities shown in Figure 7.13,
(ii) a Coordinator, (iii) a Configurator, and (iv) a Composer. The intern
could use a template from the iTaSC software framework for the Coordinator.
In this template, only the events to activate all tasks in the ‘running’ state
(Section 5.7.1) needed to be filled in, since all tasks are always active once
the Application is running. Furthermore, the intern had to develop a
Configurator which sets the Task weights and priorities, and a Composer
for which a template from the iTaSC software framework could be used.
Each Task composes the Functional Entities described above, next to
a Coordinator, a Composer, and a Configurator. Monitors in the
form of Orocos plug-ins where included to (i) monitor the robot joints for
the joint-limits Task and (ii) the distance between the robot base and the
obstacle, i.e. one of the feature coordinates of the obstacle-avoidance Task. The
Coordinators and (large part of) the Composers of the different tasks could
‡At the time, the wrench-nulling Tasks did have a ‘Setpoint Generator’ in order
to receive the robot joint velocity errors needed in the controller, since the iTaSC software
framework did not provide the functionality to receive this data.
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be reused from libraries of existing Tasks in the iTaSC software framework.
These include Coordinators that activate and deactivate the joint-limits and
obstacle-avoidance Tasks based on the events from the Monitors. However,
the configuration in the different Configurators needed to be defined for
each Task. Configuration of the original application code formed a start
point, but needed to be adapted. This step, which includes fine tuning the
Constraint-Controllers of the different Tasks, took the majority of the
development time. Although all Tasks are presented here in one scheme, the
intern had to try each Task separately before composing it with other Tasks,
to form ultimately the whole of the Application.
It is a desired outcome that majority of the development time is spent on
determining configuration (parameter) values and testing of the application,
since these steps are not automated or made easier by the DSL.
Section 4.7 discusses the lines of code involved in the here described application
modeling.
7.4.2 Discussion
The first implementation of the presented application used the general tooling
from Orocos to instantiate the iTaSC application. This tooling is not specialized
for the application or domain of constraint-based programming. This resulted
in a single large file§ to instantiate (‘deploy’) an application, which we will
further refer to as the deployment file. Moreover, the configuration of the
application was (i) or one large file, (ii) or spread out to different, procedural
dependent locations, i.e. dependent on the phase in the overall life-cycle where
the configuration was needed. For example the configuration was located in the
deployment file, a configuration file of a component or a finite-state machine.
The Composition Pattern gave each concern, including the configuration, a
single, clearly defined place in the overall structure.
Furthermore, consistency depended on names, used throughout the different
files, effectively introducing multiple points of name introduction. For example,
to change a task, one had to
• load the library containing the components relating to the task,
• create the necessary components,
• configure the components,
§We will refer to a piece of code as a ‘file’, highlighting the location of the code. This
piece of code can be written in different languages.
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• connect the component to a timer
• connect the data ports of the component to its peers¶, etc.
All these steps refer to the components by name, which have to match for each
instruction. All of these steps are still necessary in the current framework,
however the model of an application, written in the DSL presented in Chapter 4,
forms a single, structured source of information, without multiple points of name
introduction. As a result, the different parts of the current implementation are
easier to keep consistent, and are more flexible.
Furthermore, the earlier implementation of the application was hard to debug:
most errors, e.g. a wrong name of a component reference, occur only at
construction or run-time. The DSL enabled model verification, returning
useful errors before deployment.
Moreover, an iTaSC application was created in a procedural way, partially at run-
time: a succession of instructions (e.g. method calls) to create the application,
each of which has to check consistency of information before proceeding to the
next. This showed a clear problem of composition. For example, structuring and
configuring a task and its connections, i.e. between a virtual kinematic chain,
controller, and setpoint generator, was handled by a sub-state machine of the
application. Moreover, it showed a large interconnection of application specific
and framework specific functionality. The introduction of the metamodeling
approach resolved this interconnection.
The first implementation of the use case did separate coordination from the
functionality, however the coordination used a FSM that incorporated framework
specific code, and did not separate the five concerns properly. For example,
when the PR2 robot approaches an obstacle, the FSM transitions to a state
that invokes and then sets the Orocos Property that activates the obstacle
avoidance task. Similarly, the FSM can write to an Orocos port or call an
Orocos operation. This proved a very rigid structure, only applicable for this
framework and concrete set of components. This rigidity was resolved by
the separation of the 5Cs using the Composition Pattern.
Furthermore, to create the use case using the iTaSC software framework
required knowledge of the framework, but also different underlying
frameworks and software languages, such as C++, Orocos (the framework,
but also the integrated scripting languages), ROS, etc. In contrast, the use case
was recreated by a summer intern with limited knowledge of these languages
and frameworks. Although the iTaSC software framework can still be improved
in many ways, e.g. separation of the functionality from the framework, the
¶The framework did provide minimal automation for connections.
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DSL made these improvements an ‘implementation detail’ from the application
developer’s perspective.
The iTaSC workflow still forms a good general guideline to create iTaSC
applications, however focusses only on the functionality (computation). The
presented DSL is more detailed, giving a template for all concerns.
Furthermore, due to the separation of concerns and the domain modeling, it is
easier to design each of the separate entities in a more flexible way. Moreover,
the DSL brings the design workflow closer to the conceptual level of the original
iTaSC workflow.
As a result, a summer intern was able to recreate the presented application
in about two weeks, while the original implementation was developed with
the aid of multiple students and PhD students, which together spent multiple
person-months.
7.5 Conclusion
This chapter demonstrated a force-sensorless and bimanual human-robot
comanipulation application, which integrates the wrench nulling control scheme
of Chapter 6, the code support discussed in Chapter 4 and 5, and the lessons
learned from Chapter 3 to 5. The task comprises 35 constraints in different
control spaces for a 20 DOF, tree-structured robot. The task is implemented in
a structured way using the constraint-based programming DSL, and instantiated
using the iTaSC software framework. The sensorless wrench-nulling control
scheme presented in Chapter 6, enabled direct human-robot interaction without
the use of a force sensor. A video shows the performance of the full task with all
described constraints in different scenarios. Quantitative results are provided
for experiments involving a subset of constraints. The experiments validate the
wrench-nulling, the joint-limits, and obstacle avoidance performance. Moreover,
the experiments validate not only the functional aspects, but also the monitoring,
coordination and configuration aspects of the different tasks. For example, the
latter two tasks show the ability to activate and deactivate, as well as to change
the weights of different constraints in a stable way.
Furthermore, the presented use case is a large application developed in the
iTaSC software framework, which was developed with the aid of multiple
students and PhD students, together spending multiple person-months. The
resulting implementation was later re-developed by a summer intern, using the
Composition Pattern and the resulting DSLs to design (model) the application,
and using the iTaSC software framework to instantiate the application. It took
the intern with basic knowledge of constraint-based programming about two
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weeks to learn the software tools and recreate the application, a fraction of the
original development time.
The iTaSC workflow still forms a good general guideline to create iTaSC
applications, however focusses only on the functionality (computation). The
presented DSL is more detailed, giving a template for all concerns.




The performance of the application can, however, still be improved in future
work. The current implementation solves the task specification problem
instantaneously which gives nervous behavior of the mobile base due to its
non-holonomic character (it takes time to rotate the wheels in another direction).
Furthermore, incorporating better joint velocity measurements could also
improve the performance of the application. This enables the developer to
remove the low-pass filters on these measurements, which could result in faster
and more accurate behavior.
Chapter 8
Conclusions
This chapter summarizes the contributions of this dissertation in Section 8.1
and gives suggestions for future work in Section 8.2. It refers to the objectives
numbered in Section 1.2.
8.1 Contributions
The two major categories of contributions of this dissertation are (i) the
Composition Pattern to deal with the increasing complexity of robotic
applications, and (ii) a force-sensorless wrench control scheme for service robots.
8.1.1 Force-sensorless and bimanual human-robot comanipu-
lation
The sixth objective of this dissertation was to create a service robot application
that integrates the different contributions of this dissertation into a single
application.
The most prominent complex application developed in this dissertation is
force-sensorless and bimanual human-robot comanipulation, discussed
in Chapter 7. It formed the inspiration of, and the use case for, the other
contributions of this dissertation, which are related to control and software.
This use case shows complex behavior emerging from the composition
of constraints. These constraints are expressed in multiple and different
239
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generalized task spaces, including configuration, sensor, task, and feature spaces.
For example, Section 7.3.2 explains and experimentally validates how following
behavior emerges from the composition of weights on the different robot joints
with joint limit and wrench nulling constraints. The latter applies the novel
control scheme summarized in Section 8.1.2.
The developed use case was the first major application developed in the
refactored iTaSC software framework. It was developed with the aid of multiple
students and PhD students, together spending multiple man-months. The
implementation was later fast reprogrammed by a non-expert, using the
Composition Pattern and the resulting DSLs: a single summer intern
with knowledge of constraint-based programming learned the software tools
and recreated the application in about two weeks. The concrete code was
instantiated using the iTaSC software framework.
The experiments of Section 7.3.2 validate not only the functional aspects,
but also show the performance of the support entities introduced with
the Composition Pattern, in particular the monitoring, coordination and
configuration aspects of the different tasks.
The video of appendix C.1 shows the performance of the use case in a live
demonstration.
The original code and the model using the DSLs developed in this dissertation




8.1.2 Novel force-sensorless wrench control schemes in the
resolved-velocity iTaSC approach and framework
The fifth objective of this dissertation was to develop a force-sensorless wrench
control scheme for velocity controlled (service) robots. Chapter 6 presented
three variations of a novel force-sensorless wrench control scheme for
velocity controlled robots:
1. the wrench nulling control scheme shown in Figure 6.8;
2. the wrench control scheme shown in Figure 6.25, which expresses the force
control task constraints in a six DOF Cartesian task space; and
3. the wrench control scheme shown in Figure 6.27, which expresses the force
control task constraints in the robot joint space.
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These control schemes are integrated in the resolved-velocity iTaSC
approach and software framework.
The first control scheme is successfully applied to force-sensorless and bi-manual
human-robot comanipulation explained in Section 6.3 and Chapter 7. In this
application, two wrench nulling tasks, each defined between a gripper of the
robot and its base, result in human-following behavior of the robot. The
pushing and table wiping experiments of Section 6.7 validate the latter two
control schemes, and show their applicability to service robot tasks. They show
that the robot is able to deliver a stable, constant contact wrench. The
wrench applied by the robot is highly repeatable in a certain contact point,
however its accuracy depends on the robot configuration.
The experiments result in a set of concrete guidelines to maximize the
performance of the presented control schemes, summarized in Section 6.9.
The worst-case measurement error in a vertical direction, when applying the
guidelines, is 0.47N or about 10% of the desired value. This level of accuracy
fits service robot tasks such as table wiping or screwing a screw in wood.
The presented control schemes are applicable to velocity controlled robots for
which joint velocity errors reflect torque disturbances. More specifically, it can
be applied to a robot (i) with backdrivable robot joints, (ii) with known, only
proportional gains for the lower-level joint velocity control loops, and (iii) with
sufficiently high-frequency lower-level controllers, allowing their interactions to
be neglected.
These control schemes have following advantages over alternative approaches,
such as impedance or hybrid force/motion control:
• The control schemes do not require a precise dynamic model of
the robot, environment or contact point.
• The control schemes allow the combination of force control task
constraints with other task constraints in the resolved-velocity
iTaSC approach and framework.
• The control schemes avoid an expensive and complex force sensor,
which is not always present on service robot platforms such as the PR2
robot.
• The control schemes feature a reference adaptation factor, which can be
applied to impose desired transient behavior on the applied force.
A software implementation of the presented control schemes, integrated in
the iTaSC software framework, and including support for code instantiation
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from the DSLs of Chapter 4, can be found in: https://bitbucket.org/
dvanthienen/force_control_dsl.
8.1.3 The Composition Pattern as a systematic approach to
robot application development
The first objective of this dissertation was to develop a systematic approach to
create more flexible, robust, reusable, and adaptable robot applications. This
dissertation introduced the Composition Pattern and the systematic procedure
to apply the Composition Pattern to the modeling of robot applications
as a uniform and easy-to-grasp way to deal with complexity, from
software architecture to behavior composition. The Composition Pattern
builds on the metamodeling concept, which considers all entities to be
models, not objects. It defines a Composite Functional Entity as first-
class citizen of system design. This Composite Functional Entity consists
of one Coordinator, one Composer, one Scheduler, one or more Configurators,
one or more Monitors, one or more Communicators, and one or more Functional
Entities, as shown in Figure 3.3. Each Functional Entity can be replaced by a
Composite Functional Entity –referred to as a ‘composite’ in short– forming a
hierarchy of entities as shown in Figures 3.4 and 5.1.
The hierarchy in this dissertation replaces strict interactions, e.g. used
in programming to the interface, by soft constraints. Moreover, it allows
some functionality to cross the hierarchical boundaries and it gives composite
functional entities some local responsibility through the support entities.
This results in improved system performance due to short communication
paths and fast reactions, in contrast to ‘everything needs to go through upper
management’, as exemplified by the pick-and-place example in Box 3.3.4.
In addition, an entity has a boundary, defined as a semantic context. It implies
a shared vocabulary between the entities within a composite. Section 3.4 shows
how this results in a more flexible, robust, and reusable system, by forming a
boundary to what the support entities of a composite have to manage, and
by decoupling functional entities from their support entities. However, it is
a soft boundary which does not imply information hiding, hence enables
introspection or reasoning.
The advantages of the Composition Pattern are:
• It aids developers to cope with the increasing scale and complexity
of robotic applications.
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• It provides a systematic approach to create and refactor robust,
flexible, reusable, and adaptable software.
• It can be applied to the developers’ framework ecosystem of
choice.
• It provides a concrete and constructive way to apply the 5Cs
principle of separation of concerns.
These advantages are made explicit in Section 7.4, which shows how the
Composition Pattern made it easy to recreate the complex use case of human-
robot comanipulation by modeling the application using the presented DSL.
Moreover, the Composition Pattern is thaught to students as part of the
Advanced Robotics and Control Systems course and Embedded Control Systems
course at KU Leuven, and forms the approach applied in new software project
developments.
The Composition Pattern forms the most conceptual contribution
of this dissertation, the more concrete results of the Composition
Pattern are formalized as separate contributions in following sections.
These contributions limit themselves to the application of the
Composition Pattern to task specification and control, hence this
dissertation does not provide the final answer on how to best apply
the methodology to any new application. Concretely, the Composition
Pattern is used to structure and formalize constraint-based programming in
a domain-specific language (DSL), which will be summarized as separate
contributions in Section 8.1.4 and 8.1.5. Moreover, the Composition Pattern
is applied as an architectural pattern to the iTaSC software framework, which
will be summarized as a separate contribution in Section 8.1.6.
8.1.4 Modelling of the domain of constraint-based program-
ming using the Composition Pattern
The second objective of this dissertation was to model the domain of constraint-
based programming using the Composition Pattern. Modeling of software
forces developers to think about what would be needed to let non-software (but
domain) experts exploit software frameworks. Therefore, it has become the
main driver in our research group for structured coding. Moreover, models
are an important requirement to give a robot the possibility to reason, on-
or off-line, on its own functionality, a first step to cognitive robot systems.
Modeling the domain of constraint-based programming provides a generic
division of the domain. It divides the complexity of a constraint-based
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programming application in a hierarchical structure of about 17 separate
concepts (entities), shown in Figure 3.5. This structure forms the blue print for
• the formulation of the domain meta-model using a domain-specific
language (DSL), summarized in following section, and
• the refactoring of the iTaSC software framework, summarized in
Section 8.1.6.
8.1.5 Formulation of constraint-based programming meta-
model using a domain-specific language (DSL)
This dissertation formulated the meta-model of the domain of
constraint-based (robot) programming using a domain-specific lan-
guage (DSL) achieving the third objective. This DSL brings the systematic
way of describing an iTaSC application of previous research [46] (the iTaSC
workflow) to a higher level. The structure of this DSL is outlined in Figure 4.3,
a reference example model of this DSL is given in Section 4.5. However,
the provided DSL does not describe all sub-domains of a constraint-based
programming application. It integrates more specific DSLs, for example it
integrates rFSM as meta-model of Coordination entities. As such, the DSL forms
the starting point for the integration of existing and future modeling
efforts, in particular future modeling efforts on Composition, Scheduling,
Monitoring, and Communication.
The overall effort of creating an application using the metamodeling approach
is larger than hand-coding a single application from scratch. However, using
the metamodeling approach reduces the amount of hand-written code and
the development time, when creating or adapting applications in the same
domain. Concretely, the DSL enables developers or users to easier (and hence
faster) understand and (re)-program constraint-based programming
applications, using the DSL as a template. For example, the recreation of the
human-robot comanipulation use case detailed in Chapter 7 took a summer
intern about two weeks to grasp the concept and create the application, while
the original application took experts man-months to create.
Moreover, the DSL enables automatic model verification, and manual or
automatic code generation to the software framework ecosystem of choice.
As shown in Section 4.7, automatic model verification returns meaningful errors,
effectively reducing code debugging efforts. The model to meta-model conformity
can be verified using the uMF software tooling [92].
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The implementation of the DSL, as well as the software tool to transform the
concrete models into an implementation using the iTaSC software framework,
are made publicly available under an open-source software licence. The
implementation of the DSL can be found on http://bitbucket.org/
dvanthienen/itasc_dsl. The software tool to transform a model into an
implementation can be found on http://bitbucket.org/dvanthienen/
itasc_dsl_orocos_deployer.git
8.1.6 The Composition Pattern as an architectural pattern
and its application to iTaSC
The fourth objective of this dissertation is to develop a flexible, robust,
and reusable software framework for constraint-based programming. This
dissertation showed how the Composition Pattern can be used as a software
architectural pattern, by applying it to the iTaSC software framework, a
generalized constraint-based programming approach [46]. It serves as a primary
example of the application of the Composition Pattern to the broad system
integration context of a robotics system, since (i) task specification, execution
and monitoring involves ‘planning’, ‘sensing’, ‘control’, and ‘world modeling’
functionalities, and (ii) it was the framework in which we first encountered the
fundamental deficiencies of former design ‘guidelines’.
The application to the iTaSC software framework learned following lessons:
• Separation of concerns is often used in isolation, i.e. ‘separation of concerns
hence reusable entities’. We learned that composition, which forms the
fifth C of the 5Cs approach to separation of concerns, is as important
as separation. The Composition Pattern provides a constructive way to
apply these 5Cs.
• This dissertation started from component based frameworks such as Orocos
[33] and ROS [171], believing that ‘components’ are the fundamental
building blocks for reusability of functionalities in various architectural
compositions. Now, the Composition Pattern shown in Figure 5.1 has
become the first-class citizen in our system design. Components are
still necessary, but are not fundamental building blocks anymore. This
difference is important, since a component that is designed to be part of
the Composition Pattern will be different from one designed without that
context.
• The Composition Pattern introduces an elaborate structure. The
advantage however is the reduced configuration files or software
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libraries, because developers find it a lot easier to define the scope of
each particular software development effort.
The reference implementation of the iTaSC software framework uses,
in itself, two other large-scale software frameworks, Orocos [33] and rFSM [91].
It is made publicly available as a set of repositories: The core functionality and



















Future work related to force-sensorless wrench control
This dissertation validated the novel force-sensorless wrench control schemes
on a PR2 robot. Future work should validate the control scheme on a variety
of robot platforms to analyse the platform dependency of observed effects. In
particular, it should analyse the effect of the increased accuracy in the applied
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force when following a procedure of (i) first applying a force setpoint a little
higher than desired, and then (ii) decreasing it to the desired force setpoint.
Furthermore, future work should research whether the performance on the PR2
platform can be increased
• by including gravity compensation in the robot wrist joints, or
• by adding an additional, configuration-dependent force feedforward term
to compensate for the experimentally observed force offsets.
Future work related to the Composition Pattern and its application to
constraint-based programming
The application of the Composition Pattern to constraint-based programming,
the development of a DSL, and the refactoring of the supporting software
framework, showed the possibility –but also need– to integrate more models
and tools.
The current implementation presents only a limited set of DSLs, future work
should focus on the integration of dedicated DSLs for all entities. Also the
number of entities can be enlarged, for example, by expanding the scope
to composites of applications, i.e. missions. Furthermore, this integration
and broadening should also be applied to other frameworks. For example,
future work could provide tools to instantiate the presented models on other
constraint-based programming frameworks such as Stack of Tasks [102]. Another
interesting example of future work is to translate iTaSC DSL models to the
recently developed expressiongraph-based task specification language (eTaSL)
[3]. Integration with eTaSL allows developers to extend task specifications
supported by the iTaSC software framework, which are limited to six DOF
Virtual Kinematic Chains and position loop closure constraints, to more general
task expressions, including inequality constraints. A limitation of the current
implementation is that the current tooling allows only a ‘static’ and ‘one way’
instantiation of models. Future work should research and develop tools to make
this model-implementation relation dynamic, reflecting run-time changes in the
models.
Moreover, the development time and ease could be improved by providing tool
support for design time model checking, using for example Xtext [56]; or by
integrating the presented DSL and workflow in graphical programming tools,
such as ABB’s RobotStudio [1]. Another, practical consequence of the modeling
of the domain in separate, reusable entities is the possibility for the creation
of a repository or ‘store’ with models and/or implementations of entities, for
example a ‘task store’ for robot task models.
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In the long run, future work should determine how to best apply the Composition
Pattern to any new application. It should research how the Composition Pattern
can be applied to perception, planning, etc. The applicability of the Composition
Pattern is however limited, it does not provide a methodology to create, for
example, new algorithms, class libraries, or schedulers, although it gives these
concepts a place in system development.
This dissertation did not research the full potential of the proposed approach.
Important will be (i) the integration of reasoning, on all composites, on all
tiers; and (ii) the development of a larger tool set for formal verification and
validation.
However, this requires a lot more work to provide a broader set of structural and
behavioralmodels within the robotics community, and the necessary development
of tooling to help developers at creating applications, beyond the examples given
above. A broad and consistent application of the Composition Pattern could
be a significant driver to accelerate these developments. Additionally, formal
modelling paves the way for robots to generate their own behavior, and reason
on their behavior on a symbolic level.
Appendix A
Proofs
A.1 Proof of invertibility of B
This section proofs that
B = I −A#W cfS#Jq, (A.1)
defined in Section 6.5, is invertible.
For a matrix to be full rank or non-singular, its determinant should be non-zero.
Hence for B to be of full rank, the determinant of B should not be equal to
zero
det(B) = det(I −A#W cfS#Jq) 6= 0. (A.2)
Using Sylvesters determinant theorem, stating that det(Ip−XY ) = det(In−Y X)
for a matrix X of size (p× n) and a matrix Y of size (n× p), equation (A.2)
can be reordered to
det(B) = det(I − S#JqA#W cf ) 6= 0. (A.3)
Assuming no conflicting constraints in the force controlled directions, equation
(A.3) reduces to
det(B) = det(I − cf ) 6= 0. (A.4)






This chapter discusses additional experimental data of the force-sensorless force
control schemes presented in Chapter 6.
B.1 Analysis of the force control task constraints
in Cartesian task space
This section analyses the force control task constraints in Cartesian task space.
These constraints express a desired twist or part thereof. This desired twist
is function of two variables that change during the task execution: the robot
Jacobian Jq, and the velocity error eq˙. In case the robot reaches equilibrium,
hence steady-state, both these variables are constant, the latter zero. Therefore,
the figures give insight in the transient behavior.
Each of the figures discussed in this section contains the desired twist for all
repetitions of the experiments, in all contact points, hence thirty experiments in
total. Ka = 0.1 for all force or torque controlled directions in all experiments.
Figure B.1 shows the desired velocity y˙◦d,1 = z˙d for the case when the robot
applies a force in the z-direction with Ka = 0.1, explained in Section 6.7.3
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Figure 6.35 shows the corresponding wrench measurements. The figure shows
that the trajectories overlap for the different repetitions in each contact point,
showing the repeatability of the experiments. The transitions between desired
velocities have little overshoot, as expected for the chosen value of the reference
adaptation factor Ka. The rise time takes less than half a second, with exception
of the initial contact, which takes 1.5s.
Figure B.2 shows the desired twist y˙◦d,1 = t◦d for the case when the robot
applies a force in the z-direction, while nulling the forces and torques in the
other task space directions. Ka equals 0.1 for all force or torque controlled
directions. Section 6.7.4 analyses the experiments of this case. Figure 6.41
shows the corresponding wrench measurements. The figure shows little more
variation in applied velocities between different repetitions of the experiment in
the same point. Different arm configurations and contact points could explain
this variation.





for the case when the robot
applies a force in the y- and z-direction, explained in Section 6.7.4. Figure 6.43
shows the corresponding wrench measurements. Ka equals 0.1 for both the y-
and z-direction. Also this figure shows little more variation in applied velocities
between different repetitions of the experiment in the same point. Different
arm configurations or contact points could explain this variation. Moreover, the
figure shows overshoot on the transients and a slightly higher rise time with
respect to Figure B.1. Experiments in the z-direction where used to choose the
reference adaptation factor Ka used in all directions, this experiments should
be retaken in the y-direction to choose an apt factor in this y-direction. The
desired velocity does not show any drift, although the drift is present in the
measured force.
B.2 Force in z expressed as constraints in joint task
space and without reference adaptation
Figure B.4 shows the measured force over time of the experiments applying
a force in the z-direction with constraints expressed in joint task space. No
reference adaptation is applied, hence Ka = 0. Table B.1 shows the average of
the measurement standard deviations over the ten repetitions of a measurement
in a certain contact point. Figure B.5 shows the distribution of the measurement
averages for the different steps in applied force.










































































































































































































































































































































































































































































































































































































































































   




   




   






















   




   




   

















   
  







Figure B.5: Boxplot of the steady-state averages of the experiments applying
a force in the z-direction with constraints expressed in joint task space. No
reference adaptation is applied. Grey, dashed lines indicate the desired values.
The measured force over time is shown in Figure B.4.

































































































































































































































































































   




   




   






















   




   




   

















   
  







Figure B.7: Boxplot of the steady-state averages of the z-direction of the
experiments expressing the force control task constraints in joint space. Grey,
dashed lines indicate the desired values. The measured force over time is shown
in Figure 6.41.
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Fd 5N 10N 15N 10N 5N
point A 0.08 0.10 0.11 0.05 0.06
point B 0.11 0.10 0.14 0.06 0.08
point C 0.10 0.11 0.06 0.06 0.07
total 0.10 0.11 0.11 0.06 0.07
Table B.1: Average of the measurement standard deviations, expressed in
Newton.
B.3 Force in the z-direction, explicitly specifying
the force in other directions as zero and
without reference adaptation
Figure 6.41 shows the measured force over time of the experiments applying
a force [0 0 x 0 0 0] with constraints expressed in Cartesian task space. No
reference adaptation is applied, hence Ka = 0. Table B.2 shows the average of
the measurement standard deviations over the ten repetitions of a measurement
in a certain contact point. Figure B.7 shows the distribution of the measurement
averages for the different steps in applied force.
Fd 5N 10N 15N 10N 5N
point A 0.10 0.16 0.15 0.08 0.30
point B 0.10 0.20 0.15 0.06 0.18
point C 0.09 0.13 0.23 0.06 0.36
total 0.10 0.16 0.18 0.07 0.28
Table B.2: Average of the measurement standard deviations, expressed in
Newton.
B.4 Table wiping use-case
This section details the experimental data of the table wiping experiments
explained in Section 6.7.5. The experiment is repeated around two different
points on the table, with for each two different Lissajous figures to trace. Each
of the Lissajous figures is traced with two different speeds, characterized by the
period to complete a figure. The experiment in the first point with the smallest
period is repeated three times in order to study repeatability. Figure 6.29
indicates the location of the two different contact points on the table, D and
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E, used in the table wiping experiments. Figures B.8 and B.9 show the figures
traced by the robot gripper on the table, and their respective desired figures.
















Figure B.8: Circle traced by the robot gripper on the table for the first
experiment in point E with a period of 20s.
Table B.3 and B.4 show the average and standard deviation of the measured
force on the table for the different experiments, respectively. The sensor is
nulled between experiments. However due to the setup, the measurement is
disturbed by the sensor and wiper mount. Therefore, the force averages are
offset with respect to the real applied average force, and can only be compared
relatively.
figure circle flower
period 20s 10s 40s 20s
point D 5.99 5.43 6.11 5.42 5.43 5.63 5.51 5.59
point E 5.47 5.33 5.39 5.97
Table B.3: Average of the measurements in Newtons
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Figure B.9: Flower traced by the robot gripper on the table for the first
experiment in point E with a period of 20s.
figure circle flower
period 20s 10s 40s 20s
point D 0.77 0.85 0.87 0.95 0.94 0.94 1.16 1.18
point E 0.92 1.15 1.21 1.15
Table B.4: Standard deviation of the measurements in Newton
Appendix C
Videos
This chapter lists and explains the videos referenced in this dissertation. The
videos are made available online [164] on
http://people.mech.kuleuven.be/~dvanthienen/thesis/
videos.html
C.1 Force-sensorless human-robot comanipulation
Referenced in Sections 7.3, 7.5 and 8.1.1.
This video shows a human-robot comanipulation application, where a robot
helps a human carrying a plate. The robot follows the directions of the human
by reacting on the wrenches applied on the plate. The human directs the robot
through a door and back, while the robot avoids hitting the door (obstacle
avoidance). A detailed explanation can be found in Chapter 7.
C.2 Applications developed using the constraint-
based programming DSL
C.2.1 Drawer opening using a PR2 robot
Referenced in Section 4.3.
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The video shows a drawer opening application with a PR2 robot. In this
application, the robot has to (i) reach for the handle with its right gripper,
(ii) grasp the handle, and (iii) open the drawer, (iv) while keeping close to a
preferable joint configuration, and (v) staying away from joint limits.
C.2.2 Variations on a Lissajous tracing task
Referenced in Section 4.7.
The videos show the execution of a laser tracing application on three different
platforms, i.e. a KUKA LWR, a KUKA YouBot, and a Willow Garage PR2,
and with respect to three different objects, i.e. a table, the floor, and a wall.
The application defines a task to trace a Lissajous figure on the surface of an
object. This laser tracing task is defined between an end-effector of the robot
and an object. A model written in the constraint-based programming DSL
models the application. This model is adapted to execute the task on another
platform or with respect to another object. In addition, platform specific tasks
are adapted to each platform change, e.g. joint limit avoidance.
C.3 Force-sensorless force control
C.3.1 Force in z expressed as constraints in Cartesian task
space
Referenced in Section 6.7.3.
This video shows the PR2 robot applying a force on a sensor on a table in
point A†, as explained in Section 6.7.3. The robot arms moves slightly when
increasing the desired force.
C.3.2 Force in y expressed as constraints in Cartesian task
space
Referenced in Section 6.7.3.
These videos show, from two viewpoints, the PR2 robot applying a force on
a sensor, mounted on the side of a heavy structure in point A†. Section 6.7.3
†Section 6.7.1 defines the experimental setup and contact points.
264 VIDEOS
analyses the results of the experiment. The robot arms moves slightly when
increasing the desired force.
C.3.3 Applying a force in the Cartesian y- and z-direction
Referenced in Section 6.7.4.
This video shows the PR2 robot applying a force on a sensor on a table in point
C†, as explained in Section 6.7.4. When changing the desired force, the robot
arm moves and also the contact point changes.
C.3.4 Force in the z-direction, explicitly specifying the force
in other directions as zero
Referenced in Section 6.7.4.
This video shows the PR2 robot applying a force on a table, while the robot
maintains a zero force or torque in the other (Cartesian) directions. The desired
force applied to the system is first 5N, then increased to 10N and 15N, while
maintaining contact. Then the desired force is decreased to 10N and 5N. Since
there is no pose controller to enforce position constraints, the robot arm moves
the contact point when the force setpoint is altered. In case of the 15N and
the decreased 5N desired force, the robot moves in the negative and positive
y-direction, respectively, before reaching equilibrium.
C.3.5 Table wiping use-case
Referenced in Section 6.7.5.
These videos show the PR2 robot wiping a table around point D†, as explained
in Section 6.7.5. The different videos show variations on the experiment, where
the robot traces a flower or a circle, slow or fast.
†Section 6.7.1 defines the experimental setup and contact points.
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