In [6] , Belishev and Sharafutdinov consider a compact Riemannian manifold M with boundary ∂M. They define a generalized Dirichlet to Neumann (DN) operator Λ on all forms on the boundary and they prove that the real additive de Rham cohomology structure of the manifold in question is completely determined by Λ. This shows that the DN map Λ inscribes into the list of objects of algebraic topology. In this paper, we suppose G is a torus acting by isometries on M. Given X in the Lie algebra of G and the corresponding vector field X M on M, one defines Witten's inhomogeneous coboundary operator
Introduction
The classical Dirichlet-to-Neumann (DN) operator Λ cl : C ∞ (∂M) −→ C ∞ (∂M) is defined by Λ cl θ = ∂ω/∂ν, where ω is the solution to the Dirichlet problem ∆ω = 0, ω | ∂M = θ and ν is the unit outer normal to the boundary. In the scope of inverse problems of reconstructing a manifold from the boundary measurements, the following question is of great theoretical and applied interest [6] :
"To what extent are the topology and geometry of M determined by the Dirichlet-to-Neumann map"?
In this paper we are interested in the topology aspect while the geometry aspect of the above question has been studied in [12] and [10] .
Much effort has been made to answer the topology aspect of this question. For instance, in the case of a two-dimensional manifold M with a connected boundary, an explicit formula is obtained which expresses the Euler characteristic of M in terms of Λ cl where the Euler characteristic completely determines the topology of M in this case [5] . In the three-dimensional case [4] , some formulas are obtained which express the Betti numbers β 1 (M) and β 2 (M) in terms of Λ cl and − → Λ : C ∞ (T (∂M)) −→ C ∞ (T (∂M)). For more topological aspects, Belishev and Sharafutdinov [6] prove that the real additive de Rham cohomology of a compact, connected, oriented smooth Riemannian manifold M of dimension n with boundary is completely determined by its boundary data (∂M, Λ) where Λ : Ω k (∂M) −→ Ω n−k−1 (∂M) is a generalization of the classical Dirichlet-to-Neumann operator Λ cl to the space of differential forms. More precisely, they define the DN operator Λ as follows [6] : given θ ∈ Ω k (∂M), the boundary value problem ∆ω = 0, i * ω = θ, i * (δω) = 0 is solvable and the operator Λ is given by the formula
where i * is the pullback by the inclusion map i : ∂M ֒→ M. Here δ is the formal adjoint of d relative to the L 2 -inner product
which is defined on Ω k (M), and ⋆ : Ω k → Ω n−k is the Hodge star operator. More concretely, there are two distinguished finite dimensional subspaces of H k (M) = ker d ∩ ker δ, whose elements are called Dirichlet and Neumann harmonic fields respectively, namely
The dimensions of these spaces are given by
where β k (M) is the kth Betti number [14] . They prove the following theorem 
So the above theorem immediately implies that the data (∂M, Λ) determines the absolute and relative de Rham cohomology groups.
In addition, they present the following theorem which gives the lower bound for the Betti numbers of the manifold M through the DN operator Λ. 
where β k (∂M) and β k (M) are the Betti numbers, and Λ k is the restriction of Λ to Ω k (∂M).
But at the end of their paper, they posed the following topological open problem: "Can the multiplicative structure of cohomologies be recovered from our data (∂M, Λ)?". In 2009, Shonkwiler in [16] gave a partial answer to the above question. He presents a welldefined map which is
and the tangential component tω is uniquely determined by the pull-back i * ω and it has been denoted in a slight abuse of notation by i * ω = i * tω = tω. The normal and tangential components of ω are Hodge adjoint to each other [14] , i.e.
In order to prove Theorem 2.3, we will use the strong unique continuation theorem, due to Aronszajn [2] , Aronszajn, Krzywicki and Szarski [3] . In [11] , Kazdan writes this theorem in terms of Laplacian operator ∆ but he mentions that it is still valid for any operator having the diagonal form P = ∆I+ lower-order terms, where I is the identity matrix. Hence, one can state this theorem in terms of diagonal form operator by the following form: 
, then λ is smooth by theorem 3.4(c) of [1] . Since i * λ = i * ⋆λ = 0 then remark 2.1 asserts that tλ = nλ = 0. Hence λ | ∂M ≡ 0 and we get that (ι X M λ) | ∂M = 0 as well.
The proof is local so we can consider M to be the upper half space in R n with ∂M = R n−1 . Since the metric, the differential form λ and the vector field X M are given in the upper half space, we can extend them from there to all of R n by reflection in ∂M = R n−1 . The resulting objects are: the extended metric, which will be Lipschitz continuous [7] ; we extend λ to all of R n by making it odd with respect to reflection in R n−1 and extend X M to all of R n by making it even with respect to reflection in R n−1 and extended X M will be a Lipschitz continuous vector field. But the original λ satisfies λ | ∂M ≡ 0 and
, hence the extended one will be of class C 1 and satisfy
form, i.e. P = ∆ X M = ∆I+ lower-order terms, and I is the identity matrix. So far, we satisfy the first condition of theorem 2.2. Now, we need to satisfy the remaining hypotheses of theorem 2.2. Let x = (x ′ , x n ) = (x 1 , x 2 , ..., x n−1 , x n ) be a coordinates chart where x ′ = (x 1 , x 2 , ..., x n−1 ) is a chart on the boundary ∂M and x n is the distance to the boundary. In these coordinates x n > 0 in M and ∂M is locally characterized by x n = 0. These coordinates are called boundary normal coordinates and the Riemannian metric in these coordinates has the form ∑ n−1 m,r=1 h m,r (x)dx m ⊗ dx r + dx n ⊗ dx n . Now, we consider a neighborhood of p ∈ ∂M where our boundary normal coordinates are well defined. We can write λ = α + β ∧ dx n where α = Σ f I (x)dx I , β = Σg I (x)dx I and I ⊂ {1, 2, ..., n − 1}. Our goal is to prove that all the partial derivatives of the coefficients of λ (i.e. f I (x) and g I (x)) vanish at p ∈ ∂M. Now, λ | ∂M ≡ 0 which implies that f I (x ′ , 0) = g I (x ′ , 0) = 0. Hence, we can apply Hadamard's lemma to f I (x) and g I (x) and deduce that f I (x) = x n f I (x) and g I (x) = x n g I (x) for some smooth functions f I (x) and g I (x). Moreover, these representations for f I (x) and g I (x) help us to conclude that all the higher partial derivatives of f I (x) and g I (x) with respect to the coordinates of x ′ (i.e. except the normal direction coordinate x n ) at the point p are all zero. i.e.
Therefore, we only need to prove that all the higher partial derivatives of f I (x) and g I (x) in the normal direction are zero to deduce that the Taylor series of f I (x) and g I (x) around x n = 0 are zero.
For contradiction, suppose the Taylor series of f I (x) and g I (x) around x n = 0 are not zero at p ∈ ∂M which means that there exist the largest positive integer numbers k and j such that f I (x) = x k n f I (x) and g I (x) = x j n g J (x) where f I (x ′ , 0) = 0 and g J (x ′ , 0) = 0 for some I, J. Thus, we can always write λ in the following form λ = x k n τ + x j n ρ ∧ dx n where the differential forms τ and ρ do not contain dx n . Applying
n because the term kx k−1 n dx n ∧ τ ≡ 0 modulo x k n and as a consequence, we infer that k > j. Similarly, we can calculate δ X M λ = −(∓) n (⋆d ⋆ λ + ⋆ι X M ⋆ λ) = 0 ( using the Riemannian metric above). For simplicity, it is enough to calculate d ⋆ λ + ι X M ⋆ λ = 0 where ⋆λ = x k n ξ ∧ dx n + x j n ζ such that the differential forms ξ and ζ do not contain dx n and both of them should contain many of the coefficients h m,r (x). Hence, we get
Reducing this equation modulo x j n and for the same reason above but replacing k by j, then we can infer that k < j, but this is a contradiction, then there are not such largest positive integer numbers k and j. Hence, the Taylor series for the coefficients f I (x) and g I (x) around x n = 0 must be zero at p ∈ ∂M , i.e.
It means that all the higher partial derivatives of f I (x) and g I (x) we have already considered vanish at all points of the boundary ∂M. Thus, this facts are enough to show the mixed partial derivatives including x n also vanish at the boundary. Hence, λ has a zero of infinite order at p ∈ ∂M.
The remaining possibility of one of the the coefficients f I and g I having finite order and the other infinite order in x n follows from the same argument as above.
Thus, λ satisfies all the hypotheses of the strong Unique Continuation Theorem 2.2 then λ must be zero on all of R n . Since M is assumed to be connected, λ must be identically zero on all of M, i.e. λ ≡ 0.
Ì As a consequence of Theorem 2.3, we obtain the following results.
where " + " is not direct sum.
PROOF:
The X M -Friedrichs Decomposition Theorem (1.3 and 1.4) shows that (H
Hence, using these facts together with Theorem 2.3, we conclude eq.(2.2.) Ì Corollary 2. 5 The trace map i * :
PROOF: It is clear that i * is surjective and we can use theorem 2.3 to prove the kernel of the linear map i * is zero (i.e. ker i * = {0}) which implies that i * is injective. Thus, i * is bijection. Ì Corollary 2. 6 
1-The map f
: i * H ± X M ,N (M) −→ H ± X M (M) defined by f (i * λ N ) = [λ N ] for λ N ∈ H ± X M ,N (M) is an isomorphism.
2-The map h
: i * H n−± X M ,N (M) −→ H ± X M (M, ∂M) defined by h(i * λ N ) = [⋆λ N ] for λ N ∈ H n−± X M ,N (M) is an isomorphism.
PROOF:
1-f is a well-defined map because ker i * = {0} (corollary 2.5). Furthermore, f is a bijection because there exists a unique Neumann X M -harmonic field in any absolute X M -cohomology class (Theorem 3.16(a) of [1] ) hence part (1) holds.
2-It follows from part (1) by using X M -Poincaré-Lefschetz duality (Theorem 3.16(c) of [1]).

Ì Corollary 2.7 dim(H
In fact, it is worth saying that our paper [1] (in particular, the relation between the X M -cohomology and X M -harmonic fields) can be used to recover most of the results in chapter three of [14] on Ω ± G (M) but in terms of the operators d X M , δ X M and ∆ X M . In this paper we will need the following theorem which can be proved by using the X M -Hodge-Morrey-Friedrichs decompositions (1.5).
Theorem 2.8 Let M be a compact, oriented smooth Riemannian manifold of dimension n with boundary and with an action of a torus G which acts by isometries on M. Given
is solvable for ω ∈ Ω ±
G (M) if and only if the data obey the integrability conditions
Before defining this operator, we first need to prove the solvability of a certain boundary value problem BVP (3.1) which is shown in theorem 3.1. This theorem represents the keystone to define the X M -DN operator and then to exploiting a connection between this X M -DN operator and X M -cohomology via the Neumann X M -trace space i * H ± X M ,N (M).
Theorem 3.1 Let M be a compact, oriented smooth Riemannian manifold of dimension n with boundary and with an action of a torus G which acts by isometries on M. Given
2)
The solution of BVP (3.1) is unique up to an arbitrary Dirichlet X M -harmonic field
PROOF: Suppose eq.(3.1) has a solution then one can easily show that the condition (3.2) holds by using Green's formula (1.6). Now, suppose the condition η, 
Now, let ω 2 = ω − ω 1 , then the BVP (3.3) turns into the BVP (3.1). Hence, there exists a solution to the BVP (3.1) which is ω = ω 1 + ω 2 , where the uniqueness of ω is up to an arbitrary Dirichlet X M -harmonic fields. Ì 
then the BVP (3.4) is solvable and the solution is unique up to an arbitrary Dirichlet Theorem 3.1) . We can therefore define the
Note that taking d X M ω eliminates the ambiguity in the choice of the solution ω which means Λ X M θ is well defined.
In the case of X M = 0, the definition (3.2) reduces to the definition of Belishev and Sharafutdinov's DN-operator Λ [6] .
The remainder of our results in this section are slightly the analogues of the results in [6] .
Since d X M commutes with i * and ∆ X M then the BVP (3.4) and
The operator Λ X M is nonnegative in the sense that the integral
PROOF: For given θ, let ω ∈ Ω ± G (M) be a solution to the BVP (3.4) . Then it follows from (1.6) that
where
Conversely, if θ ∈ ker Λ X M and λ is a solution to the BVP (3.4) then θ = i * λ and equation (3.5) 
Applying, the X M -Friedrichs Decomposition Theorem (1.4), we can decompose ⋆λ as
Remark 2.10 asserts that ω can be chosen such that
We can obtain from eq. (3.6) that i
In particular, corollary 4.4 of [1] asserts that if the set of zeros N(X M ) of the corresponding vector field X M is equal to the fixed point set F for the G-action (M, ∂M). Hence, we conclude the following corollary which relates the kernel of Λ X M with the rank of the absolute and relative equivariant cohomology. In fact, we can write down some lower bounds for that rank:
The following theorem is the analogues of theorem 4.2 of [6] (our theorem 1.1). 
substituting α = (±1) n+1 ⋆ β into eq.(4.2), we have
Formulas (4.4) and (4.7) mean that Now, we can eliminate the form ψ from eq.(4.19) and eq.(4.21) and we can obtain that
X M -Hilbert transform
In this section, we introduce the X M -Hilbert transform which will be used in section 6. We begin with the following definition. Now, we adapt Shonkwiler's map [16] but in terms of our operators in order to define the followingsuch that σ solves the BVP
