Next generation sequencing is quickly replacing microarrays as a technique to probe different molecular levels of the cell, such as DNA or RNA. The technology provides higher resolution, while reducing bias. RNA sequencing results in counts of RNA strands. This type of data imposes new statistical challenges. * To whom correspondence should be addressed. 
INTRODUCTION
Technology to obtain digital expression data by sequencing (of parts) of the transcriptome is quickly replacing microarray technology. The promises are multi-fold including better coverage of the genome, higher resolution, less background noise, and better dynamic range, in particular at the low end of the spectrum. RNA sequencing technologies differ a lot in coverage and targets, but they have in common that the resulting data are composed of counts rather than (approximately) Gaussian data. Therefore, RNA sequencing data require a different analysis methodology from that of RNA microarray data. The methodology for analyzing RNA sequencing data is rapidly expanding. Methods differ in terms of the count model, application of shrinkage, flexibility of the designs, and type of inference. Below we discuss these issues.
While there is no consensus on what type of count model fits best to RNA sequencing data, most methods focus on a specific model, even though the best count model may depend on the technology used. The negative binomial (NB; i.e. Poisson-Gamma) seems most popular (Robinson and Smyth, 2007; Hardcastle and Kelly, 2010; Anders and Huber, 2010) , but other generalizations of the Poisson, usually allowing for overdispersion, are used as well (see, e.g. Auer and Doerge, 2011 ). While we focus on generalizing the NB model to allow for zero-inflation, our framework also facilitates other types of overdispersion, e.g. Poisson-Gaussian.
The common unit of measurement in RNA sequencing data is tags: identified strands of consecutive RNA bases. Alternatively, clusters of neighboring tags are considered. These clusters may represent many different genomic features such as promotor regions, transcripts, or exons. We generally refer to these as "features". The number of features measured is enormous, which creates an opportunity to shrink parameters. This is useful, because RNA sequencing is still expensive, and hence sample sizes are often small. Several methods for shrinking variance-related parameters are available, such as: parametric (Robinson and Smyth, 2007) , empirical Bayes (Hardcastle and Kelly, 2010) and non-parametric (Anders and Huber, 2010) . These methods consider shrinkage of one parameter. In many designs, it may be desirable to shrink multiple parameters. Our method provides such joint shrinkage.
Recently, Oshlack and others (2010) noticed that "no general methods have been proposed for the analysis of more complex designs, such as paired samples or time-course experiments, in the context of RNAseq data". Hence, they extended their initial approach (Robinson and Smyth, 2007) to multifactorial (McCarthy and others, 2012 ) and generalized linear model (GLM; Oshlack and others, 2010) settings. While these settings provide much more flexibility, they do not allow for inclusion of random effects. Our method, presented in a GLM setting, does allow for random effects.
In terms of inference, most methods focus on generating p-values, to which standard multiple testing corrections can be applied. Bayesian methods are also available (Jiang and Wong, 2009; Hardcastle and Kelly, 2010) , but without discussion of multiplicity corrections. We include estimation of the local and Bayesian false discovery rate (BFDR) to account for multiplicity.
In short, we develop a framework satisfying the following criteria: (1) allows for flexibility on the count model used; (2) provides shrinkage of multiple parameters; (3) allows for flexible study designs, including random effects; (4) addresses the multiplicity problem; and (5) is reasonably fast.
Integrated nested Laplace approximations (INLAs) for latent Gaussian models (Rue and others, 2009 ) provide the means to satisfy criteria (1), (3), and (5): it covers a large variety of Bayesian additive models, and the efficient use of numerical methods for sparse matrices and of nested Laplace approximations avoid MCMC. However, it relies on marginal models, and so does not directly allow for estimating parameters that depend on all features, as needed for shrinkage and multiplicity corrections (criteria (2) and (4)). We extend it using empirical Bayes-type shrinkage, which amounts to estimating (multiple) priors. Algorithms to fit the prior(s) are presented. The method allows for flexible priors such as parametric mixture priors and non-parametric priors. Simulations illustrate that the estimation procedures perform well on a variety of designs and priors. To deal with multiplicity, we shrink posteriors toward the null domain and discuss how local and Bayesian FDRs are estimated. While we implement our methods in the context of INLA, they apply to any approach that provides marginal posteriors.
Finally, we discuss two data sets, and the potential of the zero-inflated NB (ZI-NB) as a powerful alternative to the NB model. The two data sets illustrate two different aspects of our method: capable of handling complex designs and superior validation of small sample results by large sample ones in comparison with other methods.
SETTING
We focus on the (Bayesian) Generalized Linear Model setting. Since we assume p > n, we denote variables (features; data rows) by i = 1, . . . , p and samples (data columns) by j = 1, . . . , n. Then
where μ i j represents the mean of distribution function F and g a link function, x jk is the value of the kth covariate for sample j, and γ i = (γ i1 , . . . , γ iG ) are parameters not included in the regression on η i j , possibly used for modeling overdispersion or zero-inflation. For RNA sequencing data, F often represents (a generalization of) the Poisson distribution, such as the Poisson-Gamma (NB) model or a zero-inflated version thereof (motivated in Section 7.2). We allow for Gaussian random effects in the regression part. In a two-group setting, inference usually focuses on one coefficient, say β i1 , but very general regression settings are possible. Parameters at the lowest hierarchical level are endowed with priors. Our method allows for multiple, informative priors, which are estimated rather than assumed. To select parameters with an informative rather than vague prior, the following considerations guided us. First, for overdispersion or random effects parameters (φ i = γ ig and τ 2 i , respectively) we often use an informative prior to effectuate shrinkage of dispersion-related parameters, leading to more stable estimates. Secondly, an informative prior is applied 116 M. A. VAN DE WIEL AND OTHERS to the main parameter of interest to accommodate multiplicity correction. Next, we discuss the estimation of those priors.
Denote a parameter corresponding to an informative prior by θ i (e.g. θ i = β i1 ) and denote the parametric prior of θ i by π α (θ ) for i = 1, . . . , p, where vector α consists of the unknown hyper-parameters (parameters of priors). The parametric form of π α (θ ) depends on the type of parameter. For example, N (μ, σ
2 ) gives α = (μ, σ ). Furthermore, denote the collection of all unknown hyper-parameter vectors by A, and so α ∈ A. INLA allows fitting model (2.1) for a fixed value of A, but does not facilitate the estimation of the elements of A itself. We first explain how α is estimated for parametric priors complying with INLA, before discussing alternative priors. The methods below are illustrated by an example in supplementary material available at Biostatistics online, Section 17.
ESTIMATION OF PRIORS

Joint estimation of hyper-parameters
We propose an empirical Bayes-type approach to estimate the elements of A. We first focus on one α ∈ A and assume A − = A \ {α} to be known. Assume a common prior π α (θ ) for all θ i and denote the posterior
Hence, the posterior may also depend on hyperparameters in A other than α. Assume Y i , i = 1, . . . , p, to be independent samples from density f A (y). Both f A (y) and π A (θ |Y i = y) may depend on i through different models or covariates, but for clarity we drop the index. Then
where π A (θ |Y i ) is the posterior of θ i given its corresponding data Y i . Hence, the estimation of α can be implemented using software like INLA that computes marginal posteriors under given models for the priors and the data, by substituting the posteriors in the right side of (3.1), and finding the value of α for which (3.1) holds. If |A| > 1 and A − is not known, then (3.1) becomes a system of equations with respect to the elements of A. We propose an iterative algorithm to find all α ∈ A. Online supplementary material, Section 1, provides the approximate equivalence of (3.1) to conventional empirical Bayes, i.e. maximization of the marginal likelihood. The crucial difference is that the method based on (3.1) depends solely on marginal posteriors, whereas direct maximization of the marginal likelihood with respect to A depends on joint posteriors.
To find α, we apply an "EM-like" procedure: initialize all α ∈ A, compute posteriors given the current values, re-estimate all α and iterate. We first discuss re-estimation of one α. Let A ( ) be the current estimate of A. Then the new maximum likelihood-based estimate α ML,( +1) is
where
) is the log-likelihood of the prior at z A ( ) : a large set of S independent samples from π (θ ) . Hence, ML is used atypically, because z s,A ( ) is not an observation. Instead, it serves approximating an empirical mixture by a specific parametric form.
Re-estimation of hyper-parameters, α ∈ A, is performed separately for each prior. The marginal posterior of a parameter, however, may depend on priors of others. Therefore, joint re-estimation of posteriors is required, which is accommodated by INLA. Let B be the number of informative priors and α , b = 1, . . . , B; (4) reiterate from step (2) until convergence. Next, we extend the algorithm above.
Refinement of marginal posteriors under an alternative prior
The numerical approximations in INLA allow efficient integration of the full posterior to obtain marginal posteriors. However, the above iterative procedure requires the use of parametric priors that comply with INLA (or other full Bayes methodology). Often, one particular central parameter of interest exists. In small sample settings, its prior may have a considerable effect on the posterior and hence on inference. So, it may be desirable to refine its marginal posterior by using a more suitable or flexible prior. Next,we show how to refine a marginal posterior, as obtained from the iterative joint procedure, when changing one particular prior while leaving the others unchanged.
Let π 
The proportionality constant is computed by normalization using integration. Numerically, (3.3) may be problematic when π α * b (θ ) is narrow. Therefore, we advise one to compute posteriors π A * (θ |Y i ) under a wider prior than the one resulting from the iterative joint procedure. In our experience, a prior with sd two to five times as large works well, with very similar results in this range.
Equation ( (θ ) (and skip step (2) once, because the posteriors are known).
Step (3) requires the estimation of the new prior. We first cover non-parametric priors.
Non-parametric priors provide maximal flexibility and adaptivity, an advantage for the main parameter of interest, due to the consequences for inference. Although the empirical mixture of current posteriors, π
, defined analogously to (3.1), could directly be used as an estimate of π +1 (θ ) in the iterative marginal procedure, imposing some degree of smoothness seems reasonable. We use straightforward Gaussian kernel density estimation on a large sample from this mixture. We offer two alternatives with increasing stability, in particular of the tails: estimation under the restrictions of unimodality and logconcavity (Lutz and Rufibach, 2011) . Parametric mixture priors that allow a point-mass may be useful to model non-differential effects. The above iterative marginal procedure can be used to estimate the mixture hyper-parameters by fitting these to a sample from the empirical mixture of current posteriors using an EM-algorithm. However, we provide a computationally more efficient method in online supplementary material, Section 2, which explicitly maximizes the marginal likelihood: the direct maximization procedure.
Combination of the iterative joint and the marginal refinement procedures provides marginal posteriors of a parameter of interest under a flexible prior while respecting dependencies on other parameters. The iterative algorithms need to be applied to a limited subset of features only, which saves considerable computing time. Online supplementary material, Section 3, contains details on efficiency and convergence.
INFERENCE, PARAMETRIC PRIORS, AND MULTIPLICITY
The large number of features implies that one needs to account for multiplicity when inference is desired. We first assume a one-parameter, one-sided interval null-hypothesis setting before discussing extensions to two-sided inference and multiple comparisons. The hypotheses are
with parameter of interest β i = β i1 and set a priori. Moreover, define π 0i = P(H 0i |Y i ) and π 1i = P(H 1i |Y i ) = 1 − π 0i . Typically, those features for which π 0i t for small t are of interest. Note that β i may also be a contrast, e.g. to detect monotonic time trends; see online supplementary material, Section 6. Scott and Berger (2006) extensively motivate the use of (generally informative) priors to account for multiplicity in Bayesian inference. The choice of the type of prior, non-parametric or parametric (and its form), is important. In (4.1), there is no principal reason to use = 0. Positive values may be useful to avoid detecting statistically "significant", but small, non-relevant effects.
Parametric priors
Priors and posteriors that have positive mass on = 0 are of interest, because these reflect a belief in true non-differential effects. We turn to parametric priors in this setting. Natural extensions of the Gaussian prior are the Dirac-Gaussian prior (Lönnstedt and Speed, 2003) and the Gaussian-Dirac-Gaussian mixture prior (Lewin and others, 2007) :
3) where δ 0 is the Dirac mass on 0 and N (β; μ, τ 2 ) denotes the Gaussian density with parameters (μ, τ 2 ), p 0 = 1 − p −1 − p 1 , and μ −1 < 0 and μ 1 > 0. In addition, we provide implementation of the GammaDirac-reverse Gamma mixture (Lewin and others, 2007) and Dirac-central Laplace mixture priors. Priors for the precision of random effects are discussed in online supplementary material, Section 4.
Local fdr and BFDR
Use of informative priors accounts for multiplicity in the sense that posteriors of β i 's are typically more concentrated around zero than with flat priors. As such, one may directly use the posterior probabilities π 0i for inference. In fact, lfdr i = π 0i = P(H 0i |Y i ) is a version of the local false discovery rate (lfdr, Efron and others (2001) ), based on conditioning on the data instead of on a statistic. Then it is clear that the use of an (estimated) informative prior on β i is crucial because π 0i = P(H 0i |Y i ) = P 0 /(P 0 + P 1 ),
Hence, when the sample size is small, π 0i may depend strongly on π(β). Alternatively, Lewin and others (2007) and Ventrucci and others (2011) suggest the use of the BFDR.
(4.4) As illustrated in Section 7.2, accounting for zero-inflation may be useful. We use the following parameterization: the density of
and μ i j constant, the above density converges to a Poisson with mean μ i j . For modeling zeroinflation, let h be the ZI − NB(μ i j , w 0i , φ i ) density. Then
The regression involves only the second component of (5.1) by log-linking μ i j to covariates x j1 , . . . , x j K . An alternative parameterization attributes all mass on 0 to the point mass and uses a conditional NB in the second part. Then the zeros have no impact on the regression parameters, whereas with (5.1) the zeros have an impact up to the extent that the NB accounts for it, which implies a smoother transition from non-zeros to zeros. Our approach allows parametric (mixture) priors on w 0i (see online supplementary material, Section 8, for discussion) and on ν i = exp(φ i ), e.g. a mixture of a Dirac mass on zero and a log-normal distribution, which may be useful for ν i (see online supplementary material, Section 7 and Figure 13 for φ i ).
SIMULATION RESULTS
Accuracy of estimation
We performed extensive simulations to validate our estimation procedures. Online supplementary material, Section 9, provides the details on four cases. Here, we summarize the results. All cases are based on the NB model. Case 1 is a two-group comparison (sample size: 2*8) with mixture priors on both the grouprelated parameter β i1 and the overdispersion parameter ν i . Case 2 is a multiple comparison (sample size: 5*5) with a mixture prior on the pairwise differences and a Gaussian prior on φ i = log(ν i ). Case 3 is a two-group comparison (sample size: 2*8) with either a t 4 prior or a shifted (2, 1) prior on β i1 and a Gaussian prior on φ i . Here, we non-parametrically estimate the prior of β i1 . Finally, Case 4 is a twogroup comparison (sample size: 2*9) including a random effect with six levels. Three priors are estimated: Gaussian priors on β i1 and φ i and a -prior on log-precision of the random effect. This case is challenging, because the latter two priors both model dispersion. In all cases, the priors are very accurately estimated, both in terms of parameter values and the Kolmogorov-Smirnov distance to the truth. Case 1 was also used to evaluate the accuracy of BFDR. Online supplementary material, Figure 4 , shows that it is slightly conservative w.r.t. FDR, but rather accurate for this case. More discussion on BFDR vs. FDR is provided by Ventrucci and others, 2011.
Comparison with other methods
We compare our method, termed "ShrinkSeq", with: baySeq (Hardcastle and Kelly, 2010) , NOISeq (Tarazona and others, 2011) , DESeq (Anders and Huber, 2010) , and edgeR (Robinson and others, 2010) . We study the effect of (1) a Dirac-Gaussian mixture for overdispersion; (2) shrinkage of the parameter of interest; (3) many zeros in the data for a two-group setting; (4) many zeros in the data for a timecourse setting. The first two simulations are based on the NB model, the latter two are data-based, and hence unbiased with respect to any of the methods. Details are provided in online supplementary material, Section 10. Online supplementary material, Figures 5-8 , show partial ROC curves, restricted to specificity larger than 80%. At specificity equal to 95% ShrinkSeq NP, which uses a non-parametric prior for the parameter(s) of interest, has sensitivities 2-50, 10-30, >40, and >15% higher than those of the others in the aforementioned scenarios. Finally, online supplementary material, Figure 5 , shows that a parametric prior on this parameter (ShrinkSeq P) may further improve the ROC curve and online supplementary material, Figure 8 , illustrates the ability of linear contrasts to better detect monotonic time trends (ShrinkSeq monotone).
DATA ANALYSIS
Below we illustrate our methods on two data sets. The first corresponds to a fairly complex design and small sample size. We discuss the need to include random effects and illustrate the effects of accounting for zero-inflation and shrinkage of multiple parameters. Other methods provide some of these features as well, but the combination is not covered. The second is a simple two-group comparison, the large sample size of which we utilize for sample splitting to compare methods.
CAGE data
The data were generated by Pardo et al. (manuscript in preparation) to profile transcription start sites and promoter regions from the aged human brain. Twenty-five libraries from RNA isolated from five brain regions (caudate nucleus, frontal lobe, hippocampus, putamen, and temporal lobe) from seven donors were prepared using the CAGE methodology. The design is unbalanced, because some individuals lack a measurement for one or more brain regions and it includes two batches (Table 1) . Some normalization methods attempt to remove batch effects, but, to guard against feature-specific effects, we opt to include "batch" in the model. To account for variation on the individual level, individuals enter the model as levels of a random factor. A symbol indicates that a sample from the concerning individual and brain region is present in the study, measured either in batch 1 (square) or batch 2 (triangle). More details on the CAGE methodology and preprocessing of these data, including tag clustering and filtering, are given in online supplementary material, Section 11. A set of 10.000 features (here, tag clusters that represent promotor regions) is used for the illustration of our approach. Anders and Huber (2010) observe that in the NB setting, the overdispersion parameter φ i and the mean μ i j are related. This makes univariate shrinkage of the overdispersion suboptimal. Anders and Huber (2010) solve this by using a non-parametric regression curve that locally estimates the relationship between the mean and the variance. They use the curve estimate as the final estimate of the feature's variance. We prefer to incorporate the feature's own variability and therefore provide shrinkage of the feature's dispersion toward the curve estimate (NB+ model; online supplementary material, Section 12). Here, another alternative is motivated: high overdispersion for low-count features could be caused by not accounting for "zero-inflation" in the NB model. Figure 1(a) shows that, for the NB model with a Gaussian prior on φ i , a strong residual trend is indeed apparent: low-count features generally correspond to high overdispersion. However, when accounting for zero-inflation, this residual trend disappears, as illustrated in Figure 1(b) .
Bayesian analysis of RNA sequencing data
Including zero-inflation
Model and fitting strategies
Let G, B, and I denote "group" (brain region), "batch", and "individual", respectively. Regression parameters and the relevant columns of the design matrix x are coded accordingly. Moreover, let η i j = log(μ i j ).
122
M. A. VAN DE WIEL AND OTHERS
Then, our model as used for joint estimation of priors and posteriors is
The model is fitted using the iterative joint procedure, which provides estimates of all hyper-parameters and posteriors of all other parameters. In addition, posteriors of the contrasts of interest,
Finally, the marginal posteriors of these contrasts are refined using parametric mixture priors and nonparametric priors.
Here, we present the results of the analysis with a non-parametric prior as estimated by the iterative marginal procedure. The results from parametric mixture priors are discussed in online supplementary material, Section 13. We used all three options for fitting a non-parametric prior: unrestricted, unimodal, and log-concave kernel densities. The latter two are superior in terms of stability of the tails. Results for these priors are very similar in terms of marginal likelihood, with the log-concave one somewhat smoother in the tails and more symmetric. Hence, we show the results for this one.
For parameters w 0i , β i0 , and β B i , we use vague priors instead of informative ones. Partly because of computational efficiency, but also because an informative prior is not likely to render a large advantage (these parameters are rather feature-specific; see also online supplementary material, Section 8).
In short, the complete procedure is as follows: (1) jointly shrink β G i , φ i , and τ I i by estimating A using the iterative joint procedure; (2) fit the model for all features using the shrunken parameters, which requires (see online supplementary material, Section 7): (a) fitting the ZI-NB model and the zero-inflated Poisson (with overdispersion ν i = 0); (b) combining the two posteriors for each parameter into one posterior; (3) shrink the group-related contrasts β ik to a common nonparametric prior using the iterative marginal procedure; and (4) compute posteriors and false discovery rates for the contrasts.
Results
Estimates of the hyper-parameters for ν i are:q 0 = 0.057,μ = −1.29,σ = 1.07. Online supplementary material, Section 14, shows the strong stabilizing effect of shrinkage on the stability of the estimate of ν i , as demonstrated by others in different settings (Robinson and Smyth, 2007; Anders and Huber, 2010) . Estimates of the hyper-parameters of the random effects parameter (τ 2 ) and N (0, 2(τ
2 ) priors for contrasts β i1 (because β G i1 = 0) and β ik , > k > 1, respectively. As discussed below (3.3), we use much wider central Gaussian priors, namely those with 10-fold variances, to initialize the iterative marginal procedure for estimating the non-parametric, log-concave prior.
The log-concave prior on β ik converges well (online supplementary material, Figure 15 ). Online supplementary material, Figure 14 , displays its final shape, which is somewhat more heavy-tailed than the corresponding Gaussian density. Its stabilizing effect on the estimates of β ik compared with a vague prior is discussed in online supplementary material, Section 14. BFDR max = 0.05, 0.10 are the thresholds used for both criteria. The comparison involving groups i and j is denoted by i-j. We computed BFDR II (t) and BFDR ∪ (t) (see online supplementary material, Section 5). Table 2 displays the number of detections for = 0.1, 0.25, 0.5, and BFDR II (t) BFDR max = 0.05, 0.10. Observe that the comparison group 1 (caudate nucleus) vs. 4 (putamen) renders relatively few detections. This is reasonable, given the underlying ontological and functional "proximity" of striatal regions (Roth and others, 2006) . Likewise, the two cortical regions, namely frontal and temporal (groups 2 and 5, respectively), are relatively similar in terms of differential expression.
The complexity of the design complicates the comparison of our ZI-NB model with other methods, mostly because these do not yet allow for the inclusion of random effects. However, within our setting we do compare the ZI-NB model with the NB (using Gaussian shrinkage for φ i ; in the spirit of edgeR) and NB+ model (curvature shrinkage; in the spirit of DESeq). Assuming that in all three settings BFDR II (t) is correctly estimated, it is reasonable to compare the number of detected contrasts at a fixed threshold for BFDR II (t), which we report in Table 3 . For this data set, both the ZI-NB and NB+ models detect more than the NB model, probably due to the improved modeling of overdispersion. The NB+ model gives fairly similar results to those of the ZI-NB model for the very high-count contrasts, detects somewhat less medium and high-count contrasts, and detects much less low and very low-count contrasts. The latter is probably due to relatively high overdispersion estimates for features corresponding to those contrasts when a curvature estimate is used. Use of lfdr instead of BFDR leads to the same conclusions (see online supplementary material, Table 5 ). Online supplementary material, Table 6 , shows five illustrative contrasts, ranging from very low to very high counts. Note that the non-parametric prior, rather concentrated around 0, has a strong "shrinkage-towards-zero" effect on the posteriors of the contrasts, which is desirable in this multiplicity context.
HapMap RNA-seq data
The second data set contains exon read counts for 60 samples of Caucasian (Montgomery and others, 2010) and 69 samples of Nigerian (Pickrell and others, 2010) origin. Online supplementary material, Section 15, discusses preprocessing and analysis of these HapMap RNA-seq data. The large sample size and plain two-group design facilitate further comparison of ShrinkSeq with DESeq, edgeR, and baySeq. NOISeq is excluded because it did not render any detections at a 0.1 significance cut-off.
We first perform a balanced split: the last Nigerian sample is removed, and the remaining 60 vs. 68 are split into two halves of 30 vs. 34. These are used to study reproducibility. Online supplementary material, Figure 16 , shows the results: ShrinkSeq shows the highest Spearman correlation between halves, but the other methods are close. For each half the results correlate well between methods (online supplementary material, Table 7 ), in particular for ShrinkSeq, DESeq, and edgeR. The similar performances are likely due to the relatively modest effect of (the different types of) shrinkage for these fairly large sample sizes.
Next, we perform several unbalanced splits: the data set is split into a small part (8 vs. 8) and a large complementary one (52 vs. 61). Splitting is repeated four times to account for the variability of the small part results. The small part mimics a realistically sized two-group discovery study, whereas the large part serves as validation. We study to what extent detections in the small part are validated in the large part, and what proportion of detections in the large part is also detected in the small part. To this end, we define: the false self-validation rate (FSVR): the rate of detections in the small part that are validated in the large part by the same method; and the self-detection rate (SDR): the rate of detections in the large part that are already detected in the small part by the same method. Detections are defined by a (B)FDR cut-off equal to 0.1. Table 4 shows the results. DESeq and baySeq seem fairly conservative, leading to the low FSVR, but also to a much lower SDR than edgeR and ShrinkSeq. This is reflected in the number of detections in the small data sets (range), for DESeq: 60-1021; baySeq: 456-1232; edgeR: 578-2131, and ShrinkSeq: 1414-4033 . For three out of four splits ShrinkSeq's FSVR is smaller than 0.1.
Comparison of the results in Table 4 is somewhat disturbed by the different concepts of (B)FDR used by the four methods to define a detection cut-off. Therefore, we provide a comparison that uses the same benchmark for all four methods and depends only on the ranking of the small set results. The common benchmark set includes all features that are detected by at least three out of four methods in the large part. Then, for a set of features ranked highest by a given method in the small part the false validation rate (FVR) is defined as the proportion of features in this set not present in the benchmark set. illustrates the consistently superior performance of ShrinkSeq: its FVR is uniformly lower than that of the others when selecting the top 1-20% features from the small part. If one selects the 10% highest-ranked features from the small part by ShrinkSeq, the FVR is 1.3-1.7, 2.5-4.8, and 2.0-2.9 times smaller than the corresponding FVRs of DESeq, baySeq, and edgeR, respectively. So for such small sample sizes (8 vs. 8), the type of shrinkage, and handling of zeros clearly has an effect.
DISCUSSION
Our method may be regarded as a hybrid full Bayes-empirical Bayes method, because we estimate some priors while leaving others vague. In essence, it is empirical Bayes: priors of crucial parameters are estimated, where we allow for arbitrary parametric and non-parametric priors. We introduced parametric priors that allow a point mass on 0. However, like Lewin and others (2007) , we noted that data often prefer a smoother density close to 0. It is often unclear whether "true zero effects" exist. Still, it may be interesting to extend our method such that sparsity is enforced, e.g. by stronger penalization of non-zero effects than that effectuated by the marginal likelihood (which prefers concentrated priors) or by alternative parametric priors.
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Shrinkage of priors may also be implemented by an MCMC-based full Bayesian approach, which would impose hyper-priors on the hyper-parameters. Such an approach would have the advantage of providing joint posteriors. However, non-parametric priors are not accommodated. Moreover, MCMC may perform poorly on latent Gaussian models, which include our models (Rue and others, 2009) , and is computationally unpractical in (very) high-dimensional settings. Finally, implementing MCMC often requires considerable effort for a given study, while our software builds on INLA to easily handle many different designs and count models.
The ZI-NB model treats zeros differently from positive counts. Zeros have an impact on the regression (and hence on inference), but only to the extent that they fit to the NB. Zeros may be "true zeros": the feature is really absent, but may also reflect failure to read such a feature. This reading failure is a technical artifact, hence independent of biological conditions, which supports condition-independent zero-inflation as in our model. Also, if one includes condition-dependent zero-inflation, one needs to integrate inference of those parameters with that of the regression ones, which is not trivial in terms of implementation and interpretation.
Other methods only provide shrinkage of dispersion parameters, not of regression parameters. In a frequentistic setting, the latter is not required for multiplicity correction. However, the non-shrunken estimates for the most "significant" features are biased, due to selection (Crager, 2010) . Hence, for correct quantification of effect sizes for those features, shrinkage of regression parameters is important.
We foresee several extensions, both in terms of application and methodology. We aim to apply our approach to other high-dimensional count data, such as proteomics data. In addition, it is straightforward to include feature-specific covariates in the regression, such as DNA copy number variation to (partly) explain RNA counts. From the methodology viewpoint, multivariate priors and posteriors are of interest to accommodate dependencies between parameters and allow simultaneous inference on parameters. INLA includes latent models, which are useful to model spatial or other structural dependencies. We aim to apply these to account for known structures, in a particular genomic position of the feature. Such dependencies have been explored by Hu and others (2012) , however, not in a shrinkage context and by the use of MCMC. As stated by McCarthy and others (2012) , analysis methods for differential RNAseq-based gene expression can also be applied to isoforms, once these have been identified. However, incorporating identification uncertainty and modeling the interdependency between isoforms of the same gene may lead to more efficient inference.
Our method seems promising for detecting differential features across the entire spectrum, including the lower counts. This is useful because potential new targets may hide here when microarray technology failed to detect these due to higher background signal ('t Hoen and others, 2008) . The novelty of our method mostly lies in the combination of several aspects relevant to the analysis of RNA sequencing data: large applicability (by allowing flexible designs and random effects), enhanced power and reproducibility (due to incorporating zero-inflation and shrinkage of dispersion parameters) and multiplicity-corrected inference (using shrinkage of inference parameters). Hence, it provides a comprehensive analysis of RNA sequence data in many settings.
SOFTWARE
All the methodology discussed in this paper is implemented in R under the name "ShrinkSeq". The code and the data are available from http://www.few.vu.nl/∼mavdwiel. We refer the reader to online supplementary material, Section 16, for more comments on the software and computing times.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org. 
