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Grammatial relationships (GRs)
form an important level of natu-
ral language proessing, but dier-
ent sets of GRs are useful for dier-
ent purposes. Therefore, one may of-
ten only have time to obtain a small
training orpus with the desired GR
annotations. To boost the perfor-
mane from using suh a small train-
ing orpus on a transformation rule
learner, we use existing systems that
nd related types of annotations.
1 Introdution
Grammatial relationships (GRs), whih in-
lude arguments (e.g., subjet and objet) and
modiers, form an important level of natural
language proessing. Examples of GRs in the
sentene
Today, my dog pushed the ball on the oor.
are pushed having the subjet my dog, the
objet the ball and the time modier To-
day, and the ball having the loation modier
on (the oor). The resulting annotation is
my dog −subj→ pushed
on −mod-lo→ the ball
∗
This paper reports on work performed at the
MITRE Corporation under the support of the MITRE
Sponsored Researh Program. Mar Vilain provided
the motivation to nd GRs. Warren Grei suggested
using randomization-type tehniques to determine sta-
tistial signiane. Sabine Buhholz and John Car-
roll ran their GR nding systems over our data for the
experiments. Jun Wu provided some helpful explana-
tions. Christine Doran and John Henderson provided
helpful editing. Three anonymous reviewers provided
helpful suggestions.
et. GRs are the objets of study in rela-
tional grammar (Perlmutter, 1983). In the
SPARKLE projet (Carroll et al., 1997), GRs
form the top layer of a three layer syntax
sheme. Many systems (e.g., the KERNEL
system (Palmer et al., 1993)) use GRs as an
intermediate form when determining the se-
mantis of syntatially parsed text. GRs are
often stored in strutures similar to the F-
strutures of lexial-funtional grammar (Ka-
plan, 1994).
A ompliation is that dierent sets of GRs
are useful for dierent purposes. For exam-
ple, Ferro et al. (1999) is interested in seman-
ti interpretation, and needs to dierentiate
between time, loation and other modiers.
The SPARKLE projet (Carroll et al., 1997),
on the other hand, does not dierentiate be-
tween these types of modiers. As has been
mentioned by John Carroll (personal ommu-
niation), ombining modier types together
is ne for information retrieval. Also, having
less dierentiation of the modiers an make
it easier to nd them (Ferro et al., 1999).
Furthermore, unless the desired set of GRs
mathes the set already annotated in some
large training orpus,
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one will have to either
manually write rules to nd the GRs, as done
in Aït-Mokhtar and Chanod (1997), or anno-
tate a new training orpus for the desired set.
Manually writing rules is expensive, as is an-
notating a large orpus.
Often, one may only have the resoures to
produe a small annotated training set, and
many of the less ommon features of the set's
1
One example is a memory-based GR nder (Buh-
holz et al., 1999) that uses the GRs annotated in the
Penn Treebank (Marus et al., 1993).
domain may not appear at all in that set.
In ontrast are existing systems that perform
well (probably due to a large annotated train-
ing set or a set of arefully hand-rafted rules)
on related (but dierent) annotation stan-
dards. Suh systems will over many more
domain features, but beause the annotation
standards are slightly dierent, some of those
features will be annotated in a dierent way
than in the small training and test set.
A way to try to ombine the dierent advan-
tages of these small training data sets and ex-
isting systems whih produe related annota-
tions is to use a sequene of two systems. We
rst use an existing annotation system whih
an handle many of the less ommon features,
i.e., those whih do not appear in the small
training set. We then train a seond system
with that same small training set to take the
output of the rst system and orret for the
dierenes in annotations. This approah was
used by Palmer (1997) for word segmentation.
Hwa (1999) desribes a somewhat similar ap-
proah for nding parse brakets whih om-
bines a fully annotated related training data
set and a large but inompletely annotated -
nal training data set. Both these works deal
with just one (word boundary) or two (start
and end parse braket) annotation label types
and the same label types are used in both the
existing annotation system/training set and
the nal (small) training set. In ompari-
son, our work handles many annotation la-
bel types, and the translation from the types
used in the existing annotation system to the
types in the small training set tends to be both
more ompliated and most easily determined
by empirial means. Also, the type of baseline
sore being improved upon is dierent. Our
work adds an existing system to improve the
rules learned, while Palmer (1997) adds rules
to improve an existing system's performane.
We use this related system/small training
set ombination to improve the performane
of the transformation-based error-driven
learner desribed in Ferro et al. (1999). So
far, this learner has started with a blank
initial labeling of the GRs. This paper
desribes experiments where we replae this
blank initial labeling with the output from
an existing GR nder that is good at a
somewhat dierent set of GR annotations.
With eah of the two existing GR nders that
we use, we obtained improved results, with
the improvement being more notieable when
the training set is smaller.
We also nd that the existing GR nders
are quite uneven on how they improve the re-
sults. They eah tend to onentrate on im-
proving the reovery of a few kinds of rela-
tions, leaving most of the other kinds alone.
We use this tendeny to further boost the
learner's performane by using a merger of
these existing GR nders' output as the initial
labeling.
2 The Experiment
We now improve the performane of the
Ferro et al. (1999) transformation rule
learner on a small annotated training set by
using an existing system to provide initial
GR annotations. This experiment is repeated
on two dierent existing systems, whih
are reported in Buhholz et al. (1999) and
Carroll et al. (1999), respetively.
Both of these systems nd a somewhat
dierent set of GR annotations than the
one learned by the Ferro et al. (1999) sys-
tem. For example, the Buhholz et al. (1999)
system ignores verb omplements of verbs
and is designed to look for relationships
to verbs and not GRs that exist between
nouns, et. This system also handles
relative lauses dierently. For example,
in Miller, who organized ..., this system is
trained to indiate that who is the subjet
of organized, while the Ferro et al. (1999)
system is trained to indiate that Miller
is the subjet of organized. As for the
Carroll et al. (1999) system, among other
things, it does not distinguish between sub-
types of modiers suh as time, loation and
possessive. Also, both systems handle opu-
las (usually using the verb to be) dierently
than in Ferro et al. (1999).
2.1 Experiment Set-Up
As desribed in Ferro et al. (1999), the trans-
formation rule learner starts with a p-o-s
tagged orpus that has been hunked into
noun hunks, et. The starting state also in-
ludes imperfet estimates of pp-attahments
and a blank set of initial GR annotations.
In these experiments, this blank initial set
is hanged to be a translated version of the
annotations produed by an existing system.
This is how the existing system transmits
what it found to the rule learner. The set-
up for this experiment is shown in gure 1.
The four omponents with + signs are taken
out when one wants the transformation rule
learner to start with a blank set of initial GR
annotations.
The two ars in that gure with a * indiate
where the translations our. These transla-
tions of the annotations produed by the ex-
isting system are basially just an attempt to
map eah type of annotation that it produes
to the most likely type of orresponding an-
notation used in the Ferro et al. (1999) sys-
tem. For example, in our experiments, the
Buhholz et al. (1999) system uses the anno-
tation np-sbj to indiate a subjet, while the
Ferro et al. (1999) system uses the annota-
tion subj. We reate the mapping by ex-
amining the training set to be given to the
Ferro et al. (1999) system. For eah type of
relation ei output by the existing system when
given the training set text, we look at what
relation types (whih tk's) o-our with ei in
the training set. We look at the tk's with the
highest number of o-ourrenes with that
ei. If that tk is unique (no ties for the highest
number of o-ourrenes) and translating ei
to that tk generates at least as many orret
annotations in the training set as false alarms,
then make that translation. Otherwise, trans-
late ei to no relation. This latter translation
is not unommon. For example, in one run of
our experiments, 9% of the relation instanes
in the training set were so translated, in an-
other run, 46% of the instanes were so trans-
lated.
Some relations in the Carroll et al. (1999)
system are between three or four elements.
These relations are eah rst translated into
a set of two element sub-relations before the
examination proess above is performed.
Even before applying the rules, the trans-
lations nd many of the desired annotations.
However, the rules an onsiderably improve
what is found. For example, in two of our
early experiments, the translations by them-
selves produed F-sores (explained below)
of about 40% to 50%. After the learned
rules were applied, those F-sores inreased
to about 70%.
An alternative to performing translations is
to use the untranslated initial annotations as
an additional type of input to the rule sys-
tem. This alternative, whih we have yet
to try, has the advantage of tting into the
transformation-based error-driven paradigm
(Brill and Resnik, 1994) more leanly than
having a translation stage. However, this ad-
ditional type of input will also further slow-
down an already slow rule-learning module.
2.2 Overall Results
For our experiment, we use the same
1151 word (748 GR) test set used in
Ferro et al. (1999), but for a training set, we
use only a subset of the 3299 word training set
used in Ferro et al. (1999). This subset on-
tains 1391 (71%) of the 1963 GR instanes in
the original training set. The overall results
for the test set are
Smaller Training Set, Overall Results
R P F ER
IaC 478 (63.9%) 77.2% 69.9% 7.7%
IaB 466 (62.3%) 78.1% 69.3% 5.8%
NI 448 (59.9%) 77.1% 67.4%
where row IaB is the result of using the rules
learned when the Buhholz et al. (1999) sys-
tem's translated GR annotations are used
as the Initial Annotations, row IaC is the
similar result with the Carroll et al. (1999)
system, and row NI is the result of using
the rules learned when No Initial GR an-
notations are used (the rule learner as run
in Ferro et al. (1999)). R(eall) is the num-
ber (and perentage) of the keys that are
realled. P(reision) is the number of or-
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Figure 1: Set-up to use an existing system to improve performane
retly realled keys divided by the num-
ber of GRs the system laims to exist.
F(-sore) is the harmoni mean of reall (r)
and preision (p) perentages. It equals
2pr/(p + r). ER stands for Error Redu-
tion. It indiates how muh adding the ini-
tial annotations redued the missing F-sore,
where the missing F-sore is 100%−F. ER=
100%×(FIA−FNI)/(100%−FNI), where FNI
is the F-sore for the NI row, and FIA is the
F-sore for using the Initial Annotations of
interest. Here, the dierenes in reall and F-
sore between NI and either IaB or IaC (but
not between IaB and IaC) are statistially sig-
niant. The dierenes in preision is not.
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In these results, most of the modest F-sore
gain ame from inreasing reall.
One may note that the error redutions here
are smaller than Palmer (1997)'s error redu-
tions. Besides being for dierent tasks (word
segmentation versus GRs), the redutions are
also omputed using a dierent type of base-
line. In Palmer (1997), the baseline is how
well an existing system performs before the
rules are run. In this paper, the baseline is
the performane of the rules learned without
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When omparing dierenes in this paper, the
statistial signiane of the higher sore being bet-
ter than the lower sore is tested with a one-sided
test. Dierenes deemed statistially signiant are
signiant at the 5% level. Dierenes deemed non-
statistially signiant are not signiant at the 10%
level. For reall, we use a sign test for mathed-pairs
(Harnett, 1982, Se. 15.5). For preision and F-sore,
a mathed-pairs randomization test (Cohen, 1995,
Se. 5.3) is used.
rst using an existing system. If we were to
use the same baseline as Palmer (1997), our
baseline would be an F of 37.5% for IaB and
52.6% for IaC. This would result in a muh
higher ER of 51% and 36%, respetively.
We now repeat our experiment with the
full 1963 GR instane training set. These re-
sults indiate that as a small training set gets
larger, the overall results get better and the
initial annotations help less in improving the
overall results. So the initial annotations are
more helpful with smaller training sets. The
overall results on the test set are
Full Training Set, Overall Results
R P F ER
IaC 487 (65.1%) 79.7% 71.7% 6.3%
IaB 486 (65.0%) 76.5% 70.3% 1.7%
NI 476 (63.6%) 77.3% 69.8%
The dierenes in reall, et. between IaB and
NI are now small enough to be not statisti-
ally signiant. The dierenes between IaC
and NI are statistially signiant,
3
but the
dierene in both the absolute F-sore (1.9%
versus 2.5% with the smaller training set) and
ER (6.3% versus 7.7%) has dereased.
2.3 Results by Relation
The overall result of using an existing system
is a modest inrease in F-sore. However, this
inrease is quite unevenly distributed, with a
3
The reall dierene is semi-signiant, being sig-
niant at the 10% level.
few relation(s) having a large inrease, and
most relations not having muh of a hange.
Dierent existing systems seem to have dier-
ent relations where most of the inrease o-
urs.
As an example, take the results of using
the Buhholz et al. (1999) system on the 1391
GR instane training set. Many GRs, like pos-
sessive modier, are not aeted by the added
initial annotations. Some GRs, like loation
modier, do slightly better (as measured by
the F-sore) with the added initial annota-
tions, but some, like subjet, do better with-
out. With GRs like subjet, some dierenes
between the initial and desired annotations
may be too subtle for the Ferro et al. (1999)
system to adjust for. Or those dierenes may
be just due to hane, as the result dierenes
in those GRs are not statistially signiant.
The GRs with statistially signiant result
dierenes are the time and other
4
modiers,
where adding the initial annotations helps.
The time modier
5
results are quite dierent:
Smaller Training Set, Time Modiers
R P F ER
IaB 29 (64.4%) 80.6% 71.6% 53%
NI 14 (31.1%) 56.0% 40.0%
The dierene in the number realled (15) for
this GR aounts for nearly the entire dier-
ene in the overall reall results (18). The re-
all, preision and F-sore dierenes are all
statistially signiant.
Similarly, when using the
Carroll et al. (1999) system on this training
set, most GRs are not aeted, while others
do slightly better. The only GR with a sta-
tistially signiant result dierene is objet,
where again adding the initial annotations
helps:
Smaller Training Set, Objet Relations
R P F ER
IaC 198 (79.5%) 79.5% 79.5% 17%
NI 179 (71.9%) 78.9% 75.2%
The dierene in the number realled (19) for
this GR again aounts for most of the dif-
4
Modiers that do not fall into any of the subtypes
used, suh as time, loation, possessive, et. Examples
of unused subtypes are purpose and modality.
5
There are 45 instanes in the test set key.
ferene in the overall reall results (30). The
reall and F-sore dierenes are statistially
signiant. The preision dierene is not.
As one hanges from the smaller 1391 GR
instane training set to the larger 1963 GR
instane training set, these F-sore improve-
ments beome smaller. When using the
Buhholz et al. (1999) system, the improve-
ment in the other modier is now no longer
statistially signiant. However, the time
modier F-sore improvement stays statisti-
ally signiant:
Full Training Set, Time Modiers
R P F ER
IaB 29 (64.4%) 74.4% 69.0% 46%
NI 15 (33.3%) 57.7% 42.3%
When using the Carroll et al. (1999) system,
the objet F-sore improvement stays statisti-
ally signiant:
Full Training Set, Objet Relations
R P F ER
IaC 194 (77.9%) 85.1% 81.3% 16%
NI 188 (75.5%) 80.3% 77.8%
2.4 Combining Sets of Initial
Annotations
So the initial annotations from dierent ex-
isting systems tend to eah onentrate on
improving the performane of dierent GR
types. From this observation, one may wonder
about ombining the annotations from these
dierent systems in order to inrease the per-
formane on all the GR types aeted by those
dierent existing systems.
Various works (van Halteren et al., 1998;
Henderson and Brill, 1999; Wilkes and
Stevenson, 1998) on ombining dierent sys-
tems exist. These works use one or both of
two types of shemes. One is to have the
dierent systems simply vote. However, this
does not really make use of the fat that dif-
ferent systems are better at handling dier-
ent GR types. The other approah uses a
ombiner that takes the systems' output as
input and may perform suh ations as de-
termining whih system to use under whih
irumstane. Unfortunately, this approah
needs extra training data to train suh a om-
biner. Suh data may be more useful when
used instead as additional training data for
the individual methods that one is onsider-
ing to ombine, espeially when the systems
being ombined were originally given a small
amount of training data.
To avoid the disadvantages of these existing
shemes, we ame up with a third method.
We ombine the existing related systems by
taking a union of their translated annota-
tions as the new initial GR annotation for
our system. We rerun rule learning on the
smaller (1391 GR instane) training set with
a Union of the Buhholz et al. (1999) and
Carroll et al. (1999) systems' translated GR
annotations. The overall results for the test
set are (shown in row IaU)
Smaller Training Set, Overall Results
R P F ER
IaU 496 (66.3%) 76.4% 71.0% 11%
IaC 478 (63.9%) 77.2% 69.9% 7.7%
IaB 466 (62.3%) 78.1% 69.3% 5.8%
NI 448 (59.9%) 77.1% 67.4%
where the other rows are as shown in Se-
tion 2.2. Compared to the F-sore with
using Carroll et al. (1999) (IaC), the IaU
F-sore is borderline statistially signi-
antly better (11% signiane level). The
IaU F-sore is statistially signiantly bet-
ter than the F-sores with either using
Buhholz et al. (1999) (IaB) or not using any
initial annotations (NI).
As expeted, most (42 of 48) of the overall
inrease in reall going from NI to IaU omes
from inreasing the reall of the objet, time
modier and other modier relations, the re-
lations that IaC and IaB onentrate on. The
ER for objet is 11% and for time modier is
56%.
When this ombining approah is repeated
the full 1963 GR instane training set, the
overall results for the test set are
Full Training Set, Overall Results
R P F ER
IaU 502 (67.1%) 77.7% 72.0% 7.3%
IaC 487 (65.1%) 79.7% 71.7% 6.3%
IaB 486 (65.0%) 76.5% 70.3% 1.7%
NI 476 (63.6%) 77.3% 69.8%
Compared to the smaller training set results,
the dierene between IaU and IaC here is
smaller for both the absolute F-sore (0.3%
versus 1.1%) and ER (1.0% versus 3.3%). In
fat, the F-sore dierene is small enough to
not be statistially signiant. Given the pre-
vious results for IaC and IaB as a small train-
ing set gets larger, this is not surprising.
3 Disussion
GRs are important, but dierent sets of GRs
are useful for dierent purposes and dierent
systems are better at nding ertain types of
GRs. Here, we have been looking at ways of
improving automati GR nders when one has
only a small amount of data with the desired
GR annotations. In this paper, we improve
the performane of the Ferro et al. (1999) GR
transformation rule learner by using existing
systems to nd related sets of GRs. The out-
put of these systems is used to supply ini-
tial sets of annotations for the rule learner.
We ahieve modest gains with the existing
systems tried. When one examines the re-
sults, one noties that the gains tend to be
uneven, with a few GR types having large
gains, and the rest not being aeted muh.
The dierent systems onentrate on improv-
ing dierent GR types. We leverage this ten-
deny to make a further modest improvement
in the overall results by providing the rule
learner with the merged output of these ex-
isting systems. We have yet to try other ways
of ombining the output of existing systems
that do not require extra training data. One
possibility is the example-based ombiner in
Brill and Wu (1998, Se. 3.2).
6
Furthermore,
nding additional existing systems to add to
the ombination may further improve the re-
sults.
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