Internet has brought about a tremendous increase in content of all forms and, in that, video content constitutes the major backbone of the total content being published as well as watched. Thus it becomes imperative for video recommendation engines to look for novel and innovative ways to recommend the newly added videos to their users. However, the problem with new videos is that they lack any sort of metadata and user interaction so as to be able to rate the videos for the consumers. To this effect, this paper introduces the several techniques we develop for the Content Based Video Relevance Prediction (CBVRP). We employ different architectures on the CBVRP dataset to make use of the provided frame and video level features and generate predictions of videos that are similar to the other videos. We also implement several ensemble strategies to explore complementarity between both the types of provided features. The obtained results are encouraging and will impel the boundaries of research for multimedia based video recommendation systems.
The recent years have seen a huge surge in online content, and, content in the form of videos has led the way. This wave has been steered by online video recommendation systems like Hulu, Youtube, Netflix, etc. At the same time, the content supplied by traditional media houses and other licensed broadcasters has seen a plunge [7] with respect to amateurs and non-professionals uploading home-made content on various platforms. The popularity of video streaming can be judged from the fact that sixty hours of video content is generated every minute on Youtube [5] . A tremendous amount of new content is being generated at a very fast pace and, on top of that, the content metadata itself ranges from incorrect to either none or highly limited information [11, 10] . Additionally, the content thus generated is short (lesser than 10 minutes) and un-reviewed. The user interaction with these videos is minimal at the very best [10] . Due to these reasons, video recommendation systems suffer from a multi-dimensional challenge where they have to deal with unaudited, un-rated and completely new content of which they know nothing about. This leads to the infamous cold start problem where recommendation engines have to tackle new content and then process and recommend it to the users in such a manner so as to keep grabbing the eyeballs and dissuade them from shifting to the competitor's platform.
Video recommendation has traditionally been inspired from two types of data: implicit and explicit. While on one hand, video recommendation on the basis of implicit content deals with features like light, mood, color, shape, motion, plot and other aesthetics; on the other hand, explicit content incorporates movie genre, director, actors, description, previous views and likes. Researchers have spent considerable time and effort building recommendation engines based on both the types of data [11, 39, 2, 3, 24] . However, as noted previously, for today's content explosion, the recommendation on the basis of explicit content utterly fails. This leaves one with implicit features. According to Applied Media Aesthetic [37] , media features such as light, color, camera motion, etc. serve as crucial elements which render emotional, aesthetic and informative effects. Thus a new artistic work, can be appropriately evaluated and recommended on the basis of intrinsic features.
In this paper, we present our extensive experiments in building a video recommendation system which deals with the cold-start problem and uses intrinsic features to recommend videos. Here, we present our experiments and their results over multiple architectures for Content Based Video Relevance Prediction.
I. RELATED WORK
Building recommendation engines in general, and video recommendation engines in particular has always been a hot topic of research. Right from the development of the first recommender system, Tapestry [17] , recommender systems have undergone drastic developmental changes. There have been several works which have employed the low level features, also known as stylistic features for the task of video recommendation [35, 38, 6, 21] . But none of these approaches use only low-level features, thus they cannot solve the coldstart problem in its full glory [27, 11, 30] . However, a few authors have realized this problem and have tried to tackle this problem head-on using various methods [11, 33, 29] . Thus one of the novelties introduced in this work is exploring the recommendation problem using only stylistic and artistic features for solving the daunting cold-start dilemma.
II. METHODOLOGY
In this section, we present the dataset and different architectures i.e, random forest regression on video pairs, deep learning based regression and neural network with DeepLDA for the CBVRP.
A. Dataset
In this paper, we have used the dataset from the CBVRP challenge [24] . It consists of two tracks of data:
1) TV shows and 2) Movies
Track one consists of pre-extracted features from 7536 TV shows trailers and has been divided into three sets -training (3000 shows), validation (864 shows), and testing (3000 shows). Track two consists of pre-extracted features from 10826 movie trailers and has been divided into the following sets -training (4500 movies), validation (1188 movies), and testing (4500 movies). The final results were evaluated on the test set by the organizers.
In both the given tracks, the pre-extracted feature vectors were composed of frame-level and video-level features. For frame-level feature vectors, frames of the video at 1 fps were passed into the InceptionV3 network [1] trained on ImageNet dataset [13] , and output of the ReLU [26] activation of the last hidden layer of dimension 2048 was taken as the frame level feature. For video level features, each video at 8 fps was passed into the C3D network [32] and the activation of the pool5 layer of dimension 512 was taken as the feature vector. Here we use these pre-extracted features from the training dataset as the input to our models.
B. Random Forest Regression on Video Pairs
To determine the closeness of two given C3D feature vectors, we consider several simplistic distance metrics -Euclidean [14] , Cityblock [19] , Chebyshev [14] , Correlation [8, 14] , Square Euclidean, Braycurtis [4, 14] and Cosine Similarity [31, 14] .
For a particular video, its positive pairs are formed with the videos that are in its ground truth. Negative pairs are formed by choosing videos randomly from the videos not present in the list of similar videos. To make the model not biased towards any type of pair [14] , we keep the number of positive pairs equal to the number of negative pairs. For each such pair, we make a vector
where each x i is one of the distance types mentioned above calculated between the C3D vectors of each pair. The ground truth value corresponding to each pair is taken as 0 for a positive pair and 1 for a negative pair. We then use random forest [23] to regress and choose the best features. The model trained using random forest serves as baseline for the further experiments.
C. Deep Learning based Regression
1) Architecture Overview: This model consists of two parallel networks as shown in Figure 1 . The first network consists of time distributed dense layers followed by LSTM layers and the second one contains only dense layers. The final layers concatenate the outputs of the two models and then output the target values for all the TV shows and Movies. The optimal number of layers in each network was found out through experimentation. We used the first network to process the frame-level features from the dataset. In the second network, we used video level features from the dataset. As the experiments panned out, creating a wider network rather than a deeper one proved to be more beneficial [34, 36, 25, 20] .
The size of the last layer is equal to the number of videos to be considered for that model. For a given video, it outputs the probability of the similarity of the other video to the given video. Subsequently, the top K predictions are taken for the evaluation of results. In our model, we used the efficient ADAM [18] (lr=0.001) optimization algorithm and ReLU [26] activation function [9] . The same model was trained with losses as cosine proximity loss and Poisson loss. The results for both the experiments are presented in Table I .
D. Neural Network with DeepLDA
This architecture is composed of a deep neural network which uses the output of a C3D model i.e. the video-level features, as inputs. These are passed through a neural network containing two hidden fully connected layers, followed by a final output layer. A modified version of Linear Discriminant Analysis(LDA), is used as an objective function. Figure 3 shows a high level view of this model. 1) Model Architecture: In this model, the video level feature set is used as the input to a set of three fully connected layers. The number of fully connected layers was decided empirically. Every fully connected layer involves, linear transformation of the input features, followed by a non-linear activation function. The first two layers, use the ReLU activation. The final layer serves as the output layer. As the C3D embeddings are limited to 512 dimensional feature vector, a smaller model with fewer parameters seem to give better results than a deep model with large number of hidden layers.
2) Linear Discriminant Analysis Objective Function: a) Classic Linear Discriminant Analysis:
Classic LDA, is a dimensionality reduction algorithm, which takes the higher dimensional data, and projects it onto a lower dimensional space such that the separation within data points of the same class is minimized and separation between data points of different classes is maximized [16] . Let x 1 , ..., x n = X ∈ R N ×b be a set of N data points which belong to C different classes. LDA tries to find a transformation matrix A ∈ R l×b which projects the input to a lower dimensional space L where, l = C-1. The linear combination of features, obtained by multiplying the X with A T has maximum separation in this lower dimensional subspace. The LDA formulation to find A is given as:
where, S b is the between class scatter matrix and S w is the within class scatter matrix. S t denotes the overall scatter matrix. N c defines the count of data points and X c defines the set of data points belonging to class C. X c = X c − m c are the mean-centered observations for each class, the vector m c represents the mean of each class similarly X represents mean centered observation of the complete population. The formula for S t , S w and S b is given as:
The value of transformation matrix A that maximizes Eq. 1, maximizes the ratio of the 'between class scatter' and 'within class scatter'. Thereby, giving projections with low intraclass and high inter-class variance. To find optimum solution for Eq. 1, we need to solve the eigenvalue problem of S b e = vS w e, where e and v represent the eigenvector and their corresponding eigenvalues. The matrix A is the set of eigenvectors e. In the paper [15] , authors have extrapolated this concept to introduce the DeepLDA objective function.
In [15] , the LDA function has been modified to be used as an objective function for deep neural networks by maximizing the individual eigenvalues. Each value gives the degree of separation along a particular eigenvector i.e, higher eigenvalues correspond to a greater amount of separation. Maximizing these eigenvalues will help in obtaining an embedding in which classes are well separated. However, if we consider all the eigenvalues in the loss function, it can lead to a trivial solution in which only largest of the eigenvalue is maximized. To circumvent this problem, we optimize only on smallest m eigenvalues out of total set of eigenvalues. This can be done by using only those m eigenvalues that are less than a certain predetermined threshold. Therefore, the formulation becomes:
This loss is back-propagated through the network. In our model, each row in the relevance list specifies a batch. All the movies/shows that come in the relevance list of a particular show/movie are given one class and the others which are not in list are assigned a separate class. Then, we train on the loss using ADAM optimization [18] .
III. EVALUATION

A. Evaluation Metric
For the challenge dataset, we use two evaluations measures [24] : 1) Recall@K -For top K predictions the metric recall@K is defined as -
where o r is relevance list and and o r predicted top K relevant shows/movies for each item. 2) Hit@k -If recall@K > 0 for a test case then hit@K has value 1 or else value 0 for that test case. The average values of recall and hit is taken on all test cases for evaluation purposes [24] .
These evaluation metrics have been used in several other works such as [22, 12, 28] . 
B. Results
IV. CONCLUSIONS AND FUTURE WORK
The paper presented several models on which extensive experiments were done to provide content based recommendations to users. The relevance between two videos is computed using different types of losses, regression techniques and linear discriminant analysis.
In the future, the authors aim to train models using hybrid models generated after employing explicit as well as implicit features. These models have the potential of improving the results for video recommendation significantly. Additionally, they also look forward to extend the current models for addressing the pernicious cold start problem holistically by taking into account not just cold videos but cold-start user profiles too. These approaches could also help in ameliorating the accuracy of the models considered and make it more robust.
