Abstract This paper proposes a self-adaptive penalty function and presents a penalty-based algorithm for solving nonsmooth and nonconvex constrained 
tion with either the objective value or an upper bound of the global minimum if the point is infeasible. They prove that the CGO and the BCGO problems, based on their adaptive penalty function, have the same global minimizers, and present further theoretical results based on the structure of the populationbased differential evolution (DE) algorithm [29] . In [4] , the adaptive penalty method (APM) investigated in [26] is extended and applied with the DE. The authors in [26] use information from the population, such as the average of the objective function values and the level of violation of each constraint, at each iteration, to define the penalty parameter. In [27, 28] , the normalized objective function value and a sum of the normalized constraint violations are combined to define a modified fitness value. In both papers, a real coded genetic algorithm (GA) is used in the adaptive penalty algorithm. No theoretical convergence results are supplied in the last mentioned papers [4, [26] [27] [28] .
Our contribution goes beyond the self-adaptive penalty function proposal.
First, we prove that the CGO and the BCGO problems, based on the proposed self-adaptive penalty function, are equivalent in the sense that they have the same global minimizers. A selected set of meta-heuristics, the FA, a DE strategy with self-adaptive control parameters (jDE) [30] , the particle swarm optimization (PSO) algorithm [31, 32] , an evolution strategy with covariance matrix adaptation (CMA-ES) [33] and the artificial bee colony (ABC) algorithm [34] are used to solve the BCGO problem. The issue related to the adequacy of the computation of the parameters required to construct the selfadaptive penalty function in a population environment is addressed. Second, in the context of the FA, we provide a hybrid variant by using a local intensification procedure. The convergence analysis of the algorithm, that takes into consideration the structure of the FA and the properties of the proposed self-adaptive penalty function, is established.
The paper is organized as follows. Sect. 2 presents the new self-adaptive penalty function, Sect. 3 elaborates on the computation of the penalty in a population-based environment and Sect. 4 details the new hybrid self-adaptive penalty FA. Then, the numerical experiments are shown in Sect. 5 and we conclude the paper in Sect. 6.
Self-adaptive Penalty Function
This study aims to propose a self-adaptive penalty framework for solving a CGO problem in the following form min x∈X⊂R n f (x) subject to g(x) ≤ 0,
where f : R n → R and g : R n → R p are continuous possibly nonlinear functions in X := {x ∈ R n : −∞ < l s ≤ x s ≤ u s < ∞, s = 1, . . . , n} (a compact set) and the feasible set is defined by S := {x ∈ X : g j (x) ≤ 0, j = 1, . . . , p}.
Let x * be a global minimizer to the problem (1) and let f * = f (x * ) be the global minimum. The feasible set S ⊆ X is assumed to be non-empty with a positive measure. Problems with equality constraints h(x) = 0 can be reformulated into the above form using h(x) − δ ≤ 0 and −h(x) − δ ≤ 0, where δ is a small positive tolerance. Since we do not assume that the functions f, g j , j = 1, . . . , p are differentiable, a derivative-free technique that does not assume convexity and differentiability is required for solving the problem (1).
The CGO problem (1) can be formulated as a BCGO problem with an objective penalty function, that is related to both f and the constraint violation.
Thus, the problem (1) is equivalent to
in the sense that they have the same solutions, provided that the objective penalty function φ satisfies some properties [3] .
In this study, the main goal is to derive a penalty function, that is selfadaptive, in the sense that the constraint violation weights, also considered as penalty parameter values, are not provided by the user but rather they are computed using information gathered from the violated constraints at the cur- 
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The violation of each constraint j, at each point x of the search space X, is given by max{g j (x), 0} and the total violation is the sum of the p violations:
which is zero if x ∈ S (a feasible point) and positive if x / ∈ S. However, to scale the constraint violation to the same order of magnitude as the new fitness F , each constraint violation is normalized using the following expression:
is the largest value for the violation of the constraint j for all x ∈ X \ S, being the subset X \ S the relative complement of S in X. Finally, the penalty function to be minimized is as follows:
where z ∈ S is a fixed point such that f (z) ≥ f * , and each weight r j is defined by the proportion of the search space X that violates the constraint g j :
The next results show that problems (1) and (2) are equivalent, i.e., they have the same global minimizers.
Theorem 2.1 Let x * ∈ S be a global solution to the problem (1) and let z ∈ S
where φ is the penalty function defined in (6).
Proof Let x * ∈ S be a global solution to the problem (1) . By definition, we have f (x * ) ≤ f (x) for all x ∈ S. Hence, for all x ∈ S we get:
We now consider the case when x ∈ X \ S. Assuming that (a) f (x) ≤ f (z),
, since V j and r j are positive, f (x * ) ≤ f (z) and using the definition (6) . Now, assuming that
and therefore φ(x * ) ≤ φ(x) for all x ∈ X, i.e., x * is a global solution to the problem (2).
Lemma 2.1 If x * is a global solution to the problem (2), where φ is the penalty function defined in (6) , then x * is a feasible point for the problem (1).
Proof By contradiction, we assume that
and z ∈ S we get, from (6), φ(x
on the other hand, when f (x * ) > f (z) we obtain the relation (using (6))
x ∈ X, and in particular for all x ∈ S we have F (x * ) ≤ F (x), which implies
. Therefore x * is a global solution to the problem (1).
Solving the BCGO Problem
The present penalty method aims to penalize the inequality constraints violation of the problem (1) while the bound constraints are always satisfied when solving (2) . According to the Theorems 2.1 and 2.2 it is sufficient to find a global solution to the problem (2) , that is, a global minimizer of φ(x) in X. To solve the BCGO problem, the meta-heuristics FA [7, 9, 15] , jDE [30] , PSO [31, 32] , CMA-ES [33] and ABC [34] have been selected. Since they are population-based algorithms, we now show how to adequate the computation
and (7), to a technique that handles a population of solutions at each iteration.
Let X k := {x 
Similarly, f (z) is maintained to the next iteration if there is no feasible points in the trial population. Finally each weight/penalty parameter r j is iteratively
. . , p) and represents the proportion of points in the population that violate the constraint g j . Thus, a constraint that is violated by a larger set of points of the population than any other will have a larger weight.
Hybrid Self-adaptive Penalty FA for CGO
This section details the algorithm, that implements the self-adaptive penalty concept, while using the meta-heuristic FA to compute the solution of the BCGO problem (2) (see Algorithm 1). This is a hybrid FA in the sense that a local intensification procedure based on a typical DE mutation operator [29] is implemented aiming to exploit the region around the points of the population.
The intensification procedure starts by applying a mutation strategy to the position of the best firefly, x 1 , where φ(x 1 ) < φ(x i ), i = 2, . . . , m, componentwise with probability p m , to create the mutant best point,
where i 1 and i 2 are two different indices randomly selected from the set {2, . . . , m} and F b > 0 is a real parameter. A projection onto X is carried out if necessary, v 1 and x 1 are compared and the preferred point is selected
as new x 1 . Here, the preferred point is the one that has the smallest f value if both are feasible; otherwise is the point that has the smallest violation. The DE/best/1 mutation is then applied to the remaining points of the popula- For the convergence analysis of the Algorithm 1, we follow the methodology presented in [3] . Attending to the properties of the FA, and the way the penalty function φ is defined we can establish the following results.
Theorem 4.1 Let X k be the current population of m points at iteration k, T k be the set of trial points at iteration k, and X k+1 be the population with the points selected for the next iteration k + 1. Then f (z k ) ≥ f (z k+1 ), where z k is the feasible point with the lowest function value in the set X k and z k+1
is the feasible point with the lowest function value found in T k . Furthermore,
Proof Let z k be the best feasible solution of X k . Obviously z k will never be replaced by any infeasible point of T k . We assume now that there exists a
Randomly generate x i k ∈ X, i = 1, . . . , m, evaluate φ and rank fireflies (from lowest to largest φ);
Move firefly i towards firefly j;
Based on X k ∪ T k evaluate φ;
else
Based on X k+1 evaluate φ and rank fireflies;
Invoke the local intensification procedure, evaluate φ and rank fireflies;
, where f min and f max (for the definition of fitness F ) are selected from the set X k ∪ T k . We con-
We consider now the case where t i k ∈ T k is infeasible. We analyze both cases: (a)
which implies (6)). However, the last condition in (8) is a contradiction because the second term on the left hand side of the equation is positive. When in case (b) we assume that φ(t i k ) < φ(z k ), we get
In the next theorem, we prove that the sequence {f (z k )} converges and the limit is the greatest lower bound, or infimum, f * .
Theorem 4.2 Let z k be the feasible point with the lowest objective function
Proof By Theorem 4.1, {f (z k )} is a monotonically decreasing sequence. Since f * is the infimum of the sequence, then for all δ > 0, f * + δ is not an infimum of the sequence. Hence, there exists K = K(δ) ∈ N, such that is zero, i.e., P r 1 p
that satisfy r j ≥r.
Proof Assume that t i k ∈ T k is almost always selected when compared with a
where for simplicity Σ n (t
We note that in both (9) and (10),
We now study the probability of (9) and (10) . The larger F (x i k ) − F (z k ), the larger the probability is. However, this probability also depends on Σ n (T i k ). By contradiction, we assume that there exists 0 <r ≤ 1 such that P r 1 p
when r j , j = 1, . . . , p satisfy r j ≥r. This means that
However, there certainly exists a value
which contradicts (11).
We now consider the situation when x i k is infeasible and the trial t 
P r
Proof Assume that x i k ∈ X k is almost always selected when compared with a
Assuming that the trial point T 
r j ≥r, j = 1, . . . , p.
Numerical Experiments
In this section, the performance of the self-adaptive penalty technique when solving a benchmark set of CGO problems is investigated. Unless otherwise stated, we set m = 50. In the context of defining the reference point z, and the value of the penalty in (6), a point x is considered feasible if Σ(x) ≤ 1e-8.
First, we aim to analyze the effectiveness of the technique when using a meta-heuristic to compute a global minimizer of the penalty φ(x) in X, as defined by the BCGO problem (2). The FA, jDE, PSO, CMA-ES and ABC meta-heuristics are tested, using the parameter values as suggested in the papers [21, 30, [32] [33] [34] . For this experiment, the set g01-g13 of the g-collection 1 is used, noting that problems g03, g05, g11 and g13 have equality constraints and the tolerance δ=1e-4 is used. In these comparisons, we stop the algorithms after 200000 function evaluations. The results are summarized in Table 1, where 'average' and 'St.dev.' represent the average and the standard deviation of the function values obtained by the algorithms after 20 runs. The best known optimal solutions, 'f * ', are displayed in Table 2 . Best results (the wins) are 'underlined' and ties are in the 'italic' style. From the table it is possible to see that the FA has a larger number of wins than the others in both criteria.
Overall, the self-adaptive penalty technique, with simple and easy to code meta-heuristics for solving the BCGO problem, is effective in finding global optimal solutions to CGO problems. Table 2, where 'best E ', 'worst E ' and 'St.dev. E ' represent the best error value, f best − f * , the worst error, and the standard deviation of the error values, based on 100 runs, respectively. Although the results produced by our algorithm are satisfactory, they are not superior to those reported in [3] except for problems g01 and g13, being g12 a tie. A larger number of function evaluations would certainly be required for some problems. While the local search has provided good quality solutions, it has raised the computational effort. The results for g03 were obtained with pm = 0.1, F b = 0.01 and Fo = 0.8. For the other problems, the values are as previously defined.
When comparing our results with those produced by DUVDE+APM in [4] (the APM with dynamic use of DE variants), the subset g01-g11 is used.
The results are summarized in Table 3 , where the 'best', the 'average', and the 'St.dev.' of the solutions obtained in 20 independent runs, are shown. The algorithms terminate after 350000 function evaluations. The conclusions are Table 4 Results from our study and from [27] . that our algorithm is able to produce comparative and high quality solutions when a larger number of evaluations is allowed. Table 4 shows the results obtained after 50 runs, produced by our algorithm when solving the set g01-g13 with m = 100 and a maximum of 500000 function evaluations (as in [27] , where a self-adaptive penalty-based GA, is used). The results of our study are in general superior to those reported in [27] and we reiterate the previous conclusions. Now, we compare our algorithm with a modified ABC algorithm, that uses Deb's rules consisting of three simple heuristic rules for constraint handling [35] . The following conditions are considered: m = 40, 30 runs and a maxi- Table 5 Results from our study and from [35] . mum of 240000 function evaluations (like in [35] ). From the results in Table 5, it is possible to conclude that the hybrid self-adaptive penalty FA performs similarly to the modified ABC on nine problems, is better on g06 and g13 and is worse on g05 and g10.
Finally, a set of 20 problems available in http://www.ime.usp.br/~egbirgin/ 2 is used. We aim to compare the herein proposed hybrid self-adaptive penalty FA with other penalty-type approaches. The comparison involves the results presented in [36] , where an augmented Lagrangian framework is combined Table 6 Comparing our results with those in [36] and [37] .
our study results in [36] results in [37] For this set of problems we set pm = 0.5, F b = 1 and Fo = 1, except for problem 1 where pm = 1, For this experiment, we use m = min{5n, 50}, =1e-5, η=1e-6 and kmax = 600 (similarly to [36] ).
with a meta-heuristic, known as artificial fish swarm algorithm, and those reported in [37] , where a non-differentiable exact penalty function framework is implemented with the deterministic DIRECT algorithm. The results are summarized in Table 6 , where 'best' is the best solution found among the 30 runs, 'median' is the median of the 30 solutions, and 'n.f.e.(b)' is the number of function evaluations to reach the value 'best'. The solution, 'sol.', the number of function evaluations, 'n.f.e.', reported in [37] , and the best-known solution available in the literature, 'f * ', are also shown in the table. When we compare our results with those in [36] , we conclude that the quality of the obtained solutions is comparable although a larger number of function evaluations are needed to reach those solutions. On the other hand, the quality of our solutions is superior to the one displayed by the penalty-based DIRECT algorithm [37] .
Conclusions
We present a new self-adaptive penalty function that aims to penalize solutions, that violate the constraints of the problem, and is user-independent in the sense that penalty parameter values are set automatically by the information gathered from the violated constraints at each iteration. We establish the existence of an equivalence between the CGO problem and the BCGO problem with the self-adaptive penalty objective. The paper also shows the practical performance of a set of well-known meta-heuristics when solving the BCGO problem by demonstrating that they are effective in converging to the global solutions. Due to the superior performance of the recent FA meta-heuristic, the paper proposes a hybrid FA aiming to enhance the quality of the solutions.
The convergence analysis of the algorithm has also been established. With the numerical experiments carried out with two sets of benchmark problems we demonstrate that the proposed self-adaptive penalty method is effective in
