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a b s t r a c t
This paper deals with an inverse problem of determining a source term in the one-
dimensional fractional advection–dispersion equation (FADE) with a Dirichlet boundary
condition on a finite domain, using final observations. On the basis of the shifted Grünwald
formula, a finite difference scheme for the forward problem of the FADE is given, by
means of which the source magnitude depending upon the space variable is reconstructed
numerically by applying an optimal perturbation regularization algorithm. Numerical
inversions with noisy data are carried out for the unknowns taking three functional forms:
polynomials, trigonometric functions and index functions. The reconstruction results show
that the inversion algorithm is efficient for the inverse problem of determining source
terms in a FADE, and the algorithm is also stable for additional data having random noises.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
It is critical to model solute transport behaviors in porous media for environmental protection and prediction. The
common models are the ordinary advection–dispersion equation (ADE) and the fractional advection–dispersion equation
(FADE). It is known that the ADE has played an important role in modeling solute transport processes during the past
forty years, and quite a few research works on inverse problems for the ADE have appeared since the 1980s (see [1–5],
for instance). However, some research indicated that the ADE was inadequate for simulating many real situations, where
a particle plume spreads faster or slower than predicted by the classical model. For example, in paper [6], an anomalous
diffusion with a systematic mass loss was revealed by spatial moments analysis for a natural gradient tracer experiment
in a heterogeneous aquifer. So, the FADE, where the usual second derivative in space is replaced by a fractional derivative
of order 0 < α < 2, as a model for simulating solute transport in porous media has been applied in both laboratory and
field-scale experiments (see [7–12], for instance).
Since the FADE was first applied to model the anomalous diffusion process, quite a few methods have been developed
for solving it numerically. In papers [13,14], a computational method of lines was proposed by which the space FADE was
transformed into a systemof ordinary differential equations thatwas solved by using back–forward differentiation formulas.
In paper [15], a space–time FADE was considered and a solution in terms of Green functions was obtained by applying
Fourier–Laplace transforms. In paper [16], an approximation of the Levy–Feller advection–dispersion process was discussed
using a randomwalk and finite difference scheme. Two discrete schemes of Cauchy problems for the FADE with 0 < α < 1
and 1 < α < 2 were presented in paper [17], and a numerical example evaluating the theoretical analysis was given.
Three numerical methods for a fractional partial differential equation with Riesz space fractional derivatives on a finite
domain with homogeneous Dirichlet boundary conditions were discussed in paper [18], and a finite element method was
utilized to solve the FADE in paper [19]. In paper [20], on the basis of a shifted Grünwald approximation to the fractional
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derivative, explicit and implicit finite difference schemes for the FADE with mixed boundary conditions on a finite domain
were discussed, and it was proved that the implicit scheme is consistent and unconditionally stable.
However, research on inverse problems for anomalous diffusion in porousmedia described by the FADE has not been paid
much attention. In paper [21], a semi-analytical inversionmethod for solving the FADEwas developed and the corresponding
inversion program for parameter estimation was presented. Recently, in paper [22], an inverse problem of determining the
order of the time fractional derivative and a spatially varying coefficient was investigated, and the uniqueness of the inverse
problem was proved theoretically by means of additional boundary data. It is noticeable that most of the research on the
FADE has focused on numerical methods of solving the forward problem, and inverse problems for the FADE have become
fruitful topics that offer great potential.
In this paper, we will deal with an inverse problem of determining a source magnitude function in the one-dimensional
FADE with homogeneous Dirichlet boundary conditions on a finite domain. Although the inverse problem of the FADE with
zero Dirichlet boundary conditions discussed here can be transformed into a typical problem with overdetermination by
the method of the analytic semigroup, we will focus on its numerical methods, and we will present efficient numerical
inversions. On solving the forward problem of the FADE numerically, we will utilize the implicit difference scheme given
in paper [20], although we will cope with different boundary conditions. As for the inversion of the source magnitude, we
will apply the optimal perturbation regularization algorithm developed in papers [23,24]. We will show that the inversion
algorithm is not only efficient for source parameter identification for the ADE, but also suitable for inverse problems of
determining source terms for the FADE.
The paper is arranged as follows.
In Section 2, an inverse problem of determining a source term in the FADE is put forward, and an implicit difference
scheme for solving the forward problem of the FADE is discussed. Section 3 gives an optimal perturbation regularization
algorithm for determining the unknown source term. In Section 4, numerical simulations are carried out and several factors
having important impacts on the inversion results are discussed. Finally, two concluding remarks are given.
2. The inverse problem and the difference scheme for the forward problem
Consider the following initial–boundary value problem for the fractional advection–dispersion equation (FADE):
∂c(x, t)
∂t
= −v ∂c(x, t)
∂x
+ D∂
αc(x, t)
∂xα
+ λ(t)f (x), 0 < x < π, 0 < t < T ,
c(x, 0) = g(x), 0 ≤ x ≤ π,
c(0, t) = 0, c(π, t) = 0, 0 ≤ t ≤ T ,
(1)
where 1 < α ≤ 2 is the order of the fractional derivative, v is the velocity and D is the dispersion coefficient; here v and
D are both constants, and the functions f (x) and g(x) are assumed to be continuous on [0, π] with g(0) = 0, and λ(t) is
continuous on [0, T ].
Problem (1) is the forward problem when all the functions f (x), g(x) and λ(t), and the parameters v and D are given
appropriately. The inverse source problem here is to determine the source magnitude function f (x) based on problem (1)
and some additional information on the solution. In this paper we will utilize final observations as additional data:
c(x, T ) = θ(x), 0 ≤ x ≤ π. (2)
As a result, an inverse problem of determining the source term f (x) is formulated as problem (1) with additional condition
(2). Before performing inversion algorithms, we should give for the forward problem a suitable solving method.
Let the space step be h = l/M , the time step be r = T/N , with xi = ih and tn = nr for i = 0, 1, 2, . . . ,M and
n = 0, 1, 2, . . . ,N .
On the basis of the shifted Grünwald formula as used in [19], we can get a difference system:
cn+1i − cni
r
= −v c
n+1
i − cn+1i−1
h
+ D 1
Γ (−α)
1
hα
i+1−
k=0
Γ (k− α)
Γ (k+ 1) c
n+1
i−k+1 + f n+1i λn+1,
cn0 = 0, cnM = 0, c0i = g(xi).
(3)
Define gm = Γ (m−α)Γ (−α)Γ (m+1) , p = vrh and q = Drhα ; then this can be rearranged to yield
− qg0cn+1i+1 + (1+ p− qg1)cn+1i − (p+ qg2)cn+1i−1 − q
i+1−
m=3
gmcn+1i−m+1 = cni + γ f n+1i λn+1. (4)
Let cn+1 = cn+11 , cn+12 , . . . , cn+1M−1T , and A = (aij) be a matrix of coefficients where the coefficients aij for i = 1, 2, . . . ,
M − 2 and j = 1, 2, . . . ,M − 1 are defined as follows:
aij =

0, if j > i+ 1,
−qg0, if j = i+ 1,
1+ p− qg1, if j = i,
−p− qg2, if j = i− 1,
−qgi−j+1, if j < i− 1,
(5)
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and aM−1,j = −qgM−j for i = M − 1, j = 1, 2, . . . ,M − 3, and aM−1,M−2 = −p− qg2, aM−1,M−1 = 1+ p− qg1. Then Eq. (4)
is transformed to an implicit difference scheme given as follows:
Acn+1 = cn + rf n+1λn+1. (6)
As for the above scheme, we can get the following conclusion as proved in paper [20] by which numerical solution of the
forward problem (1) can be obtained stably.
Proposition 1 ([20]). The implicit difference scheme (6) for problem (1) with 1 < α ≤ 2 is consistent and unconditionally
stable.
In the following, numerical simulations for determining the source function f = f (x) will be carried out based on inverse
problems (1)–(2) and the above difference scheme. Therefore, a suitable inversion algorithm is needed.
3. The inversion algorithm
As we know, solving an inverse problem can be reduced to minimizing an error functional of the unknown function
between the computational output data and themeasured data. So, someoptimalmethods, such as least squaremethods and
Gauss–Newton methods, are often utilized to solve inverse problems. However, considering data errors, model errors, and
computer errors, regularization strategies are also necessary to cut down these noises and errors and get a useful solution.
It is noticeable that an optimal perturbation regularization algorithm has been attested to be effective for identifying
source/sink terms at least for the ordinary advection–dispersion equation (ADE) (see [25,23,24], for instance). In this paper,
the optimal perturbation regularization algorithm will be applied to determine the source magnitude function f (x) in the
FADE. The inversion algorithm is stated as follows.
Suppose that {ϕk(x)}∞k=1 is a group of basis functions for the space of unknowns; then we have
f (x) =
∞−
k=1
akϕk(x), (7)
and, by approximation, we have
f (x) =
K−
k=1
akϕk(x), (8)
where ak (k = 1, 2, . . . , K) are expansion coefficients, and K ≥ 1 is the truncated level of f (x). Denote as c(x, t; f ) the
unique solution of the forward problem (1) for any prescribed source function f (x) given by (8); then a feasible way to solve
the inverse problem here is to solve the following minimization problem:
min ‖c(x, T ; f )− θ(x)‖22 + µ‖f ‖22, (9)
where µ is the regularization parameter, c(x, T ; f ) is the computational output for any given f = f (x), and θ(x) is the
additional final observation given by (2).
Now, for any initial iteration fs, suppose that
fs+1 = fs + δfs, s = 0, 1, 2, . . . , (10)
where δfs is called the perturbation function. Thus in order to get fs+1 from the given fs, we only need to compute an optimal
perturbation δfs. In the follows, for convenience of writing, fs and δfs are abbreviated as f and δf respectively.
Thanks to (8), it is convenient to set
δf (x) =
K−
k=1
δakϕk(x), (11)
and then we only need to determine the perturbation vector
δa = (δa1, δa2, . . . , δaK )T . (12)
Taking Taylor’s expansion for c(x, T ; f + δf ) at f , and ignoring higher order terms, we can get
c(x, T ; f + δf ) ≈ c(x, T ; f )+∇T c(x, T ; f ) · δf . (13)
With the help of (13), we define an error functional for the perturbation as follows:
F (δf ) = ‖∇T c(x, T ; f ) · δf − [θ(x)− c(x, T ; f )]‖22 + µ‖f ‖22. (14)
Now, discretizing the domain [0, π] with 0 = x1 < x2 < · · · < xL = π , where L denotes the number of grids, the above L2
norm can then be reduced to the discrete Euclid norm.
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Furthermore, define
B = (blk)L×K ; blk = c(xl, T ; f + τϕk(x))− c(xl, T ; f )
τ
; l = 1, 2, . . . , L, (15)
ξ = (c(x1, T ; f ), c(x2, T ; f ), . . . , c(xL, T ; f ))T ; η = (θ(x1), θ(x2), . . . , θ(xL))T ,
where τ is called the numerical differentiation step.
Through the minimization of (14), we can get the following normal equation (see [26], for instance):
(µI + BTB)δa = BT (η − ξ). (16)
By the above discussions, we know that the best perturbation δa can be solved by using Eq. (16) via
δa = (µI + BTB)−1BT (η − ξ), (17)
and then the optimal coefficient vector a can be approximated by iteration procedure (10) as long as the perturbation
satisfies a given precision. In the following, several numerical simulationswill be carried out to illustrate the above inversion
algorithm for the inverse problems (1)–(2).
4. Numerical inversions
In the concrete computations, we will take polynomial space as the basis functions space. That is to say, we have
ϕk(x) = xk−1, k = 1, K , and the unknown space can be approximated as φ =span{xk−1, k = 1, K}. Nevertheless, we
will choose K = 4; then the source function f (x) has an approximate expansion of
f (x) = a1 + a2x+ a3x2 + a4x3. (18)
In other words, where there is no confusion, we will write f = (a1, a2, a3, a4).
In addition, the hydraulic parameters are chosen as D = 0.25 and v = 0.01, the time function in the source is given as
λ(t) = exp(−t), and the initial function is given as g(x) = x(π − x); the final time is chosen as T = 1, the convergence
criterion for the inversion algorithm is given as ‖δa‖2 ≤ 10−4, and the initial iteration is chosen as f0 = 0. As for the
difference scheme, we will takeM = 100 and N = 20 in solving the forward problem.
It is noticeable that forM = 100, we can get the coefficient matrix A for the difference Eq. (6), whose condition number
is Cond(A) = 34.064, and themaximum eigenvalue of the inverse of A is λmax(A−1) = 0.9882which shows that the implicit
difference scheme given in Section 2 is of numerical stability.
Example 1. Set the true source function as f (x) = 1 − x; by solving the forward problem, we get the final data θ(x) =
c(x, 1; f ) as additional data. Noting computational errors, we will add some noises to the additional data, i.e. the additional
condition that we will utilize in the inversion algorithm is represented as
θ δ(x) = θ(x)+ εσ ,
where ε is the noise level, and σ is a random vector in the range [−1, 1]. All computations are performed using a Dell
computer Studio 540, and each inversion result is an average value of ten computations.
In this example, let us investigate the impacts of fractional orders and the noise level in the case of taking the
regularization parameter as µ = 0.01 and the numerical differential step as τ = 0.1. By applying the inversion algorithm,
the source function can be reconstructed with noisy data with ε = 0.01 and ε = 0.05. The computational results are listed
in Tables 1 and 2, where α denotes the fractional order, f ∗ = (a∗1, a∗2, a∗3, a∗4) denotes the computational reconstruction
solution, f = (a1, a2, a3, a4) is the true solution, I represents the average number of iterations, and the solution error is
expressed as
Err =
∫ π
0
(f (x)− f ∗(x))2dx.
Furthermore, in the case ofα = 1.9, the computational reconstruction solution and the true solution are plotted in Figs. 1
and 2, respectively.
From Table 1, we can see that the fractional order α has little impact on the inversion results. From Figs. 1 and 2, it can
be seen that the reconstructed source data are in good agreement with the true solution.
Example 2. Take f (x) = sin x as a true source solution. In the space of φ = span{1, x, x2, x3}, the true source can be
expressed as f = (0, 1,−1/2, 0). With amethod similar to that used in Example 1, the source function can be reconstructed
also by choosing zero initial iteration. In this example, we will investigate the impacts of fractional orders, regularization
parameters and noisy data on the inversion algorithm. The computational results are listed in Tables 3–5. Furthermore, in
the case of α = 1.9, µ = 0.01, and τ = 0.1, the computational reconstruction source solution and the true solution with
noisy data with ε = 0.01 and ε = 0.05 are plotted in Figs. 3 and 4, respectively.
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Table 1
Impacts of fractional orders on the inversion results for ε = 0.01.
α f f ∗ Err I
1.3 (1,−1, 0, 0) (0.9928,−0.9829,−0.0114, 0.0022) 0.0036 7.9
1.5 (1,−1, 0, 0) (0.9944,−0.9879,−0.0075, 0.0014) 0.0042 10
1.7 (1,−1, 0, 0) (1.0162,−1.0362, 0.0230,−0.0044) 0.0038 14.9
1.9 (1,−1, 0, 0) (1.0085,−1.0197, 0.0128,−0.0025) 0.0030 22
Table 2
Impacts of noisy data on the inversion algorithm.
ε f f ∗ Err I
0.01 (1,−1,0,0) (1.0085,−1.0197, 0.0128,−0.0025) 0.0030 22
0.05 (1,−1,0,0) (1.0732,−1.1726, 0.1137,−0.0222) 0.0334 22.3
Fig. 1. The reconstruction solution and true solution for ε = 0.01.
Fig. 2. The reconstruction solution and true solution for ε = 0.05.
Table 3
Impacts of fractional orders on the inversion results for ε = 0.01 in
Example 2.
α f ∗ Err I
1.3 (−0.0875, 1.3836,−0.4520, 0.0043) 0.0368 8
1.5 (−0.0967, 1.3969,−0.4561, 0.0044) 0.0401 10
1.7 (−0.0889, 1.3760,−0.4403, 0.0009) 0.0405 15
1.9 (−0.0748, 1.3410,−0.4137,−0.0052) 0.0417 23
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Table 4
Impacts of regularization parameters on the inversion results for ε = 0.01
in Example 2.
µ f ∗ Err I
0.1 (−0.0825, 1.3565,−0.4245,−0.0028) 0.0418 137.1
0.01 (−0.0748, 1.3410,−0.4137,−0.0052) 0.0417 23
0.001 (−0.0899, 1.3741,−0.4361,−0.0005) 0.0425 7
Table 5
Impacts of noisy data on the inversion algorithm in Example 2.
ε f ∗ Err I
0.01 (−0.0748, 1.3410,−0.4137,−0.0052) 0.0417 23
0.05 (−0.0234, 1.2157,−0.3312,−0.0211) 0.0461 22.8
Fig. 3. The reconstruction solution and true solution for ε = 0.01 in Example 2.
Fig. 4. The reconstruction solution and true solution for ε = 0.05 in Example 2.
From Tables 3 and 4, we can observe that the fractional order α and regularization parameterµ have little impact on the
inversion results. However, regularization parameters have some influence on the number of iteration times. From Figs. 3
and 4, it can be seen that the inversion solutions basically coincide with the true solution except for the endpoints.
Example 3. In this example, we will take f (x) = exp(−x) as a true solution. In the polynomial space φ = span{1, x, x2, x3},
the true source magnitude can be expressed as f = (1,−1, 1/2, 1/6). Also choosing the initial iteration as f0 = (0, 0, 0, 0),
we get the computational reconstruction results which are listed in Table 6. Furthermore, in the case of α = 1.9, µ = 0.01
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Table 6
Impacts of noisy data on the inversion algorithm in Example 3.
ε f ∗ Err I
0.01 (0.9755,−0.8740, 0.3070,−0.0399) 0.0113 22
0.05 (1.0227,−0.9863, 0.3815,−0.0546) 0.0226 22.4
Fig. 5. The reconstruction solution and true solution for ε = 0.01 in Example 3.
Fig. 6. The reconstruction solution and true solution for ε = 0.05 in Example 3.
and τ = 0.1, the reconstruction source solution and the true solution with noise levels of ε = 0.01 and ε = 0.05 are plotted
in Figs. 5 and 6, respectively.
From Table 6, we can see that the inversion solutions with noisy data basically agree with the true solution; however,
there still remain some deviations at the endpoints, as seen in Figs. 5 and 6. Furthermore, in the case of taking the noise
level ε = 0.01, ten computations for different fractional orders and the corresponding average results with τ = 0.1 and
µ = 0.01 are listed in Table 7.
From Table 7, it can be seen that the inversion algorithm is also stable, and the solution errors undergo little changewhen
the fractional order takes different values.
We give two concluding remarks to end the paper.
(1) In this paper, an inverse problemof determining a linear sourcemagnitude function in a FADE using final observations
is investigated by applying an optimal perturbation regularization algorithm with noisy data, and the numerical inversion
results seem to be satisfactory. If the source function takes a polynomial form, the inversion reconstruction data are
in good agreement with the true solution, and they basically coincide with the true solution in the case of the source
taking trigonometric or index function forms. There are some computational deviations occurring at the endpoints of
the domain.
1626 G. Chi et al. / Computers and Mathematics with Applications 62 (2011) 1619–1626
Table 7
Inversion solution errors with fractional orders in Example 3.
Times α = 1.3 α = 1.5 α = 1.7 α = 1.9
1 0.0085 0.0089 0.0125 0.0107
2 0.0154 0.0097 0.0094 0.0108
3 0.0099 0.0088 0.0098 0.0159
4 0.0104 0.0121 0.0143 0.0105
5 0.0089 0.0135 0.0097 0.0120
6 0.0126 0.0140 0.0097 0.0102
7 0.0102 0.0107 0.0117 0.0110
8 0.0130 0.0092 0.0125 0.0103
9 0.0085 0.0111 0.0096 0.0103
10 0.0120 0.0093 0.0119 0.0115
Mean 0.0109 0.0107 0.0111 0.0113
(2) From the inversion computations, we find that the FADE (1 < α < 2) has some different properties as comparedwith
the ADE (α = 2). The numerical inversion results are more accurate and stable in the case of α ∈ (1, 2) than for α = 2 with
noisy data. We also find that regularization parameters should be chosen carefully in performing the inversion algorithm.
The inversion accuracy could be worse and the number of iterations become larger if the regularization parameters are
chosen too large, and the inversion algorithm may fail if the regularization parameter is too small.
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