Abstract. We present a novel framework for learning a joint shape and appearance model from a large set of un-labelled training examples in arbitrary positions and orientations. The shape and intensity spaces are unified by implicitly representing shapes as "images" in the space of distance transforms. A stochastic chord-based matching algorithm is developed to align photo-realistic training examples under a common reference frame, considering both shape and gray-level intensity information. Then dense local deformation fields, represented using the cubic B-spline based Free Form Deformations (FFD), are recovered to register the training examples in both shape and intensity spaces. Principal Component Analysis (PCA) is applied on the FFD control lattices to capture the variations in shape as well as on registered object interior textures. We show examples where we have built coupled shape and appearance prior models for the left ventricle and whole heart in short-axis cardiac tagged MR images, and used them to delineate the heart chambers in noisy, cluttered images. We also show quantitative validation on the automatic segmentation results by comparing to expert solutions.
Introduction
Learning shape and appearance prior representations for an anatomical structure of interest has been central to many model-based medical image analysis algorithms. Using shape models to guide image search produces reliable segmentation results in noisy, cluttered images. A generalization to statistical appearance models uses also the interior region information, and enables registration of a target object with the learned prior model. Being complementary to each other, the integration of statistical shape and appearance models results in a powerful image analysis paradigm.
Although numerous methods in the literature have been proposed to integrate shape and appearance in learning prior models, most are hampered by the automated alignment and registration problem of training examples. In the seminal work of Active Shape and Appearance Models (ASM [4] and AAM [5] ), models are built from analyzing the shape and appearance variabilities across a set of labelled training examples. Typically landmark points are carefully chosen and manually placed on all examples by experts to assure good correspondences. This assumption leads to a natural framework for alignment and statistical modeling, yet it also makes the training process time-consuming. Yang & Duncan [16] proposed a shape-appearance joint prior model for Bayesian image segmentation. They did not deal with registration of the training examples, however, and assumed the training data are already aligned.
A number of automated shape registration and model building methods have been proposed [6] , [7] , [8] , [3] . These approaches either establish correspondences between geometric features, such as critical points of high curvature [8] ; or find the "best" corresponding parametrization model by optimizing some criterion, such as minimizing accumulated Euclidean Distance [7] , [3] , Minimum Description Length [6] , or Spline Bending Energy [3] . Both geometric feature based and explicit parameterization based registration methods are not suitable for incorporating region intensity information. In [11] , the implicit shape representation using level sets is considered, and shape registration algorithms using this representation have been proposed [12, 9] .
Non-rigid registration is a popular approach to build statistical atlas and to model the appearance variations [15, 2] . The basic idea is to establish dense correspondences between textures through non-rigid registration. However, few of the existing methods along this line are able to register training examples in arbitrary poses or to be coupled with shape registration.
In this paper, we introduce a new framework for learning statistical shape and appearance models that addresses efficiently the above limitations. This framework is an extension of our work on MetaMorphs, a new class of deformable models that have both shape and interior texture statistics [10] , to incorporate prior information. We work in a unified shape and intensity space by implicitly representing shapes as "images" in the space of distance transforms. A novel stochastic chordbased matching algorithm efficiently aligns training examples through a similarity transformation (with rotation, translation and isotropic scaling), considering both shape and gray-level intensity information. Then the complementary local registration is performed by deforming a Free Form Deformations (FFD) control lattice to maximize mutual information between both "shape" and intensity images. we apply principal component analysis on the deformed FFD control lattices to capture variations in shape and on registered object interior textures to capture variations in intensity. This learning framework is applied to build a statistical model of the left ventricle as well as an articulated model of the whole heart in short-axis cardiac tagged MR images, then the prior models are used for automated segmentation in novel images.
Data Description and Algorithm Outline

Description of the training data
In tagged Magnetic Resonance Imaging (MRI) of the heart, quantitative analysis of the heart wall motion and blood flow requires accurate segmentation of the epicardial and endocardial surfaces. This segmentation problem is very challenging due to the presence of tagging lines, image artifacts, noise and the complexities in the geometry of the heart. In this paper, we apply our novel learning framework to build a prior shape and appearance model for the heart in tagged MR images, and use the model for automated segmentation.
The training data are from 4D spatial-temporal short-axis cardiac tagged MR images. A 1.5T GE MR imaging system is used to acquire the images, and an EGG-gated tagged gradient echo pulse sequence. Every 30ms, 2 sets of parallel short axis (SA) images are acquired; one with horizontal tags and one with vertical tags. These images are perpendicular to an axis through the center of the LV. A complete systole-diastole cardiac cycle is divided into 24 phases. We collected 180 images from 20 phases, discarding the beginning and ending two phases. An expert is asked to segment the epicardium (Epi), the left ventricle (LV) endocardium and the right ventricle (RV) endocardium from the images.
Learning and Segmentation algorithm outline
Our overall learning and segmentation framework is outlined by the flow-chart in Fig. (1) . There are two major components in the framework. The procedures described in the rectangular boxes are the algorithmic steps that are generic to all learning and segmentation problems. Additional procedures described in the oval boxes involve specific domain knowledge about the heart anatomy and the characteristics of the tagged MR images.
We utilize prior knowledge of the segmentation problem in devising the domainspecific procedures. First, since the images are acquired perpendicular to an axis through the center of the LV, the LV shapes appear relatively stable and near circular, while the RV shapes exhibit great variability due to irregular sample locations and the Atrias. The LV interior intensities are also relatively homogeneous. Thus we learn a joint shape and texture model for the LV, which can be used for automated detection as well as segmentation. Second, for the alignment of training examples however, the LV's near-circular shape and homogeneous interior become unreliable in estimating the transformations. Thus we do the alignment based on an articulated heart model with both the epicardium and LV endocardium. We do not consider the RV shapes here. We also do not consider the heart wall texture due to the presence of tagging lines. Third, during segmentation in an unseen cardiac image, the LV shape and appearance model is used for automatically detecting the rough position of the heart. This position constraint and a Gabor-filter bank based method [13] are used to approximate the position of the RV. The positions of LV and RV centers determine the rough orientation of the whole heart model, which is thus transformed and further registered to the image using our statistically constrained deformable registration algorithm. The converged registration result defines the final segmentation of the heart chambers.
The major generic algorithmic steps include: i) A stochastic chord-based global alignment algorithm. ii) A deformable registration algorithm in the unified shape and intensity space based on Free Form Deformations and Mutual Information.
iii) The Principal Component Analysis modeling for the shape deformations and intensity variations. iv) A statistically constrained deformable registration algorithm for matching the learned prior model with the object of interest in novel images.
In the next sections, we present the generic algorithmic steps in our framework in more details.
Learning the Shape and Appearance Statistical Model
Unified Shape and Intensity Feature Space
Within the proposed framework, we represent each shape using a Euclidean distance map. In this way, shapes are implicitly represented as "images" in the space of distance transforms where shapes correspond to the zero level set of the distance functions. The level set values in the shape embedding space is analogous to the intensity values in the intensity (appearance) space. As a result, for each training example, we have two "images" of different modalities, one representing its shape and another representing its intensity (grey-level appearance). The shape and intensity spaces are conveniently unified this way.
We use the Mutual Information criterion as the similarity measure to be opti- where H represents the differential entropy and α is a constant balancing the contributions of shape and intensity in measuring the similarity. In our experiments, we have set the values for α between [0.2, 0.6]. For brevity, we will use M J to represent the mutual information in the joint space, M S in the shape space, and M I in the intensity space.
Chord-based Global Alignment
When aligning the training examples under a common reference frame, we pursue an alignment that is "optimal" in the sense that the mutual information criterion in the joint feature space is optimized. Our solution is a novel alignment algorithm based on the correspondences between chords. Given a training example, A, suppose its un-ordered set of boundary points is {P for the example, in which the midpoint of the chord is the origin, the chord is aligned with the x axis, and the chord length is scaled to be of unit length 1.0; (ii) One pair of chord correspondences between two examples is sufficient to recover an aligning similarity transformation. So the basic idea of our algorithm is that, instead of finding correspondences between individual feature points as in most other matching algorithms, we find correspondences between chords, hence the correspondences between internal reference frames of two examples, and align the examples by aligning the best matching pair of internal reference frames. Suppose we have an example A, as describe above, and a second example B with unordered set of boundary points {P 
where A ij is the representation of A in its internal reference frame I J using a similarity transformation. In practice, we find the chord correspondences using a stochastic algorithm based on the Chord Length Distribution (CLD) [14] . The algorithm is very efficient by considering only those chords with lengths greater than a certain percentile in the CLD of each example. On average, the computation time for aligning two examples on a 3GHz PC is around 15ms using the 85th percentile in our experiments. Furthermore, the algorithm can handle structures of arbitrary topology since it does not require the explicit parameterization of shapes. It is also invariant to scaling, rotation and translation, thus the training examples can be aligned robustly regardless of their initial poses. In Fig. 2 , we show the aligned examples for our articulated whole heart model. Here we randomly pick one example as the atlas, and align all other examples to it.
(1) (2) Fig. 3 . Local FFD registration between training examples. (1) Each training shape (points drawn in circles) deforms to match a target mean atlas (points drawn in dots). The FFD control lattice deformations are also shown. (2) The registered textures. Note that each training texture is non-rigidly deformed based on FFD and registered to a mean texture. All textures cover a same area in the common reference frame. Dense pixel-wise correspondences are established.
Local Registration using FFD and Mutual Information
After global alignment, the next step towards building a statistical model is to solve the dense correspondences problem. We proposed a nonrigid shape registration framework for establishing point correspondences in [9] . In this paper, we extend this framework to perform nonrigid registration in the unified shape and intensity space, thus achieving simultaneous registration on both shapes and textures of the training examples. This joint registration provides additional constraints on the deformation field for the large area inside the object.
We use a space warping technique, the Free Form Deformations (FFD), to model the local deformations. The basic idea of FFD is to deform an object by manipulating a regular control lattice overlaid on its volumetric embedding space. We consider an Incremental cubic B-spline FFD in which dense registration is achieved by evolving a control lattice P according to a deformation improvement δP . Let us consider a regular lattice of control points P m,n = (P To register an atlas T and a rigidly aligned training example R, we consider a sample domain Ω in the common reference frame. The mutual information criterion defined in the joint shape and intensity space can be considered to recover the deformation field δL(Θ; x) that registers R and T :
(1) A gradient descent optimization technique is used to maximize the mutual information criterion, and to recover the parameters of the smooth, one-to-one registration field δL. Then dense pixel-wise correspondences can be established between each point x on example R, with its deformed positionL(x) on the atlas T . The correspondences are valid on both the "shape" images and the intensity images. We show some example results using this local registration algorithm in Fig. (3) .
Statistical Modeling of Shape and Appearance
After registration in the joint shape and intensity space, we apply Principal Component Analysis (PCA) on the deformed FFD control lattices to capture variations in shape. The feature vectors are the coordinates of the control points in x and y directions in the common reference frame. We also use PCA on the registered textures to capture variations in intensity. Here the feature vectors are the image pixel intensities from each registered texture. Fig. 4 illustrates the mean atlas and three primary modes of variation for both the shape deformation fields (Fig. (4) .1) and intensities ( Fig. (4) .2). The shape model uses the articulated heart model with Epi and LV, and the texture model is for the LV interior texture only (due to tagging lines in heart walls and RV irregularity).
Segmentation via Statistically Constrained Registration
Given an unseen image, we perform segmentation by registering the learned prior model with the image based on both shape and texture. The mutual information criterion to be optimized is the same as Equation 3, except that here R consists of the new intensity image and a "shape" image, which is derived from the unsigned distance transform of the edge map (computed by the Canny edge detector). Another difference from the learning process is that, during optimization, instead of using directly the recovered FFD parameter increments to deform the prior model, we back-project the parameter increments to the PCA-based feature space, and magnitudes of the allowed actual parameter changes are constrained to have a 2σ upper bound. This scheme is similar to that used in AAM.
