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４ 論文の概要 
   第 1章では, 本論文で考察する最適化問題である, 制約付き非平滑凸最適化問題と制約付
き非平滑準凸最適化問題の概要を, 学術的かつ応用的背景および動機の側面から詳細に解説
している。その後, 制約付き最適化問題を解くための既存最適化手法, 特に, 第 2章で扱う
直線探索法と第 3 章で扱う不動点近似法の概要とその長所および短所について詳細に纏めて
いる。 
   第 2 章では, サポートベクターマシンを用いた機械学習に現れる数理的問題を包含する,
単純な制約条件下で微分不可能な凸関数の総和を最小化する問題（単純制約付き非平滑凸最
適化問題）を解くための最適化手法を提案している。機械学習に現れる最適化問題を高速に
解くためには, 最適化手法のステップ幅（学習率）を適切に設定する必要があるが, この設
定は問題の次元数や訓練データ数などに依存するため予め設定することは容易なことではな
い。本章では, ステップ幅（学習率）をオンラインで適切に調整可能な手法を提案すること
で, この問題点を解決している。この手法の主なアイデアは, 制約無し最適化手法のステッ
プ幅（学習率）を適切に調整できる直線探索法を, 制約付き最適化へ適用したことにある。
本章の特筆すべき点は, 提案された最適化手法が一般の単純制約付き非平滑凸最適化問題の
解に収束することを収束率解析と共に数理的に示したことにある。加えて, 具体的なデータ
セットを用いたサポートベクターマシン機械学習への応用を行い, サポートベクターマシン
機械学習を効率的に行うために考案された Pegasos (S. Shalev-Shwartz, et al., Math. 
Program., 2011) や SMO (Sequential Minimal Optimization) と呼ばれる有用なアルゴリ
ズムと数値比較実験を行い, 提案最適化手法の有用性を示している。また, 提案最適化手法
を多層ニューラルネットワークの訓練に適用し, 深層学習の活用可能性についても議論して
いる。 
   第 3 章では, 費用対効果といった比率指標を目的関数に有する分数計画問題を例に含む, 
微分不可能な準凸関数を複雑な制約条件下で最小化する問題（複雑制約付き非平滑準凸最適
化問題）を解くための最適化手法を提案している。この手法の主なアイデアは, 複雑な制約
条件を満たす実行可能領域を計算可能な非拡大写像と呼ばれる非線形写像の不動点集合とし
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て表現することで, 不動点近似法と最適化アルゴリズムを組み合わせたことである。この結
果は, 論文提出者が日本学術振興会特別研究員(DC1)として取り組んだ研究課題「難解複雑な
制約を伴う非平滑準凸最適化への高効率高速算法《不動点理論に基づく解決》」（研究種目：
特別研究員奨励費, 研究課題/領域番号：17J09220）の主結果となっている。本章の特筆すべ
き点は, 提案手法の複雑制約付き非平滑準凸最適化問題に関する収束解析を与えたことであ
る。具体的には,定数ステップ幅を有する提案手法は, 問題の解を近似することができる。そ
して, 減少ステップ幅を有する場合では, 問題の解へ弱収束する手法の部分列が存在するこ
とを数理的に証明している。 提案手法の有用性については, 具体的な分数計画問題による既
存手法との数値比較実験により検証している。特に, 既存手法が制限時間を超過するような
複雑な制約を有する分数計画問題に対して, 提案手法は安定かつ高速に解くことを数値的に
示している。 
   第 4章では, 第 3章で提案した手法の収束率解析を, 定数ステップ幅と減少ステップ幅に
分けて提案している。第 3章で示された通り, 提案手法は複雑制約付き非平滑準凸最適化問
題を解くことができる。この結果を踏まえて, 提案手法が生成する点列について, 目的関数
値および制約集合への距離に関する収束率解析を提案することにより, 複雑制約付き非平滑
準凸最適化問題へ適用した際の提案手法の効率性の評価を行っている。これにより, 数値実
験に頼ることなく提案手法の性能を得ることができる。また, 提案手法が有限回の反復回数
で問題の解へ収束するための十分条件を与えている。 
                       
５ 論文の特質 
   本論文は, 財務・経営計画や保健医療計画といった分数計画や機械学習に現れる最適化に
関する最適化手法とその理論解析の提案をしている。また, 数値実験を通してその高速収束
性や安定性といった有用性を示している。このことから, 理論だけでなく実用の観点からも
詳細に纏められた論文となっている。具体的には, 第 2章では, 機械学習分野では困難とさ
れていたステップ幅（学習率）の調整のための最適化手法を提案し, その理論解析を行って
おり, 既存の機械学習アルゴリズムとの数値比較実験により提案手法の有用性を実際に示し
ている。本論文の学術的特質を特にもつ結果は第 3, 4章で与えられている。第 3 章の学術的
独自性は, 既存の最適化手法では成し遂げられなかった複雑制約付き非平滑準凸最適化に関
する最適化手法を確立し, 既存手法と比べてより良い性能を有することを実証したことであ
る。第 4章の学術的独自性は, 一般には困難とされた不動点制約付き最適化に関する反復法
の収束率解析を見事に示したことである。その実現のための学術的創造性は, 主査が提唱す
る不動点凸最適化アルゴリズムを発展させ, 凸最適化を包含する準凸最適化まで適用できる
ようにしたことにある。この結果は, 既存手法の適用範囲に関する改善に多大な貢献ができ
ていることから, 数学的観点のみならず工学・経済学的観点から見ても本質的な課題を打ち
破る革新的な結果であると言える。 
 
６ 論文の評価 
   第 2章の結果は, 国際的英文ジャーナル Frontiers in Robotics and AI に採録された論
文「Incremental and parallel machine learning algorithms with automated learning 
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rate adjustments」と国際的英文ジャーナル Journal of Nonlinear and Convex Analysis 
（Yokohama Publishers）に採録された論文「Convergence analysis of incremental and 
parallel line search subgradient methods in Hilbert space」に基づいており, 第 3, 4
章の結果は, 日本学術振興会特別研究員(DC1)として取り組んだ研究成果であり,伝統ある著
名な国際的英文ジャーナル European Journal of Operational Research (Elsevier)  に採
録された論文「Fixed point quasiconvex subgradient method」とその論文の補足データ
「Supplementary data S1 for the article entitled “fixed point quasiconvex 
subgradient method”」に基づいている。よって, 本論文を構成する結果は世界的に高く評
価されている事を示している。また, 上述したように, 本論文の結果は, 提案手法に対する
緻密な理論解析を行うとともに, 数値実験を通してその有用性を実際に確認するという研究
スタイルに基づいており, 論文としての完成度は非常に高いと言える。 
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