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Abstract 
This paper presents a visualization of a result of fuzzy clustering. The feature of fuzzy clustering is to obtain the degree of
belongingness of objects to fuzzy clusters so the result will be more commensurate with reality. In addition, the number of 
clusters requires less and the solution of the result will be more robust when compared with conventional hard clustering. In 
contrast, the fuzzy clustering result interpretation tends to be more complicated. Therefore, measuring the similarity (or 
dissimilarity) between a pair of fuzzy classification status of objects is important. In order to measure the similarity (or 
dissimilarity) mathematically, it is necessary to introduce a scale to the fuzzy clustering result. That is, the obtained solutions as a 
fuzzy clustering result must be in a metric space. In order to implement this, we have proposed multidimensional joint scale and
cluster analysis. In this analysis, we exploit a scale obtained by multidimensional scaling. This paper clarifies that the 
multidimensional joint scale and cluster analysis introduces scale to the fuzzy clustering result and then the visualization of the 
fuzzy clustering result in the metric vector space has a theoretical mathematical meaning through the Euclidean distance 
structure. In this paper, this is shown by using several numerical comparisons with ordinary visualizations of the fuzzy clustering 
result. 
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1. Introduction 
Owing to the increasing amount of complex of data, clustering methods are increasingly being used in various 
areas. One reason is that the central purpose of clustering methods is to summarize data by making several groups 
based on similarity (or dissimilarity) among objects. Most of the clustering methods are exploratory methods, and 
their purpose is quite simple, which encourages their use for a large amount of complex data. However, if the data is 
large and complicated, we must assume a larger number of clusters to obtain the intended data information 
satisfactorily. Therefore, the number of parameters to be estimated is going to be larger, and it follows that 
conventional clustering will tend to lose the robustness of the solutions. Fuzzy Clustering1,2 is one solution to this 
problem since it allows the degree of belongingness of objects to clusters to be from 0 to 1. However, at the same 
time, this increases the complexity of the interpretation of the result of the fuzzy clustering. For example, let us 
assume that the number of clusters is 2, and one object belongs to these two clusters with the degree of 
belongingness of (0.9, 0.1) and another object belongs to the same clusters with a degree of (0.6, 0.4). In this case, if 
we interpret that both objects belong to the first cluster, since for both of them the degree for the first cluster is larger 
than the degree for the second cluster, then essentially we ignore the difference between the classification statuses 
(0.9, 0.1) and (0.6, 0.4). In order to solve this problem, one may consider the distance between (0.9, 0.1) and (0.6, 
0.4).  However, the problem is that we cannot prove that these solutions, (0.9, 0.1) and (0.6, 0.4), are in a metric 
space. In order to solve this problem, this paper discusses a method for locating these solutions in a metric space. In 
other words, we include a scale to the result of fuzzy clustering by using multidimensional joint scale and cluster 
analysis3. In this paper, we clarify that this analysis can mathematically locate the solutions of the fuzzy clustering in 
a metric vector space. Moreover, this analysis correctly visualizes the solutions of the fuzzy clustering as points in a 
metric vector space.  
This paper is constructed as follows: Section 2 describes typical fuzzy clustering methods used for the 
multidimensional joint scale and cluster analysis. Section 3 mentions multidimensional scaling (MDS)4,5,6. Section 4 
presents the multidimensional joint scale and cluster analysis and clarifies the features and merits of the 
multidimensional joint scale and cluster analysis by theory and numerical examples including comparisons with a 
case of wrongly assuming dimensions, a result of ordinary MDS, and a result of correspondence analysis. Section 5 
describes conclusions. 
2. Fuzzy Clustering 
In order to obtain clustering results, we use fuzzy clustering methods named Fuzzy c-means (FCM)1 and FANNY 
algorithm2. Suppose X  be a given data matrix consisted of n objects with respect to p variables as follows:  
.,,1,,,1),( panixX ia                                                                                                                             (1) 
The purpose of these clustering methods is to classify the n objects into K clusters. The state of fuzzy clustering is 
represented by a partition matrix: 
,,,1,,,1),( KkniuU ik                                                                                                                           (2) 
whose elements show the degree of belongingness of the objects to the clusters. In general, 
iku satisfies the following 
conditions: 
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The particular feature of the fuzzy clustering is to obtain the degree of belongingness of objects to clusters shown in 
conditions (3). FCM is a method which minimizes the weighted within-class sum of squares: 
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where ),,( 1 kpkk vv  v  denotes the values of the centroid of a cluster k , ),,( 1 ipii xx  x is an object i , and
),(2 kid vx is the squared Euclidean distance between ix and kv . The exponent m that determines the degree of 
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fuzziness of the clustering is chosen from ),1( f in advance. By minimizing equation (4) under the conditions shown 
in equation (3), we obtain the solutions KU vv ,,, 1  .
Suppose the observed dissimilarity among n objects as follows: 
).(,,,,1,),( jiddnjidD jiijij z                                  (5) 
Then the objective function of FANNY algorithm is defined as follows: 
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By minimizing equation (6) under the conditions shown in equation (3), we obtain the solution U . The difference 
between FCM shown in equation (4) and FANNY algorithm shown in equation (6) is the given data. That is, in the 
case of FCM, the target data is two-mode two-way data which consists of values of objects with respect of variables. 
On the other hand, the target data of FANNY algorithm is one-mode two-way data which consists of values of 
relationship among objects. A further difference is the solution, that is, FCM obtains the degree of belongingness of 
objects to clusters, as well as the centroids of clusters, and FANNY algorithm obtains only the degree of 
belongingness of objects to clusters.  
3. Multidimensional Scaling 
Multidimensional scaling (MDS)4,5,6 is a method for capturing efficient information from observed dissimilarity 
data by representing the data structure in lower dimensional spatial space. As a metric MDS, the following model 
has been proposed.                  
.,,1,,})~~({ 2
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In equation (7), 
ijd is an observed dissimilarity between objects i and j shown in equation (5) and Oix
~ is a point of 
an object i with respect to dimensionO in R dimensional configuration space and nR  . ijH is an error. That is, MDS 
finds R dimensional scaling (coordinate) )~,,~( 1 iRi xx  and throws light on the structure of similarity relationship 
among the objects by representing the observed
ijd as the distance between a point )
~,,~( 1 iRi xx  and a point
)~,,~( 1 jRj xx  in R dimensional space. Suppose the observed dissimilarity ijd  is a Euclidean distance in equation (7), 
then jiij ,,0  H and equation (7) can be rewritten as follows: 
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where ,,,1,),~(
~
,)1,,1(),( 22 njixXdD ij
t
ij      1  and )(Adiag means a diagonal matrix which consists of 
diagonal elements of A . From equation (3) and the Young-Householder transformation7, 2D in equation (8) can be 
transformed as follows: 
,
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2
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where .,,1,),( njipP ij    Matrix J is a symmetric matrix whose diagonal elements are n/11 and nondiagonal 
elements are n/1 which means centering operation for each column of X
~ , that is the following condition 
¦
 
 
n
i
ix
1
,0~ OO                                                                                                                                                    (10) 
is satisfied in order to fix an origin as 0 for all n dimensions in the obtained coordinate space. By using eigenvalue 
decomposition of P in equation (9), P can be represented as follows: 
,))(( 2
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where ,,,1,,),,(),,,()( 11 njivvvV
t
nnij      OOOvvv  and' is a diagonal matrix whose diagonal elements 
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are eigen values 
nGG ,,1  and satisfy .1 nGG !! 2
1
' is a diagonal matrix whose diagonal elements are eigen values
nGG ,,1  . V is a matrix whose column vectors are eigen vectors nvv ,,1  corresponding to eigen values nGG ,,1 
.  When nR  and eigen values nR GG ,,1  are close to 0 , that is, dimensions 1R to n do not have explanatory 
power for the given dissimilarity data, equation (6) can be approximately represented as follows by using fewer R
dimensions: 
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where ,,,1,,,1),,,()(
~
1 RnivV Ri      OO vv  and'
~ is a diagonal matrix whose diagonal elements are eigen 
values
RGG ,,1  . 2
1~' is a diagonal matrix whose diagonal elements are eigen values RGG ,,1  . From equation (12), 
X
~ can be estimated as follows: 
,
~~ˆ 2
1
' VX                                                                                                                                                             (13) 
where ,,,1,,,1),ˆ(ˆ RnixX i     OO  and the elements of Xˆ show values of coordinate of n objects in R
dimensional space when nR  . Therefore, the elements of Xˆ in equation (13) are the estimate of Oix
~ in the MDS 
model shown in equation (7). 
4. Visualization of Fuzzy Clustering Results 
The purpose of this section is to discuss how to visualize the result of fuzzy clustering shown in equation (2) in a 
metric vector space which has mathematical dimensions. Since the result of fuzzy clustering has the values from 0 to 
1, for the interpretation of the result, it is necessary to measure the difference of the status of classification among 
objects. Although the visualization of the result is not only the use of a metric vector space which has mathematical 
dimensions, the inclusion of a simple mathematical scale which is a Euclidean distance to measure the difference of 
the status of classification among objects has merits. The first merit is that we can obtain a mathematically correct 
quantitative difference of the status of classification among objects through the Euclidean distance. The second 
merit is that the visualization through the Euclidean distance structure easily appeals to our intuition to understand 
the difference among statuses of classifications of objects and this can contribute to interpret the result of fuzzy 
clustering.
For example, we present a case where we use iris data which has 150 iris flower samples (or objects) with respect 
to four variables which are sepal length, sepal width, petal length, petal width shown in equation (1). Then this data 
is applied to FCM shown in equation (4). The parameter m  which controls the fuzziness for this result is determined 
as 2 in equation (4). The number of clusters is assumed to be 3, since this data is observed from three species which 
are setosa, versicolor, and virginica. Then the result KkniuU ik ,,1,,,1),(     shown in equation (2) is 
obtained under the conditions shown in equation (3). If the obtained three clusters “are assumed” to be three 
dimensions, then this result is shown in figure 1. In this figure, 150 dots show iris flower samples (or objects). Since 
the conditions shown in equation (3), the solutions exist in a two dimensional space which is a subspace in the three 
dimensional space shown in figure 1. Figure 2 shows the two dimensional space spanned by two basis vectors which 
are )3/2,6/1,6/1(),0,2/1,2/1( 21   ee obtained by normalizing two vectors 
)1,5.0,5.0(),0,5.0,5.0( 21   ee which are calculated by )0,5.0,5.0()1,0,0(),0,5.0,5.0()0,1,0( 21   ee
where )0,5.0,5.0( is a mid-point between two points, )0,0,1(  and )0,1,0( . In figure 2, each symbol shows each 
species. Square shows setosa, circle shows versicolor, and triangle shows virginica. Since the plane shown in figure 
2 is a subspace of a metric vector space shown in figure 1, the Euclidean distances among 150 objects are the same 
between figures 1 and 2. However, the problem is the assumption that three clusters are the three dimensions and 
this is the mistake, since the obtained three clusters are not correctly represented by the mathematically defined three 
dimensions. Therefore, the Euclidean distance among 150 objects in figures 1 and 2 does not add meaning to the 
interpretation of the result of fuzzy clustering.  
In order to solve this problem, we have proposed a method named multidimensional joint scale and cluster 
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analysis3. In this analysis, we exploit the metric space obtained by MDS shown in equation (13). We define the 
following transformation from the coordinate values of n objects to weighted coordinate values of n objects.
,
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is satisfied. Therefore, we use X
~ shown in equation (15) in order to reproduce P shown in (9) as follows: 
.
~~~ tXXP                                                                                                                                                               
(17) 
By using eigenvalue decomposition of P
~ such as equation (11) and approximation for the reduced dimensions 
shown in equation (12), we obtain the estimate of reduced R dimensional coordinate values as follows: 
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1 RGG   Equation (18) means that the obtained K fuzzy
clusters are represented as K points in R dimensional metric vector space. Then the Euclidean distance among K
fuzzy clusters correctly measured in this space. In order to show the result of fuzzy clustering shown in equation (2) 
in the R  dimensional metric vector space spanned by ,,,1,)~,,~(
~~
1 Rvv
t
K    OOOOv the values of U is transformed 
as follows by using equations (2) and (18): 
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In equation (19), U
~ shows a centered matrix of U , with respect to each cluster, in order to adjust the origin of the 
coordinate shown in equation (18) as (0, 0). In addition, in order to have the comparability of the transformed 
vectors of objects of  U
~  which are n column vectors of C shown in equation (19) with the vectors of clusters shown 
in (18), each row of C  which shows each dimension is weighted by R,,1,
~~  OGO  respectively which are the 
diagonal elements of 2
1~~'  shown in equation (18). That is, the following values of coordinate can be obtained as the 
visualization of objects in the fuzzy clustering result U ,
.
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From equation (20), it can be seen that objects in the fuzzy clustering result U are in the same R dimensional metric 
vector space spanned by R vectors, ,,,1,)~,,~(
~~
1 Rvv
t
K    OOOOv  shown in equation (18). Therefore, the joint 
visualization of objects and clusters in the fuzzy clustering result U  is implemented. 
In conventional MDS, the purpose is to obtain the estimate Xˆ shown in equation (13) and based on the distances 
among objects in R dimensional space spanned by column vectors of V
~ shown in equation (12), it is possible to 
obtain a classification of objects in this R dimensional space. However, the classification shows the clustering result 
of objects that lost information represented by from 1R to n dimensions. In other words, the clusters obtained from 
objects located in the R dimensional space spanned by column vectors of V
~ is different from the clusters obtained 
from the original data which is shown as U in equation (2). The proposed multidimensional joint scale and cluster 
analysis can overcome this problem, that is, the analysis can visualize the same clusters obtained from original data 
as U in the lower dimensional metric vector space. For example figure 3 shows the result of iris data applied to 
MDS in two dimensional space, that is a case when 2 R .  The space shown in figure 3 is a metric vector space and 
the Euclidean distance among objects in figure 3 is a mathematically correct metric which can be used for the 
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clustering. However, the clusters obtained in this space, shown in figure 3, are different from the clusters obtained 
from original iris data, since the objects located in the two dimensional have a partial loss of information in the 
original data. 
Figure 4 shows the result of the multidimensional joint scale and cluster analysis applied to the iris data when 
2 R . In this figure, “C1”, “C2”, and “C3” are the three clusters whose coordinate values are obtained by using 
equation (18). In addition, the symbols show the objects whose coordinate values are obtained by using equation 
(20). Each symbol shows each species, that is, square shows setosa, circle shows versicolor, and triangle shows 
virginica which are the same as figure 2. In figure 4, two dimensions are exactly the same dimensions for both 
clusters and objects which are shown in equations (18) and (20), so we can compare these locations in the same 
metric vector space shown in figure 4. In addition, the Euclidean distance among these objects as well as among 
objects and clusters in figure 4 can be correctly measured, since the space shown in figure 4 is a metric vector space 
mathematically, so we can compare these locations of objects and clusters using Euclidean distance to understand 
the similarity of classification status of 150 objects and the relationship between objects and clusters to interpret the 
obtained fuzzy clustering result. This is a clear difference from the result shown in figure 2. In the case of figure 2, 
we cannot use the Euclidean distance among these objects. 
For the joint visualization of objects and clusters (or variables), correspondence analysis is well known. From the 
conditions of the result of fuzzy clustering shown in equation (3), we may consider the similar joint probability as 
follows: 
    
    (21) 
In equation (21), from the conditions shown in equation (3),  is satisfied. The transposed matrix of Pˆ
is shown as follows: 
     
(22) 
Then the following 
ikb  and kib
~  are defined as follows: 
                                                                                                                                                                           (23) 
(24) 
Conventional correspondence analysis calculates the covariance matrix of 
ikb with respect to clusters as well as the 
covariance matrix of 
kib
~ with respect to objects and uses the fact that we can obtain the same eigen values from both 
covariance matrixes, and then we can implement the joint visualization of objects and clusters. However, in this case, 
we cannot obtain the correct eigen values from the covariance matrix of 
kib
~ with respect to objects from the 
definitions of equations (21), (22), and (24). That is, from these equations (21), (22), and (24),  
kib
~  has a form of 
compositional data8 which satisfy the following condition: 
(25) 
where c  is a constant number. From equation (3), the following equation is obtained. 
(26) 
By using equation (26), the following equation is obtained. 
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                                                                                                                                                                           (27) 
Therefore, from equation (27), we can prove that equation (25) is satisfied. From the constraint of equation (25), the 
summation of the elements of the covariance matrix of 
kib
~ with respect to objects will be zero. That is the covariance 
has the negative bias and this will be a “spurious” covariance. Therefore, we cannot obtain the correct eigen values 
from the covariance matrix with respect to objects. This means that we cannot use the conventional correspondence 
analysis for the joint visualization of objects and clusters of the fuzzy clustering result shown in equation (2) under 
the conditions shown in equation (3). 
Next, we will show the another example that used the similarity data among objects and FANNY algorithm 
shown in equation (6). We use a similarity data for 25 English terms observed by 22 students of an English class for 
the purpose of English as a foreign language education9. Students are asked to give scores from 0 to5 in which larger 
values show more similarity between a pair of terms among the 25 terms. That is, the scores show how much 
students feel the two terms are similar. If the target two terms are represented as "A" and "B", since the status 
between "A is involved by B" and "B is involved by A" is cognitively different from each other, so the similarity 
matrix 25,,1,),(   jisS ij is asymmetric, that is jiss jiij zz , . To apply this similarity data to classical MDS, we 
extract the symmetric part of this matrix as jisssSSS jiijij
t z   ,~~),~(2/)(~ . Also, the similarity matrix S
~ is
transformed to a dissimilarity matrix shown in equation (5) linearly as follows: 
.25,,1,,~max~max,~max/~1
,
   jissssd ij
ji
ijij
                                                                                          (28)           
The dissimilarity data shown in equation (28) is applied to FANNY algorithm shown in equation (6). Figure 5 shows 
the result of fuzzy clustering in which the obtained three clusters are the three dimensions and dots show 25 English 
terms. Figure 6 shows the two dimensional subspace in the three dimensional space shown in figure 5 which is 
created using the same two basis vectors used in figure 2. Since the conditions shown in equation (3), all of the 
solutions are in this two dimensional subspace. In this figure, each number shows each English term as follows: 1. 
Afternoon; 2. Alone; 3. Computer; 4. Dictionary; 5. Discussions; 6. Education; 7. English; 8. Evening; 9. Groups;        
10. Home; 11. Homework; 12. Listening; 13. Mobile Phone; 14. Morning; 15. Night; 16. Outside; 17. Picture; 18. 
Reading; 19. School; 20. Speaking; 21. Text Message; 22. Traveling; 23. Video; 24. Voice; 25. Writing. However, 
from figures 5 and 6, we cannot measure the similarity relationship among classification statuses of 25 English 
terms, since the spaces shown in figures 5 and 6 are not correct metric vector spaces.  
Therefore, we apply the multidimensional joint scale and cluster analysis to this fuzzy clustering result and obtain 
the visualization shown in figure 7. In this figure, “C1”, “C2”, and “C3” are the three clusters whose coordinate 
values are obtained by using equation (18). In addition, each number shows each English term whose coordinate 
value is obtained by using equation (20). Since the two dimensional space shown in figure 7 is a metric vector space, 
in this figure, we can correctly calculate Euclidean distance among objects and clusters.  
From a comparison between figures 6 and 7, it can be seen that terms 6, 7, 19 which are terms of “Education”, 
“English”, and “School” are more significantly close to each other in figure 7 when compared with figure 6. In 
addition, we can see that terms 4, 11, 18, and 25 which are terms of “Dictionary”, “Homework”, “Reading”, 
“Writing” are closer in figure 7 than figure 6. From these, we may interpret that English education is in school and 
this is related with “reading” and “writing” skills by the student cognitive recognition.  
Moreover, the terms 5, 12, 20, 21 which are “Discussions”, “Listening”, ”Speaking”, and “Text Message” are 
close to each other in figure 7. These terms seem to show “listening” and “speaking” skills and we can see clearer 
separation of these terms from other terms in figure 7 when compared with the visualization in figure 6. Therefore, 
by using the correct metric in figure 7, we see a clearer separation of͆listening” and “speaking” skills from the 
other skills such as “reading” and “writing” in the “English education” related with “school” in the student cognitive 
recognition. This may suggest some bias in English education in Japan in terms of the perceived importance of 
“listening” and “speaking” as compared with “reading” and “writing” skills. 
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Fig. 1. Result of FCM for Iris Data                        Fig. 2. Result of FCM for Iris Data in a Subspace 
Fig. 3. Result of MDS for Iris Data 
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Fig. 4. Result of Multidimensional Joint Scale and Cluster Analysis for Iris Data 
Fig. 5. Result of FANNY algorithm for English Term Data     Fig. 6. Result of FANNY algorithm for English Term 
Data in a Subspace  
1. Afternoon; 2. Alone; 3. Computer; 4. Dictionary; 5. Discussions; 6. Education; 7. English; 8. Evening; 9. Groups;         
10. Home; 11. Homework; 12. Listening; 13. Mobile Phone; 14. Morning; 15. Night; 16. Outside; 17. Picture;  
18. Reading; 19. School; 20. Speaking; 21. Text Message; 22. Traveling; 23. Video; 24. Voice; 25. Writing  
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Fig. 7. Result of Multidimensional Joint Scale and Cluster Analysis for English Term Data 
1. Afternoon; 2. Alone; 3. Computer; 4. Dictionary; 5. Discussions; 6. Education; 7. English; 8. Evening; 9. Groups;         
10. Home; 11. Homework; 12. Listening; 13. Mobile Phone; 14. Morning; 15. Night; 16. Outside; 17. Picture;  
18. Reading; 19. School; 20. Speaking; 21. Text Message; 22. Traveling; 23. Video; 24. Voice; 25. Writing  
5. Conclusions 
This paper presents a visualization of fuzzy clustering result in a metric space for the purpose of interpretation of 
the fuzzy clustering result. In order to measure the difference among classification status of objects in the fuzzy 
clustering result, a scale in a metric has been introduced. In this paper, we show that the vector space scale is 
exploited by another scale captured by ordinary multidimensional scaling, and by transformation of a result of fuzzy 
clustering to a transformed result which exists in a metric vector space. A correct visualization of fuzzy clustering 
result through Euclidean distance is implemented. In addition, we show that the ordinary visualization methods such 
as multidimensional scaling, correspondence analysis, as well as the simple plot assumed the obtained clusters as 
dimensions are not able to represent the fuzzy clustering result mathematically due to theoretical limitations on the 
use of ordinary visualizations. Several numerical examples show a better performance for the presented 
visualization.  
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