We propose a spectral method by using the Jacobi functions for computing eigenvalue gaps and their distribution statistics of the fractional Schrödinger operator (FSO). In the problem, in order to get reliable gaps distribution statistics, we have to calculate accurately and efficiently a very large number of eigenvalues, e.g. up to thousands or even millions eigenvalues, of an eigenvalue problem related to the FSO. For simplicity, we start with the eigenvalue problem of FSO in one dimension (1D), reformulate it into a variational formulation and then discretize it by using the Jacobi spectral method. Our numerical results demonstrate that the proposed Jacobi spectral method has several advantages over the existing finite difference method (FDM) and finite element method (FEM) for the problem: (i) the Jacobi spectral method is spectral accurate, while the FDM and FEM are only first order accurate; and more importantly (ii) under a fixed number of degree of freedoms M , the Jacobi spectral method can calculate accurately a large number of eigenvalues with the number proportional to M , while the FDM and FEM perform badly when a large number of eigenvalues need to be calculated. Thus the proposed Jacobi spectral method is extremely suitable and demanded for the discretization of an eigenvalue problem when a large number of eigenvalues need to be calculated. Then the Jacobi spectral method is applied to study numerically the asymptotics of the nearest neighbour gaps, average gaps, minimum gaps, normalized gaps and their distribution statistics in 1D. Based on our numerical results, several interesting numerical observations (or conjectures) about eigenvalue gaps and their distribution statistics of the FSO in 1D are formulated. Finally, the Jacobi spectral method is extended to the directional fractional Schrödinger operator in high dimensions and extensive numerical results about eigenvalue gaps and their distribution statistics are reported.
Introduction
where 0 < α ≤ 2, V (x) ∈ L 2 (Ω) is a given real-valued function and the fractional Laplacian operator (−∂ xx ) α/2 is defined via the Fourier transform (see [60, 22, 35] and references therein) as
with F and F −1 the Fourier transform and inverse Fourier transform [15, 35, 28] , respectively. We remark here that an alternative way to define (−∂ xx ) α/2 is through the principle value integral (see [51, 55, 53, 23, 38, 22] and references therein) as
where C α 1 is a constant whose value can be computed explicitly as C α 1 = 2 α Γ((1 + α)/2) π 1/2 |Γ(−α/2)| = αΓ((1 + α)/2) 2 1−α π 1/2 Γ(1 − α/2) .
Another remark here is that the problem (1.1) is equivalent to the problem defined on the whole x-axis R by taking the potential V (x) = +∞ for x ∈ Ω c . When α = 2, (1.1) collapses to the (classical) time-independent Schrödinger equation (or a standard Sturm-Liouville eigenvalue problem) which has been widely used for determining energy levels of a quantum particle within an external potential V (x) in quantum physics and chemistry [21] and many other areas [37, 18, 20] . When 0 < α < 2, (1.1) has been widely adopted as a model for fractional quantum mechanics, while the FSO can be interpreted via the Feynman path integral approach over Brownian-like quantum paths or over the Lévy-like quantum paths, see [55, 38, 31, 45, 6, 16] and references therein. Without loss of generality, we assume that V (x) ≥ 0 is non-negative and is taken such that all eigenvalues of (1.1) are distinct (or all spectrum are discrete), i.e. the eigenvalues of (1.1) satisfy 0 < λ α 1 < λ α 2 < . . . < λ α n < . . . . (1.4) Define the nearest neighbor gaps as [30] δ α nn (N ) := λ α N +1 − λ α N , N = 1, 2, 3, . . . , (1.5) where when N = 1, i.e., δ α nn (1) = λ α 2 − λ α 1 := δ fd (α) (i.e. the difference between the first two smallest eigenvalues) is called as the fundamental gap of the FSO (1.1), which has been studied analytically and/or numerically for α = 2 [3, 1, 7] and 0 < α ≤ 2 [8, 12] ; the minimum gaps as [14, 49] In addition, if there exist constants γ > 0 and C > 0 such that lim n→+∞ λ α n n γ = C > 0, (1.8) then the normalized gaps (or "unfolding" local statistics in the physics literature) are defined as [30, 50] Then an interesting question is to study their asymptotics, i.e. the behaviour of δ α nn (N ), δ α min (N ), δ α ave (N ) and δ α nrom (N ) when N → +∞, and another interesting and very challenging question is to study the level spacing distribution P α (s) := limiting distribution of the normalized gaps δ α norm (N ) which is defined as [30, 50] 1 These results immediately imply that the fundamental gap δ fd (α = 2) = 3π 2 (b−a) 2 and δ α=2 nn (N ) = (1.14) , one can immediately obtain the level spacing distribution defined in (1.11) for α = 2 as P α=2 (s) = δ(s − 1), s ≥ 0, (1.15) where δ(·) is the Dirac delta function. When α = 2 and V (x) = 0 in (1.1), it collapses to a standard Sturm-Liouville eigenvalue problem, which has been extensively studied in the literature. For analytical results, we refer to [33, 37, 29] and references therein. For numerical methods and results, we refer to [11, 4, 56] and references therein.
From the last equation in
When 0 < α < 2, in general, one cannot find the eigenvalues of the eigenvalue problem (1.1) analytically and/or explicitly. For mathematical theories of the eigenvalue problem (1.1), we refer to [25, 32] and references therein. Some numerical methods have been proposed to solve (1.1) numerically, including an asymptotic method was proposed in [60] , a finite element method (FEM) [13] with piecewise linear element was presented in [31] and a finite difference method (FDM) was studied in [24] . The FDM and FEM are usually first order accurate when 0 < α < 2 and they can be adapted to compute the first several eigenvalues [31, 24, 13] . However, if we want to calculate accurately and efficiently a very large number of eigenvalues, e.g. up to thousands or even millions eigenvalues, of the eigenvalue problem (1.1) in order to obtain a reliable gaps distribution statistics, the FDM and FEM have severe drawbacks. The main aim of this paper is to propose a spectral method by using the generalized Jacobi functions for computing different eigenvalue gaps and their distribution statistics of the fractional eigenvalue problem related to FSO (1.1). The proposed numerical method has at least two advantages: (i) it is spectral accurate, and more importantly (ii) under a fixed number of degree of freedoms (DOF) M , it can calculate accurately a large number of eigenvalues with the number proportional to M . Thus this method is a very good candidate for solving our problem, i.e. to compute eigenvalue gaps and their distribution statistics of the fractional eigenvalue problem (1.1).
Based on our extensive numerical results and observations, we speculate the following: Conjecture (Gaps and their distribution statistics of FSO in (1.1) without potential) Assume 0 < α < 2 and V (x) ≡ 0 in (1.1), then we have the following asymptotics of its eigenvalues:
where λ α loc (n) = nπ b−a α (n = 1, 2, . . .) are the eigenvalues of the local fractional Laplacian operator on Ω = (a, b) with homogeneous Dirichlet boundary condition [7] . From (1.16), we obtain immediately the following approximations of different gaps:
In addition, for the gaps distribution statistics defined in (1.11), we have
The paper is organized as follows. In Section 2, we begin with some scaling properties of (1.1) and propose a spectral-Galerkin method by using the generalized Jacobi functions to discretize the fractional eigenvalue problem (1.1). In Section 3, we test the accuracy and resolution capacity (or trust region) with respect to the DOF M of the proposed Jacobi spectral method and compare it with the existing numerical methods such as FDM and FEM. In Section 4, we apply the proposed numerical method to study numerically asymptotics of different eigenvalue gaps and their distribution statistics of (1.1) without potential and formulate several interesting numerical observations (or conjectures). Similar results are reported in Section 5 for (1.1) with potential. Extensions of the numerical method and results to the directional fractional Schrödinger operator in high dimensions are presented in Section 6. Finally, some conclusions are drawn in Section 7.
A Jacobi spectral method
In this section, we begin with a scaling argument to the problem (1.1) so as to reduce it on a standard interval (−1, 1), then reformulate it into a variational formulation and discretize the problem by using the Jacobi spectral method.
Scaling property
Introduce
and consider the re-scaled fractional eigenvalue problem: Findλ ∈ R and a real-valued functionũ(x) = 0 such that
u(x) = 0,x ∈Ω c := R\Ω;
(2.2) then we have Lemma 2.1. Letλ be an eigenvalue of (2.2) andũ :=ũ(x) be the corresponding eigenfunction, then λ = L −αλ is an eigenvalue of (1.1) and u :
is the corresponding eigenfunction. Assume that 0 <λ α 1 <λ α 2 < . . . <λ α n < . . . are all eigenvalues of (2.2), then 0 < λ α 1 < λ α 2 < . . . < λ α n < . . . with λ α n = L −αλα n (n = 1, 2, . . .) are all eigenvalues of (1.1). In addition, we have the scaling property on the different gaps as
which immediately imply that the level spacing distribution P α (s) of (1.1) does not change under the rescaling (2.1), i.e. the problems (1.1) and (2.2) have the same level spacing distribution.
Proof: From (1.3) and noticing (2.1), a direct computation implies the scaling property of the fractional Laplacian operator
which immediately implies that u(x) is an eigenfunction of the operator (−∂ xx )
From the assumption (1.4) that 0 <λ α 1 <λ α 2 < . . . <λ α n < . . . are all eigenvalues of (2.2), we get immediately that 0 < λ α 1 < λ α 2 < . . . < λ α n < . . . with λ α n = L −αλα n (n = 1, 2, . . .) are all eigenvalues of the eigenvalue problem (1.1). Then the scaling property on the different gaps (2.3) can be obtained straightforward by usingλ α n = L α λ α n (n = 1, 2, . . .). 5
A variational formulation
Following those in the literature [34, 27, 54] , we introduce the fractional functional space
where the norms are defined as 
where the norms are defined as
For any v ∈ H α 2 (Ω), multiplying v to (1.1) and integrating over Ω and using integration by parts, we obtain the variational (or weak) formulation of the fractional eigenvalue problem (1.1) as:
where the bilinear forms a(·, ·) and b(·, ·) are given as
(2.13)
A spectral discretization by using the Jacobi functions
Since we are mainly interested in gaps and their distribution statistics, from the results in Lemma 2.1, without loss of generality, from now on, we always assume that Ω = (−1, 1), i.e. a = −1 and b = 1 in (1.1).
Let
denote the classical Jacobi polynomials (or Gegenbauer polynomials) which are orthogonal with respect to the weight function ω
where δ nm is the kronecker delta and
Define the generalized Jacobi functions
then by Theorem 2 in Ref. [39] , we have
Combining (2.16) and (2.17), we obtain
Let M > 0 be a positive integer and define the finite dimensional space (which is an approximate subspace of H α 2 (Ω)) as
then a Jacobi spectral method (JSM) for (2.12) is given as:
In order to cast the eigenvalue problem (2.21) into matrix form, we express u M ∈ W M as a combination of the basis functions as
Plugging (2.22) into (2.21) and noticing (2.18), after some detailed computation, we obtain the following standard matrix eigenvalue problem:
Plugging (2.19) into the second equation in (2.24), after a detailed computation, we get
Of course, if V (x) = 0, then the integrals in the first equation in (2.24) can be computed numerically via numerical quadratures with spectral accuracy [47, 10] . Finally the matrix eigenvalue problem (2.23) can be solved numerically by the standard eigenvalue solvers such as QR-method [41] .
We remark here that different numerical methods have been proposed in the literature for discretizing the fractional Laplacian operator (−∂ xx ) α/2 via the formulation (1.3) or (1.2) or their equivalent forms for numerical simulation of fractional partial differential equations, see [36, 59, 2, 39, 44, 48, 19] and references therein. In fact, a method to discretize the fractional Laplacian operator (−∂ xx ) α/2 can directly generate a method to solve the fractional eigenvalue problem (1.1). For example, a finite element method (FEM) with piecewise linear elements was proposed and analyzed in [31, 13] for computing the eigenvalues of (1.1). Similarly, if we adopt the standard finite difference method to discretize the fractional Laplacian operator (−∂ xx ) α/2 [17, 36] in (1.1), we can obtain a finite difference method (FDM) for computing the eigenvalues of (1.1). The details are omitted here for brevity.
Accuracy and comparison with existing methods
In this section, we test the accuracy and resolution capacity of the Jacobi specral method (JSM) presented in the previous section and compare it with the fractional centered finite difference method (FDM) proposed in [59, 17] and the finite element method (FEM) with piecewise linear element proposed in [31] for the eigenvalue problem (1.1) with Ω = (−1, 1). The 'exact' eigenvalues λ α n (n = 1, 2, . . .) are obtained numerically by using the JSM (2.21) under a very large DOF M = M 0 , e.g. M 0 = 12800. Let λ α n,M be the numerical approximation of λ α n (n = 1, 2, . . . , M ) obtained by a numerical method with the DOF chosen as M . Define the absolute and relative errors of λ α n as
respectively.
Accuracy test
We first test the convergence rates of different numerical methods for the eigenvalue problem (1.1) including the JSM (2.21), FEM [31, 13] and FDM [59, 17, 24] . Table 1 displays the absolute errors of computing the first eigenvalue of (1.1) with V (x) ≡ 0 and different α by using our JSM (2.21), FEM [31] and FDM [59, 17] ; and Table 2 lists the absolute errors of computing the first, second, fifth and tenth eigenvalues of (1.1) with α = 0.5 and V (x) ≡ 0 by using those methods. For comparison with existing results, Table 3 lists the first three eigenvalues of (1.1) with V (x) ≡ 0 and different α obtained by using our JSM (2.21) under the DOF M = 160 and the asymptotic method in [60] under the DOF M = 5000. Figure  1 shows convergence rates of our JSM (2.21) for computing the first, second, fifth and tenth eigenvalues of (1.1) with V (x) ≡ 0 and different α; and Figure 2 lists similar results of (1.1) with V (x) = x 2 2 and different α.
From Tabs. 1 & 2 and Figs. 1 & 2 and extensive additional results not shown here for brevity, we can draw the following conclusions: (i) For fixed DOF M and α ∈ (0, 2], the errors from our JSM (2.21) are significantly smaller than those from the FEM [31] and FDM [59, 17] (cf. Tabs. 1 & 2). (ii) The FEM [31] and FDM [59, 17] converge almost quadratically and linearly with respect to the DOF M when α = 2 and 0 < α < 2, respectively (cf. Tabs. 1 & 2). (iii) Our JSM method (2.21) converges spectrally and super-linearly (or sub-spectrally) with respect to the DOF M when α = 2 and 0 < α < 2, respectively (cf. Fig. 1 & 2) . (iv) In Tab. 3, the numerical results reported by our JSM (2.21) have at least eight significant digits when the DOF M ≥ 160, while the results by the asymptotic method in [60] have at most four significant digits even when the DOF M = 5000! Thus our JSM method (2.21) is significantly accurate than those low-order numerical methods in the literatures for computing for eigenvalues of the eigenvalue problem (1.1). Table 2 : Absolute errors of computing the first, second, fifth and tenth eigenvalues of (1.1) with Ω = (−1, 1), α = 0.5 and V (x) ≡ 0 by using our JSM (2.21), FEM [31] and FDM [59, 17] 
Resolution capacity (or trust region) test
In order to get reliable gaps and their distribution statistics, we have to calculate accurately and efficiently a very large number of eigenvalues, e.g. up to thousands or even millions eigenvalues. Specifically we need to make sure that the numerical errors are much smaller than the minimum gap of those gaps which are used to find numerically the distribution statistics. In general, to solve the eigenvalue problem (1.1) by a numerical method with a given DOF M , we can obtain M approximate eigenvalues. A key question is that how many eigenvalues or what fraction among the M approximate eigenvalues can be used to find numerically the distribution statistics, i.e. the errors to them are quite small. We remark here that for the Schrödinger operator, i.e. α = 2 in (1.1), by using a spectral method, it is proved that about 2 π fraction of the M approximate eigenvalues is quite small [56] . To see whether this property is still valid for our JSM (2.21) for the FSO (1.1), Figure 3 displays the relative errors e α n,r (n = 1, 2, . . . , 6400) of (1.1) with V (x) ≡ 0 and different α by using our JSM (2.21), FEM [31] and FDM [59, 17] From Fig. 3 , we can see that our JSM (2.21) is significantly better than FEM and FDM when a large number of eigenvalues are to be computed accurately. In fact, FEM and FDM can be used to compute the first a few eigenvalues of (1.1). However, when a large amount of eigenvalues are needed, one has to adapt a spectral method such as our JSM (2.21).
To quantify the resolution capacity of our JSM (2.21), Figure 4 displays the relative errors e α n,r (n = 1, 2, . . . , M ) of (1. 
Numerical results of FSO in 1D without potential
In this section, we report numerical results on eigenvalues of (1.1) with Ω = (−1, 1) and V (x) ≡ 0 by using our JSM (2.21) under the DOF M = 8192. All results are based on the first 4096 eigenvalues, i.e. we use half of the eigenvalues obtained numerically to present the results and to calculate distribution statistics. (n = 1, 2, . . .), whileλ α n (n = 1, 2, . . .) are the eigenvalues of the local fractional Laplacian operator on Ω = (−1, 1) with homogeneous Dirichlet boundary condition [7] . Figure 6b displays the relative errors of the eigenvalues and their leading order approximations, i.e.ẽ α n,r := λα n − λ α n /λ α n , which immediately suggests a high order approximation at λ α n ≈λ α n :=λ α n 1 − which is plotted in Figure 6c . Finally Figure 6d displays the absolute errors of the eigenvalues and their high order approximations, i.e.ẽ α n := λ α n −λ α n . From Fig. 6 , we can obtain numerically the following approximations of the eigenvalues of (1.1) with Ω = (−1, 1) and V (x) ≡ 0 as
Eigenvalues and their approximations
Combining (4.1) and Lemma 2.1, we can immediately obtain the conclusion (1.16).
To demonstrate high accuracy of our numerical method, Table 4 lists eigenvalues of (1.1) with Ω = (−1, 1) and V (x) ≡ 0 for different α. Fig.  7 , we can draw the following conclusions based on our numerical results: (i) the nearest neighbour gaps δ α nn (N ) increase and decrease with respect to N when 1 < α ≤ 2 and 0 < α < 1, respectively; and they are almost constant when α = 1 (cf. Fig. 7a ). (ii) The minimum gaps δ α min (N ) are almost constants and decrease with respect to N when 1 ≤ α ≤ 2 and 0 < α < 1, respectively (cf. Fig. 7b ). (iii) The average gaps δ α ave (N ) increase and decrease with respect to N when 1 < α ≤ 2 and 0 < α < 1, respectively; and they are almost constant when α = 1 (cf. Fig. 7c ). (iv) The normalized gaps δ α norm (N ) ≈ 1 when N 1 (cf. Fig. 7d ). Table 4 : Eigenvalues of (1.1) with Ω = (−1, 1) and V (x) ≡ 0 for different α.
Asymptotic behaviour of different gaps
In fact, based on the numerical asymptotic approximation (4.1), we can formally obtain the following approximation of the nearest neighbour gaps as
Again, this asymptotic results also confirm that the nearest neighbour gaps δ α nn (N ) increase and decrease with respect to N when 1 < α ≤ 2 and 0 < α < 1, respectively; and they are almost constant when α = 1.
Based on the asymptotic results (4.3) and the numerical results in Fig. 7b , we can conclude that Again, these asymptotic results suggest that the minimum gaps δ α min (N ) are almost constants and decrease with respect to N when 1 ≤ α ≤ 2 and 0 < α < 1, respectively.
Similarly, we have the asymptotic results for the averaged gaps as and when α = 1, we get
Again, these asymptotic results suggest that the average gaps δ α ave (N ) increase and decrease with respect to N when 1 < α ≤ 2 and 0 < α < 1, respectively; and they are almost constants when α = 1 (cf. Fig. 7c ).
Based on the asymptotic results of the eigenvalue λ α n in (4.1), noticing (1.8)-(1.10), we can get the asymptotic results for the normalized gaps as
whereC is a constant. Again, this asymptotic result suggests that the normalized gaps δ α norm (N ) ≈ 1 when N 1 (cf. Fig. 7d ). Finally, combining (4.3), (4.4), (4.6), (4.7), (4.8), (4.9) and (2.3), we can get the conjecture (1.17) stated in Section 1. From Fig. 8 , we can conclude that the gaps distribution statistics of (1.1) with V (x) ≡ 0 is P α (s) = δ(s − 1) for 0 < α ≤ 2. Figure 9 shows convergence rates of our JSM (2.21) for computing the first, second, fifth and tenth eigenfunctions of (1.1) with Ω = (−1, 1), V (x) ≡ 0 and different α. Figure 10 plots different eigenfunctions of (1.1) with Ω = (−1, 1), V (x) ≡ 0 and different α. Finally Figure 11 displays different eigenfunctions of (1.1) with Ω = (−1, 1), V (x) ≡ 0 and different α near the boundary layer 0 < ξ := x + 1 1 to show the singularity characteristics of the eigenfunctions u α n at the boundary x = −1. From Figs. 9-11, we can draw the following conclusions: (i) Our JSM method (2.21) converges superlinearly with respect to the DOF M for computing the eigenfunctions u α n (cf. Fig. 9 ). (ii) For fixed 0 < α < 2, the eigenfunctions u α n (n = 1, 2, . . .) can be characterised as
The gap distribution statistics

Eigenfunctions and their singularity characteristics
where v α n (n = 1, 2, . . .) are smooth functions over the intervalΩ = [−1, 1] (cf. Fig. 11 ). Based on the above results, for the eigenvalue problem of the FSO in high dimensions: Find λ ∈ R and a nonzero real-valued function u(x) = 0 such that where d ≥ 2, 0 < α < 2, Ω is a bounded domain and the fractional Laplacian (−∆) α/2 is defined via the Fourier transform [15, 42] , we conjecture here that the eigenfunction u(x) can be written as
where v(x) is a smooth function overΩ and dist(x, ∂Ω) represents the distance from x ∈ Ω to ∂Ω. We remark here that the singularity characteristics of the eigenfunctions in (4.11) (or (4.13)) is quite different with the singularity characteristics given in [12] for fractional PDEs as
where v(x) is a smooth function overΩ. From our numerical results, we speculate that the correct singularity characteristics of the solution of fractional PDEs should be (4.13) instead of (4.14)!
Numerical results of FSO in 1D with potential
In this section, we report numerical results on eigenvalues of (1.1) with Ω = (−1, 1) and V (x) = 0 by using our JSM (2.21) under the DOF M = 8192. All results are based on the first 4096 eigenvalues, i.e. we use half of the eigenvalues obtained numerically to present the results and to calculate distribution statistics. Here we consider four different convex external potentials given as:
Case I. V (x) = x 2 2 ; Case II. V (x) = 4x 2 ; Case III. V (x) = 4x 2 + sin( π 2 x); Case IV. V (x) = 50x 2 + sin(2πx). Table 5 : Different eigenvalues of (1.1) with Ω = (−1, 1), V (x) = x 2 2 and different α obtained numerically by our JSM (2.21). Table 5 lists the eigenvalues of (1.1) with Ω = (−1, 1) and V (x) = x 2 2 for different α. Figure 12 plots the eigenvalues of (1.1) with Ω = (−1, 1), different external potentials V (x) and different α.
Eigenvalues and their asymptotics
From Fig. 12 , we can conclude that, when n 1, the asymptotics of the eigenvalues λ α n in (4.1) is still valid for the eigenvalue problem of FSO (1.1) with potential V (x). Figure  14 displays the histogram of the normalized gaps δ α norm (N ) defined in (4.9) for (1.1) with Ω = (−1, 1), V (x) = x 2 2 and different α. For other potentials, our numerical results show similar behavior on eigenvalues and their gaps, which are omitted here for brevity.
Gaps and their distribution statistics
Again, from Figs. 13 and 14, we can conclude that, when n 1, the asymptotics of the eigenvalue gaps given in (4.3), (4.4), (4.6), (4.7), (4.8) and (4.9) are still valid for the eigenvalue problem of FSO (1.1) with potential V (x). In addition, the gaps distribution statistics is still P α (s) = δ(s − 1) for 0 < α ≤ 2 in this case. Figure 15 plots different eigenfunctions u α n of (1.1) with Ω = (−1, 1) and V (x) = x 2 2 for different α. From Fig. 15 , the singularity characteristics of the eigenfunction given in (4.11) is still valid for the eigenvalue problem of FSO (1.1) with potential V (x).
Eigenfunctions
Finally, based on our extensive numerical results and observations, we speculate the following observation (or conjecture) for the FSO in (1.1) with potential:
Conjecture II (Gaps and their distribution statistics of FSO in (1.1) with potential) Assume 0 < α < 2 and V (x) ∈ C(Ω) in (1.1), then we have the following asymptotics of its eigenvalues: In addition, we have the following asymptotics for different gaps:
Extension to directional fractional Schrödinger operator in high dimensions
In this section, we extend the Jacobi spectral method (JSM) presented in Section 2 to directional fractional Schrödinger operator (D-FSO) in high dimensions and apply it to study numerically its eigenvalues and their gaps.
D-FSO in high dimensions
Consider the eigenvalue problem related to the directional fractional Schrödinger operator (D-FSO) in high dimensions:
Find λ ∈ R and a nonzero real-valued function u(x) = 0 such that
(Ω) is a given real-valued function and the directional fractional Laplacian operator D α x := d j=1 (−∂ xj xj ) α/2 is defined via the Fourier transform (see [15, 42, 35] and references therein) as
with ξ = (ξ 1 , ξ 2 , . . . , ξ d ) T , F and F −1 the Fourier transform and inverse Fourier transform over R d [46, 52] , respectively. We remark here that the directional fractional Laplacian operator D α x has been widely used in the literature for fractional PDEs, see [36, 58, 40, 26, 35] and references therein. Without loss of generality, we assume that
. are all eigenvalues of (1.1) with Ω = (−1, 1) and V (x) ≡ 0, and u α n (x) (n = 1, 2, . . .) are the corresponding eigenfunctions. When V (x) ≡ 0 in (6.1), all eigenvalues of the problem (6.1) can be given as
and their corresponding eigenfunctions can be given as
x ∈Ω, j 1 , . . . , j d = 1, 2, . . . . (6.4)
The above results immediately imply that the fundamental gap of (6.1) with V (x) ≡ 0 can be obtained as
where D is the diameter of Ω. The JSM presented in Section 2 can be easily extended to solve the eigenvalue problem (6.1) by tensor product [40] . The details are omitted here for brevity.
Numerical results in 2D without potential
We take d = 2, L 1 = 1 and V (x) ≡ 0 in (6.1). In our computations, we choose the total DOF M = 144 × 144, i.e. with DOFs M 1 = 144 and M 2 = 144 in x 1 and x 2 directions, respectively. With the M eigenvalues computed, we only use M/4 (or even less) numerical eigenvalues to compute the gaps and their distribution statistics. We remark here that, since we are mainly interested in gaps and their distribution statistics, we choose L 2 an irrational number such that all eigenvalues of (6.1) are distinct. Figure 16 displays eigenvalues (in increasing order) of (6.1) for different L 2 and α, which suggests that λ α n ∼ n α/2 when n 1 for 0 < α ≤ 2. Then we fit numerically λ α n when n 1 by C α 2 n α/2 . Figure 17 displays the fitting results of C α 2 with respect to the area S = 2L 2 of Ω and α, which suggests that which is an extension of the Weyl law when α = 2 [57] . We call (6.7) as the generalized Weyl law on the asymptotics of the eigenvalues of the D-FSO in two dimensions (2D). In fact, combining (6.7) and (1.7), we can obtain the asymptotic of the minimum gaps of the D-FSO in which immediately implies that, when α = 2, δ α ave (N ) ∼ 1 (i.e. almost constants) when N 1, and respectively, when 0 < α < 2, δ α ave (N ) ∼ N (α−2)/2 (decrease with respect to N ) when N 1. In addition, Figure 18 plots different eigenvalue gaps of (6.1) with d = 2, L 1 = 1, V (x) ≡ 0, L 2 = 3 √ 2/2 and different α. Figure 19 displays the histogram of the normalized gaps δ α norm (N ) (defined in (1.5) by noting (6.7)) of (6.1) with d = 2, L 1 = 1, V (x) ≡ 0, L 2 = 3 √ 2/2 and different α. From Figs. 18&19, we can draw the following conclusions: (i) the minimum gaps δ min (N ) → 0 when N → +∞ (cf. Fig. 18b ); (ii) the averaged gaps δ min (N ) ∼ 1 when N 1 for α = 2, and respectively, δ min (N ) ∼ N −(2−α)/2 when N 1 for 0 < α < 2 (cf. Fig. 18c ), which confirm the asymptotic results in (6.8); and (iii) when 0 < α < 1 and 1 < α ≤ 2, the gaps distribution statistics P α (s) can be well approximated by a Poisson distribution (cf. Fig. 19a-c ,e,f), i.e. P α (s) = τ (α)e −τ (α) s , s ≥ 0, (6.9) and respectively, when α = 1, it can be well approximated by a bimodal distribution [43] (cf. Fig. 19d ). In addition, Figure 20 plots τ (α), which suggests that τ (α) ≈ 1, 1 < α ≤ 2, 1.057α −0.385 , 0 < α < 1.
(6.10)
Numerical results in 2D with potential
We also carry out numerical simulations on eigenvalues and their different gaps of (6.1) in 2D with potential. Our numerical results suggest that the asymptotic behavior of the eigenvalues λ α n in (6.7) is still valid when (6.1) is with a potential V (x) ∈ C(Ω). In addition, similar to the 1D case, the gaps and their distribution statistics of (6.1) with a potential are quite similar to those without potential, which are reported in Figs. 18 and 19 . Those numerical results are omitted here for brevity.
Finally, based on our extensive numerical results and observations, we speculate the following observation (or conjecture) for the D-FSO in (6.1) without/with potential:
Conjecture III (Gaps and their distribution statistics of D-FSO in (6.1) with d = 2) Assume 0 < α ≤ 2 and V (x) ∈ C(Ω) in (6.1) such that all eigenvalues are distinct, then we have the following asymptotics of its eigenvalues: where S is the area of Ω. In addition, we have the following asymptotics of different gaps: When α = 1, the normalized gaps follow a bimodal distribution, and when 1 < α ≤ 2 and 0 < α < 1, they follow the Poisson distribution.
Conclusion
We proposed a Jacobi-Galerkin spectral method for accurately computing a large amount of eigenvalues of the fractional Schrödinger operator (FSO). A very important advantage of the proposed numerical method is that, under a fixed number of degree of freedoms M , the Jacobi spectral method can calculate accurately a large number of eigenvalues with the number proportional to M . Based on the eigenvalues obtained numerically by the proposed method, we obtained several important and interesting results for the eigenvalues and their different gaps of FSO in 1D and directional FSO in 2D. Based on the gaps, the distribution statistics of the normalized gaps were obtained numerically for the FSO.
