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ABSTRACT In this paper, a performance enhancement scheme has been investigated for a class of stochastic
nonlinear systems via set-point adjustment. Considering the practical industrial processes, the multi-layer
systematic structure has been adopted to achieve the control design requirements subjected to random noise.
The basic loop control is given by PID design while the parameters have been fixed after the design phase.
Alternatively, we can consider that there exists an unadjustable loop control. Then, the additional loop is
designed for performance enhancement in terms of the tracking accuracy. In particular, a novel approach
has been presented to dynamically adjust the set-points using the estimated states of the systems through
extended Kalman filter (EKF). Minimising the entropy criterion, the parameters of the set-point adjustment
controller can be optimised which will enhance the performance of the entire closed-loop systems. Based
upon the presented scheme, the stochastic stability analysis has been given to demonstrate that the closed-
loop tracking errors are bounded in probability one. To indicate the effectiveness of the presented control
scheme, the numerical examples have been given and the simulation results imply that the designed systems
are bounded and the tracking performance can be enhanced simultaneously. In summary, a new framework
for system performance enhancement has been presented even if the loop control is unadjustable which forms
the main contribution of this paper.
INDEX TERMS Stochastic nonlinear systems, EKF, performance enhancement, set-point adjustment,
double-layer control structure, existing control loop, operational optimisation.
I. INTRODUCTION
The system structures of modern industrial processes are
mostly complex with various interconnections which follow
the developments of the various performance requirements.
For practical control application, PID controller is widely
used because of its simple structure [1]. In particular, PID
controller only has 3 parameters to turning which is rapid and
convenient as a benefit to the process operators, meanwhile
it shortens the training time for new operators. In this case,
most of the process control loop use PID to achieve the
basic control objective. However, the performance of the
systems with standard PID controllers cannot meet the design
The associate editor coordinating the review of this manuscript and
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requirements because of the nonlinear dynamics, strong
external disturbance and the random noise.
As aforementioned above, the industrial processes are with
parameter-fixed PID controllers. For example, a lot of con-
trollers are implemented using analog circuits which are
integrated into the actuators as fix packages which mean
that the design parameters of the existing control loops are
difficult to adjust after the design phase [2]. It is difficult to
enhance the performance of the systems with such existing
control loops as mostly of the performance enhancement
approaches are based on parametric optimisation. Thus, per-
formance enhancement problem is hardly solved with the
single existing control loop. In other words, it is important
to develop a new control scheme to enhance the system
performance
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FIGURE 1. The schematic diagram for the operational optimal control
scheme .
Motivated by the operational control [3], [4] whose system-
atic diagram is given by Fig.(1), an additional performance
enhancement loop can be designed onto the existing control
loop which is inspired by the cascade control [5]. Using
this idea, even if the existing control loop e.g. PID con-
troller cannot track the system reference perfectly regarding
to the uncertainties, the performance enhancement loop will
re-adjust the dynamic set-point of the existing control loop
to compensate the residuals. In summary, the purpose of this
paper is to design a performance enhancement loop with
optimal set-point adjustment and also to establish a scheme
to solve the convergence problem.
It is ideal to design this additional performance enhance-
ment loop using system full states which reflect all the inter-
nal information of the system dynamics. However, the real
system states are mostly unmeasurable which means it is
difficult to design a full state-based approach. To estimate the
states, the filtering methods have been well-developed based
upon the famous Kalman filter [6] considering the Gaus-
sian noise. For nonlinear stochastic systems, the extended
Kalman filter (EKF) was presented [7]. Compared to EKF,
unscented Kalman filter (UKF) [8], [9] gives a solution to
enhance the accuracy of filtering. Currently, particle filter
(PF) [10], entropy filter [11] and non-fragile H∞ robust filter
get extensive attentions from the view of filtering theory [12].
However, these filters take huge amount of calculation while
robust filter design need to solve a Riccati equation which
restricts its application. Therefore, similar to the PID control
strategy, EKF is the most common filter design method for
applications.
This paper presents a new control scheme to enhance
the performance of the systems in terms of randomness
attenuation using estimated state of the systems. Two-layer
structure is presented to guarantee that the existing loop
will never be changed once the parameters are selected.
Then, the convergence of the entire closed-loop system is
given in probability one. Extended our previous result [13],
the potential framework has been obtained. Using this frame-
work, the tracking performance of stochastic system outputs
has been optimised where the kernel density estimation
(KDE) [14] is used to approximate the entropy of the sys-
tem outputs. In addition, the parametric optimisation has
been achieved by constrained convex optimisation approach.
Generally, the presented scheme can be extended simply and
it is shown that the presented control scheme can be fulfilled
for real industrial processes.
The rest parts of the paper are organised as follows: some
preliminaries including problem description are introduced
in Section II. Section III presents the control scheme via
set-point adjustment. The stability analysis and parameter
optimisation are given in Section IV and V, respectively.
The numerical examples are shown in Section VI and the
conclusion of the paper has been given by Section VII.
II. FORMULATION
A. PROBLEM DESCRIPTION
In this paper, we consider the following general multivariable
discrete-time system model which is subjected to additive
Gaussian white noise. Particularly, the i-th subsystem model
is described as follows:
xi,k+1 = fi
(
xi,k , ui,k
)+ Giwi,k (1a)
yi,k = Cixi,k + Di,kvi,k (1b)
where i stands for the index of the subsystems, 1 ≤ i ≤ N .
xi ∈ Rni is the subsystem state vector, yi ∈ Rmi is the
subsystem output, ui ∈ Rsi is the subsystem control input.
Moreover, process noise wi ∈ Rpi and measurement noise
vi ∈ Rqi are both Gaussian. Real positive integers ni, mi,
si, pi and qi denote the dimension of the i-th subsystem
vectors. In addition, real matrices Gi, Ci and Di stand for the
system matrices with appropriate dimensions. Meanwhile,
fi : Rni × Rsi → Rni are real general nonlinear functions.
Note that the nonlinearities of the subsystem will result in
the non-Gaussian distributions for both subsystem state and
subsystem output.
For practical application, most of the controllers are devel-
oped using linear model. Thus, the linearised model with
known equilibrium for the subsystem can be obtained as
follows:
xi,k+1 = Aixi,k + Biui,k + gi,k
(
xi,k , ui,k
)+ Giwi,k (2a)
yi,k = Cixi,k + Di,kvi,k (2b)
where real matrices Ai, Bi, Ci and Di are system coefficient
matrices following the linearisation operation regarding to the
i-th subsystem. The un-modelled dynamics can be reflected
by the unknown nonlinear function gi : Rni × Rsi →
Rni . In particular, we can further denote the equilibrium as(
x∗i , u∗i
)
, then the coefficient matrices can be obtained by the
following equation.
{Ai,Bi} =
{
∂fi (xi, ui)
∂xi
,
∂fi (xi, ui)
∂ui
}∣∣∣∣
xi=x∗i ,ui=u∗i
(3)
Without loss of the generality, the composite format of the
system model can be used through the entire manuscript as
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combining the subsystems together which is simplified the
system formulation.
xk+1 = Axk + Buk + gk (xk , uk)+ Gwk (4a)
y = Cxk + Dvk (4b)
where x = [xT1 , . . . , xTN ]T , y = [yT1 , . . . , yTN ]T , u =[
uT1 , . . . , u
T
N
]T , w = [wT1 , . . . ,wTN ]T , v = [vT1 , . . . , vTN ]T ,
A = diag {A1, . . . ,AN }, B = diag {B1, . . . ,BN },
C = diag {C1, . . . ,CN }, G = diag {G1, . . . ,GN }, D =
diag {D1, . . . ,DN }. Note that the un-modelled dynamics
described by nonlinear functions are also composited into
compact format as g (x, u)=[gT1 (x1, u1) , . . . , gTN (xN , uN )]T .
Remark 1: For each subsystemmodel (7), the output equa-
tion can also be generalised to a nonlinear function as the
state equation. Due to the fact that most of the sensors for
real industrial processes are linear, the output equations are
linear in this paper. In other words, the working range of the
sensors presents a linear property.
Remark 2: In model (2), the unknown nonlinear func-
tion term gi,k
(
xi,k , ui,k
)
represents the un-modelled dynam-
ics of the subsystems. It means that the nonlinear function
fi
(
xi,k , ui,k
)
in model (7) can even be partly unknown, which
can also guarantee that these two models are equivalent for
each time instant k .
The basic control objective is to design a controller such
that the system output yk can perfectly track the system
reference y∗k . To achieve the objective, the basic loop con-
troller can be designed using the linear part of the system
model. In particular, the loop tracking error ek¯ can be defined.
However, it is difficult to achieve the precise tracking due
to the nonlinear un-modelled dynamics. Thus, we can con-
sider to adjust the dynamic set-point for the basic loop rk¯ .
Basically, the residual εk can be further defined.
ek¯ = rk¯ − yk¯ , εk = y∗k − yk (5)
Note that inner loop should have higher sampling speed
which means k¯ as a sampling instant is faster than k . In this
case, the system has been modelled by two different time-
scales however both of them reflect the same system dynamic
properties. Thus, yk¯ and yk are equivalent from the view
of multiple time scales. Meanwhile, the coefficient matri-
ces should be specified with the sampling index which are
denoted as Ak¯ , Bk¯ , Ck¯ , Dk¯ and Gk¯ .
Remark 3: In this paper, y∗k is the reference signal which
should be tracked by the system output yk . On the other
hand, rk denotes the set-point of the control loop which
might be different from y∗k . For single layer control strategies,
the reference signal y∗k is equal to the set-point rk .
The loop controller can be designed by ek¯ and the
parameters are fixed. Compared to classical process con-
trol, the set-points of the subsystems are not equal to the
reference signals. In this paper, the set-points have been
designed as the dynamic signals to enhance the performance
of the closed-loop systems. In particular, the control inputs
and the dynamics set-points can be presented as general real
nonlinear functions.
uk¯ = fu
(
e¯k¯ , u¯k¯−1
)
, rk = fr
(
ε¯k , ¯ˆxk , r¯k−1
)
(6)
where xˆ denotes the estimated system state. In addition,
we have
e¯k = [ek , . . . , e0] (7a)
u¯k−1 = [uk−1, . . . , u0] (7b)
ε¯k = [εk , . . . , ε0] (7c)
¯ˆxk =
[
xˆk , . . . , xˆ0
]
(7d)
r¯k−1 = [rk−1, . . . , r0] (7e)
The performance of the closed-loop systems can be
enhanced in many respects, such as tracking perfor-
mance [15], probabilistic decoupling [16], [17], etc. The
general performance criterion can be formulated as
Jk =
k∑
i=1
ϕ
(
yk , y∗k , rk , uk , xk , xˆk
)
(8)
where ϕ (·) denotes a general function with continuous first
and second partial derivatives. Basically, in order to formula
the performance criterion for stochastic processes, the sta-
tistical operations are usually used, for example, the func-
tion ϕ would be expectation function or probability density
function.
From the view of generalised control scheme, the spe-
cific objective of this paper is to obtain a function fr
which can minimise the performance criterion (8) with a
un-adjustable fu. In particular, the performance criterion (8)
can be further expressed by Eq. (59) as minimum entropy
which represents the performance enhancement of system
output tracking.
Remark 4: For most of industrial processes, the states can-
not be measured directly. However, it is easy to collect the
input and the output data of the subsystems. Based on filtering
theory, the estimated states can be obtained to design the
dynamic set-point signals which implies that the closed-loop
can get more information to use not only the system outputs.
Note that the existing control loops are without any change
which is significant in industrial sites.
B. THE EXTENDED KALMAN FILTER
Using the system model (4), the EKF design [18] can be
adopted in this paper.
Definition 5: The extended Kalman filter can be defined
using the equations below in discrete-time:
• State estimation:
xˆk+1 = f
(
xˆk , uk
)+ Kf ,k (yk − Cxˆk) (9a)
• Kalman gain:
Kf ,k = APf ,kCT
(
CPf ,kCT + Rk
)−1
(9b)
• Riccati difference equation:
Pf ,k+1 = APf ,kAT + Qk − APf ,kCTKTf ,k (9c)
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where positive-definite matrices Qk and Rk are symmetric
and time-varying.
Remark 6: The linearization is covered by the modeling
procedure. Qk and Rk are chosen as the covariance matrices
of random noises wk and vk normally. Especially, if the EKF
is used as an observer for a deterministic system, Qk and Rk
are equal to 0.
C. STOCHASTIC BOUNDEDNESS
Once the system states are approximated by EKF, the
estimation error is formulated as follows:
x˜k = xk − xˆk (10)
The error vector in terms of the closed-loop system should
be generalised as follows:
ζk =
[
x˜Tk , ε
T
k
]T
(11)
Then, the following Definitions and Lemma are recalled in
order to analyse the dynamics of the error ζk .
Definition 7: The stochastic process ζk is said to be expo-
nentially bounded in mean square sense, if there exist real
numbers η, υ > 0 and 0 < ϑ < 1 such that for ∀k ,
the following inequality holds.
E
{
‖ζk‖2
}
≤ η‖ζ0‖2ϑk + υ (12)
where E {·} stands for mathematical expectation and and ‖·‖
denotes norm operation.
Definition 8: The stochastic process ζk is said to be
boundedwith probability one, if the following equation holds.
Pr
{
lim sup
k→∞
‖ζk‖ <∞
}
= 1 (13)
where Pr {·} denotes the probability value.
Lemma 9: For stochastic process ζk , assume there is a
stochastic process Vk (ζk) as well as real positive numbers
v, v, µ, α, β > 0 and 0 < α + β ≤ v, such that
v ‖ζk‖2 ≤ Vk (ζk) ≤ v‖ζk‖2 (14)
and
E
{
Vk+1 (ζk+1)|ζk
} ≤ α‖ζk‖2 + β ‖ζk‖ + µ (15)
are fulfilled for every solution of stochastic process ζk . Then
ζk is bounded with probability one. Moreover it is also expo-
nentially bounded in mean square sense, which implies that
for ∀k ≥ 0, we have
E
{
‖ζk‖2
}
≤ v
v
E
{
‖ζ0‖2
}(α + β
v
)k
+ β + µ
v− α − β (16)
Proof of Lemma 9: Since all the three terms of the right
side of the inequality (16) are positive, if ‖ζk‖ > 1 we have
E
{
Vk+1 (ζk+1)|ζk
} ≤ (α + β) ‖ζk‖2 + µ (17)
otherwise, if 0 ≤ ‖ζk‖ ≤ 1,
E
{
Vk+1 (ζk+1)|ζk
} ≤ α‖ζk‖2 + β + µ (18)
Therefore, we can claim that
E
{
Vk+1 (ζk+1)|ζk
} ≤ (α + β) ‖ζk‖2 + β + µ (19)
Inequality (14) leads to
‖ζk‖2 ≤ 1vVk (ζk) (20)
Substituting inequality (20) to inequality (19), we can
obtain
E
{
Vk+1 (ζk+1)|ζk
} ≤ α + β
v
Vk (ζk)+ β + µ (21)
Combining Theorem 4.1 in [19], Theorem 2 in [20] and
Lemma 2.1 in [21], the inequality (16) can be obtained using
inequality (21) and the proof is completed.
D. KERNEL DENSITY ESTIMATION
For most of the stochastic processes with the performance
criterion which is formulated by Eq.(8), function ϕ would be
a function of probability density functions (PDF). The kernel
density estimation (KDE) [14] is a well-known data-based
approach to estimate the PDFs of the random variables.
For a continuous random variable x ∈ Rn, with its sampled
data points {xi : i = 1, . . . ,N }, the probability density func-
tion of can be estimated using Parzen window method [22]
to give
γˆ (x) = 1
N
N∑
i=1
G6 (x − xi) (22)
where G6 (·) is the Gaussian function defined as follows:
G6 (x) = (2pi)− n2 (det6)− 12 exp
(
−1
2
xT6−1x
)
(23)
Therefore, almost all of the concepts based on probability
density functions, such as entropy, mutual information, etc,
can be estimated by date-based approximation using the
approach we introduced above [23].
E. ASSUMPTIONS AND NOTATIONS
Some assumptions are given for the investigated system as
follows:
H1: The investigated system (4) is controllable and
observable.
H2: Suppose the matrix CB is non-singular matrix.
H3: There exist real positive numbers L1 and L2, such that
the following Lipschitz conditions hold.∥∥gk (xk , uk)− gk (xˆk , uk)∥∥ ≤ L1 ‖x˜k‖ (24a)
‖gk (xk , uk)‖ ≤ L2 ‖xk‖ (24b)
H4: There exist four positive real numbers a¯, b¯, c¯ and d¯ such
that the following inequalities hold.
‖xk‖ ≤ a¯ ‖εk‖ + b¯ (25a)
‖x˜k−1‖ ≤ c¯ ‖x˜k‖ + d¯ (25b)
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Remark 10: From the view of the control applications,
all these assumptions are not difficult to satisfy. While the
standard Lipschitz condition is widely used in control theory
for the stability analysis of the closed-loop systems.
III. CONTROL SCHEME BY SET-POINT ADJUSTMENT
Based upon the materials in Section I and II, the double-layer
control scheme is designed in this section. For subsystem
loops, the discrete-time PID design is adopted. Moreover,
the dynamic set-point can be achieved based upon the esti-
mated system information. To clarify the structure of the
designed system, Fig. 2 shows the schematic diagram.
FIGURE 2. The schematic diagram for the control scheme .
A. LOOP CONTROL LAYER DESIGN
We define K = [KP,KI ,KD] and zk¯ =
k∑
i=0
ek¯ , thus the PID
design can be implemented using the following equations.
uk¯ = K
[
eTk¯ , z
T
k¯ , e
T
k¯ − eTk¯−1
]T
(26a)
zk¯ = zk¯−1 + ek¯ (26b)
wherematrixK stands for the parameter of the PID controller.
Further defining θk¯ =
[
xT
k¯
, zT
k¯
, xT
k¯−1
]T
as a new vector-
valued variable, then the following model can be obtained to
represent the dynamics of θk¯ .
θk+1 = Adθk + Bd rk + Gdwk + Edgk (xk , uk) (27a)
yk = Cdθk + Ddvk (27b)
where Ed =
[
1, 0, 0
]T
. Note that both 0 and 1 here are
vectors. Furthermore, the coefficient matrices are formulated
as Ad = A¯ + B¯KC¯ , Bd =
[
Bk¯KP, I , 0
]T , Cd = [Ck¯ , 0, 0],
Dd =
[
Dk¯ , 0, 0
]T . Gd = [Gk¯ , 0, 0]T , while B¯ = [Bk¯ , 0, 0]T ,
A¯ =
 Ak¯ 0 0−Ck¯ I 0
I 0 0
, C¯ =
−Ck¯ 0 00 I 0
−Ck¯ 0 Ck¯
 (28)
Ideally, the parameters can be obtained ignoring the
unknown nonlinear high-order term, which results in the
following simplified model.
θk¯+1 = Adθk¯ + d¯1,k¯ (29a)
yk¯ = Cdθk¯ + d¯2,k¯ (29b)
where d¯1,k¯ = Bdy∗¯k + Gdwk¯ and d¯2,k¯ = Ddvk¯ are treated as
the external disturbances.
Similar to the approach in [24] regarding to the parametric
selection, a proposition is given as follows:
Proposition 11: The investigated system (27) is said to
be stable in ideal situation (28). If the parameter matrix
K = W−1Y has been obtained from the following linear
matrix inequality (LMI):
[
−M MA¯+ B¯Y C¯(
MA¯+ B¯YC)T − (1− α¯)M
]
< 0 (30)
where α¯ ≥ 0 stands for the decay rate. M is a sym-
metric positive-definite matrix and Y = WK . In addition,
MB¯ = B¯W .
Proof of Proposition 11: Due to the similarity of the
proof in [24], the proposition proof has been omited it in this
paper.
B. PERFORMANCE ENHANCEMENT LAYER DESIGN
In practice, the system cannot work in the ideal case. As afore-
mentioned, the parameters of the PID controller are fixed and
un-adjustable after the design phase. In this case, we have to
consider the PID loops as the existing loops, where only the
set-points are dynamically adjustable with a slower sampling
rate. For the outer loop design, the vector-valued set-point
signal is designed using the following approach.
rk = (CdBd )−1
(
y∗k+1 − CdAd θˆk −21εk −223k
)
(31a)
3k = κ13k−1 + κ2εk−1 (31b)
where 21 and 22 are the design parameters and θˆk =[
xˆTk , z
T
k , xˆ
T
k−1
]T is the vector-valued estimation for θk .
κi denotes the real positive number where 0 < κi < 1. Based
upon the assumption (H2), the matrix CdBd is nonsingular
which implies that the adjustment scheme is implementable.
In the next two sections, the analysis are given for
convergence and the optimisation of design parameter 2,
respectively.
Remark 12: For the most of the control applications to
industrial processes, the reference signals are real constants
since the operational points are fixed. Moreover, if the ref-
erence signals are time-varying, for example the operational
control, the optimal reference signals are predicable.
Remark 13: Notice that the set-point of the controlled sys-
tem should have a lower sampling rate due to the dynamic
of the loop control layer which needs extra time to response
the reset of the system reference signal. We can use the
lower sampling time to discretise the system, then the set-
point can be obtained based on the invariance of the discrete-
time system based upon various sampling times. To simplify
the mathematics formulas, Eq.(31) is designed by the same
sampling rate as the loop control layer, however the following
analysis and design will not be affected even if the sampling
rate has been slowed down.
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Remark 14: As the set-points have been designed with
slow sampling time, the discrete-time set-point update can be
considered as a signal switching strategy where the switching
rude are dynamically obtained by the estimated system states
following the performance criterion.
IV. CONVERGENCE ANALYSIS IN PROBABILITY SENSE
Firstly, we look at the dynamics of the estimation error of the
system states, which are given as follows:
x˜k+1 =
(
A− Kf C
)
x˜k + Gwk − KfDvk
+ gk (xk , uk)− gk
(
xˆk , uk
)
(32)
Moreover, the dynamics of the residual can be described as
εk+1 = y∗k+1 − CdAdθk − CdBd rk − CdGdwk
−Ddvk − CdEdgk (xk , uk) (33)
Since the term CdAdθk can be rewritten by
CdAdθk = 51xk +52zk +53xk−1 (34)
In particular, 51 = −C (BCKD − A+ BCKP), 52 = CBKI
and 53 = CBCKD.
Substituting the set-point design (31) and Eq. (34) to
Eq. (33), we have
εk+1 = 21εk +223k −51x˜k −53x˜k−1 − CdGdwk
−Ddvk − CdEdgk (xk , uk) (35)
Therefore, the generalised error dynamics of the investi-
gated system can be described as follows:
ζk+1 = Af ζk + dk + sk (36)
where ζk =
[
x˜Tk , ε
T
k ,3
T
k
]T and
Af =
A− Kf C 0 0−51 21 22
0 κ2 κ1
 (37a)
dk =
 Gwk − KfDvk−CdGdwk − Ddvk
0
 (37b)
sk =
 gk (xk , uk)− gk (xˆk , uk)−53x˜k−1 − CdEdgk (xk , uk)
0
 (37c)
Based on Eq. (36), a theorem has been summarised as the
analytical result of this Section.
Theorem 15: The stochastic systems (7) with the control
inputs (26) and dynamic set-points (31), if the following con-
ditions are satisfied, then the closed-loop systems are stable
with probability one. Moreover, the outputs of the systems
are stable in mean square sense.
• The assumptions (24,25) for the stochastic systems hold.
• Designing the parameters K , Kf and 2 such that
0 <
∥∥Af ∥∥ ≤ 1− α − L21 − δ¯1
2
(
L1 + δ¯2
) < 1 (38)
where
δ¯1 = c¯
(
c¯+ 2d¯) ‖53‖2 + 2 (c¯+ d¯)L1 ‖53‖
+ (a¯+2b¯)L22‖CdEd‖2 + 2 (a¯+ b¯)L1L2 ‖CdEd‖
+ 2 (a¯c¯+ b¯c¯+ a¯d¯)L2 ‖53‖ ‖CdEd‖ (39a)
δ¯2 =
(
c¯+ d¯) ‖53‖ + (a¯+ b¯)L2 ‖CdEd‖ (39b)
To proof this theorem, we develop some useful lemmas as
follows:
Lemma 16: Suppose A is a real non-singular matrix, there
exist a real positive definite matrix P and a real constant
α > 0 such that
ATP−1A ≤ αP−1 (40)
Moreover, if ‖A‖ < 1, the constant 0 < α < 1 exists.
Lemma 17: Suppose P is a real positive definite matrix,
p is the infimum of P. Based on the error dynamic (36),
the following inequalities holds.
sTk P
−1 (2Af ζk + sk) ≤ 1p (N1‖ζk‖2+N2 ‖ζk‖+M23) (41a)
E
{
dTk P
−1dk
}
≤ δ
2
p
(41b)
where
N1 = (M1 +M2)
(
2
∥∥Af ∥∥+M1 +M2) (42a)
N2 = 2M3
(∥∥Af ∥∥+M1 +M2) (42b)
δ = (‖G‖ + ‖CdGd‖)E {‖wk‖}
+ (∥∥KfD∥∥+ ‖Dd‖)E {‖vk‖} (42c)
while
M1 = L1 + c¯ ‖53‖ (43a)
M2 = a¯L2 ‖CdEd‖ (43b)
M3 = d¯ ‖53‖ + b¯L2 ‖CdEd‖ (43c)
The proofs of these lemmas are given in the Appendix A.
Using these lemmas, the proof of theorem 15 is obtained as
follows:
Proof of Theorem 15: Lemma 16 results in a positive-
definite matrix P and then the following Lyapunov function
candidate can be obtained.
Vk+1 (ζk+1) = ζ Tk+1P−1ζk+1 (44)
Thus,
Vk+1 (ζk+1) (45)
= (Af ζk + dk + sk)TP−1 (Af ζk + dk + sk)
= ζ Tk ATf P−1Af ζk + 2dTk P−1
(
Af ζk + sk
)
+ sTk P−1
(
2Af ζk + sk
)+ dTk P−1dk (46)
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Taking the conditional expectation, it shows that
E{dTk P−1
(
Af ζk + sk
)∣∣
ζk
} vanishes. Lemma 16 and
Lemma 17 lead to the following inequality.
E
{
Vk+1 (ζk+1)|ζk
}
≤ αVk (ζk)+ 1p
(
N1‖ζk‖2 + N2 ‖ζk‖ +M23
)
+ δ
2
p
≤ α
p
‖ζk‖2 + 1p
(
N1‖ζk‖2 + N2 ‖ζk‖ +M23
)
+ δ
2
p
≤ α + N1
p
‖ζk‖2 + N2p ‖ζk‖ +
M23 + δ2
p
(47)
where p is the infimum of P.
Using the condition of Lemma 9, the system error (36) is
claimed as bounded with probability one when the inequality
below always holds.
α + N1
p
+ N2
p
≤ 1
p
(48)
where p is the supremum of P.
To simplify the expression, we can represent the inequality
as follows:
α + N1 + N2 ≤ 1 (49)
Then, substituting Eq.(42) and Eq.(43), inequality (48)
results in (38) which ends the proof.
V. PERFORMANCE ENHANCEMENT BY
PARAMETRIC OPTIMISATION
The parametric optimisation becomes a constrained optimisa-
tion problem as the design parameters 21 and 22 have to be
searched in a stable set as a result of Theorem 15. Considering
Af and the condition (38), the constraint for the optimisation
problem can be formulated as
‖21 +22‖ ≤ 20 (50)
which is a convex function and
20= 1−α−L
2
1−δ¯1
2
(
L1+δ¯2
) −∥∥A−Kf C∥∥−‖51‖−‖κ1‖−‖κ2‖
(51)
It has been shown that this optimisation problem can be
solved by convex optimisation approaches if the objective
function is also a convex function. Therefore, in this section,
the convexity analysis is given for performance enhancement
criterion in terms of randomness attenuation. In particular,
the minimum entropy criterion has been taken into account.
A. THE PERFORMANCE ENHANCEMENT
FOR TRACKING PROPERTY
Motivated by [25], to enhance the performance of tracking
property, the minimum quadratic Rényi entropy criterion for
the residual can be used.
H2,k (ε) = − log
∫

γ 2J ,k (ε) dε (52)
where γJ (·) denotes the joint probability density func-
tion (JPDF) and  is the sampling set for random variable ε.
Since the JPDF can be estimated by kernel density estima-
tion which is presented in Section II, Eq.(52) can be rewritten
as follows:
H2,k (ε) = − logVk (ε) (53)
whereVk stands for information potentials [26]. Furthermore,
it can be formulated by
Vk (ε) = 1N 2
N∑
i,j=1
G√26
(
εi,k − εj,k
)
(54)
Then minimising of the entropy is equivalent to max-
imising the information potential because of the monotonic
increasing property of the log (·)function and the following
theorem is given.
Theorem 18: For the proposed control algorithm, there
exist two real positive numbers δ0 > 0 and δk > 0, such that
the information potential is globally concave w.r.t. the design
parameter21 and22 for all λmin (6) > δ0 and k > δk . Thus
the equivalent minimum entropy problem (52) is convex and
has a global optimum.
Proof of Theorem 18: Denote εij,k = εi,k−εj,k , then we
have
∂2Vk (ε)
∂221
= 1
N 2
∂
∂21
N∑
i,j=1
∂
∂21
G√26
(
εij,k
)
= 1
N 2
∂
∂21
N∑
i,j=1
∂G√26
(
εij,k
)
∂εij,k
∂εij,k
∂21
= − 1
N 2
(√
26
)−1 ∂
∂21
N∑
i,j=1
G√26
(
εij,k
)× εij,kεTij,k−1
= − 1
N 2
(√
26
)−1 N∑
i,j=1
G√26
(
εij,k
)
×
(
εij,k−2 + εij,k−1
(
I −
(√
26
)−1
εTij,kεij,k
)
εTij,k−1
)
(55)
Note that εk is bounded by the proposed control algorithm,
there exist two real positive number M0 and N0, such that
εij,k−2 ≤ εij,k−1M0εTij,k−1 (56a)
εTij,kεij,k ≤ N0 (56b)
As a result,
∂2Vk (ε)
∂221
≤ 0 (57)
when the following inequality holds.
I +M0 −
(√
26
)−1
N0 ≥ 0 (58)
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FIGURE 3. The design procedure of the presented control scheme .
It is shown that the eigenvalues of ∂
2Vk (ε)
∂22
approach 0− as
λmin (6) goes to infinity. Based on the Lemma 3 in [27],
Vk (ε) will be concave since λmin (6) is sufficiently large.
Moreover, the entropy function (52) is convex and has a
global optimum. Similarly, the result also holds for the
parameter 22, which completes this proof.
Therefore, the selection of design parameters can be trans-
formed to a constrained convex optimisation problem which
can be formulated as follows:
Jk = min
21,22
1
N 2
N∑
i,j=1
G√26
(
εi,k − εj,k
)
(59a)
s.t. ‖21 +22‖ ≤ 20 (59b)
B. THE DESIGN PROCEDURE OF THE PRESENTED
CONTROL SCHEME
Aswe have presented the control scheme and the optimisation
of the design parameters for performance enhancement. The
design procedure is summarised by the following flow chart.
Remark 19: When the convex property of the target func-
tion cannot be satisfied, the intelligent optimisation can be
considered to be an effective approach of the optimisation.
In practice, the sub-optimum is acceptable if the stability of
the closed-loop systems can be guaranteed.
Remark 20: In particular, the optimal system reference
signal y∗ is unknown for most of the industrial processes.
In this case, the optimisation approach should be applied
before the control design, and the optimal reference can be
predicted by operational optimal control technology.
VI. SIMULATION EXAMPLES
Without loss of generality, consider a typical discrete-time
SISO systemwhich is represented by the following equations:
xk+1 =
[
0 1
−0.5 −0.6
]
xk +
[
0
1
]
uk + 0.3uk sin xk + wk
y = [ 1 1 ] xk + vk
FIGURE 4. The PDFs of the system output y .
FIGURE 5. The expectation entropy curves of the system tracking error.
FIGURE 6. The system output.
where the sampling time is 0.01s and the noises obey the
Gaussian distribution as follows:
vk , wk ∼ N (0, 0.2)
Following the design procedures, the results are given by
Figures 4-10 since the reference value is chosen as 5. The
probability density functions of the outputs of this system are
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FIGURE 7. The tracking error of the system output.
FIGURE 8. The dynamic set-point r.
FIGURE 9. The design parameter 21 of the presented control algorithm.
shown in Figure 4. Comparing with the standard PID con-
troller, the expectation values of the systems error’s entropy
is given by Figure 5 while the presented control algorithm can
provide the enhancement of the performance and the random-
ness of the system is attenuated. For this numerical example,
FIGURE 10. The design parameter 22 of the presented control algorithm.
FIGURE 11. The PDFs of the system output y subjected to Gamma noises.
the PID parameters are selected as Kp = 0.5, Ki = 0.01
and Kd = 0, then the dynamic set-point is calculated based
on these parameters. Moreover, Figure 6,7 and 8 illustrate
the curves of system output, the system tracking error and
the dynamic set-point signal which imply that the system is
stable using the presented control algorithm. Furthermore,
the parameters 21 and 22 are optimised by gradient descent
optimisation, and the searching paths are shown in Figure 9
and Figure 10.
In practice, the noises cannot be assumed as Gaussian
noises only, therefore the non-Gaussian noises should be
considered as well. Although the theoretical analysis in this
paper is given subjected to Gaussian distribution, we can
still validate the robustness and resilience of the algorithm
using the non-Gaussian noise. In particular, for this numerical
example, if the noises obey Gamma distribution as follows:
vk , wk ∼ Gamma (5, 1)
The system can be stabilised by the presented control
algorithm and the associated results are given by the
figures 11 and 12. Figure 11 shows the PDFs of the system
outputs which are subjected to the Gamma noises and the
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FIGURE 12. The expectation entropy curves of the system tracking error
subjected to Gamma noises.
expectation of the tracking error’s entropy is given using
Figure 12. Notice that the PDF in Fig. 11 becomes shaper
along the decreasing of the entropy.
The power of the presented algorithm can be demonstrated
for practical system as well. Thus another practical example
is given based on the twin-tank level process system whose
structure is shown by Figure 13.
FIGURE 13. The structure of the twin-tank level process system.
The model and the parameters with instruction is setup
in [15]. In particular, the system can be formulated as follows:
x1,k+1 = − hA1
(
c1 + k1√x1,k − k0
√
x2,k − x1,k
)
+ x1,k + w1,k
x2,k+1 = hA2
(
k4u2,k − c2 − k0
√
x2,k − x1,k
)
+ x2,k + w2,k
yk = x1,k + vk (60)
where x1 and x2 stand for the levels of tank 1 and tank 2.
A1 and A2 are the cross-sectional area. c1 and c2 are constant
FIGURE 14. The comprised performances of the twin-tank level process
with external disturbance.
parameters of the valve and pump. k0, k1 and k4 denote the
ratio of the valves. h is the sampling time. In addition, w and
v are the process noise and measurement noise, respectively.
In particular, A1 = A2 = 167.4 cm2 while c1 = 0 and c2 =
2.88. k0, k1 and k4 are equal to 0.7, 0.25 and 0.1, respectively.
The control input u2 is set as 30 while the equilibrium points
are 0.23 and 0.26 for both tanks. Moreover, wk and vk is
subjected to Gaussian distribution with zero means and 0.1
variance. The PI controller can be given as Kp = 75.5 and
Ki = 0.07. Suppose that the actuator of the system has a fault
at 100s the amplification of the control input is reduced to
20%, the presented algorithmwill increase the set-point value
which attenuate the effect of this fault. Not only for entropy
attenuation, the performance comparison is given to show the
benefit of the presented algorithm using Fig. 14.
VII. CONCLUSIONS
In this paper, a new control scheme has been presented to
enhance the performance of a class of stochastic nonlinear
systems. In particular, an additional compensation loop has
been designed to add onto the PID loop using a set-point
dynamic adjustment strategy, where the EKF-based full sys-
tem information estimation has been adopt for enhancing
the performance. In summary, it has been shown that the
structure of this control scheme has been divided into two
layers.
Based upon the minimum entropy performance criterion,
the design parameters can be obtained following the con-
strained convex optimisation. The stability analysis shows the
parametric guarantee of the closed-loop systems regarding to
the system stability in probability one. Finally, the numer-
ical examples are give to illustrate the effectiveness of the
presented control scheme and the associated results indicate
that the performances of the closed-loop systems have been
enhanced in terms of randomness attenuation. Potentially,
the extended scheme can be used to enhance the performance
in many aspects using various performance criteria.
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APPENDIX
PROOF OF LEMMA
Proof of Lemma 16: Constructing a linear deterministic
system:
xk+1 = Axk + Buk (A.1)
where xk is the state of the system, A and B are coefficient
matrices in appropriate dimensions and uk is the control input.
Consider the performance index:
J =
∞∑
k=1
(
xTk Qxk + uTk Ruk
)
(A.2)
where Q and R are artificial symmetric positive definite
matrices.
Note that for any matrix A, we can always find a matrix
B such that the system (A,B) is controllable, then the linear
quadratic regulator (LQR) can be designed as follows:
uk = −Fxk (A.3a)
F =
(
R+ BTPB
)−1
BTPA (A.3b)
P = ATPA− ATPB
(
R+ BTPB
)−1
BTPA+ Q (A.3c)
where the Riccati equation in terms of P has the stable
positive definite solution.
Moreover, P can be restated by
P = AT (I +5)PA+ Q (A.4)
where 5 = −PB(R+ BTPB)−1BT .
Using the matrix inverse lemma for 5, we have
5 = −
(
P−1 + BR−1BT
)−1
BR−1BT
= −
[
I +
(
B−1
)T
RB−1P−1
]−1
(A.5)
Since
(
B−1
)T
RB−1P−1 > 0, there exists a real constant
a ≥ 1 such that
I +5 = 1
a
I (A.6)
which leads to
P ≥ AT
(
1
a+ bP+
(
A−1
)T
QA−1
)
A (A.7)
where b ≥ 0 is any real constant.
We can always find a matrix Q which meets the following
inequality. (
A−1
)T
QA−1 ≥ cP, 0 < c ≤ 1 (A.8)
we have
P ≥ AT
((
1
a+ b + c
)
P
)
A (A.9)
Furthermore, inverse the both sides of the inequality,
the following inequality is obtained.
P−1 ≤ A−1P−1α
(
A−1
)T
(A.10)
Finally, we can have
AP−1AT ≤ αP−1 (A.11)
Note that there exists a constant c > 1 which meets the
inequality (A.8), if ‖A‖ < 1, which leads to the existing of α,
where 0 < α < 1.
Proof of Lemma 17: Since sk is a vector with two
elements, we have
sk ≤ ‖sk‖ =
∥∥(gk (xk , uk)− gk (xˆk , uk))∥∥
+‖(53x˜k−1 + CdEdgk (xk , uk))‖ (A.12)
Based upon the assumptions for nonlinear terms, the fol-
lowing inequality can be obtained.
sk ≤ L1 ‖x˜k‖ + ‖53‖ ‖x˜k−1‖ + L2 ‖CdEd‖ ‖xk‖ (A.13)
Using the assumptions for the states and the estimated
errors, we have
‖sk‖ ≤ M1 ‖x˜k‖ +M2 ‖εk‖ +M3 (A.14)
Note that ‖x˜k‖ ≤ ‖ζk‖ and ‖εk‖ ≤ ‖ζk‖, sk can be further
expressed by
‖sk‖ ≤ (M1 +M2) ‖ζk‖ +M3 (A.15)
Therefore, the following inequality can be obtained.
sTk P
−1 (2Af ζk + sk) ≤ ∥∥∥sTk P−1 (2Af ζk + sk)∥∥∥
≤
∥∥∥P−1∥∥∥ (N1‖ζk‖2 + N2 ‖ζk‖ +M23)
(A.16)
where N1 = (M1 +M2)
(
2
∥∥Af ∥∥+M1 +M2) and N2 =
2M3
(∥∥Af ∥∥+M1 +M2).
Suppose that P is real positive definite matrix, thus P ≥ pI .
In other words, we have∥∥∥P−1∥∥∥ ≤ 1
p
(A.17)
which leads to the first inequality.
Similarly, notice that
dk≤(‖G‖+‖CdGd‖) ‖wk‖+
(∥∥KfD∥∥+‖Dd‖) ‖vk‖ (A.18)
Moreover, we have
E {‖dk‖} ≤ δ (A.19)
Then the following inequality is given.
E
{
dTk P
−1dk
}
≤ 1
p
E
{
‖dk‖2
}
(A.20)
Thus the proof is completed using inequality (A.17).
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