11 Sleep is a fundamental homeostatic process within the animal kingdom. Although various brain areas 12 and cell types are involved in the regulation of the sleep-wake cycle, it is still unclear how different 13 pathways between neural populations contribute to its regulation. Here we address this issue by 14 investigating the behavior of a simplified network model upon synaptic weight manipulations. Our 15 model consists of three neural populations connected by excitatory and inhibitory synapses. Activity in 16 each population is described by a firing-rate model, which determines the state of the network. Namely 17 wakefulness, rapid eye movement (REM) sleep or non-REM (NREM) sleep. By systematically 18 manipulating the synaptic weight of every pathway, we show that even this simplified model exhibits 19 non-trivial behaviors: for example, the wake-promoting population contributes not just to the induction 20 and maintenance of wakefulness, but also to sleep induction. Although a recurrent excitatory 21 connection of the REM-promoting population is essential for REM sleep genesis, this recurrent 22 connection does not necessarily contribute to the maintenance of REM sleep. The duration of NREM 23 sleep can be shortened or extended by changes in the synaptic strength of the pathways from the 24 NREM-promoting population. In some cases, there is an optimal range of synaptic strengths that affect 25 a particular state, implying that the amount of manipulations, not just direction (i.e., activation or 26 inactivation), needs to be taken into account. These results demonstrate pathway-dependent 27 regulation of sleep dynamics and highlight the importance of systems-level quantitative approaches for 28 sleep-wake regulatory circuits. 29 30 Author Summary 31 Sleep is essential and ubiquitous across animal species. Over the past half-century, various brain 32 areas, cell types, neurotransmitters, and neuropeptides have been identified as part of a sleep-wake 33 regulating circuitry in the brain. However, it is less explored how individual neural pathways contribute 34 to the sleep-wake cycle. In the present study, we investigate the behavior of a computational model by 35 altering the strength of connections between neuronal populations. This computational model is 36 comprised of a simple network where three neuronal populations are connected together, and the 37 activity of each population determines the current state of the model, that is, wakefulness, rapid-eye-38 movement (REM) sleep or non-REM (NREM) sleep. When we alter the connection strength of each 39 pathway, we observe that the effect of such alterations on the sleep-wake cycle is highly pathway-40 dependent. Our results provide further insights into the mechanisms of sleep-wake regulation, and our 41 computational approach can complement future biological experiments. 42 2 43 Introduction 44 Global brain states vary dynamically on multiple timescales. Humans typically exhibit a daily cycle 45 between three major behavioral states: wakefulness, REM sleep and NREM sleep. This daily cycle is 46 regulated by a circadian rhythm and a homeostatic sleep pressure [1, 2]. These states alternate on a 47 timescale of several hours called an ultradian rhythm [1, 3, 4]. Thus, complex interactions between 48 homeostatic, circadian, and ultradian processes are involved in the sleep-wake cycle generation. 49 However, it remains elusive how these states are regulated in the brain. 50 51 Over the past several decades, various cell types, neurotransmitters and neuropeptides have been 52 identified as part of the sleep-wake regulating circuits within the brain [5][6][7][8][9][10]. Sleep-or wake-53 promoting neurons show state-dependent firing and contribute to the induction and/or maintenance of 54 a particular state [5, 6, 8,[10][11][12][13]. To gain a better understanding of sleep-wake regulation, it is 55 fundamental not just to identify and characterize each component of sleep-wake regulating circuits, 56 but to also investigate how each pathway between neural populations contributes to state regulation. 57 58 Although controlling neural activity has provided mechanistic insights into sleep-wake regulation, their 59 results are sometimes contradictory: for example, the role of pontine cholinergic neurons in REM sleep 60 has been debated [14][15][16][17]. Even recent studies with opto-and chemogenetic approaches do not 61 resolve this long-standing issue [17, 18]. Even though this discrepancy may be simply due to 62 differences in animal models and experimental techniques, it is technically challenging to manipulate 63 neurons or specific pathways precisely across different laboratories. 64 65 A computational approach may be a viable alternative for gaining insights into the mechanism of 66 sleep-wake regulation. Since pioneering work in the 1970s and 80s [1, 3, 19], various computational 67 models have been developed [3, 6,[20][21][22][23][24][25]: conceptually, a homeostatic sleep-dependent process and 68 a circadian process play a key role in sleep regulation [1, 3]. Reciprocal excitatory-inhibitory 69 connections [19,[21][22][23] 26] and mutual inhibitory interactions [8] can be recognized as key network 70 motifs within sleep-wake regulating circuits. Although their dynamics have been explored [26][27][28], and 71 those models can replicate sleep architecture of humans and animals [22] as well as state-dependent 72 neural firing [25], few studies have investigated how the strength of synaptic connections between 73 wake-and sleep-promoting populations contribute to sleep dynamics. As controlling neural activity at 74 high spatiotemporal resolution in vivo becomes feasible, computational approaches can be considered 75 as complementary approaches for investigating the role of specific neural pathways in sleep-wake 76 regulation. 77 78 To this end, we utilize a simplified network model [26, 29] (Figure 1) and systematically manipulate 79 the strength of every pathway. Because neurons within the sleep-wake regulating circuits typically 80 project to a wide range of neural populations [6, 9, 30], their contributions to the sleep-wake cycle may 81 also vary depending on the pathway. Therefore, we set out to test the hypothesis that the sleep-wake 82 cycle is regulated in a pathway-dependent manner. 83 84 Although the present model is highly abstract, it captures the following key features of sleep-wake 85 regulating circuits: while the interaction between neuronal populations in the brainstem and the 86 hypothalamus governs the sleep-wake regulation, some of the populations can be recognized as 87 wake-or sleep-promoting [5-7, 9, 31]. To reflect the populations' state-dependent firing, the model 88 contains three neuronal populations (REM, NREM and Wake). The activity in these populations 89 defines the state of the network (see Methods). 90 91 With respect to connectivity between these populations, Saper et al. proposed that the mutual 92 inhibition between wake-promoting and sleep-promoting populations acts as a flip-flop switch for the 93 regulation of transitioning between wakefulness and NREM sleep [8]. Hence, in this model, the 94 outputs from the Wake-promoting and NREM-promoting populations are considered as inhibitory. 95 Because pontine REM-active cholinergic neurons provide excitatory connections to the 96 sublaterodorsal nucleus (SLD), a key component of REM sleep-regulating circuits [32], the REM-97 promoting model population has a recurrent excitatory connection. Glutamatergic neurons project 98 rostrally to several wake-promoting nuclei, such as the intralaminar nuclei of the thalamus and basal 99 forebrain, and the REM population also provides excitatory outputs onto the Wake population [32, 33]. 100 In addition, because recent studies have shown that GABAergic inputs play a role in REM sleep 101 induction [34], the REM-promoting population also receives inhibitory inputs from both the wake-102 promoting and NREM-promoting populations in this model. Based on this simplified model, we report 3 103 that the effects of synaptic weight alterations on sleep architecture are highly pathway-dependent. We 104 also discuss implications for future biological experiments. 105 106 107 Figure 1: Architecture of the sleep regulatory network. Three neural populations are connected with excitatory 108 and inhibitory synapses. Each neural population is named as the state they promote. The arrows and circles 109 represent excitatory and inhibitory connections, respectively. The synapses are named with two uppercase and 110 one lowercase letters: first letter of the pre-synaptic population (where the synapse is from), first letter of the post-111 synaptic population (where the synapse is going to) and "e" if it is excitatory or sign "i" if inhibitory. 112 4 114 Results
: the former is the latency of the 272 first NREM episode since the beginning of the simulation whereas the latter is the latency of the first 273 REM episode since the onset of the first NREM episode. 274 275 Strengthening the REM  REM pathway decreased the REM latency (F 1,7 = 202.5, p < 0.0001, one-276 way ANOVA) ( Figure 7A ) whereas strengthening the REM  Wake pathway increased the REM 277 latency only at g*4 (F 1,7 = 17.3, p < 0.0001, one-way ANOVA with post-hoc Tukey HSD test) (Figure 278 7B). As expected, we did not observe any effect on the NREM latency by the manipulation of either 279 pathway (Figures 7A and B) . Thus, the output pathways from the REM population contributed only to 280 the REM latency. 281 282 As expected, weakening the NREM  REM inhibitory pathway decreased the REM latency (F 1,7 = 283 4883, p < 0.0001, one-way ANOVA) whereas the NREM latency was not changed (Figure 7C) . 284 Strengthening the NREM  Wake pathway decreased the NREM latency (F 1,7 = 1199.2, p < 0.0001, 285 one-way ANOVA) whereas the REM latency was also reduced and remained consistent across 286 different weights (F 1,7 = 47.3, p < 0.0001, one-way ANOVA) ( Figure 7D) . Thus, the output pathways 287 from the NREM population exhibited complex contributions to the NREM and REM latencies 288 depending on output pathways. 289 290 Finally, weakening the Wake  NREM inhibitory pathway decreased the NREM latency (F 1,7 = 291 303141.6, p < 0.0001, one-way ANOVA) whereas the REM latency was not affected as long as sleep 292 was induced ( Figure 7E) . While strengthening the Wake  REM inhibitory pathway did not affect the 293 NREM latency, the REM latency increased at g*2 (F 1,7 = 16.3, p < 0.0001, one-way ANOVA with post-294 hoc Tukey HSD test). Thus, the output pathways from the Wake population contributed to the latency 295 of sleep state which was directly influenced. 296 297 298 302 362 circuits or muscle units as in biological experiments, where cortical electroencephalograms and 363 electromyograms are used to define behavioral states. 364 365 In conclusion, utilizing a simple network model of the sleep-wake cycle, we found pathway-dependent 366 effects of synaptic weight manipulations on sleep architecture. Given the fact that even the simple 367 network model can provide complex behaviors, designing in vivo experiments and interpreting the 368 outcomes to require careful considerations about the complexity of sleep-wake regulating circuits. A 369 similar computational approach with a biologically realistic network could complement to make specific 370 predictions for in vivo experiments. 371 372 Methods
374
We implemented a computational model of the sleep/wake cycle containing three neuronal 375 populations whose activity by several differential equations. Numerical simulations were computed 376 with the Runge-Kutta integration method (4 th order), with a time step of 1ms and a simulation duration 377 of 24h. For these simulations and a part of the data processing, we used the Python programming 378 language (version 3.6.8). In order to run multiple simulations for all the conditions, we implemented a 379 script Bash (version 3.2.57). The majority of the data processing, the plots were performed with R 380 (version 3.5.1). All details about the tools and libraries used for this work are summarized in 381 Supplementary Supplementary Table S1 . 422 423 Homeostatic sleep drive 424 In the model, the sleep-wake transition is driven by the homeostatic sleep drive H(t). This process can 425 be described by the following equation: 466 All statistical analyses were performed using R scripts (version 3.5.1). Data are presented as the 467 means (plain curves) ± s.e.m. (shaded curves). One-way analysis of variance (ANOVA) were used to 468 analyse the synaptic weights alterations depending on the sleep state or transition. Following the 469 ANOVA, Tukey post-hoc tests were performed for pairwise comparisons to the control conditions (no 470 synaptic weights manipulations). P-values less than 0.05 were considered significant. If it is not the
