The accurate simulation of a neuron's ability to integrate distributed synaptic input typically requires the simultaneous solution of tens of thousands of ordinary differential equations. For, in order to understand how a cell distinguishes between input patterns we apparently need a model that is biophysically accurate down to the space scale of a single spine, i.e., 1 μm. We argue here that one can retain this highly detailed input structure while dramatically reducing the overall system dimension if one is content to accurately reproduce the associated membrane potential at a small number of places, e.g., at the site of action potential initiation, under subthreshold stimulation. The latter hypothesis permits us to approximate the active cell model with an associated quasi-active model, which in turn we reduce by both time-domain (Balanced Truncation) and frequency-domain (H 2 approximation of the transfer function) methods. We apply and contrast these methods on a suite of typical cells, achieving up to four orders of magnitude in dimension reduction and an associated speed-up in the simulation of dendritic democratization and resonance. We also append a threshold mechanism and indicate that this reduction has the potential to deliver an accurate quasi-integrate and fire model.
Introduction
Accurate delineation of the single cell map from synaptic input to membrane potential at the site of action potential initiation requires large, complex models. The size is dictated by synapse density and total dendritic length. With approximately one synapse per micron on a cell with 5 mm of dendrite we arrive at 5000 compartments. The complexity arises from both geometric tapering and nonuniform distribution of a variety of channel types. With both transient and persistent Na + and K + currents, a low threshold Ca 2+ current, a leak current and current activated upon hyperpolarization we reach 10 (1 voltage and 9 gating) equations per compartment. Altogether, we arrive at a coupled system of 50,000 ordinary differential equations.
Wilfrid Rall was the first to build such models and the first to contemplate their systematic reduction. In particular, he showed how cells with symmetric geometry, receiving symmetric synaptic input, satisfying the "3/2" law at each branch point, and possessing passive membranes, could be mapped onto a single straight passive cable (Rall 1959) . Although his assumptions were slightly relaxed by (Schierwagen 1989) and (Poznanski 1991) , they remain too restrictive to be adopted by the general investigator of synaptic integration. If one is content to reproduce only spike shapes or rates then one can arrive at useful reduced models by simply lumping compartments together. (Bush and Sejnowski 1993) and (Pinsky and Rinzel 1994) for example, achieve their ends with merely nine and two compartments, respectively. Both models of course surrender spatial precision of individual synapses.
We here employ old and new tools from the field of linear dynamical systems to reduce models with tens of thousands of equations to models with tens of equations without sacrificing either precise synaptic placement or accuracy of the associated subthreshold membrane potential at the site of action potential initiation.
We begin, in Section 2, by specifying the full, nonlinear, nonuniform, branched, synaptically driven model. We compute the associated rest potential, linearize the full system about rest, and arrive at what Koch terms the quasi-active system (Koch 1999) . In Section 3 we apply two distinct methods (one in the time domain, the other, in the frequency domain) of model reduction. They share the ability to reduce the dimension of the "internal" dynamics without compromising the inputoutput map. In Section 4 and Section 5 we test and contrast these two strategies via investigations of both dendritic democratization and dendritic resonance. In Section 6 we append a threshold mechanism to our reduced model and arrive at a morphologically accurate integrate-and-fire model. We close in Section 7 with a discussion of limitations and extensions.
The quasi-active system
We consider dendritic neurons (see, e.g., Fig. 1 ) with D branched dendrites meeting at the soma. The dth dendrite possesses B d branches, and so the neuron possesses
branches. We denote by b the length of branch b and encode its radius, as a function of distance from its distal end, by a b (x) . The transmembrane potential along branch b will be denoted by v b (x, t) . We assume that the axial resistivity, R i (k cm), and membrane capacitance, C m (μF/cm 2 ), are uniform throughout the cell. We suppose that branch b carries C distinct currents, with associated densities, G bc (x) (mS/cm 2 ) and reversal potentials E c , c = 1, . . . , C. The kinetics of current c on branch b are governed by (powers of) the F c gating variables, w bcf , f = 1, . . . , F c . When subjected to input Fig. 1 Example of a toy neuron to demonstrate our labeling scheme. Branches are indexed using the Hines ordering (Hines 1984) , and junctions are labeled with italics. For this cell there are D = 3 dendrites and J = 4 junctions. Our labeling scheme implies, for example, that at junction 3 the children are indexed by b 1 3 = 5, b 2 3 = 6 and the mother is indexed by b 3 3 = 8
at S b synapses, these gating variables, together with v b , obey the nonlinear cable equation
Here g bs (t) (nS) is the time course, x bs is the spatial location, and E bs is the reveral potential of the sth synapse on branch b . In this paper, E bs = 0 mV. These branch potentials interact at J junction points, where junction J denotes the soma. At junction j < J we denote by b 
while current balance there requires
Our D dendrites join at the soma and associated branch indices are b
Continuity of the potential at the soma then reads
where σ is the somatic index and A σ is the surface area of the soma. Finally, we denote by L the set of leaf indices, where a leaf is a branch with no children. We suppose that each leaf is sealed at its distal end, i.e.,
The somatic voltage is thus
. Initially the neuron is at rest, implying that ∂ t v b (x, 0) = 0. We permit each synapse to have a tonic conductance g bs , as in (Manwani and Koch 1999) , which yields the initial condition g bs (0) = g bs . We solve for the rest state and denote it by v b (x), and similarly for the gating variables, which yields the initial conditions
Consider Eq. (1) for branch b at its resting potential v b . Small perturbations to this rest state ought to be wellrepresented by linear approximations to the differential equations (Koch 1999) . If g bs = g bs + εg bs (x, t) , where ε is small, then the perturbed voltage and gating variables are assumed to be
Substituting these into Eq.
(1), we construct a linearized model by solving for the perturbation termsṽ b ,w bcf of order ε. After substitution we find
The initial conditions are now
while boundary conditions, because they are already linear, remain the same as in Eqs. (3), (4) 
In Eq. (11), if the product of gating variables is written as
then differentiating with respect to ε yields
The order 0 and order ε terms of F bc are
bcf and
respectively. Hence the linearized ionic currents take the form
The linearized synaptic input in Eq. (11) has the form
To complete the linearization process, we equate the terms of order ε and arrive at
where
.
It is now apparent that this is a linear system for the b th branch, namely
. . .
or, more concisely,
We discretize the neuron in space by dividing each branch into γ b = ceil( b / h) compartments, where h is some desired step size. The connectivity of the full morphology is encapsulated in the Hines matrix H, which is the spatial discretization of each D b coupled with Eq. (3) to Eqs. (5) and (8) (Hines 1984) . Using the Hines matrix imposes an outside-in ordering of branches and compartments, which leads to minimal fill-in for Gaussian Elimination (Hines 1984) . If m and n denote, respectively, the number of gating variables per compartment and the total number of compartments, i.e. . . .
For example, if branch b receives synaptic input at x b 1 and x b 2 , then we have
where h b = b /γ b is the step size on branch b . This term arises as 1/ h b when the delta function is discretized. Gathering the branch and soma equations together we define
and now coupling the branch conditions via the Hines matrix by A = Q + H we arrive at the compartmental model
We view u as the input to the neuron. The neuron's output, y, is the voltage at the site of initiation of action potentials, which is expressed as y(t) = Cz(t).
We suppose that the output is the soma potential, formally written as y(t) = z N−m (t) . This implies C ∈ Ê
1×N
where C = 0 except for the entry C 1,N−m = 1. Together Eqs. (14) and (15) give the standard form for linear dynamical systems, where z is called the state vector, u is the input vector, and y is the observable vector. Our goal is to reduce the dimension of this system while exactly preserving the inputs and without sacrificing accuracy of the soma potential.
Model reduction of the quasi-active system
We begin with a classical time-domain method known as Balanced Truncation (BT) and then contrast this with a newer frequency-domain approach deemed the Iterative Rational Krylov Algorithm.
Balanced truncation
To balance a linear dynamical system is to transform it into one where the controllability and observability gramians coincide. As a result, and in a rigorous quantitative sense, the states that are difficult to reach are rarely observed. We present the method below. For the early history, and further details and applications, see (Kailath 1980) and (Antoulas and Sorensen 2001) . The controllability gramian P and observability gramian Q are defined via
but typically are computed as solutions to the Lyapunov equations
We gather their Cholesky factors P = UU * , and Q = LL * .
and compute the singular value decomposition of the mixed product
Here is a diagonal matrix whose entries are the eigenvalues of U * QU, Z is an orthogonal matrix whose columns are the eigenvectors of U * QU, and Y is an orthogonal matrix whose columns are the eigenvectors of L * P L (for details on the SVD, see (Trefethen and Bau 1997) ). The diagonal elements of , are nonnegative and in descending order and are known as the Hankel Singular Values (HSV's) of the dynamical system described by Eqs. (14) and (15). We now compose
and note that the transformed gramians
are balanced and diagonal in the sense that
Moreover they are the gramians of the transformed state, z = Tz, which itself is governed by the transformed dynamical system as
where A = TAT −1 , B = TB, C = CT −1 . Based on the decay of the singular values in , we can construct a reduced model by using only the k largest singular values. This corresponds to approximating Eq. (16) with
where A 11 is the initial k × k submatrix of A, B 1 is the first k rows of B, and C 1 is the first k columns of C.
The reduced state vector ξ ∈ Ê k has no apparent physiological sense until it is fed to the equation for y, but when k n the computational savings from this model reduction is great. Moreover, contrary to the brute force approach of compartment coarsening, we have not sacrificed the rich input structure. In Section 4.1 we demonstrate that the system in Eq. (17) allows for numerically exact (near machine precision) reproduction of the soma potential computed from the quasi-active system in a fraction of the time.
The iterative rational Krylov algorithm
For small systems, Balanced Truncation is a clean, precise, and feasible method, but as the system dimension grows the cost of computing the gramians becomes prohibitive. Since the reduction comes after the gramians have been computed, this requires storage of dense N × N matrices before the reduction step, meaning that memory is also an issue.
Krylov methods, on the other hand, construct approximate reduced systems of a given dimension from the beginning. Instead of transforming the original system and then truncating, the Krylov process iteratively projects the dynamics of the original system onto a smaller subspace. This reduces the memory requirements significantly, since only matrix-vector products are used, and in turn drastically speeds up the reduction process. We now describe the main ideas behind this algorithm; for full details see (Gugercin et al. 2008) .
Consider the quasi-active system given in Eqs. (14) and (15). We construct two matrices,
and 
The reduced-order system is computed by finding V k and W k so that the L 2 -norm of the error between the transfer functions of the original and reduced systems along the imaginary axis is minimized, i.e. we solve the optimization problem
One strategy for solving this is to interpolate the full transfer function, to first order, at the negative of each of its poles. Since these poles are not generally known a priori and may be hard to compute, we make an initial guess and then iterate until convergence, indicating that we have arrived at the reduced system. This is achieved in a computationally efficient manner via the Iterative Rational Krylov Algorithm (IRKA), whose implementation details we do not discuss here but are found in (Gugercin et al. 2008) .
Balanced truncation model reduction results
We have written a MATLAB suite of functions that loads morphology and channel kinetics and distributions, constructs the associated quasi-active system and both its BT and IRKA reductions, and computes and displays the response of the 4 (nonlinear, quasi-active, BT, IRKA) models to random (in space and time) sequences of synaptic input. These codes are available from the authors upon request. All computations were performed on a Sun Ultra 20 computer with a 2.2 GHz AMD Opteron processor. Morphologies, shown in Fig. 2 , were obtained from the Rice-Baylor archive (Martinez 2008) and from NeuroMorpho.org (http://NeuroMorpho.org; Ascoli 2006), and then imported to our software suite, which lets the user visualize and simulate the neuron via GUI's. Pyramidal and interneuron ion channel models were obtained from the literature and from ModelDB (http://senselab.med.yale.edu/modeldb; Hines et al. (Martinez 2008) ; (c) cell n408, a rat hippocampal cell from region CA1 (Pyapali et al. 1998) 2004), as detailed in Tables 2 and 3 of the Appendix. Unless otherwise indicated, g bs = 0.
Dimension reduction ratio
Consider a forked neuron as shown in Fig. 2(a) . Each of the three branches is 200 μm long and is divided into 2 μm-long segments. The root has radius 2 μm while the leaves have radius 1 μm. Ion channels with Hodgkin-Huxley kinetics (see Table 2 ) were uniformly distributed. This leads to a quasi-active system of dimension 1204. We computed BT matrices and found that the Hankel singular values decay quite rapidly ( Fig. 3(a) ). Indeed, σ n < mach for n > 65, indicating that a reduction of at least 20-fold can be obtained. Numerically we observe in Fig. 3(b) that, compared to the computed quasi-active soma potential, nearly 5 digits of accuracy can be obtained using only 12 HSV's, a reduction of fully two orders of magnitude. The BT dynamics also track the dynamics of the soma potential from the nonlinear system qualitatively well, though the error is larger (Fig. 3(c) ). Tonic synapses have a significant effect on the dynamics, but no effect on the accuracy of the reduced model versus the quasi-active one. We demonstrate the impact of tonic synapses by randomly choosing 10% of the compartments to have tonic components g bs = 0.2 nS, which changes the rest potential of the neuron from a uniform value of ≈ −64.9186 mV to one that is now spatially-varying and elevated (Fig. 3(d) ).
Using the exact same stimulus as used for Fig. 3(b-c) , we find that the neuron's output is now more oscillatory, but the reduced system's accuracy is unchanged (Fig. 3(e-f) ).
Computing the BT matrices required about 72 s, while the 30 ms simulation required only 0.02 s. At first glance this appears expensive when compared to the nonlinear and quasi-active simulation times, both requiring about 1.3 s. However, the BT matrix computation is a one-time cost, since these matrices can now be reused to facilitate simulation with their associated morphology.
In fact, it can be seen that the decay of the normalized Hankel singular values almost directly corresponds with the numerical accuracy achieved, as Fig. 4 illustrates on a more realistic neuron. This result is not surprising, however, given that an error bound exists for BT model reduction (Antoulas and Sorensen 2001) . Therefore, the normalized Hankel singular values may be used as a reliable guide to achieving any desired numerical accuracy compared to the quasi-active system.
Application to synaptic scaling
An immediate application for such low-dimensional systems is to accurately quantify how synaptic input scales with distance to the soma, also known as "dendritic democratization" (Magee and Cook 2000; Häusser 2001; Timofeeva et al. 2008) . One standard form of synaptic input is an alpha function, which describes the input onto synapse s of branch b as
where t start is the time (in ms) of stimulus onset, and the time constant τ = 1 ms is the time at which the conductance reaches its maximum value of g bs . In order to know the strength required for a single synaptic input at a given location to produce a peak target depolarization at the soma, we need to run a parameter sweep for g bs . Using the reduced system on the forked neuron with the uniform channels of Table 2 , we execute the bisection method with a tolerance of 10 −8 to obtain values for each compartment, shown in Fig. 5 , in a total of 4.7 min. By contrast, the nonlinear system would require about 100 min to do the same.
For more realistic morphologies, and more complex channel models, the one-time cost of computing the BT matrices grows as O(n 3 ), but the speed-up gained from using the resulting reduced system is substantial. As Fig. 3 (a) Hankel singular values for the forked neuron given a 2 μm compartment size. Since there are 301 compartments, and the HH ion channels have 3 gating variables, the quasi-active system has 1204 variables, hence the BT system has the same number of HSV's. an example, neuron AR-1-20-04-A (see Fig. 2(b) ) was discretized into 1121 compartments, each with length ≈ 2 μm. We included I Na and I K currents following Hodgkin-Huxley kinetics, and used Connor-Stevens kinetics (see Table 3 ) (Connor and Stevens 1971) for the A-type K + current I A whose spatial distribution followed that suggested by (Hoffman et al. 1997 ). The resulting system had 5 gating variables per compartment, and hence the dimension of the linearized system was 6726. The BT matrices were computed in about 4.6 hours, and setting k = 25 we obtained a reduced system that was 269× smaller than the original linearized system and accurate to more than 5 digits.
Using this reduced model, we executed a parameter sweep for g bs for each compartment, taking a total of 42 min. To compare the output to that of the nonlinear model, we did a sweep for 7 compartments in each branch, taking 268 total minutes. The results indicate (see Fig. 6 ) that the reduced system accurately tracked the scaling of proximal synaptic inputs while underestimating the scaling for distal conductances. The error in the distal computations is not due to our reduction scheme but rather to our initial quasi-active hypothesis. Regarding Fig. 6 , a value of g bs for every compartment was obtained using the reduced model, whereas to do so for the active model would have required about 21 hours. Hence, to obtain a full portrait of synaptic scaling for this neuron, even factoring in the cost of computing the BT matrices, the reduced system offers a factor of 4 speed-up. Strengths g bs of alpha-function synaptic input needed at each compartment to get a 0.2 mV peak soma depolarization. Dots were computed using the BT system, while circles were computed using the nonlinear system. Notice that the conductance on the root branch increases slowly with increasing distance from the soma, but at the branch point this trend splits. The large difference at the junction occurs because of the disjoint radii of the root branch and the child branches. Only one distinct set of points can be seen from 200-400 μm because the child branches are identical Acquiring the resonant frequency data is timeconsuming if high frequency resolution is desired. Typical experimental studies stimulate the cell with a ZAP current, which has the form
for some constants a, b , c, and d, with t in ms. The resonant frequency can then be obtained by dividing the Fourier transform of the voltage by the Fourier transform of the input current (Puil et al. 1986 ). However, this limits the frequency resolution unless very long or detailed simulations are performed. On the other hand, brute force methods give better resolution, but are slow because require many simulations to be performed using oscillatory currents, such as
where I 0 is the peak amplitude,t is the time of stimulus onset (in ms), and ω is the frequency (in Hz). Our reduced model is useful here because we can use the ZAP current to get a band in which the resonant frequency ω r may be and then run a brute-force search to pinpoint this value, all in much less time than the full system requires. For example, using the ZAP current in Eq. (23) with parameters a = 50, b = 10 −6 , and c = 3, we find that the forked neuron with uniform channels has a definite peak near 65 Hz (see Fig. 7(a) ). Refining this estimate via a brute-force search using Eq. (24) in a small interval around this peak reveals that ω r increases linearly as distance from the soma increases. Strengths g bs of alpha-function synaptic input needed at each compartment of neuron AR-1-20-04-A to get a 0.2 mV soma depolarization using the BT method. Dots were computed using the reduced system, while circles were computed using the nonlinear system. The reduced system size was k = 25 Fig. 7 (a) Frequency-response curves for ZAP current injection at different dendritic locations on the forked neuron with uniform channels. We applied ZAP current for 1000 ms with timestep t = 0.1 ms and computed the normalized impedance versus frequency. Both curves show the same trend, with a peak near 65 Hz, but the reduced system took only 2 s, whereas the nonlinear system took 39 s. (b) Scatter plot of resonant frequencies versus distance from the soma (circles), with the least-squares linear fit to the data (thick line). For this experiment, we sampled frequencies every 0.1 Hz on the interval [55, 75] using the current in Eq. (24) and found that the resonant frequency increases nearly linearly as the stimulus location moves away from the soma
IRKA model reduction results
With the BT method as a benchmark, we test the model reduction technique based on using IRKA. First we demonstrate typical convergence of IRKA for our problems, and then we show that cells of much larger dimension can be tackled.
Consider neuron AR-1-20-04-A from Fig. 2(b) . We compute the maximum absolute error in the soma voltage between the quasi-active and reduced systems using IRKA (Fig. 8(b) ), and we compare this to the error curve shown in Fig. 4(a) . Notice that nearly 5-digit agreement occurs for a 25-dimensional system using IRKA. This is close to what we would expect from the BT method (20-dimensional system), but IRKA required only 5 s to compute the reduced system ( Fig. 8(a) ), whereas BT required 4.6 h. Thus similar accuracy with IRKA can be obtained in a fraction of the time needed for BT. Notice that although the error in IRKA as k increases is not as smooth of a trend as that of BT, nor does the error decrease as rapidly, the accuracy is more than enough for neuroscience applications.
The main difference between IRKA and BT is that IRKA computes a system of a given size, whereas BT computes full matrices that are then truncated to the desired size. If a reduced system of a different size is desired, IRKA must recompute the matrices, whereas BT can just truncate. But the premium we pay for immediate BT changes is far too expensive, considering that IRKA's results are just as good but are obtained in a fraction of the time. As an example, the reduced system from IRKA with k = 20 was used to run the same dendritic democratization parameter sweep as in Fig. 6 . The computed synaptic conductances for the BT and IRKA systems agree to nearly 5 digits for each In (a) the sudden drop in computation time around k = 10 occurs for both cases because at that point, though the shifts have not converged, the reduced system is accurate to a tolerance of 3 digits or more compartment, indicating that IRKA is indeed computing the right reduced system. A clear advantage of IRKA is that it handles systems of much larger dimension than BT. We could not use BT for systems where N > 7000, due to lack of memory, and even if we could, the computation time would preclude any practical use for such large systems. IRKA does not suffer from this drawback, which translates into the ability to compute reduced models of cells with much finer discretizations and to reduce cells with much more complex dendritic structure.
As an example, we consider neuron n408 (Fig. 2(c) ), a rat hippocampal cell from region CA1 (Pyapali et al. 1998 ). We use a 2 μm spatial discretization, yielding 6894 compartments. With a Connor-Stevens ion channel model this gives a total linear system size of N = 41364. Using IRKA we find that 5 digits of accuracy can be obtained using a system of dimension k ≈ 15, which is a 2700-fold reduction, or more than 3 orders of magnitude, in less than a minute (see Fig. 9 ). If we use a finer discretization of h ≈ 0.5 μm, we arrive at a system of size N = 165330. IRKA produces a 15-dimensional system that is accurate to nearly 5 digits, a monstrous 11000-fold reduction, or 4 orders of magnitude!
A quasi-integrate-and-fire model
Quasi-active neuron models cannot spike, but adopting an integrate-and-fire (IAF) mechanism allows such models to emulate this behavior. Under our assumption that the soma is the site of action potential generation, we only need to check whether
where V th is some threshold voltage (recall thatṽ
At each timestep during the simulation we check if threshold was reached, and if so then we instantaneously reset the soma voltage to the rest and hold it there for a refractory period of τ ref ms.
Thresholding at the soma
Reset values should be chosen to produce as much similarity as possible between the outputs of the active and quasi-active models while still being biophysically reasonable. However, the state variables of the reduced system do not have biophysical significance until transformed into the observable y(t). This implies our choice of rest as the reset value for ξ (t).
Using the forked neuron as our test case, we implement the IAF mechanism using the non-uniform channel model. We discretized using h ≈ 1 μm so that the nonlinear model had 3606 variables; IRKA computed a reduced model having only 10 variables. First we simulate using the nonlinear system, and then we compare this to the output from the reduced system simulation. The spikes generated from both systems are compared to determine if there are any matches. A match is said to occur when the reduced system's spike occurs within τ ref ms before or after a spike in the nonlinear system. In order to quantify how well the mechanism captures spiking behavior, we compute the coincidence factor (Kistler et al. 1997; Jolivet et al. 2006 ), defined as
where N nonlin and N reduced are the number of spikes in the nonlinear and reduced models, respectively, and T is the length of the simulation. The coincidence factor measures how close the spike train from the reduced model approximates that of the nonlinear model by comparing the number of coincident spikes, N coinc , with the number of coincident spikes occurring by chance. is scaled to ensure that = 1 implies the spike trains are equal and = 0 implies the spike trains would occur purely by chance. However, can be quite low even when most spikes from the reduced system are coincident. Thus, to better evaluate the effect of false positives, we introduce two metrics: percentage matched, which is the number of spikes from the nonlinear system that are also found in the reduced system; and percentage mismatched, which is how many spikes from the reduced system do not match any spikes from the nonlinear system: % matched = 100 # matched # nonlinear spikes (27) % mismatched = 100 # unmatched reduced spikes # reduced spikes .
We vary V th between 8 and 20 mV, with at least 20 simulations at each threshold value, and we use τ ref = 4 ms throughout. Each simulation lasts 1000 ms, during which alpha-function synaptic inputs arrive at random locations and at random times. We ran two sets of simulations to assess the effect of low-and high-activity inputs. The low-activity set used 250 "strong" inputs per simulation, while the highactivity one used 1250 "weak" inputs. These inputs are realistically calibrated by computing g bs values for the reduced system (as in Section 4.2). These values are scaled to obtain synaptic conductances at each compartment that would give approximately 3 mV depolarizations at the soma for the strong inputs, but only 1 mV depolarizations for the weak ones, which agrees with typical values in Chapter 3 of (Traub and Miles 1991) and (Thomson and Lamy 2007) .
As shown in Fig. 10 , low thresholds capture a large number of the nonlinear spikes, but also yield more mismatched spikes. Fewer mismatched spikes occur as V th increases, but this also leads to greatly diminished numbers of spikes generated, and hence fewer nonlinear spikes captured. More mismatched spikes were observed in the "weak" input simulations, but more spikes were matched as well. The coincidence factors were also low for these simulations, reaching a peak of 0.43 at V th = 10 mV for the "weak" input case and a peak of 0.52 at V th = 8 mV for the "strong" input case.
The spike data is shown explicitly in the soma potentials of Fig. 11 . It is evident from these plots that the reduced system captures the subthreshold behaviors very well even for large depolarizations. Furthermore, the spike times computed by the reduced system tend to be very close to the actual spike times.
Thresholding at multiple sites
Of course one has no right to expect high accuracy when applying supra-threshold stimuli to a subthreshold model. Nonetheless, there are a number of means by which our crude mechanism may be improved. If we fail to detect a somatic spike because 
Fig. 12
Raster diagrams showing spikes computed for the nonlinear system (crosses) and the reduced system (circles) for (a) "strong" and (b) "weak" input cases demonstrate that a variablethreshold, multi-site IAF mechanism improves accuracy of spike generation. The same input patterns as used for Fig. 10 were applied to the forked neuron, but this time voltages were observed at the soma and the midpoints of each branch. Threshold values are given in Section 6.2. In total, the "strong" and "weak" input simulations had match scores of 56% and 65%, respectively, and mismatch scores of 15% and 13%, respectively it was generated in the dendrite, then it may pay to build the reduction in order that it accurately tracks the quasi-active response at several, say p, distinct locations. Proper investigation of this issue would address the questions of optimal placement of p observers, placement and calibration of threshold mechanisms at each site, and the trade of accuracy for speed as p is increased. We offer here only empirical evidence that such an investigation is indeed warranted.
In particular, we apply a multi-site IAF mechanism to the forked neuron subject to the same input streams that generated Fig. 10 . Since there are 3 branches and a soma, we set p = 4 and designate as observables the voltages at the soma and the midpoints of each branch. Threshold values are V th = 22 mV at the leaf midpoints, V th = 16 mV at the root midpoint, and V th = 14 mV at the soma (these values were chosen after manual trial-and-error). Using the same discretization as in Section 6.1, IRKA computes a reduced model with k = 40 that is accurate to nearly 5 digits, and hence A k ∈ Ê 40×40 , B k ∈ Ê 40×601 , and C k ∈ Ê 4×40 . Using the same input patterns as above, we find a significant increase in the accuracy of the spiking behavior (see Fig. 12 ) with very little change in computational cost. For the strong input case we match 56% of the actual spikes and have only a 15% mismatch rate. For the weak input case, we get 65% matched with 13% mismatched. The coincidence factor improves in both cases: from 0.43 to 0.73 for the "weak" input case, and from 0.52 to 0.66 for the "strong" input case. Moreover, the difference in simulation time was negligible when compared to the thresholding mechanism of Section 6.1 (Table 1) .
Rather than simple thresholding we note that a number of investigations of single compartment models have achieved better spike capturing by incorporating more sophisticated firing mechanisms. For example, (Fourcaud-Trocmé et al. 2003 ) includes a voltage-dependent exponential term, while (Jolivet et al. 2006) and (Brette and Gerstner 2005) consider adaptive thresholding. For the class of morphologies and channel distributions of the previous sections, adaptive thresholding, in our hands, did not produce a significant improvement in spike accuracy. Regarding the implementation of exponential integrate-and-fire we note that there is not a natural means by which to nonlinearize our reduced quasi-active system. More precisely, as we observed at the close of Section 3.1, the reduced state ξ in Eq. (17) is governed by the small but dense pair A 11 and B 1 and hence reflects a complex combination of thousands of gating and voltage variables. The physiological soma potential does not surface until after multiplication by C 1 . As such there is not a distinguished voltage term in the differential equation for ξ to which one might apply a biophysically inspired firing mechanism.
Discussion
We have applied two distinct methods to the reduction of dimension of large scale single neuron models. We have demonstrated that in typical settings one may reduce models with tens of thousands of variables to models with merely tens of variables that still accurately track the somatic subthreshold response of spatially distributed synaptic inputs. In regimes where subthreshold stimuli dominate, such as questions of (proximal) dendritic democratization and resonance, our reduced model reveals in minutes what the full models require hours or days to simulate. Although there is no reason to trust our subthreshold integrator on suprathreshold stimuli, we have demonstrated that simply thresholding the reduced voltage at a number of observation points has the potential to capture the cell's full spiking behavior. Further refinement of this approach holds the promise of bringing morphological specificity to the large scale network contributions of (Rudolph and Destexhe 2006) with significantly fewer compartments than the approach proposed by (Markram 2006) . (Connor and Stevens 1971; Hoffman et al. 1997) 
