Abstract. Oceans play a major role in the global carbon budget, absorbing approximately 27% of anthropogenic carbon dioxide (CO2). As the degree to which an ocean can serve as a carbon sink is determined by the partial pressure of CO2 in the surface water, it is critical to obtain an accurate estimate of the spatial distributions of CO2 and its temporal variation on a global scale. However, this is extremely challenging due to insufficient measurements, large seasonal variability, and short spatial de-correlation scales. This paper presents an open source software package that implements a feed-forward neural network and a back-propagation training algorithm to solve a problem with one output variable and a large number of training patterns. We discuss the employment of the neural network for global ocean CO2 mapping.
Introduction
Recent changes in the global climate are closely related to increasing atmospheric levels of anthropogenic greenhouse gases [1] , particularly carbon dioxide (CO2). According to the global carbon budget 2013 report [2] , the total global carbon emissions increased from 3.9 GtC/yr in 1959 to 10.7 GtC/yr in 2012, of which approximately 43% remained in the atmosphere, 30% was taken by terrestrial sinks, and 27% was absorbed by the oceans. The uncertainty of the magnitude of the ocean sink is largely due to the uncertainty in estimating the CO2 at the ocean's surface, given that the flux at the air-water interface is determined by the difference in the partial pressure of CO2 between the two mediums, the transfer coefficient, and the wind at the surface [3] . Although the latter two parameters encompass some uncertainty, the CO2 in the surface ocean determines whether the oceans are a carbon sink or source.
The most challenging obstacle in estimating the capacity of the oceans as a carbon sink is the insufficiency of measurement data. Using the 1×1 gridded dataset from the Surface Ocean CO2 Atlas 1 (SOCAT) version 2 [4] , which is the most complete and quality-controlled dataset, we calculated that no more than 4% of the surface waters of the world's oceans had been sampled in any single month between 1990 and 2011. This motivated us to examine robust and reliable methods for interpolating the available CO2 data, both spatially and temporarily. However, most existing models use a basin scale (e.g., [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] ) as the spatial de-correlation length scale of CO2 is on the order of 100 km, which is about 10 times smaller than the marine atmosphere CO2 [15] , and the seasonal changes in the surface ocean CO2 can be 100 μatm or more [16] . The most used product to estimate the global ocean CO2 levels is the monthly climatology data of [17] , which uses a 5×4 degree mesh.
This work presents open-source software that implements a feed-forward neural network (FNN) specifically developed for modeling environmental problems such as reconstructing the global ocean CO2. The software has been used by [18] to produce monthly maps of the climatology of CO2 with a spatial resolution of 1×1 degrees. We discuss possible techniques to extend the work of [18] to reconstruct the time variant distribution of the global ocean CO2 from 1990 to 2011.
Method

Software Package
Our software package 2 implements the FNN shown in Figure 1 . The FNN comprises three layers: input, hidden, and output. A neuron in the input layer takes the value of an input variable and passes it to all neurons in the hidden layer. A neuron in the hidden or output layer adds a bias to the weighted sum of all of the outputs from its upstream neurons and transforms the sum to yield its output:
The sigmoid transform function was chosen because it increases monotonically from 0 to 1 for x from -∞ to +∞ and the derivative of y with respect to x yields a simple form that affiliates the so-called back-propagation [19] algorithm for training the FNN. In training, the algorithm changes the weight and bias parameters proportionally according to the negative gradient of the error cost function, i.e., the sum of squared error between the network output y and the target d: where P is the total number of training patterns (a pattern comprises a set of data of all input variables). In the simplest form, the algorithm uses the first-order derivative of the cost function as the gradient g to find the minima in the error space:
where the vector w includes both weight and bias parameters and J is the Jacobian matrix. Assuming w has N elements, J has the form of 
where α is the learning rate with a value between 0 and 1. The convergence of training the FNN by the gradient expressed in equation (3) is slow. The LevenbergMarquardt algorithm (see [20, 21] ) improves the convergence speed by considering the second-order derivative of the cost function, resulting in a new estimation for the gradient as
where μ is the regularization constant and I is a unit matrix. In our implementation, we set μ proportional to the root mean square error:
We call β the regularization coefficient.
We implemented several methods in the software to achieve efficient computing and simple usage. First, the method of [21] was used to eliminate the necessity of storing a large Jacobian matrix in the memory. Second, the software scales all input variable data to have a zero mean and unit standard deviation and scales the target variable data to vary from 0.1 to 0.9. This method not only improves convergence speed but also makes it possible to use a default α and β for a variety of cases. Third, the software allows a user to use a text file and select any given number of columns in any order as input and output variables. 
CO2 Model
Our basic model equation defines the fugacity of CO2 (fCO2) as a nonlinear function of month (MON), latitude (LAT), and longitude (LON):
Because of insufficient measurements, we introduced sea surface temperature (SST), sea surface salinity (SSS), and chlorophyll-a concentration (CHL) as proxy variables in space and time. Therefore, the model equation becomes
In a global setting for long-term modeling, MON and LON must be transformed to account for their circular properties. As a result, the complete model equation becomes   )  ,  ,  ,  ,  ,  ,  ,  (  2  CHL  SSS  SST  SLON  CLON  LAT  SMON  CMON  F 
Employment Issues
Two issues often cloud the proper use of an FNN: landing on a local minimum in training and choosing the "right" number of hidden neurons. The first issue can be detected using a different random number seeds to initialize the weight and bias parameters, or using different learning rates and regularization parameters. We have experimented with the Levenberg-Marquardt algorithm with these approaches and found that landing on a local minimum rarely occurred in our case. The second issue is notorious. It is well known that an FNN can approximate any finite function given a sufficiently large number of hidden neurons [22, 23] . That means that if the fCO2 values are unique in corresponding to unique values of MON, LAT, LON, SST, SSS, and CHL, equation (12) can be fitted accurately with a larger number of hidden neurons. An FNN configured as such remembers all training patterns and thus loses the capability to filter out erroneous information in measurement data. Unfortunately, there is no theoretically approved rule for choosing the right number of hidden neurons [24] . Our criterion for selecting the number is that the standard deviation of the difference between model outputs and observations (std1) is no larger than the standard deviations of repeated fCO2 measurements averaged over all months and grid boxes (std2) by 20%, i.e., |std1-std2|/std2<0.2.
An FNN configuration needs validation before it can be used to make predictions. Our approach uses 90% of the randomly selected data points for training and the remaining 10% for validation [18] . Once a configuration is validated, we used all data points to train the FNN to obtain a final product for prediction.
Results
We succeeded in using the FNN to model the mean global rate of increase in CO2 fugacity at the ocean's surface [18] , yielding a value of 1.5 μatm/yr, which is in agreement with the commonly accepted value. Prior to this work, the rate was estimated from a collection of rates [17] that vary greatly. Using our rate, we were able to obtain the monthly climatology maps of CO2 for the reference year of 2000 [18] . The results agree well with both measurements and the values reported by [17] , which is the most used resource for calculating ocean sinks. Extending the work of Zeng et al. [18] , we reconstructed monthly CO2 maps for 1990-2011 (see the examples in Fig. 2) . Two new steps were taken to improve the mapping. First, we excluded the LAT and LON variables in equation (12) to obtain a first guess of CO2 for areas where measurements were scarce, i.e., the Southern Pacific Ocean. As a large spatial gap may lead to overestimating the nonlinear interpolation of the FNN, we used the first guess for gap-filling every 10 degrees. Second, a version of the FNN without CHL was used to estimate CO2 for areas where CHL data were not available. This step completes the coverage of the global oceans. The yielded product provides an alternative for estimating the time-variant ocean carbon sinks for 1990-2011. 
Conclusions
Our results show that the FNN is an effective model for reconstructing global ocean CO2 sinks. As the model only establishes the dependence of the output variable on the input variables, and makes no assumption on the explicit expression of the model equation, it's straightforward to employ in practice. However, users must be aware of its nonlinear property and take appropriate steps to prevent over-fitting and overshooting.
We made efforts to minimize the user interaction required, and the FNN converges quickly and steadily. In our experiments, the error of the cost function decreased steadily and changed very slightly after about 100 epochs for over 100,000 training patterns. The software only requires an ordinary PC to obtain results in 10 to 30 min for large datasets. We expect the software to be used for solving environmental problems similar to the carbon sink example discussed herein.
