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1. INTRODUCTION 
In the last 40 years, the problem of estimating the total number of 
distinct species In some region of Investigation based on a random sample 
from the region have been discussed from the classical and the Bayeslan 
point of view. This problem emerges in several different fields as the 
following examples show. 
Example 1.1. Ecology. One common problem in Ecology is the estimation 
of the total number of distinct species of birds present in some specified 
area. Usually, a sample of those species living in the area Is obtained 
by choosing n sites of the region, n > 1, and by sending an observer to 
each site. The observer stays at the site for a certain fixed period of 
time and writes dovm all the different species of birds he can see and 
identify. It is assumed that the species are distinguishable, although 
the birds are not. Therefore, for each site the observer can tell if 
some species were observed there or not. However, he is not able to 
tell how many times each species was observed. This is an example where 
presence and absence data are collected in each site. After the observa­
tion of the first sample of n sites the Ecologist can think of taking 
one more site and perform the observation. One question of Interest in 
this case, is the estimation of the probability that a new species will 
be observed in the newly selected site, i.e., the probability of observing 
a species which was not observed in the first sample of n sites. 
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Example 1.2. Literature. A teacher is interested in estimating the 
total number of distinct words that some specified author has used in 
some of his books. The sample of words in the book can be obtained in 
several different ways. One possibility is to choose, at random, some 
pages of the book and for each page to write down all the distinct words 
used in that page. In this case, the collected data contain the presence 
and absence of each word in each page as well as its individual frequen­
cies. Also, after the observation of the sample of pages the teacher can 
estimate the probability of observing a new word, i.e., a word that was not 
observed in the sample, if one more page of the book were observed. 
Example 1.3. Archaeology. Archaeologists are usually interested in esti­
mating the total number of animals which were originally deposited at some 
archaeological site. In general, only part of the archaeological site is 
observed and the recognition of the animals in the observed part of the 
site is conducted by using the remaining bones of the animals. Often, the 
kind of bone used to make the recognition of the animal is such that each 
animal is supposed to have two bones of that kind, the right and the left. 
An example would be the dentarles or the premaxillae. Some bone loss is 
expected so that for some animals originally deposited in the site only 
one of the bones survive or sometimes none of them. This is an example 
where each individual animal is taken as a distinct species. 
Example 1.4. Sociology. A sociologist wants to estimate the total number 
of distinct professional careers that exist in some specified city of the 
United States. Since the city is naturally divided in blocks, one way of 
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obtaining the sample to perform the estimation is to select some blocks 
from the city and to Interview all the people living in each house of the 
selected block. In this case, the observed data give the presence and 
absence of each professional career in each block as well as its indi­
viduals frequencies. Here each professional career is taken as a distinct 
species. 
Example 1.5. Industry. This example was mentioned by Goodman (1949). 
Suppose a company has received a large number of requests for a free 
sample of some of its products. Since some people often send more than one 
request, it is of Interest to estimate the total number of different people 
who have sent requests. In this case, a sample of the requests can be 
taken. After the observation of the sample of requests, the Investigator 
can estimate the probability of observing a new person if one more request 
were selected. 
It is interesting to note that the estimation of the total number of 
distinct species differs from the estimation of the total in the usual 
finite population sampling since the observed sample has no explicit 
information about those species which were not observed in the sample and 
which are living in the region. Usually, the number of distinct species 
observed in the sample is much smaller than the total number of species 
in the region. 
Many different estimators have been proposed according to the sam­
pling procedure and the estimation approach used. Two sampling procedures 
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are of Interest, sampling by elements and quadrat sampling. Roughly 
speaking, these two sampling procedures can be described as follows: 
(i) Sampling by elements. That is the case where the number of 
elements of each species can be counted. The region is assumed to have 
a total number K of individuals, 0 < K < <», from which a random sample 
of n individuals is taken, n > 1. The individuals who constitute the 
sample can be chosen with or without replacement. In the case of sampling 
with replacement, the number K can be taken as infinite. The Example 1.5 
is a case where sampling by elements is applied. For more details about 
sampling by elements, see Cochran (1977). 
(il). Quadrat sampling. This sampling procedure can be performed in 
two different ways. In the first case, some grid is imposed on the region 
of investigation, i.e., the region is divided into N subregions, called 
quadrats, of arbitrary shape and area, N < °°. Then, a sample of n 
quadrats, n ^  1, is taken from the population of N quadrats. Each selected 
quadrat is completely observed. In the second case, a sample of n quadrats 
is obtained by placing at random n quadrats in the region. One way of 
doing it is choosing n points at random in the region and then making a 
quadrat around each selected point, so that each selected point is the 
origin of a quadrat. The shape and area of each quadrat is arbitrary. 
All n quadrats are completely observed. As one can see, when quadrat 
sampling is. applied then a sample of space is taken. The Examples 1.1-
1.4 are the cases where quadrat sampling ia appropriated. For more details 
about quadrat sampling, see Engen (1978) and Pielou (1977). 
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Although quadrat sampling Is the most used in practical situations 
much of the published work is related with sampling by elements. As far 
as the estimation of the total number of distinct species is concerned 
the first paper on the subject was published by Goodman (1949), who proved 
that in the case of sampling without replacement from a population of K 
individuals, K known, there is only one unbiased estimator for the total 
number of distinct classes in the population provided that the sample 
size n is not less than the maximum number of elements contained in any 
class. In the case of sampling with, replacement, an unbiased estimator 
is proposed by Harris (1968) when the number of classes is supposed to be 
not bigger than the sample size n. The maximum likelihood estimator was 
discussed by Lewontin and Front (1956) and Driml and Ullrich (1967). In 
all these papers, a multinomial model with equiprobable classes was 
assumed. More recently, Emigh (1983) introduced an estimator in the case 
of a multinomial model where only some of the classes were assumed 
equiprobable. The estimator was derived by using the probability distri­
bution of observing those classes in the sample. The classes not observed 
in the sample were assumed to be equiprobable. 
Nonequiprobable models have been mostly discussed under the Bayesian 
approach. Efron and Thisted (1976) were the first authors to attack the 
problem under this point of view. They used a parametric empirical model 
developed by Fisher et al. (1943) and a nonparametric model developed by 
Good and Toulmin (1956) to estimate the total number of words that William 
Shakespeare knew but didn't use in his published work. An interesting 
application of the model developed by Efron and Thisted (1976) is given 
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by Janardan and Schaeffer (1981) where the estimation of the number of 
organic compounds In water Is discussed. Fisher's model was also used 
by Esty (1985) who considered this estimation problem in a numismatic 
context. Nonequlprobable models which are not based on Fisher's model 
are discussed by Hill (1979), Lewlns and Joanes (1984), Boender and 
Rlnnooy Kan (1983, 1987) and Boender and Zielinskl (1985). In these 
papers, estimators for the total number of distinct classes are derived 
by using a multinomial model in which some prior distribution is Imposed 
on the relative frequencies of the classes and some prior distribution is 
imposed on the total number T of classes. The priors mostly used for the 
total number of classes are the truncated negative binomial, the uniform 
and the truncated poisson distribution. For the relative frequencies of 
the classes, a Dirlchlet distribution with parameter vector a = (a^ =6, 
1 = 1,2,...,T; = Tg, g > 0), is frequently chosen. Unfortunately, all 
these papers have shown that the obtained Bayesian estimators have the 
disadvantage of being too dependent of the choice for the parameters of 
the prior distributions involved and which are very difficult to guess 
in practical situations. It has been shown that in the case where a 
Dirlchlet prior distribution is used, the choice of the value for 3 is 
crucial for the performance of the estimators. 
As far as quadrat sampling is concerned, only two papers have been 
published so far. The first, published by Heltshe and Forrester (1983), 
introduced the first order jackknife estimator for the total number of 
distinct species in some specified region of investigation. They have 
7 
shown that the estimator they derived is very affected by quadrat size, 
sample size and sampling area. The second paper published by Smith and 
Belle (1994) generalized the results proved by Heltshe and Forrester 
(1983) by Introducing more general jackknife estimators as well as a 
bootstrap estimator for the total number of species. It was shown that 
the jackknife and the bootstrap estimators usually underestimate the true 
number T of species. 
Another estimation problem of some interest and which is related to 
the number of species in the region is the estimation of the probability 
of observing new species when a second sample from the region is taken. 
We define as a new species, a species which was not observed in the first 
sample and it was observed in the second sample. So far this estimation 
problem has been discussed only for the case of sampling by elements. 
Good (1953), Robbins (1968), and Harris (1963) Introduced some estimators 
for the probability of observing a new species when the second sample has 
only one element. Robbins' result was generalized by Starr (1979) who 
derived a linear unbiased estimator for this probability when a second 
sample has m elements, m ^ 1. In his paper, Starr conjectured the 
possibility of the proposed estimator being also of uniformly minimum 
variance. However, Chao (1981) disproved this assertion. 
The estimation of the probability of discovering new species has 
also been discussed under the Bayesian point of view. Some references on 
the subject are Hill (1979), Lewins and Joanes (1984), and Betro and 
Zielinski (1987). In the first two mentioned papers, the problem is 
discussed by using a truncated negative binomial distribution for the 
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total number of species and in Betro and Zielinski (1987) a truncated 
poisson distribution is used. Again, it is shown that the Bayes esti­
mators have a drawback of being too dependent of the parameters of the 
priors distributions involved. 
For the case where sequential sampling is applied, Sinha and 
Banerjee (1985) proposed an estimator for this probability which can be 
used to obtain an optimal stopping rule for the search of species. 
In this dissertation, the estimation of the total number of species 
and the probability of discovering new species are discussed for the case 
of sampling by elements and quadrat sampling. In Chapter 2, the case of 
sampling by elements is considered. We assume that the population of 
species in the region of investigation can be divided into two groups, 
one containing the so-called common species and the other containing the 
rare species. Here the term common species stands for those species which 
are often observed in similar regions. Therefore, in some sense the group 
of common species contains those species the investigator would expect to 
be found in that particular region of study. We assume that the investi­
gator has a list containing a total of Il-known species, M < and known, 
which he expects would be present in the region. The species on the 
list, which are present in the region, constitute the group of the common 
species. The size of this group is unknovm. The group of the rare 
species contains all those species which are not on the available list 
of M species and which are living in the region of study. Therefore, 
the group of the rare species is completely unknown to the investigator, 
i.e., neither its total number of species nor the labels of the species 
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It contains are known. In Section 2.1, many admissible estimators 
(Lehmann, 1983) are derived by using the stepwise Bayes argument (see 
Hsuan, 1979; Meeden and Ghosh, 1981, 1983; Brown, 1981) and by using 
the Blyth's technique (see Blyth, 1951; Berger, 1985, p. 597). 
Chapters 3, 4 and 5 are dedicated to the case of quadrat sampling. 
In Chapter 3, Empirical Bayes estimators (Berger, 1985) are derived for 
the total number of distinct species in the region and for the number of 
new species that were not observed in the first sample of n quadrats and 
that would be observed in a second sample of m quadrats, m ^  1. The 
estimators are presented in Section 3.1. The probabilistic model we use 
is basically a version of the Efron and Thlsted (1976) model adapted to 
the case of quadrat sampling. For each species living in the region a 
prior density g(') is assumed to describe the presence or absence of 
that species in a typical quadrat of the region. The estimators we have 
derived in Section 3.1 assume that g(*) is a density from a Beta distri­
bution with parameters a and g, a > 0, g > 0. No prior distribution is 
assumed for the total number of species in this case. A method for 
estimating the parameters a and 3 by using the observed sample is given 
in Section 3.3. Two examples are given. In the first, we used the 
derived estimators to estimate the total number of distinct words that 
Dr. Seuss used in his book, The Cat in the Hat (1957). The estimated 
number is then compared with the true number of words used in the book, 
which is known in this case. In the second, we used the data set presented 
by Heltshe and Forrester (1983). Some comparisons with the jackknife and 
bootstrap estimators proposed by Heltshe and Forrester (1983) and Smith 
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and Belle (1984) are done. It will be seen that the estimators we have 
derived are easy to use in practical situations, they give very good 
point estimates, they take into account how much the sample represents 
the whole region and they perform better than the jackknife and the 
bootstrap estimators. Some discussion about the effect of quadrat area 
and sampled area is given. A method using the estimators derived in 
Section 3.1 to obtain stopping sampling rules for the search of species 
is given in Section 3.2. 
Chapter 4 is related with Chapter 3 and introduces admissible 
Bayesian estimators by imposing a prior distribution for the total 
number of distinct species in the region. An example is shown when the 
prior distribution chosen is a truncated negative binomial or a truncated 
poisson distribution. Some analysis about the robustness of the derived 
estimators with respect to the choice of the parameters of the priors 
distributions involved in the model is performed. 
In Chapter 5, the same estimation problem is considered for popula­
tion of species having some special structure. Two situations are con­
sidered. In the first, we assume that each species has exactly two 
replicas which can never appear together in the same quadrat. In the 
second, the replicas are also allowed to appear in the same quadrat. 
Some admissible stepwise Bayes estimators are derived. An example is 
presented in Section 5.2 and discusses the estimation of the total number 
of animals or individuals originally deposited at some archaeological 
site. 
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It will be seen that the models used in Chapter 5 can he con­
sidered as a special case of the usual finite population sampling model 
where only partial information about the individual values of the char­
acteristic under study of the units in the sample is observed. 
2. SAMPLING BY ELEMENTS - STEPWISE BAYESIAN APPROACH 
Consider the problem of estimating the total number of distinct 
species In some specified region of Investigation. Suppose the region 
is sampled using sampling by elements. It Is known that every species 
has Its own abundance which varies from species to species. In Ecology, 
a large variability among the abundances of those species in the region 
is usually observed. In general, the species are classified In two types, 
the common and the rare ones. The common species, as the name suggests, 
are those having higher abundances, i.e., those having many elements In 
the region. These species are often observed in the sample. On the 
contrary, the rare species are those which are very difficult to be 
observed in the sample since they have a few elements In the region. 
Usually, the number of rare species is very big and much bigger than the 
number of common species (Pielou, 19.77, p. 270). 
In general, classical and Bayeslan inferences about the total number 
of distinct species in the region are performed by considering these two 
types of species all together. When the Bayeslan approach is applied a 
prior distribution for the total number T of distinct species in the 
region, Te{l,2,...}, and a prior density for their respective relative 
abundances are assumed. The Dirlchlet distribution with parameter vector 
a = (a^ = 3, 1 = 1,2,...,T; = TB, 6 > 0), is often assumed for the 
species relative abundances. In this case, it has been seen that the 
resulted estimators are very dependent upon the value of the parameter 
6. For more details, see Lewlns and Joanes (1904) and Betro and 
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Zlellnskl (1987). In practice, it is very difficult to get a good prior 
guess for 3 since the value of 8 has to well represent the probabilistic 
behavior of the common and rare species at the same time. 
In this chapter, a new approach to this estimation problem is 
proposed. In order to decrease the disturbance introduced by the high 
variability of the species abundances we suggest to model the rare and 
the common species separately. Two different prior densities for the 
relative species abundances are assumed. The first prior models the 
probabilistic behavior of the relative abundances of the common species 
and the second models the relative abundances of the rare species present 
in the region. 
Some admissible estimators for the total number of distinct species 
in the region at the moment when sampling is performed and for the prob­
ability of observing new species when a new sample of elements is taken 
are introduced in Section 2.1. It will be seen that some of the estimators 
we derived are unique stepwise Bayes. The admissibility of some esti­
mators is proved by using Blyth's technique (Berger, 1985, p. 547) combined 
with the stepwise Bayes argument. 
2.1. Statistical Model I 
Suppose there is available a list containing a total of M species, 
M < 00, which could be possibly present in the specified region of 
investigation. Usually, this list contains those species which are 
commonly found in similar regions, i.e., those with higher abundances. 
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or It contains those species found in the given region in some previous 
studies. 
The species present, in fact, in the region can be divided into two 
groups, say, group 1 containing those species which belongs to the avail­
able list of M species and group 2 containing those species which are not 
present in the available list. Note that the group 2 is completely un­
known in the sense that neither the number nor the names of the species 
it contains are known. Let R be the total number of species In the group 
2 labelled as r^,r2,...,rg. The vector (R,r^,r2,...,r^) is unknown. Let 
®1'®2'''''®M names of those species in the available list of 
species, i.e., the possible components of the group 1. Assume that the 
region has K elements, 0 < K < <», and that for each element the species 
it belongs to can be uniquely identified. Suppose a random sample of n 
elements Is taken from the region, n ^  1. For each element in the given 
region let 0 be the probability that its corresponding species belongs 
to the available list and (1-9) be the probability that its corresponding 
species doesn't belong to the list of species, 0 < 6 < 1. 
Let p^ be the conditional probability that an element comes from 
species s. given that its resoective species belongs to the available 
M 
list of species, 1 = 1,2,,..,M, 0£p. ^1, Z p. = 1. For those species 
1=1 ^ 
in the group 2 let be the conditional probability that an element comes 
from species r^ given that its corresponding species doesn't belong to 
the available list of species, i.e., belongs to the group 2, 0 < q. < 1, 
R 
E q = 1. Then, 
1=1 ^  
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Prob.(of observing an element from species s^ from the available 
list) = Prob.(the element comes from species s^/its respective 
species belongs to the available list) x Prob.(its respective 
species belongs to the available list) = p^9 
and 
Prob.(of observing an element from species r^ from the group 2) 
= Prob.(the element comes from species r^/its respective 
species belongs to the group 2) x Prob.(its respective species 
belongs to the group 2) = q^(l-0). 
let p = (p^.pg P^) and q = (qj^,q2.. • • .qj^) • Then, the prob­
ability vector for those species, present in the region is (0p,(l-0)q). 
Now let be the number of elements observed in the sample from 
species s^, 1= 1,2,. ..,M, X^e{0,l,2,... ,n}. Let r* be the number of 
distinct species observed in the sample and which don't belong to the 
available list of species. These r' species are observed in the sample 
r* 
according to the frequency vector y = (y. y ,), Z y. = n-n_, 
1 2 .  r 1=1 i 1 
where y^ is the number of elements from the first type of species 
observed in the sample and which doesn't belong to the available list; 
y2 is the number of elements from the second type of species observed 
in the sample and which doesn't belong to the available list, and so on; 
n^^ is the total number of elements observed in the sample from species 
in the available list of species, r'E{0,l,2,...,n-n^}, n^G{0,l,2,...,n}. 
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Note that the kind of data we are collecting assumes that for every 
species in the region it is possible to identify if the species belongs 
to the available list of species or not. However, for those species 
which are not in the available list we only assume that we can discern 
whether elements belong to the same or different species, i.e., the names 
of those species from group 2 in the sample are not observable. Let 
Z be the total number of distinct species in the sample which don't 
belong to the available list of species. Let 0* be the parameter vector 
defined as 6* = (0,p,R,q), 9* is unknown, 0*e0 where 
vrhen K is large or when the sampling is done with replacement, then given 
0* the probability of observing the data vector 
0 = {0A; 0 < 0 < 1, 0 < p^ < 1, i = 1,2 
M 
M, Z p. = 1 
i=l 
Re{0,l,2,.Q < < 1, j = 1,2 
R 
R, Z q = l}. 
j = l J 
data = (X.=x_,X_=x 
1 -^1' 2 2 J • • • > 
Z=r', (y^.y. 
M 
y_,), x,=n , 
^ i=l ^ 
E y = n-n , y > 0 for every j, j = 1,2 
j=l J J- 3 I • • • > r', 0 £ £ n 
i = 1,2 
r' M 
M, Z y + Z X. = n) 
j=l J i=l 
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is a sum of multinomial terms, i.e., the likelihood function for this 
problem is 
f(data]8*) = 
UaA m "'r' ( I Ki-e)q, /j) 
^ ( n %.!)( n y !) (ijCs } J 
k=l ^  j=l J 
_ V n n-n. M x, y 
k=l ^  j=l ] 
if n^G{0,l,2,...,n}, r'e{0,l,2,...,min(n-n^,R)}, 0 £ 0 ^  1, p is such 
M 
that p, > 0 when x. > 0, k = 1,2,...,M, E p. = 1, 0 < q. <1, 
^ K k=l * J 
j = 1,2,...,R, S q. = 1; and f(data|0*) = 0 otherwise. For every R, 
j=l ^  
the set is the set containing all possible permutations of r' distinct 
elements from the set {1,2,...,R}, say, s* = {i^,i2,...,ip,}. 
Note that the vector data belong to the sample space X, where 
X = {(x,r',y)! X = (x^.xg x^), 0 < x^ £ n, i = 1,2,... ,M, 
M 
E X .  = n., n.e{0,l,2,...,n}, r'e{0,l,2,...,n-n-}, 
i=l 
y = (y^iyg yp,), y^ > O. j = 1»2 r', ^ Z^y^ = n-n^, 
M r' 
I X + Z y = n}. 
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Now let W(0*) be the total number of distinct species present in 
the region at the moment when sampling is performed. Since the number 
of elements K in the region is greater than zero then W(0*)e{l,2,... 
For any fixed 0*e0, let S be the total number of p^ in p which are 
different from zero, i.e., the total number of distinct species which 
belong to the available list of species and which are present in the 
region. Then the parametric function W(0*) can be expressed as 
W(9*) = S + R. 
Suppose we want to estimate W(0*) using squared error loss. Then 
if some prior distribution Tr is assumed for the vector 0* then the 
usual Bayes estimator of W(0*) against ir is given by 
W^(data) = ElW(0*)|data] 
= ElS+R|dataJ 
= Els I data] + E.[R|data] 
and it is uniquely defined on the set A, where A = {(data): p[data: n]>0}, 
where p[data: IT] = 2 f (data|0*)TT(0*) . 
{0*e0} 
Let = (0,«>) be the decision space for this estimation problem. 
Then some admissible estimators for W(0*) are given in Theorems 2.1, 
2.2, 2.5. It will be seen that the estimators proposed in Theorems 
2.1 and 2.2 are not Bayes in the usual sense but they are stepwise 
Bayes for W(0*). For more details about the stepwise Bayesian procedure 
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see Hsuan (1979) and Mëeden and Ghosh (1983). The Blyth's technique 
(Berger, 1985, p, 547) Is used to prove the admissibility of the esti­
mator proposed In Theorem 2.5. 
Now another problem of some Interest Is the estimation of the prob­
ability of observing a new species If one more element Is taken after 
the first sample of n elements is observed. The term new species here 
stands for those species which were not observed in the first sample of 
n elements. Call this probability as y(8*), 0 j< Y(9*) £ 1. Suppose we 
want to estimate y(Q*) using squared error loss. Then the Bayes esti­
mator of y(Q*) against the prior tt is given by 
Y^(data) = E[Y(0*) | data"] 
which again is uniquely defined on the set A. By noting that Y(6*) can 
be expressed as 
M R 
Y(0*) = 1 - ( 2 9p.l{s.esample}) - ( 2 (l-0)a.l{r.esample}) 
1=1 ^ ^ j=l ] J 
where for every fixed 1, 1 = 1,2 M, 
l{s^Esample} = j 1, if s^ is observed in the sample 
10, otherwise 
and for every j, j = 1,2,...,R, 
I{r^esample} = f 1, if r^ is observed in the sample 
1 0, otherwise , 
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then the Bayes estimator y^(data) can be expressed as 
M 
Y (data) = 1 - E[( 2 6p l{s,esample})|data] 
i=l ^ 1 
R 
- E[( 2 (l-0)q.I{r Gsample})I data]. 
j=l ^ ^ 
Let Dg = [0,1] be the decision space for this estimation problem. 
Then, some admissible estimators for y(B*) are introduced in Theorems 
2.1, 2.2, 2.5. It will be seen that the estimators proposed in Theorems 
2.1 and 2.2 are stepwise Bayes for y(8*). The Blyth's. technique to 
prove admissibility is used in Theorem 2.5. 
Theorem 2.1. Consider the Statistical Model I. Let <()(•) be any prob-
00 
ability function such that #(r) > 0, V rE{l,2,3,...}, Z ^(r) = 1. 
r=l 
Then, there exists a set of mutually orthogonal prior distributions 
/S /N 
such that the estimator W(') defined in (a) and the estimator Y(*) 
defined in (b) are unique stepwise Bayes for estimating W(.0*) and y(8*) 
respectively, and they are admissible. 
(a) 
(a^) W(data) = s' 
if the observed sample contains only species which belong to the 
available list of species, and s' is the total number of distinct 
species observed in the sample, s' > 0. 
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(Sg) W(data) = s' + — 
r(n^VrB) 
where 3 Is a known constant, 3 > 0, 
if the observed sample contains s' species from the available list 
of species, s' > 0, and it contains r' species which don't belong 
to the available list of species, r' > 0. The number n^ is the 
total number of elements observed in the sample from species which 
belong to the available list of species, n^E{0,l,2,...,n-l}, 
0 < r'+s' < n. 
(bj^) Y(data) = 0 
if the observed data contain only species which belong to the avail­
able list of species, i.e., s' >0, r' =0. 
(b ) Y(data) = 1 - ^  - (-^) ^  ^ ±  
if the observed data contain s' species from the available list of 
species, s' ^  0, and it contains r' species which don't belong to 
the available list of species, r' > 0, The number n^^ is the total 
22 
number of elements observed in the sample from species which 
belong to the available list of species, n^É{0,l,2,...,n-l}, 
0 < r'+a' < n; 3 is a known constant, 3 > 0. 
Proof. The proof of this, theorem is done basically in three main steps. 
First main step Let 0^ be the parameter space defined as 
^ M 
0^ = {0*: 0 = 1, p. = 1 for exactly one i, i = 1,2,...,M, S p = 1, 
j=l j 
0_<Pj  ^  1, j = 1,2,...,M, R = 0}. 
Let be a prior distribution defined over 0^ as 
S}(6*) 




(2)  *  
(3) g 
(0) = ( 1 if 0=1 
0 otherwise 





— if p is such that p. = 1 for exactly one i, 
M 1 
i = 1,2 M, Pj = 0, V j ^  i. 
V 0 otherwise. 
The samples which belong to X and have positive probability under 
are those such that the total number of distinct species in the sample 
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Is one and the observed species Is present In the available list of 
species. Therefore, data In this case are 
data = {r' = 0, = n for some species s^ from the available 
list of species}. 
Let aJ be the set containing the samples In X with positive prob­
ability under cj. 
In this case, the Bayes estimator of W(0*) against the prior is 
given by 
W ^(data) = ElS+RldataJ = Z . eIS+r|data,9*]PI0*Idata] 
= 1 
since given the data eaK then there exists only one vector 0*e0^ s.t. jl ' w  i 
P[9*|data] > 0 and for this 0*, S = 1 and R = 0. 
The estimator W .(•) is unique on the set and it is the value of q 
the estimator proposed in (a) of Theorem 2.1, 
Now consider the Bayes estimator of Y(0*) against Trivially, 
for the respective species s^ observed in the sample we have that 
E[p^9|data] = 1. 
Since in this case R = 0 for every vector 0*e0?', then the Bayes estimator 
of Y(0*) against is given by 
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Y  ^ ( d a t a )  = 1 - 1 = 0  
«i 
which is unique on the set and i.t is the value of the estimator 
proposed in (b) of Theorem 2.1. 
Now consider the restricted problem where the sample space is 
= X - where X is the sample space for the unrestricted problem. 
Define 0^ as follows 
©2 ~ {8*: 0=1, the vector p has exactly two coordinates different 
M 
from zero, E p. = 1, 0 ^  p. ^  1, j = 1,2,...,M, R = 0}., 
1=1 J 
The likelihood function for this restricted problem is 
f*(data|8*) = 
^f (dataI 6*) , 
= — if 0*e0, 
0 otherwise 
where f(«|8&) is the likelihood function for the unrestricted problem 
given as in (2.1.1) and for every 9*e02 
cj(0*) = Z , f(data|0*) 
2 ~ ^ v-'-i {data e Xg}  
i.e., if 9* is such that p. > 0, p, >0, p.+p = 1 for some i,j, 1 j 1 j 
i = 1,2,...,M; j = 1,2 M, j^i, p^ = 0, V k ^ i ^ j, then 
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c:(8*) = 
where is the set containing all possible pairs (x^,xj); 
3^ f 0, Xj f 0, i f j. 
Let bs the prior density defined over 0^ as 
x^ -bcj n, 
5^ x8*) = 'g^Xp|8).*l(r).nl(8) if e*e0^ 
where 
(1) ttj(8) = ^ 1(8) 
otherwise 
(2) OgCr) = <j)j;(r) 
r 
(.3) gi(p|e) = 
< 
4ci(e*) 
( n p ) if e*e0: 
otherwise 
where d^ is a constant needed to make g^C*) be a density function, i.e., 
d_ = [(g) 
r(x^ )r(x^ ) . 
—nrr^  • {(%i,xj)eb2} r(") xi'xj 
The samples in with positive probability under are those such 
that the total number of species in the sample is two and both of them 
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are present In the available list of species. Therefore, data in this 
case are 
data = {r' a 0, = n^, = n-n^, for some species s^, , 
i ^ j, from the available list of species, n^E{l,2 n-l} 
x^-hXj = n}. 
Let Ag be the set containing those samples in with positive prob­
ability under 
We have that 
E[S|dataJ = E , ElS data,0*]PI0*|data]. 
{8ae0,} 
Given the data e then there is only one kind of vectors such that 
P[9*I data] > 0 and for those 0* we have S = 2. Therefore, 
E[s|data] = 2. 
Since in this case, for every the value of R is zero, then 
E{R|dataj = 0 
and the Bayes estimator of W(8*) against the prior Ç» is given by 
W ,(data) = 2 4 
which is unique on the set and it is the value of the estimator 
proposed for W(9*) in Theorem 2.1. 
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Now consider the Bayes estimator of Y(6*) against çj. For each 
observed species s^ in the sample we have 
E[6p.Idata] = Z , E[0p.Idata,0*]P[0*|data] 
^ {0*e0h ^ ~ ~ 
1  , 1 , 1  r  1  n !  S ,  
P[data] 0 ofl x^lx^! ^ 1 (p^Pj) p^ Pj 
1 r ,1 n! r(xi+i).r(x^) 
PidataJ ^°2 x^!xj! r(n+l) 
Since 
P[data] = fnfni l A r  1 n! *i *j, ^^-*^*^2 
° °^Cg(0*) ^ i'^j " ^ (PiPj) ^1 Pj 
,1 n! r(xi)r(xi) 
2 x^ !xj ! r(n) 
then 
*1 
E[0p^|data] = — . 
Therefore, 
M X .  X .  
El(. Z 0p, l{s,Gsample}) |data] = — + —1= — = i 
x x .  n  t i  t i  
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and so the Bayes estimator of Y(8*) against given by 
Y  , ( d a t a )  = 1 - 1 = 0  4 
which is unique on the set and it is the value of the estimator 
proposed in Theorem 2.1 for Y(6*)« 
Now the procedure we have done so far must be repeated for the case 
where p has exactly j coordinates different from zero, j = 3,4,... ,min(.M,n), 
R = 0, and 0=1. If and are such.that j^E{3,4,...,min(M,n)}, 
j2E{3,4,... ,mln(M,n)}, , then the case where j = must be con­
sidered first than the case where j = jg. We will do the whole procedure 
for the general case. 
In general, let 0^ be the parameter space defined as 
Qj = {0*î 0=1, the vector p has exactly j coordinates different 
J  ^  m ,  
M 
from zero, E p. = 1, 0 < p. < 1, i = 1,2,...,M, R = 0}, 
i=l ^ ^ 
j = 3,4,...,min(M,n) . 
1 1 Let X = X - ( u Ag) be the sample space for the restricted problem con-
j &=1 
sidered at step j, j = 2,3,...,min(M,n) where for every j the set A^ 
contains all possible samples in X^ with positive probability under the 
prior distribution Çj defined as 
çj(0*) = l^g}(p|8)4L(r)xn}(8), 0*e0j 







(8) = j 1 if 8 = 1 
0 otherwise , 
(r) = <j)j^(r). 
(p|8) 
'^ djcjce*) 




where for every 6*e0 , 
J 
cj(.8*) = E , f(datai8*) 
] ~ {dataeXj} 
i.e. , 
c}(8*) = z —^— ( n r(x,)) 
«j ' 
i=l 
where B. is the set containing all possible vectors x = (x. ,x„,... ,Xj.) 
•J M ~ 
s.t. X .  > 0 when p. > 0 and x, = 0 when p, = 0, Z x. = n (note that 
1 1 k K i=l 1 
in this case the vector x contains exactly j components different from 








( n X,!) 
1=1 1 
-1 
Note that the samples which belong to the set are those such 
that the total number of distinct species In the sample Is j and all 
those j species are present In the available list of species. So data 
in this caae are 
data = {r' = 0; the vector x contains exactly j coordinates 
M 
different from zero, & x. = n}. 
1=1 
The likelihood function for the restricted problem considered at 
step j is 
f*(data|0*) = 





if 0*E0 j 
otherwise . 
Now we have that 
E[S|data] = I . Els | data,0*JP,[0*| data]. 
{0*e0h " ~ 
J 
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Since given data e there is only one kind of vectors 0*e0j such that 
J j 
P[0*|data] > 0 and for those 0*, S assumes the value, j, then 
E[s|data] = j. 
Since R = 0 for every 0*60,, then 
J 
E[R|data] = 0. 
Therefore, the Bayes estimator of W(0*) against the prior is given by 
J 
W ^(data) = j, 4 
which is unique on the set and it is the value of the estimator 
proposed in Theorem 2.1 for #(0*). 
Now let's consider the estimation of Y(0*)« We have that for every 
species s^ observed in the sample 
E[0p.|data] = Z . E[0p.|data,0*]P[0*|data] 
 ^ {0*£0f}  ^
J 
- <  
c:(#) < " j».' pi (p,#0,w1) p. 
1 r(x.+i)( n r(xp)) 
d,  ^ { x J O y M  
J n! Z 
Ptdata] M r(n+l) 




r  •n 
P[data] = < / n! M 
( n p . " )  
(p /O}  d ^« )  
( . n d„ ) 
v. «=1 v 
= d 
( n r(x,)) 
1 n. '•'il'"» 
j M r(n) 
( n Xp!) 
2=1 
then for every species s^ observed in the sample 
E[0p^|dataj = — 
Therefore, 
M 
El( 2 0p l{s,Esample})|data] = E — = — = 1 
i=l {s^esample} " ^ 
and so the Bayes estimator of y(8*) against the prior is given by 
J 
Y , (data) = 1-1 = 0 4 
which is unique on the set and it is the value of the estimator 
proposed in Theorem 2.1 for y(8*). 
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Note that the set j = 2,3,...,min(n,M)} is a set of 
mutually orthogonal prior densities, i.e.. 
, min(n,M) ^ 
0(q)n[ n 0(5,)] = (t) 
j=2 J 
where by definition for any prior density Ç 
G(C) = {0*e0: S(8*) > 0}. 
Second main step Now consider the restricted problem where the 
2 min(n,M) ^ 
restricted sample space is given by X, = X — [ U A.] where A. are 
1 j=l J J 
defined as in the first main step of this proof, j = 1,2 mln(n,M). 
2 
Let be defined as 
0 ?  =  { 0 * :  6  = 0, Re{l,2,3,.0 < q, < 1, V i = 1,2,... ,R; p. = 0 J. ~ 1 J 
y j = 1,2,...,M}. 
The likelihood function for this restricted problem is 
f (datai 8*) 
f*(data|e*) = 7j — 1(8*) 
where f(,data|8*) is the likelihood function for the unrestricted problem 
2 
given as in (2.1.1) and for each 8*60., j. 
cj(8*) = Z „ f (datai 8*), 
 ^~ {dataexp 
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1 # g * * 
R y 
cjce*) . z z z —-r^— ( n q^) = i 
r'=l {s»cAj)C^, (ijEs*) Ij 
j = l J 
where for every fixed R, Is the set containing all possible permuta­
tions of r' distinct species from the set {1,2 R}, say, {1^^,12,l^i} 
and C , Is the set containing all possible choices of the frequency vector 
r' 
y = (y, .y9,...,y^ i) such, that z y = n, y. > O, V j = 1,2,...,r'. 
J- ^ r j=i ] J 
Therefore, the likelihood function for this restricted problem Is 
the same as the likelihood function for the unrestricted problem given in 
(2.1.1) when e*e0?. 
2 2 
Let be a prior distribution defined over 0^ as 
Sl(8*) = /^h2(q|8,R=r).*(r).n2(8), 0*e0^ 
, otherwise 
where 
(1) TT^Ce) =11 if 0 = 0 
0 otherwise , 
(2) ^(.r) is any prior distribution such that <f)(r) > 0 for all 
00 
re{l,2,3,..Z ^ (r) = 1, 
r=l 
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(3) hJ(q|e,r=r) = n qG-l 1(8*), 0 < q < 1 
[r(b)] 1=1 1 
r 
1 = 1,2 Z q, = 1, 3 > 0 and known. 
1=1 
So given R = r the vector q has a Dirichlet distribution with 
parameter vector a = {a^ = g, 1 = l,2,...,r, = rg}, 3 > 0. 
2 
The samples which belong to the sample space and which have 
2 
positive probability under are those such that the total number of 
distinct species observed In the sample Is r', r'e{l,2,,n}, and all 
of them are not present In the available list of species, i.e., they 
belong to group 2. These r' species appear in the sample according to 
r ' 
the frequency vector y = (y ,y_,...,y E y. = n, y. > Q, V 1, 
1 /. r 1=1 1  ^
1 = 1,2,...,r'. Therefore, data in this case mean 
data = {r'e{l,2,... ,n}, (yj^,y2 »• • • .Yj.! ), > 0, V 1 = 1,2,...,r'. 
Z y. = n, X .  = 0, V j = 1,2 
1=1 ^  ] 
9 • • • f ,M}. 
The posterior distribution of R given the data is given by 
p(R=r|data) = ^^p^^alar^ * 
f (data|R=r,q,p,0) 
h^(q|0,R=r)dq • 0(r). 
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Now recall that for every fixed vector q when 0=0 
f(data[R=r,q,p,6) = Z —pr ( n q^^). 
j=l 3 
Then, 
/ f(dataj R=r,q,p,0)h (q|0,R=r)dq 
q ^ " 
= / Z ( n r(rG) ( n 
{i.es*} [r(3)] k=l ^ q {s*eA^} ( n y !) tlj: 
j=l ^  
Z  — f (  n  q j j * *  ^ ) (  n  q G  
{s*eAj^} y ,) q [R(G)]F {IJES*} {IJDK*} ^  
.1=1^  
( n r(y +g))[r(6)]f"r 
2 n! r(r6) 
( ny.i) 
j=l J 
Note that for every s*eA^ 
r' 
n r(y-;+6) = n r(y +8). 
{ i j E S * }  ] j = l J 
Therefore, the expression in (2.1.2) can be expressed as 
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r' 
n r(y +3) 
z nl r(r3) j=l J 
{s*EA^}^ y [r(3)f' 
j=l J • 
r' 
( n r(y,+3)) 
= n! r(r3) J=1 
r' r' rrz-RM^' r(n+r3) ( n y,!) 
j=1 ' 
since the set contains r'!(^,) elements. 
Now the probability P[data] is given by 
P[data] = Z f(data|R=r)(J)(r) 
r=r' 
n r(y +3) 
r. n! r(r3) j=l ^ 
7" rcn+rg) = rM Z C,)-t -^-^FKZC3n--4(r) 
(: y.!) t'exr 
.1-1 ^  
Therefore, 
p(R=r|data) = 






E[R|data] = Z rp(R=r|data) 
r=r' 
r^ -k-r) 
Since for this restricted problem 
E[sfdata] = 0, 
2 
then the Bayes estimator of W(,6*) against the prior is given by 
w gwata) . ^ 
2 
which is unique on the set and it is a value of the estimator proposed 
in Theorem 2.1 for W(0*). 
Now consider the estimation of Y(8*). We have that 
R 
El( Z (l-6)q^l{r^esample})I data] = 
i=l 
= Z f  Z  Z  p ( q ^  , s * , R = r , p ,e,q|data)dq 
r q {s*EA^}{i^Es*} H I 
p(data|q,s*,R=r,p,8) ^ 
r {s*EAj^}.{i,^es*} q ' I r.i. "l. PIdata] ^Ddq] 
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s 1 y Y y r n ^! / TT _ j \ r(r3) 
P[data] {g*EA^}{i^Ea*} q ^ {ijEs*} [rfG)]^ 
J=1 ^ 
. ( n qg"l)dq. 
k=l ^  
Now consider a fixed set s*EA^, say, {i^yig 1^,}. Then, for any 
igEs* we have that 
r y +6 y.+3-l o_i 
/ q, C n q.^)( n ^)dq = / q/ ( H q/ )( U qj^dq 
q {i.es*} k=l * ~ q {i ES*,j^&} {i.Zs*} " 
J ] J 
F(y,+&+!)( n r(y +g))[r(e)]r-r' (y,+B)( n r(y.+6))[r(B)]f-f' 
{i Es*,jf&} J ^ {i.es*} J 
=  j  . . .  =  J .  
r(n+rg+l) r(n+r8+l) 
Therefore, 
6-1. / q^ ( n q^i^^X n q^" )dq = 
{i^es*} q Z {i^es*} j k=l 
Z (y.+G) —^ 
( n r(y.+b))[r(e)]f-f 
{i.Es*} J 
{i^es*} ^ r(n+r3+l) 
( n r(y +6))[r(B)jr-r 
= (n+r'6) (2 1 3) 
(n+r6) r(.n+r3) ' ^ ' 
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since for every s*EA^ 
z (yn+3) = E y. + Z B 
{i^es*} {igEs*} {igEs*} 
= n + r'g. 
Therefore, the expression in (2.1.3) can be written as 
r' 
n r(y +3) 
which assumes the same value for every s*eA^. Therefore, 
R 
E[( Z (l-0)q.l{r.esample})|data] = 
i=l ^ ^ 
r' 
( n r(y +6)) 
r ! r ("+r g) / r \ ^(rB) j=l v 
P[data] )(r') ^^(B)]''' ^(n+rB) 
Since in this case 
( n r(y,+B)) 




E[( Z (l-0)q^l{r^esainple}) jdata] 
1=1 
r(n+?b) 
By recalling that 
Ç) r(n+rb) *(r) 




E[( E (l-9)q.I{r,esaraple})[dataj 
1=1  ^  ^
00 J 
= P(R=r|data). 
For the restricted problem considered in this step we have that 
M 
E[(. Z 0p. l{s.esamole}) I data] = 0. 
1=1 1 
2 
Therefore, the Bayes estimator of y(Q*). against the prior Ç is given by 
~ 1 
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" .n+r'3^  
Y 2(data) = 1 - Z ^ ) p(,R=r|data) 
r=r 
where p(R=r|data) is given as in (2.1.4). 
a 2 
Note that the estimator Y ?(') is unique on the set A. and it is a 4 
value of the estimator proposed in Theorem 2.1 for y(B*). Note also that 
ix 2 
the set (5^; gj, j = 2,3 mln(n,M); is a set of mutually orthogonal 
prior densities. 
Third main step Now consider the restricted problem where the 
.min(n,M) . 
sample space is given by X = X - [( U A ) U A,]. 
•l 1=1 ] 1 
3 
Let be defined as 
3 m 
0, = {0*: 0 < 9 < 1, there is exactly one p. = 1 in p, E p. = 1, 
1 ~ i ~ i^l i 
0 1 Pi £ i = 1,2,...,M, Re{l,2,...}, 0 < <1, V j = 1,2 R, 
R 
S. q = 1}. 
j=l ^ 
The likelihood function for this restricted problem is 
f (.data 16*) 
f*(data|8*) = X :— 1(8*) 
tej] 
3 
where for any vector 8*60. 
1 
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cj(0*) = S 3 f (datai 8*), 
{dataexj^ } 
I.e., 
che*) = z z z z (P.0)''^(, n i(i-0)q, 
r'-l yj) 'S"'>  ^
j=l ^  
where is the set defined as. before; is the set containing all 
possible vectors x = (Xj^,X2,. • • ,Xj^), s.t. x^ f 0 when p^ = 1, x^ = 0 
when p^ = 0, i,k = 1,2,...,M, X^E{1,2,...,n-l} and C^, is the set con­
taining all possible frequency vectors y = (y,,y„. ,y^i) s.t. y. > 0, X  Z  T  J  
r' M r' 
j = l,2,...,r' and Z y. = n-x,, Z x. + Z y. = n. 
j=l J ^ i=l j=l J 
3 3 
Note that for every 9*e0-, C. (.0*). can be expressed as 
•*1* X j. «w 
3 M n-1 X n-x 
r (n-x.).! y. 
z  z  z  —  (  n  q j ) ]  
^•=1 ïïy.!) 
j = l ^ 
M n-1 X ,  n-x. 
Z Z (")0 ^ (.1-0) 
i=l x^=l *i 
since for any fixed pair (r,x^) 
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r (n-x.)! y 
E Z Z —r^ ( n q J) = 1. 
r'-l {8*GAi}c,,( n y ,) {ijEs*} j 
'i j=l 3 
3 
Therefore, for every 0*e0,, 
^  X  
_ n—1 
0,(8*) = M S (")0*(l-e)""*. 
^ ~ X=1 
3 3 
Let be the prior density defined over 0^ as 
q(9*) = |^gJ(p|0).hJ(q|0,R=r).(t)(r).TTj(0), if 0*e0j 
, otherwise 
where 
3 cf(8*) 3 
<» 'i(G) - 3TÎ=êT <1 
3 3 
where d^ is a constant needed to make 1T^ be a density func­
tion, i.e.. 
4= '^1(nr^ 0]"'. 
(2) ( j ) ( r )  is any prior distribution such that ^(r) > 0 for all 
00 
re{l,2,3,... } and Z (j)(r) = 1, 
r=l 




If p has exactly one coordinate equal to one, 
E p, = 1, 0 < p < 1, 1 = 1,2 M. 
1=1 ^  ^ 
^0 otherwise, 
(4) hJ(q|e,R=r) = ^(^6) ( n qj"^) 1(8*), 3 > 0 and known, 
^ ~ [r(B)]' k=l ^  [Q3] 
r 
0 < q, < 1, k = 1,2,...,r, Z q = 1. 
k=l ^ 
2 
The samples which belong to and which have positive probability 
3 
under are those such that there is only one observed species which 
belongs to the available list of species and there is r' observed species 
which don't belong to the available list of species, r'e{l,2,3,...,n-x^} 
where is the number of elements from the species s^ observed in the 
sample. So here data means 
data = {x s.t. there is exactly one x^ f 0, say x^ = n^, 
nj^e{l,2,... ,n-l}, r'E{l,2,...,n-n^} and those r' species 
are observed according to the frequency vector 
r' 
y = (yi,y2,...,yr,), = n-n^, y^  > 0, j = l,2,...,r'}. 
3 3 




Now we have that 




since given the data e A, then, for the vectors 0*e0, such that 
P[0*1 data] > 0 the value of S Is 1. 
The posterior probability of R given the data Is 
p(R=r|data) = ' 
Since 
, f(dataiR=r,0,p,q) d . Tfrg) , 5 _6-l<. 
p(data|R=r) = {/q E p[data] 0(1-0) îï [r(B)]^ k=l ^  
P ~ 
• 0(r)d0dq} 
3 d , , n -1 n-n -1 
^ {/f/ E 0 ^ (1-0) ^ 
«•Hdata, % WcY.,(n'y.,) 
J- j=l ] 
( n q^j) r(r6) Ç n qj"^)( n qJ"Sd0dq (J)(r)} 
{IJES*} [R(0)]^ {IJES*} IJZS* IJ 
3 d- - n -1 n-n -1 (n-n-)! 
1 is ( n y !) 
j = l ^ 
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. _ r (r3Ly.( n  S( n  qj"^)dq](!)(r)} 
[T(&)f q UjES*} 1 ds* ~ 
-JLllk-U n \ f r . rCrg) 
M*P[data] ^n_ r(n) ~~r' TtTrTt^  
( n y !) 
j=l J 
r' 
( n r(y^+3)) 
rXn-n^+rg) 
Since in this case 
" 1 T n -1 n-n.-l (n-n.)! 
P[data] = { Z ;i/ E (_") dfe ^ (1-0) ^ ^ 
r=r' ^ q {s*EA^} "l ^ ^ ( n y !) 
j=l ^ 
# ( n q^j^^ S( n qG-1) r(r6) *(,)} 
{ijEs*} {ijds*} [r(g)]f 
d^ r(n )r(n-n ) (n-n )! r' 
{r'i-^(")—i h-—p^— ( n r(y+6)) 














, rE{r' ,r'+l,r'+2,... } 
, otherwise. (2.1.6) 
Therefore, 
Z r(J,) rCrg) 
ElR|data] = 
^ r(n-n^+rg) <P(r) 
Z (J,) rcrg) j.=r» r* r(n-n^+rg) <t>(r) 
and the Bayes estimate of W(6*) against the prior is given by 
W .(data) 4 = 1 + 
:^r'/ [(n-n^+rg) (j)(r) 
r=r' 
z (Ji)  r(rB) 
s a  V »  '  r=r r' r(n-n.+rg) 
<f>(r) 
which is unique on the set and it is a value of the estimator 
proposed in Theorem 2.1 for W(0*). 
Now consider the estimation of Y(8*). We have that for that 
species s^ observed in the sample 
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- n n-n -1 
d^(J')0 ^(1-0) ^ 
° ^  rJr. 3 {s».\} — " 
'"i °l" r(rG) ( I, q^J'^ ^)( n <|G-l)dqde$(r)) 
( n y !) tr(G)] {ijGs*} j {ijfs*} ~ 
j=l j 
"l 




E[( Z 0p.l{s.esample})I data] = — . (2.1.8) 
i=l 1 1 
R 
E[( Z (,l-0)q^l{r^esample}) I data] = 
i=l 
T , <» (n-n )! y J+3-1 
j=i ^ 
3 d, n,-l n-n. 
• ( n qj"^) r(rG)^ dq] )Q ^ (1-0) ^d8 (j)(r)}. 
{ijds*} "j [r(3)]'  ~ " "1 
By (2.1.3) and by recalling that E y. = n-n., we have that 
j=l ^  
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E / q ( n S( n qG-1) dq 
{l%ES*}q ^SL {ijES*} {ijZs*} [r(g)] f -
r' 
n-ni+r'g (jn,r(yj+6))r(r6) 
(n-n^+r6 ^ [r(3)]'''r(n-nj^+r3) 
Therefore, 
r 
E[( Z (l-6)q.l{r.Esample})I data] = 
1=1 ^ 1 
) 'r(n )r(n-n.+l) ( JJ^(yj+®>Xn-nj^)! „ n-n +r'g 
= {p[data]!M r(n+l) ^ . r' ^ <r') 
[r(3)] ( n y,!) 1 
j=i J 
By using the expression (2.1.5) for P[data] we get 
r 
E[( 2 (l-9)q.l{r.esample})I data] 
i=l ^ 1 
n-n, 
o 
00 n-n^+r'3 ^ 




^ /J") r(n-n,+r3) <i>(r) 
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n-n. oo n-n.+r'3 
(-ir) 2 ( \ g ) p(R=r|data) (2.1.9) 
r=r' r ^  
where p(R=r|data) Is given as in (2.1.6). 
Therefore, by (2.1.8) and (2.1.9) the Bayes estimator of Y(8*) 
3 
against the prior is given by 
^ n. n-n. <» n-n.+r'g 
= 1 - — - (—) (n-n^+re >^<«^•'1 d^ta) 
where p(R=r|data) is given as in (2.1.6) and n^ is the total number of 
elements in the observed sample from species which belong to the 
available list of species. 
/\ 3 
Note that y _(•) is unique on the set A, and it is a value of the 4 
estimator proposed in Theorem 2.1 for Y(8*). Note also that the set 
j = 2,...,min(n,M), is a set of mutually orthogonal 
priors densities. 
Now we should start considering the restricted problems where the 
vector p has exactly j coordinates different from zero, where 
j = 2,3,...,K^; 
= j  n-1 if min(n,M) = n 
M if min(n,M) = M 
M 
E p. = 1, 0 < 6 < 1, R£{1,2,...}, 0 < q. < 1, j = 1,2,...,R, E q. = 1. 
1=1 J j=l J 
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If and jg are such that j j^e{2,3,... ,Kj^} and j2E{2,3 K^}, < jg, 
then the case where j = must be considered first than the case where 
j = jg. We will do the whole procedure for the general case. 
3 
In general, let 0^ be the parameter space defined as 
0^ = {0*: 0 < 6 < 1; the vector p has exactly j coordinates different 
M 
from zero, Z p, = 1, 0 £ p, £ 1, k = 1,2,RE{1,2,...}, 
k.l k* 
0 < q < 1, i = 1,2,...,R, Z q. = l}, j = 2,3,...,K.. 
i=l 
Let Xj be the sample space for the restricted problem considered at step 
j * i.e. , 
min(n,M) ^ „ j-1 _ 
xf = X - [( u an u a: u ( u a,)], j = 2,3,...,K., 
J i=l J ^ i=l ^ ^ 
3 3 
where for every j, the set A. contains all possible samples in X^ with 
3 
positive probability under the prior density defined as 
d(0*) = fdJcJ(0*)gJ(p|9).h^(q|e,R=r)(|)(r)TrJ(0), if 0*E0, 
J~ J J 
, otherwise 
where 
3 (1) for every vector 0*60. 
J 
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Cj(8*) = Z , f(datai 0*) 
J " {dataeXp 
{  Z  Z E E  
r'=l {s*eA^} Bj Cj., ( n x.!)( n yj) 
0  * / V  "  
A=1 ^ j=l J 
M x« y, 
•  (  n  (0pj) b(  n [(i-0)q, ] J)}  
A=1 {ijEs*} j 
{ E E E E 
r'=l {s*EA^} Bj C^, ( ^  X !)( n y !) 
&=1 ^ j=l ^ 
M M 
0 (1-0) ( n P,)( n q j)} 
&=1 {ijES*} j 
where is the set defined as before; B^ is the set containing 
all possible vectors x = (x^.xg,...,*^), such that x^ > 0 for 
every i such that > 0, i = 1,2,...,M, and x^ = 0 for every 
k such that p^ = 0, k = 1,2,...,M, (note that x has exactly j 
c o o r d i n a t e s  d i f f e r e n t  f r o m  z e r o ) ;  f o r  e v e r y  f i x e d  s e t  B ^ ,  
is the set containing all possible frequency vectors 
y = (yi.yg.'.'.yr')» where yj > 0, j = l,2,...,r', 0 < r' < r, 
r' M 
E y. + E X. = n; 
j=l J i=l ^ 
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(2) (t)(r) Is any prior distribution such that 
00 
(j)(r) > 0 for all re{l,2,...} and Z ^(r) = 1; 
r=l 
"](«) - I ëfèêT " o< 0 < 1 
0 otherwise ; 
(4) gj(p|6) = 7—w ^  V if p has exactly j coordinates 
{p yo} 1 different from zero, 
) otherwise ; 
(5) h^q|0,R=r) = ^ 8-1^ 1(8*) , 
^ ~ [r(g)]' k=i ^  
B > 0 and known, 0 < q, < 1, k = l,2,...,r, E q, = 1; 
k k=l ^ 
3 3 
and dj is a constant needed to make Çj(') be a density function, i.e.. 
MM 
r( E Xj)r(n- E Xj) 
,M. y „ „ „ nj &=1 2=1 
(L,!)(ny l) 
Z=1 ^ j=l ^  
(  n  r (x  ) )  (  n  r(y +3))  
(xg^O) {ijES*} J 
m m 
r( E Xp) [r(6)]f (n- E X +r3) 
&=1 ^ &=1 -
-1 
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The likelihood function for the restricted problem at step j is 
given by 
f(datai 0*) 
f*(data|8*) = = —' 1(0*). 
3 
In the step j, the samples which belong to the set and have 
3 
positive probability under the prior Cj are those such that there are j 
species in the sample which are present in the available list of species; 
there are r' species in the sample which don't belong to the available 
list of species, r'e{l,2 n-n^}, and these r' species are observed 
according to the frequency vector y = (y,,y«,...,y ,), y. > 0, j = 
~ 1 z r J 
l,2,...,r', n^E{j,j+l n-1} and represents the total number of elements 
observed in the sample from species which belong to the available list of 
r' 
species, n^ + Z y. = n. Therefore, data in this case mean 
j=l J 
data = {the vector x contains exactly j coordinates different from 
M 
zero, Ex. = n. , n. e{j,j+l n-l}, r'£{1,2,... ,n-n. } and 
i=l 
those r' species appear in the sample according to the 
frequency vector y\ y = (yj^,y2»-•• .7^.1 ), > 0, i = 1,2 r', 
r' 
E y. = n-n }. 
i=l ^ 
3 3 
Let Aj be the set containing those samples in and with positive 
3 
probability under . 
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Now we have that 
E[s|data] = Z _ E[s|data,0*JP[0*|dataJ 
{0Ae0p 
= j (2.1.10) 
since given the data e A., then for those vectors 0*e0. s.t. P[0*|dataj > 0 
J - ] 
the value of S is j. 
The posterior distribution of R given the data is given by 
3 dj , n,-l n-n,-1 
'(datalK-r) * PTdkl ^ ^  ' , J, , V 
ea ( "n y.l) 
j = l ^  
J  J  £ = 1 ^  ^  * ( r ) }  
/''"j r(n^)r(n-np 
P[data] P M r(n) 
(  n  y !)( n X . I )  
j=l J 2=1 
(  n  r (x^))  




(  n  r (x  ) )  
n! r'(n^)r(n-n^) {x^fO} 
M 
(  n  y,!) ( n X,!) 
j=l ^ &=1 
r(n) T ( n ^ )  
Z (jî) r(rg) 













J^/r'> r(n-n^+r3) (j)(r) 
(2.1.13) 
Therefore, by (2.1.10) and (2.1.13) the Bayes estimator of W(0*) 
against the prior Çj is given by 
r(r6) 




which is unique on the set and It is a value of the estimator proposed 
in Theorem 2.1 for W(0*). 
Now consider the estimation of y ( Q * ) .  For any fixed species 
present in the sample we have 
S n! ElGPildata] !U_ (/Je 1(1-6) d6 
(  n  y !)( n X,!) 
j=l J Z=1 
X, -1 0° y^+3-1 
) • / p/( n p.'" )dp[ E E /( n q/ 
p {p^^O,k^i} ~ r=r'{s*EA^}q { i jEs* }  j  
•( n qg-1) r(r3) jq *(,)]} 
T j  rn/oxif ~ {ijds*} [r(g)] 
rMd] r(„^«)r(„-n^) 
tpldata] ~P M r(n+l) 
( .  n  y.!)( n x , l )  
j=l ^ 1=1 
— Ti— 4^r)}. 
r(ni+l) r(n-ni+rG)[r(6)]r 
(2.1.14) 
By inserting the expression (2.1.11) for P[data] into the expression 
(2.1.14), we get 
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X 
E[9p^|data] = — 
so that 
m n 
E[( Z 0p,l{s.esample}[data] = — Z x. = — . (2.1.15) 
1=1 1 1 " {s^esaraple} ^ " , 
Also, 
n! 
E[(i^:^(l-6)q^l{r^esainple}) [data] = —p 
M 
( n y,!)( n X.I) 
j=l  ^  i = l  
~ , n -1 n-n x,-1 
i  ^  f o f  f  z X q 0 ^ (.1-0) ^( n p. ) 
r=r' p q {s*eA }{i.es*} H {p.fO} 
•v -w X X» k  
^ S(. n qG-l)dqdpd0 *(r)}. 
[Tim {ijEs*} {i ds*} 
By recalling (2.1.3) and by noting that Z y. = n-n., we get 
j=l ^ ^ 
R r'!d^ , 
E[(iZi(l-0)q^l{r^esample})|data] = p[dataT " ^ M 
( n y.!)( n x.i)[r(g)]r 
j=i ] &=i ^ 
( n r(xj) 
r(n^)r(n-n^+l) {x^^O} » n-n^+r'g r(rg) ,, . 
r(n+l) r(n^) ^n-n +rg r(n-n +rB) 
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By using the expression given in (2.1.11) for P[data], we get 
R 
E[( Z (l-0)q,l{r.esample})|data] = 
i=l ^ 
; rtre) 
n-n /n-n +r3 r' r(n-n.+rg) ^ 
r(n-n\"rB) 
n-n. 00 n-n.+r'g 
("ir) %.(n_n +r6 ^ P(R=r|data) (2.1.16) 
r=r' 1 
where p(R=r|data) is given as in (2.1.12). 
Therefore, by (2.1.15) and (2.1.16), the Bayes estimator of Y(8*) 
3 
against the prior is given by 
n n-n «o n-n +r'3 
Y 3(data) = 1 " — " (—) % , <n-n'-frg )P(R=Hdata) 
3 
which is unique on the set and it is the value of the estimator proposed 
in Theorem 2.1 for Y(6*). 
Note that the set j = 2,3,... ,min(n,M), 
k = 2,3,...,K^} is a set of mutually orthogonal prior densities. Also, 
the sample space X can be expressed as 
min(n,M) . . _ *1 
X = AJ- U ( U Ab U AJ U AJ U ( U A?) 
J- j=2 J ^ 1 k=2 " 
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Therefore, we can conclude that there exists a sequence of mutually 
orthogonal prior densities such that the estimator W(') and Y(*) proposed 
in Theorem 2.1 are stepwise Bayes for W(9*) and Y(8*), respectively. 
A A 
Now since W(*) and y(*) are unique stepwise Bayes with respect to 
the set of mutually orthogonal densities j = 2,3,... ,min(n,M), 
^1' ^ 1' ^ k' ^  ~ then W(,*) and y(') are admissible. For more 
details about the admissibility of stepwise Bayesian procedures see 
Hsuan (.1979). 
That completes the proof of Theorem 2.1. 
Remark 2.1.1» Note that in the case (ag) and (bg) of Theorem 2.1 the 
constant 
r t rB)  
r(n" irB) 
can also be expressed as 
00 
' J/?') 
so that the estimator W(.*) in (ag) can be expressed as 
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W(data) = s + r' + 
where 6 > 0, is defined as in Theorem 2.1 and (s'+r*) is the total 
number of distinct species observed in the sample. 
Corollary 2.1.1. In Theorem 2.1, if for each fixed r, re{l,2,...}, 
such that #(r) > 0, the constant 3 is taken as 3 = then the estimator 
defined in (ag) for W(0*) reduces to 









and the estimator defined in (bg) for y(8*). reduces to 
(b') Y(data) = 1 -
r ' 
oo n+(—) 
a, (n-n,) J,. 
n n 0° 
Z (^)4)(r) 
r=r' ^ 
Proof. Note that the estimators W(') and Y(*) defined in Theorem 2.1 
depends upon 3 only because in the second and third main steps of the 
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stepwise Bayeslan procedure used to derive these estimators, for any 
given R=r, re{l,2,...}, we have defined a Dlrlchlet prior density with 
parameter vector a = {a^ = 6, 1 = l,2,...,r; cXq = r8, 3 > O}, for the 
probability vector q. Note that the density is defined conditional on the 
value of R. Therefore, since the choice of the value for 3 is arbitrary, 
for every fixed value of R=r> we can take ^ re{l,2,...}, and the 
Dlrlchlet density is well-defined. In this case, the estimator W(') 
defined in reduces to 
= e» • 1 W(data) = s' + 
r(S%T 
= s' + 
00 





and the estimator Y(') defined in (bg) reduces to 
"  r( l )  
Y<d«a) = 1 --- <—) „ 
r ' 
00 n+ (r—) 
n, 




That completes the proof of Corollary 2.1.1. 
Remark 2.1.2. It Is interesting to note that in the estimators proposed 
in Theorem 2.1 for W(6*) and Y(8A) the constant 3 reflects the prior 
beliefs the investigator has about the variability of the relative 
abundances of those species in the group 2, i.e., those species which 
don't belong to the available list of species. To see this note that in 
A A 
the derivation of the estimators W(*) and Y(') for any given value of 9, 
0 < 9 £ 1, and any given value of R, Re{l,2,...}, we have used a 
Dirichlet distribution with parameter vector a = (a^ = 6, i = 1,2,...,R; 
Œg = 3R), 3 > 0, to describe the probabilistic behavior of the relative 
abundances of those species in the group 2, i.e., we have assumed that 
given R and 6 the vector q has the density 
h(q|8,R=r) = _rier)_ ; ,6-1 
[r(3)]f j=i ^  
, 0 < qj < 1, j = 1,2 » •  
0 < 0 £ 1, re{l,2,.. 
In this case, the expected value and the variance of each q^ 




We can see that the expected value of , -) = l,2,...,r, is not 
affected by the choice of the constant 6. However, the variance of q^ 
is a decreasing function of f5. Therefore, the smaller is the value of 8, 
the bigger is the variability of the relative abundances of those species 
in the group 2. 
The covariance between the relative abundances q^, q^, 1 = l,2,...,r-l, 
j = 1+1, 1+2, ..., r is given by 
cov(q, ,q.) = -s ^—= - (-s : 
^ agfaQ+l) r^(r8+l) 
and it is an increasing function of 3. The correlation between q^ and q^ 
is given by 
and it doesn't depend upon 3. 
Next, we will introduce some admissible estimators for W(0'O and 
Y(0*) which are derived under the assumption that S and 3 ^ 0 in 
the Dirichlet density assumed for the vector q when 9 and R are fixed, 
0 < 9 ^  1, RE{1,2,...}. The case where 3 is discussed in Theorem 
2.2 and the case where 3 ^ 0 is discussed in Theorem 2.5. 
Theorem 2.2. Consider the Statistical Model I. Let #(*) be any prob-
CO 
ability function such that <l)(r) > 0, V re{l,2,3,...}, Z (f)(r) = 1. Then, 
r=l 
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(a) The estimator W*(*) defined as 
(a^) W*(data) = s' 
If the observed sample contains a total of s' distinct species 






 1 3 
E ) é) 
r=r' 
r r 
(ag) W*(data) = s' + 
if the observed sample contains s' species from the available list 
of species, s' ^  0, and it contains r' species which don't belong 
to the available list of species, r' > 0. The number n^^ is the 
total number of elements observed in the sample from species 
which belong to the available list of species, n^^{0,l,2,...,n-l}, 
0 < s'+r' £ n; is stepwise Bayes for W(6*) and it is admissible, 
(b) The estimator Y*(*) defined as 
(b^) y*(data) = 0 
if all the distinct species observed in the sample belong to the 
available list of species, I.e., r' = 0. 
00 - n-n.+l 
n, n-n, ^ 
( b ^ )  y H d a t a )  = 1 - = — 
z (J,)e) H r )  
r=r' ^ ^ 
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if the observed data contain s' distinct species from the avail­
able list of species, s' > 0, and it contains r' distinct species 
which don't belong to the available list of species, r' > 0. The 
number n^ is the total number of elements observed in the sample 
from species which belong to the available list of species, 
n^E{0,l,2,...,n-l}, 0 < s'+r' £ n; is stepwise Bayes for y(Q*) 
and it is admissible. 
Proof. The proof of Theorem 2.2 is basically done in three main steps. 
The first main step is just a repetition of the argument used in 
the first main step of the proof of Theorem 2.1. Let Çj, A^., 
j = 1,2,...,min(n,M), be defined as in the first main step of the 
proof of Theorem 2.1. In this case, we have proved that the Bayes 
estimators of W(8*) and Y(8*) against the prior are, respectively, 
given by 
W* (data) = s' 
Y*^(data) = 0 
where the observed data contain a total of s' distinct species and all 
of them belong to the available list of species, s' >0. The esti­
mators W* and Y* are uniquely defined on the respective set and 
they are the values of the estimators proposed in Theorem 2.2 for W(0*) 
and Y(6*), respectively. 
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Second main step Let 0* be the restricted parameter space defined 
as 0* = {8*: 0 = 0, RE{l,2,...} and for every i = 1,2,... ,R, 
R 
Z q, = 1, p = 0, j = 1,2,...,M}. Let be prior density defined as 
i=l ^ J 1 
Ç*(9*) = Çh*(q| 9,R=r) •Tr(0)(j)(r) if 0*e0* 
otherwise 
where 
(1) h*(q|0,R=r) = j 1 if q^ = i=l,2,...,r 
0 otherwise , 
(2) TT(0) = I 1 if 0=0 
0 otherwise , 
(3) #(r) is any probability function such that ^(r) > 0, 
CO 
V re{l,2,...}, Z ^(r) = 1. 
r=l 
The sample space, X* and the likelihood function, f*, for this 
restricted problem are, respectively, Riven by 
rain(n,M) _ 




f*(data| e*)  = Z —^ ( n  1(0*) 
{s*eA^} ^ jj y ) {ijEs*} j [Q*] 
j=l J 
where 
1(0*) = f1 if 0*E0* 
/ 1 [0*] \ 
1^0 otherwise 
and Is the set defined as before. 
The samples which belong to the sample space X* and have positive 
probability under the prior are those such that the total number of 
distinct species observed in the sample is r', r'e{l,2.,n}, and all 
of them are not present in the available list of species, i.e., they 
belong to the group 2. These r' species appear in the sample according 
to the frequency vector y = (y^.yg,...,^^,), y^ > 0, i = l,2,...,r', 
r' 
E y. = n. Therefore, data in this case means 
1=1 
data = {r'e{l,2,...,n}, y : y^ > 0, V i = 1,2 r', 
r' 
E y = n, X. = 0, Vj = 1,2,...,M} . 
i=l ^ ] 
Let A* be the set containing those samples which belong to X* 
and have positive probability under Ç*. 
The posterior distribution of R given the data is given by 
70 
p(R=r|data) = ^ ^pf^aiar^ = 
= p[data] 2 f*(data|8=O,p,R=r,q)hA(q|8,R=r)0(r) 
j=l ^  
j=l ] 
= Pïlîil] (i)"(;,)(-in2^---)*(r) . 
(  n  y !) 
.1=1 j 
Since, 
P[data] = E f*(data|8A)5*(8*) 
{Q*eQ*} ~  ^  -
CO 
= Z Z f*(data|8,p,R=r,q)h*(q|8,R=r)(|)(r) 
r=r' q ~ ~ 1 . 
00 
= r'! Z (i)"(^,)( "J )*(r), (2.1.17) 
( n y I) 
j=l ^  
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then, 













Z C)é)"*(r) I R R 
Since, in this case 
E{s|data] = 0 
then, the Bayes estimator of W(8*) against the prior g* is given by 
W*a(data) 
Z r(/,) A"<i)(r) 
r=r' ^ ^ 
Z (/,)é)"^(r) 
r=r' ^ r 
which is uniquely defined on the set A* and it is the value of the 
estimator proposed in Theorem 2.2 for W(0*). 
Now, consider the estimation of y(8*). We have that 
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R 
E[( S (l-0)q, l{r.esample}|data)] = 
1=1 
= 2 2  2  Z  q .  p ( q ,  , s * , R = r , p , 0 , q | d a t a )  
r q {sAeA^}{l^es*} & A 
P(data|q,s*,R=r,p,9) 
(1+ n y ) 
rfr' js*} 
j=l ^ 
I ^ ,(J,)r'(y+l*(r)]. 
(. ny !) 
j=l ^  
By using the expression given in (2.1.17) for P[data] we get that 
R 





Since, in this case, 
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E.[0p^|data] = 0 , i = 1,2,...,M 
then, the Bayes estimator of Y(8*) against the prior Ç* is given by 
X 
00 
Y**(data) = 1 - r' 
00 
2 (^)6"*(r) 
r=r' ^ f 
which is unique on the set A* and It Is the value of the estimator 
proposed in Theorem 2.2 for 
Third main step For any fixed j, j = 1,2,...,K^, where 
= j n-1 if min(n,M) = n 
M if min(n,M) = M 
let 0* . be the parameter apace defined as 0* . = {6*: 0 < 9 < 1, p 
•l»j 
Is such that there exists exactly j coordinates different from zero, 
M 1 
0 j< Pj^ < 1, E Pj^ = 1, P£ll,2,...}, q is such that 1 = 1,2,... 
R 
Z q. = 1}. 
1=1 
The order to be followed in this step is the following. If 
and jg are such that j^e{l,2,. .. ,Kj^} and j2E{l,2,...,K^}, < jg, 
then the case considering the parameter space 0* , must be done first 
'^1 
For any fixed j, let X* be the sample space for the respective 
J > J 
restricted problem, i.e.. 
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mln(n,M) ^ j-1 
XÎ . = X - ( u A. ) U A* U ( U A* ) 
k=i ^ ^ 1=1 3*1 
where A^, A*, k = 1,2,...,min(n,M) are the sets defined in the two 
previous steps of this proof, and for every fixed j, j = 1,2,...,K^, 
the set A* . contains all possible samples in X* . with positive prob-




(1) for every vector 8*60* . 
^ F J 
C* ,(8*) = E f (datai e*) 
3': ~ {datacX* } 
r M Xp 
=  {  Z  2  Z  Z  - « — Ï  (  n  ( 8 p  )  % )  
r'-l {s*eA^} Bj ( n x,I)( n y !) 
2=1 j=l ^  
y. 
. ( n [(i-0)q. ] j)} 
{ijES*} 
M M 
2 x. n- Z X. 
= { Z Z Z Z —T: 8*^1 (1-0) . 
r'-l {s*eA^} B.C. ^ ^ % ,)('n y,!) 
o'/\ " i Si=l ^ j=l J 
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M X. y 
' ( n p %)( n q j)} 
A=1 ^ {ijGS*} 
where Is the set defined as before, is the set containing all 
possible vectors x = (x^.xg x^), such that x^ > 0 for every i such 
that p^ > 0, i = 1,2,...,M, and x^ = 0 for every Si such that p^^ = 0, 
& = 1,2,...,M, (note that x has exactly j coordinates different from 
zero), for every fixed set B ^ is the set containing all possible 
frequency vectors y, y = (y^^ ,y2. • • • .y^i ). where y^ > 0, i = 1,2,...,r', 
r' M 
0 < r' < r, Z y. + Z x. = n; 
j=l i=l 
(2) (j)(r) is any prior distribution such that #(r) > 0 for all 
re{l,2,...} and E ^(r) = 1, 
r=l 
(3) m*^j(8) = J  Q ( Î_QJ  i f  0  <  6  <  1  
otherwise , 
(A)  g n  . ( P  8)  = 
J,3 ~ ( n p,) " 
fp^w) ^  
V. otherwise , 




and d§ . is a constant needed to make . be a density function, i.e., 
J»j J».! 
M f 
(") Z I L Z 
^ r'=l {s*eA,} B. C 
n! 
M 
1' "j "j ( n x,i)( n y !) 
&=1 •" j=l 
M M 
r( z  x p)r( n -  z  x . )  
2=1 ^ 2=1 * 
r(n) 
2 y 4 
( n r(xj) 
'V°' 1 i=YJ 
M 
r (  z  x j  
2=1 ^ 
- 1  
The likelihood function for the restricted problem considered at 
step j is given by 
f*(data|9*) = 
f(data|0*) 
C* ,(0*) 1 ( 8 * ) .  
In the step j the samples which belong to the set X* . and have 
J > J 
positive probability under the prior . are those such that there are 
•J » J 
j species in the sample which are present in the available list of species, 
there are r' species in the sample which don't belong to the available 
list of species, r'E{l,2,...,n-n^}, and these r' species are observed 
according to the frequency vector y = (y^,y^ y^,), y^ > 0, 
j = l,2,...,r', n^e{j,j+l,...,n-l} and represents the total number of 
elements observed in the sample from species which belong to the available 
r' 
list of species, n^ + E y. = n. 
j=l J 
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Let A* be the set containing those samples in X* . with positive 
J j ;J 
probability under .• 
J 
Now we have that 
ElS|dataJ = Z E[s|data,0*]P[0*|data] 
{0*e0* ,} ~ 
-J» J 
= j (2.1.18) 
since given the data eh*., then for those vectors 0*e0* . s.t. 
J»j ~ J»j 
Pl0*|data] > 0 the value of S is j. 
The posterior distribution of R given the data is given by 
d* . , n_-l n-n.-l 
Postal = PîlÈtIT ('O ' % 8 (1-0) 
p q 
nI 1 
(%) 1( n pg* )dpd8*(r)} 
( n y,!)( n X ') " / J • / V " "0 • 
j=l J &=1 ^  
( n r(xj) 
n! r(n^)r(n-n^) h/0) 
P[data] r' M r(n) r(.n.) 
(ny.!)(, rix !) ^ 
j=l ^  1=1 ^ 
r 1 """l 
• Ç ) ( p  l*(r). 
Since in this case. 
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Pldata] = Z f*(data|6*)S* ,(8*) 
{0*e0* ,} ~ ~ 
J,3 
( .  n  r(xj) 
J r(n )r(n-n.) {%gfO} 
= {r'ld*^j—p - — __ 
( n y ! ) ( ,  n  X. I )  ^  
j=l J Ji=l ^ 
r 1 """l 




^ r 1 """l (^)(g) 4>(.r) 
~ r 1 "-"i / 2 (J,)e) *(r) 
\ r=r« 




r 1 "-"l 
Z r(J,)(^) i*(r) 
f r r 
" 1 n-n 
z C,)e) l*(r) 
r=r' ^ f 
( 2 . 1 . 2 0 )  
Therefore, by (2.1.18) and (2.1.20) the Bayes estimator of W(0*) 




(data) = j + ^  — 
'3,j E Ç)(^). l*(r) 
which is uniquely defined on the set A* . and it is the value of the 
estimator proposed in Theorem 2.2 for W(0*). 
Now, consider the estimation of y(Q*), For any fixed species s^ 
present in the sample, we have that 
d? . , , n n-n -1 
E[ePi|dataJ = ^Q d8) 
( ;  n  y  ! ) (  n  Xp!)  
j=i J &=i * 
X X n-1 " 1 n-n 
•  /  p / (  n p/ )dp( Z E (A >(r))} 
p {x^fO,&^i} r=r' {s*eA^} 
,'''<3.1 ni r(n^-M)r(n-n^) 
lp[data] ~P M r(n+l) 
( n y !)( n xp!) 
j=l J Jl=l ^ 
r(x.+i)( n r (x j )  
{xpfO,&^i} 00 , n-n 
(S.C.xi) 'Kr))). 
By using the expression given in (2.1.19) for P[data], we get that 
El0p^ |dataj = -ji 
80 
and so 
M X. n 
E[(, Z 0p. ifs.esample}) I datai = Z. — = —. (2.1.21) 
1=1 {s^esample} " " 
Also, 
R 
E£(. E (l-0)q^ l{r^esample}) |dataj 
1=1 
d* 1 n -1 n-n x -1 
= 'pik&T M <4 8 (1-8) Hp,." )dp) 
( :  n n X . I )  E V°' 
1=1 ^  k=l * 
Yo+I y. 
E Z E E q ( n q.J) 0(r)} 
r=r' q .{s*eA^}{i^es*} I {ljES*,j^&} j 
By noting that 
yn+i y. 
Z E E  Z  q/ (  n  q,]) *(r) 
r=r' q {s*eA }{iges*} 2 {i..Es*,j?(&} j 
I X ,  1  
00 - n-n +1 
E E E (i) ^ *(r) 
r=r' {sAEAj^}{i^£s*} 
00 ^ n-n^ 4-1 
r'! E (J,)r'(a *(r) 
r=r• ^ ^ 
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and by recalling the expression given In (2.1,18) for P[data], we get 
that 
R 
El( Z (l-0)q. l{r.Gsample})|data] 
1=1 ^ 1 
n-n^4ï 





z ) (g) 
r=r' 
•n <*> , n-n. 
^  H x )  
Therefore, by (2.1.21) and (2.1.22) the Bayes estimator of Y(6*) 
against the prior Ç* is given by 
J  >J 
n-n.+1 
"*1 """l " 







n n ^ ,r,As"""l. 
which is uniquely defined on the set A* . and it is a value of the esti-
mator proposed in Theorem 2.2 for y(8*). 
Note that the set j = 1,2,...,min(n,M), Ç*, k = 
1,2 is a set of mutually orthogonal prior densities. Also, the 
sample space X can be expressed as 
min(,n,M) . ^1 
X = (  u AJ-) U A* U ( U A* ). 
j=l J lc=l 
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Therefore, we can conclude that there exists a sequence of mutually 
orthogonal prior densities such that the estimators W*(8*) and Y*(6*) 
proposed In Theorem 2.2 are stepwise Bayes for W(8*) and Y(6*)» respec­
tively. 
Now since W*(») and Y*(*) are unique stepwise Bayes with respect to 
the set of mutually orthogonal densities {çj", j = 1,2,... ,raln(n,M), Ç*, 
Cg k = 1,2,.then W*(') and Y*(') are admissible (see Hsuan, 
1979). 
That completes the proof of Theorem 2.2. 
Remark 2.1.3. In the second and third main steps of the proof of Theorem 
2.2, we made use of the following prior density for the vector q, 
h*(q|0,R=r) = ^1 If q Is such that q. = - for every 
~ I ~ 1 r 
( 1 = 1,2 r 
^0 otherwise . 
Note that the density h*(') Is equivalent to the density of a Dirlchlet 
distribution with parameter vector a = (a^ = 3, 1 = l,2,...,r, = r3) 
when g ^ 00. To see that It is enough to note that in the case of a 
Dirlchlet distribution with parameter vector a, the variance of every 
q., j = l,2,...,r approaches to zero as S since as mentioned before 
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Therefore, when 3 ->• <» the probability converges to Efq^] with prob­
ability one, j = l,2,...,r, i.e., q^ j = l,2,...,r. 
Note that the use of $ ->• <» suggests that all the species in the 
group 2, i.e., the group containing the species which don't belong to the 
available list of species, are very alike, i.e., they have similar 
abundances values. 
The limit case when 3 + 0 is discussed next. It will be shown in 
Theorem 2.5 that the estimators 
W'(data) = lim W(data) 
g+0 
and 
Y'(data) = lim Y(data) 
6-K). 
are still admissible for W(0*) and Y(0*) if R is bounded. The proof of 
the admissibility of these estimators will be done by using the method 
established by Blyth (1951). Tlie Blyth's result is introduced in Theorem 
2.3 and it is stated in the form given in Berger (1985, p. 547). A 
particular case of Theorem 2.3 is given in Theorem 2.4. The result 
stated in this theorem is more related with the problem we have been 
discussing so far and it will be used in the proof of Theorem 2.5. 
Theorem 2.3. (Blyth's Theorem) Consider a decision problem in which 0 
is a nondegenerate convex subset of Euclidian space (i.e. , 0 has posi­
tive Lebesgue measure), and in which the decision rules with continuous 
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risk functions form a complete class. Then an estimator 6^ (with con­
tinuous risk function) is admissible if there exists a sequence 
of (generalized) priors such that 
(a) the Bayes risks r(Tr^,6Q) and r(TT^,ô") are finite for all n, where 
5" is the Bayes rule with respect to ir , 
n 
(b) for any nondegenerate convex set C c 0, there exists a K > 0 and an 
integer N such that, for n > N 
. TT 
/ dF "(8) > K , 
C 
(c) lira[r(ïï^,ÔQ) - r(iT^,6")] = 0. 
n-K» 
For the proof of Tlieorem 2.3 see Berger (1985, p. 547). 
Theorem 2.4. Consider the estimation problem where the parameter vector 
is 8* = (e,p,R,q), e%0, 0 = {0*: 0 <8 < 1, 0 < p^ < 1, i = 1,2,... ,M, 
M R 
E p = 1, R£{1,2,...}, 0 < q < 1, j = 1,2,3,...,R, Z q. = l}, M < ~ 
i=l J 3=1 J 
and known. Let 6^ be an estimator of some parametric function n(9*) 
and let R(6*,ôjj) be the risk function of 6^ at the point 8*. Then, if 
there exists a sequence of priors defined as 
5^(8*) = ^8k(p|8).hk(q|8,R=r).n^(8).*^(r) , if 8*G0 
, otherwise 
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where for every k, k e {1,2,3,...}, g^, h^ and are continuous functions 
and such that 
(1) The Bayes risks and are finite for every k, 
k = 1,2,. . . ,  where 6^ Is the Bayes estimator of n(8*) against the prior 
(k-
(11) For every k, k e {1,2,...}, (}>, is such that <P.(r) > 0 for all 
00 K K 
re{l,2,...}, Z <|)(r) = 1. 
r=l 
(111) llm[r(S^,6Q) - = 0, 
then 6q is admissible. 
Proof. Suppose that 6^ is not admissible and (1), (11) and (ill) hold. 
Then, there exists as estimator 6' of r)(0*) such that 
R(8*,6') < R(8*,6o) 
for all G*e0 with strictly inequality for some 0*e0. Therefore, 
[r(Çj^,6Q)-r(Çj^,6j^)] = E / / / [R(8*,6o)-R(9*,6^)] h^(q|G,R=r) 
r=l 8 p q 
• Sj^(P |8)TTj^(0)(j)j^(r)dqdpd0 
> E / / / [R(8*,6_)-R(8*,6')]h. (q|8,R=r) 
(I) r=l 0 n q ~ ~ ^ ~ 




The inequality in (a) follows from the fact that 1 r(5^,6'). 
The inequality in (b) follows from the assumption (i), from the continuity 
of the functions g^, h^ and ir^ and from the fact that there exists a 0*, 
say 0*, such that 
> R(8*,6'). 
Therefore, by (2.1.23) 
lim[r(Çj^,ÔQ)-r(Çj^,6j^)] > 0 
which contradicts the assumption (iii). 
Therefore, we can conclude that Ôq is admissible. 
Remark 2.1.4. Note that in the case of Theorem 2.4, if we restrict the 
parameter space 0 to 0^, where 0^ is defined as 
0^ = {0*: 0.= 0, p is such that p^ = 0, V i = 1,2,...,M, 
R 
Re{l,2,3,...}, 0 < q, < 1, j = 1,2,...,R, Z q, = l}, 
J 3=1 3 
then the result stated in Theorem 2.4 still holds. The priors in 





(1) is a probability function such that (p(r) > 0, 
00 
^ ~ 1*2,3,.««, Z ^(r) = Ij 
r=l 
(.2) h^ is a continuous density function. 
Theorem 2.5. Consider the Statistical Model I. Let <})(•) be any prob-
M* 
ability function such that ^(r) > 0, V re{l,2,. .. E' <p(r) = 1, 
r=l 
M* < 00 and known. Then, 
(a) The estimator W'(/) defined as 
(a^) W'(data) = s' 
if the observed sample contains a total of s' distinct species 
and all of them belong to the available list of species, s' > 0, 








if the observed sample contains s' species from the available 
list of species, s' ^  0, and it contains r' species which don't 
belong to the available list of species, r' > 0, 0 < s'+r' ^  n; 
is admissible for W(8A). 
Note that for any data e X, 
W'(data) = 11m W(data) . 
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(b) The estimator Y*(*) defined as y* (data) = 0 for any observed data, 
is admissible for yC®*)* 
Note that for any data e X, 
y'(data) = lira y(data) 
e->o 
Proof. This theorem is proved by using the Blyth's technique to prove 
admissibility combined with the stepwise Bayes procedure used to derive 
the estimators W(') and y(') given in Theorem 2.1. The proof is done 
in two parts. In the first, we. prove that these estimators are admis­
sible and unique for every restricted problem considered in the three 
main steps of the proof of Theorem 2.1. In the second part, we prove 
the admissibility of Û'(*) and y'(«) for the general unrestricted problem, 
i.e., the problem where the sample space is X and the parameter space is 
0, where X and 0 are defined as 
M 
0 = {0*: O£0<1, 0 ^  p ^ 1, i = 1,2,...,M, Z p. = 1, 
i=l 
R 
P.£{1,2,. ..,11*}, 0 < q. < 1, 2 q = 1} 
J j=l J 
X = {(x,r',y): Q < x, < n, i = 1,2 M, y. > 0, j = 1,2,...,r', 
~ ~ ~ 1 ~ J 
r ' M 
0 < r' < min(n,M*), Z y. + Z x = n}. 
j=l ^ i=l 
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First part of the proof of Theorem 2.5. 
In this part we will prove the admissibility of W'(') and Y'C*) 
for every restricted problem considered at the proof of Theorem 2.1. 
The proof Is done In three main steps. 
First main step This, step is. a repetition of the argument used 
in the first main step of the proof of Theorem 2.1. Let 0^, 
j = 1,2,...,min(n,M), be defined as in that step. In this case, we 
have proved that the Bayes estimators of W(8*) and y{Q*) against the 
prior Çj are respectively given by 
W ..(data) = s' 4 
Y ,(data) = 0 (j 
where the observed data contain a total of s' distinct species and 
all of them belong to the available list of species, s' > 0. 
The estimators W ,(•) and y i(*) are uniquely defined on the 
(j 4 
respective set and they are admissible. Since, in this case, for 
every j, j = 1,2,...,min(n,M), and for every data e A^, 
W'(data) = U ,(data) 4 
and 
Y'(data) = Y ^ (data) 
^3 
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then, we conclude that the estimators W'(*) and Y'(*) are admissible 
and unique for the restricted problem with, parameter space 0^ and 
sample space xj", j = 1,2,... ,min(n,M). 
Second main step This step is related with the restricted 
problem considered in the second main step of the proof of Theorem 2.1. 
2 
Let be the parameter space defined as 
0? = {8*: 0 = 0, Re{1,2,3,.. .,M*}, 0 < q, < 1, j = 1,2, 
•l ~ j 
R 
z q, = 1, Pj = 0, 1 = 1,2,...,%}. 
j=l J 
2 
Consider the sequence of prior densities k = 1,2,...}, 
2 
where for each fixed k, & , is defined as 
1 ,K 
^ (0*)= fh^ , (q|0,R=r).Tr^(0).(()(r), if 0*60, 
l,k ~ I l,k ~ 1 ~ 1 
0 , otherwise 
where 
(1) ^2(8) =11 if 0=0 
0 otherwise , 
(2) #(*) is a probability function such, that (j)(r) > 0, 
M* 
r = 1,2,...,MA, E ^(r) = 1, 
r=l 
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r T" — 1 
(3) hj (q|e.R=r) = ( n ), if 6*60? 
" J [rc^)]"" j=i j ~ ^ 
V. 
Vk^ 
0 , otherwise 
2 i.e., hj^ ^(') is a density of a Dirichlet distribution with parameter 
vector, a = {a^ = p i = 1,2,...,R; = R/k}. 
2 
For every fixed k, let be the sample space for the considered 
restricted problem, i.e.. 
„ min(n,M) . 
*1 " X -  ( u An 
^ i=l 
where aJ, i = 1,2,...,min(n,M) are defined as in the first main step 
2 
of this proof. For every fixed k, let be the set containing those 
2 2 
samples in with positive probability under 
As we proved in the second main step of the proof of Tlieoren 2.1, 
the estimators 
^ r(n+(r/k)) 





T  ( " + ( r V k ) w  r .  r ( r / k )  . . .  
^,Wr/k) jlr'J rCn+Cr/k)) 
I. <;.&» 
are, respectively, the Bayes estimators of W(6*) and Y(0*) against the 
2 2 
prior and are uniquely defined on the set (The proof is the 
same as done in the second main steo of Theorem 2.1. Just take 6 = r 
k 
2 in the density function h^^ and take 4» with support on the set 
{ 1 , 2 , . . . , % * } ) .  
y\ A 
Therefore, for every fixed k the estimators W^(') and Y^(') are 
admissible for W(0*) and Y(8*), respectively, when the restricted problem 
2 
with parameter space 0^^ is considered. 
A 
Next, we will prove the admissibility of the estimators W (•) and 
Y'(*) for this restricted problem. The proof will be done by considering 
the results stated in Theorem 2.4 and in the Remark 2.1.4. Note that 
2 
for every k the function is continuous and the function #(*) 
satisfies (11) from Theorem 2.4. Therefore, to prove the admissibility 
A 
of the estimator W (•) it is enough to show that 
2 A .  2  ^  
(I) the Bayes risks r(G^ ^,W ) and ^^W^) are finite for every 
k, k = 1, 2 , . . . ,  
(II) lim k,W') - r(Si,k,Wk)] = 0. 
Similarly, to prove the admissibility of the estimator Y'(*) it is 
enough to show that 
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(III) the Bayes risks r(C^ and r(Ç^ ^,Y^) are finite for 
every k, k = 1, 2 , . . . ,  
(iv) 1^  [r(si,k'y') - r(sl,k'"k)j = °-
We will start by proving the admissibility of W'(*). The uniqueness 
of W'(») Is also proved. 
Proof of the, admissibility of H'(»). Proof of (I). For every k, 
ke{l,2,...}, the Bayes risk of the estimator W^(') against the prior 
2 
^ for this restricted problem is given by 
{9*e0p 
= Z I Z (W. (data)-W(0A))^fA(data|0*)]çJ , (0*) 
{0&EEL} {dataeX } 
'w JL J. 
Z I Z (W(0A)-N, (data))2f*(data|0*)]Si .(0*) 
ry rt K. XyK 
{8*E8^} {dataeXj^} 
M* ^ p 
= Z / Z .[R-W(data)J f*(data|0*) 
3 {dataeX^} 
• h^^j^(q|0,R) dq *(R) 
which by Fublnl's Theorem Is equal to 
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E Z [R-W(.data)J^ p(.data|R) (j)(R). 
^ ^  {dataeX^} 
Recall that for this restricted problem 
f*(data|8*) = r n! 
< 
( n y I) 
j=l ^ 
(. n 




data = ((x,r*,y): x. = 0,V 1 = 1,2 M, r'e{l,2,...,min(n,R)}, ' 
~ X 
r' 
y > 0 for all j = l,2,...,r*, Z y. = n} 
J j=l ^  
and that 
p(data|R) = f  f*(data|6*)h^ ^ (q|8,R)dq 
(  n r(y +i)) r(R/k) 
r ,1=1 ^ 
( y {s*eA^} r(n+(R/k))[r(^0]f' 
j=l J 
1 (  n r(y +i)) r(R/k) 
- -r(') r-r-
( n y . i )  r ( n + ( R / k ) ) [ r ( i ) i '  
j=l ^ 
95 
Therefore, the Bayes risk of can be expressed as 
M* min(n,R) „ , ,, _ 
{ Z E S [R-W(8*)]2 ' (^,) 
R=1 r'=l C^, ~ ( : y !) 
j=l j 




where for every fixed r', r'e{l,2,...,rain(n,R)} the set C^, contains all 
frequency vectors y = (y^,y2,...,yp,), such that y^ > 0 for every 
r' 
i=l,2,...,r', Zy=n, and 
i=l ^ 















<_ (max{|R-r'|,|M*-R|})2 < 
2 
Therefore, the Bayes risk rfC^ is bounded since 
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R-1 r'=l C^, ^ y I) 
j=l ^ 
(  n r(y +i)) r(R/k) 
.1=1 ^ ^ 
[r(^)]r'r(.n+(R/k)) 




n r(y+^)) r(R/k) 
1=1 J M*min(n,R) , . 
Z z Z y  r  
R=1 r'=l V( iiy J) [r(^j]f r(n+(R/k)) 
j=l j 
*(&) = 1. 
Now consider the estimator W'(*) given by 









For every fixed k, ke{l,2,...}, the Bayes risk of the estimator 




( Z I Z [R-W'(data)]^ V ' (^) 
I R=1 r'=l 1 C 
( n y !) 
j=l ^  
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( ïï r(y +A) r[R/kj 
[r(^j]f'r[n+(R/k)] 
<j)(R) 










< (M*) . 
Therefore, the Bayes risk r(Ç^ .,W') is bounded by and fact (I) 
1 ,K 
is proved. 
Proof. Proof of (II). We have that 
M* min(n,R) ^ 
lim ( Z Z T. {[R-W'(data)] 
k-x» 1 R=i r'=l C_, 
^ - [R-Wj^(data) ]^} 
1 ( n r(y +A) r(R/k) 
(/;) 1 r' *(*) 
r(n+(R/k))[r(^)]r ( n !) . y.. \.,.,,1. \k 
j=l ^  
2 
Considering that Re{l,2,...,MA}, then for every data e 
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|(R-W'(data)) - (R-Wj^(data)) j < |R-W'(data)| 
+ IR-Wj^(data) < 2(M*)^ 
which implies that for every fixed pair (R,r') and every fixed vector 
(yj^»y2»y3»* • • in C^, the function 
( n (y +i))r(R/k) 
[(R-W'(data))2-(R-Wk(data))2] ^ 
( n y.!) '  r(n+(a/k)) 
.1=1  ^
< |(R-W'(data))^ - (R-Wj,(data))^ | < 2(M*)^. 
Therefore, by the Bounded Convergence Theorem (Royden, 1968, p. 81), 
M*min(n,R) j ^ 9 a ? 
Z Z T. / lim[(R-W'(data)) - (R-W, (data)) ] 
R=1 r'=l C^,lk-x» 
1 ( n r(y,+A) r(R/k)" 
• (jl) -^—p >*(R) >• 
( n y,!) r(n+(R/k)) 
J=1 J 
Now, considering the facts that 
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(a) for every fixed vector (R,r',y) 
r' 1 r' 1 1 I  
( n r(y +i)) r(R/k) ( n [^r(ë n (t+f)]) r(R/k) 
11. .1-^ j 11. 




1 r' j 1 
(#0 ( n n (t+i)) 
•1=1 t=i 
R r 
(f)( n (t+f)) 
^ t=i ^ 
lira 
k-w 
r' 1 r'-l ^ J 1 
(r) ( % n ( t + h )  
1=1t=i 
n-l p 
R( n (t+A) 
t=i ^ 
0 , If r' > 1 
if r' = 1 
Therefore, for every fixed vector (R,r' ,y) 
( n r(y, +i))r(R/k) 
lim (^) 1 ^ 
k*° ( n y.I) [r(^)] '  r(n+(R/k)) 
j=l ^ 
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(b) for every fixed (R,r',y) 
lira [R-W, (data)] = lim 
k-Ko 
M* 











[ Z (J.) r(r/k) r(n+(r/k)) *(r)] '  
r, r. _ r(r./k) 
*2 - 2{Z,/R-ri)(R-r2)(,})(,:) rCn+Cr'/k)) 
r(r2/k) 
• -WÎVW ^ r(r/k) 
^ r(n+(r/k)) <P(r)] '  
where 
D* = {(r^,r,); r' < r^ ^  M*, i = 1,2, r^ < r^} 





M* ") y 0 y r ? 9 
11m E (R-r)^r(/,)]^[(f)( H (t+A)] V(r) 
k-w r=r' ^ K t=l K 
M* n-1 - „ 
iimE S (J\)[(cO( n (t+^O)]" *(ry]^ 
k-x» r=r' f=:1 
2 r 2 r -2 2 
lim E (R-r)^[(^)]^[r( ïï (t+J))] V(r) 
k-w r=r* t=l 
M* r n-1 _ 
lim[ E (J,)[r( n (t+f))J ^Hr)r 
k-^ r=r' t=l 
Note that for every fixed r, re{r',r'+l,...,M*}, the sequence 
r 2 I  n  ( t + h r  
t=i 
is an increasing function of k, so that by the Monotone Convergence 
Theorem (Royden, 1968, p. 84), 
H* ? r ? n-1 _ _2 , 
lira{ E (R-r)^[(J^)]^ [r( n (t+A)] * (r)} 
k^ r=r' t=l 
2 r 2 12 r -2 2 
= E (R-r)^[(j;)]^ ér lim I H (t+f)] (r) 
r=r' ^ ^ k-x» t=l 
Therefore, 
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2 r 2 1 2 -2 2 




r 1 "" r -1 2 11ml Z (J, ) A [ n (t + A ] 
k->oo r=r' t=l 
(2 .1. 
Now let's evaluate the 11m D„. We have that 
k-x» 
llm D = {2{lim Z (r-r ) (r-r_) (% (% [r, (V(t+^) ) 
k->oo k-x» D* / r r ic i K 
n-1 r . 
[r2(^n^(t+-jf))]"-^ 4)(r^)(t)(r2)} 
M* 1 I n-1 « 1 9 1 
{lim[ E (^)é)m( n (t+f))"^((>(r)]^r^} 
k-w r=r' f f t=l ^ 
r r n-1 r 
= 2{lim E (r-r.)(r-r )( 1)( f)[r.( IT (t+-r^))] 
k-x» d*  ^  ^  ^  ^^ =1  ^
n-1 r_ 
• [rgf n (t+-Y-))]" 
M* _ 1 n-1 _ 1 9 1 
. {lim[ E (\)è)( n (t+f))"-^ *(r)]'}-!}. 
k-xjo r=r' t=l 
By using the fact that for every fixed pair (r^.rg) e D*, the sequence 
n-1 r. n-1 r„ 
[( n (t+-^))( n (t+^))] 
t=i t=i 
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is an increasing function of k, then by the Monotone Convergence 
Theorem the lim and the summation E can be interchanged. By doing so 
D* 
we get that 
lim D = 2{Z (r-r )(r-r )(%(%[(Vt)J~^ *(r.)*(r_)} 
k-mo ^ d* ^ ^ f f t=l ^ 
M* n-1 , , , 
. {lira[ E (J,)é)( n (t +^0)" (2.1.26) 
k-w r=r' t=l 
By using the expression (2.1.25) for lim D and (2.1.26) for lira D 
It+oo k-x» 
we get that 
M* . n-1 . „ 
lim D + lim D = {[ S. (R-r)(J,)(^)( n t)"^ < p ( r ) r  
k-x» krx» r=r' t=l 
M* , n-1 , 9 1 
. {lim[ E (J,)(ç)( n (t+p))"-^ *(r)] }" }. 




+ 2 [11m Z (J^)(J^)(i)(i)[(V(t+%)(V(t+^))]"^(t)(r.)(|)(r-)] 
k-x» D* ^1 ^2 ^1 ^2 t=l * t=l K X ^ 
r 2 1 2 -2 2 z [(J,)] m ( n t) /(r) 
r=r' ^ ^ t=l 
+ 2 Z (/)(/ )(-;^)(:^)(Vt)"^ *(r.)*(r_) 
D* '^l ^2 ^1 ^2 t=l ^ 
MA n-1 _ 2 
[ z C,)(b( H t) é(r)r. 
r=r' ^ t=l 
(2.1.28) 
Therefore, by inserting the expression (2.1.28) into (2.1.27), we get 
that 























"* r 1 
Z (J,)(T)$(r) 
r=r' ^ ^ 
lim[R-W, (data) ]' 
k-x» 
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Therefore, by (a), (b) and (c) we can conclude that 
llm[r(c2 ^ ,H^) _ rCS^ = 0 (2.1.30) 
and therefore by Theorem 2.4 the estimator W'(*) is admissible for W(0*) 
for this restricted problem. 
Next, we will prove the uniqueness of the estimator W'(*). 
Claim (Uniqueness of W'(*)). For the restricted problem considered in this 
A  
second main step, the estimator W (•) is unique. 
Proof. Suppose W'(*) is not unique, i.e., there exists another esti­
mator 6(*) for W(8*) such that 
R(0*,6) = Eg*[(6(data)-R)2] = Eg^[ (R-6 (data).)^] = R(8*,W') 
= Eg*[(R-W'(data))2], V e^G^, 
and such that 6(data) W'(data) for some data e X^, i.e., 
Pg*[6(data) f W'(data)] > 0, for some 9*e0^. 
Let <Sq(*) be the estimator defined as 
«Q(daca) = tw-(data) _ 
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Then, for any data e such that 6(data) f W'(data), we have 
(R-S„(data))2 . (R - Mdata) + «'(daca))2 
< J (R-«(data))^ + j (R-W'(data))^ 
since the squared error loss is strictly convex. Take an arbitrary 
2 2 
6*e0, such that there exists some data e X- such that 
PQ*[6(data) ^  W'(data] > 0. (2.1.31) 
2 
For this particular 8* let F be the set containing all those data e X 
J. 
such that (2.1.31) holds. Then, 
R(8*,6^) = Z (R-fif>(data) )^f *(data 18*) + Z (R-<S^(data) )^f'''(data| 6*) 
{dataeF} ~ {data^F} 
< {i Z [(R-6(data))^ + (R-W'(data))2]f*(data|8*) 
{dataeF} 
+ y E [(R-6(data))^ + (R-W'(clata))^]fA(data|8*)} 
{data^F} 
= i[R(e*,6) + R(6A,W')] = R(8*,M') 
since by assumption R(8*,6) = R(8*,W'), V 8*e0^. Therefore, we can 
2 
conclude that there exists a 8*E0^ such that 
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R(0*,6Q) < R(0*,W') 
which implies that the estimator W'(*) is not admissible for this 
restricted problem, which is a contradiction. Therefore, we conclude 
that 6(data) = W'(data) for every data £ and so W'(*) is unique. 
That concludes the proof of the admissibility and the uniqueness of 
the estimator W(') for the restricted problem considered in this second 
main step. 
Proof of the admissibility of Y'(*). Proof of (III). The proof of 
2 (III) is trivial since for every 0*e0, , we have that 
R(0*,Yi^) = Eg*[(Y(8*)-Yk(8*))2] < 1 
and 
R(0*,y') = E q ^I(y(0*)-Y'(0*))^3 < 1 
since 
and 




Proof. Proof of (IV). We have that 
- r(Si,k.Yk)l 
M*mln(n,R) , , 
l±m{ Z E E [(Y(eA)-Y'(data))^ - (Y(8A)-Y.(data))'] 
k-x» R=1 r'=l C^ , 
P 1 (:i)( n r(y +i))r(R/k) 
—— *(R)) 
( n y j )  r ( n + ( R / k ) )  
j=l ^  
M* mln(n,R) ^ 
{ z z Z lim{I(Y(e*)) - (Y(e*)-Y. (data))^] 
R=1 r'=l C^,k-»<» 
(3)( n r(y, +è))r(R/k) 
nir'! ^ 1=1 ^ ^ 




since for every k, and for every vector data e , 
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R 1 Ç , ) (  n r(yj+i))r(R/k) 
{[(Y(0*))^ - (Y(8*)-Yk(data))2] ^ r—1 ^ 
~ (y I) r(n+(R/k))[r(i)]r 
j"l ^ 
< 2 p(data|R) < 2 
and, therefore, by the Bounded Convergence Theorem the 11m and the 
k-x» 
sums can be interchanged. 
We have that 
lim{[y(8*)]2 - (Y(0*)-Ç (data))^} 
= lim{lY(0*).]^ - [Y(8*)]^ + 2Y(8*)Y.(data) - [y. (data)J^} 
= lim{2Y(6*)Y^(data) - [Ç, (data)]^} 
k->oo ~ ^ 
= 2y(0*) lira Y^(data) - lira[y, (data)]^ . (2.1.32) 
k-^o k-x» 
First, let's calculate the lira[Y. (data)]^. We have that 
k-x» 
lira[y. (data)]^ = 1 + lira - 2 lim (2.1.33) 






llm E. = llm F + llm F 





F = fzrz (n-(r'/k)..n-(r'/k)..^l.,^2 . ^ fT^/k) 
2 (^^("-(r^/k))(n-(r2/k))(r'^^r'^([(n+^r^/k))) 
rcrg/k) M* r,_,k) _2, 
r(n+(%/k)] *('1)^ (^ 2)] ' [2,(J,)  ^
where 
D* = {(r^.rg): r' < r^ < M*, 1 = 1,2, r^ < r^} . 
Let's evaluate the lira F. . We have that 
k-KxJ 
I l l  
llm F = {11m " (p)^ (V(t+f))"2 *2(r)} 
^ k-too r=r' " ^ t=l 
M* , n-1 - . 
. {llml Z (/,)e)( n (t+A) *(r)]^}-l. 
k->oo r=r' ^ ^ t=l 
By considering the fact that for every fixed r, rE{r',r'+l,...,M*}, 
the sequence 
Is an Increasing function of k, then by the Monotone Convergence Theorem, 
we have 
llm F  =  { [ \  ( b ^  (V(,t+f))"^ 4f(r)] 
k-K» ^ r=r' k-Kx, " If/K/ ^ f t=l 
M* • n-1 ^ 9 1 
[llm( E  ( ' )  A( n  (t+A)"^ 4 (r)) ]" }. 
k-x» r=r' t=l 





11m F ={[ Z K/,)]^ 
k-x» r=r' • 
in n 1 t\ ry 
m ( n t)"^ r(r)] 
t=i 
Mi* n-l ^ . 
• Ilim( Z (J,)é)( n (t+p))"^ <i>(r)) r }. (2.1.35) 
k-x» r=r' t=l 
Now, let's evaluate the 11m F„. We have that 
k-Kc ^ 
n-1 
(^)(V(t+^))"^ (J) (J) *(r,)*(r,)] 
^2 t=l ^ ^2 ^ ^ 
M* 1 n-1 . „ -
[llm( E (/,)é)( n (t+f))"^ *(r)) ]" } 
k-x» r=r' t=l 
since for every fixed (rj^,r2) e D* 
is an increasing function of k and by the Monotone Convergence 
Theorem, the lim and the sum Z can be interchanged, 
k-x» D* 
By noting that the limit of the sequence is given by 
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n-1 
lira a = ( n t) 
k-x» t=l 
then, 
lira F = {2[E (%(%(:^)(:^)(Vt)"^ *(r.)*(r_)] 
k-Ko ^ D* f f ^1 ^2 t=l ^ ^ 
M* n-1 . 




By (2.1.28) we have that 
M* - n-1 _ _i o 
liml 2 (J,)(g( n (t+A) ^ *(r)]^ 
k-x» r=r' t=l 
M* - n-1 , , 
= I Z C,)é)( n t)-i *(r)]' 
t=l 
so that the (limF + lim F J where lim F is given as in (2.1.35) and 
k-Hx) k-x=° k"^ 
lim F„ is given as in (2.1.36) reduces to 
k-Mo ^ 
lim = lim F + lim F» 
k-x» k-x» k-x» 
M* r 1 2 [ % (/,)(i) *(r)]^ 
r=r' ^ ^ 
M* r 1 2 
[ Z (J,)(è) Hx) r  
= 1 (2.1.37) 
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which Imolies that lira E. = 1. Therefore, 
k-x» 
lim[Yi^(data)]^ = 1 + lira Ef - 2 lira E. 
k-w k-K» k-x» 
=  1  +  1 -  2 = 0. 
Also, 
lira Y, (data) = 1 - lira E. = 0 
k-x» k-w 
and, therefore, the limit as k-x» in the expression (2.1.32) is given 
by 
2Y*(6*)lira Y,.(data) - limlY, (data)= 0. (2.1.38) 
~ k^ k-*« 
Since in the proof of (II), we have shown that for every vector (R,r',y) 
1 (  n r(y,+è)r(R/k) 
i=l J 
lira J I " 
k-x» [ r(^)]^ r(n+(R/k)) 
then, we can conclude that 
lira[r(s2 k'Y') " %/?%)] = 0 (2.1.39) 
and by Theorem 2.4 we conclude that the estimator Y'(*) is admissible 
for y(0*) in the restricted problem considered in this second main step. 
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The estimator Y'(*) IS also unique. The proof of the uniqueness is 
similar to that done in the proof of (II) when the uniqueness of W'(*) was 
considered and for this reason it will be omitted. 
That concludes the proof of the admissibility and uniqueness of the 
A 
estimator Y (*) for the restricted problem considered in this second 
main step. 
Third main step This step is related with.the restricted problems 
considered in the third main step of the proof of Theorem 2.1. For every 
j, j = 1,2,...,K^, where 
= ( n-1 , if mln(n,M) = n 
M , if rain(n,M) = M 
3 
let 0j be the parameter space defined as 
3 0. = {0*: 0 < 0 < 1, the vector p has exactly j coordinates 
] ~ 
M 
different from zero, E p = 1, 0 < p £ 1, i = 1,2,...,M, 
1-1 ' R 
R£{1,2,...,M*}, 0 < q. < 1, j = 1,2,...,R, Z q = l}. 
2 j=l J 
For every fixed j consider the sequence of priors densities 
3 3 









{ E ï £ £ -g ^ 
r ' - l  «r-  (n« . l ) (ny . l )  
&=1 ^ j=l J 
M 
M 
n- Z X 
(1-8) &=1 ^ (: n p ")( n q^ )} 
1=1  ^  { i jES* }  
where and C^, are the sets defined as before and Is the set containing 
all possible vectors x = (Xj^,X2,... ,x^), such that x^ > 0 for every 1 
such that p^ > 0, 1 = 1,2,...,M, and x^ = 0 for every I such that Pj^ = 0, 
I = 1,2,...,M: 
(2) 0(r) Is any prior distribution such that #(r) > 0, 
M* 
r = 1,2,...,M*, E *(r) = 1, 
r=l 
(3) ,3(8) - /"ë(î^ if 0 < e < 1 
0 otherwise , 
(4) gf(p 0) 
J ~ r-nSr) " 5"^®! 
Otherwise , 
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(5) .  (q|0,R=r) = 
J «V 
( n , if 0*e0^ 
^ [r(|)]'^ j=i j ~ ^ 
0 , otherwise , 
3 i.e., h. . (•). is a density of a Dirichlet distribution with parameter 
J 
1 3 
vector a = (cx^ = i = l,2,...,Rj = R/k); and d^ is a constant 
3 
needed to make , be a density function. 
J J K 
For every fixed k the sample space for the restricted problem con­
sidered at step j, j = 1,2,...,K^ is given by 
q min(n,M) . „ j-1 . 
xf = X - I( u A,) U a: U ( U Af)] 
^ i=l i=l 
where the sets A^, i = 1,2,...,min(n,M), are defined as in the first 
2 
main step of this proof, is the set defined as in the second main 
3 
step of this proof and for every j the set A^ contains all possible 
3 3 
samples in X, with positive probability under the prior density . , 
J J 
3 j = 1,2,...,K^. Recall that the set A^, j = 1,2,...,K^ contains those 
data vectors given by 
data = {(x,r',y): x has exactly j coordinates different from zero, 
M 
0 < X. < n, i = 1,2 M, r'e{l,2,...,min(n-n-,MA),n = E 
- 1 1 1 i=l 
r 
y > 0 for all j = 1,2,...,r', E y. = n-n., 
J j=l J 1 
n^e{j ,j+l n-l}}. 
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As we proved in the third step of the proof of Theorem 2.1, the 
estimators 
r(r/k) 









n n-n j '  r(n+(r/k)) 
fL/r') r(n+(r/k)) 
are, respectively, the Bayes estimators of W(9*) and Y(0*) against 
3 
the prior C. .» and they are uniquely defined on the respective set J 
A 
Therefore, for every k and for every j, the estimators W^(') and 
Y^(') are admissible for W(6*) and Y(8*), respectively, when the 
3 3 
restricted problem with parameter space 0^ and sample space is con­
sidered. 
Next, we will prove the admissibility of the estimators W'(*) 
A 
and Y (•) for the restricted problem considered at step j, j = 1,2,. 
Again, note that for every k, ke{l,2,...}, . is a continuous function 
J 
and the probability function #(') satisfies (ii) from Theorem 2.4. There­
fore, to prove the admissibility of the estimator W(') for the 
restricted problem considered at step j, it is enough to show that 
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(.V) the Bayes risks r(Ej ^,W') and r(Cj ^,W^) are finite for 
e v e r y  k ,  k  =  1 , 2 , . . . ,  
(VI) llmlr(d .,W') - r(é ^ .W. )J = 0. 
k-X» J J»K K 
Similarly, to prove the admissibility of the estimator Y*(*) it 
is enough to show that 
(.VII) the Bayes risks r(5j and r(Çj are finite for 
every k, k = 1,2 
(VIII) lim[r(cj ^ ,9') - r(sj ^ ,9^)] = 0. 
We begin by proving the admissibility and the uniqueness of the 
estimator H'(«). 
Proof of the admissibility of W*(»). Proof of (V). Let j be fixed, 
je{l,2 K^}. Then, for every k, ke{l,2,...} the Bayes risk of the 
A 3 
estimator W, (•) against the prior . is given by 
K ], K 
'(Sj.k'ôk) - :, 
{8*eGr} 
J 
z I E [W(8A)-W.(data)]2f*(data|8*)]Cj .(8*) 
{8*e0.} {dataeX } 
J J 
E E fj+R-W.(data)]2f*(data|8*)G, .(8*). 
{e%0:}{dataeX,} 
J J 





n- Z X. 
f*(data|9*) = { j n! 
r- M 
( n y !)( n x,l) 
j=l ^ ^ 




. ( n p/) E ( n q.h ' [cj(e*)]"^} 
A=1 {s*EA^} {IJES*} j ^ 
if 6*EGj and f*(datal6*) = 0 if 8*^0?. j ~ j 
3 
Note that for every fixed vector (R,r',y), and every 8*EG., 
~ ~ J 
[j+R-Wj^(data)] = 
M* 
Z (J.) r(r/k)  
r = r .  r*' FCn-n^+Cr/k)) 
<|)(r) 
< (M*)' 
as Droved in the second main steo of this proof, where n-n, = Z y.. 
1 j=i J 
Therefore, 
=(Gj,k,Hk) - ^ % f*(data|eA)Ç^ ,,(6*) 
{6*E0^}{dataeX^} 
J J 
j  >k ~ 
Similarly, the Bayes risk of the estimator W'(*) is also bounded 
by (M*)2. 
That concludes the proof of (V). 
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Proof. Proof of (VI). We have that 
limlrcd k,W') - r ( d  . )] 
J,IC K 
M* 1 min(n,R) 
= lim{ X  f l f  f  l '  Z Z [(j+R-W'(data))^ - (j+R-W (data))^] 
k-H» R=1 p q r'=l C^, Bj 
• f*(data|0,p,q,R)dJ .g^(p|0)h^ (q|8,R)n,(8) *(R)dqdpd8} 
~ ~ J ;K J ,K ] ~ J,K ~ J ~ ~ 
M* min(n,R) 
lim{ Z ZEE [(j+R-W'(data)) - (.j+R-W (data)) ] 
k-xx) R=1 r'=l C^, Bj 
r' M r(n) M 
(  n y,!) ( n X. I )  r(  E % ) 
j=i J 1=1 ^ &=i ^ 
1 (  n r(y +i))r(R/k)  
(^) *(R)} • 
r((  E y,)+(R/k))[r(l/k)]f '  
j=i ^  
By using the Monotone Convergence Theorem as explained in the 
second main step of this proof for the case where the admissibility of 
W'(.,*) was considered, we can interchange the lim with the sums. By 
k-K» 
noting that for every fixed vector (R,r' ,y) 
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^j:^^(R-r)(^,) Y in -n^+Cr / k ) )  *(r) 
£//•> rôri^îBôT 
" M* "" 
Z (R-r)(\)(9 *(r) 
r=r ' 
M* 





where, n-n. = E y, , 
j=l ^ 
and 
( ,  n  r(y +A))r(R/k)  
r( z y + (R/k))[r(i)]''' 
j=i ^ " 
< 00 
both facts proved in the proof of (II) in the second main step 
of this proof (see (a), (b) and (c) in the proof of (II)), then for 
every j, j = 1,2 we have 
lim[r(£? ,W') - r(d .,W )] = 0. 
k->00 K 
Therefore, by Theorem 2.4, we can conclude that the estimator W'(*) 
is admissible for W(8*) in the restricted problem considered at step j, 
j  =  1 , 2 , . T h e  e s t i m a t o r  W ' ( ' )  i s  a l s o  u n i q u e  i n  t h i s  c a s e .  T h e  
123 
proof of uniqueness is done in a similar way as the proof done in the 
second main step of this proof and for this reason will be omitted. 
Next, we will prove the admissibility and the uniqueness of the 
estimator y('). 
Proof of the admissibility of Y('). Proof of (VII). The proof of (VII) 
i s  t r i v i a l  s i n c e  f o r  e v e r y  k ,  k  =  1 , 2 , . . . ,  
,k'\' - ^ • 
Proof. Proof of (VIII). Let j be fixed, j = 1,2,...,K^. We have that 
M* ^ min(n,R) ^ ? 
lim{ T .  n f  f  Z Z Z [2Y(0*)Y. (data) - [Y.(data)]^] 
k->«. R=1 "p q r'=l C , B. ~ ^ 
- - r ] 
• f*(data|0,p,q,R)d^ , g?(p|0).hj . ( q |8,R)  Trj(0).())(R)dqdpde} 
N* mln(n,R) ^ » 
=  E  S E E  l i m { [ 2 Y ( 0 * ) Y .  ( d a t a )  -  [ Y. (data)] ] 




r' M r(n) M 
( n y !) ( n X !) r( z %,) 
j=l J &=1 ^ &=1 ^ 
1 ( n rcy +i))r(R/k) 
MR)}. 
r(  E y,+ (R/k))[r(l/k)]f  
j=l J 
By using the Monotone Convergence Theorem as explained in the 
second main step of this proof for the case where the admissibility of 
Y*(*) was considered, we can interchange the lim with the sums. 
k-*» 
First, let's calculate the limlY, (data)]^. We have that 
k-H» 
T /n-(r ' /k) \ /r r(r/k)  , ,  ^  ^  
„ n (n-n ) i n-ù /k)  r' r(n+(r /k))  
1 - T - n M« — ^ 
r(n+(r/k)) ^ 
k-H» k-KX) 
H- n ri- n^ri- n"~n- ^ « 
= lim{(l--^)'= - 2(l--i)(—i)E + 




As we have proved in the second main step of this proof for the 
case where the admissibility of Y'(') was considered (see proof of 
(IV)) 
lim E? = lira E. = 1 
k-x» k-w 
and, therefore. 
2 2 ^ n—n. „ 
lim[Yj^(data)]^ = (l--jp) - 2(l--^)(-;^) + 
= (1 - — - ^ !-^)^ = 0. 
n n 
Also, 
lim Y, (data) =1 ( ) lim E 
k-Ko ^ n n 1 
n n-n 
- 1 — (—-—) = 0, 
n n 
3 
Therefore, for eveiry fixed 8*E0, and any fixed vector (R,r',y) 
^ J 
lim[2Y(8*)y (data) - (Y,.(data))^] = 0. 
k-xx. ~ ^ L 
Since in the proof of (II), we have shown that for every vector 
(R.r ' .y )  
126 
r' 1 
(. n r(y,+i))r(.R/k) 
i=l ^ 
lira : 5 < 00 
k-K. [r( i )] ' '  r(n+(.R/k))  
then, we can conclude that 
l^[r(Ç^^l,Y') - ° 
and by Theorem 2.4, we conclude that the estimator Y'(*) is admissible 
for y(Q*) in the restricted problem considered at step j, j = 1,2,...,K.. 
^ 1 
The estimator Y'(*) is also unique. The proof of uniqueness is similar to 
that done in (II) in the proof of the uniqueness of W'(») and for this 
reason it will be omitted. 
That concludes the proof of the admissibility and uniqueness of the 
estimator Y (•) for the restricted problem considered at step j, 
j = 1,2,...,K^. 
Second part of the proof of Theorem 2.5. 
In this part of the proof, we will show that 
(!) the estimator W'(') is admissible for W(8*) when 0*£0, the 
sample space is X and the decision space is = (P,"»), 
(ii) the estimator Y*(*) IS admissible for Y(0*) when 0*£0, the 




0 = {G*: 0 < 8 < 1, 0<p^<l, 1 = 1,2 M, S = 1, 
1=1 
R 
Re{l,2,3,...,M*},0 < q < 1, Z q = 1} 
3 j=l 
and 
X = {(x,r',y): 0 < x < n, 1 = 1,2,....M, y > 0, j = 1,2,...,r', 
~ — 1 — ] 
r '  M  
0 r' £ mln(n,M*), Z y + S x. = n}. 
j=l ^ 1=1 
Proof. Proof of (i). To prove the admissibility of the estimator W'(*) 
let's suppose that W'(^) is not admissible. Then, there exist an esti­
mator Ô* for W(0*), such that 
E8*[(6f-W(8*))2] < (2.1.40) 
for all 8*E0 with strictly inequality for some 0*e0. 
Now, consider the case where the vector data e A, and 0*E0(Ç?'), 
X 1 
where 0(ÇÎ') = {6*: Ç^(0*) > 0}. Then, since 
X "V X 
W'(data) = W ^(data) 4 
is the unique Bayes estimator of H(8*) against the prior over the 
set then the estimator 5* must be equal to W' for those data which 
belong to A^. Now for everj' 0*E0(,Ç^) 
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EflJ(6*-W(.0*))^] = Z [Ô*(data)-W(e*)]^f(datal0*) 




+ Z [6*(data)-W(0*)]^f (datai 0*) 
tdataaj) 
Z [6*(data)-W(0*l]2f(datai 0*) (2.1.41) 
{dataeA^} 
since f(data|0*) = 0 when 0*e0(.Ç,) and data i A^. 
•w «sr X 1 
Similarly, for 0*e0(Ç^) 
Eg*[(W'-W(0*))2] = E [(W'(data)-W(0*))2]f(datai 0*). (2.1.42) 
{datasA^} 
Therefore, (2.1.41) and (2.1.42) imply that the equality holds in 
(2.1.40) for 0*e0(Ç^). Now, considering the case where data e A^ and 
' « X  6  
8*60(^2), where G^Cg) = {8*: ^ 0} since W'(*) is the unique Bayes 
estimator over the set A^ for estimating W(0*), then 
ô|t(data) = M'(data) 
for every data e A^ and again equality holds in (2.1.40) since for 
0*60(^2) and data i A^,f(data|0*) = 0. 
129 
By repeating this argument over and over again up to the point 
considered, we Bet 
that 
^ min(n,M) ^  
6*(.data) = W'(data), for every data e ( U A.), 
i=l ^ 
and 
o . o mln(n,M) ^ 
EQ*I(6*-W(9*))^] = EQ*[(W'-W(8*)) ] for all 8* E ( U 0^), 
~ ~ i=l 
(2.1.43) 
mln(n,M) ^  g 
Now, consider the case where data e X-( U A.) and 0*EEL. We 
i=l ~ 1 
have in the second main step discussed in the first part of this proof 
that the estimator W'(*) is admissible for W(8*) and it is unique for 
this case. Therefore, 
EQ*[(W'-W(8*))2] < Eg*I(6*-H(8*l)2j (2.1.44) 
2 2 
for all 8%0. with strictly inequality for some 0*e0 . 
3 
Now, for every j = 1,2 consider the case where data e 
3 
and 0*e0.. We have shown in the third main step discussed in the first 
J 
part of this proof that for the restricted problem with parameter space 
0j and sample space X^,the estimator W'(») is admissible for W(0*) and 
it is unique. Therefore, for every j, j = 1,2, 
EQ*[(W'-H(8*))2] < Eg*[(6*-W(8*))2] (2.1.45) 
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3 "î 
for all 6*e0 with strictly inequality for some 0*E0.. 
J J 
Considering the facts (2.1.43), (2.1.44) and (2.1.45) all 
together, we get the conclusion that 
EgJ(W'-W(e*))^] < EQ*I(6*-W(8*))%] 
for all 6*e0, with strictly inequality for some 0*e0, which is a con­
tradiction with the inadmissibility assumption for W'(*)« Therefore, 
we conclude that the estimator W'(*) is admissible for W(8*) when the 
statistical problem with the triple (X,0,P^) is considered. 
That concludes the proof of (i). 
Proof. Proof of (ii). The proof of the admissibility of Y'(*) in this 
case is done by using the same argument as used in the proof of (i). 
In fact, the proof is just a repetition of the proof done in (1) and 
for this reason it will be omitted. (Just replace the estimator W'(«) 
by the estimator Y'(*) in the proof of (i).) Therefore, we can conclude 
that the estimator Y*(*) is admissible for y(Q*) when the statistical 
problem with the triple (X.G^Pg) is considered. 
That concludes the proof of Theorem 2.5. 
Remark 2.1.5. Note that for every fixed R and 0, Re{l,2,...,M*}, 
0 < 0 < 1, when B ->• 0 in the Dirichlet distribution with parameter 
vector a = (a =3, i = 1,...,R, a^=Rg), the variance of every q , 
U J 
j = 1,2 ,... ,R, goes to 00, i.e., Var[qj ] -> oo, j = 1,2,... ,R. Therefore , 
the use of 3 •>" 0 suggests that there exists a big heterogeneity among 
the abundance values of the species in the group 2. 
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The proof of Theorem 2.5 suggests the following corollary. 
Corollary 2.1.2. Let T be the total number of distinct species present 
in the region of investigation, T unknown. Suppose that there exists 
some upper bound H for T, H < <» and known. Let ^(') be any probability 
H 
function such that ^(t) > 0, te{l,2,... ,H}, Z ip( . t )  = 1. Suppose the 
t=l 
region is sampled by using sampling by elements. Then, 
(a) the estimator defined as 
H t 
'  7 '  ,  ,  
t=t' t 
where t' is the total number of distinct species observed in the 
sample, 0 < t' < min(n,H); is admissible for T, 
(b) the estimator dgt") defined as 
ggCc') = 0 
where t' is defined as in (a), is admissible for y ,  where y  is the 
probability of observing a new species if one more element is 
selected from the region after the observation of the sample of n 
elements. 
Proof. The proof of this corollary was done in the second main step 
of the proof of Theorem 2.5. 
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Note that In Corollary 2.1.2 all the species In the region are 
treated all together in the same group and there is no available list of 
species which could be possibly living in the region at the moment when 
sampling is done. 
So far, that is the idea that has been used in the literature when 
the estimation of the total number of distinct species in the region and 
the probability of observing new species are considered from a strict 
Bayesian point of view. See, for example, Lewins and Joanes (1984), 
Boender and Rinnooy Kan (1983, 1987) and Boender and Zielinski (1985). 
3. QUADRAT SAMPLING - EMPIRICAL BAYES ESTIMATION 
Consider again the problem of making inferences about the total 
number of distinct species in some specified region of investigation. 
When the organisms in the region are discrete and can be counted a 
random sample of individuals could he taken. However, in practice this 
sampling procedure is not easy to carry out, it is expensive and some­
times even impossible. An alternative sampling procedure which is more 
feasible for most of the real situations is quadrat sampling. It can be 
done in two different ways. One is to divide the whole region into N 
quadrats of equal area (not necessarily of the same shape), N < «>, and 
then take a random sample of n quadrats from N, n ^  1. The other is to 
place at random n quadrats of equal area and fixed shape in the region 
of investigation. In both cases, the n quadrats in the sample are totally 
observed. So, in fact, when quadrat sampling is used a random sample of 
space is taken instead of a random sample of individuals. As one can 
easily imagine the existence of correlation between quadrats is often 
observed. It has been observed in Ecology that species usually presents 
some natural patchiness and clumping which creates the dependence between 
quadrats and within quadrats. 
Some attempt has been made lately to estimate the total number of 
distinct species when quadrat sampling is applied. However, so far the 
estimators found in the literature are nonparametric and developed by 
using jackknife and bookstrap procedures. 
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In this chapter, we propose new parametric estimators for the 
problem» All of them can he used when quadrat sampling is done by 
setting a grid of N quadrats on the region of investigation. Some 
examples are considered and some comparisons with the jackknife and 
bookstrap estimators are made. The effect of quadrat area and sampling 
area on the estimators we have derived is also discussed. 
3.1. Statistical Model II 
Suppose that the region of investigation is divided into N quadrats 
of the same area, N < <*>. The shape can vary from quadrat to quadrat. 
Let S be the total number of distinct species present in the region when 
the sampling is performed and let s^,s2,...,sg be the names or labels of 
those S species in the region, S unknown and finite. We want to estimate 
S. For each species let p^ be the probability that the species s^ is 
observed in a typical quadrat of the region. So p^ is the same for any 
quadrat, 0 < p^ < 1, i = 1,2,...,S. It is important to notice that p^ 
is not the probability that the species s^ is present in the quadrat, 
but the probability of observing the species s^ in the quadrat. This 
definition of p^ implies that for any particular quadrat containing the 
species s^ there is a possibility of missing the species s^ in the process 
of observation of that quadrat. See Remark 3.1.3 for more details. 
Let's assume that Pj^,P2j... ,Pg are i.i.d. random variables from 
some continuous density function g(*) on (0,1). 
Suppose a random sample of n quadrats, n ^  1, is taken from the 
collection of N quadrats. Let be the number of quadrats in the sample 
135 
where the species was observed, 1 = 1,2,...,S. Then, given p^, 
0 < p^ < 1, Is a binomial random variable with parameters n and p^^, 
i.e., 
PlX^=k|p^] = (k)Pi(l-Pi)""^ (3.1.1) 
ke{0,l,2,...,n}, 1 = 1,2,...,S. 
Now let n^ be the number of species observed in exactly x quadrats 
in the sample, n^e{0,l,2,...,S}, xe{0,l,2,...,n}. For each species s^ 
the probability that it will be observed in exactly x quadrats in the 
random sample of n quadrats is given by 
= P.lX^=x] = /J PlX^=x|p^]g(p^)dp^ 
= /J(^)p^(l-p)""*g(p)dp 
X 0,1,2,...,n. 
So is the same for any species s^, 1 = 1,2,...,S, and represents the 
probability that a typical species will be observed in exactly x quadrats 
from those n quadrats, in the random sample. Given S and n^ is a 
binomial random variable with parameters S and For every x, 
X£{0,1,2,...,n}, let be the expectation of the random variable n^. 
Then, 
\ ^ SYx" (3.1.2) 
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Note that Oq is unobservable and must be estimated from the sample. 
Now suppose an additional sample of m quadrats, m ^  1, is taken from those 
N-n unsampled quadrats. Let A^(m) be defined as 
A^(m) is the expected number of species that will be observed 
in the new, sample of m quadrats and that have not been observed 
in the first sample of n quadrats, i.e., A^(m) is the expected 
number of new species that would be seen in the new sample of m 
quadrats. 
Now for any species s^ the probability that it will be observed in 
the additional sample of m quadrats and it was not observed in the first 
sample of n quadrats is given by 
Y* = /g(l-p)"tl-(l-p)™]g(p)dp. 
If denotes the number of species observed in the second sample of 
m quadrats, which were not observed in the first sample of n quadrats, 
then before the first sample is observed Z has a Binomial distribution 
m 
with parameters S and y * ,  i.e., 
P[Z^=k|s,Y*] = (*)Y*^(1-Y*)™"^. (3.1.3) 
Therefore, A^(m) can be expressed as 
A^(m) = Eg[Z^] = SY* = S/J(l-p)"[l-(.l-p)®]g(p)dp (3.1.4) 
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which can be expressed as 
A (m) = S/î:(l-p)"[ 2 (")p*(l-p)"^*]g(p)dp 
n u x=l X 
= S Z ("^/lp*(l-p)"+m-Xg(p)dp. (3.1.5) 
x=l * " 
Note that when m = N-n, A^(N-n) is the expected number of new species 
that would be observed in all the unsampled quadrats and that were not 
observed in the first n sampled quadrats. Now according to this model, 
the total number of species that would be observed if all N quadrats were 




Z n is the total number of distinct species observed in the 
x=l * 
random sample of n quadrats; 
Z„ is. the total number of distinct species which were 
N-n 
observed in those N-n unsampled quadrats and which were 
not observed in the random sample of n quadrats. 
Therefore, given S, the expected number of species that would be 
observed in the region when all N quadrats were observed is given by 
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EgO] . E Egln^] + Eg|Z^_J 
X=1 
n 
Z n + A (N-n) (3.1.7) 
x=l * " 
which is finite since by assumption 9 is bounded by S, S < <». 
n n 
An unbiased estimator for Z n is given by s' = Z n , where s' is 
x=l * x=l * 
the observed total number of distinct species in the random sample of n 
quadrats. Therefore, if A^(N-n) is some unbiased estimator of A^(N-n), 
then an unbiased estimator for Eg(8) is given by 
0 = s' + A^(N-n). (3.1.8) 
Now suppose that the distribution of p^, i = 1,2,...,S is a Beta 
with parameters a > 0 and g > 0, i.e., 
^P) = r(a)?(S) p''"'^Xl-p)G-l, 0 < p < 1 (3.1.9) 
a and 6 known. 
Then, for this case an unbiased estimator for A^(m), me{l,2,3,... ,N-n}, 
is introduced in Theorem 3.1 and an unbiased estimator for Eg(0) is intro­
duced in Theorem 3.2. A limit form of all the proposed estimators is 
given when a ^  0. 
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Theorem 3.1. Suppose that Pj^,P2»• • • »Pg are 1.1.d. according to a Beta 
distribution with parameters a and 6, i.e., g(p^) is given as in (3.1.9) 
for every i = 1,2 S. 
Then for every m, Tne{l,2,3,... ,N-n}, 
(i) the estimator A^(ml given by 
where 
n^ is the total number of distinct species in the sample 
which were observed in exactly one quadrat from those n 
quadrats in the sample 
and 
ri'J denotes the Gamma function; 
is an unbiased estimator for the expected number of species that would 
be observed in the second sample of m quadrats and that were not observed 
in the first sample of n quadrats, i.e., A^(ra). 
(ii) When a ->• 0 the estimator A^(m) in (!) converges to A*(m) 
where 
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where F* denotes the first derivative of the function r(*), 
digainma function applied on n+m+8 and is the 
digamma function applied on n+6. 
Proof. Proof of (i). Under the assumption that Pj^,P2»• • • >Pg are i.i.d. 
from a density 
:(P) = TTSTrlGT o<p<i 
a > 0, 3 > 0, a and 3 known constants, y^» and A^(m) are expressed as 
r, =/Jop-a-p)"-'r»p"-^i-p)«-^dp 
- r(a+3) r(x+a)r(n+3-x). /o , IQS 
r(a)r(3) r(.n+a+3) (J.l.lU) 
A^(m) = S/l(l-p)"[l-(l-p)*] r[ffr(3) P°'"^(l-P)^"^dp 
r(a+3) rr(a)r(n+3) r(a)r(n+n+3)i 
^ r(a)r(3) ^ r(n+<%+3) ' r(n-hn+ct+3) ^ 
r(g+S) r r(n+3) r(n+m+3) i , -lo") 
^ r(3) T(n+a+3) ' r(n+m+a+3)^* ^ ' 
Note that for x = 1, is given by 
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n = sn r(a+6) r(a+l)r(n+6-l) i ... 
"^ 1 r(a)r(3) r(n-m+3). ' (.3.1.13) 
By multiplying and dividing A (^ra). given in (3.1.12) by 
(n we get that A^(m) can be expressed as 
A . V rq r(a+3) r(a+l)r(.n+3-l) rr(a)r(n+g) r(a)r(n-hn+3)i 
n^™^ - Ibn r(a)r(3) r(.n+a+6) ^r(n+ct+3) " r(n-hn+a+3) ^ 
r(n40t-f6) , 
nr (a+l)r (n+3-1) 
'^Ir r(n+3) _ r(n-hn4-3)r(n+a+3) i 
n ar(n+3-l) aP(n+3-1 ) T (n-hn+a+3) 
*^1 r/_.o -IN (n+3-l)r(n+m+3)r(n+a+3) 1 
r(n+3)r(n+m-Kx+3) ^ 
= s TTH^Syi • 
If we consider the method of moments to estimate we get that an 
unbiased estimator of rij^ is given by 
\ = *1 
where n^^ is the number of distinct species in the sample which were 
observed in exactly one quadrat from those n quadrats in the random 




% (n+3-1)[1 - r(n+a+3)r(n+m+6) 
r (n+S ) r (n+m+oi+3 ) 
A^(in) = (3.1.15) 
i.e., A^(in) Is an unbiased estimator of the expected number of species 
that would be observed in the second sample of m quadrats and that were 
not observed in the first random sample of n quadrats. 
That completes the proof of (i). 
Proof. Proof of (ii). In order to evaluate the limit as a ->• 0 of the 
estimator A^(m) given in (i) we will use the L'Hospital's rule since 
lim A (m) = lim 
a->0 " a-vO 
lira h.(a) 
_1 ct-H) 
n lira hgCa) 
a-^0 
where 
h^(a) = (n+3-1)[1 - r (n-fa+3)r(n+m+3) 
r(n+3 )r(n+m+a+3) 
hgOa) = a 
are differentiable functions on (0,<»), h2(a) 4 0 for ae(0,<») 
lira h (a) = 0 and lim h_(a) = 0. 
a-H) a-»-0 
By taking the first derivative of h^ and h^ w.r.t. a we get 
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" da ^ 1(0) = (n+3-l){- [(da ^<"+«+6)) 
T(n-Kx+B) ^ d r(^+n^+g))]} 
[r(n-hn-kt+B)]^ 
= A = 1 
so that 
llin hi (a) = 1 
a-+0 
and 
1^ h[(.a) - (n+3-l){- r(n+3)^T(l^(.da ^(n+a+g)) lim r(n+m+a+6) 
- (lira r(n-kx+3) )iiin(A r(n+m+a+3) ) ] }. 
a->0 [r(n+ra+a+3)] a-H) ° 
Now we have that 
(a) liraC^r(n+a+3)) = lim /. ^ n+0(+3 1^^ x)e *dx. 
a-Kl ct->0 " 
By using the fact that for all xe(0,°o), h(x) = ^(In x)e * is 
continuous for a = 0 and for all ae(-e,e), e > 0, e small, |h(x)| ^  
^n+3+lg X ££ xe[l,«>) and |h(x)| ^  x'^^^e if xe(0,l], which are 
integrable functions of x, then we can conclude that 
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y, x)e-*d% 
is continuous for a = 0 and 
lira x)e ^dx = /_ lira ^(In x)e *dx 
«4-0 " " a-X) 
= /q x"^^ ^(.In x)e *dx = r'(n+3) 
where r'(r) stands for F'(r) = r(yy where F(y) = x^ ^e *dx. 
(For more details, see Cramer, 1946, p. 67). Similarly, 
(b) lira r(n+m+a+3) = lim /_ ^e *dx 
a-K) a-K) 
= /" Un. 
a->-0 
= r(n+ra+3). 
(,c) llra(^ r(n+m+a+3)) = lim /_ ^(In x)e ^dx 
«4.0 oM) " 
= /q X'^"*^"'"^ ^(In x)e *dx = F'(n+m+3) , 
(d) lira F(n+a+3) = 11m ^e ^dx = F(n+3). 
a-K) a-K) 
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Therefore, by using (a)-(d), lira h'(a) is given by 
a-K) ^ 






= (n+6-l){- r' (n+6) . r*(h-hn+3)i 
r(n+S) r(n-hn+6) ^ 
and so the limit of A^(m) when ot -»• 0 is given by 
A*(m) = lira A (m) = — (n+3-1)[ 
n ^ - n n 
r'(n+m+3) r' (n+3)-| 
r(,n-hn+3) ' r(n+3) ^ 
which completes the proof of (ii). 
That completes the proof of Theorem 3.1. 
Theorem 3.2. Suppose that Pj^»?£»• • • »Pg are i.i.d. according to a Beta 
distribution with parameters a and 3, i.e., g(p^) is given by (3.1.9) 
for every 1 = 1,2,...,S. Then, 
(1) The estimator 9 given by 
n 
i (n+3-1)[1 - r(n+3+a)r(N+S)1 
r(n+3)r(N+a+3)J 8 = s' + na 
where 
s' is the total number of distinct species observed in the 
random sample of n quadrats, 
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Is the total number of distinct species In the sample 
which were observed in exactly one quadrat from those n 
quadrats in the random sample taken, 
and 
r(') denotes the Gamma function; 
is an unbiased estimator for the expected number of distinct species 
present in the region of investigation at the moment when sampling is 
performed. 
(.11) When a ->• 0 the estimator 0 in (1) converges to 8* where 
where T' denotes the first derivative of the function ?('), 
is the digamma function applied on N+8 and is the dlgamma func­
tion applied on n+g. 
Proof. Proof of (.1). By (.1) from Theorem 3.1 when m = N-n an unbiased 
estimator for A^(N-n) is given by 
^ to+B-i) [1 - • 
Therefore, by (3.1.8) an unbiased estimator for the expected number 
of distinct species that would be seen if all N quadrats were observed 
is given by 
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0 = s' + A^(.N-n) 
which completes the proof of part (i). 
Proof. Proof of (ii). We have that 
By (ii) from Theorem 3.1 
55 <"+6-1)11 - f 'rcwef ' 
Therefore, 
6* = + IT to+6-1) 
which completes the proof of (ii). 
That completes the proof of Theorem 3.2. 
Remark 3.1.1. Note that the estimators 9 and 8* depend, from the sample, 
only upon s' and n^, i.e., the total number of distinct species observed 
In the sample and the total number of species which were observed in 
exactly one quadrat in the sample. Therefore, there is no need to keep 
track, of the individual frequencies of each.species in each observed 
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quadrat. This is an important fact since in many practical situations 
it is impossible to keep track of the individual frequencies. For 
example, in the estimation of the total number of distinct species of 
birds present in some specified region, the individual birds with a 
given species are often indistinguishable and, therefore, we can't have 
the information of the individual frequencies of each species of birds 
in each observed quadrat. 
The estimators Ê and 6* also take into account the sampled and un-
sampled areas of the region since they depend upon N and n. 
A A 
Remark 3.1.2. The estimators 0 and 6* were derived under the assumption 
that a and 3 are known constants. However, we can think of estimating 
their values by using the data from the observed random sample of n 
quadrats. A method for doing so is explained in Section 3.3. ïfhen the 
estimation of a and 3 is done by using the observed data, the estimators 
6 and 6* are called Empirical Bayes estimators where the term Empirical 
stands for the fact that we are using the observed data to obtain the 
estimated values for the parameters of the prior distribution g(*). 
Remark 3.1.3. In the Statistical Model II, used to derive the estimators 
A A 
0 and 0*, we define p^ as the probability of observing a species s^ in a 
typical quadrat of the region not just as the probability that It is 
present in the quadrat. It is interesting to note that this assumption 
is very reasonable for the study of moving species, as birds, fish and 
mammals;, for example. Let's consider the birds example. Suppose that It 
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is decided to use quadrat sampling to make the estimation of the total 
number of distinct species of birds in some specified region. Suppose 
that an observer is sent to every quadrat In the sample. The observer 
stays at the quadrat for a certain fixed time and has to write down all 
those distinct species of birds he can see and identify. It is easily 
to imagine a situation where by the time the observer is making the 
identification of a particular bird another bird can fly by and fly away 
before the observer has time to look at and make its identification. 
Now in the case of vocabulary studies, this assumption doesn't make 
sense since if the author has used a word in some particular quadrat there 
is no way of missing that word if that quadrat is observed. In this case, 
p^ should be interpreted as the probability that the word is present in the 
quadrat. 
Remark 3.1.4. It is interesting to note the intuitive appealing of the 
estimators 0 and 8* derived in Theorem 3.2. It is well-known that the 
total number of distinct species, s', observed in the sample, is just a 
lower bound for the total number of distinct species, S, in the region, 
and it is usually much smaller than the value of S. Therefore, if one 
wants to produce a better estimate for S it is natural to think of in­
creasing s' by the value of some function of the observed data set. In 
Ecology, it is often observed that the presence of the rare species in 
the region, i.e. , species which are very difficult to be observed in the 
sample, is. a crucial factor in the difference that exists between the 
values of s' and S. Therefore, it seems natural to Increase the value 
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of s' by some function that depends upon the total number of rare 
species observed in the sample. In the case of quadrat sampling, the 
information about the rare species in the region is reflected in the 
number n^, so that it seems reasonable to increase the value of s' by 
some function of n^. 
Remark 3.1.5. It is interesting to note that when p^ is assumed to have 
a Beta density with parameter a and 3, ot > 0, 3 > 0, i = 1,2,...,S, the 
expected value Eg(6) can also be expressed as 
EgCe) - £ Eg(n^) + EgCZg..) = Z SY, + Sv* 
:Fl x=l 
= S(1-Yq) + SY* 
cfi r(a+s) r(n+3) , r(a+6) r r(n+g) r(N+3) 
" " r(3) r(n+a+3) r(3) T(n+a+3) " r(I«-a+3)^^ 
- qfi _ r(a+3) r(Nf3) n 
" r(3) r(l«-a+3)-^* 
In this case, if N is large and a is not too small, say a 2 y, 
then Eg(6) converges to S since 
^ r(S) ° "• 
However, if a is small, i.e., a ->• 0, then the Eg(8) converges to 
zero for every value of N, N ^  1, since in this case 
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ii™ r(a+6) r(N+6) ^ 
r(3) r(N4a+0) 1' 
Intuitively, this curious fact can be explained in the following 
way. ("Then a ->• 0 the Beta density for p^, i = 1,2,...,S, is very con­
centrated on small values of p^, i.e., p^ very close to zero. Therefore, 
when one takes an observation from a particular quadrat there is a high 
probability that the species s^ will be missed in the observation even 
though is present in that quadrat. Since we are assuming the same 
density for every p^, i = 1,2,...,S, and since p^ is the same for every 
quadrat, then it is natural that under this model the number of species 
one expects to see when all N quadrats in the region are observed is 
close to zero. 
Remark 3.1.6. It is important to notice that although the estimators 
0 and 0* were derived to estimate the Eg(0), they don't depend upon S 
and, therefore, they can be used to estimate the true unknown number S 
of distinct species in the region. However, for a and 3 known the esti­
mators 0 and 0* are biased for S. The performance of 0 and 0* as an 
estimator of S in the case where a and 6 are estimated from the sample 
will be discussed in Section 3.5. 
Remark 3.1.7. It can be seen that for a fixed known 8, 6 > 0, the esti­
mator 0 proposed in Theorem 3.2 is an decreasing function of a and its 
maximum value occurs as a approaches zero. Therefore, for a fixed known 
A 
S, 8* is the maximum estimate for S one can get by using the Statistical 
Model II. 
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In the case where ot ->• 0 the Statistical Model II reflects the 
existence of many rare species in the region, where the term rare stands 
for the fact that the species is very difficult to be observed. 
Remark 3.1.8. For N large, a and $ known and a not too small, i.e., 
1 
ot ^ -J, the estimator 0 is bounded since 
ê - i (.+«-!) [1 - sa" 
^1 s ' 
= s' +— (n+3-1) <8 +— (n+6-1) 
_ gi [na+n+6-l] ^  
na 
When a ->• 0 the resulted estimator 9* is unbounded. 
In Theorems 3.1 and 3.2, we have considered the case where the random 
variables Pj^,P2,.. • ,Pg come from a single Beta distribution. Now the 
model can be extended to the case where several different Beta distribu­
tions are allowed for Pj^»P2»• • • >Pg» Theorem 3.3 introduces ân unbiased 
estimator for A^(m) and for Eg(0), rae{l,2,...,N-n}, when the extended model 
is considered. A limit form of the obtained estimators is also presented. 
Theorem 3.3. Let IT be the family of densities defined as 
r(a +8 ) a -1 8.-1 
(P) = r(a])r(3j) P (i-P) ' 0 < P < 
> 0 ,  > 0  k n o w n  c o n s t a n t s ,  j  =  1 , 2 , . . . , K }  
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where K is a finite integer number. Let b. be the probability that 
J K 
PI»PO»»««»"Q are i.i.d. from the continuous density g.(•), Z b. = 1, 
^ J j=l J 
0 < bj < 1, j = 1,2,...,K. Then, 
(i) the estimator A^(m) given by 
and 
^ n K (n+6.-l) r(n+ra+6. )r(,n+a +6 ) 
where 
n^ is the total number of distinct species in the sample 
which, were observed in exactly one quadrat from those n 
quadrats in the random sample 
r(*) denotes the Gamma function; 
is an unbiased estimator for the expected number of species that would be 
observed in the second sample of m quadrats and which were not observed 
in the first sample of n quadrats, i.e., A^(m), me{l,2,...,N-n}. 
(ii) When ->• 0 for all je{l,2,... ,K} the estimator A^(m) in (i) 
converges to A*(m) where 
n K r'(n+m+3.) T'(n+3.) 
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where F' denotes the first derivative of the function r(«) and 
r'(n+m+3J r'(n+3.) 
7(almlg ) * r(n+8 ) digamma functions applied on (n-fm+3) and 
(n+3j). respectively, j = 1,2,...,K. 
(iii) The estimator 0^ defined as 
n K (n+3,-1) r(n+a +3,)r(N+3.) 
= + T j!, "j 
where 
s' is the total number of distinct species observed in the 
random sample of n quadrats and n^ is defined as in (i); 
is an unbiased estimator for the expected number of distinct species 
which would be observed if all N quadrats of the region were observed. 
(iv) When -»• 0 for all je{l,2,... ,K}, the estimator 8^ in (iii) 
converges to 8* where 
n K r'(N+3,) r'(n+3.) 
0* = s» +—^E^(n+3j-l)[p(j^3^j - p(n+3^) ] bj 
r'(w-3.) r'(n+3 ) 
where for every j = 1,2,...,K, p^N+T) ' F(n+3 ) digamma func­
tions applied on N+3j and n+3j, respectively. 
Proof. Proof of (i). Under the assumption that Pj^,P2,... ,Pg are i.i.d. 
from a density g^ e ïï, we have by (i) from Theorem 3.1 that for every m. 
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me{l,2,.,N-n}, is an unbiased estimator of A^(m) where 
n r(n+a +6 )r(n+m+3.) 
^n " ÏÏÔJ [1 - r (n+8j )r (n-tm-hXj +6^ )^ 
Now consider the estimator 
K 
À„(in) » Ï (âp'wjb,. 
n j.i n } 
Then, 
K . K 
Eg[A (m)] = Z E (A/J/(m))b = Z A (m)b = A (m), 
S n j=i S n j j=i n J " 
V A^(m) e 0 = [0,S]. 
Therefore, A^(m) Is an unbiased estimator for A^(m). 
Proof. Proof of (il). By (11) from Theorem 3.1 we have that for every 
me{l,2,3 N-n}, 
^ n r'(n+m+3 ) T'(n46 ) 
ll^A ^  (m) = - (n+gj-l) [r(n+m+gj) " r(n+6^) 
Therefore, for every me{l,?.,3,... ,N-n} 
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A*(m) = 11m A (m) = Z ( 11m A^^^(Tn))b. 
ttj-K) " j=l aj->0 " J 
Vj=l,2,...,K V .1=1,2,...,K 
n K r'(,n-hn+6.) r'(n+8,) 
That concludes the proof of (11). 
Proof. Proof of (111). By (1) the estimator A^(N-n) defined as 
n K (n+g -1) r(n+a,+6,)r(N+6,) 
is an unbiased estimator of A^(N-n). 
Now consider the estimator 6, defined as 0, = s' + A (N-n) where 
1 In
n 
A (N-n) is given as in (3.1.16) and s' = Z n . Then, 
x=l * 
Eg(8^) = Eg(s') + Eg(A^(N-n)) 
n 
= Z n + A- (N-n) = E_(0). V E.(0) £ G = [0,S], 
x=l * " ^ S 
Therefore, the estimator 0^ is unbiased for Eg(0) 
Proof. Proof of (Iv). By (11) we have that 
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n K r'(N+B,) r'(n+e,) 
lii^ A^(N-n) = — "r(n+3j)^^-
V j = l,2,...,K 
Therefore, 
0- = lira [s' + A (.N-n)] = s' + 11m A (N-n) 
" aj->0 " 
V j=l,2 K V j=l,2 K 
n K r' (W-g,) r'(n+3 ) 
" ^r(N+6j) " r(n+3j) 
That concludes the proof of Theorem 3.3. 
Remark 3.1.9. Note that although the estimators and 0* were derived 
to estimate the Eg(0), they don't depend upon S and, therefore, they can 
he used to estimate the true unknown number S of distinct species in the 
region. However, 0^^ and 6J are biased for S. The performance of 0^^ and 
0* as an estimator of S is considered in Section 3.5. 
3.2. Use of A^(ra) to Determine a Sampling Stopping Rule 
Suppose the investigator is interested in stopping the sampling 
procedure if he is reasonably sure that at least a*% of those species in 
the region were observed in the sample, 0 < a* < 100. First, he takes a 
sample of n quadrats, n ^  1. After the first sample is observed he 
decides to take a second sample of m quadrats, me{l,2,...,N-n}, only if 
he believes that less than a*% of those species in the region were observed 
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in the sample. In this case, he wishes to know for a given n how he 
should choose m. The Statistical Model II can be used in this situation 
to find an ad hoc solution in the following way. Let 0' be the number 
of distinct species that would be observed in a sample of n+ra quadrats, 
i.e., 
n 
En + Z 
x=l * ™ 
where Z is the number of distinct soecies that would be observed in the 
m 
second sample of m quadrats and that were not observed in the first sample 
of n quadrats. Then, given S, the expected value of 9' is 
n 
E (0') = Z + A (m) 




Therefore, for a and 3 known an unbiased estimate of Eg(0') is given 
0» = s' + A^(m) 
where s' is the total number of distinct species observed in the first 
sample and is given as 
159 
s„(m) - ^  (n+6-1)II - (3.2.1) 
where is the number of species in the sample which were observed in 
exactly one quadrat in the sample. 
The main goal of the investigator can be expressed as, 




which implies that 
\(Tn) = - s'. (3.2.2) 
The expression in (3.2.2) is useless since S is unknown. However, 
we can think of using the estimate 9 given in Theorem 3.2, in place of S, 
i.e., 
A^^m) = - s*. (3.2.3) 
In this case, given the first sample of n quadrats the values of s' and 
A ^ 
0 are known. Then, we can calculate the value of A^(m) for several 
different values of m, me{l,2 N-n} and find the value of m which 
satisfies the equation (3.2.3). The perfoirmance of this method as a 
procedure to find the best value of m to stop the sampling depends upon 
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A 
the performance of the estimator 6 as an estimator pf S. If It Is assumed 
that a ->• 0, then the limit form of 0, 0*, has to be used In (3.2.3). An 
application will be given in Section 3.5 In the case where a and 6 are 
estimated from the sample according to the method that will be described 
in Section 3.3. 
3.3. Estimation of the Parameters a and 3 
A A 
The estimators A^(m) and 0 presented in Section 3.1 depend upon the 
numerical values of those parameters a and 8 from the distribution of p^, 
i = 1,2,...,S. As we mentioned, these parameters were supposed known. 
Now these parameters can also be estimated by using the results observed 
in the random sample of n quadrats. To do this consider the collection 
of n quadrats that compose the random sample. Define the classes C^, 
X = 1,2 as follows: 
is the class containing all those species in the sample which 
are observed In exactly x quadrats from those n quadrats 
in the random sample. 
Then, for every particular species s^ observed in the sample the 
probability that it will belong to the class is given by 
P[X^=x,s^esample] 
P[s^esaraDleJ n q^ = P[s^eC^|s^esample.] = 
n 
z = 1. 
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By recalling that 
^ ,n. r(a+3) r(x+a)r(n+6-x) 
^x-* r(a)r(g) r(n+a+6) 
we have that 
,n. r(a+S) r (x4a)r(n-f6-x) 
q = V r(a)r(G) r(n+a+g) 
* y M. r(a+3) r(x-f<x)r(n+3-x) 
r(a)r(3) r(n+a+3) 
(")r(x-Kx)r(n+3-x) 
* , X = 1,2,...,n. (3.3.1) 
n 
E r)r(x+a)r(n+3-x) 
x=l ^  
n 
Now given s' = Z n , where s' is the total number of distinct 
x=l * 
species observed in. the random sample of n quadrats, the random vector 
(n^,n2.,n^) has a multinomial distribution with parameters 
n 
(q, ,qn,« • • »q ), ^ q. — l» 0 ^  9 « ^ 1» 1 1*2,...,n, i.e., 
x ^ n 1=1 1 1 
f[n ,n_,.. .,n I s ' ]  = (3.3.2) 
5 n ! 
X=1 ^ 
n n 
where n^ is the total number of species observed in the sample which 
appear in exactly x quadrats from the sample, x = l,2,...,n. 
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Therefore, we can get the maximum likelihood estimates of ot and 6 
by maximizing the function f(n^,...,n^|s') w.r.t. a and 6 or equivalently 
by maximizing the function In f(n^,n2,...,n^|s'). Unfortunately, the 
derivatives of In f(n^,...,n^|s') are nasty involving terms of digamma 
functions and the maximum likelihood estimates a and 3 of a and 3 can't 
be expressed analytically. So the function ffng n^|s') or 
In f(n^ n^|s'). must be maximized by some numerical procedure. 
It is interesting to note that when a -+• 0 the probability that any 
particular species won't be observed in the random sample of n quadrats, 
Yg, converges to one. This is so since 




^0 - Fclr - 1-
Note that although g(p) is an improper density when a = 0 the 
likelihood function f(n^,...,n^|s') given in (3.3.2) is well-defined for 
a = 0 since the probabilities in (3.3.1) are well-defined for a = 0. 
Therefore, one could think of fixing a = 0 in the likelihood function 
f(n^,...,n^Is') and maximizing the resulting function w.r.t. 6. This 
procedure of estimation is so-called pseudo maximum likelihood estimation 
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(Samanlego and Gong, 1981). VJlien this approach of estimation is used 
would be observed in a second sample of m quadrats and that were not 
observed in the first sample of n quadrats and we should use 8* as an 
estimate of the total number of distinct species present in the region 
of investigation at the time the sampling is performed. 
Note also that in order to get estimates of a and 3 by the maximum 
likelihood procedure we must take a random sample of at least n = 3 
quadrats from the collection of N quadrats. If n = 1 or n = 2 there 
would be an infinite number of pairs (a,3) giving the same numerical 
value for the function f(n^,n2,...,n^|s'). However, the pseudo maximum 
likelihood estimates are always possible to be obtained for n ^  2. 
Tfhen n = 2 the pseudo maximum likelihood estimate of 3 is given by 
Some examples are considered in Section 3.5. 
3.4. Approximate Confidence Intervals 
A (1-Y)100% confidence interval for Eg(6), 0 < Y < 1 can be obtained 
A 
when a and 3 are supposed known. We have that the estimator 0 given 
in Theorem 3.2 can be expressed as 
we must use the limit form of A^(m) and 6 as a •+• 0, i.e., we should use 





where Is the observed distinct number of species in the sample which 
appear in exactly x quadrats from the sample, x = 1,2 n. 
Recall that n^ has a Binomial distribution with parameters S and 
Y^. X = 1,2 n. So by the Central Limit Theorem if S is large the 
distribution of n^ can be approximated by a Normal distribution with mean 
Eln^l - SY^ -
and variance 
Var(.n^) = 
Now let's suppose that the random variables nj^,n2. ,n^ are independent, 
Note that this supposition is not quite true since if S were known, then 
given the value of n^ the distribution of n , x / 1, would change, i.e.. 
S! . "l "x .^-V"x 
p(n^|nj = 
P("x'"l) n^!n^J(S-n^-n^)! ^ 1 ^ x 
x' r p(n^) g n^ S-n^ 
S-n n -S n ^-n -n n S-n 
- ( . \ ' (J 'Y* • 
X X 
Under the independence assumption for large S the distribution of 
A 
6 can be approximated by a Normal distribution with parameters 
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n 




Var(§) . a + (S^)(l -
(3.4.2) 
So an unbiased estimate of Var(0) is given by 
vSr(9) = (1 + (S^)[l - Ê 
x=z 
(3.4.3) 
where n^ is the observed number of species which appear in exactly x 
quadrats in sample. 
Then, a (1-Y)100% approximated confidence interval for Eg(6) in the 
case where a and 3 are known is given by 
(6 - z .gAârCÊ) ; 0 + z^yg/vM#)) (3.4.4) 
where is such that ^(z^yg) ~ y/Z, ^ is the distribution function of 
a standard Normal distribution, 0 < y < 1. 
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When 0. 0 a (1-Y)100%, 0 < Y < 1, approximated confidence interval for 
Eg(9) when 6 is known, is given by 
where 
(0* -  ; §* + z ygAirCë*)) ' (3.4.5) 
Vgr(ê») = {1 ^  
n 
+ Z n (3.4.6) 
x=2 * 
since when a ->• 0, + 0 for all x = l,2,...,n. 
Now if we use the estimator 0^ proposed in Tlieorem 3.3, then if 
otj and 3j are known, j = 1,2,...,K, a (l-y)100% approximated confidence 
interval for Eg(0) is given by 
(§1 - Zy/2/'var(§^) ; 0^ + z^/2'^v£r(0^)) (3.4.7) 
where 
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n K (n+e -1) r(N+6 )r(n+a +0 ) 
A - lWY5pr(iî6^>''j-
A A ^ n+S-1 r(i«-3.)r(n+a+3.) _ K , , 
Var(0^) = ~ T(N4ttj+3j)r(n+3j)^]^j^ "l 
K n / j \ 
+ Z Z n (1-Y^^Ob, (3.4.8) 
j=l x=2 * * J 
where 
\ n r(a +3 ) r(,x+a )r(n+3.-x) 
Y'•J-' = /•"•) J ] J J fo 6 g\ 
^x V r(a )r(6,) r(n+aj+3j) U.4.J} 
is known. 
Ifhen a. ->• 0, V j = 1,2,... ,k, -> 0, V x = 1,2,... ,n, and a (1-Y)100% 
J X 
approximated confidence interval for E„(6) when 3., j = l,2,...,k are ® J 
known, is given by 
(0* - z^yg/vàrCe*) ; 8* + Zy/g/vSriS*)) ' (3.4.10) 
where 
n K r '(N+3,) r'(n+3 ) 
0A = s' + — ^E^(n+3j-l)[p(jj^3^j - r(n+0^) 
^ ^ k (n+3 -1) r'(N+3,) r'(n+3.) „ n 
Var(8*) = n^{l + n fr(N+3j) " r(n+3j) + ^ Ç^^x' 
(3.4.11) 
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We think that the validity of the confidence intervals derived in 
this section is very questionable since S is unknown and, therefore, 
the supposition that S is large enough to use normal approximation is 
not clear. Also, the independence of n^,...,n^ is not quite true. 
3.5. Examples of Application and Comparisons with 
the Jackknife and Bootstrap Estimators 
In this section, we present two different applications of those 
estimators proposed in Theorems 3.1, 3.2 and 3.3. Some comparisons are 
made with the jackknife and bootstrap estimators developed by Heltshe 
and Forrester (1983) and Smith and Belle (1984). 
3.5.1. Example 1 - vocabulary studies 
3.5.1.1. 9 and 6* estimates This example is an application of the 
/N ^ 
estimators 0 and 0* to estimate the total number of distinct words that 
an author has used in some specific book he has written. We have chosen 
to study the book The Cat in the Hat written by Dr. Seuss (1957). This 
book was intended for children and has an easy vocabulary. Many repeti­
tions of the same word are expected. 
The total number of words used in the whole book is 1630 from which 
only 236 are distinct. (At the back of the book a total of 223 distinct 
words is reported. However, my counting procedure reports 236. The 
difference is due to the fact that in my counting singular and plural 
words were considered as distinct. For example, the words kind and kinds 
are taken as two different words.) 
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In order to apply the quadrat sampling we first have to decide 
what constitutes a quadrat in this case. A natural choice for a quadrat 
would be a page. However, it turns out that the book The Cat in the Hat 
has many pictures and, therefore, the pages don't have approximately the 
same number of words. (Recall that in the Statistical Model II we are 
assuming that the quadrats have all the same area.) By taking this fact 
into consideration we decided to adopt the following procedure. The 
words in the book were divided into N = 74 quadrats from which 72 have 
22 words each and two'have 23 words each. (We made them the first and 
the last quadrat in the division.) Tlie division of the words in the 
book into quadrats was made sequentially in the natural order that the 
words appear so that no bias was introduced. The observed words for each 
of those N = 74 quadrats are reported in the Appendix of this disserta­
tion. 
In order to get a better understanding of those estimators proposed 
in Theorems 3.1, 3.2 and 3.3, several samples from the collection of 
N = 74 quadrats were taken. We have taken four systematic samples of 
n = 2 and n = 4 quadrats, three systematic samples and one simple random 
sample of n = 8, one simple random sample of n = 16 and one simple random 
sample of n = 32 quadrats. The systematic samples were taken by using 
the Lahiri method (Cochran, 1977). Also, those three systematic samples 
of n = 8 were combined to make a sançle of n = 24. For each sample of 
size n we have counted the total number of distinct words observed in the 
sample, say s', and the values of n^, x = 1,2,...,n, where n^ is the total 
number of distinct words which appear in exactly x quadrats from those n 
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quadrats in the sample. The obtained results are shown in Tables 3.1-
3.6, respectively. The identification number of each quadrat selected 
for the sample is also shown in those tables. For a more complete view 
of those samples used in this example see the Appendix of this disserta­
tion. 
Table 3.1. Observed data - samples n = 2 
Sample number Selected quadrats s' 
"l "2 
1 (22), (59) 30 28 2 
2 (10), (47) 32 29 3 
3 (01), (.38) 34 31 3 
4 (15), (52) 32 31 1 






"l "2 "3 "4 
1 
(13), (32) 
(51), (68) 52 43 6 2 1 
2 
(9), (28) 
(37), (64) 55 39 11 4 1 
3 
(12), (31) 
(50), (69) 51 37 13 1 0 
4 
(2), (21) 
(38), (57) 53 41 9 3 0 
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86 52 22 9 1 0 1 0 1 
Table 3.4. Observed data - sample n = 16 
Sample-selected (05), (06), (09), (10) 
quadrats (18), (32), (40), (44) 
(49), (51), (57), (62) 
















n„ 2 8 
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Table 3.4. (continued) 
Sample-selected (05), (06), (09), (10) 
quadrats (18), (32), (40), (44) 
(49), (51), (57), (62) 









Table 3.5. Observed data - sample n = 24 
Sample-selected (02), (04), (09), (11), (13), (18) 
quadrats (20), (22), (27), (29), (31), (36) 
(38), (40), (45), (47), (49), (54) 





















n . 2 
11 
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Table 3.5. (continued) 
Sample-selected 
quadrats 
(.02), (04), (09), (11), (13), (18) 
(20), (22), (27), (29), (31), (36) 
(38), (.40), (45), (47), (49), (54) 


















X = 19,20 24 
Table 3.6. Observed data - sample n = 32 
Sample-selected (01), (02), (04), (06), (07), (11), (12), (16) 
quadrats (17), (18), (21), (22), (23), (24), (26), (27) 
(31), (35), (39), (40), (42), (43), (44), (45) 






















Table 3.6. (continued) 
Sample-selected (01), (02), (.04), (06), (07), (11), (12), (16) 
quadrats (17), (18), (21), (22), (23), (24), (26), (27) 
(31), (35), (39), (40), (42), (43), (44), (45) 












X = 20,...,32 
Our intention is to apply the Statistical Model II described in Section 
3.1 to estimate the total number of words that Dr. Seuss used in his book 
The Cat in the Hat. The application of this model to this example implies 
the following assumptions ; 
(i) The hook has a finite number of words. 
(ii) Each word in the book has a probability p of being observed in 
any particular quadrat from the collection of N = 74 quadrats, 
0 < p < 1, and p is the same for every quadrat. 
(iii) In each quadrat the words are used independently of each other, 
(iv) It is assumed that p has a Beta distribution with parameters 
a > 0 and 6 > 0. 
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The assung)tion (i) is realistic since any book has always a finite 
number of words in it. Assumption (ii) is not too reasonable in this 
case since it allows for the fact of missing words when the observation 
of the book is done. It is clear that when a quadrat is observed all 
the words used in that quadrat will be observed. So there is no way of 
missing words in the observation process. Also, if a word was used in 
the book it has to appear in some of those N = 74 quadrats. Therefore, 
if all the quadrats were observed we would have complete information about 
the true number of words, S, used in the book. In this case, it is more 
reasonable to interpret p as the probability that the word is used in 
the quadrat. The assumption (iii). is not quite true for every word. 
For example, when a noun as cat is used it is frequently necessary to use 
some article as 'the' or 'a' to make sense. The assumption (iv) is 
artificial and it is part of our model. 
Now for each sample we have taken, the parameters a and g from the 
Beta distribution were estimated by using maximum likelihood (except for 
n = 2) and pseudo maximum likelihood procedures as described in Section 
3.3. Then, the estimates 0 and 8* were evaluated, respectively. The 
obtained results are given in Tables 3.7-3.10. These tables show the , 
observed number of distinct words observed in a sample, s', the observed 
value of n^, the estimates a and B and the estimate 0 (when maximum 
likelihood is done) and 8* (when pseudo maximum likelihood is done) for 
the total number of distinct words that Dr. Seuss has used in the book 
The Cat in the Hat. 
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Table 3.'7. Estimated number of distinct words (n = 2) 
Sample 
number 




1 30 28 0 7.0 281. 73 
2 32 2.9 0 4.8 243. 84 
3 34 31 0 5,2 270. 66 
4 32 31 0 15.5 455. 34 
Table 3.8, Estimated number of distinct words (n = 4), 
Sample, 
number 










1 52 43 0 5.1 0 5.1 244.61 244.61 
2 55 39 0 3.0 0 3..0 199.17 199.17 
3 51 37 0 4.5 1.0 9.3 208.94 146.61 
4 53 41 0 4.6 0.2 5.6 229.48 205.04 
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1 80 51 0 4.1 214.47 
2 89 59 0 5.6 256.07 
3 82 49 0 3.1 204.33 
4 86 52 0 4.2 223.81 
^The maximum likelihood estimates are equal to the pseudo maximum 
likelihood. 

































By looking at the results shown in Tables 3.7-3.10 and by recalling 
that the true number of distinct words used in the book is 236, we see 
that the point estimates 8* are, in general, very good even for the case 
where only two quadrats are sampled (about 2.7% of the book). The worst 
estimate was obtained for sample four of size n = 2 (8* = 455,34). That 
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is due to the fact that in this sample only one word appear in both 
quadrats. This fact makes the pseudo maximum likelihood estimate of 
3 to be high and consequently a high value for 0* is obtained. 
A 
The performance of 0 is also very good except for sample three of size 
n = 4 for which a very low value of 0 was obtained (6 = 146.61). Note 
that, in general, the estimates 0* and 0 don't differ too much. 
The good performance of 0* and the fact that the pseudo maximum 
likelihood estimate is easier to find out than the maximum likelihood 
estimate since it reduces the maximization problem to only one variable, 
3, make the use of 0* very appealing. 
For each observed sample the observed frequency distribution of n^, 
X 1,2,... ,n, shows a few high frequencies for low values of x and a 
long tail which represents the existence of few "abundants" words. Here 
the term abundant means spatially abundant, i.e., words which appear in 
many quadrats. Tlie value of n^ is always very high which introduces the 
idea of having many spatially rare words in the book. The kind of shape 
of the observed frequency distribution of n^, x = 1,2 makes the 
estimated value of a to be zero or very close to zero. So far there is 
no example in the literature considering the problem of estimating an 
author's vocabulary size by using quadrat sampling. However, as far as 
vocabulary studies are concerned it seems that it is usually true that 
the observed frequency distribution of n^, x = l,2,...,n, will be pretty 
much, similar to those observed for the samples considered in this 
example. 
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3.5.1.2. 0^ estimates Here is an application of the Theorem 3.3. 
We consider the case where the distribution of p, pe(0,l) for each word 
± has probability b of being a Beta distribution with parameters (a . , 6 . ) ,  
a^e{0.1, 0.2, 0.3, 0.4, 0.5} and $jE{l,4,8,16}, i = 1 5, j = 1,...,4. 
For each pair the estimator was evaluated where 
/vfi 4N n-i r[n+3 +a. ]r[N+3. ] 
^ - TTS^îgTîrtSBjï'-
i 1 
We suppose that bj = ^ , VI = 1,...,5, j = 1,...,4, so that 
0 = ^  Z Z 
^ i=l j=l 
Table 3.11 shows the obtained results of 0^^ for those samples of 
size n = 8. 
Table 3.11. Estimates 0^ 
Sample s' n^^ 0^^ 
number 
(n=8) 
1 SO 51 196.95 
2 89 59 224.29 
3 82 49 194.37 
4 86 52 205.24 
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As we can see, the estimates 6^ are good. So If Instead of using 
pseudo maximum likelihood or maximum likelihood procedures to get the 
values of those parameters a and 3 one decides to specify these param­
eters completely in advance, then we suggest that several choices of 
(a,3) be considered and the estimator 8^ be used to estimate S. 
The observed frequency distribution of n^, x = l,2,...,n for those 
samples considered in this example suggests that for vocabulary studies 
a reasonable grid for (a,3) would be to take ae(0,l) and 3 > 1. 
3.5.1.3. Comparisons of 0, 0*, 0^ to the jackknife and bootstrap 
estimates Heltshe and Forrester (1983) Introduced a first order jack-
knife estimator of the total number of species, S, present in the region of 
investigation when quadrat sampling is used. The estimator they derived 
is given by 
J^(s') = s' + ^)n. (3.5.1) 
n ni 
s', n^, n defined as before. 
This result was extended by Smith and Belle (1984). These authors 
constructed the general k^^ order jackknife estimate of S, k = l,2,...,n-l 
given by 
k k k (i)(n-i)k("_]) 
/(s') = s' + { E n, E (-1)1+1 — ^ (3.5.2) 
" j=l ^  i=j (?) k" 
which reduces to (3.5.1) when k = 1. 
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In this same paper. Smith and Belle (1984) also derived a bootstrap 
estimator for S which is given by 
s' 
B„(s') =s' + Z (1 - Y ,/n)" (3.5.3) 
" j=l 
where Y , is the number of quadrats in the random sample of n quadrats 
• J 
in which species is present. 
It is of interest to see how the estimators (3.5.1), (3.5.2) and 
(3.5.3) compare with the estimators 6, 0*, 0^ we are proposing in Theorems 
3.2 and 3.3. To do this, we evaluated the jackknife estimates J^(s'), 
2 
J^(s'), (n>2), and the bootstrap estimate for all samples we have been 
considering in this example. The obtained results are shown in Tables 
3.12-3.15 together with the obtained estimates 9 and 9*. For those 
samples of size n = 8 the table also shows the obtained values for 8^. 
Table 3.12. Estimated number of distinct words (n = 2) 
Sample s' 82(3') 0* 
number 
1 30 44 37 281.73 
2 32 46.5 39.2 243.84 
3 34 49.5 41.7 270.66 
4 32 47.5 39.7 455.34 
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Table 3 .13 Estimated number of total words (n = 4) 
Sample 
number 
s' jJ(s') 4(9-) «4(3') 0 8* 
1 52 84.25 103.75 65.99 244.61 244.61 
2 55 84.25 100.08 68.04 199.17 199.17 
3 51 78.75 92.92 63.52 146.61 208.94 
4 53 83.75 101.25 66.55 205.04 229.48 
Table 3. 14. Estimated number of distinct words (n = 8) 
Sample 
number 
s' 4CS') j|(s') Bg(s') Si 0 0ft 
1 80 124.62 151.95 99.37 196.95 214.47 214.47 
2 89 140.62 170.73 111.55 224.29 256.07 256.07 
3 82 124.87 152.62 100.51 194.37 204.33 204.33 
4 86 131.50 156.36 106.28 205.24 223.81 223.81 




s' B^(s') 0 0* 
n = 16 122 174.50 199.82 145.95 210.08 213.29 
n = 24 151 222.87 267.95 181.96 238.79 238.79 
n = 32 172 239.81 277.31 202.33 230.28 232.15 
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It is easily seen from these tables that the estimators §* and 0 
tend to be better than the jackknife and bootstrap estimates for any 
sample size. Tlie bookstrap estimates are very poor for almost all samples 
except for samples of sizes n = 24 and n = 32 in which it has its highest 
value (202.33). This indeed is not a surprise since, as mentioned by 
Smith and Belle (1984), the maximum value that a bootstrap estimate can 
reach is given by 
s'{l + (2^)"}. (3.5.4) 
Since in the example we are considering, the collection of quadrats 
to be sampled has 22 words each, except for two quadrats which have 23 
words each, then in a sample of size two the bootstrap estimate is always 
bounded by 57.50 which is much smaller than the true number of words 
Dr. Seuss used in his book (236). In fact, for the bootstrap estimator 
to have a chance of giving reasonable estimates for this example the 
sample size n must be such that (3.5.4) is much bigger than 236, since 
although the upper bound for B^(s') is bigger than 236 when n = 8 the 
estimate B^(s') only starts to be reasonable when n = 24 or n = 32 (about 
43.24% of the book) and even for n = 32 it still underestimates the value 
of S. 
The jackknife estimators are also not good for small sample sizes. 
The bad performance of J^(s') for n = 2,4 in this example is not a 
surprise since the estimator J^(s') is bounded by 2s'. So that, only for 
samples of size n = 16, 24 and 32, would the jackknife J^(s') have some 
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chance of giving reasonable estimates. It can be seen that the jackknife 
2 1 
J^(s*) is better than for almost all the samples, except for 
2 
n = 24 and n = 32 when J^(s') tends to overestimate S. This suggests 
2 1 
that for small sample sizes J^(s') is better than J^(s') and for 
bigger sample sizes J^(s') Is better. However, both of these are better 
than the bootstrap estimates B^(s'). for any sample size. 
As a final comment, we would like to mention that a big drawback of 
the jackknife and bootstrap estimators given in (3.5.1), (3.5.2), (3.5.3) 
is that they don't depend in any form of the unsampled area of the region 
under investigation. They are also derived under the assumption of having 
a sample of i.i.d. random variables. Although it is still not clear which 
are the i.i.d. random variables that Heltshe and Forrester (1983) and 
Smith and Belle (1984) have used to derive their estimators, it seems 
that the independence assumption is always violated in real situations 
since there is always some sort of dependence between quadrats. Some 
examples where dependence between quadrats arises are given in Ecology 
(see Pielou, 1977). 
3.5.1.4. Distribution of 9* It is of interest to investigate the 
distribution of the estimator 0* when a and 3 are estimated from the 
sample. Mathematically, this seems a very complex problem since the 
form of the estimator is very nasty in this case. An alternative way of 
obtaining information about the distribution is to use the Monte Carlo 
method. We took 200 simple random samples, of size n = 8 from the N = 74 
quadrats. For each sample, we calculated the nseudo maximum likelihood 
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estimates of a and g and the estimate 8*. The computer program used to 
perform the calculations was written by myself in SAS language and it 
is given in the Appendix of this dissertation. 
Figure 3.1. shows a stem-and-leaf plot of the obtained values of 8* 
for those 200 samples. The mean was 239.34 words and the standard devia­
tion was 26.35 words. It is seen that for this example the estimator 8* 
tends to overestimate the true total number of words used in the book. 
(Recall that S = 236). The distribution of 8* seems to be bimodal. 
Although we haven't done the same sort of study for the distribution 
of 6, we believe that it will be more concentrated around the true value 
A A 
S, i.e., we believe that 6 is less biased than 8*. 
STEM LEAF H 
31 9 1 
30 4 1 
29 005 3 
28 0001145699 10 
27 11224577789 11 
26 000223344555567778 18 
25 00001111122223344455667778888999 32 
24 0112222233334444455568 22 
23 00001134445666666788888999 26 
22 00011122222355566677777888899 29 
21 001133444556666788999 21 
20 0012345567778 13 
19 1235567779 10 
18 2 1 
17 27 2 
MULTIPLY STEM.LEAF BY 10»*+01 
Figure 3.1. Plot of 0* for 200 simple random samples of size n = 8 
3.5.1.5. Population values of n^, x = 1,2 74 As a curiosity, 
we have decided to look at all the N = 74 quadrats in the Dr. Seuss' 
book to obtain the true values of n^, x = 1,2,...,74. Table 3.16 
reports the results we have obtained. 
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As. we can see from the Table 3.16 about 30% of the words used in 
the book appears in exactly one quadrat and about 47% of the words 
appears in at most two quadrats from those N = 74 quadrats. Therefore, 
the book The Cat in the Hat presents a high number of spatially rare 
words. The most frequent word in the book was 'the' which appears in 
exactly 50 quadrats. 
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The good performance of the estimators 0 and 9* in this example and 
the fact that the Dr. Seuss' book has a big number of spatially rare words 
suggest that the estimators 0 and 0* proposed in Theorem 3.2 can give 
good estimates for populations containing a high number of spatially rare 
species. 
3.5.1.6. Performance of A^(m) and sampling stopping rules As 
explained in Section 3.2, A (m) can be used in conjunction to § or §* to 
n 
obtain a ad hoc sampling stopping rule. Therefore, it is of interest to 
study the performance of A^(m) as a estimator of A^(m). To better under­
stand the estimator A^(m) proposed in Theorem 3.1 in the case of vocabu­
lary studies, we have done the following. For each sample of size n = 4 
and n = 8 quadrats, we calculated the estimated value A^(m) for the case 
where m = 4 and m = 8 quadrats, respectively, by using the expression 
given in Theorem 3.1, where a and S were estimated from the sample of 
size n by the pseudo maximum likelihood procedure. Therefore, the limit 
form of A^(m), say A*(m), was used. For each sample of size n = 4, we 
have taken eight additional new samples of size m = 4 and for each 
sample of size n = 3, we have taken eight additional new samples of size 
m = 8. Note that each additional sample of size m has no overlapping 
quadrats with the respective original sample of size n. For each addi­
tional sample, the total number of new words was evaluated, i.e., those 
words which were observed in the additional sample of size m and which 
were not observed in the original sample of size n. The average of the 
total number of new words of those eight additional samples as well the 
standard deviation (s.d.) were evaluated for each sample of size n. The 
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obtained results as well the estimated values A^(m) are given in Tables 
3.17-3.18. 
From Table 3.17, we can see that, in general, the estimator A^(4) 
overestimates the true number of distinct new words in the additional 
sample of m = 4 quadrats. However, the same, result doesn't happen in 
the case of n = 8 and m f 8 quadrats. As we can see from Table 3.18, 
the estimator A.$(8)  tends to -underestimate the total number of distinct 
o 
new words in this case. 
Table 3.17. Average number of new words (NW) from eight additional 




number average s.d. 
1 52 43 33.2 27.7 4.13 
2 55 39 28.0 25.9 5.49 
3 51 37 28.0 34.1 2.99 
4 53 41 31.2 29.2 3.92 
Table 3.18. Average number of 
samples (n = 8, m 
new words (Nl</) 
= 8) 
from eight additional 
Sample s' 
"l &§(8) m 
number average s.d. 
1 80 51 37.0 42.0 2.45 
2 89 59 44.3 37.1 2.59 
3 82 49 34.8 44.6 4.89 
4 86 52 37.9 45.4 3.16 
190 
A A 
The use of the estimators A*(m) and 8* to determine optimal sampling 
stopping rules will be Illustrated in the case where n = 8. We con­
sidered the first sample of n = 8 given in Table 3.9. For that sample 
we had observed s' = 80, n^ = 51 and 0* = 214.47. By using the pseudo 
A A 
maximum likelihood estimates a = 0 and 3 = 4.1, we calculated the esti­
mated value Ag(ra) for mG{l,2,... ,66} using the expression given in 
Theorem 3.1. It was observed that A*(m) is an increasing function of 
m. The obtained values of A*(m) for me{l,2,...,25} are reported in 
Table 3.19. 
Now suppose we want to find the value of m such that a* = 70% of those, 
words used in the Dr. Seuss' book would be observed. In this case, we 
have to find m such that 
Ag(m) = - 80 = 70.129 words. 
By looking at the Table 3.19 we see that the value of m should be taken 
as m = 20. Therefore, we have to observe a total of 28 quadrats (about 
37.8% of the book) to assure that 70% of the words used in the book 
would be observed in the sample. If we take a* = 50%, then AA(m) = 27.23 
and m = 6. Therefore, we have to observe a total of 14 quadrats (about 
18.9%) of the book to assure that 50% of the words used in the book 
would be observed in the sample. If we take a*= 30%, then A*(m) < 0 and 
no additional sample is needed. 
We have shown in 3.5.1.1.-3.5.1.4. that the estimators A*(m) and 0* are 
good estimators of Ag(m) and S, respectively. Therefore, it seems that 
this procedure to obtain a stopping sampling rule is reasonable in this 
case. 




























3.5.1.7. Performance of 6* when the quadrat area is increased In 
the Statistical Model II, we assumed that all the quadrats of the region 
must have the same area. A question to be asked is how the estimator 8* 
is affected by changing the area of the quadrats, i.e., by changing the 
value of N. We tried to answer this question in this example for the 
case where the quadrat size is increased from 22 words each to 44 words 
each. The words in the book were divided into N = 37 quadrats from which 
35 have 44 words each and two have 45 words each (again we made them the 
first and the last quadrat in the division). Again, the division of the 
words was made sequentially in the natural order that the words appear 
in the book. Therefore, the first quadrat in this new division is the 
first and second quadrats from the first division, the second is the 
third and fourth quadrats from the first division and so on. 
Four simple random samples of n = 4 and n = 8 were taken. The 
obtained values of s' and n^, x = l,2,...,n, for each sample are given in 
Tables 3.20-3.21. The identification number of each quadrat selected 
for the sample is also shown in those tables. For each random sample 
taken, the parameters a and 6 from the Beta distribution were estimated 
by the pseudo-maximum likelihood procedure and the estimate 8* was 
evaluated. For each sample, we also calculated the jackknife estimates 
of first and second orders and the bootstrap estimate. The obtained 
results are shown in Tables 3.22-3.23. 
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"l "2 "3 "4 
1 
(04), (19) 
(21), (.30) 82 61 15 4 2 
2 
(01), (05) 
(06), (15) 81 54 14 9 4 
3 
(23), (29) 
(31), (37) 92 65 17 7 3 
4 • 
(01), (06) 
(.34), (36) 85 54 21 5 5 




quadrats "l "2 "3 "4 "5 




(22), (24) 1"=" 
(26), (34) 






66 30 13 8 3 3 0 1 
3 
(08), (11) 
(16), (17) ^20 
(23), (26) 
(28), (33) 
65 26 16 6 3 4 2 0 
4 
(04), (10) 
(12), (14) 0 
(23), (25) 
(30), (35) 
62 27 19 8 1 2 0 1 
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§* jJ(s') JgCs') 34(8') 
1 82 61 3.4 253.19 127.75 153.25 102.25 
2 81 54 2.0 212.26 121.50 143.83 98.99 
3 92 65 2.7 262.71 140.75 167.58 113.66 
4 85 54 2.0 216.26 125.50 145.50 103.42 








8* J®(s') 4(3') 
1 120 65 2.5 225.02 176.87 210.19 145.12 
2 124 66 2.8 232.23 181.75 211.96 150.02 
3 122. 65 2.5 227.02 178.87 210.91 147.33 
4 120 62 2.8 221.67 174.25 203.39 144.48 
From these tables we can conclude that 8* still gives good estimates 
for the true number of distinct words in the Dr. Seuss' book and it is 
still more reasonable than the jackknife and bootstrap estimates. For the 
samples of n = 8 (about 21.6% of the book) the jackknife estimates of 
second order are not bad. However, in any case the bootstrap estimate 
is very poor. 
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3.5.2. Example 2 - ecoloRical studies 
The following data were presented in Heltshe and Forrester (1983). 
It refers to a benthic infaunal sample of a subtidal marsh creek in the 
Pettaquarascutt River in southern Rhode Island, collected in April 1978 
by Jeffrey Hyland of the Graduate School of Oceanography of the University 
of Rhode Island, There is a total of n = 10 sampled quadrats. The 
numbers in Table 3.24 indicate the individual frequencies of the 
respective species in the respective quadrat. A total of s' = 14 distinct 
species is observed. The respective values of n^, x = 1,2,...,10 are 
shown in the Table 3.25. 
Table 3.24. Sample taken from a subtidal marsh creek, Pettaquamscutt 
River, Rhode Island, April 1978 
Species list Quadrat number 
1 2 3 4 5 6 7 8 9 10 
Streblospio benedicti 13 21 14 5 22 13 4 4 27 
Nereis succines 2 2 4 4 1 1 1 1 6 
Polydora ligni 1 1 
Scoloplos robiistus 1 1 2 6 1 2 
Eteone heteropoda 1 2 1 1 
Heteroraastus filiformls 1 1 2 1 1 1 5 
Capitella capitata 1 
Scolecolepides viridis 2 
Hypaniola grayi 1 
Branis clavata 1 
Macoma balthica 3 2 
Ampelisca abdita 5 1 2 3 
Neopanope texana 1 
Tubifocodies sp. 8 36 14 19 3 22 6 8 5 41 
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Table 3.25. (n ,s') 
X 

















1—i p 1 
Now in order to use the estimators 9 and 8* from Theorem 3.2 to 
estimate the total number of distinct species in the region, we must 
have information about N, i.e. , the total number of quadrats in which 
the region was divided before the sample was taken. Since no information 
about N was provided by Heltshe and Forrester (1983), we have decided to 
perform the estimation by using several different values for N. The 
obtained results are shown in Table 3.26. The estimation of the 
parameters a and 3 was carried out by using the pseudo maximum likelihood 
and the maximum likelihood procedures. However, both of them gave the 
same estimates a = 0 and 3 = 0.63. The results in Table 3.26 show that 
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the estimates ê* don't grow nearly as fast as N. An Increase in N of 
20 to 10,000 quadrats only Increases 0* by 29.89 species. That suggests 
that the estimates 0* can be still good estimates even in the cases 
where small sample sizes are taken. 
For this example we also have calculated the values of the jackknife 
and bootstrap estimators. Tlie results are shown in Table 3.27. The 
jackknife estimates of order one to nine are presented. As one can 
see, we must be careful with the use of the higher order jackknife esti­
mators since they can give us some absurd results such as a value which 
is smaller than the observed number of species in the random sample 
taken. In fact, in some cases it can even result in some negative value 
as an estimate for S. That was the case of the sample of size n = 32 
considered in the example 3.5.1. It was noted for k = 11 a value 
J^JCs') = -360.718 and J^gCs') < 0 for all ke{l2,... ,3l}. 










Table 3.27. Jackknlfe and bootstrap estimates 
s' 14 
Bio':') 15.97 













3.6. Final Remarks 
In Theorems 3.2 and 3.3, we have introduced new estimators for the 
total number of distinct species present in some specified region of 
investigation at the moment when quadrat sampling is performed. The 
examples in Section 3.5 have shown that the estimators we proposed, 
0, 0*, 0^, are quite good and much better than the jackknife and the 
bootstrap estimators. The big advantage of 0, 0*, 0^ over the other 
estimators is that they take into account the unsampled area which is a 
very important fact. Also, the examples suggest that good estimates can 
be obtained even when small samples are considered. The example 3.5.1 
also indicates that these estimators can provide good estimates for 
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populations containing a high, number of spatially rare species. It is 
important to point out the big dependence of the estimators 9, 0*, 8^ 
upon.the observed value of n^, the total number of species observed in 
one and only one quadrat in the sample. The estimation of the parameters 
a and 6 in our model also depends a lot upon the value of n^. So in 
some sense the estimators we proposed are very sensitive to the number 
of spatially rare species In the sample and increases as n^ increases. 
It is interesting to note the similarity between the estimators 
we proposed and those proposed by Efron and Thisted (1976). In fact, the 
model given here is in some sense the quadrat analogue of their model. 
Hence, it is not surprising that both of them depend only on the total 
number of distinct species seen in the sample and the number of rare 
species seen in the sample. The difference is that their estimators are 
based on the random sample of individuals and depend upon the number of 
frequently rare species, i.e., those species which appear in the sample 
with one and only one individual. So we believe that the estimators we 
have proposed have some advantage over the ones proposed by Efron and 
Thisted since the only sample information we need to perform the estima­
tion is the presence-absence of the species in the quadrats. Therefore, 
there is no need to count individuals which are more expensive and some­
times even impossible. Also, we believe that the estimation of those 
parameters a and 3 from our model is easier than the estimation of the 
parameters in Efron and Thisted's model. 
As a final comment, note that the shape of the observed frequency 
distribution of n^, x = l,2,...,n, where n^ is the total number of species 
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which appear in exactly x quadrats in the sample, is very similar to 
those observed frequency distributions of i£{l,2,...} in the case 
where a random sample of m individuals is taken, where m^ denotes the 
number of species in a sample of m individuals which appear with exactly 
i individuals in the sample, ie{l,2,...}, m ^  1. The examples in the 
Ecological literature (Pielou, 1977, p. 270) show that, in general, 
there is always a few numbers of frequently abundant species and a big 
number of frequently rare species in the sample, i.e., m^ is always very 
large in comparison to m^, ie{2,3,...}. It seems that the same phenomena 
occur when quadrat sampling is used, i.e., in general, a very large 
number of spatially rare species is observed in the sample so that n^^ is 
very large when compared to n^, x = 2,3,...,n. 
Also, although we have presented in Section 3.4 some approximated 
confidence intervals for Eg(6), we haven't used them in the examples of 
Section 3.5. The reason is that we don't believe very much in the stated 
precision of those intervals since they are constructed under the 
hypothesis of independence of n^, x = l,2,...,n which we know is not to 
be true and under the normality assumption which is very questionable in 
A A 
this case. Also, the estimators for Var(0) and Var(6*) proposed in 
(3.4.3) and (3.4.6), don't take into account the fact that a and 3 were 
estimated by using the observed sample. 
We believe that the estimators 9, 9*, 0^^ we have discussed in this 
chapter, represent a good improvement in the estimation of the total 
number of distinct species when quadrat sampling is used. 
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4. QUADRAT SAMPLING - BAYESIAN APPROACH 
In the last chapter, we derived some Empirical Bayes estimators for 
the total number of distinct species present In some specified region 
of investigation when quadrat sampling is applied. The expression 
'Empirical Bayes' stands for the fact that the parameters a and 3 for 
the Beta distribution assumed in Section 3.1 for p, pE(0,l), could be 
estimated from the observed sample. 
In this chapter, we consider the same inference problem as in Chapter 
3 but from a strict Bayesian point of view. The total number of species 
present in the region, say S, is treated as a random variable with some 
prior distribution. A Bayes estimator of S is derived under squared error 
loss. An example is given in Section 4.3. The cases where the prior 
distribution of S is a truncated negative binomial or a truncated poisson 
distribution are discussed. 
We would like to point out that, as far as the inference of S is 
concerned, there is no published work treating this inference problem 
under the Bayesian approach when quadrat sampling is performed. 
4.1. Statistical Model III 
As in Chapter 3, suppose the region of investigation is divided 
in N quadrats of equal area and fixed shape, N < <». Let S be the total 
number of distinct species present in the region at the moment when 
sampling is performed, S£{l,2,...}. For every fixed S let s^,S2,...,Sg 
be the names of those species present in the region. The vector 
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•••,Sg) Is assumed to be completely unknown. For each unknown 
species s^ let p^ be the probability that it will be observed in a 
typical quadrat of the region, i = 1,2,...,S. Again, p^ is supposed to 
be the same for every quadrat of the region. Given S assume that 
^l'^2'"*'^S i'i'd. random variables from some continuous density 
function g(*) on (0,1). Suppose that a random sample of n quadrats is 
taken from the collection of N quadrats, 1 < n < N. Let X^, i = 1,2,...,S, 
and n be defined as in Chapter 3, i.e., X. is the number of quadrats in 
X 1 
the sample where species s^ was observed and n^ is the number of species 
observed in exactly x quadrats in the sample, n^ = 0,1,2 S, x = 
0,1,2,...,n. Then, given p^, X^ has a binomial distribution with parameters 
n and p^, i.e., 
PlX^ = k|p^] = (J)p^(l-p^)"~^, i = 1,2 » • • • > S, k = 0,1,2,...,n, 
(4.1.1) 
and n^ has a binomial distribution with parameters S and Y^, where 
YX = PLXI=X] = /O^ ")P*(L-P)"~'^ G(P)DP, X = 0,1,2 9 • • • » n  9  
n 
(4.1.2) 
Note that is the same for every species s^, i = 1,2,...,S and 
represents the probability that a typical species will be observed in 
exactly x quadrats from the sample of n quadrats. Note also that given 
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n 
S and 2 n the number of unobserved species In the sample Is given by 
x=l * 
n .  =  S  -  E n .  
° y-l " 
Now given S, the prior density g(*) and the probability vector 
Y = (.Yn»Yi » • • the random vector (n,s') where n = (n, ,n„,,..,n ) and 
< v U j . n  « v  J L  z  n  
n 
s' <= Z n has a multinomial distribution. I.e., 
x=l * 
f(n,s'IS,Y,g) = P[nQ = S-s',n|S,Y,g] 
SI " ."x,. S-s' 
x=l * 
( n n_!)(S-s')! 
s'c{0|l,2,.##, i.e., 
( n Y ")Yo (4.1.3) 
x=l * " 
f(ii,s'|s,T.g) = — (;^ )YS-3' S y/ (4.1.4) 
( n n l )  « = 1  
X=1 
0 < Y < 1, xe{Ô,l,2,...,n}, y known, s'é{0,l,2,...,s}. 
* n 
Now let (n,s') = (n_,n_,...,n , Z n = s') be the observed data 
" x=l * 
set, where s' Is the number of distinct species observed In the sample. 
Let Tr(*) be some prior distribution for S with support on {1,2,...}. 
Then, a Bayes estimator for S can be derived when squared error loss 
Is assumed. This estimator Is given In Theorem 4.1. 
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Theorem 4.1. Consider the Statistical Model III. Let w(*) be some prior 
distribution for S with support on the set {1,2,...}. Assume that squared 
A 
error is the loss, then for estimating S, the estimator defined as 
Z s(®"^ )Yq n(s+s') 
\ = s' + (4.1.5) 
•2 (®"tr')Yo ïï(s+s') 
s=0 ® " 
where s' is the number of distinct species observed in the sample of n 
quadrats and is defined as 
Yq = /Q(l-p)"g(p)dp (4.1.6) 
is the Bayes estimator of S against IT and it is admissible. 
If the prior distribution tt is such that 
00 
E IS] = I siT(s) < «> , 
3 = 1 
then when Yq 1 the estimator S^ converges to S* given by 
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Proof. First of all, note that for n < N the total number of distinct 
species present in the region of investigation can be expressed as 
n 
S = + Vn' (4.1.8) 
x=l " 
where Z„ is the number of species which would be observed in the N-n 
N-n 
unsampled quadrats and which were not observed in the n sampled quadrats, 
1 < n < N. 
When squared error loss is assumed and the prior density g is 
completely known (which implies that the vector y is known) the Bayes 
estimator of S against the prior it is given by 
= E(s|data,Y,g) 
n 
where the data here are the observed vector (n, Z n = s'). 
x=l * 
Therefore, by expressing S as in (4.1.8) we get 
n 
S_ = E[ Z n I(n,s'),Y,gJ + E[Z |(n,s'),Y,g] 
M . X ^ w n «N* "w 
x=l 
= s' + E[Z^_^|(n,s'),Y,g] (4.1.9) 
where s' is the number of distinct species observed in the sample of n 
quadrats. 
Now we have that 
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z=0 
00 00 f(n,s' | s=s,Y,g)n(s) 
-  '  ~  P [ n . s ' | J , g ]  '  
tl 
Now given S = s and given Z n = s' we know that Z„ is equal to 
X.1 " 
s-s' with probability one so that ElZj^__^| (n,s') .Y.gjS^s] can be expressed 
as 
00 f(n,s' | s=s,Y,g)n(s) 
E[Z^J(;,3').y.8] = 'p[(n.s')ÎY,gl 
= H (s-s')p(S=s|(n,s'),Y,g) 
s=s' 
where p(S=s|(n,s'),Y,g) is the posterior probability of S given the data 
and the prior density g. 
By using the function f( * | s=s,Y»g) given in (4.1.4) we get 
00 
P[(n,s*)lY,g] = Z f(n,s'|Y,g,S=s)TT(s) 
3=s' 





p(S=s|(n,s'),Y,g) = (4.1.10) 
00 
where I^(s) = 
s=s' 
1 if seA, A - {s',s*+l,...} 
0 if s^A 
Therefore, E[Zjj__^| (n,s') ,Y»g] can be expressed as 
00 
Z ^s(®,)Yo n(8) 
G[2N-nl(S'S')'Z*8] = ^  =' 
: n(») 
s=s 
and by (4.1.9) the Bayes estimator of S against the prior ïï is given by 
Z s(S,)yS n(s) 
Î (^)Y°T(S) 
s=s 
which can be expressed as 
Z (s'+s)(S^?')yS+s'n(s+s') 
s =2:2 —!— 
s=a ® " 
z s(®^')Yo7r(s+s') 
Z (®^  )YQ7T(S+S') 
s=0 ® " 
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p t g V ^ 
Since for each fixed s, ( g, ) = ( ^ ), .then 
2 s(®"^  )YQir(s+s') 
= s' + ^  (4.1.11) 
Z (®"?')YoTT(84s») 
s=0 ® " 
where by (4.1.6) 
Yq = /J(l-p)"g(p)dp. 
v\ 
The admissibility of comes from the fact that Is the unique 
Bayes estimator of S against the prior TT (Berger, 1985, p. 253). 
Now when Yq 1» we have 
11m E s(G+*')Ynn(s+s') 
Yn->-l s=0 
11m S = s' + ° 
^ 11m E (®"^®')Yn^(s+s') 
YQ->-1 S=0 
E s(S+G )(iiinYn)TT(s+s') 
s=0 Ym"»! 
= s' + " 
E (®^®*)(llmY®)Tr(.s+s') 
s=0 Yq-*-! 
E s(®''"® )7r(s4s') 




" 8+a' s " " "v -1 (a) S (®7 )Y®ïï(s+s') < ( n n^!)(s'l n y *) 
s=0 ® " x=l * x=l * 
S 8(*+*')Y!| ( n Y\ir(s+a') 
«'O s n,, %-l ' 
(b) Z s(®'^')YoTr(s+s') = — * m n 
S  „  ,  - 1 '  
X=1 * 
n 
n n ! 
x=l s' ! 
s'!( n Y *) 
X=1 * 
n 
n n ! 
n n 




n n ! 
x=l * 
s'!( n y/ )  
X=1 ^  
Z (S-S')TT(S) 
n 
n n ! 
i *. n IV«I 
s'!( n y/ )  
X=1 * 
which justifies the interchange of the lira with the integrals. 
That completes the proof of Theorem 4.1. 
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Remark 4.1.1. Note that the estimator presented in Theorem 4.1 depends 
upon the prior density g(") only through the quantity Yq« Therefore, in 
the case where ^ 1 the resulting estimator S* doesn't depend at all 
upon the parameters of the prior density g(*). In this case, the esti­
mator S* loses information about the number of distinct species present 
in the region. 
Corollary 4.1.1. If, in Theorem 4.1, the prior distribution n(*) is taken 
as a probability function of a truncated negative binomial distribution 
with parameters R and (1-q), i.e.. 
iT(s) = (4.1.12) 
® Il-(l-q)*] 
se{l,2,...}, 0 < q < 1, R > 0, 
then the estimator in (4.1.5) reduces to 
(R+s')[qy^] 
= S' + R. .. N . 
In this case, the maximum value of is S* where 
^0 
and S* is an increasing function of q. 
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Proof. If n(') is given as in (4.1.12), then by (4.1.11) 
" g/S+s' s.R+s+s'-l. (l-q)*qG+s' 
S = s- + ° tl-(l-q)^ 
^ Z /S+s' s,R+s+s'-l. (1-q) q^ ^ 
Z s(R+s+s'-l)(R+s;-l)!(Y q)S (l-q)*q:' 
. g. , s=0 = ^ [l-(l-q)^1 
" .R+s+s'-l. (R+s'-l)!. .s (l-q)*qS' Jo< s ' .M fV) 
r (Y.q)* 
— 
% (R+s +s-lj s 
s=0 ® " 
; ,(a+s'+S-l)(Y q)S[l_Y q]R+s' 
s' + 2:9 . (4.1. 
2 (R+s'4*-l)(Y q)S[i_Y q]R+s' 
s=0 s u u 
Now by noting that the function 
^R+s' +S-1J(y^q)s [i_y^qsE{0,1,2 ,... } 
is a probability function of a negative binomial random variable with 
A 
parameters (.R+s') and (l-y^q), 0 < y^q < 1, then the estimator in 
(4.1.14) reduces to 
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S 
° ° n-Yoq] " [l-qY 
(R+s')lYnqJ s'+Rqv 
» j. y = — 
IT 
S* is trivially an increasing functipn of q. 
Note that when the prior for S is assumed to be a truncated negative 
binomial with parameters R and (1-q), R > 0, 0 < q < 1, then the posterior 
distribution of S given the data is also a negative binomial with param­
eters R+s' and (l-y^q), R+s' > 0, 0 < y^q < 1. 
Corollary 4.1.2, If, in Theorem 4.1, the prior distribution T r ( * )  is taken 
as a probability function of a truncated poisson distribution with param­
eter X, X > 0, i.e., 
—X, s 
n(s) = G A _ (4.1.15) 
s!(l-e ) 
se{l,2,,..}, X > 0, 
A 
then the estimator in (4.1.5) reduces to 
= s' + X Y q 
A 
In this case, the maximum value of is S* where 
S* = lim S = s' + X 
TT n 
and S* is an increasing function of X 
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Proof. If Tr(,*) is given as in (4.1.15), then by (4.1.11) 
: ,s+3\.,s 
z 8 ( „ )Y: 
s = «• I 3°0 ^ ° (s+a')!(i_e-A) 
TT ™ , -A,s+s' 
z (=•? )YJ ^  — 
8=0 (s+s')!(l-e ) 
" (AY^)^ 
Z s " 
s» 
CO (Ay )=e 
" (AYo) e 
= s' + Ay^ ->• s'+A = S*. 
Yo+1 
Again, when the prior for S is assumed to be a truncated poisson 
distribution with parameter A, A > 0, then the posterior distribution of 
S given the data is also a poisson distribution with parameter Ay^, 
XYq > 0-
Corollary 4.1.3. If for every S, Se{1,2,...}, the density g(') is. given 
by 
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pe(0,l), a > 0 and 8 > 0 known constants, i.e., if for every S the 
random variables p^,P2,...,Pg are i.i.d. from a Beta distribution with 
parameters a and 3, then Yq in (4.1.6) reduces to 
. r(on-B) r(n+8) 
'0 r(a)r(6) r(n-kH-8) • n.i.i/j 
which converges to 1 as a + 0. 
Proof. The proof is trivial since when g(*) is given by (4.1.16), then 
by (4.1.6) 
which converges to 1 when a 0 since 
lim r(a+3) = r(6) 
a-X) 
and 
lim r(n+0i+3) = r(n+6),  
a-K) 
It is interesting to point out that for any prior it and any 
A 
continuous density g(') on (0,1), the estimator S.^ given in (4.1.5) 
depends upon the sample only through the quantity s* and not upon the 
observed frequencies (n^,n2,...,n^). A big drawback of the estimator 
A 
Is that it doesn't depend on any form of the number of unaampled 
215 
A 
quadrats of the region. So the estimate doesn't take Into account 
how much the observed random sample represents the whole region. Note 
that is very dependent on the prior beliefs one has on the presence 
of spatially rare species in the region. This is reflected by the choice 
of the value Yq» i.e., by the choice of the density g(').' By taking 
Yg + 1 one suggests the existence of a big number of spatially rare 
species in the whole region. As mentioned in Remark 4.1.1, a bad point 
A 
in this case is that when Yq 1 the resulted estimator given in (4.1.7) 
doesn't depend upon the parameters of the prior density g(*). When for 
each fixed S, Se{l,2,...}, p^.pg Pg are assumed to be i.i.d., from a 
Beta distribution with parameters a > 0 and 3 > 0, then the existence of 
many spatially rare species in the region is reflected in the parameter 
a. The smaller the value of a, the bigger the number of spatially rare 
species. 
/N 
We have stated explicitly the form of the estimator and S* 
for the cases where the prior ïï is a probability function of a truncated 
negative binomial or a truncated poisson distribution, since it seems 
that these two distributions are popular choices for a prior distribution 
for S when the estimation of S is taken under the Bayesian point of view 
in the case of sampling by elements. See Lewins and Joanes (1984) and 
Betro and Zielinski (1987) for more details. However, it is clear that 
when these distributions are considered the estimates and S* depend 
heavily on the parameters of the prior distribution ïï. Therefore, one 
must have a very good prior guess of ÏÏ in order to obtain reasonable 
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estimates for S. This fact restricts the use of the estimators S and 
TT 
S* since, In practical situations, it is usually very difficult to obtain 
a good guess for the parameters of the prior ïï even in the case where TT 
is a probability function of a truncated negative binomial or a truncated 
poisson distribution. 
An exam)le where the estimators S„ and S* are used is given in IT ÏÏ 
A A 
Section 4.3. Some discussion about the robustness of S and S* with TT ÏÏ 
respect to the choice of the prior distribution ïï is also presented. 
4.2. Estimating the Probability of Observing New Species 
Another question of some Interest is the probability of observing 
n e w  s p e c i e s  w h e n  a  s e c o n d  s a m p l e  o f  m  q u a d r a t s  i s  o b s e r v e d ,  m c { l , 2 , . . . ,  
N-n}. The term 'new species' stands for a species which is observed in 
the second sample of m quadrats and which is not observed in the first 
sample of n quadrats. We will consider only the case where m = 1. The 
result is stated in Theorem 4.2. 
Theorem 4.2. Consider the Statistical Model III. Let n(') be some 
prior distribution for S with support on the set {1,2,3,...}. Suppose 
that after observing the random sample of n quadrats, ne{l,2,...,N-l}, 
it is decided to take one more quadrat at random from the set of N-n 
unsampled quadrats. Let Ç be defined as 
Ç = probability of observing at least one new species 
in the additional quadrat. 
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If the squared error loss Is used, then 
(1) the Bayes estimator of Ç against the prior ïï is given by 
00 , 
£ = s [l-(l-S.)G-s ]p(S=s|(n,s'),Y,g) (4.2.1) 
^ s=s' ^ ~ 
where 
n 
n = (nu,n_,...,n ), s' = Z n , 
1 A n x=i X 
,S V. s-s' (;,)Y; "(8) p(S=s (n,s'),Y,g) = -T (4.2.2) 
s=s 
and 
?! = /Jp8(p)dp = E(p|g), 0 < < 1. (4.2.3) 
The estimator £ is admissible for Ç. 
TT 
(ii) If for every S, Se{l,2,...}, the density g(') is given by 
g(p) = r("|r(g) pG^l(l-p)G-l, pe(0,l), (4.2.4) 




which converges to zero when a -> 0 and so the estimator 
converges to zero as a 0. 
Proof. Proof of (i). Given S = s and the set of s' species observed 
in the sample vector (n,s'), s' < s, let A be the set containing those 
s-s' species not observed in the sample. 
Given A let Aj^ be a set containing exactly k species from the set A, 
k = l,2,...,S-s'. Then, the random variable given A, S=s, (n,s'), 
the prior distribution g(*) and the vector Y» can be expressed as 
(S|A,S=s,(n,s'),g,y) = Z [ n p][ n (1-p )]. 
{all possible {s^eA, {s.eA, ^ 
(4.2.5) 
k=l,2,...,S-s'} 
Under the assumption of squared error loss the Bayes estimator of 
C against the prior tt is given by 
= EIÇ|(n,s'),Y,g] 
= SÇp[C|(n,s'),Y,g] 
E E EÇp(Ç,S=s,A|(n,s'),Y,g) 
s=l A S " 
E E EÇ[ p(Ç| s=s, A,(n,s'),Y, g ) p ( A | s=s,(n,s'),Y, g )  




= Z Z[E[Ç| s=s, A ,(n,s'),Y, g ]  p ( A | s=s, ( n,s'),Y, g )  
s=s' A  
• p(S=s|(n,s'),Y,g)]. 
By using (4.2.5) and the independence of Pj^»P2»« • • >Pgf we get 
E[C| s=s, A,(n,s'),y,g] = Z  {[ n  E(p |y,g)] 
{all sets {s.eA, 
X n  E(( i -p  ) Iv .g)]} .  
(SjEA, : -
SjifV 
Now given S for every s^eA, s^e, 
E(Pi|y,g) = /Jpg(p)dp 
which is the same for every s^^eA^ and for every s^eA, s 
E((l-Pj)|Y,g) = /Q(l-p)g(p)dp 
which is the same for every SjEA, s^^A^. Therefore, 
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E[Ç|s=s,A,(n,s'),Y.g] = Z {[/?;pg(p)dp]^ 
{ail sets 
k=l,2,...,S-s'} 
• [/o^l-p)g(p)dp]® ^ ^ • p(A|s=s,(n,s'),Y.g) * p(S=s|(n,s'),Y,g)}. 
Now considering the fact that given the species in the sample 
there is only one set A to consider and that for each fixed S = s and 
any fixed vector (n,s') there is ) sets to consider in the summation, 
K 
then the E[Ç|s=s,A, (n,s'),Y,g] reduces to 
E [ C | s=s,A,(n,s'),Y,g] = Z  {(%® ) [/nPg(p)dp]'^ 
k=l ^ " 
X [/J(l-p)g(p)dp]®"®'"^ 
• p(S=s|(n,s'),Y,g)} 
so that the conditional expectation of Ç given the data set (n,s'), 
the prior distribution g(*) and the vector y is given by 
L - z V {(®"®')I/Jpg(p)dp]''l/J(l-p)g(p)dp]®~®'"^ 
^ s=s' k=l * " " 
• p(S=s|(n,s'),Y,g)}, (4.2.6) 
where by (4.1.10) 
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p(S=s|(n,s'),Y,g) = (4.2.7) 
s=s 
A = {s',s'+l,s'+2,...}. 
So if we call as 
h " •^o^ë(p)àp 
then. 
/o(l-P)8(p)dp = 1-5^ 
and the estimator is given by 
00 s-s' __ , 
= E Z (*ir ' )G%(l-Si)*"*'"^P(S=s|(n,8 ' ) ,Y,g) 
5 = 0 ^ lr = 1 s s k l
Since for every fixed S = s 
(%®')Cj(l-q)®"®'"^ = 1 - (1-q)' 
the estimator can be expressed as 
L = Z [1 - (1-Ç,]p(S=s|(n,s ' ) ,Y,g) 
^ s=s' ^ 
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where p(S=s|(n,s'),Y,g) is given as in (4.2.7). 
A 
The estimator is admissible since it is the unique Bayes estimator 
of Ç against the prior IT. Note that represents the probability that a 
typical species is observed in some fixed quadrat of the region and it is 
invariant from quadrat to quadrat. 
That concludes the proof of (i). 
Proof. Proof of (ii). The proof of (ii) is trivial since when the 
density function g(') is given by (4.2.4) the probability is given by 
F _ rl r(:a+3) a. „v3-l, _ r(a+3) r(a+l)r(g)  ^ _a_ 
n " •'o r(a)r(S) ^ " r(a)r(B) r(a+e+i) a+s 
and so 
which implies that 
lim Ç = 0. 
Oi-H) 
Note again that when a-K) a large number of spatially rare species 
it is expected in the whole region. Therefore, the fact that as 
a-K) is consistent with the fact that spatially rare species are hard 
to observe in the sample. 
That concludes the proof of Theorem 4.2, 
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Remark 4.2.1. Note that when g(*) is a density of a Beta distribution 
with parameters a and 3, Oi > 0, g > 0, then one could think in estimating 
these parameters by using the method discussed in Section 3.3 of Chapter 
3. However, it should be noted that in the case of only the maximum 
likelihood procedure may be of some use since if the pseudo maximum likeli­
hood estimation procedure is used, then 1 and the estimator doesn't 
depend upon the estimated parameter 3, which doesn't make any sense. Also, 
one can think of taking a and 3 which maximize the unconditional prob­
ability of the observed data set (n,s'), i.e., 
P[(n,s')|g,Y] = -p— ( n y]*) Z (^)Yr®'Tr(8), 0 < y < 1. 
" , x=l s=s' ® ° ° 
11 n ! 
x=l 
(4.2.8) 
The maximization of (4.2.8) with respect to a and 3 is more difficult 
to be carried out in practice and depends upon the form of the density ïï. 
4.3. Examples of Application 
In this section, we present an example where the estimator is 
used. We have considered only the cases where the prior distribution for 
S is taken as a truncated negative binomial or a truncated poisson distri­
bution and g(*) is a density from a Beta distribution. Some analysis 
about the robustness of the estimator S with respect to the choice of IT 
those parameters of the prior distribution ïï(*) is done. 
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4.3.1. Application of in vocabulary studies 
This example is.related with the example 1 discussed in Section 
3.5.1 of Chapter 3. Again, the main goal is to obtain an estimate of 
the total number of distinct words that Dr. Seuss used in his book. 
The Cat In The Hat. Recall that in that example, for the case where 
the book was divided into N = 74 quadrats, we have taken four different 
samples of sizes n=2, n=4, n=8, one sample of sizes n=16, n=32 and one 
sample of size n=24 which was a combination of those three systematic 
samples of size n=8. The observed data is given in Section 3.5.1, 
A 
Tables 3.1-3.6. The estimator S^ was computed for the sang)le number 1 
of size n=8. The prior distribution n(') was taken as a truncated nega­
tive binomial and as a truncated poisson distribution. The density g(*) 
was assumed to be from a Beta distribution with parameters a > 0 and 
8 > 0. Several different values of the parameters R, 1-q, X, a, 3 were 
considered, R> 0, 0 < q < 1, A > 0. The estimates for the case where 
a truncated negative binomial is chosen as a prior for S are given in 
Tables 4.2-4.10 and the estimates for the case where a truncated poisson 
distribution is chosen is given in Tables 4.11-4.12. The prior expecta­
tion for S when IT comes from a truncated negative binomial, i.e.. 
Ja_ E (S) 
(l-q)[l-(l-q)*] 
is given in Table 4.1. The prior expectation for the case where IT is 
from a truncated poisson distribution, i.e.. 
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- 7^ 1-e 
is given In Table 4.12 together with the values of S*. 
By looking at Tables 4.2-4.10, we see that the estimates are 
very dependent upon the choices of the parameters R, 1-q, a and 3« In 
the case of the parameters of the truncated negative binomial the 
dependence is stronger in the choice of the value for the parameter 1-q 
than in the choice for the parameter R. Therefore, it seems that there 
is some robustness of with respect to the choice of R. For a fixed 
value of R and 1-q the choice of the parameters a and 3 affects heavily 
A 
on the estimate S . Therefore, it seems that there is no robustness of 
TT 
with respect to the parameters a and 3. In the case where a truncated 
poisson distribution is used for S, we can see from Table 4.11 that the 
estimate is more dependent upon the value of X than the values of a 
and 3, i.e., in this case there is some robustness of with respect to 
the choice of a and 3. 
As one can see in this example the estimates when a ->• 0, i.e., 
Yg + 1, are not as good as the estimates 0* discussed in Chapter 3. The 
reason is that although both and 8* are based on the same assumption 
A 
that a ->• 0 they are affected differently. When a. -*• 0 the estimate 0* 
still depends upon the value of the parameter 3 which reflects informa­
tion about the presence of spatially rare species in the region. How­
ever, when Oi ^ 0 the estimate doesn't depend at all upon the value of 
the parameter 3. Therefore, when a -> 0 the estimator 0* contains more 
A 
information about the species in the region that the estimator S^. 
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Table 4.1. E^(S) - negative binomial case 
1-q R=1 R=5 &'10 R=20 R=50 R=100 
0.001 1000.0 4995.0 9990.0 19980.0 49950.0 99900.0 
0.01 100.0 495.0 990.0 1980.0 4950.0 9900.0 
0.1 10.0 45.0 90.0 180.0 450.0 900.0 
0.2 5.0 20.0 40„0 80.0 200.0 400.0 
0.3 3.3 11.7 23.3 46.7 116.7 233.3 
0.4 2.5 7.6 15.0 30.0 75.0 150.0 
0.5 2.0 5.2 10.0 20.0 50.0 100.0 
0.6 1.7 3.6 6.7 13.3 33.3 66.7 
0.7 1.4 2.6 4.4 8.6 21.4 42.8 
0.8 1.2 1.8 2.8 5.0 12.5 25.0 
0.9 1.1 1.3 1.7 2.5 5.6 11.1 
Table 4.2. Estimated values for the sample n=8 (s'= 80, n^=51) 








1-q R=1 R=5 R= 10 R=15 R=2Q R=50 R= 100 
0.001 487.59 507.72 532 .88 558.04 583.19 734.16 985 .75 
0.01 466.40 485.48 509 .33 533.19 557.04 700.15 938 .67 
0.1 325.02 337.12 352 .24 367.36 382.49 473.24 624 .48 
0.2 243.01 251.06 261 .12 271.18 281.24 341.61 442 .24 
0.3 193.96 199.59 206 .62 213.66 220.69 262.90 333 .25 
0.4 161.33 165.35 170 .37 175.39 180.41 210.54 260 .74 
0.5 138.06 140.93 144 .51 148.09 151.68 173.18 209 .03 
0.6 120.62 122.63 125 .14 127.65 130.15 145.20 170, .28 
0.7 107.07 108.41 110 .08 111.75 113.42 123.45 140, .16 
0.8 96.24 97.04 98 .04 99.05 100.05 106.06 116. 09 
0.9 87.38 87.74 88, .20 88.65 89.11 91.84 96. ,40 
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Table 4.3. Estimated values 
A 













1-q R=1 B=5 R=10 R=15 R=20 B=50 R=100 
0.001 609.19 635.32 794.22 700.66 733.32 929.32 1255.98 
0.01 575.27 599.73 630.30 660.88 691.45 874.88 1180.61 
0.1 369.39 383.68 401.54 419.41 437.27 544.45 723.09 
0.2 264.14 273.23 284.59 295.96 307.33 375.53 489.19 
0.3 205.47 211.66 219.41 227.15 234.89 281.36 358.82 
0.4 168.06 172.41 177.84 183.28 188.71 221.33 275.68 
0.5 142.12 145.19 149.03 152.86 156.69 179.71 218.06 
0.6 123.09 128.12 127.88 130.54 133.19 149.16 175.76 
0.7 108.52 109.93 111.69 113.45 115.21 125.78 143.39 
0.8 97.02 97.86 98.91 99.96 101.01 107.31 117.82 
0.9 87.70 88.08 88.56 89.03 89.51 92.36 97.11 
Table 4.4. Estimated values for the sample n=8 (s'=80, n^=51) 






1-q R=1 R=5 R=10 R=15 R=20 R=50 R=100 
0.001 722.79 754.54 794.22 833.89 873.57 1111.65 150a.43 
0.01 674.50 703.86 740.56 777.25 813.95 1034.14 1401.12 
0.1 404.16 420.17 440.18 460.19 480.20 600.26 800.36 
0.2 279.45 289.30 301.62 313.93 326.24 400.11 523.23 
0.3 213.45 220.04 228.27 236.51 244.75 294.17 376.55 
0.4 172.59 177.16 182.88 188.59 194.31 228.60 285.76 
0.5 144.81 148.01 152.01 156.01 160.01 184.02 224.03 
0.6 124.69 126.90 129.66 132.42 135.18 151.73 179.33 
0.7 109.46 110.91 112.73 114.55 116.37 127.28 145.46 
0.8 97.51 98.38 99.46 100.54 101.62 108.11 118.92 
0.9 87.90 88.29 88.78 89.27 89.76 92.68 97.56 
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Table 4.5. Estimated values 
A 
for the sample n=8 (s' =80, n^ = 51) 
1-q 
oi = 0, 1 6 = 5.0 YQ = 0 .904 
R=1 R=5 R=10 R=15 R=20 R=50 R=100 
0.001 832.07 869.21 915.63 962.06 1008.48 1287.02 1751.26 
0.01 767.76 801.73 844.18 886.64 929.09 1183.82 1608.36 
0.1 432.86 450.29 472.07 493.85 515.63 • 646.32 864.14 
0.2 291.35 301.79 314.84 327.88 340.93 419.21 549.67 
0.3 219.45 226.34 234.94 243.55 252.16 303.81 389.89 
0.4 175.93 180.67 186.59 192.51 198.44 233.97 293.19 
0.5 146.77 150.06 154.18 158.30 162.43 187.15 228.37 
0.6 125.85 128.12 130.95 133.78 136.61 153.59 181.89 
0.7 110.13 111.61 113.47 115.33 117.19 128.35 146.95 
0.8 97.87 98.75 99.85 100.96 102.06 108.68 119.71 
0.9 88.05 88.44 88.94 89.44 89.93 92.91 97.88 













R=1 R=5 R=20 R=15 R=20 R=50 R=100 
0.001 196.73 202.50 209.70 216.91 224.12 267.35 339.41 
0.01 194.2.0 199.84 206.89 213.94 220.99 263.28 333.78 
0.1 172.02 176.57 182.25 187.93 193.61 227.69 284.49 
0.2 152.63 156.22 160.70 165.18 169.67 196.57 241.40 
0.3 137.15 139.97 143.49 147.02 150.55 171.72 206.99 
0.4 124.49 126.69 129.44 132.19 134.93 151.42 178.88 
0.5 113.97 115.65 117.74 119.84 121.94 134.52 155.49 
0.6 105.0.7 106.31 107.86 109.41 110.95 120.24 135.72 
0.7 97.45 98.32 99.39 100.47 101.55 108.01 118.79 
0.8 90.86 91.39 92.06 92.73 93.40 97.42 104.12 
0.9 85.09 85.34 85.65 88.65 86.28 88.16 91.30 
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3 3 = 3.0 YQ = 0. 659 
B=1 B=5 R=10 R=15 RP20 B=50 R=100 
0.001 236.63 244.37 254.04 263.71 273.38 331.39 428.08 
0.01 232.57 240.10 249.52 258.93 268.35 324.86 419.03 
0.1 198.42 204.27 211.58 218.89 226.19 270.06 343.15 
0.2 170.55 175.02 180.61 186.20 191.79 225.33 281.23 
0.3 149.52 152.95 157.24 161.53 165.82 191.57 234.49 
0.4 133.08 135.70 138.98 142.25 145.53 165.19 197.95 
0.5 119.88 121.85 124.31 126.77 129.23 144.00 168.62 
0.6 109.04 110.47 112.26 113.06 115.85 126.61 144.54 
0.7 99.99 100.98 102.21 103.44 104.68 112.08 124.42 
0..8 92.31 92.92 93.68 94.44 95.20 99.76 107.36 
0.9 85.72 86.00 86.36 86.71 87.06 89.18 92.71 




n a 3 6 = 4.0 ^0. = *' 706 
R=1 R=5 R=10 R=15 R=20 R=50 R=100 
0.001 274.33 283.92 295.92 307.92 319.91 391.88 511.84 
0.01 268.50 277.81 289.45 301.08 312.72 382.54 498.89 
0.1 221.44 228.43 237.16 245.89 254.62 307.01 394.32 
0.2 185.29 190.49 196.99 203.49 209.99 248.99 313.99 
0.3 159.26 163.17 168.06 172.95 177.85 207.20 256.12 
0.4 139.60 142.54 146.22 149.90 153.58 175.66 212.45 
0.5 124.24 126.43 129.16 131.89 134.62 151.01 178.32 
0.6 111.91 113.48 115.45 117.42 119.39 131.21 150.91 
0.7 101.78 102.86 104.21 105.55 106.89 114.96 128.41 
0.8 93.33 93.99 94.81 95.63 96.45 101.39 109.62 
0.9 86.16 86.46 86.84 87.22 87.60 89.88 93.68 
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Table 4.9. Estimated values for the sample n=8 (s'=80, n^=51) 
a = 0 




1-q R=1 R=5 R=10 R=15 R=20 R=50 R=100 
0.001 310.82 322.22 336.47 350.72 364.96 450.45 592.94 
0.01 303.02 314.03 327.79 341.56 355.33 437.93 575.59 
0.1 242.15 250.16 260.17 270.18 280.19 340.25 440.34 
0.2 197.91 203.73 211.01 218.29 225.57 269.24 342.02 
0.3 167.29 171.59 176.99 182.37 187.76 220.09 273.97 
0.4 144.84 148.04 152.04 156.04 160.04 184.06 224.08 
0.5 127.67 130.02 132.97 135.91 138.85 156.51 185.94 
0.6 114.12 115.80 117.91 120.02 122.12 134.76 155.82 
0.7 103.15 104.29 105.72 107.15 108.58 117.16 131.45 
0.8 94.09 94.79 95.66 96.53 97.39 102.62 111.32 
0.9 86.48 86.80 87.2.0 87.60 88.00 90.40 94.40 
Table 4.10. Estimated values S* for the sample n=8 (s' =80, 51) 
Yo " 1 
1-q R=1 R=5 R=lû R=15 R=20 R=50 R=100 
0.001 809.99.0 84995.0 89990.0 94985.0 99980.0 129950.0 179900.0 
0.01 8099.0 8495.0 8990.0 9485.0 9980.0 12950.0 17900.0 
0.1 809.0 845.0 890.0 935.0 980.0 1250.0 1700.0 
0.2 404.0 420.0 440.0 460.0 480.0 600.0 800.0 
0.3 269.0 278.3 290.0 301.7 313.3 383.3 499.9 
0.4 201.5 207.5 215.0 222.5 230.0 275.0 350.0 
0.5 161.0 165.0 170.0 175.0 180.0 210.0 260.0 
0.6 134.0 136.7 140.0 143.3 146.7 166.7 200.0 
0.7 114.7 116.4 118.6 120.7 122.8 135.7 157.1 
0.8 100.2 101.2 102.5 103.7 105.0 112.5 125.0 
0.9 89,0 89.4 90.0 90.5 91.1 94.4 10.0.0 
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Table 4.11. Estimated values for the sample n=8 (s'=80, n^=51) 
0=0.1 a=0.1 a=0.1 0=0.1 0=0.3 o=0.3 o=0.3 0=0.3 
3=2.0 6=3.0 0=4.0 6=5.0 6=2.0 6=3.0 6=4.0 6=5.0 
X Yo=0.835 Yo=0.868 YQ=0.889 YQ=0.904 Yo=0.59l YQ"0.659 YO=0.706 Yo=0.741 
20 96.70 97.36 97.78 98.08 91.82 93. ,18 94. ,12 94. ,82 
50 121.75 123.40 124.45 125.20 109.55 112. 95 115. 30 117. ,05 
100 163.50 166.80 168.90 170.40 139.10 145. 90 150. 60 154. 10 
120 180.20 184.16 186.68 188.48 150.92 159. 08 164. 72 168. 92 
150 205.25 210.20 213.35 215.60. 168.65 178. 85 185. 90 191. 15 
200 247.00 253.60 257.80 260.80 198.20 211. 80 221. 20 228. 20 
250 288.75 297.00 302.25 306.00. 22.7.75 244. 75 256. 50 265. 25 
300 330.50 340.40 346.70 351.20 257.30 277. 70 291. 80 302. 30 
Table 4.12. Estimated values S* (ir: Poisson) 










4.4. Final Remarks 
A 
We have introduced in Section 4.1 an admissible estimator S„ for TT 
the total number of distinct species present in some region of investiga­
tion at the moment when quadrat sampling is done. The mathematical 
formula of is very simplified when the truncated negative binomial or 
the truncated poisson distribution is used as a prior for the number of 
distinct species in the region, S. However, we have shown in the example 
in Section 4.3 that when these distributions are used as a prior for S 
the estimates are too dependent upon the choice of the parameters of 
the prior ir. In the example 4.3.1, we have considered the case where 
g(.«) is a density from a Beta distribution with parameters a and 3, 
a > 0, g > Q. It was shown that in the case where S has a truncated 
negative binomial prior distribution with parameters R > 0 and 1-q, 
0 < q < 1, the choice of the value of R doesn't matter very much, but 
the choice of the parameters (1-q), a and 3 affects very heavily. It 
is important to point out that the parameter (1-q) in this case reflects 
directly the prior beliefs the researcher has upon the total number of 
distinct species in the region. A big value of q, i.e., q ^ 1 means that 
a big number of distinct species is expected to be found in the region. 
The parameters a and g give information about the presence of spatially 
rare species in the region. The smaller the value of a the bigger is the 
number of spatially rare species in the region. Therefore, for one to 
obtain reasonable estimates one must have a good prior guess for the 
parameters q, a and g. This fact represents a big restriction in the use 
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of the estimator In practical situations since, In practice. It Is 
very hard to get good guesses for these parameters. The lack of robust­
ness of Is also evident In the case where a truncated poisson distribu­
tion with parameter X, Is used as* a prior for S. In this case, the choice 
A 
of the parameter \ Is crucial as far as the good performance of Is 
concerned. Some robustness with respect to the choice of the parameters 
a and 3 Is achieved In this case. 
In Chapter 3, Section 3.1, we have Introduced the estimators 9 and 
A 
9* for the total number of distinct species, S, present In the region 
which are not Bayealan In the real sense since no prior distribution Is 
assumed for S In the Statistical Model II. The admissibility or no 
A A 
admissibility of 6 and 8* can't be proved so far. However, we believe 
A 
that these estimators are more reasonable than the estimators S and IT 
A A A 
S* derived In Section 4.1. The reason Is that the estimators 9 and 9* IT 
carry out more Information from the observed sample since they depend upon 
the values of s' and n^, where n^^ Is the number of distinct species ob­
served In exactly one quadrat In the random sample of n quadrats. Also, 
these estimators take Into account the number of unsampled quadrats In 
the region which is a very Important fact as far as the estimation of S is 
concerned. The example discussed in Section 3.5.1 showed that the idea of 
taking a ->• 0. and using the estimator 9* as an estimator for S was very 
reasonable in that example. However, the same idea didn't work very well 
in the case of the estimator S . The reason is that when a 0, i.e. , TT 
Yq 1, the estimator S^ loses completely its dependence upon the param­
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eters from the prior density g(*). That doesn't happen with 9* since 
when Yq 1 the estimator 0* still depends: upon the parameter 3 from the 
A 
prior g(.*). Therefore, the estimator 0* is more informative about S 
then the estimator S . IT 
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5. QUADRAT SAMPLING - STEPWISE BAYESIAN APPROACH 
In this chapter, we consider the same inference problem as in 
Chapters 3 and 4, but for the case where the population of species under 
study is assumed to have some special structure. We will consider the 
situation where each species in the region has exactly two replicas. 
Two cases are discussed. The first is presented in Section 5.1 and 
treats the case where those two replicas can never appear together in the 
same quadrat. The second is discussed in Section 5.2 and allows those 
two replicas to appear in the same quadrat. 
Some estimators for the total number of distinct species present in 
the region of investigation when the sampling is performed are presented. 
It will be seen that these estimators are admissible since they are unique 
stepwise Bayes. 
An application is given in Section 5.2 where the estimation of the 
total number of individuals originally deposited at some archaeological 
site is discussed. 
The models in Sections 5.1 and 5.2 can be considered as a special 
case of the usual finite population sampling model where only partial 
information about the individual values of the characteristic under 
study of the units in the sample is observed. The admissibility results 
will be proved in this context in Section 5.1. 
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5.1. Statistical Model IV 
Suppose that the region of investigation is divided into N quadrats 
of the same area, but where the shape can vary from quadrat to quadrat. 
The quadrats are labeled in some arbitrary order as ...,Q*, 
N < 00. 
Assume that each species present in the region has exactly two 
replicas which never appear in the same quadrat. 
For each fixed pair of quadrats 1 = 1,2,...,N-1, 
j = 1+1,1+2,... ,N, let be defined as 
Yj^j is the number of distinct species in the region which 
are present in both quadrats Q* and 0*. 
Define the vector 6 as 
0 = (Y.,, 1 = 1,2 N-1, j = 1+1,1+2,...,N). 
ij 
( g )  
So that 6 is unknown and belongs to the paraneter space 0 = A , 
A = {0,1,2,...}. 
Now let Ç(9) be the total number of distinct species present in 
the region at the moment when sampling is performed. Then, Ç(0) can 
be expressed as 
N-1 N 




Suppose we want to estimate Ç(6) using squared error loss. For 
this purpose a random sample of n quadrats, n > 2, is taken from the 
collection ... ,Q*. Let Qj^,Q2,... ,0^^ be the quadrats in the sample, 
i.e., = 0^ for some k = 1,2,...,N. Let Q be the set containing the 
quadrats the sample. For each fixed pair of quadrats 
(Q^jQj) in the sample let be defined as 
y^j is the number of distinct species in the sample which 
were observed in the two quadrats and 0^. 
Note that since there are (g) different possible pairs (Q^.Q^) in the 
sample, then one can see at most (g) different values of y^^, 
y^^e{0,l,2,...}, V i.j. 
For each quadrat in the sample, let m^ be the number of distinct 
species which, were observed only in the quadrat Q^, i.e., those species 
which don't match up with any other species observed in the sample. 
Since there are n quadrats in the sample one can see at most n different 
values of m^, m^E{0,1,2,...}, V E sample. 
Define the vectors y and m as 
y = (y^j, (0^,Qj) E sample), y^j E {0^1,2,...},% (ij) 
m = (m^, E sample) , m^ e {0l,l,2,...}, V i . 
The sample space for this problem is given by 
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(g) 
X = {all possible triples (Q,y,m), ye{0,l,2,.,.} , 
ME{0,l,2,...}", Q= {Q*,Q* Q*}}. 
If for each triple (Q,y,m) e X , we define 0[(y,m)] as the set of all 
0e0 which are consistent with the observed data (y,m), then the likeli­
hood function for this problem is given by 
fQ.[(y »in) »Q] = Pq [observe the vector (y,m) and the set Q] y »v 'S# y «w 
= p(Q) if 8E0[(y/m)] (5.1.2) 
and 
fflI(y.in),Q] = 0 if 0^0[(y,ra)], 
where p(Q) is the probability of selecting the set of quadrats 
(Qi,Q. 0 ) and doesn't depend upon 0. 
Note that for every (y,m) E X there is always at least one vector 
0 such that fgI(y,m),Q] > 0. 
Now let ÏÏ be some prior distribution over 0. Then, under squared 
error loss, a Bayes estimator of Ç(0) against the prior IT is given by 
5 (y,m) = ElS(0)/(y,m),Qj (5.1.3) 
which is uniquely defined on the set {(y,ra): p[(y,m),Q; TT] > 0} where 
p[(y,ra),Q: TT] = Z fp,[(y,m) ,Q]7r(0). 
u <-w 
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By recalling the expression (5.1.1) for Ç(0), we have that a Bayes 
estimator of Ç(0) against the prior tt Is given by 
N-1 N . 
6_(y,m) = El Z Z Y /(y,m),Q] 
^ ~ ~ 1=1 j=l+l ~ ~ 
= ( Z Y ) +E[( Z Y.,)/(y,m),Q] 
{(l,j): Q^Esample, ^ {(l,j): Q^esample. ^ 
Qj ES amp le} Q*^ s amp le} 
+ El(. l Y )/(y,m),Q] (5.1.4) 
{(l,j): Q*^sample, •' 
Q*l^sample} 
where 
(y,m) E {(y',m'): pI(y',m'),Q! > 0}. 
r%J  ^ Orf 
For every observed sample (Q,y,m) let s' be the total number of 
distinct species observed In the sample and m* = Z be the 
{Q^Esample} 
total number of species In the sample which only appear once. It Is 
Important to note that the Information (y,m,s',m*) collected from the 
observed sample gives additional Information about for those quadrats 
Ql» such that E sample, Q* ft sample. The value of may be 
(a) Completely known by inference. That happens in the case where 
m^ = 0 which implies that Y^^ = 0. for all Q* ^ sample. 
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(b) Partially known by Inference. That happens In the case where 
> 0 which implies that for every qùâdrat Q* i. samp le, 
Y.. E {0,1,2,.,m. } and Z Y.,. = m.. 
{Q*^sainple} 
So in either case given an observed sample, we always know that 
E Y , = m, (5.1.5) 
{Q*^sample} 
for every quadrat e sample. Basically, if a quadrat e sample has 
m^ species which don't match with any other in the sample, then each 
of these m^ species must appear exactly once in some of those unsampled 
quadrats. Note also that fact (5.1.5) implies that 
Z Y., = Z m = m*. (5.1.6) 
{(Qi,Q^): Q^esample, {q^esample} 
Q*^saraple} 
Therefore, a random sample of n quadrats provides complete information 
about the quantity 
Z Y + Z Y (5.1.7) 
{(Ql,Qj): Q^esample, ^ {(Qj»Q^): Q^esample, 
Qj ES amp le }, O^^samp le } 
since 
Z y.. = Z Y = s'-m*, (5.1.8) 
Q^Esample, ^ {(Q^.Qj): Q^esample, 
QjEsample} Q^Esample} 
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when the observed value for (5.1.7) is s*. Therefore, the Bayes esti­
mator of S(0i against the prior" tt is given by 
(y,m) = s' + El( Z Y )/(y,m),Q]. 
~ Q*dsample — 
Qd^sample} 
Note that the expression given in (5.1.7) involves information about 
(g) - values of instead of those only (g) values from the sample. 
Now let V = lO,») be the decision space for the problem of estimating 
Ç(0).» Ç(0) E {0,1,2,.,.}. Then, Theorem 5.1 introduces an admissible 
stepwise Bayes estimator for Ç(B). 
Theorem 5.1. Consider the Statistical Model IV. Let the estimator (S(*) 
be defined as 
(^Ss' 
= ,N, _ 
2 2 
where 
s' is the total number of distinct species observed in the 
selected sample of n quadrats, n > 2. 
Then, the estimator 5(') is a stepwise Bayes for 5(6) where Ç(6) 
is the total number of distinct species present in the region at the 
moment when sampling is performed and ô(*) is admissible. 
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Proof. The proof of the Theorem 5.1 can be easily done If we first con­
sider the following problem In finite population sampling. Let U be 
a finite population with units labeled as 1,2 N. Let be the 
value of some characteristic attached to the unit 1, 1 = 1,2,...,N. 
The vector 0 = (X^,X„,...,X^) is unknown and belongs to the set 0 = 
" N 
Suppose we want to estimate the population total T(9) = Z X.. 
1=1 ^  
For doing so, a sample of n units is taken from U, n > 1. Let 
s = {i.,l-,...,i } where i_ < 1. < ... < 1 be the set containing the 
u. w n i 6 n 
units in the sample and let X(s) = (X, ,X, ,...,X. ) be the vector con-
1 2 n 
talning the values of the considered characteristic attached to the 
units in the sample. Let p(s) be the probability that the set s be 
selected from U, p(s) e [0,1]. Now suppose that once the sample is taken 
the investigator decides to observe completely the value of X^^ only for 
a subset of s, say, s* = {ij^.ljg,''',!]^ }, e {0,1,2,... ,n-l}, 
s* c s, and that for those units 1^ E s, 1^ 2 s* only the sum 
Z X is observed. Let s" be the set containing those units 
{i^Es,i^ds*} k 
1^ E s, 1^ t s*, so that s = s* U s". We will assume that given s the 
investigator has to decide in advance by some arbitrary criteria which 
units will be completely observed, i.e., those 1^ E s*. 
N Let t = E be the sample total. It seems reasonable that — t 
1, ES " k 
is Still a sensible estimate of the population total even though the 
actual individual values of the units belonging to s" are unknown. We 
will prove that this is so by demonstrating that this estimator is 
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admissible. We will assume squared error loss and that the decision 
space is V = lO,»). 
As an example of application of those ideas presented here consider 
the ptoblem of estimating the total weight of hogs in some population of 
farms containing a total of N = 5000 hogs. Suppose a sample of n = 500 
hogs is taken. Since the process of weighing each hog individually is 
time-consuming the investigator decides to choose n^^ = 50 hogs at random, 
from those n = 500 selected for observation, to be weighed individually. 
The other 450 hogs in the sample are weighed all together. In this case, 
although the investigator doesn't have the weight of every hog in the 
sample he has the total weight of those hogs in the sample, which is the 
only sample information we need to estimate the total weight of the hogs 
in the whole population. 
Theorem 5.1.1. For this finite population sampling problem the estimator 
Y(*) defined as. 
Y(X, ,ipEs*, Z X, ) = ^ t (5.1.10) 
^ i, es" \ " 
k 
where t = E X. + E X. is the observed total in the sample, is an 
i.Es* Z i, es" k 
a k 
stepwise Bayes estimator for T(0) and is admissible. 
Before we prove the Theorem 5.1.1, let's prove the following lemma. 
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Lemma 5.1.1. Let be a set of constants such that 
< Yg < < "Vr» Yj E R, j = 1,2,...,R, R integer 1 £ R < N. For 
the finite population problem described in page 242, let 0 be the 
parameter space defined as 
0 = {0: X. = Y, »Yo»'«*» Yd and each of these values 
'w 1 1 6 K 
appears at least once in 0, i = 1,2,...,N}. 
Let X be the sample space defined as 
X = {data = (s,s*,s",X. ,1.68*, Z X. ), s.t. for every 
^ i, es" k 
Yj^, k = 1,2,...,R, there exists at least one unit i, 
ies such that X^ = Y^}* 
Let X be the following prior density defined over 0* 
R 
n  r [ U g ( Y j ) ]  
X(0) = B C(0) ' 1(0) (5.1. 
[0] 
where 
Wq(y.) is the number of X. in 0 which takes the value 
o J 1 ~ 
Yj, j = 1,2,...,R; Wg(Yj) ^ 0, V j = 1,2 R and 
R 
Z  W „ ( Y J  =  N ;  
j=l ~ ^ 
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B Is the constant needed to make X be a density function. 
For every 0 e 0 
C(0) = E p(s) 1(0) 
{dataeX} [©(data)] 
where O(data) is the set containing those 0 e 0 which are consistent 
with the observed data set and !(•) is the indicator function. 
Let ^0 be the likelihood function for this problem which is defined 
as 
^ KG) 1(8) • 
" [0(data)] [0] 
Then, for any s.t. m t s 
E[X Idata] = - (5.1.12) 
m n 
where t is the sample total, i.e., 
t = E X + EX 
i^Es* a i^Es" \ 
and, therefore, 
E[ E X Idata] = — t . (5.1.13) 
{m^s} ra' n 
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Proof of Lemma 5.1.1. First, note that the sample points belonging to 
X and which have positive probability under the prior X are those such 
that the observed values of , i^ E s*, belong to the set »Y2 » • • • 
and the sum 2 X, satisfies the system of equations 
i^Es" 
r R 
2 d Y = 2 X 
j=l J ^ l^Es" 
R 
V 
Z d, = n-n. 
j=l J 
(5.1.14) 
for some set of values {d-,d_.,d„} where d. > 0 for all those j such 
that Yj was not observed in the sample, Yj E {Y2^»Y2»• • • 
DJ E {0,1,2,...,n-n^},V j, j = 1,2,...,R. It is important to note that 
the unknowns in the system (5.1.14) are the values of dj, j = 1,2,...,R 
and that the system can have many solutions in d^, j = 1,2 R. How­
ever, the number of solutions is finite. 
Now for every m # s, we have that 
E[XJdata] = Z YjP[X =Y.|data] 
™ ^ ™ J 
R 
= Z E YJ P[X =Y.Idata,6]P[01 data] 
j=l 8 ] ® J ~ -
where 
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0. = {0e0, 6e0(data) and s.t. X = YjK j = 1,2 R. 
J ~ TO J 
Then, 
R f§(data)A(9) 
EW___|datal . p[X^=Yj|da«,e] 
R 
R  [  n  r c w g C Y ^ ) ) ]  
,f Jj : ' 
3 [0(data)] [0] 
(5.1.15) 
In order to evaluate the expression (5.1.15), consider the following 
partition of 0, 0e0. Let 9 be the vector containing the values of X. 
" ~ ' i ,  
for those i^ e  s ,  i^ e s*; let 9^ be the vector containing the values of 
X^ for those i^ E s, i^ E s" and let 0^ be the vector containing the 
k 
values of X for those m # s. Then, every parameter vector 0 can be IQ * 
expressed as 
0 = (0.,0_,0_). (5.1.16) 
For any vector 0, let f. be the number of X. , i. E s, i. E s* 
which takes the value y., y.E{Y.,Yn,''.,Yo} and let f. be the number of 
J J J- ^ K J 
X^ , i^ E s, i^ E s" which assumes the value Yj. Yje{Yj^>Y2»* • • »Yg^}« 
Note that 
fj + fj > 0, V j = 1,2,...,R 
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and 
R R _ 
Z f. + Z f. = ri. 
j=l ^ j-1 ^  
Let 0*(data) be the set containing all those vectors 8^ which are 
consistent with the observed data set. Then, by using the partition of 
0 as given in (5.1.16) and by using the definition of X given in (5.1.11) 
the expression (5.1.15) can be written as 
9„e0*(data)} 
R 
[  n r(Wp,(Y.))]  
i=i : 
r [N] 
B P(s) ^ 2 ^ J Xj N n 1 Xj 
p[data:X] {(@^,e^): j=l ^ 1^x^=0 
0-e0*(data)} 
•Vi i  
j-2 j R-1 
N—n—1—X . —  Z X ,  N-n—1- Z x. N-n-1— Z x. 
z - \ . .  . -  )  
Xj-r" ' ' j+r" =<R=° " i  
1 *2 j-1 j+1 
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. . .  (  
R-1 
N-n-1- S X. 
1=1 
R 
r[f ,+f ,+i-hic ]  n r [f.+f,-hc,] 
J J J 1=1 
r[N] JéL 
R 
r[f  +f +i][n (f .+f .)]  
J  ^ 1=1 
. B p(s) r • ?v i£l 
Pldawai {(e^.e^)! R 
r[(  E f ,+f ,)  + 1]  
6,e0*(data)} 1=1 ^ ^ 
R 
[  n  r(f  +f ) ]  
.  B P(s)  g Z Y ( f  +f  )  
p[data:A] j=l ^  ^ ^ 
9„G0*(data)} 
[  n r(f^+f^)]  




since for every fixed vector (0,,9_) s.t. 9_ e 0*(data) 
R 
Z Y,(f,+f.) = t (5.1.18) 
j=l J J J 
where t is the observed total in the sample. 
Now the probability p[data:X] is given by 
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[ n r(HgCYi))] 
= B p(s) E Z 1(0) 1(0) 
{-3} [©(data)] [0] 
0_G0*(data)} 
N-N 1 , n 
= B p(s) E E E ... E rn 
( ( G l ' g z ) :  V °  * 2 = 0  V °  * 1  
0„e0*(data)} 
N-.-X, *j t 1 rcfi+ii+«il 
(  *2  r [N]  
= B p(s) 
{(GL,8,): 
[  n  r ( f .+f . ) ]  
1=1 
R 
i':2'' r[( E f^+f^)] 
0„e0*(data)} 1=1 
«s*/  
[  n  r ( f^+f^) ]  
B p(s) E • (5.1.19) 
{ ( 0 1 , 0 2 ) :  
0„e0*(data)} 
Therefore, by inserting the expression (5.1.19) into the expression 
(5.1.17), we get that for every m ^ s 
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E [ X ^ | d a t a ]  = ( 5 . 1 . 2 0 )  
and then, 
E[( Z X ) [data] = Z E(X [data) = t . 
{m^s} ™ {m^s} ™ " 
That completes the proof of the Lemma 5.1.1. 
The result proved in Lemma 5.1.1 will be used in the proof of the 
Theorem 5.1.1 which will be done next. 
Proof of the Theorem 5.1.1. First, let's consider the case where the 
parameter space 0 is the finite set given as 0 = (Yi»Yo»••• 
Y^ < Y2 ^ ••• < Y^ where Yj E ]R, j = 1,2,...,R, for some integer R 
where 1 R £ N. We first prove that the estimator (5.1.10) is stepwise 
Bayes and admissible for T(9) in this case. 
We begin by introducting some notation. 
For every selected sample s of n units, let data = (s,s*,s", 
X , i.Gs*, S X. ). Note that data e X where X = {(s,s*,s",X. , 
^ ij^es" \ 
ipEs*, E X ), s c {1,2 N}, X E {y, .Yo»-"-»Ynî« V i es, s* es}. 
^ i^Es" ij 1 2 R J 
Let 0(data) be the set containing all those vectors 0e0 which are con­
sistent with the observed sample. 
Let 0(Y j^»Y2 » • • • »Yj^) be the parameter space containing the R points 
where all units are identical, i.e.. 
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0(Yi,Y2,''',yR) = {8E0: for i = 1,2,...,N, for 
exactly one k where k = 1,2,. 
Let be the prior density defined as 
%l(G) = I i , If 2 GCYi.Y, V 
0 , otherwise . 
The samples with positive probability under the prior A^ are those 
such that for all i^ e s* the observed value of is equal to for 
exactly one k where k = 1,2,...,R and for those i^ E s, i^ E s" 
Z X = (n-n )Y. . 
i^Es" ^k 
Let be the set containing those samples. Then, the Bayes esti­
mator of T(0) against the prior A^ on is given by 
N 
Yy (data) = E[( Z X.)|data] = E[( Z X.)|data] + E[( Z X )|data] 
^1 i=l ^ iEs ^ m^s ° 
= E[( Z X + Z X )|data] + E[( Z X )|data] 
igEs* i i^Es" k {mds} ™ 
=  t + , E [ (  Z  X ) I  d a t a ]  
{mds} ™ 
where t is the observed sample total. 
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Now, trivially for any unit m, m # s 
E[X^|data] = P[X^=Yj^|data] = 
where Yj^ is the observed value for all , i^ e s*. 
Therefore, 
E[( 2 X ) [data] = (N-n)Y. 
Ws} ™ ^ 
and 
(data) = t + (N-n)Yj^ . 
By noting that t = nYj^» then 
Y^ (data) = ^ t (5.1.21) 
which is unique on the set and is the value of the estimator proposed 
in the Theorem 5.1.1. 
Next, for every fixed k, k = 2,3,...,R, let {y. »Y. ) 
J l  ^ 2  J k  
where y < < ... < y. , be the subset of size k from the set 
Jl 32 ^k 
fy 1*^2'' *' '^R^' for j — 1, 2 , . . . ,  (j^) •  
For each fixed set {y. ,Y. ,...,y. }, let the restricted parameter 
^1 ^2 -'k 
space <^(Y. ,Y. ,...,y.. ) be defined as G^(Y. ,y. ,...,y. ) = 
K  J l  J 2  J k  J l  ^ 2  J k  
{0e0; X, = y. ,y. , . . . ,  o r  y and each of these values appear at least 
i jl jg jk 
once in 0, i = 1,2 N}. 
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The order to be followed In this step is the following 
(i) If < kg, then the step considering the cases 
(y, .Yj ), j = 1,2,...,(* ) must be done first. 
jL Jl J2 ^k^ ^1 
(il) For a fixed k if (y. ,y. ,...,y. ) and (y.,,y.,,...,y.,) are 
J l  J 2  ^ k  ^ 1  ^ 2  ^ k  
two distinct sets of values such that y. e {y,,y„,...,y_}, 1 Z R 
a  —  1 * 2 , « « * , k  a n d  Y j  1  ^  t y 2 ^ » y 2  »  •  •  •  * y j ^ ^ »  ^  ~  l | 2 , . « » , k ,  t h e n  
the case considering the restricted parameter space 
0^(y. ,y. ,...,y. ) must be done first if 
K Jl Jg Jk 
<V 
(a,) y. = y.i and y < y., 
Jl Jl J2 J2 
°  Y j ,  - d  
(a, ) y = y.,, & = l,2,...,k-l and Y. < y,, . 
^ Jjl Jfi, Jk ^k 
Let be the following prior density defined over 
0 ^ ( y .  » y j  » • • • > y j  ) •  
Jl Jg Jk 
I n rxWgCYj )] 
^(8) - " KS) (5-1-22) 
(y^ lYj »«"'»yj )] 
^ J l  J 2  ^ k  
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where 
W„(y. ) Is the number of X, in 0 which takes the value 
~ m 
Y. , m = 1,2,...,k, Wq(y. ) / 0, V m = 1,2,...,k and 
k 
2 W.(Y. ) = N; 
m=l S Jra 
is the constant needed to make be a density function. 
For every 0 e 0^ (y. ,Y. ) 
Jl ^2 Jk 
cj(0) = Z fp(data) = E p(s) 1(0) 
{dataeX^} " {dataeX^} [0(data)] 
where the set is the respective sample space for the problem when 
0;?(Yj »Yj ,...,Y. ) is considered, i.e., X^ contain those samples that 
Jl J2 Jk 
belongs to the sample space X and which were not takgn care in the 
steps considered previously to the step where 0?(Y. »Y. ,...,Y. ) is 
^ Jl J2 Jk 
considered. 
Tlie likelihood function f| for the respective restricted problem 




[(^(Y ,Y. )] 
^1 ^2 ^k 
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= £|iL. 1(0) 1(0) 
{©(data)] [0j(Y, ,Y, Y. )] 
\ 
For a fixed k and fixed j with fixed parameter space 
G^(Y. ,Y. ,....Yj ) the samples which belong to the sample space 
^1 ^2 ^k . 
and which have positive probability under are those such that the 
observed values of X. for those i. e s* belong to the set 
il 
{Y. »Yj ,...,Yj } and the sum Z X. satisfies the system of equations 
^1 ^2 ^k 1, es"\ 
r k 
Z d, Y, - Z X 




Z d. = n-n. 
\^j=l ^tn 
for some set of values {d. ,d. ,...,d. } where d, >0 for all those m 
12 k ra 
such that Yj was not observed in the sample, Y. E {y-. ,Yj ,...,Y. } 
^m m ^1 2 ^k 
and d. e {0,1,2,n-n.}, V m = 1,2 k. Note that the unknowns 
m 
in the system (5.1.23) are the values of d. , m = l,2,...,k and the system 
^m 
can have many different solutions in d. , m = l,2,...,k. However, the 
m i 
number of solutions is always finite. Let be the set containing such 
samples. 
Now, by using the result proved in the Lemma 5.1.1, we get that in 
this restricted problem for every unit m, m ^  s 




and, therefore, the Bayes estimator of T(0) against the prior 
is given by 
Y .(.data) = t + t = — t (5.1.25) 
1J n n 
which is unique on the set i\^ and again it is a value of the estimator 
proposed in the Theorem 5.1.1. 
This stepwise procedure must be done for all possible k, k = 
R 2,3,...,R, and all possible j, j = 1,2 (j^), in the order mentioned 
in page 254. After we have done the procedure for all possible (k,j), 
we will get that 
R 
0(A,) n I n n 0(aJ)] = ^  
^ k=2 j=l * 
where by definition for any prior density g 
0(g) = {0e0: g(0) > O}. 
Therefore, the set A^, j = 1,2,...,(^), k = 2,3,...,R} Is 
a set of mutually orthogonal prior densities. Also, the sample space 
X can be expressed as 
E <k> 
X = A. U [ U U A^]. 
^ k=2 j=l ^ 
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Therefore, we can conclude that the estimator y defined in the 
Theorem 5.1.1 is stepwise Bayes for T(0) when the parameter space 0 is 
taken as 0 = 7%}^ where < Yg < ••• < Y^. Yj > 0, V j = 
1,2,...,R, for R integer and such that 1 £ R £ N. 
Now, since 6(') is the unique stepwise Bayes with respect to the 
set of mutually orthogonal densities {A^, j = 1,2 (j^), 
k = 1,2,...,R}, then 6(*) is admissible in this case. For more details 
about admissibility of stepwise Bayesian procedures see Hsuan (1979). 
Next, we prove the admissibility of the estimator 6(*) when the 
parameter space is taken as 0 = ]R^. 
Proof of the admissibility of 5(*) when 0 = ]R^. In the first part of 
this proof, we have proved that the estimator Y(*) proposed in the 
Theorem 5.1.1 is admissible for T(.6) when the parameter space 0 is 
taken as 0 = {Y2^,Y2 Yp}^, where Y^ < Y2 < ••• < Yp,, Yj E R, 
j = 1,2,...,R, for some integer R, 1 £ R £ N. Now consider the case 
N 
where e ]R, i = 1,2,.,.,N, i.e., the parameter space is 0 = ]R . Then, 
the estimator Y(') is also admissible. The proof is done in the follow­
ing way. 
Let's suppose that Y is not admissible. Then, by definition there 
exists an estimator Yg such that 
EqI(YO-T(0))^] < Eg[(Y-T(8))2] (5.1.26) 
with strictly inequality for some 0 e 0 = ]R^. Let 0^ be some vector 
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where the strictly Inequality holds In (5.1.26). Now, since 0q con­
tains only a finite number of values of X^, 1 = 1,2,...,N, then 
~0 ^  for some finite set of values »• • • » 
where Y^ < Y^ < < Y^» yj E]R, j = 1,2 R, R Integer and 
1 < R < N. By the first part of this proof, we have that the esti­
mator Y Is admissible for T(6) when the parameter space Is taken as the 
set tYj^»Y2» • • • »Y^}^ which Implies that 
Eg [(Y-Wo»'] i E [(Y„-I(e„))2j 
«wQ «W 0 
which Is a contradiction. 
Therefore, we conclude that the estimator Y(') proposed in 
Theorem 5.1.1 is admissible when the parameter space is taken as 
0 = ]R^, That concludes the proof of the Theorem 5.1.1. 
Remark 5.1.1. The admissibility of the usual estimator for the popula­
tion total in finite sampling was already proved by Joshi (1966) and 
Meeden and Ghosh (1983) in the case where the sample gives complete 
information about the value of for every unit 1 in the sample. Joshi 
used a very straightforward argument to make his proof, but Meeden and 
Ghosh used a stepwise Bayes argument. Note that Theorem 5.1.1 just proved 
is more general than the result proved by those authors since there is 
no need to know the values of all X^ for those units 1 in the sample. 
Note also that when = 0, the only information the sample provides 
is the total sum t = Z x. and even in that case the usual estimator 
{les} ^ 
for the population total in finite population sampling is admissible. 
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Next, we will prove the result stated in Theorem 5.1. It will be 
shorn that Theorem 5.1 is just a special case of Theorem 5.1.1. 
Proof of the Theorem 5.1. In the case of the Statistical Model IV, 
we have shown that once the sample of n quadrats is taken we have 
complete information about those e sample, e sample and 
complete information about the sum 
m* = Z Y, 
{(i,m) : Q^esample, ™ 
Q*^sample} 
which contains n(N-n) terms. To estimate the total number of 
distinct species in the region, C(0), using squared error loss the result 
proved in the Theorem 5.1.1 can be used in the following way. Let s 
be the set containing all those pairs (i,j) such that e sample, 
Qj E sample and all those pairs (k,m) such that e sample, Q* t sample. 
Let s* be the set containing those pairs (i,j) such that e sample, 
Qj E sample, i.e., those pairs from which we have complete observation 
of the values Y^^ and let s" be the set containing all those pairs (k,m) 
such that E sample, Q* t sample, i.e., those pairs from which the 
individual values are not observed in the sample, but the sum m* is. 
The total number of distinct species observed in the sample can 
be written as 
s' = E Y + Z Y 
{(i,j): Q^Esample, ^ {(k,m); Q^Esample, 
QjEsample} Q*^sample} 
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and contains (g) - terras. By noting that with respect to 
pair of quadrats the original sample of n quadrats can be treated as a 
sample of (g) - pairs of quadrats taken from the population con­
taining a total of (g) pairs of quadrats, then by Theorem 5.1.1 the 
estimator 
ô(s') - 2 
(2 >-("2"^ 
(g) 
Is stepwise Bayes and admissible for 5(8), where 0 e {0,1,2,...} , 
Ç(6) E {0,1,2,...}. That concludes the proof of the Theorem 5.1. 
Remark 5.1.2. The estimator 6(*) proposed In Theorem 5.1 Is consistent 
In the sense of consistency In sampling procedures (Cochran, 1977, p. 21), 
I.e., 
Ôs' 
11m 6(s') = 11m —r: 11m s' = Ç(0). 
n->-N n-»-N (g)-^ 2"^) n-^-N 
Remark 5.1.3. If N Is large In comparison to n, then the estimator 
6(*) can be approximated by 




^2^^ ^ N(N-l) ^ N, " N , _ 1 N 
(2 >-(.^2"^ 2Nn-n^-n "2-|-i ~2n* 
5.1.1. Example 
Consider the allocation of M balls In N urns of the same size, 
M unknown, N < "». Suppose that the allocation of the balls was done 
at random, but in such a way that balls of the same color could not be 
assigned to the same um. If it Is known that each color has exactly 
two balls, then by Theorem 5.1 an estimate of M based on the random 
sample of n urns, n > 2, is given by 
A 
where s' is the total number of distinct colors observed in the sample. 
5.2. Statistical Model V 
Now consider the case where the region of investigation is divided 
as in Statistical Model IV. 
Assume that each species present in the region has only two replicas 
and these replicas can appear in the same quadrat or in two separate 
quadrats. 
For each fixed pair of quadrats (QJ,Q*), 1 = 1,2,...,N-1, 
j = 1+1,1+2,... ,Ni let be defined as 
263 
is the number of distinct species in the region which 
are present In both quadrats Q* and Q*. 
For each fixed quadrat Q*, k = 1,2,...,N, let the random variable 
Z, be defined as 
k 
Zj^ Is the number of distinct species In the region containing 
both replicas in quadrat Q*. 
Define the vector 0 as 
9 = ((Z^,Y^j), k = 1,2,...,N; i = 1,2,...,N-1; 
j = 1+1,1+2,...,N). 
The vector 0 is unknown and belongs to the parameter space 
« (:) ~ 
0 = A XA , A = {0,1,2,...}. Let Ç(0) be the total number of distinct 
species present in the region at the moment when sampling is performed. 
Then, Ç(0) can be expressed as 
N N-1 N 
S(0) = Z Z + E E Y . (5.2.1) 
1=1 1=1 j=i+l J 
Suppose we want to estimate Ç(0) using squared error loss. For 
this purpose a random sample of n quadrats, n ^  2, is taken from the 
collection q*,Q* Q*. Again, let Q^,Q2,...,Q^ be the quadrats in the 
sample, i.e., = Q* for some k = 1,2,...,N. Let Q be the set contain­
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ing the quadrats In the sample. For each fixed pair of 
quadrats (Q^,Qj) in the sample, let be defined as 
y^j is the number of distinct species in the sample which 
were observed in both quadrats and , 
E {Ojij2,.«.}. 
For each fixed quadrat e sample, let and m^ be defined as 
is the number of distinct species in the sample with 
both replicas in the quadrat Q^, z^ = {0,1,2,...} 
and 
m^ is the number of distinct species in the sample such 
that only one replica was observed and the replica was 
observed in quadrat Q^, m^ e {0,1,2,...}. 
Define the vectors y, z, m as 
y = (y^j, (Qi,Qj)Esample), y^je{0,l,2,...}, V (l,j) 
z = (z^, Q^esample). , z^e{0,l,2,... }, V 1 
m = (m^, O^esample) , m^e{Q,l,2,...}, V i . 
Then, the sample space for this problem, say X, is given by 
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X = {all possible sets (.Q,y,z,m), ye{0,l,2,...} 
ze{0,l,2,...}", Ti|e{0,l,2,...}", Qd {Q*,Q*,. ..,Q*}}. 
If for each triple (y,z,m) e X, we define G(y,z,m) as the set of 
all 9 e 0 which are consistent with the observed vector (y,z,m), then 
the likelihood function for this problem is given by 
ffl [(y,z,in) ,Q] = Pp[observe the vector (y,z,ra),Q] 
and fa[(y,z,m),Q] = 0 if 8^0(y,z,m), where p(Q) is the probability of 
selecting the set of quadrats (Q.) and doesn't depend upon 0.  1 6 n ~ 
Note that for every (y,z,m) there is always at least one vector 
0 e 0 such that fa[(y,z,m),Q] > 0. 
Now, if IT is some prior distribution over 0, then under squared 
error loss a Bayes estimator of Ç(0) against tt is given by 
which is unique on the set {(y,z,m); p[(y,z,m),Q: ïï] > 0} where 
p[(y,'z,m) ,Q; ttJ = E f^  [(y,z,m) ,Q]Tr(0). 
8e0 : 
By recalling the expression (5.2.1) for Ç(0 ) ,  we see that a Bayes 
estimator of Ç(0) against the prior IT is given by 
= p(Q) if 0e0(y,z,m) (5.2.2) 




N N-1 N 
<S*(y,z.in) = El( S Z, + Z E Y )/(y,z,ra),Q] 
^ ~ 1=1 1 1=1 j=i+i 
E[( Z Z + Z Y 
{i.Q^esample} Q^esample, ^ 
QjGsample} 
where 
^ Y )/(y,z,m),Q] 
Q^esample, ^ 
Q*^sample} 
+ E[( Z Z.)/(y,z,ra),Q] 
{i,Q*^sample} 
+ E[( I Y..)/(y,z,m),Q] (5.2. 
qa^sample, 
Q*^sample} 
(y,z,m) E {(y',z',m'): p[(y,z,m),Q: IT] > 0}. 
 ^  ^ m» 
For every observed sample (y,z,m) e X, let s' be the total number 
of distinct species observed in the sample and let m* be the total 
number of species in the sample such that only one replica was 
observed, i.e., 
TO* = E m^ . 
{i: Q^esample} 
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Again, it is important to note that the information (y,z,m,s',m*) 
collected from the observed sample gives additional information about 
for those quadrats Q^, Q* such that e sample, Q* t sample, i.e., 
Y^^ can be completely known by inference or partially known by inference 
as explained in Section 5.1, pages 239-240. Therefore, a random sample 
of n quadrats provides complete information about the quantity 
Z Z + S Y + E Y . 
{i: Q^esample} {(i,j): Q^esample ^ {(l,j): Q^esample, ^  
QjEsample} Q*^sample} 
(5.2.5) 
Since given the sample (,(y,z,m),Q) 
Z Z + E Y = 
{i: Q^esample} {(i,j): Q^esample, ^ 
QjEsample} 
= Z z. + Z y. = s'-m* (5.2.6) 
{i; O^esample} {(i,j): Q^esample, ^ 
QjEsample} 
and 
E Y.. = S m. = m* (5.2.7) 
{(i,j): Q^esample, ^ {i: Q^Esample} 
Q*^sample} 
then, the quantity in (5.2.5) is equal to s' and a Bayes estimator of 
Ç(6) against the prior IT is given by 
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6*(y,z,m) = s' + El( Z Z )/(y,z,m),Qj 
{i: QAfsample} ^  
+ El Z Y )/(y,z,m),Q]. (5.2.8) 
Q*^sample, ^ 
Q*^sample} 
Note again that there are (^^-(^2") values of involved in the 
expression 
Z Y + Z Y 
{(i,j): Q^esaraple, ^ {(i,j): Q^esatnple, ^ 
Qje sample} Q*^sample} 
instead of those only (g) values of Y^^ observed in the sample. 
Now, let V = I0,oo) be the decision space for this estimation 
problem. Then, two admissible estimators for Ç(9) are presented in the 
Theorems 5.2 and 5.2.1. The estimator proposed in the Theorem 5.2.1 
assumes that there is no relationship between Z, and Y.. for all 
K 1] 
(k,i,j), i = 1,2 N-1, j = i+l,i+2,...,N, k= 1,2,...,N. 
Theorem 5.2. Consider the Statistical Model V. Let the estimator ô*(*) 
be defined as 
(n) + N 
= <7577^ 5-—' (5-2-9) 
(2)-(. 2 ) + n 
where 
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s' is the total number of distinct species observed in the 
sample of n quadrats, n ^  2. 
Then, the estimator 6* is stepwise Bayes for Ç(0), where Ç(6) is 
the total number of distinct species present in the region at the moment 
when sampling is performed and 6* is admissible. 
Proof. Again, the result stated in the Theorem 5.2 is just a special 
case of the Theorem 5.1.1. By noting that in this case every Z^, 
k = 1,2 N can be taken as a where Y^^ is the number of species 
with both replicas in quadrat Q*, then the vector 0 from page 263 can 
be expressed as 
0 = {Y,,. i = 1,2,...,N, j = 1,2 N} 
ij 
and contains (g) + N elements. 
In the case of the Statistical Model V, we have shown that once 
the sample of n quadrats is taken we have complete information about Y 
E sample, £ sample, i j , complete information about Y^^y 
E sample and complete information about the sum 
m* = Z Y, 





which contains n(N-n) elements. Then, the result of the Theorem 5.1.1 
can be used in the following way. Let s be the set containing all those 
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pairs (l,j) such that E sample, E sample; all those pairs (k,m) 
such that £ sample, Q* i sample and all those pairs (i,i) such that 
E sample. Let s* be the set containing those pairs (i,j) such that 
E sample, e sample and those pairs (i,i) such that E sample, 
s* c s. Let s" be the set containing those pairs (k,m) such that 
Qj^ E sample, Q* t sample, i.e., those pairs from which the individual 
values of Y, are not known, but the sum m* is. The total number of 
Km 
distinct species in the sample can be written as 
Z . Y + E Y + S Y 
{(i,j): Q^Esample, ^ {(k,m): Oj^Esample, {i: Q^esample} 
QjEsample} Q^^sample} 
and contains ^ n terms. By noting that with respect to pairs 
of quadrats the original sample of n quadrats can be treated as a sample 
of (^^-(^2") n pairs of quadrats taken from the population containing 
a total of (g) + N pairs of quadrats, then by Theorem 5.1.1 the esti­
mator 
(5) + N 
is stepwise Bayes and admissible for Ç(0 ) ,  Ç (0 )  E {0,1,2,...}. 
That concludes the proof of the Theorem 5.2. 
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Remark 5.2.1. The estimator 6* proposed In the Theorem 5.2 Is con­
sistent in the sense of consistency of sampling procedures, i.e., 
â) + N 
11m s' = Ç(9) 
n->N 
Remark 5.2.2. For N large in comparison to n the estimator 6*(*) can 
be approximated by 
6»(3') =|f S' 
since 
(g) + N 
N^+N 
(?)-(V) + n 2Nn-n +n 













Theorem 5.2.1. Consider the Statistical Model V. Assume that there is 
no relationship between the vectors Z and Y. Let the estimator ô*(') 
be defined as 
4b[s'-t] M 
*2(s',t) = N N-n. + n '= 
(2)-( 2 ) 
(5.2.10) 
where 
s' is the total number of distinct species observed in 
the sample of n quadrats, n ^  2, 
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t Is the number of distinct species observed in the sample 
with both replicas in the same quadrat. 
Then, the estimator 6* is stepwise Bayes for Ç(9), where Ç(0) is 
the total number of distinct species present in the region at the moment 
when sampling is performed and 6* is admissible. 
Proof. To prove Theorem 3.2.1, let's consider the following facts. 
First of all, since there is no relationship between and for all 
(k,i,.j), then when = 0, V 1 = 1,2,.,.,N-1, j = 1+1,1+2,... ,N by 
Theorem 5.1.1 the estimator 
65(ti) - f t, 
where 
t^ is the total number of distinct species observed in the 
sample with both replicas in the same quadrat. 
is admissible for the total number of distinct species in the region 
which appears with both replicas in the same quadrat. Also, when 
= 0, V k = 1,2,...,N by Theorem 5.1 the estimator 
4 2 /N-nv 
(2)-( 2 ) 
where 
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tg Is the total number of distinct species with two replicas 
observed in the sample and they appear in two separate 
quadrats, 
is admissible for the total number of distinct species in the region 
with the replicas appearing in two separate quadrats. 
Then, to prove that the estimator proposed in the Theorem 5.2.1 
is stepwise Bayes and admissible for Ç(6), it is enough to combine every 
step used in the proof of the fact that the estimator 6* is stepwise 
Bayes and admissible with every step used in the proof of the fact that 
the estimator 6* is stepwise Bayes and admissible. For each combined 
step, we have 
(i) The parameter space is the cartesian product of the parameter 
spaces of those steps being combined. 
(ii) The prior density is the product of the prior densities of 
those steps being combined. Note that we are assuming independence 
between the vectors Z and Y. 
(ill) The samples (y,ra,z) which belong to the sample space for the 
combined step and have positive probability under the prior given in 
(ii) are those such that (y,m) has positive probability under the con­
sidered step in the proof of the fact that 6^ is stepwise Hayes and 
admissible and z has positive probability under the considered step from 
the proof of the fact that 6* is stepwise Bayes and admissible. 
Given that the arguments to be used in the proof of the Theorem 
5.2.1 are very similar to those used in the proof of the Theorems 5.1.1 
and 5.1, then the complete proof of Theorem 5.2.1 will be omitted. 
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Remark 5.2.3. The estimator 6* proposed In Theorem 5.2.1 Is consistent 
In the sense of consistency of sampling procedures. I.e., 
Acs'-t] 
= 11m s' = C(0). 
n-^N 
Remark 5.2.4. For N large in comparison to n the estimator 6*(*) can 
be approximated by 
6*(.s' ,t) = y ^  Is'-t] + ^  t 
z z n n 
(s'+t). 
Remark 5.2.5. For N large in comparison to n the estimator &* is such 
that 
6*(s* ,t) « J ^  (s'+t) > Y ^  s' « ô*(s') . 
5.2.1. Example - archaeological studies 
A situation where the estimators proposed in the Theorems 5.2 
and 5.2.1 can be applied arises in some archaeological studies. Usually, 
archaeologists are interested in estimating the original number of 
animals deposited at some archaeological site. For doing so, some sites 
from the archaeological deposit are chosen to be excavated. The bones 
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found in the excavated sites are used to recognize the Individuals. In 
most of the cases, the class of bones selected by the archaeologist to 
perform the recognition Is such that each Individual is supposed to have 
two bones of that kind, the right and the left. Examples are the 
premaxillae, dentarles and femora. It is known that some bone loss can 
occur between the time of bone depositing and the time of bone counting. 
The disappearance of the bone can be caused by simple deterioration due 
to soil acids, micro-organisms or carnivores or by inability to locate 
and identify the bone even when the whole archaeological site is observed. 
Wild and Nichol (1983) have discussed several estimators for this problem. 
The estimators are called Krantz's type estimators and are based on the 
observed total number of matching bones, unmatching left bones and un-
matchlng right bones. Although these estimators take into account the 
effect of bone loss, they are derived on the supposition that the whole 
archaeological deposit had been excavated. For practical situations, this 
supposition is usually not true since, in general, only a sample of the 
archaeological deposit is excavated. 
Next, we will explain how the Statistical Model V can be applied 
for this kind of archaeological studies. Suppose that the archaeological 
deposit is divided into N quadrats of the same area and that a random 
sample of n quadrats is taken, n > 2. Assume that each quadrat in the 
sample is completely excavated and that the bones are observed. Since 
each individual is supposed to have two bones of the selected kind of 
bone for Investigation, then his bones can appear in the same quadrat or 
in two separate quadrats. Then, by Theorems 5.2 and 5.2.1, two estimates 
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for the total number of Individuals present in the archaeological deposit 
at the time that sampling Is performed is given by 
and 
A + N 
(gf-t 2 ) + " 
("Xs'-t] 
«Î ° ,«• ,N-n, + f ' (5-2-12) 
(2)-( 2 ) 
where 
s' is the total number of distinct individuals identified 
in the sample, i.e., 
s' = total number of matching bones + total number of un-
matching bones 
and 
t is the total number of distinct individuals identified in 
the sample and such that the right and left bones were 
observed in the same quadrat. 
It is important to note that the estimators 5* and 6* were not 
derived on any assumption of bone loss. They only estimate the actual 
total number of bones still present in the archaeological deposit. 
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Therefore, they can be used only as a lower bound for the total 
number of Individuals originally deposited in the archaeological 
deposit. 
Note also that by Remark 5.2.4, if N Is large in comparison to 
n, then the estimate 6* in (5.2.12) can be approximated by 
«2 = i F (='+()-
Therefore, for N large a mistake in the process of recognizing 
a match within a quadrat would not change the value of the estimate 
6^. However, if N is not too large, then such a mistake would decrease 
the value of 6* since 
(N) 1 _ 1 
,Nv ,N-n. n „ n 1^ n ' 
<2>-( 2 > 2 - S'N 
The estimate 6* is not affected by the mistakes in the process of 
recognizing a match, and so it has some advantage over 6^. 
As mentioned by Wild and Nichol (1983), the process of recognizing 
individuals by matching bones is not easy to do and is time-consuming 
specially if the excavated area is large. Another method of quantifying 
animals remains which tries to overcome some of the difficulties found 
in the process of matching bones is given by Wild and Nichol (1984). 
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8. APPENDIX 
8.1. Data Set Used in Example 1 from Chapter 3 
In Table 8.1, we present the data set used in Example 1 discussed 
in Chapter 3, Section 3.5.1. The table shows all the 236 words used 
in Dr. Seuss' book THE CAT IN THE HAT and the presence or absence of 
each word in each of the N = 74 quadrats. The division of the book in 
N = 74 quadrats was explained in case (A) of Section 3.5.1. For each 
word we use the number '1' to indicate that the word was used in a 
particular quadrat and the number '0* to indicate that it was not used. 
In Table 8.1, for each word three rows of 9's and I's are presented. 
The first row represents the presence or absence of that particular word 
in the quadrats 1 to 25, the second row represents the presence or 
absence in the quadrats 26 to 50, and the third row represents the 
presence or absence in the quadrats 51 to 74. So, for example, in the 
case of the word 'a' (first word in the Table 8.1) the first row of O's 
and I's tell us that the word 'a' was used in the quadrats 9, 14, 17, 18, 
19, 20, 23, 24 and it was not used in the quadrats 1, 2, 3, 4, 5, 6, 7, 
8, 10, 11, 12, 13, 15, 16, 21, 22, 25. 
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Table 8.1. Words used in the book. The Cat In the Hat (presence/absence 
of each word in each quadrat (N = 74)) 
Word Word Presence (1)/Absence (0) in each 
number quadrat Q*, i = 1,2,...,74 
1 a 0. 0 0 0 0 0 0 0 1 0 0 a 0 1 0 0 1 1 1 1 0 0 1 1 0 
1 1 1 0 0 0 1 0 1 1 1 1 1 0 0 0 0 0 0 1 0 1 1 0 0 
. 
0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0 1 0 0 0 
2 at 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 
0 0 0 1 Q 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 Q 0. Q 1 Q 0 0 0 1 0 0 0 0 0 0 0 0 
3 as 0 0 0 0. 0 0 0 0 Q 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 
0 0 1 0 0 0 0 Q 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 8.1. (continued) 
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Table 8.1. (continued) 
Word Word Presence (1)/Absence (0) In each 
number quadrat Q*, i = 1,2,...,74 
205 thumps 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
206 think 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
207 the 1  0  1  0  0  1  1  1  1  1  1  0  1  0  1  1  0  1  1  1  0  1  1  1  1  
1  0  0  1  1  1  1  1  0  1  1  1  1  0  1  0  0  0  1  1  0  1  1  1  1  
1  1  1  1  0  0  1  0  0  0  0  1  1  1  1  0  1  1  1  1  1  0  1  0  
208 tall 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  
209 tail 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
210 their 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  1  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
211 tame 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
212 u p  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  1  0  0  1  1  0  1  1  0  0  
1  0  0  0  1  0  0  0  0  0  1  0  1  0  0  0  0  0  0  0  0  0  0  0  Q  
1  0  0  0  0  0  0  0  0  0  0  1  0  1  0  1  0  1  1  0  0  0  0  0  
213 u s  0  0  0  0  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  
214 were 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0 .  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  
215 wish 0  1  0  0  0  0  0  0  0  0  0 .  0  0  1  0  1  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  1  0  0  0 .  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
216 wood 0  0  0  0  0  0  0  0  0 .  0  0  Q  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0 .  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
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Table 8.1. (continued) 
Word Word Presence (1)/Absence (0) in each 
number quadrat Q*, 1 = 1,2,...,74 
217 wet 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
218 want 0 0 0 0 0 0 0 0 0 0 1 0 0  0  0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0  0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
219 when 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
220 white 0000000000000000000000000 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
221 why 00 00010000000100000000000 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
222 who 0000 0 00000000000000000000 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
223 with 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 1 0  
1 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 1 0  0  0 0 0 0 0 0  
0 1 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0  
224 w e  1 1 1 1 1 1 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0  
1 0 0 0 0 0 0 0 0 0 0 0  0 0 0 0 1 0 0 0 0 0 0 0 1  
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 1  
225 went 0 0 0 0 1  0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0  
226 wall 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0  0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1  
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
227 way 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0  0  0 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0  
0 0 0 1 0 1 1 0 0 0 0 0 0  0  0 1 0 0  0  0 0 0 0  0  
228 well 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0  0 0  0 0 0  0 0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1  
0  0  0  0  0  0  0  0  0  T  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  ssK 9ZZ 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  I  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  ÇZZ 
T  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  T  T  0  T  0  0  0  0  
0  0  0  0  0  0  I  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  T  0  0  T  0  0  0  0  0  0  0  0  inoiC nz 
T  T  T  0  0  0  T  0  0  T  0  T  T  0  0  0  T  T  T  0  0  0  0  0  
0  0  0  0  T  0  0  0  0  T  0  T  T  0  0  0  T  0  0  T  T  T  0  0  0  
0  0  0  T  0  0  0  0  0  T  0  T  0  0  T  0  T  0  0  I  0  0  0  0  0  noX Z£Z 
0  0  0  0  0  0  T  0  0  T  0  0  0  0  0  0  T  0  I  0  0  0  0  0  
0  T  0  0  T  0  0  0  0  0  0  T  T  T  0  0  I  T  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  T  0  0  0  0  0  0  T  0  0  0  0  0  0  0  0  TTTM ZZZ 
I  T  T  0  0  0  0  0  0  0  0  T  0  0  0  0  0  0  I  T  0  0  0  0  
0  0  0  0  0  0  0  0  T  0  0  0  0  0  0  0  0  0  0  0  0  T  0  0  0  
I  0  0  0  0  0  0  0  0  0  0  0  0  0  0  T  0  0  0  0  0  0  0  0  0  TZZ 
0  0  0  T  0  0  0  T  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  T  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  T  0  0  0  0  0  T  0  0  T  SBA OZZ 
I  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  I  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  PXnott 6ZZ 
T 
t}L 2*T = T **b IBjpenb jtaquinu 
qoea ut (Q ) aouasqv/(T) 90ussaj£ paofl pao# 
(panuT^uoo) "I'g aiqei 
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8.2. Computer Program Used in Example 1 from Chapter 3 
The program used in the Example 1, Section 3.5.1, to compute the 
pseudo maximum likelihood estimate of 3 and the value of the estimator 
9*, where 6* estimates the total number of distinct words used in the 
book THE CAT IN THE HAT, is given next. The language used was SAS. The 
search for the value of 3 to maximize the likelihood function given in 
Chapter 3, Section 3.3, was done by using the grid process, i.e., we 
evaluated the likelihood function for several different values of g in 
the range (0,#) and we took, that value of 3 which gave the maximum. In 
the program, we will present the sample size used was n = 8. In this 
case, the likelihood function was first evaluated for 3 varying from 
one to eight. The choice of the lower bound one and the upper bound eight 
for 3, in this case, was done by considering some previous studies I have 
conducted about the problem. 
8.2.1. Program 
* This program computes the pseudo maximum likelihood estimate of 3  




W =  ;  
* Insert matrix W here. W is a 236 x 74 matrix containing the presence 
or absence of each word used in the book 'The Cat in the Hat', in each 
of the NT=74 quadrats. It is just the data set presented in Table 8.1. 
* 
304 
* FREQ» is a 1 X 236 vector that is used In the computation of n^, 
X = 1,2,...,N. 
* 
FREQ=0 00000000000000000000000000000 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0  0  0  
0 0 0 0 0 0 0 0 0 0 0 0 0  0  0 0 0 0 0 0 0 0 0 0 0 0 0  0  0  0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0  0 0 0 0 0  0  0  0  
0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0  0  0  
0 0 0  0  0 0 0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0  0  0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0  0  0  
0 0 0 0 0 0 0 0 0 0 0  0  0 0 0 0 0 0 0 0 0 0 0 0 0 0  ;  
* PROB, LIKl and LIK2 are vectors to be used in the computation and 
maximization of the likelihood function. 
* 
LIK1=0 0 0 0 0 0 0 0; 
LIK2=0 0000000 0 0 0; 
PROB=0 0 0 0 0 0 0 0; 
* R is a matrix containing the numbers of the quadrats selected in the 
sample of N quadrats. 
A  
R=5 13 25 33 37 42 55 61 / 
2  8  1 8  2 4  4 3  4 9  5 5  6 0  ;  
PRINT R; 
* NT is the total number of quadrats in the book, N is the sample size 
and MS is the total number of samples taken, i.e. , the number of rows 









* NN Is the vector used to compute the values of n , x = 1,2,...,N. 
* * 
DO 11=1 TO MS; 
NO=a; 
NN=0 0 0 0 0 0 0 0; 
LIKK1=0; 
L1KK2=0; 
* Computing the values of n , -x = 1,2,...,N. 
a. X 
DO K= 1 TO 236; 
PP=0.; 
DO J=1 TO N; 




IF FREQ(1,K)= 0 THEN N0=N0+E1; 
DO J=1 TO N; 
IF FREQ(1,K)=J THEN NN(1,J)=NN(1,J)+E1; 
END; 
END; 
* Computing the value of SO, where SO Is the total number of distinct 
words in the sample of N quadrats. 
* 





* First grid - computing the likelihood function for 3 = 1,2,...,8. 
The results are storage in the vector LIKl. The first element in 
LIKl is the likelihood value for 3=1, the second is the likelihood 
for 3=2, and so on. 
* 
DO L=1 TO 8; 
M=l; 
Z=0; 
DO J=1 TO N; 
A1=GAMMA(.J) ; 
A2=GAMNA(N+L-J); 











* Maximization of LIKl. BETAl is the value of 3, 3 = 1,2,...,8, which 
gives the maximum value of LIKl. 
* 
IF LIK1(1,L)>LIKK1 THEN LIKK1=LIK1(1,L); 
IF LIKK1=LIK1(1,L) THEN BETA1=L; 
END; 
* Second grid - a grid around the value of BETAl. Computing the 
likelihood function for the case where 3e{BETAl-0.5,...,BETAl+0.5}. 
The results are storage in the vector LIK2. The first element of 




DO J=K1 TO K2 BY 0.1; 
Ml=l; 
21=0; 
DO Jl=l TO N; 
AA1=GAÎ1MA(J1) ; 
AA2=GAîIliA(N+J-Jl) ; 











* I-Iaximlzatlon of LTK2. BETA is the value that gives the maximum value 
of LIK2. 
* 
IF LIK2(1,J)>LIKK2 THEN LIKK2=LIK2(1,J); 
IF LIKK2=LIK2(1,J) THEN BETA=J; 
END; 
* The pseudo maximum likelihood estimates are a=0 and 3=BETA. 
* 
* Computing the estimate value of the total number of words used in 





C3=S0+(NN(1,1) (N+BETA-l).) *INV(N) ; 
PRINT II NN BETA SO C3; 
EI®; 
/ *  
