Introduction
If an analytic function germ / on X = C n +1 has an isolated critical point at 0, then under any 1-parameter deformation ,/J of/this critical point decomposes into finitely many (simpler) critical points. For a generic deformation, the simpler critical points are all nondegenerate and in this case the number of critical points can be computed algebraically äs the dimension of the Jacobian algebra, dim c (O x /Jf), where // is the Jacobian ideal generated by the partial derivatives of/. The essential reasons for this are that the partial derivatives (df/dx^ form a regulär sequence, and that for a non-degenerate critical point the Jacobian algebra has dimension 1.
Consider now a linear action of a finite group G on X and let / be an invariant function with an isolated critical point at 0. If f t is an invariant deformation of/, then G acts by permuting the critical points of f t . Moreover, if the critical points are non-degenerate (which is the case generically if the action is real) then the associated permutation representation of G is isomorphic to the representation of G on (& x /Jf). Consequently, the number of group orbits of critical points is equal to dim c [0y/J/] G , (where [Af] G denotes the fixed point space of the G-space M). If the critical points in the deformation remain degenerate, then the permutation representation must be counted with appropriate multiplicities. For further details see [29] and [21] .
If G is an infinite (reductive) group then invariant critical points are no longer isolated, and ( /Jf) is accordingly no longer finite dimensional. Furthermore, [ö ? x///] G , which is finite dimensional, does not behave well in a deformation: its dimension is in general only upper semicontinuous. Mark Roberts has conjectured that for complexifications of representations of compact Lie groups on R" + * this number is well behaved and determines the multiplicity of a degeaerate invariant critical point [7] .
An alternative approach is to use differential forms. If/has an isolated critical point, then the complex (ß^, rf/ ) of differential forms on X The complex is therefore a free resolution of this (P x -module, and it follows that in a family of functions f t the sum Σ dim c H n + 1 (f) x is constant. (This is really the same reason s given in the first paragraph:
X the partial derivatives forming a regul r sequence. Any isomorphism Θ χ -» Ω£ +1 takes // onto df/Λ Ωχ 9 and the complex ( j, df Ά ) is isomorphic to the Koszul complex on the partial derivatives.)
If the function is invariant under a finite group G, then one can also consider 7^+ * (/):=[#« + *(/)]<* = J +1 /rf/A(g, where | denotes invariant differential forms. This also behaves well under deformations and so defines a multiplicity of the isolated critical point, though it does not necessarily agree with the multiplicity defined by [0y This approach has the advantage that it does generalize to the infinite groups, and the main purpose of this paper is to establish this for G = C*, the simplest infinite reductive group. We expect that the results on multiplicity hold in greater generality -the basic feature here is that for C* all the computations can be done explicitly. If the C*-action is the complexification of an S^action on i? The paper is organized s follows.
Section l consists of background material on quotients by C*-actions and their natural stratifications by orbit type; most, if not all, of this section is well-known. Sections 2 and 3 aim at understanding the C*-equivariant analogues of (0.1). In Section 2 we consider the two classes of "equivariant" differential forms, the invariant forms and the basic forms. The first are forms on X which are invariant under the group action, while the latter are those invariant forms which annihilate vector fields tangent to the fibres of the quotient map, and so are more properly forms on the quotient space Y. Accordingly, there are two equivariant analogues of (0.1), which are intimately linked. These complexes are both studied in Section 3, where it is seen that in contrast to the ordinary case, they are not in general acyclic, although their low cohomology groups depend more on the C*-action than on the critical point in question. Section 3 concludes with a brief discussion of the implication of local duality for the cohomology groups of the analogue of (0.1) using basic forms.
Most of Seetions 2 and 3 are written with the simplifying assumption that the origin in X is an isolated fixed point of the C*-action. The modifications for the general case are described in Remarks 2.10 and 3.8.
The top cohomology group of (0.1) gives the multiplicity of an isolated critical point. In the same way, the top cohomology group of the equivariant counterparts can be used to defiae a multiplicity of an invariant critical point. Section 4 uses the results of Section 3 to show that this multiplicity behaves well in a deformation, so can indeed be called a multiplicity. We also give some estimates on the multiplicity of generic critical points away from the fixed point set of the C*-action. In Section 5 we compare the multiplicity defined in Section 4 with the Jacobian algebra approach described above.
In Section 6 we use techniques due to Malgrange to show that the cohomology of the Milnor fibres in the quotient space of an invariant function with an isolated critical point is given by the cohomology of the analogue of (0.1) with basic forms. We also relate the cohomology of this quotient Milnor fibre to the Chern class of the quotient map, which is an extension of a theorem of Duistermaat and Heckman.
The paper concludes with an appendix containing an account of some simple basic facts on local cohomology which are relied on heavily in Sections 2 and 5. Although most of the material contained in the appendix is well-known to experts, it also serves to establish some notation which facilitates the spectral sequence calculations performed in Section 2.
This research was done while James Montaldi was supported by a SERC grant held at the University of Warwick.
C*-actions and their quotient spaces
We will be considering linear actions of C* on X -C n + 1 . Any such action can be diagonalized, so that the action is determined solely by a list of n + 1 integers, the weights We can assume that the highest common factor of the weights is 1. It will be convenient to use a notation which distinguishes between the positive weights, the negative weights and the zero weights and their respective coordinates. Let a be the number of positive weights, b the number of negative weights and c the number of zero weights. Thus, n+i=a+b + c. Let A 1? . . . , λ α be the positive weights and μ ΐ5 . . . , μ 6 be the negative weights. We denote the corresponding coordinates by x l5 ...,x , y i9 ...,y b , and z 1? ...,z c . We assume that a, b > 0 (otherwise the invariant functions would just be functions on the fixed point set F = C map π : X -» Υ associates to each point χ e X the unique closed orbit in the closure of the orbit through x. The restriction π \ F : F ~» n(F) is clearly an isomorphism, so we denote n(F) by F s well. Note then that n" l (F) = ^9. The topology on Υ is the finest such that π is continuous.
The algebraic structure on Υ is given by the ring of invariant polynomials on X, denoted by R. The invariant polynomials separate the closed orbits (but not the others, of course). TTie ring R is finitely generated by, say, π 1? ..,, n t (which can be chosen to be monomials) and the quotient map π can be identified with (π ΐ9 . . . , n t ) : X -» C l . It is easy to see that l^ab + c, since for each pair (1,7), with I**i£a 9 l£j£b, there must be a generator of the form x\ yf for some r, s. Furthermore, since dim (F) = n =* a + b + c -l it follows that Υ is never smooth unless b = 1. In Section 2, we show that if b φ l then Υ is not even isomorphic to a finite quotient of C".
The following result is well-known. Proof. That it is Cohen-Macaulay follows from a general theorem of [15] , see also [16] , which states that the quotieot space for any reductive group action on a smooth space is Cohen-Macaulay. It also follows from the local cohomology computations we do in Section 2. It is easy to see that the quotient by a reductive group of any normal space is normal: just take the invariant part of any monic polynomial in the definition of normality. α It is not true in general that the quotient of a Cohen-Macaulay space by a reductive group is again Cohen-Macaulay, unlike the case for finite groups. A simple example can be found in Remark 5.7. However, Boutot [5] has established that the quotient by a reductive group action of a variety with only rational singularities itself has only rational singularities.
We now give a brief account of the geometry of Y. Let X 0 = C a+b c X 9 so that X = X Q x F. Let F 0 be the quotient of X 0 by C*, so that Υ = Y 0 x F. Now, there is another action of C* on X 0 which commutes with the given one, namely s e C* acts by Note that all the weights are positive. We denote this copy of C* by Cf . The action of Cf passes down to an action on F 0 whose only fixed point is 0 e F 0 . Consider (F 0 \0)/ Cf . This is isomorphic to (X\a)/(C* x CJ). Now, C* x C* acts by The epimorphism φ : C* x Cf -* Γ 2 , (t, s) H* (t s, t s" 1 ) -(u 9 v) (where T 2 is the complex 2-torus) induc^s an action of T 2 on Χ\& by
2 is thus isomorphic to the product of two weighted projective spaces, one is Ρ(λ ΐ9 . ,\ 9 4), the quotieat of C* \{0) by the C*-action with weights (A lf . . . » λ Λ ) 9 and the other is Ρ(μ ί9 . . . , ^)» the quotient of C* \{0} by the C*-action with wei^its (μ ΐ9 . . . , μ & ).
It follows that Υ = Y 0 x F and F 0 is a 'weighted cone' on the product Ρ(λ ΐ9 ..., λ^ x /Ρ(μ ΐ9 ..., μ&). (For details on weighted projective spaces see [9] and [11] .)
The real link S of the origin in 7, which is the intersection of Υ with a real (2l -1)-sphere surrounding 0, has real dimension 2« -1. One can show that the rational homology is s follows: the betti numbers of S are l in all even degrees up to and including 2(6 -1) and in all odd degrees from 2α -Iupto2w -1 = dim S; the other betti numbers are zero. We do not make any use of this fact so do not give a proof here. Example 1.2. Consider the C*-action on X -C"* 1 with λ ι = ··· = λ α = 1 and μ λ = ... = μ ύ = -l. If c = 0, then this action is free outside {0}, and so Υ has an isolated singular point. The quotient space is just the cone on CP*" 1 x CP*"" 1 , and if we write the invariants s a tj = x t y p then it is clear that the quotient space can be identified with the variety of a x b matrices (a y ) of rank 1. Let t/c: F, and consider the ring of invariant analytic functions on n' 1 (U). This defines a presheaf of rings on Y, which can be sheafified to form the sheaf Φ γ on Fof germs of invariant analytic functions on X. It is a coherent sheaf, by the general results of [22] .
Let x e X\$S, and denote by H x the isotropy subgroup at x (that is, the subgroup of C* leaving x fixed). There exists a complex submanifold (germ) at x which is invariant under H x and transverse to C*. x, the C* orbit through x; it is denoted S x and called the slice at x. One defines the twisted product C* is an isomorphism onto a C*-wvariant neighbourhood U ofx, Itfollows that φ passes down to an isomorphism $:
Proof (Outline). It is easy to see that (i) φ is well-defined; (ii) that άφ ( ±^ is an isomorphism, and thus is an isomorphism at each point of C* x Hx S x ifS x is sufficiently small, and (iii) φ is a bijection, again if S x is chosen to be suitably small. The result follows. Luna in fact proves this theorem in the algebraic category, where (iii) is considerably more subtle. α
The stratification of the quotient space. The quotient space Υ comes equipped with a natural stratification: the stratification by orbit type. For each isotropy subgroup H of the C*-action, the associated stratum of 7 consists of all closed orbits in JSfwith isotropy group precisely H, and we denote this by 7 (H) . Let X (H} = π~ι (Y m )\&, so that X (X) consists of points on dosed orbits which have isotropy precisely H. Clearly, X (H} is a submanifold of X contained in Fix (Z; ΛΓ), the fixed point set of H. Moreover, the group C*/H (which is either trivial or isomorphic to C*) acts freely on X (H} , and so the restriction of π to X (H} is a submersion onto Y (II) 9 which is therefore a manifold itself. The stratification of Υ by orbit type is given by the collection of manifolds Y (H) s H varies through the isotropy subgroups of C* including 3^ = F.
A (closed) orbit ξ e Υ is said to be regul r if its isotropy subgroup is trivial, and the set of all regul r closed orbits is denoted 7 reg . Because of the nature of the C*-action (recall we are assuming that the h.c.f. of all the weights is one) the non-regular orbits in Xare contained in coordinate hyperplanes, so form a subspace of codimension at least l in both X and Y. Suppose Y (H) has codimension l in Υ and that ξ e Y (H} . Then for χ € π~1 (ξ), H acts on a neighbourhood of χ by pseudoreflections (i.e. the generator of the cyclic group H has only one eigenvalue different from 1). The quotient is therefore smooth at any point in Y( H ) 9 and we see that Υ is non-singular in codimension l, in accordance with Proposition 1.1. The open subspace of Υ consisting of regul r points and these pseudoreflexion hyperplanes will be denoted U. Obviously, U = 7 reg if and only if the action is without pseudoreflexions.
This seems to be a convenient point to state the relationship between critical points of functions on Υ and of their lift to X. (We use the same notation for a function on Υ and its lift to X.) Recall first that a function on a stratified set has a stratified critical point at ξ if its restriction to the stratum through ξ has a critical point at ξ. Recall also the so-called principle of Symmetrie eriticality, which states that a function on a smooth manifold X invariant under the action of a reductive group G has a critical point at χ if and only if its restriction to Fix (H x ) has a critical point at x. A geometric proof of this principle is roughly that the H xinvariant complement to T x (Fix H x ) in T x Jf has no trivial component and so df x restricted to this complement must be 0. There is a more algebraic Statement and proof s follows: Examples. We end this section with a brief discussion of three special classes of actions, firstly where 6 = 1, secondly actions for which the sum of the weights is zero, so the representation is in SL n + i (C), and thirdly "real actions". We will be returning to each of these in later sections.
Actions with one negative weight Suppose the C*-action has only one negative weight μ, so 6 = 1. Thus, X= C a x Cx F. Now the cyclic group Ζ/μΖα C* acts on X l = c a x F and trivially on C b = C. Let R t denote the ring of polynomials on X 1 invariant under this group, then there is a ring homomorphism jR -+ R i9 p(x,y, z) H* p(x, l, z). This is clearly injective, s a C* invariant function which vanishes on {y = 1} must be identically 0, and is surjective s each term in any Ζ/μ Z invariant function must have weight in μ.Z (with respect to the C*-action). The terms can then be multiplied by appropriate powers of y to make the weight 0. Actions with the sann oft he weights equal to zero. These actions have some particularly nice properties. We will see in Section 2 that the quotient space is Gorenstein. For now though, we will limit ourselves to noting that the C*-action contains no pseudoreflexions, because a pseudoreflexion cannot have determinant 1.
If the sum of the weights is 0, and there is only one negative weight μ we have that Υ and the cyclic quotient F t are isomorphic s stratified varieties, since in this case Fix (IIμ Z; ^) = F.
Real actions.
A complex representation of a (reductive) group is said to be real if it is the complexification of a real representation of a (real reductive) group. This is particularly simple in the case of finite groups, s the complexification of a finite group is the group itself. On the other band, C* can be viewed s the complexification of the circle group S 1 « SO(2; ).
Let the circle group S 1 act on i$* + 1 , with rotation speeds λ ΐ9 ...,Λ β , 0, ...,0 with each A t · >0 and (n -2a) O's (note that λ and -λ give isomorphic actions). The complexification of this action is the action of C* on C n + 1 with weights (A^, ..., Λ β , ΛΙ, ..., Λ α , U, ..., U) .
Thus a C*-action is real if and only if the weights occur in equal and opposite pairs.
It follows from this characterization that real actions have the property that the sum of the weights is zero, so there are no pseudoreflexions.
In [25] , there are the following characterizations of real actions which we will need in Section 4. Proposition 1.6 (Schwarz, [25] ). The following are equivalent:
1. The C*-action is real.
Every slice representation is reaL

There is an invariant non-degenerate quadratic form.
The proof in the C* case is easy (Schwarz's theorem is for general reductive group actions). In particular, if the weights are s above, then x t y t + · · · +x a y a + zl+ · · · + z c 2 is an invariant non-degenerate quadratic form.
2* Invariant and basic differential forms
In order to do analysis pn singular spaces it is useful to have a notion of differential forms. Now, for any Singular space, there are the Kahler differentials, but these do not usually have very niee properties. In oiir case, Υ is a quotient space for a t*-action so it is natural to use differential forms related to thegroup action. There are two such classes of differential forms: the invariant forms and the basic forais. In this section, we define these two classes of forms and then discuss some fundamental properties.
On X~ C** 1 we have the ordinary holomorphic differential forms, Of. There are two operators on Ωχΐ exterior differentiation, </:Of -* Of* 1 and contraction with , the vector field given by (1.1) generating the C*-action, i a :0f -> Of 1 .
These can be combined to give the Lie derivative,
which acts on a monomial form ω = z a dz s multiplication by its weight w(co) ~ (α + β, λ), where A is the /i-tuple of weights of the C*-action. For each integer k, there is a subset of Of consisting of forms of weight k, which we denote by [Of ] k . Each of these weight spaces is a module over the ring R of invariante, and more generally the wedge product respects the weights:
This Λ-module is called the module of invariant differential p-forms, because they satisfy t* ω = ω for all te C*. The elements of Of are not to be regarded s differential forms on Y 9 since they are not necessarily killed by vector fields along the fibres of the quotient map π, and moreover, Ωχ + 1 is non-zero and torsion free, even though dim Υ = n. The module of basic p-forms is defined to be, Note that i^ : Ojf +1 -* OiJ is injective, so that OJ^1 = 0. Note also that Ωξ, like 0f, is a torsion free but not necessarily free -module.
The above constructions can be sheafified, and from now on we consider Of and Ωξ to be sheaves of Φ γ modules. By the theorem of Roberts [22] the sheaves f are coherent, and it then follows that so are the Ωξ .
Away from F 9 the basic forms can be identified with forms invariant under a finite group action: Proposition 2.1. Lei ζ € Y\F 9 
and χ€π~ι(ξ). Let S x bea slice to the group action at x, and H x be the isotropy subgroup ofx. Then H x acts on the module Ω § χ of p· forms on S x and the stalk Ω£ ξ is isomorphic to the G Y ^-module of H x -invariant forms
Proof. We use the notation of the slice theorem (Theorem l .3). Let i : S x -> U be the inclusion, and let ω e |(t/). Then ί* ω € (Ω| χ ) Η *. Moreover the restriction of i* to the basic forms Ωξ(ΙΙ) is injective. Its surjectivity is seen by using the slice theorem: one has the composite C* x S x -> C* X H X $X ~~* U (where the first map is the quotient by the action of the finite group H X9 and the second map is φ). Let α e (Qj x ) Hx . This /?-form can be extended trivially to C* x S x and the trivial extension is then C* x //^-invariant and lies in ker I . α Recall that the set of smooth points U c Υ consists of the regul r orbits and the pseudoreflexion hyperplanes.
Corollary 2.3. The restriction ο/Ωξ to U is precisely the Q^-module of holomorphic p-forms on U.
There is therefore no ambiguity in writing g.
Proof.
Firstly, let Y teg e Υ be the set of regul r orbits (those with trivial isotropy). If ξ £ F reg then the result holds since π is a submersion over F reg . If ξ e Y (H} with H acting by pseudoreflexions, then this follows from the proposition by a simple local computation. D It should perhaps be emphasised that basic forms do not coincide with Kahler forms. If we denote the Kahler forms by u p then there is a map u p -* ^, which in general is neither injective nor surjective. We will show at the end of this section that Ωξ = j+ g, where j : U c» Υ denotes the inclusion; in general the Kahler differentials do not have this nice property. It follows, in fact that Ωξ is the sheaf of Zariski forms -the bidual of p .
Example 2.4.
Consider the real C*-action on JT= C n + 1 = C 2a with weights ±1. The ring of invariants Φ Υ is generated by the a 2 monomials x t yj. The modules of invariant differential forms are Φ Υ -modules with the following generators:
Here the notation -means dx 1 Λ ... Λί/χ^ΑΛ άχ^± Λ... /\dx a /\ dy t Λ ... Λ dy a , dxâ nd similarly for other forms. The basic forms are then generated by:
Note that the Kahler one-forms l on the quotient space are generated by and so do not coincide with Ω^.
The following lemma is well-known, though we give a proof s there does not seem to be a good reference. The referee has pointed out to us that I. Naruki gives a proof in [19] , Lemma 2.1.1, but only in the case that all the weights have the same sign (so that the Lie derivative &$ acts s an isomorphism on each |). Proof. Suppose first that F = 0, and consider the sheaf complex (Ωχ, ι$), of all differential forms on X. In a neighbourhood of any z e X \0, coordinates can be chosen so that 5 = --. It is then clear that the complex is exact in a neighbourhood of z, and thus is oz l exact on the complement of {0}. Now, the Ω{ are all free C^-modules, so by the acyclicity lemma (see, for example, the appendix) it follows that Η { (Ω' Χ9 I ) = 0 for i > 0. Using the form of 5 given in (1.1), it is immediate that ι$(Ωχ) = m (the sheaf of functions vanishing at 0), so/f 0 ( ;,i a )=C.
The lemma now follows in the case that F = 0 by taking invariant parts, an Operation that commutes with
The general case follows since the ring of invariant differential forms £ is isomorphic to the tensor product of the pull-backs, pf Q} 0 ® ex p* |, where p t : X -> X 0 and p 2 :X-+F are the cartesian projections, and i$ is zero on the pf^l factor. α Note that this lemma implies in particular that i$ : Ωχ * i -» Ωγ is an isomorphism.
Local cohomology calculations.
As usual, we suppose C* acts line rly on C n + *, with a positive weights {λ ΐ9 ...,λ Λ } and b negative Weights {/i t , ...,/iJ, and we choose coordinates x t , y^ and z l accordingly ( s in Section 1). The ring of invariant polynomials is denoted R. The ring C [x, y, z] is an -module on which C* acts in an obvious way. The submodules C[x, y,z] k consist of polynomials of weight k with respect to this C*-aetion, and C[x 9 y,z] decomposes s a direct sum of these weight spaces.
For simplicity, in this subsection we consider only the case F = 0. Thus, n -a + b-i. The modifications necessary for the general case are described in Remark 2.10. For a discussion of local cohomology, see the Appendix. 
andA(y) is defined similarly. The isomorphism is an isomorphism ofRC*-modules (in particular, it respects the weighting [·]*)·
Proof. For this proof, we denote C [x, y] by S, and s usual π : X -> Y is the quotient map. Since n is affine, π # is exact and we have an isomorphism, where St «= π"" 1^) == J^+u^_, and &+ = {y = 0}, t_ = {x = 0}. The result is then obtain^J by Computing the local cohomology along the subspaces Λ ± and ^nJ^_ ±= {0} (which is well-known, see Example A. 5), and then using the Mayer -Vietoris sequence (see for example [12] ) to deduce the local cohomology along &. D
Recall that a modiile is maximal Cohen-Macaulay if it is Cohen-Macaulay and has f ll support. A particular case of this corollary is that R = C[>, j] 0 is itself Cohen-Macaulay.
We turn to the invariant differential forms Ω£. Now, Here α and β are multi-indices of lengths a and 6 respectively. Since the weight of dx* Ady is Σ α* A* + Σ )8/ μ ; · = (α, Α) + (β, μ) it follows that, s Λ-modules, Proof. This follows quite simply from the Corollary, and the discussion above. α
We now derive from the local cohomology of | the local cohomology groups for the basic forms Ω. Proof. We will use the truncations of the (Ωχ, ι$) complex, : 0 0. By Lemma 2.5 this is acyclic, with Η 0 (τ^ρ) = C. The proof proceeds by a spectral sequence argument on the Cech double complex έ' {0} (τ^ρ) over τ^ρ (see Example A. 5), together with Theorem 2.8. The result does not follow immediately, however, and it is necessary to analyse the higher differentials.
We use the Cech complexes associated to the covering of by the open sets
Thus Wy «= {φ^ φ 0}, where φ ν = x^^y^. To facilitate the computation we use the denominator Symbols c t j t i**l 9 ... 9 a and y = l, . . . , 4, s introduced in the Appendix.
First consider the total untruncated double complex CQ x = 0 £*(0|). Elements of are linear combination of terms of the form Cj > /5 where / is a #-tuple of pairs (ij), and ω Ι is an invariant p-form with denominators which are nowhere zero on W l -P) Wy. The double complex Q X is made into a graded-commutative algebra by giving all the generators c lV , dx t and dy j degree l, and letting them all anticommute. To remind us of this, we use the * Λ ' notation for the c y s well.
On CQ X there are two differentials:
, and so i d and c anticommute.
Define a map ev : £ Q x -> C to be the composite where the first map is the cartesian projection from the direct sum to one of its summands φ γ = (?°(0 y ), and the second map is just evaluation at 0 e X. By the spectral sequence of Proposition A. 2 we know that ev induces an isomorphism on homology,
,D) -+ C.
Consider the following elements of <? 1 (βί):
As a Cech form, ξ + is just άχ^λ^ on ^ for each 7, and £_ is analogous. It is immediate that ι θ (ξ±) = -c, where c = £ c y , and so The computations depend to some extent on p, and we distinguish three cases.
Case l : 0 < p < b. In this r nge it follows at once from the 'first vertical' spectral sequence that, for q < n otherwise .
A representative of Hfo* l (Ωξ) can be taken to be Case 2: b £p< a. In this r nge, the 'first vertical' spectral sequence allows the following two possibilities:
Now (B) would pccur if there were a non-zero higher differential Η^}(Ωξ} -» H* 0} (Q$). But, because ξ^1 = 0, the element η^ = exp(£_) is a cycle in ύτ^ρ. The non-zero higher differential would imply that η^ is a boundary in ίτ^, which contradicts ev(i/_) = 1. Consequently (A) must hold. We claim (D) cannot occur. Since ξ*+ i = ξ^ 1 = 0 in this r nge, both η+ and η. are cycles in £τ^ρ. Possibility (D) could occur if both η+ and η. were killed by higher differentials, but this is impossible since ev(fj ± ) = 1. For the basic forms one obtains similar Statements with Q x replaced by Ω γ and Q Xo by i3y 0 . More precisely, the analogues of Theorem 2.9 are
Recall that U a Y\F is the set of smooth points in F, and that F\ U has codimension at least 2 in F. The following result does not assume F = 0. We are interested in the cohomology of these complexes. In the classical case where there is no group acting on .Fand/has an isolated critical point, all cohomology groups are zero, except for H n + i = Q^lldf/\ £ and the complex is said to be acyclic. Moreover, the multiplicity of the isolated critical point is given by the dimension of H* + i . In our case, the lower cohomology groups are not all zero, though they depend only on the C*-action and not on the function/, provided it has an isolated critical point on 7, and the action of C* has an isolated fixed point, and we say rather loosely that the complexes are quasiacyclic.
We consider each of the complexes in turn, and use the equivariant df/\ complex to relate them. To simplify the exposition, we assume that the fixed point set F = 0. For the modifications necessary in the general case, see Remark 3.8. This is not hard to show using the spectral sequence, however it is simpler to observe that this form is indeed killed by dfΆ though it is clearly not contained in df/\ Oj?*"" 1 ·
The complex (Qj, Ο?/ Λ ) has two further cohomology groups, namely H n (Q^dfA) and H n + l (Q' X9 dfs\). We will see below th4t these two groups are in fact very closely related.
The basic df A -complex. 
The complex is a C [wj-module, and since the differential commutes with u, the cohomology of the complex is also a C[w]-module.
The homology of this complex can be computed by two spectral sequences. Comparison of the two limits gives a way of constructing explicit generators of H 2b (Q x , dfA) and /T( r ,d/V\) for i <«, s well s enabling us to compare the remaining groups H n (Q X9 dfA) 9 H n + 1 (Q x ,dfA) and Η η (Ωγ,α/Α). We will denote these three groups by H", H" +1 and H$ respectively. As usual, we assume F =* 0 to simplify the exposition, see Remark 3.8 for the general case.
Computing the horizontal homology of this complex gives H' (Q x , dfA) on each row, most terms of which are 0 if the critical point / is isolated in Y. On the other band, the vertical homology gives Ω' Ύ along the bottom row, copies of C along the diagonal £f* p , p > 0, and zeros elsewhere. 
Consequently, df-di$(&) = -i^(da). Define the closed form
(This is the same relationship s between a symplectic form and the hamiltonian function associated to a symplectic vector field -see Section 6.) Note that ω is only an invariant form, while ω A dfis a basic form, for %(ω Λ df) = -dfA df-0.
Montaldi and υ an S traten, Quotient spaces and critical points
Now consider, for k = l, 2, . . . , the elements Let ω now be given by (3.6).
This choice of ω gives a Splitting of C [u]-modules
Here T is the C[u]-torsion pari which is concentrated in degree
(1) First we show that d/A ω = 0. Now, ι^(ω) = -df implies
The coefficient of dx l Λ dy v Λ ... Λ έ/y^ in rf/Λ ω* is therefore a (6 + 1)
These minors are zero however, since the vector (df/dx^ is a linear combination of the rows of the matrix (Hy).
By (3.4), a
(2b} is a cycle in the equivariant df/\ -complex. Moreover, the coefficient of u b in σ (25) is l , so from the first vertical spectral sequence one sees that σ (26) is not a boundary. The contribution of σ (2&) to the first horizontal spectral sequence is a> b lb\ which is therefore non-trivial in H 2b .
(2) For k 2> b 9 the element a (2k) is a non-trivial cycle in the equivariant double complex by the same argument s given for σ (2ί>) in part (1). where K and Q are defined by
-» K -> H n+i -^ H" -+ Q ~+ Q.
Since the H 2b u p are all non-trivial in // e *, the higher differentials vanish which implies that # = β = 0. α So, in particular, all the groups |f , /P, H% 9 H" q and Γ are essentially equal, differing in dimension by at most 1. (Recall that i$ induces an isomorphism H n + i -» H γ unless α s= b = l, in which case there is a 1-dimensional kerael.) The group T is always the smallest. The proofs of these are very similar to those of the corresponding F =0 Statements, except that the spectral sequence now degenerates at E 2 rather than E t . The E l consists now of two horizontal complexes, each copies of the complex (// { C 0} ( ^,), df f Λ ). Since by hypothesis fp has an isolated critical point at 0 we get that
and elsewhere these complexes are exact, by a spectral sequence argument on the Cech resolution of ( ^,rf/A), see Example A. 6.
One still has i B :H n + i -^-» H γ unless α = b = 1. In this latter case there is a short exact sequence
-* Jl p (f) -+ H n + i -^ H» -+ 0.
Representatives of the non-zero cohomology groups of the basic df/\ complex can be found s follows. Given /, define /' by with the usual Splitting of the coordinates into x, y and z. Note that df A v = dfr\ v for v e Ωρ (if we consider £ s a subset of £). Now, the restriction of /' to Fis identically zero, so by Lemma 2.5 there is a l -form α with Let, s usual, ω = da e |, so ^(ω) = <//'. The non-trivial representatives οίΗ*(Ωγ, df/\ ) for i < n are given by For details on Cartan-Eilenberg resolutions, see [13] , p. 74 or [14] , Lemma 9.4.
The argument is briefly s follows. Denote the Cartan-Eilenberg projective resolution of ( y, df/\ ) by P = (P*'')> so that for each /?, the subcomplex (P 1 "*) is a projective resolution of Ωξ. Now apply Hom(-, £), and call the new complex Q = ''*; recall that £ is a dualizing module on Y. The homology of the associated single complex is the HyperExt of ( y, rf/Λ ). This homology can be computed via two spectral sequences.
First horizontal spectral sequence. Use the fact that the P 's are projective to see that EI (Q) is isomorphic to the ^-dual of E 1 (P), and the fact that it is Cartan-Eilenberg to show that Εξ 9 '(P) is a projective resolution of H/. Thus,
First vertical spectral sequence. As the p-th column of P is a projective resolution of Ωξ, one has that Εξ·* = Ext € ( ^, Ω γ ). For q = 0 this is just Ω£~ρ by Corollary 2.12, while for q > 0 it is C-dual to the local cohomology group Η^(Ωξ) by local duality. If the original resolution P is written below the complex ( ^, df/\ ), then the picture is the same s that in Figure l It would be interesting to find an explicit formula for these natural pairings. We hope to return to these questions of local duality and the resulting natural pairings in greater detail and greater generality at a later date.
Deforming the critical point
Let / be an invariant analytic function defined on an open set in 7, and define This is a coherent sheaf defined on the domain of definition of / It was shown in Section 3, that the maps ι$ : Ω% -» Ωξ~ι induce an isomorphism H n * l (Q' x ,df/\) -* H n (Q^df/\) for n -c > 1. For n -c = l (i.e. a = b = 1) the map is surjective with kernel ^f F (f) 9 and in this case the quotient space is smooth. Recall that Jt F (f) is the multiplicity of the critical point of the restriction of / to F; if c = 0 it is just a 1-dimensional space. Thus, for n-c >1,
Let f t be an invariant deformation of / 0 =/, with t € S, a neighbourhood of 0 e C. The purpose of this section is to show that Ji(f) is a multiplicity of the critical point in the sense that it is supported on the critical locus of f t (Lemma 3.1) and viewed s a sheaf over S, Jt(f t ) is locally free. However, there are some cases where f t can have a critical point but J((f t ) = 0, s we shall see. In the case of real actions of C*, M does define a good multiplicity in the sense that the contribution from generic critical points is one. It follows from these results and Proposition 3.6(4) that the other homology group depending on/, Η η (Ωχ, rf/Λ ) also behaves well in a deformation. Note that if F Φ 0, the lower cohomology groups J( F (f} behave well in a deformation by the Standard theory.
We need to consider sheaves of relative differential forms on X* S and Fx 5. These can be defined s _ χχ5/β "
The sheaves Q% xS/s and £ x5/s on 7x S are defined similarly.
Let F(x, t) be a C*-invariant analytic function defined on some neighbourhood of (0,0) in Xx S, and let f t (x) = F(x, t). Now, dF/\ : 0| xS /s ~* QX*SIS> Proof. We show that
is exact, for then Jt(F) is torsion free over S, and hence free. In the case that α = b = l, the quotient space is smooth, and it follows that τ φ [β£ χ5/5 /ί//ΛΩί^/ 5 ] is free by the Standard theory, and hence so is JK(F) ( s the kernel of the map from one to the other is a free G s module of rank 1. From now on assume n -c > 1.
For each p, the following is clearly a short exact sequence:
U -* »6y xS^s * *eyxs/S ~^ **y "~* " '
Since multiplication by t commutes with dFA , it follows that 
e -2 for the codimension 2 strata (where e is the embedding dimension ofthe quotient Singular ity).
Proof. For the real actions, the result follows from Schwarz' Theorem, given äs Proposition l .6 above. l. and 2. are straightforward, since at such points is smooth and the modules are just the usual differential forms. Note that an invariant function with a generic critical point at a pseudo-reflexion hyperplane is non-singular on the quotient space. This reduction proceeds äs follows. Clearly, for a stratified critical point to be generic, it is necessary that its restriction to the stratum be a non-degenerate critical point. One can then apply the equivariant Splitting lemma to write the function locally äs a sum of a non-degenerate quadratic form on the stratum and a generic function on a transversal to the fixed point set invariant under the action ofthe isotropy subgroup. The multiplicity is then the multiplicity of the restriction to a transversal.
1 is the suni of a trivial representation and a free CG-module. On deforming/two types of critical point emerge from the origin: those with trivial isotropy and those on the reflecting hyperplanes. By 2., the critical points on the reflecting hyperplanes do not contribute to the multiplicity, so, äs in WaU's proof, the effect ofthe deformation is to reduce ü m \df /\ " 1 ' 1 by a number of free CG-modules. Thus, for generic/we have, in WalFs notation,
Furthermore, Wall shows (using Koushnirenko's formula for Newton diagrams) that if G is cyclic, then V G (/) = e -3. D
If the C*-action is free outside ^ then the multiplicity we have defined gives complete Information on the decomposition of a degenerate critical point under a generic perturbation. If, on the other band, the action is not free outside $t then it is also necessary to be able to compute the number of critical points lying in any given fixed point subspace. By the principal of Symmetrie criticality (see Section 1) it is enough to repeat the multiplicity computation for the restriction of / to each fixed point space F. However, in the real case there is an easier method, namely Factoring out J((f) by the ideal J(F) of functions vanishing on K Summing up in the real case, we have the following result. Proof. The first observation is that generic functions have non-degenerate critical points. By the proposition above, these have multiplicity l, and so dimJP(f) does indeed count the number of critical points. Now, for a real action, the isomorphism & x -» £ Finite extensions of C*. We consider briefly the effect of a finite extension of C* acting on X = C** 1 , Let G be such an extension, so with Γ a finite group.
As before, let Fdenote the quotient by C*, and | denote the C*-invariant /?-forms. Then Γ acts on Y 9 and on the Q$ 9 the local cohomology groups computed in Section 2, and so on. We denote the f ll quotient space by F/Γ, the (/-invariant forms by Ωξ, and the G-invariant basic forms by Ωξ ΙΓ .
Let / be a G-invariant function on G** 1 having an isolated critical point on Υ (or, what is the same, on F/Γ). Then Γ acts on the cohomology groups H l (Qx 9 df*) and Η*(Ω' Υ9 d/A ). For any G-invariant function / denote by C(/) the set of critical points of / in F. Now, Γ aots on C(/) by permutations, and we denote the associated permutation representation by [C(/)].
Proposition 4.4. Let G act on C tt + 1 s a real representation, and let f t be a generic invariant deformation off with f having isolated critical points on Y. Then there is an isomorphism of representations of Γ:
The action of Γ on the 1-dimensional groups H k (Q Y , df/\ ) for k = 3, 5, 7, . . . , 2b -l depend on its action on the vector field B generating the C*-action, since H Y k + 1 is generated by df/\ ω*, and ω is defined by df= ι$ω. Furthennore, by the results of Section 6, the action of Γ on the cohoniology groups of the Milnor fibre of / in the quotient space are isomorphic to its actions on the H Y .
Similarly, other results of Wall [29] and Roberts [21] generalize to this setting.
Equivariant vector fields and critical points
Liftable vector fields. The action of C* on Jfinduces an action on Θ χ , the $ x -module of analytic vector fields on X. The vector fields v satisfying &$v = 0, those fixed by the action, are called equivariant vector fields; they form an 0 r -module denoted Θ χ . Ciearly, Any equivariant vector field on Jifdefines a derivation of 0 y , and so passes down to a vector field on Y. It is well-known (and not hard to show) that such a vector field on Υ is tangent to the stratification by orbit type (see Section 1). This suggests defining the (Py-module of all vector fields on Υ tangent to the stratification by orbit type, which we denote Θ γ . It should be emphasized that this Θ γ does not coincide with the usual module of vector fields tangent to a variety, unless the stratification of F s a quotient space is the same s its logarithmic stratification.
There is a homomorphism p : Θ χ -* Θ Υ9 whose kernel consists of equivariant vector fields tangent to the orbits. Thus ker/? = 0 Y 9. The question of whether p is surjective is a 'lifting problem', which, for reductive group actions, has been studied by G.Schwarz [25] .We begin this section by giving a more precise result in the case of C*-actions. We say that a C*-action has the lifting property if p is surjective. Proof. It is enough to prove this for F=0 since the general case is just a product of this case with a smooth space.
1. Consider the exact sequence of sheaves on Υ
which defines the cokernel N consisting of non-liftable vector fields. We wish to find criteria which ensure Jf = 0.
The first observation is that supp^Tc: F since outside of F the isotropy is finite, and by [3] and [25] , we have that p is surjective off F. If Λ^Φ Ο then it follows that depth ι/Γ = 0, where by depth we mean ^r-depth.
By (5.1) we have that Proof. Write M = M 0tb for the space of a χ b matrices. The quotient space Υ is isomorphic to the subvariety of M of matrices of rank at most l, which has an isolated singularity at 0, Thus LC" (Y) <=:T*M has two components, one is Γ 0 *Μ, the fibre over the zero matrix, and the other is the closure of the conormal b ndle over the smooth part. The conormal space over the matrix Q € Fconsists of matrices P e M for which P 1 Q = QP 1 = 0. These two components are of dimension ab = dim M, and each is Cohen-Macaulay. Their intersection is the subset of Γ 0 *Μ = M of matrices P of rank at most 6 -1, which has codimension α -b + 1 in each of the components. At a generic point of the intersection, the variety is just a union of two smooth subspaces intersecting along a subspace of codimension a -b -h L At such a point, the variety cannot be Cohen-Macaulay unless they intersect in a hypersurface, i.e. unless a = 6. α Remark 5.6. There are examples of Υ for which LC ~ (7) is Cohen-Macaulay which are not accounted for by the results above. For example, we found using the Computer package Macaulay [2] that for the action with weights (l, l, -l, -2) LC~(F) is CohenMacaulay, while for the action with weights (l, l, -l, -3) it is not. Remark 5.7. In the Situation of Proposition 5.5 with a = 2, i = l, one sees that LC~(Y) is the union of two transverse 2-planes in C 4 which is not Cohen-Macaulay. However, it is the quotient by C* of a Cohen-Macaulay space of dimension 3 in C 5 , given by equations, where C* acts on (x i ,x 2 ,yJ l ,l 2 )-spacQ with weights (1,1, -1,0,0) . (This space is in fact the appropriate Z defined in [7] , Section 8.)
The quotient Milnor fibre
Let /: (7, 0) -> (C, 0) be an invariant function germ with isolated singularity, and let /: U e -+ S be a representative (with C/ e = Fn J? e , the intersection of Υ with the fi-ball in the ambient space of F, and / non-singular on t/\{0}). For any t e S one can define the fibre This agrees with the classical case where Υ is smooth. However, in the smooth case A) =0 for / +
In the classical case of an isolated singularity on a smooth space, one knows that the Milnor fibre is homotopic to a wedge of spheres of middle dimension. In the present case this is clearly not so, though it seems likely that F f is homotopic to a wedge of spheres of middle dimension and the generic hyperplane section:
where L t is the Milnor fibre of a generic linear function L on F. We conjecture that this is the case at least if F has an isolated singularity*), and that following Funar [11] the integer cohomology of the Milnor fibre is torsion free. The proof of this theorem follows closely the proofs of Brieskorn [6] and Malgrange [18] . There are also discussions of this theorem in [29] and [26] for the case that the group is finite and the function / on X has an isolated critical point.
We will need a (well-known) Poineare Lemma for the basic forms. Proof. This follows from the Poineare Lemma 6,2, and the exactness of (Ω^, dfA ) outside 0, Lemma 3.4. D Proposition 6.4 (Brieskorn [6] In order to deal with such a problem, Malgrange [18] introduced the notion of (E, F) connexion, where EaF are finitely generated 0 Si0 -modules with F/E torsion, and D : E -> F is a C-linear derivation. That is, for e e E and A 6 ? s 0 .
. . dt
There is an index theorem for such a set-up [18] where z 9 (a) =/as in (3.2). One checks that It follows that s 2k and φ 21ί are generators of E 2k and F 2k respectively. Furthermore td t s 2k = 3e 2fc , so d t is regul r singular, and the monodromy on the cohomology groups with i < n -l is trivial.
If F=N 0, then these modules have rank dim c^F (/), and generators are given by a construction similar to that in Remark 3.8, namely by taking the exterior product with v s v varies over Jt F (f) . In this case the monodromy of the low dimensional cohomology groups will be just the monodromy associated to the restriction / F of / to F. Remark 6.7. One can introduce the equivariant Version of the Gauss-Manin System s the cohomology of a complex analogous to the one in [20] There is a natural filtration, called the Hodge filtration, F' on this triple complex with terms
One has that d F p " 1 c F p , so F' induces a filtration on Jf. It seems that this F' can be used to define a mixed Hodge structure on H' (Y t , C) in a manner completely analogous to [24] . We hope to elaborate on this on another occasion.
Chern das» of the quotient map. We end this section with a discussion of various closed 2-forms on the quotient space Fand the Milnor fibre Y t , and the relationship between them.
With the usual notation, we have /= i d a and ω = da; consequently, there is the fundamental "Hamiltonian" relationship (6.1) df^-ι^ω.
Example 6.8 {Symplectic Reductiori).
In symplectic geometry, if ω is a symplectic form, this equation is used to define the Hamiltonian /of the symplectic vector field θ. Note that if the invariant form ω is non-degenerate, then by Darboux' theorem, it can be written in the form ω = ]Γ dx i Λ dy^ and so the C*-action must be real since each "monomial form" dXi Λ dy i must be invariant. (In other words, ω defines an equivariant isomorphism of C" +1 with its dual, which implies that the action is real.)
The quotient Milnor fibres Y t are in this case the reduced spaces for the C*-action. The restriction of ω to X t is a basic form on X r i.e. co r »= i*ω e £, where i t : X t c» X is the inclusion (we also write i t : Y t c» F). Thus any Statements about quotient Milnor fibres can be viewed s generalizations of Statements about reduced spaces in symplectic geometry. A particular result is the following:
Let C* act symplectically on the symplectic space (X, co) with an isolated fixed point at 0, and let / be the Hamiltonian, with /(O) = 0. Then for t φ 0, the cohomology of the reduced space Y t is given by ", if i ^ n -2 is even , otherwise.
This is clear from Theorem 6.1 and Example 3.7, since the relation /= / a implies that / is homogeneous of degree 2, and (6.1) implies that it has an isolated critical point.
Returning to the general (non-symplectic) case, consider the meromorphic l-form a' == a//. This is an invariant form with poles along X 0 = {/= 0}. Since it satisfies i a' = l off X 09 it is a connexion 1-form for the principle fibration π: Χ ΦΟ -* Υ ΦΟ > and ω' = da! is a curvature 2-form. It follows that the Chern class ch of this fibration is given by the cohomology class As a final observation, note that the "reduced form" a> t can be obtained from the special form df/Λ ω by taking residues:
A. Cech complexes and local cohomology
In this appendix, we describe a complex associated to any Λ-module M, and any finite set of functions Φ = {φ ΐ9 . . . , φ,} in R. The main property of this complex is that it computes the (algebraic) local cohomology of M along Z = Ζ φ = F(/), where /is the ideal generated by the φ^ See Remark A. 7 for why the algebraic cohomology is sufficient for our purposes.
Let X be a space, ^ = (f/J an open cover of X and 3F a sheaf on X. Associated to this data there is the complex C'(^,^") of alternating Cech cochains:
for example, see [4] .
In the case that the U t are 'sufficiently small' this complex can be used to compute Η ι (Χ^) . Exactly what 'sufficiently small' means depends on the context. In the topological case, the Uj would have to be contractible and 3F konstant; in the analytic category Uj would have to be Stein and & coherent; in the algebraic category, the t/ 7 would need to be affine and In this setting, the local cohomology groups [12] 
