We present new faster deterministic and probabilistic recombination algorithms to compute the irreducible decomposition of a bivariate polynomial via the classical Hensel lifting technique. For the dense bi-degree polynomial representation, the costs of our recombination algorithms are essentially sub-quadratic.
Introduction
Throughout this paper K denotes a commutative field of characteristic p, and F is a polynomial in K[x, y] of bi-degree (d x , d y ), which means degree d x in x and d y in y. We are interested in the complexity of the computation of the irreducible factors F 1 , . . . , F r of F together with their respective multiplicities e 1 , . . . , e r for the dense polynomial representation, which means that a polynomial of bi-degree (d x , d y ) is stored as the vector of its coefficients in the basis of the monomials of bi-degree at most (d x , d y ). In this model, the size of F is precisely (d x + 1)(d y + 1).
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Main results
For the cost analysis we use the computation tree model and the classical O andÕ (read "soft Oh") notation in the neighborhood of infinity as defined in [32, Chap. 25.7 O(1) . The factorization algorithms presented in this paper work for any characteristic but the coefficient field K must satisfy a few requirements: its cardinality must be sufficiently large, irreducible factorization in K[y] must be computable; when in positive characteristic, pth root extraction in K must be computable, and the F p -algebra structure of K must be effective. Herein F p represents the prime subfield of K. These requirements are detailed in Sect. 3.1.
]: f (d) ∈Õ(g(d)) means that f (d) ∈ g(d)(log 2 (3+g(d)))
For the sake of simplicity we will provide the reader only with a complete cost analysis in two cases: (a) in characteristic 0 in terms of the number of arithmetic operations in K; (b) when K is the finite field F p k in terms of the number of arithmetic operations in F p .
The constant ω used below represents a feasible matrix multiplication exponent. We require that 2 < ω ≤ 3 (see Sect. 3.1). The first theorem summarizes the cost of our deterministic reduction from two to one variables: Our second theorem yields a faster reduction but with a probability of failure. Therein the function R, defined in Sect. 3.1, is related to the cost of random subsets generation. The algorithm outputs either nothing or a correct result with a probability at least 1/2.
Theorem 2 Assume that
The proofs of these two theorems are given at the end of Sect. 4.2. Informally speaking, if we consider that an arithmetic operation in K is not cheaper than k operations in F p , then the costs in parts (a) and (b) of the above theorems are of the same order of magnitude.
The mathematical ingredients of our algorithms are presented in the first section. Then the second section describes the core algorithms. The third section is devoted to the whole factorization algorithm.
Overview of the algorithms
The algorithms underlying Theorems 1 and 2 both decompose into the two following stages:
1. Reduction to the separable case. Up to exchanging x and y we can assume that d y ≤ d x . We compute the separable decomposition of F in y by means of the algorithm presented in [25] . 2. Factorization of the separable components. In this stage F is assumed to be separable in y. Assuming that the cardinality of K is sufficiently large, a suitable shift of the variable x reduces the problem to the normalized case defined as follows:
where Res(A, B) denotes the resultant of the two univariate polynomials A and B.
In this case we can use the classical Hensel lifting strategy: from the irreducible factors
[y] to a certain finite precision. Then we discover how these analytic factors recombine into F 1 , . . . , F r .
The algorithms underlying Theorems 1 and 2 require a precision of the series only (x d x +1 ). In characteristic 0 or sufficiently large, these results are to be compared to the ones of [23] where the required precision is (x 2d ) with d being the total degree of F. In positive characteristic, we improve the best previously known recombination algorithm designed in [1] that requires a precision (x d x (2d y −1)+1 ) in the worst case [1, Theorem 5.2].
Related works
The first polynomial time multivariate factorization algorithms are due to Kaltofen in the beginning of the eighties [14] [15] [16] : they were derived from the algebraic approximant technique invented by Lenstra, Lenstra, and Lovász in 1982 to factor univariate polynomials over Q in polynomial time. Then Chistov, von zur Gathen, Grigoriev, Kaltofen, and Lenstra substantially contributed to this subject in order to reach polynomial time for all the usual fields. In 2003, Gao accomplished an important breakthrough with the design of a softly quadratic time probabilistic reduction of the factorization problem from two to one variable whenever the characteristic of the coefficient field is zero or sufficiently large [10] . For more historical details we refer the reader to [7, 10, 13, [17] [18] [19] [20] 30, 32, 33] .
The Hensel lifting strategy was popularized in computer algebra by Zassenhaus in 1969 in the context of factoring in Q[y] via a p-adic completion of Q. For a long time, in the bivariate case, the cost of this approach has been remaining exponential in the number s of the analytic factors to recombine. Yet, as proved by Gao and Lauder, the cost of the recombination process is indeed softly linear in average [12] over finite fields, which explains the practical efficiency of this approach.
Of course a polynomial time factorization algorithm solves the recombination problem in polynomial time, but, to the best of our knowledge, the first polynomial time natural solution to this problem is due to van Hoeij for Q[y] [31] , and to Belabas, van Hoeij, Klüners and Steel in the more general setting of global fields, that includes K(x)[y] [1] : the key idea is to recombine the logarithmic derivatives of the lifted factors. We refer to [23] for a detailed historical survey on recombination algorithms.
In [5, 23, 24] we presented recombination algorithms with a sub-quadratic cost in terms of the total degree, for the dense representation, and when the characteristic of K is 0 or sufficiently large. In the present paper we improve and generalize these results: our new algorithms require a smaller lifting precision and work whatever the characteristic of K is. In addition, instead of the total degree we deal with the bi-degree.
Reduction of the recombination problem to linear algebra
Throughout this section we assume that Hypothesis (N) holds. We explain how the recombination problem efficiently reduces to linear system solving. We separate the case when p is 0 or large enough to the specific case when p > 0. Yet we will see that the latter case makes use of the former case. The separation between these two cases is precisely given by the following condition:
(C) K has characteristic 0 or at least d x (2d y − 1) + 1. 
Main notation
Since the µ i have entries in {0, 1} and have pairwise distinct supports, up to a unique permutation, they form a reduced echelon basis, which means that the r × s matrix whose ith row is µ i is in the row-reduced echelon form. From now on we assume that µ 1 , . . . , µ r are actually ordered so that they form a reduced echelon basis. In this setting the recombination problem reformulates as follows: from the knowledge of the F i to a sufficient finite precision, compute all the vectors µ i . We also introduce the following partial products:
Finally, the central objects of our recombination process are the following:
, for all i ∈ {1, . . . , s}.
The recombination algorithms will only make use of these objects, so that the only lifting to precision (x d x +1 ) is necessary. Throughout this paper F denotes a subfield of K, and the space of the bivariate polynomials over K of bi-degree at most (k, l) is written K[x, y] k,l . Our goal will be the computation of the following F-vector space:
where
represents the vector space spanned by the polynomialŝ
∂ y over F. It turns out that the knowledge of L F solves the recombination problem:
Proof Let i ∈ {1, . . . , r }. By taking the logarithmic derivative in y and by multiplying by F both sides of (1), we obtain that:
, and deduce that:
Since 
This partial fraction decomposition is well defined overK [[x] ] thanks to Hypothesis (N).
Since, for all i, the residues ofF i
, we obtain that all the ρ i belong to F. Conversely, assume that all the ρ i are inK. By substituting 0 for x in (3) and in the definition of G, we obtain
Now let i and j in {1, . . . , s} be such that F i and F j both divide the same irreducible factor F k of F for some k ∈ {1, . . . , r }. By construction, F i and
. Since the two latter expressions are in
is a F-linear combination of the µ i and the conclusion thus follows from Lemma 1.
Characteristic zero or large enough
We carry on with the notation: (3) . In characteristic 0, in order to ensure that all the ρ i are inK, it suffices to ensure that all the ρ i are zero. Letting
it is classical that ρ i can be calculated as follows:
Testing the vanishing of all the ρ i thus becomes equivalent to testing if
by Hypothesis (N). The following lemma will lead us to an efficient algorithm for the latter test.
Lemma 3 Let Q and R respectively denote the quotient and remainder ofD(G) divided by F in
. Then is it clear that R = 0 and 
Conversely, let us assume that [Q]
For 
. . , µ r is the reduced echelon basis of ker(D F ).
Proof Lemma 3 reformulates as follows: (2) , hence that the ρ j belong to {0, 1}, whence the inclusion
and assume that (C) holds. In order to prove that ( 1 , . . . , s ) ∈ µ 1 , . . . , µ r F , it is sufficient to prove that all the ρ i belong toK, by Lemmas 1 and 2. The case when p = 0 is immediate so that we can now assume that p ≥ d x (2d y − 1) + 1. Here we could directly invoke [10, Lemma 2.4] in order to conclude the proof, but, for completeness, let us briefly repeat the arguments.
has degree at most d x (2d y − 1) and belongs to (x p ), hence it is zero since p ≥ deg(B)
Small positive characteristic
Proposition 1 reduces the recombination problem to linear algebra under Hypothesis (C). Until the end of this section, we focus on the situation when (C) does not hold, and F exclusively denotes the prime field F p of K. We shall use the following F-linear maps, respectively reminiscent of Berlekamp's and Niederreiter's univariate factorization algorithms (for instance, see [32, Chap. 14]):
is to be understood as the space of the polynomials in x and y p of degrees at most pd x in x and at most d y − 1 in y p . One can easily see that N is well defined since ∂ ∂ y N(G) = 0. For convenience, "Appendix 5" gathers the classical properties needed in the sequel. As for D F , we will be interested in the kernels of the following F-linear maps:
We carry on with the notation: Proposition 2 does not directly provide us with a satisfactory recombination algorithm because the linear system to be solved involves a number of equations that grows linearly with p. The key idea to cut down this dependency in p is to combine N F with D F as follows:
We are now ready to present the test for the vanishing of N(G) and B(G) that will be used in the algorithms: 
Recombination algorithms
In this section, we present a deterministic recombination algorithm and a faster probabilistic one both derived from the results of the previous section. We still assume that the normalization Hypothesis (N) holds. The subfield F is set to be K if (C) holds and to be the prime field F p of K otherwise.
Complexity model
For our cost analysis, we use the computation tree model [6, Chap. 4 ] from the total complexity point of view. Roughly speaking, this means that complexity estimates charge a constant cost for each arithmetic operation (+, −, ×, ÷) and the equality test. Yet all the constants in the base fields (or rings) of the trees are thought to be freely at our disposal.
Polynomial arithmetic
A univariate polynomial of degree d is thought to be represented as the vector of its coefficients of size d + 1. For each integer d, we assume that we are given a computation tree that computes the product of two polynomials of degree at most d with at most M(d) operations, independently of the base ring. As in [32, Chap. 8.3] , for any positive integers d 1 and d 2 , we assume that M satisfies the following properties:
During the cost analyzes we will appeal to the following classical results:
• The resultant and the extended greatest common divisor of two univariate polynomials of degree at most d over a field K can be computed with
• 
Linear algebra
Concerning linear algebra, we assume that, for each n, we are given a computation tree that computes the product of two n × n matrices with at most O(n ω ) ring operations (i.e. without inversion nor division), for a fixed constant ω. We require that 2 < ω ≤ 3 in order to use the following statement: 
Extensions for our algorithms
In order to present a complete factorization algorithm in Sect. 4, we need to enlarge the computational model with irreducible factorization in K[y]. Separately we also count the number of pth root extractions in K. By root extraction we mean testing if an element in K is a pth root, and returning its casual root. When (C) does not hold we further need to know the algebra structure of K over its prime field F. Precisely we require that we can access to any component of any element in some basis over F for free. We also assume that any element of F can be sent into K for free. Our computational trees will thus contain operations both in K and F p . These assumptions are indeed not restrictive and cover the case when K is explicitly finitely generated over F p , that is considered in [8, 27] .
For the cost analysis in positive characteristic, we will mainly focus on the case when K is a finite field, that K := F p k for some k ≥ 1. Such a finite field K is supposed to be given as a quotient F p [z]/q(z) with q being an irreducible polynomial of degree k, so that each field operation in K amounts to O(M(k) log(k)) operations in F p . Over finite fields, we will exclusively use computation trees over F p .
Probabilistic algorithms
In order to modelize probabilistic algorithms, we extend the computation tree model with a function that takes an integer n as input, and that returns a random subset of a fixed set N of cardinality n, assuming that the cardinality N of N is at least n. The cost of this operation is assumed to be bounded by a super-additive function written R(n), that only depends on n. The probability distribution is supposed to be uniform in the space of subsets of N of cardinality n. Let us recall the following probability estimate:
Lemma 6 [25, Lemma 9] Let M be a subset of N of cardinality M. For any n ≤ M, the density of subsets of N of cardinality 2n having at most n elements in M is at least E(M, N ), where:
Note that E(M, N ) ≥ 1/2 whenever N ≥ 2M. Let us finally recall the classical Schwartz-Zippel lemma: the density of points in N that do not annihilate a given nonzero polynomial in n variables of degree d is at least 
8. Compute and return the reduced echelon basis of the space By Proposition 13 the cost of step 6 belongs to 
Proposition 4 Under Hypothesis (N) Algorithm 1 works correctly as specified. a. If (C) holds then Algorithm 1 performs O(d x d y s
ω−1 + sM(d x )M(d y )) operations in K. b
. If (C) does not hold then Algorithm 1 performs
Similarly, if (v 2 , . . . , v n ) ∈ K n−1 , we write V for the following upper triangular t × n Toeplitz matrix:
The following lemma, derived from [21, Theorem 2], will provide us with a probabilistic algorithm to solve the overdetermined linear systems (4) and (5) 
Proposition 5 The space spanned over F by the output of Algorithm 2 always contains µ 1 , . . . , µ r .
a. If (C) holds then Algorithm 2 takes O(s(M(d
. The probability to obtain a correct result is at least Z(s, N ) .
operations F p , where f D and f B represent the number of equations in systems (6) and (7) respectively. The probability to obtain a correct result is at least
Proof By Lemma 7, the solution space of system (6) always contains the solution space of system (4) , that is µ 1 , . . . , µ r . If (C) does not hold then, for any i ∈ {1, . . . , r }, we can write µ i = 1μ1 + · · · + tμt with ( 1 , . . . , t ) ∈ F t so that we have:
where the last equality follows from Proposition 2. Therefore, by Lemma 7 again, the space spanned by the output of the algorithm always contains µ 1 , . . . , µ r . Lemma 7 provides us with a polynomial P such that, for any (u 2 , . . . , u m ) outside the zero locus of P, the systems (4) and (6) have the same solution sets. The probability of success thus follows from the Schwartz-Zippel lemma.
If (C) does not hold, then the probability that at most d x + 1 points annihilate c y comes from Lemma 6. Then Lemma 7 provides us with a nonzero polynomial Q such that the solution set of (7) coincides with the solution set of the following system:
On the other hand, the solution set of the latter system coincides with the solution set of system (5) (6), by Corollary 1. We are done with part (a).
Concerning part (b), the evaluation of c y at 2(d x + 1) values in step 6 can be done F(a 0 , y), . . . , F(a d x , y) , and each tuple (G i (a 0 , y), . . . ,G i (a d x , y) ) can be computed with
In step 7 the computation of all the B i takes O(tM (d x d y ) ) operations in K, and the resolution of the linear system costs O(max( f B , t)t ω−1 ) operations in F, by Corollary 1. The total cost follows from summing the costs of each step and taking into account that p ∈ O(d x d y ). d x d y ) ). The probability to obtain a correct answer is at least E (2d x d y , N )Z(2d y , N ) .
Corollary 3 If
Proof It suffices to set f D ∈ O(ks) and f B ∈ O(ks) in Proposition 5.
Testing the recombination and recovering the factors
In this subsection we describe how to test whether the output of Algorithm 2 is correct or not. If correct then we also recover the irreducible factors of F. If not correct then the execution is stopped . Let ν 1 
Proof Let us first examine the case when t = r . If r = 1 then the output is clearly correct. If r ≥ 2 then, for all i ∈ {1, . . . , r }, we have thatF
and the algorithm returns a correct answer.
Let us now show that the algorithm always return a correct result. If t = 1 then the algorithm exits at the first step with t = r . If the algorithm exits in step 2 or 3 then we necessary have t > r . If the algorithm reaches the last step then F admits at least t ≥ r irreducible factors, whence t = r .
Steps 1 
) for this step. In step 6, one has to check whether 
The whole factorization algorithm
So far we have dealt with the factorization of normalized polynomials, namely under Hypothesis (N). In this section we explain how to handle the general case by means of successive reductions to (N). For the sake of simplicity, we use fast multiplication everywhere, namely M(d) ∈Õ(d).
Factorization of separable polynomials
Recall that a polynomial F is said to be separable in y if its discriminant y , is nonzero. [5] for implementation details). Then part (a) follows from Propositions 4 and 6. Then part (b) is completed thanks to Corollary 2.
As for the probabilistic version, we call Algorithm 2 in step 4. For doing so we need to provide the algorithm with a subset N of K of cardinality N , used for random element generation. With these modifications we obtain: , N ) ;
, with a probability of success at least E (2d x dy, N )Z(2d y , N ) .
Proof The proof is the same as for the deterministic case, except that we appeal to Propositions 5 and Corollary 3.
The general case
In order to raise the separability assumption on F, we use the separable factorization algorithm designed in [25] . Let
be the set of the powers of p. If F is primitive in y, and if p > 0, then the separable decomposition of F in y is defined to be the set
satisfying the following properties:
. . , s}, G i is separable, primitive and of positive degree in y;
If p = 0 then the separable decomposition of F is naturally defined to be the set generated by all the triples (G, 1, m) such that G is a proper squarefree factor of F with multiplicity m ≥ 1. For the existence, the uniqueness, and a short history of the separable decomposition we refer the reader to [25] .
Under the assumption that K has sufficiently many elements we finally obtain the following top level factorization algorithm: 1) log( p) ) arithmetic operations in F p k . The conclusion thus follows from Proposition 7(b).
In order to use probabilistic subroutines in Algorithm 5 we add an extra input N that is a subset of K of cardinality N used for the random choices. 1.5 ). Thanks to the hypothesis on the cardinality of K we can take N with cardinality N = 10d x d y so that E(4d x dy, N )Z(2d y , N ) > 1/2 holds. The conclusion follows from Proposition 10.
Conclusion
Although the factorization algorithms presented in this paper have good worst case complexity bounds their implementations require some care to make them very efficient in practice. The first bottleneck of the algorithm underlying Theorem 2 is the computation of the polynomials G i . This bottleneck can be avoided by adapting the heuristic presented in [5, 23, 24] . Then the next practical bottleneck really becomes the Hensel lifting. Although this lifting can be done in softly optimal time, one interesting speedup consists in solving the recombination problem progressively at each stage of the lifting in order to decrease the number of the lifted factors and stop the lifting as soon as possible. Finally, in a good implementation, the worst case precision bound for the lifting is hardly never attained. These heuristics and others have been implemented by Steel in Magma [29] on the top of the algorithms designed in [1, 31, 27] . Our new algorithms are not intended to compete in general with Steel's implementation. Instead they sensibly improve the performances in very particular cases. Such cases are very difficult to build. One example is provided by [1, Remark 5.5].
where the latter equality makes use of Wilson's theorem (namely, p divides ( p − 1)! + 1).
A.2 Complexity
Let A be any commutative ring with unity of characteristic p, and let f be a polynomial in 
