Linear time algorithms for convex and monotone approximation  by Ubhaya, Vasant A.
LINEAR TIME ALGORITHMS FOR CONVEX 
AND MONOTONE APPROXIMATION 
VASANT A. UBHAYA 
Department of Computer Science and Operations Research. Department of Mathematical Sciences. 
300 Minard Hall, North Dakota State University, Fargo, ND 58105, U.S.A. 
(Receioed July 1982) 
Communicated byE. Y. Rodin 
Abstract-This article presents algorithms of linear time complexity (O(n)) for computation of optimal 
solutions to the two problems of convex and monotone approximation where data points are approximated, 
respectively. by convex and monotone (nondecreasing) functions on a grid of (n + I) points. For the convex 
approximation case. the algorithms are based on a linear programming approach which exploits the 
structure of matrices involved and uses a special pivoting procedure to obtain a “maximal” optimal 
solution. Analogously, in the monotone approximation case, the algorithms compute “maximal” and 
“minimal” optimal solutions which also “enclose” any other optimal solution between them. Computational 
results are presented. 
1. INTRODUCTION 
This article presents algorithms of linear time complexity for computation of optimal solutions 
to the two problems of convex and monotone approximation where data points are ap- 
proximated, respectively, by convex and monotone (nondecreasing) functions. Specifically, 
given a real function f defined on an interval Z, it is desired to find a convex (monotone) 
function g on Z so as to minimize the supremum of V(t) - g(t)1 for all t in Z, over the class of all 
convex (monotone) functions g on I. The usual approach is to consider a discrete subproblem 
on a grid of (n + 1) points in Z for some large n and apply a conventional linear programming 
technique to obtain an optimal solution. However, this approach is computationally inefficient. 
In the case of convex approximation, this article presents O(n) algorithms based on a linear 
programming approach which exploits the structure of matrices involved and uses a special 
pivoting procedure to obtain a “maximal” optimal solution to the problem. This solution has 
suitable convergence properties as n *m. Similarly, in the case of monotone approximation, the 
article gives O(n) algorithms which compute certain “maximal” and “minimal” optimal 
solutions. These solutions also “enclose” any other optimal solution between them. The article 
gives computational results for the convex approximation problem. 
Let Z = [a, 61, and for any bounded real function f on Z, define the uniform norm 
Ml = suPWWl: t E 0. 
We consider the convex approximation problem first. Let K be the set of all convex functions 
on Z, i.e. functions k which satisfy k(hs + (1 - A)t) I Ak(s)+ (1 - A)k(t) for all s, t in Z and all 
0 I A I 1. Given a bounded real function f, the convex approximation problem involves 
determining a g in K so that 
Ilf - gll = WV - kll :k E f3. (1.1) 
The existence and properties of such an optimal solution g were established in[7]. 
To compute g, for each n 2 1, we take a grid a = to < t, < . * . < f, = b of equally spaced 
points in Z with the grid size maxi{(ti+l - ti)} = (b - a)/n, and consider the following subproblem. 
Find g” = (gi)y=o SO as to 
minimiZe[max{lfi - g;J : 0 5 i 5 n}] (1.2) 
subject o 
gi-t_2gi+giil ?O, i= 1,2,*. *) n-1, 
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where fi = f(ti). The constant (1.3) is the special case of the convexity condition when the grid 
points are equally spaced. We let 
A, = min[max{lf, - gil: 0 5 i I n}], 
g” 
(1.4) 
for the above problem. Compactness arguments how that a minimizer g” in (1.2)-(1.3) exists. 
Clearly, (1.2H1.3) has the following equivalent linear programming formulation[4]: 
minimize z (1.9 
s.t. 
gi + Z z fi, i=O,l,..., n, 
-gi + Z 2 -fi, i=O, l,..., n, 
&-I - 2gi + $%+I z 07 i=l,2 ,..., n-l. (1.6) 
In practice,. the dual of the above problem will be solved. 
In[7], we developed an alternative LP to solve the subproblem (1.2)-( 1.3). This LP is as 
follows: 
LPO: 
s.t. 
-Xi_l+2Xi_Xi+[ Z-fi-l+2fi-fi+lr i= 1929 e * 1 f n-1, 
XiZO,i=O,l,..., n. 
Clearly Xi = maxilfil + fi is a feasible solutions to the above LP and its objective Zxi is bounded 
below by zero. Consequently, the LP has an optimal solution[4]. The following results were 
established in[7]. There exists a unique optimal solution x* = (xi)7+ to LPO and 
A,, = (l/2) max{Xi* : 0 I i 5 n}. (1.7) 
If 
gi=A,-Xi*+.fi,i=O,l,..., n, (1.8) 
then g” = (~ii)~==o is the unique optimal solution to the problem (1.2)-(1.3), and clearly 
A,=max{lfi-&/:OIiIn}. 
Furthermore g” has the property that if g” = (gi)y=o isany other optimal solution to (1.2)-(1.3) then 
gi z gi for all i. Thus, LPO gives this “maximal” optimal solution g” directly without having to 
construct other optimal solutions and search for the maximal element. LPO is computationally 
more efficient as compared to the dual of LP: (1.5)-(1.6). Let g,* denote the piecewise linear 
convex function constructed from 8” by linear interpolation. If f is continuous, then ((g - g, *I( I
w(fi (b - a)/n) for all n 2 1, where g is the unique maximal optimal solution to (1.1) and w(f, 8) 
is the modulus of continuity of f evaluated at S [l]. Since o(f, S) +O as S +O, this effectively 
gives the rate of convergence of IJg - g,,*/ to zero as n + m. This is the convergence property of 
g^” referred to earlier. 
An O(n) algorithms based directly on the concept of a convex hull[2,3,51 to solve the 
convex approximation problem was constructed in[7]. In this article we investigate linear 
programming approaches; develop O(n) methods to solve LPO and using properties of its 
optimal solution, devise additional O(n) techniques to obtain a solution to the convex ap- 
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proximation problem. First we investigate applications of the dual simplex method[4] to LPO. 
Our main result in Section 2 shows that the dual simplex algorithm applied to LPO converges to 
the optimal solution within (n - 1) iterations, where (n - 1) is the number of rows of the LP. 
The results of this section depend heavily upon the special structure of the matrix involved and 
the positivity of the cost coefficients. The algorithm is, however, O(n*) since each iteration 
alters the matrix structure. In Section 3 we develop a special pivot procedure for the dual 
simplex method so that the resultant algorithm is O(n), and thereby derive two O(n) algorithms 
to solve the convex approximation problem. Computational results given in Section 5 verify the 
computing time as a linear function of n. These results are compared with time taken by a 
standard LP package applied to LPO. 
Now we consider the monotone approximation problem. This problem is identical to the 
convex approximation problem (1.1) with the only difference that K is the set of all monotone 
functions on I, i.e. functions k which satisfy k(s) 5 k(t) for all s, t in I with s 5 t. As before the 
“discretized” version of the problem becomes: Find g” = (gi)ba so as to 
minimize[max{]fj - gil}: 0 5 i I n] 
s.t. 
gj s gi+ly i = 0, 1, . . . , tl - 1. 
This problem is a special case of the problem of isotone optimization on a partially ordered 
set[6]. A generalization of isotone optimization was considered in [8]. An O(n) algorithm for the 
solution of the monotone approximation problem appeared in Section 6 of [7]. In Section 4 of this 
article. we give two different versions of this algorithm for completeness. 
2. APPLICATION OF THE DUAL SIMPLEX ALGORITHM 
In this section we apply the dual simplex algorithm[4] to LPO of Section 1 and show that it 
converges within (n - 1) iterations. We also analyze the behavior of the right hand side and the 
variables as functions of the iteration number. These results will be used in the next section. 
Each iteration of the algorithm changes the structure of the LP matrix and hence the work 
involved in updating the matrix at each iteration, in general, is not constant; it increases with 
the iteration number. The reader may easily verify that this leads to a computational complexity 
of O(n’) operations. In the next section, we modify this algorithm and derive its O(n) versions. 
The results of this section depend heavily upon the special structure of the matrix and the 
nonnegativity of the cost coefficients. Using methods of this section, it can be shown 
symmetrically that if the primal simplex algorithm is applied to the dual of LPO, then the 
convergence is also within (n A 1) iterations. 
We let bi = f,_, - 2f, + fi+r for all i = 1, 2, . . . , n - 1. We introduce the nonnegative slack 
variables u, and write the ith constraint of LPO as follows: 
In the matrix notation, LPO becomes 
LPl: minimize 2 
subject to 
(2.1) 
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where the matrix A = (aii), 1 5 i 5 n - 1, 0 5 j 5 n is given by 
-2, j=i, 
Uii = 1, j=i-l,j=i+l, 
0, otherwise, 
D = (d,), 1 I i, j 5 n - 1 is the identity matrix, c = (c,, cl,. . . , c,) = (1, 1,. . . , 1), x = (~0, 
Xl,. . . , a,‘, u = (u,, U?, . . . ) u,-Jr, and b = (b,, bz,. . . , b,_,)‘. 
We observe that c > 0, however, one or more of bi could be negative. This situation enables 
one to apply the dual simplex method conveniently. Note that x = 0 and u = b in the initial 
basic solution. During the dual simplex iterations or pivots, according to the usual conventions, 
the constraints (2.1) may be represented by 
(2.2) 
Initially of course, A = A, a = D, E = c, d = 0 and f,, = 0. The dual simplex method pivots on a 
negative element in a row i of (2.2) for which 6 < 0 and keeps the relative cost coefficients 
(E, j) nonnegative. It attains an optimal solution when all 6 2 0. 
The main result of this section is Theorem 2.1 given below. 
THEOREM 2.1. The dual simplex algorithm applied to the linear program LPI converges to an 
optimal solution in at most (n - 1) iterations, where (n - 1) is the number of rows of the 
program. 
Any given right hand side element b;: is a nonincreasing function of the iteration number 
until a pivot is performed in row i, if necessitated by the negativity of 6. After the pivot, b;. 
becomes positive; it is then a positive nondecreasing function of the iteration number until 
optimality is reached. 
The variables x0, x, remain nonbasic all throughout the dual simplex pivots and consequently 
have value zero in the optimal solution. When a nonbasic variable Xi, 15 i I n - 1 becomes 
basic after pivoting, it takes on a positive value and remains basic in all subsequent i erations 
with its value being a positive nondecreasing function of the iteration number. 
To establish Theorem 2.1 we require the following proposition. It describes transformations 
obtained by a succession of special pivots on constraint (2.2) and does not necessarily refer to 
the dual simplex pivots. 
PROPOSITION 2.1. Assume that the pivots are performed on the elements (?ji in (2.2) during 
each iteration. Then at the beginning of each iteration exactly one of the following (I) and (II) 
applies to row i of (2, B). 
(I) No pivot has been performed in row i of (A, a). Row i of A has the form, 
( 0,o (...) o,J- + l’ 0 ’ 0 ,..., o,--$-$.o.o -q+l' ,..., 0, -2 0.0 ,..., 
p p elements ~
0 ) , 
q elemenls 
iii 
and row i of d has the form, 
( 2 0,o ,...) o,J- - - 4 q-1 p+l’p+l”” ‘ppcl’;i;q+l’q+l’...’ 10 o,...,o q+l’ ’ > , 
(2.3) 
(2.4 
where p and q are some nonnegative integers. In particular, if p = q = 0, then (2.3) and (2.4) 
respectively give the row i of A and D. 
(II) A pivot has been previously performed in row i of (A, fi). Row i of A has the form, 
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( 0,o ,...) o,-hoo . . O,l,O,O ,..., O,-hO 0 )...) 0 p+l’ .), , L___ q+l’ ’ ) 
p elements iii ~7 elements 
(2.5) 
and row i of fi has the form, 
( 0,o ,...) 0,-A -2A -PA - -qh -(q - 1)A - p+l’p+l’“’ ‘p+l’-__q+l’ q-t1 -ho0 0 ‘...‘q+l’ 1 ,-a*, > (2.6) 
1, 
where p and q are some nonnegative integers and h = (p + l)(q + l)/(p + q + 2) > 0. In parti- 
cular, if p = q = 0 then (2.5) and (2.6) respectively give the row i of i and D after the first pivot 
is performed in row i of (A, D). 
Proof. During the first pivot on (2.1), the only way the row i of (A, D) can be altered is by a 
pivot operation on elements Uii or Ui_l,i_] or a. ,+l,i+l each of which is -2. The pivot on aii 
transforms the row i of A and D respectively to (O,O,. . ,O, -l/2, 1, -l/2, 0, 0,. . . ,0) and 
(0, 0, . . . ) 0, -l/2, o,o,. . . , 0) which are (2.5) and (2.6) respectively with p = q = 0. The pivot on 
ai_,,i_l transforms the row i of A and D respectively to (O,O,. . ,O, l/2,0, -3/2,1,0,0,. . . ,0) 
and(O,O,. . . . l/2,1,0,0 ,... , 0). Again, these are (2.3) and (2.4), respectively, with p = 1, q = 0. 
Similar remarks apply in the case of a pivot on ai+l,i+l. In general, the row i of (A, D), if no 
pivot is performed in that row, can be altered by a succession of pivots on the elements ajj, 
j=i-p,i-ptl,..., i-lforsomeprOandon~~~,j=itl,it2,...,i+qforsomeqrOin 
any order whatsoever. It is easy to verify by induction or otherwise that these series of pivots 
transform the row I’ to the form given by (2.3) and (2.4) for A and D respectively. If, in addition 
to the above pivots, a pivot is performed in row i then the row takes the form given by (2.5) and 
(2.6) which are obtained by dividing (2.3) and (2.4) throughout by 6ii = -ll(p t l)- l/(q t 1) = 
-l/A. 
Finally, we note that a sequence of pivots on Cr, will alter the row i if and only if it contains 
a subsequence of pivots that are on the elements described above. Consequently, at the 
beginning of each pivot step, row i has the form given by the proposition. The proof of the 
proposition is now complete. 
Proof of Theorem 2.1. We first show that for each dual simplex iteration or pivot step the 
following (i) and (ii) hold: 
(i) If b;,sOforanyi=1,2,...,n-l,thend,,<O. 
(ii) Pivot element is (7ii for some j = 1,2,. . . , n - 1 where 6 < 0. 
We show (i) and (ii) by induction. We assume that (i) holds at the beginning of iterations 
1,2,... , r, and (ii) holds for iterations 1,2,. . . , r - 1, where r 1 1. Clearly, the inductive 
assumptions are valid for r = 1, i.e. for the initial tableau corresponding to (2.1), since for all i, 
& = aii = -2. We show that some aij is the pivot element for iteration r and (i) holds at the 
beginning of iteration (r t 1). During iteration r, the dual simplex method selects some row j 
with Gi < 0. By the inductive assumption (ii), since all the first (r - 1) pivots have been performed on 
elements E,,. Proposition 2.1 applies to the rows of (A, D). Since b;. < 0, by inductive assumption(i) 
we have iijj <O. It follows that the row j of (A, fi) is given by (2.3) and (2.4) with i = j in that 
representation. Hence, CT, is the only negative ntry in row j and is the only choice for the pivot. 
Thus (ii) holds for iteration r. By Proposition 2.1, again, all the rows of (A, D) at the beginning of 
iteration (I + 1) conform to (2.3), (2.4) or (2.5), (2.6). 
For convenience, we let primed symbols denote quantities at the beginning of iteration 
(r t 1). For any i, we show that b;.’ I 0 implies that ti:i < 0 or equivalently dji 2 0 implies that 
b;’ > 0. Since the pivot element is Ir, < 0 and b;. is negative, after pivoting we obtain njj = 1 and 
b;’ = &/li, >O. Now let 6iirO for some if j. Then by Proposition 2.1, representation (2.5) 
applies to row i of A. Hence Gb = 1 and a pivot has been performed in row i during some 
previous iteration. But it has not been performed during iteration r. Consequently, dii = 1 and 
by inductive assumption (i), we have b;: > 0. Now by the representation (2.5), again, we have 
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(2.7) 
and we conclude that b; > 0. Thus (i) holds at the beginning of iteration (r+ 1). 
Convergence of the dual simplex algorithm within (n - 1) iterations now follows at once 
from the fact that in each iteration the pivot element is Cij if 6 < 0. It immediately follows from 
(2.7) that once a negative 6 becomes positive by pivoting in row i, it will remain positive in all 
succeeding iterations and its value will be a nondecreasing function of the iteration number. 
Similarly, until a pivot is not performed in row i, b;: is a nonincreasing function of the iteration 
number. To see this let the current pivot element be Zij < 0 where j# i and 6 < 0. Since no pivot 
is as yet performed in row i of (A, Is), this row has the representation given by (2.3) and (2.4). 
Consequently, iii ~0. Hence, after pivot the new 6i equals 
(2.8) 
Note that in the initial tableau corresponding to (2.2), all the slack variables Uj are basic and 
all variables xi nonbasic. Since the pivot elements are Cr,, no pivots will be performed on alo and 
an-l.n during any iteration. Consequently x0 and x, will remain nonbasic throughout. Again, 
since pivots are on cTii, a variable xi, which has become positive and basic by a pivot on tiii, will 
remain basic in all subsequent i erations, and by (2.7) its value will be a positive nondecreasing 
function of the iteration number. 
The proof of the theorem is now complete. 
Remarks. Clearly, by Theorem 2.1, if a variable xi, 1 5 i 5 n - 1 is basic in the optimal 
solution, then its value must be positive. However, a basic slack variable in the optimal solution 
can be of value zero. Existence of a basic slack at optimality implies that the slack has been in 
the basis in each dual simplex iteration and its value has been a nonnegative, nonincreasing 
function of the iteration number. This property of the slack follows at once form (2.8) and may 
be compared with the monotonicity property of a basic xi, 1 I i 5 n - 1, given by Theorem 2.1. 
Any given relative cost coefficient Zi is a positive nondecreasing function of the iteration 
number, until a pivot is performed in column j, if necessary, after which ci becomes zero and 
remains at value zero in all subsequent iterations. Similarly, any given relative cost coefficient & 
is a nonnegative, nondecreasing function of the iteration number. These assertions concerning 
Zi and Jj follow at once from the fact that c > 0, d z 0, and any pivot row i of (A, Di) has the 
representation (2.3)-(2.4) and consequently, with the exception of the pivot element dii, all 
elements in the row are nonnegative. 
3. O(n) ALGORITHMS FOR CONVEX APPROXIMATION 
We observed in the previous section that the dual simplex algorithm as applied to L.Pl is of 
polynomial complexity having computing time O(n*). In this section, we modify the algorithm 
by incorporating a special two step pivoting procedure so that the resultant algorithm is linear 
time, i.e. O(n). The first step of the procedure identifies those variables which are positive at 
optimality and the second step determines their values. Note that by Theorem 2.1, a variable Xi 
is positive at optimality if and only if it is basic. This procedure differs from the one used in the 
simplex algorithm and its variants in which the identity and the values of the basic variables are 
determined simultaneously. We then augment the algorithm with necessary steps to obtain i”, 
the best convex approximant. 
We now indicate the changes in the dual simplex algorithm which make it O(n). We restrict 
our attention to A or j since this is the only matrix used in the algorithm to be presented. We 
note that A has the following structure-each row has three nonzero elements contiguously 
placed with one positive element immediately preceeding and succeeding the negative pivot 
element aii in that row. This implies that each column contains no more than three nonzero 
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contiguous elements. We call this structure the basic structure of the matrix (tridiagonal with 
additional restrictions). During the dual simplex iterations, arow of ;i has the form given by (2.3). 
We see that a row still has exactly three nonzero elements, however these elements are 
noncontiguous and redistributed so that some columns contain more nonzero elements than those 
present in A. This redistribution occurs in each iteration with some columns acquiring more and 
more nonzero elements so that successive pivots require more work. This accounts for the O(n’) 
complexity. The modification presented here preserves the basic structure of the matrix during 
iterations. Since each column contains no more than three nonzero elements, the work involved in 
pivoting is constant in each iteration. Convergence is attained within (n - 1) iterations and the 
algorithm is O(n). 
We now describe the first step of the pivoting procedure as a lemma. 
LEMMA 3.1. If 6, < 0 then the corresponding variable x, is positive at optimality, i.e. x,* > 0. 
If b; < 0 then pivot in row i of (A, 6) with pivot element Hii, drop row and column i of (A, b) 
logically from any further consideration, i.e. do not update row i in subsequent iterations. This 
pivot step logically preserves the basic structure of the matrix A. The indices i not dropped 
correspond to x,* = 0 at optimality. 
Proof. During the dual simplex algorithm a pivot is performed on dii in row i with pi < 0. 
After the pivot is performed, b;. becomes positive and by Theorem 2.1 remains positive 
thereafter until optimality is reached. Consequently, Xi* > 0. To show that the basic structure of 
the matrix is preserved logically, we note that (2.3) gives the form of a row i of A after 
performing pivots elsewhere. The p and q elements of value 0 (in between the three nonzero 
elements of (2.3)) are the results of pivots in these p and q columns in some rows other than i. 
By the pivoting scheme of the lemma, these pivot columns (and pivot rows) are logically 
dropped and we see that the row has three nonzero elements contiguously placed with the two 
positive elements on either side of the negative pivot element (Iii. Since this is true of each row i 
in which a pivot is not previously performed, the basic structure is preserved logically. The 
proof is now complete. 
This pivoting scheme is incorporated as Step 1 in the algorithm below. Note that we do not 
include the cost row c or E in the scheme as it is unnecessary to do so. The logical dropping of 
a row i from the matrix is achieved by physical deletion of the index i from a list L. 
Furthermore, as discussed in Section 5, at each iteration each row of the matrix is stored by 
storing its nonzero elements only. Consequently, the logical dropping of column i is automatic. 
The second step of the pivoting procedure determines the values of the variables identified as 
positive at optimality by the first step. Step 2 below defines this scheme. Values are determined 
by a downward pass of pivots on a matrix (B, b) followed by an upward pass. This transforms 
a submatrix of the matrix B to identity matrix at termination, with some components of the right 
hand side 6 giving values of Xi*. At each iteration, the matrix fi will have no more than three 
nonzero elements in each row and column and hence the computation i volved is O(n). Since these 
facts can be verified immediately, we leave their verification to the reader. 
We now state the steps of the algorithm. For any matrix C = (cir), 1 5 i zz m, 1 I j 5 n, by 
updating row i with a pivot element c,# 0, we mean replacing Ca by CiJcij for all k = 1,2,. . . , n. 
Similarly, by updating row r where rf i with pivot element Cijf 0, we mean replacing c,k by 
c,I - (cAcij)cik for all k. The action of selecting Cij as the pivot element is designated by pivot 
+ c,,. 
Step 1. Determination of indices i in {0, 1, . . . , n} for which xi* = 0. 
Let L denote the ordered list, L = (0, 1,. . . , n), whose elements are indices. The list L is 
gradually modified by Step 1 in such a manner that on completion, L will consist of (in the 
left-to-right order) only those elements i for which xi * = 0. Given an element i in the list L with 
0 < i < n, let p, and Si denote, respectively, the elements that immediately precede and succeed i 
in L. Initially (A, 6) = (A, b). In what follows, the variable i refers to an element in the list L. 
i+ 1; 
while i < n do 
if b, r0 
then i+ si 
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else do (4 < 0) 
pivot + ciii; 
update row i of (A, &); 
j+pi; k+.Yj; 
if j > 0 then update row j of (A, 6); 
if k < n then update row k of (A, 6); 
delete element i from L; 
{this modifies p and s} 
ifj>O then i t j 
else {j = 0} i tk; 
end {else do} 
end {while} 
Let L = (iO, i,, . . . , i,), m 5 n denote the list obtained at the end of Step 1. Then i0 = 0, 
i,,, = n, and Xi* = 0 for all i in L. 
Step 2. Determination of values of xi* for all indices j not in L. 
Let L’ be the ordered list (increasing order) of elements in (0, 1, . . . , n} which are not in the 
list L. List L’ can be derived from L in O(n) operations. If L’ is empty then go to Step 3. 
Clearly, 0 and n are not in L’. Given an element i in L’, let pi and Si denote, respectively, the 
elements that immediately precede and succeed i in L’, when defined. Let p and s of the first 
and the last element, respectively, in L’ be 0. Let B be the submatrix of A formed by all 
columns j (corresponding toxi) of A where j is not in L. B is (n - 1) x (n - m) since L has (m + 1) 
elements. Initially (B, 6) = (B, b). In what follows, we refer to the elements of B or B by the very 
same indices which are applicable to their representation as elements of A or A. The variable i
refers to an element in L’. 
icfirst element of L’; 
{downward pass} 
while Si# 0 do 
pivot + dci; 
update row i and si of (B, 6); 
i+q; 
end {while} 
pivot + aii; 
update row i and pi of (B, i); 
itpi; 
{upward pass} 
while pif 0 do 
pivot + dii; 
update row pi of (B, 6); 
i&pi; 
end {while} 
Let xi* = bi Tar all i in L’. 
Step 3. Determination of 6”. 
Compute the following: 
A,=(1/2)max{xi*:O<i~n}, 
gi = A, - Xi* + fi, i = 0, 1, . . . , n. 
We now develop modifications to Steps 2 and 3 of the above algorithm. We need the 
following lemma. 
LEMMA 3.2. 
Let 
6, = ii - A,, i = 0, 1, . . . , n. 
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Then 
Define 
h^i=-Xi*+fi, i=O,l,..., n. 
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(3.1) 
s = {i : gi = fi + A,, 0 5 i 5 n} = {i : ii = fi, 0 5 i s n}, 
Then 0 and n are in S. If ie S, then 
and 
hi-1 - 2tij + ii+, = 0 (3.2) 
Furthermore. 
A, = (l/2) max {cfi - hi) : 0 I i 5 a}. (3.3) 
This lemma follows immediately from Theorems 2.2 and 5.1 of [7]. We conclude by (3.1) that 
h^i =fi if and only if xi* = 0 and hence 
S = {i : Xi* = 0,O I i I tl}. 
Step 1 of the above algorithm determines the set S. The elements of set S are precisely those in 
L obtained at the end of Step 1. We let h, = fi for all i E S. If iE S, then (3.2) shows h^i is linear 
in a discrete sense. Hence, its value can be computed by linear interpolation. Once all pi are 
known, A, can be computed by (3.3) and then ii. 
We now present Steps 2’ and 3’ which may respectively replace Steps 2 and 3 of the above 
algorithm. Let L = (io, i,, . . . , i,,,), m I n be the list obtained at the end of Step 1. 
Step 2’. Determination of h^i. 
Let h^i =fi for all i in L. For each i not in L, find two consecutive indices q = ii and r = ii+] 
in L such that q < i < r. Since 0 and n are in L, this can be accomplished. Determine h^i by 
linear interpolation as follows: 
h = & + ((i - q)/(r - q))(&, - &J. 
Since the elements of L are already ordered, this step can be performed in O(n) operations. 
Step 3’. Determination of g”. 
Compute the following: 
A,=(1/2)max{(f,-&):O1izzn}, 
ii = h^, +A,, i = 0, 1,. . . , n. 
Clearly, this step can be performed in O(n) operations. 
4. O(n) ALGORITHMS FOR MONOTONE APPROXIMATION 
An O(n) algorithm to solve the monotone approximation problem was given in Section 6 
of [7]. Here we merely present wo different versions of this algorithm for completeness. 
Algorithm 1: 
(a) compute recursively the following: 
h;. = min{&_,, fi}, i = 0, 1, . . . , n - 1. 
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(b) compute: 
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8,=(1/2)maX{(_fi-h;:):Osi<n}, 
ji=&+0,,i=O,l,..., n. 
Algorithm 2: 
(a) compute recursively the following: 
ho = fo, 
hj = maX{&l, fi}, i = 1,2,. . . , fl. 
(b) compute: 
0, = (l/2) max{(J - hJ:Or i 5 n}, 
gi = hi + 0,, i = 0, 1, . . . , n. 
The conclusions are summarized below. 
THEOREM 4.1. Both (ji)y=o and (gj)$o are optimal solutions (maximal and minimal respectively) 
to the monotone approximation problem and the following holds: gi I gi for all i and 
8, = tllaX{lfi - gil: 0 I i 5 n} = IIlaX{lfi - gil :O 5 i 5 tZ}. 
Furthermore, any (gi):=o with gi 5 gi+l, i = 0, 1, . . . , n - 1 is an optimal solution to the problem 
if and only if gi I gi I ii, for all i = 0, 1, . . . , n. 
5. COMPUTATIONAL RESULTS 
We briefly discuss computer implementation f the algorithm (Steps 1,2’ and 3’) of Section 3 
for convex approximation and present computational results. 
Step 1 is implemented with a doubly linked list. This permits forward and backward 
traversal of the list as required in that step. Only the nonzero elements of the matrix A or A are 
stored. Each node of the list has six fields: row number (I), three nonzero elements of the 
matrix-left (LE), middle (ME) and right (RE), two links-left (LL) and right (RL). The pivot 
element in a row is always ME of that row. After pivoting, LE, ME and RE of a row store the 
updated three nonzero elements of that row. In this manner, the storage requirement isreduced. 
The algorithm is examined using the following two sets of data points on UNIVAC 1108: 
f,(t)=(t-l)(t-5)(t-7),O~t~lO, 
f?(t)= IO sin(d/20)+ l?cos(7r/20)+ 12cos(9d/40),O~t~50. 
The code was written in FORTRAN since the UNIVAC LP package FMPS-Functional 
Mathematical Programming System- is also written in FORTRAN (these results are 
presented later). The following gives the computing time for our algorithm for different values 
of n. 
Computing time (sea) 
n 500 loo0 I500 2000 3000 5000 
f, 0.11 0.19 0.28 0.36 0.55 0.89 
fz 0.24 0.45 0.65 0.85 1.3 ?.I 
This time displays a linear relationship as a function of n. 
Obviously, a standard linear programming code cannot perform as well as a specially 
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designed algorithm for a particular problem. Nevertheless, for comparison, we present he time 
taken by FMPS primal simplex algorithm as applied to LPO and the dual of LP: (1341.6) of 
Section 1. 
Computing time (sets) standard LP package 
(FMPS) 
n loo 250 300 500 
f! LPO 8 32 18 
Dual 15 66 149 
fi LPO 8 35 123 
Dual 14 51 192 
The above is mainly the optimization time required for the execution of the OPTIMIZE and 
INVERT procedures of FMPS which obtain the values of Xi *. These results show that LPO is 
about twice as fast as the dual of LP: (l.W(l.6). 
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