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vapausasteen robotteihin sekä älykkääseen konenäköön. Näiden kahden laitteen 
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The objective of this thesis was to get familiar with heavy six-axis industrial ro-
bots and intelligent machine vision. Opportunities for cooperation of these two 
devices were tested in a real industry –based case from a client. The second part 
of the thesis was to write a manual to teach new parts for intelligent machine vi-
sion in the client´s workshop. 
 
The task was done to extend the automatisation of the robot cell in workshop. At 
the beginning of task there was a sensor problem at the robot cell, as the sensor 
was not reliable enough. This problem was tried to be fixed with the machine vi-
sion. 
 
All programming and testing at the experimentation phase was done in the robot-
ics laboratory at VAMK, University of Applied Sciences. The laboratory has ex-
actly the same robot that is in client’s workshop. This way we could do all testing 
without the client´s robot and avoid any production breaks. 
 
The system which was studied in this thesis has been taken into use in the client’s 
robot cell by using the manual which was included in the thesis. It replaced the 
old inspection method as a more reliable way for this task. 
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1  JOHDANTO 
Tämän työn tarkoituksena on tutustua teollisuusrobotiikkaan ja konenäköjärjes-
telmiin, sekä näiden avulla mahdollistaa konenäön asennus Wärtsilä Oy:n robot-
tiin, aliohjelman teko sekä kuvan tunnisteiden muokkaus niin, että robotti saa sig-
naalin, joka kertoo onko työstettävä kappale oikein- vai väärinpäin. Mikäli kappa-
le on väärinpäin, antaa robotti siitä ilmoituksen käyttäjälleen, jättää sen kappaleen 
välistä ja jatkaa seuraavan pariin. Vaihtoehtoisesti tähän voidaan myös ohjelmoida 
automaattisesti tapahtuva kappaleen kääntäminen sekä uudelleentarkistus. Tä-
mänhetkisen robottisolun ongelmana on, että työstettävät kappaleet saattavat tulla 
jäysteen poistoon väärin päin ja mennä hylkyyn mikäli robotin työtä ei keskeytetä. 
Nykyisellään kappaleiden sijoittelu tarkastetaan eräänlaisella anturimenetelmällä, 
joka ei kuitenkaan ole kovinkaan tarkka, eikä se salli suuria heittoja kappaleiden 
paikoituksessa.  
Toimeksiantajana työssä toimii Wärtsilä Oy sekä Vaasan ammattikorkeakoulu 
(myöhemmin VAMK). Työ tehdään Wärtsilä Oy:lle kiertokankipajan robottiso-
luun, josta on tullut tilaus VAMKille kyseisestä työstä.  
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2 TEOLLISUUSROBOTTI 
Robottien käyttö teollisuuden parissa on viime vuosien aikana kasvanut räjäh-
dysmäisesti, ja jatkuvat automatisoinnin lisätarpeet tuovat koko ajan uutta tek-
niikkaa myös robottien saralle. Robottien jatkuvasti parantuvat toimintavarmuus, 
työn laatu sekä työkaluvalikoimat helpottavat varmasti nykyisin yrityksillä aiem-
min ollutta alkuinvestoinnin luomaa kipukynnystä robotin hankinnassa. 
2.1 Yleistä roboteista 
Teollisuusrobotilla tarkoitetaan mekaanista, vähintään kolmenivelistä, uudelleen-
ohjelmoitavaa laitetta, jonka tarkoitus on suorittaa erilaisia työtehtäviä liikutta-
malla kappaleita, osia, työkaluja tai erikoislaitteita. Nykyisin robottien liikkeitä 
tulee pystyä uudelleenohjaamaan myös kesken sen työskentelyn. Tämän mahdol-
listaa parantunut anturitekniikka, jonka avulla pystytään päivittämään prosessia 
ympäristöstä kerättyjen tietojen avulla. (Kuivanen R. 1999, 13) 
Robottien käyttö on yleistynyt nopeasti niin teollisuudessa kuin kotitalouksissa, 
kun otetaan huomioon, että ensimmäinen teollisuusrobotti toimitettiin vuonna 
1962. Parantunut tekniikka sekä laskenut hinta on mahdollistanut jo useassa ko-
dissa robotin avulla tapahtuneen siivouksen sekä nurmen leikkuun. Yleisimmil-
lään robotit silti toimivat edelleen automatisoidun linjaston osana teollisuudessa, 
koneina koneiden rinnalla, ja useimmiten uusien koneiden tai autojen valmistuk-
sessa. Robotit ovat monikäyttöisiä ja uudelleenohjelmoitavissa. Vaikka useat ro-
botit on ohjelmoitu tekemään yhtä toistuvaa liikettä, näissä on silti mahdollisuus 
useammalle eri käyttökohteelle. Yhtä tiettyä liikettä varten valmistettua mekaanis-
ta laitetta ei kuitenkaan luokitella teollisuusrobotiksi. (Heinonkoski, Asp & Hyp-
pönen 2008, 109). International Federation of Roboticsin arvion mukaan vuoden 
2012 loppuun mennessä teollisuusrobotteja oli maailmanlaajuisesti käytössä yli 
1 235 000. (International Federation of Robotics, Statistics) 
2.2 Käyttöympäristöt sekä hyödyt 
Robotit ovat helpottaneet ihmisten tekemää työtä jo useiden vuosien ajan ottamal-
la tältä pois vaativia työtehtäviä. Tällaisia työtehtäviä ovat esimerkiksi 
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 ihmiselle vaikeat sekä raskaat tehtävät 
 vaaralliset työtehtävät 
 nopeutta ja tarkkuutta vaativat tehtävät 
 toistuvat tehtävät 
 ympärivuorokautista huomiota vaativat tehtävät. 
Teollisuudessa robottien käyttöympäristöä on vaikea nykypäivänä rajoittaa mi-
hinkään, sillä niiden avulla pystytään tekemään lähes mitä vain. Robotti on kui-
tenkin parhaimmillaan toistuvan työn teossa, esimerkiksi automatisoidulla linjas-
tolla jossa tehdään pitkiä samantyyppisiä työjaksoja taikka kappaleita. 
2.3 Eri robottityypit 
Robottien käyttötarkoitus määrittää pitkälti robotin ulkonäön. Käyttökohteen tar-
vitseman liikeradan, robotin tekemä työ sekä käsiteltävän kappaleen paino merkit-
sevät sopivan robotin valinnassa eniten. Robottien luokittelu eri luokkiin tapahtuu 
erityyppisen liikeradan ja robotin mekaanisen rakenteen perusteella. Näistä luo-
kista löytyy useiden eri valmistajien samoihin käyttökohteisiin tarkoitettuja robot-
timalleja. Näistä tavallisimpia teollisuusrobotteja ovat kiertyväniveliset robotit. 
(Heinonkoski ym. 2008, 111) 
Kuuden vapausasteen robotit ovat yleistyneet niiden monikäyttöisyyden takia. 
Näissä roboteissa työkalu saadaan mihin tahansa asentoon ja paikkaan robotin 
työalueella, jonka ansiosta ne ovat todella monikäyttöisiä ja robotin työ voidaan 
suorittaa ahtaissakin paikoissa esim. auton sisällä ikkunan kautta. Tämän suorit-
tamiseksi robotissa täytyy olla kuusi vapausastetta, joista vähintään kolme on 
kiertyviä. Kiertyvät vapausasteet sijaitsevat yleensä robotin ranteessa. Yhtä robo-
tin käsivarressa sijaitsevaa niveltä kutsutaan vapausasteeksi, joten tämän tyyppi-
sissä roboteissa niveliä on kuusi. (Kuivanen 1999, s.17–18) Työkalun liikutta-
miseksi hyödynnetään monimutkaisia laskentamenetelmiä, joita kutsutaan inter-
polaatioksi ja käänteisen kinematiikan tehtäviksi. (Heinonkoski ym. 2008, 111) 
Kuuden vapausasteen robotit seisovat yleensä kiinteästi jalallaan, mutta tällaisen 
robotin liikkumiseen voidaan vaikuttaa myös asentamalla se lineaariradalle, jol-
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loin sen käyttöä voidaan laajentaa esimerkiksi seuraamaan kappaletta tai vaikkapa 
usean työkohteen välille. (Aaltonen & Torvinen 1997, 147)  
2.4 Robotin kommunikointikeinot muiden laitteiden kanssa 
Robotin kommunikointi muiden laitteiden kanssa voi tapahtua usean eri väylän 
kautta. Käytön mukaan voidaan valita useista eri vaihtoehdoista kuhunkin kohtee-
seen sopiva tapa kytkeä robotti muihin laitteisiin. Kaikissa kytkentätavoissa on 
omat etunsa; toisissa vaikuttava tekijä saattaa olla hinta, toisissa taas erilaisten tie-
tojen siirtomahdollisuus ja usean eri tiedon siirto molempiin suuntiin.  
Yleisimmin robotin kommunikointi tapahtuu sisäänsyöttö- ja ulostulosignaalien 
(Input/Output, myöhemmin I/O) kautta. Laitteet, jotka ovat kytkettynä robotin 
I/O- väylään lähettävät saamansa tiedon sähköisinä signaaleina, jotka saapuessaan 
robotin ohjausyksikköön käynnistävät kyseiseen porttiin määritellyn toimenpi-
teen. Esimerkiksi älykäs konenäkö ei lähetä minkään näköistä kuvaa robotille, 
vaan arviointi tapahtuu itse kamerassa ja arvioinnin lopputuloksesta annetaan säh-
köinen signaali robotin input -väylään. Tämän esimerkin mukaisesti output – väy-
län kautta robotti voi informoida kameraa siitä, milloin kuva tulee ottaa. 
Ethernetin käyttö tämän tyyppisessä tiedonsiirrossa lisääntyy kokoajan, sillä siir-
tyvän tiedon laajuus on paljon suurempi, kuin I/O- väylää käytettäessä. Ethernet- 
verkon avulla voidaan kytkeä esimerkiksi robottien ohjausyksiköitä toisiinsa. Täl-
lä tavalla saadaan muodostettua jopa kymmenen yhteistyössä toistensa kanssa 
toimivien robottien linkki pelkästään robotin ohjauskaapin kytkentöjä käyttämällä. 
Uusimpana yhteytenä robottien, kuten monen muunkin laitteen liittämisessä on 
otettu käyttöön langaton Wlan yhteys. (Fanuc ltd. 2006) 
Laitteiden asennus robotin yhteyteen onnistuu myös sarjaportin avulla. Tämä on 
hiljalleen poistuvaa tekniikkaa, ja nykyisin käytössä lähinnä vanhoissa automaa-
tioympäristöissä. Sarjaportin huono puoli on se, että sitä käyttävät laitteet tarvitse-
vat rinnalleen tietokoneen prosessoimaan tiedon. Nykyisin tietokoneissa ei sarja-
portin käyttöä mahdollistavia kortteja enää automaattisesti ole, joten mikäli tieto-
koneen joutuu jostain syystä laitteistoon uusimaan, on siihen vaikea löytää yhteen 
sopivaa sarjaportti- korttia. Pitkälti tästä syystä sarjaporttia ovat syrjäyttämässä 
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uudet, älykkäät laitteet jotka prosessoivat tiedon itse ja pystyvät täten antamaan 
robotille tarvittavat tiedot esim. I/O:ta käyttämällä. 
Robotti voidaan kytkeä vastaanottamaan eri laitteilta saapuvia tietoja myös kent-
täväylän kautta. Kenttäväylän käyttö sopii yleensä suuremmille automatisoiduille 
linjastoille sillä tällaisilla usein kenttäväyläliitynnät ovat jo valmiina muita laittei-
ta varten. Tätä vaihtoehtoa käytettäessä robotti kytketään usein logiikkaan. 
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3 KONENÄKÖ 
Konenäössä käytetään kameraa koneen tai tietokoneen ohjauksen apuna automati-
soidussa työskentely-ympäristössä, sekä usein myös tuotteiden laadun tarkkailus-
sa. Teollisuuden ulkopuolella eräänlaista konenäköä sovelletaan mm. liikenteen 
valvonnassa, esim. nopeusvalvonnassa sekä autojen rekisterikilven tunnistamises-
sa. Tunnetuin konenäön sovellus, jonka useimmat ihmiset tietävät, lienee pullon-
palautusautomaatissa käytettävä tunnistamisen mahdollistava konenäkö.  
3.1 Yleistä konenäöstä 
Konenäöllä pyritään tuomaan ihmissilmän kaltaista apuvälinettä automaattisen 
tuotantolinjan avuksi. Konenäössä kameran linssiltä tuleva kuvatieto muutetaan 
digitaaliseksi, siirretään tietokoneen tai muulle ohjauslaitteelle, ja sitä verrataan 
sinne tallennettujen ennalta ohjelmoitujen ohjeiden mukaisesti. Tästä saadun ana-
lyysin perusteella annetaan ohjauskomennot tuotantolinjaan kytketyille koneille ja 
laitteille, esimerkiksi robotille. Parantuneiden kameroiden sekä tietokoneiden 
avulla konenäön tarkkuus on useiden miljoonien kuvapisteiden luokkaa. Tämän 
avulla pystytään kuvasta erottamaan yhä pienempiä yksityiskohtia ja tekemään 
yhä tarkempia mittauksia kuvan perusteella. Kuvan ottaminen on myös nykytek-
niikalla todella nopeaa. Täten pystytään kuvaamaan todella tarkasti nopeastikin 
liikkuvia kappaleita sekä analysoimaan niiden ominaisuuksia.  (Soini, 2011)   
Viimeisimpänä kehityssuuntana konenäössä voidaan pitää ns. älykameroita, joissa 
on sisäänrakennettuna kuvanottotekniikka, valaistus sekä tietokone analysoimaan 
kuvan tuloksia. Näiden hinnat alkavat muutamasta tuhannesta eurosta, joten nii-
den hankintahinta on kohtalaisen pieni käytön hyötyyn nähden. Tästä syystä ko-
nenäön käyttö on yleistynyt suurin harppauksin viime vuosikymmenen aikana. 
(Soini, 2011)   
3.2 Soveltuvuus 
Konenäkö, kuten robotiikkakin, sopii tuotantolinjoille, joissa tapahtuu paljon au-
tomatisoitua suurissa sarjoissa toistuvaa työtä; sitä voidaan soveltaa moniin eri 
tehtäviin kuten mittaukseen, lajitteluun sekä esineiden ja muotojen tunnistami-
seen. Konenäköä sovelletaan usein myös laaduntarkkailussa, jolloin kamera kerää 
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tietoa valmistetuista kappaleista ja vertaa niitä aiemmin hyväksyttyihin kappalei-
siin. Tämän vertailun pohjalta kappaleet ohjataan linjastolla haluttuihin osastoihin, 
kuten hyväksyttyihin sekä hylättyihin. 
Valmiin tuotteen tarkkailussa linjastolla konenäkö voi myös antaa nk. takaisinkyt-
kentää prosessiin. Esimerkiksi jos kamera asetettaisiin tarkkailemaan kappaletta, 
johon pursotetaan liimaa, pystyttäisiin kameran avulla tarkkailemaan liiman mää-
rää vaikkapa liimatipan pinta-alan perusteella. Mikäli tässä tapauksessa liimatipan 
koko poikkeaa aiemmin asetetusta, pystyisi tämän vertailun avulla antamaan pa-
lautteen liimaa asettavalle koneelle, ja käskeä sitä asettamaan joko enemmän tai 
vähemmän liimaa. 
Konenäköä voidaan käyttää myös robotin ohjauksessa, jolloin konenäön kolmi-
ulotteisen näkemisen avulla voidaan ohjata robotin liikkeitä. (Soini, 2011)  
3.3 Kuvan tunnistaminen ja arvostelu 
Konenäöltä saattava arvosteltava tieto voi olla joko liikkuvaa kuvaa tai still- ku-
via, ja tietoa voidaan kerätä useammallakin kuin yhdellä kameralla. Kuvasta pyri-
tään etsimään tarvittava, aiemmin konenäköjärjestelmälle opetettu etsittävä infor-
maatio. Älykkäillä kameroilla voidaan kuvalle suorittaa tunnistamista helpottavia 
suodatustoimenpiteitä, joilla kuvasta saatava informaatio pystytään muuttamaan 
analysointitehtäviä toteuttavien tunnistusalgoritmien helpommin käsiteltäväksi. 
Näin kuvasta saadaan paremmin esille tiettyjä piirteitä, kuten reunoja ja värejä. 
Kun kuva on otettu, verrataan sitä aiemmin opetettuihin referenssikuviin. Mikäli 
samankaltaisuuksia löytyy riittävästi, ja määrätyt reunaehdot täyttyvät, tunnistaa 
kamera kuvan oikeaksi ja antaa tästä tiedon eteenpäin. (Savolainen, konenäköpro-
sessi. 2014) 
Konenäössä käytettäviä tunnistustapoja on useita ja yhden kuvan tunnistamiseen 
voidaan käyttää useampaa kuin yhtä metodia. Yleisimpiä käytössä olevia tunnis-
tusmenetelmiä 
 pikseleiden määrän lasku 
 segmentointi 
 viivakoodin tai vastaavan lukeminen 
 kappaleiden mittaaminen 
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 reunan haku 
 kuvion etsintä. 
(Savolainen, kuvankäsittelymetodeja. 2014) 
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4 TYÖN SUORITUS 
Työn testausvaihe suoritettiin VAMKin robotiikkalaboratoriossa. 
4.1 Laitteistot ja ohjelmat 
Työssä käytetyt laitteet sijaitsivat jo valmiiksi VAMKin laboratoriossa lukuun ot-
tamatta konenäkökameraa, jonka toimitti Wärtsilä. 
4.1.1 Robotti 
Käytössä ollut robotti oli malliltaan Fanuc R-2000IB 165, joka on kuuden vapaus-
asteen kiertyvänivelinen robotti. Robotissa ei käytetty minkäänlaista työkalua ka-
meran testausvaiheessa. Kokonaisuus oli kuitenkin suunniteltu siten, että sellaisen 
voisi robottiin tarvittaessa liittää. Robotin ohjauksessa käytettiin Fanucin omaa 
ohjelmistoa sekä iPendant- käsiohjainta. 
4.1.2 Konenäkö 
Konenäkö toteutettiin Omronin FQ-S25050 Vision sensor – kameralla (Kuva 1) 
sekä Omronin TouchFinder For PC- ohjelmalla. Käytetty kamera on niin kutsuttu 
”älykamera”, joka tarkoittaa että kameralaitteeseen on sisäänrakennettuna sekä 
kuvan ottoa varten tarvittava tekniikka, kohteen tarvitsema valaistus sekä kuvan 
analysointia varten tarkoitettu ”tietokone”. Kameran opetus tapahtuu kytkemällä 
se Ethernet – kaapelilla tietokoneeseen. 
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Kuva 1. Omron Fq-S25050 
4.2 Työn tarkoitus 
Työn suorituksen myötä oli tarkoitus löytää vaihtoehtoinen kappaleiden tarkas-
tusmenetelmä Wärtsilä Oy:n kiertokankipajalla käytössä olevaan robottisoluun. 
Konenäön asentamisella osaksi robottisolun ohjausta voitaisiin tarkentaa tuottei-
den oikean tyyppistä paikannusta, ja täten vähentää prosessin loppuvaiheessa syn-
tyvien pilalle menneiden kappaleiden määrää. Tyypillisestä konenäön liittämisestä 
robottisoluun tämä tapaus poikkesi kuitenkin siten että konenäön kamera tultaisiin 
liittämään kohtuullisen haastavaan paikkaan, kiinteästi robotin käsivarteen. Poik-
keava kameran asennus helpottaisi kuitenkin tässä tilanteessa, koska konenäön on 
tarkoitus käydä tarkastamassa useiden kohteiden paikoitusta samalla kertaa, ja ro-
botin avulla kameran liikuttaminen onnistuisi helpoiten.  
4.3 Työn aloitus 
Kohdekappaleesta täytyi valita sellainen kohta, mitä robottiin kiinnitetyllä kame-
ralla päästään helposti kuvaamaan. Helpoimmaksi kohteeksi todettiin kappaleen 
toinen yläpinta, joka oli suoraan ylöspäin kappaleen ollessa trukkilavan tyyppisel-
lä paletilla linjastolla. Tältä alueelta tulee myös löytyä sellainen piirre, minkä 
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muutoksesta voitiin havaita, kumminko päin kappale oli paletilla. Tässä kappa-
leessa ei vaihtoehtoja ollut kovinkaan montaa, vaan kappale oli miltei samankal-
tainen ollessaan paletilla kummin päin tahansa (Kuva 2)( Kuva 3). Ainoana sel-
västi erottuvana eroavaisuutena oli kappaleen lukkoura, joka oli myös alkuperäi-
nen työstökohde tässä vaiheessa linjastoa.  
Kuva 2. Kohdekappaleen yläpinta 
Kuva 3. Kohdekappaleen yläpinta, lukkoura näkyvissä 
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Seuraava työnvaihe oli kameran kiinnitys robotin käsivarteen sekä tarvittavien 
kytkentöjen teko. Kameran kaikki kytkennät tapahtuivat robotin ohjauslaatikon 
kautta. Kamera ottaa virtansa robotin ohjausyksikössä olevien virtalähteiden kaut-
ta ja keskustelu robotin kanssa tapahtuu käyttämällä I/O- portteja. Kytkennät on-
nistuivat kohtalaisen helposti kattavan käyttöohjeen avulla.  
Kameran kiinnittäminen robottiin tarvitsi erillisen kannakkeen, jotta kamera saa-
taisiin halutulla tavalla oikealle paikalleen robotin käsivarteen (Kuva 4). Kannake 
teetettiin levymateriaalista VAMKin omassa työpajassa.  
 
Kuva 4. Kamera kiinnitettynä robotin laippaan 
Tämän jälkeen tapahtui työssä tarvittavan ohjelmiston hankkiminen ja asentami-
nen tietokoneelle.  
4.4 Kameran opetus 
Käytössä olleessa kamerassa on useita eri kappaleen tunnistusvaihtoehtoja. Kysei-
seen käyttöön todettiin toimivimmaksi vaihtoehdoksi reunan haku, joka etsii ku-
vasta suuria muutoksia pikseleiden välillä. Kameran tulkintaa saatiin tarkemmaksi 
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muuttamalla kontrastia niin, että kuvan mustat kohdat erottuvat selvästi kirkkaas-
ta, jopa hieman ylivalottuneesta tasaisesta pinnasta. 
Kameran opetuksessa lähdettiin etsimään sopivaa tunnistustapaa aluksi siten, että 
kappaleen koko yläpinta-ala toimii halutun muodon etsimisen alana (Kuva 5). 
Tästä kuitenkin luovuttiin, koska robotin käsivarren etäisyys kuvattavasta koh-
teesta kasvoi kameralle liian suureksi ja tämän myötä kuvan tarkkuus kärsi hie-
man. Koska etsittävä muoto on suhteellisen pieni koko kappaleen yläpinta-alasta, 
ei muotoa pystytty tältä etäisyydeltä sekä tällä tarkkuudella riittävän tarkasti löy-
tämään. Tämä ilmeni toistuvien testausten yhteydessä siten, että joillain kerroilla 
etsitty muoto löytyi halutulla tavalla, kun taas toisilla kerroilla kamera saattoi löy-
tää jonkin toisen muodon kyseisestä kappaleesta, ja täten antoi väärän tuloksen. 
 
Kuva 5. Alkuperäinen tarkastelukuva 
Parempaan tulokseen päästiin, kun kappaleesta otettiin pienempi pinta-ala tarkkai-
luun. Kameraa tuotiin lähemmäs kappaletta jolloin tarkkuus parani sekä toistojen 
antama tarkkailutulos muuttui luotettavammaksi. Näin saatiin myös rajattua ku-
vasta löytyvien eriäväisten muotojen määrää lähes olemattomaksi. Alla olevassa 
kuvassa näkyy ainoa etsittävä muoto (Kuva 6). 
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Kuva 6. Etsittävä muotopoikkeama. 
4.5 Robottiohjelman teko 
Koska oletuksena on, että kappaleita radalla kuljettava paletti pysähtyy joka ker-
ralla suurinpiirtein samaan kohtaan, ei robotille tarvitse erikseen ohjelmoida etsin-
tä/ paikkatiedon tunnistamisen mahdollistavia ohjelmia vaan tässä tapauksessa 
voimme suoraan olettaa kuvattavan kohteen olevan kameran kuvausalueen sisällä 
jokaisella toistolla. 
Robottiohjelma koostuu kolmesta ohjelmasta. Pääohjelmassa robotille annetaan 
pisteet, joissa kuvat otetaan, sekä kutsutaan kameran aliohjelmia. Aliohjelmassa 
toteutetaan kuvan otto (TRIG_CAM), sekä sen vertailu aiemmin tallennettuun ku-
vaan. Kuvan tulos tallennetaan rekisteriin (1=ok, 0=NotOK). Rekisterin avulla 
toteutetaan toinen aliohjelma joka toimii tulosten analysointiohjelmana (CHECK). 
Mikäli rekisterin arvo on 1, nollaa robotti rekisterit ja jatkaa seuraavaan määritet-
tyyn pisteeseen ja toteuttaa kuvan oton uudelleen. Mikäli rekisterin arvo on muuta 
kuin 1, keskeyttää aliohjelma CHECK robotin toiminnan sekä antaa viestin käyt-
täjälleen, joka tarkistaa kappaleen oikean asennon. Tähän voidaan tarkistuksen 
pidempiaikaisen toimivuuden todentamisen jälkeen ohjelmoida uusi aliohjelma, 
jolloin robotti kääntää väärinpäin olevan kappaleen automaattisesti ja tarkastaa 
sen uudelleen.  
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4.6 Kameran ohjeen teko 
Työn testausvaiheessa tehtyjen muistiinpanojen perusteella kameran opetukselle, 
kytkemiselle sekä robotin ohjelman teolle tehtiin ohje, jonka avulla kamera pysty-
tään helposti kytkemään sen loppusijoituskohteessa. Ohjeen avulla voidaan kame-
ra opettaa myös muihinkin käyttötarpeisiin kuin kyseisen kappaleen tunnistami-
seen ilman, että tarvitsee opiskella aivan kaikkea kameran käytöstä. Ohjeen oli 
tarkoitus olla helppolukuinen ja sellainen, että sen ymmärtää vaikka ei hirveästi 
kokemusta olisikaan tämän tyyppisestä työskentelystä. Ohjetta pyrittiin helpotta-
maan lisäämällä siihen paljon screenshot-kuvia kameran opetusvaiheesta. 
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5 TULOSTEN ANALYSOINTI 
Riittävään toistotarkkuuteen päästiin kohtalaisen helposti. Aluksi aikaa vievää oli 
väärän tunnistustavan käyttö, ja asiat alkoivat sujua vasta, kun malttoi aloittaa 
raa´asti alusta ja vaihtaa koko toimintatavan. Kun kameraa tuotiin lähemmäksi, 
pienennettiin tarkastelualuetta sekä valittiin oikea tunnistustapa, päästiin parem-
piin lopputuloksiin välittömästi. Laboratorio- olosuhteissa toistotarkkuus oli työn 
suorituksen loppuvaiheessa hyvä. 
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6 YHTEENVETO 
Opinnäytetyön teko tältä alalta oli opettavainen pintaraapaisu hieman ennestään 
tuttuihin teollisuusrobotteihin sekä itselleni täysin ennalta tuntemattomiin ko-
nenäkölaitteisiin. Työn suorituksessa on mielestäni onnistuttu, sillä opinnäyte-
työssäni testattu järjestelmä on tuotantokäytössä toimeksiantajan robottisolussa 
sellaisenaan. Palautetta laitteiston toimivuudesta en ole saanut, joten tiedossani ei 
ole, voiko tunnistustapaan täysin luottaa vai onko sitä jouduttu muokkaamaan pal-
jonkin toimiakseen. Itse työssä jäi vielä paljon mahdollisuuksia robottisolun jat-
kokehitykselle, esimerkiksi robotin tehokkaampi ohjaus konenäön avulla voisi 
olla tällainen kohde.   
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LIITE 1: OMRON- KAMERAN KÄYTTÖOHJE 
 
 
 
Omron FQ Vision Sensor kameran käyttöohje 
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Seuraavalla ohjeella havainnollistetaan Omron FQ-s25050 kameran opetus halu-
tulle kappaleelle. 
Kameran asennus: 
Vaihe 1 
Kiinnitä kamera robotin työkaluun taikka työkalulaippaan. Kameran mukana tul-
leen telineen kiinnitystä varten tulee valmistaa halutun mallinen kiinnike, joka so-
pii robotin kiinnitykseen sekä kameran telineeseen. Tässä Technobotnialla käyte-
tyn kannakkeen mittoja jotka helpottavat valmistuksessa: 
 
Kuva 1 Kameran ja robotin välilaippa 
Vaihe 2 
Kiinnitä kameran virtajohdot sekä tarvittavat I/O kytkennät robotin vapaisiin liit-
timiin. 
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 Kuva 2 Kameran johdotukset 
Näistä johdoista tulee kytkeä ainakin: 
 1. Ruskea (virta) ja sininen (maa) robotin virtalähteisiin 
2. Musta (judgement), pinkki (triggaus käsky), keltainen (change scene) robotin 
Inputteihin 
3. Liitä tarvittava määrä input johtoja robotin Outputteihin (Tässä tapauksessa tar-
vitaan kaksi). Näillä input johdoilla määritellään mihin kameralle opetetuista ku-
vista saatua tarkastelukuvaa verrataan. 
 
Kameran ja robotin ohjelmointi 
Vaihe 1 
Lataa ja asenna Omronin internet sivuilta ilmaisohjelma TouchFinder for PC. 
Kiinnitä verkkojohto kamerasta tietokoneeseen ohjelmointia varten. Käynnistä 
TouchFinder. Mikäli tässä vaiheessa ohjelma sanoo että kameraa ei löydy, johtuu 
se luultavasti tietokoneesi palomuurista. Palomuuri saattaa estää tietokoneen ja 
kameran välisen tietoliikenneyhteyden. Poista palomuuri käytöstä ohjelmoinnin 
ajaksi. 
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Vaihe 2 
Päästäksesi muokkaamaan kameran tietoja paina työkalupakin kuvaa ja valitse 
Sensor settings. 
 
 
 
  29 
 
Vaihe 3 
Valitaan Scene jonne kuva opetetaan. Sceneillä kameralle voidaan opettaa erilai-
sia kuvia joihin kameran kuvaa verrataan, esim. tässä tapauksessa opetetaan kaksi 
eri kuvaa, joissa toisessa löytyy kappaleen ollessa oikeinpäin löytyvä muoto ja 
toisessa löytyy kappaleen ollessa väärinpäin löytyvä muoto. 
Paina työkalupakkia ja valitse Select scene. 
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Tässä ohjeessa tehdään ensin scene, jossa kappale on oikein päin. Valitse käyttä-
mätön scene valikosta. Tässä tapauksessa valitsemme Scene1:n robotin ja kame-
ran välisen toiminnan helpottamiseksi. Jätämme siis Scene0:n käyttämättä. 
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Vaihe 4 
Aseta kameran asetukset. Paina Image valikosta camera setup painiketta.  
 
Kameran kuvan asetuksista valoisuus (Brightness) on hyvä säätää siten, että tum-
mat ja vaaleat kohdat erottuvat selkeästi toisistaan. Tässä vaiheessa kannattaa ka-
mera olla jo oikealla kuvauskorkeudella sekä suunnattuna haluttuun muotoon, sil-
lä nämä saattavat vaikuttaa oleellisesti myös kameran tarkkuuteen. Yritä siis etsiä 
robotin käsiajoa hyväksi käyttäen sekä tietokoneen näytöltä seuraten haluttu muo-
to mahdollisimman suoraan ja keskelle kameran kuvaa. 
Brightnessin säätö: Paina oikealle reunalle auenneesta valikosta Brightness ja 
säädä kirkkautta vetämällä nuolta oikealle sekä vasemmalle. Kun kirkkaus on 
mielestäsi hyvä hyväksy painamalla ok näytön alareunasta. 
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Vaihe 5 
Palaa takaisin painamalla Back- näppäintä kunnes olet jälleen päänäkymässä. Tä-
män jälkeen valitse Inspect- valikosta Inspection näppäin. 
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Tämän jälkeen aukeavasta valikosta painetaan tyhjän valikon päällä olevaa Add 
item. – näppäintä.  
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Vaihe 6 
Nyt voimme valita tarkoituksiimme sopivan hakumenetelmän. Kyseisessä tapauk-
sessa sopivin on Edge Position- menetelmä. 
 
Muokataan hakualue sopivaksi Modify- valikosta löytyvällä Teach toiminnolla. 
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Valitse oikean puolen nuolesta kumpaako aluetta haluat muokata:  
 Model region=  Alue, jolta muotoja etsitään ( Voi asettaa koko kuvan kokoisek-
si). 
Inspection region= haluttu etsittävä muoto rajataan tälle alueelle, 
 
Aseta etsittävä muoto Inspection regionin sisälle, paina alareunasta OK ja sitten 
TEACH.
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Vaihe 7 
Palaa takaisin Back- näppäimellä ja säädä seuraavaksi Judgement. Judgementin 
ala- sekä ylätunnistusrajaa voidaan muuttaa alareunaan näkyviin tulleilla nuolilla. 
Vasemman puolinen nuoli on alarajan säätöä varten sekä oikean puolen ylärajan 
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säätöä varten.  Kun judgement on säädetty omasta mielestä kohdalleen kuitataan 
muokkaus alareunan OK- näppäimellä. 
 
Paina Back- näppäintä palataksesi päävalikkoon. 
Vaihe 8 
Scene 1 on nyt asetettu. Tämän jälkeen voimme asettaa Scene 2:n ohjeen vaiheita 
alusta seuraamalla. Scene 2:n asettamiseksi on robotti ajettava siten että kamera 
etsii samaa kohtaa väärinpäin olevasta kappaleesta (tässä tapauksessa suora reuna 
ilman lukkorengasuraa). Muutoin asetukset tehdään samalla tavalla, ainoastaan 
kameran näyttämä kuva on eri. 
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Kun olet tehnyt kaikki tarvittavat asetukset palaa alkuvalikkoon Back –
näppäimellä ja valitse Run. Tällä saat kameran käyntiin sekä keskustelemaan ro-
botin kanssa. 
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Robottiohjelma:  
Robotin ohjelma on toteutettu tässä tapauksessa siten, että pääohjelmassa on vain 
robotin liikkeet ja kameran käskyt tapahtuvat kutsuttavassa aliohjelmassa. 
Pääohjelma: 
   1:J P[1:KOTI] 50% CNT100   ; Ajo kotipisteeseen    
   2:   
   3:L P[4] 100mm/sec FINE    ; Ajo ensimmäisen etsittävän kohteen yläpuolelle 
   4:    
   5: CALL TRIG_CAM(1)   ; Siirrytään erilliseen kuvausohjelmaan (Scene1) sekä asetetaan 
rekisterin arvoksi 1  
   6: 
   7: CALL TRIG_CAM(2)   ; Siirrytään erilliseen kuvausohjelmaan (Scene2) sekä asetetaan 
rekisterin arvoksi 2    
   8: 
   9: L P[2] 100mm/sec FINE    ; Ajo seuraavan kappaleen yläpuolelle… 
 
 
Aliohjelman tekoa varten tulee tietää mihin Outputteihin kameran input- johdot ovat kytketty (Alla 
nimetty CAM_BIT_0 & CAM_BIT1). Näillä määritellään mihin Sceneen kameran kuvaa verra-
taan. 
 
Aliohjelma: 
/PROG  TRIG_CAM 
   1:   
   2:  R[14:VALINTA]=AR[1]                                  ; Kuvausohjelma toteutettu rekisteriarvoja 
hyväksikäyttäen 
   3:  SELECT R[14:VALINTA]=1,JMP LBL[5]       ; Jos rekisterin arvo=1, toteutetaan La-
bel 5 (scene1 etsiminen) 
   4:                              =2,JMP LBL[6]        ; Jos rekisterin arvo=2, toteutetaan Label 6 
(scene2 etsiminen) 
   5:   
   6:  LBL[5]                                                    ; Label 5, Scene1 etsiminen 
   7:  DO[18:CAM_BIT_0  ]=ON                  ; asetetaan Scene1:n etsiminen päälle 
   8:  DO[19:CAM_BIT_1  ]=OFF                 ; asetetaan Scene2:n etsiminen pois päältä 
   9:   
  10:  JMP LBL[8]                                            ; Label 5 toteutettu, hypätään Label 6:n yli 
  11:  LBL[6]                                                    ; Label 6, Scene2 etsiminen 
  12:  DO[18:CAM_BIT_0  ]=OFF                 ; asetetaan Scene1:n etsiminen pois päältä 
  13:  DO[19:CAM_BIT_1  ]=ON                  ; asetetaan Scene2:n etsiminen päälle 
  14:  
  15:   
  16:   
  17:  LBL[8] 
  18:   
  19:   
  20:  DO[21:CHG_SCENE  ]=PULSE,0.5sec        ; Annetaan kameralle käsky vaihtaa sceneä 
  21:  WAIT   1.00(sec)                                            ; 
  22:   
  23:  DO[17:TRIGGER  ]=PULSE,1.0sec              ; Kameran laukaisinkäsky 
  24:  WAIT DI[17:CAM_OR  ]=ON TIMEOUT,LBL[10] ; Mikäli tulosta ei löydy hypätään 
rekisterin nollaukseen. 
  25:  R[R[14]]=1                                                     ; Lisätään rekisteriin 1 mikäli tulos löytyy  
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  26:  JMP LBL[20]                                                  ; Mikäli haluttu tulos löytyy hypätään lop-
puun  
  27:  LBL[10]                                                           ;  
  28:  R[R[14]]=0                                                     ; Rekisterin nollaus 
  29:    
  30:  LBL[20] 
/END    
 
Näiden ohjelmien lisäksi täytyy robotille tehdä vielä yksi ohjelma, joka lukee rekisteristä saadun 
tuloksen ja tekee halutun käskyn esim. if lauseella. (Esim. jos rekisterin arvo on nolla -> pyöräyte-
tään kappale; jos 1 -> jatketaan työstöä) 
 
Lavan paikkojen muutokset: 
Technobotnialla tehtyjen testien perusteella sallituiksi lavan paikoituksen muutoksiksi saatiin x- 
sekä y- suunnassa noin +-12mm. Tämä kokeiltiin lavan ollessa paikallaan ja liikuttamalla robottia. 
Arvot on kirjattu ylös siinä pisteessä, jossa kamera ei enää tunnistanut etsittävää aluetta halutulla 
tavalla. Tähän on kuitenkin varmasti helposti lisättävissä lisää varaa robotin oikeassa toimintaym-
päristössä, jossa voidaan havaita tarvittavat muutokset lavaa liikuttelemalla. 
  
 
