Introduction
The Bevalac facility of the Lawrence Berkeley Laboratory provides heavy ions as massive as argon up to energies in excess of 2 GeV/amu (Grunder 1974) . Because energetic heavy ion beams make possible the irradi~ ation of small mammals (and other biological specimens of moderately large volume) at constant high linear energy transfer (LET), there is great interest in the application of heavy ions to fundamental research in radiobiology and to applied research directed toward their practical application in medicine (Tobias et al. 1972) . As an example of the practical application of heavy ions to radiobiological studies, Patrick et al. (1974) have described the design of an experiment to study hematological effects and the incidence of cancer in mice irradiated by fully-stripped c 6 + ions of energy 250 MeV/amu. Kelly (1975) has reported preliminary results of this experiment.
With this increasing application of high-energy heavy ions in radiobiology, there is a corresponding need to develop reliable techniques of dosimetry. Patrick et al. (1975 a,b) have reported the use of 7 LiF thermo-l~inescent dosimeters for the absolute dosimetry of heavy ions. This paper reports preliminary measurements of ·~·--the average energy required to create an ion pair--in nitrogen, which will facilitate the use of nitrogen-filled ionization chambers for absolute dosimetry. Myers (1968) , in a recent review article, quotes values of Win nitrogen of 34.6±0.3 eV for y rays; 36.6±0.5 eV for protons, and 36.39±0.04 eV for a particles. Varma et al. (1975) 
Previous Determinations of W
where p, N, and Q are parameters that may be detennined experimentally.
In the measurement reported here, a parallel-plate ionization chamber filled with nitrogen at ambient temperature and pressure was used.
The chamber was designed to have a minimum wall thiclaless of ~ 0. 04 7 g em-2 in the carbon-ion beam path and was constructed with a central collecting electrode of circular cross section (2-em diam.) surrounded by several annular electrodes (see Fig. 1 ) (Howard 1974) .
Throughout the measurements reported here, charge was collected from the largest annulus (8-em i.d.; 10-cm o.d.) and was measured with a Thomlinson electrometer. The charge collected was presented digitally.
The spacing between the collector electrodes, s, was 1 em. The chamber was placed normal to a beam of fully-stripped c 6 + ions of energy 252
MeV/amu from the Bevatron. Beam transport focusing elements were adjusted to produce as large a beam spot as feasible, with small divergence at the -3ionization chamber. Figure 2 shows a typical example o£ the spatial dis~ tribution of beam intensity measured with X-ray film. The beam intensity was not uniform or symmetrical about the beam axis. Consequently,, the carbon-ion fluence at any point in the radiation fields used in these measurements was a function of d.istance from the beam axis, r, and of polar angle, e, about the beam axis. Figure 3 shows the variation of carbon-ion fluence with polar angle, e , measured for two of the experimental runs reported here. The carbon-ion fluences shown in these figures were determined using 7 LiF thermoluminescent dosimeters (Harshaw TLD 700 "chips": 1/8 in.xl/8 in.x0.035 in.).
In the determination of W reported here, it was necessary to de- 
and Q{r 1 , r 2 } was the charge collected on the annular electrpde (inner radius r 1 , outer radius r 2 ) and N { r 1 , r 2 } was the corresponding number of carbon ions traversing the chamber defined by = · dr de (3) where a 2 N a rae is the number of ions between r and r + dr, and between polar angles e and e + de .
At a fixed radius, r, the average fluence ¢(r) is given by
where <Pr(e) is the ion fluence at (r, e).
"
The average fluence, <j>(r), was experimentally determined as a function of r by rotating dosimeters about the beam axis. Figure 4 shows the response of 7 LiF thermoluminescent dosimeters as a function of distance from the beam axis for three radiation fields used in these measurements.
"
In all cases the <j>(r) is adequately represented by a Gaussian distribu-
as may be seen by inspecting Fig. 4 . The parameter o was determined, as already described, by rotating dosimeters about the beam axis. Radiation fields having values of o of 4.85, 4.33, and 5.90 ern were used in three independent sets of measurements (see Fig. 4 ). It is both mathematically and experimentally convenient to determine the average ion fluence at the mid-radius, rm' of the annular ionization chamber:
· Then combining equations (6) and (7) 
W may therefore be determined by·measurements of the density of the nitrogen filling the chamber,p, the carbon-ion fluence averaged around A the perimeter of a circle of radius 4.5 on, ~(4.5), and the corresponding charge collected by the annular chamber, Q{4,5}.
The density of nitrogen in the chamber was calculated from measurement of the ambient temperature and barometer pressure. 
where T is the corresponding average thermoluminescent dosimeter response at 4. 5 em from the beam axis.
The value of g was determined by exposing thermo1uminescent dosimeters simultaneously with Kodak NTA nuclear emulsion (Patrick et al. 1975b ).
The incident carbon-ion fluence was determined by optical scanning of the processed emulsion, more than 3000 tracks being counted in each emulsion. Table 1 Sl..UIIIIIarizes the experimental data.
The mean value of g obtained was 7.59x1o-6 TLU ions-1 cm 2 . Substituting into eq. (10) we obtain finally:
-5 W = 7.42 7 X 10 A e T ( 4. 5) Q{4,5} .
Five independent determinations of W were made in three different beam conditions. Table 2 summarizes the experimental data.
Investigation of possible sources of statistical error shows that the density of nitrogen in the chamber may be determined to better than ±1% (standard deviation). The charge collected on the chamber electrodes may be measured to better than ±1%, and the incident heavy-ion fluence was measured to an accuracy of about ±4% for each exposure (see Table 1 ).
Statistical fluctuations in the values of W of ± 4. 2% (standard deviation) are therefore to be expecte4 and in close agreement with the -7value of ±3.7% obtained from the values of treated as separate.measurements (see Table 2 ).
Absolute sources of error in the value of W quoted, include uncertainty in the value of plate separation, S, of-0.2 mm(±2%) and absolute errors in emulsion scanning, which are believed to be less than ±5%.
Known absolute errors, therefore, amount to less than ±5.3%. 
Conclusions

