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Abstract-The aim of this paper is to give a numerical method for the solution of evolution 
equations in Bansch spaces. This method is based on a spline approximation of the exact solution 
which is a generalisation and continuation of earlier results [l-4]. It is considered to be a first-order 
evolutionary problem, given the numerical method and proven the convergence of the approximate 
solution. @ 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The numerical solution of evolutionary problems in the form of reaction-diffusion equations is 
studied by spline method. Such problems arise in many important applications: in biology, pop- 
ulation and epidemic growth (Volterra-Lotka and similar types of equations), chemical reactions, 
and in medicine (drug and compartmental analysis), to mention only a few. They take the general 
form 
or in a partly linearized form, 
2 = F(t, u(t)), 
$ = A(u(t))u(t) + f(t, u(t)>. 
Here the operator A involves a spatial variable operator such as a diffusion-convection operator. 
For the numerical solution of the problem, we consider the equation in a function space, and 
therefore, we first use only time discretization. Such methods are sometimes referred to as 
Rothe’s method [5-111. 
Here we propose a spline technique to solve the problem and present a numerical example to 
show the effectiveness of the method. 
2. FIRST-ORDER EVOLUTION EQUATION 
Consider the following evolution equation: 
du 
- = F(&U), 
dt 
t > 0, 
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with the initial condition 
u(0) = Ug E v, (2) 
where V is a real Banach space of continuous functions on a compact set with the maximum 
norm, and F(t, .) : V -+ V nonlinear operator. 
THEOREM 1. (See [12, p. 3991.) Let F(t, u) be a continuous operator with respect to t on the 
interval [0,8] with fixed u E V. Furthermore, let the following inequality hold: 
IIF(t,ul) - F(t,~2)11 5 -WQ - ~2111 Ul,U2 E v. (3) 
Then there exists a unique solution u(t) of the Cauchy problem (l),(2) on the interval [0, 01. 
We assume that 
IIF(t, u)II L M, (4) 
on a compact set D c [0, T] x V, and M is a constant real number; furthermore, let F E Cc4)(D). 
Later we will use the following proposition. 
PROPOSITION. (See [13, Chapter 2, Theorem 3.3.11.) If F E @)(I)) and u(t) is a solution of (11, 
then u(t) E C(“+l). 
For the numerical solution of (l),(2), we adopt a spline method that was considered in [l-4] 
for ODES. 
REMARK. The proposed spline method can also be applied if V = Rn, n 2 1, n E N (see [3], 
and the example below). 
2.1. Second-Order Spline Approximation 
We seek the solution of the problem (l),(2) in the form of piecewise second-order polynomials. 
In each subinterval [ti, ti+l], i = 0,. . . , N - 1, let 
&+1(t) = pi -t- bi(t - ti) + ai(t - Q2, tiststi+1, 
where pi, ai, bi E V, and i = 0, 1,. . . , N - 1, r := &+I - ti, T = TN. 
The method: SPL2 
From (1) ,(2) and from the derivative of (1)) 
PO = uo, 
bo = F(O,uoL 
1 d 
a0 = 2 -g F(t,u)lt=O,u=UO1 
pl = PO -t bgr + aoT2. 
Furthermore, for i = 0, 1, . . . , N - 1, let 
bi+l = F (&+I, pi+1 > , 
ai 3 
s 
t*+z 
ai+l = 4 + 472 t,+, V’ (t7 ~i+2(t)) - bi+ll & 
and finally, 
pi+2 = pi+1 + bi+lT + ai+lT’. 
So, the algorithm is given by equations (6)-(12). 
REMARKS. 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
1. If the operator F(t,u) is nonlinear, then the formula (11) is an implicit equation for ai+l 
and can be computed with the help of the numerical quadrature formula and simple 
iteration. Lemma 1 below shows that the simple iteration will converge whenever T < 4/L, 
since, in this case, the mapping on the right-hand side of (11) is a contraction. 
2. The application of a quadrature formula may be avoided by the use of piecewise cubic 
polynomials. So, the order of the method will grow by one. 
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2.2. Third-Order Spline Approximation 
Let us now approximate the solution of (l),(2) in each subinterval [ti,ti+i], i = 0, 
with cubic polynomial 
Pi+l(t) = Pi + 4t - ti) + bi(t - t,)Z + f.&(t - tiy, ti 2 t 5 ti+1, 
wherepi,ai,b,,ciEV,andi=O,l,..., N-l,r:=ti+l--ti,T=rN. 
The method: SPL3 
From (l),(2) and from the derivative of (l), 
PO = uo, 
co = qo, ‘ZLO), 
bo = ;-&Wlt=o,u=u,,, 
a0 = ~~~(t,~)lt=O,u=u,, 
PI = po + ~7 + boT2 + aoT3. 
Furthermore, for i = 0, 1, . . . , N - 1, let 
G+I = F (&+I> Pi+l) 7
bi+l = ;& u)lt=ti+l,u=Pi+l, 
1 
ai+l = s+- ti+2 d 
4 J [ 4T2 t;+1 
%F (t,Pi+z(t)) - 2bi+l 1 dt 
= % + $ [F (ti+2,pi+2 (ti+2)) - F(ti+l,Pi+2 (h+l)) - 2Th+l] 7 
where pi+z(ti+l) = pi+l. Finally, 
Pi+2 = Pi+1 + G+17 + bi+1T2 + Ui+1T3. 
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,N-1, 
(13) 
(14 
(15) 
(16) 
(17) 
(18) 
(1% 
(20) 
(21) 
(22) 
The convergence of the iteration process in (21) also follows from Lemma 1, if 7 < 4/JL?. So, 
the algorithm is given by equations (14)-(22). 
2.3. Convergence of the Spline Method 
It is easy to see that the splines constructed above there exist and are unique. 
LEMMA 1. Let the function F(t, U) be Lipschitz continuous; i.e., there exists a number L > 0 
that 
IIF(t, ~1) - F(t, uz>ll I Lllw - 7~211, Ul,U2 E v. 
And let the function Ff be also Lipschitz continuous with constant L’. Then, (11),(21) there 
exists a unique solution for every i = 1, . . . , N - 1 whenever r < 4/L, or r < 4/m, respectively. 
PROOF. The proof will be performed for equation (11). The proof for the other case is similar, 
and therefore, we omit this. Let us denote gi+i(ai+i) the mapping on the right-hand side of (11). 
Define a mapping 
Gi+i :v--+v, 
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with the rule ai+i 4 gi+r(ai+r), (ui+i E V). The mappings Gi (i = 0,. . . , N - 1) are contractive, 
so there exist unique fixed points. Indeed, let a,, i?i E V be arbitrary. Considering the Lipschitz 
continuity of F, it follows that 
IIGi(ai) - Gi (&II = 11s lcti” [F (t,~i+l(t)) - F (t,1%+1(t))l dt 
II 
I 
h+1 
L Il~i+l(t) -1%+1(t)Il dt 
ti 
3 t,+1 
=- 
I 472 t; 
L ljai - IT&II (t - ti)2 dt 
= 3 IlUi - 6iJI Li, 
which shows that Gi is a contraction, if I- < 4/L. For the cubic spline, we get r 
proves Lemma 1. 
LEMMA 2. Consider a “pseudolinear” system of difference equations 
u,+i = A(n, WJU, + ~(12, ‘1~n). 
Let D, be a convex domain in V, and assume that 
IIA(n, w>ll I a,, llr(n, w)ll 5 A, ‘dw E D,. 
Then, Ilu,II L tin, where Qn is a solution of a scalar difference equation, 
11, n+l=%?h +Pn, $0 = ll~oll7 
as long as the bound derived from this guarantees that u, E D,. 
If cr, = CX, Pn = j3, independently of n, then 
If Q < 1, then 
& lmax 1~01 { .$---}, nLO. 
The lemma can be proved by induction. 
< 
(23) 
(24) 
(25) 
(26) 
4/v%. This 
LEMMA 3. Let L and L’ be the Lipschitz constants for F and F’, respectively; furthermore, 
assume that Lr < 3 for the method SPL2 (k = 1) and let v%r < 3 for the method SPL3 
(k = 2). Then there exist universal constants Kk, k = 1,2, for which 
Ilu!+rll 5 Kk, k=1,2, i=O,l,..., N-l, 
where at+, , k = 1,2, denote the main spline coefficients, determined by (11) and (21), respectively. 
PROOF. Let k= 1. 
ai 3 J 
t,+z %+l = 4+ 472 t,+l [F(t,~i+dt)) - F(ti+lr~i+z (&+I))] dt. 
Applying the Taylor’s theorem for the function F, it follows that 
IlCJdi+lll 5 !!$ + & 
x IIF’ (J1r~i+2(<1))lI T2 + L 
(27) 
2 
l:I:’ Ilai+i (t - ti+iJ2 + bi+l (t - ti+i)l( dt } > 
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since pi+z(ti+r) = pi+r, and this yields 
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where A4 is defined with (4). By rearrangement, the last inequality gives 
Il%+1ll(4 - L7) 5 I(Uil( + ; (IlF’ll + LM) . (28) 
NOW let Q := l/(4 - Lr). So, if LT < 3, then Q < 1 and applying Lemma 2, we get 
Ilai+d I ma lb0II { ,$--}=:K,, i=O,l,..., N-l, 
where p := (3/2)(llF’ll + LM). If we choose LT 5 (8/3), then Kr = max{llaall,4P}. 
In the case k = 2, the proof is similar. 
REMARK. It can be easily derived that the other coefficients of the spline remain bounded too. 
Thus, it follows that the spline approximation is contained in a bounded domain of D, whenever 
the exact solution of the problem (l),(2) remains bounded. 
LEMMA 4. Let us denote Sk+l, k = 1,2, the splines of degree two and three constructed in 
Sections 1 and 2. Let F(t, u) E C kf2(D), k = 1,2, on a compact convex set D c [O,T] x V; 
furthermore, 
If r < 4/L, or r < 4/m for SPL2 and SPLS, respectively, then for i = 0, 1, . . . , N - 1, 
I/ %+1 - F(“) (ti+lr u (&+I)) (k + l)! II = ckT, k = 1,2, (2% 
where u is the exact solution of (l), and the constants Ck, k = 1,2 are independent on r and u. 
PROOF. Case k = 2. We prove the statement by induction on i. The case i = 0 is trivial. 
Furthermore, on the basis of formulae (14)-(18), there exists a universal constant K such that 
lIpi - uill = KT, i=O,...,N, 
where K independent on u and r, if r < 3/m. To show this, let US consider the Taylor formula 
(we use notation ui := u(ti)) 
ui+1 = ui + u:7 + $72 + $73 + 0 (74) ) 
and the cubic spline (22) for index (i + 1). Introducing ei = l/pi - uill, it can be derived that 
Ei+l < eL7Ei + ITT2 
From this inequality, with the help of Lemma 2, we get 
Ei 5 eLT60 + I?? 
eLT - 1 
p=Kr, 
LT 
since ~0 = 0 and where we define K = R(eLT - 1)/L. 
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Now, we prove the statement of the lemma for i + 1. Subtracting ai+1/4 from (21) and 
considering (20), we get 
ti+:! 
a,+1 = - 
nlti3- ai I 3t2 s [F’ (t,pi+z(t)) - F’ (ti+l,pi+2 (ti+l))] dt tit1 
Adding to the right-hand side kF”(ti, ZL~)/(~X 3!) and applying the Taylor formula for function F’, 
after integration it follows that 
F”(ti, ui) 
%fl 5 - 3 x 3! 
+ F”(ti,ui) + F”(ti+l,~i+l) + F’3’(<,pi+2(<)) 
3 x 3! 3 3x3! 7-. 
Adding terms &F”(ti+l, ui+1)/(3 x 3!) to the right-hand side, and &F”(ti+l,ui+1)/(3!) to the 
left-hand side, by rearrangement we get 
ai+ - 
F”(ti+l,~i+l) < _A F”(ti+l,W+l) _ + 2 _ F”(ti,ui) 
3! - 3 ai+l 3! 1 [ 3 3 x 3! I 
F” (ti+l,ui+l) + F”(ti+l,~i+l) F”(ti,ui) _ F” (G+ly ui+l) 
3! 3! 3 x 3! 3 x 3! I 
+ H3) (<,Pi+2(<)) 7. 
3 x 3! 
Let Ti+i = Il~+l - F”(ti+l,ui+1)/3!II. N ow, after rearrangement of the last inequality, we take 
the norm and write it in the form 
yi+1 5 $i + iC2T, i=O,...,N-1, (30) 
where the constant C2 depends only on the norm of F and its derivatives. 
Now, applying induction, we get 
“ii+1 5 CzT, i=0,1,..., N-l, 
which proves our statement. 
REMARK. 
1. Using Lemma 2, from Lemma 4 follows l/pi - uiJJ 5 I?T3, i = 0,. . . , N - 1. 
2. The same estimates can be derived not only in the grid points, but in the inner points of 
intervals [ti, ti+l], i = 0,. . . , N - 1, analogously, as can be found in [14, Theorem 31. 
The local truncation error can be estimated on the basis of the following theorem. 
THEOREM 2. If F(t,u) E C “+‘(D), k = 1,2, for the second- and third-order spline methods, 
respectively, then the local error is 
di+l = CTkf2 + 0 (7k+3) ) i=1,2 ,..., N-l, 
where the constant C is independent on ti. 
PROOF. Let k = 1. We define the local discretization error as follows: 
di+l = u (&+I) - u(&) - biT - Ui(U)T2, 
where 
h = F (ti, u(h)) 3 
Ui(U)=~+& J’ 
ti+1 
[F(t,uLl(t)) - F(b, u(h))] dt. 
ti 
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According to the proposition, with the help of Taylor’s formula 
di+l = r2 
(1 
F’(&, u(G)) 
2 
_& 1 1 Q-1 3 
ti+1 
+ ai___- 
4 J 472 t; 
[J’(t, u(t)) - JYti, Gi))] dt I) + F”(L 40) g
6 
=T2{11+12}+ 6 
F”(L 40) T3 
) C E (h,ti+l). 
On the basis of Lemma 4, 
Considering formula (11) and the Lipschitz continuity, we get 
[J’ (t, Pi+1 (t)) - F(t, u(t))] dt 
< 5 
I 
ti+l 
- 472 t, 
lIPi+ (t) - u(t) II dt- 
Applying formula (5), the Taylor formula, and Lemma 3 once more, it follows that 
llIzl/ I I+. 
Finally, if Co := max(t,U)ED IIF”(t,u)((, we get 
Ildi+lII 5 Cl + % 73 + KITE. 
( > 
The proof of the case k = 2 is similar. 
THEOREM 3. If F E Ckf2(D), k = 1,2, and if T = t/N, t I T, and if the sequence pi+l, 
i=O,l,... , N - 1, is defined by methods SPLZ and SPAS, and if po + u(O), then 
m(t) --+ u(t), as N --+ co uniformly in t, 
with the order k + 1. Here u(t) is the solution of (1) with initial value (2). 
PROOF. Let k = 1. From the definition of the quadratic spline, 
p(ti+l) = pi + bi7 + &T2, i=O,l,..., N-l, (31) 
where the coefficients ai, bi are defined by formulae (10) and (11). Applying the proposition and 
Taylor’s theorem 
u(ti+l) = U(ti) + U’(ti)T + 
F’(ti, 4ti)) 
2 T2 + 0 (T3) ) (32) 
subtracting this from (31) and considering that ei := p(ti) - u(ti), we get 
Ilei+lll I lIeill + llh - u’(h)II 7 + 
/I 
a, _ F’(L4b)) T2 + c”,3 
2 
2 /I 6 ’ 
(33) 
With the help of Lipschitz continuity follows 
llbi - u’(b)11 = IlF(h,pi(ti)) - F(ti,u(ti))II 5 LIIPi(ti) - u(ti)II = LIleiIl, 
and by Lemma 3, we get from (33) that 
IIei+lll 5 (1 + L~)Ileill + 127-3. 
The constant I? is independent on t and r. Let cr := 1 + Lr, p := l?r3, and applying Lemma 2, 
follows 
lIeNIl I g [eLT - 11 + eLTIIeOII. 
This proves the convergence of the spline method and shows that the order of the method is two. 
For the case k = 2, the proof is similar, only we have to consider the Lipschitz continuity of the 
derivatives of function F and we get a third-order method. 
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3. EXAMPLE. ONE-DIMENSIONAL HEAT 
TRANSFER IN UNIT LENGTH BAR 
Consider the following nonstationary differential equation: 
du 
-_=U 
dt 
Zl, t>o, EE(O,l), 
with the initial conditions 
~(0, X) = sin(7rz), 
and with the boundary conditions 
5 E [0,1], (35) 
u(t,O) = u(t, 1) = 0, t 2 0. (36) 
The exact solution of problem (34)-(36) is 
u(t, X) = eerZt sin(7rz). (37) 
1. Z. Tuboly in his diploma work [15] solved this problem with semidiscretization. Let the 
stepsize be h = l/n, n E N, in the interval [0, l] and in time r = T/m, m E N. With fixed zi, let 
ui(t), i = 0,. . , n, denote the approximate functions of exact solution ~(t, x). The discretization 
of the right-hand side of (34) gives a system of linear differential equations for ui (t)-s, 
duo 
- +-2uo + Ul), dt - h2 
dui 
‘(ui-1 - 2ui + &+I), 
dt = h2 
dun 
- = $(U”-’ - 221,). 
dt 
i=l,...,n-1, 
Table 1. T = 0.1, R. = 13. The absolute and relative errors with different T stepsizes 
in time. We use notation 1.2-3 for 1.2 x 10m3. 
Table 2. T = 0.1, n = 25. The absolute and relative errors with different 7 stepsizes 
in time. 
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This system was solved by the quadratic and cubic spline methods, SPL2 and SPLS, respectively. 
The numerical results (absolute and relative errors) with different time step 7 and two different 
space-discretizations can be found in Tables 1 and 2. For the sake of comparison, we also present 
numerical results computed with the Crank-Nicolson method (CN), which is a method of order 
two and unconditionally stable; i.e., there are no restrictions on r or h, except for those that 
come from accuracy. Computations were performed on an IBM 486 compatible computer with 
program language PASCAL and with double variables. 
Tuboly observed that there exists optimal choice for the stepsizes of time and space variable, 
for which the accuracy of the numerical results will grow up to the order three. For example, he 
got 
SPL2: n = 20, m = 240, the abs. error: 4.15-7, 
SPLS: n= 20, m = 264, the abs. error: 7.07-7, 
SPL2: n =40, m = 960, the abs. error: 2.56-8, 
SPLS: n =40, m = 1057, the abs. error: 5.29-8. 
The effect was observed at the solution of other problems too. The theoretical explanation of 
this effect is not clear for us at this time. 
2. According to the above-presented spline method (for instance, SPL2; quadratic spline), it 
may be applied without space discretization: F(t, u) := uZZ = F(u). We have 
pa = ~(0, x) = sin(nx), 
bs = F(Q) = -7r2sin(7rx), 
as = JjF(bs) = i7r4sin(7rx), 
pi =sin7rx- (r2 sin 7rx) 7 + 
Further on, for i = 0, 1,2,3, . . . , we obtain 
f( 7r4 sin 7rx) 72. 
bi = F(pi) = -7r2 sinnx + (7r4 sinnx) r - (7r” sinnx) G, 
1 3 
a1 = -po + p 
s 
T2r {F [PI + bl(t - T) + a1(t -T)“] - bl} dt, 
which yields 
3 1 
ai.= 5 + -F&) + -rF(a& 
4 8 4 
from which we obtain 
al = i7r4sin7rx - i (7r6sin7rx) 7 + i (rssin7rx) G + +-F(oi). 
From this equation, the unknown al will be obtained not exactly, but by iteration, starting 
from 
1 4 as = -7r sin7rx. 
2 
The result after two steps is 
c$l = i?r4sin7rx - i (7r6sin7rx) 72 + i (7r8sin7rx) $ - & (7rl’sinnx) $. 
Thus, 
pa = pi + b1T + w2, 
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where al := a!], which yields 
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pz = sin7Tx-2 ( 7r2sin7rx) 7+(7r4sin~x) $--(7r6sin7rx) $+(7r8sin7rx) ~-(7r10sinnx) g, 
and from this relation, we obtain 
pz=sinrx 1-7r22r+ 
[ 
n44r2 67r6r3 57r8r4 37r’Or5 _- -- 
2! 3! + 16 64 1 .
The exact solution at t = 2r is 
~(27, x) = sin7rxe-“2’2T = sin7rx 
[ 
lr44r2 7T%r3 
1 - 7r227- + - - - . . . 
2! I 3! ’ 
so, the accuracy after two steps is 2#~~/3!. In this case, MATLAB, MATHEMATICA, or MAPLEV 
may be used effectively. 
4. CONCLUSIONS 
We presented second- and third-order spline methods for the approximate solutions of first- 
order evolutionary equations. The methods give global approximations in time. Similarly as 
above may be constructed methods with splines of higher degree (SPL4, for instance), but we 
have to derive the original differential equation one more time (twice) with respect to t, to 
determine the spline coefficients. The presented method seems to be applied to a different class 
of problems. The stability properties of the method will be the subject of another paper. 
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