One of the main concerns of deep reinforcement learning (DRL) is the data inefficiency problem, which stems both from an inability to fully utilize data acquired and from naive exploration strategies. In order to alleviate these problems, we propose a DRL algorithm that aims to improve data efficiency via both the utilization of unrewarded experiences and the exploration strategy by combining ideas from unsupervised auxiliary tasks, intrinsic motivation, and hierarchical reinforcement learning (HRL). Our method is based on a simple HRL architecture with a metacontroller and a subcontroller. The subcontroller is intrinsically motivated by the metacontroller to learn to control aspects of the environment, with the intention of giving the agent: 1) a neural representation that is generically useful for tasks that involve manipulation of the environment and 2) the ability to explore the environment in a temporally extended manner through the control of the metacontroller. In this way, we reinterpret the notion of pixel-and featurecontrol auxiliary tasks as reusable skills that can be learned via an intrinsic reward. We evaluate our method on a number of Atari 2600 games. We found that it outperforms the baseline in several environments and significantly improves performance in one of the hardest games-Montezuma's revenge-for which the ability to utilize sparse data is key. We found that the inclusion of intrinsic reward is crucial for the improvement in the performance and that most of the benefit seems to be derived from the representations learned during training. Index Terms-Auxiliary task, deep reinforcement learning (DRL), hierarchical reinforcement learning (HRL), intrinsic motivation.
types of environments, archetypally exemplified by the Atari game Montezuma's revenge, the dearth of feedback the agent receives from the environment makes it very difficult to learn long sequences of actions that lead to the reward. This difficulty comes mainly from two sources: 1) the exploration strategies used are mostly short-sighted and inefficient and 2) the optimization of the neural network representation does not make full use of unrewarded experiences.
Many DRL algorithms use dithering exploration strategies such as -greedy due to its simplicity. -greedy follows the estimated best actions, while occasionally (with probability ) choosing a uniformly random action at each time step. This technique is not efficient because in situations where long precise sequences of actions are required to obtain a reward, it can take an exponentially long amount of time to find it.
In addition, most DRL algorithms use gradient descent on the parameters of a deep neural network to maximize the accumulated rewards in the experiences. This optimization procedure only uses information from the data in terms of associations between states and rewards to create a good representation. However, the associative information between states, actions, and next states (causal dynamics of the environment) are often ignored. Model-based RL tackles this problem directly, but attempts so far have shown that learning an accurate model is challenging and even small inaccuracies in the model can result in very bad policies [3] .
In this paper, we introduce a DRL architecture that aims to alleviate these two sources of the data inefficiency problem by building upon three closely related lines of research, namely, hierarchical reinforcement learning (HRL), intrinsic motivation, and unsupervised auxiliary tasks. By endowing the agent with temporally extended actions, the HRL framework allows for exploration over longer time scales and, in combination with intrinsically motivated learning of auxiliary tasks, also results in more efficient use of unrewarding experiences. We have four main contributions which lie in the combination of these ideas as follows.
1) We reinterpret the notion of pixel-and feature-control auxiliary tasks [4] as an appropriate way of creating options/subgoals in HRL. This leads to an interesting connection between auxiliary tasks and HRL. 2) We can interpret our method as an on-policy method for utilizing auxiliary tasks, which have previously only been used in an off-policy setting [4] . We achieve this through the use of a metacontroller providing an intrinsic reward to a subcontroller for completing the 2162-237X © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
auxiliary tasks. This method opens doors to other types of auxiliary tasks to be implemented on-policy. 3) We also propose a solution to the subgoal-discovery problem, a well-known challenge in HRL, by interpreting the pixel-and feature-control auxiliary tasks as intrinsic rewards. Barto and Simsek [5] , Barto et al. [6] proposed that the psychological concept of intrinsic reward could be used to develop hierarchical skills in an reinforcement learning (RL) context. Accordingly, we propose that auxiliary tasks can be used to develop the subgoals in HRL. Importantly, this choice of subgoals provides an interesting balance between learnability and generalisability, which is a key issue in HRL. 4) We evaluate our algorithm across a range of tasks in the Atari 2600 domain and find that it outperforms the baseline in a number of environments, most notably in Montezuma's revenge, a notoriously difficult task with sparse reward. Furthermore, via an analysis of our experimental results, we argue that the extra learning signals from intrinsic rewards are the main components that contribute to the success of the algorithm, while the temporally extended actions also help to speed up the learning process by a small margin. These experimental results provide evidence that the link between auxiliary tasks and intrinsic rewards is in the ability of both methods to reintroduce the data in a new context, thus improving data efficiency.
II. RELATED WORK

A. Hierarchical Reinforcement Learning
HRL [7] is an approach that aims to deal with the reward sparsity problem by equipping the agent with temporally extended macroactions, also known as options [8] or skills [9] , which abstract over sequences of primitive actions. If useful options are established, then long sequences of primitive actions can be expressed by much shorter sequences of options, which are easier to learn as the agent can now employ temporally extended exploration in the option space.
Determining what options to use for a task is difficult. One possibility is to handcraft them by incorporating prior knowledge about the task into their construction [7] , [10] - [12] , e.g., incorporation of hand-engineered walking gaits as useful options for a robot navigation task. This approach, however, can limit the generalizability of the algorithm to other tasks and so the alternative is to consider learnable options. In this case, a set of subgoals are chosen and the options are trained to reach the subgoals; a tradeoff remains, however, in that the wider the set of subgoals available to the agent, the more generalizable the algorithm is but the harder it is for the agent to learn which options to employ. Previous attempts range from the use of subgoals that are very hand-picked and taskspecific [12] to much more general ones that use learned representations of the state space as subgoals [13] .
In this paper, we attempt to strike a balance between learnability and generalizability by designing discrete sets of learnable options that are broadly applicable in the visual domain. We use the idea that the ability to control pixels in the visual field (pixel control), as well as the convolutional features of the neural network (feature control) is generally useful for an agent performing visual tasks [4] , [14] , and we incorporate these two elements into the options design.
B. Intrinsic Motivation
Significant progress has been made to improve exploration in DRL. Notably, the "reward bonus" approaches [15] - [17] help agents explore in a directed manner by adding extra reward signals in addition to external reward. The intuition behind these approaches is that agents should also consider value of unknown information as well as the external rewards from the environment. The variation of these approaches lies in how to measure the value of information and how to use this knowledge to tradeoff exploration and exploitation.
In the related field of intrinsic motivation [18] - [20] , the interest is not in solving a RL problem but in how an agent's behavior evolves when it receives no external reward related to a specific task, but is guided by certain forms of intrinsic reward. Interestingly, these behaviors have been found to be helpful if used as a "reward bonus" in the RL setting [20] - [23] .
In HRL, there is also a notion of pseudoreward, which is the signal that is used for training options and define subgoals and has been argued to be analogous to the notion of intrinsic motivation [6] , [12] . This idea is important in developing intuition of how our pixel-control and feature-control intrinsic motivation work.
C. Representation Learning With Unsupervised Auxiliary Tasks
Recently, there have been suggestions that the training of DRL agents can be improved significantly by using unsupervised auxiliary tasks or using orthogonal objective functions [4] , [24] - [26] . The idea is that, in order to improve the neural network representation, we can train the network in related but different tasks that reintroduce the old data in a new context. In recent work, it has also been shown that RL can help to form more useful neural representations in the context of supervised learning tasks, for example, in active object recognition [27] .
The auxiliary tasks that we are particularly interested in are pixel-control and feature-control auxiliary tasks [4] . These tasks help to create representations useful for controlling the environment by training the network to control pixels on the screen or activations in its convolutional layers.
In this paper, in addition to the relationship between pseudoreward and intrinsic reward, we further make the connection between auxiliary tasks and intrinsic motivations. We use feature control as intrinsic motivation to train options in HRL setting. As such, we show that intrinsic motivation can be used as a component in auxiliary tasks learning and vice versa.
III. BACKGROUND
A. Markov Decision Process
RL is a mathematical formalization of the problem of learning through interaction between two main components: 1) an agent and 2) an environment. The process starts with an agent observing an environment. Then, the agent takes an action in the environment which in turn changes the state of the environment. Next, the agent observes the reward and the new state of the environment. The process is then repeated until termination.
An environment can be mathematically described in many ways. In the case that an environment is fully observable, it is usually described with the Markov decision process (MDP). MDP is composed of five components: 1) a set of states S; 2) a set of actions A; 3) a state transition function T ; 4) a reward function R; and 5) a discount factor γ . This can be written with a tuple S, A, T , R, γ which compactly describes an environment.
B. Reinforcement Learning
The objective of an agent is to find a policy π(·) that maximizes the expected return, where the return G is defined as the discounted sum of rewards
where r t is the reward received at time step t and γ is a factor that discounts the value of rewards obtained further into the future. A policy function π(·) is defined as a mapping from a state to an action. This mapping can also be stochastic, i.e., an action at time t can be sampled from a probability distribution conditioned on a current state a t ∼ π(a|s t ).
Relating to the return, we define the value function V π (·) and the state-value function Q π (·) of a policy π as
where s 0 and a 0 are the state and action conditioned at the start of the trajectory (t = 0). E[·] is an expectation operator over the policy π and the transition dynamics T .
C. Asynchronous Advantage Actor-Critic (A3C)
There are many approaches for solving an MDP. One way is to search for the optimal policy π * directly. In this method, a parametric policy function π θ (s) = p θ (a|s) is used. This function is parameterized with the parameters θ . In order to solve the MDP, we search for θ that maximizes the baselinecorrected average value objective J
where we write the objective in the form of summation over stationary distribution, d π (s) of states in the Markov chain.
A π is the advantage function, which is defined as
which can be estimated by
where j is the length of a trajectory roll-out which will also be referred to as the back propagation through time (BPTT) length. This objective is high if the state-action pairs visited in a trajectory have high values on average. This is the basis for the algorithm called A3C [28] which directly optimizes the estimate of this objective function. We will use A3C as our baseline as it is a standard and robust algorithm used in many DRL works.
IV. MODEL
We consider the standard RL setting, with state s t ∈ S, action a t ∈ A, and extrinsic reward r ext t ∈ R, where the goal of the agent is to maximize the accumulated sum of extrinsic rewards over the finite horizon length of an episode.
We use a multitimescale agent with two components: a metacontroller π g (g|s) and a subcontroller π(a|s, g). The subcontroller is responsible for choosing the agent's actions and directly interacts with the environment. The metacontroller operates on a longer timescale of c time steps and influences the behavior of the subcontroller through a subgoal argument, g t ∈ G where G is a set of subgoal arguments available. This influence is imposed by giving g t as an input to the subcontroller in addition to s t . Importantly, the metacontroller also gives intrinsic reward to the subcontroller, r int t , for successfully completing the subgoal g t , and thus, by learning to associate g t and r int t , the subcontroller's behavior is biased to complete the subgoals. At the same time, the metacontroller learns to select sequences of g t such that the subcontroller trajectory maximizes accumulated extrinsic reward. Our system, depicted in Fig. 1 , is a variation of the Feudal architecture [12] , [13] , and the implementation details can be found in the Appendix.
A. Measure of Control for Intrinsic Reward
Here, we detail two variants of our algorithm, corresponding to two ways to deliver the subgoal g t : 1) the pixel-control agent and 2) the feature-control agent. Both agents have the same architecture with the difference in the calculation of intrinsic reward. The intrinsic reward is crucial for the manipulation of the behavior of the subcontroller as it defines the controller's objective.
1) Pixel Control: Following Jaderberg et al. [4] , we study the most basic form of control in the visual domain, which is the ability to control a given subset of pixels in the visual input. We divide the preprocessed 84 × 84 input image into 36 pixel patches of size 14 × 14. We define the intrinsic reward as the squared difference between two consecutive frames of pixels in the patch, normalized by the squared difference of the whole image. The subcontroller is, thus, encouraged to maximize the change in values of pixels in the given (kth) patch relative to the entire screen. This can be written formally as
where h k is an 84×84 binary filter matrix with entries all equal to 0 apart from the kth pixel patch, which has entries all equal to 1. By applying this filter with elementwise multiplication , only the changes in the relevant part of the screen are taken into account. η is a scaling factor which controls the magnitude of the intrinsic reward per time step. 1 2) Feature Control: Jaderberg et al. [4] introduced a notion of feature control which is defined as the ability to control the activations of specific neurons. Similarly, Bengio et al. [14] introduced the notion of feature selectivity that measures how much a feature can be controlled, independently of other features. We define intrinsic reward as Bengio et al.'s feature selectivity measure on the second convolutional layer of our network. To measure the selectivity of a feature, we take the difference between the mean activation of a selected feature map at consecutive time steps and normalize with all feature maps. This can be written as
where f k (·) denotes the mean over activation values in the kth feature map and k denotes the summation over all feature maps.
In contrast with the pixel-control agent, allowing the metacontroller to select a convolutional feature endows the agent with more flexible and abstract control of its environment. The instruction from the metacontroller is more abstract since a feature map can represent a complex function of the sensory inputs, and it is more flexible because the feature maps can be shaped during learning to encode aspects of the environment that are useful to control for the completion of the main task.
3) Mixed Reward: In addition to intrinsic reward, we also give extrinsic reward to the subcontroller, enabling it to learn fine-grained behavior. We adjust the ratio between intrinsic and extrinsic rewards with a parameter β, which results in the mixed reward
The subcontroller strictly follows the order of the metacontroller if β = 0. On the other hand, if β = 1, the metacontroller 1 We choose η = 0.05 which gives a reasonable value of accumulated intrinsic reward over an episode at the start of the training. We leave the tuning of this parameter for the future work. has little direct influence on the subcontroller. In this case, the subcontroller still receives the subgoal argument as an input but does not receive rewards for attaining the subgoal.
V. EXPERIMENTAL RESULTS
The objectives of our experiments were as follows. 1) To verify that the influence from the intrinsic reward is beneficial in sparse reward environments. 2) To study the contribution of the metacontroller's policy over options to the performance. 3) To evaluate the performance of our agent in several environments and show that it is broadly applicable across a variety of tasks. 4) To understand the behavior of the agents under the influence of pixel-control and feature-control intrinsic motivation.
Environments
We evaluated the model on Atari 2600 games in the OpenAI gym environment [29] , a toolkit for comparing RL algorithms that wraps the Arcade Learning Environment (ALE) [30] with a number of modifications. In our experiments, we make comparisons with the Feudal network (FuN) [13] and Option-Critic [31] architectures, both evaluated on the ALE. 2 The environment provides the state as a 210 × 160 × 3 array of RGB pixels. We preprocess the state by reshaping it into an 84×84×3 array, retaining the RGB channels. We also clip the extrinsic reward to the range of [−1, 1]. We used v0 setting for all the games, e.g., Montezuma revenge-v0 for Montezuma's revenge.
Experiment 1 (Influence of the Intrinsic Reward on Performance): To evaluate the effect of intrinsic motivation, we ran our agent with different relative weights β ∈ {0.00, 0.25, 0.50, 0.75, 1.00} between extrinsic and intrinsic 2 However, it is important to note that they are not directly comparable. OpenAI's gym adds stochasticity through the use of random frame skips, while ALE is a deterministic environment. The standard evaluation protocol in ALE is to add a random number of no-op actions at the start of the episode to achieve some stochasticity. rewards, and compared the performance with the baseline agent. We used BPTT = 20 for the subcontroller. First, we found that with β = 1.00 (no intrinsic reward), the agent's performance was similar to the baseline. This result demonstrates that any significant gain or decline in performance using other values of β can be attributed to the intrinsic reward.
The feature-control agent with β = 0.75 outperforms other agents in Montezuma's revenge and Frostbite and is competitive with other agents in Q*bert and Private Eye (Fig. 2) . This result suggests that introducing a certain proportion of intrinsic reward in the subcontroller has a positive effect in sparse reward environments (such as Montezuma's revenge) without degrading the performance on dense reward environments (such as Q*bert).
Our agents with β = 0 (no extrinsic reward) perform very poorly as expected. Since the subcontroller can only follow a limited number of subgoals from the metacontroller, its behaviors are also limited in this case. Giving extrinsic reward to the subcontroller is a way to allow fine-grained behaviors that are important for maximizing extrinsic reward. Interestingly, agents with β = 0.25 also perform worse than baseline in Q*bert. This result shows that too much influence from the intrinsic reward can have negative effect in dense reward environments. Interestingly, the best value of β is consistent across all four games for the feature-control agent.
We observe that the pixel-control agent occasionally learns more quickly than the feature-control agent but the featurecontrol agent generally achieves better scores after 100 million frames of training. This is likely due to the fact that the featurecontrol agent needs time to learn useful features through extrinsic reward before the influence of the feature-control intrinsic reward becomes meaningful. Once the features have been learned, the subgoals obtained are of higher quality than the hard-coded ones in the pixel-control agent.
Experiment 2 (Performance Instability, the Length of the BPTT Roll-Out, and Use of a Target Network): In our initial experiments, we observed instability in the training curve of the feature-control agent, which comes in the form of catastrophic drops in performance. To alleviate this problem, we tried increasing the BPTT roll-out from 20 to 100 steps for the subcontroller. We reasoned that a longer unrolled sequence of BPTT could contribute to training stability in the following ways: 1) the updates are less frequent and give the agent more stable features, which are a crucial component in the calculation of the intrinsic reward and 2) it allows the gradient to be backpropagated further into the past, which potentially reduces bias in the update.
In Montezuma's revenge and Zaxxon, the agent attains a much higher score with BPTT = 100 than with BPTT = 20 (Fig. 3) . In Frostbite, however, we observe the opposite effect. This could be because the gradient is already stable at BPTT = 20 and so increasing the BPTT length does not yield any positive effect; on the contrary, lowering the frequency of updates can result in slower learning (see Fig. 3 ).
Next, we try to improve stability further with the use of target network, as in [2] . This is done by copying the weights of the convolutional layers to a separate target network every 10 000 time steps. The target network is then used to calculate the intrinsic reward instead of the main network in order to improve stability in the reward target. We found that this further improves the performance on Montezuma's revenge and Zaxxon. 
Experiment 3 (Performance With Random Subgoal Selections):
In order to preserve the objective of the task, the reward signal should not be altered or only altered with care [32] . We avoid this problem by training the metacontroller with only unaltered extrinsic reward. We only give intrinsic reward to the subcontrollers which have their own objective of solving the subtasks, which does not affect the main task. In Experiment 1, we found that leaking extrinsic reward to the subcontroller helps to increase the performance. We argue that this is because the number of subcontrollers is small; therefore, the number of behaviors that metacontroller can choose from is limited and is not necessarily useful for the task at hand. By fine-tuning the behaviors of subcontroller with extrinsic reward, these behaviors are more aligned with the task at hand, thus easier for metacontroller to use.
However, the leakage of extrinsic rewards allows a subcontroller to solve the main task by itself and it can choose to ignore the metacontroller entirely. In this experiment, we tested the extent of the influence of the metacontroller's instructions to the subcontroller on the performance. To test this, we replace the metacontroller with a subgoal sampler which uniformly samples subgoals every 100 steps. We compare the performance of our model with metacontroller and with subgoal sampler on Montezuma's revenge and Zaxxon (see Fig. 4 ). To our surprise, agents with the random subgoal sampler can reach final scores as high as those of the agents with metacontrollers, though we found that agents with metacontroller learn faster than the ones with random subgoal sampler in Montezuma's revenge. This result indicates that the main positive effect is due to representation learning shaped by intrinsic reward, while the ability to explore in temporally extended manner contributes only to a speed up in these tasks.
Experiment 4 (Application of Model in a Broad Range of Environments):
In this experiment, we tested the performance of our best feature-control agent in a number of Atari 2600 games and compared it to a number of DRL systems, namely, A3C [28] , Option-Critic [31] , FuN [13] , and UNREAL [4] . The aim was to show that our algorithm is competitive with other methods across a range of different tasks. Our results, shown in Fig. 5 , yielded the following conclusions.
1) The feature-control agent outperformed the baseline in all environments except for Ms.Pac-Man. 2) On Ms. Pac-Man and Asterix, we achieved better scores than the Option-Critic network but worse scores than the FuN network. 3) On Zaxxon, we achieved a similar performance to the FuN network, which outperformed Option-Critic and our baseline by a large margin. 4) On Montezuma's revenge, our agent reached approximately the same maximum score as the FuN network but it learned much more quickly, reaching this level of performance after fewer than a fifth of the number of observations. The average learning speed of our agent is also faster than the mean UNREAL agent [4] on this task by a large margin. We anticipate being able to improve our agent's performance with a broader parameter search. For example, the discount parameter, γ , has been shown to have a significant impact on the performances of both A3C and FuN on different Atari games [13] . However, it is important to note that these performance differences might be a result from many implementation differences. For example, Option-Critic does not have an long-short term memory (LSTM) layer and uses different preprocessing techniques.
The important result from this experiment is that our feature-control performance is better than our baseline in most of the tasks. This shows that the intrinsic reward is broadly applicable without the need for task-specific hand engineering.
Experiment 5 (Visualization of the Agent's Behavior Under Intrinsic Motivation):
The influence of the intrinsic motivation provided by the metacontroller on the agent's behavior can be most easily visualized with the pixel-control agent. In Fig. 6(a) , a sequence of screenshots from Montezuma's revenge is shown where we see the subcontroller moving the character to the patch selected by the metacontroller and causing it to jump around in the patch in order to generate intrinsic reward. Fig. 6(b) shows another sequence where the metacontroller selects a patch over the ladder that must be climbed to collect the key. The character moves to the patch, but when the metacontroller then changes the location of the patch, the subcontroller ignores it and instead proceeds to collect the key, which results in extrinsic reward. This example highlights the importance of motivating the subcontroller with extrinsic as well as intrinsic reward, allowing the agent to be flexible and not completely at the mercy of the metacontroller.
Interpreting the intrinsic motivation of the feature-control agent is much more difficult, since it involves understanding what is encoded in the selected convolutional feature map. In an attempt to visualize this, we upsampled the selected feature map and overlaid it with the raw state input. 3 The feature-control agent has to learn strategies to maximally change the activations of this feature map to gain intrinsic reward.
We present two scenarios with the feature-control agent in Fig. 6(c) and (d) , which indicate how different types of features can evolve to form useful options for the agent. Fig. 6(c) shows the agent collecting the key in the first room of Montezuma's revenge. In this scenario, the feature map is activated in front of the agent on the path toward the key. This implicitly encourages the agent to move toward the key, as it attempts to maximally alter the activations of the feature map. Fig. 6(d) shows the agent collecting the sword in another room.
In this scenario, the feature map is only activated when the agent completes the apparent subtask (collecting the sword), as opposed to the first scenario where the entire path to completing the subtask (collecting the key) is highlighted.
VI. DISCUSSION
A. Alleviating the Data Inefficiency Problem
In the experiments, we found that feature-control agents significantly outperform the baseline agent in Montezuma's revenge, Frostbite, and Zaxxon. Although there is no significant difference in performance observed in the other games, this supports the hypothesis that the method can generally improve data efficiency over the baseline in some sparse reward games.
The results also suggest that this improvement is mainly due to the use of intrinsic motivations. This further supports the results observed in [4] that the reintroduction of unrewarded experience in a new context can be used to effectively mitigate the data inefficiency problem. The innovation of our method is to provide an alternative way of doing so, establishing a link between the notion of auxiliary tasks, intrinsic rewards, and HRL. In addition, the slight improvement in performance in Montezuma's revenge with the use of a metacontroller hints to a potential benefit due to temporally extended exploration.
B. Alternative Roles of a Metacontroller
In HRL, the main motivation is to reuse low-level knowledge while abstracting away from low-level details during planning [7] . The metacontroller is viewed as the central component that learns to solve the main task. A subcontroller can be learned separately and becomes a component for metacontroller to use. However, there are two main problems with this formulation as follows.
1) Learning with the low-level details abstracted away is not necessarily easier to optimize. Activating a metaaction twice could result in two completely different outcomes depending on the ability of the subcontroller, the stochasticity of environment, and the stochasticity of the subcontroller's policy. 2) It is not easy to choose the set of skills that the metacontroller is able to choose from. Complex tasks may require a large number of skills in order for the metacontroller to learn a good policy, but the larger the set of options is, the harder it is to optimize the policy. Our results, however, provide a different perspective on the role of the metacontroller. Since leaking extrinsic reward into the subcontroller allows it to solve the main task on its own, the importance of the metacontroller is reduced. We can view the metacontroller as having the role of a guide rather than an controller. The metacontroller guides the subcontroller to explore different parts of the state space in order to gain new skills and a better representation, while also aligning these skills with the main task through the leakage of extrinsic reward. In this view, the objective of the metacontroller is rather to help improve the abilities of the subcontroller.
VII. CONCLUSION
In this paper, we presented an approach to tackle the data inefficiency problem in the form of a two-module deep hierarchical agent. In Montezuma's revenge, an Atari game with particularly sparse rewards, our agent learns several times faster than the current state-of-the-art HRL agents, reaching a similar final level of performance. We also show that our subgoal designs are generically applicable across visual tasks by evaluating the agent on several different games. Our agent almost always performs better than the baseline agent, which suggests that the ability to control aspects of the environment can be a generically useful subgoal.
Our experimental results suggest that the most important part of our algorithm is the introduction of intrinsic reward, which helps to improve the representation learning in the same spirit as auxiliary tasks [4] . To our surprise, we found that learning in the metacontroller is not a necessary ingredient for reaching high scores and only contributes by speeding up the learning process. This suggests that an improvement in hierarchical learning might be able to alleviate the data inefficiency problem even further.
We visualize the behavior of our algorithms and see that the behaviors from different options are distinct and interpretable in the absence of extrinsic reward. Due to the fact that extrinsic reward is leaked to the subcontroller, however, the agent ignores the intrinsic reward if it is capable of reaching the extrinsic reward. This feature helps to speed up learning as it allows the behaviors to be more aligned with the task at hand. On the other hand, this reduces the interpretability of the options and also could potentially limit the variety of learned behaviors. It might not be a desirable feature, for example, in the situation where we need to transfer skills across tasks or in the context where interpretability is important.
In the future work, it would be interesting to develop an algorithm where the metacontroller can be intrinsically motivated to build a curriculum of skills for the subcontroller to learn, while aligning this curriculum with the extrinsic reward. This idea is directly related to the area of intrinsically motivated goal exploration [23] , [34] , which explores the best way to choose goals for building up complex behaviors. However, in this area, the main RL objective (as specify by extrinsic reward) is not considered as part of the formulation.
APPENDIX ARCHITECTURAL AND OPTIMIZATION DETAILS
Our baseline model is a variant of the asynchronous advantage actor-critic algorithm (A3C) [28] . We adapted OpenAI's A3C implementation 4, 5 to follow the architecture specified by Wang et al. [35] . The model consists of two parts: an encoding module and a LSTM layer [36] . The encoding module consists of two convolution layers and a fully connected layer. The first convolution has 16 8 × 8 filters with a stride length of 4 and the second layer has 32 4 × 4 filters with a stride length of 2. The second convolution is followed by a fully connected layer with 256 units. The output of the fully connected layer is then concatenated with the previous action and the previous reward, and then fed into an LSTM layer. The LSTM has 256 cells whose output linearly projects into the policy and value networks.
Our hierarchical model extends the baseline model as follows (Fig. 1 ). An additional LSTM layer is added to parameterise the metacontroller's value and policy function. The input to the metacontroller's LSTM includes the previous subgoal argument and extrinsic rewards accumulated from the previous metastep. The subcontroller's LSTM also has an additional input consisting of the current subgoal argument. The metacontroller operates every c = 100 time steps.
The subgoal argument is a one-hot vector, which specifies the index of the subgoal selected by the metacontroller. For the pixel-control agent, there are 37 subgoals corresponding to 36 patches of pixel plus a no-op which gives no intrinsic reward. The feature-control agent has 32 discrete subgoals, each corresponding to a feature map in the second convolutional layer.
The value and policy networks are optimized using the A3C loss function with eight asynchronous agents, where the advantage is estimated with the generalized advantage estimator [37] , using γ = 0.99 and λ = 1.0. We use the ADAM optimizer [38] with a learning rate of 0.0001 for all of our experiments. Our experiments use a BPTT trajectory length of either 20 or 100 time steps for subcontroller and the baseline agent, and 20 metasteps (2000 time steps) for the 4 Our implementation is an adaptation of an open-source implementation of A3C, namely, "Universe-Starter-Agent." (https://github.com/openai/universestarter-agent) 5 The source code of our implementation is publicly available at https://github.com/Nat-D/featurecontrolHRL metacontroller. Finally, the gradients are scaled down when their L 2 -norms exceed 40.
