We developed a method to evaluate variations in the PET imaging process in order to characterize the relative ability of static and dynamic metrics to measure breast cancer response to therapy in a clinical trial setting. We performed a virtual clinical trial by generating 540 independent and identically distributed PET imaging study realizations for each of 22 original dynamic fluorodeoxyglucose ( 18 F-FDG) breast cancer patient studies pre-and post-therapy. Each noise realization accounted for known sources of uncertainty in the imaging process, such as biological variability and SUV uptake time. Four definitions of SUV were analyzed, which were SUVmax, SUVmean, SUVpeak, and SUV50%. We performed a ROC analysis on the resulting SUV and kinetic parameter uncertainty distributions to assess the impact of the variability on the measurement capabilities of each metric. The kinetic macro parameter, K i , showed more variability than SUV (mean CV K i = 17%, SUV = 13%), but K i pre-and post-therapy distributions also showed increased separation compared to the SUV pre-and post-therapy distributions (mean normalized difference K i = 0.54, SUV = 0.27). For the patients who did not show perfect separation between the pre-and post-therapy parameter uncertainty distributions (ROC AUC < 1), dynamic imaging outperformed SUV in distinguishing metabolic change in response to therapy, ranging from 12 to 14 of 16 patients over all SUV definitions and uptake time scenarios (p < 0.05). For the patient cohort in this study, which is comprised of non-high-grade ER+ tumors, K i outperformed SUV in an ROC analysis of the parameter uncertainty distributions pre-and posttherapy. This methodology can be applied to different scenarios with the ability to inform the design of clinical trials using PET imaging.
Introduction
Positron emission tomography (PET) imaging is a diagnostic tool that is used to quantify and verify the extent of disease (e.g. cancer staging) and is also used to monitor treatment response or measure disease progression. In this study, we focused on the application of PET imaging to assess response to therapy and its ability to measure change in radiotracer uptake. This ability depends upon a number of factors, including both the bias and uncertainty in the measurements pre-and post-therapy. Numerous sources of variability in the imaging process lead to uncertainties in image-derived metrics that are often large relative to the underlying signal. Some of the physiological and technical sources of uncertainty have been summarized in Thie (2004) , Boellaard (2009) , Adams et al (2010) and Kinahan and Fletcher (2010) . These sources include dose and scanner calibrations, blood glucose level, inflammation, uptake time, and image reconstruction parameters. These variabilities in PET imaging can confound the classification of tumor status as response, stable disease, or progressive disease.
Both kinetic parameters and standardized uptake value (SUV) have been used to monitor response, although SUV is more common owing to its easier estimation (Freedman et al 2003 , Muzi et al 2012 . While simplified methods such as SUV are more clinically practical to assess treatment response, studies have found results and conclusions could differ from those derived from a full kinetic analysis using dynamic imaging data (Cheebsumon et al 2011 , Muzi et al 2012 . Static SUV measurements are subject to variability in uptake time, body habitus, administered dose measurements, and other factors (Mankoff et al 2006) .
Kinetic parameter estimates may be more robust against such variations, but estimating the parameters is also more complex, requiring an arterial input function and dynamic data acquisition. Further, the range of error can be higher for kinetic parameters than for SUV (Shields et al 2008) . Under certain conditions it has been found that estimates of kinetic parameters can better distinguish response than SUVs (Römer et al 1998 , DimitrakopoulouStrauss et al 2004 , particularly for lower uptake tumors (Doot et al 2007) .
Despite such studies comparing SUV and kinetic parameters, the inherent bias and variance of these parameter estimation processes and the impact on response assessment have not been fully characterized. Comparing the ability of these metrics to detect change in the true underlying biology depends on acquisition hardware, algorithmic data analysis, and clinical protocol parameters. Assessing the impact of these areas on image-based tasks can be timeconsuming and difficult. Our solution to evaluate both SUV and kinetic parameter metrics was to use a virtual clinical trial (VCT) approach, which uses a series of linked simulations to evaluate the impact of steps in the entire imaging process on each metric (Moore et al 2012 , Kurland et al 2013 , Harrison et al 2014 , Maidment 2014 , Rashidnasab et al 2015 , Wangerin et al 2015 , 2017 , Häggström et al 2016 . We first defined ground truth based on data from prior patient studies. We then performed the forward model, which replicated the patient imaging process and included uncertainties that could be encountered in an actual clinical trial. Finally, we measured the SUVs and estimated the kinetic parameters and analyzed the ability of each metric to measure a change in radiotracer uptake in response to therapy. Table 1 provides a summary of acronyms and key variables used in this paper.
Methods
An overview of the VCT process is shown in figure 1. We define a VCT as the following steps: (1) define ground truth, (2) forward model, and (3) estimate and analyze. Each main step has a series of sub-steps that are individual simulations and where uncertainties or parameter variations are taken into account. While the main steps will largely remain constant for all VCTs, the sub-steps will vary for different VCT studies. Table 2 lists the three main steps and sub-steps required for the VCT in this work, the parameter variations applied in each sub-step, and the resulting number of replicates. The steps and sub-steps are described in more detail in the following sections.
2.1. Define ground truth from patient data 2.1.1. Acquire patient data-Ground truth was defined using patient datasets consisting of 60 min fluorodeoxyglucose ( 18 F-FDG) dynamic acquisitions of 22 patients with nonhigh-grade (grades 1 and 2), estrogen receptor positive (ER+) primary breast cancer pre-and post-therapy, as previously described (Wangerin et al 2015) . Patient characteristics are summarized in table 3. The patient scans were performed on a GE Discovery STE PET/CT Scanner (GE Healthcare, Waukesha, WI). The dynamic data were acquired with frames of 16 × 5 s, 7 × 10 s, 5 × 30 s, 5 × 60 s, 5 × 180 s, 7 × 300 s. The data were reconstructed using 3D OSEM with 28 subsets, six iterations, and a 7 mm transaxial Gaussian post-filter. The image voxel size was 4.3 × 4.3 mm transaxially and 3.3 mm axially. The tumor and normal breast tissue regions-of-interest (ROIs) were 3 × 3 × 3 voxels (1.6 cc). The normal breast tissue ROI was placed in the most homogeneous portion in successive tissue in the contralateral breast. We note here that while partial volume effects, as described in Soret et al (2007) , were present in the estimate of SUV, the tumors were not expected to significantly change in size between the pre-and post-therapy scans (average time = 20 d) when treated with hormonal therapy. Thus, partial volume correction methods were not evaluated.
2.1.2.
Estimate patient AIF and scale population AIF-Patient-specific arterial input functions (AIF) were mathematically extracted from the dynamic time-course (O'Sullivan et al 2010, Huang and O'Sullivan 2014) and scaled using the activity concentration measured from a left ventricular ROI drawn over the heart. We then used these patient-specific AIFs to scale a population-averaged AIF based on the late measurements (30-60 min) of the imagederived AIF for each individual patient to generate new patient-specific AIFs. The population AIF was obtained from arterial blood sampling of 57 patients out to 2 h (Olshen and O'Sullivan 1997) . We chose to use this population AIF for two reasons. First, the population AIF more accurately captured the peak activity and initial washout phase in the AIF, which were missing from the image-derived input functions due to poor timing resolution. Second, we required AIFs out to 2 h post-injection for the simulation of the TACs, as described in section 2.2.2.
2.1.3. Estimate kinetic parameter sets-A two-tissue compartment model of FDG uptake with irreversible trapping (Sokoloff et al 1977) in PMOD kinetic modeling software (PMOD Technologies Ltd, Zurich, Switzerland) (Burger and Buck 1997) was used to estimate the kinetic parameters. The vascular blood fraction, V b , of tissue was fixed at 0.04 based on reported experimental measurements of human breast and normal tissues (Beaney et al 1984) and for consistency with a previous study that also showed that a two-fold change in V b did not significantly change the estimated kinetic parameters (Tseng et al 2004) . We assumed irreversible trapping, such that the dephosphorylation rate constant of FDG-6-phosphate, k 4 , is zero. This is supported by evidence that FDG becomes trapped in breast tumors with slow retrograde metabolism due to the low concentration of glucose-6-phosphatase, as is the case in most cancers (Weber 1977 , Okazumi et al 1992 . Other studies ranging out to 1 or 2 h post-injection also assumed FDG metabolism to be irreversible and k 4 to be zero (Lucignani et al 1993 , Wahl et al 1993 , Hamberg et al 1994 , Zasadny et al 2003 . Additionally, we compared the K i estimates from our model with those from a Patlak graphical analysis (Patlak et al 1983) , which assumes that k 4 is zero, and found the values to be nearly identical, as expected.
Example patient images are shown in figure 2. Measured tumor and normal tissue TACs with fitted model curves pre-and post-therapy are shown in figure 1(a) . The model curves were generated by parameter estimation using non-linear least squares optimization fitting a model curve to the TACs. Statistics on the kinetic modeling parameter estimates for all patients are summarized in table 4.
Forward model data generation and image reconstruction
2.2.1. Add biological variability-For forward modeling of the simulated TACs, we used the patient-specific AIFs obtained from scaling a population-averaged AIF, as described in section 2.1.2. We added biological variability to these AIFs, as the AIF reflects the time-course of the FDG through the arterial plasma. We added variability based on the findings of Weber et al (1999) , who investigated the variability of SUV and kinetic measures for repeat PET scans and found the coefficient of variation (CV) of the kinetic parameter, K 1 , and area under the AIF to be 9% and 7.5%, respectively.
Ideally, noise would be added to K i , the net metabolic flux that is defined as K i = (K 1 · k 3 )/(k 2 + k 3 ), but because the estimates of k 2 and k 3 are correlated, we chose to add biological variability using the parameter K 1 , which describes the rate of FDG exchange from the blood into the tissue compartment. We added noise to K 1 by randomly sampling from a normal distribution with a CV of 9%.
We added noise to the AIF by modifying its peak and shape. A three-exponential decay model (Feng et al 1993) was first fit to the AIF. Noise was added to each parameter of the AIF model by sampling from a normal distribution with a mean and standard deviation defined from the population. Random variation of six parameters resulted in AIFs that were unrealistic, so three constraints were enforced; any point in the new AIF could not deviate more than 15% from the original AIF, the curve must be monotonically decreasing, and the area under the AIF must be within the lower and upper limits defined by a CV of 7.5%.
We generated 540 TAC noise realizations with added biological variability for each pre-and post-therapy patient study. We chose this sample size to both limit computation time and provide 90% confidence that the sample standard deviation of the resulting parameter distributions would be within 10% of the population standard deviation. The tumor K 1 uncertainty distributions and AIF noise realizations are shown in figure 1(b) for patient 11.
Generate synthetic time activity curves-
The patient-specific estimated kinetic parameters with K 1 uncertainty distributions and noisy AIF curves were input into the two-tissue compartment model to generate simulated tumor and normal tissue TACs out to 2 h post-injection for each patient pre-and post-therapy. We generated the TACs out to 2 h to allow for uncertainty in the SUV uptake time. Only 60 min of data were used in the kinetic analysis.
Simulate sinograms-
The simulated tumor and normal tissue TACs were sampled at 22 time points, matching the timing of the dynamic imaging used in the original image acquisition. The tumor and normal tissue FDG activities were used to define the signal to background ratio of each tumor as a function of time. Considering 540 noise realizations, 22 time points, and 22 patients pre-and post-therapy, over 500 000 sinograms needed to be generated and then reconstructed. To make this task more tractable, we designed a test phantom with 36 spheres, where each sphere represented one noise realization. Therefore, only 15 phantoms were needed to generate the noise realizations for one time point for one patient, reducing the number of simulated sinograms to 14 520. The impacts of varying tumor size or heterogeneity were not parameters in this study, so a uniform 20 mm sphere size was used for all patients. An example of an axial slice with six spheres is shown in figure 1(b) for four dynamic time points.
ASIM, an analytical PET simulator (Comtat et al 1999) , was used to generate noise-free sinogram data from each input phantom based on a GE Discovery STE PET/CT scanner. Poisson noise was added to each noise-free sinogram based on the number of prompt coincidence events in the acquired patient data for each time bin as a function of time postinjection. The number of events in each time bin was dependent on the time bin duration, the amount of activity in the field of view, and radiotracer decay. We simulated 172 million acquired prompt events at 60 min post-injection during a 5 min duration time frame, which was based on the average injected dose over all patients of 300 MBq. The prompt events were assumed to have a trues:scatter:randoms ratio of 1:1:0.35 (Harrison et al 2014) .
Reconstruct images-Images
were reconstructed using OSEM with 32 subsets and two iterations, and they were post-filtered with a Gaussian kernel having 6 mm and 4 mm full-width-at-half-maximum in the transaxial and axial directions, respectively. The image voxel size was 4.3 × 4.3 × 3.3 mm 3 , which gives a reconstructed resolution of 5-6 mm (Kinahan et al 2006) . Reconstructed images for four dynamic imaging frames are shown in figure 1(b) . The noise decreased with time due to increasing number of detected events, and the signal to background ratio increased due to increasing tracer uptake over time.
Estimate and analyze
2.3.1. Estimate time activity curves-The reconstructed images for each patient comprised of 540 independent and identically distributed (i.i.d.) noise realizations for each dynamic patient scan pre-and post-therapy. We used four methods to extract the SUV from both tumor and normal tissue regions in static 5 min scans at 60 min post-injection; the maximum pixel value in the ROI (SUVmax), the average SUV of a 1.6 cc ROI (3 × 3 × 3 voxels) (SUVmean), the average of a 1 cc spherical ROI centered over the hottest pixel (SUVpeak), and the average SUV over a region created by a 50% threshold of the maximum pixel value (SUV50%). For the kinetic parameter analysis, the SUVmean definition was used to generate TACs using each series of simulated dynamic images for tumor and normal tissue.
To account for additional uncertainties in scanner calibrations, an additional 5% CV was added to all estimates by randomly sampling from a normal distribution, based on measurements of variability for a carefully calibrated scanner over one month (Lockhart et al 2011) . The same CV was added to all time points in one TAC. Estimated TACs from all SUV definitions are shown in figure 1(c).
Estimate SUV and kinetic parameters-
The final source of uncertainty added to the static SUV measurement was uptake time, which is the time between radiotracer injection and imaging. Although the nominal uptake time is 60 min (Boellaard et al 2010) , clinical workflow can result in the scan being performed earlier or later. Three different uptake time scenarios were used, as shown in figure 1(c). Scenario 1 was perfect uptake time for a clinical protocol of imaging 60 min post-injection. Scenarios 2 and 3 reflect rigorous and less rigorous adherence to the clinical protocol, respectively (Kurland et al 2016) , and they are plotted for 1000 samples. For each of the three scenarios, SUVs were re-estimated for all of the 540 image realizations for each patient pre-and post-therapy.
Before re-estimating the kinetic parameter estimates, Poisson-distributed measurement noise was added to the scaled population-averaged AIF based on the activity in the each time bin (Graham 1997) . The kinetic parameters were re-estimated by inputting these AIFs and TACs into the kinetic model. The overall FDG flux constant, K i , was calculated for each TAC replicate for each patient.
2.3.3.
Perform ROC curve analysis-The SUV and K i distributions for each patient pre-and post-therapy were used to generate receiver operating characteristic (ROC) curves. Each SUV definition and uptake time scenario combination comprised of 540 measurements, and K i comprised of 540 estimates. Since we had known ground truth and a large number of data points (e.g. figure 1(c) ), we were able to calculate the ROC results by simply recording the true-positive and false-positive fractions for a series of threshold values for both SUV and K i . The area under the curve (AUC) for each ROC curve was calculated using trapezoidal numerical integration.
Results
We compared the SUV and K i quantitative measurements pre-and post-therapy. A bootstrapping analysis, similar to that performed in Wangerin et al (2015) , was performed individually for each patient using the 540 noise realizations, which provided uncertainty distributions pre-and post-therapy for each metric. From these distributions, we calculated the standard deviation, mean, confidence interval of the mean, mean difference between pre-and post-therapy distributions, and statistical significance of the difference between SUV and K i .
We first evaluated the standard deviations of the pre-and post-therapy AUC distributions as well as the mean difference between them. The results for SUV and K i are compared in figure 3 . For each patient, the CV (averaged between pre-and post-therapy distributions) is plotted versus normalized mean difference. In comparison to SUV, K i showed higher variability and also a greater mean difference between pre-and post-therapy distributions. The average CV across patients for AUC SUV was 13% over all ROI definitions and uptake time scenarios compared to 17% for AUC K i . The average CV across patients for AUC SUV differed by just 1.3% for the different ROI definitions and uptake time scenarios. The average pre-and post-therapy normalized mean difference for AUC K i was 0.54 compared to 0.27 for AUC SUV.
We then compared the AUC SUVmax for uptake time scenario 2 to AUC K i . Figure 4 We compared the AUCs between K i and SUVmax for the three uptake time scenarios (figure 5(a)) and between K i and all four definitions of SUV for uptake time scenario 2 ( figure   5(b) ). While the uptake time uncertainty impacted AUC SUVmax, the resulting differences in AUC were small compared to the differences with AUC K i , shown in figure 5(a) . The impact of SUV definition and uptake time in comparison to K i is shown in table 5, which shows the number of patients whose AUC K i or AUC SUV was at least 0.05 or 0.01 greater than the other metric. K i outperformed SUV for all cases, with a range of 9-13 patients benefitting when using an AUC difference cutoff of 0.05. In contrast, SUV outperformed K i for only one or two patients when using a cutoff of 0.05 or 0.01, respectively. While the SUV definition impacted the performance of SUV relative to K i , the uptake time had almost no impact; the number of patients did not change except for one case of SUVmax.
The differences in AUC for the different SUV definitions on a patient-by-patient basis were more significant, as shown in figure 5(b) . However, we applied a Bonferroni correction across all patients and found that none of the SUV methods were statistically significantly different from each other. It is known that the Bonferroni correction is conservative and favors the null hypothesis, thus a more detailed analysis that takes into account correlations might find a statistically significantly difference.
Discussion
We developed a VCT methodology that links together a chain of models and simulations at each step in the PET imaging and analysis process. A VCT is grounded on data from prior patient studies. Different sources of variability, which could be encountered in an actual clinical trial, are taken into account to estimate the overall bias and variance. The uncertainties include patient protocol, scanner design, image reconstruction, and image analysis methods. The VCT approach does not predict the results of a specific prospective clinical trial, as that will depend on the therapy, disease, patient population, and many others trial-specific factors. Instead, a VCT starts with assumptions of ground truth and then estimates the ability of a single or multi-center trial using imaging to detect or measure a given change. We define a VCT as the following steps: (1) define ground truth, (2) forward model, and (3) estimate and analyze.
We have previously used the VCT approach to estimate the impact of variations in PET scanner sensitivity and reconstruction algorithms on SUV variability and the ability of SUV to measure change (Harrison et al 2014) , impact of reconstruction algorithm on detectability (Wangerin et al 2017) , impact of FDG uptake time on lesion detectability (Wangerin et al 2015) , and impact on needed sample size in multicenter clinical trials (Kurland et al 2013 (Kurland et al , 2016 . A similar method has also been used to assess novel breast screening modalities, such as digital breast tomosynthesis (Maidment 2014 , Rashidnasab et al 2015 and chest radiographs (Moore et al 2012) . The general framework is study-independent, but the specific modules can change depending on the given problem. For example, this study used a very similar framework to that used in Wangerin et al (2015) , which evaluated the impact of imaging time post-injection on SUV.
Through VCTs, we can improve our understanding of any parameter of interest and inform the design of prospective clinical trials, with the goal to improve the success rate, reduce the cost of clinical development, and more quickly translate imaging advancements into the clinic. In this work, we performed a VCT to compare the performance of static and dynamic PET measures while evaluating the impact of known sources of uncertainty in the imaging process in comparison to ground truth. These uncertainties included biological variability, arterial input function measurement uncertainty, scanner calibration variability, quantum noise, image noise correlations, SUV definition, and uptake time uncertainty for SUV. By identifying the dominant sources of uncertainty in the measurements, steps could be taken to reduce the uncertainties and improve measurement capabilities.
While it is most realistic to conduct a VCT based on patient data, patient data lacks ground truth information. Therefore, we assumed the measured patient TACs pre-and post-therapy to be ground truth, from which we defined our baseline SUV measurements and K i estimates pre-and post-therapy for this VCT study. We then simulated the patient imaging process, accounting for all uncertainties in the imaging process that impacted each metric. We used an ROC analysis to compare how well each metric could measure the original change in radiotracer uptake between pre-and post-therapy imaging. Outcome information was unavailable for this patient cohort, so we could not evaluate the prognostic or predictive value of either metric in correctly classifying responders versus non-responders. Instead, we focused on characterizing the measurement variability.
We found the CV of K i to be higher than that for SUV (figure 3). Because kinetic parameters are estimated from a time-course of images, where the images immediately following radiotracer injection suffer from low count rates in the field of view, the kinetic parameter estimates are less robust and subject to increased variability compared to the measurement of SUV from a single image at a later time point. Our findings agree with those of Shields et al (2008) , who reported that the uncertainty in kinetic measurements was higher than that seen with SUV for patients who underwent test-retest studies with fluorothymidine ( 18 F-FLT) . Unfortunately, test-retest studies for dynamic imaging using FDG are scarce. However, there are many studies regarding SUV, and the average CV of 13% found in this study is in line with reports in the literature. Weber et al (1999) found test-retest SUV uncertainty to be 9%, Vanderhoek et al (2012) found an intratumor and population average SUVpeak CV to be 14% and 17%, respectively, Minn et al (1995) found the mean difference in SUVlean and Ki for repeat scans to be 10% each, and Kinahan et al (2010) consulted many previous studies and found the estimated variability of SUVmax to be 10% in a test-retest scenario but at least 15% in practice. The slightly lower CV in this study could be due to a conservative estimate of scanner calibration uncertainty as well as exclusion of body habitus, dose measurement error, and differences in scatter correction methods.
For the majority of patients in this study, K i was superior to SUV as measured by the ROC AUC (figure 4). Although the variability of K i was higher than SUV, the AUC considers the trade-offs of both the separation of and variability in the pre-and post-therapy measurement uncertainty distributions; the increased separation in the K i distributions outweighed the higher CV. Of note, this patient cohort included non-high-grade ER+ breast cancer, which tends to have modest FDG uptake (Fusselman 1995 , Graham 1997 . Doot et al (2007) found K i to be superior to SUV in lower uptake tumors, and our findings are consistent with the results of this prior study. With dynamic imaging, we could discern smaller changes in lesion uptake, which is related to the ability of the kinetic parameters to estimate the rate of phosphorylated FDG (FDG-6-phosphate) at low uptake. In contrast, a large fraction of the SUV measurement includes free FDG in the vascular and tissue spaces, which is not related to tumor metabolism.
It is known that differences in SUV definition and uptake time variability can confound study results (Wahl et al 2009 . We investigated both uncertainties in this work and found SUV definition to have a greater impact than uptake time uncertainty (figure 5). The impact of uptake time largely depends on the shape of the time activity curves pre-and post-therapy, particularly around the standard imaging time of 60 min. Because the uptake curves for this patient cohort were relatively flat, the impact of uptake time on the calculated AUC was low and did not change the relative performance of K i over SUV (table 5) . For a different patient cohort with increasing FDG uptake at 60 min, uptake time jitter could have a larger impact on the performance of SUV relative to K i . Uptake time jitter, however, is not a factor in dynamic imaging. Kinetic parameter analysis, which is based on the shape of the TAC, is also insensitive to scanner calibration errors.
Other factors that impact SUV include number of iterations and the static imaging duration (number of events). If more OSEM iterations had been performed, we would expect the bias to decrease and the variance to increase. In Harrison et al (2014) , changing the scan duration increased the image noise as was expected. However, changing the number of events by a factor of four, for example, had negligible impact on the bias and variance of the estimated parameters, such as SUVmax, and their ability to detect change in response to therapy. Similar results on bias and variance versus scan time were shown in Doot et al (2010) .
Additionally, Poisson noise contributed only a small part of the total SUV uncertainty in this study. Therefore, we do not anticipate that the AUC results in this study would be significantly different by changing these factors.
Tumors were simulated as uniform spheres, as investigation of impact of ROI definition was beyond the scope of this work. More realistic tumors are often amorphous and heterogeneous, which could introduce more variability based on the ROI selection, thus increasing the variability of the SUV and kinetic parameter estimates. However, it is has been found that factors contributing to bias and variability cancel when looking at changes in response to therapy, provided partial volume effect is not a concern, as noted in Vriens et al (2010) .
We did not consider the impact of blood glucose level of SUV. The amount of FDG uptake in the tumor will decrease with increasing blood glucose level and correspondingly lower SUV and Ki values, as described in Lindholm et al (1993) . Blood glucose levels could be elevated as result of chemotherapy, which has been reported to cause glucose intolerance (Hickish et al 2009) . They reported a maximum blood glucose level of 8 mmol l −1 , which is beyond the acceptable limit for FDG PET imaging as recommended in Boellaard et al (2010) . A significantly high blood glucose level post-therapy could result in artificially low FDG uptake in the tumor and thus cause a false positive assessment of response. However, measuring the blood glucose level prior to imaging is required, and the patient scan must be rescheduled if the blood glucose is beyond the limit.
We added uncertainty to the imaging process such that the resulting parameters varied around a certain pre-and post-therapy mean, or plausible definition of ground truth. The AIF was used in the definition of ground truth, after which the impact of uncertainties in the imaging process was investigated. Therefore, using the population-based AIF versus another patient-specific AIF did not add extra bias or variability to the study. Further, while we did take into account the possibility that the input function could change due to therapy by using a different patient AIF pre-and post-therapy in the simulation, further changes in AIF were beyond the scope of this work, as they will depend on disease, therapy, and individual response. However, this should not change our conclusions as the estimated parameters in the kinetic modeling take changes in the AIF into account.
We did not explore if there was a correlation in the performance of SUV or K i in measuring therapeutic response to tumor pathology. We also did not have clinical outcomes such as tumor response or progression or patient survival to further evaluate the predictive value of change in SUV or K i in response to therapy. Previous studies have found a correlation between pre-therapy SUV or K i and tumor pathology, such as tumor grade and Ki-67 (Buck et al 2002 , Shimoda et al 2007 , Koo et al 2015 , and the results of other studies have suggested that dynamic analysis may provide superior information in assessing patient response (Dimitrakopoulou-Strauss et al 2004 , Mankoff et al 2006 , Shields et al 2008 .
These previous studies included a range of tumor phenotypes, and the tumors in this patient cohort (non-high grade and ER+) were very similar, which was likely the reason that we found K i to almost unanimously outperform SUV. It is anticipated that there would be a distinction between the performance of SUV and K i metrics for different tumor characteristics if there had been a wider range of tumor phenotpyes and pre-therapy FDG uptake. A future VCT study could explore the linking of PET parameter changes to the biology of the tumor and patient outcomes to evaluate which metric has better prognostic value. This versatile VCT methodology could also be readily employed to assess the impact of factors not considered here. With slight modifications we could, for instance, determine the impact of image resolution or injected dose on the classification tasks discussed above.
Conclusions
A VCT was conducted to compare the ability of static SUV versus dynamic PET imaging to measure response to breast cancer therapy. For this patient cohort, we found that K i showed a superior ROC performance compared to SUV, suggesting that kinetic analysis, which accounts for the metabolic state of the FDG in the tissue, may better detect or enable earlier assessment of response to therapy. This approach could be extended to evaluate the impact of other sources of variability on the imaging process where there is access to prior patient data. Illustration of the virtual clinical trial process using results for patient 11 of 22, showing the three main categories ((a)-(c)) and the sub-steps in each category: (a) define ground truth: measured patient tumor and normal tissue TACs and patient-specific AIFs were input into a two-compartment model to estimate the kinetic parameters and generate model TACs. These data were defined as ground truth. (b) Forward model: uncertainties were added to K 1 and the AIF, and a family of TACs was generated. Each TAC was input into the PET scanner simulation to generate sinograms, from which a time-course of images was reconstructed. This process was performed for both the tumor and normal tissues, and only the tumor data are shown. (c) Estimate and analyze: the static SUV at 60 min post-injection and dynamic SUVs were estimated from the tumors in the reconstructed images. Uptake time uncertainty was added to the static SUV to generate the final SUV uncertainty distributions pre-and post-therapy. The estimated dynamic SUVs were re-input into the kinetic model to generate the final K i uncertainty distributions. Patient characteristics pre-therapy (n = 22).
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