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1. Introduction
All graphs considered here are finite, simple and undirected. The notation and terminology used but undefined in this
paper can be found in [2].
Let G = (V , E) be a graph with the set of vertices V and the set of edges E. A k-coloring of G is a mapping φ : V −→
{1, . . . , k} such that φ(u) 6= φ(v) whenever uv ∈ E. G is said to be k-colorable if G admits a k-coloring. Let H be a vertex-
induced subgraph of G, and φ, a k-coloring of H . If G has a k-coloring ϕ, such that the restriction of ϕ on H is just φ, then we
say that ϕ is an extension of φ to G, or φ can be extended to G.
Call a graph planar if it can be drawn on a plane so that its edges only meet at their ends. A k-cycle is a cycle of length k.
Two cycles are adjacent if they have at least one edge in common.
In 1976, Steinberg asked whether every planar graph without 4- and 5-cycles is 3-colorable, see [7]. As a relaxation of
this problem, Erdös [11] asked if there exists an integer k such that every planar graph without cycles of length from 4 to k
is 3-colorable? Abbott and Zhou [1] proved that such a k exists and k ≤ 11. This result was later on improved to k ≤ 9 by
Borodin [3] and, independently, Sanders and Zhao [9], and to k ≤ 7 by Borodin et al. [5].
On the 3-colorability of planar graphs, a more general problem than Steinberg’s may be formulated as
Problem 1.1. What is I , the set of integers i ≥ 5, such that, for any i ∈ I , every planar graph with neither 4- nor i-cycles is
3-colorable?
Towards this problem, some recent related results, as far as we know, may be summarized as follows:
Theorem 1.1. A planar graph is 3-colorable if it has no cycles of length 4, i, j, k where 5 ≤ i < j < k ≤ 9, see [5,6,8,10,13–15,
12,16–18].
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It seems very far to settle Problem1.1. None of the positive instances of Problem1.1 has been found so far! The reasonable
goal at present seems to investigate
Problem 1.2. Which pair of positive integers (i, j)with 5 ≤ i < j can ensure that planar graphs without cycles of length 4,
i and j are 3-colorable?
The first step in research of Problem 1.2 owes to [16], where the first positive instance of Problem 1.2 was formulated.
More precisely, a planar graph is 3-colorable if it has neither 5- and 7-cycles nor adjacent 3-cycles. This clearly implies that a
planar graph is 3-colorable if it has no 4-, 5- and 7-cycles. Unfortunately, the proof of this result in [16] is inadequate, see [4],
where the authors give a new proof for the same statement. The second positive instance is proved in [13], more precisely,
a planar graph is 3-colorable if it has no 4-, 6- and 8-cycles.
This paper mainly proves the following result:
Theorem 1.2. Every planar graph without 4-, 7- and 9-cycles is 3-colorable.
This result is obtained by proving two extendability lemmas. More precisely, in Section 2, we first study the extendability
of a 3-coloring of some face in a connected plane graph without cycles of length 4, 6, 7 and 9. Then, in Section 3, we further
investigate the same problem for a connected plane graph without cycles of length 4, 7 and 9. Consequently, we get the
third positive instance of Problem 1.2. Namely, every planar graph without cycles of length 4, 7 and 9 is 3-colorable. Lastly,
we try to get rid of the restriction of lacking 4-cycles to the graphs under consideration, getting an extendability lemma that
implies the following stronger result than Theorem 1.2.
Theorem 1.3. Every planar graph with neither 7- and 9-cycles nor 4-cycles adjacent to 3- or 4-cycles is 3-colorable.
The rest of this section is devoted to some terminology and notation used later. A plane graph is a particular drawing of a
planar graph on a plane such that its edges only meet at their ends. Let G = (V , E, F) be a plane graph with the set of faces
F . For a vertex v ∈ V , the degree and the neighborhood of v are denoted by d(v) and N(v) respectively. Call a vertex v ∈ V a
k-, k+-, k−-vertex if d(v) = k,≥ k,≤ k respectively. For a face f ∈ F , the set of vertices on f and the boundary walk of f are
denoted by V (f ) and b(f ) respectively. The degree of f , denoted by d(f ), is the steps of b(f ). The notions of k-, k+-, k−-face
are defined analogous to the ones of k-, k+-, k−-vertex. An even face is a k-face with k even. Call a face (vertex) internal if
it is not (on) the unbounded face. Call a vertex bad if it is an internal 3-vertex incident with a 3-face; good, otherwise. A
10-face is light if it is incident with one internal 4-vertex and nine bad vertices. Call a 5-face minor if all of its vertices are
internal and have degree three. For a face f ∈ F , the subgraph of G induced by V (f ) is denoted by G[V (f )]. If u1, u2, · · · , un
are vertices of b(f ) in some order around f , we often write f = u1u2 · · · un. Let C be a cycle of G. The sets of vertices inside
and outside C are denoted by int(C) and ext(C) respectively. Consequently, Int(C) = G− ext(C) and Ext(C) = G− int(C)
are two vertex-induced subgraphs of G. Note that the chords of C lying inside C belong to Ext(C). C is called a separating
cycle if both int(C) and ext(C) are not empty; a facial cycle, otherwise. In what follows, we do not distinguish C and V (C).
2. The first extendability Lemma
Chen et al. [6] showed that every planar graph without cycles of length 4, 6, 7 and 9 is 3-colorable. Wang et al. [14]
improved this to that every planar graphwithout cycles of length 4, 6, 7 and 9 is 3-choosable. In this section, we give another
improvement which can make us go further.
Lemma A. Let G be a connected plane graph without cycles of length 4, 6, 7 and 9, and f , an i-face in G, i ∈ {3, 5, 8, 10, 11}.
Then any 3-coloring of G[V (f )] can be extended to the whole graph G.
Proof. Firstly note that G[V (f )] is isomorphic to an outer plane graph. Therefore, it is 3-colorable.
Let G = (V , E, F) be a counterexample to Lemma A, if any, with σ(G) = |V | + |E| as small as possible. That is, G has no
4-, 6-, 7- or 9-cycles, and has an i-face f0, for some i ∈ {3, 5, 8, 10, 11}, which has a 3-coloring ϕ that cannot be extended to
the whole graph G. Without loss of generality, we may assume that f0 is the unbounded face of G, and C0, the boundary of f0.
By the choice of G, as in [5], we immediately have the first three structure claims below.
Claim 2.1. C0 has no chord. If v ∈ int(C0), then d(v) ≥ 3. 
Claim 2.2. G has no separating cycles of length i, i ∈ {3, 5, 8, 10, 11}. 
Claim 2.3. G is 2-connected. Hence, the boundary of any face in G is a cycle. 
A list-assignment of a graph H is a function Lwhich assigns each vertex v ∈ V (H) a list of available colors L(v). If H has a
proper coloring φ such that φ(v) ∈ L(v) for every vertex v, then we say that φ is an L-coloring of H , or H is L-colorable.
Call a vertex-induced subgraphH inG a simple internalΘ-subgraph if it is isomorphic to a k(≥4)-cyclewith one chord and
all of its vertices are internal. Call a simple internal Θ-subgraph special, denoted by SΘ , if each of its vertices is a 3-vertex
in G, possibly except one of the ends of its chord is a 4-vertex, see Fig. 1(a).
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(a) Sθ . (b) SCθ (c) Normal adjacency.
Fig. 1. Some forbidden structures in G.
Claim 2.4. G has no SΘ .
Proof. Let H be an SΘ in G. By the choice of G, the 3-coloring of f0, ϕ : V (f0) −→ {1, 2, 3}, stated at the beginning of the
proof, can be extended to G−V (H). Now, for v ∈ V (H), let L(v) be the set of available colors, that is, L(v) = {1, 2, 3}\{ϕ(u)}
where u is a neighbor of v in G outside H , if any. If H admits an L-coloring, then ϕ can be extended to G, a contradiction.
Let us prove that H indeed admits an L-coloring. We may assume that the chord of H is xy, d(x) = 3 and d(y) = 4 in G.
Let P = x(=z0)z1 · · · zk−1 y(=zk) be a path in H . If L(zi) \ L(zi−1) 6= ∅ for some i ∈ {1, . . . , k}, then we can choose one color
from L(zi) \ L(zi−1) to color zi and properly color the other vertices in order along the outer cycle of H (ending at zi−1). So we
can assume that L(x) = {α, β, γ } and L(v) = {α, β} for v ∈ V (H) \ {x}. Now, H is clearly L-colorable. 
Let C = v1v2 · · · vkv1 be a cycle, and vivj, vsvt be two chords of C with i < j and s < t . Call the two chords parallel if
i < s < t < j.
Call a vertex-induced subgraph H in G a complex internal Θ-subgraph if it is isomorphic to a k(≥ 6)-cycle with l(≥ 2)
mutually parallel chords and all of its vertices are internal. Call a complex internal Θ-subgraph special, denoted by SCΘ , if
every one of its vertices is a 3-vertex in G, see Fig. 1(b). As Claim 2.4, we can easily prove
Claim 2.5. G has no SCΘ . 
Since every even cycle is 2-choosable, by Claim 2.5, we immediately have
Corollary 2.1. If f is an even face in G, which has no common vertex with f0, then there is at least one 4+-vertex on f . 
Two faces are adjacent if they have at least one edge in common. Two adjacent faces or two adjacent cycles are called
normally adjacent, if they have exactly two vertices in common. Clearly, the two vertices are adjacent.
Claim 2.6. (1) If two internal 5-faces are adjacent, then they are normally adjacent;
(2) Two minor 5-faces cannot be adjacent in G.
Proof. Toprove (1). Let f = xyu1u2u3 and g = xyv1v2v3 be two adjacent internal 5-faces, see Fig. 1(c). By the definition of the
normal adjacency of two faces, we only need to show that {u1, u2, u3}∩{v1, v2, v3} = ∅.We first claim that u1 6∈ {v1, v2, v3}:
if u1 = v1, then d(y) = 2 contradicting Claim 2.1; if u1 = vi, i = 2, 3, then G would have a 4-cycle. By symmetry,
u3 6∈ {v1, v2, v3}. Next, u2 6∈ {v1, v2, v3} since otherwise Gwould have a 4-cycle.
To prove (2). Let f = xyu1u2u3 and g = xyv1v2v3 be two minor 5-faces. Firstly, by (1), they must be normally adjacent.
Secondly, neither f nor g has outer chords since otherwise Gwould have a 4-cycle. Thirdly, there is no edge between ui and
vj, for i, j ∈ {1, 2, 3} since otherwise Gwould have a 4-cycle or a 6-cycle. Lastly, two normally adjacent minor 5-faces form
an SΘ , contradicting Claim 2.4. 
Claim 2.7. Let C be the boundary of an internal 5-face, then |C ∩ C0| ≤ 3.
Proof. If |C0| = 3, the conclusion is obviously true. Assume |C0| = 5. If |C ∩ C0| = 5, then G is isomorphic to a 5-cycle,
impossible by the choice of G. If |C ∩C0| = 4, then Gwould have a 4-cycle. Let |C0| = k, k ∈ {8, 10, 11}. Clearly, |C ∩C0| 6= 5,
since otherwise C0would have a chord. If |C∩C0| = 4, as C0 has no chord andH has no internal 2-vertex, one can easily find a
7-cycle, a 9-cycle, a separating 10-cycle inG if k = 8, 10, 11, respectively. All of these are impossible. That is, |C∩C0| ≤ 3. 
Corollary 2.2. Every internal 5-face has at most one 2-vertex. 
Claim 2.8. Let |C0| = 11(10). If C0 has exactly two 3+-vertices in G, then G has a 10+-face that shares at least five (four)
2-vertices with f0.
H. Lu et al. / Discrete Mathematics 309 (2009) 4596–4607 4599
Proof. Let u and v be the two 3+-vertices of C0, and P1, the longer path from u to v on C0, and f , the face sharing P1 with f0.
Clearly, ‖P1‖, the length of P1, is at least 6(5). It follows that f shares at least five (four) 2-vertices with f0. In order to prove
f is a 10+-face, we need to show ‖P1‖ + ‖P ′1‖ ≥ 10, where P ′1 is the boundary section of f in int(C0). Since C0 has no chord,‖P ′1‖ ≥ 2. If ‖P1‖ ≥ 8, we are done. If ‖P1‖ = 7, then ‖P ′1‖ ≥ 3, since otherwise G would have a 9-cycle. If ‖P1‖ = 6, then‖P ′1‖ ≥ 4 since otherwise G would have a 7(6)-, or a 9-cycle according to ‖P ′1‖ = 2, 3, respectively. If ‖P1‖ = 5 (at this
time, ‖C0‖ = 10), then ‖P ′1‖ ≥ 5, since otherwise G would have a 7-cycle, a separating 8-cycle, or a 9-cycle according to‖P ′1‖ = 2, 3, or 4, respectively. 
Claim 2.9. Let |C0| = 11. If C0 has exactly three 3+-vertices, then G has a 10+-face that shares at least three 2-vertices with f0.
Proof. Let v1, v2 and v3 be the three 3+-vertices of C0, and Pij, the path from vi to vj along C0. We may assume that P12 is
the longest one. Clearly, ‖P12‖ ≥ 4. Let f be the face sharing P12 with f0, and P ′12, the boundary section of f in int(C0). If‖P12‖ = 5, 6, 7, or 8, arguing as in Claim 2.8, we can deduce that ‖P12‖ + ‖P ′12‖ ≥ 10. Let ‖P12‖ = 4. If ‖P ′12‖ = 2, 3, 4,
or 5, then G would have a 9-cycle, a 7-cycle, a separating 11-cycle, or a 9-cycle respectively. Thus, ‖P ′12‖ ≥ 6, that is, f is a
10+-face sharing at least three 2-vertices with f0. 
Claim 2.10. If G is a plane graph without cycles of length 4, 6, 7 and 9, then G does not have the following structures:
(1) 4-, 6-, 7- and 9-faces;
(2) a 3-face adjacent to a 3-face;
(3) a 3-face adjacent to a 5-face;
(4) a 3-face adjacent to an 8-face;
(5) three mutually normally adjacent 5-faces.
Proof. The proof is straightforward. 
Now, we are going to proceed a discharging procedure leading to a contradiction showing that no counterexamples to
Lemma A exist. In the discharging procedure, we define the initial charge ch in G = (V , E, F) as ch(x) = d(x) − 4 for
x ∈ V ∪ F \ {f0}, and ch(f0) = d(f0)+ 4. The Euler formula |V | − |E| + |F | = 2 can be easily rewritten as:∑
x∈V∪F
ch(x) = ch(f0)+
∑
x∈V∪F\{f0}
(d(x)− 4) = 0.
Use ch∗ to denote the final charge when a discharging procedure is over. If we can define suitable discharging rules to
discharge the surplus charge on some elements to the others in V ∪ F such that∑x6=f0 ch∗(x) ≥ 0, and ch∗(f0) > 0, then
we have 0 = ∑x∈V∪F ch(x) = ∑x∈V∪F ch∗(x) > 0 since any discharging procedure preserves the total charge. This is an
obvious contradiction completing the proof of Lemma A.
The discharging rules are defined as follows:
R1. Charge to an internal 3-face f
Every vertex of f sends 13 to f .
R2. Charge to an internal 3-vertex v
R2.1. If v is incident with one (by Claim 2.10, only one) 3-face, then every other incident face of v sends 23 to v.
R2.2. If v is incident with three 8+-faces, then every incident face of v sends 13 to v.
R2.3. If v is incident with two 8+-faces and one 5-face, then the 5-face sends 15 and every 8
+-face sends 25 to v.
R2.4. If v is incident with one 8+-face and two 5-faces, then among the two 5-faces, by Claim 2.6, at most one is minor. Let
the 8+-face send 1120 ; one (not minor) 5-face send
1
4 ; and the other (possibly minor) send
1
5 to v.
R3. Charge to an internal 4-vertex v
R3.1. If v is incident with two 3-faces, then each of the other two incident faces of v (they are 10+-faces by Claim 2.10) sends
1
3 to v.
R3.2. If v is incidentwith exactly one 3-face, then one of the two faces incidentwith v and adjacent to the 3-face, by Claims 2.4
and 2.10, is a non-light 10+-face. Let it send 13 to v.
R4. Charge to a vertex v on f0
R4.1. If v is a 2-vertex, then f0 sends 32 , while the other face incident with v sends
1
2 to v.
R4.2. Let v be a 3-vertex. If v is incident with a 3-face, then v gets 1 from f0 and 13 from the face that is incident with v other
than f0 and the 3-face; otherwise, v only gets 1 from f0.
R4.3. Every 4+-vertex on f0 gets 23 from f0.
R5. Charge to f0
After executing R1–R4, every face adjacent to f0 sends its surplus charge, if any, to f0.
These discharging rules are illustrated in Fig. 2. The rest of this section is to check the final charge for all x ∈ V ∪ F .
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Fig. 2. Discharging rules.
Claim 2.11. For any v ∈ V , ch∗(v) ≥ 0.
Proof. First consider that v is internal.
Let d(v) = 3. By Claim 2.10(2), v is incident with at most one 3-face, and by Claim 2.10(5), v is incident with at most two
5-faces. If v is incident with two 5-faces, by Claim 2.6, at most one of the two 5-faces is minor. If v is incident with a 3-face,
by Claim 2.10(3) and (4), v is not incident with any 5- or 8-face. Thus, R2 guarantees ch∗(v) ≥ 0.
Let d(v) = 4. By Claim 2.10(2), v is incident with at most two 3-faces. Note that the faces incident with v and adjacent
to a 3-face incident with v are 10+-faces. So, R3 guarantees ch∗(v) ≥ 0.
Let d(v) ≥ 5. By Claim 2.10(2) and R1, ch∗(v) ≥ d(v)− 4− 13 × b d(v)2 c > 0.
Next consider that v is on f0.
If d(v) = 2, then ch∗(v) ≥ 2− 4+ 32 + 12 = 0 by R4.1. Assume that d(v) = 3. Let f0, f1 and f2 be the faces incident with
v. If one of f1 and f2 is a 3-face, then ch∗(v) ≥ −1+ 1+ 13 − 13 = 0 by R4.2. Otherwise, ch∗(v) ≥ −1+ 1 = 0. Let d(v) ≥ 4,
by R1 and R4.3, ch∗(v) ≥ d(v)− 4− 13b d(v)2 c + 23 ≥ 56d(v)− 103 ≥ 0. 
For x, y ∈ V ∪ F , τ(x→ y) denotes the charge discharged from x to y, and τ(x→), τ(→ x), the total charge discharged
from or to x, respectively.
Claim 2.12. For any face f 6= f0, ch∗(f ) ≥ 0.
Proof. Let C be the boundary of an internal face f .
Let d(f ) = 3. By R1, ch∗(f ) = 3− 4+ 13 × 3 = 0.
Let d(f ) = 5. If f is a minor 5-face, by R2.3 or R2.4, ch∗(f ) ≥ 5− 4− ( 15 × 5) = 0. Assume that f is not a minor 5-face.
By the definition of a minor 5-face, f either has a common vertex with f0 or has a 4+-vertex. If f has no common vertex
with f0, by R2, ch∗(f ) ≥ 5 − 4 − ( 14 × 4) = 0. Let f have at least one common vertex with f0. If f has no 2-vertex, by R4, f
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sends nothing to the common vertices of f with f0, hence, ch∗(f ) ≥ 1 − 14 × 4 = 0. If f has common 2-vertices with f0, by
Corollary 2.2, f has exactly one common 2-vertex with f0. It is easy to see that at this time by Claim 2.3, f and f0 have two
common 3+-vertices that get nothing from f by R4. Therefore, ch∗(f ) ≥ 1− 12 − 14 × 2 = 0.
Let d(f ) = 8. If f has no common vertex with f0, by Corollary 2.1, f has at least one 4+-vertex getting nothing from f ,
hence, by R2, ch∗(f ) ≥ 4− 1120 × 7 > 0. Assume that f has at least one common vertex with f0. Since f is not adjacent to any
3-face, by R4, f has at least one common 3+-vertex with f0 getting nothing from f , that is, ch∗(f ) ≥ 4− 1120 × 7 > 0.
Let d(f ) = 10. First consider the case that f has no common vertex with f0. By Corollary 2.1, f has at least one 4+-vertex,
in particular, f has at most 9 bad vertices. If f has exactly 9 bad vertices, then the only good vertex on f gets nothing from f
by R3.2, that is, ch∗(f ) ≥ 6− 23 ×9 = 0. Assume that f has exactly 8 bad vertices. Let u, v be the two good vertices on f , and
d(u) ≥ 4. Clearly, by R3, τ(f → u) ≤ 13 . If v is also a 4+-vertex, then τ(f → v) ≤ 13 , hence, ch∗(f ) ≥ 6− 23 ×8− 13 − 13 = 0.
Assume that d(v) = 3. Note that v is not incident with any 3-face since it is good. If u, v appear on C consecutively, then, by
analyzing the parity of the 8 bad vertices incident with f , u is not incident with any triangle which is adjacent to f . By our
rules, u gets nothing from f . Thus, ch∗(f ) ≥ 6− 23×8− 1120 > 0. Sowemay assume that u, v are not adjacent on C . Clearly, by
Claim 2.10, v is not incident with any 5-face, i.e., v gets at most 13 from f by R2.2. By R3, f sends at most
1
3 to u. It follows that
ch∗(f ) ≥ 6− 23×8−2× 13 = 0. Let f have exactly 7 bad vertices, and u, v, w be the three good vertices on f , and d(u) ≥ 4. By
R3, τ(f → u) ≤ 13 . If at most one of v andw gets 1120 from f , then ch∗(f ) ≥ 6− 23 ×7− 13 − 1120 − 25 > 0, we are done. Suppose
to the contrary that both v andw get 1120 from f , then both v andw are 3-vertices incident with two 5-faces. By Claim 2.10(3),
the two neighbors of v, as well asw, on C are not bad vertices. Namely, f has at least two good vertices other than v andw,
a contradiction. Lastly, assume that f has at most 6 bad vertices on C , by R2 and R3, ch∗(f ) ≥ 6− 23 × 6− 1120 × 3− 13 > 0.
Next consider the case that f shares t(≥ 1) vertices with f0. If t = 1, then the common vertex of f with f0 is a 4+-vertex
that gets nothing from f by R4, hence, ch∗(f ) ≥ 6 − 23 × 9 = 0. If t ≥ 2, then f has at least two common 3+-vertices with
f0, getting at most 13 from f each. Thus, ch
∗(f ) ≥ 6− 13 × 2− 23 × 8 = 0.
Let d(f ) = 11. First assume that f and f0 have no common vertex. Clearly, f has at most 10 bad vertices by parity. If f has
10 bad vertices, then f is not adjacent to any 5- or 8-face by Claim 2.10. That is, f sends at most 13 to the only good vertex
incident with f . So, ch∗(f ) ≥ 7− 23 × 10− 13 = 0. If f has exactly 9 bad vertices, then each of the left two good vertices on f
gets at most 25 from f by R2 and R3, that is, ch
∗(f ) ≥ 7− 23 × 9− 25 × 2 > 0. Assume that f has at most eight bad vertices.
Since each good vertex on f gets at most 1120 from f , ch
∗(f ) ≥ 7− 23 ×8− 1120 ×3 > 0. Lastly, assume that f shares t 2-vertices
with f0. If t > 0, by R4, ch∗(f ) ≥ 7− 12 × t − 13 × 2− 23 (9− t) = 13 + t6 ≥ 0. If t = 0, by R4, ch∗(f ) ≥ 7− 23 × 10 > 0, no
matter how many the common 3+-vertices of f with f0 there are!
Lastly, let d(f ) ≥ 12. Since f sends each incident vertex at most 23 , we have ch∗(f ) ≥ d(f )− 4− 23d(f ) ≥ 0. 
Claim 2.13. ch∗(f0) > 0.
Proof. Since G is 2-connected, there are at least two 3+-vertices on f0. Let |C0| = k. For k = 3, 5 and 8, we have
ch∗(f0) ≥ k+ 4− 32 × (k− 2)− 1× 2 = 5− k2 > 0.
Let |C0| = 10. If C0 has at least three 3+-vertices, by R4, ch∗(f0) ≥ 10 + 4 − 32 × 7 − 1 × 3 > 0. Assume that C0 has
exactly two 3+-vertices. Note that τ(f0 →) ≤ 32 × 8+ 1× 2 = 14. According to Claim 2.8, there is a 10+-face f sharing at
least t(≥ 4) 2-vertices with f0. It follows that ch∗(f ) ≥ d(f )− 4− 12 t − 13 × 2− 23 (d(f )− 2− t) = 13d(f )− 103 + t6 > 0,
that is, τ(f → f0) > 0 by R5. Therefore, ch∗(f0) ≥ 10+ 4− τ(f0 →)+ τ(f → f0) > 0.
Let |C0| = 11. If C0 has at least four 3+-vertices, then ch∗(f0) ≥ 15 − 32 × 7 − 1 × 4 > 0. Assume that C0 has
exactly three 3+-vertices. If one of them is a 4+-vertex, then ch∗(f0) ≥ 15 − 32 × 8 − 1 × 2 − 23 > 0. Assume that
all of them are 3-vertices. Then, τ(f0 →) = 32 × 8 + 1 × 3 = 15. By Claim 2.9, there is a 10+-face f sharing t(≥ 3)
2-vertices with f0. We have ch∗(f ) ≥ d(f ) − 4 − 12 t − 13 × 2 − 23 (d(f ) − 2 − t) = 13d(f ) − 103 + t6 > 0. By R5,
τ(f → f0) > 0. Therefore, ch∗(f0) ≥ 11 + 4 − τ(f0 →) + τ(f → f0) > 0. Lastly, assume that C0 has exactly two 3+-
vertices. Clearly, τ(f0 →) ≤ 32 × 9 + 1 × 2 = 312 . By Claim 2.8, there is a 10+-face f sharing t(≥ 5) 2-vertices with f0.
Thus, ch∗(f ) ≥ d(f ) − 4 − 12 t − 13 × 2 − 23 (d(f ) − 2 − t) = 13d(f ) − 103 + t6 > 56 , that is, by R5, τ(f → f0) > 56 . Hence,
ch∗(f0) ≥ 11+ 4− τ(f0 →)+ τ(f → f0) > 0. 
Remark 2.1. Note that Lemma A is best possible in the sense that, for any k ≥ 12, there is a plane graph without 4-, 6-, 7-
and 9-cycles, in which, there is a k-face having a non-extendable 3-coloring, see Fig. 3.
3. The second extendability Lemma
Lemma B. Let G be a connected plane graph which has no 4-, 7- and 9-cycles. If f is an i-face in G, i ∈ {3, 5, 6, 8, 10, 11}, then
every 3-coloring of G[V (f )] can be extended to the whole graph G.
Proof. Suppose to the contrary that Lemma B is not true. By Lemma A, every counterexample to Lemma B has at least one
6-cycle. Let G = (V , E, F) be a counterexample to Lemma B with s(G), the number of 6-cycles of G, and σ(G) = |V | + |E| in
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Fig. 3. Non-extendable 3-colorings.
Fig. 4. Some forbidden structures in G.
order as small as possible. Let f0 be an i-face in G, i ∈ {3, 5, 6, 8, 10, 11}, which (more precisely, G[V (f0)]) has a 3-coloring,
say, φ : V (f0) −→ {1, 2, 3}, that cannot be extended to the whole graph G. W.l.o.g., we assume that f0 is the unbounded
face of G and C0 = b(f0), the boundary of f0.
Claim 3.1. C0 has no chord.
Proof. Suppose to the contrary that C0 has a chord uv. Deleting uv from G, we get a new graph G′ with s(G′) ≤ s(G) and
σ(G′) < σ(G). Clearly, G′ is still a connected plane graph. By the choice of G, φ can be extended to G′. Note that φ(u) 6= φ(v)
since φ is a 3-coloring of G[V (f0)]. It follows that the extension of φ to G′ is also an extension of φ to G, a contradiction. 
Claim 3.2. G is 2-connected. Therefore, the boundary of any face in G is a cycle.
Proof. Suppose to the contrary that G has a cut-vertex v that connects an end block G1 to G2 = G− (V (G1) \ {v}). Clearly,
Gi, i = 1, 2, is still a connected plane graph without cycles of length 4, 7 and 9, and s(Gi) ≤ s(G), σ(Gi) < σ(G). If C0 is the
union of the boundaries of the outer faces of G1 and G2, then we can extend the coloring of C0 to each of G1 and G2 by the
choice of G. Otherwise, C0 ⊆ G2. Clearly, by the choice of G, the coloring of C0 can be extended to G2. If G1 is 3-colorable, then
color G1 with colors 1, 2 and 3. At most by a permutation of the colors of G1, we can match the color of v in G1 with the color
of v in G2, getting an extension of φ to G, a contradiction completing the proof. Now we show that G1 is indeed 3-colorable.
If G1 has no 6-cycle, then G1 is 3-colorable by Theorem 1.1. Otherwise, G1 has at least one 6-cycle C . Note that C has at most
one chord since G has no 4-cycle. Hence C admits a 3-coloring which can be extended to the outside and the inside of C in
G1 by the choice of G. That is, G1 is 3-colorable. 
Claim 3.3. For any v ∈ int(C0), d(v) ≥ 3.
Proof. The proof is straightforward (similar to the proof of Claim 3.1). 
Claim 3.4. G has no separating cycle of length i, i ∈ {3, 5, 6, 8, 10, 11}.
Proof. Suppose to the contrary that S is a separating cycle of length i in G, i ∈ {3, 5, 6, 8, 10, 11}. By the choice of G, φ can
be first extended to Ext(S) and then to Int(S), getting an extension of φ to G, a contradiction. 
Claim 3.5. (1) An internal facial 6-cycle in G has no chord;
(2) Neither a 3-cycle nor a 5-cycle is adjacent to an internal facial 6-cycle in G.
Proof. To prove (1). Suppose to the contrary that G has an internal facial 6-cycle C = u0u1u2u3u4u5u0, with a chord xy. Since
G has no 4-cycles, wemay assume that x = u1 and y = u5, see Fig. 4(a). If u0 is internal, then u1u0u5u1 is a separating 3-cycle
in G. If u0 is not internal, then u1u2u3u4u5u1 is a separating 5-cycle in G. Both contradict Claim 3.4.
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To prove (2). Let C1 = xyzx, C2 = xyv1v2v3x and C = xyu1u2u3u4x be a 3-, 5- and internal facial 6-cycle in G respectively.
If we can prove that C and Ci, i = 1, 2, are normally adjacent in G, i.e., V (C) ∩ V (Ci) = {x, y}, i = 1, 2, see Fig. 4(b),
then G has a 7-cycle and a 9-cycle respectively, getting a contradiction. Here, we only prove V (C) ∩ V (C2) = {x, y} since
V (C) ∩ V (C1) = {x, y} can be proved in a similar (but easier) way. We first show that v1 6= u1. Suppose to the contrary that
v1 = u1. If d(y) ≥ 3, then C2 is a separating 5-cycle since G has no 4-cycles, a contradiction. Assume d(y) = 2. Let l be the
length of the common section of C and C2 containing xy, then 2 ≤ l ≤ 4. If l = 2, then Gwould have a 7-cycle. If l = 3, then
Gwould have a separating 5-cycle. If l = 4, then Gwould have an internal facial 6-cycle with an outer chord. Hence v1 6= u1
indeed. That v1 6∈ {u2, u3, u4} directly follows from (1). Therefore, v1 6∈ {u1, u2, u3, u4}. By symmetry, v3 6∈ {u1, u2, u3, u4}.
Now, v2 6∈ {u1, u2, u3, u4} directly follows from the absence of 4-cycle in G. Thus, {v1, v2, v3} ∩ {u1, u2, u3, u4} = ∅, that is,
V (C) ∩ V (C2) = {x, y}. 
Let u and v be two vertices on C , C[u, v] is the path on C in the clockwise order from u to v, and C(u, v) = C[u, v]\{u, v}.
Claim 3.6. If v ∈ int(C0) and |C0| ≤ 8, then |N(v) ∩ C0| ≤ 1.
Proof. Let |C0| = 8. Suppose to the contrary that x and y are two neighbors of v on C0. Since G has no 9-, 4-, or 7-cycle,
|C0(x, y)| ≥ 3. If |C0(x, y)| = 3, by Claim 3.3, v has a neighbor u other than x and y, lying in int(C0) since G has no 4-, 7-,
9-cycles. Thus, G has a separating 6-cycle, contradicting Claim 3.4. So, |C0(x, y)| ≥ 4. By symmetry, |C0(y, x)| ≥ 4. It follows
that |C0| ≥ 10, a contradiction. For |C0| = 6, 5, 3, the conclusions can be proved in a similar (but easier) way. 
Claim 3.7. Let |C0| = 11, and v ∈ int(C0). If x and y are two neighbors of v on C0, then xy ∈ E(C0).
Proof. Suppose to the contrary that xy 6∈ E(C0). By the absence of 4-cycle in G, we have |C0(x, y)| ≥ 2. If |C0(x, y)| = 2,
by Claim 3.3, v has a neighbor u other than x and y, that lies in int(C0) since G has no 4-, 7-, 9-cycles, i.e., G would have a
separating 5- or 10-cycle. If |C0(x, y)| = 3, then C0[y, x]∪ xvywould be a 9-cycle. If |C0(x, y)| = 4, then C0[x, y]∪ xvywould
be a 7-cycle. Thus, |C0(x, y)| ≥ 5. By symmetry, |C0(y, x)| ≥ 5. It follows that |C0| ≥ 12, a contradiction. 
Claim 3.8. Let |C0| = 10, and v ∈ int(C0). Then |N(v) ∩ C0| ≤ 1.
Proof. We first claim that if v has two neighbors x and y on C0, then xy ∈ E(C0). Suppose to the contrary that xy 6∈ E(C0). By
the absence of 4-cycle in G, we have |C0(x, y)| ≥ 2. If |C0(x, y)| = 2, then C0[y, x] ∪ xvywould be a 9-cycle. If |C0(x, y)| = 4,
C0[x, y] ∪ xvy would be a 7-cycle. Assume |C0(x, y)| = 3. Note that v has a neighbor u other than x and y by Claim 3.3
and u is not on C0 by the absence of 4-, 7- and 9-cycles in G. It follows that either C0[x, y] ∪ yvx is a separating 6-cycle, or
C0[y, x] ∪ xvy is a separating 8-cycle, contradicting Claim 3.4. Thus, |C0(x, y)| ≥ 5. By symmetry, |C0(y, x)| ≥ 5. It follows
that |C0| ≥ 12, a contradiction establishing our claim. By the claim, no neighbor of v other than x and y is on C0. Since G has
no separating 3-cycles, every neighbor of v other than x and y lies in int((C0 − xy)∪ xvy). Henceforth, φ can be extended to
v. Let G′ = G− xy. By the choice of G, φ can be extended to G′, getting an extension of φ to G, a contradiction. 
Claim 3.9. Let C be an internal facial 6-cycle. Then the number of common vertices of C and C0 is at most 3, if |C0| ≥ 10; 2, if
6 ≤ |C0| ≤ 8; 1, if |C0| ≤ 5. Moreover, the common vertices of C and C0 must appear on C0 consecutively.
Proof. Firstly note that, by Claim 3.1, |C ∩C0| ≤ 5, and the common vertices of C and C0 appearing on C consecutively must
appear on C0 consecutively, too. Let C = x1 · · · x6x1.
If |C∩C0| = 5, letting x6 be the vertex of C not on C0, then x1 and x5 are two neighbors of x6 on C0. It follows that |C0| = 11
by Claims 3.6 and 3.8. By Claim 3.7, there is no vertex in one of the two sections of C0 between x1 and x5. Namely, |C0| = 5,
a contradiction.
Assume |C ∩ C0| = 4. Consider three cases, if necessary, renaming the vertices of C , as follows:
• The 4 common vertices of C and C0 are x1, x2, x3 and x4.
By Claims 3.3 and 3.6–3.8 and the absence of 7-cycles in G, x5 has a neighbor in int(C ′) where C ′ = (C0 \ {x2, x3}) ∪
x4x5x6x1. That is, C ′ is a separating 11-, 10-, 8-, 6-, or, 5-cycle according to |C0| = 11, 10, 8, 6, 5, respectively, a
contradiction.
• The 4 common vertices of C and C0 are x1, x2, x3 and x5.
By Claims 3.6 and 3.8, |C0| = 11. By Claim 3.7, x3x5 ∈ E(C0) and x5x1 ∈ E(C0). It follows that |C0| = 4, a contradiction.
• The 4 common vertices of C and C0 are x1, x2, x4 and x5.
By Claims 3.6 and 3.8, |C0| = 11. By Claim 3.7, x2x4 ∈ E(C0) and x5x1 ∈ E(C0). It follows that |C0| = 4, a contradiction.
Assume |C ∩ C0| = 3. Consider three cases, if necessary, renaming the vertices of C , as follows:
• The 3 common vertices of C and C0 are x1, x2 and x3.
By Claim 3.3 and the absence of 4-, 7-, and 9-cycles in G, one of x4 and x6 has a neighbor in int(C ′) where C ′ =
(C0 \ {x2})∪ x3x4x5x6x1. That is, C ′ is a 7-cycle, separating 10-, 8- or 5-cycle according to |C0| = 5, 8, 6, 3, respectively, a
contradiction. It follows that |C0| ≥ 10.
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• The 3 common vertices of C and C0 are x1, x2 and x4, or, x1, x2 and x5.
By Claims 3.6 and 3.8, |C0| = 11. If the 3 common vertices of C and C0 are x1, x2 and x4, by Claim 3.7, x2x4 ∈ E(C0),
then x1x2x4x5x6x1 is a separating 5-cycle that separates x3 with some of the vertices of C0, a contradiction. By symmetry,
it is also impossible that the 3 common vertices of C and C0 are x1, x2 and x5.
• The 3 common vertices of C and C0 are x1, x3 and x5.
By Claims 3.6 and 3.8, |C0| = 11. By Claim 3.7, |C0| = 3, a contradiction.
Assume |C ∩ C0| = 2. If |C0| = 3, G would have a 7-cycle. If |C0| = 5, G would have a 9-cycle or a separating 6-cycle
depending on whether the two common vertices of C and C0 appear on C0 consecutively or not. Assume |C0| ≥ 6. If the
two common vertices of C and C0 do not appear on C0 consecutively, we can get a desired contradiction by considering two
cases, if necessary, renaming the vertices of C , as follows:
• The two common vertices of C and C0 are x1, x3.
Since x1 and x3 are twoneighbors of x2 on C0, by Claims 3.6–3.8, |C0| = 11 and x1x3 ∈ E(C0). It follows that x1x3x4x5x6x1
is a separating 5-cycle in G, a contradiction.
• The two common vertices of C and C0 are x1, x4.
Firstly, both C0(x1, x4) and C0(x4, x1) are not empty since G has no 4-cycle. If |C0(x1, x4)| = 1, or 2, or 3, or 4, then
G would have a separating 5-cycle, or a separating 6-cycle, or a 7-cycle, or a separating 8-cycle, respectively. Thus,
|C0(x1, x4)| ≥ 5. By symmetry, |C0(x4, x1)| ≥ 5. It follows that |C0| ≥ 12, a contradiction. 
Claim 3.10. G has no internal 6-face.
Proof. Suppose to the contrary that G has an internal 6-face f = u0u1 · · · u5. W.l.o.g., wemay assume that dG(u0) ≥ 3, i.e., u0
has a neighbor v0 other than u1 and u5. Let C be the boundary of f , and H , the graph obtained from G by identifying u1 with
u5 and u2 with u4. Clearly, H is still connected and σ(H) < σ(G). If we can prove
(1) s(H) ≤ s(G);
(2) H does not have 4-, 7- and 9-cycles;
(3) φ is still a 3-coloring of the unbounded face of H ,
then, by the choice of G, φ can be extended to H , and then to G, a contradiction establishing Claim 3.10.
To prove (1). Suppose to the contrary that s(H) > s(G). ThenHmust have a new6-cycle C ′, which is created by identifying
u1with u5, or by identifying u2with u4, or by both. Letw1 be the vertex produced by identifying u1with u5, andw2, produced
by identifying u2 with u4. Then, C ′ contains at least one ofw1 andw2. W.l.o.g, we assumew1 ∈ C ′, i.e., C ′ = w1x1x2x3x4x5w1
is a 6-cycle not in G. Clearly, P = u1x1x2x3x4x5u5 is a path of length 6 in G. We are going to show that u0u1x1x2x3x4x5u5u0 is
an 8-cycle in G separating v0 from u2 or u4, a desired contradiction completing the proof of (1). We only need to prove the
following three claims: (a) u0 6∈ P; (b) v0 6∈ P; (c) at least one of u2 and u4 is not on P .
To see (a). If u0 = x1, then C ′ = w1(= u5)x1(= u0)x2x3x4x5w1 is a 6-cycle already in G, that is, it is not a new one created
by our identifying operations, contradicting the definition of C ′. If u0 = x2, then u0(= x2)x1u1u0 is a 3-cycle adjacent to
the internal facial 6-cycle C in G, contradicting Claim 3.5(2). If u0 = x3, then u0(= x3)x2x1u1u0 would be a 4-cycle in G. By
symmetry, u0 6= x4, x5.
To see (b). If v0 = x1, or x3, then G would have a 3-cycle, or a 5-cycle adjacent to an internal facial 6-cycle, respectively.
If v0 = x2, Gwould have a 4-cycle. By symmetry, v0 6= x4, x5.
To see (c). Otherwise, let u2 = xi, u4 = xj in G for i, j ∈ {1, 2, 3, 4, 5} and i 6= j, it follows that xi = u2 = u4 = xj in H , a
contradiction.
To prove (2). Suppose that H contains a 9-cycle. W.l.o.g., we may assume that C∗ = w1x1x2 · · · x8w1 is a 9-cycle in H .
Then P = u1x1x2 · · · x8u5 is a path in G. We are going to prove that C∗ = u0u1x1 · · · x8u5u0 is an 11-cycle separating v0 from
u2 or u4. We need to prove the following three claims: (a) u0 6∈ P; (b) v0 6∈ P; (c) at least one of u2 and u4 is not on P .
Firstly, u0 6= x1 and u0 6= x3 since otherwise u0(= x1)x2 · · · x8u5u0 is a 9-cycle, and u1x1x2x3(= u0)u1 is a 4-
cycle in G, respectively. Secondly, u0 6= x2 and x4 since otherwise G would have a 3-cycle u1x1x2(= u0)u1 and a 5-
cycle u1x1x2x3x4(= u0)u1 adjacent to the internal facial 6-cycle C in G (contradicting Claim 3.5(2)). Lastly, by symmetry,
u0 6= x5, x6, x7, x8.
We need to prove v0 6∈ {x1, . . . , x8}. Firstly, v0 6= x1, since otherwise a 3-cycle u0v0(= x1)u1u0 is adjacent to an internal
facial 6-cycle C , contradicting Claim 3.5(2). Secondly, v0 6= x2, since otherwise u0u1x1x2u0 would be a 4-cycle of G. Thirdly,
v0 6= x3, since otherwise Gwould have adjacent 5- and internal facial 6-cycles (contradicting Claim 3.5(2)). Lastly, v0 6= x4,
since otherwise u0x4(= v0)x5x6x7x8u5u0 is a 7-cycle in G. By symmetry, v0 6= x5, x6, x7, x8.
Suppose to the contrary that both u2 and u4 are on P , assume u2 = xi, u4 = xj in G for i, j ∈ {1, 2, . . . , 8} and i 6= j, it
follows that xi = u2 = u4 = xj in H , a contradiction.
Suppose that C∗ is a 4-cycle in H . W.l.o.g., we assume that C∗ = w1x1x2x3w1. Clearly, P = u1x1x2x3u5 is a path of length
4 in G. As before, we can easily prove (a) u0 6∈ P; (b) v0 6∈ P; (c) at least one of u2 and u4 is not on P . It follows that G has a
6-cycle u1x1x2x3u5u0u1 separating v0 from u2 or u4, a contradiction.
Suppose that H has a 7-cycle. W.l.o.g., we may assume that C∗ = w1x1x2 · · · x6w1 is a 7-cycle in H . Then P =
u1x1x2 · · · x6u5 is a path in G. We may claim that u0 6∈ P since G has no cycles of length 4 or 7, and no 3-cycle adjacent
to an internal facial 6-cycle. Thus, u0u1x1 · · · x6u5u0 is a 9-cycle in G, a contradiction.
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To prove (3). If |C ∩ C0| ≤ 1, we assume ui 6∈ C0, i = 1, 2, 3, 4, 5. Clearly, identifying u1 with u5 and u2 with u4 does not
affect φ, i.e., φ is still a 3-coloring of the unbounded face of H .
Assume |C ∩ C0| = 2, and u0, u5 ∈ C0. By Claim 3.9, |C0| ≥ 6. Clearly, identifying u2 with u4 does not affect φ. If u1 has no
neighbor on C0, then identifying u1 with u5 does not affect φ, too. Let us prove that u1 has no neighbor on C0 indeed: Suppose
that v1 is a neighbor of u1 (other than u0) on C0. By Claims 3.6–3.8, |C0| = 11 and u0v1 ∈ E(C0). Since C has no chord, see
Claim 3.5(1), v1 6= u5. It follows that v1u0u5u4u3u2u1v1 is a 7-cycle in G, a contradiction.
Let |C ∩ C0| = 3. We may assume that u0, u1, u2 ∈ C0 and u0u1, u1u2 ∈ E(C0). By Claim 3.9, |C0| ≥ 10. Firstly, arguing as
above, identifying u1 with u5 does not affect φ. If u4 has no neighbor on C0, then identifying u2 with u4 does not affect
φ, and we are done. Let v4 be a neighbor of u4 on C0. If |C0(u2, v4)| = 0, then v4u4u3u2v4 would be a 4-cycle in G. If
|C0(u2, v4)| = 1, 2, G would have a separating 5-, 6-cycle, respectively (since u3 has a neighbor other than u2 not on C0). If
|C0(u2, v4)| = 3, G would have a 7-cycle. Thus, |C0(u2, v4)| ≥ 4. By symmetry, |C0(v4, u0)| ≥ 4. It follows that |C0| ≥ 12, a
contradiction showing that u4 has no neighbor on C0 indeed. 
Claim 3.11. |f0| 6= 6.
Proof. Suppose to the contrary that f0 is a 6-face. Inserting two 2-vertices into one of its boundary edges, we obtain a new
graph G′. Clearly, G′ is still a connected plane graph. G′ does not have 4-, 9-, 7-cycle because G does not have any multiple
edges, 7-cycle, 5-cycle adjacent to a facial 6-cycle (see Claim 3.5(2)) respectively. Since G has no 4-cycles, s(G′) < s(G).
Clearly, φ can be first extended to the unbounded face of G′, then to G′ by the choice of G, and then we get a 3-coloring of G
which is an extension of φ, a contradiction. 
Lastly, Claims 3.10 and 3.11 togetherwith Claim3.4 contradict thatGhas at least one 6-cycle. Hence, the proof of LemmaB
is completed. 
Clearly, by Lemma B, we immediately have Theorem 1.2.
4. The third extendability Lemma
Lemma C. Let G be a connected plane graph with neither 7- and 9-cycles nor 4-cycles adjacent to any 3- and 4-cycles. If f is a
k-face in G with k ∈ {3, 4, 5, 6, 8, 11}, then every 3-coloring of G[V (f )] can be extended to the whole graph.
Proof. Suppose to the contrary that Lemma C is not true. By Lemma B, every counterexample to Lemma C has at least one 4-
cycle. SupposeG = (V , E, F) is a counterexample to Lemma Cwith c4(G) (the number of 4-cycles ofG) and σ(G)(= |V |+|E|)
in order as small as possible. W.l.o.g., let f0, the unbounded face of G, be a k-face, k ∈ {3, 4, 5, 6, 8, 11}, φ, a 3-coloring of
G[V (f0)] that cannot be extended to the whole graph, and C0 = b(f0).
Similar to the previous section, by the choice of G and Lemma B, we immediately have the following four claims.
Claim 4.1. G is 2-connected. Hence, the boundary of every face is a cycle. 
Claim 4.2. C0 has no chord. 
Claim 4.3. ∀v ∈ int(C0), d(v) ≥ 3. 
Claim 4.4. G has no separating k-cycles with k ∈ {3, 4, 5, 6, 8, 11}. 
Claim 4.5. |f0| 6= 4.
Proof. Assume |f0| = 4. Let G′ be the graph obtained from G by inserting 7 new vertices into one edge of f0, and f ′0 ,
the unbounded 11-face of G′. Obviously, G′ has neither 7- and 9-cycles nor 4-cycles adjacent to 3- or 4-cycles. Clearly,
c4(G′) < c4(G) and φ can be extended to G[V (f ′0)]. Now, by the choice of G, φ can be extended to G′, getting an extension of
φ to G, a contradiction. 
Claim 4.6. If C is a 4-cycle in G, then |C ∩ C0| ≤ 2.
Proof. By Claim 4.5, |C0| 6= 4. If |C0| = 3 and |C ∩ C0| = 3, G would have a 4-cycle adjacent to a 3-cycle. Assume |C0| = 5,
6, 8 or 11, and C = v1v2v3v4. By Claim 4.2, we have |C ∩ C0| ≤ 3. Assume |C ∩ C0| = 3. W.l.o.g., we may assume that the
common vertices of C and C0 are v1, v2 and v3. Furthermore, by Claim 4.2, they appear on C0 consecutively. As an internal
vertex, v4 has a neighbor x other than v1 and v3. Since G has neither 7-cycles, nor 4-cycle adjacent to 3- or 4-cycles, we can
conclude that x 6∈ C0. Clearly, x 6∈ int(C) since G has no separating 4-cycles. It follows that (C0 \ {v2}) ∪ {v1v4, v4v3} is a
separating |C0|-cycle if |C0| = 5, 6, 8, 11 respectively, a contradiction. 
Claim 4.7. G has no internal 4-faces.
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Fig. 5. Non-extendable 3-colorings.
Proof. Suppose to the contrary that f = v1v2v3v4 is an internal 4-face, and C = b(f ). By Claims 4.3 and 4.6, wemay assume
that v3 is internal and has a neighbor u3 other than v2 and v4. Let G′ be the graph obtained from G by identifying v2 with v4,
and f ′0 , the unbounded face of G′. If we can show that
(1) G′ has neither 7- and 9-cycles nor 4-cycles adjacent to 3- or 4-cycles;
(2) c4(G′) < c4(G);
(3) φ, a 3-coloring of G[V (f0)], that cannot be extended to G, is still a proper 3-coloring of G′[V (f ′0)],
then, by the choice of G, φ can be extended to G′, hence, to G, a contradiction showing that G indeed has no internal 4-faces.
To show (1). Clearly, G′ has neither loops nor multiple edges since otherwise Gwould have a 4-cycle adjacent to a 3-cycle
or a 4-cycle.
If G′ has a 7-cycle C∗, then the new vertex produced by identifying v2 with v4 must be belong to C∗. It follows that G has
a path of length 7 between v2 and v4, say, P = v2x1x2 . . . x6v4. Since G has neither 7-cycles nor 4-cycles adjacent to 3- or
4-cycles, we can conclude that v3 6∈ P . Thus, v2x1x2 . . . x6v4v3v2 is a 9-cycle in G, a contradiction.
If G′ has a 9-cycle C∗, then the new vertex produced by identifying v2 with v4 must be belong to C∗. It follows that G has
a path of length 9 between v2 and v4, say, P = v2x1x2 . . . x8v4. We are going to show that v2x1x2 . . . x8v4v3v2 is an 11-cycle
separating u3 from v1, contradicting Claim 4.4. Firstly, v3 6∈ P . To see this, v3 6= x1, x2, x3 since G has neither 9-cycles nor
4-cycles adjacent to 3- or 4-cycles; by symmetry, v1 6= x1, x2, x3; furthermore, v3 6= x4 since otherwise v3v4v1v2x1x2x3x4
would be a 7-cycle in G. By symmetry, v3, as well as v1, 6= x5, x6, x7, x8. Secondly, u3 6∈ P since otherwise G would have a
7-cycle or a 4-cycle adjacent to a 3- or a 4-cycle.
To prove that G′ has no 4-cycle adjacent to 3- or 4-cycle, we only need to show that no new 4- or 3-cycle is created by
identifying v2 with v4. Suppose to the contrary that C∗ = v2x1x2x3v4 (C∗ = v2x1x2v4) is such a 4(3)-cycle. We can get
that neither v3 nor u3 is on P = v2x1x2x3v4 (P = v2x1x2v4), since G has no 4-cycle adjacent to a 3- or 4-cycle. Hence,
v2x1x2x3v4v3v2 (v2x1x2x3v4v3v2) is a 6(5)-cycle separating u3 from v1, a contradiction.
To show (2). Note that (2) has been implicitly proved in the last paragraph.
To show (3). According to Claim 4.6, |C ∩ C0| ≤ 2. If |C ∩ C0| ≤ 1, w.l.o.g., assuming that v2, v3, v4 6∈ C0, clearly,
identifying v2 with v4 does not spoil φ, i.e., φ is still a 3-coloring of G[V (f ′0)]. Assume |C ∩ C0| = 2. If C ∩ C0 = {v1, v3}, it
is easy to see that identifying v2 with v4 does not spoil φ. Assume now that C ∩ C0 = {v1, v2}. If we can show that v4 has
no neighbor on C0 except v1, then we are done. Suppose u4 is a neighbor of v4 (other than v1) on C0. (W.l.o.g., assume v1, v2
and u4 are on C0 in the clockwise order.) Then we get |C0(v2, u4)| ≥ 6, since G has no 7-, 9-cycles and separating k-cycles,
k ∈ {3, 4, 5, 6, 8}; and |C0(u4, v1)| ≥ 3, since G has no 7-cycles and no 4-cycle adjacent to 3- or 4-cycles. It follows that
|C0| ≥ 12, a contradiction. 
Lastly, on the one hand, G has at least one 4-cycle since it is a counterexample to Lemma C. On the other hand, G has no
4-cycles according to Claims 4.4, 4.5 and 4.7. This contradiction shows that the counterexamples to Lemma C do not exist.
Thus, Lemma C is completely proved. 
Clearly, Theorem 1.3 directly follows Lemma C.
Remark 4.1. Fig. 5 shows that k 6= 10 in Lemma C.
Remark 4.2. It is not hard to prove that if G is a plane graph without 7- and 9-cycles and without 4-cycles adjacent to any
cycles of length 3, 4 and 6, and f is a k-face with k ∈ {3, 4, 5, 6, 8, 10, 11}, then every 3-coloring of G[V (f )] can be extended
to the whole graph. The details of the proof are omitted here.
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