Abstract: Advanced classification methods, which can fully utilize the 3D characteristic of hyperspectral image (HSI) and generalize well to the test data given only limited labeled training samples (i.e., small training dataset), have long been the research objective for HSI classification problem. Witnessing the success of deep-learning-based methods, a cube-pair-based convolutional neural networks (CNN) classification architecture is proposed to cope this objective in this study, where cube-pair is used to address the small training dataset problem as well as preserve the 3D local structure of HSI data. Within this architecture, a 3D fully convolutional network is further modeled, which has less parameters compared with traditional CNN. Provided the same amount of training samples, the modeled network can go deeper than traditional CNN and thus has superior generalization ability. Experimental results on several HSI datasets demonstrate that the proposed method has superior classification results compared with other state-of-the-art competing methods.
Introduction
A hyperspectral image (HSI) is a 3D (three dimensional) datacube containing both spectral and spatial information [1] [2] [3] [4] [5] [6] [7] . Compared with the traditional image (e.g., RGB image), an HSI contains a continuous spectrum at each pixel, which facilitates many remote-sensing-related applications [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , such as resource exploration, environment monitoring, land-use mapping, and water pollution detection.
HSI classification has been one of the most popular research areas for HSI analysis in the past several decades, which aims at assigning each pixel a pre-defined class label. Numerous methods thus have been proposed for HSI classification, which can be roughly divided into non-deep-earning-based and deep-learning-based methods [18] [19] [20] [21] [22] [23] [24] [25] [26] . Classifiers and feature extractions are two ingredients of non-deep-learning-based HSI classification methods [27] , among which typical classifiers include k-nearest neighbor (k-NN) [28, 29] , logistic regression (LR) [30] [31] [32] , and support vector machine (SVM) [33] [34] [35] [36] . By evaluating the distances between the training samples/pixels and the test sample, the k-NN method selects k training samples that have the smallest distance to the test sample and then assigns the test sample a label which dominates the selected k training samples. The logistic regression method is proposed for HSI classification considering it has the merit to estimate class probabilities directly using the logit transform. The SVM seeks to trace an optimal hyperplane that linearly separates features into two groups with a maximum margin, which shows a powerful capability of classifying hyperspectral data. In addition, for non-deep-learning-based HSI classification (1) Cube-pair is used when modeling CNN classification architecture. The advantage of using cube-pair is that it can not only generate more samples for training but can also utilize the local 3D structure directly. (2) A 3D FCN is modeled within a cube-pair-based HSI classification architecture, which is a deep end-to-end 3D network pertinent for the 3D structure of HSI. In addition, it has fewer parameters than the traditional CNN. Provided the same amount of training samples, the modeled network can go deeper than traditional CNN and thus has superior generalization ability. (3) The proposed method obtains the best classification results, compared with the pixel-pair CNN and other deep-learning-based methods.
The remainder of this paper is structured as follows. Section 2 describes the deep cube-pair network for HSI classification including the cube-pair-based CNN classification architecture and the cube-pair-based FCN. Experimental results and analysis are provided in Section 3. Section 4 concludes the paper.
The Deep Cube-Pair Network for HSI Classification
First, we categorize the existing CNN-based methods into three categories in Section 2.1, which include pixel-based architecture, pixel-pair-based architecture, and cube-based architecture. We then propose a new cube-pair-based HSI classification architecture that takes advantage of both cube-based and pixel-pair-based methods in Section 2.2. Since any kind of 3D deep neural network can be used within this architecture (i.e., acting as a cube-pair network), we give a brief introduction of cube-pair-based HSI classification architecture including cube-pair generation for training and test procedures, and the class label inference for the test data. Finally, we model a specific 3D deep neural network in Section 2.3. We introduce the structure of the modeled 3D fully convolutional network in detail and briefly introduce its training and test strategies.
Mathematical Formulation of Commonly Used CNN-Based HSI Classification Architecture
In this study, we denote X ∈ R w×h×d as an HSI dataset, where w, h, and d represent the width, height, and bands (i.e., spectral channels/wavelengths), respectively. Among the total number of w × h pixels, N pixels are labeled and denoted as training set T = {x i ,
, where x i ∈ R d is a d-dimensional spectrum of one pixel, and y i is its corresponding label chosen from K = {1, · · · , K}. K is the total number of classes.
Pixel-level-based HSI classification architecture is a commonly used architecture, which is on the pixel level. Specifically, a prediction function as follows is learned.
f : x i → y i , where i ∈ {1, · · · , N} .
Then, the learned function f is used to assign labels for unlabeled pixels x j ∈ T. In this study, f represents CNN-based methods.
A pixel-pair-based architecture is proposed to address the small training dataset problem. For an HSI, only limited labeled samples can be provided in real conditions (i.e., N is small) since labeling HSI is tedious and expensive, and can only be accomplished by experts. However, the CNN (i.e., f ) always demands large amounts of labeled training samples (i.e., where N is large) to train the parameters, especially when the network goes deeper. To address this contradiction, Li et al. [40] proposed a pixel-pair-based HSI classification architecture, where they reformulated pixel-level classification architecture as f :
The label y it for the pixel-pair {x i , x t } in [40] is determined by
Though the number of labeled pixels may be limited, it can be seen that the number of labeled pixel-pairs can be huge since the combination of pixels in the training set is larger than the number of training pixels (square-level magnitude for pixel-pair versus the original number for pixel), which mitigates the gap between the number HSI can be provided for training and the number deep learning methods demanded. Then, a pixel-pair network (e.g., f ) is constructed based on pixel-pairs. Finally, a voting strategy is proposed to obtain the final classification result for the test pixel based on the value output from f . Though it can effectively increase the training sample, the useful 3D structure is ignored for a pixel-pair-based architecture.
Cube-based architecture is proposed to directly use 3D structure of HSI for classification, which can be represented as
C(x i ) k ∈ R k×k×d represents a local cube centered at x i , whose width k equals the height. The basic idea using Equation (4) is that spatial neighboring pixels tend to have the same class label. However, a cube-based architecture alone does not address the small training dataset problem, i.e., f in Equation (4) still needs a large amount of training samples. In addition, though a cube-based architecture is proposed to model 3D structure of HSI, the majority of existing CNN-based HSI classification methods do not model 3D data directly. Those methods reshape the original 3D tensor structure of HSI into vectors and matrices first, then construct a 1D or 2D CNN network based on the reshaped data. Though those methods capture spectral and spatial information to some extent, the original 3D structure (e.g., the correlation between spatial and spectral) is destroyed accomplished with reshaping, which influences the performance of HSI classification results. A small sample and a 3D structure are two important characteristics of an HSI. However, as shown above, pixel-pair-based and cube-based architecture address only one. To the best of our knowledge, no existing architecture utilizes them simultaneously, which inspires us to propose cube-pair-based HSI classification architecture as
From Equation (5), we can see cube-pair-based architecture is suitable for 3D data. In addition, more samples can be generated for training within this architecture, which addresses the small training dataset problem. Different strategies can be used to determine the label of cube-pair {C i , C t }, which is denoted as y it in this paper. Considering that neighboring pixels in HSI are prone to be from the same class label, for simplification, we selected the pixel centered at the cube and determined y it based on the selected pixels. The strategy proposed in [40] could then be used to determine y it , shown as Equation (3) . If the selected pixels were from the same class, we assigned y it a class label same with the selected pixels. If the pixels were from different classes, a new class label was generated, which is denoted as Class 0 in this paper. Thus, y it varies from 0 to K.
Training and Test Procedures of the Proposed Architecture
Since cube-pair architecture is different with other architectures, we briefly summarize its training and test procedures in this subsection. Considering the proposed cube-pair-based architecture is a general framework, i.e., any kind of 3D deep neural network can be used within this architecture, we introduce the training and test procedures without assigning a specific CNN network.
Training procedure. Given a training set T = {x i ,
, the training procedure consists of the following steps, which is also illustrated in the top half of Figure 1 .
Step (1) . We sample cubes centered at the training pixels in T one by one by preserving their spatial neighoring pixels in the original HSI (in the following, we use cubes with a 3 × 3 spatial size as an example).
Step (2) . We generate cube-pairs from the sampled cubes and determine their labels by Equation (3).
Step (3). We train classifier f using the generated cube-pairs and their labels as Equation (5) shows. ( f can be any 3D deep neural network and a specifically modeled FCN can be seen from Section 2.3). We take classification problem that has 9 classes as an example, where each class has 200 cubes. For the classes from 1 to 9, we can obtain 200 × 199 cube-pairs for each class (it should be noted that the generated cube-pairs are sensitive to the order of the chosen cubes). For Class 0, we can obtain much more cube-pairs, since the cube combination from different classes is much more than that from the same class. To ensure the balance of the data from different classes, only part of the cube-pairs from Class 0 are generated in the experiment. Specifically, from Class 1 to Class 9, we repeatedly conduct the following operation to generate cube-pairs for Class 0. We used all 200 cubes in one class and randomly selected 3 cubes from 8 other classes to generate the cube-pairs. Thus, we obtained 9 × 200 × 8 × 3 cube-pairs. Since 9 × 200 × 8 × 3 equals 200 × 216, the number of cube-pairs generated from different classes is close to 200 × 199 (i.e., the cube-pairs generated from the same class) .
Test procedure. Once we obtain f , the procedure of inferring the label of the unlabeled pixel x j ∈ T can be summarized as follows based on [40] , which is illustrated in the bottom half of Figure 1 .
Step (1) . We sample an extended-cube, which centered at x j and has larger spatial-size than the size used in the training procedure (e.g., 5 × 5 for the extended-cube versus 3 × 3 for training).
Step (2) . We generate all cube-pairs within the extended-cube. For each generated cube-pair, one cube is from the central pixel (i.e., x j ) and the other is from non-central pixels. Both cubes are of the same size as the cubes generated in the training procedure (i.e., 3 × 3).
Step (3). We apply f , which is obtained in the training procedure, on all cube-pairs generated in Step 2) one by one. We obtain a set of logit outputs, and each output is a (k + 1) dimensional vector.
Step (4) . We remove the first dimension from the obtained logit output, and use the remaining k-th vector to predict the label of each cube-pair with a softmax function. When obtaining predicted labels from all cube-pairs, we assign x j the class label, which dominates the predicted labels.
The Proposed Deep Cube-Pair Network
The proposed cube-pair-based architecture is a general framework. Thus, any kind of 3D deep neural network can be used within this architecture. The existing HSI classification method always adopts a CNN network. However, a CNN contains many parameters and thus demands a large amount of labeled training data, which is beyond an HSI can provide. Thus, our motivation is to model a 3D network that has fewer parameters. The traditional CNN-based method is composed of convolutional layers, pooling layers, and a fully connected layer. Considering most parameters are in the fully connected layer of the CNN network, we use FCN, which omits the fully connected layer and thus has fewer parameters compared with the CNN. On the one hand, with the modeled FCN, we have the chance to guarantee that the network can be well trained given a smaller amount of training data compared with the CNN. On the other hand, when we use the FCN in the cube-pair architecture, we have the chance to build a much deeper network with superior generalization ability.
To cope with the 3D structure of the HSI data without flattening it into a matrix or a vector, we model the 3D FCN, which we termed a deep cube-pair network (DCPN) in this study. Since a convolution layer is only used to construct the network, we emphasize how the 3D convolution layer works first. We then introduce the constructed DCPN, and its training and test strategies.
The Structure of the DCPN
We denote the l-th convolution kernel as K l and the activation function as Φ. The relation between the input I and the output O of the convolution layer can be represented as
where O l represents the output (i.e., feature map) using the l-th convolution kernel and O l uvt is the feature at position (u, v, t). I (u+z 1 )(v+z 2 )(t+z 3 ) denotes the input of the convolution layer at the position
represents the kernel weight connected to I (u+z 1 )(v+z 2 )(t+z 3 ) , and b is the bias. Rectified linear units (ReLUs) is adopted as an activation function Φ, since it can improve model fitting without extra computational cost and over-fitting risk, which can be represented as
By concatenating cube-pair {C i , C t } together as [C i , C t ] ∈ R (2×k)×k×d , we use it as the input I for the first convolution layer. It is noticable that the order of subscript i and t matters to the data, i.e., C it = C ti . In addition, considering that the spectrum is essential to discriminate different classes, d is set equally to the spectrum dimensionality of the HSI to preserve the global correlation along the spectrum. For clarification, we use the Pavia dataset as an example to show the modeled DCPN, which adopts a nine-layer structure (shown in Figure 2) . By removing the absorption bands, we adopted 103 bands for the Pavia dataset and set k equal to 3 (classification results with different k are analyzed in Section 3.4), and the resulted input I is in the size of 6 × 3 × 103.
In the first convolution layer, considering that a small convolution kernel with size 1 × 1 × 1 has advantages to increase the depth of the network [55] , six different small convolution kernels were utilized in the first convolution layer.
In the second convolution layer, six different 3D convolution kernels with size 3 × 1 × 8 were used, and the stride size was set to 1 × 1 × 3. Multiple 3D convolution kernels were used to explore different kinds of spectral and local spatial feature patterns. The stride was used for dimensionality reduction, which was accompanied with a convolution kernel. According to Equation (6), six feature maps can be obtained, and each map is a 4 × 3 × 32 tensor.
A structure similar to that of the second convolution layer was adopted from Layers 3 to 8, where the output from (n − 1)-th layer was used as the input of the n-th layer. The difference between those layers and the first layer only comes from the number of the convolution kernel, as well as the size of the convolution kernel and the convolution stride, which are listed in Table 1 . 
For the last layer, the softmax function instead of activation function was used together with the convolution operation. Specifically, the input of this layer (i.e., the output from the eighth convolution layer) convolved with the convolution kernels in this layer first. A softmax fucntion was then exploited on the convolution results. We set the number of convolution kernel equally to the class number K + 1 in this layer. Thus, the output of the softmax function can be used to represent the probability input cubes [C i , C t ] belonging to a different class, which we denote as y it . 
Training and Test Schemes of DCPN
Since the DCPN is a feedforward network, i.e., the output from the (n − 1)-th layer was used as the input of the n-th layer, it can be seen that the mapping function f (defined in Equation (5)) for the whole network equals f = φ (9) (φ (8) (...(φ (1) )) ), where φ (n) denotes the mapping function from the n-th convolutional layer. Considering that the parameters including the kernel weights K and the bias b from different layers decide f , we should first address how those parameters are effectively set.
Cross entropy was used to estimate those parameters in this study, which can be calculated as
whereŷ it represents one-hot code of the true class label y it (e.g., we code 3 as [0, 0, 1, 0, 0] for a classification problem with five classes in total).
For the training scheme, we initialized kernel weights K and bias b from different layers randomly. Afterward, based on the training data, forward propagation and back propagation strategies were conducted iteratively to update those parameters until convergence. For forward propagation, we calculated the class label y it for each cube-pair [C i , C t ] first and then calculated the cross entropy between y it and the true class label y it . Finally, we cumulated the cross entropy from all cube-pairs in the training set. While for back propagation we minimized the cross entropy loss (i.e., the cumulated cross entropy) over all kernel weights K and the bias b, the ones that have a minimum loss value were adopted as the updated kernel weights and bias.
The test scheme was rather simple once we determined the kernel weights K and the bias b. That is, we fed the test cube-pair into the network and obtained an output. The index, which has the largest value in the output, was assigned as the class label for the test cube-pair.
Experimental Results and Discussion
We conducted extensive experiments on three public hyperspectral datasets to evaluate the proposed model.
Dataset Description
We tested the proposed model and competing methods on three public HSI datasets, which are given as follows.
Indiana Pines Dataset: The Indiana Pines dataset was acquired by an Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor over the agricultural Indian Pine test site in the northwest of Indiana. Its spatial size is 145 × 145, i.e., there are 145 × 145 pixels in the Indiana Pines dataset, among which 10,366 pixels from 16 classes were labeled. As done in other works [40] , we chose 9 out of 16 classes, which included 9234 labeled samples in total for the experiment. Each pixel had 220 bands ranging from 0.38 to 2.5 µm. All bands were used in the experiment.
University of Pavia Dataset (PaviaU): PaviaU was acquired by the ROSIS sensor over the University of Pavia, Italy. Its spatial resolution is 1.3 m. There are 610 × 340 pixels from 9 classes, among which 42,776 pixels were labeled and used for the experiment. Each pixel has 115 bands whose coverage ranges from 0.43 to 0.86 µm. We discarded 12 water absorption bands and kept 103 bands in the experiment.
Salinas Scene Dataset: The Salinas scene dataset was also collected by the 224-band AVIRIS sensor over Salinas Valley, California. There are 512 × 217 pixels, among which 54,129 pixels were labeled and used for the experiment. The water absorption bands were also discarded, and we kept 204 bands in the experiment.
Experimental Setup
We compared the proposed DCPN with k-NN, SVM, and several deep-learning-based methods, including the 1D-CNN [42] , pixel-pair features(PPFs) based network [40] , the 2D-CNN [41] , and the 3D-CNN [45] . 1D-CNN is a pixel-level-based architecture. PPFs is a pixel-pair-based architecture. 2D-CNN [41] and 3D-CNN [45] are cube-based architectures. 3D-CNN is a truly 3D-structure-based method. Though 2D-CNN captures spatial and spectral information, it is a pesudo-3D CNN, since it treated the spatial information and spectral information, separately.
Before using these methods, we normalized the data first in order to guarantee the input value ranging from 0 to 1. The Libsvm toolbox was used to implement SVM, where radial basis kernel was adopted. All CNN-based methods were implemented via Tensorflow. For the proposed method, an Adam optimizer was used to minimize cross entropy, from which we obtained the parameters of the DCPN. The learning rate and the training epoch number (iteration number) of the proposed method was set to 0.001 and 100 in the experiments, respectively. Since the cube-pairs from Class 0 are much more than those from other classes, we selected only part of the cube-pairs from Class 0 to balance the data from different classes (see Section 2.2.2 for details). We set the spatial size of the cube and the extented-cube as 3 × 3 and 5 × 5, respectively. For a fair comparison, we set the spatial size to 3 × 3 for those competing methods, which consider spatial information into account.
In this study, we chose overall accuracy (OA), which defines the ratio of correctly labeled samples to all test samples, to measure HSI classification results.
Comparison with Other Methods
In this section, we first chose 200 samples from each class as the training set and used the remaining samples for test. The number of training and test samples for each dataset can be seen from Table 2 . We then conducted experiments, where the number of training sample varied. Given 200 training samples, the classification accuracies on three datasets are illustrated in Tables 3-5 . It can be seen that our method obtains the best classification results on all datasets compared with all competing methods, which demonstrates the effectiveness of the proposed method. Based on the experimental results, some observations are achieved as follows.
(1) The majority of deep-learning-based methods have superior performance than the non-deep-learning-based HSI classification methods. Specifically, 2D-CNN, 3D-CNN, PPFs, and DCPN have superior performance than KNN and SVM. These experimental results verify the powerful capability of CNN-based methods for HSI classification. (2) Compared with the pixel-level-based CNN method, i.e., 1D-CNN, the proposed method improves the overall accuracy dramatically, e.g., 17.42% for the Indiana Pine dataset. Considering the difference between the proposed CNN architecture and pixel-level-based CNN architecture, we attribute the improvement mainly from the integration of 3D local structure and the cube-pair strategy. (3) It can be seen that pixel-pair-based method (i.e., PPFs) also improves the classification performance of HSI significantly, compared with the pixel-level-based method. This reflects the effectiveness of the pair-based strategy. However, the performance of PPFs inferiors to the proposed method, e.g., nearly 3% for the Indiana Pine dataset, which demonstrates that the local 3D structure is helpful to improve the HSI classification accuracy.
(4) Though cube-based methods including 3D-CNN and 2D-CNN have superior performance than pixel-level-based methods, these methods are inferior to both the proposed method and the pixel-pair-based method. This phenomenon is caused by limited training samples, which makes 3D-CNN and 2D-CNN not well trained. Thus, it generalizes poorly on the test data. On the contrary, both cube-pair and pixel-pair strategies increase the training samples effectively, which guarantee that the network can be well trained. Typical classification maps on three datasets are given in Figures 3-5 , where (a) represents the ground truth and (b)-(h) represent the classification maps from different methods. We use different colors to denote different categories in these figures, which are illustrated in Figure 6 . We can see that the proposed method has the best classification results, which is consistent with the results analyzed above. 
Experimental Results with Different Number of Training Samples
The classification results with different numbers of training samples are shown in Figures 7-9 , where the number varied from 50 to 200 with an interval of 50. From the experimental results, we can see the classification results of deep-learning-based methods increase when more samples are introduced for training, which is natural since the classifier can be well trained with more training samples. Nevertheless, the proposed method outperforms all competing methods stably given any amount of training samples.
From the above results, we can conclude that the proposed method has superior performance than any other competing methods. 
Discussion
Considering that the cube size and layer number (i.e., depth) are two important parameters of the DCPN, to further testify the influence of these two parameters on classification results, the following two experiments are described and discussed.
In the first experiment, we fixed the layer number but set a different cube size. The experimental results on the Indiana Pines dataset can be seen in Table 6 , where ecs denotes the size of the extended-cube and k denotes the size of the cube, respectively. It is noticeable that, when we set the cube size k as 1, the proposed method degenerates to a pixel-pair-based method. When we increase the cube size k from 1 to 3, the classification accuracy is also improved, which demonstrates local neighboring pixels are indeed helpful for classification. However, when we increase the cube size k further (e.g., from 3 to 5), the classification performance drops slightly. This phenomenon is caused by pixels from different categories, which are prone to be included with a larger cube size and decrease the classification accuracy. Thus, we set the size of cube k and extended-cube ecs as 3 and 5, respectively, and fixed them in all experiments.
In the second experiment, we fixed the cube size but set a different layer number. The experimental results of the proposed DCPN and 3D-CNN on the Indiana Pines dataset can be seen in Table 7 , where the layer number is chosen as 3, 5, 7, and 10. It can be seen that, with the increase in layer number, the classification accuracy of the DCPN improves, whereas the classification accuracy of 3D-CNN decreases. The comparison results are consistent with the above analysis. FCN has fewer parameters; thus, given the same amount of training samples, it can go deeper than CNN and has a superior nonlinear representation ablility.
