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11 Introduction
We develop a simulation-based strategy for solving Bellman's dynamic programming prob-
lem. Specically, we develop a sequential Monte Carlo algorithm to nd the associated
Q-values, which, in turn, dene the value and optimal policy functions. Gor Monte Carlo
approaches to solving the Bellman equation, via backwards induction, see Brockwell and
Kadane (2003), Virto et al. (2003), Rust (1997), Mueller (1999), Mueller et al. (2004),
Amzal et al. (2006) and Brown et al. (2010).
Our approach provides an alternative to the Q-Learning algorithm of Watkins (1989),
which has been widely applied across elds. In statistics and machine learning, dynamic
programming is central to optimal control and design of experiments (Whittle, 1969, Gittins,
1979, Bertsekas, 1994), optimization over time (Whittle, 1983), neuro-dynamic programming
(Bertsekas and Tsitsiklis, 1996) and reinforcement learning (Lovejoy, 1991, Puterman, 1994,
Sutton and Barto, 1998). In economics and nance, it is central to describing agents' dynamic
decision making given uncertainty over asset prices and other economic variables (Judd, 1999,
Ljungqvist and Sargent, 2004).
Our method draws on insights from solving inverse problems using simulated annealing
(Kirkpatrick et al., 1984, Aarts and Korst, 1997, Forsythe and Leibler, 1950, Cutokswy,
1951, Curtiss, 1953, Hammersley and Handscomb, 1964, Halton, 1970, Polson and Roberts,
1993 and Barto and Du, 1994). We show how sequential Monte Carlo methods overcome
the curse of dimensionality. Compared to traditional approachers, our method can be more
scalable, and applies to both discrete and continuous problems while avoiding discretization
errors.
We provide a geometric convergence result for our method. Sutton (1999) remarks that
developing convergence results for reinforcement learning algorithms is one of the most im-
portant open theoretical questions in this literature. To illustrate the application of our
2methodology, we solve a simple dynamic stochastic investment problem.
The two primary approaches for solving dynamic programming problems are iterating on
either the value function (Bellman, 1956) or the policy function (Howard, 1960). Iterating on
the policy function has a second-order geometric convergence rate (see, for example, Whittle
and Komarov, 1987). However, value and policy iteration require matrix inversion which is
O(N3) and are thus not scalable. Our sequential Monte Carlo strategy provides scalability
by constructing a random operator for iterations that allows us to evaluate in O(N) the
Q-values at any point in both the state and decision spaces.
There are also deterministic approaches based on parametric weighted combinations of
basis functions to approximate the value or policy function. Bellman et al. (1963) propose
polynomial approximations, and Dantzig et al. (1974), Whitt (1978) and Judd and Solnick
(1994) discuss the advantages of spline-based methods. Tauchen (1990) and Tauchen and
Hussey (1991) propose a quadrature-based method.
The paper is outlined as follows. Section 2 describes our random Monte Carlo operator
for computing Q-values and the construction of the algorithm. Section 3 proves geometric
convergence and discusses the properties of the algorithm. Section 4 illustrates our method-
ology in a dynamic stochastic investment problem. Section 5 provides conclusions.
2 Bellman Optimality via Simulation
Consider a standard dynamic programming problem. An agent has intertemporal preferences
represented by the utility function U =
P
t tu(s(t);d(t)), where  is the agent's discount
rate, s(t) is a sequence of states, and d(t) is a sequence of decisions made by the agent.
The agent's per-period utility is u(s;d), where s is the current state, and d is the current
decision. Next period's state, s0, depends on the current state and decision with known
transition probability p(s0js;d). The aim is to determine the utility-maximizing decision,
3d?(s), taking into account the decision's eects on future states and decisions.
The principle of optimality states that d?(s) is the solution to the Bellman equation
(Bellman, 1956) with value function V (s) dened by
V (s) = max
d?

u(s;d
?) + 
Z
V (s
0)p(s
0js;d
?)ds
0

:
In contrast, Q-values are dened as the total expected utility gained from choosing the
current action, d, and then following the optimal decision rule afterwards. By denition,
Q(s;d) = u(s;d) + 
Z
V (s
0)p(s
0js;d)ds
0
V (s) = max
d? Q(s;d
?)
d
?(s) = argmax
d? Q(s;d
?);
and the Bellman equation can be restated in terms of Q-values as
Q(s;d) = u(s;d) + 
Z
max
d? Q(s
0;d
?)p(s
0js;d)ds
0:
2.1 Q-Learning: Stochastic Approximation
Before we describe our sequential Monte Carlo approach, we outline the popular Q-Learning
(Watkins, 1989) stochastic approximation algorithm (Robbins and Munro, 1951), which
allows us to introduce some useful notation. Related approaches include temporal dierence
(TD) learning (Sutton, 1988) and Monte Carlo evolutionary strategies (Sutton, 1999). The
use of Monte Carlo methods is paramount in high dimensions as it provides a way to carry out
the Bellman xed-point iteration by approximating expectations through random sampling.
A sequence of functions Q(g) that converges to the Q-values can be computed by itera-
4tively evaluating
Q
(g+1)(s;d) = u(s;d) + 
Z
max
d? Q
(g)(s
0;d
?)p(s
0js;d)ds
0
starting at Q(0)(s;d) = 0. Watkins (1989) presents a stochastic version of this approach.
Bellman's equation for Q-values can be written as
Es0js;d

Q(s;d)    max
d? Q(s
0;d
?)

= u(s;d);
and this equation can be solved for Q through stochastic approximation. This simulation-
based approach proceeds by simulating states s0  p(s0js;d) and computing the sequence
Q
(g+1)(s
0;d) = Q
(g)(s
0;d) + a
(g)  
u(s
0;d)   Y
(g)(s
0(g);Q
(g))

where Y (g)(s0(g);Q(g)) = Q(g)(s0;d)  maxd? Q(s0;d?). The sequence a(g) is chosen to satisfy
P1
g=1 a(g) = 1 and
P1
g=1(a(g))2 < 1 for convergence of Q(g) ! Q (see Watkins and Dayan,
1992). To avoid the specication of a sequence of learning coecients, Lagondakis et al.
(2002) and Lagondakis and Parr (2003) propose a least-squares policy iteration algorithm.
A main caveat with this approach is that it is infeasible in continuous and high-dimensional
settings as it requires an explicit discretization of the state and decision spaces to evaluate
maxd? Q(s0;d?). In contrast, we use sequential Monte Carlo, together with insights from
simulated annealing, to calculate the Q-values.
52.2 Q-Values: Simulated Annealing
To avoid direct computation of maxd? Q(s0;d?), we use a simulated annealing random oper-
ator. Dene the annealed transition distribution for decision d? by
p
Q
(d
?js
0) 
eQ(s0;d?)
R
d? eQ(s0;d?)d(d?)
for some mesaure (d?) to ensure integrability. For asymptotically large , we can compute
maxd? Q(s0;d?) via
Z
p
Q
(d
?js
0)Q(s
0;d
?)d(d
?) ! max
d? Q(s
0;d
?)
See Pincus (1968), Aarts and Korst (1988), Kirkpatrick (1983) and Robert and Casella
(2006) for further discussion.
The annealed version of Bellman's equation for Q-values is then a nonlinear functional
integral equation
Q(s;d) = u(s;d) + 
Z Z
p
Q
(d
?js
0)p(s
0js;d)Q(s
0;d
?)d(s
0;d
?)
= u(s;d) + 
Z
P
Q(s
0;d
?js;d)Q(s
0;d
?)d(s
0;d
?)
with the joint transition probability from (s;d) to (s0;d?) dened by
P
Q(s
0;d
?js;d) = p
Q
(d
?js
0)p(s
0js;d):
This reduces the problem of solving Bellman's equation to solving the nonlinear functional
equation
Q(s;d) = u(s;d) + P
Q(s;d)Q;
6where, for any integrable functional f(s0;d?), we dene
P
Q(s;d)f =
Z
P
Q(s
0;d
?js;d)f(s
0;d
?)d(s
0;d
?)
This operator can be interpreted as follows. Arriving from state s and making decision d, the
transition dynamics P Q(s0;d?js;d) induces a distribution over future states and decisions.
The operator takes the expectation of Q under this induced distribution. The benets of
this formulation are three-fold: First, given an accurate approximation of P Q(s;d)Q, we
can evaluate Q(s;d) for any (s;d) pair. Second, in high-dimensional decision spaces, where
maximums are dicult to compute directly, our formulation solves for the maximum in a
probabilistic sense, using simulated annealing. Finally, viewing d? as a stochastic variable
allows us to formulate a joint transition kernel P Q(s0;d?js;d) for moving from the current
state (s;d) to (s0;d?).
2.3 Constructing the Random Operator
We now show how to approximate P Q(s;d)f using the random operator PQ(s;d)f. The
random operator PQ(s;d) will be computable for any (s;d) pair, thus avoiding discretization
of the original problem. To dene P, we generate a stochastic grid (s0
i;d?
i)M
i=1, which is
updated at each iteration to maintain the statistical properties of the operator. Specically,
given Q(g), we approximate P Q(g)
(s;d)Q(g) by drawing (s0
i;d?
i)M
i=1 from a suitably dened
distribution, p(g)(s0;d?), and evaluating
P
Q(g)
(s;d)Q
(g) =
1
M
M X
i=1
P Q(g)
(s0
i;d?
ijs;d)
p(g)(s0
i;d?
i)
Q
(g)(s
0
i;d
?
i)
7where, by denition,
P
Q(g)
(s
0;d
?js;d) = p
Q(g)
 (d
?js
0)p(s
0js;d)
p
Q(g)
 (d
?js
0) 
eQ(g)(s0;d?)
R
d? eQ(g)(s0;d?)d(d?)
For p(g)(s0;d?), it is natural to choose
p
(g)(s
0;d
?) = p
Q(g)
 (d
?js
0)p(s
0);
where p(s0) is the uniform distribution over the state space.
This choice yields a convenient expression for PQ(g)
(s;d)Q(g) namely
P
Q(g)
(s;d)Q
(g) =
1
M
M X
i=1
p(s0
ijs;d)
p(s0
i)
Q
(g)(s
0
i;d
?
i)
This random operator can be evaluated at any (s;d) pair and forms the core of our algorithm.
The random operator P(g) has the usual statistical properties
E
 
P
(g)(s;d)Q
(g)
= P
Q(g)
(s;d)Q
(g)
V ar
 
P
(g)(s;d)Q
(g)
=
C(s;d)
M
where
C(s;d) = V ar(s0;d?)

p(s0js;d)
p(s0)
Q
(g)(s
0;d
?)

We assume that these moments are nite for all (s;d) points. Hence, the Monte Carlo error
in using P(g) to approximate P (g) is O(M 1).
With a discrete decision space, constructing the random grid (s0
i;d?
i)M
i=1 requires drawing
pQ(g)
(d?js0) as a multinomial draw, an O(N) operation, for each s0
i. For a continuous decision
8space, we can simulate candidate values d?
i using a multinomial draw with the appropriate
weights, or via slice sampling.
2.4 Algorithm
As described, the operator reduces the problem of solving Bellman's equation to a nonlinear
functional equation of the form Q(s;d) = u(s;d) + P Q(s;d)Q. In discrete and continuous
cases, this is a matrix or functional equation, respectively. Our framework has the additional
stochastic component of approximating P Q(s;d)Q using the random operator P(g)(s;d)Q(g),
discussed previously. We start from the iteration
Q
(g+1)(s;d) = u(s;d) + P
Q(g)
(s;d)Q
(g)
Replacing the operator P Q by the random operator PQ, leads to the associated random
operator equation
Q
(g+1)
M (s;d) = u(s;d) + P
Q
(g)
M (s;d)Q
(g)
M
If we dene the residual by Q(s;d) Q(g)(s;d) and estimate it by ^ Q(g)(s;d), we can alterna-
tively formulate the iterations as
Q
(g+1)(s;d) = Q
(g)(s;d) + ^ Q
(g)(s;d);
leading to a sequence of Q-values, Q(g)(s;d), dened by the recursion
u
(g)(s;d) = u(s;d)   Q
(g)(s;d) + P
Q(g)
(s;d)Q
(g)
Q
(g+1)(s;d)M = Q
(g)(s;d) + u
(g)(s;d) + P
Q(g)
(s;d)u
(g)
We now derive convergence properties for these iterative algorithms.
93 Geometric Convergence Properties
We prove rst-order geometric convergence for our algorithm by extending ideas from the
linear case (Curtiss, 1954), to the nonlinear case. For related convergence results for random
mappings, see Diaconis and Freedman (1999) and Halton (2006). For convergence properties
of TD and Q-Learning, see Dayan (1992) and Watkins and Dayan (1992), respectively.
Jakkola et al. (1994), Singh et al. (1998), Tesuro and Galperin (1996), Tsitsikis (1994,
2002) and Kearns and Singh (1998, 1999) provide a number of convergence results for related
Q-learning algorithms.
3.1 Properties of the Annealing Function
It is useful to develop some properties of the annealing function. For q 2 RI,
fi(q) =
exp(qi)
P
j exp(qj)
Clearly, fi(q) 2 (0;1) and
P
i fi(q) = 1, and its partial derivatives are given by
@fi
@qj
(q) =
8
> <
> :
fi(q)(1   fi(q)) for i = j
 fi(q)fj(q) for i 6= j
It follows that
X
j


 
@fi
@qj
(q)


  = fi(q)(1   fi(q)) +
X
j6=i
fi(q)fj(q) = 2fi(q)(1   fi(q))
10Thus, jjrf0jj = maxi 2fi(q)(1 fi(q)), with the matrix norm dened by jjPjj = maxi
P
j jPijj
and the corresponding vector norm jjpjj = maxi jpij. Furthermore,
@2fi
@qj@qk
(q) =
8
> > > > > > > <
> > > > > > > :
2fi(q)(1   3fi(q) + 2fi(q)2) i = j = k
2fi(q)fk(q)(2fi(q)   1) i = j 6= k
2fi(q)fj(q)(2fj(q)   1) i 6= j = k
22fi(q)fj(q)fk(q) i 6= j 6= k
Hence,



@2fi
@qj@qk(q)


  22 for all i;j;k. For i 6= j, we have
X
k




@2fi
@qj@qk
(q)



  
2fi(q)fj(q)(3   2fj(q))  3
2fi(q)(1   fi(q))
For i = j, we have
X
k

 

@2fi
@qj@qk
(q)

 
  
2fi(q)fj(q)(3   fi(q))
Therefore,

r
2fi

  3
2
Let Q be a compact subset of the Q-values restricted to the states with a unique optimal
decision (in many applications, the structure of the problem ensures that the optimal decision
is unique). We can show that the norm of the Jacobian converges to zero uniformly on Q.
For n > 0, we have

nfi(q)(1   fi(q)) ! 0 for  ! 1
This convergence follows since, for each i, holding q xed, (1   fi(q)) ! 0 when qi = q[1] and
fi(q) ! 0 when qi < q[1] for  ! 1. Both converge at an exponential rate and dominate
n. Thus, for all q 2 Q, we have krf0k ! 0 for  ! 1, implying that f is equicontinuous.
Since Q is compact, f is also pointwise bounded, and f converges uniformly on Q. We now
11turn to the main result.
3.2 Convergence
Theorem: For q 2 Q there exists ? such that  > ? implies

q(g+1)   q

 converges at
a geometrical rate. Moreover, the Monte Carlo approximation


q   q
(g+1)
M


 also converges
geometrically.
Proof: For q 2 Q we assume that kqk is bounded. We know that the true q satises
q = u + P qq. Dene q(g+1) = u + P q(g)q(g), starting from q(0) = 0. We can write
q   q
(g+1) = P
q(g)  
q   q
(g)
+ 

P
q   P
q(g)
q
Taking norms and using the fact that

 P q(g)
  = 1, we have

q   q
(g+1)
  

q   q
(g)
 + 

 P
q   P
q(g)
 kqk
Now, let P
q
sd be the sd row of P q and P
Q
s0d0;s1d1 denote the (s0d0)  (s1d1) entry of P Q. By
Taylor's expansion we have
P
Q
s0d0;s1d1 = P
q(g)
s0d0;s1d1 +
 
q   q
(g)0
rP
q(g)
s0d0;s1d1 +
1
2
 
q   q
(g)0
r
2P
q?
s0d0;s1d1
 
q   q
(g)
with q? = q(g) + t(q   q(g)) for some t 2 [0;1]. Hence,
 
P
q   P
q(g) 
 
 
rP
q(g) 


q   q
(g)
 +
1
2

r
2P
q?


q   q
(g)

2
Now we use the properties of the annealing transition kernel that we determined in the
12previous section. At the current q(g), we have


rP
q(g)

 = p
q(g)


1   p
q(g)


:
Moreover, as p
q(g)
 converges to the (unique) maximum of q(g) with ordered elements q
(g)
(1) 
q
(g)
(2)  :::q
(g)
(N 1) < q
(g)
(N), then as  ! 1 we have p
q(g)
 ! (0;:::;0;1) and p
q(g)


1   p
q(g)


!
0 as the exponential term is dominated by e
(q
(g)
(N) q
(g)
(N 1)).
Hence, we can choose ? such that 8(g)  ? we have


r

P
q(g)

kqk <
1   
2
(1)
Therefore, for (g)  ?, we have that

q   q
(g+1)
  L

q   q
(g)
 +

2

r
2P
q?
kqk

q   q
(g)

2
where L = (1 + )=2 < 1, using the Taylor expansion for


P q   P q(g)

 and the inequality
for
 q   q(g+1) .
Under the properties of the annealing function

r
2P
q?
  3(
(g))
2  3(
?)
2
Moreover, from the boundedness assumption on kqk, we have
1
2

r2P q?
kqk  K for some
nite constant K < 1. From (1), we can write

q   q
(g+1)
  L

q   q
(g)
 + K

q   q
(g)

2
13Let dg+1 =

q   q(g+1)
 so that 8(g)  ? we have
dg+1  Ldg + Kd
2
g ; where 0 < L < 1;K < 1
We now need to show that the sequence dg has geometric convergence. To do this, dene the
sequence ag by ag+1 = Lag + Ka2
g and note that this has the property that dg  ag implies
dg+1  ag+1. Hence, if we can show that the sequence ag converges geometrically, this will
imply dg+1 converges geometrically.
As 0 < L < 1, we can dene c = (1   L)=2L. Consider rst the case when ag > cL=K,
or equivalently L  Kag=c. Then
ag+1 = Lag + Ka
2
g 

1 +
1
c

Ka
2
g =
1 + L
1   L
Ka
2
g
and there exists  such that ag  Cg and there is geometric convergence.
Secondly, in the case when ag  cL=K = (1 L)=2K, which happens for large g, we have
ag+1  (1 + c)Lag =
1 + L
2
ag
and as (1 + L)=2 < 1, the sequence ag converges geometrically. In turn, this implies that dg
converges geometrically, as required.
Finally, we have to show that the Monte Carlo error in the approximation is not too large.
Specically, we show that jjq   q
(g+1)
M jj  LMjjq   q(g)jj with LM < 1 for a suitably large M.
We have the random mapping q
(g+1)
M = u + P
q(g)
M q
(g)
M . We now write q
(g+1)
M = q(g+1) + 
(g+1)
M
conditional on q(g) to get the norm inequality
jjq   q
(g+1)
M jj  jjq   q
(g+1)jj + jj
(g+1)
M jj
14If we pick M large enough so that jj
(g+1)
M jj  Mjjq q(g+1)jj where M = (1 L)=2, say, then
again we have rst order convergence. When the error is suciently small jjq  q(g+1)jj  L
K
and therefore

 q   q
(g+1)
M

   (1 + )LM

 q   q
(g)
M

 
where LM = L + M < 1, as required.
The variance estimate can be determined as follows. For the whole vector, we can argue
that we have a random variable ^ q(g) = 1
M
PM
m=1 ^ q
(g)
m as a Monte Carlo estimator has the
property E(^ q(g)) = q(g). By denition


^ q
(g)
M   q
(g)


 = sup
(s;d)



 
1
M
M X
m=1
q
(g)
m;sd   Q
(g)
sd



 
and by Chebyshev's inequality we have
P

 ^ q
(g)
M   q
(g)

   

u
(g)



V ar

^ q
(g)
M

M2 ku(g)k
2
Now, we have the inequalities

^ q
(g)
m

 

u
(g)
=(1   ) and V ar

^ q
(g)
M



u
(g)

2
=(1   )
2
Therefore, we have the bound
P


^ q
(g)
M   q
(g)


  

u
(g)



1
M2(1   )2
Hence, we have a geometric convergence result. The Monte Carlo estimate can be computed
in O(N). Notice that we need to increase M the closer we get to the solution as, otherwise,
Monte Carlo errors dominate and the solution may oscillate.
15Contrast this with the standard Q -Learning convergence (see, Watkins and Dayan, 1992).
The latter depends on a stochastic approximation argument, see Robbins and Munro (1951)
and Chen and White (2002). Convergence requires the specication of a suitable sequence
of learning coecients with the rate being sensitive to this choice, and there is no geometric
convergence available.
4 Application: Stochastic Investment Problem
To illustrate our methodology, consider a dynamic stochastic investment and consumption
problem, see Judd (1999) and Ljungqvist and Sargent (2004) for further applications. Sup-
pose that an agent is exposed to a random but persistent labor shock and faces a choice
between consumption and saving. The agent's problem is to maximize the future discounted
expected utility of consumption.
The general Bellman equation is
V (s) = max
d

u(s;d) + 
Z
V (s
0)p(s
0js;d)ds
0

More specically, the value function is
V (s) = max
fctg
E
 
1 X
t=0

tu(ct)
!
where utility preferences u(ct) over consumption ct are represented by the standard constant
relative risk aversion (CRRA) utility.
ut(ct) =
c
1 
t
1   
and  is a given risk aversion parameter.
16We study two cases. First, assume that the agent can only save by investing in a risky
security, say stocks. The state space is st = (wt;lt) consisting of the agent's current wealth
and labor. The decision space is one-dimensional, consisting of the agent's consumption
choice dt = ct. Second, we assume that the agent faces an additional portfolio decision and
must chose between investing in a safe and a risky security. The safe asset earns a risk-
free return denoted rf. This will lead to a two dimensional decision variable dt = (ct;bt),
including the amount allocated to the safe investment.
In the rst case, the wealth evolves according to the transition equation
wt+1 = (wt + lt   ct)exp(Re)
where exp(Re) is the risky return, following a log-normal distribution, dened by
Re  N
 
e;
2
e

The agent's labor income is lt, which develops with transition probability
lt+1 = lt exp(Rl) with Rl  N
 
l;
2
l

The Q-values are then dened by
Q(s;d) = u(s;d) + 
Z
V (s
0)p(s
0js;d)ds
0
=
c
1 
t
1   
+ 
Z
max
d
Q(s
0;d)p(s
0js;d)ds
0:
174.1 Case I: Risky Asset Only
The state st = (lt;wt) contains lt the current labor income and wt the wealth at the beginning
of the period. Then labor and consumption evolve according to the transition rule
lt+1 = lt exp(Rl)
wt+1 = (wt + lt   ct)exp(Re)
The agent's decision variable is to choose the amount consumed. This is equivalent to
choosing the amount saved, since dt = (wt + lt   ct), and we constrain the saving to be
non-negative. We now study a number of dierent model specications of this model.
Figure 1 shows the value function for a range  2 f3:5;2:7;0:8;0:2;0g from top to bottom.
We use a discount rate  = 0:8. A Monte Carlo sample size of M = 500 leds to good
convergence. The black line corresponds to the state with wage = 1 and the blue for
wage = 0 in the same wealth state s1. The state transition probabilities are p(s0js;d) 
LN(0:04;0:12) corresponding to  =  = 0:1. This leads to a positive net present value
given by the condition
E[e
R] = e
+ 2
2 = 0:84 < 1
Even though the parameter  expresses an agent's attitude to risk in the static case the
optimal behavior is dierent in the dynamic context. Bellman's equation implies that total
utility is the sum of separably evaluated utilities at each time with the value of each state
is the sum of present utility and present value of expected future utility. Hence, an agent
with large value of  invests more than agent with small  as consuming a small amount
of money many times gives more cumulative utility than consuming a large amount at one
time. Conversely, an agent with  = 0 is risk neutral with linear utility function and is only
concerned about the total net present value. The dierent slopes in Figure 1 and 2 arises
18from the dynamic nature of the problem and the specication of (;;) and not the agents'
attitude towards risk.
Figure 2 shows the corresponding policy function corresponding to the optimal level of
investment. For large , e.g.   3:5, the optimal decision is a straight line. In the region
3:5    0:8, the decision is a little curved attening out at the end of the decision region
due to a truncation eect. Finally, for 0:8  , the optimal policy is a straight line with
slope less than one. The optimal investment is far enough from the boundary not to be
aected by truncation eects. The truncation eect increases when  or  are not too large
and smaller  values tend to lead to larger MC errors.
Figure 3 illustrates a case where the expected net present value of investment is negative,
corresponding to a discount rate of  = 0:95 with state transition probabilities p(s0js;d) 
LN(0:1;0:12) and a Monte Carlo sample size M = 500. Here, the present value condition
becomes
E[e
R] = e
+ 2
2 = 1:06 > 1
There is a dierence in the optimal investment decision. This leads agent to invest all and
consume nothing as would a risk neutral agent in this case. The only dierence in Figure 3
is a truncation eect that varies with  near boundary.
4.2 Case II: Risky and Safe Assets
We now extend the above problem to allow the agent to invest in both a risk-free bond
and the risky equity security. The risk-free bond earns a rate of rf. The decision is now
dt = (et;bt). The state space is still st = (lt;wt), but the evolution of the state is now
19governed by the transition rule
lt+1 = lt exp(Rl)
wt+1 = et exp(Re) + bt exp(rf)
Consumption is now given as ct = wt + lt   st   bt. Both st and bt are bounded to be
nonnegative. We choose a bounded state space st 2 [0;10][0;10]. This leads to a truncation
eect for the transition probabilities.
The total optimal investment looks good in the region wt + lt < 10. However, the
proportion of investment in stock and bond is severely distorted in the upper triangle region
of the state space wt + lt > 10 due to truncation of the transition probability. Since money
from stock investment cannot exceed upper limit of wealth region [0;10], actual stock return
inevitably has a negative mean by using truncated probability in that region even though
we set  = 0:1. Therefore, investment in the bond is abnormally preferred in that region.
One could extend the range of the state space to x the truncation problem, but if the
value function is close to plane there is no incentive to balance the investment in stock and
bond in our current model. Hence, the optimal investment decision between stock and bond
could be unstable: either all in stock or all in bond. This can also add to large MC errors.
Since the discount factor  is constant, this model has diculty in explaining the equity
premium of historical returns. This can be seen from the observation that in a region of
interest rates between 2-5%, the stock investment is absolutely preferred to bond in the
lower triangle region of state space wt+lt < 10. To obtain an equity premium for low values
of  or rf would require a recursive utility model.
The arguments about risk aversion in the univariate case also apply here. One avenue
for further exploration is the risk-sensitive operator approach of Hansen and Sargent (1995).
This would help in providing smoothly balanced optimal investment portfolios of stock and
20bond rather than extremal solutions.
5 Conclusion
In this paper we propose a new class of Monte Carlo algorithms for computing the Q-values
of dynamic programming and reinforcement learning. We provide a geometric convergence
bound. The algorithm is scalable in being O(N) in computation. The main advantages are
implementability in both discrete and continuous state and decision spaces together with
scalability. By using sequential Monte Carlo to evaluate the random operator P(g)(s;d) we
can simplify the problem and calculate the Q(s;d) values at any point in the state-decision
space. The algorithm performs well on a stochastic investment problem in multi-dimensions.
There are a number of possible directions for future research. First, the sampling distribution
used to construct the random operator could depend on Q(g) or on p(s0js;d). For example,
an ecient chocie might be to use the current residual to provide a data-adaptive choice of
the grid density p(g)(s0;d?). We do not explore this further here. Second, applications to
higher dimensional decision spaces are challenging.
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Figure 1: Value function and optimal investment decision. The values of  used in subplots
are (3.5, 2.7, 0.8, 0.2, 0) from top to bottom. The black line corresponds to the state with
wage = 1 and the blue for wage = 0 in the same wealth state s1. The model specication
and parameters correspond to a discount rate of  = 0:8 with state transition probability
p(s0js;d)  LN(0:04;0:12) corresponding to  = 0:1; = 0:1. The Monte Carlo sample size
is M = 500.
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Figure 2: Optimal investment decision in the case of positive net present value where
E[eR] = e+ 2
2 < 1. Solid line stands for state with wage = 1 and dotted line for
wage = 0 in the same wealth state s1. Model settings as in Figure 1.
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Figure 3: Optimal investment decision in the case of negative net present value with E[eR] =
e+ 2
2 > 1. Solid line stands for state with wage = 1 and dotted line for wage = 0 in the
same wealth state s1. Here we use a discount rate  = 0:95 with state transition probability
p(s0js;d)  LN(0:1;0:12) and a Monte Carlo sample size M = 500.
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Figure 4: Stochastic investment in 2-dimensional case with continuous s (100100) discrete
d (15  15) where rf = 0:02 and logarithmic ( = 1) utility.
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Figure 5: Stochastic investment in 2-dimensional case with continuous s (70  70) discrete
d (15  15) where rf = 0:05 risk aversion  = 0:3
31