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PROGHOME – Software für Anwendungen  
im Küstenwasserbau
PROGHOME – Software for Coastal Engineering Applications
Dr.-Ing. Günther Lang, Bundesanstalt für Wasserbau 
Zur Erledigung der fachwissenschaftlichen Aufgaben in 
den Referaten Ästuarsysteme I und II werden maßge-
schneiderte IT-gestützte Methoden für die Bereiche Da-
tenaufbereitung, Simulation (Hydrodynamik, Transport 
von gelösten und suspendierten Stoffen, Morphodyna-
mik, Seegang), Analyse und Visualisierung benötigt.
Die IT-gestützten Methoden werden in der Soft-
waresammlung PROGHOME (PH) zusammengefasst. 
Hierbei wird der Code in Modulen, Paketen, externen 
Schnittstellen und Anwendungen strukturiert aufberei-
tet. Alle Komponenten werden kontinuierlich gepflegt 
und weiterentwickelt. Bei der Entwicklung wird Fortran 
und teilweise MATLAB verwendet.
Die Softwaresammlung PH hat maßgeblich zur erfolg-
reichen Einführung und routinemäßigen Verwendung 
numerischer Methoden in den küstenwasserbaulich 
ausgerichteten Referaten der BAW beitragen. Mit Un-
terstützung der in PH vorhanden Methoden konnten im 
Laufe der Jahre 200 Gutachten, u. a. für mehrere Plan-
feststellungsverfahren an Ems, Jade-Weser, Elbe sowie 
im Nord- und Ostseeraum, erfolgreich abgeschlossen 
werden. Ca. 30 Mitarbeiter nutzen PH bei ihrer tägli-
chen Arbeit.
Die Entwicklung der in PH abgelegten Software ist ein 
in die Referate Ästuarsysteme I und II eingebetteter 
strukturierter Prozess. Sie steht in ständigem Bezug zu 
laufenden und anstehenden Aufgaben. Damit ist PH 
Teil der Wissensallmende der BAW.
Tailor-made IT-based applications are used within the 
sections Estuary Systems I and II for data preparation, 
simulation of hydrodynamics, transport of dissolved 
and suspended matter, waves and morphological evo-
lution as well as for data analysis and visualization. 
All methods belong to a collection of software known 
as PROGHOME (PH). The code of PH is organized into 
modules, packages, external interfaces and applica-
tions. All components are continuously maintained and 
developed. Fortran is mainly used but also MATLAB. 
PH has had a decisive influence on the successful in-
troduction of numerical methods in the Department of 
Hydraulic Engineering in Coastal Areas. Around 200 
assessment reports are based on the use of PH meth-
ods. Several land use planning procedures have been 
successfully carried through for the Ems, Jade-Weser 
and Elbe estuaries, parts of the North Sea and the 
Baltic Sea. About 30 engineers employ PH on a daily 
basis. 
The development of PH is a structured process, embed-
ded in BAW’s sections Estuary Systems I and II, involv-
ing a permanent exchange with ongoing and pending 
tasks. PH contributes to BAW’s knowledge commons.
1 Einführung
Introduction
Zur Erledigung der fachwissenschaftlichen Aufgaben 
in den Referaten Ästuarsysteme I und II werden maß-
geschneiderte IT-gestützte Methoden für die Bereiche 
Datenaufbereitung, Simulation (Hydrodynamik, Trans-
port von gelösten und suspendierten Stoffen, Morpho-
dynamik, Seegang), Analyse und Visualisierung benö-
tigt.
In den späten 1980er- und frühen 1990er-Jahren wur-
den in der Dienststelle Hamburg der Bundesanstalt für 
Wasserbau die bis dahin genutzten großmaßstäblichen 
physischen (analogen) Ästuarmodelle (insbesondere 
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für Ems, Jade-Weser, Elbe) Schritt für Schritt durch (di-
gitale) numerische Modelle ersetzt. Zu diesem Zweck 
wurden IT-Verfahren für Preprocessing, Simulation 
und Postprocessing entwickelt und einer zunehmend 
wachsenden Gruppe von Mitarbeitern zur Verfügung 
gestellt. Neben der Erfüllung der rein funktionalen An-
forderungen sollten die IT-Verfahren auch folgenden 
Kriterien genügen:
 • Für die Bearbeitung der Aufträge der Wasserstra-
ßen- und Schifffahrtsverwaltung des Bundes (WSV) 
werden einheitliche, also vom Mitarbeiter unabhän-
gige (Software-) Methoden eingesetzt.
 • Quellen und ausführbare Programme stehen unter 
Versionskontrolle.
 • Durch einen generischen Programmierstil werden 
verschiedene hydro-numerische HN-Verfahren und 
beliebige ortsspezifische Modelle unterstützt. 
 • Die Entwicklung orientiert sich einerseits an den 
strategischen Zielen der BAW und andererseits eng 
an dem aus WSV-Aufträgen resultierenden Bedarf. 
 • Soweit möglich tragen die den WSV-Auftrag bear-
beitenden Mitarbeiter selbst zur (Weiter-) Entwick-
lung der Methoden bei.
 • Anwendungen Dritter werden integriert. Ihre Ergeb-
nisse können in gleicher Weise wie diejenigen haus-
interner Entwicklungen weiterverarbeitet werden.
Mit Aufbau, Wartung und Weiterentwicklung der Soft-
waresammlung wurde Anfang der 1990er-Jahre be-
gonnen.
Die IT-gestützten Methoden werden in der Soft-
waresammlung PROGHOME (PH) zusammengefasst. 
Hierbei wird der Code in Modulen, Paketen, externen 
Schnittstellen und Anwendungen strukturiert aufberei-
tet. Alle Komponenten werden kontinuierlich gepflegt 
und weiterentwickelt. Bei der Entwicklung werden 
Fortran und teilweise MATLAB verwendet.
2 Programmierkonzept
Programming concept
Im Folgenden wird das heute gültige Konzept für PH 
vorgestellt. 
2.1 Programmiersprache
Programming language
Die zu PH gehörenden Anwendungen werden i. W. 
in Fortran entwickelt. In den Anfangsjahren wurde als 
Standard FORTRAN77 genutzt. Ende der 1990er-Jahre 
fand der Umstieg auf Fortran 90 statt (Adams et al., 
1992). In den späteren Jahren wurden zunehmend Ele-
mente von Fortran 95 (PURE, ELEMENTAL, usw.) genutzt 
(Adams, 1997). Aufgrund der Rückwärtskompatibilität 
von Fortran-Standards sind die in die Softwareentwick-
lung getätigten Investitionen langfristig gesichert.
2.2 Programmierstil
Programming style
In PH wird zusätzlich zur Verwendung einer einheitli-
chen Programmiersprache auf einen einheitlichen Pro-
grammierstil geachtet. Dessen Einhaltung wird durch 
die Bereitstellung von Templates (Fortran-Musterdatei-
en) für verschiedene Aufgabenstellungen erleichtert. 
Insbesondere wird eine einheitliche Methode zur Feh-
lerbehandlung eingesetzt. Eine wichtige Voraussetzung 
für die Erstellung von Komponentensoftware. 
Durchgängig wird IMPLICIT NONE benutzt. Alle benutz-
ten Variablen müssen explizit deklariert werden. Zufäl-
lige Tippfehler in Variablennamen werden schon vom 
Compiler aufgedeckt.
Die zu PH gehörendenden Anwendungen werden 
generisch formuliert. D. h., jede Anwendung kann Er-
gebnisse für unterschiedliche ortsspezifische Modelle, 
verschiedene mathematische Verfahren, sowie ver-
schiedene geophysikalische Größen verarbeiten.
2.3 Software-Komponenten
Software components
Der in PH abgelegte Code wird in den nachfolgend be-
schriebenen Komponenten aufbewahrt. Als Ergebnis 
entsteht eine hierarchisch gegliederte Gesamtstruktur. 
Abhängigkeiten zwischen den einzelnen Komponen-
ten werden minimiert. So werden z. B. unterschiedliche 
Funktionalitäten wie IO, Simulation, Analyse und Visua-
lisierung voneinander getrennt. Dies erhöht die Flexibi-
lität der Verwendung von Software.
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2.3.1 Modul
Module
Im Normallfall wird der Programmcode in (Fortran-) Mo-
dulen zusammengefasst (siehe Bild 1). Da sich Module 
nicht wechselseitig aufrufen dürfen, befördert dies eine 
klare, an funktionalen Kriterien orientierte hierarchische 
Softwarearchitektur. 
Konzepte der objektorientierten Programmierung (Kap-
selung von Daten und Methoden) stehen auf diesem 
Wege im Umfeld von Fortran zur Verfügung. Ferner 
prüft der Compiler bei Aufrufen von Modulmethoden 
Datentyp und Gestalt der Aktual- und Formalparameter 
auf Konsistenz.
In einem Modul können Daten, Typdefinitionen und 
Methoden (Unterprogramm oder Funktion, Operato-
ren auf selbst definierten Datentypen) enthalten sein. 
Die Sichtbarkeit von Methoden und Daten kann durch 
Verwenden der Attribute PUBLIC und PRIVATE gezielt 
beeinflusst werden. In PH stellen Module die wichtigs-
te Struktur dar, in der eng zusammengehörender Code 
abgelegt wird. Mehrere Module können in einer (Basis-) 
Bibliothek oder einem Paket zusammengefasst werden.
Typische Modul-Schnittstellen beginnen mit INIT, 
CLEAR, SET, GET, NEW und KILL.
2.3.2 Paket
Package
In PH stellt ein Paket eine Sammlung (funktional) eng 
zusammen gehörender Module dar (siehe Bild 2).
Jedes Paket enthält genau ein Schnittstellen-Modul 
bzw. UI-Modul (UIM) mit öffentlichen Methoden zur 
Kommunikation mit anderen Softwarekomponenten, 
z. B. GET- und SET-Methoden zum Holen und Setzen 
von Daten.
Die eigentliche Funktionalität des Pakets ist in beliebig 
vielen weiteren (Service-) Modulen enthalten. Die Diens-
te dieser Module dürfen von anderen Softwarekompo-
nenten ausschließlich über das UI-Modul des Pakets 
genutzt werden. 
In PH dürfen sich Pakete i. d. R. nicht auf direktem 
Wege verwenden. Allerdings können Pakete externe 
Schnittstellen nutzen, z. B. für den Import- und Export 
von Daten in beliebigen Dateiformaten. Mit diesem An-
satz können z. B. Simulationspakete unabhängig von 
den Methoden zur Ein- und Ausgabe von Daten oder 
zur Visualisierung der Simulationsergebnisse formuliert 
werden. Von Dritten entwickelte (Simulations-) Software 
wird, soweit möglich und sinnvoll, hinter entsprechend 
gestalteten UI-Modulen PH-konform integriert.
Typische Paket-Schnittstellen beginnen mit INIT, CLEAR, 
GET, SET, START, RUN und STOP.
Bild 1:  Schematische Darstellung eines Fortran-Moduls. 
Deklarationsteil, öffentliche sowie private Metho-
den. Module bilden die Basis von PH.
Figure 1: Schematic representation of a Fortran module. 
Declarative section, private as well as public  
methods. Modules are essential in PH.
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Bild 2:  Schematische Darstellung eines Software-Pakets. UI-Modul mit den öffentlich zugänglichen Paket-Methoden.  
Mehrere Service-Module sowie ein Daten-Modul. Die Pfeile bezeichnen die USE-Einbindung.
Figure 2: Schematic representation of a software package. UI module with public available package methods. Different 
service modules in combination with a data module. Arrows indicate Fortran USE association.
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2.3.3 Externe Schnittstelle
External interface
In PH handelt es sich bei einer externen Schnittstel-
le um ein externes, formalparameterfreies Unterpro-
gramm, welches dem Austausch von Informationen 
und Daten zwischen verschiedenen Paketen dient 
(siehe Bild 3). Hierfür werden die in den jeweiligen UI-
Modulen der Pakete vorhandenen PUBLIC Methoden 
benutzt.
Bild 3:  Schematische Darstellung der Verwendung eines externen Schnittstellenprogramms. Es dient insbesondere dem 
Datenaustausch zwischen eigenständigen Software-Paketen. Die Pfeile bezeichnen die USE-Einbindung.
Figure 3: Schematic representation of an external interface subroutine. This type of programming construct is essentially 
used for data transfer between independent software packages. Arrows indicate Fortran USE association.
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2.3.4 Anwendung
Application
Eine Anwendung besteht aus einem Hauptprogramm 
und weiteren programmspezifischen Modulen. Ferner 
können die in anderen Paketen definierten Metho-
den direkt über deren jeweilige UI-Module verwendet 
werden. Zusätzlich werden Methoden einer Basis- 
bibliothek (Sammlung grundlegender Module) genutzt 
(siehe Bild 4).
Bild 4:  Schematische Darstellung eines Anwendungsprogramms (nicht alle Möglichkeiten werden gezeigt). Die Anwen-
dung verfügt über mehrere anwendungsspezifische Module und greift auch auf Methoden eines Software-Pakets 
zu, welches wiederum über ein externes Schnittstellenprogramm mit einem anderen Paket kommuniziert.  
Methoden der Module der Basisbibliothek dürfen von allen Programmkomponenten aus genutzt werden.  
Die Pfeile bezeichnen die USE-Einbindung.
Figure 4: Schematic representation of an application program (not all options are shown). The application owns several 
modules and also makes use of methods defined in a software package. The latter package communicates with 
another software package via an external interface subroutine. Methods defined in modules of the base library 
are allowed to be used from all software components. Arrows indicate Fortran USE association.
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2.4 Fehlerbehandlung
Error handling
Es wird eine einheitliche Methode zur Fehlerverarbei-
tung eingesetzt. Im Falle eines vom Programm erkann-
ten Laufzeitfehlers wird zunächst eine Fehlermeldung 
generiert und die Kontrolle über die weitere Ausfüh-
rung an die rufende Einheit zurückgegeben. Der ver-
bleibende Programmteil wird je nach Fehlersituation 
verkürzt abgearbeitet, bis das normale Programm-
ende erreicht wird. Ein Abbruch des Programmlaufs 
an beliebiger Stelle wird hierdurch vermieden. Dies ist 
insbesondere für interaktive Anwendungen von Be-
deutung. 
Dem Anwendungsprogrammierer stehen verschiede-
ne Methoden zur Verfügung, um Fehlermeldungen zu 
erzeugen, zu löschen oder Abfragen auf Fehler durch-
zuführen. Eine einheitliche Methode der Fehlerbehand-
lung ist essentiell für die Verwendung von Komponen-
tensoftware.
2.5 Konfigurationsdatei
Configuration file
Um Flexibilität und Erweiterbarkeit der in PH vorhande-
nen Software zu erhöhen werden sogenannte Konfigu-
rationsdateien eingesetzt. Hierbei handelt es sich i. d. R. 
um ASCII-Dateien, die vom Anwendungsprogrammierer 
zusätzlich bereitgestellt werden. Darin sind Informatio-
nen enthalten, die von einzelnen Softwarekomponen-
ten gelesen und ausgewertet werden. Beispiele:
 • Zusammenhang zwischen physikalischer Einheit, 
z. B. g cm-3, und den Basiseinheiten des SI-Systems;
 • Beschreibung von Methode, Eingangs- und Ergebnis-
daten für die Analyse von Berechnungsergebnissen.
Auf diesem Wege können Leistungserweiterungen 
ohne Eingriffe in den Code erreicht werden. 
2.6 Optimierung
Optimization
Durch Laufzeitmessungen wird versucht, Flaschenhäl-
se im Codeverlauf zu lokalisieren und zu eliminieren 
(serielle Optimierung). Des Weiteren werden moderne 
Fortran-Konstrukte wie WHERE, FORALL sowie PURE 
und ELEMENTAL Unterprogramme verwendet. Diese 
können besonders einfach parallelisiert werden.
Für die (Shared Memory) Parallelisierung werden Open-
MP-Direktiven in den Code eingestreut. Die Portabilität 
des (parallelen) Codes ist bei Übergang auf andere 
Rechner- und Compiler-Plattformen gewährleistet. 
3 Bestandteile von PH
Components of PH
3.1 Basisbibliothek
Base library
In der Basisbibliothek werden grundlegende, in ein-
zelnen Modulen definierte Datentypen und Methoden 
zusammengefasst. Die Methoden der Basisbibliothek 
dürfen von allen anderen Komponenten (Modulen, Pa-
keten, externen Schnittstellen und Anwendungen) je-
derzeit verwendet werden. Hierzu zählen:
 • Globale Konstante (π, e, usw.),
 • Fehlerbehandlung,
 • Datums- und Zeitrechnung, 
 • Koordinatentransformation gemäß NTv2 (UTM, 
Gauß-Krüger, geografische Koordinaten) sowie
 • Objekte und Methoden für Daten- und Metadaten.
Derzeit sind in der Basisbibliothek ca. 60 Module ent-
halten.
3.2 Pakete
Package
Eine größere Gruppe von Paketen steht für die IO von 
Daten in unterschiedlichen Dateiformaten zur Verfü-
gung. Beispiele:
 • Lesen und Schreiben von Gitternetzen in verschie-
denen (HN-) verfahrensspezifischen Formaten so-
wie Transformation zwischen verschiedenen Gitter-
formaten;
 • Lesen und Schreiben von Daten und Metadaten 
aus/in Dateien des Typs BDF, NetCDF und BOEWRT 
(ASCII-Dateiformat);
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 • Lesen, Verifizieren und Transferieren von Daten aus 
(anwendungsspezifischen) Eingabesteuerdaten. 
Die aktuelle, vom Nutzer bereit gestellte Version 
der Datei wird mit einer vom Anwendungsprogram-
mierer erstellten abstrakten Definition derselben 
verglichen. Bei Inkonsistenzen werden Fehlermel-
dungen erzeugt.
In einer weiteren Gruppe von Paketen werden unter-
schiedliche Simulationsverfahren vorgehalten. Es han-
delt sich hierbei i. W. um die Berechnungskerne ver-
schiedener, teilweise extern entwickelter HN-Verfahren. 
Beispiele:
 • Hydrodynamik (UnTRIM und UnTRIM2),
 • Morphodynamik (SEDIMORPH),
 • Baggern und Verklappen (DREDGESIM),
 • Seegang (K-MODELL) und
 • Zustandsgleichung.
Bei der PH-konformen Integration Software Dritter wer-
den insbesondere die Fehlerbehandlung sowie die 
Datums- und Zeitrechnung angeglichen. Außerdem 
werden die Dateiformate für den Import und Export von 
Daten, z. B. (Anwender-) Eingabesteuerdaten, Anfangs- 
und Randbedingungen sowie Berechnungsergebnisse 
an die in PH gebräuchlichen Formate angepasst. 
Derzeit sind mehr als 20 Pakete Bestandteil von PH.
3.3 Anwendungen
Applications
Auf Grund der großen Zahl verfügbarer Anwendungen 
werden nachfolgend nur einige wenige exemplarisch 
aufgeführt.
3.3.1 Preprocessing
Pre-processing
Bei der Aufbereitung von Messdaten unterstützen 
die Programme ADCP2BDF und ADCP2PROFILE die 
Konversion von mit ADCP gemessenen Daten in das 
BDF-Dateiformat. Die konvertierten Daten können an-
schließend in gleicher Weise wie Simulationsergeb-
nisse visualisiert werden. Eine Umwandlung von BDF 
nach NetCDF ist mit DATACONVERT möglich. DATA-
CONVERT unterstützt zusätzlich eine Konversion ge-
messener Zeitreihen nach NetCDF.
Häufig liegen Koordinaten von Daten und Gitterpunk-
ten in unterschiedlichen Koordinatensystemen vor. Die 
Anwendung GEOTRANSFORMER unterstützt die Kon-
version in ein gemeinsames Ziel-Koordinatensystem 
(UTM, Gauß-Krüger, geografische Koordinaten).
Gitternetze der Verfahren UnTRIM und UnTRIM2 kön-
nen mit Hilfe des von der Firma Smile Consult entwi-
ckelten Gitternetzgenerators erzeugt werden.
3.3.2 Simulation
Simulation
Zur Simulation von Hydrodynamik, Seegang und Mor-
phodynamik können verschiedene HN-Verfahren ein-
gesetzt werden. Zum einen sind dies die Anwendungen 
UnTRIM und UnTRIM2 (mit SubGrid) in Verbindung mit 
den Paketen SEDIMOPRPH, DREDGESIM und K-MO-
DELL. Zum anderen die Verfahren Delft3D sowie DFlow 
FM (in Erprobung). Die Gültigkeitsbereiche der Verfah-
ren sind vergleichbar. 
3.3.3 Postprocessing
Post-processing
Im Postprocessing stehen für in dem NetCDF Dateifor-
mat vorliegende Daten insbesondere die Programme 
NCAUTO (einfache Extremwertstatistik), NCANALYSE 
(Analysemethoden), NCAGGREGATE (Aggregation), 
NCDELTA (Differenzen) sowie NCPLOT bzw. DAVIT (Vi-
sualisierung) zur Verfügung. Für in dem BDF-Dateifor-
mat vorliegende Daten gibt es eine vergleichbare Serie 
von Programmen.
Neben den i. W. auf Fortran basierenden Postprozess-
soren wurden in jüngerer Vergangenheit auf der Basis 
von MATLAB einige Anwendungen (Stand-Alone Ap-
plication, ohne MATLAB-Lizenz verwendbar) in PH in-
tegriert. Hierzu zählen INSPECT_CONTROL_VOLUMES 
und DISPLAY_CONTROL_VOLUMES für Kontrolle und 
Auswertung aggregierter Daten. 
Durch die Anwendung TAYLORDIAGRAM wird der Mit-
arbeiter bei Kalibrierung und Validierung unterstützt. 
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Mit DISPLAY_PERCENTILES können profilorientierte 
Daten statistisch ausgewertet werden.
4 Datenmanagement
Data management
Zum Datentransport werden möglichst wenige einheit-
liche Datei- und Metadatenformate benutzt. Auf die 
wichtigsten wird nachfolgend kurz eingegangen.
4.1 Eingabesteuerdateien
User input data file
Die meisten der in PH abgelegten Anwendungspro-
gramme benötigen eine vom Anwender erstellte 
(ASCII-) Eingabesteuerdatei. Lesen, Verifikation und 
Transfer der Daten werden mit Methoden des Pakets 
DIC_IO bewerkstelligt. Eine Eingabesteuerdatei kann 
dabei aus einer beliebigen Anzahl von Blöcken beste-
hen. Jeder Block kann beliebig viele Keys enthalten. 
Zu jedem Typ von Eingabesteuerdatei gibt es eine ab-
strakte Vorlage, die sogenannte DICO-Datei, in wel-
cher der Aufbau der Datei, zulässige Blöcke, zulässige 
Keys, Wertebereich, zulässige Beziehungen zwischen 
verschiedenen Parametern sowie weitere Bedingun-
gen beschrieben werden. Die vom Anwender manuell 
erstellte Datei stellt eine konkrete Realisierung der ab-
strakten Vorlage dar. Mit Methoden des Pakets DIC_IO 
werden zunächst die abstrakte Vorlage und danach die 
konkrete Realisierung der Datei gelesen. Bei der Verifi-
kation wird der aktuelle Inhalt mit der abstrakten Vorga-
be verglichen. Unzulässige Abweichungen führen zur 
Erzeugung von Fehlermeldungen und damit i. d. R. zum 
Abbruch der Programmausführung.
Durch Konzentration der hierfür erforderlichen Metho-
den in dem Paket DIC_IO kann dessen Funktionalität 
bei der Erstellung eines neuen Anwendungsprogramms 
in einfacher Weise wiederverwendet werden. 
4.2 Binäre Dateiformate
Binary data formats
Für den Transport großer Datenmengen zwischen ver-
schiedenen Anwendungen sind binäre (Direktzugriffs-) 
Dateiformate unverzichtbar. Sowohl in Bezug auf den 
Plattenplatzbedarf (bei gleicher Datenmenge) als auch 
hinsichtlich der Zugriffsgeschwindigkeit haben binäre 
Dateiformate deutliche Vorteile gegenüber ASCII-Da-
teien.
Aus diesen Gründen wurde Anfang der 1990er-Jahre 
das PH-spezifische Binäre Direktzugriffs Format (BDF) 
entwickelt. Darin können alle Simulations- und Analyse-
ergebnisse abgelegt werden. Die Informationen zu den 
Koordinaten sowie zur Topologie des Berechnungsgit-
ters werden allerdings in separaten Dateien vorgehal-
ten. In der BDF-Datei ist ein Verweis auf die zugehörige 
Gitterdatei enthalten. Da die Datenhaltung in BDF kno-
tenorientiert ist, müssen alle an anderen Orten vorlie-
genden Daten (Kante, Zelle) vor ihrer Speicherung in 
BDF auf die Knoten interpoliert werden.
Zukünftig soll das international weit verbreitete binäre 
Dateiformat NetCDF (Unidata, 2015) das neue Rückgrat 
zur Speicherung von binären Daten werden. Im Ge-
gensatz zu BDF können Daten für beliebige Positionen 
(Knoten, Kante, Zelle) zusammen mit den jeweiligen Ko-
ordinaten und Informationen zur Topologie des Berech-
nungsgitters in einer Datei abgelegt werden. Hierdurch 
werden mögliche Inkonsistenzen sicher vermieden, die 
durch eine Speicherung zusammengehörender Infor-
mationen in verschiedenen Dateien entstehen können. 
Ein weiterer Vorteil von NetCDF besteht darin, dass 
die Daten plattformunabhängig abgelegt sind, sodass 
sie überall gelesen und geschrieben werden können. 
NetCDF Implementierungen für verschiedene Rechner-
plattformen sind frei verfügbar. Eine Online-Kompressi-
on von Daten wird ebenfalls unterstützt. Hierdurch wird 
der erforderliche Plattenplatzbedarf schon zur Laufzeit 
der Anwendung minimiert. 
Die Umstellung der zu PH gehörenden Anwendungen 
auf NetCDF ist derzeit noch nicht vollständig abge-
schlossen.
4.3 Metadaten
Meta data
Die Verwendung einheitlicher Metadaten erlaubt den 
Anwendungen eine flexible Reaktion auf die vom An-
wender bereit gestellten Daten (Erkennen der physika-
lischen Größe, Ort und Zeit, physikalische Einheit, in-
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tensive oder extensive Größe). Metadaten sind daher 
eine wichtige Voraussetzung der generischen Code-
Entwicklung.
Für die in BDF abgelegten Daten wurde bisher ein ei-
gener Satz von Metadaten verwendet. Mit Übergang zu 
NetCDF werden UGRID CF Metadaten benutzt (Signell 
und Snowden, 2014; UGRID Conventions, 2016). Für 
eine geophysikalische Variable wie den Wasserstand 
werden typischer Weise folgende Metadaten genutzt: 
Bezeichnung; physikalische Einheit; Wert zum Kenn-
zeichnen ungültiger Daten; Bedeutung der Variable 
bzgl. der Dimensionen Zeit und Ort zur Unterscheidung 
von intensiven und extensiven Größen; beigeordnete 
Gewichte (Volumen, Fläche, Länge); Koordinatenvariab-
len; Hinweise auf Position (Knoten, Kante, Zelle) im Git-
ter; zugehöriges Gitternetz; Koordinatentransformation. 
Daneben existieren globale Metadaten, die für den ge-
samten Dateiinhalt gelten: Universal Unique Identifier 
(UUID); Erzeugungsdatum der Datei; Geschichte der 
Datengenese; Zeitraum verfügbarer Daten; Umran-
dungspolygon. Die UGRID CF Metadaten werden in Zu-
sammenarbeit mit Deltares (Delft) verwendet. 
5 Qualitätssicherung
Quality assurance
5.1 Laufzeit-Checks
Runtime checks
Im Code aller PH-Anwendungen werden in der Start-
phase umfangreiche Tests ausgeführt, mit deren Hilfe 
die Konsistenz der aus verschiedenen (Daten-) Quellen 
zusammengeführten Informationen sichergestellt wird. 
Zunächst werden alle vom Anwender in der Eingabe-
steuerdatei gemachten Angaben überprüft (Paket DIC_
IO). Danach werden die Inhalte der vom Anwender spe-
zifizierten Dateien auf Eignung (Zeitraum, physikalische 
Größe, Ort) kontrolliert. Diese Tests stellen sicher, dass 
eine Anwendung nur mit sinnvoll zusammenpassenden 
Daten ausgeführt werden kann. 
Im Fehlerfall erhält der Anwender eine lesbare und (hof-
fentlich) verständliche Fehlermeldung. Die Program-
mausführung wird beendet. Mit diesen Informationen 
ist der Anwender zumeist selbstständig in der Lage, die 
Ursache für den Abbruch des Programmlaufes zu be-
seitigen. 
5.2 Versionskontrolle
Version control
Alle in PH abgelegte Software unterliegt der Versions-
kontrolle. Frühere Zustände lassen sich ebenso wie 
Unterschiede zwischen verschiedenen Versionen je-
derzeit rekonstruieren. Zusätzlich enthalten die freige-
gebenen ausführbaren Anwendungen (Executables) in 
ihrem Namen eine Datumsangabe. Alte Executables 
werden nicht gelöscht.
Bei lang laufenden WSV-Projekten in Zusammenhang 
mit Planfeststellungsverfahren kommt es häufig vor, 
dass frühere, teilweise mehr als 10 Jahre zurückliegen-
de Simulationsrechnungen, wiederholt oder ergänzt 
werden sollen. PH gewährleistet, dass dies möglich ist.
5.3 Vier-Augen-Prinzip
Two-man rule
Vor Veröffentlichung eines neuen Executables werden 
die Ergebnisse der neuen Version mit denen früherer 
Versionen verglichen. Bei komplexeren Änderungen 
werden i. d. R. verschiedene Mitarbeiter gebeten, eini-
ge ihrer früheren Anwendungsrechnungen mit der neu-
en Version vor Installation derselben zu wiederholen. 
Das praktizierte Vier-Augen-Prinzip reduziert die Wahr-
scheinlichkeit, dass Fehler unentdeckt bleiben, indem 
die zur Installation anstehende Version in verschiede-
nen Nutzungsszenarien erprobt wird.
5.4 Null Toleranz gegenüber Fehlern
Zero error tolerance
Das wichtigste Prinzip nach Freigabe einer Anwendung: 
Keine Toleranz gegenüber (bekannten) Fehlern. Jeder 
Fehler wird eliminiert. Je nach Schweregrad und Kon-
sequenzen wird mit der Suche nach den Ursachen und 
deren Behebung unverzüglich begonnen. Die nachteili-
gen Auswirkungen für WSV-Projekte bleiben damit auf 
das unvermeidbare Minimum beschränkt. Die meisten 
Fehler können innerhalb von 1 bis 3 Tagen eliminiert 
werden. 
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5.5 Verarbeitungsgeschichte von Daten
Data processing history
Die in einer Datei liegenden Daten haben typischer Wei-
se eine Verarbeitungsgeschichte. Beispiel: Zunächst 
werden Daten von einem Simulationsprogramm er-
zeugt; danach werden sie von einem Analyseprogramm 
weiterverarbeitet; schließlich werden noch Differenzen 
zu einem anderen Datensatz gebildet. 
In UGRID CF NetCDF Dateien wird die Verarbeitungs-
geschichte in den Metadaten festgehalten. Hierfür wird 
das CF History-Attribut benutzt, dem bei jedem Verar-
beitungsschritt ein neuer Eintrag hinzugefügt wird. Je-
der Eintrag enthält folgende Angaben: 
 • Datum und Uhrzeit der Ausführung der Anwendung, 
 • Name des Executables und 
 • Name der Eingabesteuerdatei. 
Mit diesen Angaben kann der Nutzer der Daten die Ent-
wicklungsgeschichte des Datensatzes in groben Zügen 
nachvollziehen. Insbesondere sind ihm die zur Erzeu-
gung und Weiterverarbeitung der Daten benutzen Pro-
grammversionen bekannt. Zukünftig sollen auch Me-
tadaten des BAW-Projektes „Datenmanagement und 
Qualitätssicherung“ (DMQS) unterstützt werden.
5.6 Eingabesteuerdatei
Input data file
Die meisten der zu PH gehörenden Anwendungen er-
fordern für ihre Ausführung keine interaktive Wechsel-
wirkung mit dem Anwender. Typischer Weise stellt der 
Anwender eine ASCII-Eingabesteuerdatei zur Verfü-
gung, in der alle für die Programmausführung erforder-
lichen Angaben abgelegt sind. Damit ist die Eingabe-
steuerdatei zugleich eine Art Protokoll und somit auch 
ein Element der Qualitätssicherung.
Darüber hinaus erleichtern Eingabesteuerdateien die 
Wiederholung eines Programmlaufes mit identischen 
oder unterschiedlichen Daten. Sie leisten damit einen 
positiven Beitrag zur Arbeitseffizienz.
5.7 Erfahrungstausch mit Dritten
Know-How transfer with third parties
Regelmäßig nehmen im Umfeld von PH tätige Mitar-
beiter an dem International UnTRIM User Meeting teil, 
welches seit 2003 jährlich stattfindet. Zu diesen Tref-
fen kommen UnTRIM-Anwender aus Nordamerika und 
Europa sowie verschiedene Experten für numerische 
Methoden der Universitäten Trient, Delft und München 
zusammen. Die Mischung der Teilnehmer stellt sicher, 
dass lebhaft (auch) über modellübergreifende Themen 
diskutiert wird und „Selbstbeweihräucherung“ keine 
Rolle spielt. 
Verschiedene Mitarbeiter nutzen darüber hinaus die 
jährlich an der Universität Trient stattfindende zweiwö-
chige Winter School on Numerical Methods als Weiter-
bildung über die Grundlagen der numerischen Model-
lierung.
Zusätzlich bestehen regelmäßige Kontakte zu Mitarbei-
tern von Deltares (Delft), insbesondere bezüglich der 
HN-Verfahren Delft3D und DFlow FM sowie UGRID CF 
NetCDF Dateien.
6 Information der Nutzer
User information
6.1 BAWiki
BAWiki
Alle zu PH gehörenden Anwendungen sind in dem 
BAWiki dokumentiert (http://wiki.baw.de). Auf diese 
Informationen kann auch aus dem Internet zugegrif-
fen werden. Die Informationen liegen in Deutsch und 
Englisch vor. Die Funktionalität jeder Anwendung wird 
kurz beschrieben. Verknüpfungen zu Vor- und Nach-
laufprogrammen sind vorhanden. Ebenso Verknüpfun-
gen zu den wichtigsten von der Anwendung benutzten 
Dateiformaten. Die Ansprechpartner für das Programm 
werden genannt. Darüber hinaus enthält das BAWiki 
Informationen zu übergeordneten Themen wie z. B. 
„Mathematische Verfahren“ oder „Analyse von Berech-
nungsergebnissen“. 
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6.2 Muster-Dateien
Template files
Um ein PH-Programm anwenden zu können, wird 
i. d. R. eine vom Anwender auszufüllende Steuerda-
tei benötigt. Zu jedem Anwendungsprogramm stehen 
hierfür BAW-intern Musterdateien zur Verfügung. Da-
rin werden der Aufbau der Datei und die Bedeutung 
der einzelnen Abschnitte (Block, Key) sowie Einschrän-
kungen beschrieben. Mit einer Kopie der Musterdatei 
kann der Anwender diese lokal seinen Bedürfnissen 
anpassen.
6.3 Info-E-Mail
Informative e-mail messages
Über neue Programme und neue Versionen werden 
alle PH-Anwender via E-Mail benachrichtigt (Info-E-
Mail). Diese informieren insbesondere über funktionale 
Erweiterungen oder die Beseitigung von Fehlern und 
deren Konsequenzen für früher mit dem Programm er-
zeugte Ergebnisse. 
Alle Info-E-Mails werden auf dem (Basic Support for Co-
operative Work) BSCW-Server in dem Arbeitsbereich 
„Proghome“ archiviert. Dadurch ist es jederzeit mög-
lich, sich über die Versionsgeschichte einer Anwen-
dung zuverlässige Informationen zu verschaffen. Diese 
Informationen sind allen zugänglich, die Zugriff auf den 
Arbeitsbereich des BSCW-Servers haben.   
Ab dem 01.01.2017 wird diese Archivierung unter dem 
SAP-System AdeBA (Ablaufoptimierung durch elektro-
nische Bearbeitung von Akten) erfolgen.
6.4 TV12
TV12
In unregelmäßigen Abständen werden zu besonders 
wichtigen PH-Anwendungen Vortragsveranstaltungen 
mit Diskussion durchgeführt. Diese werden als Talk vor 
Zwölf (TV12) bezeichnet. Auf diesen Veranstaltungen 
berichten die Entwickler über neu verfügbare Funkti-
onalitäten und deren richtige Verwendung oder über 
signifikante Unterschiede zur früheren Versionen. Die 
Nutzer haben dabei die Möglichkeit zur Diskussion mit 
den Entwicklern. 
7 Eingebettete Entwicklung
Embedded development
Die Steuerung von Entwicklung und Pflege der in PH ver-
fügbaren Software findet nicht in einer separaten Orga-
nisationseinheit (Referat, Abteilung), sondern in der PH-
Arbeitsgruppe (PH-AG) statt. Die PH-AG besteht aus 10 
bis 12 Mitarbeitern der Referate Ästuarsysteme I & II. Der 
überwiegende Teil dieser Mitarbeiter ist sowohl in WSV-
Projekten als auch in PH-Projekten involviert. Hierdurch 
ergibt sich eine gute Verknüpfung von Anwendung und 
Entwicklung der PH-Software. Die PH-AG ist ein Beispiel 
für eingebettete Pflege und Entwicklung von Software. 
Der durchschnittlich zu leistende Zeitaufwand für Pfle-
ge, Entwicklung und Dokumentation beträgt im Mittel 
drei Personaljahre im Arbeitsjahr (ermittelt auf Basis 
der Jahre 2007 bis 2015). Hinzu kommen Zeiten für 
größere Neu- oder Weiterentwicklungen, die in sepa-
raten Forschungs- und Entwicklungsprojekten der BAW 
durchgeführt werden.
7.1 PH-Arbeitstreffen
PH workshops
Wichtigste Einrichtung zur Steuerung der Entwicklung 
sind PH-Arbeitstreffen, die im zweimonatlichen Turnus 
stattfinden. An diesen Veranstaltungen nehmen alle 
Mitglieder der PH-AG sowie weitere Unterstützer und/
oder Interessierte teil. Die Mitglieder informieren sich 
gegenseitig über abgeschlossene und beraten über an-
stehende Arbeiten. Die Ergebnisse der Treffen werden 
protokolliert und auf dem BSCW-Server archiviert (ab 
dem 01.01.2017 unter AdeBA).
7.2 Weitere Besprechungen
Additional meetings 
Wenigstens einmal im Jahr nehmen die Leiter der Refe-
rate Ästuarsysteme I und II sowie der Abteilungsleiter 
Dienststelle Hamburg (DH) an einem PH-Arbeitstreffen 
teil. Bei dieser Gelegenheit können die Referatsleiter 
über ihre Anforderungen an die weitere Entwicklung 
von PH berichten. Diese fließen in die Aufgabenliste 
der PH-AG ein. Deren Mitglieder geben bei dieser Zu-
sammenkunft eine Übersicht der wichtigsten im vergan-
genen Jahr abgeschlossenen sowie noch laufenden 
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Entwicklungen. Dieses Treffen dient insbesondere zur 
Verständigung über mittel- und langfristig zu erreichen-
de Ziele.
Ergänzend finden in unregelmäßigen Abständen Be-
sprechungen zwischen Referatsleitern, Abteilungsleiter 
und dem Leiter der PH-AG statt. Sie dienen zur Kommu-
nikation kurzfristig erforderlicher Erweiterungen, wie sie 
im Laufe eines Jahres gelegentlich notwendig werden.
8 Entwicklungsgeschichte
History of development
In den späten 1980er- und frühen 1990er-Jahren wur-
den in der DH die bis dahin genutzten großmaßstäbli-
chen physischen (analogen) Ästuarmodelle (insbeson-
dere für Ems, Jade-Weser, Elbe) Schritt für Schritt durch 
(digitale) numerische Modelle ersetzt. Zu diesem Zweck 
mussten IT-Verfahren für Preprocessing, Simulation und 
Postprocessing entwickelt und einer zunehmend wach-
senden Gruppe von Mitarbeitern zur Verfügung gestellt 
werden.
8.1 1990 – 1999
1990 – 1999
Anfang der 1990er-Jahre wurden in der DH die HN-
Verfahren FIDIRB (Backhaus, 1982; Duwe, et al. 1983) 
und TICAD (Holz et al., 1981; Nitsche, 1985; Holz und 
Lehfeldt, 1989) eingesetzt. Im Mittelpunkt stand die 
Simulation der tiefengemittelten Tidedynamik (Was-
serstand, Strömungsgeschwindigkeit und Salzgehalt) 
sowie deren ausbaubedingte Änderungen durch An-
passungsmaßnahmen an verschiedenen Seeschiff-
fahrtsstraßen. Die Anwendungen liefen auf Rechner-
systemen des Typs CADMUS des Herstellers PCS. 
Eine Vernetzung der Rechnersysteme gab es (noch) 
nicht. Daten und Programme mussten auf Disketten 
oder Magnetbändern von Rechner zu Rechner trans-
portiert werden.
Auf Grund des sehr hohen Rechenzeitbedarfs der o. g. 
Anwendungen wurde schrittweise die Hardware-Aus-
stattung verbessert. Zur Durchführung der Simulatio-
nen standen zunächst Compute-Server des Herstellers 
Alliant Computer Systems und (später) Cray Research 
zur Verfügung. Der Einstieg in diese Architektur erfor-
derte eine Parallelisierung bzw. Vektor-Parallelisierung 
der Simulationsprogramme. Zeitgleich wurde ein erstes 
Ethernet-Kabel verlegt, über das der Compute-Server 
mit den Arbeitsplatzrechnern verbunden wurde. Mit 
Verfügbarkeit des Network File Systems (NFS) der Fir-
ma Sun Microsystems stand erstmals eine komfortable 
Möglichkeit für den entfernten Zugriff auf Daten und 
Programme „über das Netz“ zur Verfügung.
In diese Zeit fällt die Einrichtung von PH. Der Name 
PROGHOME ergab sich bei der Suche nach einem 
Wurzelverzeichnis für eine PROGrammsammlung 
durch Verknüpfen mit der klassischen Bezeichnung für 
das HOME-Verzeichnis auf Unix-Systemen. So wurde 
PROGHOME zur Heimat der in der DH eingesetzten 
wasserbaulichen Software. Auch weil frühzeitig er-
kannt wurde, dass generische Anwendungen, also für 
verschiedene Modellgebiete und Modellverfahren ein-
setzbare Programme, eine notwendige Voraussetzung 
für die einheitliche, zuverlässige, reproduzierbare und 
effiziente Bearbeitung von WSV-Projekten sind. 
In den Folgejahren wurden die Anwendungen FIDISOR 
und TICAD von TRIM2D (Casulli, 1990; Cheng et al., 
1993) und TELEMAC2D (Hervouet, 2000; Hervouet und 
Bates, 2000) abgelöst. Parallel dazu wurden verschie-
dene Programme für die Analyse der Berechnungser-
gebnisse sowie zu deren Visualisierung entwickelt. Für 
die Visualisierungsmethoden wurde der erste ISO-Stan-
dard für Computergrafik Graphical Kernel System GKS 
(Hopgood et al., 1983) benutzt. Zur effizienten Speiche-
rung von Daten und Metadaten wurde das BDF Datei-
format entwickelt.
Programme und Dateien wurden als Programm- und 
Dateikennblätter auf Papier dokumentiert. Mit Verfüg-
barkeit eines lokalen WWW-Servers Mitte der 1990er-
Jahre wurden die Kennblätter in elektronischer Form 
als HTML-Dokumente aufbereitet. Diese Inhalte wur-
den einige Jahre später auf den Server der Dienststelle 
Ilmenau verlagert (heute DLZ-IT im ITZBund).
In der zweiten Hälfte der 1990er-Jahre wurde das drei-
dimensionale Verfahren TRIM3D (Casulli und Cattani, 
1994; Casulli und Stelling, 1998) in PH integriert. Damit 
konnten die für Ästuare wichtigen baroklinen Effekte in 
ihrem Einfluss auf Strömung und Transport berücksich-
tigt werden. Optional konnte auch mit nicht-hydrostati-
scher Druckverteilung gearbeitet werden. 
140 BAWMitteilungen Nr. 100 2017
Lang: PROGHOME – Software für Anwendungen im Küstenwasserbau
Alle in dieser Zeit genutzten, von Dritten entwickel-
ten HN-Verfahren wurden in PH integriert. Auf diesem 
Wege wurde gewährleistet, dass die Ergebnisse der 
Verfahren in gleicher Weise weiter verarbeitet werden 
konnten. Für jedes WSV-Projekt konnte dasselbe Leis-
tungsspektrum bei Analyse und Visualisierung angebo-
ten werden.
Die zu PH gehörende Software wurde in dieser Zeit in 
FORTRAN77 geschrieben. Ende der 1990er-Jahre wur-
den erste Experimente mit Fortran 90 durchgeführt.
Über Highlights aus PH wurde in den Jahren 1992 bis 
2003 in der DH-internen Zeitschrift Supercomputing 
News (SCN) berichtet, die vierteljährlich herausgege-
ben wurde.
8.2 2000 – 2009
2000 – 2009
In dieser Dekade wird die dreidimensionale Simulation 
der Tidedynamik Schritt für Schritt zum Standard bei 
der Bearbeitung von WSV-Projekten. Das HN-Verfah-
ren TRIM3D wurde durch UnTRIM (Casulli und Walters, 
2000; Casulli und Zanolli, 2002) ersetzt. Hiermit war 
auch ein Übergang von strukturierten zu unstrukturier-
ten Gitternetzen verbunden. Zur Unterstützung von Un-
TRIM wurde daher die Firma Smile Consult (Hannover) 
mit der Entwicklung des Gitternetzgenerators JaNET 
beauftragt. 
Weitere physikalische Prozesse werden seit dieser Zeit 
bei der Simulation berücksichtigt. So wurde als See-
gangsmodell das K-MODELL (Schneggenburger et al., 
2000) in Kooperation mit dem Helmholtz-Zentrum Geest-
hacht (HZG) in PH integriert. Für die morphodynamische 
Simulation wurden SEDIMORPH (Malcherek et al., 2005; 
Weilbeer, 2008) und DREDGESIM (Maerker, 2013) in Zu-
sammenarbeit mit der UniBW München entwickelt.
Um die mit Fortran 90 sowie Fortran 95 verfügbaren 
Möglichkeiten optimal nutzen zu können wurde von der 
PH-AG ein Konzept für neu zu entwickelnde Software 
entworfen. Die wesentlichen Gedanken dieses Konzepts 
wurden in den Abschnitten 3 und 4 vorgestellt. Die Ver-
wendung von Modulen, Paketen und externen Schnitt-
stellen in Verbindung mit einer Basisbibliothek sind bis 
heute Grundlage der Softwareentwicklung in PH. 
Als alternatives, international weit verbreitetes HN-Ver-
fahren wurde Delft3D (Roelvink und Van Banning, 1995) 
beschafft und an die in PH gebräuchlichen Dateiforma-
te angeschlossen. WSV-Aufgaben können somit auch 
parallel mit verschiedenen Simulationsverfahren unter-
sucht werden. 
Die Hardware-Ausstattung wurde im Fünf-Jahres-
Rhythmus immer wieder erneuert. Im Grundsatz blieb 
es bei der in den 1990er-Jahren gefundenen Arbeits-
teilung: Auf einem zentralen Compute-Server laufen die 
Anwendungen mit hohem CPU-Zeitbedarf (Simulation, 
Analyse). Auf lokalen Arbeitsplatzrechnern, heute kom-
binierte Windows-/Linux-PCs, werden Teile des Pre- 
und Postprocessings abgewickelt. Für den Umstieg auf 
Linux-PCs wurde GKS nach Linux portiert.
8.3 2010 – heute
2010 – today
Anfang des Jahres 2010 ging ein neuer WWW-Auftritt 
der BAW in Betrieb. Bei dieser Gelegenheit wurden alle 
PH-spezifischen Inhalte aus dem Content Management 
System (CMS) des WWW-Servers in das BAWiki über-
führt. Seither stehen die für PH relevanten Informatio-
nen in einer zeitgemäßen, pflegeleichten Form zur Ver-
fügung.
Das mathematische Verfahren UnTRIM2 (Casulli, 2009; 
Casulli und Stelling, 2011; Sehili et al., 2014) wurde als 
Nachfolger von UnTRIM in PH integriert. UnTRIM2 er-
möglicht die Verarbeitung subgridskaliger Topografie 
(Variation der Topografie unterhalb der Auflösung des 
Berechnungsgitters) und in den Wasserkörper einge-
tauchter Objekte. In diesem Zusammenhang wurde die 
Firma Smile Consult (Hannover) mit einer Erweiterung 
des Gitternetzgenerators JaNET beauftragt. 
Zur Erweiterung des Gültigkeitsbereichs der verfüg-
baren Simulationsverfahren wurde DELWAQ (Postma, 
1989) als Modell zur Simulation der Wasserqualität 
mit UnTRIM2 verknüpft. Darüber hinaus wurde mit der 
Erprobung des HN-Verfahrens DFlow FM begonnen 
(Jagers et al., 2014).
Zukünftig werden Simulations- und Analyseergebnis-
se in UGRID CF NetCDF Dateien gespeichert. Für den 
Übergang von BDF nach UGRID CF NetCDF werden 
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die Simulationsverfahren sowie wichtige Postprocesso-
ren schrittweise für UGRID CF NetCDF ertüchtigt. Einige 
der vorhandenen Anwendungen müssen dabei einem 
Re-Engineering unterzogen werden.
9 Beispiele
Examples
9.1 Sicherheit und Effizienz
Safety and efficiency
Die Leistungsfähigkeit der in PH enthaltenen Software 
sei an folgendem Beispiel skizziert: Bei einer Simulati-
on mit dem mathematischen Verfahren UnTRIM soll der 
zeitvariable Wind und Luftdruck über dem Modellgebiet 
berücksichtigt werden. Die hierfür erforderlichen me-
teorologischen Daten des Deutschen Wetterdienstes 
(DWD) sind in einer NetCDF Datei abgelegt. CF Meta-
daten beschreiben deren Inhalt (physikalische Größe, 
physikalische Einheit, Wind in rotierten geografischen 
Komponenten, benutztes Koordinatensystem usw.).
Um diese Daten innerhalb der Simulation verwenden zu 
können muss der Anwender ausschließlich den Namen 
der Datei in der Eingabesteuerdatei von UnTRIM ein-
fügen. Alle weiteren Schritte übernimmt die in PH zum 
Lesen der Randwerte vorhandene Software. Zunächst 
werden verschiedene Tests durchgeführt: Korrekte Da-
ten (Wind und Luftdruck) enthalten. Korrekter Zeitraum 
(Simulationszeitraum) enthalten. Liegen die Daten, nach 
geeigneter (automatischer) Transformation der Koordi-
naten, für das gesamte Modellgebiet (Gitternetz) vor. 
Danach werden termingerecht, also für die Simulations-
zeitpunkte, die erforderlichen Daten gelesen und auf 
die Orte des Berechnungsgitters interpoliert. Bei vek-
toriellen Komponenten muss ggf. auch noch eine Trans-
formation aus dem rotierten geografischen System in 
die Windkomponenten Nord und Ost durchgeführt wer-
den.
In dieser Situation kann der Anwender nichts falsch ma-
chen. Alle erforderlichen Tests und Transformationen 
erfolgen (für ihn) unsichtbar im Hintergrund. Die PH-
Software garantiert die korrekte Verwendung der Daten 
und verbessert damit Sicherheit und Arbeitseffizienz. 
9.2 Einheitliches Postprocessing
Unified post-processing
Verschiedene Simulationsprogramme legen ihre Ergeb-
nisse an den jeweils originalen Positionen (Knoten, Kan-
te, Zelle) in UGRID CF NetCDF Dateien ab. Mehrere der 
in PH verfügbaren Postprocessoren sind in der Lage, 
diese Daten an den originalen Positionen, also unver-
fälscht, weiter zu verarbeiten. 
Unter Verwendung von NetCDF als Träger der Daten 
und UGRID CF als Metadatenstandard können alle Si-
mulationsergebnisse ohne weitere Kompromisse in 
gleicher Weise verarbeitet werden. 
Dies ist heute für die Anwendungen UnTRIM und Un-
TRIM2 (inklusive der Pakete SEDIMORPH und K-Modell) 
sowie DELWAQ und DFlow FM möglich. 
Eine schematische Darstellung dieses Sachverhalts ist 
in Bild 5 für die Anwendungsgebiete Aggregation, Ana-
lyse, Differenzberechnung sowie Visualisierung und 
Statistik zu sehen. 
Jedes mathematische Verfahren kann seine Ergebnisse 
im Prinzip UGRID CF konform in NetCDF Dateien ab-
legen. Die heute vorhandenen Postprozessoren sollten 
damit auch die entsprechenden Ergebnisse neuer, heu-
te noch nicht genutzter HN-Verfahren verarbeiten kön-
nen. Der Übergang zu UGRID CF NetCDF trägt dazu 
bei, dass die in die Software getätigten Investitionen 
langfristig gesichert sind.
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9.3 Naturprozesse verstehen
Understanding nature
Neben theoretischen Überlegungen sowie Beobach-
tungen (Messungen) in der Natur oder im Experiment 
stellt die numerische Simulation eine dritte Säule für 
den Gewinn von Erkenntnissen über Vorgänge in der 
Natur dar. Einer der großen Vorteile numerischer Me-
thoden besteht darin, dass mit ihnen große Mengen 
(synoptischer) konsistenter Daten (Wasserstand, Strö-
mungsgeschwindigkeit, Salzgehalt, usw.) erzeugt wer-
den können. Datenlücken, Inhomogenität der Daten, 
wie bei Messgeräten nicht unüblich, treten nicht auf. 
Durch den Einsatz geeigneter Analysemethoden (Lang, 
2003) können gezielt einzelne Aspekte der natürlichen 
Dynamik herausgearbeitet und in einer Kenngröße dar-
gestellt werden. Mit Hilfe unterschiedlicher Kenngrößen 
kann ein und dasselbe Phänomen von verschiedenen 
Seiten beleuchtet werden. 
Die Analysemethoden tragen damit sowohl zum bes-
seren Verständnis natürlicher Prozesse als auch zur 
Qualitätskontrolle und Plausibilisierung der von HN-
Verfahren erzeugten Ergebnisse bei, falls unterschiedli-
che Sichten auf dasselbe Problem ein konsistentes und 
widerspruchsfreies Bild liefern.
Bild 5:  Einheitliche Weiterverarbeitung von Daten verschiedener Simulationsverfahren unter durchgängiger Verwendung 
des UGRID CF NetCDF Datei- und Metadatenstandards. Dargestellt für Aggregation, Analyse, Differenzberech-
nung, sowie Visualisierung und Statistik von Daten. Die blauen Pfeile bezeichnen den Datenfluss.
Figure 5: Unified post-processing for different numerical models. UGRID CF NetCDF data files are used throughout for 
transport of data as well as metadata. Shown here for aggregation, analysis, computation of differences as well as 
visualization and statistics of data. Blue arrows indicate data flow.
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Dieser Aspekt soll mit Hilfe der Analysegrößen „Ken-
terpunktabstand bei Flutstromkenterung“ (siehe Bild 6) 
und „Mittlerer Energiefluss aus (Störungs-) Druckarbeit 
der Tidewelle“ (siehe Bild 7) illustriert werden. 
Für die Ästuare an der Nordsee ist allgemein bekannt, 
dass die aus der Nordsee einlaufende Tidewelle ent-
lang ihres Weges durch das Ästuar an vielen Stellen 
reflektiert wird (Wehr am Ende des Ästuars, Verände-
rungen der Breite oder Tiefe). Die lokale Tidedynamik 
ist damit das Resultat wenigstens einer einlaufenden 
und einer auslaufenden (reflektierten) Welle. Die rela-
tive Intensität von einlaufender und auslaufender Wel-
le kann u. a. an der zeitlichen Verschiebung der Flut-
stromkenterung (Kf) gegenüber dem Zeitpunkt des 
Tidehochwassers (Thw) abgelesen werden. Je größer 
der Zeitunterschied, desto schwächer die Intensität der 
reflektierten Welle. Desto kleiner der Zeitunterschied, 
umso größer die Intensität der reflektierten Welle. Für 
eine fortschreitende, nicht reflektierte Tidewelle beträgt 
der Zeitunterschied in etwa ¼ der Tidedauer, also etwas 
mehr als drei Stunden. 
In Bild 6 können wir für das Emsästuar ablesen, dass in 
dem nördlich der Ostfriesischen Inseln (Borkum, Juist, 
Norderney) liegenden Teil der Nordsee Kf teilweise um 
mehr als zwei Stunden gegenüber dem lokalen Thw 
verschoben ist. Dies lässt darauf schließen, dass die 
hier von West nach Ost fortschreitende Tidewelle nur in 
geringem Maße reflektiert wird. In einer solchen Welle 
wird Energie aber im Mittel nur in einer Richtung, der 
Ausbreitungsrichtung der Welle transportiert. In Bild 7 
können wir für diesen Teil des Modellgebiets sehen, 
dass dort die residuellen (mittleren) Energietransporte 
der Welle teilweise mehr als 50 kW m-1 betragen.
Dieses Bild ändert sich, wenn wir in das innere Ästu-
ar, in Richtung Emden blicken. Der residuelle (mittlere) 
Energietransport wird in Richtung Emden kleiner als 
20 kW m-1 (siehe Bild 7). Gleichzeitig gehen die Eintritts-
zeitdifferenzen des Kf gegenüber dem Thw auf weniger 
als 45 Minuten zurück. Beide Informationen sind kon-
sistent und deuten auf eine in diesem Gebiet deutlich 
stärkere Reflexion der Tidewelle als in dem nördlich der 
Ostfriesischen Inseln gelegenen Teil hin. Dies ist auch 
zu erwarten, da die Tidewelle im inneren Ästuar an den 
topografischen Höhenunterschieden und an den festen 
(Modell-) Rändern reflektiert wird. 
Bild 6:  Kenterpunktabstand Flutstrom (Kf) vom lokalen 
Tidehochwasser (Thw) in der Außenems.
Figure 6: Dislocation of flood slack (Kf) from local tidal high 
water in the Ems estuary.
Bild 7:  Residueller (mittlerer) Energiefluss aus (Störungs-) 
Druckarbeit der Tidewelle in der Außenems.
Figure 7: Residual (mean) energy flux due to (perturbation) 
pressure work of the tidal wave in the Ems estuary.
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10 Diskussion
 Remarks
Die Softwaresammlung PH hat maßgeblich zur erfolg-
reichen Einführung und routinemäßigen Verwendung 
numerischer Methoden in den küstenwasserbaulich 
ausgerichteten Referaten der BAW beigetragen. Mit 
Unterstützung der in PH vorhandenen Methoden konn-
ten im Laufe der Jahre 200 Gutachten, u. a. für meh-
rere Planfeststellungsverfahren an Ems, Jade-Weser, 
Elbe sowie im Nord- und Ostseeraum, erfolgreich ab-
geschlossen werden. Ca. 30 Mitarbeiter nutzen PH bei 
ihrer täglichen Arbeit.
Durch das Prinzip „Null Toleranz gegenüber Fehlern“ 
erreicht die in PH-Software einen hohen Grad an Zu-
verlässigkeit. Treten Fehler auf, so können die meisten 
davon in kurzer Zeit (1 bis 3 Bearbeitungstage) besei-
tigt werden. Negative Einflüsse auf die Bearbeitung von 
WSV-Projekten werden dadurch minimiert. Kein Projekt 
ist in den vergangenen 25 Jahren an Softwareproble-
men gescheitert. Auch in sehr lange laufenden Projek-
ten können ältere Ergebnisse reproduziert und ergänzt 
werden.
Durch die kontinuierliche Verbesserung vorhandener 
Methoden bleiben Investitionen in früher getätigte 
Entwicklungen langfristig erhalten. Das Knowhow der 
Mitarbeiter bleibt gesichert. Eine weit reichende Unab-
hängigkeit (Autonomie) von externen Lieferanten bei 
Kernkompetenzen ist gewährleistet.
Die Verwendung einheitlicher Methoden verbessert 
die interne Kommunikation und ist konform mit dem 
Leitbild der BAW: „Wir arbeiten kollegial, offen, und 
referatsübergreifend zusammen – selbstständiges 
Handeln und die Übernahme von Verantwortung wird 
gefordert und gefördert.“ Unnötige Doppelarbeit wird 
vermieden. Einheitliche Methoden sind außerdem eine 
essentielle Voraussetzung für jede erfolgreiche Quali-
tätssicherung.
Die Entwicklung der in PH abgelegten Software ist ein 
in die Referate Ästuarsysteme I und II eingebetteter 
strukturierter Prozess. Sie steht in ständigem Bezug zu 
laufenden und anstehenden Aufgaben. Damit ist PH Teil 
der Wissensallmende der BAW.
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13 Sonstige Referenzen
 Other References
Zu den im Text aufgeführten Methoden und Dateien 
aus PH finden sich auf dem BAWiki http://wiki.baw.de/ 
weitere Informationen. Als Einstieg sind insbesondere 
nachfolgend aufgezählten Seiten geeignet: 
 • Dateikennblätter http://wiki.baw.de/de/index.php/
Dateikennbl%C3%A4tter
 • Programmkennblätter http://wiki.baw.de/de/index.
php/Programmkennbl%C3%A4tter 
Von diesen Seiten aus führen Links zu allen wichtigen 
Anwendungen und Dateiformaten. 
