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Improper signaling and symbol extensions:
How far can we go with Gaussian P2P
codebooks in the interfering MAC with TIN?
Ali Kariminezhad, Anas Chaaban, and Aydin Sezgin
Abstract
Meeting the challenges of 5G demands better exploitation of the available spectrum by allowing
multiple parties to share resources. For instance, a secondary unlicensed system can share resources
with the cellular uplink of a primary licensed system for an improved spectral efficiency. This induces
interference which has to be taken into account when designing such a system. A simple yet robust
strategy is treating interference as noise (TIN), which is widely adapted in practice. It is thus important
to study the capabilities and limitations of TIN in such scenarios. In this paper, we study this scenario
modelled as Multiple Access Channel (MAC) interfered by a Point-to-Point (P2P) channel. Here, we
focus on rate maximization and power minimization problems separately. We use improper Gaussian
signaling (instead of proper) at the transmitters to increase the design flexibility, which offers the freedom
of optimizing the transmit signal pseudo-variance in addition to its variance. Furthermore, we allow
correlation among the transmitted signals over orthogonal resource basis (i.e., time or frequency) for
the purpose of optimal signaling design over the extended channel. We formulate the rate maximization
problem as a semidefinite program, and use semidefinite relaxation (SDR) to obtain a near-optimal
solution. Numerical optimizations show that, by improper Gaussian signaling the achievable rates can
be improved upto three times depending on the strength of the interfering links. Furthermore, we observe
significant benefits in power consumption by improper Gaussian signaling with symbol extensions
compared to the traditional proper Gaussian signaling. Interestingly, by minimizing sum power given
the solution of the rate maximization problem improves the energy efficiency significantly.
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I. INTRODUCTION
The continuous increase in the demand for high data rates is a challenging issue that confronts
today’s communication systems. This challenge needs to be addressed in order to enable future
systems to cope with this increasing demand. One way to tackle this problem is by allowing
shared resources, where multiple users/systems share the same spectrum in order to achieve
better performance. By allowing this paradigm of resource sharing, networks become more
heterogeneous and more interference-limited. Nevertheless, by allowing shared resources, the
performance can be better in comparison to isolating systems by allocating orthogonal resources.
This follows since the negative impact of interference can be overcome by the positive impact
of increased bandwidth if the transmission is designed properly. As an example, we can think
of a primary cellular network sharing resources with another system such as a Device-to-Device
(D2D) communication system, a small cell [1], or more generally a secondary cognitive radio [2].
Fig. 1 depicts a scenario with both D2D nodes and a small cell sharing resources with a cellular
network operating in uplink phase.
In this paper, we focus on this aspect in a cellular uplink with shared resources. Namely,
we study a network consisting of a MAC sharing its resources with a P2P channel referred
to as the partial interfering multiple access channel (PIMAC) as depicted in Fig. 2, [3]–[7].
As stated earlier, the P2P channel can represent an underlay cognitive system, a pair of D2D
communicating devices, or a small cell. Here, the P2P channel is active only if it does not
deteriorate the QoS of the primary MAC users [8]–[10].
To guarantee good performance, the receivers can employ different interference management
strategies. The receivers can either decode interference and subtract it from the received signal
to extract the intended signal [5], [11], or simply treat this interference as noise, (TIN) [12].
Interestingly, TIN was shown to be optimal for the two-user interference channel (IC) under
certain conditions [13], [14]. Optimality conditions of TIN in the PIMAC were investigated
in [15] where the constant-gap optimality of TIN is studied. We focus on TIN due to its practical
simplicity, robustness, and good performance in many practical scenarios.
January 9, 2018 DRAFT
3Fig. 1: Multiple access channel interfered by communication in a small cell (in yellow) or by a Device-to-Device
communication (in red).
In this work, we consider a generalized version of TIN which incorporates improper Gaussian
signaling [16], [17] instead of the classical proper Gaussian signaling. Compared to proper
signaling, improper signaling enables improving the achievable rates of the PIMAC since it
enjoys the additional freedom of designing the pseudo-variance in addition to the variance of
the transmit signal. For instance, improper signaling was proposed in [18] as a means to improve
the Degrees of Freedom (DoF) in the 3-user Interference Channel (IC). In comparison, for the 2-
user IC improper signaling does not enhance the DoF, yet improper signaling is useful in the low
and moderate SNR (signal to noise power ratio) regime, as it improves the signal-to-interference-
plus-noise ratio (SINR) as shown in [19], [20]. In these papers, the authors show that the rate
region of the 2-user IC is improved by Gaussian improper signaling compared to Gaussian proper
signaling. The PIMAC considered here can be seen as a generalization of the elemental 2-user
IC. For instance, using Time Division Multiple Access (TDMA) for the MAC users, the PIMAC
can be viewed as a set of separate ICs. Instead of TDMA, in this paper we focus on the general
scenario where the users are allowed to simultaneously share the spectrum. The achievable rate
tuples of the network are to be determined under this consideration. To this end, we utilize the so-
called rate-profile method proposed in [21] to characterize the Pareto boundary of the achievable
rate region. Herein, the Pareto boundary defines the frontier of the achievable rate region, where
an increment in the rate of one user inevitably coincides with a decrement in the rate of at least
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method is non-convex. To overcome this problem, we reformulate the optimization problem as a
semidefinite program (SDP) with rank constraints. The reformulated problem is non-convex due
to the rank constraints which are then relaxed. The semidefinite relaxation (SDR) is then solved
efficiently by interior point methods (i.e., barrier methods [22]). Note that, the optimal solution
of SDR may not satisfy the rank constraints of the original problem and we need to determine
an approximate solution by the so-called Gaussian randomization process [20]. By numerical
evaluation, we demonstrate that under both weak and strong interference, improper signaling
improves the Pareto boundary compared to proper signaling. This improvement becomes more
apparent when the interference gets stronger.
Characterizing the rate region of a network can not answer all the questions of the network
operator. A similar interesting question is to quantify the power requirements under quality-of-
service (QoS) constraints. Since the Pareto boundary of the rate region specifies the optimal
achievable rate tuples given certain power constraints, there might be several power tuples
that provide the same rate tuple on the Pareto boundary. Hence, studying the optimal power
allocation for a given rate tuple on the Pareto boundary is of crucial importance. Thus, we
consider sum power minimization under QoS constraints, where the QoS is represented by
either signal-to-interference-plus-noise ratio (SINR) or rate demands. To proceed with the power
minimization problem, we reformulate the complex-valued SISO system model as a real-valued
MIMO. Then, we compare the minimum sum power that satisfies the target QoS for various
transmission strategies (proper and improper Gaussian signaling) with different complexities.
Motivated by cognitive radio networks for optimal resource allocation for the secondary system
while satisfying the demands of the primary system, we also investigate the best performance
of the P2P channel (considered as a secondary system) when imposing QoS constraints on the
MAC (primary system). Having the optimal achievable rate tuples by the relevant optimization
problem which characterizes the Pareto boundary and then minimizing the sum power for given
achievable rate tuples (a point on the boundary), an energy efficient communication system can
be designed. For this purpose, we highlight the benefits of improper Gaussian signaling over an
extended symbol compared to proper Gaussian signaling for an energy efficient communication in
PIMAC with TIN. Symbol extensions can be realized in the systems with large-enough coherence
time, which allows multiple symbols to be precoded jointly. Hence, improper Gaussian signaling
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For energy efficiency, we address the following questions that need to be applied successively.
• How much can the rate region be enlarged for the secondary user by improper signaling
while satisfying primary users’ QoS demands?
• How much extra power can be saved by improper signaling over an extended symbol for
any given rate tuples on the Pareto boundary?
In this paper, we provide solutions for Pareto boundary characterization and sum power min-
imization problems separately. Later on, in section V we discuss the benefits of successive
optimization. Furthermore, we propose a joint transmission and reception scheme for a channel
with coherence-time several times longer than the symbol duration. For this model, we analyse
a strategy based on improper Gaussian signaling, joint beamforming over temporal dimensions
(multiple channel uses), successive decoding and TIN. By optimizing the beamformers of the
transmitters, we show that improper Gaussian signaling with symbol extensions can save in
transmit power while still meeting the QoS constraints.
A. Notation
Throughout the paper, we represent vectors in boldface lower-case letters while the matrices
are expressed in boldface upper-case. Tr(A), |A|, AH , A∗, AT represent the trace, determinant,
hermitian, complex conjugate and transpose of matrix A, respectively. In denotes the identity
matrix of size n. The notation ⊗ represents Kronecker product between two matrices.
B. Organization
The system model and the related assumptions are presented in Sec. II. In Sec. III, the
rate maximization problem is addressed, with which the Pareto boundary of the rate region
is determined. Sec. IV considers power minimization under QoS constraints, and with different
receiver structures. The results are evaluated numerically in Sec. V, and we conclude the paper
in Sec. VII.
II. SYSTEM MODEL
The system under investigation, consists of a cellular system operating in the uplink which
shares spectrum with a P2P channel. This is modelled as a J-user PIMAC, consisting of a MAC
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wJ−1 → xJ−1
wJ → xJ
(x1, ..., xJ−1)→ (w1, ..., wJ−1)
xJ → wJ
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−1
)
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h
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h
22
h2(J−1)
h 1J
Fig. 2: A Partial Interference Multiple Access Channel (PIMAC). The transmit signals xj are a function of the
messages wj which are the realizations from the Gaussian codebook.
with J − 1 users and a P2P channel. The input-output relation at any given transmission instant
can be written as
y1 =
J−1∑
j=1
h1jxj
︸ ︷︷ ︸
desired signal
+ h1JxJ + z1︸ ︷︷ ︸
interference + noise=s1
, (1)
y2 = h2JxJ︸ ︷︷ ︸
desired signal
+
J−1∑
j=1
h2jxj + z2
︸ ︷︷ ︸
interference + noise=s2
, (2)
where hij denotes the complex-valued channel from the jth transmitter to the ith receiver, zi
represents zero-mean additive white Gaussian noise with variance σ2, i.e., zi ∼ CN (0, σ2),
xj ∈ C stands for the complex transmit signal from the jth transmitter and yi is the received
signal at the ith receiver. The transmit signals satisfy a power constraint E[|Xi|2] ≤ Pi. We
assume that transmitter i encodes an independent message of rate Ri, and transmits it over the
shared medium. The MAC users communicate with their receiver (a base station (BS)), which
receives interference from the P2P channel transmitter, and similarly, the P2P communication
observes interference from the MAC users. Note that, the interference-plus-noise terms at the
first and second receivers are denoted by s1 and s2, respectively. In what follows, we focus on
J = 3 for clarity in representation, and we comment on the general case (J > 3) in section VI.
To accomplish this transmission, the following transmission/reception schemes are considered
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7(listed in increasing order of complexity)
I. Transmission:
a) Proper Gaussian signaling,
b) Improper Gaussian signaling, and
c) Improper Gaussian signaling and beamforming over temporal dimensions (symbol ex-
tension).
II. Reception:
a) Scalar-based parallel decoding,
b) Scalar-based successive decoding (SD),
c) Vector-based SD, and
d) Vector-based SD and time sharing (TS) between decoding orders.
It is important to note here that parallel decoding where the massages are decoded independently
and in parallel is the least complex. Decoding the desired massages successively is more complex,
but brings rate and power gains in return.
We assume that each transmitter uses improper Gaussian as input distribution. In order to
highlight the performance improvement by using improper Gaussian signaling, we compare
different combinations of the transmitter and receiver schemes from rate and power perspectives.
We start by studying the problem from a rate maximization perspective.
III. RATE MAXIMIZATION
Assuming that the receivers treat interference as noise (TIN), and that the MAC receiver uses
a MAC-optimal decoding strategy (such as successive decoding combined with time-sharing),
we can express the achievable rates of the MAC users as the set of (R1, R2) bounded by [23]
R1 ≤ I(X1; Y1|X2), (3)
R2 ≤ I(X2; Y1|X1), (4)
R1 +R2 ≤ I(X1, X2; Y1), (5)
where I(Xi; Y1|Xj) is the mutual information between Xi and Y1 given Xj , and I(X1, X2; Y1)
is the mutual information between (X1, X2) and Y1. The third user (P2P user) achieves the
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8following rate by TIN
R3 ≤ I(X3; Y2). (6)
Assume that all users in the PIMAC generate their transmit signals from a Gaussian codebook.
A Gaussian random variable (RV) is completely characterized by the first-order and second-order
moments. The variance of X can be expressed as CX = E[XX∗], and it completely characterizes
the second-order moment of the complex Gaussian RV if and only if it is proper [16]. The main
idea of improper signaling is to allow non-equal power allocation over the real and imaginary
components and allow them to be correlated. The variance in this case does not characterize the
second-order moment thoroughly since it does not capture the real-imaginary correlation. Instead,
the second-order moment is described by the augmented covariance matrix defined next.
Definition 1 ( [16]). The second-order moment of an improper Gaussian RV X is described by
the augmented covariance matrix
CˆX =

CX C˜X
C˜∗X CX

 , (7)
where, C˜X = E[XX ] is the pseudo-variance of X .
By defining the second-order moment of the improper Gaussian random variable, the entropy
is defined as,
Definition 2 ( [16]). The entropy of an improper Gaussian RV X is
h(X) =
1
2
log((2πe)2|CˆX |). (8)
The mutual information terms mentioned above can be recast as the subtraction of two entropy
terms. Knowing the entropy of an improper Gaussian random variable from (8), we can state
the following for the P2P user,
R3 ≤ I(X3; Y2) = h(Y2)− h(Y2|X3)
=
1
2
log
|Cˆy2|
|Cˆs2|
=
1
2
log
C2y2 − |C˜y2|2
C2s2 − |C˜s2|2
= L3, (9)
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the transmitter and TIN at the receiver. For the MAC users, the achievable rates using improper
signaling can be written similarly as
R1 ≤ 1
2
log
C2y12 − |C˜y12 |2
C2s1 − |C˜s1|2
= L1, (10)
R2 ≤ 1
2
log
C2y11 − |C˜y11 |2
C2s1 − |C˜s1|2
= L2, (11)
R1 +R2 ≤ 1
2
log
C2y1 − |C˜y1|2
C2s1 − |C˜s1|2
= L4, (12)
where, yij = yi − hijxj and Cs1 ,Cˆs1 , Cs2 , Cˆs2 are the variance and pseudo-variance of the
expressions in (1), (2). The variables L1, L2, L3 and L4 are defined for future use in the upcoming
optimization problems.
Note that if the P2P user is silent, the system reduces to a Gaussian MAC channel, for which
the capacity region can be achieved by proper Gaussian signaling [23]. If the P2P user is active
however, the achievable rate region of the MAC shrinks. It is interesting to quantify this trade-off
between R3 and the set of achievable rates (R1, R2). This can be done by studying the Pareto
boundary of the achievable rate region.
To characterize the Pareto boundary of the rate region, consider a sum rate RΣ(α) with
α = [α1, α2, α3] ∈ [0, 1]3 such that
∑3
j=1 αj = 1, so that the users’ achievable rates can be
expressed as
Rj = αjRΣ(α). (13)
The vector α is called the target rate-profile vector. By scanning through feasible rate-profile
vectors and maximizing RΣ(α), we acquire the complete Pareto boundary of the rate region
[21].
Having defined all the necessary quantities, we can formulate the sum rate maximization
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problem in a particular scanning direction (i.e., target rate-profile vector) as follows:
max
Cxj ,C˜xj ,j∈J
RΣ(α) (14)
s.t. αqRΣ(α) ≤ Lq, ∀q ∈ J ∪ {4}, (14a)
0 ≤ Cxj ≤ Pj, ∀j ∈ J , (14b)
|C˜xj |2 ≤ C2xj , ∀j ∈ J , (14c)
where, J = {1, 2, 3} is the set of all transmitters and α4 = α1 + α2 is defined in order to fit
(12) into (13). The variables Lq, ∀q are the functions of Cxj , C˜xj , j ∈ J and are defined in
(9)-(12). Transmission power is constrained by (14b), and the constraint (14c) ensures that the
augmented covariance matrix is positive semidefinite [16].
Assuming that the optimal value of (14) is R∗Σ(α) for a given α, the corresponding Pareto-
optimal rate tuple is αR∗Σ, which is the intersection of the rate region Pareto boundary with the
ray in the direction of α.
Merging the constraints (14a) into the objective function, problem (14) can be expressed as a
maximization problem with a weighted Chebyshev objective function [24],
max
Cxj ,C˜xj ,j∈J
min
q∈J
Lq
αq
(15)
s.t. 0 ≤ Cxj ≤ Pj, ∀j ∈ J , (15a)
|C˜xj |2 ≤ C2xj , ∀j ∈ J . (15b)
Problem (15) is non-convex. This can be seen by replacing Lq, ∀q with the expressions in (9)-
(12). To obtain a reliable sub-optimal solution of this problem, it can be alternatively written
as a SDP with rank constraints by means of some vector definitions. The rank constraints are
then relaxed to obtain a relaxed problem (SDR). The solution of the relaxed problem is then
projected into the feasible set of the original problem. Details of this procedure are given in the
Appendix in order to maintain the reading flow.
The resulting achievable rate region enjoys the benefits of improper signaling, in the form of
an enlarged region in comparison with proper signaling. A numerical comparison is given in
Section V.
Besides enlarging the rate region, from a network operator perspective, it is interesting to
know the power required to fulfil some QoS requirements. In particular, it is interesting to see if
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QoS requirements in a cellular uplink e.g., can be met at a lower power even when the spectrum
is shared with another system. In the next section, we address this problem for different transmit
and receive strategies utilizing improper signaling.
IV. POWER MINIMIZATION
To formulate the power minimization problem in a compact view, we introduce the real-valued
representation of the complex-valued channel model given in (1) and (2). This can be done by
stacking the real and imaginary components of the complex transmit symbol xj ∈ C in a vector
as xj = [x
Re
j x
Im
j ]
T ∈ R2, where xRej and xImj represent the real and imaginary components of
xj , respectively. Thus, the real-valued equivalent of the system model is as follows:
y1 =
J−1∑
j=1
G1jxj +G1JxJ + z1, (16)
y2 = G2JxJ +
J−1∑
j=1
G2jxj + z2, (17)
where yi ∈ R2, xj and zi ∈ R2 are the received signal at the ith receiver, transmitted signal
from the jth transmitter and the receiver noise, respectively. The channel matrix Gij ∈ R2×2 is
the real-valued representation of the complex-valued channel which can be expressed as
Gij =

hReij −hImij
hImij h
Re
ij

 . (18)
By denoting the system model in real domain, the covariance matrix of xj describes its second-
order moment thoroughly.
Remark 1. In the real representation of the system, the transmit signal covariance matrix cap-
tures the power allocation for individual real streams of the signal and their correlation. Thus, by
acquiring the freedom for unequal power allocation for the real and imaginary components and
potential correlation between them, the covariance matrix of the real representation completely
characterizes the second-order moment of a Gaussian random vector.
With this representation, the complex-valued SISO PIMAC transforms to a real-valued 2× 2
MIMO PIMAC. Thus, it is required to find the optimal transmit and receive beamformings. The
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transmit signal is beamformed consequently as follows,
xj =
2∑
k=1
vjkdjk = Vjdj, (19)
where dj1 and dj2 are real information streams, di = [dj1 dj2]T , and vj1 and vj2 are the respective
beamforming vectors.
Receiver i applies a receive beamforming matrix Ui (2× 2 real-valued matrix) to obtain the
signal yˆi given by
yˆi =
J∑
j=1
UTi GijVjdj +U
T
i ni. (20)
The receive beamforming vector of receiver i ∈ I = {1, 2} which corresponds to stream k ∈
K = {1, 2} of transmitter j ∈ J is denoted by uijk, which is a column of Ui. Note that the
MAC receiver is interested in the streams of the two MAC users and needs to decode up to four
real streams in total.
Remark 2. The optimal variances and pseudo-variances (i.e., Cxj , C˜xj , ∀j) that optimize the
system performance in the complex-valued model (1), (2), correspond to a unique transmit
beamforming matrices (i.e., Vj, ∀j) in the real-valued model considering optimal receiver
beamforming matrices (i.e., Ui, ∀i) (20).
Next, we study the power minimization problem for different reception strategies.
A. Scalar-based Parallel Decoding
In this section we study a simple receiver that employs single user detection. This means that
the kth stream of the jth user is decoded while treating the interference from other streams as
noise. Thus, the signal to interference-plus-noise power ratio (SINR) for the kth stream of the
jth transmitter at the ith receiver can be written as
SINRijk =
uTijkTijkuijk
uTijkFijkuijk
, ∀{i, j} ∈ L, ∀k ∈ K, (21)
where Tijk and Fijk are the desired and interference-plus-noise covariance matrices, respectively.
The set L is the set of desired receiver-transmitter pairs, i.e., L = {{1, 1}, {1, 2}, {2, 3}}. The
desired stream covariance matrix is written as
Tijk =pjkGijvjkv
T
jkG
T
ij , ∀{i, j} ∈ L, ∀k ∈ K, (22)
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where pjk is the transmit power of the kth real stream of the jth transmitter. Given the received
signal covariance matrix at receiver i as
Ri =
3∑
l=1
2∑
m=1
plmGilvlmv
T
lmG
T
il + σ
2I2, ∀i ∈ I, (23)
we write the interference-plus-noise covariance matrix as,
Fijk =Ri −Tijk, ∀{i, j} ∈ L, ∀k ∈ K, (24)
Our goal is to minimize the transmit power while guaranteeing a certain set of SINR constraints
per stream of each user. Hence, the power minimization problem is formulated as follows
min
pjk,vjk,uik
∑
j
∑
k
pjk (25)
s.t.
uTijkTijkuijk
uTijkFijkuijk
≥ γijk, ∀{i, j} ∈ L, ∀k ∈ K, (25a)
2∑
k=1
pjk ≤ Pjmax , ∀j ∈ J , (25b)
where γijk denotes the SINR requirement for the kth stream of the jth transmitter at the ith
receiver.
The optimization problem (25) is non-convex due to constraint (25a). This constraint, which
is the quotient of two convex terms, produces a non-convex set. Due to this non-convexity, we
propose two algorithms which provide solutions that outperform state-of-the-art techniques from
a minimum power perspective, although possibly sub-optimal. One of these algorithms solves
for the beamforming vectors and the transmit power separately, and one which does this jointly.
The former has lower complexity, but is expected to be outperformed by the latter. Note that
the individual power constraints are imposed by (25b). We start with separate optimization.
1) Separate Optimization: A fairly good solution of (25) can be obtained by using the
following two steps:
(a) Optimize the transmit and receive beamforming vectors iteratively for a given transmit power
(which fulfils the power constraint), then
(b) minimize the transmit power given the sub-optimal beamformers from (a).
Next, we discuss those steps in details.
January 9, 2018 DRAFT
14
a) Beamformer Optimization: We propose an iterative algorithm which alternates between
optimizing the receive beamformers uijk and the transmit beamformers vjk while fixing the
transmission power pjk. We start with a given vjk (not necessarily optimal), for which we
choose uijk that maximizes the SINRs at the respective receivers. For this purpose, we utilize
optimal MMSE filters. The MMSE filter for the kth stream of (i, j) pair is written as
u∗ijk =
(Fijk)
−1Gijvjk
‖(Fijk)−1Gijvjk‖ , ∀{i, j} ∈ L, ∀k ∈ K, (26)
Remark 3. Minimum mean-squared error receiver is SINR-optimal among all linear receivers
for given transmit beamformer and power (i.e., vjk, pjk, ∀j, k), [25].
After choosing uijk, in order to optimize vjk, we solve the same problem for the reciprocal
network where the roles of the transmitters and receivers are switched. Hence, the SINR-optimal
transmit beamformer vjk is the MMSE filter corresponding to uijk in the reciprocal system, i.e.,
u←−
∗
jk = v
∗
jk =
(F←−ijk)−1Giju∗ijk∥∥∥(F←−ijk)−1Giju∗ijk
∥∥∥
, ∀{i, j}, k (27)
where F←−ijk is the interference-plus-noise covariance matrix in the reciprocal network.
In the next step, we return to the original network and use the vectors in (27) as the transmit
beamformers. Based on those new transmit beamformers, new uijk are computed according to
(26). This procedure is repeated iteratively as described in the following algorithm.
Algorithm 1 Beamforming optmization
1: Initialization of vjk, ∀j, k to unit-norm vectors.
2: Calculate uijk according to (26) and obtain u∗ijk.
3: Calculate vjk according to (27).
4: Repeat 2 and 3 until convergence.
Now that the transmit and receive beamforming vectors have been selected, we turn to the
second part of the optimization.
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b) Power Minimization: Given the transmit and receive beamforming vectors of each user,
we minimize the sum power as
min
pjk
∑
j
∑
k
pjk (28)
s.t.
u∗
T
ijkT
∗
ijk(pjk)u
∗
ijk
u∗
T
ijkF
∗
ijk(pjk)u
∗
ijk
≥ γijk, ∀i, k (28a)
2∑
k=1
pjk ≤ Pjmax, ∀j (28b)
which is a linear program and can be solved efficiently. Note that the SINR expressions are
functions of transmit power pjk. We would like to compare this solution with that obtained
using joint optimization of beamformers and power (see Sec. V). Next, we discuss this joint
optimization method.
2) Joint optimization Problem: We now consider joint optimization of the beamforming
vectors and the transmit power. We embed the transmit power into the transmit beamforming
vector, so that is not a unit norm vector anymore. Thus, the beamformer of the kth stream of
the jth user is given by
v
′
jk =
√
p
jk
vjk. (29)
By this definition, (22) and (23) are rewritten as,
Tijk =GijQjkG
T
ij , ∀{i, j} ∈ L, ∀k ∈ K, (30)
Ri =
3∑
l=1
2∑
m=1
GilQlmG
T
il + σ
2I2, ∀i ∈ I, (31)
where Qjk = v
′
jkv
′T
jk is the kth transmit covariance matrix of the jth user. By these definitions,
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the power minimization problem of (25) is recast as
min
Qjk ,uik
∑
j
∑
k
Tr(Qjk) (32)
s.t.
uTijkTijkuijk
uTijkFijkuijk
≥ γijk, ∀{i, j} ∈ L, ∀k ∈ K, (32a)
2∑
k=1
Tr(Qjk) ≤ Pjmax , ∀j ∈ J , (32b)
Qjk  0, ∀j ∈ J k ∈ K, (32c)
rank(Qjk) = 1, ∀j ∈ J k ∈ K, (32d)
By dropping the last constraint and fixing the receive beamforming vectors, the relaxed power
minimization problem is a SDP which can be solved efficiently. For any given receiver beamform-
ing vector (i.e., uik), Problem (32) admits rank-1 solutions for the transmit covariance matrices
(i.e., Qjk), even when constraint (32d) is dropped [26], [27]. We solve the problem iteratively
based on algorithm 2.
Algorithm 2 Joint beamforming and power optmization
1: Initialize v(0)jk , ∀j, k to unit-norm vectors.
2: Solve (26) for u∗ijk.
3: Drop constraint (32d) in (32)
4: Given u∗ijk from step 2, solve (32)
5: if Q∗jk exists (i.e., (32) is feasible), then
6: Find v(1)jk by eigenvalue decomposition of Q∗jk as v
(1)
jk = β
1
2wjk, where β and wjk are
the single eigenvalue and eigenvector of Q∗jk.
7: else
8: Choose v(1)jk from (27)
9: end if
10: Repeat the procedure from (2)-(9) until convergence.
This algorithm is also evaluated in Sec V. Next, we consider another decoding strategy at the
receivers.
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B. Scalar-based Successive Decoding
In SD, the receiver removes the contribution of the already decoded signals from the received
signal, thus reducing interference in subsequent decoding steps. For instance, given the (k−1)th
decoded desired stream of the jth user, i.e., xˆj(k−1), its interference contribution can be cancelled
from yjk. Hence, given the decoded information signals from stream 1 up to k − 1, the SINR
expression for stream k is written as
SINRijk =
uTijkTijkuijk
uTijkF
′
ijkuijk
, ∀{i, j} ∈ L, ∀k ∈ K, (33)
where
F′ijk =
3∑
l=1
2∑
m=k
plmGilvlmv
T
lmG
T
il + σ
2I2 −Tijk, (34)
=
3∑
l=1
2∑
m=k
GilQlmG
T
il + σ
2I2 −Tijk, ∀{i, j}, k. (35)
Now, the optimization of the beamformers in this case can be obtained by solving optimization
problem (32) with the SINR in (32a) replaced by (33).
Recall that the real representation of the complex SISO channel is equivalent to a 2 × 2
real MIMO setup (16)-(17). In this MIMO setup, each user can transmit 2 real streams, and
bounding the rate of each real stream individually is not optimal. Thus, instead of considering
the 2 scalar signals separately, we formulate the power minimization problem by considering
the 2-dimensional signal vector of users as described next.
C. Vector-based Successive Decoding
Using the system model in (16) and (17), the complex SISO-PIMAC becomes equivalent to
a real MIMO-PIMAC, for which the power minimization under rate constraint is a non-convex
problem. The rates
R1 =
1
2
log
|σ2I2 +
∑3
j=1G1jQjG
T
1j |
|σ2I2 +
∑3
j=2G1jQjG
T
1j |
, (36)
R2 =
1
2
log
|σ2I2 +
∑3
j=2G1jQjG
T
1j |
|σ2I2 +G13Q3GT13|
, (37)
are achievable for the MAC users by SD (i.e., successive decoding of the first message and
then the second message) and TIN, [28]. The transmit covariance matrix is denoted by Qj =
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VjE{djdTj }VTj , where Vj and dj are the transmit beamforming matrix and the codeword
symbols of the jth user, respectively. Note that σ2 is the noise variance. For the P2P user, the
following rate is achievable [28]
R3 =
1
2
log
|σ2I2 +
∑3
j=1G2jQjG
T
2j |
|σ2I2 +
∑2
j=1G2jQjG
T
2j |
. (38)
By knowing the achievable rates of the users, the sum power of the network can be mini-
mized guaranteeing certain QoS in terms of achievable rates. Therefore, the power minimization
problem can be expressed as
min
Qj ,j∈J
3∑
j=1
Tr(Qj) (39)
s.t. Rj ≥ βj, ∀j ∈ J (39a)
Tr(Qj) ≤ Pjmax, ∀j ∈ J , (39b)
Qj  0, ∀j ∈ J (39c)
where βj is the jth user rate demand.
This optimization problem is not convex due to the rate constraints (39a). This can be shown
for j = 2 as
R2 ≥ β2, (40)
log
|σ2I2 +
∑3
j=2G1jQjG
T
1j |
|σ2I2 +G13Q3GT13|
≥ 2β2, (41)
log |σ2I2 +
3∑
j=2
G1jQjG
T
1j | − log |σ2I2 +G13Q3GT13| ≥ 2β2. (42)
Since Qj is positive semidefinite, (42) is the difference of two concave functions in the cone
of positive semidefinite matrices. This constraint does not produce a convex set intrinsically. In
order to get a robust suboptimal solution, we linearise the second term in (42) which yields a
convex problem. The linearisation is based on Fenchel’s inequality for concave functions. From
the Fenchel’s inequality, we can express the following lemma, [22].
Lemma 1. For given A,B ∈ Ra×b, the function log |AXAT +BYBT + Ia| is upper-bounded
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by a linear function in X, Y as
log |AXAT +BYBT + Ia| ≤
log |Γ|+ Tr(Γ−1(AXAT +BYBT + Ia))− Tr(Ia), (43)
for all Γ ∈ Ra×a so that Γ  0. Equality holds when Γ = AXAT +BYBT + Ia.
Using Lemma 1, we linearise the second term in the rate constraint in (42) and the problem
becomes convex. Hence the left hand side of (42) can be directly written as,
log |σ2I2 +
3∑
j=2
G1jQjG
T
1j| − log |σ2I2 +G13Q3GT13|
≥ log |σ2I2 +
3∑
j=2
G1jQjG
T
1j | − log |Γ2|+ Tr(Γ2−1(σ2I2 +G13Q3GT13))− Tr(I2), (44)
for all Γ2 ∈ R2×2. The other rate expressions in (39a) can be upper-bounded analogously.
Therefore by using Lemma 1, the constraint (39a) turns into the difference of a concave function
and a linear function, which is concave. Hence, the problem can be solved efficiently.
Remark 4. Notice that for high rate demands, i.e., βj , ∀j ∈ J and random initializations of
Γj , ∀j ∈ J , the constraint set might be empty and renders the problem infeasible. The problem
can be solved if the initializations of Γj end up with a non-empty interior (if not reinitialization
is required) established by the constraints after concave function linearisation by Lemma 1.
A unit-norm initializations for Γj ends up in a feasible solution if the noise variance is chosen
arbitrarily small. Otherwise, several reinitializations are required to make the problem feasible.
Thus, problem (39) with modified rates (according to (44)) is solved for a relatively small noise
variance than the actual noise variance, i.e., by a factor γ ≫ 1. Then the optimal sum power
would be γ
∑
Tr(Qj). The resulting convex optimization problem is solved iteratively so that
the linear term approaches the concave term within an arbitrarily small ǫ, i.e.,
log |Γ2|+ Tr(Γ2−1(σ2I2 +G13Q3GT13)− Tr(I2)
= log |σ2I2 +G13Q3GT13|+ ǫ. (45)
It is important to note that, the optimal Γj ∀j, is determined based on the beamforming
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solutions in each iteration and is used in the next iteration. As an example, for R2 we get,
Γ
(t+1)
2 = σ
2I2 +G13Q
(t)
3 G
T
13, (46)
where t represents the iteration index. Note that for an initial Γj , the solution is suboptimal and
iteration over Γj guides to a more accurate solution. Algorithm 3 explains the procedure briefly,
and is evaluated in Sec. V.
Remark 5. By utilizing interior point methods, the transmit covariance matrices are optimized
(by inner-loop iteration, i.e., iterations of the interior point methods) at each outer-loop iteration
i.e., iterations described in Algorithm 3. The quality of the solutions is improved by further
outer-loop iterations (i.e., in the outer-loop iterations the non-convex set produced by (39a) is
approximated with a convex set by an arbitrary small approximation error (ǫ). This error goes
to zero as the number of iterations (t) in algorithm 3 goes to infinity).
Algorithm 3 Power minimization under rate constraint
1: σ2 ← σ2/γ, ∀γ ≫ 1
2: t = 1
3: Γ(1)j , ∀j ← unit-norm random matrices
4: Solve (39) for Q(1)j , ∀j
5: Calculate ǫ(1) from (45)
6: Determine the resolution of the solution, e.g. ǫ∗
7: while ǫ(t) ≥ ǫ∗ do
8: t = t + 1
9: Calculate Γ(t)j from (46)
10: Solve (39) for Q(t)j , ∀j
11: Calculate ǫ(t) from (45)
12: end while
13: return γ
∑
Tr(Q
(t)
j )
All the previous schemes consider the optimization of the beamformers and the transmit power
on a symbol-by-symbol basis. Next, we introduce the temporal dimension to the optimization
by considering joint transmission over multiple channel uses.
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D. Vector-based SD and Symbol Extension
In this framework, an extended symbol is a vector of multiple transmit symbols in the
coherence time of the channel. Thereby, we allow correlation not only between the real and
imaginary parts of one symbols, but also between real and imaginary parts of symbols within an
extended symbol. For such a system, we revise the model in (16) and (17) to take this symbol
extension into account. For a symbol extension of length N , the equivalent channel model is
represented as
Sij = IN×N ⊗Gij, (47)
where, Gij is the real-valued MIMO channel as in (18).
By defining the extended channel, we solve the power minimization problem under rate con-
straint. Note that the equivalent real signaling dimension changes by the factor of N . Therefore,
the dimension of optimization parameters, i.e. Qj, ∀j ∈ J , depends on the extended symbol
length. Thus, we formulate this optimization problem in a same way as (39) and solve the
problem in an iterative way by using algorithm 3. This leads to lower power requirements for
achieving the same rate, as we shall see in the next section.
V. NUMERICAL RESULTS
In this section, we examine the performance of the joint optimization procedure utilized for
optimizing the variance and the pseudo-variance of the complex improper Gaussian signals. We
consider two channel realizations in this section defined as
H =

h11 h12 h13
h21 h22 h23

 ,
Those channels are given by
H1 =

2.03e−i0.68 2.1ei2.64 3.2ei1.48
4.7ei1.97 4.5e−i0.66 2.85ei2.41

 ,
H2 =

3.2e−i0.72 2.3ei2.52 1.9ei1.35
2.8ei1.68 2.5e−i0.76 3.4ei2.23

 .
Note that H1 corresponds to a channel with strong interference, while H2 is a channel realization
with weak interference.
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(a) Channel realization H1 (strong interference).
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(b) Channel realization H2 (weak interference).
Fig. 3: Comparison of improper and proper signaling at unit maximum transmit power and unit noise variance.
The achievable rate region is depicted for the channel realizations H1 and H2 corresponding to strong and weak
interference, respectively. α3 is the target rate ratio of the P2P user.
We start by comparing the achievable rate regions using improper signaling in comparison
to proper signaling. Fig. 3 compares those rate regions for the two given channel realizations.
According to Fig. 3, in case of silent P2P communication (α3 = 0 in (13)), improper signaling
does not enlarge the achievable rate region in comparison to proper signaling. This is due to the
fact that proper signaling is optimal in the MAC, which coincides with the PIMAC with α3 = 0.
For active P2P communication, improper signaling outperforms proper signaling from the rate
region perspective. The stronger the interference channel, the higher the gain by using improper
Gaussian signaling in comparison to proper Gaussian signaling, as shown in Fig. 3. According
to Fig. 3(a) which corresponds to high interference, allocating 50% of the sum rate to the P2P
communication, improper signaling improves the sum rate of the MAC users at least three times
more than proper signaling.
Fig. 4 reflects the gain in R3 achieved by improper signaling compared to proper signaling for
equal transmission rate allocation for the users in the MAC. In this scenario, the P2P users can
be viewed as an underlay cognitive radio which is activated if the demands of the primary system
(MAC) is satisfied. According to this figure, the P2P communication can achieve significantly
high data rates by improper signaling. The users in the MAC require 50% of the overall sum
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Fig. 4: Improvement of the achievable rate of the P2P user by improper signaling. Maximum transmit signal power
and additive noise variance are set to unity.
rate. By allowing improper signaling, the secondary users (P2P) users can achieve higher rates
compared to proper signaling, while maintaining the desired QoS of the MAC users.
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(a) Channel realization H1 (strong interference).
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Fig. 5: Minimum power required to fulfil certain SINR constraints which are equal for all streams of all users.
Proper and improper signaling are compared. Note that parallel decoding and successive decoding are denoted by
"Par" and "Succ", respectively.
In Fig. 5, we illustrate the minimum required power for achieving certain SINRs per stream
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Fig. 6: Minimum power required to fulfil certain rate demands which is assumed to be equal for all users. Rate
demands for all users are assumed to be equal. We assume that the channels remain constant over three symbols.
The transmitters precode three codeword symbols jointly over an extended channel. Order 1: The base station
decodes the message of the 1st user firstly, Order 2: The base station decodes the message of the 2nd user firstly.
per user in the PIMAC. It is shown that by allowing improper signaling, the same SINR can be
achieved by less power consumption. Furthermore, receivers which are capable of SD perform
better. According to Fig. 5(a), at strong interference, increasing transmit complexity (beamform-
ing) by improper signaling performs is more efficient than increasing decoding complexity by SD
from the power perspective. Recall that power minimization for proper Gaussian signaling is a
convex problem which can be solved efficiently, but power minimization problem for improper
Gaussian signaling suffers from non-convexity. Nevertheless, the proposed algorithm finds a
reliable suboptimal beamforming and power solution with which certain QoS demands can be
fulfilled with less power compared to proper Gaussian signaling.
The numerical solutions for the power minimization problem subject to rate constraints is
provided in Fig. 6. As expected, given users’ rate constraints, improper signaling achieves the
same demands with less power consumption. Using symbol extensions while assuming a time-
invariant channel over the extended symbol, the power can be further decreased due to inter-
symbol cooperation achieved by joint beamforming. Thereby, in a time-invariant channel, a
beamforming strategy which considers improper signaling over an extended symbol consumes
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Tuples on the 3D Pareto Boundary min. PΣ Power saving ratio (%)
R1 R2 R3 P
′
Σ P
η=1
Σ
P
η=3
Σ
1−
P
η=1
Σ
P
′
Σ
1−
P
η=3
Σ
P
η=1
Σ
1.5219 0.5073 0.5073 3.00 2.31 1.23 23% 46%
1.3051 0.3263 1.6314 3.00 2.57 1.78 14% 30%
1.009 1.009 0.5044 3.00 2.15 1.19 28% 44%
0.5105 1.5316 0.5105 3.00 2.02 1.21 32% 40%
TABLE I: Comparison between optimal sum power solution of problem (14) and problem (39). Solving these
problems successively yields optimal power allocation for the rate tuples on the Pareto boundary. Note that, η
stands for symbol extension length.
the least power for a given QoS constraint. Notice that under weak interference, the gap between
the performance gains of the investigated schemes reduces. This can be verified by comparing
Fig. 6(a) and Fig. 6(b). We observe that with high interference, i.e., H1, the performance
gap between different transmission/reception schemes (e.g., scheme 1: proper signaling at the
transmitter and successive decoding at the receiver, scheme 2: improper signaling with symbol
extensions at the transmitter and successive decoding at the receiver) is higher than the case
with low interference, i.e., H2.
In order to design an energy efficient communication, the power minimization problem is
proposed to be solved for obtaining the minimum sum power that guarantees a given rate
tuple on the Pareto boundary. The performance improvement by this successive optimization
(i.e., first problem (14) , then problem (39) according to the solution of problem (14)) is
presented in Table I. As shown in this table, the proposed successive optimization results in
less power consumption for achieving the rate tuples on the Pareto boundary. This procedure is
mathematically formulated as
{r′,p′} = argmax
r,p
RΣ(α) s.t. (14b)− (14c) (48)
{Q∗j} = arg min
Qj ,∀j
∑
j
Tr(Qj) s.t. r ≥ r′, (39b), (39c), (49)
where r′ and p′ is the vector of optimal rate tuple (a rate tuple on the Pareto boundary) and the
corresponding power so that P ′Σ = 1Tp′. The solution of (49) for a given rate tuple on the Pareto
boundary (derived from (48)) and given symbol extension length (say η) is P ηΣ =
∑
j Tr(Q
∗
j ).
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VI. EXTENSION TO MULTIPLE MAC USERS
In this section we discuss the benefits of improper Gaussian signaling in a general PIMAC
without any limitation on the number of MAC users. The rate and power optimization procedures
can be similarly formulated as in sections III and IV. Considering successive decoding and TIN
at the receivers, increasing the number of MAC users naturally results in a degradation in
the achievable rates per user (i.e., MAC users and the transmitter of D2D pair). Hence, we
expect to fulfil the per user rate requirements with more power consumption per user (assuming
the feasibility of power allocation problem). A similar argument can be made for the rate
maximization problem. Compared to a PIMAC with two MAC users, the achievable rates are
degraded in case of the increment in the number of MAC users.
A. Numerical Results for Multiple MAC Users
We present the numerical results for a PIMAC with 2 upto 6 MAC users (i.e., J = 3 upto
J = 7). The channel between any communication pair (i.e., {hij |i ∈ {1, 2}, j ∈ J }) is given
by H =
[
H1 H
′
]
, where H′ is
H
′
=

 0.40ei1.3972 1.12ei0.7737 0.43ei1.2874 0.84ei0.3067
1.24e−i0.9872 1.70ei0.9784 0.83e−i0.2156 0.67e−i1.6414

 . (50)
By utilizing successive decoding with a fixed decoding order and TIN at the receivers, we
compare the performance of proper and improper Gaussian signaling from the minimum power
consumption perspective. As shown in Fig. 7(a), the minimum power required per user to satisfy
a particular rate demand increases with the number of MAC users. This is intuitive due to the
additional interference terms in the received signal, (36), (37). The ratio of minimum power
consumption by improper Gaussian signaling to the minimum power consumption by proper
Gaussian signaling is shown in Fig. 7(b). This ratio tends to decrease by the number of MAC
users for the feasible rate demands, (e.g., when the rate constraint per user is 0.3 bits/channel use,
improper Gaussian signaling results in 20% and 50% reduction in sum power in PIMACs with 2-
user and 6-user MAC, respectively). It is important to note that, proper Gaussian signaling does
not yield a feasible power allocation solution at specific rate demands, meanwhile improper
Gaussian signaling satisfies these demands. This is notable from Fig. 7(b), where the ratio
becomes zero (i.e., denominator of the ratio becomes infeasible).
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Fig. 7: The performance comparison of proper and improper Gaussian signaling in the PIMAC with multiple MAC
users. The rate demands per user is assumed to be equal.
VII. CONCLUSION
We investigated the achievable rate region of the MAC in the presence of interference from a
point-to-point (P2P) communication system sharing the same resources, using general (improper)
Gaussian transmission. This P2P system might be an underlay cognitive radio, for example.
The achievable rate region is maximized with respect to the variance and pseudo-variance of
the transmit signal, while treating interference as noise at the receivers. The benefit of using
improper signaling is reflected by the fact that a non-zero pseudo-variance achieves a larger
rate region in the MAC for a given rate of the P2P channel. Similarly, the P2P channel obtains
a higher rate for a given rate of the MAC channel when using improper signaling compared
to proper signaling. We also considered power minimization using different receiver structures
and also using symbol extensions. In this case, improper signaling allows achieving the desired
QoS while expending less power at the transmitters. Moreover, we investigated the benefits of
successive rate maximization and power minimization for an energy efficient communication
system design.
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APPENDIX
We define the following real-valued vectors:
c = [Cx1 Cx2 Cx3]
T , (51)
a1 = [|h11|2 0 |h13|2]T , (52)
a2 = [0 |h12|2 |h13|2]T , (53)
a3 = [|h21|2 |h22|2 |h23|2]T , (54)
a4 = [|h11|2 |h12|2 |h13|2]T , (55)
b1 = b2 = b4 = [0 0 |h13|2]T , (56)
b3 = [|h21|2 |h22|2 0]T , (57)
and the set of complex-valued vectors as
c˜ = [C˜x1 C˜x2 C˜x3 ]
T , (58)
a˜1 = [h
2
11 0 h
2
13]
T , (59)
a˜2 = [0 h
2
12 h
2
13]
T , (60)
a˜3 = [h
2
21 h
2
22 h
2
23]
T , (61)
a˜4 = [h
2
11 h
2
12 h
2
13]
T , (62)
b˜1 = b˜2 = b˜4 = [0 0 h
2
13]
T , (63)
b˜3 = [h
2
21 h
2
22 0]
T . (64)
Using these vectors, we can reformulate the optimization problem (15) as follows,
max
c∈R3,c˜∈C3
min
q
1
2αq
log
(σ2 + aTq c)
2 − c˜HA˜qc˜
(σ2 + bTq c)
2 − c˜HB˜qc˜
(65)
s.t. cEjc
T ≤ P 2j , ∀j ∈ J (65a)
eTj c ≥ 0, ∀j ∈ J (65b)
c˜Ej c˜
T ≤ cEjcT , ∀j ∈ J (65c)
where, A˜q = a˜qa˜Tq and B˜q = b˜qb˜Tq . Note that ej denotes the jth column of the 3 × 3 identity
matrix and Ej is defined to be ejeTj .
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Optimization problem (65) is a non-homogeneous quadratically constraint quadratic program
(QCQP). Homogenizing the problem requires introducing another parameter [29]. Thus, the
homogeneous QCQP can be recast as
max
t∈R,c∈R3,c˜∈C3
min
q
1
2αq
log
(σ2t+ aTq c)
2 − c˜HA˜qc˜
(σ2t+ bTq c)
2 − c˜HB˜qc˜
(66)
s.t. cEjc
T ≤ P 2j , ∀j ∈ J (66a)
eTj ct ≥ 0, ∀j ∈ J (66b)
c˜Ej c˜
T ≤ cEjcT , ∀j ∈ J (66c)
t2 = 1. (66d)
It turns out that, if the optimum values for the parameters of the homogenized optimization
problem is (c∗, c˜∗, t∗), then the optimum values of the parameters of the original optimization
problem are, c∗org = c∗/t∗, c˜∗org = c˜∗/t∗ . Now, We introduce a set of matrices as, [20]
C =

t
c



t
c


T
, (67)
C˜ = c˜c˜H , (68)
Wq =

σ2
aq



σ2
aq


T
, (69)
Zq =

σ2
bq



σ2
bq


T
, (70)
Nj =

 0 0.5eTj
0.5ej 0

 , (71)
Mj =

0 0
0 Ej

 . (72)
By utilizing these matrices, we can reformulate the homogenized optimization problem as
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follows,
max
C∈S4,C˜∈H3
min
q
1
2αq
log
Tr(WqC)− Tr(A˜qC˜)
Tr(ZqC)− Tr(B˜qC˜)
(73)
s.t. Tr(MjC) ≤ P 2j , ∀j ∈ J , (73a)
Tr(NjC) ≥ 0, ∀j ∈ J , (73b)
Tr(EjC˜) ≤ Tr(MjC), ∀j ∈ J , (73c)
C11 = 1, (73d)
C  0, C˜  0, (73e)
rank(C) = 1, rank(C˜) = 1. (73f)
Based on the fact that the cone of rank-1 semidefinite matrices is not convex [22], we relax rank-
1 constraints in order to fall into the convex problem. It is important to note that the relaxed
problem might end up in a solution that is far from the solution of the original problem due to
the relaxation.
The constraint (73d), i.e., C11 = 1, justifies t2 = 1 in the homogenized quadratic problem of
(66), where C11 is the element in the 1st row and the 1st column of C.
We can distinguish that by reformulating the homogenized problem to the SDP, the quadratic
terms are converted to linear terms. Bare in mind that the optimal c and c˜ are 3× 1 vectors, but
in the equivalent SDP, the search space for C and C˜ expands to the semidefinite cone of 4× 4
and 3× 3 matrices, respectively. The conditions,
Tr(WqC)− Tr(A˜qC˜) ≥ σ4, ∀q ∈ J ∪ {4}, (74)
Tr(ZqC)− Tr(B˜qC˜) ≥ σ4, ∀q ∈ J ∪ {4}. (75)
are always fulfilled in (73), [20]. The strict positivity of these conditions in the relaxed problem
(problem (73) without constraint (73f)), converts the problem into a quasi-convex problem which
can be solved by the bisection method [20]. Thus, we include these inequality constraints in
the relaxed problem. Hence, the relaxed semidefinite program can be recast as the following
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feasibility problem,
find C ∈ S4, C˜ ∈ H3 (76)
s.t. Tr(MjC) ≤ P 2j , ∀j ∈ J , (76a)
Tr(NjC) ≥ 0, ∀j ∈ J , (76b)
Tr(EjC˜) ≤ Tr(MjC), ∀j ∈ J , (76c)
C11 = 1, (76d)
C  0, C˜  0, (76e)
Tr(WqC)− Tr(A˜qC˜) ≥ σ4, ∀q ∈ J ∪ {4}, (76f)
Tr(ZqC)− Tr(B˜qC˜) ≥ σ4, ∀q ∈ J ∪ {4}, (76g)
Tr(WqC)− Tr(A˜qC˜) ≥ e2αqR(Tr(ZqC)− Tr(B˜qC˜)) ∀q ∈ J ∪ {4}, (76h)
where the objectives are incorporated into the constraints by introducing an auxiliary optimization
parameter R (constraint (76h)). This feasibility problem can be solved by bisection over R in
order to achieve the maximum sum rate in a given direction α on the rate region. Solving the
feasibility problem in different traverse directions will yield the achievable rate region. Note
that, S4 and H3 are the set of 4× 4 positive semidefinite symmetric matrices and 3× 3 positive
semidefinite Hermitian matrices, respectively. Denoting the optimal solution for the relaxed
problem by (C∗, C˜∗), we use the well-known Gaussian randomization procedure [29], [30], [31],
[32] in order to project the solutions onto the rank-1 positive semidefinite set. Note that, the
randomization procedure ends up in an approximate solution depending on the number of
randomizations.
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