The presented approach allows us to recognize frames in video sequence that are significantly different from the previous and/or following fmmes. In this way we are able to detect unpredictable events in videos. We map a video sequence to a polygonal trajectory by mopping each fmme to a feature vector and joining the vectors representing consecutive frames by line segments.
Motivation
First we describe what we mean under "predictahility" of frames in an image stream. If frames are predictable, they are not as important as the ones that are unpredictable. We will rank these frames lower, since they can he inferred them from the previous frames. For example, imagine the following situation. A person enters a camera view field, walks from lek to right in front of the camera, disappears, and nothing else happens. In this case, the two groups of frames showing the person entering and exiting the camera view field are unpredictable. The frames showing the person walking form a predictable group of frames, since we see a constant motion of a "large" object from left to right and the motion of body parts can he neglected.
Clearly, the two groups of frames showing the constant image before the person entered the m e r a view field and after hefshe exited it are predictable. The concept of predictability was motivated in [Z] by techniques that cameramen use.
We need a mathematical framework in which the concept of predictability is represented by some mathematical structure. We will map each frame in an im- Further we would like that the level of unpredictability is also reflected by some mathematical concept.
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Intuitively the more unpredictable the change in the video sequence, the more curved the corresponding trajectory in the feature space should be. We will introduce a measure that allows to measure the curveness of the parts of trajectory and their linearity in a robust manner in the presence of noise.
Noise for a image stream is distinct from pixel noise. The image stream generated by a fixed camera looking at people walking on the street may he considered to have a stationary component and a visual noise compcnent, due to body parts movement and due to changing colors of people's clothes. The passing of a single car would he definitely the un-noisy information contained in the image st,ream. Since we expect the video signal to be noisy in this sense, we need to incorporate in our measure a filtering step that will enhance the linearity of linear parts as well as the curveness the parts with a significant curvature.
The curveness measure that we will introduce allows to rank video frames by their relevance that depends on the context, i.e., a given frame can he of high relevance in one context hut of low relevance in the other, since we would like that the rank of the frames reflects their relevance to the content of the video clip. The context is represented hy part of the corresponding trajectory to which we apply our measure, and the relevance is represented hy the value of our curveness measure.
Mapping an Image Stream to a Trajectory in the Feature Space
In order to obtain a real-time system, we decided to use a set of simple features extracted from images.
We wanted that an object motion that can he approximatively regarded as translational motion results in nearly collinear set of points in the feature space.
We assign the set of 37 features to each image in a video sequence in the following way:
In the Y W color space that is used in MPEG encoding, for each of the 3 components, we define 4 histogram buckets hy dividing the components in 4 intervals. Each bucket contributes 3 feature vector compe nents: the pixel count, and the z and y coordinates of the centroid of the pixels in the bucket. That is 36 components, and we add the time (frame index) to get 37 components. This mapping produces a trajectory that is a polygonal curve in R3'. The distance in this feature space is simply the Euclidean distance.
As the camera translates or pans smoothly without seeing new things, the centroid components change linearly and the trajectory of feature points is linear. If the camera suddenly decelerates, the trajectory has a large curveness, because the centroids decelerate.
This feature space was introduced in [2] . An alternative mapping is also presented in [2] , where a statistical model for each frame is generated using a hidden Markov model (HMM) technique. Then a distance measure between two frames is based on the probahility that each frame could have been generated by the model of the other.
In order to compensate for rapid changes in feature values that appear due to image and video noise, we applied morphological opening followed by closing to each coordinate in the feature space. In our experimets, the filter base of width 7 turned out to be optimal. This means for a given feature coordinate that we consider it values for a given frame together with the values for 3 preceding and 3 following frames. We will denote such filter Morph3, and similar for different width of the filters.
Curveness Computation
In Section 2 we described a mapping of a video sequence to a trajectory that is a polyline. Since the polyline may he noisy, in the sense that it is not linear hut only nearly linear for the video stream segments where nothing of interest happens, i.e., the segments are predictable, and the parts of high curvature are difficult to detect locally, it is necessary to filter it.
In section 4 we will describe a filtering operation which we call discrete curve evolution. The goal is to simplify the polyline so that its sections become linear when the corresponding video stream segments are predictable. We achieve this by iterated removal of the vertices that represent the most predictable video frames. In the geometric language for the polyline trajectory, these vertices are the most linear ones. Conse quently, the remaining vertices of the simplified polyline are frames that have a higher non-predictability value than the deleted ones.
We apply the process of the discrete curve evolution to parts of polygonal trajectory. We divide polyline P into overlapping parts T;, each having 25 consequtive points (representing 25 frames). Since we work with movies with 25 framesls, each part T; represents one second of the video. The parts T; are shifted every 10 frames. Thus, each intersection T; n Ti+, contains 15 points. We apply discrete curve evolution to each part Ti until five points remain, including the beginning and the endpoint that are fixed. Based on these five points, we assign a curveness measure to T;. We denote the five points a, b, c, d, e with a and e being the endpoints. The cufveness measure is given by the following formula: The key feature of this mapping is that the higher value of C(T,,P) is the more Unpredictable is the sequence of frames in T;. Hence, the curveness measure allows us to rank parts of videos by their relevance.
The extraction of significantly unpredictable parts in videos is a simple process now. In order to identify significantly Unpredictable parts of surveillance videos, we use maxima of the function C that are above a certain threshold value (which we determined experimentally). Our experimental results are presented in Section 5.
Discrete Curve Evolution
Our approach to simplification of video polylines is based on a novel process of discrete curve evolution a p plied in the context of shape similarity of planar objects in [3] . However, here we will use a different relevance measure of vertices. Let P he a polyline (that does not need to he simple). We will denote the vertices of P by Vertices(P). A discrete curue evolution produces a sequence of polylines P = p , ..., Pm such that IVertices(P"')l < 3, where I . 1 is the cardinality function-Each vertex U in P' (except the first and the last) is assigned a relevance measure K(u,P') E IR>o. The relevance measure K(u, P') that we used for our experiments is defined below. The process of discrete curve evolution is very simple:
At every evolution step i = 0, ..., m -1, a polygon P'+l is obtained after the vertices whose relevance measure is minimal have been deleted from P'.
Our relevance measure K(u, Pi) that determines the order of vertex deletion depends on vertex U and its two neighbor vertices U, w in P'. It is given by the formula
where d is the Euclidean distance function in R31.
Observe that the relevance measure is not a local property with respect to the polygon P , although its computation is local in P' for every vertex U . This implies that the relevance of a given video frame v is context dependent, where the context is given by the adaptive neighborhood of v, since the neighborhood of U in P' can be different than its neighborhood in P .
Observe also that our relevance measure implies that the length change between P' and Pi+' is minimal if Fig. 1 from [2] illustrates the curve simplification produced by the discrete curve evolution for a polygw nal curve obtained from 80s of one of Mr. Bean's video clips. Although we only see a 3D projection, we can pi+1 IS . obtained from Pi by deleting a single vertex.
observe that the most relevant vertices of the curve and the general shape are preserved.
Experimental Results
We performed a large number of experimental results to verify the proposed technique using many different kinds of surveillance video clips. Due to the limited space, we illustrate our results on two video clips. The second video clip (Mov3.mpg) is taken by a hand held camera. It shows a student sitting behind his desk. Beside a small body part movements, there are three significant events, he raises his right hand twice and he raises his left hand once.
In both video clips, our system with the same threshold value recognizes the significant events as can he seen in Figures 2 and 3 . As we said in Section 2, the hest results are optained for morphological filger h4orph3. 
