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Abstract
We consider the development of the nonstationary boundary layer about a body that gradually starts to
move in a resting fluid. Under certain conditions, we construct the solutions for the problem of formation of
boundary layer in a pseudo-plastic fluid. The method used here is mainly based on a transformation which
reduces the boundary layer system to a boundary value problem for a single quasilinear parabolic equation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the problem of formation of boundary layer in symmetric power–
law non-Newtonian fluids, which is described by the following equations
∂u
∂t
+ u∂u
∂x
+ v ∂u
∂y
= ν ∂
∂y
(∣∣∣∣∂u∂y
∣∣∣∣
n−1
∂u
∂y
)
+ ∂U
∂t
+U ∂U
∂x
, (1.1)
∂u
∂x
+ ∂v
∂y
= 0 (1.2)
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J. Zhang / J. Math. Anal. Appl. 328 (2007) 220–244 221in a domain D = {(t, x, y) | 0 < t < T, 0 < x < L, 0 < y < ∞}. Here ν is the viscous constant
of the incompressible fluid; u = u(t, x, y), v = v(t, x, y) are the projections of the velocity vector
V onto the coordinate axes x, y, respectively; U(t, x) is called the velocity at the outer edge of
the boundary layer and it satisfies the so-called Bernoulli’s law:
∂tU +U∂xU + ∂xp = 0,
where p(t, x) is the pressure.
It is well known that very large Reynolds numbers are equivalent to very small viscosities,
and consequently a fluid may be regarded as ideal if the Reynolds number is large. However,
experimental data and theoretical analysis have showed that this approximation can never be
valid when the flow in question occurs near solid walls. This gave rise to the theory of boundary
layer which was first proposed in 1904 by Prandtl (cf. [11]) in his lecture at the International
Mathematical Congress in Heidelberg. This theory presumes that there is a main stream of the
fluid, which may be regarded as ideal within that stream, and there is a thin boundary layer
where the fluid is regarded as viscous and the influence of friction forces cannot be neglected;
on the outer edge of the boundary layer these two flows are properly matched (i.e., u → U as
y → ∞). Under certain assumptions suggested by experiments, the nonstationary motion of a
viscous fluid in a symmetric boundary layer is described by Eqs. (1.1), (1.2). For a detailed
derivation of system (1.1), (1.2), we refer to the monograph by Shulman and Berkovsky (cf. [17]).
The systems of boundary layer have been one of the fundamental parts of the fluid dynamics
(cf. [16]).
When n = 1, (1.1), (1.2) describes the nonstationary motion of a Newtonian fluid in a symmet-
ric boundary layer and now the system is called Prandtl’s boundary layer equations which serve
as a simplification of the Navier–Stokes system. When n = 1, the system (1.1), (1.2) describes
the nonstationary motion of power–law fluids in a symmetric boundary layer. Power–law fluids
yield a fairly simple and practically acceptable description of nonlinear viscous flows (see [2]).
In particular, when 0 < n < 1, (1.1), (1.2) describes nonstationary motion of a pseudo-plastic
fluid in a symmetric boundary layer; when n > 1, (1.1), (1.2) describes nonstationary motion
of a dilatable fluid in a symmetric boundary layer. For more details of power–law fluids and its
applications, we refer to the monographs by Ladyženskaja (cf. [1]), Litvinov (cf. [2]), Malek,
Rajagopal and Ruzicka (cf. [3]).
There is a lot of literature on theoretical, numerical and experimental studies on the unsteady
Prandtl’s system (see [4–7]) and the nonstationary boundary layer system for pseudo-plastic
fluids (see [14,15]). There are various mathematical problems for the boundary layer system. In
particular, Oleinik and Samokhin gave a systematic exposition of the main rigorous mathematical
results as well as some open problems in [10]. Recently, the global existence of weak solutions
for the problem of continuation of the boundary layer have been obtained in [18,19] for the case
n = 1 and 0 < n 1 respectively under the assumption that Ux + Ut/U  0, or in other words,
the pressure is favorable.
The main purpose of this paper is dedicated to a special type of problem for the nonstationary
boundary layer system. This problem describes formation of the boundary layer near a solid
surface, when the viscous fluid previously at rest, starts to move past the surface. In problems of
the boundary layer formation, it is important to distinguish between two cases of the behavior
of the fluid at the initial stage of its motion past the surface: it may start smoothly with gradual
acceleration, or it may start suddenly as an impact. For the case of gradual acceleration, Oleinik
(cf. [8,9]) studied the formation of boundary layer in Newtonian fluids (i.e., n = 1 in Eqs. (1.1),
(1.2)). In [12,13], Samokhin considered the formation of boundary layer near the surface of a
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at rest. However, there is no literature for the formation of boundary layer in non-Newtonian
fluids to the author’s knowledge and it is one of the open problems in [10].
Here we only consider the formation of boundary layer with gradual acceleration in a pseudo-
plastic fluid and the other case is left for future. We construct solutions to the related boundary
value problem and this generalizes the results due to Oleinik (cf. [8]). This problem brings us to
the system (1.1), (1.2) with 0 < n< 1 and the following initial and boundary conditions:{
u(0, x, y) = 0, u(t,0, y) = 0, v(t, x,0) = v0(t, x),
u(t, x,0) = 0, u(t, x, y) → U(t, x) as y → ∞, (1.3)
where U(t,0) = 0,U(0, x) = 0,U > 0 for t, x > 0. Since the body starts smoothly with gradual
acceleration in a resting fluid, it is reasonable to assume that
U(t, x) = t 1+n2n κU1(t, x), 2n1 + n  κ < ∞,
where U1t /U1 is a bounded function.
Definition 1.1. A pair of functions u(t, x, y), v(t, x, y) is called a weak solution of problem
(1.1)–(1.3) if u,v satisfy the following conditions: u(t, x, y) is bounded and continuous in D;
v(t, x, y) is continuous in D with respect to y and bounded for bounded y; the weak derivatives
ut , ux,uy, (|uy |n−1uy)y, vy exist and are bounded functions; conditions (1.3) are satisfied by u
and v and Eqs. (1.1), (1.2) hold almost everywhere.
To construct the solutions for the problem (1.1)–(1.3), we pass to new independent variables
in (1.1)–(1.3). Set
τ = tκ− n1+n , ξ = x, η = u
U
(1.4)
and introduce a new unknown function
w(τ, ξ, η) = tκ |uy |
n−1uy
U
2n
1+n
= |uy |
n−1uy
U
2n
1+n
1
. (1.5)
Then we can obtain the following equation for w(τ, ξ, η) in the domain Ω = {(τ, ξ, η) | 0 < τ <
T κ−
n
1+n , 0 < ξ < L, 0 < η < 1} (without loss of generality, assume ν ≡ 1):
n|w| 1+nn wηη −
(
κ − n
1 + n
)
τ
1+2n
n wτ − ηU1τ 3(1+n)2n Nwξ + 1 + n2n κ(η − 1)τ
1+n
n wη
+A1τ 1+nn Nwη +B1τ 1+nn Nw = 0, (1.6)
where N = 1 + n
κ(1+n)−n (1 <N  2), and
A1 =
(
η2 − 1)Ux + (η − 1)U1t
U1
, B1 = − 2n1 + n
(
ηUx + U1t
U1
)
.
We also obtain the following boundary conditions for w(τ, ξ, η):{
w|τ=0 = 0, w|η=1 = 0,(|w| 1−nn wwη − v0U 1−n1+n1 τ 1+n2n N |w| 1−nn w + 1+n2n κτ 1+nn +C1τ 1+nn N )∣∣η=0 = 0, (1.7)
where C1 = Ux +U1t /U1.
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following conditions are fulfilled: w(τ, ξ, η) has bounded weak derivatives wτ , wξ , (1 − η)wη
and the derivative wηη such that w1/nwηη is bounded; wη is continuous in η at η = 0; conditions
(1.7) are satisfied for w and Eq. (1.6) holds almost everywhere.
To establish the local existence of solution to problem (1.6), (1.7), we use the line method
which was repeatedly used by Oleinik and Samokhin in [10]. Namely, for any function f (τ, ξ, η),
we set f m,l(η) = f (mh, lh, η), h = const > 0 on the interval 0 η 1 and consider the follow-
ing system of ordinary differential equations:
Lm,l(w) ≡ n∣∣wm,l∣∣ 1+nn wm,lηη −
(
κ − n
1 + n
)
(mh)
1+2n
n
wm,l −wm−1,l
h
− ηUm−1,l1
(
(m− 1)h) 3(1+n)2n N wm,l −wm,l−1
h
+ 1 + n
2n
κ(η − 1)(mh) 1+nn wm,lη
+Am−1,l1
(
(m− 1)h) 1+nn Nwm,lη +Bm−1,l1 ((m− 1)h) 1+nn Nwm,l = 0, (1.8)
where N = 1 + n
κ(1+n)−n , w
0,l = 0, m = 1,2, . . . , l = 0,1, . . . , [L/h], and with the following
boundary conditions:
λm,l(w)
∣∣
η=0 ≡
[∣∣wm,l∣∣ 1−nn wm,lwm,lη − vm−1,l0 (Um−1,l1 ) 1−n1+n ((m− 1)h) 1+n2n N ∣∣wm,l∣∣ 1−nn wm,l
+ 1 + n
2n
κ(mh)
1+n
n +Cm−1,l1
(
(m− 1)h) 1+nn N]∣∣∣∣
η=0
= 0,
wm,l(1) = 0. (1.9)
We will construct the approximate solutions for the problem (1.6), (1.7) by means of solu-
tions of a certain system of ordinary differential equations (1.8), (1.9). Finding a solution of
problem (1.8), (1.9) amounts to consecutively solving the second order ordinary differential
equations (1.8) with given boundary conditions (1.9). First, for m = 1, l = 0,1, . . . , [L/h], then
for m = 2, l = 0,1, . . . , [L/h], etc.
In Section 2, we will prove the local existence and uniqueness of solutions to the prob-
lem (1.6), (1.7) via the solutions of ordinary differential equations (1.8), (1.9). In Section 3,
we establish the existence theorem for the system (1.1)–(1.3).
2. Solutions for the problem (1.6), (1.7)
Lemma 2.1. Let U1,U1x,U1t /U1, v0 be bounded in D. Then system (1.8) with the boundary
conditions (1.9) admits a solution wm,l(η) for 0 lh L, where L> 0 is an arbitrary positive
constant, 0mh T κ−
n
1+n , the constant T being dependent on U1, v0. The functions wm,l(η)
are continuous for 0 η 1 and infinitely differentiable for 0 η 1, moreover, wm,l(η) satisfy
M1(mh)(1 − η) 2n1+n wm,l(η)M2(mh)(1 − η) 2n1+n , (2.1)
where M1,M2 are positive constants independent on h.
Proof. The existence of nonnegative solutions to problem (1.8), (1.9), which is positive on η = 0,
can be proved in a similar way as Lemma 8.1.2 in [10] on the basis of Leray–Schauder Theorem.
Here we only prove (2.1). Notice that (1.8), (1.9) now can be rewritten in the following form:
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(
κ − n
1 + n
)
(mh)
1+2n
n
wm,l −wm−1,l
h
− ηUm−1,l1
(
(m− 1)h) 3(1+n)2n N wm,l −wm,l−1
h
+ 1 + n
2n
κ(η − 1)(mh) 1+nn wm,lη
+Am−1,l1
(
(m− 1)h) 1+nn Nwm,lη +Bm−1,l1 ((m− 1)h) 1+nn Nwm,l = 0, (2.2)
where N = 1 + n
κ(1+n)−n (1 <N  2), w0,l = 0, m = 1,2, . . . , l = 0,1, . . . , [L/h], and with the
following boundary conditions:
λm,l(w)
∣∣
η=0 ≡
[(
wm,l
) 1
n wm,lη − vm−1,l0
(
U
m−1,l
1
) 1−n
1+n ((m− 1)h) 1+n2n N (wm,l) 1n
+ 1 + n
2n
κ(mh)
1+n
n +Cm−1,l1
(
(m− 1)h) 1+nn N]∣∣∣∣
η=0
= 0,
wm,l(1) = 0. (2.3)
Assume (2.1) holds for all m′  m − 1, l = 0,1, . . . , [L/h]. For m′ = m, let Vm,l1 =
M1(mh)(1 − η) 2n1+n , we have
Lm,l(V1) = 2n
2(n− 1)
(1 + n)2
[
M1(mh)
] 1+2n
n (1 − η) 2n1+n −
(
κ − n
1 + n
)
M1(mh)
1+2n
n (1 − η) 2n1+n
+ κM1(mh) 1+2nn (1 − η) 2n1+n
− 2n
1 + nM1A
m−1,l
1 (mh)
(
(m− 1)h) 1+nn N (1 − η) n−11+n
+M1Bm−1,l1 (mh)
(
(m− 1)h) 1+nn N (1 − η) 2n1+n
= M1(mh) 1+2nn (1 − η) 2n1+n
×
{
2n2(n− 1)
(1 + n)2 M
1+n
n
1 −
2n
1 + n
A
m−1,l
1
1 − η
(
(m− 1)h) 1+nn N (mh)− 1+nn
+Bm−1,l1
(
(m− 1)h) 1+nn N (mh)− 1+nn + n
1 + n
}
.
Since N > 1 and A
m−1,l
1
1−η ,B
m−1,l
1 are bounded, we have L
m,l(V1) > 0, provided that M1 is suffi-
ciently small, and mh T κ−
n
1+n , T is sufficiently small.
On η = 0, we have
λm,l(V1)
∣∣
η=0 =
[
− 2n
1 + n
(
M1(mh)
) 1+n
n − vm−1,l0
(
U
m−1,l
1
) 1−n
1+n ((m− 1)h) 1+n2n N (M1(mh)) 1n
+Cm−1,l1
(
(m− 1)h) 1+nn N + 1 + n
2n
κ(mh)
1+n
n
]∣∣∣∣
η=0
> 0,
provided that mh T κ−
n
1+n , T is sufficiently small and M1 is chosen sufficiently small.
Consider the function Sm,l = Vm,l −wm,l , then we obtain1
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(
wm,l
) 1+n
n Sm,lηη − ηUm−1,l1
(
(m− 1)h) 3(1+n)2n N Sm,l − Sm,l−1
h
+
[
A
m−1,l
1
(
(m− 1)h) 1+nn N + 1 + n
2n
κ(mh)
1+n
n (η − 1)
]
Sm,lη
+
[
B
m−1,l
1
(
(m− 1)h) 1+nn N + (1 + n)V m,l1ηη
1∫
0
(
θV
m,l
1 + (1 − θ)wm,l
) 1
n dθ
−
(
κ − n
1 + n
)
m(mh)
1+n
n
]
Sm,l
> −
(
κ − n
1 + n
)
m(mh)
1+n
n Sm−1,l , (2.4)
(
λm,l(V1)
(V
m,l
1 )
1
n
− λ
m,l(w)
(wm,l)
1
n
)∣∣∣∣
η=0
=
{
Sm,lη −
1
n
1∫
0
(
θV
m,l
1 + (1 − θ)wm,l
)− 1+n
n dθ
×
[
C
m−1,l
1
(
(m− 1)h) 1+nn N + 1 + n
2n
κ(mh)
1+n
n
]
Sm,l
}∣∣∣∣∣
η=0
> 0. (2.5)
Note that V1ηη  0 and the coefficients of Sm,l in (2.4), (2.5) are negative provided that mh 
T κ−
n
1+n , T is sufficiently small. Using the maximum principle and the induction on m, we can
obtain that Sm,l(η)  0 for m′ = m, l = 0,1, . . . , [L/h], 0  η  1. Indeed, assume that there
exist l1, l2, . . . , such that Sm,li admits a positive maximum in the interval [0,1]. Setting l′ =
min{l1, l2, . . .}, then Sm,l′ attains its positive maximum in [0,1]. From (2.5), we know this is
impossible on η = 0; if Sm,l′ attains its positive maximum at some point in (0,1), then on this
point, we have
Sm,l
′
ηη  0, Sm,l
′
η = 0,
Sm,l
′ − Sm,l′−1
h
 0, Sm,l′ > 0,
which leads to a contradiction with (2.4), since Sm−1,l′  0 due to the induction assumption.
Thus Sm,l(η) 0 for all m, l and we complete the proof of the left side of (2.1).
Taking Vm,l2 = M2(mh)(1 − η)
2n
1+n , we have Lm,l(V2) < 0, λm,l(V2) < 0, provided that M2
is large enough and mh  T κ−
n
1+n , T is sufficiently small. In a similar way, we can prove that
wm,l(η)M2(mh)(1 − η) 2n1+n . 
In order to obtain further estimates for the solution of problem (2.2), (2.3), we consider a
boundary value problem for another ordinary differential equation.
Lemma 2.2. On the interval 0 η 1, the equation
Λκ(Y ) ≡ nY 1+nn Yηη −
(
κ − n
)
Y + 1 + nκ(η − 1)Yη = 0, (2.6)1 + n 2n
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Y(1) = 0, λκ(Y )|η=0 ≡
(
Y
1
n Yη + 1 + n2n κ
)∣∣∣∣
η=0
= 0, (2.7)
admits a solution Y(η) which satisfies the following inequalities:
M3(1 − η) 2n1+n  Y(η)M4(1 − η) 2n1+n , (2.8)
−M5(1 − η) n−11+n  Yη(η)−M6(1 − η) n−11+n , (2.9)∣∣Y 1n Yηη∣∣M7, Y 1n Yηη −M8, (2.10)
where M3, . . . ,M8 are positive constants independent on h.
A similar result has been established in [10, Section 8.1, Lemma 8.1.3], we can prove
Lemma 2.2 in a same manner, and so we omit the details. The solution Y(η) of problem (2.6),
(2.7) will be used for estimating the solutions wm,l(η) of problem (2.2), (2.3), and this will be
done in the following.
Lemma 2.3. Let the functions U1(t, x),U1x(t, x),U1tU−11 (t, x) and v0(t, x) be bounded in D.
Then the following inequalities hold for the solutions wm,l(η) of problem (2.2), (2.3) which are
positive for η < 1:
mhY
(
1 − α(mh)N−1)wm,l(η)mhY (1 + β(mh)N−1), (2.11)
for mh T κ− n1+n and lh L, where α,β,T are positive constants independent on h, and T is
sufficiently small, N = 1 + n
κ(1+n)−n .
Proof. Let Fm,l1 (η) = mhY(η)(1 + β(mh)N−1). Then for m 1, we have
Lm,l(F1) =
(
1 + β(mh)N−1)
×
{
(mh)
1+2n
n
[
nY
1+n
n Yηη + 1 + n2n κ(η − 1)Yη −
(
κ − n
1 + n
)
Y
]
+ (mh) 1+2nn [(1 + β(mh)N−1) 1+nn − 1]nY 1+nn Yηη
+Am−1,l1
(
(m− 1)h) 1+nn NmhYη +Bm−1,l1 ((m− 1)h) 1+nn NmhY
}
−
(
κ − n
1 + n
)
(mh)
1+2n
n Y (m− 1)β[(mh)N−1 − ((m− 1)h)N−1].
Since Y 1/nYηη −M8 and
(m− 1)[(mh)N−1 − ((m− 1)h)N−1] (N − 1)(mh)N−2(m− 1)h,
we deduce from (2.6), (2.8)–(2.10) that Lm,l(F1) < 0 for η < 1 if β > 0 is chosen large enough
and mh T κ−
n
1+n , T is sufficiently small. Here the constants β,T do not depend on h.
Let us calculate λm,l(F1)|η=0. We have
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∣∣
η=0 =
{
(mh)
1+n
n
(
Y
1
n Yη + 1 + n2n κ
)
+ (mh) 1+nn [(1 + β(mh)N−1) 1+nn − 1]Y 1n Yη
− vm−1,l0
(
U
m−1,l
1
) 1−n
1+n ((m− 1)h) 1+n2n N [(mhY)(1 + β(mh)N−1)] 1n
+Cm−1,l1
(
(m− 1)h) 1+nn N}∣∣∣∣
η=0
.
Since (1 + β(mh)N−1)(1+n)/n − 1 > β(mh)N−1 and N > 1, it follows from (2.7)–(2.10) that
λm,l(F1)|η=0 < 0 provided that β > 0 is large enough and mh< T κ− n1+n , T is sufficiently small.
Thus we obtain the following inequalities:
Lm,l(F1)−Lm,l(w) < 0,
[
λm,l(F1)
(F
m,l
1 )
1
n
− λ
m,l(w)
(wm,l)
1
n
]∣∣∣∣
η=0
< 0,
which together with the conditions
F
0,l
1 −w0,l = 0,
(
F
m,l
1 −wm,l
)∣∣
η=1 = 0
imply that
wm,l mh
(
1 + β(mh)N−1)Y, mh T κ− n1+n ,
provided that β > 0 is large enough and T is sufficiently small.
In a similar manner, we can show that wm,l  mh(1 − α(mh)N−1)Y for mh  T κ− n1+n if
α > 0 is large enough and T is sufficiently small. 
Lemma 2.4. Assume that U1,U1x,U1tU−11 , v0 have continuous derivatives in ξ, τ . Then the
solutions wm,l(η) of problem (2.2), (2.3), for mh T κ− n1+n satisfy the inequalities
Yη(η)(mh)
(
1 + α1(mh)N−1
)
wm,lη (η) Yη(η)(mh)
(
1 − β1(mh)N−1
)
, (2.12)∣∣∣∣wm,l −wm−1,lh
∣∣∣∣ (1 + ε1)Y,
∣∣∣∣wm,l −wm,l−1h
∣∣∣∣mhY, (2.13)
∣∣(wm,l) 1n wm,lηη ∣∣K1(mh) 1+nn , (wm,l) 1n wm,lηη −K2(mh) 1+nn , (2.14)
where N = 1 + n
κ(1+n)−n , T ,α1, β1,K1,K2, ε1 are positive constants that do not depend on h;
ε1 can be chosen arbitrary small.
Proof. The inequalities (2.12)–(2.14) will be proved by induction. First, let us show the in-
equalities to hold for m = 1 and any l. Next, we assume them to be valid for m′  m − 1 and
m′ = m, l′  l − 1 (m 2, l  0) and show that with suitably chosen α1, β1, ε1, T they hold for
m′ = m, l′ = l.
When m = 1, system (2.2), (2.3) is reduced to the following equations:
n
(
w1,l
) 1+n
n w1,lηη −
(
κ − n
1 + n
)
h
1+n
n w1,l + 1 + n
2n
κ(η − 1)h 1+nn w1,lη = 0, (2.15)
w1,l(1) = 0,
[(
w1,l
) 1
n w1,lη +
1 + n
2n
κh
1+n
n
]∣∣∣∣ = 0. (2.16)
η=0
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for Y(η). It follows that z1,l ≡ w1,lη = hYη and the estimate (2.12) holds with any α1, β1  0.
Since w1,l = hY(η) and w0,l = 0, we have ρ1,l ≡ (w1,l−w0,l )
h
= Y(η) and therefore the first esti-
mate in (2.13) for m = 1 holds with any ε1 > 0. Since r1,l ≡ w1,l−w1,l−1h = 0, the second estimate
in (2.13) holds for m = 1.
Let m> 1, we introduce the notations:
ρm,l = w
m,l −wm−1,l
h
, rm,l = w
m,l −wm,l−1
h
, zm,l = wm,lη .
From (2.2) we obtain the following equations for ρm,l(η):
Rm,l(ρ) ≡ n(wm,l) 1+nn ρm,lηη −
(
κ − n
1 + n
)(
(m− 1)h) 1+2nn ρm,l − ρm−1,l
h
− ηUm−1,l1
(
(m− 1)h) 3(1+n)2n N ρm,l − ρm,l−1
h
+
[
1 + n
2n
κ(η − 1)(mh) 1+nn +Am−1,l1
(
(m− 1)h) 1+nn N]ρm,lη
+Bm−1,l1
(
(m− 1)h) 1+nn Nρm,l
−
(
κ − n
1 + n
)[
m
1+2n
n − (m− 1) 1+2nn ]h 1+nn ρm,l
+ (1 + n)
( 1∫
0
[
θwm,l + (1 − θ)wm−1,l] 1n dθ
)
wm−1,lηη ρm,l
= η
h
[
U
m−1,l
1
(
(m− 1)h) 3(1+n)2n N −Um−2,l1 ((m− 2)h) 3(1+n)2n N ]rm−1,l
− 1 + n
2n
κ(η − 1)[(mh) 1+nn − ((m− 1)h) 1+nn ]1
h
zm−1,l
− z
m−1,l
h
[
A
m−1,l
1
(
(m− 1)h) 1+nn N −Am−2,l1 ((m− 2)h) 1+nn N ]
− w
m−1,l
h
[
B
m−1,l
1
(
(m− 1)h) 1+nn N −Bm−2,l1 ((m− 2)h) 1+nn N ],
supplemented with the boundary conditions ρm,l(1) = 0 and
Γ m,l(ρ) ≡
{
ρm,lη −
1+n
2n κ(mh)
1+n
n + ((m− 1)h) 1+nn NCm−1,l1
n(wm,l)
1
n (wm−1,l) 1n
×
( 1∫
0
(
θwm,l + (1 − θ)wm−1,l) 1−nn dθ
)
ρm,l
}∣∣∣∣∣
η=0
=
{
−(wm−1,l)− 1n [1 + n
2n
κ
(
m
1+n
n − (m− 1) 1+nn )h 1n
+ 1 (((m− 1)h) 1+nn NCm−1,l1 − ((m− 2)h) 1+nn NCm−2,l1 )
]h
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h
[(
(m− 1)h) 1+n2n Nvm−1,l0 (Um−1,l1 ) 1−n1+n
− ((m− 2)h) 1+n2n Nvm−2,l0 (Um−2,l1 ) 1−n1+n ]
}∣∣∣∣
η=0
.
Taking f1 = (1 + ε1)Y (η), where Y(η) is the solution of (2.6), (2.7), and using Lemma 2.2, we
have
Rm,l(f1)±Rm,l(ρ)
= (1 + ε1)
{
n
(
wm,l
) 1+n
n Yηη + 1 + n2n κ(η − 1)(mh)
1+n
n Yη
+ ((m− 1)h) 1+nn NAm−1,l1 Yη −
(
κ − n
1 + n
)[
m
1+2n
n − (m− 1) 1+2nn ]h 1+nn Y
+Bm−1,l1
(
(m− 1)h) 1+nn NY + 1 + n
n
(
wm−1,l
)− 1+n
n
1∫
0
(
θwm,l + (1 − θ)wm−1,l) 1n dθ
×
[(
κ − n
1 + n
)(
(m− 1)h) 1+2nn ρm−1,l + ηUm−2,l1 ((m− 2)h) 3(1+n)2n Nrm−1,l
− 1 + n
2n
κ(η − 1)((m− 1)h) 1+nn zm−1,l −Am−2,l1 ((m− 2)h) 1+nn Nzm−1,l
−Bm−2,l1
(
(m− 2)h) 1+nn Nwm−1,l]Y
}
±
{
η
h
[
U
m−1,l
1
(
(m− 1)h) 3(1+n)2n N −Um−2,l1 ((m− 2)h) 3(1+n)2n N ]rm−1,l
− 1 + n
2n
κ(η − 1)[(mh) 1+nn − ((m− 1)h) 1+nn ]1
h
zm−1,l
− z
m−1,l
h
[
A
m−1,l
1
(
(m− 1)h) 1+nn N −Am−2,l1 ((m− 2)h) 1+nn N ]
− w
m−1,l
h
[
B
m−1,l
1
(
(m− 1)h) 1+nn N −Bm−2,l1 ((m− 2)h) 1+nn N ]
}
. (2.17)
Now let us estimate some terms of (2.17). Using the inequalities for wm,l in Lemma 2.3,
together with the estimates for Y(η) in Lemma 2.2, we have
n
(
wm,l
) 1+n
n Yηη  n
(
mhY
(
1 − α(mh)N−1)) 1+nn Yηη
 n(mh) 1+nn Y 1+nn Yηη + k1(mh)N+ 1n Y, (2.18)(
(m− 1)h) 1+nn NAm−1,l1 Yη  k2(mh) 1+nn NY, (2.19)
−
(
κ − n
1 + n
)[
m
1+2n
n − (m− 1) 1+2nn ]h 1+nn Y
= −
(
κ − n
)
(mh)
1+n
n Y1 + n
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(
κ − n
1 + n
)
1 + n
n
(m− 1)hY
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ, (2.20)
where k1, k2 are the constants independent of h, ε1, α1, β1. By the induction assumptions and the
estimates for Y(η), we find that if mh T κ−
n
1+n , T is sufficiently small, then we have
1 + n
n
(
wm−1,l
)− 1+n
n
1∫
0
(
θwm,l + (1 − θ)wm−1,l) 1n dθ
×
(
κ − n
1 + n
)(
(m− 1)h) 1+2nn ρm−1,lY
 1 + n
n
(1 + ε1)
∫ 1
0 [θmh+ (1 − θ)(m− 1)h]
1
n dθ
((m− 1)h) 1+nn
(
κ − n
1 + n
)(
(m− 1)h) 1+2nn Y
+ k3(mh)N+ 1n Y
= (1 + ε1)
(
κ − n
1 + n
)
1 + n
n
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ · (m− 1)hY
+ k3(mh)N+ 1n Y, (2.21)
1 + n
n
(
wm−1,l
)− 1+n
n Y
1∫
0
(
θwm,l + (1 − θ)wm−1,l) 1n dθ
×
[
−1 + n
2n
κ(η − 1)((m− 1)h) 1+nn zm−1,l]
−1 + n
2n
1 + n
n
κ(η − 1)
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ · (m− 1)hYη
+ k4(mh)N+ 1n Y, (2.22)
∣∣∣∣1 + n2n κ(η − 1)
[
(mh)
1+n
n − ((m− 1)h) 1+nn ]1
h
zm−1,l
∣∣∣∣
 1 + n
2n
1 + n
n
κ(η − 1)
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ · (m− 1)hYη. (2.23)
By the assumptions of U1 and the induction assumption, other parts in (2.17) cannot be larger
than the following:
k5(mh)
3(1+n)
2n NY + k6(mh) 1+nn NY. (2.24)
From this fact and (2.18)–(2.24), (2.17), (2.6), we conclude that
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 ε1(1 + ε1)
(
κ − n
1 + n
)
1 + n
n
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ · (m− 1)hY
− ε1 1 + n2n
1 + n
n
κ(η − 1)
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ · (m− 1)hYη
+ k7(mh)δY
= ε21
(
κ − n
1 + n
)
1 + n
n
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ · (m− 1)hY
+ ε1(1 + n)
1∫
0
[
θ(mh)+ (1 − θ)(m− 1)h] 1n dθ · (m− 1)hY 1+nn Yηη + k7(mh)δY,
where δ  N + 1
n
> 1 + 1
n
is some constant independent of ε1, h; k7 is a constant de-
pend on ε1, α1, β1, but not on h. By Lemma 2.2, Y
1+n
n Yηη  −M8Y , therefore taking ε1 =
n(1+n)
2
M8
κ(1+n)−n , we get
Rm,l(f1)±Rm,l(ρ) < 0, mh T κ− n1+n ,
with T being dependent on α1, β1, ε1 and sufficiently small.
Now let us consider Γ m,l(f1) ± Γ m,l(ρ). Taking into account the boundary condition (2.7)
for Y(η), we find that for sufficiently small T and mh T κ−
n
1+n , the following inequalities hold:
Γ m,l(f1)± Γ m,l(ρ)
=
{
(1 + ε1)Yη −
1+n
2n κ(mh)
1+n
n + ((m− 1)h) 1+nn NCm−1,l1
n(wm,l)
1
n (wm−1,l) 1n
(1 + ε1)Y
×
1∫
0
(
θwm,l + (1 − θ)wm−1,l) 1−nn dθ
±
{
−(wm−1,l)− 1n [1 + n
2n
κ
(
m
1+n
n − (m− 1) 1+nn )h 1n
+ 1
h
((
(m− 1)h) 1+nn NCm−1,l1 − ((m− 2)h) 1+nn NCm−2,l1 )
]
+ 1
h
[(
(m− 1)h) 1+n2n Nvm−1,l0 (Um−1,l1 ) 1−n1+n
− ((m− 2)h) 1+n2n Nvm−2,l0 (Um−2,l1 ) 1−n1+n ]
}}∣∣∣∣
η=0

{
(1 + ε1)Yη − 1 + nκ(1 + ε1)m
((
m
) 1
n − 1
)
Y−
1
n2n m− 1
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2n
κY−
1
n m
((
m
m− 1
) 1
n − 1 + 1
m
)}∣∣∣∣
η=0
+ k8(mh)δ1
=
[
ε1Yη − ε1 1 + n2n κm
((
m
m− 1
) 1
n − 1
)
Y−
1
n
]∣∣∣∣
η=0
+ k8(mh)δ1
 ε1Yη|η=0 + k8(mh)δ1 ,
where δ1 > 0 is some constant. Since Yη(0) < 0, we have Γ m,l(f1)±Γ m,l(ρ) < 0, provided that
mh T κ−
n
1+n , T is sufficiently small.
The inequalities established above mean that for Sm,l± = (f1 ± ρm,l), we have
Rm,l(S±) < 0, Γ m,l(S±) < 0, Sm,l± (1) = 0.
Since N > 1, using Eq. (2.2), the properties of Y(η) and the induction assumptions, the coef-
ficient of Sm,l± in the inequality Rm,l(S±) < 0 is equal to
B
m−1,l
1
(
(m− 1)h) 1+nn N −(κ − n
1 + n
)[
(mh)
1+2n
n − ((m− 1)h) 1+2nn ]h−1
+ 1 + n
n
(
wm−1,l
)− 1+n
n
1∫
0
[
θwm,l + (1 − θ)wm−1,l] 1n dθ
×
[(
κ − n
1 + n
)(
(m− 1)h) 1+2nn ρm−1,l − 1 + n
2n
κ(η − 1)((m− 1)h) 1+nn zm−1,l
+ ηUm−2,l1
(
(m− 2)h) 3(1+n)2n N rm−1,l −Am−2,l1 ((m− 2)h) 1+nn Nzm−1,l
−Bm−2,l1
(
(m− 2)h) 1+nn Nwm−1,l]< 0,
provided that mh T κ−
n
1+n , T is sufficiently small. Moreover, note that
1 + n
2n
κ(mh)
1+n
n + ((m− 1)h) 1+nn NCm−1,l1 > 0
provided that T is sufficiently small, the coefficient of Sm,l± in Γ m,l(S±) is negative.
Thus, the above inequalities for Sm,l± imply that S
m,l
± cannot attain a negative minimum on the
interval 0 η 1. Therefore, f1 ± ρm,l  0 for 0 η 1 and mh T κ− n1+n , which means that∣∣ρm,l(η)∣∣ (1 + ε1)Y (η)
for mh T κ−
n
1+n , where T is sufficiently small.
Let us estimate rm,l(η). From (2.2) we obtain the following equations for rm,l(η):
Qm,l(r) ≡ n(wm,l) 1+nn rm,lηη −
(
κ − n
1 + n
)
(mh)
1+2n
n
rm,l − rm−1,l
h
− ηUm−1,l1
(
(m− 1)h) 3(1+n)2n N rm,l − rm,l−1
h
+
[
1 + n
κ(η − 1)(mh) 1+nn +Am−1,l1
(
(m− 1)h) 1+nn N]rm,lη2n
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+ (1 + n)wm,l−1ηη
1∫
0
[
θwm,l + (1 − θ)wm,l−1] 1n dθ · rm,l
= ηU
m−1,l
1 −Um−1,l−11
h
(
(m− 1)h) 3(1+n)2n N rm,l−1
− A
m−1,l
1 −Am−1,l−11
h
(
(m− 1)h) 1+nn Nzm,l−1
− B
m−1,l
1 −Bm−1,l−11
h
(
(m− 1)h) 1+nn Nwm,l−1,
supplemented with the boundary conditions: rm,l(1) = 0, r1,l(η) = 0 and
qm,l(r) ≡
{
rm,lη −
1+n
2n κ(mh)
1+n
n + ((m− 1)h) 1+nn NCm−1,l1
n(wm,l)
1
n (wm,l−1) 1n
×
1∫
0
(
θwm,l + (1 − θ)wm,l−1) 1−nn dθ · rm,l
}∣∣∣∣∣
η=0
= {[vm−1,l0 (Um−1,l1 ) 1−n1+n − vm−1,l−10 (Um−1,l−11 ) 1−n1+n ]h−1((m− 1)h) 1+n2n N
− ((m− 1)h) 1+nn N (Cm−1,l1 −Cm−1,l−11 )h−1(wm,l−1)− 1n }∣∣η=0.
For f2 = mhY(η) we have
Qm,l(f2)±Qm,l(r)
= (mh)
{
n
(
wm,l
) 1+n
n Yηη −
(
κ − n
1 + n
)
(mh)
1+n
n Y + 1 + n
2n
κ(η − 1)(mh) 1+nn Yη
+Am−1,l1
(
(m− 1)h) 1+nn NYη +Bm−1,l1 ((m− 1)h) 1+nn NY
+ (1 + n)wm,l−1ηη
1∫
0
[
θwm,l + (1 − θ)wm,l−1] 1n dθ · Y
}
±
{
η
U
m−1,l
1 −Um−1,l−11
h
(
(m− 1)h) 3(1+n)2n N rm,l−1
− A
m−1,l
1 −Am−1,l−11
h
(
(m− 1)h) 1+nn Nzm,l−1
− B
m−1,l
1 −Bm−1,l−11
h
(
(m− 1)h) 1+nn Nwm,l−1}.
It follows from (2.2) and the induction assumption, that we have
(1 + n)wm,l−1ηη
1∫ [
θwm,l + (1 − θ)wm,l−1] 1n dθ0
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{(
κ − n
1 + n
)
(mh)
1+2n
n ρm,l−1 + ηUm−1,l−11
(
(m− 1)h) 3(1+n)2n N rm,l−1
−Am−1,l−11
(
(m− 1)h) 1+nn Nzm,l−1 − 1 + n
2n
κ(η − 1)(mh) 1+nn zm,l−1
−Bm−1,l−11
(
(m− 1)h) 1+nn Nwm,l−1}
× 1 + n
n
1∫
0
[
θwm,l + (1 − θ)wm,l−1] 1n dθ · (wm,l−1)− 1+nn
 k9
Y
[(
κ − n
1 + n
)
(mh)
1+n
n (1 + ε1)Y + 1 + n2n κ(1 − η)(mh)
1+n
n Yη + k10(mh)N+ 1n Y
]
= k9
[
(mh)
1+n
n
((
κ − n
1 + n
)
ε1 + nY 1n Yηη
)
+ k10(mh)N+ 1n
]
,
where k9, k10 are positive constants and k10 does not depend on α1, β1. The constant ε1 has been
chosen to satisfy
ε1
(
κ − n
1 + n
)
+ nY 1n Yηη −n2M8.
Moreover if we choose T sufficiently small such that
k10(mh)
N−1  n
4
M8,
then we have
(mh)
1+n
n
((
κ − n
1 + n
)
ε1 + nY 1n Yηη
)
+ k10(mh)N+ 1n −n4M8(mh)
1+n
n ,
(1 + n)wm,l−1ηη
1∫
0
[
θwm,l + (1 − θ)wm,l−1] 1n dθ · Y −n
4
M8(mh)
1+n
n k9Y(η).
Therefore, from Eq. (2.6) we obtain the equality
Qm,l(f2)±Qm,l(r)
mh
[
k11(mh)
N+ 1
n Y
1+n
n Yηη + k12(1 − η)
(
(m− 1)h) 1+nn NYη
+ k13
(
(m− 1)h) 1+nn NY − n
4
M8(mh)
1+n
n k9Y
]
+ k14
(
(m− 1)h) 1+nn N+1Y + k15(1 − η)((m− 1)h) 1+nn N+1Yη < 0
for 0  η < 1 and sufficiently small T , where the constants k11, . . . , k15 do not depend on
h,α1, β1. Noting that Yη(0) < 0, we have
qm,l(f2)± qm,l(r)
= mh
{
Yη −
1+n
2n κ(mh)
1+n
n + ((m− 1)h) 1+nn NCm−1,l1
m,l
1
n m,l−1 1nn(w ) (w )
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1∫
0
(
θwm,l + (1 − θ)wm,l−1) 1−nn dθ · Y
}∣∣∣∣∣
η=0
±
{[
v
m−1,l
0
(
U
m−1,l
1
) 1−n
1+n − vm−1,l−10
(
U
m−1,l−1
1
) 1−n
1+n ]h−1((m− 1)h) 1+n2n N
− ((m− 1)h) 1+nn N (Cm−1,l1 −Cm−1,l−11 )h−1(wm,l−1)− 1n }∣∣∣
η=0
mhYη|η=0 + k16(mh)δ2 < 0,
provided that T is sufficiently small. Here, δ2 = min
{ 1+n
2n N,
1+n
n
N − 1
n
}
> 1 and k16 does not
depend on h,α1, β1. Thus, we obtain the following inequalities for S˜m,l± = f2 ± rm,l :
Qm,l(S˜±) < 0 for 0 η < 1, qm,l(S˜±) < 0 for η = 0, S˜m,l± (1) = 0.
It follows from the maximum principle that
S˜
m,l
± = mhY(η)± rm,l(η) 0, i.e.,
∣∣rm,l(η)∣∣mhY(η),
for mh T κ−
n
1+n , where T is sufficiently small and dependent on α1, β1.
Now let us prove the estimate (2.12). Differentiating Eq. (2.2) with respect to η, we obtain the
following equations for wm,lη = zm,l :
Pm,l(z) ≡ n(wm,l) 1+nn zm,lηη −
(
κ − n
1 + n
)
(mh)
1+2n
n
zm,l − zm−1,l
h
− ηUm−1,l1
(
(m− 1)h) 3(1+n)2n N zm,l − zm,l−1
h
+
[
1 + n
2n
κ(η − 1)(mh) 1+nn + ((m− 1)h) 1+nn NAm−1,l1
]
zm,lη
+ ((m− 1)h) 1+nn NBm−1,l1 zm,l + (1 + n)(wm,l) 1n zm,lzm,lη
+ 1 + n
2n
κ(mh)
1+n
n zm,l + ((m− 1)h) 1+nn NAm−1,l1η zm,l
+ ((m− 1)h) 1+nn NBm−1,l1η wm,l − ((m− 1)h) 3(1+n)2n NUm−1,l1 rm,l = 0,
where m = 2,3, . . . , l = 0,1, . . . , [L/h]. From the boundary conditions (2.3) we find that
zm,l
∣∣
η=0 =
[
v
m−1,l
0
(
(m− 1)h) 1+n2n N (Um−1,l1 ) 1−n1+n
−
(
1 + n
2n
κ(mh)
1+n
n +Cm−1,l1
(
(m− 1)h) 1+nn N)(wm,l)− 1n ]∣∣∣∣
η=0
.
It follows from the estimate for wm,l(η) obtained in Lemma 2.3 that there exists a sequence
η
m,l
s → 1, s → ∞, such that
zm,l
(
ηm,ls
)
mhYη
(
ηm,ls
)(
1 + β(mh)N−1), (2.25)
and there is also a sequence η¯m,ls → 1, s → ∞, such that
zm,l
(
η¯m,ls
)
mhYη
(
η¯m,ls
)(
1 − α(mh)N−1). (2.26)
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n
1+n , by calculations, we get
Pm,l(f3) = mh
(
1 − β1(mh)N−1
){
n
(
wm,l
) 1+n
n Yηηη −
(
κ − n
1 + n
)
(mh)
1+n
n Yη
+
[
1 + n
2n
κ(η − 1)(mh) 1+nn + ((m− 1)h) 1+nn NAm−1,l1
]
Yηη
+ ((m− 1)h) 1+nn NBm−1,l1 Yη + 1 + n2n κ(mh) 1+nn Yη
+ ((m− 1)h) 1+nn NAm−1,l1η Yη + (1 + n)(wm,l) 1n (mh)(1 − β1(mh)N−1)YηYηη
}
+ ((m− 1)h) 1+nn NBm−1,l1η wm,l − ((m− 1)h) 3(1+n)2n NUm−1,l1 rm,l
+
(
κ − n
1 + n
)
(mh)
1+2n
n
(
(m− 1)h)Yηβ1[(mh)N−1 − ((m− 1)h)N−1]h−1
mh
(
1 − β1(mh)N−1
){
(mh)
1+n
n
[
nY
1+n
n Yηηη −
((
κ − n
1 + n
)
− 1 + n
2n
κ
)
Yη
+ 1 + n
2n
κ(η − 1)Yηη + (1 + n)Y 1n YηYηη
]
+ k17(mh)N+ 1n Y 1+nn |Yηηη|
+ k18(1 − η)
(
(m− 1)h) 1+nn N |Yηη| + k19((m− 1)h) 1+nn N |Yη|
+ (1 + n)YηYηη(mh)
[((
wm,l
) 1
n
(
1 − β1(mh)N−1
)− (wm,l) 1n )
+ ((wm,l) 1n − (mh) 1n Y 1n )]}
+ k20
(
(m− 1)h) 1+nn N+1Y
+ (mh) 1+2nn ((m− 1)h)Yηβ1
(
κ − n
1 + n
)[
(mh)N−1 − ((m− 1)h)N−1]h−1,
where k17, . . . , k20 do not depend on h,β1. Differentiating Eq. (2.6) with respect to η, we have
nY
1+n
n Yηηη + (1 + n)Y 1n YηYηη −
((
κ − n
1 + n
)
− 1 + n
2n
κ
)
Yη
+ 1 + n
2n
κ(η − 1)Yηη = 0.
This equation, together with the estimates for Y(η) in Lemma 2.2, implies that∣∣Y 1+nn Yηηη∣∣ k21|Yη|, ∣∣Y 1+nn Yηη∣∣ k22Y, ∣∣Y 1n YηYηη∣∣ k23|Yη|,
(1 + n)YηYηη
[(
wm,l
) 1
n
(
1 − β1(mh)N−1
)− (wm,l) 1n ] 0.
Therefore we can estimate Pm,l(f3) as follows:
Pm,l(f3) k24mh
(
1 − β1(mh)N−1
)
(mh)N+
1
n |Yη| + k25
(
(m− 1)h) 1+nn N+1Y
+ (mh) 1+2nn (m− 1)hYηβ1
(
κ − n
)[
(mh)N−1 − ((m− 1)h)N−1]h−11 + n
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(
1 − β1(mh)N−1
)
(mh)N+
1
n |Yη| + k25
(
(m− 1)h) 1+nn N+1Y
+ β1
(
κ − n
1 + n
)
(mh)
1+2n
n
(
(m− 1)h)N−1Yη < 0,
provided that β1 > 0 is large enough and mh T κ−
n
1+n , T is sufficiently small.
Let Sm,l = (f m,l3 −zm,l)e−γmh and then we deduce that Sm,l satisfies the following inequality:
n
(
wm,l
) 1+n
n Sm,lηη − (mh)
1+2n
n
(
κ − n
1 + n
)
Sm,l − Sm−1,l
h
e−γ h
− ηUm−1,l1
(
(m− 1)h) 3(1+n)2n N Sm,l − Sm,l−1
h
+
[
1 + n
2n
κ(η − 1)(mh) 1+nn + ((m− 1)h) 1+nn NAm−1,l1
]
Sm,lη
+ ((m− 1)h) 1+nn NBm−1,l1 Sm,l + 1 + n2n κ(mh) 1+nn Sm,l +
(
(m− 1)h) 1+nn NAm−1,l1η Sm,l
+ (1 + n)(wm,l) 1n zm,lSm,lη + (1 + n)(wm,l) 1n f m,l3η Sm,l
− (mh) 1+2nn
(
κ − n
1 + n
)
γ e−γ h′Sm,l < 0.
By the definition of f m,l3 and Lemma 2.2, the coefficient of S
m,l is equal to
−
(
κ − n
1 + n
)
m(mh)
1+n
n e−γ h − η
h
U
m−1,l
1
(
(m− 1)h) 3(1+n)2n N
+ ((m− 1)h) 1+nn NBm−1,l1 + 1 + n2n κ(mh) 1+nn +
(
(m− 1)h) 1+nn NAm−1,l1η
+ (1 + n)(wm,l) 1n f m,l3η − (mh) 1+2nn
(
κ − n
1 + n
)
γ e−γ h′ ,
which is negative for m> 1, if mh T κ−
n
1+n , T is sufficiently small and γ is large enough.
It follows from the above inequality for Sm,l that on the interval 0 < η < 1 the functions Sm,l
cannot obtain a negative minimum if Sm−1,l and Sm,l−1 are nonnegative, as they indeed are by
the induction assumption.
Moreover, if β1 > 0 is large enough we have
eγmhSm,l
∣∣
η=0
=
{
Yη(η)(mh)
(
1 − β1(mh)N−1
)− [vm−1,l0 ((m− 1)h) 1+n2n N (Um−1,l1 ) 1−n1+n
−
(
1 + n
2n
κ(mh)
1+n
n +Cm−1,l1
(
(m− 1)h) 1+nn N)(wm,l)− 1n ]}∣∣∣∣
η=0

[
mhYη − β1(mh)NYη − k26(mh) 1+n2n N
+ 1 + n
2n
κ(mh)
1+n
n
(
mhY
(
1 − α(mh)N−1))− 1n ]∣∣∣∣
η=0

[−β1(mh)NYη − k27(mh)N ]∣∣ > 0η=0
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It follows from (2.26) that
Sm,l
(
η¯m,ls
)
> 0 for β1 > α.
Therefore Sm,l  0 for 0 η η¯m,ls and this means that f m,l3  zm,l for 0 η < 1.
In a similar way, we can estimate zm,l from below. To this end, consider the function
f
m,l
4 = mhYη(η)
(
1 + α1(mh)N−1
)
.
Noting that
YηYηη(mh)
[(
wm,l
) 1
n
(
1 + α1(mh)N−1
)− (wm,l) 1n ]> 0,
by calculations, we have
Pm,l(f4)mh
(
1 + α1(mh)N−1
){
(mh)
1+n
n
[
nY
1+n
n Yηηη −
((
κ − n
1 + n
)
− 1 + n
2n
κ
)
Yη
+ 1 + n
2n
κ(η − 1)Yηη + (1 + n)Y 1n YηYηη
]
− k28(mh)N+ 1n Y 1+nn |Yηηη|
− k29(1 − η)
(
(m− 1)h) 1+nn N |Yηη| − k30((m− 1)h) 1+nn N |Yη|
+ (1 + n)YηYηη(mh)
[((
wm,l
) 1
n
(
1 + α1(mh)N−1
)− (wm,l) 1n )
+ ((wm,l) 1n − (mh) 1n Y 1n )]}− k31((m− 1)h) 1+nn NY
− (mh) 1+2nn ((m− 1)h)Yηα1
(
κ − n
1 + n
)[
(mh)N−1 − ((m− 1)h)N−1]h−1
−k32mh
(
1 + α1(mh)N−1
)
(mh)N+
1
n |Yη| − k31
(
(m− 1)h) 1+nn N+1Y
− (mh) 1+2nn (m− 1)hYηα1
(
κ − n
1 + n
)[
(mh)N−1 − ((m− 1)h)N−1]h−1
> 0,
if α1 > 0 is sufficiently large and mh T κ−
n
1+n , T is sufficiently small.
On η = 0, we have(
f
m,l
4 − zm,l
)∣∣
η=0 
[
α1(mh)
NYη + k33(mh) 1+n2n N
]∣∣
η=0 < 0,
if α1 is large enough. It follows from (2.25) that(
f
m,l
4 − zm,l
)∣∣
η=ηm,ls  0 for α1 > β.
These estimates, together with the inequality Pm,l(f4 − z) > 0 for 0  η < 1, imply that
f
m,l
4 − zm,l  0 for 0 η < 1, and thus zm,l  f m,l4 .
Thus, we complete the proof of (2.12), (2.13), and the estimates (2.14) follow from Eq. (2.2)
and the inequalities (2.12), (2.13). 
Lemmas 2.1–2.4 established above immediately imply the existence of solution for the prob-
lem (1.6), (1.7) and the corresponding existence theorem is formulated below.
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(1.7) admits a nonnegative solution w(τ, ξ, η) in the domain Ω = {0 < τ < T κ− n1+n , 0 < ξ < L,
0 < η < 1} with T depending on U1, v0. This solution has the following properties:
– w(τ, ξ, η) is continuous in Ω ,
τY (η)
(
1 − ατN−1)w(τ, ξ, η) τY (η)(1 + βτN−1), (2.27)
– the derivatives wη are continuous in η ∈ [0,1) and
τYη(η)
(
1 + α1τN−1
)
wη(τ, ξ, η) τYη(η)
(
1 − β1τN−1
)
, (2.28)
– the derivatives wξ ,wτ and w
1
n wηη are bounded in Ω , and
|wξ | τY, |wτ | (1 + ε1)Y,∣∣w 1n wηη∣∣K1τ 1+nn , w 1n wηη −K2τ 1+nn , (2.29)
where the constants α, β , α1, β1, K1, K2, ε1 are positive and depend on U1, v0, L; Y(η) is
the solution with properties stated in Lemma 2.2. Equation (1.6) holds for w almost everywhere
in Ω . The solution of problem (1.6), (1.7) with these properties is unique.
Proof. The existence of the solution is proved in a similar way just as for Theorems 4.1.3
and 3.1.5 in [10], so here we only prove its uniqueness.
Let w1 and w2 be two solutions for problem (1.6), (1.7). Then for w¯ = w1 −w2 we have the
following equation:
nw
1+n
n
1 w¯ηη −
(
κ − n
1 + n
)
τ
1+2n
n w¯τ − ηUτ 1+nn N w¯ξ + 1 + n2n κ(η − 1)τ
1+n
n w¯η
+A1τ 1+nn N w¯η +B1τ 1+nn N w¯ + (1 + n)
1∫
0
[
θw1 + (1 − θ)w2
] 1
n dθ ·w2ηηw¯ = 0, (2.30)
and the following boundary and initial conditions:
w¯|η=1 = 0, w¯|τ=0 = 0,[
w¯η −
(
1 + n
2n
κτ
1+n
n +C1τ 1+nn N
)
1
n
1∫
0
(
θw1 + (1 − θ)w2
)− 1+n
n dθ · w¯
]∣∣∣∣∣
η=0
= 0. (2.31)
Multiply Eq. (2.30) by
e−γ τ τ−
1+2n
n
w¯
w1
,
where γ is a constant to be chosen. Integrating the resulting relation over Ω and using integration
by parts in some of the terms, we obtain∫
τ−
1+2n
n e−γ τ
[
−nw
1
n
1 w¯
2
η +
n
2
(
w
1
n
1
)
ηη
w¯2
]
dτ dξ dηΩ
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∫
Ω
τ−
1+2n
n e−γ τ
[
−1 + n
2n
κ
2
τ
1+n
n + 1 + n
2n
κ
2
(η − 1)τ 1+nn w1η
w1
]
w¯2
w1
dτ dξ dη
+
∫
Ω
τ−
1+2n
n e−γ τ
[
A1τ
1+n
n
Nw1η
2w1
− A1ητ
1+n
n
N
2
]
w¯2
w1
dτ dξ dη
+
∫
Ω
−κ −
n
1+n
2
(
w1τ
w1
+ γ
)
w¯2
w1
e−γ τ dτ dξ dη
+
∫
Ω
τ−
1+2n
n e−γ τ ηw¯
2
w1
(
τ
1+n
n
NUξ
2
− τ
1+n
n
NUw1ξ
2w1
)
dτ dξ dη
+
∫
Ω
τ−
1+2n
n e−γ τ τ
1+n
n
NB1
w¯2
w1
dτ dξ dη
+
∫
Ω
(1 + n)
( 1∫
0
[
θw1 + (1 − θ)w2
] 1
n dθ
)
·w2ηητ− 1+2nn e−γ τ w¯
2
w1
dτ dξ dη
+
∫
η=0
τ−
1+2n
n e−γ τ
[
−nw
1
n
1 w¯w¯η +
n
2
(
w
1
n
1
)
η
w¯2 + 1 + n
2n
κ
2
τ
1+n
n
w¯2
w1
− A1τ
1+n
n
N
2w1
w¯2
]
dτ dξ
+
∫
τ=T
−
(
κ − n
1 + n
)
e−γ τ w¯
2
2w1
dξ dη +
∫
ξ=L
−ηUτ 1+nn Nτ− 1+2nn e−γ τ w¯
2
2w1
dτ dη
= 0. (2.32)
Substitute for w¯η its expression from the boundary condition (2.31) to derive
∫
η=0
τ−
1+2n
n e−γ τ w¯2
{
−w
1
n
1
[
1 + n
2n
κτ
1+n
n +C1τ 1+nn N
] 1∫
0
(
θw1 + (1 − θ)w2
)− 1+n
n dθ
+ n
2
(
w
1
n
1
)
η
+ 1 + n
2n
κ
2
τ
1+n
n
1
w1
− A1τ
1+n
n
N
2w1
}
dτ dξ

∫
η=0
τ−
1+2n
n e−γ τ w¯2
[
−1 + n
2n
κ
2
τ
1
n Y−1 + n
2
(
w
1
n
1
)
η
+ k34τN+ 1n−1Y−1
]
dτ dξ  0,
if 0  τ  T κ−
n
1+n , T is sufficiently small. It is obvious that the integrals over the boundary
τ = T and ξ = L are also nonpositive. Therefore, the sum of the integrals over Ω in (2.32) is
nonnegative, it follows that∫
τ−
1+2n
n e−γ τ w¯
2
2w1
{
−2nw
1+n
n
1
w¯2η
w¯2
+ n(w 1n1 )ηηw1 − 1 + n2n κτ 1+nn
Ω
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2n
κ(η − 1)τ 1+nn w1η
w1
+ A1τ
1+n
n
Nw1η
w1
−A1ητ 1+nn N
−
(
κ − n
1 + n
)(
w1τ
w1
+ γ
)
τ
1+2n
n + ητ 1+nn N
(
Uξ −U w1ξ
w1
)
+ 2τ 1+nn NB1
+ 2(1 + n)
1∫
0
[
θw1 + (1 − θ)w2
] 1
n dθ ·w2ηη
}
dτ dξ dη
=
∫
Ω
τ−
1+2n
n e−γ τ w¯
2
2w1
{
−2nw
1+n
n
1
w¯2η
w¯2
+ n(w 1n1 )ηηw1 − nw 1n1 wηη − 1 + n2n κτ 1+nn
−A1ητ 1+nn N + ητ 1+nn NUξ − γ
(
κ − n
1 + n
)
τ
1+2n
n + τ 1+nn NB1
+ 2(1 + n)
1∫
0
[
θw1 + (1 − θ)w2
] 1
n dθ ·w2ηη
}
dτ dξ dη
 0.
On the basis of the estimates (2.12)–(2.14), we conclude that the expression in the curly brackets
is nonpositive if γ is sufficiently large. Therefore, w¯ = 0 and w1 = w2. 
3. Solutions for the problem (1.1)–(1.3)
As a consequence of Theorem 2.5, we construct the solutions for the problem of the nonsta-
tionary boundary layer.
Theorem 3.1. Let
U(t, x) = t 1+n2n κU1(t, x), κ  2n1 + n ; U(t,0) = 0, U1(t, x) > 0, x > 0,
and assume that U1x,U1t /U1, v0 have continuous first order derivatives in t, x. Then problem
(1.1)–(1.3) in D = {0 < t < T, 0 < x <L, 0 < y < ∞} admits a solution u,v with the following
properties: u/U , unytκ/U
2n
1+n are bounded and continuous in D; u(t, x, y) > 0 for t, x > 0;
unyt
κ/U
2n
1+n > 0 for t > 0, unytκ/U
1+n
2n → 0 as y → ∞; the derivatives uy , ux , uyy , ut , vy are
bounded and continuous in D with respect to y,∣∣uny∣∣E1tκ− n1+n , ∣∣un−1y uyy∣∣E2t 1+n2n κ−1, |ut |E3t 1+n2n κ−1,
|ux |E4t 1+n2n κ ;
the function v is continuous in D with respect to y and is bounded for bounded y;∣∣(uny)x∣∣E5tκ− n1+n , ∣∣(uny)t ∣∣E6tκ− 1+2n1+n
are bounded for bounded y; moreover,∣∣(uny) ∣∣E7t κn− 2+n1+n ;yy
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solution:
UΦ−1
(
yU
1−n
1+n t−
1
1+n
(
1 − αt n1+n ) 1n ) uUΦ−1(yU 1−n1+n t− 11+n (1 + βt n1+n ) 1n ),
where α,β = const > 0 and Φ−1 is the inverse of the function
Φ(ζ) =
ζ∫
0
Y−
1
n (s) ds,
where Y(η) is the solution of problem (2.6), (2.7).
1 −C1
[
yU
1−n
1+n t−
1
1+n
(
1 − αt n1+n ) 1n ]− 1+n1−n  u
U
 1 −C2
[
yU
1−n
1+n t−
1
1+n
(
1 + βt n1+n ) 1n ]− 1+n1−n ,∣∣∣∣tκ u
n
y
U
2n
1+n
− tκ− n1+n Y
(
u
U
)∣∣∣∣E8tκY
(
u
U
)
,
∣∣∣∣tκU 1−n1+n (u
n
y)y
uy
− tκ− n1+n Yη
(
u
U
)∣∣∣∣E9tκYη
(
u
U
)
,
t
[
uy
(
uny
)
yy
− uyy
(
uny
)
y
]
u−2y −E10, Ei,Ci = const > 0.
Furthermore, the solution u,v of problem (1.1)–(1.3) is unique in the sense that the function
w = unytκ/U
2n
1+n satisfies the conditions of Theorem 2.5.
Proof. Define u = u(t, x, y) by
y = t κn U n−11+n
u/U∫
0
w−
1
n
(
tκ−
n
1+n , x, s
)
ds. (3.1)
It follows from (3.1) and Lemmas 2.1, 2.2 that
u|t=0 = 0, u|y=0 = 0, lim
y→∞u(t, x, y) = U(t, x).
In view of (3.1), we have
w(τ, ξ, η) = w
(
tκ−
n
1+n , x,
u
U
)
= tκU− 2n1+n uny. (3.2)
From (3.1), (3.2), we obtain the following relations:
(
uny
)
y
= t−κU n−11+n uywη,
(
uny
)
yy
= t−κU 2n1+n
[
uyy
U
wη +
(
uy
U
)2
wηη
]
, (3.3)
(
uny
)
t
= −κt−(κ+1)U 2n1+n + 2n
1 + nt
−κU
n−1
1+n Utw
+ t−κU 2n1+n
[
wτ
(
κ − n
1 + n
)
tκ−
n
1+n−1 +wη
(
ut
U
− u Ut
U2
)]
, (3.4)
(
uny
)
x
= 2n t−κU n−11+n Uxw + t−κU 2n1+n
[
wξ +wη
(
ux − uUx2
)]
, (3.5)1 + n U U
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U
Ut − y κ
n
t−
κ
n
−1U
2
1+n w
1
n + y 1 − n
1 + nt
− κ
n U
1−n
1+n Utw
1
n
+ 1
n
(
κ − n
1 + n
)
tκ−
n
1+n−1Uw
1
n
u/U∫
0
w−
1+n
n wτ ds, (3.6)
ux = u
U
Ux + y 1 − n1 + nt
− κ
n U
1−n
1+n Uxw
1
n + 1
n
w
1
n
u/U∫
0
w−
1+n
n wξ ds. (3.7)
Define v(t, x, y) by
v = (u
n
y)y +Ut +UUx − ut − uux
uy
, (3.8)
which implies that (u, v) satisfies (1.1).
Substituting (3.2), (3.3), (3.6), (3.7) into (3.8) and using Eqs. (1.6), (1.7) for w, after a lengthy
but directly calculating, we can show that v satisfies
v = v0 −
y∫
0
ux(t, x, y) dy.
This implies
ux + vy = 0 a.e. in D.
With the help of Theorem 2.5 and (3.2)–(3.8), it is easy to verify the assertions of Theo-
rem 3.1. 
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