Aspects of the Nosé and Nosé-Hoover dynamics developed in 1983-1984 along with Dettmann's closely related dynamics of 1996, are considered. We emphasize paradoxes associated with Liouville's Theorem. Our account is pedagogical, focused on the harmonic oscillator for simplicity, though exactly the same ideas can be, and have been, applied to manybody systems. Nosé, Nosé-Hoover, and Dettmann flows were all developed in order to access Gibbs' canonical ensemble directly from molecular dynamics. Unlike Monte Carlo algorithms dynamical flow models are often not ergodic and so can fail to reproduce Gibbs' ensembles. Accordingly we include a discussion of ergodicity, the visiting of all relevant microstates corresponding to the desired ensemble.
I. INTRODUCTION: A SUMMARY OF DYNAMICAL MILESTONES
Gibbs' formulation of statistical mechanics uses averages over all of phase space as predictors of equilibrium behavior. Metropolis, the Rosenbluths, and the Tellers implemented Gibbs' program with their "Monte Carlo" algorithm 1 . They emphasized that their algorithm is ergodic, capable of covering all of phase space, and applied it successfully to the equation of state of hard disks. Gibbs showed that phase-space averages over "all states"
could be used to calculate properties of systems at constant energy, or, by weighting the states differently, at constant temperature or pressure or both. Some 50 years later, computers made it possible to compute such averages numerically, at first for very small systems.
This was accomplished by moving particles with probabilities corresponding to the intended ensemble 1 . We provide two educational examples of Monte Carlo simulation in Section II.
Berni Alder and Tom Wainwright developed "Molecular Dynamics" shortly thereafter 2 .
The two methods agreed well for fixed-energy hard-sphere systems at equilibrium. Fixedtemperature Monte Carlo simulation is limited to equilibrium problems. Equilibrium Monte
Carlo simulations had no precise dynamical analog until Nosé's innovative work of 1984 [3] [4] [5] [6] .
"Nonequilibrium Molecular Dynamics", which could deal with flows of momentum and energy, had been developed in the 1970s 7 . The velocities, kinetic temperatures, and heat fluxes could all be controlled by brute-force adjusting and rescaling. The resulting fixed moments of the distribution turned out to promote viscous and thermal flows in line with hydrodynamic expectations in relatively small systems, with only a few or at most a few hundred interacting particles. We describe some equilibrium example flows in Section III. It was discovered that the brute-force rescaling was equivalent to linear feedback control of the momenta in the differential equations governing particle motion. We illustrate this equivalence in Section IV and introduce the Galton Board problem as the prototype example.
In 1984 Shuichi Nosé formulated a particle mechanics consistent with Gibbs' canonical ensemble. His work was grounded in Hamiltonian mechanics but with a novel addition designed to promote energy mixing. Nosé's mechanism for mixing states of different energies was an external "time-scaling" variable s. A dozen years later Dettmann discovered that s can best be interpreted as the phase-space probability density, s = f (q, p, ζ), where the "friction coefficient" ζ in Nosé's work is the momentum conjugate to s, p s = ζ. This same notion was independently discovered three years later by Bond, Leimkuhler, and Laird 8 .
Their work attracted Nosé's interest more strongly than had Dettmann's 7,9,10 , which Bill had discussed with Nosé in 1996. Nosé The simplicity of that model led to its independent rediscovery by Sprott a decade later 11, 12 . We adopt that same model here as our primary pedagogical tool. The simplest possible thermostating mechanism, linear feedback, gave rise to a Gaussian distribution for the friction coefficient ζ = p s , as is described in Section V.
Thermostating from a more general viewpoint, using higher moments, was glimpsed by Hoover in 1985 13 , and treated comprehensively in a pair of important papers 14 by Bauer, Bulgac, and Kusnezov in the early 90s. The 2015 (Ian) Snook Prize problem led Tapias, Bravetti, and Sanders 15 to a "Logistic" thermostat with an arctangent switch between the heating and cooling functions of their external frictional control variable. Their work was soon elaborated by Sprott 16 , who considered on-off "bang-bang" control of temperature and showed numerically that the resulting control variable has a singular exponential distribution in this limit rather than the Gaussian distribution resulting from Nosé's integral control.
These ideas are also illustrated in Section V.
In Section VI we illustrate and discuss a paradox involving three descriptions of the Nosé-Hoover oscillator flow. These suggest (wrongly, of course) that the same flow can be simultaneously expanding, contracting, or incompressible, depending upon the coordinates used to describe the flow.
Section VII provides our views on numerical methods, developed over 40 years, and influenced particularly by our colleague Clint Sprott 17 , whose imaginative use of color has provided a powerful adjunct to the understanding of nonlinear flows. Because bifurcation and chaos is necessary to any statistical view of dynamical systems we include the characterization of flows in terms of their Lyapunov spectra in this Section.
Sections VIII and IX deal with our general conclusions concerning the simulation of nonequilibrium steady states, the formation of fractal repellors and attractors and the association of the macroscopic Second Law of Thermodynamics with microscopic thermostated models.
Our final Section X is a bit speculative, as must be any view of the future, and suggests that the fractal geometry of nonlinear chaotic flows still holds more interesting lessons for us. We stress the difference between the continuous, paradoxical, and contentious view of mathematics and the discrete grid-based approach of computational statistical mechanics.
II. MONTE CARLO AS DEVELOPED IN THE 1950S
As computer hardware improved in the American National Laboratories, predominantly at Los Alamos and Livermore, the applications became scientifically interesting. 
A. Monte Carlo Evaluation of Canonical Harmonic Oscillator Moments
As a warmup demonstration problem let us apply the Monte Carlo method to a test problem with well-known dynamical and ensemble-averaged answers, the one-dimensional harmonic oscillator. As usual we choose the mass, force constant, temperature, and Boltznann's constant all equal to unity. Gibbs' canonical phase-space distribution for the oscillator coordinate-momentum (q, p) pair, is the simple Gaussian : f (q, p) = e −(q 2 +p 2 )/2 /(2π). The resulting mean values of the even moments of q and p are products of the odd integers : A Monte Carlo program implementing this idea for the oscillator coordinate causes a single test oscillator to make random jumps within a spatial interval −J < dq < +J. The jump dq occurs with probability 1 if the energy drops and with a lesser probability e −δE if it rises. The uphill jump with probability e −δE is implemented by choosing an additional random number 0 < R < 1 and accepting the move when R is sufficiently small, R < e −δE .
This single-particle oscillator program needs two random numbers when the new energy is higher-one for the jump and one for the acceptance test. Only one random number is needed (for the jump alone) when the energy is lower. The heart of the program can be summarized by a single line of pseudocode :
We wrote such a billion-jump program using the following simple generator rund(intx,inty), where the two arguments are the "seeds" of the random number rund.
As the routine is called the corresponding sequence of intx and inty values goes through all 4,194,304 combinations 0 ≤ (intx, inty) ≤ 2047. We began with (intx,inty) both zero.
These seeds change each time a new number is generated. Here is rund : A longer run of one billion Monte Carlo steps with J = 1/2 revealed an interesting oscillation in the fourth moment, q 4 , with a periodic duration of roughly 30 million steps. The long-time mean value of that fourth moment appears to be converging in the neighborhood of 2.983 rather than exactly 3. The relatively short period and the half-percent error in the moment suggest that the rund generator is not well suited to this type of Monte Carlo simulation.
The built-in gfortran generator, rand(intx) is arguably better, but still far from perfect.
With rand a ten-billion step run reveals a period on the order of one billion steps converging in the neighborhood of q 4 = 2.9984. A similar run, but discarding the first 10 8 random numbers, leads to a similar period with apparent convergence to 2.9985. Finally, a program using pairs of random numbers for each step (an effort to enhance and better characterize periodicity) gave apparent convergence to 3.00007, again with oscillation periods of about one billion steps. A careful look revealed that the sequence of random numbers produced by rand repeats precisely after 715,827,882 calls and evidently creates a resonant periodicity, with that same frequency, in the oscillator itself.
This same strategy, accepting moves raising the potential energy with relative probability e −δE has been successfully applied to manybody problems ever since Metropolis' work.
Such Monte Carlo sampling is not extendable to "nonequilibrium" simulations (those with specified velocity or temperature gradients for example) while Nosé's method is 21 . By simulating random jumps in phase space the Monte Carlo approach automatically accesses configurations over a wide range of potential energies.
This harmonic oscillator example teaches an important lesson: test random number implementations with a few simple applications having known answers prior to embarking on a "new" type of simulation. In Section VIII we will use a better FORTRAN random number generator, "Random Number", in another Monte Carlo application.
B. Monte Carlo Construction of Quartic Oscillator Ensembles
Another application of the Monte Carlo method is the construction of small-system Gibbs'
ensembles for given values of the energy or temperature. Although dynamical techniques able to generate such an ensemble from a single trajectory were a long time in coming, the statistical mechanics of ensembles is an excellent fit with Monte Carlo techniques. Let There are several prominent line segments in the microcanonical distribution at top left, indicating correlation, greatly reduced by discarding every third random number. The canonical distribution at the right, with the same number of accepted points (10,000) was generated by accepting random choices in a larger rectangle, −10 < (q, p) < +10 with probability e −(q 4 /4+p 2 /2) by accepting (q, p) whenever R < e −(q 4 /4+p 2 /2) . This example, like the harmonic moments simulation, is interesting in that both of them point out shortcomings of rund(intx,inty). Though the correlations are too small to see here at the scale of the microcanonical case, they are quite obvious in the canonical ensemble sample at the upper right. For most purposes this same rund(intx,inty) generator is perfectly adequate.
III. MOLECULAR DYNAMICS FROM THE 1950S
Gibbs' statistical mechanics is equilibrium-based. Its simplest "microcanonical ensemble"
formulation describes many similar microscopic { q, p } copies ( the "ensemble" ) of a fixed mass of fluid confined to a periodic volume V with a fixed energy E. In the various copies the pressure and temperature fluctuate, with their instantaneous values defined through the virial theorem and the ideal-gas thermometer 13, 21 . Gibbs' formalism describes the "state" of a manybody material as an average over the ensemble of all applicable microstates. The usual optimistic alternative to the generating of such a many-copy ensemble is to follow the "molecular dynamics" of a single "typical" specimen system. The 1950s began with Fermi, Pasta, and Ulam pursuing this idea at the Los Alamos Laboratory 18 .
Their chosen system was an anharmonic chain started with a low-frequency longitudinal sinewave displacement. Their motivating desire was to see how long it took for this "typical" anharmonic system to forget its atypical initial condition, and to produce Gibbs' microcanonical equilibrium average properties. They were quite surprised to discover that anharmonicity was not enough to promote equilibrium. Their choice of problem was therefore a good one. It has led to thousands of follow-on studies in the following seventy years.
Their computational approach to the dynamics was likewise good. Let us apply it to our harmonic-oscillator example.
Fermi, Pasta, and Ulam used the second-order "Leapfrog Algorithm" to predict the next step in time from the two preceding ones :
The coordinate, velocity, and acceleration are respectively (q, v, a). Though the velocity appears in the underlying "leapfrog derivation" the coordinates can be calculated as centered second differences without any need to calculate or store the half-step velocities.
For the harmonic oscillator the acceleration is −q(t) and the analytic solution of the finite-difference algorithm is periodic in time, but with a slightly lower oscillation frequency deviating quadratically from the exact oscillator trajectory, q = cos(t):
By a simple "rescaling of the time", a concept to which we return in Section V, this approximate algorithm can be made exact for the oscillator. Fermi, Pasta, and Ulam used the leapfrog algorithm to study the dynamical properties of anharmonic chains. They were mightily surprised that the chains showed no simple approach to equilibrium.
Soon after, Berni Alder and Tom Wainwright, helped by Mary Ann Mansigh (now Karlsen) 22 , at the Livermore Laboratory in California, began to study the "event-driven" molecular dynamics of hard disks and spheres 2 . They computed the times to each pair of particles' next collision accurately. The resulting geometry, coupled with conservation of momentum and energy, gives the post-collision velocities of the two colliding particles. The simulation then continues to the next collision.
Unlike Fermi's nonlinear chains, hard-particle systems soon came to thermal equilibrium, nicely reproducing the Maxwell-Boltzmann velocity distribution
The most surprising finding of the Livermore work was that (two-dimensional) hard disks underwent a fluid-solid phase transformation at a density near three-fourths of the closestpacked "triangular-lattice" structure. The details of the transition have been progressively refined, as recently as 2013, and are now quite well known 23 . Paradoxically the transition in three dimensions, with hard spheres freezing at two-thirds the close-packed density, had already been characterized fairly well, by both molecular dynamics and Monte Carlo, in the 1950s 19, 20 . The three-dimensional transition is both broader and sharper than is its two-dimensional little brother.
FIG. 2:
To the left we show the definition of (α, β) which define the location and exit velocity of each Galton-Board collision. To the right we see the fractal attractor distributions that result with gravitational field strengths of E = 1, 2, 3, and 4. This work is fully described in Reference 24.
IV. ISOKINETIC NONEQUILIBRIUM DYNAMICS FROM THE 1970S
Molecular dynamics, when equipped with boundary conditions allowing heat transfer, can describe dissipative stationary states requiring work for their maintenance and discharging an equivalent time-averaged amount of heat to their environment. Nonequilibrium molecular dynamics simulations with boundary velocities and temperatures were first performed in the 1970s, 13,21 by controlling particle velocities with "thermostat forces". Implementing this idea required a definition of "temperature", for which the ideal-gas definition, mkT ≡ p 2 was readily adopted. Gibbs' statistical mechanics had backed this definition with the observation that at equilibrium, so long as the potential energy Φ(q) was independent of the kinetic,
Here D is the dimensionality and ND is the number of Cartesian degrees of freedom in the sum. Gibbs' statistical mechanics shows that exactly the same velocity distribution applies to dense matter as to the ideal gas. These same thermostat forces can also be generalized to simulating the mix of energy states required for Gibbs' in the fluid walls were adjusted to conform to the specified mean velocity and temperature: Perhaps the simplest example problem constrains a manybody system to a fixed kinetic temperature. To do this, using a frictional force, −ζp, the constraint of fixed kinetic energy has the form :
The thermostat forces { −ζp } exactly offset the natural fluctuations in the kinetic energy, forcing it to remain constant, providing isothermal ( and isokinetic ) fluid walls.
It is interesting to see that the friction coefficient ζ, being proportional to the momenta, The reversed trajectory is invariably less stable than the attractor and cannot be generated directly from the dynamical equations. The only way to obtain the reversed trajectory is previously to compute, store, and reverse a forward trajectory.
One of the 1987 Toy Models 24 , the "Galton Board", demonstrated this explanation of the Second Law in terms of isokinetic dynamics. A particle falling through a regular lattice of fixed scatterers, in the presence of a gravitational field, was constrained to move at constant speed by imposing an isokinetic constraint on its motion. See Figure 2 . The locations of successive collisions with scatterers could be described by two angles. The angle α gives the location of the collision relative to the scatterer and the angle β describes the outgoing velocity direction after that collision. For hard-disk scatterers the equilibrium distribution of the angles is perfectly uniform in a simple rectangle, with 0 < α < π and Berni's award was followed four years later with the Nobel Prizes in Chemistry for Martin Karplus, Michael Levitt, and Arieh Warshel. They developed realistic biological simulations using thermostated molecular dynamics with judicious quantum-mechanical additions.
The isothermal mechanics invented by Shuichi Nosé in 1983-1984 3,4 was a catalyst for this development. His seminal work was greatly extended in 1984-1996 5-7,9 . We introduce and discuss it here from a pedagogical point of view. Replicating Gibbs' canonical ensemble with a deterministic Hamiltonian dynamics was Nosé's goal. Two problems needed to be solved to accomplish it : [ 1 ] the new mechanics needed to access the energy states given by Gibbs' canonical probability density, f (q, p) ∝ e −E/kT ; [ 2 ] the new mechanics' phase-space trajectory needed to speed up at higher energies and slow down at lower ones in just such a way as to convert the constant density microcanonical distribution to the exponential density canonical one. Nosé adopted Hamiltonian mechanics as his starting point. With the imaginative addition of "time scaling" he could vary the speed of phase-space travel (and more fundamentally the strain-rate of the corresponding compressible flow) to replicate Gibbs' distribution.
Nosé's highly original approach involves first the scaling of all the Hamiltonian momenta by a multiplicative time-scaling factor (1/s) ≡ e +E/kT e +ζ 2 τ 2 /2 , where ζ = p s is a friction coefficient as well as the Hamiltonian momentum conjugate to s, and where τ governs the strength of the thermostating forces {−ζτ 2 p}. Next, and finally, Nosé's fundamental invention, the time-scaling factor s, must adjust the frequency of appearance of phase-space states in direct proportion to e −E/kT ∝ f (q, p), Gibbs' phase-space probability density.
Shortly after meeting with Nosé to discuss his work Hoover showed that frictional forces, { −ζp }, where ζ is determined by time-reversible feedback,ζ ∝ (p 2 −mkT ), reproduce the results of Nosé's isothermal mechanics directly from the phase-space continuity equation 5 .
At Philippe Choquard's Lausanne laboratory Hoover applied Nosé's ideas to numerical simulations of a thermostated one-dimensional harmonic oscillator. This numerical work showed that the Nosé oscillator was far from ergodic. Instead, it generated a remarkable variety of toroidal solutions as well as a relatively-small chaotic sea 6 . The union of all these separate solutions was the three-dimensional Gaussian : called "Demons" in Reference 14, can be used simultaneously, with three Demons enough to simulate one-particle Brownian motion ! Generally they found that additional nonlinearity enhances ergodicity. Figure 3 compares Poincaré sections at the plane p = 0 for three varieties of thermostated oscillator including the far from ergodic Nosé-Hoover example : 
Before long, in 1996, Hoover and Holian found 29 that the simplest combination of two moment-based Demons was enough to render the one-dimensional harmonic oscillator ergodic :
This set of equations provides an entire four-dimensional Gaussian distribution for any initial condition 29 :
In all of these cases the stationary distribution follows from the phase-space continuity equation, which is a generalization of the ideas used to derive Liouville's Theorem :
Although only the last of these approaches is ergodic recent developments have shown that a single thermostat variable can provide ergodicity. A particularly interesting singular example was highlighted by Sprott 16 as an extension of the prize-winning work of Tapias, Bravetti, and Sanders, who used a hyperbolic tangent function of ζ to shift from heating (negative ζ) to cooling (with positive ζ) 15 : Here the minus sign is used for positive ζ and the plus sign for negative ζ. The momentum p varies continuously in time, but with an occasional discontinuity in its first derivative. tonian for the one-dimensional oscillator,
reproduces the Nosé-Hoover motion equations for the oscillator [ provided that the scaled momentum (p/s) is replaced by the symbol p ]. As a fringe benefit, this step provides the identification of the mysterious s with the extended Gibbs' distribution f (q, p, ζ) ! :
Gibbs' three-dimensional Gaussian distribution can be converted into a probability density for the time-scaling variable s as follows:
To confirm this analysis we choose one million values of r 2 with the relative probability of r 2 e 1−r 2 and bin their logarithms in Figure 5 .
In considering these extensions of Nosé's 1984 work we need to analyze a relatively simple model in order to understand the relatively complex relationship between the speed of phasespace travel and probability density. The harmonic oscillator is too simple for this as the phase-space speed in entirely uniform. The continuity equation for f (q, p, ζ) shows directly that rather than speed it is strain rate, (⊗/⊗) ≡ (−ḟ /f ) that is crucial to the equivalence between time scaling and probability density. To clarify this point we consider the Quartic oscillator, with H Q = (q 4 /4) + (p 2 /2).
C. The Phase-Space Strain Rate of the Quartic Oscillator
The equilibrium one-dimensional quartic oscillator, {q = p ;ṗ = −q 3 }, obeys Liouville's Theorem,
One might expect then that all the accessible oscillator states are equally likely, traversed at equal speeds. But they are not. The speed, with initial conditions (q, p) = (0, 1) varies between 1 and 2 3/4 = 1.6818. The oscillator conserves its energy so that its trajectory is just a one-dimensional line in (q, p) space, with a varying speed. To the left in Figure 6 we see the oscillator (q, p) trajectory and the time-dependence of the speed in phase space, √ p 2 + q 6 . To the right we see the strain rate of the one-dimensional trajectory with initial condition (q, p) = (0, 1). This is calculated two ways: [ 1 ] the strain-rate parallel to the trajectory, (r · v)/(r · r) ; [ 2 ] the largest local Lyapunov exponent, calculated by considering the constraint required to maintain the length of an infinitesimal vector (δ q , δ p ) tied to the (q, p) trajectory :
Because the motion is regular and periodic there can be no exponential growth of small This example shows forcefully that Liouville's Theorem is misleading when applied to a single-system trajectory. In the one-dimensional case, with only two phase-space directions, the longitudinal and transverse strains exactly cancel, Liouville's Theorem. The transverse strain rate, eliminated by energy conservation is equal to the second Lyapunov exponent.
The first, plotted to the right in Figure 6 , gives the local logarithmic rate of longitudinal expansion of an infinitesimal element of length as a function of time. As the motion is periodic the mean value of both exponents is zero. The analogous details for a one-dimensional harmonic oscillator's elliptical phase-space orbit have been published in Reference 30.
VI. AN APPARENT NOSÉ-HOOVER-DETTMANN PARADOX
In all there are three separate routes to exactly the same outcome, the Nosé-Hoover oscillator motion equations and their stationary probability density :
f (q, p, ζ) = s(q, p, ζ) = e −(q 2 +p 2 +ζ 2 )/2 :
[ 1 ] Nosé's Hamiltonian 3,4 , followed by time-scaling ( multiplying all rates by s ).
[ 2 ] Hoover's continuity-equation derivation 5, 6 : (−ḟ /f ) = (∂q/∂q) + (∂ṗ/∂p) + (∂ζ/∂ζ) .
[ 3 ] Dettmann's Hamiltonian 7,9 , set equal to zero and equivalent to setting Nosé's to zero.
Hoover's derivation has the simplest assumptions, depending only on the continuity of the variables (q, p, ζ, f ), separability, and linearity. That is, assume that f (q, p, ζ) is separable, and of course positive, and that ζ has the simplest possible (linear) effect on the trajectory.
The consequence is a differential equation for the functional dependence of the linear friction coefficient ζ on the oscillator variable p :
Alternatively, if the frictional force is cubic,ṗ = −q − ζp 3 , we again find the Gaussian solution :
This alternative suggests that other odd powers of p or other even integrable functions of ζ could be used in its probability density, as is indeed the case 14-16 .
Let us next consider the difference between two descriptions of a thermostated oscillatorthe one a one-dimensional trajectory in a three or four-dimensional phase space; the other a three-or four-dimensional flow of an ensemble of systems living in the same phase space. We will focus on the surprising qualitative differences among the three-and four-dimensional flows described by Nosé, Dettmann, and Nosé-Hoover dynamics. All of them, even threedimensional Nosé-Hoover, can be analyzed in a four-dimensional (q, p, s, ζ) phase space, or in a three-dimensional subspace corresponding to the single-trajectory restriction of constant energy. To promote the Nosé-Hoover flow to four dimensions it is only necessary to defineṡ ≡ sζ. Liouville's Theorem then can apply to all three sets of equations. The
Theorem establishes that the four-dimensional Hamiltonian probability density flows like an incompressible fluid, withḟ ≡ 0, just as in the familiar two-dimensional case : {q = (∂H/∂p) ;ṗ = −(∂H/∂q) } −→ḟ = (∂f /∂t) + q(∂f /∂q) +ṗ(∂f /∂p) ≡ 0 .
The Nosé (s 0 ) and Dettmann (s 1 ) oscillator Hamiltonians differ by just a factor s :
In both cases the resulting constant-energy dynamics develop in a three-dimensional constrained phase space. For instance we can choose a space described by the coordinate q, scaled momentum (p/s), and friction coefficient ζ. With the energy fixed any one of the four variables (q, p, s, ζ) can be determined from a convenient form of the constraint conditions :
It is convenient to specify (q, p/s, ζ) and then to select s to satisfy the H ≡ 0 constraints.
A consequence of the Dettmann multiplier s 1 is the simple relationship linking solutions of the Nosé and Dettmann Hamiltonians : Exactly these same motion equations follow more simply from Dettmann's Hamiltonian, with no need of time scaling. Because our initial condition has a higher "temperature", (p/s) 2 = 2.4025, than the target of unity the short-time friction coefficient ζ becomes positive. This suggests, fromṡ = sζ, that Nosé's (or Dettmann's ) oscillator's phase volume begins by expanding rather than contracting. This expansion with a positive friction seems counter to Liouville's Theorem, and suggests a paradox. Figure 7 shows the details of this four-dimensional problem. The time scaling factor s is precisely equal to Gibbs' canonical probability density. With the short-time positive friction, ζ > 0, the flow does contract rather than expand, despite theṡ equation. Let us investigate this intriguing problem further.
B. An incompressible model ? In the two versions of dynamics the friction coefficient ζ is determined by the feedback integral of temperature fluctuations around the target of unity :
Dettmann's motion equations are identical to these if his scaled momentum (p/s) is replaced by the symbol p:
Here, with the relatively "hot" initial condition, the three-dimensional phase-space volume shrinks (correctly) initially due to contraction parallel to the momentum axis. So, for the three phase-space descriptions of the same physical problem we have found expansion, incompressibility, and compression, all for exactly the same phase-space states. We put these three examples forward from the standpoint of pedagogy, as a useful and memorable introduction to the significance of Liouville's Theorem for isoenergetic flows. The constraint of constant energy can lead to qualitative differences in the evolution of f and ⊗. 
VII. SOLVING DIFFERENTIAL EQUATIONS-QUANTIFYING ERGODICITY
Mechanical simulations require solving differential equations and analyzing the results.
Solutions are necessarily numerical, almost always in the form of time series, and often produced by packaged software. Creating one's own software is both a pleasure and an insurance policy, guarding against inflexible programming which is hard to understand or improve. Once the underlying model has been reduced to differential equations and once these have been "solved", represented by a time series of salient variables ( coordinates, momenta, energies, ... ), analysis takes over. Once again it is simplest to maintain a personal working library of transparent software for creating, displaying, and analyzing data files. In our own work there is a recurring need for the analysis of dynamical instability, "Lyapunov instability", which causes small errors to grow, exponentially fast, as e λ(t) . Let us consider numerical simulation work in more detail, beginning with solving the equations and continuing with the analysis of the resulting data.
A. Integration of Ordinary Differential Equations
Although there is an extensive literature describing "symplectic" finite-difference schemes for solving the molecular dynamics problems, much of it available on the arXiv, there is no real need for these schemes in the research work we enjoy 17 . In our experience fourth-order Runge-Kutta integrators, where the programming is both simple and transparent, are best.
Because integration errors vary as dt 4 over a fixed ( sufficiently short ) time interval, these can readily be estimated by comparing the result of a single timestep dt, to the result of two timesteps of half the length (dt/2).
Let us define the integration "error" for a dt step as the rms difference between the coarser dt solution and the finer solution with two successive steps of dt/2. To illustrate we consider Nosé's original Hamiltonian approach applied to the harmonic oscillator :
The rms error here is √ dq 2 + dp 2 + ds 2 + dζ 2 .
With double precision arithmetic it is convenient to choose dt such that the error for the oscillator lies between the values of 10 −12 and 10 −10 . Whenever the error is too large, greater than 10 −10 , we cut the timestep in half ; whenever the error is too small, less than 10 −12 , we double dt. Such an automated strategy is easily implemented and works quite well with "stiff" differential equations like Nosé's or Sprott's Signum oscillator 16, 17 .
In Figure 8 we show the range of timesteps that results from these motion equations.
The integration error was constrained to lie between 10 −10 and 10 −12 for this demonstration.
One million successful steps were taken. The minimum step 2 −28 lay below the average, 2 −9 , by about 19 powers of 2. We show one quarter million steps in the figure.
B. Achieving Ergodicity with the 0532 Model
Gibbs' ensembles include all phase-space states consistent with the independent thermodynamic variables, like energy, pressure, volume, and temperature. Particularly in small systems with just a few phase-space dimensions dynamical ergodicity, as in the case of the Signum thermostat of Figure 4 , is desirable. In 2015 it occurred to us that "weak control"
could constitute a viable path to ergodicity. This led us to the "0532 Model", a smooth and ergodic representation of Gibbs' canonical distribution for the harmonic oscilllator 31 : 
VIII. NONEQUILIBRIUM DIFFERENTIAL EQUATIONS AND MAPS
Letting the temperature vary smoothly in the cold-to-hot range from 0.5 to 1.5 provides a simple instructive three-dimensional nonequilibrium flow problem with a maximum temperature gradient of 0.5 :
Although the mass current p necessarily vanishes, the heat current Q = p(p 2 /2) does not. Heat flows primarily from hot to cold and is responsible for the dissipation which causes the collapse of phase volume ,
This relatively simple example of a stationary nonequilibrium flow helps convey three lessons, treated in what follows : [ 1 ] Lyapunov instability, the exponential growth of small perturbations. This is the main mechanism for the mixing of states; we will describe how to characterize it. [ 2 ] The formation of strange attractors, with at least one positive Lyapunov exponent but with a negative overall sum, is the typical situation away from equilibrium.
The irreversible attractors provide the microscopic analog of the macroscopic Second Law of The simplest nonequilibrium flow problems are three-dimensional, the minimum for chaos.
They can be described by three exponents, { λ } with the first and largest easy to calculate, the second equal to zero, and the third negative, large enough to provide the negative sum, λ 1 + λ 3 < 0 consistent with the Second Law of Thermodynamics. The first and largest exponent, λ 1 = λ 1 (t) , can be determined by measuring the growth rate of small perturbations. In practice this is done by following two neighboring solutions (a "reference"
and its "satellite") and evaluating their short-term tendency to separate. At the end of each timestep the separation δ is compared to the target value δ 0 , (typically 10 −5 or 10 −6 ). The rescaling operation necessary to return the separation to the target value defines the local exponent λ 1 (t) :
The third (negative) exponent gives the overall negative sum, λ 1 + 0 + λ 3 < 0, required for convergence of the phase-space distribution. A straightforward method for finding λ 3
when the equations are time-reversible, is to store and reverse a forward trajectory 36 . When analyzed backward (again keeping a satellite trajectory close to the reversed reference) the largest Lyapunov exponent is −λ 3 and the negative exponent is −λ 1 . The reversed trajectory, the "repellor", acts as a source for the phase-space flow, from the repellor to the attractor.
In order better to understand the strange attractors we describe and illustrate a twodimensional map. This map conveys the same lessons as a three-dimensional flow, or a many-body dissipative simulation, but in the simplest setting possible. The two-dimensional map can be pictured as relating two successive cross-sections of a three-dimensional flow.
B. The Nonequilibrium Time-Reversible Compressible Baker Map
The "Baker Map" name recalls the physical mixing implemented by kneading dough.
This pedagogical nonequilibrium map [32] [33] [34] [35] "N" allows for the variable compression of the dough, leading to a "fractal" (fractional-dimensional) loaf and to irreversible dissipation despite the perfect time-reversibility of the underlying linear equations. The N mapping 34, 35 at the left of Figure 10 is this :
For twofold expansion ( of the black region ), q < p − 2/9 :
For twofold contraction ( of the white region ), q > p − 2/9 :
The mapping, (q, p) → (q ′ , p ′ ), applies within a rotated 2 × 2 square with extreme values of q and p of ± √ 2. The "T" time-reversal mapping shown in Figure 10 changes the sign of the "momentum" p, leaving the "coordinate" q unchanged. This diamond-shaped version of the map has the twin advantages of [ 1 ] time reversibility and [ 2 ] square roots. These roots circumvent the very short limit cycles which occur within the simpler-looking but less useful "square" version of the same map, with 0 < x, y < +1 : trajectory. The repellor has zero probability, with two-thirds of that in the northwest third at the left. The attractor has unit probability, with two-thirds of that in the southwest third at the right.
C. Lyapunov Exponents for the Nonequilibrium Baker Map
At the top left of Figure 10 to a one-dimensional random walk with a variable step length. Choosing a random number R for each iteration the stochastic model we use ( for 0 < y < 1 ) is :
The information dimension for as many as a trillion iterations of the FORTRAN Random Number routine can then be analyzed using a mesh length (1/3) n for n as large as 19. A plot of some easily accessible results, D I as a function of −1/ ln(δ), provides a nice straight line, as shown in Figure 11 . An apparent fly in the Kaplan-Yorke ointment can be seen by looking at the Kaplan-Yorke estimate as δ approaches zero. D KY ≃ 0.7337 while our numerical estimate from data is 0.74 15 ± 0.001. Thomas Gilbert pointed out to us that the convergence of the information-dimension calculation can be nonuniform. In the fine-mesh limit both the number of iterations and the number of bins must be large. He suggested that a different mesh, δ = 2 −n rather than δ = 3 −n might give quite different results. We found this to be true, making computational determinations of the information dimension somewhat problematic for nonlinear problems.
Our numerical results agree with theory in typical agreement of the one-dimensional random-walk approach with the two-dimensional (q, p) mapping "information dimensions"
with feasible values of δ. Despite this agreement it is true that the nonuniform convergence of the limiting process means that the extrapolation of Figure 11 is incorrect!
Such determinations are much more economical than their two-dimensional twins : 
IX. IRREVERSIBILITY AND THE SECOND LAW OF THERMODYNAMICS
The agreement of the linear interpolation and stochastic models to the deterministic time-reversible Baker Map provides an intuitive understanding of the Second Law of Thermodynamics 25 . In the general case of a thermostated time-reversible nonequilibrium steady state the longtime-averaged flow from a zero-probability fractal repellor to its mirrorimage zero-volume strange attractor is invariably "dissipative". Microscopic dissipation is characterized by phase-volume shrinking, ⊗ → 0 as the macroscopic dissipative heat is generated by the flow and extracted by time-reversible "thermostated" motion equations.
It is because the repellor has a positive Lyapunov sum, corresponding to an (impossible) We believe that the most valuable result catalyzed by Nosé's exploration of computational thermostats is the understanding of the inevitable statistical favoring of flows obeying the Second Law (that nonequilibrium flows are dissipative). Likewise one can simply look and see that nonequilibrium states are of vanishing probability relative to Gibbs' equilibrium states. The fascinating fractal character of nonequilibrium states underlines the interest in the topological study of phase-space structure. One can imagine a continuous probability distribution becoming fractal. This picture seems entirely unlike the one-dimensional trajectory pursued by an individual nonequilibrium system in its point-by-point exploration of 6N-dimensional floating-point phase space. Whether or not the distinction between [ 1 ] continuous variables and [ 2 ] the digital ones we use in modeling them is significant could use a transparent investigation from a kind-hearted mathematician, assuming his existence!
X. FUTURE CHARACTERIZATIONS OF DYNAMICAL SYSTEMS
The oscillator, Galton Board, and Baker Map problems provide an excellent introduction to nonlinear dynamics, chaos, and, by venturing into the many nonequilibrium applications of the thermostat idea, fractal geometry. A particularly simple nonequilibrium model is the one-dimensional φ 4 chain, where each particle interacts with a harmonic nearest-neighbor force and is also tethered to its lattice site by a quartic potential. Adding thermostat forces to both ends of the chain results in a conductive heat current from the "hot" end to the "cold" one and invariably provides a fractal ( fractional-dimensional ) phase-space attractor 39 . See again Figure 9 for the oscillator version of such a fractal. of an attractor in mathematics seems qualitatively unlike our computational observations.
In mathematics an attractor is thought of as an "infinite" set of points, but with the concept of infinity muddled by the undecidability of the continuum hypothesis. The concept of the cardinal number ℵ 0 as the number of integers, or rationals, is not at all controversial.
That a "continuum" is different is obvious so that a count of points "in" the continuum introduces a new infinity, sometimes called c. Gödel is credited with showing that it can't be shown whether or not c and ℵ 1 = 2 ℵ 0 are one and the same. This standstill has lasted nearly a century. At the moment the validity of the continuum hypothesis looks suspiciously like a "meaningless question", divorced from the reality of computation.
From the computational standpoint it appears that our floating-point numbers, all of them rational, are certainly not a continuum. But they represent it well. Even quadrupleprecision arithmetic (closer to the continuum ?) is tedious in practice and typically teaches us nothing new. From the computational standpoint the number of points in a two-dimensional array can be arbitrarily larger than the number of those in a one-dimensional array. Likewise for three dimensions relative to two. In mathematics whether the continuum is one-, two-, or three-dimensional the "number of points" c is all the same. It is here that mathematics seems to deviate from useful to useless.
The computational analysis of fractals introduces a nonintegral dimension missing from mathematics. In the vicinity of a point within a fractal one can characterize the density of nearby points with a power law, δ D . D can be nonintegral-the existence of the power law can vary wildly with direction and can be made more precise and detailed by increasing the precision or decreasing the mesh size to the limit of one's budget. Example problems shedding more light on the microstructure of nonequilibrium fractals remain a pressing need.
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