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Abstract—We investigate the problem of approximate Bayesian
inference for a general class of observation models by means of
the expectation propagation (EP) framework for large systems
under some statistical assumptions. Our approach tries to over-
come the numerical bottleneck of EP caused by the inversion
of large matrices. Assuming that the measurement matrices are
realizations of specific types of ensembles we use the concept
of freeness from random matrix theory to show that the EP
cavity variances exhibit an asymptotic self-averaging property.
They can be pre-computed using specific generating functions,
i.e. the R- and/or S-transforms in free probability, which do not
require matrix inversions. Our approach extends the framework
of (generalized) approximate message passing – assumes zero-
mean iid entries of the measurement matrix – to a general
class of random matrix ensembles. The generalization is via a
simple formulation of the R- and/or S-transforms of the limiting
eigenvalue distribution of the Gramian of the measurement
matrix. We demonstrate the performance of our approach on
a signal recovery problem of nonlinear compressed sensing and
compare it with that of EP.
Index Terms—Expectation Propagation, Approximate Message
Passing, Compressed Sensing, Random Matrices, Free Probabil-
ity
I. INTRODUCTION
Expectation Propagation [1], [2] (EP) is a typically highly
accurate method for approximate probabilistic and Bayesian
inference which is applicable to both discrete and continuous
random variables as well as hybrid models. Especially Gaus-
sian EP which approximates intractable posterior distributions
by multivariate Gaussian densities was found to give excellent
approximations not only to posterior marginal moments but
also to the free energy i.e. the negative logarithm of the
marginal probability density function (pdf) of the observed
variables [3].
Unfortunately, the advantage of Gaussian EP which takes
dependencies between variables into account over other meth-
ods which are based on simpler approximations with factoriz-
ing densities, becomes a problem when the number of random
variables is large. This stems from the fact that EP requires
frequent matrix inversions related to the update of variance
parameters of the Gaussian approximations. This makes a
direct application of EP to large systems problematic.
On the other hand there are other approaches to approx-
imate inference which explicitly take advantage of the fact
that the number of random variables in the model is large.
Central limit theory arguments applied to linear combinations
of random variables have been frequently used to facilitate
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approximate inference [4], [5], [6]. This idea is also very much
at the heart of the so-called Thoules-Andersen-Palmer (TAP)
approach originally developed in the field of statistical physics
and also frequently applied to probabilistic inference [2],
[7], [8]. These approaches lead to Gaussian approximations
but with typically simpler parametrization that avoid costly
matrix inversions, see also the method of ”diagonal restricted”
expectation consistency [9]. This idea has been used e.g. to
develop tractable approximations to (heuristic) loopy belief
propagation when the connectivity of the graphical model
becomes large [4]. The so-called approximate message passing
(AMP) technique – originally developed in the context of code
division multiple access (CDMA) communication problem [4]
– has been successfully applied in compressed sensing [5],
[6], [10]. This approach relies on statistical assumptions on
measurement matrices, assuming that they are random ma-
trices with zero-mean independent and identically distributed
(iid) entries. Under this assumption, the variance parameters
of the Gaussian random variables become asymptotically non
fluctuating and are the same for each variable. This self–
averaging value can be explicitly computed for the simple
random matrix ensemble with zero-mean iid entries.
In this paper we show that under certain statistical as-
sumptions on transformation matrices, the cavity variances
computed by EP become self–averaging and can be computed
without costly inversions of large matrices. The novel aspect
of the our work is to go beyond the simple iid case of AMP
algorithm and allow for more general types of dependencies
for matrix entries. We develop expressions for the cavity
variances of EP in terms of specific generating functions
of the matrix statistics via the R- and S–transforms in free
probability. Our approach is based on powerful methods of
random matrix theory, especially the concept of asymptotic
freeness [11]. The asymptotic limit considered in our paper is
that both the number of rows and columns of measurement
matrix grow with the fixed aspect ratio of the matrix. This
turns out to be different from the standard large data limit
frequently considered in statistics, where the posterior distribu-
tion becomes highly concentrated around its mode. Moreover,
we are also not concerned with convergence issues of specific
iterative algorithms for solving EP fixed-point equations in
this paper, but concentrate our analysis to the properties of EP
fixed points.
Essentially, our technical assumptions require that the sys-
tem obeys a “democratic order”. There is no preferred latent
variable in the system, i.e. all latent variables contribute to the
data identically in a probabilistic sense. In fact, this assumption
is important for the quality of EP per se, because EP approxi-
mates the cavity fields by Gaussians, i.e. it implicitly assumes
a Central Limit Theorem to hold. This is again assuming the
same kind of “everything contributes identically”.
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2The paper is organized as follows: Section 2 introduces
the system model and discuss how it can obey a ‘democratic
order”, i.e. there is no preferred latent variable in the system. In
section 3 we present the EP fixed-point solution of the studied
observation model. Section 4 presents a brief summary of the
concepts of random matrix theory needed for our approach
together with our main mathematical result. Section 5 uses
this result to define the self-averaging EP method. In Section 6
we demonstrate the performance of our method on a signal
recovery problem of non-linear compressed sensing for two
types of random matrices and compare it with EP. Section 7
gives a summary and outlook. Lengthy technical derivations
are deferred to the Appendix.
Notations: The (n, k)th entry of an N × N matrix X is
denoted by either Xnk or [X]nk. We define the normalized
trace of X as Tr(X) , tr(X)/N and its asymptotic φ(X) ,
limN→∞Tr(X). (·)† is the transposition. The kth entry an
K × 1 vector x is denoted by either xk or [x]k. Moreover,
〈x〉 , ∑Kk=1 xk/K. For column vectors x and z, by abuse
of notation we let (x, z) ≡ (x†, z†)†. N (·|µ,Σ) denotes the
Gaussian pdf with mean µ and the covariance matrix Σ. For
random variables X and Y , X ∼ Y implies that X and Y
are identically distributed. For sequences an, bn we imply by
an ' bn that an− bn → 0 as n→∞. All large system limits
are assumed to hold in the almost sure sense, unless explicitly
stated.
II. THE SYSTEM MODEL AND ITS DEMOCRATIC ORDER
We consider a general class of observation models where
a K-dimensional latent vector x is first linearly transformed
with an N × K dimensional matrix as z = Hx and then
the vector z is operated according to a function f(y|z) where
y is the output vector of the system. Here all variables are
real-valued. We consider a probabilistic system and refer to
f(y|z) the likelihood function. Furthermore, we adopt the
Bayesian’ philosophy and assign a pdf f(x) to the latent
variables x. Moreover, we consider the typical assumptions
that the prior pdf and the likelihood are both separable,
i.e. f(x) =
∏
i fi(xi) and f(y|z) =
∏
j fj(yj |zj). The
probabilistic system can be described by the joint posterior
pdf of the latent vector (x, z) as
f(x, z|y,H) = 1
Z
f(x)δ(z −Hx)f(y|z) (1)
where Z denotes a normalization constant.
A. System obeying a democratic order
We will restrict the system to obey a “democratic order”.
In the system there will be no preferred latent variable in a
probabilistic sense. As a matter of fact this restriction is im-
portant for large systems if one needs to accurately understand
(and/or control) the system with respect to some macroscopic
quantities without making reference to some specific variables.
For systems that involve an asymmetry, i.e. some variables
have more or less impact than others, the description should
reflect the impact of each variable individually. But, this might
be clearly a non-trivial case in the study of large systems.
Statistical mechanics studies large systems consisting of
many elements, e.g. electrons, molecules, etc., which interact
with each other [12]. Typically, it uses the Hamiltonian formal-
ism: A so-called Hamiltonian function, i.e. the total energy of
the system, which is a sum of the energies of all constituents.
Vaguely speaking, it is implicitly assumed that all (same-type)
constituents contribute to the Hamiltonian in a “democratic
fashion”. There is no preferred constituent.
Our conceptual view is similar to that of statistical me-
chanics. Specifically, we define a Hamiltonian function for
the model (1) and restrict the system in way that the latent
variables contribute to the Hamiltonian identically in a prob-
abilistic sense. For mathematical convenience we work on a
perturbated form of the pdf (1) as
fτ (x, z|y,H) = 1
Z
f(x)N (z|Hx, τI)f(y|z) (2)
=
1
Z
eHτ (x,z|y) (3)
which yields the pdf (1) as τ → 0. HereHτ is the Hamiltonian
function of the system and it is given by
Hτ (x, z|y) ,
∑
i
ln fi(xi) +
∑
j
ln fj(yj |zj)
− 1
2τ
(x, z)†J(x, z)− N
2
ln 2piτ (4)
where for convenience we define
J ,
(
H†H H†
H I
)
. (5)
We now constraint the Hamiltonian function Hτ in (4) that
have no preferred entry of the latent vectors x and z in a
probabilistic sense. Mathematically speaking, let U and V
be (uniformly distributed) independent random permutation
matrices. Then, we restrict the Hamiltonian to fulfill the
symmetry property
Hτ (x, z|y) ∼ Hτ (Ux,V z|V y). (6)
where we treat H as a random matrix. The democratic order
(6) can be achieved by fulling the following conditions:
(i) fi(xi) = fk(xi) for all i 6= k;
(ii) fj(yj |zj) = fl(yj |zj) for all j 6= l;
(iii) H ∼ UHV , i.e. the probability distribution of H is
invariant under multiplications with independent random
permutation matrices from left and right.
The conditions (i) and (ii) are typical assumptions in prac-
tice. As regards condition (iii) two points are worth stressing:
In case H arises as the result of a description of a physical
system, then (iii) is a reasonable assumption ifH gives similar
weights to the possible interactions between the variables. In
case H is specified by design, it is reasonable to restrict the
system model such that it fulfills the condition (iii). Moreover,
we here consider a general system model and depending on
its specific application some of the restriction above may be
useless. For example it might be the case that we solely need
Hτ (x, z|y) ∼ Hτ (Ux, z|y) (7)
which is fulfilled by the conditions (i) and H ∼ UH .
3B. Haar-Type Eigenvector Matrices
Condition (iii) is still mathematically not convenient to work
with in general. We next attempt to explore a convenient
random matrix model for H that fulfills (iii).
We start with the singular value decomposition H = LSR
where L is the left eigenvector matrix of H , R is its right
eigenvector matrix and S is a diagonal matrix whose entries
on the diagonal are the singular values of H . Condition
(iii) holds if (presumedly, if, and only if) L, S and R are
independent each other and L and R are invariant under
multiplication with independent random permutation matrices,
e.g. L ∼ UL. This implies that there are no preferred left
and right eigenvectors. We simply restrict this assumption as
“there is no preferred basis of the left and right eigenvectors”.
In other words, L and R are invariant under multiplication
with any independent orthogonal matrices – invariant for short.
In summary, we generalize condition (iii) as H is invariant
from left and right, i.e. H ∼ UHV for orthogonal matrices
U and V independent of H . Basically, we do not assume
a specific distribution for the singular values of H but for
the left and/or right eigenvectors. This specific distribution is
called “Haar” [13]. This assumption can be also relaxed to
some certain Haar-like distribution in the large-system limit
[14]. In general, we expect that the analysis of Haar-type
random matrices provides an accurate description of systems
obeying the democratic order (6) i.e. when the contributions of
each latent variables to the observation model are statistically
identical.
III. EXPECTATION PROPAGATION
This section presents the fixed-points solution of EP approx-
imation for (1) and make its connection to the AMP algorithm,
see also our previous contribution [15].
For the sake of notational compactness we introduce
the compound (column) vector s , (x, z) and f(s) ,
f(x)f(y|z). EP approximates the posterior pdf in (1) with a
Gaussian pdf by substituting the typically non-Gaussian factor
f(s) with a separable Gaussian term. Doing so yields the
approximation
q(s) ∝ e− 12s†Λs+γ†s δ(z −Hx) (8)
where Λ is diagonal. The parameters γ and Λ are computed in
an iterative way such that for all i the first and second moments
of the marginal qi(si) of the Gaussian pdf q(s) agree with
those of the tilted pdf, say q˜i(si), which results from replacing
in (8) the Gaussian factor e−
1
2Λiis
2
i+γisi with the pdf fi(si)
and integrating out the remaining variables:
q˜i(si) ∝ fi(si)
∫
e
1
2Λiis
2
i−γisiq(s) ds\i
∝ fi(si) exp
(
−1
2
Λ
iis
2
i + ρisi
)
. (9)
Here { Λii} are referred to as cavity variances. For notational
convenience we write the diagonal matrices Λ and
Λ
and the
vectors γ and ρ in the forms
Λ =
(
Λx 0
0 Λz
)
, γ = (γx,γz) (10)
Λ
=
(
Λ
x 0
0
Λ
z
)
, ρ = (ρx,ρz). (11)
For further convenience we introduce
Σx , (Λx +H†ΛzH)−1 (12)
µx , Σx(γx +H†γz). (13)
By using standard Gaussian integral identities [16] one can
show that
q(x) = N (x|µx,Σx) (14)
and thereby q(z) = N (z|Hµx,HΣxH†). Thus, from the
first- and second-order moment consistencies between the pdfs
qi(si) and q˜i(si), the fixed-point equations of EP for (1) are
given by the following set of equations
ηi =
γi + ρi
Λ
ii + Λii
=
{
[µx]ii Λii = [Λx]ii
[Hµx]jj Λii = [Λz]jj
(15a)
χi =
1
Λii +
Λ
ii
=
{
[Σx]ii Λii = [Λx]ii
[HΣxH
†]jj Λii = [Λz]jj
(15b)
where ηi and χi are the mean and the variance respectively
of the pdf q˜i(si) in (9). By solving for ηi via (15) for each i
we obtain an approximate of the minimum mean-square error
estimator of si, i.e. 〈si〉f(s|y,H) ≈ ηi.
A. TAP-Like Equations
One can introduce numerous fixed-point algorithms that
solve (15). In this work we restrict our attention to TAP-like
algorithms, e.g. [2], [4]–[7]. Specifically, we will parameterize
(15) whose form will be similar to the TAP-like fixed-point
equations. This is essentially carried out by bypassing the
need for the vector γ in the fixed-point equations (15).
We keep the forms of (15b) and the variables η and χ
because these variables are introduced through the variables
ρ,
Λ
,Λ only. Moreover, from (15a) we note that µx = ηx
where η = (ηx,ηz). Hence, we solely need to bypass γ in
representing ρ. Combining (12) and (13) we write
γx = −H†γz + (Λx +H†ΛzH)µx. (16)
The first equality in (15a) for all Λii = [Λx]ii is equivalent to
γx + ρx = (Λx +
Λ
x)µx. Inserting (16) we resolve ρx as
ρx = H
†γz − (Λx +H†ΛzH)µx + (Λx + Λx)µx (17)
= H†(γz −ΛzHµx) + Λxµx (18)
= H†m+
Λ
xµx with m , γz −ΛzHµx. (19)
The second equality in (15a) for all Λii = [Λz]jj is equivalent
to γz + ρz = (Λz +
Λ
z)Hµx. From this identity we write
m = (Λz +
Λ
z)Hµx − ρz −ΛzHµx (20)
=
Λ
zHµx − ρz. (21)
4Combining (16), (21) with (15a) we can recast the latter set
of equations as
ρz =
Λ
zHηx −m (22a)
m =
Λ
zηz − ρz (22b)
ρx =
Λ
xηx +H
†m. (22c)
Here one may argue that the characterization of ρz provided by
(22) via the identity ηz = Hηx may not be unique. However,
for any i [ηz]i is a strictly increasing function of [ρz]i and
thereby is bijective. Hence, the characterization is unique. The
TAP-like form of the EP fixed-point equation consists of (22)
and (15b).
B. The AMP Algorithm
The AMP algorithm was originally derived in the context
of CDMA [4]. It re-appeared in the context of compressed
sensing [5]. Later on it was generalized for the model (1)
by [6]. Essentially, it is obtained as a large system limit
of heuristic loopy belief propagation where the central limit
theorem can be applied when the underlying measurement
matrix has independent and zero-mean entries with variance
1/K. The AMP algorithm proceeds the following iterative
equations
ρz(t) =
Λ
z(t)Hηx(t)−m(t− 1) (23)
m(t) =
Λ
z(t)ηz(t)− ρz(t) (24)
ρx(t+ 1) =
Λ
x(t)ηx(t) +H
†m(t). (25)
Here η(t) , (ηx(t),ηz(t)) denotes the mean vector of the pdf
q˜t(s) ∝ f(s)
(
−1
2
s†
Λ
(t)s+ s†ρ(t)
)
(26)
where ρ(t) = (ρx(t),ρz(t)) and the diagonal matrix
Λ
(t) is
the proper conjugations of the diagonal matrices
Λ
x(t) and
Λ
z(t), see (11). The cavity variances are updated according to
Λ
x(t) = vx(t)I and
Λ
z(t) = vz(t)I where
vx(t) =
α(1− vz(t)〈χz(t)〉)
〈χx(t)〉
(27)
vz(t) =
1
〈χx(t)〉
. (28)
Here α , N/K and χ(t) , (χx(t),χz(t)) (with χx(t) of
dimension K) denotes the variance of q˜t−1(s) .
C. Summary of the Fixed-point Equations for AMP and EP
AMP and EP share the fixed point equations (22). The fixed-
point equations of the cavity variances, differ however. Those
of AMP read
Λ
x = vxI and
Λ
z = vzI where
vx =
α(1− vz〈χz〉)
〈χx〉
(29)
vz =
1
〈χx〉
. (30)
Those of EP are given by (15b). Hence, from an algorithmic
point of view, the most expensive operations required in EP
are related to the computation of the vector of cavity variances
Λ
in terms of Λ from (15b).
We will use the fact that the equations (15b) are obtained
as the stationary points of the objective function
CH(Λ) = ln |Λx +H†ΛzH| − ln |Λ + Λ|. (31)
Under certain asymptotic freeness assumptions on the above-
mentioned matrices we will derive an asymptotic limiting
expression for the first term in (31) which depends only on
certain random matrix transforms. These involve the limiting
distribution of singular values of H . The transforms can
be pre–computed before iterating the EP algorithm if the
random matrix ensemble is explicitly given. In other cases, an
approximation based on a finite H can be used. Assuming that
the deviation from the asymptotic objective function can also
be neglected when we minimize (31) by taking derivatives,
we will end up with a type of self-averaging EP that entirely
avoids matrix inversions.
IV. RANDOM MATRIX THEORY AND ASYMPTOTIC
RESULTS
A. Asymptotically Free Random Matrices
The matrices X = X† and Y = Y † are asymptotically
free if [17, Chapter 22]
φ
(
k∏
i=1
(Xni − φ(Xni)I)(Y mi − φ(Y mi)I)
)
= 0
for all k ≥ 1 and for all n1,m2, · · ·nk,mk ≥ 1. In a word, the
normalized trace of any product of powers of X and Y cen-
tered around their normalized trace vanishes asymptotically.
By formally replacing φ(·) with Tr(·) in the definition, we
obtain the definition of freeness in finite dimensions. It is easy
to show that any matrix and the identity matrix are free. Yet
this is the only known case of free matrices. Asymptotically
free random matrices are much more abundant. We now give
a well-known example that we will use in the sequel. Let Λ1
and Λ2 be two real diagonal matrices of dimensions N ×N .
Furthermore, let the distributions of the entries of Λ1 and Λ2
be either uniformly bounded or compactly supported in the
limit N → ∞ such that in the latter case Λ1 and Λ2 are
assumed to be independent. Moreover, let U be a N × N
Haar orthogonal matrix. Then Λ1 and U †Λ1U are asymptot-
ically free. The family of known asymptotically free random
matrices is growing every day. For example, in the context
of complex matrix ensembles, it has been recently shown that
the above asymptotic freeness property still holds when one
replaces the transposition with conjugate transposition and the
Haar matrix with a randomly permuted Fourier matrix (also
called “fake” Haar unitary matrix) [14]. Hence, it is reasonable
to expect that a randomly permuted discrete cosine transform
(DCT) matrix behaves asymptotically as a Haar orthogonal
matrix, see [18], so that the asymptotic freeness conditions
hold.
B. Additive and Multiplicative Free Convolutions
Asymptotic freeness of matrices allows us to simplify traces
of products of non–commuting matrices. This can be compared
to the role of independence for simplifying expectations of
5products of ordinary random variables in probability theory.
Conceptually the R-transform is the counterpart in random
matrix theory to the cumulant generating function in classical
probability theory. It allows for dealing with the sum of free
random matrices. Suppose that X = X† and Y = Y † are
asymptotically free. Then,
RX+Y (ω) = RX(ω) + RY (ω) (32)
where R(·) is called the R-transform of the LED of the matrix
given in the subscript. For our purpose we define the R-
transform for a probability distribution F with support in
[0,∞): We introduce the Stieltjes transform of F as
G(s) ,
∫
dF(x)
s− x , −∞ < s < 0. (33)
Moreover, let χ ,
∫
x−1dF(x) with the convention χ = ∞
unless F(0) = 0. Then, the R-transform of F is defined as
R(ω) , G−1(ω)− ω−1, −χ < ω < 0 (34)
where G−1 denotes the composition inverse of G. In particular,
for a distribution Fa with support in [−a,∞), a > 0, we
can first derive the R-transform of the “shifted” distribution
F(x) = Fa(x− a), then obtain the R-transform of Fa via
Ra(ω) = R(ω)− a (35)
where Ra is the R-transform of Fa.
Similarly, the S-transform is the counterpart in random
matrix theory to the Mellin transform in classical probability
theory. It allows for dealing with the product of free random
matrices. Specifically, if X = X† and Y = Y † are
asymptotically free,
SXY (z) = SX(z)SY (z) (36)
where S(·) denotes the S-transform of the LED of the matrix
given in the subscript. We define the S-transform of for a
probability distribution F with support in [0,∞) such that α ,
1 − F(0) is non-zero: Let G be the Stieltjes transform of F
and define
Ψ(s) , s−1G(s−1)− 1, −∞ < s < 0. (37)
The S-transform of F is defined as [19]
S(z) , z + 1
z
Ψ−1(z), −α < z < 0. (38)
Finally, we point out that for a given probability distribution
F on the real line, its R-transform and S-transform can be
conveniently related to each other via the identity [20]
R(zS(z))S(z) = 1 = S(ωR(ω))R(ω). (39)
This trivial observation has a key role in our derivation as it
allows us to formulate the results that are expressed in terms
of R-transform via the S-transform and vice versa.
C. The Asymptotic Result
To approximate the term ln |Λx +H†ΛzH| in the objective
function CH(Λ) in (31), we employ additive and multiplica-
tive free convolutions. We will assume that Λx and H†ΛzH
have LEDs, are asymptotically free and use the result
RΛx+H†ΛzH(ω) = RΛx(ω) + RH†ΛzH(ω) (40)
The R-transform of the LED H†ΛzH is still analytically
intractable. If Λz and HH† are asymptotically free, we can
resolve these difficultly by making use of
SΛzHH†(z) = SΛz (z)SHH†(z). (41)
ASSUMPTION 1 In the large system limit, let the matrices Λx,
Λz and H†H have compactly supported LEDs and the LED
of Λz has its support in [0,∞) and the maximum eigenvalue of
H†H has a finite limit. Furthermore, φ(Λx +H†ΛzH)−1 <
φ(H†ΛzH)−1 where by convention φ(X−1) = ∞ if X is
singular. Moreover, (41) and (40) hold.
The restriction of non-negativeness of Λz can be relaxed in
the analysis. However, based on numerical evidence and the
so-called Almedia-Thouless (AT) line of stability analysis in
Appendix B we conjecture that in practice any effective solu-
tion fulfills this condition when the dimensions are sufficiently
large. Typically, α = N/K < 1 and thereby φ(H†ΛzH)−1 =
∞, so that the last but one condition is fulfilled. As regards
the final condition two points are worth noting. Firstly, if H
is invariant from right and left (see Section II-B), then (40)
and (41) always hold provided the matrices in Assumption 1
have compactly supported LEDs [21]. Secondly, depending on
the application some of the matrices Λx, Λz, HH† might be
proportional to the identity matrix. For instance, in the context
of (linear or nonlinear) compressed sensing H might be row-
orthogonal, i.e. HH† = I and thereby (41) always holds.
THEOREM 1 Let the matrices Λx , Λz and H fulfill the
conditions stated in Assumption 1 and (Λx + H†ΛzH) be
positive definite. Then, for sufficiently large N,K there exist
positive quantities χa, va and λa for a ∈ {x, z} such that
ln |Λx +H†ΛzH| = ln |Λx + vxI|+ ln |Λz + vzI|
+ ln |λxI + λzH†H|+K lnχx +N lnχz +  (42)
where  = O(1) is a bounded function of N . The quantities
in (42) are uniquely characterized by the implicit equations
vx = λzR
K
H†H(−λzχx) (43)
vz = λxS
N
HH†(−λzχz) (44)
where χa = Tr(Λa + vaI)−1 and λa = χ−1a − va for
a ∈ {x, z}. Here, RK
H†H and S
N
HH† denote the R-transform
and S-transform of the empirical eigenvalue distribution of the
matrices H†H and HH†, respectively. Moreover, we have
χx ' Tr(Λx +H†ΛzH) and
vx ' λzRH†H(−λzχx) (45)
vz ' λxSHH†(−λzχz). (46)
Proof: See Appendix A.
6V. THE SELF-AVERAGING EP FRAMEWORK
To characterize the cost function (31) with respect to {Λii}
we use Theorem 1 as follows:
∂ ln |Λx +H†ΛzH|
∂Λii
=
1
Λii + v
+
∂
∂Λii
+Kχx
∂vx
∂Λii
+Nχz
∂vz
∂Λii
+Kχx
∂λx
∂Λii
+Nχz
∂λz
∂Λii
+K
1
χx
∂χx
∂Λii
+N
1
χz
∂χz
∂Λii︸ ︷︷ ︸
=0
(47)
where by abuse of notation we write v = vx for Λii = [Λx]ii
and v = vz for Λii = [Λz]jj . The fact that the sum of the
last six terms vanishes is an immediate consequence of the
definition of the variables χa, λa for a ∈ {x, z} in Theorem 1.
Taking the partial derivative of the left-hand term in (47) and
making use of (15b) we obtain
1
Λii +
Λ
ii
=
1
Λii + v
+
∂
∂Λii
. (48)
An explicit analysis of the derivative of the asymptotic correc-
tion term, i.e. ∂∂Λii requires an extensive random matrix study.
Instead, we consider the following heuristic argument: Firstly
we recall result χx ' Tr(Λx + H†ΛzH)−1 of Theorem 1.
Thereby, we have
∑
i
∂
∂[Λx]ii
= O(1). (49)
Then, we consider the implicit assumption that “everything
contributes in a democratic fashion”, specifically there is no
preferred individual term in the sum (49). In doing so we have
∂
∂[Λx]ii
= O
(
1
N
)
. (50)
Secondly, from (50) and using Theorem 1 one can easily show
that
χz ' Tr(H(Λx +H†ΛzH)−1H†). (51)
Thereby, we have
∑
j
∂
∂[Λz]jj
= O(1). (52)
Similarly, we assume that “everything contributes in a demo-
cratic fashion”, specifically there is no preferred individual
term in the sum (52). Doing so we have
∂
∂[Λz]jj
= O
(
1
N
)
. (53)
In summary we conclude that we have
Λ
x ' vxI and Λz ' vzI.
This means that
Λ
x and
Λ
z are asymptotically self averaging.
A. Summary of Self-averaging EP
For convenience, we first factorize the tilted pdf q˜(s) =∏
i q˜i(si) in (9) as q˜ = q˜x · q˜z where
q˜x(x) ∝ f(x) exp
(
−vx
2
x†x+ x†ρx
)
(54)
q˜z(z) ∝ f(y|z) exp
(
−vz
2
z†z + z†ρz
)
. (55)
Moreover, for a ∈ {x, z} let ηa and χa be the mean and
variance vectors of the pdf qa, respectively. Thus, we have
χa ' 〈χa〉 where χa is given in Theorem 1. Thereby,
from (22) the self-averaging EP fixed-point equations can be
summarized as
ρz = vzHηx −m (56a)
m = vzηz − ρz (56b)
ρx = vxηx +H
†m (56c)
vx = λzRH†H(−λz〈χx〉) (56d)
vz = λxSHH†(−λz〈χz〉) (56e)
λx = 1/〈χx〉 − vx (56f)
λz = 1/〈χz〉 − vz. (56g)
In addition, one can alternatively consider the characterization
of vx in (56d) as (see Appendix A)
vx =
α(1− vz〈χz〉)
〈χx〉
(57)
where α = N/K.
When the analytical expression of either the R-transform
or the S-transform in the above expressions is known, while
the other is unknown, we can use (39) to express the cavity
variances as a function of the known transform. For example,
by using (39) we can write (56e) in the form
vz =
λx
RHH†(−vz(1− vz〈χz〉)/λx)
. (58)
It might be the case that the analytical expressions of both
the R-transform and the S-transform are unknown. In fact,
the LEDs themselves might be even unknown. In such cases
the simplest approach would be to use the R-transform RK
H†H
and S-transform SN
HH† of the empirical eigenvalue distribution
of the matrices H†H and HH†, respectively. Using the
definitions of the transforms this would lead to the fixed–point
equations
〈χa〉 =
1
λa + va
=
{
Tr(λxI + λzH
†H)−1 a = x
Tr(H(λxI + λzH
†H)−1H†) a = z
.
(59)
We can iteratively solve these fixed-point equations without the
need for a matrix inversion. The singular values of H , which
are required in the iterations, are pre–computed. Finally, it is
also important to note that the resulting solutions for λx and
λz in self-averaging EP should be positive. Otherwise they
may lead to an instability of the algorithm and yield incorrect
solutions for the cavity variances.
7VI. NUMERICAL RESULTS
To illustrate our analysis we consider a signal recovery
problem from one-bit compressed sensing, see [22] and the
references therein. Specifically, the signal model reads
y = sign(Hx) (60)
where x has entries drawn independently from a standard
Bernoulli-Gaussian, specifically, with a prior pdf of the spike
and slab form
f(x) = (1− ρ)δ(x) + ρN (x|0, τI). (61)
We restrict ourselves to simulated data. We consider two
classical random matrix models in compressed sensing:
(i) the entries of H ∈ RN×K are iid Gaussian with zero
mean and variance 1/K;
(ii) a random row-orthogonal model [23]–[25], namely where
the rows of H are drawn from a randomly permuted
DCT matrix. Specifically, H = P (P piΨP †pi) where
P ∈ {0, 1}N×K with ones on the diagonal and zeros
elsewhere, P pi is a K×K permutation matrix associated
with the permutation pi which is drawn uniformly from
the set of permutations (1, · · · ,K)→ (1, · · · ,K) and Ψ
is the K ×K DCT matrix.
To solve the EP and self-averaging EP fixed-point equations
we consider AMP-like iterative equations. Specifically, the
iterative equations (23)–(25) are common to EP and self-
averaging EP. The iterative equations for the cavity variances
Λ
x(t) and
Λ
z(t) in EP are readily obtained from (15b), see
Appendix E. The cavity variances in self-averaging EP, i.e.
Λ
x(t) = vx(x)I and
Λ
z(t) = vz(t)I, are updated according to
vz(t) =
(
1
〈χx(t)〉
− vx(t− 1)
)
SHH†
(
−vx(t− 1)〈χx(t)〉
α
)
(62)
vx(t) =
α(1− vz(t)〈χz(t)〉)
〈χx(t)〉
. (63)
For random matrix model (i) we have
SHH†(z) =
1
1 + αz
(64)
and thereby vz(t) = 1/〈χx(t)〉. Hence, we have exactly the
AMP algorithm, see (28). For random matrix model (ii) we
basically have SHH†(z) = 1 because H
†H = I.
Figure 1 illustrates the convergence of the empirical distri-
butions of the cavity variances i.e. the entries of
Λ
x and
Λ
z,
for example
F Λx(x) =
1
K
|{ Λ∈ {[ Λx]ii : ∀i} : Λ≤ x}| , (65)
as the dimensions of the system increase. The numerical
results show that the cavity variances converge towards their
self averaging EP values as the system dimensions increase.
In Figure 2 we compare the performance of EP and self-
averaging EP by means of their mean square error in predicting
the signals. The results show that they both provide the same
performance but the latter is outstandingly less complex than
the former.
The provided algorithm for EP is naive and it has a poor
convergence because it requires proper iterative scheme for
solving a large number of variables, e.g. the diagonal entires of
Λx and Λz, instead of two scalars as in self-averaging EP, e.g.
λx and λz. One may need to adaptively select the initialization
of the EP algorithm to the given parameter values of the
system model. On the other hand, self-averaging EP shows
excellent convergence for both random matrix models. This
can be explained as follows. Recall first that self-averaging
EP for random matrix model (i) coincides with AMP, which
is known to have excellent convergence. Moreover, we can
consider that random matrix model (ii) asymptotically behave
as an N ×K corner of a (real) Haar matrix with N,K →∞.
It is known that the entries of a Haar matrix have zero mean
with variance 1/K, but they are (weakly) correlated. In other
words, random matrix model (ii) has approximately similar
statistical characteristics as model (i). Figure 2 also confirms
this similarity: both algorithms show similar performance for
both models. Thereby, it is reasonable to expect that self-
averaging EP for matrix model (ii) with iterative equations
similar to AMP exhibits a good convergence behavior as well.
A similar trick is used in a linear compressed sensing problem
[26].
VII. SUMMARY AND OUTLOOK
For large systems, updating variance parameters of Gaus-
sian EP can require tremendous computational complexity.
We have introduced a theoretical framework – called self-
averaging EP – that transforms this challenge into an oppor-
tunity provided the underlying transformation matrix fulfills
certain asymptotic freeness conditions. Self-averaging EP ex-
tends previous AMP algorithm – whose optimality is valid
only for the classical iid random matrix ensemble – to a
general class of random matrix ensembles. We have restricted
ourselves to cases where the random matrix ensemble is
known explicitly. This is typically the case for applications in
compressed sensing. But we expect that self-averaging EP can
be applied to any model in which latent variables contribute
identically (in a statistical sense) to the data such that the
random matrix assumption is reasonable. It would then be
important to have an estimator of the R-transform (or the
S-transform) that is computationally more efficient than the
simple one in (59). This estimator could e.g. be based on
spectral moments Tr((H†H)k) up to some order, see [27]. It
would also be interesting to apply methods of random matrix
theory to derive convergent algorithms for solving the self-
averaging EP fixed point equations, see [28].
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9APPENDIX
A. Preliminaries
In this section we introduce some preliminary results on the
R-transform and the S-transform.
LEMMA 1 Let F be a probability distribution with support in
[0,∞) and its R-transform R. Moreover, let χ , ∫ x−1dF(x)
where by convention χ = ∞ unless F(0) = 0. Then, unless
F is a Dirac distribution, R is strictly increasing on (−χ, 0).
In particular, we have limω→−χ+ R(ω) = χ−1 and we have
χR(−χ) = 1 unless χ =∞.
Lemma 1 can be easily proved by following the arguments of
[29, pp.446].
LEMMA 2 Let F, χ, R be given as in Lemma 1. Furthermore,
let a ∈ (0, χ) and define the positive quantity
 , 1
a
− R(−a). (66)
Then, we have∫ a
0
R(−ω) dω = 1 + ln a− a+
∫
ln(+ x) dF(x). (67)
This identity follows by a proper reformulation of [28,
Eq. (B16)]. Here, the variable  can be uniquely defined
through the implicit equation a() =
∫
( + x)−1dF(x).
Moreover, a() → χ as  → 0. Thereby, for χ < ∞ we
have∫
ln(x) dF(x) = −(1 + lnχ) +
∫ χ
0
R(−ω) dω. (68)
LEMMA 3 Let F be a probability distribution with support in
[0,∞) and S its S-transform. Furthermore, let α , 1−F(0) 6=
0. Moreover, let 0 < b < α and introduce the positive quantity
 , 1− b
bS(−b) . (69)
Then, we have∫ b
0
ln S(−z) dz = H(b) + (1− b) ln −
∫
ln(+ x) dF(x)
(70)
where H(x) , (x−1) ln(1−x)−x lnx, i.e. the binary entropy
function with natural logarithm.
This result is obtained by a convenient reformulation of [30,
Eq. (23)]. Here, by the definition of the S-transform, the
variable  can be uniquely defined by the implicit equation
b() = 1−
∫
dF(x)
1 + x
(71)
Thus, for 0 <  <∞, we can recast (70) as follows∫
ln(+ x) dF(x) = H(b) + (1− b) ln −
∫ b
0
ln S(−z) dz
(72)
where for short we wrote b = b().
B. Derivation of Theorem 1
Consider an N ×N positive definite matrix X with a LED
FX . Let φ(X) and φ(X−1) be finite. Then, we have [30,
Appendix C Proposition. 1]
lim
N→∞
1
N
ln |X| =
∫
ln(x)dFX(x). (73)
For instance let X = Λx +HΛzH . Since the provided ma-
trices in Theorem 1 are assumed to have compactly supported
LEDs, we have φ(X) < ∞. Moreover, φ(X−1) < ∞ is an
assumption of Theorem 1. Thus, we have
lim
K→∞
1
K
ln |Λx +H†ΛzH| =
∫
ln(x)dFΛx+H†ΛzH(x)
(74)
with the ratio α = N/K fixed. Then, invoking successively
(68) and additive free convolution (40) we have∫
ln(x)dFΛx+H†ΛzH(x)
=
∫ χx
0
RΛx+H†ΛzH(−ω) dω − lnχx − 1 (75)
=
∫ χx
0
RΛx(−ω) dω +
∫ χx
0
RH†ΛzH(−ω) dω − lnχx − 1
(76)
where χx = φ(Λx +H†ΛzH)−1. Here for convenience we
introduce
vx , RH†ΛzH(−χx) (77)
λx , RΛx(−χx). (78)
Then, by invoking Lemma 1 we can write χx = 1/(λx + vx).
Moreover, with the conditions stated in Assumption 1 that
χx < φ(A
†ΛzA)−1 and FH†ΛzH is supported on [0,∞),
it turns out that the both quantities λx are vx positive. At
this stage we also note that λx can be interpreted via the
”scalarization“
φ(Λx +H
†ΛzH)−1 = φ(λxI +H†ΛzH)−1. (79)
Note that the support of FΛs is not necessarily in [0,∞) but it
is assumed to be compact. Hence, we can define an auxiliary
positive definite matrix Λ , Λx + I, such that there exists a
positive  <∞ where φ(Λ−1 ) < χx. Doing so we can write∫ χx
0
RΛx(−ω) dω = −χx+
∫ χx
0
RΛ(−ω) dω. (80)
In this way both integrals in (76) are recast in a form suitable
for applying Lemma 2 from which we easily obtain that∫
ln(x) dFΛx+H†ΛzH(x)
=
∫
ln(x+ vx) dFΛx(x) +
∫
ln(x+ λx) dFH†ΛzH(x).
(81)
This result still involves difficult terms via the product
H†ΛzH . We will resolve these difficulties by means of
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multiplicative free convolution. We first perform a convenient
transformation∫
ln(x+ λx) dFH†ΛzH(x)
= (1− α) lnλx + α
∫
ln(x+ λx) dFHH†Λz(x). (82)
We simplify the integral in the right hand side of (82) by
invoking successively (72), multiplicative free convolution
(41) and (70) as∫
ln(x+ λx) dFHH†Λz(x)
=
∫ χ
0
ln SHH†Λz(−z) dz +H(χ) + (1− χ) lnλx (83)
= −
∫ χ
0
ln SHH†(−z) dz −
∫ χ
0
ln SΛz(−z) dz
+H(χ) + (1− χ) lnλx (84)
=
∫
ln(x+ va) dFHH†(x) +
∫
ln(x+ vz) dFΛz(x)
+ (1− χ) ln λx
vavz
−H(χ). (85)
Here, we define
χ , φ
{
I−
(
I +
1
λx
HH†Λz
)−1}
. (86)
Moreover, from (69) we write
λx =
1− χ
χSHH†(−χ)SΛz(−χ)
(87)
va =
1− χ
χSHH†(−χ)
(88)
vz =
1− χ
χSΛz(−χ)
. (89)
Thus, we get the identity
λx =
χ
1− χvavz (90)
and thereby (1 − χ) ln λxvavz − H (χ) = lnχ. Combining this
with (85) and (82) yields∫
ln(x+ λx) dFH†ΛzH(x) =
∫
ln(x+ va) dFH†H(x)
+
∫
ln(x+ vz) dFΛz(x) + lnχ+ (α
−1 − 1) ln λx
vs
(91)
where we use the transformation∫
ln(x+ va) dFHH†(x) =
∫
ln(x+ va) dFH†H(x)
+ (1− α−1) ln va. (92)
Now we highlight the following facts:
• From (88) and (90) we have
vz = λxSHH†(−χ). (93)
• From (79) and (86) we have
χ = α−1φ
{
I−
(
I +
1
λx
H†ΛzH
)−1}
(94)
= α−1φ
{
I− λx
(
λxI +H
†ΛzH
)−1}
(95)
= α−1vxχx. (96)
• By the scaling property of the R-transform (see [31]) we
have
vx = RH†ΛzH(−χx) ⇐⇒ 1 = R 1vxH†ΛzH(−vxχx).
(97)
We express this identity in terms of the S-transform via
(39). Doing so yields
1 = S 1
vx
H†ΛzH(−vxχx) (98)
= S 1
vx
H†H(−vxχx)SΛz(−vxχx/α) (99)
=
1
λz
S 1
vx
H†H(−vxχx) (100)
= Sλz
vx
H†H(−vxχx) (101)
where we define λz , 1/SΛz(−vxχx/α) and (101)
follows from the scaling property of the S-transform, see
[31]. We now obtain the scaling factor λz and express the
result in terms of the R-transform. Solving for vx yields
vx = RλzH†H(−χx). (102)
Moreover, note that χ = vxχx/α. Thus, from (89) we
have
λz = 1/SΛz(−χ) =
vzχ
1− χ. (103)
• From (90) we have va = λx/λz.
• We introduce the auxiliary variable χz = φ(Λz + vzI).
Then, it follows by definition of the S-transform and from
(89) that χ = λzχz with noting the identity (103).
By invoking these facts and (91), we finally obtain that
lim
K→∞
1
K
ln |Λx +H†ΛzH| =
∫
ln(x+ vx)dFΛx(x)
+ α
∫
ln(x+ vz)dFΛz(x)+
+
∫
ln(λx + λzx)dFH†H(x) + lnχx + α lnχz (104)
where χz = φ(Λz + vzI)−1, λz = χ−1z − vz, vx =
λzRH†H(−λzχx) and vz = λxSHH†(−λzχz). Here, we note
that the R- and S-transforms are continuous functions on
their definition domains. Since, Λx and Λz have a compactly
supported LEDs, φ(Λx + vxI) and φ(Λz + vzI) are both
finite. Moreover, χx and χz are finite as well. Here, we also
note that the R- and S-transforms are continuous functions on
their definition domains. Moreover because we assume that
HH† has a compactly supported LED with the maximum
eigenvalue of H†H converges to a finite limit in the large
system limit, we have RK
H†H(ω) → RH†H(ω) as K → ∞,
see [11, Lemma 3.3.4]. This property turns out be sufficient for
representing a quantity in terms of a finite size representation
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of the S-transform. In summary, from Proposition at [30,
Appendix C, Proposition. 1] for sufficiently large N,K we can
consider a finite size representation of (104) via the convenient
three log det terms in a way that each converges to one of the
integrals in (104). In this way we obtain Theorem 1.
C. The AT Line of Stabilities
The Almedia Thouless (AT) line of stability [32] is a
fundamental concept in spin glass theory. It determines a
region where TAP approach or the so-called replica ansatz
can provide valid (physical) results [33]. For example, it is
known that below the AT line of stability, the Replica ansatz
predicts the entropy as a negative quantity for the standard
Ising model [34], [35]. In this section we extend the concept
of AT line of stability to our TAP approach. Basically, we will
introduce the AT line of stability conditions that dictate that
the two matrices (Λx+H†ΛzH) and Λz are positive definite.
In order to derive the AT line of stabilities we follow the
conventional approach [36] [37] which is investigating the
divergence of the so-called total “susceptibility”
χ(2)x , lim
K→∞
1
K
∑
n,k
(Λx +H
†ΛzH)−1n,k (105)
= lim
K→∞
1
K
∑
k
(Λx +H
†ΛzH)−2k . (106)
Under Assumption 1 we show in Appendix D that
χ(2)x =
αx
1− αxR′λzH†H(−χx)
. (107)
Here we have the usual self-averaging EP quantities in the
asymptotic form, i.e. χa = φ (Λa + vaI)
−1, λa = 1/χa − va
for a ∈ {x, z} where va is given of the form (56d) and
(56e) with the replacement 〈χa〉 → χa. Moreover, αx =
φ (Λa + vaI)
−2. Here we point out that from the analysis of
self-averaging EP in Section V we can consider the approx-
imation αx ' χ†xχx/K where χx is the variance of the pdf
q˜x in (54). The total susceptibility χ
(2)
x diverges at
1− αxR′λzH†H(−χx) = 0. (108)
This is the AT line of stability which dictates that the matrix
(Λx +H
†ΛzH) is positive definite. It extends the previous
AT line of stability results, e.g. [7] to the general model (1).
The positive definiteness of the matrix (Λx + H†ΛzH)
results in our derivation that the matrix (Λ−1z +
1
λx
HH†)Λz is
positive definite too (asymptotically). Therefore, Λz is positive
definite if (Λ−1z +
1
λx
HH†) is positive definite. Hence, we
now introduce the total “susceptibility” as
χ(2)z , lim
N→∞
1
N
∑
n,k
(Λ−1z +
1
λx
HH†)−1n,k. (109)
To calculate χ(2)z in addition to Assumption 1 we assume that
Λ−1z and HH
† are asymptotically free. This is indeed a mild
assumption due to (41). Following the derivation of (107) in
Appendix D one can show that
χ(2)z =
αm
1− αmR′ 1
λx
HH†(−χm)
. (110)
Here we define χm , vz(1 − vzχz) and αm ,
φ
(
Λ−1z + v
−1
z I
)−2
. Moreover, from the analysis of self-
averaging EP in Section V we can consider the approximation
αm ' 1
N
∑
i
(vz(1− vz[χz]i))2 (111)
where χz is the variance of the pdf q˜z in (55). The total
susceptibility χ(2)z diverges at
1− αmR′ 1
λx
HH†(−χm) = 0. (112)
We thereby complete the AT line of analysis for the positive
definiteness of (Λx + H†ΛzH) which is (107), and the
positive definiteness of Λz which is (107) and (112).
D. Derivation of Equation (107)
In order to calculate the susceptibility χ(2)x we introduce
χx(ω) , φ(Λx +H†ΛzH − ωI)−1, ω ∈ (−∞, 0).
Then, we have
χ(2)x = lim
ω→0
∂
∂ω
χx(ω) (113)
= lim
ω→0
∂
∂ω
φ(Λx + {RH†ΛzH(−χx(ω))− ω}I)−1 (114)
= φ
(
Λx + RH†ΛzH(−χx)I
)−2 [
1 + χ′x(0)R
′
H†ΛzH(−χx)
]
(115)
= φ
(
Λx + RλzH†H(−χx)I
)−2 [
1 + χ′x(0)R
′
λzH†H(−χx)
]
(116)
where for short we wrote χx = χx(0) and χ′x(ω) =
∂χx(ω)/∂ω. The results (114) and (116) are the consequences
of (40) and (41), respectively. With a convenient reformulation
of the right-hand side of (116) one can conclude (107).
E. Updating EP Cavity Variances
The update equations (23)–(25) are common to EP and self-
averaging EP. The update equations for the cavity variances
Λ
x(t) and
Λ
z(t) in EP are obtained from (15b) as
[Λz(t)]ii = 1/[χz(t− 1)]i − [ Λz(t− 1)]ii (117)
Σx(t) = (Λx(t− 1) +H†Λz(t)H)−1 (118)
[
Λ
z(t)]ii = 1/[(HΣx(t)H
†)]ii − [Λz(t)]ii (119)
[Λx(t)]ii = 1/[χx(t)]i − [ Λx(t− 1)]ii (120)
[
Λ
x(t)]ii = 1/[(Σx(t))]ii − [Λx(t)]ii. (121)
The provided EP algorithm is naive and it has a poor con-
vergence, in particular for large α = N/K. One may need
to adaptively select the initialization of the algorithm to the
given parameter values.
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