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Chapter 1 
Introduction 
Ever since the discovery of the proton and the neutron, the interaction between 
these nucléons has been a main subject of research in physics. In order to reveal 
this nuclear interaction, one has to do nucleon-nucleon (AW) scattering exper-
iments. By analyzing the resulting AW scattering data, one should be able to 
learn about, and hopefully understand, the nuclear forces. 
In the last half century a large number of measurements have been done to 
obtain these data. The available data mainly exist of proton-proton (pp) and 
neutron-proton (np) scattering experiments. Neutron-neutron (nn) scattering 
experiments are very scarce, because it is rather difficult to produce a suitable 
neutron target. Therefore, the nn observables are often only measured indirectly 
and will no longer be considered in this thesis. 
The aim of an analysis is first of all to judge the validity of the scattering data 
and to come to a compact representation of these data, which is much easier to 
use in constructing better nuclear models. Secondly, it can be used to incorporate 
new theoretical ideas and investigate how these affect the description of the data. 
In an AW scattering experiment one measures the angular distribution of 
the scattered nucléons as a function of the scattering angle Θ. The simplest 
observable is called the differential cross section and is denoted as σ(θ). In this 
case an unpolarized beam is scattered from an unpolarized target. Much more 
sophisticated experiments are possible because a nucleón has an internal degree 
of freedom, called spin. By preparing the beam or target nucléons in a specific 
spin state and by measuring the spin state of the scattered or recoil nucléons, 
one can measure observables such as polarizing powers, and triple-scattering, 
polarization-transfer, and spin-correlation parameters. 
The two-nucleon wave function can be written as a sum over partial waves, 
each with different spin and angular momentum. The effect of the AW interaction 
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on the asymptotic behavior of the wave function is a shift of the phase of each 
partial wave with respect to some kind of basic wave function. Some of the partial 
waves are coupled, which is described by means of a mixing parameter. 
The purpose of a partial-wave analysis (PWA) is to determine these energy-
dependent phase parameters, both phase shifts and mixing parameters, for all 
angular momenta J. Therefore, an infinite number of phase parameters would 
have to be determined in order to describe the interaction. However, the long-
range part of the interaction is well-known, whereas the short-range part of the 
interaction is sufficiently short ranged as to be screened by an existing centrifugal 
barrier. This means that all partial waves with high orbital angular momentum 
I are well known, and therefore, only a finite number of lower partial waves have 
to be determined. 
The energy dependence of the lower partial waves is determined as follows. 
We divide the interaction into two parts: a long-range part VL, which is well-
known and model independent, and a short-range part Vg, which is treated phe-
nomenologically. The long-range part VL = VEM + VNUC consists of the complete 
electromagnetic interaction V¡EM and the tail of the nuclear potential VNUC· The 
electromagnetic interaction VEM contains the relativistically corrected Coulomb 
potential [Aus83], including the magnetic-moment interaction [St90a], and the 
vacuum polarization potential [Dur57]. The tail of the nuclear interaction VNUC ' S 
dominated by the one-pion-exchange (OPE) potential, but also contains shorter-
range contributions due to heavy-boson exchanges (IIBE). The OPE potential 
is incorporated in every realistic AW potential model and its description can be 
considered to be model independent. For the shorter-range contributions the 
HBE forces of the Nijmegen soft-core potential [Nag78] are used. 
Using this long-range potential VL, the radial Schrodinger equation is solved 
for г > b = 1.4 fm. The radial Schrodinger equation can be written as 
£
 + *..!<!+il_slt-v<,> Xi(r) = 0 , (1.1) 
where M„¿ is the reduced mass of the two-nucleon system, / the orbital angular 
momentum, and χι(τ) the radial wave function. Relativistic effects are taken into 
account via the potential V(r) and by using the correct relativistic expression for 
the center-of-mass (cm.) momentum k. 
The phenomenology, necessary to describe the short-range interaction, is rep­
resented by 'a boundary condition at τ = b. This boundary condition (also re­
ferred to as the Ρ matrix [Jaf79]) is parametrized for each of the lower partial 
waves (J < 4) by an energy-dependent square-well potential of depth V$ and 
range г = b. It can be shown that Vs is an analytical function of the energy. 
Because the improved electromagnetic and OPE interactions are explicitly in­
cluded in the long-range potential tail Vi, the corresponding singularities in Vs 
are removed. The nearest left-hand singularity still present in Vs is the cut 
due to two-pion exchange (TPE), which starts at Т|
а
ь = —40 MeV. The near­
est right-hand cut is due to inelasticities of the pion production (pp —> ρρπ°) 
threshold, and starts at 280 MeV. Fortunately, inelasticities are still small below 
400 MeV [Dub82, Arn87, Dys87, Kok93], so in our analyses we extend the en­
ergy range to 350 MeV. The short-range potential Vs can now conveniently be 
parametrized as a power series in k2. This guarantees a good energy dependence 
of the phase parameters. 
In the case of pp scattering this boundary-condition model is used to determine 
the isovector partial waves for J < 4. In the np analyses, however, this method 
cannot be used for all the lower partial waves. The problem is that the np 
data set is still not rich and accurate enough to determine both the np isoscalar 
and isovector partial waves. Therefore, in the np analyses the isoscalar lower 
partial waves are parametrized, whereas the isovector partial waves (except for 
I = 0) are obtained from the corresponding pp partial waves, after correcting 
them for Coulomb distortion and mass difference effects, and a possible charge 
independence breaking of the pion-nucleon coupling constant. 
Using the boundary-condition model to describe the energy-dependence of 
the phase parameters, it is possible to do a multienergy (т.е.) analysis of the 
scattering data. In a т.е. analysis, the model parameters are fitted to all data 
in the entire energy range. Given all phase parameters, the observables can be 
computed in a standard way [By78a, LaF80]. The difference of the observables 
with the experimental data is minimized in a least-squares, or χ2, fit. Some of the 
data are rejected on the basis of statistical criteria. The number of parameters 
is determined by the criterion that the fit does not improve significantly when 
a parameter is added. Adjusting all parameters to obtain χ^ (the minimum 
of χ2 with respect to all parameters) gives our final т.е. fit. Assuming that the 
conditions for a least-squares fit are satisfied, e.g., the final data set should be 
free of any unspecified systematical errors, it can be shown that the expectation 
value for χ2^,, is given by [Ber88] 
{x2
m
J = NM±yßb,, (1.2) 
with Л/df the number of degrees of freedom, which is equal to the number of data 
minus the number of parameters. 
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With the energy dependence of the phase parameters as obtained in our final 
т.е. fit, it is possible to do single-energy (s.e.) fits. In a s.e. analysis a subset of 
data with energies close to some central energy is used. For each phase parameter 
searched for, a constant is fitted to the energy-dependent short-range potential 
Vs. The results of the s.e. analyses, i.e., s.e. phase parameters and error matrices, 
are a compact representation of the χ^
η
 surface. They can be used to judge a 
nuclear potential model or to adjust its parameters to the data. 
In the first part of this thesis (Chapters 2-6) the partial-wave analysis of all 
published nucleon-nucleon scattering data below Т1
а
ь = 350 MeV is presented. In 
Chapter 2 we give the two-nucleon potential. We derive the long-range part of 
the interaction, containing the improved electromagnetic potential and one-pion-
exchange potential, for both pp and np scattering. Furthermore, we discuss the 
intermediate-range part of the interaction. In Chapter 3 we give the parametriza-
tion of the lower partial waves. We pay special attention to the parametrization 
of the np isovector partial waves. In Chapter 4 we start with the definition and 
partial wave decomposition of the scattering amplitude M matrix. We also give 
the most important observables in terms of the scattering matrix. The data 
set is presented in Chapter 5. For all groups of data the χ2 and predicted nor­
malizations are given. In Chapter 6 the results of the pp and np multi- and 
single-energy analyses are given. We also focus on the present situation around 
50 MeV because of some recent, very accurate, np scattering experiments near 
this energy. Finally, we discuss the determination of the ΝΝπ coupling constants 
and breaking of charge independence. 
In the second part (Chapters 7 - 8 ) the results of the analyses are used to 
compare some of the modern realistic AW potential models and to construct some 
new excellent potential models. In Chapter 7 we briefly review the NN potential 
models and discuss some of their properties. A comparison between the different 
models is made, using the representation matrices as obtained in our pp single-
energy analysis. Finally, in Chapter 8 we present some new pp potential models 
based on the Nijmegen soft-core potential [Nag78]. 
Chapter 2 
The potential tail 
In this chapter the long-range part of the interaction is derived We give the 
improved electromagnetic and the one-pion-exchange potentials for both pp and 
np scattering Furthermore, the intermediate-range part of the interaction is 
discussed 
2.1 The definition of the potential 
In this thesis we consider elastic nucleon-nucleon scattering 
Ni + N2 -» N3 + ΛΓ4 (2 1) 
Each nucleón /V, has a mass Mt and a four-momentum p, = (£,,р,) where E, = 
J p 2 + M,2 One-particle states are normalized in the following way 
fa,»i\Pi,»i) = (27г)32Я,а3(р3 - Ρι)δ.ιη , (2 2) 
where s, is the spin component of nucleón У , along the z-axis 
A Dirac particle with momentum ρ and energy E is represented by a four-
component spinor 
/ X- \ 
t t(p, i)= VE+M 
\ E+VfX« / 
(2 3) 
where χ, is a Pauli spinor and <x are the Pauli spin matrices The Dirac spinors 
we use are normalized according to 
π ( ρ 1 ί > ( ρ 1 β ) = 2Μί Ι. Ι (2 4) 
7 
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For the 7 matrices we use the Pauh-Dirac representation 
/ 0 -ισ \ I 1 0 \ / 0 -1 \ 
7 = U 0 J ' *---»- (o -l) ' 7 5 = U l oj ' 
and u(p, s) = u+(p, s)74 
The transition amplitude matrix Τ is related to the scattering matrix S by 
(f\S\i) = </|t) - ι(2π)Ψ(Ρ, - Ρ,Χ/ΙΓΙΟ , (2 5) 
where Λ = Pi + Рг and Ρ/ = Рз + ρ* represent the total four-momenta for the 
initial state |г) and the final state |/) It is customary to define a 16 χ 16 M 
matrix in spinor space, which, when sandwiched between Dirac spinors, will give 
the corresponding Τ matrix elements 
(f\T\i) =и(рз,а3)іі(р4,А4)^,и(рьАі)и(р2,52) (2 6) 
The relativista scattering amplitude M can be obtained by solving the Bethe-
Salpeter (BS) equation [Sal51], which in operator notation can be written as 
M = MiTr + M"'GM , (2 7) 
where G is the relativiste two-nucleon propagator and M i rT the sum of all ir­
reducible Feynmann graphs Because this four-dimensional integral equation is 
very difficult to solve, a three-dimensional reduction is performed Although this 
three-dimensional reduction is not unique and in principle an infinite number of 
choices exist [Yae71], they all have in common that an Ansatz is made for the 
dependence on the time component of the relative momenta 
We follow the method of Logunov and Tavkhehdze [Log63], and Blankenbe-
cler and Sugar [Bla66] The goal is to arrive at a Lippmann-Schwinger equa­
tion [Lip50], which is equivalent to the Schrodinger equation This procedure is 
to write G as a sum of two terms 
G = g+(G-g), (28) 
where g is some nonrelativistic propagator corresponding to G, with the require­
ment that it has the same singularity structure as G in the physical region We can 
now writedown the three-dimensional Blankenbecler-Sugar-Logunov-Tavkhelidze 
(BSLT) equation 
M = W + WgM , (2 9) 
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where W is a so-called pseudopotential. The BS equation and the BSLT equation 
are equivalent if the pseudopotential W satisfies 
W = M i r r + Ml"(G - g)W . (2.10) 
Defining the nonrelativistic Τ operator by 
(f\T\i) = [4MM(E3 + EJ}-1* (f\T\i) [ШМ + Я 2 ) Г ' , (2.11) 
where Mi2 and M34 denote the reduced masses in the initial and final states, and 
the potential V as 
(f\V\i) = u{p3,s3)ñ(p4,si)Wflu(pl,8i)u(p2,S2) , (2.12) 
wc then get from Eqn. (2.9) the Lippmann-Schwinger (LS) equation 
T=V + VgT, (2.13) 
where analogously to Eqn. (2 11) the potential V is defined as 
(f\V\i) = [4Мз4(£з + Е 4 ) Г е {f\V\i) [4MU(E, + E2)]"è . (2.14) 
To obtain the potential for the Schrödinger equation in configuration spare, which 
is equivalent to the LS equation, one has to take the Fourier transform. 
Using rotational invariance and conservation of parity we can expand the 
Τ matrix into a complete set of Pauli-spinor invariants, see, e.g., Refs. [Swa71, 
Mae89]. 
r=¿re(kJ,k,2.k,-k/)Pa, (2.15) 
where k, and k/ are the center-of-mass initial and final three-momenta, respec-
tively. Introducing the momentum vectors 
q s - i k z + k,) , k = ( k / - k 1 ) , n = k , x k / = q x k , (2.16) 
we can define the following operators Pa in spin space 
Pi = 1 , P2 = 04 · <ra , 
P3 = (<r, • k)(a, • k) - ί(σ, · σ,)ΐί , PA = i(<r, + <тя) · η , 
Р
ь
 = (σ, · η)(σ, · η) , Ρ
β
 = | ( σ , - σ3) • η , (2.17) 
Ρ7 = (σ, · q)(íT3 · к) + (σ, • к)(«та • q) , 
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where the spin matrices er, and era act on the first and second nucleón wave 
functions respectively. 
In the one-boson-exchange approximation only second-order irreducible Feyn-
mann diagrams, i.e., W = Μ"τί·2\ are included. Similar to Eqn. (2.15) we expand 
the potential V. We neglect potentials of the form Ργ and Pg and also drop the 
к · q dependence in the potentials. Hence, 
V = ¿ V a ( k 2 , q 2 ) P Q . (2.18) 
The energy factors are approximated according to 
/ к 2 \ 1 / 2 k2 a2 
E = ( T + q 2 + M 2 ) ~ M + m + ± , (2.19) 
where we only keep terms up to first order in k 2/M 2 and q 2 /M 2 . 
2.2 The improved electromagnetic potential 
The longest-range interaction between two nucléons is given by the electromag-
netic potential VEM- In lowest order this potential is given by the static Coulomb 
potential due to the exchange of a single photon. This one-photon-exchange 
(OPhE) potential, however, is too crude an approximation for the electromagnetic 
pp potential in a relativistic framework. Therefore, an improved Coulomb poten-
tial Vc has been constructed [Aus82, Aus83], to be inserted in the Schrödinger 
equation. It properly takes into account the relativistic corrections to the static 
Coulomb potential and includes the contributions of all two-photon-exchange 
diagrams. The magnetic-moment interaction мм of the improved Coulomb po­
tential is also included [St90a]. Next to the improved Coulomb potential we have 
to include the vacuum polarization potential Vyp> because it is of the same order 
in a. 
The electromagnetic potential can now symbolically be written as 
VEM (PP) = VC + VUU + VVp , (2.20) 
in the case of pp scattering, and as 
VEM(TCP) = VMM , (2.21) 
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The improved Coulomb potential in coordinate representation is given by 
V
c
 = Vex + VC2 , 
with Vci the point-charge Coulomb potential and сг the relativistic corrections 
to thie potential. The derivation of this improved Coulomb potential can be 
found in Refs. [Aus82, Aus83]. The explicit expressions are given by 
Vci = 
Vb 2M¡ 
(A + k2)-+-(A + k2) 
MrT2 
(2.22) 
(2.23) 
where Δ is the Laplacian and a' = 2кт)'(M
v
 with η' = а/ ]
а
ь the standard 
Coulomb parameter [Brc55]. 
The magnetic-moment potential [St90a] for pp scattering is given by 
VMM(PP) = - j ^ s [ß2pSl2 + (6 + 8«P)L • S] , (2.24) 
where μ
ρ
 = 2.792847 is the proton magnetic moment, and κ
ρ
 = μ
ρ
 — 1 is the 
anomalous magnetic moment. For np scattering the magnetic-moment potential 
looks like 
мм (np) = -
2M„r3 
ßp
 5I2 + T ^ - ( L - S + L - A ) 
2M, M, red 
(2.25) 
where κ
η
 = μ
η
 = —1.913043, and where we introduced A = |(<τ, — σ,). 
The vacuum-polarization potential was first derived by Uehling [Ueh35] and 
later reviewed by Durand [Dur57]. It is given by 
with m, the electron mass. 
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2 .3 T h e o n e - p i o n - e x c h a n g e p o t e n t i a l 
The most important part of the nuclear potential comes from the exchange of 
a pion between the two nucléons. The one-pion-exchange (OPE) potential can 
be obtained from either the pseudoscalar (PS) or the pseudovector (PV) phe-
nomenological vertex functions 
£ps = дізу/^ (ф3іъФ\) Φ , (2-27) 
Cpv = ^УД^ (фзіъъФі) 9μφ , (2.28) 
with φ the pion field, ψ the nucleón field, and m, a scaling mass in order to make 
the PV coupling constant ƒ dimensionless. This scaling mass is conventionally 
chosen to be the charged-pion mass [Dum83]. Making use of the Dirac equation 
{ΐμ9μ + Μ)ψ = 0, one can show that these two vertex functions give both the 
same on-shell one-meson-exchange potential, provided that 
fli3 _f}3 ,«
 2 д ч 
M + Afa т. " k ' ; 
Using the outlines as described in Sec. 2.1, one can derive the OPE potential 
in momentum space to read 
v
 _ /іэ/м М
г
 + М2 (о-, • k)(<r2 • к) 
V
- ml E
x
 + E2 k
2
 + 7R2 ' ( > 
where m is an effective mass, given by 
{Ml + M3r№-№-^
2}-
Let us now look at the specific cases of pp and np scattering. In the case of 
pp scattering the protons can only exchange a neutral pion. In the case of np 
scattering, however, we also have to deal with the charge-exchange reaction where 
a charged pion is exchanged, as can be seen in Fig. 2.1. 
Looking at the different ΝΝπ vertices we define the following coupling con­
stants for NN scattering 
(2.31) 
Fourier transforming the momentum-space OPE potential as given in Eqn. (2.30) 
results in the following coordinate-space OPE potentials. For pp scattering we 
find 
V O P E M = / P V ( T M , (2.32) 
2 4M,M3 
m = 
fi 
η 
Vi 
= 
= 
= 
/ррт°/ииг° 
~fnmr°Jppir0 
/ηρπ -/ρηΐΓ+ 
for 
for 
for 
pp -> pp 
np —» np 
np —» pn 
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π 
π π 
η 
Figure 2.1: Pion exchange in nucleon-nucleon scattering. 
whereas for np scattering we find 
ОРЕ(ПР) = -ßV(mTo) + 2(-)Mf2V(m) . 
Here we introduced V(m) which for large values of г is given by 
1 /m\2 Me-mr 
u
. . 1 / m y M 
V{m) =
 AmJ Ί ("Ί •
 σ2) + Su 1 + + (mr) (mr)2 
(2.33) 
(2.34) 
The M/E factor appearing in this expression is to be substituted by Mp/Ep in the 
case of pp scattering and with (Mp + Mn)/(EP + En) in the case of np scattering. 
This energy-dependent Μ/E factor is approximated in two ways: 
(1) MIE « 1, 
(2) Μ/E « M(k2 + M 2 ) - 1 ' 2 (2.35) 
In nuclear-potential models such as the Nijmegen soft-core potential [Nag78], 
this MIE factor is usually dropped (approximation (1)) in order to have an 
energy-independent potential. In the partial-wave analyses, however, we use ap­
proximation (2) of Eqn. (2.35). We will return to this in Sec. 6.4, where the NNir 
coupling constants are determined. 
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2.4 The intermediate-range potential 
So far, we have discussed the long-range potentials arising from the electromag­
netic interaction and from one-pion exchange These potentials can be consid­
ered to be model independent The intermediate-range forces, however, cannot 
be included without introducing some model dependence Without any other 
nuclear-potential tail other than the OPE potential, a reasonable fit is only pos­
sible for b > 1 8 fm Using the intermediate-range forces of a realistic potential 
model such as the Nijmegen soft-core potential [\ag78] or the parametrized Pans 
potential [LacSO], b can be chosen smaller, obtaining an even better fit with less 
parameters These potential models can be used in our partial-wave analysis af­
ter subtracting their OPE parts, thus keeping the intermediate-range forces The 
OPE potential is in all cases as indicated in Eqns (2 32) and (2 33) Because the 
fit with the intermediate-range forces as obtained from the Nijmegen soft-core 
potential was somewhat better than with the Pans intermediate-range forces, we 
decided to use the non-ΟΡΕ part of the Nijmegen potential 
Although the inclusion of the Nijmegen intermediate-range forces gave a sig­
nificant improvement of our fit, there were still some indications that the em­
ployed potential tail was not perfect The potentials Vs in the inner region 
(r < b) became rather large for both the higher isoscalar and isovector singlet 
partial waves i^D^, lF$, 'G^) This indicates that the potential tails outside r = b 
wore too weak This is because the inner region has little influence on the phase 
parameters with higher /, so in order to compensate for small imperfections in 
the potential tail, large short-range potentials are needed Therefore, we intro­
duce the parameter f ^ for the intermediate-range forces The non-ΟΡΕ part 
of the Nijmegen soft-core potential ( нв
Е
) is multiplied with this factor in the 
singlet partial waves Because the potential tail then becomes more attractive, 
less excessive attraction is needed in the inner region In a fit we obtained as the 
best value / ^ « 1 8 for the singlet partial waves An analogue factor f^ for 
the triplet partial waves turned out to be « 1 0 
Summarizing, we can write the potential tail Ví, as 
VL = VFM + Vmc = VEM + Vbre + V„NBE(/;ed) (2 36) 
The parameter /^ e d is kept fixed at 1 8 in our final fits Therefore, the remain-
ing free parameters in the potential tail are the pion-nucleon coupling constants 
appearing in VQPE 
Chapter 3 
The parametrization of the 
lower partial waves 
In this chapter we discuss how the lower partial waves (J < 4) are parametrized 
using the boundary-condition model Special attention is given to the parame­
trization of the np isovector lower partial waves 
3.1 The parametrization of the boundary con­
dition 
All of the interaction that takes place in the inner region is described phenomeno-
logically by a boundary condition at r = 6, 
(3 1) 
The radial wave function xi(r) can be represented by the solution of the radial 
Schrodinger equation (Eqn (1 1)) for г < b in the presence of some short-range 
potential Ц(г) For example, let us look at the simple case that Vg(r) = 0 We 
then obtain for X¡{T) a spherical Bessel function, 
Xt{r) = krji(kr) 
The corresponding logarithmic derivative Р(
ГЫ
{Ь, к2) we refer to as the free bound­
ary condition In the more general case that Vs(r) equals a constant Vs for τ < b, 
this can be absorbed in the k2 term and we can write 
P(b k2) = Pfr«(6, k2 - 2MndVs) (3 2) 
P{b,k2) = b dxi(r) 
dr ХГЧг) 
15 
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100 
Figure 3.1: The short-range potential Vs and the nuclear part of the long-range 
potential VL for the 3Po partial wave at Tìab = 50 MeV. 
This method remains valid when Vs is some analytical function of the energy. 
In the partial-wave analyses we parametrize the short-range interaction by 
such an energy-dependent potential, which is r-independent for г < b, 
ν
^
2) = ^τ-Σ^2Γ. 2M„d
 n
-D 
(3.3) 
Its value Vs(fc2) is allowed to be different for each partial wave. To illustrate 
this, we have plotted this short-range potential Vs together with the nuclear part 
VNUC of the long-range potential VL for the ΛΡο partial wave at Ты> = 50 MeV in 
Fig. 3.1. 
So far, we have only considered uncoupled channels. In NN scattering, how­
ever, we also encounter two coupled channels. In that case we have to construct 
a 2 χ 2 matrix. We then use the parametrization 
_ / coso sino \ / 
~ ^ - s ino COSÒ ) \ 
P_ 
0 
0 
P+ 
cos θ — sin θ 
sino coso ) ' 
(3.4) 
where P_ and P+ refer to the coupled waves with I = J — 1 and / = J + 1 
respectively. The angle θ is a smooth function of k2, and can be expanded in a 
power series. 
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3.2 The np isovector part ia l waves 
The boundary-condition method, as discussed in the previous section, cannot be 
used for all partial waves. In the case of np scattering we also have to deal with 
isoscalar partial waves. This would mean we have to parametrize twice as many 
partial waves as is the case in pp scattering. The problem, however, is that the 
np data base is still not powerful enough to determine both the isoscalar and 
isovector partial waves. To overcome this problem, we take over the isovector 
partial waves as determined in the pp analysis, whether or not corrected for 
Coulomb interaction or mass differences. The np isoscalar partial waves are 
parametrized the same way as the pp partial waves, again using the boundary-
condition method. Various different techniques are used to take over the phase 
parameters as determined in a pp partial-wave analysis and transform them to 
isovector np phase parameters. 
In the analyses of Arndt et al. [Arn83, Arn87] the transformation from the pp 
to the isovector np phase parameters is made by a Coulomb penetration factor 
and by accounting for the different pion masses. The way they incorporate the 
breaking of charge independence can symbolically be written as 
Si(pp) = ¿,(ηρ)[τη
π
(136.5 MeV) — mT(135.04 MeV)] χ 0?{η) , (3.5) 
where the Coulomb penetration factor Cf is defined by 
cfd) = cgfo) Π 
n=l 
and CQ is given by 
1 + (5)! (3.6) 
This and other methods like the so-called Graz prescription, used in the analy­
ses of Bugg et al. [Bug78, Dub82, Bug90], together with their shortcomings are 
discussed in detail in Ref. [St90b]. There it is also shown that is very important 
to account for the differences between the neutral and charged pion masses and 
between the neutron and proton masses. These mass differences partially com­
pensate for the effects of the Coulomb-nuclear interference, so not accounting for 
them would be essentially wrong. 
In our analyses we take over the pp partial waves after correcting them for 
Coulomb distortion, mass differences, and possible different pion-nucleon coupling 
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3.3 The pion-Coulomb correction 
We assume that charge independence is broken by the electromagnetic interac-
tion, the mass differences between the proton and neutron, and also between 
the neutral and charged pion, and finally by the different pion-nucleon coupling 
constants. As can be seen from Eqns. (2.31) there are three relevant coupling con-
stants in nucleon-nucleon scattering. As mentioned before, all three are left free 
in a fit to the data. Now how do we go from the pp to the np phase parameters? 
We start by calculating the pp phase parameters with some realistic nucleon-
nucleon potential by solving the Schrödinger equation with the nuclear and 
Coulomb potential Vfjuc a"d VQ\. Then we calculate the np phase parameters by 
removing the Coulomb potential, introducing the mass differences, and adjusting 
the one-pion-exchange potential for the different pion-nucleon coupling constants. 
In this case, we thus solve the Schrödinger equation with the potential VNUC + 
AVOPEI where Д ЬРЕ ¡S defined according to Eqns. (2.32) and (2.33) as 
AVOPE = V0PE(np, 1 = 1)- VOPE(PP) 
= -{PP+ft)V{m0) + 2pcV{m). (3.8) 
The pp — np phase-parameter differences are therefore parametrized by the three 
different pion-nucleon coupling constants. The dependence on these coupling 
constants will be investigated in Sec. 6.4. In the analyses presented here we 
use the results of this investigation and assume charge independence for the 
pion-nucleon coupling constants and adopt f2 = 0.075. The phase-parameter 
differences are now used to correct the pp phase parameters as obtained in our 
PWA to np phase parameters. 
For the nucleon-nucleon potential VNUC we use an updated version of the 
Nijmegen soft-core potential [Nag78]. This new NSCpp92 potential [Klo93] has 
been fitted to the results of our pp partial-wave analysis below 350 MeV and 
will be discussed in Chapter 8. This potential model gives an almost perfect 
description of the pp scattering data. However, the dependence of the analysis 
on the potential model to be used for VNUC is rather small. Using the original 
Nijmegen soft-core model [Nag7fi] results in a rise of only 5.8 in χ 2 compared to 
the analysis where we have used the NSCpp92 model. Using the Paris potential 
model [Lac80] gives an even smaller difference in χ2 of 1.9. 
An exception to this is made for the ' 5 0 partial wave, for which this method 
seems unsatisfactory. The 'So partial wave is therefore parametrized indepen­
dently by the boundary-condition method for both pp and np scattering. 
Chapter 4 
The scattering amplitude 
In this chapter we consider some of the basic definitions and expressions concern-
ing the scattering amplitude M matrix. Furthermore, the partial-wave decom-
position of the M matrix is given. In the last section we give the observables in 
terms of the M matrix. 
4.1 The definition of the M matrix 
The general wave function for nucleon-nucleon scattering can asymptotically be 
written as 
Ä(r) = ¿к'Гт + ^ Σ £>m< m(*. Φ) - (4-1) 
Br,m' 
where k, and k¡ are the initial and final momenta, and ξ^ denotes the m t h 
component of the spin-5 state. 
In the most general form, the M matrix can be written in terms of 8 complex 
functions a, ò, c, d, e, ƒ, g, and h (see, e.g., Refs. [Wol52, By78a, LaF80, Bys84]) 
M
 = 2 [(a + b) + (a - b)aïna2n + (с + d)aika2k+ 
(с - а)а
ц
а2ч + ie{aln + σ2η) + if(aln - σ2η) + 
g{ciqa2k + oika2q) + h(aì4o2k - aìka2q)] , (4.2) 
where we have adopted σ\
η
 Ξ σ, • ή, σ2η Ξ <та · ή, etc. Because we assume time 
reversal invariance, the last two terms are zero, as this implies that g = h = 0. 
Identical-particle scattering furthermore implies that ƒ = 0, which is valid for pp 
scattering. In the next sections we will use the amplitudes a, 6, c, d, e, and ƒ, 
although many different parametrizations are used. 
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For example, another very well-known parametrization of the scattering ma­
trix is the following, introduced by Hoshizaki [Hos68]. It is totally equivalent 
with Eqn. (4.2) in the case of identical particle scattering. 
M = aH + сн{о\п + σ 2 η ) + тна\паіп + 5κ(σι ,σ 2 , + a\kVik) 
+ hH(alqa2q - σ ι * σ 2 , ) . (4.3) 
The relations between the amplitudes of the two parametrizations are 
aH = ^{a + b) ,mH = -{a - b) ,gH = -c ,hH = --d ,cH = - e . (4.4) 
Yet another often used, is the so-called singlet-triplet representation intro­
duced by Stapp [Sta55]. In this representation, the M matrix can be written 
as 
/ M ss Ms\ Men Me_i \ 
M ,
s
 Мц 
M 0 s Moi 
^ M_is М_ц M_io M_i_i j 
with Mso = Mos and the symmetries 
M = 
so 
Mio 
Moo 
s-
Mi_i 
M 0 _, 
(4.5) 
M_n = Mi_! 
M_i_i = Мц 
Ms_i = Msi 
M_is = Mis 
(4.6) Mo-i = -Moi 
M_io = -Mio 
We now have the following relations between the coefficients of Eqn. (4.2) and 
Eqn. (4.5) 
M ss = b-c , 
Mis = ^ ( A - ƒ) , 
Moo = a + d cos θ + g sin θ 
and reversely 
М ц = \(a + b + с — dcosô —ρsino) , 
M-¡o = — -^(¿sinÖ — e — g cosò) , 
Moi = - ^(dsin θ + e — g cos θ) , 
Μι_ι = | ( - ο + 6 + с + d cosò + g sino) 
(4.7) 
α = \{MU + Moo - Μι-i) , e = ^ ( Μ 1 0 - М 0 1 ) , 
δ = Ì ( M „ + Mss + M i , , ) , ƒ = j-(Msl - Mis) , 
c=\(Mn-Mss + M1-l), h = ^ ( M s i + Mis) , (4.8) 
d= l(Moo - Mu + Mycose - ^ ( M , o +Moi ) s ino , 
9 = ¿ ( M « , - М ц + Mi_i) sino + ^ ( M i o + M
o l ) c o s 0 . 
In the case of time reversal invariance, we know that g = h = 0, so Msi = —Mis-
We can then introduce a spin-singlet spin-triplet (or spinflip) matrix element 
MST = Msi, so ƒ = %/2MST- This implies that in the case of identical-particle 
4.2. The partial·wave decomposition of the M matrix 21 
4.2 The partial-wave decomposition of the M 
matrix 
The partial-wave decomposition of the M matrix is given by 
W,i' 
c
v .' j i-i'(l'>3'\sJ - 1\1'а)
г
іш J
 Ua\ 
^m-m'in'i»1 2¿Jfc ° m m ' \4-J) 
where the 5 matrix is unitary and symmetric, and we can use well-known nuclear-
bar phase shifts and mixing parameters [SYM57] to parametrize it. The spin-
triplet coupled 5}'1 matrix with total angular momentum J can then be written 
as 
u _ / e * W cos2£ j ш п & Л / е * \ 
b j
 -{ e*){iôn2ej COS2EJ){ e * ) ' l 4 ' 1 0 J 
where the phase shifts 6\ and 52 are usually denoted as 6¡j, or Sj-\tj and Sj+\tj 
respectively. The spin-singlet spin-triplet Syl matrix can similarly be written as 
ςο.1 _ ( e , í ' \ ( c o s 2 ^ isin2T \ ( **' λ (dU\ 
V e«4··· J { ts in2 7 / cos27 ) ) \ e'6'·' ) ' ( ' 
where 6¡ and 6ц denote the spin-singlct and spin-triplet (which has / = J) phase 
shifts respectively. The nuclear-bar spinflip mixing angle 71 was introduced by 
Gersten [Ger77]. In the case of identical-particle scattering this mixing angle 71 
is zero so the spin-singlet spin-triplet 5 matrix decouples. We are then left with 
the simple form S = e2,í. 
4.3 The total scattering amplitude 
The total scattering amplitude M can symbolically be written as 
'max 
M = MEM + MQPE + Σ ( Μν»,ι - Λ/
ΟΡΕ
,, ) , (4.12) 
1=0 
where MEM is the electromagnetic amplitude, MOPE the OPE amplitude, and 
Mpar,; the parametrized partial-wave nuclear amplitude. Because we explicitly 
incorporate the OPE amplitude, we need to subtract the partial-wave OPE am­
plitudes in order to avoid double-counting. In the case of pp scattering all am­
plitudes should be calculated in Coulomb-distorted-wave Born approximation 
(CDWBA) instead of the plane-wave Born approximation (BA). 
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The electromagnetic amplitude MEM can be written similarly to Eqns. (2.20) 
and (2.21). In the specific case of pp scattering we can write 
MEM{PP) = Мы + Мег + MMM + MVP , (4.13) 
where Mc\ corresponds with Vci which gives rise to the following scattering 
amplitude 
km = ¿ в * * nie«--> - т ) = -Y'T-LT' - (4Л4) 
where P¡(0) denotes the Legendre polynomials and a¡ the Coulomb phase shifts, 
which are given by a¡ = argT(/ + Ι+ιη). The properly symmetrized Mei matrix 
elements are then given by 
(s'm'\MCi(e)\sm) = [/c,(0) + (-1)7сі(тг - )}6.8,6тт- • (4.15) 
For the relativistic correction сг we use the 1/r2 approximation as given in 
Eqn. (2.23). In that case the radial Schrödinger equation with Vfci + Vc2 can 
be solved exactly. The solutions for the radial wave functions are then given by 
non-integer I Coulomb functions, and the phase shifts as a result of VQ2 by 
Ρ, = σ
χ
-σ
ι+
{
-^φΐ, (4.16) 
where λ(λ + 1) = 1(1 + 1) — aa'. The corresponding amplitude then reads 
Ы ) = ¿ Σ(2 ' + l)
e
2
'("-"°>[e2"" - l]fl(fl) , (4.17) 
and again the properly symmetrized MQ2 matrix elements are given by 
(s'm'\M
a
(e)\sm) = [/ca(fl) + (-І) са(т - )]8,,8
тт
, . (4.18) 
The vacuum polarization amplitude was first derived by Durand [Dur57] and 
is given by 
/VP(0) = ¿ Σ ( 2 ' + \)e2^-°°\e2"> - ІЩ( ) , (4.19) 
with τι the vacuum polarization phase shifts. To obtain the proper MVp matrix 
elements one has again to symmetrize Eqn. (4.19). For very low energies, below 
Tiab = 1 MeV, we use improved expressions for /yp as derived by Austen [Aus82]. 
The much more extensive magnetic-moment amplitudes for both pp and np 
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The OPE amplitudes can be easily derived in plane-wave Born approximation. 
In the case of np scattering it is simple to account for nucleón and pion mass 
differences. For pp scattering, however, one should calculate the OPE amplitudes 
in Coulomb-distorted-wave Born approximation. For the various expressions of 
these OPE amplitudes we refer to Ref. [St90b]. 
As will be seen in the next section, all observables can be expressed in terms 
of the scattering matrix M. 
4.4 The observables 
Because the nuclear interaction strongly depends on spins, and in a very com-
plicated way, we cannot just take a few experiments and deduce the interaction 
laws directly. To do this, we need rather difficult experiments, for example with 
polarized beams or polarized targets. 
In principle, we can do 162 = 256 different experiments at each scattering 
angle. This can easily be seen if one realizes that both the incoming beam and 
target can be prepared in one unpolarized and three polarized states. Then for 
each preparation, we can measure the differential cross section (1), the polariza-
tion of both the scattered beam and recoil particles (3 + 3 = 6), and finally the 
spin correlations of the outgoing nucléons ( 3 x 3 = 9). 
However, not all of these possible 256 experiments are independent. It can be 
shown [Wol52, Hos68, By78a, LaF80] that if space-reflection, rotation, and time-
reversal invariance are assumed, we are left with only 11 independent experiments 
in the case of np scattering. In the case of identical-particle scattering only 9 
independent experiments remain. 
Following the notation of Refs. [By78a, LaF80], we can express a general 
experiment in the laboratory system where we have prepared the incident beam 
with polarization a\c and the target with σ-id as 
eXabcd = тТг(сті
а
а2ьМстіса2аМ*) . (4.20) 
The polarizations σ\
α
 and σ-α refer to the scattered and recoil particle. 
In order to identify each experiment we define three reference systems in the 
laboratory system as illustrated in Fig. 4.1. These three systems S = (к,s, η), 
5' = (к', s', η), and S" = (к", s", η) are associated with the initial, scattered and 
recoil particles. Vectors к, k', and k" are unit vectors in the same direction as the 
momenta in the lab system of the initial, scattered, and recoil particle. Vector 
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Figure 4.1: The three reference frames S, S', and S" in the laboratory system. 
defined as s = η χ к, s' = η χ к', and s" = η χ к". The indices in Eqn. (4.20) 
can therefore take on the values k, s, η or zero, the latter meaning that either 
the particle is unpolarized or its spin is not determined. 
As an example, and to clarify Table 5.3 as given in the next chapter, we 
will now list some of the most important experiments that are done or can be 
done. The experiments are also depicted in Figs. 4.2, 4.3, 4.4, 4.5, and 4.6. For 
nonidentical particles wc have the following observables: 
• The differential cross section 
σ = /oooo = \(\а\2 + | δ | 2 + | c | 2 + |d | 2 + | e | 2 + | / | 2 ) . (4.21) 
• The polarizing or analyzing powers 
аРъ = σΡ
η000 = σΑ00η0 = - Im(a*e + b*f) , (4.22) 
aPt = σΡοηΟΟ = σΑχχ,η = - I m ( a ' e - Vf) . (4.23) 
• The triple-scattering parameters 
We have the depolarization parameter D and the rotation parameters R, 
Λ, R', and A'. 
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a û 
oR = σϋ,ΌΜ = Re(a*ò + c'd - e'f) cos - - Re(a* ƒ + 6*e) sin - , 
θ θ 
ση' = aDk'0t0 = Re(a*b - c*d - e'f) sin - + Re{a'f + 6*e) cos - , ¿ it 
θ θ 
σΑ = σΰ,Όκα = Re(-a*ò - c'd + e'f) sin - - Re(a*ƒ + ò*e) cos - , 
¿E ¿ 
θ θ 
σΑ' = aDk'oko = Re(a*b - c'd - e* f) cos - - Re(a* ƒ + b'e) sin - . 
• The polarization-transfer parameters 
σΖΛ = αΑ-0ηη0 = 1(|α|2 - |ò|2 + |c|2 - |d|2 + |e|2 - |/ |2) , (4.25) 
θ θ 
aRt = σΚ0ί»,0 = Re(a*c - b'd) sin - + Re(c*e - d'f) cos - , 
θ θ 
aR't = -σΚον,ο = Re(a*c + b'd) cos - - Re(c*e + d'f) sin - , 
О Û 
aAt = σΚο,ιι^ο = Re(a*c — b'd) cos - — Re(c*e — d'f) sin - , 
6 θ 
σΑ\ — -аК0к»ко = -Re(a*c + 6*d) sin - - Re(c*e + d'f) cos - . 
• The spin-correlation parameters 
aC
m
 = < T C
n n
o o = ^ ( | a | 2 - | 6 | 2 - | c | 2 + |d|2 + | e | 2 - | / | 2 ) , 
aCkp = vC,',»oo = Re(d*e - c*ƒ) , 
aCpp = <тС ,»оо = Re(-a*d + b'c) , 
аС
кк
 = -aC,-k»oa = Re{a'd + b'c) , (4.26) 
aCpk = -оСк'к"оо = Re(d*e + c'f) . 
and 
σΑ„ = а Л ^ = i ( H 2 - |ò|2 - |c|2 + И 2 + |e|2 - |Л 2) , (4.27) 
σΑ
χχ
 = σΑοο,, = Re(a*d) cos θ + Re(ò*c) - Re(d*e) sin θ , 
σΑ1χ = oAooki = -Re(a*d) sino - Rc(c*/) - Re(d*e) cosò , 
aAxt = oAootk = -Re(a'd) sin θ + Re(c*/) - Re(d*e) cosò , 
σΑ
ΖΙ
 = aAookk = -Re(a*d) cos θ + Re(ò*c) + Re(d'e) sin θ . 
Finally, we mention the even more complex three-spin observables, where the 
beam or target nucléons are polarized and the correlation between the polariza-
tions of the scattered and recoil nucléons are measured. However, there have 
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only been a few of these experiments below Ti
ab = 350 MeV in the case of pp 
scattering [One89]. We will therefore not give the corresponding expressions but 
refer to Ref. [By78a, LaF80]. 
4.4.1 The np total cross section 
The nucleon-nucleon total cross section can be written as [By78a] 
σ « = σο,Μ + <n,tot(fl · Pi) + ffa.tot(^ • k)(-P. • k) . (4.28) 
where Рь and Pt are the beam and target polarization vectors, respectively, and 
к is a unit vector in the direction of the beam. The unpolarized cross section 
CT0,tot has been measured with great accuracy in the case of np scattering (see, e.g., 
Refs. [Lis82, Gru85]). The other two 'cross sections' are related to the observables 
Δ<7£ and Δστ by 
Δσ
Λ
 = σ ( £ ) - <J(ZÎ) = -2(a l i t e t + σ2,ΐ0ί) , (4.29) 
Δ σ
τ
 = ff(iî) - σ(ΤΤ) = -2a,, t o t , (4.30) 
where Δσχ, and Δστ are cross-section differences with beam and target polariza­
tion vectors parallel and antiparallel to each other, and oriented longitudinally 
or transversally with respect to the beam. These spin-dependent total cross-
section differences have only recently been measured for np scattering by the 
Basel group [Bin91, Haf92]. 
To calculate the total cross sections in the case of np scattering, we make use 
of the optical theorem. It is then easy to derive the following expressions for the 
observables in terms of the singlet-triplet JW-matrix elements. 
σο,ί<* = -j-lm(Mss + M
u
 + Μ«, + Μ-ι-ι)8=ο , (4.31) 
2π 
b°L = -jr-Im(A/Ss-M„+ Моо-М_і_,)»=о , (4.32) 
2тг 
Δσ
Γ
 = —Im(Mss - iWM)e=o · (4.33) 
From now on we write for the unpolarized total cross section atet. 
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Pb 
Figure 4.2: The polarizing powers P), and Pt. 
Figure 4.3: The triple-scattering parameters D, R, R', A, and A'. 
' X 
' X 
Figure 4.4: The polarization-transfer parameters Dt, Rt, /ζ, At, and A't. 
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Figure 4 6. The spin-correlation parameters Ayv, Axx, Azx, Axz, and A, 
Chapter 5 
The N N data set 
Our data set consists in principle of all measured pp and np scattering data 
with Tiiib below 350 MeV. As already mentioned earlier in an article on the pp 
partial-wave analysis [Ber90], we only include data that have been published in 
a regular physics journal after 1955. The major part of the data can be found 
in the Nucleon-Nucleon Scattering Data Tables of Bystricky and Lehar [By78b, 
Bys81]. We have consulted all original references and corrected for some minor 
printing errors in these Scattering Data Tables. We have also included data 
that are not contained in these tables. These data groups are denoted by 1 
in our data tables. Data groups that are not included in the latest data set 
NN921 of SAID [Arn92] are denoted by *. On the other hand, we do not include 
dispersion relation predictions [Kro81] and data that were obtained from quasi-
elastic scattering (e.g., deuteron targets). We also have omitted pp total cross-
section data (a tot, Δσχ, Ασ^) because of ambiguities in their definition and 
because of some differences in the treatment of the Coulomb-nuclear interference 
term by the experimentalists. 
All pp scattering data have been discussed in detail in our previous arti­
cle [Ber90]. The data can be found in Table I of that paper. Since then, we 
have added 3 groups of new polarization data [Smy89, Prz91, Pit92], which were 
published after we finished our pp partial-wave analysis. These 3 new groups are 
given in Table 5.1. In the first experiment 10 very accurate pp polarization data 
at 50.04 MeV were measured by the Zürich group [Smy89]. The analysis and a 
discussion of these data can be found in detail in Hef. [St90c]. It is shown there 
that the magnetic-moment interaction has to be included in all partial waves to 
give a proper description of these data. The other 2 experiments are measure-
ments of 1 polarization datum at 183.1 MeV [Prz91] and of 20 polarization data 
at 185.4 MeV [Pit92]. 
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T,
ab No.» % Pred. 
(MeV) type χ2 error normb Ref. 
5ÖÖ4 10 Ρ 4.978 039 1.002 [Smy89]~ 
183.1 1 Ρ 2.282 none [Prz91] 
185.4 20 Ρ 12.961 1.4 1.006 [Pit92] 
Table 5.1: Reference table for the new pp scattering data. 
Starting with this set of observables, the boundary-condition parameters and 
the pion-nucleon coupling constant were adjusted to obtain a x„ i n . After each 
fit, all data that were more than 3 standard deviations off (x2(datum) > 9) were 
rejected, and the parameters adjusted again. Some groups had an experimental 
normalization error that contributed more than 9 to χ2, probably due to an 
underestimation of systematic errors by the experimentalists. We have floated, 
i.e., freely normalized, these data. These groups are labeled with 'h' in the 
column named Comm. in Table 5.3. The original experimental normalization 
error is shown in parentheses for those cases. After this, the groups which had 
an improbably high or low χ2 were rejected as well. These groups are labeled 
with 'e' and 'p' respectively in the column labeled Comm. of Table 5.3. This 
'screening' resulted in a rejection of 292 observables in the pp data set, leaving 
us with our final pp data set containing 1656 scattering observables divided over 
215 groups. Of these groups, 119 have an experimental normalization error and 
22 have a floated normalization. Furthermore, each group of Zürich cross-section 
data [Tho78] contains two angle-dependent normalization data with a total of 
Nzur = 12. This gives us a total number of data points JVdlt of 1787 (scattering 
observables plus all normalization errors). 
All np scattering data can be found in Table 5.3. Our total np data set now 
contains 3298 observables divided over 254 groups. The mentioned screening 
procedure resulted in a rejection of 932 observables leaving us with our final np 
data set containing 2366 scattering observables divided over 211 groups. The 
number of groups that have an experimental normalization error is 148. This 
gives a total number of data points of 2514. All different numbers are presented 
in Table 5.2. 
We will now discuss some of the rejected data groups. First of all, we 
have rejected all Harwell differential cross-section data measured by Scanlon 
et al. [Sca63]. This is a total of 282 data divided over 14 groups between Т|
а
ь 
= 22.5 and 108.5 MeV. The reason for doing so is that most of these groups, 
especially at higher energies, have a too high χ2. The rest of the groups have 
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18 
=A'df 
2332 
Table 5.2: The various numbers plus their mutual relations concerning both the 
pp and np data sets. 
a very high χ2, but just within our three-standard-deviation rejection criterion. 
However, for the latter groups, the phase parameters determined in a single-group 
analysis, differ very much (more than three standard deviations) from their т.е. 
values. In fact, only 2 groups, at 22.5 and 27.5 MeV containing a total of only 
17 data, survive our rejection criteria. Because of a probable systematic error in 
these data, we have decided to reject all 14 groups. Our findings are in agreement 
with earlier analyses by other groups [Arn73, Bin74, Bry74, Bra78]. 
There are 9 groups of Princeton differential cross-section data by Shepard 
et al. [She74] between Т\
л
ъ = 182 and 344 MeV. All these groups have an exper­
imental normalization error, but when included in our data set, the contribution 
to χ2 of the normalizations is much too high (x2(norm) > 9). Because this indi­
cates a probable error in the normalization of these data, we tried to include them 
with a free normalization (floated). But even then, all groups keep an improbably 
high χ2. We therefore decided to reject all these 158 data. 
We furthermore reject all SIN differential cross-section data performed by 
Hiirster et al. [Ниг80]. These 276 data are divided over 8 groups starting with 
Tiab = 200 MeV and measured with increasing steps of 20 MeV. When we include 
these groups, we have to reject the first few data of every group, because of our 
three-standard-deviation criterion. After removing these bad data and refitting 
our parameters, the next few data of every group have to be rejected. This is 
32 5. The NN data set 
repeated until about the first 20% of every group has been removed The groups 
at Tiab = 300, 320 and 340 MeV have to be rejected anyway because the χ2 of 
the group is too high We therefore think that there is something systematically 
wrong with the shape of these groups of data and decided to reject all 8 groups 
Finally, we consider the np scattering cross section at 'zero' energy, σο, and 
the (n,p) coherent scattering length ap Their values can be expressed in terms 
of the singlet and triplet scattering lengths a¿ and at according to 
σ0 = π(3α(2 + ο,2) , αρ = (3at + α,)/4μ , (5 1) 
where μ = (1 + М
п
/Мд)~1, with Мц the hydrogen mass Unfortunately, the 
two most recent measurements for σο disagree with each other Houk finds 
σ0 = 20 436(23) barn [Hou7l], whereas Dilg finds σ0 = 20 491(14) barn [Dil75] 
Because we were not able to decide which of the two values fits best in with the 
rest of our np scattering data, we decided to include both measurements in our 
data set 
T l a b No.
a
 % 
(MeV) type χ2 error 
0.0* 2 σο 4.313 none 
1 ap 
0.023645^1 crtot 2.785 none 
0.060- 5 atot 2.418 none 
-0.550· 
0.4926- 2 atot 0.913 none 
-3.1860 
0.841- 17 <7tot 19.205 none 
-19.957 
1.500- 27 fftot 22.364 none 
-27.515 
2.535* 
2.72* 
3.01· 
3.33* 
3.69· 
4.01· 
4.34· 
4.65' 
4.91· 
5.10· 
5.24' 
7. Π ­
Ι tTtot 
2<r 
2<r 
3<7 
4ff 
4(7 
4 σ 
4 σ 
4(7 
4 σ 
4 σ 
6 <7tot 
3.784 
0.587 
2.801 
1.725 
1.700 
0.662 
2.702 
2.816 
1.303 
4.346 
6.186 
15.129 
none 
3.7 
3.7 
3.7 
3.7 
3.7 
3.7 
3.7 
3.7 
3.7 
3.7 
none 
-14.02 
7.6t· 
10.03t* 
11.0 
12.0t* 
13.5t 
13.7t 
14.0 
14.0+· 
14.1* 
14. Γ 
14.1 
4Рь 
12 Р
ь 
Щ 
8 Л 
1 А 
1 Ауу 
3(7 
1 Ауу 
6(Т 
4(7 
6(7 
10.733 
10.705 
0.041 
18.572 
0.030 
6.680 
1.991 
2.315 
2.586 
1.700 
3.0 
4.0 
3.5 
3.0 
3.0 
попе 
попе 
попе 
float11 
0.73 
4.0 
Pred. 
погт
ь
 Reject Ref. С о т т . 
1.009 
1.023 
1.011 
1.023 
1.011 
1.021 
1.030 
1.036 
1.056 
1.062 
1.015 
0.968 
0.999 
1.052 
0.998 
0.546 
0.992 
1.041 
1.161 
9.885 
170.0° 
170.0° 
170.0° 
170.0° 
170.0° 
170.0° 
170.0° 
170.0° 
170.0° 
170.0° 
all 
70.0° 
|Hou71] 
[Dil75] 
[Koe75] 
[Fuj76] 
[A1155] 
[Eng63] 
[Cle69] 
[Da71a] 
[Da71b] 
[Hre69] 
[НгебЭ] 
[Hre69] 
[НгебЭ] 
[НгебЭ] 
[НгебЭ] 
[НгебЭ] 
[НгебЭ] 
[НгебЭ) 
[НгебЭ] 
[Вга58] 
[Wei92] 
[H0I88] 
[Mut71] 
[Wei92] 
[Тог О] 
[Sch88] 
[Аг 70] 
[Sch84] 
[Gre65] 
[Nak60] 
[Sea55] 
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Ткь 
(MeV) 
14.1 
14.1* 
14.1 
14.1+* 
14.5* 
14.8+ 
15.7 
15.8-
-111.5 
16.0+ 
16.0+* 
16.2 
16.4 
16.4 
16.8 
16.9 
16.9+ 
16.9+ 
17.0+ 
17.4+ 
17.8-
29.0 
17.9* 
18.5+* 
19.0+ 
19.565-
-27.950 
19.665* 
20.5 
21.1 
21.6 
21.6+* 
22.0+ 
22.2+ 
22.5 
22.5 
No.a 
type 
17 σ 
%σ 
10 Р
ь 
ЪРь 
8 Pt 
ІРь 
16 σ 
6 3 CTtot 
ІРь 
5 Р
ь 
ЗРь 
3 Рь 
ЛРь 
1 Рь 
4Рь 
И Рь 
4Рь 
6 Р
Ь 
1 А 
5 atot 
И σ 
4Рь 
6 Рь 
3 CTtot 
1 ^tot 
ЯРь 
6Рь 
7 Pt 
5 Р
ь 
8 Р
Ь 
5σ 
12 σ 
6 σ 
χ
2 
11.664 
12.488 
3.928 
5.171 
8.459 
0.502 
11.063 
67.137 
0.020 
6.567 
0.546 
2.773 
1.788 
0.018 
3.626 
15.780 
0.319 
3.774 
2.053 
6.633 
16.283 
2.558 
4.278 
2 682 
0.309 
7.036 
5.309 
1.629 
5.786 
12.828 
1.692 
8.439 
% 
error 
none 
none 
3.0 
3.0 
none 
3.0 
floath 
2.0 
3.0 
3.0 
none 
9.3 
none 
4.4 
6.0 
3.0 
3.0 
2.1 
none 
none 
1.9 
3.0 
3.0 
none 
none 
18.8 
3.0 
none 
4.0 
3.1 
1.0 
none 
3.3 
Pred. 
norm
b
 Re 
14 
1.001 
1.033 
1.008 
48.896 
1.036 
0.999 
0.988 
0.997 
0.999 
1.061 
1.023 
1.000 
0.999 
1.038 
0.997 
1.003 
0.885 
1.019 
0.966 
0.967 
1.002 
ject Ref. Comm. 
.0° [Suh67] d,j 
[Tan70] 
[Bro81] 
[Wei92] 
[Fis77] 
[TorSO] 
[Mor67] 
[Bow61] 
[Tor80] 
[Wei92] 
[Gar72] 
[Ben62] 
[Jon74] к 
[Mut71] 
[Mor74] 
[Tor88] 
[Tor88] 
[WÌ184] 
[Oc91b] 
[Pet60] 
[Gal55] f 
[Wei92] 
[WÌ184] 
[Gro66] 
[Day59] 
[Lan65] 
[Mor74] 
[Jon74] 1 
[Sim89] 
[WÜ84] 
[Fin90] 
[Fly62] 
all [Sca63] m 
Т\яЪ 
(MeV) 
23.1* 
23.1 
23.1 
23.1 
23.7 
24.0 
24.0 
24.0 
24.63-
-59.35 
25.0* 
25.0* 
25.0* 
25.3-
-31.06** 
25.5** 
25.8 
25.8 
25.8* 
26.9-
-72.5** 
27.2 
27.4* 
27.5 
27.5* 
29.6 
29.6 
29.9* 
30.0 
30.0* 
31.6* 
32.5* 
32.5 
32.9* 
33.0* 
35.8* 
No.1 
type 
2 Pt 
2 f t 
6 П 
AAyy 
4 η 
3 σ 
4 σ 
2(7 
8 fftot 
5 σ 
16 ft 
8 Λ 
2σ 
1 Α 
8(7 
8<τ 
Ι Α 
5 σ
ίο
ι 
4(7 
5(7 
11 σ 
8Рь 
11 Рь 
ЪРъ 
5(7 
12 Р
ъ 
8 А 
2Рь 
І Р ь 
15 σ 
6<r 
8Рь 
6(7 
χ
2 
0.324 
0.489 
3.094 
0.447 
1.484 
2.904 
0.446 
9.146 
5.556 
22.462 
7.345 
0.243 
0.061 
5.063 
3.781 
3.980 
4.041 
1.375 
6.256 
6.843 
1.325 
3.462 
14.148 
4.431 
2.300 
1.052 
14.047 
7.495 
16.999 
% 
error 
12.2 
3.5 
7.7 
12.2 
10.9 
1.2 
0.43 
none 
0.3 
1.0 
3.3 
2.9 
none 
none 
3.0 
3.0 
none 
none 
1.3 
1.0 
2.5 
3.0 
none 
10.0 
1.0 
8.33 
2.9 
none 
none 
2.1 
1.0 
2.9 
1.0 
Pred. 
norm
b 
1.020 
1.005 
1.017 
0.994 
1.045 
0.989 
1.002 
1.010 
1.060 
0.972 
1.012 
1.006 
0.995 
1.008 
0.974 
0.961 
1.004 
1.056 
0.997 
1.005 
0.964 
0.990 
Reject Ref. 
[Маібб] 
[Mut71] 
[РегбЗ] 
[Маібб] 
[Ben62] 
[Bur73] 
all [Rot70] 
[Mas72] 
[Bra70] 
[Fin90] 
[Sro86] 
[WÜ84] 
[Dro79] 
[Oc91b] 
[Mon77j 
[Mon77] 
[Oc91a] 
[Bo85a] 
[Bur73] 
[Fin90] 
all [Sca63] 
151.4° [Wil84] 
all [Eld75] 
[Mut71] 
[Fin90] 
[Lan65] 
[Wil84] 
[Ryu72] 
[Ryu72] 
all [Sca63] 
[Fin90] 
[WÌ184] 
[Fin90] 
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Tìab 
(MeV) 
36.0+ 
37.5 
39.0-
-350.0+ 
39.7+ 
40.0+* 
40.0 
40.0+ 
42.5 
45.0+* 
47.5 
50.0+* 
50.0+ 
50.0 
50.0 
50.0' 
50.0· 
50.0 
50.0 
50.0 
50.0+ 
50.0 
50.0 
52.5 
55.1+* 
57.5 
58.8 
60.0 
60.9 
61.0+* 
62.2+' 
62.5 
63.1 
65.0+· 
66.0+· 
No." 
type 
8 f t 
17 σ 
70 fftot 
6 σ 
2σ 
15 ft 
8 f t 
22 ст 
2 σ 
22 σ 
2<τ 
6 σ 
8 σ 
12 σ 
4 Pb 
4 f t 
7 Pb 
16 Р
ь 
9 Л, 
8 Л, 
4 AyV 
4 ^у 
23 σ 
2<х 
23 σ 
9 σ 
16 ft, 
9 σ 
1 σ 
2 σ 
23 σ 
19 σ 
2σ 
lAcTL 
Χ
2 
8.208 
57.203 
2.493 
11.666 
13.525 
0.481 
0.114 
17.140 
5.364 
10.650 
0.906 
0.347 
3.983 
15.441 
8.907 
15.364 
3.509 
2.229 
0.713 
5.865 
23.570 
7.979 
0.027 
2.457 
28.708 
0.168 
1.506 
% 
error 
2.9 
1.8 
1.0 
1.0 
none 
6.02 
2.9 
1.8 
none 
1.7 
none 
1.0 
3.0 
3.0 
none 
none 
3.6 
4.79 
3.6 
3.4 
7.9 
25.0 
1.7 
none 
1.8 
10.0 
3.89 
floath 
none 
none 
1.7 
floath 
none 
6.0 
Pred. 
norm
b 
0.961 
1.006 
0.956 
0.977 
1.021 
0.994 
1.027 
0.995 
0.978 
1.048 
0.945 
1.075 
1.336 
1.058 
1.096 
1.156 
1.038 
1.065 
Reject 
all 
all 
all 
all 
120.6° 
all 
all 
all 
86.2°, 159.7° 
165.8° 
Ref. 
[WÍ184] 
[Sca63] 
[Lis82] 
[Fin90] 
[Bo85b] 
[Lan65] 
[WÜ84] 
[Sca63] 
[Bo85b] 
[Sca63| 
[Bo85b] 
[Fin90] 
[Mon77] 
[Mon77] 
[Fit80] 
[Fit80] 
[Gar80] 
[Lan65] 
[Rom78] 
[WÜ84] 
[Fit80] 
[Joh77] 
[Sca63] 
[Bo85b] 
[Sca63] 
[Ber76] 
[Lan65] 
[Arn73] 
[Bo85b] 
[Bo85b] 
[Sca63] 
[Kin80] 
[Bo85b] 
[Haf92] 
Comm. 
m 
f,r 
g 
g 
g 
m 
m 
g 
37 
Tìab 
(MeV) 
67.5 
67.5* 
67.5* 
67.5f 
70.0^ 
70.0 
70.0 
76.2+· 
76.7 
77.0» 
80.0 
80.0 
86.5 
88.2-
-150.9 
89.5 
90.0· 
90.0 
93.4-
-106.8* 
95.0 
96.0· 
96.0f 
96.8 
98.0* 
99.0 
100.0 
105.0 
107.6 
108.5 
110.0 
118.8 
120.0 
125.0-
-168.0· 
125.9-
No.a 
type 
11(7 
12 ft 
19 Pt 
20 AIZ 
2(7 
24(7 
16 η 
1 σ 
11 σ 
17 Рь 
24 σ 
16 Д 
1 1 ( 7 
7<Ttot 
24 σ 
18<7 
16P fc 
4íTtot 
15 h 
4σ 
32 σ 
11 σ 
9Рь 
24 σ 
16 Рь 
7σ 
11 <7 
24<τ 
16 Л, 
11 σ 
16 Ρ» 
2 (7 tot 
12 <7tot 
Χ
2 
9.813 
9.305 
24.082 
15.579 
0.889 
24.752 
2.747 
9.261 
10.151 
20.444 
24.438 
10.594 
1.819 
32.610 
0.601 
17.106 
5.835 
7.278 
2.337 
18.614 
18.853 
15.521 
8.153 
3.648 
3.277 
% 
error 
10.0 
4.0 
4.0 
6.0 
none 
1.4 
3.90 
none 
10.0 
7.6 
1.5 
4.23 
10.0 
none 
1.6 
floath 
5.12 
none 
8.0 
none 
4.0 
10.0 
14.3 
1.7 
7.31 
8.0 
10.0 
1.8 
10.03 
10.0 
14.92 
12.0 
1.5 
Pred. 
norm
0 
1.076 
0.988 
1.044 
1.032 
1.117 
1.109 
1.055 
1.180 
1.102 
1.058 
1.077 
1.117 
1.091 
0.970 
0.913 
1.094 
0.957 
1.102 
0.967 
1.202 
1.007 
Reject 
49.5° 
all 
49.6° 
all 
all 
all 
all 
145.0° 
all 
all 
all 
Ref. 
[Ber76| 
[Вго92] 
[Вго92] 
[Ham91] 
[Bo85b] 
[Sca63] 
[Lan65] 
[Bo85b] 
[Ber76] 
[Whi60] 
[Sca63] 
[Lan65] 
[Ber76] 
[Мебба] 
[Sca63] 
[Chi57] 
[Lan65] 
[Cul55] 
[Sta57] 
[Gri58] 
[Ron92] 
[Ber76] 
[НІ156] 
[Sca63] 
[Lan65] 
[Tre55] 
[Ber76] 
[Sca63] 
[Lan65] 
[Ber76] 
[Lan65] 
[Sha65] 
[Gru 85] 
Com m. 
ε 
g 
m 
q 
m 
S 
m 
m 
r,s 
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Tlab 
(MeV) 
-344.5+ 
126.0 
128.0 
128.0 
128.0 
128.0 
129.0 
129.0 
129.0 
130.0 
130.5 
137.0* 
137.0 
140.0 
142.8 
150.0 
152.0+ 
155.4 
162.0 
168.5 
177.9 
180.0 
-332.0+ 
180.0-
332.0+ 
181.0+ 
181.0+ 
181.8 
182.0* 
194.5 
195.6 
196.0* 
199.0 
199.0 
200.0 
200.0 
No.a 
type 
6 Pb 
10 σ 
10 Pb 
Ι Α 
5 Dt 
9 σ 
16 σ 
15 σ 
14 σ 
11 σ 
5<7 
7(7 
14 Р
ь 
11 σ 
16 σ 
13 σ 
11 σ 
43 σ 
11 σ 
44 σ 
4 AaL 
4 Δστ 
10 Pi, 
юл,» 
11σ 
14 σ 
42 σ 
11 σ 
16 σ 
7 σ 
8 Α 
1 (7tot 
21 σ 
Χ
2 
5.638 
2.993 
11.751 
0.000 
9.278 
5.036 
8.573 
11.843 
11.975 
13.875 
9.580 
4.298 
25.746 
3.965 
8.604 
25.514 
62.965 
14.540 
46.485 
0.981 
1.559 
9.180 
8.541 
14.978 
20.225 
9.950 
0.149 
% 
error 
4.1 
7.0 
8.0 
none 
8.0 
16.0 
7.0 
6.5 
4.0 
10.0 
none 
10.0 
4.4 
10.0 
6.5 
none 
10.0 
floath 
10.0 
floath 
4.3 
12.4 
4.0 
8.0 
10.0 
(8.0) 
floath 
10.0 
(5.5) 
2.1 
10.0 
none 
2.1 
Pred. 
norm
b 
0.969 
1.032 
1.018 
1.019 
0.997 
1.028 
1.058 
1.051 
1.059 
1.078 
1.046 
1.038 
1.039 
1.073 
1.092 
1.077 
1.083 
0.980 
0.950 
1.011 
0.971 
1.114 
1.060 
0.965 
Reject 
all 
39.5° 
39.6° 
119.6° 
all 
all 
all 
86.6°, 96.3° 
all 
all 
Ref. 
[Car64] 
[НоЬбО] 
[Hob60] 
[Col64] 
[Pat62] 
[How74] 
[How74] 
[Me66b] 
[Ran56] 
[Ber76] 
[Gri58] 
[Tre55] 
[Sta62] 
[Ber76] 
[МеббЬ] 
[Pal71] 
[Ber76] 
[Bon78] 
[Ber76] 
[Bon78] 
[Bm91] 
[Bin91] 
[Sow87] 
[Sow87] 
[Ber76] 
[She74] 
[Bon78] 
[Ber76] 
[She74] 
[Tho68] 
[Tho68] 
[Kaz62] 
[Kaz62] 
Comm. 
t 
t 
g 
d 
d 
u 
u 
m 
d,g 
g 
g 
g,v>w 
39 
Tìab 
(MeV) 
200.0* 
210.0 
210.0* 
211.5 
212.0-
-319.0 
212.0 
212.0 
220.0* 
220.0+ 
220.0+ 
220.0 
220.0+ 
220.0 
220.0 
220.0 
220.0 
224.0* 
224.3 
229.1 
239.0* 
239.5 
240.0* 
247.2-
-344.3 
247.2 
257.0* 
260.0* 
265.8 
267.2 
280.0* 
284.0* 
284.8 
300.0* 
304.2 
No.a 
type 
31 σ 
11 σ 
16 σ 
43 σ 
3 Otot 
4 σ 
39 σ 
33 σ 
16 Рь 
16 Pt 
16 Рь 
16 Ayy 
10 A 
7 At 
1 rit, 1 /i¿ 
7 At 
16 σ 
11 σ 
49 σ 
18 σ 
11σ 
34 σ 
4 CTtot 
53 σ 
19 σ 
35 σ 
63 σ 
11 σ 
35 σ 
19 σ 
73 σ 
35 σ 
79 σ 
Χ
2 
13.025 
31.385 
0.391 
0.509 
43.814 
17.476 
13.178 
21.598 
8.343 
8.263 
12.182 
1.588 
15.029 
11.203 
64.627 
5.438 
38.901 
59.078 
6.494 
79.650 
79.876 
% 
error 
floath 
10.0 
(3.6) 
float11 
(0.8) 
2.0 
3.2 
floath 
3.5 
2.5 
3.0 
5.5 
3.0 
3.0 
none 
3.0 
(3.2) 
10.0 
floath 
(3.1) 
10.0 
float*1 
0.09 
floath 
(3.0) 
floath 
floath 
10.0 
floath 
(8.0) 
floath 
float*1 
4.0 
Pred. 
norm
0 
1.039 
1.063 
0.954 
0.996 
1.008 
0.997 
0.982 
1.023 
1.033 
1.001 
0.997 
1.070 
0.996 
1.058 
1.085 
1.042 
1.028 
1.012 
1.053 
1.003 
Reject 
all 
all 
88.57°, 90.45° 
92.34°, 94.29° 
all 
144.18° 
all 
all 
all 
all 
all 
all 
all 
all 
all 
Ref. 
~[Hur80] 
[Ber76] 
[She74] 
[Bon78] 
[Kee82] 
[Kee82] 
[Kee82] 
[HurSO] 
[Ban89] 
[Ban89] 
[CI08O] 
[Ban89] 
[Clo80] 
[Axe80] 
[Am77a] 
[Axe80] 
[She74] 
[Ber76] 
[Bon78] 
[She74] 
[Ber76] 
[Hur80] 
|Dev73] 
[Bon 78] 
[She74] 
[Hur80] 
[Bon78] 
[Ber 76] 
[Hur80] 
[She74] 
[Bon78] 
[Hur80] 
[Bon78] 
Comm. 
d,x 
m 
d 
г 
d,x 
У 
У 
У 
У 
g 
d 
m 
d.x 
g." 
d 
m 
d,x 
d 
d,x 
m 
d 
d,g,x 
d 
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Tìab 
(MeV) 
307.0 
309.6 
310.0 
313.0* 
319.0 
319.0 
320.0* 
324.1 
325.0 
325.0t 
325.0f 
325.0 
325.01 
325.0 
325.0 
325.0 
325.0 
325.0 
340.0* 
343.0' 
343.8 
344.0* 
344.3 
350.0* 
350.0* 
350.0 
No.a 
type 
8 A 
11 σ 
19 Рь 
19 α 
7σ 
64 ir 
36 σ 
81 σ 
42 Рь 
19 Рь 
19 Pt 
21 Рь 
ІУ "UU 
12 Dt 
9 At 
Ш
и
\Я[ 
9 Ri 
8 Dt 
37 σ 
A Rt 
11 σ 
21 о 
80 <т 
10 (Τ 
7σ 
12 Pt, 
χ
2 
12.955 
13.360 
27.362 
3.462 
77.764 
92.146 
54.000 
12.763 
15.578 
29.051 
25.021 
11.955 
7.122 
2.237 
14.831 
4.284 
5.709 
13.109 
74.570 
17.274 
6.198 
6.801 
% 
error 
3.0 
10.0 
7.2 
(2.4) 
(2.0) 
3.9 
floath 
4.0 
12.0 
3.1 
2.5 
3.0 
5.3 
3.0 
3.0 
none 
3.0 
12.0 
float11 
none 
10.0 
(2.1) 
4.0 
float*1 
floath 
4.3 
Pred. 
norm
b 
1.004 
0.929 
1.007 
0.917 
1.007 
1.057 
0.906 
0.985 
0.979 
1.021 
0.964 
1.010 
1.013 
1.002 
1.002 
0.991 
1.035 
0.968 
0.974 
0.993 
Reject 
47.8° 
53.4°, 147.7° 
all 
all 
45.0°, 50.0° 
55.0°, 60.0° 
44.99°, 50.08° 
60.31°, 118.39° 
153.50° 
all 
all 
131.51° 
46.35°, 85.12° 
126.13° 
Ref. 
[Che67| 
[Ber76] 
[Cha57] 
[She74] 
[Kee82] 
[Kee82] 
[Hur80] 
[Bon78] 
[Am77b] 
[Ban89j 
[Ban89] 
[Clo80] 
[Ban89] 
[Clo80] 
[Axe80] 
[Am77a] 
[Axe80| 
[Am77b] 
[Hur80] 
[Am77a] 
[Ber76] 
[She74] 
[Bon78] 
[Ash62] 
[Ash62] 
[Sie56] 
Comm. 
g 
d,g,x 
d 
d 
ζ 
ζ 
ζ 
ζ 
d 
d,g,x 
m 
d 
Table 5.3: Reference table for the np scattering data. A * denotes data not 
included in the Nucleon-Nucleon Scattering Data Tables [By78b, Bys81]. An * 
denotes data not included in the data set XN921 of SAID [Arn92]. 
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a The number includes all published data. 
b Predicted norm with which the experimental values should be multiplied 
before comparison with the theoretical values. 
с Adjustment of the original experimental energy of 3.205 MeV to 3.186 MeV 
according to Davis and Barschall (Ref. [Dav68]). 
d Numerical values were taken from the Nucleon-Nucleon Scattering Data 
Tables (Ref. [By78b]). 
e The numbers in the column 'Reject' refer to energies in MeV. 
f Numerical values were taken from the Brookhaven data base (private com­
munication W. Tornow, 1989). 
g Rejected due to improbably high χ2 (rejection criteria). 
h Floated normalization because these data are relative only. 
i Datum at 70.0° rejected as suggested by the authors (see Ref. [Gre65]). 
j Datum at 14.0e rejected in accordance with the suggestion by MacGregor, 
Arndt, and Wright (Ref. [Mac68]). 
к Renormalized according to Brock et al. (Ref. [Bro81]) by a factor of 0.76. 
1 Renormalized according to Simpson and Brooks (Ref. [Sim89]) by a factor 
of 0.84. 
m Disagreement between single-group fit and multienergy fit too large. 
η Datum at 150.0° quoted by Mutchler and Simmons (Ref. [Mut71]). 
о Data at 130.0° and 150.0° quoted by Simmons (Ref. [Sim67]). 
ρ Numerical values from Bohannon, Burt, and Signell (Ref. [Boh76]). 
q Rejected due to improbably low χ 2 (rejection criteria). 
r Part of a group of data with points with 7]
а
ь > 350 MeV. 
s Numerical values from private communication with J. Franz (1988). 
t Data are normalized to the Yale phase-shift analysis YLAN4M (see Ref. 
[МеббЬ]). 
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u Numerical values taken from SAID (Ref. [Arn92]). 
ν 180.00° changed to 179.52° as suggested by Bystricky and Lehar (Ref. 
[Ву78Ь]). 
w Numerical values are taken from Thomas, Spalding, and Thorndike (Ref. 
[Tho68]). 
χ Forward angle data sequentially rejected, so total group rejected. 
у Renormalized according to Dubois et al. (Ref. [Dub82]) by a factor of 0.974. 
ζ Renormalized according to Dubois et al. (Ref. [Dub82]) by a factor of 1.028. 
Chapter 6 
Results 
In this chapter we discuss the results of our 0-350 MeV NN partial-wave analyses. 
First we briefly discuss the results of the pp т.е. analysis. Detailed results of this 
analysis can be found in Rcf. [Ber90]. Then we give the results of the np т .е. 
analysis and of the combined NN т.е. analysis. Furthermore, we give the s.e. 
results for this combined analysis. We pay special attention to the present situa­
tion around Ti
a
b = 50 MeV because of some recent, very accurate, np scattering 
experiments near this energy. We end this chapter with a very important result 
of our PWA, the determination of the ΝΝπ coupling constants. 
6.1 Mult ienergy results 
6.1.1 The pp analysis 
Most of the results of our pp analysis below Т|
а
ь = 350 MeV have already been 
published elsewhere, see, e.g., Ref. [Ber90]. However, there are some small 
changes with respect to this previous analysis. Of course we added the new 
analyzing-power data [Smy89, Prz91, Pit92] to our pp data set. More important, 
however, is a change in the parametrization of the 'So partial wave. 
As already pointed out in Ref. [Ber90], we included a value for the ' S 0 phase 
shift at 425 MeV as an extra constraint, in order to obtain a more or less smooth 
behavior of the 'So phase shift. This value of 19° ± 2° is a mean value of the 
'So phase shift at 425 MeV in other analyses. However, looking carefully at a 
plot of our ' S 0 phase shift as a function of the energy, we still noticed a little 
twist at the end of the energy range. We therefore decided to have another 
careful look at the parametrization. We now parametrize the 'So partial wave 
with 4 parameters instead of 7, and we can leave out the extra datum at 425 
43 
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^ o 
3Po 
3Pi 
lD2 
P-(J = 2) 
6(J = 2) 
P + ^ = 2) 
3
^ 3 
F_(J = 4) 
0( J = 4) 
P+(J = 4) 
>σ4 
Co 
-0.709 
2.713 
3.089 
2.893 
-1.147 
0.014 
1.399 
-0.905 
-3.848 
21.763 
Cl 
0.010 
-0.273 
0.231 
-0.738 
-0.002 
0.013 
0.679 
C2 
0.145 
0.095 
-0.018 
сз 
-0.009 
Table 6.1: The boundary-condition parameters for the lower partial waves in the 
pp analysis. 
MeV. Although giving in 3 parameters causes a rise of about 18 in χ2, the much 
smoother energy dependence strengthens our belief that the new parametrization 
is to be preferred. Furthermore, when starting with 4 parameters, adding a 5th 
gives no improvement in χ2, and also leaves the 5th parameter undetermined. 
Only after adding the 7th parameter the χ2 improves significantly. We therefore 
believe that the α5Ό partial wave was overparametrized. 
We now find a minimum χ2 of Хтіп(до) = 1787.0 for 1787 scattering data 
and 1613 degrees of freedom. The lower partial waves are parametrized with 
21 boundary-condition parameters. The resulting coefficients, as obtained in 
our final т.е. analysis, are shown in Table 6.1. These coefficients c„ have the 
dimension [fm]2n and are related to the coefficients of Eqn. (3.3) according to 
a
n
 = c
n
/b2, i.e., the corresponding energy-dependent potentials Vs in MeV can be 
obtained by multiplying with l/2M
r e d6
2
 = 21.173 MeV. These energy-dependent 
potentials are shown in the left of Fig. 6.1. The potential for the 'G 4 partial wave 
is not shown, because it is simply a constant (V^(1G4) = 460.8 MeV), which does 
not fit very well in this figure. 
Because the results of our pp analysis are virtually the same as in our previous 
analysis [Ber90], we will not give the χ2 and predicted normalizations for each 
group again. For the 3 new groups of data, the χ2 and the predicted normal-
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Figure 6.1: The energy dependence of the short-range potentials Vs in MeV vs. 
T|
a
b in MeV for both the isovector and isoscalar lower partial waves. For the 'So 
the potentials for both pp (solid line) and np (dashed line) are given. 
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7|ab 
1 
5 
10 
25 
50 
75 
100 
125 
150 
175 
200 
225 
250 
275 
300 
325 
350 
^ o 
32.684 
54.832 
55.219 
48.672 
38.899 
31.276 
24.968 
19.543 
14.755 
10.456 
6.551 
2.976 
-0.314 
-3.350 
-6.154 
-8.744 
-11.130 
"о 
0.134 
1.582 
3.729 
8.575 
11.475 
11.131 
9.451 
7.211 
4.741 
2.191 
-0.369 
-2.912 
-5.428 
-7.918 
-10.388 
-12.847 
-15.303 
3 P , 
-0.081 
-0.902 
-2.060 
-4.932 
-8.317 
-10.948 
-13.258 
-15.400 
-17.434 
-19.382 
-21.253 
-23.050 
-24.773 
-26.420 
-27.990 
-29.481 
-30.890 
'D2 
0.001 
0.043 
0.165 
0.696 
1.711 
2.763 
3.790 
4.745 
5.606 
6.373 
7.058 
7.681 
8.267 
8.839 
9.420 
10.031 
10.687 
3/>2 
0.014 
0.214 
0.651 
2.491 
5.855 
8.752 
11.013 
12.715 
13.982 
14.926 
15.635 
16.173 
16.588 
16.912 
17.167 
17.372 
17.536 
£ 2 
-0.001 
-0.052 
-0.200 
-0.810 
-1.712 
-2.311 
-2.659 
-2.827 
-2.873 
-2.840 
-2.759 
-2.654 
-2.542 
-2.433 
-2.338 
-2.261 
-2.206 
' l a b | e4 З
я 4 1 
5 
10 
25 
50 
75 
100 
125 
150 
175 
200 
225 
250 
275 
300 
325 
350 
0.000 
0.002 
0.013 
0.105 
0.338 
0.585 
0.817 
1.023 
1.197 
1.332 
1.424 
1.471 
1.471 
1.426 
1.336 
1.206 
1.037 
-0.000 
-0.005 
-0.032 
-0.231 
-0.690 
-1.134 
-1.517 
-1.837 
-2.100 
-2.315 
-2.487 
-2.622 
-2.724 
-2.798 
-2.845 
-2.867 
-2.866 
0.000 
0.000 
0.003 
0.040 
0.152 
0.283 
0.418 
0.557 
0.700 
0.846 
0.993 
1.136 
1.272 
1.396 
1.502 
1.586 
1.643 
0.000 
0.000 
0.001 
0.020 
0.108 
0.264 
0.478 
0.737 
1.032 
1.350 
1.678 
2.007 
2.325 
2.621 
2.887 
3.115 
3.297 
-0.000 
-0.000 
-0.004 
-0.049 
-0.195 
-0.367 
-0.539 
-0.700 
-0.849 
-0.985 
-1.108 
-1.217 
-1.314 
-1.399 
-1.473 
-1.535 
-1.588 
0.000 
0.000 
0.000 
0.004 
0.026 
0.062 
0.108 
0.158 
0.211 
0.266 
0.321 
0.376 
0.428 
0.479 
0.526 
0.569 
0.608 
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l
s0 
lPi 
P_(J=1) 
e{J=\) 
P+(J=V 
3D2 
' F 3 
P_(J = 3) 
θ{ J = 3) 
P + ( J = 3 ) 
3G< 
Co 
-0.842 
6.620 
-1.935 
-0.369 
7.345 
-0.788 
11.688 
0.351 
-0.223 
Cl 
-0.047 
-1.128 
0.224 
0.009 
-0.573 
-0.170 
Table 6.3: The boundary-condition parameters for the lower partial waves in the 
np analysis. 
them with our theoretical values, can be found in Table 5.1. The pp т.е. phase 
parameters of the lower partial waves are given in Table 6.2. 
6.1.2 The np analysis 
We use the results of the т.е. pp analysis to obtain the isovector np phase param­
eters for the т.е. np analysis. The т.е. pp phase parameters of the lower partial 
waves are adjusted using pion-Coulomb corrections as described in Sec. 3.3. The 
parameters of the boundary condition, which parametrizes the isoscalar lower 
partial waves, are adjusted to obtain a x^ i n. Using 18 boundary-condition pa­
rameters, we find Xm\n(nP) = 2489.2 for 2514 scattering data or 2332 degrees of 
freedom. The boundary-condition parameters are listed in Table 6.3. The corre­
sponding energy-dependent potentials Vs can be found in the right of Fig. 6.1. 
For each group of data the χ 2 and the predicted normalization are given in 
Table 5.3. The phase parameters for both the isovector and isoscalar np partial 
waves are shown in Table 6.4 and 6.5. For the isovector partial waves we can find 
the pion-Coulomb corrections by calculating the difference S(pp) — δ(ηρ) between 
the pp and np isovector phase parameters as given in Tables 6.2 and 6.4. 
The theoretical predictions for the observables Рь, Dt, Rt, ñ¡, At, A't, Avy, 
and Azz are shown in Figs. 6.2 to 6.9 as a function of θ and Т\
л
ъ-
We have listed our findings for the low-energy np scattering parameters in Та-
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7]аЬ 
1 
5 
10 
25 
50 
75 
100 
125 
150 
175 
200 
225 
250 
275 
300 
325 
350 
Т\
л
ъ 
ι 
5 
10 
25 
50 
75 
100 
125 
150 
175 
200 
225 
250 
275 
300 
325 
350 
lS0 
62.067 
63.621 
59.947 
50.888 
40.522 
32.933 
26.755 
21.464 
16.911 
12.776 
8.922 
5.357 
1.951 
-1.300 
-4.447 
-7.545 
-10.555 
3 F 2 
0.000 
0.002 
0.011 
0.090 
0.303 
0.536 
0.757 
0.953 
1.119 
1.243 
1.328 
1.361 
1.355 
1.294 
1.199 
1.051 
0.879 
3Po 
0.180 
1.628 
3.659 
8.152 
10.732 
10.206 
8.488 
6.173 
3.699 
1.123 
-1.448 
-3.991 
-6.519 
-9.002 
-11.470 
-13.933 
-16.349 
3F3 
-0.000 
-0.004 
-0.027 
-0.199 
-0.620 
-1.040 
-1.408 
-1.718 
-1.977 
-2.189 
-2.360 
-2.497 
-2.599 
-2.678 
-2.724 
-2.755 
-2.751 
зр, 
-0.108 
-0.938 
-2.065 
-4.882 
-8.263 
-10.904 
-13.256 
-15.401 
-17.472 
-19.419 
-21.311 
-23.111 
-24.831 
-26.494 
-28.033 
-29.561 
-30.905 
'G, 
0.000 
0.000 
0.003 
0.032 
0.133 
0.259 
0.393 
0.534 
0.681 
0.832 
0.984 
1.133 
1.277 
1.405 
1.521 
1.607 
1.676 
'Ih 
0.001 
0.042 
0.157 
0.681 
1.726 
2.825 
3.898 
4.891 
5.791 
6.581 
7.293 
7.929 
8.530 
9.108 
9.694 
10.308 
10.960 
3 F 4 
0.000 
0.000 
0.001 
0.017 
0.098 
0.246 
0.452 
0.705 
0.995 
1.304 
1.631 
1.950 
2.266 
2.552 
2.814 
3.034 
3.204 
3 P 2 
0.022 
0.251 
0.708 
2.561 
5.888 
8.731 
10.942 
12.597 
13.837 
14.760 
15.449 
15.981 
16.383 
16.703 
16.956 
17.151 
17.327 
ε 4 
-0.000 
-0.000 
-0.003 
-0.039 
-0.167 
-0.327 
-0.490 
-0.646 
-0.793 
-0.927 
-1.049 
-1.159 
-1.257 
-1.343 
-1.418 
-1.481 
-1.535 
£2 
-0.001 
-0.049 
-0.184 
-0.755 
-1.630 
-2.224 
-2.574 
-2.747 
-2.799 
-2.773 
-2.698 
-2.600 
-2.492 
-2.389 
-2.299 
-2.226 
-2.179 
3/л 
0.000 
0.000 
0.000 
0.003 
0.020 
0.051 
0.091 
0.137 
0.186 
0.237 
0.289 
0.341 
0.391 
0.439 
0.484 
0.525 
0.562 
Table 6.4: The isovector np phase parameters of the lower partial waves as de­
termined in our np mullienergy partial-wave analysis. 
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ТІаЬ 
1 
5 
10 
25 
50 
75 
100 
125 
150 
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200 
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250 
275 
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325 
350 
Т\
л
ь 
1 
5 
10 
25 
50 
75 
100 
125 
150 
175 
200 
225 
250 
275 
300 
325 
350 
>Л 
-0.187 
-1.487 
-3.041 
-6.315 
-9.678 
-12.229 
-14.533 
-16.677 
-18.653 
-20.489 
-22.184 
-23.729 
-25.130 
-26.412 
-27.579 
-28.653 
-29.675 
lF3 
-0.000 
-0.011 
-0.066 
-0.415 
-1.101 
-1.662 
-2.088 
-2.424 
-2.701 
-2.964 
-3.232 
-3.535 
-3.872 
-4.270 
-4.712 
-5.231 
-5.787 
3 5 . 
147.747 
118.177 
102.610 
80.627 
62.765 
51.585 
43.228 
36.375 
30.725 
25.701 
21.226 
17.140 
13.404 
9.890 
6.629 
3.484 
0.539 
3D3 
0.000 
0.002 
0.006 
0.048 
0.324 
0.829 
1.457 
2.116 
2.737 
3.286 
3.746 
4.104 
4.368 
4.535 
4.627 
4.640 
4.600 
ει 
0.105 
0.672 
1.159 
1.793 
2.109 
2.270 
2.418 
2.591 
2.750 
2.937 
3.132 
3.340 
3.558 
3.789 
4.036 
4.294 
4.581 
ез 
0.000 
0.013 
0.081 
0.549 
1.600 
2.603 
3.469 
4.202 
4.804 
5.307 
5.723 
6.069 
6.357 
6.599 
6.804 
6.980 
7.132 
3D, 
-0.005 
-0.183 
-0.677 
-2.800 
-6.433 
-9.572 
-12.238 
-14.532 
-16.491 
-18.204 
-19.722 
-21.042 
-22.223 
-23.241 
-24.148 
-24.915 
-25.576 
3G3 
-0.000 
-0.000 
-0.004 
-0.053 
-0.258 
-0.567 
-0.934 
-1.333 
-1.737 
-2.141 
-2.534 
-2.910 
-3.265 
-3.596 
-3.902 
-4.184 
-4.440 
*D7 
0.006 
0.222 
0.846 
3.708 
8.964 
13.581 
17.269 
20.093 
22.117 
23.555 
24.500 
25.089 
25.400 
25.500 
25.470 
25.302 
25.110 
3
σ 4 
0.000 
0.001 
0.014 
0.169 
0.716 
1.414 
2.154 
2.899 
3.618 
4.317 
4.987 
5.626 
6.232 
6.802 
7.337 
7.834 
8.294 
Table 6.5: The isoscalar np phase parameters of the lower partial waves as 
termined in our np multienergy partial-wave analysis. 
50 6. Results 
ffo(barn) 
ap(fm) 
a,(fm) 
a<(fm) 
r0.(fm) 
T-oi(fm) 
Lomon &¿ Wilson 
20.436(23) 
-3.739(3) 
-23.719(13) 
5.414(5) 
2.76(5) 
1.750(5) 
Koester к. Nistier 
20.491(14) 
-3.7409(11) 
-23.749(8) 
5.424(3) 
2.81(5) 
1.760(5) 
Nijmegen 
20.436(23) 
20.491(14) 
-3.7409(11 
-23.738(6) 
5.420(2) 
2.677(12) 
1.753(3) 
Table 6.6: The low-energy np singlet and triplet effective-range parameters a,, 
o-ti l'os, and rot, as determined by Lomon and Wilson [Lom74], by Koester and 
Nistler [Koe75], and by our partial-wave analysis. Also given are the values for 
σο and ap, that were used in these determinations. 
Nistler [Koe75]. Lomon and Wilson use for σ0 the value as found by Houk [Hou71], 
whereas Koester and Nistler use the Dilg value [Dil75]. Because we include both 
values for σο, our determination of a, and at lies exactly between the determina­
tions of Lomon and Wilson and of Koester and Nistler. 
The deuteron 
The only known two-nucleon bound state is the deuteron, which is an np bound 
state in the coupled 3S\ + 3D\ channels. The deuteron parameters serve as an 
important constraint on the np interaction. In an np analysis it is possible to 
extract these deuteron parameters. For a detailed discussion on how this is done 
we refer to Chapter 8 of Ref. [St90b]. We restrict ourselves to giving the results 
as obtained in the np т.е. analysis. 
We extrapolate from the scattering region to the deuteron pole and predict 
the location of the deuteron pole and its residue from the scattering data alone. 
The results are 
В = 2.2247(35) MeV , 
η
ρ
 = 0.025437(74) , (6.1) 
p0(-B,-B) = 1.7647(20) fm , 
with В the binding energy, η
ρ
 the asymptotic D/S ratio, po(—B, —B) the effective 
range at the bound state for the eigenphase shift So, and where all errors are 
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residue at the deuteron pole. The values as given in (6.1) imply that 
ASlP = 0.88462(47) fm_ 1 / 2 , 
ADtP = 0.022502(68) fm"1 / z , (6.2) 
N2 = 0.78306(84) fm_1 , 
with As,p and Л д
р
 the asymptotic normalizations of the S and D state, and 
We see that the predicted binding energy of the deuteron is in perfect agree­
ment with the very precise experimental value of В = 2.224575(9) MeV as de­
termined by van der Leun and Alderliesten [Leu82]. Finding the correct value 
for the binding energy gives us much confidence in the values found for the other 
deuteron parameters. It also means that including the experimental binding en­
ergy with its error as a datum in our np data set will not change these values 
significantly. Finally, we notice that the D/S ratio η
ρ
 is in perfect agreement 
with the recent, very accurate result η = 0.0256(4) as found by Rodning and 
Knutson [Rod86, Rod90]. For a more complete comparison of these results with 
the available experimental results we again refer to Ref. [St90b]. 
6.1.3 The combined N N analysis 
We also performed a combined pp and np partial-wave analysis. We therefore 
put the pp and np data sets together and fit all data simultaneously. Of course, 
we start with a χ2 equal to the sum of the \2's as obtained in the pp and np 
analysis. The pp phase parameters can now be changed a little bit such that the 
corresponding pion-Coulomb corrected isovector np phase parameters give rise 
to a drop in the total χ2. In fact, when doing a combined analysis, the χ 2 on 
the pp data rises from 1787.0 to 1794.6, while the χ 2 on the np data drops from 
2489.2 to 2469.4. This means a net drop in the total χ2 from 4276.2 to 4264.0. 
Obviously, the differences in the resulting phase parameters between, on the one 
hand a pp or np analysis, and on the other hand the combined analysis are very 
small. 
For all our present analyses, we find that x^ in is less than 3 standard devia­
tions higher than the corresponding expectation value as given by Eqn. (1.2). The 
difference is at least partially due to small theoretical shortcomings in our model, 
and it implies that there is still room for theoretical improvements. However, our 
result for x^,in is already much better than any other partial-wave analysis of the 
NN scattering data covering (part of) this energy region [Arn83, Arn87, Bug78, 
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Figure 6.2: The np polarizing power P¡, as a function of θ and 7]
а
ь· 
*τν*£° * " 
f~.» 
Figure 6.3: The np polarization-transfer parameter Dt as a function of θ and Т1аь. 
6.1. Multienergy results 53 
* < ° *Γ 
Figure 6 4: The np polarization-transfer parameter ñ ( as a function of θ and 7]
а
ь 
Figure 6.5: The np polarization-transfer parameter R't as a function of θ and 7¡ab. 
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Figure 6 6: The np polarization-transfer parameter At as a function of θ and 71аь· 
...» 
Χ ? 0 "о 
Figure 6.7: The np polarization-transfer parameter A't as a function of θ and Т\&ь-
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Figure 6.8: The np spin-correlation parameter Ayy as a function of θ and 7]аь. 
^» 
Figure 6 9. The np spin-correlation parameter Azz as a function of θ and Тіаь-
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6.2 Single-energy results 
In order to perform single-energy (s.e.) partial-wave analyses, we divided the 
data into ten groups around suitable energies from the interference minimum at 
0.38254 to 320 MeV. We then fit a constant to the boundary-condition parame-
trization for all partial waves to be determined. The parameters are kept at the 
values as obtained in the т.е. analysis in order to have a proper local energy 
behavior. This can be done in a pp, np or a combined NN analysis. The s.c. 
phase parameters for the combined AW analysis are shown in Figs. 6.10, 6.11, 
6.12, and 6.13 together with our т.е. results. The s.e. phase parameters are 
nicely scattered around the т.е. curves. Also given are the s.e. results of the 
partial-wave analyses of Arndt et al. [Arn87] and Bugg et al. [Bug90]. The s.e. 
errors are in fact the square roots of the diagonal elements of the error matrix 
E, which is one half times the second derivative matrix of χ 2 with respect to 
the fitted parameters. Because all phase parameters within a s.e. analysis are 
correlated to each other, one should not use these s.e. errors, but the total error 
matrix, whenever one wants to derive quantities that depend on a combination 
of phase parameters. 
We see that at 100 MeV the isoscalar phase parameters are not very well 
determined. Especially the λΡι and ej phase parameters have very large error 
bars at 100 MeV. The reason is that there are no spin-correlation experiments in 
the 75-125 MeV bin. Spin-correlation observables are very sensitive to both 1P¡ 
and ε\. The same situation occurred at 50 MeV before the measurements of the 
spin-correlation parameter Azz and the spin-dependent total cross section Δσ^ in 
np scattering at 67.5 and 66 MeV respectively, by the Basel group [Ham91, Haf92]. 
A more detailed analysis of this experiment and its consequences for the phase 
parameters is discussed in the next section. Both phase parameters can now 
be very well determined in a single-energy analysis of the adjacent energy bins 
at 50 and 150 MeV. Furthermore, the т.е. analysis does not allow much room 
for variation in these phase parameters. This shows that the errors as obtained 
in a single-energy analysis can be somehow misleading in a way that the phase 
parameters are in fact much more accurately known than the s.e. errors would 
suggest. 
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Figure 6.11: Isovector phase parameters of the combined analysis in degrees 
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6.3 T h e N N analysis near 50 M e V 
Only recently, the two-spin observables Azz and Ασι, have been measured by 
the Basel group at PSI in an np-scattering experiment at 67.5 and 66 MeV 
respectively [Ham91, Haf92]. The spin-correlation parameter Azz, obtained in 
the angular region between 105° and 170°, and the spin-dependent total cross-
section difference Ασι, are both highly sensitive to the 35i- 3D, mixing parameter 
e]. They claim that their results demand for a value of ει at 50 MeV significantly 
higher than predicted by modern NN potential models. Because we had finished 
our partial-wave analysis of all ΛΓΛΓ data, in which we did not find any strange 
behavior of the mixing parameter ει, we decided to have a better look at these 
experiments, and more in general at the present situation around 50 MeV (see 
also Ref. [Klo92]). 
It is very important to have a good knowledge of the mixing parameter ε\ in 
np scattering because of its direct relationship to the isoscalar tensor force. The 
binding energies of few-nucleon systems are extremely sensitive to this isoscalar 
tensor force. For example, it has been shown that without three-body forces the 
binding energy of the triton can only be reproduced with a weak tensor force or 
in other words, a small ει. 
It has always been a problem to determine the ει mixing parameter accurately. 
First of all, only higher-order spin observables such as spin-correlation parameters 
like Ayy and А
гг
 [Bin74], or spin-dependent total cross-section differences like Δσχ, 
and Δσχ [Bug80], are sensitive to ει. These, however, are very difficult to measure 
and have therefore been very scarce. Furthermore, most of these quantities are 
also very sensitive to the lP\ phase shift, which is also poorly known. 
When we look at the data base without the new PSI data, we can see that 
there have only been a few measurements of the spin-correlation parameter A
m 
and very little of the polarization-transfer parameters. With these data, it is 
possible to determine the ει mixing parameter quite well in a multienergy partial-
wave analysis. In single-energy analyses at 50 MeV and mainly 100 MeV this 
parameter is still poorly determined. Therefore, we are in need of more accurate 
higher-order spin observables to overcome this situation. There have been recent 
measurements of A
vy at 9 energies between 19 and 50 MeV [Dol90]. These data, 
however, have not been published yet. 
Another part of the series of experiments performed by the Basel group con­
cerns the analyzing powers Pj and P«. Both observables have been measured 
very accurately at 67.5 MeV [Bro92]. Starting with our combined NN partial-
wave analysis without the new PSI data, we reach χ^, = 4212.8, consisting of 
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Хтіп(РР) = 1794.2 and X^Jjip) = 2418.6. Using the boundary-condition param­
eters of this analysis without these data, we predict χ2 = 56.6 for these 56 data. 
Looking at the different contributions including the normalization errors we find 
χ
2(Ασι) = 1.08 for 1 spin-dependent total cross section, х2(Рь) — 9.49 for 12 
analyzing-power data, x2(Pt) = 24.05 for 19 analyzing-power data, and χ2(Α
ζζ
) 
= 22.02 for 20 spin-correlation data. After including these new data and refitting 
the boundary-condition parameters, we arrive at x2(AaL) = 1.48, Х2{Рь) = 9.49, 
X2{Pt) = 23.99, and χ2{Α
ΙΖ
) = 15.43, corresponding to a total drop of 6.3 on 
these data, whereas the χ2 of the other data in our data base rises with 1.1. We 
can therefore conclude that these new PSI data are in perfect agreement with 
our partial-wave analysis. 
In order to have a look at the errors on the phase parameters, we also have 
performed a single-energy analysis at 50 MeV, both with and without the new 
66 and 67.5 MeV data. Our s.e. energy bin at 50 MeV contains all pp and np 
scattering data between 35 and 75 MeV. The new PSI data contribute with 56 
to the np scattering data. In our s.e. analysis, the pp lS0 phase shift, and all 
np phase parameters up to total angular momentum J = 2 are searched for by 
adding a constant to the energy-dependent boundary condition, which ensures a 
proper energy dependence for the phase parameters. Differences between the pp 
and np ¡sovector phase parameters are kept fixed at the same value as obtained 
in our т.е. analysis. All the other phase parameters are fixed at their т.е. value. 
When we now look at Table 6.7, we see in the upper columns 2 and 3 the т.е. 
and s.e. np phase parameters and the pp 'SO phase shift of the analysis without 
the new PSI scattering data. 
The first thing we notice is that the errors on the np isovector single-energy 
phase parameters, except for the 'So, are relatively very small. This is due to 
the fact that these np isovector phase parameters are taken over from the cor­
responding pp phase parameters after correcting them for Coulomb effects, mass 
differences, and possible different pion-nuclcon coupling constants. Because the 
pp phase parameters are accurately known, the errors on their corresponding np 
phase parameters are accordingly small. The next thing we see, is that ει cannot 
be determined. The difference between the multi- and the single-energy results 
is more than 5 standard deviations, which is of course unacceptably large. We 
have tried to find out if there is some specific group of data that is responsible for 
this strange behavior. This, however, seemed impossible. We have also included 
preliminary A
n
 data of the Karlsruhe group [Dol90], which were included by the 
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x
2 
'SoiPP) 
lS0(np) 
lD2 
'Po 
'Pi 
'P2 
£2 
'Pi 
ει 
'Ό
λ 
'D2 
without new PSI data 
т .е . s.e. (i) s.e. (ii) 
507.8 480.6 494.9 
462 463 
38.90 38.99i0.07 39.00І0.07 
40.47 43.31il .78 38.83il .36 
1.72 1.74І0.01 1.74І0.01 
10.73 10.69i0.10 10.67i0.10 
-8.25 -8.25І0.02 -8.25І0.02 
5.88 5.90І0.02 5.90І0.02 
-1.63 -1.65І0.02 -1.65І0.02 
-9.78 -Ю.09І0.47 -10.72i0.51 
62.69 61.3Ü0.77 63.44І0.51 
2.13 5.71І0.64 
-6.42 -6.22І0.И -6.17i0.12 
8.96 8.88І0.32 8.27І0.32 
X2 
Nd{ 
'So(pp) 
'S0{np) 
lD2 
'Po 
'Pi 
'P2 
£2 
lPi 
'Si 
ει 
'Di 
'D2 
with Azz, Рь, and Pt 
т .е . s.e. 
556.4 547.9 
513 
38.90 39.00І0.07 
40.44 41.47il .16 
1.72 1.74І0.01 
10.75 10.68i0.10 
-8.25 -8.25І0.02 
5.88 5.90І0.02 
-1.63 -1.65І0.02 
-9.70 -9.32i0.24 
62.74 62.17i0.51 
2.09 2.57І0.49 
-6.42 -6.50i0.08 
8.96 9.15І0.20 
with all PSI data 
т . е . s.e. 
557.9 547.8 
514 
38.90 39.00І0.07 
40.50 41.49І0.93 
1.72 1.74І0.01 
10.75 10.68i0.10 
-8.25 -8.25І0.02 
5.88 5.90І0.02 
-1.63 -1.65І0.02 
-9.69 -9.32І0.17 
62.72 62.17І0.37 
2.10 2.57І0.36 
-6.42 -6.50i0.07 
8.96 9.16І0.14 
Table 6.7: The multienergy (т.е.) and single-energy (s.e.) np phase parameters 
at 71ab = 50 MeV both with and without the 66 and 67.5 MeV data. The pp '¿Ό 
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fore to redo the s.e. analysis with keeping the ει at its т.е. value. The results can 
be found in the upper column 4 of Table 6.7. These results, however, are still not 
satisfactory. All isoscalar phase parameters are still about 2 standard deviations 
off when compared with their т.е. values. This shows that a s.e. analysis can be 
very misleading without an accompanying т.е. analysis. The fact that especially 
the isoscalar phase parameters are not well determined, shows that the np data 
base in this energy region is very poor and contains little information. 
The inclusion of the recent PSI data gives a considerable improvement. The 
results can be found in the lower part of Table 6.7. When we compare the new 
т.е. results with those without the PSI data, we see almost no change, indicating 
that the energy behavior of the phase parameters was already well determined 
before inclusion. There is much less disagreement now between the т.е. and s.e. 
phase parameters. The differences are now about one standard deviation. The 
isovector phase parameters did not change very much, because they are mainly 
determined by the pp scattering data. The isoscalar phase parameters, however, 
are now determined much more accurately. 
Because the т.е. phase parameters are determined by all nucleon-nucleon data 
together, we strongly believe that the best value of a certain phase parameter 
is the т.е. value, rather than its value as obtained in a s.e. analysis. This is 
supported by the fact that in this particular case the т.е. values did not change 
very much after inclusion of the new PSI data. Our т.е. value of the mixing 
parameter ει at 50 MeV is 2.1°± 0.1". The error on this т.е. value is obtained 
from the full error matrix when all model parameters are fitted to all scattering 
data. The s.e. value at 50 MeV, on the other hand, is 2.6e ± 0.4°, the error 
providing an upper bound for the true error. We therefore quote our result for 
the ει mixing parameter at 50 MeV as ει = 2.1° ± 0.3°, where the error is a 
generous estimate regarding the т.е. and s.e. errors. This is substantially lower 
than the value o( εχ = 2.9° ± 0.3° as quoted by the Basel group [Ham91]. There 
are several possibilities that can account for this difference. First of all, our 
energy bin around 50 MeV consists of all data in the 35-75 MeV range, whereas 
the Basel group analyzed the data in the range of 32-68 MeV. They also included 
a free normalization parameter for every experiment. Furthermore, they include 
the already mentioned Karlsruhe Ayy data [Dol90], whereas we do not, because 
they have not been published yet. Next to the phase parameters up to J = 
2, they also determine the l F3 phase shift and the mixing parameter £3, where 
they assume the phase parameters to be linear over the studied energy range. 
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Figure 6.14: The 3Si-3Di mixing parameter ei in degrees versus Ті
а
ь in MeV. · : 
single-energy results; solid line: multienergy (т.е.) result; dashed line: Nijmegen 
potential; dashed-dotted line, Paris potential; dotted line, Bonn potential. The 
shaded region indicates the statistical error on the т.е. result. 
the corresponding pp phase parameters after correcting them for Coulomb effects 
only. It has been shown, however, in Ref. [St90b], that the corrections due to 
mass differences are of the same order of magnitude, and should therefore not be 
neglected. 
Our present result of ει = 2.1° with an error smaller than 0.4° is not very 
much different form the result predicted by the modern nucleon-nucleon potential 
models, in contrast to the result of the Basel group. For example, the Nijme­
gen soft-core potential [Nag78] gives ει = 2.27°, the parametrized Paris poten­
tial [Lac80] gives e
x
 = 1.89°, and the full Bonn potential [Mac87] gives ει = 2.08°. 
All three values are in perfect agreement with our determination. In Fig. 6.14 
the ει is plotted up to 200 MeV for both our т.е. and s.e. analyses, as well as 
for the various potential models. For the lP\ phase shift, the agreement is less 
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than our т.е. (-9.69°) and our s.e. (-9.32°) result. The values of both the Paris 
and the Bonn potentials with 6^ Pi) = -10.95° and δ{ιΡι) = -10.48°, respectively, 
are higher. 
Summarizing, we have analyzed new Azz and Ασι data at 67.5 and 66 MeV 
respectively, which seemed to be in perfect agreement with the rest of our data 
base. The isoscalar phase parameters at 50 MeV can now be determined much 
more accurately. The mixing parameter ei at 50 MeV, as determined in our 
analysis, is in good agreement with modern-potential predictions, in contrast to 
the claim of the Basel group [Ham91]. The improvement in the determination 
of the isoscalar phase parameters suggests that similar experiments should be 
available in the 100 MeV energy region. We want to stress, however, that the 
phase parameters at 100 MeV are already rather accurately known, because of the 
accuracy of the nucleon-nucleon scattering data in the adjoining energy regions. 
Such experiments would, of course, still improve the situation in a s.e. analysis 
at 100 MeV. 
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6.4 The ΝΝπ coupling constants 
In this section the determination of the ΝΝπ coupling constants in the AW 
partial-wave analyses is discussed. We decided to largely reprint our previous pub­
lication [Klo91], because part of this determination concerns a time-consuming 
job and the results are expected to be approximately the same. Due to this, some 
of the numbers and >;2's are a bit different as compared to the rest of this thesis. 
In the construction of the Nijmegen soft-core NN potential [Nag78], the ΝΝπ 
coupling constant was determined by fitting to the NN data of 1969 using the 
Livermore-X phase-shift analysis [Mac69]. Nagels et al. found f2 = 0.077 for 
the value at the pion pole. A few years later, in a phase-shift analysis of the 
low-energy pp scattering data, the tensor combination of the triplet Ρ waves 
indicated that the ρρπ° coupling constant is small. At that time, a value of 
/p и 0.075 was suggested by de Swart el al. [Swa84]. Again, some time later, 
in a preliminary partial-wave analysis of the pp scattering data below Т\
л
ъ = 
350 MeV [Ber87], we found f% - 0.0725(6). This preliminary version did not 
contain the magnetic-moment interaction [St90a] and it used a much smaller 
data base than presently available. The newer, updated value [Ber90] is f% = 
0.0749(7). These values are significantly smaller than the at that time accepted 
value for the charged-pion coupling constant f2 = 0.079(1), as determined from 
πΝ scattering [Koc80, Dum83]. 
In 1987 it was obvious to us that there was a large discrepancy between 
the value for the ρρπ° coupling constant as determined from the pp scattering 
data [Ber87] and the value for the charged-pion coupling constant as determined 
from the πΝ scattering data. Because there was no obvious reason to doubt ei­
ther one of these determinations, it was concluded [Ber87] that there apparently 
is a large breaking of charge independence in the coupling constants. However, 
subsequent theoretical model calculations have not been able to explain such a 
large breaking. The differences were always found to be rather small and, in 
most models the charged-pion coupling was found to be smaller than the neutral­
pion coupling (see, e.g., Refs. [Mor68, Hen87, A1A88, Ber89, Rij90, TiWan]). 
If we are to believe the theoretical model calculations which rule out a large 
charge-independence breaking, we can only come to the conclusion that the de­
termination of at least one of these two coupling constants should be incorrect. 
We are confident of our value for f£ extracted from the pp scattering data. 
We therefore believe that the previously accepted high value for ƒƒ as determined 
in πΝ scattering can no longer be taken for granted. We are in need of other, 
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been done recently. A determination of the coupling constant in the VPI&SU 
analysis of the πΝ scattering data by Arndt and co-workers [Arn90, Arn91] re­
sulted in / 2 = 0.0735(15). This coupling constant could also be extracted in 
an analysis of NN scattering data by the Nijmegen group. Analysis of the data 
on the charge-exchange reaction pp —• ñn below рі
а
ь = 950 MeV/c resulted 
in [Tim91] /j = 0.0751(17). Both results are within one standard deviation 
from the value for / 2 determined in the Nijmegen pp analysis [Ber90], and large 
charge-independence-breaking effects need no longer be invoked. 
In this section we present another independent determination of /2, using 
the same technique as in our determination of f£. In the partial-wave analysis 
(PWA) of all np scattering data below 71
а
ь = 350 MeV, and in a combined 
PWA including also the pp scattering data, we have been able to extract the 
neutral- and charged-pion coupling constants simultaneously. The results are in 
agreement with the low values obtained in the aforementioned determinations 
and again provide a strong support for an (approximate) charge independence of 
the ΝΝπ coupling constants. 
Let us first discuss the OPE potential a little more in detail. As already 
mentioned in Sec. 2.3, we encounter four different pscudovector coupling constants 
at the vertices: /„„ο, /„„»о, Д
р т
- , and ƒ,„„+. The combinations that actually 
occur in the OPE potential are defined in Eqn. (2.31). In case of charge symmetry, 
one has / 2 = ¡\, whereas in case of charge independence, one has f£=ß = Ц. 
For pp scattering the OPE potential is given by Eqn. (2.32), whereas for np 
scattering it is given by Eqn. (2.33). For small values of г these expressions are 
actually modified by a form factor due to the spatial extension of the nucléons and 
pions. We use an exponential form factor F(k2) with k2 the momentum transfer 
squared. The corresponding expressions can be deduced from Hef. [Nag78]. We 
choose the normalization such that at the pion pole F{—m2) = 1. In that case 
the results obtained for the coupling constants refer to their value at the pion 
pole, and turn out to be independent of the value of the cut-off mass Л that is 
used [Swa90]. 
Leaving out the energy-dependent M/E factor in the OPE potential (approx­
imation (1) of Eqn. (2.35)) results in a small rise in χ^
ιη
 and decreases the values 
found for the coupling constants. For example, in our pp analysis it causes a rise 
of Δχ 2 « 13 and the result for / 2 changes from 0.075 to 0.074. We believe it is 
better to include the M/E-factor. 
In the analysis of the np scattering data the boundary conditions of the lower 
partial waves are parametrized with 21 parameters. The two ΝΝπ coupling 
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constants /o and ¡1 are also included as free parameters. The np data do not 
determine the ρρπ° coupling f£. However, the np isovector lower partial-wave 
phase parameters are obtained by adding the pion and Coulomb corrections to 
the corresponding pp partial-wave phase parameters, which in turn do contain the 
coupling constant f% in their parametrization. In the np analysis we therefore fix 
the ρρπ° coupling constant at the result of the pp analysis, i.e., ƒ* = 0.075. The np 
data base consists of 2302 scattering observables or, including the normalization 
data, 2442 scattering data. Taking into account the model parameters and the 
floated normalizations which are to be fitted, we are left with 2264 degrees of 
freedom. We find X2
mn
{np) = 2429.6, or x£,in/Ndf = 1.07, where N¿( denotes the 
number of degrees of freedom. 
For the two ΛWπ coupling constants at the pion pole with fixed f% = 0.075, 
we find 
jl = 0.0753(8) , p
c
 = 0.0740(5) . (6.3) 
Our result for ƒ? is in good agreement with the recent result of the VPI&SU πΝ 
analysis [Arn90, Arn91], and with the result of the analysis of the charge-exchange 
reaction in NN scattering [Tim91] but disagrees with the value ƒ? = 0.079(1) as 
found in an earlier πΝ analysis [Koc80, Dum83]. 
In the np PWA the isovector phase parameters are obtained from the pp 
PWA using the pion and Coulomb corrections. These phase parameters are 
therefore totally determined by the pp scattering data. In a combined PWA, 
all AW scattering data are analyzed simultaneously, so in such an analysis the 
isovector lower partial-wave phase parameters are not only determined by the pp 
data, but also by the np data. The pp data base contributes 1636 pp scattering 
observables or, including the normalization data, 1766 scattering data. Next to 
the ρρπ° coupling constant f% we need 27 parameters to parametrize the boundary 
conditions of the pp lower partial waves. The total AW data base thus comprises 
4208 scattering data. Taking into account the boundary-condition parameters, 
the three ΝΝπ coupling constants, and the floated normalizations which are 
to be fitted, the total number of degrees of freedom in the combined analysis 
is Ndf = 3850. We reach x
2
mm
 = 4186.3, consisting of χ£,,
η
(ρρ) = 1771.8 and 
Xmw(nP) = 2414.5. Comparing with our pp analysis, \2(pp) has risen with 6.3, 
in order to allow for a simultaneous drop in χ2(ηρ) of 15.1. 
For the three Λ^ Λ^ π coupling constants at the pion pole we find 
Pp = 0.0751(6) , /02 = 0.0752(8), β = 0.0741(5) , (6.4) 
which implies a value for the ηηπ° coupling constant of f2 = 0.075(2). The 
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inclusion of the np scattering data has no influence on the result for the ρρπ° 
coupling constant. Again the difference between f£ and /Q is only very small. 
Assuming that charge independence between the coupling constants holds, we 
have performed a combined analysis where we use one coupling constant only, 
i.e., p = pp = ¡I = ft. We then find 
f = 0.0749(4) , (6.5) 
and x^in rises with 6.8. Comparing with the result (6.4) shows that there ap-
parently is no significant charge-independence breaking in the ΝΝπ coupling 
constants. This corroborates the results of various theoretical model calcu­
lations [Mor68, Hen87, A1A88, Ber89, Rij90, TiWan] which find that charge-
independence-breaking effects are small. On the other hand, it refutes our earlier 
observation of a large charge-independence breaking in our analysis of the NN 
scattering data below 7]
а
ь = 30 MeV. There [Sto88] we found a breaking of 
Δ/ 2 = fc—fp= 0.0088(15). The reason for this discrepancy is explained below. 
At the time of our 0-30 MeV np analysis [Sto88], the 0-350 MeV pp analysis 
was not yet finished, and we used the pp results of our 0-30 MeV analysis [Bcr88]. 
In that way we were able to do a combined analysis of the 0-30 MeV data 
consistently. One of the shortcomings of these low-energy analyses was that they 
did not contain the magnetic-moment interaction, which has some influence on 
the results for the values of the coupling constants. 
A more serious shortcoming was the following. In the 0-350 MeV pp anal­
ysis [Ber90], we found that the quality of the data around Т]
а
ь = Ю MeV is 
doubtful. This is reflected in the result for the spin-orbit combination ALS of the 
triplet Ρ waves. A single-energy analysis of the data around Гі
а
ь = Ю MeV yields 
a ALS which differs by almost three standard deviations from the 0-350 MeV mul-
tienergy analysis. The spin-orbit combination is almost entirely determined by 
two groups of analyzing power data at 10.0 MeV [Hut75] and 9.85 MeV [Bar82]. 
Due to the high accuracy of these experiments their relative importance in the 
0-30 MeV analysis is much larger than in the 0-350 MeV analysis. In view 
of the results of the latter analysis, we believe that these two experiments are 
more or less in disagreement with the other data in our data base. This implies 
that ALS(pp) which occurs in the 0-30 MeV analysis of Ref. [Ber87] is incorrect. 
Unfortunately, this had important consequences for our 0-30 MeV np analysis. 
In our np analysis, ALS(np) is obtained from ALS(pp) by adding the corre­
sponding pion and Coulomb correction. In Ref. [St90b] it is demonstrated that 
ALS(np) increases when Coulomb distortion and mass difference effects are ac-
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différence Δ/ 2 . Since the OPE potential does not contain a spin-orbit interac­
tion, its influence on AL S can only be of second order in the coupling constants. 
Therefore, starting with a ALS(pp) which is too high, one requires a large charge-
independence breaking Δ / 2 in the pion and Coulomb corrections in order to 
arrive at the value for ALS(np), which is fairly well fixed by the np analyzing 
power data. This is precisely the reason why in our earlier 0-30 MeV np analy­
sis [Sto88] we found a large breaking of charge independence. Indeed, a reanalysis 
of the 0-30 MeV np data where we use the pp phase parameters from the 0-350 
MeV pp analysis rather than those from the 0-30 MeV pp analysis, results in a 
charge-independence breaking which is in agreement with our present determi­
nation. In retrospect, it is clear that the combined 0-30 MeV NN partial-wave 
analysis is inferior to the 0-350 MeV partial-wave analysis. 
Finally, we would like to mention that it is also possible to extract the pion 
mass from the potential tail. In Ref. [Ber87] the neutral-pion mass could be 
extracted from the pp scattering data and the updated result is now found to 
be mTo = 135.6 ±1.3 MeV in agreement with the experimental value of m„a = 
134.9739(6). In the present analysis we can also extract the chargcd-pion mass 
from.the np scattering data and we find mT+ = 139.4 ± 1.0 MeV, in excellent 
agreement with the more accurate value mT+ = 139.5675(4) MeV (Agu90]. In 
Fig. 6.15 we show the x2-surface as a function of πι
π
 and f2. We can see that there 
is a strong correlation between these two parameters. Due to this correlation and 
the fact that we find the correct values for the neutral- and charged-pion masses 
shows that we really look at the OPE potential and it gives more confidence in 
our determination of the ΝΝπ couplings. 
Summarizing, we confirm the low value for the charged-pion coupling constant 
ƒ?, as determined in the recent VPI&SU analysis of the πΝ scattering data and in 
Ihe analysis of the WN scattering data. The result is slightly lower than the value 
for the ppw° coupling constant / 2 , as determined in the Nijmegen analysis of the 
pp scattering data. It supports the results of several theoretical model calculations 
where only small charge-independence-breaking effects are predicted. The value 
for the ηηπ° coupling constant differs only slightly from the value for the ρρτα 
coupling constant, but it can be determined much less accurately, so at present it 
suffices to use only one value. If necessary the small charge-independence breaking 
between the neutral- and charged-pion coupling constants can also conveniently 
be neglected. In view of the result (6.5), in that case we recommend 
f (-ml) = 0.075 . 
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Figure 6.15: The 2-dimensional χ2 surface of the parameters πι
π
 and f2. ·: 
The values of f2 arrived at in the combined analysis (with τη
π
 fixed), o: f2 as 
determined from πΝ scattering [Koc80, Dum83]. Also shown are x^ in and the 
X^ in+ 1 ellipse in a fit where both f2 and πιτ are determined. 
Chapter 7 
Comparison of various potential 
models 
Now that we have finished the partial-wave analyses we have a good understand­
ing of the available nucleon-nucleon data. The single-energy solutions that we 
obtained are an excellent tool for testing the various existing NN potential mod­
els to see how well they describe the data. And even more, it has become much 
easier to fit our own potential models to the scattering data. The representation 
matrices that we derived in Sec. 6.2 can be used as follows. The phase parameters 
of some potential model are calculated at the same energies as the central ener­
gies of our bins. If we now call d
n
 the deviation of this model phase parameter 
from the single-energy phase parameter, we can write the total χ2 of the model 
as the sum of the contributions of the single-energies, χ2
Μ
,
η
 and the contributions 
of the representation or (inverse) error matrices, x2
rePiF11 
X
2(mod) = £ (χ2
Μ
,
η
 + χ2„
ρ
,
η
) = χ 2„ + Σ Χ Ε - Μ . (7.1) 
Π η 
A few remarks have to be made about this method. Although the error matrix 
E'1 gives a good representation of the x2-surface within the n-th energy bin, it 
is not an exact representation for the following reasons. First of all, all higher 
partial wave phase parameters and also the normalization constants are fixed at 
their single-energy values. Furthermore, the data within a certain energy bin 
have been clustered at some central energy using the results of the multienergy 
fit. Finally, in Eqn. (7.1) we have made the approximation that the x2-surface is 
quadratic near its minimum. The big advantage, however, is that we only have 
to calculate the phase parameters of the lower partial waves of a certain model 
at only a few single-energy energy values, saving a lot of computing time. 
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It is of course possible to test the quality of our representations We have 
done this for two cases First of all, we have used our multienergy pp phase 
parameters as model parameters and calculated the χ2 using Eqn (71) This 
gives a x2(mod) of 1786 79 which has to be compared with the χ2 obtained 
when comparing directly to the data of 1786 44 This means a difference of 
less than 0 02%' This means that our approximation that the x2-surface near 
its minimum is quadratic is a very good approximation Another test which 
may be more realistic for our purposes is to use the phase parameters of some 
potential model as model parameters. We have done this for the Nijmegen soft­
core potential [Nag78] and compared the χ2 as obtained using Eqn (7 1) with 
the χ2 as obtained in a direct comparison with the scattering data In this case 
we are of course farther away from the minimum The difference is now about 
2%, which is still satisfactory 
In this chapter we review the most well-known NN potential models and 
discuss some of their properties 
7.1 The various NN potential models 
• IIJ62 Hamada Johnston potential [Ham62] 
The energy-independent Hamada-Johnston potential is a hard-core poten­
tial It includes the OPE potential and a phenomenological part consisting 
of central, tensor, spin-orbit, and quadratic spin-orbit terms At the time of 
presentation it provided the most faithful representation of the pp and np 
scattering data below 315 MeV The 28 model parameters were fitted to the 
Yale phase parameters [Bre62] In 1970, Humberston and Wallace [Hum70] 
introduced an additional parameter to improve the deuteron properties of 
the model 
• LF68 Boundary-condition model [Lom68] 
In the boundary-condition model of Lomon and Feshbach, the inner region 
in the lowest partial waves is represented by an energy independent bound­
ary condition The outer region is given by OPE, TPE, and heavy-meson 
(ρ,ω,η) exchange The meson-nucleon coupling constants are taken from 
other sources, the pion potentials use 4 parameters, and the boundary con­
ditions in the pp partial waves require 9 parameters In a certain sense this 
model is similar to our partial-wave analysis The main difference is that 
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be energy independent, whereas in the Nijmegen analysis we allow them to 
be energy dependent. 
• Rd68: Reid soft-core potential [Rei68] 
In the paper by Reid, a number of different hard-core and soft-core poten­
tials are presented. In these models each partial wave with total angular 
momentum J < 2 is parametrized phenomenologically in terms of Yukawa 
functions of multiples of the pion mass. The OPE part itself is explicitly 
included. In some partial waves an explicit distinction between central, 
tensor, and spin-orbit parts is used. A shortcoming of these soft-core ver­
sions is that the potentials are not regular in the origin, but still have a 
l/г singularity. Also, the tensor parts do not vanish at the origin, as they 
should. The parameters were fitted to the pp and np phase parameters of the 
Yale [Bre62] and early Livermore [Arn66] analyses. In 1981, Day pay81] 
extended the potential for partial waves with J > 2. 
• TRS75: Super-soft-core potential [Tou75] 
This pp + np potential contains the π-, ρ-, and ω-exchange contributions, 
while other mesonic effects are parametrized phenomenologically through 
OBE potential functions with 32 free ranges and amplitudes. The potential 
contributions are regularized at the origin by step-like functions which also 
serve to construct the short-range part phenomenological cores, whence the 
name super-soft-core potential. The model is an improved version of an 
earlier super-soft-core model by the same authors [Tou73] and provides a 
high-quality fit to the pre-1975 two-nucleon bound-state and scattering data 
up to 350 MeV. 
• OBEG75: Funabashi potentials [ОЫ75] 
These potentials are constructed from the ττ, η, ρ, ω OBE potentials. Also 
included are the contribution of two scalar mesons δ and σ, the masses of 
which were fitted to the scattering data. The potential contains the stan­
dard OBE part and a retardation part. The off-energy-shell effects coming 
from the retardation, albeit of little importance to the two-nucleon sys­
tem, are expected to play an important role in many-nucleon systems. The 
potentials were evaluated in coordinate space for the sake of future appli­
cations to finite nuclei. The various treatments of the inner region in these 
potentials are a hard core, a Gaussian soft core, and a velocity-dependent 
core. In each case an attractive spin-orbit core is included to improve the 
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of a step-like cutoff function. The results presented in the present paper 
refer to the Gaussian soft-core potential, denoted by OBEG. 
• NSC78: Nijmegen soft-core potential [Nag78] 
The OBE forces of the Nijmegen potential are due to the dominant parts 
of the 9 lowest-lying meson trajectories in the complex J plane. The model 
also accounts for the dominant J = 0 parts of the Pomeron, ƒ, ƒ', Ai trajec­
tories, which essentially lead to repulsive central Gaussian potentials. The 
inner region is described with an exponential form factor. The 13 model 
parameters were fitted to the phase-parameter error matrices of the Liv-
ermore analyses [Mac69]. These model parameters (except for the cutoff 
mass) can be checked with meson-nucleon coupling constants obtained from 
other sources. An important feature of this model is that the coordinate-
space and momentum-space versions are totally equivalent: Using the same 
set of parameters, both the coordinate-space and momentum-space ver­
sions produce exactly the same phase parameters at all energies (see also 
Ref. [Rij91]). A hard-core version, which does not contain the repulsive 
Gaussian potential nor the exponential form factor, is presented in [Nag79]. 
• Paris80: Parametrized Paris potential [Lac80] 
The original Paris potential [Cot73] was derived from the pion-nucleon 
phase parameters and the pion-pion interaction using dispersion relations. 
Also, the π- and ω-exchanges were explicitly included. A balanced fitting 
to the error matrices of the Livermore analysis and to the pp and np scat­
tering themselves required a total of 12 parameters. In 1980 a parametrized 
version [Lac80] consisting of a set of Yukawa functions provided a purely 
phenomenological representation of the Paris potential. In this latter ver­
sion only the pion-nucleon coupling constant and the pion mass are param­
eters which are non-phenomenological. Also here, the coordinate-space and 
momentum-space versions are totally equivalent. 
• Urb81: Urbana potential [Lag81] 
The Urbana potential is a purely phenomenological ц potential where 14 
represents the number of different potential types (central, spin-spin, ten­
sor, spin-orbit, quadratic spin-orbit, centrifugal, centrifugal spin-spin, and 
an overall isospin dependence), and not the number of phenomenological 
parameters. Next to OPE and a 14-parameter representation of TPE, the 
short-range part is represented by two Woods-Saxon potentials using a to-
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cutoff function. The parameters were fitted to the np phase parameters of 
an energy-dependent phase shift analysis by Arndt et al. [Arn77]. 
• Arg84: Argonne potential [Wir84] 
The Argonne potential is similar to the Urbana potential. It was fitted to a 
1981 phase shift analysis of Arndt and Roper (an update of the analysis of 
Ref. [Arn77]) for the np scattering data in the 25-400 MeV energy range. 
Next to OPE and a 14-parameter representation of TPE, the short-range 
part of the Argonne potential is represented by one Wood-Saxon potential 
using 16 parameters. The main reason for constructing this new ц model 
was to have a phase-equivalent standard of comparison for the v^s model, 
which includes operators which represent all possible processes with ΝΑπ 
or ΔΔπ vertices. 
• Bonn87, Donn89: Bonn potentials [Mac87, Hai89] 
The full Bonn potential [Mac87] is an NN momentum-space potential. Next 
to π- and ω-exchange, the model also contains an explicit determination of 
the TPE contribution, including virtual isobar excitation. The combined 
πρ-exchange diagrams are included as well. A coordinate-space version is 
provided via a simple parametrization of the full model by 6 OBE terms, 
where the parameters had to be readjusted in order to obtain realistic pre­
dictions for the empirical NN data. The potentials are regularized at the 
origin by means of dipole form factor functions. We use this coordinate-
space OBE version and refer to it as Bonn87. In 1989 an adaptation 
(Bonn89) of the full Bonn potential to the pp scattering data was pre­
sented [Hai89]. This was done by including the Coulomb interaction in the 
momentum-space calculations and making small adjustments to guarantee 
a reasonable confrontation with the pp data. There have also appeared 
a number of other adjusted OBE coordinate-space and momentum-space 
versions such as Bonn A and Bonn В [Mac89]. 
7.2 Results 
We have used the representation matrices of our pp analysis to test the AW 
potential models as discussed above. The χ 2 has been calculated using Eqn. (7.1). 
The results are shown in Table 7.3 where for each single-energy bin the χ2
Γί
ρ,η is 
given. So in order to get the total χ 2 within a bin, one should add χ2
Μ
,
η
 as given 
in Table 7.1, where the main numbers of each single-energy bin are shown. 
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bin 
0.0-0.5 
0.5-2 
2-8 
8-17 
17-35 
35-75 
75-125 
125-183 
183-290 
290-350 
0-350 
2-350 
J
'*dat 2'oba X ше,п X rep,n 
134 122 129.2 5.3 
63 57 37.4 2.3 
48 45 30.9 13.9 
108 103 87.8 14.9 
59 56 62.0 1.1 
243 227 206.4 6.6 
167 155 150.8 19.7 
343 323 356.7 21.5 
239 218 265.8 20.7 
383 350 349.3 4.5 
1787 1656 1676.3 110.5 
1590 1477 1509.8 102.8 
Table 7.1: The χ2 results of the pp partial-wave analysis for the ten single-energy 
bins. For each bin also the number of data and the number of observables are 
given. 
When we look at the total χ2 for all data, indicated by 0-350 in Table 7.3, 
we see that only the four models LF68, Rd68, NSC78, and Bonn89 arc of a 
satisfactory quality. The LF68 model, however, is a boundary condition model 
as is our partial-wave analysis, so its χ2 is in fact relatively high. We can see 
that except for the three already mentioned models LF68, XSC78 and Bonn89, 
the low-energy data are very badly described. This is due to the fact that for the 
low-energy bins around 0.38254 and 1 MeV the 1S0 phase shift is very accurately 
known [Ber90]. It means that if a potential model has a a5o phase shift that is a 
little bit off, it will contribute enormously to the χ2. 
We have therefore also looked at the situation without the data in the range 
below 2 MeV. Now, also the Rd68 and Paris80 models are of reasonable quality 
as indicated by 2-350 in Table 7.3. All the other NN potential models still give 
a rather poor description of the pp data. We discovered one possible explana­
tion in our partial-wave analysis. There, we find a charge-independence breaking 
between the pp and np partial waves. The difference between the pp and np 
'5o phase shifts is about 2° and is even larger at low energies (e.g., 5° at 10 
MeV). Such a phase-shift difference, however, is impossible to obtain if one only 
adds the electromagnetic interaction to an NN potential model. It is because of 
this, that when adding the electromagnetic interaction to the Urb81 and Arg84 
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NSC78 
Paris80 
Bonn89 
lS0
 3P lD2
 3F ^ 4 sum 
283.4 516.1 569.5 422.8 6.5 1798.3 
164.6 867.2 599.7 442.1 29.9 2103.5 
719.9 792.4 339.9 178.9 5.5 2036.6 
all 
1614.0 
1480.3 
1478.0 
Table 7.2: The separate contributions to χ2 when using only one particular model 
phase parameter and their sum compared to χ2 when using all model phase 
parameters simultaneously. 
models, which were fitted to np data, end up with such a large χ2, even for the 
2-350 energy range. When we replace the Arg84 model lS0 phase shifts with our 
'perfect' т.е. 'So phase shifts, the x2/N¿&t improves from about 7 to 4. Still, 
we see that the existing NN potential models are of a rather disappointing qual-
ity, when describing the pp scattering data. The only exceptions are the Rd68, 
NSC78, ParisSO, and Bonn89 potential models, all with a reasonable quality. 
It is very interesting to see how the different partial waves contribute to the 
total χ2. For this, we will only consider the more modern potential models with 
a reasonable description of the pp data. These are the Nijmegen NSC78 soft-core 
potential [Nag78], the parametrized Paris80 potential [Lac80], and the pp version 
Bonn89 of the full Bonn potential [Hai89]. All three models have about the 
same quality of x2/Adat= 2 in the 2-350 energy range. To see what the different 
contributions are, we start with our т.е. phase parameters and substitute the 
lSo phase shifts with that of the various potential models. We can then calculate 
the difference in χ2 between this new x2
r
ep,n and the χ2 of the т.е. analysis. This 
we repeat for the the other lower partial waves 3P, 1D2, 3F, and ^ 4 . Then we 
can sum these separate contributions and compare them with the χ 2 as obtained 
when replacing all partial waves at the same time. The results are shown in 
Table 7.2. 
We see that the sum of the separate contributions is in all three cases higher 
than when we had replaced all partial waves. When the correlations between the 
different partial waves are small, wc would expect a more or less good agreement 
between both numbers. In fact, as we can see, this is only true for the NSC78 
potential. For the other two potentials, the sum is much higher, indicating a 
strong correlation between partial waves. The Paris80 potential has a good ^ o , 
its 3P phase shifts, however, are not so good. For the Bonn89 potential, both 
'5Ό and 3P phase shifts are not very good. 
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bin 
0.0-0.5 
0.5-2 
2-8 
8-17 
17-35 
35-75 
75-125 
125-183 
183-290 
290-350 
0-350 
2-350 
HJ62 
6619 
1957 
29 
103 
201 
6374 
110 
306 
227 
833 
16761 
8184 
LF68 
7.6 
7.5 
12.5 
162.7 
39.6 
555.1 
59.0 
410.9 
389.7 
636.3 
2280.8 
2265.7 
Rd68 
879.3 
131.7 
62.8 
206.2 
9.4 
300.4 
127.8 
241.9 
109.6 
395.0 
2464.1 
1453.1 
TRS75 
477 
99 
20 
55 
23 
980 
329 
630 
981 
1498 
5091 
4515 
OBEG75 
25477 
608846 
5367 
3982 
962 
5330 
323 
6537 
2754 
4512 
664090 
29767 
bin | NSC78 Paris80 Urb81 Arg84 Bonn87 Bonn89 
0.0-0.5 
0.5-2 
61.7 
7.9 
3661.9 
772.7 
980 
19 
846761 
229548 
667097 
194800 
70.9 
7.2 
2-8 
8-17 
17-35 
35-75 
75-125 
125-183 
183-290 
290-350 
0-350 
2-350 
51.4 
76.3 
67.1 
555.1 
131.2 
221.9 
202.1 
411.7 
1786.4 
1716.8 
17.9 
32.9 
12.6 
332.8 
40.5 
414.7 
173.7 
558.0 
6017.7 
1583.1 
115 
276 
573 
1921 
468 
3280 
994 
1077 
9701 
8702 
1962 
1466 
676 
1365 
265 
3057 
700 
337 
1086137 
9828 
2404 
2537 
1951 
6092 
842 
1867 
1418 
2658 
881665 
19768 
8.3 
45.8 
20.2 
346.3 
57.1 
283.9 
309.1 
510.2 
1658.9 
1580.8 
Table 7.3: The χ^
ρ > η results at the ten single-energy bins of various NN potential 
models. The short-hand notation for each model is defined in Chapter 7. In order 
to arrive at the total χ2 one has to add the χ^
η
 contributions of the analysis 
listed in Table 7.1. 
Chapter 8 
Construction of various excellent 
pp potential models 
In the preceding chapter we have tested the quality of various NN potential 
models using the results of the pp partial-wave analysis. We have shown that 
only a few of the considered potentials are of satisfactory quality. These are 
in chronological order, the Reid soft-core potential [Rei68], the Nijmegen AW 
soft-core potential [Nag78], the Paris NN potential [Lac80], and the Bonn pp 
potential [Hai89], which is nothing else but a refit of the full momentum-space 
Bonn potential to the pp data. These potentials, however, still have a χ2 of about 
2 in the 0-350 energy region. Compared with our PWA which has a x2/iVdat of 1.0 
this is still rather disappointing. It would be very nice to have a potential model 
with about the same quality as our PWA. This potential model could then be used 
to reproduce the results of the PWA both in coordinate- and momentum-space 
calculations. 
In this chapter, we present some updates of the Nijmegen soft-core potential 
model [Nag78], which we will call the NSC78 model, from now on. First of all, 
an update NSCpp92 for the pp data is given. 
8.1 The one-boson-exchange potential model 
We discuss here only briefly the structure of the Nijmegen soft-core potential 
model. For more details we refer to Refs. [Nag78, Mae89]. The potential is based 
on so-called one-boson-exchange forces. The boson exchanges included are the 
pseudoscalar mesons π, η, η', the vector mesons ρ, φ, ω, and the scalar mesons <5, 
S*, ε. The forces are due to the dominant parts of the corresponding trajectories 
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in the complex J plane in Regge-polc theory. Also the Pomeron P, and the 
dominant J = 0 parts of the ƒ, ƒ', and A2 trajectories are included. The P, ƒ, 
and ƒ' trajectories give rise to repulsive central Gaussian potentials. 
• Pseudoscalar-mcson exchange 
The interaction Hamiltonian for the exchange of the pseudo-scalar mesons 
π, η, and η' is 
Ην = —г ^ъФд^р . (8.1) 
The mass πι
τ
+ is a scaling mass in order to make the coupling constant 
ƒ dimensionless and is by convention chosen to be the charged-pion mass. 
The coupling constants are related via SU(3) and singlet-octet mixing. The 
value Qp = 0.355 obtained from the weak axial-vector current in β and 
hyperon decay [Dum83] is used for the calculation of f
m
. For the singlet-
octet mixing angle we use the value of the linear Gell-Mann-Okubo mass 
formula θρ = —23°. For the pion-coupling constant f
r
 the value /,/4π = 
0.075 at the pion pole, as obtained in our nucleon-nucleon partial wave 
analysis, is taken. The singlet coupling ƒ„ is a free parameter and can be 
searched for. 
• Vector-meson exchange 
For the exchange of the vector mesons ρ, φ, and ω, the interaction Hamil­
tonian is 
Hv = gitlMv + -^ΦσμΜ^Φν - άυφμν) , (8.2) 
where the mass M. is again a scaling mass, taken to be the proton mass. 
We assume SU(3) symmetry for the electric and magnetic type of couplings. 
For the electric coupling ge = g we assume a.y = 1 which couples the ρ 
universally to the isospin current. The singlet-octet mixing angle is again 
taken from the linear Gell-Mann-Okubo mass formula θ
ν
 = 37.5°. For 
the magnetic couplings gm = g + ƒ, we have no theoretical input for a™. 
Because it seems impossible to determine f φ in a fit, we put f0 = 0. The 
remaining search parameters are thus gp, the singlet coupling дШІ, (together 
determining the physical coupling constants gp, g¿, and дш), fp, and /ш. 
• Scalar-meson exchange 
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Us = gvvOs (8 3) 
Due to the still unclear status of the scalar nonet, we impose neither SU(3) 
symmetry nor a singlet-octet mixing All three coupling constants can 
therefore be searched. 
• Pomeron-type exchange 
We take one single mass parameter for both the P, ƒ, ƒ' and A2, but two 
coupling constants one for the total 7 = 0 contribution of the isoscalar 
trajectories P, ƒ, ƒ', and one for the isovector contribution due to the Ai 
trajectory Here we have three more search parameters, the Pomeron mass 
mp and the coupling constants gpjj' and дд, 
8.2 T h e potentials in configuration space 
The Nijmegen soft-core potential [Nag78] is derived by first calculating the dif­
ferent potentials in momentum space In doing so the following approximations 
were made to make the transformation to configuration space easier First of all, 
the energy factors E are approximated according to Eqn (2 19), where non-local 
contributions are introduced due to the term containing q2 
After this the various momentum-space potentials are transformed to configu­
ration space using well-known Fourier techniques The potentials for the different 
meson exchanges are listed below Note that for isovector exchange the potential 
has to be multiplied by the operator т\ • т^. The soft-core potential functions φ 
are given in Appendix A 
Pseudoscalar-meson exchange 
Vp(r) = f ^ ( ^ ) 2 [ ì ( f f l · σ
Λ
)φ), + Sué°T] (8 4) 
Vector-meson exchange 
Vv(r) = m 92 (Ф°с + ^кпФс - 7ткп^2Ф°с + ΦΙ*2) ] (8 5) m
2
 ,1 3 _ 
4π [я С """ 2ΜΜ'Ψσ AM M' 
2 4 
+9/2М(ММ<у/*Фс + f 16МЧШФс 
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771 
4ЛШ' 
•,2 
9 + f (MM'yl
2 
M iï+f' m 8MM' ΐΦτ S 
m 
MM' 2y yj M 
η ύ , , 771 ,· 
4>5θ + τΪ2ττΛ &J M2 ik,) 
+ -
щмм 
Scalar-meaon exchange 
Vs(r) = -g2^ 
( 2
 0 ÁMM'Y'2 of2M 
ψ[92 + *9Γ ., +8/ 2 
ФЪ-
ШМ 
M 
ΐΦο + 
MM'\ 
'M2") 2
 I (mr)· 
L S 
;4>°TQI2 
1 
ШМ' 
-Х ЧЪ + ФЪ * 
+ : 
ТП' 
~2MM' s o 
Pomeron-type exchange 
, m 4 m2 
¿° L S + rrr ФйтЯіг 2 Ψψ 
Vp(r) = g 1 + 
16(MM')2 (mr) 
-(3 - 2mV) + 
(8 6) 
АттуДММ' l\' ' 2MM 
+ ¿ (V2exp(-mV) + exp(-mV)V2) 
MM' 
L S 
(8 7) 
The terms of the form [ 2ф + ф 2) stem from keeping momentum-dependent 
or non-local contributions in the central potential containing q2 The Schrodinger 
Eqn (1 1) with a potential of this form can be solved very easily with a method 
introduced by Green [Gre63] For more details about applying this method see, 
e g , Ref [\ag78] 
8.3 Results 
We will use the ten single-energies of the partial-wave analyses as discussed in 
Sec 6 2, which provide us with ten error matrices E
n
 We can then use Eqn (7 1) 
to optimize our model parameters by minimizing x2(mod) 
The first model we construct with this method is an update of the NSC78 
potential model by using the error matrices of the pp partial-wave analysis This 
model NSCpp92 should therefore obviously not be used to make np potential 
predictions Starting with the old NSC78 parameters and refitting 11 of the 
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meson 
V 
v' 
P° 
Φ 
ω 
6° 
S' 
ε 
ΡJ, f' 
л2 
л 
NSC78 
mass Р
2/4тг / 2 /4π 
138.041 (13.676) 0.07566 
548.8 f3.433) 0.01899 
957.5 Ì3.759Ì 0.02080 
770 0.795 14.157 
1019.5 0.099 0 
783.9 8.683 0.960 
962 1.632 
993 0.704 
760 22.731 
307.81 8.778 
307.81 0.197 
964.52 
NSCpp92 
mass ρ
2/4π /2/47г 
134.9739 (13.202) 0.07303 
548.8 0.02976 
957.5 0.05698 
768.7 0.452 22.360 
1019.412 0.658 0 
781.95 8.819 0.003 
983.3 0.695 
975.6 0.704 
760.0 23.610 
257.95 7.572 
257.95 0.197 
827.53 
Table 8.1: Parameters of the new NSCpp92 meson-exchange potential, compared 
to those of the older NSC78 potential. The underlined coupling constants are 
constrained via SU(3). The ones in parentheses give the same information as 
those of neighboring columns. Note that all coupling constants are given at 
k2 = 0. 
to x2/Ndllt= 1.4. This is already much better than the original NSC78 model 
with χ2/^
Λί
= 1.9 as shown in the previous chapter. The masses and coupling 
constants of both models are shown in Table 8.1. All masses have been replaced 
by their latest values as given by the Particle Data Group [Agu90]. For all 
coupling constants the values are given at k2 = 0. The pole value for the ΝΝπ 
coupling constant can be obtained by multiplying by ехр[(т
т
о/Л)2]. 
Our following step is to construct a Reidlike Nijmegen soft-core potential, 
which we will call NSCRd92. To obtain this potential we fit each of the lower 
partial waves (up to J = 4) starting with the parameters of our NSCpp92 model. 
By adjusting only a few of the parameters of the NSCpp92 model, wc get a 
separate parameter set for each partial wave. While fitting a specific partial 
wave, the phase parameters of all other waves are kept at their т.е. value. For 
most of the partial waves, it was sufficient to refit the g
e
 and fp. 
Using a total of 20 parameters we then find for our NSCRd92 potential model 
X2(mod) = 1791.6, almost as good as our т.е. partial-wave analysis. A direct 
comparison with the data, however, gives rise to a discrepancy. We find x2(data) 
= 1862.0, about 4% higher than x2(mod). We can explain this as follows. First 
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of all, wc have fitted the phase parameters of the lower partial waves to the 
representation matrices of our analysis. This representation is not an exact one, 
as already stated in Chapter 7. Of course, all data have been clustered around 
some central energy in each bin, and we use the approximation that the x2-surface 
is quadratic near its minimum. More important, however, is that the higher 
partial waves, and mainly those with 5 < J < 8, and all normalization constants 
are fixed at their т.е. values. The implication of this is that when we have a 
'perfect' potential model according to Eqn. (7.1), this not automatically implies 
that a direct comparison to the data is equally good. In this case, the intermediate 
partial waves also play an important role. Anyhow, the new NSCRd92 potential 
model gives an excellent representation of the т.е. partial-wave analysis. 
The last model we constructed is a Reidlike Nijmegen potential where all 
momentum dependent terms have been dropped. Using a total of 23 parameters 
we find for this LocRd92 potential x2(mod) = 1787.4. A direct comparison to 
the data gives x2(data) = 1825.8, which is 2% higher. This local potential also 
gives an excellent representation of the т.е. partial-wave analysis. 
Summarizing, we have presented three new pp potential models. First of 
all, the NSCpp92 model, which is an update of the original NSC78 potential 
model and has x2/ATdat= 1.4. At the moment this is the best pp potential model 
available. The other two models are so-called Reidlike potentials because all lower 
partial waves were fitted separately. The NSCRd92 potential is a Reidlike version 
of the NSC78 model. The LocRd92 potential is a local Reidlike version and 
contains no momentum-dependent terms. Both potential models have x2/Ar(jat= 
1.0 
Appendix A 
The soft-core functions 
Cent ral potentials 
φ%{τ) = ехр(т2/Л2) [e—erte {-f + ^ ) -
 e
-
e
r f c ( ^ + ^ ) Ar тп\ 
*h(r) = ^ ) - ^ f ^ 3 e x p í - ( y ) 2 1 2,/π Km/ 
1 
Tensor potentials 
/2mr, 
(A 
л.а / \ ! ! д l д лог \ 
Фт{г)
 = 3^Тд-ггд-гФс{г) 
= ехр(т2/Л2) (1 + mr + -(m7-)2)e"mrerfc (--у + у ) 
-(1 - mr + ^(mr)2)emrerfc ( ^ + ^ ) | /2(mr)3 
4 /Лг\ Г 2 /Лг 
5 
2 J exp 
* " - * ' ) - s 7 f ( s ) ' ( T ) - » 
Spin-orbit potentials 
m
z
 r or 
-(f) 
-(тУ 
/2(mr)3 
= ехр(т2/Л2) (1 + mr)e~mrerfc (—y + ητ) 
-(1 - mr)emrerfc ( — + j ) /2(mr)3 
(A 
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¿(т)Ч-(т)1« mr) 4_ /Л 
(А.З) 
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Samenvatting 
Nucleon-nucleon verstrooiing to t 350 M e V 
Sinds de ontdekking van het proton en het neutron is de interactie tussen deze 
kerndeeltjes of nucleonen een belangrijk onderwerp van onderzoek in de natuur-
kunde. Om deze interactie te bestuderen doet men nucleon-nucleon (NN) ver-
strooiingsexperimenten. Door de hieruit voortkomende NN verstrooiingsdata te 
analyseren kan men de kernkrachten beter leren begrijpen. 
In de afgelopen vijftig jaar zijn deze data in een groot aantal experimenten 
gemeten. De beschikbare data bestaan voor het grootste gedeelte uit proton-
proton (pp) en neutron-proton (np) verstrooiingsexperimenten. Neutron-neutron 
(nn) verstrooiingsexperimenten zijn erg schaars omdat het zeer moeilijk is een 
goed neutron trefpunt te maken. De nn observabelen worden daarom vaak alleen 
indirect gemeten en zijn hier verder buiten beschouwing gelaten. 
Het doel van een analyse is in de eerste plaats om met behulp van bepaalde sta-
tistische selectiecriteria tot een consistente dataset en een compacte representatie 
hiervan te komen. Een representatie van de dataset is veel handiger te gebruiken 
in de constructie van betere nucleaire modellen. Verder is het mogelijk om nieuwe 
theoretische modellen te toetsen door te kijken hoe deze de beschrijving van de 
data beïnvloeden. 
In een NN verstrooiingsexperiment meet men de hoekverdeling van de ver-
strooide nucleonen als functie van de verstrooiingshoek Θ. De eenvoudigste ob-
servabele is de differentiële werkzame doorsnede en wordt genoteerd als σ(θ). 
In dit geval schiet men een ongepolariseerde bundel nucleonen op een trefpunt 
met ongepolariseerde nucleonen. Omdat een nucleón een interne vrijheidsgraad 
genaamd spin heeft, zijn er veel geavanceerdere experimenten mogelijk. Zo kan 
men zowel de bundel als het trefpunt polariseren en ook de spintoestand van de 
verstrooide of de teruggestoten nucleonen meten. Dit geeft observabelen zoals 
polarisaties, depolarisaties en spincorrelaties. 
De twee-nucleongolffunctie kan geschreven worden als een som over partiële 
103 
104 
golven, ieder met verschillende spin en hoekmoment Het effect van de NN 
interactie op het asymptotisch gedrag van de golffunctie is een verschuiving van 
de fase van elke partiele golf Sommige partiele golven zijn gekoppeld hetgeen 
beschreven wordt door middel van een zogenaamde mixing parameter 
Om de interactie te kunnen begrijpen zou men in een analyse deze fasepara-
meters voor alle hoekmomenten J moeten bepalen De interactie op lange afstand 
is echter bekend, terwijl de interactie op korte afstand wordt afgeschermd door 
de aanwezige ccntnfugaalbarrière Dit betekent dat alle partiele golven met hoog 
baanimpulsmoment l bekend zijn zodat slechts een eindig aantal golven bepaald 
dient te worden 
Onder de bekende lange-drachtinteractie wordt verstaan de staart van de elec-
tromagnetische potentiaal, bestaande uit de relativistische Coulomb potentiaal, 
de vacuum-polarisatiepotentiaal en de magnetisch-momentpotentiaal, alsmede de 
staart van de éen-pion-uitwisselingspotentiaal Om de interactie op korte afstand 
in de lagere partiele golven te beschrijven, wordt gebruik gemaakt van een rand-
voorwaardemodel (ook wel P-matrix model genoemd) Voor de interactie op 
middellange afstand wordt de Nijmegen potentiaal gebruikt 
In het eerste gedeelte van dit proefschrift (hoofdstuk 2 - 6 ) wordt de partiele-
golfanalyse van alle gepubliceerde nuclcon-nucleon verstrooungsdata beneden 350 
MeV besproken In hoofdstuk 2 wordt de twee-nucleon potentiaal afgeleid Ook 
worden in dit hoofdstuk expliciete uitdrukkingen voor de electromagnetische en 
de één-pion-uitwissehngspotentiaal gegeven In hoofdstuk 3 wordt de parametn-
satie van de lagere partiele golven besproken Speciale aandacht wordt besteed 
aan de parametnsatie van de np isovector partiele golven Hoofdstuk 4 behandelt 
de matrix voor de verstrooungsamphtude M Verder worden hier uitdrukkingen 
gegeven voor de observabelen in termen van deze verstrooiingsmatnx De da-
taset wordt bediscussieerd in hoofdstuk 5 Voor alle groepen is de χ2 en de 
normalisatie gegeven De resultaten van de analyses worden besproken in hoofd­
stuk 6 De behaalde x2/N¿f = 1 08 voor de gecombineerde analyse van zowel pp 
als np verstrooungsdata is beter dan van alle andere partiele-golfanalyses in het-
zelfde energiegebied Een ander belangrijk resultaat is de bepaling van de ΝΝπ 
koppehngsconstanten Deze geven de sterkte aan van de interactie tussen twee 
nucleonen ten gevolge van de uitwisseling van een pion 
In het tweede gedeelte (hoofdstuk 7-8) worden de resultaten van de analyses 
gebruikt om de moderne realistische NN potentialen te vergelijken en om een 
aantal nieuwe zeer goede potentialen te construeren In hoofdstuk 7 worden in 
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de representatiematrices, zoals verkregen in de pp analyse, wordt een vergelijking 
tussen de verschillende modellen gemaakt. In hoofdstuk 8 tenslotte, worden 
enkele nieuwe pp potentiaalmodellen gepresenteerd. 
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