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Abstract：A novel Parsimonious Genetic Programming (PGP) algorithm together with a novel aero-engine op-
timum data-driven dynamic start process model based on PGP is proposed. In application of this method, first, 
the traditional Genetic Programming(GP) is used to generate the nonlinear input-output models that are repre-
sented in a binary tree structure; then, the Orthogonal Least Squares algorithm (OLS) is used to estimate the 
contribution of the branches of the tree (refer to basic function term that cannot be decomposed anymore ac-
cording to special rule) to the accuracy of the model, which contributes to eliminate complex redundant sub- 
trees and enhance GP’s convergence speed; and finally, a simple, reliable and exact linear-in-parameter nonlin-
ear model via GP evolution is obtained. The real aero-engine start process test data simulation and the com-  
parisons with Support Vector Machines (SVM) validate that the proposed method can generate more applicable, 
interpretable models and achieve comparable, even superior results to SVM.  
Key words：aerospace propulsion system；linear-in-parameter nonlinear model；Parsimonious Genetic Pro-
gramming (PGP); aero-engine dynamic start model  
基于约简遗传规划的线参数模型及在航空发动机起动建模中的应用.李应红, 尉询楷. 中国航空学报(英
文版), 2006, 19(4): 295-303. 
摘  要：提出了一种新的约简遗传规划(PGP)算法和一种新的基于约简遗传规划的航空发动机起 
动动态线参数模型。这种模型采用遗传规划产生航空发动机起动模型的输入输出非线性模型集，
并以二叉树结构表征函数项，运用正交最小二乘算法(OLS)估计二叉树分支(基本函数项)对于模 
型精度的贡献并去除复杂、冗余的函数项，从而加快遗传规划的收敛速度，最后通过 GP 进化可
获得简单、可靠、准确的线参数非线性模型。发动机起动过程试车数据建模和与支持向量机的    
比较证明，这种方法可以产生适用性好、解析性强的线参数非线性模型，产生的模型可获得与    
支持向量机相当甚至更优的结果。 
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During use and operation of aero-engine, the 
start process is an important phase, which is a key 
precondition before going into normal working 
status. The start process is the foundation of start 
process control design and simulation. But due to its 
extreme complexity and lacking of low speed part 
characteristics, the traditional thermal dynamic 
model is hard for practical use. 
Data-driven modeling technique only requires 
observed input-output data regardless of complex 
physical or chemical process to obtain a commend-
able model representing the given complex process. 
This virtue makes it popular and effective for 
nonlinear dynamic process modeling. Recently, 
there are some research achievements of nonlinear 
modeling available for complex nonlinear plant 
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such as aero-engine. There are two basic and influ-
ential methods available for generality.  
The first method is to use nonlinear approxi-
mator like neural networks and support vector ma-
chines. These methods own satisfactory approxima-
tion ability but lack obvious physical signification. 
In Ref.[1], the BP neural network is adopted in 
aero-engine flight process modeling and obtains 
much better effect. Yet, the BP neural network 
model has many limitations and shortingcomings 
that cannot be conquered, and this makes the model 
lack universality for practical use. In Ref.[2], the 
RBF neural network is tried in aero-engine start 
process modeling. Due to its much better vector 
character, the whole performance outperforms BP 
neural network. Yet, this method still has some un-
solved problems, i.e., local minima and center node 
selection. In Refs.[3,4], the SVM is successfully 
applied to aero-engine start and flight process mod-
eling. This method is superior to neural network, 
and the obtained model has rather praisable gener-
alization ability for complex process modeling, but 
this method is possessed of kernel parameter selec-
tion problem and much complex algorithm that is 
hard for real-time modeling. In Ref.[5], the Genetic 
Programming(GP) is applied in complex chemical 
process modeling, whereas the model generated by 
the traditional GP may be too complex to use in 
practical engineering applications.  
The second method is to use linear-in-parameter 
models, which have obvious physical meanings and 
many commendable virtues such as fast response, 
satisfactory precision and easy implementation in 
hardware for practical engineering use. In Ref.[6], 
the Volterra series model applied to a simple dy-
namic model of a given aero-engine is investigated. 
Yet, the nonlinear kernel determination is an awk-
ward problem worth further investigating, because 
with the increase of identification parameters num-
ber, the expected kernel numbers should increase 
sharply to meet the requirement of precision. Thus, 
it is hard to use Volterra series model for practical 
application, especially for complex multivariate 
process. Except that, the NAARX (Nonlinear Addi-
tive AutoRegressive models with eXogenous inputs 
models)[7] and polynomial ARMA[8] are also suc-
cessfully applied to complex process modeling. 
Among the former modeling methods, the  
model structure is a very important job and has no 
effective rigid theory support. For linear models, the 
model structure can be determined by prior deter-
mined or some information criterion such as Akaike 
Information Criterion(AIC), Final Prediction Error 
(FPE), Minimum Description Length (MDL), and 
the model structure selection is quite straightfor-
ward. Moreover, these criterions for linear models 
are expected to obtain satisfactory engineering ap-
plication results. Yet, for nonlinear model structure 
selection problem, there are relatively little 
works[9,10] available. The application of traditional 
model selection methods is very restricted and nar-
row. What’s more, it requires more experiences of 
the users. After the model order selection procedure, 
model parameters should also be estimated. So the 
automatization degree and applicability of these 
methods are quite limited. 
To overcome the former difficulties of structure 
selections and parameter estimations in those tradi-
tional methods, this paper combines the symbol re-
gression function of Genetic Programming [11] with 
Orthogonal Least Squares algorithm (OLS) [12], 
proposes a novel Parsimonious Genetic Program-
ming (PGP) algorithm together with an accompa-
nying model structure selection method and gives a 
novel aero-engine start process modeling method 
consequently. Finally, the test data modeling of 
aero-engine start process is conducted to investigate 
whether the proposed method is effective.  
1  Linear-in-Parameter Models and PGP 
When the information necessary to build a 
fundamental model of dynamical processes is lack-
ing or renders a model that is too complex for an 
on-line use, the empirical modeling is a viable alter-
native. Empirical modeling is a process of transform- 
ing available input-output data into a functional rela-
tion that can be used to predict future trends. In this 
section, the most widely used linear-in-parammeter 
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models will be briefly reviewed. 
1.1  Linear-in-parameter models 
(1) Representation and parameter estimation  
For the given observed inputs ),1([)}({ uku k =  
)](,),2( kuu " and outputs "),2(),1([)}({ yyky =  
)],(ky  the linear-in-parameter model of a discrete 
input-output dynamical model is expressed as 
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where F1,⋯,FM are nonlinear basic functions; p1,⋯, 
pM denote model parameters; M is the nonlinear  
basic function number; nd represents the dead time,  
x(k) is the model input; e is the error; nb, na and ne 
represent the input, output and error orders respec-
tively. 
The most important advantage of lin-
ear-in-parameter models is that the parameter esti-
mation can be done by solving the following ex-
treme problem 
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where 2χ is the square deviation required for mini-
mization; N is the data number; ],,,[ 21 Mppp "=p   
denotes the parameter vector, and the optimum pa-
rameter vector pˆ can be obtained via minimum least 
squares conveniently  
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(2) OLS evaluation and model selection 
The OLS algorithm is an effective algorithm to 
determine which function terms are significant in a 
linear-in-parameter model. The OLS introduces the 
error reduction ratio (err) which is a measure of the 
decrease in the variance of output contributed by a 
given function term. The compact matrix form cor-
responding to the linear-in-parameter model (1) is 
eFpy +=                (5) 
where; F is the regression matrix; p is the parameter 
vector; e is the error vector. The OLS technique 
transforms the columns of F matrix into a set of 
orthogonal basis vectors in order to inspect the indi-
vidual contribution of each term. Assume that the 
regression matrix F can be orthogonally decom-
posed as F=WA, where A is an M×M unit triangu-
lar matrix and W is an N×M matrix with orthogonal 
columns in the sense that W TW=D diagonal matrix 
(N is the length of y vector, M is the number of re-
gressors). After that one can calculate the OLS aux-
iliary parameter vector g 
yWDg T1−=                (6) 
where gi is the corresponding element of the OLS 
solution vector, and the output variance (yTy)/N can 
be expressed as 
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Thus, the error reduction ratio for correspond-
ing basic function term Fi can be represented by  
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The problem of model structure selection for 
linear-in-parameter models is to find the appropriate 
nonlinear Fi functions. Basically, there are two 
widespread methods available. 
The first method generates all of the possible 
model structures, evaluates each and selects the best 
according to error criterion. The second method 
treats this problem as an optimization problem, and 
solves it based on a heuristic search algorithm.  
The bottleneck of the first method is that there 
are a vast number of possible structures, hence, in 
practice, it is almost impossible to evaluate all of  
them, especially in large scale multivariate complex 
process. Even, if the set of the possible structures is 
restricted to polynomial models, the number of possi- 
ble terms could be very large. e.g., if the number of 
regressors is m and the maximum polynomial degree 
is d, the number of parameters (number of  
polynomial terms) is 
!!
)!(
p md
mdn += . And if m=5,  
and d=3, then np= 56. This method is only proper 
and applicable for very simple system. 
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In the second method the structure selection 
problem is transformed into an optimization prob-
lem, in which the search space consists of possible 
structures. This method uses a heuristic algorithm, 
which can greatly cut down the complexity of 
searching for optimum structure. Thus it can be used 
for rather complex process. This method will be  
focused in this paper. 
1.2  Parsimonious genetic programming 
The Genetic Programming is a symbolic opti-
mization technique, developed by John Koza. It is 
an evolutionary computation technique (e.g., Ge-
netic Algorithm, Evolutionary Strategy) based on 
the so called tree representation. This representa-
tion is extremely flexible, since trees can represent 
computer programs, mathematical equations or 
complete models of process systems. 
(1) Model representation and decomposition  
For genetic programming, each potential solu-
tion is represented by a structure of several symbols. 
One of the most popular methods for representing 
structures is the binary tree. A population member 
in GP is a hierarchically structured tree consisting of 
functions and terminals. The functions and termi-
nals are selected from a set of functions (namely, 
operators) F and a set of terminals T. The set of op-
erators F can be }log,,/,,*,,{ "−+ etc., while the 
set of terminals can be variables and constants. Now, 
a potential solution may be depicted as a rooted, 
labeled tree with ordered branches, using operations 
(internal nodes of the tree) from the function set and 
arguments (terminal nodes of the tree) from the ter-
minal set. 
Generally, the GP creates nonlinear models and 
not only linear-in-parameter models. To avoid 
nonlinearity in generated models, the parameters 
must be removed from the set of terminals, i.e., it 
only contains variables )}(,),({ 1 kxkxT m"= , 
where )(kxi  denotes the ith regressor variable. 
Hence a population member represents only the Fi 
nonlinear function. The parameters are assigned to 
the model after extracting the Fi function terms from 
the tree, and they are determined using LS algo- 
rithm. 
A simple method for the decomposition of the 
tree into basic function terms is used. The subtrees, 
which represent the Fi function terms, are deter-
mined by decomposing the tree starting from the 
root as far as reaching the nonlinear nodes (nodes 
which are not ''+  or ''− ), e.g., simple model 
331212310 )( xpxpxxxppy ++++= (See Fig.1) is used 
for explanation of the decomposition process. The 
root node is a ''+  operator, so it is possible to de-
compose the tree into two subtrees: A and B trees. 
The root node of the A tree is again a linear operator, 
so it can be decomposed into C and D trees. The 
root node of the B tree is a nonlinear node‘/’, so it 
cannot be decomposed. The root nodes of C and D 
trees are nonlinear too, so finally the decomposition 
procedure results in three subtrees: B, C and D, and 
these subtrees are called basic function terms. Based 
on the result of the decomposition, it is possible to 
evaluate the contribution of each basic function 
term to the model error reduction with OLS algo-
rithm and assign parameters to the basic function 
terms. 
 
 
 
 
 
 
 
 
 
(2) Genetic operators 
The GP works with a set of individuals (poten-
tial solutions), and these individuals form a genera-
tion. In every iteration, the algorithm evaluates the 
individuals, selects the individuals for reproduction, 
generates new individuals by mutation, crossover 
and direct reproduction, and finally creates the new 
generation.  
The initial step is the creation of an initial 
population. Generally it means generating the indi-
viduals randomly to achieve high diversity. 
The consequent step is fitness evaluation, i.e., 
 
Fig.1  Model representation tree and basic function 
term decomposition 
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calculation of fitness values of individuals. Usually, 
the fitness value is calculated based on a cost func-
tion. 
After that, in the selection step, the algorithm 
selects the parents of the next generation and deter-
mines which individuals will survive from the cur-
rent generation. The roulette-wheel selection is used, 
namely, every individual has a probability to be se-
lected as parent, and this probability is proportional  
to fitness value ∑= i
i
i f
fP . When an individual is 
selected for reproduction, three operations can be 
applied: direct reproduction, mutation and crossover 
(recombination). Where, the probability of mutation 
is Pm, the probability of crossover is Pc, and the 
probability of direct reproduction is 1-Pm-Pc. The 
direct reproduction puts the selected individual into 
the new generation without any change. In mutation 
a random change is performed on the selected tree 
structure by a random substitution. If an internal 
element (an operator) is changed to a leaf element 
(an argument), the structure of tree will change too. 
In this case, one has to pay attention to the structure 
of the tree to avoid bad-formed binary trees. In 
crossover two individuals are selected, and their tree 
structure is divided at a randomly selected crossover 
point, and the resulting sub-trees are exchanged to 
form two new individuals. There are two types of 
crossovers, one-point crossover and two-point 
crossover. For one-point crossover, the same one 
crossover point is selected for the two parent-trees. 
For two-point crossover, the two parent-trees are 
divided at different two points. 
Before the new individuals being inserted in to 
the population, it is necessary to eliminate the old 
individuals.The Elitist replacement strategy with a 
generation gap Pgap parameter is applied in order to 
keep the best solutions and make the population 
more diverse, e.g., the Pgap= 0.9 means that 90% of 
population is erased and only the best 10% will sur-
vive and be inserted into the next generation. 
(3) Fitness function 
The fitness function has two-aspect meaning: 
one side, it reflects the goodness of a potential solu-
tion towards the cost functions; on the other side, it 
reflects the selection probability. Usually, the fitness 
function is based on the square error between esti-
mated and observed outputs. However, during 
symbolic optimization, it is worth using correlation 
coefficient instead of square error. Because the GP 
can result in rather complex models, the consistency 
against accuracy must be balanced. A good model is 
not only accurate but simple, transparent and inter-
pretable too. In addition, a complex model results in 
over-parameterized model, which decreases the 
generalization performance of the model. Hence a 
penalty term in the fitness function is used 
))(exp(1 21 aLa
rf
i
i
i −+=         (9) 
where fi is the fitness; ri is the correlation coefficient; 
Li is the number of nodes in the representation tree; 
a1 and a2 are the parameters of penalty function. 
When generated models are too complex, the fitness 
value will decrease. So the effective method is to 
erase those complex function terms with minor con- 
tribution to model error reduction, where the OLS 
can be used for function term evaluation and re-
dundant term elimination.  
(4) Proposed PGP algorithm 
To improve the GP algorithm, eliminate re-
dundant and complex term with little contribution to 
error reduction, enhance convergence speed of GP, 
and obtain simplified and precise lin-
ear-in-parameter models, this paper proposes an  
improved GP algorithm called Parsimonious Ge- 
netic algorithm (PGP). Detail algorithm is shown 
below. 
Step 1, Generate initial population; 
Step 2, Do OLS evaluation: ①Basic function 
decomposition ②Calculate error reduction error via 
OLS ③Erase redundant function term according to 
OLS threshold; 
Step 3, Do genetic operations given in Section 
1.2(2); 
Step 4, Judge whether terminal principle is sat-
isfied. If satisfied, go to Step 5, else go to Step 2; 
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Step 5, output optimum model and end the 
flow. 
2 Aeroengine PGP Linear-in-Parameter 
Start Model 
2.1  Model and method 
As is known to aerial engineers, the 
aero-engine start process is extremely complex, and 
how to obtain the correct and rigid model is still left 
open. This is because the characteristics of 
aero-engine part such as compressor and turbine are 
unknown and cannot be obtained through traditional 
thermal dynamic model under low speed circum-
stance. Generally, there are two methods: one is to 
improve the thermal dynamic model by supple-
menting sufficient data, the other is to use 
data-driven method to model the given start process. 
The former is too difficult to use in fact, so it may 
be wise to use data-driven methods to get the prom-
ising engineering model. Here the PGP is used to 
model the start process of a given aero-engine.  
Before modeling, the inputs and outputs should 
be first made clear. Firstly, there is inertia, so low 
speed N1 and high speed N2 are necessary. Secondly, 
the burning characteristics and heat loss affect start 
process heavily, and thus the gas temperature before 
turbine T4 should be considered also. Yet, due to the 
restrictions of measurement sensor, it’s hard to meas-
ure directly because of too high temperature. So it is 
wise to the use the gas temperature after turbine T5 to 
replace T4. Except previous factors, the characteristics  
of the starter such as torque characteristic Tqst, load 
drag torque characteristic Tqf, and fuel supply rule of 
the main burner mf, atmosphere condition (T0, p0), etc., 
should also be considered. Three groups of start 
process data are collected on  the same condition, 
and suppose that the fuel supply tuning could not af- 
fect the load drag toque characteristic during the start 
process. Thus, the atmosphere condition and load 
resistance can be neglected. What’s more, because the 
fuel supply signal mf fluctuates acutely and distorts 
badly below idle speed and this make it difficult to 
measure directly, here the fuel supply signal pf is 
proposed to be used instead.  
2.2  Application example 
Now, the inputs {N1, N2, N5, pf, Tqst} and out- 
puts {N1, N2, T5} can be determined. The following 
data processing method is used to try to eliminate 
the error caused by physical variable or order of 
magnitude. 
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So as to show the superiority of PGP, two PGP 
models and SVM model are compared. First,   
terminal operator set T={pf, Tqst, N1, N2, T5} is quite 
straightforward. Then, due to its strong nonlinearity, 
two arithmetic operator sets are used, i.e., F1= {+, 
*}, F2 = {+, *, }, accordingly denote as PGP 
model 1 and PGP model 2.   
Select one group without fuel supply tuning as 
training data, and use PGP to model automatically. 
After deliberate experiments, the PGP settings as 
Table 1 can achieve the satisfied results. To investi-
gate its applicability, the other two groups of data 
with fuel supply tuning (one tuning the 
fuel-supply-adjusting screw clockwise and the other 
anticlockwise) are tested. Also one order SVM state 
model for aero-engine start is investigated, and 
10-fold cross validation is used for kernel parameter 
(σ, C,ε) selection (Table 3). 
Table 1  PGP settings 
Parameter name Parameter value 
Population size 50 
Evolution generation 5 000 
Selection method Roulette wheel  
Crossover method Single point  
Replacement method Elitist replacement 
Generation gap 0.8 
Crossover probability 0.8 
Mutation probability 0.2 
Maximum tree depth 5 
Maximum model order 5 
OLS threshold 0.000 1 
Penalty parameters (a1, a2) (0.5,45) 
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Table 2  PGP model error 
PGP Model 1 PGP Model 2 
Error 
N1/% N2/% T5/℃ N1/ % N2/% T5/℃
No Tuning 0.28 0.81 1.2 0.25 0.80 0.8 
Clockwise 5.87 1.96 0.8 5.46 1.19 0.2 
Anticlock-
wise 
5.98 1.97 1.1 5.56 1.16 0.7 
Table 3  Two SVM model error (with 10-fold CV) 
 (2.8, 100, 0.008)  (2.8, 50, 0.01) 
Error 
N1/% N2/% T5/℃ N1/% N2/% T5/℃
No Tuning 0.30 1.01 6.9 0.32 0.98 7.8 
Clockwise 4.66 1.20 7.8 4.05 0.98 7.2 
Anticlock-
wise 
4.68 1.26 1.8 4.03 1.05 0.9 
3  Presentation of Results 
Results of the dynamic models are shown be-
low in Eq.(11) and Eq. (12). Errors are reported in 
Table 2 and Table 3. The three groups of training 
and testing results are shown in Fig. 2-Fig.4.  
From the above results, it can be concluded 
that both PGP model 1 and SVM model have satis-
factory results, but PGP fits better than SVM, and 
PGP model 2 is better than PGP model 1 because of 
us- ing nonlinear arithmetic operator '' . In this 
example, experience is also got, i.e., if there is obvious 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
nonlinearity, adopting nonlinear arithmetic operator 
{ , log, exp} is expected to obtain promising re-
sults. 
Compared to SVM model, one side, the gener-
 
Fig.2  PGP modeling results without tuning fuel-supply-adjusting screw 
Fig.3  PGP model testing results with tuning fuel-supply-adjusting screw anticlockwise 
Fig.4  PGP model testing results with tuning fuel-supply-adjusting screw clockwise 
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alization error of low speed N1 is slightly larger than 
SVM. This is probably because of the improper  
PGP settings or the algorithm running into local 
minima. The phenomenon is worth further investi-
gating. On the other side, the generalization errors 
of high speed N2 and gas temperature after turbine  
T5 are comparable to SVM, even superior to SVM, 
and especially the results of PGP model 2 are more 
commendable. So it is convictive to conclude that 
the PGP suits well for complex process modeling. 
4  Conclusions 
This paper proposes a novel GP algorithm 
called PGP for nonlinear structure selection of lin-
ear-in-parameter models. The method uses GP to 
generate nonlinear input-output models represented 
in tree structure. The main idea of the paper is to 
apply orthogonal least squares algorithm (OLS) to 
estimate the contribution of the branches of the tree 
to the accuracy of the model order. Results of the 
application to real aero-engine start process show 
that the proposed PGP algorithm can identify the 
dynamic characters correctly even lack of system 
structure prior knowledge. It is a promising method 
for complex process modeling. 
Yet, the PGP algorithm is still naive and there 
are some open issues that should be noted and worth 
investigating further. One important problem is that 
the results are random and sometimes unstable due 
to some bad initial population. Another one is to set 
PGP parameters like crossover probability, mutation 
probability properly, i.e., different parameters may 
cause different results. Moreover, choosing the op-
timum GP parameters are still open and challenging 
in evolutionary computation area, since there are no 
effective tools or algorithms available. In short, ini-
tial population generation, proper PGP parameter 
settings and stability enhancement should be the key 
problems in future PGP algorithm developments. 
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