In this paper, we have discussed the Bayesian procedure for the prediction of the future samples from inverse Weibull (IW) distribution under Type-II hybrid censoring scheme. Bayes estimators along with the corresponding highest posterior density (HPD) credible intervals have also been constructed for the parameters of IW distribution. The performance of the Bayes estimators of the model parameters has been compared with the maximum likelihood estimators through Monte Carlo Markov chain (MCMC) techniques. Finally, a real data set has been analysed to illustrate the discussed methodology.
Introduction
Prediction of the future samples based on current sample information (called informative sample) is very interesting topic in Statistics. The statistician, engineers, and other applied scientists have been using the prediction techniques for the various purposes. In Reliability analysis, life-tests are performed to observed the life of the experimental units put on test. In such a life test, some surviving units are removed or lost due to time and cost constraints or due to immediate needs of the units for other purposes. The data obtained from such a life-test are generally censored samples. In practice, the experimenter would like to know the failure times of the removed surviving units (censored units) based on observed data. This problem leads to the prediction of the future sample based on censored sample.
The conventional Type-I and Type-II censoring schemes have been most widely discussed in Reliability/Survival theory. Both Type-I and Type-II censoring scheme have their advantages and disadvantages. In Type-I censoring scheme, the test is terminated as soon as pre-fixed (T 0 ) time has been reached while in Type-II censoring scheme, the test is stopped as soon as pre-fixed number (R) items have failed. Thus, Type-I censoring scheme controls the duration of the test and efficiency of the test may be too low as the number of failure items is random where as Type-II censoring scheme controls the efficiency of the test and the termination time of the test is random since failure of the Rth item is uncertain.
[10] have introduced a more flexible censoring scheme, a mixture of Type-I and Type-II censoring schemes, named as hybrid censoring scheme. Hybrid censoring scheme is of two types namely (i) Type-I, and (ii) Type-II hybrid censoring schemes like as the conventional Type-I and Type-II censoring scheme. In Type-I hybrid censoring, the test is terminated at a time T 1 = min(X R , T 0 ), where X R represents the failure time of the Rth item and T is the pre-fixed maximum allowable time of the test. In Type-II hybrid censoring, the test is terminated at a time T 2 = max(X R , T 0 ). It is clear that the test have at least R failure items in Type-II hybrid censoring scheme where as in Type-I hybrid censoring scheme, the test can never be reached beyond the time T 0 . Many authors have discussed the estimation procedures of the parameters of the various life-time models under Type-I hybrid, see for example [21, 16, 24, 12] and Type-II hybrid [6, 11, 23, 2] censoring schemes. [19] and [7] have derived the density of the rth future sample by using the concept of the Bayesian predictive posterior from Type-II censored sample follow the exponential distribution. Since then, Bayesian prediction problems for Type-I and Type-II censored data have been discussed by several authors, see the references cite in [1] but the limited attention has been paid for Bayesian prediction under hybrid censoring schemes. For exponential distribution under Type-I hybrid censoring scheme, [8] have discussed the two-sample Bayesian prediction of the future lifetimes and [9] have developed the classical prediction intervals for future failures. Recently, [1] and [26] considered a general form for the underlying distribution along with its general conjugate prior and have discussed the procedure for determining the one and two-sample Bayesian prediction intervals for future lifetimes based on a Type-II and Type-I hybrid censored sample respectively. The inverse Weibull distribution has the following density function
The cumulative distribution function (CDF) of (1) is given by
The inverse Weibull distribution is found to be very appropriate over Weibull distribution when data indicates the non-monotone hazard rate. There are various real life examples where data don't shows the monotone hazard rate. For example, [18] have studied breast cancer data and observed that the mortality increases initially, reaches to a peak after some time and then declines slowly i.e., associated hazard rate is modified bathtub or particularly uni-modal. Such types of data can be modelled through IW distribution.
Since last decade, the inverse Weibull distribution is increasingly attracting the attention of the researchers. [4] have discussed the Two-sample Bayesian prediction for inverse Weibull distribution from complete sample of observations. [17] have derived the one and two sample predictive posteriors of the future order statistics from IW distribution under Type-II censoring scheme. Recently, [27] have discussed the classical as well as Bayesian estimation procedures for the estimation of the unknown parameters of inverse Weibull distribution under conventional Type-I and Type-II censoring schemes. In addition, [14, 15, 29, 22] can be referred to the readers for more detail on inverse Weibull distribution and related inferences. All references cited above discuss the estimation procedures for IW distribution under only complete sample of observations or Type-II censoring but not for more realistic and advanced censoring scheme such as hybrid censoring, progressive censoring and progressive hybrid censoring schemes etc. In this paper, we, therefore, have developed the Bayesian procedures for the estimation of the parameters and prediction of the future observations from IW distribution under Type-II hybrid censoring scheme.
In the lieu of above, the rest of the paper has been organized in the following sections. In section 2, the likelihood function has been derived for Type-II hybrid censored sample. The Bayesian estimation procedure for the estimation of the parameters of IW distribution has been developed in section 3. In section 4, a Monte Carlo simulation study has been carried out to compare the performance of the maximum likelihood and Bayes estimators of the model parameters. In section 5, one and two sample predictive posteriors of future samples have been derived. A real data set has been analysed in section 6. Finally, conclusions have been given in section 7.
2 Likelihood based on Type-II hybrid censored sample Let n identical units follow the inverse Weibull distribution (1) are put on test and the test is terminated at a prespecified time (say, T ) or when pre-determined number of failures (say, R) whichever occurs later i.e. max (X R:n , T ). Under such a type of experiment, the data can be obtained in the following ways:
It is clear that this sampling procedure provides at least R sampling units for further analysis. The sample {X R+1:n , X R+2:n , ..., X n:n } and {X k+1:n , X k+2:n , ..., X n:n } are unobserved sampling units in case-I and case-II respectively. Then, the likelihood function under such Type-II hybrid censoring scheme can be defined as
Where,
The MLEsα andλ of α and λ respectively, can be obtained as the pair of two real values for which likelihood function is to be maximised. Alternatively, for optimizing the log-likelihood function with respect to the involved parameters, one can use the inbuilt packages like nlm() and optim() of the R-software [25] . The log-likelihood function is given by
Bayes estimation
In this section, we have discussed the Bayesian estimation procedure for the parameters of IW distribution under Hybrid Type-II censoring scheme. In Bayesian set-up, we need to assume a prior distribution of the model parameters. Here, we assumed that the model parameters α and λ follow the independent gamma prior density of the following forms:
Where, a, b, c and d are the hyper-parameters. Then, the joint posterior PDF of α and β is defined as
Where, C is the normalizing constant. It is well established that the Bayes estimate of the parameter under squared error loss can be simply defined as the mean of the respective marginal posterior. The Bayes estimates of α and λ can be obtained aŝ
respectively. It can be seen that the above expressions (8, 9 ) cannot be obtained in nice closed form and one needs numerical approximation. Therefore, we proposed to use the Monte Carlo Markov chain (MCMC) methods namely Gibbs sampler [28, 30] and Metropolis Hastings algorithm [13, 3] , to draw the random sample from the joint posterior so that sample based inference can be performed. For implementing the Gibbs algorithm, the full conditional posterior densities of α and β are given by
The Gibbs algorithm simulation process consist of the following steps:
Step 1. Start with j=1 and initial value of λ (0) , α (0) , then, at stage j
Step 2. Using Metropolis-Hastings, generate
Step 3. Using Metropolis-Hastings, generate
Step 4. Repeat steps 2-3 for all j= 1, 2, ..., M and obtained
Step 5. The Bayes estimates of α and λ under squared error loss, can be obtained as the mean of the simulated samples form their posteriors. Then, the formulae for obtaining the Bayes estimates of α and λ are given
Once, we have the desired posterior sample from (7), the HPD credible intervals for α and λ can be constructed by using algorithm given in [5] . Let {Θ (i) ; i = 1, 2, ..., M } be the corresponding ordered MCMC sample of
, where j * is chosen so that
Here, [x] denotes the largest integer less than or equal to x. Then the HPD credible interval is that interval which has the shortest length.
Comparison study
This section consists the simulation study to check the performance of the discussed estimators on the basis of generated sample from IW distribution. The performance of the competitive estimators has been compared on the basis of their mean square errors (MSEs). For this purpose, we have generated a random sample of size n(= 20 small, 30 moderate, 50 large) from IW distribution for fixed values of α = 1.5 and λ = 2. To view the effect of the hybrid censoring scheme on the performance of the estimators, we have taken different combinations of the censoring parameters (R, T ). The simulation results are summarised in Table 1 . To carry out this comparative study, we follow the following steps:
Step 1. Set n, α, λ, R and T .
Step 2. Generate n standard uniform variates i.e. U ∼ U nif orm(0, 1).
Step 3. Generate the sample of size n from IW distribution by using the following formula
Step 4. Apply Hybrid sampling procedure and obtain the hybrid Type-II censored sample of size n 0 , R ≤ n 0 ≤ n.
Step 5. Obtain the maximum likelihood estimates of α and λ asα andλ
Step 6. Initialize the values of {α (0) , β (0) }
Step 7. Take a = b = c = d = 0 for non-informative prior (Bayes1), and b/a = α, d/c = λ for gamma prior (Bayes2).
Step 8. At stage j, by using previous points, generate candidate points {α
Here, we take independent proposals for π 1 and π 2 as the asymptotic normal distributions of their MLEs.
Step 9. Generate u ∼ U (0, 1) and set,
otherwise and then,
Step 10. Repeat steps 8-9 for all j= 1, 2, ..., M(=10000) and obtained (
Step 11. Under squared error loss, the Bayes estimate is the mean of the posterior distribution i.e.α B ≈
λ k , where, M 0 (= 1000) is the burn-in-period of the Markov Chain.
Step 12. Repeat steps 2-10, 1000 of times and obtain average maximum likelihood and Bayes estimates of the parameters and corresponding mean square errors by the following formulae,ᾱ = α/1000, M SE(α)
From Table 1 , the following concussions can be made,
• The MSEs of all the estimators (MLEs and Bayes) decreases as sample size n increases i.e. all estimators become more efficient with increasing sample size.
• For fixed values of n, the MSEs of all the estimators decreases as censoring parameters R and T increases.
• In all the considered cases, the MSEs of the MLEs and Bayes estimators under non-informative and gamma priors can be ordered in the following way; MSE(mle) > MSE(Bayes1) > MSE(Bayes2). Thus, the Bayes estimators perform well in the comparison of the MLEs. 
Putting (1) and (2) in (12), we get
For Case-II:
n > T ; k < s ≤ n and K is a random variable, represents the number of x i s that are at most T. Then, we have
By substituting (1) and (2) in (13), then equation (13) becomes
The predictive posterior density of sth future observation under Type-II hybrid censoring scheme can be defined as
From equations (13), (15) and (16), the predictive posterior of sth future sample is given by For Case I:
For Case II:
Under square error loss, the Bayes estimates of the future samples are the mean of their posterior distributions and very difficult to obtain since the posteriors (17,18) can not be tackled analytically. Therefore, we proposed to use the M-H algorithm to draw the sample from the predictive posteriors (17, 18) and summarise the characteristics of the posteriors on the basis of that generated samples. The two sided 100 (1 − α) % prediction intervals (L s , U s ) for y (s) by solving the following two equations:
Confidence intervals can be obtained by using any suitable iterative procedure as above equations cannot be solved directly.
Two sample prediction
In some case, we are interested in the failure time of the sth ordered sample of size N from the same life time distribution and which is independent of informative sample i.e. p y
This leads to the two sample prediction problems. The PDF of sth order statistics is given by
Putting (1) and (2) in (21), we get
Two sample predictive posterior density of sth future observation under Type-II hybrid censoring scheme is given by
The equation (23) cannot also be evaluated analytically. Therefore, to obtain the estimate of future sample, the M-H algorithm is again used to draw the sample from equation (23) . Then, we can estimate the two sample future observations under SELF as the mean of simulated sample drawn from (23) . The survival function of future sample can be simply defined as
We can also obtain the two sided 100 (1 − α) % prediction intervals (L s , U s ) for y (s) by solving the following two equations:
Confidence intervals can be obtained by using any suitable iterative procedure as above equations cannot be solved directly. Alternatively, for obatining the predictive bounds of future samples, we can also use the sampling based approach developed by [5] .
Real data illustration
In this section, to illustrate our discussed methodology, we have considered a data set representing the maximum flood levels ( [20] has discussed this data set to obtained the conditional confidence intervals for the parameters of IW distribution.
We have checked the suitability of the IW distribution to this real data set over more popular life-time models namely gamma, Weibull, flexible Weibull, and log-Normal. The model comparison criterion, Akaikes information criterion (AIC), Bayesian information criterion (BIC), and the measure of goodness-of-fit, K-S statistics are calculated from real data set by using the maximum likelihood estimates of the parameters of the above five models and summarised in Table 2 . The Q-Q plots and fitted distribution functions of above four model for real data set are plotted in Figures 1. From Table 2 and Figure 1 , one can easily conclude that the IW distribution gives better fit than the above four competitive distributions. For analysing this data set under Type-II hybrid censoring scheme, we have considered the two censoring schemes as: Scheme 1: R=16, T=0.5 Scheme 2: R=12, T=0.4
For both censoring schemes, the maximum likelihood estimates and the Bayes estimates alongwith 95% confidence intervals (CI) and HPD credible intervals are obtained and presented in Table 3 . For obtaining the Bayes estimates for real data set, non-informative prior is considered in the lack of prior information. The width of the CI and HPD intervals increases as R and T decreases although the width of the HPD intervals are smaller than that of CI.
For one and two sample predictive posteriors, we have considered the uniform proposals U (X R or T, a 1 ) and U (0, a 2 ) to the MH algorithm respectively. Where, a 1 and a 2 can be set by the experimenter at which a generated sequence reached to its stationary distributions with desirable acceptance rate. The sample based summary of one sample predictive densities of future failures for different values of s has been presented in Tables 4 and 5 under scheme 1 and 2 respectively. Table 6 shows the characteristics of two sample predictive densities of future samples under scheme 2. From Tables 4-6, it is to be observed that the posterior standard error (PSE) of future ordered sample and corresponding width of the predictive bounds increase as s increases. have been compared though Monte Carlo simulation. In all the considered cases, Bayes procedure provides the more efficient estimates of the model parameters with smaller confidence intervals width. One and two sample predictive posteriors of future observations have been derived in the presence of Type-II hybrid censored sample. The predictive posterior becomes quit complicated as it contains many integrals and sums and can not be obtained in any standard closed form. The MCMC technique, Metropolis-Hastings algorithm, has been effectively utilized to draw the samples from predictive posteriors. Finally, the methodologies discussed in this paper can be recommended for their use where the IW distribution is applied.
