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Standard version of recurrent neural network language model (RNNLM) has shown modest 
results in language modelling of Russian. In this paper we present a special modification of 
RNNLM making separate predictions of lemmas and morphology. New model shows superior 
results compared to Knesser-Ney language model both in perplexity and in ranking experiment. 
At the same time morphology integration has not shown any improvement.
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В статье представлены данные экспериментов по использованию рекуррентных нейронных 
сетей для языкового моделирования русского языка. Ранее уже была продемонстрирована 
невысокая эффективность стандартной архитектуры рекуррентной нейронной сети для 
моделирования русского языка. В данной статье рассматривается модель, осуществляющая 
предсказание леммы и морфологии последующего слова отдельно. Показано, что модель, 
использующая только леммы, превосходит n-граммную модель Кнессера-Нея как по перплексии, 
так и в простом эксперименте по ранжированию гипотез в распознавании речи. В то же 
время попытки внедрения морфологии в обучение нейронной сети не приводят к улучшениям. 
Ключевые слова: языковые модели, рекуррентная нейронная сеть, флективные языки, 
распознавание речи.
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Введение
Известно, что проблема статистического моделирования флективных языков представля-
ет большую сложность, чем английского языка [1]. Основные проблемы возникают вследствие 
большого количества морфологических форм слов (лемм) и более свободного порядка слов 
[2]. Обе проблемы в результате усиливают разреженность данных и снижают эффективность 
n-граммных моделей. 
В то время как использование n-граммных моделей на первых стадиях распознавания се-
годня является стандартной практикой [3], возможности для последующей обработки в рамках 
алгоритма распознавания, осуществляющего несколько проходов по входным данным, гораз-
до шире. Например, для переранжирования гипотез, возвращаемых процедурой лучевого по-
иска Витерби, может быть использована морфологическая, синтаксическая и семантическая 
информация. В последнем случае значения слов представляются посредством вложения слов в 
некоторое векторное пространство. К методам, осуществляющим такие вложения, относятся: 
латентно-семантический анализ [4], вероятностное тематическое моделирование [5] или ней-
ронные сети [6]. В 2010 г. была представлена языковая модель на рекуррентной нейронной сети 
(RNNLM) [7]. Использование данной модели позволило улучшить предыдущие результаты на 
стандартных наборах данных как в перплексии, так и в пословной ошибке в экспериментах по 
распознаванию речи. Несмотря на то что модель была предложена для английского языка, в [8] 
были приведены обнадеживающие результаты, полученные на небольшом наборе данных для 
чешского языка. Сходство чешского и русского языков общеизвестно, а значит, перспективы 
применения рекуррентных нейронных сетей к русскому материалу выглядят многообещаю-
ще. Тем не менее эксперименты в [9] продемонстрировали в целом невысокую эффективность 
данной модели для русского языка. Параметры, используемые авторами, впрочем, не выглядят 
оптимальными с точки зрения качества модели, однако выбор именно таких параметров был, 
очевидно, продиктован необходимостью поддержки большого словаря – списка потенциаль-
ных словоформ.
Таким образом, проблема обучения рекуррентной нейронной сети для языков с богатой 
морфологией является более сложной, по крайней мере, если использовать оригинальный под-
ход из [7]. В дополнение к уже упомянутым трудностям, связанным с разреженностью дан-
ных, обучение модели, применяющий словник, содержащий все допустимые словоформы, 
потребовало бы слишком длительного времени. Более перспективным в этой связи выглядит 
использование сложных векторных моделей, отражающих сходство семантики слов [10, 11], 
для предсказания лемм с последующим выбором морфологической формы на основании более 
простых моделей. В данной статье рассматривается несколько рекуррентных архитектур, раз-
личающихся использованием морфологической информации: рассмотрена модель, полностью 
игнорирующая морфологию; модель, использующая морфологические признаки для предска-
зания лемм, и ее модификация, дополнительно осуществляющая предсказание морфологиче-
ской формы. 
Методология исследования
Рекуррентные нейронные сети впервые были рассмотрены Элманом в 1990 г. [12]. В дан-
ном исследовании также была высказана идея о применимости рекуррентной нейронной сети 
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для моделирования языка. Тем не менее вследствие значительной вычислительной сложности 
и отсутствия доступных лингвистических корпусов достаточного объема на тот момент метод 
не получил широкого распространения. 
Другой важной вехой в развитии нейросетевых языковых моделей является работа И. Бен-
джио (2003), в которой предлагается метод предсказания последующего слова по левому кон-
тексту длины n-1, таким образом формируя своего рода n-граммную нейросетевую модель n-го 
порядка. Однако в отличие от n-граммной модели в данном случае предсказание осуществля-
ется на основании вложений слов в векторное пространство RM. Каждое входное слово (до-
пустим, с индексом l) в словаре объемом |L| слов представляется в виде |L|-мерного вектора 
w =< 01,…,1l,0l+1,…,0|L| > с единственной ненулевой координатой wl = 1. На вектор слева умножа-
ется матрица U размерности M×|L|, что эквивалентно выборке l-го столбца U. Другими слова-
ми, U действует как словарная таблица, осуществляющая однозначное отображение слов на их 
векторные представления. 
Аналогичная техника была применена Т. Миколовым, который использовал рекуррент-
ную сеть Элмана для предсказания слов по контексту [7]. Результирующая модель описыва-
лась следующими уравнениями: 
 
Ɇɟɬɨɞɨɥɨɝɢɹ ɢɫɫɥɟɞɨɜɚɧɢɹ 
Ɋɟɤɭɪɪɟɧɬɧɵɟ ɧɟɣɪɨɧɧɵɟ ɫɟɬɢ ɜɩɟɪɜɵɟ ɛɵɥɢ ɪɚɫɫɦɨɬɪɟɧɵ ɗɥɦɚɧɨɦ ɜ 1990 ɝ. [12]. ȼ 
ɞɚɧɧɨɦ ɢɫɫɥɟɞɨɜɚɧɢɢ ɬɚɤɠɟ ɛɵɥɚ ɜɵɫɤɚɡɚɧɚ ɢɞɟɹ ɨ ɩɪɢɦɟɧɢɦɨɫɬɢ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ 
ɫɟɬɢ ɞɥɹ ɦɨɞɟɥɢɪɨɜɚɧɢɹ ɹɡɵɤɚ. Ɍɟɦ ɧɟ ɦɟɧɟɟ, ɜɫɥɟɞɫɬɜɢɟ ɡɧɚɱɢɬɟɥɶɧɨɣ ɜɵɱɢɫɥɢɬɟɥɶɧɨɣ 
ɫɥɨɠɧɨɫɬɢ ɢ ɨɬɫɭɬɫɬɜɢɹ ɞɨɫɬɭɩɧɵɯ ɥɢɧɝɜɢɫɬɢɱɟɫɤɢɯ ɤɨɪɩɭɫɨɜ ɞɨɫɬɚɬɨɱɧɨɝɨ ɨɛɴɟɦɚ ɧɚ ɬɨɬ 
ɦɨɦɟɧɬ ɦɟɬɨɞ ɧɟ ɩɨɥɭɱɢɥ ɲɢɪɨɤɨɝɨ ɪɚɫɩɪɨɫɬɪɚɧɟɧɢɹ.  
Ⱦɪɭɝɨɣ ɜɚɠɧɨɣ ɜɟɯɨɣ ɜ ɪɚɡɜɢɬɢɢ ɧɟɣɪɨɫɟɬɟɜɵɯ ɹɡɵɤɨɜɵɯ ɦɨɞɟɥɟɣ ɹɜɥɹɟɬɫɹ ɪɚɛɨɬɚ ɂ. 
Ȼɟɧɞɠɢɨ (2003), ɜ ɤɨɬɨɪɨɣ ɩɪɟɞɥɚɝɚɟɬɫɹ ɦɟɬɨɞ ɩɪɟɞɫɤɚɡɚɧɢɹ ɩɨɫɥɟɞɭɸɳɟɝɨ ɫɥɨɜɚ ɩɨ ɥɟɜɨɦɭ 
ɤɨɧɬɟɤɫɬɭ ɞɥɢɧɵ n-1, ɬɚɤɢɦ ɨɛɪɚɡɨɦ ɮɨɪɦɢɪɭɹ ɫɜɨɟɝɨ ɪɨɞɚ n-ɝɪɚɦɦɧɭɸ ɧɟɣɪɨɫɟɬɟɜɭɸ 
ɦɨɞɟɥɶ n-ɝɨ ɩɨɪɹɞɤɚ. Ɉɞɧɚɤɨ ɜ ɨɬɥɢɱɢɟ ɨɬ n-ɝɪɚɦɦɧɨɣ ɦɨɞɟɥɢ ɜ ɞɚɧɧɨɦ ɫɥɭɱɚɟ ɩɪɟɞɫɤɚɡɚɧɢɟ 
ɨɫɭɳɟɫɬɜɥɹɟɬɫɹ ɧɚ ɨɫɧɨɜɚɧɢɢ ɜɥɨɠɟɧɢɣ ɫɥɨɜ ɜ ɜɟɤɬɨɪɧɨɟ ɩɪɨɫɬɪɚɧɫɬɜɨ RM. Ʉɚɠɞɨɟ ɜɯɨɞɧɨɟ 
ɫɥɨɜɨ (ɞɨɩɭɫɬɢɦ, ɫ ɢɧɞɟɤɫɨɦ l) ɜ ɫɥɨɜɚɪɟ ɨɛɴɟɦɨɦ |L| ɫɥɨɜ ɩɪɟɞɫɬɚɜɥɹɟɬɫɹ ɜ ɜɢɞɟ |L|-ɦɟɪɧɨɝɨ 
ɜɟɤɬɨɪɚ w =< 01,…,1l,0l+1,…,0|L| > ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɧɟɧɭɥɟɜɨɣ ɤɨɨɪɞɢɧɚɬɨɣ wl = 1. ɇɚ ɜɟɤɬɨɪ 
ɫɥɟɜɚ ɭɦɧɨɠɚɟɬɫɹ ɦɚɬɪɢɰɚ U ɪɚɡɦɟɪɧɨɫɬɢ M×|L|, ɱɬɨ ɷɤɜɢɜɚɥɟɧɬɧɨ ɜɵɛɨɪɤɟ l-ɝɨ ɫɬɨɥɛɰɚ U.
Ⱦɪɭɝɢɦɢ ɫɥɨɜɚɦɢ, U ɞɟɣɫɬɜɭɟɬ ɤɚɤ ɫɥɨɜɚɪɧɚɹ ɬɚɛɥɢɰɚ, ɨɫɭɳɟɫɬɜɥɹɸɳɚɹ ɨɞɧɨɡɧɚɱɧɨɟ 
ɨɬɨɛɪɚɠɟɧɢɟ ɫɥɨɜ ɧɚ ɢɯ ɜɟɤɬɨɪɧɵɟ ɩɪɟɞɫɬɚɜɥɟɧɢɹ.  
Ⱥɧɚɥɨɝɢɱɧɚɹ ɬɟɯɧɢɤɚ ɛɵɥɚ ɩɪɢɦɟɧɟɧɚ  Ɍ. Ɇɢɤɨɥɨɜɵɦ, ɤɨɬɨɪɵɣ ɢɫɩɨɥɶɡɨɜɚɥ 
ɪɟɤɭɪɪɟɧɬɧɭɸ ɫɟɬɶ ɗɥɦɚɧɚ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɫɥɨɜ ɩɨ ɤɨɧɬɟɤɫɬɭ [7]. Ɋɟɡɭɥɶɬɢɪɭɸɳɚɹ ɦɨɞɟɥɶ 
ɨɩɢɫɵɜɚɥɚɫɶ ɫɥɟɞɭɸɳɢɦɢ ɭɪɚɜɧɟɧɢɹɦɢ:  
ܲሺݓ௞ȁݓ௧ିଵǡ ݄௧ିଵሻ ൌ ݕ௪ೖሺݐሻ, (1)
ݕሺݐሻ ൌ ݏሺܸ ȉ ݄௧ሻ, (2)





ͳ ൅ ݁ି௫ 





 ɫɨɮɬɦɚɤɫ-ɮɭɧɤɰɢɹ. xt  – ɜɟɤɬɨɪ ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɟɞɢɧɢɱɧɨɣ ɤɨɨɪɞɢɧɚɬɨɣ; ht – 
ɪɟɤɭɪɪɟɧɬɧɵɣ ɫɥɨɣ; y – ɜɵɯɨɞɧɨɣ ɫɥɨɣ, ɝɞɟ ɤɚɠɞɨɦɭ k-ɦɭ ɷɥɟɦɟɧɬɭ 




Ɋɟɤɭɪɪɟɧɬɧɵɟ ɧɟɣɪɨɧɧɵɟ ɫɟɬɢ ɜɩɟɪɜɵɟ ɛɵɥɢ ɪɚɫɫɦɨɬɪɟɧɵ ɗɥɦɚɧɨɦ ɜ 1990 ɝ. [12]. ȼ 
ɞɚɧɧɨɦ ɢɫɫɥɟɞɨɜɚɧɢɢ ɬɚɤɠɟ ɛɵɥɚ ɜɵɫɤɚɡɚɧɚ ɢɞɟɹ ɨ ɩɪɢɦɟɧɢɦɨɫɬɢ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ 
ɫɟɬɢ ɞɥɹ ɦɨɞɟɥɢɪɨɜɚɧɢɹ ɹɡɵɤɚ. Ɍɟɦ ɧɟ ɦɟɧɟɟ, ɜɫɥɟɞɫɬɜɢɟ ɡɧɚɱɢɬɟɥɶɧɨɣ ɜɵɱɢɫɥɢɬɟɥɶɧɨɣ 
ɫɥɨɠɧɨɫɬɢ ɢ ɨɬɫɭɬɫɬɜɢɹ ɞɨɫɬɭɩɧɵɯ ɥɢɧɝɜɢɫɬɢɱɟɫɤɢɯ ɤɨɪɩɭɫɨɜ ɞɨɫɬɚɬɨɱɧɨɝɨ ɨɛɴɟɦɚ ɧɚ ɬɨɬ 
ɦɨɦɟɧɬ ɦɟɬɨɞ ɧɟ ɩɨɥɭɱɢɥ ɲɢɪɨɤɨɝɨ ɪɚɫɩɪɨɫɬɪɚɧɟɧɢɹ.  
Ⱦɪɭɝɨɣ ɜɚɠɧɨɣ ɜɟɯɨɣ ɜ ɪɚɡɜɢɬɢɢ ɧɟɣɪɨɫɟɬɟɜɵɯ ɹɡɵɤɨɜɵɯ ɦɨɞɟɥɟɣ ɹɜɥɹɟɬɫɹ ɪɚɛɨɬɚ ɂ. 
Ȼɟɧɞɠɢɨ (2003), ɜ ɤɨɬɨɪɨɣ ɩɪɟɞɥɚɝɚɟɬɫɹ ɦɟɬɨɞ ɩɪɟɞɫɤɚɡɚɧɢɹ ɩɨɫɥɟɞɭɸɳɟɝɨ ɫɥɨɜɚ ɩɨ ɥɟɜɨɦɭ 
ɤɨɧɬɟɤɫɬɭ ɞɥɢɧɵ n-1, ɬɚɤɢɦ ɨɛɪɚɡɨɦ ɮɨɪɦɢɪɭɹ ɫɜɨɟɝɨ ɪɨɞɚ n-ɝɪɚɦɦɧɭɸ ɧɟɣɪɨɫɟɬɟɜɭɸ 
ɦɨɞɟɥɶ n-ɝɨ ɩɨɪɹɞɤɚ. Ɉɞɧɚɤɨ ɜ ɨɬɥɢɱɢɟ ɨɬ n-ɝɪɚɦɦɧɨɣ ɦɨɞɟɥɢ ɜ ɞɚɧɧɨɦ ɫɥɭɱɚɟ ɩɪɟɞɫɤɚɡɚɧɢɟ 
ɨɫɭɳɟɫɬɜɥɹɟɬɫɹ ɧɚ ɨɫɧɨɜɚɧɢɢ ɜɥɨɠɟɧɢɣ ɫɥɨɜ ɜ ɜɟɤɬɨɪɧɨɟ ɩɪɨɫɬɪɚɧɫɬɜɨ RM. Ʉɚɠɞɨɟ ɜɯɨɞɧɨɟ 
ɫɥɨɜɨ (ɞɨɩɭɫɬɢɦ, ɫ ɢɧɞɟɤɫɨɦ l) ɜ ɫɥɨɜɚɪɟ ɨɛɴɟɦɨɦ |L| ɫɥɨɜ ɩɪɟɞɫɬɚɜɥɹɟɬɫɹ ɜ ɜɢɞɟ |L|-ɦɟɪɧɨɝɨ 
ɜɟɤɬɨɪɚ w =< 01,…,1l,0l+1,…,0|L| > ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɧɟɧɭɥɟɜɨɣ ɤɨɨɪɞɢɧɚɬɨɣ wl = 1. ɇɚ ɜɟɤɬɨɪ 
ɫɥɟɜɚ ɭɦɧɨɠɚɟɬɫɹ ɦɚɬɪɢɰɚ U ɪɚɡɦɟɪɧɨɫɬɢ M×|L|, ɱɬɨ ɷɤɜɢɜɚɥɟɧɬɧɨ ɜɵɛɨɪɤɟ l-ɝɨ ɫɬɨɥɛɰɚ U. 
Ⱦɪɭɝɢɦɢ ɫɥɨɜɚɦɢ, U ɞɟɣɫɬɜɭɟɬ ɤɚɤ ɫɥɨɜɚɪɧɚɹ ɬɚɛɥɢɰɚ, ɨɫɭɳɟɫɬɜɥɹɸɳɚɹ ɨɞɧɨɡɧɚɱɧɨɟ 
ɨɬɨɛɪɚɠɟɧɢɟ ɫɥɨɜ ɧɚ ɢɯ ɜɟɤɬɨɪɧɵɟ ɩɪɟɞɫɬɚɜɥɟɧɢɹ.  
Ⱥɧɚɥɨɝɢɱɧɚɹ ɬɟɯɧɢɤɚ ɛɵɥɚ ɩɪɢɦɟɧɟɧɚ  Ɍ. Ɇɢɤɨɥɨɜɵɦ, ɤɨɬɨɪɵɣ ɢɫɩɨɥɶɡɨɜɚɥ 
ɪɟɤɭɪɪɟɧɬɧɭɸ ɫɟɬɶ ɗɥɦɚɧɚ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɫɥɨɜ ɩɨ ɤɨɧɬɟɤɫɬɭ [7]. Ɋɟɡɭɥɶɬɢɪɭɸɳɚɹ ɦɨɞɟɥɶ 
ɨɩɢɫɵɜɚɥɚɫɶ ɫɥɟɞɭɸɳɢɦɢ ɭɪɚɜɧɟɧɢɹɦɢ:  
ܲሺݓ௞ȁݓ௧ିଵǡ ݄௧ିଵሻ ൌ ݕ௪ೖሺݐሻ, (1)
ݕሺݐሻ ൌ ݏሺܸ ȉ ݄௧ሻ, (2)





ͳ ൅ ݁ି௫ 





 ɫɨɮɬɦɚɤɫ-ɮɭɧɤɰɢɹ. xt  – ɜɟɤɬɨɪ ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɟɞɢɧɢɱɧɨɣ ɤɨɨɪɞɢɧɚɬɨɣ; ht – 
ɪɟɤɭɪɪɟɧɬɧɵɣ ɫɥɨɣ; y – ɜɵɯɨɞɧɨɣ ɫɥɨɣ, ɝɞɟ ɤɚɠɞɨɦɭ k-ɦɭ ɷɥɟɦɟɧɬɭ 




Ɋɟɤɭɪɪɟɧɬɧɵɟ ɧɟɣɪɨɧɧɵɟ ɫɟɬɢ ɜɩɟɪɜɵɟ ɛɵɥɢ ɪɚɫɫɦɨɬɪɟɧɵ ɗɥɦɚɧɨɦ ɜ 1990 ɝ. [12]. ȼ 
ɞɚɧɧɨɦ ɢɫɫɥɟɞɨɜɚɧɢɢ ɬɚɤɠɟ ɛɵɥɚ ɜɵɫɤɚɡɚɧɚ ɢɞɟɹ ɨ ɩɪɢɦɟɧɢɦɨɫɬɢ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ 
ɫɟɬɢ ɞɥɹ ɦɨɞɟɥɢɪɨɜɚɧɢɹ ɹɡɵɤɚ. Ɍɟɦ ɧɟ ɦɟɧɟɟ, ɜɫɥɟɞɫɬɜɢɟ ɡɧɚɱɢɬɟɥɶɧɨɣ ɜɵɱɢɫɥɢɬɟɥɶɧɨɣ 
ɫɥɨɠɧɨɫɬɢ ɢ ɨɬɫɭɬɫɬɜɢɹ ɞɨɫɬɭɩɧɵɯ ɥɢɧɝɜɢɫɬɢɱɟɫɤɢɯ ɤɨɪɩɭɫɨɜ ɞɨɫɬɚɬɨɱɧɨɝɨ ɨɛɴɟɦɚ ɧɚ ɬɨɬ 
ɦɨɦɟɧɬ ɦɟɬɨɞ ɧɟ ɩɨɥɭɱɢɥ ɲɢɪɨɤɨɝɨ ɪɚɫɩɪɨɫɬɪɚɧɟɧɢɹ.  
Ⱦɪɭɝɨɣ ɜɚɠɧɨɣ ɜɟɯɨɣ ɜ ɪɚɡɜɢɬɢɢ ɧɟɣɪɨɫɟɬɟɜɵɯ ɹɡɵɤɨɜɵɯ ɦɨɞɟɥɟɣ ɹɜɥɹɟɬɫɹ ɪɚɛɨɬɚ ɂ. 
Ȼɟɧɞɠɢɨ (2003), ɜ ɤɨɬɨɪɨɣ ɩɪɟɞɥɚɝɚɟɬɫɹ ɦɟɬɨɞ ɩɪɟɞɫɤɚɡɚɧɢɹ ɩɨɫɥɟɞɭɸɳɟɝɨ ɫɥɨɜɚ ɩɨ ɥɟɜɨɦɭ 
ɤɨɧɬɟɤɫɬɭ ɞɥɢɧɵ n-1, ɬɚɤɢɦ ɨɛɪɚɡɨɦ ɮɨɪɦɢɪɭɹ ɫɜɨɟɝɨ ɪɨɞɚ n-ɝɪɚɦɦɧɭɸ ɧɟɣɪɨɫɟɬɟɜɭɸ 
ɦɨɞɟɥɶ n-ɝɨ ɩɨɪɹɞɤɚ. Ɉɞɧɚɤɨ ɜ ɨɬɥɢɱɢɟ ɨɬ n-ɝɪɚɦɦɧɨɣ ɦɨɞɟɥɢ ɜ ɞɚɧɧɨɦ ɫɥɭɱɚɟ ɩɪɟɞɫɤɚɡɚɧɢɟ 
ɨɫɭɳɟɫɬɜɥɹɟɬɫɹ ɧɚ ɨɫɧɨɜɚɧɢɢ ɜɥɨɠɟɧɢɣ ɫɥɨɜ ɜ ɜɟɤɬɨɪɧɨɟ ɩɪɨɫɬɪɚɧɫɬɜɨ RM. Ʉɚɠɞɨɟ ɜɯɨɞɧɨɟ 
ɫɥɨɜɨ (ɞɨɩɭɫɬɢɦ, ɫ ɢɧɞɟɤɫɨɦ l) ɜ ɫɥɨɜɚɪɟ ɨɛɴɟɦɨɦ |L| ɫɥɨɜ ɩɪɟɞɫɬɚɜɥɹɟɬɫɹ ɜ ɜɢɞɟ |L|-ɦɟɪɧɨɝɨ 
ɜɟɤɬɨɪɚ w =< 01,…,1l,0l+1,…,0|L| > ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɧɟɧɭɥɟɜɨɣ ɤɨɨɪɞɢɧɚɬɨɣ wl = 1. ɇɚ ɜɟɤɬɨɪ 
ɫɥɟɜɚ ɭɦɧɨɠɚɟɬɫɹ ɦɚɬɪɢɰɚ U ɪɚɡɦɟɪɧɨɫɬɢ M×|L|, ɱɬɨ ɷɤɜɢɜɚɥɟɧɬɧɨ ɜɵɛɨɪɤɟ l-ɝɨ ɫɬɨɥɛɰɚ U. 
Ⱦɪɭɝɢɦɢ ɫɥɨɜɚɦɢ, U ɞɟɣɫɬɜɭɟɬ ɤɚɤ ɫɥɨɜɚɪɧɚɹ ɬɚɛɥɢɰɚ, ɨɫɭɳɟɫɬɜɥɹɸɳɚɹ ɨɞɧɨɡɧɚɱɧɨɟ 
ɨɬɨɛɪɚɠɟɧɢɟ ɫɥɨɜ ɧɚ ɢɯ ɜɟɤɬɨɪɧɵɟ ɩɪɟɞɫɬɚɜɥɟɧɢɹ.  
Ⱥɧɚɥɨɝɢɱɧɚɹ ɬɟɯɧɢɤɚ ɛɵɥɚ ɩɪɢɦɟɧɟɧɚ  Ɍ. Ɇɢɤɨɥɨɜɵɦ, ɤɨɬɨɪɵɣ ɢɫɩɨɥɶɡɨɜɚɥ 
ɪɟɤɭɪɪɟɧɬɧɭɸ ɫɟɬɶ ɗɥɦɚɧɚ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɫɥɨɜ ɩɨ ɤɨɧɬɟɤɫɬɭ [7]. Ɋɟɡɭɥɶɬɢɪɭɸɳɚɹ ɦɨɞɟɥɶ 
ɨɩɢɫɵɜɚɥɚɫɶ ɫɥɟɞɭɸɳɢɦɢ ɭɪɚɜɧɟɧɢɹɦɢ:  
ܲሺݓ௞ȁݓ௧ିଵǡ ݄௧ିଵሻ ൌ ݕ௪ೖሺݐሻ, (1)
ݕሺݐሻ ൌ ݏሺܸ ȉ ݄௧ሻ, (2)





ͳ ൅ ݁ି௫ 





 ɫɨɮɬɦɚɤɫ-ɮɭɧɤɰɢɹ. xt  – ɜɟɤɬɨɪ ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɟɞɢɧɢɱɧɨɣ ɤɨɨɪɞɢɧɚɬɨɣ; ht – 
ɪɟɤɭɪɪɟɧɬɧɵɣ ɫɥɨɣ; y – ɜɵɯɨɞɧɨɣ ɫɥɨɣ, ɝɞɟ ɤɚɠɞɨɦɭ k-ɦɭ ɷɥɟɦɟɧɬɭ 





Ɋɟɤɭɪɪɟɧɬɧɵɟ ɧɟɣɪɨɧɧɵɟ ɫɟɬɢ ɜɩɟɪɜɵɟ ɛɵɥɢ ɪɚ ɦɨɬɪɟɧɵ ɗɥɦɚɧɨɦ ɜ 1990 ɝ. [12]. ȼ 
ɞɚɧɧɨɦ ɢɫɫɥɟɞɨɜɚɧɢɢ ɬɚɤɠɟ ɛɵɥɚ ɜɵɫɤɚɡɚɧɚ ɢɞɟɹ ɨ ɩɪɢɦɟɧɢɦɨɫɬɢ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ 
ɫɟɬɢ ɞɥɹ ɦɨɞɟɥɢɪɨɜɚ ɢɹ ɹɡɵɤɚ. Ɍɟɦ ɧ  ɦɟɧɟɟ, ɜɫɥɟɞ ɬɜɢɟ ɡ ɚɱɢɬɟɥɶ ɣ ɵɱɢɫɥɢɬɟɥɶɧɨɣ 
ɫɥɨɠɧɨɫɬɢ ɢ ɨɬɫɭɬɫɬɜɢɹ ɞɨɫɬɭɩɧɵɯ ɥɢɧɝɜɢɫɬɢɱɟɫɤɢɯ ɤɨɪɩɭɫɨɜ ɞɨɫɬɚɬɨɱɧɨɝɨ ɛɴɟɦɚ ɧɚ ɬɨɬ 
ɦɨɦɟɧɬ ɦɟɬ  ɧɟ ɩ ɥɭɱɢɥ ɲɢɪɨɤɨɝɨ ɪɚɫɩɪɨɫɬɪɚɧɟɧɢɹ.  
Ⱦɪɭɝɨɣ ɜɚɠɧɨɣ ɜɟɯ ɣ ɜ ɪɚɡɜɢɬ ɢ ɧɟɣɪɨɫɟɬɟɜɵɯ ɹɡɵɤɨɜɵɯ ɦɨɞɟɥɟɣ ɹɜɥɹɟɬɫɹ ɪ ɛɨɬɚ ɂ. 
Ȼɟɧɞɠɢɨ (2003), ɜ ɤɨɬɨɪɨɣ ɩ ɟɞɥɚɝɚɟɬ ɹ ɦɟɬɨɞ ɩɪɟɞɫɤɚɡɚɧɢɹ ɩɨɫɥɟɞɭɸɳɟɝɨ ɫɥɨɜɚ ɩɨ ɥɟɜɨɦɭ 
ɤɨɧɬɟɤɫɬɭ ɞɥɢɧɵ n-1, ɬɚɤɢɦ ɨɛɪɚɡɨɦ ɮɨɪɦɢɪɭɹ ɫɜɨɟɝɨ ɪɨɞɚ n-ɝɪɚɦɦɧɭɸ ɧɟɣɪɨɫɟɬɟɜɭɸ 
ɦɨɞɟɥɶ n-ɝɨ ɩɨɪɹɞ ɚ. Ɉɞɧɚɤɨ ɜ ɨɬɥɢɱɢɟ ɨɬ n-ɝɪɚɦɦɧɨɣ ɦɨɞɟɥɢ ɜ ɞɚɧɧɨɦ ɫɥɭɱɚɟ ɩɪɟɞɫɤɚɡɚɧɢɟ 
ɨɫɭɳɟ ɜɥɹɟɬɫɹ ɧɚ ɨɫɧɨɜ ɧɢɢ ɜɥɨɠɟɧɢɣ ɫɥɨɜ ɜ ɜɟɤɬɨɪɧɨɟ ɩɪɨɫɬɪɚɧɫɬɜɨ RM. Ʉɚɠɞɨɟ ɜɯɨɞɧɨɟ 
ɫɥɨɜɨ (ɞɨɩɭɫɬɢɦ, ɫ ɢɧɞɟɤɫɨɦ l) ɜ ɫɥɨɜɚɪɟ ɨɛɴɟɦɨ  |L| ɫɥ ɜ ɩɪɟɞɫɬ ɜɥɹɟɬ ɹ ɜ ɜɢɞɟ |L|-ɦɟɪɧɨɝɨ 
ɜɟɤɬɨɪɚ w =< 01,…,1l,0l+1,…,0|L| > ɫ ɟɞɢɧ ɬɜɟɧɧɨɣ ɧɟɧɭɥ ɜɨɣ ɤɨɨɪɞɢɧɚɬɨɣ wl = 1. ɇɚ ɜɟɤɬ ɪ 
ɟ ɚ ɭɦɧɨɠɚɟɬɫɹ ɦɚɬɪɢɰɚ U ɪɚɡɦɟɪɧɨɫɬɢ M×|L|, ɱɬɨ ɷɤ ɢɜɚɥɟɧ ɧɨ ɜɵɛɨɪɤɟ l-ɝɨ ɫɬɨɥɛɰɚ U. 
Ⱦɪɭɝɢɦɢ ɫɥɨɜɚɦɢ, U ɞɟɣɫɬɜɭɟɬ ɤɚɤ ɥɨɜɚɪɧɚɹ ɬɚɛ ɢɰɚ, ɨɫɭɳɟɫɬɜɥɹɸɳɚɹ ɨɞɧɨɡɧɚɱɧɨɟ 
ɨɬɨɛɪɚɠɟɧɢɟ ɫɥɨɜ ɧ  ɢɯ ɜɟɤɬɨ ɧɵɟ ɩɪɟɞɫɬɚɜɥɟɧɢɹ.  
Ⱥɧɚ ɝɢɱɧɚɹ ɬɟɯɧɢɤɚ ɛɵɥɚ ɩɪɢɦɟɧɟ   Ɍ. Ɇɢɤɨɥɨɜɵɦ, ɤɨɬɨɪɵɣ ɢɫɩɨɥɶɡɨɜɚɥ 
ɪɟɤɭ ɪɟɧɬɧɭɸ ɫɟɬɶ ɗɥɦɚɧɚ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɫɥɨɜ ɩɨ ɤɨɧɬɟɤɫɬɭ [7]. Ɋɟɡɭɥɶɬɢɪɭɸɳɚɹ ɦɨɞɟɥɶ 
ɨɩɢɫɵɜɚɥ ɫɶ ɫɥɟɞɭɸɳɢɦɢ ɭɪɚɜɧɟɧɢɹɦɢ:  
ܲሺݓ௞ȁݓ௧ିଵǡ ݄௧ିଵሻ ൌ ݕ௪ೖሺݐሻ, (1)
ݕሺݐሻ ൌ ݏሺܸ ȉ ݄௧ሻ, (2)





ͳ ൅ ݁ି௫ 





 ɫɨɮɬɦɚɤɫ-ɮɭɧɤɰɢ . xt  – ɜɟɤɬɨɪ ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɟɞɢɧɢɱɧɨɣ ɤɨɨɪɞɢɧɚɬɨɣ; ht – 
ɪɟɤɭɪɪɟɧɬɧɵɣ ɫɥɨɣ; y – ɜɵɯɨɞɧɨɣ ɫɥɨɣ, ɝɞɟ ɤɚɠɞɨɦɭ k-ɦɭ ɷɥɟɦɟɧɬɭ 
ɨ ɜɟɬɫɬɜɭɟɬ ɜɟɪɨɹɬɧɨɫɬɶ P(wk|wt-1,ht-1) (WH×H - ɦɚɬɪ ɰɚ ɜɟɫɨɜ ɟɤɭɪɪɟɧɬɧɨɝɨ 
 
− логистическая функция активации, а 
 
Ɇɟɬɨɞɨɥɨɝɢɹ ɢɫɫɥɟɞɨɜɚɧɢɹ 
Ɋɟɤɭɪɪ ɧɬɧɵɟ ɧɟɣɪɨɧɧɵɟ ɫɟɬɢ ɜɩɟɪɜɵɟ ɛɵɥɢ ɪɚɫɫ ɨɬɪɟɧɵ ɗɥɦɚɧɨɦ ɜ 1990 ɝ. [12]. ȼ 
ɞɚɧɧɨɦ ɢɫɫɥɟ ɨɜɚ ɢɢ ɬɚɤɠɟ ɛɵɥɚ ɜɵɫɤɚɡɚɧɚ ɢɞɟɹ ɨ ɩ ɢɦɟɧ ɦɨɫɬɢ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ 
ɫɟɬɢ ɞɥɹ ɦɨɞɟɥɢɪɨɜɚɧ  ɹɡɵɤɚ. Ɍɟɦ ɧɟ ɦɟɧɟɟ, ɜɫɥɟɞɫɬɜɢɟ ɡɧɚɱ ɬɟɥɶɧɨɣ ɜɵɱɢɫɥɢɬɟɥɶ ɨɣ 
ɫɥɨɠɧɨɫɬɢ ɢ ɨɬɫɭɬɫɬɜɢɹ ɞɨɫɬɭɩɧɵɯ ɥɢɧɝɜɢɫɬɢɱ ɫɤ ɯ ɤɨɪɩɭɫɨɜ ɞɨɫɬɚɬɨɱɧɨɝɨ ɨɛɴɟɦɚ ɧɚ ɬɨɬ 
ɦɨɦɟɧɬ ɦɟɬɨɞ ɧɟ ɩɨɥɭɱ ɥ ɲɢɪɨɤɨɝɨ ɪɚɫɩɪɨɫɬ ɚɧ ɧɢɹ.  
Ⱦɪɭɝɨɣ ɜɚɠɧɨɣ ɜɟɯɨɣ ɜ ɪɚɡɜɢɬɢɢ ɧɟɣɪ ɫɟɬ ɜɵɯ ɹɡɵɤɨɜɵɯ ɦɨ ɟɥɟɣ ɹɜɥɹɟɬɫɹ ɪɚɛɨɬɚ ɂ. 
Ȼɟɧɞɠɢɨ (2003), ɜ ɤɨɬɨɪɨɣ ɩɪɟɞɥ ɝɚɟ ɫɹ ɦ ɬɨɞ ɩ ɟɞɫɤɚɡɚɧɢɹ ɩɨɫɥɟɞɭɸɳɟɝɨ ɫɥɨɜɚ ɩɨ ɥ ɜɨɦɭ 
ɤɨɧɬɟɤɫɬɭ ɞɥɢɧɵ n-1, ɬɚɤɢɦ ɨɛɪɚɡɨɦ ɮɨɪɦɢ ɭɹ ɫɜɨɟɝɨ ɪɨɞɚ n-ɝɪɚɦɦɧɭɸ ɧɟɣɪɨɫɟɬ ɭɸ 
ɦ ɞɟɥɶ n-ɝɨ ɩɨɪ ɞɤɚ. Ɉɞɧ ɨ ɜ ɨɬɥɢɱɢɟ ɨɬ n-ɝɪɚɦɦɧɨɣ ɦɨɞɟɥɢ ɜ ɞɚɧɧɨɦ ɫɥɭɱɚɟ ɩɪɟɞɫɤɚɡɚɧɢɟ 
ɨ ɭɳɟɫɬɜɥɹɟɬɫɹ ɧɚ ɨɫ ɨɜɚɧɢɢ ɥɨɠɟɧ ɣ ɫɥ ɜ ɜ ɜɟɤɬɨɪɧɨɟ ɩɪɨɫɬɪɚɧɫɬɜɨ RM. Ʉ ɠɞɨ  ɜɯɨɞ ɟ 
ɫɥɨɜɨ (ɞɨɩɭɫɬɢɦ, ɫ ɢɧɞɟɤɫɨɦ l)  ɫɥɨɜɚɪɟ ɨɛɴ ɦɨɦ |L| ɫɥɨɜ ɩɪɟɞɫɬɚɜɥɹɟɬɫɹ ɜ ɜɢɞɟ |L|-ɦɟɪɧɨɝ  
ɜɟɤɬɨɪɚ w =< 01,…,1l,0l+1,…,0|L| >  ɞɢɧɫɬɜɟɧɧɨɣ ɧɟɧɭɥɟɜɨɣ ɤɨɨɪɞɢɧɚɬɨɣ wl = 1. ɇɚ ɜ ɤɬ ɪ 
ɫɥ ɜɚ ɭ ɧɨɠɚɟɬɫɹ ɦɚɬɪɢɰɚ U ɪɚɡ ɟɪɧɨɫɬɢ M×|L|, ɱɬɨ ɷɤɜɢɜɚɥɟɧɬɧɨ ɜɵɛ ɪɤɟ l-ɝɨ ɫɬɨɥɛɰɚ U. 
Ⱦɪɭɝɢɦɢ ɫɥɨɜɚɦɢ, U ɞɟɣɫ ɜɭɟɬ ɤɚɤ ɥɨɜɚɪɧɚɹ ɬɚɛɥɢɰɚ, ɨɫɭɳɟɫɬ ɥɹɸɳɚɹ ɨɞɧɨɡɧɚɱɧɨɟ 
ɨɬɨɛɪɚɠɟ ɢɟ ɫɥɨɜ ɧɚ ɢɯ ɜɟɤɬɨɪɧɵɟ ɩɪɟɞɫɬɚɜɥɟɧ ɹ.  
Ⱥɧɚɥɨɝɢɱɧɚɹ ɬɟ ɧɢ ɚ ɛ ɥɚ ɩɪɢɦɟɧɟɧɚ  Ɍ. Ɇɢɤɨɥɨɜɵɦ, ɤɨɬɨɪɵɣ ɢɫɩɨɥɶɡ ɜɚ  
ɪɟɤɭɪɪɟɧɬɧɭɸ ɫɟɬɶ ɗɥɦɚɧɚ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɫɥɨɜ ɩɨ ɤɨɧɬɟɤɫɬɭ [7]. Ɋɟɡɭɥɶɬɢɪɭɸɳɚɹ ɦɨɞɟɥɶ 
ɨɩɢɫɵɜɚɥɚɫɶ ɫɥɟɞɭɸɳɢ ɢ ɭɪɚɜɧɟɧɢɹɦɢ:  
ܲሺݓ௞ȁݓ௧ିଵǡ ݄௧ିଵሻ ൌ ݕ௪ೖሺݐሻ, (1)
ݕሺݐሻ ൌ ݏሺܸ ȉ ݄௧ሻ, (2)
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 ɫɨɮɬɦɚɤɫ-ɮɭɧɤɰɢɹ. xt – ɜɟɤɬɨɪ ɫ ɟɞɢɧɫɬɜɟɧɧɨɣ ɟɞɢɧɢɱɧɨɣ ɤɨɨɪɞɢɧɚɬɨɣ; ht – 
ɪɟɤɭɪɪ ɧɬɧɵɣ ɫɥɨɣ; y – ɜɵɯɨɞɧɨɣ ɫɥɨɣ, ɝɞ  ɤɚɠɞɨɦɭ k-ɦɭ ɷɥɟɦɟ ɬɭ 
ɫɨɨɬɜɟɬɫɬɜɭɟɬ ɜɟɪɨɹɬɧɨɫɬɶ P(wk|wt-1,ht-1) (WH×H - ɦɚɬɪɢɰɚ ɜɟɫɨɜ ɪɟɤ ɪɪɟɧɬɧɨɝɨ 
 
− софтмакс-функция, xt – вектор с единственной единичной координатой; ht – рекуррент-
ный слой; y  выходной слой, где каждому k-му элементу соответствует вероятность 
P(wk|wt-1,ht-1) (WH×H – матрица весов рекуррентного слоя, UH×|L| – словарная таблица, ото-
бражающая слова в векторные представления, V|L|×H – матрица весов выходного слоя); 
H – количество нейронов скрытого слоя (рис. 1). 
Поскольку ht потенциально сохраняет в себе весь левый контекст, данная модель выгля-
дит более мощной, чем n-граммная нейросетевая модель. К сожалению, в действительности 
последнее утверждение не совсем верно, поскольку норма градиента 
 
ɫɥɨɹ, UH×|L| - ɫɥɨɜɚɪɧɚɹ ɬɚɛɥɢɰɚ, ɨɬɨɛɪɚɠɚɸɳɚɹ ɫɥɨɜɚ ɜ ɜɟɤɬɨɪɧɵɟ 
ɩɪɟɞɫɬɚɜɥɟɧɢɹ, V|L|×H - ɦɚɬɪɢɰɚ ɜɟɫɨɜ ɜɵɯɨɞɧɨɝɨ ɫɥɨɹ); H – ɤɨɥɢɱɟɫɬɜɨ 
ɧɟɣɪɨɧɨɜ ɫɤɪɵɬɨɝɨ ɫɥɨɹ (ɪɢɫ. 1).  
 
Ɋɢɫ. 1. Ɋɟɤɭɪɪɟɧɬɧɚɹ ɧɟɣɪɨɧɧɚɹ ɫɟɬɶ ɞɥɹ ɫɬɚɬɢɫɬɢɱɟɫɤɨɝɨ ɦɨɞɟɥɢɪɨɜɚɧɢɹ ɹɡɵɤɚ 
ɉɨɫɤɨɥɶɤɭ ht ɩɨɬɟɧɰɢɚɥɶɧɨ ɫɨɯɪɚɧɹɟɬ ɜ ɫɟɛɟ ɜɟɫɶ ɥɟɜɵɣ ɤɨɧɬɟɤɫɬ, ɞɚɧɧɚɹ ɦɨɞɟɥɶ 
ɜɵɝɥɹɞɢɬ ɛɨɥɟɟ ɦɨɳɧɨɣ, ɱɟɦ n-ɝɪɚɦɦɧɚɹ ɧɟɣɪɨɫɟɬɟɜɚɹ ɦɨɞɟɥɶ. Ʉ ɫɨɠɚɥɟɧɢɸ, ɜ 
ɞɟɣɫɬɜɢɬɟɥɶɧɨɫɬɢ ɩɨɫɥɟɞɧɟɟ ɭɬɜɟɪɠɞɟɧɢɟ ɧɟ ɫɨɜɫɟɦ ɜɟɪɧɨ ɩɨɫɤɨɥɶɤɭ ɧɨɪɦɚ ɝɪɚɞɢɟɧɬɚ డ௛೟
డ௛ೖ
, 
k<t, ɨɬɪɚɠɚɸɳɟɝɨ ɜɥɢɹɧɢɟ ɩɪɟɞɵɞɭɳɢɯ ɡɧɚɱɟɧɢɣ ɧɚ ɫɤɪɵɬɨɦ ɫɥɨɟ ɧɚ ɩɨɫɥɟɞɭɸɳɢɟ, 







ɝɞɟ diag(f(x)) ɨɛɨɡɧɚɱɚɟɬ ɞɢɚɝɨɧɚɥɶɧɭɸ ɦɚɬɪɢɰɭ ɫ ɷɥɟɦɟɧɬɚɦɢ ɧɚ ɝɥɚɜɧɨɣ ɞɢɚɝɨɧɚɥɢ, 
ɜɵɱɢɫɥɹɟɦɵɦɢ ɩɨ ɮɨɪɦɭɥɟ Ai,i = f(xi) [13, 14].  
ȼ ɡɚɜɢɫɢɦɨɫɬɢ ɨɬ ɫɜɨɣɫɬɜ ɦɚɬɪɢɰɵ W ɡɧɚɱɟɧɢɟ ɜɵɪɚɠɟɧɢɹ (4) ɥɢɛɨ ɪɚɫɬɟɬ, ɥɢɛɨ 
ɩɚɞɚɟɬ ɫ ɷɤɫɩɨɧɟɧɰɢɚɥɶɧɨɣ ɫɤɨɪɨɫɬɶɸ. Ⱦɚɧɧɵɣ ɮɚɤɬ ɩɨɥɭɱɢɥ ɧɚɡɜɚɧɢɟ ɡɚɬɭɯɚɧɢɹ ɝɪɚɞɢɟɧɬɚ 
(vanishing gradient) ɜ ɫɥɭɱɚɟ ɭɛɵɜɚɧɢɹ ɢɥɢ ɝɪɚɞɢɟɧɬɧɨɝɨ ɜɡɪɵɜɚ (gradient explosion) ɜ ɫɥɭɱɚɟ 
ɪɨɫɬɚ [10, 12].  
Ɏɚɤɬɢɱɟɫɤɢ ɞɚɧɧɵɣ ɪɟɡɭɥɶɬɚɬ ɨɡɧɚɱɚɟɬ, ɱɬɨ ɬɪɟɧɢɪɨɜɤɚ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ ɫɟɬɢ 
ɦɟɬɨɞɚɦɢ ɩɟɪɜɨɝɨ ɩɨɪɹɞɤɚ ɧɟ ɦɨɠɟɬ ɭɱɢɬɵɜɚɬɶ ɜɥɢɹɧɢɹ ɷɥɟɦɟɧɬɨɜ ɩɨɫɥɟɞɨɜɚɬɟɥɶɧɨɫɬɢ, ɟɫɥɢ 
ɨɧɢ ɫɢɥɶɧɨ ɪɚɡɧɟɫɟɧɵ ɩɨ ɜɪɟɦɟɧɢ. Ⱦɥɹ ɷɬɨɝɨ ɦɚɬɪɢɰɚ W ɞɨɥɠɧɚ ɛɵɥɚ ɛɵ ɢɦɟɬɶ ɞɨɫɬɚɬɨɱɧɨ 
ɛɨɥɶɲɭɸ ɧɨɪɦɭ, ɚ ɡɧɚɱɢɬ, ɛɵɬɶ ɤɪɢɬɢɱɟɫɤɢ ɜɨɫɩɪɢɢɦɱɢɜɨɣ ɤ ɲɭɦɭ ɜ ɨɛɭɱɚɸɳɟɣ 
ɩɨɫɥɟɞɨɜɚɬɟɥɶɧɨɫɬɢ [10]. ɇɚ ɩɪɚɤɬɢɤɟ ɷɬɨ ɜɵɪɚɠɚɟɬɫɹ ɜ ɜɵɫɨɤɨɣ ɚɦɩɥɢɬɭɞɟ ɧɨɪɦ ɝɪɚɞɢɟɧɬɨɜ 
ɢ ɧɟɭɫɬɨɣɱɢɜɨɫɬɢ ɪɟɲɟɧɢɹ. ɋ ɞɪɭɝɨɣ ɫɬɨɪɨɧɵ, ɭɫɬɨɣɱɢɜɨɟ ɪɟɲɟɧɢɟ ɦɨɠɟɬ ɛɵɬɶ ɩɨɥɭɱɟɧɨ 
ɩɪɢ ɧɟɛɨɥɶɲɢɯ ɧɨɪɦɚɯ W, ɨɞɧɚɤɨ, ɤɚɤ ɛɵɥɨ ɩɨɤɚɡɚɧɨ ɜɵɲɟ, ɬɚɤɢɟ ɪɟɲɟɧɢɹ ɩɪɢɜɨɞɹɬ ɤ 
k<t, отражающего 
влияние предыдущих значений на скрытом слое на последующие, стремится к нулю (или к 
бесконечности) с экспоненциальной скоростью по (t – k): 
 
ɫɥɨɹ, UH×|L| - ɫɥɨɜɚɪɧɚɹ ɬɚɛɥɢɰɚ, ɨɬɨɛɪɚɠɚɸɳɚɹ ɫɥɨɜɚ ɜ ɜɟɤɬɨɪɧɵɟ 
ɩɪɟɞɫɬɚɜɥɟɧɢɹ, V|L|×H - ɦɚɬɪɢɰɚ ɜɟɫɨɜ ɜɵɯɨɞɧɨɝɨ ɫɥɨɹ); H – ɤɨɥɢɱɟɫɬɜɨ 
ɧɟɣɪɨɧɨɜ ɫɤɪɵɬɨɝɨ ɫɥɨɹ (ɪɢɫ. 1).  
 
Ɋɢɫ. 1. Ɋɟɤ ɪɪɟɧɬɧɚ  ɟɣɪɨɧɧɚɹ ɫɟɬɶ ɞɥɹ ɫɬɚɬɢɫɬɢɱɟɫɤɨɝɨ ɦɨɞɟɥɢ ɨɜɚɧɢɹ ɹɡɵɤɚ 
ɉɨɫɤɨɥɶɤɭ ht ɩɨɬɟɧɰɢɚɥɶɧɨ ɫɨɯɪɚɧɹɟɬ ɜ ɫɟɛɟ ɜɟɫɶ ɥɟɜɵɣ ɤɨɧɬɟɤɫɬ, ɞɚɧɧɚɹ ɦɨɞɟɥɶ 
ɜɵɝɥɹɞɢɬ ɛɨɥɟɟ ɦɨɳɧɨɣ, ɱɟɦ n-ɝɪɚɦɦɧɚɹ ɧɟɣɪɨɫɟɬɟɜɚɹ ɦɨɞɟɥɶ. Ʉ ɫɨɠɚɥɟɧɢɸ, ɜ 
ɞɟɣɫɬɜɢɬɟɥɶɧɨɫɬɢ ɩɨɫɥɟɞɧɟɟ ɭɬɜɟɪɠɞɟɧɢɟ ɧɟ ɫɨɜɫɟɦ ɜɟɪɧɨ, ɩɨɫɤɨɥɶɤɭ ɧɨɪɦɚ ɝɪɚɞɢɟɧɬɚ డ௛೟
డ௛ೖ
, 
k<t, ɨɬɪɚɠɚɸɳɟɝɨ ɜɥɢɹɧɢɟ ɩɪɟɞɵɞɭɳɢɯ ɡɧɚɱɟɧɢɣ ɧɚ ɫɤɪɵɬɨɦ ɫɥɨɟ ɧɚ ɩɨɫɥɟɞɭɸɳɢɟ, 







ɝɞɟ diag(f(x)) ɨɛɨɡɧɚɱɚɟɬ ɞɢɚɝɨɧɚɥɶɧɭɸ ɦɚɬɪɢɰɭ ɫ ɷɥɟɦɟɧɬɚɦɢ ɧɚ ɝɥɚɜɧɨɣ ɞɢɚɝɨɧɚɥɢ, 
ɜɵɱɢɫɥɹɟɦɵɦɢ ɩɨ ɮɨɪɦɭɥɟ Ai,i = f(xi) [13, 14].  
ȼ ɡɚɜɢɫɢɦɨɫɬɢ ɨɬ ɫɜɨɣɫɬɜ ɦɚɬɪɢɰɵ W ɡɧɚɱɟɧɢɟ ɜɵɪɚɠɟɧɢɹ (4) ɥɢɛɨ ɪɚɫɬɟɬ, ɥɢɛɨ 
ɩɚɞɚɟɬ ɫ ɷɤɫɩɨɧɟɧɰɢɚɥɶɧɨɣ ɫɤɨɪɨɫɬɶɸ. Ⱦɚɧɧɵɣ ɮɚɤɬ ɩɨɥɭɱɢɥ ɧɚɡɜɚɧɢɟ ɡɚɬɭɯɚɧɢɹ ɝɪɚɞɢɟɧɬɚ 
(vanishing gradient) ɜ ɫɥɭɱɚɟ ɭɛɵɜɚɧɢɹ ɢɥɢ ɝɪɚɞɢɟɧɬɧɨɝɨ ɜɡɪɵɜɚ (gradient explosion) ɜ ɫɥɭɱɚɟ 
ɪɨɫɬɚ [10, 12].  
Ɏɚɤɬɢɱɟɫɤɢ ɞɚɧɧɵɣ ɪɟɡɭɥɶɬɚɬ ɨɡɧɚɱɚɟɬ, ɱɬɨ ɬɪɟɧɢɪɨɜɤɚ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ ɫɟɬɢ 
ɦɟɬɨɞɚɦɢ ɩɟɪɜɨɝɨ ɩɨɪɹɞɤɚ ɧɟ ɦɨɠɟɬ ɭɱɢɬɵɜɚɬɶ ɜɥɢɹɧɢɹ ɷɥɟɦɟɧɬɨɜ ɩɨɫɥɟɞɨɜɚɬɟɥɶɧɨɫɬɢ, ɟɫɥɢ 
ɨɧɢ ɫɢɥɶɧɨ ɪɚɡɧɟɫɟɧɵ ɩɨ ɜɪɟɦɟɧɢ. Ⱦɥɹ ɷɬɨɝɨ ɦɚɬɪɢɰɚ W ɞɨɥɠɧɚ ɛɵɥɚ ɛɵ ɢɦɟɬɶ ɞɨɫɬɚɬɨɱɧɨ 
ɛɨɥɶɲɭɸ ɧɨɪɦɭ, ɚ ɡɧɚɱɢɬ, ɛɵɬɶ ɤɪɢɬɢɱɟɫɤɢ ɜɨɫɩɪɢɢɦɱɢɜɨɣ ɤ ɲɭɦɭ ɜ ɨɛɭɱɚɸɳɟɣ 
ɩɨɫɥɟɞɨɜɚɬɟɥɶɧɨɫɬɢ [10]. ɇɚ ɩɪɚɤɬɢɤɟ ɷɬɨ ɜɵɪɚɠɚɟɬɫɹ ɜ ɜɵɫɨɤɨɣ ɚɦɩɥɢɬɭɞɟ ɧɨɪɦ ɝɪɚɞɢɟɧɬɨɜ 
ɢ ɧɟɭɫɬɨɣɱɢɜɨɫɬɢ ɪɟɲɟɧɢɹ. ɋ ɞɪɭɝɨɣ ɫɬɨɪɨɧɵ, ɭɫɬɨɣɱɢɜɨɟ ɪɟɲɟɧɢɟ ɦɨɠɟɬ ɛɵɬɶ ɩɨɥɭɱɟɧɨ 
ɩɪɢ ɧɟɛɨɥɶɲɢɯ ɧɨɪɦɚɯ W, ɨɞɧɚɤɨ, ɤɚɤ ɛɵɥɨ ɩɨɤɚɡɚɧɨ ɜɵɲɟ, ɬɚɤɢɟ ɪɟɲɟɧɢɹ ɩɪɢɜɨɞɹɬ ɤ 
(4)
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где diag( f(x)) обозначает диагональную матрицу с элементами на главной диагонали, вычис-
ляемыми по формуле Ai,i = f(xi) [13, 14]. 
В зависимости от свойств матрицы W значение выражения (4) либо растет, либо па-
дает с экспоненциальной скоростью. Данный факт получил название затухания градиента 
(vanishing gradient) в случае убывания или градиентного взрыва (gradient explosion) в случае 
роста [10, 12]. 
Фактически данный результат означает, что тренировка рекуррентной нейронной сети ме-
тодами первого порядка не может учитывать влияния элементов последовательности, если они 
сильно разнесены по времени. Для этого матрица W должна была бы иметь достаточно боль-
шую норму, а значит, быть критически восприимчивой к шуму в обучающей последовательно-
сти [10]. На практике это выражается в высокой амплитуде норм градиентов и неустойчивости 
решения. С другой стороны, устойчивое решение может быть получено при небольших нормах 
W, однако, как было показано выше, такие решения приводят к сложностям с моделированием 
дальних зависимостей. 
Хотя за прошедшие 20 лет с момента обоснования данной проблемы было предложено не-
мало способов ее решения [14, 15], в [7] утверждается, что данная проблема не является суще-
ственной для моделирования языка. Таким образом, в данной cnfnmt будет рассмотрен случай 
стандартной архитектуры Элмана с алгоритмом распространения ошибки обратно по времени 
(backpropagation through time).
При наличии словаря существенного объема статистическое моделирование флективных 
языков составляет дополнительную техническую проблему для нейросетевого подхода. Боль-
шое количество различных словоформ приводит к пропорционально большему размеру вы-
ходного слоя, а из (3) видно, что сложность алгоритма обучения линейна по объему выходного 
слоя. 
Рис. 1. Рекуррентная нейронная сеть для статистического моделирования языка
 
ɫɥɨɹ, UH×|L| - ɫɥɨɜɚɪɧɚɹ ɬɚɛɥɢɰɚ, ɨɬɨɛɪɚɠɚɸɳɚɹ ɫɥɨɜɚ ɜ ɜɟɤɬɨɪɧɵɟ 
ɩɪɟɞɫɬɚɜɥɟɧɢɹ, V|L|×H - ɦɚɬɪɢɰɚ ɜɟɫɨɜ ɜɵɯɨɞɧɨɝɨ ɫɥɨɹ); H – ɤɨɥɢɱɟɫɬɜɨ 
ɧɟɣɪɨɧɨɜ ɫɤɪɵɬɨɝɨ ɫɥɨɹ (ɪɢɫ. 1).  
 
Ɋɢɫ. 1. Ɋɟɤɭɪɪɟɧɬɧɚɹ ɧɟɣɪɨɧɧɚɹ ɫɟɬɶ ɞɥɹ ɫɬɚɬɢɫɬɢɱɟɫɤɨɝɨ ɦɨɞɟɥɢɪɨɜɚɧɢɹ ɹɡɵɤɚ 
ɉɨɫɤɨɥɶɤɭ ht ɩɨɬɟɧɰɢɚɥɶɧɨ ɫɨɯɪɚɧɹɟɬ ɜ ɫɟɛɟ ɜɟɫɶ ɥɟɜɵɣ ɤɨɧɬɟɤɫɬ, ɞɚɧɧɚɹ ɦɨɞɟɥɶ 
ɜɵɝɥɹɞɢɬ ɛɨɥɟɟ ɦɨɳɧɨɣ, ɱɟɦ n-ɝɪɚɦɦɧɚɹ ɧɟɣɪɨɫɟɬɟɜɚɹ ɦɨɞɟɥɶ. Ʉ ɫɨɠɚɥɟɧɢɸ, ɜ 
ɞɟɣɫɬɜɢɬɟɥɶɧɨɫɬɢ ɩɨɫɥɟɞɧɟɟ ɭɬɜɟɪɠɞɟɧɢɟ ɧɟ ɫɨɜɫɟɦ ɜɟɪɧɨ, ɩɨɫɤɨɥɶɤɭ ɧɨɪɦɚ ɝɪɚɞɢɟɧɬɚ డ௛೟
డ௛ೖ
, 
k<t, ɨɬɪɚɠɚɸɳɟɝɨ ɜɥɢɹɧɢɟ ɩɪɟɞɵɞɭɳɢɯ ɡɧɚɱɟɧɢɣ ɧɚ ɫɤɪɵɬɨɦ ɫɥɨɟ ɧɚ ɩɨɫɥɟɞɭɸɳɢɟ, 







ɝɞɟ diag(f(x)) ɨɛɨɡɧɚɱɚɟɬ ɞɢɚɝɨɧɚɥɶɧɭɸ ɦɚɬɪɢɰɭ ɫ ɷɥɟɦɟɧɬɚɦɢ ɧɚ ɝɥɚɜɧɨɣ ɞɢɚɝɨɧɚɥɢ, 
ɜɵɱɢɫɥɹɟɦɵɦɢ ɩɨ ɮɨɪɦɭɥɟ Ai,i = f(xi) [13, 14].  
ȼ ɡɚɜɢɫɢɦɨɫɬɢ ɨɬ ɫɜɨɣɫɬɜ ɦɚɬɪɢɰɵ W ɡɧɚɱɟɧɢɟ ɜɵɪɚɠɟɧɢɹ (4) ɥɢɛɨ ɪɚɫɬɟɬ, ɥɢɛɨ 
ɩɚɞɚɟɬ ɫ ɷɤɫɩɨɧɟɧɰɢɚɥɶɧɨɣ ɫɤɨɪɨɫɬɶɸ. Ⱦɚɧɧɵɣ ɮɚɤɬ ɩɨɥɭɱɢɥ ɧɚɡɜɚɧɢɟ ɡɚɬɭɯɚɧɢɹ ɝɪɚɞɢɟɧɬɚ 
(vanishing gradient) ɜ ɫɥɭɱɚɟ ɭɛɵɜɚɧɢɹ ɢɥɢ ɝɪɚɞɢɟɧɬɧɨɝɨ ɜɡɪɵɜɚ (gradient explosion) ɜ ɫɥɭɱɚɟ 
ɪɨɫɬɚ [10, 12].  
Ɏɚɤɬɢɱɟɫɤɢ ɞɚɧɧɵɣ ɪɟɡɭɥɶɬɚɬ ɨɡɧɚɱɚɟɬ, ɱɬɨ ɬɪɟɧɢɪɨɜɤɚ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ ɫɟɬɢ 
ɦɟɬɨɞɚɦɢ ɩɟɪɜɨɝɨ ɩɨɪɹɞɤɚ ɧɟ ɦɨɠɟɬ ɭɱɢɬɵɜɚɬɶ ɜɥɢɹɧɢɹ ɷɥɟɦɟɧɬɨɜ ɩɨɫɥɟɞɨɜɚɬɟɥɶɧɨɫɬɢ, ɟɫɥɢ 
ɨɧɢ ɫɢɥɶɧɨ ɪɚɡɧɟɫɟɧɵ ɩɨ ɜɪɟɦɟɧɢ. Ⱦɥɹ ɷɬɨɝɨ ɦɚɬɪɢɰɚ W ɞɨɥɠɧɚ ɛɵɥɚ ɛɵ ɢɦɟɬɶ ɞɨɫɬɚɬɨɱɧɨ 
ɛɨɥɶɲɭɸ ɧɨɪɦɭ, ɚ ɡɧɚɱɢɬ, ɛɵɬɶ ɤɪɢɬɢɱɟɫɤɢ ɜɨɫɩɪɢɢɦɱɢɜɨɣ ɤ ɲɭɦɭ ɜ ɨɛɭɱɚɸɳɟɣ 
ɩɨɫɥɟɞɨɜɚɬɟɥɶɧɨɫɬɢ [10]. ɇɚ ɩɪɚɤɬɢɤɟ ɷɬɨ ɜɵɪɚɠɚɟɬɫɹ ɜ ɜɵɫɨɤɨɣ ɚɦɩɥɢɬɭɞɟ ɧɨɪɦ ɝɪɚɞɢɟɧɬɨɜ 
ɢ ɧɟɭɫɬɨɣɱɢɜɨɫɬɢ ɪɟɲɟɧɢɹ. ɋ ɞɪɭɝɨɣ ɫɬɨɪɨɧɵ, ɭɫɬɨɣɱɢɜɨɟ ɪɟɲɟɧɢɟ ɦɨɠɟɬ ɛɵɬɶ ɩɨɥɭɱɟɧɨ 
ɩɪɢ ɧɟɛɨɥɶɲɢɯ ɧɨɪɦɚɯ W, ɨɞɧɚɤɨ, ɤɚɤ ɛɵɥɨ ɩɨɤɚɡɚɧɨ ɜɵɲɟ, ɬɚɤɢɟ ɪɟɲɟɧɢɹ ɩɪɢɜɨɞɹɬ ɤ 
– 1295 –
Mikhail S. Kudinov. On Applicability of Recurrent Neural Networks to Language Modelling for Inflective Languages
Эксперименты [9] показали, что для достижения достаточного покрытия словаря необхо-
димо использовать неоптимальные с точки зрения перплексии параметры обучения, которые 
позволяют провести обучение за разумное время. Кроме того, авторы используют готовую 
утилиту Т. Миколова, реализующую дорогостоящие матричные вычисления в один поток, 
что еще больше замедляет обучение. Тем не менее данный результат можно считать экспери-
ментальным подтверждением того, что прямое применение рекуррентной нейронной сети для 
флективных языков затруднено.
Чтобы обойти эту проблему, можно было бы использовать схему, представленную на рис. 
2. Каждое входное слово предварительно лемматизуется внешним морфологическим анали-
затором. Леммы используются для предсказания последующих лемм. Далее предсказанной 
леммы запускается линейный классификатор (например, логистическая регрессия), предска-
зывающий словоформу по лемме и морфологическим признакам контекста. Данный подход 
позволяет миновать проблему разрастания словаря. Другой подход мог бы состоять в том, что-
бы разделить выходной слой на два вектора – словарный (леммы) и морфологический (морфо-
логические признаки). Ошибка предсказания в данном случае получалась бы суммированием 
ошибок на двух векторах. 
Ниже будет показано, что как минимум второй из предложенных подходов не дает обна-
деживающих результатов. Более того, даже простая модификация стандартной архитектуры с 
добавлением морфологических признаков приводит к росту перплексии. При этом рекуррент-
ная нейросетевая модель, игнорирующая морфологию, т.е. модель, работающая на леммати-
зованном корпусе, работает лучше, чем n-граммная модель со сглаживанием Кнессера-Нея в 
аналогичных условиях. 
Наконец, из простого эксперимента по ранжированию гипотез видно, что комбинация 
нейронных сетей, обученных на леммах, дает лучший результат, чем комбинация n-граммных 
моделей с дисконтированием Кнессера-Нея.
 
ɫɥɨɠɧɨɫɬɹɦ ɫ ɦɨɞɟɥɢɪɨɜɚɧɢɟɦ ɞɚɥɶɧɢɯ ɡɚɜɢɫɢɦɨɫɬɟɣ.  
ɏɨɬɹ ɡɚ ɩɪɨɲɟɞɲɢɟ 20 ɥɟɬ ɫ ɦɨɦɟɧɬɚ ɨɛɨɫɧɨɜɚɧɢɹ ɞɚɧɧɨɣ ɩɪɨɛɥɟɦɵ ɛɵɥɨ 
ɩɪɟɞɥɨɠɟɧɨ ɧɟɦɚɥɨ ɫɩɨɫɨɛɨɜ ɟɟ ɪɟɲɟɧɢɹ [14, 15], ɜ [7] ɭɬɜɟɪɠɞɚɟɬɫɹ, ɱɬɨ ɞɚɧɧɚɹ ɩɪɨɛɥɟɦɚ 
ɧɟ ɹɜɥɹɟɬɫɹ ɫɭɳɟɫɬɜɟɧɧɨɣ ɞɥɹ ɦɨɞɟɥɢɪɨɜɚɧɢɹ ɹɡɵɤɚ. Ɍɚɤɢɦ ɨɛɪɚɡɨɦ, ɜ ɞɚɧɧɨɣ ɪɚɛɨɬɟ ɛɭɞɟɬ 
ɪɚɫɫɦɨɬɪɟɧ ɫɥɭɱɚɣ ɫɬɚɧɞɚɪɬɧɨɣ ɚɪɯɢɬɟɤɬɭɪɵ ɗɥɦɚɧɚ ɫ ɚɥɝɨɪɢɬɦɨɦ ɪɚɫɩɪɨɫɬɪɚɧɟɧɢɹ ɨɲɢɛɤɢ 
ɨɛɪɚɬɧɨ ɩɨ ɜɪɟɦɟɧɢ (backpropagation through time). 
ɉɪɢ ɧɚɥɢɱɢɢ ɫɥɨɜɚɪɹ ɫɭɳɟɫɬɜɟɧɧɨɝɨ ɨɛɴɟɦɚ ɫɬɚɬɢɫɬɢɱɟɫɤɨɟ ɦɨɞɟɥɢɪɨɜɚɧɢɟ 
ɮɥɟɤɬɢɜɧɵɯ ɹɡɵɤɨɜ ɫɨɫɬɚɜɥɹɟɬ ɞɨɩɨɥɧɢɬɟɥɶɧɭɸ ɬɟɯɧɢɱɟɫɤɭɸ ɩɪɨɛɥɟɦɭ ɞɥɹ ɧɟɣɪɨɫɟɬɟɜɨɝɨ 
ɩɨɞɯɨɞɚ. Ȼɨɥɶɲɨɟ ɤɨɥɢɱɟɫɬɜɨ ɪɚɡɥɢɱɧɵɯ ɫɥɨɜɨɮɨɪɦ ɩɪɢɜɨɞɢɬ ɤ ɩɪɨɩɨɪɰɢɨɧɚɥɶɧɨ ɛɨɥɶɲɟɦɭ 
ɪɚɡɦɟɪɭ ɜɵɯɨɞɧɨɝɨ ɫɥɨɹ, ɚ ɢɡ (3) ɜɢɞɧɨ, ɱɬɨ ɫɥɨɠɧɨɫɬɶ ɚɥɝɨɪɢɬɦɚ ɨɛɭɱɟɧɢɹ ɥɢɧɟɣɧɚ ɩɨ 
ɨɛɴɟɦɭ ɜɵɯɨɞɧɨɝɨ ɫɥɨɹ.  
ɗɤɫɩɟɪɢɦɟɧɬɵ [9] ɩɨɤɚɡɚɥɢ, ɱɬɨ ɞɥɹ ɞɨɫɬɢɠɟɧɢɹ ɞɨɫɬɚɬɨɱɧɨɝɨ ɩɨɤɪɵɬɢɹ ɫɥɨɜɚɪɹ 
ɧɟɨɛɯɨɞɢɦɨ ɢɫɩɨɥɶɡɨɜɚɬɶ ɧɟɨɩɬɢɦɚɥɶɧɵɟ ɫ ɬɨɱɤɢ ɡɪɟɧɢɹ ɩɟɪɩɥɟɤɫɢɢ ɩɚɪɚɦɟɬɪɵ ɨɛɭɱɟɧɢɹ, 
ɤɨɬɨɪɵɟ ɩɨɡɜɨɥɹɸɬ ɩɪɨɜɟɫɬɢ ɨɛɭɱɟɧɢɟ ɡɚ ɪɚɡɭɦɧɨɟ ɜɪɟɦɹ. Ʉɪɨɦɟ ɬɨɝɨ, ɚɜɬɨɪɵ ɢɫɩɨɥɶɡɭɸɬ 
ɝɨɬɨɜɭɸ ɭɬɢɥɢɬɭ Ɍ. Ɇɢɤɨɥɨɜɚ, ɪɟɚɥɢɡɭɸɳɭɸ ɞɨɪɨɝɨɫɬɨɹɳɢɟ ɦɚɬɪɢɱɧɵɟ ɜɵɱɢɫɥɟɧɢɹ ɜ ɨɞɢɧ 
ɩɨɬɨɤ, ɱɬɨ ɟɳɟ ɛɨɥɶɲɟ ɡɚɦɟɞɥɹɟɬ ɨɛɭɱɟɧɢɟ. Ɍɟɦ ɧɟ ɦɟɧɟɟ ɞɚɧɧɵɣ ɪɟɡɭɥɶɬɚɬ ɦɨɠɧɨ ɫɱɢɬɚɬɶ 
ɷɤɫɩɟɪɢɦɟɧɬɚɥɶɧɵɦ ɩɨɞɬɜɟɪɠɞɟɧɢɟɦ ɬɨɝɨ, ɱɬɨ ɩɪɹɦɨɟ ɩɪɢɦɟɧɟɧɢɟ ɪɟɤɭɪɪɟɧɬɧɨɣ ɧɟɣɪɨɧɧɨɣ 
ɫɟɬɢ ɞɥɹ ɮɥɟɤɬɢɜɧɵɯ ɹɡɵɤɨɜ ɡɚɬɪɭɞɧɟɧɨ. 
 
Ɋɢɫ. 2. Ɋɟɤɭɪɟɧɬɧɚɹ ɧɟɣɪɨɧɧɚɹ ɫɟɬɶ ɫ ɜɧɟɲɧɢɦ ɤɥɚɫɫɢɮɢɤɚɬɨɪɨɦ 
ɑɬɨɛɵ ɨɛɨɣɬɢ ɷɬɭ ɩɪɨɛɥɟɦɭ, ɦɨɠɧɨ ɛɵɥɨ ɛɵ ɢɫɩɨɥɶɡɨɜɚɬɶ ɫɯɟɦɭ ɧɚ ɪɢɫ. 2. Ʉɚɠɞɨɟ 
ɜɯɨɞɧɨɟ ɫɥɨɜɨ ɩɪɟɞɜɚɪɢɬɟɥɶɧɨ ɥɟɦɦɚɬɢɡɭɟɬɫɹ ɜɧɟɲɧɢɦ ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɦ ɚɧɚɥɢɡɚɬɨɪɨɦ. 
Ʌɟɦɦɵ ɢɫɩɨɥɶɡɭɸɬɫɹ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɩɨɫɥɟɞɭɸɳɢɯ ɥɟɦɦ. Ⱦɚɥɟɟ ɩɪɟɞɫɤɚɡɚɧɧɨɣ ɥɟɦɦɵ 
ɡɚɩɭɫɤɚɟɬɫɹ ɥɢɧɟɣɧɵɣ ɤɥɚɫɫɢɮɢɤɚɬɨɪ (ɧɚɩɪɢɦɟɪ, ɥɨɝɢɫɬɢɱɟɫɤɚɹ ɪɟɝɪɟɫɫɢɹ), 
ɩɪɟɞɫɤɚɡɵɜɚɸɳɢɣ ɫɥɨɜɨɮɨɪɦɭ ɩɨ ɥɟɦɦɟ ɢ ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɦ ɩɪɢɡɧɚɤɚɦ ɤɨɧɬɟɤɫɬɚ. Ⱦɚɧɧɵɣ 
Рис. 2. Рекурентная нейронная сеть с внешним классификатором
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Эксперименты
В эксперименте рассматривались рекуррентные нейронные сети с тремя различными ар-
хитектурами: стандартная архитектура, игнорирующая морфологию (рис. 1), и архитектуры, 
использующие морфологию (рис. 3).
Архитектура первого типа представляет собой стандартную архитектуру Т. Миколова 
(здесь и далее lt, mt – соответственно лемма и список морфологических признаков словоформы 
виде tag1@tag2@...@tagN на шаге t): в данном эксперименте леммы левого контекста предска-
зывали последующие леммы: P(lt|lt-1,ht-1). 
Архитектура второго типа отличается только наличием дополнительного вектора морфо-
логических признаков. Таким образом, леммы и морфологические признаки левого контекста 
предсказывали последующие леммы: P(lt|lt-1,mt-1,ht-1). 
Наконец, архитектура третьего типа осуществляет также предсказание морфологической 
формы: P(lt,mt|lt-1,mt-1,ht-1). 
Для эксперимента был подготовлен новостной корпус, основанный на заметках издания 
Lenta.ru за март-ноябрь 2014 г. Корпус насчитывал 1,8⋅106 словоупотреблений. Корпус был об-
работан морфологическим анализатором [16] и преобразован в формат последовательностей 
вида лемма1:морфология1 лемма2:морфология2… леммаN:морфологияN. Словарь был ограничен 
10 000 лемм. Остальные леммы получали метку «UNK». По 10 % корпуса были выделены для 
тестовой и валидационной выборок. 
Каждая из архитектур обучалась на компьютере, снабженном CUDA-совместимой ви-
деокартой NVIDIA GTX TITAN. Были протестированы различные объемы скрытого слоя 
Рис. 3. Рекуррентные нейронные сети с морфологической информацией: слева – морфологические 
признаки используются для предсказания лемм; справа – морфологические признаки используются для 
предсказания лемм и морфологических форм
 
ɩɨɞɯɨɞ ɩɨɡɜɨɥɹɟɬ ɦɢɧɨɜɚɬɶ ɩɪɨɛɥɟɦɭ ɪɚɡɪɚɫɬɚɧɢɹ ɫɥɨɜɚɪɹ. Ⱦɪɭɝɨɣ ɩɨɞɯɨɞ ɦɨɝ ɛɵ ɫɨɫɬɨɹɬɶ ɜ 
ɬɨɦ, ɱɬɨɛɵ ɪɚɡɞɟɥɢɬɶ ɜɵɯɨɞɧɨɣ ɫɥɨɣ ɧɚ ɞɜɚ ɜɟɤɬɨɪɚ – ɫɥɨɜɚɪɧɵɣ (ɥɟɦɦɵ) ɢ 
ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɣ (ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɟ ɩɪɢɡɧɚɤɢ). Ɉɲɢɛɤɚ ɩɪɟɞɫɤɚɡɚɧɢɹ ɜ ɞɚɧɧɨɦ ɫɥɭɱɚɟ 
ɩɨɥɭɱɚɥɚɫɶ ɛɵ ɫɭɦɦɢɪɨɜɚɧɢɟɦ ɨɲɢɛɨɤ ɧɚ ɞɜɭɯ ɜɟɤɬɨɪɚɯ.  
ɇɢɠɟ ɛɭɞɟɬ ɩɨɤɚɡɚɧɨ, ɱɬɨ ɤɚɤ ɦɢɧɢɦɭɦ ɜɬɨɪɨɣ ɢɡ ɩɪɟɞɥɨɠɟɧɧɵɯ ɩɨɞɯɨɞɨɜ ɧɟ ɞɚɟɬ 
ɨɛɧɚɞɟɠɢɜɚɸɳɢɯ ɪɟɡɭɥɶɬɚɬɨɜ. Ȼɨɥɟɟ ɬɨɝɨ, ɞɚɠɟ ɩɪɨɫɬɚɹ ɦɨɞɢɮɢɤɚɰɢɹ ɫɬɚɧɞɚɪɬɧɨɣ 
ɚɪɯɢɬɟɤɬɭɪɵ ɫ ɞɨɛɚɜɥɟɧɢɟɦ ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɯ ɩɪɢɡɧɚɤɨɜ ɩɪɢɜɨɞɢɬ ɤ ɪɨɫɬɭ ɩɟɪɩɥɟɤɫɢɢ. ɉɪɢ 
ɷɬɨɦ ɪɟɤɭɪɪɟɧɬɧɚɹ ɧɟɣɪɨɫɟɬɟɜɚɹ ɦɨɞɟɥɶ, ɢɝɧɨɪɢɪɭɸɳɚɹ ɦɨɪɮɨɥɨɝɢɸ, ɬ.ɟ. ɦɨɞɟɥɶ, 
ɪɚɛɨɬɚɸɳɚɹ ɧɚ ɥɟɦɦɚɬɢɡɨɜɚɧɧɨɦ ɤɨɪɩɭɫɟ, ɪɚɛɨɬɚɟɬ ɥɭɱɲɟ, ɱɟɦ n-ɝɪɚɦɦɧɚɹ ɦɨɞɟɥɶ ɫɨ 
ɫɝɥɚɠɢɜɚɧɢɟɦ Ʉɧɟɫɫɟɪɚ-ɇɟɹ ɜ ɚɧɚɥɨɝɢɱɧɵɯ ɭɫɥɨɜɢɹɯ.  
ɇɚɤɨɧɟɰ, ɢɡ ɩɪɨɫɬɨɝɨ ɷɤɫɩɟɪɢɦɟɧɬɚ ɩɨ ɪɚɧɠɢɪɨɜɚɧɢɸ ɝɢɩɨɬɟɡ ɜɢɞɧɨ, ɱɬɨ ɤɨɦɛɢɧɚɰɢɹ 
ɧɟɣɪɨɧɧɵɯ ɫɟɬɟɣ, ɨɛɭɱɟɧɧɵɯ ɧɚ ɥɟɦɦɚɯ, ɞɚɟɬ ɥɭɱɲɢɣ ɪɟɡɭɥɶɬɚɬ, ɱɟɦ ɤɨɦɛɢɧɚɰɢɹ n-
ɝɪɚɦɦɧɵɯ ɦɨɞɟɥɟɣ ɫ ɞɢɫɤɨɧɬɢɪɨɜɚɧɢɟɦ Ʉɧɟɫɫɟɪɚ-ɇɟɹ. 
ɗɤɫɩɟɪɢɦɟɧɬɵ 
ȼ ɷɤɫɩɟɪɢɦɟɧɬɟ ɪɚɫɫɦɚɬɪɢɜɚɥɢɫɶ ɪɟɤɭɪɪɟɧɬɧɵɟ ɧɟɣɪɨɧɧɵɟ ɫɟɬɢ ɫ ɬɪɟɦɹ ɪɚɡɥɢɱɧɵɦɢ 
ɚɪɯɢɬɟɤɬɭɪɚɦɢ: ɫɬɚɧɞɚɪɬɧɚɹ ɚɪɯɢɬɟɤɬɭɪɚ, ɢɝɧɨɪɢɪɭɸɳɚɹ ɦɨɪɮɨɥɨɝɢɸ (ɪɢɫ. 1), ɢ 
ɚɪɯɢɬɟɤɬɭɪɵ, ɢɫɩɨɥɶɡɭɸɳɢɟ ɦɨɪɮɨɥɨɝɢɸ (ɪɢɫ. 3). 
 
Ɋɢɫ. 3. Ɋɟɤɭɪɪɟɧɬɧɵɟ ɧɟɣɪɨɧɧɵɟ ɫɟɬɢ ɫ ɦɨɪɮɨɥɨɝɢɱɟɫɤɨɣ ɢɧɮɨɪɦɚɰɢɟɣ: ɫɥɟɜɚ – 
ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɟ ɩɪɢɡɧɚɤɢ ɢɫɩɨɥɶɡɭɸɬɫɹ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɥɟɦɦ; ɫɩɪɚɜɚ – ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɟ 
ɩɪɢɡɧɚɤɢ ɢɫɩɨɥɶɡɭɸɬɫɹ ɞɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɥɟɦɦ ɢ ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɯ ɮɨɪɦ 
Ⱥɪɯɢɬɟɤɬɭɪɚ ɩɟɪɜɨɝɨ ɬɢɩɚ ɩɪɟɞɫɬɚɜɥɹɟɬ ɫɨɛɨɣ ɫɬɚɧɞɚɪɬɧɭɸ ɚɪɯɢɬɟɤɬɭɪɭ Ɍ. Ɇɢɤɨɥɨɜɚ 
(ɡɞɟɫɶ ɢ ɞɚɥɟɟ lt, mt – ɫɨɨɬɜɟɬɫɬɜɟɧɧɨ ɥɟɦɦɚ ɢ ɫɩɢɫɨɤ ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɯ ɩɪɢɡɧɚɤɨɜ 
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от 100 до 1000. Обучение каждой из сетей занимало около 20 ч почти вне зависимости 
от размера скрытого слоя, что является существенным улучшением по сравнению с ис-
пользуемой в [9] утилитой Т. Миколова [17], не применяющей параллельных матричных 
вычислений. 
Ниже приведены результаты работы алгоритмов на валидационной выборке. Перплексии 
на тестовой и валидационной выборке обычно разнятся в пределах 3–4 пунктов.
Из табл. 1 и графиков на рис. 4 видно, что перплексии моделей, использующих морфоло-
гию, всегда выше, чем модели без морфологии. Если для модели номер 3 это можно было бы 
объяснить большей сложностью функции ошибки – фактически над одним и тем же множе-
ством переменных строится два вероятностных распределения вместо одного, – то падение ка-
чества для второй модели выглядит неожиданным. Одной из причин понижения качества мог-
ло бы стать переобучение вследствие увеличения числа параметров, однако различие в числе 
параметров нельзя назвать значительным ввиду небольшого числа морфологических классов 
в сравнении с количеством лемм. 






































332,68 / 20,922 
317,36 / 19,16 
317,36 / 18,49 
303,80 / 18,83 
302,75 / 18,95 
310,19 / 18,48 
304,64 / 18,62 
304,86 / 18,64 
– 
–
* Для второй и третьей моделей эксперименты с объемом слоя больше 800 не проводились. Для модели 3 приведены 
перплексии для предсказаний леммы и морфологической формы.
 
 
Ɋɢɫ. 4. Ɂɚɜɢɫɢɦɨɫɬɶ ɩɟɪɩɥɟɤɫɢɢ ɨɬ ɪɚɡɦɟɪɚ ɫɤɪɵɬɨɝɨ ɫɥɨɹ. lem2lem: ɅɟɦɦɚĺɅɟɦɦɚ; 
lem_morph2lem: Ʌɟɦɦɚ+ɆɨɪɮɨɥɨɝɢɹĺɅɟɦɦɚ; lem_morph2lem_morph: 
Ʌɟɦɦɚ+ɆɨɪɮɨɥɨɝɢɹĺɅɟɦɦɚ+Ɇɨɪɮɨɥɨɝɢɹ 
ȼ ɬɚɛɥ. 1 ɢ ɝɪɚɮɢɤɨɜ ɧɚ ɪɢɫ. 4 ɜɢɞɧɨ, ɱɬɨ ɩɟɪɩɥɟɤɫɢɢ ɦɨɞɟɥɟɣ, ɢɫɩɨɥɶɡɭɸɳɢɯ 
ɦɨɪɮɨɥɨɝɢɸ, ɜɫɟɝɞɚ ɜɵɲɟ, ɱɟɦ ɦɨɞɟɥɢ ɛɟɡ ɦɨɪɮɨɥɨɝɢɢ. ȿɫɥɢ ɞɥɹ ɦɨɞɟɥɢ ɧɨɦɟɪ 3 ɷɬɨ ɦɨɠɧɨ 
ɛɵɥɨ ɛɵ ɨɛɴɹɫɧɢɬɶ ɛɨɥɶɲɟɣ ɫɥɨɠɧɨɫɬɶɸ ɮɭɧɤɰɢɢ ɨɲɢɛɤɢ – ɮɚɤɬɢɱɟɫɤɢ ɧɚɞ ɨɞɧɢɦ ɢ ɬɟɦ ɠɟ 
ɦɧɨɠɟɫɬɜɨɦ ɩɟɪɟɦɟɧɧɵɯ ɫɬɪɨɢɬɫɹ ɞɜɚ ɜɟɪɨɹɬɧɨɫɬɧɵɯ ɪɚɫɩɪɟɞɟɥɟɧɢɹ ɜɦɟɫɬɨ ɨɞɧɨɝɨ, – ɬɨ 
ɩɚɞɟɧɢɟ ɤɚɱɟɫɬɜɚ ɞɥɹ ɜɬɨɪɨɣ ɦɨɞɟɥɢ ɜɵɝɥɹɞɢɬ ɧɟɨɠɢɞɚɧɧɵɦ. Ɉɞɧɨɣ ɢɡ ɩɪɢɱɢɧ ɩɨɧɢɠɟɧɢɹ 
ɤɚɱɟɫɬɜɚ ɦɨɝɥɨ ɛɵ ɫɬɚɬɶ ɩɟɪɟɨɛɭɱɟɧɢɟ ɜɫɥɟɞɫɬɜɢɟ ɭɜɟɥɢɱɟɧɢɹ ɱɢɫɥɚ ɩɚɪɚɦɟɬɪɨɜ, ɨɞɧɚɤɨ 
ɪɚɡɥɢɱɢɟ ɜ ɱɢɫɥɟ ɩɚɪɚɦɟɬɪɨɜ ɧɟɥɶɡɹ ɧɚɡɜɚɬɶ ɡɧɚɱɢɬɟɥɶɧɵɦ ɜɜɢɞɭ ɧɟɛɨɥɶɲɨɝɨ ɱɢɫɥɚ 
ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɯ ɤɥɚɫɫɨɜ ɜ ɫɪɚɜɧɟɧɢɢ ɫ ɤɨɥɢɱɟɫɬɜɨɦ ɥɟɦɦ.  
ȼɩɨɥɧɟ ɜɟɪɨɹɬɧɨ, ɱɬɨ ɛɨɥɟɟ ɬɳɚɬɟɥɶɧɵɣ ɩɨɞɛɨɪ ɝɢɩɟɪɩɚɪɚɦɟɬɪɨɜ – ɤɨɥɢɱɟɫɬɜɚ 
ɧɟɣɪɨɧɨɜ ɧɚ ɫɤɪɵɬɨɦ ɫɥɨɟ ɢ ɩɚɪɚɦɟɬɪɨɜ ɪɟɝɭɥɹɪɢɡɚɰɢɢ – ɩɨɡɜɨɥɢɥɢ ɛɵ ɩɨɥɭɱɢɬɶ 
ɡɧɚɱɢɬɟɥɶɧɨ ɥɭɱɲɟɟ ɤɚɱɟɫɬɜɨ. ɉɨɞɛɨɪ ɝɢɩɟɪɩɚɪɚɦɟɬɪɨɜ ɤɪɚɣɧɟ ɡɚɬɪɚɬɧɚɹ ɩɨ ɜɪɟɦɟɧɢ 
ɨɩɟɪɚɰɢɹ, ɩɨɫɤɨɥɶɤɭ ɤɨɥɢɱɟɫɬɜɨ ɢɬɟɪɚɰɢɣ ɚɥɝɨɪɢɬɦɚ ɨɛɪɚɬɧɨɝɨ ɪɚɫɩɪɨɫɬɪɚɧɟɧɢɹ ɨɲɢɛɤɢ, 
ɧɟɨɛɯɨɞɢɦɵɯ ɞɥɹ ɨɰɟɧɤɢ ɤɚɱɟɫɬɜɚ ɦɨɞɟɥɢ ɫ ɞɚɧɧɨɣ ɤɨɧɮɢɝɭɪɚɰɢɟɣ ɝɢɩɟɪɩɚɪɚɦɟɬɪɨɜ, ɤɚɤ 
ɩɪɚɜɢɥɨ, ɞɨɜɨɥɶɧɨ ɜɟɥɢɤɨ. ɉɪɢ ɷɬɨɦ ɩɨ ɪɟɡɭɥɶɬɚɬɚɦ ɷɤɫɩɟɪɢɦɟɧɬɨɜ ɧɟɥɶɡɹ ɜɵɹɜɢɬɶ ɤɚɤɨɣ-
ɥɢɛɨ ɬɪɟɧɞ ɜ ɡɚɜɢɫɢɦɨɫɬɢ ɩɟɪɩɥɟɤɫɢɢ ɧɚ ɜɚɥɢɞɚɰɢɨɧɧɨɣ ɜɵɛɨɪɤɟ ɨɬ ɪɚɡɦɟɪɚ ɫɤɪɵɬɨɝɨ ɫɥɨɹ. 
ɉɨ ɤɪɚɣɧɟɣ ɦɟɪɟ, ɧɟɥɶɡɹ ɫ ɭɜɟɪɟɧɧɨɫɬɶɸ ɭɬɜɟɪɠɞɚɬɶ, ɱɬɨ ɭɜɟɥɢɱɟɧɢɟ ɪɚɡɦɟɪɚ ɫɤɪɵɬɨɝɨ ɫɥɨɹ 
ɞɚɫɬ ɩɨɥɨɠɢɬɟɥɶɧɵɣ ɷɮɮɟɤɬ. 
Ɍɚɤɢɦ ɨɛɪɚɡɨɦ, ɩɨ ɪɟɡɭɥɶɬɚɬɚɦ ɩɨɫɬɚɜɥɟɧɧɨɝɨ ɷɤɫɩɟɪɢɦɟɧɬɚ ɦɨɠɧɨ ɫɞɟɥɚɬɶ ɜɵɜɨɞ, 
ɱɬɨ ɞɨɛɚɜɥɟɧɢɟ ɞɨɩɨɥɧɢɬɟɥɶɧɵɯ ɩɪɢɡɧɚɤɨɜ ɜ ɪɟɤɭɪɪɟɧɬɧɭɸ ɧɟɣɪɨɧɧɭɸ ɫɟɬɶ ɹɜɥɹɟɬɫɹ 
ɫɚɦɨɫɬɨɹɬɟɥɶɧɨɣ ɡɚɞɚɱɟɣ, ɬɪɟɛɭɸɳɟɣ ɢɫɫɥɟɞɨɜɚɧɢɹ. Ⱦɥɹ ɩɪɟɞɫɤɚɡɚɧɢɹ ɥɟɦɦ ɦɨɞɟɥɶ, 
ɢɝɧɨɪɢɪɭɸɳɚɹ ɦɨɪɮɨɥɨɝɢɸ, ɜ ɰɟɥɨɦ ɩɪɟɞɫɬɚɜɥɹɟɬɫɹ ɛɨɥɟɟ ɧɚɞɟɠɧɨɣ. ɋ ɞɪɭɝɨɣ ɫɬɨɪɨɧɵ, 
ɧɟɨɛɯɨɞɢɦɨ ɧɚɣɬɢ ɪɟɲɟɧɢɟ ɞɥɹ ɡɚɞɚɱɢ ɩɪɟɞɫɤɚɡɚɧɢɹ ɦɨɪɮɨɥɨɝɢɱɟɫɤɢɯ ɯɚɪɚɤɬɟɪɢɫɬɢɤ. 
Ⱦɥɹ ɜɬɨɪɨɣ ɫɟɪɢɢ ɷɤɫɩɟɪɢɦɟɧɬɨɜ ɨɩɢɫɚɧɧɵɣ ɜɵɲɟ ɤɨɪɩɭɫ ɛɵɥ ɩɨɜɬɨɪɧɨ ɨɛɪɚɛɨɬɚɧ 
Рис. 4. Зависимость перплексии от размера скрытого слоя. lem2lem: Лемма→Лемма; lem_morph2lem: 
Лемма+Морфология→Лемма; lem_morph2lem_morph: Лемма+Морфология→Лемма+Морфология
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Вполне вероятно, что более тщательный подбор гиперпараметров – количества нейронов 
на скрытом слое и параметров регуляризации – позволили бы получить значительно лучшее 
качество. Подбор гиперпараметров – крайне затратная по времени операция, поскольку ко-
личество итераций алгоритма обратного распространения ошибки, необходимых для оценки 
качества модели с данной конфигурацией гиперпараметров, как правило, довольно велико. При 
этом по результатам экспериментов нельзя выявить какой-либо тренд в зависимости перплек-
сии на валидационной выборке от размера скрытого слоя. По крайней мере, нельзя с уверенно-
стью утверждать, что увеличение размера скрытого слоя даст положительный эффект.
Таким образом, по результатам поставленного эксперимента можно сделать вывод, что 
добавление дополнительных признаков в рекуррентную нейронную сеть является самостоя-
тельной задачей, требующей исследования. Для предсказания лемм модель, игнорирующая 
морфологию, в целом представляется более надежной. С другой стороны, необходимо найти 
решение для задачи предсказания морфологических характеристик.
Для второй серии экспериментов описанный выше корпус был повторно обработан для 
обучения n-граммной модели со сглаживанием Кнессера-Нея. Обработка заключалась в замене 
словоформ для лемм, не попадающих в словарь (10 000 лемм), на «UNK». Таким образом, в до-
полнение к корпусу для тренировки модели на леммах был получен корпус для словоформ. На 
полученных корпусах проводилось обучение и эксперименты по определению перплексии. 
Для эксперимента по ранжированию гипотез применялись списки гипотез, полученные 
от внешней системы распознавания фирмы Nuance. Использовался русскоязычный корпус 
предложений со студийным качеством записи и транскрипциями. Аудиофайлы подавались 
на вход системе распознавания. На выходе получалось до 10 гипотез. В результате имеется 
коллекция неотсортированных списков гипотез. Как правило, список не содержал полностью 
правильной гипотезы и она добавлялась вручную. 
Далее каждая гипотеза обрабатывалась теми же инструментами, которые использовались 
при подготовке корпусов, т.е. были проведены лемматизация и замены неизвестных слов. По-
лученные корпуса были обработаны обученными на предыдущем этапе моделями. В результа-
те для каждой из гипотез были получены списки откликов от каждой модели – n-граммной со 
сглаживанием Кнессера-Нея и рекурентных нейронных сетей с различными размерами скры-
того слоя. Всего в обучающем корпусе для ранжирования было 1300 фраз со средним значени-
ем 5 гипотез на фразу. В тестовом корпусе было 300 фраз. 
В тестах были использованы n-граммные модели со сглаживанием Кнессера-Нея, поряд-
ков 3, 4, 5, натренированные на леммах и на словоформах. Модели на основе рекуррентных 
различались размером скрытого слоя. Были протестированы модели с объемами слоя 100, 200, 
300, 400 и 500. Все рекуррентные сети обучались на лемматизованном корпусе. Кроме того, 
использовалась оценка, возвращаемая морфологическим анализатором. В результате было по-
лучено 12 оценок. 
Для ранжирования брали модель ranking SVM, где в качестве признаков выступали оценки 
моделей. Результирующая модель обучалась ранжированию гипотез в списке на две катего-
рии — верная и неверная гипотеза. Фактически данный подход дает интерполяцию моделей. В 
качестве метрик для оценки в этом случае выбраны уровень пословной ошибки (word error rate, 
WER%) и процент случаев выбора правильной гипотезы (sentence error rate, SER%).
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Результаты экспериментов отражены в табл. 1 и 2. В табл. 1 приведены перплексии всех 
используемых моделей. В табл. 2 даны результаты эксперимента по ранжированию – уровень 
пословной ошибки (WER%) и процент точности выбора правильной гипотезы (SER%). 
Стоит отметить, что перплексии моделей, натренированных на лемматизиванном и нелем-
матизованном корпусе, строго говоря, не сравнимы по перплексии, поскольку количество не-
известных токенов, а значит и словарный состав корпусов различны: так, в корпусе словоформ 
оказалось много токенов «UNK», чем объясняется низкая перплексия этих моделей. Таким об-
разом, важным обнадеживающим выводом, который можно сделать по данным табл. 2, явля-
ется то, что модели на рекуррентных нейронных сетях демонстрируют существенно лучшие 
показатели в эксперименте, чем 5-граммная модель со сглаживанием Кнессера-Нея. 
Рассмотрим теперь результаты эксперимента по ранжированию (табл. 3). Стоит сделать 
следующие замечания. Первое из них состоит в заметном превосходстве рекуррентных ней-
ронных сетей над сглаженными n-граммами. Второй заметный факт – это противоречивое 
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влияние морфологической модели на конечный результат: улучшение пословной ошибки при 
явной тенденции к голосованию за неверную гипотезу предложения. Это можно объяснить тем 
фактом, что оценка, возвращаемая морфологическим анализатором, пропорциональна вероят-
ности лучшего разбора P(tag1T |word1T ). По этой причине данная оценка имеет тенденцию к 
выбору гипотез с наименьшей энтропией разбора. Стоит признать, что данная оценка не впол-
не подходит к решаемой нами задаче. Третий заметный факт состоит в несколько хаотичном 
характере результатов рекуррентных моделей: некоторые из них демонстрируют достаточно 
скромные результаты, однако их интерполяции обеспечивают наилучшие результаты. 
Эксперименты по ранжированию в целом демонстрируют превосходство рекуррентных 
моделей. Наилучшая комбинация задействует оценку, возвращаемую морфологическим ана-
лизатором, и оценки, полученные от рекуррентных моделей. Таким образом, обеспечивается 
комбинирование морфологической и словарной информации. Данный результат свидетель-
ствует о том, что риски в данном направлении могут быть продолжены.
Выводы
В статье был предложен простой эксперимент для проверки применимости рекуррент-
ных нейронных сетей с внешним классификатором грамматических форм к русскому языку. 
В ходе эксперимента комбинировались отклики различных языковых моделей с целью ран-
жирования списка гипотез, возвращенных системой распознавания речи. Результаты указы-
вают на то, что языковые модели на рекуррентных нейронных сетях превосходят результаты 
сглаженных n-граммных моделей как по перплексии, так и по уровню пословной ошибки. 
Тем не менее использование морфологии пока проблемно для рекуррентной нейронной сети. 
Следующим этапом работы может стать попытка тренировки классификатора с выпуклой 
функцией ошибки, где вычисленные векторы скрытого слоя нейронной сети будут служить 
в качестве признаков.
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