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Abstract
The anti-Ramsey number, AR(n,G), for a graph G and an integer n ≥ |V (G)|, is defined to
be the minimal integer r such that in any edge-colouring of Kn by at least r colours there is a
multicoloured copy of G, namely, a copy of G that each of its edges has a distinct colour. In this
paper we determine, for large enough n, AR(n, L∪ tP2) and AR(n, L∪ kP3) for any large enough
t and k, and a graph L satisfying some conditions. Consequently, we determine AR(n,G), for
large enough n, where G is P3 ∪ tP2 for any t ≥ 3, P4 ∪ tP2 and C3 ∪ tP2 for any t ≥ 2, kP3 for
any k ≥ 3, tP2 ∪ kP3 for any t ≥ 1, k ≥ 2, and Pt+1 ∪ kP3 for any t ≥ 3, k ≥ 1. Furthermore,
we obtain upper and lower bounds for AR(n,G), for large enough n, where G is Pk+1 ∪ tP2 and
Ck ∪ tP2 for any k ≥ 4, t ≥ 1.
Keywords: Anti-Ramsey, Multicoloured, Rainbow.
1 Introduction
Defininiton. A subgraph of an edge-coloured graph is called multicoloured if each of its edges has
a distinct colour.
Let G be a (simple) graph. For any integer n ≥ |V (G)|, let AR(n,G) be the minimal integer r
such that in any edge-colouring of Kn by at least r colours there is a multicoloured copy of G.
AR(n,G) was determined for various graphs G. We mention some of the results, which are
relevant to our work.
For Pk+1, a path of length k ≥ 2, Simonovits and So´s showed ([8]) that for large enough n
(n ≥ 5
4
k + c for some universal constant c),
AR(n, Pk+1) = (⌊k/2⌋ − 1)
(
n−
⌊k/2⌋
2
)
+ 2 + k mod 2. (1)
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For Ck, a cycle of length k, Montellano-Ballesteros and Neumann-Lara ([6]) proved that for any
n ≥ k ≥ 3,
AR(n,Ck) =
(
k − 1
2
)⌊
n
k − 1
⌋
+
⌈
n
k − 1
⌉
+
(
n mod (k − 1)
2
)
, (2)
after Erdo˝s, Simonovits and So´s noted in [3], where anti-Ramsey numbers were first introduced, that
(2) holds for n ≥ k = 3, showed the lower bound in (2) for any n ≥ k ≥ 3 and conjectured this lower
bound to be always tight, and Alon proved ([1]) that (2) holds for n ≥ k = 4.
For tP2, the disjoint union of t paths of length 1, i.e., a matching of size t, Schiermeyer first
showed ([7]) that AR(n, tP2) = (t − 2)
(
n− t−1
2
)
+ 2 for t ≥ 2, n ≥ 3t + 3. Then Fujita, Kaneko,
Schiermeyer and Suzuki proved ([4]) that for any t ≥ 2, n ≥ 2t+ 1,
AR(n, tP2) =

(t− 2)(2t − 3) + 2 n ≤
5t−7
2
(t− 2)
(
n− t−1
2
)
+ 2 n ≥ 5t−7
2
.
(3)
Finally, the remaining case n = 2t was settled by Haas and Young ([5]) who confirmed the conjecture
made in [4], that
AR(2t, tP2) =

(t− 2)
3t+1
2
+ 2 3 ≤ t ≤ 6
(t− 2)(2t− 3) + 3 t ≥ 7 .
(4)
In Section 3 we prove the following theorem which enables to transfer any linear upper bound on
AR(n,L ∪ t1P2) (for large enough n) to a linear upper bound on AR(n,L ∪ tP2) (for large enough
n) for any t > t1.
Theorem 3.1. Let L be a graph, let t1 ≥ 0 and n0 ≥ |V (L)| + 2t1 be integers, and let r and s be
real numbers. Suppose that AR(n,L ∪ t1P2) ≤ (t1 + r)
(
n− t1+r+1
2
)
+ s+ 1 for any integer n ≥ n0.
Then, there is a constant γ2, depending only on L, t1, r, s and n0, such that for any integers
t ≥ t1 and n >
5
2
t+ γ2,
AR(n,L ∪ tP2) ≤ (t+ r)
(
n−
t+ r + 1
2
)
+ s+ 1.
For L satisfying some additional restrictions we show, in Proposition 3.5, that the upper bound of
Theorem 3.1 is actually tight. Using Proposition 3.5 we then easily get that for large enough n,
AR(n, P3 ∪ tP2) = (t− 1)
(
n−
t
2
)
+ 2 (t ≥ 2,Corollary 3.7),
AR(n, P4 ∪ tP2) = t
(
n−
t+ 1
2
)
+ 2 (t ≥ 1,Corollary 3.7),
AR(n,C3 ∪ tP2) = t
(
n−
t+ 1
2
)
+ 2 (t ≥ 1,Corollary 3.8).
We also provide upper and lower bounds for AR(n, Pk+1 ∪ tP2) and AR(n,Ck ∪ tP2) for any k ≥ 4
and t ≥ 1.
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In Section 4, we prove the following Theorem, analogous to Theorem 3.1, which enables to
transfer any linear upper bound on AR(n,L∪ k1P3) (for large enough n) to a linear upper bound on
AR(n,L ∪ kP3) (for large enough n) for any k > k1.
Theorem 4.1. Let L be a graph, let k1 ≥ 0 and n0 ≥ |V (L)| + 3k1 be integers, and let r and s be
real numbers. Suppose that AR(n,L∪ k1P2) ≤ (k1+ r)
(
n− k1+r+1
2
)
+ s+1 for any integer n ≥ n0.
Then, there is a constant γ3, depending only on L, k1, r, s and n0, such that for any integers
k ≥ k1 and n > 5k + γ3,
AR(n,L ∪ kP3) ≤ (k + r)
(
n−
k + r + 1
2
)
+ s+ 1.
This theorem enables us to show that for large enough n,
AR(n, kP3) = (k − 1)
(
n−
k
2
)
+ 2 (k ≥ 1,Corollary 4.3),
AR(n, Pt+1 ∪ kP3) = (k + ⌊t/2⌋ − 1)
(
n−
k + ⌊t/2⌋
2
)
+ 2 + t mod 2 (t ≥ 3, k ≥ 0,Corollary 4.4),
AR(n, P2 ∪ kP3) = (k − 1)
(
n−
k
2
)
+ 3 (k ≥ 1,Corollary 4.5),
AR(n, tP2 ∪ kP3) = (k + t− 2)
(
n−
k + t− 1
2
)
+ 2 (t ≥ 2, k ≥ 2,Corollary 4.6).
To get some of the consequences, mentioned above, of Theorems 3.1 and 4.1, we use upper bounds
on the anti-Ramsey numbers of some small graphs. Those upper bounds are taken from [2], where
a complete account of the anti-Ramsey numbers of graphs with no more than four edges is given.
2 Notation
• Let G = (V,E) be a (simple) graph.
1. For any (not necessarily disjoint) sets A,B ⊆ V let EG(A,B) := {uv ∈ E | u ∈ A, v ∈ B}.
2. For each v ∈ V let NG(v) := {w ∈ V | vw ∈ E}, and dG(v) := |NG(v)|.
• The complete graph on a vertex set V will be denoted KV .
• Let c be an edge-colouring of a graph G = (V,E).
1. We denote by c(uv) the colour an edge uv has.
2. For any v ∈ V let C(v) := {c(vw) | w ∈ NG(v)} and dc(v) := |C(v)|.
3
3 The anti-Ramsey numbers of L ∪ tP2
Theorem 3.1. Let L be a graph, let t1 ≥ 0 and n0 ≥ |V (L)| + 2t1 be integers, and let r and s be
real numbers. Suppose that AR(n,L ∪ t1P2) ≤ (t1 + r)
(
n− t1+r+1
2
)
+ s+ 1 for any integer n ≥ n0.
Then, there is a constant γ2, depending only on L, t1, r, s and n0, such that for any integers
t ≥ t1 and n >
5
2
t+ γ2,
AR(n,L ∪ tP2) ≤ (t+ r)
(
n−
t+ r + 1
2
)
+ s+ 1.
Proof. The proof is by induction on t. The base case, t = t1, is obvious (provided
5
2
t1+γ2 ≥ n0−1).
Now let t > t1, and assume that AR(n,L ∪ (t − 1)P2) ≤ (t − 1 + r)
(
n− t−1+r+1
2
)
+ s + 1 for
any n > 5
2
(t − 1) + γ2. Let c be any edge-coloring of K
V , where |V | = n > 5
2
t + γ2, by at least
(t+r)
(
n− t+r+1
2
)
+s+1 colours. We will find a multicoloured copy of L∪tP2 inK
V . Let ℓ := |V (L)|.
The proof is divided into two cases.
Case 1. dc(v0) ≥ 2t+ ℓ for some vertex v0.
Changing the colour of every edge e of KV−{v0} for which c(e) ∈ C(v0) (if there are any such edges)
to some common colour c0, we get an edge-colouring c
∗ of KV−{v0} by at least
(t+ r)
(
n−
t+ r + 1
2
)
+ s+ 1− (n− 1) = (t− 1 + r)
(
n− 1−
t− 1 + r + 1
2
)
+ s+ 1
colours. Since clearly n − 1 > 5
2
t+ γ2 − 1 >
5
2
(t− 1) + γ2, we get by the induction hypothesis that
KV−{v0} contains a copy G of L ∪ (t− 1)P2 which is multicoloured with respect to c
∗, and therefore
also according to the original colouring c.
The vertex v0 is the endpoint of at least 2t + ℓ edges with distinct colours (with respect to c).
The other endpoint of at most 2(t− 1)+ ℓ of those edges is a vertex of G. Also, at most one of those
edges have the same colour, according to c, as an edge of G (since at most one of the edges of G is
coloured by the colour c0 according to c
∗, i.e., by a colour in C(v0) with respect to c). Therefore we
are surely left with at least one edge v0w such that w /∈ V (G) and c(v0w) /∈ {c(e) | e ∈ E(G)}. By
adding such an edge to G we get the desired muticoloured copy of L ∪ tP2.
Case 2. dc(v) ≤ 2t+ ℓ− 1 for all v ∈ V .
By the induction hypothesis KV clearly contains a multicoloured copy, G, of L∪ (t− 1)P2. Assume,
by contradiction, that KV does not contain a multicoloured copy of L ∪ tP2.
Form a graph H on the vertex set V by adding to the edges of G a single edge of each colour
of c not represented in G. By our assumptions, dH(v) ≤ 2t + ℓ − 1 for any v ∈ V , and H does not
contain a copy of L ∪ tP2.
Let UL be the vertex set of the L part of G, U the vertex set of the (t− 1)P2 part of G, and let
W := V − (UL ∪ U). Call a vertex u ∈ U fat if |EH({u},W )| ≥ 2, and thin otherwise.
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If uv is an edge of G, and u ∈ U is fat, then EH({v},W ) = ∅. (Otherwise, we could get from G a
copy of L∪tP2 in H by replacing the edge uv by two edges, one connecting v to some w ∈ NH(v)∩W ,
and the other connecting u to some vertex, different than w, in NH(u)∩W ). In particular, any edge
of G has at most one fat endpoint.
Let F ⊆ U be the set of fat vertices, N ⊆ U the set of thin vertices such that their (only)
neighbour in G is fat, and T ⊆ U the set of all other thin vertices in U . Notice that
|F |+
|T |
2
= |N |+
|T |
2
= t− 1. (5)
The set N is an independent set in H. (Otherwise, if there were vertices u1, u2 in N adjacant in
H, we could get from G a copy of L∪ tP2 in H by replacing the two edges of G containing u1, u2 by
the edge u1u2 and for i = 1, 2, an edge between the fat neighbour of ui in G and one of its neighbours
in W ). The set W is also an independent set in H, otherwise we could get a copy of L ∪ tP2 in
H by adding to G an edge from EH(W,W ). Since EH({v},W ) = ∅ for any v ∈ N , it follows that
EH(N,W ) = ∅. Therefore
|EH(V, V )| = |EH(N,T )|+ |EH(T, T )|+ |EH(T,W )|+ |EH(F ∪ UL, V )|. (6)
By the definition of thin vertices,
|EH(T,W )| ≤ |T | = 2(t− 1− |F |), (7)
and by the assumption that ∆(H) ≤ 2t+ ℓ− 1, we have
|EH(F ∪ UL, V )| ≤ |F ∪ UL|(2t+ ℓ− 1)− |E(L)| = (|F |+ ℓ)(2t+ ℓ− 1)− |E(L)|. (8)
Substituting (7) and (8) in (6) and using (5) we get
|EH(V, V )| = |EH(N,T )|+ |EH(T, T )|+ |EH(T,W )|+ |EH(F ∪ UL, V )| ≤
≤ |N | · |T |+
(
|T |
2
)
+ |T |+ (|F |+ ℓ)(2t+ ℓ− 1)− |E(L)| =
=
(
|N |+
|T | − 1
2
+ 1
)
|T |+ (2t− 1)(|F | + ℓ) + ℓ(|F |+ ℓ)− |E(L)| =
= (2t− 1)
(
|T |
2
+ |F |+ ℓ
)
+ ℓ(|F |+ ℓ)− |E(L)| =
= (2t− 1)(t− 1 + ℓ) + ℓ(|F |+ ℓ)− |E(L)| ≤ (2t− 1 + ℓ)(t− 1 + ℓ)− |E(L)|.
Therefore
(t+ r)
(
n−
t+ r + 1
2
)
+ s+ 1 ≤ (2t− 1 + ℓ)(t− 1 + ℓ)− |E(L)|.
After some rearranging we get
(t+ r)
(
n−
5
2
t+
3
2
r − 3ℓ+
5
2
)
≤ (ℓ− 1)2 − 3(ℓ− 1)r + 2r2 − |E(L)| − s− 1,
5
yielding a contradiction for n > 5
2
t+ γ2, if we take γ2 such that
(t1 + 1 + r)
(
γ2 +
3
2
r − 3ℓ+
5
2
)
≥ max
{
0 , (ℓ− 1)2 − 3(ℓ− 1)r + 2r2 − |E(L)| − s− 1
}
.
Remark 3.2. As the proof above shows, γ2 may be taken to be
max
{
n0 − 1−
5
2
t1 , 3ℓ−
3
2
r −
5
2
+
(ℓ− 1)2 − 3(ℓ− 1)r + 2r2 − |E(L)| − s− 1
t1 + 1 + r
}
if (ℓ− 1)2− 3(ℓ− 1)r+2r2−|E(L)|− s− 1 ≥ 0, and max
{
n0 − 1−
5
2
t1 ,
1
2
⌈6ℓ− 3r − 6⌉
}
otherwise.
When L satisfies some additional restrictions, which will be described using the following def-
inition, we can show, in Proposition 3.5 below, that the upper bound of Theorem 3.1 is actually
tight.
Defininiton. For a graph G = (V,E) and a non-negative integer j, let
qj(G) := min{|R| | R ⊆ V , |EG(V −R,V −R)| ≤ j}.
Namely, qj(G) is the minimal size of a set of vertices incident with all but at most j edges of G.
Observation 3.3. Let G = (V,E) be a graph, and let r and s be non-negative integers. If
(|V |−r
2
)
≤ s
then qs(G) ≤ r. ( Since then |EG(V −R,V −R)| ≤
(|V |−r
2
)
≤ s for any set R ⊆ V of cardinality r).
Lemma 3.4. Let s be a positive integer.
1. Let G be a graph and let r1 be a non-negative integer. If qs(G) > r1, then for any integer
n ≥ |V (G)|,
AR(n,G) > r1
(
n−
r1 + 1
2
)
+ s.
2. Let L be a graph, and let t2 ≥ 0 and r2 ≥ −t2 be integers. If qs−i(L ∪ t2P2) > t2 + r2 + i for
any 0 ≤ i ≤ s, then for any integers t ≥ t2 and n ≥ 2t+ |V (L)|,
AR(n,L ∪ tP2) > (t+ r2)
(
n−
t+ r2 + 1
2
)
+ s.
Proof. To prove the first claim, let V be the vertex set of Kn. Choose a set R ⊆ V of cardinality r1.
By Observation 3.3, (
|V −R|
2
)
=
(
n− r1
2
)
≥
(
|V (G)| − r1
2
)
> s.
Colour arbitrarily the edges of KV−R by exactly s colours, and all other edges of Kn by r1
(
n− r1+1
2
)
distinct colours. Assume, by contradiction, that there is a multicoloured copy, G˜, of G. Then,
|EG˜(V (G˜)−R,V (G˜)−R)| ≤ |EG˜(V −R,V −R)| ≤ s,
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so qs(G) ≤ |R ∩ V (G˜| ≤ |R| = r1 and we get a contradiction.
The second claim follows by applying the first claim to G = L ∪ t2P2 and r1 = t2 + r2, upon
observing that for any t ≥ t2,
qs(L ∪ tP2) = qs ((t− t2)P2 ∪ (L ∪ t2P2)) = min
0≤i≤min{s,t−t2}
(t− t2)− i+ qs−i(L ∪ t2P2).
Combining the upper bound of Theorem 3.1 and the lower bound of Lemma 3.4 we get:
Proposition 3.5. Let L be a graph and let t1, t2 ≥ 0, r ≥ −min{t1, t2} and s ≥ 1 be integers.
Suppose that
• There is an integer n0 ≥ |V (L)|+2t1 such that AR(n,L∪ t1P2) ≤ (t1+ r)
(
n− t1+r+1
2
)
+ s+1
for any integer n ≥ n0.
• qs−i(L ∪ t2P2) > t2 + r + i for any 0 ≤ i ≤ s.
Then, there is a constant γ2, depending only on L, t1, r, s and n0, such that for any integers
t ≥ max{t1, t2} and n >
5
2
t+ γ2,
AR(n,L ∪ tP2) = (t+ r)
(
n−
t+ r + 1
2
)
+ s+ 1.
We now show several consequences of Proposition 3.5 and Theorem 3.1.
Corollary 3.6. For any integers t ≥ 2 and n > 5t+3
2
,
AR(n, tP2) = (t− 2)
(
n−
t− 1
2
)
+ 2. (9)
Proof. It is easy to see that AR(n, 2P2) = 2 for any n ≥ 5 (see [2, Lemma 3.1]), and clearly
q1(2P2) = 1 and q0(2P2) = 2. The claim follows by taking L to be the empty graph, t1 = t2 = 2,
r = −2, s = 1 and n0 = 5 in Proposition 3.5 and Remark 3.2.
Remark. As mentioned in the introduction, Fujita, Kaneko, Schiermeyer and Suzuki proved ([4])
that (9) holds for any t ≥ 2, n ≥ max{2t+ 1, 5t−7
2
}, after Schiermeyer first showed ([7]) it holds for
t ≥ 2, n ≥ 3t+ 3.
Corollary 3.7. 1. For any integers t ≥ 2 and n > 5
2
t+ 12,
AR(n, P3 ∪ tP2) = (t− 1)
(
n−
t
2
)
+ 2.
2. For any integers t ≥ 1 and n ≥ 5
2
t+ 12,
AR(n, P4 ∪ tP2) = t
(
n−
t+ 1
2
)
+ 2.
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3. For any integers k ≥ 4, t ≥ 0 and n ≥ 2t+ k + 1,
AR(n, Pk+1 ∪ tP2) ≥ (t+ ⌈k/2⌉ − 2)
(
n−
t+ ⌈k/2⌉ − 1
2
)
+ 2,
and for any integer k ≥ 4 there is a constant γ2(Pk+1) such that for any integers t ≥ 0 and
n > 5
2
t+ γ2(Pk+1),
AR(n, Pk+1 ∪ tP2) ≤ (t+ ⌊k/2⌋ − 1)
(
n−
t+ ⌊k/2⌋
2
)
+ 2 + k mod 2.
Proof. By [2, Proposition 6.1], AR(n, P3 ∪ 2P2) = n + 1 for any n ≥ 7, and clearly q1(P3 ∪ P2) = 1
and q0(P3 ∪ P2) = 2. Taking L = P3, t1 = 2, t2 = 1, r = −1, s = 1 and n0 = 7 in Proposition 3.5
and Remark 3.2, we obtain the first part of the corollary.
By [2, Proposition 6.3], AR(n, P4 ∪ P2) = n + 1 for any n ≥ 6, and clearly q1(P4) = 1 and
q0(P4) = 2. Taking L = P4, t1 = 1, t2 = 0, r = 0, s = 1 and n0 = 6 in Proposition 3.5 and Remark
3.2, we obtain the second part of the corollary.
For k ≥ 4, the lower bound for AR(n, Pk+1∪ tP2) follows, since q1(Pk+1) = ⌊k/2⌋ and q0(Pk+1) =
⌈k/2⌉, by taking L = Pk+1, t2 = 0, r2 = ⌈k/2⌉ − 2 and s = 1 in Lemma 3.4. The upper bound
follows from (1) by taking L = Pk+1, t1 = 0, r = ⌊k/2⌋ − 1 and s = k mod 2+1 in Theorem 3.1.
Remark. Note that for odd k > 4, the upper and lower bounds we get, in Corollary 3.7, for
AR(n, Pk+1 ∪ tP2) (for large enough n) differ only by 1.
Corollary 3.8. For any integers t ≥ 1 and n > 5
2
t+ 6,
AR(n,C3 ∪ tP2) = t
(
n−
t+ 1
2
)
+ 2.
In addition, for any integers k ≥ 4, t ≥ 0 and n ≥ 2t+ k,
AR(n,Ck ∪ tP2) ≥ (t+ ⌈k/2⌉ − 2)
(
n−
t+ ⌈k/2⌉ − 1
2
)
+ 2,
and for any integers k ≥ 4, t ≥ 0 and n > 5
2
t+ 9
4
k − 5
4
,
AR(n,Ck ∪ tP2) ≤
(
t+
k
2
+
1
k − 1
− 1
)(
n−
t+ k
2
+ 1
k−1
2
)
+
1
2
(
k
2
+
1
k − 1
)(
k
2
+
1
k − 1
− 1
)
.
Proof. By [2, Proposition 6.2], AR(n,C3 ∪ P2) = n + 1 for any n ≥ 6, and clearly q1(C3) = 1 and
q0(C3) = 2. Taking L = C3, t1 = 1, t2 = 0, r = 0, s = 1 and n0 = 6 in Proposition 3.5 and Remark
3.2 we get the first claim.
For k ≥ 4, the lower bound for AR(n,Ck∪tP2) follows, since q1(Ck) = ⌊k/2⌋ and q0(Ck) = ⌈k/2⌉,
by taking L = Ck, t2 = 0, r2 = ⌈k/2⌉ − 2 and s = 1 in Lemma 3.4. The upper bound follows by
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taking L = Ck, t1 = 0, r =
k
2
+ 1
k−1 − 1, s =
1
2
(
k
2
+ 1
k−1
)(
k
2
+ 1
k−1 − 1
)
− 1 and n0 = k in Theorem
3.1 and Remark 3.2, since by (2), for any integers n ≥ k ≥ 4,
AR(n,Ck) =
(
k − 1
2
)⌊
n
k − 1
⌋
+
⌈
n
k − 1
⌉
+
(
n mod (k − 1)
2
)
≤
(
k − 2
2
+
1
k − 1
)
n =
=
(
k
2
+
1
k − 1
− 1
)(
n−
k
2
+ 1
k−1
2
)
+
1
2
(
k
2
+
1
k − 1
)(
k
2
+
1
k − 1
− 1
)
.
4 The anti-Ramsey number of L ∪ tP3
Theorem 4.1. Let L be a graph, let k1 ≥ 0 and n0 ≥ |V (L)| + 3k1 be integers, and let r and s be
real numbers. Suppose that AR(n,L∪ k1P2) ≤ (k1+ r)
(
n− k1+r+1
2
)
+ s+1 for any integer n ≥ n0.
Then, there is a constant γ3, depending only on L, k1, r, s and n0, such that for any integers
k ≥ k1 and n > 5k + γ3,
AR(n,L ∪ kP3) ≤ (k + r)
(
n−
k + r + 1
2
)
+ s+ 1.
Proof. The proof is by induction on k, and follows the same path as the proof of Theorem 3.1, but
uses some slightly more elaborate arguments and calculations. The base case, k = k1, is obvious
(provided 5k1 + γ3 ≥ n0 − 1).
Now let k > k1, and assume that AR(n,L ∪ (k − 1)P3) ≤ (k − 1 + r)
(
n− k−1+r+1
2
)
+ s + 1
for any n > 5(k − 1) + γ3. Let c be an edge-coloring of K
V , where |V | = n > 5k + γ3, by at
least (k + r)
(
n− k+r+1
2
)
+ s + 1 colours. We will find a multicoloured copy of L ∪ kP3 in K
V . Let
ℓ := |V (L)|. The proof is divided into two cases.
Case 1. dc(v0) ≥ 3k + ℓ for some vertex v0.
Changing the colour of every edge e of KV−{v0} for which c(e) ∈ C(v0) (if there are any such
edges) to some common colour c0, we get an edge-colouring c
∗ of KV−{v0} by at least
(k + r)
(
n−
k + r + 1
2
)
+ s+ 1− (n− 1) = (k − 1 + r)
(
n− 1−
k − 1 + r + 1
2
)
+ s+ 1
colours. Since clearly n − 1 > 5k + γ3 − 1 > 5(k − 1) + γ3, we get by the induction hypothesis that
KV−{v0} contains a copy G of L∪ (k− 1)P3 which is multicoloured with respect to c
∗, and therefore
also according to the original colouring c.
The vertex v0 is the endpoint of at least 3k + ℓ edges with distinct colours (with respect to c).
The other endpoint of at most 3(k − 1) + ℓ of those edges is a vertex of G. Also, at most one of
those edges have the same colour, according to c, as an edge of G (since at most one of the edges
of G is coloured by the colour c0 according to c
∗, i.e., by a colour in C(v0) with respect to c).
Therefore we are surely left with at least two edges, with different colours, v0w1 and v0w2, such that
w1, w2 /∈ V (G) and c(v0w1), c(v0w2) /∈ {c(e) | e ∈ E(G)}. By adding the path w1v0w2 to G we get
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the desired muticoloured copy of L ∪ kP3.
Case 2. dc(v) ≤ 3k + ℓ− 1 for all v ∈ V .
By the induction hypothesis KV clearly contains a multicoloured copy, G, of L ∪ (k − 1)P3.
Assume, by contradiction, that KV does not contain a multicoloured copy of L ∪ kP3.
Form a graph H on the vertex set V by adding to the edges of G a single edge of each colour
of c not represented in G. By our assumptions, dH(v) ≤ 3k + ℓ− 1 for any v ∈ V , and H does not
contain a copy of L ∪ kP3.
Let UL be the vertex set of the L part of G, U the vertex set of the (k − 1)P3 part of G, and let
W := V − (UL ∪ U). Call a vertex u ∈ U fat if |EH({u},W )| ≥ 3, and thin otherwise.
If u, v ∈ U are vertices of the same path in G, and u is fat, then |EH({v},W )| ≤ 1. (Otherwise,
a simple case analysis shows that we could get from G a copy of L∪ kP3 in H by replacing the path
containing u and v by two paths, combined of u, v, the third vertex in their path in G, and some
neighbours in W of u and v). In particular, any path in G contains at most one fat vertex.
Let F ⊆ U be the set of fat vertices, N ⊆ U the set of thin vertices that their path in G contains
a fat vertex, and T ⊆ U the set of all other thin vertices. Notice that
|N | = 2|F |, |T | = 3(k − 1− |F |). (10)
If u,w1, w2 ∈ N such that w1, w2 are in the same path in G, then u is adjacent to at most one
of the vertices w1, w2. (Otherwise, a simple case analysis shows that we could get from G a copy of
L∪ kP3 in H by replacing the two paths containing u, w1 and w2 by three paths, combined from the
vertices of those two paths and neighbours in W of their fat vertices). We therefore have,
|EH(N,N)| ≤
1
2
· |N | ·
|N |
2
= |F |2. (11)
Also,
|EH(W,W )| ≤
|W |
2
=
n− 3(k − 1)− ℓ
2
, (12)
otherwise EH(W,W ) contains at least two adjacent edges, and by adding them to G we would get a
copy of L ∪ kP3 in H. Since |EH({v},W )| ≤ 1 for any v ∈ N , it follows that
|EH(N,W )| ≤ |N | = 2|F |, (13)
by the definition of thin vertices,
|EH(T,W )| ≤ 2|T | = 2 · 3(k − 1− |F |), (14)
and by the assumption that ∆(H) ≤ 3k + ℓ− 1, we have
|EH(F ∪ UL, V )| ≤ |F ∪ UL|(3k + ℓ− 1)− |E(L)| = (|F |+ ℓ)(3k + ℓ− 1)− |E(L)|. (15)
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Combining (11), (12), (13), (14) and (15), and using (10) we get
|EH(V, V )| =|EH(N,N)| + |EH(N,T )| + |EH(T, T )|+ |EH(N,W )|+ |EH(T,W )|+
+ |EH(W,W )| + |EH(F ∪ UL, V )| ≤
≤
1
2
· |N | ·
|N |
2
+ |N | · |T |+
(
|T |
2
)
+ |N |+ 2|T |+
+
|W |
2
+ (3k + ℓ− 1)(|F | + ℓ)− |E(L)| =
=|F |2 + 2|F | · 3(k − 1− |F |) +
(
3(k − 1− |F |)
2
)
+ 2|F |+ 2 · 3(k − 1− |F |)+
+
n− 3(k − 1)− ℓ
2
+ (3k + ℓ− 1)(|F | + ℓ)− |E(L)| =
=
n
2
+
1
2
(3k + ℓ− 2)2 + ℓ2 − |E(L)| −
3
8
−
(
|F | − (ℓ− 1
2
)
)2
2
≤
≤
n
2
+
1
2
(3k + ℓ− 2)2 + ℓ2 − |E(L)| −
1
2
.
Therefore
(k + r)
(
n−
k + r + 1
2
)
+ s+ 1 ≤
n
2
+
1
2
(3k + ℓ− 2)2 + ℓ2 − |E(L)| −
1
2
.
After some rearranging we get
(k + r −
1
2
) (n− 5k + 4r − 3ℓ+ 3) ≤
1
2
(ℓ− 3r −
1
2
)2 + ℓ2 − |E(L)| − s−
9
8
,
yielding a contradiction for n > 5k + γ3, if we take γ3 such that
(k1 + 1 + r −
1
2
) (γ3 + 4r − 3ℓ+ 3) ≥ max
{
0 ,
1
2
(ℓ− 3r −
1
2
)2 + ℓ2 − |E(L)| − s−
9
8
}
.
Remark 4.2. As the proof above shows, γ3 may be taken to be
max
{
n0 − 1− 5k1 ,
⌊
3ℓ− 4r − 3 +
1
2
(ℓ− 3r − 1
2
)2 + ℓ2 − |E(L)| − s− 9
8
k1 + r +
1
2
⌋}
if 1
2
(ℓ− 3r − 1
2
)2 + ℓ2 − |E(L)| − s− 9
8
≥ 0, and max {n0 − 1− 5k1 , ⌈3ℓ− 4r − 4⌉} otherwise.
We now show some consequences of Theorem 4.1.
Corollary 4.3. For any integers k ≥ 2 and n > 5k + 1,
AR(n, kP3) = (k − 1)
(
n−
k
2
)
+ 2. (16)
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Proof. The lower bound follows, since clearly q1(kP3) = k, by taking G = kP3, r1 = k− 1 and s = 1
in Lemma 3.4. Since AR(n, 2P3) = n + 1 for any n ≥ 7 by [2, Proposition 6.6], the upper bound
follows by taking L to be the empty graph, k1 = 2, r = −1, s = 1 and n0 = 7 in Theorem 4.1 and
Remark 4.2.
Remarks. • Using only the trivial observation that AR(n, P3) = 2 for any n ≥ 3, instead of
Proposition 6.5 in [2], we can get, by taking L to be the empty graph, k1 = 1, r = −1, s = 1
and n0 = 3 in Theorem 4.1 and Remark 4.2, that (16) holds for any integers k ≥ 1 and
n > 5k + 3.
• Note that (16) does not hold for 3k ≤ n < 5k−3. Indeed, colouring all the edges between 3k−2
chosen vertices of Kn by distinct colours, and all other edges of Kn by one additional colour,
we get that for any positive integers n ≥ 3k,
AR(n, kP3) ≥
(3k − 2)(3k − 3)
2
+ 2 = (k − 1)
(
9
2
k − 3
)
+ 2,
which is larger than (k − 1)
(
n− k
2
)
+ 2 if n < 5k − 3. We suspect that for any integers k ≥ 1,
n ≥ 3k,
AR(n, kP3) = (k − 1)max
{
n−
k
2
,
9
2
k − 3
}
+ 2 =

(k − 1)
(
n− k
2
)
+ 2 n ≥ 5k − 3
(k − 1)
(
9
2
k − 3
)
+ 2 n < 5k − 3 .
Corollary 4.4. For any integer t ≥ 3 there is a constant γ3(Pt+1) such that for any integers k ≥ 0
and n > 5k + γ3(Pt+1),
AR(n, Pt+1 ∪ kP3) = (k + ⌊t/2⌋ − 1)
(
n−
k + ⌊t/2⌋
2
)
+ 2 + t mod 2.
Proof. The lower bound follows, since q1(Pt+1 ∪kP3) = ⌈t/2⌉+k and q2(Pt+1∪kP3) = ⌈t/2⌉+k−1,
by taking G = Pt+1 ∪ kP3, r1 = ⌊t/2⌋+ k − 1 and s = 1 + t mod 2 in Lemma 3.4. The upper bound
follows from (1) by taking L = Pt+1, k1 = 0, r = ⌊t/2⌋ − 1 and s = 1 + t mod 2 in Theorem 4.1.
Corollary 4.5. For any integers k ≥ 1 and n > 5k + 27,
AR(n, P2 ∪ kP3) = (k − 1)
(
n−
k
2
)
+ 3.
Proof. The lower bound follows, since q2(P2 ∪ kP3) = k, by taking G = P2 ∪ kP3, r1 = k − 1 and
s = 2 in Lemma 3.4. The upper bound follows by taking L = P2, k1 = 1, r = −1, s = 2 and n0 = 5
in Theorem 4.1 and Remark 4.2, since AR(n, P2 ∪ P3) = 3 for any n ≥ 5 ([2, Proposition 3.3]).
Corollary 4.6. For any integers t ≥ 2, k ≥ 2 and n > min{5k + 13
2
t+ 8 , 5
2
t+ 19
2
k + 7},
AR(n, tP2 ∪ kP3) = (k + t− 2)
(
n−
k + t− 1
2
)
+ 2. (17)
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Proof. Since q1(P2∪kP3) = k and q0(P2∪kP3) = k+1, we get, by taking L = kP3, t2 = 1, r2 = k−2
and s = 1 in Lemma 3.4, that the lower bound in (17) holds for any t ≥ 1, k ≥ 1 and n ≥ 2t+ 3k.
Since AR(n, P3 ∪ tP2) = (t− 1)
(
n− t
2
)
+ 2 for any t ≥ 2 and n > 5
2
t+ 12, by Corollary 3.7, we
get, by taking L = tP2, k1 = 1, r = t− 2, s = 1 and n0 = ⌊
5
2
t+13⌋ in Theorem 4.1 and Remark 4.2,
that the upper bound in (17) holds for any t ≥ 2, k ≥ 1 and n > 5k + 13
2
t+ 8.
In particular, AR(n, 2P2 ∪ kP3) ≤ k
(
n− k+1
2
)
+ 2 for any k ≥ 1 and n > 5k + 21, so by taking
L = kP3, t1 = 2, r = k − 2, s = 1 and n0 = 5k + 22 in Theorem 3.1 and Remark 3.2, we get that
the upper bound in (17) holds for any k ≥ 1, t ≥ 2 and n > 5
2
t+max{5k + 16 , 19
2
k + 3} (hence the
upper bound in (17) holds for any t ≥ 2, k ≥ 2 and n > 5
2
t+ 19
2
k + 7).
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