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Abstract
As the world is transitioning towards highly renewable energy systems, advanced tools are
needed to analyze such complex networks. Energy system design is, however, challenged by real-
world objective functions consisting of a blurry mix of technical and socioeconomic agendas,
with limitations that cannot always be clearly stated. As a result, it is highly likely that
solutions which are techno-economically suboptimal will be preferable. Here, we present a
method capable of determining the continuum containing all techno-economically near-optimal
solutions, moving the field of energy system modeling from discrete solutions to a new era
where continuous solution ranges are available. The presented method is applied to study a
range of technical and socioeconomic metrics on a model of the European electricity system.
The near-optimal region is found to be relatively flat allowing for solutions that are slightly
more expensive than the optimum but better in terms of equality, land use, and implementation
time.
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Introduction
Energy systems have many important properties that are often neglected and not included in
the numeric techno-economic optimization models used to study possible future decarbonization
scenarios. Many social and political incentives are often complex to represent mathematically
or have blurry specifications and are therefore not included in models. For instance, national
and regional self-sufficiency [1], transition speed [2], public opinion [3] and technology unit size
[4] are a small number of techno-/socio-economic properties found to have a significant impact
on the social and political attractiveness of a given solution. The existence of unmodeled
objectives and constraints induce an uncertainty referred to as structural uncertainty. Unlike
parametric uncertainty which is related directly to uncertainty in model input parameters,
structural uncertainty aspires from the model formulation.
The issue of structural uncertainty in energy system optimization models has in recent years
gained strong attendance in the research community [5, 6, 7, 8, 9]. Most works addressing this
issue share a common hypothesis arising for a paper by E. D. Brill from 1982 [10]. The slightly
reformulated hypothesis reads: In models with large structural uncertainty the best solution
to the problem will likely fall within the inferior region of the objective space defined by a
multi-objective or single objective model of the problem.
In other words, it is highly likely that the real-world optimum is found within a set of solutions
which are techno-economically sub-optimal but posses other desirable qualities not included
in the model objective function. Acknowledging that far from all sub-optimal solutions are
relevant, studies are often constrained to study near-optimal solutions. An example of near-
optimal solutions would be the four solutions to the European energy system presented in Figure
1. Here solution (a) is the techno-economic optimal solution when CO2 emissions are reduced
by 95% relative to 1990 values, and the three other solutions (b-d) have a 10% higher cost
than (a) but posses, other desirable qualities, such as a high degree of national self-sufficiency,
lower CO2 emissions, and high wind penetration. Assuming that the stated hypothesis is
valid, information about the real-world optimum can only be obtained through the study of
near-optimal solutions. Ideally one should obtain complete knowledge about all near-optimal
solutions, allowing for technology distributions and correlations to be extracted.
Several approaches have been proposed to study near-optimal solutions. Approaches range
from the more indirect, where sensitivity analysis is conducted on constraints representing
social acceptance issues [11, 12]. Alternative approaches directly target the identification of
near-optimal solutions. These approaches do so through iterative modification of the model
objective function. The latter category of methods is known as Modeling to Generate Alter-
natives (MGA). The first MGA method was introduced in 1982 by Brill et al. [10], and then
applied to energy system optimization models in 2011 by DeCarolis [6]. The method, named
the hop skip jump (HSJ) MGA method consists of three steps. (1) an optimal solution is found
using the original model formulations. (2) a constraint is introduced, requiring that the value
of the original objective function doesn’t exceed that of the optimal solution plus a specified
amount of slack. (3) the objective function is altered to minimize the use of previously utilized
technologies. Step 3 is then repeated until a desired number of alternatives are identified. The
work by DeCarolis [6] has lead to a range of papers using variations of the HSJ MGA method
within the field of energy system optimization [13, 14, 15, 16, 9, 17]. Alternative approaches use
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genetic algorithms such as the firefly algorithm [18], towards identifying alternative solutions
within a given slack on total system cost [19, 20].
Current state-of-the-art MGA algorithms, such as the one used in [9] and [17] are based on
the principles from the HSJ MGA algorithm presented in [10], but use more rigorous routines
to explore near-optimal solutions. In [9] the MGA objective function is chosen to iteratively
maximize and minimize the capacity of the included technologies in the model. This ensures
that most extreme points of the near-optimal feasible space are identified. Other approaches
such as the one used in [17], find 500 random near-optimal solutions, whereafter a small number
of alternatives with the highest euclidean spacing are chosen for further analysis. The common
identifier for all available methods of addressing structural uncertainty in energy system models
is that the result is a small finite set of alternative solutions. Having identified only a small
number of alternative solutions, these methods fail in providing any general knowledge about
the near-optimal feasible solution space.
Specifically the problem with the use of the current state of the art MGA algorithms can
be summarized as follows: a) The dimensionality of the near-optimal solution space in energy
system models is high. In state-of-the-art models, the dimension of the solution space is around
the order d ≈ 102 considering only investment variables and d ≈ 106 considering investment
and dispatch variables. To ensure sufficient coverage when sampling such complex spaces, very
large sample sizes is required. Current MGA methods rely on very small sample sizes and pro-
vide no measures of convergence. Therefore, these methods must be improved to gain sufficient
knowledge about the near-optimal solution space. b) Current methods provide no grantee for
uniform coverage of the near-optimal feasible space. This introduces the possibility of bias
towards certain solutions. c) Having identified only a small number of alternative solutions, it
is not possible to extract information about variable distributions and correlations across the
near-optimal solutions. Furthermore, as identified in [9], all MGA scenarios studied include an
extreme implementation of one or more technologies thereby diminishing the investment flex-
ibility for the remaining technologies. Not considering solutions with technology compromises
is far from ideal.
In this paper we present the novel numerical method MAA (Mapping All Alternatives),
capable of determining the continuum of near-optimal solutions, from a given energy system
optimization model, building on the principles of MGA. The method allows for an exploration
of all techno-economical near-optimal solutions, within a given slack on model objective value
(system cost). By sampling the continuum of near-optimal solutions evenly, non-biased cov-
erage of the alternative solutions are insured, and analysis of technology correlations among
alternatives are easily studied. As the sampling process is computationally inexpensive, it is
possible to obtain a dataset representing 500.000+ near-optimal alternatives, thereby describ-
ing the entire continuum of near-optimal solutions well. Hereby moving the field of energy
system optimization from discrete solutions to a new era where continuous solution ranges are
available.
A model of the European electricity system [12], presented on Figure 1, is used to validate the
developed method. Using MAA the continuum of near-optimal solutions is identified, enabling
us to consider dimensions usually neglected, such as time (speed of implementation), space
(land use), national energy self-sufficiency, and economic equality of the solution.
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Wind [GW] Solar [GW] Backup [GW] H2 [GW] Battery [GW] Transmission [GW]
100 50 20 100 50 20 100 50 20 100 50 20 100 50 20 50 25 0
a - Optimum b - High equality
c - Large wind capacity d - Low CO2 emission
Figure 1: Alternative near-optimal solutions to the PyPSA-Eur-30 model - Schematic
of network topology from the PyPSA-Eur-30 model [12], used in this paper. The figure displays
the optimal solution (a) as well as three alternative solutions (b) to (d), when a 95% CO2
reduction constraint is enforced relative to 1990 emission values. Optimized installed capacities
of energy generating technologies; wind turbines, solar PV, and open cycle gas turbines (Backup)
as well as storage units; Hydrogen storage (H2), and battery storage are displayed in the
individual nodes of the network. A ratio of energy to power capacity of 6 and 168 hours is
assumed for battery and hydrogen storage respectively. Optimized transmission line capacities
are indicated by line width.
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Description of the novel method: Mapping all alternatives (MAA)
Building on the concepts from previous MGA algorithms, the MAA method identifies the
continuum of alternative near-optimal solutions, rather than finding a finite set of alternatives.
The method developed can be divided into two phases, where the first phase determines the
shape of the techno-economical near-optimal feasible decision space. Initially using the method
from [9], maximizing and minimizing the capacity of all technology capacities to identify extreme
vertices. From here on a novel approach is used, where the convex hull defined by the found
vertices is determined using the Quickhull algorithm [21]. Using the face normal directions of
the found convex hull as search directions n, will reveal an additional set of extreme vertices
of the near-optimal feasible space. The process of computing the convex hull of all found
extreme vertices and using the face normal directions as search directions are repeated until the
hull volume converges. The process is illustrated on Figure 2 (Step 1). Alternatively, vertex
enumeration could theoretically be used to find the hull containing the near-optimal feasible
directly without the use of MGA algorithms. This would, however, be too computationally
demanding as vertex enumeration is NP-hard [22].
The second phase of the MAA method extracts data from the found space through sampling,
Figure 2 (Step 2). Sampling the near-optimal feasible space allows for further analysis of all
near-optimal feasible solutions, as socio-/techno-economic metrics can be calculated for the
sampled points. A detailed description of the entire MAA method is given in the methods
section.
The MAA method requires the investigated energy system optimization model to be con-
vex and performs best on linear models, as the majority of energy system models are [23, 24].
Convexity is required as the MAA method determines the extreme points defining the con-
vex set containing all near-optimal feasible solutions. Due to convexity, all solutions located
within the convex hull spanned by the extreme solutions are valid near-optimal solutions to the
optimization problem [25].
Because of the large number of variables in energy system optimization models, a set of
derived variables are studied rather than the individual variables in the model. Inspired by the
work [9] the derived variables consists of technology capacity sums for individual technologies,
e.g. global wind power capacity, global solar PV capacity, etc. The groups of variables could,
however, also be formed in alternative ways, e.g. considering only the technology capacities in
a single country. In this paper, the grouping of variables provides a number of derived variables
equal to the number of technologies included in the model.
When studying the continuum of model solutions represented with derived variables, the
density of the continuum varies across its extent, as some solutions can be achieved using a
higher number of system configurations than others. This happens as a side effect, known as
multiplicity, of simplifying the problem by summing model variables. Determining the varia-
tion in density is however very computationally intensive and is outside of the scope of this
paper. Several approaches for determining the multiplicity are available, including Markov
Chain Monte Carlo sampling or nested MAA iterations. For a mathematical formulation of the
MAA method see the Methods section.
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Figure 2: A schematic of the MAA method - The left column displays step 1 in the MAA
method. From the optimal solution the boundary of possibly optimal solutions is expanded by
altering the objective function to the optimization problem. The volume of possible solutions is
used as termination criteria, as it converges towards the volume of all possible solutions. In the
right column of the figure, step 2 of the MAA method is displayed. Step 2 samples the bounded
region to generate a dataset representing all possible optimal solutions to the problem.
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Application af the novel method
To verify the usefulness of the method developed, it has been tested on an energy system model
of the European electricity power system presented in [12]. The model assumes a one-node-
per-country network of the European power system and hourly temporal resolution for a full
year. Figure 1 shows the network topology. The optimization problem is formulated as a linear-
power flow greenfield optimization problem and is used to determine the optimal power system
configurations under several global CO2 emissions constraints. Long-term market equilibrium
as well as perfect competition and foresight are assumed. The model is built on the open
framework PyPSA [26].
To illustrate some of the possible applications of our method, a set of socio-economic vari-
ables is also considered. In this paper, the Gini coefficient has been used to measure national
energy self-sufficiency and investment equality. A low Gini coefficient represents high self-
sufficiency/equality and a high Gini coefficient means high dependence/inequality. Two further
socio-economic metrics of the near-optimal solutions, i.e. land use and implementation time are
also used to study the near-optimal solutions. For details about the calculation of these four
variables, refer to the Methods section.
Applying the MAA method to the model, and enforcing a 95% CO2 reduction constraint
compared to 1990 emissions and allowing for a 10% increase in system cost relative to the
cheapest solutions with similar CO2 reduction constraint, yields the results presented in Figure
3. Variable distributions are displayed on the diagonal, with correlation values printed on the
top-right side of the figure, and contour plots of variable correlations on the lower-left side.
Studying variable distributions on the figure diagonal, solar PV, and wind capacities are seen
covering ranges wider than 1TW. The wide spread in variable values indicates that the model
optimum is relatively flat, and therefore allows for large variations in model solutions with small
changes in model objective (system cost). The flat nature of the model optimum underlines the
importance of analyzing near-optimal solutions.
Throughout the plots in Figure 3, the four scenarios (Optimum, High Equality, Low CO2
emission, Large wind turbine capacity) from Figure 1 is shown. By analyzing a single scenario
in Figure 3, it is possible to see how a choice in one variable affects the allowable ranges in
other variables. An example would be if high national self-sufficiency in energy production is
desired (low Gini coefficient), then by analyzing the Gini coefficient versus backup capacity plot
in Figure 3, it can be seen that requiring a Gini coefficient below 0.15 constraints the amount of
backup capacity to be around 150GW. Furthermore, by analyzing the Hydrogen storage versus
Gini coefficient plot, it is seen that a Hydrogen storage capacity is decreased slightly from the
optimal solution to approximately 50GW, to achieve the low Gini coefficient of 0.15. Essentially
Figure 3 serves as a tool allowing for decision-makers to design an optimal solution satisfying
as many unmodeled objectives and constraints as possible, without having to select between
discrete scenarios.
Studying variable correlations on the upper right half of Figure 3, a strong negative correlation
between wind and solar power of −0.6 is seen. As these two technologies are the only renewable
energy sources included in the model, they are directly competing, thus such strong negative
correlations are to be expected. Analyzing the correlations of wind and solar power with
the Gini-coefficient representing national self-sufficiency, a strong negative correlation is seen
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Figure 3: Variable correlations amongst all near-optimal solutions in a 95% CO2
reduction scenario - On the figure diagonal normalized variable distributions are shown.
Variable correlations are shown on the top-right side of the diagonal. In the lower-left side,
contour plots revealing density in solutions are shown. The variations in density arises from
collapsing high dimensional data to 2-D figures. The techno-economical optimal solution is
marked with the red dot. Furthermore, the three scenarios shown in Figure 1; High equality,
Low CO2 emissions and large wind capacity are marked on the contour plots. A 95% CO2
reduction constraint is enforced relative to 1990 emissions, combined with an allowable increase
in system cost of 10% relative to the optimal solution.
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for solar power, and a significantly lower correlation is seen for wind power. Remembering
that a low Gini coefficient represents a high level of national self-sufficiency, the strong negative
correlation seen for solar power indicates that increasing solar power capacity increases national
self-sufficiency. This correspondents well with results from literature where local installations
of solar power plants are seen as the solar availability time series have been found to correlate
on a large spatial scale across Europe. Studying the role of hydrogen storage, a strong negative
correlation is seen with OCGT backup capacity, indicating that hydrogen storage is directly
competing with OCGT to provide energy in periods of scarce renewable energy sources. The
short term battery storage on the other hand has no significant negative correlation with OCGT
backup capacity but does however have strong correlations with solar power, as it has been found
in several other studies from literature.
Applying the MAA method to a series of scenarios with an increasing constraint on CO2
emission provides information about the possible variations in model solutions in the transition
of an energy system. The data used in Figure 4 was generated by using the MAA method at
four CO2 reduction scenarios (unconstrained, 50, 80, and 95%). Three levels of slack on total
system cost were used, 15, 30 and 45%, calculated relative to the optimal solution without any
constraint on CO2 emissions. As the only non-renewable energy source included in the model
is open cycle gas turbines which are most suitable as backup generation, the unconstrained and
50% reduction scenario has a reduction in CO2 emissions above 60% relative to 1990 values.
As a result, the lowest-cost scenario for this model has a CO2 emission reduction of 62% as
seen in Figure 4(f) Since the interest of this paper is highly renewable energy futures with large
CO2 reductions, this behavior is accepted. Analyzing the Gini coefficient representing national
self-sufficiency, it is seen how the Gini coefficient increases, indicating lower self-sufficiency,
as CO2 emissions are reduced. This effect is seen as the cost optimization install renewable
energy sources in locations with favorable resources, rather than where the power is needed
when CO2 emissions are reduced. Figure 4(a) does, however, reveal a lot of flexibility allowing
for higher self-sufficiency at small increases in total system cost until CO2 emission reductions
surpass 95%. Rising trends are, furthermore, seen for the remaining metrics on Figure 4(b-e),
combined with rising system cost, 4(f). Using Figure 4, decision-makers can design alterna-
tive transition pathways, late and rapid, or early and steady, as studied by Victoria et al.
[2], towards a decarbonized energy system, without having to perform time-consuming mod-
eling work. The figure allows decision-makers to take measures in the early stages to prevent
undesirable developments such as increasing inequality.
Discussion
As recognized by DeCarolis [6], the HSJ and other MGA methods have no way of providing
information about the robustness of found alternative solutions. As the MAA method identifies
the entire set of near-optimal solutions within a given slack, information about variable robust-
ness is implicitly identified. Analyzing variable distributions on the diagonal of Figure 3, it is
seen that the density varies across the variable range. The density is a measure of how many
valid configurations of the model that are achievable with a given variable value. Selecting a
scenario with variable values having a high density provides a robust solution, hence it can be
achieved in several ways.
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Figure 4: Variable distributions across a CO2 reduction range - Figure a to e shows
a range of socio- and techno-economic metrics plotted against CO2 emission reductions. The
contours show allowable metric ranges at varying slacks on total system cost. In Figure f the
total system cost for the three levels of slack on objective value are shown.
As the only requirement for using the developed MAA method on an optimization problem
is convexity, the method can easily be adapted to other fields than energy system modeling.
Applications such as logistics, water management, and public planning, where traditional robust
and stochastic optimization approaches are used, would be applicable for the MAA method.
Current state-of-the-art energy system studies often rely on scenario-based studies to identify
possible futures. Using scenario-based optimization introduces bias as the modeler is responsible
for selecting a diverse set of scenarios uncovering future possibilities. This bias is, however,
removed when all possible solutions are identified with the MAA method, ensuring even coverage
of future possibilities.
In literature, large variations in results from studies analyzing similar energy systems are
seen. As the region around the model optimum has been found to be relatively flat for the
model used in this work, one can hypothesize that this is a general feature found in energy
system models. A flat optimal region can lead to large variations in results with small changes
in objective function formulation. Objective functions subject to large uncertainties arising
from real-world complexity, combined with the flat optimum found in energy system models,
is a likely explanation for the large variations in results found in literature. It is possible that
all of those results are near-optimal, but it is difficult to assess how robust they are and what
other solutions exist out of the narrow view of classic optimization approaches. The MAA
method presented in this paper avoids that limitation by providing all possible solutions and an
indication of their probability, i.e., the MAA method widens our field of view when investigating
energy systems and enables the simultaneous evaluation of different metrics.
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Conclusion
In this paper, a method capable of identifying all near-optimal solutions to energy system
optimization models is proposed. The method capabilities are explored by the application of
the method on a model of the European energy supply.
Initially, the current state of the art MGA methods applied in energy system optimization are
considered. Two core problems are identified namely; a) no guarantee for uniform coverage of
the near-optimal feasible space and b) too few, and extreme alternatives are identified, thereby
not allowing for analysis of technology correlations and study of intermediate solutions.
Building on the principals of previous MGA methods the novel MAA method is proposed.
The proposed method distinguishes itself from current state-of-the-art methods on two accounts.
a) it ensures convergence towards complete coverage of the near-optimal feasible space of a given
optimization model. b) By sampling intermediate solutions from the near-optimal feasible space,
the number of alternative solutions considered are increased with several orders of magnitude,
going from the range of 102 alternatives to 105.
Applying the proposed MAA method on a model of the European energy supply reveals
large variations among alternative solutions at small variations in total system cost. The large
variations indicate that it is indeed naive to study a single optimal or a handful of near-optimal
solutions, as the large solution flexibility will not be identified.
Using the large number of alternative solutions identified, technology correlations are deter-
mined and analyzed. Using technology correlations, expected results such as a strong correlation
between solar PV capacity and battery storage is identified. Furthermore, hydrogen storage
is found to have a strong negative correlation with OCGT backup capacity, indicating that
these two technologies both can serve as a backup resource in periods of scarce availability of
renewable energy sources. To further establish the usefulness of the proposed method, a series
of increasing CO2 reduction scenarios are studied. Again, large variations among alternative
solutions are found, indicating large flexibility in the design of transition paths for the European
energy supply.
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Techno-Economic model formulation
In this section, the objective function and the constraints defining the numeric techno-economic
model will be presented and explained. The goal is to formulate the techno-economic model in
the form of a classic optimization problem as explained in [27], where an objective function is
defined along with a set of constraints on the form presented in Equation 1. All constraints are
collected in the vector functions fi and hi, and are formulated to be either less than or equal
to 0. The vector x ⊆ Rd contains the variables to be optimized.
minimize f0(x)
subject to fi(x) ≤ 0 i = 1...m
hj(x) = 0 j = 1...p
(1)
The techno-economic energy model is built as a network where each country is represented
as a node connected to the surrounding countries through links. Each country/node has a
set of energy generators, storage units, and energy demand that must be met. All nodes are
connected throughout links, capable of exchanging energy between nodes. In the model, a range
of time-steps is defined, each one representing an hour of the year. For each hour, all energy
demands must be satisfied, and to do so the installed capacities of the available generators,
storage units, and links can be increased if necessary, at the expense of added system cost.
Following the naming convention from [12], indexing the nodes in the network with the
variable n, the power generating and storage technologies by s, the hours in the year by t and
the possible connecting power lines by l, all variables to be optimized can be defined as:
• gn,s,t : Hourly dispatch of energy from the given technology in the given countries with
the marginal cost on,s.
• Gn,s: Total installed capacity of the given technologies in the given countries with the
capital cost cn,s.
• Fl: Total installed transmission capacity the given line l with the fixed annualized capacity
cost cl.
Thus, the optimization variables x becomes:
x = {gn,s,t,Gn,s,Fl} (2)
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The objective for the optimization of the techno-economic model, is to reduce total system
cost, leading to the following formulation of the objective function:
minimize f0(x) =
∑
n,s
cn,sGn,s +
∑
l
clFl +
∑
n,s,t
on,sgn,s,t (3)
This objective function is subject to a range of constraints ensuring realistic behavior of the
system. As described in [12] a power balance constraint is issued to ensure stable operation
of the network, by requiring that the exchanged energy sum to zero for each time step. The
hourly electricity demand at each node is described by dn,t, the incidence matrix describing the
line connections is given by Kn,l and the hourly transmission in each line is described as fl,t.
Then the power balance constraint becomes:∑
s
gn,s,t − dn,t −
∑
l
Kn,lfl,t = 0 ∀n, t (4)
Where the first term represents all generated energy, the second term describes energy demand
and the last term provides the transmission between the individual nodes. It is important to
note that the transmission lines are modeled without transmission losses.
The maximum hourly dispatch of energy from all energy-generating technologies is limited
by the installed capacity of the given technology. It is important to note that for all simulations
performed in this project the installed capacity, as well as hourly dispatch, is variable.
0 ≤ gn,s,t ≤ Gn,s ∀n, s, t (5)
Rewriting this equation to be of the form presented in Equation 1 it becomes two constraints.
−gn,s,t ≤ 0 ∀n, s, t
gn,s,t −Gn,s ≤ 0 ∀n, s, t
(6)
The dispatch of variable renewable energy sources (wind and solar) is not only limited by
the installed capacity, as availability, hence the name, is variable. Therefore, the constraint for
dispatch of variable renewable energy sources become:
0 ≤ gn,s,t ≤ gn,s,tGn,s ∀n, s, t (7)
Here gn,s,t represents the normalized availability per unit capacity. This constraint must also
be rewritten to the correct form, and thereby becomes:
−gn,s,t ≤ 0 ∀n, s, t
gn,s,t −Gn,sgn,s,t ≤ 0 ∀n, s, t
(8)
The installed technology capacities are constrained by the geographical potential ensuring
that unrealistic capacities are not installed in favorable countries.
0 ≤ Gn,s ≤ Gmaxn,s ∀n, s (9)
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Rewriting this constraint to the desired form it becomes:
−Gn,s ≤ 0 ∀n, s
Gn,s −Gmaxn,s ≤ 0 ∀n, s
(10)
As energy dispatch from the energy generating technologies is limited by the installed capac-
ity, so is the transmission in the individual lines limited by the installed capacity.
|fl,t| − Fl ≤ 0 ∀ l, t (11)
There is no limit on the maximum allowable transmission capacity installed.
The operation of storage technologies is constrained by the storage capacity of the individual
stores, as the state-of-charge socn,s,t cannot surpass the storage energy capacity, and not be
negative. Storage energy capacity is given by the installed capacity Gn,s multiplied with the
constant hs.
−socn,s,t ≤ 0 ∀ n, s, t
Gn,shs − socn,s,t ≤ 0 ∀ n, s, t
(12)
Furthermore, the state-of-charge has to be consistent with charging and discharging of the
storage unit.
socn,s,t = socn,s,t−1 + ηs,1gchargen,s,t − η1s,2gdischargen,s,t (13)
Where ηs,1 and ηs,2 are the efficiencies related to the charging and discharging of the storage
unit.
In the model it is possible to activate a global CO2 constraint, limiting the allowed CO2
emissions for the entire energy network. As in [12] the constraint is implemented using the
specific emissions es in CO2-tonne-per-MWh of the fuel for each generator type s, with the
efficiency ηs and the CO2 limit CAPCO2 .
∑
n,s,t
1
ηs
gn,s,tes − CAPCO2 ≤ 0 ∀ n, s, t (14)
Ass all constraints and the objective function are linear the problem falls under a category
of optimization problems, called linear problems.
Using this set of constraints and optimizing the total system cost for an entire year of energy
production, means that this model assumes perfect foresight, as weather and demand for the
entire year are known to the optimization algorithm. All capital and marginal prices used
in this model are constants as this model assumes perfect competition and long-term market
equilibrium. Meaning that over the entire simulation period, the technologies recover their total
cost (capital and marginal) by their hourly market revenues.
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Model inputs
All model input parameters are based on 2011 values. The temporal resolution of the model is
hourly, with all simulations spanning a full year. Technology costs are all valued in 2011 Euros.
Topology
The model is spanning the electricity grid of 30 European countries and is formulated as a
techno-economic linear optimization problem. Countries included in the model are the EU-27
countries not including Cyprus and Malta, instead including UK, Norway, Switzerland, Serbia,
and Bosnia and Herzegovina. The topology of the network presented in Figure 1, is such that
each node represents a country and the links represent international HVDC or HVAC links.
The links included are based on currently installed international transmission lines.
Energy transmission
All transmission lines are treated as transport models with a coupled source and sink, only
constrained by energy conservation at each connecting node. Transmission loss is thereby not
considered. This approximation is assumed to be acceptable as most international transmission
lines already are, or probably will be in the near future, controllable point-to-point high voltage
direct current (HVDC) lines. Line capacities initially start as zero, and can then be expanded if
found feasible in the optimization, with no constraint on the maximum allowable capacity. The
investment cost of line capacity is calculated as a cost pr MWkm plus an additional cost for a
high voltage AC to DC converter pair. The price of a high voltage AC to DC converter pair is
set to be 150000€ regardless of line capacity [28]. The length of each line is set as the distance
between the centroids of each connecting country plus an additional 25%. The extra 25% is
added to the line length as competitive land use and public acceptance issues will prohibit
lines from being placed in optimal positions. Furthermore, to satisfy n-1 security the price is
adjusted with a factor of 1.5, to account for the extra installed capacity needed, as shown in [12].
Energy production
Each node in the network has energy-producing technologies available, with initial capacities
being zero. The available energy-producing technologies used in this project are onshore wind,
offshore wind, solar PV, and open-cycle gas turbines (backup capacity). In the model, all
technology capacities are expandable limited only be the geographical potential.
The geographical potentials used are calculated following the work of [12], constraining re-
newable technologies to be placed only in areas with certain land use specifications.
The hourly energy production of all variable renewable energy sources is limited by the
production potential given by the weather. Following [12], the availability was calculated using
historical weather.
The dispatchable energy sources available in all countries are chosen to be open-cycle gas
turbines (backup capacity), as they have high flexibility and good load following capabilities,
therefore making them suitable as a backup generator in a highly decarbonized scenario. The
capacities are indirectly limited by the maximum allowable CO2 emission. The CO2 emission
intensity used for the open cycle gas turbine is 0.19 tCO2/MWh [12].
In countries located on the coast both onshore and offshore wind turbines are available.
The capacity of these two types of wind power is however treated as one single variable in all
simulations performed in this work.
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Technology Investement € /kW Fixed O&M €/kW/year Marginal cost €/MWh lifetime years
Onshore Wind 1035 12 0 30
Offshore Wind 1934 36 0 30
Solar PV 254 7 0 30
OCGT 435 7 58.4 25
H2 storage 555 + 8.4 €/kWh 9.2 0 20
Battery 310 + 144 €/kWh 9.3 0 20
Transmission 400 €/MW km +150 k€ pr. line 2% 0 40
Table 1: Technology cost data for all technologies included in the model. Storage has a two
part capital cost as there is a cost for charging/discharging capacity listed in €/MW, and a
cost for storage capacity listed in €/kWh. Transmission lines have an additional capital cost of
150 k€ pr. line, to cover the installation cost of transformation stations.
In all simulations, the capacities of all energy generators are initially set to be zero, with
the capability to be expanded until geographical potentials limits further expansion. The cost
of expanding capacities is calculated as annualized cost, given as the annualized investment
cost plus fixed annual operations and maintenance cost. The annualized investment cost is
calculated by multiplying the annuity factor (Equation 15) by the investment cost.
a = r
1− 1(1+r)n
(15)
Where r is the discount rate, and n is the expected lifetime of the given technology. In this
project a discount rate of 7% [12] is used. The lifetime and cost data used for the individual
technologies are listed in Table 1.
Eenergy storage
Two storage technologies are included in the model. These are hydrogen storage and battery
storage. The hydrogen storage serves as long term storage with a storage capacity large enough
to store energy from 168 full load charging hours. Making the factor hhydrogen = 168h. The
hydrogen storage is modeled as an electrolyzer/fuel-cell stack linked to a hydrogen storage tank,
with a charging efficiency of 75% and a discharge efficiency of 58%. The battery storage serves
as a short term storage with a hbattery factor equal to 6h. The battery is modeled with charging
and discharging efficiency of 90%. Storage technology costs are listed in Table 1.
Energy demand
The data for the hourly electricity demand found in the European Network of Transmission
System Operators (ENTSOE) data portal is used as energy demand [29]. The data has a
temporal resolution of one hour and is provided for all countries included in the model. In
Figure 5, the summarized demand for the entire year for the individual countries is shown. A
total of 3152TWh of energy was consumed by the countries combined in 2011.
Socio-economic metrics
Gini coefficient
The Gini coefficient has been used to calculate two equality measures. The first being equality
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Figure 5: The figure shows the total electricity demand of the individual countries during an
entire year.
in energy generation relative to demand. This measure will be referred to as the national
self-sufficiency. The second is equality in investment relative to energy demand.
To calculate the Gini coefficient representing national self-sufficiency, the cumulative share
of demand per country is calculated and plotted against the cumulative share of generation per
country. Thereby one gets the Lorentz curve for that specific scenario, as shown with the blue
line in Figure 6. As inequality increases the Lorentz curve lies further and further away from
the equality line, shown as the red line in Figure 6.
The Gini coefficient is calculated as the relationship between the area enclosed by the Lorentz
curve and the equality line (Area A on Figure 6) relative to the total area under the equality
line (Area A+B on Figure 6). Thus, the Gini coefficient becomes G = AA+B .
A scenario where every country over the duration of an entire year, produces as much energy
as it consumes, would have a Gini coefficient of 0, and represent the equality line on Figure 6.
A scenario where one country is producing all energy, would, on the other hand, have a Gini
coefficient of 1, and represent total inequality.
The Gini coefficient can also be modified to measure equality among other metrics, such as
investment. By using the cumulative share of investment on the y-axis instead of the cumu-
lative share of energy generation, a Gini coefficient representing equality in investment versus
consumption is calculated.
Land use
Land use is calculated with energy density 20MW/km2 for onshore wind turbines, as the average
turbine is set to have 5 MW capacity taking up a 500x500m space. Offshore wind turbines are
set to have zero land use. The energy density of solar PV plants used is 145 MW/km2 as under
reference conditions, the Sun irradiance is 1000 W/m2 and 14.5% efficiency is assumed for the
solar panels. Gas turbines, H2 storage, and battery storage are considered to have zero land
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Figure 6: The Figure shows the Lorentz curve (blue line) for the energy demand/generation in
a given scenario. The equality line is shown as the red line. The two areas A and B used to
calculate the Gini coefficient is shown on the figure.
use, as the plants are small relative to the variable renewable energy sources.
Implementation time
Implementation time of the near-optimal solutions is calculated as the time it would take to
implement a scenario, in the slowest country, if all countries are restricted to spend no more
than 10% of their GDP on energy system renewal per year, transmission not included. January
2020 GDP values, calculated by the World Bank, were used.
MAA method
The goal of the MAA method is to represent the entire near-optimal feasible region with a
dataset of samples drawn evenly from the region. Knowing that all constraints used in the
model, including the MGA constraint, Equation 16, are linear, the convex set defining the
near-optimal feasible space must be a polyhedron. Therefore it is possible to define the shape
of this set with a finite number of vertices. The goal of the first phase of the MAA method is
to find enough of these vertices to approximate the shape of the near-optimal feasible space.
Initially, the optimization problem is solved using the original objective function to find the
techno-economic optimum and thereafter define the MGA constraint. This provides a single
point x0 located on the border of or within the feasible region. The MGA constraint, Equation
16, is then introduced, limiting the maximum increase in the original objective function value.
f0(x) ≤ f0(x0) · (1 + ) (16)
Here  is the slack on objective value. Because the optimization problem is closed when the
MGA constraint, Equation 16, is introduced and the problem is linear, any choice of objective
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function will provide a solution located on the perimeter of the near-optimal feasible space.
Using a unit vector n, multiplied with the variables to be optimized x, as objective function,
allows for full control over the search/optimization direction given by n.
minimize fMAA(x) =
∑
i
nixi (17)
Changing the model objective function to the one from Equation 17 and selecting search
directions n that seek to maximize and minimize every single variable in x one by one, as the
MGA method presented in [9], an additional set of solutions are found. This is where traditional
MGA methods stop, and analyze the found alternatives as individual scenarios. Knowing that
the feasible region is defined by a polyhedron, it makes sense to imitate this shape by computing
the convex hull containing all points found so far. Computation of the convex hull containing
the found alternative solutions are done with the quickhull algorithm [21]. Using the face normal
vectors of this hull to define the next set of search directions n, as seen on Figure 2, ensures
that if one of the faces in the hull is not part of the polyhedron defining the near-optimal
feasible region, then a new point will be found when searching in the normal direction of that
particular face. Face normal directions are computed with the quickhull algorithm [21]. Using
the newly found points combined with all previously found points, to repeat the process of
defining a convex hull and searching in the face normal directions, will, as long as the hull
computed doesn’t describe the full near-optimal feasible region, continue finding new points
on the perimeter of the near-optimal feasible region, until all points defining the near-optimal
feasible region are found. In other words, this method ensures that the solution converges
towards the full solution if enough iterations are performed. A schematic of the solution is
presented in Figure 2.
If the feasible region was to have a very complex shape being defined by a high number
of vertexes, or if a non-linear constraint was introduced, and thereby preventing the entire
region from being represented by a finite number of vertices, it would be necessary to have a
termination criterion that does not require that the complete near-optimal feasible region is
found. The volume of the hull estimating the feasible region will converge towards the size of
the feasible region and implementing a convergence criteria on the hull volume provides a good
termination criterion. Development in hull volume is represented in Figure 2. The quickhull
algorithm [21] is used to calculate hull volume.
In the second phase of the MAA method, the found near-optimal feasible space is sampled to
create a well-representing dataset. More generally speaking the task is to draw samples evenly
inside a polyhedron, which can be further reduced to simply drawing samples evenly spaced
inside a simplex, as the polyhedron can be split into a range of simplexes. By simplex we
mean the simplest geometrical shape spanning a volume in the given space. In 2-D space this
would be a triangle, 3-D space a tetrahedron etc. Using the Qhull software [21] build on the
quickhull algorithm, the convex hull containing all near-optimal feasible solutions, are split into
simplexes. By drawing a number of samples equivalent to the volume fraction of the simplex
multiplied with the number of total sample points desired, from each simplex, it is possible to
sample the entire decision space evenly.
Each simplex is given by a list containing all its vertices P = {p1,p2, ...,pm}. The number of
vertices needed to describe a simplex will always be m = d+1, where d describes the dimension
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of the space the simplex is located within. Any point inside a simplex can be described as a
sum of the points describing the simplex P scaled with a vector s if this scaling vector has the
property of summing to one ∑i si = 1 .
pnew =
m∑
i=1
pisi (18)
Where m is the number of points used to describe the simplex. The challenge is then to select
s, such that the space inside the simplex is sampled evenly. There are several ways of doing
this. The method chosen in this paper is called the Bayesian Bootstrap and is further explained
in [30] together with the proof that this method will generate evenly distributed points.
Using the Bayesian Bootstrap method, an initial vector r containing m− 1 random compo-
nent drawn, from an even distribution with a range from 0 to 1 is created. Then sorting the
components of the vector r by increasing value, and adding 0 as the first entry and 1 as the
last, this new r vector can be used to define a scaling vector. The length of this new r vector
is now m+ 1 as 0 and 1 has been added. Using the difference between the components in r to
define a new vector:
s = {ri+1 − ri} ∀ i = 1, 2, ...,m (19)
The vector s has the property that the sum of the components will always be equal to 1, by
definition. Using the s vector to scale the points in P it is possible to draw point randomly
located within the simplex. Following this procedure for all simplexes provides an even sampling
of the convex hull.
Comparison
To validate that the MAA method provides improved insight to current methods, a comparison
between the state-of-the-art MGA method used in [9] and the MAA method presented here
has been performed. The MGA method from [9], will from here on be referred to as max-min
MGA.
Using the model of Europe presented in this paper subject to a CO2 reduction constraint of
95% compared to 1990 values the max-min MGA method is applied. Allowing for a 10% increase
in system cost relative to the cheapest solutions without any constraints on CO2 emission.
Using the objective function formulation from Equation 17, n is selected such that the fol-
lowing variables are maximized and minimized: total wind capacity, total solar PV capacity,
total hydrogen storage capacity, total battery storage capacity, total CO2 emissions. Figure 7,
shows the result of this study plotted on top of the results found using the MAA method.
From the figure, it is seen that indeed the max-min MGA method reveals the extreme imple-
mentations of the variables studied. Figure 7, does however reveal large regions left unsampled
by the max-min MGA method. Analyzing the second column on Figure 7, it is seen that except
from the scenario where CO2 reductions are maximized, all found scenario has a CO2 reduction
equivalent to the minimum allowable amount. A similar pattern is seen in the cost increase
column, where all found scenarios except the optimal solutions, utilizes the maximum allowable
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Figure 7: Comparison between MGA and MAA in a 95% CO2 reduction scenario
- On the figure diagonal normalized variable distributions found using the MAA method are
shown. Variable correlations are shown on the top-right side of the diagonal. In the lower-left
side, contour plots revealing density in solutions are shown. Scenarios found using the max-min
MGA method are shown as red dots. A 95% CO2 reduction constraint is enforced relative to
1990 emissions, combined with an allowable increase in system cost of 10% compared to the
cheapest solution.
increase in total system cost. Thus one can conclude that increased insights are gained using
the MAA method.
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