Abstract: Multilayered neural networks are used to construct nonlinear learning control systems for a class of unknown nonlinear systems in a canonical form. An adaptive output tracking architecture is proposed using the outputs of the two three-layered neutral networks which are trained to approximate the unknown nonlinear plant to any desired degree of accuracy by using the modified back-propagation technique. A weight-learning algorithm is presented using the gradient descent method with a dead-zone function, and the descent and convergence of the error index during weight learning are shown. The closed-loop system is proved to be stable, with the output tracking error converging to the neighbourhood of the origin. The effectiveness of the proposed control scheme is illustrated through simulations.
Introduction
The control of systems with complex, unknown, and nonlinear dynamics has become a topic of considerable importance in the literature. In conventional nonlinear control design, so far, three main approaches have been proposed: adaptive control, Lyapunov-based control and variable structure control. And the feedback linearisation technique of the nonlinear systems are especially appealing from the point view of the nonlinear control design. To achieve the objective of either stabilisation or tracking, however, some strict assumptions were introduced regarding the structure of the uncertainties based on the completely known nonlinear models. Advances in the area of artificial neural networks have provided the potential for new approaches to the control of systems with complex, unknown and nonlinear dynamics. The main potentials of the neural networks for control applications can be summarised as: they can be used to approximate any continuous mapping, they perform this approximation through learning, and parallel processing and fault tolerance are easily accomplished. One of the most popular of the neural network architec-tures for control purposes is the multilayered neural network (MNN) with the error back-propagation (se) algorithm. It is proved that a three-layered neural network using the back-propagation algorithm can approximate a wide range of nonlinear functions to any desired degree of accuracy [2-41. To avoid modelling difficulties, a number of multilayered neural network based controllers have been proposed [6-101. If a control system is regarded as a mapping of control inputs into observation outputs, an appropriate mapping is realised by a MNN which is trained so that the desired response is obtained. For such kinds of adaptive learning control systems using the MNN, the weights of the network need to be updated using the network's output error index, and the learning control law is constructed based on the output of the MNN. Therefore, the main research topics in the field of the neural network control methods are the convergence of the weight-learning schemes and the stability of the closed-loop control systems.
Nonlinear control formulation
Assume that a single-input and single-output nonlinear system is given in a canonical form as
where z E R is a physical state, U E R is the output. Let x = (x,, x 2 , ..., x,J' = (z, z(~), ..., Z("-I))~ be the state vector, then the system of eqn. 1 can be represented as a state space model
Let the desired output yd = yAt) be a continuously differentiable function on CO, + a ) , and its first n derivatives yil), ..., y$) be uniformly bounded. The problem to be addressed consists of finding a control u(t) that will force the output At) to track asymptotically the desired output yAt); that is
Since g(x) in the system eqns. 2 is bounded away from zero, its inverse is well defined and the most convenient structure for a nonlinear feedback control is the one in which the input variable U is set to equal and U is a new control input to be designed for the purpose of output tracking. Since the nonlinear feedback control law (eqn. 4) linearises the state equation (eqn. 2), it can be easily verified that the system of eqn. 2 is transformed into the linear system as follows
k t e(t) = At) -ydt) be the output tracking error, and the new control U be chosen as where c, = 1. The output tracking error e(t) satisfies the following linear error equation Recently, several studies have independently found that a three-layered neural network using the back-propagation algorithm can approximate a wide range of nonlinear functions to any desired degree of accuracy. In this Section, multilayered neural networks are used to construct a nonlinear controller for the purpose of adaptively tracking the desired output yd(t). Suppose that the continuous functionsf(x) and g(x) are unknown. Let the nonlinear system (eqn. I where and q is the step-size parameter which affects the rate of convergence of the weights during learning. On the other hand, it is well known that the major disadvantage of the gradient method is that the rate of convergence of the iterative proceeding near the minimum will be very slow. To improve the rate of convergence near the mininum using a simpler method, one can employ a dead-zone 
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Results on convergence of weight learning For convenience, let xk = n(t + kat). The following theorem shows that the error index e* is descent towards the direction of the origin using the weight iterative proceeding (eqn. 31).
1 back propagation I where Ank = -qD(e*)ae*/h.
The proof appears in the proof procedure of the following Theorem 2 which provides sufficient condition for the convergence in the case where a I e* I 6 do can not be reached in a finite number of learning iterations, 
O d B d l (38)
In this equation, the coefficient of -q is at least p from eqns. 36 and 37. Thus, in moving from nk to nlr+l, the value of e*(n) is decreased by at least qp, but there are an infinite number of terms of the sequence {nk} in any neighbourhood of n*, since lim n k = n * k-m
(39)
Hence, by repeating the above argument for successive values of k, one finds that e*(.*) + -CO, which contradicts the fact that ae*(n*)/Sx exists. The original assumption that e*(.*) > do is therefore false. By the same proof proceeding, one can show that e*@*) < -do is false, too, and the theorem is proven.
Results on feedback stability
To analyse the local stability of the closed-loop system the following assumptions about the nonlinear plant (eqn. 1) and the desired output y&) are required.
Assumption I : For any x E R" 
. , n
The following assumption is given based on the analytic results of Hecht-Nielsen [2] about the capability of the MNNs to approximate nonlinear functions using the back-propagation technique. Lemma 1: The hyperbolic tangent function H(x) satisfies the following properties: (a) H(x) is strictly increasing; for each xl r x2 E R such that x1 < x2 it is true tha H(xl) < H(x2); 
part is implied. Hence, the proof is complete.
Lemma 3 :
There exist constants I&, 6, > 0 such that the neural network @(x, I ) on the compact set C of R" satisfies 
rn
The following theorem will give the local stability of the adaptive learning control system on the compact set z.
Theorem 3: Under the assumptions 1-3. There exists a constant 6 = 6 (~) such that the output tracking error of the nonlinear system (eqn. 1) on the compact set Z using the neural network control law (eqn. 32) is confined to a neighbourhood of the origin defined by llAx* 11 < 6.
Proof:
The error dynamics of the system under the neural network control law 19 can be obtained as
where Ax = (e, e"', . . ., 
6,
Thus Vo can be assured to be nonincreasing whenever IIAxll 2 6 = SJS,, so that the output tracking error is confined to be a neighbourhood of Ax = 0 defined by IIAxll Q 6, which can be arbitrarily small as e + 0. rn 8 
Simulation results
In this Section, the preceding nonlinear learning control scheme is illustrated using a second order SISO nonlinear plant. Consider a single-link manipulator described bY n(t) = m128(t) + od(t) + mgI cos ~( t ) Fig. 4 , where it is seen that the satisfactory output tracking performance has been achieved through the proposed control scheme. Meanwhile, the simulation results shows that the system output response and the convergence of the learning control law are sensitive to the number of the hidden neurons and the initial values of the weights.
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Concluding remarks
We have used multilayered neural networks to construct a nonlinear learning control law for a class of unknown SISO nonlinear control systems, and it is straightforward to extend the developed MNN controller to the MIMO The three-layered neural networks were introduced to approximate the unknown nonlinear models using the modified error back propagation, and a weight-learning algorithm with a dead-zone function discussed.
(b)
The convergence of the weight-learning law is guaranteed through the theorems proved in Section 4. The stability of the closed-loop is shown as follows: If there are enough neurons in nonlinear hidden layers of the three-layer neural networks to be able to approximate Ax) and Ax) to the desired accuracy, the output tracking error will converge to a neighbourhood of the origin, which can be arbitrarily small as well as the desired accuracy of the network learning. 
