Let (X nk , k = 1, 2, . . . , n; n = 1, 2, . . .) be a row-wise triangular array of independent Bernoulli random variables with success probabilities P(X nk = 1) = 1 -P(X nk = 0) = p nk ∈ [0, 1], k = 1, 2, . . . , n; n = 1, 2, . . . . For every n = 1, 2, . . . , the random variables S n = n k=1 X nk have probability distributions with complicated structure and therefore they are used to being approximated by Poisson distribution. Well-known Le Cam's inequality is established for providing information on the quality of a Poisson approximation. The main aim of this paper is to re-establish the Le Cam-type inequalities via a linear operator. The operator method used in this paper is quite elementary and it also could be applied for the probability distributions of random sums S N n = N n k=1 X nk in the Poisson approximation, where N n , n = 1, 2, . . . , are positive integer-valued random variables, independent of all X nk , k = 1, 2, . . . , n; n = 1, 2, . . . . MSC: 60F05; 60G50; 41A36
Introduction
Throughout this paper, let (X nk , k = , , . . . , n; n = , , . . .) be a row-wise triangular array of independent Bernoulli random variables with success probabilities P(X nk = ) =  -P(X nk = ) = p nk ∈ [, ], k = , , . . . , n; n = , , . . . . The random variables S n = n k= X nk , n = , , . . . , are often called the Poisson-binomial random variables. And it is easily seen that the mean, variance, and characteristic function of S n , n = , , . . . , are E(S n ) = 
where, and from now on, the notation various powerful tools (such as the method of matrix analysis, the semi-group method, the coupling method, and the Chen-Stein method) for providing Le Cam's inequality have been demonstrated. The main objective of this paper is to obtain the bounds for well-known Le Cam's inequality in () using the operator method, introduced by Renyi [] . In the third section, we use the operator method from [] to establish the bounds for the approximation of Poisson-binomial distribution by Poisson distribution. The operator method in this paper is quite elementary and it also could be applied for random sums S N n = N n k= X nk , S  = , where N n , n = , , . . . are positive integer-valued random variables, independent of all X nk , k = , , . . . , n; n = , , . . . . This will be taken up in the last section. We refer the reader to the works of Trotter 
Preliminaries
In the sequel we will need the operator method, which has been used for a long time in various studies of classical limit theorems for sums of independent random variables (see We recall some definitions and notations. We denote by K the set of all real-valued bounded functions f (x), defined on the set of non-negative integers Z + = {, , , . . .}. The norm of a function f ∈ K is defined by f = sup x∈Z + |f (x)|. Definition . We define a linear operator associated with a positive discrete random variable X, A X : K → K , by setting
It is to be noticed that the linear operator defined in () is actually a discrete form of We will need some properties of the operator in () in the sequel. Let A X , A Y be operators associated with two discrete random variables X and Y for f , g ∈ K . Suppose that α and β are two real numbers, then we easily get the following linear property of the operator in ():
We define the operator (
and the product of two operators
It is obvious that
. Suppose that A X and A Y are operators associated with two independent random vari-
In fact, for all f ∈ K and x ∈ Z + ,
by an argument analogous to that used for the proof of
. . , A X n are the operators associated with the independent ran- and Y j are independent for i, j = , , . . . , n. Then, for every f ∈ K ,
Clearly,
It deduces that
. . , X n and Y  , . . . , Y n are independent random variables (in each group), and let {N n , n = , , . . .} be a sequence of positive integer-valued random variables independent of all X k and Y k , k = , , . . . . Then, for every f ∈ K ,
provided that X and Y are identically distributed random variables.
Let A X  , A X  , . . . , A X n , . . . be a sequence of operators associated with the independent discrete random variables X  , X  , . . . , X n , . . . , and A X be the operator associated with the discrete random variable X. The following lemma states one of the most important properties of the operator A X . Lemma . A sufficient condition for a sequence of random variables X  , X  , . . . , X n . . . converging in distribution to a random variable X is that
If we choose
It follows that P(X n ≤ t) -P(X ≤ t) →  as n tends to +∞.
In other words, X n d -→ X as n → +∞. http://www.journalofinequalitiesandapplications.com/content/2013/1/30
A bound of Poisson-binomial approximation
Let A X nk , k = , . . . , n; n = , , . . . be the operators associated with the random variables X nk , k = , . . . , n; n = , , . . . , and let A Z p nk , k = , . . . , n; n = , , . . . , be the operators associated with the Poisson random variables with parameters p nk , k = , . . . , n; n = , , . 
Proof Applying the inequality in (), we have
Moreover, for all f ∈ K and for all x ∈ Z + , we conclude that =  -e -p nk -p nk e -p nk , for all f ∈ K and x ∈ Z + , it may be concluded that 
Therefore, applying (), we can assert that
This completes the proof.
Remark . According to Theorem . and assumption (), using the definition of the norm of the operator A, we get following inequality:
The following corollaries are immediate consequences from Theorem ..
Corollary . Under the stated assumptions of Theorem
Proof Choose the particular function f (x), x ∈ Z + , such that
Thus, according to Theorem ., we conclude that
On the other hand, by choosing the function f (x) as above, we have
Applying () we can assert that
The proof is complete. Proof The proof is based on the following observation:
According to the inequality in () for all f ∈ K and (), we conclude that
As an argument analogous to the one used for the proof of Corollary ., on account of Lemma ., we get
Then, on account of (), we have
Thus, the proof is straightforward.
A bound of random Poisson-binomial approximation
Throughout this section, we begin with assuming that N n , n = , , . . . , are positive integervalued random variables independent of all X nk , k = , , . . . , n; n = , , . . . , which are supposed to obey the relation
Here and subsequently, P -→ denotes the convergence in probability. For every n = , , . . . , we denote by S N n the random sums S N n = N n k= X nk (S  =  by convention). Therefore, Proof According to the assumptions on the random variables N n , X nk , Z λ n , k = , , . . . , n; n = , , . . . , we can write The proof is complete.
