Abstract. We study self-similarity problem for two classes of flows:
The subject of this paper revolves around the self-similarity problem for measure preserving flows acting on probability standard Borel spaces. Recall that a flow {T t } t∈R , where T t : (X, B, µ) → (X, B, µ) is self-similar at scale s ∈ R, if there exists an automorphism S ∈ Aut(X, B, µ) such that T t • S = S • T st , for every t ∈ R.
More generally, one can try to describe the set of joinings between {T t } t∈R and {T st } t∈R (see Section 2 for the definition of joinings). Self-similarities of flows were studied extensively by Danilenko and Rhyzhikov in [7] . Among many other results, the property of a flow to be disjoint with all its rescalings is generic in the space of all measure preserving flows. Their result was heavily influenced by the work of del Junco in [8] on similar properties, but for automorphisms. We would also like to refer the reader to the papers [13] , [10] and [17] where the authors describe the set of self-similarities for various classes of flows. Some of the results in this paper base on the constructions given in [3] where authors were focusing on relation of some special flows with their inverses, that is rescaling by −1.
One more motivation for studying joinings rather then just self-similarity of different rescalings of a given flow {T t } t∈R has its justification in the so called Katai orthogonality criterion [5] , which has recently been proven to be an important tool for studying problems around Sarnak's conjecture on Möbius disjointness (see e.g. [9] ). From that point of view it is important to study disjointness (in the sense of Furstenberg) of {T t } t∈R and {T qt } for q ∈ Q. A property that is stronger than disjointness is that of spectral disjointness (see Section 2 for the definition) which will be the main focus of this paper.
In this paper we are interested in spectral disjointness of rational rescalings of certain special flows coming from dynamics on surfaces. More precisely we will consider two types of special flows:
(1) special flows over irrational rotations on the circle and under the roof function f with one symmetric logarithmic singularity (see Section 4). We will denote such flows by {T α,f t } t∈R ; (2) special flows over interval exchange transformation T (IET for short) and under the roof function which is piecewise linear, we will denote such flows by {T f t } t∈R . It has been shown in [14] and more thoroughly in [15] , that flows as in (1) are models of some area preserving flows on surfaces of Hamiltonian origin. Moreover, flows as in (2) arise naturally as special representations of some translation flows on surfaces (or their reparametrizations).
Notice that {T t } t∈R and {TK L t } t∈R are spectrally disjoint if and only if {T Kt } t∈R and {T Lt } t∈R are spectrally disjoint. In the two theorems below, a.e. stands for almost every with respect to Lebesgue measure. Our two main results are: Theorem 1.1. Let f : T → R + be given by f (x) = −C f log x − C f log(1 − x) + g(x), where C f > 0 and g ∈ C 3 (T), g > 0. Then for a.e. α ∈ T and every K, L ∈ N, K = L, the flows {T α,f Kt } t∈R and {T α,f Lt } t∈R are spectrally disjoint. In a recent paper [16] the authors showed an analogous result (for disjointness in the sense of Furstenberg) for roof functions with assymetric logarithmic singularity. It is worth to mention however that their result relies heavily on the so called Ratner's property, while we present completely different approach.
We refer the reader to Section 2.2 for any yet undefined terms in the theorem below. on L 2 (R, B(R), σ f ) are isomorphic and the isomorphism is induced by the map f • T t → e it . We denote this induced isomorphism by φ T : R T f → L 2 (R, B(R), σ f ).
Recall, that spectral disjointness of T and S implies disjointness in the sense of Furstenberg. Let P ∈ P(R) 1 . We define an integral operator P (T ) in the following way:
for every f, g ∈ L 2 (X, B, µ), we have P (T )f, g = R f • T −t , g dP (t).
Rotations and IET's.
Irrational rotations. We recall some known facts on diophantine aproximation. For α ∈ T \ Q let [0, a 1 , a 2 , . . .] denote the continued fraction expansion of α and let (p n ) n∈N and (q n ) n∈N be sequences of numerators and denominators for α, i.e. p 0 = q −1 = 1, p −1 = q 0 = 0 and p n+1 = a n+1 p n + p n−1 and q n+1 = a n+1 q n + q n−1 . Then (2.1) 1 2q n q n+1 α − p n q n 1 q n q n+1 , where β := min{β mod 1, 1 − β mod 1} for β ∈ R. For n ∈ N consider the partition P n of T by the points {−iα} qn−1 i=0 . For I ∈ P n , we have (2.2)
.
Interval exchange transformations. Let now A be an alphabet of d elements. We understand by permutation π a pair of bijections π i : A → {1, . . . , d} for i = 0, 1. Let We say that T π,λ : [0, 1) → [0, 1) is an interval exchange transformation(or shortly IET ) if it rearranges intervals {I a } a∈A given by λ according to the permutation π by translations. Obviously this definition can be shifted to any interval J ⊂ R of arbitrary length via rescaling. Throughout this paper we only consider permutations π = (π 0 , π 1 ) which are irreducible that is
We use the standard notation S A 0 for the set of all irreducible permutations of alphabet A. We have the following theorem.
Theorem 2.2 ([22]
). For almost every (π, λ) ∈ S A 0 × Λ A , with respect to product of counting and Lebesgue measure, T π,λ is ergodic.
1 For given standard Borel space (X, B) we denote by P(X) the set of probability measures on X.
We consider the operator R :
We denote R n (π, λ) = (π n , λ n ) for any n if this object is well defined. We also denote by I n the domain of the IET given by (π n , λ n ) and by I n a for a ∈ A the elements of associated partition into exchanged intervals. Any minimal subset R ⊂ S A 0 invariant under induced action of R is called a Rauzy graph. We also consider a normalised Rauzy-Veech inductionR :
, where | · | denotes the sum of coefficients of a vector. We have the following series of important facts.
Theorem 2.3 ([20]
). Any Rauzy graph of permutations of d ≥ 2 elements contains at least one permutation π such that A invariant underR which is equivalent to the product of counting and Lebesgue measure. ThenR with the measure ρ is ergodic and recurrent.
Denote by
ab ] a,b∈A n-th Rauzy-Veech induction matrix which is such that the coefficient A into I n via T π,λ . Finally, the discontinuity points of T π,λ are leftpoints of some intervals
there exists n ∈ N such that the condition (iii) is satisfied and π n = π.
Finally we also have the following result which is proven in [3] :
For more information on interval exchange transformations we refer the reader to [24] .
2.3. Special flows. Let T ∈ Aut(X, B, µ) and f ∈ L 1 + (X, B, µ). We define the Z-cocycle, by setting for k ∈ N ∪ {0}
where n ∈ Z is unique such that
is B ⊗ B(R) restricted to X f and {T f t } t∈R preserves measure µ f which is measure µ ⊗ λ R restricted to X f . We will consider the case T being an irrational rotation or an interval exchange transformation and the roof function f satisfying some regularity conditions.
Criterion on spectral disjointness.
In this section we will state a criterion on spectral disjointness of two measure-preserving flows. We have the following definition: Definition 3.1. We say that a measure P ∈ P(R) has exponential decay if there exist constants c, b ∈ R >0 such that
Remark 3.2. If P ∈ P(R) has exponential decay then the Fourier transformP (·) is an analytic function.
We now present a criterion on two flows being spectrally disjoint. The proof of the following result is based on the proof of Remark 1 in [18] . Theorem 3.3. Assume that T = {T t } t∈R and S = {S t } t∈R are weakly mixing flows on probability spaces (X, B, µ) and (Y, C, ν) respectively. Suppose that there exists a sequence {t n } n∈N increasing to infinity such that
T tn → P (T ) and S tn → Q(S) weakly, where P, Q are probability measures with exponential decay on R. If P = Q then T and S are spectrally disjoint.
Proof. Suppose by contradiction that T and S are not spectrally disjoint. Then there exists a measure 0 = ρ ∈ P(R) such that ρ σ T and ρ σ S . Since the flows T and S are weakly mixing, the measure ρ is continuous. Then there are functions f ∈ L 2 (X, B, µ) and
, ρ) for every t ∈ R via the isomorphisms φ T and φ S respectively (see Remark 2.1).
Let t n be the sequence given by the assumptions of the theorem. Let also F, G ∈ L 2 (R, B(R), ρ) be arbitrary. Then
On the other hand, by replacing T with S we get
Hence the operators of multiplying byP andQ are identical on L 2 (R, B(R), ρ). Thus we obtain thatP =Q ρ-a.e. Since ρ is a continuous function, by Remark 3.2 we get thatP =Q everywhere on R. This implies that measures P and Q are equal and yields a contradiction with the assumption of the theorem.
3.1. Spectral disjointness for special flows. The following result was proven in [11] and in more general version in [3] and gives the description of the aforementioned limits under some natural assumptions. Recall that for a dynamical system (X, B, µ, T ) we say that {q n } n∈N is a rigidity sequence along a sequence of subsets {W n } n∈N if for every measurable A ⊂ B we have lim
The following auxiliary result will be useful in proving Theorem 1.2. It is proven in [3] .
Lemma 3.4 (see [3] ). Suppose that (X, B, µ) is endowed with a metric d generating the σ-algebra B. If sup x∈Wn d(T qn x, x) → 0, then {q n } n∈N is a rigidity sequence for T along {W n } n∈N .
Theorem 3.5 (see [12] ). Suppose that there exists a sequence {W n } n∈N of measurable subsets of X, increasing sequence {q n } n∈N of natural numbers and real sequence {a n } n∈N ,such that following conditions are satisfied:
3) {q n } n∈N is a rigidity sequence for T along {W n } n∈N ,
up to a subsequence.
We will now state a crucial corollary, which is the most important tool in proving spectral disjointness of different rescalings of a special flow {T f t } t∈R . For a measure P ∈ P(R) and w ∈ R we denote by Res w (P ) ∈ P(R) the measure given by [Res w (P )](A) = P (w · A). Note that if P is an absolutely continuous measure with density x → f (x) then Res w (P ) is also an absolutely continuous measure with density x → wf (w · x). Corollary 3.6. Let (T f t ) be a weakly mixing special flow on probability standard borel space
where both P K and P L have exponential decay. If
Proof. In view of Theorem 3.5 we have the following convergences
, Theorem 3.3 yields the desired result.
2 Throughout this paper for any measure µ we denote by µ A the conditional measure on the set A, while by µ| A we denote the restriction of the measure µ to the set A Remark 3.7. Note that assuming weak mixing in the above corollary is natural. Indeed, if a flow {T t } t∈R has a non-zero eigenvalue a ∈ R then KLa is a common eigenvalue for {T Kt } t∈R and {T Lt } t∈R for every K, L ∈ N. Thus the natural powers of a non-trivial ergodic flow which is not weakly mixing are never pairwise spectrally disjoint.
By definition of weak convergence of measures we also have the following remark:
Remark 3.8. It follows that if for K ∈ N and P K is as in Corollary 3.6, then for every b ∈ R modulo a countable set, we have
Flows over rotations and logarithmic singularity
In this section we will apply the criterion from Section 3.1 for special flows over irrational rotations and under roof function with one symmetric logarithmic singularity (which we assume WLOG is placed at zero). More precisely, the roof function, f : T → R + , is given by:
where C f > 0 and g ∈ C 3 (T), g > 0.
To simplify notation, we assume for the rest of this section that C f = 1. The results of this section are largely based on the results presented by C. Ulcigrai in [25] for general IETs.
Diophantine condition on the base rotation:
Recall that for α ∈ T, {a n } n∈N denotes the continued fraction sequence of α. For K, L ∈ N we say that α ∈ C K,L if there exists an increasing sequence (n k ) k∈N and a constant c > 0 such that (4.2) a n k +1−n e cn for every 1 n n k and 200(
Lemma 4.1. With C defined as above we have λ(C) = 1.
Proof. Note that it is enough to show that for given K, L ∈ N we have λ(C K,L ) = 1. To prove this result we use the notion of natural extensionĜ of Gauss map. That is we consider map
This transformation preserves the measure λĜ given by the density dx. MoreoverĜ with λĜ is an ergodic system (see i.e. [21] ). Let
By taking c sufficiently large, we get that λĜ(D c ) > 0. By the ergodicity ofĜ it implies that for almost every (α, β) ∈ D there exists an increasing sequence {n k } k∈N such that G n k (α, β) ∈ D c . This implies that α ∈ C with constant c and thus concludes the proof.
4.2.
Estimates on Birkhoff sums of derivatives. In this section we will estimate Birkhoff sums of the roof function (and it's derivaties). One of the main tools is the the DenjoyKoksma inequality. For n ∈ N let 
Proof. Notice that by (4.1), we have f =
. By Denjoy-Koksma inequality for every x ∈ T and every n ∈ N (4.4)
for some C > 0. Hence we will only deal with h(x) :=
where 0 j < q n is such that x + jα = x n,min (notice that the set above might be empty). This implies that
Moreover, the functionf is of bounded variation, and hence by Denjoy-Koksma inequality, we have
By the definition off and h it follows that q n Tf (x)dλ = q n
h(x)dλ = 0 and Var(f ) 16q n . This and (4.5) finish the proof.
The following lemma estimates Birkhoff sums for higher order derivatives 3 of symmetric log:
. Then for every r 1, n ∈ N and x ∈ T, we have
−r . Assume first that r 2. We will estimate Birkhoff sums of h (r)
1 , the estimates for h (r) 2 are analogous. Let 0 < x − n,min = x + j 1 α < x + j 2 α < . . . < x + j qn α < 1 be all the points in the q n orbit of x in increasing order. Then x + j 2 α q n−1 α (since
andh 1,r has bounded variation. So by Denjoy-Koksma inequality forh 1,r , we get
By monotonicity of h it follows that
Moreover, by the definition ofh 1,r it follows that Var(h 1,r ) 4|h
, from (4.7) and (4.6), we get
Analogously we show that
2 , the two above inequalities finish the proof for r 2. The proof in case r = 1 follows similar steps, however one definesh 1 
Next, by Denjoy-Koksma inequality and the definition ofh 1 , we have
and Var(h 1 ) 4 q n−1 α −1 . Analogously, we get
with Var(h 2 ) 4 q n−1 α −1 . Putting all this together and using the fact that −
This finishes the proof for r = 1.
Estimates relying on the diophantine condition. In this paragraph we assume that α ∈ C and that (n k ) k∈N is a sequence satisfying (4.2) for α. The estimates and elements of proofs in this section should be compared with Section 4 in [25] (Proposition 4.2. in particular).
Lemma 4.4. For every c > 0 there exists a constant C > 0 such that for every k ∈ N and every x ∈ T satisfying
we have that for every
Proof. We use Ostrovski expansion to write =
. Let x ∈ T satisfy the assumptions of the lemma. Let x(0, s) := x + sq n k−1 α for 0 ≤ s < b n k −1 and let
We may assume that the point of the orbit which minimizes the distance from 0 is one of the first b n k −1 q n k −1 iterations of x. Then we split into orbits of length q i :
If the point of the orbit which minimizes the distance from 0 is one of the last b n k −1 q n k −1 iterations of x, then we proceed analogously by defining x(0, s) := T x − sq n k−1 α for 0 ≤ s < b n k −1 and
The rest of the calculations is symmetric.
By Lemma 4.2, we have
Notice that we can assume that WLOG we have that for every 0 
Recall that we assumed thatx 0 is the point which minimizes the distance of the whole orbit from 0. Notice that for 0 s < b n k −1−i , the points (x(i, s)) n k −1−i,min together withx i+1 (we putx n k = ∞) are distinct and they belong to the orbit of length q n k −i of the point x(i, 0). So for 0 s, s < b n k −1−i , s = s , we have
Therefore by assumption on x we get,
Moreover, by the standard estimate on harmonic sum along arithmetic progression, we get
By using the fact that q j ≤ ea j q j−1 and the diophantine condition (4.2) we obtain
By combining (4.9), (4.10) and (4.11) and the assumption on x we get that there exists a constant C > 0 such that
This together with (4.8) finishes the proof by setting C = C (1 + C ).
Spectral disjointness.
Recall that we consider {T α,f Kt } t∈R and {T α,f Lt } t∈R , where K, L ∈ N, K = L, α ∈ C and (n k ) k∈N is the sequence along which (4.2) holds for α. The distinct natural numbers K and L are fixed in what follows and we will assume WLOG and that L > K.
Let T x k := 1 2qn k and let c k := S qn k (f )(x k ). The following set will play an important role in establishing spectral disjointness: for b ∈ R + , let
The two lemmas below allow us to show spectral disjointness of (T Kt ) and (T Lt ).
Lemma 4.5. There exists a constant D > 0 such that for every k ∈ N, we have
Lemma 4.6. There exists k 0 ∈ N and b 0 > 0 such that for every
We will give proofs of Lemma 4.5 and 4.6 in Subsection 4.4. Let us first show how the two lemmas imply the main result of this section. Notice first that Lemma 4.6 has the following important consequence:
Proof. This is a straightforward consequence of Lemma 4.6 and (4.12) as every x contradicting the statement of corollary has to satisfy
Proof of Theorem 1.1. To show spectral disjointness of {T α,f Kt } t∈R and {T α,f Lt } t∈R we will use Corollary 3.6 with a k = c k , W k = T and q k = q n k , k ∈ N. First, it follows by [14] that {T α,f t } t∈R is weakly mixing (the authors show weak mixing for every α / ∈ Q). Notice also that with this choice of {W k }, {a k } and {q k }, (3.2)-(3.3) hold trivially. Moreover, by Lemma 4.5 and the definition of A k (b) it follows that (3.4) holds. By cocycle identity and (3.4), it then follows that for w ∈ {K, L}, we have
Therefore, the sequence of measures (S wqn k (f )(x) − wc k ) * λ on R is uniformly tight. Let then (by passing to subsequence if necessary) (4.14)
For simplicity we will denote P K = P and P L = Q.
To show spectral disjointness, by Corollary 3.6, it is enough to show that P, Q ∈ P(R) both have exponential decay and that Res K (P ) = Res L (Q). To show exponential decay of P and Q we will use the technique from [14] . In [14] the measure P was obtained as a weak limit of (S qn k (f )(x) − c k ) * λ, where (n k ) k∈N was a very rigid sequence, i.e. a n k +1 n k . In our case, if we used this very rigid sequence, then one could show that P = Q. Therefore we are forced to use balanced sequences (n k ) k∈N , (see (4.2)), which allows to show that the measures Res K (P ) and Res L (Q) are different, however it is harder to show exponential decay. The proof is henceforward divided into two steps. Firstly we show that Res K (P ) = Res L (Q). Secondly we show the exponential decay of the aforementioned measures. The measures Res K (P ) and Res L (Q) are not equal. To show that Res K (P ) = Res L (Q) we will show that there exists b > 0 such that
By the definition of P and Q and Remark 3.8, the above follows by showing
Let w ∈ {K, L}. Let b > 0 be a parameter to be specified later, for now we assume b b 0 , where b 0 comes from Lemma 4.6. Notice that by cocycle identity, we have
Indeed, notice that if for some i ∈ {1, . . . , w}, we have b
|. This, triangle inequality and (4.17) imply that
since w L. This shows (4.18). Notice that if for x ∈ T, |S wqn k (f )(x) − wc k | wb, then by (4.17) and triangle inequality, there exists i ∈ {1, . . . , w} such that
Therefore and by (4.18), it follows that (see also (4.12))
On the other hand,
)b which in turn implies that |S qn k (f )(x) − c k | ≥ b, then by (4.12) and Corollary (4.7) we get
The two above inclusions together with Lemma 4.5 imply that
Using this for w = K, we get
and for w = L, we get
Exponential decay of P and Q. Since the proof of exponential decay of P and Q follows the same steps, we will show the proof of exponential decay of P (see also Proposition 7 in [14] ) 5 , that is there exist constantsC,c > 0 such that
Indeed, notice that by (4.14), the cocycle indentity (see (4.17) ) and (4.12), we have 
Before we prove Lemma 4.8 let us show how it implies Lemma 4.5 and 4.6.
Proof of Lemma 4.5. The upper bound in Lemma 4.5 follows strightforward from the second inclusion in Lemma 4.8. For the lower bound, by the first inclusion in Lemma 4.8, it is enough to show that for v, u ∈ {0, . . . , q n k − 1}, v = u, we have
This however follows from the fact that D −1 e −b < 1/2 and
This finishes the proof. ). By the right inclusion in Lemma 4.8 it follows that there exists j ∈ {0, . . . , q n k − 1} such that (4.20)
We will show that for every i ∈ {−L, . . . , −1, 1, . . . , L}, we have
This together with the right inclusion in Lemma 4.8 implies that for every
and therefore the proof of Lemma 4.6 is completed. So we only need to show (4.21). Fix i ∈ {−L, . . . , −1, 1, . . . , L}. Notice that by (4.2), we have
. Thus by (4.20) we obtain
by enlarging b if necessary. This shows (4.21) for s = j. Assume now 0 s q n k − 1 and s = j. By (4.2), we have
. Therefore and by (4.20), we have So it only remains to prove Lemma 4.8:
Proof of Lemma 4.8. Let h : T → R + , h(x) = −(log x + log(1 − x)). Then (see (4.1) and recall that we assume that C f = 1) f (x) = h(x)+g(x), where g ∈ C 3 (T). By Denjoy-Koksma inequality (and triangle inequality), it follows that for every x, y ∈ T,
Recall also that c k :
Indeed, by the left inclusion in (4.26) for b = b+4Var(g) and then the right inclusion in (4.26) for b = b − 4Var(g)) it then follows that (4.19) holds with D = D e 4Var(g) , b 0 = b 0 + 4Var(g) and k 0 = k 0 . Therefore it is enough to show (4.27). To simplify the notation we will drop all the apostrophes in the proof of (4.27).
Consider the partition {I 1 , . . . , I qn k } of T by points {−iα}
and denote I s = (v s , w s ). Then (4.27) is a straightforward consequence of the following: there exists D, k 0 , b 0 such that for every k k 0 , b b 0 and every s ∈ {1, . . . , q n k }, we have
Therefore it is enough to show (4.28). Let y s ∈ I s be the midpoint of I s , i.e. y s := v s + ws−vs 2 and let
Notice that by (4.2), we have q n k +1 100(K 2 + L 2 )q n k 200q n k . Below we will also use the following estimates on the length of I s : for every s ∈ {1, . . . , q n k − 1}, we have (see (2.2)) (4.29)
We have the following two claims: Claim A. There exists D, k 0 , b 0 such that for every k k 0 , b b 0 and every s ∈ {1, . . . , q n k }, we have
Claim B. There exists a (global) constant C > 0 such that for every k ∈ N, every s ∈ {1, . . . , q n k } and every b > 0, we have
Notice that Claim A. and Claim B. together imply (4.28): the left inclusion in (4.30) for b − C together with left inclusion in (4.31) imply that
Analogously, the right inclusion in (4.30) for b + C together with right inclusion in (4.31) imply that
This finishes the proof of (4.28) and hence also the proof of Lemma 4.8. So it remains to prove Claim A. and Claim B.
Proof of Claim A. By analyticity of log(·) and log(1 − ·) on (0, 1), we have for s = 1, . . . , q n k and x ∈ I s (4.32)
Since y s is the midpoint of I s = (v s , w s ) and the endpoints of I s are in the in the orbit of α it follows that y
. Therefore by Lemma 4.3 for r 1, we have
Notice that by (4.2) it follows that q n k −1 α
). This together with (4.29) and again (4.2) implies that |x−ys| q n k −1 α 100qn k |Is| 2·98 101 196 < 1. Therefore and by (4.32) and (4.33), there exists C > 0 such that
This is equivalent to
which, since I s = (v s , w s ) and y s is the midpoint of I s is equivalent to 
Similarly (by enlarging D if necessary), it follows that for x
Finally, (4.35), (4.36) and (4.37) give (4.30) and hence finish the proof of Claim A. Proof of Claim B. We will first show that there exists a (global) constant C > 0 such that for every k ∈ N and every s ∈ {1, . . . , q n k }, we have
The left endpoint of I s = (v s , w s ) is equal to − α for some ∈ [0, . . . , q n k − 1]. Consider the point x k − α. By (4.29), it follows that x k − α ∈ I s , and moreover, again by (4.29) it follows that (4.39)
By cocycle identity and mean value theorem, we have 
Similarly to the estimates on θ, it follows that θ n k ,min 
This finishes the proof of (4.38). By (4.38) and triangle inequality it follows that if for 
Flows over IETs under piecewise constant roof function
In this section we will prove Theorem 1.2. The proof of this result is long and divided into sections. It is worth to mention that the construction of sequence of towers which is one of the main points of the proof is very similar to the construction given in [3] where authors used it to differentiate between special flows over IETs and their inverses. The construction used there is however insufficient in our case because the authors in [3] did not control the form of the whole limit of the just a large part of it. The measure of the part they did not control however, in our case would be the same as the part which differentiates between limit measures for different time scalings of considered flows. The construction we present in this proof is more complicated, it allows though to compute the whole limit measure, which in the past was achievable only for rotations. 
2) ρ(AB) ≤ ρ(B).
The choice of a set of recurrence. Let
For every n ∈ N and λ ∈ Λ A define
A be the set of vectors λ satisfying the following conditions
It is an open set and non-empty. Indeed, if the vectorλ ∈ R A is given bŷ
Then in view of (5.5) and (5.6) we obtain
. Since the normalised Rauzy-Veech inductionR is ergodic and recurrent (see Theorem 2.5), there exists a set of full Lebesgue measure Υ ⊂ R × Λ A such that for every (π, λ) ∈ Υ and every K, L ∈ N \ {0} there exists an increasing sequence of natural numbers {r In view of Remark 2.6 we obtain the following decomposition of I = [0, 1) into Rokhlin towers.
Then in view of Remark 2.8 we also havẽ
• The domain I n of R rn (π, λ) has length Q n (λ rn−(d−1)(n−1) );
• The permutation of IET corresponding to R rn (π, λ) isπ;
has length λ rn π
and the height of the tower obtained by Rauzy-Veech induction is s > 0 we obtain that
We now prove that the measure of the union of towers over intervals I 12) where in the last inequality we used the fact that the interval [0, λ
) is a base of Rokhlin tower of height s n 1 . Discontinuities of T . Recall that by the definition of IET the discontinuities of T are leftpoints of intervals I a for a ∈ A . Denote those points by ∂I a . By Remark 2.6 we obtain that for each a ∈ A, the point ∂I a is the leftpoint of some level of tower
; 0 ≤ i < 
and T
).
is the leftpoint of T
(5.14)
In particular all discontinuities of T are contained in towers of form
n , where
where the inequality follows from (5.9). Note that T s n
) is an interval, which is the rightmost part of the interval I 
In particular I n π
is an interval of length λ rn π
on which T −qn acts by translation by −∆ n , we get that I n π
− ∆ n Note also that in view of (5.9) (see also (5.8)), (5.5) and the defintion of ε, we get
Thus, by induction, we get that
− K∆ n is a non-empty interval. Moreover, since by (5.5) and the choice of ε we get that λ rn π
, which implies that
,
where in the last equation we used the fact that the union of all considered towers over intervals I n π
is the unit interval. In particular we obtained that
We will also define here a number which will play crucial role in the conclusion of the proof. Note that also by (5.9) and (5.10), we have
In particular by passing to a subsequence if necessary and also by using the fact lim n→∞ 12) ), that the measure of union of those towers converges to 0 as n → ∞. The second part is the tower
However, in view of (5.9) and (5.6), the measure of this set is equal to
The final part of X n is the set Kqn−1 i=0
). By (5.7) its measure however is bounded by
To sum up we obtained that sets X n consisting of three parts listed above satisfy
Set of controlled points. We now give precise description of points which are included in the set I \ X n . Namely we show that I \ X n is a union of three disjoint sets W n , Z n and U n , where W n is defined as before. Figure 2 . Sets W n , Z n , U n and X n obtained in the construction. Curved arrows show which points are identified in view of (5.14).
For every n ∈ N denote Σ n := j≤d−1 λ rn π
. Moreover, for each n ∈ N let
see Figure 2 . The set Z n is the leftmost part of Rokhlin tower over I n π
The set U n on the other hand is the rightmost part of the tower
; 0 ≤ i < q n }, excluding a portion of top levels and preimages of intervals I 
Each of the set W n , Z n and U n is a nontrivial part of I. We will now show that these are indeed sets on which we control the asymptotic behaviour of T .
5.3. The rigidity time. We now show that for any i = 1, . . . , K, the sequence {iq n } n∈N is a rigidity time along the sequence {I \X n } n∈N . It is worth to mention that since Leb(X n ) → 0, we actually obtain that each of those sequence is a regular rigidity time for T . Hence it should be enough that {q n } n∈N is a rigidity sequence. For clarity and to point out certain phenomena we give the proof for every i = 1, . . . , K. To do this we want to use Lemma 3.4. By (5.15) we have that
We will now show that the above convergence is also true for x ∈ Z n ∪ U n . Let x ∈ Z n . Then for some l = 0, . . . , s
Recall that
Moreover in view of (5.9) and (5.5) we have
More precisely,
Hence by (5.23) we obtain that
Hence for every i = 1, . . . , K it holds that
Assume now that x ∈ U n and for j = 1, . . . , K define
Now assume that i = 1, . . . , K − l. By (5.15) and the fact that T acts on each level of towers
, and thus
Analogously, for every i = 1, . . . , K − l we obtain (5.30)
and
Thus for i = 1, . . . , K − l we obtained that
Consider now i = K − l + 1, . . . , K. We have already proved that
In view of (5.25) and the fact that x / ∈ X n we get that
and thus (5.32)
n and in view of (5.15) and (5.14) we have
For m ≥ s n 1 , again by using (5.14) we get for points
and moreover T (K−l+1)qn x = T (K−l)qn x+∆ n , that is property (5.33) holds for every
x ∈ U n,l . Since in view of (5.32) we have that
by (5.28) we obtain that for any i = K − l, . . . , K the property (5.30) holds. To sum up we get that for any i = 1, . . . , K we have This concludes the proof that iq n is a rigidity time along the sequence {W n ∪ Z n ∪ U n } n∈N for every i = 1, . . . , K. 
Then for those n ∈ N and 0 ≤ i < K we have
Indeed, in view of (5.16) and (5.17) we get that
from which the above inclusion follows.
From now on we assume that f is a piecewise constant function, which has discontinuity point in β and all other discontinuities are included in the set of discontinuity points of T . We denote the jump of f in β by D β .
The values of the cocycle. We now prove that there exists a real sequence {a n } n∈N such that for every i = 1, . . . , K we have that (5.37) the sequences
Let a n := S qn (f )(0). For every x ∈ W n ∪Z n ∪U n we evaluate the difference S iqn (f )(x)−ia n for i = 1, . . . , K. Since these values will be uniformly bounded, (5.37) will be straightforward.
Points from W n . Let i = 1, . . . , K. Assume first that x ∈ W n . Then for some l = 0, . . . , q n − 1 we have x ∈ T l J n . Then one of the following possibilities holds:
(i) the orbit {T k x} k=0,...,iqn−1 intersects the interval T l Iπ−1 0 (1) only to the left of β. Then (5.38)
(ii) the orbit {T k x} k=0,...,iqn−1 intersects the interval T l Iπ−1 0 (1) only to the right of β. Then (5.39)
(iii) i ≥ 2 and for some k = 1, . . . , i − 1 we have
The points (i) and (ii) follow from the fact that f is constant on all level intervals of the tower
; 0 ≤ M < q n }, except the level to which β belongs. Since the orbit {T
is precisely the set of left endpoints of aforementioned tower and by the definition of W n each orbit segment of length q n intersects each level of this tower exactly once, the points (i) and (ii) follow.
Assume now that i ≥ 2 and for some k = 1, . . . , i − 1 we have
Then for m = 0, . . . , i − k − 1 the orbit segment {T j x} (m+1)qn j=mqn intersects the interval T l Iπ−1
to the left of β. Hence
On the other hand, for m = i − k, . . . , i − 1 the orbit segment {T j x} (m+1)qn j=mqn intersects the interval T l Iπ−1 0 (1) to the right of β. Hence (5.43)
To summarize, (5.42) and (5.43) together yield
Points from Z n . Assume now that x ∈ Z n , that is for some m = 0, . . . , s
Then by (5.28) for 0 ≤ j < q n and b = 0, . . . , i − 1 we have
Moreover note that since β ∈ T l J n we have that if l < s
and if l ≥ s
. Additionally
Then by (5.45), (5.36 ) and the definition of Z n the orbit {T j x}
is contained in tower (5.47)
|J n |, |J n |), the form of above tower implies that we cannot have point β to the left of orbit {T j x} iqn−1 j=0 . This implies that (5.48) S iqn (f )(x) = S iqn (f )(0) for x ∈ Z n and i = 1, . . . , K.
Points from U n . Suppose now that x ∈ U n that is x ∈ U n,p for some
If p < K then for m = 0, . . . , K − p − 1 we have that the orbit segments {T j x} ; 0 ≤ M < q n − s n 1 } exactly once. Moreover whenever they intersect the interval T l Iπ−1 0 (1) they do it to the right of β. Hence for m = 0, . . . , K − p − 1 we have that
By the definition of U n,p we have that
Recall that T acts on each level of towers
; 0 ≤ M < s n c } by translation. Then in view of (5.13) and (5.14), for every j = 0, . . . , q n − 1 the set
is an interval of length ∆ n which does not contain β. Thus
Finally note that T (K−p+1)qn x ∈ Z n . Thus if p > 1 then in view of (5.48) we obtain for every
By combining (5.49), (5.51) and (5.52
5.4.2.
The evaluation of S iqn (f ). We now summarize the results of three previous parts of the proof and obtain the values of S iqn (f ) on W n ∪ Z n ∪ U n for every i = 1, . . . , K. By (5.38), (5.39), (5.40), (5.48), (5.49) and (5.53) for every x ∈ W n ∪ Z n ∪ U n we have
More precisely, if 0 < j < i then for x ∈ W n ∪ Z n ∪ U n we have
Thus in view of (5.20), (5.22) and the fact that U n and W n are disjoint we get
(5.54)
Moreover by (5.48) and (5.20) we get that
On the other hand in view of (5.53) we have that
In view of (5.21) we also have
Thus combining (5.54), (5.55), (5.56) and (5.57) we get that for every i = 1, . . . , K there exists α, β ≥ γ such that the following convergence holds lim n→∞ (S iqn (f ) − iS qn (f )(0)) * Leb = P i where
Since L < K, in view of Theorem 3.5, for a n = S qn (f )(0) we have the following convergences
Since P K and P L have different number of atoms and are supported on compact sets (hence with exponential decay) then so do rescalings of these measures. Thus Corollary 3.6 implies that the flows {S T,f Kt } t∈R and {S T,f Lt } t∈R are spectrally disjoint that is part (i) of Theorem 1.2 is proved.
Remark 5.1. As a consequence of the first part of Theorem 1.2 together with the results included in [7] and Proposition 7.2 from [4] , one can show that in every connected component of the Moduli space of translation structures, the set of those translation structures for which the associated vertical flow is disjoint with all its natural rescalings, form a topologically generic set. are spectrally disjoint. This is a generalization of Theorem B.1 from [6] . The criterion on spectral disjointness that needs to be used in the case of automorphisms is similar but more elaborate, see Proposition 2 in [1].
5.5. Piecewise linear roof functions. Now we prove the second part of Theorem 1.2 where instead of considering piecewise constant roof functions, we consider piecewise linear roof functions with constant non-zero slope. We do not assume however that there is an additional discontinuity point inside some of the exchanged intervals. As one can see this discontinuity was crucial in generating "asymmetry" in the limit measures required to obtain spectral disjointness. In this case this role is handed over to the non-zero slope. Throughout this proof we rely on the notation and results of subsections 5.1, 5.2 and 5.3. Assume that (π, λ) ∈ Υ and f is piecewise linear function with constant slope κ = 0, linear over intervals exchanged by T := T π,λ . In view of the result of the aforementioned subsections, we only need to evaluate of S iqn (f ) on W n ∪Z n ∪U n , pick a n so that S iqn (f )−ia n is a bounded sequence on W n ∪ Z n ∪ U n and finally calculate the limit lim n→∞ (S iqn (f ) − ia n ) * Leb Wn∪Zn∪Un . 5.5.1. Values of the cocycle. Let a n = S qn (f )(0). First we evaluate the number S iqn (f )(T m (0)) for i = 1, . . . , K and m = 0, . . . , q n − 1. Recall that
Since 0 ∈ W n , by (5.23) we have that for every m = 0, . . . , q n − 1 and j = 1, . . . , K the following holds
Recall that there are no discontinuities of T in the interior of W n . Thus
On the other hand
Thus we obtain that Points from W n . Assume that x ∈ W n that is x ∈ T m J n for some m = 0, . . . , q n − 1. This implies that
where T −m (x) ∈ [0, |J n |). Since x ∈ W n then for m = 0, . . . , q n − 1 the points T kqn+m x for every k = 0, . . . , K − 1 belong to the same level of either tower
In particular, there are no discontinuities of T between T k+m (0) and T k (x). Thus by (5.60) and (5.61) we get
= iS qn (f )(0) + i(i − 1) 2 q n + im κ∆ n + iq n κ · T −m (x) (5.62) for every x ∈ W n . Thus we obtained that for every m = 0, . . . , q n − 1 we have .
Recall also that in view of (5.36) we have that K∆ n < |J n |. It follows that .
Points from Z n . Assume now that x ∈ Z n , that is for some m = 0, . . . , s Points from U n . Suppose now that x ∈ U n that is x ∈ U n,p for some 1 ≤ p ≤ K. Then there exists 0 ≤ m < (n − 2)s 5.5.2. The density of limit measure. We now use the results from the previous subsection to evaluate the limit P i = lim n→∞ (S iqn (f )−iS qn (f )(0)) * Leb Wn∪Un∪Zn . First note that in view of (5.57) we have Recall that q n = s We use the above convergences to compute the density of P i . In view of (5.63) we have 
