Abstract. In this article, we study the existence of solutions of the complex linear differential equation of the form
Introduction
Let D = {z ∈ C : |z| < 1} be the open unit disk in the complex plane C and let ∂D be it's boundary. Let H(D) denote the space of all analytic functions in D. Let dA denote the Lebesegue measure on D normalized so that A(D) = 1.
For a ∈ D the Möbius transformations ϕ a (z) is defined by
The following identity is easily verified:
(see [4, 19] ) Let f be an analytic function in D and 0 < α < ∞. The α-Bloch space B α is defined by (see [2, 17] ) Let K : [0, ∞) → [0, ∞) be a right continuous and nondecreasing function. For 0 < p < ∞ and − 2 < q < ∞. The space Q K (p, q) is defined by
Let the Green's function of D with logarithmic singularity at a be
(see [3, 15] ) Let K : [0, ∞) → [0, ∞) be right-continuous and nondecreasing function, 0 < p < ∞, −2 < q < ∞ and for given reasonable function ω : (0, 1] → (0, ∞), an analytic function f in D is said to belong to the space Q K,ω (p, q) if
Active research in field of of complex differential equations was started by H. Wittich in 1950. An important result due to Wittich [7] concerning the growth of the solution of linear differential equation
The coefficients A 0 (z), ..., A k−1 (z) in (1) are polynomials in the complex plane if and only if all solutions of (1) are entire functions of finite order of growth. A homogeneous complex differential equation of order k as in (1) where z ∈ D ⊆ C and the coefficients A j (z) are analytic functions in D for j = 0, ..., k − 1, the solutions of (1) are analytic in D too, and there are exactly k linearly independent solutions of (1). This means that if we have k linearly independent solutions, all other solution can be represented as a linear combination of these solutions. In 1982 Chr. Pommerenke [14] studied the second-order equation
where A(z) is an analytic function in D. We pick two of these results that seem to of major importance. (Theorem 2, [14] ) Let A(z) be the analytic coefficients of (2). There is an absolute constant α > 0 with the following property: If
then all solutions of (2) belong to H 2 and
(Corollary 1, [14] ) Let A(z) be the analytic coefficients of (2) and |A(z)| ≤ Q(r), |z| ≤ r where
then all solutions of (2) belong to H 2 . J. Heittokangas [8] studied the equation
where A(z) is an analytic function in D and k ∈ N, and gave the following theorem. [8] Let q > 0 There exist constant α = α(q, n) > 0 such that, if the analytic coefficients A(z) of (3) satisfy
for all z ∈ D, then all solutions of (3) belong to H ∞ q , where q = α (k−1)! . J. Heittokangas et al [9] studied the linear differential equation where the coefficients A 0 (z), ..., A k−1 (z) are analytic in the disc D R = {z ∈ C : |z| < R}, 0 < R ≤ ∞, where all solution belong to H ∞ q -space or D p -space and proved the following theorem.
[9] Let q > 0. There exist constant α = α(q, k) > 0 such that, if the coefficients A j (z) be the analytic coefficients of (1) satisfy
then all solutions of (1) belong to H ∞ q . Also, J. Heittokangas et al [10] studied the linear differential equation (1) with coefficients in weighted Bergman or Hardy spaces are studied. The growth of solutions of the linear differential equation (1) with coefficients A j in the unit disc has attracted a lot of attention (see [8, 9, 14, 10] and others).
Characterization of general weighted
In this section, we list and give results and definitions which characterize Q K,ω (p, q) spaces. An important tool in the study of Q K,ω (p, q) spaces is the auxiliary functions φ K and ψ ω defined by
and
The following conditions have played crucial roles in the study of Q K,ω (p, q) spaces (see [1, 11] ).
For a subarc I ⊂ ∂D, where |I| denotes the normalized arc length of I (so that |∂D| = 1). S(I) is the Carleson box defined by
If |I| ≥ 1, then we set S(I) = D. (see [6] ) A positive measure dµ is said to be a bounded
then µ is a compact K−Carleson measure. [11] Let K satisfy (4). For 0 < p < ∞, − 2 < q < ∞, then the following are equivalent
dA(z). Then the following quantities are comparable: 
Proof. The Proof can obtained by Theorem 3.1 in [5] and [16] , so will be omitted. Now, we give following definition. Let K : [0, ∞) → [0, ∞) be right-continuous and nondecreasing function. If 0 < p < ∞, −2 < q < ∞, and for given reasonable function ω : (0, 1] → (0, ∞), an analytic function f in D is said to belong to the space
The proof of the following lemma is very similar Lemma 7 in [18] . Let f be an analytic function in D and let 0 < p < ∞, −1 < q < ∞. Then there exist two positive constant C depending only on p and q, such that
In this paper, the latter C denotes a positive constant throughout the chapter which may vary at each occurrence.
Main results
In this section, we consider the following linear differential equation with an analytic coefficients in the unite disc D.
our attention is to build up a relationship between the coefficients and solutions of the equation (8), and give the conditions for the coefficients of (8) such that all solutions of (8) belong to Q K,ω (p, q). We begin with the following theorem. Let K : [0, ∞) → [0, ∞) be right-continuous and nondecreasing function, 0 < p < ∞, −2 < q < ∞, and for given reasonable function ω :
Then there exist a constant α = α(n, c, K) > 0 such that if the coefficient A j of (8) satisfy
And
then all solutions of (8) belong to the Q K,ω (p, q) spaces.
Proof. Let f be non trivial solution of (8) . Let f ρ (z) = f (ρz) and A j,ρ (z) = A j (ρz), where 1/2 ≤ ρ < 1. Then
Using (7), we have
On the other hand, fix an r and Lemma 2.13 in [20] yields
From Lemma 2.14 in [20] , we have
where |D(a i , r)| A is Euclidean area of the hyperbolic disc D(a i , r), and this with the facts (see [20] )
we have
From Lemma 2.12 in [20] , we know that (1 − |a i | 2 ) ∼ |1 − az| ∼ (1 − |z| 2 ), this gives
(1−r 2 ) 2 dr and using (4), we get
Using Lemma 2, we have
Then, we have
Combining (12), (14) and (17), we have
where the constant C depending only on n, K, then f ∈ Q K,ω (p, q). Therefor, the proof is complete. (1) Theorem 3 is a generalization of results in [13] and [5] . (2) If we take p = 2 and q = 0, in Theorem 3, then we have the following corollary. Let K satisfy
then all solutions of (8) belong to the Q K,ω spaces. Now, for other condition on K we are able to state a different result comparing to Theorem 3. Let K : [0, ∞) → [0, ∞) be right-continuous and nondecreasing function, 0 < p < ∞, −2 < q < ∞, and for given reasonable function ω :
Then, there exist a constant β = β(n, K) > 0 such that if the coefficient A j of (8) satisfy
For a point z ∈ D we have
Hence,
(see [15] ) and using the same steps which we used in Theorem 2.1 in [11] , we deduce
Then,
From the prove of Theorem 2.1 in [11] , we have
Combining (27) and (28) with (26), we have
Thus, from (24), (25) and (29), we see that
By choosing β sufficiently small and letting ρ → 1 − . Then the conclusion f ∈ Q K,ω (p, q) follows and the proof is complete. If we take p = 2 and q = 0, in Theorem 3, then we have the following corollary. If K satisfy 
then all solutions of (8) belong to the Q K,ω spaces.
Conclusion
Our contribution is built up a relationship between the coefficients and solutions of the equation. Moreover, sufficient conditions for the analytic coefficients A n such that all solutions belong to the Q K,ω (p, q) spaces are given.
