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Introduction
Multivariate systems constitute a very widespread subject, studied from
different points of view: mechanical, analytical, stochastic. By multivariate
systems, we mean models consisting of a certain number of objects or units,
D1, . . . , Dn, connected one another in some way. In the stochastic approach,
a multivariate system consists in n random variables (= r.v.’s) T1, . . . , Tn,
having a certain joint distribution
F (x1, . . . , xn) = P(T1 < x1, . . . , Tn < xn),
marginal laws G1, . . . , Gn and a certain dependence structure among them.
The dependence structure reflects the connections existing among the dif-
ferent units. The study of dependence arises in several applied fields. In
Reliability Theory, the dependence among the components of a random vec-
tor represents the dependence among the components of a system; in a
financial frame, the variables may represent the prices of the different assets
in a portfolio; in an insurance context, the dependence can be studied, for
example, among life-lengths of insured people or among the claims of other
kinds of insurance.
In view of these possible applications, we will study in particular non-
negative r.v.’s.
The analysis of dependence is a classical subject in applied probability.
Recently, studying dependence in risky situations became of particular in-
terest, when, for example, a firm in a market invoices a too small gain or
a component of an electric circuit is functioning since an exceedingly long
time.
Such events are “risky” in the sense that they are close to the “catas-
trophic” events of the default of the firm or of the failure of the component,
respectively. We call such events, when a random quantity falls below a
small threshold or exceeds a large one, extreme events.
The interest in studying dependence, when an extreme event occurs, finds
a first motivation in Risk Theory: when we study, for example, the optimal
diversification in the composition of a portfolio or of another system, we
have to take into account the dependence among the different units, that
can heavily affect the diversification. A change of the dependence structure,
due to the observation of an extreme event, forces us to change our policy in
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the choice of the portfolio composition. However, there are several examples
in practical situations, where changes of the dependence structure, due to
the occurrence of an extreme event, have to be taken into account. In fact,
a decision or a strategy to be adopted varies on the basis of the dependence
structure of the system.
In view of a mathematical tractability of the model, it is often assumed the
hypothesis of independence among r.v.’s, considering independence a good
approximation of the actual dependence structure of the model. Due to the
afore-mentioned changes, the dependence structure might move too much
away from being well approximated by independence. Thus, keeping the
assumption of independence might be heavily misleading, when a decision
has to be taken also on the basis of the dependence structure.
The phenomenon of the change of dependence, given the occurrence of
an extreme event, is known as tail dependence (see e.g. [26, 58, 59, 72] and
references therein).
Thus, in studying tail dependence, we are conditioning on extreme events.
A further step is considering that defaults of firms or failures of units may
happen within the time of observation.
A default can be seen as the limit of an extreme event; considering again
the examples above, a firm may invoice a small gain and, when it becomes
0, the firm fails, or a component may work for a long time, but, if the time
goes to infinity, the component defaults within the time of observation.
When we deal with T1, . . . , Tn, non-negative random variables, it is nat-
ural to interpret them as waiting times to n (stochastically dependent) top
events, such as the failures of components D1, . . . , Dn operating in a same
system or the defaults of firms in a same market (of course, several differ-
ent interpretations of interest are possible). A system of this kind, where
T1, . . . , Tn may be lifetimes or times to default, is called a survival model.
Heuristically speaking, the conditioning events, we typically consider, will
be of the kind
{T1 = t1, . . . , Tk = tk, Tk+1 > t, . . . , Tn > t}.
We will speak of longitudinal observations of lifetimes. This kind of events
represents the failure at times t1, . . . , tk of the units D1, . . . , Dk respectively
and the survival of the other ones till time t.
The possibility of defaults has been considered in studying the evolu-
tion of the joint distribution of (T1, . . . , Tn) or of the survival function, but
its implications on the evolution of dependence have not been taken into
account.
When the default of a unit causes a decrease in the joint survival prob-
ability of residual lifetimes of the remaining units, we speak of default con-
tagion (see in particular [72] and references cited therein).
The phenomenon of default contagion is defined by means of stochastic
comparisons of probability distributions.
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Under a different language, specific notions related with this phenomenon
have already been introduced and studied, in the past, within the frame of
Reliability Theory (see e.g. [6, 83]). Such notions were formulated in terms
of different stochastic orderings and are related to corresponding notions of
dependence (see [57, 78]). In this frame, inequalities between conditional
probabilities are studied, giving origin to properties of dependence or also
of ageing. To this purpose, we notice that stochastic orders constitute the
natural language for our analysis (for a complete treatment, see [82]). We
will use, in this thesis, both univariate and multivariate notions of stochastic
orders, we recall and briefly discuss in Chapter 1.
Tail dependence and Default contagion emerge then as two subjects of
interest in multivariate survival models and are often related with the anal-
ysis of non-negative random variables.
It can be of interest studying the changes in the dependence structure,
due to the entire flow of information and not only to extreme events. The
approach of considering the conditioning event as a level of information
about the environment provides the natural setting for those applications
in which different information levels are considered and compared, as in the
problems considered here.
Both tail dependence and default contagion are included in the more
general subject of the evolution of dependence.
However, in the literature, tail dependence and default contagion are
studied separately and by means of different tools. In particular, tail depen-
dence is studied without considering the possibility of defaults; on the other
hand, default contagion is described as concerning the evolution of survival
functions only at certain random times (default times).
One of our purposes is providing a unifying setting for simultaneously
studying the two phenomena. In this context, we aim at studying impli-
cations or connections existing between default contagion and evolution of
dependence. We give results in the particular case T1, . . . , Tn are condition-
ally independent and identically distributed ( = conditionally i.i.d.).
Very often, notions of stochastic dependence are conveniently described
in terms of copulas (see e.g. [57, 78]).
As a mathematical object, a n-variate copula C can be seen as the re-
striction to [0, 1]n of a n-variate distribution function with uniform margins.
Therefore it obviously satisfies some boundary and positivity conditions (see
Section 1.3 below).
In accordance with Sklar’s Theorem ([84]), one defines the connecting
copula associated with a probability distribution F as
C(u1, . . . , un) = F
(
G−11 (u1) , . . . , G
−1
n (un)
)
.
In view of this definition, the connecting copula captures the dependence
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of a random vector apart from its marginal behaviour (see in particular
Theorem 1.3.6).
Copulas are a natural and consistent way of describing dependence; in
fact, they are implicitly contained in every multivariate distribution and do
not depend on the marginal distributions of the random vector. This fact has
the advantage of permitting us to decompose the study in two different parts:
the marginal part and the dependence structure, where copula theory may
be applied. For these reasons, the use of copulas has grown in popularity in
the past years and now copulas are a well-established tool for working with
multivariate probability distributions.
When we deal with non-negative variables, however, it is more natural
describing a multivariate model in terms of the joint survival function
F (x1, . . . , xn) = P(T1 > x1, . . . , Tn > xn).
The univariate margins will be denoted by G1, . . . , Gn. In this case, the
dependence structure of the model can be conveniently described by its
survival copula
Cˆ(u1, . . . , un) = F
(
G
−1
1 (u1) , . . . , G
−1
n (un)
)
.
The analysis of time evolution of survival copulas under longitudinal obser-
vations of lifetimes is an interesting subject in several fields of applied prob-
ability and this thesis is devoted to develop and broaden this topic. This
thesis has been motivated by a study of the evolution of survival copulas in
both the cases characterized by occurrence or non-occurrence of defaults.
Let us then start with a brief presentation of our results.
We recall the definition of some dependence properties and then provide
conditions for their preservation on the family of survival copulas {Cˆt}t≥0,
where
Cˆt(u1, . . . , un) = F t
(
(G
(1)
t )
−1 (u1) , . . . , (G
(n)
t )
−1 (un)
)
is the copula of the r.v.’s T1 − t, . . . , Tn − t conditionally on the observation
T1 > t, . . . , Tn > t. It can be shown that
Cˆt(u1, . . . , un) =
Cˆ[G1((G
(1)
t )
−1(u1) + t), . . . , Gn((G
(n)
t )
−1(un) + t)]
Cˆ(G1(t), . . . , Gn(t))
. (1)
The study of the behaviour of dependence, and in particular of the asymp-
totic behaviour, can be conducted from two different points of view: the first
one aims at computing the limit copula of the family ([59, 26]); the second
one aims at describing the limit behaviour from a qualitative point of view
([35]).
In such a qualitative approach, the notion of hyper-property emerged in
[35] as a natural concept. Hyper-dependence properties have been studied
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for the family of survival copulas {Cˆt}t≥0 or, analogously, for the trans-
formed family {Cz}z∈(0,1].
A hyper-dependence property of a copula C corresponds, by definition, to
a dependence property of the whole family of threshold copulas {Cz}z∈(0,1],
associated with C. We have studied relationships among different hyper-
properties and among properties and hyper-properties.
We study hyper-properties only in the case of non-occurrence of defaults.
Another topic we develop is the monotonicity in t of the family {Cˆt}t≥0, with
respect to some partial order on the set of copulas, we will specify later on.
Monotonicity of a family of threshold copulas is linked to tail dependence.
We provide conditions for increasingness or decreasingness of the map t→ Cˆt
in a unified frame, fitting well both to the case of occurrence of defaults and
to the case of non-occurrence.
A further formalization is needed, in order to consider the occurrence of
defaults among the units.
With the vector (T1, . . . , Tn), we associate the counting process (with a
finite number of jumps)
Nt =
n∑
i=1
1{Ti≤t}
(see e.g [22, 62] for a systematic treatment of counting processes and point
processes). The jump times of {Nt}t≥0 are the order statistics T(1), . . . , T(n)
of (T1, . . . , Tn). We assume {Nt}t≥0 to be a simple counting process, mean-
ing that two jumps occur at the same time with probability 0. This is in
particular implied by the hypothesis that the joint distribution of lifetimes
is absolutely continuous. Therefore, we will assume (T1, . . . , Tn) to admit a
joint density function f .
The internal history of {Nt}t≥0, that is the filtration generated by the pro-
cess, is denoted by {Ft}t≥0.
We also assume, from this point on, T1, . . . , Tn to be exchangeable. For
a basic mathematical treatment about exchangeability, see e.g. [1, 29, 31].
For what concerns in particular exchangeability of non-negative random
variables, see also [86]. The main reason for such an assumption is that it
allows us to analyze conceptual points related to the role of information in
the analysis of dependence, picking off those aspects concerning the specific
units of the system. Also the fact that we are actually interested in studying
the order statistics justifies the exchangeability assumption. In fact, given
any random vector (T1, . . . , Tn), it is always possible to trace back to an
exchangeable one (T˜1, . . . , T˜n) having the same order statistics T(1), . . . , T(n)
(see e.g. [52, 86]).
The exchangeability assumption embodies the idea that the unitsD1, . . . ,
Dn are similar one another, at least as far as our state of information is
concerned: we expect D1, . . . , Dn have different performances and hence
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that T1, . . . , Tn take different values, but we have no reason to suppose they
follow different probability laws.
Conditionally on the observed history Ft, it is useful for our purposes to
consider the ordered residual lifetimes of the units surviving at time t, i.e.
the random variables
(T(k+1) − t, . . . , T(n) − t)|Ft.
Notice that assuming (T1, . . . , Tn) absolutely continuous makes easier the
analysis of the conditional distributions.
In order to deal, at any t, with exchangeable random variables, we define
the following vector Xt ≡ (X1t , . . . , Xn−kt ) of exchangeable residual lifetimes.
Definition 0.0.1. The exchangeable residual lifetimes of (T1, . . . , Tn) at
time t are the exchangeable random variables X1t , . . . , X
n−k
t admitting
(T(k+1)−t, . . . , T(n)−t)|Ft as order statistics, where we are assuming k = Nt.
Concerning the distribution of (X1t , . . . , X
n−k
t ), we put
F t (x1, . . . , xn−k) = P
(
X1t > x1, . . . , X
n−k
t > xn−k|Ft
)
; (2)
Gt (x) = F t (x, 0, . . . , 0) = P
(
X1t > x|Ft
)
.
The survival copula of the random vector
(
X1t , . . . , X
n−k
t
)
is
Cˆt(u1, . . . , un−k) = F t{G−1t (u1) , . . . , G−1t (un−k)}. (3)
In the literature, several papers have considered the evolution of the fam-
ily of survival functions {F t}t≥0, both when the observed history consisted
in survivals only and in presence of defaults (see e.g. [4, 5, 6, 7, 9, 19, 26,
30, 79]).
As a special aspect of our analysis, on the contrary, we are interested in
studying the evolution of dependence among residual lifetimes.
To our purposes, we have to consider the following different processes:
1. the point process, with a finite number of points, T1, . . . , Tn;
2. the associated counting process Nt =
n∑
i=1
1{Ti≤t};
3. the copula-valued process {Cˆt}t≥0.
We separately consider the case of non-occurrence or occurrence of de-
faults (see [49] and [50] respectively). In each of these cases, we give an
explicit expression for Cˆt. However, in presence of defaults, we provide this
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formula and some results only in the particular case when T1, . . . , Tn are con-
ditionally i.i.d. given a random vector Θ ≡ (Θ1, . . . ,Θd) , we will suppose
to have a probability density pi.
Conditional independence describes the situation when the stochastic
dependence among random variables (and, in particular, among lifetimes)
is just created by the influence of common factors (Θ1, . . . ,Θd) that are not
directly observable. For example, in the field of reliability, the unobservable
factors often have the meaning of environmental conditions. In the field of
financial risk, this type of situation is related with the so-called information-
induced dependence (see e.g. [72]).
It is important to notice that different problems related with the analysis
of dependence take a very special and expressive form, under the assump-
tion that dependence is just produced by conditional independence. This
circumstance especially holds for what concerns the problem of evolution
of dependence, under defaults and survivals. Since we already assumed
T1, . . . , Tn to be exchangeable, the hypothesis of conditional independence
implies the observable lifetimes are conditionally i.i.d. given Θ.
In such a situation, the use of a Bayesian approach turns out as a com-
pletely natural one and the evolution of the conditional density of Θ, given
observed histories, becomes a central object of interest.
We recall that one of our aims amounts in giving conditions for mono-
tonicity of the family {Cˆt}t≥0, both in presence and in absence of defaults.
Our study and, in particular, the comparison between the conditions that
we found in the two cases, are developed for a conditionally i.i.d. model.
In this analysis, it turns out that the behavior of copulas at default times
triggers properties of default contagion. In this case, we are able to provide
some specific results, about the fact that a decrease of the dependence at a
default time implies default contagion (see [50]).
We mostly restrict our analysis of evolution to the evolution of the fam-
ily of the bivariate margins Cˆ
(2)
t ’s of the survival copulas. In the literature
also, the analysis of the bivariate case is preferred to the multivariate one:
dependence properties are easier to define and to check and the copula can
be represented as a surface in the space (see e.g. [24, 78]). Furthermore, the
fact that T1, . . . , Tn are exchangeable implies that the dependence structure
between two given variables is the same for all the pairs of variables and that,
in some sense, the behaviour of (T1, T2) (e.g. positive dependence) is rep-
resentative of behaviour of dependence in higher dimension. Furthermore,
because of failures, survival copula’s dimension progressively diminishes, un-
til only two surviving units remain.
Since, from now on, we will speak about bivariate copulas, for notational
simplicity, we will write Cˆ in place of Cˆ(2).
As to the monotonicity of the family {Cˆt}t≥0, we provide conditions
for increase of dependence, as time elapses, with respect to the concor-
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dance order. We say that C2 is more concordant than C1 (C1 PQD C2) if
C1(u, v) ≤ C2(u, v) for any u, v ∈ [0, 1]. The family {Cˆt}t≥0 being increas-
ing in the concordance order means of course that the dependence among
residual lifetimes becomes stronger and stronger in time.
This fact is of interest, for example, in fields connected with Risk Theory,
where decision criteria are also based on certain assumptions on the depen-
dence structure.
The following results will be restated and proved in Chapter 2 of this
thesis.
A first condition for monotonicity of the family of survival copulas (see
Proposition 2.2.4) requires the positivity of Cˆ(z, z), for any z ∈ (0, 1], and
the existence everywhere of the partial derivatives of Cˆ. This condition
can be used only in absence of failures or within the intervals (T(k), T(k+1))
between two defaults times. In fact, as shown in [50, Example 1], at default
times, the map t 7→ Cˆt in general is not continuous and, therefore, it cannot
be differentiable, as, on the contrary, the proposition requires.
In the particular case when T1, . . . , Tn are conditionally i.i.d. given Θ,
we are able to provide a condition for monotonicity of t 7→ Cˆt both between
two defaults and at default times. In this case we can enrich our analysis,
because of the particular form of the survival functions F , F t, G, Gt, that
can be expressed in terms of the conditional univariate survival function
G(s|θ) = P(T1 > s|Θ = θ) or of its density g(s|θ). A key role in our results
is played by the behaviour of the conditional hazard rate r(s|θ) = g(s|θ)
G(s|θ)
and of the posterior density of Θ conditionally on Ft, pit. In fact, mono-
tonicity properties of t→ Cˆt can be obtained from monotonicity properties
of t→ pit with respect to some stochastic order. On their turn, monotonic-
ity properties of t → pit can be traced back to monotonicity properties of
θ → r(t|θ).
The proofs of these results (see Propositions 2.3.6 and 2.3.7) are anal-
ogous each other and are based on properties of univariate and multivari-
ate stochastic orderings. When Θ is a scalar random variable, these results
straightly follow by characterizations of univariate stochastic orders (namely,
usual stochastic order and likelihood ratio order, see e.g. [82]). In this the-
sis, we will show how these results may be extended to the case when Θ is
a random vector. Such an extension is possible under suitable conditions of
positive dependence among the components of Θ.
As we have seen till now, copulas play a key role in our analysis. In our
discussion, it is also of interest considering transformations of copulas.
In the topics we are studying, the following transformation acting on
bivariate copulas is particularly relevant: given a copula C and an increasing
bijection ψ : [0, 1] → [0, 1], we consider the function Cψ : [0, 1]2 → [0, 1]
x
defined by
Cψ(u, v) = ψ(C(ψ
−1(u), ψ−1(v))). (4)
Such a transformation has been considered several times in the literature,
under different names, like distortion or transformation of a copula by means
of ψ. It originated from the study of distorted probability distribution func-
tions (especially, power distortions) and has been considered by several au-
thors, like [21, 51, 46, 53, 43, 65, 64, 74, 25, 3].
Incidentally, we notice that transformations of copulas constitute a meth-
od for constructing new copulas. The growing importance of copulas in de-
scribing dependence in statistical models gave rise to several methods for
generating new classes of such functions. The final goal of these investiga-
tions is to obtain more flexible families of multivariate distribution functions,
having a variety of interesting properties, like tail dependencies, asymme-
tries, wide range of association. For a more detailed overview of methods
for constructing copulas, see e.g. [78].
We point out that Cψ is not necessarily a copula. It is immediate to
see that Cψ satisfies boundary conditions for a copula, is increasing in each
variable and continuous, but it does not satisfy, generally, the positivity on
the rectangles. For this reason, it is said that Cψ is in general a semi-copula
([21, 43]).
We recall (see e.g. [78]) that a (n-variate) copula is a function C : [0, 1]n 7→
[0, 1], satisfying the boundary conditions C(1, . . . , 1, ui, 1, . . . , 1) = ui for
any ui ∈ [0, 1] and C(u1, . . . , ui−1, 0, ui+1, . . . , un) = 0 for any u1, . . . , ui−1,
ui+1, . . . , un ∈ [0, 1] and positive on the n-rectangles. These facts in partic-
ular imply that C is increasing in each variable.
A semi-copula is a function S : [0, 1]n 7→ [0, 1], increasing in any variable,
satisfying the same boundary conditions of a copula, but not necessarily
positive on the n-rectangles.
Semi-copulas are of theoretical interest in that they play a role, analogous
to the one of the connecting copulas, when, in place of a probability measure,
we are considering a capacity.
Concerning distortions, we study in particular how tail dependence chang-
es under such transformations. To such a purpose, it is however necessary
that Cψ is still a copula. We provide conditions on ψ under which, for a
fixed copula C, Cψ is still a copula (see also [34]).
In particular, we prove that, if ψ preserves the total positivity (see e.g.
[78]) of C, Cψ is guaranteed to be a copula. After that, we will be in a
position to focus on how tail dependence is affected by such a transformation.
When Cψ is no more a copula, distortions are still relevant objects,
from a theoretical point of view, as we mentioned before, and also in some
practical applications. In Reliability Theory, [21, 20] studied this kind of
transformation in order to introduce the bivariate ageing function
xi
B : [0, 1]× [0, 1]→ [0, 1] defined by
B(u, v) = exp
{
−G−1 (F (− log u,− log v))} . (5)
The ageing function B can be obtained as a distortion of the survival copula
Cˆ:
B(u, v) = exp
[
−G−1{Cˆ (G(− log u), G (− log v))}] . (6)
In general, B is a semi-copula. However, it turns out to be a copula in
several cases of interest. A relevant feature of B is that it describes the
family of the level curves of F and it permits to give a representation of F
in terms of the pair
(
G,B
)
.
The semi-copulaB is used for the definition of bivariate notions of ageing.
Notions of ageing are introduced to compare conditional survival probabil-
ities for residual lifetimes. For details about ageing, we refer e.g. to [14].
The function B can be also used in different settings (see e.g. [45, 76]).
We devote also part of our study to the analysis of ageing functions
and ageing properties, under the hypothesis of the exchangeability of the
lifetimes.
Exchangeability is in particular necessary for the definition of Schur-
concavity (or Schur-convexity) properties of a distribution (for a more de-
tailed discussion on Schur-convexity and other convexity properties, see
[70]). Such a property plays an important role in modelling ageing (see
[21, 86]).
Ageing properties expressed in terms of ageing functions can be refor-
mulated and studied also in the multivariate case (see [36]).
The fact, that the ageing function B can be obtained as a distortion
of the survival copula, is useful to analyze some relations existing among
univariate ageing, bivariate ageing and stochastic dependence (see [21]).
As a natural consequence of the introduction of the family {F t}t≥0 and
as a continuation of the study of the evolution of dependence, it will be of
interest to study the evolution of ageing, by means of the family {Bt}t≥0,
where
Bt(u1, . . . , un) = exp
{
−G−1t
(
F t (− log u1, . . . ,− log un)
)}
. (7)
The study of B and {Bt}t≥0 points out many interesting analogies be-
tween evolution of dependence and evolution of ageing. The analysis carried
out in [49] suggested us to deepen the formalization of such analogies and
to look for their motivation in the abstract structure of the families {Cˆt}t≥0
and {Bt}t≥0 (see [48]).
To this aim, it will be natural to use the language of semigroups.
Let U be an arbitrary set, ⊕ a binary operation on U and 1⊕ the neutral
element for⊕. If U is closed with respect to⊕ and⊕ is associative, (U ,⊕, 1⊕)
is said a (unitary) semigroup.
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Let now T be an arbitrary set. An action of U on T is a transformation
Φ : T × U → T
such that
(i) for any ζ ∈ T , Φ(ζ, 1⊕) = ζ;
(ii) for any t, s ∈ U , Φ(Φ(ζ, t), s) = Φ(ζ, t⊕ s).
The set
OΦ(ζ) = Φ(ζ,U) = {ζ ′ ∈ T : ∃s ∈ U : Φ(ζ, s) = ζ ′}
is the orbit of ζ under the action Φ. In most of our applications, we will
consider the semigroup (U ,⊕, 1⊕) coinciding with (R+,+, 0) and T coincid-
ing with the family of all the semi-copulas, S, or with the family of all the
copulas, C.
We define here, in accordance with such an algebraic setting, the general
notion of hyper-property.
Let S be a semi-copula, P a property of semi-copulas and P the class of
all the semi-copulas satisfying P; furthermore, let OΦ(S) be the orbit of S
under the action Φ. We say that S is hyperΦ-P if OΦ(S) ⊆ P. We denote
by hyperΦ-P the class of all the semi-copulas satisfying hyperΦ-P.
A classic topic in the theory of copulas is the analysis of relationships
existing among different properties of dependence. For our purposes, we
prefer to describe such properties as classes of copulas associated with the
different dependence properties.
Here, we aim at studying also relationships existing among the classes of
semi-copulas describing dependence properties or hyper-dependence prop-
erties.
Our axiomatic investigation can be also of theoretical interest. The gen-
eral background, provided by the formalization of hyper-properties, allows
us to extend the notion of hyper-property from dependence to other kinds
of properties.
In this context, we study the notion of hyper-property regards to the
family {Cˆt}t≥0. As proved in [49], in fact, the family {Cˆt}t≥0 is the orbit of
Cˆ, under the semigroup action defined by a certain transformation Φdep. In
such a case, we just reobtain hyper-dependence properties.
Analogously, we prove that also the family of ageing functions is the orbit
of the ageing function B, under a different semigroup action Φag. Thus, we
extend the notion of hyper-property to the family {Bt}t≥0. In this case, we
speak of hyper-ageing properties.
The interest in this common background for the two families {Cˆt}t≥0 and
{Bt}t≥0 lies in that it explains some special analogies existing between ageing
and dependence. More precisely, these analogies concern the structure of the
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implications among dependence properties and the structure of implications
among ageing properties.
The thesis is organized as follows.
Chapter 1 is devoted to collect the needed mathematical background. To
this purpose, we recall basic definitions and facts about counting processes,
survival models, univariate and multivariate stochastic orders. A more de-
tailed part is devoted to stochastic dependence and copulas. Stochastic
orders are of particular interest for us, because we will use them as a basic
language to develop our results. Stochastic dependence and copulas consti-
tute the basic subject for the contributions presented in the thesis.
Results about stochastic dependence and its evolution are explained in
detail in Chapter 2. In a first part, we mainly focus on conditions for
preservation of dependence properties under a progressive observations of
survivals; in a second part, we focus on monotonicity (increase or decrease)
of dependence.
Chapter 3 is devoted to distortions of probability measures and of copu-
las. We also focus on semi-copulas and capacities. In particular, we discuss
therein conditions on the distortion under which the distorted copulas are
still copulas. Such arguments are relevant in the study of tail dependence
of distorted probabilities.
Chapter 4 is devoted to the study of ageing properties of a survival model
and of their evolution. We detail some relevant aspect of analytical type
for {Bt}t≥0 and present some practical interpretation of these conditions.
A part of the chapter is devoted to broaden the study of the connections
among dependence, univariate and bivariate ageing, along the line of [21].
In the frame of this elaboration, both analogies and structural differences
emerge, between {Bt}t≥0 and {Cˆt}t≥0.
Finally, in Chapter 5, on the basis of these analogies, we provide the
theoretical frame unifying the treatments of evolution of dependence and of
ageing.
We prove that both the families {Bt}t≥0 and {Cˆt}t≥0 are orbits of actions
of a semigroup. In this algebraic setting, a hyper-property is represented by
a class of semi-copulas, that is closed under the action of a given semigroup
of transformations.
We are specifically interested in studying relationships among dependence
properties and conditions for preservation in time of some of them. This
can be done by studying relationships among the corresponding classes of
copulas and their properties of closure under a given semigroup action.
xiv
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Chapter 1
Mathematical background
1.1 Counting processes and survival models
A stochastic process is a family of random variables (= r.v.’s)
Y ≡ {Yt : Ω→ Rd, t ∈ I ⊆ R},
all defined on the same probability space (Ω,F ,P). In particular, a counting
process (on R+) is a stochastic process N ≡ {Nt}t≥0 adapted to a filtration
{Ft}t≥0, with N0 = 0 and Nt < ∞ a.s., and whose path are a.s. right-
continuous, piecewise constant and have only jump discontinuities, with
jumps of size +1.
A simple counting process on the half-line can be defined starting from
a family of r.v.’s {Tn}n∈N, such that, for any i, j ∈ N, i 6= j, Ti > 0, Ti 6= Tj
and Ti <∞. Then, {Nt}t≥0 is given by
Nt =
∞∑
i=1
1{Ti≤t}.
It is natural assuming E(Nt) <∞ for any fixed t ∈ R+.
With a general stochastic process on the real half-line, it is associated
the family of sub-σ-algebras of F , (FYt )t≥0. FYt = σ(Ys, s ∈ [0, t]) is the
internal history of the process.
In the case of a counting process N, with a finite number of jumps, FNt
can be written as
FNt = σ(T1 ∧ t, ..., Tn ∧ t,Nt).
In fact, except for the instants T1, ..., Tn, the process is constant.
Since the needed information for studying a counting process is given by
the observation of the sequence of the jump times, we can study this kind of
processes both from the point of view of the finite-dimensional distributions
of the jump times and in terms of compensators ([22, 8]).
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Definition 1.1.1. The compensator of the process {Nt}t≥0, with respect to
(w.r.t.) (FNt )t≥0, is the random measure A such that the process {At}t≥0,
At = A((0, t]), is predictable and, for any predictable and non-negative pro-
cess {Ht}t≥0,
E
[∫ ∞
0
HtdNt
]
= E
[∫ ∞
0
HtdAt
]
.
Such a measure exists and is unique.
The compensator can be heuristically interpreted as the local expected
value of the process N, conditionally on its strict past, that is
A(dt) = E[N(dt)|Ft− ] = P(N(dt) = 1|Ft−).
The compensator is a more “regular” object than the process itself and
its treatment is connected to the theory of martingales. In fact, the com-
pensator can be also defined as the only predictable process A, such that
N−A = M, where M is a zero-mean martingale. In terms of information,
M can be interpreted as the innovation process, containing that information
on N, that cannot be inferred from the strict past. From a statistical point
of view, instead, it plays the role of a noise, collecting those aspects that
cannot be estimated (analogously to residua in regression problems).
In the absolutely continuous case, the compensator can be written in the
form At =
∫ t
0 λsds. Its density, λs, is the stochastic intensity of the process,
that fits well to express the jump times “concentration” in a certain subset
of R+. In the case of a counting process, it can be expressed as
λt = lim
δ→0+
P(Nt+δ −Nt ≥ 1|FNt ).
The jump intensities of each jump time Ti are given instead by
λi(t) = lim
δ→0+
1
δ
P(Ti < t+ δ|FNt ).
The stochastic intensity of the process can be written in terms of the jump
intensities:
λt =
n∑
i=1
λi(t)1{Ti>t}.
The form of the intensities is simpler in particular cases, for example,
when the jump times are exchangeable. In this case, we can write them in
the following form:
λ
(n−k)
i (t) = lim
δ→0+
1
δ
P(Ti < t+ δ|FNt )
= lim
δ→0+
1
δ(n− k)P(T(k+1) ≤ t+ δ|F
N
t )
2
or equivalently (see [86])
λ
(n−k)
i (t) =
∫ ∞
t
· · ·
∫ ∞
t
f(t1, ..., tk, t, ξ1, ..., ξn−k−1)dξ1 · · · dξn−k−1∫ ∞
t
· · ·
∫ ∞
t
f(t1, ..., tk, ξ1, ..., ξn−k)dξ1 · · · dξn−k
.
The intensity of a counting process can be also used to represent the
stochastic dependence among the r.v.’s T1, ..., Tn. In particular, they are
specially suitable in expressing dynamical notions of dependence, in that,
by definition, they take into account the conditioning on the past.
1.2 Exchangeability
The condition of exchangeability of T1, . . . , Tn formalizes the situation of
indifference relative to T1, . . . , Tn.
We mainly use here terminology and concepts which are specific for the
treatment of non-negative random quantities.
Definition 1.2.1. T1, . . . , Tn are exchangeable if they have the same joint
distribution of Tσ1 , . . . , Tσn, for any permutation {σ1, . . . , σn} of the indexes
{1, . . . , n}.
In other words, T1, . . . , Tn are exchangeable if their joint distribution
function F (x1, . . . , xn) is symmetric in all the variables.
As said in the Introduction, in this thesis, we mostly shall be dealing
with absolutely continuous distributions, for which
F (x1, . . . , xn) =
∫ x1
0
· · ·
∫ xn
0
f(ξ1, . . . , ξn)dξ1 · · · dξn
holds, where f denotes the joint probability density
f(x1, . . . , xn) =
∂n
∂x1 · · · ∂xnF (x1, . . . , xn).
As can be easily checked, T1, . . . , Tn are exchangeable if and only if f is
symmetric in all the variables as well.
We notice that, if T1, . . . , Tn are exchangeable, Ti1 , . . . , Tij also are ex-
changeable, with J = {i1, . . . , ij} any subset of {1, . . . , n}.
Their joint distribution function of Ti1 , . . . , Tij depends only on j = |J |
and not on the particular choice of the set J :
F (j)(x1, . . . , xj) = lim
xj+1,...,xn→+∞
F (x1, . . . , xn). (1.1)
Furthermore, it is still obviously symmetric in all the variables.
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Definition 1.2.2. An exchangeable distribution function F (x1, . . . , xn) is
N -extendible (N > n) if we find an exchangeable N -dimensional distribu-
tion function F (x1, . . . , xN ) such that F (x1, . . . , xn) is the n-dimensional
marginal distribution of F (x1, . . . , xN ).
F (x1, . . . , xn) is infinitely extendible if it is N -extendible for any N > n.
For an exchangeable distribution function F (x1, . . . , xn), any j-dimension-
al margin of its is obviously n-extendible.
Let ρ ∈ [−1, 1] be the correlation coefficient of two r.v.’s X,Y :
ρ = ρ(X,Y ) =
Cov(X,Y )√
V ar(X)V ar(Y )
. (1.2)
Remark 1.2.3. If T1, . . . , Tn are such that (for 1 ≤ i 6= j ≤ n)
V ar(Ti) = σ
2 and Cov(Ti, Tj) = σ
2ρ. Then, the following holds:
0 ≤ V ar
(
n∑
i=1
Ti
)
= nσ2 + n(n− 1)σ2ρ
and therefore ρ > − 1
n− 1 . Thus infinite extendibility implies positive cor-
relation. In fact, if ρ < 0, then the distribution of T1, . . . , Tn cannot be
N -extendible for N > 1 +
1
ρ
.
The most obvious example of an infinitely extendible distribution func-
tion corresponds to T1, . . . , Tn being independent and identically distributed
(= i.i.d.); thus
F (x1, . . . , xn) = G(x1) · · ·G(xn).
A further step may consist in considering T1, . . . , Tn being independent and
identically distributed, conditionally on a r.v. or on a random vector Θ,
taking values in Rd, with a distribution Π. Thus
F (x1, . . . , xn|Θ = θ) = G(x1|θ) · · ·G(xn|θ)
and
F (x1, . . . , xn) =
∫
Rd
G(x1|θ) · · ·G(xn|θ)dΠ(θ).
The following de Finetti theorem states that all the possible situations
of infinite extendibility are of these two types.
Theorem 1.2.4. The distribution of exchangeable r.v.’s T1, . . . , Tn is in-
finitely extendible if and only if T1, . . . , Tn are i.i.d. or conditionally i.i.d..
This result can be formulated and proven in a number of different ways.
Complete proofs can be found in [31, 55, 29].
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1.3 Dependence concepts and copulas
Besides intensities, specific and widespread tools to describe stochastic
dependence are copulas ([78]).
Definition 1.3.1. For n ≥ 2, a copula
C : [0, 1]n 7→ [0, 1]
is a distribution function on [0, 1]n with uniform univariate margins on [0, 1].
An equivalent, more analytical-type definition can be given. To this aim,
we preliminarily state the following
Definition 1.3.2. Let K : A1 × · · · × An ⊆ Rn → R and [a,b] = [a1, b1]×
· · · × [an, bn] be a n-rectangle contained in A1 × · · · ×An.
• The K-volume of [a,b] is defined as
VK([a,b]) = ∆
b
aK(t) = ∆
bn
an · · ·∆b1a1K(t),
where
∆biai = K(t1, . . . , ti−1, bi, ti+1, . . . , tn)−K(t1, . . . , ti−1, ai, ti+1, . . . , tn).
• K is said to be n-increasing if, for any n-rectangle [a,b] ⊆ A1 × · · · ×
An,
VK([a,b]) ≥ 0.
Definition 1.3.3. A (n-variate) copula is a function C : [0, 1]n 7→ [0, 1]
such that
1. for any ui ∈ [0, 1], C(1, ..., 1, ui, 1, ..., 1) = ui;
2. for any u1, ..., ui−1, ui+1, ..., un ∈ [0, 1],
C(u1, ..., ui−1, 0, ui+1, ..., un) = 0;
3. C is n-increasing.
These conditions in particular imply that C is increasing in each variable.
Theorem 1.3.4 (Sklar). Given a random vector X = (X1, . . . , Xn) with
continuous distribution function F and margins G1, . . . , Gn, there exists a
unique copula C satisfying
F (x1, . . . , xn) = C(G1(x1), . . . , Gn(xn)) (1.3)
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and given by
C(u1, . . . , un) = F (G
−1
1 (u1), . . . , G
−1
n (un)) (1.4)
where G−1i (u) = inf{x ∈ R|Gi(x) ≥ u}, for any 0 ≤ u ≤ 1, i = 1, . . . , n.
Conversely, given a copula C and G1, . . . , Gn univariate distribution
functions, a function F , defined by Eq. (1.3), is a n-dimensional distri-
bution function, with univariate margins G1, . . . , Gn.
The copula associated with the probability distribution F by means of
Eq.s (1.3) and (1.4), is called connecting copula.
Sklar Theorem constitutes the motivation for calling copulas dependence
structures, capturing dependence properties, that are scale invariant. In fact,
as it can be seen from Eq. (1.3), C combines the marginal distributions into
their joint distribution function and permit to distinguish in the model the
properties due to the dependence structure from those originated by the
marginal behaviour.
This fact allows us to construct different multivariate models by combining
the same margins by means of different copulas or by fixing the dependence
structure (i.e. the copula) and letting the margins vary.
1.3.1 Analytical properties of copulas
Deterministic dependence among variables is represented by the fact that
any variable can be expressed as a function of the other ones. Such depen-
dence can be positive (monotonicity) or negative (counter-monotonicity).
For example, in the bivariate case, X,Y are such that X = g(Y ) for a suit-
able function g; if g is increasing, then X,Y are monotonic, if g is decreas-
ing, X,Y are counter-monotonic. Monotonicity and counter-monotonicity
represent the upper and lower bounds respectively for all the dependence
structures. Monotonicity and counter-monotonicity are described by the
copula
M(u1, . . . , un) = min(u1, . . . , un)
and
W (u1, . . . , un) = max(0, u1 + · · ·+ un − n+ 1)
respectively. The last one is a copula only for n = 2.
Theorem 1.3.5 (Fre´chet-Hoeffding bounds). For any copula C,
W (u1, . . . , un) ≤ C(u1, . . . , un) ≤M(u1, . . . , un),
for all u1, . . . , un ∈ [0, 1].
Invariance under increasing transformations of the arguments, or of the
margins, is essential to legitimate the use of copulas to model dependence.
In fact, transforming the margins allows us to make copulas comparable.
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Theorem 1.3.6. Let (X1, . . . , Xn) be a random vector with copula C and
γ1, . . . , γn, γi : R→ R, i = 1, . . . , n, be strictly increasing transformations.
Then, the transformed vector (γ1(X1), . . . , γn(Xn)) admits the copula C as
well.
1.3.2 Dependence properties
After monotonicity and counter-monotonicity, the easiest structure of
dependence in n-variate models is given by independence:
F (x1, . . . , xn) = G1(x1) · · ·Gn(xn).
Models with independent components admit the connecting copula
C(u1, . . . , un) = Πn(u1, . . . , un) = u1 · · ·un.
A first generalization of this dependence structure may be given by the
conditional independence. Conditional independence is relevant in that it
models interesting practical situations, as concerns the dependence structure
of a system. The most common interpretation of conditional independence
is that the units D1, . . . , Dn (whose lifetimes are represented by T1, . . . , Tn)
are similar and there is no physical interaction among them. However, their
lifetimes are influenced by the values taken by one or more physical quanti-
ties (Θ1, . . . ,Θd) = Θ, representing environmental conditions. Suppose that
the actual value of Θ is unobservable: we assess a probability distribution
on it. This probability is continuously updated in view of the progressive
observation of survivals or failures of the units D1, . . . , Dn.
If we want the variables to be both exchangeable and conditionally inde-
pendent, we have necessarily to impose them to be conditionally independent
and identically distributed ( = conditionally i.i.d.).
A particular case of conditionally i.i.d. models, is represented by survival
(or connecting) Archimedean copulas.
Definition 1.3.7. Let φ : (0, 1] → [0,+∞) be a n-completely monotonic
decreasing function, such that φ(1) = 0.
Cˆ(u1, . . . , un) = φ
−1
(
n∑
i=1
φ(ui)
)
is a Archimedean copula with generator φ.
Archimedean models are also handy from a mathematical point of view,
since the study of dependence properties of an Archimedean copula of any
dimension can be traced back to the study of properties of φ.
Associated with different copulas C, we obtain different dependence
structures.
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As it happens in the transition from independence to conditional inde-
pendence, we can build different models, presenting given dependence struc-
tures conditionally on a random variable (or vector). Such models are called
factor models. Using the fact that mixtures of copulas are still copulas, the
copula of a factor model can be written in the form
C(u1, . . . , un) =
∫
R
Cθ(u1, . . . , un)dΠ(θ),
where Π is the distribution of Θ.
We point out that the “conditional dependence” of this kind of mod-
els, is not the one we mainly refer to in the thesis, where, by “conditional
dependence”, we mean the dependence conditional on longitudinal (or dy-
namic) observations of the variables representing the model and not on the
observation of a parameter.
Speaking of construction of new copulas, in the bivariate case, a geomet-
ric method we will use in the following, mainly for building examples, is the
ordinal sum construction.
Definition 1.3.8. Let {Ji}, Ji = [ai, bi], denote a countable partition of
[0, 1] and let {Ci} be a collection of copulas with the same indexing as {Ji}.
Then the ordinal sum of {Ci} with respect to {Ji} is the copula C given by
C(u, v) =
{
ai + (bi − ai)Ci
(
u−ai
bi−ai ,
v−ai
bi−ai
)
(u, v) ∈ J2i ,
M(u, v) otherwise.
Heuristically, C is obtained by “pasting” suitably scaled copies of Ci over
the squares J2i .
The most part of our discussions on dependence properties, in particular
the ones about their preservation, will be carried out in the bivariate case.
We recall the following definition:
Definition 1.3.9. Given two intervals A and B in R, a function K : A ×
B → R is said to be totally positive of order 2 (shortly, TP2) if, for any
x1, x2 ∈ A, y1, y2 ∈ B such that x1 ≤ x2, y1 ≤ y2,
K(x1, y1)K(x2, y2) ≥ K(x1, y2)K(x2, y1). (1.5)
Analogously, K : A×B → R is said to be reverse regular of order 2 (shortly,
RR2) if (1.5) holds with the reverse inequality sign.
For more details, see [60, 61].
In the thesis, we consider the following properties of positive dependence
(see e.g. [78]):
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Definition 1.3.10. Let F be the bivariate distribution function of (X,Y ),
with margins GX , GY . The following properties P can be stated both as
properties of F (“F is P”) and of the random pair (X,Y ) (“(X,Y ) is P”).
• F is PQD (Positively Quadrant Dependent) if, for every (x, y) ∈ R2,
F (x, y) ≥ GX(x)GY (y).
• F is LTD(Y | X) (Y is Left Tail Decreasing in X) if F (x, y)
GX(x)
is de-
creasing in x.
Analogously, F is LTD(X | Y ) if, F (x, y)
GY (y)
is decreasing in y.
• F is SI(Y | X) (Y is Stochastically Increasing in X) if, for any y,
P(Y > y|X = x) is increasing in x.
Analogously F is SI(X | Y ) if, for any x, P(X > x|Y = y) is increasing
in y.
• F is LCSD (Left Corner Set Decreasing) if it is TP2;
• F is PLR (Positively Likelihood Ratio dependent) if it is absolutely
continuous and its density f is TP2.
Dependence properties of a pair (or of a vector) of r.v.’s are characterized
by their invariance under increasing transformations of the variables. Be-
cause of Theorem 1.3.6, dependence properties can thus be defined in terms
of the connecting copula of the variables.
Definition 1.3.11. Let C ∈ C be the connecting copula of the random pair
(U, V ).
• C is PQD if, for every (u, v) ∈ [0, 1]2, C(u, v) ≥ uv .
• C is LTD(V | U) if u 7→ C(u, v)
u
is decreasing on [0, 1].
Analogously, C is LTD(U | V ) if, v 7→ C(u, v)
v
is decreasing on [0, 1].
• C is SI(V | U) if, for any fixed v ∈ [0, 1], C(u, v) is concave in u.
Analogously C is SI(U | V ) if, for any fixed u ∈ [0, 1], C(u, v) is
concave in v.
• C is TP2 if it satisfies (1.5).
• C is PLR if C is absolutely continuous and its density
c(u, v) =
∂2C
∂u∂v
(u, v) satisfies (1.5).
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The following chain of implications holds (and none of the converse im-
plications is satisfied):
PLR ⇒ TP2 ⇒ LTD(U | V ) (or LTD(V | U)) ⇒ PQD;
PLR ⇒ SI(U | V ) (or SI(V | U)) ⇒ LTD(U | V ) (or LTD(V | U)).
If U, V are exchangeable, C is symmetric and therefore LTD(U | V ) and
SI(U | V ) are equivalent to LTD(V | U) and SI(V | U) respectively. In this
case, we simply say that C is LTD or SI.
Let us also introduce the following notation: we denote by PPQD, PLTD,
PTP2 , PSI , PPLR the classes of copulas that are, respectively, PQD, LTD,
TP2, SI, PLR.
The corresponding negative properties of dependence, namely NQD,
RTI, RR2, SD, NLR, can be obtained by simply reverting the signs in the
inequalities in Definition 1.3.11.
An important part of the study of dependence relates to the extreme
values, that is to the amount of dependence in the upper-quadrant or lower-
quadrant tail of a (bivariate) distribution. Such a tail behaviour of the
dependence is described by the following objects. Given two continuous
random variables X and Y whose distribution functions are GX and GY ,
respectively, the upper tail dependence coefficient λU of (X,Y ) is defined by
λU = lim
t→1−
P
(
Y > G−1Y (t) | X > G−1X (t)
)
(1.6)
and the lower tail dependence coefficient λL by
λL = lim
t→0+
P
(
Y ≤ G−1Y (t) | X ≤ G−1X (t)
)
, (1.7)
provided that the above limits exist in [0, 1]. These two coefficients can be
expressed in terms of the copula associated with (X,Y ).
Proposition 1.3.12. Let X and Y be continuous random variables with
copula C. If λU and λL defined by (1.6) and (1.7) exist and take values in
[0, 1], then
λL = lim
x→0+
C(x, x)
x
, (1.8)
λU = lim
x→1−
1− 2x+ C(x, x)
1− x = 2− limx→1−
1− C(x, x)
1− x . (1.9)
Moreover, if λU and λL exist and are finite, then
λL = δ
′
C(0
+) and λU = 2− δ′C(1−), (1.10)
where δC : [0, 1] → [0, 1] given by δC(x) = C(x, x) is the diagonal section of
C.
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1.3.3 Dependence in survival models
When we deal with T1, . . . , Tn, non-negative random variables, it is nat-
ural to interpret them as waiting times to n (stochastically dependent) top
events, such as the failures of components D1, . . . , Dn operating in a same
system or the defaults of firms in a same market, even if different interpreta-
tions are possible. A system of this kind, where T1, . . . , Tn may be lifetimes
or times to default is called a survival model.
The model is the individuated by the joint survival function of its com-
ponents,
F (x1, . . . , xn) = P(T1 > x1, . . . , Tn > xn),
with |J |-dimensional margins
F
(J)
(x1, . . . , x|J |) = P(Ti1 > x1, . . . , Ti|J| > x|J |), (1.11)
for J any subset of {1, . . . , n}, and, in particular, with univariate margins
G1, . . . , Gn.
We will mostly discuss the case when T1, . . . , Tn are exchangeable. As
said in Section 1.2, in this case, for any j ∈ {1, . . . , n}, the j-dimensional
margins only depend on the cardinality of the set J and Eq. (1.11) can be
simplified as follows:
F
(j)
(x1, . . . , xj) = P(T1 > x1, . . . , Tj > xj).
In particular, for any i = 1, . . . , n, Gi = G.
As we choose survival functions in place of distributions to describe sur-
vival models, we use the survival copula
Cˆ(u1, ..., un) = F
(
G
−1
1 (u1), ..., G
−1
n (un)
)
, (1.12)
that is the connecting copula associated to F , to model dependence among
lifetimes. The survival copula can be expressed in terms of connecting cop-
ula:
Cˆ(u1, ..., un) =
n∑
k=0
(−1)k ∑
i1,...,in
C(1, ..., 1, 1− ui1 , 1, ..., 1, 1− uik , 1, ..., 1)
 .
1.3.4 Semi-copulas and capacities
Definition 1.3.13. A function S : [0, 1]n 7→ [0, 1], increasing in any variable
and such that,
• for any ui ∈ [0, 1], S(1, . . . , 1, ui, 1, . . . , 1) = ui,
• for any u1, . . . , ui−1, ui+1, . . . , un ∈ [0, 1],
S(u1, . . . , ui−1, 0, ui+1, . . . , un) = 0,
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is called a semi-copula.
A semi-copula satisfies all the properties of a copula, except for the n-
increasingness.
Similarly, it can be defined an analog of a probability measure, that is
not additive.
Definition 1.3.14. Let Ω be a non-empty set and A a σ-algebra in the
power set 2Ω.
A mapping ν : A 7→ [0, 1] is called a capacity, if it is
• monotonic, i.e. ν(A) ≤ ν(B) for all A ⊆ B;
• normalized, i.e. ν(∅) = 0 and ν(Ω) = 1.
In what follows, we will consider capacities defined on the Borel σ-algebra
B(Rn+).
In analogy with the case of probability measures, with each capacity ν
we can formally associate its survival function F ν : Rn+ 7→ [0, 1], defined by
F ν(x1, . . . , xn) = ν((x1,+∞)× · · · × (xn,+∞)).
Any F ν associated with a capacity ν satisfies:
(a) F ν is decreasing in each argument;
(b) F ν(0, . . . , 0) = 1;
(c) F ν(x1, . . . , xn)→ 0 when max(x1, . . . , xn)→ +∞.
If ν is a probability measures, then F ν is the usual probability survival
function. However, in general, F ν does not satisfy the n-increasing property.
Each function F ν satisfying (a)-(c) can be used to construct a capacity ν
whose survival function is F ν ; but, contrarily to the case of probability
measures, such a capacity is not uniquely determined by F ν .
An analog of the first part of Sklar’s Theorem holds (see [45]):
Theorem 1.3.15. Let ν be a capacity on the space (Rn+,B(Rn+)), F ν the
associated survival function and G1, . . . , Gn its margins.
Suppose that G1, . . . , Gn are continuous and strictly decreasing.
Then there exists a unique semi-copula Sν : [0, 1]
n → [0, 1] such that, for
every (x1, . . . , xn) ∈ Rn+,
F ν(x1, . . . , xn) = Sν(G1(x1), . . . , Gn(xn)).
Within the set of the capacities, distorted probabilities are of particular
interest for us.
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Definition 1.3.16. A capacity ν is a distorted probability, if there exists
a probability measure P on A and an increasing bijection ψ : [0, 1] → [0, 1]
such that ν = ψ ◦ P.
Proposition 1.3.17. Let P be a probability measure on (Rn+,B(Rn+)), F
the associated survival function and G1, . . . , Gn its margins. Let ψ : [0, 1]→
[0, 1] be an increasing bijection. Then D = ψ ◦ F is the survival function
associated with the probability measure ψ ◦ P. Moreover, if G1, . . . , Gn are
continuous and strictly decreasing and Cˆ is the connecting copula of F , then
S(u1, . . . , un) = ψ(C(ψ
−1(u1), . . . , ψ−1(un)))
is the formal copula associated with D.
1.4 Univariate and multivariate stochastic orders
1.4.1 Univariate stochastic orders
Let X, Y be two r.v.’s with survival functions GX and GY . We suppose
they also admit probability densities gX and gY respectively.
Definition 1.4.1. X is smaller than Y in the usual stochastic order (in
short X ≤st Y or gX ≤st gY ) if for any t ≥ 0,
GX(t) ≤ GY (t).
Definition 1.4.2. The hazard rate of a r.v. X is rX(t) =
gX(t)
GX(t)
.
Definition 1.4.3. X is smaller than Y in the hazard rate order (in short
X ≤hr Y or gX ≤hr gY ) if for any t ≥ 0,
rX(t) ≥ rY (t).
Definition 1.4.4. X is smaller than Y in the likelihood ratio order (in short
X ≤lr Y or gX ≤lr gY ) if
gX(t)
gY (t)
↓ t. (1.13)
Theorem 1.4.5. X ≤lr Y ⇒ X ≤hr Y ⇒ X ≤st Y.
None of the converse implications holds (see e.g. [86] for counterexam-
ples).
For the usual stochastic orderings, the following characterization holds.
Theorem 1.4.6. X ≤st Y if and only if, for any decreasing function
ρ : R→ R, ∫
ρ(θ)gX(θ)dθ ≥
∫
ρ(θ)gY (θ)dθ. (1.14)
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For a proof, see [82, 86].
The previous theorem also holds when X,Y are not absolutely continu-
ous, in the following form:
X ≤st Y if and only if, for any decreasing function ρ : R→ R,
E[ρ(X)] ≥ E[ρ(Y )].
The following characterization of the hazard rate order also provides a
way to extend the definition of this order to variables that are not necessarily
absolutely continuous.
Theorem 1.4.7. X ≤hr Y if and only if GY (t)
GX(t)
is increasing in t.
1.4.2 Multivariate stochastic orders
Let X, Y be two random vectors with joint survival functions FX, FY
and probability densities fX, fY respectively.
On Rd we consider the usual componentwise partial order, defined as
follows: let x = (x1, . . . , xd), y = (y1, . . . , yd) be two vectors in Rd; then we
write x ≤ y if xi ≤ yi for i = 1, . . . , d.
Definition 1.4.8. A set B ⊆ Rd is called an upper set if y ∈ B whenever
x ≤ y and x ∈ B.
Definition 1.4.9. X is smaller than Y in the usual stochastic order (in
short X ≤st Y or fX ≤st fY) if P(X ∈ B) ≤ P(Y ∈ B) for any upper set
B ⊆ Rd.
Definition 1.4.10. X is smaller than Y in the upper orthant order (in
short X ≤uo Y or fX ≤uo fY) if FX(t) ≤ FY(t) for any t ∈ Rd.
X ≤st Y implies X ≤uo Y, as it is immediately seen by letting the
upper set B to be a d-rectangle. We may say, in a sense that will be clearer
in short, that the upper orthant order is a weak notion of usual stochastic
order.
A characterization of the usual stochastic order, analogous to the one in
the one-dimensional case, is given by the condition∫
Rd
ρ(t)fX(t)dt ≥
∫
Rd
ρ(t)fY(t)dt (1.15)
for any decreasing function ρ : Rd → R.
In the following, we use the symbols ∨ and ∧:
x ∨ y = (x1 ∨ y1, . . . , xd ∨ yd),
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where xi ∨ yi ≡ max{xi, yi}; analogously
x ∧ y = (x1 ∧ y1, . . . , xd ∧ yd),
where xi ∧ yi ≡ min{xi, yi}.
Definition 1.4.11. X is smaller than Y in the multivariate likelihood ratio
order (in short X ≤lr Y or fX ≤lr fY) if
fX(x)fY(y) ≤ fX(x ∧ y)fY(x ∨ y)
for every x,y ∈ Rd.
X ≤lr Y implies the so-called weak likelihood ratio order. The latter no-
tion is defined by imposing a condition that is analog to the characterization
of the likelihood ratio order in the univariate case:
Definition 1.4.12. We say that X is smaller than Y in the weak likelihood
ratio order (in short X ≤wlr Y or fX ≤wlr fY), if
fX(t)
fY(t)
↓ t. (1.16)
We recall that X ≤lr Y implies X ≤st Y and X ≤wlr Y implies
X ≤uo Y, but X ≤wlr Y does not imply X ≤st Y.
Definition 1.4.13. We say that a function f : Rd → R is MTP2 if
f(x)f(y) ≤ f(x ∧ y)f(x ∨ y)
for any x,y ∈ Rd.
The Multivariate Total Positivity of order 2 can be interpreted as a
strong notion of positive dependence, in analogy with the bivariate case
of the TP2 (see also [69] for an application of this notion to the study of
interacting particles systems).
The following lemma shows how such a strong positive dependence property
can be exploited to trace back a weak stochastic order to its strong version.
Lemma 1.4.14 ([67]). If
fY(t)
fX(t)
↑ t and fX is MTP2, then fX ≤lr fY.
1.4.3 Stochastic monotonicity
We are often interested in comparing different distributions which arise
as conditional distributions for a same random variable (or vector) X, given
different observed events.
In this respect, we can obtain concepts of stochastic monotonicity cor-
responding in a natural way to the different notions of stochastic orderings.
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Let Z be again a random variable or vector, taking values in a domain
Z ⊆ Rd. We are still under the assumption of absolute continuity for the
variables. We can consider then the conditional distribution and density of
X given events of the kind {Z = z}. Let GX(·|z) denotes the conditional
survival function.
Let  be a given partial ordering defined on Z and ≤∗ a fixed stochastic
order.
Definition 1.4.15. X is stochastically increasing in Z in the ≤∗ order,
with respect to , if
z′  z′′ ⇒ GX(·|z′) ≤∗ GX(·|z′′).
When the partial order  on Z is not specified, we implicitly refer to
the componentwise order on Rd.
1.4.4 Dependence orderings
Dependence concepts induce dependence orderings, that are partial or-
derings on the family of copulas (or semi-copulas). However, they can be
also interpreted as partial orderings on random vectors.
The most common dependence order is the concordance order, also called
PQD order.
Definition 1.4.16. Let C1, C2 be two copulas. We say that C2 is more
PQD than C1 (C1 PQD C2) if, for any u, v ∈ [0, 1],
C1(u, v) ≤ C2(u, v).
Let (X1, Y1), (X2, Y2) be two random vectors and Cˆ1, Cˆ2 the survival
copulas of (X1, Y1) and (X2, Y2) respectively.
Definition 1.4.17. (X2, Y2) is more concordant or more PQD than (X1, Y1)
if
Cˆ1 PQD Cˆ2.
Remark 1.4.18. Even if the dependence meaning is lost, the partial order
defined in Definition 1.4.16 can be formally extended to the set of semi-
copulas.
Any dependence concept can induce the corresponding dependence or-
dering: more LTD, more TP2, more SI, more PLR. For definitions and
examples, see e.g. [68].
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Chapter 2
Dependence and evolution of
dependence
This chapter is devoted to the study of the evolution of dependence, both
in absence and in presence of defaults.
The analysis developed in absence of defaults can be seen as a more gen-
eral case than tail dependence. As said in the Introduction, tail dependence
concerns how dependence evolves after we observed extreme events, while
by “evolution” we mean the changes in the dependence structure, due to
the entire flow of information and not only to extreme events.
The analysis of the evolution in presence of defaults is inspired by the
study of default contagion, phenomenon consisting in a decrease of the joint
survival function of the n − k surviving units after the k-th failure occurs,
at the k-th default time.
The chapter is organized as follows. In Section 1, we provide conditions
for preservation of dependence properties along the family of lower threshold
copulas {Cz}z∈(0,1] of a pair of non-exchangeable r.v.’s, that, without loss of
generality, are supposed to be uniformly distributed on [0, 1]. By a change of
parametrization, from {Cz}z∈(0,1], it is possible to obtain a family of upper
threshold copulas {Cˆt}t≥0, coinciding with the family of survival copulas.
Since we are considering a monotonic change of parametrization, the results
of Section 1 can be applied to the family {Cˆt}t≥0, considered in Section
2. In order to operate such a change of parametrization and to give it a
practical meaning, we assume the variables to be exchangeable. We then
study some aspects of the monotonicity behaviour of the family {Cˆt}t≥0,
both not considering the possibility of defaults and at default times. More
precisely, we find out conditions for stochastic dependence being decreasing
at default times and progressively increasing between two subsequent default
times.
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2.1 Threshold copulas and positive dependence
In this section we consider a pair of two continuous random variables
X,Y , with joint distribution function F (x, y) = P (X ≤ x, Y ≤ y).
Starting from a notion of positive dependence P and from the family of
the lower threshold copulas Cz associated to a bivariate distribution having
copula C, we define different notions of positive dependence for C, reflecting
the dependence properties of the copulas Cz for some z.
As first, we analyze some structural aspects of lower threshold copulas
and of the given definitions. Furthermore we analyze the specific cases
arising from relevant special choices of P (e.g., PQD, LTD, TP2, PLR).
Our analysis, in particular, allows us to present a number of examples and
counter-examples, which can be useful in the study of tail dependence for a
bivariate distribution.
For every real z such that P(X ≤ z, Y ≤ z) > 0, we consider the new
distribution function
Fz(x, y) = P (X ≤ x, Y ≤ y|X ≤ z, Y ≤ z) . (2.1)
As will be made clearer in Subsection 2.1.1, by Theorem 1.3.6, we are
allowed, without any loss of generality, to consider, in place of (X,Y ), a
pair of random variables U, V uniformly distributed over [0, 1] and with
joint distribution determined by the copula C. We can then replace F with
C. Furthermore we consider, for 0 < z ≤ 1, the copula Cz defined as the
connecting copula associated with Fz. The copulas Cz (0 < z ≤ 1) are
called lower threshold copulas associated with C. In Subsection 2.1.1 we
detail some structural aspects, relevant for our analysis, concerning Cz and
the relations between Cz and C.
We can now explain the purposes of this section.
Let P be a positive dependence property. The condition “Cz satisfies P”
(for some z) can actually be interpreted as a condition on C. Now, let Λ be
an interval of (0, 1].
Definition 2.1.1. We say that C is 〈P; Λ〉 if Cz is P for every z ∈ Λ. In
particular, we say that C is hyper-P if C is 〈P; (0, 1]〉.
An hyper-P property may be thought of as a property of positive de-
pendence, of its own. As a main purpose of this section, we are interested
in comparing the properties P, 〈P; Λ〉 and hyper-P.
Our study is carried out in Section 2.1.2; therein we in fact analyze basic
aspects of the Definition 2.1.1 and derive some conclusions that can be of
interest for research about tail dependence. In particular we are interested
to see cases where hyper- P does coincide with P or where hyper-P coincides
with some other known property, stronger than P. We specifically analyze
here the properties 〈P; Λ〉 and hyper-P, for P = PQD, LTD, TP2, PLR,
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thus providing a better comprehension of Definition 2.1.1 along with some
useful examples and counter-examples.
For a better comparison with the literature about tail dependence, in this
section we prefer to express our results in terms of distribution functions,
connecting copulas, and lower threshold copulas. In other parts of the thesis,
where we mostly refer to applied fields such as reliability, survival analysis,
interacting defaults, X,Y are typically non-negative variables and, for given
F (x, y) = P (X > x, Y > y), we consider
F t(x, y) = P (X > t+ x, Y > t+ y|X > t, Y > t) ,
in place of (2.1). For every t ≥ 0 such that P(X > t, Y > t) > 0, F t is
then the survival function of (X − t, Y − t) conditional on the fact that
(X > t, Y > t). Denoting by (Xt, Yt) the random pair whose survival
function coincides with F t, Xt, Yt are then interpreted as residual lifetimes.
The evolution of the dependence among Xt, Yt can be studied in terms of
the upper threshold copulas, that are the survival copulas of the F t’s. The
results about lower threshold copulas can be equivalently reformulated for
upper threshold copulas by means of a simple transformation.
2.1.1 Threshold copulas
Let U, V be two random variables defined on the same probability space
(Ω,F ,P) and uniformly distributed on [0, 1] with joint distribution function
the copula C. For every z ∈ (0, 1], suppose that C(z, z) > 0. We are
interested in the conditional distribution Fz of (U, V ) given that U ≤ z and
V ≤ z. For every x, y ∈ [0, z], we have:
Fz(x, y) = P(U ≤ x, V ≤ y | U ≤ z, V ≤ z) = C(x, y)
C(z, z)
.
The univariate marginal distribution functions Gz e Hz are given, for every
x ∈ [0, z], by
Gz(x) = P(U ≤ x, V ≤ z | U ≤ z, V ≤ z) = C(x, z)
C(z, z)
.
and
Hz(x) = P(U ≤ z, V ≤ x | U ≤ z, V ≤ z) = C(z, x)
C(z, z)
.
The connecting copula associated with Fz is obtained, for every u, v in
[0, 1], from
Cz(u, v) =
C(h−1z (uhz(z)), k−1z (vkz(z)))
C(z, z)
, (2.2)
where, for any fixed z ∈ (0, 1], hz : [0, 1] → [0, z], hz(u) = C(u, z), is the
horizontal section of C at the level z, and
h−1z (u) = sup{z′ ∈ [0, 1] | C(z′, z) ≤ u}
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is its pseudo–inverse; analogously kz : [0, 1] → [0, z], kz(u) = C(z, u), is
the vertical section of C at the level z, and k−1z is its pseudo–inverse. In
particular, we suppose that, for any fixed z ∈ (0, 1], hz and kz are strictly
increasing on [0, z] and, therefore, h−1z and k−1z are their respective standard
inverse functions on [0, C(z, z)]. Obviously, hz(z) = kz(z) = C(z, z) for
every z ∈ [0, 1].
Remark 2.1.2. Eq. (2.2) shows that, for any z, Cz only depends on the
restriction of C on [0, z]2.
The copulas Cz defined by (2.2) are called lower threshold copulas asso-
ciated with C.
In the sequel, we will denote by C˜ the class of all copulas C satisfying
our assumptions, i.e. C(z, z) > 0 for every z ∈ (0, 1], and C has horizontal
and vertical sections (at a fixed t ∈ (0, z]) strictly increasing on [0, z]. In
particular, every C ∈ C˜ generates the family of copulas {Cz}z∈(0,1]. We
notice that C1 = C.
Remark 2.1.3. Given a copula C, the left–residuum of C is the function
RlC : [0, 1]
2 → [0, 1] defined by RlC(x, y) = sup{z′ ∈ [0, 1] | C(z′, x) ≤ y}
and the right–residuum of C is the function RrC : [0, 1]
2 → [0, 1] defined by
RrC(x, y) = sup{z′ ∈ [0, 1] | C(x, z′) ≤ y}. These two functions have been
proved to be useful in multivalued logic. Here, it is important to note that, by
using the results of [40], both RlC and R
r
C are continuous in each argument
with RlC(z, u) = h
−1
z (u) and R
r
C(z, u) = k
−1
z (u).
Remark 2.1.4. In previous papers, the lower and upper threshold copulas
are called lower and upper tail dependence copulas. Here, we prefer to adopt
a different terminology following [72, section 7.6.3], also in order to avoid
confusion with the (different) notion of tail copula presented in [47].
Before investigating the evolution of the dependence along the family
{Cz}z∈(0,1], for what follows, it is important to note that, with z spanning
(0, 1], the family has “no jumps”, in the sense that the copulas Cz0 and Cz1
are close each other with respect to the L∞–norm for sufficiently close z0
and z1, as stated in the following result.
Proposition 2.1.5. Let C ∈ C˜. The mapping Ψ : (0, 1] → C˜, z 7→ Cz,
is continuous, in the sense that, for every (u, v) ∈ [0, 1]2 and for every
z0 ∈ (0, 1], Cz(u, v) converges to Cz0(u, v) when z tends to z0.
Proof. We have to prove that, for all u, v ∈ [0, 1], for every fixed z0 in
(0, 1] and for all ε > 0, there exists δ > 0 such that, if |z − z0| < δ, then
|Cz(u, v)− Cz0(u, v)| < ε.
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First, for fixed z0 ∈ (0, 1] and (u, v) ∈ [0, 1]2, consider that
|Cz(u, v)− Cz0(u, v)| =
∣∣∣∣C(x, y)C(z, z) − C(x0, y0)C(z0, z0)
∣∣∣∣
=
|C(x, y)C(z0, z0)− C(x0, y0)C(z, z)|
C(z, z)C(z0, z0)
,
where
x = h−1z (uhz(z)), y = k
−1
z (vkz(z)), x0 = h
−1
z0 (uhz0(z0)), y0 = k
−1
z0 (vkz0(z0)).
For |z − z0| < δ, set α(z) = 1
C(z, z)C(z0, z0)
and α = sup
z:|z−z0|<δ
α(z).
We have:
|C(x, y)C(z0, z0)− C(x0, y0)C(z, z)|
≤ |C(x, y)C(z0, z0)− C(x, y)C(z, z)|+ |C(x, y)C(z, z)− C(x0, y0)C(z, z)|
= C(x, y)|C(z0, z0)− C(z, z)|+ C(z, z)|C(x, y)− C(x0, y0)|.
Since a copula is a Lipschitz function (with constant 1),
|C(z0, z0)− C(z, z)| ≤ 2|z − z0| < 2δ.
Analogously,
|C(x, y)− C(x0, y0)| ≤ |x− x0|+ |y − y0|.
In order to estimate |x−x0| and |y−y0|, we notice that h−1z (w) and k−1z (w)
are alternative notations for the left- and right- residua of C, Rl = RlC and
Rr = RrC respectively. Then
|x− x0| = |Rl(z, uC(z, z))−Rl(z0, uC(z0, z0))|
≤ |Rl(z, uC(z, z))−Rl(z0, uC(z, z))|+ |Rl(z0, uC(z, z))−Rl(z0, uC(z0, z0))|.
Rl being continuous in each argument means that, for all η1, η2 > 0,
there exist δ1, δ2 > 0 such that
i) for |z − z0| < δ1, |Rl(z, ·)−Rl(z0, ·)| < η1;
ii) for |w − w0| < δ2, |Rl(·, w)−Rl(·, w0)| < η2.
Therefore, for u|C(z, z)− C(z0, z0)| ≤ 2u|z − z0| < δ2,
|Rl(z0, uC(z, z))−Rl(z0, uC(z0, z0))| ≤ η1.
Since u|C(z, z) − C(z0, z0)| ≤ 2u|z − z0| < 2uδ ≤ 2δ, it is sufficient to take
δ2 = 2δ.
By decreasingness of Rl in the first variable,
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|Rl(z, uC(z, z))−Rl(z0, uC(z, z))|
=
{
Rl(z, uC(z, z))−Rl(z0, uC(z, z)), z ∈ (z0 − δ, z0),
Rl(z0, uC(z, z))−Rl(z, uC(z, z)), z ∈ (z0, z0 + δ).
By increasingness of Rl in the second variable,
Rl(z, uC(z, z))−Rl(z0, uC(z, z)) ≤ Rl(z, uC(z0, z0))−Rl(z0, uC(z0−δ, z0−δ)) ≤
|Rl(z, uC(z0, z0))−Rl(z0, uC(z0, z0))|+|Rl(z0, uC(z0, z0))−Rl(z0, uC(z0−δ, z0−δ))|.
Again, by continuity of Rl in both the variables, for all η¯1, η¯2 > 0, there exist
δ¯1, δ¯2 > 0 such that |z− z0| < δ¯1 and |uC(z0, z0)− uC(z0− δ, z0− δ))| < δ¯2
respectively imply
|Rl(z, uC(z0, z0))−Rl(z0, uC(z0, z0))| < η¯1
and
|Rl(z0, uC(z0, z0))−Rl(z0, uC(z0 − δ, z0 − δ))| < η¯2.
Since u|C(z0, z0)−C(z0 − δ, z0 − δ)| < 2uδ ≤ 2δ, it is sufficient again to
take δ¯2 = 2δ and δ¯1 = δ.
Analogously
Rl(z0, uC(z, z))−Rl(z, uC(z, z)) ≤ Rl(z0, uC(z0+δ, z0+δ))−Rl(z, uC(z0, z0)) ≤
|Rl(z0, uC(z0+δ, z0+δ))−Rl(z0, uC(z0, z0))|+|Rl(z0, uC(z0, z0))−Rl(z, uC(z0, z0))|.
By continuity of Rl in the both variables, again, for all η
1
, η
2
> 0, there
exist δ1, δ2 > 0 such that, for
|z − z0| < δ1 and |uC(z0, z0)− uC(z0 + δ, z0 + δ))| < δ2,
|Rl(z0, uC(z0 + δ, z0 + δ))−Rl(z0, uC(z0, z0))| < η1
and
|Rl(z0, uC(z0, z0))−Rl(z, uC(z0, z0))| < η2.
Again, it is sufficient to take δ1 = δ and δ2 = 2δ.
Therefore
|Rl(z, uC(z, z))−Rl(z0, uC(z, z))| < max(η¯l1 + η¯l2, ηl1 + ηl2) ≡ ηl.
Thus, for all ηl, there exists a δη > 0 such that, for
|z − z0| < δη, |x− x0| < ηl,
where it has to be
δη = min(δ1, δ¯1, δ2, δ¯2) = δ.
By the same arguments applied to RrC , we have also that, for |z−z0| < δ,
|y − y0| < ηr. Thus, by putting η = ηl + ηr,
|Cz(u, v)− Cz0(u, v)| ≤ α(2δC(x, y) + ηC(z, z)) ≤ α(2δ + η).
Choosing δ <
ε
2α
− η
2
, the proof is concluded.
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In order to state some properties about the family {Cz}z∈(0,1], it is hence
important to consider whether the absolute continuity is preserved by every
Cz.
Proposition 2.1.6. Let C be a copula having non-zero first derivatives
almost everywhere on [0, 1]2. If C is absolutely continuous, then Cz is abso-
lutely continuous for every z ∈ (0, 1].
Proof. For every z ∈ (0, 1], the second mixed derivative of Cz is given by:
∂212Cz(u, v) =
C(z, z)∂212C(h
−1
z (uhz(z)), k
−1
z (vkz(z)))
∂1C(h
−1
z (uhz(z)), z) · ∂2C(z, k−1z (vkz(z)))
. (2.3)
We have to check the equality
Cz(u, v) =
∫ u
0
∫ v
0
∂212Cz(γ, θ) d γd θ. (2.4)
Applying (2.2) and (2.4), we obtain
C(x, y)
C(z, z)
=
∫ u
0
∫ v
0
C(z, z)∂212C(h
−1
z (γhz(z)), k
−1
z (θkz(z)))
∂1C(h
−1
z (γhz(z)), z)∂2C(z, k
−1
z (θkz(z)))
d γd θ.
Changing variables by means of
ξ = h−1z (γhz(z)), η = k
−1
z (θkz(z)), (2.5)
we obtain
C(x, y) =
∫ x
0
∫ y
0
∂212C(ξ, η)d ξd η,
which is the desired assertion.
2.1.2 Lower threshold copulas and generated dependence prop-
erties
Consider C ∈ C˜ and let {Cz}z∈(0,1] be the family of corresponding lower
threshold copulas.
As mentioned before, in this subsection we aim at comparing, for a given
dependence property P, the properties P, hyper-P, and 〈P; Λ〉. Preliminar-
ily, we point out some basic aspects of Definition 2.1.1. Then, for a number
of relevant notions of dependence P, we specifically analyze the properties
〈P; Λ〉, hyper-P, and relations among them.
Remark 2.1.7. Let Λ be an arbitrary set of (0, 1], Λ being the closure of
Λ and consider the two conditions 〈P; Λ〉, 〈P; Λ〉. As an immediate con-
sequence of the continuity property, proved in Proposition 2.1.5, these two
conditions coincide. We may then argue that, in considering the property
〈P; Λ〉, we can limit attention to the cases when Λ is a closed subset of (0, 1],
i.e., an interval or a union of disjoint intervals.
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Actually we are mainly interested in subsets Λ of the form (0, λ], for
some constant λ ∈ (0, 1].
We notice that the condition 〈P; (0, λ]〉 for a copula C has the follow-
ing immediate meaning: it means that C may not satisfy P and that the
property P possibly holds for all Cz, with z being below a given λ. This
notion can be of interest in the study of tail dependence. In fact we are
typically interested in proving that Cz satisfies a dependence property P in
the limit for z → 0. Thus, proving that C is 〈P; (0, λ]〉 guarantees the above
condition without explicitly computing the limit limz→0Cz.
A recent result about contagion and connections with tail dependence is
given by [39].
As a consequence of the formula (2.2) (see Remark 2.1.2), we can state
that 〈P; Λ〉 only depends on the behaviour of C on Λ2 (see Propositions
2.1.8, 2.1.12, 2.1.13, 2.1.16).
Generally, the property 〈P; Λ〉 does not imply P for C (see Example
2.1.11) nor does P imply 〈P; Λ〉 (see Example 2.1.9).
As far as the property hyper-P is concerned, we notice that hyper-P
implies P, just by definition, since C1 = C.
Specifically, we pass to analyze the properties 〈P; Λ〉 and hyper-P for
relevant notions of dependence recalled below (see also [63, 78] for a more
complete overview).
From now on, in this section, we assume Λ = (0, λ] be an interval of
(0, 1] and C ∈ C˜.
Proposition 2.1.8. A copula C is 〈PQD; Λ〉 if and only if C satisfies
C(x, y)C(z, z) ≥ C(x, z)C(z, y) (2.6)
for every x, y, z ∈ Λ, x ≤ z and y ≤ z.
Proof. By definition, C is 〈PQD; Λ〉 means that Cz(u, v) ≥ uv for all z ≤ λ,
that is C
(
h−1z (uhz(z)), k−1z (vkz(z))
) ≥ uvC(z, z).
By putting x = h−1z (uhz(z)), y = k−1z (vkz(z)), we get
C(x, y) ≥ hz(x)
hz(z)
kz(y)
kz(z)
hz(z),
that is inequality (2.6).
According to the general Definition 2.1.1, the copulas Π(u, v) = uv and
M(u, v) = min(u, v) are hyper-PQD.
It is also easy to show that, if C is TP2, then it is hyper-PQD. Moreover,
as stated in general before, if C is hyper-PQD, then it is PQD. The converse
implication is false, as the following example shows.
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Example 2.1.9. Let C be the copula given by
C(u, v) = min
(
u, v,
u2 + v2
2
)
.
Then C is PQD, but not 〈PQD; Λ〉 for Λ = (0, 35]. In fact, by considering
x = y = 12 , we obtain that
C(x, y)C(z, z) =
36
100
25
100
<
(
61
200
)2
= C(x, z)C(z, y).
Therefore, C(u, v) ≥ uv on [0, 1]2, but C 3
5
(u, v) < uv for some (u, v) ∈
[0, 1]2. Actually, in view of Proposition 2.1.5, for every z belonging to a
neighbourhood of 35 , Cz is not PQD.
It is interesting to note that, for an Archimedean copula C(u, v) =
ϕ−1(ϕ(u) + ϕ(v)) [78], the notions of TP2 and hyper-PQD coincide. Fur-
thermore, these conditions are equivalent to z 7→ ϕ(e−z) being convex: the
proof can be derived directly from [2, section 4.5].
It is known and immediately follows by Definition 1.3.11, that upper
and lower bound of a PQD copula are respectively M(u, v) = min(u, v) and
Π(u, v) = uv. Since, in general, a PQD copula is not hyper-PQD, the lower
bound for C is not preserved for Cz. Even in this case, we can obtain for C
a better lower bound than W (u, v) = max(u+ v − 1, 0).
Proposition 2.1.10. If C is PQD, then, for every z ∈ (0, 1], we have that
Cz(u, v) ≥ max(uvz3,max(u+ v − 1, 0)). (2.7)
Proof. Since C is PQD, uv ≤ C(u, v) ≤ min(u, v).
In particular, uz ≤ hz(u) ≤ min(u, z) and, consequently,
u ≤ h−1z (u) ≤ min
(u
z
, z
)
for all u ∈ [0, z].
Since the fact that an analogous inequality can be proved for kz, we obtain
Cz(u, v) ≥ C(h
−1
z (uz
2), k−1z (vz2))
z
≥ h
−1
z (uz
2) · k−1z (vz2)
z
≥ uvz3,
and hence (2.7) holds.
Now, note that if C satisfies 〈PQD, (0, λ]〉 for a given λ < 1, then C
needs not be PQD.
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Example 2.1.11. Consider, for example, the copula C given by
C(u, v) =

uv
λ
, (u, v) ∈ [0, λ]2,
λ+ (1− λ)C ′
(
u− λ
1− λ ,
v − λ
1− λ
)
, (u, v) ∈ [λ, 1]2,
min(u, v), otherwise,
where C ′(u, v) = uv[1 − (1 − u)(1 − v)] is a copula that is not PQD, and
hence nor C is PQD. Actually, C is an ordinal sum of the copulas Π and C ′
with respect to the partition ([0, λ], [λ, 1]) (see e.g. [78] or previous chapter).
Now, compute Cz(u, v) for any z ∈ (0, λ]. We obtain
Cz(u, v) =
λ
z2
· C(uz, vz) = uv.
It follows that Cz is PQD for any z ≤ λ, even if C is not PQD.
Now, let us consider the other dependence properties, LTD, TP2, PLR.
Similarly to Proposition 2.1.8, the following result holds for the LTD prop-
erty.
Proposition 2.1.12. C is 〈LTD(V | U); Λ〉 if and only if
C(x, y)C(x′, z) ≥ C(x, z)C(x′, y) (2.8)
for all z ∈ Λ, x, x′, y ∈ [0, z] such that x ≤ x′.
Proof. Since C is 〈LTD(V | U); Λ〉, then, for any u ≤ u′,
C(h−1z (uC(z, z)), k−1z (vC(z, z)))
u
≥ C(h
−1
z (u
′C(z, z)), k−1z (vC(z, z)))
u′
,
that is
C(z, z)
C(x, z)
C(x, y) ≥ C(x′, y) C(z, z)
C(x′, z)
for all x, x′, y ≤ z such that x ≤ x′. Thus, we obtain (2.8).
An analogous condition holds and can be proved in the same way for
〈LTD(U | V ); Λ〉.
Examples of hyper-LTD(V | U) copulas are Π(u, v) = uv and M(u, v) =
min(u, v). Since they are symmetric with respect to u and v, they also are
hyper-LTD(U | V ).
As to TP2, we find some differences from the other dependence properties
taken into account until now. As we can easily deduce from the following
proposition, 〈TP2; Λ〉 is a weaker property than TP2. We can build a copula
satisfying 〈TP2; Λ〉, but not TP2 (see Example 5.2.9 below).
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Proposition 2.1.13. A copula C is 〈TP2; Λ〉 if and only if C satisfies (1.5)
on Λ2.
Proof. By definition, C is 〈TP2; Λ〉 if and only if, for every z ∈ Λ, Cz is TP2,
i.e.
Cz(u, v)Cz(u
′, v′) ≥ Cz(u, v′)Cz(u′, v),
for all u ≤ u′ and v ≤ v′. Writing explicitly the multiplicands and making
suitable substitutions, we obtain that, for every x, x′, y, y′ ∈ [0, z], x ≤ x′,
y ≤ y′, and for every z ∈ Λ = (0, λ],
C(x, y)C(x′, y′) ≥ C(x, y′)C(x′, y),
which is the desired assertion.
In particular, C is hyper-TP2 if and only if C is TP2, as the following
corollary states.
Corollary 2.1.14. Let C ∈ C˜ be the connecting copula of the random pair
(U, V ). Then the following statements are equivalent:
(a) C is TP2;
(b) C is hyper-TP2;
(c) C is hyper-LTD(V | U) and hyper-LTD(U | V ).
It is easy to show that both hyper-LTD(V | U) and hyper-LTD(U | V ))
separately imply that C is PQD.
We note that, in order to obtain for C the stronger property TP2, both
hyper-LTD(V | U) and hyper-LTD(U | V ) have to be satisfied. Statement
(c) can be simplified if we have a condition that guarantees
LTD(V | U)⇔ LTD(U | V ) (2.9)
(and therefore hyper-LTD(V | U) ⇔ hyper-LTD(U | V )). In this case we
simply say that C is LTD (hyper-LTD). A sufficient condition for (2.9) is C
being exchangeable.
Corollary 2.1.15. Let C ∈ C˜ be the connecting copula of the exchangeable
random pair (U, V ). Then the following statements are equivalent:
(a) C is 〈LTD(V | U); Λ〉;
(b) C is 〈LTD(U | V ); Λ〉;
(c) C satisfies (1.5) on Λ2.
In particular, C hyper-LTD(V | U) (resp. hyper-LTD(U | V )) is equivalent
to C being TP2.
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Finally, we consider the PLR property, which can be introduced only for
a copula C that is absolutely continuous on [0, 1]2, i.e.
C(u, v) =
∫ u
0
∫ v
0
∂212C(γ, θ) d γd θ,
where ∂212C denotes the second mixed derivative of C.
Proposition 2.1.16. C is 〈PLR; Λ〉 if and only if ∂212C satisfies (1.5) on
Λ2.
Proof. By definition, C is 〈PLR; Λ〉 if and only if Cz is PLR for every z ∈ Λ,
i.e.
∂2Cz(u, v)
∂u∂v
∂2Cz(u
′, v′)
∂u∂v
≥ ∂
2Cz(u
′, v)
∂u∂v
∂2Cz(u, v
′)
∂u∂v
for every u, u′, v, v′ ∈ [0, 1], u ≤ u′ and v ≤ v′. Using Eq. (2.3), after some
simplification, we obtain the desired assertion.
Analogously to TP2, it may be proven that C being PLR is equivalent
to C being hyper-PLR.
The relationships among considered dependence properties and related
hyper-dependence properties are summarized here.
〈PLR; Λ〉 ⇒ 〈TP2; Λ〉 ⇒ 〈LTD(V | U); Λ〉 (or 〈LTD(V | U); Λ〉) ⇒ 〈PQD; Λ〉
⇑ ⇑ 6⇑ 6⇓ 6⇑ 6⇓
PLR ⇒ TP2 ⇒ LTD(U | V ) (or LTD(V | U)) ⇒ PQD
m m ⇑ ⇑
hyper-PLR ⇒ hyper-TP2 ⇒ hyper-LTD(U | V ) (or hyper-LTD(V | U)) ⇒ hyper-PQD
⇓ ⇓
〈LTD(V | U); Λ〉 (or 〈LTD(V | U); Λ〉) ⇒ 〈PQD; Λ〉
2.2 Semigroups of semi-copulas and evolution of
dependence at increase of age
Let F (x1, . . . , xn) = P (T1 > x1, . . . , Tn > xn) be a n-variate joint sur-
vival function, with univariate margins Gi (x) = P (T > x) , i = 1, . . . , n.
Such a F (x1, . . . , xn) identifies a survival model M , consisting of n units
D1, . . . , Dn, whose lifetimes are n random variables T1, . . . , Tn.
The dependence structure of M is described by suitable analytical prop-
erties of the survival copula Cˆ(u1, . . . , un) = F
{
G
−1
1 (u1) , . . . G
−1
n (un)
}
.
We recall that, first of all, G1, . . . , Gn have to be continuous, in order to
admit a unique copula. This implies F to be continuous as well. We also
assume G1, . . . , Gn to be strictly monotonic, so that they are invertible, and
F to be strictly decreasing in each variable. Recalling that the n-variables
functions we deal with are symmetric, we could limit ourselves to assume
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that, for any fixed t ≥ 0, F (·, t, . . . , t) is strictly decreasing on [0, t]. This
assumption is sufficient to imply Cˆ(·, z, . . . , z) being strictly increasing on
[0, z], for any z ∈ [0, 1].
Furthermore, we recall, we are in the absolutely continuous case, so that
both F and G1, . . . , Gn admit density.
An item of general interest is the model Mt, obtained from M by con-
ditioning on survival at time t > 0 of all the units, that is, conditional on
the event {T1 > t, . . . , Tn > t}. The model Mt can be seen as an evolution
at time t of the model M ≡ M0. Furthermore, Mt is formally analogous
to M and it is described by the same kind of functions: a conditional joint
survival function
F t (x1, . . . , xn) = P (T1 > t+ x1, . . . , Tn > t+ xn|T1 > t, . . . , Tn > t)
=
F (x1 + t, . . . , xn + t)
F (t, . . . , t)
,
with univariate margins
G
(i)
t (x) ≡ P (Ti > t+ x|T1 > t, . . . , Tn > t) , i = 1, . . . , n.
As a natural consequence of the introduction of the families {F t}t≥0 and
{G(i)t }t≥0, it is interesting to study the evolution in time of the family of
copulas {Cˆt}t≥0, where
Cˆt(u1, . . . , un) ≡ F t
{
(G
(1)
t )
−1 (u1) , . . . (G
(n)
t )
−1 (un)
}
. (2.10)
Under the above-mentioned continuity and monotonicity assumptions on
F and G1, . . . , Gn, it is easy to check that we can write Cˆt in terms of Cˆ:
Cˆt(u1, . . . , un) =
Cˆ[G1((G
(1)
t )
−1(u1) + t), . . . , Gn((G
(n)
t )
−1(un) + t)]
Cˆ(G1(t), . . . , Gn(t))
.
(2.11)
However, we are mainly interested in the case when T1, . . . , Tn are ex-
changeable.
As already discussed in Section 1.2, all the notation can be simplified
as follows: the joint survival function F is symmetric and therefore for any
i = 1, . . . , n, Gi = G. Consequently, the survival copula is symmetric as
well and, in view of Eq. (1.4), it can be written as
C(u1, . . . , un) = F (G
−1(u1), . . . , G−1(un)). (2.12)
Since conditioning is symmetric in all the variables, the vector
(T1 − t, . . . , Tn − t)|T1 > t, . . . , Tn > t
of the residual lifetimes of D1, . . . , Dn at time t is exchangeable as well.
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Proposition 2.2.1. Let (T1, . . . , Tn) an exchangeable vector. Then, for any
t ≥ 0, (T1 − t, . . . , Tn − t)|T1 > t, . . . , Tn > t is exchangeable.
Proof. Let σ be a permutation of n elements:
σ(1, . . . , n) = (σ1, . . . , σn) .
By hypothesis, for any σ,
F (x1, . . . , xn) = F (xσ1 , . . . , xσn) . (2.13)
Since we can write F t in terms of F , we have that, for any permutation σ,
F t (x1, . . . , xn) =
F (x1 + t, . . . , xn + t)
F (t, . . . , t)
=
F (σ(x1 + t, . . . , xn + t))
F (t, . . . , t)
=
F (xσ1 + t, . . . , xσn + t)
F (t, . . . , t)
= F t (xσ1 , . . . , xσn) .
Therefore, for any t ≥ 0, the conditional joint survival function F t is
symmetric and its margins are given, for any i = 1, . . . , n, by
G
(i)
t (x) = Gt (x) =
F (x+ t, t, . . . , t)
F (t, . . . , t)
.
Again, we write Cˆt in terms of Cˆ:
Cˆt(u1, . . . , un) =
Cˆ[G(G
−1
t (u1) + t), . . . , G(G
−1
t (un) + t)]
Cˆ(G(t), . . . , G(t))
. (2.14)
From now on, in this section, we focus on the bivariate case. We con-
sider a pair of exchangeable lifetimes X,Y and the family of the conditional
survival functions F t (x, y) of (X − t, Y − t) given (X > t, Y > t).
Survival functions and consequently survival copulas
Cˆt(u, v) =
Cˆ[G(G
−1
t (u) + t), G(G
−1
t (v) + t)]
Cˆ(G(t), G(t))
. (2.15)
are more natural tools when we deal with non-negative random variables,
in applied fields as Reliability or Finance.
It is possible to obtain the family of survival copulas {Cˆt}t≥0 from the
one of lower threshold copulas {Cz}z∈(0,1], defined by (2.2) (applied to the
survival copula Cˆ), by adopting for the family a different parametrization.
In this case, the change of parametrization is t = G
−1
(z).
Such a change of parameterization is made possible by
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• the strict monotonicity of the margin G;
• the exchangeability of the variables, that is by the fact that the margins
are equal.
Under these hypotheses, all the results of the previous section can be ex-
tended to the family of survival copulas.
The parametrization in t ∈ [0,+∞) has the disadvantage to depend on
the margin G; however, it is more proper to state and prove the following
result.
Let be r, s ≥ 0, Cˆr the survival copula obtained by applying (2.15) to Cˆ,
for t = r, and (Cˆr)s the survival copula obtained by applying again (2.15),
this time to Cˆr, for t = s.
Proposition 2.2.2. Using the above notation, for any r, s ≥ 0,
(Cˆr)s = Cˆr+s.
Proof. For fixed r > 0 we consider the survival model with joint survival
function F r and margin Gr.
We now notice the semigroup property of the families {F t}t≥0 and {Gt}t≥0.
We can associate to the new model the families {(F r)s}s≥0 and {(Gr)s}s≥0,
such that, for any t, s ≥ 0,
(F r)s = F r+s and (Gr)s = Gr+s.
By definition, the survival copula of the model F r is
Cˆr(u, v) ≡ F r
(
G
−1
r (u), G
−1
r (v)
)
.
We have to prove that
(Cˆr)s = Cˆr+s ∀r, s ≥ 0.
By applying (2.15) to (Cˆr)s, we obtain
(Cˆr)s(u, v) =
Cˆr
[
Gr
(
G
−1
r+s(u) + s
)
, Gr
(
G
−1
r+s(v) + s
)]
Cˆr(Gr(s), Gr(s))
. (2.16)
By applying again (2.15) to Cˆr in Eq. (2.16),
(Cˆr)s(u, v) =
Cˆ
[
G
(
G
−1
r+s(u) + s+ r
)
, G
(
G
−1
r+s(v) + s+ r
)]
Cˆ(G(r + s), G(r + s))
. (2.17)
The thesis follows by pointing out that the right-hand side of the last equa-
tion coincides with Cˆr+s(u, v).
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As mentioned in the Introduction, one purpose of ours is to analyze
increase or decrease of dependence between residual lifetimes, with respect
to the PQD order (see Definition 1.4.16).
Considering X2 = X1 − t and Y2 = Y1 − t, monotonicity of the mapping
t 7→ Cˆt, with respect to the “more PQD” order, has the following meaning:
if t 7→ Cˆt is increasing in t, the residual lifetimes will be more and more
dependent as age increases.
We are then interested in describing analytical conditions for such mono-
tonicity properties.
To this purpose, we suppose t 7→ Cˆt(u, v) differentiable for any u, v ∈
(0, 1) (see below).
Since we are dealing with exchangeable variables and hence with sym-
metric survival functions and survival copulas, we can write
∇Cˆ(z, z) · (1, 1) = 2 ∂
∂x1
Cˆ(z, z) = 2
∂
∂x2
Cˆ(z, z).
Remark 2.2.3. The differentiability of t 7→ Cˆt(u, v) for any u, v ∈ (0, 1) is
guaranteed by the following conditions on Cˆ:
• Cˆ(t, t) > 0 for any t ∈ (0, 1],
•
∂
∂x1
Cˆ(u, v),
∂
∂x2
Cˆ(u, v) exist and are strictly positive for any
(u, v) ∈ (0, 1)2.
We will denote by
∂R
∂xi
(z, w) the partial derivative of the residuumR(x1, x2)
with respect to the i-th variable computed in (x1, x2) = (z, w).
As we can expect in view of Eq. (2.15), under the hypothesis that t 7→
Cˆt(u, v) is differentiable for any u, v ∈ (0, 1), the monotonicity properties of
t 7→ Cˆt can be characterized in terms of Cˆ and its sections. We have in fact
Proposition 2.2.4. Let t 7→ Cˆt(u, v) be differentiable for any u, v ∈ (0, 1).
The map t 7→ Cˆt is increasing if and only if, for any u, v ∈ [0, 1],
2
[
Cˆ(u, v)−∇Cˆ(u, v) · (u, v)
]
≥ ∇Cˆ(u, v) ·
(
∂R(1, u)
∂x1
,
∂R(1, v)
∂x1
)
. (2.18)
Proof. In view of the semigroup property of {Cˆt}t≥0, it is sufficient to study
the sign of the derivative of Cˆt w.r.t. t for t = 0. Since the change of
parameter given by z = G(t) is strictly decreasing, instead of differentiating
Eq. (2.15) w.r.t. t, we can differentiate w.r.t. z the simpler Eq. (2.2), that,
in the case of exchangeable variables, can be further simplified as
Cz(u, v) =
Cˆ(h−1z (uhz(z)), h−1z (vhz(z)))
Cˆ(z, z)
.
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We recall that h−1z (w) can be alternatively denoted by R(z, w). Since we
are in the exchangeable case, Rl
Cˆ
= Rr
Cˆ
= R.
Thus we need to check that
∂
∂z
Cz(u, v)
∣∣∣∣∣
z=1
≤ 0.
To this purpose, we now compute the partial derivative
∂
∂z
Cz(u, v).
∂
∂z
Cz(u, v) =
1
Cˆ(z, z)2
{
Cˆ(z, z)∇Cˆ(R(z, uCˆ(z, z)), R(z, vCˆ(z, z)))
·
(
dR
dz
(z, uCˆ(z, z)),
dR
dz
(z, vCˆ(z, z))
)
− Cˆ
(
R(z, uCˆ(z, z)), R(z, vCˆ(z, z))
)
∇Cˆ(z, z) · (1, 1)
}
,
where
dR
dz
(z, uCˆ(z, z)) =
∂R
∂x1
(z, uCˆ(z, z)) + u
∂R
∂x2
(z, uCˆ(z, z))
[
∇Cˆ(z, z) · (1, 1)
]
.
Since [Cˆ(z, z)]2 is positive for any z > 0,
∂
∂z
Cz(u, v) ≤ 0
if and only if
Cˆ(z, z)∇Cˆ(R(z, uCˆ(z, z)), R(z, vCˆ(z, z)))·
·

∂R
∂x1
(z, uCˆ(z, z)) + 2u
∂R
∂x2
(z, uCˆ(z, z))
∂Cˆ
∂x1
(z, z)
∂R
∂x1
(z, vCˆ(z, z)) + 2v
∂R
∂x2
(z, vCˆ(z, z))
∂Cˆ
∂x1
(z, z)

− 2Cˆ
(
R(z, uCˆ(z, z)), R(z, vCˆ(z, z))
) ∂
∂x1
Cˆ(z, z) ≤ 0. (2.19)
We recall that, by definition of copula, Cˆ(1, 1) = 1 and
∂
∂x1
Cˆ(1, 1) = 1; furthermore, by definition of residuum, R(1, w) = w and,
consequently,
∂R
∂x2
(1, w) = 1. By putting z = G(0) = 1 in Eq. (2.19), we
obtain
∇Cˆ(u, v) ·
(
∂R
∂x1
(1, u) + 2u,
∂R
∂x1
(1, v) + 2v
)
− 2Cˆ(u, v) ∂Cˆ
∂x1
(1, 1) ≤ 0.
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Remark 2.2.5. A sufficient condition for z 7→ Cz being decreasing is
∇Cˆ(u, v) ·
(
∂R
∂x1
(1, u) + 2u,
∂R
∂x1
(1, v) + 2v
)
≤ 0.
In fact, since Cˆ(z, z) is increasing in z, it is sufficient to impose the numer-
ator of (2.15) decreasing in z.
As far as notions of dependence are concerned, the approach of defining
potentially new conditions of dependence has been developed more system-
atically in the previous section.
Even by changing parametrization, the same conditions for preservation
of dependence properties hold, as the following proposition state.
We start by considering again the notion of PQD.
Proposition 2.2.6. The condition Cˆt “PQD for all t ≥ 0” (Cˆt hyper-PQD)
is equivalent to
Cˆ(u, u)Cˆ(u′′, v′′) ≥ Cˆ(u, v′′)Cˆ(u, u′′), (2.20)
for any u, u′′, v′′ such that 0 ≤ u′′ ≤ u ≤ 1, 0 ≤ v′′ ≤ u ≤ 1.
Proposition 2.2.7. The condition “Cˆt LTD for all t ≥ 0” (Cˆt hyper-LTD)
is equivalent to Cˆ being TP2.
Proposition 2.2.8. Cˆt TP2 for all t ≥ 0 (Cˆt hyper-TP2) is equivalent to
Cˆ TP2.
For sake of completeness, we report here also the proofs obtained in the
particular frame Cˆ has the meaning of a survival copula.
Proof (Prop. 2.2.6). It is well known (and immediate to check) that the
survival copula of a bivariate survival function F is PQD if and only if the
survival function itself is PQD, that is
F (x, y) ≥ G(x) ·G(y).
Thus, the condition Cˆt PQD for all t ≥ 0 is equivalent to F t being PQD
for all t ≥ 0, that is
F (t+ x, t+ y)
F (t, t)
≥ F (t+ x, t)
F (t, t)
F (t, t+ y)
F (t, t)
(2.21)
for any t, x, y ≥ 0.
Eq. (2.21) can also be written in terms of the survival copula, as
Cˆ
(
G(t), G(t)
)
Cˆ
(
G(t+ x), G(t+ y)
) ≥ Cˆ (G(t+ x), G(t)) Cˆ (G(t), G(t+ y)) .
By the arbitrariness in the choice of t, x, y ≥ 0, the proof can be com-
pleted by letting
u = G(t), u′′ = G(t+ x), v′′ = G(t+ y).
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Proof (Prop. 2.2.7). It is also well known (and, again, immediate to check)
that the survival copula of F is LTD if and only if
F (x, y)
G(x)
non-decreasing in x, for any y ≥ 0.
In view of (4.3), Cˆt LTD for all t ≥ 0 means
F (t+ x′′, t+ y)
F (t+ x′′, t)
≥ F (t+ x
′, t+ y)
F (t+ x′, t)
for any t, x′, x′′, y ≥ 0, with x′′ > x′.
By the arbitrariness of t, x′, y and the condition x′′ > x′, we can easily
see that the above inequality is equivalent to the TP2 property of F .
Proof (Prop. 2.2.8). It is known (see e.g. [77]) that, for any fixed t ≥ 0,
F t TP2 ⇔ Cˆt TP2.
But, since
F TP2 ⇒ F t TP2 ∀t ≥ 0,
as straightly follows by the definitions of F t and TP2, it is sufficient Cˆ TP2
to conclude that
Cˆt TP2 ∀t ≥ 0.
Remark 2.2.9. We have already observed, in the general case, that Cˆt PQD
for all t ≥ 0 is not enough to get Cˆ TP2. However, we can still express
Cˆ TP2 as a PQD-condition on models of residual lifetimes. Consider the
family {F a,b}a,b≥0 of joint survival functions,
F a,b(x, y) = P(X − a > x, Y − b > y|X > a, Y > b) = F (x+ a, y + b)
F (a, b)
(so that, with this notation, F t(x, y) = F t,t(x, y)) and the corresponding
families {
G
(X)
a,b
}
a,b≥0
,
{
G
(Y )
a,b
}
a,b≥0
,
{
Cˆa,b
}
a,b≥0
.
It can be proved that the following equivalences holds
Cˆa,b PQD ⇔ F a,b PQD and Cˆa,b TP2 ⇔ F a,b TP2;
moreover,
F a,b PQD ∀ a, b ⇔ F a,b TP2 ∀ a, b ⇔ F TP2.
Analogous results to those above can be easily formulated for the nega-
tive dependence properties NQD, LTI, RR2, corresponding to PQD, LTD,
TP2 respectively.
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2.3 Dynamics of dependence properties for life-
times influenced by unobservable environmen-
tal factors
In the previous sections of this chapter we studied the evolution of
stochastic dependence properties of F t, as t increases, without the occur-
rence of failures. In this section we take into account this eventuality.
Roughly speaking, we condition on an event of the form
Et = {T(1) = t1, . . . , T(k) = tk, T(k+1) > t},
where 0 < t1 < · · · < tk < t. It is useful for our purposes to consider the
ordered residual lifetimes of the units surviving at time t, i.e. the random
variables
(T(k+1) − t, . . . , T(n) − t)|Ft.
From now on, even if not specified, by this writing, we implicitly mean that
k = Nt.
In order to deal, at any t, with exchangeable random variables, we define
the following vector Xt ≡ (X1t , . . . , Xn−kt ) of exchangeable residual lifetimes.
Definition 2.3.1. The exchangeable residual lifetimes of (T1, . . . , Tn) at
time t are the exchangeable random variables X1t , . . . , X
n−k
t admitting
(T(k+1) − t, . . . , T(n) − t)|Ft as order statistics.
Concerning the distribution of (X1t , . . . , X
n−k
t ), it is given by
F t (x1, ..., xn−k) =
P
(
X1t > x1, ..., X
n−k
t > xn−k|T(1) = t1, ..., T(k) = tk, T(k+1) > t
)
=∫ ∞
x1+t
· · ·
∫ ∞
xn−k+t
f(ξ1, ..., ξn−k, t1, ..., tk)dξ1 · · · dξn−k∫ ∞
t
· · ·
∫ ∞
t︸ ︷︷ ︸
n−k times
f(ξ1, ..., ξn−k, t1, ..., tk)dξ1 · · · dξn−k
.
At jump times, that is, if T(k+1) = t = tk+1, the distribution of
(X1t , . . . , X
n−k−1
t ), it is given by F T(k+1)(x1, ..., xn−k−1) =∫ ∞
x1+tk+1
· · ·
∫ ∞
xn−k−1+tk+1
f(ξ1, ..., ξn−k−1, t1, ..., tk+1)dξ1 · · · dξn−k−1∫ ∞
tk+1
· · ·
∫ ∞
tk+1︸ ︷︷ ︸
n−k−1 times
f(ξ1, ..., ξn−k, t1, ..., tk+1)dξ1 · · · dξn−k−1
.
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The j-dimensional margins F
(j)
t , t ∈ [T(k), T(k+1)), j ≤ n − k, are given
by
F
(j)
t (x1, ..., xj) =
P
(
X1t > x1, ..., X
j
t > xj , X
n−k−j
t > 0, ..., X
n−k
t > 0|T(1) = t1, ..., T(k) = tk, T(k+1) > t
)
=
∫ ∞
x1+t
· · ·
∫ ∞
xj+t
n−k−j times︷ ︸︸ ︷∫ ∞
t
· · ·
∫ ∞
t
f(ξ1, ..., ξn−k, t1, ..., tk)dξ1 · · · dξn−k∫ ∞
t
· · ·
∫ ∞
t︸ ︷︷ ︸
n−k times
f(ξ1, ..., ξn−k, t1, ..., tk)dξ1 · · · dξn−k
.
In particular, since (for reasons that will be clearer in the following)
we are interested in dependence of pairs of r.v.’s, we explicitly write the
bi-dimensional margins, at any time t or at jump times:
F
(2)
t (x1, x2) =
P
(
X1t > x1, X
2
t > x2, X
3
t > 0, ..., X
n−k
t > 0|T(1) = t1, ..., T(k) = tk, T(k+1) > t
)
=
∫ ∞
x1+t
∫ ∞
x2+t
n−k−2 times︷ ︸︸ ︷∫ ∞
t
· · ·
∫ ∞
t
f(ξ1, ..., ξn−k, t1, ..., tk)dξ1 · · · dξn−k∫ ∞
t
· · ·
∫ ∞
t︸ ︷︷ ︸
n−k times
f(ξ1, ..., ξn−k, t1, ..., tk)dξ1 · · · dξn−k
. (2.22)
F
(2)
T(k+1)
(x1, x2) =
∫ ∞
x1+tk+1
∫ ∞
x2+tk+1
n−k−3 times︷ ︸︸ ︷∫ ∞
tk+1
· · ·
∫ ∞
tk+1
f(ξ1, ..., ξn−k−1, t1, ..., tk+1)dξ1 · · · dξn−k−1∫ ∞
tk+1
· · ·
∫ ∞
tk+1︸ ︷︷ ︸
n−k−1 times
f(ξ1, ..., ξn−k, t1, ..., tk+1)dξ1 · · · dξn−k−1
.
In this section, we provide specific results for the case when T1, . . . , Tn
are conditional independent given a random vector Θ = (Θ1, . . . ,Θd). As
done before, we consider the dependence between two variables, and thus
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we study the evolution of the family {Cˆ(2)t }t≥0, where Cˆ(2)t is the bivariate
margin of the survival copula in (2.14).
Our results will be based on some notions of multivariate stochastic ordering,
we have discussed in Chapter 1. We study some aspects of the monotonic-
ity behaviour of the family {Cˆ(2)t }t≥0, both at default times and between
two subsequent default times. More precisely, we find out conditions for
stochastic dependence being decreasing at default times and progressively
increasing between two subsequent default times. On this purpose we will
present a preliminary result (see Proposition 2.3.3) that relates monotonic-
ity properties of the posterior densities of Θ to properties of hazard rates of
T1, . . . , Tn given Θ.
In order to adopt the same notation of the previous sections as to the
bivariate copula and since, where not specified otherwise, we will discuss the
behaviour of the bivariate margin of the copula, from now on, we will write
Cˆt instead of Cˆ
(2)
t .
2.3.1 Family of survival functions and survival copulas in the
conditionally i.i.d. case
Let Θ be a random vector with joint density pi0. We denote by θ =
(θ1, . . . , θd) its realization. Let T1, . . . , Tn be conditionally i.i.d. given Θ,
with conditional survival function G(x|θ) and conditional density g(x|θ). For
our purposes, our first step is the computation of the survival copula Cˆt. To
this aim, we adapt the expression for F to the present case of conditional
independence and identical distribution:
F (x1, . . . , xn) =
∫
Rd
G(x1|θ) · · ·G(xn|θ)pi0(θ)dθ =
∫
Rd
∫ ∞
x1
· · ·
∫ ∞
xn
g(ξ1|θ) · · · g(ξn|θ)dξ1 · · · dξnpi0(θ)dθ.
In particular, the one-dimensional predictive survival function and probabil-
ity density respectively become
G(x) =
∫
Rd
G(x|θ)pi0(θ)dθ,
g(x) =
∫
Rd
g(x|θ)pi0(θ)dθ.
We denote respectively by r(x) and r(x|θ) the predictive hazard rate of each
Ti and the conditional hazard rate, i.e.
r(x) =
g(x)
G(x)
, r(x|θ) = g(x|θ)
G(x|θ) .
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In terms of the conditional univariate survival functions G(x|θ), we want to
write down, for any x, 2 ≤ j ≤ n− k, the joint survival function F t.
In this respect it is important to notice that, if T1, . . . , Tn are condition-
ally i.i.d. given Θ, it can be shown that X1t , . . . , X
n−k
t are conditionally i.i.d.
given Θ as well. In particular, each Xit has conditional univariate survival
function Gt(x|θ).
We can now proceed with the computation of F t. For any t, conditionally
on the history Ft, Θ admits density
pit(θ) ≡ pi(θ|Ft).
If the observation up to t is
Et = {T(1) = t1, . . . , T(k) = tk, T(k+1) > t},
by applying the Bayes’ formula, we can write, for t ∈ (T(k), T(k+1)),
pit(θ) ∝ [G(t|θ)]n−kg(t1|θ) · · · g(tk|θ)pi0(θ); (2.23)
analogously
piT(k)(θ) ∝ [G(tk|θ)]n−kg(t1|θ) · · · g(tk|θ)pi0(θ). (2.24)
We point out that, since
piT−
(k)
(θ) ∝ [G(tk|θ)]n−k+1g(t1|θ) · · · g(tk−1|θ)pi0(θ), (2.25)
it is possible to write
piT(k)(θ) ∝ piT−
(k)
(θ)
g(tk|θ)
G(tk|θ)
= piT−
(k)
(θ)r(tk|θ). (2.26)
Furthermore
F t(x1, . . . , xn−k) =
∫
Rd
G(x1 + t|θ) · · ·G(xn−k + t|θ)
[G(t|θ)]n−k pit(θ)dθ. (2.27)
Thus the univariate margin becomes
Gt(x) = F t(x, 0, . . . , 0) =
∫
Rd
G(x+ t|θ)
G(t|θ) pit(θ)dθ. (2.28)
We are now in a position to write, for any t, the survival copula Cˆt. By
combining (2.27) and (2.28), we obtain
Cˆt(u1, . . . , un−k) =
∫
Rd
G(G
−1
t (u1) + t|θ)
G(t|θ) · · ·
G(G
−1
t (un−k) + t|θ)
G(t|θ) pit(θ)dθ.
(2.29)
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In particular, we will study the evolution of the bivariate copulas, ob-
tained as the bivariate margin of the copula in the previous formula and
therefore given by
Cˆt(u, v) =
∫
Rd
G(G
−1
t (u) + t|θ)
G(t|θ)
G(G
−1
t (v) + t|θ)
G(t|θ) pit(θ)dθ. (2.30)
Remark 2.3.2. As to the univariate survival function, it is interesting to
notice the difference between Gt(x) in (2.28) and
Ht(x) ≡ P(X > t+ x|X > t) = G(x+ t)
G(t)
:
Gt(x) is the univariate survival function conditional on the history up to t of
all the variables in the model, while Ht(x) is the univariate survival function
of one variable, conditional on the survival at t of only that variable.
On the other hand, since conditionally on Θ the variables are independent,
we can notice that, given Θ, conditioning on {X > t} is equivalent to con-
ditioning on Ft. Therefore the two univariate conditional survival functions
Gt(x|θ) and Ht(x|θ) do coincide:
Gt(x|θ) ≡ P(X > t+ x|Ft, θ) = P(X > t+ x|X > t, θ) = Ht(x|θ).
2.3.2 Monotonicity properties of survival copulas
In order to analyze the evolution of dependence when t elapses, we con-
sider, in particular, the family of survival copulas Cˆt(u, v), defined in (2.30).
We aim at obtaining conditions for monotonicity properties of
{
Cˆt
}
t≥0
.
It is natural to split the analysis of
{
Cˆt
}
t≥0
into two different stages,
namely:
a) at default times T(k)’s
or
b) between two of them, i.e. within the intervals (T(k), T(k+1)),
for k = 0, . . . , n− 2.
Under the hypothesis that T1, . . . , Tn are conditionally i.i.d., the survival
copulas are given by rather explicit expressions. Therefore, in the following,
we can study the monotonicity of the process
{
Cˆt
}
t≥0
by means of direct
comparisons.
In both the two cases a) and b), monotonicity properties of t→ Cˆt will
be easily achieved by imposing suitable monotonicity assumptions on the
conditional hazard rate r(t|θ).
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More precisely, monotonicity properties of t→ Cˆt can be obtained from
monotonicity properties of t→ pit, as stated in Propositions 2.3.6 and 2.3.7
below. On their turn, monotonicity properties of t → pit can be traced
back to monotonicity properties of θ → r(t|θ), as illustrated in the following
Proposition 2.3.3. We also remark that this proposition has some connec-
tions with the notion of default contagion, as we will see below.
Proposition 2.3.3. The following statements are equivalent:
(a) r(t|θ) ↑ θ;
(b) piT(k) ≥wlr piT−
(k)
a.s.;
(c) pit′ ≥wlr pit′′, for any t′ < t′′, t′, t′′ ∈ [T(k), T(k+1)), k = 0, . . . , n− 2.
Proof. The implication (a) ⇒ (b) is obvious by taking into account Eq.
(1.16) and the identity
piT(k)(θ)
piT−
(k)
(θ)
= r(T(k)|θ).
Conversely, by statement (b),
piT(k)(θ)
piT−
(k)
(θ)
= r(T(k)|θ) ↑ θ a.s..
Since, for any t > 0, g(t) > 0, r(T(k)|θ) ↑ θ a.s. implies r(t|θ) ↑ θ for any
t > 0.
In order to prove that (a) implies (c), we notice that
r(t|θ) ↑ θ ⇔
∫ t′′
t′
r(t|θ)dt ↑ θ ∀ t′ < t′′.
Since G(x|θ) = exp
{
−
∫ x
0
r(t|θ)dt
}
,
G(t′′|θ)
G(t′|θ) = exp
{
−
∫ t′′
t′
r(t|θ)dt
}
↓ θ
and the same holds for
pit′′(θ)
pit′(θ)
=
(
G(t′′|θ)
G(t′|θ)
)n−k
, with t′, t′′ ∈ [T(k), T(k+1)).
Therefore, by definition of weak likelihood ratio order, pit′′ ≤wlr pit′ .
Conversely, by statement (c),∫ t′′
t′
r(t|θ)dt ↑ θ
for any t′ < t′′, t′, t′′ ∈ [T(k), T(k+1)), k = 0, . . . , n− 2.
Thus, given a, b ∈ R+, a < b,
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∫ b
a
r(t|θ)dt =
∫ T(i)
a
r(t|θ)dt+
∫ T(i+1)
T(i)
r(t|θ)dt+ · · ·+
∫ T(j)
T(j−1)
r(t|θ)dt+
∫ b
T(j)
r(t|θ)dt ↑ θ.
We notice that, if Θ is a scalar r.v., the weak likelihood ratio order in
Proposition 2.3.3 is equivalent to the likelihood ratio order. In this case, we
have then sufficient arguments to prove the following results about mono-
tonicity of {Cˆt}t≥0.
Proposition 2.3.4. Let r(t|θ) be monotonic w.r.t. θ and
G
(
G
−1
t (u) + t|θ
)
G (t|θ)
increasing w.r.t. t. Then t 7→ Cˆt is increasing in the interval between two
jumps.
Proof. Assume, for instance, r(t|θ) increasing in θ. The proof when r(t|θ)
is decreasing in θ is analogous.
In view of Eq. (2.29), t 7→ Cˆt being increasing is equivalent to∫
R
G(G
−1
t′ (u) + t
′|θ)
G(t′|θ) ·
G(G
−1
t′ (v) + t
′|θ)
G(t′|θ) pit′(θ)dθ ≤∫
R
G(G
−1
t′′ (u) + t
′′|θ)
G(t′′|θ) ·
G(G
−1
t′′ (v) + t
′′|θ)
G(t′′|θ) pit′′(θ)dθ (2.31)
for any t′, t′′ ∈ [T(k), T(k+1)), t′ ≤ t′′. By Proposition 2.3.3, θ → r(t|θ) being
increasing implies pit′ ≥lr pit′′ . By (1.15), Eq. (2.31) would be easily ob-
tained under the condition
G(G
−1
t (u) + t|θ)
G(t|θ) being decreasing w.r.t. θ. This
fact too follows by Proposition 2.3.3.
Furthermore, in order to guarantee (2.31), we also need that
G(G
−1
t (u) + t|θ)
G(t|θ)
is increasing w.r.t. t.
Proposition 2.3.5. Let r(t|θ) be a monotonic function of θ.
Then CˆT(k) PQD CˆT−
(k)
a.s..
Proof. Assume θ → r(t|θ) to be increasing. By Proposition 2.3.3,
piT(k)(θ) ≥lr piT−
(k)
(θ) a.s.. On the other hand, since r(t|θ) ↑ θ is equiva-
lent to
G(x+ t|θ)
G(t|θ) ↓ θ,
G(G
−1
t (u) + t|θ)
G(t|θ) is non-increasing in θ. Thus, if,
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furthermore, the inequality
G(G
−1
T(k)
(u) + T(k)|θ)
G(T(k)|θ)
≤
G(G
−1
T−
(k)
(u) + T(k)|θ)
G(T(k)|θ)
(2.32)
holds, by applying (1.15), we would obtain the thesis, that is∫
R
G(G
−1
T(k)
(u) + T(k)|θ)
G(T(k)|θ)
·
G(G
−1
T(k)
(v) + T(k)|θ)
G(T(k)|θ)
piT(k)(θ)dθ ≤
∫
R
G(G
−1
T−
(k)
(u) + T(k)|θ)
G(T(k)|θ)
·
G(G
−1
T−
(k)
(v) + T(k)|θ)
G(T(k)|θ)
piT−
(k)
(θ)dθ.
The inequality (2.32) is guaranteed by G
−1
T(k)
(u) ≥ G−1T−
(k)
(u) for any u ∈ [0, 1],
that is equivalent to GT(k)(x) ≤ GT−
(k)
(x) for any x ∈ R. Recalling that
GT(k)(x) =
∫
R
G(x+ T(k)|θ)
G(T(k)|θ)
piT(k)(θ)dθ,
GT−
(k)
(x) =
∫
R
G(x+ T(k)|θ)
G(T(k)|θ)
piT−
(k)
(θ)dθ,
GT(k)(x) ≤ GT−
(k)
(x) follows by condition (1.15). Thus we can conclude that,
for any u, v ∈ [0, 1], CˆT(k)(u, v) ≤ CˆT−
(k)
(u, v).
When Θ is a random vector, in order to obtain the same theses of Propo-
sitions 2.3.4 and 2.3.5, we need the assumption pit MTP2 for any t. As a
matter of fact, this hypothesis is rather strong. Sufficient conditions for it
can be formulated in terms of r(t|θ) and G(t|θ) by taking into account the
expression (2.23) (see also [83]).
However, t → pit monotonic in the weak likelihood ratio order (as in
Proposition 2.3.3) and pit MTP2 for any t guarantee t→ pit being monotonic
in the likelihood ratio order (see Lemma 1.4.14). The latter condition implies
the monotonicity of t→ pit with respect to the usual stochastic order.
We are now in a position to state and prove the following results about
the monotonicity of the family
{
Cˆt
}
t≥0
of the survival copulas.
Proposition 2.3.6. Let r(t|θ) be monotonic w.r.t. θ, pit MTP2 for any t
and
G
(
G
−1
t (u) + t|θ
)
G (t|θ) increasing w.r.t. t.
Then t 7→ Cˆt is increasing in the interval between two jumps.
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Proof. Assume, for instance, r(t|θ) increasing in θ. The proof when r(t|θ)
is decreasing in θ is analogous. Let us denote
ρ(θ, t) =
G(G
−1
t (u) + t|θ)
G(t|θ) ·
G(G
−1
t (v) + t|θ)
G(t|θ) . (2.33)
In view of Eq. (2.30), the condition t 7→ Cˆt being increasing reads as∫
Rd
ρ(θ, t′)pit′(θ)dθ ≤
∫
Rd
ρ(θ, t′′)pit′′(θ)dθ (2.34)
for any t′ ≤ t′′. Thus, we want to prove Eq. (2.34). By Proposition 2.3.3,
θ → r(t|θ) increasing implies pit′ ≥wlr pit′′ . Since pit is MTP2 for any t, by
Lemma 1.4.14, pit′ ≥lr pit′′ and, therefore, in particular, it will be pit′ ≥st pit′′ .
By Proposition 2.3.3, θ → r(t|θ) increasing implies θ → ρ(θ, t) decreasing.
Therefore, by Eq. (1.15), pit′ ≥st pit′′ implies∫
Rd
ρ(θ, t′)pit′(θ)dθ ≤
∫
Rd
ρ(θ, t′)pit′′(θ)dθ.
Since, by hypothesis, t→ ρ(θ, t) is increasing,∫
Rd
ρ(θ, t′)pit′′(θ)dθ ≤
∫
Rd
ρ(θ, t′′)pit′′(θ)dθ
and therefore ∫
Rd
ρ(θ, t′)pit′(θ)dθ ≤
∫
Rd
ρ(θ, t′′)pit′′(θ)dθ,
that is Cˆt′ PQD Cˆt′′ for any t′ < t′′, t′, t′′ ∈ [T(k), T(k+1)).
Proposition 2.3.7. Let r(t|θ) be a monotonic function of θ and pit MTP2
for any t. Then
CˆT(k) PQD CˆT−
(k)
a.s.. (2.35)
Proof. Let us define, as in Eq. (2.33),
ρ(θ, T(k)) =
G(G
−1
T(k)
(u) + T(k)|θ)
G(T(k)|θ)
·
G(G
−1
T(k)
(v) + T(k)|θ)
G(T(k)|θ)
and
ρ(θ, T−(k)) =
G(G
−1
T−
(k)
(u) + T(k)|θ)
G(T(k)|θ)
·
G(G
−1
T−
(k)
(v) + T(k)|θ)
G(T(k)|θ)
.
We want to prove that∫
Rd
ρ(θ, T(k))piT(k)(θ)dθ ≤
∫
Rd
ρ(θ, T−(k))piT−(k)(θ)dθ a.s..
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Assume θ → r(t|θ) to be increasing. The proof when θ → r(t|θ) is decreasing
is analogous.
By Proposition 2.3.3, piT(k) ≥wlr piT−
(k)
a.s. and then, by Lemma 1.4.14,
piT(k) ≥lr piT−
(k)
holds.
On the other hand, r(t|θ) ↑ θ implies G(x+ t|θ)
G(t|θ) ↓ θ and therefore θ → ρ(θ, t)
decreasing. We recall that
GT(k)(x) =
∫
Rd
G(x+ T(k)|θ)
G(T(k)|θ)
piT(k)(θ)dθ,
GT−
(k)
(x) =
∫
Rd
G(x+ T(k)|θ)
G(T(k)|θ)
piT−
(k)
(θ)dθ.
Since piT(k) ≥lr piT−
(k)
a.s. implies piT(k) ≥st piT−
(k)
a.s., by condition (1.15), it
follows that GT(k)(x) ≤ GT−
(k)
(x). This implies
G(G
−1
T(k)
(u) + T(k)|θ)
G(T(k)|θ)
≤
G(G
−1
T−
(k)
(u) + T(k)|θ)
G(T(k)|θ)
, (2.36)
that is ρ(θ, T(k)) ≤ ρ(θ, T−(k)). Hence∫
Rd
ρ(θ, T(k))piT(k)(θ)dθ ≤
∫
Rd
ρ(θ, T(k))piT−
(k)
(θ)dθ ≤
∫
Rd
ρ(θ, T−(k))piT−(k)(θ)dθ.
Thus we can conclude that, for any u, v in [0, 1], CˆT(k)(u, v) ≤ CˆT−
(k)
(u, v)
a.s., that is the thesis.
It can be easily shown that the statement (a) in Proposition 2.3.3 implies
a condition of default contagion, in the following sense:
F
(n−k)
T−
(k)
(x1, . . . , xn−k) ≥ F (n−k)T(k) (x1, . . . , xn−k), ∀ x1, . . . , xn−k ≥ 0. (2.37)
It is then interesting to notice that the assumption guaranteeing default con-
tagion also implies, under our conditions, a jump downward of the copulas
of the surviving units, at default times, as the following proposition states.
Proposition 2.3.8. CˆT(k) PQD CˆT−
(k)
implies default contagion in the sense
of (2.37).
The analysis of a simple and very well known model allows us to show
now an example of application of both Proposition 2.3.6 and 2.3.7 in the
case θ ∈ R+.
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Example 2.3.9. Consider G(t|θ) = e−θt, so that r(t|θ) = θ. The condi-
tional hazard rate r(t|θ) is constant w.r.t. t and increasing w.r.t. θ and
the assumptions of Proposition 2.3.6 and Proposition 2.3.7 are satisfied. In
particular, if the a priori distribution of Θ is Gamma(α0, β0), then, at any
time t > 0, the conditional distribution of Θ is again Gamma and Cˆt is a
Clayton copula. More precisely,
pit(θ) =
βαtt
Γ(αt)
θαt−1e−βtθ,
with αt = α0 +Nt, βt = β0 +
∑n
k=1 min(T(k), t), and
Cˆt(u, v) =
(
u
− 1
αt + v
− 1
αt − 1
)−αt
.
We obtain that t → Cˆt remains constant between two subsequent default
times and makes a jump downward at instants of default.
2.3.3 Concluding remarks
In this last passage, we present some remarks and comments about the
results we have obtained in this section. As we have already said, our main
results are contained in the Propositions 2.3.6 and 2.3.7.
Proposition 2.3.6 states that, if the conditional hazard rate r(t|θ) is
monotonic in θ and if the components of Θ satisfies a suitable positive
dependence property, namely MTP2, dependence among residual lifetimes
continuously increases at the increase of survival time.
In particular, since residual lifetimes become more and more dependent,
Proposition 2.3.6 gives conditions for the phenomenon of tail dependence.
The latter circumstance means that extremal events are more dependent
than non-extremal ones. In other words, we can intuitively expect that,
eventually, failures will occur each close to the other ones.
Proposition 2.3.7 states instead that, under the same conditions on r(t|θ)
and on Θ, inequality (2.35) holds, i.e. the dependence among residual life-
times discontinuously decreases when a failure occurs.
Notice that (2.35), i.e. CˆT(k) PQD CˆT−
(k)
, and default contagion are two
phenomena referring to the behaviour of residual lifetimes at the instants
of defaults. Actually, they appear to be two different phenomena; they are
however related in some way. More precisely, it can be shown that r(t|θ)
monotonic in θ also implies default contagion. Still remaining in the present
case of conditionally i.i.d. observations, we can however say more: it can
be proved that CˆT(k) PQD CˆT−
(k)
implies default contagion (see Proposition
2.3.8).
Let us now come to comment on some technical assumptions in Propo-
sitions 2.3.6 and 2.3.7.
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Notice that, even if the likelihood ratio order is a very well known and
most used notion, in Proposition 2.3.3, it is sufficient requiring the weak
likelihood ratio order. In fact, as it happens in the proofs of the propositions
referring to the univariate case, we actually use the condition
pit(θ)
pis(θ)
being
monotonic in θ. When θ is univariate, such a condition corresponds just to
a characterization of the likelihood ratio order; in the multivariate case, it
gives the definition of weak likelihood ratio order. The point is that, in order
to prove Propositions 2.3.6 and 2.3.7, we need monotonicity of the family
{pit}t≥0 with respect to the usual stochastic order. In the multivariate case,
the usual stochastic order is implied by the likelihood ratio order, but not
by the weak likelihood ratio order. In order to retrieve the monotonicity of
the family {pit}t≥0 with respect to the usual stochastic order, it is necessary
imposing, further, the condition that Θ is MTP2.
As a matter of fact, in the multivariate case, we distinguish between weak
and strong notions of a same stochastic ordering, whereas, in the univariate
case, the two notions do coincide. Adding the condition Θ MTP2 allows us
to obtain, from the weaker notion of stochastic order, the stronger one.
More in general, one could argue that MTP2, representing a strong no-
tion of dependence, allows us to treat the random vector Θ like a scalar
random variable. On its turn, this fact makes it possible to automatically
extend many results, valid for the case of a univariate non-observable factor,
to the multivariate case.
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Chapter 3
Distorted copulas:
constructions and tail
dependence
In this chapter, we examine under which conditions on an increasing
bijection ψ of [0, 1], the distortion Cψ : [0, 1]
2 → [0, 1],
Cψ(x, y) = ψ(C(ψ
−1(x)), ψ−1(y)), (3.1)
of a given copula C, is still a copula. In particular, when the copula C is
totally positive of order 2, we give a sufficient condition on ψ which en-
sures that any distortion of C by means of ψ is still a TP2 copula. The
presented results allow us to introduce in a more flexible way families of
copulas exhibiting different behaviour in the tails.
The study of distortions is of general interest since they can be used for
generating, in a flexible way, new families of copulas. In order to do this,
we need conditions on ψ warranting that, for a given C, Cψ is still a copula.
Moreover, it would be also of interest to investigate how some dependence
properties of C change or are preserved under these distortions.
In this chapter, we revisit the distortion of copulas from a new perspec-
tive, which includes the results obtained in the literature. In sections 3.2 and
3.2.1, we mainly focus on some statistical aspects of copulas. In particular,
in section 3.2, the TP2 property is studied, both as a dependence property
and for its implications on the preservation of the 2-increasing property un-
der distortion. In section 3.2.1, dependence on the tails of the copula is
investigated. More precisely, we analyze how the tail dependence properties
are modified under distortions. These results will show the usefulness of
distortion for generating flexible statistical models. The presented results
may be seen in the frame of the more general case of distorted probabilities.
Section 3.2.2 is devoted to some comments clarifying this possible extension.
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3.1 Revisiting distortions of copulas
A large part of literature about distortions mainly focuses on the deter-
mination of the class of all increasing bijections ψ such that the mapping
given by Eq. (3.1) transforms any copula C into another copula. Here we are
rather interested in the (generally, larger) class of all increasing bijections ψ
such that, for a given copula C, Cψ is still a copula.
We call an order isomorphism any increasing bijective transformation of
[0, 1]. The set of all order isomorphisms is denoted by I. If ψ is an order
isomorphism and C a mapping from [0, 1]2 to [0, 1], then we call ψ-transform
of C, or ψ-distortion of C, the mapping Cψ : [0, 1]
2 → [0, 1] defined by (3.1).
It is obvious that all the ψ-distortions of a copula C are such that Cψ is
increasing in each variable and Cψ(x, 1) = Cψ(1, x) = x for every x ∈ [0, 1];
but not necessarily Cψ satisfies the 2-increasing property. Thus Cψ’s are
(continuous) semi-copulas, but not necessarily copulas (see [18, 21, 43, 44]).
From another point of view, any of such distortions can be considered as the
semi-copula associated with a suitable distorted probability (as clarified by
[45]).
Given C ∈ C, let I (C) be the set of all order isomorphisms which, being
applied to C, give rise to another copula. Precisely
I (C) = {ψ ∈ I |Cψ ∈ C}.
By the literature cited above, it is well known that, regardless of C, the set
I (C) contains Icx, the set of all convex bijections on [0, 1]. However, as
a key observation stimulating this investigation, for a fixed copula C, the
inclusion of Icx into I (C) may be strict. For example, it is well known that
I (M) = I, while I (W ) = Icx (see, for example, [74]).
Example 3.1.1. If C is an Archimedean copula with an additive generator
f : [0, 1]→ [0,+∞[, i.e.
C(x, y) = f (−1)(f(x) + f(y)), (3.2)
then I (C) consists of all ψ ∈ I such that f ◦ ψ−1 is convex.
Example 3.1.2. If C is an extreme value copula (see, e.g., [78]), then I (C)
also contains all the power functions ψ(t) = tα for every α > 0.
These facts spur us to investigate whether, fixed a copula C, it is possible
to construct the set I (C) or, at least, to find its elements that are not
convex. As we will see at the end of the section, these results will be useful
for constructing families of copulas starting with some fixed C.
For this end, we need some preliminary considerations.
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Lemma 3.1.3. [70, Proposition 4.B.2] Let A be an interval of R and let
f : A → R. If f is convex and increasing, then, for every a1, a2, a3, a4 ∈ A
such that
a1 ≤ min(a2, a3) ≤ max(a2, a3) ≤ a4,
and a1 + a4 ≥ a2 + a3, we have
f(a1) + f(a4) ≥ f(a2) + f(a3).
Then, we have to consider the following definition on I, which can be
obtained from [54].
Definition 3.1.4. Let ϕ,ψ be in I. We say that ϕ is less convex than ψ
(and we write ϕ ≤C ψ) if ψ ◦ ϕ−1 is convex.
Let us denote by I an arbitrary set and by IdI the identity function on
the set I.
It can be shown quite easily, that the relation ≤C is an ordering on I, i.e. it is
reflexive, transitive and antisymmetric. Moreover, we have that ϕ ≤C Id[0,1]
if and only if ϕ is concave, and, analogously, Id[0,1] ≤C ϕ if and only if ϕ is
convex, where Id[0,1] is the identity function on [0, 1]. More results about
the convex ordering among probability distribution functions can be derived
from [23], where different assumptions are given on the functions ϕ and ψ
(see also [73]), and from [75] and [82], where this order is considered under
different names (e.g., likelihood ratio order).
Here we would like just to stress that, by using the previous definition,
we have that ϕ ≤C ψ if and only if ϕ ◦ψ−1 is concave, i.e., for all c, d ∈ [0, 1]
where c < d and for every y ∈ ]c, d]
ϕ ◦ ψ−1(y)− ϕ ◦ ψ−1(c)
y − c ≥
ϕ ◦ ψ−1(d)− ϕ ◦ ψ−1(c)
d− c ,
which is equivalent to the fact that
ϕ(x)− ϕ(a)
ϕ(b)− ϕ(a) ≥
ψ(x)− ψ(a)
ψ(b)− ψ(a) (3.3)
holds for all a, b ∈ [0, 1] where a < b and for every x ∈ ]a, b].
The following theorem is the main result of this section. It states a
closure property of the sets I (C) with respect to the afore-mentioned convex
ordering. It will allow us to single out further (non convex) isomorphisms
belonging to I (C), once we have found one.
Theorem 3.1.5. Let ϕ,ψ ∈ I such that ϕ ≤C ψ. If ϕ is an element in
I (C), then so is ψ.
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Proof. First note that, in order to prove that ψ ∈ I (C), it is enough to
verify the 2-increasingness of Cψ, as the border conditions for a copula are
trivially preserved.
If R = [x1, x2]× [y1, y2] is a rectangle of [0, 1]2 and ψ is an order isomor-
phism, we denote Rψ
−1
= [ψ−1(x1), ψ−1(x2)]× [ψ−1(y1), ψ−1(y2)]. Now, let
C be a copula. We denote by CRi,j = C(xi, yj), where i, j ∈ {1, 2}, the value
that C assumes on the vertex (xi, yj) of the rectangle R. We introduce the
set
Rq(C) =
{
(CR1,1, C
R
1,2, C
R
2,1, C
R
2,2) ∈ [0, 1]4 | R is a rectangle
}
,
that consists of all quadruples of values of C in the vertices of all possible
rectangles of [0, 1]2. For every ψ ∈ I, it is not difficult to prove that
Rq(C) =
{
(CR
ψ−1
1,1 , C
Rψ
−1
1,2 , C
Rψ
−1
2,1 , C
Rψ
−1
2,2 ) ∈ [0, 1]4 | R is a rectangle
}
,
where, for i, j ∈ {1, 2}, CRψ−1i,j = C(ψ−1(xi), ψ−1(yj)) denotes the value
that C assumes on the vertex (ψ−1(xi), ψ−1(yj)) of the rectangle Rψ
−1
.
Therefore, in order to prove that ψ ∈ I is also an element of I (C), we only
have to prove that, for every (a, b, c, d) ∈ Rq(C),
ψ(a)− ψ(b)− ψ(c) + ψ(d) ≥ 0.
Now, let (a, b, c, d) be in Rq(C) and let ϕ ∈ I (C). Thanks to the
monotonicity of ϕ, we have
ϕ(a) ≤ min(ϕ(b), ϕ(c)) ≤ max(ϕ(b), ϕ(c)) ≤ ϕ(d).
Moreover, since ϕ ∈ I (C),
ϕ(a)− ϕ(b)− ϕ(c) + ϕ(d) ≥ 0.
From Lemma 3.1.3, this inequality is preserved when the following affine
mapping Ta,d is applied to each term:
Ta,d : [ϕ(a), ϕ(d)]→ [ψ(a), ψ(d)], x 7→ x− ϕ(a)
ϕ(d)− ϕ(a) (ψ(d)− ψ(a)) + ψ(a).
Therefore, we obtain that(
Ta,d ◦ ϕ
)
(a)− (Ta,d ◦ ϕ)(b)− (Ta,d ◦ ϕ)(c) + (Ta,d ◦ ϕ)(d) ≥ 0.
We can check easily that
(
Ta,d ◦ ϕ
)
(a) = ψ(a) and
(
Ta,d ◦ ϕ
)
(d) = ψ(d).
Moreover, by assumption ϕ ≤C ψ and, in particular, by (3.3), we have(
Ta,d ◦ ϕ
)
(b) ≥ ψ(b) and (Ta,d ◦ ϕ)(c) ≥ ψ(c).
Therefore also
ψ(a)− ψ(b)− ψ(c) + ψ(d) ≥ 0,
which is the desired assertion.
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To put Theorem 3.1.5 differently, every I (C) is an upper set with respect
to convex ordering ≤C .
As a consequence of Theorem 3.1.5, we may obtain the following result,
already known in the literature.
Corollary 3.1.6. For every C ∈ C, Icx ⊆ I (C).
Proof. Let C be a copula. Clearly Id[0,1] ∈ I (C). Moreover, by the defini-
tion of the relation ≤C and Theorem 3.1.5 it follows easily that Id[0,1] ≤C ψ
if and only if ψ is convex.
The following theorem shows a further procedure to obtain members
of I (C), starting with two other members belonging to this class. The
result is based on the closure property of sets I (C) with respect to convex
combinations.
Theorem 3.1.7. Let C be a copula. If ϕ,ψ are members of I (C), then so
is αϕ+ (1− α)ψ for any α ∈ [0, 1].
Proof. The assumption ϕ,ψ ∈ I (C) is equivalent to
ϕ(CR1,1)− ϕ(CR1,2)− ϕ(CR2,1) + ϕ(CR2,2) ≥ 0,
ψ(CR1,1)− ψ(CR1,2)− ψ(CR2,1) + ψ(CR2,2) ≥ 0,
for every rectangle R. Multiplying the first inequality by α, the second one
by (1− α) and adding them up yields the inequality
%(CR1,1)− %(CR1,2)− %(CR2,1) + %(CR2,2) ≥ 0,
where % = αϕ+ (1− α)ψ. Since this inequality also holds for any rectangle
R, we have % ∈ I (C).
Summarizing, given a copula C and ψ ∈ I (C), Theorems 3.1.5 and 3.1.7
might suggest two methods for constructing other elements in I (C):
• take all ϕ ∈ I such that ψ ≤C ϕ,
• take all convex combinations between ψ and such a ϕ or any convex
ϕ ∈ I.
Both these methods may be applied for constructing families of copulas,
based on C, by means of suitable ψ-transforms as above. In particular, they
are “relevant” (i.e. do not produce just convex isomorphisms) when ψ or ϕ
is not convex. In the next, we will see a way to obtain a possibly not convex
ψ ∈ I (C).
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3.2 The TP2 property under distortions
This section aims at analyzing how copulas satisfying TP2 property can
be transformed into other TP2 copulas by means of suitable distortions. This
fact is relevant from a statistical point of view: it does mean that, starting
with a given element in C, we can construct a family of copulas sharing
a strong dependence property. Furthermore, from a more formal point of
view, the preservation of the TP2 property guarantees the preservation of
the 2-increasing property as well.
Thus, starting with a copula C satisfying the TP2 property, we would
like to find conditions on the transformation ψ such that Cψ is also TP2.
Preliminarily, we state the following result.
Lemma 3.2.1. Let C : [0, 1]2 → [0, 1] be increasing in each variable. If C
is TP2, then it is 2-increasing.
Proof. Suppose that C is TP2. Then, for every x1, x2, y1, y2 in [0, 1], x1 ≤ x2
and y1 ≤ y2, we have that
C(x1, y1)C(x2, y2) ≥ C(x1, y2)C(x2, y1).
Because the logarithm function is strictly increasing, it follows that
logC(x1, y1) + logC(x2, y2) ≥ logC(x1, y2) + logC(x2, y1), (3.4)
i.e. logC is 2-increasing. Now, we recall that if H is a 2-increasing and
monotonic function and φ is convex and increasing, then φ◦H is monotonic
and 2-increasing (see [70, page 151]). In particular, by applying this result
to the exponential function and to the 2-increasing and monotonic function
log ◦C, we obtain that C = exp(logC) is 2-increasing, which is the desired
assertion.
Theorem 3.2.2. Let C be a TP2 copula. Let ψ ∈ I. If ψ ◦ exp: (−∞, 0]→
[0, 1] is log-convex, then
(i) Cψ is TP2;
(ii) ψ ∈ I (C).
Proof. In order to prove (i), given a rectangle R = [x1, x2]× [y1, y2] of [0, 1]2
we set
aij = C(ψ
−1(xi), ψ−1(yj)).
By definition, every aij ∈ [0, 1] and
a11 ≤ min(a12, a21) ≤ max(a12, a21) ≤ a22.
53
Since C is TP2, it follows that a11a22 ≥ a12a21, which implies
log a11 + log a22 ≥ log a12 + log a21. (3.5)
Now, by assumption γ : (−∞, 0]→ (−∞, 0], γ(t) = log(ψ(et)) is convex and
increasing, and, by applying Lemma 3.1.3 to each term of inequality (3.5),
we obtain
log(ψ(a11)) + log(ψ(a22)) ≥ log(ψ(a12)) + log(ψ(a21)),
which, in its turn, implies
ψ(a11)ψ(a22) ≥ ψ(a12)ψ(a21). (3.6)
Thus, Cψ is TP2. Finally, from Lemma 3.2.1 it follows that Cψ is also 2-
increasing and, since Cψ satisfies also the border conditions for a copula, Cψ
is a copula.
Note that the condition log ◦ψ ◦ exp convex is sometimes referred to as
geometric convexity of ψ (compare with [81]).
Remark 3.2.3. Log-convexity also plays a key role in characterizing uni-
variate ageing notions. For example, we say that a survival distribution
function F is Decreasing Failure Rate (DFR) when it is log-convex (com-
pare, e.g., with [68]). This means that we might construct isomorphisms ψ
that satisfy the assumptions of Theorem 3.2.2 just by taking ψ = F ◦(− log),
where F is a suitable DFR survival distribution. By using this fact, we can
obtain the following examples corresponding to (versions of) Weibull, Gom-
pertz and Lomax survival distribution functions:
• ψ(t) = exp (−(− log(t))α), where α ∈]0, 1];
• ψ(t) = exp
(
−α− log(t)−1log(α)
)
, where α ∈ ]0, 1];
• ψ(t) = (1− log(t))−α, where α > 0.
For a fixed C, the sufficient condition of Theorem 3.2.2 need not be
necessary. In fact, the copula M is TP2 and it coincides with any of its
transformation Mψ, apart from the properties of ψ ∈ I. However, for the
class of strict Archimedean copulas, which can be obtained as a distortion
of the copula Π, we have the following characterization.
Corollary 3.2.4. Let ψ ∈ I. Then Πψ is a TP2 copula if and only if ψ◦exp
is log-convex.
Proof. Suppose that Πψ is a TP2 copula. Then, Πψ = C is a strict Archi-
medean copula additively generated by f(t) = − log(ψ−1(t)). Now, it is
known from Proposition 6.1 by [21] (compare also with [12]) that C is TP2
if and only if f−1 is log-convex, which is equivalent to t 7→ log(ψ(e−t))
convex on [0,+∞), that is ψ ◦ exp log-convex on (−∞, 0].
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Now, a remarkable fact is derived from Theorem 3.2.2 by considering
that every power function ψ ∈ I has the property that ψ ◦exp is log-convex.
Corollary 3.2.5. Let C be a TP2 copula and ψ ∈ I, ψ(t) = tα for α > 0.
Then Cψ is a TP2 copula.
This observation is of a great importance since such transformations
allow us to construct several parametric families of copulas starting with a
known copula C that is TP2.
Example 3.2.6. For every θ ∈ [−1, 1], let us consider the Farlie-Gumbel-
Morgenstern family of copulas whose elements are given by
Cθ(x, y) = xy + θxy(1− x)(1− y). (3.7)
Every Cθ is TP2 when θ ∈ [0, 1]. Let us consider ψ(t) = tα for every α > 0
and the transformed copulas (Cθ)ψ, that we denote by Cα,θ. We have that
Cα,θ(x, y) = xy[1 + θ(1− x
1
α )(1− y 1α )]α (3.8)
defines a family of copulas that are TP2 when θ ∈ [0, 1] (compare also with
[10]).
Example 3.2.7. Let C be a semilinear copula (compare with [33, 41]), i.e.
there exists f : [0, 1] → [0, 1] that is strictly increasing and continuous with
f(t)
t
decreasing on ]0, 1] and f(1) = 1, such that
C(x, y) = min(x, y)f(max(x, y)).
Let us consider ψ(t) = tα for every α > 0. Since C is TP2, then Cψ is
a copula for every α > 0. Actually, the distorted copula Cψ is again a
semilinear copula generated by g(t) = fα(t1/α).
3.2.1 Tail dependence coefficients under distortions
A possible reason for adding new parameters to already known copulas
lies in producing families that exhibit some more flexible properties. In par-
ticular, copulas with different tail behaviour are usually required for building
stochastic models for estimating extreme and risky events [72, 57, 80]. In
this section, we show how the distortions of a given copula C may modify the
tail behaviour of C, as measured by its tail dependence coefficients. Specif-
ically, we state formulas linking the original tail dependence coefficients of
C and the ones obtained from some distortion of C.
Here we state our results related to the tail dependence coefficients of
the distorted copula.
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Proposition 3.2.8. Let C be a copula such that λL(C) exists and is finite.
Let ψ ∈ I (C). If, for some α > 0,
lim
t→0+
ψ(t)
tα
= b ∈ (0,+∞).
Then λL(Cψ) = (λL(C))
α.
Proof. Let C be a copula with diagonal section δC . If δC = 0 on [0, ε] for a
small ε > 0, then we easily obtain that λL(Cψ) = 0 = (λL(C))
α. Otherwise,
suppose that δC is strictly increasing on [0, ε] for some small ε > 0. Taking
into account Eq. (1.8), the lower tail dependence coefficient for Cψ can be
expressed as
λL(Cψ) = lim
x→0+
ψ(C(x, x))
ψ(x)
= lim
x→0+
(
ψ(C(x, x))
[C(x, x)]α
· [C(x, x)]
α
xα
· x
α
ψ(x)
)
.
Therefore, from the given assumptions, λL(Cψ) = [λL(C)]
α.
Proposition 3.2.9. Let C be a copula such that λU (C) exists and is finite.
Let ψ ∈ I (C). If, for some α > 0,
lim
t→1−
1− ψ(t)
(1− t)α = b ∈ (0,+∞),
then λU (Cψ) = 2− (2− λU (C))α.
Proof. Let C be a copula with diagonal section δC . Then, δC is strictly
increasing on [1− ε, 1] for some small ε > 0.
By taking into account (1.10), the upper tail dependence coefficient of
Cψ can be expressed as
λU (Cψ) = 2− lim
x→1−
1− ψ(C(x, x))
1− ψ(x) = 2− limx→1−
1− ψ(δC(x))
1− ψ(x) .
If, for some α > 0, lim
t→1−
1− ψ(t)
(1− t)α = b ∈ (0,+∞), then
lim
x→1−
1− ψ(δC(x))
1− ψ(x) = limx→1−
(
1− ψ(δC(x))
(1− δC(x))α ·
(1− δC(x))α
(1− x)α ·
(1− x)α
1− ψ(x)
)
.
Therefore, λU (Cψ) = 2− (2− λU (C))α.
Example 3.2.10. For every θ ∈ [−1, 1], let us consider the Farlie-Gumbel-
Morgenstern family {Cθ} of copulas whose elements are given by (3.7). If
we consider ψ˜ ∈ I, then ψ˜(t) = e−(− log t)α for every α ∈ (0, 1). It can
be showed that ψ˜ satisfies the assumptions of Theorem 3.2.2 and Proposi-
tion 3.2.9. Thus, (Cθ)ψ˜ is a modification of the Farlie-Gumbel-Morgenstern
copula having, additionally, upper tail dependence coefficient equal to 2−2α.
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For the case of strict Archimedean copulas, the above results can be
stated in the following simpler forms.
Corollary 3.2.11. Let C(x, y) = f−1(f(x) + f(y)) be an Archimedean cop-
ula additively generated by f .
(i) If teαf(t)
t→0+−→ b ∈ (0,+∞) for some α > 0, then λL(C) = 0.
(ii) If
1− t
(1− e−f(t))α
t→1−−→ b ∈ (0,+∞) for some α > 0, then λU (C) =
2− 2α.
Proof. The proof follows easily by the Propositions 3.2.8 and 3.2.9 and by
the fact that any Archimedean copula C(x, y) = f−1(f(x) + f(y)) can be
represented as a distortion Πψ of the independence copula Π (that has upper
and lower tail dependence coefficient equal to 0) with ψ = f−1 ◦ (− log).
More general results about the tail dependence coefficients of an Ar-
chimedean copulas are given by [59, 58] and [27, 28] in terms of regularly
varying properties of the additive generator.
3.2.2 Concluding remarks
In previous sections of this chapter, we have obtained several results
concerning the so-called distortions of a given copula. Here, we would like
to clarify how these results may be reformulated and reinterpreted in the
more general context of bivariate distribution functions.
We start by a simple observation. Let us consider a bivariate continuous
distribution function F and an order isomorphism ψ ∈ I. Suppose that
Fψ = ψ ◦ F is a distribution function. If PF is the probability measure
generated by F on the Borel sets of R2, then Fψ is simply the distribution
function of the probability measure ψ ◦ PF . Generalized measures obtained
by means of the distortion of a probability measure are usually known as
distorted probabilities [32].
Now, let C be the copula of F . It is quite easy to prove that the copula
of Fψ is simply Cψ (see, e.g., [43]). Moreover, the following result can be
also stated.
Proposition 3.2.12. Let us consider a bivariate continuous distribution
function F and an order isomorphism ψ ∈ I. Let C be the copula of F
and let PF be the probability measure induced by F on R2. The following
statements are equivalent:
• Fψ(x, y) = ψ(F (x, y)) is a distribution function,
• ψ ∈ I (C).
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Thus, investigations about distorted copulas can be as well applied to
the cases of distortions of probabilities and distribution functions.
Finally, notice that, under suitable assumptions, the distortions Fψ ob-
tained from any ψ ∈ I (C) have a quite distinguished property: they de-
scribe all the bivariate distribution functions having the same level sets as
F (see, for example, [45, 76]). Interesting statistical motivations for defining
distribution functions by means of level sets have been examined by [10].
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Chapter 4
Ageing and its evolution
This chapter is devoted to the study of the ageing properties of a survival
model and of their evolution. We recall the notions of univariate ageing and
then we introduce notions of bivariate and multivariate ageing, that can be
expressed in terms of a suitable semi-copula B, called ageing function.
4.1 Univariate and bivariate ageing properties
First, we recall the following notions of univariate ageing for a survival
function G.
Definition 4.1.1. We say that
• G is New Better than Used (shortly, NBU) if and only if for all x, y ∈
R+, G(x+ y) ≤ G(x)G(y);
• G is Increasing Failure Rate (shortly, IFR) if and only if G is log-
concave (that is, log ◦G is concave).
We say that these notions describe positive ageing. The corresponding
negative notions are obtained by reverting the sign in the inequalities:
Definition 4.1.2. We say that
• G is New Worse than Used (shortly, NWU) if and only if for all
x, y ∈ R+, G(x+ y) ≥ G(x)G(y);
• G is Decreasing Failure Rate (shortly, DFR) if and only if G is log-
convex.
Since we are considering absolutely continuous r.v.’s, IFR and DFR are
equivalent to the hazard rate r(t) being increasing and decreasing respec-
tively.
It is also immediate to check that IFR implies NBU and DFR implies NWU.
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For a detailed discussion about univariate ageing, see [14].
Correspondingly to these two properties, there exist different notions of
bivariate ageing; we have considered the following extensions. In the sequel,
F will denote the joint survival function of the random vector (X,Y ).
Definition 4.1.3. We say that
• F is (bivariate) NBU if F (x, y) ≥ G(x+ y) ∀x, y ∈ R+;
• F is (bivariate) IFR if F (x+τ, y−τ) ≥ F (x, y) ∀ x < y, 0 ≤ τ ≤ y−x.
We remark that the notion of bivariate NBU can be alternatively ex-
pressed in terms of the stochastic comparison
P(X > x+ τ |X > x) ≤ P(Y > τ |X > x), ∀x, τ ∈ R+.
This inequality makes more explicit the following interpretation of the bivari-
ate NBU: the “new” component Y is “better” than the “used” component
X, in the sense that the survival probability of Y is higher.
As to the notion of bivariate IFR, it corresponds to F being Schur-
concave.
Remark 4.1.4. Schur-concave (or Schur-convex) distributions describe a
very particular case of exchangeability. However they are important both
from a conceptual and an application-oriented point of view, in that they
give rise, in a sense, to a natural generalization of the fundamental case of
independent lifetimes with increasing (or decreasing) failure rate.
In fact, if X,Y are independent,
F (x+ ε, y − ε) = G(x+ ε)G(y − ε);
therefore, F being Schur-concave is equivalent to
G(x)
G(x+ ε)
≤ G(y − ε)
G(y)
.
On its turn, this last condition is equivalent to G being log-concave.
A particular case of Schur-concave and Schur-convex distribution is, on
its turn, a Schur-constant distribution function, F (x, y) = G(x + y). This
case constitutes the generalization of the basic case of independent expo-
nential lifetimes.
The exponential distribution, with its memory-less property, is the basic and
idealized probability model for standard reliability methods and for univari-
ate ageing analysis. Similarly, Schur-constant distributions can be seen as
the idealized models in the setting of multivariate bayesian analysis of life-
times. They describe a property of indifference to ageing of the units of the
model.
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4.2 Semigroups of semi-copulas and evolution of
dependence at increase of age
In this section, we consider a pair of exchangeable lifetimes X,Y and the
families of the conditional survival functions. We analyze some properties
of ageing for F t (x, y) and some relations among properties of dependence
and properties of ageing.
Let us consider the function B : [0, 1]× [0, 1]→ [0, 1] defined by
B(u, v) = exp
{
−G−1 (F (− log u,− log v))} . (4.1)
It is immediate to see that B satisfies boundary conditions for a copula, is
increasing in each variable and continuous, but it does not satisfy, generally,
the rectangular inequality. For this reason we say that B is generally a
semi-copula ([21, 43]). However, it turns out to be a copula in several cases
of interest.
The function B can be used to describe certain “bivariate ageing” prop-
erties of the pair (X,Y ) and has been called “bivariate ageing function”.
By imposing appropriate dependence conditions on B, it is possible to
characterize some conditions of bivariate ageing for (X,Y ).
Besides dependence properties, an important property of ageing func-
tions is the supermigrativity (see [21], where the class of supermigrative
semi-copulas, PSM , is denoted by P(3)+ , and [37, 36]).
Definition 4.2.1. We say that a semi-copula S is supermigrative (SM) if,
for any 0 < s < 1, 0 ≤ v ≤ u ≤ 1,
S(us, v) ≥ S(u, sv). (4.2)
Analogously, we say that S is submigrative (sM) if inequality (4.2) holds,
with the reverted sign.
Thus, as in [19], we give the following characterization:
Proposition 4.2.2. For a bivariate survival function F , we say that
• F is NBU if B is PQD;
• F is IFR if B is SM.
In view of this fact, B can be used to analyze some relations existing
among univariate ageing, bivariate ageing, and stochastic dependence (see
[21]). From a more technical point of view, relevant features of B are that
it describes the family of the level curves of F and it permits to give a
representation of F in terms of the pair
(
G,B
)
.
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As we have seen also in the previous chapters, an item of general interest
is the conditional survival function:
F t (x, y) = P (X > t+ x, Y > t+ y|X > t, Y > t) , (4.3)
for t > 0.
As a natural consequence of the introduction of the family {F t}t≥0, it
is of interest to study the evolution of the family denoted by {Bt}t≥0, with
obvious use of the notation (see also below).
In this section, we study the behaviour of the family {Bt}t≥0 and de-
tail some relevant aspect of analytical type for {Bt}t≥0. We mention some
practical interpretation of these analytical conditions, in particular about
increase of ageing.
Furthermore, we point out both analogies and structural differences between
{Bt}t≥0 and {Cˆt}t≥0.
A further passage is devoted to discuss specific results, along the lines
indicated in [19, 21], related with evolution of dependence and bivariate
ageing.
4.2.1 Some basic facts
We begin this subsection with some remarks on arguments contained in
[19, 21].
Remark 4.2.3. Notice that, if G(x) = e−x, i.e. if G(− log u) = u, then
B = Cˆ and thus B is certainly a copula. More generally, we also observe
that, if G(− log u) is concave, then B is copula. This fact follows by the
general method of transforming copulas by means of distortions (see Chapter
3 or [34]), that is by transformations of the kind
Cφ(u, v) = φ
−1(C(φ(u), φ(v))),
with φ : [0, 1]→ [0, 1], φ bijective and concave (see e.g. [43, 65, 74, 77]).
Let us consider now the joint law of the residual lifetimes (X − t, Y − t),
conditional on the observation of the survival data {X > t, Y > t}, i.e.
F t (x, y).
We are interested in studying, in this section, the ageing function of F t,
for any t ∈ R+. For this reason we need that Gt (x) is continuous and strictly
decreasing on R+ in each variable. This is guaranteed by our assumption
that F (x, y) is a continuous and strictly decreasing on R+. This assumption
is also equivalent to B(u, v) being strictly increasing in u, for all v ∈ (0, 1],
a hypothesis we will use later.
For 0 ≤ u ≤ 1, 0 ≤ v ≤ 1, we put
Bt(u, v) ≡ exp
[
−G−1t {F t (− log u,− log v)}
]
. (4.4)
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Remark 4.2.4. For t = 0, Bt coincides with B as given in formula (4.1).
The structure of the relation between Bt and B is radically different
from the one binding Cˆt and Cˆ (see Chapter 2). In fact we obtain it in an
implicit form, as follows by [19, Lemma 12]: Bt (u, v) is such that
B
(
ue−t, ve−t
)
= B
(
Bt(u, v)e
−t, e−t
)
; (4.5)
actually Bt (u, v) is the unique solution σ of the equation
B
(
ue−t, ve−t
)
= B
(
σe−t, e−t
)
.
In view of Eq. (4.5) and under our continuity and monotonicity assumptions
in this chapter, it is possible to obtain an explicit expression for Bt in terms
of B, as the following corollary states.
Corollary 4.2.5. Let bz : [0, 1] → [0, z], bz(u) = B(u, z), be the section of
B at level z.
Bt(u, v) = e
tb−1
e−t(B
(
ue−t, ve−t
)
).
Proof. Since, for any fixed z ∈ [0, 1], B(·, z) is strictly increasing, the inverse
of any horizontal section of B is well defined and we just apply it to Eq.
(4.5).
Remark 4.2.6. For any t > 0, Bt only depends on B and, more precisely,
on the restriction of B on the square [0, e−t]2.
However, for some purposes, it reveals to be clearer maintaining (4.5) in
an implicit form.
Proposition 4.2.7. {Bt}t≥0 is a semigroup, i.e.
(Bs)r = (Br)s = Br+s ∀t, s ≥ 0.
Proof. In order to prove that (Br)s = Br+s, in view of Eq. (4.5), we only
have to check that
Bs(ue
−r, ve−r) = Bs
(
Br+s(u, v)e
−r, e−r
)
. (4.6)
The latter is in fact the analog of the relation (4.5), with B replaced by Bs.
On the other hand, by letting t = r + s in Eq. (4.5), we can also write
B(ue−r−s, ve−r−s) = B
(
Br+s(u, v)e
−r−s, e−r−s
)
. (4.7)
Again using (4.5), for the left-hand side member of (4.7) we have
B(ue−r−s, ve−r−s) = B
(
Bs(ue
−r, ve−r)e−s, e−s
)
; (4.8)
similarly, for the right-hand side member of (4.7),
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B
(
Br+s(u, v)e
−r−s, e−r−s
)
= B
(
Bs(Br+s(u, v)e
−r, e−r)e−s, e−s
)
. (4.9)
Now, Eq. (4.5) shows that the left-hand side of (4.8) and the left-hand side
of (4.9) are equal. Thus the right-hand sides of (4.8) and of (4.9) coincide.
From the equality
B
(
Bs(ue
−r, ve−r)e−s, e−s
)
= B
(
Bs(Br+s(u, v)e
−r, e−r)e−s, e−s
)
,
Eq. (4.6) follows, since B is strictly increasing in each variable.
Remark 4.2.8. We thought it is useful to present two independent proofs
of Proposition 4.2.7 and Proposition 2.2.2. However, one could also obtain
each proposition from the other one, by taking into account Eq. (4.11) (see
below).
We notice that the proof of Proposition 2.2.2 does not require that Cˆ is
strictly increasing in each variable, while the equivalent condition B strictly
increasing in each variable is needed for the proof of Proposition 4.2.7.
One purpose of ours is to analyze increase or decrease of ageing in time.
Proposition 4.2.9. Let t 7→ Bt(u, v) be differentiable for any u, v ∈ (0, 1).
The map t 7→ Bt is increasing in the PQD order (see Definition 1.4.16) if
(u, v) · ∇B(u, v) ≤ (B(u, v), 1) · ∇B(B(u, v), 1). (4.10)
Proof. We have to compute the partial derivative of Bt(u, v) w.r.t. t. Dif-
ferentiating Eq. (4.5), we obtain
−ue−t ∂
∂x1
B(ue−t, ve−t)− ve−t ∂
∂x2
B(ue−t, ve−t) =
e−t
[
∂
∂t
Bt(u, v)−Bt(u, v)
]
∂
∂x1
B
(
Bt(u, v)e
−t, e−t
)−e−t ∂
∂x2
B
(
Bt(u, v)e
−t, e−t
)
.
Again, in view of the semigroup property of {Bt}t≥0, we can restrict our-
selves to study its sign only for a fixed t, e.g., for t = 0. We have
−(u, v) · ∇B(u, v) =
∂
∂t
Bt(u, v)
∂
∂x1
B (B(u, v), 1)−B(u, v) ∂
∂x1
B (B(u, v), 1)− ∂
∂x2
B (B(u, v), 1) .
Hence
∂
∂t
Bt(u, v) = B(u, v) +
∂
∂x2
B (B(u, v), 1)− (u, v) · ∇B(u, v)
∂
∂x1
B (B(u, v), 1)
.
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Since it is immediate by the definition of semi-copula that
∂
∂x1
B(u, v) ≥ 0
for any u, v ∈ [0, 1], ∂
∂t
Bt(u, v) ≥ 0 when (4.10) holds.
Concerning the condition t 7→ Bt increasing, we point out an aspect of
the inequality B1 PQD B2. This inequality can be equivalently expressed
in terms of the level sets of the corresponding survival functions F 1, F 2.
For z ∈ [0, 1], let
L(F )z ≡ {(x, y) ∈ R2|x ≥ 0, y ≥ 0, F (x, y) ≥ z}.
It can be easily shown that B1 PQD B2 if and only if, for any z ∈ [0, 1],
L
(F 1)
G1(z)
⊆ L(F 2)
G2(z)
.
Remark 4.2.10. The differentiability of t 7→ Bt is guaranteed by the only
existence and strictly positivity of
∂
∂x1
B(u, v),
∂
∂x2
B(u, v) on the square
(0, 1]2.
4.2.2 Some properties of ageing and dependence and their
relation
We start this subsection by analyzing some relations between dependence
and ageing properties along the same line of [21]. We recall that, as a
consequence of Eq. (2.12), for n = 2, and Eq. (4.1), the following relations
between B and Cˆ hold:
B(u, v) = exp
[
−G−1{Cˆ (G(− log u), G (− log v))}] ; (4.11)
Cˆ(u, v) = G
{
− logB
(
e−G
−1
(u), e−G
−1
(v)
)}
. (4.12)
Remark 4.2.11. Cˆ is strictly increasing in each variable if and only if B
is strictly increasing in each variable.
Cˆ is strictly increasing in each variable if and only if Cˆt is strictly increasing
in each variable u and v.
Hence B is strictly increasing in each variable if and only if Bt is strictly
increasing in each variable u and v.
The following Proposition is analogous to some consequences of Propo-
sitions 5.2, 5.3, 5.4 of [21]. We however deal here with the concept of TP2,
that was not considered there; our proof is direct and independent of the
results of [21].
Proposition 4.2.12.
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1. Cˆ TP2, G IFR ⇒ B TP2.
2. B TP2, Cˆ RR2 ⇒ G IFR.
3. B TP2, G DFR⇒ Cˆ TP2
Proof. For simplicity sake let
x = − log u, x′ = − log u′, y = − log v, y′ = − log v′
and
α11 = Cˆ(G(x
′), G(y′)), α12 = Cˆ(G(x′), G(y)),
α21 = Cˆ(G(x), G(y
′)), α22 = Cˆ(G(x), G(y)),
where x′ < x and y′ < y. Thus we have
α22 < α12, α21 < α11
and
− logα22 > − logα12, − logα21 > − logα11.
1. In view of the adopted notation, the assumption Cˆ TP2 becomes
α11α22 ≥ α12α21
or, equivalently,
logα11 − logα12 ≥ logα21 − logα22.
Furthermore, since G is IFR,
D−1(x) = G−1(e−x)
is concave and increasing in x.
Thus, applying D−1(·) to − logαij , i, j = 1, 2, we obtain
D−1(− logα12)−D−1(− logα11) ≥
≥ D−1(− logα22)−D−1(− logα21)
and hence
G
−1
(α11) +G
−1
(α22) ≤ G−1(α12) +G−1(α21). (4.13)
This is equivalent to B TP2, in fact we can rewrite (4.13) as
−G−1(α11)−G−1(α22) ≥ −G−1(α12)−G−1(α21).
By applying the exponential to both the members, we obtain
e−G
−1
(α11)e−G
−1
(α22) ≥ e−G−1(α12)e−G−1(α21),
that is
B(u, v)B(u′, v′) ≥ B(u, v′)B(u′, v).
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2. By the assumption Cˆ RR2
α11α22 ≤ α12α21.
Thus, by putting
uij = − logαij , i, j = 1, 2,
we can write
u22 − u21 ≥ u12 − u11, (4.14)
where u22 > u21, u12 > u11. Furthermore, since by hypothesis B is
TP2, Eq. (4.13) holds, or, equivalently,
D−1(u12)−D−1(u11) ≥ D−1(u22)−D−1(u21). (4.15)
By (4.14) and since D−1(x) is increasing in x, this last inequality holds
only if D−1(x) is concave in x, that is G is IFR.
3. We have to prove now that
α11α22 ≥ α12α21,
that is equivalent to
u22 − u21 ≤ u12 − u11.
Since G is DFR, D−1(x) is increasing and convex in x. Thus, if, against
the thesis, we had
u22 − u21 > u12 − u11,
we would have consequently
D−1(u12)−D−1(u11) < D−1(u22)−D−1(u21),
that would contradict Eq. (4.15) and therefore the hypothesis that B
is TP2.
In the following, we want to show that, also as far as B is concerned,
we can find a family of semi-copulas P such that B ∈ P is equivalent to
Bt ∈ P for all t ≥ 0. To this purpose we compare conditions of the type
B ∈ P and {Bt ∈ P, ∀t ≥ 0}. As already mentioned, for suitable families
P, the condition B ∈ P describes a property of bivariate ageing for F . In
particular, we recall that the conditions B ∈ PSM and B ∈ PPQD can be
seen as bivariate notions of IFR and NBU respectively (see e.g. [21]). In
this respect, it is useful to point out the following facts:
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Lemma 4.2.13. (see [21]) B ∈ PSM is equivalent to F being Schur-concave.
It can be easily checked that
Proposition 4.2.14. B ∈ PSM is equivalent to
Bt ∈ PSM ∀ t ≥ 0.
Lemma 4.2.15. (see [19]) B ∈ PSM is equivalent to Bt ∈ PPQD for all
t ≥ 0.
In view of the afore-mentioned “bivariate ageing” interpretations of the
conditions B ∈ PSM and B ∈ PPQD, we can read Lemma 4.2.13 as follows:
F t bivariate NBU for all t ≥ 0 is equivalent to F being bivariate IFR.
For a fixed univariate survival function H(x), consider now
Ht(x) = P(X > x+ t|X > t) = H(x+ t)
H(t)
.
The following chain of equivalences is very well known and easy to check:
H IFR ⇔ Ht IFR ⇔ Ht NBU ∀t ≥ 0.
Remark 4.2.16. Let us consider the family of the Archimedean semi-copulas
{At}t≥0 associated to the survival functions Ht’s,
At(u, v) = Ht
[
H
−1
t (u) +H
−1
t (v)
]
.
Following the arguments in [11] and [21], we can say that At describes (uni-
variate) ageing properties of Ht, in the sense that positive ageing properties
of Ht correspond to negative dependence properties of At.
The equivalence
H IFR ⇔ Ht NBU ∀t ≥ 0
can be written in the form
A ∈ PsM ⇔ At NQD ∀t ≥ 0. (4.16)
We notice that, as a straight consequence of the semigroup property of
{Ht}t≥0, {At}t≥0 too is a semigroup and (4.16) can be analogously proven
to Lemma 4.2.13.
Concerning the TP2 property for B, we can see that Bt TP2 for all t ≥ 0
is not implied by B TP2.
On the other hand, the property Bt TP2 for all t ≥ 0 is actually also a
stronger condition than B being SM. In fact, as an immediate consequence
of Lemma 4.2.15 and of the fact that TP2 ⇒ PQD, we have
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Corollary 4.2.17. Bt TP2 ∀t ≥ 0⇒ B ∈ PSM .
As we have seen from Proposition 4.2.12, the link between ageing and
dependence properties is not immediate, in the sense that we cannot de-
rive ageing properties from dependence ones only, nor viceversa: we need a
further condition on univariate ageing.
By combining Proposition 4.2.12 with Corollary 4.2.17 and Proposition
2.2.8, we obtain a link between SM property for B and TP2 property for Cˆ.
Corollary 4.2.18. Cˆ TP2, Gt IFR ⇒ B SM.
4.3 Ageing functions and multivariate notions of
NBU and IFR
For n ≥ 2, let T = (T1, . . . , Tn) be a vector of exchangeable continuous
lifetimes with joint survival function F and margins G. As in the bivariate
case, for such models, we want to study some properties of multivariate
ageing of F that are described by means of the multivariate ageing function
BF , which is a useful tool for describing the level curves of F .
Since, from now on, when we refer to a B, we suppose it is the ageing
function associated to some given F , we drop F from the notation.
Specifically, the attention is devoted on notions that generalize the uni-
variate concepts of New Better than Used and Increasing Failure Rate.
These multivariate notions are satisfied by random vectors whose compo-
nents are conditionally i.i.d., having univariate conditional survival function
that is New Better than Used (respectively, Increasing Failure Rate). Fur-
thermore, they also have an interpretation in terms of comparisons among
conditional survival functions of residual lifetimes, given a same history of
observed survivals.
As it is well known, several approaches have been proposed in the liter-
ature to define properties of multivariate ageing that could be considered as
natural extensions of the univariate ageing notions.
For such models, we aim at studying some properties of multivariate age-
ing of F . More in particular, we will consider properties that are described
by means of the multivariate ageing function BF or, simply, B : [0, 1]
n →
[0, 1], given by
BF (u) = exp
(
−G−1(F (− log(u1), . . . ,− log(un)))
)
. (4.17)
Studying time evolution of ageing properties corresponds to studying the
evolution in time of the family of semi-copulas {Bt}t≥0, where
Bt(u1, . . . , un) ≡ exp
[
−G−1t {F t (− log u1, . . . ,− log un)}
]
. (4.18)
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As to the ageing function, the relation between Bt and the generator of
the family B0 ≡ B is provided by the following Lemma, consisting in an
extension of [19, Lemma 12].
Lemma 4.3.1. Let F strictly decreasing in each variable. Then
B
(
u1e
−t, . . . , une−t
)
= B
(
Bt(u1, . . . , un)e
−t, e−t, . . . , e−t
)
. (4.19)
Proof. By definition of F t and B, we have
F t(− log u1, . . . ,− log un) = F (t− log u1, . . . , t− log un)
F (t, . . . , t)
=
G(− logB(u1e−t, . . . , une−t))
F (t, . . . , t)
.
On the other hand,
F t(− log u1, . . . ,− log un) = Gt(− logBt(u1, . . . , un)).
Now
Gt(− logBt(u1, . . . , un)) = G(− logB(Bt(u1, . . . , un)e
−t, e−t, . . . , e−t))
F (t, . . . , t)
;
therefore
G(− logB(Bt(u1, . . . , un)e−t, e−t, . . . , e−t)) = G(− logB(u1e−t, . . . , une−t)).
By the strict increasingness of G, it follows
B(Bt(u1, . . . , un)e
−t, e−t, . . . , e−t) = B(u1e−t, . . . , une−t).
The following corollary provides an explicit expression for Bt in terms
of B. Let bz : [0, 1] → [0, z], bz(u) = B(u, z, . . . , z), be the section of B at
level z.
Corollary 4.3.2.
Bt(u1, . . . , un) = e
tb−1
e−t
(
B
(
u1e
−t, . . . , une−t
))
. (4.20)
Proof. Since, for any fixed z ∈ [0, 1], B(·, z, . . . , z) is strictly increasing,
the inverse of any section of B is well defined and we just apply it to Eq.
(4.19).
As discussed in some previous papers (see [18, 19, 21, 45, 49]), B can be
used for investigating some notions of multivariate ageing. Specifically, in
[18] (see also [21]), it has been argued that notions of multivariate ageing
based on B can be defined by means of the following scheme:
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(i) Consider a univariate ageing notion P (e.g., NBU, IFR).
(ii) Take the joint survival function F of n i.i.d. lifetimes and prove results
of the following type: each lifetime has the property P if and only if
B has the property P˜.
(iii) Define a multivariate ageing notion as follows: any exchangeable sur-
vival function F is multivariate-P if B has the property P˜.
Actually, in [18, 21] the above analysis has been developed for the case
n = 2, where it is also shown that, for notions of this type, the relations
among univariate ageing, multivariate ageing and dependence properties of
F can be easily analyzed. In this section, we aim at pointing out features
and differences that arise in the extension of this study to the multivariate
case, making it worth of a further analysis.
Specifically, we concentrate our attention on notions that generalize the
univariate concepts of NBU and IFR. As we will show, the multivariate no-
tions to be introduced are satisfied by random vectors whose components are
conditionally i.i.d. having NBU (respectively, IFR) univariate conditional
survival function. This circumstance has been considered as a natural re-
quirement for Bayesian notions of multivariate ageing (see e.g. [13]). More-
over, it implies the usual assumption that multivariate extensions of some
univariate ageing property P should be satisfied by vectors of i.i.d. lifetimes
of type P.
Furthermore, these notions also have an interpretation in terms of the
comparisons among conditional survival functions of residual lifetimes, given
a same history of observed survivals, another interesting property of Bayesian
ageing according to [16].
This section is organized as follows. Subsection 4.3.1 contains basic def-
initions and properties of multivariate ageing functions. Some subclasses of
such functions are also introduced and the relations among them discussed.
Subsection 4.3.2 presents some definitions of multivariate ageing extending
notions of NBU and IFR. Their properties are discussed in detail. Finally,
subsection 4.3.3 is devoted to a short discussion about given definitions and
results.
4.3.1 Multivariate ageing function: definitions and proper-
ties
We start this subsection introducing some useful notations and defini-
tions.
Through this section, we will often formulate our results referring to one
of the following assumptions:
Assumption 1 (exchangeable case).
We consider an exchangeable random vector T = (T1, . . . , Tn) (n ≥ 2) of
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continuous lifetimes with joint survival function F : Rn+ → [0, 1] and uni-
variate survival margins equal to G. We recall, we are supposing G to be
strictly decreasing on R+ with G(0) = 1 and G(+∞) = 0.
Assumption 2 (i.i.d. case).
Under Assumption 1, we suppose in addition that T1, . . . , Tn are indepen-
dent.
We recall that, when the components of T are independent, the survival
copula Cˆ(u) = Πn(u) = u1 · · ·un; in this case, we will also denote F by
means of the symbol FΠ,G. In this case, the multivariate ageing function B,
given by (4.17), can be written
BΠ(u) = exp
(
−G−1 (G(− log(u1)) · · ·G(− log(un)))) . (4.21)
In the sequel, we use the term “multivariate ageing function” to denote
any continuous semi-copula B : [0, 1]n → [0, 1], that can be obtained from
some survival function F by means of (4.17). Note that every copula Cˆ is
a multivariate ageing function, since it can be obtained as the multivariate
ageing function of a survival function F having copula Cˆ and univariate
survival margin G(t) = exp(−t).
Within the family of the multivariate ageing functions, we define the
following classes; as we will see, these classes will be used to express our
multivariate ageing notions.
Definition 4.3.3. Let B be a multivariate ageing function. We say that:
(A1) B ∈ PPLOD if and only if for every u ∈ [0, 1]n
B(u1, . . . , un) ≥ Πn(u1, . . . , un). (4.22)
(A2) B ∈ PPPLOD if and only if for all i, j ∈ {1, . . . , n}, i 6= j, and for
every u ∈ [0, 1]n,
B(u1, . . . , ui, . . . , uj , . . . , un) ≥ B(u1, . . . , uiuj , . . . , 1, . . . , un). (4.23)
(A3) B ∈ PSM if and only if for all i, j ∈ {1, . . . , n}, i 6= j, for all ui, uj ∈
[0, 1], ui ≥ uj, and for every s ∈ (0, 1),
B(u1, . . . , uis, . . . , uj , . . . , un) ≥ B(u1, . . . , ui, . . . , ujs, . . . , un).
(4.24)
The corresponding classes PNLOD, PPNLOD, PsM are defined by reversing
the inequality signs in (4.22), (4.23) and (4.24), respectively.
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The property of (4.22) is a pointwise comparison between the multivari-
ate ageing function B and the copula Πn. In particular, copulas satisfying
(4.22) are called positive lower orthant dependent (shortly, PLOD, see [57]).
Properties expressed in (4.23) and (4.24) are essentially inequalities related
to the bivariate sections of B. In particular, (4.24) defines the supermi-
grativity (compare with [37]), that, in the multivariate case, consists of the
supermigrativity of all the bivariate sections of B. Eq. (4.23) is one of the
weaker forms of (4.24), obtained by letting in it ui = 1 and s =
1
uj
, or it
can also be seen as a pairwise PLOD. Therefore, PSM ⊆ PPPLOD; but the
converse inclusion is not true, as shown in Example 4.3.6 below.
Furthermore, PPPLOD ⊆ PPLOD. In fact, by iteratively applying (4.23),
we obtain that, for every u ∈ [0, 1]n,
B(u1, . . . , ui, . . . , uj , . . . , uk, . . . , un) ≥ B(u1, . . . , uiuj , . . . , 1, . . . , uk, . . . , un)
≥ B(u1, . . . , uiujuk, . . . , 1, . . . , 1, . . . , un) ≥ · · · ≥ B(1, . . . , u1 · · ·un, . . . , 1)
= u1 · · ·un.
Since a multivariate ageing function B is such that B(u) = ui for any
u ∈ [0, 1]n having all the components equal to 1 except possibly for the i-th
one, B ∈ PPPLOD is equivalent to B ∈ PPLOD for the case n = 2. However,
in the n-dimensional case, n ≥ 3, PPPLOD is strictly included in PPLOD, as
it will be shown in Example 4.3.5.
In the following example, we consider the case of the so-called TTE mod-
els (see [15, 86]). These models can be characterized as those multivariate
survival functions admitting an Archimedean survival copula.
Example 4.3.4. Let B be a multivariate ageing function that can be written
in the form:
B(u) = ψ−1
(
n∑
i=1
ψ(ui)
)
(4.25)
for some strictly decreasing ψ : [0, 1]→ R+ such that ψ(0) = +∞ and ψ(1) =
0. This ψ is usually called additive generator of B. Such a B belongs to the
class of the n-dimensional strict triangular norms (see [66]). In particular,
B is also a copula (usually called strict Archimedean copula), when ψ−1 is
n-completely monotone (see [71]). Now, for a semi-copula B of type (4.25)
the following statements can be proved :
(i) B ∈ PPLOD if and only if B ∈ PPPLOD, and this happens when
ψ(uv) ≤ ψ(u) + ψ(v) for all u, v ∈ [0, 1];
(ii) B ∈ PSM if and only if ψ−1 is log–convex (see [21, 37]).
Notice that the multivariate ageing functions BΠ of (4.21) are of the form
(4.25) with ψ(t) = − log(G(− log(t))).
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We conclude this part by providing some examples clarifying the rela-
tions among the above mentioned classes.
Example 4.3.5. Let f : [0, 1]→ [0, 1] be the function given by
f(t) =

et, t ∈ [0, e−2],
e−1, t ∈ ]e−2, e−1],
t t ∈ ]e−1, 1].
Let C : [0, 1]3 → [0, 1] be given by C(u1, u2, u3) = u(1)f(u(2))f(u(3)), where
u(1), u(2), u(3) denote the components of u rearranged in increasing order.
Since f(1) = 1, f is increasing, and f(t)/t is decreasing on ]0, 1], it fol-
lows that C is a copula (see [42, Theorem 3]). Actually, C is the survival
copula of a random vector (X1, X2, X3) having the stochastic representation
Xi = max(Yi, Z) (i = 1, 2, 3), where Y1, Y2, Y3, Z are independent lifetimes.
Roughly speaking, C is the survival copula of a random vector of independent
lifetimes (Y1, Y2, Y3) affected by a common shock Z (see also [38]).
It follows from [42] that C belongs to PPLOD . However, C /∈ PPPLOD.
In fact, by taking u1 = e
− 5
2 , u2 = e
− 3
2 and u3 = e
− 1
2 , we have that
C(u1, u2, u3) = e
−4 < e−
7
2 = C(u1, u2u3, 1).
Example 4.3.6. Let B be the multivariate ageing function of type (4.25),
where ψ : [0, 1]→ R+ is given by
ψ(t) =

− log(t), t ∈ ]0, e−2−ε],
− ε1+ε(log(t) + 1) + 2, t ∈ ]e−2−ε, e−1],
−2 log(t), t ∈ ]e−1, 1],
with ε ∈ ]0, 1[. Now, let us consider g : R+ → R+, g(t) = ψ(exp(−t)), given
by
g(t) =

2t, t ∈ [0, 1],
ε
1 + ε
(t− 1) + 2, t ∈ (1, 2 + ε],
t, t ∈ (2 + ε,+∞[.
Now, g is not concave and, hence, ψ−1 is not log–convex. Thus, in view of
Example 4.3.4, B /∈ PSM . However, it can be shown that ψ(uv) ≤ ψ(u) +
ψ(v) for all u, v ∈ [0, 1]. From Example 4.3.4, it follows that B ∈ PPPLOD.
4.3.2 Multivariate ageing notions of NBU and IFR for ex-
changeable random variables
In this subsection, we consider the families PPLOD,PPPLOD,PSM to
define notions of positive ageing in terms of the multivariate ageing function
B. Notice that, since negative properties can be introduced and studied in
a similar way, they will not be considered in detail.
74
As stated in the introduction, we aim at extending an ageing notion from
the univariate case to the n-dimensional case (n ≥ 2), following the line of
[18]. To this end, we link univariate ageing notions to analytical properties
of a multivariate ageing function. More precisely, we link properties of a
survival function G to properties of the multivariate ageing function BΠ,
which is associated with n i.i.d. lifetimes whose marginal survival function
is G. The following result can be given.
Proposition 4.3.7. Under Assumption 2, the following statements are
equivalent:
(a) G is NBU,
(b) BΠ ∈ PPLOD,
(c) BΠ ∈ PPPLOD.
Proof.
(a)⇐⇒(b): Let G be NBU. It can be proved by induction that, for all
x, y ∈ R+, G(x+ y) ≤ G(x)G(y) is equivalent to
G
(
n∑
i=1
xi
)
≤
n∏
i=1
G(xi),
for any x ∈ Rn+. Setting xi = − log(ui), we obtain that, for all u ∈ [0, 1]n,
G(− log(u1 · · ·un)) ≤ G(− log(u1)) · · ·G(− log(un)), (4.26)
from which it straightly follows that
exp
(
−G−1(G(− log(u1 · · ·un)))
)
≤ exp
(
−G−1(G(− log(u1)) · · ·G(− log(un)))
)
,
i.e. BΠ ≥ Πd.
(a)⇐⇒(c): Since G is NBU, G(− log(uiuj)) ≤ G(− log(ui))G(− log(uj))
holds for all ui, uj ∈ [0, 1]. By multiplying both the sides of the inequality
by
∏
k∈J
G(− log(uk)), where J = {1, 2, . . . , n}\{i, j} and uk ∈ [0, 1] for every
k ∈ J , and applying the function exp ◦(−G−1) to both members, we obtain
BΠ(u1, . . . , ui, . . . , uj , . . . , un) ≥ BΠ(u1, . . . , uiuj , . . . , 1, . . . , un),
that is BΠ ∈ PPPLOD.
Therefore, we can write
PPLOD ∩ {BΠ : G is NBU} = PPPLOD ∩ {BΠ : G is NBU}.
Notice that, in general, PPLOD 6= PPPLOD.
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Proposition 4.3.8. Under Assumption 2, the following statements are
equivalent:
(a) G is IFR,
(b) BΠ ∈ PSM .
Proof. Let G be IFR. As it easily follows, this fact is equivalent to
G(xi + σ)
G(xi)
≥ G(xj + σ)
G(xj)
,
for any xi, xj ∈ R+, xi ≤ xj and σ ≥ 0. By substituting xi = − log(ui),
xj = − log(uj), σ = − log(s), we obtain
G(− log(uis))G(− log(uj)) ≥ G(− log(ujs))G(− log(ui)),
for any ui, uj ∈ (0, 1], ui ≥ uj and s ∈ (0, 1). By multiplying both the sides
of the inequality by
∏
k∈J
G(− log(uk)), where J = {1, 2, . . . , n} \ {i, j} and
uk ∈ [0, 1] for every k ∈ J , and applying the function exp ◦(−G−1) to both
the members, we obtain
BΠ(u1, . . . , uis, . . . , uj , . . . , un) ≥ BΠ(u1, . . . , ui, . . . , ujs, . . . , un),
that is BΠ ∈ PSM .
The previous proposition is actually a reformulation in terms of the mul-
tivariate ageing function of well-known results concerning the joint survival
function F = FΠ,G of i.i.d. lifetimes that are IFR. As noted several times
in the literature (see, for example, [15, 13, 86]), such a F is Schur–concave,
i.e. for every s ≥ 0 and for every i, j ∈ {1, 2, . . . , n}, i < j, the mapping
xi 7→ F (x1, . . . , xi−1, xi, xi+1 . . . , xj−1, s− xi, xj+1, . . . , xn)
is decreasing on
[
s
2 ,+∞
]
(see [70, A.2.b]). This is equivalent to
F (x1, . . . , xi + τ, . . . , xj − τ, . . . , xn) ≥ F (x1, . . . , xi, . . . , xj , . . . , xn) (4.27)
for all i, j ∈ {1, 2, . . . , n}, i < j, for every x ∈ Rn+ such that xi ≤ xj , and for
every τ ∈ [0, xj − xi].
Remark 4.3.9. As noted, BΠ is actually a n-dimensional strict triangular
norm additively generated by ψ = (− log) ◦ G ◦ (− log). In this context,
Propositions 4.3.7 and 4.3.8 can be reinterpreted in the following sense:
univariate ageing properties of ψ−1, which is a univariate survival function,
reflect on special inequalities holding for the triangular norm generated by ψ.
As a consequence, these results can be seen as extensions of the investigations
in [12].
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Now, by using Propositions 4.3.7 and 4.3.8 and the scheme presented at
the beginning of the present section, we introduce the following notions of
multivariate ageing for an exchangeable survival function F .
Definition 4.3.10. Under Assumption 1, we say that:
• F is B-multivariate-NBU of the first type (shortly, B-MNBU1) if and
only if B ∈ PPLOD;
• F is B-multivariate-NBU of the second type (shortly, B-MNBU2) if
and only if B ∈ PPPLOD;
• F is B-multivariate-IFR (shortly, B-MIFR) if and only if B ∈ PSM .
In order to avoid confusions with other multivariate notions of ageing
introduced in the previous literature, we used the prefix “B-” for the notions
introduced above. This also serves to underline the fact that all these notions
are expressed in terms of the multivariate ageing function B of F . Now, we
would like to underline some properties of these notions.
First, notice that any k–dimensional marginal of F (2 ≤ k ≤ n− 1) has
the same multivariate ageing property of F . This point is formalized in the
following result.
Proposition 4.3.11. Suppose that Assumption 1 holds. For every 2 ≤
k ≤ n, let F (k) be the k–dimensional marginal of F . If F is B-MNBU1
(respectively, B-MNBU2 or B-MIFR), then F
(k)
is B-MNBU1 (respectively,
B-MNBU2 or B-MIFR).
Proof. If F
(k)
: Rk+ → [0, 1] is the k–dimensional margin of F (2 ≤ k ≤ n),
given by
F
(k)
(x1, . . . , xk) = F (x1, . . . , xk, 0, . . . , 0),
then it follows from (4.17) that
B
F
(k)(u1, . . . , uk) = BF (u1, . . . , uk, 1, . . . , 1).
Easy calculations show that B
F
(k) is in PPLOD (respectively, PPPLOD or
PSM ), when B is in PPLOD (respectively, PPPLOD or PSM ), which is the
desired assertion.
The previous definitions of multivariate ageing admit some probabilis-
tic interpretations in terms of conditional survival probabilities for residual
lifetimes. Before stating them, we clarify the notation. For every x ∈ Rn+
we denote by xˆi the vector of Rn−1+ obtained by depriving x of its i-th
component. Similar agreement will be applied to random vectors.
Proposition 4.3.12. Under Assumption 1, the following statements hold:
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(a) F is B-MNBU1 if and only if for every i ∈ {1, 2, . . . , n}, x ∈ Rn+ and
τ > 0,
P (T1 > x1, . . . , Ti > xi + τ, . . . Tn > xn | Ti > xi)
≥ P (Ti > x1 + · · ·+ xi + · · ·+ xn + τ | Ti > xi) . (4.28)
(b) F is B-MNBU2 if and only if for all i, j ∈ {1, 2, . . . , n}, i 6= j, for
every xˆj ∈ Rn−1+ and τ > 0,
P
(
Tj > τ | Tˆj > xˆj
)
≥ P
(
Ti > τ + xi | Tˆj > xˆj
)
. (4.29)
(c) F is B-MIFR if and only if for all i, j ∈ {1, 2, . . . , n}, for every x ∈ Rn+
such that xi ≤ xj, and for every τ > 0,
P (Ti > xi + τ | T > x) ≥ P (Tj > xj + τ | T > x) . (4.30)
Proof.
(a) By definition, F is B-MNBU1 if and only if for every u ∈ [0, 1]n,
exp
(
G
−1 (
F (− log(u1), . . . ,− log(un))
)) ≥ u1 · · ·un.
Thus, for every x ∈ Rn+, we have that
F (x1, . . . , xn) ≥ G(x1 + · · ·+ xn), (4.31)
which is equivalent to the fact that Eq. (4.28) holds.
(b) Since F is B-MNBU2, for all i, j ∈ {1, . . . , n}, i 6= j, and for every
u ∈ [0, 1]n,
exp
(
G
−1 (
F (− log(u1), . . . ,− log(ui), . . . ,− log(uj), . . . ,− log(un))
))
≥ exp
(
G
−1 (
F (− log(u1), . . . ,− log(uiuj), . . . , 1, . . . ,− log(un))
))
,
that is equivalent to
F (x1, . . . , xi, . . . , τ, . . . , xn) ≥ F (x1, . . . , τ + xi, . . . , 0, . . . , xn) (4.32)
for all xˆi ∈ Rn−1+ and τ > 0. This last condition can be expressed as
P(Tj > τ | T1 > x1, . . . , Ti > xi, . . . , Tj > 0, . . . , Tn > xn)
≥ P(Ti > τ + xi | T1 > x1, . . . , Ti > xi, . . . , Tj > 0, . . . , Tn > xn),
that is the assertion.
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(c) We have just to prove that F is B-MIFR if and only if F is Schur–
concave. Then, the assertion will follow, since the Schur–concavity of
F is equivalent to the fact that Eq. (4.30) holds (see [85] and [86,
Proposition 4.15]).
Now, the equivalence between F being B-MIFR and F being Schur-
concave follows by extending [21, Lemma 4.2] from the bivariate to
the n-dimensional case. In detail, F is Schur-concave if and only if for
all i, j ∈ {1, 2, . . . , n}, i < j, for every x ∈ Rn+ such that xi ≤ xj and
for every τ ∈
[
0,
xj−xi
2
]
, inequality (4.27) holds. In terms of B, this is
equivalent to
B(e−x1 , . . . , e−xi−τ , . . . , e−xj+τ , . . . , e−xn)
≥ B(e−x1 , . . . , e−xi , . . . , e−xj , . . . , e−xn). (4.33)
In other words,
B
(
u1, . . . , uis, . . . ,
uj
s , . . . , un
) ≥ B(u1, . . . , un), (4.34)
for all i, j ∈ {1, . . . , n}, i < j, for every u ∈ ]0, 1]n such that ui ≥ uj
and for every s ∈
[
uj
ui
, 1
]
, which is an equivalent way of expressing the
fact that B ∈ PSM .
Note that conditions (4.29) and (4.30) can then be expressed as compar-
isons between residual lifetimes, conditionally on a same history. Specifically,
the condition F B-MNBU2 is equivalent to[
Ti | Tˆi > xˆi
]
≥st
[
Tj − xj | Tˆi > xˆi
]
, (4.35)
for all i, j ∈ {1, 2, . . . , n}, i 6= j, and for every x ∈ Rn+, where ≥st denotes
the univariate usual stochastic order (see [82]). Instead, the fact that F is
B-MIFR can be expressed as
[Ti − xi | T > x] ≥st [Tj − xj | T > x] , (4.36)
for all i, j ∈ {1, 2, . . . , n}, for every x ∈ Rn+ such that xi ≤ xj .
Comparisons of laws of different lifetimes, conditionally on the same
state of information, have been considered in [16, 17] as a way for defining
possible notions of multivariate ageing that are appropriate in situations
where “the (Bayesian) dependence due to learning about some unobservable
quantity cannot be neglected” (see [16]). This approach leads us to notions
of multivariate ageing, that are different from other notions where the laws
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of the same vector of surviving components, conditional on two different
states of information, are compared (see, e.g., [68, 82] and the references
therein).
Thanks to the probabilistic interpretations given by (4.35) and (4.36),
an interesting link between B-MNBU2 and B-MIFR can be proved. Let
us consider the vector of the residual lifetimes of T at time t > 0, Xt =
[T− t | T > t], where t = (t, . . . , t). Let us denote by F t : Rn+ → [0, 1]
the joint survival function of Xt and by BF t the corresponding multivariate
ageing function. By extending some results related to the bivariate case (see
[19, 20, 21, 49]), the following one can be proved.
Proposition 4.3.13. Under Assumption 1, for every t ≥ 0 F t is B-MNBU2
if and only if F is B-MIFR.
Proof. F t is B-MNBU2 for every t ≥ 0 if and only if
F (x1+t, . . . , xi+t, . . . , xj+t, . . . , xn+t) ≥ F (x1+t, . . . , t, . . . , xj+xi+t, . . . , xn+t)
for every t ≥ 0, x ∈ Rn+ and i, j ∈ {1, 2, . . . , n}, that is equivalent to the fact
that F is Schur-concave.
Note that, if F is B-MNBU2, then F t may not be B-MNBU2 for some
t > 0 (see [48] for an example in the bivariate case). However, for the notion
of B-MIFR, we can prove the following result.
Corollary 4.3.14. Under Assumption 1, if F is B-MIFR, then F t is B-
MIFR for every t ≥ 0.
Proof. From Proposition 4.3.13, if F is B-MIFR, then F t+s is B-MNBU2
for every t, s ≥ 0. As a consequence, F t is B-MIFR for every t ≥ 0.
Concerning the inequality (4.28), it is not clear whether it can also be
expressed as comparisons of lifetimes conditionally on the same history, in a
similar way to the inequalities in (4.35) and (4.36). However, it is possible
to give it an intuitive interpretation in reliabilistic terms, similarly as done
in [21, Example 4.2] for the case n = 2.
Remark 4.3.15. Notice that inequality (4.29) implies inequality (4.28); this
can be seen from subsection 4.3.1 by using the multivariate ageing function B
and the given definitions of B-MNBU1 and B-MNBU2. Actually, as shown
in Example (4.3.4), inequalities (4.29) and (4.28) coincide for TTE models,
but not in general. Consider, for instance, a multivariate survival function
F whose margins are exponential and whose copula is that one of Example
4.3.5.
The notions of multivariate ageing introduced in Definition 4.3.10 are
preserved under mixtures, as specified by the following Proposition.
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Proposition 4.3.16. Let (F θ)θ∈Θ be a family of survival functions satisfy-
ing Assumption 1. Let λ be a distribution on Θ. Let F be the mixture of
(F θ)θ∈Θ with respect to λ, given, for every x ∈ Rn+, by
F (x) =
∫
Θ
F θ(x)dλ(θ).
The following statements hold:
(a) if F θ is B-MNBU1 for every θ ∈ Θ, then F is B-MNBU1;
(b) if F θ is B-MNBU2 for every θ ∈ Θ, then F is B-MNBU2;
(c) if F θ is B-MIFR for every θ ∈ Θ, then F is B-MIFR.
Proof. Part (a) follows by considering that every F θ satisfies (4.31) and
hence the mixture F satisfies (4.31), which is an equivalent formulation of
the B-MNBU1 property for F . Analogously, part (b) easily follows from the
fact that every F θ satisfies (4.32).
Finally, if every F θ is B-MIFR, then it is Schur-concave. As a conse-
quence, the mixture F is also Schur-concave and therefore B-MIFR (see
[70]).
Consequently, the following interesting result can be easily derived.
Proposition 4.3.17. Under Assumption 1, suppose that F is the survival
function of conditionally i.i.d. lifetimes given a common factor Θ with prior
distribution λ. Moreover, suppose that G(· | θ) is NBU (respectively, IFR).
Then F is B-MNBU2 (respectively, B-MIFR).
Thus, the given definition of multivariate ageing has an interesting prop-
erty: mixtures of i.i.d. lifetimes that are NBU (respectively, IFR) condition-
ally on the same factor Θ, are also multivariate NBU (respectively, IFR).
Finally, we would like to discuss a possible application of our results in
the construction of multivariate stochastic models. To this end, we give the
following proposition that extends some results in [21] to the multivariate
case.
Proposition 4.3.18. Under Assumption 1, the following statements hold:
(a) if Cˆ ∈ PPLOD and G is NBU, then F is B-MNBU1;
(b) if Cˆ ∈ PPPLOD and G is NBU, then F is B-MNBU2;
(c) if Cˆ ∈ PSM and G is IFR, then F is B-MIFR.
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Proof.
(a) Let Cˆ ∈ PPLOD. Then,, for every u ∈ [0, 1]n,
exp
(
−G−1
(
Cˆ(G(− log(u1)), . . . , G(− log(un)))
))
≥ BΠ(u1, . . . , un).
By considering Proposition 4.3.7(a) and the analog of Eq. (4.11) in
the n-variate case,
B(u) = exp
(
−G−1
(
Cˆ
(
G(− log(u1)), . . . , G(− log(un))
)))
,
it follows that B ∈ PPLOD.
(b) Let Cˆ ∈ PPPLOD. Then, for every u ∈ [0, 1]n,
G
(
− log
(
B
(
e−G
−1
(u1), . . . , e−G
−1
(ui), . . . , e−G
−1
(uj), . . . , e−G
−1
(un)
)))
≥ G
(
− log
(
B
(
e−G
−1
(u1), . . . , e−G
−1
(uiuj), . . . , 1, . . . , e−G
−1
(un)
)))
≥ G
(
− log
(
B
(
e−G
−1
(u1), . . . , e−(G
−1
(ui)+G
−1
(uj)), . . . , 1, . . . , e−G
−1
(un)
)))
,
where the last inequality follows from the fact that G is NBU. Setting
xi = e
−G−1(ui), it follows that B ∈ PPPLOD, which is the desired
assertion.
(c) Since Cˆ ∈ PSM , for every u ∈ [0, 1]n such that ui ≥ uj and for every
s ∈ (0, 1),
Cˆ(u1, . . . , uis, . . . , uj , . . . , un) ≥ Cˆ(u1, . . . , ui, . . . , ujs, . . . , un).
In particular, for every 0 < sj ≤ si < 1,
Cˆ(u1, . . . , uisi, . . . , uj , . . . , un) ≥ Cˆ(u1, . . . , ui, . . . , ujsj , . . . , un).
(4.37)
Now, for every k ∈ {1, 2, . . . , n}, set
αk = G
−1
(uk), si =
G(αi + σ)
G(αi)
, sj =
G(αj + σ)
G(αj)
,
where σ = G
−1
(uisi) − G−1(ui) = G−1(ujsj) − G−1(uj). Since G is
IFR, si ≥ sj . Moreover, from (4.37) we obtain
Cˆ
(
G(α1), . . . , G(αi + σ), . . . , G(αj), . . . , G(αn)
)
≥ Cˆ (G(α1), . . . , G(αi), . . . , G(αj + σ), . . . , G(αn)) .
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By applying to both the sides of this inequality the transformation
exp ◦(−G−1), we have
B(x1, . . . , xis
′, . . . , xj , . . . , xn) ≥ B(x1, . . . , xi, . . . , xjs′, . . . , xn),
for every x ∈ [0, 1]n such that xi ≥ xj and for every s′ ∈ (0, 1), that is
B is SM.
Remark 4.3.19. As already noted, both the conditions Cˆ ∈ PPPLOD and
Cˆ ∈ PSM imply that Cˆ ∈ PPLOD, which is considered as a notion of mul-
tivariate positive dependence. Thus, roughly speaking, Proposition 4.3.18
suggests that positive univariate ageing and (some kind of) positive depen-
dence play in favour of positive multivariate ageing. However, note that
positive multivariate ageing can coexist with several forms of dependence
and univariate ageing: this fact was already stressed, for example, in [21].
4.3.3 Discussion and concluding remarks
In this section, we have presented an extension to the n-dimensional case
(n ≥ 2) of bivariate ageing notions discussed in [18, 21].
An interesting point concerns the extension of the NBU property, that,
for the multivariate case n ≥ 3, can lead us to two different formulations.
In fact, this happens when the components of F are coupled by a copula Cˆ
outside the Archimedean class (see Example 4.3.4).
Here, it should be considered that, following the scheme (i)–(iii) pre-
sented at the beginning of the section, it is possible that several properties
of BΠ describe the same bivariate ageing of a joint survival function FΠ,G of
independent components. In [21], for instance, different notions of bivariate
IFR have been discussed. When such situations occur, it is quite natural
to consider all these different multivariate notions of a given univariate age-
ing property P and select among them those properties of BΠ with most
interesting probabilistic meaning.
Also for these reasons, we wanted to stress that the introduced multivari-
ate ageing notions exhibit some interesting (Bayesian) probabilistic proper-
ties: they are closed under mixtures and can be characterized in terms of
comparisons of conditional survival functions given a same observed history.
Finally, it is of interest also for some statistical purposes that Proposition
4.3.18 can be used when we want to construct, for components judged to
be similar, a multivariate survival model, satisfying some kind of ageing
conditions. In fact, by using the celebrated Sklar’s Theorem [84], such a
model can be constructed just by conveniently choosing some univariate
survival function G (e.g., satisfying NBU or IFR property) and a suitable
copula Cˆ (belonging to some class P); hence, we join them for creating
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the multivariate survival function F = Cˆ(G, . . . , G). This procedure hence
provides sufficient conditions for multivariate ageing in terms of univariate
ageing and stochastic dependence.
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Chapter 5
Hyper-properties and
semigroups
In previous chapters, evolution of dependence and evolution of ageing for
vectors of non-negative random variables have been separately considered
and some analogies between the two evolutions emerges. In this conclud-
ing section, we present a unified approach, based on semigroup arguments,
explaining the origin of such analogies and relations among properties of
stochastic dependence and ageing.
In order to describe the limit behaviour of the family of lower threshold
copulas {Cz}z∈(0,1] from a qualitative point of view, we have introduced,
in [35] (see also Chapter 2), the hyper-properties. A hyper-property of a
copula C corresponds, by definition, to a dependence property of the whole
family of threshold copulas associated with C. Hyper-properties can be
defined as well for other families of copulas, e.g. for the family of survival
copulas {Cˆt}t≥0 (see [49]). In this case, we will call them hyper-dependence
properties.
In this chapter, we analyze the notion of hyper-property and investigate
the algebraic structure of hyper-properties. We find that such a notion is
very general, not only concerning dependence properties. In fact, it can
be expressed in terms of actions of semigroups and of their orbits. Such a
general background allows us to extend the notion of hyper-property from
dependence to other kinds of properties. For example, this formulation fits
well to the study of ageing properties. To this purpose, we extend the notion
of hyper-property from copulas to semi-copulas.
In fact, a suitable semi-copula B is used for describing multivariate age-
ing properties (see [19, 21, 36]). In parallel with dependence, it is also of
interest studying evolution of ageing, introducing a family of semi-copulas
{Bt}t≥0 (see [49]).
This common background also allows us to explain some analogies be-
tween the structure of the implications among dependence properties and
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the structure of implications among ageing properties. Some of them have
been already considered and pointed out in [49].
The chapter is organized as follows. Section 5.1 is devoted to general re-
sults on semigroup actions and their orbits. In this general algebraic setting,
a hyper-property is represented by a class of copulas, that is closed under
the action of a given semigroup of transformations. In Section 5.2, we define
a transformations of a copula Cˆ, Φdep : C×R+ → C such that the elements of
the family of survival copulas {Cˆt}t≥0 are obtained as Cˆt = Φdep(Cˆ, t). We
proved in [49] (see also Chapter 2) that Φdep is an action of the semigroup
(R+,+, 0) on C˜. Analogously to the transformation Φdep, a transformation
Φag is defined, such that Bt = Φag(B, t). It has been proved in [49] (see
also Chapter 4) that also Φag : S × R+ → S is an action of the semigroup
(R+,+, 0), in this case on S. We devote Section 5.2 to the extension of the
notion of hyper-property to ageing and to apply results of Section 5.1.
In view of the common algebraic background of dependence and ageing prop-
erties, we give there an explanation of their behaviour and of the similarities
between the two kinds of properties, that already emerged in [35, 49] (see
also the previous chapters). We also enrich their treatment by providing
some examples.
5.1 Hyper-properties and semigroups
We want to provide a general approach to the study of the evolution of
some properties within a family of copulas. In this section, we study, in an
abstract frame, properties of copulas, that are called hyper-properties. They
are properties of a copula C ∈ C, but they correspond to properties of the
whole family associated with C by a certain transformation Φ(·, t). Since
we will not restrict ourselves to consider dependence properties, we extend
the treatment to semi-copulas and families of semi-copulas.
In order to define and to explain what a hyper-property is, it will be con-
venient to recall some basic notation about semigroups, actions and orbits
(see e.g. [56]).
In the following U will denote an arbitrary set and ⊕ a binary operation
on U . (U ,⊕) is a semigroup if U is closed with respect to ⊕ and ⊕ is asso-
ciative. If, furthermore, U contains a neutral element 1⊕ for the operation
⊕, (U ,⊕, 1⊕) is said to be a monoid or a unitary semigroup. Since we will
consider here unitary semigroups, from now on we will refer to them simply
as semigroups.
Let T be an arbitrary set.
Definition 5.1.1. An action of U on T is a transformation
Φ : T × U → T
such that
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(i) for any ζ ∈ T , Φ(ζ, 1⊕) = ζ;
(ii) for any t, s ∈ U , Φ(Φ(ζ, t), s) = Φ(ζ, t⊕ s).
The set
OΦ(ζ) = Φ(ζ,U) = {ζ ′ ∈ T : ∃s ∈ U : Φ(ζ, s) = ζ ′}
is the orbit of ζ under the action Φ.
In most of what follows, we will consider the semigroup (U ,⊕, 1⊕) coin-
ciding with (R+,+, 0) and T coinciding with S or with C.
Let us proceed now in explaining what hyper-dependence is.
Let P and P ′ two different classes of semi-copulas.
For example, a class P may consist of all the semi-copulas satisfying a certain
dependence property P (as in Definition 1.3.11): namely, PPQD, PLTD, PTP2 ,
PSI are the classes of semi-copulas that are, respectively, PQD, LTD, TP2,
SI, satisfying the chain of inclusions
PPQD ⊇ PLTD,⊇ PTP2 ⊇ PSI . (5.1)
Starting from the above notions of dependence, in [35] new properties
of copulas have been introduced, called hyper-dependence properties. Their
peculiarity is to be defined as properties of a copula, in relation to properties
of the whole associated family; i.e. we say that Cˆ is hyperdep-P if Cˆt is P
for every t ≥ 0. We redefine hyper-properties here, in accordance with the
above algebraic setting.
Let Φdep be the transformation such that
Cˆt = Φdep(Cˆ, t), (5.2)
defined by Eq. (2.14).
Definition 5.1.2. C ∈ C is hyperdep-P if OΦdep(C) ⊆ P.
Hyperdep-P is the class of all hyperdep-P copulas.
More in general, let P be a property of semi-copulas, S ∈ S and OΦ(S)
the orbit of S under the action Φ.
Definition 5.1.3. We say that S is hyperΦ-P if OΦ(S) ⊆ P.
We denote by hyperΦ-P the class of all the hyperΦ-P semi-copulas.
Remark 5.1.4. The class hyperΦ-P is contained in P.
The analysis of hyper-dependence suggests us to extend to classes of cop-
ulas associated with properties of dependence or hyper-dependence the study
of relationships of the kind in (5.1). In such a case, a more heterogeneous
landscape emerges. In particular, we can list the following (non-exhaustive)
situations:
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i) P = hyperΦ-P;
ii) P ⊂ P ′, hyperΦ-P = hyperΦ-P ′;
iii) P * P ′, P ′ * P, hyperΦ-P ′ ⊂ P;
iv) P * P ′, P ′ * P, hyperΦ-P = hyperΦ-P ′.
The formalization in the items i), ii, iii), iv) is suggested by relations
that we have noticed among classes of copulas corresponding to dependence
or hyper-dependence properties.
Example 5.1.5. i) PTP2 = hyperdep-PTP2 (see [49, 35]);
ii) hyperdep-PTP2 = hyperdep-PLTD, but PTP2 ( PLTD (see [49, 35]);
iii) PTP2 and PSI are not comparable, but hyperdep-PSI ( PTP2 (see
Propositions 5.1.9 and 5.2.11 below).
The cases listed above can be alternatively formulated as
i) P s.t. S ∈ P ⇒ OΦ(S) ⊆ P;
ii) P ⊂ P ′ s.t. OΦ(S) ⊆ P ⇔ OΦ(S) ⊆ P ′;
iii) P * P ′, P ′ * P s.t. OΦ(S) ⊆ P ′ ⇒ S ∈ P;
iv) P * P ′, P ′ * P s.t. OΦ(S) ⊆ P ⇔ OΦ(S) ⊆ P ′.
The above examples show how our formalism fits well to describe rela-
tions among dependence properties and hyper-dependence properties. We
have introduced it in order to express other properties of copulas and semi-
copulas (for example, ageing properties) in a form that is similar to the one
of dependence. Such a formalism will help us in singling out and study-
ing the common bases of different kinds of properties that originate some
systematic analogies.
The following propositions will show that the afore-mentioned alterna-
tives, i), ii), iii), iv), are sufficient to obtain all the possible relations involving
hyper-properties.
As above, Φ denotes the action of a semigroup.
Proposition 5.1.6. For P ⊂ P ′, the conditions
P = hyperΦ-P (5.3)
and
hyperΦ-P = hyperΦ-P ′ (5.4)
are equivalent to
P = hyperΦ-P ′. (5.5)
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Proof. If (5.3) and (5.4) hold, it obviously follows (5.5). Conversely, if (5.5)
holds, by [35, Prop. 7], (5.3) is satisfied and this automatically implies
(5.4).
The following proposition states, instead, that, if a hyper-property hyper-
P′ implies a property P, then hyper-P and hyper-P′ coincide, even when P
is strictly stronger than P′. In terms of classes P,P ′:
Proposition 5.1.7. If P ⊂ P ′, then
hyperΦ-P ′ ⊂ P (5.6)
if and only if
hyperΦ-P = hyperΦ-P ′. (5.7)
Proof. Since P ⊂ P ′, obviously (5.7) implies (5.6).
Conversely, let us suppose (5.6) holds. We have to prove that both the
inclusions hyperΦ-P ⊂ hyperΦ-P ′ and hyperΦ-P ⊃ hyperΦ − P ′ hold.
Since P ⊂ P ′, hyperΦ-P ⊆ hyperΦ-P ′ obviously follows.
By definition of hyperΦ-P ′, S ∈ hyperΦ-P ′ implies OΦ(S) ⊆ P ′.
Let us now consider St0 ∈ S such that St0 = Φ(S, t0), for some t0 > 0. By
definition of action, OΦ(St0) ⊆ OΦ(S). In fact,
OΦ(St0) = {S′ ∈ S : ∃s ∈ U : Φ(St0 , s) = S′} ⊆ P ′.
But Φ(St0 , s) = Φ(S, t0 ⊕ s) and, therefore, OΦ(St0) coincides with the sub-
orbit of S, Φ(S, t0 ⊕ U). Therefore OΦ(S) ⊆ P ′ implies OΦ(St0) ⊆ P ′ for
any t0 ≥ 0, i.e. that any sub-orbit of S is contained in P ′. By (5.6), this
fact implies that St0 ∈ P. Hence OΦ(S) ⊆ P ′ implies OΦ(S) ⊆ P, that is
hyperΦ-P ⊆ hyperΦ-P ′.
Remark 5.1.8. From implication “ (5.6) ⇒ (5.7)”, it follows that it cannot
hold the chain of inclusions
hyperΦ-P ⊂ hyperΦ-P ′ ⊂ P ⊂ P ′,
but, given
hyperΦ-P ′ ⊂ P ⊂ P ′,
it has necessarily to be
hyperΦ-P = hyperΦ-P ′.
An analog of Proposition 5.1.7, when two properties P and P′′ are not
comparable is given by the following
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Proposition 5.1.9. If P * P ′′, P ′′ * P and P = hyperΦ-P ′ for some P ′,
then
P ′′ ⊂ P ′ (5.8)
is equivalent to
hyperΦ-P ′′ ⊂ P. (5.9)
Proof. Obviously (5.8) implies (5.9).
Viceversa: let S ∈ hyperΦ-P ′′ ⊂ P. If S ∈ P ′′, it has necessarily to be
S ∈ P ′. In fact, if not so, it would be S ∈ P ′′\P ′ and, therefore, S /∈ hyperΦ-
P ′ = P, against the hypothesis.
Some corollaries of Propositions 5.1.7, 5.1.6, 5.1.9 will be obtained below.
In order to illustrate their meaning and usefulness, we need to recall and
point out the following fact. Since the semigroup acting on S, (R+,+, 0),
is totally ordered, it is possible to define an orientation on any orbit, corre-
sponding to the “increasing” direction on R+. Thus an orbit can be seen as
a trajectory in the space of semi-copulas.
Starting from any point on it, an orbit can be gone along in both directions:
forwards and backwards. More precisely: let us consider the orbit generated
by S ∈ S; any element of the orbit, D = St0 = Φ(S, t0), is individuated
by an element t0 ∈ R+. Starting from St0 , it is possible to go along the
orbit both forwards, by taking t increasing on (t0,+∞), and backwards, by
taking t decreasing on [0, t0). If, furthermore, we interpret t ∈ R+ as a time
parameter (as we will do in the following), then “forwards” and “backwards”
respectively mean “for future times” and “for past times”.
We are now in a position to state some corollaries about the evolution of
properties along an orbit. They are related to the preservation of a property
on a sub-orbit, but not necessarily on an entire orbit. Their proofs derive
from a basic consequence of Φ being an action of a semigroup on S, we have
already exploited in proving Proposition 5.1.7: for any t0 ∈ R+, the orbit
Φ(St0 ,R+), generated by the element St0 = Φ(S, t0) ∈ OΦ(S), is a sub-orbit
of S itself.
If P is closed under the action Φ, the property P can arise along the
orbit, but, from that point forward, it is necessarily preserved. Since we are
considering semigroup actions, nothing can be said about their backward
behaviour. Under actions of semigroups, the orbits are not a partition of
the set: they are allowed to join, but not to separate. Thus, given an element
St0 , it is not possible to univocally reconstruct backwards the orbit it belongs
to. We will provide in the following examples of such constructions.
Corollary 5.1.10. Let P,P ′ ⊆ S such that P = hyperΦ-P ⊂ P ′.
1. Then
St0 ∈ P for some t0 ∈ U ⇒ Φ(S, t0 ⊕ U) ⊆ P.
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2. If, furthermore,
hyperΦ-P = hyperΦ-P ′, (5.10)
then St0 ∈ P for some t0 ∈ U if and only if
Φ(S, t0 ⊕ U) = {S′ ∈ S : ∃t ∈ t0 ⊕ U : Φ(S, t) = S′} ⊆ P ′.
Proof. We start by proving the second statement. By hypothesis and con-
dition (5.10), P = hyperΦ-P ′ holds and therefore St0 ∈ P is equivalent to
OΦ(St0) ⊆ P ′.
By letting P ′ = P in the statement 2., we obtain 1..
The following corollaries can be easily proved starting from Propositions
5.1.7 and 5.1.9 respectively.
Corollary 5.1.11. Let be P ⊂ P ′. If P = hyperΦ-P ′, then
Φ(S, t0 ⊕ U) ⊆ P ′ for some t0 ∈ U ⇔ St0 ∈ P.
Corollary 5.1.12. Let be P * P ′ and P ′ * P. If
hyperΦ-P ′ ⊂ P,
then
Φ(S, t0 ⊕ U) ⊆ P ′ for some t0 ∈ U ⇒ St0 ∈ P.
Remark 5.1.13. If instead we consider an action Ψ of a group (G,⊕, 1⊕)
on S, P would be closed under the action Ψ, both forward and backward.
Consequently, if an element of an orbit belongs to P, the whole orbit is
contained in P. In other words, P and hyperΨ-P always coincide.
In this case, an analog of Corollary 5.1.10 holds.
Corollary 5.1.14. Let P,P ′ ⊆ S be such that S ∈ P ⇔ OΨ(S) ⊆ P ′. Then
St0 ∈ P for some t0 ∈ G if and only if OΨ(S) ⊆ P ′.
Proof. For any fixed t0 ∈ G, by the hypothesis St0 ∈ P ⇔ OΨ(St0) ⊆ P ′. By
definition of action, OΨ(St0) = Ψ(S, t0 ⊕ G). Since G is a group, the coset
t0 ⊕ G coincides with G, therefore
Ψ(S, t0 ⊕ G) = Ψ(S,G) = OΨ(S).
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5.2 Hyper-dependence and hyper-ageing proper-
ties of semi-copulas
We devote this section to the application of the results of Section 5.1 to
dependence and bivariate ageing.
The theoretical frame developed in the previous section allows us both to
explain some previously noticed analogies between dependence and bivariate
ageing and to obtain new results.
We recall that suitable analytical properties of the survival copula Cˆ
describe properties of dependence of the model, while properties of the age-
ing function B describe some properties of multivariate ageing. Studying
the evolution of these properties as time elapses, corresponds to study the
evolution of the family of copulas {Cˆt}t≥0 or of the family of semi-copulas
{Bt}t≥0. In particular, we are interested in relationships among these prop-
erties and in conditions for preservation in time of some of them.
We point out that relationships among properties of copulas may be seen
as relationships among classes of copulas, while preservation in time, for
example, of a dependence property P means that the corresponding class
of P copulas, P, is closed under the action of Φdep; i.e. P and hyperdep-P
coincide.
Φag instead is such that
Bt = Φag(B, t) (5.11)
and it is defined by Eq. (4.20).
Analogously to Definition 5.1.2 of hyper-dependence, we obtain the def-
inition of hyper-ageing properties by substituting, in Definition 5.1.3, the
transformation Φ with Φag.
Definition 5.2.1. S ∈ S is hyperag-P if OΦag(S) ⊆ P.
Hyperag-P is the class of all hyperag-P semi-copulas.
It has been already proved in Chapters 2 and 4 (see [49]), that both Φdep
and Φag are actions of the semigroup (R+,+, 0) on C and S respectively.
Remark 5.2.2. In defining hyper-properties, we have to specify the action
we are referring to. In fact, for a given P, hyperΦ-P obviously depends
on the orbit of the action Φ and, therefore, on the particular choice of the
transformation.
The following example shows that, for a given property P of a semi-
copula S, hyperdep-P and hyperag-P are two different properties of S. In
other words, since in general Φdep(S) 6= Φag(S), the class hyperdep-P does
not coincide with hyperag-P.
Example 5.2.3. Let S(u, v) = uv[1 + (1 − u)(1 − v)]. S is TP2 and, as
proved in [49], Cˆt = Φdep(S, t) is TP2 for any t ≥ 0.
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On the contrary, Bt = Φag(S, t) is not TP2 for any t ≥ 0. In fact, for t = 1
and u′ = 15 , u
′′ = v′ = 12 , v
′′ = 35 ,
Bt(u
′′, v′′)Bt(u′, v′)−Bt(u′, v′′)Bt(u′′, v′) = −0.2099 < 0.
By adopting a notation analogous to [35], we also define properties of
a semi-copula corresponding to dependence or ageing properties holding on
some subset of its orbit. Let be Λ ⊂ R+.
Definition 5.2.4. We say that C ∈ C is 〈P; Λ〉dep if Φdep(C, t) ∈ P for any
t ∈ Λ.
Remark 5.2.5. The property 〈P; [t0,+∞〉dep for a survival copula Cˆ means
that C may not satisfy P and that the property P holds for all Cˆt, with t
greater than a given t0. This notion can be of interest in the field of tail
dependence. In fact we are typically interested in proving that Cˆt satisfies a
dependence property P in the limit for t → +∞. Thus, proving that Cˆ is
〈P; [t0,+∞〉dep guarantees the above condition without explicitly computing
the limit limt→+∞Ct.
Analogously
Definition 5.2.6. S ∈ S is 〈P; Λ〉ag if Φag(S, t) ∈ P for any t ∈ Λ.
The general framework we have provided in the previous section allows
us both to formalize results previously obtained and to obtain new ones.
The results we will provide now are a consequence of the statements in
Section 5.1, about actions and orbits. We will present them in two different
subsections, devoted to the study of the action Φdep and Φag respectively.
We focus our attention on the case n = 2.
5.2.1 Dependence and hyper-dependence
It is known (see [35] and [49]) that, for any C ∈ C,
C is TP2 ⇔ C is hyperdep-TP2, (5.12)
that is
PTP2 = hyperdep-PTP2 .
To be precise, in [35], the above equivalence (5.12) has been shown for
the family of threshold copulas {Cz}z∈(0,1],
Cz(u, v) =
C(h−1z (uC(z, z)), h−1z (vC(z, z)))
C(z, z)
. (5.13)
In the present case, when the random variables are exchangeable, (5.13) is
obtained from Eq. (2.15) by operating a change of parametrization, making
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the family {Cˆt}t≥0 independent of G (see e.g. [49]). Eq. (5.13) is formally
analogous to Eq. (2.15); therefore we denote the transformation linking Cz
to C by
Cz = Φ˜dep(C, z).
However, before proceeding with our discussion, we will prove that
1. the same equivalence holds for any other monotonic parametrization
of the family;
2. statement (5.12) can be extended to the set of semi-copulas.
In [49] it has been proved that Φdep is an action of the semigroup
(R+,+, 0), by considering it acting on the survival copula Cˆ. For a fixed
copula Cˆ and for a fixed marginal survival function G, {Cˆt}t≥0 is the orbit
of Cˆ under Φdep.
Sometimes, for example when making the family independent of the mar-
gin, it may be convenient considering a different parametrization of the fam-
ily {Cˆt}t≥0, by means of a strictly monotonic function ψ : R+ → ψ(R+) ⊆ R.
We obtain the family {Cˆ(ψ)z }z∈ψ(R+), with Cˆ(ψ)z = Cˆψ−1(z). By replacing t
with ψ−1(z) in Eq. (2.15), a different transformation Φ(ψ)dep : C × ψ(R+)→ C
is defined, mapping (Cˆ, z) in Cˆ
(ψ)
z .
In [35], e.g., the family {Cz}z∈(0,1] is originated by choosing ψ = G.
It can be proved that a monotonic change of parametrization leaves
unchanged the orbits of C under Φdep. Actually, this fact holds more in
general, independently of the transformation Φ, as the following proposition
states.
Let Φ be an action of (R+,+, 0) on S and define Φ(ψ) : S ×ψ(R+)→ S,
Φ(ψ)(S, z) = Φ(S, ψ−1(z)).
Proposition 5.2.7. For any strictly monotonic ψ, Φ(ψ) is an action of the
semigroup (ψ(R+),⊕, ψ(0)) on S.
Furthermore, for any fixed S ∈ S,
OΦ(ψ)(S) = OΦ(S).
Proof. By letting
w ⊕ z = ψ(ψ−1(w) + ψ−1(z)),
Φ(ψ) satisfies conditions (i) and (ii) in Definition 5.1.1.
Now, for any fixed S ∈ S,
OΦ(ψ)(S) = {S′ ∈ S : ∃z ∈ ψ(R+) : Φ(ψ)(S, z) = S′}.
Since ψ is strictly monotonic,
OΦ(ψ)(S) = {S′ ∈ S : ∃t ∈ R+ : Φ(ψ)(S, ψ(t)) = S′}.
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Now, by definition, Φ(ψ)(S, ψ(t)) = Φ(S, t). Thus, for any S ∈ S,
OΦ(ψ)(S) = OΦ(S).
Even without its statistical meaning, the transformation Φdep can be
formally extended to the set of semi-copulas.
It can be proven that the equivalence between PTP2 and hyperdep-PTP2
still holds for semi-copulas, as the following proposition states.
Proposition 5.2.8. Let be S ∈ S. S ∈ PTP2 if and only if S ∈ hyperdep-
PTP2.
Proof. By [34, Lemma 3.1], PTP2 ∩ C = PTP2 ∩ S. Therefore, if S ∈ S is
TP2, then S ∈ C.
Conversely, if S ∈ S is not TP2, it cannot be hyperdep-TP2, because this
fact would trivially imply that S is TP2, against the hypothesis.
Therefore the equivalence (5.12) holds.
Since PTP2 is closed under Φdep, by Corollary 5.1.10, it follows that, if
t0 ≥ 0 exists, such that Cˆt0 is TP2, then Cˆ is 〈TP2; [t0,+∞)〉dep.
Since in this case the parameter t ∈ R+ represents a time, we can say
that the action Φdep preserves the TP2 property “in the future”, but not “in
the past”. In other words, an orbit can enter the class PTP2 of TP2 copulas,
but it cannot go out. The following example shows that, if Cˆt0 is TP2, Cˆ
has not necessarily to be 〈TP2; [0, t0)〉dep.
Example 5.2.9. Let z0 ∈ (0, 1) and
Cˆ(u, v) =

uv, u, v ∈ [0, z0],
z0 + (1− z0)W
(
u−z0
1−z0 ,
v−z0
1−z0
)
, u, v ∈ (z0, 1],
min(u, v), otherwise,
where W (u, v) = max(u+ v − 1, 0) is the lower Frechet bound.
We recall that, for any t ≥ 0, Cˆt only depends on the behaviour of Cˆ on
the square [0, z]2, z = G(t). Thus Cˆt0 is TP2, for t0 = G
−1
(z0), and Cˆt
continues to be TP2 for t > t0. For t < t0 instead, Cˆt is not even PQD. In
fact, if we consider z0 =
1
2 and z1 =
3
4 : C(z1, z1) =
1
2 <
9
16 = z
2
1. Therefore,
for z0 =
1
2 , Cˆt is not PQD at least for t ≤ G
−1
(34).
Remark 5.2.10. By Proposition 5.1.7, an orbit cannot enter PTP2 from
PLTD, but it has to pass PLTD by, directly passing from PPQD to PTP2.
In fact, let us suppose Cˆt0 ∈ PTP2 for some t0 > 0 and Cˆt ∈ PLTD \
PTP2 for any t ∈ [0, t0). Since PTP2 ⊂ PLTD, Cˆ would belong to hyperdep-
PLTD. But hyperdep-PLTD coincides with hyperdep-PTP2, that, on its turn,
coincides with PTP2, against the hypothesis Cˆ ∈ PLTD \ PTP2.
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Roughly speaking Corollary 5.1.10 implies that if we observe at a cer-
tain time a strong dependence between the variables, the structure of the
dependence will not change. This preservation is not warranted instead by
weaker dependence notions: the PQD property, for example, is not neces-
sarily preserved in time (for a more detailed discussion about this topic, see
[35]).
Since TP2 is equivalent to hyperdep-TP2, for t0 > 0, 〈TP2; [t0,+∞)〉dep
is weaker than TP2. Thus, we expect that a weaker property than hyperdep-
LTD is sufficient to guarantee 〈TP2; [t0,+∞)〉dep. In fact, by Corollary
5.1.11, it follows that Cˆ being 〈LTD; [t0,+∞)〉dep is equivalent to Cˆ be-
ing 〈TP2; [t0,+∞)〉dep.
A further dependence property, we have not considered in previous works,
is SI. Without making explicit computations, the following inclusion can be
proved.
Proposition 5.2.11. Hyperdep-PSI ⊂ PTP2 .
Proof. Since PSI ⊂ PLTD, hyperdep-PSI ⊂ hyperdep-PLTD. But, as we
have said before, hyperdep-PLTD = PTP2 and, therefore, hyperdep-PSI ⊂
PTP2 .
By Corollary 5.1.12, it follows
Corollary 5.2.12. If t0 ≥ 0 exists, such that Cˆ is 〈SI; [t0,+∞)〉dep, then
Cˆ is 〈TP2; Λ〉dep.
We summarize the implications among the considered properties in the
following table, similar to the one in [35]:
〈TP2; Λ〉dep ⇒
6⇑ 6⇓ 〈LTD; Λ〉dep
〈SI; Λ〉dep ⇒
6⇑ 6⇓ 6⇑ 6⇓
SI ⇒
6⇑ 6⇓ LTD
TP2 ⇒
m ⇑
hyperdep-TP2 ⇔
⇑ 6⇓ hyperdep-LTD
hyperdep-SI ⇒
(5.14)
For Λ = [t0,+∞), t0 > 0, the only different relationships are:
〈TP2; Λ〉dep ⇔
⇑ 6⇓ 〈LTD; Λ〉dep
〈SI; Λ〉dep ⇒
(5.15)
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Remark 5.2.13. In the Archimedean case, while the classes PPQD, PLTD
and PTP2 continue to be different, hyper-PPQD, hyper-PLTD and hyper-PTP2
coincide. By Proposition 5.1.7, it means that, for example, if Cˆ /∈ PTP2, its
orbit can enter the class at a certain time t0. However, by an analogous
reasoning to the one in Remark 5.2.10, before t0, Cˆt has to be not PQD.
5.2.2 Ageing and hyper-ageing
We mainly focus our discussion on of B’s properties to supermigrativity
and to its connections with PQD and TP2. In fact, the scheme of the
implications among PQD, SM and TP2, investigated in [49], reflects the
ones in (5.14) and (5.15).
In [19] it was proved that hyperag-PPQD = PSM . In view of the semi-
group structure of {Bt}t≥0, it follows that PSM = hyperag-PSM . Thus, by
Corollary 5.1.10, we have:
Corollary 5.2.14. If t0 ≥ 0 exists, such that Bt0 is SM, then B is
〈SM ; [t0,+∞)〉ag.
As for TP2 property for the survival copulas, we can say that the prop-
erty SM for the ageing function can arise at some time t0, but, once it has
appeared, it is necessarily preserved for future times. This analogy holds
because PSM = hyperag-PSM so like PTP2 = hyperdep-PTP2 , that is, both
PTP2 and PSM are closed under some semigroup actions. Thus, the orbits
of an ageing function under Φag can enter PSM , but they cannot go out.
Analogously to Example 5.2.9,
Example 5.2.15. We consider, for z0 ∈ (0, 1), the ordinal sum
B(u, v) =

uv, u, v ∈ [0, z0],
z0 + (1− z0)W
(
u−z0
1−z0 ,
v−z0
1−z0
)
, u, v ∈ (z0, 1],
min(u, v), otherwise.
Bt is SM for t ≥ − log z0, but, for t < − log z0, Bt is not even PQD.
If inf Λ > 0, 〈SM ; Λ〉ag is a weaker property than SM and we find a
weaker property than hyperag-PQD implying it.
Corollary 5.2.16. If t0 ≥ 0 exists, such that B is 〈PQD; [t0,+∞)〉ag, then
B is 〈SM ; [t0,+∞)〉ag.
This implication only holds for intervals of the kind Λ = [t0,+∞), for
any t0 ≥ 0. For a general interval Λ = [t0, t1], 0 ≤ t0 ≤ t1, 〈PQD; Λ〉ag does
not necessarily imply any more 〈SM ; Λ〉ag, as the following example shows.
97
Example 5.2.17. Let us consider, for z0 ∈ (0, 1),
B(u, v) =

min
(
u, v, u
2+v2
2
)
u, v ∈ [0, z0],
z0 +
(u−z0)(v−z0)
1−z0 , u, v ∈ (z0, 1],
min(u, v), otherwise.
B is at least 〈PQD; [0,− log z0]〉ag, but B is not SM. In fact B does not
satisfy Eq. (4.2), for u = s = 12 , v =
1
4 , z0 ∈ [14 , 12 ].
B /∈ PSM implies that B cannot be 〈SM ; Λ〉ag for Λ containing 0. There-
fore, for a general Λ ⊆ R+, B being 〈PQD; Λ〉ag does not imply B being
〈SM ; Λ〉ag.
Another relation is provided by the following proposition:
Proposition 5.2.18 ([49]). hyperag-PTP2 ⊂ PSM .
By Corollary 5.1.12, it follows:
Corollary 5.2.19. If t0 ≥ 0 exists, such that B is 〈TP2; [t0,+∞)〉ag, then
B is 〈SM ; [t0,+∞)〉ag.
We summarize here the implications discussed in the present paragraph:
hyperag-TP2 ⇒ TP2 ; : 〈TP2; Λ〉ag
⇓ 6⇑ 6⇓ 6⇓
hyperag-SM ⇔ SM ⇒ : 〈SM ; Λ〉ag
m ⇓ ⇓ 6⇑
hyperag-PQD ⇒ PQD ; : 〈PQD; Λ〉ag
If Λ = [t0,+∞), the only different implications in the table are:
〈TP2; Λ〉ag ⇒ 〈SM ; Λ〉ag ⇔ 〈PQD; Λ〉ag.
5.3 Conclusions
We consider the families {Cˆt}t≥0 and {Bt}t≥0, used to describe depen-
dence and ageing of a model.
Starting from previous works, in [49] it has been hinted at the fact that
the obtained results are based on the semigroup structure of the two fam-
ilies. In this paper, we develop this analysis, by studying in detail the
consequences of such a semigroup structure.
In this frame, we prosecuted here the study of the concept of hyper-
property, introduced in [35]. We presented an algebraic approach to this
investigation and found that the notion of hyper-property is something gen-
eral, not only related to dependence properties. Thus, we extended the
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study of hyper-properties to ageing too. We obtain the results in Section
5.2 by means of general propositions, without making explicit computations.
The common algebraic structure of {Cˆt}t≥0 and {Bt}t≥0 allows us to ex-
plain some systematic analogies between dependence and ageing properties
and between the structures of relations existing among them.
We notice in fact a parallelism between the properties TP2 for Cˆ and SM
for B, SI for Cˆ and TP2 for B, LTD for Cˆ and PQD for B. The explanation
of the behavioural similarities lies in that each pair of classes of semi-copulas
(corresponding to the afore-mentioned properties) has the same properties
with respect to the two different actions Φdep and Φag.
For example, from both LTD and PQD, under these two different actions,
we obtain two known properties of semi-copulas:
PTP2 ⊂ PLTD, PSM ⊂ PPQD;
PTP2 = hyperdep-PLTD, PSM = hyperag-PPQD.
The fact that PTP2 is closed under Φdep and PSM is closed under Φag, so
like other analogies discussed in Section 5.2, can be seen as a consequence of
the above-mentioned analogy between LTD and PQD, due to the fact that
both Φdep and Φag are actions of a semigroup on the set of semi-copulas.
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Conclusions
In this thesis we developed the subject of the time evolution of depen-
dence among residual lifetimes. In particular, among the topics studied
in the related literature, there are tail dependence and default contagion.
The first one concerns the asymptotical evolution of dependence; the second
consists in a stochastic order condition on the survival function immediately
before and immediately after a default.
One of our aims was investigating connections among: evolution of de-
pendence between two subsequent default times, evolution of dependence at
default times and default contagion. We fulfil this aim by providing a unified
frame for the study of evolution of dependence. In particular, connections
have been studied in detail in the case when the lifetimes are conditionally
i.i.d..
Some aspects related to the extension to more general cases can be the
subject of further insights, both as to the analysis of conditions for preser-
vation of dependence properties and as to the monotonicity property of the
family of threshold copulas with respect to some orders.
From an application-oriented point of view, it would be also interesting
to study models where the units are divided into groups. The units are
exchangeable within any group, but not globally.
Default contagion and tail dependence are very topical subjects. In par-
ticular, the last recent financial crisis has high-lit the importance of studying
connections among:
• evolution of dependence (in normal conditions),
• dependence conditionally on extreme events
• dependence conditionally on defaults.
In this context, our study tells us, intuitively speaking, that, if the con-
ditional hazard rates of the “countries” are monotonic functions of some
underlying factors, dependence increases under extreme events and discon-
tinuously decreases when a default occurs. Notice however that, along with
the decrease of dependence among the not defaulted “countries”, we also
find a decrease of their joint survival probability.
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Actually, the scenario we deal with nowadays in finance is not exactly
the same we considered in our treatment, where the default times are con-
ditionally i.i.d..
In fact, the dependence among countries is not only “information in-
duced”, that is due to our level of information about some common envi-
ronmental factors, but it is also due to “physical” interaction (loans, invest-
ments, etc).
Furthermore, it is also realistic considering the case when the countries
are not exchangeable: some countries are economically stronger than others
or their production is linked to a specific sector... in short, they do not play
a same role in the market.
Some other aspects of the connection between tail dependence and de-
fault contagion arises however also in fields different from Finance.
In the above, we mentioned connections among different kinds of de-
pendence or, in other words, among dependencies in different situations.
Another purpose of ours is studying links between dependence and ageing.
Ageing is mainly used in Reliability Theory, while it is not so a widespread
topic in Risk Theory and Finance. Actually, one can expect that the same
concepts are applicable in such fields.
In order to give a unified frame for the study of evolution of dependence
and of ageing, we provided a semigroup approach. Such an approach is
based on the fact that both the families describing evolution of dependence
and of ageing respectively are proved to be orbits of the survival copula and
of the ageing function under different actions of a semigroup.
This theoretical frame is useful to study ageing, in parallel with depen-
dence, and also to explain analogies existing between evolution of depen-
dence and evolution of ageing.
We developed here this approach in the case conditional on the obser-
vation of survivals only. However, such an approach could be extended to
the analysis of evolution of both dependence and ageing in presence of de-
faults. This would be interesting both from a mathematical and from an
application-oriented point of view.
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