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ABSTRACT 
Let Gt and Gz be locally compact Abelian groups. Let L’ (G,) (i = 1,2) be the space of all com- 
plex-valued functions on G, which are absolutely integrable with respect to its Haar measure. A 
linear map H : L’(Gl) + L’(G2) is said to be separating or disjoinmess preserving if f * g = 0 im- 
plies Hf * Hg F 0. In this paper we show that a separating bijection H is always continuous with 
respect to the standard topology in L’ (G,). Moreover, we deduce that the two dual groups of Gt and 
G2 are homeomorphic and also characterize separating bijections H of L’ (Gi) onto L1 (Gz) as those 
linear bijections which can be expressed as a composition of an algebra isomorphism 
HI : L’ ( GI) + I,’ (G2) and a continuous linear operator Hz : L’ (Gz) --f L’ (G2) which commutes 
with all translations. 
INTRODUCTION 
Let Gi and G2 be locally compact Abelian groups. Let Ti and r2 be the dual 
groups, which are also locally compact and Abelian, of Gi and GZ respectively. 
Let f.’ (Gi) (i = 1,2) be the space of all complex-valued functions on Gi which 
are absolutely integrable with respect to m (Haar measure). It is well known 
that L’ (Gi) is a commutative Banach algebra if multiplication is defined by 
convolution, what is to say (f * g)(x) = fc, f(x - v)g( y) dm( v) for every f, g E 
L’(Gi) and ifwe consider the norm ljfllt = s,, IS(x)\ dm(x), f E L’(Gi). 
Research partially supported by the Fundacio Caixa Caste116 (A-39-MA) 
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For all f E L’(Gi), we denote by f the Fourier transform off. The set of all 
functions f so obtained will be denoted by A(ri), which is a separating (given 
S, t E ri, there exists f E A(ri) such that f(s) # 0 and f(t) = 0) dense sub- 
algebra of Ce(ri) (the space of all continuous functions on ri that are zero at 
infinity provided with the supremum norm (11 II,)). We denote by Coo(T;) the 
normed space of all continuous functions on ri with compact support. 
M(Gi) stands for the Banach algebra of all bounded regular complex-valued 
measures on Gi. If p E M(Gi), we denote by fi the Fourier-Stieltjes transform 
of CL. The set of all such functions will be denoted by B(ri). 
Given x E Gi, we denote by 6, the unit mass concentrated at x. 
In [HI] Helson proved that if H is an algebra isomorphism of L’(Gi) onto 
L’ (Gz) and llH]l 5 1, then the underlying groups are topologically isomorphic 
and gave a multiplicative representation for H. In [BH] Beurling and Helson 
obtained the same result for any (not necessarily norm-decreasing) algebra 
isomorphism H under the assumption that r, be connected. 
Later some of these results were extended to the non-Abelian case, even when 
the range of H is in M(G2). However the characterizations obtained in this 
setting are less tractable than those obtained in the Abelian one; see e.g., [Ch], 
[Gl], [Gr] and [Jh]. 
Another type of generalization was given by Kalton and Wood in [KW]. 
They accomplished Helson’s results for any algebra isomorphism H with 
IIH II < fi, which is the best possible constant. 
In this paper we study a different kind of linear isomorphisms between group 
algebras which generalizes the concept of algebra isomorphism: 
A linear map H : L’(Gl) -+ L’ (Gz) is said to be separating or disjointness 
preserving if f * g E 0 implies Hf * Hg s 0. 
Associated with H there is a linear map & : A(Tl) ---) A(I’2) defined by the 
requirement hat h(f) be the Fourier transform of H(f). The map fi is said to 
be separating or disjointnesspreserving if 2 .f s 0 implies that a(g) . I?(f) s 0. 
It is easily verified that H is a separating map if and only if fi is separating. 
The antecedents of the kind of mappings we deal with here can be found in 
the context of vector lattices, where they have been widely studied; see e.g., 
[Ab], [AN], [FP] and [Pt]. A thorough study of operators preserving disjoint- 
ness in the context of C(K)-modules can be found in [AAK]. 
Later Beckenstein and Narici (see [BNl] and [BN2]) considered these map- 
pings for spaces of continuous functions with the name of separating maps. In 
this context, they have been further investigated in [ABN], [FH] and [Jz]. 
In this paper we show that a separating bijection H is always continuous 
with respect to the standard topology in L’ (Gi). Moreover, we deduce that the 
two dual groups ri and r2 are homeomorphic and characterize separating bi- 
jections H of L’(Gi) onto L’(G2) as those linear bijections which can be ex- 
pressed as a composition of an algebra isomorphism HI : L’ (G,) + L’ ( Gz) and 
a continuous linear operator Hz : L’(G2) + L’ (G2) which commutes with all 
translations. Finally we give some corollaries of the results above. 
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I. PRELIMINARIES 
Let J = {f E L’(G1) : f E Coo(rl)}. By 33.13 [He2], J is a dense ideal in 
L’(G1). Let r = {s E l72 : there exists f E J with I?(f)(s) # 0). 
For any subset A of Gi (resp. I’,), cl A stands for the closure of A in Gi (resp. 
I’,), COZ(~) = {S E Gi (resp. ri) :f(~) # 0 (resp. j(s) # 0)) for any f E L’(G,) 
Crew. f E A(r f IA Crew f IA) d enotes the restriction off to A (resp. /) and 
int A is the interior of A. 
If s E r2 and @ denotes the complex field, let H Is1 : A(I’,) + C be defined as 
H’s’(j) = fi(i)( s ) f or all j E A(rl). An open subset V of I’, is said to be a 
vanishing set for H’s’ if for all j E A(r,) such that coz(f ) c V, then 
H’s’(f) = 0. 
We refer to [Hell, [He21 and [Ru] for the questions concerning locally com- 
pact Abelian groups and the Banach algebras L’(Gi) and M(Gi). 
2. SOME PREVIOUS RESULTS 
The following lemma is an adaptation for A(I’i) of the classical result on the 
existence of a partition of the unity. We include it for the sake of completeness. 
Lemma 1. Let K be a compact subset of rl. Let {VI, V2,. . , V,,} be an open 
covering of K. Then, there exist { fi, f2, . . . , fn} c L’(G1) such that EYE, x = 1 
onKandcoz(4) c Vifori= l,...,n. 
Proof. Given x E K, let U(x) be a compact neighbourhood of x such that 
U(x) c Vi for some i = 1,. . , n. As K is compact, there exist {xl,. . , xm} c K 
suchthatKcU{U(xj):j=l,...,m}.LetKi=U{U(xj):U(xj)CVi}for 
i= l,... , n. AS each Ki is compact, there exists gi E L’(G,) such that gi s 1 on 
Ki and COZ(gi) C Vi (see Theorem 2.6.2, [Ru]). For the same reason, there exists 
6 E L’(G1) such that 2 E 1 on K. Let us define the following functjons: f, = 21; 
.h=G-81).i2; f,_,=(B-~l)(s-~2)...(~-gn-2).~n-I; fn=(k-&). 
(~-s2)...(B-~~n_l).gn. 
Clearly, COZ(&) C Coz(gi) 5 Vi for i = 1,. . ,n. Given x E K, 
.fdx, +f2(4 =h(x) +(1 -is(x)).i?2(x) 
= 1 - (1 -h(x)) + (1 -h(x)) .i?2(x) 
= 1 - (1 - &(x))(l - 22(x)). 
By induction, wegetf,(x)+j;(x)+...+j;,(x) = 1 - (1 -g~(x))(l --&Z(X)). . . 
(1 - in(x)). As x E K C U { U(xj) :Aj = 1, ., . , m}, there exists io such that x E 
Kio. Consequently, iio(X) = 1 and f, (x) + f2(x) + . + f,(x) = 1. 0 
Propositions 1, 2 and 3 follow the pattern given by Abramovich, [Ab], for 
similar results in the context of general vector lattices (see also [BN2]). 
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Proposition 1. The set supp H ‘sl = rl N {U { V c Tl : V is a vanishing set for 
H’S’}} is a singleton for any s E r. 
Proof. Let us suppose that supp H’s’ is empty. Then ri = lJ { I/ c ri : V is a 
vanishing set for H ts ‘}. If we consider f E J, then cl co@) c U { V c ri : V is 
a vanishing set for H’s’}. As cl coz(f) is compact, there exist Vi, V2,. . , V, 
vanishing sets for H's' such that cl coz(f) c {VI U . . U Vn}. According to the 
lemma above, there exist { fi, f2,. . . , fn} c L’(Gi) such that EYE1 x = 1 on 
cl coz f and COG c Vi for i = 1,. . . , n. Therefore, _? = Cr= 1 f;: . f. Since 
c0ztj.f) c I’i,thenN(f.j)(s) =Ofori= l,...,n.Thus,fi(j)(s) =Oforall 
f E J, which is a contradiction because s E I? 
On the other hand, let us suppose that Y and t are distinct members of 
supp H’s’. Let U and V be disjoint neighbourhoods of r and t respectively. 
There exist f,g E L’(Gi) such that fi(f)(s) . a(g)(s) # 0 with coz(p) c U and 
coz(g) c V, which contradicts the separating property of fi. 13 
Definition 1. The proposition above lets us define a mapping h : r -+ Tl such 
that h(s) = supp H’s’ for any s E lY We call h the support map of fi. 
Proposition 2. The support map h of I? is continuous. 
Proof. Let {sd} be a net in r converging to s E i7 Since ri is locally compact, 
we can consider f;, which denotes the Atexandroff compactification of ft. We 
continue to denote by {h(q)} a subnet of {h(sd)} convergent o t E r;. Let us 
suppose that h(s) # t. Let V and U be disjoint neighbourhoods of h(s) and t 
respectively. There exists f E L,‘(Gi) such that Z?(f)(s) # 0 and coz(f’) c I-‘. 
Hence, since k(f) is continuous on r, there must be some index do such that 
&(f)(q,) # 0 and h(sdO) E U. Now, we can consider g E L’(Gi) such that 
fi(i)(sd,,) # 0 and coz(i) c U. Hence, coz(S) ncoz(j) = 0 but k(f)(sd,,). 
Z?(g)(q,) # 0 which is a contradiction. q 
Proposition 3. Given any open subset U of r and any f E L’ (GI), the following 
properties of the support map h hold: 
(1) rfj‘ 1~ G 0, then l?(f) Ikm~(Ul E 0. 
(2) h(coz(Z?(f)) n r) c ~1 COZ(~). 
(3) IfH is injective, then h(r) is dense in r, and r is non-void. 
Proof. (1) Let us suppose that f 1~ E 0. If we take s E h-*(U), then there 
exists g E L’(G,) such that coz(S) c U and Z?@)(s) # 0. Since coz(j) n 
coz(g) = 0, we deduce that &(f)(s) = 0. 
(2) Let us suppose that s E coz(fi(f)) but h(s) @ cl coz(f). Thus, we can 
find an open neighbourhood U of h(s) such that f 1 u E 0. By (l), h(f)(s) = 0 
which is a contradiction. 
(3) Suppose that h(r) is not dense in ri. Then there exists t E rl such that 
t $ cl h(r). Let U and V be open neighbourhoods oft and cl h(r) respectively 
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such that cl U ncl I/ = 0. If we take f E L’(Gt) such that coz(f) c U, then 
f 1~ E 0 and, by (I), &(f) /hm,jV) = 0. The preceding remarks show that, since 
r c h-'(V), coz(f) c U implies that pi<?) ]r s 0 for anyf E L’(Gi). 
By Theorem 2.6.8 [Ru], there exists g E J, g f 0, such that coz(g) c U, so 
that k(g) Ir z 0. By the definition of r, it follows that fi(g) E 0 which is a 
contradiction because fi is injective and linear. q 
When H is an onto separating map, we can extend its support map h to a 
continuous function defined on r2. 
Proposition 4. If H is onto, then the support map h : T + r, has a continuous 
extension h * : r2 + r;. 
Proof. Let us define h* : r, --f r; such that h*(so) = OC, if so E (r2 N r) and 
h*(s) = h(s) ifs E r. From the definition of r, it is clear that r is an open subset 
of I’,, so that h* is continuous at each point of r. On the other hand, if 
SO E (r2 N r) and there exists a neighbourhood Y of so such that V c (r2 N r), 
then h* is continuous at SO. Therefore we can assume that SO E (r2 N r) and 
there is a net {sd} in r converging to SO such that {h(sd)} converges to to E rl. 
By Theorem 2.6.8 [Ru], there exists f E J such that f E 1 on a neighbourhood 
U of to. On the other hand, since H is onto and A(r2) is a separating sub- 
algebra of Co(r2), we can consider g E L’(Gi) such that &i(g)(~) # 0. There- 
fore the-function (g,- f. 9) vanishes on U and {h(S - f. g)(sd)} converges to 
H(g -f. I) = H(~)(.so) - fi(f. I) = &(~)(so) # 0 because (f * g) E J 
and SO $ r. Consequently there is an index do such that fi(g -f. g)(sd) # 0 for 
all cl > da. This implies, by Proposition 3(2), that h(sd) E cl coz@ - j. S) for all 
d > do, which is a contradiction since (b - f. g) E 0 on an open neighbour- 
hood of to. q 
Now we introduce a function which will be a basic tool in the sequel. 
Remark. Let us define a continuous map X : h-’ (PI) C r + 62 as follows: 
Given s E h-‘(I’l), let U be a relatively compact open neighbourhood of h(s) 
and let e(, “I be any function in L’ (Gi) such that Z($, Ul = 1 on U. These func- 
tions exist by Theorem 2.6.2 [Ru]. We define X(s) = H(Bc, u,)(s). By Proposi- 
tion 3, it is clear that the definition of X does not depend on which particular 
function being 1 on U we take, that is, if E[S,U) z 1 on U, then fi(;{S,,,)(s) = 
fi(Z,,Y, U~)(s). On the other hand, if V is another relatively compact neighbour- 
hood of h(s) and we take e(,, V) defined as above, then fi(Q, U)) = fi(Q, V,) on 
h-‘( U n V) by Proposition 3. 
Thus, the function X is well defined and given that for all s E h-‘(rl) it is 
equal to Ej(dc,, (i)) on h-‘(U), which is a neighbourhood of s, we deduce that X 
is a continuous mapping. 
Definition 2. We denote by r, the subset of r consisting of all s E r such that 
H’s’ is continuous and by r, the complement of r, in I’. 
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The following result is a non-trivial adaptation of a similar result given by 
Jarosz, [Jz], for compact spaces. 
Proposition 5. The two sets defined above have thefollowingproperties: 
(1) s E r, qandonly if&(f)(s) = X(s) . j(h(s)) for al/f E L’(G1). 
(2) r, is a closed subset in lY 
(3) h(I’d) is a subset of limitpoints of r,. 
(4) h(rd) n int K isfinite for every compact subset K of rl. 
Proof. (1) Given s E I’,, we will show that iff(h(s)) = 0, then I?(~)(S) = 0 for 
all f E L’ (GI). Since f(h(s)) = 0 and _? IS continuous, we can find, for every 
n E N, open neighbourhoods U,, of h(s) such that sup{ If(t)1 : t E cl U,,} < l/n. 
Let us take a relatively compact open neighbourhood V, of h(s) such that 
cl V,, c U,, for all n E N. By Theorem 2.6.2 [Ru], there exists g,, E L’(Gr) such 
that &, Icl Y” - 1 and &, z 0 outside U,,. Clearly the sequence {f. Q} converges 
to 0 and f. & E f on V, for every n E N. Hence, by Proposition 3, k(f)(s) = 
@f %)( ) d s an consequently, since s E r,, l?(f)(s) = 0. 
On the other hand, suppose that f (h(s)) # 0. Let us define the function 2 = 
f - (f(h(s))) . P(,, v), being PC,, ~1 as in the remark above. Since 3 is linear and 
g(h(s)) = 0, clearly I?(f)(s) = X(s) .f(h(s)) for all f E L’(Gl). 
The converse is clear. 
(2) Let us consider a net (s~)~~ R in r, which converges to s E r By (I), 
fi(f)(s,) = X(sa) .j(h(s,)) f or every o E 0 and every f E L’(G1). Since X, 
fo h, and I?(j) are continuous mappings, it is clear that I?(~)(S) = X(s) .f(h(s)) 
for every f E L’(Gl), that is, s E r,. 
(3) Let us see that if h(s) E rl is isolated in r,, for some s E I’, then H’s’ is a 
continuous map, that is, s E I’,. Given f E L’(Gl), let us define the map 2 = 
f(h(s)) . i?cs,u) for any relatively compact open neighbourhood U of s (see 
remark above). As f /(I+)] = 2 ]fh(s)), we have that I?(f)(s) =&(S)(s) by 
Proposition 3. Hence, from the remark above, &(f)(s) = X(s) .f(h(s)) for all 
f E L’(Gl), which implies that H’s’ is continuous. 
(4) To prove that h(&) n int K is finite for every compact subset K of rl, let 
us suppose that there exists a sequence (h(s,)),E N of distinct elements of int K 
such that s, E & for every n E N. As K is a normal space, by taking a sub- 
sequence if necessary, we can assume that { Un}nE N is a pairwise disjoint 
sequence of open subsets of K such that h(s,) E U, c K for every n E N. 
For each s, E rd there exists, by (l), g,, E L’(Gl) such that I?(&)(&) # 
X(sn) . &(h(s,)). Let us define f, = in - (&,(h(s,))) . e^(,, + being tics., V) as in 
the remark above and K C V. Hence, fi(i)(s,) # 0 and fn(h(s,)) = 0. Since k 
is linear, we may suppose with no loss of generality that II?( > n. 
On the other hand, by Theorem 2.6.3 [Ru], there exists, for each n E N, a 
function k, E L’(Gl) and a neighbourhood V, c U,, of h(s*) such that: 
(9 ll~nll, i IlknIl, < 2 
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(ii) 
(iii) 
i, IV” = 1 and i z 0 outside U,, 
Let us define, for each n E N, the function y,, = fn * k,. Then 9, =_jn. I$, and 
since i,, IV, E 1, we have, by Proposition 3(l), that Ifi( jjn)(sn)l = @(f,)(sn)l > n. 
From (iii), it is clear that we can define the function y = CnEN y,, E L’(Gi). 
Since the Fourier transform considered as a map of L’ (Gi) into Cs(ri) is linear 
and continuous, we conclude that j = CnErm j, E A(rt). As fi is separating, 
the family { Un} is pairwise disjoint and, by (ii), coz( i,) c U,, for all n E N, then 
we have that &(j,) Ih-l(a,J = 0 for n # m. Thus, Ifi = Ifi > n 
for every n E N, which is a contradiction since fi( j) E A(r2) is bounded. q 
Proposition 6. The mapping X, defined in the remark above, is bounded on I,. 
Proof. If X is not bounded on r,, then for each n E N there exists s, E r, such 
that X(S~) > 4”. If {h(s,)} is a finite set, we can assume that h(s,) = t E I, for 
every n E N. Let us take f E L’ (Gi) such that f(t) = 1. Thus, by Proposition 
5(l), fi(f)(sn) = X(sn) .f(t) > 4”, which is a contradiction because fi(f) is 
bounded on r~. 
On the other hand, if {h(sn)} is infinite, we can assume that h(s,) # h(s,) if 
n # m. Let { Un} be a pairwise disjoint sequence of relatively compact open 
neighbourhoods of {h(s,)}. By Theorem 2.6.3 [Ru], there exists a sequence 
{ fn} c L’(Gi) such that cl coz(f,) c U,,, f(h(s,)) = 1 and llfnlli < 2 for each 
n E N. Let us define yn = j72”. Clearly, jj,(h(s,)) = l/2” and II ynll, < l/2”-‘. 
As a consequence, we can define the function y = CnE Ihl y, E L’ (Gt). Since the 
Fourier transform is continuous considered as map of L’(Gi) into Co(Gi), j = 
EnEN 9, E Am. F’ 11 ma y, we recall that the functions {j,} have pairwise 
disjoint cozeros. Hence, since fi is separating, Ih( = @(jj,)(s,)I = 
IX(,rn) . $,(h(sn))l > 4” . l/2”. This contradiction completes the proof. q 
3. MAINRESULTS 
Now we gather up the main results in the following theorems. 
Theorem 1. Let H be a separating bijection of L’(G,) onto L’(Gz). Thefollowing 
statements hold: 
(1) r = r,. 
(2) Z?(f)(s) = X(s).f(h(s))foraZlf E L’(Gl)ands~ I. 
(3) Its support map h is injective. 
(4) r2 = r. 
(5) ii : A(rl) -+ A(r2) is continuous. 
(6) His (1 . Ill-continuous. 
(7) H-’ isa separating bijection ofL’(G2) onto L’(G1). 
(8) Its support map h is a homeomorphism of I, onto Il. 
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(9) ii : A(Tl) --f A(T2) h as a unique extension to a separating bijection f? : 
Co(Tl) + Co(F2), which is also continuous. 
Proof. (1) We know that h(r) is dense in rl because H is injective. Hence, 
given t E Tl and a relatively compact open neighbourhood U oft, we have, by 
Proposition 5, that both U fl h(rd) has finitely many elements and h(rd) con- 
sists of limit points of rt. Therefore, we deduce that h(I’,) n U # 0. That is, 
h(r,) is dense in rt. 
On the other hand, ifs E r,, then I?(f)(s) = X(s) .f(h(s)) for allf E L’(Gt), 
which implies, since H is onto and A(^rz) is a separating subalgebra of Cs(I’2) 
that X(s) # 0. Hence, the fact that I?(f)(s) = 0 for somef E L’ (Cl) shows that 
f(h(s)) = 0. Summarizing, if a(f) (r, E 0, then? E 0 because h(r,) is dense in rt. 
Now suppose that s E I’ but s $! r,. As r, is closed in r, there exists a closed 
subset C of rZ such that r, = r n C. Clearly, s 6 C, thus we can consider, by 
Theorem 2.6.2 [Ru] and since I? is onto,f E L’(Gl) such that I?(f) 1~ E 0 and 
@f)(s) = 1. H ence, H(f) IT, = 0, which implies that p E 0. This contra- 
diction proves that r = r,. 
(2) This fact follows from (1) and from Proposition 5(l). 
(3) So as to prove that his injective, let s, r be distinct elements of lY Suppose 
that h(s) = h(r). As I?(f)(s) = X(s) .f(h(s)) and k(f)(r) = X(r) .f(h(r)) for 
every f E L’(G,) and the map X is nonvanishing, we deduce that I?(f)(s) = 
(X(s))l(X(r)) . @f)(r). S’ mce H is onto, this implies that we cannot find a 
map g E L’ (G2) such that g(s) # 0 and g(r) = 0, which is a contradiction as H 
is onto and A(r2) is a separating subalgebra of Co(r2). 
(4) We first prove that r, - r is an open subset of r2. Let s E (r2 N r) and 
let us suppose that there exists a net {s,} c r converging to s. By Proposition 4, 
this implies that {h(s,)} converges to cc in r;. Since H is onto, there existsf E 
L’(Gt) such that I?(f)(s) # 0. Recall that r = r, by (1). Hence, since X is 
bounded on r, we deduce that the net {fi(j)(s,)} = {X(sa) ,f(h(sn))} con- 
verges to 0, because j E C-,(rt) and h(s,) converges to cc. This fact implies that 
&(j)(s) = 0 because I?(_?) is continuous. This contradiction proves that 
r2 - r is open. 
Suppose now that r, - r # 0. Since r2 - r is open, there exists g E L’(G2) 
such that COZ(~) c (r2 - r). Since H is onto, there exists f E L’(G,), f f 0, 
such that I?(f) = 2. Let t E h(r) and let s E r such that h(s) = t. Thus, 0 = 
g(s) = Z?(f)(s) = X(s) .j(h(s)), which implies that f(h(s)) =1(t) = 0 since 
X(s) # 0 (H is onto). Consequently, f [h(r) z 0, but h(r) is dense in r because 
H is injective, that is f E 0. This contradiction completes the proof of (4). 
(5) By (1) and (4), I’, = r = r,, that is, 2(f) = X(S) .f(h(s)) for all s E r2 
and all f E L’(G1). Let {fzn} b e a net in A(r,) converging to t Since X is 
bounded on r2 from Proposition 6, it is clear that {I?(&} converges to fi(f), 
as was to be proved. 
(6) Let us see that H has a closed graph. Let us suppose that the sequences 
{ fn} c L’ (GI) and {H(f,)} converge to f E L’ (GI) and g E L’ (G2) respec- 
tively in I( I),. By the properties of the Fourier transform, we have that { fz} 
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and {fi(&} converge to f and g respectively in 11 . llm. Since Z? is continuous 
by (5), Z?(f) = g, that is, H(f) = g. Since L’ (GI) and L’ (Gz) are Banach 
spaces, the Closed Graph Theorem shows that H is continuous. 
(7) It suffices to prove that the inverse map of fi is separating. Let k be 
(fi)-’ . Let us consider ki, 22 E A(r2) such that coz(&) n coz(&) = 0. There 
existfi ,fz E A(ri) such that fi(fi) = ii and &(& = 22. Since A(r2) separates 
points in r2 and I? is onto, we deduce from (2) that X is nonvanishing on rz. 
Consequently, coz([,) n coz(ji) = 0 on h(r2), which is dense in ri. Hence, we 
have coz(fi) rl coz(f,) = 0, that is, coz(i(ki)) n coz(k(&)) = 0. Summing up, 
K = He1 is also a separating bijection of L’ (G2) onto L’(Gl) and all the prop- 
erties that hold for H and fi are also true for K and k. 
(8) We can now define the support map k : I’1 -+ r2 of k as in Definition 1. It 
is clear that k is continuous, injective and k(rl) is dense in rz. 
Let us prove that (h ok)(t) = t for every f E ri. Suppose that h(k(r)) # t for 
some t E ri. There exist disjoint compact neighbourhoods U and I/ of h(k(t)) 
and t respectively. By the definition of h, we have & E A(ri) such that 
coz(j?,) c U and fi(jb)(k(t)) # 0. By Proposition 3(2), t Q cl coz(jb) and 
h(k(~)) E cl COZ(~~~). Let ii E A(f ) 1 such that f,(t) # 0 and 1, E 0 on coz(&). 
Thus we have coz(i) ncoz(fa) = 0 and, since l? is separating, coz(fi(jb)) n 
coz(fi(f,)) = 0. 
On the other hand, coz(fi(&)) IS a neighbourhood of k(t) but if we take any 
g E A(r2) such that coz(g) c coz(&(jb)), then coz(fi) ncoz(f?(g)) = 0 be- 
cause k is separating. As a consequence, Z?(g)(t) = 0 since f,(t) # 0. This 
contradicts the definition of the mapping k. 
In like manner, we prove that (k o h)(s) = s for every s E r,. It follows from 
the continuity of both h and k that h is a homeomorphism of r2 onto pi and 
h-’ = k. 
(9) Since fi : qr,) + A (r2) is linear, continuous and A(ri) and A(r2) are 
dense in Co(ri) and Co(rz), then fi has a continuous extension B : Co(ri) + 
Co(r2). Besides, ifs E r2 and f E Co(ri), then there exists a sequence { fzn} in 
A (ri ) such that { _&} converges to?. By (2) and since fi is continuous, we have 
that @(f’,)(s)] converges to H(f)(s), and fi(fZ,)(s) = X(s) .j‘,(h(s)). Hence, 
@f)(s) = J’(s) .f(+)) f or every s E I’, and every / E Co(ri ). Consequently, 
fi is injective and separating. 
To prove that Z? is onto, let g E Ca(r2). There exists a sequence {&} in 
A(r2) such that {in} converges to S. Let {f*} c A(ri) such that fi(A) = in 
for all n E N. Thus, in(s) = X(s) .f,(h(s)) for all s E r2. Now we show that 
inf{ IX(s)] : s E r2) 2 r > 0. Let us suppose that there exist {s,} c r2 such that 
/X(s,)j < l/4” for a11 m E N and s, # s,,, if n # m. Choose, for each m E N, a 
compact neighbourhood U, of s, such that U, n U,,, = 0 if n # m. For all 
m E N, there exists, by Theorem 2.6.2 [Ru], yrn E L*(Gz) such that j,,,(sm) = 
l/3”, 9, E 0 outside CJ,,, and (Iy,(l, < 2/3”‘. Let us define y = CmEN y, E 
L’(G2) and let x E L’(G,) such that H(x) = y. Hence, since I&\ = 
1j(.r,,,)l = IX(s,)] Ii(h(s,,,))l, Ji(h(s,))l > 4”‘/3”’ for each m E N. This contra- 
diction proves that inf{ (X(s)( : s E rz} 2 r > 0. 
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As a consequence, since & = X. (f, o h) and {&} is a Cauchy sequence in 
Co(L’z), we deduce that {f,} is a Cauchy sequence on h(r). Since h(P) is dense 
in ri, { f,} is a Cauchy sequence on Pi. Hence, there exists f E Co(ri) such 
that { fz} converges to f. Clearly L?(f) = g. 
On the other hand, every separating bijection of Co(Pi) onto COG is con- 
tinuous (see [FH]). Consequently, the uniqueness of the extension follows from 
the density of A(ri) in Ce(ri). 0 
The next result characterizes eparating bijections as a composition of two 
well-known operators on L’(Gi) and L’(G2) (see [Ru]). 
Theorem 2. H is a separating bijection if and only zf H = H2 o HI being HI : 
L’ (Gl) + L’ (Gp) an (algebra) isomorphism and HZ : L’ (G2) --) L’ (Gz) a con- 
tinuous linear transformation of the form Hz(g) = g * p for all g E L’ ( Gz) where 
P E M(G2). 
Proof. Suppose that H is a separating bijection. We first prove that X E B(r2). 
By Theorem 1.9.1 [Ru], we only need to prove that there is a constant A such 
that I Cy= I ci . X(s;)l I A 11411, f or each trigonometric polynomial 4 on G2 of 
the form 4(x) = Cy=i ci(x, si) with x E Gz and si E L’2. Let 4 be a trigono- 
metric polynomial on G2 and let, by Theorem 2.6.3 [Ru], f E L’(Gl) such 
that l]fl]i < 2 and f(h(si)) = 1, i = 1,. . . ,n. If we denote g = Hf, then 
Since H is continuous, (lg]), 5 K. I/f (I, 5 2K. Consequently, (~~=, ci . X(si)] I 
2K. lldx~ 
We next prove that (f o h) E A(I’2) f or all f E L’ (Gl). Given s E r2, let g E 
L1(G2) such that B(s) = 1. Recall that Z? = (fi))‘, which is separating (see 
Theorem l(7)). Hence, k(i)(t) = 9(t) . k(k( t)) for all g E L’ (Gz) and all t E TI 
where P : Tl --+ @ is a continuous map defined following arguments like those 
in the remark above. Therefore, 1 = g(s) = L?(L?(i))(s) = X(s) k@)(h(s)) = 
X(s) . P(h(s)) . g(k(h(s))) = X(s) . P(h(s)), that is X(s) . P(h(s)) = 1 for all 
s E r,. 
On the other hand, consider the map P: P. (j$ o k) for any g E L’(G2). Since 
!P.(gok) PA and !PEEB(~~), then !P.!P.(gok) PA because A(ri) 
is an ideal in B(ri). Consequently, we can write &(!P. !.P. (go k))(s) = 
X(s) @(h(s)) @(h(s)) . (g(k(h(s))) = P(h(s)) . g(s) for all s E r2. This implies 
that the map (90 h) . g belongs to A(r2) for all g E A(r2). By applying Theo- 
rem 3.8.1 [Ru], we deduce that (!Po h) belongs to B(L’2). Finally, since A(r2) is 
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an ideal in B(r2) and X. (fo h) E A(rz), we have that (!Po h) . X. (fo h) = 
(fo h) belongs to A(r2) for allf E L’(G2). 
Gathering up the information obtained so far, we can write H = HZ o HI 
being HI : L’(G1) --f L’(Gz) an injective algebra homomorphism such that 
gi (/) = f o h for all f E L’ (Gi ) and H2 : L’ (G2) + L’ (G2) a continuous linear 
transformation such that Z&(g) = X. g for all g E L’(G2). FromTheorem 3.8.3 
[Ru] it follows that H2 commutes with all translations, that is, H2 o r, = r, o H2 
such that r,(g)(x) = g(x - ) f a or all g E L’ (G2) and all x, a E G2. This implies, 
by Theorem 3.8.4 [Ru], that Hz(g) = g * p for all g E L(G;?) where p E M(G2). 
It remains to prove that HI is onto. Let us suppose that fii is not onto. Thus, 
there exists g E A(r2) such that Z?i (j) # 2 for allf E A(ri). This implies, since 
fi2 is injective, that fi(f) = &(ki(p)) # k2(g) for all f E L’(Gi), which 
contradicts the ontoness of H. 
The converse is clear. q 
4. SOME COROLLARIES 
The following corollary extends two results by Beurling and Helson (see 
[BH]) and by Kalton and Wood (see [KW]). 
Corollary 1. Let H be a separating bijection ofL’(Gl) onto L’(G2). If(a) I’1 is 
connectedor (b) ((H 11 5 &/\Ip-l 11 where I_L E M(G2) is the measure in Theorem 
2, then G1 and G2 are topologicully isomorphic. 
Proof. (a) By Theorem 2, we know that H1 is an algebra isomorphism of 
L’ (GI) onto L* (Gz) and the result follows from Theorem 4.7.2 [Ru]. 
(b) Let 9 be the support map of the separating map (hi)-‘. From Theorem 2 
we know that there exist P,U E M(G2) such that fi = X, fi = (PO h) and 
H=H,+~.Thus,ifwedefineG=v*~*H,,then~’=(Poh).X.Ij,=tj,. 
By the properties of the Fourier-Stieltjes transform, we deduce that G = HI 
and also that p-* = 21. As a consequence, J(H,II = llGl[ = lip-’ * p * HI I( < 
IWII . IIHII~ H ence, if l\Hll < fi/IIp-‘((, then l\HlII < fi. Since HI is an 
algebra isomorphism of L’(Gl) onto L’(G2), this case follows from [KW]. ~7 
Corollary 2. Let H be a separating bijection of L’ (Gl) onto L’ (G,). Then H has a 
unique extension to a separating bijection of M(Gl) onto M(G2). 
Proof. We first prove that there exists an extension ‘H of H given by ??(fi)(s) = 
X(S) . fi(h(s)) for all p E M(Gt) and all s E r2. From Theorem 2, we know that 
HI is an algebra isomorphism of L’(GI) onto L’(G2). By Theorem 4.6.4 [Ru], 
HI has a unique extension to an isomorphism 3-11 of M(Gi) onto M(G2) given 
by G,@)(s) = fi(h(s)) for all p E M(Gi) and all s E rz. 
In order to prove that ‘H is onto, let p E M(G2). Then fi E B(r2) and it is clear 
that ‘7?(9. A,-’ (p)) = ji following arguments like those in Theorem 2. Conse- 
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quently, the map ti considered above is a separating bijection of M(Gi) onto 
WG2). 
To complete the proof, we have to show that if a separating bijection K of 
M(Gi) onto M(G2) is another extension of H, then 3-1 z K, which is to say, 
‘6 E k. By Theorem l(9), we can consider fi and k on Cs(Fi). Moreover, they 
coincide on Cs(ri) because of the uniqueness of the extension in (9). Let ‘u E 
M(Gi). Recall that C E B(ri) is bounded. Let CiE1 ai .f;: be a locally finite 
partition of the unity such that h E Ca(ri) for all i E I. Hence, k(6) = 
R(C,,I ai .h . 0). Since k is separating and the partition of the unity is locally 
finite, k(Cizl ai .J;-. 6) = CiEI aiR(fi.6). AS (5.6) E Co(Fl) for all ~EI 
and 7? and K coincide on Co(ri), we finally deduce that fi(ti) = k:(6) for all 
Y E M(Gi ). This completes the proof. •I 
Corollary 3. Let H be a separating bijection of L’ (Gi) onto L’ (G2) and let ‘l-l be 
the extension in Corollary 2. If for every x E Gl there exists y(x) E G2 and a 
complex number X(x) such that ‘E(&) = X(x) .6,(,), then G1 and G2 are topolo- 
gically isomorphic. 
Proof. It is well-known that, given x E Gi, &x(t) = t(x) = (x, t) for all t E Tl. 
Thus, by hypothesis, we obtain 7?(&)(s) = X(x) . c?~o(s) = X(x) (y(x), s) for 
all s E r2. 
On the other hand, from Corollary 2, we have that %(&x)(s) = X(s) . &(h(s)) = 
X(s) (x,h(s)) f or all s E r2. If e denotes the identity element of Gi, then 
A(e) . (y(e),s) = X(s) . c%(h(s)) = X(s) f or all s E r2. Hence, X(x) . (y(x), s) = 
A(e) . (y(e), s) . &(h(s)), that is, @h(s)) = (x(x)/A(e)) . (y(x) - y(e),s). Let us 
denote X’(x) = (A(x)/A(e)) and y’(x) = y(x) - y(e). 
Let SO E r2 such that h(so) is the identity element of ri. Then 1 = (x, h(so)) = 
~‘(x).(y’(x),so).C onsequently,X’(x)= (y’(x),-so)and(x, h(s)) = ( y’(x),s-SO). 
Let us define the map h’ from r2 onto ri as follows: h’(s) = h(s + SO). The 
map h’ is a homeomorphism since it is the composition of two homeomor- 
phisms. In addition (x, h’(sl + ~2)) = (x, h(sl + s2 + so)) = (y’(x), SI + ~2) = 
(y’(x),si) . (y’(x),sz) = (x, h’(q)) . (x, h’(s2)) = (x, h’(sl) + h’(s2)). This shows 
that h’ is a topological isomorphism of r2 onto ri which induces another of G2 
onto Gi. •I 
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