Abstract-The p-median problem is one of choosing p facilities from a set of candidates to satisfy the demands of n clients such that the overall cost is minimised. In this paper, PBS, a population based hybrid search algorithm for the pmedian problem is introduced. The PBS algorithm uses a genetic algorithm based meta-heuristic, primarily based on cut and paste crossover operators, to generate new starting points for a hybrid local search. For larger p-median instances, PBS is able to effectively utilise a number of computer processors. It is shown empirically that PBS is able to effectively solve p-median problems for a large range of the commonly used p-median benchmark instances.
I. INTRODUCTION
The p-median problem (PM) calls for finding the p facilities which minimise the total cost of servicing n clients, where the pair-wise cost of servicing each client from all facilities is given. Each client is only serviced by a single facility and services to clients are not combined. Formally, the p-median problem can be stated as [1] :
such that:
n j=1 y j = p, x ij = 0 or 1 ∀ i, j y j = 0 or 1 ∀ j where: n = total number of clients, x ij = 1 if client i assigned to facility j and 0 otherwise, y j = 1 if facility j exists and 0 otherwise, w i = demand of client i, d ij = distance between client i and facility j, p = number of facilities. PM is a prominent combinatorial optimisation problem from location science [2] and cluster analysis [3] and has been shown to be NP -hard [4] . Exact methods for solving PM problems include those based on linear programming [5] , [6] , [7] and dual-based algorithms [6] , [8] . However, as with most combinatorial problems, exact methods are limited in the size of the problem that they can deal with so there has also been a focus on heuristic approaches to solving the p-median problem. including Variable Neighbour Decomposition Search (VNDS) [9] which was derived from Variable Neighbour Search (VNS) [10] , a cooperative parallel variable neighbourhood search (CNVNS) [11] which has been successful on very large problems, Local Optimization (LOPT) [12] , Decomposition Procedure (DEC) [12] , Wayne Pullan is with the School of Information and Communication Technology, Griffith University, Gold Coast, QLD, Australia Lagrangean-Surrogate Heuristic (LSH) [13] , Column Generation with Lagrangean-Surrogate Relaxation (CGLS) [14] and a genetic algorithm, ADE [15] . A more recent hybrid heuristic, HYBRID [16] , is a multi-start hybrid heuristic that combines elements of several traditional meta-heuristics, and finds near-optimal solutions for a large range of p-median instances.
In this work, a population based, hybrid heuristic for the pmedian problem, dubbed PBS, is introduced. PBS uses a genetic algorithm based meta-heuristic, primarily based on cut and paste crossover operators, to generate new starting points for a hybrid local search. For larger p-median instances, PBS is able to effectively utilise a number of computer processors. Based on extensive computational experiments, this study demonstrates that PBS has excellent performance, with regard to robustness and quality of results, on a broad range of widely studied PM benchmark instances, and hence is an effective heuristic for solving PM problems.
The remainder of this article is structured as follows. The PBS algorithm is first described. Next, empirical performance results are presented that establish PBS as an effective metaheuristic for PM solving. This is followed by a more detailed investigation of factors determining PBS performance and, finally, the main contributions of this work are summarised and some directions outlined for future research.
II. THE PBS ALGORITHM
The PBS algorithm is based on the fundamental concept of augmenting a population based meta-heuristic with a Hybrid Local Search (HLS). The role of the meta-heuristic is to provide a wide range of starting points for the HLS while the role of the HLS is to effectively explore regions that are relatively close to these starting points. Key features of the PBS algorithm are now described using the following terminology and syntax: G = (V, E) -a directed or undirected graph, where V is the set of all n vertices and E the set of all possible edges; 'p-median solution' -a subset of V ; 'facility' -a vertex that is in the current p-median solution; p -required number of facilities in a p-median solution; 'p-median cost' -total cost of servicing all (n − p) vertices in G from the p facilities in the p-median solution. Each vertex is serviced by a single facility and the cost of servicing all vertices from all facilities is pre-defined for each instance; P -PBS population of p-median solutions; P ia p-median solution within the population P ; C -a child p-median solution that is currently being created; |C| -the number of facilities currently in C; and, N p -the number of computer processors to be used by PBS.
PBS uses a relatively small population P (of size 8 for a single processor version of PBS and 12 for multiprocessor versions) of p-median solutions to provide inputs to genetic crossover and mutation operators. The outputs from these operators subsequently become inputs to the HLS which produces candidate solutions for addition to P . At the commencement of PBS, all the initial solutions in P are created by setting each P i to a single vertex chosen uniformly at random from the given graph G. Then the HLS is invoked to first increase the number of facilities in P i to p after which an iterative improvement phase is entered and facilityvertex swaps are performed for some number of iterations.
Once an initial population has been created, PBS repeatedly performs generations during which all possible mutations and crossovers within P are executed with immediate updating of the population whenever a lower cost p-median solution is found. At the completion of each crossover and mutation operation, child solutions C are locally optimised using HLS which, if |C| = p iteratively removes a facility and replaces it with the vertex which results in the largest decrease in the cost of C. If |C| < p then the HLS simply adds the vertex which results in the largest decrease in the cost of C. To maintain diversity in the population, no new p-median solution C is added to P if it is close (in cost) to any P i in P . If N p > 1, PBS operates in a master-slave mode where the master task controls the allocation of pairs of solutions from P to each slave task and the updating of the population P . The slave tasks perform the crossover and mutation operators and the subsequent HLS before passing all resulting child solutions back to the master task for possible addition to P .
A. Mutation Operator
The single PBS mutation operator takes a p-median solution P i and constructs a child solution C by first randomly selecting some number q in the range p/2, . . . , p and then adding q randomly selected facilities from P i and p − q randomly selecting vertices from G to C. The HLS is then invoked using C as the starting point and the subsequent, resulting p-median solution becomes a candidate to be added to P . This operator is very similar to the shaking step of VNS [10] .
B. Crossover Operators
All crossover operators in PBS take two parent p-median solutions from P and produce either one or two child solutions. The crossover operators are basically of two types, those that operate in the genotype space and those that function in the phenotype space. The genotype crossover operators (X 1 , X 2 below) and one of the phenotype operators (X 3 below) are the only crossover operators used when G has been specified as a distance matrix while all crossover operators are used when G has been specified using the (x, y) coordinates of the vertices.
The specific crossover operators implemented within PBS are: X 1 , which constructs a single child solution of p facilities using those facilities in the parent solutions that have the lowest attributable cost to attributable count ratio. The attributable cost of a facility is defined as the component of the total cost of the solution that belongs to the facility and the attributable count is the number of vertices serviced by the facility; X 2 , which constructs a single child solution by randomly selecting p facilities from the two parents; X 3 , which first randomly selects two vertices and a random number q ∈ [0.1, . . . , 0.9]. If d i1 is the distance between facility i and the first selected vertex and d i2 the distance between facility i and the second selected vertex then the first child solution is constructed by combining all facilities i in the first parent where d i1 /d i2 ≤ q with all facilities j in the second parent where d j1 /d j2 > q. The second child solution is built by combining all facilities i in the first parent where d i1 /d i2 > q with all facilities j in the second parent where d j1 /d j2 ≤ q; X 4 uses a randomly generated vertical / horizontal line on the (x, y) plane to divide each parent into two partitions and constructs child solutions by combining opposing partitions from each parent; X 5 uses two randomly generated lines on the (x, y) plane to divide each parent into 4 partitions and constructs two child solutions by selecting four distinct partitions, a maximum of three from each parent; X 6 uses a randomly generated line on the (x, y) plane to divide each parent into two partitions and the child solutions are constructed as for X 4 ; and X 7 , which defines a randomly generated rectangle on the (x, y) plane within G and constructs two child solutions by combining partitions from each parent that lie within / outside the rectangle. For all these crossover operators, if more than p facilities are added to a child solution then the required number are randomly removed to reduce the total down to p. If less than p facilities are present then the subsequent HLS will add the required number to bring the child solution back to p facilities.
C. Hybrid Local Search
The HLS component of PBS takes a p-median solution C and, if |C| < p, adds facilities to C using a greedy [17] selection (ties broken randomly). Once |C| = p, the HLS enters a swap phase where, for each iteration of the HLS, a facility is removed from C and replaced by one that has not previously been a member of C. Selection of the facility to be removed from C is, with probability 0.1, uniformly random (c.f. [18] ) and, with probability 0.9, the facility that has been a member of C the longest (ties broken randomly). Selection of the vertex to be added to C is, with probability 0.1, uniformly random from the vertices that will cause an decrease in the cost of C and, with probability 0.9, the vertex that will cause the largest decrease in the cost of C (ties broken randomly). To prevent the HLS cycling around vertices, a tabu [19] mechanism is used which prevents a vertex that has been a member of C from being reselected during the current invocation of the HLS. If, at the completion of the facility-vertex swap there is not an overall improvement in the cost of C then the swap is reversed. The termination criteria for the HLS is either 2, 000 iterations or n/8 consecutive swap reversals or the target cost is achieved.
III. EMPIRICAL PERFORMANCE RESULTS
In order to evaluate the performance and behaviour of PBS, extensive computational experiments were performed on a benchmark of commonly used PM instances (in this context, a PM instance is defined as the combination of a graph G and a particular p value). The benchmark consisted of 40 instances from the ORLIB [5] class, three instances from the SL [13] class, 16 instances from the GR [20] class, 28 instances from the RW [16] class and 84 instances from the TSPLIB [21] class giving a total of 171 instances. Instances of this benchmark have between 100 and 11 849 vertices and p lies in the range 2, . . . , 1500.
All experiments for this study were performed on a Linux cluster computer that, when executing the DIMACS Machine Benchmark (dmclique, ftp://dimacs.rutgers.edu in directory /pub/dsj/clique) on a single computer processor, required 0.31 CPU seconds for r300.5, 1.93 CPU seconds for r400.5 and 7.35 CPU seconds for r500.5. Note that, as PBS is able to execute using a number of computer processors, in the following sections, PBS-n denotes an n computer processor instance of PBS.
In the following section, results from a series of experiments that were aimed at providing a detailed assessment of the performance of PBS are first presented.
A. PBS Performance
To evaluate the performance of PBS on the instances identified above, extended trials were first performed on the instances where an optimal p-median cost was unknown to determine if PBS could improve on the 'best known cost' reported to date in the literature. Then, some number (100 or 9) of independent trials (each of upto 200 generations) of PBS were performed for each instance, using a target p-median cost either identical to or close to the respective optimal or best known cost. The results from these experiments are displayed in Table I through Table VIII which utilise the reporting method of [16] (and others) where the optimal or best known cost, the source of the optimal / best known cost, the median cost over the trials for each instance, the percentage error of the average cost over the trials from the optimal or best known cost specified in the table and the average of the PBS CPU / elapsed times until the target pmedian cost was found (or, if not found, the CPU / elapsed time at which the lowest p-median cost solution was located) for each instance are documented. It should be noted that for PBS the times do not include the initial reading of input data files nor the creation of static data structures.
PBS-1 finds the optimal solutions with a success rate of 100% for all instances of the ORLIB class (Table I) , the SL class (Table II) and the GR class (Table III) . For the 28 instance RW class (Table IV) , PBS-1 found eight improvements on the best known costs in addition to finding all remaining best known costs (all RW100 instances were solved in less than 0.01 CPU seconds). For the fl1400 class (Table V) , with 18 instances, PBS found eight new best known costs. For the ten remaining instances, the average percentage cost error was 0.002. For the pcb3038 class (Table VI) , with 28 instances, PBS found 22 new best known costs and all six of the remaining currently best known costs. For the rl5934 class (Table VII) , with 28 instances, PBS found 24 new best known costs, three of the currently best known costs and had a percentage cost error less than 0.001 on the remaining instance. Finally, for the rl11849 class (Table VIII) , with 10 instances, PBS found 10 new best known costs. These results, over a range of different types of instances, support the claim that PBS is robust and also capable of obtaining high quality results.
With regard to the scaling of PBS as the number of processors is increased, using the average elapsed time T for PBS-10 as the base, from Table V through Table VIII 
B. Comparative Results
The results reported in the previous section clearly demonstrate that PBS achieves excellent performance on standard benchmark instances. However, a comparative analysis of these results, as compared to the results found in the literature for other state-of-the-art PM algorithms, is not a straightforward task as comparisons must take into account both the computational efficiency of the algorithms and the quality of the results produced. The quality of the PBS results has been documented in terms of the median p-median cost and average percentage error from the best known cost over 9 or 100 trials. With regard to these quality of results metrics, it must be noted that seemingly small differences in the median p-median costs and average percentage cost error may in fact represent major differences in algorithm performance, since (as in many hard combinatorial optimisation problems) finding p-median solutions with slightly higher costs is typically substantially easier than finding those with minimal costs. The computational efficiency of PBS has been documented in terms of the CPU time used on a computer processor that computer CPU clock speed which, for example, takes no account of other features, such as memory caching, memory size, hardware architecture, etc.). In addition, differences in experimental protocol can have a major effect on what is actually included in published CPU times for hueristics. For PBS, VNS [10] and VNDS [9] , the average of the CPU / elapsed times until the target p-median cost was found (or, if not found, the CPU / elapsed time at which the lowest p-median cost solution was located) for each instance are documented. However, for HYBRID [16] , CGLS [22] , LSH [13] and ADE [15] , the reported CPU times are obtained by running the algorithm for some fixed computational limit (e.g. for HYBRID, 32 multistart iterations). It is not reported if these experiments terminated early for instances where a known optimal solution was located. One method of comparing PBS with other algorithms is to build on the comparisons performed in [16] by documenting the average percentage cost error for each benchmark class and PBS-1 CPU times as ratios of the average percentage cost error and CPU times reported in [16] . Table IX shows the results of this extrapolation. With regard to Table IX, for consistency, the average percentage cost errors for PBS-1 are related to the best known costs published in [16] . Clearly, in terms of robustness and quality of results, PBS-1 achieves excellent results. With regard to computational requirements, due to differences in computers and experimental protocols, the CPU comparisons in Table IX is impossible to analyse with any degree of accuracy. [16] ) FOR PBS-1, HYBRID [16] , CGLS [22] , LSH [13] , VNDS [9] , VNS [10] .
ENTRIES IN ITALICS SIGNIFY THAT NOT ALL INSTANCES OF A CLASS WERE INCLUDED WHILE −− INDICATES NO INSTANCES OF THAT CLASS WERE TESTED.
A similar comparison of PBS-1 with ADE [15] on the instances of the ORLIB class gives, for PBS-1, an average percentage cost error of 0.000 and an average CPU time of 0.48 seconds while the corresponding figures for ADE are 0.110 and 18.395 seconds respectively. This represents a PBS-1 to ADE ratio of 0.00 for average percentage cost error and 0.03 for average CPU times (note that this comparison also ignores differences in computing hardware and experimental protocol).
Fundamentally, comparing PBS with other algorithms is difficult of differences in experimental protocols, differences in computer processor speeds amd also because the quality of results (as measured by median cost and average percentage cost error over the trials), and computational requirements (measured by average CPU time for single processor algorithms and / or average elapsed time for multi-processor algorithms) are related by a non-linear relationship. This complex situation can, to a degree, be simplified by performing PBS-1 trials in which the target p-median cost is set so that the resulting median cost and / or average percentage cost error are as close as possible to those obtained in previous studies. This reduces the impact of the differences in the quality of results on the comparisons and the computer processor and experimental differences become the major issues when comparing results obtained in this study with those obtained in previous studies. Table XI shows the results obtained where, for all the rw1000 instances, PBS-1 was run over 9 trials with a target cost that produced median pmedian costs that are close to those reported in [16] . The average overall ratio of the CPU times required by PBS-1 to those reported in [16] is 0.09 (as compared to an average of 0.05 from Table X) . Table XII between PBS and HYBRID on instances from TSPLIB. These TSPLIB instances where selected on the basis that the best known cost used in [16] and this study were identical and the average percentage cost errors comparable. The ratio of the average PBS CPU time to the average HYBRID CPU time for these instances is 0.12. It should be noted that PBS and HYBRID behave in rather different ways on the TSPLIB instances as p increases. For PBS, the average CPU time, in general, increases as p increases while, for HYBRID, the average CPU time starts at a large value, decreases as p approaches 70 (fl1400) / 150 (pcb3038) / 300 (rl5934) and then begins to increase. While these comparisons with other studies suggest that PBS has excellent CPU performance, no final conclusive statement can be made as to the relative CPU performance of the algorithms compared in this section, as differences in computer processor speed and differences as to what is actually included in the time measurements still prevent any concrete conclusions being drawn. The more complete documentation of computer processor performance presented in this study should allow future researchers to make more meaningful comparisons. 
IV. DISCUSSION
To gain a deeper understanding of the run-time behaviour of PBS and the efficacy of its underlying mechanisms, additional empirical analyses were performed. Specifically, the variability in run-time between multiple independent runs of PBS on the same problem instance; the effect of the population size and the effect of adding additional computer processors; and the efficiency of the genetic operators were investigated. These investigations were performed using two instances, rw1000 with p = 50 and fl1400 with p = 150 selected because, firstly, they are of reasonable size and difficulty and, secondly, rw1000 is non-symmetric and is specified by a distance matrix while fl1400 is symmetric and is specified using the (x,y) coordinates of each vertex.
A. Variability in Run-Time
The variability of run-time between multiple independent runs on a given problem is an important aspect of the behaviour of stochastic algorithms such as PBS. Following the methodology of [23] , this aspect is presented based on run-time distributions (RTDs) of PBS-1 on the two reference instances.
As can be seen from the empirical RTD graphs shown in Figure 1 (based on 100 independent trials that all reached the target p-median cost), PBS-1 shows a reasonably large variability in run-time with that for instance rw1000 being larger than that of instance fl1400 (a possible reason for this may be that fewer genetic crossover operators are available for rw1000). This observation of a reasonably large variability in run-time is consistent with similar results for other high-performance stochastic search algorithms, e.g., for maximum clique [24] and scheduling problems [25] . Similar observations were made for PBS for most of the other PM benchmark instances.
B. Population Size
The effect of the PBS-1 population size (|P |) on the average CPU time when optimising instance fl1400, p = 150, target p-median cost 12 035.12, is shown in Figure 2 . It would appear that, when |P | is very small the genetic operators are unable to generate sufficient diversity in starting points for the HLS to allow the search to progress quickly and, when |P | is large, computational effort is basically wasted on applying the genetic operators and HLSs to p-median solutions which are distant from the target p-median solution and give a very small probability of locating better solutions. 
C. Computer Processors
The effect of adding computer processors for PBS to utilise is shown in Figure 3 for the instance rw1000 with p = 50, target p-median cost = 5 128 with maximum generations set to 200. As would be expected, there is an initial rapid decrease in average elapsed time with a subsequent levelling off as the number of processors increases above four. Also shown is the predicted elapsed time with i processors, t i , calculated by t i = t 1 /i. 
D. Genetic Operators
The percentage of times that individual crossover and mutation operators were responsible for locating the target p-median cost, from 9 trials on all 74 instances of the fl1400, pcb3038 and rl5934 classes was for X 1 , 8.52%, for X 2 14.38%, for X 3 30.76%, for X 4 14.11%, for X 5 11.32%, for X 6 9.05%, for X 7 5.73% and for the mutation operator 6.13%. While there is a reasonable range in these figures, given that no genetic operator achieved a zero success rate, all remain in the final version of PBS. Figure 4 gives more detailed information on the overall performance of the genetic operators in that it shows the evolution, using instance fl1400, p = 150, for each application of a genetic operator and subsequent HLS, of the average pmedian cost for the parents to the actual p-median cost of the child solutions after the genetic operator (which becomes the input to the HLS) and then the final p-median cost as a result of the HLS. The effectiveness of the genetic operators in generating a wide range of starting points, from a population of eight solutions, for the HLS is clearly demonstrated. In addition, it was observed that the phenotype genetic operators appeared to become more effective as p increased.
V. CONCLUSIONS AND FUTURE WORK
This study has demonstrated that by applying the general paradigm of using a hybrid local search, within a population based meta-heuristic, to the p-median problem, the state of the art in PM solving can be improved. In summary, with regard to the robustness and quality of the PBS results, for the 171 benchmark instances, PBS found 72 new best known results, located 88 of the currently best known / optimal results and failed to obtain the best known results for the remaining 11 instances (average percentage cost error for the failed instances is 0.002). With regard to computational performance, while the comparisons performed with other studies suggest that PBS has excellent performance, due to difficulties in realistically comparing computational performance with that documented for other algorithms, no final conclusive statement can be made as to the relative CPU performance of PBS as compared to other algorithms. Given the performance of PBS on the standard PM instances reported here, the algorithm clearly has substantial potential to provide the basis for high-performance algorithms for other clustering combinatorial optimisation problems such as capacitated pmedian, maximum covering, uncapacitated / capacitated facility location and set covering.
