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 RÉSUMÉ 
Lorsqu'on  s'intéresse  à  l'É:tm!e  de  la  structure combinatoire d'un  mot  infini  w,  une 
stratégie classique consiste à  calculer sa fonction  de complexité, c'est-à-dire à décrire 
le  nombre de mots de longueur n qui  apparaissent dans w, pour chaque entier n 2 o. 
Récemment,  des  chercheurs se  sont intéressés à  un raffinement de  cette notion  en  in­
troduisant la fonction  de  complexité palindromique:  pour chaque entier n  2 0,  nous 
calculons  le  nombre  de  palindromes de  longueur  n  apparaissant dans  w.  Rappelons 
qu'un  palindrome  est  un  mot  qui  se  lit  de  la même  façon  de  gauche  à  droite  que 
de  droite  à  gauche  (par exemple,  "radar"  et  "ressasser"  sont des  palindromes  de  la 
langue française).  La connaissance des  palindromes apparaissant dans un mot permet 
de déduire ·de  nombreuses informations précieuses sur sa structure.  Par exemple,  un 
mot admettant une infinité de palindromes préfixes est nécessairement récurrent (tout 
facteur apparaît llne  infinité de  fois)  et son langage est fermÉ:  SOllS  l'opération miroir. 
D'autre part, nous étudions également les  occurrences de facteurs antipalindromiques 
(une généralisation de la notion de  palindrome), qui semblent naturellement en interac­
tion avec  les  palindromes usuels.  En particulier, nous décrivons les  complexités palin­
dromique  et antipalindromique de  quelques  familles  importantes de  mots:  les  mots 
périodiques, les  mots sturmiens, le  mot de Thue-Morse et les suites de Rote.  Dans un 
deuxième temps, nous étudions le défaut palindromique des mots finis et infinis.  Il  s'agit 
d'une mesure de  "richesse"  ou de  "pauvreté" en palindromes des mots.  Nous montrons 
en particulier que certains mots associés aux suites de Rote, à l'instar des mots sturmiens 
(Droubay, Justin et Pirillo, 2001),  sont aussi pleins, c'est-à-dire qu'ils réalisent la com­
plexité palindromique maximale, et nous établissons aussi des conditions sous lesquelles 
les mots périodiques sont pleins.  Une section supplémentaire est consacrée à l'étude des 
lacunes du mot de  Thue-Morse,  qui  admet une infinité  cie  palindromes,  mais dont le 
défaut est infini  (c'est-à-dire qu'il possède une infinité de lacunes palindromiques).  En 
dernier lieu, nous mentionnons quelques problèmes ouverts dans ce  passionnant champ 
de  recherche. 
Mots-clés: Combinatoire, mots, palindromes, antipalindromes, complexité, défaut INTRODUCTION 
Bien qu'ayant été présente irnplicitement dans les  travaux de grands maîtres tels que 
lVIarkov,  Birkhoff,  Bernoulli  et  Thue,  la combinatoire  des  mots  n'existe  que  depuis 
quelques décennies comme discipline à part entière.  La compréhension de la structure 
des mots finis et infinis,  plus particulièrement de la structure palindromique des mots, 
possède de  nombreuses applications en analyse et traitement des  images,  en physique 
(Hof, Knill et Simon, 1995; Baake, 1999; ABouche, 2003) et en théorie des nombres (AI­
louche et Shallit, 2000;  Adamczewski, 2002).  Par exemple, nous pouvons représenter le 
contour cl 'un objet discœt par un mot codant les cléplaœm8nts (haut,  bas,  gauche, droit) 
et utiliser des algorithmes linéaires sur les mots pour extraire une foule d'informations 
utiles parmi lesquelles on compte l'aire, le centre de masse et la convexité (Brlek, Labelle 
et Lacasse, 2005;  Brlele,  Fédou et Provençal, 2008;  Brlek, Lachaud et Provençal, 2008). 
Dans ce  mémoire, nous nous concentrons sur la combinatoire des palindromes dans les 
mots finis et infinis.  En effet, les palindromes sont de précieux indicateurs de la structure 
de nombreux mots et admettent des interprétations notammellt ell  géométrie discrète 
(Brlek, Lachaud et Provençal, 2008).  Plusieurs chercheurs se sont déjà intéressés à la 
palindromicité (Allouche, Baake, Cassaigne et Damanik, 2003;  Brlek, Hamel, Nivat et 
R8\1t8nA.\1er,  2004)  et  un  bref survol  d8s  résultats  connus  est donné dans  (Allouche, 
Baake,  Cassaigne et Damanik,  2003).  En particulier,  une mesure de  "richesse"  et de 
"pauvreté"  en  palindromes,  appelée  défaut  palindromique,  a  été définie  dans  (Brlek, 
Hamel, Nivat et Reutenauer, 2004). 
Plus précisément, nous présentons certains résultats déjà connus sur certaines familles 
importantes de mots et nous en incluons de nouveaux.  Ce travail est divisé comme suit. 
Le Chapitre 1 introduit les  définitions et les  notations nécessaires à  la compréhension 2 
du présent mémoire. 
Dans le Chapitre 2,  nous introduisons les complexités palindromique et antipalindromique, 
qui  sont calculables linéairement en comptant, à  chaque position,  le  plus  long suffixe 
(anti-)palindromique nouveau.  Nous  rappelons la complexité palindromique des  mots 
sturmiens, résultat établi dans  (Droubay et Pirillo,  1999).  Ensuite, nous donnons des 
conditions nécessaires et suffisantes pour décrire celles des mots périodiques (Allouche, 
Baake, Cassaigne et Damanik, 2003;  Brlek, Hamel,  Nivat et Reutenauer, 2004).  Puis, 
nous  décrivons  la complexité  palindromique du  mot  de  Thue-Morse.  Bien  qu'il  soit 
possible  d'obtenir sa complexité à  l'aide d'un théorème dans (Allouche,  Baake,  Cas­
saigne et Damanik, 2003), elle n'y est pas donnée explicitement et nous en donnons une 
démonstration complète dans (Blondin Massé, Brlek et Labbé, 2008)  ainsi que dans ce 
mémoire.  Nous terminons avec certains mots étudiés par Rote, que nous appelons suites 
de Rote stables sous complémentation (Rote, 1994).  Leur complexité palindromique a 
été décrite  dans  (Berthé et Vuillon,  2001)  et  fera  également  l'objet d'un  article  en 
préparation (Blondin Massé,  Brlek, Labbé et Vuillon,  2008).  Parallèlement, nous don­
nons explicitement la complexité antipalindromique de ces  mots.  Il  s'agit de  résultats 
qui  n'ont pas été explicités dans la littérature, de sorte que par souci  de  complétude, 
nous les  incluons également. 
Dans  le  Chapitre 3,  nous  reprenons  chacune des  familles  de  mots  abordées  dans  le 
Chapitre 2 et nous décrivons leur  défaut palindromique.  Nous  rappelons entre autres 
les résultats connus sur les mots périodiques (Brlek, Hamel, Nivat et Reutenauer, 2004), 
ainsi que ceux sur les mots sturmiens (Droubay, Justin et Pirillo, 2001), à savoir que ces 
mots sont pleills (c'est-à-dire qu'à chaque position un nouveau palindrome apparaît dans 
le calcul de la complexité).  Dans un deuxième temps, nous décrivons explicitement les 
lacunes palindromiques du mot de Thue-Morse introduites dans (Blondin Massé, Brlele 
et Labbé, 2008), c'est-à-dire les positions auxquelles le  plus long palindrome suffixe est 
déjà apparu antérieurement.  Ces résultats ont fait l'objet d'un article et d'une commu­
nication à  la  6e  conférence  internationale sur la génération aléatoire et exhaustive de 
structures combinatoires et la combinatoire bijective (GASCOM 2008)  (Blondin Massé, 3 
Brlek et Labbé, 2008).  Nous reprenons également certaines suites de Rote et.  nous mon­
trons qu'elles sont pleines,  résultats qui  seront également inclus dans (Blondin Massé, 
Brlek, Labbé et Vuillon, 2008). 
Nous concluons ce  mémoire avec le  Chapitre 4,  dans lequel nous mentionnons quelques 
problèmes ouverts sur la complexité, le défaut et les lacunes palindromiques.  Différents 
problèmes ont. été abordés et la résolution d'un certain nombre d'entre eux ft  fait.  l'objet 
d'un article (Blondin Massé,  Brlek, Frosini,  Labbé et Rinaldi,  2008)  dans lequel  nous 
nous  sommes intéressés à  la reconstruction d'un mot à  partir de sa complexité palin­
dromique. CHAPITRE 1 
GÉNÉRALITÉS 
Dans ce  chapitre,  nous  adoptons  les  définitions  et  les  notations  usuelles  de  la com­
binatoire des  mots.  La majorité d'entre elles  sont standard,  mais  certaines  ne  sont 
introduit.es que pour les besoins du présent mémoire.  Pour plus de détails, le  lect.eur est. 
référé à Lothaire (Lothaire, 1983). 
1.1  Mots 
Un  alphabet  A  est un ensemble fini dont les  éléments sont appelés lettres ou symboles. 
Un  mot fini ·w  sur un alphabet A  est.  une suite finie  (Wl' W2, ... ,w,,) d'élément.s de  A, 
où nE N (souvent, pour des raisons arithmétiques, nous commençons l'indexation par 
0).  Afin  d'alléger la notation, nous écrivons W  =  WjW2·· . Wn .  L'entier n  est appelé la 
longueur dc w, notée Iwl·  Il  existe un unique mot W  tel que Iwi  =  O.  Ce mot est appelé 
mot vide  et.  est.  noté  E.  L'ensemble des  lettres apparaissant dans un mot west. noté 
ALPH(W),  c'est-à-dire 
ALPH(W)  = {Wi  Il :::;  i  :::;  Iwl}· 
Évidemment, ALPH(W)  ç  A. 
Nous désignons par An l'ensemble des  mots de  longueur n  sur A, où  n  E  N.  D'autre 
part, l'ensemble des mots de longueur quelconque sur A est noté A' et est défini par 5 
Étant oonné deux mots 'U  =  'U1U2  ' , "Um  et 'U  =  'Ul 'U2  ' , ''Un  sur A,  011  m, n  E  M,  nous 
appelons concaténation de 'U  et v  le mot 11.  ' V = 11.111.2'  , 'um Vl V2  ' , 'vn '  Remarquons que 
la concaténation de deux mots est une opération associative sur A*, de sorte que (A*, ,) 
est un mono'l'de,  appelé monoi'de libre, dont l'élément neutre est é, 
Soit W = Wl W2  ' , . Wn  un mot de longueur n sur un alphabet A.  Nous disons d'un mot 11. 
qu'il est facteur de W  s'il existe des mots x  et y tels que W  =  x'uy.  En particulier, dans 
le cas où x  = é (respectivement y = é), nous disons que 11.  est un préfixe (respectivement 
suffixe) de w.  L'ensemble des facteurs ou le  langage de west noté FACT(W), alors que 
l'ensemble des facteurs de longueur n de west noté FACTn(W) ,  D'autre part, l'ensemble 
des préfixes (respectivement suffixes) de west noté PREF(W)  (respectivement SUFF(W)), 
L'unique préfixe  (respectivement suffixe)  de W  de  longueur i,  Ol!  0  ::;  i  ::;  n,  est noté 
PREFi(W)  (respectivement SUFF;(W)).  Nous disons que le  nombre i  est une occurrence 
de  11.  s'il existe des mots x  et y  tels que W  =  xuy, où Ixl  = i + 1.  Nous désignons par 
Iwlu  le  nombre d'occurrences de 1l.  dans w,  En outre,  11.  est dit unioccurrent dans W  si 
Iwlu = 1. 
L'image miroir de  W  =  WlW2' , 'Wn ,  notée  W,  est définie  par W  =  Wn '"  W2Wj,  Un 
palindrome est un  mot p  satisfaisant p = p,  L'ensemble des facteurs  palindromiques 
d'un mot west noté PAL(W)  et l'ensemble des  facteurs  palindromiques de longueur n 
de west noté PALn(W).  De plus, afin d'alléger grandement l'écriture par la suite,  nOl1S 
dénotons par PLPS(w) le  plus long palindrome suffixe de w, 
n La n-ièrne  puissance d'un mot  'UJ,  Botée  w ,  est donnée par v? =  W'UJ' "'UJ  (n fois), 
Nous  disons  que west primitif s'il  n'existe aucun  mot  11.  tel  que  W  =  un,  pour un 
certain entier n,  En particulier, le  carré de west donné par w2  Un chevauchement est 
un  mot de la forme wwu, où W  et u sont des mots non vides et 'U  E PREF(W), 
Nous  disons  de  deux  mots  11.  et  'U  qu'ils  sont  conjugués  s'il  existe  des  mots  x  et  y 
satisfaisant u = X7J  et v = yx,  Par exemple, u = nahah et 1i = o.hanh sont conjugués (il 
suffit de prendre x  = aab et y = ab),  On peut montrer que la relation  "être conjugué 
de"  est une relation d'équivalence,  L'ensemble des mots conjugués d'un mot west noté 6 
[w]  et on se  convainc facilement que l[w]1  = Iwi  si west primitif. 
Supposons que v  E PREF(W).  Alors v-1w est le  mot satisfaisant v(v-lw) = 'W,  c'est-à­
dire que v-1w est le  mot obtenu de w en supprimant le  préfixe v.  De la même façon, si 
v E SUFF'(W),  alors wv-1 est le  mot satisfaisant (wv-l)V =  W. 
Soient  <p  :  A*  B*  une  fonction,  où  A  et B  sont deux alphabets.  Nous  disons que  -7 
<p  est un morphisme s'il préserve la concaténation, c'est-à-dire que <p(uv)  = <p(u)<p(v) , 
pour n'importe quels u, v E A*'  D'autre part, nous disons que <p  est un antimorphisme 
si  <p(U1I)  = <p(v)<p(u),  pour n'importe quels U,V  E  A*. 
Supposons que A = {a, b}.  Le  complément d'un mot w  E A*,  dénoté par w,  est le  mot 
obtenu par l'application du morphisme échangeant les lettres de w, c'est-à-dire que  ~  est 
le  morphisme défini par a = b et b= a.  Il est clair que l'opération de complémentation 
est une  involution.  Nous  dénotons  par  ~  l'antimorphisme sur les  alphabets binaires 
correspondant à la composition des opérateurs - et  ~,  c'est-à-dire que pour tout mot 
binaire w sur A = {a, b},  nous avons 
=  îù = w= w. 
Le fait que les opérateurs -:- et  ~  commutent est clair.  Un  antipalindrome est un mot w 
satisfaisant w  =  îù.  Nous dénotons par ANTIPAL(W)  l'ensemble des facteurs antipalin­
dromiques de w.  On peut montrer que si west un antipalindrome et p E PAL(W),  alors 
p E PAL(w).  De plus, le  lecteur vérifie que l'unique mot qui est à la fois  un palindrome 
et un antipalindrome est le  mot vide 6.  De la même façon  que pour les palindromes, 
nous désignons par PLAS('w) le  plus long antipalindrome suffixe de w. 
Finalement, notons que - et ~ sont des antimorphismes, c'est-à-dire que pour tous mots 
u et 11,  nous avons uv  =  vu et U1i = Vû. 7 
Exemple 1.  Considérons le  mot W  =  00101100  sur l'alphabet A =  {O, l}.  Alors 
FACTO(W)  {é} 
FACT1(W)  {O,l} 
FACT2(W)  {OO,Ol,lO,l1} 
FACT3(W)  {OOl,OlO,Oll,lOO,lOl,llO} 
FACT4(W)  {0010,0101,0110, 1011, 1100} 
FACTS(W)  {OOlOl,OlOll,lOllO,OllOO} 
FACT6(W)  =  {OOlOll,OlOllO,lOllOO} 
FACT7(W)  =  {OOlOllO,OlOllOO} 
FACT8(W)  =  {00lO1100} 
PAL(W)  {é,O,l,OO,ll,OlO,lOl,OllO} 
ANTIPAL(W)  {é,Ol,lO,OlOl,llOO,OOlOll} 
1.2  Arbres des palindromes et des antipalindromes 
Soit u, v deux  mots.  Il  est facile  de  vérifier  que  "u est facteur  de  v"  est unc relation 
réflexive,  antisymétrique et transitive et donc une relation d'ordre (par contre, ce  n'est 
pas une relation d'ordre total).  Nous introduisons une restriction de cette relation sur 
les palindromes comme suit. 
Définition 1.  Soient p et q deux palindromes.  Nous écrivons p :5  q s'il existe un mot 
x  tel que q =  xpx et nous disons que p est un facteur- palindr-omique  central de  q. 
Le lecteur vérifie facilement la proposition suivante. 
Proposition 1. La relation p :5  q,  où p et q sont des palindromes, est un ordre partiel 
(mais ce  n'est pas un ordre total).  o 
Étant donné un mot w, il est possible de représenter sous forme d'arbre les palindromes 
apparaissant dans W  à l'aide de la relation :5.  Plus précisément, nous avons la définition 
suivante. 8 
Définition  2.  Soit w  un  mot.  Alors  l'arbre  des  palindromes  de  'West l'arborescence 
dont les sommets sont donnés par les éléments de PAL(w), ainsi qu'un sommet distingué 
supplémentaire qu'on appelle racine.  De  plus,  il  existe  un  arc  de  la racine vers  ê  et 
chacune des  lettres de w.  Finalement, nous avons  un  arc du sommet p vers le  sommet 
IJ.  si  q = apCY.,  pour une certaine lettre CY.. 
Remarquons que chaque ordre partiel induit un graphe cyclique et donc une arborescence  . 
sur un  ensemble de  mots.  Cependant,  dans ce  mémoire,  nous  nous  intéressons  plus 
particulièrement aux facteurs palindromiques et antipalindromiques. 
Par ailleurs, dans les représentations graphiques d'arbre des palindromes, nous ne dessi­
nons pas l'orientation des arcs puisqu'il est facile de la déduire en consultant l'étiquette 
des sommets source et but. 
Notons que la relation  ::S  peut être également étendue aux antipalindromes, c'est-à-dire 
que si  p et q sont deux antipalindromes, alors on écrit p ::S  q lorsqu'il existe un x  tel quc 
q = xpx.  L'arbre des antipalindromes d'un mot west défini de la même façon  qu'à la 
Définition 2. 
Définition  3.  Soit  w  un  mot  binaire.  Alors  l'arbre  des  antipalindromes  de  west 
l'arborescence  dont les  sommets sont donnés  par les  éléments  de  ANTIPAL(W),  ainsi 
qu'un sommet distingué supplémentaire qu'on appelle racine.  De plus, il  existe un arc 
de  la racine  vers  ê  et chacune des  lettres de  w.  Finalement,  nous  avons  un  arc  du 
sommet p vers le  sommet  IJ.  si  IJ.  =  apCi,  où  CY.  et Ci  sont les  deux lettres de l'alphabet. 
Nous  illustrons  ces  notions  par  un  exemple.  Il  est  pratique  ùe  représenter  par  des 
arbres les  facteurs  palindromiques et antipalindromiques d'un mot puisqu'ils donnent 
rapidement une intuition de leur structure combinatoire.  En particulier, ils mettent en 
évidence les  symétries et les extensions possibles pour chaque palindrome. 
Exemple 2.  En reprenant le  mot w  = 00101100  nous obtenons les  arbres des  palin­
dromes et des antipalindromes de w  aux figures 1.1  et 1.2. 9 
E: 
o  1 /~ 
1  00  Il 
1 
101  010 
1 
0110 




0101  1100 
1 
001011 
Figure 1.2:  Arbre des antipalindromes du mot 'W = 00101100. 
1.3  Mots infinis 
Un  mot infini  W sur un alphabet A  est une suite dénombrable d'éléments de  A.  En 
général, les mots infinis seront dénotés en gras.  La plupart des définitions de la section 
1.1  s'étendent aux mots infinis. 
Un mot west dit périodique s'il existe un mot non vide v  tel que vn  E PREF(W), pour 
tout n  E  N.  Nous écrivons alors  W =  V
W 
•  On dit que west rùurn;nt si  pour tout 
U  E FACT(W),  nous avons Iwlu  =  co.  Il existe une notion plus forte de récurrence:  W 
est dit uniformément récurrent si  pour tout U  E FACT(W),  il  existe un entier n  tel que 
pour tout v  E FACTn(W),  'U  E FACT(V).  Autrement dit, un mot uniformément rér-urrent 
a  la propriété que chaque paire d'occurrences consécutive apparaît avec  une distance 
bornée.  Soit U E FACT(W).  Un mot v est appelé mot de  retour complet de u  dans W si 
(i)  v E FACT(W), 10 
(ii)  loulu  = 2, 
(iii)  U  E PREF(v)  et 
(iv)  U  E SUFF(V). 
Nous désignons par RETOURCOMPLETw (7.I.)  l'ensemble des mots de retour complet de  7.1. 
dans w.  Notons que cette notion est définie pour les  mots finis  et infinis,  mais elle est 
surtout considérée dans les  mots infinis.  En particulier,  le  nombre de mots de retour 
complet d'un mot 'U  dans 'West fini  si  west uniformément. récurrent. 
Exemple 3.  Soit U  = aababbaabbabaa.  Le mot 
W w  =  U =  (aababbaabbabaa)W  = aababbaabbabaaaababbaabbabaa ... 
est un exemple de  mot périodique.  Nous  pouvons par ailleurs montrer que un  est un 
palindrome, pour tout  11.  2  o.  Il est clair que west récurrent et même uniformément 
récurrent.  Finalement, nous constatons que 
RETOURCOMPLETw(aa) = {aaa, aababbaa, aabbabaa}. 
1.4  Morphismes 
Rappelons  qu'un  morphisme  est  une  application  <.p  :  A*  ->  B*  telle  que  <.p(uv)  = 
<.p(u):,c(v),  pour n'importe quels u, v E A*.  Il  est par conséquent suffisant de connaître 
['action de  <.p  sur les  lettres de A pour l'étendre au monoïde libre A*.  On dit d'un mot 
w qu'il est point fixe  du morphisme <.p  si  w =  <.p(w). 
Soit  'P  : A' ->  A*  un morphisme sur un  alphabet A.  On peut montrer qu'un mot w 
dont la première lettre est ex  est fixé  par <.p  si  et seulement si  la première lettre de <.p(ex) 
est ex  (Allouche et Shallit, 2003,  chapitre 7).  Dans ce cas, on écrit <.pW(ex).  La notation 
est justifiée par le  fait que <.pn( ex)  est un préfixe de w pour tout entier  11.  2  O.  Notons 
que certains mots finis  peuvent être point fixe  d'un morphisme. 
Exemple  4.  Considérons  le  morphisme  (effaçant)  <.p  :  {a, b} *  -}  {a, h} *  défini  par 
<.p(a)  = ab et <.p(b)  = é.  Alors <.p(ab)  = ab et donc ab est un point fixe  de <.p. 11 
Par contre,  pour la  suite de  ce  mémoire,  nous  nous intéressons seulement aux points 
fixes  de morphisme qui sont des mots infinis. 
Un morphisme est appelé k-uniforme s'il existe un entier kEN tel que 1!p(Ci) 1  =  k,  pour 
chaque Ci  E  A.  De  plus, un !p-bloc  (ou simplement  bloc  quand le  contexte est clair) est 
un mot de la forme !p(Ci)  pour un certain Ci  E A. 
Soit MA  l'ensemble des morphismes sur un alphabet A.  Alors (J\!fA, 0)  est un monoïde, 
où  0  est  la composition fonctionnelle  usuelle  et où  l'élément  neutre est  donné  par le 
morphisme 
ID  A*  A* -7 
Nous  utilisons la notation exponentielle pom dénoter la composition,  c'est-à-dire que 
!pk  est le  morphisme obtenu par l'itération du morphisme !p  : 
!pk  = !p  0  if 0  ... 0  !p . 
'-v-------" 
k  fois 
Remarquons que nous avons l'intéressante propriété que si  u = !p(u),  alors u = !pk(u), 
pour tout entier k  ~  O. 
Un morphisme if : A*  B* est dit non effaçant  si  !p(Ci)  -=f:.  E,  pour tout  Ci  E  A.  Un -7 
morphisme !p  : A*  A* est dit primitif si,  pour tout Ci  E  A, il  existe un entier k  tel -7 
que ALPH(!pk(Ci))  =  A.  Il est clair qu'un morphisme primitif est lion efFaçant.  De plus, 
tout point fixe  de  morphisme primitif est uniformément récurrent, ce  qui est démontré 
par exemple dans (Allouche et Shallit, 2003, chapitre 7). 
Soient !p  et 'I/J  deux morphismes.  Nous  disons  que !p  est un  conjugué droit  de  'I/J,  noté 
!p  <J  'I/J,  s'il existe un mot u  tel que 
!p(ex)u = U'l/J(Ci),  pour tout Ci  E A. 
Notons que cette relation u'est pas symétrique,  Nous disons alors que les  morphismes 
!p  et 'I/J  sont conjugués, ce qui est noté par !p  IXJ  'I/J,  si  !p  <J  'IjJ  ou 'I/J  <J!p,  c'est-à-dire que la 12 
relation [Xl est la fermeture symp-trique de la relation <1.  Le lecteur vp-rifie  facilement que 
[Xl est alors une relation d'équivalence. 
Nous  illustrons ces notions par un exemple. 
Exemple 5.  Considérons le  morphisme <p  : {a,b}*  -> {a.,b}"  défini par <p(a)  =  a.h  et 
<p(b)  =  a.  Alors 
W  = <p(w) = abaababaabaababaababa· .. 
est  l'unique  point  fixe  de  p  et est  appelé  mot  de  Fibonacci.  Ce  mot  appartient  à 
la célèbre  famille  des  mots sturmiens que nous  présentons  un  peu  plus  loin  dans cc 
mémoire.  Un conjugué de  <p  est donné par <pl  : {a, b}  -> {a, b}  défini  par <pl (a)  = ba  et 
<p'(b)  =  a.  Remarquons que <pl  n'admet aucun point fixe,  puisque la première lettre de 
<pl(o:)  est différente de 0:, pour toute lettre 0:.  Par contre, (<p1)2  défini par (<p1)2(a)  =  aba 
et (<p')2(b)  = ba.  admet deux point fixes,  soient ((pl)2)w(a)  et ((<p')2)W(b).  Finalement, 
il  est possible de vérifier que 
RETOURCOMPLETaba(W) = {ababa,abaaba}. 
Exemple  6.  Soit  A  =  {a, b}  et  f.L  :  A'  ->  A' le  morphisme  2-uniforme  donné par 
fJ·(a.)  = a.h  et /l.(h)  = ba.  Alors V admet exactement deux points fixes: 
f.L( t) = t = abbabaabbaababbabaababbaabbabaab· .. 
V(t) =  t = ba.ababbaabba.ba.ababhaba.a.hha.ahahba. ... 
On démontre facilement que RETOURCOMPLETt(a) = {aa, aba, abba}.  Le mathématicien 
Axel Thue a également démontré que t  est sans chevauchement.  Une traduction de ses 
travaux se  trouve dans (Berstel,  1992).  À noter que t  et t  sont égakment des  points 
fixes  du  morphisme e  :  A*  ->  A' défini  par e(a)  =  abba  et e(b)  =  baab.  Le  mot  t 
est appelé  mot de  Thue-Morse.  Il possède de  nombreuses propriétés palindromiques 
intéressantes et une grande littérature est consacrée à son étude (Brlek,  1989;  Berstel, 
1092;  Allouche et Shallit,  1<)<)8;  Allouche et Shallit, 2000;  Blondin Massé,  Brlele,  Glen 
et Labbé, 2007;  Blondin Massé, Brlek et Labbé, 2008). CHAPITRE II 
COMPLEXITÉ 
Parmi les nombreuses stratégies pour mesurer l'information contenue dans les mots finis 
et infinis,  celle consistant à calculer leur complexité factorielle,  c'est-à-dire à compter 
le  nombre de facteurs  distincts d'une longueur donnée,  a  été largement utilisée  dans 
la littérature.  De  nombreux  travaux ont  porté sur la complexité  factorielle  motivés 
entre autres par la théorie des nombres,  En pa.rticulier, il  est possible de se restreindre 
à J'étude des facteurs palindromiques (Allouche,  Baa.ke,  Cassaigne et Damanik,  2003; 
Brlek, Hamel, Nivat et Rcutenauer, 2004) ou antipalindromiqucs.  Dans ce chapitre, nous 
présentons les complexités palindromique et antipalindromique de quelques familles de 
mots bien connues. 
2.1  Complexité factorielle 
Dans un premier temps, nous rappelons la définition de complexité factorielle.  Soit w 
un mot (fini  ou  infini)  sur un alphabet fini  A.  Alors la complexité factorielle  de west 
la fonction Fw  : N --->  N (notée simplement F quand le  mot w etit  fixé)  définie par 
Fw(n) = I{v E A*  1 v E FACTn(W)}I· 
Exemple 7.  Remarquons que la croissance de  la complexité factorielle peut être con­
stante, linéaire, quadratique, voire même exponentielle, comme l'illustrent les exemples 
suivants. 
1.  Soit Wl = a
W 
.  Alors FW1 (n) = 1,  pour tout n 2:  O. 14 
2.	  Pour chaque entier n  2:  0,  nOlis  pouvons énumérer les  mots de longue\lf  Tt  selon 
l'ordre lexicographique.  Si  on définit  W2  comme la concaténation infinie de  tous 
ces  mots  en  les  énumérant d'abord selon  leur  longueur et ensuite selon  l'ordre 
lexicographique, alors FW2 (n)  =  IAin. 
3.	  Les mots sturmiens sont ceux dont la complexité factorielle est donnée par F( n) = 
n+l, pour tout n  2:  1 (Hedlund et Morse, 1938; Hedlund et Morse, 1940; Lothaire, 
1983;  Parvaix, 1998).  Nous en discutons en détail plus bas. 
4.	  La complexité du mot de Thue-Morse t  satisfait la récurrence 
avec valeurs initiales Ft(O)  =  1,  Ft (1)  =  Ft (2)  =  2 (Brlek, 1989;  de Luca, Varric­
chio,  1989).  De  plus, il  a été démontré que les  scnls mots ayant.  œt.te compkxit.é 
sont dans l'orbite de t  et de  <p( t)  où  <p  est le  morphisme défini par <p(0)  = 00  et 
<p(I)  = 11  (Aberkane et Brlek, 2002). 
5.	  Soit A = {a, b}  un alphabet, où a, b E N+.  Il est facile de vérifier que tout mot fini 
w  sur  A  peut être factorisé de façon  unique w  comme un produit de puissances 
de lettres, c'est-à-dire que w =  a~la~2  ...  a~k,  où kEN, ni E N+  et a'i E A,  pour 
1  ::;  i  ::;  k,  ainsi que ai #- ai+l  pour 1  ::;  i  ::;  k - 1.  Par exemple,  nous  avons 
On définit  une  application 0 :  2:;*  -4  2:;*  par o(w)  =  nln2'"  nk,  où  les  ni sont 
les exposants dans l'écriture unique de w sous forme de produit de puissances de 
lettres.  Ainsi 0(11212221) = 21131.  En particulier, la fonction 8 pent être étt~lIdue 
aux mots  infinis  à  condition  que  ceux-ci  ne  soient  pas ultimement  périodiques, 
c'est-à-dire de  la forme uvw ,  pour certains mots u et v.  Il  est possible de vérifier 
que sur l'alphabet {1, 2},  la fonction  8 admet deux points fixes  K  et 1f(, où  f( 
est le  mot de  Kolakoski  (Kolakoski, 1965).  Des généralisatiolls de ce  mot ont été 
étudiées, notamment sur des alphabets binaires avec des paires différentes de {1, 2} 15 
(Bergeron-Briek, Briek,  Lacasse et Provençal,  2003;  Berthé, Briek et Choquett(\ 
2005;  Brlek, Melançon et Paquin, 2004). 
Les mots lisses consistent en  une autre généralisation du mot de Kolakoski (Brlek, 
Melançon et Paf)uin,  2004).  Il  s'agit des  mots infinis w  pour lesquels  <5k (w)  est 
défini, pour tout entier k  ~  1.  En particulier, il  a été démontré que la complexité 
factorielle cie  tout mot lisse west bornée polynomialement.  Plus précisément, elle 
satisfait l'inégalité 
Clnk  :::;  FwCn)  :::;  C2nk, 
où  k  =  :~:~  et Cl  > 0, C2  > a sont des  constantes (Weakley,  1989).  Nous  ne 
cliscutons pas davantage des mots lisses clans ce travail, mais mentionnons tout cie 
même que la complexité palindromique (que nous  définissons  plus  bas)  satisfait 
Pw(n)  :::;  2,  pour tout entier n  ~  0  (Brlek et Ladouceur, 2003).  Une  multitude 
d'autres propriétés combinatoires sont explorées dans (Brlek, Dulucq, Ladouceur 
et Vuillon, 2006). 
6.	  Plus génér8,lement, il  il, été démontré que la complexité d'un mot w  qui est point 
fixe d'un morphisme a une croissance dans O(n2), O(n log n), O(n log log n), O(n) 
ou 0(1) dépendamment de la nature du morphisme (Ehrenfcucht, Lee et Rozen­
berg,  1975). 
2.2  Complexité f-palindromique 
Dans la suite de ce  travail, nous étudions la complexité palindromique des mots, c'est­
à-dire que nous décrivons les  fonctions donnant le  nombre de palindromes de longueur 
n, pour chaque entier n  ~  O. 
Dans un premier temps, nous introduisons une généralisation de la notion de palindrome. 
Définition 4.  Soit  A  un  alphabet fini  et f  : A  ----t  A  un  morphisme involutif.  Nous
 
disons qu'un mot west un  f-palindrome  si  w = f(w).
 
Exemple 8.  En prenant .f = ID,  nous retrouvons la notion habituelle de  palindrome.
 
Si	 A  =  {a, b},  il  suffit  de  prendre l'échange  de  lettres  7 :  A  ----t  A  :  a  b, b  a t--1  t--1 16 
pour obtenir la notion d'antipalindrome.  D'autre part, en  prenant A = {a, h, c, d}  et 
j(a) = d,  j(b) = c,  j(c) = b et j(d) = a,  nous avons que abcdabcd est un j-palindrome. 
Finalement, rem8J'quons que peu importe A et j, é  est un j-palindrome. 
De  la même façon, on définit la complexité j-palindromique de w comme suit. 
Définition 5.  Soit w un mot fini  ou  infini sm un alphabet fini.  Alors la r:omplexité f­
palindmmique de w,  notée plu  ou simplement pl quand le contexte est clair, est donnée 
par la fonction 
Bien que l'étude de la complexité j-palindromique est intéressante en soi, dans ce travail, 
nous ne  considérons que deux instances de complexité j-palindromique. 
Définition 6.  Les complexités palindmmique et  antipalindromique de w, notées respec­
tivement Pw  et Aw , sont définies par Pw  = plO  et Aw  =  P~. 
Il  existe une démonstration élégante du fait  que  le  nombre  de  palindromes distincts 
apparaissant dans west borné par Iwl + 1. 
Théorème 1.  (Droubay, Justin et Pirillo, 2001)  Soit w un mot fini.  Alors IPAL(W)I  ~ 
Iwl + 1. 
Démonstration. Soit Pi  le préfixe de longueur i de w, où 0 ~  ·i  ~  n.  Soit Pi  le  nombre 
de  palindromes suffixes  de  Pi  et unioccurrents dans Pi,  où 0  ~  i  ~  n.  Nous  montrons 
que  Pi  ~  l, pour 0  ~  i  ~  n.  En  procédant par contradiction, supposons qu'il existe 
un  indice  j  tel  que  Pj  ~  2.  En particulier,  il  existe deux  palindromes distincts u  et 
v  qui  sont suffixes  de Pj  et qui  sont  unioccurrents dans Pj.  De  plus,  comme u  et v 
sont différents, sans perte de généralité, nous pouvons supposer que lui> Ivl.  Il  existe 
donc  un  mot non  vide  x  tel  que u  =  xv.  Or,  u  = U =  xv  =  VI  =  VI,  c'est-à-dire 
que v apparaît au  moins deux fois  dans u et donc dans Pj, contredisant la supposition 
que  7L  est  unioccurrent  dans Pj.  On en  conclut que  Pi  ~  1 pour 0  ~  i  ~  n  et donc 
IPAL(w)1  ~  Iwl + 1.  o 17 
Notons que le  Théorème 1 se généralise facilement aux antipalindromes. 
Proposition 2.  Soit'W un mot non vide sur {a,b}.  Alors IANTIPAL(w)1  :::;  Iwl. 
Démonstration.  Soit  p  un  préfixe  non  vide  de  w.  Dans  un  premier  temps,  nous 
montrons qu'il existe au plus un suffixe  palindromique de  p  unioccurrent dans p.  En 
raisonnant par contradiction, supposons au contraire qu'il existe des palindromes suffixes 
u  et v de p unioccurrents dans p tels que lui  < Ivl.  Alors v  =  xu pour un certain mot 
non vide x.  Ceci entraîne que v = v= ru = ux de sorte que u  n'est pas unioccurrent 
dans p,  ce qui est absurde.  Par conséquent, IANTIPAL(W)I  :::;  Iwl + 1.  Maintenant, soit 
Wl  la première lettre de w.  Alors PLAS(Wl) = E,  c'est-à-dire que nous n'avons pas de 
nouveau antipalindrome à l'indice 1.  Ainsi,  IANTIPAL(W)  1  [wi. :::; 
D'autre part, il  existe des mots finis  et infinis atteignant les  bornes des Théorèmes 1 
et 2.  Un mot dont le  nombre de palindromes réalise la borne est appelé plein  (Brlek, 
Hamel, Nivat et Reutenauer, 2004). 
Exemple  9.  Le  mot  u  =  abbabbaa  est  plein,  puisqu'il  possède  les  9  facteurs  palin­
dromiques suivants : 
PAL(u)  = {E, a, b, bb, abba, bab, bbabb, abbabba, aa}. 
D'autre part, le  mot v = aababbaa  n'est pas plein, puisque 
PAL(1))  =  {E, a, b, aa, bb, aba, bab, a.bbo.}. 
On vérifie par ailleurs que tout mot de la forme  (ab)Tl- contient les  antipalindromes de 
la forme E et (ab)m  et (ba)m,  pour tout 1 :::;  m  :::;  n. 
Le  problème de caractériser de façon simple les  mots pleins est ouvert, par contre, on 
vérifie facilement le  fait suivant. 
Proposition 3.  Soit w  un mot non vide sur {a, b}.  Alors  IANTIPAL(W)I  =  Iwl  si  et 
seulement si w  =  ex(Y'  ou  ex(Y' ex  pour une certaine lettre ex  E {a, b}  et un certain entier 
nE N. 18 
Démonstration.  (=»  Nous  démontrons la contraposée.  Supposons qu'il existe une 
lettre (3  telle  que  (3(3  E  FACT(W).  Par la Proposition 2,  il  existe au plus un nouvel 
antipalindrome à chaque indice et il  n'en existe aucun à l'indice 1.  Soit p  le  préfixe de 
W  tel que soit (3(3  ou (3(3  est un suffixe de p et Iploo + Ipl,Bo  =  1.  Alors PLAS(p) = E  qui 
n'est clairement pas unioccurrent dans p.  Or,  Ipl  # l, ce qui  nous permet de conclure 
que IANTIPAL(w)1  # Iwi. 
({=)  D'une part, supposons que W  = (o:a)n.  Alors 
ANTIPAL(W)  = {E}  U {(o:a)m Il Sm S n} U {(ao:)m Il Sm S n - l}. 
D'autre part, supposons que W  = (o:a)no:.  Alors 
ANTIPAL(W) =  {E}  U {(o:a)'n  Il Sm S n} U {(ao:)m Il Sm Sn}. 
Dans les  deux cas, nous obtenons que IANTIPAL(w)1  =  Iwi. 
2.3  Mots périodiques 
La complexité palindromique des mots périodiques est entièrement caractérisée. 
Théorème  2.  (Allouche,  Baake,  Cassaigne et Damanik,  2003;  Brlek,  Hamel,  Nivat 
et Reutenauer,  2004)  Soit  111  Ull  mot non vide.  Alors  les  deux énoncés suivants sont 
équivalents. 
(i)  west un produit de deux palindromes. 
Démonstration.  (i)  =>  (ii)  Supposons que W  =  uv, où u et v sont deux palindromes, 
uv #  E.  Alors  (uv)n u  est un palindrome, pour tout entier n  2  0,  et est également un 
préfixe de w
W 
,  de sorte que IPAL(wW)1  =  00. 
(i)  {=  (ii) Supposons que WW admette une infinit.é de palindromes.  Soit. p un palindrome 
satisfaisant Ipl  > 21wl·  Alors p =  xwky, où x  est un suffixe de w, y est un préfixe de W 19 
et k  ~  1 est un entier.  Comme p = p= yvlx, nous avons que west un facteur de 'WW  et 
donc un facteur de 'W'W.  Ainsi, 'W'W  = uwv, où u est un préfixe de 'W'W,  v est un suffixe 
de 'W'W  et lui + Ivl  =  l'WI.  En particulier, 'W  = uv.  On en tire 'W'W  = uvuv = uwv et donc 
w = vu, de sorte que 'W  = uv = uv.  Ceci signifie que u = uet v = v,  c'est-à-dire que 'W 
est un produit de deux palindromes.  0 
Le Théorème 2 se  généralise aux antipalindromes.  Il suffit  de remplacer le  symbole ~ 
par ~ et le mot "palindrome" par "antipalindrome" dans la démonstration. 
Théorème 3. Soit'W un mot non vide.  Alors les deux énoncés suivants sont équivalents. 
(i)  'West un produit de deux antipalindromes. 
(ii)  IANTIPAL('WW)1  = 00.  o 
Ces deux théorèmes ont une conséquence immédiate. 
Corollaire 1. Soit'W un mot sur {a,b}.  Si'W s'écrit comme le  produit de deux palin­
dromes  (respectivement antipalindromes),  alors tout conjugué de  'W  s'écrit comme le 
produit de deux antipalindromes (respectivement antipalindromes) également. 
Démonstration. Nous traitons le  cas où 'West le  produit de deux palindromes (le cas 
où il  s'agit d'un produit de deux antipalindromes est similaire). 
Soit u un conjugué de 'W.  Alors il existe des mots x  et y tels que 'W  = xy et u = yx.  Par 
W le théorème 2,  'Ww  possède une infinité de palindromes.  Or, W  =  (xy)W  est un suffixe de 
?LW  =  (yx)W  =  y(xy)W,  de sorte que ?LW  possède également une infinité de palindromes. 
On en conclut que u est le produit de deux palindromes, toujours par le  théorème 2. 
2.4  Mots sturmiens 
En combinatoire  des  mots,  la famille  des  mots sturmiens est sans  contredit la  plus 
connue et la plus étudiée.  Il existe plusieurs définitions équivalentes. 20 
Définition 7.  (Lothaire, 1983, chapitre 2)  Soient p, a  E  [0,1) deux nombres réels tels 
que a  est irrationnel.  Un mot infini  W  = WOWl ... est dit sturmien s'il est défini par 
si  lp+(n+1)aJ -lp+naJ =0 
sinon 
ou par 
si  fp+(n+1)al- fp+nal =0 
sinon 
En outrc, W  cst dit sturmien standard si  p = o. 
Les mots sturmiens possèdent de nombreuses propriétés remarquables.  Ils correspondent 
en particulier aux mots apériodiques dont la complexité factorielle est minimale.  Plus 
précisément, tout mot sturmien s  satisfait Fs(n) =  n + 1 pour 'TL  2 0  (Lothaire, 1983, 
chapitre 2).  Ils sont également caractérisés par une propriété d'équilibre. 
Théorème 4.  (Lothaire,  1983,  chapitre 2)  Un mot  W  apériodique est sturmien si  et 
seulement  s'il  est  éq'uilibré,  c'est-à-dire  que  pour tout  u, v  E  FACT(w),  nous  avons 
o 
La complexité palindromique des  mots sturmiens est déjà connue. 
Théorème 5.  (Droubay et Pirillo, 1999)  Soit s un mot sturmien.  Alors la complexité 
palindromique de s est donnée par 
si n est impair, 
P,(n) ~  { : 
si  TL  est pair. 
où n  E  N.  o 
Exemple 10.  Considérons le  mot de Fibonacci 
w =abaababaabaababaababa··· 
Les premiers facteurs palindromiques de w sont donnés dans le tableau 2.1.  D'autre part, 
l'arbre des palindromes de west donné à la figure 2.1.  En particulier, chaque palindrome 21 
Longueur  Facteurs palinclromiques 
0 é 
1  a, b 
2  aa 
3  aba, bab 
4  baab 
5  aabaa, ababa 
Tableau 2.1:  Facteurs palindromiques du mot de Fibonacci. 
,~
 
1  a  b 
(J.(l  1  1 
1  bab  aba 
baab  1  1 
1  ababa  aabaa 
abaaba  1  1 
1  aababaa  baabaab 
1 1 
Figure 2.1:  Arbre des palindromes du mot de Fibonacci 
de longueur TL  pellt être étendu de façon unique à un palindrome de longueur n +  2.  Par 
exemple,  aba peut être étendu par a  donnant le  palindrome aabaa,  mais ne peut être 
étendu par b,  puisque babab n'est pas un facteur du mot w. 
Pour  tout  mot  sturmien  s,  l'arbre  des  palindromes  de  S  possède  exactement  trois 
branches infinies  et aucune branche finie.  Cette remarque se  traduit par  la proposi­
tion suivante: 
Proposition 4.  Soient  S un  mot sturmien et p,q E PAL(S),  où  Ipl  > Iql.  Supposons 
qu'il existe un  mot T  non vide tel que  T  ::S  p et T  ::S  q.  Alors q  ::S  p. 22 
Démonstration. Nous proc.8dons par l'absurde, c'est-à-dire que nous supposons que q 
n'est pas un palindrome central de p.  Sans perte de généralité, nous pouvons supposer 
que r cst le plus long palindrome central commun de p et de q.  Par hypothèse, r est non 
vide et r  =1=  p, q.  Par conséquent, il existe deux lettres distinctes a  et {3  telles que ara est 
palindrome central de p et (3r{3  est palindrome central de q.  Ceci contredit la propriété 
d'équilibre du mot sturmien s, puisqu'on aurait alors laTal  ex  - l{3r{3lex  = 2 > 1.  0 
La  propriété  d'équilibre  des  mots  sturmiens  nous  permet  également  de  décrire  leur 
complexité antipalindromique. 
Théorème 6.  Soit W un mot sturmien.  Alors IANTIPAL(w)1  < 00. 
Démonstration.  Supposons que  W admette une  infinité  d'antipalindromes.  Notons 
que si  1L  E FACT(W)  est un antipalindrome, alors a,a,  ~  FACT(n) , puisqu'alors on aurait 
bb  E  FACT(U),  contredisant la propriété d'équilibre de  W (Ibblb  - laalb  =  2 >  1).  On 
cn conclut que les seuls antipalindromes de W sont de la forme  (aaY', où 17,  E  N et a 
est une lettre de A.  Comme W contient une infinité d'antipalindromes, alors pour tout 
entier n  E  N,  (aa)'n  E  FACT(W),  pour une certaine lettre 0:.  Or,  tout mot sturmien 
est uniformément récurrent (Lothaire, 1983, chapitre 2), ce qui signifie que tout préfixe 
de west contenu dans  un  mot de  la forme  (aa)n,  pour  tout entier  17,  E  N,  c'est-à­
dire que W =  (ab)W  ou W = (ba)w.  Ceci est absurde,  puisque west sturmien et donc 
apériodique.  0 
2.5  Mot de Thue-Morse 
Le  mot  de  Thue-Morse est  un  excellent  exemple  d'interaction  entre  palindromes et 
antipalindromes, comme en témoigne la proposition suivante. 
Proposition 5.  Soit  p,  : {a, b}  {a, b}  le  morphisme défini  par a f->  ab  et b f->  ba  et --l 
soit t  = p,(t)  le  mot de Thue-Morse. 
(i)  Pour tout entier pair 17,  2:  0,  p,'n(a)  et p,n(b)  sont des palindromes. 23 
(ii)  Pour tout entier impair n  :;:>  1, f./'(a)  et fLn(lJ)  sont des antipalindromes. 
Démonstration. Remarquons que le  résultat peut être déduit de (Brlek, 1989), mais, 
par souci de complétude, nous préférons présenter ici  une démonstration complète. 
La démonstration se fait par récurrence sur n. 
CAS  DE  BASE.  Pour n = 0,  nous avons  fLO  = ID.  Alors ID(a) = a et ID(b) = b sont bien 
des  palindromes.  Pour n = 1,  nous avons bien que fLl(a)  = ab  et fLl(b)  = ba  sont des 
antipalindromes. 
INDUCTION.  Supposons le  résultat vrai  pour tout  1  < m  < n  et montrons qu'il  est 
également vrai pour n.  Nous distinguons deux cas. 
1.	 Supposons que n  est pair.  Alors  fLn  =  fL2(fLn-2(a)).  Par hypothèse d'incluction, 
fLn-2(a)  et fLn-2(b)  sont des palindromes et donc 
fLn-2(a)fLn-2( b)fLn-2(b)fLn-2(a) 
fJ.n-2(a.)fl.n-2(b)p.n-2(b)fl.n-2(a.)  =  p,n(a), 
c'est-à-dire que fLn(a)  est  un palindrome.  Par symétrie,  fLn(b)  est également  un 
palindrome. 
2.	  Supposons que n est impair.  De  la même façon,  nous avons 
Par hypothèse d'induction, fLn-2(a)  et fLn-2(b)  sont des antipalindromes.  Alors 
fL~)fLqu)?(b)fL~) 
p,n-2(u,)fLn-2(b)fln-2(b)fLn-2(u,)  = p,n(a), 
c'est-à-dire que fLn(a)  est un antipalindrome.  De la même façon,  nous obtenons 
que fLn(b)  est un antipalindrome.  o 24 









abaaba  bbaabb  aabbaa  babbab 
1  1 1 1 
babaabab  abbaabba  baabbaab  ababbaba 
1 1 1 1 
bbabaababb  babbaabbab  abaabbaaba  aababbabaa 
1  1 1 1 
abbabaababba  ababbaabbaba  babaabbaabab  baababbabaab 
1 1 
wÛ)(J,III)(1.abbabaa  bba{)(Uûi{iaalmbb 
1 1 
Pigure 2.2:  Arbre des palindromes du mot de Thue-Morse. 
Les arbres des palindromes et des antipalindromes de t  sont représentés aux figures 2.2 
et 2.3.  Remarquons qu'ils admettent un axe de symétrie, étant donné que le langage de 
t  est stable sous la complémentation, c'est-à-dire que p E  PAL(t) entraîne 15  E  PAL(t) 
tandis que p E ANTIPAL(t)  entraîne 15  E ANTIPAL(t) 
Le lemme qui suit décrit cert.aines propriétés combinat.oires des palindromes apparais­
sant dans t.  Dans un  premier  temps,  nous introduisons la définition suivante.  Nous 
disons d'un mot v  qu'il est un  ancêtre  de  w  par rapport  au morphisme e  s'il existe un 
préfixe de bloc x et un suffixe de bloc y tel que xwy =  e(v).  Nous désignons l'ensemble 
des  ancêtres de w  par  ANCÊTRES(W).  De plus, west dit centré (par rapport à  v)  si 
Ixl = Iyl· 
Soit v  un ancêtre de w  tel  que xwy  =  e(v)  comme ci-haut.  Soient p, s  E  A*  tel  que 
w = ps  .  Nous disons qu'il y a une barre entre p et s, noté pl s, s'il existe Vl, V2  E A * tels 





aabb  baba  abab  bbaa /""  /""

1 1  1 1 
baab/Ja  /J!Jllball  (J,(),/;o./;/J  ()'/J!Jao'/J 
1 1 
ab!Ja/;aa/;  !Jo.(),lm/;!J(), 
/~  /~ 
aabbabaabb  babbabaaba  abaababbab  bbaababbaa 
1 1 1  1 
baabbabaabba  ababbabaabab  babaababbaba  abbaababbaab 
1 1 1  1 
bbaabbabaabbaa  aababbabaababb  bbabaababbabaa  aabbaababbaabb 
1 1 1  1 
Figure 2.3:  Arbre des antipalindromes du mot de  Thue-Morse. 26 
Lemme 1.  (Blondin Mass8,  Brlek et Labb8, 2008)  Soit 'U  E PAL(t),  Alors les  proposi­
tions suivantes sont satisfaites. 
(i)	  Si  lui  2:  4,  alors lui  est paire. 
(ii)	  Si  lui  2:  4,  alors tous les  ancêtres v de u sont des palindromes et u est centré par 
rapport à v, 
(iii)	  Si  lui  =  4,  alors 'u  admet exactement deux ancêtres, 
(iv)	  Si  lui> 4,  alors 7L  admet exactement un ancêtre, 
Démonstration.  (i)  Nous  procédons  par l'absurde,  c'est-à-dire que nous supposons 
qu'il existe un palindrome u  de longueur lui  2:  4 impaire qui est facteur de t.  Alors il 
existe un palindrome v et un mot z tels que u = zvz et Ivl = 5,  Or, les seuls palindromes 
de  longueur 5 sur l'alphabet binaire sont 
aaaaa,aabaa,ababa,abbba,baaab,babab,bbabb,bbbbb, 
Clairement, aucun d'entre eux n'est facteur de  t. 
(ii)  Soit v un ancêtre de u.  Alors xuy =  l1(v), où x et y sont des mots tels que Ixl, IYI  ~  3. 
Comme lui  2:  4,  lui  est paire, par (i), de sorte qu'il existe des lettres a,  fJ  et un mot z 
tels que u = za(3(3az,  Il y  a quatre barres possibles: 
(a)  xzla,8(3azy  (b)  xzal(3,Oazy  (c)  xza(3l(3azy  (d)  xza(3(3lazy. 
Les  cas  (b)  et (d)  sont impossibles,  puisqu'aucun bloc  du morphisme  11  ne  commence 
ni  ne  termine par (3(3.  Dans les deux autres cas,  nous avons Ixzl  ==  Izyl mod 4,  et donc 
Ixl = Iyl, c'est-à-dire que u  est centré par rapport à v.  Ensuite, soient xp le préfixe de 
longueur 4 de B(v)  et py  le suffixe de  longueur 4 de 11(v),  où p est un certain mot non 
vide.  En particulier, xp et py  sont des palindromes puisqu'ils sont des  blocs de  t.  Par 
ailleurs, puisque p est non vide,  les  mots xp et py = yp doivent correspondre au même 
bloc, de sorte que x =  fj.  On en conclut que B(v)  =  xux est un palindrome,  En dernier 
lieu,  B(v)  = l1(v)  = eCu)  = l1(v).  Mais B est un morphisme injectif,  d'où v = v est un 27 
palindrome, tel que voulu. 
(iii)  Les  seuls palindromes de longueur 4 sont abba  et baab.  Les  ancêtres de  ces  deux 
palindromes sont donnés par ANCÊTREs(abba) = {a, bb}  et ANCÊTREs(baab) = {b, aa}. 
Soient  a,  {3, 'Y  E  A  et  z  E  A*  tels  que  u  =  z'Ya{3{3a'Yz.  Nous  savons  de  (ii)  que 
IANcÊTREs (7.L) 1  :S  2  (voir  les  cas  (a)  et  (c)).  Maintenant,  si  'Y  =  a,  nous  avons 
xzlaa{3{3aazx, ce qui est absurde puisqu'aucun bloc ne commence par aa. D'autre part, 
si  'Y  = {3,  alors nous avons xz{3a{3l{3a{3zx,  ce qui est aussi absurde, puisqu'aucun bloc ne 
commence avec {3a{3.  Dans les deux cas, nous concluons que IANCÊTRES(u)1  = 1. 
Théorème 7.  (Blondin Massé, Brlek et Labbé, 2008) La complexité palindromique du 
mot de Thue-Morse satisfait la récurrence suivante: 
(ii)  Pt (2n + 1)  =  0,  pour tout n  ::::  2,  et 
(iii)  Pt (4n) = Pt (4n - 2) = Pt(n) + Pt(n + 1),  pour tout n::::  2. 
Démonstration.  (i)  Nous avons PALO(t)  = {€},  PALI(t) =  {a,b}, PAL2(t) =  {aa,bb}, 
PAL3(t)  =  {aba,bab}  et  PAL4(t)  =  {abba,baab}  étant donné  que  t  n'admet  aucun 
chevauchement. 
(ii)  L'énoncé découle directement du Lemme 1. 
(iii)  Supposons  que  n  ::::  2.  Dans  un  premier  temps,  nous  montrons que  Pt (4n)  =
 
Pt (4n  - 2).  Soit P E  PALt(4n - 2).  Alors par le  Lemme  l, il  existe  un unique u  et
 
un  unique  x  de  longueur  Ixl  E  {1,3}  tel  que  B(u)  =  xpx.  Considérons la fonction
 
f  : PALt(4n - 2)  --.  PALt(4n) définie par p t--t xopxo, où xo  est la première lettre de x.
 
Montrons que f  est une bijection.
 
Supposons  d'abord  que  j(pd =  j(P2)'  Alors  il  existe des  lettres a  et  {3  telles  que
 
apla =  {3p2,8,  de  sorte que  Pl  =  P2,  c'est.-à-dire  que  j  est  injective.  D'autre part,
 
pour chaque palindrome P de  longueur 4n,  il  existe des  mots uniques u  et x  tels que
 
Ixl  E {O,2}  et e(u) = xpx.  Nous avons j(a-Ipa-l ) = p,  où a  est la première lettre de
 
x.  Nous concluons que f  est bien une bijection. 
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Il  reste à  démontrer que Pt (4n)  =  Pt(n) + Pt(n + 1).  Soit  p  E  PALt(4n).  Toujours 
par le  Lemme l, il  existe un unique x et un unique palindrome u  tel que B(u)  =  xpx, 
où  p est centré clans  B(u),  Ix\  E  {0,2}  et lui  E  {n,n + 1}.  Considérons la fonction 
9  : PALt(4n)  ----t  PALt(n) U PALt(n + 1)  définie par p  >->  u.  Nous montrons que 9 est 
une bijection.  Dans un premier  temps,  soient p,1]  E  PALt(4n)  tels que g(p)  =  g(I]). 
Alors p et q sont centrés dans B(g(p))  = B(g(q)),  ce qui revient à dire que p = q.  Pour 
montrer que 9  est surjective, supposons que u  E  PALt(n) U PALt(n + 1).  Si  lui  =  n, 
alors u = g(B(u)).  D'autre part, si  lui  = n + l, alors u = g(x-1B(u)x-1).  Ceci montre 
que 9 est injective et termine l'établissement de la récurrence. 
Le Théorème 7 nous permet de déduire aisément la complexité palindromique de t.  La 
démonstration doit tenir compte de plusieurs cas et est un peu technique, mais elle n'est 
fondée que sur des conditions arithmétiques. 
Corollaire 2.  (Blondin Massé, Brlek et Labbé, 2008)  La complexité palindromique du 
mot de Thue-Morse est donnée par: 
1  si n = 0
 
2  si  1 ::;  n  ::;  4
 
Pt(n) =  0 si n est impair et n 2 5 
4  si n  est pair et 4k + 2 ::;  n  ::;  3 . 4k, pour k 2 1 
2  si n est pair et 3· 4k + 2 ::;  n  ::;  4k+1, pour k 2 1 
Démonstration. Nous rnoutl'Ons  le  résultat par récurrence sur n. 
CAS  DE  BASE.  Les  cas où  0  <  n  ::;  4  sont donnés explicitement dans  l'énoncé du 
Théorème 7. 
INDUCTION.  Supposons le  résultat vrai pour tout m  tel que 4  ::;  m  < n  et montrons 
que le  résultat est également vrai pour n.  Il y a trois cas possibles. 
1.  Supposons que n est impair.  Alors, par le Lemme l, nous avons Pt(n) = 0, tel que 
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voulu.  Notons que nous n'avons pas besoin d'appliquer l'hypothèse de récurrence 
dans ce  cas. 
2.	  Supposons que  11.  est pair et 4k + 2 S  11.  S 3· 4k ,  pour un certain entier k  2:  1.  En 
particulier,  11.  n'est pas de  la forme  4e ni  4e - 2 pour un certain entier  e.  Il  y a 
deux sous-cas à considérer. 
(a)  Supposons que  11.  =  4m,  pour un  certain entier m.  Alors  4k- 1 + 2 S  m  S 
3'4k- 1  (puisque 11.  et donc m  n'est pas une puissance de 4).  En particulier, 
4k 1 - 1 + 2 S m + 1 S 3· 4k - .  De plus, par le Théorème 7,  nous avons Pt(n) = 
Pt(4m)  =  Pt(m) + Pt(m + 1)  et comme exactement un des entiers parmi m 
et m + 1 est pair et l'autre impair, nous trouvons Pt('rn)  = 4, Pt(m + 1)  = 0 
ou Pt(m) = 0, Pt(m + 1)  = 4 et donc Pt(n) = 4. 
(b)  Supposons	 maintenant que  11.  = 4m - 2,  pour  un  certain entier m.  Alors 
4k 1  - 1 + 2 S  'TH  S  3· 4k- (puisque  11.  n'est pas de  la forme  4e - 2 pour un 
certain entier  e)  et Pt(n) = Pt (4m - 2) = Pt(m) + Pt(m + 1).  Par le  même 
raisonnement, on conclut que Pt(n) = 4. 
3.	  Supposons finalement  que  11.  est pair et 3 . 4k  + 2 S  11.  S 4k+1,  pour un certain 
entier k  2:  1.  Alors  11.  n'est pas de la forme 3· 4eni  3· 4e- 2 pour un certain entier 
e.	  Il y a encore une fois  deux sous-cas à examiner. 
(a)  Supposons que 11.  =  4m, pour un certain entier m.  Alors 3·4k- 1 +2 S m S 4k , 
puisque  m  ne  peut être de  la forme  3 . 4e pour un certain  e.  L'hypothèse 
d'induction s'applique et donc Pt(n)  = Pt (4m)  = Pt(m) + Pt(m + 1)  = 2, 
puisque Pt(m) =  aou Pt(m + 1)  =  O. 
(b)  Supposons que 11.  = 4m - 2,  pour un certain entier m.  Par un raisonnement 
semblable, nous parvenons à la même conclusion.  0 30 
2.6  Suites de Rote 
Nous avons mentionné plus haut que les  mots sturmiens étaient exactement ceux dont 
la complexit.é factorielle est.  donnée par F(n) = n + 1.  De la même façon, les suit.es de 
complexité F(71,)  = 271,  ont été étudiées (Rote, 1994). 
Nous disons d'uIl mot infini W de complexité Fw(71,)  = 271, qu'il est une suite de Rote stable 
par  compléme71,tatio71,  (SRSC)  si  pour tout  mot v  E  FACT(w),  nous  avons  également 
v E  FACT(W).  L'objectif de  cette section est de  calculer explicitement la complexité 
palindromique des SRSC. Pour cela, nous introduisons l'opérateur 6. 
Définition 8. Soient A = {O, 1}  un alphabet binaire et W  E  A'.  Alors 6(w)  est le mot 
v =  Vl V2 ... vlwl-l  défini par 
V'i  =  (W'i+l  - w;)  mod 2. 
Exemple 11.  Nous avons 6(011001) = 10101  et 6(011101110) = 10011001. 
Il  exist.e  une  relation  important.e  entre  les  mots  sturmiens  et  les  SRSC,  comme  en 
témoigne le  théorème suivant. 
Théorème 8.  (Rote, 1994) Un mot r est une suite de Rote stal>le par c01l1plémentation 
(SRSC) si  et seulement si  6 (r)  est un mot sturmien.  0 
Nous  ne  présentons  pas la démonstration  ici,  car elle  exigerait  l'introduction  d'une 
théorie que nous ne souhaitons pas présenter dans ce mémoire.  Par contre, il  s'agit d'un 
résultat très utile pour démontrer que les suites de Rote sont pleines. 
Nous démontrons d'abord des propriétés simples de l'opérateur 6. 
Proposition 6.  Soient u, v E  A* deux mots non vides et a  E  A. 
(i)  6(uav) = 6(ua)6(av). 
(ii)  6(u) = 6(V) si  et seulement si  u = vou u = v. 31 
(iii)	 .0.(u)  est un palindrome si  et seulement si  u  est un  palindrome ou un antipalin­
drome, pour lui::::  2. 
(iv)	 .0.(u)  est un palindrome impair avec  lettre centrale 1 si  et seulement si  u  est un 
antipalindrome, pour Iv,1  ::::  2. 
Démonstration,  (i)  Écrivons u = Ul U2 ... ulul  et v = VI V2 ... vivi'  Alors 
.0. (uo:v)  .0.(ulU2 ... ululO:VlV2 ... vivi) 
(U2  -	 U1)'"  (0:  - ulul)(V1  - 0:)(V2  - V1)'"  (vivi  - Vlvl-l) 
.0. (7L17J.2 ...  7Llul 0:).0. (O'1}I  1J2 ... Vivi) 
.0.(uo:).0.( O:V), 
où la différence est prise modulo 2. 
(ii) Posons u = UIU2'"  Um  et VIV2'"  Vn , où m = lui  et n = Ivi. 
(=})  Supposons que .0.(u) = .0.(v).  Par (i), nous avons 
En particulier, m  =  n et uHl - Ui  ==  vi+l  - Vi  mod 2,  pour 1 S;  i  S;  n - 1.  Il Ya deux 
cas possibles. 
Supposons que Ul  =  VI.  Alors par induction, Ui  =  Vi  pour 1 S;  i  S;  n, c'est-à-dire que 
1L  = v. 
Supposons que lLl  f:- VI·  Alors par induction,  7J..i  f:- Vi  pour 1  S;  i  S;  n, c'est-à-dire que 
u=v. 
({=)  Supposons que u =  vou u =v.  Dans le  premier cas,  il  est clair que .0.(u)  = .0.(v). 
Pour le second, il suffit de remarquer que, pour 1 S;  i  S;  n - 1,  nous avons 
VHl  - Vi  ==  (1 - 1l'i+1)  - (1  - Ui)  ==  Ui  - Ui+l  ==  ui+l  - ui mod 2, 
c'est-à-dire que .0.(UiUi+l) = .0.(vivi+d pour 1 S;  i  S;  n - 1 et donc .0.(u)  =  .0.(v). 
(iii)  La démonstration se fait par récmrence sur l'ul. 32 
CAS  DE  BASE.  Il  suffit d'énumérer t.ous  les facteurs sur A de longueur 2 et 3,  comme 
l'illustre le  tableau 2.2. 
INDUCTION.  Écrivons  11,  =  'U1'U2'"  Un, où n  =  lui.  Par (i),  nous avons donc 
,0,.(11,)  = ,0,. (11,111,2) ,0,.(11,2 ...  u n-I)6(Un -1Un)' 
(=?)  Supposons  que  6(u)  est  un  palindrome.  Alors  6(U1U2)  6(Un-IUn)  et,  par
 
hypot.hèse  d'induction,  nous  avons  que  v  =  11,2'"  Un -1  est  un  palindrome ou  un  an­

tipalindrome.  Si  v  est  un palindrome,  alors  11,2  = Un -1.  Par conséquent,  11,2  - 11,1  =
 
un - Un -1 mod 2 entraîne que  11,2  - Un -1 =Un  - 11,1  mod 2 et donc  11,1  =un mod 2,
 
c'est-à-dire que 11,  est un palindrome.  Si  v est un antipalindrome, alors 11,2  = 1 - Un-l·
 




({=) Supposons que  11,  est un palindrome ou  un antipalindrome.  Si  11,  est un palindrome,
 
alors  11,2 ... Un-l est aussi un palindrome et donc ,0,. (U2 ...  Un - I) est un palindrome, par
 
hypothèse d'induction.  De plus,  7L1  = 7L n  et 11,2  = 11,n-1 ct donc
 
6(U1U2)  =  (U2  - 11,1)  mod 2 
(Un -1 - un) mod 2 
=  (Un - Un -1) mod 2 
6(Un-1  7Ln), 
c'est-à-dire que  ,0,.(11,)  est.  un  palindrome,  tel  que  voulu.  De la même façon,  si  'U  est 
un antipalindrome, alors 6(U2'"  Un -1) est un palindrome, par l'hypothèse d'induction. 
De plus,  11,1  =  1 - Un et U2  =  1 - Un-l'  Par conséquent, 
(U2  - uI) mod 2 
((1  - Un-l) - (1- 7Ly,))  mod 2 
(un - Un-d mod 2 
6(un-1  Un), 
c'est-à-dire que  ,0,.(11,)  est un palindrome, tel que voulu. 33 
w  t.(w)  w  t.(w)  w  t.(w) 
00 0  000 00  100 10 
01 1  001  01  101  11 
10 1  010  11  110 01 
11  0  011  10 III  00 
Tableau 2.2:  Effet de l'opérateur t. sur les  mots binaires de longueur 2 et 3. 
(iv)  (=»  Supposons que t.(u) est un palindrome impair avec  lettre centrale  1.  Nous 
savons de  (ii)  que u  est soit un palindrome, soit  un antipalindrome.  Montrons que u 
est un antipalindrome.  Tout d'abord, comme t.(u) est impair, nous avons que n =  lui 
est pair.  Écrivons u  =  U1U2'"  Un'  Or,  la lettre centrale de  t.(u) est l, de sorte que 
t.(Un/2Un/2+d  =  l, c'est-à-dire que un/2  i=  un/Hl'  On en conclut que u  ne  peut être 
un palindrome:  il  s'agit donc d'un antipalindrome, tel que voulu. 
({=)  Écrivons u  =  Ul U2 ...  Un,  où  n  =  lui  et supposons que u  est un antipalindrome. 
Nous savons de (ii)  que t.(u) est un palindrome.  De plus, comme tout antipalindrome 
est de  longueur  paire,  alors  1t.(u)1  est impair.  D'autre part, un/2  i=  un/Hl  et donc 
t.('Un/2Un/2+l)  = 1,  tel que voulu.  o 
Nous sommes maintenant en mesure de démontrer le  théorème qui  nous intéresse. 
Théorème 9.  (Berthé et Vuillon, 2001;  Allouche, Ba,ake,  Cassaigne et Darnanik, 2003) 
Soit r une suite de Rote stable par complémentation (SRSC). Alors la complexité palin­
dromique de  r  est donnée par 
1  si  n =  0, 
Pr(n) = 
{ 2  si  n 2  1. 
Démonstration. Par le Théorème 8,t.(r) est un mot sturmien. Il est clair que Pr(O)  = 
l, puisqu'il n'existe qu'un palindrome de  longueur 0,  soit E,  qui est bien facteur de  r. 
Soit n  2  1 un entier et p E PALn(r).  Nous avons deux cas à considérer. 34 
(a)	 Supposons que n  est pair.  Alors  1~(p)1  est impair.  De plus,  la lettre centrale de 
~(p) doit être 0, sinon, par la Proposition 6(iv), p serait un antipalindrome (et donc 
ne pourrait pas être un palindrome).  De plus, par le  Théorème 5 et la proposition 
4, il  n'existe qu'un seul palindrome de longueur 11. -1 avec lettre centrale O.  Nous en 
concluons que les seuls palindromes de r de longueur 11. sont p et p, par la Proposition 
6(ii), c'est-à-dire que Pr(11.)  =  2. 
(b)	 Supposons maintenant que  11.  est impair.  Alors  1~(p)1  est pair.  Toujours par le 
Théorème 5 et la Proposition 4,  il  existe un unique palindrome de longueur 11.  - 1. 
Les palindromes de r  de longueur 11.  sont donc donnés par p et p encore une fois, 
d'où Pr(11.)  = 2. 
Autrement dit, il  Y a  une correspondance entre les  palindromes de longueur  11.  de r  et 
ceux de longueur 11.  - 1 de  ~(r).  0 
Il est facile de déduire la complexité antipalindromique des SRSC. 
Théorème 10.  Soit r  une suite de Rote stable par complémentation.  Alors  la com­
plexité antipalindromique de  r  est donnée par 
1  si  11.  =  0, 
ArCn)  =  ° si  11.  est impair, 
2  si  11.  est pair et 11.  ~  2. 
Démonstration. Dans un premier temps, notons que é  est le  seul antipalindrome de 
longueur  0  et é  E  FAcT(r).  En outre,  il  n'existe aucun  antipalindrome de  longueur 
impaire, d'où  Ar(11.)  = °pour tout entier impair  11.  ~  1.  Finalement, pour tout entier 
11.  ~  2,  nous  avons  que  11)  et w sont  des  antipalindromes  de  longueur  11.  de r  si et 
seulement si  ~(w)  =  ~(w)  est un palindrome de longueur 11.  - 1 avec lettre centrale 1. 
Or,  pour chaque entier 11.  ~  2,  il  existe exactement un palindrome de longueur  11.  - 1 
da.ns  ~(r),  puisque  ~(r)  est sturmien.  On en conclut que Ar(11.)  =  2 pour tout entier 
pair 11.  ~  2.  0 CHAPITRE III 
DÉFAUT ET LACUNES 
Dans le  chapitre 2,  il  a  été démontré que  tout mot fini  w  contenait au  plus  Iwl  + 1 
palindromes  distincts et  que  certains  mots,  appelés  pleins,  atteignaient  cette borne, 
alors que d'autres ne l'atteignaient pas.  Nous avons également remarqué que les  mots 
sturmiens sont pleins (Droubay, Justin et Pirillo, 2001), mais il  est facile d'exhiber des 
exemples de mots qui ne sont pas pleins (par exemple, aababbaa).  Il semble donc nature! 
d'introduire une mesure de plénitude palindromique. 
Définition 9.  (Brlek, Hamel, Nivat et Reutenauer, 2004)  Soit w  un mot fini.  Alors le 
défaut  de w,  noté D(w), est donné par 
D(w) =  Iwl + 1 - IPAL(W)I· 
Soit W  un mot infini.  Alors 
D(w) = sup{DCv)  l'v E FACT(W)}. 
Définition 10.  (Blondin Massé,  Brlek et Labbé,  2008)  Soient w  un mot fini  et i  un 
entier tel que 1 :::;  i  :::;  Iwl.  Nous disons que i  est une lacune de w si 
De plus, nous disons que west fin-lacunaire  s'il possède Iwl  comme lacune. 
Remarquons  que  le  nombre  de  lacunes  d'un  mot  est  égal  à  son  défaut,  puisque  la 
démonstration  du  Théorème  1  nous  assure  que  chaque  préfixe  d'un  mot  fini  admet 
un unique palindrome suffixe unioccurrent. 36 
i  P'i  PLPS(Pi)  Unioccurrent ?  IPAL(Pi) 1  Lacune? 
0  c  é  oui  1  non 
1  b  b  oui  2  non 
2  ba  a  oui  3  non 
3  baa  aa  oui  4  non 
4  baab  baab  oui  5  non 
5  baaba  aba  oui  6  non 
6  baabab  bab  oui  7  non 
7  baababb  bb  oui  8  non 
8  baababba  abba  oui  9  non 
9  baababbaa  0,0,  non  9  oui 
10  baababbaab  baab  non  9  oui 
Tableau 3,1:  Lacunes du mot w = baabahbaab, 
Exemple 12.  Considérons le mot w = baababbaab et soit Pi  le  préfixe de longueur ide 
w,  Le tableau 3,1  dresse la liste des préfixes de w, des  plus longs  palindromes suffixes 
de ces  préfixes et du nombre de  palindromes présents dans chacun des Pi,  Ceci  nous 
permet de déduire que D(w) = 2,  puisqu'il admet deux lacunes. 
Proposition 7.  (Blondin Massé,  Brlek et Labbé,  2008)  Soient u, v  E  A* tel  que v  E 
FACT(U)  et 0: E A.  Les propriétés suivantes sont vérifiées. 
(i)  D(1J,)  =  D(il). 
(ii)  D(u)  :::;  D(ua) et DCa)  ~  D(au), 
(iii)  D(v)  :::;  D(u). 
(iv)  si  u est plein, alors v est plein. 
Démonstration.  (i)  Nous avons que P E  PAL(U)  si et seulement s'il existe deux mots 
x et y tels que u = xpy.  Or, il = ypx = ypx, c'est-à-dire que P E PAL(U)  si et seulement 37 
si  p  E PAL(U).  On en conclut que IPAL(U)I  = IPAL(ul  et donc 
D(u) = lui + 1 - IPAL(U)I  = lui + 1 - IPAL(U)I  = D(u). 
(ii)  Nous savons de la démonstration du Théorème 1 que 0  :S  PAL(ua) - PAL(U)  :S  1. 
Il vient 
D(ua) - D(u)  (Iual + 1 - IPAL(ua)1) - (111.1  + 1 - IPAL(U)I) 
lui + lai + 1 - IPAL(ua)1  - lui  - 1 + IPAL(u)1 
IPAL(U)I  - IPAL(ua)1 + 1 
-(IPAL(ua)1 - IPAL(U)I) + 1 
> 0 
de sorte que D(u)  :S  D(ua).  Le deuxième cas se démontre de façon symétrique. 
(iii) La démonstration se fait par récurrence sur lui. 
CAS  DE  BASE.  Si  lui  = 0,  alors  11,  = v = é.  Dans ce  cas,  D(v)  = D(u)  = 0 et donc 
D(v)  ::;  D(u). 
INDUCTION.  Supposons que  171,1  =  n + 1 et que le résultat est vrai pour tout mot de 
longueur n.  Si  v  =  u,  alors la conclusion est immédiate.  Sinon,  nous pouvons écrire 
u =  xvy, où x et y sont des mots, xy -1- é.  Supposons que x  -1- é  et soit a  la première 
lettre de x  et x' tels que x  = ax
l  Alors u = ax'vy.  Par hypothèse d'induction, nous 
avons  D(v)  :S  D(x'vy).  Mais par (ii),  D(v)  :S  D(x'vy)  :S  D(ax'vy)  =  D(u),  tel que 
voulu.  Le cas y = é  se traite de façon similaîre. 
(iv) Si u est plein, alors D(u) = 0 et par (iii), D(v)  :S  D(u) = 0, de sorte que D(v) = 0, 
c'est-à-dire que v est plein. 
L'algorithme 1 permet de calculer le  défaut palindromique d'un mot fini  quelconque. 
D'autre part, il  est possible de cakuler les lacunes d'un mot, en modifiant légèrement 
l'algorithme 1 (voir algorithme 2). 
0 38 
Algorithme 1  Calcul du défaut palindromique 
1:  fonction DEFAUT(W  : MOT) 
2:  D f- 0 
3:  pour chaque 'u  E PREF(W)  faire 
4:  v f- PLPS(u) 
5:  si v n'est pas unioccurrent dans 11.  alors 
6:  D f- D + 1 
7:  fin si 
8:  fin pour 
9:  retourner D 
10:	  fin fonction 
Nous terminons avec la proposition suivante, qui s'avère très utile pour démontrer si  un 
mot infini  est plein ou non,  Nous  présentons ici  une démonstration semblable à  celle 
proposée dans le Théorème 2,14  de (Bucci, De Luca,  Glen et Zamboni, 2008), 
Proposition 8.  Soit W  un mot fini.  Alors les énoncés suivants sont équivalents, 
(i)	 west pl8in, 
(ii)	 Pour  tout  11.  E  PAL(W),  si  v  est  un  mot de  retour complet de  11.  dans  w,  alors 
v E PAL(W), 
Démonstration.  (i)  (=»  (ii)  En procédant par l'absurde, supposons que west plein 
et qu'il existe un palindrome 11.  de W  et un mot de retour complet v  de  11.  qui  n'est pas 
un  palindrome,  Rappelons qu'alors 11.  est un préfixe et un suffixe de v,  De  plus, par la 
Proposition 7,  v  est plein également,  Soit p le  plus long palindrome suffixe de v,  Nous 
savons que  Ivl  >  Ipl  2':  111.1·  Ceci  signifie  que  11.  est également un  préfixe de  p et donc 
l'wllul  2':  3,  contredisant la définition rie  mot de retour complet. 
(i)  ({=) (ii)  Supposons que W  n'est pas plein.  Alors il  existe un préfixe y de W  dont le 
plus long palindrome suffixe p n'est pas unioccurrent dans y.  Choisissons le suffixe z de 
y tel que Izllpl  =  2,  Alors z est un mot de retour complet de p dans W  et donc z est un 39 
Algorithme 2  Calcul des lacunes palindromiques 
1:  fonction LACUNES(W  : MOT) 
2:  L r- 0
 
3  pour chaque 'U  E  PREF(W)  faire
 
4:  v r- PLPS(u) 
5:  si v n'est pas unioccurrent dans u alors 
6:  Lr-LU{lul} 
7:  fin si 
8:  fin pour 
9:  retourner L 
10:  fin fonction 
palindrome.  Or, z  est un suffixe de y et Izi  > Ipl,  contredisant le  fait que p est le  plus 
long palindrome suffixe de y.  D 
3.1  Points fixes de morphismes conjugués 
Soit M  l'ensemble des points fixes  de morphisme primitif.  Le  problème de  déterminer 
si  un  mot fixé  par un  morphisme primitif 'fi  E  M  est plein ou  non  est ouvert.  Nous 
montrons dans cette section que Je  problème peut êtœ simplifié en ce sens que le défaut 
est préservé par les  points fixes  de morphismes conjugués. 
Proposition 9.  (Blondin Massé, Brlek et Labbé, 2008) Soient 'P et 'If;  deux morphismes 
conjugués.  Alors il  existe Ull mot u tel que p(v)u =  1J.1/) (v) , pour tout mot 11  E  A*. 40 
Démonstration. Soit v = VIV2'"  'Un  E A*, où Vi  E A.  Alors 
cp(V)U	  cp(VIV2'"  Vn)U 
cp(Vdcp(V2)' .. cp(vn-dCP(vn)u 
cp(Vdcp(V2)' .. cp(vn-du'ljJ(vn) 
CPCUdU'ljJ(V2)' .' 'ljJ(vn-d'ljJ(vn) 
u'ljJ( VI )'ljJ(V2) ...  'ljJ(Vn-) )'ljJ(Vn) 
u'ljJ(V) 
tel que voulu.	  o 
Lemme 2.  (Blondin Massé,  Brlek et Labbé, 2008)  Soient cp,  cp',  'ljJ,  'ljJ'  des morphismes. 
(i)  Sicp<Jcp'et1./)<J'ljJ',alors(cpo'/j))<J(CP'o'ljJ'). 
(ii)  Si  cp  <J  cp'  et 'ljJ  <J 'ljJ',  alors (cp  0  'ljJ')  l><J  (<f/  0  'ljJ). 
(iii)  Si  cp  l><J  cp'  et 1./)  l><J  'ljJ',	 alors  (cp  0  '/j))  l><J  (cp'  0  1.//). 
Démonstration.  (i)  Par définition de morphismes conjugués,  nous avons qu'il existe 
des mots u et V tels que cp(Œ)U = Ucp'(Œ)  et 'ljJ(Œ)V  = V-Ij/(Œ) , pour tout ct  E  A.  Il vient 
(cp  0  1./)) (ct) . (ucp' (v))	  (cp  0  1./))(Q). cp(v)u 
:p('ljJ(Q)v)u 
ucp' (v'ljJ' (Œ)) 
ucp' (v) . (cp'  0  1.//) (Œ) . 
(ii)  Soient U	 ct v les  mots utilisés dans la partie (i).  Nous distinguons deux cas. 41 
1.  Supposons que lui::::  Icp(v).  Alors u-1cp(v) = cp'(v)u-1 et alors 
u-1cp(m//(0:)) 
cp' (1/;(0:)v)u-1 
(cp'  01/;)(0:) . cp'(v)u-1 
(cp'  0  1/;)(0:) . u-1cp(v), 
c'est-à-dire que (cp'  0 1/;)  <1  (cp 0 1/;'). 
2.  Supposons que  l'ul  ~  Icp(v)l.  Alors 
1 (cp 0 1/;')(0:)  . (cp (v)) -1 U	  (:p(V))-1cp(V)'  (cp  0  1/;')(0:)' uu- . (cp(V))-1 U 
(:p(v))-1 . cp(v1/;'(o:))u. u-1(cp(v))-1U 
(cp(v))-1  . ucp'(1/;(O:)v) . (cp(V)U)-1 U 
(cp( v)) -1  U  .  (cp'  0 '1/))(0:)  . cp' (v) (ucp' (1))) -1  U 
(:p (v)) -1  U  . (cp'  0 1/;) (0:), 
c'est-à-dire que (cp  0  '1//)  <1  (cp'  0  't/J). 
(iii) Si cp  <1 '1/)  et cp' <11/;',  alors, par (i), nous obtenons (cp 0 cp')  <1  ('1/) 0'1//).  Si  cp'  <1  cp  et 7/) <11/;', 
alors par (ii),  nous  trouvons  (cp  0 1/;)  I><l  (cp'  01/;').  Les  deux autres cas sont obtenus en 
permutant cp  et 1/;  et cp'  et 1/;'.  D 
Proposition  10.  (Blondin  Massé,  Brlek et Labbé,  2008)  Soient  cp  et  cp'  deux  mor­
phismes primitifs conjugués, il = cp(u)  et v = cp(v).  Alors FACT(U) = FACT(V). 
Démonstration. Par hypothèse et par le  Lemme 2(i),  pour tout entier k,  il  existe w 
tel que cpk(o:)w  =  wcp'k(o:),  pour tout 0:  E  A.  Dans un premier temps, nous  montrons 
que cpk(o:)w  est facteur de il et de v.  Puisque cp  est primitif, il existe x  E A* et z E  L;w 
tels que u = xo:z.  Il vient 42 
On en déduit que <pk(o)w est facteur de u.  De la même façon, il existe xE A* et Z  E I:;w
 
tels que v = XQZ, et donc
 
Comme  v  est  récurrent,  nous  pouvons  choisir  x  de  sorte  que  l<pk(x)1  2  Iwl.  Par
 
conséquent, w:p/k(Q)  est facteur de v.  Ceci montre que <pk(Q) et :p/k(Q) sont facteurs de
 
U  et de v  pour tout entier k 2  o.
 
Soit f  E FACT(U).  Alors f  E FACT(<pk(ua)),  où Ua  est la prernit)re lettre ck U ct k est
 
un entier.  Par ce qui précède, f  E FACT(V).  Réciproquement, si JE  FACT(V),  alors JE
 
FACT(U),  par un raisonnement semblable.  On en conclut que FACT(U)  = FACT(V).  0
 
La Proposition 10 a deux conséquences immédiates.
 
Corollaire 3.  (Blondin Massé, Brlek et Labbé, 2008)  Soient <p  et 'IjJ  deux morphismes
 
primitifs  conjugués,  k,  P.  deux  entiers  et  U  et  v  deux  mots  tels  que  U  =  <pk(u)  ct
 
v = 'ljJe(v).  Alors FACT(U)  = FACT(V).
 
Démonstration.  Par le Lemme 2,  <pke  IXJ  'ljJke.  En outre,  U =  <pke(u)  et v  =  'ljJke(v).
 
Par la Proposition 10, on en tire FACT(U)  =  FACT(V).  0 
Corollaire 4.  (Blondin Massé,  Brlek et Labbé,  2008)  Soit  <p  un morphisme primitif,
 
U= <p(u)  et v = <p(v).  Alors FACT(U)  = FACT(V).
 
Démonstration. Il s'agit d'appliquer la Proposition 10 avec /  =  <p.  o
 
Nous sommes maintenant en mesure de démontrer le théorème principal de cette section.
 
Théorème 11.  (Blondin Massé, Brlek et Labbé, 2008)  Soient <p  et 'IjJ  deux morphismes
 
conjugués  et  supposons  qu'il  existe  des  entiers  k  et e et  des  mots  U  et  v  tels  que
 
<pk(u)  = U  et 'ljJe(v)  = v.  Alors  U  et vont les  mêmes complexités palindromiques et
 
antipalindromiques.  En outre, D(u) =  D(v).
 
Démonstration.  Les  deux premières affirmations sont claires.  Pour la troisième,  il
 
suffit de remarquer que, par le  Corollaire 3,  nous avons 
D(u) = sup{D(w) 1w  E FACT(U)}  = sup{D(w) l'W  E FACT(V)}  = D(v).  0 43 
3.2  Mots périodiques 
Avant de s'attaquer au  problème de  caractériser les  mots pleins et les  mots ayant un 
défaut fixé,  il est convenable de considérer le cas des mots périodiques.  Le théorp.me suiv­
ant fournit un algorithme optimal permettant de calculer le défaut d'un mot périodique. 
Théorème 12.  (Brlek, Hamel, Nivat et Reutenauer, 2004) Soient w un mot primitif et 
symétrique tel  qm~  w = uv, où lui  2 Ivl  et u, v E PAL(A*).  Soit W = W
W  et p le  préfixe 
de W  de longueur luvl + L(lul -lvl)/3J  Alors D(W) = D(p). 
Pour démontrer le  théorème, nous avons besoin d'un lemme simple, mais très utile. 
Lemme 3.  (Brlek, Hamel, Nivat et Reutenauer, 2004) Supposons que w = xy = yz est 
un palindrome.  Alors il  existe des palindromes u et v et un entier i 2 0 tels que 
(i)  x = uv, y = (UV)iU, Z = vu. 
(ii)  xyz = (UV)i+2u est un palindrome. 
Démonstration.  Une solution de  l'équation xy = yz sur le  monoide libre est donnée 
par 
x = uv, y = (uv)iu, Z = vu. 
Comme w  = xy =  (uv)i+l u  est  nn  palinorome,  on en  r1éonit.  qne u  et  v  sont  des 
palindromes, de même que xyz = (uv)i+l u .  0 
Remarque 1.  Une conséquence immédiate du  Lemme 3 est que si  deux occurrences 
d'un même  palindrome se  chevauchent dans un  mot, alors  le  mot contenant les  deux 
occurrences est également un palindrome. 
Démonstration.  (du Théorème 12)  Il  suffit de démontrer que pour tout préfixe P  de 
W  de longueur au moins luvl + L(lul-lvl)/3J, PLPS(P) est unioccurrent dans P.  Il y 
a  trois cas à considérer. 44 
1.	  Supposons que !PI > luvuvl·  Il  y  a deux sous-cas à vérifier. 
(i)	  P = (UV)k y pour un certain entier k 2:  2 et y E PREF(U).  Alors y(vu)k-l vy est 
un suffixe palindromique de P.  En particulier, si  p est le  plus long palindrome 
suffixe de P, alors Ipl  2:  Iy(vu)k-Ivvl =  21vl  + (k - 1)171.1  + kllll·  En procédant 
par l'absurde, supposons que p n'est pas unioccurrent dans P.  Alors comme 
!PI = Iyl + klul + klvl  :::;  41yl + 2(k - 1)171.1 + 2klvl = 21pl, 
la seconde occurrence de p doit chevaucher l'occurrence suffixe de p, donnant 
lieu à  un plus long palindrome suffixe de P  par le  Lemme 3.  Ceci contredit la 
maximalité de p.  Ainsi, p est bien unioccurrent dans P. 
(ii)	 P  = (uv)kuy  pour un certain entier k  2:  2 et y E PREF(V).  De la même façon, 
y(UlI)k-l uy  est  un suffixe  palindromique de P  et  un  raisonnement semblable 
montre que le plus long palindrome suffixe de Pest unioccurrent dans P. 
2.	  Supposons maintenant que luvul < IPI  < luvuvl.  Alors on peut écrire P =  uv'ut, où 
t est un préfixe propre de v.  En particulier, t est un suffixe propre de v et alors tut 
est un suffixe palindromique de P.  Par conséquent, si  p est le  plus long palindrome 
suffixe de P, alors Ipl  2:  Itutl = 21tl + lui· 
Nous procédons encore une fois  par l'absurde,  c'est-à-dire que BOUS supposons que 
p n'est pas unioccurrent dans P.  Remarquons encore une fois que deux occurrences 
de p  ne  peuvent se  chevaucher,  ce  qui  entraîne que 21pl  <  luvuv 1.  En particulier, 
p = sut, pom nn certain suffixe  05  de v  (nous  ne  pouvons avoir  1051  > Ivl,  car alors 
Ipl  >  21ul + 21vl)  Finalement,  remarquons que,  puisque p  n'est pas unioccurrent 
dans P, alors sut est un facteur de uv.  Un schéma illustrant la situation est donné 
à la figure 3.1a. 
Maintenant, nous avons que le  Lemme 3 s'applique (puisqu'il y  a chevauchement de 
71.  dans uv), de sorte qu'il existe des palindromes x et y tels que 71.  =  (.xyr'x,  pour un 
certain entier i  2:  0 (voir figure 3.1b). 
Remarquons que yxt est un préfixe de v et donc t.rV est un suffixe de v.  Ceci entraîne 
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(b)  Application du Lemme 3. 
Figure 3.1:  Illustration schématique de  la démonstration du Théorème 12. 
p = sut est le  plus long palindrome suffixe de P.  Ainsi, p est bien unioccurrent dans 
P. 
3.	  Il reste à considérer le  cas luvl + l(lu/-lvl)/3J < IFI  < luvul·  Alors P  =  uvs, pour 
un  certain préfixe s de u  tel que Isl  > l(lul - Ivl)/3J.  Soit p le  plus long palindrome 
suffixe  de  P.  En  utilisant  des  arguments similaires  aux  deux  premiers  cas,  nous 
remarquons que svs est un suffixe palindromique de P, de sorte que 
Ipl	 2:  Ivl + 214  (3.1 ) 
D'autre  part,  en  procédant  par  l'absurde,  supposons  que  p  apparaisse  au  moins 
deux  fois  dans  P.  Comme les  deux occurrences  ne peuvent se  chevaucher  (sinon 
nous obtiendrions  un  palindrome plus  long),  la seconde occurrence de p doit être 
complètement contenue dans le  préfixe us- 1 de P.  Ceci entraîne que 
Ipl s lui - Isl·	  (3.2) 
En combinant les inégalités (3.1) et (3.2),  il  vient Ivl + 2181  S lui -Isl, r'est-à-clire 
lul-Ivl
11 "s  3 ' 
contredisant le  fait que Isi  > l(lul- Ivl)/3J.	  D 46 
La borne donnée dans le  Théorème 12  n'est pas exacte, en particulier lorsque le  mot 
périodique est plein, mais elle est quasi-optimale dans le sens suivant. 
Théorème  13.  (Brick,  Hamel,  Nivat  et Reutenauer,  2004)  Soient  w  un  mot fini  et 
W  =  w
W 
•  Alors il  existe un conjugué w' de w tel que D(W) =  D(w'). 
Démonstration. Soit <p  le  morphisme défini par <p(o:)  =  w pour tout 0:  E  A.  Claire­
ment, <p(W)  = W.  Par conséquent, pour chaque w'  E  [w],  le  morphisme <p'  défini  par 
<p'(o:)  =  111
1 pour tout 0:  E  A est conjugué à  cp,  de sorte que,  par le  Théorème 11,  nous 
avons D(W) = D(w) = D(w').  Il  est alors possible de choisir w' convenablement pour 
que l(lul - Ivl)/3J  = 0 dans l'énoncé du théorème 12.  0 
Exemple  13.  Soient w  = aaababbaabbabaaa  et W  = W 
W  Dénotons  par W(i)  la i­ • 
ème lettre de  W  (en commençant par 0).  De plus, soit H(i) la longueur du plus long 
palindrome suffixe de W(O)W(l)··· W(i) et G(i)  défini par 
si  le  plus long palindrome suffixe est unioccurrent, 
sinon. 
Alors les  premières la.cunes de W  sont décrites dans la table 3.2.  Nous voyons  dans ce 
cas que la dernière et unique lacune est 8 alors que le Théorème 12  prescrit de calculer 
le  défaut du préfixe de longueur 20  de W.  D:autre part, si  nous considérons le  mot 
u  = aaabaacaabaaa . c,  nous remarquons que D(u)  = 1.  Maintenant,  toujours par le 
même  théorème,  nous  avons  D(1F)  =  D(uaao.h)  =  3.  Ainsi,  il  est insuffisant  de  se 
restreindre à u, il faut observer le  comportement de u suivi d'un préfixe d'une certaine 
longueur. 
Exemple 14.  Considérons le  mot  111  = uv = aaabaaa . bb,  où u = aaabaaa  et v = bb 
sont deux palindromes.  Les conjugués de w sont 
aaabaaa . bb,  aabaa . abba,  aba . aabbaa,  b . aaabbaaa, 
aaabbaaa· b,  aabbaa . aba,  abba . aabaa,  bb . aaabaaa, 
baaabaaab. 47 
i  a  1  2  3  4  5  6  7  8  9  la 
W(i)  a  a  a  h  a  b  h  a  a  h  h 
H(i)  1  2  3  1  3  3  2  4  2  4  6 
G(i)  1  2  3  1  3  3  2  4  *  4  6 
i  11  12  13  14  15  16  17  18  19  20 
W(i)  a  b  a  a  a  a  a  a  b  a 
H(i)  8  la  12  14  16  4  5  6  8  10 
G(i)  8  10  12  14  16  4  5  6  8  10 
Tableau 3.2:  Lacunes du mot w  =  aaababbaabbabaaa. 
Il  suffit  donc de preudre le  mot w'  =  aahaa . ahha  pour avoir  D(WI)  =  D(w),  par le 
Théorème 12. 
Le Théorème 12  permet de  résoudre le  problème de construction d'un mot infini ayant 
un défaut fixé. 
Exemple 15.  Considérons le  palindrome 11)  = ad+lbabbad+lbbabad+l, où dEN. Par le 
Théorème 12,  nous avons 
puisque ad'+lbabbad'+l  admet comme plus long suffixe palindromique ad'+l, pour tout 
o::;  dl  ::; d,  qui n'est pas unioccurrent. 
3.3  Mots sturmiens 
À la sœtion 2.4,  nOllS  avons énoncé un théorème décrivant la complexité palindromique 
des  mots sturmiens.  L'objectif de la présente section est de démontrer que ces  mots 
sont pleins, un résultat établi par Droubay, Justin et Pirillo (Droubay, Justin et Pirillo, 
2001).  Encore une fois,  comme la famille des mots sturmiens ne font pas l'objet principal 
de ce  mémoire, nous utilisons certaines propriétés utiles de ces suites sans en présenter 
la démonstration. 48 
Définition 11.  (Droubay, Justin et Pirillo, 2001)  Nous disons d'un mot infini W qu'il a 
la propriété Pi si pour tout u E PAL(W),  la première occurrence de u est facteur central 
d'un palindrome préfixe de w. 
Nous  utilisons sans démonstration  le  fait  suivant,  qui  suffit  à  démontrer le  théorème 
principal de cette section.
 
Proposition 11.  (Droubay, Justin et Pirillo, 2001) Tout mot sturmien standard satis­

fait la propriété Pi.  D
 
Théorème 14.  (Droubay, Justin et Pirillo, 2001) Tout mot sturmien standard est plein. 
Démonstration. Soient W un mot sturmien et u un préfixe de w.  Nous allons montrer 
que le plus long palindrome suffixe de u  est  unioccurrent dans u.  La démonstration se 
fait par récurrence sur lui. 
CAS  DE  BASE.  Si  lui  =  0,  alors nous avons en  effet que é  est unioccurrent dans é.  Si 
lui = l, alors u est une lettre, qui est un palindrome unioccurrent. 
INDUCTION.  Supposons maintenant que le  théorème est satisfait pour tout préfixe de 
W de longueur au plus lui - 1 et écrivons u = U' 0'. ,  où 0'.  est une lettre et u' un mot.  Par 
hypothèse d'induction, il existe un palindrome p unioccurrent dans u'  tel que u'  =  vp, 
où  v est un mot.  Nous distinguons deux cas. 
1.	  Supposons que ni  n'est pas un palindrome.  La propriété Pi entraîne que vpvest 
un préfixe de W et donc 0'.  est la première lettre de v.  Par conséquent, 0'.V 0'.  est un 
palindrome suffixe de  u  et unioccurrent dans u, puisque v est unioccurrent dans 
l u
2.	  Supposons maintenant que u' est un  palindrome.  Si  0'.  est unioccurrente dans 'U, 
alors  0'.  est le plus long palindrome suffixe de u.  Sinon, soit  VO'.  le  préfixe de u  tel 
que cy  est unioccurrente dans VO'.. 
Nous  démontrolls d'abord que v  est un  palindrome.  Si  v  =  é,  alors  v  est  un 
palindrome.  Supposons donc que v  =1=  é.  Par hypothèse d'induction, il  existe des 49 
mots v' et v" tels que v = V'V", où v" est un palindrome unioccurrent dans v.  Par 
le  même argument présenté plus haut, si  v' #- é, nous concluons que  0:  n'est pas 
unioccurrent dans vo:,  une contradiction, de sorte que v = v" est un palindrome. 
Soit qo:  le  plus long préfixe de u  tel que q est un palindrome.  Comme u  est un 
palindrome, alors o:q  est un suffixe de v et donc o:qo:  est un suffixe palindromique 
de w. 
Montrons que o:qo: est unioccurrent dans w.  Supposons le contraire et écrivons u = 
xo:qo:y, où .7:  et y sont des mots et o:qo: est unioccurrent dans xO'.qo:.  Nous montrons 
d'abord que e =  xo:q  est un palindrome.  Encore une fois  par contradiction, nous 
supposons le  contraire, c'est-à-dire qu'il existe t et z  tels que e=  tz, où z est un 
palindrome unioccurrent dans eet t #- é.  En particulier, Izl > Iql  puisque q est à 
la fois  préfixe et suffixe de eet donc n'est pas unioccurrent dans e.  On en tire que 
o:qo: et o:zo: sont tous deux des palindromes suffixes unioccurrents dans eo:,  ce qui 
est absurde.  Ainsi, eest bien un palindrome, et comme il  est préfixe de u' , alors 
o:eo:  est \In  suffixe palindromique de u. 
Nous parvenons enfin à la contradiction finale que eest un palindrome, lei> Iql, 
o:eo:  et  o:qo:  sont  tous  deux  des  palindromes suffixes  de  u,  ce  qui  contredit  la 
maximalité de q.  Ainsi, o:qo: est bel et bien unioccurrent dans u, tel que voulu.  0 
Corollaire 5.  (Droubay, Justin et Pirillo, 2001)  Tout mot sturmien est plein. 
Démonstration.  Soit s  un  mot sturmien  et u  E  FACT(S).  Alors  il  existe  un  mot 
sturmien standard w  tel  que  'U  E  FACT(W)  (Lothaire,  1983,  chapitre 2).  Or,  par le 
Théorème 14, u est plein. 
3.4  Mot de Thue-Morse 
Le  mot de Thue-Morse t  est un  exemple intéressant pour lequel  la complexité palin­
dromique est infinie,  de  même que son  défaut.  Dans cette section,  nous donnons une 
caractérisation complète de ses  lacunes.  Rappelons  tout d'abord que t  est fixé  par le 
morphisme e: {a, b} * --+  {a, b} * défini par e(a)  = abba  et e( b)  = baab. 50 





e(w)  = 
--~  1)'~ 
Figure 3.2:  Illustration schématique de la démonstration du Lemme 4. 
Lemme 4.  (Blondin Massé, Brlek et Labbé, 2008) Soient w #  F.:  un préfixe de t  et u un 
suffixe palindromique de w.  De plus, supposons que 71.  est un ancêtre d'un mot v # ::  tel 
que B(u) = XVX,  pour un certain mot x,  Ixl  ::;  3.  Alors u = PLPS(w) si et seulement si 
v = PLPS(B(w)x-1 ). 
Démonstration.  Un schéma illustrant les  idées  de  la démonstration se  trouve  à  la 
figure 3.2. 
(=»  NOlis  procédons par contradiction.  Supposons  qu~ v'  ~st.  un  sllffix~  palindromiqu<~ 
de B(w)x-1  et Iv'l  > Ivl·  Puisque Ixvxl  est divisible par 4,  nous avons que Ivl  est pair, 
de sorte que Ivl  ::::  2 et Iv'l  ::::  3.  De plus,  il  est impossible d'avoir Iv'l  = 3,  puisqu'alors 
on  aurait v' =  0'3  pour une certaine lettre 0'.  Par conséquent,  Iv'l  ::::  4.  Par le  Lemme 
l(ii), v' est centré et admet un ancêtre u' qui est un palindrome et qui est suffixe de w. 
Ceci entraîne que 8(u')  =  xv'x est un suffixe palindromique de 8(w).  Mais Iv'l  > Ivl  de 
sorte que IB(u')1  = Ixv'xl > xvxl = IB(u)l·  Ainsi, lu'l  > lui, contredisant la supposition 
que u =  PLPS(w). 
(<=)  En utilisant encore une  fois  une  argumentation par contradiction, supposons au 
contraire que u'  est un suffixe  palindromique de  w,  où  lu'l  >  lui.  Alors  B(u')  est un 
suffixe palindromique de 8(w).  De plus, il  existe un palindrome v'  tel que B(u') =  xv'x. 
Mais lu'l > lui et donc Ixv'xl =  18(u')1  > 18(u)1  =  Ixvxl·  Ainsi, Iv'l  > Ivl·  Ceci contredit 
v = PLPS(8(w)x-1 ). 
Lemme 5.  (Blondin iVIassé,  Brlek et Labbé, 2008)  Soit w  un préfixe de t.  Alors 
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O(w)  =  e(y)  xvx 
1  e(z) 
~ 
Figure 3.3:  Illustration schématique de la démonstration du Lemme 6 
(i)  IPLPS(w)1 =  1 si  et seulement si  Iwl  E{1, 2}. 
(ii)  IPLPS(w)1 = 3 si  et seulement si  \wl  E  {5,6}. 
Démonstration.  (i)  ({=)  Nous avons bien IPLPS(a)1 = IPLPS(ab)1 = 1.  (=})  Nous 
montrons que si  Iwl  ::::>  3,  alors  IPLPS(w)1  ::::>  2.  Le  cas  Iwl  =  3  est  vérifié,  puisque 
PLPS(abb) =  2.  Supposons maintenant que Iwl  ::::>  4 et soit 0:  la dernière lettre de w. 
Alors un des mots de l'ensemble {o:o:, 0:{3, 0:{3{30:}  est un suffixe de w, où {3 i- 0:  est une 
lettre.  On en conclut que IPLPS(w)1  ::::>  2. 
(ii)  ({=)  Nous avons bien  IPLPS(a.bbab)1 =  IPLPS(abba.ba)1  =  3.  (=}) Soit )j l'ancêtre 
de w  tel que wx =  B(y),  où x  est un mot satisfaisant Ixl  :::;  3.  Dans un premier temps, 
supposons  que  Iyl  :::;  3.  Alors  Iwl  :::;  12  et donc west un  préfixe de abbabaabbaab. 
Les  seules  possibilités pour avoir  IPLPS(w)1  =  3  sont  Iwl  =  5  ou  Iwl  =  6.  Main­
tenant, supposons que  Iyl  ::::>  4  et soit u  =  PLPS(w).  Alors u  E  {aba, bab}.  De plus, 
ANCÊTREs(aba) = {ab,ba}  = ANCÊTREs(bab).  Par conséquent, soit ab  soit ba  est un 
suffixe de y,  de sorte qu'il existe un mot s  E  {bab,baab,aba,abba}  qui est suffixe de y. 
Aussi, x-1B(s)x-1 est un suffixe palindromique de w.  Or,  Ix-1e(s)x-11  ::::>  6,  contredis­
ant le  fait que IPLPS(w)1 = 3.  D 
Lemme 6.  (Blondin Massé, Brlek et Labbé, 2008) Soit w un préfixe de t  tel que Iwl  ::::>  8 
et soit  :2:  un suffixe de B(w)  tel que Ixl  :::;  3.  Alors  11J  est fin-lacunaire si  et seulement 
B(w)x-1 est fin-lacunaire. 
Démonstration.  (=}) Soit  'IL  = PLPS(w).  Puisque west fin-lacunaire,  u est unioc­
current dans w.  Ceci signifie que w  =  yuzu pour un certain mot y  et un certain mot 52 
non vide z.  Mais B(u)  est un palindrome, de sorte qu'il existe un palindrome 'U  tel que 
B(u)  =  xvx.  Par le Lemme 4, nous avons v =  PLPS(B(w)x-1).  En particulier, B(w)x- 1 
est fin-lacunaire, puisque v n'est pas unioccurrent dans B(w)x-1  =  B(y)xvxB(z)xv. 
({:::)  Soit v  =  PLPS(B(w)x-1 .  Dans un premier temps, supposons que  Ivl  > 4.  Par le 
Lemme l, v  est centré par rapport à B(u),  où  7L  est l'unique ancêtre palindromique de 
v,  c'est-à-dire que  XVX  =  B(u).  Puisque B(w)x-1  est fin-lacunaire,  on  en déduit qu'il 
existe un mot y et un mot non vide y satisfaisant B(w) = B(y)xvxB(z)xvx et w = yuzu. 
Ceci signifie que u n'est pas unioccurrent dans w.  Or, par le  Lemme 6,  u = PLPS(w). 
On en conclut que west fin-lacunaire. 
Maintenant, supposons que  Ivl  ~  4.  Par le  Lemme 5,  nous  avons  Ivl  E  {2,4}.  Alors 
v E {aa, bb, abba, baab}.  De plus, si u est un ancêtre de v,  alors u  E U =  {a, b, aa, bb}. 
Par le  Lemme 6,  'U  =  PLPS(w).  En outre,  comme  Iwl  ~  8,  chacun des  mots dans 
U  apparaît dans w.  Par conséquent,  u  n'est pas unioccurrent dans w  et west bien 
fin-lacunaire. 
Remarque 2.  Le Lemme 6 s'interprète comme suit.  Soit i  E N.  Alors i est une lacune 
de t  si et seulement si  tous les entiers de l'intervalle [4i, 4i +  3]  sont des lacunes de t.  En 
particulier, si i,j E N et i  ~  j, alors tous les entiers de l'intervalle [i,j] sont des lacunes 
si  et seulement si  tous les entiers de l'intervalle [4i, 4j + 3]  sont des lacunes. 
NOlis  sommes  maintenant  en  mesure de  démontrer  le  résultat  principal.  POil[  tout 
nE N+, soit J(n)  le  n-ième intervalle de lacunes de t, L(n) le  premier entier dans J(n) 
et e(n)  la longueur de J(n). 
Théorème 15.  (Dlondin  Massé,  Drlek et Labbé, 2008)  Les fonctions  L  et f  satisfont 
les  récurrences suivantes: 
(i)  L(l) =  8 et L(2) = 24, 
(ii)  L(n) = 4L(n - 2), pour n ~  3, 
(iii)  e(l) = e(2) = 2 et 
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(iv)  €(n)  = 4€(n - 2),  pour n  ~  3. 
Démonstration. Dans un premier temps, si nous considérons le préfixe de longueur 32 
de t, nous remarquons que les seules lacunes sont 8,  9,  24  et 25,  de sorte que L(1) = 8, 
L(2)  =  24  et f(l)  = f(2)  =  2.  Maintenant,  pour tout préfixe  de  t  de  longueur  au 
moins 32, nous pouvons utiliser le  Lemme 6.  Par la Remarque 2,  nous avons donc que 
[L(i), L(i) + €(i) -1] est un intervalle de lacunes si et seulement si  [4L( i), 4L(i) +4€(i) -1] 
est un intervalle de lacunes, ce  qui établit la récurrence.  Par ailleurs, il est clair que les 
intervalles l (n)  donnés par L(n) et €(n)  sont croissants et disjoints deux à deux. 
Nous en déduisons une formule close pour Let e. 
Théorème 16. (Blondin Massé, Brlek et Labbé, 2008) Les fonctions L ct esont données 
par 
si  n  est impair, 
si  n  est pair. 
et 
si n est impair, 
si  n est pair, 
Démonstration.  La démonstration se fait par induction généralisée sur n. 
CAS  DE  BASE.  Nous  avons  L(l) = 8 = 23,  L(2) 
€(2)  = 2 = 21 ,  tel que voulu. 
INDUCTION.  NOliS  supposons le  réslIltat vrai  pom tout 1 :s  TH  < n  et nous montrons 
qu'il l'est également pour n  ~  3.  Supposons d'abord que n est pair.  Alors n - 2 est pair 
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également de sorte que 
L(n)	  4L(n - 2) 
4(2n +2n - 1) 
2n +2 + 2n+1, 
e(n)  4t'(n - 2) 
4(2n - 3 ) 
2n - 1 . 
D'autre part, si  n est impair, n - 2 est impair et 
L(n)	  4L(n - 2) 
4(2n ) 
.t'(n)	  4.e(n - 2) 
4(2n - 2 ) 
tel que voulu.	  o 
3.5  Suites de Rote 
Nous avons décrit la complexité palindromique des SRSC à la section 2.6.  L'objectif de 
cette section est de démontrer que ces  mots sont pleins.  Pour cela,  nous avons  besoin 
d'un résultat important dont nous ne présentons pas la démonstration. 
Théorème 17.  (Vuillon, 2001)  Un  mot binaire infini west sturmien si  et seulement si 
pour chaque facteur non vide u de w, IRETOURCOMPLETw(u)1  =  2.  0 
Avant de démontrer que les SRSC sont pleines, nous démontrons le  lemme suivant. 55 
Lemme 7.  Soit r  une suite de Rote stable par complémentation et u  E  PAL(r).  Alors 
il existe un palindrome 1'1  et un antipalindrome 1'2  tels u  E  PREF(1'l) n PREF(T2)  et 
RETOURCOMPLETr (6(u)) = {6(1'd, 6(1'2)}' 
Démonstration.  Nous savons du Théorème 8 que 6(r) est sturmien. 
Dans un premier temps, remarquons que 6(u) est un palindrome, par la Proposition 6. 
Par le Théorème 17, 6(u) admet deux mots de retour complet et, comme 6(r) est plein, 
ces deux mots doivent être des palindromes.  Soient Tl  et T2  les  deux mots admettant u 
comme préfixe et tels que 6(Td et 6(1'2) sont les deux mots de retour complet de 6(u). 
À noter que 1'1  et 1'2  sont uniques par la Proposition 6(ii).  En outre, par la Proposition 
6(iii), 1'1  et 1'2  sont des palindromes ou des antipalindromes. 
Montrons que 1'1  et 1'2  ne peuvent être tous deux des  antipalindromes.  En effet,  sup­
posons  le  contraire.  Alors  6(Td et 6(T2)  sont  des  palindromes de  longueur impaire 
avec  lettre  centrale  1.  Par  la  Proposition  4,  on  en  déduit  que  6(1'd  ::S  6(1'2)  ou 
6(1'1)  ::S  6(1'2)'  Dans  le  premier  cas,  nous  aurions  16(1'2)16(u)  2  4,  alors  que  dans 
le  deuxième, nous aurions 16(1'l)b(u) 24, ce  qui  contredit le  fait  que 6(1'2)  ou 6(1'd 
sont des mots de retour complet. 
D'autre part, 1'1  et 1'2  ne sont pas tous deux des palindromes.  Comme r est récurrent, il 
existe un facteur 1)  de r tel que U  E  PREF(V),  11  E SUFF(1!)  et Ivl u  = Ivlu = 1, c'est-à-dire 
que 6(v) est un mot de retour complet de 6(u) dans 6(r).  Or, il  est clair que v n'est 
pas un palindrome, puisqu'il admet u comme préfixe et u comme suffixe:  il s'agit donc 
d'un antipalindrome.  o 
Théorème 18. Toute suite de Rote stable par complémentation est pleine. 
Démonstration. Soit rune SRSC, u  E PAL(r)  et  'U  un  mot de  retour complet de u 
dans r.  Il suffit de montrer que v est un palindrome. 
Tout d'abord,  notons que  Ivlu  =  2,  mais il est possible que  Ivlu  >  O.  Soit  n  =  Ivlu. 
Par le  Lemme 7,  les  deux mots de retour de 6(u) sont donnés par 6(1'd et 6(1'2),  où 56 
Tl  est un palindrome, T2  est un antipalindrome et u  E PREF(Tl) n PREF('l'2)'  Nous en 
déduisons que 
Or, 
V	  ;:;(u-1;;)n(u-1iZ) 
T2(u-lr1 )n(U-lr2  ) 
v, 
de sorte que v est un palindrome.  Ainsi, r  est plein, par la Proposition 8. CHAPITRE IV 
PROBLÈMES OUVERTS 
Nous terminons ce mémoire en mentionnant certains problèmes ouverts sur la complexité 
palindromique et sur le  défaut palindromique. 
4.1  Conjecture de Hof-Knill-Simon 
Un des prohlèmes les  plus généraux dans cette théorie est sans doute la conjecture de 
Rof-Knill-Simon  (Rof,  Knill et Simon,  1995).  Pour l'énoncer simplement, nous avons 
besoin des deux définitions suivantes: 
Définition 12.  (Rof, Knill et Simon, 1995) Soit cp  un morphisme sur un alphabet A. 
Nous disons que cp  est de  classe P, noté cp  E P, s'il existe des palindromes p et qQ,  tels 
que cp(o:)  =  pqQ,  pour tout 0: E  A. 
Définition  13.  (Blondin  Massé,  Brlek et Labbé,  2008)  Un morphisme  cp  est dit  de 
classe  pl s'il existe un conjugué de cp  qui est de classe P. 
Exemple 16.  Le morphisme de Thue-Morse Ji'  défini par fJ.(a)  =  a.b  et fJ·(b)  =  ba  n'est 
pas de classe P  ni  de classe Pl.  Par contre,  J.l2  défini  par fJ-2(a)  = abba  et J.l2(b)  = baab 
est de classe P  (et donc de classe Pl). Il suffit de prendre p =  é, qa  = abba et qb  = baab 
dans la Définition 13.  Le  morphisme de  Fibonacci cp  défini  par cp(a)  = ab  et :p(b)  = a 
est de classe P,  Le  morphisme cp2  défini  par cp2(a)  =  aba  et cp2(b)  =  a.b  n'est pas de 
classe P, mais de classe pl, puisqu'il admet comme conjugué le morphisme cpl  défini par 
cpl(a)  = bau  et cp/(b)  = ba. 58 
Il  n'est pas difficile de montrer que tout point fixe d'un morphisme de classe P' contient 
une  infinité  de  palindromes.  Par contre,  la  réciproque  est  beaucoup  plus  difficile  à 
démontrer.  Plus précisément, le  problème suivant est ouvert: 
Conjecture 1.  (Hof,  Knill et Simon, 1995)  Soit cp  un morphisme primitif et u =  cp(u) 
un point fixe.  Alors  IPAL(U)I  =  00 si  et seulement s'il existe un  morphisme 'lf;  E P'  tel 
queu='lf;(u). 
Il existe une démonstration constructive de la conjecture de Hof-Knill-Simon dans le cas 
des alphabets binaires donnant explicitement le morphisme 'lf;  dans l'énoncé (Tan, 2007). 
Elle est également satisfaite pour les  mots périodiques (Allouche,  Baake, Cassaigne et 
Damanik, 2003).  En effet, nous savons du Thp.orème 2 qu'un mot périodique W
W  contient 
une infinité de palindromes si  et seulement si west le produit de deux palindromes.  Or, 
W
W  est un point fixe  du morphisme cp  : a  w, pour tout a  E A, qui  est de  classe  P. f---7 
En revanche,  le  cas général demeure non résolu. 
4.2  Défaut palindromique des points fixes de morphisme 
Nous  avons  vu  à  la section  3.2  qu'il  existe  des  mots  périodiques  dont  le  défaut  est 
fini,  mais non  nul.  D'autre part, nous  n'avons pas encore exhibé d'exemple de  points 
fixes  de  morphismes non  périodiques ayant un  défaut fini  non  nul.  Ceci nous amène 
naturellement à poser la conjecture suivante: 
Conjecture 2.  (Blondin Massé,  Brlek et Labbé,  2008)  Soit  cp  un  morphisme primitif 
et u = cp(u).  Si 0 < D(u) < 00, alors u est périodique. 
Soit M  l'ensr.mble des morphismes admettant au moins  un point fixr.  de morphismes, 
cp  EMet u  =  cp(u).  Le  problème de  déterminer si  u  est plein ou non en considérant 
simplement cp  est ouvert.  Nous savons par le Théorème 11  que tous les  points fixes  de 
cp  ont le  même défaut.  D'autre part, il est possible de se restreindre aux morphismes de 
classe P,  du moins pour les alphabets binaires.  En effet, si  u  est plein, alors il  existe 
un  morphisme if' de  classe  P'  dont u  est un  point fixe,  par le  théorème de Tan pour 59 
les  alphabets binaires.  Par conséquent, par le Théorème 11,  il  est suffisant cl'étudier les 
morphismes de classe P. 
4.3  Codages de rotation 
Plus récemment, nous nous sommes intéressés aux codages de rotation (Blondin Massé, 
Brlek,  Labbé et Vuillon,  2008).  Il  s'agit d'une famille  de mots générale inchmnt entre 
autres les mots sturmiens et les suites de Rote stables sous complémentation (Berthé et 
Vuillon,  2001). 
Définition 14. Soit A =  {a,b} un alphabet binaire.  Soient Q,(3,x E [0,1) des nombres 
réels.  Nous appelons codage  de  rotation de  paramètres (x, Q, (3)  le mot W  = WOWlW2 ... 
noté R(:r, Q, (3)  eL  ùonllt:  ]JeU 
si  (x + nQ)  mod 1 E  [0, fJ), 
si  (x + nQ)  mod 1 E  [fJ, 1). 
Exemple 17.  Il  est facile  de vérifier que R(0.25,O.5,O.5)  = (ab)w.  D'autre part, pour 
tout Q  E [0,1) irrationnel et pour tout x  E [0,1), nous avons que R(.1:, Q, Q) est sturmien 
(Hedlund et Morse,  1938; Hedlund et Morse,  1940;  Berthé et Vuillon, 2001). 
En complémentation à  une approche de  type  "combinatoire",  les  codages de rotatiol1 
permettent  d'étudier  des  familles  de  mots  par  une  approche  de  type  "système  dy­
namique"  (Hedlund et Morse,  1938;  Hedlund et Morse,  1940;  Berthé et Vuillon,  2001; 
Adamczewski, 2002) et il semble que cette façon d'aborder le problème s'adapte partic­
ulièrement à la palindromicité (Berthé et Vuillon, 2001).  Des observations préliminaires 
indiquent que tout codage de rotation est plein et nous travaillons actuellement sur la 
démonstration de ce  résultat (Blondin Massé, Brlek, Labbé et Vuillon,  2008). 
4.4  Énumération de mots ayant un défaut fixé 
Soit W(k, n, d)  le  nombre de mots de longueur n sur un alphabet de k lettres ayant un 
défaut d.  Le  problème de  calculer  W(k, n, d)  ou  de déterminer un  algorithme efficace 60 
permettant de calculer W(k, TL, d)  n'est pas encore résolu à  ce jour, même en fixant  k 
ou d (sauf évidemment le cas k = 1, qui est trivial). 
Les premières valeurs de \t\l(k, TL,  d)  sont données dans les tableaux 4.1,4.2,4.3 et 4.4 
Des identités simples ont été démontrées sur W(k, TL, d)  pour des cas bieu précis.  Par 
exemple, nous avons le  fait suivant. 
Proposition 12.  (Blondin Massé, Brlek, Frosini, Labbé et Rinaldi, 2008)  Soit M(k, d) 
la longueur des plus courts mots sur un alphabet à  k  lettres (chacune des lettres doit 
apparaître) dont le  défaut est d > 0,  s'ils existent.  Alors 
k + d + 5  si  k = 2 et d = 1, 
M(k,d)=  k+d+6  sik=2etd2:2, 
k+d  si  k  2: 3.  D 
Remarquons en particulier que le cas d'un alphabet binaire doit être traité différemment 
de celui des alphabets à  trois lettres ou plus.  Une explication intuitive à cette coupure 
est. que la plénit.ude en palindromes est beaucoup plus "facile à casser" lorsqu'on dispose 
de plus de deux lettres.  Autrement dit, on peut "facilement" choisir une lettre de sorte 
que le  plus long palindrome suffixe de plusieurs préfixes ne soit pas unioccurrent.  Par 
contre, dans le cas d'un alphabet binaire, ce choix est limité de sorte que nous sommes 
"forcés" de construire de nouveaux palindromes lorqu'on ajoute une lettre au début ou à 
la fin  d'un mot et le nombre de tels mots est par conséquent plus "difficile" à construire. 
Nous terminons cette section en dressant une liste de quelques questions sur la fonction 
W(k, TL,  d). 
(1)  Nous remarquons du tableau 4.1 qu'il semble y avoir un plus grand nombre de mots 
pleins que de mots lacunaires pour toute longueur, dans le cas d'un alphabet binaire. 
Il est donc naturel de conjecturer que W(2, TL, 0)  2:  W (2, TL, d),  pour TL  2:  0 et d 2:  1. 
D'autre part, ce  fait  ne semble pas être reproduit dans le  cas des alphabets à trois 61 
0  1  2  3  4  5 6 7 8 9 10  11 
0 1  0  0  0  0 0 0 0 0 0 0 0 
1 2  0  0  0  0 0 0 0 0 0 0 0 
2 4  0  0  0  0 0 0 0 0 0 0 0 
3 8  0  0  0  0 0 0 0 0 0 0 0 
4 16  0  0  0  0 0 0 0 0 0 0 0 
5 32  0  0  0  0 0 0 0 0 0 0 0 
6 64  0  0  0  0 0 0 0 0 0 0 0 
7 128  0  0  0  0  0 0 0 0 0 0 0 
8 252  4  0  0  0  0 0 0 0 0 0 0 
9 488  24  0  0  0  0 0 0 0 0 0 0 
10 932  76  16  0  0  0 0 0 0 0 0 0 
11  1756 216  64  12  0  0  0  0 0 0 0 0 
12 3246  580  202  56  12  0  0  0  0 0 0 0 
13 5916  1416  592  204  52  12  0  0  0  0 0 0 
14 10618  3264  1566  660  212  52  12  0  0  0  0  0 
15  18800  7152  3916  1856  768  212  52  12  0  0  0  0 
16  32846  15036  9262  4952  2308  844  220  56  12  0  0  0 
17  56704  30552  20868  12460  6488  2784  896  256  52  12  0  0 
18  96702  60416  45092  29808  17238  8284  3240  1024  276  52  12  0 
Tableau 4.1:  Premières valeurs de la suite W(k, n, d)  pour k = 2 fixé. 62 
0  1  2  3  4  5  6  7  8  9  10  11 
0  1  0  0  0  0  0  0  0  0  0  0  0 
1  3  0  0  0  0  0  0  0  0  0  0  0 
2  9  0  0  0  0  0  0  0  0  0  0  0 
3  27  0  0  0  0  0  0  0  0  0  0  0 
4  75  6  0  0  0  0  0  0  0  0  0  0 
5  201  36  6  0  0  0  0  0  0  0  0  0 
6  513  162  48  6  0  0  0  0  0  0  0  0 
7  1269  600  252  60  6  0  0  0  0  0  0  0 
8  3033  1968  1092  390  72  6  0  0  0  0  0  0 
9  7047  5940  4086  1962  552  90  6  0  0  0  0  0 
10  15903  16830  13788  8334  3300  774  114  6  0  0  0  0 
11  35031  45054  43332  31164  16026  5274  1122  138  6  0  0  0 
12  75291  115434  127218  107250  66882  29100  8496  1596  168  6  0  0 
Tableau 4.2:  Premières valeurs de la suite W(k, n, d)  pour k = 3 fixé. 
0  1  2  3  4  5  6  7  8  9  10  11 
0  1  0  0  0  0  0  0  0  0  0  0  0 
1  4  0  0  0  0  0  0  0  0  0  0  0 
2  16  0  0  0  0  0  0  0  0  0  0  0 
3  64  0  0  0  0  0  0  0  0  0  0  0 
4  232  24  0  0  0  0  0  0  0  0  0  0 
5  784  216  24  0  0  0  0  0  0  0  0  0 
6  2464  1248  360  24  0  0  0  0  0  0  0  0 
7  7336  5712  2712  600  24  0  0  0  0  0  0  0 
8  20776  22536  15240  5928  1032  24  0  0  0  0  0  0 
9  56464  80112  70824  40056  12792  1872  24  0  0  0  0  0 
Tableau 4.3:  Premières valeurs de la suite W(k, n, d)  pour k = 4 fixé. 63 
0  1  2  3  4  5  6  7  8  9  10  11 
0  1  0  0  0  0  0  0  0  0  0  0  0 
1  5  0  0  0  0  0  0  0  0  0  0  0 
2  25  0  0  0  0  0  0  0  0  0  0  0 
3  125  0  0  0  0  0  0  0  0  0  0  0 
4  565  60  0  0  0  0  0  0  0  0  0  0 
5  2345  720  60  0  0  0  0  0  0  0  0  0 
6  8905  5340  1320  60  0  0  0  0  0  0  0  0 
7  31505  30120  14040  2400  60  0  0  0  0  0  0  0 
8  104625  142840  102120  36540  4440  60  0  0  0  0  0  0 
Tableau 4.4:  Premières valeurs de la suite W(k, n, d)  pour k =  5 fixé. 
lettres ou plus.  Au contraire, il  semblerait qu'on ait plutôt W(k, n, 0)  S W(k, n, 1), 
pour le  2::  3 ct n  2::  8. 
(2)	  Est-ce que la limite suivante 
,	  W(k, n, 0)
llm	 --'-----'­
n-+(X)  kn 
existe, pour une valeur de k fixée et, le cas échéant, quelle est sa valeur? Autrement 
dit, quelle est la densité de mots pleins par rapport aux mots non pleins? 
(3)	  Est-il vrai que W(2, d, d + 8)  = 12 pour d 2:  3,  que W(3, d, d + 3) = 6 pour d 2:  l, 
que W(4, d, d + 3) = 24 pour d 2:  1 et W(5, d, d + 3) = 60 pour d 2:  1 ?  Pourquoi? 
4.5  Complexité et défaut f-palindromiques 
La notion de complexité j-palindromique a été introduite dans le  Chapitre 2.  Notons 
que de  nombreuses  propriétés des  palindromes sont  partagées par les  j'-palindromes, 
Par ailleurs, un j-palindrome est de longueur impaire seulement si sa lettre centrale est 
fixée  par f. 64 
L'étude de  la r.ombinatoire des  f-palindromes semble donc naturelle, de même que  la 
complexité f-palindromique des mots infinis ainsi que leur défaut f-palindromique. CONCLUSION 
L'objectif de ce  travail était de présenter les  complexités palindromique et antipalin­
dromique ainsi  que  le  défaut  palindromique  de  certaines  familles  de  mots  bien  con­
nues.  C'est  pourquoi  nous  nous  sommes  intéressés  à  la présence  de  palindromes et 
d'antipalindromes dans les  mots finis  et infinis.  Nous avons survolé certains résultats 
connus et nous en avons également présentés de nouveaux.  Nous nous sommes attardés 
à la notion de défaut palindromique d'un mot, qui  est en quelque sorte une mesure de 
sa plénitude en palindromes.  Nous rappelons rapidement sous forme de  liste ce  qui  a 
été présenté. 
1.	  Un mot périodique w =  W
W  admet une infinité de palindromes si  et seulement si
 
west un  produit de deux palindromes.  De la même façon,  w  admet une infinité
 
d'antipalindromes si  et seulement si  west un produit de  deux antipalindromes.
 
De plus, si  w  contient une infinité de  palindromes, alors D(w) < 00.
 
2.	  Pour tout mot sturmien s,  nous avons 
1  si  n est pair, 
Ps(n) = 2
{  si  'TL  est impair. 
D'autre part, IANTIPAL(S)I < 00 et D(s) = O. 
3.	  Le mot de Thue-Morse t admet une infinité de palindromes et une infinité d'antipalindromes, 
mais son défaut est infini.  Une description exacte des lacunes de  t  a été donnée. 
4.	  Les suites de Rote stables par complémentation contiennent une infinité de palin­

dromes et une infinité d'antipalindromes.  Elles sont également pleines.
 
Des observations préliminaires indiquent que les codages de rotation, qui sont cn quelque 
sorte une généralisation des mots sturmiens et des suites de Rote, sont également pleins. 66 
Il  n'en demeure pas moins que la caractérisation sous forme  générale des  mots pleins 
reste ouverte et il reste évidemment de nombreuses avenues à explorer en ce qui concerne 
la pnJindromicité, la j-palindromicité et le  défaut des mots infinis. RÉFÉRENCES 
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palindromique central, 7￿ 
unioccurrent, 5￿ 




Monoïde libre, 5￿ 
Morphisme, 6￿ 
bloc de, Il￿ 
conjugué, 11￿ 
conjugué droit, 11￿ 
non effaçant, 11￿ 







de Fibonacci, 12￿ 
de Kolakoski, 14￿ 
de retour complet, 9￿ 
de Thue-Morse, 12￿ 
fin-lacunaire, 35￿ 
fini,  4￿ 
infini, 9￿ 
lisse, 15￿ 





sturmien standard, 20￿ 






Suite de Rote stable par complémentation￿ 
SRSC,30￿ 