We consider the problem of variation of spectral subspaces for linear self-adjoint operators under off-diagonal perturbations. We prove a number of new optimal results on the shift of the spectrum and obtain (sharp) estimates on the norm of the difference of two spectral projections.
INTRODUCTION
It is well known (see, e.g., [12] ) that if A and V are bounded self-adjoint operators on a separable Hilbert space H, then the spectrum of the operator B = A + V is contained in the closed V -neighborhood, U V (spec(A)), of the spectrum of A, (1) spec(B) ⊂ U V (spec(A)).
If the spectrum spec(A) consists of two isolated parts σ and Σ = spec(A) \ σ such that dist(σ, Σ) = d > 0, one of fundamental problems of perturbation theory is to study the variation of the spectral subspace associated with the isolated part σ under the perturbation. Under the hypothesis (2) V < d 2 the spectrum of B also has two separated components. More precisely, the open d/2-neighborhood O d/2 (σ) of the set σ is separated from the remainder of the spectrum of B and spec(B) ∩ O d/2 (σ) = spec(B) ∩ U V (σ) is a nonempty closed set.
Let E T (∆) denote the spectral projection for the self-adjoint operator T corresponding to a Borel set ∆ ⊂ R. A still unsolved problem of perturbation theory is to give an answer to the following question: Is it true or not that under the hypothesis (2)
In [13] the present authors proved the following result.
If V < d/2 and the convex hull K(σ) of the set σ does not intersect the remainder Σ of the spectrum of A, then
If V < d/2 and the convex hull K(σ) of the set σ does not intersect the convex hull K(Σ) of the set Σ, then
Any bounded perturbation V can be decomposed into the diagonal V diag and off-diagonal V off parts with respect to the orthogonal decomposition H = Ran E A (σ) ⊕ Ran E A (Σ),
The spectral subspace H σ = Ran E A (σ) remains invariant under the diagonal perturbation V diag while the spectrum of (A + V diag )| Hσ may differ from σ. (It may also happen that the (A + V diag )-invariant subspace H σ is not a spectral subspace for A + V diag ). In this sense, for the diagonal perturbations the problem reduces to the perturbation of spectra only. The action of the off-diagonal part is completely nontrivial: It may change the spectrum and does change the spectral subspace. Thus, the core of the subspace perturbation problem is to study their variation under off-diagonal perturbations.
In the present paper we treat the case where the perturbation V is off-diagonal with respect to the direct sum of spectral subspaces associated with the sets σ and Σ = spec
We address the following general questions for off-diagonal perturbations.
• What are the (optimal) bounds on the shift of the spectrum?
• What are the (critical) requirements on the norm of the off-diagonal perturbation V that guarantee that V does not close gaps in the spectrum of A separating the sets σ and Σ? • What can be said about the difference E A (σ) − E B (O d/2 (σ)) of the spectral projections associated with isolated parts of the spectrum? The case where the sets σ and Σ are subordinated (the sets σ and Σ are called subordinated, if either sup σ < inf Σ or sup Σ < inf σ holds) is well understood and the following is known (see [2] , [9] , [10] ). Theorem 2 (tan 2Θ-Theorem). If the sets σ and Σ are subordinated and, for definiteness, sup σ < inf Σ, then the spectrum of the operator B does not intersect the open interval (sup σ, inf Σ) and
provided that the self-adjoint bounded perturbation V is off-diagonal with respect to the decom-
In particular, the spectrum of the perturbed operator B always has two subordinated components and the perturbation V does not close the gap (sup σ, inf Σ) in the spectrum of A (no requirements on the norm of V are needed). An analog of Theorem 2 for the case without gap, that is, for sup σ ≤ inf Σ or sup Σ ≤ inf σ is also known (see [3] and [15] ).
Theorem 2 is called the tan 2Θ-Theorem due to the fact that (4) is equivalent to the estimate tan 2Θ ≤ V /d, where Θ is the operator angle between the subspaces Ran E A (σ) and Ran E B (−∞, sup σ] . (For discussion of this notion see, e.g., [14] ). Theorem 2 is the one from four fundamental estimates on the norm of the difference of spectral projections known as sin Θ, sin 2Θ, tan Θ, and tan 2Θ Theorems proved by Davis and Kahan in [9] and [10] .
All these estimates (except of the tan 2Θ-Theorem) require some information on the spectrum location of the perturbed operator and, in this sense, they are a posteriori results. A systematic analysis of a priori results in this area to the best of our knowledge seems to be missing in the literature.
We turn to the main results proved in the present work. Let
Our first principal result is as follows.
is a nonempty closed set.
This result is sharp in the sense that if the norm bound V < 
improving the previously known boundss 1/π ≤ c ≤ √ 2 [4] and 2 2+π ≤ c [13] . If the convex hull K(σ) of the set σ does not intersect the remainder Σ of the spectrum of A we face a new phenomenon which does not have an analog in the case of general perturbations. That is, the spectrum of the component Σ may not "leak out" into the open d-neighborhood (note that the size of the neighborhood in question is as twice as big as that in Theorem 3) of the set σ, provided that V < √ 2d and the perturbation V is off-diagonal. Thus we can focus on the qualitative behavior of the spectrum in the open d-neighborhood of the set σ and study the subspace perturbation problem.
We give a complete solution of the problem in this case and our second principal result is as follows.
This result is sharp in the following sense. If the norm bound V < √ 2d is violated then the set spec(B) ∩ O δ V (σ) may be either empty or non-closed (see Example 1.6 below). Moreover, the best possible constant c in inequality
A few words about notations. By spec(A) we denote the spectrum of a bounded self-adjoint operator A and inf A (sup A) denotes the infimum (supremum) of the set spec(A). The spectral projection of A associated with a Borel set ∆ ⊂ R is denoted by E A (∆) and the resolvent set of A is denoted by ρ(A). We use the symbol O for open sets while the symbol U is usually associated with closed neighborhoods. If not explicitly stated otherwise, for an arbitrary orthogonal projection P the symbol P ⊥ denotes the orthogonal projection onto the orthogonal complement of the subspace Ran P in H, i.e., P ⊥ = I − P .
PERTURBATION OF SPECTRA
We start this section by presenting a fairly simple but general result which provides optimal lower and upper bounds on the shift of the spectrum of a bounded self-adjoint operator under a perturbation which is off-diagonal with respect to the given orthogonal decomposition of the Hilbert space reducing the unperturbed operator. Lemma 1.1. Let A and V be bounded self-adjoint operators on a Hilbert space H, B = A+ V , and P an orthogonal projection commuting with A. Assume, in addition, that
Denote by A 0 and A 1 the parts of A associated with its invariant subspaces Ran P and Ran P ⊥ , respectively. Then
Proof. Denote by W 2 (B) (cf. [16] ) the quadratic numerical range of the operator B with respect to the decomposition H = Ran P ⊕ Ran P ⊥ ,
.
For f and g as above taking into account (1.1) yields
where we have introduced the notations a 0 = (A 0 f, f ), a 1 = (g, A 1 g), and v = (f, V g). The matrix a 0 v v * a 1 has two eigenvalues λ and µ given by
Clearly the eigenvalues λ and µ satisfy the inequalities
Since the quadratic numerical range W 2 (B) contains the spectrum of B (see [16] ), estimates (1.4) and (1.5) prove the assertion.
Given the result of Lemma 1.1, now the proof of Theorem 3 (i) and Theorem 4 (i) is straightforward.
To stabilize the notations it is convenient to introduce the following hypothesis. 
Denote by A ℓ the part of the operator A associated with the A-invariant subspace
Similarly introducing A r as the part of the operator A associated with the A-invariant sub-
Combining (1.9), (1.10), and (1.8) proves that
Clearly the operator B can be represented as follows
where W is given by
and diag{A ℓ +V ℓ , A r +V r } is a diagonal 2×2 operator matrix with respect to the decomposition H = L⊕R. Since W is off-diagonal with respect to H = L⊕R, and the spectra of the diagonal entries A ℓ + V ℓ and A r + V r are subordinated, it is well known (see, e.g., [10] or [2] ) that the whole interval (sup(A ℓ + V ℓ ), inf(A r + V r )) belongs to the resolvent set of B, in particular λ belongs to the resolvent set of the operator B, completing the proof. Before proving assertions (ii) and (iii) of the theorem, note that the function
is strictly increasing on the positive semi-axis and, moreover, by direct computation one gets that
In particular,
(ii) The part (ii) is an immediate corollary of the part (i) taking into account (1.11).
(iii) Take λ = sup σ + δ V and let A ℓ , A r , and V ℓ , V r be as above. Note, that the hypothesis K(σ) ∩ Σ = ∅ implies V r = 0. Again, as in the proof of (ii) one concludes that
Hypothesis (1.7) implies that δ V < d. Since V r = 0, the operator B can be represented in the form
and diag{A ℓ + V ℓ , A r } is a diagonal 2 × 2 operator matrix with respect to the decomposition H = L⊕R. Since W is off-diagonal with respect to H = L⊕R, and the spectra of the diagonal entries A ℓ + V ℓ and A r are subordinated (δ V < d), the whole interval (sup(A ℓ + V ℓ ), inf(A r )) belongs to the resolvent set of B. In particular, the interval (sup σ + δ V , sup σ + d) belongs to the resolvent set of the operator B, that is,
The proof of the inclusion
is analogous. 
PERTURBATION OF SPECTRAL SUBSPACES
In this section we accomplish the proof of remaining statements of Theorem 3 part (ii) and Theorem 4 part (ii) related to the perturbation of spectral subspaces. [7] , [17] ). Let A and B be bounded self-adjoint operators and σ and ∆ two Borel sets on the real axis R . Then
If, in addition, the convex hull of the set σ does not intersect the set ∆, or the convex hull of the set ∆ does not intersect the set σ, then one has the stronger result
The proof of Theorem 3 part (ii) is based on combining Proposition 2.1 with information on the shift of the spectrum obtained in Theorem 3 part (i).
Theorem 2.2. Assume Hypothesis 1.2. If
Proof. Introduce the notations P = E A (σ) and Q = E A+V (O d/2 (σ)). By Theorem 1.3 (i)
where U δ V (Σ) denotes the closed δ V -neighborhood of the set Σ.
By the first claim of Proposition 2.1,
The distance between the set σ and the δ V -neighborhood of the set Σ can be estimated from below as follows
using the second claim of Theorem 1.3. Then (2.2) implies the inequality
It is an elementary exercise to check that the function f (x) = π 2
x + x tan 1 2 arctan 2x − 1 strictly increases on the positive semi-axis and has a unique positive root 3π− √ π 2 +32 π 2 −4 . As a corollary, hypothesis (2.1) implies the inequality
Hence,
Interchanging the roles of σ and Σ one obtains the analogous inequality We split the proof of Theorem 4 part (ii) into several steps.
1.
On the first step we prove that the difference of the corresponding spectral projections is a strict contraction. 
Proof. Introduce the notations P = E A (σ) and Q = E B (O d (σ) ). We also need to introduce four spectral projections associated with the operators A and B and let
and
Our first claim is that
It can be seen as follows. Since the perturbation V is off-diagonal with respect to the decomposition H = Ran E A (σ)⊕Ran E A (Σ), the operator A+V can be represented as the following 3×3 Jacobi type operator-matrix with respect to the decomposition H = Ran P ℓ ⊕ Ran P ⊕ Ran P r
Here we used the notation A k = A| Ran P k , k = ℓ, r, A σ = A| Ran P and V σk = P V | Ran P k and V kσ = V * kσ , k = ℓ, r. The perturbation problem A −→ B can naturally be split into two subproblems
The operator matrix A is block-diagonal with respect to the decomposition H = Ran P ℓ ⊕ Ran P ⊥ ℓ and clearly A − A < √ 2d. Applying Theorem 1.3 (i, ii) to the "lower-dimensional" off-diagonal perturbation problem
2d one concludes that the spectrum of A consists of two subordinated components, σ = spec(A ℓ ) = Σ ∩ (−∞, inf σ − d] and "the remainder" Σ. Moreover,
Applying Theorem 2 to the off-diagonal perturbation problem A −→ B where the spectra of the diagonal entries A ℓ and A σ V σr V rσ A r are subordinated (cf. (2.9)) yields
Using analogous arguments one proves the remaining estimate
Clearly, P ⊥ Q = (P ℓ + P r )Q = P ℓ Q 2 + P r Q 2 . and moreover
Thus,
using (2.10) and (2.11) . In an analogous way one proves that P Q ⊥ < 1, and hence P − Q = max{ P ⊥ Q , P Q ⊥ } < 1. The proof is complete.
2.
On the second step we obtain the following general result of an a posteriori character, which is a generalization of the Davis-Kahan tan Θ-Theorem. If
Proof. Introduce the notations P = E A (σ) and Q = E B (O). It is well known (see [ [11] ) that if P − Q < 1 then Ran Q is the graph of a bounded operator X : Ran P → Ran P ⊥ and (2.13) P − Q = X 1 + X 2 .
Without loss of generality one may assume that inf σ = − sup σ.
For any g ∈ Ran E B (∆) one obtains that P ⊥ g = XP g and hence (2.14) P ⊥ Bg = P ⊥ BP g + P ⊥ BP ⊥ P ⊥ g = P ⊥ BP g + P ⊥ BP ⊥ XP g.
Clearly the following estimates hold sup σ + dist( σ, Σ) XP g ≤ sup σ X + V P g , g ∈ Ran Q.
Since (2.18) holds, for any g ∈ Ran Q one concludes that
which proves the assertion taking into account (2.13). 
Finally

