Abstract. The blind source separation problem arises when one attempts to recover source signals from their linear mixtures without detailed knowledge of the mixing process. Solutions are nonunique and have degrees of freedom in scaling and permutation. One may impose equality (hard) constraints to fix these scaling parameters; however, small divisor problems may appear. In this paper, an iterative method is introduced based on information maximization and auxiliary equations for the scaling parameters. The method dynamically selects scaling parameters and avoids divisions, and it is called the soft-constrained method. Global boundedness of the algorithm is proved. The convergence of solutions in the large time and small step size regimes is analyzed. An upscaled, dynamically averaged equation for the separating matrix is derived. The stable and accurate separation performance is illustrated by examples of instantaneous random mixtures of two and eight sound signals.
Introduction. Blind source separation (BSS) is a major area of research in signal and image processing
. It aims at recovering source signals from their mixtures without detailed knowledge of the mixing process. If source signals are time series and modeled statistically as realizations of stochastic processes, as is common for sound signals, one may use the independence property of source signals to find the mixing matrix in the case of linear mixing. The standard linear instantaneous mixing model is ( 
1.1) X(t) = A 0 S(t),
where S(t) ∈ R n is the time-dependent source signal vector, n is the number of sources, A 0 ∈ R n×n is the time-independent unknown mixing matrix, and X(t) is the known mixture signal. The goal of BSS is to recover the source signal vector S, without knowing A 0 (therefore blind), provided that all components of S(t) are independent of each other.
To date, there are two types of algorithms in the literature, dynamic (on-line) and batch (off-line). The dynamic method has only limited access to received data, as in real-time processing, while the batch method has access to all available data at the expense of delays, as in processing recordings. The algorithms also differ in objective functions for realizing the independence assumption. For example, the jointapproximate-diagonalization-eigenmatrices (JADE) [7] is a batch method using both second and fourth order statistics of the data streams. It has a well-developed mathematical theory based on linear algebra. The information-maximization (infomax) method [4, 9] is a dynamic method that updates the approximation of the mixing matrix in time with newly received data. Because the received data is limited, the method is stochastic in nature and may only converge to the desired solution in the large time limit up to a scaling and permutation. Though the infomax method is easy to implement, and has a much lower demand for computational resources than a batch method, one must make sure that it is globally bounded (no blow-up) and convergent. As noted recently [10] , the boundedness and convergence of the method remain an open problem, especially because there is no theoretical analysis. The authors of [10] proposed a scaled version of the infomax method, the so-called scaled natural gradient (SNG) method, to cure possible divergence. The SNG method [10] attempts to impose a hard constraint on the solutions, and division operation appears as a result. During a silence period of speech signals, the division operation may lead to a small divisor and instability of solutions, to say the least. The purpose of the current paper is to introduce a soft-constrained method to control solutions dynamically so that the method is division free and a priori estimates of solutions can be found to guarantee global boundedness and convergence of solutions in a suitable sense. The soft-constraints are realized in terms of two difference equations or discrete ordinary differential equations (ODEs).
The infomax method can be formally extended to the case of convolutive mixtures [3, 10] given by
is the linear convolution with {A i }, a group of n × n matrices. The convolutive mixtures appear naturally in room recordings of speech signals. The value of q depends on the mixing environment and may be as large as a thousand or more. The batch algorithm JADE cannot be directly generalized to convolutive mixtures. Though one could use FFT to localize the convolution and apply JADE in each frequency, permutation and scaling ambiguity require much more work, which can be costly and prone to additional errors [16, 17] . The soft-constrained method we introduce readily applies to convolutive mixtures; however, the analysis is more involved and shall be left for another publication. In this paper, we address the issue of uniform boundedness and convergence of the soft-constrained infomax method for the mixing model (1.1).
The infomax method of (1.1) estimates A
−1 0
(the demixing matrix) by iteration of the form
where ν k is a time step (learning parameter) and the nonlinear function G is the so-called estimating function [2] that depends on W and X. The estimation is up to a nontrivial scaling and permutation because the output is the same to the human ear within this group of actions. The degree of freedom in scaling is what is to be exploited to control the iteration (1.3). If X is a stationary and ergodic random signal, and (1.3) is well-behaved globally in time, the iteration formally converges to W ∞ which is a solution of the deterministic equation
is the ensemble expectation of G with respect to the distribution of X. The rest of the paper is organized as follows. In section 2, we give a brief overview and derivation of the estimating function G based on the maximum likelihood principle. In sections 3 and 4, we introduce the soft-constrained infomax iteration and prove its uniform boundedness and convergence. In the small ν limit, we derive an averaged (upscaled) ODE for the evolving demixing matrix. In section 5, we show numerical results on the separation of multiple sound signals in comparison with [10] . Conclusions are presented in section 6.
Derivation of infomax estimation function.
In this section, we give a derivation of the estimating function G. Suppose the one-point distribution of S at time t is r(s) with s = (s 1 , . . . , s n ) . Then by change of variable, the probability distribution function (pdf) of X at time t is
where |A 
where E is the empirical expectation with respect to the observed samples of the random variable X. The maximum likelihood estimation (MLE) of A 0 is to find A 0 to maximize L d (A), and so 
By (2.4) and (2.3), the separation matrix W satisfies
. . , y n ) being the recovered source vector and
One may then choose the estimating function
The natural gradient can be viewed as a regular gradient for the logarithm of W , and so it is naturally scaled relative to the size of W . It has a better mathematical property for numerical algorithms, as we shall see.
The amplitudes of speech signals obey the Laplace distribution [12] . For simplicity, one sets r i (s) = r(s) = (2σ) −1 exp{−|s|/σ}, which upon taking the log-derivative gives f i = f = sgn(y), as is the case in our computation later.
We remark that (2.5), or its component form
is quite natural. This is because if y i and y j are accurately estimated source signals, they are mean zero and nearly independent. So ideally we expect E(f i (y i )y j ) = E(f i (y i ))E(y j ) = 0 for any function f i as long as i = j. As a recovered source signal rescaled by an arbitrary constant is also an acceptable result, there are n scaling constants. We may view E(f i (y i )y i ) = 1, i = 1, . . . , n, as hard constraints (normalization condition) to fix the n scaling constants.
3. Soft-constrained infomax iteration. Equation (2.5) is not suitable for real-time processing because approximating expectation may take large blocks of data streams and cause delays. The idea is to realize (2.5) as a large time limit of a dynamic iteration. Suppose that the received signal X(t) ∈ R n comes from a mixture of the source signal vector S(t) ∈ R n with independent components. The mixture X(t) is divided into blocks (frames) in time, each of which contains L data points. The infomax algorithm [4, 1] is
where μ is the step size, f is a vector-valued nonlinear function, and
One can view (I − F )W as an approximation in the kth block of the estimating function G of (2.7). For a suitable choice of f , the algorithm (3.1)-(3.2) approximately minimizes the mutual information of the output vector sequence Y over nonsingular matrices W (see [1] ) and separates mixtures of sources if the source distributions do not differ much from those used to construct f . However, it is quite challenging to choose W (0) and μ for fast convergence of the iteration without explosive divergence [10] . The standard initial condition is W (0) = δ I for a small δ, and μ is small in the iteration. To control possible divergence, the authors of [10] proposed the following scaled infomax iteration:
where c(k) is a scaling factor sequence defined as
where h is the inverse function of the (14)- (16) Let us introduce the following soft-constrained infomax iteration:
where ν k > 0 can be either a fixed small constant or a sequence going to zero as k → ∞. The λ and a are two positive parameters. The H(k) in (3.7) is defined as
where
is the estimated source vector. The E k is the sampling average over the kth frame, and each frame contains L samples of X(i). More generally, one can choose different λ and a in F 1 and F 2 and have overlaps between successive frames. Among the five equations (3.7)-(3.11), equation (3.7) is of the form (1.3) with G in (2.7). The other four equations are there to prevent W from blowing up. The idea is that when |W (k + 1)| is large, F 1 (k), F 2 (k) will be positive thanks to (3.8)-(3.9); then 1 + ν k+1 σ 1 (k + 1) and σ 2 (k + 1) will decrease to prevent |W (k + 2)| from growing further. Notice that there is no division involved in applying and updating scaling factors σ 1 and σ 2 .
Because of the averaging over L sample points in (3.12), the H, W , σ 1 , and σ 2 vary on the time scale of frames indexed by k which is slower than the sample scale of input mixture signal X(i) indexed by i. The iterative scheme (3.7)-(3.12) hence contains two time scales.
If
where the subscript ∞ denotes the limits. If W ∞ is invertible and deterministic, then
The estimate of iterations and convergence analysis will be performed in the next section. 
If ν k ∈ (0, ν * ) for some ν * > 0, the iterates are uniformly bounded in k. Proof. Inequalities (4.2) and (4.3) follow from (3.10)-(3.11) and the fact that max x≥0 xe −x = 1/e. Substituting (3.10) and (3.11) in (3.7), applying (3.8)-(3.9) and the fact max x≥0 xe −x = 1/e again, we obtain
Here the first terms in F 1 and F 2 give the upper bound 1/e, the third terms lead to e a , and the second terms are positive and give upper bound 1. The proof is complete. If we further choose constant a small enough, then both 1 + ν k σ 1 (k) and σ 2 (k) are bounded away from zero. To see this, let us denote by C the upper bound of W (k) and H(k). The constant C depends only on a, ν 0 , and the nonlinearity f .
For simplicity, C = C(a). We show that the iteration will not converge to a trivial solution; in particular, σ 2 (k) is bounded away from zero uniformly in k.
Lemma 4.2. Consider (3.7)-(3.11) with 1 + ν 0 σ 1 (0) > 0 and σ 2 (0) > 0. For any λ > 0 and a > 0, there is a small enough value σ > 0 depending on λ and a so that
Proof. By the uniform boundedness of |H(k)| ≤ C, we infer from (3.11) that
We argue by induction and assume that σ 2 (0) ≥ σ and that σ 2 (k) satisfies σ 2 (k) ≥ σ. Then using (4.3) and denoting
1 λ e a−1 by σ, we obtain
Now for given λ and a, and hence fixed σ and C = C(a), choose σ small enough so that
A similar lower bound holds for 1 + ν k σ 1 (k). 
Convergence and source separation. By (3.7), we have
for any positive integers k 0 and N . Suppose that for some k 0 (4.5) lim
which is an analogue of the law of large numbers for sequences of random variables, or a form of weak convergence of oscillatory sequences. The superscript star denotes the sequential (empirical) average. The oscillatory nature of the W and H sequences will be demonstrated numerically in the next section. Clearly, (4.5) holds along a subsequence of N → ∞.
Under (4.5), it follows from the uniform upper bound of |W
which is a sequentially (temporally) averaged version of the desired source separation (natural gradient) condition
If the solution sequences are stationary and mixing for large k, the sequential (temporal) and ensemble averages are identical (ergodicity), a property well studied for sequences of random variables [11] . It is an interesting problem to study the mixing property of iterative solutions from the mixing property of source signals. Thanks to the uniform bounds, the soft-constrained algorithm is nontrivial at large k and provides a nontrivial source separating solution. This is how our dynamic on-line method (3.7)-(3.11) realizes the off-line batch condition (2.7) or (4.7). A numerical example will illustrate this point later. [14] , our method does not require the time step (learning parameter) ν k → 0 as k → ∞. In fact, our numerical computation is found to be more efficient for source separation at a constant time step. The classical Robbins-Monro iteration and related stochastic approximation theory have been well studied; see [14, 15] and references therein. Instead, we shall study solutions in the limit of decreasing constant step ν in the next section, as in [15] .
Remark 4.3. Unlike the classical Robbins-Monro iteration

Convergence in the limit
ν k = ν → 0. Now we consider ν k = ν, a fixed constant. For any given ν, the scheme (3.7)-(3.11) yields a sequence of W (k) depending on ν. We shall use the notation W ν k in lieu of W (k) in the following discussion. Similar to the analysis of a numerical scheme of ODEs, where one examines the convergence of the scheme as the time step goes to zero, we study the limit when (X(k) ), for an integrable function h, and the convergence (4.10) holds almost surely for a stationary process X(i), known as Birkhoff's ergodic theorem (see Chapter 6 of [11] ). It is not hard to show that the convergence still holds for L = 0. The complication arises when σ 2 depends nonlocally on X(i) via H. Extending Birkhoff's theorem to (4.10) will be left for a future study. Now let us define
which puts the algorithm in the form
It follows that
(W (τ )) dτ . By assumption (4.10), we find that 
Numerical examples.
We first present numerical results for the 2 × 2 (2 sources and 2 receivers) instantaneous mixture case and then show the 8 × 8 case. The mixing matrices are generated randomly by MATLAB functions.
In all the calculations, we take ν k = 0.01, λ = 0.01, and a = 1. We use the sign function for each component of f with
with = 10 −16 . The size of each frame is 10 sample points with no overlapping between successive frames.
In the 2 × 2 case, the inverse of the mixing matrix is We see that (5.2) and (5.1) are not equal. This is due to the scaling and permutation ambiguities in BSS problems. In fact, if we divide each row by the number in that row having the maximum absolute value, the above two matrices become respectively, and we see that they are really close. In general, there can also be a permutation of rows. The plots of the mixtures, recovered source signals, and original source signals are shown in Figure 1 , which indicates a quite good recovery. For the 8 × 8 case, the mixing matrix A 0 is a Gaussian random matrix generated with MATLAB command randn (8, 8) , and its inverse is (after scaling) 
In order to compare (5.3) with the demixing matrix we will obtain later, we have already divided each row by the largest absolute value in that row. The mixture is shown in Figure 2 , which contains seven speech signals and one music signal. The length of the data is 40459 and the sampling rate is 16000 Hz. The signals last about 2.53 seconds. The total CPU time for processing the whole data is Figure 5 . The bounded oscillatory nature of these variables is apparent. The minimum value of σ 2 (k) is 0.01.
The last value of W (k) in the iteration is as follows. Again, we divide each row by the entry with the largest absolute value in the row: In Figure 5 , the mean value of 1 + ν σ 1 (k) over k ∈ [1, 4000] is 1.0012. At 81% of the k ∈ [1, 4000], 1 + ν σ 1 (k) exceeds one. By the analysis in Remark 4.2, with a chance above 81%, |W (k)| will not go to zero. Indeed, the last frame of Figure 5 shows that |W (k)| is nontrivial.
Finally, for comparison, we implemented the algorithm of [10] , or (3.1)-(3.4) to separate the same 8 × 8 mixture above. The μ is chosen to be 0.1, as suggested in [10] , and the initial value of W is 0.1I. The separated sources are shown in Figure 6 . One can see and hear that the quality of the recovered sources is not as good as in ours, even though separation is there. The reason is that their W has a much larger temporal variation than ours, as seen from Figure 7 . The last value of W (k) in the iteration Even up to permutation, it is impossible to make (5.5) close to (5.3). For example, every entry of the third row of (5.5) is positive, yet such a row is absent in (5.3).
Conclusions.
We introduced a soft-constrained infomax iteration method, proved uniform estimates of its solutions, and related its large time convergence to the statistical separating criteria. In the small learning step limit, an upscaled ODE is derived to describe the large scale dynamic evolution of a demixing matrix. A numerical example of an instantaneous random mixture of eight sound signals demonstrated excellent separation of signals. The soft-constrained solutions do not involve division and are found to be stable and separating nicely. The hard-constrained solutions may encounter small divisors in their iterations during silent durations of speech and may have large fluctuations in time. Future work will study the soft-constrained method for convolutive mixtures and extensions of Birkhoff's ergodic theorem.
