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1. Preliminaries 
During the past years many models of parallel computations have arisen. One of 
them - alternation - was introduced in [l] as a generalization of nondeterminism. 
Several types of alternating machines have been introduced and many results about 
them have been established. Among the most interesting modifications are the 
alternating machines with universal states only (here, universally branching Turing 
machines). They were investigated by Inoue et al. [7-lo]. These models are more 
realistic parallel computation models than ordinary alternating Turing machines 
because of the elimination of nondeterminism. 
Another modification of an alternating machine was motivated by the fact that 
this model does not provide communication among the parallel processes during 
the computation. Based on the alternation, a more general notion - synchronized 
alternation - enabling a simple form of communication, via states, was introduced in 
[3] and for the first time investigated in [l 1, 121. The results obtained show a great 
power of synchronization. For example, one blind counter suffices for a synchronized 
alternating machine to recognize any recursively enumerable set. 
*The preliminary version of this paper was presented at the IMYCS conference in 1988 [13] 
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In this paper we are interested in the combination of both modifications. We discuss 
a relationship of synchronization to alternating machines with universal states only, 
namely in terms of space complexity classes. First, we simulate a synchronized device 
by a nonsynchronized one hiding synchronization into space (Theorem 2.1). Then, 
considering space-constructible space bounds greater than or equal to log n, we show 
how synchronization can be simulated without increasing space (even by nondeter- 
ministic devices) (Theorem 2.2). We also try to state the relations between one- and 
two-way versions of the model. between the models with and without existential 
states, and state a space lower bound for the one-way version of the model without 
existential states. 
Now we give some necessary terminology and notations. The precise definition of 
the general model can be found in [6, 111. A synchronized alternating Turing machine 
(SATM) is a Turing machine with the set of states partitioned into existential, 
universal, accepting and rejecting states. In addition, some nonfinal (i.e. existential and 
universal) states ~ synchronizing states include a synchronizing element (symbol) 
from a given finite set. Communication among parallel processes is mediated via these 
elements. When a process enters a synchronizing state, it stops and waits until all 
processes running in parallel either enter the states with the same synchronizing 
symbol or stop in final states. 
A configuration of SATM is given by the input, the input head position, the 
current state, the content of the storage tape and the storage head position. The 
last three components present an internal conjyuration. The initial corzjiguration of 
SATM M on input .Y is IM(x) =(x, 1. qO, E, l), where q,, is the initial state of M and E 
is the empty string. A configuration is called existential, universal, accepting, or 
rejecting if the state associated with it is existential, universal, accepting, or 
rejecting, respectively. Similarly, we define synchronizing and nonsynchronizing 
configurations. 
We use the usual notion of the computation step relation t-, for SATM M and 
denote by I--$, (t&) the reflexive and transitive (transitive) closure of the relation k-M, 
A computational path (process) of M is a sequence of configurations 
/&, E,,, /I1 k,,,, ... kMljm, for any m>O. If [&,=1,(x), for some X, we call this sequence 
the sequential computation of M on s. 
Let C be a sequential computation of M and /I1 t$ .‘. k& PI be a subsequence of 
C that consists of all synchronizing configurations of C. Suppose, for all j, such 
that 1 <j< r, Sj is the synchronizing element of /Ij. Then S,, . , S, is called the 
synchronizing sequence of C. 
A compurution of M is a finite nonempty labelled tree V with the following 
properties: 
(1) Each node tl of V is labelled by a configuration l(u). 
(2) If u is an internal (nonleaf) node of V and l(u) is existential, then u has exactly 
one child 11 such that l(u) t--M l(v). 
(3) If u is an internal node of V, I(u) is universal, and {/II I(U) I-,,., p) = {bl, . . . . Bd}, 
then u has exactly d children L‘~, . , cd such that l(vi)=Bi, for all i, 1 < i<d. 
Properties of space-hounded SATMs with universal states only 413 
(4) For any two synchronizing sequences S’ =S:, . . . . Si and S2 =S:, . . . . S,’ 
corresponding to two paths, beginning in the root of the tree V, S; = S? for all i, 
1 did min {p, I}, must be true. 
An accepting computation of M on x is a computation of M the root of which is 
labelled by IM(x), and the leaves are labelled by accepting configurations. The 
language recognized by M is the set of words x such that there exists an accepting 
computation of M on x. We say that two devices are equivalent if they recognize the 
same language. 
It is easy to see that SATM with an empty set of synchronizing elements is an 
ordinary alternating Turing machine (ATM); for a precise definition see [l, 41. 
A (synchronized) alternating Turing machine which has no existential states is 
denoted by (S)UTM and is called (synchronized) unioersally branching Turing machine. 
Existence of at most one accepting computation of such devices on any input is 
obvious. This feature is essential for all of the presented proofs. 
We say SATM is a one-way SATM (and write 1SATM) if it can move its input head 
only to the right. Similarly one-way versions of other devices can be defined (and 
denoted). 
For any configuration b let space of fl (space(b)) be the length of the nonblank 
content(s) of the storage tape(s) in p. Let S, S,(n), SynM(n)) : N-+N be functions. The 
space and synchronization complexities of SATM M are functions S,(n) and Syn,(n), 
respectively, defined as follows: 
S,(n)=max{space (/?)I fl IS a configuration that occurs in an accepting 
computation of M on an input of length n}. 
SynM(n) is the length of the longest synchronizing sequence over all accept- 
ing computations on the inputs of length n. 
We say that SATM M is S(n)-space-bounded and denote SATM(S(n)) if for each n >, 1 
S,(n) < S(n) holds. The class of languages recognized by kxTM (S(n)), where k E { 1, E} 
and XE {SA, SU, U, N} is denoted by kx-SPACE(S(n)). 
2. Results 
An alternating Turing machine is able to simulate synchronization without increas- 
ing the time complexity (see [12]). Synchronization was compensated by space in the 
proof of the mentioned paper. We do not know whether this simulation is the best 
one. Since synchronization increases the computational power of some simple kinds 
of devices, namely, alternating finite automata [S, 61, some increase of space in such 
a general simulation is necessary. 
The proof of this result uses nondeterminism. Therefore, the same technique cannot 
be applied to SUTM. A similar assertion concerning the relationship between SUTM 
and UTM is, nevertheless, true. 
Theorem 2.1. For unq’ SUTM M there is an equivalent UTM N such that 
S,(n)=max{SM(n), Spn,(n)) holds. 
Proof (sketch). N runs through the simulated computation of M twice. In the first run 
N proceeds like M and checks whether each process terminates in an accepting 
configuration. Besides this, it writes down the synchronizing elements on the auxiliary 
tape (w.1.o.g. we can use a multitape device) in the order in which they appear in each 
respective process. 
Then each of the parallel processes of N returns its heads at the beginning and 
restarts the second run through the whole computation of M. Each restarted compu- 
tation inherits the synchronizing sequence of the respective sequential computation of 
M (stored during the first phase of the simulation). Hence, N can check whether 
synchronization succeeds (e.g. whether the synchronizing sequence of each process is 
a prefix of the stored sequence or vice versa) or not. 0 
The previous result can be further strengthened if the space bound is a space- 
constructible function greater than or equal to log n. 
Theorem 2.2. For 011 space-constructible jimctions S : N + N such that S(n) > log n the 
,followiny holds: 
SU-SPACE(S(n))=N-SPACE(S(n)). 
Proof. Actually, we will show that SU-SPACE(S(n))=U-SPACE(S(n)) for any 
space-constructible function S(n), S(n) 3 log n. Note that U-SPACE(S(n))c co-N- 
SPACE(S(n)) and N-SPACE(S(n)) G co-U-SPACE, which can be easily proved by 
exchanging existential and universal, and accepting and rejecting states (see e.g. [lo]). 
Due to this and the Immerman-Szelepcztnyi theorem [14], U-SPACE(S(n))=N- 
SPACE(S(n)) for any S(n) >log n. 
Let M be SUTM that works in space S(n). It suffices to consider computation trees 
of height at most c w for a suitable constant c. (Since in the higher computation tree , 
there has to be at least one process in which one configuration is repeated, this process 
cannot lead to acceptance.) Hence, w.1.o.g. we can consider synchronizing sequences of 
length at most c~(~). 
UTM N simulating M will use three storage tapes (one corresponding to the 
storage tape of M and two others as counters). The simulation starts by marking S(n) 
storage tape cells. Afterwards N creates cS(“) + 1 copies of the machines (sequentially, 
by splitting in universal manner) N,,, N,, , N+ (see Fig. 1). N,, proceeds like M but 
it ignores synchronization. Each Ni, 1 d i G cSCn’, stores i (e.g. it stores i- 1 in c-ary 
notation) on its second tape. It proceeds like M, simultaneously counting synchroniz- 
ations on its third tape till the ith synchronization appears. Afterwards, each process 
of Ni, I<i<c”“‘, inheriting the respective synchronizing symbol, restarts the 
whole computation anew, in parallel. It is checked in all branches of each restarted 
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Fig. 1. 
computation whether the synchronizing symbol of the ith synchronization (if it exists) 
agrees with the synchronizing symbol stored. The third tape is used again to count 
synchronizations up to i. 
If M fails, it is for one of the following two reasons: 
(1) One of the sequential computations of M is infinite or rejecting (i.e. it leads to 
a rejecting configuration). 
(2) Synchronization fails. 
In the first case N fails as well (due to N,). In the second case Ni fails on the 
simulation of the ith synchronization (which is the failure synchronization in the 
computation of M) during the restarted computation. 
If M succeeds then N also accepts the input. The space requirement of N was not 
increased in comparison to M. 0 
With regard to the preceding assertions ynchronization can be compensated by 
space. These results have motivated us to investigate just the space-bounded evices. 
We consider the space bound S(n) such that lim,,, (S(n)/n) = 0 (limit inferior suffices 
in the proofs). It is easily seen that for any function S(n): S(n) 2 n, S(n)-space-bounded 
one-way machines are equivalent o the two-way versions of these devices. 
Lemma 2.3. Let L1={w2w’(w,w’~{0,1}+, w#w’}. Then 
(1) L, E l SA-SPACE( l), 
(2) L, E U-SPACE(log n), 
(3) L1 $lSU-SPACE(S(n)), 
for any S(n): N-N such that lim,,,(S(n)/n)=O. 
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Proof (sketch). (1) 1SATM nondeterministically guesses symbols of some disagree- 
ment (if it exists) on the respective positions in u’ and w’. It stores these symbols in the 
state. Then the computation splits into two processes. The heads of the processes are 
situated (using nondeterminism and synchronization) on the respective positions in 
wand w’, respectively. Each process compares the scanned symbol with the respective 
stored symbol. In the case of agreement it sets the special synchronizing element. The 
synchronization with this element implies acceptance. 
(2) The result follows from the fact that L1 is recognizable by a deterministic Turing 
machine in log n space. The space is used to store the position of compared symbols in 
w and w’. 
(3) The technique used in the proof is a modification of the method employed in [9] 
for a universally branching Turing machine (i.e. UTM). Before we start the proper 
proof we state the next technical proposition. 
Proposition 2.4. For any ISUTM M there exists an equivalent 1SUTM N working 
with the same space complexity as M and with the following property: 
(*) N enters a synchronizing configuration with the input head on the right 
endmarker only. 
Proof. Each step of M leading to a synchronizing configuration, say with the syn- 
chronizing symbol S, is replaced by the universal branching into two processes. One 
process proceeds as the current process would after successful synchronization. The 
second process moves its head to the right. If the head reaches the right endmarker 
then the second process enters the synchronizing symbol S and passes to an accepting 
configuration. @ 
Proof of Lemma 2.3 (continued). Let N be a one-way synchronized universally 
branching Turing machine such that L(N)=L1. Without loss of generality, we can 
assume that N has property (*). Suppose N is S(n)-space-bounded, where S is 
a function such that lim,,,, (S(n)/n)=O. Let r and s be the numbers of states and the 
storage tape alphabet of N, respectively. For each nB 1 let 
V(n)=(w2wIwE(O, 1)“) 
For any XE V(n) we define the following sets of internal configurations: 
B(x) = (((1, r,j) ( there is a sequential computation of N on input x such that 
IN(y) I-G (x, n + 1, q’, cc’,j’)t-,(x, n +2, q, a,j) 1. 
Clearly, for any agE(x) the configuration (x, n+2,o) is the first one where the input 
head is placed first time just behind the symbol 2. 
C(x)= (( cl, g2) ( ol, CJ~ EB(x), and one of the following assertions holds: 
(a) g1 =(T~ and there is a computational path of N which starts in 
the configuration (x, n + 2, I) and either it terminates in a reject- 
ing configuration or it is infinite. 
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(b) There are two computational paths of N which start in the 
configuration (x, n + 2, or) and (x, n + 2, a2) (these configurations 
may be the same), and they terminate in synchronizing config- 
urations with distinct synchronizing symbols.} 
Note since no XE V(n) can be recognized by N, and N has property (*), C(x) #8 for any 
x~~V(rr). The next proposition helps us to conclude the proof. 
Proposition 2.5. For any two diflerent strings x and y in V(n) 
C(x)nC(y)=8. 
Proof (sketch; by contradiction). Let {ol, a,}+~C(x)nC(y), where x = w2w, y= w’2w’, 
and w # w’. Let z = w2w’. We can construct the computation of N on z by combining 
the computations on x and y. This computation is a unique computation of N on 
z and it is not accepting. It contradicts the fact that zeL1. 0 
Proof of Lemma 2.3 (conclusion). Let p(n) denote the number of pairs of such pos- 
sible internal configurations of N in which the input head is placed just behind the 
symbol 2. 
K 
p(n)= 2 0 + K, where K = rss(2”f”S(2n + 1). 
Hence, p(n) f cSczn+ l), where c is some appropriate constant. On the other hand, the 
number of all elements of V(n) is ( V(n) ( = 2”. The fact that lim,, 3(1 (S(n)/n) = 0 implies 
the existence of a positive integer no such that 
Vn 2 no: p(n) < ( V(n)I. 
Therefore, for any large n there must be two different strings x and y in V(n) such that 
C(x)nC(y)#@ This contradicts Proposition 2.5. Consequently, there is no 
lSUTM(S(n)) that is able to recognize L1, for any function S(n) such that 
Km,,, (S(n)/n)=O. 0 
The results of Lemma 2.3 imply the following theorem. 
Theorem 2.6. For any function S(n) such that lim,,, (S(n)/n) = 0 the following asser- 
tions are true (c signijes proper inclusion): 
(1) lSU-SPACE(S(n))c ISA-SPACE(S(n)), 
(2) if also S(n)Blog n for any n, then lSU-SPACE (S(n))c2SU_SPACE(S(n)). 
We can prove the following results by the same techniques that were used in 
Lemma 2.3. 
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Lemma 2.7. Ler L2 = jw2w 1 WE(O, l}‘}. Then 
(1) LZ~lSU-SPACE(l), 
(2) i;,+iS~-SpACE(S(n)), 
jior any function S(n) suck that km,, =, (S(n)/n) = 0. 
Theorem 2.8. For any,function S(n) suck that lim,,,, (S(n)/n) = 0 the class of languages 
recognized by S(n)-space-bounded one-way synchronized universally branching Turing 
machines is not closed under complementation. 
Table 1 summarizes ome of the preceding results. 
Table I 
Space bound Respective classes 
ISUTM 1SUTM 1ATM 1 UTM 
ISATM 2SUTM 1SATM 1SUTM 
S(n)= o(log logn) c ‘1 c c 
log log n <S(n) = o( log n) c ‘7 ‘> c 
log n <S(n) = o(n) c c ‘7 ‘1 
n <S(n) c = c = 
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