In this paper we derive a general invariance principle for empirical processes indexed by smooth functions. The method is applied to prove bounds for the convergence of the empirical distributions which might be useful to verify asymptotic normality of smooth statistical functionals.
Introduction
Let 51, C&5_,. . . bc an indcpcndcnt and identically distributed sequence of random variables with values in some sample space (S, Y) and defined over some probability space (0, SQ, I'). For each w E R and every II EN, form the empirical measure pz assigning to each A c S. A E 9'. the relative frequency of points f',(w), . . . , .$,(w) falling into the set A. Let g ]Y denote the distribution of 51, and put. for each bounded (measurable) real function f on S, Then, if f ranges over some class 9 of functions, a,, will bc called the empirical P-process.
If F is the uniform distribution on [0, l] and 9 is the class of indicator functions f = lto.,~, 0~ I s 1, Donsker's invariance principle for empirical processes states that, in obvious notation, 
cov(G,(f), G,(g)) =
J JJ fg dp -f dcr g dcc. f. g E 3. has continuous sample paths along f E (3, d) .
Furthermore, it follows from the Arzela-Ascoli Theorem and a well-known formula on differentiation in the limit that (3,d) is relatively compact. Since n,, has a natural extension to the closure of 3, we may assume w.1.o.g. that 9 is closed and hcncc compact. In particular, (.F, tf 1 is separable. By standard arguments one can see that on C(9) (=space of real continuous functions on 9), the Borel-field pertaining to the uniform topology coincides with the cr-field generated by the projections C(3) 3 ff -H(f). f E 9. This shows that (r,, is a random element in C (S) . Hence its distribution is well dctincd. In the main thcorcm of this section WC shall show that under some mild conditions on F, the d.f. of 5,. {cl,,(f): f E9t) convcrgcs to {G(f): f E 9}, which is a ccntcrcd CIaussian process with the same covariancc structure as in (0.1). Also, G may bc chosen so as to have continuous sample paths along f E (g, d) .
In what follows a wri~lrf functiotl is any positive continuous function on (0, I) nondccreasing (nonincreasing) in some neighbourhood of zero (one), and
will be the inverse of F.
Theorem

Let F be a distribution furtction on the real line with I_( = F-'(O), 17 = F -l(l), F(il) = 0. Suppose F has a density F' which is strictly posirice and cotzritu~ous or1 (4, li) and we have fitlife limits
Assume that for some weight frmction h,
Before proving the above result, we shall make some comments on the conditions (1.1) and (1.2). For this, suppose w.l.0.g. that h has a continuous derivative h' on (0, 1). Consider the condition Then, by the monotonicity of h in neighbourhoods of zero and one, one obtains that each of ( 1.1) and ( 1 .l') implies )n 111 (F(u )) + 0 as u -, *f03. Hence, upon intcprating by parts, (1.1) and ( 1. I') arc equivalent, and in each case
13~ fliildcr's inequality, ( I. I') holds whcncver On the other hand, if g(f) 3c >O in a neighbourhood of zero, (1.1) implies II, b/F(u) dlc < SC. x E W, which, upon integrating by parts, yields jlD 11 'F(du) < JO. Similarly for the upper tails, i.e., F has a finite second moment.
To prove the theorem we shall always use the representation of a, in terms of a uniform empirical process 6, on [0, 11. Condition (1.2) will be needed to show that the sequence (8,,(f )/h(f ): 0 <I < I) is stochastically bounded, as n -t JO. Together with ( 1 .I 1 this w;ll guarantee tightness of {n"(f): /E $}. n E bl.
Note that
In this form (1.1) sets a condition on the density-quantile function F' 0 F-'. When using the above representation of a,, it will be more convenient to work with the last integral rather than its original form. Since F' is bounded away from zero on I we may apply the continuity theorem on weak convergence to get from Donsker's result that the last summand converges in distribution to
By choosing s' sutficiently small we may therefore infer that for all n E iV l%(f)--cr,(g)Is3c: for all f, g E 9 with d(f, g) s 6, up to an event of probability less than or equal to 3~. 0
Proof of Theorem 1.1. First note that by the multidimensional central limit theorem the finite dimensional distributions of {a,(f): f~ 9) converge to those of {G(f): f~ S}. Furthermore, USC Lemma 1.6 to find, for given TJ >O, an cquicontinuous class X of functions in C(9) such that a,,( *) E X with probability greater than 1 -v, for each n E RJ. Finally, USC: (1.9) again to get some finite K such that for all n E N A slight modification of the arguments given in the proof of [l, Theorem 8.21 now shows that {a.(/):f~ 9}, n E fV, is tight. This proves Theorem 1.1. 0
Distances of probability measures
Let .II denote the space of all probability measures on the real line endowed with the topology %! of weak convergence. It is known that (J, 'U) may be metrized by each of the following two metrics: where Lip(1, 1) is the class of Lipschitz functions of order 1 bounded by 1. The metrix dp, was introduced in [16], while dg,_ (the dual-bounded Lipschitz metric) was defined in [9] . For the sequence of empirical distributions it follows from the Glivenko-Cantelli theorem that P-as.
d&d(~~~, cr I--, 0 as n + ax
It is known (cf. [5] ) that for a uniform sample the rate of convergence is of order n -l/2 roughly. This may be achieved by relating d.(~,, @FL) to the maximal deviation be&en F,, (the empirical d.f.) and F, for which well known estimates exist. In general, the same rate of convergence would yield asymptotic normality of smooth statistical functionals (see, e.g., [ll] ).
Actually, suppose that T is a functional on .C1 for which
where L is a weakly continuous linear functional (depending on F). Then L has the form
for some bounded continuous function 4, and therefore Formally, this cannot be achieved by a simple application of Theorem 1.1. Observe, however, that each f~ Lip( 1, 1) may be approximated arbitrarily closely by some function i continuously differentiable, bounded by one together with its first derivative.
In fact, take any smooth kernel function K with bounded support, say, such that K(y) dy = 1 and I K'(y) dy = 0.
For given E >O, define
Then, clearly Furthermore, .& := {f: : f~ Lip( 1.1)) is equicontinuous for each E ~0. Hence, Theorem 1.1 is applicable for each gC := {fC : fc Lip ( 1, 1) ). Unfortunately, the same is not true for the closure of IJ c,O SC, which is Lip( 1.1) (we may and do assume that K has been chosen so that J ]K'(y )y 1 dy c 1, whence gE c Lip(1, 1) ).
As to the boundedness problem, however, the answer is positive if the assumptions of Theorem 1.1 are satisfied. By the preceding approximation argument we need only consider those f for which f' exists and is continuous.
Then an argument (based on (1.9)) similar to the proof of Lemma 1.6 shows that under the conditions of Theorem 1.1 dt&,, CL) = O&-I") as n + co.
In particular, taking h(l)=(l(l -r)fn En l/f(l-t))"' in Theorem 1. , and later in [2] . Note that, since t-f, is a homeomorphism between I and 9 (endowed with the topology induced by d), both modes of convergence are equivalent. Our smoothness assumptions are somewhat stronger than those in [2] . This is due to the fact that in [2] the method of proof strongly uses the special analytical structure of 9, while in our case (3.1) follows from a fairly general invariance principle.
In [8] the study of e, was motivated by the fact, that certain hypotheses on F may be expressed in terms of CF. In this situation, a goodness of tit test may be based on the empirical characteristic function process. As an example one might consider the imaginary part of (P" to detect a significant departure from the hypothesis of symmetry. Note that by Theorem 1.1 it is now possible to consider larger classes of (symmetric) functions leading to tests with greater efficiency.
