Existing semi-supervised methods often have difficulty in dealing with multi-class/multi-label problems due to insufficient consideration of label correlation, and lack an unified framework for multi-modality data. Also, the classification rate is highly dependent on the size of the available labeled data, as well as the accuracy of the similarity measures. To overcome these disadvantages, we propose a semi-supervised multi-class/multi-label classification scheme, dynamic label propagation (DLP), which performs transductive learning through propagation in a dynamic process. Our algorithm emphasizes dynamic metric fusion with label information. A multi-modality extension of the proposed method has been demonstrated to be capable to deal with multiple data types. Significant improvement over the state-of-the-art methods is observed on benchmark datasets for both multi-class and multi-label tasks. The proposed method is proved to be particularly advantageous with very few labeled data.
Introduction
In classification, it is often hard to obtain a single fixed distance metric for points in the entire data space. Moreover, nice properties enjoyed by graph-based (built on the distance metric) twoclass semi-supervised classification [58] become less obvious in the multi-class classification situations [19] , due to the correlations of the multiple labels.
Supervised metric learning methods often learn a Mahalanobis distance by encouraging small distances among points of the same label while maintaining large distances for points of different labels [51, 49, 50] . Graph-based semi-supervised learning frameworks on the other hand utilize a limited amount of labeled data to explore information on a large volume of unlabeled data. Label propagation (LP) [58] specifically assumes that nodes connected by edges of large similarity tend to have the same label through information propagated within the graph. A wide range of applications such as classification [33] , clustering [18, 7] , dimension reduction [40] and retrieval [31, 11, 32] have adopted the label propagation strategy. Another type of semi-supervised learning, co-training [9] , utilizes multi-modality features to help each other by pulling out unlabeled data to re-train and enhance the classifiers.
The above methods are mainly designed to deal with the binary classification problem. For the multi-class/multi-label case, the label propagation algorithm [58] becomes more problematic, and therefore some special care needs to be taken. A common approach to address the multi-class/multi-label learning is to use a one vs. all strategy. The disadvantage of one vs. all approaches is, however, that the correlations among different classes are not fully utilized. As discussed in [57] , taking the class correlations into account often leads to a significant performance improvement.
Recent years have witnessed an emergence of applying deep learning together with semi-supervised learning [3, 28, 22] . Different from graph-based semi-supervised learning methods, these deep models make use of latent representations learned from large amount of unlabeled data, and also try to learn an embedding from labeled data. These models usually need a great number of data together with careful manipulation of model configuration to work well.
An additional often underappreciated issue of existing semisupervised methods is that they lack enough power to learn a good manifold that can propagate labels when very few labeled data are given. This is due to the weak interactions between labeled and unlabeled data. However, local structures can be leveraged to improve this situation. In this paper, we propose a new method, dynamic label propagation (DLP), to simultaneously deal with the multi-class and multi-label problems. Our method incorporates the label correlations and instance similarities into a new way of performing label propagation. Our intuition in DLP is to update the similarity measures dynamically by fusing multiContents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/pr label/multi-class information, which can be understood in a probabilistic framework. The K nearest neighbor (KNN) matrix is used to preserve the intrinsic structure of the input data. We present comprehensive experimental results illustrating the advantages of the proposed method on multi-class categorization, object recognition, and multi-label classification.
To summarize, the contributions of the proposed DLP are threefold: (1) it extends the original LP to be able to deal with multiclass/multi-label problems with high efficiency; (2) it improves the ability of semi-supervised learning when the number of labeled data is small. (3) it can combine multiple data modalities into the current semi-supervised framework and significantly improve the accuracy over simple data fusion.
Related work
As discussed in Section 1, a popular strategy toward multiclass/multi-label learning is to divide it into a set of binary classification problems, using techniques such as one-versus-the-rest, one-versus-one, and error-correcting coding [1] . These methods however have certain limitations including: (1) the difficulty to scale up to large data sets, and (2) inability to exploit the coherence and relations among classes due to the use of independent classifiers. Also, they may result in unbalanced classification outputs, especially when the number of classes is large.
A lot of recent attention has been focused on addressing these limitations of semi-supervised multi-class learning. The existing algorithms can be roughly classified into three categories: densitybased, boosting-based and graph-based. First, a notable advance in density-based method is a multi-class extension to the TSVM by [52] ; however, its high computational cost limits it from being widely adopted. Second, there are a variety of semi-supervised multi-class extensions to the boosting-based methods [45, 37] ; these methods differ in the loss functions and regularization techniques; the disadvantage of them is the lack of ability to utilize the correlation between labels and input features (especially for the unlabeled data), which, to some extent, jeopardizing the classification accuracy. Third, some recent advances in graphbased methods adopt Gaussian Processes [41, 34] or Markov Random Walks [2] . Transduction by Laplacian graph [8, 17] is also shown to be able to solve multi-class semi-supervised problems; although these algorithms make use of the relationship between unlabeled and labeled data, their computational complexity is demanding, e.g. of Oðn 3 Þ. However, there are far fewer attempts to tackle the semisupervised multi-label problem, despite there being a rich body of literature about supervised multi-label learning. One popular method is label ranking [13] , which learns a ranking function of category labels from the labeled instances and classifies each unlabeled instance by thresholding the scores of the learned ranking functions. Although being easy to scale up, label ranking fails to exploit the correlations among data categories. Recently, category correlations are given more attention in multi-label learning. A maximum entropy method is employed to model the correlations among categories in [57] . [35] studies a hierarchical structure to handle the correlation information. In [21] , a correlated label propagation framework is developed for multi-label learning that explicitly fuses the information of different classes. However, these methods are only for supervised learning, and how to make use of label correlation among unlabeled instances is still unclear. [30] uses constrained non-negative matrix factorization to propagate the label information by enforcing the examples with similar input patterns to share similar sets of class labels. Another semi-supervised multi-label learning technique [12] develops a regularization with two energy terms about smoothness of input instances and label information by solving a Sylvester Equation.
A similar algorithm [54] solves the multi-label problem with an optimization framework with regularization of the Laplacian matrix.
Different from these semi-supervised multi-label methods, the proposed method explicitly merges the input data and label correlations. Moreover, by doing projection on the fused manifolds, DLP further takes advantage of the correlations among labeling information of unlabeled data. Our work also differs significantly from a very recent algorithm [23] , which emphasizes the learning of fusion parameters for unlabeled data; the focus here is however the dynamic update of the similarity functions from both data and label information. In addition, our method is a unifying framework for both multi-class and multi-label classification.
The current literature addressing combined multi-class and multi-label problem is still limited. The reason is two-fold. First, the multi-label problem considers the label correlations, but it may lead to a loss in the discrimination power of the multi-class classifiers. On the other hand, the prediction function learned in the multi-class problem often fails to solve the multiple overlaps of different labels in the multi-label problem. The proposed dynamic label propagation method (DLP) aims to solve semisupervised multi-class and multi-label problem simultaneously by combining the discriminative graph similarities and the label correlations in a dynamic way, while preserving the intrinsic structure of input data. These two steps can well balance the different needs of the multi-class and multi-label problems.
Label propagation
First, a brief introduction of the well-known label propagation algorithm is provided in this section. We are given a finite weighted graph G ¼ ðV; E; WÞ, consisting of a set of vertices V based on a data set X ¼ fx i ; i ¼ 1; …; ng, a set of edges E of V Â V, and a nonnegative symmetric weight function W : E-½0; 1. If Wði; jÞ 4 0, we say that there is an edge between x i and x j . We interpret the weight Wði; jÞ as a similarity measure between the vertices x i and x j . If ρ is a distance metric defined on the graph, then the similarities matrix can be constructed as follows:
for some function h with exponential decay at infinity. A common choice is hðxÞ ¼ expðÀxÞ. Note that μ and σ are hyper-parameters. σ is learned by the mean distance to K-nearest neighborhoods [53] .
A natural transition matrix on V can be defined by normalizing the weight matrix as Pði; jÞ ¼ Wði; jÞ
so that P j A V Pði; jÞ ¼ 1. Note that P is asymmetric after the normalization.
Denote the dataset as X ¼ fX l ⋃X u g, where X l represents the labeled data and X u represents the unlabeled data. One important step in label propagation (LP) is clamping, i.e., the labels of labeled data must be reset after each iteration. For the two-class LP, we refer readers to [58] ; for the multi-class problem, 1-of-C coding representation is often used, so the label matrix is 
Dynamic label propagation

Local similarity
Given a dataset X and its corresponding graph G ¼ ðV ; E; WÞ, we construct a KNN graph G ¼ ðV; E; WÞ: the vertices of G are the same as in G, and weighted edges are those nearby ones only. In other words, those similarities between non-neighboring points (in terms of the pairwise similarity values) are set to zero. Essentially we make the assumption that local similarities (high values) are more reliable than far-away ones and accordingly local similarities can be propagated to non-local points through a diffusion process on the graph. This is a mild assumption widely adopted by other manifold learning algorithms [43, 36] .
Using K nearest neighbor (KNN) to measure local affinity, we construct G with associated similarity matrix:
Then the corresponding KNN matrix becomes Pði; jÞ ¼ Wði; jÞ
Note that P carries the full pair-wise similarity information among the data whereas P only encodes the similarity to nearby data points. However, P incorporates the robust structural information about the input data space. For clarity, we call P the status matrix and P the corresponding KNN matrix.
Label fusion on diffusion space
One disadvantage of label propagation is that it does not work well on multi-class/multi-label classification problem due to a lack of interplay among labels within different classes. In this paper, we propose a dynamic version of label propagation that aims to improve the effectiveness on multi-class/multi-label classification. Our main idea is to have an improved transition matrix by fusing information of both data features and data labels in each iteration (Fig. 2) .
Given the kernel P t , where t denotes the number of iterations, we can define the diffusion distance [25] at time t as D t ði; jÞ ¼ J P t ði; :ÞÀP t ðj; :Þ J :
The diffusion process maps the data space into an n-dimensional space R n t (called diffusion space as in [25] ) in which each data point is represented by its transition probability to the other data points. Our dynamic label propagation process, akin to label propagation, is an iterative algorithm. At iteration t, x t corresponding to the latent representation in the diffusion space for the data while y t corresponding to the latent representation in the diffusion space for the label. It is reasonable to assume that for each data x t A R n t , we have pðx t Þ ¼ N ðx t j μ t ; P t Þ, where μ t is unknown. Note that the label matrix Y t contains information about class labels, and the correlation of these labels K Y ¼ Y t Y T t can be viewed as the similarity between data points in the label space Q n t , and data points in this label space Q n t have the probability pðy t Þ ¼ N ðy t j 0; K t Þ (Fig. 2) .
We divide our method into two steps: Kernel Fusion and Kernel Diffusion, and we begin by describing kernel fusion. First, we want to combine both data and label spaces, hoping labels albeit partial label information can help boost the accuracy of label propagation. It is straightforward to combine x t and y t in the diffusion space:
Here α is a hyper-parameter that represents the weights for the label information. And z t denotes the newly fused latent representation in the diffusion space. It is easy to verify that z t still follows with a Gaussian distribution:
This also sheds light on how to operate this fusion process explicitly, which is the fusion of the status matrix P t and the label kernel K Y ¼ Y t Y T t . Hence, the fused kernel is then
This simple fusion technique considers the correlation among the instance label vectors. The underlying assumption is that two instances with high correlated label vectors tend to have high similarity in the input data space. The correlation between label vectors can represent the label dependency among instances, especially for the multi-label/multi-class problem. The advantage of the fusing transition kernel and the label correlation is two-fold. On one hand, two instances with high correlated label vectors are likely to have high similarity in input data space, this fusion process therefore enhances the fitness of the kernel matrix for the input manifold. On the other hand, the resulting kernel matrix leads to better label information through next round of label propagation. In this way, we build up a dynamic interaction process between the feature space and label space. However, since the label information is dynamically updated during the propagation process, the resulting label information after the initial several rounds no longer improves the transition matrix, sometimes even makes it worse. To deal with this problem, we design a novel fusion-operator based on the local neighbors as follows.
The second main step is kernel diffusion. Assume P 0 is the initial status matrix of the input data calculated using Eqs. (1) and (2), and P ¼ KNNðP 0 Þ by Eqs. (3) and (4); We employ this linear operator P to do the projection
where ε is white noise, i.e. pðεÞ ¼ N ðεj 0; 1Þ. Note that P is a sparse version of P 0 and only local neighbor information in the space is kept in the operator P:
With this linear operation, we have
The marginal distribution of x t þ 1 is
The above equation implies that the essence of dynamic label propagation is to do linear operations on diffusion space iteratively. Note that x t þ 1 is a point in the diffusion space. Instead of performing linear projection in the original data space, we do projection in the diffusion space. The advantages of projection onto the diffusion space are two-fold: (1) we avoid the need to perform computational expensive sampling procedures in the input space; (2) the resulting variance matrix again is a good diffusion kernel for label propagation.
The intuition behind this projection lies in the fact that simple fusion of label correlation in Eq. (8) would result in a degeneration at the first round when the learned label information of unlabeled data is not accurate enough to infer the similarities in the input space. Hence, inspired by [46, 20] , we need to re-emphasize the intrinsic structure between all the input data by the KNN matrix. From (13), we can see that the diffusion process propagates the similarities through the KNN matrix. In this way, we can adjust the fused kernel matrix to maintain part of the information of the initial structure.
The direct reflection of this projection on diffusion space is that, at each iteration, we construct the transition matrix for next iteration to be
Thus, we have information between dominant neighbors are propagated into the transition matrix of next iteration. An important observation is that if data i and j have common dominant neighbors in both similarity metrics, it is highly possible that they belong to the same class. We summarize the details of dynamic label propagation in Fig. 3 .
Analysis
Convergence analysis
It is difficult to give a formal theoretical proof of the convergence of DLP. However, empirical experience shows DLP converges much faster than LP (see Fig. 5 ). Usually, LP needs 1000-5000 iterations to converge, while DLP only needs 10-50 iterations. This is because the diffusion process projects the fused manifold into a KNN structure where only local similarities are preserved. The learned labels can improve the similarity between input instances quickly.
A loose theoretical proof of convergence can be constructed based on the spectral analysis of the diffusion projection P. Since P is a KNN matrix of P 0 , it is easy to see that the spectral radius of P is less than 1. We have
þ½ðPÞ
where o(t) is an infinitesimal as t approaches infinity, and Y ð1Þ A R nÂC is a constant label matrix. We observe that since the spectral radius of P is less than 1, we have lim 
Time complexity
The traditional Label Propagation algorithm has a complexity of Oðn 2 Þ, however, since our DLP only diffuses the similarities on KNN structures, DLP shares the same scale of time complexity. For the step of kernel fusion, we only perform the addition of two matrices, so the time cost is Oðn 2 Þ. For the step of diffusion in Eq. (12), we decompose it as in Eq. (13), from which we observe that only local neighbors are used to propagate the similarities. An easy way to speed up the diffusion process is, first we keep a record of the KNN matrix and then every time we perform the diffusion process, we extract the fixed local structure from the KNN structure and only perform multiplication K times for each pair of data points. Therefore we can update the transition kernel in (12) in time Kn 2 þ Kn. To summarize, the overall time complexity of DLP is OðKn 2 Þ, where K⪡n.
Parameter analysis
There are several parameters to tune in DLP. How to choose the number of neighbors in the KNN matrix P remains an open problem. A small K leads to insufficient structural information in P; a large K value results in an increase in the time complexity and loss in the sparsity in P. There is a trade-off between accuracy and complexity. In all our experiments, we choose K from f10; 20; 30; 40; 50g by 10-fold cross-validation. Another two important parameters in DLP are α and λ. α is the weight of label correlation, while λ represents the importance of regularization. Fortunately, DLP is not sensitive to these two parameters. Fig. 3 . Algorithm of dynamic label propagation (DLP). Fig. 4 . Algorithm of multi-modality dynamic label propagation (MDLP).
Extension to multi-modality DLP
It is not uncommon to have multiple description of a set of data in many data science applications. For example, for a same image, we can have more than one feature to describe this image. Typical examples are SIFT, HOG and various variants of these descriptors. Different descriptors often give a partial representation of an image with different focus [46] . It remains to be an open problem to best combine multiple views of a same set of data.
Here we provide a natural extension of multi-modality DLP. The main idea is that we use the average of multiple graphs as a "consensus" graph that contains an agreement of multiple graphs. Given m different views fX ðiÞ ; i ¼ 1; …; mg, we can construct m transition graphs fP ðiÞ ; i ¼ 1; …; mg and corresponding KNN graphs f P ðiÞ ; i ¼ 1; …; mg from these views. Similar with DLP, we aim to update the similarity graphs iteratively. On the t-th iteration, we construct a consensus graph P c t ¼ ð1=mÞ
. We run label propagation on this consensus graph:
We also project this consensus graph to each individual KNN graph and update the similarities:
We summarize the details of multi-modality dynamic label propagation in Fig. 4. 
A toy data
We first test our dynamic label propagation on a toy data set. It consists of five circles (i.e., 5 classes) (see Fig. 5(A) ). This is a challenging dataset since it contains multiple classes and only one in each class is labeled. We test the effect of the two steps in the dynamic label propagation. We construct the KNN matrix as in [47] . We omit the first step that fuses the label correlation with the kernel matrix. The other steps are all the same. The result is shown in Fig. 5(B) . Second, we do the first step to fuse label correlations but omit the second step of kernel diffusion. The result is shown in Fig. 5(C) . Comparing these two results, we see that each step is important to the final result of DLP. Without the label correlation, DLP fails to capture the dependence between different classes; without the kernel diffusion process, the DLP goes wild because the label correlation in the beginning provides a poor guidance for the kernel matrix. In addition, we show the classification results of DLP and LP in Fig. 5(D) and (E). It is observed that our method only needs a few iterations to converge while LP gets a reasonable result only after thousands of iterations.
Experiments
Semi-supervised multi-class learning
We compare our DLP with several popular semi-supervised learning methods: (1) Label Propagation (LP); (2) a variant of LP on KNN structure (LPþKNN) [42] ; (3) Local and Global Consistency (LGC) [56] ; (5) Transductive SVM (TSVM) [39] ; (6) LapRLS [5] . Note that for LP and LGC, we use one-vs-the-rest methods to deal with multi-class problems; for TSVM and LapRLS, they have their own multi-class extensions.
We use 6 multi-class datasets 1 to perform a thorough comparison.
These datasets cover different research fields (e.g., signal processing, computational biology) and exhibit different properties, such as their different dimensions. Detailed statistics about these datasets can be found in Table 1 . Results are shown in Fig. 6 . We randomly sample different percentages of labeled data with label rate ranging from 1% to 10%. For each fixed label rate, we perform 10 independent experiments with random sampling. Average accuracy is reported. An noticeable observation is that, when the label rate is small, our DLP can achieve significant improvement over existing methods. One reason is that our DLP can exploit both local structure and potential label correlation to help enhance the graph structures that are essential to help graph-based semi-supervised method. To connect a strong interaction between labels and unlabeled data is very helpful for label propagation.
Semi-supervised multi-label classification
In this section, we test our method on the task of semisupervised multi-label classification. Three standard datasets about multi-label learning are used: Corel dataset for automatic image annotation [14] , Yeast data for gene functional analysis [15] , and Scene dataset for natural scene classification [10] . Table 2 shows the summary of these three datasets.
We evaluate the performance using two common evaluation metrics: (1) F1 Micro which can be seen as the weighted average of F1 scores over all the categories; (2) average precision which evaluates the average fraction of labels ranked correctly aligned with the true labels. Apparently, the higher these two metrics are, the better the performance is. We refer the details of the evaluation metrics to [44] . We compare our methods with three popular multi-label methods: (1) Mlknn [55] , which uses a naive but effective KNN classification [23] , which adopts graph-based methods to propagate sets of labels. Tram is a similar method with the proposed method in the sense that we fall into the same streamline of propagating labels on graphs. However, the difference lies in the fact that DLP iteratively updates the graph while Tram uses static graphs. We show the comparisons in Fig. 7 . Again, we observe that DLP obtains the most improvement over the alternatives when the label rate is low. This suggests that label correlations can help boost up the performance even if only potential labels are used [21] .
Multi-modality semi-supervised learning
In this section we benchmark our method on the task of multimodality classification in which multiple features/similarities are Fig. 6 . Results on six multi-class datasets. Label rate refers to the percentage of labeled data. given to describe the same images. The proposed DLP can be naturally generalized to multi-modality learning. We compare MDLP with both LP and DLP on a single similarity graph and one of the existing competing alternatives: Co-Tran [4] which combines both co-training and label propagation together. We test our multi-modality extension of DLP on two datasets. One is a popular shape dataset MPEG7, which consists of 70 classes of shapes with 20 images per class. We use two different shape descriptors: Shape Context [6] and Inner Distance [29] . Shape Context describes a shape by spatial histogram of the contours while Inner Distance gives a representation from the skeletons of a shape. We randomly sample k shapes from each class and use them as labeled examples. The rest are treated as unlabeled data. For each number of k, we sample 100 different times and record the average accuracy. The comparison is given in Fig. 11(A) . We can see that our MDLP outperforms the existing alternatives significantly. To provide a vivid sense of why our MDLP works better, we show the original similarity networks and the learned similarity by MDLP in Fig. 8 . We can see that MDLP can generate a much cleaner similarity graph with stronger block structures therefore gaining significant improvement. Sensitivity test on MPEG7 is also performed (Fig. 9) . We vary the hyper-parameters used in our DLP and report the corresponding results. It shows that the proposed DLP is robust to the choices of hyper-parameters (Fig. 9) .
We also test our algorithm on the well-known Caltech-101 dataset [16] which consists of 101 classes and a collection of background images. We selected 12 classes (including animals, faces, buildings) from Caltech-101, which contains a total of 2788 images. These classes are chosen due to the relatively large number of available images within the category. The number of images per category varies from 41 to 800, most of which are medium resolution, i.e. about 300 Â 200 pixels. Fig. 10 shows some samples of the subset.
We use two kinds of variants of SIFT feature: SIFT with localityconstrained linear coding (siftLLC) [48] and SIFT with Spatial Pyramid Matching (siftSPM) [26] . The SIFT features are both extracted from 16 Â 16 pixel patches on a grid with step size of 8 pixels. The codebooks are obtained by standard K-means clustering with the codebook size 2048. The distance between two images is obtained by the χ 2 distance between two feature vectors.
We vary the proportion of labels data and report the results of prediction accuracy in Fig. 11(B) .
It is observed that our MDLP can well integrate multiple descriptions of image objects and outperform label propagation on either single view or multiple views. Why is the proposed dynamic label propagation (DLP) capable of improving multi-class/multilabel/multi-modality semi-supervised classifications? The key idea is that when you have noisy data and labels, two things can be exploited to better the performance. First, local structures in a graph provide a more trustworthy tool especially to transductive methods. It prevents high-order error propagation and also improves transitive similarities. Second, label information, even if not perfect, can provide correlations between the label space. This preliminary label information contains some global structural information of the graph and therefore can be well incorporated into the graph in turn to help improve the graph structures. 
DLP on large dataset
We also demonstrate the scalability of DLP on large scale dataset, with an additional comparison with recent deep learning models. First, we compare with one of the most widely-used deep learning models in computer vision: Convolutional Neural Network (CNN) [24] . This model is served as a baseline because it only uses labeled data in training. Second, we compare with two recent semi-supervised deep learning models [28, 22] . Pseudo-Label [28] (PL) trains deep network using both unlabeled and labeled data by utilizing the labels with maximum predicted probability. Another more sophisticated work called deep generative model (DGM) [22] proposed two models: Model One (M1) aims to construct a latent feature embedding which allows for higher moments of the data to be captured by the density model. Another model (M2) describes the data as being generated by a latent class variable in addition to a continuous latent variable. The data is explained by the generative process, which can also be seen as a hybrid continuous-discrete mixture model where the different mixture components share parameters. Classification power can be greatly improved by stacking these two models together (M1 þM2). Details are referred in [22] .
These deep learning models need a large dataset to perform properly. We chose a widely used benchmark dataset MNIST [27] , which consists of 60,000 digit images ranging from 0 to 9. Among the 50,000 training data, we selected different number of labeled images and report the accuracy on the test data. Results are shown in Fig. 12 .
We can observe that our DLP can still achieve comparable results with these recent advances using deep learning models while enjoying a much smaller complexity. Particularly, our DLP achieves a decent performance when the number of labeled data is small. Note that these deep learning models are not able to deal with multi-modality and multi-label classification problems.
Conclusion
In this paper, we have proposed a novel classification method named dynamic label propagation (DLP), which improves the discriminative power in multi-class/multi-label problems in the framework of semi-supervised learning. Our method explores the effect of labeled information and local structure in improving the transition matrix in semi-supervised learning. The significant performance improvement on toy data and some popular natural object images has demonstrated the effectiveness of DLP for multiclass/multi-label classification. Our future work will focus on providing deeper theoretical understanding of the approach. 
