We present a theoretical model for self-assembling DNA tiles with flexible branches. We encode an instance of a ''problem'' as a pot of such tiles for which a ''solution'' is an assembled complete complex without any free sticky ends. Using the number of tiles in an assembled complex as a measure of complexity we show how NTIME classes (such as NP and NEXP) can be represented with corresponding classes of the model.
Introduction
One of the most striking proposals for a new kind of computer is the one based on self-assembly of molecular ''tiles'' made of DNA, in which the assembly process is regulated by the chemical bonding properties of DNA. Several DNA computations have been conducted, and many researchers are hopeful that this technique may be used in practice some day. Meanwhile, the empirical and theoretical experience gained by research in DNA self-assembly can be useful in researching other selfassembly phenomena, for which very little theoretical base exists.
In this paper, we present an algebraic model for a type of DNA computation (based on the self-assembly of ''flexible tiles'') introduced in [14] [15] [16] and [28] , and we use this model to determine the computational power of this type of DNA selfassembly. It turns out that the classes of queries computed in this way correspond (in a sense) to the NTIME classes of queries.
The outline of the paper is as follows.
• In Section 2 we briefly outline the background of this type of DNA self-assembly, concentrating on the use of ''flexible tiles'', i.e., tiles that can change shape in order to adhere to each other with minimal geometric constraints. We outline our goals in modeling these computations.
• In Section 3 we present the basic definitions for our model as a computing system. We present a formal description of how tiles in a ''pot'' can assemble into ''complexes''.
• Section 4, contains two examples that provide an inspiration for the complexity classes defined in the following section.
The first example is the question of whether a graph has a cycle, and the second is 3SAT.
• Section 6 contains the main representation theorem: given a suitable class F of bounds on the number of tile types, the class of queries flexible-tile assembly computable with these bounds is precisely NTIME(F).
A preliminary abstract of this work was presented in [17] ; further work was presented in [19] , and [20] , while this model was compared with the more classical model with rigid tiles in [18] .
Flexible branched junctions with sticky ends
DNA occurs naturally as pairs of strands of nucleotides linked by hydrogen bonds in ladder-like rungs. To join, the two strands must be (Watson-Crick) complementary: an adenine (A) nucleotide on one strand links to a thymine Fig. 1 . Bonding of two DNA junction molecules. The double helix structure is not depicted for simplicity. The arrowhead indicates the 3 end also ending with a single-stranded sticky end sequence. (The strands are oriented, with a 3 or ''ascending'' direction, the opposite being the 5 or ''descending'' direction; the two strands of a DNA molecule have opposite orientations.) (T) nucleotide on the other, just as a guanine (G) nucleotide on one strand links to a cytosine (C) nucleotide on the other. A collection of single strands can be glued along complementary segments to form ''branched junction DNA molecules'' [29, 34, 35] which can serve as the basic building blocks in (self) assembly experiments. Given these tinkertoylike molecules -here called tiles -they can be assembled into more complex structures. The tiles, i.e., branched junction DNA molecules can be designed such that each arm ends with a single stranded extension called a sticky end, or a port. In this sense, a regular double stranded molecule with both ends extended with sticky ends, can be seen as twoarmed branched junction molecule. A sticky end joins with another sticky end containing a Watson-Crick complementary sequence (a pair of tiles joining along sticky ends is depicted in Fig. 1 ). In this way, two (or more) branched junction molecules can assemble in more complex structures. Starting with a test tube (called a pot here) of a mix containing carefully designed tiles whose ports, i.e., sticky ends, are encoded in a predefined way, more complex and graph like structures can be assembled. Such structures include more complex building blocks, such as DX and TX molecules [11, 22, 30] , including two-dimensional arrays [36, 37] , three dimensional graph-like structures [14, 28, 38] and polyhedra [6, 39, 31, 9] .
It was also observed that the coding of the sticky ends (ports) can be used in a way that a computation, or a result of an information processing, is obtained. Starting with the first Adleman's experiment [1] , several instances of computations using DNA tiles have been obtained experimentally: binary addition (simulation of XOR) using triple cross-over molecules (tiles) [23] , a 9-bit instance of the ''knight problem'' using RNA [10] , and a small instance of the maximal clique problem using plasmids [13] , to name a few. Authors in [27] used algorithmic self-assembly of DNA Wang-like tiles (DX molecules) to simulate cellular automata and obtain two-dimensional arrays of the Sierpinski triangle, as well as basic computing operations of copying and counting [5] . Recently, Rothemund developed a relatively straightforward technique of designing and self-assembling arbitrary shapes [25] .
However, there is a real need for understanding the limitations, boundaries, and complexity of the self-assembly process. Much of the theoretical work to describe and understand self-assembly has been concentrated on the self-assembly of Wang-like tiles, i.e., rigid DNA molecules, but only a few theoretical results have been obtained. The complexity, measured as the number of kinds of tiles needed for a unique assembly of n × n squares, is considered in [26] , where it was observed that only O(log n) molecules are needed for this task. Comparison of such ''shape'' complexity with Kolmogorov complexity is investigated in [32] . The same model was used to theoretically observe a possible tile self-assembly of a cube [21] . In [2] , computing the minimal number of tiles needed for unique self-assembly in a given shape proved to be NP-hard, and the question of whether a given set of tiles arrange in an infinite ribbon-like shape was proved to be undecidable [3] .
In this paper, we consider a different model. We consider the self-assembly process of flexible branched junction molecules. Molecules with long arms are flexible, and those that have short arms can be made more flexible by adding a non-hybridized short sequence of T's at the junctions or along the arms. Bulged T's were used in the construction of the graphs in [14, 28, 38] . This permits the construction of arbitrary graphical structures without being limited by geometric constraints.
This model was initiated in [15, 16] , and a heuristic model to predict the distribution of products of self-assembly was presented in [19] . In [24] , by allowing a different strength on the sticky ends a model allowing disintegrating, as well as annealing, was investigated. There, the computational complexity as to whether certain pots produce a complete complex was investigated. A related follow-up work was also done in [4] . In this paper, we take a somewhat reverse course from [24] . We ask what are the problems solvable by flexible tile DNA self-assembly. Using the number of tile types as a measure of space complexity, we find that for a suitable class F of functions N → N pots that yield complexes with tiles f ∈ F correspond to the non-deterministic F-time complete problems. Specifically, on one hand, we find that all flexible tile DNA computations are reducible to nondeterministic integer programming problems, and on the other hand, any nondeterministic computation can be simulated by a flexible tile computation. The initial introduction of the model described here was presented in [17] where the result was introduced when F is the class of polynomials. Here, we give a detailed theoretical description of the self-assembly model of flexible tiles and prove the correspondence of standard nondeterministic complexity classes with corresponding classes of pots yielding complexes with a bounded number of tiles.
Preliminaries and notation
The number of elements in a finite set A is denoted by #A. The minimal element of the set of natural numbers N is 0. Let H be a finite set. A labeled multigraph G with labels in H is a 4-tuple G = (V , E, η, λ) where V is a finite set of vertices, E is a finite set of edges, η : E → P V is a function from E to the set of two-element subsets of V , the set P V , and λ : E → H is a labeling function. For an edge e ∈ E the two vertices in the set η(e) is the set of endpoints of the edge e. As G is a multigraph, there might be several edges with the same set of endpoints. Note that this definition does not include multigraphs with loops. When η is injective, G is simply a graph.
For a vertex v ∈ V we define the neighborhood of v as N v = { w | w = v or ∃e ∈ E, η(e) = {v, w} }. We abuse the notation: the subgraph of G generated by N v (vertices in N v and all edges with end points in N v ) is also denoted with N v . The
A subgraph G of G generated by the vertex subset V is the subgraph that consists of vertices V and all edges that have endpoints in V . A subgraph G is generated by an edge subset E if it consists of all endpoints of the edges in E and edges E . The labeling of the edges is inherited from G. Given two labeled multigraphs G 1 and G 2 with labels in H 1 and H 2 respectively, a graph homomorphism from G 1 to G 2 ,
for all e ∈ E 1 . As is standard in graph theory, we write φ for any of φ v , φ e , or φ h when it is clear from the context which one of the three is used. In this paper, we require that φ h be the identity when
A graph homomorphism is onto if both φ v and φ e are onto. The homomorphism is called an isomorphism when both φ v and φ e are bijections.
For a set T a multiset of elements of T is a pair (T , f ) where f : T → N. The number f (t) is the multiplicity of t ∈ T . To ease notation, we write T for the multiset (T , f ) taking the disjoint union of the copies of t in T , and hence consider it as a set when needed.
The combinatorial model
In this section, we introduce a model of DNA self-assembly given by flexible tiles based on graph theory.
Let H be a finite set whose elements are called ports and let θ : H → H be an involution, i.e., θ (θ (h)) = h. For each h ∈ H, we call θ (h) ∈ H the complementary port such that ports of codes h and θ (h) may bond. Here we encode the sticky ends of the arms of the DNA branched junction molecules with ports, elements from H. The involution θ indicates the Watson-Crick complement. We use ''ports'' instead of ''sticky ends'' to suggest that a similar approach can be taken for self-assembly processes of other chemical molecules where bonding can occur through other type of molecular bonding between the ports rather than complementarity. In that case, the involution θ can be substituted by the appropriate relation on H. In this paper, however, we concentrate on ports that simulate the sticky ends of the arms of the DNA flexible tiles. An involution θ on H is deranging if, for all h ∈ H, θ (h) = h. 
A tile is a ''star-like'' graph, the vertex t of a k-tile t is called the central vertex of t and its degree is k. All other vertices of t have degree one and an edge incident to one of them is also incident to the central vertex. Denote the one-degree vertices of t with J t , i.e., J t = { j 1 , . . . , j k }. A k-tile can be seen as a physical representation of the k-arm branch junction molecules. A tile is a k-tile for some k. For each h ∈ H, any tile of type t has exactly t(h) ports of type h. In general, a tile type can be regarded as a multiset of port bonding types (although we will usually have t(h) ≤ 1 for all h ∈ H, making t akin to a set). Observe that h∈H t(h) = deg( t ). The definition of λ implies that either t(h) > 0 or t(θ (h)) > 0 but not both. In other words, arms of the same tile cannot bond. Note that each tile type corresponds to a unique tile, in the sense that every two tiles that are of the same tile type are isomorphic.
Definition 3.
A pot type over a PBS (H, θ ) is a set P of tile types over (H, θ ). A pot P is a multiset of tiles with tile types in P.
We presume that for each pot P there is an arbitrarily large number of tiles of each type.
Let T be a finite multiset of tiles as a disjoint union of tiles with certain tile types. Denote T = { t | t ∈ T } and with J T = ∪ t∈T J t . Further E T = ∪ t∈T E t and η T , λ T are extensions of η t and λ t to domain E T for each t ∈ T . Let G T = ( T ∪ J T , E T , η T , λ T ) be the disconnected graph which is the disjoint union of the tiles in T .
Definition 4.
The finite multiset of tiles T admits a graph G T = (T ∪ J, E, η, λ) if G T is connected and there is an onto graph homomorphism φ : G T → G T such that φ| T is a bijection onto T , φ| J T is onto J, and for each j ∈ J, #φ −1 (j) ∈ {j , j } satisfies: φ(j ) = φ(j ) implies λ t (e) = θ (λ t (e )) where η t (e) = { t , j }, and η t (e ) = { t , j } Note that all vertices in J have degrees either one or two, as they are images of vertices of degree one in G T and each can have at most two preimages. If a vertex j ∈ J has degree two, then it is incident to two edges, one with label h and the other with label θ (h). Let J = J ∪ J where J consists of all vertices in J of degree one and J consists of all vertices in J of degree two.
Lemma 3.1. Let T be a finite multiset and G T be a graph admitted by T through a homomorphism φ : G T → G T . Then the restriction φ| t is an isomorphism from tile t in G T to the neighborhood N t in G T .
Proof. It follows directly from the definition of graph homomorphism and the properties of φ. Note that φ( t ) = t and for each j ∈ J t , φ(j) ∈ J. Each edge e in t with endpoints { t , j} maps to an edge in E with endpoints {t, φ(j)} as φ is graph homomorphism. Note that deg( t ) ≥ deg(t) since φ −1 (t) = t and every edge incident to t is an image of an edge incident to t . Since a tile cannot have two edges one with label h and the other with label θ (h), there are no two vertices j and j in t that have the same image under φ. Hence, distinct edges in t map to distinct edges in N t .
It follows from the definition that each tile is a graph admitted by itself. By connecting k-arm DNA branched junction molecules, two connecting arms can be considered as a new ''edge'' between the junctions. Similarly, such two-degree vertices in G T can be ignored and the two incident edges to each of those vertices can be substituted with a single edge. This generates multigraphs which we call ''complexes''.
Definition 5. Let G T be a graph admitted by a multiset of tiles T . The complex C T admitted by T generated by G T is a multigraph obtained from G T with labels in H by (a) removal of the vertices J , and (b) for each j ∈ J , removal of the pair e 1 , e 2 with η(e 1 ) = {t 1 , j}, η(e 2 ) = {t 2 , j}, λ(e 1 ) =∈ H + and adding an edge e with η(e) = {t 1 , t 2 } with label λ(e) = λ(e 1 ).
Again, for each tile t J t = ∅, so a tile can be considered as a complex admitted by itself, in which case the type of the tile is the same as the type of the complex. We say that C T is admitted by T if there is a graph G T admitted by T that generates C T . The type of a complex C T indicates the number for each of the types of its free ports.
Definition 6.
The set of complexes admitted by a pot type P is the set { C T | ∃T ∀t ∈ T , type(t) ∈ P, and C T is admitted by T }.
We assume that the assembly process occurs in an extremely dilute solution, so that when two complexes meet, all of their complementary free sticky ends join up before any other complexes are encountered, so we can treat the complex as if at no time does it have complementary free ports. (This is where the flexibility of the tiles is so critical.) Thus: Definition 7. A complex C admitted by tiles T is stable if, for each h ∈ H, either type(C)(h) = 0 or type(C)(θ (h)) = 0 or both.
Note:
In this paper, all complexes are stable unless otherwise indicated.
Unlike the case of tile types when each tile type determines unique (up to isomorphism) tile, non-isomorphic complexes can have the same type.
Consider the example shown in Fig. 2 . Three tiles shown in (a) are (maximally) connected to produce two non-isomorphic complexes of the same type admitted by the three tiles. The ports are shown with different colors and shapes, labels on the edges of the tiles indicate the port types. The graph homomorphism from the three tiles to the two graphs admitted by the 2 , p 3 → p and n 2 , n 3 → n for the graph to the right. The two corresponding complexes admitted by the tiles are depicted in (c). They are obtained from the graphs in b by removing the two-degree vertices j, k, p and n and connecting the corresponding two incident edges into a single edge.
Definition 8.
A complex is called complete if it has no free ports, i.e., if for all port bonding types h, type(C)(h) = 0. The set of all complete complexes admitted by a pot type P is called the output of the pot type P and is denoted with O(P).
The output of the pot type P is the set of complexes that have reached its ''final stage'' of the assembly, in the sense that they cannot change their structure any more.
Designing pot types that encode computational problems such that the solution of the problem can be realized within the output of the pot is the topic of the following sections.
Examples
We turn to the primary issue of this article: representing a query as a pot type, where the question ''does a solution exist?'' can be reduced to ''can a suitable complete complex be assembled?'' 
Cycles in graphs
A cycle in a (not necessarily labeled) multigraph G = V , E, η is a sequence of distinct edges and vertices
Consider the boolean query ''the graph contains a cycle'' (or ''the graph is not acyclic''). We present an algorithm for taking an input G and converting it to a pot type P(G) such that G has a cycle if and only if P(G) can generate a complete complex. Such a complete complex can in fact exhibit a cycle witnessing the truth of the query. Start with a PBS:
From this set of port bonding types, for each vertex v ∈ V of degree ≥ 2 and distinct edges e 1 , e 2 ∈ E incident to v, create a 2-tile of type t = t v,e 1 ,e 2 such that t(v , e) = 1 if v = v and e ∈ {e 1 , e 2 }, and t(v , e) = 0 otherwise. Note that for any tile type t, if t((v 1 , e 1 )), t((v 2 , e 2 )) > 0, then v 1 = v 2 , and h∈H t(h) = 2 = deg( t ) for every tile t of type t. A vertex is not represented by any tiles if it is of degree less than 2. The complete complexes admitted by such a pot are cycles of tiles, t 0 connected to t 1 connected to t 2 connected to ... connected to t k connected back to t 0 . Each tile t i in the complete complex represents a vertex v i , and each connection from a tile t i to a tile t i+1 will be represented by an edge from v i to v i+1 (and similarly for the connection from v k to v 0 ).
While it is straightforward to verify that every cycle has a corresponding complete complex, the converse is not true. A complete complex could have several tiles representing the same vertex, and thus actually representing a ''closed walk'' on the graph, i.e., a sequence v 0 , v 1 , v 2 , . . . , v n , v 0 , where each pair of successive vertices are adjacent in the graph, and (noting that a tile does not have two ports for the same edge, and hence the (acyclic) complex cannot connect two tiles representing the same vertex) each pair of successive edges are adjacent on the graph. On the other hand, if we choose the least k such • For a graph G the generated pot of type P(G) admits complete complexes if and only if the graph G admits cycles.
• If we conducted this experiment, and we got complete complexes, these complete complexes would represent closed walks, which in turn would contain cycles. The minimal complete complexes actually would represent cycles. This is an example of a problem in which the question ''does the inputted structure satisfy the given property?'' can be answered simply by checking if complete complexes are admitted by the pot, i.e., just by checking whether O(P) = ∅.
This criterion may not apply to other problems.
The 3SAT problem
The satisfiability query (SAT) has as its input a boolean formula ϕ, and SAT is TRUE if there is an assignment of {TRUE, FALSE} (or {T , F }) to the propositional variables in ϕ that would assign ϕ the value TRUE. (This is the archetypic NP-complete problem [7] .) Writing ''+'' for ''or'' and concatenation for ''and'', a formula ϕ is in conjunctive normal form (CNF) if it can be expressed as ϕ = c 1 c 2 · · · c r where each c i is a clause of the form (a 1 + · · · + a k ), and each a i is a literal, i.e., either a variable or a negation of a variable (we represent negation by overbars). It is in k-conjunctive normal form (k-CNF) if each conjunctive clause contains at most k literals. The satisfiability problem for 3-CNF formulas is known as 3SAT, and is also known to be NP-complete [7] .
Consider the example:
This 3-CNF ϕ in Formula (1) has value T for the assignments (x,
and F for any other assignment. Hence it is satisfiable.
For each formula ϕ we associate a pot type P(ϕ) in the following way. The set of port bonding types is Each of the seven tile types corresponds to one the seven truth assignments of the literals in c that make the clause ''true''.
Thus, the tile type corresponding to clause c 1 = (x + y +z) for ϕ in Formula (1) with assignment
, and is depicted in Fig. 3(a) .
For each variable x, if x appears in s clauses, we associate x with two tile types each with s + 1 arms. Each tile corresponds to one of the two possible truth values of the variable, T or F . Each of the ports on s of the arms is complementary to the corresponding port in one of the corresponding clause tiles (encoding θ (truth value, clause, variable)); the additional s + 1st port is connected to the tile of the negation of the variable and serves to ensure opposite truth value to the complement of the variable. Similarly, two tiles are encoded for the complement of each of the variables. The tiles corresponding to x andx for ϕ in Formula (1) assigning value F to x and T tox are depicted in Fig. 3 (b) . For ϕ in Formula (1), an example of a complete complex admitted by the tiles (suppressing edge labels and the truth assignments to the variables) is presented in Fig. 4 . . Tiles equivalent to the ones described for ϕ in Formula (1) can A self-assembly computation is obtained by putting a mixture containing tiles of certain types into a pot and identifying the complete complexes that are formed. At the end of the experiment, there may be some complete complexes of the desired form, some other complete complexes, and some incomplete complexes. The above lemma induces the concept for satisfiable pots within a given bound.
Definition 9.
A pot type is weakly satisfiable within bound b if it admits a complete complex of at most b tiles.
A pot type is weakly satisfiable 1 if it admits a complete complex.
Therefore, a CNF formula ϕ with k clauses and n variables is satisfiable if and only if, O(P(ϕ)) is weakly satisfiable within bound n + k. It is well known that SAT is NP-complete, meaning that every other NP problem can be reduced within a polynomial time to a SAT problem. Therefore, every NP problem is weakly satisfiable within a polynomial bound. This can be generalized to a larger class of problems as we show in Section 6.
Identifying contents of the pot
In this section we formalize the situation identified in the example of SAT, meaning, we define pots such that every complete complex admitted by the pot maps homomorphically onto a predetermined graph. Definition 10. Let G = (V , E, η, λ E ) be a connected multigraph with labeling λ E being the identity on the edges. Let (H, θ ) be a port bonding system, and µ : H * → E be an onto function for some H * ⊆ H. We say that the pair (G, µ) is an indexing system for a pot type P over (H, θ ) if, for every C ∈ O(P) with labeling function λ, there is an onto homomorphism φ from the subgraph of C generated by the edges with labels in H * onto G satisfying λ E (φ(e)) = µ(λ(e)).
Notice that in the case of SAT, for a CNF formula ϕ, an index system is a pair (G, µ) where G = (C ∪ X , E, η, λ E ) with C = { c | c is a clause in ϕ }, X = { x | x is a literal in ϕ } and E = { (c, a) | a is a literal in c } ∪ {(x,x) | x is a variable in ϕ }, the endpoints are η(c, a) = {c, a} and η(x,x) = {x,x}; the function µ is defined on H * = H + such that µ : , a) and (x,x, ι) µ → (x,x). For formula ϕ in Formula (1) the graph G of its index system is depicted 1 We can classify a pot as weakly satisfiable if it admits a nonempty complete complex, satisfiable if it admits a complete complex with all port codes used, and strongly satisfiable if it admits a complete complex with all tile types used. These are distinct notions: see [20] .
in Fig. 4 . To see that the pair (G, µ) defined above is an indexing system for ϕ, observe that every complete complex of P(ϕ) has to contain a tile for every clause and every variable. Therefore we map clause tiles from complete complexes to the corresponding clause vertex in G. The edges are mapped accordingly (preserving the homomorphism properties) and the labeling map follows µ.
Observe that if H *
H, the complex may not have edges that are labeled with codes not in H * and thus not appearing in the index system. An index system merely provides a way for traversing the tiles of a complex.
On the other hand, in the case of checking for a cycle in a graph, there are instances of graphs for which the pot type constructed for the solution of the problem has no indexing system. Lemma 5.1. Let P be a pot type over port bonding system (H, θ ) and let (G, µ) , where G = (V , E, η, λ E ) and µ : H * → E, be an indexing system for P. If each tile with type in P has at least one port of a type in H * and µ is injective, then any complete complex admitted by P has #V · n tiles, for some integer n.
Proof. It suffices to prove that for any complete complex C, and an onto homomorphism φ : C * → G (C * being a subcomplex of C generated by edges labeled in H * ) for every v, w ∈ V , #φ −1 (v) = #φ −1 (w). We prove this by induction on the distance from v to w. Note that the set of tiles (vertices) in C * and C are the same, except C * may have a lower number of edges. This follows from the assumption that each tile contains a port in H * .
If the distance from v to w is 0, i.e., dist(v, w) = 0, then v = w. For the inductive step, suppose that for any v, u of distance d apart, if there are n tiles in the preimage of v then there are n tiles in the preimage of u. Assume now that dist(v, w) = d + 1, and there are n tiles in the preimage of v. Then w is adjacent to some vertex u of distance d from v, dist(u, v) = d. By the inductive hypothesis, there are n tiles in the preimage of u. As u is adjacent to w in G, every tile in the preimage of u connects to a tile in the preimage of w and vice versa. Note that the edge e connecting u and w in G has a label (the edge itself) which uniquely determines this edge. Thus each one of the vertices in the preimage of u has an edge that maps into the edge e with labels in H * . And each one of the vertices (tiles) in the preimage of w is incident to an edge that maps onto e. As every h ∈ H * can be a port of at most one arm in a tile, φ −1 (e) induces a one-to-one correspondence between φ −1 (u) and φ −1 (w). Therefore, there are precisely n preimages of w.
Computing by flexible tiles
In this section we define the complexity classes for flexible tile computable problems and we show that these can be associated with the standard complexity classes of languages. For the purpose of fixing notation and completeness of the paper we recall the basic definitions of Turing machines and their complexity classes.
Fix a finite alphabet Σ; and let ∈ Σ be the symbol used for ''blank''. We use the standard hierarchy of complexity classes of languages, i.e., subsets of Σ * .
Definition 11. A Deterministic Turing Machine (DTM) is a tuple
, where:
• The set Q is the set of states; q 0 is the initial state and q ∞ is the terminal (accept) state.
• The transition function δ is a partial function (Q × (Σ ∪ { })) → (Q × Σ × {L, R}), where for any state q = q ∞ and character σ ∈ Σ, δ(q, σ ) = (δ Q (q, σ ), δ Σ (q, σ ), δ m (q, σ )). If the tapehead is scanning σ ∈ Σ ∪ { } while the machine is in state q, it writes δ Σ (q, σ ) on its current square, moves δ m (q, σ ) = Left or Right, and goes into state δ Q (q, σ ); δ(q ∞ , σ ) is undefined for all σ ∈ Σ. When δ Q (q, σ ) = q , δ Σ (q, σ ) = σ and δ m (q, σ ) = ξ , we say that (q, σ ) → (q , σ , ξ ) is a transition step.
• The machine starts with the tapehead at the leftmost square of the input string while in state q 0 ; if it enters state q ∞ , then the computation halts and the input is accepted: the machine accepts if and only if it halts.
The machine is a Non-Deterministic Turing Machine (NTM) if, for each state q and character σ , δ(q, σ ) is a nonempty subset of Q × Σ × {L, R} such that a transition is a step (q, σ ) → (q , σ , ξ ) if (q , σ , ξ ) ∈ δ(q, σ ). The machine halts only in state q ∞ and δ(q, σ ) = ∅ if and only if, q = q ∞ .
A configuration of a Turing machine M is a tuple (q, m, l, s) , where q is the state of M, m is the position of the tapehead, l is the tape position of the left-most non-blank character, and s is the non-blank string currently on the tape. A configuration is initial if q = q 0 , m = 1, l = 1, and s is the input string (the rest of the tape being blank at the beginning of the computation). Thus, a computation is a sequence C 0 , C 1 , . . ., where C 0 is an initial configuration, and for each t, C t+1 follows from C t after a transition step. The computation terminates only if it halted: if C t is halted, then C t+1 = C t . We say that the least such t is the computation time of M for s denoted TIME M (s). Note that if C t is not halted, then as the unhalted tapehead always moves, C t+1 = C t . If M admits no halting computation on input s, we say that M rejects s and write TIME M (s) = ∞.
Let TIME M (n) = max{TIME M (s) < ∞:|s| = n}.
We employ two kinds of computations: those that (deterministically) compute functions from strings to strings, and those that accept (or fail to accept) strings.
Let M be a Turing machine and L M be the set of strings (the language) accepted by M. (Note that if M is deterministic then there is only one computation of M on a given input s).
If M is deterministic and halts on every input, let F M : Σ * → Σ * be the function such that given input s, M outputs F M (s). We say that F M is the function computed by M.
For any function f : N → N, let DTIME(f ) = {M | M a deterministic Turing machine and ∀n, TIME M (n) ≤ f (n)}. Given a class F of functions N → N, let DTIME(F) = f ∈F DTIME(f ). A language is DTIME(F)-computable if it is accepted by a deterministic Turing machine in DTIME(F), while a function is DTIME(F)-computable if it is computable by a deterministic Turing machine in DTIME(F).
A set F of functions f : N → N is polynomial closed if for each f ∈ F and each polynomial p: N → N, p•f ∈ F. In particular, the ''polynomial-time computable functions'' are those that are computed by deterministic Turing machines in DTIME(F), where F is the set of polynomials on N → N. This class is denoted PTIME or just P.
By substituting deterministic with non-deterministic Turing machines, NTIME M (n), NTIME(f ) and NTIME(F) are defined. In particular, the ''non-deterministic polynomial-time computable queries'' are those corresponding to domains of nondeterministic Turing machines in NTIME(F), where F is the set of polynomials on N → N; this class is often denoted NPTIME or just NP.
Remark.
One of the characteristics of NPTIME is that it seems to consist of those queries expressible in the form ''there exists a witness structure that articulates with the input in such-and-such a way''. This is seen in the classical results of [8] and [33] (and in the representation of NPTIME enumerated in [12] ), in which NPTIME is shown to be expressible in the logical form ''∃Sθ (S)'' which is true of an input structure I if I admits some structure or structure-like object S I such that θ (S I ) is true of I. The main result of this paper could be regarded as another representation theorem of this sort.
Pot types representing NTIME
In this subsection, we describe a DTIME(F) computation that takes a nondeterministic Turing machine M with an input s and produces a pot type P such that M accepts s if and only if P admits a complete complex with predetermined size. In particular, if M has an accepting computation of s of length at most f (|s|), then the acceptable complete complexes have at most about 2f (|s|) 2 tiles. As is usually done, the complete complex representing the Turing machine computation simulates the configuration steps, starting with C 0 and ending with C t for t being the computation time. Each tile in the complete complex represents one of the locations of the tape at a given time.
More precisely, each tile represents one tape square at a position m at a time t. At that time and position, there is a symbol σ in the square, and we define ξ 0 = 1 if the tapehead is at this square at time t, and ξ 0 = 0 otherwise. If ξ 0 = 1, we define ξ − and ξ + to represent the previous and next moves of the tapehead. The head had moved from the left (ξ − = L) or the right (ξ − = R), and the head will move either to the left (ξ + = L) or the right (ξ + = R). And if the machine entered square m in a state q at time t, it will transition to a state q at time t + 1. Finally, if the computation terminated at time t, q = q ∞ and ξ + = 0.
Definition 12.
A tile index set for space bounds (l, r) for l < 0 and r > 0 and time bound t max is a set of tuples
such that σ ∈ Σ ∪ { }; l ≤ m ≤ r; 0 ≤ t ≤ t max ; ξ 0 ∈ {0, 1} and ξ − , ξ + ∈ {L, R, 0}; and q, q ∈ Q satisfying:
• If ξ − = 0 and q = q ∞ , then q = q ∞ and ξ 0 = ξ + = 0.
These indices are supposed to represent legal positions of a Turing machine.
Definition 13. Given a tile index set (σ , m, t, (ξ − , ξ 0 , ξ + ), (q, σ , q )) and a (nondeterministic) Turing Machine M, the index is consistent with M (i.e., with its transition function δ = (δ Q , δ Σ , δ m )) if, whenever ξ 0 = 1 and q = q ∞ , then (q, σ ) → (q , σ , ξ + ). We take ξ − to be the previous move.
Port bonding system
There are eight kinds of ports, of which any particular tile may have from two to six, in positions which we label as a compass: N, NE, E, SE, S, SW, W, and NW. Recall that a tile represents a particular mth square of the Turing machine at a particular time t. The idea is to force the formation of successive rows of tiles representing successive configurations of the Turing Machine, starting with the initial (northernmost) row, and heading south. Consider the tile for the mth square at time t.
• The N and S directions are for ports on the arms of the (m, t)th tile connecting it to the (m, t − 1)th (same location of the tape but one move before) and (m, t + 1)st (same location but one move into the future).
• The E and W directions are for ports of the (m, t)th tile connecting to the (m − 1, t)th and (m + 1, t)th tiles representing the neighboring squares at the same time t (i.e., same configuration). The edge bonds N-S and E-W form a grid that fixes the overall graphical structure of the resulting complex: this grid is the index graph of the structure, of port types N and E, as enumerated below. But there are additional diagonal edges to track the motion of the tapehead.
• The NW port of (m, t)th tile, if any, extends to the (m − 1, t − 1)th tile if the head was on the m − 1st tile at time t − 1 and then moved right. Similarly, the NE port, if any, extends to the (m + 1, t − 1)th tile if the head was on the m + 1st tile at time t − 1 and then moved left.
• And the SW port of (m, t)th tile, if any, extends to the (m − 1, t + 1)th tile if the head was on the mth tile at time t and then moved left; similarly, the SE port, if any, extends to the (m + 1, t + 1)th tile if the head was on the mth tile at time t and moved right.
If the computation is halted, the identity of the square with the tapehead is no longer relevant, and so disappears from port codes.
Therefore, the set of port types H is defined with:
And we will fix the grid using the indexing system with H * = S ∪ W .
Tiles
Given the tile index set for space bounds (l, r) for l < 0 and r > 0 and time bound t max consistent with the Turing machine M we define tiles in the following way. The tiles have degrees from 2 to 6. For index α = (σ , m, t, (ξ − , ξ 0 , ξ + ), (q, σ , q )) the tile t α has a central vertex α with degrees: The corner tiles with two arms together with their ports are depicted in Fig. 6 . The side tiles (top, bottom, left and right) which represent portions of the configurations of the tape away from the tapehead are tiles with three arms and they are depicted in Fig. 7 . The central portion of Fig. 7 contains two copies of tiles that are at position m at t − 1st and tth configuration away from the position of the movement of the tape. These tiles are used to ''remember'' the symbol at position m on the tape from one time-step to another.
Suppose that the head is at location m at t − 1st time configuration so that ξ 0 = 1, so that the head, just having entered state q and arrived at square m, reads in σ , applies some rule (q, σ ) → (q , σ , ξ ) and enters state q , writes σ , and either moves left (ξ = L), right (ξ = R), or, if q = q ∞ , halts. Without loss of generality, assume that the head had arrived from the left and moves to the left. Then this situation is represented with tile (σ , m, t − 1, (L, 1, L), (q, σ , q )) at position m at time t − 1. This tile has six arms: N, S, W, E, NE, and SW. The ports of N, E, and W are similar, except that ξ 0 = 0 and tapehead information is omitted as not applicable, e.g., the S port is now (σ , m, t − 1, +) instead of (σ , m, t − 1, +). This is depicted in Fig. 8 with the top right tile.
In general, a tile represents a tapehead action if it has an arm with either a NW or a NE port, (q, m, t − 1, ξ − , −), (to connect to a port (q, m + 1, t, ξ − , +)), NW if ξ − = R and NE if ξ − = L (treating m + L as m − 1 and m + R as m + 1). And there is an arm with either a SW or a SE port, (q , m, t − 1, ξ + , +) (to connect to a port (q , m + 1, t, ξ + , −)), SW if ξ + = L and SE if ξ + = R. But: the tile has no SW or SE port if, in state q and reading in σ , the computation halts.
Pot type
Definition 14. Given l < 0, r > 0, t max , a Turing machine M, and an input string x = x 0 x 1 · · · x n−1 ∈ Σ n , where n ≤ r + 1, the simulation pot (type) P = (M, x, l, r, t max ) is the set of all tiles from an index set tiles for space bounds (l, r) and time bound t max consistent with M such that for t = 0, the tiles t α are included in P if and only if:
Observe that the number of tile types in P is polynomial with respect to #Q , #Σ , |x|, l, r, t max .
Lemma 6.1. Let P = (M, x, l, r, t max ) be defined as in Definition 14. Consider the graph Then (G grid , µ) is an indexing system for P = (M, x, l, r, t max ).
Proof. It is sufficient to observe that every complete complex in P maps homomorphically onto G grid . Every complete complex has to have the side tiles (at locations l and r and at times 0 and t max ) as every other type of tile has arms extending to all four directions. The side tiles impose that tiles representing locations m and time t for all t and m be included in the complex. Therefore, each complete complex contains a tile that can map onto (m, t) for every m and t. By construction, such a map extends to the required homomorphism.
We can now simulate Turing machine computations. Thus, the problem ''does M accept x within t max steps?'' is satisfiable within bounds.
Proof. By the construction of the pot type P = (M, x, −t max , t max , t max ) if M halts within t max steps, then there is a complete complex simulating a square grid of length 2t max + 1 and width t max + 1. Each row of tiles in the complex represents a configuration of the Turing machine at a given time step.
Conversely, if there is a complete complex of exactly 2t 2 max +3t max +1 tiles, then as its N-S and E-W edges form a grid-like index graph, it has to represent a simulation of the Turing machine computation which halts. For any m, t, −t max ≤ m ≤ t max and 0 ≤ t ≤ t max , the complete complex must have a tile that maps on a vertex in G grid labeled m, t. We can ''arrive'' to this tile (corresponding to the vertex labeled m, t) by choosing an arbitrary tile in the complex (that maps to a vertex in G grid to a vertex labeled, say, m 1 , t 1 ). Going down E or W port connections to ''arrive at a'' tile (corresponding to vertex in G grid labeled m, t 1 , then down N or S connections to get to a tile corresponding to a vertex labeled m, t). As the size of the complete complex is within the bound (2t max + 1)(t max + 1), the indexing system allows exactly one tile in the complex with label m, t for each m, t. Therefore, none of the boundary tiles containing label t max has SW or SE ports, i.e., the complex encodes an accepting computation within t max steps.
Note that the conditions of Lemma 5.1 are satisfied with the (2t max + 1) × (t max + 1) grid G grid being the graph providing an indexing system for P (Lemma 6.1). Each tile has at least one port from H * and µ is injective. If there is no computation of M accepting s, within t max steps, then the pot type admits no complete complex of less than 4t
* is said to be flexible tile assembly f -recognizable (FTA(f )-recognizable) if there exists a DTIME(f ) Turing machine which, given u ∈ Σ * outputs a (code for a) pot type P, as well as a deranging involution θ and a positive integer b < f (|u|) such that u ∈ L if and only if P admits a complete complex of at most b tiles.
Given a class F of functions f : N → N, let FTA(F) = f ∈F FTA(f ).
The conclusion of this subsection is:
Proof. If a language L is NTIME(F)-computable, then it is recognized by some nondeterministic Turing machine M of time bound function f ∈ F. For every input string u with |u| = n, let b = 2f (n) 2 + 3f (n) + 1. By Theorem 6.1, u is accepted if and only if the simulation pot P M (u) corresponding to M with input u admits a complete complex of b tiles.
Computing within NPTIME
We now go in the reverse direction.
Proof. For any language L ∈ FTP(f ), f ∈ F, the nondeterministic Turing Machine M recognizing L is obtained as follows. Given an input string u and letting n = |u|, M is to nondeterministically determine within time cf (n) k (for some fixed c, k) whether P = P L (u) admits a complete complex of at most b = b L (n) tiles. To do this, M (deterministically) composes a system of linear inequalities and equations that is soluble if and only if P admits a complete complex of at most b tiles, and then (nondeterministically) produce a solution to the system if one exists, and finally (deterministically) verifies that the alleged solution is in fact a solution to the system. First, M enumerates a system of linear equations and inequalities as follows. M starts with a single inequality saying that there are at most b tiles in the assembled complex, so using m t as the variable indicating the number of tiles of type t ∈ P in the assembled complex, M writes t∈P m t ≤ b.
As each complex in the output of M has no free ports, for each h ∈ H, the number of ports of type h in the complex is the same as the number of ports of type θ (h). Note that for each h ∈ H and t ∈ P, t(h) is fixed and given by the code for P, so the expressions t(h) − t(θ (h)) are the constant coefficients of the linear equation. (In addition, for each t, we have the inequality m t ≥ 0.) As the number of tile types and port types are both bounded above by f (n), each of the above equations can be composed on a work tape within time O((f (n)) 2 log f (n)) (one must go through the entire description of P, and for each of the, at most f (n) tile types, one must use the appropriate selections of the at most f (n) port types, writing each of them down within time log f (n)). As there are at most O(f (n)) equations, the entire system can be written down in time at most O(f (n) 3 log f (n)). Second, M nondeterministically guesses |P| values for the variables m t ≤ b, writing each down within time log b ≤ log f (n), taking a total of at most O(f (n) log f (n)) steps.
Third, M deterministically goes through the |H| equations, in each one replacing variables with the guessed values, all within time O(f (n) 2 log f (n)) (remembering that it may take as many as O(f (n) log f (n)) steps to locate a single value on the list of guessed values). Then for each equation, M computes and adds all the terms within time O(f (n) 2 (log f (n)) 2 ) (the multiplications of numbers of at most f (n) may take quadratic time with respect to the space log f (n) that they occupy), verifying or impeaching the equation or inequality. As there are at most O(f (n)) equations, all this takes O(f (n) 3 (log f (n)) 2 )
steps. Thus M operates within time
so for some function f with f (n) = cf (n) 4 for some constant c, L ∈ NTIME(f ). As F is polynomial closed, f ∈ F, so L ∈ NTIME(F).
We pull Corollary 6.1 and Theorem 6.2 together to get the main result:
Corollary 6.2. If F is polynomial closed, then NTIME(F) = FTA(F).
In particular, we get the result alluded to at the end of Section 4: the NPTIME-recognizable languages are precisely the FTA(polynomial)-recognizable languages. But the polynomials are merely the smallest polynomial closed class of functions.
We have a hierarchy of results for larger classes F. For example, for each real a > 0, if F a was the class of functions bounded above by functions n → n n a+o (1) , then F a would be a polynomial closed class of functions, and hence FTA(F a ) = NPTIME(F a ). And letting EXP = a F a , we get FTA(EXP) = NEXPTIME. And so on up.
Concluding remarks
3SAT and several graph theoretic problems can be solved by the Flexible Tile Assembly model in a rather straightforward way, with much fewer tile types than the FTA simulations of appropriate Turing Machines. In this paper, we simulated Turing Machines in order to obtain representation theorems. However, the real power of this assembly model is that it utilizes a graphical structure naturally embeddable in three dimensional Euclidean space, and thus readily encodes an array of combinatorial problems. This suggests two points. First, this model of computation is different from many extant models in that the structure of the computer itself changes during the computation. In Turing Machine and Register Machine computations, energy (which we can treat as information) is shuttled about an essentially static machine. In Flexible Tile Assembly, as with all assembly process computations, the physical structure of the machine itself changes. This leads to our second point. Since the computations are fundamentally different, it would seem likely that both the computational and descriptive complexity of queries would be different. A finer analysis of space complexity for Flexible Tile Assembly may produce a quite different hierarchy than the (apparent) hierarchies of Turing Machines, especially at the lower levels. On the other hand, the fact that NPTIME, NEXPTIME (and NEXP 2 TIME and ...) are naturally represented in both models suggests that the higher levels are more robust.
