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WILD HARMONIC BUNDLES AND
WILD PURE TWISTOR D-MODULES
Takuro Mochizuki
Abstract. —
We study (i) asymptotic behaviour of wild harmonic bundles, (ii) the relation be-
tween semisimple meromorphic flat connections and wild harmonic bundles, (iii) the
relation between wild harmonic bundles and polarized wild pure twistor D-modules.
As an application, we show the hard Lefschetz theorem for algebraic semisimple holo-
nomic D-modules, conjectured by M. Kashiwara.
We also study resolution of turning points for algebraic meromorphic flat bundles,
and we show the existence of the good Deligne-Malgrange lattice after blow up, which
seems of foundational importance for the study algebraic D-modules.
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CHAPTER 1
INTRODUCTION
In our previous work ([91], [92], [93] and [94]), we studied tame harmonic bundles
after C. Simpson ([113], [114], [115], [117], for example), and we established their
foundational property. (See also the works of O. Biquard [11] and J. Jost and K.
Zuo [63]). In cooperation with the work of C. Sabbah [104] on pure twistor D-
modules (based on the theory of pure Hodge modules due to M. Saito [108], [109]),
we obtained some deep results on algebraic regular holonomic D-modules.
In this monograph, we systematically study wild harmonic bundles over complex
manifolds of arbitrary dimension, and we obtain generalizations of our previous results
for tame harmonic bundles in the case of wild harmonic bundles. We also give appli-
cations to algebraic meromorphic flat bundles and algebraic holonomic D-modules.
Recently, there has been a growing interest in wild harmonic bundles and (not neces-
sarily regular) holonomic D-modules on curves. (See [12], [14], [15], [20], [50], [69],
[105], [120], [123], [129], for example.) However, in this monograph, we will NOT
consider moduli spaces, mirror symmetries, geometric Langlands theory, integrable
systems, non-abelian Hodge theory, Painleve´ equations, and any other fashionable
subjects related with harmonic bundles and Higgs bundles. It can be said that our
goal is more modest and basic. Nonetheless, the author has been deeply impressed
with what he saw in this study, for example an interaction between the theories of
harmonic bundles and D-modules.
1.1. Contents of this monograph
Briefly speaking, this study consists of three main bodies and preliminaries for
them:
(A) : Asymptotic behaviour of wild harmonic bundles.
(B) : Application to algebraic meromorphic flat bundles.
(C) : Application to wild pure twistor D-modules and algebraic D-modules.
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Let us briefly describe each part. We will give some more detailed introductions
later (Sections 1.2–1.4).
We have two main issues in Part (A). Let X be a complex manifold, and let D
be a normal crossing hypersurface of X . Let (E, ∂E , θ, h) be a good wild harmonic
bundle on (X,D). Although we will not explain the definition here (see Section 1.2.1,
or Section 7.1 for more precision), it means that (E, ∂E , θ, h) is a harmonic bundle on
X −D satisfying some conditions around each point of D. We would like to prolong
it to something on X , that is the first main issue, and fundamental for us. The role
of such prolongation may be compared with nilpotent orbit theorem in Hodge theory
due to W. Schmid [110].
Then, we would like to understand more detailed property. It is achieved by
showing that we obtain tame harmonic bundles from wild harmonic bundles as Gr
with respect to Stokes filtrations, which is the second main issue in (A). By this
reduction, the study of the asymptotic behaviour of wild harmonic bundles is reduced
to the tame case investigated in [93].
There are two main purposes in Part (B). One is to characterize semisimplicity
of algebraic meromorphic flat bundles by the existence of pluri-harmonic metric with
some nice property. The other is to show the existence of resolutions of turning points
for algebraic meromorphic flat bundles.
Due to K. Corlette [21], a flat bundle on a smooth projective variety has a pluri-
harmonic metric if and only if it is semisimple, i.e., a direct sum of irreducible ones.
It was generalized to the case of meromorphic flat bundles with regular singularity
([63] and [93]). In this monograph, we will establish such a characterization in the
irregular case. We also study the Kobayashi-Hitchin correspondence for meromorphic
flat bundles.
We have an interesting application of such an existence result of pluri-harmonic
metric in the resolution of turning points for algebraic meromorphic flat bundles,
which is the other main result in Part (B). It seems of foundational importance in the
study of algebraic holonomic D-modules, and might be compared with a resolution
of singularities for algebraic varieties.
Remark 1.1.1. — Recently, K. Kedlaya established it in a more general situation
with a completely different way. See [70] and [71].
In Part (C), we will establish the relation between wild harmonic bundles and
polarized wild pure twistor D-modules. Recently, Sabbah introduced the notion of
wild pure twistor D-modules [106]. Our result roughly says that polarized wild pure
twistor D-modules are actually minimal extensions of wild harmonic bundles. To-
gether with the result in Part (B), we obtain the correspondence between semisimple
holonomic D-modules and polarizable wild pure twistor D-modules on complex pro-
jective varieties. As an application, we will show the Hard Lefschetz theorem for
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algebraic semisimple (not necessarily regular) holonomic D-modules, conjectured by
M. Kashiwara.
We may also say that the result in Part (C) makes us possible to define the push-
forward for wild harmonic bundles, which will be useful to produce new wild harmonic
bundles, or to enrich some operations for flat bundles by polarized twistor structures.
We need various preliminaries. Let us mention some of major ones. We will revisit
asymptotic analysis for meromorphic flat bundles in our convenient way, which was
originally studied by H. Majima [79] and refined by Sabbah [103]. We will put a
stress on canonically defined Stokes filtrations. It is fundamental for us to consider
Gr with respect to Stokes filtrations, and deformations caused by variation of irregular
values. (See Chapters 2–4.)
As another important preliminary, we show that acceptable bundles are naturally
prolonged to filtered bundles. (See Section 21.3.) After the work of M. Cornalba-P.
Griffiths and Simpson ([22], [113] and [114]) the author studied acceptable bundles,
and he obtained such prolongation for acceptable bundles which come from tame
harmonic bundles ([91], [92] and [93]). To apply the theory in the wild case, we will
establish it for general acceptable bundles. Although only small changes are required,
we will give rather detailed arguments in view of its importance. (See Chapter 21.)
1.2. Asymptotic behaviour of wild harmonic bundles
1.2.1. Prolongation. —
1.2.1.1. Harmonic bundle. — Recall the definition of harmonic bundle [115]. Let
(E, ∂E , θ) be a Higgs bundle on a complex manifold. Let h be a hermitian metric
of E. Then, we have the associated unitary connection ∂E + ∂E and the adjoint
θ† of θ with respect to h. The metric h is called pluri-harmonic, if the connection
D1 := ∂E + ∂E + θ+ θ† is flat. In that case, (E, ∂E , θ, h) is called a harmonic bundle.
We also have another equivalent definition. Let (V,∇) be a flat bundle on a complex
manifold. Let h be a hermitian metric of V . Then, we have the decomposition
∇ = ∇u + Φ, where ∇u is a unitary connection and Φ is self-adjoint with respect to
h. We have the decompositions ∇u = ∂V + ∂V and Φ = θ + θ† into the (1, 0)-part
and the (0, 1)-part. We say that h is a pluri-harmonic metric of (V,∇), if (V, ∂V , θ)
is a Higgs bundle. In that case, (V,∇, h) is called a harmonic bundle.
Let (E, ∂E , θ, h) be a harmonic bundle on a complex manifold Y . For any complex
number λ, we have the flat λ-connection (Eλ,Dλ), i.e., the holomorphic vector bundle
Eλ := (E, ∂E + λθ†) with the flat λ-connection Dλ := ∂E + λθ† + λ∂E + θ. We
also have the family of λ-flat bundles (E ,D) on Cλ × Y , i.e., the holomorphic vector
bundle E := (p−1λ (E), ∂E + λθ† + ∂λ) equipped with a family of flat λ-connections
D := ∂E + λθ† + λ∂E + θ, where pλ : Cλ × Y −→ Y denotes the projection.
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1.2.1.2. Good wild harmonic bundle. — Let X be a complex manifold with a simple
normal crossing hypersurface D. Let M(X,D) be the set of meromorphic functions
whose poles are contained in D, and H(X) be the set of holomorphic functions on
X . As mentioned in Section 1.1, it is fundamental for us to prolong a good wild
harmonic bundle on X −D to something on X . We would like to explain some more
details. To begin with, we explain what is good wild harmonic bundle.
Let us consider the local case, i.e., X := ∆n =
{
(z1, . . . , zn)
∣∣ |zi| < 1} and D :=⋃`
j=1{zj = 0}. Let (E, ∂E , θ, h) be a harmonic bundle on X −D. It is called strongly
unramifiedly good wild harmonic bundle on (X,D), if there exist a good set of irregular
values Irr(θ) ⊂M(X,D)/H(X), a finite subset Sp(θ) ⊂ C` and a decomposition
(1) (E, θ) =
⊕
a∈Irr(θ)
⊕
α∈Sp(θ)
(Ea,α, θa,α),
such that the eigenvalues of θa,α are da+
∑`
i=1 αi · dzi/zi modulo multi-valued holo-
morphic one forms on X . (See Definition 2.1.2 for good set of irregular values.) In
another brief word, for the expression
θa,α = da+
∑`
j=1
(αj + fa,α,j) · dzj
zj
+
n∑
j=`+1
ga,α,j · dzj ,
the characteristic polynomials det(T − fa,α,j) (j = 1, . . . , `) and det(T − ga,α,j) (j =
` + 1, . . . , n) are contained in H(X)[T ], and det(T − fa,α,j)|{zj=0} = T rankEa,α . We
say that (E, ∂E , θ, h) is a strongly good wild harmonic bundle on (X,D), if there
exists a ramified covering ϕ : (X ′, D′) −→ (X,D) such that ϕ∗(E, ∂E , θ, h) is a
strongly unramifiedly good wild harmonic bundle, i.e., (E, ∂E , θ, h) is the descent of
an unramifiedly good wild harmonic bundle.
The definitions can be easily globalized. Let X be a complex manifold, and let
D be a normal crossing hypersurface. A harmonic bundle (E, ∂E , θ, h) on X −D is
called a good wild harmonic bundle on (X,D), if the following holds:
– For any point P ∈ D, there exists a coordinate neighbourhood XP around
P such that (E, ∂E , θ, h)|XP \D is a strongly good wild harmonic bundle on
(XP , D ∩XP ).
We have one more additional notion of wild harmonic bundle. Let Y be an ir-
reducible complex (not necessarily smooth) variety. Let (E, ∂E , θ, h) be a harmonic
bundle defined on the complement of a closed analytic subset Z of Y . We say that
(E, ∂E , θ, h) is wild on (Y, Z) or (Y, Y −Z), if there exists a morphism ϕ of a smooth
complex variety Y ′ to Y such that (i) ϕ is birational and projective, (ii) ϕ−1(Z) is
a normal crossing hypersurface of Y ′, (iii) ϕ−1(E, ∂E , θ, h) is a good wild harmonic
bundle on
(
Y ′, ϕ−1(Z)
)
.
Essential analysis is done for unramifiedly good wild harmonic bundle. The study
of good wild harmonic bundle can be easily reduced to the unramified case. The notion
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of wild harmonic bundle is rather auxiliary to give statements in the application to
wild pure twistor D-modules.
Remark 1.2.1. — In the one dimensional case, any wild harmonic bundle is good,
and they can be defined in a much simpler way. Namely, we have only to impose the
condition that the characteristic polynomial of the associated Higgs field is meromor-
phic.
1.2.1.3. Sheaf of holomorphic sections with polynomial growth. — We explain various
prolongation of a good wild harmonic bundle (E, ∂E , θ, h) on (X,D) to some mero-
morphic objects on X . We consider the local case X := ∆n and D :=
⋃`
i=1{zi = 0}.
The constructions and the results can be easily globalized.
For any λ, we would like to prolong the λ-flat bundle (Eλ,Dλ) on X − D to a
meromorphic λ-flat bundle on (X,D). For any a ∈ R` and any open subset U ⊂ X ,
we define
(2) PaEλ(U) :=
{
f ∈ Eλ(U \D)
∣∣∣ |f |h = O(∏`
j=1
|zj |−aj−
)
, ∀ > 0
}
.
By taking sheafification, we obtain an increasing sequence of OX -modules P∗Eλ :=(PaEλ ∣∣a ∈ R`) and an OX(∗D)-module PEλ := ⋃a∈R` PaEλ. The following theo-
rem is the starting point of the study on asymptotic behaviour of good wild harmonic
bundle.
Theorem 1.2.2 (Theorem 7.4.3, Theorem 7.4.5). — (P∗Eλ,Dλ) is a good fil-
tered λ-flat bundle. If (E, ∂E , θ, h) is unramified with the decomposition in (1), the
set of irregular values is given by Irr
(PEλ,Dλ) = {(1 + |λ|2) a ∣∣ a ∈ Irr(θ)}.
We refer to Section 2.8 for details on the notion of good filtered λ-flat bundle, but
we explain a brief meaning of the theorem in the case that (E, ∂E , θ, h) is unramified
with a decomposition (1). Let O denote the origin (0, . . . , 0). Each PaEλ is a locally
free OX -module, and we have the decomposition for the completion at O
(3) (PaEλ,Dλ)|Ô =
⊕
a∈Irr(θ)
(PaÊλa , D̂λa),
where D̂λa − (1 + |λ|2)da have logarithmic singularities. Moreover, we have such de-
compositions on the completions at any point of D.
Let us give a remark on the proof. We use the essentially same arguments as
those in our previous paper [93] to show that PaEλ are locally free. Namely, we
give an estimate on the Higgs field θ (Theorem 7.2.1 and Theorem 7.2.4) as the wild
version of Simpson’s Main estimate, which briefly means that the decomposition (1) is
asymptotically orthogonal, and that θa,α−da−
∑
αi dzi/zi are bounded with respect
to h and the Poincare´ metric of X −D. Then, we obtain that (Eλ, h) is acceptable,
i.e., the curvature of (Eλ, h) is bounded with respect to h and the Poincare´ metric
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(Corollary 7.2.10). We obtain that P∗Eλ is a filtered bundle by using a general
theory of acceptable bundles (Theorem 21.3.1). In the wild case, we need some more
argument to show that Dλ is meromorphic and to obtain the decomposition (3).
1.2.1.4. Family of meromorphic λ-flat bundles. — Next, we would like to consider
the prolongation of the family of λ-flat bundles (E ,D) on Cλ × (X −D) to a family
of meromorphic λ-flat bundles on Cλ× (X,D). A naive idea is to consider the family⋃
λ∈Cλ PEλ, i.e., the sheaf of holomorphic sections of E with polynomial growth. In
the tame case, it gives a nice meromorphic object. (But, note that we need some
more consideration for lattices.) However,
⋃
λ∈C PEλ cannot be a good meromorphic
prolongment in the wild case, because the irregular values (1 + |λ|2)a of Dλ have
non-holomorphic dependence on λ, as mentioned in Theorem 1.2.2. Hence, we need
the deformations of PEλ (λ 6= 0) caused by variation of the irregular values (Section
4.5.2).
1.2.1.4.1. We briefly and imprecisely explain such a deformation in the case λ =
1. First, we can obtain such deformation for a unramifiedly good meromorphic flat
bundle, by considering the deformation of Stokes structure. It is easily extended to
the (possibly) ramified case, and then the global case. Hence, we explain the essential
part, i.e., the local an unramified case. Let X := ∆n and D :=
⋃`
i=1{zi = 0}.
Let (V ,∇) be a meromorphic flat bundle on (X,D), with a lattice V which has
decompositions as in (3) on the completions at any point of D, for example
(4) (V,∇)|Ô =
⊕
a∈Irr(∇)
(V̂a, ∇̂a),
(∇̂a − da)V̂a ⊂ V̂a ⊗ Ω1X(logD).
Such a lattice is called an unramifiedly good lattice of (V ,∇) (Section 2.3). We should
remark that such a lattice may not exist in general. For simplicity, we also assume a
non-resonance condition to the lattice, i.e., the difference of the distinct eigenvalues
of the residues are not integers. Let S be a small multi-sector in X−D whose closure
contains O. Let S denote its closure in the real blow up X˜(D) of X along D, or more
precisely, the fiber product of the real blow up along the irreducible components of D,
taken overX . According to the asymptotic analysis for meromorphic flat bundles (see
[79], [103], and Chapter 3 in this monograph), we can lift (4) to a flat decomposition
of V|S :
(5) V|S =
⊕
a∈Irr(∇)
Va,S
Namely, the completion of (5) along S ∩ pi−1(O) is the same as the pull back of (4).
We consider the order ≤S on Irr(∇) given by a ≤S b ⇐⇒ −Re(a)(Q) ≤ −Re(b)(Q)
on any points Q of S which are sufficiently close to O. Then, it can be shown that
F˜Sa (V|S) :=
⊕
b≤Sa
Vb,S
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is independent of the choice of a lifting (5). Thus, we obtain the filtration F˜S of
V|S or V|S , which is a ∇-flat filtration indexed by
(
Irr(∇),≤S
)
. It is called the full
Stokes filtration. For two small multi-sectors Si (i = 1, 2), the filtrations F˜Si satisfy
some compatibility on S1 ∩ S2. (See Section 3.1.1.) Such a system of filtrations{F˜S(V|S) |S ⊂ X − D} is called the Stokes structure of V . It can be shown that
the meromorphic flat bundle (V ,∇) is recovered from the flat bundle V|X−D with the
Stokes structure.
For any T > 0, we set Irr
(∇(T )) := {T a ∣∣a ∈ Irr(∇)}. The natural bijection
Irr(∇) ' Irr(∇(T )) preserves the order ≤S . We naturally obtain a system of the
filtrations {F˜STa
∣∣ a ∈ Irr(∇)} for each small multi-sector indexed by (Irr(∇(T )),≤S),
which gives a new Stokes structure. We obtain the associated meromorphic flat bundle
(V(T ),∇(T )) on (X,D), which is a deformation caused by variation of irregular values.
As mentioned, it is not difficult to extend it to the global and (possibly) ramified case.
Remark 1.2.3. — Such a deformation grew out of the discussion with C. Sabbah.
We study it in a more general situation.
After finishing the first version of this monograph, the author found that such
a deformation in the curve case appeared in several works such as [16], [27] and
[124]. The referee kindly informed that the irregular values was used as parameters
for universal deformations in [81].
1.2.1.4.2. Applying this deformation procedure to (PEλ,Dλ) with T = (1 + |λ|2)−1
for λ 6= 0, we obtain the meromorphic λ-flat bundle (QEλ,Dλ). We put QE0 := PE0.
The next theorem says that the family
⋃QEλ gives a nice meromorphic object on
Cλ × (X,D). For simplicity of the description, let X (λ0) denote a neighbourhood of
{λ0} ×X in Cλ ×X , and D(λ0) := X (λ0) ∩
(
Cλ ×D
)
.
Theorem 1.2.4 (Theorem 11.1.2). — We have a unique family of meromorphic
λ-flat bundles (QE ,D) on Cλ × (X,D) such that the specialization of (QE ,D) to
{λ} ×X is isomorphic to (QEλ,Dλ). Moreover, we have a family of good filtered λ-
flat bundles (Q(λ0)∗ E ,D) on (X (λ0),D(λ0)) for each λ0 ∈ Cλ with the KMS-structure
such that QE|X (λ0) =
⋃Q(λ0)a E.
We refer to Section 2.8.2 for KMS-structure. Although it is quite important in the
study of the asymptotic behaviour of wild harmonic bundles, it has already appeared
in the tame case [93], where we have studied it in detail. Hence, we omit to explain
it in this introduction.
Note that we have the uniqueness of the family because (QE ,D){λ}×X ' (QEλ,Dλ).
Hence, to show Theorem 1.2.4, we have only to consider it in the local and unramified
case. Then, we shall argue in two steps. We first construct a family of meromorphic
λ-flat bundles P(λ0)E on (X (λ0),D(λ0)) by using a deformed metric P(λ0)h given in
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(182). Namely, for the metric P(λ0)h, we consider an increasing sequence of OX (λ0) -
modules P(λ0)∗ E :=
(P(λ0)a E ∣∣a ∈ R`) given as in (2), and the OX (λ0)(∗D(λ0))-module
P(λ0)E := ⋃a∈R` P(λ0)a E . The restriction of P(λ0)E to {λ}×X is denoted by P(λ0)Eλ.
Theorem 1.2.5 (Theorem 9.1.2, Proposition 9.2.1). — (P(λ0)∗ E ,D) is a family
of good filtered λ-flat bundles with the KMS-structure. Moreover, (P(λ0)Eλ,Dλ) is
naturally isomorphic to
(
(PEλ)T1(λ,λ0),Dλ), where T1(λ, λ0) := (1+λλ0)(1+ |λ|2)−1.
In the second step, we obtain a family of meromorphic λ-flat bundles (Q(λ0)E ,D)
as the deformation (P(λ0)E ,D)(T2(λ,λ0)), where T2(λ, λ0) := (1 + λλ0)−1. By varying
λ0 ∈ C and gluing Q(λ0)E , we obtain the desired family (QE ,D).
Remark 1.2.6. — We should emphasize that QE is given on Cλ×X. Contrastively,
the reduction in the next subsection is given locally around any point of D.
1.2.2. Reduction from wild harmonic bundles to tame harmonic bundles.
— We would like to analyze more closely the behaviour of good wild harmonic bundle
around a given point of D. For that purpose, we consider Gr with respect to Stokes
structure. The construction in this subsection is given only locally, although the
construction in the previous subsection can be easily globalized. We set X := ∆n and
D :=
⋃`
i=1{zi = 0}, and we will shrink X around the origin O without mention it.
1.2.2.1. Gr of meromorphic flat bundle associated to the Stokes structure. — Before
an explanation of the reduction of (unramifiedly good) wild harmonic bundles, let us
explain the procedure to take Gr with respect to Stokes structure for a meromorphic
flat bundle (V ,∇) with an unramifiedly good lattice V . (See Chapter 3 for more de-
tails.) For each small multi-sector S ⊂ X−D, we have the full Stokes filtration F˜S of
V|S on S. We obtain a graded bundle Gr
F˜(V|S) =
⊕
GrF˜a (V|S) on S associated to F˜S .
Although the filtrations depend on multi-sectors S, they satisfy some compatibility.
Hence, we can glue GrF˜a (V|S) and obtain the bundle Gr
F˜
a (V|X˜(D)) with the induced
meromorphic flat connection ∇a on the real blow up X˜(D). It can be shown that
it is the pull back of a meromorphic flat connection (GrF˜a (V ),∇a) on (X,D), which
is defined to be Gr of (V,∇) with respect to the full Stokes structure. (We can find
that such a construction has already appeared in [33] for meromorphic flat bundles
on curves.)
Although it is essentially the same as taking direct summands of the decomposition
(4), there are some advantages. The above construction fits to our viewpoint that a
meromorphic flat bundles onX is prolongment of a flat bundle onX−D. Moreover, it
is suitable for the reduction of a variation of pure twistor structure, explained below.
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1.2.2.2. Gr of family of meromorphic λ-flat bundles associated to the Stokes structure.
— Let (E, ∂E , θ, h) be an unramifiedly good wild harmonic bundle on (X,D) with a
decomposition (1). We use the notation in Section 1.2.1. We set W := D∪ ({0}×X).
Let X˜ (W ) be the real blow up of X along W . Let S be a small multi-sector in
X −W . As in the case of ordinary meromorphic flat bundles, we have the full Stokes
filtration F˜S of QE|S . By varying S and gluing GrF˜a (QE|S), we obtain a family of
λ-flat bundles on X˜ (W ). Moreover, as the descent for X˜ (W ) −→ X , we obtain a
family of meromorphic λ-flat bundles GrF˜a (QE) on Cλ × (X,D) for each a ∈ Irr(θ).
It has the unique irregular value a. They are called the full reduction of (QE ,D).
1.2.2.3. Gr of variation of pure twistor structure. — From the unramifiedly good
wild harmonic bundle (E, ∂E , θ, h) on X − D, we obtain an unramifiedly good wild
harmonic bundle (E, ∂E , θ
†, h) on the conjugate (X†, D†). We have the associated
family of µ-flat bundles (E†,D†) on Cµ × (X† −D†), which is prolonged to a family
of meromorphic µ-flat bundles
(QE†,D†) on Cµ × (X†, D†). We also obtain the full
reductions GrF˜a (QE†) on Cµ × (X†, D†) for any a ∈ Irr(θ). Note Irr(θ†) =
{
a
∣∣ a ∈
Irr(θ)
}
.
Let S be a small multi-sector in X −D. Let U(λ0) be a small neighbourhood of
λ0 6= 0 in Cλ. We have the full Stokes filtration F˜S
(QE|U(λ0)×S) of QE|U(λ0)×S . Let
U(µ0) be the neighbourhood of µ0 = λ
−1
0 in Cµ, corresponding to U(λ0). We also
have the full Stokes filtration F˜S(QE†|U(µ0)×S†). We can observe that the filtrations
are essentially the same on U(λ0) × S = U(µ0) × S† (Proposition 11.1.5). Actually,
they are characterized by the growth order of the norms of flat sections. Hence, we
have a natural isomorphism GrF˜a (QE|U(λ0)×S) ' GrF˜a (QE†|U(µ0)×S†). By gluing them,
we obtain a natural identification:
(6) GrF˜a (QE)|C∗λ×(X−D) ' GrF˜a (QE†)|C∗µ×(X−D)
Recall that the gluing of (E ,D) and (E†,D†) gives a variation of pure twistor struc-
ture (E4,D4) of weight 0 on P1×(X−D) with a polarization S : E4⊗σ∗E4 −→ T(0).
(See [117] or [93]. We will review it in Section 6.1.) Because of the isomorphism (6),
we obtain a variation of twistor structure
(
Gra(E4),D4a
)
for each a ∈ Irr(θ), on which
we have the induced pairings Sa. The following theorem is one of the most important
results in this paper.
Theorem 1.2.7 (Theorem 11.2.2). —
(
Gra(E4),D4a ,Sa
)
is a variation of pure
polarized twistor structure of weight 0, if we shrink X appropriately. It comes
from a harmonic bundle, which is the tensor product of a tame harmonic bundle
(Ea, ∂a, θa, ha) and L(a).
Here, L(a) denotes a harmonic bundle, which consists of a line bundle OX−D · e,
the Higgs field θe = e · da and the metric h(e, e) = 1.
10 CHAPTER 1. INTRODUCTION
In some sense, Theorem 1.2.7 reduces the study of the asymptotic behaviour of
wild harmonic bundles to the tame case. For example, the completion of QE along
Cλ×{O} is naturally isomorphic to the direct sum of the completion of L(a)⊗QEa.
With the detailed study on QEa for tame harmonic bundles in [93], we can say that we
have already understood L(a)⊗QEa pretty well, and hence QE . Such an observation
is very useful when we apply the prolongment of good wild harmonic bundles to
the theory of polarized wild pure twistor D-modules. We can also derive the norm
estimate.
1.2.2.4. Uniqueness of prolongation. — Recall the uniqueness of prolongation of a
flat bundle on X−D to a meromorphic flat bundle on (X,D) with regular singularity,
by which we have a very easy characterization ofQE in the tame case. Namely, assume
that we have some family of meromorphic λ-flat bundles V on Cλ× (X,D) such that
(i) the restriction to Cλ×(X−D) is (E ,D), (ii) each restriction Vλ (λ 6= 0) is regular.
Then, we have the natural isomorphism V ' QE , if (E, ∂E , θ, h) is tame. However, in
the non-tame case, we do not have such an obvious characterization, which was one
of the main obstacles for the author in this study. He has not yet known whether
there exists an easy characterization for meromorphic prolongation of a family of
λ-flat bundles with good lattices. However, we have a useful characterization of
meromorphic prolongation of a variation of polarized pure twistor structure. Let(
V˜0, V˜∞
)
be an unramifiedly good meromorphic prolongment of (E4,D4,S). (See
Section 6.2.) We have the variation of P1-holomorphic bundles
(
GrV˜a (E4),D4a
)
with
the pairing Sa for each a ∈ Irr(θ), obtained as the full reduction with respect to the
Stokes structure of (V˜0, V˜∞).
Theorem 1.2.8 (Theorem 11.2.2). — If
(
GrV˜a (E4),D4a ,Sa
)
are variations of po-
larized pure twistor structure of weight 0 for any a ∈ Irr(θ), the prolongment is canon-
ical, i.e., V˜0 ' QE and V˜∞ ' QE†.
1.3. Application to meromorphic flat bundles
1.3.1. Resolution of turning points of meromorphic flat bundles. — We
recall the notion of Deligne-Malgrange lattice.
1.3.1.1. Deligne lattice. — Let X be a complex manifold, and let D be a normal
crossing hypersurface with the irreducible decomposition D =
⋃
i∈I Di. Let (V ,∇)
be a meromorphic flat connection on (X,D). Namely, V is an OX(∗D)-module with
a flat connection ∇ : V −→ V ⊗ Ω1X . If (V ,∇) has regular singularity along D, there
exists a lattice V ⊂ V with the following property:
– ∇ is logarithmic with respect to V in the sense ∇(V ) ⊂ V ⊗ Ω1(logD). Note
that the residue ResDi(∇) is given in End(V|Di) for each irreducible component
of D.
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– Any eigenvalue α of ResDi(∇) satisfies 0 ≤ Re(α) < 1.
This lattice V is called the Deligne lattice of (V ,∇), which plays an important role in
the study of meromorphic flat bundles with regular singularities, or more generally,
regular holonomic D-modules.
1.3.1.2. Deligne-Malgrange lattice (one dimensional case). — It is natural and im-
portant to ask the existence of such a lattice in the irregular case. If the base
manifold is a curve, it is classically well known. Let us consider the case X := ∆
and D := {0}. According to Hukuhara-Levelt-Turrittin theorem, there exists an
appropriate ramified covering ϕ : (X ′, D′) −→ (X,D) such that the formal struc-
ture of the pull back ϕ∗(V ,∇) is quite simple. Namely, there exists a finite subset
Irr(∇) ⊂M(X ′, D′)/H(X ′) and a decomposition
ϕ∗(V ,∇)|D̂′ =
⊕
a∈Irr(∇)
(V̂ ′a, ∇̂′a),
such that each ∇̂rega := ∇̂′a − da has regular singularity. We have the Deligne lattices
V̂ ′a for meromorphic flat bundles with regular singularity (V̂ ′a, ∇̂rega ), and we obtain
the formal lattice ⊕
a∈Irr(∇)
V̂ ′a ⊂ ϕ∗(V)|D̂′ .
It determines the lattice V ′ ⊂ ϕ∗V with a decomposition
(V ′, ϕ∗∇)|D̂′ =
⊕
a∈Irr(∇)
(V̂ ′a , ∇̂′a),
such that (i) ∇̂′a−da are logarithmic with respect to V̂ ′a for any a, (ii) any eigenvalues
α of the residue satisfy 0 ≤ Re(α) < 1. Since V ′ is invariant under the action of the
Galois group of this ramified covering, we obtain the lattice V ⊂ V as the descent of
V ′. This is the Deligne-Malgrange lattice in the one dimensional case.
1.3.1.3. Good Deligne-Malgrange lattice. — In the higher dimensional case, the ex-
istence of such a lattice was proved by B. Malgrange [84]. But, before recalling his
result, we explain what is an ideal generalization in the higher dimensional case. (See
Section 2.7.)
Let X be a complex manifold of arbitrary dimension with a normal crossing hy-
persurface D. Let V be a lattice of a meromorphic flat bundle (V ,∇) on (X,D). We
say that V is an unramifiedly good Deligne-Malgrange lattice if the following holds at
any P ∈ D:
– Let XP be a small neighbourhood of P in X . Let I(P ) := {i |P ∈ Di}. We set
DP := XP ∩ D and DI(P ) := XP ∩
⋂
i∈I(P )Di. Then, we have a finite subset
Irr(∇, P ) ⊂M(XP , DP )/H(XP ) and a decomposition
(V,∇)|D̂I(P ) =
⊕
a∈Irr(∇,P )
(V̂a, ∇̂a)
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such that (i) ∇̂a−da are logarithmic, (ii) the eigenvalues α of the residues satisfy
0 ≤ Re(α) < 1. Precisely, we impose the condition that Irr(∇, P ) is a good set
of irregular values (Section 2.1).
We say that V is a good Delinge-Malgrange lattice, if the following holds for any
P ∈ D:
– If we take an appropriate ramified covering ϕ : (X ′P , D
′
P ) −→ (XP , DP ), there
exists an unramifiedly good Deligne-Malgrange lattice V ′ of ϕ∗(V ,∇), and V|XP
is the descent of V ′.
They are uniquely determined, if they exist. In the one dimensional case, a Deligne-
Malgrange lattice is always good in this sense. (See [98] for a different but equivalent
definition.)
1.3.1.4. Existence theorem of Malgrange. — However, in general, a good Deligne-
Malgrange lattice may not exist for a meromorphic flat bundle. Instead, Malgrange
proved the following in [84].
Proposition 1.3.1. — There exists a OX-reflexive lattice V ⊂ V and an analytic
subset Z ⊂ D with codimX(Z) ≥ 2 such that V|X−Z is a good Deligne-Malgrange
lattice of (V ,∇)|X−Z .
Although he called it the canonical lattice, we would like to call it Deligne-
Malgrange lattice. We have the minimum Z0 among the closed subset Z as above.
Any point of Z0 is called a turning point for (V ,∇).
1.3.1.5. Resolution of turning points. — The Deligne-Malgrange lattice is a very
nice clue for the study of meromorphic flat bundles. For example, we will use it to
obtain a Mehta-Ramanathan type theorem for simple meromorphic flat bundles, i.e.,
a meromorphic flat bundle is simple if and only if so is its restriction to sufficiently
ample generic ample hypersurface. (Section 13.2). However, the existence of turning
points is a serious obstacle for an asymptotic analysis of meromorphic flat bundles,
as Sabbah observed in his study of Stokes structure of meromorphic flat bundles on
complex surfaces. (We have already mentioned asymptotic analysis for meromorphic
flat bundles in Section 1.2.1.) He proposed a conjecture to expect the existence of a
resolution of turning points. We established it for algebraic meromorphic flat bundles
on surfaces [95]. We will establish the following theorem in the higher dimensional
case.
Theorem 1.3.2 (Theorem 16.2.1, Corollary 16.4.4). — Let X be a smooth
proper complex algebraic variety with a normal crossing hypersurface D. Let (V ,∇)
be a meromorphic flat connection on (X,D). Then, there exists a birational projective
morphism ϕ : X ′ −→ X such that (i) D′ := ϕ−1(D) is a simple normal crossing
hypersurface, (ii) X ′ −D′ ' X −D, (iii) ϕ∗(V ,∇) has no turning points.
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Theorem 1.3.2 seems of foundational importance in the study of algebraic mero-
morphic flat bundles or more generally, algebraic holonomic D-modules. Although it
is argued in Chapter 16, it can be shown more shortly. Actually, it follows from some
of the results in Chapters 2, 7, 8 and Part III. We will briefly discuss ideas of the
proof in Subsection 1.3.2.3.
Remark 1.3.3. — Recently, K. Kedlaya showed a generalization with a completely
different method in his excellent work [70], [71]. In particular, he established it for
excellent schemes. In the complex analytic situation, he obtained a local result.
1.3.2. Characterization of semisimplicity of meromorphic flat bundles. —
According to Corlette [21], a flat bundle on a smooth projective variety has a pluri-
harmonic metric, if and only if it is a semisimple object in the category of flat bundles
on X . Such a characterization was established for meromorphic flat bundles with
regular singularity, by the work of Jost-Zuo and us ([63] and [93]). We would like
to generalize it in the irregular singular case. We need a preparation to state the
theorem.
1.3.2.1.
√−1R-good wild harmonic bundles and good Deligne-Malgrange lattice. —
We explain how good wild harmonic bundles and good Deligne-Malgrange lattices are
related. Although we explain the local and unramified case, it is easily generalized in
the global and (possibly) ramified case.
Let X := ∆n and D :=
⋃`
j=1{zj = 0}. Let (E, ∂E , θ, h) be an unramifiedly
good wild harmonic bundle on X −D with a decomposition as in (1). We say that
(E, ∂E , θ, h) is an unramifiedly
√−1R-good wild harmonic bundle, if
Sp(θ) ⊂ (√−1R)`.
We say that it is a
√−1R-good wild harmonic bundle, if it is the descent of an
unramifiedly
√−1R-good wild harmonic bundle. As mentioned, these definitions
can be extended to the global and (possibly) ramified case. Then, good Deligne-
Malgrange lattices naturally appear in the study of harmonic bundles by the following
proposition, which immediately follows from Proposition 8.2.1.
Proposition 1.3.4 (Proposition 16.2.6). — Let (E, ∂E , θ, h) be a
√−1R-good
wild harmonic bundle on (X,D). Then, (P0E1,D1) is the good Deligne-Malgrange
lattice of the meromorphic flat bundle (PE1,D1).
1.3.2.2. Characterization. — Let X be a smooth projective variety, and let D be
a normal crossing hypersurface of X . Let (V ,∇) be a meromorphic flat bundle on
(X,D). Recall that there exists a closed subset Z ⊂ D with codimX(Z) ≥ 2 such
that (V ,∇)|X−Z has a good Deligne-Malgrange lattice, according to Proposition 1.3.1.
The next theorem gives a nice characterization of semisimplicity of (V ,∇).
Theorem 1.3.5 (Theorem 16.2.4). — The following conditions are equivalent.
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– (V ,∇) is semisimple in the category of meromorphic flat bundles.
– There exists a
√−1R-good wild harmonic bundle (E, ∂E , θ, h) on (X−Z,D−Z)
such that PE1|X−Z ' V|X−Z .
Such a metric is unique up to obvious ambiguity.
1.3.2.3. Outline of the proof of Theorems 1.3.2 and 1.3.5. — At this moment, the
proof of the theorems are given by the following flow of the arguments, which is an
interesting interaction between the theories of harmonic bundles and meromorphic
flat bundles. (But, see Remarks 1.3.8 and 1.3.9.)
Step 0. : In the curve case, Theorem 1.3.2 is classical, and Theorem 1.3.5 was
known by the work of Biquard-Boalch, Sabbah and Simpson.
Step 1. : We established Theorem 1.3.5 in the case dimX = 2 by using the mod
p-reduction method in [95].
Step 2. (Theorem 1.3.5 in the case dimX = 2) : This step is the motivation
for the author to study resolution of turning points. We would like to find a
pluri-harmonic metric of (V ,∇)|X−D, for which there is a standard framework
in global analysis. It is briefly and imprecisely as follows: (i) take an initial
metric, (ii) deform it along the flow given by a heat equation, (iii) the limit
of the heat flow should be a pluri-harmonic metric. Simpson [113] essentially
established a nice general theory for (ii) and (iii), once an appropriate initial
metric is taken in (i). To construct an initial metric, we have to know the local
normal form of meromorphic flat bundles. It requires a resolution of turning
points in Step 1.
We should remark that we cannot directly use the above framework, even
if (V ,∇) has no turning points. It will be achieved by the argument in [92]
and [94] prepared for Kobayashi-Hitchin correspondence of meromorphic flat
bundles with regular singularities.
Step 3. (Theorem 1.3.2 in the case dimX = n (n ≥ 3)) : This is the easiest
part. We have the following Mehta-Ramanathan type theorem.
Proposition 1.3.6 (Proposition 13.2.1). — (V ,∇) is simple if and only if
(V ,∇)|Y is simple for an arbitrarily ample generic hypersurface Y .
The “if” part is clear, and the other side is non-trivial. This kind of claim
is very standard for classical stability conditions in algebraic geometry. The
Deligne-Malgrange lattice is equipped with the natural parabolic structure, and
Sabbah essentially observed that simplicity and parabolic stability are equiva-
lent. Then, applying the arguments due to Mehta and Ramanathan ([88] and
[89]) we will obtain the desired equivalence.
Then, the inductive argument is easy. For any general and sufficiently am-
ple hypersurface Y ⊂ X , there exists a pluri-harmonic metric hY for (V ,∇)|Y .
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There exists a finite subset Z ⊂ X such that X − Z is covered by such hyper-
surfaces Y . So, for P ∈ X − Z, take Y such as P ∈ Y , and we would like to
define h|P := hY |P . We have to check hY1|Y1∩Y2 = hY2|Y1∩Y2 , but it follows from
the uniqueness because dim(Y1 ∩ Y2) ≥ 1. Thus, we obtain the desired metric.
Step 4. (Theorem 1.3.7 in the case dimX = n (n ≥ 3)) : It can be observed
that we have only to consider the case in which (V ,∇) is simple (Corollary
2.7.11). After Step 3, we take a harmonic bundle (E, ∂E , θ, h) on (X−Z,D−Z)
as in Theorem 1.3.5. If (E, ∂E , θ, h) is a
√−1R-good wild harmonic bundle on
(X,D), we have the good Deligne-Malgrange lattice and P0E1 of (PE1,D1) on
X . Because codimX(Z) ≥ 2 and PE1|X−Z ' V|X−Z , we have the isomorphism
PE1 ' V on X , and P0E1 is the good Deligne-Malgrange lattice of V . Hence, if
(E,∇, h) is √−1R-good wild on (X,D), we have nothing to do.
Of course, in general, (E, ∂E , θ, h) is not
√−1R-good wild on (X,D). How-
ever, we have replaced the problem with the control of the eigenvalues of the
Higgs field θ, for which we can use classical techniques in algebraic or complex
geometry. (See Section 13.5.) It is much easier than the control of irregular
values of meromorphic flat bundles, and it can be done. (See Section 15.3.)
1.3.3. Kobayashi-Hitchin correspondence for wild harmonic bundles. —
We also have a subject related to the characterization of stability of good filtered
flat bundles. Let X be a connected smooth projective variety of dimension n with
an ample line bundle L, and let D be a simple normal crossing hypersurface. If we
are given a good wild harmonic bundle (E,∇, h) on X − D, we obtain the filtered
flat bundle (P∗E1,D1) as in Theorem 7.4.3. We can show that it is µL-polystable,
and each stable component has the trivial characteristic numbers. Conversely, we can
show the following.
Theorem 1.3.7 (Theorem 16.1.1). — Let (E∗,∇) be a good filtered flat bun-
dle on (X,D). We put (E,∇) := (E∗,∇)|X−D. If (E∗,∇) is a µL-stable good
filtered flat bundle on (X,D) with trivial characteristic numbers par-degL(E∗) =∫
X
par-ch2,L(E∗) = 0, there exists a pluri-harmonic metric h of (E,∇) with the
following properties:
– (E,∇, h) is a good wild harmonic bundle on X −D.
– h is adapted to the parabolic structure of E∗.
Such a pluri-harmonic metric is unique up to obvious ambiguity.
Remark 1.3.8. — If we know Theorem 1.3.2, it is not difficult to deduce Theorem
1.3.5 from Theorem 1.3.7 as in the tame case, which will be used in the surface case.
However, we use Theorem 1.3.5 to show Theorem 1.3.2 in the case dimX ≥ 3, and
so we need some different argument.
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Remark 1.3.9. — As already mentioned several times, after the submission of this
monograph, Kedlaya [71] obtained the higher dimensional version of the resolution
of turning points with a different argument. But, we keep our original flow of the
argument.
1.4. Application to holonomicD-modules and wild pure twistor D-modules
1.4.1. A conjecture of Kashiwara on algebraic holonomic D-modules. —
LetM be an algebraic holonomic DX -module on a smooth complex algebraic variety
X . Let us recall some operations on D-modules.
(Push-forward) : Let F : X −→ Y be a projective morphism of smooth complex
algebraic varieties:
– We have the push-forward F†M in the derived category of cohomolog-
ically holonomic DY -modules. The cohomology sheaves are denoted by
F i†M, which are algebraic holonomic DY -modules.
– We have the Lefschetz morphism c1(L) : F
i
†M −→ F i+2† M for any line
bundle L on X .
(Nearby cycle and vanishing cycle) : Let g : X −→ C be an algebraic func-
tion. By applying the nearby cycle functor and the vanishing cycle functor, we
obtain algebraic holonomicDX -modules ψg(M) and φg(M). They are equipped
with the induced nilpotent maps N . By taking Gr with respect to the weight
filtrations W (N), we obtain algebraic holonomic DX -modules Gr
W (N) ψg(M)
and GrW (N) φg(M).
More generally, according to P. Deligne, for any n ∈ Z>0 and a ∈ C[t−1n ],
we obtain an algebraic holonomic DX -module ψg,a(M) by applying the nearby
cycle functor with ramification and the exponential twist by a. (See Section
22.6.3. The author learned this idea from Sabbah.) We also obtain a holonomic
DX-module Gr
W (N) ψg,a(M) by taking Gr with respect to the weight filtration
of the induced nilpotent map.
There are several works to find a subcategory C of the category of algebraic holo-
nomic D-modules with the following property:
– OX ∈ C for any smooth quasi-projective variety X .
– M1 ⊕M2 ∈ C if and only if Mi ∈ C.
– C is stable under push-forward for any projective morphism F : X −→ Y . More-
over, Hard Lefschetz theorem holds for C in the sense that c1(L)i : F−i† M −→
F i†M are isomorphisms for any i ≥ 0, any projective morphism F , any relatively
ample line bundle L, and anyM ∈ C.
– C is stable under the functors GrW ψg and GrW φg for any function g.
For example, the category of (regular) holonomic D-modules is stable for the functors
F i† , Gr
W ψg and Gr
W φg. However, the Hard Lefschetz theorem does not hold in
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general. In their pioneering work [9], A. Beilinson, J. Bernstein, P. Deligne and O.
Gabber showed the existence of such a subcategory called geometric origin by using
the technique of the reduction to positive characteristic, which is the minimum among
the subcategories with the above property. It is one of the main motivations for this
study to show the following theorem.
Theorem 1.4.1 (A conjecture of Kashiwara, Theorem 19.4.2)
The category of algebraic semisimple holonomic D-modules has the above property.
Namely, let X be a smooth complex algebraic variety, M be an algebraic semisimple
holonomic D-module. Then, the following holds:
– Let F : X −→ Y be a projective morphism of smooth quasi-projective vari-
eties. Then, F j† (M) are also semisimple for any j, and the morphisms c1(L)j :
F−j† M −→ F j†M are isomorphic for any j ≥ 0 and any relatively ample line
bundle L. In particular, F†M is isomorphic to
⊕
F i†(M)[−i] in the derived
category of cohomologically holonomic DY -modules.
– Let g be an algebraic function on X, and let a ∈ C[t−1n ]. Then, GrW ψg,a(M)
and GrW φg(M) are also semisimple.
The study of this kind of property of D-modules or perverse sheaves was invented
by Beilinson-Bernstein-Deligne-Gabber, which we have already mentioned above. M.
Saito proved the property for the category of D-modules underlying polarizable pure
Hodge modules in his celebrated work [108]. M. Kashiwara conjectured [66] that the
category of algebraic semisimple holonomic D-modules has the above property. Sab-
bah proved in [104] the property for regular holonomic D-modules underlying regular
pure imaginary polarizable pure twistor D-modules. Simpson [116] also suggested
such a line of the study. In [93], we established the correspondence between algebraic
semisimple regular holonomicD-modules and regular pure imaginary polarizable pure
twistor D-modules, and hence the property was proved for algebraic semisimple reg-
ular holonomic D-modules. It was also established by the works of V. Drinfeld, G.
Boeckle-C. Khare and D. Gaitsgory ([37], [17], [41]) via the method of arithmetic
geometry based on the work of L. Lafforgue. And, M. de Cataldo-L. Migliorini [26]
gave another proof of the original result of Beilinson-Bernstein-Deligne-Gabber by
using their own Hodge theoretic method but without Saito’s method.
Remark 1.4.2. — Contrast to the previous results, regularity is not assumed in The-
orem 1.4.1.
1.4.2. Polarized wild pure twistor D-module. — Recall that harmonic bundle
is suitable for the study of semisimplicity of flat bundles or D-modules from the
beginning by Corlette’s work. (Recall also Theorem 1.3.5.) Then, a natural strategy
to attack Theorem 1.4.1 is the following, which we call Sabbah’s program:
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– Introduce the category of “holonomic D-modules with pluri-harmonic metrics”
which should have the property in Section 1.4.1.
– Show the functorial correspondence between “holonomic D-modules with pluri-
harmonic metrics” and algebraic semisimple holonomic D-modules.
Sabbah introduced the notion of polarized wild pure twistor D-modules as “holo-
nomic D-modules with pluri-harmonic metrics”. We refer to [104] and [106] for the
precise definition and the basic properties. (We will review it in Section 17.1 with
a preparation given in Chapter 22.) Needless to say, it is not obvious at all how to
think “pluri-harmonic metrics” for D-modules.
A very important hint was given by Simpson [117]. From the beginning of his
study [113], he was motivated by similarity between harmonic bundles and variation
of polarized pure Hodge structure. In [117], he introduced the notion of mixed twistor
structure, and he gave a new formulation of harmonic bundle as variation of polarized
pure twistor structure, which is formally parallel to the definition of variation of po-
larized pure Hodge structure. It makes possible for us to formulate “the harmonic
bundle version” (or “twistor version”) of most objects in the theory of variation of
Hodge structure. And, he proposed a principle, called Simpson’s Meta-Theorem, that
the theory of Hodge structure should be generalized to the theory of twistor structure.
In his highly original work ([108] and [109]), Saito introduced the notion of polar-
ized pure Hodge modules as a vast generalization of variation of polarized pure Hodge
structure, and he showed that the category of polarized pure Hodge modules has the
nice property, such as Hard Lefschetz theorem. It is natural to expect that we can
define “holonomic D-modules with pluri-harmonic metrics” as the twistor version of
polarized pure Hodge modules.
And, it was done by Sabbah. Note that it was still a hard work. We should
emphasize that he made various useful innovations and observations such as sesqui-
linear pairings, their specialization by using Mellin transforms ([7] and [8]), the nearby
cycle functor with ramification and exponential twist for R-triples, and so on.
1.4.3. Correspondences. — One of the main purposes of our study is to establish
the relation between algebraic semisimple holonomic D-modules and polarizable wild
pure twistor D-modules through wild harmonic bundles:
(7)
semisimple algebraic
holonomic D-module
↔
√−1R-wild
harmonic bundle
↔ polarizable
√−1R-wild
pure twistor D-module
1.4.3.1. Wild harmonic bundle and polarized wild pure twistor D-module. — We said
that polarized wild pure twistor D-modules were “holonomic D-modules with pluri-
harmonic metrics”, as a heuristic explanation. We make it rigorous by the next
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theorem. For simplicity, we consider the case in which X is a smooth projective
variety. Let Z be a closed irreducible subvariety of X .
Theorem 1.4.3 (Theorem 19.1.3). — We have a natural equivalence of the cate-
gories of the following objects:
– Polarizable wild pure twistor D-modules whose strict supports are Z.
– Wild harmonic bundles defined on Zariski open subsets of Z.
Theorem 1.4.3 is not only one of the most important key points in the proof of
Theorem 1.4.1 as mentioned in the next subsection, but it also makes possible for us to
consider “push-forward” of wild harmonic bundles in some sense. In other words, the
push-forward for holonomicD-modules is enriched by polarized pure twistor structure.
It might be useful to investigate the property of morphisms between moduli spaces
of flat bundles induced by push-forward. For example, the study of polarized wild
pure twistorD-modules is related with Fourier transform ([83], [105], [107]) or Nahm
transforms ([2], [61], [123]) for meromorphic flat bundles or wild harmonic bundles on
P1. See also [120]. In principle, they should be the specialization of the corresponding
transforms of polarizable wild pure twistor D-modules, which could be useful for the
study of the corresponding morphisms of the moduli spaces.
The proof of Theorem 1.4.3 briefly consists of three parts.
– We have to prolong wild harmonic bundles (E, ∂E , θ, h) on a Zariski open subset
U of Z to polarized wild pure twistor D-modules on Z. The most essential case
is that X = Z = ∆n, D := X − U = ⋃`i=1{zi = 0}, and (E, ∂E , θ, h) is
an unramifiedly good wild harmonic bundle on (X,D). Since the family of
meromorphic λ-flat bundles (QE ,D) in Theorem 1.2.4 is too large, we replace it
with the “minimal extension”. We need the detailed study on the specialization
along a function on X . In the tame case, it was done in [93]. The wild case is
essentially reduced to the tame case by using Theorem 1.2.7.
– For a given polarized wild pure twistor D-module T whose strict support is Z,
it is not difficult to show the existence of a Zariski open subset U ⊂ Z such
that T|X−(Z−U) comes from a harmonic bundle (E, ∂E , θ, h) on U . However, we
have to show that (E, ∂E , θ, h) is a wild harmonic bundle. For that purpose, we
need various preliminaries such as resolution of turning points for meromorphic
Higgs field (Section 15.3), curve test for wild harmonic bundles (Section 13.5)
and so on.
– We have to show the uniqueness of prolongation of wild harmonic bundles to
polarized wild pure twistor D-modules. In the tame case, this is rather trivial.
(Recall that a flat bundle is uniquely extended to a meromorphic flat bundles
with regular singularity.) However, in the wild case, it is not obvious. It essen-
tially follows from Theorem 1.2.8.
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1.4.3.2. Semisimple holonomic D-modules and polarizable
√−1R-wild pure twistor
D-modules. — Before stating the next theorem, we need some preparations.
– Recall that there exists the subclass of
√−1R-good wild harmonic bundles
(Section 1.3.2). We have the corresponding subcategory of polarized
√−1R-
wild pure twistor D-modules.
– A polarized wild pure twistorD-module is precisely a wild pure twistor D-module
with a polarization. There is an obvious ambiguity in the choice of a polarization,
as there exists an obvious ambiguity in the choice of a pluri-harmonic metric for
a harmonic bundle. A wild pure twistor D-module is called a polarizable wild
pure twistor D-module, if it has a polarization.
For a polarizable
√−1R-wild pure twistor D-module T , let ΞDR(T ) denote the
underlying semisimple holonomic D-module. The next theorem means the correspon-
dence (7). It essentially follows from Theorem 1.4.3 and Theorem 1.3.5.
Theorem 1.4.4 (Theorem 19.4.1). — ΞDR(T ) is semisimple for any polarizable√−1R-wild pure twistor D-module T . Moreover, ΞDR gives an equivalence of the cat-
egories of polarizable
√−1R-wild pure twistor D-modules and semisimple holonomic
D-modules on X.
By transferring the operations for polarizable
√−1R-wild pure twistor D-modules,
we obtain that the category of semisimple holonomic D-modules has the desired
property in Section 1.4.1. It completes the second part of Sabbah’s program.
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PART I
GOOD MEROMORPHIC %-FLAT
BUNDLES

CHAPTER 2
GOOD FORMAL PROPERTY OF MEROMORPHIC
%-FLAT BUNDLE
In this chapter, we shall study good formal property of meromorphic %-flat bundle.
First two sections 2.1 and 2.2 are preliminary. We recall the notion of good set of
irregular values in Section 2.1. We study unramifiedly good lattice for meromorphic
formal %-flat bundle in Section 2.2. (See [70] for deeper results.) In Section 2.3, we
introduce the notion of good lattice of meromorphic %-flat bundle. It is defined as a
lattice whose completions at any points have nice property. We hope that the comple-
tion along a divisor has a nice property, which is studied in Section 2.4. In Section 2.5,
we introduce the notion of good filtered %-flat bundle, which will play an important
role in the study of wild harmonic bundles. In Section 2.6, we introduce the notion of
good lattice in the levelm. It seems useful for our study on unramifiedly good lattice
for which we use inductive arguments in level. In Section 2.7, we restrict ourselves to
ordinary meromorphic flat bundles, and we study good Deligne-Malgrange lattice. In
Section 2.8, we prepare some terminology for family of filtered λ-flat bundles, which
is significant in our study on wild harmonic bundles.
2.1. Good set of irregular values and truncations
2.1.1. Definition. —
2.1.1.1. The partial order on Zn. — We use the partial order ≤Zn (or simply denoted
by ≤) of Zn given by the comparison of each component, i.e., a ≤Zn b ⇐⇒ ai ≤
bi, (∀i). Let 0 denote the zero in Zn. It is also denoted by 0n when we distinguish
the dependence on n.
2.1.1.2. Order of poles of meromorphic functions. — Let ∆` denote the multi-disc{
(z1, . . . , z`)
∣∣ |zi| < 1, i = 1, . . . , `}.
Let Y be a complex manifold. LetX := ∆`×Y . LetDi := {zi = 0} andD :=
⋃`
i=1Di
be hypersurfaces of X . We also put D` =
⋂`
i=1Di, which is naturally identified with
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Y . Let M(X,D) (resp. H(X)) denote the space of meromorphic (resp. holomorphic)
functions on X whose poles are contained in D. Form = (m1, . . . ,m`) ∈ Z`, we put
zm :=
∏`
i=1 z
mi
i . For any f ∈M(X,D), we have the Laurent expansion:
f =
∑
m∈Z`
fm
(
y
)
zm
Here fm are holomorphic functions on D`. We will often use the following natural
identification without mention:
M(X,D)
/
znH(X) '
{
f ∈M(X,D)
∣∣∣ fm = 0, ∀m ≥ n}
Namely, we will often regard an element of M(X,D)
/
znH(X) as an element of
M(X,D) via the above identification.
For f ∈M(X,D), let ord(f) denote the minimum of the set
S(f) := {m ∈ Z` ∣∣ fm 6= 0} ∪ {0`},
if it exists. Note that we are interested in the order of poles, and that ord(f) is always
contained in Z`≤0 according to this definition (if it exists). We give some examples.
– In the case f = 0, we have S(f) = {0}, and hence ord(f) = 0. More generally,
for any holomorphic function f , we have ord(f) = 0.
– In the case f = z−11 z
−1
2 + z
−1
1 + z
−1
2 , S(f) is
{
(−1,−1), (−1, 0), (0,−1),0}, and
hence ord(f) = (−1,−1).
– In the case f = z1z
−1
2 , we have S(f) =
{
0, (1,−1)}, and hence ord(f) does not
exist.
– In the case f = z−11 + z
−1
2 , we have S(f) =
{
(−1, 0), (0,−1),0}, and hence
ord(f) does not exist.
For any a ∈M(X,D)/H(X), we take any lift a˜ to M(X,D), and we set ord(a) :=
ord(a˜), if the right hand side exists. Note that it is independent of the choice of a lift
a˜. If ord(a) 6= 0, a˜ord(a) is independent of the choice of a lift a˜, which is denoted by
aord(a).
Remark 2.1.1. — Let k be a ring. The above notion of order makes sense for the
localization of k[[z1, . . . , zn]] with respect to zi (i = 1, . . . , `). We will not this kind of
remark in the following.
2.1.1.3. Good set of irregular values. — We introduce the notion of good set of irreg-
ular values, which will be used as index sets of irregular decompositions and Stokes
filtrations.
Definition 2.1.2. — A finite subset I ⊂ M(X,D)/H(X) is called a good set of
irregular values on (X,D), if the following conditions are satisfied:
– ord(a) exists for each element a ∈ I. If a 6= 0 in M(X,D)/H(X), aord(a) is
invertible on D`.
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– ord(a − b) exists for any two distinct a, b ∈ I, and (a − b)ord(a−b) is invertible
on D`.
– The set
{
ord(a− b) ∣∣ a, b ∈ I} is totally ordered with respect to the partial order
≤Z` on Z`.
The third condition is slightly stronger than that considered in [103], which seems
convenient for our inductive argument in levels.
Remark 2.1.3. — The condition in Definition 2.1.2 does not depend on the choice
of a holomorphic coordinate system such that D =
⋃`
i=1{zi = 0}.
Remark 2.1.4. — We will often use a coordinate system such that ord(a − b) and
ord(a) are contained in the set
∐`
i=0 Z
i
<0 × 0`−i for any a, b ∈ I. Such a coordinate
system is called admissible for I.
2.1.1.4. Examples. — The set I0 :=
{
z−11 z
−1
2 + z
−1
1 + z
−1
2
}
is a good set of irregular
values. The order of pole is given by ord(z−11 z
−1
2 + z
−1
1 + z
−1
2 ) = (−1,−1). Let us
consider the following examples:
I1 :=
{
z−11 z
−1
2 , z
−1
1 , 0
}
, I2 :=
{
z−11 z
−1
2 , z
−1
1 , z
−1
2 , 0
}
Then, I1 is a good set of irregular values. The orders of poles are given as follows:
ord(z−11 z
−1
2 ) = (−1,−1), ord(z−11 ) = (−1, 0), ord(0) = (0, 0),
ord(z−11 z
−1
2 −z−11 ) = (−1,−1), ord(z−11 z−12 −0) = (−1,−1), ord(z−11 −0) = (−1, 0)
However I2 is not. Actually, ord(z−11 − z−12 ) does not exist.
We consider the following examples:
I3 :=
{
z−11 z
−1
2 + z
−1
1 , z
−1
1 z
−1
2
}
, I4 :=
{
z−11 z
−1
2 + z
−1
1 + z
−1
2 , z
−1
1 z
−1
2
}
Then, I3 is a good set of irregular values. The orders of poles are given as follows:
ord(z−11 z
−1
2 + z
−1
1 ) = (−1,−1), ord(z−11 z−12 ) = (−1,−1),
ord
(
(z−11 z
−1
2 + z
−1
1 )− z−11 z−12
)
= (−1, 0)
However, I4 is not. Actually, ord
(
(z−11 z
−1
2 + z
−1
1 + z
−1
2 )− z−11 z−12
)
does not exist.
The property of good set of irregular values is not preserved for some canonical
constructions. For example, let us consider I = {ai | i = 1, 2, 3, 4} given as follows:
a1 = z
−1
1 , a2 = 2z
−1
1 , a3 = 3z
−1
1 (1 + z2), a4 = 4z
−1
1 (1 + z2)
Then, I ⊗ I∨i :=
{
ai − aj
∣∣ i, j = 1, 2, 3, 4} is not necessarily good. Actually,
(a3 − a4)− (a1 − a2) = z2z−11
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2.1.2. Auxiliary sequence. — Let I be a good set of irregular values on (X,D).
Note that the set
{
ord(a)
∣∣ a ∈ I} is totally ordered, because ord(a) 6≤ ord(b) and
ord(a) 6≥ ord(b) imply that ord(a−b) does not exist. We setm(0) := min{ord(a) ∣∣ a ∈
I}. We have the set T (I) := {ord(a−b) ∣∣ a, b ∈ I} contained in Z`≤0. Notem(0) ≤Z`
m for any m ∈ T (I), because am 6= 0 for some a ∈ I. Since T (I) is assumed to
be totally ordered with respect to the partial order ≤Z` , we can take a sequence
M := (m(0),m(1),m(2), . . . ,m(L),m(L + 1)) in Z`≤0 with the following property:
– T (I) ⊂M and m(L+ 1) = 0`.
– For each i ≤ L, there exists 1 ≤ h(i) ≤ ` such that m(i + 1) = m(i) + δh(i),
where δj := (
j−1︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . , 0),
Such a sequence is called an auxiliary sequence for I. It is not uniquely determined
for I. We often omit to mention m(L + 1), because it is fixed to be 0. It seems
convenient for an inductive argument.
Remark 2.1.5. — In the case that D is smooth, i.e., ` = 1, the auxiliary sequence is
canonically determined. We have m(0) := min
{
ord(a)
∣∣ a ∈ I}, and m(j) := m(0)+j.
In this case, we prefer to use the orders ord(a) directly.
2.1.2.1. Example. — In the example in Section 2.1.1,
T (I0) =
{
0
}
, T (I1) =
{
(−1,−1), (−1, 0),0}, T (I3) = {(−1, 0),0}.
Hence,M = {(−1,−1), (−1, 0), (0, 0)} is an auxiliary sequence for them. NoteM′ ={
(−1,−1), (0,−1), (0, 0)} is also an auxiliary sequence for I0, but not for Ii (i = 1, 3).
2.1.3. Truncation. — For anym ∈ Z`≤0, let ηm :M(X,D) −→M(X,D) be given
as follows:
(8) ηm(a) :=
∑
n≤m
an z
n
Let ξm :M(X,D) −→M(X,D) be given as follows:
(9) ξm(a) :=
∑
n 6≥m
an z
n
The induced maps M(X,D)
/
H(X) −→ M(X,D)/H(X) are also denoted by ηm
and ξm.
Let I be a good set of irregular values on (X,D). We take an auxiliary sequence
M = (m(0),m(1), . . . ,m(L+1)) for I. The function z−m(i) (ξm(i+1)(a)− ξm(i)(a))
is holomorphic on X , and it is independent of the variable zh(i). We define
(10) ζm(i)(a) := ξm(i+1)(a)− ξm(i)(a).
By construction, we have ξm(i)(a) =
∑
j<i ζm(j)(a).
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Lemma 2.1.6. — For aj ∈ I (j = 1, 2), the equality ηm(i)(a1) = ηm(i)(a2) implies
ξm(i+1)(a1) = ξm(i+1)(a2), and hence ζm(i)(a1) = ζm(i)(a2). In particular, ξm(i+1)(b)
and ζm(i)(b) are well defined for b ∈ ηm(i)(I).
Proof Because ηm(i)(a1) = ηm(i)(a2), we have ord(a1 − a2) ≥ m(i + 1). Hence,
we have a1n = a2n for any n 6≥m(i+1), which implies the claim of the lemma.
When we are given an auxiliary sequence, it will often be convenient to use the
following symbol for a ∈ I:
(11) ηm(i)(a) := ξm(i+1)(a)
Note ηm(L)(a) = a in M(X,D)
/
H(X) for any a ∈ I. We have the decomposition
ηm(i)(a) =
∑
j≤i ζm(j)(a). The set I(m(i)) := ηm(i)(I) is called the truncation of I
at the level m(i). It is also a good set of irregular values. We should remark that
ηm(i) and the set I(m(i)) depend on the choice of an auxiliary sequence, in general.
Remark 2.1.7. — In the case that D is smooth, we have ηp = ηp for p ∈ Z≤0.
2.1.3.1. Example. — Let us consider I0 in Section 2.1.1. If we take an auxiliary
sequence m(0) = (−1,−1),m(1) = (−1, 0), we have the following:
ηm(0)(z
−1
1 z
−1
2 + z
−1
1 + z
−1
2 ) = z
−1
1 z
−1
2 + z
−1
2
If we take an auxiliary sequence m(0) = (−1,−1),m(1) = (0,−1), we have the
following:
ηm(0)(z
−1
1 z
−1
2 + z
−1
1 + z
−1
2 ) = z
−1
1 z
−1
2 + z
−1
1
Let us consider the example I1 with the auxiliary sequencem(0) = (−1,−1),m(1) =
(−1, 0). We have the following:
ηm(0)(z
−1
1 z
−1
2 ) = z
−1
1 z
−1
2 , ηm(0)(z
−1
1 ) = ηm(0)(0) = 0
Hence, I1(m(0)) =
{
z−11 z
−1
2 , 0
}
.
Let us consider the example I3 with an auxiliary sequence m(0) = (−1,−1),
m(1) = (−1, 0). We have the following:
ηm(0)(z
−1
1 z
−1
2 + z
−1
1 ) = ηm(0)(z
−1
1 z
−1
2 ) = z
−1
1 z
−1
2
Hence, I3(m(0)) = {z−11 z−12 }.
We have the following picture in our mind for truncation.
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m(5)
m(4)
m(3)m(2)m(1)
m(0) ηm(0)
ζm(1) ζm(2)
ζm(3)
ζm(4)
L = 4, m(0) = (−2,−3), m(1) = (−2,−2), m(2) = (−1,−2),
m(3) = (0,−2), m(4) = (0,−1), m(5) = (0, 0).
2.2. Unramifiedly good lattice in the formal case
2.2.1. Definition. — We recall some definitions related with formal connection for
our use. See [70] for more deep property of formal connections.
Let k be an integral domain over C. For some 1 ≤ ` ≤ n, we consider R0 :=
k[[z1, . . . , zn]] and its localization R with respect to zi (i = 1, . . . , `). Let X be the
formal scheme associated to R0. Let Di denote the formal subscheme of X corre-
sponding to zi = 0. We put D :=
⋃`
i=1Di. For each I ⊂ `, we set DI :=
⋂
i∈I Di. Let
K := Spec k. We use natural identifications R0 = OX and R = OX (∗D).
Let M be an OX -module. Let % ∈ OK. Recall that a %-connection of M relative
to K is a k-linear map D :M−→M⊗ Ω1X/K such that D(g · s) = (%dg) · s+ g · Ds.
A pairing of D(s) ∈ M⊗ Ω1X/K and a vector field v of X is denoted by D(v)s. It is
called flat, if the curvature D ◦ D : M −→ M⊗ Ω2X/K is 0. A meromorphic %-flat
bundle on (X ,D) is a free OX (∗D)-module M equipped with a flat %-connection. If
% is nowhere vanishing, we obtain a flat connection %−1D relative to K. It is often
denoted by Df .
Remark 2.2.1. — We are mainly interested in the cases (i) k = C and % = 1
(ordinary flat connection) (ii) k = C and % = 0 (Higgs field) (iii) k = C and
% = λ ∈ C (flat λ-connection) (iv) k is a C[λ]-algebra, and % = λ (family of flat
λ-connections).
We will often omit to say “relative to K”, if there is no risk of confusion.
Let (M,D) be a meromorphic %-flat bundle on (X ,D). A coherent OX -submodule
L ⊂M is called a lattice, if L⊗OX (∗D) =M. The specialization L⊗ODI is denoted
by L|DI .
Definition 2.2.2. — A lattice L of M is called a-logarithmic for a ∈ OX (∗D)/OX ,
if (i) L is OX -free, (ii) D − da˜ is logarithmic for a lift a˜ of a to OX (∗D). (We will
often use the same symbol a to denote a lift to OX (∗D) in the subsequent argument.)
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If M has an a-logarithmic lattice, it is called a-regular.
Definition 2.2.3. — A lattice L of M is called unramifiedly good, if there exist a
good set of irregular values Irr(D) ⊂ OX (∗D)/OX and a decomposition
(12) (L,D) =
⊕
a∈Irr(D)
(La,Da)
such that Da are a-logarithmic.
If M has an unramifiedly good lattice, we say that M is unramifiedly good.
The decomposition (12) induces
(13) M =
⊕
a∈Irr(D)
La ⊗OX (∗D).
The decompositions (12) and (13) are called irregular decomposition of L and M,
respectively.
Lemma 2.2.4. — Let L and L′ be unramifiedly good lattices of M with irregular
decompositions L =⊕a∈Irr(D) La and L′ =⊕a∈Irr′(D)L′a. Then, we have
La ⊗OX (∗D) = L′a ⊗OX (∗D)
for any a ∈ Irr(D) ∪ Irr′(D). In particular, the decomposition (12) is uniquely deter-
mined for L, and the decomposition (13) is uniquely determined for M.
Proof Take a, b ∈ Irr(D)∪ Irr′(D) such that a− b 6= 0 in OX (∗D)/OX . We would
like to show that the induced morphism ϕb,a : La ⊗OX (∗D) −→ L′b ⊗OX (∗D) is 0.
There exists 1 ≤ i ≤ ` such that the order of a− b with respect to i is strictly smaller
than 0. We may assume i = 1. Let A be the localization of k[[z2, . . . , zn]] with respect
to
∏`
i=2 zi, and let R := A((z1)). By a standard result in the one variable case (see
Corollary 2.2.18 below), we obtain that the induced morphism La ⊗R −→ L′b ⊗R is
0, and hence ϕb,a = 0. Then, the claim of the lemma immediately follows.
2.2.1.1. Residue and induced D-connections. — If we are given an unramifiedly good
lattice L, we obtain an endomorphism Resi(D) of L|Di in a standard way. Namely,
for any f ∈ La|Di , we take f˜ ∈ L such that f˜|Di = f , and put Resi(Da)f :=(
Drega (zi∂i)f˜
)
|Di , where D
reg
a := Da − da˜ for a lift a˜ of a. We set Resi(D) :=⊕
Resi(Da) ∈ End(L|Di). It is independent of the choice of lifts f˜ and a˜. It is
also independent of the choice of the coordinate functions zi. For any I 3 i, the
induced endomorphism of L|DI is also denoted by Resi(D).
If a does not contain the negative power of zi, we can define a meromorphic flat
%-connection iDa on La|Di. Let D(ic) :=
⋃
j 6=iDi. The section dzi/zi of Ω1X/K(logDi)
induces a splitting Ω1X/K(logDi)|Di ' Ω1Di/K⊕ODi . Let pi denote the projection onto
Ω1Di/K. It induces Ω
1
X/K(logDi)(∗D(ic)) −→ Ω1Di/K(∗D(ic)). Then, for f ∈ La|Di ,
take F ∈ L such that F|Di = f , and put iD(f) = pi
(
(DF )|Di
)
. It is independent
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of the choice of a lift F . But, it depends on the choice of the function zi. If we
replace zi with ω zi for some invertible ω, the difference of the induced %-connections
is (ω−1dω)|Di .
If we are given lifts a˜ for any a ∈ I, we obtain a flat %-connection iDrega of La|Di
by the same procedure, and iDreg :=
⊕
a∈I
iDrega . It depends on the choice of lifts a˜
and the function zi.
Lemma 2.2.5. — Resi(Da) is iDreg-flat. If ρ 6= 0, the eigenvalues of Resi(D) are
algebraic over k.
Proof The first claim is clear from the above constructions. The second claim
follows from the first one.
2.2.1.2. Good lattice. —
Definition 2.2.6. — A lattice L of M is called good, if there exists a ramified cov-
ering ϕ : (X ′,D′) −→ (X ,D) and an unramifiedly good lattice L′ of M′ = ϕ∗M such
that L is the descent of L′.
If we take an e-th root ζi of zi for appropriate e, we have an extension of rings
R0 ⊂ R′0 = k[[ζ1, . . . , ζ`, z`+1, . . . , zn]]. Let G be the Galois group of the extension. We
put M′ :=M⊗R0 R′0. Then, the above condition says that M′ has a G-equivariant
unramifiedly good lattice L′, and L is the G-invariant part of L′.
Lemma 2.2.7. — Let L be a good lattice of M. Put e1 := rankM!, and let X1 −→
X be a ramified covering such that the ramification indices at Di are e1. Then, L is
the descent of an unramifiedly good lattice L1 on X1. In other words, we have an a
priori bound on the minimal ramification indices.
Proof We take e, X ′, L′ andM′ as above. We may assume that e is divisible by
e1. We have a factorization X ′ −→ X1 −→ X . Note that Irr(D) ⊂ OX ′(∗D′)
/OX ′
is contained in OX1(∗D1)
/OX1 . It is well known in the one dimensional case. The
higher dimensional case can be reduced to the curve case easily. Then, for the irregular
decomposition of L′, each direct summand is stable for the action of the Galois group
of X ′/X1. Then, the descent of L′ to X1 gives the desired lattice.
2.2.2. A criterion for a lattice to be good. —
2.2.2.1. Statement. — Let X −→ K, D and % be as in Section 2.2.1. For simplicity,
we assume that k is a local ring. Then, X has a unique closed point O. Let (M,D)
be a meromorphic flat bundle on (X ,D). Let L be a lattice of M. Assume that we
are given the following:
– A good set of irregular values I ⊂ OX (∗D)/OX .
– A decomposition L = ⊕a∈I La as an OX -module, which is not necessarily
compatible with D.
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– Let pa denote the projection onto La, and we put Φ :=
∑
a∈I da · pa. Then,
D(0) := D− Φ is logarithmic with respect to L. (It is not necessarily flat.)
Proposition 2.2.8. — L is an unramifiedly good lattice ofM, and we have Irr(D) =
I.
2.2.2.2. Preliminary. — Let F be a free OX -module with a meromorphic flat %-
connection D : F −→ F ⊗ Ω1X/K(∗D). Let v be a frame of F , and let A be the
OX (∗D)-valued matrix determined by D(z1∂1)v = vA. Assume that we have a
decomposition v = (v1,v2) such that the corresponding decomposition of A has the
following form:
A =
(
Ω1 0
0 Ω2
)
+
(
A11 A12
A21 A22
)
– The entries of Ap,q are regular, i.e., sections of OX .
– There exists m ∈ Z`1<0 for some 1 ≤ `1 ≤ `, such that the entries of Ωp :=
z−m Ωp (p = 1, 2) are regular.
– Ω1|O and Ω2|O have no common eigenvalues.
Let us consider a change of the base of the following form:
v′ = vG, G = I +
(
0 T2
T1 0
)
Here, the entries of Tp (p = 1, 2) are sections of z1OX . We would like to take G such
that D(z1∂1) is block-diagonalized with respect to v
′ as follows:
(14) D(z1∂1)v
′ = v′B, B =
(
Ω1 +Q1 0
0 Ω2 +Q2
)
Lemma 2.2.9. — We have regular solutions Tp and Qp (p = 1, 2) such that (14)
holds. Moreover, zmTp are also regular.
Proof The relation of A, G and B are given by AG+ % z1∂1G = GB. We obtain
the equations:
A11 +A12T1 +Q1 = 0, Ω2T1 +A21 +A22T1 + % z1∂1T1 = T1Ω1 + T1Q1
By eliminating Q1, we obtain the following:
Ω2T1 − T1Ω1 +A21 +A22T1 + % z1∂1T1 + T1(A11 +A12T1) = 0.
We obtain the equation:
(15) Ω2T1 − T1Ω1 + z−m(A21 + A22T1 + T1A11 + % z1∂1T1 + T1A12T1) = 0.
We clearly have a regular solution T1 of (15). Moreover, because Ω2T1 − T1Ω1 ≡ 0
modulo z−m, we obtain that zmT1 is also regular. For such T1, Q1 is also regular.
Similarly, we have desired T2 and Q2, and z
mT2 is also regular.
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We put Vi := zi∂i (i ≤ `) and Vi := ∂i (i > `). Let A(i) be the OX (∗D)-valued
matrices determined by D(Vi)v = vA(i). Assume that the decomposition of A(i)
corresponding to v = (v1,v2) has the form
A(i) =
(
Ω
(i)
1 0
0 Ω
(i)
2
)
+
(
A
(i)
11 A
(i)
12
A
(i)
21 A
(i)
22
)
,
where the entries of A
(i)
p,q are regular, and the entries of z−mΩ
(i)
p are regular. Let C(i)
be determined by D(Vi)v′ = v′ C(i). Since zmTp (p = 1, 2) are regular, C(i) has the
form
C(i) =
(
Ω
(i)
1 0
0 Ω
(i)
2
)
+
(
C
(i)
1,1 C
(i)
1,2
C
(i)
2,1 C
(i)
2,2
)
,
where the entries of C
(i)
p,q are regular.
Lemma 2.2.10. — We have C
(i)
1,2 = 0 and C
(i)
2,1 = 0.
Proof Because
[
D(Vi),D(z1∂1)
]
= 0, we have the relation % ViC
(1) + C(i)C(1) =
% z1∂1C
(i) + C(1)C(i), from which we obtain the following equality:
C
(i)
12 (Ω2 +Q2) = % z1∂1C
(i)
12 + (Ω1 +Q1)C
(i)
12
Then, it is easy to obtain C
(i)
1,2 = 0. Similarly, we can obtain C
(i)
2,1 = 0.
2.2.2.3. Proof of Proposition 2.2.8. — Let us return to the setting in Subsection
2.2.2.1. We use an induction on the number |I|. If |I| = 1, the claim of Proposition
2.2.8 is obvious. Assume that we have already proved the claim of the proposition in
the case |I| < m0, and let us show the case |I| = m0.
We take an auxiliary sequence m(0), . . . ,m(L) for I. Let I(m(0)) denote the
image of I via ηm(0). It is easy to observe that we have only to consider the case
|I(m(0))| > 1.
Lemma 2.2.11. — We have a flat decomposition
(L,D) =
⊕
b∈I(m(0))
(Lm(0)b ,Dm(0)b ),
and an OX -decomposition
Lm(0)b =
⊕
ηm(0)(a)=b
(Lm(0)b )a
with the following property:
– Let p′a denote the projection of Lm(0)b onto (Lm(0)b )a, and we put Ψm(0)b :=∑
a∈η−1
m(0)
(b) da p
′
a. Then, D
m(0)
b −Ψm(0)b are logarithmic with respect to Lm(0)b .
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Proof Let v be a frame of L compatible with the decomposition L = ⊕a∈I La.
Let ai be determined by vi ∈ Lai . Let Ω be the diagonal matrix valued 1-form whose
(i, i)-th entry is dai. By applying Lemma 2.2.10 successively, we obtain a frame w of
L such that Dw = w (Ω +B), where B satisfies the following:
– B is the matrix-valued logarithmic one form.
– Bi,j = 0 unless ηm(0)(ai) = ηm(0)(aj).
For b ∈ I(m(0)), let Lm(0)b be the subbundle generated by
{
wi
∣∣ ηm(0)(ai) = b}. For
a ∈ I with ηm(0)(a) = b, let (Lm(0)b )a be the subbundle generated by
{
wi
∣∣ ai = a}.
Then, they have the desired property.
Because Lm(0)b satisfy the assumption in the proposition, we may apply the hy-
pothesis of the induction. Thus, the proof of Proposition 2.2.8 is finished.
2.2.3. Unramifiedly good Deligne-Malgrange lattice. — Let us use the set-
ting in Subsection 2.2.1 with k = C and % = 1. We use the symbol ∇ instead of
D.
Definition 2.2.12. — A lattice L of a meromorphic flat bundle (M,∇) on (X ,D)
is called an unramifiedly good Deligne-Malgrange lattice, if (i) L is an unramifiedly
good lattice, (ii) the eigenvalues α of Resi(∇) (i = 1, . . . , `) satisfy 0 ≤ Reα < 1.
An unramifiedly good Deligne-Malgrange lattice is uniquely determined, if it exists.
If L =⊕La is the unramifiedly good Deligne-Malgrange lattice ofM, we have frames
va of La such that (∇a − da)va = va
(∑`
j=1 Aj dzj/zj
)
, where Aj are constant
matrices. They induce a frame v = (va) of L. Such a frame is called normalizing
frame.
2.2.3.1. Extension. — Let 0 −→ (M(1),∇(1)) −→ (M(0),∇(0)) −→ (M(2),∇(2)) −→
0 be an exact sequence of meromorphic flat bundles on (X ,D). Let us show the
following proposition.
Proposition 2.2.13. — Assume (M(i),∇(i)) (i = 1, 2) have the unramifiedly good
Deligne-Malgrange lattices L(i), and I := Irr(M(1)) ∪ Irr(M(2)) is good. Then,
(M(0),∇(0)) also has the unramifiedly good Deligne-Malgrange lattice L(0). We also
have the exact sequence 0 −→ L(1) −→ L(0) −→ L(2) −→ 0.
Although this also seems to follow some deep results in [70], we keep our elementary
proof. In the following argument, we assume that the coordinate system is admissible
for I. An element of f ∈ OX (∗D) is called zj-regular, if f does not contain the
negative power of zj .
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2.2.3.1.1. First step. — For a, b ∈ I, we have the expansion a − b = ∑(a − b)l zlp.
We put ordp(a − b) := min
{
l
∣∣ (a − b)l 6= 0} and s(a − b) := {p ∣∣ ordp(a − b) < 0}.
We put Vi := zi∂i (i ≤ `) and Vi := ∂i (i > `). We take normalizing frames v(i) of
L(i) compatible with the irregular decomposition. We have the decomposition of the
frames v(i) =
(
v
(i)
a
)
. Let A
(i)
j be determined by ∇(i)(Vj)v(i) = v(i)A(i)j . We have the
decomposition A
(i)
j =
⊕(
Vj(a) + A
(i)
j,a
)
, where A
(i)
j,a are constant matrices. We also
have A
(i)
j,a = 0 for j > `.
We take a lift v˜(2) of v(2) to M(0). The frame of M(0) given by v(1) and v˜(2) is
denoted by (v(1), v˜(2)). Then, we have the following:
∇(0)(Vj)
(
v(1), v˜(2)
)
=
(
v(1), v˜(2)
) ( A(1)j Uj
0 A
(2)
j
)
Here, the entries of Uj are contained in OX (∗D). We have the decomposition Uj =
(Uj,a,b) corresponding to the decompositions of the frames v
(i) = (v
(i)
a ). We will con-
sider transforms of frames of the following form, where the entries of W are contained
in OX (∗D):
(16)
(
v(1), v˜(2)′
)
=
(
v(1), v˜(2)
) ( I W
0 I
)
,
∇(0)(Vj)
(
v(1), v˜(2)′
)
=
(
v(1), v˜(2)′
)( A(1)j U ′j
0 A
(2)
j
)
Lemma 2.2.14. — We can take a lift v˜(2) such that Uj,a,b are zp-regular for any
p 6∈ s(a− b) and for any j.
Proof We will inductively take transforms as above, such that the following claims
hold:
P (m) : Let p ≤ m. If p 6∈ s(a− b), Up,a,b is zp-regular.
Q(m) : Let p ≤ m. If p 6∈ s(a− b), Uj,a,b is zp-regular for any j.
In the condition, we have only to consider p satisfying p ≤ `.
Lemma 2.2.15. — If P (m) holds, Q(m) also holds.
Proof Due to the commutativity
[∇(0)(Vj),∇(0)(Vp)] = 0, we have the following
relation:
(17) Vp(Uj) + UpA
(2)
j +A
(1)
p Uj = Vj(Up) + Uj A
(2)
p +A
(1)
j Up
Hence, we obtain the following equality:
(18) zp∂pUj,a,b + Vp(a − b)Uj,a,b +A(1)p,a Uj,a,b − Uj,a,bA
(2)
p,b
− Vj
(
Up,a,b
)− Vj(a− b)Up,a,b −A(1)j,a Up,a,b + Up,a,bA(2)j,b = 0
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Assume Uj,a,b 6= 0, and let us consider the expansion Uj,a,b =
∑
l≥N Uj,a,b,l z
l
p, where
Uj,a,b,N 6= 0. AssumeN < 0, and we will derive a contradiction. Because ordp(a−b) ≥
0, we obtain the following relation:
N Uj,a,b,N +A
(1)
p,aUj,a,b,N − Uj,a,b,N A
(2)
p,b = 0
Because the eigenvalues α ofA
(1)
p,a and A
(2)
p,a satisfy 0 ≤ Re(α) < 1, we obtain Uj,a,b,N =
0, which contradicts with our choice of N . Hence, we obtain N ≥ 0. Thus, the proof
of Lemma 2.2.15 is finished.
Assume Q(m − 1) holds for a lift v˜(2). We would like to replace it with a lift for
which P (m) holds, by successive use of the transforms as in (16). We use the following
equality, obtained from the relation A
(1)
j W + Uj + Vj(W ) = U
′
j +W A
(2)
j :
(19) Vj(a − b)Wa,b +A(1)j,a Wa,b −Wa,bA
(2)
j,b + Vj
(
Wa,b
)
+ Uj,a,b − U ′j,a,b = 0
If m ∈ s(a − b), we have nothing to do, and so we assume m 6∈ s(a − b). Let us
consider the expansion Um,a,b =
∑
l≥N Um,a,b,l z
l
m. Assume N < 0. Let Wa,b,N be
the unique solution of the following equation:
A
(1)
m,aWa,b,N −Wa,b,N A
(2)
m,b +N Wa,b,N + Um,a,b,N = 0.
By the hypothesis Q(m − 1) of the induction, Um,a,b,N is assumed to be zp-regular
for p < m with p 6∈ s(a − b). Hence, Wa,b,N is also zp-regular. We put Wa,b =
Wa,b,N z
N
m . Then, because of (19) with j = m, the obtained U
′
m,a,b has the expansion∑
l>N U
′
m,a,b,l z
l
m. Because of (19), U
′
j,a,b is also zp-regular for any j and for p < m
with p 6∈ s(a − b). Hence, we can eliminate the negative power in Um,a,b after the
finite procedure, preserving the condition Q(m− 1), and we can arrive at a lift v˜(2)
for which P (m) holds.
Therefore, after a finite procedure, we can arrive at a lift v˜(2) for which Q(`) holds.
Thus, the claim of Lemma 2.2.14 is proved.
2.2.3.1.2. End of the proof of Proposition 2.2.13. — Let v˜(2) be a lift as in Lemma
2.2.14. We would like to replace it with a lift for which the Uj-components are
contained in OX , by successive use of (16). We put F := z1∂1(a − b). Note that
F z− ord(a−b) is invertible. We putWa,b := −F−1 U1,a,b. Then, we have the following,
due to (19):
U ′1,a,b = F
−1 (U1,a,bA(2)1,b −A(1)1,a U1,a,b)− V1(F−1 U1,a,b)
Let k be determined by ord(a − b) ∈ Zk<0, i.e., s(a − b) = {1, . . . , k}. We have the
subset S ⊂ Zk and the expansion:
U1,a,b =
∑
n∈S
U1,a,b,n(zk+1, . . . , zn)z
n, U1,a,b,n 6= 0.
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Note that S is bounded below with respect to ≤Zk . Then, the expansion of U ′1,a,b is
as follows:
U ′1,a,b =
∑
n∈S1
U ′1,a,b,n(zk+1, . . . , zn)z
n, U ′1,a,b,n 6= 0
Here S1 =
{
m − ord(a − b) ∣∣m ∈ S}. Hence, we can make ordq(U1,a,b) sufficiently
large for any q = 1, . . . , k after finite procedure. So, we have arrived at a lift v˜(2), for
which the entries of U1,a,b are contained in OX .
Let us show ordq(Uj,a,b) ≥ 0 for any q = 1, . . . , k and for any j. We have the subset
S ⊂ Zk bounded below with respect to ≤Zk , and the expansion as follows:
Uj,a,b =
∑
n∈S
Uj,a,b,n(zk+1, . . . , zn)z
n, Uj,a,b,n 6= 0
Let n0 be a minimal element of S. Assume n0 6∈ Zk≥0. Let us look at the zn0+ord(a−b)-
term of (18) with p = 1. Note that Vj(a − b)U1,a,b does not have the zn0+ord(a−b)-
term, because the entries of U1,a,b are contained in OX . Hence, we obtain Uj,a,b,n0 (a−
b)ord(a−b) = 0, and thus Uj,a,b,n0 = 0 which contradicts with our choice of S. Hence
we have S ∈ Zk≥ 0.
Therefore, we have arrived at a lift v˜(2) for which the entries of Uj are contained
in OX . Let L(0) be the submodule of M(0) generated by (v(1), v˜(2)) over OX . By
Proposition 2.2.8, L(0) is an unramifiedly good lattice. We have the exact sequence
0 −→ L(1) −→ L(0) −→ L(2) −→ 0, and we can easily deduce that L(0) is also
Deligne-Malgrange.
2.2.4. Preliminary from the one variable case (Appendix). — Let k be an
integral domain over C. We consider R0 := k[[t]] and R := k((t)), which are naturally
equipped with a derivation ∂t. An R-module M is called differential module, if it
is equipped with the action of ∂t such that ∂t(f s) = ∂t(f) s + f ∂ts for f ∈ R and
s ∈ M. We recall some basic facts on differential R-modules from [77] for reference
in our argument.
2.2.4.1. Extension of decomposition. — Let M be a finitely generated differential
R-free module with an R0-free lattice L such that tM+1∂tL ⊂ L for some M > 0.
Note that we have an induced endomorphism G of L ⊗R0 k. Assume that there
exists decomposition (L ⊗R0 k,G) = (V1, G1) ⊕ (V2, G2). For i 6= j, we have the
endomorphism G˜i,j of Hom(Vi, Vj) given by G˜i,j(f) = f ◦Gi −Gj ◦ f .
Lemma 2.2.16. — If G˜i,j are invertible for (i, j) = (1, 2), (2, 1), then we have a
decomposition L = L1 ⊕ L2 such that (i) tM+1∂tLi ⊂ Li, (ii) Li ⊗ k = Vi.
Proof We give only a sketch of a proof, by following [77]. Let v be a frame of
L with a decomposition v = (v1,v2) such that vi|t=0 give frames of Vi. Let A be
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the R0-valued matrices determined by tM+1∂tv = vA. Then, A has the following
decomposition corresponding to v = (v1,v2):
A =
(
Ω1 0
0 Ω2
)
+
(
A11 A1,2
A2,1 A2,2
)
Here, Ωi are k-valued matrices determined by Givi = vi Ωi, and Ai,j are tR0-valued
matrices. We consider a change of the base of the following form:
v′ = vG, G = I +
(
0 X
Y 0
)
Here, the entries of X and Y are contained in tR0. We would like to take G such that
(20) tM+1∂tv
′ = v′B, B =
(
Ω1 +Q1 0
0 Ω2 +Q2
)
.
The relation of A, G and B are given by AG + tM+1∂tG = GB. We obtain the
equations A11 + A12Y +Q1 = 0 and Ω2Y + A21 + A22Y + t
M+1∂tY = Y Ω1 + Y Q1.
By eliminating Q1, we obtain the equation
(21) Ω2Y − Y Ω1 +A21 +A22Y + tM+1∂tY + Y (A11 +A12Y ) = 0
By the assumption, we have the invertibility of the endomorphism on the space of
k-valued (r2, r1)-matrices, given by Z 7−→ Ω2Z −ZΩ1, where ri := rankLi (i = 1, 2).
By using a t-expansion, we can find a solution of (21) in the space of tR0-valued
matrices. Similarly, we can find desired X and Q2.
2.2.4.2. Uniqueness. —
Lemma 2.2.17. — LetM be an R-free differential module. Assume that there exists
an R0-free lattice L ⊂ M and a ∈ R \ R0 such that t∂t − t∂ta preserves L. Then,
any flat section of M is 0.
Proof Take f ∈ M such that ∂tf = 0. Assume f 6= 0, and we will deduce a
contradiction. We can take N ∈ Z such that tNf ∈ L and the induced element of
L/tL is non-zero. By the assumption, we have
L 3 (t∂t − t∂ta)(tNf) = (N − t∂ta)tNf
But, it is easy to see that (N − t∂ta)tNf 6∈ L, and thus we have arrived at a contra-
diction.
LetMi (i = 1, 2) be differential R-free modules with R0-free lattices Li such that
t∂t − t∂tai preserve Li.
Corollary 2.2.18. — Assume a1 − a2 6= 0 in R/R0. Then, any flat morphism
M1 −→M2 is 0.
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2.2.4.3. Let M be a differential R-module. Let E be an R0-lattice of M such that
tm+1∂tE ⊂ E for some m > 0. We have the induced endomorphism G of E|t=0.
Lemma 2.2.19. — Let s ∈ M. If G is invertible, we have ∂ts = 0 if and only if
s = 0.
Let Ei (i = 1, 2) be lattices of M such that tmi+1∂tEi ⊂ Ei for some mi > 0. Let
Gi be the endomorphism of Ei|t=0 induced by tmi+1∂t.
Lemma 2.2.20. — Assume that Gi are semisimple and non-zero. Let Ti be the set
of eigenvalues of Gi. Then, we have m1 = m2 and T1 = T2.
Proof By extending k, we may assume that the eigenvalues of Gi are contained
in k. We have ∂t-decomposition Ei =
⊕
b∈Ti Ei,b such that Ei,b|t=0 is the eigen space
of Gi corresponding to b. We have the induced map ϕc,b : E1,b ⊗R −→ E2,c ⊗R. If
m1 6= m2 or if m1 = m2 but b 6= c, we have ϕc,b = 0 by Lemma 2.2.19. Then, the
claim of Lemma 2.2.20 follows.
2.3. Good lattice of meromorphic %-flat bundle
2.3.1. Definition. — Let X −→ K be a smooth fibration of complex manifolds.
Let D be a simple normal crossing hypersurface of X such that any intersections of
irreducible components are smooth over K. Let % be a holomorphic function on K.
For a point P of X , let P̂ denote the completion of X at P . In the following, for a
given OX -module F , let F|P̂ denote the formal completion F ⊗OX OP̂ .
Let (E ,D) be a meromorphic %-flat bundle on (X ,D) relative to K, i.e., E is a locally
free OX (∗D)-coherent sheaf with a flat %-connection D : E −→ E⊗Ω1X/K relative to K.
(A flat %-connection is defined in a standard way as in the formal case. See Subsection
2.2.1. We will often omit “relative to K” if there is no risk of confusion.)
Definition 2.3.1. — A lattice E of E is called unramifiedly good at P ∈ D, if E|P̂
is an unramifiedly good lattice of (E ,D)|P̂ . If E is unramifiedly good at any point of
D, E is called an unramifiedly good lattice of (E ,D).
Notation 2.3.2. — The set of irregular values of (E,D)|P̂ is often denoted by
Irr(E,D, P ), Irr(E,P ) or Irr(D, P ).
For P ∈ D, let XP denote a small neighbourhood of P in X , and put DP := XP ∩D.
Definition 2.3.3. —
– (E,D) is called good at P , if there exist a small neighbourhood XP and a ram-
ified covering ϕP : (X ′P ,D′P ) −→ (XP ,DP ) such that E is the descent of an
unramifiedly good lattice E′ of ϕ∗P E.
– E is called good, if E is good at any point of D.
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In the condition of Definition 2.3.3, such E′ is not unique, even if ϕP is fixed. We
also remark that ϕ∗PE is not necessarily unramifiedly good.
Remark 2.3.4. — We will often say that (E,D) is (unramifiedly) good on (X ,D),
if E is a (unramifiedly) good lattice of a meromorphic %-flat bundle
(
E(∗D),D) on
(X ,D).
Definition 2.3.5. — A meromorphic %-flat bundle is called (unramifiedly) good, if
it locally has an (unramifiedly) good lattice.
If K is a point and % 6= 0, a good meromorphic %-flat bundle has a global good
lattice. Actually, it is given by a Deligne-Malgrange lattice. (See Section 2.7.)
2.3.2. Some functoriality. — Let E be a good lattice of a meromorphic %-flat
bundle (E ,D) on (X ,D). Let E∨ denote the dual of E in the category of OX -modules,
and E∨ denote the dual of E in the category of OX (∗D)-modules. We have E∨ =
E∨⊗OX OX (∗D). We have the naturally induced flat %-connection D of E∨. We have
the following functoriality for dual.
– E∨ is a good lattice of (E∨,D). If E is unramified, E∨ is also unramified. For
each P ∈ D, we have Irr(E∨, P ) = {−a ∣∣a ∈ Irr(E,P )}.
Let Ei (i = 1, 2) be unramifiedly good lattices of (Ei,Di). We have the following
functoriality for tensor product and direct sum.
– If Irr(E1, P ) ⊗ Irr(E2, P ) :=
{
a1 + a2
∣∣ ai ∈ Irr(Ei, P )} is good for any P ∈ D,
then E1 ⊗ E2 is an unramifiedly good lattices of (E1 ⊗ E2,D) with Irr(E1 ⊗
E2, P ) = Irr(E1, P )⊗ Irr(E2, P ).
– If Irr(E1, P ) ⊕ Irr(E2, P ) = Irr(E1) ∪ Irr(E2, P ) is good for any P ∈ D, then
E1 ⊕E2 is an unramifiedly good lattices of (E1 ⊕ E2,D) with Irr(E1 ⊕E2, P ) =
Irr(E1, P )⊕ Irr(E2, P ).
Let X1 be a complex manifold with a normal crossing hypersurface D1. Let F :
X1 −→ X be a morphism such that (i) F−1(D) ⊂ D1, (ii) the induced morphism
X1 −→ K is a smooth fibration, (iii) any intersection of some irreducible components
of D1 is smooth over K. Let E be a good lattice of (E ,D) on (X ,D). We have the
following functoriality for the pull back.
– F ∗E is a good lattice of F ∗(E ,D) = F−1(E ,D)⊗OX1(∗D1). If E is unramifiedly
good, F ∗E is also unramifiedly good, and we have
Irr(F ∗E,P ) =
{
F ∗a
∣∣a ∈ Irr(E,F (P ))}.
2.3.3. A criterion for a lattice to be good. — Let X , D and (E ,D) be as in
Subsection 2.3.1. Let E be a lattice of E . Assume that we are given the following:
– A good set of irregular values I ⊂M(X ,D)/H(X ).
– A holomorphic decomposition E =
⊕
a∈I Ea
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– Let pa denote the projection onto Ea, and we put Φ :=
∑
a∈I da · pa. Then,
D(0) := D−Φ is logarithmic with respect to E. (Note we do not assume D(0) is
flat.)
We obtain the following proposition as a corollary of Proposition 2.2.8. It will be
useful in the proof of Theorem 7.4.5.
Proposition 2.3.6. — E is an unramifiedly good lattice of (E ,D). For any P ∈ D,
the set Irr(D, P ) is equal to the image of I via M(X ,D)/H(X ) −→ OP̂ (∗D)/OP̂ .
2.3.4. Family of good lattice is good lattice. — Let X , D, (E ,D) be as
in Subsection 2.3.1. For each y ∈ K, we set X y := {y} ×K X and Dy :=
{y} ×K X . We have the induced meromorphic %(y)-flat bundle (Ey,Dy) on
(X y,Dy). Let I ⊂ M(X ,D)/H(X ) be a good set of irregular values. The im-
age of I via M(X ,D)/H(X ) −→ OP̂ (∗D)/OP̂ is denoted by IP̂ . The image via
M(X ,D)/H(X ) −→ M(X y,Dy)/H(X y) is denoted by Iy . If P is contained in X y ,
let Oy
P̂
be the completion of the local ring OX y,P , and let Iy
P̂
denote the image of Iy
via M(X y,Dy)/H(X y) −→ Oy
P̂
(∗D)/Oy
P̂
.
Proposition 2.3.7. — Let E be a lattice of E. The following conditions are equiv-
alent.
– E is unramifiedly good, and Irr(D, P ) = IP̂ for any P ∈ D.
– For each y ∈ K, the specialization Ey = E⊗OX y is an unramifiedly good lattice
of (Ey ,Dy), and Irr(Dy, P ) = Iy
P̂
(P ∈ Dy).
Proof It is easy to see that the first condition implies the second one. We would
like to show the converse. We have only to consider the case X = ∆n × K and
D = ⋃`i=1{zi = 0}. Let O = (0, . . . , 0) ∈ ∆n. We have only to show that the
completion of E along O×K has the irregular decomposition with the set of irregular
values I.
Let H(K) denote the space of holomorphic functions on K. For each y ∈ K, we
have the specialization valy : H(K) −→ C given by valy(f) = f(y). We put R0 :=
H(K)[[z1, . . . , zn]] and k0 := C[[z1, . . . , zn]], and let R (resp. k) be the localization of
R0 (resp. k0) with respect to zi (i = 1, . . . , `). The natural morphism valy : R0 −→ k0
induces a functor from the category of R0-modules to the category of k0-modules. The
image of an R0-module E is denoted by E
y. We use the symbol Ey for an R-module E
in a similar meaning. To show Proposition 2.3.7, we have only to show the following
lemma.
Lemma 2.3.8. — Let I ⊂ R/R0 be a good set of irregular values. For any y ∈ K,
let Iy ⊂ k/k0 denote the specialization of I at y.
Let (E ,D) be a meromorphic %-flat bundle over R. Let E be a free R0-lattice of E
such that for each y ∈ K the restriction Ey is an unramifiedly good lattice of (Ey ,Dy)
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with Irr(Dy) = Iy, i.e., we have a decomposition (Ey,Dy) =⊕a∈I(Eya ,Dya) such that
Dya are ay-logarithmic.
Then, E is an unramifiedly good lattice of (E ,D) with Irr(D) = I.
Proof We use an induction on
∣∣T (I)∣∣. (See Section 2.1.2 for T (I).) By con-
sidering the tensor product with a meromorphic %-flat line bundle, we may assume
min
{
ord a
∣∣ a ∈ T (I)} = min{ord a ∣∣ a ∈ I}. Let us take an auxiliary sequence
m(0), . . . ,m(L) for I. We havem(1) =m(0) + δj for some j. Let F denote the en-
domorphism of E|zj=0 induced by z
−m(0)D(zj∂j). The eigenvalues of F are given by
the set T =
{
(z−m(0)zj∂ja)|zj=0
∣∣ a ∈ I}. Hence, we have the eigen decomposition:
(22) E|zj=0 =
⊕
b∈T
Eb
Lemma 2.3.9. — We can take a D-flat decomposition E =
⊕
b∈T Eb such that
Eb|zj=0 = Eb.
Proof We give only an outline of the proof. Let v be a frame ofE whose restriction
to zj = 0 is compatible with (22). We have the decomposition v = (vb) corresponding
to the decomposition (22). We have the following:
z−m(0)D(zj∂j)v = v
(⊕
b∈T
Ωb + zj B
)
Here, the entries of Ωb and B are regular, and Ωb|O (b ∈ T ) have no common eigen-
values. Applying an argument in [77] (or the argument in Subsection 2.2.2.2), we can
take v for which B is block diagonal, i.e., B =
⊕
b∈T Bb. Let Eb be the R0-submodule
generated by vb. It can be shown that Eb is D-flat using the argument in the proof
of Lemma 2.2.10. Thus Lemma 2.3.9 is proved.
Let us return to the proof of Lemma 2.3.8. For b ∈ T , let I(b) denote the inverse
image of b by the natural map I −→ T . Its specialization at y is denoted by I(b)y. We
can deduce Eyb =
⊕
a∈I(b)y E
y
a . Then, we can apply the hypothesis of the induction
on each (Eb,Db). Therefore, we obtain Lemma 2.3.8 and thus Proposition 2.3.7.
2.4. Decompositions
2.4.1. Openness property. — Let X and D be as in Section 2.3.1. Let (E ,D)
be a meromorphic flat bundle on (X ,D). Let E be a lattice of E . Assume that it is
unramifiedly good at a point P ∈ D, i.e., there exist a good set of irregular values
Irr(D, P ) ⊂ OP̂ (∗D)/OP̂ and a decomposition
(E,D)|P̂ =
⊕
a∈Irr(D,P )
(P Êa,
P D̂a)
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such that P D̂a − da are logarithmic with respect to Êa. For a small neighbourhood
XP of P , let DP := D ∩ XP . We will prove the following proposition in Subsection
2.4.6.
Proposition 2.4.1. — If XP is sufficiently small, the following claims hold:
– Irr(D, P ) ⊂ M(XP ,DP )/H(XP ), i.e., it is contained in the image of
M(XP ,DP )/H(XP ) −→ OP̂ (∗DP )/OP̂ .
– E is unramifiedly good at any point of P ′ ∈ DP .
– The good set of irregular values Irr(D, P ′) of (E,D)|P̂ ′ is the image of Irr(D, P )
by M(XP ,DP )
/
H(X ) −→ OP̂ ′(∗D)
/OP̂ ′ .
2.4.1.1. Good system of irregular values. — Before proceeding, we give a consequence
and prepare a terminology. When we are given an unramifiedly good lattice (E,D) of a
meromorphic %-flat bundle, we put Irr(D) :=
{
Irr(D, P )
∣∣P ∈ D}. Then, Proposition
2.4.1 says that Irr(D) is a good system of irregular values in the following sense.
Definition 2.4.2. — A system I of finite subsets IP ⊂ OX (∗D)P
/OX ,P (P ∈ D)
is called a good system of irregular values, if the following holds for each P ∈ D:
– Take a neighbourhood XP of P such that IP ⊂ M(XP ,DP )/H(XP ), where
DP = XP ∩ D. Then, for each P ′ ∈ DP , IP ′ is the image of IP via
M(XP ,DP )/H(XP ) −→ OX (∗D)P ′
/OX ,P ′ .
Remark 2.4.3. — A good set of irregular values I ⊂ OX (∗D)P /OX ,P naturally
induces a good system of irregular values on a neighbourhood of P . In that case, we
will not distinguish the induced system and I.
2.4.2. Decompositions along the intersection of irreducible components.
— We will also prove a refinement of the second and third claims of Proposition
2.4.1. For simplicity, let us consider the case X = ∆n×K and D = ⋃`i=1{zi = 0}. We
put Di := {zi = 0}. For a subset I ⊂ `, we put DI :=
⋂
i∈I Di and D(I) :=
⋃
i∈I Di.
The complement ` \ I is denoted by Ic. Let D̂I and D̂(I) denote the completion of
X along DI and D(I), respectively. (See [6], [10] and [75]. See also a brief review in
Subsection 22.5.1.)
We may assume P ∈ D`. For a given small neighbourhood XP of P in X , we put
DI,P := DI ∩ XP and D(I)P := D(I) ∩ XP .
Let (E,D) be unramifiedly good at P . Once we know Irr(D, P ) is con-
tained in M(XP ,DP )/H(XP ), let Irr(D, I) denote the image of Irr(D, P ) via
M(XP ,DP )/H(XP ) −→ M(XP ,D(Ic)P ). We will prove the following proposition in
Subsection 2.4.6.
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Proposition 2.4.4. — Let XP be a sufficiently small neighbourhood of P in X . For
any subset I ⊂ `, we have a decomposition
(23) (E,D)|D̂I,P =
⊕
b∈Irr(D,I)
(
IÊb,
ID̂b
)
such that (I D̂b−db)
(
IÊb
) ⊂ IÊb⊗(Ω1X/K(logD(I))+Ω1X/K(∗D(Ic)))|XP , where we
take a lift of b to M(XP ,DP ).
The decomposition (23) is called the irregular decomposition of (E,D)|D̂I,P . It
induces the irregular decomposition at any point P ′ ∈ DI,P \
⋃
j 6∈I Dj . In that sense,
Proposition 2.4.4 refines the second and third claims in Proposition 2.4.1.
Remark 2.4.5. — The property of Proposition 2.4.4 was adopted as definition of
“unramifiedly good at P” in the older version of this monograph.
Remark 2.4.6. — For b ∈ Irr(D, I), let Irr(D, P, b) be the inverse image of b via
the natural map Irr(D, P ) −→ Irr(D, I). If we are given the decomposition (23), we
have IÊ
b|P̂ =
⊕
a∈Irr(D,P,b)
P Êa. Hence, it is easy to deduce
IÊ
c|D̂J,P =
⊕
b∈Irr(D,J,c)
J Êb
for I ⊂ J and c ∈ Irr(D, I), where Irr(D, J, c) is the inverse image of c via the natural
map Irr(D, J) −→ Irr(D, I).
2.4.3. Decomposition along the union of irreducible components. — We
continue to use the setting in Subsection 2.4.2. By shrinking X , we assume X = XP .
We will often need a decomposition on the completion along D(I) for some I ⊂ `.
For simplicity, let us take an admissible coordinate system (Remark 2.1.4) for the
good set Irr(D, P ), and we consider decompositions along D(j) for 1 ≤ j ≤ `, where
j := {1, . . . , j}.
Let Irr(D, j) and Irr′(D, j) denote the images of Irr(D, P ) via the following natural
maps:
M(X ,D)/H(X ) −→M(X ,D)/M(X ,D(` \ {j}))
M(X ,D)/H(X ) −→M(X ,D)/M(X ,D(j − 1))
Note that the natural map Irr′(D, j) −→ Irr(D, j) is bijective by our choice of the
coordinate system, via which we identify them. We have the naturally defined maps
Irr′(D, i) −→ Irr′(D, j) for any i ≤ j, which induces pij,i : Irr(D, i) −→ Irr(D, j).
Lemma 2.4.7. — There is the following decomposition:
(24) (E,D)|D̂(j) =
⊕
b∈Irr(D,j)
(
Ê
b,D̂(j),Db
)
such that Ê
b,D̂(j)|D̂i =
⊕
c∈Irr(D,i)
pij,i(c)=b
iÊc
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Proof For J ⊂ `, let i(J) be the number determined by i(J)∩J = ∅ and i(J)+1 ∈
J . We have the maps
M(X ,D)/H(X ) p1−→M(X ,D)/M(X ,D(i(J))) p2−→M(X ,D)/M(X ,D(Jc))
Let Irr′(D, J) denote the image of Irr(D, P ) by p1. Then, p2 naturally gives a bijection
Irr′(D, J) −→ Irr(D, J), by which we identify them. If j ∈ J , we have the naturally
defined map Irr′(D, J) −→ Irr(D, j), which induces pij,J : Irr(D, J) −→ Irr(D, j). For
b ∈ Irr(D, j), we put J Êb :=
⊕
a∈pi−1j,J (b)
J Êa. By Remark 2.4.6, we have
IÊ
b|D̂J =
J Êb
for I ⊂ J and b ∈ Irr(D, j). Then, we obtain the decomposition (24) by using a general
lemma (Lemma 2.4.12 below).
2.4.4. Decomposition in the level m(i). — We use the setting in Subsection
2.4.3. Take an auxiliary sequence m(0), . . . ,m(L),m(L + 1) = 0 for Irr(D). (See
Section 2.1.2.) Let Irr(D,m(i)) denote the image of Irr(D) via ηm(i). Let k(i) denote
the number determined by m(i) ∈ Zk(i)<0 × 0`−k(i). Let k(i) := k(i). We remark that
pij : Irr(D,m(i)) −→M(X ,D)/M(X ,D(j − 1))
is injective for j ≤ k(i). We also have the map
ηm(i),j : Irr(D, j) −→M(X ,D)/M(X ,D(j − 1))
given as follows:
Irr(D, j) ' Irr′(D, j) ⊂M(X ,D)/M(X ,D(j − 1))
b−→M(X ,D)/M(X ,D(j − 1))
Here, b is induced by ηm(i). As in Lemma 2.4.7, we obtain the following decomposi-
tion:
(25) (E,D)|D̂(k(i)) =
⊕
b∈Irr(D,m(i))
(
Ê
m(i)
b ,Db
)
, where Ê
m(i)
b|D̂j =
⊕
c∈Irr(D,j)
ηm(i),j(c)=pij(b)
jÊc,
(
j ≤ k(i))
The decomposition (25) is called the irregular decomposition in the level m(i).
2.4.5. Zero of %. — We use the setting in Section 2.4.1. It is easy to show the
following lemma.
Lemma 2.4.8. — Assume % is constantly 0. Then, for a sufficiently small neigh-
bourhood XP of P , we have Irr(D, P ) ⊂ M(XP ,DP )/H(XP ) and a decomposition
(E,D)|XP =
⊕
a∈Irr(D,P )(Ea,Da) such that Da are a-logarithmic.
Let us consider the case in which % is not constantly 0. For simplicity, we assume
that d% is nowhere vanishing on K0 := %−1(0). We put X 0 := X ×K K0 and D0 :=
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D ×K K0. We also assume that P ∈ D0. As remarked in Lemma 2.4.8, by shrinking
X around P , we have a decomposition
(26) (E,D)|X 0 =
⊕
a∈Irr(D,P )
(Ea,X 0 ,Da)
such that Da − da|X 0 are logarithmic. Let X̂ 0 be the completion of X along X 0. The
following lemma can be shown by a standard argument.
Lemma 2.4.9. — We have a flat decomposition
(E,D)|X̂ 0 =
⊕
a∈I
(E
a,X̂ 0 ,Da)
such that (i) its restriction to X 0 is the same as (26), (ii) its restriction to P̂ is the
same as the irregular decomposition of (E,D)|P̂ .
We have refinements of Sections 2.4.3 and 2.4.4. We use the setting there. For b ∈
Irr(D, j), let Irr(D, P, b) denote the inverse image of b by the natural map Irr(D, P ) −→
Irr(D, j). We put Ê
b,X̂ 0 :=
⊕
a∈Irr(D,P,b) Êa,X̂ 0 . We put W (j) := D(j) ∪ X 0. As in
Lemma 2.4.7, we obtain the decomposition
(27) (E,D)|Ŵ (j) =
⊕
b∈Irr(D,j)
(
Ê
m(p)
b,Ŵ (j)
,Db
)
such that (i) Ê
b,Ŵ (j)|D̂(j) = Êa,D̂(j), (ii) Êb,Ŵ (j)|X̂ 0 = Êa,X̂ 0 . Similarly, for b ∈
Irr(D,m(i)), let Irr(D, P, b) be the inverse image of b by the natural map Irr(D, P ) −→
Irr(D,m(i)). Then, we have the decomposition
(28) (E,D)|Ŵ (k(i)) =
⊕
b∈Irr(D,m(i))
(
Ê
m(i)
b,Ŵ (k(i))
,Db
)
such that (i) Ê
m(i)
b,Ŵ (k(i))|D̂(k(i)) = Ê
m(i)
b,D̂(k(i)), (ii)Ê
m(i)
b,Ŵ (k(i))|X̂ 0 =
⊕
ηm(i)(a)=b
Ê
a,X̂ 0 .
2.4.6. Proof of Proposition 2.4.1 and Proposition 2.4.4. — We have only to
show the propositions under the setting of Subsection 2.4.2. In the following, instead
of considering a neighbourhood XP , we will replace X by a small neighbourhood of
P without mention, if it is necessary.
2.4.6.1. Step 1. — We fix I ⊂ ` for a moment. Let E be a free OD̂I -module with a
meromorphic flat connection D : E −→ E ⊗ Ω1D̂I/K(∗D). Assume that we are given
the following:
– m ∈ Z`≤0 and i ∈ I such that mi < 0. We set m′ :=m+ δi.
– I ⊂ OP̂ (∗D) such that, for any a ∈ I, (i) z−mii a is independent of the variable
zi, (ii) z
−m a ∈ OP̂ .
– A decomposition E|P̂ =
⊕
a∈I
PEa such that z
−m′(D − da)(PEa) ⊂ PEa ⊗
Ω1
P̂ /K(logD).
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We set I0 :=
{
(z−m a)(P )
∣∣ a ∈ I} ⊂ C. We have a naturally defined map
pi : I −→ I0. We set PEb :=
⊕
pi(a)=b
PEa.
Let H(DI) denote the space of holomorphic functions on DI . Let R denote the
localization of H(DI)[[zi | i ∈ I]] with respect to
∏`
i=1 zi.
Lemma 2.4.10. — I is contained in R, and we have a flat decomposition E =⊕
b∈I0 Eb such that Eb|P̂ =
PEb.
Proof First, we remark that z−mD(zi∂i)PEa ⊂ PEa, and thus z−mD(zi∂i)E ⊂
E. Let F be the endomorphism of E|D̂I∩Di induced by z
−mD(zi∂i). The eigen
decomposition of F|P is given by E|P =
⊕
b∈I0
PEb|P . We obtain the decomposition
E|D̂I∩Di =
⊕
b∈I0 Gb such that (i) F (Gb) ⊂ Gb (ii) Gb|P = PEb|P . By comparing F
and its completion at P , we obtain that I ⊂ R. By using a standard argument (see
Section 2.2.4), we obtain the decomposition E =
⊕
b∈I0 Eb such that (i) Eb|D̂I∩Di =
Gb, (ii) it is preserved by z
−mD. By a standard argument as in Corollary 2.2.18, we
can show that E
b|P̂ =
PEb.
2.4.6.2. Step 2. — For 1 ≤ p ≤ `, we put p := {1, . . . , p}. Let E be a free OD̂(p)-
module with a meromorphic flat connection D : E −→ E ⊗ Ω1D̂(p)/K(∗D). Assume
that we are given a good set of irregular values Irr(D) ⊂ OP̂ (∗D(p))/OP̂ and a
decomposition
(E,D)|P̂ =
⊕
a∈Irr(D)
(PEa,
PDa)
such that PDa are a-logarithmic. For I ⊂ p, let Irr(D, I) denote the image of Irr(D) via
the natural map pI : OP̂ (∗D(p))/OP̂ −→ OP̂ (∗D(p))/OP̂ (∗D(I1)), where I1 := p \ I.
For each I and b ∈ Irr(D, I), we set
PEb :=
⊕
a∈Irr(D)
pI (a)=b
PEa
Lemma 2.4.11. — If we shrink X appropriately, Irr(D) is contained in the image
of M(X ,D(p))/H(X ) −→ OP̂ (∗D(p))
/OP̂ . For each I ⊂ p, we have a decomposition
E|D̂I =
⊕
b∈Irr(D,I)
IEb such that
IE
b|P̂ =
PEb.
Proof We use an induction on the rank of E. Assume that the coordinate sys-
tem is admissible for Irr(D). Take an auxiliary sequence m(0), . . . ,m(L) for Irr(D).
We put T :=
{
(z−m(0)a)(P )
∣∣ a ∈ Irr(∇)}. We have the naturally defined map
q : Irr(∇) −→ T . For each α ∈ T , we put PEα =
⊕
q(a)=α
PEa. Then, E|P̂ =
⊕
PEα
is a flat decomposition. It is easy to observe that if we are given a flat decomposition
E|P̂ =
⊕
α∈T
PE′α such that
PE′α|P =
PEα|P , then we have PE′α =
PEα.
Due to Lemma 2.4.10 with I = {h(0)}, ηm(0)(a) are meromorphic functions for
any a ∈ Irr(D). Hence, by considering the tensor product with a meromorphic flat
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line bundle, we have only to consider the case in which |T | ≥ 2. Let k be determined
by m(0) ∈ Zk<0 × 0`−k.
Take I ⊂ p. If I∩k = ∅, the trivial decomposition is desired one. Let us consider the
case I ∩k 6= ∅. We take i ∈ I ∩k. Let mi(0) be the i-th component ofm(0). We have
z−m(0)∇(zi∂i)E ⊂ E. Let G be the induced endomorphism of E|P . It is semisimple,
the eigenvalues are given by
{
mi(0)α
∣∣α ∈ T}, and the eigen decomposition is given
by E|P =
⊕
PEα|P , where G|Eα|P is the multiplication of mi(0)α. By applying
Lemma 2.4.10, we can extend it to a flat decomposition of E|D̂I , i.e.,
E|D̂I =
⊕
α∈T
IEα, such that
IEα|P = PEα|P
Then, we obtain IEα|P̂ =
PEα. For I ⊂ J ⊂ k as above, we have IEα|D̂J = JEα.
Due to Lemma 2.4.12 below, we obtain the flat decomposition
(E,∇)|D̂(k) =
⊕
α∈T
(Eα,∇α), such that Eα|D̂I = IEα
We may apply the hypothesis of the induction to (Eα,∇α) on D(k), and we obtain
Lemma 2.4.11.
2.4.6.3. Step 3. — We can complete the proof of Proposition 2.4.1 and Proposition
2.4.4 by applying Lemma 2.4.11 to (E,D)|D̂.
2.4.6.4. General lemma. — Recall the following general lemma.
Lemma 2.4.12. — Let V̂ be a free OD̂-module on X . Assume that we are given
a decomposition V̂|D̂I =
⊕
I V̂a for each I ⊂ `, such that I V̂a|D̂J = J V̂a for any
I ⊂ J . Then, we have a unique decomposition V̂ = ⊕ V̂a on D̂, which induces the
decompositions on D̂I .
Proof Let Ipia be the projection of V̂|D̂I onto
IVa. Then, we have
Ipi
a|D̂J =
Jpia.
Let v be a frame of V . Let IΠa ∈Mr(OD̂I ) be determined by Ipia(v) = v · IΠa, where
r = rank(V ). Because IΠ
a|D̂J =
JΠa, we have Πa ∈Mr(OD̂) such that Πa|D̂I = IΠa.
(Use the exact sequence in the proof of Proposition 4.1 [47], for example.) Let pia be
the endomorphism of V̂ given by pia(v|D̂) = v|D̂ · Πa, and let V̂a be the image of pia.
Then, V̂ =
⊕
V̂a gives the desired decomposition.
2.5. Good filtered %-flat bundle
2.5.1. Good filtered %-flat bundle. — Let X −→ K, D and % be as in Subsection
2.3.1. Let D = ⋃i∈ΛDi be the irreducible decomposition. Recall that a filtered %-flat
sheaf on (X ,D) is defined to be a filtered sheaf E∗ =
(
aE
∣∣a ∈ RΛ) on (X ,D) with
a meromorphic flat %-connection D of the OX (∗D)-module E =
⋃
a∈RΛ aE. If E∗ is
a filtered bundle, (E∗,D) is called a filtered %-flat bundle. See Subsection 2.5.3 below
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for a brief account on filtered sheaf and filtered bundle. We shall use some notation
and terminology given there.
Definition 2.5.1. — Let (E∗,D) be a filtered %-flat bundle.
– (E∗,D) is called unramifiedly good, if cE are unramifiedly good lattices for any
c ∈ RΛ.
– (E∗,D) is called good at P ∈ D, if there exists a ramified covering ϕe :
(X ′P ,D′P ) −→ (XP ,DP ) such that (E˜∗, ϕ∗eD) is unramifiedly good. Here,
(XP ,DP ), (X ′P ,D′P ) and ϕP are as in Definition 2.3.3, and E˜∗ is induced by
ϕP and E∗ as in Section 2.5.3.3 below.
– (E∗,D) is called good, if it is good at any point of D. In other words, (E∗,D)
is good, if it is the descent of an unramifiedly good filtered %-flat bundle around
any point of D.
2.5.2. Residue. —
2.5.2.1. Unramified case. — Let X −→ K, D, % and (E ,D) be as in Section 2.3.1.
Let E be an unramifiedly good lattice of (E ,D). Let Di be an irreducible component
of D. For each P ∈ Di, we have ResDi(D|P̂ ) ∈ End(E|P̂∩Di). (See Subsection 2.2.1.)
Lemma 2.5.2. — We have the residue endomorphism ResDi(D) ∈ End(E|Di) such
that ResDi(D)|P̂ = ResDi(D|P̂ ) for any P ∈ Di. The eigenvalues of ResDi(D) are the
pull back of possibly multi-valued functions on K. In particular, their restriction to
Di ×K {y} are constant if % is not constantly 0 around y.
Proof The first claim follows from the construction of ResDi(D|P̂ ) and Proposition
2.4.4. The second claim follows from the first one and Lemma 2.2.5.
2.5.2.2. Ramified case. — Let X −→ K, D and % be as above. If (E∗,D) is un-
ramifiedly good on (X ,D), we have the induced endomorphism Resi(D) on cE|Di . It
preserves the induced filtration iF of cE|Di , and hence we have the induced endomor-
phism GrFa Resi(D) of
iGrFa (cE).
Proposition 2.5.3. — Even if a good filtered %-flat bundle (E∗,D) is not necessarily
unramified, we have the induced endomorphism GrF Resi(D) of iGr
F
a
(
cE
)
on Di for
each i ∈ Λ. It preserves the induced filtrations jF of iGrFa
(
cE
)
|Di∩Dj .
The eigenvalues of GrF Resi(D) are the pull back of possibly multi-valued functions
on K. In particular, their restriction to Di ×K {y} are constant if % is not constantly
0 around y.
Due to Proposition 2.5.3, GrF Resi(D) (i ∈ I) induce the endomorphisms of
I GrFa (cE), which are also denoted by Gr
F Resi(D) or Resi(D). In the following,
GrF Resi(D) are often denoted by Resi(D) for simplicity of the description.
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2.5.2.3. Proof of Proposition 2.5.3. — First, we consider the case X = ∆n and
D = {z1 = 0}. We put X˜ := X and D˜ = D, and we have a ramified covering
ϕe : (X˜ , D˜) −→ (X ,D) given by ϕe(z1, . . . , zn) = (ze1 , z2, . . . , zn) such that the induced
filtered %-flat bundle (E˜∗, D˜) on (X˜ , D˜) is unramifiedly good. We take c ∈ R and we
put c˜ := c e. We have the residue Res(D˜) of c˜E˜ on D˜. Let µe := {ω ∈ C |ωe = 1},
which naturally acts on X˜ by ω∗(z1) = ω z1, and (E˜∗, D˜) is µe-equivariant. The
endomorphism Res(D˜) is µe-equivariant.
We can take a frame v˜ of c˜E˜ such that (i) it is compatible with the induced filtration
F of c˜E˜|D˜, (ii) for each p we have bp ∈ Z satisfying 0 ≤ bp < e−1 and ω∗v˜p = ω−bp v˜p.
We put a(v˜p) := deg
F (v˜p). They induce the frame of Gr
F
(
c˜E˜
)
=
⊕
c˜−1<a˜≤c˜Gr
F
a˜
(
c˜E˜
)
.
We put vp := z
bp v˜p, which is a µe-invariant section. The tuple v = (vp) naturally
gives a frame of cE compatible with the parabolic filtration. Hence, they induce a
frame of GrF (cE) =
⊕
c−1<a≤cGr
F
a (cE). The frames give an isomorphism:
(29) GrFa˜ (c˜E˜) '
⊕
a˜−e a∈Z
GrFa (cE)
The decomposition of GrFa˜ (c˜E˜) corresponding to (29) is given by the eigen decom-
position with respect to the action of ω∗. Since Res(D˜) is µm-equivariant, it induces
endomorphisms Ga of Gr
F
a (cE). It is easy to check that the isomorphism (29) is inde-
pendent of the choice of a frame v˜. It is also independent of the choice of a coordinate
chart up to constant multiplication on each direct summand of the right hand side.
Hence, Ga is independent of the choice of frames and coordinate system. For each
c− 1 < a ≤ c, let b(a) ∈ Z be determined by c˜− 1 < e a+ b(a) ≤ c˜. In this case, we
define the endomorphism GrFa Res(D) of Gr
F
a (cE) as follows:
GrFa Res(D) := e
−1(Ga + % b(a))
Lemma 2.5.4. — If (E∗,D) is unramified, it is the same as the endomorphism in-
duced by the residue Res(D).
Proof By considering the completion along D, the problem can be reduced to the
regular case. Then, the claim can be checked by a direct calculation.
By using Lemma 2.5.4, we can check that GrFa Res(D) is independent of the choice
of a ramified covering (X˜ , D˜) −→ (X ,D). Thus, we obtain the well defined endomor-
phism GrFa (D) of Gr
F
a (cE) in the case that D is smooth.
Let D◦i := Di \
⋃
j 6=i Dj . We have obtained the endomorphism GrFa Resi(D) of
GrFa (cE)|D◦i . Let us show that it is extended to an endomorphism of Gr
F
a (cE), and
that it preserves the parabolic filtrations lF (l 6= i). Since it is a local property, we
have only to consider the case X := ∆n and D = ⋃`i=1{zi = 0}. We have a ramified
covering ϕe : (X˜ , D˜) −→ (X ,D) given by ϕe(z1, . . . , zn) = (ze1, . . . , ze` , z`+1, . . . , zn),
such that the induced filtered %-flat bundle (E˜∗, D˜) is unramifiedly good. We put
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Gal(X˜/X ) := {ω = (ω1, . . . , ω`) ∣∣ωi ∈ µe}. We have the natural action of Gal(X˜ /X )
on X˜ given by ω∗zj = ωj zj for j = 1, . . . , `. It is lifted to the action on (E˜∗, D˜), and
(E∗,D) is the descent.
Let c ∈ R` and c˜ := e c. Let ci and c˜i denote the i-th components of c and c˜,
respectively. For any c˜i − 1 < a˜ ≤ c˜i, we have the endomorphism GrFa˜ ResD˜i(D˜) of
iGrFa˜ (c˜E˜) on D˜i. It is Gal(X˜/X )-equivariant, and the restriction GrFa˜ ResD˜i(D˜)|D˜i∩D˜j
preserves the induced filtration jF of iGrFa˜ (c˜E˜)|D˜i∩D˜j .
We can take a frame v˜ = (v˜p) of c˜E˜ such that (i) it is compatible with the filtrations
kF (k = 1, . . . , `), (ii) there exist tuples of integers bp = (bp,1, . . . , bp,`) satisfying
0 ≤ bp,k < e − 1 and ω∗v˜p =
∏`
k=1 ω
−bp,k
k v˜p. (See Section 2.3 of [93].) We put
ak(v˜p) :=
k degF (v˜p). Let A˜
(i) be the matrix valued holomorphic function on D˜i,
determined by Resi(D˜)v˜|D˜i = v˜|D˜i A˜
(i), i.e., Resi(D˜)v˜q|D˜i =
∑
p A˜
(i)
p,q v˜p|D˜i . We have
A˜
(i)
p,q = 0 unless bp,i = bq,i and ai(v˜p) ≤ ai(v˜q). Due to the Gal(X˜/X )-equivariance of
Resi(D˜), the following functions are holomorphic on D˜i and Gal(X˜/X )-invariant:
(30) A(i)p,q := A˜
(i)
p,q
∏
k 6=i
z
bp,k−bq,k
k
Moreover, we have A
(i)
p,q|D˜l∩D˜i
= 0 for l 6= i, if either one of the following holds:
(31) (i) bp,l − bq,l > 0, (ii) bp,l = bq,l, al(v˜p) > al(v˜q)
We take ci − 1 < a ≤ ci, which determines c˜i − 1 < a˜ ≤ c˜i such that b(a) :=
a˜ − e a ∈ Z. We put I(a, i) := {p ∣∣ ai(v˜p) = a˜, bp,i = b(a)}. Let u˜a be the tuple(
u˜a,p := v˜p
∣∣ p ∈ I(a, i)). We put
ua,p :=
∏
k
z
bp,k
k u˜a,p.
Then, ua = (ua,p | p ∈ I(a, i)) naturally induces a frame of iGrFa (cE) compatible
with the induced filtrations lF (l 6= i) on Dl ∩ Di. Let A(i)a be the matrix valued
holomorphic function on Di given by
(
A
(i)
p,q
∣∣ p, q ∈ I(a, i)). By definition, we have
GrFa Resi(D)ua|Di = ua|Di e
−1(A(i)a + % b(a)).
It implies that GrFa Resi(D) is extended to an endomorphism of Gr
F
a (cE) on Di. If
l degF (up) >
l degF (uq), one of (31) occurs, and hence A
(i)
p,q|Dl∩Di = 0. It implies that
GrFa Resi(D)|Dl∩Di preserves the filtrations
lF (l 6= i).
2.5.2.4. Some notation. — Let us consider the caseK = {y}. If % 6= 0, the eigenvalues
of Resi(D) are constant. The endomorphisms Resi(D) (i ∈ I) on I GrFa (cE) are
commutative. Hence, we have the generalized eigen decomposition
I GrFa
(
cE
)
=
⊕
α
I GrF,E(a,α)
(
cE
)
,
2.5. GOOD FILTERED %-FLAT BUNDLE 53
where the eigenvalues of GrF Resi(D) on I Gr
F,E
(a,α)
(
cE
)
are the i-th components of α.
Recall that we often consider the following sets in this situation:
KMS(cE,D, I) :=
{
(a,α)
∣∣ I GrF,E(a,α)(cE) 6= 0}
KMS(E∗,D, I) :=
⋃
c∈RΛ
KMS(cE,D, I)
Sp(cE,D, I) :=
{
α
∣∣ (a,α) ∈ KMS(cE,D, I)}
Sp(E∗,D, I) :=
⋃
c∈RΛ
Sp(cE,D, I)
Each element of KMS(E∗,D, I) is called the KMS-spectrum of (E∗,D) at DI .
Remark 2.5.5. — Even in the case % = 0, a similar notion makes sense, if the
eigenvalues of Resi(D0) are assumed to be constant. The condition will be satisfied
when we consider wild harmonic bundles.
2.5.3. Filtered bundle (Appendix). — Let X be a complex manifold with a
simple normal crossing hypersurface D =
⋃
i∈ΛDi. A filtered sheaf on (X,D) is a
datum E∗ =
(
E, {cE}
∣∣ c ∈ RΛ) as follows:
– E is a torsion-free coherent OX(∗D)-module.
– {cE} is an increasing filtration by coherent OX -submodules of E indexed by
RΛ such that (i) E|X−D = cE|X−D for any c, (ii) aE =
⋂
a<b bE, (iii) E =⋃
a∈RΛ aE. Here, the order on R
Λ is given by a ≤ b ⇐⇒ ai ≤ bi (∀i).
– a′E = aE ⊗OX(−
∑
nj Dj) as submodules of E, where a
′ = a− (nj | j ∈ Λ).
– For each c ∈ RΛ, let iF be a filtration of cE indexed by ]ci − 1, ci] is given as
follows:
(32) iFd(cE) :=
⋃
ai≤d
a≤c
aE.
Then the tuple cE∗ :=
(
cE, {iF | i ∈ S}
)
is a c-parabolic sheaf, i.e., the sets{
a
∣∣ iGrFa (cE) 6= 0} are finite.
See Subsection 3.2 of [92] for some property of filtered sheaf. Each cE∗ is called the
c-truncation of E∗. We can reconstruct E∗ from cE∗. If each cE is locally free, E∗
is called a filtered bundle. (See Remark 2.5.6 below.)
2.5.3.1. Induced filtrations. — Let E∗ be a filtered bundle on (X,D). For each c-
truncation cE, we have a filtration
iF given as in (32). Let iFd(cE|Di) denote the
image of the induced map iFd(cE|Di) −→ cE|Di . It is called the parabolic filtration
of cE. For I ⊂ Λ, we have the induced filtrations iF (i ∈ I) of cE|DI . It is known
([18], [19], [51]) that they are compatible in the sense that it has locally a splitting,
i.e., for each P ∈ DI , take a small neighbourhood DI,P of P in DI , then we have a
splitting cE|DI ,P =
⊕
Gd such that
IFb(cE|DI ,P ) :=
⋂
iFdi(cE|DI ,P ) =
⊕
d≤bGd. It
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also implies the locally abelian condition in [60], i.e., for a small neighbourhood XP
of P in X , we can take a decomposition cE|XP =
⊕
Hd such that
iFb(cE|Di∩XP ) =⊕
di≤bHd|Di .
Remark 2.5.6. — The above compatibility condition was imposed in our old but
equivalent definition of filtered bundle ([92] and [93]). It is used implicitly, even if it
does not appear in the definition.
Let I be a subset of Λ. Let DI :=
⋂
i∈I Di. For a ∈ RI , we will often consider
IFa
(
cE|DI
)
:=
⋂
i∈I
iFai
(
cE|DI
)
, I GrFa
(
cE
)
:=
IFa
(
cE|DI
)∑
ba
IFb
(
cE|DI
) .
Here, b  a means “b ≤ a and b 6= a”. We often consider the following sets in this
situation:
Par(cE, I) := {a ∈ RI ∣∣ I GrFa (cE) 6= 0}
Par(E∗, I) :=
⋃
c∈RΛ
Par(cE, I)
2.5.3.2. Compatible frame. — For P ∈ X , let XP denote a small neighbourhood of P
inX , and we putDP := D∩XP , andDJ,P := DJ∩XP . Let Λ(P ) := {j ∈ Λ |P ∈ Dj}.
Let E∗ be a filtered bundle on (X,D). We can take a frame v of cE|XP with the
following property:
– For each vp, the tuple of numbers a(vp) ∈
∏
j∈Λ(P )]cj − 1, cj].
– For J ⊂ Λ(P ), JFb(cE|DJ,P ) is generated by vp such that aj(vp) ≤ bj (∀j ∈ J).
Such a frame is called compatible with the parabolic structure of cE. The numbers
aj(vp) is often written as
j degF (vp).
2.5.3.3. Pull back of filtered bundles. — Let us recall the pull back of filtered bundles.
See [60] for a more systematic treatment. Let X := ∆nz and D :=
⋃`
i=1{zi = 0}.
Let X˜ := ∆mw and D˜ :=
⋃k
j=1{wj = 0}. Let ϕ : X˜ −→ X be a morphism such
that ϕ−1(D) ⊂ D˜. Then, ϕ∗(zi) =
∏k
j=1 w
αj,i
j gi for some invertible function gi
(i = 1, . . . , `). Let ϕ∗ : R` −→ Rk be given by ϕ∗j (b) :=
∑`
i=1 αj,i bi. For any b ∈ Rk,
we set
S(b) := {(a,n) ∈ R` × Zk≥0 ∣∣ϕ∗(a) + n ≤ b}
Let E∗ be a filtered sheaf on (X,D). We put
bE˜ :=
∑
(a,n)∈S(b)
w−n ϕ∗
(
aE
)
.
Thus, we obtain a filtered sheaf E˜∗ on (X˜, D˜). It is independent of the choice of the
coordinate systems z and w.
Lemma 2.5.7. — If E∗ is a filtered bundle, E˜∗ is also a filtered bundle.
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Proof Let v be a frame of E compatible with the parabolic filtrations. We put
ai(vp) :=
i degF (vp) and a(vp) :=
(
ai(vp)
)
. Let c = (cj) ∈ Rk. Let nj(vi) be the
integers determined by the condition cj − 1 < ϕ∗j (a(vp)) + nj(vp) ≤ cj . We set
cv˜p :=
∏
j
w
−nj(vp)
j ϕ
∗(vp).
Then, we can check that cv˜ :=
(
cv˜p
)
gives a frame of cE˜ compatible with the parabolic
filtrations.
Let X (resp. X˜) be a complex manifold with a simple normal crossing hypersurface
D (resp. D˜). Let ϕ : (X˜, D˜) −→ (X,D) be a morphism. Let E∗ be a filtered bundle
on (X,D). Applying the above procedure locally, we obtain a filtered bundle E˜∗ on
(X˜, D˜) globally.
2.5.3.4. Descent with respect to a ramified covering. — Let X := ∆nz and X˜ := ∆
n
w.
Let D :=
⋃`
i=1{zi = 0} and D˜ :=
⋃`
i=1{wi = 0}. Let ϕ : (X˜, D˜) −→ (X,D)
be a ramified covering given by ϕ(w1, . . . , wn) = (w
m1
1 , . . . , w
m`
` , w`+1, . . . , wn). Let
ϕ∗ : R` −→ R` be given by ϕ∗(a1, . . . , a`) = (m1 a1, . . . ,m` a`).
Let E˜∗ =
(
bE˜
)
be a filtered sheaf on (X˜, D˜), which is equipped with the Gal(X˜/X)-
action. Let aE be the decent of ϕ∗(a)E˜. Thus, we obtain a filtered sheaf E∗ on
(X,D). It is easy to see that E∗ is also a filtered bundle, if E˜∗ is a filtered bundle.
The construction is independent of the choice of a coordinate system.
For any general ramified covering of complex manifolds, we obtain the global decent
by applying the above procedure locally.
2.6. Good lattice in the level m
We introduce an auxiliary concept of good lattice in the level m. It seems useful
in the inductive study on Stokes structure. Because we consider only the unramified
case, we omit to distinguish it.
2.6.1. Order of the pole. — We introduce an auxiliary notion of “order” of the
pole of a 1-form or a meromorphic flat %-connection. Let X −→ K, D, % be as
before. Let D = ⋃i∈ΛDi be the irreducible decomposition. Let m ∈ ZΛ≤0. We put
D(1) := ⋃mi<0Di and D(2) := ⋃mi=0Di.
Definition 2.6.1. — Let ω be a holomorphic section of F ⊗ Ω1X (∗D), where F is a
locally free OX -module. We say ordω ≥m, if it is contained in
F ⊗
(
zmΩ1X/K(logD(1)) + Ω1X/K(logD(2))
)
.
We have similar conditions for 1-forms on formal complex spaces.
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Let E be a locally free OX -module with a meromorphic %-flat connection D of
E(∗D).
Definition 2.6.2. — We say ord(D) ≥m, if the following holds:
(33) DE ⊂ E ⊗ (zmΩ1X/K(logD(1)) + Ω1X/K(logD(2)))
We have a similar condition for the lattice of a meromorphic flat %-connection on
formal complex spaces.
Let v be a frame of E. Let A be determined by Dv = vA. We have ordD ≥m if
and only if ordA ≥m.
Remark 2.6.3. — For any j such that mj = 0, we have the induced endomorphism
Resj(D) of E|Dj .
Remark 2.6.4. — The condition (33) implies the following:
(34) DE ⊂ zmE ⊗ Ω1X/K
(
logD)
It was adopted as the definition of order in the older version of this monograph. The
difference is not essential for our purpose. The condition (33) might be more natural,
and (34) might be easier to state.
2.6.2. Good set of irregular values in the level m. — This subsection is a
complement of Section 2.1. Let Y be a complex manifold. We put X := ∆`× Y , and
D :=
⋃`
i=1{zi = 0}.
Definition 2.6.5. — Let m ∈ Z`≤0 \ {0}. A finite set of meromorphic functions
I = {a = amzm} ⊂ M(X,D) is called a weakly good set of irregular values on
(X,D) in the level m, if the following holds:
– am−bm are invertible holomorphic functions on X for any two distinct a, b ∈ I.
If moreover the following condition holds for an integer i such that mi < 0, I is called
a weakly good set of irregular values on (X,D) in the level (m, i).
– am − bm are independent of the variable zi.
A weakly good set of irregular values in the level (m, i) is called a good set of irregular
values in the level (m, i), if the following condition is satisfied.
– am are holomorphic functions on X, which are independent of zi.
Let I be a weakly good set of irregular values in the level (m, i). We choose any
a(0) ∈ I. Then, the set I ′ := {a− a(0) ∣∣ a ∈ I} is a good set of irregular values in the
level (m, i).
For a weakly good set of irregular values I in the level (m, i), we put I∨ :={−a ∣∣ a ∈ I}. For Ii (i = 1, 2), we put I1 ⊗ I2 := {a1 + a2 ∣∣ ai ∈ II} and I1 ⊕ I2 =
I1 ∪ I2, which are not necessarily weakly good in the level (m, i).
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2.6.2.1. Let J be a good set of irregular values on (X,D). Take an auxiliary se-
quence m(0),m(1), . . . ,m(L). Let us observe that we have the associated good
sets of irregular values on (X,D) in the level (m(i), h(i)) for i = 0, 1, . . . , L, af-
ter shrinking X . Recall that we have the truncations J (m(i)) := ηm(i)(J ). For-
mally, we set J (m(−1)) := {0}. The set Im(0)0 := J (m(0)) is a good set of ir-
regular values in the level (m(0), h(0)). We have the naturally induced morphisms
ηm(i),m(j) : J (m(j)) −→ J (m(i)) for j > i. For any a ∈ J (m(i− 1)), we define
Im(i)a := η−1m(i−1),m(i)(a), I
m(i)
a :=
{
ζm(i)(b)
∣∣ b ∈ Im(i)a }.
Then, Im(i)a are weakly good sets of irregular values in the level (m(i), h(i)), and
Im(i)a are good sets of irregular values in the level (m(i), h(i)).
2.6.3. Good lattice in the level m. — Let Y be a complex manifold with a
simple normal crossing divisor D′Y . Let K be a complex manifold with a holomorphic
function %. Let X := ∆kz × Y × K, Dz,i := {zi = 0} and Dz :=
⋃k
i=1Dz,i. We also
put DY := ∆kz ×D′Y ×K and D := Dz ∪ DY .
Let m ∈ Zk<0, and let i(0) be an integer such that 1 ≤ i(0) ≤ k. We put m(1) :=
m + δi(0). Let E be a locally free OX -module, and let D be a meromorphic flat
%-connection of E(∗D).
Definition 2.6.6. — (E,D) is called a weakly good lattice of a meromorphic %-flat
bundle in the level (m, i(0)), if there exist a weakly good set of irregular values I in
the level (m, i(0)) on (X ,D), and a decomposition
(35) (E,D)|D̂z =
⊕
a∈I
(Êa, D̂a)
such that ord(D̂a − da) ≥m(1).
If I is a good set of irregular values in the level (m, i(0)), (E,D, I) is called a good
lattice in the level (m, i(0)).
The decomposition (35) is called the irregular decomposition in the level (m, i(0)),
(or simply m). In this situation, we will often say that (E,D, I) is a (weakly) good
lattice in the level (m, i(0)). The rank of Êa will be often denoted by r(a). The
following lemma is clear.
Lemma 2.6.7. — Let (E,D, I) be a good lattice in the level (m, i(0)). For any
a ∈ M(X ,D), we consider the line bundle L(a) = OX e with the meromorphic %-
connection De = e (da). We set I ′ := {b + a ∣∣ b ∈ I} and (E′,D′) := (E,D) ⊗ L(a).
Then, (E′,D′, I ′) is a weakly good lattice in the level (m, i(0)).
Conversely, let (E,D, I) be a weakly good lattice in the level (m, i(0)). Take any
element a ∈ I, and we set I ′ := {b − a ∣∣ b ∈ I} and (E′,D′) := (E,D) ⊗ L(−a).
Then, (E′,D′, I ′) is a good lattice in the level (m, i(0)).
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The following lemma can be shown by the argument in the proof of Proposition
2.4.4.
Lemma 2.6.8. — The condition in Definition 2.6.6 is equivalent to the following:
– For any P ∈ Dz, (E,D)|P̂ has a decomposition (E,D)|P̂ =
⊕
a∈I(
PEa, D̂a) such
that ord(D̂a − da) ≥m(1).
We put K0 := %−1(0), X 0 := X ×K K0, etc.. For simplicity, we assume d% is
nowhere vanishing on K0. After shrinking X , we have the irregular decomposition
(E,D)|X 0 =
⊕
a∈I(Ea,X 0 ,D
0
a) such that ord(D
0
a−da) ≥m(1). It is uniquely extended
to a decomposition (E,D)|X̂ 0 =
⊕
a∈I(Êa,X̂ 0 , D̂a) on the completion X̂ 0. We put
W := X 0 ∪Dz . By using Lemma 2.4.12, we obtain a decomposition
(36) (E,D)|Ŵ =
⊕
a∈I
(Ê
a,Ŵ
, D̂a)
such that ord
(
D̂a − da
) ≥ m(1). The decomposition (36) is also called the irregular
decomposition in the level (m, i(0)).
2.6.4. Residue. — Let (E,D, I) be a good lattice in the level (m, i(0)). Because
DE ⊂ E ⊗
(
zmΩ1X/K(logDz) + Ω1X/K(logDY )
)
we obtain the residue ResY,j(D) ∈ End(E|DY,j ) for each irreducible component DY,j
of DY in a standard way. We obtain the residue even in the case that (E,D, I) is a
weakly good lattice in the level (m, i(0)) by considering the tensor product with a
meromorphic %-flat bundle of rank one.
Lemma 2.6.9. — Let (E ,D) be a meromorphic %-flat bundle on (X ,D) with a good
lattice (E, I) in the level (m, i(0)). Let P be any point of D such that %(P ) 6= 0.
Then, we can find a good lattice (E′, I) of E(∗D) in the level (m, i(0)) on a small
neighbourhood XP with the following non-resonance property:
– Let Q be any point of an irreducible component DY,j ∩ XP . Then, distinct
eigenvalues α, β of ResY,j(%
−1D)|Q satisfy α− β 6∈ Z.
Proof It can be shown by the standard argument in the proof of Proposition
2.7.5. Because we give some more details there, we omit it here.
2.6.5. Some functoriality. — In general, we use the symbol V ⊥1 to denote the
subspace
{
f ∈ V ∨2 | f(V1) = 0
} ⊂ V ∨2 for given vector spaces V1 ⊂ V2, where V ∨2
denotes the dual space of V2. It is naturally extended in the case of vector bundles.
Let (E,D, I) be a (weakly) good lattice in the level (m, i(0)). We set I∨ := {−a ∣∣ a ∈
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I}. Then, the dual (E∨,D∨, I∨) is also a (weakly) good lattice in the level (m, i(0)).
The direct summands Ê∨a (a ∈ I∨) in the irregular decomposition are given as follows:
Ê∨a =
⊕
b∈I
b 6=−a
Êb

⊥
Let (Ep,Dp, Ip) (p = 1, 2) be (weakly) good lattices in the level (m, i(0)). We put
I1 ⊗ I2 :=
{
a1 + a2
∣∣ ap ∈ Ip}. If I1 ⊗ I2 is a (weakly) good set of irregular values
in the level (m, i(0)), then E1 ⊗ E2 is a (weakly) good lattice in the level (m, i(0)).
The direct summands of the irregular decomposition are given as follows:
̂(E1 ⊗ E2)a =
⊕
(a1,a2)∈I1×I2
a1+a2=a
Ê1,a1 ⊗ Ê2,a2
We put I1 ⊕ I2 := I1 ∪ I2. If I1 ⊕ I2 is a (weakly) good set of irregular values in
the level (m, i(0)), the direct sum E1 ⊕E2 is also a (weakly) good lattice in the level
(m, i(0)). The direct summands in the irregular decomposition are given as follows:
(E1 ⊕ E2)a = E1,a ⊕ E2,a
A morphism f : (E1,D1) −→ (E2,D2) of (weakly) good lattices in the level
(m, i(0)) is defined to be just a flat morphism. Note that the induced morphism
f̂ : (E1,D1)|Ŵ −→ (E2,D2)|Ŵ preserves the irregular decomposition.
2.6.6. Remark on growth order of a flat section. — Let (E,D) be a good
lattice of (E ,D) in the level (m, i(0)) on (X ,D). Let v be a frame of E. We have
the matrix-valued functions Ai determined by Dv = v
(∑n
i=1 Ai dzi
)
. We have the
following:
– Ai = O
(|z−1i | |zm|) for i = 1, . . . , k.
– Ai = O
(|zm|)+O(|zi|−1) for i = k + 1, . . . , `.
– Ai = O
(|zm|) for i = `+ 1, . . . , n.
Assume % is nowhere vanishing on K, for simplicity. Let S be a small multi-sector
of X −Dz , and let f be a D-flat section of E|S , which is nowhere vanishing. We have
the expression f =
∑
fi vi. We obtain a C
r-valued function f = (fi) on S.
Lemma 2.6.10. — The following holds for some C > 0:∣∣∣log |f |∣∣∣ ≤ C |zm|+ C ∑`
i=k+1
log |zi|−1
Proof It follows from Lemma 20.3.3.
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2.6.7. The induced good lattice in the levelm. — Let X = ∆n×K, Di = {zi =
0} and D = ⋃`i=1Di. Let (E,D) be an unramifiedly good lattice of a meromorphic %-
flat bundle (X ,D). For simplicity, we assume that the coordinate system is admissible
for the good set Irr(D). We take an auxiliary sequence m(0),m(1), . . . ,m(L) for
Irr(D). Let Irr(D,m(i)) denote the image of ηm(i) : Irr(D) −→M(X ,D)/H(X ).
Lemma 2.6.11. —
(
E,D, Irr(D,m(0))
)
is a good lattice in the level (m(0), h(0)).
The decomposition is given by the irregular decomposition in the level (m(0), h(0)):
(E,D)|D̂(k(0)) =
⊕
a∈Irr(D,m(0))
(Êa, D̂a)
Here k(0) is determined by m(0) ∈ Zk(0)<0 × 0`−k(0), and k(0) = {1, . . . , k(0)}.
Proof Let D` :=
⋂`
j=1Dj . Let û be a frame of E|D̂` which is compatible with the
irregular decomposition (E,D)|D̂` =
⊕
c∈Irr(D)(
`Êc,Dc). The connection 1-form of D
with respect to the frame û is decomposed as Dû = û
(⊕
c∈Irr(D)
(
dc Ic + Tc
))
, where
Tc are logarithmic 1-forms, and Ic are the identity matrices. For each a ∈ Irr(D,m(0)),
we put `Êa :=
⊕
c∈η−1
m(0)
(a)
`Êc. Let ûa denote the tuple of ûi ∈ `Êa, which gives a
frame of `Êa. We put D′ =
⋃
k(0)<i≤` Di. Then, we have Dûa = ûa (da Ia + T ′a),
where T ′a ∈ zm(1)Ω1D̂`(logD(k(0))) + Ω
1
D̂`(logD
′), and Ia are the identity matrices.
Then, the claim of the lemma follows.
Let m(i) be the minimum of T (Irr(D)), i.e., ∣∣Irr(D,m(j))∣∣ = 1 for j < i, and∣∣Irr(D,m(i))∣∣ ≥ 2. Note that Irr(D,m(i)) is a weakly good set in the level (m(i), h(i)).
Lemma 2.6.12. —
(
E,D, Irr(D,m(i))
)
is weakly good in the level (m(i), h(i)).
Proof Take any a ∈ Irr(D). We consider a line bundle L(−a) := OX e with the
meromorphic %-flat connection De = e (−da). Then, (E′,D′) := (E,D) ⊗ L(−a)
is an unramifiedly good lattice with Irr(D′) =
{
b − a ∣∣ b ∈ Irr(D)}. Note that
m(i),m(i + 1), . . . ,m(L) gives an auxiliary sequence for Irr(D′). Applying Lemma
2.6.11 to (E′,D′), we obtain that (E′,D′) is a good lattice in the level (m(i), h(i)).
Then, the claim of the lemma follows.
2.7. Good Deligne-Malgrange lattice and Deligne-Malgrange lattice
In this section, we consider ordinary flat connections, except the remark in Sub-
section 2.7.1.1. We use the symbols X , D and ∇ instead of X , D and D, respectively.
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2.7.1. Good Deligne-Malgrange lattice. — Let X be a complex manifold, and
let D =
⋃
i∈ΛDi be a simple normal crossing hypersurface.
Definition 2.7.1. — Let E be an unramifiedly good lattice of a meromorphic flat
bundle (E ,∇) on (X,D). It is called unramifiedly good Deligne-Malgrange, if any
eigenvalues α of ResDi(∇) (i ∈ Λ) satisfy 0 ≤ Re(α) < 1.
Let E be an unramifiedly good Deligne-Malgrange lattice of a meromorphic flat
bundle (E ,∇) on (X,D). We have the generalized eigen decomposition E|Di =⊕
α∈C
iEα with respect to ResDi(∇). Then, we have the parabolic filtration iF
of E|Di for each irreducible component Di of D, given in a standard manner:
iFa(E|Di ) :=
⊕
−Re(α)≤a
Eα, (−1 < a ≤ 0)
It is easy to observe that the parabolic filtrations are compatible. The associated
filtered bundle is denoted by EDM∗ , which is called the Deligne-Malgrange filtered
flat bundle associated to (E ,∇). We have E = EDM , i.e., E is the 0-truncation of
EDM∗ .
Lemma 2.7.2. — Let X˜ and X be complex manifolds, and let D˜ and D be simple
normal crossing hypersurfaces of X˜ and X, respectively. Let ϕ : (X˜, D˜) −→ (X,D)
be a ramified covering. Let (E ,∇) be a meromorphic flat bundle on (X,D), which
has the unramifiedly good Deligne-Malgrange lattice E. Then, ϕ∗(E ,∇) also has the
unramifiedly good Deligne-Malgrange lattice E˜, and E is the descent of E˜.
Proof We obtain the filtered bundle E˜∗ on (X˜, D˜) induced by ϕ and EDM∗ , as in
Section 2.5.3.3. We can observe that E˜ is the unramifiedly good Deligne-Malgrange
lattice of ϕ∗E . Then, the claims of the lemma are clear.
Definition 2.7.3. — Let E be a good lattice of a meromorphic flat bundle (E ,∇) on
(X,D).
– E is called good Deligne-Malgrange at P ∈ D, if there exists a ramified covering
ϕe : (X
′
P , D
′
P ) −→ (XP , DP ) such that E|XP is the descent of the unramifiedly
good Deligne-Malgrange lattice of ϕ∗eE. Here, (XP , DP ), (X ′P , D′P ) and ϕe are
as in Definition 2.3.3. Note that we also obtain the natural filtered flat bun-
dle (EDM∗ ,∇) on (XP , DP ) as the decent of the Deligne-Malgrange filtered flat
bundle associated to ϕ∗eE in this case.
– E is called good Deligne-Malgrange, if it is good Deligne-Malgrange at any point
P ∈ D. In this case, we have the associated filtered flat bundle (EDM∗ ,∇), which
is called the Deligne-Malgrange filtered flat bundle associated to (E ,∇).
We should remark that good Deligne-Malgrange lattice does not necessarily exist
for a given meromorphic flat bundle over a higher dimensional variety, contrast to the
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one dimensional case. But, it is unique, if it exists, which follows from the unique-
ness of (not necessarily good) Deligne-Malgrange lattice (see Section 2.7.2 below) or
Lemma 2.7.2.
Proposition 2.7.4. — Let (E ,∇) be a meromorphic flat bundle. The following con-
ditions are equivalent:
(a) : (E ,∇) has a good Deligne-Malgrange lattice.
(b) : (E ,∇) has a good lattice.
(c) : For each point P ∈ D, there exists a neighbourhood U of P such that (E ,∇)|U
has a good lattice.
(d) : For each point P ∈ D, there exists a neighbourhood U of P such that (E ,∇)|U
has a good Deligne-Malgrange lattice.
Proof The implications (a) =⇒ (b) =⇒ (c) are obvious. The implication (d) =⇒
(a) follows from the uniqueness of the Deligne-Malgrange lattice. Let us show the
implication (c) =⇒ (d), which can be carried out using a standard successive use
of elementary transform. We give only an outline. Due to the uniqueness of the
good Deligne-Malgrange lattice, we have only to consider the problem in the un-
ramified case. Let E be an unramifiedly good lattice. Let Sp(i) denote the set of
the eigenvalues of ResDi(∇). We have the generalized eigen decomposition E|Di =⊕
α∈Sp(i) Eα with respect to ResDi(∇). We put a+ := max
{
Re(α)
∣∣α ∈ Sp(i)} and
a− := min
{
Re(α)
∣∣α ∈ Sp(i)}. We have the subbundles F± :=⊕Re(α)=a± Eα.
Assume a− < 0. We regard F− as an OX -module. Let E′ denote the kernel of
the naturally defined morphism of OX -modules E −→ F−. It is easy to show that E′
is also good, the eigenvalues α of ResDi(∇′) satisfy a− < Re(α) ≤ max(a+, 1 + a−).
Assume a+ > 1. Let E
′′ denote the kernel of the naturally defined morphism E ⊗
O(Di) −→ F+ ⊗O(Di). It is easy to show that E′′ is also good, and the eigenvalues
of ResDi(∇′′) satisfy min(a−,−1 + a+) ≤ Re(α) < a+. Hence, by composition of the
above procedure, we can construct the unramifiedly good Deligne-Malgrange lattice
from an unramifiedly good lattice.
2.7.1.1. Local existence of non-resonance lattice in the family case. — In this sub-
section, we consider the case K is not necessarily a point. We put X := X × K and
D := D×K. Let (E ,D) be an unramifiedly good meromorphic %-flat bundle on (X ,D)
relative to K.
Proposition 2.7.5. — If %(P ) 6= 0, there exist a small neighbourhood XP of P and
a good lattice F of (E ,D)|DP with the following property:
– Let α and β be distinct eigenvalues of Resi(%
−1D)Q ∈ End(F|DP,i ) for some
Q ∈ DP,i. Then, α− β 6∈ Z.
Proof It can be shown by the argument in the proof of Proposition 2.7.4. We
give only an outline. We set ∇ := %−1D. We may assume X = ∆n × K, D =
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⋃`
i=1{zi = 0} and P = (O, y), where O denotes the origin of ∆n and y ∈ K. Let
E be an unramifiedly good lattice. Let Sp(i) denote the set of the eigenvalues of
the endomorphism Resi(∇) on Ey|Dyi . We have the generalized eigen decomposition
Ey|Dyi =
⊕
α∈Sp(i) Eα with respect to Resi(∇). We put a−(E, i) := min
{
Re(α)
∣∣α ∈
Sp(i)} and a+(E, i) := max{Re(α) ∣∣α ∈ Sp(i)}. We have the subbundle F− :=⊕
Re(α)=a−(E,i)
Eα. If XP is sufficiently small, we have the subbundle F ′− ⊂ E|Di such
that (i) F ′−|Dyi = F−, (ii) ResDi(∇)(F
′−) ⊂ F ′−. Applying the procedure in the proof of
Proposition 2.7.4 to E and F ′−, we obtain a lattice E
′ such that a−(E, i) < a−(E′, i) ≤
a−(E, i) + 1. By successive use of this procedure, we may assume 0 ≤ a−(E, i).
Similarly, we may assume a+(E, i) < 1. Then, if XP is sufficiently small, α − β 6∈ Z
for distinct eigenvalues of Resi(∇)Q (Q ∈ Di,P ).
2.7.2. Deligne-Malgrange filtered flat sheaf. —
2.7.2.1. Deligne-Malgrange lattice. — Let X be a complex manifold, and let D =⋃
i∈ΛDi be a simple normal crossing divisor of X . As already remarked, a mero-
morphic flat connection (E ,∇) does not necessarily have a good lattice. However,
according to Malgrange’s theorem, we have a lattice which is generically good Deligne-
Malgrange lattice.
Proposition 2.7.6 (Malgrange [84]). — There always exists a unique lattice E ⊂
E characterized by the following property:
– E is a coherent reflexive OX-module.
– There exists a Zariski closed subset Z of D with codimX(Z) ≥ 2, such that
E|X\Z is the good Deligne-Malgrange lattice of (E ,∇)|X\Z .
It is called the canonical lattice in [84], but we called it Deligne-Malgrange lattice.
Remark 2.7.7. — In this monograph, a subset Z ⊂ X is called Zariski closed, if it
is a closed complex analytic subset. And, a subset U ⊂ X is called Zariski open, if it
is the complement of a Zariski closed set.
Proof We give only a remark that Z can be Zariski closed in the above sense.
Let N(E) denote the closed analytic subset of D such that Q ∈ N(E) if and only if
EQ is not locally free. Let D
[2] denote the set of singular points of D. In [84], it is
shown that there exists a closed subset Z ⊂ D in the ordinary topology, such that (i)
D[2] ∪N(E) ⊂ Z, (ii) E is good Deligne-Malgrange around any Q ∈ D \ Z, (iii) for
any Q ∈ Z, there exists a small neighbourhood XQ of Q in X with a closed analytic
subset Z˜Q of DQ := XQ ∩D satisfying codimXQ(Z˜Q) ≥ 2 and XQ ∩ Z ⊂ Z˜Q. If the
closed subsets Zi (i ∈ Λ) have the above property,
⋂
i∈Λ Zi also has it. Hence, we
have the minimum among the closed subsets with the above property, which will be
denoted by Z in the following. Then, Q ∈ D is contained in Z if and only if one of
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the following holds: (i) Q ∈ D[2] ∪ N(E), (ii) Q 6∈ D[2] ∪ N(E) and E is not good
Deligne-Malgrange at Q.
Let us show that Z is closed analytic. For any P ∈ Z, we can take a small
neighbourhood XP and a closed analytic subset Z˜P ⊂ DP := D ∩ XP satisfying
codimXP (Z˜P ) ≥ 2 and ZP = XP ∩ Z ⊂ Z˜P . We put AP := Z˜P \ ZP , which is
an open subset of Z˜P . We put D
[2]
P := D
[2] ∩ XP and N(E)P := N(E) ∩ XP . Let
Z˜P =
⋃
i∈Γ Z˜P,i be the irreducible decomposition. For each i ∈ Γ, we put W˜P,i :=
D
[2]
P ∪N(E)P ∪
⋃
j 6=i Z˜P,j. If Z˜P,i \AP ⊂ W˜P,i, we have ZP ⊂ W˜P,i. Hence, we may
and will assume Z˜P,i \ (AP ∪W˜P,i) 6= ∅ for each i ∈ Γ. Then, let us show that AP = ∅,
i.e., ZP = Z˜P,i, which implies that Z is closed analytic subset of X . For that purpose,
we have only to show that Z˜P,i ∩ AP = ∅ for each i ∈ Γ. Assume the contrary, and
we shall deduce a contradiction.
Let Z˜?P,i denote the smooth part of Z˜P,i \ W˜P,i. Because Z˜P,i is irreducible, Z˜?P,i
is connected and non-empty. Because AP ∩ Z˜P,i 6= ∅, we have AP ∩ Z˜?P,i 6= ∅. We
have the two cases: (A) ZP ∩ Z˜?P,i 6= ∅, (B) ZP ∩ Z˜?P,i = ∅. In the case (B), note that
ZP \ W˜P,i is contained in a closed analytic subset whose codimension in X is larger
than 3.
We take a point Q ∈ ZP ∩ Z˜?P,i as follows. In the case (A), Q is a point in the
intersection of ZP ∩ Z˜?P,i and the closure of AP ∩ Z˜?P,i in Z˜?P,i. In the case (B), Q is
any point of ZP \ W˜P,i.
We take a small coordinate neighbourhood (XQ, z1, . . . , zn) around Q such that
DQ = {z1 = 0}. We put ZQ := ZP ∩XQ. In the case (A), we may assume that ZQ is
the complement of a non-empty open subset in {z1 = z2 = 0}. In the case (B), ZQ is
contained in a closed analytic subset Z ′Q with codimXQ Z
′
Q ≥ 3. By our choice, E is
good Deligne-Malgrange around any Q′ ∈ DQ \ ZQ. In this situation, we shall show
that E is good Deligne-Malgrange around Q, which contradicts with the choice of Q,
and we can conclude that AP ∩ Z˜P,i = ∅.
We have only to consider the case that E is unramifiedly good around any Q′ ∈
DQ \ ZQ. We recall that a holomorphic function on DQ \ ZQ is naturally extended
to a holomorphic function on DQ. We recall that, for a holomorphic function f on
DQ, if the zero of f is contained in ZQ, then f is actually nowhere vanishing. We
also remark that the fundamental group of DQ \ZQ is trivial. Hence, we obtain that
there exists a good set of irregular values I ⊂M(XQ, DQ)/H(XQ) such that, for any
Q′ ∈ DQ \ ZQ, the restriction of I to a neighbourhood of Q′ is Irr(∇, Q′). Then,
we can show that (E,∇)|D̂Q has the irregular decomposition by using a standard
argument in [77]. We give only an indication.
Let F be a locally free OD̂Q -module with a meromorphic connection ∇. Let I ⊂
M(XQ, DQ) be a good set of irregular values. Assume that, for any Q
′ ∈ DQ \ZQ, we
have a decomposition (F,∇)|D̂Q′ =
⊕
a∈I(Fa,Q′ ,∇a) such that ∇a are a-logarithmic,
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where DQ′ := D∩XQ′ for a small neighbourhoodXQ′ of Q′. Then, we shall show that
there exists a decomposition (F,∇) =⊕a∈I(Fa,∇a) such that ∇a are a-logarithmic.
(Then, we obtain the desired decomposition of (E,∇)|D̂Q .) We use an inductive
argument.
Let m(F,∇) := min{ordz1 a | a ∈ I}. If m(F,∇) = 0, there is nothing to do. Let
us consider the case m(F,∇) = m. We set T := {−m(z−m1 a)|DQ ∣∣ a ∈ I}. If |T | = 1,
by considering ∇ + d(zm1 α)/m for α ∈ T , we can reduce the case m(F,∇) = m+ 1.
If |T | ≥ 2, we consider the endomorphism G of F|DQ induced by z−m1 ∇(z1∂1). The
set of the eigenvalues of G|DQ\ZQ is given by T , and we have the eigen decomposition
F|DQ\ZQ =
⊕
α∈T Eα. Then, the set of the eigenvalues of G is T , and we have the
eigen decomposition F|DQ =
⊕
α∈T Eα on DQ. By a standard argument explained
in Lemma 2.2.16, it is extended to a decomposition F =
⊕
α∈T Fα such that (i)
z−m1 ∇(z1∂1)Fα ⊂ Fα, (ii) Fα|DQ = Eα. If we restrict it to a small neighbourhood of
Q′ ∈ DQ \ ZQ, it is the same as the irregular decomposition around Q′. Hence, it
is ∇-flat. We have the natural map pi : I −→ T , and let I(α) := pi−1(α). For each
Q′ ∈ DQ \ ZQ, we have a decomposition (Fα,∇)|D̂Q′ =
⊕
a∈I(α)(Fa,Q′ ,∇a). Hence,
we can obtain the desired decomposition of (F,∇) by an easy inductive argument.
2.7.2.2. Deligne-Malgrange filtered sheaf. — We have the Deligne-Malgrange filtered
flat bundle (EDMX\Z ∗,∇) on (X \ Z,D \ Z) associated to (E ,∇)|X\Z .
Lemma 2.7.8. — It is extended to a filtered flat sheaf on (X,D), i.e., we have the
filtered flat sheaf (EDM∗ ,∇) on (X,D) with the following property:
– (EDM∗ ,∇)|X\Z = (EDMX\Z ∗,∇).
– aE
DM are coherent reflexive OX-modules for any a ∈ RΛ.
It is called the Deligne-Malgrange filtered sheaf associated to (E ,∇).
Proof Since we have only to shift the condition on the eigenvalues of the residues,
the claim can be shown by repeating the argument of Malgrange. Otherwise, it can
be reduced to the existence of Deligne-Malgrange lattice, which is explained in the
following. Since the problem is local, we may assume X = ∆n and D =
⋃`
i=1{zi =
0}. For each a = (ai) ∈ R`, let us consider the line bundle La := OX e with
the logarithmic flat connection ∇a such that ∇ae = e
∑`
i=1 ai dzi/zi. We have the
Deligne-Malgrange lattice aE
′ of (E ,∇) ⊗ (La,∇a), and we put aE := aE′ ⊗ L−a.
Then, E∗ =
(
aE
∣∣a ∈ RΛ) has the desired property.
We mention an important property of Deligne-Malgrange filtered sheaf on a pro-
jective variety.
Lemma 2.7.9. — Assume that X is projective, provided with an ample line bundle
L. Then, µL(E
DM
∗ ) = 0 always hold. (See Section 13.1 for µL.)
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Proof The claim can be reduced to the one dimensional case, which was shown
in [102], for example.
2.7.3. Good formal structure and good lattice. — Let X be a complex mani-
fold with a normal crossing hypersurface D. Let (E ,∇) be a meromorphic flat bundle
on (X,D).
Proposition 2.7.10. — If (E ,∇)|P̂ has an (unramifiedly) good Deligne-Malgrange
lattice for each P ∈ D, then (E ,∇) has an (unramifiedly) good Deligne-Malgrange
lattice.
The case D is smooth will be argued in Section 2.7.4, and the normal crossing
case will be argued in Section 2.7.5. We remark that we have only to consider the
unramified case, according to Lemma 2.2.7.
Before going into the proof of the proposition, we give a consequence, which will
be used in Section 16.3.4 for the proof of Theorem 16.2.1.
Corollary 2.7.11. — Let 0 −→ (E(1),∇(1)) −→ (E(0),∇(0)) −→ (E(2),∇(2)) −→ 0
be an exact sequence of meromorphic flat bundles on (X,D). If (E(i),∇(i)) (i =
1, 2) have good Deligne-Malgrange lattices, then (E(0),∇(0)) also has a good Deligne-
Malgrange lattice.
Proof It immediately follows from Proposition 2.2.13 and Proposition 2.7.10.
Remark 2.7.12. — In the earlier version of this monograph, the claim of Proposi-
tion 2.7.10 was proved in the case dimX = 2. We also proved the claim of Corollary
2.7.11 with a slightly different argument. Proposition 2.7.10 seems useful for simplifi-
cation of the arguments. Although it is also given in our survey paper [98], we include
it for the convenience of readers.
2.7.4. Proof of Proposition 2.7.10 in the smooth divisor case. — Let X :=
∆n and D := {z1 = 0}. Let D̂ denote the completion of X along D. Let pi : X −→ D
denote the natural projection.
2.7.4.1. First, let us observe that we can ignore the subsets whose codimension in X
is larger than 3. The result in this section is also used in Section 19.3.5. We will use
the following easy lemma implicitly.
Lemma 2.7.13. — Let Z be a closed analytic subset of D with codimD(Z) ≥ 2. Let
I be a good set of irregular values on (X \ Z,D \ Z). Then, it is also a good set of
irregular values on (X,D).
Proof Take a ∈ I. By Hartogs property, we obtain that a ∈ M(X,D)/H(X).
Because aord(a) is nowhere vanishing on D \ Z, we obtain that it is also nowhere
vanishing on D. We can check the other property similarly.
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Let (E ,∇) be a meromorphic flat connection on (X,D), i.e, E is a (not necessarily
locally free) coherent OX(∗D)-module with a meromorphic flat connection ∇ : E −→
E ⊗ Ω1X . Assume the following:
– There exist a closed analytic subset Z ⊂ D with codimD(Z) ≥ 2, and a good
set of irregular values I ⊂ M(X,D)/H(X), such that the irregular values of
the restrictions (E ,∇)|pi−1(P ) are given by
{
a|pi−1(P )
∣∣ a ∈ I} for any P ∈ D \Z.
Lemma 2.7.14. — If the above condition is satisfied, the Deligne-Malgrange lattice
E of (E ,∇) is a locally free OX-module, and unramifiedly good with Irr(∇, Q) = I for
any Q ∈ D.
Proof Since E is reflexive, by extending Z, we may assume that E|X\Z is locally
free. By using a well established argument (see [77] or [84], for example), we can
easily obtain the irregular decomposition E|D̂\Z =
⊕
a∈I Fa,D\Z . Let pia denote the
projection onto Fa,D\Z , which gives a section of End(E)|D̂\Z .
Let us see that pia is extended to a section of End(E)|D̂. Although it follows from
a general result, we show it directly. It is easy to show the following claim by using
Hartogs theorem:
– Any section of O
D̂\Z is extended to a section of OD̂.
Since E is reflexive, we can (locally) take an injection i : E −→ O⊕NX for some
large N such that the cokernel Cok(i) is torsion-free. We can also take a surjection
ϕ : O⊕MX −→ E. The morphisms i, ϕ and pia induce a morphism Fa : O⊕MX|D̂\Z −→
O⊕N
X|D̂\Z . It is extended to a morphism F˜a : O
⊕M
D̂
−→ O⊕N
D̂
. Since Cok(i) is tor-
sion free, F˜a factors through E|D̂. Let K denote the kernel of O⊕M|D̂ −→ E|D̂. The
restriction of F˜a to K on D̂ \ Z is 0. Then, we obtain F˜a|K = 0 becauseO⊕ND̂ is torsion-
free. Thus, we obtain the induced maps pia : E|D̂ −→ E|D̂ for a ∈ I, which satisfy
pia ◦ pia = pia, pia ◦ pib = 0 and
∑
pia = id. They give a decomposition E =
⊕
a∈I Êa.
Let us show that Êa is a-logarithmic. We have only to consider the case a = 0.
Take a point P ∈ D \ Z. We have the vector space V := Ê0|P . We have the
endomorphism f of V induced by the residue. Let E′0 := V ⊗ OX and ∇′0 = d +
f · dz1/z1. We have the natural flat isomorphism (E′0,∇′0)|pi−1(P ) ' (Ê0,∇0)|pi−1(P ).
Since the codimension of Z in D is larger than 2, we obtain a flat isomorphism
Φ0,D\Z : (E′0,∇′0)|D̂\Z ' (Ê0,∇0)|D̂\Z . Since E′0 and Ê0 are both reflexive, the above
argument shows that Φ0,D\Z and Φ−10,D\Z are extended to morphisms on D̂. Thus, we
are done.
2.7.4.2. Let (E ,∇) be a meromorphic flat bundle on (D̂,D). Assume the following:
(A) : (E ,∇)|P̂ has an unramifiedly good Deligne-Malgrange lattice PE for each
P ∈ D.
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We obtain the following lemma from Proposition 2.4.4.
Lemma 2.7.15. — Let E be an OD̂-free lattice of E such that E|P̂ = PE for any
P ∈ D. Then, the following holds:
– There exists I ∈ z−11 H(D)[z−11 ] such that I|P̂ = Irr(∇, P ) for any P ∈ D.
– We have a flat decomposition E =
⊕
a∈I Ea whose restriction to P̂ is the same
as the irregular decomposition of PE for any P ∈ D.
2.7.4.3. We put Z := {z1 = z2 = 0}. Let (E ,∇) be a meromorphic flat bundle on
(D̂,D) satisfying the condition (A) in Subsection 2.7.4.2. Assume there exists an OX -
free lattice E of E such that E|P̂ = PE for each D \Z. Take any point P ∈ D \Z. We
have a naturally induced action of the fundamental group pi1(D \ Z, P ) on Irr(∇, P )
by Lemma 2.7.15.
Lemma 2.7.16. — If the action of pi1(D \ Z, P ) on Irr(∇, P ) is trivial, we have
E|Q̂ =
QE for any Q ∈ Z. In particular, the conclusion of Lemma 2.7.15 holds.
Proof Because the action of pi1(D \ Z, P ) on Irr(∇, P ) is trivial, we have I ⊂
z−11 H(D \ Z)[z−11 ] such that I|P̂ ′ = Irr(∇, P ′) for any P ′ ∈ D \ Z. We set m :=
min
{
ordz1(a)
∣∣ a ∈ I}. We use a descending induction on m. If m = 0, we can deduce
that ∇ is logarithmic, and hence the claim is obvious. Let us consider m+ 1 =⇒ m.
We put
T :=
{
(z−m1 z1∂1a)|D
∣∣ a ∈ I} ⊂ H(D \ Z).
Because z−m1 ∇(z1∂1)(PE) ⊂ PE for any P ∈ D \ Z, we have z−m1 ∇(z1∂1)E|D\Z ⊂
E|D\Z , and hence z−m1 ∇(z1∂1)E ⊂ E. Let G be the endomorphism of E|D induced
by z−m1 ∇(z1∂1). Because the elements of T are the eigenvalues of G|D\Z , they are
algebraic over H(D). Hence, we obtain T ⊂ H(D).
Let Q ∈ Z. We will shrinkX around Q without mention. Let N be the H(D)((z1))-
module corresponding to E , i.e., the space of the global sections of E . Let L be the
H(D)[[z1]]-lattice of N corresponding to E. We put N
′ := N ⊗M(D,Z)((z1)) and
L′ := L⊗M(D,Z)[[z1]]. We have the eigen decomposition of L′/z1L′ with respect toG,
which is extended to a decomposition L′ =
⊕
b∈T L
′
b such that
(
z−m+11 ∂1−b
)
L′b ⊂ L′b
by Lemma 2.2.16. We put m(Q) := min
{
ordz1(a)
∣∣ a ∈ Irr(∇, Q)} and
T (Q) :=
{(
z
−m(Q)+1
1 ∂1a
)
|D
∣∣ a ∈ Irr(∇, Q)}
Lemma 2.7.17. — We have m(Q) = m and T (Q) = T .
Proof We may assume Q = (0, . . . , 0). We put N := N ⊗ OQ̂. It is equipped
with an unramifiedly good Deligne-Malgrange lattice QL with z1∂1-decomposition
QL = ⊕b∈T (Q) QLb such that (z−m(Q)+11 ∂1 − b)QLb ⊂ QLb for any b ∈ T (Q).
By considering the extension to the field C((zn)) · · · ((z2))((z1)), and by using Lemma
2.2.20, we obtain Lemma 2.7.17.
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Let us return to the proof of Lemma 2.7.16. By Lemma 2.7.17, we have the eigen
decomposition of E|D with respect to G. By Lemma 2.2.16, it is extended to a
decomposition E =
⊕
bEb such that (t
−m+1∂t − b)Eb ⊂ Eb. Put Eb = Eb(∗D). We
can apply the hypothesis of the induction to Eb ⊗ L
(−z−m1 b/m), and the proof of
Lemma 2.7.16 is finished.
Lemma 2.7.18. — The action of pi1(D \ Z) on Irr(∇, P ) is trivial. In particular,
the conclusion of Lemma 2.7.15 holds.
Proof Because Irr(∇, P ) is finite, we can find a ramified covering ϕ : X ′ −→
X given by ϕ(z1, ζ2, z3, . . . , zn) = (z1, ζ
e
2 , z3, . . . , zn) such that we can apply
Lemma 2.7.16 to ϕ∗(E ,∇) and ϕ∗E. Then, ϕ∗ Irr(∇, P ) ⊂ z−11 H(X ′)[z−11 ] and
ϕ∗ Irr(∇, P )|Q̂ = ϕ∗ Irr(∇, Q). Hence, we can conclude that the action of pi1(D\Z, P )
is trivial.
2.7.4.4. Let (E ,∇) be a meromorphic flat sheaf on (X,D) satisfying the condition
(A) in Subsection 2.7.4.2.
Lemma 2.7.19. — The Deligne-Malgrange lattice E of (E ,∇) is unramifiedly good
Deligne-Malgrange. Namely, the claim of Proposition 2.7.10 holds if D is smooth.
Proof There exists a closed analytic subset Z ⊂ D with codimD(Z) ≥ 2 such
that E|X−Z is locally free. By Lemma 2.7.16 and Lemma 2.7.18, we obtain that there
exists a closed analytic subset Z ′ ⊂ D with codimD(Z ′) ≥ 2 such that E|X−Z′ is good
Deligne-Malgrange. Then, the claim of the lemma follows from Lemma 2.7.14.
2.7.5. Proof of Proposition 2.7.10 in the normal crossing case. — Let X =
∆n and D =
⋃`
i=1{zi = 0}. We put ∂D1 := D1∩
⋃
2≤j≤`Dj. We put D
◦
1 := D1\∂D1.
2.7.5.1. We regardM(D1, ∂D1)((z1)) be a differential ring equipped with the differen-
tial ∂1. Let N be a differentialM(D1, ∂D1)((z1))-module with a M(D1, ∂D1)[[z1]]-free
lattice L. We put L′ := L ⊗H(D◦1)[[z1]]. Assume that we have I ∈ z−11 H(D◦1)[z−11 ]
and a decomposition L′ = ⊕a∈I L′a such that (i) (z1∂1 − z1∂1a)L′a ⊂ L′a, (ii) the
eigenvalues α of the induced endomorphism of L′a/z1L′a satisfy 0 ≤ Re(α) < 1.
Lemma 2.7.20. — We have I ⊂ z−11 M(D1, ∂D1)[z−11 ] and a decomposition L =⊕
a∈I La such that (i) (z1∂1 − z1∂1a)La ⊂ La, (ii) the eigenvalues α of the induced
morphism of La/z1La satisfy 0 ≤ Re(α) < 1. Moreover, we have La ⊗H(D◦1)[[z1]] =
L′a.
Proof We use a descending induction on m(L) := min{ordz1(a) ∣∣ a ∈ I}. If
m(L) = 0, there is nothing to prove. Let us consider the case m(L) = m < 0. We
put T (L) := {m(z−m1 a)|z1=0 ∣∣ a ∈ I}. Let us consider the endomorphism G of L/z1L
induced by z−m1 ∇(z1∂1). Because the elements of T (L) are the eigenvalues of G,
they are algebraic overM(D1, ∂D1). Then, we can deduce T (L) ⊂M(D1, ∂D1) from
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T (L) ⊂ H(D◦1). If |T (L)| = 1, by considering the tensor product with a meromorphic
flat bundle of rank one, we can reduce the issue to the case m(L) = m + 1. Let us
consider the case |T (L)| ≥ 2. It is standard that the eigen decomposition of L/z1L is
uniquely extended to a ∇-flat decomposition L =⊕b∈T (L)Lb. It is easy to observe
that m(Lb) ≥ m, and |T (Lb)| ≤ 1 if m(Lb) = m. Thus, we are done.
2.7.5.2. Let (E ,∇) be a meromorphic flat bundle on (X,D). Let (E ,∇) be a mero-
morphic flat bundle on (X,D). Assume the following:
– (E ,∇)|P̂ is unramifiedly good for each P ∈ D.
– The Deligne-Malgrange lattice E of (E ,∇) is OX -locally free.
Let us show that E is unramifiedly good Deligne-Malgrange under the above assump-
tion.
We put D[2] :=
⋃
i6=j(Di ∩ Dj). We can take a ramified covering ϕ : (X,D) −→
(X,D) with the following property:
– For each P ∈ Di \D[2], the action of pi1(Di \D[2], P ) on Irr(ϕ∗∇, P ) is trivial.
By using the argument for Lemma 2.7.18, we may and will assume that the above
property holds for (E ,∇) from the beginning. We have already known that E|X−D[2]
is unramifiedly good Deligne-Malgrange. In particular, we have I ⊂ z−11 H(D◦1)[z−11 ]
and a decomposition E|D̂◦1 =
⊕
a∈I Êa such that
(∇(z1∂1)− z1∂1a)Êa ⊂ Êa.
Let M be the differential M(D1, ∂D1)((z1))-module corresponding to E , and let L
be theM(D1, ∂D1)[[z1]]-lattice induced by E. Applying Lemma 2.7.20, we obtain I ⊂
z−11 M(D1, ∂D1)[z
−1
1 ] and a decomposition L =
⊕
a∈I La such that (z1∂1−z1∂1a)La ⊂
La. Let K := C((zn)) · · · ((z2)). By the natural extension M(D1, ∂D1) ⊂ K, L ⊗ K[[z1]]
is the Deligne-Malgrange lattice of the differential module M :=
(N ⊗ K((z1)), ∂1).
Let OE be the unramifiedly good Deligne-Malgrange lattice of E|Ô with the irregu-
lar decomposition OE =
⊕
a∈Irr(∇,O)
OEa. Let Irr(∇, 1) be the image of Irr(∇, O) via
the map OÔ(∗D)/OÔ −→ OÔ(∗D)/OÔ(∗D(6= 1)). It is easy to see that K[[z1]] ⊗ OE
is the good Deligne-Malgrange lattice of (M1, ∂1), and the set of the irregular values
is given by Irr(∇, 1). Hence, we obtain Irr(∇, 1) = I1 in z−11 K[z−11 ] and OE⊗K[[z1]] =
L1 ⊗ K[[z1]]. We can deduce a similar relation for each i = 2, . . . , `. Then, we obtain
that Irr(∇) ⊂M(X,D)/H(X).
We take a frame v of OE. Let f be a section of E. We have the expression
f =
∑
fp vp. We obtain fp ∈ K[[z1]], and hence fp is z1-regular, i.e., fp does not
contain the negative power of z1. Similarly, we obtain that fp are zj-regular for
j = 2, . . . , `. Thus, we obtain E|Ô ⊂ OE. Similarly, we obtain OE ⊂ E|Ô, and hence
E|Ô =
OE. Thus, we obtain that E is unramifiedly good Deligne-Malgrange lattice.
2.7.5.3. Let us consider the case in which we do not assume that E is locally
free. We have a closed analytic subset Z ⊂ D with codimD(Z) ≥ 2 such that
E|X−Z is locally free. Then, it is an unramifiedly good Deligne-Malgrange lattice
of (E ,∇)|X−Z , according to the result in Subsection 2.7.5.2. We put D∗1 := D1 \ Z
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and ∂D∗1 := ∂D1 \ Z. We have I ⊂ z−11 M(D∗1 , ∂D∗1)[z−11 ] and the irregular decom-
position E|D̂1∗ =
⊕
a∈I Êa,D∗1 . By using the Hartogs property and the argument in
the proof of Lemma 2.7.14, we obtain I ⊂ z−11 M(D1, ∂D1)[z−11 ] and a decomposition
E|D̂1 =
⊕
a∈I Êa such that (i) (∇(z1∂1) − z1∂1a)Êa ⊂ Êa, (ii) the eigenvalues α of
the induced endomorphism of Êa|D1 satisfy 0 ≤ Re(α) < 1. Then, as in Subsection
2.7.5.2, we obtain E⊗K[[z1]] = OE⊗K[[z1]]. Let v be a frame of OE. Let f be a section
of E. We have the expression f =
∑
fp vp. Then, we obtain that fp is z1-regular.
Similarly, we obtain that fp are zj-regular (j = 1, . . . , `) and hence E|Ô ⊂ OE.
To show OE ⊂ E|Ô, we consider the dual. Put E∨ := HomOX (∗D)(E ,OX(∗D)),
which is equipped with a naturally induced flat connection ∇. Put E∨ :=
HomOX (E,OX), which is a lattice of E∨. It is generically unramifiedly good
lattice, and the eigenvalues α of the residue satisfy −1 < Re(α) ≤ 0. Put
OE∨ := HomOÔ(
OE,OÔ) which is an unramifiedly good lattice of (E∨,∇)|Ô. The
eigenvalues α of the residues satisfy −1 < Re(α) ≤ 0. Then, we obtain E∨|Ô ⊂ OE∨
by the above argument. Note that E∨|Ô = HomOX (E,OX)⊗OÔ ' HomOÔ(E|Ô,OÔ).
Hence, we can conclude that OE = E|Ô. Thus, we obtain that E is an unramifiedly
good Deligne-Malgrange lattice of (E ,∇) at O, and the proof of Proposition 2.7.10 is
finished.
2.8. Family of filtered λ-flat bundles and KMS-structure
2.8.1. Notation. — We will be particularly interested in the case K ⊂ Cλ and
%(λ) = λ. Let X be a complex manifold, and let D be a simple normal crossing
hypersurface of X with the irreducible decomposition D =
⋃
i∈ΛDi. Let X be an
open subset of K×X , and D := X ∩ (K×D). If K is not a point, a λ-flat connection
on (X ,D) is called a family of λ-connections to emphasize that it does not contain the
differential in the λ-direction. We use the words “family of” in similar meanings. For
example, “good family of filtered λ-flat bundles” is just a good filtered λ-flat bundle
on (X ,D) in the sense of Definition 2.5.1.
For a fixed λ0, a neighbourhood of {λ0} ×X in Cλ ×X will be often denoted by
X (λ0). In that case, for any subset Y of X , we will put Y(λ0) := (Cλ × Y ) ∩ X (λ0)
and Yλ := ({λ} × Y )∩X (λ0). If we are given a family of flat λ-connections on X , its
restriction to X λ is denoted by Dλ.
Let (E∗,D) be a good family of filtered λ-flat bundles on (X (λ0),D(λ0)). For a
subset I of Λ, we put DI :=
⋂
i∈I Di. In this case, the induced filtrations of cE|D(λ0)I
are denoted by iF (λ0) for i ∈ I. (See Subsection 2.5.3 for the induced filtration.) For
aI = (ai) ∈ RI , we use the following notation:
IF (λ0)aI
(
cE|D(λ0)I
)
:=
⋂
i∈I
iF (λ0)ai
(
cE|D(λ0)I
)
, I GrF
(λ0)
aI
(
cE
)
:=
IF
(λ0)
aI (cE|D(λ0)I
)∑
bIaI
IF (λ0)
(
cE|D(λ0)I
)
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We put
Par(cE, I) := {aI ∈ RI ∣∣ I GrF (λ0)aI (cE) 6= 0}, Par(E∗, I) := ⋃
c∈RΛ
Par(cE, I).
As in Proposition 2.5.3, we have the induced endomorphism Resi(D) on iGr
F (λ0)
a (cE),
which preserves the induced filtrations kF (λ0) of iGrF
(λ0)
a (cE)|D(λ0)i ∩D
(λ0)
k
. Hence, we
have the well defined endomorphisms Resi(D) (i ∈ I) on I GrF
(λ0)
aI
(
cE
)
.
2.8.2. KMS-structure. — For simplicity, let us consider the case in which X (λ0) is
the product of X and some neighbourhood U(λ0) of λ0 in Cλ. Let p(λ) : R×C −→ R
and e(λ) : R×C −→ C be given as follows:
p
(
λ, (a, α)
)
= a+ 2Re(λα), e
(
λ, (a, α)
)
= α− a λ− αλ2
The induced map R × C −→ R × C is denoted by k(λ). Let (E∗,D) be a good
family of filtered λ-flat bundle on (X (λ0),D(λ0)).
Definition 2.8.1. — We say that (E∗,D) has the KMS-structure at λ0 indexed by
T (i) ⊂ R×C (i ∈ Λ), if the following holds:
– Par(E∗, i) is the image of T (i) via the map p(λ0).
– For each a ∈ Par(E∗, i), we put K(a, i) :=
{
u ∈ T (i) ∣∣ p(λ0, u) = a}. Then, the
set of the eigenvalues of Resi(Dλ) on iGr
F (λ0)
a
(
cE
)
|Dλi
is
{
e(λ, u)
∣∣ u ∈ K(a, i)}.
In that case, 0 6= λ ∈ U(λ0) is called generic, if e(λ) : T (i) −→ C are injective for
any i.
Assume (E∗,D) has the KMS-structure at λ0. We have the generalized eigen
decomposition with respect to the induced action of Resi(D)
(37) iGrF
(λ0)
a
(
cE
)
=
⊕
u∈K(a,i)
iG(λ0)u
(
cE
)
,
where Resi(D)− e(λ, u) are nilpotent on iG(λ0)u
(
cE
)
.
Remark 2.8.2. — If (E∗,D) has the KMS-structure at λ0, we have the decomposi-
tion cE|D(λ0)i
=
⊕
iE
(λ0)
α (cE|D(λ0)i
) indexed by the eigenvalues of Resi(Dλ0), such that
(i) it is preserved by Resi(D), (ii) the restriction of the decomposition to Dλ0i is the
generalized eigen decomposition of Resi(Dλ0). Then, the decomposition iE(λ0) and the
filtration iF (λ0) are compatible, and iGrF
(λ0)
a
iE
(λ0)
α
(
cE|D(λ0)i
)
is naturally isomorphic
to iG(λ0)u
(
cE
)
, where u is determined by k(λ0, u) = (a, α).
If (E∗,D) is unramified, the KMS-structure is compatible with the irregular de-
composition in the following sense. For simplicity we consider the case X = ∆n,
Di = {zi = 0} and D =
⋃`
i=1Di. We have the irregular decomposition cE|U(λ0)×Ô =⊕
a∈T cÊa. They give a family of filtered λ-flat bundles Ê∗ on U(λ0) × Ô, with the
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irregular decomposition (Ê∗,D) =
⊕
a∈T (Êa ∗, D̂a). Each (Êa∗, D̂a) has the KMS-
structure at λ0. By the natural isomorphism cE|O '
⊕
a cEa|O, the filtrations F
(λ0)
and the decompositions E(λ0) are the same.
2.8.3. Uniqueness of the filtrations. — According to the following lemma, it
makes sense to say that (E,D) has the KMS-structure at λ0.
Lemma 2.8.3. — Let (Ei∗,Di) (i = 1, 2) be good filtered λ-flat bundles on
(X (λ0),D(λ0)), which have the KMS-structures at λ0. Assume that we are given
an isomorphism ϕ : (E1,D1) ' (E2,D2) of families of meromorphic λ-flat bundles.
Then, it induces an isomorphism ϕ : (E1 ∗,D1) ' (E2 ∗,D2) of families of filtered
λ-flat bundles.
Proof It can easily be reduced to the case in which D is smooth. Let D̂(λ0)
denote the completion of X (λ0) along D(λ0). We are given the induced isomorphism
E1|D̂(λ0) ' E2|D̂(λ0) . We have only to show that it induces aE1|D̂(λ0) = aE2|D̂(λ0) for
each a ∈ R.
Let us consider the case in which (Ei∗,Di) are unramified. We have the irregular
decompositions:
(Ei∗,Di)|D̂(λ0) =
⊕
a∈Irr(Di)
(Êi,a ∗, D̂i,a)
We have Irr(D1) = Irr(D2) and Ê1,a = Ê2,a for each a. Let Ti (i = 1, 2) denote the
index sets of the KMS-structures of Ei∗. Note that there exists a discrete subset Z in
U(λ0)\{0} such that e(λ) : T1∪T2 −→ C is injective for any λ ∈ U(λ0)−Z. Take any
λ1 ∈ U(λ0)−Z, and a neighbourhood U(λ1) in U(λ0)−Z. We set X (λ1) := U(λ1)×X
and D(λ1) := U(λ1)×D.
Lemma 2.8.4. — We have ϕ
(
aE1|X (λ1)
) ⊂ aE2|X (λ1) .
Proof Since this is a quite standard claim, we give only an outline. We put
L(a, λ0) :=
{
u ∈ T1 ∪ T2
∣∣ a− 1 < p(λ0, u) ≤ a}.
We have the generalized eigen decomposition
aEi|D(λ1) =
⊕
u∈L(a,λ0)
Ee(λ,u)
(
aEi|D(λ1)
)
,
where Res(D) has a unique eigen value e(λ, u) on Ee(λ,u)
(
aEi|D(λ1)
)
. It is compatible
with the irregular decompositions, i.e.,
(38) aÊi,a|D(λ1) =
⊕
u∈L(a,λ0)
Ee(λ,u)
(
aÊi,a|D(λ1)
)
.
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It can be shown that e(λ, u1)− e(λ, u2) are not contained in Z− {0} for any distinct
u1, u2 ∈ L(λ0, a) and for any λ ∈ U(λ1). Hence, we obtain the flat decomposition
aÊi,a|D̂(λ1) =
⊕
u∈L(λ0,a)
aÊi,a,u
whose restriction to D(λ1) is the same as (38). We put aÊi,u :=
⊕
a aÊi,a,u. For each
a ∈ R, there exists b > 0 such that we have the flat morphism
ϕu1,u2 : aÊ1,u1 −→ a+bÊ2,u2
induced by the flat isomorphism E1|D̂(λ1) ' E2|D̂(λ1) . The restriction ϕu1,u2|D(λ1) has
to be compatible with the residues. Hence, it is easy to observe that ϕu1,u2(aÊ1,u1) ⊂
a+b−N Ê2,u2 for any N ≥ 0, if u1 6= u2. It implies ϕu1,u2 = 0 unless u1 = u2. Let us
look at ϕu,u. Again, by the comparison of the eigenvalues of the residues, we obtain
ϕu,u
(
aÊ1,u
) ⊂ aÊ2,u. Thus, we obtain Lemma 2.8.4.
Let us return to the proof of Lemma 2.8.3. We have the morphism ϕ : aE1 −→
a+bE2 for some b. By Lemma 2.8.4, the induced map aE1 −→ GrF
(λ0)
a+b (E2|U(λ0)×D)
is trivial if b > 0. Hence, we obtain ϕ(aE1) ⊂ aE2 in the unramified case.
Let us consider the case in which (Ei,∗,Di) are not necessarily unramified. We
set X˜ := X and D˜ := D. We use the notation X˜ (λ0) and D˜(λ0) in similar meanings.
We take an appropriate ramified covering ϕ : X˜ −→ X such that the induced filtered
bundle (E˜i,∗, D˜i) via ϕ and (Ei∗,Di) on (X˜ (λ0), D˜(λ0)) is unramifiedly good. It is easy
to see that (E˜i,∗, D˜i) have the KMS-structure at λ0. By applying the above result
to them, we obtain E˜1 ∗ = E˜2 ∗. Since Ei ∗ are obtained as the descent of E˜i ∗, we
obtain E1 ∗ = E2 ∗. Thus, the proof of Lemma 2.8.3 is finished.
2.8.4. Openness and invariance. — Pick c ∈ RΛ such that ci 6∈ Par
(
E∗, i
)
for
each i ∈ Λ. Let pii,a be the projection:
iF (λ0)a
(
cE|U(λ0)×Di
) −→ iGrF (λ0)a (cE)
Let λ1 ∈ U(λ0) be sufficiently close to λ0, and let U(λ1) ⊂ U(λ0) be a neighbourhood
of λ1. Let ci − 1 < b ≤ ci. If b = p(λ1, v) for some v ∈ K(a, i), we put on D(λ1)i
iF
(λ1)
b :=
⊕
u∈K(a,i)
p(λ1,u)≤b
pi−1i,a
(
iG(λ0)u
)
.
Otherwise, let b0 := max
{
p(λ1, v) < b
∣∣ v ∈ K(a, i)}, and we put iF (λ1)b := iF (λ1)b0 .
Thus, we obtain the filtration iF (λ1) of cE|D(λ1)i
. It induces a family of filtered λ-flat
bundles (E(λ1)∗ ,D) on (X (λ1),D(λ1)). It is easy to observe that Resi(D) has a unique
eigenvalue e(λ, u) on iGrF
(λ1)
p(λ1,u)
(
cE
)
|D(λ1)1
. Hence, (E(λ1)∗ ,D) has the KMS-structure
at λ1. The index sets are equal to those for (E
(λ0)∗ ,D).
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Remark 2.8.5. — More precisely, there exists an open subset λ0 ∈ U ′(λ0) ⊂ U(λ0)
depending only on the sets KMS(E(λ0)∗ , i) such that the above construction can be
applied for any λ1 ∈ U ′(λ0).
For each λ ∈ U(λ0) sufficiently close to λ0, we put Eλ∗ := (E(λ)∗ )|{λ}×(X,D), which
is a good filtered λ-flat bundle. The set KMS(Eλ∗ , i) is equal to the image of T (i)
via the map k(λ). Note KMS(E0∗, i) = T (i) in the case 0 ∈ U(λ0). We often identify
them.

CHAPTER 3
STOKES STRUCTURE OF GOOD %-MEROMORPHIC
FLAT BUNDLE
In this chapter, we shall study Stokes structure of unramifiedly good %-flat bundle.
In Section 3.1, we give preliminary to describe Stokes filtration. In Section 3.2, we
state some theorems and propositions for full Stokes filtrations, which will be proved
in Section 3.7. We state some theorems and propositions for partial Stokes filtration
in Section 3.3, which will be proved in Sections 3.5–3.7.
3.1. Preliminary
3.1.1. Filtration indexed by a finite ordered set. —
3.1.1.1. Compatibility. — Let (I,≤) be a finite ordered set. Let V be a vector space.
In this section, a filtration F of V indexed by (I,≤) means a family of subspaces
Fa ⊂ V (a ∈ I) with the following property:
– Fa ⊂ Fb if a ≤ b.
– There exists a splitting V =
⊕
Va such that Fa =
⊕
b≤a Vb.
We put F<a :=
∑
b<a Fb and Gr
F
a (V ) = Fa/F<a ' Va. For a given subset S ⊂ I, we
set FS :=
∑
a∈S Fa.
Remark 3.1.1. — Note that we have assumed the existence of splitting, which is
unusual. For example, we do not have such a splitting for filtered flat bundle. We
consider the above type of filtration just for Stokes filtration.
Let ϕ : (I,≤) −→ (I ′,≤′) be a morphism of ordered sets, and let F be a filtration
of V indexed by (I,≤). Then, we have the induced filtration Fϕ indexed by (I ′,≤′)
constructed inductively as follows:
Fϕb = F
ϕ
<b +
∑
a∈ϕ−1(b)
Fa
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We set V ϕb :=
⊕
a∈ϕ−1(b) Va. Then, V =
⊕
b∈I′ V
ϕ
b gives a splitting of F
ϕ. We say
that Fϕ is induced by F and ϕ.
Definition 3.1.2. — Let F and F ′ be filtrations of V indexed by (I,≤) and (I ′,≤′),
respectively. Let ϕ : (I,≤) −→ (I ′,≤′) be a morphism of ordered sets. We say that F
and F ′ are compatible over ϕ, if F ′ is the same as Fϕ above.
In the case I = I ′ (but possibly (I,≤) 6= (I ′,≤′)) and ϕ′ = id, we just say F and
F ′ are compatible.
In the case I = I ′, we have the natural isomorphism GrFa (V ) ' GrF
′
a (V ).
Lemma 3.1.3. — Let F be a filtration of V indexed by (I,≤). Let ≤i (i ∈ Λ) be
orders on I such that (i) the identity ϕi : (I,≤) −→ (I,≤i) are order preserving, (ii)
a ≤ b if and only if a ≤i b for any i ∈ Λ. Then, F can be reconstructed from Fϕi
(i ∈ Λ) in the sense Fa =
⋂
i∈Λ F
ϕi
a .
Proof We take a splitting V =
⊕
a∈I Va of the filtration F . Recall F
ϕi
a =⊕
b≤ia Vb. Then, the claim of the lemma is clear.
Remark 3.1.4. — It can be generalized for vector bundles appropriately.
3.1.1.2. Dual. — Let (I,≤) be an ordered set, and let V be a finite dimensional
vector space equipped with a filtration F indexed by (I,≤). Let us give an induced
filtration F∨ on the dual vector space V ∨. We set I∨ := I and let ≤∨ be the order of
I∨ defined by a ≤∨ b ⇐⇒ a ≥ b. For distinction, we use the symbol −a if we regard
a ∈ I as an element of I∨. And, “−a ≤∨ −b” is denoted by −a ≤ −b. We hope that
there are no risk of confusion.
We take a splitting V =
⊕
a∈I Va of the filtration F . In general, for a vector
subspace U ⊂ V , let U⊥ ⊂ V ∨ be {f ∈ V ∨ ∣∣ f(v) = 0 ∀v ∈ U}. For each a ∈ I, let
S(a) denote the set of b ∈ I such that b 6≥ a. We have the subspaces of V ∨ given as
follows:
V ∨−a :=
(⊕
b6=a
Vb
)⊥
, F∨−a(V
∨) :=
( ⊕
b∈S(a)
Vb
)⊥
Lemma 3.1.5. — The subspaces
{
F∨−a(V
∨)
∣∣ − a ∈ I∨} are well defined, and give
a filtration of V ∨ indexed by (I∨,≤). The decomposition V ∨ =⊕−a∈I∨ V ∨−a gives a
splitting of the filtration F∨.
Proof Let us show that F6≥a(V ) :=
⊕
b∈S(a) Vb is independent of the choice of
a splitting. Let V =
⊕
a∈I V
′
a be another splitting of F . Note V
′
b ⊂ Fb(V ) =⊕
c≤b Vc. We can observe that b ∈ S(a) and c ≤ b imply c ∈ S(a). Hence, V ′b ⊂
F6≥a(V ) for any b ∈ S(a), which implies that F6≥a(V ) is independent of the choice of a
splitting. Because F∨−a(V ∨) = F6≥a(V )⊥, we obtain that the subspaces F∨−a(V ∨) are
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well defined. If −b ≤ −a, we have b ≥ a, and F6≥b(V ) ⊃ F6≥a(V ). Hence, we obtain
F∨−b(V
∨) ⊂ F∨−a(V ∨). It is easy to show
F∨−a(V
∨) =
⊕
−b≤−a
V ∨−b
Thus, we obtain the claims of the lemma.
We give some property of the induced filtration above.
Lemma 3.1.6. — We have the natural isomorphism GrF
∨
−a (V
∨) ' GrFa (V )∨.
Proof The perfect pairing of V and V ∨ induces a pairing P of Fa(V ) and
F∨−a(V ∨). By definition, the restriction of P to F<a(V ) ⊗ F∨−a(V ∨) is 0. Let
F6>a(V ) :=
⊕
b6>a Vb. Then, we have F
∨
<−a(V
∨) = F6>a(V )⊥. Hence, the restriction of
P to Fa(V )⊗ F∨<−a(V ∨) is 0. Hence, we have the induced pairing Pa of GrFa (V ) and
GrF
∨
−a (V ∨). It is easy to check that Pa is perfect by using the induced isomorphisms
GrFa (V ) ' Va and GrF
∨
−a (V ∨) ' V ∨−a.
Lemma 3.1.7. — Let ϕ : (I1,≤1) −→ (I2,≤2) be a morphism of ordered sets. Let
Fi (i = 1, 2) be filtrations of a finite dimensional vector space V which are compatible
over ϕ. Then, the induced filtrations F∨i (i = 1, 2) are compatible over the induced
morphism ϕ∨ : (I∨1 ,≤1) −→ (I∨2 ,≤2).
Proof It is easy to show the claim by using the induced splitting V ∨ =
⊕
a∈I1 V
∨
−a.
Lemma 3.1.8. — Let Vi be finite dimensional vector spaces with filtrations F (Vi)
indexed by an ordered set (I,≤). Let f : V1 −→ V2 be a linear map preserving
filtrations. Then, the dual f∨ : V ∨2 −→ V ∨1 preserves the dual filtrations F∨(V ∨i ).
Proof Because F∨−a(Vi) = F6≥a(Vi)⊥, the claim is clear.
3.1.1.3. Hom-space. — We prepare a notation. Let (I,≤) be an ordered set, and
Vi (i = 1, 2) be finite dimensional vector spaces equipped with filtrations indexed
by (I,≤). Let F0Hom(V1, V2) (resp. F<0Hom(V1, V2)) be the vector subspace of
Hom(V1, V2) which consists of the linear maps f satisfying the following:
f
(
Fa(V1)
) ⊂ Fa(V2), resp. f(Fa(V1)) ⊂ F<a(V2)
If we take a splitting Vi =
⊕
a∈I Vi,a of the filtrations, we have the following:
(39)
F0Hom(V1, V2) =
⊕
a≥b
Hom(V1,a, V2,b), F<0Hom(V1, V2) =
⊕
a>b
Hom(V1,a, V2,b)
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3.1.1.4. Induced filtration. — Let (IL,≤) −→ (IL−1,≤) −→ · · · −→ (I1,≤) be a
sequence of surjections of ordered sets. The induced morphism Ij −→ Ik is denoted
by ϕj,k. Let V be a vector space. Let F
IL be a filtration indexed by IL. Then,
we have the induced filtrations F Ij for j = 1, . . . , L obtained by the procedure ex-
plained in Section 3.1.1.1. Moreover, we obtain the following inductive structure.
Let GrIj (V ) =
⊕
b∈Ij Gr
Ij
b (V ) denote the graded vector space associated to F
Ij .
For each b ∈ Ij−1, we have the induced filtration F Ij on GrIj−1b (V ) indexed by
the ordered set ϕ−1j,j−1(b) ⊂ Ij , and the associated graded space GrIj GrIj−1 (V ) =⊕
b∈Ij−1
⊕
a∈ϕj,j−1(b)Gr
Ij
a Gr
Ij−1
b (V ) is naturally isomorphic to Gr
Ij (V ).
Conversely, assume that we are given the following inductive data:
– A filtration F I1 of V indexed by I1. We put V
I1
a := Gr
F I1
a (V ) or a ∈ I1.
– For each b ∈ Ij−1, a filtration F Ij of V Ij−1b indexed by ϕ−1j,j−1(b). We put
V
Ij
a := Gr
F Ij
a
(
V
Ij−1
b
)
for a ∈ ϕ−1j,j−1(b).
Then, we obtain the naturally induced filtration F Ij of V with the following property:
– F Ij and F Ik are compatible over ϕj,k.
– Let GrIj (V ) =
⊕
a∈Ij Gr
Ij
a (V ) denote the graded vector space associated to
F Ij . Then, Gr
Ij
a (V ) is naturally isomorphic to V
Ij
a .
The construction is given as follows. Assume that we have already obtained the
desired filtration F Ij−1 . Let a ∈ Ij and b := ϕj,j−1(a). We have the natural morphism
pi
Ij−1
b : F
Ij−1
b −→ GrIj−1b (V ) ' V Ij−1b . Then, we put
F
Ij
a (V ) := F
Ij
<a(V ) +
(
pi
Ij−1
b
)−1(
F
Ij
a (V
Ij−1
b )
)
It is easy to check Gr
Ij
a (V ) is isomorphic to Gr
Ij
a (V
Ij−1
b ) ' V Ija .
3.1.2. Orders on a good set of irregular values. — Let X −→ K be a smooth
fibration of complex manifolds. Let D be a normal crossing hypersurface of X such
that any intersections of irreducible components are smooth over K. Let % be a
holomorphic function on X such that dρ is nowhere vanishing on K0 := ρ−1(0). We
put X 0 := X ×K K0, D0 := D×K K0 and W := X 0 ∪D. Let pi : X˜ (W ) −→ X denote
the real blow up.
Let IP ⊂ OX,P (∗D)/OX,P be a good set of irregular values, where P ∈ D. For
each Q ∈ pi−1(P ), we shall introduce an order ≤%Q (simply denoted by ≤Q) on the
set IP . We can take a coordinate neighbourhood (XP , z1, . . . , zn) around P such that
DP = XP ∩ D is expressed as
⋃`
i=1{zi = 0}, and that IP ⊂M(XP ,DP )/H(XP ). We
take a lift a˜ ∈M(XP ,DP ) for each a ∈ IP . We putWP := DP ∪X 0P . For each distinct
a, b ∈ IP , we put
(40) Fa,b := −Re
(
%−1(a˜− b˜)) ∣∣z− ord(a−b)%∣∣.
It naturally induces a C∞-function on X˜P (WP ).
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Definition 3.1.9. — Let Q ∈ pi−1(P ). We say a <%Q b for distinct a, b ∈ IP , if
Fa,b(Q) < 0. We say a ≤%Q b for a, b ∈ IP , if a <%Q b or a = b.
It is easy to check that the condition is independent of the choice of a coordinate
system and lifts a˜. We will denote it by ≤Q, when % is fixed.
Notation 3.1.10. — Later, we will also use the relation ≤%A for a subset A ⊂
X˜P (WP ), defined as a <%A b ⇐⇒ Fa,b < 0 on A ∩ pi−1(DP ) for a, b ∈ IP , where
A denotes the closure of A in X˜P (WP ).
3.1.2.1. For any given C∞-manifold (possibly with corners), we mean by a “com-
pact region” the closure of a relatively compact connected open subset which is C∞-
manifold with corners. Let U
(X˜ (W )) denote the set of compact regions in X˜ (W ).
For any point Q ∈ X˜ (W ), let U(Q, X˜ (W )) denote the set of U ∈ U(X˜ (W )) such that
Q is contained in the interior part of U .
Let I = (IP |P ∈ D) be a good system of irregular values. For Q ∈ pi−1(P ), let
U(Q, X˜ (W ),I) denote the set of U ∈ U(Q, X˜ (W )) such that, for any a, b ∈ IP , we
have a ≤%Q b⇐⇒ Fa,b ≤ 0 on U . The following claims are clear.
– If U ∈ U(Q, X˜ (W )) is sufficiently small, it is contained in U(Q, X˜ (W ),I).
– For a given U ∈ U(Q, X˜ (W ),I), we have a ≤%U b if and only if Fa,b ≤ 0 on
U \ pi−1(W ).
– Let U ∈ U(Q, X˜ (W ),I). For Q′ ∈ U ∩ pi−1(D), the natural map(Ipi(Q),≤%Q) −→ (Ipi(Q′),≤%Q′)
is order preserving.
We will often denote U(Q, X˜ (W )) and U(Q, X˜ (W ),I) by U(Q) and U(Q,I) if there
is no risk of confusion.
3.1.3. Holomorphic functions and vector bundles on real blow up. —
3.1.3.1. Functions and vector bundles. — Let us recall the framework of asymptotic
analysis in [103]. See Chapter II.1 of [103] for more details and precision. Let X be
a complex manifold, and let D be a normal crossing divisor of X . In the following,
X˜(D) denote the fiber product, taken over X , of the real blow up of X along the
irreducible components of D, which is called the real blow up of X along D in this
paper. It is naturally a C∞-manifold with corners. Hence, C∞-functions on open
subsets of X˜(D) make sense. In the case X = ∆n and D =
⋃`
i=1{zi = 0}, we
may use the local coordinate (r1, θ1, . . . , r`, θ`, z`+1, . . . , zn), where (ri, θi) are given
by zi = ri e
√−1θi .
We have the C∞-vector bundle Ω0,1X (logD) on X locally generated by dzi/zi (i =
1, . . . , `) and dzi (i = `+1, . . . , n). The pull back of Ω
0,1
X (logD) via pi is also denoted
by the same symbol. For any open subset U ⊂ X˜(D), we have the well defined
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differential operator ∂ : C∞(U) −→ C∞(U,Ω0,1X (logD)). We say f ∈ C∞(U) is
holomorphic, if ∂f = 0. It is easy to see that f ∈ C∞(U) is holomorphic if and only if
f|U∩(X−D) is holomorphic in the standard sense. The space of holomorphic functions
on U is denoted by A(U) or O(U).
Let Z be a locally closed subset of X˜(D). Let C∞(Ẑ) denote the space of the C∞-
functions on Z in the sense of Whitney (see Chapters I.2 and I.4 of [80]). Namely
it is the space of the ∞-jets of X on Z, satisfying some compatibility condition as
in Theorem 2.2 of [80]. Let U be an open subset of X˜(D) such that Z ⊂ U . Then,
C∞(Ẑ) is the same as the limit lim←−C
∞(U)/InZ , where IZ denotes the ideal of C
∞(U)
which consists of the functions f such that f|Z = 0. Equivalently, let I
(∞)
Z denote
the ideal of C∞(U) which consists of the functions f such that (∂Jf)|Z = 0 for any
derivation ∂J with any degree. Then, the natural morphism C∞(U)/I(∞)Z −→ C∞(Ẑ)
is isomorphic. (See the proof of Theorem 4.1 of [80].) We prefer to regard elements
of C∞(Ẑ) as C∞-functions on the space Ẑ which is the completion of X˜(D) along Z.
The image of a function f ∈ C∞(U) to C∞(Ẑ) is denoted by f|Ẑ .
The differential operator ∂ : C∞(U) −→ C∞(U,Ω0,1X (logD)) induces ∂ :
C∞(Ẑ) −→ C∞(Ẑ,Ω0,1X (logD)). We say that f ∈ C∞(Ẑ) is holomorphic if
∂f = 0. The space of holomorphic functions on Ẑ is denoted by A(Ẑ) or O(Ẑ). We
will use the following fact without mention.
Lemma 3.1.11. — Let X = ∆n and D =
⋃`
j=1{zj = 0}. Let W be a closed region
of X˜(D), and let Z := U ∩ pi−1(D). Let f be a holomorphic function on W −Z such
that |f | = O(∏`j=1 |zj |N) for any N . Then, f gives a holomorphic function on W
such that f|Ẑ = 0.
Conversely, if f is a holomorphic function on W such that f|Ẑ = 0, it satisfies
|f | = O(∏`j=1 |zj |N) for any N .
Proof Let f be a function as in the first claim. By using Cauchy’s formula, we
obtain ∂Jf = O
(∏`
j=1 |zj |N
)
for any N and for any derivation ∂J with any degree.
(See the proof of Theorem 8.8 of [128].) Then, the first claim of the lemma follows.
The second claim is obvious.
We recall Borel-Ritt type theorem, due to Majima [79] for his strongly asymptot-
ically developpable functions, and due to Sabbah [103] in this framework.
Proposition 3.1.12 (Theorem 2.2 of [79], Proposition 1.1.16 of [103])
Let Q ∈ pi−1(D). Let f ∈ A(Ẑ), where Z denotes a closed neighbourhood of Q in
pi−1(D). Then, we have a neighbourhood U of Q in X˜(D) and a holomorphic function
F ∈ A(U) such that F|ẐU = f|ẐU , where ZU := Z ∩ U .
In particular, A(Ẑ) is isomorphic to lim←−A(U)/I
n
Z , where IZ denote the ideal of
A(U) which consists of the holomorphic functions f such that f|Z = 0.
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Remark 3.1.13. — Assume that X = ∆n and D = {z1 = 0}. Let S be a sector in
X−D and let S be the closure of S in X˜(D). We set Z := S∩pi−1(D). Let f ∈ A(Ẑ).
If we shrink S in the radius direction (Definition 3.4.2), we can take F ∈ A(S) such
that F|Ẑ = f , which can be shown by the argument in the proof of Theorem 9.3 of
[128].
Let U denote an open subset of X˜(D). Since X˜(D) is a C∞-manifold with corner,
we have the well defined concept of C∞-vector bundle on U . Let E be a C∞-bundle
on U . The space of C∞-sections of E on U is denoted by C∞(U,E). Assume we are
given a differential operator ∂E : C
∞(U,E) −→ C∞(U,E ⊗ Ω0,1X (logD)) such that
(i) ∂E(f · s) = ∂(f) · s + f · ∂E(s) holds for any f ∈ C∞(U) and s ∈ C∞(U,E), (ii)
∂E ◦∂E = 0. A section s is called holomorphic, if ∂E(s) = 0 holds. We always assume
the existence of holomorphic local frames of E around each point of X˜(D).
3.1.3.2. Some equivalence. — Let Mod(OX) denote the category of OX -modules.
Let Modlf (OX) denote the full subcategory of Mod(OX) of locally free OX -sheaves
of finite ranks. To state some equivalence, which would be useful for understanding
of our later construction, let us introduce a category C.
– Objects of C are tuples (FX˜(D),FD̂, ι):
• FX˜(D) is a locally free OX˜(D)-module.
• FD̂ is a locally free OD̂-module.
• ι is an isomorphism pi∗FD̂ and the completion of FX˜(D) along pi−1(D).
– Morphisms (F (1)
X˜(D)
,F (1)
D̂
, ι(1)) −→ (F (2)
X˜(D)
,F (2)
D̂
, ι(2)) are pairs of morphisms
fX˜(D) : F (1)X˜(D) −→ F
(2)
X˜(D)
and fD̂ : F (1)D̂ −→ F
(2)
D̂
which are compatible with
ι(1) and ι(2).
We have the functors F1 : Modlf (OX) −→ C given by F1(F) :=
(
pi∗F ,F|D̂, ι
)
,
where ι denotes the natural isomorphism and pi∗F = pi−1F ⊗pi−1OX OX˜(D). We also
have the functor F2 : C −→ Mod(OX) given by F2(FX˜(D),FD̂, ι) = pi∗(FX˜(D)), where
pi∗ denotes the push-forward of sheaves.
Proposition 3.1.14. — For any (FX˜(D),FD̂, ι) ∈ C, pi∗FX˜(D) is OX -locally free,
and hence the functor F2 factors through Modlf (OX). Moreover, we have an isomor-
phism FD̂ ' pi∗(FX˜(D))|D̂, which induces ι. (Note that it is unique.)
Proof Let us show the first claim. Since it is a local property, we consider the
case X = ∆n and D =
⋃`
i=1{zi = 0}. Moreover, we will replace X with a smaller
neighbourhood of the origin without mention, if it is necessary.
Let (FX˜(D),FD̂, ι) ∈ C. Let v̂ be a frame of FD̂. Let Q be any point of pi−1(D).
According to Proposition 3.1.12, we can take a small multi-sector S of X −D and a
frame vS of FX˜(D)|S such that (i) vS|Ẑ = pi−1v̂, (ii) Q is contained in the interior
part of S, where S denotes the closure of S in X˜(D), and Z := S ∩ pi−1(D).
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We take a covering X −D = ⋃Np=1 Sp by multi-sectors on which we have frames
vSp as above. We take a partition of unity
(
χp
∣∣ p = 1, . . . , N) subordinated to the
covering such that Pχp are polynomial order in |z−1j | (j = 1, . . . , `) for each differential
operator P on X . We obtain a C∞-frame vC∞ of FX˜(D) given by vC∞ :=
∑
vSp χp,
or more precisely, vC∞,i =
∑
χp vSp,i.
Let S be a small multi-sector of X − D, and let vS be as above. Let CS be
a matrix-valued function on S determined by vC∞ = vS (I + CS), where I is the
identity matrix.
Lemma 3.1.15. — CS|Ẑ = 0.
Proof Let Cp be determined on S∩Sp by vSp = vS (I+Cp). Then, Cp|Ẑ∩Zp = 0.
By our choice of the partition of unity (χp), we obtain CS|Ẑ = 0.
Let A be the matrix valued (0, 1)-form determined by ∂vC∞ = vC∞ A.
Lemma 3.1.16. — A gives a matrix-valued C∞-function on X, and A|D̂ = 0.
Proof By Lemma 3.1.15, for each small multi-sector S, ∂vC∞|S = vS ∂CS =
vC∞|S (I + CS)
−1∂CS . Hence, A|Ẑ = 0 for each S. Then, we obtain the claim of the
lemma.
Let E be the C∞-vector bundle on X , which is the extension of FX˜(D)|X−D by
the frame vC∞ . According to Lemma 3.1.16, the ∂-operator of E|X−D is naturally
extended to a ∂-operator of E in C∞, i.e., the holomorphic structure of E|X−D is
prolonged to that of E. Let E denote the sheaf of holomorphic sections of E. By
construction, we have the natural isomorphism E ' pi∗FX˜(D). Thus, the first claim
of Proposition 3.1.14 is proved.
By Lemma 3.1.16, vC∞|D̂ naturally gives a frame of E|D̂. By the frames vC∞|D̂
and v̂, we obtain an isomorphism FD̂ ' E|D̂, which induces ι.
Corollary 3.1.17. — The functors F1 and F2 give equivalence of categories, and
they are mutually quasi-inverse.
We give some complements.
Lemma 3.1.18. — Fi (i = 1, 2) preserve dual, tensor product and direct sum.
Proof By construction, the functor F1 preserves dual, tensor product and direct
sum. Then, by Proposition 3.1.14, F2 also preserves dual, tensor product and direct
sum.
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3.1.3.3. Decent of a family of meromorphic %-connections. — We use the setting in
Subsection 3.1.2. Let F be a locally free OX -module of finite rank. We set pi∗F :=
OX˜ (W ) ⊗pi−1OX pi−1F .
Lemma 3.1.19. — Let DX˜ (W ) : pi
∗F −→ pi∗(F ⊗ Ω1X/K(∗D)) be a meromorphic
%-connection of pi∗F . Then, there exists a meromorphic %-connection D of F such
that DX˜ (W ) = pi
∗D.
Assume moreover that we are given a meromorphic %-connection D
Ŵ
of F|Ŵ such
that pi∗D
Ŵ
equals the completion of DX˜ (W ) along pi
−1(W ). Then, the completion of
D equals D
Ŵ
.
Proof Let P be any point of X . Let f be any section of F on a neighbour-
hood XP of P in X . If XP is shrinked appropriately, there exists a number N
such that DX˜ (W )(pi
∗f) gives a section of pi∗
(F ⊗ Ω1X/K(ND)) on pi−1(XP ). Because
pi∗pi∗
(F ⊗ Ω1X/K(ND)) ' F ⊗ Ω1X/K(ND), DX˜ (D)(pi∗f) naturally gives a section of
F ⊗Ω1X/K(ND) on XP . Thus, we obtain a map of sheaves D : F −→ F ⊗Ω1X/K(∗D).
We can observe that it is a meromorphic %-connection, and satisfies pi∗D = DX˜ (D),
and thus the first claim is proved.
If we are given a meromorphic %-connection D
Ŵ
of F|Ŵ as in the second claim, we
have pi∗(D
Ŵ
) = DX˜ (W )| ̂pi−1(W ) = pi
∗(D|Ŵ ), and hence DŴ = D|Ŵ . Thus we obtain
the second claim.
3.2. Good meromorphic %-flat bundle
In this section, we state a theorem and some propositions. They will be proved
in Section 3.7. (See Subsection 3.7.8.) We use the following setting unless otherwise
specified. Let X −→ K be a smooth fibration of complex manifolds. LetD be a normal
crossing hypersurface of X such that any intersections of irreducible components are
smooth over K. Let % be a holomorphic function on X such that dρ is nowhere
vanishing on K0 := ρ−1(0). We put X 0 := X×KK0, D0 := D×KK0 andW := X 0∪D.
Let pi : X˜ (W ) −→ X denote the real blow up.
3.2.1. Full Stokes filtration. — Let (E ,D) be an unramifiedly good meromorphic
%-flat bundle on (X ,D). We put pi∗E := pi−1E⊗pi−1OXOX˜ (W ), which is anOX˜ (W )(∗D)-
module. For each Q ∈ pi−1(D), let pi∗EQ denote the germ at Q, and pi∗E|Q̂ denote
the formal completion. In the following, Irr(D, pi(Q)) is also denoted by Irr(D, Q) for
simplicity of the description.
The irregular decomposition of (E ,D)|pi(Q) induces pi∗E|Q̂ =
⊕
a∈Irr(D,Q)
QÊa. We
put
F̂Qa
(
pi∗E|Q̂
)
:=
⊕
b≤%Qa
QÊa.
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Theorem 3.2.1. — For any Q ∈ pi−1(D), there exists a D-flat filtration F˜Q of pi∗EQ
indexed by
(
Irr(D, Q),≤%Q
)
with the following property:
– GrF˜
Q
a (pi
∗EQ) are free OX˜ (W )-modules, and F˜Qa (pi∗EQ)|Q̂ = F̂Qa (pi∗E|Q̂).
– Take UQ ∈ U(Q, Irr(D)) such that F˜Q of pi∗E|UQ is given. For any Q′ ∈ UQ ∩
pi−1(D), we have the induced filtration F˜Q of pi∗EQ′ . Then, F˜Q and F˜Q′ are
compatible over
(
Irr(D, Q),≤%Q
) −→ (Irr(D, Q′),≤%Q′).
The conditions characterize the system of filtrations
(F˜Q ∣∣Q ∈ pi−1(D)). If %(Q) 6= 0,
the first property characterizes the filtration F˜Q.
The filtrations F˜Q are called the full Stokes filtration of E at Q. It is also called
the Stokes filtration, if there is no risk of confusion.
Remark 3.2.2. — Such a filtration appeared in the classical works on meromorphic
flat bundles on curves, for example [82] and [83]. (See also [33].) T. Pantev informed
that it is called “Deligne-Malgrange filtration”. We keep our terminology “Stokes
filtration”, partially because we use “Deligne-Malgrange” in a different meaning.
Let P ∈ D with a small neighbourhood XP . Let U ∈ U(X˜P (WP )). Let ≤%U be the
order on Irr(D, P ) defined as follows:
a ≤%U b⇐⇒ aQ ≤%Q bQ (∀Q ∈ U ∩ pi−1(D))
Here, aQ, bQ ∈ Irr(D, pi(Q))) be the induced elements. The use is consistent with
Notation 3.1.10.
If pi∗E|U has a D-flat filtration F˜U indexed by
(
Irr(D, P ),≤%U
)
with the following
property, which is called a full Stokes filtration on U :
– Let Q be any point of U ∩ pi−1(D). We have the induced filtration F˜U of pi∗EQ.
Then, F˜U and F˜Q are compatible over (Irr(D, P ),≤U) −→ (Irr(D, pi(Q)),≤Q).
Such a filtration is uniquely determined if it exists, by Lemma 3.1.3.
For a multi-sector S of X \W , if a full Stokes filtration for S exists, if is also called
Stokes filtration for S.
3.2.2. Functoriality. — Let (Ei,Di) (i = 1, 2) be unramifiedly good meromorphic
%-flat bundles on (X ,D).
Proposition 3.2.3. — Let F : E1 −→ E2 be a D-flat morphism. For simplicity, we
assume that Irr(D1)∪ Irr(D2) is also good, i.e., Irr(D1, P )∪ Irr(D2, P ) is good for each
P ∈ D. Then, for each Q ∈ pi−1(D), the induced morphism pi∗E1Q −→ pi∗E2Q is
compatible with the full Stokes filtrations.
Proposition 3.2.4. — If Irr(D1)⊗ Irr(D2) is good, we have
F˜Qa
(
pi∗(E1 ⊗ E2)Q
)
=
∑
a1+a2=a
F˜Qa1(pi∗E1,Q)⊗ F˜Qa2(pi∗E2,Q)
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If Irr(D1)⊕ Irr(D2) is good, we have
F˜Qa
(
pi∗(E1 ⊕ E2)Q
)
= F˜Qa (pi∗E1,Q)⊕ F˜Qa (pi∗E2,Q)
Proposition 3.2.5. — Let (E ,D) be an unramifiedly good %-meromorphic flat bundle
on (X ,D). The Stokes filtration of (E∨,D∨) at Q ∈ pi−1(D) is given as follows:
F˜Qa
(
pi∗E∨Q
)
=
( ∑
b 6≥−a
F˜Qb (pi∗EQ)
)⊥
3.2.3. Characterization by growth order (the case %(Q) 6= 0). — Let (E ,D)
be an unramifiedly good meromorphic %-flat bundle on (X ,D). Let Q ∈ pi−1(D).
Take a small neighbourhood U ∈ U(Q, Irr(D)) and a frame v of E|U . A D-flat section
of E|U\pi−1(W ) is expressed as f =
∑
fj vj , where fj ∈ OU\pi−1(W ). Let f denote the
tuple (fj).
Proposition 3.2.6. — Assume %(Q) 6= 0. We have f ∈ F˜Qa E|U\pi−1(D) if and only
if
∣∣exp(−%−1a)f ∣∣ is of polynomial order on U \ pi−1(D).
Remark 3.2.7. — Let (z1, . . . , zn) be a coordinate system around pi(Q) such that D
is expressed as
⋃`
i=1{zi = 0} around pi(Q). We say that a function F on UQ \pi−1(D)
is of polynomial order, if |F | = O(∏`i=1 |zi|−N) for some N > 0.
3.2.4. The associated graded bundle. — Let P ∈ D. For each Q ∈ pi−1(P ),
we take a small neighbourhood UQ of Q, then and we have GrF˜
Q(
pi∗E|UQ ,D
)
on
UQ. Although the filtration F˜Q depends on Q, the system
(F˜Q ∣∣Q ∈ pi−1(P ))
satisfies the compatibility condition. Hence, by varying Q ∈ pi−1(P ) and gluing
GrF˜
Q(
pi∗E|UQ ,D
)
, we obtain the associated graded locally free OX˜ (W )(∗D)-module
with a flat %-connection
GrF˜ (pi∗Epi−1(P ),D) =
⊕
a∈Irr(D,P )
(
GrF˜a (pi
∗Epi−1(P )),Da
)
on a neighbourhood of pi−1(P ). By taking the push-forward via pi, we obtain an
OX -module with a flat %-connection
GrF˜ (EP ,D) =
⊕
a∈Irr(D,P )
(
GrF˜a (EP ),Da
)
on a neighbourhood XP of P .
Proposition 3.2.8. — GrF˜ (EP ,D) is a graded meromorphic %-flat bundle sat-
isfying GrF˜ (pi∗Epi−1(P ),D) ' pi∗GrF˜ (EP ,D). We have a canonical isomorphism
GrF˜(EP ,D)|P̂ ' (EP ,D)|P̂ .
In particular, each
(
GrF˜a (EP ),Da
)⊗L(−a) is a regular meromorphic %-flat bundle.
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3.2.4.1. Functoriality. — Let (E1,D1) −→ (E2,D2) be a morphism of unramifiedly
good meromorphic %-flat bundles. For simplicity, we assume Irr(D1, P )∪ Irr(D2, P ) is
good. Then, we have the induced morphism on a neighbourhood of P :
GrF˜ (E1,P ) −→ GrF˜(E2,P )
If Irr(D1, P )⊗ Irr(D2, P ) is good, we have the following canonical isomorphism on a
neighbourhood of P :
GrF˜
(
(E1 ⊗ E2)P
) ' GrF˜ (E1,P )⊗GrF˜ (E2,P )
If Irr(D1, P )⊕ Irr(D2, P ) is good, we have the following canonical isomorphism on a
neighbourhood of P :
GrF˜
(
(E1 ⊕ E2)P
) ' GrF˜ (E1,P )⊕GrF˜ (E2,P )
For an unramifiedly good meromorphic %-flat bundle (E ,D), we have the following
canonical isomorphism on a neighbourhood of P :
GrF˜(E∨P ) ' GrF˜ (EP )∨
3.2.5. Lattice. — Let E be an unramifiedly good lattice of (E ,D). We set pi∗E :=
pi−1(E)⊗pi−1OX OX˜ (W ). We have the induced filtration F˜Q of pi∗EQ ⊂ pi∗EQ.
Proposition 3.2.9. —
– GrF˜ (pi∗EQ) is free as an OX˜ -module.
– We have the induced lattice GrF˜(EP ) of GrF˜(EP ). It is functorial with respect
to morphism, tensor product, direct sum and dual.
3.2.6. Splitting. — We give some statements for splitting of full Stokes filtrations.
3.2.6.1. Flat splitting. — First, we consider D-flat splittings. Let (E ,D) be an un-
ramifiedly good meromorphic %-flat bundle on (X ,D).
Proposition 3.2.10. — Assume %(Q) 6= 0. We can find a D-flat splitting of
F˜Q, i.e., we can find a D-flat decomposition pi∗EQ =
⊕
a∈Irr(D,Q) pi
∗EQ,a such that
F˜Qa (pi∗EQ) =
⊕
b≤%Qa pi
∗EQ,b.
Let E be an unramifiedly good lattice of (E ,D).
Proposition 3.2.11. — Assume %(Q) 6= 0 and that E satisfies the non-resonance
condition, i.e., for distinct eigenvalues α and β of ResDi(%−1D) we have α − β 6∈ Z.
Then, we can find a D-flat splitting pi∗EQ =
⊕
a∈Irr(D,Q) pi
∗EQ,a of (pi∗EQ, F˜Q).
Note that we have the following natural isomorphisms on a neighbourhood of Q
with %(Q) 6= 0, for the direct summands of the above decompositions:
pi∗EQ,a ' pi∗GrF˜a (Epi(Q)), pi∗EQ,a ' pi∗GrF˜a (Epi(Q))
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For example, we can take a nice frame of pi∗EQ by lifting a nice frame of GrF˜ (Epi(Q)).
If D is smooth, we do not have to impose additional assumptions such as “non-
resonance” and “%(Q) 6= 0”.
Proposition 3.2.12. — Assume that pi(Q) is a smooth point of D. Then, we can
find a D-flat splitting of (pi∗EQ, F˜Q) and hence (pi∗EQ, F˜Q).
3.2.6.2. Partially flat splitting. — We consider rough splittings in more general situ-
ations. Because the claims are local, we use the setting and the notation in Subsection
2.4.2. Let (E ,D) be a good meromorphic %-flat bundle on (X ,D) with the good set
of irregular values I ⊂ M(X ,D)/H(X ), which are lifted to M(X ,D). Let E be
an unramifiedly good lattice. For simplicity, we assume that the coordinate system
(z1, . . . , zn) is admissible for I. Let p be determined by the following conditions:
ordp(a) < 0 (∀a ∈ I, ∀i ≤ p), ordp+1(a) = 0 (∃a ∈ I)
Let D≤p denote the restriction of D to the (z1, . . . , zp)-direction.
Proposition 3.2.13. — For any Q ∈ pi−1(D`), we can find a D≤p-flat splitting of
(pi∗EQ, F˜Q). It induces a D≤p-flat splitting of F˜Q′(pi∗EQ′ ) for Q′ contained in a
sufficiently small neighbourhood of Q.
We give a more refined statement. Let iD (i ≥ p + 1) be the induced flat %-
connection on E|Di with respect to zi. (See Subsection 2.2.1.1) Assume that E|Di
(i ≥ p+ 1) are equipped with iD-flat filtrations iF .
Proposition 3.2.14. — For any Q ∈ pi−1(D`), we can find a D≤p-flat splitting of
(pi∗E, F˜Q) on a neighbourhood UQ which is compatible with iF and Resi(D). Namely
we have a D≤p-flat splitting pi∗E|UQ =
⊕
a∈I pi
∗Ea,UQ such that (i) Resi(D) preserves
pi∗Ea,UQ|UQ∩pi−1(Di), (ii)
iFa =
⊕
a∈I
iFa ∩ pi∗Ea,UQ .
We give some complements.
Proposition 3.2.15. — Assume %(Q) 6= 0. If UQ is a sufficiently small neighbour-
hood of Q, any D≤p-flat splitting of (E, F˜Q) on UQ \pi−1(D) is extended to a D≤p-flat
splitting on UQ.
The following proposition is a refinement of Proposition 3.2.11.
Proposition 3.2.16. — Assume %(Q) 6= 0. If we have α− β 6∈ Z for distinct eigen-
values α and β of ResDi(%
−1D) (i ≥ p + 1), then we can find a D-flat splitting of
pi∗EQ compatible with iF (i ≥ p+ 1).
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3.3. Good meromorphic %-flat bundle in the level m
In this section, we state some propositions on Stokes filtrations in the level m.
The proof will be given in Section 3.6. (See Subsection 3.6.7.) We use the setting in
Subsection 2.6.3 unless otherwise specified. Namely, let Y be a complex manifold with
a simple normal crossing divisor D′Y . Let K be a complex manifold with a holomorphic
function % such that dρ is nowhere vanishing on K0 := ρ−1(0). Let X := ∆kz ×Y ×K,
Dz,i := {zi = 0} and Dz :=
⋃k
i=1Dz,i. We also put DY := ∆kz × D′Y × K and
D := Dz∪DY . For any subset I ⊂ k, we put Dz,I :=
⋂
i∈I Dz,i. We set X 0 := X×KK0
and W := X 0 ∪ Dz. Let pi : X˜ (W ) −→ X denote the real blow up of X along W .
3.3.1. Orders on weakly good sets of irregular values in the level m. —
Letm ∈ Zk<0. Let I be a weakly good set of irregular values on (X ,D) in the levelm.
We put Fa,b := −Re
(
%−1 (a − b)) |%z−m| for any distinct a, b ∈ I. They naturally
induce C∞-functions on X˜ (W ).
Notation 3.3.1. — Let A be any subset of X˜ (W ). For distinct a, b ∈ I, we say
a <%A b if Fa,b(Q) < 0 for any Q ∈ A. We say a ≤%A b for (a, b) ∈ I2 if either a <%A b
or a = b holds. The relation ≤%A gives a partial order on I. We use the symbol ≤%P
in the case A = {P}. (We will use the symbol ≤P instead of ≤%P , if there is no risk
of confusion.)
Let I be a weakly good set of irregular values in the level m. For any f ∈
M(X ,Dz), I ′ :=
{
a − f ∣∣ a ∈ I} is also a weakly good set of irregular values in the
levelm. The natural bijection obviously preserves the orders ≤%A for any subset A of
X˜ (W ).
For Q ∈ pi−1(D), let U(Q, X˜ (W ), I) or U(Q, I) denote the set of U ∈ U(Q, X˜ (W ))
such that ≤%Q=≤%U . If U ∈ U(Q, X˜ (W )) is sufficiently small, it is contained in
U(Q, X˜ (W ), I). For any point Q′ ∈ pi−1(D) ∩ U , the map (I,≤%Q) −→ (I,≤%Q′)
preserves the orders.
3.3.2. Stokes filtration in the level m. — Let (E ,D) be a meromorphic %-flat
bundle on (X ,D) with a weakly good lattice (E, I) in the level (m, i(0)). The re-
striction of D to the ∆kz -direction is denoted by Dz. Let pi : X˜ (W ) −→ X be the real
blow up. We have the decomposition induced by (36):
pi∗E| ̂pi−1(W ) =
⊕
a∈I
E ̂pi−1(W ),a
Proposition 3.3.2. — For any Q ∈ pi−1(Dz,k), there uniquely exists a D-flat filtra-
tion FQ of pi∗EQ indexed by
(I,≤%Q) with the following property:
– It comes from a filtration of pi∗EQ such that GrF
Q
(pi∗EQ) is a locally free OX˜ (D)-
module.
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– Take U ∈ U(Q, I) on which FQ is given. Then we have
FQa (pi∗E)|U∩ ̂pi−1(W ) =
⊕
b≤%Qa
E ̂pi−1(W ),a|U
The filtration FQ is called a Stokes filtration in the level (m, i(0)) (or simply in
the level m).
Proposition 3.3.3. — Take U ∈ U(Q, I) on which FQ is given. For any Q′ ∈
U ∩ pi−1(Dz,k), the natural morphism
(
pi∗EQ′ ,FQ
) −→ (pi∗EQ′ ,FQ′) is compatible.
Remark 3.3.4. — Let U ∈ U(X˜ (W )). If pi∗E|U has a D-flat filtration FU indexed
by
(I,≤%U) with the following property, which is also called a Stokes filtration on U :
– Let Q be any point of U ∩ pi−1(Dz,k). We have the induced filtration FU of
pi∗EQ. Then, FU and FQ are compatible over
(I,≤%U) −→ (I,≤%Q).
Such a filtration is uniquely determined if it exists, by Lemma 3.1.3. For a multi-
sector S of X \W , if the Stokes filtration for S exists, it is also called Stokes filtration
for S.
3.3.3. Functoriality. — Let (Ei,Di) (i = 1, 2) be meromorphic %-flat bundles on
(X ,D) with weakly good lattices (Ei, Ii).
Proposition 3.3.5. — Let F : E1 −→ E2 be a D-flat morphism. For simplicity,
we assume that I1 ∪ I2 is weakly good in the level (m, i(0)). Then, for each Q ∈
pi−1(Dz,k), the induced morphism pi∗E1Q −→ pi∗E2Q is compatible with the Stokes
filtrations in the level m.
Proposition 3.3.6. — If I1 ⊗ I2 is weakly good in the level (m, i(0)), we have
FQa
(
pi∗(E1 ⊗ E2)Q
)
=
∑
a1+a2=a
FQa1(pi∗E1,Q)⊗FQa2(pi∗E2,Q)
If I1 ⊕ I2 is weakly good in the level (m, i(0)), we have
FQa
(
pi∗(E1 ⊕ E2)Q
)
= FQa (pi∗E1,Q)⊕FQa (pi∗E2,Q)
Proposition 3.3.7. — Let (E ,D) be a %-meromorphic flat bundle on (X ,D) with a
weakly good lattice (E, I) in the level (m, i(0)). The Stokes filtration of (E∨,D∨) in
the level m is given as follows:
FQa
(
pi∗E∨Q
)
=
( ∑
b 6≥−a
FQb (pi∗EQ)
)⊥
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3.3.4. Characterization by growth order. — Let (E ,D) and E be as above. Let
v be a frame of E. Let UQ ∈ U(Q, I) be sufficiently small. For any Dz-flat section f
of E|UQ\pi−1(W ), we have the expression f =
∑
fj vj . Put f := (fj).
Proposition 3.3.8. — Assume %(Q) 6= 0. We have f ∈ FQa , if and only if the
following holds for some C > 0:∣∣f exp(%−1a)∣∣ = O(exp(C|zm(1)|) |zi(0)|−C)
3.3.5. The associated graded bundle. — For any P ∈ Dz,k, we have the associ-
ated graded sheaf with an induced D-flat connection on a neighbourhood of pi−1(P ):
GrF(pi∗Epi−1(P ),D) =
⊕
a∈I
(
GrFa (pi
∗Epi−1(P )),Da
)
By taking the push-forward via pi, we obtain a graded OX (∗D)-module with a flat
D-connection on a neighbourhood of P :
GrF(EP ,D) =
⊕
a∈I
(
GrFa (EP ),Da
)
Similarly, we have GrF(pi∗Epi−1(P ),D) and Gr
F (EP ,D) on neighbourhoods of pi−1(P )
and P , respectively.
Proposition 3.3.9. — GrF (EP ,D) is a graded meromorphic %-flat bundle on a
neighbourhood of P such that GrF (pi∗Epi−1(P ),D) ' pi∗GrF (EP ,D). We also have
GrF(pi∗Epi−1(P ),D) ' pi∗GrF(EP ,D).
For each a, we have a canonical isomorphism GrFa
(
E,D
)
|Ŵ ' (ÊaŴ , D̂
%
a), where
the right hand side is the direct summand in (36). In particular,
(
GrF˜a (E),Da
)
has a
weakly good lattice
(
GrFa (E), {a}
)
in the level (m, i(0)).
3.3.5.1. Functoriality. — If we are given a morphism of meromorphic %-flat bundles
F : (E1,D1) −→ (E2,D2) with weakly good lattices (Ei, Ii) in the level (m, i(0)), we
have the induced morphism
GrF (F ) : GrF (E1,D1) −→ GrF (E2,D2).
In particular, we have GrF (E1,D1) −→ GrF (E2,D2).
If I1 ⊗ I2 is weakly good in the level (m, i(0)), we have the following canonical
isomorphism on a neighbourhood of P :
GrF (E1 ⊗ E2) ' GrF (E1)⊗GrF (E2)
If I1 ⊕ I2 is weakly good in the level (m, i(0)), we have the following canonical
isomorphism on a neighbourhood of P :
GrF(E1 ⊕ E2) ' GrF(E1)⊕GrF(E2).
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Let (E,D, I) be a weakly good lattice in the level (m, i(0)). We have a canonical
isomorphism on a neighbourhood of P :
GrF(E∨) ' GrF (E)∨
3.3.6. Splitting. — Let DY =
⋃
j∈ΛDY,j be the irreducible decomposition. For
each j ∈ Λ, we have the residue ResY,j(D) on E|DY,j . Assume that we are given a
filtration jF of E|DY,j which is flat with respect to locally induced filtration
jD.
Proposition 3.3.10. — We can take a Dz-flat splitting pi∗E|UQ =
⊕
a∈I Ea,UQ
which is compatible with ResY,j(D) and jF (j ∈ Λ).
Proposition 3.3.11. — Assume %(Q) 6= 0. If the non-resonance condition is satis-
fied for each ResY,j(%
−1D), we can take a D-flat splitting compatible with jF (j ∈ Λ).
Proposition 3.3.12. — Assume %(Q) 6= 0. If UQ is a sufficiently small neighbour-
hood of Q, any Dz-flat splitting of (E ,FQ) on UQ \ pi−1(Dz) is extended to a D≤p-flat
splitting on UQ.
Proposition 3.3.13. — If Dz is smooth and if DY = ∅, we can find a D-flat splitting
of FQ.
3.4. Some notation
3.4.1. We prepare some notation for the proof of the claims in Sections 3.2 and 3.3.
Let Sec[δ, θ(0), θ(1)] denote a closed sector in ∆∗:
Sec[δ, θ(0), θ(1)] :=
{
z ∈ ∆∗ ∣∣ 0 < |z| ≤ δ, θ(0) ≤ arg(z) ≤ θ(1)}
Let pi : ∆˜(0) −→ ∆ denote the real blow up along 0. Let Sec[δ, θ(0), θ(1)] denote the
closure of Sec
[
δ, θ(0), θ(1)
]
in the real blow up ∆˜(0) along 0:
Sec
[
δ, θ(0), θ(1)
]
:=
{
(t, θ)
∣∣ 0 ≤ t ≤ δ, θ(0) ≤ θ ≤ θ(1)}
We put Sec
[
θ(0), θ(1)
]
:= pi−1(0) ∩ Sec[δ, θ(0), θ(1)].
Let X := ∆k × Y and D := ⋃ki=1{zi = 0}. In this paper, a multi-sector (or sector,
for simplicity) of X \D means a subset S of the following form
(41)
∏
j∈I
Sec[δj , θ
(0)
j , θ
(1)
j ]× U ⊂ (∆∗)I ×
(
(∆∗)I
c × Y ),
where I ⊂ k, Ic := k \ I, Sec[δj, θ(0)j , θ(1)j ] ⊂ ∆˜zj (0), and U denotes a compact region
in (∆∗)I
c × Y . (We admit the case I = ∅.) Let pi : X˜(D) −→ X denote the real blow
up of X along D. The closure of S in X˜(D) is denoted by S.
Notation 3.4.1. — Let MS(X \D) denote the set of multi-sectors in X \D. For
a point Q ∈ pi−1(D), let MS(Q,X \D) denote the set of multi-sectors S in X \ D
such that Q is contained in the interior part of S.
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Definition 3.4.2. — We say that we shrink S =
∏
j∈I Sec[δj , θ
(0)
j , θ
(1)
j ] × U in the
radius direction, when we replace it with S′ =
∏
j∈I Sec[δ
′
j, θ
(0)
j , θ
(1)
j ] × U for some
δ′j ≤ δj.
3.4.2. We use the setting in Subsection 3.3. If K0 6= ∅, we implicitly assume that K
is a product ∆% ×K′ to consider a sector of K∗ := K \K0. Because we are interested
in a local theory, it is not essential.
Let I be a weakly good set of irregular values in the level (m, i(0)). Let Sep(a, b)
denote the subset (Fa,b)
−1(0) ⊂ X˜ (W ), and let Sep(I) denote the union of Sep(a, b)
for distinct pairs (a, b) of I.
Notation 3.4.3. — LetMS(X \W, I) denote the set of the multi-sectors S of X \W
which is the product of
Sec[δi(0), θ
(0)
i(0), θ
(1)
i(0)] ⊂ ∆∗zi(0) , U1 ⊂
∏
p6=i(0)
∆∗zp , U2 ⊂ Y ×K∗,
where U1 (resp. U2) is a compact region or a multi-sector of
∏
p6=i(0)∆
∗
zp (resp.
Y ×K∗). We assume |mi(0)| ·
∣∣θ(0)i(0)−θ(1)i(0)∣∣ < pi, and moreover, there exist θ′(0)i(0) < θ′(1)i(0)
in the open interval ]θ
(0)
i(0), θ
(1)
i(0)[ such that S ∩Sep(I) ⊂ Sec[δi(0), θ′(0)i(0), θ′(1)i(0)]×U1×U2.
The following lemma is clear.
Lemma 3.4.4. — We put D0z,k := Dz,k ×K K0.
– Let Z0 ⊂ pi−1(Dz,k \ D0z,k) be a product of
∏k
p=1 Sec[θ
(0)
p , θ
(1)
p ] and a compact
region U of Y ×K∗ such that
Z0 ∩ Sep(I) ⊂
∏
p6=i(0)
Sec[θ(0)p , θ
(1)
p ]× Sec[θ′(0)i(0), θ′(1)i(0)]× U
for some θ
′(0)
i(0) < θ
′(1)
i(0) in ]θ
(0)
i(0), θ
(1)
i(0)[, where Sec[θ
(0)
p , θ
(1)
p ] ⊂ ∆˜zp(0). Take suf-
ficiently small δp > 0 (p = 1, . . . , k), and put S :=
∏k
p=1 Sec[δp, θ
(0)
p , θ
(1)
p ] × U .
Then, S ∈ MS(X \W, I).
– Assume K = ∆% × K′. Let Z0 ⊂ pi−1(D0z,k) be the product of Sec[θ(0)% , θ(1)% ] ×∏k
p=1 Sec[θ
(0)
p , θ
(1)
p ] and a compact region U of Y ×K′ such that
Z0 ∩ Sep(I) ⊂ Sec[θ(0)% , θ(1)% ]×
∏
p6=i(0)
Sec[θ(0)p , θ
(1)
p ]× Sec[θ′(0)i(0), θ′(1)i(0)]× U
for some θ
′(0)
i(0) < θ
′(1)
i(0) in ]θ
(0)
i(0), θ
(1)
i(0)[, where Sec[θ
(0)
% , θ
(1)
% ] ⊂ ∆˜%(0). Take suffi-
ciently small δλ > 0 and δp > 0 (p = 1, . . . , k). We put S := Sec[δλ, θ
(0)
λ , θ
(1)
λ ]×∏`
p=1 Sec[δp, θ
(0)
p , θ
(1)
p ]× U . Then, S ∈MS(X \W, I).
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Notation 3.4.5. — For Q ∈ pi−1(Dz,k), let MS(Q,X \ W, I) denote the set of
multi-sectors S ∈ MS(X \W, I)∩MS(Q,X \W ) such that S ∈ U(Q, X˜ (W ), I).
We obtain the following lemma from Lemma 3.4.4, which will be used implicitly.
Lemma 3.4.6. — Let Q be any point of pi−1(Dz,k). Let U be any neighbourhood of
Q in X˜ (W ). Then, there exists S ∈ MS(Q,X \W, I) such that S ⊂ U .
The following lemma is clear by the condition, which will be also used implicitly.
Lemma 3.4.7. — For any S ∈ MS(X \W, I), there exists S′ ⊂ S such that (i)
S′ ∈ MS(X \W, I), (ii) S′ ∩ pi−1(Dz,j) = ∅ (j 6= i(0)) and S′ ∩ pi−1(X 0) = ∅, (iii)
≤%S=≤%S′.
3.5. Preliminary in the smooth divisor case
In the following sections, pi∗E and pi∗E are denoted by E and E , if there is no
risk of confusion. We use the setting in Section 3.3 with k = 1 and DY = ∅, i.e.,
X = ∆z1 × Y ×K and D = {0}× Y ×K. We also assume that % is nowhere vanishing
on K. Let pi : X˜ (D) −→ X denote the real blow up along D. For a multi-sector S
in X −D, let S denote the closure of S in X˜ (D), and the intersection S ∩ pi−1(D) is
denoted by Z. In the following, ≤%S and <%S are denoted by ≤S and <S , respectively.
3.5.1. Existence of a decomposition. — Let m ∈ Z<0. Let I be a good set
of irregular values on (X ,D) in the level m. Let (E,D, I) be a good lattice of a
meromorphic %-flat bundle in the level m. We have the irregular decomposition in
the level m:
(42) (E,D)|D̂ =
⊕
a∈I
(Êa, D̂a)
Lemma 3.5.1. — For any S ∈MS(X −D, I), we have a decomposition of E|S
(43) E|S =
⊕
a∈I
Ea,S
such that (i) flat with respect to ∂z1 , (ii) the restriction to Ẑ is equal to the pull back
of the irregular decomposition (42) on D̂.
Proof We closely follow the standard argument (Chapter 12 of [128], for exam-
ple). We give only an outline. Let ŵ = (ŵi) be a frame of E|D̂ which is compatible
with the decomposition (42). When ŵi ∈ Êa, we put a(i) := a. Let Mr(C) denote
the space of r-th square matrices, where r = rankE. Let Ma,b denote the set of
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A ∈ Mr(C) such that Ai,j = 0 unless a(i) = a and a(j) = b. Thus, we obtain the
decomposition:
(44) Mr(C) =
⊕
a,b
Ma,b
We have the natural isomorphismMa,a 'Mrank Êa(C). The element corresponding to
the identity matrix is denoted by Ia. Any element A ∈Mr(C) has the decomposition
A =
∑
Aa,b corresponding to (44). Let Mr(C)
d (resp. Mr(C)
r) denote the subspace
ofMr(C) which consists of A such that Aa,b = 0 unless (resp. if) a = b. Any element
A ∈Mr(C) is decomposed into A = Ad+Ar, where Ad ∈Mr(C)d and Ar ∈Mr(C)r.
We have the corresponding decomposition for Mr(C)-valued functions.
By Proposition 3.1.12, we can take a holomorphic frame w of pi∗E|S such that
w|Ẑ = pi
−1(ŵ)|Ẑ . Let A be determined by Df (z1∂z1)w = w ·A. By construction, Ad
is of the form
∑
(m%−1a) Ia +Ad0, where |Ad0| = O
(|z1|m+1). We also have Ar|Ẑ = 0.
We consider the change of the frame of the form w′ = w
(
I + B
)
such that
Df (z1∂z1)w
′ = w′
(
Ad + R
)
, where B = Br and R = Rd and B|Ẑ = R|Ẑ = 0.
The condition is as follows:
(45) R = (Ar B)d, Ar +AdB + (Ar B)r + z1∂z1B = B (A
d +R)
By eliminating R, we obtain the following equation for Mr(C)
r-valued function B:
(46) z1∂z1B = BA
d −AdB − (ArB)r −Ar +B (ArB)d
Note Ar = O(|z1|N ) for any N . By changing the variable x = z−11 , we can apply
Proposition 20.1.1 to (46). Recall S is of the form Sec[δ, θ(0), θ(1)] × U , where U
denotes a compact region in Y × K. We can find solutions B and R of (45) such
that B = O(|z1|N ) and R = O(|z1|N ) for any N on Sec[δ′, θ(0), θ(1)] × U . Since B
and R are holomorphic, we also obtain B|Ẑ = 0 and R|Ẑ = 0. Hence, we obtain a
decomposition like (43). We can extend it to a decomposition on Sec[δ, θ(0), θ(1)]×U
by using Df . Thus, we are done.
3.5.2. Stokes filtration in the level m. — Let S ∈ MS(X −D, I) and a decom-
position E|S =
⊕
a∈I Ea,S as in Lemma 3.5.1. We define
FSa :=
⊕
b≤Sa
Eb,S , FS<a :=
∑
b<Sa
FSb =
⊕
b<Sa
Eb,S .
Lemma 3.5.2. — FSa is independent of the choice of a splitting (43), and it is D-flat.
Proof Let E|S =
⊕
a∈I E
′
a,S be another splitting. The inclusion ia : Ea,S ⊂ E|S
and the projection p′b : E|S −→ E′b,S give ∂z1 -flat morphisms Ea,S −→ E′b,S for any
a, b. Let fa,b denote the composite. We have fa,b|Ẑ = 0 for a 6= b by construction,
and f
a,a|Ẑ = id. In particular, fa,b are bounded. Hence, we obtain fa,b = 0 unless
b ≤S a due to Corollary 20.3.7.
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Let V be a holomorphic vector field in the Y -direction on U . We have the frames
va of Ea,S on S. Let pa denote the projection E|S −→ Ea,S . Let Aa,b(V ) (a 6= b) be
determined by
(
pb ◦Df (V ) ◦ ia
)
va = vb ·Aa,b(V ). Then, Aa,b(V )|Ẑ = 0 and ∂z1-flat.
Thus, we obtain Aa,b(V ) = 0 unless b ≤S a due to Corollary 20.3.7.
Lemma 3.5.3. — The filtration FS indexed by (I,≤S) is characterized by the fol-
lowing property:
– FS is flat with respect to ∂z1 .
– FS
a|Ẑ =
⊕
b≤Sa Êb.
We call FS Stokes filtration in the level m.
Proof Let Gra := FSa /FS<a, and let r(a) := rankGra. For a frame va of Gra on S,
let Aa be determined by D
f
a(∂z1)va = va · Aa, where Dfa denotes the induced family
of the flat connections of Gra. Then, Aa is of the form %
−1∂z1a+A◦a where A
◦
a is the
holomorphic section of %−1Mr(a)(C)⊗OX
(
mD).
Let F ′S be a filtration of E|S on S, which has the above property. We set
Gr′a := F ′Sa /F ′S<a, which is equipped with the family of connections D′ fa along the
∆z1-direction. For any frame v
′
a of Gr
′
a, let A
′
a be determined by D
′ f
a (∂z1)v
′
a = v
′
a ·A′a,
and then A′a is of a form similar to Aa.
We use an induction on the order ≤S. We put FSB :=
∑
a∈B FSa for any subset
B ⊂ I. Assume that we have already known FSb = F ′Sb for any b <S a, and we will
show FSa = F ′Sa . Let B be the subset of I such that F ′Sa ⊂ FSB and F ′Sa 6⊂ FSB′
for any B′ ( B. Let c be any maximal element of B. Then, we obtain the flat
morphism φa,c : Gr
′
a −→ Grc. Due to Corollary 20.3.7, we obtain φa,c = 0 unless
a ≥S c. Therefore, we obtain F ′Sa ⊂ FSB ⊂ FSa . By comparison of the rank, we obtain
FSa = F ′Sa . Thus, we are done.
3.6. Proof of the statements in Section 3.3
We use the setting in Subsection 3.3. Since we are interested in a local theory, we
put Y := ∆nζ , DY,j := {ζj = 0} and DY :=
⋃`
j=1DY,j for some 1 ≤ ` ≤ n, although
it does not matter until Subsection 3.6.3. We put Z := pi−1(Dz,k). In this section, P
denotes a point in the real blow up. For any multi-sector S in X \W , let S denote
the closure of S in X˜ (W ), and let Z denote S ∩ pi−1(W ). The orders ≤%S and <%S are
denoted by ≤S and <S, respectively.
3.6.1. Existence of Stokes filtration. — Let m ∈ Zk<0. Let (E,D, I) be a good
lattice of a meromorphic %-flat bundle in the level (m, i(0)) on (X ,D). The irregular
decomposition (35) induces the following on Ẑ:
(47) (E,D)|Ẑ =
⊕
a∈I
(Êa, D̂a)|Ẑ
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We put FZa :=
⊕
b≤Sa Êb|Ẑ , and thus we obtain a filtration FZ indexed by
(I,≤S).
Let Dz denote the restriction of D to the ∆kz -direction.
Proposition 3.6.1. — Take S ∈MS(X\W, I) such that S∩Z 6= ∅. If we sufficiently
shrink S in the radius direction, the following holds:
– There uniquely exists a D-flat filtration FS of E|S indexed by (I,≤S) such that
FS|Ẑ = FZ . Moreover, if a Dz-flat filtration F ′S of E|S indexed by (I,≤S)
satisfies F ′S|Ẑ = FZ , then F ′S = FS.
– There exists a Dz-flat splitting of the filtration FS on S. Note that the restriction
of such a splitting to Ẑ is equal to (47).
– If % is nowhere vanishing, any Dz-flat splitting of FS on S is extended to a
splitting on S.
We call FS Stokes filtration of (E,D) on S in the level m.
Proof We may assume i(0) = 1. We show the following lemma analogue to
Lemma 3.5.3.
Lemma 3.6.2. — If we sufficiently shrink S in the radius direction, there exists a
decomposition on S
(48) E|S =
⊕
a∈I
1Ea,S
such that (i) it is flat with respect to ∂z1 , (ii) its restriction to Ẑ is the same as (47),
where Z := S ∩ pi−1(W ).
Proof We closely follow the standard argument as in the proof of Lemma 3.5.1.
Hence, we give only an outline. We will shrink S in the radius direction without men-
tion. We take a frame ŵ = (ŵa) of E|Ŵ compatible with the irregular decomposition
(35) in the level m. We use the decomposition of matrices as in the proof of Lemma
3.5.1.
By Proposition 3.1.12, we can take a holomorphic frame w of pi∗E|S such that
w|Ẑ = pi
−1(ŵ). Let A be determined by Df (z1∂1)w = wA. By construction, Ad is
of the form
∑
a(%
−1z1∂1a) Ia +Ad0, where |Ad0| = O
(|zm(1)|). We also have Ar|Ẑ = 0.
We consider a change of frames of the formw′ = w
(
I+B
)
such that Df (z1∂1)w′ =
w′
(
Ad + R
)
, where B = Br, R = Rd, and B|Ẑ = R|Ẑ = 0. Then, we obtain the
equation (45) for B and R, and (46) for B by eliminating R.
We use the change of variables x = z−11 and yi = z
−1
i+1 (i = 1, . . . , k − 1), and
yk = %
−1 if K0 6= ∅. By applying Proposition 20.1.1 to (46), we can find solutions B
and R of (45) such that B = O
(∏k
i=1 |zi|N |%|N
)
and R = O
(∏k
i=1 |zi|N |%|N
)
for any
N . Since B and R are holomorphic, we also obtain B|Ẑ = 0 and R|Ẑ = 0. Thus, the
proof of Lemma 3.6.2 is finished.
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Let S be as in Lemma 3.6.2. We put FSa :=
⊕
b≤Sa
1Ea,S .
Lemma 3.6.3. — They are independent of the choice of the decomposition (48), and
they are Dz-flat.
Proof We can take a multi-sector S′ ⊂ S such that (i) S′ ∈ MS(X \W, I), (ii)
S
′ ∩ pi−1(Dz,j) = ∅ for j 6= i(0) and S′ ∩ pi−1(X 0) = ∅, (iii) ≤S′=≤S. Then, we can
show the claim of the lemma by considering the restriction to S
′
and by using Lemma
3.5.2.
Let us consider the second condition. Let Gra denote the induced flat bundle on
S. The frame w′ in the proof of Lemma 3.6.2 induces a frame va of Gra. Let Ba be
determined by Dz,ava = va
(
dza + Ba
)
. By shrinking S in the radius direction, we
may assume that |Bb| and |Bc| are sufficiently smaller than
∣∣Re(%−1(b− c))∣∣ on S for
any b >S c. Let us consider the following claim:
A(a) : There exists a Dz-flat splitting FSa =
⊕
b≤SaEb,S on S.
We have a similar claim A(<S a) on the existence of a Dz-flat splitting of FS<a.
We show A(a) by the induction on the order ≤S . If a is minimal, the claim A(a)
is clear. The claim A(<S a) follows from A(b) for any b <S a. Let us show A(a) by
assuming A(<S a). Let fa be the morphism Gra ' 1Ea,S ⊂ FSa . Then, we obtain the
following morphism
Dz(fa) : Gra −→ FS<a ⊗ Ω1z =
⊕
b<a
Eb,S ⊗ Ω1z.
We have Dz(fa)|Ẑ = 0 by construction of FS .
Note that S is the product of a multi-sector Sz ⊂ (∆∗)k and U ⊂ Y × K∗ which
is a sector or a compact region. The closure of Sz in ∆
k contains 0. Take a point Q
of Sz. We take ga,b : Gra −→ Eb,S such that Dz(ga,b) = (Dzfa)b, and ga,b|Q×U = 0.
By sufficiently shrinking S in the radius direction, we can apply Lemma 20.3.1 in this
situation, and we obtain g
a,b|Ẑ = 0. We put fa := fa −
∑
b<a ga,b, then fa : Gra −→
FSa is Dz-flat and fa(va)|Ẑ = v̂a|Ẑ . Thus, we obtain A(a), and the second condition
in Proposition 3.6.1 is satisfied.
Assume % is nowhere vanishing. If b >S c, any Dz-flat morphism Gr
F
b (E|S) −→
GrFc (E|S) has the order O
(
exp(−|zm|)) due to Corollary 20.3.6. Then, the third
condition in Proposition 3.6.1 is satisfied.
Let MS∗(X \ W, I) denote the set of S ∈ MS(X \ W, I) such that E|S has a
D-flat filtration FS as in Proposition 3.6.1. If % is invertible and D is smooth, we
haveMS∗(X \W, I) =MS(X \W, I).
Corollary 3.6.4. — For any point P ∈ Z, there exists UP ∈ U
(
P, X˜ (W ), I) such
that, for any S ∈ MS(P,X \ W, I) with S ⊂ UP , there uniquely exists a D-flat
filtration FS of E|S indexed by (I,≤S) satisfying the conditions in Proposition 3.6.1.
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Let MS∗(P,X \W, I) denote the set of such multi-sectors.
Remark 3.6.5. — Even if (E,D) is a weakly good lattice in the level (m, i(0)),
(End(E),D) is not necessarily a weakly good lattice in the level (m, i(0)). We may
not have the Stokes filtration of End(E)|S for S ∈ MS∗(X \W, I). However, as re-
marked in Section 3.1.1.3, the D-flat subbundles F0 End(E)|S and F<0 End(E)|S are
well defined, which will be implicitly used.
3.6.2. Compatibility. —
Lemma 3.6.6. — Let S, S′ ∈ MS∗(X \W, I) such that S′ ⊂ S.
– The filtrations FS and FS′ are compatible over (I,≤S) −→ (I,≤S′) in the
sense of Definition 3.1.2. In particular, we have FS = FS′ if (I,≤S) is iso-
morphic to
(I,≤S′).
– The decomposition E|S′ =
⊕
a∈I Ea,S|S′ gives a Dz-flat splitting of the filtration
FS′ .
Proof It follows from the characterization of the Stokes filtrations (Proposition
3.6.1).
3.6.3. Splitting with nice property. — We have the induced %-flat connection
jD of E|DY,j . Since FS is D-flat, ResY,j(D) preserves the filtration FS|DY,j and jD.
Assume that we are given filtrations jF (j = 1, . . . , `) of E|DY,j which are preserved
by ResY,j(D) and jD.
Proposition 3.6.7. — Let S ∈ MS∗(X \W, I). We have a Dz-flat splitting of the
filtration FS, whose restriction to S ∩DY,j is compatible with the residues ResY,j(D)
and the filtrations jF for j = 1, . . . , `, after we shrink S in the radius direction
appropriately.
Proof Take a large numberN . Let Ŵ (N) denote theN -th infinitesimal neighbour-
hood of W . By Lemma 3.6.30 below, we can take a decomposition E =
⊕
a∈I Ea,N
such that (i) it is the same as the irregular decomposition in the level m on Ŵ (N),
(ii) the restriction to DY,j is compatible with Resj(D) and jF for each j = 1, . . . , `.
Recall that S is the product of a multi-sector Sz ⊂ (∆∗)k and S0 ⊂ Y ×K∗, where
S0 is a sector or a compact region. The closure of Sz in ∆
k
z contains the origin Oz .
Let S0 denote the closure of S0 in the real blow up of Y ×K along Y ×K0. Let Q be
any point of Sz. We have the following morphisms:
(49) FS
a|Q×S0 −→ E|Q×S0 −→
⊕
b≤Sa
Eb,N |Q×S0
If Q is sufficiently close to Oz , the composite of the morphisms in (49) is an isomor-
phism. Let GQa ⊂ FSa|Q×S0 denote the inverse image of Ea,N |Q×S0 . We may assume
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FS
<a|Q×S0 ∩ G
Q
a = {0}. Then, GQa can be extended to a Dz-flat subbundle GSa of E|S .
If S is shrinked in the radius direction appropriately, they give subbundles of E|S , due
to Corollary 20.3.9. By construction, it gives a splitting with the desired property.
3.6.3.1. Special case 1. — We consider a D-flat splitting in the non-resonance case.
We assume that % is nowhere vanishing. Let Oζ denote the origin in Y = ∆
n
ζ . Take
S ∈ MS∗(X \W, I) of the form S1 × U1 × U2 where S1 is a multi-sector in (∆∗)k
whose closure contains the origin, U1 is a neighbourhood of Oζ in Y , and U2 is a small
compact region in K.
Proposition 3.6.8. — Assume α − β 6∈ Z for distinct eigenvalues α, β of
ResY,j(Df )|Dyj (j = 1, . . . , `, y ∈ U2). Then, we have a D-flat splitting of FS,
whose restriction to S ∩DY,j is compatible with jF for each j = 1, . . . , `.
Proof Let Q be as in the proof of Proposition 3.6.7, where we construct the
Dz-flat splitting of the filtration FS on Q× U . In particular, we have the splitting
(50) E|Q×Oζ×U2 =
⊕
a∈I
E
Q×Oζ×U2
a ,
which is compatible with the endomorphisms Resj(D) and the filtrations
jF (j =
1, . . . , `). By the assumption on the eigenvalues of Resj(D), (50) is extended to a
D-flat splitting of FS on Q×U1 ×U2. By extending it to a flat splitting of FS on S,
we obtain the desired splitting.
3.6.3.2. Special case 2. — We consider the case D is smooth, i.e., k = 1 and DY = ∅.
Lemma 3.6.9. — For any P ∈ Z, there exist SP ∈ MS∗(P,X \W, I) and a D-flat
splitting of the filtration FSP on SP .
Proof According to Proposition 3.6.8, we have only to consider the case %(P ) = 0.
We use the symbol m instead of m. We would like to take a D-flat morphism φa :
Gra(E|S) −→ E|S for some S ∈ MS∗(P,X \W, I). We construct such a morphism
inductively with respect to the order ≤P . If a is minimal with respect to ≤P , we have
nothing to do. Assume that we have already taken such morphisms for any b <S a.
We have a Dz-flat splitting E|S =
⊕
Ec,S of the filtration FS . By the hypothesis
of the induction, we may assume that FS<a(E|S) =
⊕
b<P a
Eb is D-flat. Let fa be the
morphism Gra(E|S) ' Ea,S −→ E|S '
⊕
Grb(E|S). We remark dz1-component of
D(fa) is 0. We have the decomposition D(fa) =
∑
b<Sa
D(fa)b corresponding to the
D-flat decomposition FS<a =
⊕
b<Sa
Eb,S :
D(fa)b : Gra(E|S) −→ Grb(E|S)⊗ Ω1X/K ⊗O(mD)
Let va be a holomorphic frame of Gra(E|S) for each a ∈ I. Let Ra be determined
by Dava = va (da + Ra). We have Ra = O
(|zm+11 |). Let A be determined by
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D(fa)bva = vbA. Since D(fa)b is Dz-flat, we have the following estimate for some
C > 0:
A exp
(
%−1(b− a)) =

O
(
exp
(
C |%−1 zm+11 |
))
(m < −1)
O
(
exp(C |%−1| log |z−11 |)
)
(m = −1)
By shrinking S, we obtain the estimate A = O
(
exp
(−|%−1 zm1 |)) for some  > 0. Let
P1 := pi(P ) ∈ D0. Recall that we have assumed K = ∆1%×K′, which induces K −→ K0
and hence q : X −→ D0. If we shrink S, we can take a section ga,b : Gra(E|S) −→
Grb(E|S) satisfying the following conditions:
– D(ga,b) = D(fa)b and ga,b|q−1(P1)∩S = 0.
– ga,b = O
(
exp
(−|%−1zm1 |/2)).
We put φa := fa −
∑
ga,b. Because of the estimate for ga,b, the D-flat morphism φa
is extended on S. Thus, the inductive argument can proceed.
3.6.4. Functoriality. —
3.6.4.1. Dual. — Let (E,D, I) be a weakly good lattice in the level (m, i(0)) on
(X ,D). Let S ∈ MS∗(X \W, I). Let E|S =
⊕
a∈I Ea,S be a Dz-flat splitting of the
filtration FS(E|S) whose restriction to DY,j is compatible with ResY,j(D) for each
j = 1, . . . , `. For any a ∈ I, we put
(51) E∨−a,S :=
⊕
b∈I
b 6=a
Eb,S

⊥
, FS6≥a(E|S) :=
∑
b∈I
b 6≥Sa
FSb (E|S).
Lemma 3.6.10. —
– The decomposition E∨|S =
⊕
a∈I E
∨
−a,S gives a D
∨
z -flat splitting of the Stokes
filtration FS(E∨|S), whose restriction to DY,j is compatible with ResY,j(D∨) for
each j = 1, . . . , `.
– In particular, FS−a(E∨|S) = FS6≥a(E|S)⊥ for any a ∈ I.
Proof The second claim follows from the first claim. We put
F ′S−a(E∨|S) :=
⊕
b∈I
−b≤S−a
E∨−b,S .
For the first claim, we have only to show F ′S−a(E∨|S) = FS−a(E∨|S). It is easy to check
FS−a(E∨|S)|Ẑ = FZ−a(E∨|Ẑ). Then, the first claim follows from the uniqueness in Propo-
sition 3.6.1.
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3.6.4.2. Tensor product and direct sum. — Let (Ep,Dp, Ip) (p = 1, 2) be weakly good
lattices in the level (m, i(0)) on (X ,D). Let us consider the case that I1⊗I2 is weakly
good in the level (m, i(0)). We put (E˜, D˜) := (E1,D1)⊗ (E2,D2). For a multi-sector
S ∈ ⋂p=1,2MS∗(X \W, Ip), we take Dz-flat splittings Ep|S =⊕ap∈Ip Ep,ap,S whose
restrictions to DY,j are compatible with ResY,j(Dp). We put
(52) E˜a,S :=
⊕
(a1,a2)∈I1×I2
a1+a2=a
E1,a1,S ⊗ E2,a2,S .
The following lemma can be shown by an argument in the proof of Lemma 3.6.10.
Lemma 3.6.11. —
– The decomposition E˜|S =
⊕
a∈I1⊗I2 E˜a,S gives a Dz-flat splitting of the Stokes
filtration of E˜|S, whose restriction to DY,j is compatible with ResY,j(D˜) for each
j = 1, . . . , `.
– In particular, FSa (E˜|S) is equal to
∑
a1+a2≤Sa FSa1(E1|S)⊗FSa2(E2|S).
Let us consider the case in which I1 ⊕ I2 := I1 ∪ I2 is weakly good in the level
(m, i(0)). For a multi-sector S ∈ ⋂p=1,2MS∗(X \W, Ip), we take Dz-flat splittings
of Ep|S =
⊕
Ep,a,S whose restriction to DY,j is compatible with ResY,j(D). We put
(53) (E1 ⊕ E2)a,S := E1,a,S ⊕ E2,a,S
The following lemma is obvious.
Lemma 3.6.12. —
– The decomposition (E1⊕E2)|S =
⊕
a∈I1⊕I2(E1⊕E2)a,S gives a Dz-flat splitting
of the Stokes filtration of (E1 ⊕ E2)|S, whose restriction to DY,j is compatible
with ResY,j(D).
– In particular, FSa
(
(E1 ⊕ E2)|S
)
is equal to FSa (E1|S)⊕FSa (E2|S).
3.6.4.3. Morphism. — Let (Ep,Dp, Ip) (p = 1, 2) be as above. Let F : (E1,D1) −→
(E2,D2) be a flat morphism. We assume that I1 ∪ I2 is weakly good in the level
(m, i(0)).
Lemma 3.6.13. — Let S ∈ ⋂p=1,2MS∗(X \W, Ip). The restriction F|S preserves
the Stokes filtrations.
Proof Let v̂p be frames of Ep|Ŵ compatible with the decompositions Ep|Ŵ =⊕
Ê
p,a|Ŵ . Let Â be determined by F (v̂1) = v̂2 Â. We have the decomposition
Â =
⊕
Âa,a. Let S ∈
⋂
p=1,2MS∗(X \ W, Ip). We have the Stokes filtrations
FS(Ep|S) (p = 1, 2). We take Dz-flat splittings Ep|S =
⊕
Ep,a,S of the filtrations
FS(Ep|S), and let vp,S be lifts of v̂p to Ep|S compatible with the splittings. Let Fb,a
be the Dz-flat morphism E1,a,S −→ E2,b,S induced by F|S . Let Ab,a be determined
by Fb,a(v1,a,S) = v2,b,S Ab,a. Lemma 3.6.13 can be reduced to the following lemma.
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Lemma 3.6.14. —
– Ab,a = 0 unless a ≥S b.
– In the case a >S b, we have the following estimate for some C > 0:
Ab,a exp
(
%−1(b − a)) = O(exp(C |%−1zm(1)| log |z−1i(0)|))
– A
a,a|Ẑ = Âa,a. In particular,
∣∣Aa,a∣∣ is bounded.
Proof The first two claims follow from Corollary 20.3.7 and Corollary 20.3.6. The
third claim is clear. Thus, we obtain Lemma 3.6.14 and Lemma 3.6.13.
Corollary 3.6.15. —
– If the restriction of F to X \ D is an isomorphism, we have I1 = I2 and
FSa (E1|S\D) = FSa (E2|S\D).
– In particular, the Stokes filtration FS in the level (m, i(0)) depends only on the
meromorphic %-flat bundle
(
E(∗D),D), in the sense that it is independent of
the choice of a weakly good lattice E ⊂ E(∗D) in the level (m, i(0)).
Proof F induces an isomorphism E1(∗D) ' E2(∗D), and hence E1(∗D)|Ŵz '
E2(∗D)|Ŵz . Then, we obtain an isomorphism Ê1,a(∗D) ' Ê2,a(∗D) for a ∈ I1 ∪ I2.
Hence, we have I1 = I2. Since we have the inclusion FSa (E1|S) ⊂ FSa (E2|S) by Lemma
3.6.13, we obtain FSa (E1|S) = FSa (E2|S) by the comparison of the rank. Thus, the
first claim is proved. The second claim follows from the first claim.
3.6.5. The associated graded bundle. — For any S ∈MS∗(X\W, I) and a ∈ I,
we obtain a bundle Grma (E|S) with a meromorphic flat %-connection Da,S on S, by
taking Gr with respect to the filtration FS . By definition of Stokes filtrations, we
have a natural isomorphism(
Grma (E|S),Da,S
)
|Ẑ ' (Êa, D̂a)|Ẑ .
When S is varied, we can glue them and obtain a bundle Grma (E|V˜(W )) with a mero-
morphic flat %-connection D
a,V˜(W ) on V˜(W ), where V denotes some neighbourhood
of Dz,k, and V˜(W ) denotes the real blow up of V along W ′ := V ∩ W . By the
construction, we are given an isomorphism(
Grma (E|V˜(W )),Da,V˜(W )
)
| ̂pi−1(W ′) ' (Êa, D̂a)| ̂pi−1(W ′).
According to Proposition 3.1.14, Corollary 3.1.17 and Lemma 3.1.19, there exists a
holomorphic vector bundle Grma (E) with a meromorphic flat %-connections Da on
(V ,D ∩ V) such that
(54)
pi∗
(
Grma (E),Da
)
|V˜(W ) '
(
Grma (E|V˜(W )),Da,V˜(W )
)
,
(
Grma (E),Da
)
|Ŵ ′ ' (Êa, D̂a)|Ŵ ′ .
It is well defined on the germ of neighbourhoods of Dz,k in X .
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Corollary 3.6.16. — If we shrink X, we can take a frame v̂ = (v̂a) of E|Ŵ com-
patible with the irregular decomposition in the level m, such that the power series R̂a
is convergent, where Dav̂a = v̂a R̂a.
Proof We take a holomorphic frame wa of Gr
m
a (E) on V . It induces a frame
w
a|Ŵ of Gr
m
a (E)|Ŵ ' Êa. We have only to put v̂a := wa|Ŵ .
Let wa be a frame of Gr
m
a (E). Let S ∈ MS∗(X \W, I), and let E|S =
⊕
Ea,S
be a Dz-flat splitting of the Stokes filtration FS . By the natural isomorphism Ea,S '
Grma (E)|S , we take a lift wa,S of wa. Thus, we obtain a frame wS =
(
wa,S
)
. The
following corollary is clear from the construction.
Corollary 3.6.17. — Let v be a frame of E, and let GS be the matrix by v = wS GS.
Then, GS and G
−1
S are bounded on S.
Remark 3.6.18. — If k = 1 and if % is nowhere vanishing, we obtain
(
Grma (E), Da
)
on (X ,D), not only on (V ,D ∩ V). Note that we can always extend a good lattice of
a meromorphic %-flat bundle on (V ,D ∩ V) to that on (X ,D).
3.6.5.1. Functoriality. — Let (E,D, I) be a good lattice in the level (m, i(0)). From
(E∨,D∨, I∨), we obtain the associated graded bundle Grm(E∨) =⊕a∈I∨ Grma (E∨)
with an induced meromorphic flat %-connection.
Lemma 3.6.19. — We have a natural flat isomorphism Grma (E
∨) ' Grm−a(E)∨.
Proof By Lemma 3.6.10, we have the natural isomorphism Grma (E
∨)|V˜(W ) '
Grm−a(E)
∨
|V(W ). It induces the desired isomorphism on V .
Let (Ep,∇p, Ip) (p = 1, 2) be weakly good lattices in the level (m, i(0)). The
following lemma can be shown similarly.
Lemma 3.6.20. — Assume I1 ⊗ I2 is weakly good in the level (m, i(0)). Let
(E˜, D˜) := (Ep,D1) ⊗ (Ep,D2). Then, we have the following natural isomorphism for
each a ∈ I1 ⊗ I2:
(55) Grma (E˜) '
⊕
(a1,a2)∈I1×I2
a1+a2=a
Grma1 (E1)⊗Grma2(E2)
If I1 ⊕ I2 is weakly good in the level (m, i(0)), then we have Grma (E1 ⊕ E2) '
Grma (E1)⊕Grma (E2).
Lemma 3.6.21. — Let F : (E1,D1) −→ (E2,D2) be a flat morphism. Assume that
I1 ∪ I2 is good, for simplicity. Then, we have the naturally induced morphism
Grma (F ) : Gr
m
a (E1) −→ Grma (E2).
Proof We have the induced morphism Grma (E1)|V˜(W ) −→ Grma (E2)|V˜(W ) by
Lemma 3.6.13. It induces the desired morphism on V .
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Corollary 3.6.22. — In the situation of Lemma 3.6.21, if E1|X−D −→ E2|X−D is
an isomorphism, we have induced isomorphisms:
Grma (E1)⊗O(∗D) ' Grma (E2)⊗O(∗D) (a ∈ I)
Hence, the graded meromorphic %-flat bundle⊕
a
(
Grma (E)⊗O(∗D),Da
)
is well defined for the meromorphic %-flat bundle
(
E(∗D),D).
Proof By Corollary 3.6.15, the restriction Grma (E1)|V\D ' Grma (E2)|V\D is an
isomorphism. Hence, the induced morphism Grma (E1)⊗O(∗D) −→ Grma (E2)⊗O(∗D)
is an isomorphism.
3.6.6. A characterization by the growth order. — Assume that % is nowhere
vanishing. Let (E,D, I) be a good lattice in the level (m, i(0)). Take any frame v
of E. Let S ∈ MS∗(X \ Dz , I). Let f be a Dz-flat section of E|S . We have the
expression f =
∑
fj vj , and obtain f = (fj).
Lemma 3.6.23. — We have f ∈ FSb if and only if the following holds for some
C > 0: ∣∣f exp(%−1 b)∣∣ = O(exp(C |zm(1)|)|zi(0)|−C)
Recall m(1) :=m+ δi(0).
Proof We take a Dz-flat splitting E|S =
⊕
Ea,S of FS , and take a frame vS =
(va,S) of E|S compatible with the splitting. Let r(a) := rankEa,S . We have the
expression f =
∑
a
∑r(a)
j=1 fa,S,j va,S,j, and obtain fa = (fa,S,j | j = 1, . . . , r(a)). Note
|f | and ∑ |fa| are mutually bounded.
Let Ra be determined by DfzvaS = vaS
(⊕(
dz(%
−1 a) + Ra
))
. Then, it is a
holomorphic section of the following:
k∑
i=1
Mr(a)(C)⊗ zm(1)OS dzi/zi (if mi(0) < −1)∑
i6=i(0)
Mr(a)(C)⊗ zm(1)OS dzi/zi +Mr(a)(C)⊗OS dzi/zi (if mi(0) = −1)
Since each fa is Dz-flat, we obtain the following estimate in the case fa 6= 0, by using
Lemma 20.3.3: ∣∣∣log∣∣fa exp(%−1a)∣∣∣∣∣ ≤ C |zm(1)|+ C log∣∣z−1i(0)∣∣
Then, the claim of the lemma follows.
Let us consider the case Y = ∆nζ and DY =
⋃`
i=1{ζi = 0}. Let f be a D-flat section
of E|S\DY . We obtain the following lemma from Lemma 2.6.10 by the argument in
the proof of Lemma 3.6.23.
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Lemma 3.6.24. — We have f ∈ FSb if and only if the following holds for some
C > 0: ∣∣f exp(%−1 b)∣∣ = O(exp(C |zm(1)|)|zi(0)|−C ∏`
j=1
|ζj |−C
)
3.6.7. Proof of the claims in Section 3.3. — Corollary 3.6.4 implies Proposition
3.3.2. Lemma 3.6.6 implies Proposition 3.3.3. The functoriality in Subsection 3.3.3
follows from those in Subsection 3.6.4. The growth estimate in Proposition 3.3.8 is
implied by that in Lemma 3.6.23. The associated graded meromorphic %-flat bundle
and its functoriality are studied in Subsection 3.6.5. Proposition 3.3.10 is implied
by Proposition 3.6.7. Proposition 3.3.11 follows from Proposition 3.6.8. Proposition
3.3.12 follows from Proposition 3.3.11 and Lemma 2.6.9. Proposition 3.3.13 is implied
by Lemma 3.6.9
3.6.8. Appendix (Lifting of formal frames). — We discuss liftings of frames.
Although we will use such concepts in our later argument, readers can skip here.
3.6.8.1. Holomorphic lift on small sectors. — We take a frame v̂ = (v̂a) of E|Ŵ
compatible with the irregular decomposition. Let R̂a be determined by Dav̂a =
v̂a
(
da+ R̂a
)
.
Let S ∈ MS∗(X \W, I). We take a Dz-flat decomposition E|S =
⊕
aEa,S which
gives a splitting of FS as in Proposition 3.6.1. We can take a frame va,S of Ea,S such
that v
a,S|Ẑ = v̂a|Ẑ , and we put vS := (va,S), which is called a holomorphic lift of v̂
on S.
Let E|S =
⊕
aE
′
a,S be another Dz-flat splitting of FS , and let v′S =
(
v′a,S
)
be
a holomorphic lift compatible with the splitting. Let C = (Ca′,a) be determined by
vS = v
′
S (I + C), where I denotes the identity matrix.
Lemma 3.6.25. —
– We have C
a′,a|Ẑ = 0 and Ca′,a = 0 unless a
′ ≤S a.
– If a′ <S a, we have the following for some C > 0:
Ca′,a exp
(
%−1(a′ − a)) = O(exp(C |%−1|(|zm(1)|+ log |z−1i(0)|)))
Proof We have C
a′,a|Ẑ = 0 by construction. Since vS and v
′
S are compatible
with the filtration FS by construction, we have Ca′,a = 0 unless a′ ≤S a. The other
follows from the estimate of the norm of Dz-flat sections (Lemma 20.3.5).
3.6.8.2. C∞-lift on X . —
Lemma 3.6.26. — We have a local C∞-frame vC∞ =
(
va,C∞
)
of E on some neigh-
bourhood V of Dz,k with the following property:
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– vC∞|D̂z = v̂.
– Let S ∈MS∗(X \W, I), and let vS be a holomorphic lift of v̂ on S as in Section
3.6.8.1. Let BS be determined by vC∞ = vS (I +BS) on pi
−1(V)∩S. Then, the
following holds:
• BS|Ẑ = 0.
• Let BS =
(
BS,a,b
)
be the decomposition, corresponding to the decomposi-
tion of the frame v̂ = (v̂a). Then, we have BS,a,b = 0 unless a ≤S b.
• In the case a <S b, we have the following estimate of the Cq-derivatives
of BS,a,b exp
(
%−1(a− b)) for some C > 0 and N(q) ≥ 0 (q ∈ Z≥0):
O
(
exp
(
C |%−1|(|zm(1)|+ log∣∣z−1i(0)∣∣)) k∏
j=1
|zj |−N(q)|%−1|−N(q)
)
In particular, the frame vC∞|S is compatible with the Stokes filtration FS for S ∈
MS∗(X −W, I) in the sense that (vb,C∞ ∣∣ b ≤S a) gives a frame of FSa for each a.
Such a frame vC∞ is called a C
∞-lift of v̂.
Proof In the following, for a given multi-sector S, let S◦ denote the interior part.
We take multi-sectors S(j) ∈ MS∗(X \ W, I) (j = 1, . . . , N) of X \ W such that⋃
S(j)◦ = V \ W , where V is some open neighbourhood of Dz,k in X . We take
holomorphic lifts vS(j) =
(
vS(j),i
)
of v̂ on S
(j)
. We have only to glue them in C∞-
sense as follows, for example. We take small sectors S
(j)
3 ⊂ S(j)2 ⊂ S(j)1 = S(j) such
that (i)
⋃N
j=1 S
(j)◦
3 = V \ W , (ii) S(j)a in V \ W is contained in S(j)◦a−1 for a = 2, 3.
We take C∞-functions χj on V \W such that (i) χj ≥ 0, (ii) χj > 0 on S(j)3 , and
χj = 0 outside of S
(j)
2 , (iii) each (∂
m
%
∏
∂mii )χj is polynomial order in |%−1| and |z−1i |
(i = 1, . . . , k), (iv)
∑N
j=1 χj = 1. We put vC∞ :=
∑N
j=1 χj vS(j) , or more precisely,
vC∞,i :=
∑N
j=1 χj vS(j),i. Then, vC∞ := (vC∞,i) gives a C
∞-frame on pi−1(V).
Let S ∈ MS∗(X \ W, I). Let C(j) be determined by vS(j) = vS (I + C(j)) on
S ∩ S(j), where I denotes the identity matrix. Let Z(S, S(j)) = S(j) ∩ S ∩ pi−1(Dz).
Due to Lemma 3.6.25, we have (i) C
(j)
|Ẑ(S,S(j)) = 0, (ii) C
(j)
a,b = 0 unless a ≤S(j)∩S b,
(iii) C
(j)
a,b exp
(
%−1(a − b)) = O(exp(C′|%−1|(|zm(1)| + log |z−1i(0)|))) if a <S(j)∩S b.
By construction, vC∞ = vS
(
I +
∑
χj C
(j)
)
holds. Hence, vC∞ satisfies the desired
estimate on S. It also implies that vC∞ gives a C
∞-frame of E on V .
Let us look at the connection form of D with respect to vC∞ . Let Ia denote the
identity matrix whose size is rank Êa. Then, we have the following:
(D+ ∂λ)vC∞ = vC∞
((⊕
a∈I
da Ia
)
+R
)
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We put D(1) := Dz, D(2) = DY if mi(0) < −1, or D(1) :=
⋃
j 6=i(0)Dz,j , D(2) :=
Dz,i(0) ∪ DY if mi(0) = −1. We can deduce the following from the property of vC∞ .
Lemma 3.6.27. — R is a C∞-section of
Mr(C)⊗
(
zm(1)Ω1,0X/K(logD(1)) + Ω1,0X/K(logD(2)) + Ω0,1X
)
,
and we have R
a,a|Ŵ = R̂a and Ra,b|Ŵ = 0 for a 6= b. For each sufficiently small
sector S, the following holds:
1. Ra,b|S = 0 unless a ≤S b.
2. If a <S b, the C
q-derivatives of Ra,b exp
(
%−1(a− b)) is
O
(
exp
(
C |%−1|(|zm(1)|+ log |z−1i(0)|))|%|−N(q) k∏
j=1
|zj |−N(q)
)
for some C > 0 and N(q) ≥ 0 (q ∈ Z≥0).
Let v′C∞ be another C
∞-lift of v̂. Let B be determined by v′C∞ = vC∞ (I + B).
It is easy to deduce the following.
Lemma 3.6.28. — We have B|Ŵ = 0. On each sufficiently small sector S, we have
Ba,b|S = 0 unless a ≤S b. If a <S b, the Cq-derivatives of Ba,b exp
(
%−1(a− b)) is
O
(
exp
(
C|%−1|(|zm(1)|+ log |z−1i(0)|))|%|−N(q) k∏
j=1
|zj |−N(q)
)
for some  > 0 and N(q) ≥ 0 (q ∈ Z≥0).
3.6.9. Approximation of formal decompositions (Appendix). — Let X :=
∆n, Di := {zi = 0} and D :=
⋃`
i=1Di for some ` ≤ n. In the following argument, N
will denote a large integer, and we will shrink X around the origin (0, . . . , 0) without
mention. Let D̂ denote the completion of X along D. (See [6], [10] and [75]. See
also a brief review in Subsection 22.5.1.) Let D̂(N) denote the N -th infinitesimal
neighbourhood of D in X . Let ι : D̂ −→ X denote the natural morphism of ringed
spaces. For any OX -module F , let F|D̂ denote ι−1F ⊗ι−1OX OD̂. We use the symbol
F|D̂(N) in a similar meaning.
Let V be a free OX -module of finite rank, equipped with the following data:
– Sections f
(i)
k ∈ End(V|Dk) for k = `+ 1, . . . , n and i = 1, . . . ,M .
– Filtrations kF of V|Dk for k = `+ 1, . . . , n.
Here, M denotes some positive integer.
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3.6.9.1. Approximation of an endomorphism. — Let F̂ ∈ End(V )|D̂ satisfy the fol-
lowing conditions:
–
[
f
(i)
k|D̂∩Dk
, F̂|D̂∩Dk
]
= 0 for k = `+1, . . . , n and i = 1, . . . ,M , where [·, ·] denotes
the commutator.
– F̂|D̂∩Dk preserves
kF for k = ` + 1, . . . , n.
Here, D̂ ∩Dk means the completion of Dk along D ∩Dk.
Lemma 3.6.29. — For any large N , we can take a section F (N) ∈ End(V ) such
that F
(N)
|D̂(N) = F̂|D̂(N) , with the following property:
–
[
f
(i)
k , F|Dk
]
= 0 for k = `+ 1, . . . , n and i = 1, . . . ,M .
– F
(N)
|Dk preserves the filtrations
kF for k = `+ 1, . . . , n.
Proof Let Cok
(
ad(f
(i)
k )
)
denote the cokernel of the morphism
ad(f
(i)
k ) : End(V )|Dk −→ End(V )|Dk
given by ad(f
(i)
k )(g) = [f
(i)
k , g]. We put f̂
(i)
k := f
(i)
k|Dk∩D̂
. Let Cok
(
ad(f̂
(i)
k )
)
denote
the cokernel of the morphism ad(f̂
(i)
k ) : End(V )|D̂∩Dk −→ End(V )|D̂∩Dk .
For k = `+ 1, . . . , n, let End′(V|Dk) denote the sheaf of sections of End(V|Dk) pre-
serving kF . Similarly, let End′(V̂|D̂∩Dk) denote the sheaf of sections of End(V̂|D̂∩Dk)
preserving kF . We put
Ak := End(V|Dk)
/
End′(V|Dk), Âk := End(V̂|Dk∩D̂)
/
End′(V̂|Dk∩D̂).
Let ιk : Dk −→ X and ι̂k : Dk ∩ D̂ −→ D̂ denote the inclusions. We set
F := Ker
(
End(V ) −→
n⊕
k=`+1
ιk∗Ak ⊕
n⊕
k=`+1
M⊕
i=1
ιk∗ Cok
(
ad(f
(i)
k )
))
F̂ := Ker
(
End(V )|D̂ −→
n⊕
k=`+1
ιk∗Âk ⊕
n⊕
k=`+1
M⊕
i=1
ι̂k∗ Cok
(
ad(f̂
(i)
k )
))
We have only to show that F̂ is the completion of F along D, which implies the claim
of the lemma. Note that Cok
(
ad(f̂
(i)
k )
)
and Âk are the completions of Cok
(
ad(f
(i)
k )
)
and Ak, respectively. Since OD̂ is faithfully flat over OX ([10]), we obtain F̂ ' F|D̂.
Thus Lemma 3.6.29 is finished.
3.6.9.2. Approximation of a decomposition. — Assume that we are given a formal
decomposition V|D̂ =
⊕
a∈I V̂b satisfying the following condition:
– V̂
a|D̂∩Dk (a ∈ I) are preserved by f
(i)
k|D̂∩Dk for k = `+1, . . . , n and i = 1, . . . ,M .
– kF =⊕a∈I kF ∩ Va|D̂∩Dk .
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Lemma 3.6.30. — For any large N , we can take a decomposition V =
⊕
a∈I V
(N)
a
such that V
(N)
a|D̂(N) = V̂a|D̂(N), with the following property:
– V
(N)
a|Dk (a ∈ I) are preserved by f
(i)
k for k = `+ 1, . . . , n and i = 1, . . . ,M .
– kF =⊕a∈I kF ∩ Va|Dk .
Proof Let pia (a ∈ I) be the projection of V|D̂ onto V̂a. We take an injection
ψ : I −→ Z, and we put F̂ := ∑a∈I ψ(a) · pia. We take F (N) for F̂ as in Lemma
3.6.29. After shrinking X , we have the decomposition V =
⊕
Va,N such that (i)
F (N)(Va,N ) ⊂ Va,N , (ii) the eigenvalues of F (N)|Va,N are close to ψ(a). Then, it gives the
desired decomposition.
3.7. Proof of the statements in Section 3.2
3.7.1. Preliminary. — We use the setting and the notation in Subsection 2.4.2.
Let J ⊂ M(X ,D)/H(X ) be a good set of irregular values. We assume that the
coordinate system (z1, . . . , zn) is admissible for J . We take an auxiliary sequence
m(0), . . . ,m(L),m(L + 1) = 0 (Section 2.1). Let k(p) be determined by m(p) ∈
Z
k(p)
<0 × 0. Let J (m(p)) and Im(p)c be as in Subsection 2.6.2. Let ηm(p) : J −→
J (m(p)) be the induced map. For each c ∈ J (m(p)), we put Jc := η−1m(p)(c),
which is a good set of irregular values. We also have the naturally induced map
ηm(p−1),m(p) : J (m(p)) −→ J (m(p− 1)).
LetW (k) := X 0∪D(k). Let pik : X˜ (W (k)) −→ X be the real blow up of X atW (k).
In particular, pi` =: pi. We have the naturally induced maps $k,m : X˜ (W (m)) −→
X˜ (W (k)) for m ≥ k. The map X˜ (W ) −→ X˜ (W (k)) is denoted by $k. We will use
the following obvious lemma implicitly.
Lemma 3.7.1. — Let P ∈ D` and Q ∈ pi−1(P ). For a, b ∈ J , we have a ≤%Q b, if
and only if ηm(p)(a) ≤%$k(p)(Q) ηm(p)(b), where m(p) = ord(a− b).
For any P ∈ D, let JP denote the image of J by M(X ,D)/H(X ) −→
OX (∗D)P /OX ,P . For any i, we put D∗i := Di \
(
X 0 ∪ ⋃j 6=i Dj). Note that
the natural map J −→ JP is bijective for any P ∈ D∗1 .
Lemma 3.7.2. — Let Q ∈ pi−1(D`). We take a small UQ ∈ U(Q,J ) and a, b ∈ J .
Then, we have a ≤%Q b, if and only if a ≤%Q′ b for any Q′ ∈ UQ ∩ pi−1(D∗1). More
strongly, we have a ≤%Q b, if and only if there is a dense subset B of UQ ∩ pi−1(D∗1)
such that a ≤%Q′ b for any Q′ ∈ B.
Proof We have a <%Q′ b if and only if Fa,b(Q
′) < 0. For fixed a, b, after an
appropriate coordinate change, we may assume a − b = zm. Then, the claim of the
lemma is clear.
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We state it in a slightly generalized form.
Lemma 3.7.3. — Let I ⊂ `.
– Take P ∈ DI\
⋃
j 6∈I Dj. We have the naturally induced bijective map JP −→ JP ′
for any P ′ ∈ D∗min I .
– Let Q ∈ pi−1(P ). We take a small UQ ∈ U(Q,JP ) and a, b ∈ JP . Then, we have
a ≤%Q b if and only if a ≤%Q′ b for any Q′ ∈ UP ∩ pi−1(D∗min I). More strongly,
we have a ≤%Q b if and only if there exists a dense subset B ⊂ UP ∩ pi−1(D∗min I)
such that a ≤%Q′ b for any Q′ ∈ B.
3.7.2. Reduction. — Let (E ,D) be an unramifiedly good %-meromorphic flat bun-
dle on (X ,D) with a good lattice E and a good set of irregular values J . We as-
sume that the coordinate system is admissible for J . We use the notation in Sub-
section 3.7.1. We shall construct the associated graded meromorphic %-flat bundle
Grm(p)(E ,D) with an unramifiedly good lattice Grm(p)(E) for any p, defined on a
neighbourhood of Dk(0). We remark Dk(0) ⊂ Dk(p), which we will implicitly use.
3.7.2.1. One step reduction. — Let us consider the case in which J (m(p−1)) consists
of a unique element a. Then, (E,D) is a weakly good lattice in the level (m(p), h(p)).
By the procedure in Subsection 3.6.5, after shrinking X around Dk(p), we obtain a
graded holomorphic bundle Grm(p)(E) =
⊕
a∈J (m(p))Gr
m(p)
a (E) with a meromor-
phic flat %-connection Dm(p) =
⊕
D
m(p)
a on (X ,D). Due to (54), the completion
of Grm(p)a (E,D) := (Gr
m(p)
a (E),D
m(p)
a ) along W (k(p)) is naturally isomorphic to(
Ê
m(p)
a,Ŵ (k(p))
,Da
)
in (28):
(Grm(p)a (E),D
m(p)
a )|Ŵ (k(p)) '
(
Ê
m(p)
a,Ŵ (k(p))
,Da
)
In particular,
(
Grm(p)a (E),D
m(p)
a
)
is also an unramifiedly good lattice. We have
Irr(D
m(p)
a ) = Ja. In particular, its image by ηm(p) consists of one element.
3.7.2.2. Reduction in the level m(p). — By shrinking X around D(k(0)), we shall
inductively construct the unramifiedly good lattices
Gr
m(p)
b (E,D) =
(
Gr
m(p)
b (E),D
m(p)
b
)
on (X ,D) for b ∈ J (m(j)) (j = 0, . . . , L) with the following property:
– The completion of Gr
m(p)
b (E,D) along W (k(p)) are naturally isomorphic to
(Ê
m(p)
b , D̂b) in (28):
(56) Gr
m(p)
b (E,D)|Ŵ (k(p)) ' (Ê
m(p)
b,Ŵ (k(p))
, D̂b)
Namely, for any b ∈ J (m(p)), we put a := ηm(p−1),m(p)(b) ∈ J (m(p − 1)), and we
define
Gr
m(p)
b (E,D) := Gr
m(p)
b Gr
m(p−1)
a (E,D).
By (56), the following holds:
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– We have Irr(D
m(p)
b ) = η
−1
m(p)(b) for any b ∈ J (m(p)). In particular, its image
by ηm(p) consists of one element.
– We have the following natural isomorphism for each p:
(E,D)|Ŵ (k(p)) '
⊕
a∈Irr(D,m(p))
(
Grm(p)a (E),D
m(p)
a
)
|Ŵ (k(p))
In particular, Grm(L)a (E,D) are a-logarithmic.
Remark 3.7.4. — In the following, we often formally put Irr(D,m(−1)) := {0},
Gr
m(−1)
0 (E) = E and D
m(−1)
0 := D. We also often use the symbol Gr
F˜
a (E) instead
of Grm(L)a (E), which is called the full reduction of (E,D).
3.7.2.3. Functoriality of the associated graded bundle. — Let (Er,Dr) (r = 1, 2) be
unramifiedly good such that Irr(Dr) = Jr. By using Lemma 3.6.21 inductively, we
obtain the following lemma.
Lemma 3.7.5. — Let F : (E1,D1) −→ (E2,D2) be a morphism. Assume J1 ∪J2 is
also good. We have the naturally induced flat morphisms Grm(p)a (F ) : Gr
m(p)
a (E1) −→
Grm(p)a (E2) for any a.
Corollary 3.7.6. — If the restriction of F to X −D is an isomorphism, we obtain
naturally induced isomorphisms for any a ∈ Irr(D,m(p)):
Grm(p)a (F ) : Gr
m(p)
a (E1)(∗D) −→ Grm(p)a (E2)(∗D)
In particular, the graded meromorphic %-flat bundle Grm(p)(E)(∗D) is well defined for(
E(∗D),D), in the sense that they are independent of the choice of an unramifiedly
good lattice E.
If J1 ⊗ J2 is good, we obtain the following natural isomorphism for any a ∈
Irr(D˜,m(p)) by using Lemma 3.6.20 inductively:
Grm(p)a
(
E1 ⊗ E2, D˜
) ' ⊕
ap∈Irr(Dp,m(p))
a1+a2=a
Grm(p)a1
(
E1,D1
)⊗Grm(p)a2 (E2,D2)
If J1 ⊕ J2 is good, we have
Grm(p)a (E1 ⊕ E2) ' Grm(p)a (E1)⊕Grm(p)a (E2).
If (E,D) is unramifiedly good, the dual (E∨,D∨) is also unramifiedly good. By
using Lemma 3.6.19 inductively, we obtain the following natural isomorphism for any
a ∈ J :
Gr
m(p)
−a (E
∨,D∨) ' Grm(p)a (E,D)∨
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3.7.3. Full and partial Stokes filtrations. — Let (E ,D) be an unramifiedly good
meromorphic %-flat bundle on (X ,D), with a good lattice E and a good set of irregular
values J . We shall explain the construction of full and partial Stokes filtrations of
the stalks E|Q for Q ∈ pi−1(D).
As explained in Subsection 3.7.2, after shrinking X around D(k(0)), we may have
the graded meromorphic %-flat bundle Grm(p)(E ,∇) with the unramifiedly good lattice
Grm(p)(E) on (X ,D). For k(0) ≤ k ≤ `, let us consider the real blow up pik :
X˜ (W (k)) −→ X . Let Q be any point of pi−1(Dk). The image of Q by $k(p),k :
X˜ (W (k)) −→ X˜ (W (k(p))) is denoted by Qp. We have a small neighbourhood UQp
of Qp in X˜ (W (k(p))) and the Stokes filtration FQp of Grm(p−1)a (E)|UQp indexed by
J (m(p), a) with ≤Q, where a ∈ J (m(p− 1)) and
J (m(p), a) := {b ∈ J (m(p)), ηm(p−1),m(p)(b) = a}.
We take a small neighbourhood UQ of Q in X˜ (W (k)) such that $k(p),k(UQ) ⊂ UQp .
We obtain the filtered bundle
(
Grm(p−1)a (E)UQ ,FQp
)
for each a ∈ J (m(p− 1)), and
the associated graded bundle is naturally isomorphic to⊕
b∈J (m(p),a)
Gr
m(p)
b (E)|UQ ,
By applying the inductive procedure in Section 3.1.1.4, we obtain the D-flat filtration
FQm(p) of E|UQ indexed by the ordered set
(J (m(p)),≤%Q). It is called the partial
Stokes filtration of E|UQ in the level m(p). In particular, Fm(L)Q is called the full
Stokes filtration, and denoted by F˜Q. We have the induced filtrations of the germs
of E and E at Q, which are denoted by the same symbols.
The following compatibility is clear by construction.
Lemma 3.7.7. — Let Q ∈ pi−1(Dk). We take neighbourhoods UQ as above. Let
Q1 ∈ pi−1(Dk)∩UQ. We take UQ1 ⊂ UQ. Then, the filtrations FQm(p) and FQ1m(p)
of E|UQ1 are compatible over
(J (m(p)),≤%Q) −→ (J (m(p)),≤%Q1).
3.7.3.1. Functoriality. — Let (Er,Dr) (r = 1, 2) be unramifiedly good such that
Irr(Dr) = Jr. By using Proposition 3.3.5, we obtain the following lemma.
Lemma 3.7.8. — Let F : (E1,D1) −→ (E2,D2) be a morphism. Assume J1 ∪ J2
is also good. Let Q ∈ pi−1(Dk), where k(0) ≤ k ≤ `. The morphisms of germs
FQ : E1,Q −→ E2,Q preserve the Stokes filtrations in the level m(p). In particular,
the filtrations FQm(p) of the germ EQ are well defined for (E ,D) in the sense that
they are independent of the choice of an unramifiedly good lattice E.
By using the propositions in Subsection 3.3.3 inductively, we also obtain the functo-
riality of the full and partial Stokes filtrations for dual, tensor product and direct sum
as in Subsection 3.2.2. We have similar functoriality for the partial Stokes filtrations.
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3.7.4. Compatibility and characterization. — By applying the procedure ex-
plained in Subsection 3.7.3 to the restriction of (E ,D) to a small neighbourhood of
any point of D, we obtain the full Stokes filtration of the stalk of E at any point of
pi−1(D). We shall argue the comparison of the filtrations.
3.7.4.1. Preliminary. — We consider the case D = D1. For simplicity, we assume
that % is nowhere vanishing. Let (E ,∇) be an unramifiedly good meromorphic %-flat
bundle on (X ,D) with a good lattice E and a good set of irregular values J . We can
use the order of the poles of elements of J as the auxiliary sequence. For Q ∈ pi−1(D),
we have the partial Stokes filtrations F (m) of EQ and EQ.
Lemma 3.7.9. — Let F (m) be a D-flat filtration of EQ indexed by (J (m),≤%Q) such
that F (m)|Q̂ = F
(m)
|Q̂ . Then, we obtain F
(m)
= F (m).
Proof If we take a sufficiently small neighbourhood UQ of Q in X˜ (D), we obtain
F (m)| ̂pi−1(D)∩UQ = F
(m)
| ̂pi−1(D)∩UQ
. Then, we obtain F (m) = F (m) by using the argument
in the proof of Lemma 3.5.3.
3.7.4.2. Let us return to the original setting. Let Q ∈ pi−1(D`). We take a small
UQ ∈ U(Q,J ). We set D∗i := Di \
(
W ∪⋃j 6=i Dj).
Lemma 3.7.10. — Take any Q′ ∈ UQ ∩ pi−1(D∗i ) for some 1 ≤ i ≤ `. Then, the
filtrations F˜Q and F˜Q′ are compatible over (J ,≤%Q) −→ (JQ′ ,≤%Q′).
Proof We construct a filtration F of E|UQ from F˜Q and
(J ,≤%Q) −→ (JQ′ ,≤%Q′).
By construction of F˜Q, we can easily check that F |Q̂′ = F˜Q
′
. Then, the claim follows
from Lemma 3.7.9.
Let us observe that F˜Q can be reconstructed from the filtrations F˜Q′ (Q′ ∈ UQ ∩
pi−1(D∗1)) in the following sense.
Lemma 3.7.11. — Let F be a filtration of E|UQ such that F |Q̂′ and F˜Q
′
|Q̂′ are com-
patible over
(J ,≤%Q) −→ (Jpi(Q′),≤%Q′) for any Q′ ∈ UQ ∩ pi−1(D∗1). Then, we have
F˜Q = F .
Proof It follows from Lemma 3.1.3 and Lemma 3.7.2.
We state it in a slightly generalized form.
Lemma 3.7.12. — Let Q ∈ pi−1(D). Let i(Q) := min{i ∣∣pi(Q) ∈ Di}. Take a
sufficiently small neighbourhood UQ of Q. Let F be a filtration of E|UQ indexed by(Jpi(Q),≤%Q) with the following property:
– For any Q′ ∈ UQ∩pi−1(D∗i(Q)), the filtrations F |Q̂′ and F˜Q
′
|Q̂′ are compatible over(Jpi(Q),≤%Q) −→ (Jpi(Q′),≤%Q′).
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Then, F = F˜Q.
Lemma 3.7.13. — Let Q ∈ pi−1(D). We take a sufficiently small neighbourhood UQ
of Q in X˜ (W ). Then, for any Q′ ∈ UQ ∩ pi−1(D), the filtrations F˜Q and F˜Q′ are
compatible over
(Jpi(Q),≤%Q) −→ (Jpi(Q′),≤%Q′).
Proof We construct F from F˜Q by (Jpi(Q),≤%Q) −→ (Jpi(Q′),≤%Q′). By Lemma
3.7.10, F satisfies the condition in Lemma 3.7.12 for F˜Q′ . Hence, we obtain F = F˜Q′ .
Let us compare the Stokes filtrations of (E,D) and Grm(p)(E,D). LetQ ∈ pi−1(D`).
Let UQ be a small neighbourhood of Q in X˜ (W ). We have the full Stokes filtration
F˜Q and the partial Stokes filtration FQm(p) of E|UQ . By construction, we have a
natural isomorphism
(57) GrF
Qm(p)
(E|UQ) ' Grm(p)(E)|UQ .
Let R ∈ UQ. Take a small neighbourhood UR ⊂ UQ. We have the full Stokes filtration
F˜R(EUQ′ ) which induces a filtration on the left hand side of (57). We also have the
full Stokes filtration F˜R(Grm(p)(E)|UQ′ ), i.e., the right hand side of (57).
Corollary 3.7.14. — (57) is an isomorphism of filtered bundles.
Proof By Lemma 3.7.13, the both filtrations are induced by the full Stokes filtra-
tion F˜ of E|UQ .
Corollary 3.7.15. — Let P ∈ Di be a smooth point of D. Assume that the i-th
component of m(p) is negative. Then, we have a natural isomorphism Gr(m)(EP ) '
Gr(m)Grm(p)(EP ) for any m < 0.
3.7.4.3. Let us show a refinement of Lemma 3.7.9 in the normal crossing case.
Lemma 3.7.16. — Let Q ∈ pi−1(D`) such that %(Q) 6= 0. Let F be a D-flat filtration
of EQ indexed by
(J ,≤%Q) such that F |Q̂ = F˜Q|Q̂. Then, we have F = F˜Q.
Proof We take a small UQ ∈ U(Q,J ) on which E|UQ has the full Stokes filtration
F˜Q and the filtration F . We can take a linear map ϕ : ∆ −→ ∆n such that (i) the
image of the induced map ϕK : ∆×K −→ X is not contained in D, (ii) Q is contained
in the image of the induced map ϕ˜K : ∆˜(0) × K −→ X˜ (D). Let R be the inverse
image of Q via ϕ˜K. We take a small neighbourhood UR of R in ∆˜(0) × K. By the
D-flatness, we have only to show F |ϕK(UR) = FQ|ϕK(UR).
The pull back ϕ∗K(E ,D) has the unramifiedly good lattice ϕ∗KE, and the set of
irregular values is given by J1 :=
{
ϕ∗a
∣∣ a ∈ J }. We remark that the natural map
J −→ J1 is bijective, and the orders ≤%Q and ≤%R are the same. Then, by Lemma
3.7.9, we obtain that the restriction of F˜Q and F to ϕ(UR) are equal to the full Stokes
filtration of ϕ∗(E)|UR .
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3.7.5. Splitting of the full Stokes filtration. —
3.7.5.1. Flat splitting. — Let (E,D) be an unramifiedly good lattice on (X ,D) with
Irr(D) = J . First, we consider the non-resonance case.
Condition 3.7.17. — We have α − β 6∈ Z for any distinct eigenvalues α, β of
Resj(%
−1D)|Dj (j = 2, . . . , `).
If (E,D) satisfies Condition 3.7.17, the induced lattices Grm(p)a (E,D) also satisfy
Condition 3.7.17 for any a ∈ J (m(p)), which follows from (56).
Proposition 3.7.18. — Assume that (E,D) satisfies Condition 3.7.17. Let k satisfy
k(0) ≤ k ≤ `. Take Q ∈ pi−1k (D) ⊂ X˜ (W (k)) such that %(Q) 6= 0. Then, there exists a
small neighbourhood UQ on which we can take a D-flat splitting E|UQ =
⊕
a∈J Ea,UQ
of the full Stokes filtration F˜S.
Proof We have only to consider the case Q ∈ pi−1k (D`). We take UQp as in
Subsection 3.7.3. By Proposition 3.6.8, we can find a D-flat splitting of the Stokes
filtration FQpm(p), i.e., Grm(p−1)(E)|UQp ' Grm(p)(E)|UQp . Then, we can construct
a desired splitting by lifting the splittings inductively.
Proposition 3.7.19. — Assume that D is smooth. For any Q ∈ pi−1(D) there exists
a small neighbourhood UQ on which we can take a D-flat splitting E|S =
⊕
a∈J Ea,S
of the full Stokes filtration F˜S of E|S.
Proof We have only to apply Lemma 3.6.9 inductively.
3.7.5.2. Partially flat splitting. — Even in the general case, we have partially flat
splittings, which can be shown by the argument in the proof of Proposition 3.7.18.
Lemma 3.7.20. — Let k(0) ≤ k ≤ `, and let Q ∈ pi−1k (D) ⊂ X˜ (W (k)). There exists
a neighbourhood UQ on which we can take a D≤k(p)-flat splitting of the partial Stokes
filtration FQm(p) in the level m(p).
3.7.6. Characterization of holomorphic sections of E. — Let k(0) ≤ k ≤ `.
Let v be a frame of E, and u be a frame of Grm(p)(E). Take Q ∈ pi−1k (D`) and a small
neighbourhood UQ on which we have the Stokes filtrations FQm(p) and its splitting
E|UQ '
⊕
b∈J (m(p))Gr
m(p)
b (E)|UQ . By using the splitting, we obtain a frame uQ of
E|UQ .
Lemma 3.7.21. — Let GQ be the matrix-valued function determined by v|UQ =
uQGQ. Then, GQ and G
−1
Q are bounded on UQ.
We take Qj ∈ pi−1(D`) (j = 1, . . . , N) such that
⋃N
i=1 UQi contains pi−1(D`). We
take uQi as above. Let f be a holomorphic section of E|X\D. We have the expressions
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f|UQi\pi−1(W ) =
∑
fQi,j uQi,j , where fQi,j are holomorphic functions on UQi \pi−1(W ).
We obtain the following lemma from Lemma 3.7.21.
Lemma 3.7.22. — f is a section of E if and only if fQi,j are bounded.
3.7.7. Characterization by growth order. — Let v be a holomorphic frame of
E on X . Let Q ∈ pi−1(D`), and let UQ be a small neighbourhood of Q. Let f be a flat
section of E|UQ\pi−1(W ). We have the expression f =
∑
fj vj , and obtain f = (fj)
Proposition 3.7.23. — f is contained in FQ,m(p)a (E|UQ\pi−1(W )) if and only if the
following estimate holds for some C > 0 and N > 0:∣∣∣f exp(%−1ηm(p)(a))∣∣∣ = O(exp(C|zm(p+1)|) ∏
k(p+1)<j≤`
|zj |−N
)
Proof We may replace E with a lattice satisfying Condition 3.7.17 by a meromor-
phic transform. Hence, we may and will assume that the condition is satisfied from
the beginning. Due to Proposition 3.7.18, we can take a flat splitting E|UQ =
⊕
Ea,Q
of the partial Stokes filtration FQ,m(p). Let u be a frame of Grm(p)(E) compatible
with the grading, and let uQ be the lift of u to Ea,Q on UQ via the splitting.
We have the expression f =
∑
fQ,j ·uQ,j . Let fQ := (fQ,j). Corresponding to the
grading, we have the decomposition fQ = (fQ,b | b ∈ J (m(p))). By Lemma 3.7.21,∑ |fQ,b| and |f | are mutually bounded. Then, the claim follows from Lemma 3.6.24.
3.7.8. Proof of the claims in Section 3.2. — The filtrations in Theorem 3.2.1
was constructed in Subsection 3.7.3. It clearly satisfies the first claim in the theorem.
The compatibility is given in Lemma 3.7.13. By Lemma 3.7.9 and Lemma 3.7.12,
the conditions characterize the filtrations. If %(Q) 6= 0, the first property suffices for
characterization according to Lemma 3.7.16. Thus, Theorem 3.2.1 is proved.
As remarked in Subsection 3.7.3.1, the functoriality of the full Stokes filtration fol-
lows from the inductive construction of the full Stokes filtration and the functoriality
in Stokes filtration of weakly good lattices in Subsection 3.3.3. Proposition 3.2.6 is
Proposition 3.7.23. Proposition 3.2.8 and the functoriality of GrF˜ is clear from our
construction of the full Stokes filtration. Proposition 3.2.9 is also clear.
According to Proposition 2.7.5, we can locally take a non-resonance lattice. Hence,
we obtain Proposition 3.2.10 from Proposition 3.7.18. Proposition 3.2.11 also follows
from Proposition 3.7.18. Proposition 3.2.12 is Proposition 3.7.19. As remarked in
Lemma 3.7.20, we can obtain Proposition 3.2.13 and Proposition 3.2.14 by an in-
ductive use of Proposition 3.3.10. We obtain Proposition 3.2.15 by successive use of
Proposition 3.6.1. We also obtain Proposition 3.2.16 by successive use of Proposition
3.3.11.
CHAPTER 4
FULL STOKES DATA AND
RIEMANN-HILBERT-BIRKHOFF CORRESPONDENCE
In this chapter, we study the Stokes structure in more detail, assuming that % is
nowhere vanishing. It is our purpose to describe an irregular singularity in terms of
more (though not completely) topological data, called full Stokes data.
In Section 4.1, we will introduce the notion of full pre-Stokes data, which is a system
of filtrations of a %-flat bundle on the real blow up. If we are interested in only ordinary
meromorphic flat bundles, we have only to consider pre-Stokes data. But, we are
interested in families and lattices, too. So we shall introduce the notion of Stokes data
in Section 4.2, which is a full pre Stokes data with lattices. Then, in Section 4.3, we
will establish the correspondence between Stokes data and unramifiedly good lattice
of meromorphic %-flat bundles, called Riemann-Hilbert-Birkhoff correspondence.
As an application, we study the extension of a %-meromorphic flat bundle in Section
4.4. The special case given in Section 4.5 will play an important role in our study on
wild harmonic bundles.
4.1. Full pre-Stokes data
4.1.1. Definition. — Let X −→ K be a smooth fibration of complex manifolds.
Let D be a normal crossing hypersurface of X such that any intersections of irreducible
components are smooth over K. Let % be a nowhere vanishing holomorphic function
on X . Let pi : X˜ (D) −→ X be the real blow up. The pull back of OK via the
projection X˜ (D) −→ K is also denoted by OK. Its restriction to a subset of X˜ (D) is
also denoted by OK.
Definition 4.1.1. — Let I be a good system of irregular values on (X ,D). Let U
be a subset of X˜ (D). Let V be a locally free OK-module on U . A full pre-Stokes data
of V over I is a system F˜ of filtrations F˜Q of germs VQ (Q ∈ U ∩ pi−1(D)) indexed
by
(Ipi(Q),≤%Q) satisfying the following compatibility condition:
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– Let Q ∈ U∩pi−1(D). Take a small neighbourhood UQ in U on which the filtration
F˜Q is given. Note that when UQ is sufficiently small, we have a ≤Q b if and
only if a ≤Q′ b for any Q′ ∈ UQ ∩ pi−1(D). Then, for any Q′ ∈ UQ ∩ pi−1(D),(
VQ′ , F˜Q
) −→ (VQ′ , F˜Q′) is compatible over (Ipi(Q),≤%Q) −→ (Ipi(Q′),≤%Q′).
By the compatibility, we have the associated graded OK-module on pi−1(P ) ∩ U
(P ∈ D), which is denoted by GrF˜ (Vpi−1(P )∩U).
4.1.1.1. Let Vi (i = 1, 2) be OK-modules on U ⊂ X˜ (D) equipped with full pre-Stokes
data F˜ i over I. A morphism F : (V1, F˜1) −→ (V2, F˜2) is defined to be a morphism
of OK-modules such that the induced morphisms V1Q −→ V2Q preserve filtrations
for any Q ∈ pi−1(D). IfV is equipped with a full pre-Stokes data over I, then the dual
V∨ is equipped with an induced full pre-Stokes data over I∨. Let Vi be equipped
with full pre-Stokes data over Ii. If I1 ⊗I2 is good, then V1 ⊗V2 is equipped with
an induced full pre-Stokes data over I1 ⊗ I2. If I1 ⊕ I2 is good, then V1 ⊕V2 is
equipped with an induced full pre-Stokes data over I1 ⊕ I2.
4.1.1.2. Uniqueness. — Let U be an open subset of pi−1(D). Let V be an OK-module
on U .
Lemma 4.1.2. — Let F˜ i (i = 1, 2) be full pre-Stokes data of V.
– If there exists a dense subset U ′ ⊂ U such that F˜Q1 = F˜Q2 for Q ∈ U ′. Then,
we have F˜1 = F˜2.
– Let Z be any subset of U . If F˜Q1 = F˜Q2 for any Q ∈ Z, there exists a neighbour-
hood Z ′ of Z such that F˜Q1 = F˜Q2 for any Q ∈ Z ′.
Proof The first claim easily follows from Lemma 3.7.3 and Lemma 3.1.3. The
second claim is clear from the compatibility condition.
Let Vi (i = 1, 2) be OK-modules on U with a morphism F : V1 −→ V2. It is easy
to deduce the following corollary.
Corollary 4.1.3. — Let F˜ i (i = 1, 2) be full pre-Stokes structure of Vi.
– If there exists a dense subset U ′ ⊂ U such that F preserves F˜Q for Q ∈ U ′.
Then, F preserves F˜ .
– Let Z be any subset of U . If F preserves F˜Q for any Q ∈ Z, there exists a
neighbourhood Z ′ of Z such that F preserves F˜Q for any Q ∈ Z ′.
4.1.2. Global filtration and splitting. — Let X = ∆n ×K and D = ⋃`i=1{zi =
0}. Let I ⊂ M(X ,D)/H(X ) be a good set of irregular values. Let P ∈ D`. We
identify pi−1(P ) ' (S1)`, and we use the polar coordinate (θ1, . . . , θ`).
Condition 4.1.4. — Let U be a closed convex subset of pi−1(P ) satisfying the fol-
lowing:
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– There exist (θ
(0)
1 , . . . , θ
(0)
` ) such that U is contained in
{
(θ1, . . . , θ`)
∣∣ |θi−θ(0)i | <
pi/2
}
. In particular, we can identify U with a closed region in R`.
– For each distinct pair (a, b) of I, if U ∩ Sep(a, b) 6= ∅, it divides U into two
closed regions.
Proposition 4.1.5. — Let V be a free OK-module on U with full pre-Stokes data(F˜Q ∣∣Q ∈ U). Then, there uniquely exists a global filtration F˜U indexed by (IP ,≤%U)
such that for any Q ∈ U , F˜U and F˜Q are compatible over (IP ,≤%U) −→ (IP ,≤%Q).
In other words, there exists a decomposition V =
⊕
a∈I Va, which gives a splitting of
F˜Q for each Q ∈ U . (See Notation 3.1.10 for ≤U .)
Proof The uniqueness follows from Lemma 3.1.3. Put Ha,b := F
−1
a,b (0) for distinct
a, b ∈ I. A connected component of U \⋃Ha,b is called a chamber. If Q is contained
in a chamber, then ≤Q is totally ordered. If Q and Q′ are contained in the same
chamber, we have ≤%Q=≤%Q′ .
Let Q and Q′ be contained in two chambers divided by a wall given as Ha,b. Then,
a ≤Q b if and only if b ≤Q′ a. If Fa′,b′ 6= 0 on the wall, then a ≤Q b if and only if
a ≤Q′ b.
We remark that an element a ∈ IP is minimal with respect to ≤%U , if and only
if there exists an interior point Q0 ∈ U such that a is the minimum with respect to
≤%Q0 .
Let V be the space of global sections of V. We have natural isomorphisms V ' VQ
for any Q ∈ U . We regard that we are given filtrations F˜Q (Q ∈ U) on V . Let a
be minimal with respect to ≤%U , and take Q0 as above. Let us observe that F˜Q0a is
contained in F˜Qa for any Q ∈ U . We take an interval I connecting Q and Q0. Let
R be an intersection of I with a wall. Let R− and R+ be points in I such that (i)
they are sufficiently close to R, (ii) Q0 is closer to R− than R+. In general, we have
F˜R−a ⊃ F˜Ra ⊂ F˜R+a . By our assumption, we have Fa,b(R−) < 0 for any b such that
Fa,b(R) = 0, which implies F˜Ra = F˜R−a . Therefore, we obtain F˜Q0a ⊂ F˜Qa . We can
also deduce that F˜Q0a −→ GrF˜
Q
a is an isomorphism for any Q. Hence, in particular,
if b 6= a is minimal with respect to ≤%Q, we have F˜Qb ∩ F˜Q0a = 0.
We put V (0) := V/F˜Q0a . For any Q ∈ U and b ∈ I, let F˜Qb (V (0)) be the image
of F˜Qb (V ) to V (0). Let V =
⊕
Vb,Q be a splitting of F˜Q. We remark that we may
assume Va,Q = F˜Q0a . Then, it is easy to see that the images of Vb,Q to V (0) gives a
splitting of F˜Qb of (V (0), F˜Q). We can also easily observe that the system of filtrations(F˜Q(V (0)) ∣∣Q ∈ U) is a full pre-Stokes data of V (0).
Assume that we have filtrations F˜U with the desired property for both V (0) and
V . Then, F˜Ub (V (0)) is obtained as the image of F˜Ub (V ). Actually, let V =
⊕
b∈I Vb
be a splitting of F˜U (V ). We have Va = F˜Q0a . The decomposition also gives a splitting
of F˜Q(V ) for each Q ∈ U . We have the induced decomposition V (0) =⊕V (0)b , which
gives a splitting of F˜Q(V (0)) for each Q ∈ U . It implies that the decomposition gives
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a splitting of F˜U (V (0)) by the uniqueness, and we can conclude that F˜U (V (0)) is
obtained as the image of F˜U (V ).
Let us show the claim of the proposition by using an induction on |I|. The case
|I| = 1 is obvious. Take a minimal a with respect to ≤%U , and let Q0 be as above.
We can apply the hypothesis of the induction to V (0) = V/F˜Q0a . If a is the minimum
with respect to ≤%U , we can construct the desired filtration of V as the pull back
via V −→ V (0). Assume that there is another minimal element b. There exists an
interior point Q1 ∈ U such that b is the minimum with respect to ≤Q1 . We remark
F˜Q1b ∩ F˜Q0a = 0. We put V (1) := V/F˜Q1b and V (2) := V/
(F˜Q1b ⊕ F˜Q0a ). As remarked
above, they are equipped with the induced full pre-Stokes structure. By construction,
we have F˜Qc (V ) = F˜Qc (V (1))×F˜Qc (V (2)) F˜
Q
c (V
(0)).
By the hypothesis of the induction, V (i) are equipped with the filtration F˜U with
the desired property. Note that F˜U (V (2)) is obtained as the image of F˜U (V (i))
(i = 0, 1). We put F˜Uc (V ) := F˜Uc (V (0)) ×F˜Uc (V (2)) F˜
U
c (V
(1)). Let us check that F˜U
has the desired property. Let V (2) =
⊕
V
(2)
c be a splitting of F˜U . Let V (0)c ⊂ V (0) be
a lift of V
(2)
c . We put Va := F˜Q0a and Vb := F˜Q1b . By using that F˜U (V (2)) is obtained
as the image of F˜U (V (i)) (i = 0, 1), we can check that V = ⊕Vc is a splitting of
F˜U . Similarly, we can check that it gives a splitting of each F˜Q(V ). Hence, F˜U is
compatible with F˜Q for each Q ∈ U .
It seems useful to consider the following type of covering of pi−1(P ) (P ∈ D).
Definition 4.1.6. — A finite covering {Ui | i ∈ Γ} of pi−1(P ) is called good for IP ,
if any intersection UI :=
⋂
i∈I Ui (I ⊂ Γ) satisfy Condition 4.1.4.
Lemma 4.1.7. — For a given IP , there exists a good cover of pi−1(P ).
Proof For example, we can construct such a finite covering by using polytopes
surrounded by hypersurfaces generic to Ha,b for any distinct a, b ∈ IP . (See the proof
of Proposition 4.1.5 for Ha,b.)
4.1.3. Full pre-Stokes data for %-flat bundle. — Let (V,D) be a %-flat bundle
on X \D. By considering D-flat and K-holomorphic sections of V , we obtain an OK-
module V′ on X \D. By taking the push-forward via ι : X \D ⊂ X˜ (D), we obtain an
OK-module V on X˜ (D), that is what we are mainly concerned. Let A be any subset
of X˜ (D). If V is given in this way, a full pre-Stokes data of V|A is equivalent to a
system of D-flat filtrations F˜Q of germs ι∗(V )Q (Q ∈ A ∩ pi−1(D)) such that (i) they
satisfy the compatibility condition as in Definition 4.1.1, (ii) each F˜Q has a D-flat
splitting.
We immediately obtain the following lemma from Proposition 4.1.5.
Proposition 4.1.8. — Let P ∈ D. If U1 ⊂ pi−1(P ) is sufficiently small so that there
exists U2 ⊃ U1 satisfying the condition in Proposition 4.1.5, then there uniquely exists
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a filtration F˜U1 of ι∗(V )|U1 such that F˜U1 and F˜Q (Q ∈ U1) are compatible over(IP ,≤%U1) −→ (IP ,≤%Q).
Lemma 4.1.9. — Let (V,D) be as above. Let P ∈ D. If we are given a full pre-
Stokes data of ι∗(V )|pi−1(P ), it is uniquely extended to a full pre-Stokes data on a small
neighbourhood of pi−1(P ).
Proof Let {Ui | i ∈ Γ} be a good cover of pi−1(P ) for IP . For each I ⊂ Γ, we have
the filtration F˜UI of ι∗(V )|UI . If I ⊂ J , the filtration F˜UJ is induced by the restriction
of F˜UI to UJ and
(IP ,≤%UI ) −→ (IP ,≤%UJ ). We take a small neighbourhood UI of
UI in X˜ (D) such that (i) ≤UI=≤UI , (ii) UJ ⊂ UI for I ⊂ J . We put U :=
⋃
I⊂Γ UI .
For each Q ∈ U , we can find UI 3 Q. Let F˜Q be the filtration of ι∗(V )Q induced by
F˜UI and (IP ,≤%UI) −→ (Ipi(Q),≤%Q). It is easy to check the well definedness of F˜Q,
and that the system of filtrations is a full pre-Stokes data of ι∗(V )|U .
4.2. Full Stokes data
4.2.1. The associated graded bundles. — Let (V,D) be a %-flat bundle on X \D.
For each P ∈ D, XP denotes a small neighbourhood of P . We put DP := XP ∩ D.
We will shrink it without mention. Let ι : X \ D ⊂ X˜ (D) be the inclusion. Let F˜
be a full pre-Stokes data of ι∗V over a good system of irregular values I. For any
point P ∈ D, we obtain a graded sheaf GrF˜ (ι∗V|pi−1(XP )) with a %-flat connection D.
In particular, we obtain a graded %-flat bundle on X ∗P , where X ∗P = XP \ DP :
VP,a := Gr
F˜
a
(
V|X ∗P
)
VP :=
⊕
a∈IP
VP,a
4.2.1.1. Variant. — Let D = ⋃i∈ΛDi be the irreducible decomposition. Let I(P ) :={
i ∈ Λ ∣∣P ∈ Di}. For any J ⊂ I(P ), we put Jc := I(P ) \ J . Let IJP be the image of
ηJ : IP −→ OX (∗D)P /OX (∗D(Jc))P . We obtain a filtration FQ,J of ι∗(V )Q indexed
by
(IJP ,≤%Q) for Q ∈ pi−1(P ), and the induced filtration F˜Q on GrFQ,Jb (ι∗(V )Q)
indexed by
(
η−1J (b),≤%Q
)
. In particular, we obtain a system of filtrations FJ :=(FQ,J ∣∣Q ∈ pi−1(P )). It satisfies the compatibility condition in the following sense.
– Take a small UQ ∈ U(Q, IJP ) on which FQ,J is given. (Recall the notation in
Section 3.1.2.1.) For Q′ ∈ UQ ∩ pi−1(P ), we have the induced filtration FQ,J
and FQ′,J of ι∗(V )Q′ . Then, they are compatible over
(IJP ,≤%Q) −→ (IJP ,≤%Q′).
For b ∈ IJP , we obtain GrF
J
b (ι∗(V )pi−1(XP )) with an induced %-flat connection on
pi−1(XP ). In particular, we obtain a graded %-flat bundle on X ∗P :
V JP,b := Gr
F
J
b (V|X ∗P ), V
J
P :=
⊕
b∈IJP
V JP,b
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We have an induced full pre-Stokes data of ι∗(V JP,b)|pi−1(P ) over the good set η
−1
J (b).
By construction, we have a natural isomorphism of graded %-flat bundle
(58) GrF˜ V JP ' VP .
Let P ′ ∈ XP ∩ DJ with I(P ′) = J . By the compatibility of the given F˜ , we have a
natural isomorphism
(59) V JP |X ∗
P ′
' VP ′
4.2.2. Full Stokes data. — We continue to use the notation in Subsection 4.2.1.
A graded extension of a full pre-Stokes data F˜ is a datum G =
(GP ∣∣P ∈ D) as
follows:
– GP =
⊕
a∈IP GP,a is a graded locally free OXP -module with an isomorphism
GP,a|X ∗P ' VP,a such that Da is a-logarithmic with respect to GP,a.
Note it induces a subsheaf
pi∗PGP := pi−1P GP ⊗OX˜P (DP ) ⊂ ιP∗VP ,
where piP : X˜P (DP ) −→ XP and ιP : XP \ DP ⊂ XP are natural maps. Namely, for
each P ∈ D, we are considering an OX˜P (DP )-lattice of ιP∗VP whose push-forward to
XP is a locally free OXP -module. We remark that GP is recovered as piP∗pi∗PGP , which
will be implicitly used.
We introduce a compatibility condition for the graded extension G. First, we
impose the following compatibility.
– If P ′ ∈ DP,I(P ), we impose GP ′,a = GP,a|XP ′ .
Then, for each J ⊂ I(P ) and b ∈ IJP , we obtain a locally free OX -module GJb on
V \DP (Jc), where V is a neighbourhood of DP,J . Actually, it is obtained as the gluing
of V JP,b and GP ′,b for P ′ ∈ DP,J \
⋃
i6∈J DP,i. We remark (59). By shrinking XP , we
may assume XP = V . Let piP,J be the restriction of piP to X˜P (DP )\pi−1P (DP (Jc)). Let
ιP,J : X˜P (DP ) \ pi−1P (DP (Jc)) ⊂ X˜P (DP ). Then, we obtain a subsheaf ιP,J∗pi∗P,JGJb ⊂
ιP∗V JP,b. By construction, it induces an isomorphism
(60) ιP,J∗pi∗P,JGJb ⊗ ιP∗OX ∗P ' ιP∗V JP,b.
Then, the compatibility condition is given as follows:
– For any Q ∈ pi−1(P ), the filtration F˜Q of ιP∗V JP,b is induced by a filtration of
ιP,J∗pi∗P,JGJb and (60).
– The restrictions of pi∗PGP and GrF˜ ιP,J∗pi∗P,JGJb to X˜P (DP ) \ pi−1(DP (Jc)) are
isomorphic, extending (58).
If the compatibility condition is satisfied, (F˜ ,G) is called a full Stokes data.
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4.2.2.1. Let (Vi,Di) be %-flat bundles on X \ D equipped with full Stokes data
S˜Di = (F˜ i,Gi). A morphism F : (V1,D1, S˜D1) −→ (V2,D2, S˜D2) is defined to be a
morphism (V1,D1, F˜1) −→ (V2,D2, F˜2) such that, for any P ∈ D and a ∈ IP , the
induced morphisms GrF˜a (V1|X ∗P ) −→ GrF˜a (V2|X ∗P ) are extended to G1,P,a −→ G2,P,a.
Full Stokes data has obvious functoriality for dual, tensor product and direct sum.
4.2.2.2. Meromorphic Stokes data. — A meromorphic graded extension of a full pre-
Stokes data F˜ is a tuple G =
(GP ∣∣P ∈ D), where each GP =⊕a∈IP GP,a is a locally
free OXP (∗DP )-module with isomorphisms GP,a|X ∗P ' GrF˜a (V|X ∗P ) such that Da are
a-regular with respect to GP,a. We can consider a compatibility condition similar to
the above. If the compatibility condition is satisfied, (F˜ ,G) is called a meromorphic
full Stokes data.
4.2.2.3. Another formulation of compatibility. — We give another formulation of
compatibility condition for G. Let us consider X˜P (DP ) $−→ X˜P (DP (Jc)) pi1−→ XP .
Take Q1 ∈ pi−11 (P ). We remark that the filtrations F˜Q (Q ∈ $−1(Q1)) on ι∗V JP,b are
constant, because the orders ≤%Q on η−1J (b) are independent of Q ∈ $−1(Q1). Let
ιJ : X ∗P ⊂ X˜P (DP (Jc)). By the above consideration, we obtain an induced D-flat fil-
tration F˜Q1 on the stalk ιJ ∗(V JP,b)Q1 . The system of filtrations
(F˜Q1 ∣∣Q1 ∈ pi−11 (P ))
satisfies the standard compatibility condition.
Let ι′J denote the inclusions of X˜P \DP (Jc) into X˜P (DP (Jc)). We have the subsheaf
ι′J∗
(
JGa
) ⊂ ιJ∗V JP,b. Now, we can state the compatibility condition.
– For any Q1 ∈ pi−11 (P ), the filtration F˜Q1 of ιJ∗(V JP,b)Q1 comes from a filtration
of ι′J∗
(
JGa
)
Q1
. We obtain GrF˜a
(
JGb
)
(a ∈ η−1J (b)) on XP \DP (Jc) in a standard
way.
– GrF˜a
(
JGb
)
is isomorphic to GP,a|XP \DP (Jc), extending (58).
4.2.3. Stokes data associated to unramifiedly good lattice. — Let (E ,D)
be a meromorphic %-flat bundle with an unramifiedly good lattice E on (X ,D). Let
(V,D) := (E ,D)|X\D. According to Theorem 3.2.1, we have an induced full pre-Stokes
data F˜ of (V,D). According to Proposition 3.2.9, we have a graded extension G of
the full pre-Stokes data.
Lemma 4.2.1. — G satisfies the compatibility condition in Subsection 4.2.2.
Proof The full Stokes filtrations F˜Q (Q ∈ pi−1(P )) are induced by filtrations of
pi∗E. Hence, the induced filtration FQ,J (Q ∈ pi−1(P )) are so. We obtain GrFJb (E)
on XP . It is easy to see that JGb is naturally isomorphic to the restriction of GrF
J
b (E)
to XP \ DP (Jc). We also have GrF˜a GrF
J
b (E) ' GP,a. Then, the claim of the lemma
is clear.
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Namely, (V,D) is equipped with a naturally induced Stokes data, which is functo-
rial, according to the results in Subsections 3.2.2 and 3.2.5.
4.2.3.1. Complement on splitting of Stokes filtrations. — We give a complement on a
splitting of Stokes filtration of a good meromorphic %-flat bundle. We set X := ∆n×K
and D = ⋃`i=1{zi = 0}. We assume that the coordinate system is admissible. We use
the notation in Subsections 2.4.2 and 3.7.1.
Let U ⊂ pi−1(P ) be as in Condition 4.1.4. Let U be a small neighbourhood of U
in X˜ (D), which will be shrinked. As in Proposition 4.1.8, we have a D-flat filtration
F˜U of (ι∗E)|U , which is extended to a D-flat filtration F˜U of ι∗E|U . We can take a
splitting E|U =
⊕
a∈IP EU ,a of F˜U with the following property:
– For b ∈ I(m(p)), we put
E
m(p)
U ,b :=
⊕
a∈η−1
m(p)
(b)
EU ,a
Then, the decomposition is D≤k(p)-flat.
Actually, we successively apply the third claim of Proposition 3.6.1.
Let v = (va) be a frame of Gr
F (E) compatible with the grading. By a natural
isomorphism GrF (E)|U ' E|U given by the above splitting, we make a frame vU .
Let E|U =
⊕
E′U ,a be another decomposition with the above property. We obtain
another frame v′U . Let C = (Ca,b) be the matrix determined by vU = v
′
U (I + C),
where I denotes the identity matrix.
Lemma 4.2.2. — We have Ca,b = 0 unless a <U b. If a <U b, we have the estimate
Ca,b exp
(
%−1(a− b)) = O(k(a,b)∏
i=1
|zi|−N
)
Here, k(a, b) be determined by ord(a, b) ∈ Zk(a,b)<0 × 0.
Proof It follows from that the induced morphism GrF˜b (E)|U −→ GrF˜a (E)|U is
D≤k(a,b)-flat.
4.3. Riemann-Hilbert-Birkhoff correspondence
4.3.1. Statement. — Let MFL(X ,D,I) be the category of unramifiedly good lat-
tices (E,D) of meromorphic %-flat bundles on (X ,D) whose good system of irregular
values is contained in I, i.e., Irr(∇, P ) ⊂ IP for any P ∈ D. Let SDL(X ,D,I) be the
category of %-flat bundle with a full Stokes data over I. As explained in Subsection
4.2.3, we have a functor
RHB : MFL(X ,D,I) −→ SDL(X ,D,I).
We will prove the following theorem in Subsections 4.3.2–4.3.5.
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Theorem 4.3.1. — The functor RHB is an equivalence.
Let MF(X ,D,I) be the category of unramifiedly good meromorphic %-flat bundles
on (X ,D) whose good system of irregular values is contained in I. Let SD(X ,D,I)
be the category of %-flat bundle with a full meromorphic Stokes data over I.
Corollary 4.3.2. — The naturally defined functor
RHB : MF(X ,D,I) −→ SD(X ,D,I)
is an equivalence.
Let G be a finite group acting on (X ,D) over K. Let I be a good system of
irregular values such that IP = g∗Ig(P ) for any g ∈ G and P ∈ D. Let (V,D) be
a D-flat bundle on X \ D with a G-action, i.e., for each g ∈ G, we are given an
isomorphism g∗(V,D) ' (V,D) compatible with the group law. Let F˜ be a full pre-
Stokes data of (V,D). For each g ∈ G, we have the induced full pre-Stokes data g∗F˜
of (V,D) ' g∗(V,D). The full pre-Stokes data is called G-equivariant if g∗F˜ = F˜ for
any g ∈ G. Similarly the G-equivariance of a Stokes data is defined. The category
of G-equivariant full Stokes data is denoted by SDL(X ,D,I)G. Let MFL(X ,D,I)G
denote the category of G-equivariant unramifiedly good lattices of meromorphic %-
flat bundles over I. We use the symbols SD(X ,D,I)G and MF(X ,D,I)G in similar
meanings. It is easy to deduce the following as a corollary of Theorem 4.3.1.
Corollary 4.3.3. — The functors RHB : MFL(X ,D,I)G −→ SDL(X ,D,I)G and
RHB : MF(X ,D,I)G −→ SD(X ,D,I)G are equivalences.
4.3.1.1. Descent. — Let ϕ : (X ′,D′) −→ (X ,D) be a ramified Galois covering with
the Galois group G. Let I ′ := ϕ∗I. We have naturally defined descent functors Des :
MFL(X ′,D′,I ′)G −→ MFL(X ,D,I) and Des : SDL(X ′,D′,I′)G −→ SDL(X ,D,I).
Proposition 4.3.4. — We have a natural isomorphism Des ◦RHB ' RHB ◦Des.
Proof Let (E′,D′) ∈ MFL(X ′,D′,I ′)G. We set (E,D) := Des(E′,D′),
(V ′,D′, (F˜
′
,G′)) := RHB(E′,D′) and (V,D, (F˜ ,G)) := RHB(E,D). By using
the characterization of full Stokes filtration in Theorem 3.2.1, we obtain that F˜ is
the descent of F˜
′
.
Let pi : X˜ (D) −→ X and pi′ : X˜ ′(D′) −→ X ′ be blow up. Let P ∈ D. We
take a small neighbourhood XP of P in X . We put X ′P := ϕ−1(XP ), which is a
neighbourhood of the finite set ϕ−1(P ). We have GrF˜
′
a
(
pi′∗E′|pi′ −1(X ′P )
)
on pi′ −1(X ′P ).
We can easily compare GP,a and the descent of
⊕
P ′∈pi−1(P ) GP ′,a, because both of
them are induced by GrF˜
′
a
(
pi′∗E′|pi′ −1(X ′P )
)
.
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4.3.1.2. Classification of unramifiedly good meromorphic flat bundles. — By setting
(i) K is a point, (ii) % = 1 in Corollary 4.3.2, we obtain a classification of unramifiedly
good meromorphic flat bundles in terms of full pre-Stokes data. Note that we need
only full pre-Stokes data, because the unramifiedly good Deligne-Malgrange lattices
are canonically associated.
In the one dimensional case, Malgrange [82] showed the correspondence between
meromorphic flat bundles and flat bundles with pre-Stokes data. See also the work
due to Sibuya [112] on the classification of meromorphic flat bundles on curves.
In the higher dimensional case, such a classification was studied in [79] and [103],
from different viewpoints. If we are interested in deformation by a variation of irreg-
ular values, the classification according to pre-Stokes data is useful to the author.
4.3.2. Fully faithfulness. — Let us show that RHB is fully faithful. Let (Ei,Di) ∈
MFL(X ,D,I) (i = 1, 2).
Lemma 4.3.5. — The natural map
Hom
(
(E1,D1), (E2,D2)
) −→ Hom(RHB(E1,D1),RHB(E2,D2))
is bijective.
Proof It is clearly injective. Let us show the surjectivity. Let
F : RHB(E1,D1) −→ RHB(E2,D2)
be a morphism. We have only to show that the underlying morphism F :
(E1,D1)|X\D −→ (E2,D2)|X\D is extended to a morphism E1 −→ E2. By Har-
togs property, we may assume that D is smooth. Let Q ∈ pi−1(P ). We take a D-flat
splitting Ei|UQ '
⊕
Ei,Q,a of the full Stokes filtration. The flat morphism F induces
Fb,a : Ei,a|U∗Q −→ Ei,b|U∗Q . Because the full Stokes filtrations are preserved by F ,
we have Fb,a = 0 unless a ≥%Q b. By construction Fa,a is bounded. Because Fb,a
is D-flat, we have Fb,a exp
(
%−1(a − b)) is of polynomial order in |z−11 |. Hence, we
obtain that F is extended to a morphism E1|UQ −→ E2|UQ by varying Q, we obtain
E1|X˜ (D) −→ E2|X˜ (D), which induces E1 −→ E2.
It remains to show that RHB is essentially surjective. Namely, we have to give
a construction of an unramifiedly good lattice from a full Stokes data. By Lemma
4.3.5, we have only to give it locally. We will give an inductive construction in levels.
4.3.3. Pre-Stokes data and Stokes data in the level m. — We use the setting
in Section 3.3. For a subset A ⊂ X , we put A? := A \ Dz. Let P ∈ Dz,k. Let XP
denote a small neighbourhood of P in X . It will be shrinked if it is necessary.
Let V be a locally free OX ?-module with a meromorphic %-flat connection D whose
pole is contained in D? = D?Y . Assume that D is b-logarithmic for some b ∈M(X ,D).
Let ι : X ? ⊂ X˜ (Dz) and pi : X˜ (Dz) −→ X be natural maps. Let I ⊂ M(X ,D) be a
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weakly good set of irregular values in the level (m, i(0)) such that
{
a − b ∣∣ a ∈ I} is
good in the level (m, i(0)).
Definition 4.3.6. — A pre-Stokes data F of (V,D) in the level (m, i(0)) at P is a
system of D-flat filtrations FQ (Q ∈ pi−1(P )) of germs ι∗(V )Q indexed by (I,≤%Q),
satisfying the compatibility condition. (We assume the existence of a Dz-flat splitting,
instead of a D-flat splitting.) We will often to distinguish “P” and “in the level
(m, i(0))” if there is no risk of confusion.
Varying Q ∈ pi−1(P ), for each a ∈ I, we obtain a locally free OX ?P -module
GrFa (V|X ?P ) with b-logarithmic flat %-connection Da on (X ?P ,D?P ). (Note that a− b is
holomorphic on X ?P .)
Definition 4.3.7. — A graded extension of F is a tuple of locally free OXP -modules
Ea (a ∈ I) such that (i) Ea|X ?P ' GrFa (VX ?P ), (ii) ord(Da − da) ≥m(1) :=m+ δi(0)
for each a ∈ I. The tuple SD = (I,F , {Ea}) is called a Stokes data in the level
(m, i(0)) at P .
Let (Vp,Dp) (p = 1, 2) be b-logarithmic %-flat bundles Dp with pre-Stokes data Fp
(p = 1, 2) in the level (m, i(0)) over Ip. A morphism
(
V1,D1,F1
) −→ (V2,D2,F2) is
defined to be a flat morphism which preserves Stokes filtrations at any Q ∈ pi−1(P ).
Note that we obtain a naturally induced morphism of GrFa (V1) −→ GrFa (V2). If
moreover they are equipped with graded extensions, a morphism
(
V1,D1,SD1
) −→(
V2,D2,SD2
)
is defined to be a morphism (V1,D1,F1) −→ (V2,D2,F2) such that the
induced morphisms GrFa (V1) −→ GrFa (V2) are extended to E1,a −→ E2,a.
4.3.4. Good lattice and Stokes data in the levelm. — We continue to use the
notation in Subsection 4.3.3. In terms of Stokes data, we can summarize the results
in Section 3.3 for weakly good lattice in the level m.
Proposition 4.3.8. — Let (E,D, I) be a weakly good lattice of a meromorphic %-flat
bundle in the level (m, i(0)) on (X ,D). We put (V,D) := (E,D)|X−Dz . Then, at each
point P ∈ Dz,k, we have the Stokes data SD(E,D) in the level (m, i(0)) for (V,D)
associated to (E,D). The correspondence is functorial, and it preserves direct sum,
tensor product and dual.
We study the converse. Namely, for a given Stokes data in the level (m, i(0)) at
P ∈ Dz,k, we shall construct a good lattice in the level (m, i(0)) on a neighbourhood
of P .
4.3.4.1. Construction. — Let (V,D) be a b-logarithmic %-flat bundle on (X ?,D?)
with a Stokes data at P . We use a subscript “z” to indicate that we consider dif-
ferentials relative to Y × K. Because D − db is logarithmic, Dz − dzb gives a flat
%-connection relative to Y ×K.
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We take a holomorphic frame va of Ea on XP . Let Ra be the connection one
form of Da with respect to va, i.e., Dava = vaRa. Take Q ∈ pi−1(P ) and a small
neighbourhood UQ. We put U?Q = UQ \ pi−1(Dz). We can take a Dz-flat splitting
V|UQ =
⊕
Va,Q of FQ. Let va,Q be the lift of va|U?Q to Va,Q. Then, vQ = (va,Q) gives
a frame of V|U?Q . Let RQ be determined by DvQ = vQRQ. We have the decomposition
RQ = (Ra,c,Q) corresponding to vQ = (va,Q).
Lemma 4.3.9. — We have the following:
– Ra,c,Q = 0 unless a ≤%Q c.
– Ra,a,Q = Ra.
– For a <%Q c, there exists C > 0 such that
Ra,c,Q exp
(
%−1(a− c)) = O(exp(C |zm(1)|) |zi(0)|−C).
Proof Since the filtration FQ is D-flat, we obtain the first claim. The second
claim is clear by construction. Since the lift is taken for a Dz-flat splitting, the dzi-
components of Ra,c,Q are 0. We have the expression Ra,c,Q =
∑n
j=1 Ra,c,Q,j dζj . Let
Fa,c,j : Ec|UQ −→ Ea|UQ be determined by Fa,c,jvc = vaRa,c,Q,j. They are Dz-flat.
Hence, we obtain the desired estimate for Ra,c,Q,j by using Lemma 20.3.5.
Lemma 4.3.10. — Let v′Q be a frame of V|U?Q induced by another splitting V|U?Q =⊕
V ′a,Q. Let C be determined by vQ = v
′
Q (I+C). We have (i) C|Ẑ = 0, (ii) Ca,c = 0
unless a <Q c, (iii) Ca,c exp
(
%−1(a − c)) = O(exp(C |zm(1)|) |zi(0)|−C) for some
C > 0.
Proof Two Dz-flat splittings induce a Dz-flat map Φa,c : Ec|UQ −→ Ea|UQ for
a <Q c. It can be shown that Φa,c exp
(
%−1(a− c)) = O(exp(C |zm(1)|)|zi(0)|−C) for
some C > 0 with respect to the frames va and vc by Lemma 20.3.5. Then, the claim
of Lemma 4.3.10 follows.
By using the natural isomorphisms of holomorphic bundles
V|U?Q =
⊕
a
Va,Q '
⊕
a
Ea|U?Q ,
we extend V|U?Q to a holomorphic vector bundle V˜UQ on UQ. By Lemma 4.3.9, D|U?Q is
extended to a meromorphic flat %-connection DQ of V˜UQ on UQ. Moreover, we have
the following isomorphism:
(61) (V˜UQ ,DUQ)| ̂pi−1(Dz)∩UQ '
⊕
a
(Ea,Da)| ̂pi−1(Dz)∩UQ
By Lemma 4.3.10, (V˜UQ ,DUQ) and the isomorphism (61) are independent of the choice
of a Dz-flat splitting V =
⊕
Va,Q. If Q
′ ∈ UQ′ ⊂ UQ, we have (V˜UQ ,DUQ)|UQ′ =
(V˜UQ′ ,DUQ′ ). By varying Q and gluing them, we obtain a holomorphic vector bundle
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V˜X˜P (DP,z) with a meromorphic flat %-connection DX˜P (DP,z). Moreover, we have an
isomorphism
(62) (V˜X˜P (DP,z),DX˜P (DP,z))| ̂pi−1(DP,z) '
⊕
a
(Ea,Da)| ̂pi−1(D′z)
According to Proposition 3.1.14, Corollary 3.1.17 and Lemma 3.1.19, there exists a
holomorphic vector bundle V˜ with a meromorphic flat %-connection D on (XP ,DP,z)
such that
(63) pi∗
(
V˜ ,D
) ' (V˜X˜P (DP,z),DX˜P (DP,z)), (V˜ ,D)|D̂P,z '⊕
a
(Ea,Da)|D̂P,z .
4.3.4.2. Functoriality. — Let (V,D) be a b-logarithmic %-flat bundle on (X ?,D?)
with a Stokes data in the level (m, i(0)). Then, (V ∨,D∨) is also equipped with an
induced Stokes data in the level (m, i(0)).
Lemma 4.3.11. — The associated extension of (V ∨,D∨) is naturally isomorphic to
the dual of that of (V,D).
Proof Let V|U?Q =
⊕
a Va,Q be a Dz-flat splitting. It induces a Dz-flat splitting
V ∨|U?Q =
⊕
V ∨−a,Q. We extend V
∨
|U?Q to V
∨
UQ by using the splitting. Then, we have a
natural isomorphism (V˜UQ)∨ ' V˜ ∨UQ . Hence, we obtain (V˜X˜P (DP,z))∨ ' V˜ ∨X˜P (DP,z). It
induces the desired isomorphism.
Lemma 4.3.12. — Let (Vi,Di) (i = 1, 2) be b-logarithmic %-flat bundles on (X ?,D?)
with Stokes data in the level (m, i(0)) at P .
– If I1 ⊗I2 is weakly good in the level (m, i(0)), we have the induced Stokes data
of (V1,D1) ⊗ (V2,D2) in the level (m, i(0)) at P , and the associated extension
of (V1,D1)⊗ (V2,D2) is naturally isomorphic to V˜1 ⊗ V˜2.
– If I1 ⊕I2 is weakly good in the level (m, i(0)), then we have the induced Stokes
data of (V1,D1)⊕ (V2,D2) in the level (m, i(0)) at P , and the associated exten-
sion is naturally isomorphic to V˜1 ⊕ V˜2.
Let (Vi,Di) (i = 1, 2) be b-logarithmic %-flat bundles on
(X ?,D?) equipped with
Stokes data SDi in the level (m, i(0)) at P . For simplicity, we assume that I1 ∪ I2 is
also weakly good in the level (m, i(0)).
Lemma 4.3.13. — Let F : (V1,D1,SD1) −→ (V2,D2,SD2) be a morphism. We
have the naturally induced morphism F˜ : V˜1 −→ V˜2 on X˜P .
Proof We take Dz-flat splittings Vi|UQ =
⊕
Vi,a,Q of the filtrations FQ. Let vi,a
be holomorphic frames of Ei,a. Let vi,a,Q denote the lifts of vi,a,Q to Vi,a,Q. They
give frames vi,Q of Vi|UQ .
Let AQ be determined by F (v1,Q) = v2,QAQ. We have the decomposition AQ =
(Aa,c,Q) corresponding to the decomposition vi,Q = (vi,a,Q) (i = 1, 2). Since F
preserves the filtrations FQ, we have Aa,c = 0 unless a ≤Q c. Since Aa,a,Q satisfy
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Fa
(
v1,a
)
= v2,aAa,a,Q, they are holomorphic on UQ. In the case a <Q c, we obtain
the estimate
Aa,c,Q exp
(
%−1(a− c)) = O(exp(C|zm(1)|) |zi(0)|−C)
for some positive constant C, by using Lemma 20.3.5. Hence, F is extended to a
morphism on pi−1(XP ), and the claim of Lemma 4.3.13 follows.
Corollary 4.3.14. — If the restriction of F|X−D is an isomorphism, the induced
morphism F˜ : V˜1(∗D) −→ V˜2(∗D) is an isomorphism.
4.3.5. Proof of Theorem 4.3.1. — Let us show that RHB is essentially surjective.
We have only to argue it locally. We put X := ∆n ×K and D := ⋃`i=1{zi = 0}. Let
I ⊂M(X ,D)/H(X ) be a good set of irregular values. We assume that the coordinate
system is admissible for I, and we take an auxiliary sequence m(p) for I. We shall
construct an unramifiedly good meromorphic flat bundle around P ∈ D`, from a flat
bundle with a full Stokes data.
4.3.5.1. Graded bundles associated to full pre-Stokes data. — We have a refinement
of the construction in Subsection 4.2.1.1. We use the notation there. Let (V,D) be a
%-flat bundle on X \D with a full pre-Stokes data F˜ over a good set of irregular values
I. For each Q ∈ pi−1(P ), we obtain the induced filtration FQm(p) of ι∗(V )Q indexed
by
(I(m(p)),≤%Q). (See Subsection 2.6.2.1 for I(m(p)).) On the associated graded
sheaf Gr
m(p)
b (ι∗(V )Q), we have the induced filtration F˜Q indexed by
(
η−1
m(p)(b),≤%Q
)
.
By varying Q ∈ pi−1(P ), we obtain Grm(p)(ι∗(V,D)|pi−1(XP )), and a D-flat bundle
Grm(p)(V|X ∗P ) on X ∗P . Let pim(p) : X˜ (D(k(p))) −→ X be the real blow up, and let
ιm(p) : X ∗P ⊂ X˜ (D(k(p))). For each Q1 ∈ pi−1m(p)(P ), we have the D-flat induced
filtration F˜Q1 of ιm(p)∗Grm(p)(V|X ∗P )Q1 .
For a given J ⊂ `, let m(pJ ) be determined by mi(pJ + 1) = 0 for any i ∈
J and mi(pJ ) 6= 0 for some i ∈ J . Note that the the image of I(m(pJ)) by
M(X ,D)/H(X ) −→ M(X ,D)/M(X ,D(Jc)) coincides with IJ . We have FJ =
F
m(pJ ).
4.3.5.2. Construction. — Let (V,D, F˜ ,G) ∈ SD(X ,D,I). Take P ∈ D`. In the
following, we will replace X with a small neighbourhood of P if it is necessary. We
have Gr
m(p)
b (V ) on X \ D for b ∈ I(m(p)). We shall construct a b-logarithmic
extension E
m(p)
b of Gr
m(p)
b V on X \ D(k(p+ 1)).
For J(k) := {k+1, . . . , `}, we takem(pJ(k)) as in Subsection 4.3.5.1. Then, for b ∈
I(m(pJ(k))), we have a locally free OX\D(k)-module GJ(k)b . Let pik : X˜ (D(k)) −→ X
and ιk : X \ D(k) −→ X˜ (D(k)) be natural maps. For each Q ∈ pi−1k (P ), we have the
D-flat filtration F˜Q of ιk∗(GJ(k)b )Q indexed by
(
η−1
m(pJ(k))
(b),≤%Q
)
. (See the argument
in Subsection 4.2.2.3.) We have the induced filtrations FQm(p) for any p ≥ pJ(k).
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Since they satisfy a compatibility condition, we obtain Grm(p)a
(GJ(k)b ) on X \D(k), for
any p ≥ pJ(k) and a ∈ η−1m(pJ(k))(b). By using the compatibility condition of lattices
in Stokes data, we obtain
(64) Gr
m(pJ(k−1))
a
(GJ(k)b ) ' GJ(k−1)a|X\D(k)
for any a ∈ I(m(pJ(k−1))).
For p, we take k such that pJ(k) ≤ p < pJ(k+1). For any c ∈ I(m(p)), we put
Epc := Gr
m(p)
c
(GJ(k)b ), which is equipped with the induced filtrations FQm(p′) for
any Q ∈ pi−1(P ) and p′ ≥ p. The system of the filtrations satisfy a compatibility
condition. By (64), we have a natural isomorphism Grm(q)c E
p
b ' Eqc|X\D(k(p−1)).
Then, by a successive use of the construction in Subsection 4.3.4.1, we can construct
a locally free OX -module EP with an isomorphism E|X\D ' V|X\D and (E,D)|P̂ '⊕
a∈IP GP,a|P̂ . In particular, E is an unramifiedly good lattice. By construction, for
each Q ∈ pi−1(P ), the full Stokes filtration F˜Q of E at Q is the same as that in the
given Stokes data SD. It implies that, for any Q ∈ pi−1(D), the full Stokes filtration
of E at Q is the same as that in the given Stokes data, according to Lemma 4.1.2.
(Note that we have shrinked X around P .)
Let J ⊂ `. Take P ′ ∈ DJ with I(P ′) = J . It remains to show that we have a
natural isomorphism
(65) GrF˜ (EP ′) '
⊕
a∈IP ′
GP ′,a
on a small neighbourhood XP ′ of P ′. We have GrF˜ (EP ′ ) ' GrF
J
(E)|XP ′ . If J = J(k)
for some k, (65) is clear by our construction of E. In the general case, we put
k := min J . Because we naturally have GJ(k)
a|XP ′ ' GP ′,a and Gr
FJ (E) ' GrFJ(k)(E),
we have the desired isomorphism. Thus the proof of Theorem 4.3.1 is finished.
4.4. Extension of Stokes data
4.4.1. Statement. — Let X −→ B −→ K be smooth fibrations of complex man-
ifolds. Let D be a normal crossing hypersurface of X such that each intersection of
irreducible components is smooth over B. For simplicity, we assume the following:
– a : B −→ K is equipped with a section b : K −→ B, and each fiber of a is simply
connected.
– We put X b := X ×B b and Db := D×B b. Then, (X ,D) is topologically a product
of (X b,Db) and B.
For example, we would like to consider the case B = K×B and (X ,D) = (X b,Db)×B
as complex manifolds.
Let % be a nowhere vanishing holomorphic function on K. Let I be a good system
of irregular values on (X ,D). Its restriction to X b is denoted by Ib.
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Theorem 4.4.1. — The restriction SDL(X ,D,I) −→ SDL(X b,Db,Ib) is equiva-
lent.
Note that, under the assumption, the restriction induces an equivalence between
%-flat bundles over X \D and X b \Db. For a %-flat bundle (V,D) on X \D, let (V b,Db)
denote its restriction to X b \ Db. Theorem 4.4.1 says that a Stokes data of (V b,Db)
over Ib is uniquely extended to a Stokes data of (V,D) in a functorial way. By using
the uniqueness, we easily obtain the following:
Corollary 4.4.2. — The above extension is functorial with respect to dual, tensor
product, direct sum in an obvious sense.
Corollary 4.4.3. — The restriction MFL(X ,D,I) −→ MFL(X b,Db,Ib) is equiva-
lent.
4.4.1.1. Variants. — We immediately obtain the meromorphic variant.
Corollary 4.4.4. — The restrictions
SD(X ,D,I) −→ SD(X b,Db,Ib), MF(X ,D,I) −→ MF(X b,Db,Ib)
are equivalent.
Let G be a finite group acting on (X ,D) over B. Let C(X \ D)G be the category
of G-equivariant %-flat bundles on X \ D. By using the uniqueness, we easily obtain
the following.
Corollary 4.4.5. — The restrictions
SDL(X ,D,I)G −→ SDL(X b,Db,Ib)G, MFL(X ,D,I)G −→ MFL(X b,Db,Ib)G
are equivalent. We have the meromorphic variant.
4.4.2. Extension of full pre-Stokes data. — Let us consider the claim for full
pre-Stokes data.
Proposition 4.4.6. —
– Let (V,D) be a %-flat bundle on X \D. If we are given a full pre-Stokes data of
(V b,Db) over (X b,Db,Ib), it is uniquely extended to a full pre-Stokes data of
(V,D) over (X ,D,I).
– Let (Vi,Di) (i = 1, 2) be %-flat bundles on X \ D equipped with full pre-Stokes
structures F˜ i over (X ,D,I). Let F : (V1,D1) −→ (V2,D2) be a morphism. If
its restriction F b preserves full Stokes filtrations, then F does so.
We only give the proof of the first claim. The second claim can be shown similarly.
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4.4.2.1. We put X0 := ∆n × Y × K and D0 :=
⋃n
i=1{zi = 0}. We consider the case
X := B × X0 and D := B × D0 for some simply connected complex manifold B. Let
pi : X˜ (D) −→ X and pi0 : X˜0(D0) −→ X0 be the real blow up. Let ι : X \ D ⊂ X˜ (D)
and ι0 : X0 \ D0 ⊂ X˜0(D0) be natural maps. Let (V,D) be a %-flat bundle on X \ D.
Let P be any point of D0. Note that we have natural identifications I(b,P ) ' I(b′,P )
for b, b′ ∈ B. In the following, for Q ∈ pi−10 (P ), let UQ denote a small neighbourhood
of Q in pi−10 (P ).
4.4.2.2. Let b0 ∈ B. Assume that we are given a full pre-Stokes structure of
ι∗(V,D)|pi−1(b0,P ). According to Lemma 4.1.9, there exists a neighbourhood B0 of
b0 such that ι∗(V )|B0×pi−10 (P ) has a full pre-Stokes structure whose restriction to
b × pi−10 (P ) is equal to the given one. We also obtain that such a full pre-Stokes
structure is uniquely determined.
4.4.2.3. Let b1 ∈ B with a neighbourhood B1. Assume that there is an open subset
B′1 ⊂ B1 such that (i) b1 is contained in the closure of B′1 in B1, (ii) a full pre-
Stokes structure of ι∗(V )|B′1×pi−10 (P ) is given. Let Q ∈ pi
−1
0 (P ). We can take a small
neighbourhood U(b1, Q) = B2 × UQ ⊂ B1 × pi−10 (P ) such that ≤(b1,Q)=≤U(b1,Q).
Lemma 4.4.7. — If U(b1, Q) is sufficiently small, we have ≤(b1,Q)=≤U ′(b1,Q), where
U ′(b1, Q) := U1(b1, Q)×B B′1. Moreover, for any b ∈ B2, we have ≤(b1,Q)=≤Ub(b1,Q),
where U b(b1, Q) = b×B U(b1, Q).
Proof For any fixed pair a, b ∈ I(b,P ), after appropriate coordinate change, Fa,b =
−Re(|z−m| zm). Hence, F−1a,b (0) ∩ pi−10 (B2 ×P ) −→ B2 × P is a smooth fibration, if
B2 is sufficiently small. Then, the claim is clear.
Take b2 ∈ B2 ∩ B′1. By using Proposition 4.1.5, we have a D-flat filtration of
ι∗(V )|b2×UQ . It is extended to a D-flat filtration on U(b1, Q). It is independent of the
choice of b2. By varying Q ∈ pi−10 (P ), we obtain a neighbourhood B4 of b1 and full
pre-Stokes structure of ι∗(V )|B4×pi−10 (P ). Note that the uniqueness is also obtained.
4.4.2.4. Assume that we are given a full pre-Stokes structure of ι∗(V )|b3×pi−10 (D0).
Take any b4 ∈ B and P ∈ D0. We take a path γ connecting b3 and b4. By a
continuity method, we can show that there exists a neighbourhood V of γ and a
unique full pre-Stokes structure of ι∗(V )|V×pi−10 (P ) whose restriction to b× pi
−1
0 (P ) is
equal to the given one. In particular, we obtain a unique full pre-Stokes structure of
ι∗(V )|b4×pi−10 (P ). It is easy to show that the filtrations are independent of the choice
of a path, and that the compatibility condition is satisfied. Thus, the first claim of
Proposition 4.4.6 is proved under the setting of Subsection 4.4.2.1.
4.4.2.5. Let us return to the setting in Subsection 4.4.1. Let D = ⋃i∈ΛDi be the
irreducible decomposition. For I ⊂ Λ, we put D∗I :=
⋂
i∈I Di \
⋃
i6∈I Di. Let X c−→
B a−→ K. Take P ∈ D. Let I(P ) := {i ∈ Λ ∣∣P ∈ Di}. We put y := a ◦ c(P ). We
136 CHAPTER 4. STOKES DATA
can take a path γ in (a ◦ c)−1(y) ∩ D∗I(P ) connecting P and c−1(b(y)) ∩ D∗I(P ). Note
that such a path is unique up to homotopy. By a continuity method, we can show
that there exists a neighbourhood V of γ and a unique full pre-Stokes structure of
ι∗(V )|pi−1(γ) whose restriction to the intersection with pi−1(Db) is equal to the given
one. In particular, we obtain a unique full pre-Stokes structure of ι∗(V )|pi0(P ). It is
easy to show that the filtrations are independent of the choice of a path, and that
the compatibility condition is satisfied. Thus, the first claim of Proposition 4.4.6 is
proved.
4.4.3. Extension of b-logarithmic bundle. — Let (V,D) be a D-flat bundle on
X \ D. Let b ∈M(X ,D).
Lemma 4.4.8. — Assume that the restriction (V b,Db) is extended to a bb-
logarithmic %-flat bundle E0. Then, (V,D) is uniquely extended to a b-logarithmic
%-flat bundle E such that E|X×b = E0.
Proof We have only to consider the case b = 0. By the uniqueness, the claim is a
local property. Hence, we may assume (X ,D) = B × (X0,D0). Then the existence is
clear, because (V,D) is isomorphic to the pull back of (V,D)|b×(X0\D0). Let us show
the uniqueness. Let E be such an extension. If we restrict D to the B-direction, there
is no pole, i.e., we obtain a %-flat connection relative to X0 without any pole. Then,
the claim is clear.
We mention a consequence of this lemma for the proof of Theorem 4.4.1. Let
(Fb,Gb) be a full Stokes data of (V b,Db). According to Proposition 4.4.6, Fb is
uniquely extended to a full pre-Stokes data of (V,D). By Lemma 4.4.8, we obtain
that Gb is also uniquely extended to a graded extension of Fb. It remains to show
the compatibility condition for G.
4.4.4. Compatibility. — We give a preparation. We put X0 := ∆n × Y × K and
D0,z :=
⋃n
i=1{zi = 0}. Let D0,Y be a hypersurface obtained as the pull back of a
normal crossing hypersurface of Y . We put D0 := D0,z ∪ D0,Y . Let B be a complex
manifold. We put X := B ×X0, Dz := B ×D0,z, and D := B ×D0. Let I be a good
set of irregular values on (X ,Dz).
We have the following blow up:
pi0,z : X˜0(D0,z) −→ X˜0 pi0 : X˜0(D0) −→ X˜0
piz : X˜ (Dz) −→ X˜ pi : X˜ (D) −→ X˜
We have the following inclusions:
ι0 : X0 \ D0 −→ X˜0(D0,z) ι′0 : X0 \ D0,z −→ X˜0(D0,z)
ι : X \ D −→ X˜ (Dz) ι′ : X \ Dz −→ X˜ (Dz)
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Let (E,D) be a logarithmic %-flat bundle on (X \ Dz,D \ Dz). We put (V,D) :=
(E,D)|X\D. We have a natural inclusion ι′∗E ⊂ ι∗V .
Let F˜ be a full pre-Stokes structure of (V,D) over I. Because I is contained in
M(X ,Dz)/H(X ), we have the induced filtrations F˜b,Q of the germs ι∗(V )b,Q for any
(b,Q) ∈ X˜ (Dz).
Let b0 ∈ B. We have the restriction (V b0 ,Db0) on {b0} × (X0 \ D0) and (Eb0 ,Db0)
on {b0} × (X0 \ D0,z). We have the natural inclusion ι′0∗Eb0 ⊂ ι0∗V b0 . We have the
filtrations F˜Q of (ι0∗V )Q for any Q ∈ pi−10,z(D0,z).
Lemma 4.4.9. — Assume the following:
– Take any Q ∈ pi−10,z
(D0,z), then F˜Q of ι0∗(V b0)Q is induced by a filtration of
ι′0∗(E
b0)Q.
Then, for any b ∈ B and Q ∈ pi−10 (Dz), F˜ (b,Q) of ι∗(V )(b,Q) is induced by a filtration
of ι′∗(E)(b,Q).
Note that the assumption and the claim are trivial if Q is not contained in the
inverse image of Dz ∩ DY .
Proof By the assumption, we have the filtration F˜Q1 of the germ (ι′0∗Eb0)Q for
each Q ∈ pi−10,z(D0,z). The system is denoted by F˜1. It satisfies the compatibility
condition. Because (E,D) is logarithmic, by forgetting the differentials in the Y -
direction, we obtain a flat %-connection D1 relative to Y ×K. The system F˜1 gives a
full pre-Stokes structure of ι′0∗(E
b0 ,Db01 ). According to Proposition 4.4.6, it is uniquely
extended to a full pre-Stokes structure F˜2 of ι
′
∗(E,D1).
The restriction of F˜ to X˜ (Dz) \ pi−1z (DY ) gives a full pre-Stokes structure of
ι∗(V,D1)|X˜ (Dz)\pi−1z (DY ). By the uniqueness, we obtain the coincidence of the re-
strictions of F˜ and F˜2 to X˜ (Dz) \ pi−1z (DY ). Then, we can deduce that F˜ is induced
by F˜2 on X˜ (Dz).
4.4.5. End of the proof of Theorem 4.4.1. — Let us finish the proof of Theorem
4.4.1. It remains to check the compatibility condition for G. We use the setting in
Subsection 4.4.2.1. Let P ∈ D0. In the following, XP denotes a small neighbourhood
of B × {P}. We have a natural bijection I(b,P ) ' I(b′,P ) for any b, b′ ∈ B. We will
identify them naturally, and denoted by I˜P . From a full pre-Stokes structure of V , we
have GrF
J
b (V ) on X ∗P for b ∈ I˜JP . The filtrations F˜Q (Q ∈ pi−1(B ×P )) induce a full
pre-Stokes structure F˜ of GrF
J
b (V ), by Lemma 4.1.9. We have
JGa on XP \ DP (Jc).
Assume the following:
– The filtrations F˜Q of ιJ∗GrFb (V b0)Q (Q ∈ pi−10 (P )) are induced by filtrations of
ι′J∗
(
JGb0b
)
Q
.
– GrF˜a
(
JGb0b
)
is isomorphic to Gb0P,b|XP \DP (Jc).
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By Lemma 4.4.9, we obtain that the filtrations F˜ (b,Q) of ιJ∗GrFb (V )(b,Q) (Q ∈
pi−10 (P ), b ∈ B) are induced by filtrations of ι′J∗
(
JGb
)
(b,Q)
. By using Lemma 4.4.8,
we obtain that GrF˜a
(
JGb
)
is isomorphic to GP,b|XP \DP (Jc). Thus, we obtain Theorem
4.4.1.
4.5. Deformation
4.5.1. Deformation E(T ). —
4.5.1.1. Unramified case. — Let C be a simply connected compact region in Cm.
We put (X ◦,D◦) := (X ,D) × C. Let T be a holomorphic function on K × C. Let
I be a good system of irregular values on (X ,D). For each (P, c) ∈ D◦, we put
I(T )(P,c) :=
{T a ∣∣ a ∈ IP}. Thus, we obtain a good system of irregular values I(T ).
We have an obvious deformation of a %-flat bundle with a Stokes data on (X ,D)
over I. Let (V,D,SD) ∈ SD(X ,D,I). Let (V ◦,D◦) be the %-flat bundle on X ◦ \ D◦
obtained as the pull back via the projection to X \ D. Applying Theorem 4.3.1, we
obtain (V ◦,D◦,SD(T )) ∈ SD(X ◦,D◦,I(T )).
We have the corresponding deformation for unramifiedly good lattice of a mero-
morphic %-flat bundle. Namely, for (E,D) ∈ MFL(X ,D,I), we have (E(T ),D(T )) ∈
MFL(X ◦,D◦,I(T )), corresponding to the obvious deformation of the Stokes data as
above. It is unique up to canonical isomorphism.
4.5.1.2. Remark on descent. — Let ϕ : (X ′,D′) −→ (X ,D) be a ramified Galois
covering over K with the Galois group G. We put I ′ := ϕ∗I. Take (E′,D′) ∈
MFL
(X ′,D′,I ′)G. Let (E,D) ∈ MFL(X ,D,I) be the descent of (E′,D′). According
to Corollary 4.4.5, (E′,D′)(T ) is also G-equivariant.
Lemma 4.5.1. — (E,D)(T ) is the descent of (E′,D′)(T ).
Proof Let (E1,D1) be the descent of (E′,D′)(T ). By construction, the restrictions
of (E,D)(T ) and (E1,D1) to X b are naturally isomorphic. By Corollary 4.4.3, they
are isomorphic on X .
Let us consider the case I ′ is not necessarily the pull back of a good system of
irregular values on (X ,D). Let (E′i,D′i) ∈ MFL(X ′,D′,I ′) (i = 1, 2). Their descent
(Ei,Di) are not necessarily unramified.
Lemma 4.5.2. — If (E1,D1) ' (E2,D2), then (E1,D1)(T ) ' (E2,D2)(T ).
Proof It is easy to reduce the issue to the case that D is smooth. Moreover, we
have only to consider the case dimX = 1. Because E′1 ∩ E′2 is also an unramifiedly
good lattice, we may assume E′1 ⊂ E′2. We have E′(T )1 ⊂ E′(T )2 , and we have only to
compare their sections which are invariant with respect to the Galois actions. Then,
the claim is obvious.
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4.5.1.3. General case. — Let (E,D) be a good lattice of a meromorphic %-flat bundle
on (X ,D), which is not necessarily unramified. For any P ∈ D, we can take a small
neighbourhood XP and a ramified covering ϕP : (X ′P ,D′P ) −→ (XP ,DP ) such that
(E,D) is the descent of an unramifiedly good lattice (E′,D′) on (X ′P ,D′P ). By applying
the procedure in the unramified case, we obtain the deformation
(
ϕ∗P (E,D)
)(T )
on
(X ′◦P ,D′◦P ). By taking the descent, we obtain (E,D)(T )P on (X ◦P ,D◦P ). It is well defined
up to canonical isomorphisms as a germ of good lattice of a meromorphic %-flat bundle
at P , according to Lemma 4.5.1 and Lemma 4.5.2. By gluing, we can globalize and
obtain a good lattice (E,D)(T ) of a meromorphic %-flat bundle on (X ◦,D◦).
If we are given a good filtered %-flat bundle (E∗,D) on (X ,D), we obtain a good
filtered %-flat bundle (E(T )∗ ,D(T )) by applying the above procedure.
4.5.1.4. Functoriality. — The deformation is compatible with dual, tensor product
and direct sum, under the appropriate assumption on the irregular values. Namely,
we have the following natural isomorphisms:
(E1 ⊕ E2)(T ) ' E(T )1 ⊕ E(T )2 , (E1 ⊗ E2)(T ) ' E(T )1 ⊗ E(T )2 ,
(
E∨
)(T ) ' (E(T ))∨
Let (Ep,Dp) ∈ MFL(X ,D,I) (p = 1, 2) with a morphism f : (E1,D1) −→ (E2,D2).
Then, we have the induced morphism f (T ) : (E(T )1 ,D
(T )
1 ) −→ (E(T )2 ,D(T )2 ).
4.5.1.5. Let X1 be a complex manifold with a normal crossing hypersurface D1. Let
F : X1 −→ X be a morphism such that (i) F−1(D) ⊂ D1, (ii) the induced morphism
X1 −→ K is a smooth fibration, (iii) any intersection of some irreducible components
of D1 is smooth over K. Let E be a good lattice of (E ,D) on (X ,D). We obtain a
good lattice E1 := F
∗E of (E1,D1) := F ∗(E ,D)⊗OX1(∗D1).
Lemma 4.5.3. — Let FC be the induced morphism X ◦1 −→ X ◦. We have natural
isomorphisms
E
(T )
1 ' F ∗CE(T ), (E1,D)(T ) ' F ∗C
(E ,D)(T ) ⊗OX ◦1 (∗D◦1)
Proof We have only to consider the unramified case, in which the claim follows
from Theorem 4.4.1.
4.5.2. Deformation E(T ). — Let T be a nowhere vanishing holomorphic function
on K such that | arg(T )| < pi/2. For a given good lattice (E,D) on (X ,D), we shall
construct a good lattice (E(T ),D(T )) on (X ,D). We take a compact region C ⊂ C
which contains 0 and 1, and take a nowhere vanishing holomorphic function T :
K × C −→ C such that (i) T|K×{0} = 1, (ii) T|K×{1} = T , (iii) | arg(T )| < pi/2. Then,
we obtain the deformation (E(T ),D(T )) on (X ◦,D◦). By taking the specialization at
c = 1, we obtain the desired (E(T ),D(T )).
Lemma 4.5.4. — (E(T ),D(T )) is independent of the choice of (C, T ) up to canonical
isomorphisms.
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Proof We have only to consider the local and unramified case. Let Ti (i = 0, 1)
be functions as above. We take a small neighbourhood C2 of {0 ≤ c2 ≤ 1} in C.
We consider a holomorphic function T2 := (1 − c2) T0 + c2 T1 on K × C × C2. We
obtain (E,D)(T2) on (X ,D)× (C ×C2). The specializations at (c, c2) = (1, i) (i = 0, 1)
correspond to (E,D)(Ti). Let p : X × C2 −→ X be the projection. By Theorem 4.4.1,
we have a natural isomorphism (E,D)
(T2)
|X×{1}×C2 ' p∗(E,D)(T0). Hence, (E,D)(Ti)
(i = 0, 1) are naturally isomorphic.
Let I be a good system of irregular values on (X ,D). For each P ∈ D, we put
I(T )P :=
{
T a
∣∣a ∈ IP}, and we obtain a good system of irregular values I(T ). The
above construction gives MFL(X ,D,I) −→ MFL(X ,D,I(T )), in the unramified case.
Lemma 4.5.5. — Let Ti (i = 1, 2) be holomorphic functions on K such that∣∣arg(Ti)∣∣ < pi/2 and ∣∣arg(T1 T2)∣∣ < pi/2. We have a canonical isomorphism
E(T1 T2) ' (E(T1))(T2).
Proof We have only to check the claim in the local and unramified case. We take a
small neighbourhood Ci of {0 ≤ ci ≤ 1} in C. Let us consider the function T (c1, c2) =
(1 − c1 + c1 T1)(1 − c2 + c2 T2) on K × C1 × C2. We have the deformation (E,D)(T )
on X × C1 × C2. We can easily show that both (E,D)(T1T2) and
(
(E,D)(T1)
)(T2)
are
naturally isomorphic to the specialization of (E,D)(T ) at (1, 1).
Lemma 4.5.6. — Under the appropriate assumptions on the irregular values, the
following holds:
– The deformation is compatible with dual, tensor product, and direct sum.
– Let (E1,D1) −→ (E2,D2) be a flat morphism. Then, we have an induced flat
morphism (E
(T )
1 ,D
(T )
1 ) −→ (E(T )2 ,D(T )2 ).
Let X1 be a complex manifold with a normal crossing hypersurface D1. Let F :
X1 −→ X be a morphism such that (i) F−1(D) ⊂ D1, (ii) the induced morphism
X1 −→ K is a smooth fibration, (iii) any intersection of some irreducible components
of D1 is smooth over K. Let E be a good lattice of (E ,D) on (X ,D). We obtain a
good lattice E1 := F
∗E of (E1,D1) := F ∗(E ,D). We obtain the following lemma from
Lemma 4.5.3.
Lemma 4.5.7. — We have a natural isomorphism E
(T )
1 ' F ∗E(T ).
4.5.3. Deformation in the case that | arg(T )| is small. — We give a charac-
terization of holomorphic sections of (E(T ),D(T )) when | arg(T )| is sufficiently small.
We explain it in the case that (E,D) is unramified. We put X = ∆n × K and
D = ⋃`i=1{zi = 0}. Let I be a good system of irregular values on (X ,D).
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Let P ∈ D`. We take a covering {Ui | i ∈ Γ} of pi−1(P ), which is good for IP . (See
Definition 4.1.6.) We take neighbourhoods Ui of Ui in X˜ (D). Assume the following
for T :
– {Ui} is good for I(Tc)P for 0 ≤ c ≤ 1, where Tc := 1 + c(T − 1).
This is satisfied if arg(T ) is sufficiently small for fixed {Ui}.
Let v = (va) be a frame of Gr
F˜ (E) compatible with the grading. Let UI :=
⋂
i∈I Ui
for some I ⊂ Γ. As in Subsection 4.2.3.1, we take a splitting
(66) E|UI =
⊕
EUI ,a.
We have the induced frame vI of E|UI . We put
v
(T )
I,a := vI,a exp
(
(T − 1)%−1a), v(T )I := (v(T )I,a ).
Lemma 4.5.8. — Let w be a frame of E(T ). Let GI be determined by
w|UI\pi−1(D) = v
(T )
I|UI\pi−1(D)GI .
Then, the entries of GI and G
−1
I are holomorphic on UI .
The splitting E|UI\pi−1(D) =
⊕
EUI ,a|UI\pi−1(D) gives a splitting of the full Stokes
filtration of E(T ).
Proof Let C be a small neighbourhood of {0 ≤ c ≤ 1} ⊂ C. We consider the
function T = 1 + c(T − 1). We have an unramifiedly good lattice (E,D)(T ) over
C × (X ,D). By the assumption on arg(T ), the natural map I(T )P −→ IP induces
isomorphisms of the ordered sets:(I(T )P ,≤C×UI) −→ (IP ,≤UI)
By using the flat %-connection, we obtain a filtration F˜C×UI of E(T )|C×UI from F˜UI
of E|UI . We also obtain a splitting of F˜C×UI from the splitting (66) of F˜UI . We
remark that, for any (c,Q) ∈ C × UI the filtrations F˜UI and F˜ (c,Q) are compatible
over
(I(T )P ,≤C×UI) −→ (I(T )P ,≤(c,Q)), which follows from the characterization of the
full Stokes filtration in Theorem 3.2.1. In particular, the restriction of the splitting
to {1} × (UI \ pi−1(D)) gives a splitting of the filtration F˜UI of E(T ). Note that v(T )I
naturally gives a frame of GrF˜ (E) ⊗ L((T − 1)a), where L((T − 1)a) denotes OX e
with a flat %-connection De = e (T − 1)da. Then, we obtain the first claim of the
lemma from Lemma 3.7.21. The second claim follows from the first one.
Let f be a holomorphic section of E|X−D. We have the corresponding decom-
position f|UI =
∑
fa,I . We have the expression fa,I =
∑
f
(T )
a,I,j v
(T )
a,I,j . We put
fa,I :=
(
f
(T )
a,U ,j
)
.
Corollary 4.5.9. — f gives a section of E(T ) if and only if f
(T )
a,I is bounded for any
a and I.

CHAPTER 5
L2-COHOMOLOGY OF FILTERED λ-FLAT BUNDLE ON
CURVES
We would like to compare various cohomology groups associated to a filtered λ-flat
bundle with harmonic metric on a curve, which will be achieved in Section 18.2. This
chapter is a preparation for local comparisons. In Sections 5.1–5.2, we consider the
case in which λ is fixed. In Sections 5.3–5.4, we study the family version. We separate
them although they are essentially the same. The statements are given in Sections
5.1 and 5.3, respectively.
5.1. Local quasi isomorphisms for fixed λ
We put X := ∆z. For any subset Y ⊂ X , we put Y ∗ := Y \ {O}. Let (V∗,Dλ) be
a good filtered λ-flat bundle on (X,O).
5.1.1. Sheaves of L2-sections and holomorphic L2-sections. —
5.1.1.1. Preliminary for metric. — Let v be a frame of V compatible with the
parabolic filtration F and the weight filtration W on GrF . We put a(vi) := deg
F (vi)
and k(vi) := deg
W (vi). Note −1 < a(vi) ≤ 0 and k(vi) ∈ Z. Let h be the hermitian
metric given as follows:
h(vi, vj) := δi,j |z|−2a(vi) (− log |z|)k(vi)
If a metric h′ comes from another choice of a frame v′ compatible with F and W , the
metrics h and h′ are mutually bounded. Let gp denote the Poincare´ metric of X∗.
We recall basic property of the metric h as above. Let f =
∑
fjvj be a holomorphic
section of V|X∗ . It is L2 with respect to h and gp, if and only if the following holds
for each fi:
– fi is holomorphic, if (i) −1 < a(vi) < 0, or (ii) a(vi) = 0 and k(vi) ≤ 0.
– fi is holomorphic and fi(O) = 0, if a(vi) = 0 and k(vi) > 0.
Let ω =
∑
ωi vi dz be a holomorphic section of V ⊗Ω1,0X on X∗. It is L2 with respect
to h and gp if and only if the following holds:
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– fi is holomorphic, if (i) −1 < a(vi) < 0, or (ii) a(vi) = 0 and k(vi) ≤ −2.
– fi is holomorphic and fi(O) = 0, if a(vi) = 0 and k(vi) > −2.
We can check these claims by direct computations.
5.1.1.2. Sheaf of L2-sections. — Note that the λ-connection Dλ of V and the deriva-
tion λ∂X + ∂X induce a derivation of V ⊗ Ω•,•X , which is also denoted by Dλ. For an
open subset U ⊂ X , let Lp(V∗,Dλ)(U) be the space of sections τ of V ⊗ ΩpX on U∗
with the following property:
– τ and Dλτ are L2 locally on U , with respect to h and gp.
Let Lppoly(V∗,Dλ)(U) be the space of C∞-sections τ of V ⊗ΩpX on U∗ with the following
property:
– τ and Dλτ are L2 and of polynomial order in |z−1| locally on U with respect to
h and gp.
Remark 5.1.1. — In the following, we say just “polynomial order” instead of “poly-
nomial order in |z−1|”.
Thus, we obtain complexes of sheaves L•(V∗,Dλ) and L•poly(V∗,Dλ). Let
Lphol(V∗,Dλ) (p = 0, 1) be the subsheaves Lp(V∗,Dλ), which consists of holomorphic
p-forms. By a general theory of holomorphic functions, we have Lphol(V∗,Dλ) ⊂
Lppoly(V∗,Dλ).
We shall prove the following proposition in Sections 5.2.1–5.2.5. The arguments
are minor modification of those in [104] and [131].
Proposition 5.1.2. — The naturally defined morphisms
L•hol(V∗,Dλ)
ϕ0−−−−→ L•poly(V∗,Dλ)
ψ1−−−−→ L•(V∗,Dλ)
are quasi isomorphisms.
5.1.1.3. Algebraically determined sheaf. — Let X ′ = ∆z′ , and let ϕn denote the
ramified covering X ′ −→ X given by ϕn(z′) = z′n. Recall that we have the induced
good filtered λ-flat bundle on (X ′, O′) as in Section 2.5.3.3, which is denoted by
(V ′∗ ,D′λ). If we choose n appropriately, (V ′∗ ,D′λ) is unramified, and we have the
irregular decomposition:
(67) (V ′∗ ,D
′λ)|Ô′ =
⊕
a∈Irr(D′λ)
(
V̂ ′a ∗,D
′λ
a
)
Since V̂ ′0∗ and
⊕
a6=0 V̂
′
a ∗ are Gal(X ′/X)-equivariant, we have the descent to Ô which
are denoted by V̂reg ∗ and V̂irr ∗, respectively.
Let a ∈ R and a ∈ Irr(D′λ). We have the weight filtration W of the nilpotent
part of the residue GrFa Res(D
′λ) on GrFa
(
V̂ ′a
)
. Let Wk
(
aV̂
′
a
)
denote the pull back of
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Wk Gr
F
a
(
V̂ ′a
)
via the natural projection aV̂
′
a −→ GrFa
(
V̂ ′a
)
. For each a 6= 0, we put
S(V̂ ′a ∗ ⊗ Ω0,0X′ ) :=W−2(ord(a)V̂ ′a), S(V̂ ′a ∗ ⊗ Ω1,0X′ ) :=W−2(V̂ ′a) dz′z′ .
We have the descent of
⊕
a6=0 S
(
V̂ ′a∗ ⊗ Ωp,0X
)
, which is denoted by S(V̂irr ∗ ⊗ Ωp,0X ).
We have the generalized eigen decomposition with respect to the residue
GrF0 (V̂0) =
⊕
α
EαGr
F
0 (V̂0),
where the restriction of Res(Dλ) to EαGr
F
0 (V̂0) has the unique eigenvalue α. We
have the weight filtration W of the nilpotent part of the residue Res(Dλ) on
each EαGr
F
0 (V̂0) and Gr
F
0 (V̂0). Let S(V̂0∗ ⊗ Ω0,0X ) denote the inverse image of⊕
α6=0W−2EαGr
F
0 (
V̂0) ⊕ W0E0GrF0
(V̂0) via the projection V̂0 −→ GrF0 (V̂0).
Let S(V̂0∗ ⊗ Ω1,0X ) denote the inverse image of W−2GrF0 (V̂0) via the projection
V̂0 dz/z −→ GrF0 (V̂0). Thus, we obtain a lattice
S(V̂∗ ⊗ Ωp,0X ) := S(V̂0∗ ⊗ Ωp,0X )⊕ S(V̂irr ∗ ⊗ Ωp,0X )
of
(
V ⊗ Ωp,0X (∗O)
)
|Ô. They induce lattices S(V∗ ⊗ Ω
p,0
X ) of V ⊗ Ωp,0X (∗O). The λ-
connection Dλ on V∗ and the differential λdX on Ω
•,0
X induce D
λ : S(V∗ ⊗ Ω0,0X ) −→
S(V∗ ⊗ Ω1,0X ). Thus, we obtain a complex of sheaves S(V∗ ⊗ Ω0,0) D
λ−→ S(V∗ ⊗ Ω1,0).
Lemma 5.1.3. — We have a natural inclusion S(V∗⊗Ω•,0) −→ L•hol(V∗,Dλ), which
is an isomorphism.
Proof We have only to compare the germs at O. By the condition in Section
5.1.1.1, it is easy to check that sections of S(V∗⊗Ωp,0) are L2. It also implies that Df
is L2 for a section f of S(V∗). Hence, we obtain S(V∗⊗Ωp,0) ⊂ Lphol(V∗,Dλ) naturally.
In the case p = 1, it is clearly an isomorphism. Let f ∈ L0hol(V∗,Dλ). Because f is
L2, each fi is holomorphic. Then, we obtain f ∈ S(V∗) from Dλf ∈ S(V∗ ⊗ Ω1,0).
5.1.1.4. Remark. — This kind of theorems, such as Proposition 5.1.2 and Lemma
5.1.3, was first proved by S. Zucker [131] in his study on singular variation of Hodge
structure. Namely, he used the quasi isomorphism to obtain a Hodge structure on the
intersection cohomology of a variation of polarized pure Hodge structure. If h comes
from a variation of polarized pure Hodge structure, it is easy to see that S(V∗⊗Ω•,0)
with λ = 1 is naturally quasi isomorphic to the de Rham complex of the minimal
extension of V|X∗ on X . The quasi isomorphism with λ = 1 plays the role connecting
the intersection cohomology and the L2-cohomology. Moreover, he obtained a Hodge
structure on L2-cohomology by using the quasi isomorphism with λ = 0 with some
global harmonic analysis.
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For regular filtered λ-flat bundles, it was proved in [104] and [93] for the study on
tame harmonic bundles on curves. In [93], we used Zucker’s method in a straightfor-
ward way. Sabbah [104] introduced an improvement to argue it in a unified way for
various λ. He also studied the irregular singular case in [102]. We will use a different
argument to deal with Stokes structure.
5.1.2. Variants in the case λ 6= 0. — We shall introduce complexes of sheaves
L˜•poly(V∗,Dλ) and L
•
poly(V∗,D
λ) on X , whose restrictions to X∗ are the same as
Lppoly(V∗,Dλ)|X∗ . Let S be a small sector in X∗, and let S denote its closure in
the real blow up X˜(O). We can take a lift of S in the real blow up X˜ ′(O′) via
the covering map X˜ ′(O′) −→ X˜(O), which is denoted by the same notation S. If
λ 6= 0, we have the full Stokes filtration F˜S of V ′|S . We can take a flat splitting
aV
′
|S =
⊕
a aV
′
a,S . We can naturally identify V
′
|S and V|S . Each section f of V ⊗ΩpX
on S has the corresponding decomposition f =
∑
fa,S.
5.1.2.1. Variant 1. — For an open U ⊂ X with O ∈ U , let L˜ppoly(V∗,Dλ)(U) be the
space of C∞-sections τ of V ⊗ΩpX on U∗, such that the following estimate holds with
respect to h and gp on each small sector S:
(a1) : τa,S and Dλτa,S (a 6= 0) are of polynomial order.
(a2) : τ0,S and Dλτ0,S are L2 and of polynomial order.
The conditions are independent of the choice of a flat splitting and a lift of sector to
X˜ ′(O′). Then, we obtain the complex of sheaves L˜•poly(V∗,Dλ). We will prove the
following proposition in Section 5.2.6.
Proposition 5.1.4. — The naturally defined morphisms
S(V∗ ⊗ Ω•,0X )
ϕ0−−−−→ L•poly(V∗,Dλ)
ψ2−−−−→ L˜•poly(V∗,Dλ)
are quasi isomorphisms.
5.1.2.2. Variant 2. — For an open U ⊂ X with O ∈ U , let Lppoly(V∗,Dλ)(U) be the
space of C∞-sections τ of V ⊗ΩpX on U∗, such that the following estimate holds with
respect to h and gp on each small sector S:
(b1) : τa,S and Dλτa,S (a 6= 0) are O
(|z|N) for any N > 0 with respect to h and
gp.
(b2) : τ0,S and Dλτ0,S satisfy (a2).
Then, we obtain the complex of sheaves L•poly(V∗,Dλ). We will prove the following
proposition in Section 5.2.7.
Proposition 5.1.5. — The naturally defined morphisms
L•poly(V∗,Dλ) ϕ1−−−−→ L•poly(V∗,Dλ)
ψ2−−−−→ L˜•poly(V∗,Dλ)
are quasi isomorphisms.
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5.1.3. Deformation of the Stokes structure (λ 6= 0). — Let T > 0. We have
the deformation
(
V
(T )
∗ ,Dλ
)
as in Section 4.5.2. To compare L•poly
(
V
(T )
∗ ,Dλ
)
and
L•poly
(
V∗,Dλ
)
, we shall introduce a complex of sheaves L•poly
(
V, h, h
(T )
C∞
)
.
5.1.3.1. Preliminary for metrics. — On each small sector S in X∗, we take a flat
splitting V|S =
⊕
Va,S as in Section 5.1.2. Let G
(T )
S be the endomorphism given
by
⊕
a exp
(
(1 − T )λ−1 a) idVa,S . Let h(T )S be the hermitian metric of V|S given by
h
(T )
S (u, v) := h
(
G
(T )
S (u), G
(T )
S (v)
)
. If we construct h
′ (T )
S from other h
′ and G′(T )S , h
′(T )
S
and h
(T )
S are mutually bounded. By varying S and gluing h
(T )
S in C
∞, we obtain a
C∞-metric h(T )C∞ .
We can construct a metric h(T ) for V
(T )
∗ as in Section 5.1.1.2, by taking a frame
v(T ) of V (T ) compatible with the parabolic filtration F and the weight filtration W
on GrF .
Lemma 5.1.6. — The metrics h
(T )
C∞ and h
(T ) are mutually bounded.
Proof We may assume that V∗ is unramified. Let ŵ = (ŵa) be a frame of V|Ô,
such that (i) it is compatible with the irregular decomposition and the parabolic
filtration, (ii) the induced frame of GrF (V ) is compatible with the weight filtration
W . We put a(wi) := deg
F (wi) and k(wi) := deg
W (wi). We take a lift wS = (wa,S) of
ŵ to V|S , compatible with a D
λ-flat splitting of the full Stokes filtration. Let h˜S be
the hermitian metric of V|S determined by h˜S(wi, wj) := δi,j |z|−2a(wi)
(− log |z|)k(wi).
Then, it is mutually bounded with h|S .
We have the frame ŵ(T ) of V (T )|Ô , which is obtained from ŵ by the natural (non-
flat) isomorphism V∗|Ô ' V (T )∗|Ô . We put w
(T )
a,S := exp
(
(T−1)λ−1 a)wa,S , and w(T )S :=
(w
(T )
a,S). Then w
(T )
S is a lift of ŵ
(T ) to V
(T )
|S compatible with a D
λ-flat splitting of
the full Stokes filtration. Let h˜
(T )
S be the metric of V
(T )
|S given by h˜
(T )
S (w
(T )
i , w
(T )
j ) =
δi,j |z|−2a(w
(T)
i )
(− log |z|)k(w(T )i ). Then, h˜(T )S and (h(T ))|S are mutually bounded.
By the construction, we have h˜
(T )
S
(
u, v
)
= h˜S
(
G
(T )
S (u), G
(T )
S (v)
)
. Then, the claim
of the lemma follows.
5.1.3.2. A complex of sheaves. — We shall introduce the complex of sheaves
L•poly
(
V, h, h
(T )
C∞
)
on X . We set Lppoly
(
V, h, h
(T )
C∞
)
|X∗ = L
p
poly
(
V∗,Dλ
)
|X∗ . For an open
set U ⊂ X with O ∈ U , let Lppoly
(
V, h, h
(T )
C∞
)
(U) be the space of C∞-sections τ of
V ⊗ Ωp on U∗ such that the following estimate holds on each small sector S:
(c1) : τa,S and Dλτa,S (a 6= 0) are O
(|z|N) for any N with respect to both (h, gp)
and (h
(T )
C∞ , gp).
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(c2) : τ0,S and Dλτ0,S are L2 and of polynomial order with respect to (h, gp). In
other words, they satisfy the condition (a2). Note that the restrictions of h and
h
(T )
C∞ to V0,S are mutually bounded.
Thus, we obtain the complex of sheaves L•poly
(
V, h, h
(T )
C∞
)
.
5.1.3.3. Statement. — By construction of the complexes and Lemma 5.1.6, we have
the following natural morphisms:
(68) L•poly
(
V∗,Dλ
)←− L•poly(V, h, h(T )C∞) −→ L•poly(V (T )∗ ,Dλ)
We will prove the following proposition in Section 5.2.8.
Proposition 5.1.7. — The morphisms in (68) are quasi isomorphisms.
5.1.3.4. Remark. — We give a consequence of Proposition 5.1.7 for holonomic D-
modules on projective curves. Let C be a smooth projective curve. Let V be a
meromorphic flat bundle on C. For a given Ti > 0 (i = 1, 2), we have the de-
formation V (Ti). Let M (Ti) be the minimal extensions of V and V (Ti), respec-
tively. We can deduce a natural isomorphism of the cohomology of D-modules
H∗(C,M (T1)) ' H∗(C,M (T2)) by using the above quasi isomorphisms. Actually,
let V
(Ti)∗ be the Deligne-Malgrange filtered bundle associated to V (Ti). (See Section
2.7.) It is standard that S(V (Ti)∗ ⊗Ω•,0) is naturally quasi isomorphic to the de Rham
complex of M (Ti). Hence, the quasi isomorphisms in Propositions 5.1.4, 5.1.5 and
5.1.7 induce the desired isomorphism H∗(C,M (T1)) ' H∗(C,M (T2)).
We can also obtain such an isomorphism directly from the construction of M (Ti).
Recall that it is obtained as the specialization of a meromorphic flat bundle M (T )
on C × C for some appropriate complex manifold C with a function T . By taking
push-forward to C, we obtain a flat bundle whose fiber over c ∈ C is naturally quasi
isomorphic to H∗({c}×C,M (T (c))). Hence, the parallel transport induces the desired
isomorphism. It seems to be able to check that two isomorphisms are the same by us-
ing the family version of the quasi-isomorphisms, which might simplify our argument.
We would like to give more details somewhere.
5.2. Proof for fixed λ
5.2.1. An estimate in [131]. — We recall a result due to Zucker [131]. We use
the Poincare´ metric gp and the associated volume form dvolgp of X
∗ around O. We
use the polar coordinate z = r e
√−1θ. Let L be a holomorphic line bundle on X∗
with a holomorphic frame σ and a metric h such that |σ|h ∼ r−a | log r|k/2, where
−1 < a ≤ 1/2 and k ∈ Z. Let ‖ω‖h,gp denote the L2-norm of a section ω of L ⊗ Ωp
with respect to h and gp.
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Let 0 < R < 1/2. We put X(R) :=
{
z ∈ C ∣∣ |z| ≤ R} and X∗(R) = X(R) \
{O}. Let ω = g σ dz/z be a C∞-section of L ⊗ Ω0,1X on X∗(R) with compact sup-
port. We have the Fourier expansion g =
∑
m∈Z gm(r) e
√−1mθ. We put g(1) :=∑
m 6=0 gm(r) e
√−1mθ, and thus we have the decompositions g = g0 + g(1) and ω =
ω0 + ω
(1). In the cases (n < 0) or (n = 0, a = 0, k > 1), we put
(69) un := 2r
n
∫ r
0
ρ−n−1 gn(ρ) dρ.
In the cases (n > 0), (n = 0,−1 < a < 0) or (n = 0, a = 0, k < 1), we put
(70) un := −2rn
∫ R
r
ρ−n−1 gn(ρ) dρ.
We will not consider the cases (n = 0, a > 0) and (n = 0, a = 0, k = 1). Then, we set
(71) Φ(1)(ω) :=
∑
n∈Z,n6=0
un(r) e
√−1nθ.
When a ≤ 0 and (a, k) 6= (0, 1) are satisfied, we also put
(72) Φ(ω) :=
∑
n∈Z
un(r) e
√−1nθ.
The following proposition is proved in the proof of Proposition 6.4 and Proposition
11.5 of [131].
Proposition 5.2.1. — Assume R > 0 is sufficiently small. Let ω be as above.
– We have ∂Φ(1)(ω) = ω(1). There exists a positive constant C1, such that
‖Φ(1)(ω)‖h,gp ≤ C1 ‖ω(1)‖h,gp . If we fix a compact subset K1 of {−1 < t ≤
1/2}×Z, the constant C1 can be taken independently from (a, k) ∈ K1. (But it
may depend on K1.)
– Assume a ≤ 0 and (a, k) 6= (0, 1). We have ∂Φ(ω) = ω. We also have a
constant C2 such that ‖Φ(ω)‖h,gp ≤ C2 ‖ω‖h,gp. If we fix a compact subset
K2 of {−1 < t < 0} × Z, the constant C2 can be taken independently from
(a, k) ∈ K2.
Let L2(X∗(R),L) (resp. L2(X∗(R),L ⊗ Ω0,1)) denote the space of L2-sections of
L (resp. L ⊗Ω0,1) on X∗(R), which are L2 with respect to h and gp. We obtain the
following corollary.
Corollary 5.2.2. —
– Φ(1) induces a bounded linear map L2
(
X∗(R),L⊗Ω0,1) −→ L2(X∗(R),L). The
range of Φ(1) is contained in the domain of ∂, and ∂◦Φ(1)(ω) = ω(1) holds for any
ω ∈ L2(X∗(R),L⊗Ω0,1). If we fix a compact subset K1 of {−1 < t ≤ 1/2}×Z,
the norm of Φ(1) is uniformly bounded for (a, k) ∈ K1.
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– If a ≤ 0 and (a, k) 6= (0, 1), Φ induces a bounded linear map L2(X∗(R),L ⊗
Ω0,1
) −→ L2(X∗(R),L). The range of Φ is contained in the domain of ∂, and
∂ ◦ Φ is the identity of L2(X∗(R),L ⊗ Ω0,1). If we fix a compact subset K2 of
{−1 < t < 0} × Z, the norm of Φ is uniformly bounded for (a, k) ∈ K2.
5.2.2. An estimate in [114]. — Let f(z) dz be a (0, 1)-form on ∆∗ such that
|f(z)| ≤ |z|a(− log |z|)k and that the support of f is compact in ∆. We often need
a solution g of the equation ∂g = f dz satisfying some growth estimate around the
origin. For that purpose, we put
H(f)(z) :=
∫
f(w)
z − w
√−1
2pi
dw dw
Lemma 5.2.3. —
– In the case −2 < a < −1, we have |H(f)| = O(|z|a+1(− log |z|)k).
– In the case (a = −2, k < −1) or (a = −1, k > −1), we have |H(f)| =
O
(|z|a+1(− log |z|)k+1).
– In the case a = −1 and k = −1, |H(f)| = O(|z|a+1(− log |z|)k+1 log(− log |z|)).
Proof See Page 759–760 of [114].
5.2.3. Preliminary. — Let us start the proof of the propositions in Section 5.1.
By an easy argument to use the decent, we can reduce the problem to the unramified
case. Therefore, we may and will assume that (V∗,Dλ) is unramified. We use the polar
coordinate z = r e
√−1θ. We may assume the following for the frame v, moreover:
1. v is compatible with the irregular decomposition in N -th order for some large
N , i.e., v|Ô(N) is compatible with the decomposition of V∗|Ô(N) induced by (67),
where Ô(N) denotes the N -th infinitesimal neighbourhood of O.
2. v|O is compatible with the generalized eigen decomposition of Res(Dλ).
3. Let Na,α,a denote the nilpotent part of the endomorphisms on Gr
F
a Eα
(
Va|O
)
induced by Res(Dλ). Then, Na,α,a are represented by Jordan matrices with
respect to the induced frames.
We have the irregular value a(vi), and the eigenvalue α(vi) of Res(Dλ) corresponding
to vi. We also put a(vi) := deg
F (vi) and k(vi) := deg
W (vi). We define
B(k) := {vi ∣∣ a(vi) = a(vi) = α(vi) = 0, k(vi) = k}
∪ {vi ∣∣ a(vi) = 0, (a(vi), α(vi)) 6= (0, 0)}
Let A be determined by Dλv = vA. Let Γ be the diagonal matrix whose (i, i)-
entries are α(vi) dz/z+da(vi). We put A0 := A−Γ. We use the symbol FA to denote
the section of End(V ) ⊗ Ω1,0 determined by FA(v) = vA. We use the symbol FA0
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in a similar meaning. Then, FA0 is bounded with respect to h and gp. We have the
following decomposition:
A0 =
⊕
a,α,a
Ja,α,a
dz
z
+A′0
dz
z
Here A′0 is holomorphic and FA′0|O strictly decreases the parabolic filtration. And
Ja,α,a are constant Jordan matrices and represent Na,α,a with respect to the induced
frames of GrFa Eα(Va|O).
The (1, 0)-operator ∂ is defined by ∂
(∑
fi vi
)
=
∑
∂fi · vi. Then, we have Dλ =
∂ + λ∂ + FA.
Let dvolgp denote the volume form of the Poincare´ metric. Recall that a section∑
fi vi is L
2 if and only if the following holds:∑∫
|fi|2 |z|−2a(vi)(− log |z|2)k(vi) dvolgp <∞
A section
∑
fi vi dz/z +
∑
gj vj dz/z is L
2 if and only if the following holds:∑∫
|fi|2 |z|−2a(vi)(− log |z|2)k(vi)+2 dvolgp <∞∑∫
|gj |2 |z|−2a(vj)(− log |z|2)k(vj)+2 dvolgp <∞
A section
∑
fi vi dz dz/|z|2 is L2, if and only if the following holds:∑∫
|fi|2 |z|−2a(vi)(− log |z|2)k(vi)+4 dvolgp <∞
5.2.4. Vanishing of H2 of L•(V∗,Dλ) and L•poly(V∗,Dλ). — Let us consider
Proposition 5.1.2. Let ω be an L2-section of V ⊗ Ω2. We have the expression:
ω = f
dz dz
|z|2 f =
∑
fi vi
Each fi has the Fourier expansion fi =
∑
m∈Z fi,m(r) e
√−1mθ. We set
A(0)(f) :=
∑
vi∈B(−1)
fi,0(r) vi, A(1)(f) := f −A(0)(f).
We have the decomposition f = A(0)(f) + A(1)(f). We have the corresponding
decomposition ω = A(0)(ω) +A(1)(ω). Recall we have the following equalities:
(73) ∂
(
fi,0(r)
)
=
1
2
r
∂fi,0
∂r
dz
z
, ∂
(
fi,0(r)
)
=
1
2
r
∂fi,0
∂r
dz
z
We show the following lemma based on Sabbah’s idea contained in [104].
Lemma 5.2.4. —
– We have an L2-section τ (1) of V ⊗ Ω1,0 such that ∂τ (1) = A(1)(ω).
– We have an L2-section τ (0) of V ⊗ Ω1 such that (i) Dλτ (0) is also L2, (ii)
A(0)(ω − Dλτ (0)) = 0.
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– In particular, we can take an L2-section τ of V ⊗ Ω1 such that Dλτ = ω.
If ω is C∞ and of polynomial order, τ (i) (i = 0, 1), Dλτ (0) and τ are also C∞ and of
polynomial order.
Proof The first claim follows from Corollary 5.2.2. Let us show the second claim.
We give the proof which also works in the family case. We give preliminary arguments.
5.2.4.1. (A). — In the case a(vi) = 0, a(vi) = 0 and α(vi) 6= 0, we put
(74) τ1 := fi,0 vi
dz
z
+ λfi,0 vi
dz
z
.
Due to (73), we have Dλτ1 = FA
(
fi,0 vi
)
. Hence, we have the following:
(75) fi,0 vi
dz dz
|z|2 − α(vi)
−1Dλτ1 = fi,0 vi
dz dz
|z|2 − α(vi)
−1FA
(
fi,0 vi
)dz
z
= α(vi)
−1FA0
(
fi,0 vi
)dz
z
=:
∑
Bj vj
dz dz
|z|2
Because fi,0 vi (dz/z) (dz/z) is L
2, the sections
FA(fi,0 vi) dz/z, fi,0 vi dz/z, fi,0 vi dz/z
are also L2. In particular, τ1 and Dλτ1 are L2. Because FA0 is bounded, the right hand
side of (75) are also L2. Let us look at Bj more closely. Because A0 is holomorphic,
we have Bj =
∑
m≥0Bj,m(r) e
√−1mθ. If a(vj) = 0, we have Bj,0(r) = 0 unless(
a(vj), α(vj)
)
=
(
a(vi), α(vi)
)
and Na,α,avi|O = vj|O. Note deg
W (vj) < deg
W (vi) for
such vj .
5.2.4.2. (B). — Let us consider the case a(vi) = 0 and a(vi) 6= 0. Let k be determined
by a(vi) =
∑k
j=1 aj(vi)z
−j and ak(vi) 6= 0. Recall we have the following:
(76) ∂
(
zkfi,0 vi
dz
z
)
= zk∂
(
fi,0 vi
)dz
z
+ k zk fi,0 vi
dz dz
|z|2 ,
∂
(
zk f0,i vi
dz
z
)
= zk∂
(
fi,0 vi
)dz
z
We consider the following:
(77) τ1 := z
k fi,0 vi
dz
z
+ λ zk fi,0 vi
dz
z
It is L2, and we have the following:
(78) Dλ(τ1) = FA
(
zk fi,0 vi
dz
z
)
+ λk zk fi,0 vi
dz dz
|z|2
=
(
z
∂a(vi)
∂z
+ α(vi) + k λ
)
zk fi,0 vi
dz dz
|z|2 + z
k FA0
(
fi,0 vi
) dz
z
Hence, Dλ(τ1) is also L
2. Let Bj be determined by the following:
fi,0 vi
dz dz
|z|2 −
1
−k ak(vi)D
λτ1 =:
∑
Bj vj
dz dz
|z|2
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We have Bj =
∑
m>0Bj,m(r) e
√−1mθ. It means
A(0)
(
fi,0 vi
dz dz
|z|2 −
1
−k ak(vi)D
λτ1
)
= 0.
5.2.4.3. (C). — Let us consider the case a(vi) = 0, a(vi) = 0, α(vi) = 0 and k(vi) =
−1. Let i(1) be determined by N0,0,0vi(1)|O = vi|O in GrF0 E0(V0|O). We put
(79) τ1 := fi,0 vi(1)
dz
z
+ λ fi,0 vi(1)
dz
z
.
It is L2, and we have the following:
Dλ(τ1) = fi,0 vi
dz dz
|z|2 + FA′0(τ1)
Hence, Dλ(τ1) is also L2. Let Bj be determined by the following:
fi,0 vi
dz dz
|z|2 − D
λ(τ1) =
∑
Bj vj
dz dz
|z|2
If a(vj) = 0, we have Bj =
∑
m>0Bj,m(r) e
√−1mθ. In particular, we have the follow-
ing:
A(0)
(
fi,0 vi
dz dz
|z|2 − D
λ(τ1)
)
= 0
5.2.4.4. Let us show the second claim of Lemma 5.2.4. We have
A(0)(ω) =
∑
vi∈B(−1)
fi,0 vi
dz dz
|z|2
Applying the procedure in (B) and (C), we may and will assume that fi,0 = 0 unless
a(vi) = 0, a(vi) = 0 and α(vi) 6= 0. Let k0 be determined by max
{
k(vi)
∣∣ a(vi) =
0, a(vi) = 0, α(vi) 6= 0
}
. Applying the procedure in (A), we can kill the coefficients in
A(0)(ω), of vi with a(vi) = 0, a(vi) = 0 and k(vi) = k0. By using an easy descending
induction, we can kill A(0)(ω). Thus, we obtain the second claim of Lemma 5.2.4.
Let us finish the proof of Lemma 5.2.4. Assume that ω is C∞ and of polynomial
order. By construction, τ (0) is C∞ and of polynomial order by construction. We can
check that Dλτ (0) is also C∞ and of polynomial order from its explicit description.
Because ω is C∞ and of polynomial order by construction, A(1)(ω) is C∞ and of
polynomial order. Let A(1)j (ω) and τ (1)j denote the coefficients of vj in A(1) and τ (1),
respectively. We obtain that τ
(1)
j is C
∞ on X∗ by the equation ∂τ (1)j = A(1)j (ω) and
the elliptic regularity of ∂. If M is sufficiently large, we have (i) τ
(1)
j is L
2 on X ,
(ii) zMA(1)j (ω) is L∞ on X , (iii) ∂(zMτ (1)j ) = zMA(1)j (ω) as a distribution on X . By
Sobolev’s embedding, we obtain that zMτ
(1)
j is L
p for some p > 2. Then, by using
Sobolev’s embedding again, we obtain that zMτ
(1)
j is L
∞ on X . Namely τ (1)j is of
polynomial order. Thus, the proof of Lemma 5.2.4 is finished.
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5.2.5. Hj(ψ1 ◦ ϕ0) and Hj(ϕ0) for j = 0, 1. — Let us prove Proposition 5.1.2.
Let ω be an L2-section of V ⊗ Ω1 such that Dλω = 0. We have the expression
ω = f1,0 dz/z + f0,1 dz/z. We set
A(0)(f0,1) =
∑
vi∈B(1)
f
(0,1)
i,0 (r) vi, A(1)(f0,1) := f0,1 −A(0)(f0,1)
We have the decomposition f0,1 = A(0)(f0,1)+A(1)(f0,1). We have the corresponding
decomposition ω0,1 = A(0)(ω0,1) +A(1)(ω0,1).
Lemma 5.2.5. —
– We have an L2-section τ (1) of V such that ∂τ (1) = A(1)(ω0,1).
– We have an L2-section τ (0) of V such that (i) ∂τ (0) is also L2, (ii) A(0)(ω0,1−
∂τ (0)) = 0.
As a result, we can take an L2-section τ of V such that ∂τ = ω0,1. If ω0,1 is C∞ and
of polynomial order, τ (i) (i = 0, 1), ∂τ (0) and τ are also C∞ and of polynomial order.
Proof The first claim follows from Corollary 5.2.2. Let Cj be the functions de-
termined by the following:
(80) FA0
(
f0,1dz/z
)
=
∑
Cj vj
dz dz
|z|2
From Dλω = 0, we obtain the following relation by considering the vi-component:
(81) λ∂f0,1i vi
dz
z
+ f0,1i
(
da(vi) + α(vi)
dz
z
)
vi
dz
z
+ ∂f1,0i vi
dz
z
+ Ci vi
dz dz
|z|2 = 0
We use the Fourier expansion Cj =
∑
Cj,m e
√−1mθ. We give some preliminary argu-
ments.
(A) Let us consider the case a(vi) = 0 and a(vi) 6= 0. Let k be determined by
a(vi) =
∑k
j=1 aj(vi) z
−j with ak(vi) 6= 0. Let us look at the e−
√−1kθ-component of
(81). Multiplying it by rk, we obtain the following, where we omit to write dz dz/|z|2:
(82) − k f0,1i,0 ak(vi)−
∑
0<m<k
m+j=k
f0,1i,−m j aj(vi) r
k−j + rkα(vi) f
0,1
i,−k +
1
2
r
∂
∂r
(
λrk f0,1i,−k
)
− kλf0,1i,−k rk −
1
2
r
∂
∂r
(
rk f1,0i,−k
)
+ rk Ci,−k = 0
We consider the following:
(83) ρ :=
− ∑
0<m<k
m+j=k
f0,1i,−m j aj(vi) r
k−j + rk (α(vi)− kλ) f0,1i,−k + rkCi,−k
 vi dz
z
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Then, we have
∫ |ρ|2h r−2 dvolgp <∞ for some  > 0. By Corollary 5.2.2, we can take
ρ1 such that
∫ |ρ1|2h r−2 dvolgp <∞ and ∂ρ1 = ρ. Note that we have the following:
(84) ∂
(
(rkλf0,1i,−k − rkf1,0i,−k) vi
)
=
1
2
r
∂
∂r
(
rkλf0,1i,−k − rkf1,0i,−k
)
vi
dz
z
Hence, we have an L2-section τ2 such that f
0,1
i,0 vi dz/z = ∂τ2.
(B) Let us consider the case a(vi) = 0, a(vi) = 0 and α(vi) 6= 0. Let us look at the
e
√−10θ-component of (81). We have the following:
λ
2
r
∂f0,1i,0
∂r
dz dz
|z|2 + α(vi) f
0,1
i,0
dz dz
|z|2 −
1
2
r
∂f1,0i,0
∂r
dz dz
|z|2 + Ci,0
dz dz
|z|2 = 0
Hence, we have the following:
1
2
r
∂
∂r
(
λf0,1i,0 − f1,0i,0
)
+ α(vi) f
0,1
i,0 =
{
−f0,1i(1),0 +R (if ∃vi(1), Na,α,avi(1) = vi)
R otherwise
Here,
∫ |Rvi|2h r− dvolgp < ∞. Then, by using an easy inductive argument, we can
show that there exists τ2 such that ∂τ2 = f
0,1
i,0 vi dz/z.
(C) Let us consider the case a(vi) = 0, a(vi) = 0, α(vi) = 0 and k(vi) = 1. Let i(−1)
be determined by Nvi|O = vi(−1)|O. Let us look at the e
√−10θ-component of (81) for
vi(−1). We have the following:
λ
r
2
∂f0,1i(−1),0
∂r
dz dz
|z|2 −
r
2
∂
∂r
f1,0i(−1),0
dz dz
|z|2 + f
0,1
i,0
dz dz
|z|2 +
(
Ci(−1),0 − f0,1i,0
)dz dz
|z|2 = 0
Hence, we have the following:
f0,1i,0 =
1
2
r
∂
∂r
(−λf0,1i(−1),0 + f1,0i(−1),0)+R
Here,
∫ |Rvi|2 |z|− dvolgp <∞ for some  > 0. We also have the following:∣∣f0,1i(−1),0 vi∣∣2h ∼ ∣∣f0,1i(−1),0 vi(−1) dz/z∣∣2h,gp
Hence, we obtain that f0,1i(−1),0 vi is L
2. Similarly, f1,0i(−1),0 vi is also L
2. Thus, there
exists an L2-section τ2 such that ∂τ2 = f
0,1
i,0 vi dz/z.
The second claim of Lemma 5.2.5 follows from the above considerations (A), (B),
(C). Assume that ω is C∞ and of polynomial order. By the argument in the proof
of Lemma 5.2.4, we can show that τ (1) is C∞ and of polynomial order. In (A), if ω
is C∞ and of polynomial order, ρ, f0,1i,−k, f
1,0
i,−k are C
∞ and of polynomial order, and
we can show that ρ1 is C
∞ and of polynomial order by the argument in the proof of
Lemma 5.2.4. Hence, τ2 in (A) is C
∞ and of polynomial order. We can show that τ2
in (B), (C) are C∞ and of polynomial order. Then, τ (0) and ∂τ (0) in Lemma 5.2.5
are C∞ and of polynomial order.
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We put ρ := ω −Dλτ which is a holomorphic section of V ⊗Ω1,0 on X∗. We have
the decomposition ρ =
∑
ρi, where each ρi is the product of vi and a holomorphic
(1, 0)-form on X∗.
Lemma 5.2.6. — Let l(vi) ∈ Z≥ 0 be determined as follows:
– We put l(vi) := − ord(a(vi)) + 1 in the case a(vi) 6= 0.
– We put l(vi) := 1 in the case a(vi) = 0 and α(vi) + λa(vi) 6= 0.
– We put l(vi) := 0 otherwise.
Then, zl(vi) ρi is L
2 with respect to h and gp. In the second case, (− log |z|)−1ρi is
L2, more strongly.
In particular, ρ is C∞ and of polynomial order.
Proof Let δ′ denote the (1, 0)-operator determined by h and ∂. Let B be deter-
mined by δ′v = vB. Then, B is diagonal, and the (i, i)-entries are as follows:
−a(vi)dz
z
+
k(vi)
−2 log |z|
dz
z
The curvature R(h) of ∂ + δ′ is bounded with respect to h and gp. Hence, δ′τ is also
L2. (See the argument in the proof of Lemma 7.4.11, for example.)
Let Dλ(1,0) denote the (1, 0)-part of Dλ. We put G := Dλ(1,0) − λδ′, which is a
section of End(V ) ⊗ Ω1,0. Let A1 be determined by Gv = vA1. Then, we have the
decomposition A1 = Γ
′ + C, where FC is bounded with respect to h and gp, and Γ′
is the diagonal matrix whose (i, i)-entry is as follows:
da(vi) +
(
α(vi) + λa(vi)
)dz
z
We have the decomposition ρ = ω1,0−λδ′τ−λFC(τ)−λFΓ′ (τ). Note ω1,0−λδ′τ−
λFC(τ) is L
2. Then, the claim of the lemma follows.
Let A0 and Γ be as in Section 5.2.3. We put Dλ0 := D
λ−FΓ. We have Dλ0v = vA0.
Recall FA0 is bounded with respect to h and gp.
– In the case a(vi) 6= 0, we have the L2-holomorphic section κi such that ρi =(
da(vi) + α(vi) dz/z
)
κi. Note Dλ0 (κi) is also L
2.
– In the case a(vi) = 0 and a(vi) < 0, we have (− log |z|)−1 ρi is L2. Then, we
obtain the L2-property of ρi. See Section 5.1.1.1.
– In the case a(vi) = 0, a(vi) = 0 and α(vi) 6= 0, we have z ρi is L2. Hence, we
have the L2-holomorphic section κi such that α(vi)κi dz/z = ρi. Note Dλ0 (κi)
is also L2.
– In the case a(vi) = 0, a(vi) = 0 and α(vi) = 0, we have ρi is L
2.
Hence, we obtain the following lemma.
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Lemma 5.2.7. — There exists an L2-section ν of V such that (i) Dλν is also L2,
(ii) ω − Dλν is a holomorphic (1, 0)-form. If ω0,1 is C∞ and of polynomial order, ν
is also C∞ and of polynomial order.
Let us finish the proof of Proposition 5.1.2. Lemma 5.2.5 and Lemma 5.2.7 imply
that ψ1 ◦ ϕ0 is a quasi isomorphism.
Let ω ∈ L•poly(V∗,Dλ). We take ν as in Lemma 5.2.7. Because ω−Dλν is C∞ and
of polynomial order, we obtain that Dλν is also C∞ and of polynomial order. Hence,
ν ∈ L0poly(V∗,Dλ). It implies that H1(ϕ0) is surjective. The injectivity of H1(ϕ0)
follows from the injectivity of H1(ψ1 ◦ϕ0). It is easy to see H0(ϕ0) is an isomorphism
by Lemma 5.1.3. Thus Proposition 5.1.2 is proved.
5.2.6. Proof of Proposition 5.1.4. — By using an easy argument to use the
descent with respect to the ramified covering X ′ −→ X , we may and will assume
that (V∗,Dλ) is unramified. We have the full reduction
(
GrF˜a (V ),Dλa
)
for each a ∈
Irr(Dλ). (See Section 3.2.4.) Let va be a holomorphic frame of Gr
F˜
a (
V ) such that (i)
compatible with the induced parabolic structure, the generalized eigen decomposition
of Res(Dλa), (ii) the induced frame of Gr
F GrF˜a (V ) is compatible with the weight
filtration of the nilpotent part of Res(Dλ). Let Ra be determined by Dλava = va (da+
Ra).
Let X∗ =
⋃M
j=1 Sj be a covering by small sectors. We have the full Stokes filtration
F˜Sj and a flat splitting V|Sj =
⊕
a Va,Sj . We take the lift of va to Va,Sj . By gluing
them as in Section 3.6.8.2, we obtain a C∞-frame vC∞ =
(
va,C∞
)
. Let Va,C∞ denote
the subbundle generated by va,C∞ . We obtain a decomposition V|X∗ =
⊕
Va,C∞ .
Let τ be a local C∞-section of V ⊗ Ωp, which has the corresponding decomposition
τ =
∑
τa. Then, τ is a section of L˜•poly(V∗,Dλ), if and only if the following estimate
holds for h and gp:
– τ and Dλτ are of polynomial order.
– τ0,C∞ and (Dλτ)0,C∞ are L2.
Let C be determined by the following:
DλvC∞ = vC∞
(⊕(
da+Ra
)
+ C
)
Then, we have C = O
(|z|N) for any N > 0. Let Dλ′ be the flat λ-connection
determined by the following:
Dλ′vC∞ = vC∞
(⊕(
da+Ra
))
The (0, 1)-part of Dλ′ is denoted by ∂
′
. We put F := Dλ − Dλ′, and then we have
|F |h = O
(|z|N) for any N > 0. We obtain a complex L˜•poly(V∗,Dλ′) from Dλ′ as in
Section 5.1.1. As a sheaf, we have L˜ppoly(V∗,Dλ′) = L˜ppoly(V∗,Dλ) for p = 0, 1, 2.
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Lemma 5.2.8. — For any ω ∈ L˜2poly(V∗,Dλ′) = L˜2poly(V∗,Dλ), we can take τ ∈
L˜1poly(V∗,Dλ) such that Dλ′τ = ω. Note that L˜ppoly(V∗,Dλ′) = L˜ppoly(V∗,Dλ) as re-
marked above.
Proof We have only to consider the case where Dλ has a unique irregular value
a. (Note that Dλ′ has the same irregular value.) In the case a = 0, we may apply
the results in Section 5.2.4. In the case a 6= 0, we have only to use Lemma 5.2.3, for
example.
Lemma 5.2.9. — For any ω ∈ L˜2poly(V∗,Dλ), we can take τ˜ ∈ L˜1poly(V∗,Dλ) such
that Dλτ˜ = ω.
In particular, we obtain the vanishing of H2 of the complex of sheaves L˜•poly(V∗,Dλ)
at O.
Proof Take τ as in Lemma 5.2.8. We have ω − Dλτ = O(|z|N ) for any N . Take
some large M . According to Lemma 5.2.3, we can take a section κ of V ⊗ Ω1,0
such that (i) ∂κ = ω − Dλτ , (ii) |κ| = O(|z|M ). We have κ ∈ L˜1poly(V∗,Dλ), and
Dλ(τ + κ) = ω. Thus, we obtain Lemma 5.2.9
Let ω ∈ L˜1poly(V∗,Dλ) such that Dλω = 0. We have Dλ′ω = −F ω = O(|z|N ) for
any N . Hence, we can take a large M > 0 and a C∞-section κ of V ⊗Ω1,0 such that
∂
′
κ = Dλ′ω and
∣∣κ∣∣ = O(|z|M). We put ω′ := ω − κ, and then Dλ′ω′ = 0. Note that
the (0, 1)-part of ω′ and ω are equal.
Lemma 5.2.10. — There exists a local section τ ∈ L˜0(V∗,Dλ) around O such that
∂
′
τ = ω0,1.
Proof We may assume that Dλ (and hence Dλ′) has a unique irregular value a.
In the case a = 0, we can apply the result in Section 5.2.5. In the case a 6= 0, we
can take τ such that (i) ∂
′
τ = ω0,1, (ii) |τ | = O(|z|−M ) for some large M . Let us
show that Dλ′τ is of polynomial order. Let h′ be the C∞-hermitian metric of V|X−O
such that h′
(
vC∞,i, vC∞,j
)
= δi,j . Note that h
′ and h are mutually bounded up to
polynomial order. Let δ′1 be the (1, 0)-operator determined by ∂
′
and h′. Note that
zM1 ω0,1 and zM1τ are bounded for some large M1, and that ∂
′
(zM1τ) = zM1ω0,1.
Then, it can be shown that δ′1(zM1τ) is L2. (See the argument in the proof of Lemma
7.4.11, for example.) Thus, we obtain that zM1 δ′1τ is L
2. Taking largeM2, we obtain
zM2 (δ′1τ − ω1,0) is also L2.
Since ω1,0−δ′1τ is holomorphic with respect to ∂
′
, we obtain δ′1τ−ω1,0 = O(|z|−M3)
for some large M3. Then, we obtain the desired estimate for δ
′
1τ .
Lemma 5.2.11. — We can take a section τ˜ ∈ L˜0(V∗,Dλ) such that ∂τ˜ = ω0,1.
Proof Let τ be as in Lemma 5.2.10. We have Dλτ − Dλ′τ = F τ = O(|z|N ) for
any N > 0. According to Lemma 5.2.3, we can take a section ν of V such that (i)
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|ν| = O(|z|M) for some large M > 0, (ii) ∂ν = F 0,1 τ . Let δ′ be the (1, 0)-operator
determined by h and ∂. Then, δ′ν is L2. If M is sufficiently large, (Dλ(1,0) − λδ′)ν
is O(|z|M/2). We put ρ = ∑ ρa := ω − κ − Dλτ + Dλν. Then, ρ is a holomorphic
section of V ⊗ Ω1,0, zLρa is L2 for some L for any a, and ρ0 is L2. Hence, we obtain
τ˜ := τ + ν ∈ L˜0poly(V∗,Dλ). Thus, Lemma 5.2.11 is proved.
Let S˜(V∗ ⊗ Ωp,0) be the sheaf of meromorphic sections τ of V ⊗ Ωp,0 with the
following property:
– Let τ|Ô = τ̂reg+ τ̂irr be the decomposition corresponding to the irregular decom-
position. Then, τ̂reg is contained in S
(
V̂reg ∗ ⊗ Ωp,0
)
.
By using Lemma 5.2.9 and Lemma 5.2.11, it is easy to show that the natural
inclusion S˜(V∗ ⊗ Ω•,0) −→ L˜•poly(V∗,Dλ) is a quasi isomorphism. It is also standard
and easy to show that the natural inclusion S(V∗ ⊗Ω•,0) −→ S˜(V∗ ⊗Ω•,0) is a quasi
isomorphism. Hence, we obtain that ψ2 ◦ ϕ0 is a quasi isomorphism. Thus, the proof
of Proposition 5.1.4 is finished.
5.2.7. Proof of Proposition 5.1.5. — Let pi : X˜(O) −→ X denote the projection.
For an open subset U of X˜(O), let L˜ppoly(V∗,Dλ)X˜(O)(U) be the space of C∞-sections
τ of V ⊗ΩpX on U \pi−1(O), such that τ|U∩S and Dλτ|U∩S satisfy the conditions (a1)
and (a2) with respect to h and gp on each small sector S∩U . By taking sheafification,
we obtain a complex of sheaves L˜•poly(V∗,Dλ)X˜(O) on X˜(O). Similarly, we obtain a
complex of sheaves L•poly(V∗,Dλ)X˜(O) on X˜(O) from (b1) and (b2).
Lemma 5.2.12. — The natural inclusion (ψ2 ◦ ϕ1)X˜(O) : L
•
poly(V∗,D
λ)X˜(O) −→
L˜•poly(V∗,Dλ)X˜(O) is a quasi-isomorphism.
Proof By choosing a flat splitting, we may assume that (V∗,Dλ) has a unique
irregular value a. In the case a = 0, the claim is trivial. By using the results
in Section 20.2.2, we can show the vanishing of the higher cohomology sheaves of
both L˜•poly(V∗, h) and L
•
poly(V∗, h) on X˜(O). The comparison of the 0-th cohomology
sheaves is easy.
Note that L•poly(V∗,Dλ)X˜(O) and L˜•poly(V∗,Dλ)X˜(O) are c-soft in the sense of Def-
inition 2.5.5 of [68], and that L•poly(V∗,Dλ) and L˜•poly(V∗,Dλ) are obtained as their
push-forward. Hence, we obtain Proposition 5.1.5 from Lemma 5.2.12.
5.2.8. Proof of Proposition 5.1.7. — We have only to consider the first mor-
phism. We use the notation in Section 5.2.7. We obtain a complex of sheaves
L•poly(V∗, h, h(T ))X˜(O) on X˜(O) from the conditions (c1) and (c2).
Lemma 5.2.13. — The inclusion ι : L•poly(V∗, h, h(T ))X˜(O) −→ L
•
poly(V∗,D
λ)X˜(O)
is a quasi isomorphism.
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Proof We may assume that (V∗,Dλ) has the unique irregular value a. In the case
a = 0, the claim is trivial. By using Lemmas 20.2.2 and 20.2.3, we can show the van-
ishing of the higher cohomology sheaves L•poly(V∗, h) on X˜(O). By the same argument
as that in the proof of Lemmas 20.2.2 and 20.2.3, we can also show the vanishing of
the higher cohomology sheaves L•poly(V∗, h, h(T )) on X˜(O). The comparison of the
0-th cohomology sheaves is easy. Thus, we obtain Lemma 5.2.13.
Because L•poly(V∗, h, h(T ))X˜(O) and L
•
poly(V∗,Dλ)X˜(O) are c-soft, we obtain Propo-
sition 5.1.7 as the push-forward of Lemma 5.2.13.
5.3. Local quasi isomorphisms in family
Let λ0 ∈ Cλ. Let K be a neighbourhood of λ0 in Cλ, which will be shrinked if it
is necessary. We put X := K × X and D := K × D. Let pλ denote the projection
forgetting the K-component. For any subset U of X , we use the symbol U∗ to denote
U \ D. Let (V∗,D) be a good family of filtered λ-flat bundles on (X ,D) with KMS-
structure at λ0 indexed by T . We shall consider the family versions of the complexes
in Section 5.1.1.
We have the induced endomorphism GrF
(λ0)
a Res(D) on Gr
F (λ0)
a (V ). We assume
that the conjugacy classes of the nilpotent part of GrF
(λ0)
a Res(D) are independent of
λ ∈ K.
5.3.1. Preliminary for metrics. — We have the filtration F (λ0) and the decom-
position E(λ0) of V as in Section 2.8.2. Let v be a frame of V compatible with F (λ0),
E(λ0) and the weight filtration W on GrF
(λ0),E(λ0)(V ). We have u(vi) ∈ R×C such
that k(λ0, u(vi)) = deg
F (λ0),E(λ0)(vi). We put k(vi) := deg
W (vi). Let h be the hermi-
tian metric given as follows:
h(vi, vj) := δi,j |z|−2p(λ,u(vi)) (− log |z|)k(vi)
Note −1 < p(λ0, u(vi)) ≤ 0 for each i. Recall p(λ, u(vi)) = a(vi) + Re(λα(vi)), where
u(vi) = (a(vi), α(vi)) ∈ R×C. Hence, if p(λ0, u(vi)) < 0, we may and will assume that
p(λ, u(vi)) < 0 on K. If p(λ0, u(vi)) = 0 and u(vi) 6= (0, 0), we have p(λ, u(vi)) > 0 on
an open subset whose closure contains λ0. If u(vi) = (0, 0), p(λ, u(vi)) is constantly
0.
Note if h′ comes from another choice of v′, the metrics h and h′ are mutually
bounded. In the following, we will use the metric g˜p := gp + dλ dλ and the induced
volume form dvolg˜ for the base space X \ D.
5.3.1.1. Condition for a holomorphic section to be L2. — Let f =
∑
fi vi be a
holomorphic section on an open subset U of K ×X∗. Let us describe the condition
for f to be L2 on a neighbourhood of (λ,O) ∈ D. By the orthogonality, we have only
to consider each fi vi.
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p(λ, u(vi)) < 0 : fi is holomorphic at (λ,O).
u(vi) = (0, 0), k(vi) ≤ 0 : fi is holomorphic at (λ,O).
u(vi) = (0, 0), k(vi) > 0 : fi is holomorphic at (λ,O) and fi(λ,O) = 0.
p(λ, u(vi)) = 0, u(vi) 6= (0, 0) : fi is holomorphic at (λ,O), and fi(λ, 0) = 0.
p(λ, u(vi)) > 0 : fi is holomorphic at (λ,O), and fi(λ, 0) = 0.
We have similar conditions for a holomorphic section fi vi dz/z of V ⊗ Ω1,0 to be L2
with respect to (h, gp).
p(λ, u(vi)) < 0 : fi is holomorphic at (λ,O).
u(vi) = (0, 0), k(vi) ≤ −2 : fi is holomorphic at (λ,O).
u(vi) = (0, 0), k(vi) > −2 : fi is holomorphic at (λ,O) and fi(λ,O) = 0.
p(λ, u(vi)) = 0, u(vi) 6= (0, 0) : fi is holomorphic at (λ,O), and fi(λ, 0) = 0.
p(λ, u(vi)) > 0 : fi is holomorphic at (λ,O), and fi(λ, 0) = 0.
5.3.1.2. Remark. — Let U be a subset of K×X∗. Let f be a C∞-section of V ⊗p∗λΩp
on U . We say that f is λ-holomorphic, if ∂λf = 0. Assume U = K × X∗(R), for
simplicity. Assume that f is λ-holomorphic. We have the expression f =
∑
fi vi. We
have −∂λ∂λ log |fi vi|2h,g˜p = 0. Hence, |f |2h,g˜p is subharmonic with respect to λ. It
implies the following, for any λ-holomorphic C∞-section f which is L2 with respect
to h and g˜p:
1. The restrictions f|{λ}×X∗(R) are also L2. Moreover, when we fix a compact
subset K1 of the interior of K, there exists a constant C1 > 0 such that
‖f|{λ}×X∗(R)‖h,gp ≤ C1 ‖f‖h,g˜p for any λ ∈ K1. The constant C1 is independent
of R.
2. For any  > 0, we take a small R′ such that
∥∥f|K×X∗(R′)∥∥h,g˜p < . Then, for
any λ ∈ K1, we obtain ‖f|{λ}×X∗(R′)‖h,gp ≤ C1 . Hence, for the expression
f =
∑
fi vi, we can show the continuity of the function from K to the space of
L2-forms on X∗(R) given by λ 7−→ fi|{λ}×X∗(R) |vi|h, for example. (The claim
2 follows from 1.)
Note if a hermitian metric h′ is mutually bounded with h, then the claims 1 and 2
above also hold for h′, although |f |2h′,g˜p is not necessarily subharmonic with respect
to λ.
5.3.2. Sheaves of L2-sections. —
5.3.2.1. λ-holomorphic L2-sections and holomorphic L2-sections. — The family of
λ-connections D of V and the differential λ∂X + ∂X of Ω•X induce the differential of
the λ-holomorphic C∞-sections of V ⊗ p∗λΩ•X on open subsets of X ∗, which is also
denoted by D. We shall introduce a complex of sheaves L•poly(V∗,D)(U) on X , which
is an extension of the sheaf of λ-holomorphic C∞-sections of V ⊗ Ω•.
For any open subset U of K, let Lppoly(V∗,D)(U) be the space of λ-holomorphic
C∞-sections τ of V ⊗ Ωp on open subsets U∗ with the following property:
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– τ and Dτ are L2 and of polynomial order locally on U with respect to h and g˜p.
Thus, we obtain a complex of sheaves L•poly(V∗,D) on X (λ0).
Let Lphol(V∗,D) (p = 1, 2) be the subsheaf of Lppoly(V∗,D), which consists of holo-
morphic (p, 0)-forms. We will show the following proposition in Section 5.4.2–5.4.5.
Proposition 5.3.1. — The natural inclusion ϕ0 : Lphol(V∗,D) −→ Lppoly(V∗,D) is a
quasi isomorphism.
5.3.2.2. Algebraically determined sheaf. — We shall give a rather algebraic descrip-
tion of the complexes up to quasi isomorphisms. Let X ′ and ϕn be as in Section 5.1.1.
We put D′ := {O′} and X ′ := K ×X ′ and D′ := K × D′. Recall that we have the
induced good family of filtered λ-flat bundles on (X ′,D′) as in Section 2.5.3.3, which
is denoted by (V ′∗ ,D
′). It is easy to see that (V ′∗ ,D
′) also has the KMS-structure at
λ0 if we shrink K appropriately. If we choose n appropriately, we have the irregular
decomposition:
(V ′∗ ,D
′)|D̂′ =
⊕
a∈Irr(D′)
(
V̂ ′a∗,D
′
a
)
Since V̂ ′0∗ and
⊕
a6=0 V̂
′
a∗ are Gal(X ′/X)-equivariant, we have the descent to D̂ which
are denoted by V̂reg and V̂irr, respectively.
Let a ∈ R and a ∈ Irr(D′). We use the notation in Section 2.8.2. We have the
generalized eigen decomposition
GrF
(λ0)
a (V̂
′
a) =
⊕
u∈K(a)
Ee(λ,u)Gr
F (λ0)
a (V̂
′
a),
where the restriction of Res(D)− e(λ, u) to Ee(λ,u)GrF
(λ0)
a (V̂
′
a) are nilpotent. We have
the weight filtrationW of the nilpotent part of GrF
(λ0)
a Res(D
′) on Ee(λ,u)Gr
F (λ0)
a
(
V̂ ′a
)
and GrF
(λ0)
a
(
V̂ ′a
)
.
For any a 6= 0, let S(V̂ ′a∗⊗Ω0,0X′ ) denote the pull back ofW−2E− ord(a)λGrF (λ0)ord(a)(V̂ ′a)
via the projection ord(a)V̂
′
a −→ GrF
(λ0)
ord(a)
(
V̂ ′a
)
. Let S(V̂ ′a∗ ⊗ Ω1,0X′ ) denote the pull back
of W−2E0GrF
(λ0)
0
(
V̂ ′a
)
via the projection V̂ ′adz
′/z′ −→ GrF (λ0)0
(
V̂ ′a
)
. The descent of⊕
a6=0 S(V̂ ′a∗ ⊗ Ωp,0X′ ) is denoted by S(V̂irr ∗ ⊗ Ωp,0X ).
Let S(V̂0∗⊗Ω0,0X ) denote the inverse image of W0E0GrF
(λ0)
0
(
V̂0
)
via the projection
V̂0 −→ GrF
(λ0)
0
(
V̂0
)
. Let S(V̂0∗⊗Ω1,0X ) denote the inverse image ofW−2E0GrF
(λ0)
0 V̂0
via the projection V̂0dz/z −→ GrF
(λ0)
0 V̂0.
Thus, we obtain lattices S(V̂∗ ⊗ Ωp,0X ) = S(V̂0∗ ⊗ Ωp,0X ) ⊕ S(V̂irr ∗ ⊗ Ωp,0X ) of
(
V ⊗
p∗λΩ
p,0
X (∗D)
)
|D̂. They induce lattices S(V∗ ⊗ Ω
p,0
X ) of V ⊗ p∗λΩp,0X (∗D). The family of
λ-connections D on V∗ and the differential λdX on Ω
•,0
X induce D : S(V∗ ⊗ Ω0,0X ) −→
S(V∗ ⊗ Ω1,0X ). Thus, we obtain a complex of sheaves S(V∗ ⊗ Ω0,0X ) D−→ S(V∗ ⊗ Ω1,0X ).
We will show the following lemma in Section 5.4.3.
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Lemma 5.3.2. — We have a natural inclusion S(V∗ ⊗ Ω•,0X ) −→ L•hol(V∗,D). It is
a quasi isomorphism. If λ0 is generic, moreover, it is an isomorphism.
5.3.3. Variants in the case λ0 6= 0. — We shall introduce complexes of sheaves
L˜ppoly(V∗,D) and L
p
poly(V∗,D) on X , which are extensions of the sheaf of λ-holomorphic
C∞-sections of V ⊗ Ω• on X ∗. Although they can be given as in Section 5.1.2, we
define them in a slightly different but equivalent way. We assume λ0 6= 0.
5.3.3.1. Decomposition. — We have the full reduction GrF˜a (
V ′) for a ∈ Irr(D). We
take a frame va of Gr
F˜
a (
V ′) compatible with the induced decomposition E(λ0), the in-
duced filtration F (λ0), and the weight filtrationW on GrE
(λ0),F (λ0)
(V ′). For each g ∈
Gal(X ′/X), we have a naturally induced isomorphism g : GrF˜a (V ′) −→ GrF˜g a(V ′).
We assume g∗va = vg∗a for any g ∈ Gal(X ′/X).
Let S be a small sector in X ′ \ D′, and let S denote its closure in the real blow
up X˜ ′(D′). When S is small, we have the full Stokes filtration F˜S of V ′|S , and we
can take a D-flat splitting V ′|S =
⊕
a V
′
a,S . We have the holomorphic lift va,S of va to
V ′a,S .
By shrinking K, we take a covering X ′ \ D′ = ⋃Mj=1 Sj by small sectors with the
following property:
– Each Sj is the product of a small sector of X
∗(R) and K.
– We have the full Stokes filtrations F˜Sj , flat splittings V ′|Sj =
⊕
Va,Sj , and lifts
va,Sj of va to Va,Sj .
– We may assume that g−1(Sj) is the same as some Si(j,g) for any g ∈ Gal(X ′/X)
and j, and g∗ va,Sj = vg∗a,Si(g,j) .
By gluing them as in Section 3.6.8.2, we obtain a C∞-frame vC∞ =
(
va,C∞
)
of V ′
on X . We may assume the following:
– g∗va,C∞ = vg∗a,C∞ for g ∈ Gal(X˜/X). In particular, v0,C∞ is Gal(X˜/X)-
equivariant, which induces a tuple of sections of V on X \D. It is also denoted
by v0,C∞ .
– va,C∞ are λ-holomorphic.
Let V ′irr,C∞ be the C
∞-subbundle of V ′|X ′\D′ generated by va,C∞ (a 6= 0), and
let V ′reg,C∞ be the C
∞-subbundle of V ′|X ′\D′ generated by v0,C∞ . Since they are
Gal(X ′/X)-equivariant, they induce a decomposition V|X\D = Vreg,C∞ ⊕ Virr,C∞ .
The decomposition is λ-holomorphic. Note that it is not canonical.
Lemma 5.3.3. — Let S be any small sector of X ′ \ D′ such that we have the full
Stokes filtration F˜S of V ′|S. Let Z := S ∩ pi−1(D), where pi denotes the projection of
X˜ ′(D′) to X ′. Let V ′ =⊕a Va,S be any splitting of F˜S. Let va,S be any holomorphic
lift of va to Va,S , and let vS = (va,S).
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Let C be determined by vS = vC∞ (I +C). Corresponding to the decomposition of
the frames, we have the decomposition C =
(
Ca,b
)
. Then, the following holds:
– C
a,b|Ẑ = 0.
– Ca,b = 0 unless a ≤S b.
– Ca,b exp
(
λ−1(a − b)) is O(|z|−N) for some N in the case a <S b.
Proof It can be shown using the same argument as that in the proof of Lemma
3.6.26.
For any local C∞-section τ of V ⊗ Ωp, we have the corresponding decompositions
τ = τreg,C∞ + τirr,C∞ and Dτ = (Dτ)reg,C∞ + (Dτ)irr,C∞ .
5.3.3.2. Complexes. — For any open U ⊂ X , let L˜ppoly(V∗,D)(U) denote the space of
λ-holomorphic C∞-sections τ of V ⊗Ωp on U∗ such that the following estimates hold
for g˜p and h:
(a1) : τirr,C∞ and (Dτ)irr,C∞ are of polynomial order locally on U .
(a2) : τreg,C∞ and (Dτ)reg,C∞ are L2 and of polynomial order locally on U .
Let Lppoly(V∗,D)(U) denote the space of λ-holomorphic C∞-sections τ of V ⊗ Ωp on
U∗ such that the following estimates hold for h and g˜p:
(b1) : τirr,C∞ and (Dτ)irr,C∞ are O
(|z|N) for any N locally on U .
(b2) : τreg,C∞ and (Dτ)reg,C∞ are L2 and of polynomial order locally on U .
Thus, we obtain the complexes of sheaves L˜•poly(V∗,D) and L
•
poly(V∗,D). The following
lemma is clear from Lemma 5.3.3.
Lemma 5.3.4. — On the germ of neighbourhoods of (λ0, O) in X , the complexes of
sheaves L˜•poly(V∗,D) and L
•
poly(V∗,D) are well defined, i.e., they are independent of
the choices of covering X \ K = ⋃Si, flat splittings on Si of FSi and C∞-gluings of
them.
We will show the following proposition in Sections 5.4.6 and 5.4.7.
Proposition 5.3.5. — The natural morphisms
L•poly(V∗,D) ϕ2−→ L•poly(V∗,D) ϕ1−→ L˜•poly(V∗,D)
are quasi isomorphisms.
5.3.4. Deformation of the Stokes structure. — Assume λ0 6= 0. We consider
family versions of the complexes in Section 5.1.3.
5.3.4.1. Construction of a metric. — Let us take a finite covering X \D = ⋃Mj=1 Sj as
in Section 5.3.3. Let T = T (λ) := 1+ |λ|2, and F (T )Sj :=
⊕
a exp
(
(1−T )λ−1a) idVa,Sj .
We consider the metric h
(T )
Sj
(u, v) := h
(
F
(T )
Sj
(u), F
(T )
Sj
(v)
)
. By gluing h
(T )
Sj
in C∞, we
obtain a C∞-metric h(T ) of V ′|X ′\D′ . We may assume that it is Gal(X
′/X)-equivariant.
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The induced metric of V|X\D is also denoted by h(T ). Note that the restrictions of
the metrics h(T ) and h to Vreg,C∞ are mutually bounded.
Remark 5.3.6. — h(T ) is not obtained as a metric for a good family of filtered λ-flat
bundles as in Section 5.3.1. The specialization of h(T ) to {λ} × X is obtained as a
metric for the good filtered λ-flat bundle (V λ∗ ,D
λ)(T (λ)). (See Section 5.3.5.2 for V λ∗ .)
5.3.4.2. Complexes. — For any open U ⊂ X , let Lppoly(V, h(T ))(U) be the space of
λ-holomorphic C∞-sections τ of V ⊗ Ωp on U∗ with the following growth estimate
with respect to h(T ) and g˜p locally on U :
(c1) : τirr,C∞ and (Dτ)irr,C∞ are O(|z|N ) for any N > 0.
(c2) : τreg,C∞ and (Dτ)reg,C∞ are L2 and of polynomial order. (Equivalently, they
are L2 and of polynomial order with respect to h and g˜p.)
Let Lppoly(V, h, h(T ))(U) be the space of λ-holomorphic C∞-sections τ of V ⊗Ωp with
the following property:
(d1) : τirr,C∞ and (Dτ)irr,C∞ are O(|z|N ) for any N > 0 locally on U , with respect
to both (h, g˜p) and (h
(T ), g˜p).
(d2) : τreg,C∞ and (Dτ)reg,C∞ satisfy the conditions (c2).
Thus, we obtain complexes of sheaves L•poly
(
V, h(T )
)
and L•poly
(
V, h, h(T )
)
. The fol-
lowing lemma is clear from Lemma 5.3.3.
Lemma 5.3.7. — L•poly
(
V, h(T )
)
and L•poly
(
V, h, h(T )
)
are well defined for (V∗,D)
on the germ of neighbourhoods of (λ0, O) in X .
5.3.4.3. Statement. — We will prove the following lemma in Section 5.4.7.
Proposition 5.3.8. — The naturally defined morphisms
L•poly(V∗,D) ←−−−− L
•
poly(V, h, h
(T )) −−−−→ L•poly(V, h(T ))
are quasi isomorphisms.
5.3.5. Complement for varying λ. — Assume λ0 6= 0. Let λ1 ∈ K. We take a
small neighbourhood K1 of λ1 in K, and we put X (λ1) := K1 ×X . We have the good
family of filtered λ-flat bundles V
(λ1)∗ obtained from V∗, as explained in Section 2.8.2.
If we construct h1 for V
(λ1)∗ as above, h1 and h|X (λ1) are mutually bounded.
5.3.5.1. By the previous procedures, we obtain complexes of sheaves on X (λ1):
S(V (λ1)∗ ⊗ Ω•,0), L•poly(V (λ1)∗ ,D), L˜•poly(V (λ1)∗ ,D), L•poly(V (λ1)∗ ,D)
By construction, L•poly(V (λ1)∗ ,D), L˜•poly(V (λ1)∗ ,D) and L
•
poly(V
(λ1)∗ ,D) are the same as
the restrictions of L•poly(V∗,D), L˜•poly(V∗,D) and L
•
poly(V∗,D) to X (λ1), respectively.
The sheaves for (V
(λ1)∗ ,D) as in Section 5.3.4 are also the same as the restriction of
the sheaves for (V∗,D).
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We have the following commutative diagram:
S(V∗ ⊗ Ω•,0)|X (λ1) −−−−→ L•poly(V∗,D)|X (λ1)
ρ1
y =y
S(V (λ1)∗ ⊗ Ω•,0) −−−−→ L•poly(V (λ1)∗ ,D)
It is easy to see that ρ1 is a quasi isomorphism. (See the proof of Lemma 5.3.2.2.)
5.3.5.2. Let X λ1 := {λ1} ×X . By considering the specialization at X λ1 , i.e., taking
the cokernel of the multiplication of λ− λ1, we obtain a good filtered λ1-flat bundle
(V λ1∗ ,D
λ1) := (V
(λ1)∗ ,D)|Xλ1 . We obtain the complex of sheaves, as in Section 5.1:
S(V λ1∗ ⊗ Ω•,0), L•poly(V λ1∗ ,Dλ1), L•poly(V λ1∗ ,Dλ1)
The restriction of h to X λ1 is denoted by hλ1 . We also obtain the following complexes
of sheaves:
L•poly(V λ1 , hλ1 , h(T (λ1))λ1 C∞ ), L
•
poly(V
λ1 , h
(T (λ1))
λ1,C∞
)
By taking the specialization at λ1, we obtain the following commutative diagrams,
which will be used in Section 18.2.
(85)
S(V∗ ⊗ Ω•,0)|Xλ1 −−−−→ L•poly(V∗,D)|Xλ1 ←−−−− L•poly(V∗,D)|Xλ1y y y
S(V λ1∗ ⊗ Ω•,0) −−−−→ L•poly(V λ1∗ ,D) ←−−−− L•poly(V λ1∗ ,D)
(86)
L•poly(V∗,D)|Xλ1 ←−−−− L
•
poly(V∗, h, h
(T ))|Xλ1 −−−−→ L•poly(V∗, h(T ))|Xλ1y y y
L•poly(V λ1∗ ,D) ←−−−− L
•
poly(V
λ1∗ , hλ1 , h
(T (λ1))
λ1,C∞
) −−−−→ L•poly(V λ1∗ , h(T (λ1))λ1,C∞ )
5.4. Proof in the family case
Because we will use the almost same arguments as those in Section 5.2, we will
omit some details.
5.4.1. Variant of an estimate in [131]. — Let u = (a, α) such that −1 <
p(λ0, u) ≤ 0, and let k ∈ Z. Let L be a holomorphic line bundle on K ×X∗ with the
holomorphic frame σ and the metric h such that h(σ, σ) = |z|−2p(λ,u) ∣∣log |z|∣∣k. Let
ω = g σ dz/z be a λ-holomorphic C∞-section of L⊗p∗λΩ0,1X on K×X∗(R), which is L2
and of polynomial order with respect to h and g˜p. We have the Fourier decomposi-
tion g =
∑
gn(r, λ) e
√−1nθ. As in Section 5.2.1, we put g(1) :=
∑
m 6=0 gm(r) e
√−1mθ,
and thus we have the decompositions g = g0 + g
(1) and ω = ω0 + ω
(1). Let ∂z and
∂λ denote the natural (0, 1)-operator along X-direction and K-direction, respectively.
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We have a direct consequence of the estimate in [131], which we formulate for the
reference in the subsequent argument.
Lemma 5.4.1. — We have a λ-holomorphic C∞-section τ , which is L2 and of poly-
nomial order with respect to h and g˜p, with the following property:
– We have ∂zτ = ω in the case that one of (p(λ0, u) < 0) or (u = (0, 0), k 6= 1)
holds.
– We have ∂zτ = ω
(1) otherwise.
Proof Note a remark in Section 5.3.1.2. Let ωλ denote the restriction of ω to
{λ} × X∗(R). Let us consider the case in which one of (p(λ0, u) < 0) or (u =
(0, 0), k 6= 1) holds. Applying Φ to each ωλ, we obtain the L2-section Φ(ω) of L.
By construction, it satisfies ∂zΦ(ω) = ω and ∂λΦ(ω) = 0 as a distribution. Then,
it follows that Φ(ω) is C∞ and λ-holomorphic due to standard ellipticity. By using
Sobolev embedding, we obtain Φ(ω) is of polynomial order. (See the last part of the
proof of Lemma 5.2.4.)
If neither (p(λ0, u) < 0) or (u = (0, 0), k 6= 1) are satisfied, we obtain the desired
section by applying Φ(1).
5.4.2. Preliminary. — Let us start the proof of the propositions in Section 5.3.
By an easy argument to use a decent, we can reduce the problem to the unramified
case. Therefore, we may and will assume that (V∗,D) is unramified. We use the polar
coordinate z = r e
√−1θ. We may assume the following for the frame v:
1. v is compatible with the irregular decomposition in N -th order for some large
N . (See Section 5.2.3.)
2. Let Na,α,a be the nilpotent part of the endomorphisms on Gr
F (λ0)
a E
(λ0)
α
(
Va|D
)
induced by Res(D). Then, Na,α,a are represented by Jordan matrices with
respect to the induced frames.
We have the irregular value a(vi). We also put a(vi) := deg
F (λ0)(vi), α(vi) :=
degE
(λ0)
(vi) and k(vi) := deg
W (vi). Let u(vi) ∈ R×C be determined by k(λ0, u(vi)) =(
a(vi), α(vi)
)
. We define
B(k) := {vi ∣∣ a(vi) = 0, u(vi) = (0, 0), k(vi) = k}∪{
vi
∣∣ a(vi) = 0, (a(vi), α(vi)) 6= (0, 0)}.
Let A be determined by Dv = vA. Let Γ be the diagonal matrix whose (i, i)-entries
are
e
(
λ, u(vi)
)
dz/z + da(vi).
We put A0 := A− Γ. We use the symbol FA to denote the section of End(V )⊗ Ω1,0
determined by FA(v) = vA. We use the symbol FA0 in a similar meaning. Then,
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FA0 is bounded with respect to h and g˜p. We have the following decomposition:
A0 =
⊕
a,α,a
Ja,α,a
dz
z
+A′0
dz
z
Here A′0 is holomorphic and FA′0|D strictly decreases the filtration F
(λ0). And Ja,α,a
are constant Jordan matrices and represent Na,α,a with respect to the induced frames
of GrF
(λ0) E(λ0)
a,α
(
Va|D
)
.
The (1, 0)-operator ∂ is defined by ∂
(∑
fi vi
)
=
∑
∂Xfi vi. Then, we have D =
∂ + λ∂ + FA.
5.4.3. Proof of Lemma 5.3.2.2. — Let f =
∑
fi vi dz/z be a section of S(V∗ ⊗
Ω1,0) on an open subset U of X . Let us show that it is L2 around (λ,O) ∈ U ∩ D.
By construction, fi is holomorphic. If p(λ, u(vi)) > 0, we have p(λ0, u(vi)) = 0 and
u(vi) 6= (0, 0). Hence, we have fi(λ,O) = 0. If p(λ, u(vi)) = 0 and u(vi) 6= (0, 0),
we have p(λ0, u(vi)) = 0, and fi(λ,O) = 0 by construction of S(V∗ ⊗ Ω1,0). If
u(vi) = (0, 0) and k(vi) > −2, we have fi(λ,O) = 0 by construction. Hence, f is
L2 by the condition described in Section 5.3.1.1, i.e., S(V∗ ⊗ Ω1,0) ⊂ L1hol(V∗,D).
Similarly and more easily, we can check that a section of S(V∗) is L2. Because
Df ∈ S(V∗ ⊗ Ω1,0) ⊂ L1hol(V∗,D), we obtain f ∈ L0hol(V∗,D). Hence, we obtain a
natural inclusion S(V∗ ⊗ Ω•,0) −→ L•hol(V∗,Dλ).
Assume λ0 satisfies the following condition for the index set T of the KMS-
structure:
(A) : If u ∈ T satisfies p(λ0, u) = 0, then u = (0, 0).
If K is small, we have p(λ, u(vi)) ≤ 0 for any λ ∈ K, and p(λ, u(vi)) = 0 ⇐⇒
p(λ0, u(vi)) = 0⇐⇒ u(vi) = (0, 0). Hence, we obtain that S(V∗⊗Ω1,0) ⊂ L1hol(V∗,D)
is an isomorphism. Let f ∈ L0hol(V∗,D). We have a description f =
∑
fi vi. Because
it is L2, each fi are holomorphic. Then, we can deduce f ∈ S(V∗) from Df ∈
L1hol(V∗,D) = S(V∗ ⊗ Ω1,0). Even if λ0 does not satisfy (A), we obtain that the
inclusion of the germs at (λ0, O) is an isomorphism by the same argument.
Let us show that the inclusion of the germs S(V∗⊗Ω•,0)(λ1,O) −→ L•hol(V∗,D)(λ1,O)
is a quasi isomorphism at each (λ1, O) ∈ D \ {(λ0, O)}. We may assume that (λ1, O)
satisfies (A).
Let K1 ⊂ K be a small neighbourhood of λ1. We put X (λ1) := K1×X . We have the
good family of filtered λ-flat bundles V
(λ1)∗ obtained from V∗, as explained in Section
2.8.2. Then, we obtain complexes of sheaves S(V (λ1)∗ ⊗ Ω•,0) and L•hol(V (λ1)∗ ,D) on
X (λ1), and the following morphisms:
S(V∗ ⊗ Ω•,0)|X (λ1) a−→ S(V (λ1)∗ ⊗ Ω•,0) b−→ L•hol(V (λ1)∗ ,D) = L•hol(V∗,D)|X (λ1)
By the previous consideration, we have already known that (b) is an isomorphism. It
is easy to show a is a quasi isomorphism by a direct computation. Thus, the proof of
Lemma 5.3.2.2 is finished.
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5.4.4. Vanishing of H2(L•poly(V∗,D)). — Let us show H2(L•poly(V∗,D)) = 0. We
have only to show such a claim for the germ at (λ0, O). (See a remark in Section
5.3.5.1. We will omit similar remarks in the following.) Let ω be a λ-holomorphic
C∞-section of V ⊗Ω2, which is L2 with respect to h and g˜p. We have the expression:
ω = f
dz
z
dz
z
, f =
∑
fi vi
Each fi has the Fourier expansion fi =
∑
m∈Z fi,m(r) e
√−1mθ. We set
A(0)(f) :=
∑
vi∈B(−1)
fi,0(r) vi, A(1)(f) := f −A(0)(f).
We have the decomposition f = A(0)(f) + A(1)(f). We have the corresponding
decomposition ω = A(0)(ω) + A(1)(ω). We show the following lemma based on an
idea of Sabbah contained in [104].
Lemma 5.4.2. —
– We have a section τ (1) of L1poly(V∗,D) such that Dτ (1) = A(1)(ω).
– We have a section τ (0) of L1poly(V∗,D) such that A(0)
(
ω − Dτ (0)) = 0.
– In particular, we can take a section τ of L1poly(V∗,D) such that Dτ = ω.
Proof The argument is almost the same as the proof of Lemma 5.2.4. Briefly,
we have only to replace α(vi) with e(λ, u(vi)). We give only an indication. The first
claim follows from Lemma 5.4.1. Let us show the second claim. We give preliminary
arguments.
(A) If a(vi) = 0, a(vi) = 0 and α(vi) 6= 0 hold, let τ1 be given by (74). We have
Dτ1 = FA(fi,0 vi) dz/z. We obtain that τ1 and Dτ1 are L2 and of polynomial order,
by using the estimate for fi,0 vi (dz dz/|z|2). Moreover, we have the following formula:
(87) fi,0 vi · dz dz|z|2 − e
(
λ, u(vi)
)−1
Dτ1 = fi,0 vi
dz dz
|z|2 − e
(
λ, u(vi)
)−1
FA
(
fi,0 vi
)dz
z
= e
(
λ, u(vi)
)−1
FA0
(
fi,0 vi
)dz
z
=:
∑
Bj vj
Because FA0 is bounded, the right hand side of (87) is also L
2 and of polynomial
order. Let us see Bj more closely. If a(vj) = 0, we have the Fourier expansion Bj =∑
m≥0Bj,m(r, λ)e
√−1mθ, and Bj,0(r, λ) = 0 unless
(
a(vj), α(vj)
)
=
(
a(vi), α(vi)
)
and
Na,α,avi|D = vj|D. Note deg
W (vj) < deg
W (vi) for such vj .
(B) Let us consider the case in which a(vi) = 0 and a(vi) 6= 0 hold. Let k be
determined by a(vi) =
∑k
j=1 aj(vi)z
−j and ak(vi) 6= 0. Let τ1 be given as in (77),
which is L2 and of polynomial order with respect to h and g˜p. And, we have the
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following equality, as in the proof of Lemma 5.2.4:
(88) D(τ1) = FA
(
zk fi,0 vi
dz
z
)
+ λk zk fi,0 vi
dz dz
|z|2
=
(
z
∂a(vi)
∂z
+ e
(
λ, u(vi)
)
+ k λ
)
zk fi,0 vi
dz dz
|z|2 + z
k FA0
(
fi,0 vi
) dz
z
Hence, D(τ1) is also L2 and of polynomial order. Let Bj be determined by the
following:
fi,0 vi
dz dz
|z|2 −
1
−k ak(vi)Dτ1 =:
∑
Bj vj
dz dz
|z|2
If a(vj) = 0, we have Bj =
∑
m>0Bj,m(r) e
√−1mθ.
(C) Let us consider the case in which a(vi) = 0, a(vi) = 0, α(vi) = 0 and k(vi) = −1
hold. Let i(1) be determined by N0,0,0vi(1)|D = vi|D in Gr
F (λ0),E(λ0)
(0,0) (V ). Let τ1 be
given by (79). Then, it is L2 and of polynomial order, and we have the following:
D(τ1) = fi,0 vi
dz dz
|z|2 + FA′0(τ1)
Hence, D(τ1) is also L2 and of polynomial order. Let Bj be determined by the
following:
fi,0 vi
dz dz
|z|2 − D(τ1) =
∑
Bj vj
dz dz
|z|2
If a(vj) = 0, we have Bj =
∑
m>0Bj,m(r) e
√−1mθ.
By using the above preliminary arguments (A), (B) and (C) with an easy induction,
we can show the second claim of Lemma 5.4.2.
5.4.5. Morphisms Hj(ϕ0) for j = 0, 1. — Let us show that Hj(ϕ0) (j = 0, 1) are
quasi-isomorphisms. Let ω be a section of L1poly(V∗,D) such that Dω = 0. We have
the expression ω = f1,0 dz/z + f0,1 dz/z. We set
A(0)(f0,1) =
∑
vi∈B(1)
f
(0,1)
i,0 (r) vi, A(1)(f0,1) := f0,1 −A(0)(f0,1).
We have the decomposition f0,1 = A(0)(f0,1)+A(1)(f0,1). We have the corresponding
decomposition ω0,1 = A(0)(ω0,1) +A(1)(ω0,1).
Lemma 5.4.3. —
– There exists a λ-holomorphic C∞-section τ (1) of V such that (i) L2 and of
polynomial order, (ii) ∂τ (1) = A(1)(ω0,1).
– We have a λ-holomorphic C∞-section τ (0) of V such that (i) L2 and of polyno-
mial order, (ii) A(0)(ω0,1 − ∂τ (0)) = 0.
As a result, we can take a λ-holomorphic C∞-section τ of V such that (i) L2 and of
polynomial order, (ii) ∂τ = ω0,1.
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Proof The argument is almost the same as the proof of Lemma 5.2.5. We have
only to replace α(vi) with e(λ, u(vi)). The first claim follows from Lemma 5.4.1. Let
Cj be the functions determined by the following:
FA0
(
f0,1dz/z
)
=
∑
Cj vj
dz dz
|z|2
From Dω = 0, we obtain the following relation by taking the vi-component:
(89) λ∂f0,1i vi
dz
z
+ f0,1i
(
da(vi) + e
(
λ, u(vi)
)dz
z
)
vi
dz
z
+ ∂f1,0i vi
dz
z
+ Civi
dz dz
|z|2 = 0
We use the Fourier expansion Cj =
∑
Cj,m e
√−1mθ. We give some preliminary argu-
ments.
(A) Let us consider the case that a(vi) = 0 and a(vi) 6= 0 hold. Let k be determined
by a(vi) =
∑k
j=1 aj(vi) z
−j and ak(vi) 6= 0. By looking at the e−
√−1kθ-component of
(89), we obtain (82), with e(λ, u(vi)) instead of α(vi), as in the proof of Lemma 5.2.5.
Let ρ be given by (83). If K is sufficiently small, we have ∫ |ρ|2hr−2 dvolg˜p < ∞ for
some  > 0. By Lemma 5.4.1, we can take a λ-holomorphic C∞-section ρ1 such that
(i) ρ1 |z|− is L2 and of polynomial order, (ii) ∂ρ1 = ρ. Note (84). Hence, we have
a λ-holomorphic C∞-section τ2 such that (i) τ2 is L2 and of polynomial order with
respect to h and g˜p, (ii) f
0,1
i,0 vi dz/z = ∂τ2.
(B) We can argue the case in which a(vi) = 0, a(vi) = 0 and α(vi) 6= 0 hold, by using
the method in the part (B) of the proof of Lemma 5.2.5. We have only to replace
α(vi) with e(λ, u(vi)).
(C) We can argue the case in which a(vi) = 0, a(vi) = 0, α(vi) = 0 and k(vi) = 1
hold, by using the method in the proof of Lemma 5.2.5.
It is easy to obtain Lemma 5.4.3 by using the above considerations.
We put ρ := ω − Dτ on X \ D, which gives a holomorphic section of V ⊗ Ω1,0 on
X \ D. We have the decomposition ρ =∑ ρi, where each ρi is the product of vi and
a holomorphic (1, 0)-form on X \ D.
Lemma 5.4.4. — Let l(vi) ∈ Z≥ 0 be determined as follows:
– We put l(vi) := − ord(a(vi)) + 1 in the case a(vi) 6= 0.
– We put l(vi) := 1 in the case that a(vi) = 0 and u(vi) 6= (0, 0) hold.
– We put l(vi) := 0 otherwise.
Then, zl(vi)ρi is L
2 with respect to h and g˜p. In the second case, (− log |z|)−1ρi is
L2, more strongly.
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Proof We consider differentials only along the direction of X in the following
argument. Let δ′ denote the (1, 0)-operator determined by h and ∂. Let B be deter-
mined by δ′v = vB. Then, B is diagonal, and the (i, i)-entries are as follows:
−p(λ, u(vi))dz
z
+
k(vi)
−2 log |z|
dz
z
The curvature R(h) of ∂ + δ′ is expressed by the diagonal matrix with respect to the
frame v, whose (i, i)-entries are −k(vi) |z|−2(− log |z|2)−2dz dz. Hence, δ′τ is also C∞
and of polynomial order. (See the argument in the proof of Lemma 7.4.11.)
Let D(1,0) denote the (1, 0)-part of D. We put G := D(1,0) − λδ′, which is a
section of End(V ) ⊗ Ω1,0. Let A1 be determined by Gv = vA1. Then, we have the
decomposition A1 = Γ
′ + C, where FC is bounded with respect to h and g˜p, and Γ′
is the diagonal matrix whose (i, i)-entries are as follows:
da(vi) +
(
e
(
λ, u(vi)
)
+ λ p(λ, u(vi))
)dz
z
We have the decomposition ρ = ω1,0− λδ′τ − λFC(τ)− λFΓ′ (τ). Note that ω1,0−
λδ′τ − λFC(τ) is L2 and of polynomial order with respect to h and gp. Then, the
claim of Lemma 5.4.4 follows.
Let Γ and A0 be as in Section 5.4.2. We put D0 := D− FΓ. We have D0v = vA0.
Recall FA0 is bounded with respect to h and g˜p.
– In the case a(vi) 6= 0, we have a holomorphic section κi such that (i) L2 and of
polynomial order with respect to h and g˜p, (ii) ρi =
(
da(vi)+e(λ, u(vi))dz/z
)
κi.
Note that D0(κi) is also L2 and of polynomial order with respect to h and g˜p.
– If a(vi) = 0 and a(vi) < 0 hold, we have (− log |z|2)−1 ρi is L2. Then, we obtain
that ρi is a section of S
(
V∗ ⊗ Ω1,0,D
)
from the holomorphic property.
– If a(vi) = 0, a(vi) = 0 and α(vi) 6= 0 hold, we have z ρi is L2. Hence, we have
the L2-holomorphic section κi such that e(λ, u(vi))κidz/z = ρi. Note D0(κi) is
also L2.
– If a(vi) = 0, a(vi) = 0 and α(vi) = 0 hold, we have ρi is contained in S
(
V∗ ⊗
Ω1,0,D
)
.
Hence, we obtain the following lemma.
Lemma 5.4.5. — There exists a section ν of L0poly(V∗,D) such that ω − Dν is a
holomorphic (1, 0)-form.
From Lemma 5.4.5, it is easy to obtain that H1(ϕ0) is an isomorphism. It is easy to
show that H0(ϕ0) is an isomorphism. Thus the proof of Proposition 5.3.1 is finished.
5.4.6. The morphism ϕ1. — Let us show that ϕ1 in Proposition 5.3.5 is a quasi
isomorphism. We have only to show that the induced morphism S(V∗ ⊗ Ω•,0) −→
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L˜poly(V∗,D) is a quasi-isomorphism. We have only to show it for the germ at (λ0, O).
By an easy argument to use a descent with respect to the ramified coveringX ′ −→ X ,
we may and will assume that (V∗,D) is unramified. Let va and va,C∞ be as in Section
5.3.3. Let Ra be determined by Dva = va (da + Ra). Let C be determined by the
following:
DvC∞ = vC∞
(⊕(
da +Ra
)
+ C
)
Then, C is λ-holomorphic, and it satisfies C = O
(|z|N) for any N > 0. Let D′ be the
family of flat λ-connections determined by the following:
D′vC∞ = vC∞
(⊕(
da +Ra
))
The (0, 1)-part of D′ is denoted by ∂
′
. We put F := D − D′, and then we have
|F |h = O
(|z|N) for any N > 0. We obtain a complex of sheaves L˜•poly(V∗,D′) from D′
as in Section 5.3.3. As sheaves, we have L˜ppoly
(
V∗,D′
)
= L˜ppoly
(
V∗,D
)
for p = 0, 1, 2.
Lemma 5.4.6. — For any ω ∈ L˜2poly(V∗,D), we can take τ ∈ L˜1poly(V∗,D) such that
D′τ = ω.
Proof We have only to consider the case in which D has a unique irregular value
a. In the case a = 0, we may apply the results in Section 5.4.4. In the case a 6= 0, we
have only to use Lemma 5.2.3, for example.
Lemma 5.4.7. — For any ω ∈ L˜2poly(V∗,D), we can take τ˜ ∈ L˜1poly(V∗,D) such that
Dτ˜ = ω.
In particular, we obtain the vanishing of H2 of L˜•poly(V∗,D).
Proof Take τ as in Lemma 5.4.6. We have ω − Dτ = O(|z|N ) for any N . Take
some large M . According to Lemma 5.2.3, we can take a section κ of V ⊗ Ω1,0 such
that (i) ∂κ = ω−Dτ , (ii) |κ| = O(|z|M ). We have κ ∈ L˜1poly(V∗,D), and D(τ+κ) = ω.
Thus, we obtain Lemma 5.4.7
Let ω ∈ L˜1poly(V∗,D) such that Dω = 0. We have D′ω = −F ω = O(|z|N ) for any
N . Hence, we can take a large M > 0 and a λ-holomorphic C∞-section κ of V ⊗Ω1,0
such that ∂
′
κ = D′ω and |κ| = O(|z|M ). We put ω′ := ω − κ, and then D′ω′ = 0.
Note that the (0, 1)-parts of ω and ω′ are equal.
Lemma 5.4.8. — There exists a local section τ ∈ L˜0(V∗,D) around (λ0, O) such
that ∂
′
τ = ω0,1.
Proof We may assume that D has a unique irregular value a. In the case a = 0,
we can apply the result in Section 5.4.5. Let us consider the case a 6= 0. We can take
τ such that (i) ∂
′
τ = ω0,1, (ii) |τ | = O(|z|−M ) for some large M . Let us show D′τ
is of polynomial order. Let h′ be the C∞-hermitian metric of V|X (λ0)\D(λ0) such that
h′
(
vC∞,i, vC∞,j
)
= δi,j . Note that h
′ and h are mutually bounded up to polynomial
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order. Let δ′1 be the (1, 0)-operator determined by ∂
′
and h′. We consider differentials
only along the direction of X . Note that zM1 ω0,1 and zM1 τ are bounded for some
large M1. We also have ∂
′
(zM1 τ) = zM1 ω0,1. Since the curvature of R(h, ∂
′
) is 0, it
can be shown that δ′1(z
M1 τ) is L2 uniformly for λ. (See the proof of Lemma 7.4.11,
for example.) Thus, we obtain that zM1 δ′1τ is L
2 uniformly for λ. Taking large M2,
we obtain zM2 (δ′1τ − ω1,0) is also L2 uniformly for λ.
Since ω1,0−δ′1τ is holomorphic with respect to ∂
′
, we obtain δ′1τ−ω1,0 = O(|z|−M3)
for some large M3. Then, we obtain the desired estimate for δ
′
1τ .
Lemma 5.4.9. — We can take a section τ˜ ∈ L˜0poly(V∗,D) such that ∂τ˜ = ω0,1
Proof Let τ be as in Lemma 5.4.8. We have Dτ − D′τ = F τ = O(|z|N ) for
any N > 0. Because of Lemma 5.2.3, we can take a section ν of V such that (i)
|ν| = O(|z|M) for some large M > 0, (ii) ∂ν = F 0,1 τ . Let δ′ be the (1, 0)-operator
determined by h and ∂. We consider the differentials only in the direction of X . Since
the curvature R(h, ∂) is uniformly bounded with respect to h and gp, it can be shown
that δ′ν is L2 uniformly for λ. If M is sufficiently large,
(
D(1,0) − λδ′)ν is O(|z|M/2).
We put ρ =
∑
ρa := ω − κ− Dτ + Dν. Then, we obtain that (i) ρ is a holomorphic
section of V ⊗ Ω1,0, (ii) zM1 ρa (a ∈ Irr(D)) are L2 for some large M1 with respect
to g˜p and h uniformly for λ, (iii) ρ0 is L
2 with respect to h and g˜p uniformly for λ.
Hence, we obtain ν ∈ L˜0poly(V∗,D). Thus, Lemma 5.4.9 is proved.
Let S˜(V∗ ⊗ Ωp,0) be the sheaf of meromorphic sections τ of V ⊗ Ωp,0 with the
following property:
– Let τ|D̂ = τ̂reg+ τ̂irr be the decomposition corresponding to the irregular decom-
position. Then, τ̂reg is contained in S
(
V̂reg ∗ ⊗ Ωp,0
)
.
By using Lemma 5.4.7 and Lemma 5.4.9, it is easy to show that the natural in-
clusion S˜(V∗ ⊗ Ω•,0) −→ L˜poly(V∗,D) is a quasi isomorphism. It is also standard
and easy to show that the natural inclusion S(V∗ ⊗Ω•,0) −→ S˜(V∗ ⊗Ω•,0) is a quasi
isomorphism. Hence, we obtain that ϕ1 is a quasi isomorphism. Thus, a half of
Proposition 5.3.5 is finished.
5.4.7. Proof of Propositions 5.3.5 and 5.3.8. — Let pi : X˜ (D) −→ X denote
the projection. For any open subset U of X˜ (D), let L˜•poly(V∗,D)X˜ (D)(U), denote
the space of λ-holomorphic C∞-sections τ of V ⊗ Ωp on U \ pi−1(D) such that the
conditions (a1) and (a2) are satisfied. By taking sheafification, we obtain a complex
of sheaves L˜•poly(V∗,D)X˜ (D) on X˜ (D). Similarly, we obtain a complex of sheaves
L•poly(V∗,D)X˜ (D), L
•
poly(V, h
(T ))X˜ (D) and L
•
poly(V, h, h
(T ))X˜ (D) on the real blow up
X˜ (D), corresponding to the sheaves L•poly(V∗,D), L
•
poly(V, h
(T )) and L•poly(V, h, h(T )).
Let S be a small sector in X\D such that we have the full Stokes filtration F˜S of V|S .
Let S denote the closure of S in X˜ (D). We can take a flat splitting V|S =
⊕
Va,S . For
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a λ-holomorphic C∞-section τ of V ⊗Ωp on S, we have the decomposition τ =∑ τa,S
corresponding to V|S =
⊕
Va,S .
Lemma 5.4.10. —
τ is a section of L˜ppoly(V∗,D)X˜ (D) on S, if and only if the following estimate holds
locally on S with respect to h and g˜p:
(a1’) : τa,S and Dτa,S are of polynomial order for a 6= 0.
(a2’) : τ0,S and Dτ0,S are L2 and of polynomial order.
τ is a section of Lppoly(V∗,D)X˜ (D) on S, if and only if the following estimate holds
locally on S with respect to h and g˜p:
(b1’) : τa,S and Dτa,S are O(|z|N ) for any N > 0.
(a2’) : τ0,S and Dτ0,S are L2 and of polynomial order.
τ is a section of Lppoly(V, h(T ))X˜ (D), if and only if the following holds locally on S:
(c1’) : τa,S and Dτa,S are O(|z|N ) for any N > 0 with respect to h(T ) and g˜p.
(a2’) : τ0,S and Dτ0,S are L2 and of polynomial order with respect to h and g˜p.
τ is a section of Lppoly(V, h, h(T ))X˜ (D), if and only if the following holds locally on S:
(d1’) : τa,S and Dτa,S are O(|z|N ) for any N > 0 with respect to both (h(T ), g˜p)
and (h, g˜p).
(a2’) : τ0,S and Dτ0,S are L2 and of polynomial order with respect to (h, g˜p).
Proof It follows from Lemma 5.3.3.
Lemma 5.4.11. — The following natural morphisms are quasi isomorphisms.
L˜•poly(V∗,D)X˜ (D) ←− L
•
poly(V∗,D)X˜ (D)
←− L•poly(V, h, h(T ))X˜ (D) −→ L
•
poly(V, h
(T ))X˜ (D)
Proof We have only to consider the case that D has a unique irregular value a.
If a = 0, the sheaves are the same. Let us consider the case a 6= 0. Let va be as in
Section 5.3.3. We have the lift va,S of va to Va,S . We may take a D-flat frame ua,S
of Va,S . Let Ga be determined by ua,S = va,S Ga. Then, Ga and G
−1
a are bounded
up to polynomial order, uniformly for λ (See Lemma 20.3.3, for example.) Then, we
can show that the vanishing of the higher cohomology sheaves of L˜ppoly(V∗,D)X˜ (D),
Lppoly(V∗,D)X˜ (D), L
p
poly(V, h
(T ))X˜ (D) and L
p
poly(V, h, h
(T ))X˜ (D), by using the results in
Section 20.2.2. The comparison of the 0-th cohomology sheaves are easy. Thus, we
obtain Lemma 5.4.11.
By applying the push-forward to the quasi isomorphisms in Lemma 5.4.11, we
obtain the rest of Proposition 5.3.5 and Proposition 5.3.8.

CHAPTER 6
MEROMORPHIC VARIATION OF TWISTOR
STRUCTURE
One of the main results in this monograph is the reduction from unramifiedly good
wild harmonic bundle to tame harmonic bundle (Theorem 11.2.2). It is convenient
to prepare the procedure for reduction with respect to Stokes filtrations in a more
general situation. That is the main purpose in Section 6.2. We introduce the notion
of meromorphic prolongment of a variation of twistor structure with a symmetric
pairing (Definition 6.2.6), and we explain the procedure to take Gr with respect to
Stokes structure in Section 6.2.5.
In Section 6.1, we give a review on the notion of variation of polarized pure twistor
structure due to Simpson [117] (see also [104], [91] and [93]).
6.1. Variation of polarized pure twistor structure
We recall the notion of twistor structure introduced by Simpson in [117], in our
convenient way. See also [49], [104], [91] and [93].
6.1.1. Some sheaves and differential operators on P1×X. — Let P1 denote a
one dimensional complex projective space. We regard it as the gluing of two complex
lines Cλ and Cµ by λ = µ
−1. We set C∗λ := Cλ − {0}.
Let X be a complex manifold. We set X := Cλ ×X and X 0 := {0}×X . Let Ω˜1,0X
be the C∞-bundle associated to Ω1,0X (logX 0) ⊗ OX (X 0). We put Ω˜0,1X := Ω0,1X , and
we define
Ω˜1X := Ω˜
1,0
X ⊕ Ω˜0,1X , Ω˜•X :=
∧•
Ω˜1X
The associated sheaves of C∞-sections are denoted by the same symbols. Let D˜fX :
Ω˜•X −→ Ω˜•+1X denote the differential operator induced by the exterior differential d of
X .
Let X† denote the conjugate of X . We set X † := Cµ×X†. By the same procedure,
we obtain the C∞-bundles Ω˜•X † with the differential operator D˜
† f
X .
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Their restrictions to C∗λ ×X = C∗µ ×X† are naturally isomorphic:(
Ω˜•X , D˜
f
X
)
|C∗λ×X
=
(
Ω•C∗λ×X , d
)
=
(
Ω˜•X † , D˜
† f
X
)
|C∗µ×X†
By gluing them, we obtain a graded C∞-bundle Ω˜•P1×X with a differential operator
D˜4X .
Remark 6.1.1. — D˜fX and D˜
† f
X are denoted also by d, if there is no risk of confusion.
We have the decomposition Ω˜1P1×X = ξΩ
1
X ⊕ Ω˜1P1 into the X-direction and the P1-
direction. The restriction of D˜4X to the X-direction is denoted by D
4
X . The restriction
to the P1-direction is denoted by dP1 . We have the decomposition
Ω˜1P1 = pi
∗Ω1,0P1 (2 · {0,∞})⊕ pi∗Ω0,1P1 ,
into the (1, 0)-part and the (0, 1)-part, where pi denotes the projection P1×X −→ P1.
We have the corresponding decomposition dP1 = ∂P1 + ∂P1 .
Let σ : P1 −→ P1 be the anti-holomorphic involution given by σ([z0 : z1]) = [−z1 :
z0]. The induced diffeomorphism P1 × X −→ P1 × X is also denoted by σ. The
multiplication on σ∗Ω˜•P1×X is twisted as g ·σ∗(ω) = σ∗
(
σ∗(g) ·ω) for a function g and
a section ω of Ω˜•P1×X . Then, we have the C
∞-isomorphism Φσ : σ∗Ω˜•P1×X ' Ω˜•P1×X
given by the complex conjugate and the ordinary pull back
Φσ(σ
∗ω) = σ∗(ω).
It is easy to check that Φσ ◦σ∗(D˜4X) = D˜4X ◦Φσ. Similar relations hold for D4X and dP1 .
If we are given an additional bundle F , the induced isomorphism F ⊗ σ∗(Ω˜•P1×X) '
F ⊗ Ω˜•P1×X is also denoted by Φσ.
6.1.2. Definitions. —
6.1.2.1. Variation of twistor structure (variation of P1-holomorphic bundle). — Let
V be a C∞-vector bundle on P1×X . We use the same symbol to denote the associated
sheaf of C∞-sections. A P1-holomorphic structure of V is defined to be a differential
operator
d′′P1,V : V −→ V ⊗ pi∗Ω0,1P1
satisfying (i) d′′P1,V (f ·s) = f ·d′′P1,V (s)+∂P1(f) ·s for a C∞-function f and a section s
of V , (ii) d′′P1,V ◦ d′′P1,V = 0. Such a tuple (V, d′′P1,V ) is called a P1-holomorphic vector
bundle.
A T T˜ -structure of (V, d′′P1,V ) is a differential operator
D4V : V −→ V ⊗ ξΩ1X
such that (i) D4V (f · s) = f · D4V (s) + D4X(f) · s for a C∞-function f and a section s
of V , (ii) (d′′P1,V + D
4
V )
2 = 0. Such a tuple (V, d′′P1,V ,D
4
V ) is called a T T˜ -structure in
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[49], or a variation of P1-holomorphic vector bundle in [93]. In this section, we prefer
to call it variation of twistor structure. We will not distinguish them.
If X is a point, it is just a holomorphic vector bundle on P1.
Remark 6.1.2. — We will often omit to specify d′′P1,V when we consider P
1-
holomorphic bundles or variations of twistor structure (variations of P1-holomorphic
bundle).
A morphism of variation of twistor structure
F : (V1, d
′′
P1,V1 ,D
4
V1
) −→ (V2, d′′P1,V2 ,D4V2)
is defined to be a morphism of the associated sheaves of C∞-sections, compatible with
the differential operators. If X is a point, it is equivalent to an OP1-morphism.
6.1.2.2. Some functoriality. — Let (V,D4V ) be a variation of twistor structure. Let
f : Y −→ X be a holomorphic map of complex manifolds. Then, we have the
naturally induced variation of twistor structure f∗(V,D4V ) as in the case of ordinary
connections.
Let σ : P1 −→ P1 be as above. Then, σ∗V is naturally equipped with a P1-
holomorphic structure and a T T˜ -structure D4σ∗V given as follows:(
D4σ∗V + d
′′
σ∗V
)(
Φσ(σ
∗s)
)
= Φσ
(
σ∗
(
(D4V + d
′′
V )s
))
Here, s denotes a section of V ⊗ ξΩ•X . Thus, we obtain the pull back of variation of
twistor structure by σ.
Direct sum, tensor product, and dual for variation of twistor structure are defined
in obvious manners.
6.1.2.3. Variation of pure twistor structure. — Let (V, d′′P1,V ) be a P
1-holomorphic
vector bundle on P1 × X . It is called pure of weight w if the restrictions VP :=
(V, d′′P1,V )|P1×{P} are pure twistor structure of weight w for any P ∈ X , i.e., VP are
isomorphic to direct sums of OP1(w). A variation of twistor structure is called pure
of weight w, if the underlying P1-holomorphic vector bundle is pure of weight w.
6.1.2.4. Example (Tate objects). — Let T(w) be a Tate object in the theory of twistor
structure. (See [117] and Section 3.3.1 of [93].) It is isomorphic to OP1(−2w), and
equipped with the distinguished frames
T(w)|Cλ = OCλ t(w)0 , T(w)|Cµ = OCµ t(w)∞ , T(w)|C∗λ = OC∗λ t
(w)
1 .
The transformation is given by
t
(w)
0 = (
√−1λ)w t(w)1 , t(w)∞ = (−
√−1µ)w t(w)1 .
In particular, (
√−1λ)−2wt(w)0 = t(w)∞ .
We may identify T(w) with OP1
(−w ·0−w ·∞) by the correspondence t(w)1 ←→ 1,
up to constant multiplication. In particular, we will implicitly use the identification
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of T(0) with OP1 by t(0)1 ←→ 1. We will also implicitly use the identification T(m)⊗
T(n) ' T(m+ n) given by t(m)a ⊗ t(n)a ←→ t(m+n)a .
6.1.2.5. Example. — In Section 3.3.2 of [93], we considered a line bundle O(p, q)
on P1 with a natural C∗, which is isomorphic to OP1(p + q) and equipped with the
distinguished frames:
O(p, q)|Cλ = OCλ f (p,q)0 , O(p, q)|Cµ = OCµ f (p,q)∞ , O(p, q)|C∗λ = OC∗λ f
(p,q)
1 .
The transformation is given by
f
(p,q)
0 = (
√−1λ)−p f (p,q)1 , f (p,q)∞ = (−
√−1µ)−q f (p,q)1 .
In particular, (
√−1λ)p+qf (p,q)0 = f (p,q)∞ .
We may identify O(p, q) with OP1(p ·0+ q ·∞) by the correspondence f (p,q)1 ←→ 1,
up to constant multiplication. We will implicitly use the identification O(p, q) ⊗
O(p′, q′) ' O(p + p′, q + q′) given by f (p,q)a ⊗ f (p
′,q′)
a ←→ f (p+p
′,q+q′)
a . We will also
implicitly identify T(w) with O(−w,−w) by t(w)a = f (−w,−w)a for a = 0, 1,∞.
If we forget the natural C∗-actions, O(p, q) and O(p + r, q − r) are identified by
f
(p,q)
κ ←→ f (p+r,q−r)κ for κ = 0,∞. In that case, f (p,q)κ are denoted by f (p+q)κ .
Let X be a complex manifold. We have the pull back of T(w) and O(p, q) via the
map from X to a point. They are denoted by T(w)X and O(p, q)X , respectively. We
will often omit the subscript X , if there is no risk of confusion. For a variation of
twistor structure (V,D4), the tensor product (V,D4)⊗ T(w) is called the w-th Tate
twist of (V,D4).
6.1.2.6. Polarization. — Recall that we have the isomorphism ([93])
ιT(w) : σ
∗T(w) ' T(w),
given by the natural identification σ∗O(−w · 0 − w · ∞) ' O(−w · 0 − w · ∞) via
σ∗(1)←→ 1, or equivalently,
σ∗t(w)1 ←→ t(w)1 , σ∗t(w)0 ←→ (−1)w t(w)0 , σ∗t(w)∞ ←→ (−1)w t(w)∞ .
For a variation of twistor structure (V,D4V ) on P
1 ×X , a morphism
S : (V,D4V )⊗ σ∗(V,D4V ) −→ T(−w)X
is called a pairing of weight w, if it is (−1)w-symmetric in the following sense:
ιT(−w) ◦ σ∗S = (−1)wS ◦ exchange : σ∗V ⊗ V −→ T(−w)X
Here, exchange denotes the natural morphism σ∗V ⊗ V −→ V ⊗ σ∗V induced by the
exchange of the components. It is also called (−1)w-symmetric pairing, if we would
like to emphasize (−1)w-symmetric property.
Let (V,D4V ) be a variation of pure twistor structure of weight w on P
1 ×X . Let
S : (V,D4V ) ⊗ σ∗(V,D4V ) −→ T(−w)X be a pairing of weight w. We say that S is a
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polarization of (V,D4V ), if SP := S|P1×{P} is a polarization of VP := (V, d′′P1)|P1×{P}
for each P ∈ X . Namely, the following holds:
– If w = 0, the induced Hermitian pairing H0(SP ) of H0(P1, VP ) is positive
definite.
– In the general case, the induced pairing SP ⊗ S0,−w of VP ⊗ O(0,−w) is a
polarization of the pure twistor structure. (See Example 2 below for S0,−w.)
When S is a polarization of a pure twistor structure V with weight n, the induced
pairing σ(S) : σ∗(V ) ⊗ V −→ T(−n) and S∨ : V ∨ ⊗ σ∗(V ∨) −→ T(n) are also
polarizations. (See Lemma 3.38 of [93].)
6.1.2.7. Example 1. — The identification ιT(w) induces a flat morphism ST(w) :
T(w) ⊗ σ∗T(w) −→ T(2w). It is a polarization of T(w) of weight −2w.
6.1.2.8. Example 2. — The flat isomorphism ι(p,q) : σ
∗O(p, q) ' O(q, p) in [93]
is given by σ∗f (p,q)0 7−→ (
√−1)p+qf (q,p)∞ , σ∗f (p,q)∞ 7−→ (−
√−1)p+qf (q,p)0 , and
σ∗f (p,q)1 7−→ (
√−1)q−pf (q,p)1 . Hence, we obtain the morphism
Sp,q : O(p, q)⊗ σ∗O(p, q) −→ T(−p− q).
it is a polarization of weight p+ q.
Remark 6.1.3. — It is essential to fix an isomorphism ι : σ∗OP1(1) ' OP1(1) such
that σ∗ι ◦ ι = −1. It is unique up to isomorphism. There could be a choice of a frame
to reduce signatures.
6.1.2.9. Relation with harmonic bundles. — Simpson observed the equivalence be-
tween the notions of variation of polarized pure twistor structure and harmonic bun-
dles. (See [117]. See also [93] and [104].) Let p : P1 × X −→ X be the pro-
jection. Let (E, ∂E , θ, h) be a harmonic bundle on X . We set E4 := p∗E, which
is naturally a P1-holomorphic bundle. It is equipped with the differential operator
D4 := ∂E + λθ† + ∂E + λ−1θ, and (E4,D4) is a variation of pure twistor structure
of weight 0. The polarization S is given by S(u ⊗ σ∗v) := p∗(h)(u, σ∗v).
6.1.3. Gluing construction. — Recall the gluing construction of variation of pure
twistor structure in [117]. See also [93]. We have the decomposition Ω˜1X = ξΩ˜
1
X|X ⊕
Ω˜1Cλ into the X-direction and the Cλ-direction. Let dX denote the restriction of
the exterior differential to the X-direction. Similarly, we have the decomposition
Ω˜1X † = ξΩ˜
1
X|X † ⊕ Ω˜1Cµ , and the restriction of D˜† fX to the X-direction is denoted by
dX† . The notions of Cλ-holomorphic bundles or Cµ-holomorphic bundles are defined
as in the case of P1-holomorphic bundles.
Let (V0, d
′′
Cλ,V0
) be a Cλ-holomorphic bundle on X . A T -structure [49] of V0 is a
differential operator
DfV0 : V0 −→ V0 ⊗ ξΩ1X|X
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satisfying (i) DfV0(f · s) = dXf · s + f · D
f
V0
(s) for a function f and a section s of V ,
(ii)
(
d′′Cλ,V0 + D
f
V0
)2
= 0.
Let (V∞, d′′Cµ,V∞) be a Cµ-holomorphic vector bundle on X †. A T˜ -structure [49]
is defined to be a differential operator
D† fV∞ : V∞ −→ V∞ ⊗ ξΩ1X|X †
satisfying conditions similar to (i) and (ii) above.
Assume that we are given an isomorphism Φ:
(90) Φ : (V0, d
′′
Cλ,V0
,DfV0)|C∗λ×X ' (V∞, d′′Cµ,V∞ ,D
† f
V∞
)|C∗µ×X†
We obtain a C∞-vector bundle V on P1 × X by gluing V0 and V∞ via Φ. By the
condition (90), d′′Cλ,V0 and d
′′
Cµ,V∞
give P1-holomorphic structure d′′P1,V , and D
f
V0
and
D† fV∞ induce the T T˜ -structure D
4
V . Thus, we obtain a variation of twistor structure
(V, d′′P1,V ,D
4
V ).
Conversely, we naturally obtain such (V0, d
′′
Cλ,V0
,DfV0), (V∞, d
′′
Cµ,V∞
,D† fV∞) and Φ
from a variation of twistor structure (V, d′′P1,V ,D
4
V ) as the restriction to X and X †,
respectively.
Under the natural isomorphism
ξΩ1X|X = λ
−1 · Ω1,0X/Cλ ⊕ Ω
0,1
X/Cλ ' Ω
1,0
X/Cλ ⊕ Ω
0,1
X/Cλ = Ω
1
X/Cλ
a T -structure DfV0 induces a holomorphic family of flat λ-connections DV0 . Similarly,
a T˜ -structure of D† fV∞ naturally induces a holomorphic family of flat µ-connections
D†V∞ . Hence, a variation of twistor structure is regarded as the gluing of families of
λ-flat bundles and µ-flat bundles.
6.1.3.1. Let (V,D4V ) be a variation of twistor structure on P
1× (X −D). Let Dσ∗V∞
(resp. D†σ∗V0) denote the associated family of flat λ-connections (resp. µ-connections)
on σ∗V∞ (resp. σ∗V0). The following lemma can be checked by an easy and direct
calculation. We remark the signature.
Lemma 6.1.4. — Let f be a local section of V∞, and let Ai and Bi (i = 1, . . . , n)
be determined by D†f =
∑
Ai · dzi+
∑
Bi · dzi, where Ai and Bi are local sections of
V∞. Then, we have
Dσ∗V∞(σ
∗f) =
∑
σ∗(Ai) · dzi −
∑
σ∗(Bi) · dzi.
Similarly, we have
D†σ∗V0(σ
∗g) = −
∑
σ∗(Ai) · dzi +
∑
σ∗(Bi) · dzi
for a local section g of V0 with Dg =
∑
Ai · dzi +
∑
Bi · dzi.
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6.2. Good meromorphic prolongment of variation of twistor structure
We shall introduce the notion of unramifiedly good meromorphic prolongment for
variation of twistor structure. We shall also observe that a graded variation of twistor
structure is obtained as the graduation with respect to Stokes structure.
6.2.1. Unramifiedly good meromorphic prolongment. — Let X be a complex
manifold with a normal crossing hypersurface D. We put X := Cλ ×X and X ] :=
C∗λ ×X . Let pλ be the projection forgetting the λ-component. For any subset K of
Cλ, we put XK := K ×X . We use the symbols D, D], and DK in similar meanings.
Definition 6.2.1. — Let (V0,D) be a family of λ-flat bundles on X \ D. A family
of meromorphic λ-flat bundles (V˜0,D) on (XK,DK) is called an unramifiedly good
meromorphic prolongment of (V0,D), if the following holds:
– The restriction of (V˜0,D) to XK \ DK is (V0,D)|XK\DK .
– (V˜0,D) locally has an unramifiedly good lattice, i.e., for each P ∈ DK, there
exists a small neighbourhood XP such that (V˜0,D)|XP has an unramifiedly good
lattice.
– Irr(V˜0,D, P ) ⊂ OX(∗D)pλ(P )
/OX,pλ(P ), i.e., the elements of Irr(V˜0,D, P ) are
independent of the variable λ.
Under the third condition, we have Irr(V˜0,D, P ) = Irr(V˜0,D, P ′) for any pλ(P ) =
pλ(P
′), if K is connected. In that case, for R ∈ D, we take P ∈ D such that
pλ(P ) = R, and put Irr(V˜0,D, R) := Irr(V˜0,D, P ). They will be denoted also by
Irr(V˜0, R) or Irr(D, R).
If we are interested only on family of good filtered λ-flat bundles, it is too strong to
impose the independence from λ for irregular values. However, it seems appropriate
to impose it when we consider meromorphic prolongment of a variation of twistor
structure.
6.2.2. Meromorphic prolongment of a variation of twistor structure. —
Let X† denote the conjugate of X . We put X † := Cµ×X† and X †] := C∗µ×X†. Let
pµ denote the projection forgetting the µ-component. For any subset H of Cµ, we
put X †H := H ×X†. We use the symbols D†, D†, D†], and D†H in similar meanings.
We use the C∞-identification X ] = X †] given by λ = µ−1, which preserves the
C∗λ-holomorphic structure.
Let (V,D4) be a variation of twistor structure on (X \ D) × P1. We have the
associated family of λ-flat bundles (V0,D) on X \ D, and the associated family of µ-
flat bundles (V∞,D†) on X †\D†. Let Df and D† f denote the associated families of flat
connections. We have the isomorphism V0|X ]\D] ' V∞|X †]\D†] preserving the families
of the flat connections and the holomorphic structures along the C∗λ-direction.
Let K ⊂ Cλ and H ⊂ Cµ be connected compact regions such that the union of
the interior points of K and H is P1. Assume that we are given the following:
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– An unramifiedly good meromorphic prolongment (V˜0,D) on (XK,DK) of (V0,D).
– An unramifiedly good meromorphic prolongment (V˜∞,D†) on (X †H,D†H) of
(V∞,D†).
– For any R ∈ D = D†, the sets Irr(V˜∞,D†, R) and Irr(V˜0,D, R) are related as
Irr(V˜∞,D†, R) =
{
a
∣∣ a ∈ Irr(V˜0,D, R)}.
Let pi : X˜ ](D]) −→ X ] denote the real blow up of X ] along D]. We have the
OC∗
λ
-module V0 on X˜ ](D]) associated to (V0,D)|X ]\D] as in Subsection 4.1.3. For
any Q ∈ pi−1(D]K), we have the full Stokes filtration F˜Q(V0,Q) of the stalk of V0 at
Q for the meromorphic extension V˜0. Similarly, let pi : X˜ † ](D† ]) −→ X † denote the
real blow up of X † ] along D† ], and let V∞ denote the sheaf on X˜ † ](D† ]) associated
to V∞. For any point Q ∈ pi−1
(D† ]H ), we have the full Stokes filtration F˜Q(V∞,Q).
Note the natural identifications X˜ ](D]) = X˜ † ](D† ]) and V0 = V∞, and hence
V0,P = V∞,P for any P ∈ pi−1(DK ∩ D†H). We also remark
Re(µ−1a) = |µ|−2Re(λ−1a)
for λ = µ−1. Hence, the natural bijection Irr(V˜0, P ) −→ Irr(V˜∞, P ) induces an iso-
morphism of ordered sets (Irr(V˜0, P ),≤λQ) and (Irr(V˜∞, P ),≤µQ) for any Q ∈ pi−1(P ).
Definition 6.2.2. —
– We say that the Stokes structure of V˜0 and V˜∞ are the same, if the filtrations
F˜Q(V0,Q) and F˜Q(V∞,Q) are the same for any Q ∈ pi−1(DK ∩D†H), under the
above identification of the index sets.
– If the Stokes structures of V˜0 and V˜∞ are the same, (V˜0, V˜∞) is called an unram-
ifiedly good meromorphic prolongment of variation of twistor structure (V,D4).
6.2.3. Meromorphic prolongment of the conjugate. — Let σ : P1 −→ P1
be the anti-holomorphic involution given by σ([z0 : z∞]) = [−z∞ : z0]. If we regard
P1 = Cλ∪Cµ by λ = z0/z∞ and µ = z∞/z0, we have the induced map σ : Cλ −→ Cµ
given by σ(λ) = −λ. We have the naturally induced maps such as X −→ X † and
X ] −→ X †], which are also denoted by σ.
Let (V,D4V ) be a variation of twistor structure on P
1 × (X \ D). Let Dσ∗V∞
(resp. D†σ∗V0) denote the associated family of flat λ-connections (resp. µ-connections)
on σ∗V∞ (resp. σ∗V0). Let (V˜∞,D†) be an unramifiedly good meromorphic pro-
longment of (V∞,D†) on (X †σ(K),D†σ(K)). Let σ∗V˜∞ be the sheaf on XK, given by
σ∗(V˜∞)(U) := V˜∞(σ(U)) for any open subset U of XK. We have the natural OX (∗D)-
module structure on σ∗(V˜∞)(U) given by f · σ∗(s) := σ∗
(
σ∗(f) · s). The family of
λ-flat connections Dσ∗V∞ naturally gives a family of meromorphic flat λ-connections
on σ∗V˜∞. Although the following lemma is clear, we remark the signature (Lemma
6.1.4).
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Lemma 6.2.3. —
– Let (σ∗V˜∞,Dσ∗V∞) be as above. Then, it gives an unramifiedly good meromor-
phic prolongment of (σ∗V∞,Dσ∗V∞). For each R ∈ D, we have
Irr(σ∗V∞, R) =
{−a ∣∣ a ∈ Irr(V∞, R)}.
– Similarly, let (V˜0,D) be an unramifiedly good meromorphic prolongment of
(V0,D). Then,
(
σ∗V˜0,D
†
σ∗V0
)
on (X †,D†) gives an unramifiedly good meromor-
phic prolongment of (σ∗V0,D
†
σ∗V0
). For each R ∈ D, we have
Irr(σ∗V0, R) =
{−a ∣∣ a ∈ Irr(V0, R)}.
– If (V˜0, V˜∞) is an unramifiedly good meromorphic prolongment of (V,D4), then
(σ∗V˜0, σ∗V˜∞) is an unramifiedly good meromorphic prolongment of σ∗(V,D4).
6.2.4. Meromorphic prolongment of the pairing. — Let S : (V,D4) ⊗
σ∗(V,D4) −→ T(0) be a pairing of variation of twistor structure of weight 0. It
consists of morphisms S0 : V0 ⊗ σ∗V∞ −→ OX\D and S∞ : V∞ ⊗ σ∗V0 −→ OX †\D†
which are compatible with (i) the families of λ-connections or µ-connections, (ii) the
gluing on X −W = X † −W †.
Let (V˜0, V˜∞) be an unramifiedly good meromorphic prolongment of (V,D). For
simplicity, we assume that V˜0 and V˜∞ are given on XK and X †σ(K).
Definition 6.2.4. — A pairing S˜0 : V˜0 ⊗ σ∗V˜∞ −→ OXK(∗DK) is called a mero-
morphic prolongment of S0 if S˜0|XK\DK = S0|XK\DK. Similarly, a pairing S˜∞ :
V˜∞ ⊗ σ∗V˜0 −→ OX †
σ(K)
(∗D†σ(K)) is called a meromorphic prolongment of S∞, if
S˜∞|X †
σ(K)
\D†
σ(K)
= S∞|X †
σ(K)
\D†
σ(K)
The following lemma is clear.
Lemma 6.2.5. — Let S : V ⊗ σ∗V −→ T(0) be a pairing of weight 0.
– A meromorphic prolongment of S0 is unique, if it exists. Similarly, a meromor-
phic prolongment of S∞ is unique, if it exists.
– S0 has a meromorphic prolongment, if and only if S∞ has a meromorphic pro-
longment.
– S0 has a meromorphic prolongment, if and only if the induced morphism
V ∨0|XK\DK ' σ∗V∞|X †σ(K)\D†σ(K) is extended to V˜
∨
0 ' σ∗(V˜∞).
Definition 6.2.6. — Let (V,D4) be a variation of twistor structure with a pairing
S of weight 0. Let (V˜0, V˜∞) be an unramifiedly good meromorphic prolongment of
(V,D4). We say that (V˜0, V˜∞) is an unramifiedly good meromorphic prolongment of
(V,D4,S), if S0 has the meromorphic prolongment.
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6.2.5. Reduction of meromorphic variation of twistor structure. — Let
(V,D4) be a variation of twistor structure on P1× (X \D) with a pairing S of weight
0. Let (V˜0, V˜∞) be an unramifiedly good meromorphic prolongment of (V,D4,S).
For simplicity, we assume that V˜0 and V˜∞ are given on XK and X †σ(K), respectively.
6.2.5.1. Full reduction. — Let R ∈ D. By taking Gr with respect to full Stokes filtra-
tions on a small neighbourhood XR of p−1λ (R)∩DK, we obtain a graded meromorphic
family of λ-flat bundles
GrF˜(V˜0,R) =
⊕
a∈Irr(V˜0,R)
GrF˜a (V˜0,R)
on XR. Similarly, we obtain a graded meromorphic family of µ-flat bundles on a small
neighbourhood X †R of p−1µ (R) ∩ D†σ(K):
GrF˜ (V˜∞,R) =
⊕
b∈Irr(V˜∞,R)
GrF˜b (V˜∞,R)
We may assume that XR and X †R are of the form K × XR and σ(K) × X†R. We set
DR := XR∩D. Because of the coincidence of the Stokes filtrations, we have a natural
isomorphism for each a ∈ Irr(V˜0, R):
GrF˜a (V˜0)|(K∩σ∗(K))×(XR\DR) ' GrF˜a (V˜∞)|(K∩σ∗(K))×(XR\DR)
By gluing, we obtain a variation of twistor structure on P1 × (XR \ DR), which is
denoted by GrF˜a (VR,D
4
R ). It is equipped with an induced unramifiedly good mero-
morphic prolongment
(
GrF˜a (V˜0,R),Gr
F˜
a (V˜∞,R)
)
.
From the isomorphism V˜ ∨0 ' σ∗(V˜∞) on XK induced by S, we obtain an isomor-
phism GrF˜−a(V˜
∨
0,R) ' σ∗GrF˜a (V˜∞,R) on XR,K. Namely, we have an induced pairing:
GrF˜a (S0,R) : GrF˜a (V˜0,R)⊗ σ∗GrF˜a (V˜∞,R) −→ OXR,K(∗DR,K)
Similarly, we have an induced pairing:
GrF˜a (S∞,R) : GrF˜a (V˜∞,R)⊗ σ∗GrF˜a (V˜0,R) −→ OX †R,K(∗D
†
R,K)
It is easy to observe that their restrictions to (K ∩ σ(K)) × (XR \DR) are the same.
Hence, we have an induced symmetric pairing GrF˜a (SR) of GrF˜a (VR,D4R ) equipped with
a meromorphic prolongment. The tuple is denoted by GrF˜a (V,D4,S). We obtain
GrF˜(V,D4,S) :=
⊕
a∈Irr(V˜0,R)
GrF˜a (V,D
4,S).
It is called the full reduction of (V,D4,S), and it is equipped with an unramifiedly
good meromorphic prolongment
(
GrF˜ (V˜0,R),GrF˜ (V˜∞,R)
)
.
6.2. MEROMORPHIC VARIATION OF TWISTOR STRUCTURE 187
6.2.5.2. Refinement. — Let us consider the case X = ∆n, D =
⋃`
i=1{zi = 0} and
R ∈ ⋂`i=1{zi = 0}. We take an auxiliary sequence m(0), . . . ,m(L),m(L + 1) = 0
for the good set I := Irr(V˜0, P ). As in the case of full reduction, we obtain graded
variation of twistor structure
Grm(p)(VR,D
4
R ,S) =
⊕
b∈ηm(p)(I)
Gr
m(p)
b (VR,D
4
R ,S).
It is naturally equipped with an unramifiedly good meromorphic prolongment(
Grm(p)(V˜0,R),Gr
m(p)(V˜∞,R)
)
. In particular,
(
Grm(0)(V˜0,R),Gr
m(0)(V˜∞,R)
)
is called
the one step reduction.
Remark 6.2.7. — Let us consider the case X := ∆n and D := {z1 = 0}. As-
sume that we are given an unramifiedly good meromorphic prolongment (V˜0, V˜∞) of
(V,D4) on (X ,X †). If D is smooth, the reductions Gr(j)(V,D4,S) are equipped
with unramifiedly good meromorphic prolongments
(
Gr(j)(V˜0),Gr
(j)(V˜∞)
)
given on
(X ′,X ′†). (Namely, we do not have to consider the restriction to a compact region in
Cλ, in this case.)
6.2.5.3. Compatibility. — We give a remark on compatibility. We assume that the
coordinate system is admissible for a good set I (Remark 2.1.4). Let k be determined
by m(0) ∈ Zk<0 × 0`−k.
Take 1 ≤ j ≤ k and R1 ∈ Dj ∩XR, which is not a singular point of D(k). Let XR1
be a small neighbourhood of R1 in X . We set X
∗
R1
:= XR1 \D. We put
(V1,D
4
1 ,S1) := (V,D4,S)|P1×X∗Q , (V2,D
4
2 ,S2) := Grm(0)(VR,D4R ,S)|P1×X∗Q
They are equipped with the induced unramifiedly meromorphic prolongments.
Lemma 6.2.8. — We have a natural isomorphism:
GrF˜
(
V1,D
4
1 ,S1
) ' GrF˜(V2,D42 ,S2)
Proof It follows from Corollary 3.7.14.

PART II
PROLONGATION OF WILD
HARMONIC BUNDLE

CHAPTER 7
PROLONGMENTS PEλ FOR UNRAMIFIEDLY GOOD
WILD HARMONIC BUNDLES
We start to study wild harmonic bundle. In Section 7.1, we state the definition of
wild harmonic bundles and some related conditions for Higgs fields.
In Section 7.2, we state some estimates related with the Higgs field of an unram-
ifiedly good wild harmonic bundle (the wild version of Simpson’s main estimate),
which will be proved in Section 7.3. These estimates are the most foundational.
In Section 7.4, we consider the sheaves of holomorphic sections whose norms are of
polynomial orders, and we show that they form a good filtered λ-flat bundle (Theorem
7.4.3). We also obtain a characterization of the Stokes filtrations in terms of the
growth order of the norms of flat sections (Proposition 7.4.4).
In Section 7.5, we study the comparison of the irregular decompositions for
(PE0,D0) and (PEλ,Dλ). We note that the family version will be studied in Section
9.4. In the proof, we give an estimate for the connection form of the unitary
connection associated to (Eλ, h) (Lemma 7.5.5). It will also be useful for other
purposes.
We would like to compare the deformations caused by variation of irregular values
(Section 4.5.2) and by modification of the hermitian metrics. It will be achieved in
Proposition 9.2.1. We make a preparation in Section 7.6.
In Section 7.7, we give a criterion for a holomorphic section to be bounded with
respect to h.
7.1. Definition of wild harmonic bundle
7.1.1. Local condition for Higgs fields. — Let (E, ∂E , θ) be a Higgs bundle on
X −D, where X is a complex manifold, and D is a normal crossing divisor of X . We
would like to state some conditions for the Higgs field θ. First, let us consider the
case X = ∆n =
{
z = (z1, . . . , zn)
∣∣ |zi| < 1}, Di = {zi = 0} and D = ⋃`i=1Di. In
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that case, we have the expression:
θ =
∑`
j=1
Fj
dzj
zj
+
n∑
j=`+1
Gj dzj
We have the characteristic polynomials
det
(
T − Fj(z)
)
=
∑
Aj,k(z)T
k, det
(
T −Gj(z)
)
=
∑
Bj,k(z)T
k.
The coefficients Aj,k and Bj,k are holomorphic on X −D.
Definition 7.1.1. — We say that θ is tame, if Aj,k and Bj,k are holomorphic on
X for any k, and moreover, if the restriction of Aj,k to Dj are constant for any
j = 1, . . . , ` and any k.
Remark 7.1.2. — If θ comes from a tame harmonic bundle, θ is tame in the above
sense. We do not have to assume that the Aj,k|Dj are constant for the definition of
tame harmonic bundle. It is automatically satisfied.
Let A be a Q-vector subspace of C.
Definition 7.1.3. — We say that θ is A-tame, if θ is tame and the roots of the
polynomials det(T − Fj(z))|Dj are contained in A, for any j.
Definition 7.1.4. —
– We say that θ is strongly unramifiedly (A-)good on (X,D), if we have the good
set of irregular values Irr(θ) ⊂M(X,D)/H(X) and the decomposition
(91) (E, θ) =
⊕
a∈Irr(θ)
(Ea, θa),
such that θa − da idEa are (A-)tame.
– We say that θ is strongly (A-)good on (X,D), if ϕ∗e(θ) is unramifiedly
good for some e ∈ Z>0, where ϕe is the covering given by ϕe(z1, . . . , zn) =
(ze1, . . . , z
e
` , z`+1, . . . , zn).
The condition is independent of the choice of a coordinate system. The adjective
“strongly” means the existence of the global decomposition (91). (Compare with
Definition 7.1.5 below.) But, we will often omit “strongly”, if there is no risk of
confusion.
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7.1.2. Global condition for Higgs fields. — Definition 7.1.4 can be globalized
easily.
Definition 7.1.5. — Let X be a general complex manifold. Let D be a normal
crossing hypersurface of X, and let (E, θ) be a Higgs bundle on X −D.
– θ is called (unramifiedly, A-)good at P ∈ D, if it is strongly (unramifiedly,
A-)good on a coordinate neighbourhood of P .
– θ is called (unramifiedly, A-)good on (X,D), if it is (unramifiedly, A-)good at
any point P ∈ D.
We also introduce the more general condition.
Definition 7.1.6. — Let X be a complex analytic space, and let Z be a closed ana-
lytic subset of X such that X −Z is smooth. Let (E, θ) be a Higgs bundle on X −Z.
The Higgs field θ is called (A-)wild on (X,Z), if there exists a complex manifold
X ′ with a projective birational map ϕ : X ′ −→ X such that (i) ϕ−1(Z) is normal
crossing, (ii) ϕ−1θ is (A-)good on (X ′, ϕ−1(Z)).
7.1.3. Condition for harmonic bundles. — We introduce the notion of (un-
ramifiedly) good wild harmonic bundles, which is one of the main subjects in this
monograph.
Definition 7.1.7. — Let X be a complex manifold, and let D be a normal crossing
hypersurface of X. Let (E, ∂E , θ, h) be a harmonic bundle on X −D.
– It is called A-tame on (X,D), if θ is A-tame on (X,D).
– It is called (unramifiedly, A-)good wild harmonic bundle on (X,D), if θ is (un-
ramifiedly, A-)good on (X,D).
In the caseX = ∆n andD =
⋃`
i=1{zi = 0}, we will often implicitly assume that θ is
strongly (unramifiedly A-)good. We will often say that (E, ∂E , θ, h) is a (unramifiedly
A-)good wild harmonic bundle on X − D instead of (X,D). In our previous paper
[93],
√−1R-tame harmonic bundle is called tame pure imaginary harmonic bundle.
We introduce a more general notion.
Definition 7.1.8. — Let Z be a closed analytic subset of X. A harmonic bundle
(E, ∂E , θ, h) on X−Z is called (A-)wild on (X,Z). if θ is (A-)wild on (X,Z). (We
will also say that (E, ∂E , θ, h) is (A-)wild on (X,X − Z), instead of (X,Z).)
Analysis will be mainly done for (unramifiedly) good wild harmonic bundles. In
the curve case, any wild harmonic bundle is good. We remark that even if (E, ∂E , θ, h)
is a wild harmonic bundle on (X,D), where D is normal crossing, it is not necessarily
good. In Chapter 15, we will study when a harmonic bundle is wild.
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7.2. Simpson’s main estimate and acceptability of the associated bundles
7.2.1. Setting. — Let X = ∆n, Di = {zi = 0} and D =
⋃`
i=1Di. Let (E, ∂E , θ, h)
be an unramifiedly good wild harmonic bundle on (X,D). By shrinkingX , we assume
to have the irregular decomposition:
(92) (E, θ) =
⊕
a∈Irr(θ)
(Ea, θa)
Here, θa − da idEa are tame. We have the expression:
θ =
n∑
j=1
fj dzj
We put f regj := fj−
∑
∂ja pia for j = 1, . . . , n. By the assumption, det
(
T −zjf regj
)
|Dj
(j = 1, . . . , `) are polynomials in a formal variable T with constant coefficients. Let
Sp(θ, j) ⊂ C denote the set of the solutions of det(T − zjf regj )|Dj = 0. For each
j = 1, . . . , `, we assume to have the decomposition
(93) (E, f regj ) =
⊕
α∈Sp(θ,j)
(Ej,α, f
reg
j,α )
such that the eigenvalues β of (zj f
reg
j,α )|Q satisfies |β − α| ≤ C0 |zj(Q)|0 for some
C0, 0 > 0.
We put X(R) :=
{
(z1, . . . , zn) ∈ X
∣∣ |zi| < R} for R < 1 and X∗(R) := (X −D) ∩
X(R).
7.2.2. Main estimate for the irregular part. — We take an auxiliary sequence
M := (m(0),m(1),m(2), . . . ,m(L)) ⊂ Z`≤0 − {0`} for the good set of the irregular
values Irr(θ), i.e., (i) m(0) = min
{
ord(a)
∣∣ a ∈ Irr(θ)}, (ii) we have h(i) such that
m(i + 1) = m(i) + δh(i) for each i ≤ L − 1 and m(L) + δh(L) = 0`, (iii) T (θ) :={
ord(a − b) ∣∣ a, b ∈ Irr(θ)} ⊂M.
Let ηm : Irr(θ) −→ M(X,D) be given as in (11). Let Irr(θ,m) denote the image
of Irr(θ) via ηm for m ∈ M. We may and will fix auxiliary total orders ≤ on the
finite sets Irr(θ) and Irr(θ,m) for any m ∈ M such that ηm are order preserving.
For each m ∈M and b ∈ Irr(θ,m), we define
Emb :=
⊕
ηm(a)=b
Ea, F
m
b (E) :=
⊕
c∈Irr(θ,m)
c≤b
Emc , F
m
<b(E) :=
⊕
c∈Irr(θ,m)
c<b
Emc .
Let Em′b denote the orthogonal complement of F
m
<b(E) in F
m
b (E). Let pi
m
b denote
the projection of E onto Emb with respect to the decomposition E =
⊕
b∈Irr(θ,m)E
m
b .
Let pim′b denote the orthogonal projection onto E
m′
b . We put Rma := pima − pim′a .
We will prove the following theorem in Sections 7.3.1–7.3.4.
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Theorem 7.2.1. — There exist positive constants R1, 1 and A1 such that the fol-
lowing holds on X∗(R1) for any b ∈ Irr
(
θ,m
)
:∣∣Rmb ∣∣h ≤ A1 exp(−1|zm|)
In particular, the decomposition E =
⊕
b∈Irr(θ,m)E
m
b is exp
(−1|zm|)-asymptotically
orthogonal, in the sense that there exists A′1 > 0 such that the following holds for any
ui ∈ Ebi|Q with b1 6= b2:
|h(u1, u2)| ≤ A′1 |u1|h |u2|h exp
(−1|zm(Q)|)
The constants A1, A
′
1, 1 and R1 may depend only on rank(E), C0, 0, Irr(θ) and
Sp(θ, j) (j = 1, . . . , `) in Section 7.2.1.
Corollary 7.2.2. — We have the estimate
∣∣pima − pim†a ∣∣h ≤ 2A1 exp(−1|zm|),
where pim†a denotes the adjoint of pima with respect to h.
Remark 7.2.3. — The main part of Theorem 7.2.1 is the claim for m ∈ T (θ), but
it is convenient to take an auxiliary sequence M for inductive arguments in both the
proof and the use.
7.2.3. Main estimate for the regular part. — We take an order≤ on Sp(θ, j) for
each j. We put Fj,α(E) :=
⊕
β≤αEj,α. Let E
′
j,α denote the orthogonal complement
of Fj,<α in Fj,α. Let pij,α denote the projection of E onto Ej,α with respect to the
decomposition E =
⊕
Ej,α. Let pi
′
j,α denote the orthogonal projection onto E
′
j,α. For
any j = 1, . . . , `, we set
qj := f
reg
j −
∑
α∈Sp(θ,j)
α
zj
pi′j,α
We putRregj,α := pij,α−pi′j,α. We will show the following theorem in Sections 7.3.5–7.3.7.
Theorem 7.2.4. — We have the following estimates:
P (reg) : We have
∣∣zj f regj ∣∣h ≤ A2 (j = 1, . . . , `) and ∣∣f regj ∣∣h ≤ A2 (j = `+1, . . . , n)
on X∗(R2).
Q(reg) : |qj |h ≤ A2 |zj |−1
(− log |zj|)−1 for j = 1, . . . , ` on X∗(R2).
R(reg) :
∣∣Rregj,α∣∣h ≤ A2 |zj |2 on X∗(R2) for j = 1, . . . , `. In particular, the decom-
position E =
⊕
Ej,α is O(|zj |2)-asymptotically orthogonal.
The positive constants A2, R2 and 2 may depend only on rank(E), C0, 0, Irr(θ) and
Sp(θ, j) in Section 7.2.1.
Corollary 7.2.5. — We have the estimate
∣∣pij,α − pi†j,α∣∣h ≤ 2A2 |zj |2 , where pi†j,α
denotes the adjoint of pij,α with respect to h.
For j = 1, . . . , `, we consider the following:
fnilj := f
reg
j −
∑
α∈Sp(θ,j)
α
zj
pij,α
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Corollary 7.2.6. — We have
∣∣fnilj ∣∣h ≤ A′2 |zj |−1(− log |zj |)−1.
For any α,β ∈ Sp(θ) :=∏`j=1 Sp(θ, j), we set Diff(α,β) := {j ∣∣αj 6= βj} and
Q(α,β) :=
∏
j∈Diff(α,β)
|zj |.
We put Ea,α := Ea ∩
⋂`
j=1 Ej,αj . We have the following immediate corollary of
Theorem 7.2.1 and Theorem 7.2.4.
Corollary 7.2.7. — In the case (a,α) 6= (b,β), the subbundles Ea,α and Eb,β are
exp
(−|zord(a−b)|)Q(α,β)-asymptotically orthogonal for some  > 0.
7.2.4. Complementary estimates for the Higgs field. — We give some re-
finements, which immediately follow from the theorems. The proof will be given in
Section 7.3.8. Any constants and any estimates may depend only on rank(E), C0, 0,
Irr(θ) and Sp(θ, j) in Section 7.2.1. We have the decomposition:
(94) End(E) =
⊕
a,a′∈Irr(θ)
⊕
α,α′∈Sp(θ)
Hom
(
Ea,α, Ea′,α′
)
For a section F of End(E), we have the corresponding decomposition:
(95) F =
∑
a,a′∈Irr(θ)
∑
α,α′∈Sp(θ)
F(a,α),(a′,α′)
Let Q(α,α′) be as in Section 7.2.3.
Proposition 7.2.8. — We have the following estimates on X∗(R3):∣∣∣(pim(p)†b − pim(p)b )(a,α),(a′,α′)∣∣∣h ≤ A3 exp(−3|zm(p)| − 3|zord(a−a′)|)Q3(α,α′)
For j = 1, . . . , `,∣∣∣(pi†j,γ − pij,γ)(a,α),(a′,α′)∣∣∣h ≤ A3|zj |3 exp(−3|zord(a−a′)|)Q3(α,α′)∣∣∣(fnil †j )(a,α),(a′,α′)∣∣∣h ≤ A3 |zj |−1(− log |zj |)−1 exp(−3|zord(a−a′)|)Q3(α,α′)
For j = ` + 1, . . . , n,∣∣∣(f reg †j )(a,α),(a′,α′)∣∣∣h ≤ A3 exp(−3|zord(a−a′)|)Q3(α,α′).
7.2.5. Estimate of the curvature. — Let gp denote the Poincare´ metric ofX−D.
For any section F of End(E) ⊗ Ωp, we have the decomposition F = ∑F(a,α),(a′,α′)
corresponding to the decomposition (94). We will prove the following proposition in
Section 7.3.9.
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Proposition 7.2.9. — We have the following estimates on X∗(R4) with respect to
h and gp: ∣∣∣[θ, θ†](a,α),(a′,α′)∣∣∣h,gp ≤ A4 exp(−4|zord(a−a′)|)Q4(α,α′)
In particular,
∣∣[θ, θ†]∣∣
h,gp
≤ A5 on X∗(R4). Here the constants R4, A4, A5 may depend
only on rank(E), C0, 0, Irr(θ) and Sp(θ, j) in Section 7.2.1.
Let d′′λ := ∂E + λθ
†. The holomorphic bundle (E, d′′λ) is denoted by Eλ. The
curvature of the unitary connection associated to h and d′′λ is denoted by R(h, d
′′
λ).
Recall the relation R(h, d′′λ) = −(1+ |λ|2) [θ, θ†]. Hence, we obtain the following direct
corollary of Proposition 7.2.9.
Corollary 7.2.10. — We have the following estimates on X∗(R4) with respect to h
and gp:∣∣∣R(h, d′′λ)(a,α),(a′,α′)∣∣∣
h,gp
≤ (1 + |λ|2)A4 exp
(−4|zord(a−a′)|)Q4(α,α′)
In particular,
∣∣R(h, d′′λ)∣∣h,gp ≤ (1 + |λ|2)A5 on X∗(R4). Therefore, (Eλ, h) is accept-
able. In particular,
(
End(Eλ), h) is also acceptable.
7.3. Proof of the estimates
7.3.1. Inductive statement for the irregular part. — In the following argu-
ment, any constants and any estimates may depend only on rank(E), C0, 0, Irr(θ)
and Sp(θ, j) in Section 7.2.1. Let f and g denote some functions on X∗. We say
f = O(g) if |f | ≤ A · |g| holds on X∗(R), and we say f ∼ g if A−1 · |g| ≤ |f | ≤ A · |g|
holds on X∗(R), for some positive constants A,R > 0.
For a ∈ Irr(θ), let ζm(i)(a) be as in (10). It is also well defined for a ∈ Irr(θ,m(i)).
Note ηm(i)(a) =
∑
j≤i ζm(j)(a) for a ∈ Irr(θ). We define fm(i)j and µm(i)j as follows:
(96) f
m(i)
j := fj −
∑
a∈Irr(θ)
∂jηm(i−1)(a) · pia = fm(i−1)j −
∑
a∈Irr(θ)
∂jζm(i−1)(a) · pia
= f
m(i−1)
j −
∑
b∈Irr(θ,m(i−1))
∂jζm(i−1)(b) · pim(i−1)b
(97) µ
m(i)
j := f
m(i)
j −
∑
a∈Irr(θ)
∂jζm(i)(a) ·pi′a = fm(i)j −
∑
b∈Irr(θ,m(i))
∂jζm(i)(b) ·pim(i)′b
For the proof of Theorem 7.2.1, we show the following claims inductively on i.
P (i, irr) : |fm(i′)j |h = O
(∣∣zm(i′)−δj ∣∣) for j = 1, . . . , ` and for any i′ ≤ i.
Q(i, irr) :
∣∣µm(i′)
h(i′)
∣∣
h
= O
(∣∣zm(i′)∣∣) for any i′ ≤ i.
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R(i, irr) :
∣∣Rm(i′)b ∣∣h = O(exp(−(3, i′) · |zm(i′)|)) for any b ∈ Irr(θ,m(i′)) and
for any i′ ≤ i. In particular, the decomposition E = ⊕b∈Irr(θ,m(i′))Em(i′)b is
exp
(−(3, i′) · |zm(i′)|)-asymptotically orthogonal for any i′ ≤ i.
Remark 7.3.1. — By considering the pull back of (E, ∂E , θ, h) via a ramified cover-
ing ϕ : X −→ X given by ϕ(z1, . . . , zn) = (zd1 , . . . , zd` , z`+1, . . . , zn), and by shrinking
X, we may and will assume that there exists a constant C10, which is independent of
the choice of Q ∈ X −D, such that∣∣∣∣β − ∂a∂zj (Q)− αzj(Q)
∣∣∣∣ ≤ C10
for any eigenvalue β of fj,(a,α)|Q, where fj,(a,α) denotes the restriction of fj to Ej,α ∩
Ea.
Remark 7.3.2. — By tensoring rank one meromorphic connection, we may and will
assume, for any m ∈M , there exists a ∈ Irr(θ) such that am 6= 0.
7.3.2. P (i− 1, irr) +Q(i− 1, irr) +R(i− 1, irr) =⇒ P (i, irr). — Let ∆j denote the
Laplacian with respect to the variable zj, i.e., ∆j := −∂2/∂zj∂zj . Because of the
commutativity
[
fj, f
m(i)
j
]
= 0, we have the following inequality:
(98) ∆j log
∣∣fm(i)j ∣∣2h ≤ −
∣∣[f †j , fm(i)j ]∣∣2h∣∣fm(i)j ∣∣2h
(See Page 731 of [114].) Recall fj = f
m(i)
j +
∑
∂jηm(i−1)(a) · pia. We have the
following equality:∑
a
∂jηm(i−1)(a) · pia =
∑
a
∑
i′<i
∂jζm(i′)(a) · pia =
∑
i′<i
∑
b∈Irr(θ,m(i′))
∂jζm(i′)(b) · pim(i
′)
b
For any section F of End(E), we have the decomposition F = C(i′)(F ) +D(i′)(F ) as
follows:
C(i′)(F ) ∈
⊕
b,b′∈Irr(θ,m(i′))
b 6=b′
Hom
(
E
m(i′)′
b , E
m(i′)′
b′
)
, D(i′)(F ) ∈
⊕
b∈Irr(θ,m(i′))
End
(
E
m(i′)′
b
)
Then, we have
[
pi
m(i′)†
b , f
m(i)
j
]
=
[C(i′)(pim(i′)†b ), fm(i)j ]+ [D(i′)(pim(i′)†b ), C(i′)(fm(i)j )]
for any i′ < i. Both the first and second terms are O
(
exp(−(4, i′)|zm(i′)|)) · |fm(i)j |
because of R(i − 1, irr). Note ∣∣∂jζm(i′)(b)∣∣ = O(|zm(i′)|) if the j-th component of
m(i′) is 0. Hence, we have the estimates
|∂jζm(i′)(b)| · exp
(−(5, i′)|zm(i′)|) = O(exp(−(6, i′)|zm(i′)|)).
Therefore, we obtain the following estimate:∣∣∣[(∂jζm(i′)(b) · pim(i′)b )†, fm(i)j ]∣∣∣
h
= O
(
exp
(−(7, i′) · |zm(i′)|)) · |fm(i)j |h
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Hence, we obtain the following inequality on X∗(R4,i) from (98) for some constant
C20,i:
(99) ∆j log
∣∣fm(i)j ∣∣2h ≤ −
∣∣[fm(i)†j , fm(i)j ]∣∣2h∣∣fm(i)j ∣∣2h + C20,i
Any eigenvalues of
(
zj ·fm(i)j
)
|Q for Q ∈ X∗(R5,i) are dominated by C21,i ·
∣∣zm(i)(Q)∣∣.
Hence, we can show P (i) by a standard argument. We give only an outline of the
argument. Let pij : X −→ Dj denote the natural projection. Let P be any point of
Dj \
⋃
1≤k≤`,k 6=j Dk. Let H denote the upper half plane. We have the universal cover-
ing ϕ : H −→ pi−1j (P )−{P} given by zj = exp
(√−1ζ). Let Y (R5,i) := ϕ−1(X(R5,i)).
We put F := ϕ−1
(
zj · fm(i)j
)
. Let ∆ζ denote the Laplacian −∂2/∂ζ∂ζ. Because of
(99), we have the following inequality on Y (R5,i):
∆ζ log |F |2h ≤ −
∣∣[F, F †]∣∣2
h
|F |2h
+ C22,i
By using the argument for the proof of Proposition 2.10 in [92] (based on [1] and
[114]), we obtain that |F |2h is dominated by the sum of the square of the absolute
values of the eigenvalues of F on Y (R5,i), and the estimate may depend only on C22.
Thus, we obtain P (i, irr). (Actually, we do not use Q(i− 1, irr).)
7.3.3. P (i, irr) + Q(i − 1, irr) + R(i − 1, irr) =⇒ Q(i, irr). — We put j := h(i) for
simplicity of the description. We remark the j-th component of m(i) is negative,
which we will use implicitly. For any point Q ∈ X−D, let Gm(i)j (Q) :=
∑
m(β) · |β|2,
where β runs through the eigenvalues of f
m(i)
j|Q , and m(β) denotes the multiplicity of β.
We put H
m(i)
j :=
∣∣fm(i)j|Q ∣∣2 −Gm(i)j (Q). We have only to show Hm(i)j = O(∣∣zm(i)∣∣2).
We consider the following:
τ
m(i)
j :=
∑
a∈Irr(θ)
∂j
(
a− ηm(i−1)(a)
) · pi′a + ∑
α∈Sp(θ,j)
α
zj
· pi′j,α
We have
∣∣τm(i)j ∣∣h ∼ |zm(i)−δj |, and ∆j log∣∣τm(i)j ∣∣2h is C∞. We set
k
m(i)
j := log
(∣∣fm(i)j ∣∣2h∣∣τm(i)j ∣∣2h
)
= log
(
1 +
H
m(i)
j +G
m(i)
j −
∣∣τm(i)j ∣∣2h∣∣τm(i)j ∣∣2h
)
.
Lemma 7.3.3. —
∣∣Gm(i)j − |τm(i)j |2∣∣ = O(zm(i)−δj).
Proof Let f
m(i)
j,(a,α) denote the restriction of f
m(i)
j to Ea ∩ Ej,α, and let β be any
eigenvalue of f
m(i)
j,(a,α)|Q. We have the following estimate (see Remark 7.3.1):∣∣∣∣ ∂a∂zj (Q) + αzj(Q) − β
∣∣∣∣ ≤ C30
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Hence, we have the following:
|β|2 −
∣∣∣∣ ∂a∂zj (Q) + αzj(Q)
∣∣∣∣2 = O(∣∣zm(i)−δj ∣∣)
Then, the claim of the lemma follows.
By using a standard argument using elementary linear algebra (see Page 729 of
[114]), we can show that there exists a constant C31 > 0 such that
∣∣[fm(i)†j , fm(i)j ]∣∣h ≥
C31 ·Hm(i)j . Recall (99), where we have used R(i−1, irr). Hence, we have the following
estimate on X∗(R30,i) for some constants Ci:
∆jk
m(i)
j ≤ −C32 ·
(
H
m(i)
j
)2
|zm(i)−δj |2 + C33 ≤ −C34|z
m(i)−δj |2
(
H
m(i)
j∣∣τm(i)j ∣∣2h
)2
+ C35
We have already known H
m(i)
j = O
(∣∣zm(i)−δj ∣∣2) due to P (i, irr). Hence, we have
the following estimate:
(100) k
m(i)
j ∼
∣∣Hm(i)j +Gm(i)j − |τm(i)j |2h∣∣∣∣τm(i)j ∣∣2h
Put Z(L) := {Q ∈ X∗(R30,i) ∣∣Hm(i)j ≥ L · ∣∣zm(i)∣∣2} for some large L > 0. Note
2m(i) ≤ m(i) − δj . Hence, Hm(i)j is sufficiently larger than
∣∣Gm(i)j − |τm(i)j |2∣∣ on
Z(L), and we obtain the following on Z(L) ∩X∗(R31,i):
(101) C−136
H
m(i)
j∣∣τm(i)j ∣∣2 ≤ km(i)j ≤ C36
H
m(i)
j∣∣τm(i)j ∣∣2
We have 2
(
m(i)− δj
)
+ 4m(i)− 4(m(i) − δj) = 2m(i) + 2δj ≤ 0. Hence, we have
the following inequality on Z(L) ∩X∗(R31,i):
(102) ∆jk
m(i)
j ≤ −C37 ·
∣∣zm(i)−δj ∣∣2(km(i)j )2 ≤ −C38|zj|−4(km(i)j )2
We would like to compare the functions |zj |2 and km(i)j .
Lemma 7.3.4. — Let R32,i < R31,i. We can take C39 with the following property:
– C39 · |zj |2 > km(i)j on
{|zj| = R32,i}.
– If k
m(i)
j (Q) ≥ C39 · |zj(Q)|2 for Q ∈ X∗(R32,i), we have Q ∈ Z(L).
Proof Due to (100) and H
m(i)
j = O(|zm(i)−δj |2), we have the boundedness of
k
m(i)
j . Hence, the first condition is satisfied for sufficiently large C39. Due to (101),
the second condition is satisfied for sufficiently large C39.
Take C40 > max
{
C−138 , C39
}
. Note the following inequality for any η ≥ 0:
∆j
(
C40 · |zj|2 − η log |zj |
)
> −C38|zj |−4
(
C40 · |zj |2 − η log |zj |
)2
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Let P be any point of Dj −
⋃
1≤k≤`,k 6=j Dk. Let us consider the following set:
ZP (C40, η) :=
{
Q ∈ pi−1j (P ) ∩X∗(R32,i)
∣∣ km(i)j (Q) > C40|zj(Q)|2 − η log |zj(Q)|2}
Since k
m(i)
j is bounded, the closure of ZP (C40, η) in pi−1(P ) − {P} is compact. By
the choice of C39, the closure of ZP (C40, η) has no intersection with {|zj| = R32,i}.
Because ZP (C40, η) ⊂ Z(L) ∩X∗(R31,i), we have the following on ZP (C40, η):
∆j
(
k
m(i)
j −
(
C40|zj|2−η log |zj|
))
< −C38|zj|−4
((
k
m(i)
j
)2−(C40|zj |2−η log |zj |)2) ≤ 0
Therefore, k
m(i)
j −
(
C40|zj|2 − η log |zj |
)
takes the maximum at the boundary of
ZP (C40, η), which has to be 0. Thus, we have arrived at the contradiction, and
we can conclude ZP (C40, η) = ∅. By taking η → 0, we obtain km(i)j ≤ C40|zj |2 on
pi−1j (P )∩X∗(R32,i). Due to (101), we obtain Hm(i)j = O
(|zm(i)|2) and thus Q(i, irr).
(Actually, we do not use Q(i− 1, irr).)
7.3.4. P (i, irr)+Q(i, irr)+R(i−1, irr) =⇒ R(i, irr). — We continue to put j := h(i).
Because of the commutativity [fj , pi
m(i)
b ] = 0, we have the following inequality:
(103) ∆j log
∣∣pim(i)b ∣∣2h ≤ −
∣∣[f †j , pim(i)b ]∣∣2h
|pim(i)b |2h
We consider the following function:
k
m(i)
b := log
(
|pim(i)b |2h
|pim(i)′b |2h
)
= log
(
1 +
|Rm(i)b |2h
|pim(i)′b |2h
)
Because [f
m(i)
j , pi
m(i)
b ] = 0, we have the following:
0 =
[
f
m(i)
j ,Rm(i)b
]
+
[
f
m(i)
j , pi
m(i)′
b
]
=
[∑
∂jζm(i)(b) · pim(i)′b + µm(i)j , Rm(i)b
]
+
[
f
m(i)
j , pi
m(i)′
b
]
We have
[
µ
m(i)
j , pi
m(i)′
b
]
=
[
f
m(i)
j , pi
m(i)′
b
]
= O
(|zm(i)|) due to Q(i, irr), and hence
Rm(i)b = O
(|zj|). In particular, we have the following estimate:
(104) k
m(i)
b ∼
∣∣Rm(i)b ∣∣2h
From (103), we have the following:
∆jk
m(i)
b ≤ −
∣∣[f †j , pim(i)b ]∣∣2h∣∣pim(i)b ∣∣2h
Note the following:
f †j =
∑
i′≤i
∑
c∈Irr(θ,m(i′))
∂jζm(i′)(c) · pim(i
′)′
c +
∑
i′<i
∑
b∈Irr(θ,m(i′))
∂jζm(i′)(c) · Rm(i
′)†
c + µ
m(i)†
j
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Because of Q(i, irr) and R(i−1, irr), the second and third terms in the right hand side
are assumed to be much smaller than the first term on X∗(R40,i). Let pm(i) denote
the projection of End(E) onto the direct summand
⊕
b>b′ Hom
(
E
m(i)
b , E
m(i)
b′
)
. From
the equality [f †j , pi
m(i)
b ] = [f
†
j ,Rm(i)b ] + [f †j , pim(i)′b ], we have the following inequality
on X∗(R42,i):∣∣[f †j , pim(i)b ]∣∣2h ≥ ∣∣pm(i)[f †j ,Rm(i)b ]∣∣2h ≥ C41 · |zm(i)−δj |2 · ∣∣Rm(i)b ∣∣2h
Hence, we obtain the following on X∗(R42,i):
∆jk
m(i)
b ≤ −C42 · |zm(i)−δj |2 ·
∣∣Rm(i)b ∣∣2 ≤ −C43 · |zm(i)−δj |2 · km(i)b
We take small (10, i) > 0 such that the following holds:
(105)
(
mj(i)
2
)2
· (10, i)2 ≤ C43
We have the following inequality for any η ≥ 0:
(106) ∆j
(
exp
(−(10, i)|zm(i)|)− η log |zj |) ≥
−
(
mj(i)
2
)2
· (10, i)2 · ∣∣zm(i)−δj ∣∣2 · (exp(−(10, i)|zm(i)|)− η log |zj |)
For η > 0 and P ∈ Dj −
⋃
1≤k≤`,k 6=j Dk, we put
Ψη(P, zj) := exp
(
(10, i)
∏
p6=j
∣∣zmp(i)p (P )∣∣ · (Rmj(i)42,i − ∣∣zmj(i)j ∣∣))− η · log |zj |
Because of (106), we obtain the following:
∆j
(
Ψη(P, zj)
) ≥ −(mj(i)
2
)2
(10, i)2
∏
p6=j
∣∣z2mp(i)p (P )∣∣ · ∣∣z2mj(i)−2j ∣∣×Ψη(P, zj)
We have Ψη(P, zj) = 1 − η logR42,i for |zj | = R42,i, which is larger than 1/2, if η is
sufficiently small. We have already known that k
m(i)
b is bounded. Hence, we can take
a constant C44 such that k
m(i)
b|pi−1j (P )
(zj) < C44 · Ψη(P, zj) on {|zj| = R42,i}. Let us
consider the following set:
Z(P, η) :=
{
zj ∈ pi−1j (P ) ∩X∗(R42,i)
∣∣ km(i)
b|pi−1j (P )
(zj) > C44 ·Ψη(P, zj)
}
Since k
m(i)
b is bounded, the closure of Z(P, η) in {0 < |zj| ≤ 1} is compact. By
our choice of C44, the closure of Z(P, η) has no intersection with
{|zj| = R42,i}. On
Z(P, η), we have the following inequality by our choice of (10, i) as in (105):
∆j
(
k
m(i)
b|pi−1j (P )
− C44 ·Ψη(P, zj)
)
≤ 0
Hence, the values of k
m(i)
b|pi−1j (P )
−C44Ψη(P, zj) on Z(P, η) is not larger than the bound-
ary values, which is 0. Thus, we have arrived at the contradiction, and we obtain
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Z(P, η) = ∅. By taking η → 0, we obtain the following inequality on pi−1(P ) ∩
X∗(R42,i):
k
m(i)
b|pi−1j (P )
≤ C44 · exp
(
(10, i) ·
∏
p6=j
∣∣zmp(i)p (P )∣∣ · (Rmj(i)42,i − ∣∣zmj(i)j ∣∣))
Let R43,i := R42,i/2. Then, the following holds on pi
−1
j (P ) ∩X∗(R43,i):
k
m(i)
b|pi−1j (P )
≤ C45 · exp
(
−(11, i) ·
∏
p6=j
∣∣zmp(i)p (P )∣∣ · ∣∣zmj(i)j ∣∣)
Hence, we obtain
∣∣Rm(i)b ∣∣h = O(exp(−(11, i) · ∣∣zm(i)∣∣)).
Thus the proof of Theorem 7.2.1 is finished.
7.3.5. P (reg). — Let us begin the proof of Theorem 7.2.4. We have the following:
f †j = f
reg †
j +
∑
i
∑
b∈Irr(θ,m(i))
∂jζm(i)(b)·pim(i)b +
∑
i
∑
b∈Irr(θ,m(i))
∂jζm(i)(b)·
(
pi
m(i)†
b −pim(i)b
)
We have the estimate
∣∣pim†b −pimb ∣∣h = O(exp(−1|zm|)). We note that |∂jζm(i)(b)| =
O(|zm(i)|) in the case that the j-th component of m(i) is 0. Therefore, we have the
following inequality on X∗(R60):
(107) ∆j log |f regj |2 ≤ −
∣∣[f †j , f regj ]∣∣2h
|f regj |2
≤ −
∣∣[f reg †j , f regj ]∣∣2h
|f regj |2h
+ C60
Since the eigenvalues of f regj (resp. zj · f regj ) are bounded on X − D in the case
j > ` (resp. j ≤ `), we obtain the desired estimate by using the argument in Section
7.3.2 and the inequality (107).
7.3.6. Q(reg). — We put ρj :=
∑
α∈Sp(j)m(α) · |α|2, where m(α) denotes the mul-
tiplicity of α. By considering the tensor products with the rank one Higgs bundle, we
may assume ρj 6= 0. Similarly, we also put Gregj (Q) :=
∑
m(β) · |β|2, where β runs
through the eigenvalues of f regj|Q. We put H
reg
j :=
∣∣f regj|Q∣∣2h−Gregj (Q). By Remark 7.3.1,
we have |qj |2 −Hregj = O(1) and ρj |zj |−2 −Gregj = O(|zj |−1). We have only to show
Hregj ≤ C
(|zj |−2(− log |zj |)−2). We put
kregj := log
(
|f regj |2
ρj |zj |−2
)
= log
(
1 +
Hregj + (G
reg
j − ρj |zj|−2)
ρj |zj |−2
)
.
Let us consider the set
Z(L) := {Q ∈ X∗(R60) ∣∣Hregj (Q) > L|zj(Q)|−2(− log |zj(Q)|)−2}
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for some large L > 0. On Z(L), we have kregj ∼ Hregj · |zj |−2. From (107), we have
the following inequality on Z(L):
∆jk
reg
j ≤ −C61
(Hregj )
2
|zj |−2 + C62 ≤
−C63
|zj|2
(
Hregj
ρj |zj|−2
)2
+ C64 ≤ −C65
(
kregj
)2
|zj |2 + C66
We have kregj ≥ C70(− log |zj |)−2 on Z(L). Hence, we have the following on Z(L), if
L is sufficiently large:
(108) ∆j(k
reg
j ) ≤ −C67
(
kregj
)2
|zj |2
Lemma 7.3.5. — We can take C71 and R61 with the following property:
– ∆j
(
C71(− log |zj |)−2
) ≥ −C67 · |zj |−2(C71(− log |zj|)−2)2.
– kregj < C71(− log |zj |)−2 on
{|zj | = R61}.
– If kregj (Q) > C71(− log |zj(Q)|)−2 for Q ∈ X∗(R61), we have Q ∈ Z(L).
Proof The first condition can be checked by a direct calculation as in [114] or
[93]. Since we have already known that kregj is bounded, the second condition can be
satisfied. Since we have kregj ∼
(
Hregj + (G
reg
j − ρj|zj |−2)
) · |zj|2, the third condition
can be satisfied.
Let P be any point of Dj −
⋃
1≤k≤`,k 6=j Dk, and let us consider the following set:
Z(η) := {Q ∈ pi−1j (P ) ∩X∗(R60) ∣∣ kregj (Q) > C71(− log |zj|)−2 − η · log |zj |}
Then, we can show Z(η) = ∅ by using a standard argument as in Section 7.3.3, with
(108) and Lemma 7.3.5. (See [114] or [93].) By taking η → 0, we obtain the estimate
kregj ≤ C71
(− log |zj |)−2, which implies ∣∣Hregj ∣∣ = O(|zj|−2(− log |zj |)−2). Therefore,
we obtain Q(j, reg).
7.3.7. R(reg). — We have 0 =
[
f regj , pij,α
]
=
[
f regj ,Rregj,α
]
+
[
f regj , pi
′
j,α
]
. We also
have
[
f regj , pi
′
j,α
]
= O
(|zj|−1(− log |zj |)−1) by Q(reg). By using it, we obtain the
preliminary estimate Rregj,α = O
((− log |zj |)−1). We have the following:
(109) f †j =
∑
i
∑
b∈Irr(θ,m(i))
∂jζm(i)(b) · pim(i)b +
∑
α∈Sp(θ,j)
α
zj
· pi′j,α
+
∑
i
∑
b∈Irr(θ,m(i))
∂jζm(i)(b) ·
(
pi
m(i)†
b − pim(i)b
)
+ q†j
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The last two terms are much smaller than the first two terms on X∗(R80). We have
the following:
(110)
[
f †j , pij,α
]
=
[∑
i
∑
b
∂jζm(i)(b)(pi
m(i)†
b − pim(i)b ), pi′j,α
]
+ [q†j , pi
′
j,α]
+
[∑
β
β
zj
· pi′j,β ,Rregj,α
]
+
[∑
i
∑
b
∂jζ(b)(pi
m(i)†
b − pim(i)b ),Rregj,α
]
+ [q†j , Rregj,α]
By using an argument in Section 7.3.4, we obtain the following on X∗(R80):
(111)∣∣[f †j , pij,α]∣∣h ≥ ∣∣∣[∑ βzj pi′j,β , Rregj,α
]∣∣∣
h
−
∣∣∣∣∣[∑
i
∑
b
∂jζ(b)(pi
m(i)†
b − pim(i)b ),Rregj,α
]∣∣∣∣∣
h
− ∣∣[q†,Rregj,α]∣∣h−
∣∣∣∣∣[∑
i
∑
b
∂jζ(b)(pi
m(i)†
b − pim(i)b ), pi′j,α
]∣∣∣∣∣
h
≥ C80|zj|−1
∣∣Rregj,α∣∣h−C81
We consider the following function:
kj,α := log
(
|pij,α|2h
|pi′j,α|2h
)
= log
(
1 +
|Rregj,α|2h
|pi′j,α|2h
)
Recall that we have already known that kj,α is bounded. Hence, we have the following
inequality on X∗(R80):
∆jkj,α ≤ −
∣∣[f †j , pij,α]∣∣2h
|pij,α|2 ≤ −
C82
|zj |2
∣∣Rregj,α∣∣2h∣∣pi′j,α∣∣2h + C83 ≤ −
C84
|zj |2 · kj,α + C85
By using an argument as in Section 7.3.3 (see also [114] or [93]), we obtain kj,α =
O
(|zj|(20)), and hence ∣∣Rregj,α∣∣h = O(|zj |(20)). Thus, the proof of Theorem 7.2.4 is
accomplished.
7.3.8. Proof of Proposition 7.2.8. —
Lemma 7.3.6. — We have the following estimates:
(112)
∣∣∣[pim(p)†a , pim(q)b ]∣∣∣
h
= O
(
exp
(−10|zm(p)| − 10|zm(q)|))
(113)
∣∣∣[pim(p)†a , pij,α]∣∣∣
h
=
∣∣∣[pim(p)a , pi†j,α]∣∣∣ = O(exp(−10 · |zm(p)|) · |zj |10)
(114)
∣∣∣[pii,α, pi†j,α]∣∣∣
h
= O
(
|zi|10 · |zj|10
)
Proof Due to Corollary 7.2.2, we obtain the following:[
pi
m(p)†
a , pi
m(q)
b
]
=
[
(pi
m(p)†
a − pim(p)a ), pim(q)b
]
= O
(
exp
(−1|zm(p)|))
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Similarly, we obtain
[
pi
m(p)†
a , pi
m(q)
b
]
= O
(
exp
(−1|zm(q)|)). Then, we obtain (112).
The estimates (113) and (114) can be shown using a similar argument together with
Corollary 7.2.2 and Corollary 7.2.5.
Lemma 7.3.7. — We have the following estimates for j = 1, . . . , `:
(115)
[
fnilj , pi
m(p)†
a
]
= O
(
|zj|−1
(− log |zj |)−1 · exp(−1|zm(p)|)),
[
fnilj , pi
†
i,α
]
= O
(
|zj|−1
(− log |zj |)−1 · |zi|2)
We have the following estimates for j = `+ 1, . . . , n:
(116)
[
f regj , pi
m(p)†
a
]
= O
(
exp
(−1|zm(p)|)), [f regj , pi†i,α] = O(|zi|2)
Proof We have the following equalities:[
fnilj , pi
m(p)†
a
]
=
[
fnilj , pi
m(p)†
a − pim(p)a
]
,
[
fnilj , pi
†
i,α
]
=
[
fnilj , pi
†
i,α − pii,α
]
Then, the estimate (115) follows. The estimate (116) can be shown similarly.
The naturally defined map Irr
(
θ,m(p)
) −→ Irr(θ,m(p − 1)) is denoted by
ηm(p−1),m(p). We set
U(p) :=
{
(c, c′) ∈ Irr(θ,m(p))2 ∣∣∣ c 6= c′, ηm(p−1),m(p)(c) = ηm(p−1),m(p)(c′)}.
We have the decomposition:
End(E) =
⊕
p
⊕
(c,c′)∈U(p)
Hom
(
E
m(p)
c , E
m(p)
c′
)⊕ ⊕
a∈Irr(θ)
End(Ea, Ea)
For any section F of End(E), we have the corresponding decomposition:
F =
∑
p
∑
(c,c′)∈U(p)
F
m(p)
c,c′ +
∑
a∈Irr(θ)
Fa
Lemma 7.3.8. — We have the following estimates:
(117)
(
pi
m(p)†
b − pim(p)b
)m(q)
a,a′
= O
(
exp
(−10|zm(p)| − 10|zm(q)|))
(118)
(
pi†j,α − pij,α
)m(q)
a,a′
= O
(
exp
(−10|zm(q)|) · |zj|10), (j = 1, . . . , `)
(119)
(
fnil †j
)m(p)
a,b
= O
(
|zj|−1(− log |zj |)−1 · exp
(−1|zm(p)|)), (j = 1, . . . , `)
(120)
(
f reg †j
)m(p)
a,b
= O
(
exp
(−1|zm(p)|)), (j = `+ 1, . . . , n)
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Proof We have the following equalities for a 6= a′:
(121)
(
pi
m(p)†
b − pim(p)b
)m(q)
a,a′
= pi
m(q)
a′ ◦
(
pi
m(p)†
b − pim(p)b
) ◦ pim(q)a
= pi
m(q)
a′ ◦ pim(p)†b ◦ pim(q)a = pim(q)a′ ◦
(
pi
m(p)†
b ◦ pim(q)a − pim(q)a ◦ pim(p)†b
)
.
Then, the estimate (117) follows from (112). The other estimates can be shown
similarly.
For each j = 1, . . . , `, we have the decomposition:
End(E) =
⊕
α,β∈Sp(θ,j)
Hom(Ej,α, Ej,β)
For a section F of End(E), we have the corresponding decomposition F =
∑
Fj,α,β .
Lemma 7.3.9. — We have the following estimates:(
pi
m(p)†
a − pim(p)a
)
j,α,β
= O
(
exp
(−11|zm(p)|) · |zj|11)
For p = 1, . . . , ` and γ ∈ Sp(θ, γ),(
pi†p,γ − pip,γ
)
j,α,β
= O
(|zp|11 · |zj |11)
For p = 1, . . . , `, (
fnil †p
)
j,α,β
= O
(|zj |11 |zp|−1(− log |zp|)−1)
For p = `+ 1, . . . , n, (
f reg †p
)
j,α,β
= O
(|zj |11)
Proof We can show them using the argument in the proof of Lemma 7.3.8.
Proposition 7.2.8 follows from Lemma 7.3.8 and Lemma 7.3.9.
7.3.9. Proof of Proposition 7.2.9. — Let us consider the following:
(122) Φ :=
∑
a∈Irr(θ)
da · pia +
∑`
j=1
∑
α∈Sp(θ,j)
α · dzj
zj
· pij,α
We have the following:
(123) θ† − Φ =
∑
p
∑
a∈Irr(θ,m(i))
dζm(i)(a) ·
(
pi
m(i)†
a − pim(i)a
)
+
∑`
j=1
∑
α∈Sp(θ,j)
α · dzj
zj
· (pi†j,α − pij,α)+ ∑`
j=1
fnil †j · dzj +
n∑
j=`+1
f reg †j · dzj
From Proposition 7.2.8, we obtain the following estimate with respect to h and gp:
(124)
(
θ† − Φ)
(a,α),(a′,α′)
= O
(
exp
(−|zord(a−a′)|) · Q(α,α′))
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Then, we obtain the following estimate with respect to h and gp:
(125)
[
θ, θ†
]
(a,α),(a′,α′)
=
[
θ, θ† − Φ]
(a,α),(a′,α′)
=
d(a − a′) + ∑`
j=1
(αj − α′j)
Ozj
zj
+O(1)
 · (θ† − Φ)
(a,α),(a′,α′)
= O
(
exp
(−|zord(a−a′)|) · Q(α,α′))
Thus, the proof of Proposition 7.2.9 is accomplished.
7.4. The associated good filtered λ-flat bundle
7.4.1. Statements and some notation. — Let X be a complex manifold, and let
D be a simple normal crossing hypersurface of X with the irreducible decomposition
D =
⋃
i∈ΛDi. Let (E, ∂E , θ, h) be a good wild harmonic bundle on X −D. Let Eλ
denote the holomorphic vector bundle (E, ∂E + λθ
†) on X −D.
Notation 7.4.1. — Let a = (ai | i ∈ Λ) ∈ RΛ. Let U be an open subset of X with
a holomorphic coordinate (z1, . . . , zn) such that U ∩ D =
⋃`
j=1{zj = 0}. For each
j = 1, . . . , `, we have some i(j) ∈ Λ such that Di(j) ∩ U = {zj = 0}. Let bj := ai(j).
We define
(126) PaEλ(U) :=
{
f ∈ Eλ(U \D)
∣∣∣ |f |h = O(∏`
j=1
|zj |−bj−
)
, ∀ > 0
}
.
Taking the sheafification, we obtain the OX-module PaEλ. We also obtain the
OX(∗D)-module PEλ :=
⋃
aPaEλ. The filtered sheaf
(PaEλ ∣∣a ∈ R`) is denoted by
P∗Eλ.
Remark 7.4.2. — In our previous papers (for example [93]), we used the symbol
aEλ to denote PaEλ. Since we will consider several kinds of prolongation in the wild
case, we prefer the symbol PaEλ for distinction.
Theorem 7.4.3. — P∗Eλ is a filtered bundle on (X,D). The weak norm estimate
up to log order holds in the sense of Theorem 21.3.2.
Proof Due to Corollary 7.2.10, (Eλ, h) is acceptable. Hence, the claim follows
from Theorem 21.3.1.
We use the symbol iF to denote the induced filtration of PaEλ|Di for i ∈ Λ.
We have the induced Higgs field and the induced hermitian metric of End(E), which
are denoted by the same symbols θ and h, respectively. Note that the harmonic bun-
dle
(
End(E), ∂End(E), h, θ
)
is a wild harmonic bundle on X −D, but not necessarily
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good. (See an example in Section 2.1.1.4.) We use the symbol
(
End(Eλ),Dλ) to de-
note the associated λ-flat bundle. Although
(
End(E), ∂End(E), h, θ
)
is not necessarily
good,
(
End(Eλ), h) is acceptable, as remarked in Corollary 7.2.10. The prolongment
corresponding to a is denoted by Pa End(Eλ). We will implicitly use the follow-
ing proposition in the argument below, which immediately follows from Proposition
21.3.3.
Proposition 7.4.4. — P0 End(Eλ) is naturally isomorphic to the sheaf of local en-
domorphisms f of PaEλ such that f|Di preserve the parabolic filtrations iF for i ∈ Λ.
We will prove the following theorem in Section 7.4.3.
Theorem 7.4.5. —
– Dλ is a meromorphic flat λ-connection with respect to PaEλ.
– (P∗Eλ,Dλ) is a good filtered λ-flat bundle. If θ is unramifiedly good, (P∗Eλ,Dλ)
is an unramified good filtered λ-flat bundle.
– Under the setting in Section 7.2.1, the set of the irregular values is given as
follows:
Irr(PEλ,Dλ) = {(1 + |λ|2) · a ∣∣a ∈ Irr(θ)}
The claims are local, and it can be easily reduced to the unramified case. Hence,
we may and will give the proof under the setting in Section 7.2.1. Then, the claims
in the case λ = 0 is a direct consequence of Simpson’s Main estimate: The decompo-
sition (92) is prolonged to
(PaE0,D0) = ⊕(PaE0a ,D0a) on X due to the asymptotic
orthogonality in Theorem 7.2.1, and we obtain that D0a − da · idPaE0a are logarithmic
due to the estimate of the norm of the Higgs field in Theorem 7.2.4.
7.4.1.1. Characterization of the Stokes filtration. — Before going to the proof for the
case λ 6= 0, let us state the characterization of the Stokes filtration of the meromorphic
λ-flat bundle (PEλ,Dλ) (λ 6= 0) in terms of the growth order of the norms of the flat
sections with respect to h. Since the property is local, we give the statement under
the setting in Section 7.2.1. Let S be a small multi-sector in X − D. We have the
partial Stokes filtration FS,m(i) of PEλ|S in the level m(i) (Section 3.7.3) indexed by
the ordered set
(
Irr(θ,m(i)),≤λS
)
. It is flat with respect to Dλ, and it is characterized
by the growth order of the flat sections with respect to h.
Proposition 7.4.6. — Let f be a flat section of Eλ|S. We have f ∈ FS,m(i)b if and
only if the following estimate holds for some C > 0 and M > 0:∣∣f · exp((λ−1 + λ) · ηm(i)(b))∣∣h = O(exp(C|zm(i+1)|) · ∏
k(i+1)<j≤`
|zj |−M
)
Here, k(i) are determined by m(i) ∈ Zk(i)<0 × 0.
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Proof It follows from Proposition 3.7.23 and the weak norm estimate for the
acceptable bundles. (See Theorems 7.4.3 and 21.3.2).
7.4.1.2. Example 1. — Let X := ∆n and D :=
⋃`
i=1{zi = 0}. Take (a,α) ∈ R`×C`
and a ∈M(X,D). We assume that z−m a is nowhere vanishing holomorphic function
on X for some m ∈ Zk<0 × 0`−k. Let L(a,α, a) be the harmonic bundle on X − D
given as follows:
L(a,α, a) = OX−D · e, θ = da+
∑`
i=1
αi
dzi
zi
, h(e, e) =
∏`
i=1
|zi|−2ai
The associated operators ∂ and θ† are as follows:
∂ e = e
(
−
∑`
i=1
ai
dzi
zi
)
, θ† = da+
∑`
i=1
αi
dzi
zi
Let Lλ(a,α, a) be the associated λ-flat bundle. We have the holomorphic section uλ
of Lλ(a,α, a) given as follows:
uλ = exp
(
−λa+ λa−
∑`
i=1
λαi log |zi|2
)
e
We can easily check the following:
|uλ|h =
∏`
i=1
|zi|−p(λ,ai,αi), Dλuλ = uλ
(
(1 + |λ|2) da+
∑`
i=1
e(λ, ai, αi)
dzi
zi
)
See Subsection 2.8.2 for the maps p(λ) and e(λ). We put p(λ,a,α) =
(
p(λ, ai, αi)
) ∈
R`. We have a natural isomorphism Pp(λ,a,α)Lλ(a,α, a) ' OX · uλ. The residues
Resi(Dλ) on Pp(λ,u)Lλ(a,α, a)|Di are given by the multiplication of e(λ, ai, αi).
Note that if a 6= 0, uλ depends on λ in a non-holomorphic way.
7.4.1.3. Example 2. — Let X := ∆ and D := {O}. Let V be a finite dimensional
C-vector space with a nilpotent map N . Recall that we have a tame harmonic bundle
E(V,N) on X −D with the following property:
– Let Eλ(V,N) be the associated λ-flat bundle. The parabolic structure of
P0Eλ(V,N) is trivial, and we have an isomorphism:
(P0Eλ(V,N)|O,Res(Dλ)) ' (V,N)
For example, it can be constructed as follows. We put y := − log |z|2. Recall that we
have the harmonic bundle Mod(2) := (E, ∂E , θ, h) given as follows:
E := OX−D e1 ⊕OX−D e−1, H(h, e) =
(
y 0
0 y−1
)
, θ e = e
(
0 0
1 0
)
dz
z
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Here, H(h, e) is the matrix whose (i, j)-entries are h(ei, ej). We take a frame v
λ of
the holomorphic bundle Eλ given as follows:
(127) vλ = e
(
1 −λ y−1
0 1
)
Then vλ gives a frame of P0E , and the following holds:
Dλvλ = vλ
(
0 0
1 0
)
dz
z
, Res(Dλ)vλ|O = v
λ
|O
(
0 0
1 0
)
Then, we can construct E(V,N) as a direct sum of some symmetric tensor products
of Mod(2).
7.4.2. Construction of a decomposition. — We use the setting in Section 7.2.1.
Let λ 6= 0. For m(i) = (m1(i), . . . ,m`(i)) ∈ M, we put
s(i) :=
{
j
∣∣mj(i) 6= 0}.
Lemma 7.4.7. — Let  be any small positive number, and let N be any large num-
ber. We can take holomorphic sections p
m(i)
b of P0 End(Eλ) for m(i) ∈ M and
b ∈ Irr(θ,m(i)), such that the following holds:
∣∣pm(i)b − pim(i)b ∣∣h = O
 ∏
j∈s(i)
|zj|2N ·
∏
j 6∈s(i)
|zj|−

(
p
m(i)
b
)2
= p
m(i)
b , [p
m(i)
b1
, p
m(i)
b2
] = 0, p
m(i−1)
a =
∑
b∈Irr(θ,m(i))
ηi−1,i(b)=a
p
m(i)
b
Here, ηi−1,i : Irr(θ,m(i)) −→ Irr(θ,m(i− 1)) denotes the naturally defined map.
Proof Let d′′λ := ∂E+λθ
†. We have d′′λpi
m(i)
b = λ·
[
θ†, pim(i)b
]
= O
(
exp(−|zm(i)|))
with respect to h and gp, due to Proposition 7.2.8. Let 11 be sufficiently smaller than
, and let N11 and N12 be sufficiently larger than N . By Lemma 21.2.3, we can take
sections s
m(i)
b of End(E) on X −D such that the following holds:
d′′λs
m(i)
b = d
′′
λpi
m(i)
b ,∫ ∣∣sm(i)b ∣∣2h ∏
j∈s(i)
|zj |−10N11
∏
j 6∈s(i)
|zj |11
−∑`
j=1
log |zj |
N12 dvolgp <∞
By Lemma 21.9.1, we obtain the following estimate:
∣∣sm(i)b ∣∣h = O
 ∏
j∈s(i)
|zj |4N11
∏
j 6∈s(i)
|zj |−211

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We put p
m(i)
b := pi
m(i)
b − sm(i)b . If 11 is sufficiently small, pm(i)b gives a section of
P0 End(Eλ). Moreover, we have the following:((
p
m(i)
b
)2 − pm(i)b )PaEλ ⊂ Pa−3N11δ(i)Eλ[
p
m(i)
b1
, p
m(j)
b2
](PaEλ) ⊂ Pa−3N11δ(j)Eλ (i ≤ j)(
p
m(i−1)
a −
∑
b∈Irr(θ,m(i))
ηi−1,i(b)=a
p
m(i)
b
)
PaEλ ⊂ Pa−3N11δ(i)Eλ
Here, δ(i) denote the elements of Z` such that the j-th components δj(i) are given by
δj(i) :=
{
1 (j ∈ s(i))
0 (j 6∈ s(i))
We would like to modify p
m(i)
b inductively on i so that the desired conditions are
satisfied. Consider the following state P (i):
P (i) : We have p
m(l)
b ∈ P0 End(Eλ) for any l < i and for b ∈ Irr(θ,m(l)), such
that the following holds:(
p
m(l)
b − pm(l)b
)PaEλ ⊂ Pa−2N11δ(l)Eλ(
p
m(l)
b
)2
= p
m(l)
b ,
[
p
m(l)
b1
, p
m(l)
b2
]
= 0, p
m(l−1)
a =
∑
b∈Irr(θ,m(l))
ηl−1,l(b)=a
p
m(l)
b
[
p
m(l)
b1
, p
m(j)
b2
]
= 0 (l < i ≤ j)
Let us give a procedure from P (i− 1) to P (i).
First, we give a procedure P (0) =⇒ P (1). Take an injection ϕ : Irr(θ,m(0)) −→ Z.
We consider the following:
Φ0 :=
∑
a∈Irr(θ,m(0))
ϕ(a) · pm(0)a
Note that Φ0 gives an endomorphism of PaEλ for each a ∈ R`, which preserves the
filtrations jF (j = 1, . . . , `). We have the decomposition P0Eλ =
⊕
m∈Z Vm such
that (i) Φ0(Vm) ⊂ Vm, (ii) the eigenvalues of Φ0 on Vm are close to m, (iii) it is
compatible with the filtrations jF (j = 1, . . . , `). Let p
m(0)
a denote the projection
onto Vϕ(a). Then, we have
(
p
m(0)
a − pm(0)a
)(PaEλ) ⊂ Pa−3N11δ(0)Eλ. We also have
(i)
[
p
m(0)
a , p
m(0)
b
]
= 0, (ii) (p
m(0)
a )
2 = p
m(0)
a , (iii)
∑
p
m(0)
a = id.
For i > 0 and b ∈ Irr(θ,m(i)), we have the decomposition
p
m(i)
b =
∑
(p
m(i)
b )m,n, (p
m(i)
b )m,n ∈ Hom(Vn, Vm).
We put p
m(i)′
b :=
∑
n(p
m(i)
b )n,n.
Lemma 7.4.8. — We have (p
m(i)′
b − pm(i)b )
(PaEλ) ⊂ Pa−3N11δ(i)Eλ.
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Proof We put Φ0 :=
∑
ϕ(a)p
m(0)
a . We have (Φ0 − Φ0)PaEλ ⊂ Pa−3N11δ(i)Eλ.
For any positive integer M , let ΦM0 denote the M -iteration of Φ0. Then, we have the
following:[
ΦM0 , p
m(i)
b
]PaEλ ⊂ Pa−3N11δ(i)Eλ, [ΦM0 , pm(i)b ] =∑(mM − nM )(pm(i)b )m,n
Then, we can easily derive the claim of Lemma 7.4.8.
We replace p
m(i)
a with p
m(i)′
a , and then we arrive at the state P (1). Assume we
are in the state P (i − 1). We apply the above argument for P (0) =⇒ P (1) to each
Im p
m(i−1)
a with the endomorphisms p
m(j)
b (j ≥ i). Then, we can arrive at P (i).
When we arrive at P (L), the proof of Lemma 7.4.7 is finished.
7.4.3. Proof of Theorem 7.4.5. — Let δ′λ be the (1, 0)-operator determined by
the condition d′′λ + δ
′
λ is unitary, i.e., δ
′
λ = ∂ − λθ. Let R(h) denote the curvature of
d′′λ+ δ
′
λ. We have D
λ = ∂E +λθ
†+λ∂E + θ = ∂E +λθ†+λδ′λ+(1+ |λ|2)θ. Let pm(i)b
be as in Lemma 7.4.7. We put
Dλ0 := ∂E + λθ
† + λδ′λ + (1 + |λ|2)
(
θ −
L∑
i=1
∑
b
dζm(i)(b) · pm(i)b
)
.
It gives a holomorphic connection of Eλ on X −D, which is not necessarily flat. We
have Dλ = Dλ0 +
∑
i
∑
b dζm(i)(b) · pm(i)b .
Proposition 7.4.9. — Dλ0 is logarithmic with respect to PaEλ.
Proof By considering the tensor product with the rank one harmonic bundle, we
may and will assume a = (0, . . . , 0). First, we consider the case in which D is smooth,
say D = D1. Let pij : X −D −→ Dj denote the natural projection for j = 1, . . . , n.
Let d′′λ,j , δ
′
λ,j and Rj(h) denote the restriction of d
′′
λ, δ
′
λ and R(h) to the curves
pi−1j (Q) (Q ∈ Dj), respectively. Let f be a holomorphic section of P0Eλ. Because of
the acceptability of (Eλ, h), we have |f |h ≤ C20 ·
(− log |z1|)N20 (Proposition 21.2.8).
In the following estimate, we do not have to be concerned with the signature.
Lemma 7.4.10. — Let χ(zj) be any test function on
{
zj ∈ C
∣∣ |zj | < 1}. Let
j 6= 1. For any  > 0, there exists a constant C such that the following holds for any
Q ∈ Dj \D1:
(128)
∫
pi−1j (Q)
(
δ′λ,j(χ · f), δ′λ,j(χ · f)
)
h
< C · |z1(Q)|−2
214 CHAPTER 7. PROLONGMENTS PEλ
Proof The left hand side of (128) can be rewritten as follows:
(129) ±
∫
pi−1j (Q)
(
χ · f, d′′λ,jδ′λ,j(χ · f)
)
h
=
±
∫
pi−1j (Q)
(
χ · f, Rj(h)(χ · f)
)
h
±
∫
pi−1j (Q)
(
χ · f, δ′λ,jd′′λ,j(χ · f)
)
h
=
±
∫
pi−1j (Q)
(
χ · f, Rj(h)(χ · f)
)
h
±
∫
pi−1j (Q)
(
d′′λ,j(χ · f), d′′λ,j(χ · f)
)
h
Then, the claim of Lemma 7.4.10 easily follows.
Lemma 7.4.11. — Fix a small  > 0. There exists a constant C such that the
following holds for any Q ∈ D1:∫
pi−11 (Q)
(
δ′λ,1f, δ
′
λ,1f
)
h
· |z1|2 < C
Proof Let ρ be a non-negative C∞-function on R such that ρ(t) = 1 for t ≤ 1/2
and ρ(t) = 0 for t ≥ 2/3. We put χM (z1) := ρ
(−M−1 log |z1|) for any M > 1. We
have only to show that there exists a constant C > 0, which is independent of Q ∈ D1
and M > 1, such that the following holds:
(130)
∫
pi−11 (Q)
(
δ′λ,1(χMf), δ
′
λ,1(χMf)
)
h
|z1|2 < C
In the following argument, we will ignore the contribution to the Stokes formula from
the integral over ∂pi−11 (Q), because they are uniformly dominated. (Recall that D is
assumed to be smooth.) The left hand side of (130) can be rewritten as follows, up
to the contribution from ∂pi−11 (Q):
(131)
±
∫
pi−11 (Q)
(
χMf, d
′′
λ,1δ
′
λ,1(χMf)
)
h
|z1|2 ±
∫
pi−11 (Q)
(
χMf, δ
′
λ,1(χMf)
)
h
 |z1|2 dz1
z1
The first term can be rewritten as follows, up to the contribution of ∂pi−11 (Q):
(132)
±
∫
pi−11 (Q)
(
χMf, R1(h)(χMf)
) · |z1|2 ± ∫
pi−11 (Q)
(
χMf, δ
′
λ,1d
′′
λ,1(χMf)
) · |z1|2
= ±
∫
pi−11 (Q)
(
χMf, R1(h)(χMf)
) · |z1|2 ± ∫
pi−11 (Q)
(
d′′λ,1(χMf), d
′′
λ,1(χMf)
) · |z1|2
±
∫
pi−11 (Q)
(
χMf, d
′′
λ,1(χMf)
) ·  · |z1|2 dz1
z1
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The right hand side of (132) is uniformly dominated. The second term in (131) is as
follows, up to the contribution of ∂pi−11 (Q):
±
∫
pi−11 (Q)
(
χMf, χMf
)
2 |z1|2 dz1 dz1|z1|2 ±
∫
pi−11 (Q)
(
d′′λ,1(χMf), χMf
)
 |z1|2 dz1
z1
It is bounded uniformly for Q ∈ D1. Then, it is easy to show the existence of a
constant C, which is independent of N and P such that (130) holds. Thus, the proof
of Lemma 7.4.11 is finished.
Lemma 7.4.12. — We put Ψ := θ −∑i∑b dζm(i)(b) · pm(i)b . Then we have the
estimates Ψ(∂j) = O(1) (j 6= 1) and Ψ(∂1) = O(|z1|−1) with respect to h.
Proof We have the boundedness of ∂jζm(b) ·
(
pimb − pmb
)
by construction of pmb .
According to Theorem 7.2.1 and Theorem 7.2.4, the dzj-components (j 6= 1) of θ −∑
i
∑
b dζm(i)(b) · pim(i)b are O(1), and the dz1-component is O
(|z1|−1). Then, the
claim of Lemma 7.4.12 follows.
Let j 6= 1. According to Lemma 7.4.10 and Lemma 7.4.12, there exists a constant
C10 > 0 such that the following holds for any Q ∈ Dj \D1:∫
pi−1j (Q)
|zj|<1/2
∣∣Dλ0 (∂j)f|pi−1j (Q)∣∣2 · |dzj · dzj | < C10∣∣z1(Q)∣∣−2
Let v = (vp) be a frame of P0Eλ compatible with the parabolic structure. We put
a(vp) := deg
F (vp). We have the expression:
Dλ0 (∂j)f =
∑
p
Ajp · vp
Then, Ajp are holomorphic functions on X −D. We also have the following:∫
pi−1j (Q)
|zj |<1/2
∣∣Aj
p|pi−1i (Q)
∣∣2 · |z1(Q)|2−2a(vp) < C11
By using Fubini’s theorem, we have∫
pi−11 (P )
∣∣Aj
p|pi−11 (P )
∣∣2 · |z1|2′−2a(vp)−2 · |dz1 · dz1| <∞
for almost all P ∈ D1 such that |zj(P )| < 1/2 and for some 0 < ′ < . Hence Ajp are
holomorphic around the origin O, and we obtain Dλ0 (∂j)f ∈ P0Eλ.
According to Lemma 7.4.11 and Lemma 7.4.12, there exists a constant C12 > 0
such that the following holds for any Q ∈ D1:∫
pi−11 (Q)
∣∣Dλ0 (z1∂1)f ∣∣2h · |z1|2−2 · |dz1 · dz1| < C12
We can deduce Dλ0 (z1∂1)f ∈ P0Eλ as in the case j 6= 1. Thus, we obtain that Dλ0 is
logarithmic, when D is smooth.
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The general case can easily be reduced to the case in which D is smooth, due to
the theorem of Hartogs. Thus, the proof of Proposition 7.4.9 is finished.
Now, the first claim of Theorem 7.4.5 immediately follows from Proposition 7.4.9.
The second and the third claims of Theorem 7.4.5 follows from Proposition 2.3.6 and
Proposition 7.4.9.
7.5. Comparison of the irregular decompositions in the case m < 0`
7.5.1. Statements. — We use the setting in Section 7.2.1. Let λ 6= 0. Assume
there exists m ∈ M such that m < 0`. We have the irregular decomposition on D̂
as in (25):
(133) PaEλ|D̂ =
⊕
b∈Irr(θ,m)
PaÊλb
In the following, N will denote a large integer. Let D̂(N) denote the N -th in-
finitesimal neighbourhood of D. Let PaEλ =
⊕
b∈Irr(θ,m) PaEλb,N be a decomposition
whose restriction to D̂(N) is the same as the restriction of (133) to D̂(N). Let qmb,N
be the projection onto PaEλb,N with respect to the decomposition. We will prove the
following proposition in Sections 7.5.2–7.5.4.
Proposition 7.5.1. — We have the estimate
∣∣qmb,N−pimb ∣∣h = O(∏`i=1 |zi|N). In par-
ticular, the decomposition PaEλ =
⊕PaEλb,N is ∏`i=1 |zi|N -asymptotically orthogonal
with respect to h.
Remark 7.5.2. — See Section 7.5.5 for the refinement in the general case.
Before going into the proof, we give some consequences. Let S be a small multi-
sector in X − D, and let S denote the closure of S in the real blow up X˜(D). As
explained in Section 3.7.3, we have the partial Stokes filtration FS,m of PaEλ|S (λ 6= 0)
in the level m, indexed by the ordered set
(
Irr(θ,m),≤λS
)
. Because m < 0`, we can
take a Dλ-flat splitting:
(134) PaEλ|S =
⊕
b∈Irr(θ,m)
PaEλb,S
Let pmb,S be the projection onto PaEλb,S with respect to the decomposition (134).
Corollary 7.5.3. — We have
∣∣pmb,S − pimb ∣∣h ≤ CN ∏`i=1 |zi|N for any N > 0. In
particular, the decomposition (134) is
∏`
i=1 |zi|N -asymptotically orthogonal for any
N > 0.
Proof For any N , we take qmb,N as above. We have
∣∣qmb,N−pmb,S∣∣h ≤ C′′N ∏`i=1 |zi|N .
Hence, the claim follows from Proposition 7.5.1.
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By varying S and gluing pmb,S in C
∞ as in Section 3.6.8.2, we obtain pmb,C∞ .
Corollary 7.5.4. — We have
∣∣pmb,C∞ − pimb ∣∣h ≤ CN ∏`i=1 |zi|N for any N > 0.
Proof It follows from Corollary 7.5.3.
7.5.2. Estimate of ∂jpi
m
a in the case m < 0`. — Recall E0 = E as holomorphic
bundles. We use the symbol E in this section. For a section f of E with ∂f =∑n
j=1Aj dzj , we put ∂jf := Aj dzj . We take a holomorphic frame v of
E compatible
with the parabolic structure and the decompositions (92) and (93). For j = 1, . . . , n,
let Fj be the section of End(E) ⊗ Ω1,0X−D determined by Fjv = ∂jv. Then, we have
the following estimate for some M > 0, due to Lemma 21.9.3 below:
(135) |Fj |h = O
((∑`
i=1
(− log |zi|))M)
We have the decomposition:
End(E) = Dm(End(E))⊕ Cm(End(E))
Dm(End(E)) :=
⊕
b∈Irr(θ,m)
End(Emb )
Cm(End(E)) :=
⊕
b,b′∈Irr(θ,m)
b 6=b′
Hom(Emb , E
m
b′ )
According to Theorem 7.2.1, Dm(End(E)) and Cm(End(E)) are exp(−|zm|)-
asymptotically orthogonal. For a section g of End(E)⊗Ω1,0, we have the correspond-
ing decomposition g = Dm(g) + Cm(g).
Lemma 7.5.5. — Around the origin O ∈ X, we have the following estimates for
some  > 0:
∂jpi
m
a = O
(
exp
(−|zm|)) (a ∈ Irr(θ,m)), Cm(Fj) = O(exp(−|zm|))
Proof We have ∂jpi
m
a =
[
pima , Fj
] ∈ Cm(End(E)) ⊗ Ω1,0. Due to the estimate
(135), ∂jpi
m
a is bounded up to log order, with respect to h and the Poincare´ metric.
Since Dm(End(E)) and Cm(End(E)) are exp(−|zm|)-asymptotically orthogonal, we
obtain the following estimate:
(pima , ∂jpi
m
a )h = O
(
exp(−|zm|))
Let Rj(h) denote the dzj dzj-component of R(h). We have ∂j∂jpi
m
a =
[
pima , Rj(h)
]
=
O
(
exp(−|zm|)) due to Corollary 7.2.10. Hence, we obtain the following:(
pima , ∂j∂jpi
m
a
)
h
= O
(
exp
(−|zm|))
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Let pij denote the projection X −D −→ Dj . Let us consider the case j ≤ `. We put
Sj := {1, . . . , `} − {j}. Let P be any point of D◦j . Note the following equality on
pi−1j (P ), for any η > 0:
(136)
(
∂jpi
m
a , ∂jpi
m
a
)
h
exp
(
η |zj |mj
∏
i∈Sj
|zi(P )|mi
)
=
∂j
(pima , ∂jpima )h exp(η |zj |mj ∏
i∈Sj
|zi(P )|mi
)
+
(
pima , ∂jpi
m
a
)
h
exp
(
η |zj |mj
∏
i∈Sj
|zi(P )|mi
) ηmj
2
|zj |mj dzj
zj
− (pima , ∂j∂jpima )h exp(η |zj|mj ∏
i∈Sj
|zi(P )|mi
)
Hence, we obtain the following finiteness for some η > 0 which is sufficiently smaller
than : ∫
pi−1j (P )
(
∂jpi
m
a , ∂jpi
m
a
)
h
exp
(
η |zj |mj
∏
i∈Sj
|zi(P )|mi
)
< C
Let ϕP : H −→ pi−1j (P ) be the covering given by ζ 7−→ exp(2pi
√−1ζ). We put
Kn :=
{
(ξ, η) ∈ H ∣∣ − 1 < ξ < 1, n− 1 < η < n+ 1}.
We have e2pimj · e−2pimjn < |zj|mj < e−2pimj · e−2pimjn on Kn. (Note mj < 0.) Hence
we have the following:
(137)
∫
Kn
(
∂jpi
m
a , ∂jpi
m
a
)
h
≤ C exp
(
−η e2pimj e2pimjn
∏
i∈Sj
|zi(P )|mi
)
Since (E, ∂E , h) is acceptable, there exists an n0 such that we can apply Uhlenbeck’s
theorem [126] to the pull back ϕ−1P (E, ∂E , h)|Kn for any n ≥ n0 and any P ∈ Dj .
Hence, we can take an orthonormal frame e of ϕ−1P End(E) on Kn (n ≥ n0) such
that A is small, where A is determined by (∂j + ∂j)e = eA. We have the expression
∂jpi
m
a =
∑
i ρi ei dzj . We put ρ := (ρi). The inequality (137) gives the estimate of
the L2-norm of ρ. From the estimate of ∂j∂jpi
m
a , we obtain the following:
(138)
∣∣∂jρ+A0,1ρ∣∣ ≤ C2 exp(−η2 e2pinmj ∏
i∈Sj
|zi(P )|mi
)
By using a standard argument, we obtain the estimate of the sup norm of ρ on Kn
from (138) and (137). Then we obtain the following estimate on Kn:
(139)∣∣∂jpima ∣∣h ≤ C3 exp(−η3 e2pinmj ∏
i∈Sj
|zi(P )|mi
)
≤ C4 exp
(
−η4 |zj |mj
∏
i∈Sj
|zi(P )|mi
)
Thus, we are done in the case j ≤ `.
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Let us consider the case j > `. We have the following:∫
pi−1j (Q)
(
∂jpi
m
a , ∂jpi
m
a
)
h
=
∫
pi−1j (Q)
|zj|=1
(
pima , ∂jpi
m
a
)
h
−
∫
pi−1j (Q)
(
pima , ∂j∂jpi
m
a
)
h
Thus, we obtain ‖∂jpima ‖L2 ≤ C exp
(−∏`p=1 |zp(Q)|mp). We can obtain the estimate
for the sup norm of ∂jpi
m
a from the L
2-estimate of ∂jpi
m
a and the estimate for the sup
norm of ∂j∂jpi
m
a . (See the argument to obtain (139) above.) Thus, the proof of
Lemma 7.5.5 is finished.
7.5.3. Estimate of Dλpma,N in the case m < 0`. — Let p
m
b,N (b ∈ Irr(θ,m)) be
as in Lemma 7.4.7. We have the decomposition:
(140) PaEλ =
⊕
b∈Irr(θ,m)
Im pmb,N
Lemma 7.5.6. — Dλ(pmb,N ) = O
(∏`
j=1 |zj |N
)
.
Proof We have ∂Epi
m
b = O
(
exp
(−|zm|)) due to Lemma 7.5.5. We also have
[θ, pimb ] = 0 and [θ
†, pimb ] = O
(
exp
(−|zm|)). Hence, Dλpimb = O(exp(−|zm|)).
We put smb := pi
m
b −pmb . We have
∣∣smb ∣∣h = O(∏`j=1 |zj |2N). We have the following:
Dλsmb = d
′′
λpi
m
b + λδ
′
λs
m
b + (1 + |λ|2)θsmb
We have d′′λpi
m
b = O
(
exp
(−|zm|)). We have θsmb = O(∏`i=1 |zi|3N/2). Let us look
at δ′λs
m
b . Let pij denote the projection X −D −→ Dj.
Lemma 7.5.7. — We have the following estimates independently from j = 1, . . . , n
and Q ∈ pi−1j (D).
–
∥∥|zj|−3N/2δ′λ,jsmb|pi−1j (Q)∥∥L2 ≤ C ∏i∈Sj ∣∣zi(Q)∣∣N for j = 1, . . . , `, where Sj :=
{1, . . . , `} − {j}.
–
∥∥δ′λ,jsmb|pi−1j (Q)∥∥L2 ≤ C ∏`i=1 |zi(Q)|N for j = `+ 1, . . . , n.
Proof Let us consider the case j ≤ `. We put L := 3N/2, for simplicity of the
notation. Let ρ1 be a non-negative C
∞-function on R such that ρ1(t) = 1 for t ≤ 1/2
and ρ1(t) = 0 for t ≥ 2/3. Let κ be a non-negative C∞-function on ∆ such that κ(z) =
1 for |z| ≤ 1/2 and κ(z) = 0 for |z| ≥ 2/3. We put χM (zj) := ρ1
(−M−1 log |zj |)κ(zj).
In the following estimate, we do not have to be careful on the signature. We have the
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following:
(141)
∫
pi−1j (Q)
(
δ′λ,j(χMs
m
b ), δ
′
λ,j(χMs
m
b )
)
h
|zj |−2L =
±
∫
pi−1j (Q)
(
χMs
m
b , d
′′
λ,jδ
′
λ,j(χMs
m
b )
)
h
|zj|−2L
±
∫
pi−1j (Q)
(
χMs
m
b , δ
′
λ,j(χMs
m
b )
)
h
L |zj|−2L dzj
zj
The first term of the right hand side is as follows:
±
∫
pi−1j (Q)
(
χsmb , R(h, d
′′
λ)(χs
m
b )
)
h
|zj |−2L ±
∫
pi−1j (Q)
(
χsmb , δ
′
λ,jd
′′
λ,j(χs
m
b )
)
h
|zj|−2L
= ±
∫
pi−1j (Q)
(
χsmb , R(h, d
′′
λ)(χs
m
b )
)
h
|zj|−2L ±
∫
pi−1j (Q)
(
d′′λ,j(χs
m
b ), d
′′
λ,j(χs
m
b )
)|zj |−2L
±
∫ (
χsmb , d
′′
λ,j(χs
m
b )
)
h
L|zj |−2L dzj
zj
(M is omitted.) The second term is as follows:
±
∫
pi−1j (Q)
(
d′′λ(χMs
m
b ), χMs
m
b
)
h
L |zj|−2L dzj
zj
±
∫
pi−1j (Q)
(
χMs
m
b , χMs
m
b
)
L2|zj |−2L dzj dzj|zj|2
Then, the claim in the case j ≤ ` follows from the estimate for |smb |h and |d′′λsmb |h in
the limit M →∞.
Let us consider the case j > `. We have the following:∫
pi−1j (Q)
(
δ′λ,j(κs
m
b ), δ
′
λ,j(κs
m
b )
)
=
±
∫
pi−1j (Q)
(
d′′λ,j(κs
m
b ), d
′′
λ,j(κs
m
b )
)± ∫
pi−1j (Q)
(
κsmb , Rj(d
′′
λ, h)κs
m
b
)
Hence, the claim in the case j > ` also follows from the estimate of |smb |h and |d′′λsmb |h.
Thus, the proof of Lemma 7.5.7 is finished.
Let us finish the proof of Lemma 7.5.6. From the estimate of Dλpimb and D
λsmb ,
we obtain the following:∥∥(|zj|−L Dλj pma,N)|pi−1j (Q)∥∥L2 ≤ C ∏
i∈Sj
|zi(Q)|4N/3, (j = 1, . . . , `)
∥∥Dλj pma,N |pi−1j (Q)∥∥L2 ≤ C ∏`
i=1
|zi(Q)|4N/3, (j = `+ 1, . . . , n)
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Then, by the holomorphic property, we obtain Dλpma,N = O
(∏`
j=1 |zj |N
)
. Thus the
proof of Lemma 7.5.6 is accomplished.
7.5.4. End of Proof of Proposition 7.5.1. —
Lemma 7.5.8. — The restrictions of the decompositions (133) and (140) to D̂(N)
are the same.
Proof Let vN = (va,N ) andwN = (wa,N ) be frames of PaEλ whose restrictions to
D̂(N) are compatible with the decompositions (133) and (140), respectively. Namely,
v
a,N |D̂(N) and wa,N |D̂(N) give frames of PaÊλa|D̂(N) and
(
Im pma,N
)
|D̂(N) , respectively.
Let A and B be determined by the following:
z−m(0)DλvN = vN A, z−m(0)DλwN = wN B
We have the decompositions A = (Aa,b) and B = (Ba,b), corresponding to the de-
compositions of the frames. By our choice, we have Aa,b ≡ Ba,b ≡ 0 for a 6= b modulo
z−m(0)
∏`
j=1 z
N
j . Let C be determined by v = wC, which has the decomposition
C = (Ca,b). We obtain the following modulo z
−m(0)∏`
j=1 z
N
j :
(142) Ba,aCa,b − Ca,bAb,b + z−m(0)Ca,b ≡ 0
Assume Ca,b 6≡ 0 modulo
∏`
j=1 z
N
j . We have the expansion Ca,b =
∑
n∈Z`≥ 0 Ca,b;nz
n.
We set δ := (1, . . . , 1). Let n0 6≥ N δ be a minimal among n such that Ca,b;n 6= 0.
Then, we obtain (a−b)ord(a−b)Ca,b;n0 = 0 from (142). Note −m(0)+ord(a−b)+n0 6≥
−m(0)+N δ. Hence, we obtain Ca,b;n0 = 0 which contradicts with our choice of n0.
Hence, we obtain Ca,b ≡ 0 modulo
∏`
j=1 z
N
j . It implies the claim of Lemma 7.5.8.
Since we have qmb,N − pmb,N ≡ 0 modulo
∏`
i=1 z
N
i , the claim of Proposition 7.5.1 is
obtained.
7.5.5. Complement. — We use the setting in Section 7.2.1. Moreover, we assume
that the coordinate system is admissible for the good set Irr(θ), for simplicity. Let k be
the integer determined bym(0) ∈ Zk<0×0`−k. Letm ∈M such thatm ∈ Zk<0×0`−k.
We put D(≤ k) := ⋃kj=1Dj . We have the irregular decomposition as in (25):
PaEλ|D̂(≤k) =
⊕
b∈Irr(θ,m)
(PaÊλ)mb
The projection onto (PaÊλ)mb is denoted by p̂mb .
By Lemma 3.6.30, we can take endomorphisms pmb,N ∈ P0 End(Eλ) such that (i)
pm
b,N |D̂(N)(≤k) = p̂
m
b|D̂(N)(≤k), (ii)
[
pm
b,N |Di,Resi(D
λ)
]
= 0 for i = k + 1, . . . , `. Ac-
cording to the norm estimate of tame harmonic bundles [93],
∣∣pmb,N ∣∣h is bounded on
222 CHAPTER 7. PROLONGMENTS PEλ
∏k
i=1{1/2 ≤ |zi| ≤ 2/3} × (∆∗)`−k × ∆n−`. (Otherwise, we can use Lemma 7.7.1
below.)
Recall that we have the projection pimb in the Higgs side, as given in Section 7.2.2.
Lemma 7.5.9. — pmb,N − pimb = O
(∏k
i=1 |zi|N
)
.
Proof Let q : X − D −→ (∆∗)`−k × ∆n−` be given by q(z1, . . . , zn) =
(zk+1, . . . , zn). Let d
′′
λ := ∂E + λθ
†. The restriction to q−1(Q) is also denoted
by the same notation, where Q ∈ (∆∗)`−k × ∆n−`. By using Proposition 7.2.8, we
obtain the following estimate on q−1(Q), which is uniform for Q ∈ (∆∗)`−k ×∆n−`:
d′′λ
(
pmb,N |q−1(Q) − pimb|q−1(Q)
)
= −d′′λ
(
pimb|q−1(Q)
)
= O
(
exp
(−|zm|))
The restrictions
(Eλ, h)|q−1(Q) are acceptable, and the curvatures are uniformly
bounded for Q ∈ (∆∗)`−k×∆n−`. By using Lemma 21.2.3 and Lemma 21.9.1, we can
take a section tQ of End(Eλ)|q−1(Q) such that (i) d′′λtQ = d′′λ
(
pm
b,N |q−1(Q) − pimb|q−1(Q)
)
,
(ii) |tQ|h ≤ C1
∏k
i=1 |zi|N , where the constant C1 is independent of Q.
By construction, we have d′′λ
(
pm
b,N |q−1(Q) − pimb|q−1(Q) − tQ
)
= 0 and∣∣pmb,N |q−1(Q) − pimb|q−1(Q) − tQ∣∣h ≤ C2
on
∏k
i=1{1/2 ≤ |zi| ≤ 2/3} independently from Q. From the estimate for tQ and
Proposition 7.5.1, we have the estimate
∣∣pmb,N |q−1(Q) − pimb|q−1(Q) − tQ∣∣h ≤ CQ,N k∏
i=1
|zi|N
depending on Q. Then, by Proposition 21.2.8, we obtain the estimate
∣∣pmb,N |q−1(Q) − pimb|q−1(Q) − tQ∣∣h ≤ CN k∏
i=1
|zi|N
independently from Q. Thus, we are done.
7.6. Small deformation of PEλ in the smooth divisor case
7.6.1. Characterization of the deformation (PaEλ)(T ) via the metric. — We
use the setting in Section 7.2.1 with ` = 1, i.e., D is the smooth divisor D1. We use a
slightly different notation. We use the symbol j instead ofm(i) to denote an element
ofM. Let m(0) denote the minimum of the numbers j such that Irr(θ, j) 6= {0}. For
any b ∈ Irr(θ, j), we put
E
(j)
b :=
⊕
a∈Irr(θ)
ηj(a)=b
Ea
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Let pi
(j)
b denote the projection of E onto E
(j)
b . Recall we have the following estimate
with respect to h for some 1 > 0, due to Theorems 7.2.1, 7.2.4 and Lemma 7.5.5:
(143) Dλpi
(j)
b = O
(
exp(−1|z1|j)
)
For w ∈ C, we consider the following:
girr(w) :=
∑
a∈Irr(θ)
exp(w · a) · pia
Let girr(w)
∗h be the metric given by girr(w)∗h(u, v) = h
(
girr(w)u, girr(w)v
)
. We put
(144) T1(w) := 1− λ · w
1 + |λ|2
For any j and any a ∈ Irr(θ, j − 1), we put I(j)a := η−1j,j−1(a). Formally, we put
I(m(0))0 := Irr(θ,m(0)). Let pi : X˜(D) −→ X denote the real blow up of X along
D. Fix λ 6= 0. We regard X and D as {λ} × X and {λ} × D. For any j and any
distinct b1, b2 ∈ η−1j,j−1(a), we put Fb1,b2 := −|z−j1 |Re
(
λ−1(b1 − b2)
)
, which are C∞-
functions on X˜(D). Let S1, . . . , SN be small multi-sectors of X − D, such that (i)
the union of their interior parts is X −D, (ii) Si ∈ MS(X −D, I(j)a ) for any j and
any a ∈ Irr(θ, j − 1). Let Si denote the closure of Si in X˜(D), and let Zi denote
Si ∩ pi−1(D). We may assume the following for each Si, each j, each a ∈ Irr(θ, j − 1)
and each distinct pair (b1, b2) in I(j)a :
(A1) : If the intersection Zi ∩ {Fb1,b2 = 0} is not empty, Fb1,b2 is monotone with
respect to arg(z1).
If we choose sufficiently small 0 < 2 ≤ 1, either one of the following holds for each
Si, each j, each a ∈ Irr(θ, j − 1) and each distinct pair (b1, b2) in I(j)a :
(A2) : If the intersection Zi ∩ {Fb1,b2 = 0} is empty,
∣∣Fb1,b2∣∣ ≥ 2/2 holds on Zi.
We will prove the following proposition in Sections 7.6.2–7.6.5.
Proposition 7.6.1. — Assume the following:
– |w| < 2/100.
–
∣∣arg(T1(w))∣∣ is small such that the natural bijection{(
t+ (1− t)T1(w)
) · a ∣∣ a ∈ Irr(θ)} −→ Irr(θ)
preserves the orders ≤λSi (i = 1, . . . , N) for any 0 ≤ t ≤ 1.
Then, the following holds:
– Let f be a holomorphic section of Eλ on X −D. It gives a section of the sheaf
(PaEλ)(T1(w)), if and only if it satisfies the following growth condition:
|f |girr(w)∗h = O
(|z1|−a−) (∀ > 0)
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7.6.2. Comparison of the irregular decompositions on small multi-sectors.
— Let pi : X˜(D) −→ X denote the real blow up of X along D.
Proposition 7.6.2. — For any point P ∈ pi−1(D), there exist a multi-sector SP ∈
MS(P,X − D) and a Dλ-flat splitting PaEλ|SP =
⊕
a∈Irr(θ,j) PaEλ\a,SP of the Stokes
filtration FSP (j) on SP in the level j with the following property:
– Let p
(j)\
a,SP
denote the projection onto PaEλ\a,SP with respect to the decomposition.
Then, pi
(j)
a − p(j)\a,SP = O
(
exp(−1|zj1|/2)
)
with respect to h.
In particular, the decomposition PaEλ|SP =
⊕
a∈Irr(θ,j) PaEλ\a,SP is O
(
exp(−1|zj1|/2)
)
-
asymptotically orthogonal.
Proof By using Lemma 20.2.1, we can take Q(j)b,S such that DλQ(j)b,S = Dλpi(j)b
and Q(j)b,S = O
(
exp
(−1|z1|j/2)). We put p(j)\b,S := pi(j)b − Q(j)b,S, which is Dλ-flat. By
applying the modification as in the proof of Lemma 7.4.7, we may and will assume
that
[
p
(j)\
b,S , p
(j)\
c,S
]
= 0 and p
(j)\
b,S ◦ p(j)\b,S = p(j)\b,S .
We put FS (j)\b :=
⊕
c≤λSb Im p
(j)\
c,S . Let us compare the filtrations FS (j)\ and FS (j).
We take a splitting PaEλ|S =
⊕PaEλa,S, and let p(j)a,S denote the projection onto PaEλa,S
with respect to the decomposition. Since we have already known that p
(j)
a,S − pi(j)a =
O(|z1|N ) for any N (Corollary 7.5.3), we have p(j)\a,S − p(j)a,S = O
(|z1|N) for any N > 0.
Hence, both FS (j)
b|Ẑ and F
S (j)\
b|Ẑ are the same as F
Z (j)
|b . Hence, we obtain FS (j)b =
FS (j) \b . (Use the uniqueness in Proposition 3.6.1 successively.) In other words, the
decomposition
⊕
Im p
(j)\
b,S gives a splitting of the filtration FS (j). Thus, Proposition
7.6.2 is proved.
We have the following corollaries.
Corollary 7.6.3. — Let S be a small multi-sector in X − D, and let PaEλ|S =⊕
c∈Irr(θ,j)PaEλc,S be any Dλ-flat splitting of the filtration FS (j). Let p(j)c,S denote
the projection onto PEλc,S. Then, we have pi(j)c − p(j)c,S = O
(
exp(−′|z1|j)
)
for some
′ > 0.
Proof Take a finite covering of S by multi-sectors SP as in Proposition 7.6.2, and
compare p
(j)
c,S , p
(j)\
c,SP
and pi
(j)
c on each SP .
7.6.3. Comparison of the irregular decompositions on Si. — Let PEλ|Si =⊕
a∈Irr(θ)PEλa,Si be a D-flat splitting of the full Stokes filtration F˜Si . For any b ∈
Irr(θ, j), we put
PEλ (j)b,Si =
⊕
a∈Irr(θ)
ηj(a)=b
PEλa,Si.
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Let p
(j)
b,Si
denote the projection onto PEλ (j)b,Si .
Proposition 7.6.4. — We have the following estimate with respect to h:
p
(j)
b,Si
− pi(j)b = O
(
exp
(−2|zj1|/10))
Proof For simplicity of the description, we set S := Si, S := Si and Z := Zi. We
have the decomposition:
End(PEλ|S) =
⊕
(b1,b2)∈Irr(θ,j)2
Hom
(PEλ (j)b1,S ,PEλ (j)b2,S )
For any point P ∈ Z, we take a small multi-sector SP as in Proposition 7.6.2. Let SP
denote the closure of SP in X˜(D), and let ZP := SP ∩ pi−1(D). If SP is sufficiently
small, we may assume that one of the following holds on ZP , for each distinct b1, b2 ∈
I(j)a (a ∈ Irr(θ, j)):
– Fb1,b2 ≤ −2/8.
– Fb1,b2 ≥ −2/4.
We have the decomposition:
p
(j)\
b,SP
− p(j)
b,S|SP =
∑
(c1,c2)∈Irr(θ,j)2
c1<SP c2
(
p
(j)\
b,SP
)
c1,c2
∈
⊕
(c1,c2)∈Irr(θ,j)2
c1<SP c2
Hom
(PEλ (j)c1,S ,PEλ (j)c2,S )|SP
Lemma 7.6.5. — In the case j = m(0), we have
p
(m(0))\
b,SP
− p(m(0))
b,S|SP = O
(
exp
(−2|zm(0)1 |/10))
with respect to h for any b ∈ Irr(θ,m(0)).
Proof We have only to have estimates of
(
p
(m(0))\
b,SP
− p(m(0))
b,S|SP
)
c1,c2
for c1 <SP c2.
In the case Fc1,c2 ≤ −2/8 on SP , we have the following by flatness:(
p
(m(0))\
b,SP
− p(m(0))
b,S|SP
)
c1,c2
= O
(
exp
(−2|zm(0)1 |/10)).
In the case Fc1,c2 ≥ −2/4 on SP , (A2) cannot happen for the c1, c2 and S = Si.
Hence, we can take a sequence P1 = P, P2, . . . , Pt ∈ Z with the following property:
– ZPi ∩ ZPi+1 6= ∅.
– ZPt intersects with {Fc1,c2 > 0}.
– Fc1,c2 ≥ −2/4 on each ZPi .
By the second condition, we have
(
p
(m(0))\
b,SPt
−p(m(0))
b,S|SPt
)
c1,c2
= 0 on SPt . On SPi ∩SPi+1 ,
we have
(145) p
(m(0))\
b,SPi
− p(m(0))\b,SPi+1 =
(
p
(m(0))\
b,SPi
− pi(m(0))b
)− (p(m(0))\b,SPi+1 − pi(m(0))b )
= O
(
exp
(−1|zm(0)1 |/2)).
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If p
(m(0))\
b,SPi
− p(m(0))\b,SPi+1 is not 0, we have the following for some B,C,N > 0, because of
Lemma 20.3.2:∣∣∣(p(m(0))\b,SPi − p(m(0))\b,SPi+1 )c1,c2 exp((c1 − c2)/λ)∣∣∣ ≥ B · exp(−C|zm(0)+11 |) · |z1|N
Hence, we obtain the following for some B′ > 0:
(146)
∣∣(p(m(0))\b,SPi − p(m(0))\b,SPi+1 )c1,c2∣∣ ≥ B′ · exp(−2|zm(0)1 |/3)
From (145) and (146), we obtain the contradiction. Hence, we have
(
p
(m(0))\
b,SPi
−
p
(m(0))\
b,SPi+1
)
c1,c2
= 0 on SPi ∩ SPi+1 . Then, we can show
(
p
(m(0))\
b,SPi
− p(m(0))\b,S
)
c1,c2
= 0 on
SPi by using an inductive argument. In particular, we obtain
(
p
(m(0))\
b,SP
−p(m(0))b,S
)
c1,c2
=
0 on SP . Thus, we obtain the desired estimate, and the proof of Lemma 7.6.5 is fin-
ished.
Lemma 7.6.6. — We have p
(j)\
b,SP
− p(j)
b,S|SP = O
(
exp
(−2|zj1|/10)) with respect to
h for any j and any b ∈ Irr(θ, j).
Proof We omit to denote |SP for simplicity of the description. We use an induc-
tion on j. In the case j = m(0), we have already done (Lemma 7.6.5). Let us look at(
p
(j)\
b,SP
− p(j)b,S
)
c1,c2
for (c1, c2) ∈ Irr(θ, j)2. Let us consider the case ord(c1 − c2) < j.
We have the following:
(147)
(
p
(j) \
b,SP
− p(j)b,S
)
c1,c2
= p
(j)
c2,S
◦ (p(j) \b,SP − p(j)b,S) ◦ p(j)c1,S = p(j)c2,S ◦ p(j) \b,SP ◦ p(j)c1,S
Because ord(c1 − c2) < j, one of ord(c1 − b) or ord(c2 − b) is strictly smaller than j.
In the case q := ord(c1 − b) < j, we have the following:
(148) p
(j)
c2,S
◦ p(j) \b,SP ◦ p
(j)
c1,S
= p
(j)
c2,S
◦ p(j) \b,SP ◦ p
(q)\
ηq(b),SP
◦ p(q)ηq(c1),S ◦ p
(j)
c1,S
By the hypothesis of the induction, we have the following:
(149) p
(q)\
ηq(b),SP
◦ p(q)ηq(c1),S =
(
p
(q)\
ηq(b),SP
− p(q)ηq(b),S
) ◦ p(q)ηq(c1),S = O(exp(−2|zq1 |/10))
From (147), (148) and (149), we obtain the desired estimate for
(
p
(j) \
b,SP
− p(j)b,S
)
c1,c2
in
the case ord(c1−b) < j. We can obtain a similar estimate in the case ord(c2−b) < j.
Let us consider the case ord(c1 − c2) = j. Note we have ηj−1(c1) = ηj−1(c2). In
the case Fc1,c2 ≤ −2/8 on SP , we have the following by flatness:(
p
(j)\
b,SP
− p(j)b,S
)
c1,c2
= O
(
exp
(−2|zj1|/10))
In the case Fc1,c2 ≥ −2/4 on SP , we can take a sequence P1 = P, P2, . . . , Pt ∈ Z with
the following property:
– ZPi ∩ ZPi+1 6= ∅.
– ZPt intersects with {Fc1,c2 > 0}.
– Fc1,c2 ≥ −2/4 on each ZPi .
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By the second condition, we have
(
p
(j)\
b,SPt
− p(j)
b,S|SPt
)
c1,c2
= 0 on SPt . On SPi ∩SPi+1 ,
we have
(150) p
(j)\
b,SPi
− p(j)\b,SPi+1 =
(
p
(j)\
b,SPi
− pi(j)b
)− (p(j)\b,SPi+1 − pi(j)b ) = O(exp(−1|zj1|/2))
If p
(j)\
b,SPi
−p(j)\b,SPi+1 is not 0, we have the following for some B,C,N > 0, due to Lemma
20.3.2: ∣∣(p(j)\b,SPi − p(j)\b,SPi+1 )c1,c2 exp((c1 − c2)/λ)∣∣ ≥ B · exp(−C|zj+11 |) · |z1|N
Hence, we obtain the following for some B′ > 0:
(151)
∣∣(p(j)\b,SPi − p(j)\b,SPi+1 )c1,c2∣∣ ≥ B′ · exp(−2|zj1|/3)
From (150) and (151), we obtain the contradiction. Hence, we have
(
p
(j)\
b,SPi
−
p
(j)\
b,SPi+1
)
c1,c2
= 0 on SPi ∩ SPi+1 . We obtain
(
p
(j)\
b,SPi
− p(j)\b,S
)
c1,c2
= 0 on SPi by an
inductive argument. In particular,
(
p
(j)\
b,SP
− p(j)b,S
)
c1,c2
= 0 on SP . Thus, we obtain
the desired estimate, and the proof of Lemma 7.6.6 is finished.
Proposition 7.6.4 immediately follows from Proposition 7.6.2 and Lemma 7.6.6.
7.6.4. Comparison of some metrics. — We consider the following:
(152) F (w) := exp
(
w · B), B := ∑
a∈Irr(θ)
a · pia =
∑
m(0)≤j≤−1
∑
b∈Irr(θ,j)
ζj(b) · pi(j)b
Let F (w)∗h be the metric given by F (w)∗h(u, v) = h
(
F (w)u, F (w)v
)
.
Lemma 7.6.7. — F (w)∗h and girr(w)∗h are mutually bounded.
Proof Because girr(w)◦F (w)−1 =
∑
exp
(
2
√−1 Im(w·a))·pia, we have the bound-
edness of
∣∣girr(w) ◦ F (w)−1∣∣h. Similarly, ∣∣F (w) ◦ girr(w)−1∣∣h is bounded. Then, the
claim of Lemma 7.6.7 follows.
For each S := Si, we put
(153) BS :=
∑
j
∑
b∈Irr(θ,j)
ζj(b) · p(j)b,S, FS(w) := exp
(
w · BS
)
.
Lemma 7.6.8. — For |w| < 2/100, we have the following estimate:∣∣F (w) ◦ FS(w)−1 − 1∣∣h = O(exp(−2|z1|−1/100))∣∣FS(w) ◦ F (w)−1 − 1∣∣h = O(exp(−2|z1|−1/100))
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Proof We have F (w) =
∏
F (j)(w) and FS(w) =
∏
F
(j)
S (w), where F
(j) and F
(j)
S
are given as follows:
F (j)(w) := exp
( ∑
b∈Irr(θ,j)
w · ζj(b) · pi(j)b
)
, F
(j)
S (w) := exp
( ∑
b∈Irr(θ,j)
w · ζj(b) · p(j)b,S
)
We consider G(j) := F (j)−F (j)S . Because pi(j)b −p(j)b,S = O
(
exp(−2|z1|j/10)
)
, we have
G(j) = O
(
exp(−2|z1|j/15)
)
. We set
G˜(j) :=
∏
i>j
F
(i)
S ◦G(j) ◦ (F (j)S )−1 ◦
∏
i>j
(
F
(i)
S
)−1
.
We have |G˜(j)|h = O
(
exp(−2|z1|j/20)
)
. We have the following equality:
F ◦ F−1S = (1 + G˜(−1)) ◦ · · · ◦ (1 + G˜(m(0)+1)) ◦ (1 + G˜(m(0)))
Then, the claim of Lemma 7.6.8 follows.
Let FS(w)
∗h be the metric given by FS(w)∗h(u, v) = h
(
FS(w)u, FS(w)v
)
.
Lemma 7.6.9. — For |w| < 2/100, the metrics F (w)∗h and FS(w)∗h are mutually
bounded.
Proof We have the following:∣∣v∣∣
F (w)∗h
≤ ∣∣v∣∣
FS(w)∗h
· ∣∣FS(w)−1 ◦ F (w)∣∣FS(w)∗h = ∣∣v∣∣FS(w)∗h · ∣∣F (w) ◦ FS(w)−1∣∣h
Hence, we obtain
∣∣v∣∣
F (w)∗h
≤ C · ∣∣v∣∣
FS(w)∗h
due to Lemma 7.6.8. We obtain∣∣v∣∣
FS(w)∗h
≤ C · ∣∣v∣∣
F (w)∗h
by a similar argument. Thus, the proof of Lemma 7.6.9 is
finished.
7.6.5. End of proof of Proposition 7.6.1. — According to Corollary 4.5.9, f
gives a section of
(PaEλ)(T1(w)) if and only if ∣∣f ∣∣FSi (w)∗h is bounded on Si for i =
1, . . . , N . In Lemma 7.6.9, we have obtained that F (w)∗h and FSi(w)∗h are mutually
bounded on Si (i = 1, . . . , N). Hence, the claim of Proposition 7.6.1 follows.
7.7. Boundedness of some section
We use the setting in Section 7.2.1. For simplicity, we assume that the coordinate
system is admissible for the good set Irr(θ). Let k be determined by m(0) ∈ Zk<0 ×
0`−k. We put D(≤ k) :=
⋃k
j=1Dj . Let M be a sufficiently large integer, say M >
100 · ` · |m(0)|, where |m(0)| =∑ki=1 |m(0)i|.
Lemma 7.7.1. — Let f be a section of P0 End(Eλ) with the following property:
– Dλf = 0 on D̂(M)(≤ k).
–
[
Resi(Dλ), f|Di
]
= 0 for i = k + 1, . . . , `.
Then, |f |h is bounded.
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Proof We use an induction on `. In the case ` = 0, the claim is trivial. In the
following argument, we will assume that the claim of the lemma holds in the case
`− 1.
Let us show the following claims for m = 1, . . . , ` by a descending induction on m:
A(m) : Let f be a section of P0 End(Eλ) with the following property:
– Dλf = 0 on D̂(Mm)(≤ k), where Mm =M − (` −m) · |m(0)|.
–
[
Resi(D
λ), f|Di
]
= 0 for i = m+ 1, . . . , `.
Then, we have the following estimate for some C > 0 and N > 0:
|f |h ≤ C ·
(
−
m∑
i=1
log |zi|
)N
The claim A(`) holds due to the general result of the acceptable bundles (Theorem
21.3.2). Let us show A(m − 1) by assuming A(m). Let f ∈ P0 End(Eλ) such that
(i) Dλf|D̂(Mm−1)(≤k) = 0, (ii)
[
Resi(Dλ), f|Di
]
= 0 for i = m, . . . , `. We would like to
obtain the estimate:
|f |h ≤ C ·
(
−
m−1∑
i=1
log |zi|
)N
We put g := Dλ(∂m)f ∈ End(P0Eλ). We have (i) Dλg|D̂(Mm)(≤k) = 0, (ii)[
Resi(Dλ), g|Di
]
= 0 for i = m + 1, . . . , `. Hence, we can apply A(m) to g, and we
obtain the estimate for some C > 0 and N > 0:
|g|h ≤ C ·
(
−
m∑
i=1
log |zi|
)N
Let pim : X −→ Dm denote the projection. We put pi−1m (Q)∗ := pi−1m (Q) − {Q} for
Q ∈ D◦m. Then, we obtain the following:∫
pi−1m (Q)∗
∣∣g|pi−1m (Q)∗ ∣∣2h · ∣∣dzm · dzm∣∣ ≤ C1 ·
−m−1∑
j=1
log |zj(Q)|
N1
Let ∆m denote the Laplacian −∂zm∂zm . By Corollary 7.7.5 below, we have the
following inequality on pi−1m (Q)
∗:
∆m
(|f|pi−1m (Q)∗ |2h) ≤ ∣∣g|pi−1m (Q)∗ ∣∣2h
We can take GQ(zm) satisfying the following:
∆mGQ = |g|pi−1m (Q)|2, sup
∣∣GQ∣∣ ≤ C′ ·
−m−1∑
j=1
log |zj |(Q)
N
Note
∣∣f|pi−1m (Q)∣∣2h − GQ is bounded on pi−1m (Q)∗ for each Q, which follows from the
norm estimate in the curve case (Proposition 8.1.1, below). Therefore, we have
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(∣∣f|pi−1m (Q)∣∣2h −GQ) ≤ 0 as distributions on pi−1m (Q) (Lemma 2.2 of [114]). Hence,
we obtain the following:
(154) sup
∣∣f|pi−1m (Q)∣∣2h ≤ max|z′m|=1/2∣∣f|pi−1m (Q)(z′m)∣∣2h + C′′
(
−
m−1∑
i=1
log |zi|2(Q)
)N
≤ C′′′
(
−
m−1∑
i=1
log |zi|2(Q)
)N
Here, we have used the hypothesis of the induction on ` for the estimate of
max|z′m|=1/2
∣∣f|pi−1m (Q)(z′m)∣∣2h. Thus, we obtain A(m−1), and the descending induction
on m can proceed. The claim A(0) means Lemma 7.7.1.
We can show the following lemma by the same argument.
Lemma 7.7.2. — Let f be a section of P0Eλ with the following property:
– Dλf = 0 on D̂(M)(≤ k).
– Resi(Dλ)(f) = 0 for i = k + 1, . . . , `.
Then, |f |h is bounded.
Let (Ei, ∂i, θi, hi) (i = 1, 2) be unramifiedly good wild harmonic bundles as in
Section 7.2.1, with the good set of irregular values Irr(θi). For simplicity, we assume
that Irr(θ1) = Irr(θ2), and that the coordinate system is admissible for Irr(θ1). Let
m(0) be the minimum of Irr(θ1), and let k be determined bym(0) ∈ Zk<0×0`−k. Let
M be a sufficiently large integer, sayM > 100·`·|m(0)|, where |m(0)| =∑ki=1 |m(0)i|.
Note that Hom(Eλ1 , Eλ2 ) with the naturally induced metric is acceptable. The following
lemma can be shown by the same argument.
Lemma 7.7.3. — Let f be a section of P0Hom(Eλ1 , Eλ2 ) with the following property:
– Dλf = 0 on D̂(M)(≤ k).
–
[
Resi(Dλ), f|Di
]
= 0 for i = k + 1, . . . , `.
Then, |f |h is bounded.
7.7.1. Weitzenbo¨ck formula (Appendix). — Let us recall a variant of
Weitzenbo¨ck formula for harmonic bundles due to Simpson with a slightly re-
fined form. It will be used in Section 10.4. The original one (Corollary 7.7.5) was
used in the proof of Lemma 7.7.1. It will be also useful in Sections 9.3 and 10.3.
Let z be a coordinate of C, and let U be an open subset ofC. We use the Euclidean
metric g = dz · dz. Let ∆′′ denote the Laplacian −∂z∂z .
Let (E, ∂E , θ, h) be a harmonic bundle on U . For any complex number λ, let
d′′λ := ∂E + λθ
†, δ′λ := ∂E − λθ, and Dλ := d′′λ + λ∂E + θ.
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Lemma 7.7.4. — Let s be a C∞-section of E. We have the following inequality:
∆′′|s|2h ≤
∣∣Dλs∣∣2
h,g
+ 2|s|h ·
∣∣δ′hd′′λs∣∣h,g
Proof We use the pairing (E ⊗ Ωp,q) ⊗ (E ⊗ Ωr,s) −→ Ωp+s,q+r induced by h,
which is denoted by (·, ·)h. Let R(h) denote the curvature of the unitary connection
d′′λ + δ
′
λ. We have the following equality:
(155) ∂∂|s|2h =
(
δ′λd
′′
λs, s
)
h
− (d′′λs, d′′λs)h + (δ′λs, δ′λs)h + (s, d′′λδ′λs)h
=
(
δ′λd
′′
λs, s
)
h
− (s, δ′λd′′λs)h + (s,R(h)s)h − (d′′λs, d′′λs)h + (δ′λs, δ′λs)h
We have the following equality:(
s,R(h)s
)
h
= −(1 + |λ|2) · (θ · s, θ · s)
h
− (1 + |λ|2) · (θ† · s, θ† · s)
h
Let Dλ′ := λ∂E + θ. Then, we have the following:(
δ′λs, δ
′
λs
)
h
− (1 + |λ|2) · (θ · s, θ · s)
h
= (1 + |λ|2) · (∂Es, ∂Es)h − (Dλ′s,Dλ′s)h
Hence, we obtain the following:
∂∂|s|2h =
(
δ′λd
′′
λs, s
)
h
− (s, δ′λd′′λs)h − (1 + |λ|2) · (θ†s, θ†s)h − (d′′λs, d′′λs)h
+ (1 + |λ|2) · (∂Es, ∂Es)h − (Dλ′s,Dλ′s)h
Then, the claim of the lemma follows.
Corollary 7.7.5 (Lemma 4.18 of [91]). — Let s be a holomorphic section of Eλ.
Then, we have the inequality ∆′′|s|2h ≤
∣∣Dλs∣∣2
h,g
. (Lemma 4.18 of [91] should be
corrected.)

CHAPTER 8
SOME BASIC RESULTS IN THE CURVE CASE
In this chapter, we study the one dimensional case. In Section 8.1, we show the
norm estimate for holomorphic sections of PEλ. In Section 8.2, we show the correspon-
dence between the parabolic weights and the residues for (PE0,D0) and (PEλ,Dλ).
These are natural generalizations of Simpson’s results in the tame case. The argu-
ments are also essentially the same. In Section 8.3, we give a characterization of the
lattice PaEλ by the eigenvalues of the residues in the case that λ is generic. In Section
8.4, we argue some basic property of harmonic forms for wild harmonic bundles on
quasiprojective curves, which will be used in the proof of Hard Lefschetz Theorem for
polarized wild pure twistor D-modules. (See Section 18.2.)
8.1. Norm estimate for holomorphic sections of PcEλ
8.1.1. Statement. — We putX = ∆ andD = {O}. Let (E, ∂E , θ, h) be an unram-
ifiedly good wild harmonic bundle on X −D. We assume to have the decomposition
on X :
(156) (E, θ) =
⊕
(a,α)∈Irr(θ)×Sp(θ)
(Ea,α, θa,α)
We have the expression θ = f · dz.
As explained in Chapter 7, we have the prolongment PcEλ for each λ ∈ C and
c ∈ R. Let F denote the parabolic filtration of PcEλ|O. We have the endomorphism
Res(Dλ) of PcEλ|O, which preserves the parabolic filtration. The induced endomor-
phism of GrF (PcEλ|O) is also denoted by Res(Dλ). Let W denote the weight filtration
of GrF (PcEλ|O) associated to the nilpotent part of Res(Dλ).
Let v be a holomorphic frame of PcEλ such that (i) it is compatible with the
parabolic filtration F , (ii) the induced frame on GrF (PcEλ|O) is compatible with the
weight filtration W . We put a(vi) := deg
F (vi) and k(vi) := deg
W (vi). Let h0 be the
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C∞-metric of E given as follows:
(157) h0(vi, vj) := δi,j · |z|−2a(vi) · (− log |z|2)k(vi)
Proposition 8.1.1. — The metrics h and h0 are mutually bounded. In other words,
the standard norm estimate holds.
Since it can be shown by the argument in [114], we give only an indication.
8.1.2. The case λ = 0. — First let us consider the case λ = 0. Let pia,α be
the projection onto Ea,α in the decomposition (156). According to Theorems 7.2.1
and 7.2.4, pia,α are bounded. Hence, we have the following decomposition as the
prolongment of the decomposition (156):
(158) (PcE0,D0) =
⊕
(a,α)∈Irr(θ)×Sp(θ)
(PcE0a,α,D0a,α)
The decomposition is compatible with the parabolic filtration and the residue Res(θ).
We may assume v is compatible with the decomposition (158).
For each (a, α, a), we have the endomorphism of Va,α,a := Gr
F
a (PcE0α,a) induced by
Res(θ). The nilpotent part is denoted by Na,α,a. We have the model harmonic bundle
onX−D obtained from (Va,α,a, Na,α,a) denoted by E(Va,α,a, Na,α,a). (See Subsection
7.4.1.3). We have the rank one harmonic bundle L(a, α, a) =
(O·e, θLa,α,a, hLa,α,a) as
in Subsection 7.4.1.2. Then, we obtain the wild harmonic bundle (E˜, ∂E˜ , h˜, θ˜) :=⊕
(a,α,a)E
(
Va,α,a, Na,α,a
) ⊗ L(a, α, a). According to Theorem 7.4.3, we obtain PcE˜0
for each c ∈ R, and the decomposition:
(159) (PcE˜0, θ˜) =
⊕
(α,a)
⊕
a
(PcE˜0a,α,a, θ˜a,α,a)
We can take a holomorphic isomorphism Φ : PcE˜0 −→ PcE0 such that (i) it pre-
serves the decompositions (158) and (159), (ii) it preserves the parabolic filtrations,
(iii) GrF (Φ|O) is compatible with the residues. It can be checked by a direct calcu-
lation that Φ(h˜) and h0 are mutually bounded. Recall that h0 and h are mutually
bounded up to log order, and hence Φ(h˜) and h are mutually bounded up to log order.
Due to a general result of Simpson (Corollary 4.3 of [114]), we have the following:
– Let K be a hermitian metric of E = E0 with the following property:
(i) : It is adapted to the filtered bundle P∗E0. The induced metric of the
dual E0∨ is also adapted to the induced parabolic filtration of P∗E0∨.
(ii) : Let θ†K denote the adjoint of θ with respect to K, and let ∂K be the
(1, 0)-operator determined by ∂E and K. Let FK denote the curvature
of the connection ∂E + ∂K + θ + θ
†
K . Then, FK is L
p with respect to K
and the Euclid metric dz · dz.
Then, the metrics K and h are mutually bounded.
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It is easy to check that the conditions (i) and (ii) hold for Φ(h˜). Thus, we can conclude
that h and h0 are mutually bounded in the case λ = 0.
8.1.3. The case λ 6= 0. — Let us consider the case λ 6= 0. We have the irregular
decomposition:
(160)
(PcEλ,Dλ)|D̂ = ⊕
a∈Irr(θ)
(PcÊλa ,Dλa)
We have the parabolic filtration F and the endomorphism Res(Dλ) of PcÊλa|O. They
are compatible. Let Eα(PcÊλa|O) denote the generalized eigen space of Res(Dλ) corre-
sponding to the eigenvalue α. We obtain a vector space Va,α,a := Gr
F
a Eα(PcÊλa|O). Let
Na,α,a denote the nilpotent part of the endomorphism of Va,α,a induced by Res(Dλ).
We have the model bundle E
(
Va,α,a, Na,α,a
)
obtained from
(
Va,α,a, Na,α,a
)
. Let
(b, β) ∈ R×C be given by the condition k(λ, b, β) = (a, α). (See Subsection 2.8.2 for
k(λ).) Let L(b, β, a) be the harmonic bundle of rank one as in Subsection 7.4.1.2. We
obtain a wild harmonic bundle(
E˜, ∂E˜ , h˜, θ˜
)
:=
⊕
(a,α,a)
E
(
Va,α,a, Na,α,a
)⊗ L(b, β, a).
We have the associated meromorphic λ-flat bundle (PcE˜λ, D˜λ) which has the decom-
position:
(161) PcE˜λ =
⊕
a∈Irr(θ)
(⊕
a,α
PcE˜λa,α,a
)
By construction, we have an isomorphism
ΦO,a,α,a : (Gr
F
a EαPcE˜λa,α,a,Res D˜λ) ' (GrFa EαPcÊλa ,ResDλa)
We can take an isomorphism ΦO,a :
⊕
a,αPcE˜λa,α,a|O ' PcÊλa|O, which preserves the
parabolic filtration, and induces
⊕
a,αΦO,a,α,a. Let D̂
(N) denote the N -th infinitesi-
mal neighbourhood of D for a large integer N . We can take an isomorphism
ΦD̂(N),a :
⊕
a,α
PcE˜λa,α,a|D̂(N) ' PcÊλa|D̂(N)
such that ΦD̂(N),a|O = ΦO,a. By a general theory, we can take a holomorphic decom-
position of PcEλ whose restriction to D̂(N) is the same as (160):
(162) PcEλ =
⊕
a∈Irr(θ)
PcEλa,N
Let qa,N denote the projection onto PcEλa,N . We can take a holomorphic isomorphism⊕
a,α PcE˜λa,α,a ' PcEλa,N whose restriction to D̂(N) is equal to ΦD̂(N),a. In particular,
we obtain Φ : PcE˜λ −→ PcEλ such that (i) it preserves the decompositions (161) and
(162), (ii) Φ|O preserves the parabolic filtrations, (iii) the induced map Gr
F (Φ) is
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compatible with the residues. We identify E and E˜ in the following argument by Φ.
By a direct calculation, we can show that h˜ and h0 are mutually bounded. Hence, we
have only to show h˜ and h are mutually bounded. We remark that we have already
known that h˜ and h are mutually bounded up to log order by the weak norm estimate
(Theorem 7.4.3), which we will use implicitly.
Let F be the endomorphism of PcEλ determined by F · dz/z = Dλ − D˜λ. By
construction, we have F(PcEλ) ⊂ Pc−Eλ for some  > 0. We have the estimate[
F, qa,N
]
=
[
Dλ, qa,N
]
= O(|z|N/2) by construction of qa,N . (Note that we have
already known that h˜ and h are mutually bounded, this estimate does not depend on
the choice of a metric. We will often omit this type of remark.) Recall that Dλ and
h˜ determine the operators θh˜ ∈ End(E) ⊗ Ω1,0, θ†h˜ ∈ End(E) ⊗ Ω0,1 and the pseudo-
curvature G(Dλ, h˜) := −λ−1(1+ |λ|2)2 ·(∂h˜+θh˜)2 = −λ−1(1+ |λ|2)2 ·∂h˜θh˜. (See [94].)
As in the case λ = 0, we obtain that h and h˜ are mutually bounded, once we show
that G(Dλ, h˜) is Lp for some p > 1, thanks to a general result of Simpson. (Corollary
4.3 of [114]. See also Section 4.3 of [91]. Note, in [91], the pseudo-curvature is
considered as G(Dλ, h˜) = ∂h˜θh˜, which does not make any essential difference in the
conclusion.)
Let d′′λ := ∂E + λθ
†, which is the holomorphic structure of Eλ. We have the
equalities:
0 = (1 + |λ|2)−1 ·G(D˜λ, h˜) = R(d′′λ, h˜) + (1 + |λ|2)
[
θ˜, θ˜†
h˜
]
(1 + |λ|2)−1G(Dλ, h˜) = R(d′′λ, h˜) + (1 + |λ|2)
[
θh˜, θ
†
h˜
]
= −(1 + |λ|2)([θ˜, θ˜†
h˜
]− [θh˜, θ†h˜]
)
Recall the following equalities (Section 2.2 of [94]):
θh˜ =
F
1 + |λ|2 + θ˜, θ
†
h˜
=
F
†
h˜
1 + |λ|2 + θ˜
†
h˜
We have [F,F†
h˜
] = O(|z|). Let us estimate [F, θ˜†
h˜
]
. We have the decomposition:
End(PcEλ) = C(PcEλ)⊕D(PcEλ),
C(PcEλ) =
⊕
a6=b
Hom
(PcEλa,N ,PcEλb,N), D(PcEλ) =⊕
a
End
(PcEλa,N )
We have the corresponding decomposition F = C(F) + D(F). By construction, we
have C(F) = O(|z|N ) with respect to h˜, and thus [C(F), θ˜†
h˜
]
= O
(|z|N/2). We have
the decomposition:
θ˜ =
⊕
a,α,a
((
da+ β · dz/z) · idPcE˜a,α,a +θ˜′a,α,a)
The terms (θ˜′a,α,a)
†
h˜
are O
(|z|−1(− log |z|)−1) with respect to h˜, and the terms (da+
α ·dz/z−1) · idPcE˜a,α,a do not contribute to [D(F), θ˜†h˜]. Hence, we obtain [D(F), θ˜†h˜] =
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O
(|z|−2dzdz), and G(Dλ, h˜) is Lp for some p > 1. Thus the proof of Proposition
8.1.1 is finished.
8.2. Comparison of the data at O
8.2.1. Statement. — Let X , D and (E, ∂E , θ, h) be as in Subsection 8.1.1. Let us
compare the data at the origin O of PEλ and PE0. For λ 6= 0, we have the vector
space GrFa
(PÊλa ) with the endomorphism Res(D̂λa). We have the generalized eigen
decomposition:
GrFa
(PÊλa ) = ⊕
α∈C
GrF,Ea,α
(PÊλa )
The residue Res(Dλ) induces the endomorphism, whose nilpotent part is denoted by
Nλa,a,α. Similarly, we have the vector spaces Gr
F,E
a,α
(PE0a) with the nilpotent endomor-
phism N0a,a,α. We consider the following sets:
KMS(PÊλa ) := {(a, α) ∈ R×C ∣∣ GrF,Ea,α(PÊλa ) 6= 0} (λ 6= 0)
KMS(PE0a) := {(a, α) ∈ R×C ∣∣ GrF,Ea,α(PE0a) 6= 0}
The dimension of the vector space corresponding to (a, α) is called the multiplicity of
(a, α), and denoted by m(λ, a, α). The following proposition was observed by Biquard-
Boalch ([12]), at least if the wild harmonic bundle is given on a quasiprojective curve.
Proposition 8.2.1. — k(λ) gives the bijective map KMS(PE0a) −→ KMS(PÊλa )
preserving the multiplicities. The conjugacy classes of N0a,a,α and N
λ
a,k(λ,a,α) are the
same.
The claims can be shown using the essentially same argument as that in [114]. We
indicate only an outline.
8.2.2. An estimate in [114]. — Let E be a holomorphic vector bundle on a
punctured disc ∆∗ with a frame v. Let K be a hermitian metric of E for which v is
orthogonal and |vi|K = |z|−ai(− log |z|)−ki/2 for some ai ∈ R and ki ∈ Z.
Let F be a C∞-section of E such that |F |K is bounded. For the expression F =∑
Fi · vi, we know |Fi| · |z|ai(− log |z|)−ki/2 are bounded.
Proposition 8.2.2. — Let M be the section of E determined by ∂F = M · dz.
Assume the following conditions:
|M |K = O
(|z|−1(− log |z|)−1), ∫ |M |2K · (− log |z|) · ∣∣dz · dz∣∣ <∞
Then, the following holds:
– In the case ai 6= 0, we have |Fi| · |z|ai(− log |z|)−ki/2 = O
(
(− log |z|)−1).
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– In the case ai = 0 and ki 6= 0, we have
∥∥Fi · |z|ai(− log |z|)−ki/2∥∥W <∞, where∥∥·∥∥
W
is given as follows:
(163) ‖G‖2W :=
∫
|G|2K
∣∣dz · dz∣∣
|z|2(− log |z|)2 log(− log |z|)
Proof See the argument in Page 765–767 of [114].
8.2.3. Decompositions. — As the special case of Lemma 7.4.7, we have the fol-
lowing lemma.
Lemma 8.2.3. — Take any large number N . We can take holomorphic sections
pa,N of End(PcEλ) for a ∈ Irr(θ) such that the following holds:
pa,N − pia = O
(|z|2N), (pa,N)2 = pa,N , [pa1,N , pa2,N ] = 0, ∑
a∈Irr(θ)
pa,N = id
They preserve the parabolic structure.
We take a refinement of the decomposition:
Lemma 8.2.4. — We can take holomorphic sections pa,α of End(
Eλ) for (a, α) ∈
Irr(θ)× Sp(θ) such that the following holds:
pa,α − pia,α = O
(|z|), [pa,α, pb,β] = 0, (pa,α)2 = pa,α, ∑
α
pa,α = pa,N
Proof The argument is essentially the same as that in the proof of Lemma 7.4.7.
We give only an outline. Let d′′λ := ∂E + λθ
†, which is the holomorphic structure of
Eλ. We have d′′λpia,α = O
(|z|) with respect to h and the Poincare´ metric. By Lemma
21.2.3, we can take sections sa,α of End(E) satisfying the following:
d′′λsa,α = dλ′′pia,α,
∫ ∣∣sa,α∣∣2h · |z|−2′(− log |z|)N · dvolgp
By Lemma 21.9.1, we obtain sa,α = O
(|z|′′) for some ′′ > 0.
We put pa,α := pia,α − sa,α. Then, we have the following:(
pa,α
)2 − pa,α = O(|z|), [pa,α, pb,β] = O(|z|), ∑
α
pa,α − pa,α = O
(|z|)
By modifying pa,α with order |z| as in the proof of Lemma 7.4.7, we obtain the
desired pa,α.
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8.2.4. The eigenvalues of Res(Dλ). — We put Φ :=
∑
a,α
(
da+ α · dz/z) · pa,α.
Lemma 8.2.5. — Let v be a holomorphic section of Eλ such that
|v|h ∼ |z|−a(− log |z|)k.
Then, the following estimate holds:∣∣∣Dλv − (1 + |λ|2)Φ(v) + λ · a · v · dz
z
∣∣∣
h
= O
(|z|−a(− log |z|)k−1)dz
z
Proof We have only to consider the case a = 0. Let δ′λ be determined by d
′′
λ and
h. Then the following holds:
Dλv − (1 + |λ|2)Φ(v) = λδ′λv − (1 + |λ|2)(θ − Φ)(v)
Because (θ − Φ)(v) = O((− log |z|)k−1)dz/z, we have only to show∫
|δ′λv|2(− log |z|)1−−2k|dz · dz| <∞
for some  > 0, which can be shown using the argument in Page 761–762 in [114].
We take a holomorphic frame v of PaEλ such that (i) it is compatible with the
decomposition PaEλ =
⊕
Im pa,α, (ii) it is compatible with the parabolic filtration,
(iii) the induced frame of GrFa
(PÊλa ) is compatible with the weight filtration. We
put a(vi) := deg
F (vi). Let (a(vi), α(vi)) be determined by the condition that vi ∈
Im pa(vi),α(vi).
We consider the following:
Dλ0 := D
λ − (1 + |λ|2)
∑
a∈Irr(θ)
da · pa
Lemma 8.2.6. — Let A be the matrix determined by Res(Dλ0 )v|O = v|O · A. If the
order of v1, . . . , vr is compatible with the parabolic filtration and the weight filtration,
A is triangulated, and the i-th diagonal entries are
(1 + |λ|2)α(vi)− λ · a(vi).
Proof It follows from Lemma 8.2.5.
8.2.5. Comparison map. — We put Va,α,a := Gr
F
a (PcE0a,α) on which we have the
nilpotent endomorphism N0a,α,a. We take model bundles:
(E˜a,α,a, θ˜a,α,a, h˜a,α,a) =
(
Va,α,a ⊗O∆∗ , N0a,α,adz/z, ha,α,a
)⊗ L(a, α, a)
(E˜, θ˜, h˜) :=
⊕
(a,α,a)
(
E˜a,α,a, θ˜a,α,a, h˜a,α,a
)
Let Ψ : E˜ −→ E be a holomorphic isomorphism such that (i) it preserves the
decompositions, (ii) it preserves the parabolic filtration, (iii) GrF (Res(G)) = 0 where
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G := Ψ ◦ θ˜− θ ◦Ψ ∈ Hom(E˜, E)⊗Ω1,0(logD). Note that Ψ and Ψ−1 are bounded,
due to Proposition 8.1.1. We identify E and E˜ via Ψ as C∞-bundles.
By construction, we have |θ − θ˜|h˜ = O(|z|) · dz/z. Due to the asymptotic orthog-
onality (Theorems 7.2.1 and 7.2.4), we have the following estimate:∣∣θ˜†
h˜
− θ†h
∣∣
h˜
= O
( dz
|z|(− log |z|))
The following lemma can be shown by the same argument as that in the proof of
Lemma 7.7 of [114].
Lemma 8.2.7. — We have the finiteness
∫ |M |2h(− log |z|) · dvolgp < ∞, where M
is determined by θ˜†
h˜
− θ†h =M · dz.
8.2.6. End of the proof of Proposition 8.2.1. — We have the induced λ-
connection (E˜λ, D˜λ) = ⊕(E˜λa,α,a, D˜λa,α,a), with the canonical frame v˜ = (v˜a,α,a). We
put p˜a,α := pia,α = pia,α. We have the decomposition E˜λ =
⊕
Im p˜a,α.
Let v be as in Subsection 8.2.4. Let degF (vi) and deg
W (vi) denote the degree of vi
with respect to the parabolic filtration and the weight filtration. Let (a(vi), α(vi)) be
determined by the condition that vi ∈ Im pa(vi),α(vi). We use the symbols degF (v˜i),
degW (v˜i) and (a(v˜i), α(v˜i)), in similar meanings. Let I = (Ij,i) be determined by the
relation v˜i =
∑
j Ij,i · vj .
Lemma 8.2.8. — We put Bj,i := Ij,i|z|− degF (vj)+degF (v˜i)+(degW (vj)−degW (v˜i))/2.
– In the case (a(vj), α(vj)) 6= (a(v˜i), α(v˜i)), we have
∣∣Bj,i∣∣ ≤ C · |z| for some
 > 0 and C > 0.
– In the case degF (vj) 6= degF (v˜i), we have
∣∣Bj,i∣∣ ≤ C(− log |z|)−1 for some
C > 0.
– In the case degW (vj) 6= degW (v˜i), we have ‖Bj,i(− log |z|)‖W <∞, where ‖·‖W
is given as in (163).
Proof We have the estimates p˜a,α− pa,α = O
(|z|) with respect to h. Hence, the
first claim follows. The other claims can be shown using the argument in [114], using
Lemma 8.2.7 and Proposition 8.2.2. (See also [93].)
Then, we can show the following equality by the argument in the proof of Propo-
sition 7.6 and Theorem 7 of [114], using Lemma 8.2.6 and Lemma 8.2.8:
(164) dimGrWk Eβ Gr
F
b (Eλb ) = dimGrWk Eβ GrFb (E˜λb )
We can check the claim of Proposition 8.2.1 for (E˜, ∂E˜ , θ˜, h˜) by a direct calculation.
Together with (164), we obtain the claims of Proposition 8.2.1 for (E, ∂E , θ, h).
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8.3. A characterization of the lattices for generic λ
Let X , D and (E, ∂E , θ, h) be as in Subsection 8.1.1. We have the set KMS(E) ⊂
R × C of the KMS-spectra at λ = 0. A complex number λ is called generic with
respect to KMS(E), if e(λ) : KMS(E) −→ C is injective. For generic λ, we have
the following characterization of PaEλ (a ∈ R).
Proposition 8.3.1. — Let λ be generic with respect to KMS(E). Let V be a good
lattice of the meromorphic λ-flat bundle (PEλ,Dλ) with the following property:
– The set of the eigenvalues of Res(Dλ) on V|D is the same as the following:
(165)
{
e(λ, u)
∣∣ u ∈ KMS(E), a− 1 < p(λ, u) ≤ a}
Then, V = PaEλ.
Proof Let S denote the set (165). Note that λ−1(α − β) 6∈ Z for any distinct
α, β ∈ S. Hence, we have the flat decompositions:
(PaEλ,Dλ)|D̂ =
⊕
a∈Irr(θ)
⊕
α∈S
(PaEλa,α, Dλa,α) (V,Dλ)|D̂ = ⊕
a∈Irr(θ)
⊕
α∈S
(
V̂a,α, D
λ
a,α
)
Here, Dλa,α − da − α · dz/z are logarithmic with respect to PaEλa,α or V̂a,α, and the
residues are nilpotent. Then, we obtain PaEλa,α = V̂a,α using a standard and classi-
cal argument: (i) We can show
⊕
α PaEλa,α ⊗ O(∗D) =
⊕
α V̂a,α ⊗ O(∗D) by using
Corollary 2.2.18. (ii) By the assumption for S, we can also obtain PaEλa,α⊗O(∗D) =
V̂a,α⊗O(∗D) by a similar argument with minor modification. (iii) In the regular case,
this kind of claim is well known. (See Proposition II. 5.4 of [29], for example.)
Remark 8.3.2. — The proposition can easily be generalized to the higher dimen-
sional case.
8.4. Harmonic forms
8.4.1. The space of harmonic forms of Eλ. — Let Y be a smooth projective
curve, and let D be a finite subset of Y . Let (E, ∂E , θ, h) be a wild harmonic bundle
on Y −D. Let ω be a Kahler form of Y −D, which is Poincare´ like around D. We
reformulate the result in Section 8.4.3.4 below. Let Dλ ∗ denote the formal adjoint of
Dλ with respect h and ω. We put ∆λ := Dλ◦Dλ ∗+Dλ ∗◦Dλ. Recall ∆λ = (1+|λ|2)·∆0.
Proposition 8.4.1. — Let φ be an L2-section of E on Y −D. We have the following
equivalence:
∆λφ = 0 for some λ⇐⇒ ∆λφ = 0 for any λ
⇐⇒ Dλφ = 0 for some λ⇐⇒ Dλφ = 0 for any λ
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Let φ be an L2-section of E ⊗ Ω1,1 on Y −D. We have the following equivalence:
∆λφ = 0 for some λ⇐⇒ ∆λφ = 0 for any λ
⇐⇒ Dλ ∗φ = 0 for some λ⇐⇒ Dλ ∗φ = 0 for any λ
Proof Let us show the claim for 0-forms. According to Proposition 8.4.18 below,
we have the equivalence ∆λφ = 0 ⇐⇒ Dλφ = 0 for a fixed λ. Then, the desired
equivalence follows from ∆λ = (1+ |λ|2)∆0. The claim for 2-forms can be reduced to
the case of 0-forms.
Proposition 8.4.2. — Let φ be an L2-section of E ⊗ Ω1 on Y −D. The following
conditions are equivalent.
(a) : ∆λφ = 0 for some λ.
(b) : ∆λφ = 0 for any λ.
(c) : Dλφ = Dλ ∗φ = 0 for some λ.
(d) : Dλφ = Dλ ∗φ = 0 for any λ.
(e) : (∂ + θ)φ = (∂ + θ†)φ = 0.
Proof The equivalence of the conditions (a)–(d) can be shown using an argument
in the proof of Proposition 8.4.1. Note D0∗ =
√−1Λω
(
∂ + θ†
)
on the one forms.
Hence, the condition (e) is equivalent to (c) with λ = 0.
Remark 8.4.3. — The equivalence of (c) and (d) in Proposition 8.4.2 can be shown
by a direct calculation. Note that Dλ ∗φ = 0 is equivalent to Dλ?φ = 0 for a 1-form
φ. (See [94] for the notation.) Let A := ∂ + θ and B := ∂ + θ†. Then, we have the
equalities (1 + |λ|2)A = Dλ − λDλ ? and (1 + |λ|2)B = Dλ ? + λDλ. Hence, Dλ1 and
Dλ1? can be expressed as the linear combinations of Dλ and Dλ ? for any λ1.
The following notation will be used in Section 18.2.
Notation 8.4.4. — Let Harmi denote the space of the L2-sections of E ⊗ Ωi satis-
fying the conditions in Propositions 8.4.1 and 8.4.2.
Needless to say, the equivalence in the propositions does not hold if Y is not
projective. Hence, we have to distinguish the conditions.
8.4.2. Decay of L2-harmonic one forms around the singularity. — Let us
study the behaviour of harmonic one forms around the singularity in more details.
Let X , D and (E, ∂E , θ, h) be as in Subsection 8.1.1. We use the Poincare´ metric of
X−D. Let τ be an L2-section of E⊗Ω1 on X∗ such that (∂E+θ)τ = (∂E+θ†)τ = 0.
We have the decomposition τ =
∑
a∈Irr(θ) τa corresponding to the decomposition
E =
⊕
a∈Irr(θ)Ea. We will use the following proposition in Section 18.2.
Proposition 8.4.5. — τ is of polynomial order with respect to h and the Poincare´
metric. For a 6= 0, we have the estimate τa = O
(
exp(−|z|ord(a))).
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Proof For simplicity, we use the symbol ∂A/∂z to denote the coupling of ∂A and
∂z for a section A of E. For the expression τ = A · dz +B · dz, we have the following
equalities:
(166)
∂A
∂z
− f(B) = 0, ∂B
∂z
− f †(A) = 0.
Lemma 8.4.6. — A and B are of polynomial order with respect to h.
Proof Let v be a frame of E compatible with the decomposition (156), the
parabolic filtration and the weight filtration. Let Θ, Θ† and C be the matrix-valued
functions determined by the conditions:
θv = v ·Θ · dz, θ†v = v ·Θ†dz, ∂v = v · C · dz.
Then, Θ, Θ† and C are of polynomial order, which follows from the estimate for the
Higgs field (Theorems 7.2.1 and 7.2.4) and the acceptability of (E, ∂E , h) (Theorem
21.3.2 and Lemma 21.9.3). Let A = (Ai) and B = (Bi) be C
rankE-valued functions
determined by A =
∑
Ai ·vi and B =
∑
Bi ·vi. Due to (166), the following equalities
hold on ∆∗:
∂A
∂z
−Θ(B) = 0, ∂B
∂z
+ [C,B]−Θ†(A) = 0
Hence, we have the following for any non-negative integer l ≥ 0:
(167)
∂(zlA)
∂z
−Θ(zlB) = 0, ∂(z
lB)
∂z
− lzl−1B + zl[C,B]− zlΘ†(A) = 0
If l is sufficiently large, (167) holds on X as distributions. For large N , zNA and
Θ(zNB) are Lp for some p > 0. Then zNA is Lp1 for some p > 2 because of the first
equality in (167), and hence zNA is bounded. Thus, A is shown to be of polynomial
order. By applying a similar argument to (E, ∂E , θ
†, h), it can be shown that B is
also of polynomial order.
We give a refinement. We put S1(j) :=
{
a ∈ Irr(θ) ∣∣ ord(a) ≤ j} and S0(j) := {a ∈
Irr(θ)
∣∣ ord(a) > j}. We put E(j)a :=⊕a∈Sa(j) Ea for a = 0, 1. Let B = B(j)1 + B(j)0
and A = A
(j)
1 + A
(j)
0 be the decomposition corresponding to E = E
(j)
1 ⊕ E(j)0 . For
a differential operator D : E −→ E, we have the decomposition D = ∑a,b=1,2Da,b,
whereD
(j)
a,b : E
(j)
a −→ E(j)b . We put D(j)(D) := D(j)1,1+D(j)0,0 and C(j)(D) := D(j)1,0+D(j)0,1.
Lemma 8.4.7. — A
(j)
1 = O
(
exp(−|z|j)) for some  > 0, with respect to h.
Proof Let us look at the E
(j)
1 -component of the equality ∂B/∂z−f †(A) = 0. Due
to Lemma 7.5.5 and the exp(−|z|j)-asymptotic orthogonality of the decomposition
E =
⊕
a∈Irr(θ,j)E
(j)
a (Theorem 7.2.1), we obtain the following:
(168) 0 = D(j)(∂z)B(j)1 + C(j)(∂z)B(j)0 −D(j)(f †)A(j)1 − C(j)(f †)A(j)0
= D(j)(∂z)B(j)1 −D(j)(f †)A(j)1 +O
(
exp(−C|z|j))
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We have the unique L2-section g
(j)
1 of E
(j)
1 such that θ
(
g
(j)
1
)
= A
(j)
1 · dz. Then, we
have (∂+θ)g
(j)
1 = A
(j)
1 dz+B
(j)
1 dz on X−D, i.e., ∂g(j)1 /∂z = B(j)1 and f(g(j)1 ) = A(j)1 .
Since A
(j)
1 is of polynomial order, we obtain that g
(j)
1 is of polynomial order. We have
the following equality on X −D:
− ∂
2
∂z∂z
|g(j)1 |2h = −
(∂2g(j)1
∂z∂z
, g
(j)
1
)
h
−
∣∣∣∂g(j)1
∂z
∣∣∣2
h
−
∣∣∣∂g(j)1
∂z
∣∣∣2
h
−
(
g
(j)
1 ,
∂2g
(j)
1
∂z∂z
)
h
Since A
(j)
1 and B
(j)
1 are of polynomial order, we obtain the following:
(169)
(
∂2g
(j)
1
∂z∂z
, g
(j)
1
)
h
=
(
D(j)(∂z)∂g
(j)
1
∂z
, g
(j)
1
)
h
+O
(
exp(−C|z|j))
=
(D(j)(f †)f(g(j)1 ), g(j)1 )h +O(exp(−C|z|j)) = (f †f(g(j)1 ), g(j)1 )h +O(exp(−C|z|j))
=
(
f(g
(j)
1 ), f(g
(j)
1 )
)
h
+O
(
exp(−C|z|j))
We also have the following:(∂2g(j)1
∂z∂z
− ∂
2g
(j)
1
∂z∂z
)
dz ·dz = (∂∂+∂∂)g(j)1 = −(θθ†+θ†θ)g(j)1 = −(ff †−f †f)g(j)1 ·dz ·dz
Therefore, we obtain the following:
(170) − ∂
2
∂z∂z
|g(j)1 |2h =
−
(∂2g(j)1
∂z∂z
, g
(j)
1
)
h
−
(
g
(j)
1 ,
∂2g
(j)
1
∂z∂z
)
h
− (g(j)1 , (ff † − f †f)g(j)1 )h − ∣∣∣∂g(j)1∂z ∣∣∣2h − ∣∣∣∂g
(j)
1
∂z
∣∣∣2
h
= −∣∣f(g(j)1 )∣∣2h − ∣∣f †(g(j)1 )∣∣2h − ∣∣∣∂g(j)1∂z ∣∣∣2h − ∣∣∣∂g
(j)
1
∂z
∣∣∣2
h
+O
(
exp(−C|z|j))
≤ −C1|z|2(j−1) ·
∣∣g(j)1 ∣∣2h + C2 exp(−C3|z|j)
Lemma 8.4.8. — The following inequality holds on X as distributions:
(171) − ∂
2
∂z∂z
|g(j)1 |2h ≤ −C1 · |z|2(j−1) · |g(j)1 |2h + C2 · exp
(−C3|z|j)
Proof We have already known that the inequality holds on X −D. Let ϕ be a
test function. We have the following:∫
|z|≥δ
∣∣g(j)1 ∣∣2h ∂2ϕ∂z∂zdz · dz =
±
∫
|z|=δ
|g(j)1 |2h
∂ϕ
∂z
dz ±
∫
|z|=δ
∂|g(j)1 |2
∂z
ϕ · dz +
∫
|z|≥δ
∂2|g(j)1 |2h
∂z∂z
ϕ · dz · dz
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Hence, we have only to show the existence of a sequence {δi} with δi −→ 0 such that
the following holds:
lim
∫
|z|=δi
|g(j)1 |2h ·
∂ϕ
∂z
· dz = 0, lim
∫
|z|=δi
∂|g(j)1 |2h
∂z
ϕ · dz = 0.
Let us show the second convergence. The first one can be shown by a similar argument.
By construction, we have the following finiteness:∫
|g(j)1 |2h · |z|2(j−1) · |dz · dz| <∞,
∫ (
∂g
(j)
1 , ∂g
(j)
1
)
h
<∞
Let ρ be a non-negative C∞-function on R such that ρ(t) = 1 for t ≤ 1/2 and
ρ(t) = 0 for t ≥ 2/3. We put χN (z) := ρ
(−N−1 log |z|). Note ∂χN (z) and ∂χN (z)
are uniformly bounded with respect to the Poincare´ metric. We have the following
estimate, which is independent of N :∫ (
∂(χN · g(j)1 ), ∂(χN · g(j)1 )
)
=
±
∫ (
χN ·g(j)1 , R(h)·χN ·g(j)1
)± ∫ (∂(χN · g(j)1 ), ∂(χN · g(j)1 )) < C
Thus, we obtain the finiteness
∫ (
∂g
(j)
1 , ∂g
(j)
1
)
< ∞. Then, we obtain the following
finiteness:
(172)
∫
rj−1dr
(∫ ∣∣∣∣∣∂|g(j)1 |2h∂z ϕ
∣∣∣∣∣ · r · dθ
)
≤
C
(∫ (
∂g
(j)
1 , ∂g
(j)
1
)
h
)1/2 (∫
|g(j)1 |2h|z|2(j−1) · |dz · dz|
)1/2
<∞
The existence of the desired sequence {δi} follows from (172). Thus, the proof of
Lemma 8.4.8 is finished.
Let us return to the proof of Lemma 8.4.7. In general, we have the following
inequality for l > 0:
− ∂
2
∂z∂z
exp
(−C|z|−l) = exp(−C|z|−l) l2 · C
4
|z|−l−2 − exp(−C|z|−l) (l · C)2
4
|z|−2l−2
Hence, we obtain the following inequality for appropriate constant G > 0:
(173) − ∂
2
∂z∂z
exp
(−G|z|j) ≥ −C1 · |z|2(j−1) exp(−G|z|j)+ C2 · exp(−C3|z|j)
We obtain |g(j)1 |h ≤ C4 exp(−G|z|j), by using (173), Lemma 8.4.8 and the standard
argument as in [1] and [114]. (See also the proof of Theorem 7.2.1 and Theorem
7.2.4.) Because
∣∣A(j)1 ∣∣h ≤ C6|z|j−1 · |g(j)1 |h, the proof of Lemma 8.4.7 is accomplished.
Lemma 8.4.9. — B
(j)
1 = O
(
exp(−C|z|j)) with respect to h.
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Proof We can apply a similar argument to a harmonic bundle (E, ∂E , h, θ
†) on
(X −D)†. We have the decomposition similar to (156):
(E, f †) =
⊕
(a,α)∈Irr(θ†)×Sp(θ†)
(
E†a,α, f
†
a,α
)
=
⊕
a∈Irr(θ†)
(
E†a, f
†
a
)
We put S†1(j) :=
{
a ∈ Irr(θ†) ∣∣ ord(a) ≤ j} and S†0(j) := {a ∈ Irr(θ†) ∣∣ ord(a) > j}.
As in the previous argument, we put E
†(j)
a :=
⊕
a∈S†a(j) E
†
a
. By Lemma 8.4.7, we
have the corresponding decomposition B = B
†(j)
0 + B
†(j)
1 , and we obtain B
†(j)
1 =
O(exp(−C|z|j)) with respect to h.
Let pi
†(j)
a denote the projection onto E
†(j)
a with respect to the decomposition
E = E
†(j)
0 ⊕ E†(j)1 . Let pi(j)a denote the projection onto E(j)a with respect to the
decomposition E = E
(j)
0 ⊕ E(j)1 . According to Theorem 7.2.1, we have the estimate
pi
(j)
a − pi(j)†a = O
(
exp
(−|z|j)) with respect to h. We have the following:
B
(j)
1 = pi
(j)
1 (B) = B
†(j)
1 +
(
pi
(j)
1 − pi†(j)1
)
(B)
Since B is of polynomial order, we obtain the desired estimate for B
(j)
1 . Thus, the
proof of Lemma 8.4.9 is finished
Now, the claim of Proposition 8.4.5 immediately follows from Lemmas 8.4.6, 8.4.7
and 8.4.9.
Remark 8.4.10. — Let Y , D, ω and (E, ∂E , θ, h) be as in Subsection 8.4.1. Due
to Proposition 8.4.2, we can apply Proposition 8.4.5 to study the behaviour of any
L2-harmonic one form of (Eλ,Dλ) around D, after taking an appropriate ramified
covering.
Remark 8.4.11. — Let τ be an L2-section of E such that (∂ + θ)τ = 0. For the
decomposition τ =
∑
τa corresponding to E =
⊕
Ea, we obviously have the vanishings
τa = 0 for a 6= 0. We also have a similar claim for 2-forms.
Remark 8.4.12. — In [123], the exponential decay of harmonic forms is shown in
a special case with a different method.
8.4.3. General remarks on L2-harmonic forms (Appendix). —
8.4.3.1. L2-cohomology and harmonic forms. — We recall a general remark on the
L2-cohomology, following [131]. Let (Y, g) be a complete Kahler manifold. Let dvolg
denote the volume form associated to g. Let (V,Dλ) be a λ-flat bundle on Y with
a hermitian metric h. (See [118] and [94].) Let Lj(V ) be the space of sections f
of V ⊗ Ωj on Y , such that f and Dλf are L2 with respect to h and g. (Here, Dλf
is taken in the sense of distributions. But, we do not have to be concerned with it,
because (Y, g) is complete. See [3].) Thus, we obtain a complex (L•(V ),Dλ). Let
Hj
(L•(V )) denote the j-th cohomology group of the complex.
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Let Dλ ∗ denote the formal adjoint of Dλ with respect to h and g. Let Hj denote
the space of L2-sections f of V ⊗ Ωj satisfying Dλf = 0 and Dλ ∗f = 0.
Lemma 8.4.13. — Assume that
⊕
j H
j
(L•(V )) is finite dimensional. Then, the
natural map
⊕
jH
j −→⊕j Hj(L•(V )) is an isomorphism.
Proof We use the inner product (f, g) :=
∫
h(f, g) ·dvolg +
∫
h(Dλf,Dλg) ·dvolg,
via which Lj(V ) is the Hilbert space. Let Zj denote the kernel of Dλ : Lj(V ) −→
Lj+1(V ), which is the closed subspace of Lj(V ). Let Zj⊥ denote the orthogonal
complement of Zj in Lj(V ). Let us see the continuous operator Dλ : Lj−1(V ) −→ Zj .
Because we have assumed dimHj
(L•(V )) < ∞, the image Rj of Dλ is closed. Let
H
j
1 denote the orthogonal complement of R
j in Zj . Then, we have the orthogonal
decomposition Lj(V ) = Rj⊕Hj1⊕Zj, andH1 is naturally isomorphic to Hj
(L•(V )).
Let us show Hj1 = H
j . Let f ∈ Hj1. For any C∞-section ϕ of V ⊗ Ωj−1 with
compact support, we have
∫ (
Dλϕ, f
)
h,ω
dvolω = 0. Then, we obtain Dλ ∗f = 0 in the
sense of distributions, i.e., f ∈Hj . For any f ∈Hj1 and for any ϕ as above, we have∫ (
Dλϕ, f
)
h,ω
=
∫ (
ϕ,Dλ ∗f
)
h,ω
= 0, and hence f ∈ Hj1. Thus, we obtain Lemma
8.4.13.
8.4.3.2. Harmonic forms on a complete Kahler manifold. — Let (Y, g) and (V,Dλ)
be as in Section 8.4.3.1. Let ∆λ := Dλ ◦ Dλ ∗ + Dλ ∗ ◦ Dλ. We recall the following
general remark.
Lemma 8.4.14. — Let φ be an L2-section of V ⊗ Ωj such that Dλφ and Dλ ∗φ are
L2. Then, ∆λφ = 0 if and only if Dλφ = Dλ ∗φ = 0.
Proof We have only to show the “only if” part. We fix a base point x0 ∈ X .
Let d(x, y) denote the distance of x, y ∈ X induced by g. Let B(R) denote {x ∈
X
∣∣ d(x, x0) ≤ R}. As in Page 90–91 of [3], we can take a sequence of Lipschitz
functions χn (n = 1, 2, . . .) such that (i) 0 ≤ χn ≤ 1, (ii) χn(x) = 1 on B(n) and
χn(x) = 0 on X−B(2n), (iii) |dχn| ≤ C for some fixed C and for almost every x ∈ X .
Assume φ satisfies ∆λφ = 0. We have the following:
0 =
∫ (
∆λφ, χnφ
)
h,g
dvolg −
∫ (
Dλφ, Dλ(χnφ)
)
h,g
dvolg
−
∫ (
Dλ ∗φ, Dλ ∗(χnφ)
)
h,g
dvolg
Then, we obtain the vanishing
∥∥Dλφ∥∥2
h,ω
+
∥∥Dλ ∗φ∥∥2
h,ω
= 0 due to the theorem of
Lesbegue.
8.4.3.3. A general remark on L2-conditions. — Let X denote a closed disc
{
z ∈
C
∣∣ |z| ≤ 1}, and we put D = {O}. Let ω be a Poincare´ like Kahler form of X −D.
Let dvolω denote the volume form associated to ω. Let (V,Dλ) be a λ-flat bundle on
X −D with a hermitian metric h. We recall a general remark.
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Lemma 8.4.15. — Let φ be a C∞-section of V ⊗Ωj on X−D. Assume that φ and
∆λφ are L2 with respect to h and ω. Then, Dλφ and Dλ ∗φ are also L2 with respect
to h and ω.
Proof For any C∞-section f of V ⊗Ωj on X −D, let ‖f‖h,ω denote the L2-norm
with respect to h and ω. If the support of f is compact, we have the following for
some number B0, which is independent of f :
(174)
∥∥Dλf∥∥2
h,ω
+
∥∥Dλ ∗f∥∥2
h,ω
= B0
∫
X−D
(
f, ∆λ(f)
)
h,ω
dvolω .
Let φ be a C∞-section of V on X − D, such that φ and ∆λφ are L2. To show
the L2-property of Dλφ, we have only to be concerned with the behaviour around D.
Hence, we may and will assume that the support of φ is contained in {|z| ≤ 1/2},
i.e, there are no contribution of the boundary {|z| = 1} to the Stokes formula. Let
χ be any test function on X − D. Let Dλ ?h be the operator given as in Section 2.2
of [94]. (We will use the symbol Dλ ? for simplicity.) Recall Dλ ∗ = −√−1[Λω, Dλ ?].
We have the following equality:
(175) ∆λ(χφ) = Dλ ∗Dλ(χφ) = Dλ ∗
(
χDλφ
)
+ Dλ ∗
(
Dλ(χ) · φ)
= χ∆λ(φ)−√−1Λω
(
Dλ?(χ) · Dλφ)+ Dλ ∗(Dλ(χ) · φ)
We obtain the following:
(176)
∫
X−D
(
∆λ(χφ), χφ
)
h
dvolω =
∫
X−D
(
χ∆λφ, χφ
)
h
dvolω
−√−1
∫
X−D
(
Λω
(
Dλ ?(χ) · Dλφ), χφ)
h
dvolω+
∫
X−D
(
Dλ(χ) · φ, Dλ(χφ))
h
dvolω
The second term in the right hand side of (176) can be rewritten as follows, up to
constant multiplication:
(177)
∫
X−D
(
Λω
(
Dλ ?(χ) · χDλφ), φ)
h
dvolω =∫
X−D
(
Λω
(
Dλ?(χ) · Dλ(χφ)− Dλ ?(χ) · Dλ(χ) · φ), φ)
h
dvolω
Let ρ be an R≥0-valued C∞-function on R such that ρ(t) = 1 for t ≤ 1/2 and
ρ(t) = 0 for t ≥ 1. Let χN := ρ
(−N−1 log |z|). Note ∂χN , ∂χN and ∂∂χN are
uniformly bounded with respect to ω. We obtain the following inequality for some
constants B > 0, from (174), (175), (176) and (177):∥∥Dλ(χN · φ)∥∥2h,ω ≤ B · ‖φ‖h,ω · (‖φ‖h,ω + ‖∆λφ‖h,ω + ‖Dλ(χNφ)‖h,ω)
We obtain the uniform boundedness of
∥∥Dλ(χN · φ)∥∥h,ω, and hence ‖Dλ(φ)‖h,ω <∞.
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Let φ be a C∞-section of V ⊗ Ω1 on X −D such that φ and ∆λφ are L2. As in
the case of 0-form, we may assume that the support of φ is contained in {|z| ≤ 1/2}.
Let χ be any test function on X −D. We have the following equalities:
Dλ ∗Dλ(χφ) = Dλ ∗
(
Dλ(χ) · φ+ χ · Dλ(φ)) =
Dλ ∗
(
Dλ(χ) · φ)+ χ · Dλ ∗Dλ(φ) +√−1Dλ ?(χ) · Λω(Dλφ)
Similarly, we have the following:
DλDλ ∗(χφ) = Dλ
(−√−1Λω(Dλ ?(χ) · φ))+ χ · DλDλ ∗φ+ Dλχ · Dλ ∗φ
Hence, we have the following:
(178)
∫ (
∆λ(χφ), χφ
)
h,ω
dvolω =∫
X−D
(
Dλ ∗(Dλ(χ) · φ)−√−1Dλ(Λω(Dλ ?χ · φ)), χφ)
h,ω
dvolω
+
∫
X−D
(√−1Dλ?χ · ΛωDλφ+ Dλχ · Dλ ∗φ, χφ)
h,ω
dvolω
+
∫
X−D
(
χ∆λ(φ), χφ
)
h,ω
dvolω
The first term in the right hand side can be rewritten as follows:
(179)
−
∫
X−D
(
Dλ(χ) ·φ, Dλ(χφ))
h,ω
dvolω+
∫
X−D
(√−1Λω(Dλ ?χ ·φ), Dλ ∗(χφ))h,ω dvolω
The second term in the right hand side of (178) can be rewritten as follows:
(180)
∫
X−D
(√−1Dλ ?χ · ΛωDλ(χφ) + Dλχ · Dλ ∗(χφ), φ)
h,ω
dvolω
−
∫
X−D
(√−1Dλ?χ · Λω(Dλ(χ) · φ)+√−1Dλχ · Λω(Dλ?(χ) · φ), φ)
h,ω
dvolω
Let χN be as above. Due to (178), (179) and (180), we obtain the following for some
B > 0:
(181)
∥∥Dλ(χN · φ)∥∥2h,ω + ∥∥Dλ ∗(χN · φ)∥∥2h,ω ≤
B‖φ‖h,ω
(
‖φ‖h,ω +
∥∥Dλ(χN · φ)∥∥h,ω + ∥∥Dλ ∗(χN · φ)∥∥h,ω + ∥∥∆λφ∥∥h,ω)
Then, we obtain the uniform boundedness of
∥∥Dλ(χN · φ)∥∥h,ω + ∥∥Dλ ∗(χN · φ)∥∥h,ω,
and hence
∥∥Dλφ∥∥
h,ω
<∞ and ∥∥Dλ ∗φ∥∥
h,ω
<∞.
The claim for 2-forms can be reduced to that for 0-forms. Thus, the proof of
Lemma 8.4.15 is finished.
A section φ of V ⊗Ωj is called a harmonic i-form of V , if ∆λφ = 0. We obtain the
following corollary.
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Corollary 8.4.16. — Let φ be a harmonic i-form of V which is L2 with respect to
h and ω. Then, Dλφ and Dλ ∗φ are also L2 with respect to ω and h.
Remark 8.4.17. — The claims of Lemma 8.4.15 and Corollary 8.4.16 should hold in
the case of general complete Kahler manifold with an appropriate exhaustion function.
We omit the details.
8.4.3.4. Refinement of Lemma 8.4.14. — Let C be a smooth projective curve, and
let Z be a finite subset of Z. Let (V,Dλ) be a λ-flat bundle on C−Z with a hermitian
metric h. Let ω be a Kahler form of C −D which is Poincare´ like around D.
Proposition 8.4.18. — Let φ be an L2-section of V ⊗Ωi on C−D. Then, ∆λφ = 0
if and only if Dλφ = Dλ ∗φ = 0.
Proof We have only to show the “only if” part. Assume ∆λφ = 0. Because
Corollary 8.4.16, we obtain that Dλφ and Dλ ∗φ are L2. Then, we obtain Dλφ = 0
and Dλ ∗φ = 0 due to Lemma 8.4.14.
Remark 8.4.19. — Proposition 8.4.18 should hold for a λ-flat bundle on a complete
Kahler manifold with appropriate exhaustion functions. We omit the details.
CHAPTER 9
ASSOCIATED FAMILY OF MEROMORPHIC λ-FLAT
BUNDLES
Let (E, ∂E , θ, h) be a good wild harmonic bundle on X −D, where X is a complex
manifold and D is a simple normal crossing hypersurface. We have the family of λ-flat
bundles (E ,D) on Cλ × (X −D) associated to (E, ∂E , θ, h). We would like to extend
it on Cλ ×X in a meromorphic way. We have already obtained a meromorphic pro-
longment PEλ of (Eλ,Dλ) for each fixed λ in Chapter 7. However, as was mentioned
in Introduction, the family
⋃PEλ cannot be a nice meromorphic object unless the
harmonic bundle is tame.
In this chapter, for a given complex number λ0, we study a preliminary prolongment
P(λ0)E on a neighbourhood of {λ0}×X obtained as the sheaf of holomorphic sections
whose norms are of polynomial growth with respect to a modified metric P(λ0)h. It
will be deformed to Q(λ0)E in Section 11.1, that is the desired family.
In Section 9.1, we construct a filtered bundle P(λ0)∗ E . In Section 9.2, we show
that (P(λ0)∗ E ,D) is a good family of filtered λ-flat bundles. We also show that the
specializations P(λ0)Eλ are obtained as the deformation of PEλ caused by a variation
of irregular values (Section 4.5.2).
In Section 9.3, we give a remark on the growth order of the norms of partially flat
sections uniformly for λ. This is a preparation for the proof of Theorem 11.2.2. (See
Section 11.4.)
We study a locally uniform comparison of irregular decompositions of (PE0,D0)
and (P(λ0)E ,D) in Section 9.4. Because we will not use it in the other part of this
monograph, the reader can skip it.
9.1. Filtered bundle P(λ0)∗ E
9.1.1. Local construction of P(λ0)a Eλ and P(λ0)a E in the unramified case. —
We use the setting and the notation in Section 7.2. We put g(λ) := girr(λ) · greg(λ),
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where girr and greg are given as follows:
girr(λ) := exp
 ∑
a∈Irr(θ)
λa · pia
 , greg(λ) := ∏`
j=1
exp
 ∑
α∈Sp(θ,j)
λ · α · log |zj|2 · pij,α

Here, pia denote the projections onto Ea in the decomposition (92), and pij,α denote
the projections onto Ej,α in the decomposition (93).
Let U(λ0) denote a neighbourhood of λ0 in Cλ. We set X (λ0) := U(λ0) ×X . We
use the symbols D(λ0) and D(λ0)i in similar meanings. We have the following hermitian
metrics of E|X (λ0)−D(λ0) :
(182) P(λ0)h(u, v) := h(g(λ− λ0)u, g(λ− λ0)v)
P(λ0)irr h(u, v) := h
(
girr(λ − λ0)u, girr(λ − λ0)v
)
The naturally induced metric of Eλ (λ ∈ U(λ0)) is also denoted by the same symbols.
Notation 9.1.1. — Let a ∈ R`. Let V be an open subset of X (λ0). We set
P(λ0)a E(V ) :=
{
f ∈ E(V ∗)
∣∣∣ |f |P(λ0)h = O(∏`
j=1
|zj |−aj−
)
, ∀ > 0
}
,
where V ∗ := V \D(λ0). By taking sheafification, we obtain an OX (λ0)-module P(λ0)a E.
We put P(λ0)E := ⋃a∈R` P(λ0)a E. The filtered sheaf on (X (λ0),D(λ0)) is denoted by
P(λ0)∗ E.
The specialization of P(λ0)a E and P(λ0)E to {λ} × X are denoted by P(λ0)a Eλ and
P(λ0)Eλ, respectively. The specialization of P(λ0)∗ E to {λ} × (X,D) is denoted by
P(λ0)∗ Eλ.
9.1.2. Global construction of P(λ0)∗ Eλ and P(λ0)∗ E. — The construction of the
filtered sheaf P(λ0)∗ E in Section 9.1.1 can be obviously globalized and extended to
the ramified case. Let X be a general complex manifold, and let D be a simple
normal crossing hypersurface with the irreducible decomposition D =
⋃
i∈ΛDi. Let
(E, ∂E , θ, h) be a good wild harmonic bundle on X − D, which is not necessarily
unramified. Let U be an open subset of X with a holomorphic coordinate (z1, . . . , zn)
such that U ∩ D = ⋃`j=1{zj = 0}. We take a ramified covering ϕ : U ′ −→ U given
by ϕ(ζ1, . . . , ζn) = (ζ
m1
1 , . . . , ζ
m`
` , ζ`+1, . . . , ζn) such that ϕ
∗(E, ∂E , θ, h) is unramified.
Then, we obtain the hermitian metrics as in (182). It is equivariant with respect to
Gal(U ′/U), we obtain the hermitian metrics P(λ0)hU and P(λ0)irr hU of E|U(λ0)×(U\D).
By the same procedure, we obtain the filtered sheaf P(λ0)∗ EU on U(λ0)× (U,D ∩ U).
When we are given two such open sets Ui (i = 1, 2) of X , the hermitian metrics
P(λ0)hUi (i = 1, 2) are mutually bounded. Hence, the restrictions of the filtered
sheaves P(λ0)∗ EUi to U(λ0)×
(
U1∩U2, D∩ (U1∩U2)
)
are the same. By varying U and
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gluing P(λ0)∗ EU , we obtain the filtered sheaf P(λ0)∗ E on (X (λ0),D(λ0)), where X (λ0)
denotes a neighbourhood of {λ0} ×X in Cλ ×X and D(λ0) := X (λ0) ∩ (Cλ ×D).
We will show the following theorem in Section 9.1.3.
Theorem 9.1.2. — P(λ0)∗ E is a filtered vector bundle on (X (λ0),D(λ0)), if X (λ0) is
sufficiently small.
We have the induced filtration iF (λ0) of P(λ0)a E|D(λ0)i . The tuple
(
iF (λ0)
∣∣ i ∈ Λ)
is denoted by F (λ0). We have the weak norm estimate up to small polynomial or-
der in the following sense. For simplicity, we consider the case X = ∆n and D =⋃`
j=1{zj = 0}. Assume that U(λ0) is sufficiently small. Let v be a frame of P(λ0)a E
compatible with F (λ0). Let aj(vi) :=
j degF
(λ0)
(vi). We put v
′
i := vi
∏`
j=1 |zj |aj(vi).
Let H(P(λ0)h,v′) denote the Hermitian matrix-valued function whose (i, j)-entries
are given by P(λ0)h(v′i, v′j). We have the weak norm estimate up to small polynomial
order, which will also be proved in Section 9.1.3.
Proposition 9.1.3. — For any  > 0, there exist a positive constant C such that
C−1
∏`
j=1
|zj| ≤ H(P(λ0)h,v′) ≤ C
∏`
j=1
|zj |−.
9.1.3. Prolongment T (λ0)a E. — Let us return to the setting in Section 9.1.1. We
put T (λ0)d′′λ := g(λ−λ0) ◦
(
∂E +λθ
†) ◦ g(λ−λ0)−1. Let T (λ0)E denote the following
holomorphic bundle on X (λ0) −D(λ0):(
p−1λ E, T (λ0)d′′λ + ∂λ
)
Let a ∈ R`. For any open subset V ⊂ X (λ0), we define
T (λ0)a E(V ) :=
{
f ∈ T (λ0)E(V ∗)
∣∣∣ |f |h = O(∏`
i=1
|zi|−ai−
)
, ∀ > 0
}
,
where V ∗ := V \ D(λ0). By taking sheafification, we obtain a filtered sheaf T (λ0)∗ E on
(X (λ0),D(λ0)). The following lemma is clear from the construction.
Lemma 9.1.4. — The multiplication of g(λ− λ0) induces the holomorphic isomor-
phisms E ' T (λ0)E and P(λ0)a E ' T (λ0)a E.
Therefore, we obtain Theorem 9.1.2 and Proposition 9.1.3 from the following propo-
sition.
Proposition 9.1.5. — If X (λ0) is sufficiently small, T (λ0)∗ E is a filtered bundle on
(X (λ0),D(λ0)). The weak norm estimate up to small polynomial order holds for
(T (λ0)∗ E , h). (See Proposition 9.1.3 for weak norm estimate up to small polynomial
order.)
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Proof We put Λ(λ−λ0) := T (λ0)d′′λ− d′′λ0 . According to Theorem 21.8.1, Propo-
sition 9.1.5 follows from the following lemma.
Lemma 9.1.6. — If U(λ0) is sufficiently small, we have
∣∣Λ(λ−λ0)∣∣h,gp ≤ C|λ−λ0|
on X (λ0) −D(λ0), where gp denotes the Poincare´ metric for X −D.
Proof Let Φ be given by (122). We have the following equality:
(183) Λ(λ− λ0) = λ0 ·
(
g(λ− λ0) ◦
(
θ† − Φ) ◦ g(λ− λ0)−1 − (θ† − Φ))
+ (λ− λ0) · g(λ− λ0) ◦
(
θ† − Φ
)
◦ g(λ− λ0)−1
Let us look at the first term of (183). We use the decomposition as in (95). If
(a,α) 6= (a′,α′), we obtain the following from (124):
(184)
(
g(λ− λ0) ◦
(
θ† − Φ) ◦ g(λ− λ0)−1 − (θ† − Φ))
(a,α),(a′,α′)
=
(
exp
(
(λ− λ0)(a′ − a)
) · ∏`
j=1
|zj|2(λ−λ0)(α′j−αj) − 1
)
· (θ† − Φ)
(a,α),(a′,α′)
= |λ− λ0| · O
(
exp
(
(λ− λ0)(a′ − a)
) · ∏`
j=1
|zj |2(λ−λ0)(α′j−αj)
)
×
O
(
exp
(−|zord(a−a′)|) · Q(α,α′))
If |λ− λ0| is sufficiently small, we have∣∣∣(λ− λ0)(a′ − a)∣∣∣− |zord(a−a′)| ≤ −|zord(a−a′)|/2
∏`
j=1
|zj |2(λ−λ0)(α′j−αj) ×Q(α,α′) = O
(
Q/2(α,α′)
)
We also have
(
g(λ− λ0) ◦
(
θ† − Φ) ◦ g(λ− λ0)−1 − (θ† − Φ))
(a,α),(a,α)
= 0. Hence,
we obtain the desired estimate for the first term.
For the second term, we have the following in the case (a,α) 6= (a′,α′):
(185)
(
g(λ− λ0) ◦
(
θ† − Φ) ◦ g(λ− λ0)−1)
(a,α),(a′,α′)
= exp
(
(λ− λ0)(a′ − a)
) · ∏`
j=1
|zj |2(λ−λ0)(α′j−αj) ·
(
θ† − Φ)
(a,α),(a′,α′)
= O
(
exp
(
(λ−λ0)(a′−a)
) ∏`
j=1
|zj|2(λ−λ0)(α′j−αj)
)
·O
(
exp
(−|zord(a−a′)|)Q(α,α′))
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We also have the following:(
g(λ− λ0) ◦
(
θ† − Φ) ◦ g(λ− λ0)−1)
(a,α),(a,α)
=
(∑`
j=1
fnilj · dzj +
n∑
j=`+1
f regj · dzj
)
Therefore, we obtain the desired estimate in Lemma 9.1.6. The proof of the proposi-
tions is also finished.
9.2. Family of meromorphic flat λ-connections on P(λ0)∗ E
9.2.1. Comparison of P(λ0)Eλ and PEλ. — We continue to use the setting in Sec-
tion 9.1.2. We would like to give another interpretation of the specialization P(λ0)Eλ,
as the deformation of meromorphic λ-flat bundles caused by variation of the irregular
values, explained in Section 4.5.2. For any complex number λ, we set
(186) T (λ) :=
1 + λλ0
1 + |λ|2 .
We take a = (ai) ∈ RΛ such that ai 6∈ Par(PEλ0 , i) for each i.
Proposition 9.2.1. — Let P be any point of X. There exist a neighbourhood XP
of P in X and a neighbourhood UP (λ0) of λ0 in Cλ, such that the following holds for
any λ ∈ UP (λ0):
– We have the natural isomorphism P(λ0)a Eλ|XP ' (PaEλ|XP )(T (λ)) of OXP -modules,
which is the extension of the identity on XP \D. (We put (PaE0)(1) = PaE0
formally, in the case λ0 = 0.)
– In particular, we have the isomorphism P(λ0)Eλ|XP ' (PEλ|XP )(T (λ)) of OXP (∗D)-
modules, which is the extension of the identity on XP \D.
Proof The claims are local property. Therefore, we may and will use the setting
in Section 9.1.1. We have only to show the first claim. Let U(λ0) denote a small
neighbourhood of λ0 in Cλ. Let a ∈ R` be as above. We consider the prolongment
for the metric P(λ0)irr h, i.e., for any open subset V ⊂ X (λ0), we set
P(λ0)irr aE(V ) :=
{
f ∈ E(V ∗)
∣∣∣ |f |P(λ0)irr h = O(∏`
j=1
|zj|−aj−
)
, ∀ > 0
}
,
where V ∗ := V \ D(λ0). Thus, we obtain an OX (λ0) -module P(λ0)irr aE .
Lemma 9.2.2. — We have P(λ0)irraE = P(λ0)a E for a as in this subsection, if U(λ0) is
sufficiently small.
Proof Note that P(λ0)irr h and P(λ0)h are mutually bounded up to |z|−η|λ−λ0|-order
for some η > 0. Then, the claim of Lemma 9.2.2 follows from Proposition 9.1.3.
We remark P(λ0)irr h = girr(λ− λ0)∗h. (See Section 7.6.1 for girr(w)∗h.)
256 CHAPTER 9. ASSOCIATED FAMILY OF MEROMORPHIC λ-FLAT BUNDLES
Lemma 9.2.3. — If the divisor D is smooth, the claim of Proposition 9.2.1 holds.
Proof We would like to apply Proposition 7.6.1. We use the notation in Section
7.6.1. Note T (λ) = T1(λ− λ0).
Let us consider the case λ0 = 0. Let X (0) := U(0) ×X and W := (U(0) ×D) ∪
({0} ×X). We take a finite covering X (0) −W = ⋃Si satisfying the following:
Si ∈
⋂
j
⋂
a∈Irr(θ,j)
MS(X (0) −W, I(j)a )
For each λ ∈ U(0)− {0}, let Sλi := Si ∩ ({λ} ×X). Then, we have
Sλi ∈
⋂
j
⋂
a∈Irr(θ,j)
MS({λ} × (X −D), I(j)a )
If U(0) is sufficiently small, we may assume 2 = 1 in the condition (A2). We have
T (λ) = (1 + |λ|2)−1 > 0 for any λ, and hence the second assumption in Proposi-
tion 7.6.1 is trivial. Therefore, the claim of Lemma 9.2.3 immediately follows from
Proposition 7.6.1 in the case λ0 = 0.
Let us consider the case λ0 6= 0. We can take a finite covering X −D =
⋃N
i=1 Si,
where Si are multi-sectors satisfying the following:
{λ0} × Si ∈
⋂
j
⋂
a∈Irr(θ,j)
MS({λ0} × (X −D), I(j)a )
If U(λ0) is sufficiently small, we have the following for any λ ∈ U(λ0):
{λ} × Si ∈
⋂
j
⋂
a∈Irr(θ,j)
MS({λ} × (X −D), I(j)a )
We may assume that the conditions (A1) and (A2) are also satisfied for each λ ∈
U(λ0). We put Tt(λ) := t + (1 − t)T (λ). Let (I(j)a )(Tt(λ)) :=
{
Tt(λ) · c
∣∣ c ∈ I(j)a }. If
U(λ0) is sufficiently small, we may also have the following:
{λ} × Si ∈
⋂
j
⋂
a∈Irr(θ,j)
MS({λ} × (X −D), (I(j)a )(Tt(λ)))
Then, the second assumption of Proposition 7.6.1 is satisfied, and the claim of Lemma
9.2.3 follows.
Due to Theorem 9.1.2, P(λ0)a Eλ is locally free. We also know that
(PaEλ)(T (λ)) is
also locally free. Let Dj(< ) :=
{
z ∈ X | zj = 0, ‖z‖ < 
}
. By using Lemma 9.2.3
and Lemma 4.5.7, we obtain a natural isomorphism of P(λ0)a Eλ and
(PaEλ)(T (λ)) on
X − ⋃`j=1Dj(< ). By Hartogs theorem, it is extended to the isomorphism on X .
Thus, the proof of Proposition 9.2.1 is finished.
We have immediate consequences of Proposition 9.2.1.
Corollary 9.2.4. — Let P be any point of X. Let XP and UP (λ0) be as in Propo-
sition 9.2.1
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– For any λ ∈ UP (λ0), the flat λ-connection Dλ of P(λ0)Eλ|XP is meromorphic.
–
(P(λ0)∗ Eλ,Dλ)|XP is good.
– The set of the irregular values of
(P(λ0)Eλ,Dλ) is given by
Irr(P(λ0)Eλ,Dλ) := {(1 + λλ0) · a ∣∣ a ∈ Irr(θ)}
under the setting in Section 7.2.
9.2.2. The family of flat λ-connections of P(λ0)E and the KMS-structure at
λ0. — We continue to use the setting in Section 9.1.2.
Corollary 9.2.5. — Let P be any point of X. Let XP and UP (λ0) be as in Propo-
sition 9.2.1.
– The family of flat λ-connections D of P(λ0)E|UP (λ0)×XP is meromorphic.
– The family of filtered λ-flat bundles (P(λ0)∗ E ,D) is good on U(λ0)×
(
XP , XP∩D
)
.
– The irregular values of
(P(λ0)E ,D) is given by
Irr(P(λ0)E ,D) := {(1 + λλ0) · a ∣∣ a ∈ Irr(θ)}
under the setting in Section 7.2.
Proof It follows from Corollary 9.2.4 and Proposition 2.3.7.
Proposition 9.2.6. — (P(λ0)∗ E ,D) has the KMS-structure at λ0 in the sense of Def-
inition 2.8.1.
Proof We may assume that D is smooth. We consider P(λ0)a E/P(λ0)<a E on D.
Take  > 0. If U(λ0) is sufficiently small, we have
(P(λ0)a E/P(λ0)<a E)|D×{λ} '(Pa+Eλ)T (λ)/(Pa−Eλ)T (λ) for any λ ∈ U(λ0). Hence, we can conclude that the set
of the eigenvalues of Res(Dλ) on
(P(λ0)a E/P(λ0)<a E)|Di×{λ} is given by the following,
according to Proposition 8.2.1:{
e(λ, u)
∣∣ u ∈ KMS(E0), p(λ0, u) = a}
Thus, we are done.
From the proof of Proposition 9.2.6, we also obtain the following corollary.
Corollary 9.2.7. — Let P be any point of X, and let XP and UP (λ0) be as in Propo-
sition 9.2.1. For each λ ∈ U(λ0), we have the induced filtered bundle (P(λ0)E|XP )λ∗
as given in Section 2.8.2. If UP (λ0) is sufficiently small, we have the natural iso-
morphism (P(λ0)E|XP )λ∗ ' (P∗Eλ|XP )(T (λ)) of the family of λ-flat bundles for each
λ ∈ UP (λ0), where T (λ) is given as in (186). In particular, we have the isomorphism
of meromorphic λ-flat bundles (P(λ0)E|XP )λ ' (PEλ|XP )(T (λ)) for each λ ∈ UP (λ0).
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9.2.3. Comparison of P(λ0)E and P(λ1)E. — We continue to use the setting in
Section 9.1.2. Let a ∈ RΛ be as in Subsection 9.2.1. Let P be any point of X , and
let XP and UP (λ0) be as in Proposition 9.2.1. We take λ1 ∈ UP (λ0). By shrinking
XP , we may also assume to have (P(λ1)E ,D) on UP (λ1) × (XP , D ∩ XP ) for some
neighbourhood UP (λ1) ⊂ UP (λ0) of λ1. We assume 0 6∈ UP (λ1), although λ0 may be
0.
Proposition 9.2.8. —
– The family of meromorphic λ-flat bundles
(P(λ0)E ,D)|UP (λ1)×XP is naturally
isomorphic to the deformation
(P(λ1)E ,D)(T ′)|UP (λ1)×XP with
T ′ = (1 + λλ0) · (1 + λλ1)−1.
– The family of meromorphic λ-flat bundles
(P(λ0)a E ,D)|UP (λ1)×XP is naturally
isomorphic to the deformation
(P(λ1)a E ,D)(T ′)|UP (λ1)×XP .
Proof We have only to show the second claim. According to Lemma 4.5.5 and
Proposition 9.2.1, both the restrictions P(λ0)a E|{λ}×XP and
(P(λ1)a E)(T ′)|{λ}×XP are nat-
urally isomorphic to (PaEλ)(T1)|XP , where T1 = (1+λλ0)(1+ |λ|2)−1. Then, it is easy to
see that the natural isomorphism of P(λ0)a E|U(λ0)×(XP \D) and
(P(λ1)a E)(T ′)|U(λ0)×(XP \D)
are extended to the isomorphism on XP .
From the family of λ-flat bundles (P(λ0)∗ E ,D) on UP (λ0) × (XP , XP ∩ D) with
the KMS-structure at λ0, we obtain the family of λ-flat bundles
(
(P(λ0)E)(λ1)∗ ,D
)
on
UP (λ1)× (XP , XP ∩D) as in Section 2.8.2.
Proposition 9.2.9. — We have the natural isomorphism(
(P(λ0)E)(λ1)∗ ,D
) ' (P(λ1)∗ E ,D)(T ′)
where T ′ is given in Proposition 9.2.8.
Proof We have the isomorphism
(
(P(λ0)E)(λ1),D) ' (P(λ1)E ,D)(T ′) due to
Proposition 9.2.8. Then, the claim follows from Lemma 2.8.3.
9.3. Estimate of the norms of partially flat sections
We use the setting in Section 7.2.1. For simplicity, we assume that the coordinate
is admissible for the good set Irr(θ). Let k be determined by the condition m(0) ∈
Zk<0×0`−k. Let λ0 ∈ Cλ. Let X (λ0) denote a neighbourhood of {λ0}×X in Cλ×X .
We use the symbols like D(λ0)(≤ k) in similar meanings. In the case λ0 = 0, we put
W (≤ k) := D(λ0)(≤ k) ∪ ({0} ×X). Otherwise, we put W (≤ k) := D(λ0)(≤ k). Let
pi : X˜ (λ0)(W (≤ k)) −→ X (λ0) denote the real blow up of X (λ0) along W (≤ k). Let
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I(λ0) denote the image of Irr(P(λ0)E ,D) by ηm(0). Let D≤k denote the restriction of
D to derivations along the (z1, . . . , zk)-direction.
Let S be a multi-sector in X (λ0) − W (≤ k), and let S denote the closure of S
in X˜ (λ0)(W (≤ k)). If S is sufficiently small, we have the partial Stokes filtration
FS of P(λ0)E on S in the level m(0) indexed by the ordered set (I(λ0),≤S) due to
Proposition 3.3.2.
Lemma 9.3.1. — Let f be a D≤k-flat section of End(P(λ0)E)|S such that
–
[
Resi(D), f|D(λ0)i ∩S
]
= 0 for i = k + 1, . . . , `.
– f|D(λ0)i ∩S
preserves the filtrations iF (λ0) for i = k + 1, . . . , `.
– f
(FSa P(λ0)0 E) ⊂ FS<aP(λ0)0 E for any a ∈ Irr(P(λ0)E ,D).
If we shrink S in the radius direction, we have the estimate
|f |h ≤ C · exp
(−|λ−1zm(0)|)
for some C > 0 and  > 0.
Proof We use an induction on `. We assume that the claim of the lemma holds
for any unramifiedly good wild harmonic bundles on X ′ − D′, where X ′ = ∆n,
D′i = {zi = 0} and D′ =
⋃`′
i=1D
′
i for `
′ < `.
By shrinking S in the radius direction, we can take a D≤k-flat splitting of FS :
(187) P(λ0)0 E|S =
⊕
a∈I(λ0)
P(λ0)0 Ea,S
Let uS = (ua,S) be a frame of P(λ0)0 E|S compatible with the decomposition (187). Let
Ba,S be the matrix valued function determined by D≤kua,S = ua,S ·
(
d≤ka + Ba,S
)
,
where d≤k denote the restriction of the exterior differential along the (z1, . . . , zk)-
direction. Shrinking S in the radius direction, we may assume that
∣∣λ−1 · Ba,S∣∣ are
sufficiently smaller than
∣∣Re(λ−1(a− b))∣∣ on S for any a, b ∈ I(λ0) such that a <S b.
By shrinking X , we may assume that S is of the form
∏k
i=1 Sec[1, θ
(0)
i , θ
(1)
i ]×∆n−k×
U(λ0) in the following argument, where U(λ0) is a neighbourhood of λ0 in Cλ in the
case λ0 6= 0, or a small sector Sec[δλ, θ(0)λ , θ(1)λ ] ⊂ ∆∗λ in the case λ0 = 0.
Let us show the following statement by a descending induction on m ≥ k:
A(m) : Let f be a D≤k-flat section of P(λ0)0 End E|S such that
– Resi(D)f|D(λ0)i ∩S
= 0 for i = m+ 1, . . . , `,
– f
(FSa P(λ0)0 E) ⊂ FS<aP(λ0)0 E for any a.
If we shrink S in the radius direction, we have the following estimate for some
C > 0,  > 0 and N > 0:
|f |h ≤ C · exp
(−|λ−1zm(0)|) ·(− m∑
i=k+1
log |zi|
)N
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First, let us show A(`). We have the expression f =
∑
a<Sb
fa,b,i,j · ua,i ⊗ u∨b,j.
Because f is D≤k-flat, we have
∣∣fa,b,i,j∣∣ = O(exp(−1|λ−1zm(0)|)) due to Corollary
20.3.6 and Corollary 20.3.9. Let v be a frame of P(λ0)0 E for which we have the
expression f =
∑
f˜i,j · vi ⊗ v∨j . Let B be determined by uS = v ·B, and then B and
B−1 are bounded. Hence, we have
∣∣f˜i,j∣∣ = O(exp(−2|λ−1zm(0)|)). We put
Z := {(λ, z1, . . . , zn) ∈ S ∣∣ 1/2 ≤ |zi| ≤ 1, i = k + 1, . . . , `}.
Lemma 9.3.2. — We have the estimate |f |h = O
(
exp
(−3|λ−1zm(0)|)) on Z.
Proof Let P(λ0)h be the metric as in Section 9.1.1. By construction of P(λ0)E ,
we have |vi|P(λ0)h ≤ C ·
∏k
i=1 |zi|−δ on Z for some δ > 0. Hence, we have |f |P(λ0)h =
O
(
exp(−4|λ−1zm(0)|)
)
on Z for some 4 > 0. The metrics P(λ0)h and h are mutually
bounded up to exp
(
C′|λ − λ0| · |zm(0)|
)
-order. Hence, we obtain the estimate with
respect to h by shrinking S appropriately.
Let us return to the proof of Lemma 9.3.1. Let Z1 :=
⋂`
i=k+1(Di ∩ S). Let piZ1
denote the projection S −→ Z1. Let us consider the restriction to pi−1Z1 (λ,Q) for
(λ,Q) ∈ Z1. The metrized holomorphic bundles (End(E), h)|pi−1Z1 (λ,Q) are acceptable,
whose curvatures are dominated uniformly for (λ,Q) ∈ Z1. Hence, we obtain the
following estimate due to Proposition 21.2.8:
∣∣f|pi−1(λ,Q)(zk+1, . . . , z`)∣∣h ≤ C max|z′i|=1/2
i=k+1,...,`
∣∣f|pi−1(λ,Q)(z′k+1, . . . , z′`)∣∣h
(
−
∑`
i=k+1
log |zi|
)N
Here, the constant C can be independent of λ and Q. Thus, we obtain A(`).
Let us show A(m− 1), by assuming A(m). We put g := D(∂m)f . Since g satisfies
the assumption of A(m), we have the following estimate:
|g|h ≤ C · exp
(−5 · |λ−1zm(0)|) · (− m∑
i=k+1
log |zi|
)N
Let pim : S −→ D(λ0)m denote the projection. We put pi−1m (λ,Q)∗ := pi−1m (λ,Q) −
{(λ,Q)} for (λ,Q) ∈ pim(S). Let ∆m denote the Laplacian −∂zm · ∂zm . We
have ∆m
∣∣f|pi−1m (λ,Q)∣∣2h ≤ ∣∣g|pi−1m (λ,Q)∣∣2h by Corollary 7.7.5 on pi−1m (λ,Q)∗. Because
Resm(D)(f|(λ,Q)) = 0, we obtain the boundedness of the section f|pi−1m (λ,Q) by the
norm estimate in the curve case. (See Proposition 8.1.1.) We can take Gλ,Q with the
following property:
∆mGλ,Q =
∣∣g|pi−1m (λ,Q)∣∣2h, |Gλ,Q| ≤ C · exp(−6|λ−1zm(0)|)
(
−
m−1∑
i=k+1
log |zi|
)N
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Here, the constant C is independent of the choice of Q and λ. Then, we have
∆m
(∣∣f|pi−1m (λ,Q)∣∣2h −Gλ,Q) ≤ 0, and hence we obtain the following:∣∣f|pi−1m (λ,Q)(zm)∣∣2h ≤ max|z′m|=1/2∣∣f|pi−1m (λ,Q)(z′m)∣∣2h
+ 2C exp(−7|λ−1zm(0)|)
(
−
m−1∑
i=k+1
log |zi|
)N
By the hypothesis of the induction on `, we may assume to have the desired estimate
for the restriction of f to
{
z ∈ X −D ∣∣ 1/3 < |zm| < 2/3}× U(λ0). Thus, we obtain
A(m− 1), and A(k) means the claim of Lemma 9.3.1.
We can show the following lemmas by using an argument in the proof of Lemma
9.3.1.
Lemma 9.3.3. — Let S be a small multi-sector in X (λ0)−W (≤ k). Let f be a D≤k-
flat section of FS<0P(λ0)0 E|S such that Resi(D)f|D(λ0)i ∩S = 0 for i = k+1, . . . , `. When
we shrink S in the radius direction, we have the estimate |f |h ≤ C exp
(−|λ−1zm(0)|)
for some C > 0 and  > 0.
Lemma 9.3.4. — Let λ 6= 0. Let S be a small multi-sector of X − D(≤ k), such
that we have the partial Stokes filtration FS of PEλ|S in the level m(0). Let f be a
Dλ≤k-flat section of FS<0Eλ|S such that Resi(Dλ)f|Di∩S = 0 for i = k + 1, . . . , `. When
we shrink S in the radius direction, we have |f |h ≤ C exp
(−|zm(0)|) for some C > 0
and  > 0.
9.4. Locally uniform comparison of the irregular decompositions
We will compare the irregular decompositions of (PE0,D0) and (P(λ0)E ,D). The
main results of this section are Lemma 9.4.4, Corollary 9.4.5, Lemma 9.4.8 and Corol-
lary 9.4.9. Because we will not use them in the rest of this paper, the reader can skip
here.
9.4.1. Around λ0 6= 0. — We continue to use the setting in Section 9.3. Let us
consider the case λ0 6= 0.
Lemma 9.4.1. — Let S be a small multi-sector in X (λ0) −D(λ0)(≤ k).
– We can take a D≤k-flat splitting P(λ0)E|S =
⊕P(λ0)Ea,S of the Stokes filtration
FS in the level m(0), whose restriction to S ∩ D(λ0)i is compatible with the
residues Resi(D) and the filtrations iF (λ0) for i = k + 1, . . . , `.
– If λ0 is generic, then we can take a D-flat splitting with the above property.
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Proof It follows from Proposition 3.6.7 and Proposition 3.6.8.
Let X λ := {λ} × X . We use the symbols like Dλ(≤ k) in similar meanings. We
also use the symbol Sλ to denote S ∩ X λ for a multi-sector S in X (λ0) −D(λ0)(≤ k).
Lemma 9.4.2. — Let S be a small multi-sector in X (λ0) − D(λ0)(≤ k). Let
P(λ0)E|S =
⊕P(λ0)Ea,S be a D≤k-flat splitting as in Lemma 9.4.1. If |λ − λ0| is
sufficiently small, the restriction of the splitting to Xλ gives a splitting of the Stokes
filtration FSλ of PEλ|Sλ.
Proof The restriction P(λ0)Eλ|Sλ =
⊕P(λ0)E
a,S|Sλ gives a splitting of the Stokes
filtrations FSλ(P(λ0)Eλ|Sλ) of P(λ0)Eλ|Sλ . Then, the claim follows from Lemma 4.5.8.
Let p
m(0)
a,S denote the projection onto P(λ0)Ea,S. Let pm(0)′a,S come from another
decomposition with the first property in Lemma 9.4.1.
Lemma 9.4.3. — When we shrink S in the radius direction, we have p
m(0)
a,S −
p
m(0)′
a,S = O
(
exp(−|zm(0)|)) with respect to h on S \ D(λ0) for some  > 0.
Proof We have (i)
(
p
m(0)
a,S − pm(0)′a,S
)FSa ⊂ FS<a, (ii) [pm(0)a,S − pm(0)′a,S ,Resi(D)] = 0
on S∩D(λ0)i for each i = k+1, . . . , `, (iii) the restriction of pm(0)a,S −pm(0)′a,S to S∩D(λ0)i
preserves the filtration for each i = k+1, . . . , `. Hence, the claim follows from Lemma
9.3.1.
We take small multi-sectors Sj (j = 1, . . . , N) such that the union of the interior
point of Sj is V0 \D(λ0)(≤ k), where V0 denotes a neighbourhood of D(λ0)k . By gluing
p
m(0)
a,Sj
in C∞ as in Section 3.6.8.2, we construct the C∞-map pm(0)a,C∞. Due to Lemma
9.4.3, we have (∂E + λθ
†)pm(0)a,C∞ = O
(
exp
(−|zm(0)|)) with respect to h and the
Poincare´ metric gp on V \ D(λ0), where V denotes some neighbourhood of D(λ0)k .
Lemma 9.4.4. — We have the estimate
∣∣pim(0)a −pm(0)a,C∞∣∣h ≤ CN ·∏ki=1 |zi|N for any
N > 0 on V1 \ D(λ0), where V1 denotes some neighbourhood of D(λ0)k .
Proof By shrinking X , we may assume (∂E + λθ
†)pm(0)a,C∞ = O
(
exp
(−|zm(0)|))
with respect to h and gp on X (λ0) − D(λ0). Let pi : X (λ0) − D(λ0) −→ D(λ0)k denote
the natural projection. Then, the restrictions (E , h)|pi−1(λ,Q) are acceptable, and the
curvatures are dominated uniformly for (λ,Q) ∈ pi(X (λ0) − D(λ0)). We also have(
(∂E + λθ
†)pim(0)a
)
|pi−1(λ,Q) = O
(
exp(−|zm(0)|)) with respect to (h, gp), which is
uniform for (λ,Q). Thus, we obtain the following estimate uniformly for (λ,Q):((
∂E + λθ
†)(pm(0)a,C∞ − pim(0)a ))|pi−1(λ,Q) = O(exp(−|zm(0)|))
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Let Z := {(λ, z1, . . . , zn) ∣∣ 1/2 < |zi| < 1 (i = 1, . . . , k)}. We obviously have the
boundedness of pi
m(0)
a on Z. Due to Lemma 9.3.1 with k = 0, we also have the
boundedness of p
m(0)
a,S on S ∩ Z, and hence we obtain the boundedness of pm(0)a,C∞
on Z. Moreover, we have ∣∣pm(0)a,C∞ − pim(0)a ∣∣h|pi−1(λ,Q) ≤ C(λ,Q),N ·∏ki=1 |zi|N for any
(λ,Q) ∈ D(λ0)k and any N > 0, due to Corollary 7.5.4 and Lemma 9.4.2. Then, the
claim of the lemma follows from Lemma 21.9.2.
Corollary 9.4.5. — Let S be a small sector in X (λ0) −D(λ0)(≤ k). Let P(λ0)E|S =⊕P(λ0)Ea,S be a splitting of the Stokes filtration FS in the level m(0) as in Lemma
9.4.1. We have the estimate
∣∣pim(0)a − pm(0)a,S ∣∣h ≤ CN ·∏ki=1 |zi|N for any N > 0 on
(V1 ∩ S) \ D(λ0).
9.4.2. Around λ0 = 0. — Let us consider the case λ0 = 0.
Lemma 9.4.6. — Let S = Sλ×Sz be a sufficiently small multi-sector in X (0)−W (≤
k), where Sλ and Sz denote sectors in U(0)− {0} and X −D, respectively.
– We have a D≤k-flat splitting P(0)E|S =
⊕P(0)Ea,S of FS whose restriction to
S ∩ D(0)i is compatible with the residues Resi(D) and the filtrations iF (λ0) for
i = k + 1, . . . , `.
– For any λ ∈ Sλ, the restriction P(0)Eλ|Sλ =
⊕P(0)Ea,S|Sλ gives a splitting of
the Stokes filtration of PEλ|Sλ with the above property.
Proof The first claim follows from Proposition 3.6.7. The restriction P(0)Eλ|Sλ =⊕P(0)E
a,S|Sλ gives a splitting of the Stokes filtration FS
λ(P(0)Eλ|Sλ) of P(0)Eλ|Sλ .
The filtration FSλ(PEλ|Sλ) given by
FSλ(1+|λ|2)a
(PEλ|Sλ) := FSλa (P(0)Eλ|Sλ)
is the same as the Stokes filtration of PEλ|Sλ . Hence, the second claim follows.
Let p
m(0)
a,S denote the projection onto P(0)Ea,S . Let pm(0)′a,S come from another
decomposition with the property in Lemma 9.4.6.
Lemma 9.4.7. — When we shrink S in the radius direction, we have p
m(0)
a,S −
p
m(0)′
a,S = O
(
exp
(−|λ−1zm(0)|)) with respect to h on S \ D(0).
Proof We have (i)
(
p
m(0)
a,S − pm(0)′a,S
)FSa ⊂ FS<a, (ii) [pm(0)a,S − pm(0)′a,S ,Resi(D)] = 0
on S ∩ D(0)i for i = k + 1, . . . , `, (iii) the restriction of pm(0)a,S − pm(0)′a,S to S ∩ D(0)i
preserves the filtration iF (λ0) for each i = k + 1, . . . , `. Then, the claim follows from
Lemma 9.3.1.
