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Abstract
Differential inequality method, bounding function method and topological degree are applied to obtain
the existence criterions of at least one solution for the general fourth-order differential equations under
nonlinear boundary conditions, and many existing results are complemented.
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1. Introduction
Boundary value problems are important from both the theoretical and applied point of view
(for example, they are used to model the deflection of an elastic beam supported at the end
points), and they have received a good bit of attention in the literature. From M. Nagumo [14],
there have been many accomplishments on the study of the existence of solutions for boundary
value problems (BVPs) using the theory of differential inequality (cf. [1–13,15–20]).
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therein) discussed the existence of solutions for high order BVPs. For example, in [4] the au-
thors established the existence results for the boundary value problem{
y(4) = f (t, y, y′, y′′, y′′′), t ∈ I = [0,1],
Pi(y(0), y(1), y′(0), y′(1), y′′(0), y′′(1)) = 0, i = 1,2,3,4.
Franco et al. [7] studied the existence results for the boundary value problem⎧⎨
⎩
y(4) = f (t, y, y′, y′′, y′′′), t ∈ I = [0,1],
Pi(y(0), y(1), y′(0), y′(1), y′′(0), y′′(1)) = 0, i = 1,2,
Qj (y(0), y(1), y′(0), y′(1), y′′(0), y′′(1), y′′′(0), y′′′(1)) = 0, j = 3,4.
The aim of this paper is to consider the boundary value problems under more general nonlinear
boundary conditions. We are first concerned with the following fourth-order nonlinear BVP:⎧⎨
⎩
y(4) = f (t, y, y′, y′′, y′′′), t ∈ I = [a, b],
Pi(y(a), y
′(a), y′′(a), y′′′(a)) = 0, i = 1,2,3,
P4(y(b), y′(b), y′′(b), y′′′(b)) = 0
(1.1)
and then the following more general BVP:{
y(4) = f (t, y, y′, y′′, y′′′), t ∈ I = [a, b],
Pi(y(a), y
′(a), y′′(a), y′′′(a), y(b), y′(b), y′′(b), y′′′(b)) = 0, i = 1,2,3,4, (1.2)
where f and Pi (i = 1,2,3,4) are continuous.
We use differential inequality method, bounding function method and topological degree to
obtain the existence criterions of at least one solution for BVP (1.1) and BVP (1.2).
The paper is organized as follows. In Section 2, we give out some basic concepts and the
preparative theorem. In Section 3, the main result is presented and proved. In Section 4, the more
general BVP (1.2) is studied. In Section 5, we use the results to solve some examples which
cannot be solved by Refs. [1–20]. Finally, some remarks are given in Section 6.
2. Preparative theorem
2.1. Basic concepts
For convenience, we first define a function
δ(r, x, s) ≡
{
r, if x < r;
x, if r  x  s;
s, if s < x,
where r, x, s ∈ R, r  s.
Definition 2.1. Assume that α,β ∈ C4(I,R). The pair of functions (α(t), β(t)) is called a bound-
ing function pair (or simply, a bounding pair ) of BVP (1.1) in case that for all u ∈ C4(I,R):
(i) α(j)(t) β(j)(t), t ∈ I, j = 0,1,2;
(ii) α(4)(t)  f (t, u(t), u′(t), α′′(t), α′′′(t)), β(4)(t)  f (t, u(t), u′(t), β ′′(t), β ′′′(t)), where
u(j)(t) = δ(α(j)(t), u(j)(t), β(j)(t)), j = 0,1;
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P2(u(a),α′(a),α′′(a), u′′′(a)) 0 P2(u(a),β ′(a),β ′′(a), u′′′(a)),
P3(u(a), u′(a),α′′(a),α′′′(a)) 0 P3(u(a), u′(a),β ′′(a),β ′′′(a)),
P4(u(b), u′(b),α′′(b),α′′′(b)) 0 P4(u(b), u′(b),β ′′(b),β ′′′(b)),
where u′′(t) = δ(α′′(t), u′′(t), β ′′(t)), u′′′(t) = δ(−N,u′′′(t),N), N is some positive con-
stant.
Definition 2.2. A continuous function f (t, ξ0, ξ1, ξ2, ξ3) is said to satisfy a Nagumo condition
with respect to variable ξ3 on the set
D = {(t, ξ0, ξ1, ξ2, ξ3) | t ∈ I ; |ξj | rj , j = 0,1,2,
rj is some positive constant; ξ3 ∈ R
}
in case there exists a function Φ ∈ C([0,+∞), (0,+∞)), such that
∣∣f (t, ξ0, ξ1, ξ2, ξ3)∣∣Φ(|ξ3|) and
+∞∫
0
s ds
Φ(s)
= +∞.
2.2. The modified problem
Assume that there are two functions α(t), β(t) satisfying
α(j)(t) β(j)(t), j = 0,1,2.
We define a function
f (t, y, y′, y′′, y′′′) ≡ f (t, y, y′, y′′, y′′′)+ h(y′′)
where y(j)(t) = δ(α(j)(t), y(j)(t), β(j)(t)) (j = 0,1,2) and y′′′(t) = δ(−N,y′′′(t),N). N is a
positive constant such that⎧⎨
⎩
N > maxt∈I
{ 2M
b−a , |α′′′(t)|, |β ′′′(t)|
}
,∫ N
2M
b−a
s ds
Φ(s)
> 2M
(2.1)
in which M > maxt∈I {|α′′(t)|, |β ′′(t)|}. h(y′′) is continuous, bounded and
h(y′′)
⎧⎨
⎩
< 0, if y′′ < α′′,
= 0, if α′′  y′′  β ′′,
> 0, if y′′ > β ′′.
Such function h(·) is easy to obtain, for example, let
h(y′′) ≡ y
′′ − y′′
1 + |y′′ − y′′| .
In addition, we define
P i
(
y(t), y′(t), y′′(t), y′′′(t)
)
≡ δ(α(i−1)(t), y(i−1)(t) − Pi(y(t), y′(t), y′′(t), y′′′(t)), β(i−1)(t)),
P 4
(
y(t), y′(t), y′′(t), y′′′(t)
)≡ δ(α′′(t), y′′(t) − P4(y(t), y′(t), y′′(t), y′′′(t)), β ′′(t)),
where i = 1,2,3.
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⎩
y(4) = f (t, y, y′, y′′, y′′′),
y(i−1)(a) = P i(y(a), y′(a), y′′(a), y′′′(a)), i = 1,2,3,
y′′(b) = P 4(y(b), y′(b), y′′(b), y′′′(b)).
(2.2)
2.3. Preparative theorem
Lemma 2.1. Assume that
(A1) The function f (t, y, y′, y′′, y′′′) in BVP (1.1) satisfies the Nagumo condition with respect
to y′′′(t) on some set D by Definition 2.2;
(A2) BVP (1.1) has a bounding pair (α(t), β(t)) on the interval I by Definition 2.1, where N is
defined by formula (2.1).
Then BVP (2.2) has a solution y ∈ C4(I,R) such that
α(i)(t) y(i)(t) β(i)(t), i = 0,1,2;∣∣y′′′(t)∣∣N, t ∈ I.
The proof of Lemma 2.1 is a simple consequence of the following three propositions.
Proposition 1. The modified BVP (2.2) has a solution y ∈ C4(I,R).
Proof. Consider⎧⎨
⎩
y(4) = λf (t, y, y′, y′′, y′′′) ≡ g(t),
y(i−1)(a) = λP i(y(a), y′(a), y′′(a), y′′′(a)) ≡ gi(a),
y′′(b) = λP 4(y(b), y′(b), y′′(b), y′′′(b)) ≡ g4(b),
i = 1,2,3, (2.3)
where λ ∈ [0,1]. From the representations of f ,P 1,P 2,P 3 and P 4, we know that y(4)(t), y(a),
y′(a), y′′(a) and y′′(b) all are bounded. Also, by the mean value theorem, we may ensure that
y′′′(t), y′′(t), y′(t), y(t) all are bounded functions in I .
Let Ω = {y(t) ∈ R | ‖y(i)(t)‖ < K, ∀t ∈ I, i = 0,1,2,3, K is some sufficiently large posi-
tive constant}. Then Ω is a bounded open set. BVP (2.3) can be equivalently written as the
following integral equation:
y(t) = c1 + c2t + c3t2 + c4t3 +
t∫
a
t3∫
a
t2∫
a
t1∫
b
g(s) ds dt1 dt2 dt3 ≡ Tλy, (2.4)
where Tλ is an integral operator with a parameter λ, and (c1, c2, c3, c4) is determined by the
system of equations⎧⎪⎪⎪⎨
⎪⎪⎪⎩
c1 + c2a + c3a2 + c4a3 = g1(a),
c2 + c3 · 2a + c43a2 = g2(a),
c3 · 2 · 1 + c43!a = g3(a),
c · 2 · 1 + c 3!b = g (b) − ∫ b ∫ t1 g(s) ds dt .3 4 4 a b 1
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mapping. Let hλ(y) = H(λ,y), then 0 /∈ hλ(∂Ω). In fact, ∀y ∈ ∂Ω , ‖y‖K . Noticing that K
is sufficiently large, we have∥∥hλ(y)∥∥= ‖y − Tλy‖ ‖y‖ − ‖Tλy‖K − ‖Tλy‖ > 0, ∀λ ∈ [0,1].
Thus, 0 /∈ hλ(∂Ω). By the homotopy invariance theorem of topological degree, deg(hλ,Ω,0)
keep a constant, in particular, deg(h1,Ω,0) = deg(h0,Ω,0). Noticing that 0 ∈ Ω, by the nor-
mality of topological degree, we have that
deg(h1,Ω,0) = deg(h0,Ω,0) = deg(I − T0,Ω,0) = deg(I,Ω,0) = 1.
Hence, by the solvability theorem of topological degree, it is clear that there exists some y(t)
satisfying (2.4), then this proposition is proved. 
Proposition 2. Every solution y(t) of the modified BVP (2.2) satisfies
α(i)(t) y(i)(t) β(i)(t), t ∈ I, i = 0,1,2.
Proof. First, we show that
α′′(t) y′′(t) β ′′(t), t ∈ I. (2.5)
In fact, if α′′(t) y′′(t) is not true, then there exists some ξ ∈ [a, b], such that
max
t∈I
(
α′′(t) − y′′(t))= α′′(ξ)− y′′(ξ) > 0.
Then ξ 
= a, b by the boundary conditions of BVP (2.2). Thus
α′′′(ξ)− y′′′(ξ) = 0, α(4)(ξ) − y(4)(ξ) 0. (2.6)
On the other hand, from the definition of α(t) and that y(t) is a solution of (2.2), we have
α(4)(ξ)− y(4)(ξ) f (ξ, y(ξ), y′(ξ),α′′(ξ),α′′′(ξ))
− f (ξ, y(ξ), y′(ξ), y′′(ξ), y′′′(ξ))− h(y′′(ξ))
= −h(y′′(ξ))> 0.
This contradicts (2.6). A similar proof shows that
y′′(t) β ′′(t), t ∈ I.
From (2.5), the function y′(t) − α′(t) is increasing in I . Noticing
α′(a) y′(a),
we know that α′(t)  y′(t). A similar proof shows y′(t)  β ′(t). Using the same argument, it
follows that α(t) y(t) β(t). Thus, the proof of Proposition 2 is completed. 
Proposition 3. Every solution y(t) of the modified BVP (2.2) satisfies∣∣y′′′(t)∣∣N, t ∈ I.
Proof. Suppose that there exists some τ ∈ [a, b] such that∣∣y′′′(τ )∣∣>N.
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y′′′(ξ) = y
′′(b) − y′′(a)
b − a 
2M
b − a < N.
Hence, there exists some subinterval [c, d] (or [d, c]) ⊂ [a, b] such that
y′′′(c) = 2M
b − a , y
′′′(d) = N,
and
2M
b − a  y
′′′(t)N, ∀t ∈ [c, d] (or [d, c]).
From condition (A2),∣∣∣∣∣
d∫
c
y′′′(s)y(4)(s)
Φ(|y′′′(s)|) ds
∣∣∣∣∣
∣∣∣∣∣
d∫
c
y′′′(s) ds
∣∣∣∣∣=
∣∣y′′(d)− y′′(c)∣∣ 2M.
On the other hand, from (2.1) we know that∣∣∣∣∣
d∫
c
y′′′(s)y(4)(s)
Φ(|y′′′(s)|) ds
∣∣∣∣∣=
∣∣∣∣∣
N∫
2M
b−a
r dr
Φ(r)
∣∣∣∣∣=
N∫
2M
b−a
r dr
Φ(r)
> 2M.
This inequality contradicts the above one and Proposition 3 holds. 
3. Main theorem
Now, the main result of this paper is given in the following theorem.
Theorem 3.1. Assume that the conditions (A1)–(A2) in Lemma 2.1 hold and additionally
(A3) The function Pi(η0, η1, η2, η3) (i = 1,2,3,4) satisfies
(i) Pi(η0, η1, η2, η3) is increasing in ηi−1 and decreasing in ηi , i = 1,2;
(ii) P3(η0, η1, η2, η3) is decreasing in η3;
(iii) P4(η0, η1, η2, η3) is increasing in η3.
Then BVP (1.1) has a solution y ∈ C4(I,R) such that
α(i)(t) y(i)(t) β(i)(t), i = 0,1,2;∣∣y′′′(t)∣∣N, t ∈ I.
Proof. From Lemma 2.1 and the definition of f , the solution y(t) of the modified BVP (2.2)
satisfies Eq. (1.1). As soon as it is proved that y(t) satisfies the boundary conditions of (1.1)
under condition (A3), we may say that y(t) is just a solution of BVP (1.1).
First, we prove
P1
(
y(a), y′(a), y′′(a), y′′′(a)
)= 0. (3.1)
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α(a) y(a)− P1
(
y(a), y′(a), y′′(a), y′′′(a)
)
 β(a).
Then
y(a) = P 1
(
y(a), y′(a), y′′(a), y′′′(a)
)= y(a) − P1(y(a), y′(a), y′′(a), y′′′(a)).
Thus
P1
(
y(a), y′(a), y′′(a), y′′′(a)
)= 0.
Case 2. Suppose that
α(a) > y(a)− P1
(
y(a), y′(a), y′′(a), y′′′(a)
)
.
Then
y(a) = P 1
(
y(a), y′(a), y′′(a), y′′′(a)
)= α(a).
Hence
P1
(
y(a), y′(a), y′′(a), y′′′(a)
)
> 0.
From Propositions 2, 3 and condition (A3),
P1
(
α(a),α′(a), y′′(a), y′′′(a)
)
> 0.
It is easy to see that the last inequality contradicts (iii) of Definition 2.1. Therefore, Case 2 is not
true.
Case 3. Suppose that
y(a)− P1
(
y(a), y′(a), y′′(a), y′′′(a)
)
> β(a).
Then by the analogous analysis, we have
P1
(
β(a),β ′(a), y′′(a), y′′′(a)
)
 P1
(
y(a), y′(a), y′′(a), y′′′(a)
)
< 0.
Obviously, the last inequality contradicts (iii) of Definition 2.1. Therefore, this case cannot hold.
Summing up, (3.1) holds.
A similar proof shows that
P2
(
y(a), y′(a), y′′(a), y′′′(a)
)= 0,
P3
(
y(a), y′(a), y′′(a), y′′′(a)
)= 0,
P4
(
y(b), y′(b), y′′(b), y′′′(b)
)= 0.
The proof is completed. 
4. A generalized problem
Now, we consider the more general boundary value problem (1.2).
Similarly to Definition 2.1, we have
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function pair of BVP (1.2) in case that for all u ∈ C4(I,R):
(i) same as (i) of Definition 2.1;
(ii) same as (ii) of Definition 2.1;
(iii)′
P1
(
α(a),α′(a), u′′(a), u′′′(a), u(b), u′(b), u′′(b), u′′′(b)
)
 0 P1
(
β(a),β ′(a), u′′(a), u′′′(a), u(b), u′(b), u′′(b), u′′′(b)
)
,
P2
(
u(a),α′(a),α′′(a), u′′′(a), u(b), u′(b), u′′(b), u′′′(b)
)
 0 P2
(
u(a),β ′(a),β ′′(a), u′′′(a), u(b), u′(b), u′′(b), u′′′(b)
)
,
P3
(
u(a), u′(a),α′′(a),α′′′(a), u(b), u′(b), u′′(b), u′′′(b)
)
 0 P3
(
u(a), u′(a),β ′′(a),β ′′′(a), u(b), u′(b), u′′(b), u′′′(b)
)
,
P4
(
u(a), u′(a), u′′(a), u′′′(a), u(b), u′(b),α′′(b),α′′′(b)
)
 0 P4
(
u(a), u′(a), u′′(a), u′′′(a), u(b), u′(b),β ′′(b),β ′′′(b)
)
.
For BVP (1.2), we have the following existence theorem.
Theorem 4.1. Assume that
(A1)′ the function f (t, y, y′, y′′, y′′′) in BVP (1.2) satisfies the Nagumo condition with respect
to y′′′(t) on some set D by Definition 2.2;
(A2)′ BVP (1.2) has a bounding function pair (α(t), β(t)) in the interval I by Definition 4.1,
where N is defined by formula (2.1);
(A3)′ the function Pi(η0, . . . , η3, ζ0, . . . , ζ3) (i = 1,2,3,4) satisfies
(i) Pi(η0, . . . , η3, ζ0, . . . , ζ3) is increasing in ηi−1 and decreasing in ηi , i = 1,2;
(ii) P3(η0, . . . , η3, ζ0, . . . , ζ3) is decreasing in η3;
(iii) P4(η0, . . . , η3, ζ0, . . . , ζ3) is increasing in ζ3.
Then BVP (1.2) has a solution y ∈ C4(I,R) such that
α(i)(t) y(i)(t) β(i)(t), i = 0,1,2,∣∣y′′′(t)∣∣N, t ∈ I.
Proof. Consider the modified problem
⎧⎨
⎩
y(4) = f (t, y, y′, y′′, y′′′),
y(i−1)(a) = P i(a), i = 1,2,3,
y′′(b) = P 4(b).
(4.1)
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P i(t) ≡ P i
(
y(t), . . . , y′′′(t), y(b + a − t), . . . , y′′′(b + a − t))
≡ δ(α(i−1)(t), y(i−1)(t)− Pi(y(t), . . . ,
y′′′(t), y(b + a − t), . . . , y′′′(b + a − t)), β(i−1)(t)),
where i = 1,2,3,
P 4(t) ≡ P 4
(
y(b + a − t), . . . , y′′′(b + a − t), y(t), . . . , y′′′(t))
≡ δ(α′′(t), y′′(t)− P4(y(b + a − t), . . . , y′′′(b + a − t), y(t), . . . , y′′′(t)), β ′′(t)).
Using the same argument as in the proof of Lemma 2.1, it follows that under the conditions
(A1)′ and (A2)′, BVP (4.1) has a solution y(t) satisfying the two inequalities in the conclusions
of Lemma 2.1. Furthermore, in an analogous way to the proof of Theorem 3.1, it follows that the
solution y(t) of BVP (4.1) is just a solution of BVP (1.2). Consequently, the proof of Theorem 4.1
is completed. The details of the proof will be omitted. 
5. Examples
In this section, we present some examples to illustrate the applicability of Theorems 3.1
and 4.1.
Example 5.1. Consider the fourth-order nonlinear boundary value problem⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
y(4) = (t − y)2 − t (1 + t2)y′ + 112sin 2 (1 + (y′)2) sin(y′′)+ (t + t2)2(1 + (y′′′)2),
4y(1)− 18 (y′(1))3 − y′′(1) + k6y(2) = A,
5y′(1) − 12y′′(1)+ k8 (y′(2))2 = B,
y(1)+ 2y′′(1)− y′′′(1) − k2y′′(2) = C,
ky(1)− y′(2)− 4(y′′(2))2 + 4(y′′′(2))3 = D,
(5.1)
where t ∈ [1,2], k is a constant.
Let
f (t, ξ0, ξ1, ξ2, ξ3) = (t − ξ0)2 − t
(
1 + t2)ξ1 + 112
sin 2
(
1 + ξ21
)
sin ξ2 +
(
t + t2)2(1 + ξ23 ),
P1(η0, η1, η2, η3, ζ0, ζ1, ζ2, ζ3) = 4η0 − 18η
3
1 − η2 +
k
6
ζ0 −A,
P2(η0, η1, η2, η3, ζ0, ζ1, ζ2, ζ3) = 5η1 − 12η2 +
k
8
ζ 21 −B,
P3(η0, η1, η2, η3, ζ0, ζ1, ζ2, ζ3) = η0 + 2η2 − η3 − k2ζ2 −C,
P4(η0, η1, η2, η3, ζ0, ζ1, ζ2, ζ3) = kη0 − ζ1 − 4ζ 22 + 4ζ 33 −D.
(1) When k = 0, A ∈ [−1, 318 ], B ∈ [−9,5], C ∈ [−3,−1], D ∈ [−12,−1], let
α(t) = −t2, β(t) = t.
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Theorem 3.1 are fulfilled. Hence BVP (5.1) has at least one solution y(t) satisfying
−t2  y(t) t, −2t  y′(t) 1, −2 y′′(t) 0, t ∈ [1,2].
(2) When k = 1, A ∈ [− 23 , 7724 ], B ∈ [−7,5], C ∈ [−2,−1], D ∈ [−11,−2], let
α(t) = −t2, β(t) = t.
It is easy to prove that (α(t), β(t)) is a bounding pair of BVP (5.1) and all assumptions of
Theorem 4.1 are fulfilled. Hence BVP (5.1) has at least one solution y(t) satisfying
−t2  y(t) t, −2t  y′(t) 1, −2 y′′(t) 0, t ∈ [1,2].
Example 5.2. Consider the following boundary value problem:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y(4) = y2 + 12 (y′)2 +
( y′′
5
)3 + ( y′′′12 )2 + sin t, t ∈ [0,1],
y(0)+ 132 (y′(1))2 = 3.5,
y′(0) = 0,
(y(1))2 − 2(y′′(0))4 − y′′′(0) = 0,
y(0)+ 8y′′(1) + y′′′(1) = 0.
(5.2)
Let
α(t) = t4 − 2t3 − t2 + 3, β(t) = 3.5.
It is easy to check that (α(t), β(t)) is a bounding pair of BVP (5.2) and all assumptions of
Theorem 4.1 are fulfilled. So BVP (5.2) has at least one solution y(t) satisfying
t4 − 2t3 − t2 + 3 y(t) 3.5, 4t3 − 6t2 − 2t  y′(t) 0,
12t2 − 12t − 2 y′′(t) 0, t ∈ [0,1].
6. Remarks
(1) The boundary conditions of BVP (1.2) are fully nonlinear and are more general than the
ones considered in many papers (for instance, [4,7,13]).
(2) The definitions of bounding functions pairs in this paper are new. Of course, the
monotonicity hypotheses imposed in this paper are different from those imposed in the refer-
ences.
(3) The method of this paper is distinctive. We not only modify the nonlinear function in the
original equations, but also transform the original nonlinear boundary conditions into some new
boundary conditions which are easy to discuss. Thus, we get the new BVP which is discussed in
the first place, then the judgement of the existence of solutions for the original BVP is attained
naturally. This technique dealing with the nonlinear problem is simpler and clearer compared
with the method of shooting.
(4) In many papers, to obtain the existence of the original BVPs, some easy and fundamental
BVPs are first considered. For example, the results of [4,7,13] are based on⎧⎨
⎩
y(4)(t) = σ(t),
y(i−1)(a) = Ai, i = 1,3,
(i−1)y (b) = Bi, i = 1,3.
140 G. Wang et al. / J. Math. Anal. Appl. 325 (2007) 130–140However, the results of this paper are based on a different fundamental BVP⎧⎨
⎩
y(4)(t) = σ(t),
y(i−1)(a) = Ai, i = 1,2,3,
y′′(b) = A4,
i.e., BVP (2.2).
(5) It is clear that the results of [1–13,15–20] do not apply to Examples 5.1 and 5.2. It shows
that the results in this paper are new and valuable.
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