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We identify the quantum group Uw(sl2) in the L-operator of τ
(2)-model for a generic w as a
subalgebra of Uq(sl2) with w = q
−2. In the roots of unity case, q = q,w = ω with qn = ωN = 1, the
eigenvalues and eigenvectors of XXZ-model with the Uq(sl2)-cyclic representation are determined
by the τ (2)-model with the induced Uω(sl2)-cyclic representation, which is decomposed as a finite
sum of τ (2)-models in non-superintegrable inhomogeneous N -state chiral Potts model. Through
the theory of chiral Potts model, the Q-operator of XXZ-model can be identified with the related
chiral Potts transfer matrices, with special features appeared in the n = 2N , e.g. N even, case.
We also establish the duality of τ (2)-models related to cyclic representations of Uq(sl2), analogous
to the τ (2)-duality in chiral Potts model; and identify the model dual to the XXZ model with
Uq(sl2)-cyclic representation.
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1 Introduction
The τ (2)-model is the six-vertex model first appeared in the N -state chiral Potts model (CPM) in
[11] as an adjacent model for the study of chiral Potts transfer matrix in the frame work of the
Baxter’s TQ-relation [5]. Together with a set of τ (j)-models and functional relations among the
various transfer matrices [10], one can determine all the eigenvalues of both matrices, hence solve
the eigenvalue problem of CPM [1, 6, 7, 9, 20, 25]. One also expects the eigenvector problem of
CPM should equally rely on the τ (2)-eigenvectors as well, as already revealed in the relation of state-
correspondence in the duality of chiral Potts model [27]. Furthermore, the recent progress made on
the eigenvector problem in superintegrable N -state CPM for odd N in [28] again showed the vital
role of τ (2)-model about the degeneracy symmetries of τ (2)-eigenspaces through its equivalent spin-
N−1
2 XXZ-chain. It is known that the theory of quantum group Uq(sl2) for a generic q stemmed
from the study of XXZ-model as an equivalent formulation of the Yang-Baxter (YB) relation (2.3)
of L-operator [14, 17]. In the case when q is an Nth root of unity for odd N , the XXZ chain with
cyclic representation was identified with the chiral Potts τ (2)-model in [26, 27]. The observation
and arguments there can be further extended to a general setting for a quantum group Uq(sl2)
with a generic q. In this work, we find a quantum subalgebra Uw(sl2) of Uq(sl2) for a generic
w (= q−2) (see (2.5) in the paper), with an associated L-operator satisfying the YB relation (2.6)
of τ (2)-model. The understanding of local state vectors of a statistical τ (2)-model is thus reduced
to the representation theory of Uw(sl2). The theory of N -state CPM is in essence the study
of Q-operator associated to XXZ-chains with the cyclic representation in the root of unity case:
q = q, w = ω a primitive nth and Nth root of unity for n (≥ 3), N (≥ 2) respectively with the
relation
q−2 = ω, qn = ωN = 1, n = N odd, or n = 2N. (1.1)
The aim of this paper is to find an explicit relationship between XXZ-chains of Uq(sl2)-cyclic rep-
resentation and non-superintegrable N -state chiral Potts model, with especial attention on even N
case; and explore the duality theory connected to XXZ-models with cyclic representation. Since
every cyclic representation of Uq(sl2) induces a representation of Uω(sl2), the XXZ-model with
an Uq(sl2)-cyclic representation gives rise to a τ
(2)-model, denoted by t(2)(t) in (3.41), with the
induced Uω(sl2)-cyclic representation. Correspondingly, the ABCD-algebra, i.e. the monodromy
algebra, of the XXZ-model is generated by ABCD-algebra of t(2)-model and K
1
2 . Hence one can
study the XXZ-model with a cyclic representation through its induced t(2)-model. By the rep-
resentation theory of Uω(sl2), we find that a t
(2)-model with the chain-size L is decomposed as
(n/N)L sub-models, each of which is isomorphic to some chiral-Potts τ (2)-model with inhomoge-
neous vertical rapidities. TheK
1
2 -operator of XXZ-model gives rise to a pairing of these sub-models
with identical eigenvalues and eigenvectors, also with similar Q-operators. By this, the eigenval-
ues and eigenvectors of XXZ-model are obtained , and the Q-operator can be identified with the
chiral Potts transfer matrix. In the duality theory of CPM in [27], τ (2)-duality is the equality
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of two τ (2)-models by identifying the ”ordered- and disordered-” state vectors through the spin-
and-face-variable-expression of a τ (2)-transfer matrix [8]. We would like to examine how far the
τ (2)-duality in CPM can be extended to XXZ-models with cyclic representation. First, we notice
that the τ (2)-duality of CPM for the sub-models in the decomposition of t(2)(t) can not be carried
over to XXZ model, partly due to the fact that the duality works on transfer matrices only, not
as ABCD-algebra- or Uω(sl2)-representations. However, we are still able to find a spin-and-face-
expression of the transfer matrix of XXZ model with cyclic representation, and identify the model
dual to it. It turns out the dual model of XXZ-chains with cyclic representation is an another
type of τ (2)-model, t†(2)(t) in (3.44), dual to the t(2)(t) inherited from XXZ-model. This shows
the dualities involved with XXZ-models all depend on the duality of τ (2)-models, which we expect
also serves the fundamental role in the duality of XXZ-model with a representation of Uq(sl2) other
than cyclic representations.
This paper is organized as follows. In section 2, we provide a Uw(sl2)-quantum group formula-
tion of τ (2)-model for a generic w, as a parallel theory to the quantum group Uq(sl2) in XXZ-chains
for a generic q. We then derive some basic properties about the monodromy-(ABCD)- algebras
of the general τ (2)-model. Afterwards, we shall concern only with the root of unity case (1.1) for
the rest of this paper. Section 3 is devoted to the study of τ (2)-model and XXZ-model with cyclic
representation (of Uω(sl2) and Uq(sl2) respectively). In subsection 3.1, we first recall the cyclic
Cn-representation of Uq(sl2), and describe its related cyclic representations ofUω(sl2); then present
a detailed structure about the representation theory of L-operators in τ (2)-model and XXZ-model
with cyclic representation. In subsection 3.2, we study the structure of XXZ-model and τ (2)-model
induced from cyclic Cn-representation of Uq(sl2). Each irreducible component of τ
(2)-model with
the induced cyclic Cn-representation is isomorphic to some τ (2)-model associated to N -state CPM
with (possible) inhomogeneous vertical rapidities. By this, we are able to find the connection about
eigenvalues and eigenvectors between XXZ-model and τ (2)-model in CPM. Section 4 is devoted to
the discussion of duality of τ (2)-models and XXZ models with cyclic representation. First in sub-
section 4.1, we recall the τ (2)-duality in CPM; and then in subsection 4.2, we study the duality of
τ (2)-model with cyclic Cn-representation, and find the duality between t(2)- and t†(2)-models. In
subsection 4.3, we examine the relationship between the τ (2)-dualities found in the previous two
subsections. The t(2)-t†(2)-duality agrees with the τ (2)-duality in CPM only in the n = N odd
case, but differs in n = 2N case. In subsection 4.4, we identify the t†(2)-model as the dual model of
XXZ model with cyclic representation using a spin-and-face-expression of the XXZ-transfer matrix.
Section 5 is the discussion of the relationship between CPM and XXZ model with Uq(sl2)-cyclic
representation. First, we recall some basic notions and the duality in CPM in subsection 5.1. Then
in subsection 5.2, we identify the chiral Potts transfer matrix as the Q-operator of XXZ model with
cyclic representation.
Notation: In this paper, we use the following standard notations. For a positive integer
N greater than one, CN denotes the vector space of N -cyclic vectors with the canonical base
|σ〉, σ ∈ ZN (:= Z/NZ). For a Nth primitive root of unity ω, e.g. ω = e 2πiN , the Weyl operators
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X,Z (with respective to ω) with the relations, XN = ZN = 1 and XZ = ω−1ZX, are defined by
X|σ〉 = |σ + 1〉, Z|σ〉 = ωσ|σ〉 (σ ∈ ZN ).
The Fourier basis {|̂k〉} of {|σ〉} is defined by
|̂k〉 = 1√
N
N−1∑
σ=0
ω−kσ|σ〉, |σ〉 = 1√
N
N−1∑
k=0
ωσk |̂k〉, σ ∈ ZN , (1.2)
with the corresponding Weyl operators, X̂ |̂k〉 = ̂|k + 1〉, Ẑ |̂k〉 = ωk |̂k〉 satisfying X̂Ẑ = ω−1ẐX̂.
Then the following equality holds:
(X,Z) = (Ẑ, X̂−1). (1.3)
The Fourier bases of
L⊗ CN are denoted by
|σ1, . . . , σL〉 := |σ1〉 ⊗ . . . ,⊗σL, or |k̂1, . . . , k̂L〉 := |̂k1〉 ⊗ . . . ,⊗|̂kL〉, (σj , kj ∈ ZN ).
2 Quantum Group Theory of τ (2)-model
For a generic q ∈ C\{0,±1}, we denote w = q−2. It is well-known that the quantum group Uq(sl2)
is the algebra generated by K
±1
2 , e± with the relations K
±1
2 K
∓1
2 = 1 and
K
1
2 e±K
−1
2 = q±1e±, [e+, e−] =
K −K−1
q− q−1 . (2.1)
Define the L-operator with non-zero complex parameter ρ, ν ∈ C:
L(s) (= L(s; ρ, ν)) =
(
ρ−1ν
1
2 sK
−1
2 − ν −12 s−1K 12 (q− q−1)e−
(q− q−1)e+ ν 12 sK 12 − ρν −12 s−1K −12
)
. (2.2)
The quantum group Uq(sl2) is characterized by the YB relation,
R(s/s′)(L(s)
⊗
aux
1)(1
⊗
aux
L(s′)) = (1
⊗
aux
L(s′))(L(s)
⊗
aux
1)R(s/s′), (2.3)
with the symmetric R-matrix [14, 17]:
R(s) =

s−1q− sq−1 0 0 0
0 s−1 − s q− q−1 0
0 q− q−1 s−1 − s 0
0 0 0 s−1q− sq−1
 .
By setting t = s2, the modified L-operator, −sν 12K −12 L(s) with the gauge transform dia[1,−sν 12 q],
is expressed by
L(t) (= L(t; ; ρ, ν)) =
(
1− tνρ−1K−1 (1− w)E−
−tν(1− w)E+ −tν + ρK−1
)
, (2.4)
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where E+ = −q2K −12 e+, E− = K −12 e−. The quantum subalgebra of Uq(sl2) generated byK±1, E±,
with the generator-relation:
KE±K−1 = w∓1E±, wE+E− − E−E+ = K−2−11−w , (2.5)
will be denoted by Uw(sl2). Then the L-matrix in (2.4) satisfy the YB equation,
R(t/t′)(L(t)
⊗
aux
1)(1
⊗
aux
L(t′)) = (1
⊗
aux
L(t′))(L(t)
⊗
aux
1)R(t/t′) (2.6)
with the asymmetry R-matrix
R(t) =

tw− 1 0 0 0
0 t− 1 w− 1 0
0 t(w− 1) (t− 1)w 0
0 0 0 tw− 1
 .
Indeed, the generator-relation (2.5) of Uw(sl2) is characterized by the YB relation (2.6) of the
L-operator (2.4). Hence a representation of Uq(sl2) or Uw(sl2) is equivalent to a representation
of the L-operator (2.2) or (2.4) satisfying the respective YB relation. Two representations of
L-operator (2.2) or (2.4) are equivalent if and only if the induced equivalent representations of
Uq(sl2) or Uw(sl2) are equivalent with the same parameter ρ, ν. In this paper, we shall also make
the identification of the quantum-algebra representation and L-operator representation when no
confusion could arise.
For a chain of size L, we assign the L-operator (2.2) or (2.4) at the ℓth site, and form the
XXZ-monodromy matrix
⊗L
ℓ=1Lℓ(s) =
(
A(s) B(s)
C(s) D(s)
)
, Lℓ(s) = L(s; ρℓ, ν) at site ℓ; (2.7)
and τ (2)-monodromy matrix
⊗L
ℓ=1Lℓ(t) =
(
A(t) B(t)
C(t) D(t)
)
, Lℓ(t) = L(t; ρℓ, ν) at site ℓ. (2.8)
By the relation between L-operators (2.2) and (2.4), the monodromy entries of (2.7) and (2.8) are
related by
A(t)
D(t)
= (−s)Lν L2 K −12 A(s)
D(s),
B(t)
C(t)
= (−s)L∓1ν L∓12 q∓1K −12 B(s)
C(s), (2.9)
where K
1
2 :=
L⊗
K
1
2
ℓ . Equivalently to say, the XXZ-(ABCD)-algebra (2.7) is generated by the τ
(2)-
(ABCD)-algebra (2.8) and K
1
2 , with the relation (2.9) between their algebra-generators. For an
integer r ∈ Z, the YB relation of the monodromy matrices yields the commutating relation of the
r-twisted traces:
T(s) = A(s) + q−2rD(s), τ (2)(t) =A(wt) + wrD(wt) (2.10)
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for s ∈ C and t ∈ C, as a one-parameter family in
L⊗
Uq(sl2) or
L⊗
Uw(sl2) respectively. Then
we have the relation, [T(s),K
1
2 ] = [τ (2)(t),K] = 0, which indeed follow from the commutative
relations of K
1
2 ,K and monodromy entries in (2.7) or (2.8):
K
1
2
A(s)
D(s)K
−1
2 =
A(s)
D(s), K
1
2
C(s)
B(s)K
−1
2 =
qC(s)
q−1B(s); K
A(t)
D(t)
K−1 =A(t)
D(t)
, K
C(t)
B(t)
K−1 = w
−1C(t)
wB(t)
.
By (2.9), the r-traces of τ (2) and T in (2.10) are related by
τ (2)(t) = (−q−1s)Lν L2 K −12 T(q−1s), t = s2. (2.11)
For given ρℓ, ν, a Uq(sl2)-representation on C
d gives rise to a commuting family of transfer matrices
T(s) or τ (2)(t) on
L⊗
Cd with the L-operator induced from (2.2) or (2.4) respectively. In particular,
when ρℓ = 1, ν = q
d−2, the spin-d−12 (highest weight) representation of Uq(sl2) on C
d = ⊕d−1k=0Cek:
K
1
2 (ek) = q
d−1−2k
2 ek, e+(ek) = [k]qe
k−1, e−(ek) = [d− 1− k]qek+1,
K(ek) = w
−d+1
2
+kek, E+(ek) = −wd−12 −k[k]ek−1, E−(ek) = w−d+12 [d− 1− k]ek+1, (2.12)
where [n]q :=
qn−q−n
q−q−1 , [n] :=
1−wn
1−w , for the XXZ chain (2.7) gives rise to the well-known homoge-
neous XXZ model of spin-d−12 (see, e.g. [16, 21, 22] and references therein). Note that in (2.12),
e+(e0) = e−(ed−1) = E+(e0) = E−(ed−1) = 0.
Remark. In (2.7) and (2.8), the L-operator, Lℓ(s) and Lℓ(t), are assumed with the same value
of the parameter ν in (2.2) and (2.4). However, one may also consider monodromy matrix defined
by Lℓ(s) = L(s; ρℓ, νℓ) and Lℓ(t) = L(t; ρℓ, νℓ) with ρℓ, νℓ’s distinct, and form the transfer matrix
T(s; {ρℓ, νℓ}), τ (2)(t; {ρℓ, νℓ}) as in (2.10). Since the L-operators in (2.2) and (2.4) satisfy the
relations,
L(s; ρℓ, νℓ) = L(ξ
1
2
ℓ s; ρℓ, ν), L(t; ρℓ, νℓ) = L(ξℓt; ρℓ, ν), νℓ = ξℓν,
the transfer matrices T(s; {ρℓ, νℓ}), τ (2)(t; {ρℓ, νℓ}) are reduced to those in (2.10) with the same ν
by
T(s; {ρℓ, νℓ}) = T(ξ
1
2
1 s, ..., ξ
1
2
Ls), T(s) = T(s, ..., s);
τ (2)(t; {ρℓ, νℓ}) = τ (2)(ξ1t, ..., ξLt), τ (2)(t) = τ (2)(t, ..., t).
(2.13)
3 XXZ-model and τ (2)-model with Cyclic Representation
In the root of unity case (1.1), we let |̂σ〉’s or |̂k〉’s (σ, k ∈ ZN ) of CN be the Fourier basis in (1.2),
and (X,Z), (X̂, Ẑ) the Weyl operators (with respective to ω), in (1.3). Similarly, for the cyclic
n-space Cn, the Fourier bases (with respective to q) will be denoted by
|̂k〉〉 = 1√
n
n−1∑
σ=0
q−kσ|σ〉〉, |σ〉〉 = 1√
n
n−1∑
k=0
qσk |̂k〉〉, k, σ ∈ Zn, (3.1)
with the Weyl operators (X ′, Z ′), (X̂ ′, Ẑ ′) defined by
X ′|σ〉〉 = |σ + 1〉〉, Z ′|σ〉〉 = qk|σ〉〉; X̂ ′ |̂k〉〉 = ̂|k + 1〉〉, Ẑ ′ |̂k〉〉 = qk |̂k〉〉.
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Then the relations X ′Z ′ = q−1Z ′X ′ , X̂ ′Ẑ ′ = q−1Ẑ ′X̂ ′, and the identity (X ′, Z ′) = (Ẑ ′, X̂ ′−1) hold.
First, we describe some special cyclic CN -subspaces of Cn for later use. Denote
c(n) = 2
−1−(−1)n
4 =
{
1 if n = N odd
2−1/2 if n = 2N.
Lemma 3.1 Consider the cyclic N -vectors in Cn,
|σ〉〉+ := c(n)| − 2σ〉〉, |σ〉〉− := c(n)| − 2σ + 1〉〉 ∈ Cn (σ ∈ ZN ),
and the linear transformations
℘± : Cn −→ CN , ℘+(|̂k〉〉) = |̂k〉, ℘−(|̂k〉〉) = q−k |̂k〉 (k ∈ Zn). (3.2)
Define the cyclic N -subspaces C± of Cn,
C+ =∑N−1σ=1 C|σ〉〉+ =∑N−1k=1 C|̂k〉〉+, |̂k〉〉+ := 12 (|̂k〉〉+ ̂|k +N〉〉),
C− =∑N−1σ=1 C|σ〉〉− =∑N−1k=1 C|̂k〉〉−, |̂k〉〉− := 12 (qk |̂k〉〉+ qk+N ̂|k +N〉〉), (3.3)
where |̂k〉〉±’s are basis of C±, related to |σ〉〉±’s by the N -Fourier relation:
|̂k〉〉± = 1√N
∑N−1
σ=0 ω
−kσ|σ〉〉±, |σ〉〉± = 1√N
∑N−1
k=0 ω
σk |̂k〉〉±, (σ ∈ ZN ).
Then
(i) ℘+ = ℘−Ẑ ′, and Ẑ−1℘− = ℘+Ẑ ′.
(ii) The C±-bases in (3.3) interchange under Cn-Weyl operators via
X ′ : |σ〉〉+|σ〉〉− 7→
|σ〉〉−
|σ−1〉〉+ , Z
′ : |σ〉〉+|σ〉〉− 7→
ωσ |σ〉〉+
qωk|σ+1〉〉− ; X̂
′ : |̂k〉〉+|̂k〉〉−
7→ |̂k+1〉〉+
q−1 |̂k+1〉−
, Ẑ ′ : |̂k〉〉+|̂k〉〉−
7→ |̂k〉〉−
ω−k |̂k〉〉+
,
(3.4)
by which CN -Weyl operators of C± are induced by
(X
′−2, Z ′), (X̂ ′, Ẑ ′−2) for C+; (X ′−2, q−1Z ′), (qX̂ ′, Ẑ ′−2) for C−. (3.5)
Furthermore, the Cn-operator X ′ identifies the N -spaces C± by
X ′(= Ẑ ′) : C+ ≃ C−, |σ〉〉+ 7→ |σ〉〉−, |̂k〉〉+ 7→ |̂k〉〉−, (3.6)
and C± are isomorphic to CN under ℘± in (3.2) respectively:
℘± : C± ≃ CN , |σ〉〉± 7→ |σ〉, |̂k〉〉± 7→ |̂k〉. (3.7)
The automorphism (3.6) descends to the following CN -automorphisms via ℘± in (3.7):
CN
℘+≃ C+ Ẑ
′
≃ C− ℘−≃ CN , |̂k〉 7→ |̂k〉; CN ℘−≃ C− Ẑ
′
≃ C+ ℘+≃ CN , |̂k〉 7→ ω−k |̂k〉. (3.8)
(iii) When n = N odd, Cn = C± with (|σ〉〉−, |̂k〉〉−) = (|σ + N−12 〉〉+, qk |̂k〉〉+), and the projec-
tions (3.7) define isomorphisms between Cn and CN , preserving the Fourier basis. When n = 2N ,
Cn = C+ ⊕ C−, and the kernel of (3.2) Ker(℘∓) = C±. Hence |σ〉〉±, |̂k〉〉±’s form a basis of Cn.
In both cases, the Weyl operators of Cn and CN are related by
℘±X
′−2 = X℘±, q
−1±1
2 ℘±Z ′ = Z℘±, (⇔ q
1∓1
2 ℘±X̂ ′ = X̂℘±, ℘±Ẑ
′−2 = Ẑ℘±). (3.9)
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✷We shall also consider another kind of cyclic N -subspaces of Cn.
Lemma 3.2 Consider the cyclic N -vectors in Cn,
|̂k〉〉†+ := c(n) ̂| − 2k〉〉, |̂k〉〉†− := c(n) ̂| − 2k + 1〉〉 ∈ Cn (k ∈ ZN ),
and the linear transformations
℘†± : C
n −→ CN , ℘†+(|σ〉〉) = |σ〉, ℘†−(|σ〉〉) = qσ|σ〉 (σ ∈ Zn). (3.10)
Define the cyclic N -subspaces C†± of Cn,
C†+ =∑N−1σ=1 C|σ〉〉†+ =∑N−1k=1 C|̂k〉〉†+, |σ〉〉†+ := 12 (|σ〉〉+ |σ +N〉〉),
C†− =∑N−1σ=1 C|σ〉〉†− =∑N−1k=1 C|̂k〉〉†−, |σ〉〉†− := 12 (q−σ|σ〉〉+ q−σ−N |σ +N〉〉), (3.11)
with the relation of basis:
|̂k〉〉†± = 1√N
∑N−1
σ=0 ω
−kσ|σ〉〉†±, |σ〉〉†± = 1√N
∑N−1
k=0 ω
σk |̂k〉〉†±, (σ ∈ ZN ).
Then
(i) ℘†+ = ℘
†
−Z ′−1, and Z℘
†
− = ℘
†
+Z
′−1.
(ii) The Cn-Weyl operators interchange the C†±-basis in (3.11) by
X ′ :
|σ〉〉†+
|σ〉〉†−
7→ |σ+1〉〉
†
+
q|σ+1〉〉†−
, Z ′ :
|σ〉〉†+
|σ〉〉†−
7→ ω
−σ |σ〉〉†−
|σ〉〉†+
; X̂ ′ :
|̂k〉〉†+
|̂k〉〉†−
7→ |̂k〉〉
†
−
|̂k−1〉†+
, Ẑ ′ :
|̂k〉〉†+
|̂k〉〉†−
7→ ω
k |̂k〉〉†+
qωk |̂k〉〉†−
, (3.12)
by which the CN -Weyl operators of C†± are induced by
(X ′, Z ′−2), (X̂ ′−2, Ẑ ′) for C†+; (q−1X ′, Z ′−2), (X̂ ′−2, q−1Ẑ ′) for C†−. (3.13)
Furthermore, the Cn-operator Z ′−1 identifies the N -spaces C†±:
Z ′−1(= X̂ ′) : C†+ ≃ C†−, |σ〉〉†+ 7→ |σ〉〉†−, |̂k〉〉†+ 7→ |̂k〉〉†−, (3.14)
and C†± are isomorphic to CN under ℘†± in (3.10) respectively:
℘†± : C†± ≃ CN , |σ〉〉†± 7→ |σ〉, |̂k〉〉†± 7→ |̂k〉. (3.15)
The automorphism (3.14) descends to the following CN -automorphisms via ℘†± in (3.15):
CN
℘†+≃ C†+ X̂
′
≃ C†−
℘†−≃ CN , |σ〉 7→ |σ〉; CN
℘†−≃ C†− X̂
′
≃ C†+
℘†+≃ CN , |σ〉 7→ ωσ|σ〉. (3.16)
(iii) When n = N odd, Cn = C†± with (|σ〉〉†−, |̂k〉〉†−) = (q−σ|σ〉〉†+, ̂|k + N−12 〉〉†+), and (3.15)
defines the isomorphism between Cn and CN , preserving the Fourier basis. When n = 2N ,
Cn = C†+ ⊕ C†− with C†± = Ker(℘†∓), and |σ〉〉†±, |̂k〉〉†±’s form a basis of Cn. In both cases, the
Weyl operators of Cn and CN are related by
℘†±X ′ = q
1∓1
2 X℘†±, ℘
†
±Z
′−2 = Z℘†±, (⇔ ℘†±X̂
′−2 = X̂℘†±, q
−1±1
2 ℘†±Ẑ ′ = Ẑ℘
†
±). (3.17)
✷
8
3.1 The L-operators of XXZ-model and τ (2)-model with cyclic representation
Consider the cyclic-representation of Uq(sl2), i.e. the three-parameter family of Uq(sl2)-representation
on the cyclic space Cn with parameters qφ, q−φ
′
and qε, denoted by sε,φ,φ′, and with the following
expression in terms of Cn-Weyl operators:
K
1
2 = q
φ′−φ
2 Ẑ ′, e+ = qε (q
φ+1Ẑ′−1−q−φ−1Ẑ′)X̂′
q−q−1 e
− = q−ε (q
φ′+1Ẑ′−q−φ′−1Ẑ′−1)X̂′−1
q−q−1 , (3.18)
or equivalently, a expression using the spin-operators (X ′, Z ′) = (Ẑ ′, X̂
′−1) (see, e.g. [12, 13] or
[26, 27]). By (2.2), the Uq(sl2)-representation (3.18) is equivalent to the YB relation (2.3) of the
L-operator of XXZ-model:
L(s) =
 sρ−1ν 12 q−φ′+φ2 Ẑ ′−1 − s−1ν −12 q φ′−φ2 Ẑ ′ q−ε(qφ′+1Ẑ ′ − q−φ′−1Ẑ ′−1)X̂ ′−1
qε(qφ+1Ẑ ′−1 − q−φ−1Ẑ ′)X̂ ′ sν 12 q φ
′−φ
2 Ẑ ′ − s−1ρν −12 q−φ
′+φ
2 Ẑ
′−1
 . (3.19)
The above representations are all irreducible except a special one in n = 2N case which is equiv-
alent to the spin-n−12 representation in (2.12). The Uq(sl2)-representation (3.18) induces the C
n-
representation of Uω(sl2) where the generators in (2.5) are expressed by
K = qφ
′−φẐ ′2, E+ = q
−φ−φ′
2
+ε (1−ω−φ−1Ẑ′−2)X̂′
1−ω , E
− = q
φ+φ′
2
−ε (1−ωφ′+1Ẑ′−2)X̂′−1
1−ω . (3.20)
The L-operator (2.4) with the Cn-representation (3.20),
L(t) =
 1− tνρ−1qφ−φ′Ẑ ′−2 q φ+φ′2 −ε(1− ωφ′+1Ẑ ′−2)X̂ ′−1
−tνq−φ−φ
′
2
+ε(1− ω−φ−1Ẑ ′−2)X̂ ′ −tν + ρqφ−φ′Ẑ ′−2
 , (3.21)
then satisfies the YB relation (2.6). By (3.9), representations in (3.20) descend to the following
three-parameter family of cyclic CN -representation of Uω(sl2) via ℘+ in (3.2):
K = qφ
′−φẐ−1, E+ = q
−φ−φ′
2
+ε (1−ω−φ−1Ẑ)X̂
1−ω , E
− = q
φ+φ′
2
−ε (1−ωφ′+1Ẑ)X̂−1
1−ω . (3.22)
By employing the cyclic representation (3.22) ofUω(sl2) on the two-parameter family of L-operator
(2.4), one obtains the following five-parameter L-operators of the cyclic CN -space appeared in τ (2)-
model of the N -state CPM [11]:
L(t) =
(
1− t c
b′b
Ẑ ( 1
b
− ω ac
b′b
Ẑ)X̂−1
−t( 1
b′
− a′c
b′b
Ẑ)X̂ −t 1
b′b
+ ω a
′ac
b′b
Ẑ
)
, (Ẑ, X̂) = (X,Z−1), (3.23)
where as in [27], the parameters a′, b′, a, b, c are related to ε, φ, φ′, ρ, ν by1 :
qε+
1
2 = (a
′b′b3
a
)
1
4 , qφ+1 = (a
′c
b
)
1
2 , q−φ′ = (ac
b′
)
1
2 , ρ = q−1( a
′a
b′b
)
1
2 , ν = 1
b′b
⇐⇒
a = ρν−1q
−φ−φ′
2
−ε, ωa′a = ρ2ν−1, b = q
−φ−φ′
2
+ε, b′b = ν−1, c = ρ−1qφ−φ
′
.
(3.24)
1Here the parameter (a′, b′, a, b, c) is equal to (ν
1
2 a
′, ν
−1
2 b
′, ν
−1
2 a, ν
1
2 b, c) in formula (4.17) of [27]. The difference
is due to L(t) in [27] is identified with the gauge of −sν
1
2K
−1
2 L(s) by dia[1,−sq], instead of dia[1,−sν
1
2 q] in this
paper.
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Note that representations in (3.22), when changing qε to ω−nqε, or equivalently, (a′, b′, a, b, c) to
(ω−na′, ωnb′, ωna, ω−nb, c) for n ∈ Z, are equivalent. For convenience, through a factorization of c,
we shall express the parameter of L-operator in (3.23) by
L(t; p′, p) := L(t), p′ = (a′, b′, d′), p = (a, b, d), c = d′d. (3.25)
We shall also write p′+ := p′, p+ := p. Through ℘− in (3.2) and relations in (3.9), the Uω(sl2)-
representation (3.20) and L-operator (3.21) descend to the cyclic CN -representation (3.22) with ε
replaced by ε− 1, hence the L-operator (3.23) with parameter (p′−, p−),
L(t; p′−, p−), p′− = (a′−, b′−, d′−), p− = (a−, b−, d−), (3.26)
where (p′−, p−) is related to (p′, p) by
(a′−, b′−, a−, b−, c−) = (q−1a′, qb′, qa, q−1b, c), c− = d′−d−, (d′−, d−) = (d′, d). (3.27)
The relation (3.27) is equivalent to the gauge-equivalence of L-operators:
L(t; p′−, p−) = dia[1, q−1]L(t; p′+p+)dia[1, q], ⇔
ẐL(t; p′+, p+)Ẑ−1 = dia[1, q−1]L(t; p′−, p−)dia[1, q].
(3.28)
The L-operators in (3.25), (3.26) are related to the Cn-representation in (3.20) in the following
result in [26]:
Lemma 3.3 The N -subspaces C± of Cn in (3.3) are irreducible components of the Uω(sl2)-
representation (3.20) defined by the Weyl operators in (3.5). As Uω(sl2)-representations, C± is
equivalent to L(p′±, p±; t) via the morphism ℘± in (3.7). For n = N odd, C
n ≃ C± with the equiv-
alence between C± given by |̂k〉〉− = qk |̂k〉〉+. For n = 2N , Cn = C+ ⊕ C−, which is equivalent to
L(t; p′+, p+)⊕ L(t; p′−, p−), as Uω(sl2)-representations.
Proof. It is obvious that C± with the Weyl operators in (3.5) are irreducible components ofUω(sl2)-
representation Cn in (3.20). The rest statements follows from the relations (3.7), (3.22)-(3.26),
and Lemma 3.1 (iii). ✷
Through the substitution (3.24), we shall also use the parameter (p′, p) in (3.25) to represent the
L-operators L(s), L(t) in (3.19) and (3.21):
L(s; p′, p) = ( b
′3b3
ωa′ac2 )
1
4
 −s−1Ẑ ′ + s cb′b Ẑ
′−1 q
(b′b)
1
2
( 1
b
Ẑ ′ − ω ac
b′b
Ẑ ′−1)X̂ ′−1
−(b′b) 12
q (
1
b′
Ẑ ′ − a′c
b′b
Ẑ ′−1)X̂ ′ s 1
b′b
Ẑ ′ − s−1ω a′ac
b′b
Ẑ
′−1
 ,
L(t; p′, p) =
(
1− t c
b′b
Ẑ ′−2 ( 1
b
− ω ac
b′b
Ẑ ′−2)X̂ ′−1
−t( 1
b′
− a′c
b′b
Ẑ ′−2)X̂ ′ −t 1
b′b
+ ω a
′ac
b′b
Ẑ ′−2
)
, (Ẑ ′, X̂ ′) = (X ′, Z
′−1),
(3.29)
which are related by
L(t; p′p) = dia[1,−s(b′b)−12 q]
(
− s(ωa′ac2
b
′3b3
)
1
4 Ẑ
′−1L(s; p′p)
)
dia[1,−s−1(b′b) 12 q−1]⇔
L(s; p′p) = dia[1,−s−1(b′b) 12 q−1]
(
− s−1(ωa′ac2
b
′3b3
)
−1
4 Ẑ ′L(t; p′p)
)
dia[1,−s(b′b)−12 q].
(3.30)
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Corresponding to (3.28), we have
L(s; p′−, p−) = Ẑ
′−1L(s; p′+p+)Ẑ ′, (⇔ L(s; p′+, p+) = Ẑ ′L(s; p′−, p−)Ẑ
′−1);
L(t; p′−, p−) = Ẑ
′−1L(t; p′+p+)Ẑ ′, (⇔ L(t; p′+, p+) = Ẑ ′L(t; p′−, p−)Ẑ
′−1).
(3.31)
Indeed, by (3.16), the second relation in (3.35) is equivalent to the gauge relations in (3.28).
There is another type of cyclic Cn-representations of (2.4)w=ω associated to the following
Uω(sl2) representation:
K = qφ
′−φẐ ′−1, E+ = q
−φ−φ′
2
+ε (1−ω−φ−1Ẑ′)X̂′−2
1−ω , E
− = q
φ+φ′
2
−ε (1−ωφ′+1Ẑ′)X̂′2
1−ω , (3.32)
with the L-operator
L
†(t; p′, p) =
(
1− t c
b′b
Ẑ ′ ( 1
b
− ω ac
b′b
Ẑ ′)X̂ ′2
−t( 1
b′
− a′c
b′b
Ẑ ′)X̂ ′−2 −t 1
b′b
+ ω a
′ac
b′b
Ẑ ′
)
, (Ẑ ′, X̂ ′) = (X ′, Z ′−1). (3.33)
The representation (3.32) and L-operator (3.33) are obtained by the replacement of (X̂ ′, Ẑ ′−2) in
(3.20), (3.29) by (X̂ ′−2, Ẑ ′). By (3.17) and (3.24), the representation (3.32) and L-operator (3.33)
descend to the CN -representation (3.22) with the parameter (ε†±, φ
†
±, φ
′†
±) and L(t; p
′†
±, p
†
±) in (3.23),
via ℘†± in (3.10), where the parameters are defined by
(ε†+, φ
†
+, φ
′†
+) = (ε, φ, φ
′), p′†+ = p′ = (a′, b′, d′), p
†
+ = p = (a, b, d);
(ε†−, φ
†
−, φ
′†
−) = (ε, φ +
1
2 , φ
′ − 12), p′†− = (a′, b′, d′), p†− = (a, b, dq).
(3.34)
As in (3.35), we have
L
†(t; p′†−, p
†
−) = X̂
′−1
L
†(t; p′†+p
†
+)X̂
′, (⇔ L†(t; p′†+, p†+) = X̂ ′L†(t; p′†−, p†−)X̂ ′−1), (3.35)
which by (3.16), is equivalent to
L(t; p
′†
−, p
†
−) = X̂
1
2L(t; p
′†
+p
†
+)X̂
−1
2 , X̂L(t; p
′†
+, p
†
+)X̂
−1 = X̂
1
2L(t; p
′†
−, p
†
−)X̂
−1
2 ,
where X̂
−1
2 := X̂ ′. Note that the above relation is similar to that in (3.28), but not in a form of
gauge equivalence. As in Lemma 3.3, we have the following result:
Lemma 3.4 The N -subspaces C†± of Cn in (3.11) are irreducible components of the Uω(sl2)-
representation (3.32). As Uω(sl2)-representations, C†± is equivalent to L(p′†±, p†±; t) via the mor-
phism ℘†± in (3.15). For n = N odd, C
n ≃ C†± with the equivalence between C†± given by
|σ〉〉†− = q−σ|σ〉〉†+. For n = 2N , Cn = C†+ ⊕ C†− is equivalent to L(t; p′†+, p†+) ⊕ L(t; p′†−, p†−) as
Uω(sl2)-representations.
✷
The following lemma describes the equivalent representations in (3.18), (3.20 ) or (3.32) under the
change of parameter (p′, p).
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Lemma 3.5 We define the l-twists of p = (a, b, d) by
p(l) := (aql, bq−l, d), p[l] := (a, b, dql), (l ∈ Zn). (3.36)
Let L(s; p′, p),L(t; p′, p) and L†(t; p′, p) be the L-operators in (3.29), (3.33) with the parameter
(ε, φ, φ′, ρ, ν) defined in (3.24). For l, l′ ∈ Zn, let (ε⋄, φ⋄, φ′⋄, ρ⋄, ν⋄), (ε◦, φ◦, φ′◦, ρ◦, ν◦) be the pa-
rameters in (3.24) corresponding to (p′(−l′), p(l)) , (p′[l′], p[l]) respectively, related to (ε, φ, φ′, ρ, ν)
by
qε
⋄
= qε−l, qφ⋄ = qφ+
l−l′
2 , q−φ
′⋄
= q−φ
′+ l−l
′
2 , ρ⋄ = ql−l′ρ, ν⋄ = ql′−lν;
qε
◦
= qε, qφ
◦
= qφ+
l′+l
2 , q−φ
′◦
= q−φ
′+ l
′+l
2 , ρ◦ = ρ, ν◦ = ν.
(3.37)
Then
(i) The Cn-representations, sε,φ,φ′ and sε⋄,φ⋄,φ′⋄ of Uq(sl2) in (3.18) (or the induced Uω(sl2)-
representation in (3.20)), are equivalent if and only if l − l′ = 2m (m ∈ Zn), where sε⋄,φ⋄,φ′⋄ =
(X̂ ′mẐ ′−l)sε,φ,φ′(Ẑ ′lX̂ ′−m). In particular, the L-operators in (3.29) are equivalent if and only
l = l′ ∈ Zn, where L(s; p′(−l), p(l)) = Ẑ ′−lL(s; p′, p)Ẑ ′l , and L(t; p′(−l), p(l)) = Ẑ ′−lL(t; p′, p)Ẑ ′l.
Furthermore, the CN -representations of Uω(sl2) in (3.22) for (ε, φ, φ
′) and (ε⋄, φ⋄, φ′⋄) are equiva-
lent if and only if l = 2n, l− l′ = 2m ∈ 2Zn, where (3.22)ε⋄ ,φ⋄,φ′⋄ = (X̂mẐn)(3.22)ε,φ,φ′(Ẑ−nX̂−m).
In particular, the L-operators in (3.23) are equivalent if and only if l = l′ with L(t; p′(−l), p(l)) =
ẐnL(t; p′, p)Ẑ−n.
(ii) The representations (3.32) of Uω(sl2) for (ε
◦, φ◦, φ′◦, ρ◦, ν◦) in (3.37) are all equivalent for
l′, l ∈ Zn; the same for the L-operators L†(t; p′[l′], p[l]) in (3.33) with the relation L†(t; p′[l′], p[l]) =
X̂
′−(l′+l)L†(t; p′, p)X̂ ′(l′+l). Furthermore, the equivalence of CN -representations (3.22) for (ε◦, φ◦, φ′◦)
and L-operators L(t; p′[l′], p[l]) in (3.23) is given by the condition: l′ + l = 2m ∈ 2Zn, where
L(t; p′[l′], p[l]) = X̂mL(t; p′, p)X̂−m.
✷
Remark. (I) In Lemma 3.5 (i), the representations sε⋄,φ⋄,φ′⋄ for (p
′(−l′), p(l)) and (p′(−l′+N), p(l+
N)) are equivalent with the same ρ⋄, ν⋄. The parameter (p′−, p−) in (3.26) is equal to (p′(−1), p(1))
with L(s),L(t)-relation in (3.35). When n = N odd, sε⋄,φ⋄,φ′⋄ for l, l′ ∈ Zn are all equivalent with
m = (l − l′)(n+12 ) ∈ Zn. However, in n = 2N case, the requirement of the constraint l − l′ = 2m
for equivalent representations in (3.18) is necessary. Furthermore, in n = N odd case, one has
L(t; p′(−l), p(l)) = Ẑ l(N+1)2 L(t; p′, p)Ẑ −l(N+1)2 , hence L(t; p′±, p±) are equivalent. When n = 2N ,
since 1 6∈ 2Zn, L(p′±, p±; t) are not equivalent with non-isomorphic Uω(sl2)-representation (3.22).
(II) The (p′†−, p
†
−) in (3.48) is equal to (p′[0], p[1]) in Lemma 3.5 (ii). Hence L(t; p
′†
−, p
†
−) =
X̂
N+1
2 L(t; p′†+, p
†
+)X̂
−(N+1)
2 for n = N odd case. When n = 2N , L(t; p′†±, p
†
±) are not equivalent.
For convenience, we shall also use the following convention to identify the index ± in Lemma
3.3 with Z2:
γ = ± := ±1 = (−1)i ↔ i = 1−γ2 = 0, 1 ∈ Z2. (3.38)
For a positive integer L, {±}L will also be identified with ZL2 via
~i = (i1, . . . , iL) ∈ ZL2 ↔ ((−1)i1 , . . . , (−1)iL) ∈ {±}L,
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in particular, ~0 = (0, . . . , 0) ↔ (+, . . . ,+),~1 = (1, . . . , 1) ↔ (−, . . . ,−). We shall also denote
~i+ 1 :=~i+~1 ∈ ZL2 .
3.2 The τ (2)-model and XXZ-model with cyclic representation
For a chain of size L, we consider the τ (2)-model (2.10) defined by L-operator (3.23) with parameters
{(p′iℓ , piℓ)}Lℓ=1:
⊗L
ℓ=1 L(t; p
′
iℓ
, piℓ) =
(
A(t) B(t)
C(t) D(t)
)
, τ (2)(t; {p′iℓ}, {piℓ}) = A(t) + ωrD(t), (3.39)
satisfying the boundary condition
|σL+1〉 = |σ1 − r〉
(
⇔ ̂|kL+1〉 = ω−rk1 |̂k1〉), (3.40)
and the periodic-parameter condition (p′L+1, pL+1) = (p′1, p1). Then τ (2)(t; {p′iℓ}, {piℓ}) commutes
with the charge operator Ẑ(:=
∏
ℓ Ẑℓ), which is the same as the spin-shift operator X(:=
∏
ℓXℓ)
with the eigenvalue ωQ for Q ∈ ZN . The XXZ-model and τ (2)-model in (2.10) with the monodromy
matrix (2.7), (2.8) and L-operator (3.29) will be denoted by
L⊗ L(s; p′p) = ( A(s) B(s)C(s) D(s)
)
, T (s)(= T (s; p′, p)) = A(s) + q−r′D(s);
L⊗
L(t; p′, p) =
(
A(t) B(t)
C(t) D(t)
)
, t(2)(t)(= t(2)(t; p′, p)) = A(ωt) + q−r
′
D(ωt),
(3.41)
satisfying the boundary condition
|σL+1〉〉 = |σ1 + r′〉〉
(
⇔ ̂|kL+1〉〉 = qr′k1 |̂k1〉〉). (3.42)
Then [T (s), Ẑ ′] = [t(2)(t), Ẑ ′−2] = 0, where Ẑ ′ = ∏ℓ Ẑ ′ℓ (= X ′ = ∏ℓX ′ℓ). The eigenvalue of Ẑ ′
and Ẑ
′−2 will be denoted by qQ
′
, ωQ for Q′ ∈ Zn, Q ∈ ZN respectively. By (2.11) and (3.30), the
transfer matrices in (3.41) are related by
t(2)(t) = (−sq−1)L(ωa′ac2
b
′3b3
)
L
4 Ẑ
′−1T (q−1s) ⇔ T (s) = (−s)L(ωa′ac2
b
′3b3
)
−L
4 Ẑ ′t(2)(ω−1t). (3.43)
Similarly, we denote the τ (2)-model in (2.10) with the L-operator (3.33) and the boundary condition
(3.42) by
L⊗
L
†(t; p′, p) =
(
A
†(t) B†(t)
C
†(t) D†(t)
)
, t†(2)(t)(= t†(2)(t; p′, p)) = A†(ωt) + ω−r
′
D
†(ωt). (3.44)
The Ẑ
′−2-eigenvalue of t†(2)(t) will be denoted by ωQ.
In this subsection, we study the relation between the τ (2)- and XXZ-model in (3.39), (3.41)
and (3.44). For t(2)(t),T (s) in (3.41), we assume the boundary condition in (3.42) is related to
(3.40) by r′ ≡ 2r (mod n). First, we derive the relation between (3.39) and XXZ-model in (3.41).
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For ~i = (i1, . . . , iL) ∈ ZL2 with Z2 identified with ± in (3.38), we define the following sub-quantum
space of t(2)-model:
C~i = ⊗ℓCℓ ⊆
⊗L Cn, (Cℓ := C(−1)iℓ ),
℘~i(:= ⊗ℓ℘(−1)iℓ ) : C
~i ≃⊗L CN , |k̂1, . . . , k̂L〉〉~i(:= ⊗ℓ |̂kℓ〉〉(−1)iℓ ) 7→ |k̂1, . . . , k̂L〉, (3.45)
where C±, ℘± are in (3.3) (3.2). Then C~i is a sub-representation of the ABCD algebra of t(2)-model
in (3.41). By Lemma 3.3, ℘~i in (3.45) induces an equivalence between the t
(2)-monodromy matrix
on C~i and τ (2)-monodromy matrix (3.39) with
(p′iℓ , piℓ) := (p
′
(−1)iℓ , p(−1)iℓ ), (3.46)
where (p′±, p±) are defined in (3.25) (3.26). Note that the parameter in (3.22) for the C
N -
representations of Uω(sl2) associated to L(p
′±, p±; t) differ only in ε and ε − 1, in particular with
the same ν in (2.8). Through ℘~i in (3.45), t
(2)(t) on C~i is equivalent to τ (2)(t; {p′iℓ}, {piℓ}) via
t(2)(t)|C~i = ℘
−1
~i
· τ (2)(t; {p′iℓ}, {piℓ}) · ℘~i, (3.47)
with the relation Ẑ
′−2 = ℘−1~i · Ẑ ·℘~i. Indeed by Lemma 3.3, the structure of t
(2)-model is given by
Proposition 3.1 Let t(2)(t) be the τ (2)-model in (3.41) with the boundary condition r′ = 2r in
(3.42), and (p′iℓ , piℓ) the parameter defined in (3.46). Then
(i) When n = N odd,
⊗L Cn = C~i for ~i ∈ ZL2 , as representations of ABCD algebra in (2.8),
and t(2)(t) ≃ τ (2)(t; {p′iℓ}, {piℓ}) via (3.47). The equivalent relations of C
~i’s are induced by the
isomorphism C~0 ≃ C~i: |k̂1, . . . , k̂L〉〉~0 7→ |k̂1, . . . , k̂L〉〉~i.
(ii) When n = 2N ,
⊗L Cn = ⊕~i∈ZL2 C~i as representations of ABCD algebra in (2.8), hence
relations in (3.47) give rise to the isomorphism t(2)(t) ≃⊕~i∈ZL2 τ (2)(t; {p′iℓ}, {piℓ}).
✷
We now use results obtained in Proposition 3.1 to study the XXZ-model in (3.41). By (3.43), the
transfer matrix T (s) differs from t(2)(t) by a scale factor and a multiple of Ẑ ′, which interchanges
C~i and C ~i+1 by (3.6). Indeed, Ẑ ′ identifies the t(2)-transfer matrix on these subspaces as follows:
Lemma 3.6 t(2)(t)|C~i = Ẑ
′−1t(2)(t)|C ~i+1Ẑ
′. As a consequence, the t(2)-eigenvectors v~i ∈ C
~i and
v ~i+1 ∈ C
~i+1 with the same eigenvalue are related by v ~i+1 = Ẑ
′(v~i) (up to a non-zero scale).
Proof. By (3.4), Ẑ ′ induces an one-to-one correspondence between C~i and C ~i+1, which is related to
the (⊗LCN )-automorphism ∏ℓ Ẑ−iℓℓ via the projection ℘~i’s in (3.45) as follows:
C~i Ẑ′−→ C ~i+1, |k̂1, . . . , k̂L〉〉~i 7→ ω−
∑
ℓ
iℓkℓ |k̂1, . . . , k̂L〉〉 ~i+1
℘~i ↓ ↓ ℘ ~i+1 ↓ ↓
⊗LCN
∏
ℓ
Ẑ
−iℓ
ℓ−→ ⊗LCN , |k̂1, . . . , k̂L〉 7→ ω−
∑
ℓ
iℓkℓ |k̂1, . . . , k̂L〉.
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By (3.28), one obtains the identification
τ (2)(t; {p′iℓ}, {piℓ}) = (
∏
ℓ
Ẑiℓℓ )τ
(2)(t; {p′iℓ+1}, {piℓ+1})(
∏
ℓ
Ẑ−iℓℓ ).
Indeed, the gauge relation in (3.28) corresponds to the action of Ẑ ′ of
L⊗
Cn, hence follows the
result. ✷
Proposition 3.2 Let T (s) be the XXZ-model (3.41) with the boundary condition r′ = 2r in (3.42),
and (p′iℓ , piℓ) be the parameters in (3.46). Then
(i) When n = N odd,
⊗L Cn = C~i for ~i ∈ (Z2)L, as representations of XXZ-(ABCD-)algebra
in (2.7). The XXZ-transfer matrix T (s) in (3.41) is related to τ (2)(ω−1t; {p′iℓ}, {piℓ}) by
T (s) = ℘−1~i · (−s)
L(
ωa′ac2
b
′3b3
)
−L
4 Ẑ
N−1
2 τ (2)(ω−1t; {p′iℓ}, {piℓ}) · ℘~i.
(ii) When n = 2N , we define C[~i] = C~i ⊕ C ~i+1 for a coset [~i](:= {~i, ~i+ 1}) ∈ ZL2 /〈~1〉. Then one
has the decomposition of
⊗L Cn as representations of XXZ-algebra (2.7):
L⊗
Cn =
⊕
{C[~i] | [~i] ∈ ZL2 /〈~1〉}.
The transfer matrices T (s) and t(2)(t) on each C[~i] are related by (3.43). Indeed, T -eigenvectors in
C[~i] are v~i ± q−Qv ~i+1 with the eigenvalue ±qQ(−s)L(ωa
′ac2
b
′3b3
)
−L
4 t(2)(ω−1t) and Zn-charge Q,Q +N
respectively, where v~i, v ~i+1 are the t
(2)-eigenvectors in Lemma 3.6 with the t(2)-eigenvalue t(2)(t)
and ZN -charge Q.
Proof. (i) follows easily from Proposition 3.1 (i) and (3.43). When n = 2N , Ẑ ′ interchanges the
factors in C[~i]. Therefore C[~i] is a component of ⊗L Cn as representations of XXZ-algebra. The
result about T -eigenvectors in C[~i] follows from Lemma 3.6, where t(2)-eigenvectors v~i, v ~i+1 are
related by Ẑ ′(v~i) = v ~i+1, Ẑ
′(v ~i+1) = ω
−Qv~i . ✷
Remark. When the pair (~i, ~i+ 1) is changed to ( ~i+ 1,~i) in Lemma 3.6, (v~i, v ~i+1) are replaced by
(v ~i+1, ω
−Qv~i), by which the T -eigenvectors v~i±q−Qv ~i+1 in Proposition 3.2 is changed to v ~i+1+qQv~i.
We now study the structure of t†(2)-model in (3.44). For ~i = (i1, . . . , iL) ∈ ZL2 , define the
parameter and the sub-quantum space of t†(2)-model:
(p
′†
iℓ
, p†iℓ) := (p
′†
(−1)iℓ , p
†
(−1)iℓ ), C†
~i = ⊗ℓC†ℓ ⊆
⊗L Cn, (C†ℓ := C†(−1)iℓ ),
℘†~i (:= ⊗ℓ℘
†
(−1)iℓ ) : C†
~i ≃⊗L CN , |σ1, . . . , σL〉〉†~i (:= ⊗ℓ|σℓ〉〉†(−1)iℓ ) 7→ |σ1, . . . , σL〉, (3.48)
where (p
′†
±, p
†
±) and C†±, ℘†± are defined in (3.48), (3.11), (3.10) respectively. Similar to Proposition
3.1 and Lemma 3.6, the relation between the τ (2)-models in (3.39), (3.44) is given by
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Proposition 3.3 Let t†(2)(t) be the τ (2)-model in (3.44) with the boundary conditions r′ in (3.42)
related to r in (3.40) by r′ ≡ −r (mod N). Then t†(2)(t)|C†~i = ℘
†−1
~i
· τ †(2)(t; {p′†iℓ}, {p
†
iℓ
}) · ℘†~i , by
which X̂
′−2 = ℘†−1~i · X̂ · ℘
†
~i
, and the following results hold:
(i) When n = N odd,
⊗L Cn = C†~i for ~i ∈ ZL2 , as representations of ABCD algebra in
(2.8), and t†(2)(t) ≃ τ (2)(t; {p′†iℓ}, {p
†
iℓ
}), where the equivalent relations among C†~i’s are induced by
C†~0 ≃ C†~i: |σ1, . . . , σL〉〉†~0 7→ |σ1, . . . , σL〉〉
†
~i
.
(ii) When n = 2N ,
⊗L Cn = ⊕~i∈ZL2 C†~i as representations of ABCD algebra in (2.8), hence
t†(2)(t) ≃⊕~i∈ZL2 τ (2)(t; {p′†iℓ}, {p†iℓ}).
(iii) t†(2)(t)|C†~i = X̂
′−1t†(2)(t)|C† ~i+1X̂
′, hence the t†(2)-eigenvectors v†~i ∈ C
†~i and v†~i+1 ∈ C
† ~i+1
with the same eigenvalue are related by v†~i+1 = X̂
′(v†~i ) (up to a non-zero scale).
✷
4 Duality of τ (2)-models and XXZ-models with cyclic representa-
tion
In this section, we discuss the duality of τ (2)-models with cyclic representation, as a generalization
of the τ (2)-duality in CPM [27].
4.1 τ (2)-duality in chiral Potts model
In this subsection, we recall the τ (2)-duality in chiral Potts model in [27]. Consider the τ (2)-model
τ (2)(t; {p′iℓ}, {piℓ}) in (3.39) with the boundary condition (3.40). Then τ (2)(t; {p′iℓ}, {piℓ}) preserves
the Q-subspace Vr,Q of
L⊗
CN with the following (Hermitian) orthonormal bases:
Vr,Q =
⊕
kℓ
C|k̂1, . . . , k̂L〉 (
∑L
ℓ=1 kℓ ≡ Q (mod N), k̂L+1 ≡ ω−rk1 k̂1)
=
⊕
nℓ
C|Q;n1, . . . nL〉 (
∑L
ℓ=1 nℓ ≡ r (mod N), nL+1 ≡ ω−Qn1n1),
(4.1)
where |Q;n1, . . . nL〉 := N−1/2
∑N−1
σ1=0
ω−Qσ1 |σ1, . . . σL〉 with σℓ − σℓ+1 = nℓ (see, e.g. [3, 4, 15] in
r = 0 case, and [27, 28]). Define the dual correspondence between (r,Q)- and (r∗, Q∗)-spaces (with
respective to local CN -basis {|σ〉}, {|̂n〉}) ([27] (3.16)):
Ψ : Vr,Q −→ Vr∗,Q∗, |Q;n1, . . . nL〉 7→ |n̂1, . . . , n̂L〉, (
∑L
ℓ=1 nℓ ≡ r) (r∗, Q∗) = (Q, r); (4.2)
and duality of parameters p ∈ C3 ([27] (3.9)2):
p = (a, b, d) −→ p∗ = (a∗, b∗, d∗) := (ad, bd−1, d−1). (4.3)
The following lemma is used in the study of τ (2)-matrix and τ (2)-duality in CPM ([8] (2.14)-(2.15),
[9] (3.48), [27](3.3)-(3.9)):
2For the discussion of the chiral Potts model, the duality of rapidities in [27](3.9) differs here by a constant α = i
1
N
as described in Remark of Proposition 4.1 in this paper.
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Lemma 4.1 Let
L(t; p′, p) =
(
L
0
0(t; p
′, p) L10(t; p′, p)
L
0
1(t; p
′, p) L11(t; p′, p)
)
, p′ = (a′, b′, d′), p = (a, b, d),
be L-operator in (3.23) with p′, p in (3.25). Denote
L
m′σ′′
m σ (t; p
′, p) = 〈σ|Lm′m (t; p′, p)|σ′′〉, Ln
′k∗
′′
n k∗ (t; p
∗, p′∗) = 〈k̂∗|Ln′n (t; p∗, p′∗)|̂k∗′′〉,
where σ, σ′′, k∗, k∗′′ ∈ ZN , m,m′, n, n′ = 0, 1. Define
E(p′) σ
′′
m; σ := ω
−mσFp′(σ − σ′′,m), E(p)σ′′; m′σ := ωm
′σ′′ ησ−σ′′
ηm′
Fp(σ − σ′′,m′)
Up,p′(
d
a|cb) :=
∑
m=0,1 E(p)
d; m
a E(p
′) cm; b
(4.4)
for a, b, c, d ∈ ZN , where
η1
η0
= −ωt, Fp(0, 0) = 1, Fp(0, 1) = −ωtb , Fp(1, 0) = db , Fp(1, 1) = −ωadb ,
Fp(α,m) = 0 if α 6= 0, 1.
(4.5)
Then
(i) Lm
′σ′′
m σ (ωt; p
′, p) = E(p′) σ
′′
m; σ E(p)
σ′′; m′
σ for σ, σ
′′ ∈ ZN , m,m′ = 0, 1.
(ii) Up,p′(
d
a|cb) = 0 if a− d or b− c 6= 0, 1, and
Up,p′(
d
a|cb) = Ln
′k∗
′′
n k∗ (ωt; p
∗, p′∗) when (a− d, b− c) = (n, n′), n, n′ = 0, 1,
where a− b = k∗, d− c = k∗′′ ∈ ZN .
Proof. (i) follows from (3.23) and the definition of E(p′) σ′′m; σ and E(p)σ
′′; m′
σ . One also finds
Up,p′(
d
a|cb) =
∑
m=0,1
ωm(d−b)(−ωt)a−d−mFp(a− d,m)Fp′(b− c,m)
whose non-zero values are determined by entries of
L(ωt; p∗, p′∗) =
(
1− ωt 1
bb′
Ẑ (d
′
b′
− ω a′d′
bb′
Ẑ)X̂−1
−ωt(d
b
− ad
bb′
Ẑ)X̂ −ωtdd′
bb′
+ ω aa
′dd′
bb′
Ẑ
)
.
Then (ii) follows. ✷
Using Lemma 4.1 and (4.4), one finds the product form of τ (2)(t; {p′iℓ}, {piℓ}) ([9] (3.44a)k=0,j=2,
[8] (2.16)):
τ (2)(t; {p′iℓ}, {piℓ})
{σ′′
ℓ
}
{σℓ} =
L∏
ℓ=1
Upℓ,p′ℓ+1(
σ′′
ℓ
σℓ |
σ′′
ℓ+1
σℓ+1), (4.6)
where Up,p′(
d
a|cb) are defined in (4.4). Note that by the boundary condition (3.40), E(p′L+1)
σ′′L+1
m; σL+1 =
ωmrE(p′1)
σ′′1
m; σ1 , which contributes the ω
r-factor in (3.39).
Proposition 4.1 ([27] Proposition 3.1) Let p∗ℓ , p
′∗
ℓ be the dual of pℓ, p
′
ℓ in (4.3), and Ψ be the dual
correspondence between Vr,Q and Vr∗,Q∗ with (r
∗, Q∗) = (Q, r) in (4.2). Then τ (2)(t; {p′iℓ}, {piℓ})
on Vr,Q is equivalent to τ
(2)(t; {p∗iℓ}, {p′
∗
iℓ+1
}) on Vr∗,Q∗ by
τ (2)(t; {p′iℓ}, {piℓ}) = Ψ−1τ (2)(t; {p∗iℓ}, {p′
∗
iℓ+1
})Ψ. (4.7)
17
Proof. By (4.6) and Lemma 4.1, one finds
〈Q;n1, . . . nL|τ (2)(t; {p′iℓ}, {piℓ})|Q;n′1, . . . n′L〉 = 〈n̂1, . . . n̂L|τ (2)(t; {p∗iℓ}, {p′
∗
iℓ+1
})|n̂′1, . . . , n̂′L〉.
Then the result follows. ✷
Remark. One may modify the duality of parameters in (4.3) by defining p∗ = (αad, αbd−1, d−1),
where α is a scale constant. Then Up,p′(
d
a|cb)in (4.4) = dia[1, α−1]L(ωt∗; p∗, p′∗)dia[1, α] with t∗ = α2t,
by which the duality (4.7) again holds if τ (2)(t; {p∗iℓ}, {p′
∗
iℓ+1
}) in (4.7) is changed to τ (2)(t∗; {p∗iℓ}, {p′
∗
iℓ+1
}).
4.2 Duality of t(2)-models with cyclic representation
We now study the duality of τ (2)-models t(2)(t; p′, p),t†(2)(t; p′, p) in (3.41), (3.44) with the bound-
ary condition (3.42). As in (4.1), these τ (2)-models preserve the Q′-subspace V ′r′,Q′ of
L⊗
Cn, which
is generated by the following orthonormal bases:
V ′r′,Q′ =
⊕
kℓ
C|k̂1, . . . , k̂L〉〉 (
∑L
ℓ=1 kℓ ≡ Q′ (mod n), k̂L+1 ≡ qr
′k1 k̂1)
=
⊕
nℓ
C|Q′;n1, . . . nL〉〉 (
∑L
ℓ=1 nℓ ≡ −r′ (mod n), nL+1 ≡ q−Q
′n1n1),
(4.8)
where |Q′;n1, . . . nL〉〉 := n−1/2
∑
n−1
σ1=0
q−Q′σ1 |σ1, . . . σL〉〉 with σℓ − σℓ+1 = nℓ . There is the
dual correspondence between (r′, Q′)- and (r
′∗, Q
′∗)-spaces (with respective to the local Cn-basis
{|σ〉〉}, {|̂n〉〉}) with (r′∗, Q′∗) = (−Q,−r):
Ψ′ : V ′r′,Q′ −→ V ′r′∗,Q′∗ , |Q′;n1, . . . nL〉〉 7→ |n̂1, . . . , n̂L〉〉, (
∑L
ℓ=1 nℓ ≡ −r (mod n)). (4.9)
As the τ (2)-model in Lemma 4.1, the L-operator of t(2)- and t†(2)-model can be decomposed into
a product form:
Lemma 4.2 Let
L(t; p′, p) =
(
L
0
0(t; p
′, p) L10(t; p′, p)
L
0
1(t; p
′, p) L11(t; p′, p),
)
, L†(t; p′, p) =
(
L
†0
0(t; p
′, p) L†10(t; p
′, p)
L
†0
1(t; p
′, p) L†11(t; p
′, p)
)
,
be L-operator in (3.35), (3.33) with p′, p in (3.25). Denote
L
m′σ′′
m σ (t; p
′, p) = 〈〈σ|Lm′m (t; p′, p)|σ′′〉〉, L†m
′σ′′
m σ (t; p
′, p) = 〈〈σ|L†m′m (t; p′, p)|σ′′〉〉,
where σ, σ′′ ∈ Zn, m,m′ = 0, 1. Define
E(p′) σ′′m; σ := q−mσFp′(−σ+σ
′′
2 ,m), E(p)
σ′′; m′
σ := q
m′σ′′ η(−σ+σ′′)/2
ηm′
Fp(−σ+σ′′2 ,m′);
E
†(p′) σ
′′
m; σ := ω
−mσFp′(σ − σ′′,m), E†(p)σ′′; m′σ := ωm
′σ′′ ησ−σ′′
ηm′
Fp(σ − σ′′,m′);
Up,p′(
d
a|cb) :=
∑
m=0,1 E(p)
d; m
a E(p
′) cm; b, U
†
p,p′(
d
a|cb) :=
∑
m=0,1 E
†(p)d; ma E
†(p′) cm; b
(4.10)
for a, b, c, d ∈ Zn with ησηm and Fp(α,m) in (4.5). Then
(i) The (m,m′)th entry of L,L†-operator for m,m′ = 0, 1 are expressed by
L
m′σ′′
m σ (ωt; p
′, p) = E(p′) σ′′m; σ E(p)σ
′′; m′
σ , L
†m′σ′′
m σ (ωt; p
′, p) = E†(p′) σ′′m; σ E
†(p)σ′′; m′σ ,
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where σ, σ′′ ∈ Zn.
(ii) Up,p′ and U
†
p,p′ are expressed by
Up,p′(
d
a|cb) =
{
〈〈k̂∗|L†n′n (ωt; p∗, p
′∗)|k̂∗′′〉〉 if (a− d, b− c) = (−2n,−2n′), n, n′ = 0, 1;
0 otherwise.
U
†
p,p′(
d
a|cb) =
{
〈〈k̂∗|Ln′n (ωt; p∗, p
′∗)|k̂∗′′〉〉 if (a− d, b− c) = (n, n′), n, n′ = 0, 1;
0 otherwise.
(4.11)
where a− b = k∗, d− c = k∗′′ ∈ Zn, and p∗, p′∗ are the dual of p, p′ in (4.3).
Proof. By the definition of E(p′),E(p) and E†(p′),E†(p) in (4.10), the spin-operator expressions of
(3.29) (3.33) yield relations in (i). (ii) follows from the expression of Up,p′ ,U
†
p,p′ in (4.10):
Up,p′(
d
a|cb) =
∑
m=0,1 q
m(d−b)(−ωt)−a+d2 −mFp(−a+d2 ,m)Fp′(−b+c2 ,m),
U
†
p,p′(
d
a|cb) =
∑
m=0,1 ω
m(d−b)(−ωt)a−d−mFp(a− d,m)Fp′(b− c,m)
whose non-zero values are entries of the following respective L-operator:(
1− ωt 1
bb′
Ẑ ′ (d
′
b′
− ω a′d′
bb′
Ẑ ′)X̂ ′2
−ωt(d
b
− ad
bb′
Ẑ ′)X̂
′−2 −ωtdd′
bb′
+ ω aa
′dd′
bb′
Ẑ ′
)
. = L†(ωt; p∗, p′∗);(
1− ωt 1
bb′
Ẑ
′−2 (d
′
b′
− ω a′d′
bb′
Ẑ
′−2)X̂ ′−1
−ωt(d
b
− ad
bb′
Ẑ
′−2)X̂ ′ −ωtdd′
bb′
+ ω aa
′dd′
bb′
Ẑ
′−2
)
= L(ωt; p∗, p′∗).
✷
Using Lemma 4.2 (i) and (4.10), one finds the product form of t(2)(t; p′, p),t†(2)(t; p′, p):
t(2)(t; p′, p){σ
′′
ℓ }
{σℓ} =
∏L
ℓ=1Up,p′(
σ′′ℓ
σℓ |
σ′′
ℓ+1
σℓ+1), t
†(2)(t; p′, p){σ
′′
ℓ }
{σℓ} =
∏L
ℓ=1U
†
p,p′(
σ′′ℓ
σℓ |
σ′′
ℓ+1
σℓ+1).
By the boundary condition (3.42), one finds E(p′)
σ′′L+1
m; σL+1 = q
−mr′E(p′) σ
′′
1
m; σ1 , E
†(p′)
σ′′L+1
m; σL+1 =
ω−mr
′
E
†(p′) σ
′′
1
m; σ1 , which provide the factor of the second term in (3.41) or (3.44). By (4.11),
one finds
〈〈Q′;n1, . . . nL|t(2)(t; p′, p)|Q′;n′1, . . . n′L〉〉 = 〈〈n̂1, . . . n̂L|t†(2)(t; p∗, p
′∗)|n̂′1, . . . , n̂′L〉〉;
〈〈Q′;n1, . . . nL|t†(2)(t; p′, p)|Q′;n′1, . . . n′L〉〉 = 〈〈n̂1, . . . n̂L|t(2)(t; p∗, p
′∗)|n̂′1, . . . , n̂′L〉〉.
Hence we obtain the duality between τ (2)-models in (3.41), (3.44) as τ (2)(t; {p′iℓ}, {piℓ}) in Propo-
sition 4.1:
Proposition 4.2 Let p∗, p′∗ be the dual of p, p′ in (4.3), and Ψ′ be the dual correspondence between
V ′r′,Q′ and V
′
r′∗,Q′∗
with (r
′∗, Q′∗) = (−Q,−r) in (4.9). Then t(2)(t; p′, p),t†(2)(t; p′, p) on Vr′,Q′ is
equivalent to t†(2)(t; p∗, p
′∗),t(2)(t; p∗, p
′∗) on Vr′∗,Q′∗ respectively by
t(2)(t; p′, p) = Ψ′−1t†(2)(t; p∗, p′∗)Ψ′, t†(2)(t; p′, p) = Ψ′−1t(2)(t; p∗, p′∗)Ψ′. (4.12)
✷
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4.3 Comparison of τ (2)-duality and t(2)-duality
By Proposition 3.1 and 3.3, t(2)(t) and t†(2)(t) can be decomposed as a sum of τ (2)-models via the
subspaces C~i, C†~i of
L⊗
Cn for ~i ∈ ZL2 in (3.45) (3.48) respectively. Indeed, by (3.47), t(2)(t)|C~i ≃
τ (2)(t; {p′iℓ−1}, {piℓ}) with (p′iℓ , piℓ) in (3.46) and the boundary condition r′ ≡ 2r (mod n). Simi-
larly, t†(2)(t)|C†~i ≃ τ †(2)(t; {p
′†
iℓ
}, {p†iℓ}) with (p
′†
iℓ
, p†iℓ) in (3.48) and the boundary condition r
′ ≡ −r
(mod N). One can lift the basis of Vr,Q in (4.1) to C~ir,Q and C†
~i
r,Q, denoted by
C~ir,Q =
⊕
kℓ
C|k̂1, . . . , k̂L〉〉~i =
⊕
nℓ
C|Q;n1, . . . nL〉〉~i,
C†~ir,Q =
⊕
kℓ
C|k̂1, . . . , k̂L〉〉†~i =
⊕
nℓ
C|Q;n1, . . . nL〉〉†~i ,
(4.13)
with
∑L
ℓ=1 kℓ ≡ Q,
∑L
ℓ=1 nℓ ≡ r (mod N), where |k̂1, . . . , k̂L〉〉~i, |Q;n1, . . . nL〉〉~i, |k̂1, . . . k̂L〉〉†~i ,
|Q;n1, . . . nL〉〉†~i are basis elements corresponding to |k̂1, . . . , k̂L〉, |Q;n1, . . . nL〉 of Vr,Q via the pro-
jection ℘~i, ℘
†
~i
in (3.45) (3.48). By the expression of C±, C†±-basis in (3.3) and (3.11), one finds the
relationship between the subspaces in (4.13) and (4.8) as follows:
C~ir,Q ⊆ V ′r′Q′ , only if Q = Q′, 2r = r′;
C†~ir,Q ⊆ V ′r′Q′ , only if i0 = 0 : r′ = −r,−2Q+
∑
ℓ iℓ ≡ Q′,
(4.14)
in particular, C†~1r,Q is not contained in any V ′r′Q′ . Hence in n = 2N case, the t(2)-duality in
Proposition 4.2, with the τ (2)-decomposition of t(2)(t),t†(2)(t) in Proposition 3.1, 3.3, is different
from the τ (2)-duality in Proposition 4.1. Indeed, the difference can also be seen in the inconsistency
of parameter of τ (2)-duality in Proposition 4.2:
t(2)(t; p′, p)|C~1 ≃ τ (2)(t; {p′−}, {p−}), t†(2)(t; p∗, p
′∗)|C†~1 ≃ τ †(2)(t; {p
∗†
− }, {p′∗†− });
t†(2)(t; p′, p)|C†~1 ≃ τ †(2)(t; {p
′†
−}, {p†−}), t(2)(t; p∗, p
′∗)|C~1 ≃ τ (2)(t; {p∗−}, {p′
∗
−}).
In n = N odd case, one can identify
L⊗
Cn with C~0 or C†~0 in Proposition 3.1 or 3.3.
Proposition 4.3 When n = N odd, one has the identical quantum subspaces, V ′r′Q′ = C~0r,Q = C†
~0
r†,Q†
with Q′ ≡ Q ≡ −2Q†, r′ ≡ 2r ≡ −r† (mod N), and the identification of basis elements in (4.8),
(4.13):
|k̂1, . . . , k̂L〉〉~0 = |k̂1, . . . , k̂L〉〉, |Q;n1, . . . nL〉〉~0 = |Q′;−2n1, . . . − 2nL〉〉,
|k̂†1, . . . , k̂†L〉〉†~0 = |−̂2k1
†
, . . . , −̂2kL†〉〉, |Q†;n†1, . . . n†L〉〉†~0 = |Q′;n
†
1, . . . n
†
L〉〉,
(4.15)
with
∑L
ℓ=1 kℓ ≡ Q,
∑L
ℓ=1 k
†
ℓ ≡ Q†,
∑L
ℓ=1 nℓ ≡ r,
∑L
ℓ=1 n
†
ℓ ≡ r† (mod N). With the identification of
τ (2)-models in Proposition 3.1 and 3.3,(
τ (2)(t; {p′}, {p}), τ (2)(t; {p∗}, {p′∗})
)
≃
(
t(2)(t; p′, p),t†(2)(t; p∗, p′∗)
)
≃
(
t†(2)(t; p′, p),t(2)(t; p∗, p′∗)
)
,
the duality relations in (4.12), (4.7) are the same.
20
Proof. By (3.3),(3.11) and (4.14), we obtain (4.15). On the dual space in (4.12), one has V ′
r′∗Q′∗
=
C~0r∗,Q∗ = C†
~0
r∗†,Q∗†
with Q
′∗ ≡ Q∗ ≡ −2Q∗†, r′∗ ≡ 2r∗ ≡ −r∗†, and the identification of basis elements:
|k̂∗1 , . . . , k̂∗L〉〉~0 = |k̂∗1 , . . . , k̂∗L〉〉, |Q∗;n∗1, . . . n∗L〉〉~0 = |Q
′∗;−2n∗1, . . . − 2n∗L〉〉,
|k̂∗†1 , . . . , k̂∗†L 〉〉†~0 = |−̂2k
∗†
1 , . . . , −̂2k∗†L 〉〉, |Q∗†;n∗†1 , . . . n∗†L 〉〉†~0 = |Q
′∗;n∗†1 , . . . n
∗†
L 〉〉,
with
∑L
ℓ=1 k
∗
ℓ ≡ Q∗,
∑L
ℓ=1 k
∗†
ℓ ≡ Q∗†,
∑L
ℓ=1 n
∗
ℓ ≡ r∗,
∑L
ℓ=1 n
∗†
ℓ ≡ r∗†. Then the following conditions
are equivalent,
(r
′∗, Q
′∗) = (−Q,−r)⇔ (r∗†, Q∗†) = (Q, r)⇔ (r∗, Q∗) = (Q†, r†).
Then the dual correspondence Ψ′ in (4.9) becomes
|Q;n1, . . . nL〉〉~0 7→ |n1, . . . , nL〉〉†~0, |Q†;n
†
1, . . . n
†
L〉〉†~0 7→ |n
†
1, . . . , n
†
L〉〉~0,
by which, the dualities (4.12) and (4.7) are equivalent. ✷
Other than the situation in Proposition 4.3, the τ (2)-duality (4.7) in Proposition 4.1 can not be
lifted to the duality between t(2)(t; p′, p) and t†(2)(t; p∗, p′∗), neither between t(2)(t; p′, p) and
t(2)(t; p∗, p′∗). In the latter case, the τ (2)-model dual to (3.47) is τ (2)(t; {p∗iℓ}, {p′
∗
iℓ+1
}), whose
L-operator at ℓth site in (3.39) is defined by the parameter
(p∗iℓ , p
′∗
iℓ+1
) = (p∗+, p
′∗
+), (p
∗
−, p
′∗
−), (p
∗
+, p
′∗
−) or (p
∗
−, p
′∗
+),
i.e. the l-twist (3.36) of p∗ and p′∗ with the identification p∗
(−1)l = p
∗(l), p′∗(−1)l = p′
∗(−l) for
l = 0, 1. Hence τ (2)(t; {p∗iℓ}, {p′
∗
iℓ+1
}) is not a component of the decomposition of t(2)(t; p∗, p′∗) in
Proposition 3.1. Since XXZ-model is related to t(2)-model by (3.43), the τ (2)-duality in Proposition
4.1 can not be lifted to a duality among XXZ-models. Indeed, we shall shown in the next subsection,
the dual model of XXZ-model T (s; p′, p) is given by t(2)(t; p∗, p′∗), so the essence of duality lies in
the duality among τ (2)-models.
4.4 Dual model of XXZ-model with cyclic representation
In this subsection, we derive the dual model of the XXZ-model T (s) in (3.41) with the boundary
condition (3.42). As the L-operator of t(2)-model in Lemma 4.2, the L-operator of XXZ-model
T (s) can be decomposed in the following product form:
Lemma 4.3 Let
L(s; p′, p) =
(
L++(s; p′, p) L−+(s; p′, p)
L+−(s; p′, p) L−−(s; p′, p)
)
, L†(t; p∗, p
′∗) =
(
L
†+
+(t; p
∗, p′∗) L†−+(t; p∗, p
′∗)
L
†+
−(t; p∗, p
′∗) L†−−(t; p∗, p
′∗)
)
be the L-operator in (3.29), (3.33) respectively, where p′ = (a′, b′, d′), p = (a, b, d) and p∗, p′∗ are the
dual of p, p′ in (4.3), (here we use γ = ±(= ±1) in (3.38) as the auxiliary index of the L-operator).
Denote
Lγ′σ′′γ σ (s) = 〈〈σ|Lγ
′
γ (s; p
′, p)|σ′′〉〉, L†δ′k∗
′′
δ k∗ (t) = 〈〈k̂∗|L†δ
′
δ (t; p
∗, p′∗)|k̂∗′′〉〉
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where σ, σ′′, k∗, k∗
′′ ∈ Zn, γ, γ′, δ, δ′ = ±. Define
E(p′) σ′′γ; σ := (b′b)
m
2 q−mσ(−s)−(1+m)Fp′(σ − σ′′, γ), (m = 1−γ2 ),
E(p)σ′′; γ′σ := (b′b)
−m′
2 qm
′(σ′′+1)(−s)m′ ησ−σ′′ηγ′ Fp(σ − σ
′′, γ′), (m′ = 1−γ
′
2 );
Up,p′(da|cb) :=
∑
γ=± E(p)d; γa E(p′) cγ; b ,
(4.16)
for a, b, c, d ∈ Zn, where η−η+ = −s2, Fp(+,+) = (
qb3
ad2
)
1
4 , Fp(+,−) = (−s2b )( qb
3
ad2
)
1
4 , Fp(−,+) =
(d
b
)( qb
3
ad2
)
1
4 , Fp(−,−) = (−ωadb )( qb
3
ad2
)
1
4 , and Fp(α, γ) = 0 if α 6= ±1. Then
(i) Lγ′σ′′γ σ (s) = E(p′) σ
′′
γ; σ E(p)σ
′′; γ′
σ for σ, σ
′′ ∈ Zn, γ, γ′ = ±.
(ii) Up,p′(da|cb) = 0 if a− d or b− c 6= ±1, and
Up,p′(da|cb) = −s−1( q
2b∗3b′
∗3
a∗a′∗c∗2
)
1
4L
†δ′k∗′′
δ k∗ (t) when (a− d, b− c) = (δ, δ′), δ, δ′ = ±1,
where k∗ = a− b, k∗′′ = d− c ∈ Zn.
Proof. (i) follows from the spin-operator expression of L(s; p′, p) in (3.29) and the definition of
E(p′) σ′′γ; σ and E(p)σ
′′; γ′
σ . One also finds
Up,p′(da|cb) = −s−1
∑
γ=±
q
(1−γ)(d−b+1)
2 (−s2)γ−a+d2 Fp(a− d, γ)Fp′ (b− c, γ),
of which the non-zero values form the following L-operator
−s−1(q
2b3b′3
aa′c2
)
1
4
(
1− t 1
bb′
Ẑ ′ (d
′
b′
− ω a′d′
bb′
Ẑ ′)X̂ ′2
−t(d
b
− ad
bb′
Ẑ ′)X̂ ′−2 −tdd′
bb′
+ ω aa
′dd′
bb′
Ẑ ′
)
= −s−1(q
2b∗3b′∗3
a∗a′∗c∗2
)
1
4L
†(t; p∗, p
′∗).
Then (ii) follows. ✷
By Lemma 4.3 (i), T (s; p′, p) can be expressed in the product form:
T (s; p′, p){σ
′′
ℓ }
{σℓ} =
L∏
ℓ=1
Up,p′(σ
′′
ℓ
σℓ |
σ′′ℓ+1
σℓ+1),
with the relation E(p′) σ
′′
L+1
γ; σL+1 = q
− (1−γ)
2
r′E(p′) σ′′1γ; σ1 by (3.42), which contributes the q−r′-factor in
(3.41). Then Lemma 4.3 (ii) yields the relation
〈〈Q′;n1, . . . nL|T (s; p′, p)|Q′;n′1, . . . n′L〉〉
= (−s)−L( q2b∗3b′∗3
a∗a′∗c∗2
)
L
4 〈〈n̂1, . . . n̂L|t†(2)(ω−1t; p∗, p′∗)|n̂′1, . . . , n̂′L〉〉.
Hence up to a scale function, t†(2)(ω−1t; p∗, p
′∗) is the dual model of T (s; p′, p):
Proposition 4.4 Let p∗, p′∗ be the dual of p, p′ in (4.3), and Ψ′ be the dual correspondence between
V ′r′,Q′ and V
′
r
′∗,Q
′∗ with (r
′∗, Q′∗) = (−Q,−r) in (4.9). Then T (s; p′, p) on Vr′,Q′ is equivalent to
(−s)−L( q2b∗3b′∗3
a∗a′∗c∗2
)
L
4 t†(2)(ω−1t; p∗, p′∗) on Vr′∗,Q′∗ by
T (s; p′, p) = (−s)−L( q2b∗3b′∗3
a∗a′∗c∗2
)
L
4 Ψ′−1t†(2)(ω−1t; p∗, p′∗)Ψ′. (4.17)
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✷By Proposition 4.2, t†(2)(t; p′, p) is also the dual model of t(2)(t; p′, p), which is related to T (s; p′, p)
by (3.43). Note that the duality in (4.6) or (4.12) is the identification of dual τ (2)-transfer matrices,
not as the ABCD-algebra representation in (2.8). In particular, the operator Ẑ ′ in (3.43) is not
preserved under the duality correspondence Ψ′ in (4.12). This explains the reason why t†(2)(t; p′, p)
serves the dual model for both t(2)(t; p′, p) and T (s; p′, p).
5 Inhomogeneous Chiral Potts Model and XXZ model with cyclic
Uq(sl2)-representation
Let ω, q be roots of unity in (1.1). For convenience, we may assume ω = e
2πi
N , and q = −ω−12 when
n = N odd, and q = ±ω−12 when n = 2N , where ω 12 := eπiN . By the gauge equivalence and the
scaling of spectral parameter, the five parameters in the L-operator of τ (2)-model in (3.23) (3.25
) can be reduced to the 3-parameter family represented by two rapidities in the same k′-curve of
CPM model [24]:
(a′, b′, a, b, c) = (xp′ , yp′ , xp, yp, µp′µp), p′ = p′ = (xp′ , yp′ , µp′), p = p = (xp, yp, µp), (5.1)
with p, p′ ∈Wk′ , defined by
Wk′(= Wk′,k) : kx
N = 1− k′µ−N , kyN = 1− k′µN , (k′2 6= 0, 1, k2 + k′2 = 1) (5.2)
(see, e.g. [1, 9]). Here, Wk′ is represented by Wk′,k or Wk′,−k, which are isomorphic via the
transformation (x, y, µ) 7→ (±ω 12x,±ω 12 y, µ).
5.1 Duality in chiral Potts model
In chiral Potts model, the τ (2)-model (3.39) are defined by the L-operators with the parameter
p′iℓ = p
′
iℓ
, piℓ = piℓ ∈Wk′ in (5.2):
τ (2)(t) = τ (2)(t; {p′iℓ}, {piℓ}), t := xqyq for q ∈Wk′ . (5.3)
It is known that the Q-operator of τ (2)-model (5.3) in the theory of Baxter’s TQ-relation [5] is the
L⊗ CN -transfer matrix in CPM [8, 9, 23, 24]3 :
T (q){σ},{σ′} (= T (q; {p′ℓ}, {pℓ}){σ},{σ′}) =
∏L
ℓ=1Wpℓq(σℓ − σ′ℓ)W p′ℓ+1q(σℓ+1 − σ′ℓ),
T̂ (q){σ′},{σ′′} (= T̂ (q; {p′ℓ}, {pℓ}){σ′},{σ′′}) =
∏L
ℓ=1W pℓq(σ
′
ℓ − σ′′ℓ )Wp′ℓ+1q(σ′ℓ − σ′′ℓ+1),
(5.4)
where q ∈Wk′ in (5.2), σ, σ′, σ′′ ∈ ZN are the spin-basis in (1.2), and Wpq,W pq are the Boltzmann
weights in CPM [10]:
Wpq(σ)
Wpq(0)
= (
µp
µq
)σ
σ∏
j=1
yq − ωjxp
yp − ωjxq ,
W pq(σ)
W pq(0)
= (µpµq)
σ
σ∏
j=1
ωxp − ωjxq
yq − ωjyp (5.5)
3We shift the index of p′ℓ in [27] (2.16) by one, where p
′
ℓ is equal to p
′
ℓ+1 of (5.4) here.
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with Wp,q(0) = W p,q(0) = 1. Here both (5.3) and (5.4) are with the boundary condition (3.40)
and the periodic-vertical rapidities (p′L+1, pL+1) = (p
′
1, p1). The star-triangle relation of Boltzmann
weights [2, 3, 10, 18, 19] yields
T (q)T̂ (r) = (
fp′qfpr
fpqfp′r
)LT (r)T̂ (q), T̂ (q)T (r) = (
fpqfp′r
fp′qfpr
)LT̂ (r)T (q),
with the commutative relations,
[T̂ (q)T (r), T̂ (q′)T (r′)] = [T (q)T̂ (r), T (q′)T̂ (r′)] = 0
for q, r, q′, r′ ∈ Wk′ , where fpq = (detN (Wpq(i−j))∏N−1
n=0
Wpq(n)
)1/N . Then T (q), T̂ (q) can be diagonalized via
two invertible q-independent matrices PB , PW , i.e. P
−1
W T (q)PB = Tdiag(q), P
−1
B T̂ (q)PW = T̂diag(q)
diagonal so that T̂diag(q) = Tdiag(q)(
fpq
fp′q
)LD for some q-independent diagonal matrix D ([9] (2.32)-
(2.34), (4.46), [8] (2.10)-(2.13). The Baxter’s TQ-relation is in the form of τ (2)T -relation between
(5.3) and (5.4) ([8] (3.15), [9] (4.31), [25] (2.31)-(2.32)):
τ (2)(tq)T (Uq) = ϕqT (q) + ω
rϕUqXT (U
2q),
τ (2)(tq)T (U
′q) = ωrϕ′qXT (q) + ϕ′U ′qT (U
′2q),
(5.6)
where U,U ′ are automorphisms of (5.2) defined by U(x, y, µ) = (ωx, y, µ), U ′(x, y, µ) = (x, ωy, µ),
and ϕq(= ϕ{p′
ℓ
},{pℓ};q), ϕq(= ϕ{p′ℓ},{pℓ};q), ϕ
′
q(= ϕ
′
{p′
ℓ
},{pℓ};q), ϕ
′
q(= ϕ
′
{p′
ℓ
},{pℓ};q) are functions defined
by
ϕq =
∏
ℓ
(tp′
ℓ
−tq)(ypℓ−ωxq)
ypℓyp′
ℓ
(xp′
ℓ
−xq) , ϕq =
∏
ℓ
ωµp′
ℓ
µpℓ(tpℓ−tq)(xp′
ℓ
−xq)
ypℓyp′
ℓ
(ypℓ−ωxq)
,
ϕ′q =
∏
ℓ
ωµpℓµp′
ℓ
(tp′
ℓ
−tq)(xpℓ−yq)
ypℓyp′
ℓ
(yp′
ℓ
−yq) , ϕ
′
q =
∏
ℓ
(tpℓ−tq)(yp′
ℓ
−yq)
ypℓyp′
ℓ
(xpℓ−yq)
.
We now discuss the duality of τ (2)-model (5.3) in CPM. In order to preserve the vertical rapidi-
ties in (5.3), we modify the parameter-duality (4.3) by a factor α = i
1
N in the Remark of Proposition
4.1, so that the parameter-duality defines the dual rapidities between k′- and k′−1-curves Wk′ and
W1/k′ ([27] (3.9)):
Wk′
∼−→W1/k′ , p = (xp, yp, µp) 7→ p∗ = (xp∗, yp∗, µp∗) := (i
1
N xpµp, i
1
N ypµ
−1
p , µ
−1
p ). (5.7)
Then the τ (2)-duality (4.7) takes the following form:
τ (2)(t; {p′iℓ}, {piℓ}) = Ψ−1τ (2)(t∗; {p∗iℓ}, {p
′∗
iℓ+1
})Ψ, t∗ = (−1) 1N t. (5.8)
The duality (5.8) can be extended to the duality of CPM. Indeed, T, T̂ in (5.4) commute with the
charge operator Ẑ(= X), hence preserve the Q-subspace Vr,Q in (4.1). The Boltzmann weights
(5.5) for dual rapidities in (5.7) are related by
W
(f)
pq (k)
W
(f)
pq (0)
= Wp∗q∗(k) ,
W
(f)
pq (k)
W
(f)
pq (0)
= W p∗q∗(N − k),
whereW
(f)
pq (k) =
1√
N
∑N−1
σ=0 ω
kσW pq(σ),W
(f)
pq (k) =
1√
N
∑N−1
σ=0 ω
kσWpq(σ) are the Fourier transform
of Boltzmann weights in (5.5), ([27] (3.17)). By [27] Theorem 3.1, when (r∗, Q∗) = (Q, r), the
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chiral Potts transfer matrices (5.4), T (q; {p′ℓ}, {pℓ}), T̂ (q; {p′ℓ}, {pℓ}) on Vr,Q and T (q∗; {p∗ℓ}, {p
′∗
ℓ+1}),
T̂ (q∗; {p∗ℓ}, {p
′∗
ℓ+1}) on Vr∗,Q∗ , are equivalent via the dual correspondence Ψ in (4.2):
T (q∗; {p∗ℓ}, {p
′∗
ℓ+1}) =
(∏
ℓ
W
(f)
p
′∗
ℓ
,q∗
(0)
W
(f)
pℓ,q
(0)
)
ΨT (q; {p′ℓ}, {pℓ})Ψ−1,
T̂ (q∗; {p∗ℓ}, {p
′∗
ℓ+1}) =
(∏
ℓ
W
(f)
p∗
ℓ
,q∗
(0)
W
(f)
p′
ℓ
,q
(0)
)
ΨT̂ (q; {p′ℓ}, {pℓ}),
(5.9)
where p∗ℓ , p
′∗
ℓ , q
∗ ∈W∗1/k′ are the dual of pℓ, p′ℓ, q ∈Wk′ in (5.7).
5.2 Chiral Potts transfer matrix as the Q-operator of XXZ-model with cyclic
Uq(sl2)-representation
In this subsection, we study the t(2)- and XXZ-model, (3.41) and (3.44) with parameter in (5.1):
p′ = p′, p = p ∈Wk′ . Then (p′−, p−) in (3.27) and (p′†−, p†−) in (3.48) become
p′− = (q
−1xp′ , qyp′ , µp′), p− = (qxp, q−1yp, µp), p
′†
− = p
′, p†− = (xp, yp, qµp),
which are elements in Wk′ in n = N odd case, denoted by p
′−, p−, p
′†
−, p
†
−. In n = 2N case, p′−, p−
are elements in Wk′,−k, identified with p′− = (xp′ , ω−1yp′, µp′), p− = (ω−1xp, yp, µp) ∈Wk′(= Wk′,k);
and p†− = p
†
− ∈W−k′ . Hence parameters in (3.27) and (3.48) are identified with
n = N odd : p′− = (q−1xp′ , qyp′ , µp′), p− = (qxp, q−1yp, µp), p
′†
− = p′, p
†
− = (xp, yp, qµp),
(p′−, p−, p
′†
−, p
†
− ∈Wk′);
n = 2N : p′− = (xp′ , ω−1yp′, µp′), p− = (ω−1xp, yp, µp), p
′†
− = p′, p
†
− = (xp, yp, qµp),
(p′−, p−, p
′†
− ∈Wk′ , p†− ∈W−k′).
(5.10)
Over the subspace C~i of ⊗L Cn in (3.45) for ~i ∈ ZL2 , the equivalence of t(2)(t)(= t(2)(t; p′, p)) and
τ (2)-model in (3.47) becomes
t(2)(t)|C~i ≃ τ (2)(t; {p′iℓ}, {piℓ}), p′iℓ = p′(−1)iℓ , piℓ = p(−1)iℓ ∈Wk′ . (5.11)
Hence we may regard T (q; {p′ℓ}, {pℓ}), T̂ (q; {p′ℓ}, {pℓ}) in (5.4) as the Q-operator of t(2)(t)|C~i , with
τ (2)T -relation induced from (5.6). In n = N odd case, by Proposition 3.1 (i),
⊗L Cn = C~i; then by
Proposition 3.2 (i), the XXZ-model T (s, p′, p) in (3.41) can be identified with t(2)(t) up to some scale
function, by which one may consider T (q; {p′ℓ}, {pℓ}), T̂ (q; {p′ℓ}, {pℓ}) as theQ-operator of T (s, p′, p).
On the other hand, since p′†−, p
†
− ∈ Wk′ by (5.10) , the Q-operators of the equivalent models in
Proposition 3.3 (i), t†(2)(t)|C†~i ≃ τ †(2)(t; {p
′†
iℓ
}, {p†iℓ}) with p
′†
iℓ
= p
′†
(−1)iℓ , p
†
iℓ
= p†
(−1)iℓ ∈ Wk′ , are
T (q; {p′†iℓ}, {p
†
iℓ
}), T̂ (q; {p′†iℓ}, {p
†
iℓ
}). In particular, when ~i = ~0 where p′iℓ = p
′†
iℓ
= p′, piℓ = p
†
iℓ
= p for
all ℓ, the duality in Proposition 4.3 extends to the duality of Q-operators with p′ℓ = p
′, pℓ = p, p
′∗
ℓ =
p′∗, p∗ℓ = p∗in (5.9).
In n = 2N case, since p′†− ∈ Wk′ , p†− ∈ W−k′ in (5.10), the vertical rapidities p
′†
iℓ
, p†iℓ of the
τ (2)-model equivalent to t†(2)(t) on the component C†~i in Proposition 3.3 (ii) are not all in the
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same k′-curve when ~i 6= ~0, hence the chiral Potts transfer matrix fails to be the Q-operator of
t†(2)-model. For t(2)-model in Proposition 3.1 (ii), since the parameter ν in (3.24) corresponding
to (p′−, p−) in (3.27) and (p′−, p−) in (5.10) differ by ω in n = 2N case, τ (2)(t; {p′iℓ}, {piℓ}) in
(5.11) and τ (2)(t; {p′iℓ}, {piℓ}) in (3.47) are related by the relation (2.13) with ξℓ = ωiℓ . There-
fore, the Ẑ ′-identification between t(2)(t)|C~i and t
(2)(t)|C ~i+1 in Proposition 3.2 (ii) corresponds the
identification of τ (2)(t; {p′iℓ}, {piℓ}) and τ (2)(t; {p′iℓ+1}, {piℓ+1}) in (5.11) via the change of local
spectral parameters at site ℓ, t 7→ ω(−1)iℓ+1t. Then T (q; {p′ℓ}, {pℓ}), T̂ (q; {p′ℓ}, {pℓ}) are identified
with T (q; {p′ℓ+1}, {pℓ+1}), T̂ (q; {p′ℓ+1}, {pℓ+1}) with the compatible τ (2)T -relation (5.6) via the
change of variable q ∈Wk′ at site ℓ: (xq, yq, µq) 7→ (xq, ω∓1yq, µq) according to (p′iℓpiℓ) = (p′±, p±).
Therefore, the two pairs of chiral Potts transfer matrices, (T (q; {p′ℓ}, {pℓ}), T (q; {p′ℓ +1}, {pℓ+1}))
and ((T̂ (q; {p′ℓ}, {pℓ}), T̂ (q; {p′ℓ+1}, {pℓ+1})), form the Q-operator of T (s; p′, p) over the component
C[i] of L⊗ Cn in Proposition 3.2 (ii).
6 Concluding Remarks
In this paper, we first in section 2 characterize the quantum group Uw(sl2) in the L-operator
of τ (2)-model for a generic w as a subalgebra of the quantum group Uq(sl2) in XXZ model with
q−2 = w. Then we study the XXZ model with cyclic representation of Uq(sl2), and its related τ (2)-
models in the root of unity case (1.1). Through the representation theory ofUω(sl2), we obtain the
structure of XXZ- and τ (2)-models, and their relationship with non-superintegrable N -state CPM
in sections 3 and 5. We also study the duality of XXZ- and τ (2)-models with cyclic representation
in section 4, and find the fundamental role of τ (2)-models in the duality theory. One expects a
similar structure will appear again in XXZ models defined by other representations of Uq(sl2), not
only for the cyclic representation in this work. The representation theory should provide a more
direct access to the eigenvector problem of models related to τ (2)-model, as indicated in [28] about
the eigenvectors of superintegrable chiral Potts model. A program along this line is now under
consideration, and progress is expected. We leave the discussion to future work.
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