Sleep is characterized by coordinated cortical and cardiac oscillations reflecting communication between the central (CNS) and autonomic (ANS) nervous systems. Here, we review fluctuations in ANS activity in association with CNS-defined sleep stages and cycles, and with phasic cortical events during sleep (e.g., arousals, K-complexes). Recent novel analytic methods reveal a dynamic organization of integrated physiological networks during sleep and indicate how multiple factors (e.g., sleep structure, age, sleep disorders) affect "CNS-ANS coupling". However, these data are mostly correlational and there is a lack of clarity of the underlying physiology, making it challenging to interpret causality and direction of coupling. Experimental manipulations (e.g., evoking K-complexes or arousals) provide information on the precise temporal sequence of cortical-cardiac activity, and are useful for investigating physiological pathways underlying CNS-ANS coupling. With the emergence of new analytical approaches and a renewed interest in ANS and CNS communication during sleep, future work may reveal novel insights into sleep and cardiovascular interactions during health and disease, in which coupling could be adversely impacted.
Introduction
Sleep is a complex physiological process involving multiple biological systems, fundamental for the health of an individual. It is typically defined as a central nervous system (CNS) phenomenon in which the state of cortical activation determines the individuals' state of consciousness. Sleep regulatory systems are closely associated, anatomically and physiologically, with the autonomic nervous system (ANS), as described in this review. The ANS regulates the majority of the body's internal processes (e.g., blood pressure, myocardial function, breathing, body temperature, digestion, urination) via afferent and efferent sympathetic and parasympathetic pathways, allowing adaptive responses to internal and external stressors, guaranteeing the body's homeostatic milieu.
A growing body of research has investigated ANS function during sleep, mainly focusing on cardiovascular (CV) functioning, using measures derived from heart rate such as heart rate variability (HRV) analysis of the electrocardiography (ECG) signal. Importantly, measures reflecting ANS function fluctuate across a night of sleep, depending on both homeostatic (i.e., related to the duration of sleep and of prior wakefulness) and circadian processes, and in association with phasic events during sleep. These interactions, which reflect the dynamic interplay between the CNS and the ANS, are the focus of the current review.
Over recent years, a number of studies have explored the association between the CNS and the ANS during sleep using various approaches and rationales, while offering promising new perspectives to understand the brain-body interplay during sleep in humans. Here, we review CNS-ANS coupling during sleep, consider the methodologies for measuring sleep and ANS activity (Sections 1.1), identify limitations in assessing ANS function indirectly in humans (Section 1.1), and discuss the underlying physiological basis for the presence of coupling between the two systems (Section 1.2). We then review the body of work investigating ANS-CNS coupling during sleep, ranging from observations of changes in heart rate, HRV, and blood pressure across sleep stages (Section 2) to an analysis of the temporal dynamics between outputs of the two systems (Sections 3-4). Finally, we discuss clinical implications for the interdependency between the CNS and ANS during sleep and conclude with suggestions for future research directions (Sections 5 and 6) .
For the purpose of this review, we will consider the relationship between CNS indices and ANS measures as part of the concept of "CNS-ANS coupling". We conceptualize different levels of evidence and methods (arbitrarily defined for clarity of presentation) supporting CNS-ANS coupling during sleep, which forms the framework for this review:
• Observations. For example, changes in ANS control of cardiovascular effectors, such as changes in cardiac vagal modulation, according to CNS-defined sleep stages.
• ANS and/or CNS mediated perturbations. For example, heart rate and blood pressure fluctuations associated with, or in response to, CNSdefined phasic sleep events including spontaneous cortical arousals and slow waves.
• Analytics of continuous CNS-ANS dynamics, which integrate continuous, simultaneous measures of both ANS and CNS function to explore their interconnections. For example, continuous linear and non-linear relationships between time-series of cortical and cardiac function, considering strength, time-course, and directionality.
Assessment of ANS function during sleep
Polysomnography (PSG) is the gold-standard method to objectively assess sleep using multiple sources of information. The characterization of sleep-wake states (i.e., wakefulness, the stages N1, N2, and N3 of non-rapid-eye-movement [NREM] sleep, and rapid-eye-movement [REM] sleep) is fully described in the scoring manual of the American Academy of Sleep Medicine (AASM) (see Berry et al., 2017) . This characterization follows standardized rules based on visual detection and discrimination of electroencephalography (EEG), electromyography, and electrooculography features within fixed discrete time windows (30 s epochs) across the night. EEG is typically sampled at ≥200 Hz to fully capture high frequency activity.
Sleep can be broadly divided into two main states characterized by specific features and EEG patterns. In humans, REM sleep is characterized by a "wake-like" low-amplitude high frequency EEG activity, irregular and sharp eye movements, and low muscle tone. NREM sleep, which constitutes between 75% and 80% of the total sleep period, is characterized by progressive EEG synchronization. It begins with low amplitude and mixed frequency EEG activity with a predominant theta (4-7 Hz) rhythm in NREM sleep stage N1. This is followed by NREM sleep stage N2, characterized by the appearance of spontaneous Kcomplexes (the largest event in the human EEG, consisting of a positivenegative-positive waveform ≥0.5 s) and sleep spindles (bursts of distinct 11-16 Hz waves, ≥ 0.5 s). There is then a predominance of highvoltage slow wave oscillations (1-4 Hz) in NREM sleep stage N3. Sleep shows a strong ultradian rhythm such that REM and NREM alternate with a cycle length of ∼90 min across the night. There is predominance of N3 sleep during cycles in the first part of the night with a progressive increase in time spent in REM sleep across the night (Kryger et al., 2015) . Importantly, both sleep states (NREM and REM), as well as phasic sleep events (e.g., arousals, K-complexes) are accompanied by distinct patterns of tonic and phasic ANS activation (see Section 1.2).
Conventional sleep staging offers an overall picture of a night's sleep, and can be clinically useful in assessing sleep quality and composition. However, it is limited by being visually determined, arbitrary, and providing discrete characterization of sleep. The current scoring guidelines (Berry et al., 2017) are essentially similar to those codified 50 years ago by a committee led by Rechtschaffen and Kales (Kales and Rechtschaffen, 1968) for use with analog data recorded on pen chart recorders. These criteria were, in turn, largely based on visual scoring systems developed 80 years ago (Loomis et al., 1937) . Importantly, this approach constrains the analysis of all aspects of human physiology (e.g., cardiovascular measures, hormonal variations) within arbitrarilydefined, discrete, and CNS-defined sleep periods.
Automated quantitative EEG analysis has the potential to overcome limitations inherent in visual scoring and provides continuous and detailed information on the state of cortical activation and EEG complexity. Typically, an EEG spectrum is obtained by applying a fast Fourier transform to the signal, after which power spectral density (μV 2 /Hz) can be calculated for somewhat arbitrarily defined EEG bands: delta (1-4 Hz), theta (4-7 Hz), alpha (8-12 Hz), sigma (12-15 Hz), low-(16-23 Hz) and high-(23-30 Hz) beta, and gamma (> 30 Hz) frequencies. Power in each frequency band can then be summarized per epoch, across the night, or within sleep stages and sleep cycles. For example, EEG delta power declines over sequential NREM-REM sleep cycles, a phenomenon interpreted as reflecting a decrease in homeostatic pressure across the night (Dijk, 2009) . Several factors including age, sex, menstrual cycle, medications, and presence of insomnia, influence elements of the EEG power spectrum. EEG spectral indices are the principal CNS indices used in studies directly assessing CNS-ANS coupling (see Section 4).
Daytime assessment of ANS function mainly relies on classic ANS tests reflecting the ANS response to standardized maneuvers such as isometric exercises (handgrip), cold pressure test, cognitive load (mental arithmetic), orthostatic testing (including head-up tilt-test), Valsalva maneuver, deep breathing, cold face test of the diving reflex, and more invasive tests such as pharmacological (e.g., intravenous phenylephrine) or mechanical (e.g., neck suction) challenges to stimulate and evaluate baroreflex functioning (see Zygmunt and Stanczyk, 2010) . These tests are used in clinical settings to identify ANS abnormalities for the diagnosis and treatment of diseases involving ANS dysfunction.
A number of other techniques, more suitable for research purposes, are available to continuously assess ANS and cardiovascular functioning without active engagement from participants, and can, therefore, be applied during sleep (See Table 1 for a summary of these measures and their limitations). These differ as to the particular property of cardiovascular functioning they assess (e.g., cardiac function such as heart rate, or peripheral sympathetic nerve activity [SNA] using microneurography); whether they measure tonic or acute/transient properties (e.g., average heart rate during NREM sleep, or the heart rate response to a brief arousal from sleep); the ease with which the technique can be applied over prolonged periods of time such as during sleep (e.g., challenges associated with inserted electrodes that need to be kept in position across the night); and the degree of ambiguity in the interpretation of the measure (e.g., the relatively straightforward interpretation of average heart rate, or the more complex interpretation of indices of HRV). Fig. 1 offers an example of co-registration of EEG, ANS and cardiovascular indices during a PSG night of a sample participant at the SRI Human Sleep Research Lab.
The most widely used indicators of ANS activity during sleep are heart rate and HRV. Heart rate may be readily and non-invasively assessed by appropriately placed surface recording electrodes, typically over thoracic regions, producing the ECG. The ECG is an integral component of clinical sleep assessment and, while not being used as a main source of information to determine sleep state, is recommended by the AASM for standard clinical PSG assessments (Berry et al., 2017) .
Heart rate (or heart period, which is its reciprocal) has the advantage of enabling assessment of cardiac ANS tone (i.e., average ANS activity) and of transient (beat-to-beat) cardiac modulation, and thus it has been repeatedly applied in studies of CNS-ANS coupling. The available evidence indicates that heart period is linearly related to the frequency of cardiac parasympathetic and sympathetic activity (Berntson et al., 1995) . The mean value of heart period is thus a simple and powerful index to assess changes in the balance (i.e., linear sum) of Table 1 Techniques to assess autonomic nervous system (ANS) functioning during sleep applicable to understanding central nervous system(CNS)-ANS coupling: processing, interpretation, and limitations. ] or with non-linear methods within specified time-windows, ideally of 5 minutes' length across the sleep period (see Camm et al., 1996) • R-R intervals (reciprocal of heart rate), reflecting the balance (sum) of cardiac sympathetic and parasympathetic tone
• HRV low frequency power (LF, 0.04-0.15 Hz) reflects both sympathetic and vagal modulation (Stein and Pu, 2012) • HRV high-frequency power (HF, 0.15-0.40 Hz) reflects respiratory sinus arrhythmia, which is widely accepted as a measure of vagal modulation)
• HRV LF/HF ratio, a controversial measure (Heathers, 2012; Reyes et al., 2013) • HRV time domain measures reflecting the variance in consecutive R-R intervals
• Indices derived from non-linear methods such as the inter-beat autocorrelation coefficient obtained by the Poincaré plot
• HRV has been used to measure the modulation of components of the ANS (Cacioppo et al., 2007) • Under constant conditions such as during stable NREM sleep, high HRV indicates healthy cardiovascular functioning
• Low HRV indicates poor ability of the cardiac ANS to adjust to environmental demands (Thayer and Sternberg, 2006) , and is associated with (Camm et al., 1996; Carney et al., 1995; Thayer et al., 2010; Tsuji et al., 1996) and a risk factor for (Thayer et al., 2010) , cardiovascular diseases
• Disturbed sleep, such as in sleep disorders, also produces high HRV (Stein and Pu, 2012) , which in this context is clearly a negative feature. It is therefore important to know the source of HRV to interpret its significance (Khoo et al., 1999) • Estimation of cardiac sympathetic modulation by means of HRV LF power is controversial, with this range reflecting multiple sources of variability (Martelli et al., 2014; Trinder, 2007) • While the HRV LF/HF ratio is often referred to as a measure of "sympathovagal balance", its meaning and usefulness has been challenged (Heathers, 2012; Reyes et al., 2013) • Difficulties with calculating HRV components may be minimized: calculate power within frequency peaks rather than over arbitrary frequency ranges; normalize raw scores by conversion to standard scores; consider other statistical analyses, such as autoregressive analyses (Trinder, 2007; Trinder et al., 2001) Impedance cardiography A noninvasive technology that monitors the electromechanical activity of the heart in combination with the ECG by measuring beat-to-beat changes in electrical impedance across the chest, allowing the measurement of several cardiodynamic parameters (see Sherwood et al., 1990 ).
• (Sherwood et al., 1990) • Cardiac output (l/min) is the volume of blood pumped by the left ventricle each minute, derived by multiplying heart rate by stroke volume
• The pre-ejection period decreases when left ventricle contractility is increased by β adrenergic sympathetic activity. Thus, preejection period is considered a valid index reflecting cardiac sympathetic nerve activity (SNA) (Cacioppo et al., 1994; Newlin and Levenson, 1979; Schächinger et al., 2001) • The pre-ejection period has been assessed to estimate both tonic and phasic sympathetic changes during sleep and sleep disorders (Burgess et al., 2001; Carrington et al., 2003; de Zambotti et al., 2014; de Zambotti et al., 2011; Trinder et al., 2001) • While the pre-ejection period is shortened by β adrenergic activity, it is lengthened by increases in arterial blood pressure (afterload). As conditions that alter the pre-ejection period are also likely to alter blood pressure, this acts as a confounder of sympathetic activity estimation based on pre-ejection period. While it is possible to calculate a correction factor (slope of the linear regression between the beat-tobeat diastolic blood pressure and pre-ejection period values during periods in which blood pressure does not change) (Trinder et al., 2001) , the interpretation of pre-ejection period can be challenging
• Use of impedance cardiography is not straightforward and requires technical expertise
• Computation of the pre-ejection period is further complicated by the difficulty in estimating the exact time of the opening of the aortic valve (Forouzanfar et al., 2018) • Impedance cardiography is best suited for tracking changes in pre-ejection period and other indices and is less accurate in measuring absolute individual levels
Microneurography
Records efferent activity of sympathetic nerve fibers to muscle blood vessels and provides a direct measure of peripheral sympathetic drive (Victor et al., 1987) • Usually performed via multi-unit recordings of nerve activity using intraneural tungsten microelectrodes ("active" electrode and a subcutaneous reference electrode positioned within 2-3 cm)
• SNA may increase to the skeletal muscle vascular bed and, at the same time, decrease to the kidney and splanchnic beds (Silvani, 2008) (continued on next page) (Verdecchia, 2000) • In contrast, the Portapres device provides continuous beat-to-beat assessment of blood pressure from the participants' index and middle fingers of the non-dominant hand using photoplethysmography cuffs, which inflate and deflate continuously. The analog output provides the complete blood pressure waveform
• Blood pressure variability • Assessment of beat-to-beat blood pressure in conjunction with ECG (or continuous sympathetic measurement such as using microneurography) allows estimation of baroreflex function parameters . The baroreflex drives responses of heart rate (via changes in sympathetic and vagal tone or modulation) to any deviation in blood pressure, such that heart rate decreases in response to an elevation in blood pressure and increases in response to a fall in blood pressure. The baroreflex is also implicated in regulating peripheral resistance via sympathetic outflow and acting like a buffer with a resonant behavior, for which changes in blood pressure lead to delayed adjustments in peripheral resistance (the resonant period is about 10 s). The cardiac baroreflex sensitivity refers to the magnitude of the heart period response to a variation in blood pressure (reflecting the reflex mechanism on the sinoatrial node), with high baroreflex sensitivity being considered a positive feature (Swenne, 2013) • The fall in blood pressure during the nocturnal rest period (blood pressure dipping profile) is a critical indicator of cardiovascular health (Staessen et al., 2001) • Blood pressure variability provides information as to cardiovascular functioning. Thus, low blood pressure variability, similarly to high HRV, is associated with effective blood pressure control mechanisms. Again similar to HRV, the LF and HF power of blood pressure variability are thought to reflect sympathetic vascular modulation and respiratory influences on BP, respectively
• A significant limitation of ambulatory blood pressure monitoring in sleep studies is that, despite the capacity for adjustment of the maximum inflating pressure, the temporary arm constriction during a measurement can produce discomfort and disturb sleep.
• The Portapres system provides good estimations of variations in blood pressure, whereas it is less accurate in the absolute estimate of blood pressure levels, limiting its clinical application (Imholz et al., 1998) • (Lavie et al., 2000; Schnall et al., 1999) • Changes in pulse volume reflect dilation/constriction of blood vessels, largely due to fluctuations in alphaadrenergic sympathetic activity
• The dependence of pulse transit time on blood pressure has led to it being used as a surrogate measure of blood pressure in situations where blood pressure measurements are difficult, such as in sleep studies of young children (Nisbet et al., 2013) • • Estimates of blood pressure based on pulse transit time are confounded by variability in the preejection period and remain incompletely validated, particularly during sleep. As a result, the potential of these estimates as a core clinical tool remains to be determined (Smith et al., 2018) cardiac parasympathetic and sympathetic tone. Since heart rate and heart period are related by a non-linear (hyperbolic) function, it should be noted that they are not equivalent for the purpose of assessing cardiac ANS tone. HRV quantifies the beat-to-beat variability of heart periods (the time intervals between subsequent R waves on the ECG), generally at frequencies < 0.4 Hz, and has been widely used with the purpose of estimating specific components of ANS functioning (Cacioppo et al., 2007) . HRV may be analyzed in the time domain or in the frequency domain (in the latter technique by integrating HRV spectral power density, in ms 2 Hz −1
, over specified frequency bands), within specified time-windows, ideally of 5-min length for the purpose of standardization (Camm et al., 1996) , across the sleep period.
HRV spectral power at frequencies below 0.04 Hz (the very low frequency range, VLF) is a measure with dubious interpretation, particularly when assessed from recordings with durations ≤5 min. In contrast, HRV power in the 0.15-0.40 Hz frequency range (high-frequency, HF) reflects respiratory sinus arrhythmia and as a consequence is a useful measure of cardiac vagal modulation (Camm et al., 1996) . Cardiac vagal modulation may also be estimated from HRV in the time domain by computing the indices RMSSD, the root mean square of the differences between successive R-R intervals, and pNN50, the percentage of the values of RR-interval that differ from the preceding value by > 50 ms (Camm et al., 1996) . HRV spectral power in the low frequency (LF) range (0.04-0.15 Hz) has often been interpreted to reflect sympathetic activity. This interpretation has been particularly controversial because of conceptual shortcomings and because multiple sources contribute to variability in this range (Billman, 2013; Trinder, 2007) . Importantly, the sinoatrial node responses to sympathetic and vagal activity indicate that HRV in the LF range may be driven by both sympathetic and vagal modulations (Rossi et al., 2016) . In an attempt to provide a solution to this problem, the power ratio LF/HF has been proposed under the assumption that the vagal component contributing to HRV LF power would be at least partially neutralized, such that the ratio would reflect sympathetic modulation or sympatho-vagal balance (Camm et al., 1996) . However, the very concept of sympatho-vagal balance has been challenged (Eckberg, 1997) and there is no reason to think that the vagal modulation contributing to LF HRV power is equal to, or from the same source, as that contributing to HF HRV power. Consistent with this, the interpretation of the LF/HF ratio in terms of cardiac sympathetic activity has been recently questioned by direct experimentation on a sheep model of heart failure (Martelli et al., 2014) . Nevertheless, even in the absence of a clear-cut physiological interpretation, the LF/HF ratio may be of some value as a descriptor of HRV during sleep.
The LF and HF components of HRV power are often expressed in normalized units (nu), as the % of the total power of HRV. In normalizing LF and HF power, however, it is common practice to remove the VLF component from total power, i.e., to divide LF and HF by the sum (LF + HF) (Camm et al., 1996) . As a consequence, the quantities LF/HF, LFnu and HFnu (mathematically identical values) are equivalent carriers of information that reflect the same features of cardiac ANS control. Thus it becomes redundant to report more than one of these variables. This limitation is not substantially lessened if total power of HRV is used as the denominator instead of the sum of LF and HF power, because any difference in information among LF/HF, LFnu, and HFnu will then come from the HRV VLF power, which, as noted above, is hardly interpretable in terms of sympathetic or vagal modulation (Burr, 2007) .
If the assumptions of linearity and stationarity of the heart period time series are abandoned, several non-liner methods are available to assess ANS function. For example, the Poincaré plot is a non-linear geometric approach to qualitatively picture and quantitatively assess HRV metrics. It is produced by plotting each RR interval (RR n+1 , ms; y axis) against the previous RR interval (RR n , ms; x axis) for a specific time window (e.g., 1 min, 2 min, 5 min). The inter-beat autocorrelation coefficient is a quantitative HRV index derived from the Poincaré plot, and has been frequently used in investigating the dynamics of CNS-ANS coupling (see Section 4). It is calculated as the Pearson product-moment correlation coefficient between RR n+1 and RR n+1 . The inter-beat autocorrelation coefficient is highly correlated with the frequency-domain HRV LF/HF index during night-time sleep , whose physiological interpretation is, as previously discussed, a topic of much debate. Moreover, being a linear measure, the inter-beat autocorrelation index is not sensitive to the nonlinear features displayed by the Poincaré plot (Brennan et al., 2001) .
Entropy-derived non-linear indices based on HRV (e.g., detrending fluctuation analysis, approximate entropy, sample entropy, multiscale entropy analyses) have also been used. These and even more sophisticated methods (see Valenza et al., 2017) which measure non-linear HRV features might be better suited to track HRV changes associated with human high-level functioning such as emotional and cognitive processing (see de la Torre-Luque et al., 2016; Young and Benton, 2015) . However, their readouts are difficult to interpret in terms of specific anatomic pathways.
Limitations of HRV analysis (see Table 1 ), are critical when considering the physiological interpretation of the even more complex relationships between the temporal EEG-HRV dynamics, as we will further discuss in Section 4.
Given the lack of a pure sympathetic nervous system measure derived from HRV analysis, sympathetic nerve activity (SNA) has been measured using other techniques. Impedance cardiography allows a noninvasive measure of pre-ejection period, a cardiac ANS index calculated as the time from the electrical systole to the opening of the aortic valve (blood ejection). It is thought to reflect β-adrenergic sympathetic control of the heart (Sherwood et al., 1990) . To our knowledge, no study has investigated the temporal dynamics of the relationship between the pre-ejection period and CNS indices (e.g., EEG) during sleep. A different direct measure of (non-cardiac) peripheral SNA is obtained by microneurography, an invasive method measuring the SNA to muscle blood vessels and skin. Despite being used in some sleep studies (see Mano et al., 2006) , microneurography cannot be easily adopted in sleep research and is impractical in clinical sleep medicine due to its invasiveness and methodological challenges (e.g., the requirement of immobilization). For example, Tank et al. (2003) recorded muscle SNA from the right peroneal nerve using microneurography together with intra-arterial blood pressure before and after EEG Kcomplexes. None of the 8 participants studied, were able to reach REM sleep and only 5 were able to reach NREM N3. Skin conductance/resistance can offer a non-invasive continuous measure of electrodermal activity, reflecting cutaneous sudomotor activity and indicating skin sympathetic outflow. The most frequently used method to assess electrodermal activity consist of passing a small current between two surface electrodes usually placed on the palm of the hand. The resulting voltage, when the current is held constant, is proportional to skin resistance (or alternatively, a measure of conductance is obtained using a constant voltage system). Although it is generally accepted that sweat glands have predominant sympathetic cholinergic innervations, neural mechanisms and pathways involved in the central control of electrodermal activity are not fully clarified (Cacioppo et al., 2007) . Most of the research on electrodermal activity has been conducted in the context of cognitive and emotional processing, and the application and interpretation of this technique during sleep is questionable. The measurement of circulating catecholamines (plasma epinephrine and norepinephrine concentration) has been also used to evaluate peripheral sympathetic ANS functioning during sleep, although it is invasive, and not suitable to assess CNS-ANS coupling during sleep at high temporal resolution.
In summary, as shown in Table 1 , there is no unobtrusive and unconfounded measure of central sympathetic tone which can be used in sleep studies. In light of the methodological constraints of sympathetic assessment and in the face of reliable indices of cardiac vagal modulation, it is surprising that research on CNS-ANS coupling during sleep has over-emphasized the sympathetic over the vagal system.
Other measures reflecting ANS function (however, less frequently used in the context of CNS-ANS coupling) are available and may ultimately further advance the understanding of CNS-ANS dynamics during sleep by providing windows on other aspects of the ANS. These measures include beat-to-beat blood pressure monitoring and others obtainable with photoplethysmographic-type sensors (see Table 1 for details).
Physiological mechanisms underlying CNS-ANS coupling during sleep
The brain is connected to cardiac myocytes and arteriolar smooth muscle cells, which are the CV autonomic effectors, by di-synaptic pathways involving preganglionic and ganglionic autonomic neurons (Silvani et al., 2016) . In the afferent direction, changes in blood vessel stretch and skin temperature, which are affected by skin vessel tone, are detected by baroreceptors and thermoreceptors and fed back to the brain (Silvani, 2017; Silvani et al., 2015) . Changes in breathing such as those seen when transitioning from wakefulness to sleep (Trinder and Nicholas, 2000) , also modulate the ANS both directly, through CNS circuits, and reflexively, for example by changing lung stretch as a function of sleep-related reduction in tidal volume (Colrain et al., 1987) . These efferent and afferent pathways constitute the anatomical and functional substrate of the coupling between the CNS and the ANS.
The coexistence of top-down (efferent) and bottom-up (afferent) pathways complicates inferences of causality from observed correlations between CNS and ANS variables (Fig. 2 ). For example, parasympathetic preganglionic neurons in the medullary nucleus ambiguous are subjected to a respiratory modulation (McAllen and Spyer, 1978 ) that gates inputs from baroreceptors, chemoreceptors and nasopharyngeal receptors (Gilbey et al., 1984) . The cardiac sinoatrial node responds to parasympathetic activity with minimal delay and is responsive to modulations of parasympathetic activity at least up to 0.4 Hz (Berger et al., 1989) . As a result, the inspiratory gating of nucleus ambiguous neural activity is one of the mechanisms responsible for respiratory sinus arrhythmia (Eckberg, 2003) . The specific neural pathways that couple CNS to ANS during sleep are still uncharted. It has been suggested (Silvani and Dampney, 2013 ) that the activities of thalamo-cortical neurons, skeletal muscles, and the ANS, which explain the EEG, electromyographic, and cardiovascular features of the sleep states, respectively, are modulated in parallel by sleep-state control circuits, which are mainly located in the hypothalamus and brainstem (Scammell et al., 2017 ). This conceptual model predicts that measures of CNS-ANS coupling during sleep, such as correlations between EEG and HRV spectral indexes, do not necessarily imply direct causal links from EEG to HRV. Rather, the CNS-ANS coupling may reflect the common dependence of EEG and HRV variables on the activity of specific hypothalamic and brainstem circuits. The brainstem appears critical in this respect, as key neural elements of autonomic, respiratory, and cardiovascular control are located within the medulla, pons, and midbrain (Silvani and Dampney, 2013) , together with key elements of the ascending pathways that control EEG activity through the thalamus and basal forebrain (Scammell et al., 2017 ).
This conceptual model bears resemblance to that of central pattern generators coordinating skeletal muscle motor neurons, autonomic preganglionic neurons, and neuroendocrine neurons (Swanson, 2011) . In the context of physical exercise, the autonomic counterpart of the skeletal muscle activity produced by these central pattern generators is classically termed the central autonomic command (Goodwin et al., 1972 ). This conceptual model of central autonomic commands in the context of CNS-ANS coupling during sleep provides a framework for future work to examine which sleep-state control circuits modulate cardiovascular activity, how circuits may differ during NREM versus REM sleep as well as during transition periods between NREM and REM sleep, and whether outputs from sleep state circuits to thalamo-cortical and ANS neurons are indeed precisely temporally coupled. In this respect, the coupling between pattern generators should not be viewed as rigid, and may be actually relatively weak, as is thought for the neural oscillators underlying resting brain fluctuations (Deco et al., 2009 ). Sleep-related central autonomic commands may result from the summation of activity of different central pattern generators (Silvani and Dampney, 2013) , either at the same time, as occurs for thermoregulation (Romanovsky, 2007) , or at different times, because of the asynchronous development of the sleep process in different neuronal groups (Kim et al., 2017; Pigarev et al., 1997) . A summary of the data-driven hypotheses on the similarities and differences in central autonomic control between wakefulness and NREM sleep, and REM sleep is provided in Table 2 .
Central autonomic commands during NREM sleep
Increases in the activity of the hypothalamic ventrolateral preoptic nucleus may modulate ANS activity during NREM sleep through at least four different pathways (Sherin et al., 1996) . The lower values of SNA to the skin during NREM sleep compared to wakefulness (Takeuchi et al., 1994) may result from inhibition of a thermoregulatory pathway for heat generation and retention, which includes the preoptic hypothalamus and the medullary raphe (Morrison, 2016) . On the other hand, the occurrence of lower values of SNA to the skeletal muscles (Somers et al., 1993) and kidneys (Miki et al., 2003) during NREM sleep may result from (Silvani, 2017; Silvani and Dampney, 2013 ): a) inhibition of the hypothalamic paraventricular nucleus (Uschakov et al., 2006) , a master ANS controller that integrates neuroendocrine, homeostatic and stress responses during wakefulness (Thompson and Swanson, 2003) ; b) inhibition of the pedunculopontine nucleus between the caudal midbrain and rostral pons (el Mansari et al., 1989) , a region potentially contributing to central autonomic commands associated with locomotion during wakefulness (Garcia-Rill et al., 1987; Padley et al., 2007) ; and c) potentiation of the baroreceptor reflex, through a pathway that involves the pontine parabrachial nucleus (Saito et al., 1977) and the medullary nucleus of the solitary tract (Eguchi and Satoh, 1980) . In particular, increases in parabrachial nucleus activity may inhibit the baroreflex at the level of the first afferent relay, which is the nucleus of the solitary tract (Felder and Mifflin, 1988) . Therefore, the tonic decrease in parabrachial nucleus activity during NREM sleep may disinhibit the baroreflex in this state. Conversely, transient increases in parabrachial nucleus activity during autonomic arousals in NREM sleep may contribute to simultaneous increases of blood pressure and heart rate because of transient baroreflex inhibition (Silvani et al., 2015; Silvani and Dampney, 2013) . These central neural pathways may also explain other features of the baroreflex during NREM sleep, such as the baroreflex resetting toward lower values of heart rate, blood pressure, and SNA, and the greater baroreflex contribution to cardiac control than in wakefulness . Taken together, these changes in baroreflex function may represent an important mechanism of the CNS-ANS coupling during sleep.
Neurons of the nucleus of the solitary tract control both cardiac parasympathetic activity, by means of a direct projection to preganglionic parasympathetic neurons in the nucleus ambiguus of the medulla, and cardiac SNA, by means of indirect projections to the rostral ventrolateral medulla (Silvani et al., 2016) . At least in mice, the decrease in heart rate from wakefulness to NREM sleep is caused by strikingly balanced increases and decreases in parasympathetic and sympathetic tone to the heart, respectively (Lo Martire et al., 2018) . Sleep-related changes in the neural circuit involving the parabrachial nucleus and the nucleus of the solitary tract may thus contribute to drive the decrease in heart rate during NREM sleep. The hypothalamic paraventricular nucleus also receives synaptic projections from the hypothalamic suprachiasmatic nucleus, which control separate populations of pre-sympathetic and pre-parasympathetic neurons (Buijs et al., 2003) . The suprachiasmatic nucleus is the master circadian clock responsible for the circadian rhythms of sleep (Easton et al., 2004) and cardiovascular variables (Janssen et al., 1994) . Neurons in the suprachiasmatic nucleus decrease their activity during NREM sleep and increase it during REM sleep, suggesting that the link between suprachiasmatic nucleus activity and sleep is, actually, bidirectional (Deboer et al., 2003) . Although much critical evidence is still missing, including on the neurochemical features of the suprachiasmatic neurons projecting to the paraventricular nucleus (Buijs et al., 2003) , it is conceivable that this circuit plays a role in the integration of circadian and sleep-dependent central autonomic commands (Silvani et al., 2016) .
Central autonomic commands during REM sleep
Episodes of REM sleep can be described as tonic or phasic. Tonic REM sleep refers to relatively long period of stable N1-like EEG and muscle atonia with relatively regular heart rate. Tonic REM sleep is interrupted by phasic burst in which eye movements occur and cardiovascular physiology becomes more unstable.
The cardiovascular changes that occur during episodes of REM sleep are largely distinct from those of NREM sleep, but may also be driven by central autonomic commands capable of biasing the arterial baroreflex (Silvani and Dampney, 2013) . The neural circuitry responsible for the occurrence and control of REM sleep involves the glutamatergic sublaterodorsal nucleus of the pons as well as multiple GABAergic cell groups in the brainstem and hypothalamus (Luppi et al., 2017) . The tonic periods of REM sleep entail disparate changes in SNA, consisting of decreases in renal and mesenteric SNA and simultaneous increases in skeletal muscle SNA (Yoshimoto et al., 2011) . Moreover, recent data on mice indicate that the increase in heart rate on passing from NREM sleep to REM sleep is mediated, at least in part, by an increase in cardiac SNA (Lo Martire et al., 2018) . The increases in muscle and cardiac SNA during REM sleep may result from direct excitatory projections from the pontine sublaterodorsal nucleus to the pre-sympathetic neurons in the rostral medulla, which project to the sympathetic preganglionic neurons. Moreover, REM sleep reverses the reductions in the activity of the pedunculopontine nucleus and the parabrachial and solitary tract nuclei, which may underlie the reduction in muscle and cardiac SNA during NREM sleep (Silvani and Dampney, 2013) . The disparate changes in SNA to the skeletal muscle, cardiac, mesenteric, and renal vascular beds during REM sleep may reflect modulations of pre-sympathetic neurons by neurons of the medullary raphe obscurus and the ventrolateral and lateral regions of the midbrain periaqueductal gray, which include both sympatho-excitatory and sympatho-inhibitory neurons (Futuro-Neto and Coote, 1982; Silvani and Dampney, 2013) . Incidentally, the finding that SNA to different cardiovascular effectors undergoes opposing changes at the same time during REM sleep seriously challenges the concept of a unique central sympathetic tone during sleep. In this light, the existence of a global ANS index/ measurement that can closely reflect the central ANS control during sleep appears unlikely, especially if the picture is broadened to include cardiac vagal control, the sympathetic control of thermoregulatory effectors such as brown adipose tissue, and the control of breathing, which is tightly linked to that of the cardiovascular system (Eckberg, 2003) .
The occurrence of wide and bizarre fluctuations ('unpredictable fugues') of blood pressure and heart rate, which may or may not be associated with bursts of rapid eye movements, ponto-geniculo-occipital waves, and transient changes in the breathing pattern, characterizes the phasic periods of REM sleep (Silvani, 2008; Snyder et al., 1964) . The medial and inferior vestibular nuclei in the medulla may play a key role in driving the autonomic and neurophysiological variability during phasic REM sleep (Morrison and Pompeiano, 1970) . These nuclei may receive sleep-related synaptic input from the hypothalamic ventrolateral preoptic nucleus, and may modulate the activity of the pedunculopontine tegmental nucleus, the pontine parabrachial nucleus, and the medullary nucleus of the solitary tract (Silvani and Dampney, 2013) . The centrally-driven changes in breathing pattern may also contribute to baroreflex modulation and cardiovascular variability during phasic REM sleep, at least in part, by modulating barosensitive neurons in the caudal ventrolateral medulla (Mandel and Schreihofer, 2006; Silvani and Dampney, 2013) .
Observations: changes in ANS tone and modulation according to CNS-defined sleep stages
As described above, there are multiple top-down and bottom-up pathways that potentially could underlie the observed dynamic coupling between indices reflecting CNS (EEG) and ANS (cardiovascular variables) modulation during NREM and REM sleep and in relation to phasic sleep events within each sleep state. This section broadly describes how indices reflecting ANS tone and modulation, as measured non-invasively in humans, differ between sleep states. Fig. 3 shows the temporal dynamic of heart rate and HRV indices plotted as a function of time of the night and stages of sleep from a PSG night of a sample participant from the SRI Human Sleep Research Laboratory. As indicated, ANS tone and modulation are profoundly influenced by the sleep -wake cycle such that sleep, or sleep related mechanisms, impose regulatory control over the cardiovascular system. The reader is also referred to more extensive reviews of this topic elsewhere (see Trinder, 2007; Trinder et al., 2012) .
The specific effect of the sleep -wake cycle on ANS function is masked by the influence of the circadian system, with the relative influences of the sleep -wake cycle and circadian system varying over different components of the ANS (see Trinder, 2007) . Studies that have employed techniques (e.g., constant routine or forced desynchrony) to isolate circadian influences over cardiac function have shown that heart rate is strongly influenced by the circadian system, such that in the absence of sleep, heart rate has a marked sinusoidal pattern, being elevated during the time of normal wakefulness and depressed during the period of normal sleep (Burgess et al., 1997; Kerkhof et al., 1998; Kräuchi and Wirz-Justice, 1994; Van Dongen et al., 2001; van Eekelen et al., 2004) . Two studies have identified a circadian influence over vagal modulation as assessed by respiratory sinus arrhythmia, but not over sympathetic activity as assessed by the pre-ejection period and other measures (Burgess et al., 1997; van Eekelen et al., 2004) . Evidence of the effect of the circadian system on blood pressure is conflicting. Shea et al. (2011) , in a series of 3 experiments with both constant routine and forced desynchrony designs, consistently identified a small circadian effect on blood pressure. In contrast, two previous studies using constant routine procedures did not find a circadian effect (Kerkhof et al., 1998; Van Dongen et al., 2001) . These discrepant findings with respect to blood pressure may depend on whether participants in constant routine or forced desynchrony studies became sleep deprived.
Table 2
Summary of data-driven hypotheses on the similarities and differences in central autonomic control across wake-sleep states. See text and primary references (Silvani and Dampney, 2013) and (Silvani et al., 2016) 
While the diurnal rhythm in heart rate is largely determined by the circadian system, heart rate does show a small sleep-related fall at sleep onset, as previously mentioned (Burgess et al., 1999; Burgess et al., 1997) . In contrast, blood pressure is strongly influenced by sleep (Carrington et al., 2003; Trinder et al., 2001 ). Blood pressure shows a substantial fall from wakefulness to stable N2 sleep and typically reaches its minimum diurnal value during the first hour of sleep (Trinder et al., 2001) . This can be shown to be an effect of sleep as the fall in blood pressure is delayed in association with a delay in sleep (Carrington et al., 2003) . Blood pressure also typically shows a small rise on passing from NREM sleep to REM sleep (Silvani, 2008) . The resulting diurnal variation in blood pressure resembles a square-wave like function with a rapid fall at sleep onset and a rapid rise late in sleep and during morning wakefulness (Trinder et al., 2001) . The fall in blood pressure early in the sleep period is referred to as a "Dipping Profile"
and is considered to be beneficial ("a cardiovascular holiday") and an indication of cardiovascular health (Staessen et al., 2001) .
The fall in blood pressure over sleep onset is irregular. Initially there appears to be a small reduction of approximately 4 mmHg at the point that the decision is made to go to sleep, presumably at lights out under normal circumstances. This is followed by the onset of N1 sleep, a period of sleep-wake state instability characterized by fluctuations between dominant EEG alpha and dominant EEG theta rhythm. Each transient entry into dominant EEG theta rhythm is associated with a fall in blood pressure and each transient period of dominant EEG alpha rhythm is associated with an increase in blood pressure. However, once stable N2 sleep is attained (i.e., sleep onset is achieved) the resulting state stability is associated with lower and stable blood pressure (Carrington and Trinder, 2008) .
During sleep, ANS function is influenced by sleep state. Heart rate and blood pressure levels are decreased below the levels of relaxed wakefulness during NREM sleep, and rise again towards the levels of wakefulness during REM sleep. HRV analysis suggests stronger vagal modulation during NREM sleep, while sympathetic vascular tone presumably falls in skeletal muscles, kidneys, and skin as previously described (Silvani and Dampney, 2013) , resulting in peripheral vasodilation (Trinder et al., 2001; Van de Borne et al., 1994) . In particular, data from microneurography has indicated a progressive drop in muscle SNA in NREM sleep with increased burst rate of muscle SNA in REM states (Hornyak et al., 1991a; Okada et al., 1991; Somers et al., 1993) . While NREM sleep may be associated with an increase in baroreflex sensitivity (Conway et al., 1983) , which is initiated during sleep onset (Carrington et al., 2005) , this is not a consistent finding (Silvani, 2008) . Nonetheless, the simultaneous falls in heart rate and blood pressure during NREM sleep suggest downward resetting of the baroreflex. With the exception of heart rate, cardiovascular function within each given sleep stage tends not to vary across the night. Thus, the over-night profile for a cardiovascular variable is mainly a consequence of the changing distribution of sleep stages over the night. Changes in heart rate within a sleep stage as a function of time most likely reflect the strong circadian influence on this variable. Finally, two additional features of REM sleep should be noted. First, both the average level of cardiovascular activity and its variability are higher during REM sleep than during NREM sleep. Second, the cardiovascular features of REM sleep are initiated before other overt features, such as eye movements and muscle atonia (Cajochen et al., 1994) . Sleep-dependent changes in central autonomic and baroreflex control of heart rate have been investigated by the analysis of the coupling (cross-correlation functions) between spontaneous fluctuation in heart period (the reciprocal of heart rate) and systolic blood pressure at < 0.15 Hz (and thus independent of the coupling between heart period and systolic blood pressure at the breathing frequency). Specifically, the greatest baroreflex contribution to the coupling (baroreflex coupling: highest positive correlation between heart period and the previous values of systolic blood pressure) occurred in NREM sleep stage N3 .
Summary of observational evidence of CNS-defined sleep stage dependent changes in ANS modulation
Cardiovascular function during sleep results both from the influence of the circadian system and from the effects of the wake-sleep states (wakefulness, NREM sleep, and REM sleep). The circadian rhythm elicits a stronger effect on heart rate than on blood pressure. While the return of sustained wakefulness stably reasserts wakefulness functioning, the process of arousing from sleep elicits a transient, large, ANS activation response, the waking reflex (see Section 3.1). As will be discussed in the following section, when arousals are frequent, the waking reflex introduces substantial instability in the cardiovascular system. This is an important aspect to consider when interpreting withinnight variations in EEG-ECG coupling (Section 4). Few laboratories are equipped to comprehensively assess ANS function during sleep. The behavior of the sympathetic nervous system during sleep is not yet fully understood, partly due to measurement limitations (e.g., invasiveness of microneurography, making it difficult to assess SNA without disturbing sleep, and limitations in interpretation of HRV indices in terms of sympathetic modulation). Conversely, assessment of cardiac vagal ANS modulation with HRV analysis is now widely accessible in routine PSG assessment. However, its integration with measures of the sympathetic nervous system is still limited. Studies employing the simultaneous registration of multiple sources of ANS modulation are necessary.
ANS and/or CNS mediated perturbations: CNS-ANS coupling across phasic sleep events (grand-average and ERP designs)
A clear manifestation of the CNS-ANS interplay during sleep is evident from the reciprocal cortical and autonomic fluctuations during phasic, transient sleep events. Phasic sleep events are mainly considered manifestations of transient cortical synchronization and/or desynchronization. The majority of studies directly investigating cortico-cardiac coupling during transient sleep events have time-aligned the analysis to the EEG-defined phasic sleep events, and considered the peripheral changes as ANS correlates of the cortical events. One exception is in the study of heartbeat-evoked potentials, where the causality assumption is reversed and the EEG data are time aligned with the ECG R-waves. A heartbeat-evoked potential is considered a cortical EEG brain wave that appears contiguous with the heartbeat, and is thought to reflect cortical processing of cardiac afferent inputs. However, although findings using intracranial EEG in human seem to support the neuronal origin of heartbeat-evoked potentials (Kern et al., 2013; Park et al., 2017) , it is still debatable whether it is possible to separate cortical and non-cortical electrical activity. This leads to questions as to whether the heartbeat-evoked potential reflects a true neuronal response to afferent ANS signals or merely results from ECG artifacts on the EEG recording or confounders from other brain and non-brain pulsing sources. The reader is referred to Lechinger et al. (2015) for an example of a study investigating heartbeat-evoked potentials during sleep.
Phasic EEG desynchronizations: arousals
In the context of sleep, the term arousal, or arousal response, refers to the transition from sleep to wakefulness, as defined by changes in the EEG (e.g. from theta/delta to predominantly alpha rhythm), along with activation of other physiological systems such as CV and respiratory systems (Silvani et al., 2015) . Thus, arousal from sleep is associated with large, rapid and transient increases in both heart rate and blood pressure with peak responses of around 8 bpm at ∼4 s for heart rate and of around 15 mmHg at ∼5 s for blood pressure. Both heart rate and blood pressure return to the pre-arousal baseline after ∼12 s, and may rebound below this level, particularly if the participant has returned to sleep; thus the initial arousal response and the subsequent return to sleep have independent effects on the profile of the cardiovascular response (Trinder et al., 2003, Experiment 3) . There is also a vasoconstriction response which is considered the primary mediator of the blood pressure increase. The response profile is similar whether arousals are elicited by an external stimulus or are apparently spontaneous, although in the latter arousals the heart rate response (tachycardia) precedes cortically indicated arousal by approximately 2 beats. The cardiovascular response to an arousal from sleep is thought to be a reflex response during which normal regulatory control is suspended (Horner et al., 1997) , the response being elicited by the arousal itself, while its magnitude appears to be independent of the sleeper's physiological status, such as the level of respiratory drive provided by the partial pressure of CO 2 in the blood , or psychological status, such as elevated anxiety (Trinder et al., 2003, Experiment 2A) . The cardiovascular arousal response occurs in response to the vast majority of arousals; its assumed functional significance being to rapidly reinstate wakefulness levels of cardiovascular functioning in anticipation of the possibility that the cause of the arousal is threatening. From this perspective it has been referred to as "The Waking Reflex" . The occurrence of a substantial cardiovascular response at arousal from sleep is considered to be one cause of the elevated risk of cardiovascular disease in patients with sleep disorders such as obstructive sleep apneas, that are characterized by frequent arousals (see Trinder et al., 2012) . The blood pressure response to repeated arousals in particular may lead to a non-dipping hypertensive profile (Wolf et al., 2010) .
Phasic EEG synchronization: K-complexes
Evidence shows that ANS fluctuations also occur in association with some forms of EEG cortical synchronization, i.e. K-complexes. K-complexes are thought to reflect the synchronized activity of a large number of cortical neurons and can be viewed as phasic changes in the excitability of cortical and thalamic circuitry in the brain. K-complexes are characterized by a positive-negative-positive EEG waveform which lasts at least half a second; they can be evoked by an external stimulus, such as sound, or they can occur spontaneously (Colrain, 2005) ; they are exclusively seen in NREM sleep and are more likely to occur in N3 than in N2 (Cote et al., 1999) . Both spontaneous (De Gennaro et al., 2000) and evoked (Nicholas et al., 2006 ) K-complexes in N2 are more likely to occur preceding transitions to N3 than transitions to REM. Consistent with delta rhythm generally, spontaneous K-complex density progressively lessens across sleep cycles (De Gennaro et al., 2000; Halász et al., 1985) .
Research has mainly focused on CNS processes involved in Kcomplex generation, with less attention given to the related peripheral ANS physiology, although ANS activation associated with a Kcomplex (reported in terms of heart rate, blood pressure, muscle SNA (Colrain, 2005) ) has historically been used in the debate over whether a K-complex is an arousal or a sleep-promoting response (see Sforza et al., 2000) . In this context, both synchronous EEG (K-complexes, or bursts of slow waves) and cardiovascular activations are seen as responses to arousal from sleep, where arousal is conceptualized as a change in the direction of wakefulness. Recently, our team investigated the temporal dependency between K-complexes (auditory-evoked and spontaneous) and heart rate in young adults (de Zambotti et al., 2016b) . Specifically, we showed that, as with EEG-defined arousals from sleep , spontaneous and tone-evoked K-complexes were accompanied by a biphasic fluctuation in heart rate. This fluctuation was characterized by initial tachycardia (exceeding pre-tone baseline levels by more than 5%) occurring on average 1-2 beats after the beginning of the K-complex, followed by bradycardia which peaked, on average, between 7-10 beats after the K-complex (Fig. 4) . Also, our results clearly indicated that when acoustic tones played during N2 sleep were not accompanied by a K-complex, the biphasic heart rate fluctuation was reduced or absent (the small heart rate acceleration in the no-K-complex trials most likely reflected phasic EEG synchronizations or desynchronizations which were not recognizable through the visual selection of the trials). This indicates that the biphasic heart rate fluctuation was not simply a reaction to the tone, but, rather, reflected some dependency between CNS and ANS processes (de Zambotti et al., 2016b). A biphasic fluctuation in heart rate (cardiac acceleration and following deceleration) is not only related to isolated K-complexes but is also associated with K-bursts (a sequence of two or more K-complexes) and delta bursts (a sequence of delta waves) (Johnson and Karpan, 1968; Sforza et al., 2000) , which can be considered as other forms of phasic EEG synchronization events. In this context, investigations of other alterations in EEG synchronization during sleep such as the Cyclic Alternating Pattern have also shown associated changes in heart rate and HRV (Ferini-Strambi et al., 2000; Ferri et al., 2000) .
As indicated above, in addition to heart rate changes, K-complexes are also associated with a rise in blood pressure (Monstad and Guilleminault, 1999; Somers et al., 1993; Tank et al., 2003) and an increase in muscle SNA (Somers et al., 1993; Tank et al., 2003) . A stereotypical temporal sequence of ANS fluctuations, with increases in heart rate followed by a surge in blood pressure, and then a return to or below baseline seems to be associated with both phasic EEG synchronization (e.g., K-complexes) and desynchronization (e.g., arousal events; in which case, the occurrence of the full biphasic sequence possibly reflects the resumption of sleep) (Silvani and Dampney, 2013) . A summation of the effects of central autonomic commands time-locked to the phasic sleep events and of the underlying baroreflex control may explain this pattern (Silvani et al., 2011) : the initial rise in heart rate and blood pressure may be caused by central commands temporarily overriding or "biasing" (resetting) the baroreflex, whereas the later reduction in heart rate may indicate the resumption of the pre-arousal features of baroreflex control, such as a return to sleep following an arousal, once the central commands are over. Accordingly, Hornyak et al. (1991b) also argued that "the K-complex is associated with a non-baroreflex-mediated increase of vasoconstrictor drive to skeletal muscle vessels." (p1291) However, whether ANS correlates of K-complexes and arousals share similar physiological pathways still needs to be determined. It is also possible that both the EEG response and cardiovascular activation are responses to arousal mechanisms operating at a sub-cortical level and thus not identifiable by conventional EEG recordings, according to the conceptual model shown in Fig. 2 . Further, it is possible that in the case of the K-complex, the recruited synchronized EEG response acts as a mechanism to prevent cortical arousal from occurring (Colrain, 2005) .
Centering attention on ANS events, there is evidence suggesting that specific ANS states and/or phases of cardiovascular rhythms are associated with the occurrence of specific sleep EEG manifestations. Several typical cardiovascular oscillatory rhythms exist. For example, the myocardium cyclically alternates between phases of depolarization and repolarization of ventricles and atria, thus determining the cardiac rhythmicity or heart rate, approximately on a second-by-second basis. On a different time-scale, the cardiac rhythm Fig. 4 . Biphasic (initial tachycardia followed by bradycardia) cardiac response, displayed across subsequent inter-beat-intervals (IBIs), to evoked electroencephalographic (EEG) K-complexes in a sample of 37 adolescents. Means (dotted line) and standard errors (thick solid lines) of heart rate (HR) are displayed. Data from de Zambotti et al. (2016b) .
accelerates and decelerates in synchrony with alternation of inspiration and expiration within the breathing cycle (a phenomenon known as respiratory sinus arrhythmia). Also, blood pressure spontaneously fluctuates during both day and night at a slower frequency than breathing (reported at around 0.1 Hz, an oscillatory rhythm frequently known and possibly misnamed as "Mayer waves") (Julien, 2006) . Interestingly, in our previous investigation we found that the relationship between tone-elicited K-complexes and associated heart rate changes differed based on the time within the cardiac cycle in which the tone occurred (de Zambotti et al., 2016b) . This suggests that there is a specific window in the cardiac cycle in which the Kcomplex can have an effect on subsequent heart rate, perhaps reflecting time-dependent sensitivity of the sinoatrial node to parasympathetic modulation (Eckberg, 1976) . We also found that toneevoked K-complexes were more likely to be elicited when the pre-Kcomplex rhythm of heart rate was slower, leading to the possibility that specific ANS states may facilitate cortical synchronization (de Zambotti et al., 2016b; Otzenberger et al., 1997; Trinder, 2007) . This hypothesis is supported by other lines of evidence concerning the arterial baroreflex and the activity of the nucleus of the solitary tract in the medulla (Silvani et al., 2015) . Additional evidence of possible CV/ANS facilitation of K-complexes comes from Monstad and Guilleminault (1999) , who found that spontaneous K-complexes predominantly occurred during the downward slope of the so-called Mayer wave (∼0.1 Hz) of blood pressure, implicating a relationship between blood pressure oscillatory state and K-complex occurrence. However, Tank and coworkers (2003) showed that not all the Kcomplexes are secondary to changes in blood pressure as evidenced by the fact that in their study, about half of the large isolated Kcomplexes were preceded neither by a drop in blood pressure nor by an increase in muscle SNA. This suggests that some K-complexes may occur in the presence of a baroreflex-mediated sympathetic activation, while other K-complexes do not.
Summary of the analysis of ANS and/or CNS mediated perturbations
Phasic EEG sleep events are accompanied by stereotypical ANS fluctuations, such as increases in heart rate and blood pressure temporally coupled to the events. Of clinical relevance, frequent transient cardiovascular surges due to repeated arousals could lead to long-term impact on the cardiovascular system. It is still unclear whether phasic EEG desynchronizations and synchronizations share similar physiological pathways. The role of both central commands and autonomic reflexes (e.g., baroreflex-mediated sympathetic activation) are among the mechanisms thought to be responsible for this stereotypical ANS pattern. Most attention has been paid to the ANS fluctuations occurring during and after CNS-mediated phasic events. More insight is needed to understand temporal CNS-ANS coupling before the CNS as well as ANS events are "triggered" to understand how different CNS-ANS coupling dynamics may potentially lead to EEG synchronization/desynchronization events, or specific ANS oscillations. Study of ANS and/or CNS mediated perturbations in populations with selective CNS or ANS lesions/dysfunction, or under medications acting on selective CNS and or ANS function may further advance the understanding of directionality and causality of the coupling.
Analytics of continuous CNS-ANS dynamics
Advanced signal processing techniques promise to offer new insights into the relationships underlying the complex dynamic interplay between CNS and ANS processes during sleep. A number of observational studies have focused on the coupling between spontaneous fluctuations of the EEG and either heart rate or HRV indices. The reason for this emphasis is that sleep is principally defined by the EEG, eye movements (measured with the electrooculogram), and muscle activity (measured with electromyograms), and ECG is a standard additional signal routinely recorded in PSG assessments, which allows easy extraction of non-invasive measures of cardiac ANS function. Thus, a growing body of data relating EEG spectral indices to HRV metrics is now available using different techniques, particularly linear methods including scatterplots, cross-correlation coefficients, spectral gain and coherence, across the whole-night sleep period or within specific time windows across the night.
Characteristics, time delay and directionality
While there have been several attempts to evaluate EEG-ECG coupling during sleep using variants of cross-correlation analysis, the generalizability of study outcomes is questionable due to small subject numbers and the almost exclusive study of male subjects. In addition, studies suffer from a relatively gross time assessment, with units of time being between 1 and 10 min, and lack of specificity in terms of EEG analyses. For example, Otzenberger et al. (1997) used 1-minute averages and found that variations in the non-linear Poincaré plot interbeat autocorrelation coefficient (See Section 1.1) were correlated with changes in mean EEG frequency within a broad 0.5-35 Hz band in all 12 healthy male subjects under study (r values ranging between 0.267 and 0.638). Changes in the inter-beat autocorrelation coefficient preceded the changes in EEG by 1-2 min. Unfortunately, as previously mentioned, specific ANS contributions to the inter-beat autocorrelation coefficient are difficult to disentangle. Also, the use of the EEG mean frequency does not allow inference as to which specific EEG oscillatory rhythms were involved in the CNS-ANS relationship. Focusing on power within the delta EEG band (0.5-3.5 Hz), Charloux et al. (1998) conducted a similar analysis using broader (10 min) time windows, taking into account also plasma renin activity, which plays a role in the control of blood pressure. Previous studies had shown that plasma renin activity strongly follows sleep stage fluctuations, increasing during NREM sleep and decreasing during REM sleep (see Brandenberger et al., 1985) . Charloux et al. (1998) reported that decreases in the inter-beat autocorrelation coefficient preceded both increases in EEG delta power (5 out of 9 male subjects under study, with the remaining 4 subjects showing zero-lag correlations; r values ranging between −0.30 and −0.65) and increases in plasma renin activity (all subjects, r values ranging between −0.29 and −0.65). Increases in EEG delta power were concomitant with (4 subjects) or preceded (5 subjects) those in plasma renin activity, with r values ranging between 0.29 and 0.65. These associations were detectable during sleep, but not during the waking period. In a subsequent study (Charloux et al., 2002) , the same group showed that the fluctuations in plasma renin activity occurred concomitantly with or after (0-10 min) increases in EEG delta power, and were preceded (10-20 min) by a drop in both HRV LF/(LF + HF) ratio and intra-arterially-measured mean blood pressure. Unfortunately, the use of the inter-beat autocorrelation coefficient and of the HRV LF/(LF + HF) ratio did not allow the authors to draw definite conclusions on the sympathetic involvement in the fluctuation of renin release. The mechanism underlying the near-simultaneous fluctuations in plasma renin activity and EEG delta power is also still unclear. A plausible explanation is that, according to the discussed in Section 1.2, NREM sleep entails both increases in EEG delta power and decreases in blood pressure. The decrease in blood pressure during NREM sleep is sensed by smooth muscle (i.e., renal afferent arteriole) and neural baroreceptors, triggering an increase in plasma renin activity (Charloux et al., 2002) . Importantly, both sympathetic ANS and the renin-angiotensin system are involved in the regulatory control of blood pressure; the study of their interdependency and relation with EEG cortical synchronization should adopt more direct measures of sympathetic ANS function and greater temporal resolution to disentangle their functional organization.
Specific sleep stage-dependent relationships between EEG and HRV seem to exist. Brandenberger et al. (2001) using 5-min intervals showed that the fluctuation in LF power of HRV mirrored (inverse coupling) the oscillations in EEG delta power across sleep cycles with a -5 ± 5 min lag (r values ranging between 0.38 and 0.73) in 9 male subjects. In a subsequent investigation, the same group (Brandenberger et al., 2005) used 10-minute intervals to evaluate differences between N3 and REM sleep across three sleep cycles in 14 healthy male subjects and showed that changes in HRV indices (total variability-SDNN index-, LF/ (LF + HF) HRV ratio, and inter-beat autocorrelation coefficient) preceded changes in EEG delta power by one time interval in all subjects but one.
In the only study to evaluate temporal relations between EEG and ECG indices on a sub-minute time frame, using large numbers of women and men (n = 3150), Thomas et al. (2014) evaluated the temporal relations between the ratio of HF (0.1-0.4 Hz) to LF (0.01-0.1 Hz) cardiopulmonary coupling (reflecting the coupling between heart period and respiratory-related changes in amplitude of ECG QRS complexes) and delta EEG power (0.3-4 Hz). Results varied as a function of whether absolute (mean r = 0.34 ± 0.19) or normalized (mean r = 0.40 ± 0.18) values of EEG delta power were used, and depending on the time of night evaluated. Increases in the HF/LF ratio of cardiopulmonary coupling tended to precede increases in delta EEG. The median (25th, 75th percentile) lag for absolute EEG delta power was −6.4 (−8.53, −2.13) min but the mean ( ± SE) lag was essentially zero (0.01 ± 1.16 min). Of note, they reported that both slow-wave sleep (corresponding to N3) and HF cardiopulmonary coupling were significantly higher in women than in men. Although the correlation between EEG delta power and HF cardiopulmonary coupling did not differ with sex across the whole night, men did show a small but significant increase relative to women in the second half of the night (r = 0.35 vs. 0.33). The study included data from a large dataset of athome PSG recordings of adults of ≥40 y. The authors restricted the analysis to those participants with apnea-hypopnea index ≤5 events per hour of sleep, and excluded subjects with atrial fibrillation, ventricular bigeminy, and pacemakers. However, some participants reported medical conditions such as diabetes (8%), prior myocardial infarction (5%), angina (6%), stroke (2.7%) and hypertension (33.7%). This is relevant because sample characteristics may affect CNS-ANS coupling (see Section 4.3).
Some attempts have been made to assess the directionality of the CNS-ANS coupling. Abdullah et al. (2010a) used a combination of the traditional linear cross-correlation method, information theory (mutual information method, which allows the capture of linear and non-linear dependence) and non-linear interdependence (which allows the derivation of directionality in the relation between time series) to study the relationships between EEG and ECG time series during sleep. Results from the mutual information approach revealed an increase in information transfer between heart and brain in deep sleep (N3). However, by using a different phase synchronization approach the same authors (Abdullah et al., 2012) found that the directionality in the cortico-cardiac coupling tended to be unidirectional from brain to heart, contrasting with the previous results and raising the question whether these methods will be ultimately able to disentangle the dynamics of both afferent and efferent projections between brain and heart. Faes et al. (2015) analyzed the EEG-HRV coupling in ten healthy young subjects. By using Granger causality and transfer entropy (measuring directed interaction in multivariate time series) the authors suggested that the causal heart-to-brain direction predominated for the transfer of information between the strength of the cardiac vagal component of HRV and the amplitude of sleep EEG signal.
While the extant literature is limited, and the temporal and directional relations between ANS and CNS changes in sleep are unclear, it would appear that cardiac ANS measures oscillate in phase with cortical CNS measures between sleep states in which delta EEG is dominant or not, with some indication that the cardiac changes may precede the EEG changes.
Influence of time of night and sleep stages
A number of studies have investigated the relationship between the time courses of EEG spectral power and HRV indices during sleep. However, methods have not been consistent. Some studies have considered a single EEG frequency band (e.g., alpha), used absolute or normalized EEG power, used different HRV indices, focused on different time periods across the night, as well as used different statistical methods ranging from simple correlations to more complex non-linear approaches. Not surprisingly, these studies have elicited a variety of different results. Ehrhart et al. (2000) found that different relationships between EEG alpha power and HRV indices were dependent on sleep state in 10 young male participants. The time course of EEG alpha power during sleep was in counterphase with heart rate and the HRV LF/HF ratio in NREM sleep and REM sleep: alpha power was high in NREM sleep in association with low values of heart rate and HRV LF/HF ratio, whereas alpha power was low in REM sleep in association with high values of heart rate and HRV LF/HF ratio. In contrast, EEG alpha power and HRV indices were in phase during intra-sleep awakenings, when values of EEG alpha power, heart rate, and HRV LF/HF ratio were all high. Kuo et al. (2016) investigated relationships between HRV indices and EEG alpha or beta power in eighteen healthy young participants (9 women). The authors found no relationships between EEG alpha power and HRV indices. However, there was a significant positive correlation between HRV LF/HF ratio and EEG beta power in NREM sleep, and significant positive correlations between EEG beta power and HRV HF power and LF/HF ratio in REM sleep. Ako et al. (2003) considered EEG power in the delta, sigma and beta frequency bands in seven healthy males and showed that EEG delta power correlated negatively with HRV LF power and the HRV LF/HF ratio but not with HRV HF power; none of the other EEG frequency bands had power that correlated with any HRV indices. Similarly, in ten young healthy subjects (7 women), Yang et al. (2002) , found that during "quiet sleep" (characterized by delta waves), HRV LF/HF ratio, but neither HRV HF power nor mean RR interval, was related to EEG delta power (although HRV HF power was higher in "quiet sleep" than in wakefulness, as expected). Based on these data, the authors suggested that changes in HRV HF power may be independent of changes in EEG delta power. In contrast, a large and comprehensive assessment of the dynamic relationship between EEG delta power and HRV in 197 midlife women revealed strong, positive correlations in whole-night delta EEG power and HRV HF power, although the dynamics of this relationship varied within and across NREM sleep periods (Rothenberger et al., 2015) . Within the first and second NREM periods, the time-varying correlation between EEG delta power and HRV HF power had a bi-modal profile, with strongest correlations before and following the peak of EEG delta power. Interestingly, time-varying correlations between EEG delta power and HRV HF power dropped dramatically in the third NREM sleep period. Similarly, Thomas et al. (2014) showed that the relationship between HF (0.1-0.4 Hz) cardiopulmonary coupling and EEG delta power was weaker in the second than in the first half of the night.
Studying a sample of nine healthy young men, Jurysta et al. (2003) considered all the main conventional EEG frequency bands and demonstrated high spectral coherence (> 0.50) between HRV HFnu power and EEG power in each frequency band (delta, theta, (3) (4) (5) (6) (7) (8) alpha, (8) (9) (10) (11) (12) sigma, (12) (13) (14) (15) (16) beta, (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) . The highest transfer function gain (greatest magnitude of linear changes in the cortical oscillation per unit change in autonomic oscillation) was found for the delta band. Importantly, HRV HF power fluctuations consistently preceded (the phase shift differed from zero) those in the EEG delta power by about 12 min, suggesting that increases in vagal modulation may precede increases in EEG delta power. In subsequent work, Dumont et al. (2004) further investigated the non-linear properties of this relationship using synchronization likelihood in eight healthy young men. The authors showed that for some EEG frequencies (delta, theta and alpha), the EEG-HRV interdependency was non-linear. This work illustrates the complex dynamics of brain-heart communication, in which integrated CNS-ANS mechanisms work at different time-scales resulting in outcome signals of great complexity, which non-linear methods may be more suitable to capture than linear methods.
It is also important to emphasize that the physiological mechanisms of cortico-cardiac pathways underlying any relationship involving HRV LF power or LF/HF ratio or other HRV indices remain unclear. For example, the slow HRV oscillations (initial cardiac acceleration and following deceleration) accompanying phasic EEG desynchronizations (e.g., arousals from sleep) and synchronizations (e.g., spontaneous isolated K-complexes, which have a frequency similar to delta waves) across the night increase the HRV LF power (see de Zambotti et al., 2016b) and may partially explain the stronger EEG-HRV correlations found when HRV indices based on LF power are considered. The complexity of the EEG-HRV relationship is further highlighted by the fact that HRV changes across sleep stage transitions may not be uniform. For example, evidence indicates that HRV LF/(LF + HF) ratio (as well as the total variability of heart period -SDNN index-and the interbeat autocorrelation coefficient) progressively decrease across an N2 period that evolves into N3, whereas a stable HRV LF/(LF + HF) ratio characterizes N2 periods preceding REM sleep (Brandenberger et al., 2005) . Also, transitions between wakefulness and sleep and between light and deep NREM sleep are characterized by negative EEG-HRV time lags (−3 to −1 min), with changes in HRV preceding those in EEG (Long et al., 2015) . Differently, no time lag was found for NREM-REM sleep transitions (Long et al., 2015) . Together, these data complement the view that N2 sleep is not a uniform state in terms of K-complex density. In particular, the density of phasic K-complexes linearly increase when N2 sleep precedes N3. On the contrary, the density of Kcomplexes remains unchanged in the condition in which NREM sleep stage N2 evolves into REM sleep (De Gennaro et al., 2000) .
Influence of demographic factors
ANS functioning (Bonnemeier et al., 2003; Brandenberger et al., 2003; Umetani et al., 1998) and CNS-defined sleep macro-and microstructure (Carrier et al., 2001 ) undergo profound changes across the lifespan, exhibiting age-and sex-specific differences as well as sex-byage interactions. This begs the question of whether the EEG-HRV coupling is also sensitive to the effects of age and sex.
The majority of studies investigating sleep-dependent EEG-HRV relationships have primarily included young healthy male participants. Further, the few studies that included women, and participants across a wide age span, did not consider or were underpowered to explore potential sex differences, age effects, and sex-by-age interactions. Thus, few studies accounted for these factors as well as other potentially relevant demographic (e.g., ethnicity, reproductive state) and behavioral (e.g., alcohol and caffeine consumption, use of sleep aids) factors known to affect ANS and/or CNS. Jurysta et al. (2005) performed a cross-sectional study to investigate the relationship between the HRV HFnu power and normalized EEG delta power (0.5-3.0 Hz) during the first three NREM-REM sleep cycles in a group of middle-age (36-54 y) males compared to a group of younger males (16-28 y). Their results indicated that spectral coherence (which was greater than 0.50 in all participants) and transfer function gain and phase shift did not differ between healthy young and middle-age participants, suggesting that age does not alter the interaction between ANS and CNS processes. In agreement with previous studies (see above), HRV HF power changes preceded EEG changes in both young and middle-age participants. However, consistent with the literature, the authors found that middle-age participants compared to the younger group had reduced duration of slow-wave sleep (corresponding to N3) and percentage of EEG delta power, shorter RR intervals (faster heart rate) and increased HRV LFnu power. Thus, age may have independent effects on the ANS and CNS system without influencing the CNS-ANS interaction.
Similarly, Thomas et al. (2014) showed that the relationship between EEG delta power and HF cardiopulmonary coupling was maintained across different age groups (< 40 y, 41-49 y, 50-59 y, 60-69 y, 70-79 y, > 80 y) with the exception of the > 80 y group, in which the relationship was significantly weaker than in all the other age groups. Results were maintained after adjusting for the amount of N3 sleep. In the same investigation, the authors reported the lack of sex differences in the coefficient of correlation between EEG delta power and HF cardiopulmonary coupling (r = ∼0.46 in both men and women). However, during periods of rapid development of the CNS and ANS, such as across adolescence, sex differences in CNS-ANS coupling may manifest (de Zambotti et al., 2016b) . In a study from our group on healthy male and female adolescents and young adults, girls had different ANS fluctuations associated to K-complexes than boys. Specifically, despite having similar K-complex features on cortical EEG (similar mean N550 latency and amplitude), girls had blunted and delayed heart rate accelerations associated with phasic tone-evoked K-complexes (de Zambotti et al., 2016b) . Given the sparse literature, further studies are needed to investigate potential sex differences in CNS-ANS coupling at different life stages.
Despite not directly addressing the effect of demographic factors, individual characteristics and behaviors, Rothenberger et al. (2015) demonstrated that the relationship between EEG delta power and HRV HF power survived after adjustment for age, race, body mass index, reproductive stage (pre-, early-, late-and post-menopausal status), presence of vasomotor symptoms, caffeine consumption and use of medication affecting sleep (e.g., hypnotic and sedatives, antidepressants) in midlife women. In contrast, Thomas et al. (2014) showed a moderate effect of ethnicity in the relationship between HF cardiopulmonary coupling and EEG delta power with the highest correlations in the Asian/Pacific Islanders whereas the black and Native American/Alaskan subjects showed smaller correlations compared to white subjects.
Sleep disorders and other mental and medical conditions
The previous sections show that a dynamic interplay between brain and heart normally occurs in healthy sleep. It is possible that the efficiency of CNS-ANS coupling is a prerequisite for system homeostasis. Sleep disruption (alterations in macro-and/or micro-structure) such as may occur in association with medical conditions and/or sleep disorders (e.g., breathing-related disorders, insomnia disorder, restless legs syndrome, narcolepsy, REM sleep behavior disorder) may be associated with ANS and cardiovascular dysfunction Miglis, 2016; Silvani et al., 2016) , and also potentially with alterations in EEG-HRV coupling.
A handful of studies have investigated the impact of sleep apneas and hypopneas on EEG-ECG coupling. Thomas et al. (2014) explored the strength of the CNS-ANS relationship as a function of the apnea hypopnea index and found a moderate reduction in the strength of the relationship only in the group of subjects with > 30 apnea/hypopnea events per hour of sleep. In contrast, Rothenberger and colleagues (2015) showed that the strength of the EEG-HRV relationship within NREM sleep periods was stronger in women with sleep disordered breathing and self-reported insomnia compared to controls. Jurista and colleagues (2006) showed that the EEG-HRV relationship is altered (decrease in coherence and gain between HRV HF power and EEG delta power) in patients with obstructive sleep apneas. Later, they showed that the altered EEG-HRV relationship in patients with obstructive sleep apneas normalizes to some extent under long-term treatment with continuous positive airway pressure (Jurysta et al., 2013) . When the same group (Dumont et al., 2007) re-analyzed the EEG and ECG data series from Jurysta et al. (2006) using a non-linear approach (synchronization likelihood) instead of a conventional linear investigation, they obtained different results: obstructive sleep apneas did not affect the non-linear interdependence between HRV HF power and EEG delta power either using the whole night data or restricting the analysis to specific NREM-REM sleep cycles. These opposing findings from the same dataset illustrate the dramatic effect that different methodologies have on outcomes, and highlight that interpretation of the data arising from studies using sophisticated linear or non-linear analyses needs to be interpreted cautiously. Given such contrasting findings between studies and when applying different analytical techniques to the same dataset, it remains unclear whether there is any impact of sleep-disordered breathing on EEG-HRV coupling.
An altered EEG-HRV relationship was also found in insomnia disorder (Jurysta et al., 2009) , as well as in major depressive disorder (Jurysta et al., 2010) . Jurysta and colleagues (2009) reported decreased linear coupling and a more variable phase shift between normalized HRV HF power and EEG delta power in patients with insomnia compared to controls, even in the absence of group differences in standard HRV indices and sleep stage-dependent shifts in ANS control. The study of CNS-ANS coupling in insomnia disorder may provide new information about the state of hyperarousal -thought to be a key factor in insomnia pathophysiology (Bonnet and Arand, 2010; Riemann et al., 2010) . In particular, the study of CNS-ANS dynamics may be relevant across the sleep onset period, in which cognitive alterations (e.g., intrusive thoughts, anxiety, over worry) (Harvey, 2000) together with cortical (Lamarche and Ogilvie, 1997 ) and autonomic (de Zambotti et al., 2011) alterations in insomnia seem to be magnified.
Almost no information is available on the investigation of CNS-ANS coupling in cardiovascular disorders. Surprisingly, Thomas et al. (2014) indicated that the nighttime correlation between HF cardiopulmonary coupling and EEG delta power was not affected by the presence of selfreported diabetes, ischemic heart disease, stroke, hypertension, and chronic obstructive pulmonary disease, and that it did not differ significantly between subjects who took sleep medications like benzodiazepines and antidepressants and those who did not.
Recent work has explored the potential use of computational methods in assessing the functional interdependency between EEG and HRV oscillations as a diagnostic tool for screening for insomnia and schizophrenia (Chaparro-Vargas et al., 2016) or sleep apnea (Abdullah et al., 2010b) as well as to monitor post-treatment recovery (e.g., evaluate the effect of positive airway pressure therapy) (Faes et al., 2016) . However, given the contradictory findings about the impact of sleep disorders on EEG-HRV coupling, more work is clearly needed before determining whether these computational methods are clinically useful.
Network physiology
ANS-CNS coupling could be considered within the framework of an emerging interdisciplinary field, "network physiology". Network physiology considers the human organism as an integrated network in which different biological systems with their own structure, regulatory mechanisms and complexity dynamically interact and coordinate their behavior to generate an individual's psychophysiological state . Time delay stability has been proposed as a novel concept and method that allows the study of outcomes from multiple systems with diverse dynamics and time frames by measuring the stability of their interactions in terms of coordinated bursting activities in output signals (long periods of constant lag between output signals indicate strong physiological coupling) (see Bartsch et al., 2015; Bashan et al., 2012) .
An example of a dynamic network reorganization using the time delay stability approach is provided by Bashan et al. (2012) . The authors analyzed the interactions among different systems (brain cortical, and peripheral cardiac, respiratory, ocular, and muscle activity), which are considered nodes within a network, across stages of sleep in 36 healthy young participants. The results indicated that across stages of sleep, the network undergoes profound changes (reorganization in connectivity and topology): the strength of the connections between nodes was higher in wake and "light" NREM sleep (i.e., N1-2: high network connectivity), lower in REM and substantially reduced in "deep" NREM sleep (i.e., N3). Different sub-networks (brain-brain, brain-periphery and periphery-periphery) behave differently across different stages of sleep. Specifically, there was a greater sleep stage modulation of brain-periphery and periphery-periphery links compared to the brain-brain network, which showed a stable topology across sleep stages. On a local network level, the cardiac system, as assessed by heart rate, was highly connected with the other systems during wakefulness and "light" NREM sleep, to a lesser during REM sleep, and to no significant extent in "deep" NREM sleep. However, surprisingly, no connection was reported for cardiac-respiratory systems in any of the sleep stages. Overall, it is possible that these results may simply reflect a greater presence of isolated perturbations in "light" NREM sleep and wakefulness (e.g., body movements, arousals, K-complexes) rather than specific stage-dependent shifting in the functional organization of the network.
Using the same dataset, Bartsch et al. (2015) further explored the dynamics of system interactions across stages of sleep. The authors further increased the complexity of the network by exploring different EEG leads (Fp1, Fp2, C3, C4, O1, O2) which allowed exploration of inter-and intra-channel network characteristics. To emphasize the complexity, we should consider that just within the brain-brain subnetwork, the authors explored 861 possible links. Then, they explored the interaction between this brain sub-network and each of the other measured outputs (eye movements, chin and leg muscle activity, cardiac and respiratory activity), and finally integrated all data within a single network, making interpretation of the results challenging. The authors reported a strong spatial asymmetry in the network of brain-eye interactions, stronger in Fp1 and Fp2 than in central and occipital EEG derivations, particularly in the delta frequencies. However, these results might mirror the dynamics of the frequency and pattern of eye movement artifacts within different EEG derivations rather than brain-eye regulatory mechanisms.
Recent work specifically focused on brain-heart interactions has extended the time delay stability method and proposed a new approach to identify and quantify the evolution of the dynamical interactions between EEG and ECG recordings during sleep (Lin et al., 2016) . A delay correlation landscape was used to characterize how individual brain rhythms are coupled to heart rate, and how modulations in brain and cardiac dynamics are coordinated in time. The approach takes into account information on the type of correlation (positive or negative) and directionality of interactions. The results indicated a high level of complexity in brain-heart communication. For example, the probability distribution pattern showed a synchronous activity peak (no time delay) when EEG delta power or EEG total power and heart rate were modulated in the same direction (positive correlation: increase-increase or decrease-decrease of EEG power and heart rate). In contrast, a positive delay of about 6 s (suggesting a directional interaction from brain to heart) characterized the coupling between EEG delta power or EEG total power and heart rate when brain-heart communications showed a negative correlation (i.e., the modulation of the two signals occurred in the opposite direction). The opposite occurred for the coupling between EEG theta power and heart rate. In addition, double peaks (reflecting the highest correlation at time delay of 0 or > 0) were also manifest in brain-heart interactions with positive correlation involving EEG power in specific frequency bands. Overall, none of the interactions suggested that heart dynamics preceded brain dynamics. Finally, the time-delay profiles showed minimal variation across participants, indicating a universal pattern. However, the pattern of negative correlations with brain changes preceding heart changes by ∼6 s progressively disappeared from "deep" NREM sleep to "light" NREM sleep, REM sleep, and wakefulness.
While the "network physiology" approach may offer an attractive and comprehensive picture of the complex functional dynamics of CNS-ANS coupling during sleep, it is unclear whether it can ultimately inform on the physiological network organization of the coupling. The field of network physiology is still in its infancy, and further work is needed to refine the interpretation of the results obtained by these tools when applied to physiological and pathological sleep data.
Summary of analytics of continuous CNS-ANS dynamics
Analyses of continuous CNS-ANS dynamics clearly support the interdependency between cortical and cardiac function during sleep, although directionality in the brain-heart communication (brain-to-heart or heart-to-brain) remains unclear. Overall, HRV measures predominantly reflecting vagal modulation fluctuate together with measures of EEG delta power, with current evidence suggesting that cardiac changes temporally precede cortical changes. Results of cortical-cardiac dynamics outside the EEG delta frequency band remain unclear. Demographic factors such as age and sex, known to impact both sleep EEG and ANS measures, do not seem to alter the CNS-ANS interplay, although specific transitional periods for CNS and ANS development (e.g., adolescence) still need to be investigated. Current data suggests that the presence of sleep disorders, particularly sleep-disordered breathing, seems to alter (decrease) CNS-ANS coupling. However, all studies are observational and most of the studies involved small samples of young, healthy, male participants studied on a single night. Interpretation of these data is therefore still problematic. Interpretation of data derived from methods used to assess CNS-ANS connectivity (e.g. cross-correlation) is limited by index complexity, debates over the physiological meaning of indices used (e.g., LF/HF ratio), and insufficient scope (e.g., exclusive focus on EEG power in a specific frequency band without considering the potential information contained outside the selected frequency). Most of these methods cannot be used to infer causality. The emerging interdisciplinary field of "Network physiology" views changes in global behaviors such as wakefulness and sleep from the perspective of a functional reorganization of multiple networks. In these networks, the links (presence, amount and direction of interactions) between virtually infinite nodes representing different systems and subsystems, evolve over time. One of the advantages of this approach is to provide a graphic representation of the complexity of the interactions among systems (see the radarcharts in Bartsch et al., 2015) . However, more work is needed in the field of network physiology to better understand the implications of the complex readouts of this approach.
Conclusion and future directions
A growing body of evidence at anatomical, physiological, and behavioral levels is converging in support of a tight coupling between CNS and ANS measures during sleep, showing that a dynamic interplay across multiple bio-systems occurs. Thus, (1) cyclic oscillations in CNS (cortical synchronizations and desynchronizations) and co-occurring changes in peripheral ANS control characterize the "sleep cycles"; (2) on a shorter time scale, phasic cortical synchronizations and desynchronizations are strongly temporally associated with phasic ANS perturbations; (3) different analytical models used to analyze EEG and ECG time series reveal complex temporal dynamics of the EEG-HRV relationship across the sleep period. These models provide evidence of strong cortico-cardiac dependencies at different levels of analysis, timing and network complexity. While there is some evidence that demographic factors and sleep disorders may modulate this corticocardiac dependency during sleep, findings are still sparse and further work is needed to determine the clinical applications of EEG-HRV coupling. Finally, basic research is making advancements towards understanding the neural pathways that couple the CNS and ANS during different stages of sleep.
Most of the literature has either explicitly, or implicitly, taken the view that CNS-defined sleep imposes regulatory control on the ANS system, resulting in measurable changes in cardiovascular function. However, it has also been suggested that ANS modulation may influence particular features of sleep, based primarily on evidence that vagal modulation (as indexed by HRV HF power) precedes cortical synchronization (as indexed by EEG delta power) during sleep. However, while this evidence clearly indicates a relationship between cardiac vagal modulation and cortical synchronization, it is correlational and does not give a clear indication of causality.
Several potential applications are directly and/or indirectly based on CNS-ANS coupling. Particularly promising is the attempt to use information about ANS function as a surrogate of CNS state/events. ANSderived signals such as the ECG are easier to measure with relatively inexpensive sensors in real-life contexts than CNS-derived signals such as the EEG, and could be useful to predict CNS tonic state or phasic events. For example, sleep scoring could be enhanced by using ECGderived ANS features in addition to (or even instead of) EEG and motion. The consumer market in the wearable tech space is already exploring this possibility, with consumer-based sleep-trackers moving away from the simple measurement of motion to determine sleep/wake states, and now using multiple bio-signals (mainly the extraction of ANS features from HRV data obtained by plethysmographic-type sensors) that in conjunction with motion are used to assess sleep stages (de Zambotti et al., 2016a (de Zambotti et al., , 2017b . While still limited in accuracy, using HRV measures as well as other ANS information to aid in the detection of different sleep stages holds promise (de Zambotti et al., 2017a (de Zambotti et al., , 2017b . The use of EEG-HRV information or even the use of HRV information alone seems to also be a promising direction in epileptic seizure detection and prediction (Greene et al., 2007; Ramgopal et al., 2014; Van de Vel et al., 2013) . Overall, a thorough understanding of the dynamics of the mathematical relations between EEG and HRV signals during sleep may reveal new diagnostic/prognostic biomarkers of disease by capturing subtle changes in systems interdependency during sleep. On the other hand, despite their appeal and promise, the computation of sophisticated mathematical relationships between metrics of uncertain or complex origin (e.g., HRV LF power and LF-HF ratio) does not necessarily advance the understanding of the physiological mechanisms behind the CNS-ANS link. Thus, the extent to which the growing popularity of these mathematical approaches will provide new insight into the physiology of the communication between brain and heart remains unclear.
System perturbation (experimental manipulation) and beat-to-beat (or sec-to-sec) co-registration of multiple source of ANS information (e.g., ECG, impedance cardiography, blood pressure) capturing the complexity of ANS function is needed to further provide insight on the link between CNS and ANS. Future studies also need to investigate further the reciprocity of CNS-ANS coupling across the main ANS oscillatory rhythms during sleep (e.g., EEG dynamics across slow oscillations of blood pressure [so-called "Mayer waves"], breathing, HRV slow oscillations). For example, the analysis of the timing and distribution of synchronized and desynchronized phasic EEG events (e.g., distribution of K-complexes and EEG arousals) as a function of the phase of ANS oscillations may further advance the understanding of the involvement of baroreflex in CNS-ANS coupling (see Silvani et al., 2015) .
In conclusion, CNS-ANS coupling is evident during sleep based on multiple levels of investigation and supports a vision of sleep as a dynamic complex interaction between multiple systems and subsystems. Further exploration of CNS-ANS interactions will lead to new opportunities to understand the fascinating reciprocal influences between brain and body during sleep.
6. Practical points and research agenda 6.1. Practical points
• CNS and ANS are tightly coupled during sleep, as evident from different levels of analysis and different time-scales
• The complexity of the indices used in analyzing CNS-ANS coupling (mainly spectral EEG and HRV indices) makes the physiological interpretation of cortico-cardiac dynamics during sleep challenging. For example, in the evaluation of the cortico-cardiac relationship, the physiology underlying the oscillatory rhythms responsible for the HRV phenomenon is frequently ignored. HRV metrics of uncertain physiological meaning (e.g., LF/HF ratio) are frequently used, further confounding the interpretation of the complex relationships between CNS and ANS
• The dynamics of EEG-HRV coupling may be useful to improve screening, severity assessment, and treatment outcomes for sleep disorders, but data need to be interpreted cautiously given different results based on linear and non-linear analytical approaches.
• The analysis of the bidirectional coupling between transient ANS changes and transient CNS events (e.g. arousals from sleep) is a useful approach to further investigate the physiology underlying CNS-ANS coupling
Research agenda
• Direct and selective manipulations (perturbations) of CNS-and/or ANS-dependent function are needed to further understand the underlying physiology and the directionality of CNS-ANS coupling
• Experimental protocols such as sleep deprivation and constant routine protocols are needed to advance understanding of homeostatic and circadian regulation of CNS-ANS coupling
• Recording of multiple sources of information reflecting ANS function (e.g., beat-to-beat blood pressure, ECG, impedance cardiography) and CNS function (EEG) during sleep is needed to better characterize and understand the physiology of the complex hemodynamic changes occurring in synchrony with cortical events
• Future research should test the potential predictive role of indices reflecting CNS-ANS coupling during sleep as diagnostic/prognostic biomarkers of disease. Also, more work is needed to determine whether it is practical and valid to predict CNS states based on ANS measures obtained with wearable technology
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