In this paper, we revisit Courant's nodal domain theorem for the Dirichlet eigenfunctions of a square membrane, and the analyses of A. Stern andÅ. Pleijel.
Introduction
The celebrated nodal domain theorem by Courant [5] says that the number of nodal domains of an eigenfunction associated with a k-th eigenvalue of the Dirichlet Laplacian (eigenvalues listed in increasing order) should be less than or equal to k. Pleijel [12] proved that equality holds only for finitely many values of k. In this case we speak of the Courant sharp situation (see [7, 8] for the connection of this property with the question of minimal spectral partitions).
If we look at the square, it is immediate that the first, second and fourth eigenvalues are Courant sharp. In this note we provide some missing arguments in Pleijel's paper leading to the conclusion that there are no other cases.
We also discuss some results of Antonie Stern [14] who was a PhD student of R. Courant and defended her PhD in 1924, see [15] , p. 180. Although we focus on her results concerning the square, let us mention that she also has similar results in the case of the sphere. It is easy to determine the Courant sharp eigenvalues when b 2 /a 2 is irrational (see for example [8] ). The rational case is more difficult. In [12] , Pleijel claims that in the case of the square, the Dirichlet eigenvalue λ k is Courant sharp if and only if k = 1, 2, 4. His proof involves the exclusion of the cases k = 5, 7, 9, and does not seem well justified ; he indeed refers to the book by Courant-Hilbert [6] where only pictures are presented, actually extracted from an older book by Pockels [13] .
Let us consider the general question of analyzing the zero set of the Dirichlet eigenfunctions for the square. If we normalize the square as ]0, π[×]0, π[, we have:
φ m,n (x, y) = φ m (x)φ n (y) , with φ m (t) = sin(mπt) .
Due to multiplicities, we have (at least) to consider the family of eigenfunctions, (x, y) → Φ m,n (x, y, θ) := cos θ φ m,n (x, y) + sin θ φ n,m (x, y) , with m, n ≥ 1, and θ ∈ [0, π[.
In
Pleijel's analysis [12] of the Courant sharp property for the square, it is shown that it is enough to consider the eigenvalues λ 5 , λ 7 and λ 9 with correspond respectively to the pairs (m, n) = (1, 3), (m, n) = (2, 3) and (m, n) = (1, 4).
Let us briefly recall Pleijel's argument. Let N (λ) := # {n | λ n < λ} be the counting function. For any n such that λ n−1 < λ n , we have N (λ n ) = n − 1, and
On the other hand, if λ n is Courant sharp, the Faber-Krahn inequality gives the necessary condition λ n n ≥ j 2 π or n λ n ≤ πj −2 ∼ 0.545 .
(2.3)
Recall that πj 2 is the ground state energy of the disk of area 1. * There is an unimportant sign error in [12] . It remains to analyze, among the eigenvalues which are less than 68, the ones which could be Courant sharp, and hence which satisfy (2.3). Computing the quotients n λn in the list (2.5), this leaves us with the eigenvalues λ 5 , λ 7 and λ 9 . For these last three cases, Pleijel refers to pictures in Courant-Hilbert [6] , §V.5.3 p. 302, actually reproduced from [13] , §II.B.6, p. 80, see Figures 2.1 and 2.2. Although the choice of pictures suggests that some theoretical analysis is involved, one cannot see any systematic analysis, the difficulty being that we have to analyze the nodal sets of eigenfunctions living in two-dimentional eigenspaces. In Section 3, we give a detailed proof that eigenvalues λ 5 , λ 7 and λ 9 are not Courant sharp. Of course we know that φ m,n has mn nodal components (this corresponds to the "product" situation with θ = 0 or θ = π 2 ). However, Figure 2 .2 illustrates the fact that the number of nodal domains for a linear combination of two given independent eigenfunctions can be smaller or larger than the number of nodal domains of the given eigenfunctions.
The three remaining cases of Pleijel
Behind all the computations we have the property that, for x ∈]0, π[,
where U m−1 is the Chebyshev polynomial of second type and u = cos x, see [10] .
3.1 First case : eigenvalue λ 5 , or (m, n) = (1, 3).
We look at the zeroes of Φ 1,3 (x, y, θ). Let, cos x = u , cos y = v . To completely determine the nodal set, we have to take the closure in [−1, 1] × [−1, 1] of the zero set (3.3). The curve described by (3. 3) is a conic, and we only have to analyzed how it is situated within the square.
Boundary points. At the boundary, for example on u = ±1, (3.3) gives:
cos θ (4v 2 − 1) + 3 sin θ = 0 .
Depending on the value of θ we have no point, one (double) point or two points.
Interior critical points. We now look at the critical points of the zero set of the function
We get two equations:
Except the two easy cases when cos θ = 0 or sin θ = 0, which can be analyzed directly (product situation), we immediately get that the only possible critical point is (u, v)
2 ), and that this can only occur for cos θ + sin θ = 0, i.e. for θ = π 4 . This analysis shows rigorously that the number of nodal domains is 2, 3 or 4 as claimed in [12] , and numerically observed in Figures 2.1 and 2.2. As a matter of fact, we have a rather complete description of the situation by analyzing the points at the boundary, and the critical points of the zero set inside the square. When no critical point or no change of multiplicity is observed at the boundary, the number of nodal domains remains constant. Hence, the complete computation could be done by analyzing the "critical" values of θ, i.e. those for which there is a critical point on the zero set of Ψ 1,3 in the interior, or a change of multiplicity at the boundary, and one "regular" value of θ in each non critical interval. To explore all possible nodal patterns and cardinals for the eigenvalue λ 5 , it is consequently sufficient to consider the values θ = 0, θ = arctan
, and a value θ in each interval between these points.
3.2 Second case: eigenvalue λ 7 , or (m, n) = (2, 3).
We look at the zeros of Φ 2,3 (x, y, θ). We first observe that Φ 3 (x, y, θ) = sin x sin y 2 cos θ cos x(cos 2y + 2 cos y 2 ) + 2 sin θ cos y(cos 2x + 2 cos x 2 ) .
In the coordinates (3.2), this reads:
We have to look at the solutions of:
Analysis at the boundary. The function Ψ 2,3 is anti-invariant under the change (u, v) → (−u, −v). Changing u into −u amounts to changing θ in π − θ. Exchanging (x, y) into (y, x) amounts to changing θ into π 2 − θ. This implies that it suffices to consider the values θ ∈ [0, π 2 ] and the boundaries u = −1 and v = −1. At the boundary u = −1, we get:
with the condition that v ∈ [−1, +1].
We note that the product of the roots is − 1 4 , and that there are always two distinct solutions in R. For θ = 0 we have two solutions given by v = ± 1 2 . When θ increases we still have two solutions in [−1, 1] till the largest one is equal to 1 (the other one being equal to − 1 4 ). This is obtained for θ = We conclude that the zero set of Ψ 2,3 always hits the boundary at six points.
Critical points. We now look at the critical points of Ψ 2,3 . We get two equations:
and 8uv cos θ + (4u
The critical points on the zero set of Ψ 2,3 are the common solutions of (3.5), (3.7), and (3.8).
If cos θ sin θ = 0, we immediately obtain that u = v = 0, and these equations have no common solution. It follows that the eigenfunctions associated with λ 5 have no interior critical point on their nodal set.
One can give the following expressions for the partial derivatives of Ψ 2,3 ,
for u, resp. v, different from 0. Since a regular closed curve contains points with vertical or horizontal tangents, it follows that the zero set of Ψ 2,3 cannot contain any closed component (necessarily without self-intersections, otherwise the nodal set of Φ 2,3 would have a critical point). The components of this zero set are lines joining two boundary points which are decreasing from the left to the right. These lines cannot intersect each other (for the same reason as before).
The number of nodal domains is four (delimited by three non intersecting lines) or six in the product case. Hence the maximal number of nodal domains is six.
3.3 Third case : eigenvalue λ 9 , or (m, n) = (1, 4)
We look at the zeros of Φ 1,4 (·, ·, θ). Here we can write
Hence, we have to analyze the equation
Notice that the functions Ψ 1,4 (u, v, θ) are anti-invariant under the symmetry (u, v) → (−u, −v), and that one can reduce from θ ∈ [0, π[ to the case θ ∈ [0, π 2 ] by making use of the symmetries with respect to the lines {u = 0}, {v = 0} and {u = v}.
At the boundary. Due to the symmetries, the zero set of Ψ 1,4 hits parallel boundaries at symmetrical points. For u = ±1 these points are given by:
If we start from θ = 0, we first have three zeroes, corresponding to points at which the zero set of Ψ 1,4 arrives at the boundary: 0, ±
. Looking at the derivative, we have a double point
, which corresponds to tan θ =
.
For larger values of θ, we have only one point till tan θ = 1. Hence, there are 3, 2, 1 or 0 solutions satisfying v ∈ [−1, +1]. The analogous equation for v = ±1 appears with cot θ instead of tan θ, so that the boundary analysis depends on the comparison of | tan θ| with
, 1 and
. When the points disappear on u = ±1, they appear on v = ±1. Notice that the value
appears in Figure 2 .2 and in Courant-Hilbert's book [6] , §V.5.3, p. 302. Finally, the maximal number of points along the boundary is six counting with multiplicities.
At the critical points. The critical points of Ψ 1,4 satisfy:
and sin θ (6u
If we exclude the "product" case, the only critical points are determined by u 2 = 1 6 and v 2 = 1 6 . Plugging these values in (3.9), we obtain that interior critical points on the zero set of Ψ 1,4 can only appear when: cos θ ± sin θ = 0 . 
The zero set is the union of an ellipse contained in the square and a straight lines, with two intersection points. It follows that the function Φ 1,4 (x, y, • We have determined the aspect of the nodal set of Φ 1,4 when θ = π 4 or 3π 4 , and we can easily see that these are the only cases for which the interior part of the nodal set hits the boundary at the vertices.
• When θ = π 4 or 3π 4 , we have proved that the nodal set of Φ 1,4 has no interior critical point and hence no self-intersection, and that it hits the boundary at 2 or 6 points counting multiplicities.
• We can also observe that all nodal sets must contain the lattice points (i What remains to be proved is that the maximal number of nodal domains for an eigenfunction Φ 1,4 is 4, as suggested by the patterns in Figure 2 .2, and hence that λ 9 is not Courant sharp. We postpone the proof to Section 6. 
The observations of A. Stern
The general topic of A. Stern's thesis is the asymptotic behaviour of eigenvalues and eigenfunctions. In Part I, she studies the nodal sets of eigenfunctions of the Laplacian in the square (with Dirichlet boundary conditions) or on the sphere. As before, the eigenvalues are listed in increasing order, with multiplicities.
As we have seen in the previous sections, Pleijel's theorem [12] Pleijel's theorem has been generalized to surfaces by J. Peetre [11] , see also [3] . For example, only finitely many eigenvalues of the sphere are Courant sharp. A. Stern claims that there is always a spherical harmonic with exactly three nodal domains (resp. with exactly two nodal domains), when the degree is odd (resp. even), see [14] Comments. Although this is not stated explicitly in the thesis, one can infer from [14] , (i) that the eigenfunction Φ(x, y, π 4 ) has 2r nodal domains and 2r − 2 double points, and (ii) that for θ close to and different from π 4 , the nodal sets consists of the boundary of the square and a connected simple curve from one point of the boundary to a symmetric point. This curve divides the domain into two connected components.
A. Stern states two simple properties which play a key role in the proof (in both cases, sphere and square). Property 4.2 Let φ and ψ be two linearly independent eigenfunctions associated with the same eigenvalue for the square S. Let µ be a real parameter, and consider the family of eigenfunctions φ µ = ψ + µφ. Let N (φ) denote the nodal set of the eigenfunction φ. (ii) The points in
These properties are clear. A. Stern also mentions the following.
Property 4.3
The nodal set N (φ µ ) depends continuously on µ.
Remark. As a matter of fact, she also uses Property 4.2 in the case of the sphere and only mentions this Property 4.3 in §I.1. She says nothing on the proof of Property 4.3 which is more or less clear near regular point, but not so clear near multiple points (see the proof given in [9] , Lemma 4).
Finally, A. Stern mentions her use of a graphical method ('mittels graphischer Bilder', [14] , §I.2, citation [Q2] and also 'unter Zuhilfenahme graphischer Bilder', in §I.3) which may have been classical at her time, and could explain the amazing quality of her pictures. On this occasion, she mentions a useful idea in § I.3, namely looking at the intersections of the nodal set N (φ µ ) with horizontal or vertical lines.
All in all, the arguments given by A. Stern seem very sketchy to us, and we do not think that they are quite sufficient to conclude the proof of Theorem 4.1.
In our opinion, taking care of the following items is missing in Stern's thesis. 
and the lattice,
The basic idea is to start from the analysis of a given nodal set, e.g. from the nodal set for θ = π 4 , and then to use some kind of perturbation argument.
Here are the key points.
(i) Use Property 4.2: Assertion (i) defines checkerboards by Q-squares (depending on the sign of cos θ), whose black squares do not contain any nodal point of Φ θ . Assertion (ii) says that the lattice L is contained in the nodal set N (Φ θ ) for all θ.
(ii) Determine the possible critical zeroes of the eigenfunction Φ θ , i.e. the zeroes which are also critical points, both in the interior of the square or on the boundary. They indeed correspond to multiple points in the nodal set. Note that the points in L are not critical zeroes, see Section 6.3.
(iii) Determine whether critical zeroes are degenerate or not and their order when they are degenerate. ‡ A. Stern and H. Lewy were both students of R. Courant at about the same time, 1925. H. Lewy does however not refer to A. Stern's Thesis in [9] . We shall come back to a discussion of H. Lewy's proof in a future paper [2] .
(iv) Determine how critical zeroes appear or disappear when θ varies, and how the nodal set N (Φ θ ) evolves. For this purpose, make a local analysis in the square Q i,j , depending on whether it is contained in S or touches the boundary, see Section 6.4.
(v) Determine the nodal sets of the eigenfunctions Z ± associated with the eigenvalueλ 1,R . For this purpose, determine precisely the critical zeroes of Φ θ for θ = . Starting from one of the critical zeroes on the boundary, and using the above analysis, one can actually follow a connected nodal simple curve passing through all the points in L and going from on of the critical zeroes on the boundary to the second one. To finish the proof it suffices to show that there are no other component of N (Φ θ ) in S.
5 Notation and definitions. General properties on the nodal sets. Let Φ be an eigenfunction for the Dirichlet Laplacian in S. We let
denote the nodal set of Φ, and
denote the interior part of N (Φ).
Given two integers m, n ≥ 1, we consider the one-parameter family of eigenfunctions, The following eigenfunctions are of particular interest.
the set of zeroes which are common to all eigenfunctions Φ θ , θ ∈ [0, π[. Definition 5.1 A critical zero of Φ is a point (x, y) ∈ S such that both Φ and dΦ vanish at (x, y).
General properties of nodal sets.
Although stated in the case of the square, the following properties are quite general (see [1] and references therein) for eigenfunctions of the Dirichlet realization of the Laplacian in a regular domain of R 2 .
Properties 5.2 Let (x, y) be a point in S (an interior point).
(i) A non-zero eigenfunction Φ cannot vanish to infinite order at (x, y).
(ii) If the non-zero eigenfunction Φ vanishes at (x, y), then the leading part of its Taylor expansion at (x, y) is a harmonic homogeneous polynomial.
(iii) If the point (x, y) is a critical zero of the eigenfunction Φ, then the nodal set N (Φ) at the point (x, y) consists of finitely many regular arcs which form an equi-angular system.
(iv) The nodal set can only have self-intersections at critical zeroes, and the number of arcs which meet at a self-intersection is determined by the order of vanishing of the eigenfunction. Nodal curves cannot meet tangentially.
(v) The nodal set cannot have an end point in the interior of S, and consists of finitely many analytic arcs.
(vi) Let the eigenfunction Φ be associated with the eigenvalue λ. If ω is a nodal domain, i.e. a connected component of S \ N (Φ), then the first Dirichlet eigenvalue of ω is equal to λ.
(vii) Similar properties hold at boundary points, in particular property (iii).
Note. Since the eigenfunctions of S are defined over the whole plane, the analysis of the critical zeroes at interior points easily extends to the boundary.
(ii) If gcd(m, n) = 1, then all the points in L are regular points of the nodal set.
(iii) The nodal set N (Φ) can only hit the boundary of the square at critical zeroes (either in the interior of the edges or at the vertices).
(iv) The nodal set N (Φ) can only pass from one connected component of the set
to another through one of the points in L. 
Notations and definitions, II.
We now consider the case of the eigenvalueλ 1,R = 1 + R 2 , for some integer R ≥ 1. We introduce
• the numbers
• the collection of squares 
Coloring the squares. Assume that θ = 0 and π 2 . If (−1) i+j cos θ < 0, we color the square Q i,j in white, otherwise we color it in grey. The collection of squares {Q i,j } becomes a grey/white checkerboard (which depends on R and on the sign of cos θ). Depending on the sign of cos θ, the white part of the checkerboard is given by,
For the eigenfunction Φ θ , we have, To describe the global aspect of the nodal sets, we will also use the following squares.
Denote by
the integer part of R/2. For 0 ≤ i ≤ r, define the square
With this notation, we have S r ⊂ S r−1 ⊂ · · · ⊂ S 0 = S.
Furthermore, when R = 2r, S r−1 =]p r−1 , p r+1 [ 2 consists of four Q-squares, while S r is empty; when R = 2r+1, S r is a single Q-square. All these squares have the same center O = (π/2, π/2). where U n (t) is the n-th Chebyshev polynomial of second type defined by the relation, sin t U n (cos t) := sin (n + 1)t . (6.4)
Chebyshev polynomials and special values of θ
In this section, we list some properties of the Chebyshev polynomials to be used later on.
Properties 6.1 For R ∈ N • , the Chebyshev polynomial U R−1 (t) has the following properties.
(i) The polynomial U R−1 has degree R−1 and the same parity as R−1. Its zeroes are the points cos p j , 1 ≤ j ≤ R − 1, see (5.8). Furthermore, U R−1 (1) = R, U R−1 (−1) = (−1) R−1 R, and −R ≤ U R−1 (t) ≤ R for all t ∈ [−1, 1].
(ii) The polynomial U R−1 has exactly R − 2 simple zeroes cos q j , 1 ≤ j ≤ R − 2, with q j ∈ ]p j , p j+1 [. In addition, we have the following relations.
(iii) When R is even, R = 2r, the values q j satisfy,
(iv) When R is odd, R = 2r + 1, the values q j satisfy, Figure 6 .1: Functions U 7 (cos(πt)) and U 8 (cos(πt)).
Proof. The above properties are easy to prove, and illustrated by the graph of the function t → U R−1 (cos t) in the interval [0, π], see Figure 6 .1, for the cases R = 8 and R = 9.
Special values of the parameter θ. We shall now associate some special values of the parameter θ with the zeroes
of the function t → U R−1 (cos t). As we shall see later on, they are related to changes in the nodal patterns of the eigenfunctions Φ θ when θ varies from 0 to π.
The values of θ to be introduced below are well defined because the polynomial U R−1 does not vanish at the points cos q k , 1 ≤ k ≤ R − 2. These values of θ will clearly depend on R, although we do not indicate the dependence in the notations.
• For 1 ≤ i, j ≤ R − 2, define θ(q i , q j ), alias θ i,j , to be the unique angle in the interval [0, π[ such that cos θ i,j U R−1 (cos q j ) + sin θ i,j U R−1 (cos q i ) = 0. (6.9)
Let T o denote the corresponding set,
• For * ∈ {0, π}, and 1 ≤ j ≤ R − 2, define θ( * , q j ), alias θ * ,j , to be the unique angle in the interval [0, π[ such that cos θ * ,j U R−1 (cos q j ) + sin θ * ,j U R−1 (cos * ) = 0. (6.11)
Let T x denote the corresponding set,
• For 1 ≤ i ≤ R − 2, and * ∈ {0, π}, define θ(q i , * ), alias θ i, * , to be the unique angle in the interval [0, π[ such that cos θ i, * U R−1 (cos * ) + sin θ i, * U R−1 (cos q i ) = 0. (6.13)
Let T y denote the corresponding set,
Observe that there are certain relations between the above values of θ.
When R = 2r + 1 is odd, we have
(6.16)
When R = 2r is even, we have
Finally, define the number θ − to be,
We have 0 < θ − ≤ π/4, with θ − = π/4 when R is even, and θ − < π/4 when R is odd.
Note. The pictures and numerical computations seem to indicate that the infimum is achieved at cos q 1 .
Examples. Numerical computations give the following approximate data when R = 8 or R = 9.
The indication π after the set means that the values in the set should be multiplied by π.
• Special values of θ when R = 8. 
Symmetries of the eigenfunctions associated withλ 1,R
When studying the family of eigenfunctions {Φ θ } associated with the eigenvalueλ 1,R , it is useful to take symmetries into account.
Properties 6.2 The following relations hold for any
This relation implies that the nodal set N (Φ θ ) is symmetrical with respect to the center O of the square S. Furthermore,
(ii) When R is odd, the function Φ has more symmetries, namely,
This means that the nodal set N (Φ θ ) is symmetrical with respect to the lines {x = π/2} and {y = π/2}.
(iii) When R is even, we have
(iv) Up to symmetries with respect to the first diagonal, or to the lines {x = π/2} and {y = π/2}, the nodal patterns of the family of eigenfunctions {Φ θ }, are those displayed by the sub-families θ ∈ [0, π/4] when R is even, and θ ∈ [π/4, 3π/4] when R is odd.
Critical zeroes of the eigenfunctions associated withλ 1,R
Recall that a critical zero of the eigenfunction Φ θ is a point (x, y) ∈ S such that Φ(x, y, θ) = Φ x (x, y, θ) = Φ y (x, y, θ).
At a critical zero, the nodal set N (Φ θ ) consists of several arcs (or semi-arcs when the point is on ∂S) which form an equi-angular system, see Properties 5.2. Away from the critical zeroes, the nodal set consists of smooth embedded arcs. To determine the possible critical zeroes of Φ θ is the key to describing the global aspect of the nodal set N (Φ θ ).
We classify the critical zeroes into three (possibly empty) categories : (i) the vertices of the square S; (ii) the edge critical zeroes located in the interior of the edges, typically a point of the form (0, y), with y ∈]0, π[; (iii) the interior critical zeroes of the form (x, y) ∈ S.
Behaviour at the vertices
Using the symmetry of N (Φ) with respect to the point O, see (6.21), it suffices to consider the vertices (0, 0) and (0, π). Recalling (6.1) and (6.2), the Taylor expansion at (0, 0) of φ(x, y, θ) is given by, φ(x, y, θ) =R (cos θ + sin θ)
When R is odd, the behaviour is the same at the four vertices and given by (6.26), due to the symmetries (6.23).
When R is even, the Taylor expansion of φ(x, y, θ) at (0, π), follows from the previous one and the relation (6.24). In the variables x and z such that y = π − z, we have, 
Critical zeroes, formulas
To determine the critical zeroes of the eigenfunction Φ, we recall our notation at the beginning of the section. The first partial derivatives with respect to x and y are given by, Φ x (x, y, θ) = cos x sin y φ(x, y, θ) − sin θ sin 2 x sin y U R−1 (cos x), Φ y (x, y, θ) = sin x cos y φ(x, y, θ)
− cos θ sin x sin 2 y U R−1 (cos y) .
(6.28)
The second partial derivatives are given by, Φ xx (x, y, θ) = − sin x sin y φ(x, y, θ) − 3 sin θ cos x sin x sin y U R−1 (cos x) + sin θ sin 3 x sin y U R−1 (cos x), Φ xy (x, y, θ) = cos x cos y φ(x, y, θ)
− cos θ cos x sin 2 y U R−1 (cos y)
− sin θ sin 2 x cos y U R−1 (cos x), Φ yy (x, y, θ) = − sin x sin y φ(x, y, θ) − 3 cos θ sin x cos y sin y U R−1 (cos y)
+ cos θ sin x sin 3 y U R−1 (cos y).
(6.29)
Behaviour along the edges
Recall the notation of Section 6.1. Due (6.21), the symmetry with respect to the center O of the square S, it suffices to consider the open edges {0}×]0, π[ and ]0, π[×{0}.
• Critical zeroes on the edge {0}×]0, π[. Using the formulas (6.28)and (6.29), as well as Properties 6.1, we infer that the point (0, y) is a critical zero for Φ θ if and only if, cos θ U R−1 (cos y) + R sin θ = 0, (6.30)
with second derivatives at (0, y), Φ xx = Φ yy = 0, and Φ xy = − cos θ sin 2 y U R−1 (cos y).
The point (0, y) is a non degenerate critical zero, unless y = q j ∈ Q for some j, 1 ≤ j ≤ R − 2. This can only occur when θ = θ(0, q j ). In this case, the third derivative Φ xy 2 at the degenerate critical zero (0, q j ) is equal to cos (θ(0, q j )) sin 3 q j U R−1 (cos q j ) = 0 , and the critical zero has order 3.
• Critical zeroes on the edge ]0, π[×{0}. Similarly, the point (x, 0) is a critical zero for Φ θ if and only if, R cos θ + sin θ U R−1 (cos x) = 0, (6.31)
with second derivatives at (x, 0), Φ xx = Φ yy = 0, and
The point (x, 0) is a non degenerate critical zero unless x = q i ∈ Q for some i,
This can only occur when θ = θ(q i , 0). In this case, the third derivative Φ x 2 y at the degenerate critical zero (q i , 0) is equal to sin (θ(q j , 0)) sin 3 q i U R−1 (cos q i ) = 0 , and the critical zero has order 3.
Note. At an edge critical zero which is non degenerate, an arc from the nodal set hits the edge orthogonally. At a degenerate edge critical zero, two arcs from the nodal set hit the edge with equal angle π/3. See Figure 6 .5.
The following properties summarize the analysis of the above equations. (iv) The number of critical zeroes depends on θ, more precisely on the number of solutions of (6.30) or (6.31).
(v) The critical zeroes have order at most 3. Degenerate critical zeroes can only occur for finitely many values of θ and x or y.
(vi) When θ = 3π/4, the only boundary critical zeroes are the vertices, see Properties 6.3.
In both cases, the edge critical zeroes are non degenerate unless they occur on a horizontal edge for some x = q i ∈ Q, resp. on a vertical edge for some y = q j ∈ Q, in which case θ must be equal to θ(q i , 0), resp. to θ(0, q j ). Degenerate critical zeroes have order 3. If θ = 0 or π/2, the points ( * , p j ) and (p j , * ) with 1 ≤ j ≤ R − 1 and * = 0 or π are not critical zeroes of the eigenfunction Φ θ .
Note. A more detailed description of the localization of the edge critical zeroes is given in Section 6.4.
Interior critical zeroes
Recall the notations of Section 6.1. The following properties follow from (6.28)-(6.29).
Properties 6.5 Let (x, y) ∈ S be an interior point.
(i) The functions Φ and Φ x vanish at (x, y) if and only if cos θ U R−1 (cos y) + sin θ U R−1 (cos x) = 0, and
This happens in particular at regular points of the nodal set with a horizontal tangent.
(ii) The functions Φ and Φ y vanish at (x, y) if and only if cos θ U R−1 (cos y) + sin θ U R−1 (cos x) = 0, and
This happens in particular at regular points of the nodal set with a vertical tangent. The only possible interior critical zeroes for the family of eigenfunctions {Φ θ } are the points (q i , q j ), 1 ≤ i, j ≤ R − 2. The point (q i , q j ) can only occur as a critical zero of the eigenfunction Φ θ(q i ,q j ) . When θ is not one of the values θ(q i , q j ), 1 ≤ i, j ≤ R − 2, the eigenfunction Φ θ does not have any interior critical zero.
(iv) When (x, y) is an interior critical zero of Φ, the Hessian of Φ at (x, y) is given by, sin x sin y sin θ sin 2 x U R−1 (cos x) 0 0 cos θ sin 2 y U R−1 (cos y) , so that the interior critical zeroes, if any, are always non degenerate.
3) are common zeroes to all the eigenfunctions Φ θ when θ ∈ [0, π[. They are not interior critical zeroes.
Q-nodal patterns of eigenfunctions associated withλ 1,R
The purpose of this section is to list all the possible patterns of the nodal set N (Φ θ ) inside the Q-squares Q i,j , 0 ≤ i, j ≤ R − 1, see Section 5.3.
The following properties are derived from the previous sections and from Properties 5.3.
(ii) If a white square Q i,j does not touch the boundary ∂S, the nodal set N (Φ θ ) cannot cross nor hit the boundary of Q i,j , except at the vertices which belong to L.
(iii) If a white square Q i,j touches the boundary ∂S, the nodal set N (Φ θ ) cannot intersect the boundary of Q i,j , except at the vertices which belong to L, or at an edge contained in ∂S.
(iv) Since the points in L are not critical zeroes, the nodal set consists of a single regular arc at such a point.
(v) Inside a white square Q i,j , the nodal set N (Φ θ ) can have at most one self intersection at (q i , q j ) if this point is a critical zero for Φ θ . In this case, the critical zero is non degenerate, and the nodal set at (q i , q j ) consists locally of two regular arcs meeting orthogonally.
(vi) Inside a square Q i,j , the nodal set cannot stop at a point, and consists of at most finitely many arcs.
(vii) The nodal set N (Φ θ ) cannot contain a closed curve contained in the closure of Q i,j (energy reasons).
• Inner Q-square. Figure 6 .4 shows all the possible nodal patterns inside a square Q i,j which does not touch the boundary. The patterns A and B occur when the eigenfunction Φ θ does not have any interior critical zero inside the Q-square. Pattern C occurs when Φ θ admits (q i , q j ) as interior critical zero (necessarily unique and non degenerate), in which case θ must be equal to θ(q i , q j ). The properties recalled above show that there are no other possible nodal patterns.
• Boundary Q-square, R even. As stated in Properties 6. When θ = 0, this equation provides exactly (R − 1) non degenerate critical zeroes, the points p j , 1 ≤ j ≤ R − 1 . When 0 < θ < π/4 the equation has at least one solution located in the interval ]p R−1 , π[. This is the sole solution when θ is close enough to π/4 , and it corresponds to a non degenerate critical zero. The other solutions, if any, are located in the intervals ]p j , p j+1 [, with j odd. Each such interval contains at most two solutions, which correspond to non degenerate critical zeroes. When an interval contains only one point, this is a double solution, and it corresponds to a degenerate critical zero q j . This can only occur for the special value θ(0, q j ) . • Boundary Q-square, R odd. The description of the critical zeroes of Φ θ on the boundary ∂S in the case R odd is similar to the case R even, with some changes. As stated in Properties 6.2 (iv), up to symmetries, we can restrict ourselves to θ ∈ [π/4, 3π/4]. Recall the value 0 < θ − < π/4 defined in Section 6.1. The vertices are critical zeroes, and they are non de- (i) Case R even, R = 2r. The symmetries with respect to the lines {x = π/2} and {y = π/2} send the nodal set N (Z + ) to the nodal set N (Z − ). Both nodal sets N (Z + ) and N (Z − ) are invariant under the symmetry with respect to the center O of the square. The nodal set N (Z + ) consists of the boundary ∂S, the anti-diagonal, and a collection of (r − 1) simple closed curves γ i . The curve γ i winds around ∂S i , passing through the points in L ∩ ∂S i , and crosses the anti-diagonal D − orthogonally. The curves γ i do not intersect each other.
(ii) Case R odd, R = 2r + 1. The nodal sets N (Z ± ) are invariant under the symmetries with respect to the lines {x = π/2} and {y = π/2}. The nodal set N (Z + ) consists of the boundary ∂S, and a collection of r simple closed curves α i . The curve α i winds around ∂S i , passing through the points in L ∩ ∂S i . The curves α i do not intersect each other. The nodal set N (Z − ) consists of the boundary ∂S, the two diagonals D ± , and a collection of (r − 1) simple closed curves β i . The curve β i winds around ∂S i , passing through the points in L ∩ ∂S i , and crosses the diagonals D ± orthogonally. The curves β i do not intersect each other.
The proof of this proposition relies on three lemmas which we prove below. Lemma 6.7 determines precisely the interior critical zeroes of the nodal sets N (Z ± ). Lemma 6.8 and 6.9 are "separation" lemmas.
Lemma 6.7 When R is even, the diagonal, resp. the anti-diagonal, is contained in the nodal set N (Z − ), resp. in the nodal set N (Z + ). When R is odd, the diagonal and anti-diagonal meet the nodal set N (Z + ) at finitely many points. They are both contained in the nodal set N (Z − ).
The critical zeroes of the functions Z ± are as follows.
(i) Case R even, R = 2r. The interior critical zeroes of the function Z + are exactly the (R − 2) points, (q i , π − q i ), for 1 ≤ i ≤ R − 2, located on the anti-diagonal. The interior critical zeroes of the function Z − are precisely the (R−2) points, (q i , q i ), for 1 ≤ i ≤ R−2, located on the diagonal.
(ii) Case R odd, R = 2r + 1. The function Z + has no interior critical zero. The interior critical zeroes of the function Z − are precisely the (2R − 5) points, We have to consider four cases.
(a1) & (a2) These conditions imply that Rx = −x + kπ for some integer k. Using (6.38), we find that (−1)
This implies that x = π/2 . Similarly, using (6.39), we find that y = π/2. Since (x, y) is a critical zero, using Section 6.1, this can only occur when R is odd. On the other hand, using (6.35), we find that sin(Rπ/2) = 0 which implies that R is even. The conditions (a1) and (a2) cannot occur simultaneously. If R were odd, we would have a contradiction with (6.38). This case can only occur when R is even.
(b1) & (b2) These conditions imply that Rx = x + kπ for some integer k. By (6.38), this implies that x = π/2. Similarly, we find that y = π/2. As above, this implies that R is odd. On the other-hand, (6.35), implies that sin(Rπ/2) which implies that R is even. The conditions (b1) and (b2) cannot occur simultaneously.
We conclude that the function Z + has no interior critical zero when R is odd, and that its only critical zeroes are the points (q i , π − q i ), for 1 ≤ i ≤ R − 2 when R is even.
• Case = −1. The system (6.41) is equivalent to We have to consider four cases.
(a1) & (a2) These conditions imply that Rx = x + kπ for some integer k. Using (6.38), we find that (−1)
This implies that x = π/2. Similarly, using (6.39), we find that y = π/2. Since (x, y) is a critical zero, using Section 6.1, this case can only occur when R is odd.
(a1) & (b2) These conditions imply that π − x = y. Using (6.35), we find that (−1) R+1 − 1 sin(Rx) = 0. Since (x, y) is a critical zero, sin(Rx) = 0 and this case can only occur when R is odd.
(b1) & (a2) These conditions imply that y = x. This case occurs for both R even and R odd.
(b1) & (b2) These conditions imply that Rx = −x + kπ for some integer k. By (6.38), this implies that x = π/2. Similarly, we find that y = π/2. This case can only occur when R is odd.
We conclude that the only critical zeroes of the function Z − are the points (q i , q i ), for 1 ≤ i ≤ R − 2 when R is even, and are the points, (q i , q i ), (q i , π − q i ), for 1 ≤ i ≤ R − 2 when R is odd.
Recall that the function Z + (x, y) satisfies the relations
which imply that the nodal set N (Z + ) is invariant under the symmetry with respect to the diagonal D + , and under the symmetry with respect to the centre O of the square S. Consider the subsets Due to the symmetries mentioned above, it suffices to understand the nodal set into one of theses domains. Since Z + corresponds to the value θ = π/4, the diagonal D + is covered by black Q-squares. When R is even, the anti-diagonal D − is covered by white squares which either contain a unique critical zero of Z + , or have as vertex one of the vertices (0, π) or (π, 0). In either situations, the structure of N (Z + ) inside these diagonal white Q-squares is known, see Section 6.4. When R is odd, both diagonals D + and D − are covered by black squares, and the white Q-squares meeting a given F i are actually contained in F i . In summary, it suffices to understand the nodal pattern of Z + inside the white squares contained into the F i , and it suffices to look at the case i = 1, and use the symmetries.
Claim. In each white square Q i,j ⊂ W(+) ∩ F 1 , the horizontal segment ]p i , p i+1 [×{m j } does not meet the nodal set N (Z + ). More precisely, for R = 2r and j ≤ r − 1,
Since Q i,j ∈ W(+), we must have i + j odd i.e. (−1) i+j = −1. Since Q i,j ⊂ F 1 , we must have the inequalities j ≤ i − 1 and i + j ≤ R − 2. Up to the positive factor 1/ √ 2, we have, for any Proof. We sketch the proof of the lemma. Since N (Z + ) and N (Z − ) are symmetrical to each other with respect to {x = π/2} when R is even, it suffices to study N (Z − ) for R odd. The nodal set is contained in W(−). The diagonal and the anti-diagonal are covered by white Qsquares, and in these squares the nodal pattern is known since they either contain a critical zero or touch a vertex of the square S. As above, we look at the white squares inside F 1 . The indices of these squares satisfy
As in the previous proof, we can write, 
, and back to (p i , p i )), and to use the properties of the functions Z ± (no critical zeroes on the open edges, known nodal patterns at the vertices, known interior critical zeroes, and their localization together with Lemmas 6.8 and 6.9.
When R = 2r is even, it suffices to prove the result for Z + . We already know that the nodal set of Z + contains the anti-diagonal and ∂S. Start from (p 1 , p 1 ) horizontally. The absence of critical zero on the edge ]0, π[×{0} and Lemma 6.8 tell us that the nodal line can only interwine the edge of S 1 untill it enters the square Q 1,2r−2 at the point (p 1 , p 2r−2 ). Due to the nodal pattern in this square which contains the critical zero (q 1 , π − q 1 ), the nodal line exits the square at the point (p R−1 , p 2 ). By Lemma 6.8, and the absence of critical zero on the edge {π}×]0, π[, the nodal line has to follow upwards along x = p R−1 , till the point (p R−1 , p R−1 ) where there is no choice but to get along the horizontal edge at this point, backwards until the nodal line enters Q 1,R−2 at the point (p 2 , p R−1 ). In this square, the nodal pattern in known, and the nodal line has to leave throught the point (p 1 , p R−2 ) downwards along the last edge of S 1 back to the starting point. This is the first closed curve γ 1 . We can now iterate the procedure along S 2 , using Lemma 6.8 to constrain the nodal set from both sides. After (r − 1) iterations, we end up with (r − 1) closed curves, and we have visited every point in L (if we take the diagonal into account). The curves γ i cannot meet because an intersection point would be a critical zero, and we know that the only critical zeroes of Z + are on the anti-diagonal. The nodal set cannot contain any other connected component, otherwise such a component would be entirely contained in a white Q-square, and we know that this is not possible for energy reasons. This proves Assertion (i).
We obtain the other assertions by similar arguments.
Note. We have just proved that the nodal patterns of Z ± are as suggested by the pictures (see Plates 6.9 and 6.10, 6.11).
Deformation of nodal patterns
In this Section, we investigate how nodal patterns of the family of eigenfunctions {Φ θ } evolve when the parameter θ varies. (ii) Let θ k ∈ T o be some critical value of θ. When θ is close to θ k and θ > θ k ( resp. θ < θ k ), the pattern (C) in Figure 6 .4 changes to one of the patterns (A) or (B) ( resp. (B) or (A)).
(iii) Let θ k ∈ T x ∪ T y be some critical value of θ. When θ is close to θ k and θ > θ k ( resp. θ < θ k ), the patterns (B) in Figures 6.5 or 6.6 change to one of the patterns (C) or (D) ( resp. (D) or (C)).
Note. The proof provides more information than the above statement.
Proof. The proofs are similar for R even and R odd. We only sketch the proofs for R even. Assertion (i). Assume we are in a square Q i,j which does not touch the boundary of the square. In order to prove the first assertion, we consider the segment ]0, π[×{q j } ∩ Q i,j for the patterns Figure 6 .4 (A), and the segment {q i }×]0, π[∩Q i,j for the pattern Figure 6 .4 (B). The argument is the same in the two cases. Let us consider the last one. The function y → Φ(q i , y, θ) has precisely two simple zeroes in the interval ]p j , p j+1 [. The function y → Φ(q i , y, θ ) will still have two simple zeroes for θ close to θ. As a matter of fact, when θ varies, the two arcs of nodal set become closer and closer, and eventually touch, which occurs precisely when θ reaches a critical value in T o .
Assertion (ii).
We consider some critical value θ k , and use the same segments as in the proof of the first assertion. There are two cases for Φ(x, y, θ k ) in the square Q i,j : it is non negative on the vertical segment and non positive on the horizontal one, or vice and versa. Both cases are dealt with in the same manner. For symmetry reasons, we can also assume that 0 < θ < π/4, so that the nodal set meets Q i,j if and only if (−1) i+j = −1. For θ close to and different from θ k , we write, Φ(q i , y, θ) =Φ(q i , y, θ k ) + (−1) j (cos θ − cos θ k ) sin q i (−1) j sin(Ry)
− (sin θ − sin θ k )(−1) i sin(Rq i ) sin y .
(6.47)
Assuming that Φ(q i , y, θ k ) ≥ 0 inside the square Q i,j and looking at signs, we then see that Φ(q i , y, θ) > 0 inside Q i,j if either j is even and θ < θ k , or j is odd and θ > θ k . This means that the nodal pattern Figure 6 .4 (C) evolves to the nodal pattern Figure 6 .4 (A) in these cases. Similarly, we write Φ(x, q j , θ) =Φ(x, q j , θ k ) + (−1) j (cos θ − cos θ k ) sin x (−1) j sin(Rq j )
− (sin θ − sin θ k )(−1) i sin(Rx) sin q j .
(6.48)
Assuming that Φ(x, q j , θ k ) ≤ 0 inside the square Q i,j , and looking at signs, we see that Φ(x, q j , θ) < 0 inside Q i,j if either j is even and θ > θ k , or j is odd and θ < θ k . This means that the nodal pattern Figure 6 .4 (C) evolves to the nodal pattern Figure 6 .4 (B) in these cases.
Assertion (iii).
The proof is similar to the proof of Assertion (ii).
Desingularization of Z +
In this section, we study how the nodal set of the eigenfunction {Φ θ } changes when θ varies is a small neighborhood of π/4, while (x, y) lies in the neighborhood of a critical zero of the eigenfunction Z + . Since Z + has no critical zero when R = 2r + 1, we only consider the case R = 2r.
Recall the results and notations of Section 6.1. By Lemma 6.7, the critical zeros of Z + are the points (q i , π − q i ), 1 ≤ i ≤ R − 2. Take into account the fact that R is even, and hence that U R−1 is odd. For (x, y) in the square Q(i) := Q i,2r−1−i which contains the point (q i , π − q i ), write √ 2 Z + (q i , y) = sin q i sin y (−1) i |U R−1 (cos y) + M i |, √ 2 Z + (x, π − q i ) = sin q i sin x(−1) i+1 |U R−1 (cos x) − M i |. (6.49)
These equations give the local nodal pattern for the eigenfunction Z + in the square Q(i). When i is odd, resp. even, the nodal pattern is given by Figure 6 .7 (i), resp. by Figure 6 .7 (ii).
On the other hand, we can write, Φ(q i , y, θ) = sin q i sin y cos θ √ 2 Z + (q i , y) + sin θ − cos θ M i , = (−1) i cos θ √ 2 |Z + (q i , y)| − sin q i sin y sin θ − cos θ |M i | . The last factor in the second line of (6.50) is positive when 0 < π/4 − θ 1. It follows that the local pattern of the nodal set N (Φ) inside Q(i), is given by Figure 6 .8 (II).
Similarly, we can write Φ(x, π − q i , θ) = sin q i sin x sin θ √ 2 Z + (x, π − q i ) + sin θ − cos θ M i , = (−1) i+1 sin θ √ 2 |Z + (x, π − q i )| + sin q i sin y sin θ − cos θ |M i | .
(6.51)
The last factor in the second line of (6.51) is positive when 0 < θ − π/4 1. It follows that the local nodal pattern of the nodal set N (Φ θ ) inside Q(i), is given by Figure 6 .8 (I).
Remark. Notice that the pattern is independent of i. When θ leaves the value π/4, all the critical zeroes of the eigenfunction Z + disappear at once, and the local nodal patterns of Φ θ in the Q-squares containing the critical zeroes of Z + look alike, opening "horizontally" as in Figure 6 .8 (II), when θ < π/4; resp. opening "vertically" as in Figure 6 .8 (I), when θ > π/4, as stated in Theorem 4.1 (ii).
Desingularization of Z −
Since Z + and Z − are symmetrical with respect to {x = π/2} when R = 2r, we only have to consider the case R = 2r + 1. When R = 2r + 1, the interior critical zeroes of Z − are the point set of Φ θ for θ close enough to π/4 is connected, and divides the square into two connected components.
Note. As the figures in Plate 6.9 show, there is another way to obtain examples of eigenfunctions with exactly two domains, using a deformation of one of the simplest product eigenfunctions. 
