Introduction
Data analysis applications look for unusual patterns in data. They summarize data values, extract statistical information, and then contrast one category with another. There are two steps to such data analysis:
extracting the aggregated data from the database into a file or table, and visualizing the results in a graphical way. Visualization tools display trends, clusters, and differences. The most exciting work in data analysis focuses on presenting new graphical metaphors that allow people to discover data trends and anomalies. Many tools represent the dataset as an N-dimensional space. Two and threedimensional sub-slabs of this space are rendered as 2D or 3D objects. Color and time (motion) add two more dimensions to the display giving the potential for a 5D display.
How do traditional relational databases fit into this picture? How can flat files (SQL tables) possibly model an Ndimensional problem? Relational systems model Ndimensional data as a relation with N-attribute domains. For example, 4-dimensional earth-temperature data is typically represented by a Weather table shown below. The first four columns represent the four dimensions: x, y, z, t. Additional columns represent measurements at the 4D points such as temperature, pressure, humidity, and wind velocity. Often these measured values are aggregates over time (the hour) or space (a measurement area). The SQL standard provides five functions to aggregate the values in a 
Problems With GR.OUP BY:
SQL's aggregation functions are widely used. In the spirit of aggregating data, Table 2 shows how fre:quently the database and transaction processing benchmarks use aggregation and GROUP BY. Surprisingly, aggregates also appear in the online-transaction processing TIPC-C query set. Paradoxically, the TPC-A and TPC-B benchmark transactions spend most of their energies maintaining aggregates dynamically: they maintain the summary bank account balance, teller cash-drawer balance, and branch balance. A11 these can be computed as aggregates from the history A second problem relates to roll-ups using totals and subtotals for drill-down reports. Reports commonly aggregate data at a coarse level, and then at successively finer levels. The car sales report in Table 3 shows the idea. Data is aggregated by Model, then by Year, then by Color. The report shows data aggregated at three levels. Going up the levels is called roiling-up the data. Going down is called drilling-down into the data. Table 3 is not relational -null values in the primary key are not allowed. It is also not convenient --the number of columns grows as the power set of the number of aggregated attributes. Table 4 is a relational and more convenient representation. The dummy value "ALL" has been added to fill in the super-aggregation items. The symmetric aggregation result is a table called a crosstabulation, or cross tab for short (spreadsheets and some desktop databases call them pivor tables.) Cross tab data is routinely displayed in the more compact format of Table 5 . This cross tab is a two-dimensional aggregation. If other automobile models are added, it becomes a 3D aggregation. For example, data for Ford products adds an additional cross tab plane as in Table 5 .a. The cross tab array representation is equivalent to the relational representation using the ALL value. Both generalize to an N-dimensional cross tab.
The representation of Table 4 and unioned GROUP BYS "solve" the problem of representing aggregate data in a relational data model. The problem remains that expressing histogram, roll-up, drill-down, and cross-tab queries with conventional SQL is daunting. A 6D cross-tab requires a 64-way union of 64 different GROUP BY operators to build the underlying representation. Incidentally, on most SQL systems this will result in 64 scans of the data, 64 sorts or hashes, and a long wait.
Building a cross-tabulation with SQL is even more daunting since the result is not a really a relational object -the bottom row and the right column are "unusual". Most report writers build in a cross-tabs feature, building the report up from the underlying tabular data such as Table 4 and its extension. See for example the TRANSFORM-PIVOT operator of Microsoft Access [Access] .
The Data CUBE Operator
The generalization of these ideas seems obvious: Figure 2 shows the concept for aggregation up to 3-dimensions. The traditional GROUP BY can generate the core of the Ndimensional data cube. The N -l lower-dimensional aggregates appear as points, lines, planes, cubes, or hyper-cubes hanging off the core data cube. The department .name column in the answer set is not allowed in current SQL, it is neither an aggregation column (appearing in the GROUP BY list) nor is it an aggregate. It is just there to decorate the answer set with the name of the department. We recommend the riule that i f a decorufion column (or column value) is functionally dependent on the aggregation columns, then it may be included in the SELECT answer list.
These extensions are independent of the CUBE operator. They remedy some pre-existing problems with 'GROUP BY. Some systems already allow these extensions, for example Microsoft Access allows function-valued GROUP BYs.
Creating the CUBE requires generating the power set (set of all subsets) of the aggregation columns. We propose the following syntax to extend SQL's GROUP BY operator: The set interpretation guides the meaning of the relational operators { = , C , <=, =, >=, >, I N ) .
There are more such rules, but this gives a hint of the added complexity. The query would produce the sample tuples: I Wherever the ALL value appeared before, now the corresponding value will be NULL in the data field and TRUE in the corresponding grouping field. For example, the global sum of Table 2 will be the tuple:
while the "real" cube operator would give:
(NULL,NULL,NULL, 941, TRUE,TRUE,TRUE) ( ALL, ALL, ALL, 941 ) .
Addressing The Data Cube
Section 5 discusses how to compute the cube and how users can add new aggregate operators. This section considers extensions to SQL syntax to easily access the elements of the data cube --making it recursive and allowing aggregates to reference sub-aggregates. It is not clear where to draw the line between the reporting/visualization tool and the query tool. Ideally, application designers should be able: to decide how to split the function between the query system and the visualization tool. Given that perspective, the SQL system must be a Turing-complete programming environment.
SQL3 defines a Turing-complete programming language. So, anything is possible. But, many things are not easy. Our task is to make simple and common things easy.
The most common request is for percent-ofi-total as an aggregate function. In SQL this is computed ;as two SQL statements. If the value set is two dimensional, this commonly used financial function is a nightmare of indices. It is best described in a programming language. The current approach to selecting an field value fromi a 2D cube with fields row and column would read as: Some innovation is needed to compute the "ALL" tuples of the cube from the GROUP BY core. The ALL value adds one extra value to each dimension in the CUBE. So, an Ndimensional cube of N attributes each with cardinality C , will have n(Ci+I). If each C; =4 then a 4D CUBE is 2.4 times larger than the base GROUP BY. We expect the Cj to be large (tens or hundreds) so that the CUBE will be only a little larger than the GROUP BY.
The cube operator allows many aggregate functions in the aggregation list of the GROUP BY clause. Assume in this discussion that there is a single aggregate function F() being computed on an N-dimensional cube. The extension to a computing a list of functions is a simple generalization.
The simplest algorithm to compute the cube is to allocate a handle for each cube cell. When a new tuple: (x,, x *,...., x,, v) arrives, the Iter ( h a n d l e , v) function is called 2" times --once for each handle of each cell of the cube matching this value. The 2N comes from the fact that each coordinate can either be X i or ALL. When all the input tuples have been computed, the system invokes the f in a l (&handle) function for each of the n(Ci+I) nodes in the cube. Call this the 2N-algorithm. ((G({Xi,j /i=l,. ., I)) 1 j -I ,..., J ) ) . AverWe know of no more efficient way of computing superaggregates of holistic functions than the ZN-algorithm using the standard GROUP BY techniques. We will not say more about cubes of holistic functions.
Cubes of distributive functions are relatively easy to compute. Given that the core is represented as an Ndimensional array in memory, each dimension having size C;+l, the A'-/ dimensional slabs can be computed by pro- which folds the sub-aggregate on the right into the super aggregate on the left. The same ordering ideas (aggregate on the smallest list) applies.
Iter-super(&handle, &handle)
If the data cube does not fit into memory, array techniques do not work. Rather one must either partition the cube with a hash function or sort it. These are standard techniques for computing the GROUP BY. The super-aggregates are likely to be orders of magnitude smaller than the core, so they are very likely to fit in memory.
It is possible that the core of the cube is sparse. In that case, only the non-null elements of the core and of the super-aggregates should be represented. This suggests a hashing or a B-tree be used as the indexing scheme for aggregation values [Essbase] .
Summary:
The cube operator generalizes and unifies several common and popular concepts: aggregates, histograms, roll,-ups and drill-downs and, cross tabs.
group by,
The cube is based on a relational representation of aggregate data using the ALL value to denote the set over which each aggregation is computed. In certain cases it makes sense to restrict the cube to just a roll-up aggregation for drill-down reports.
The cube is easy to compute for a wide class of functions (distributive and algebraic functions). SQL's basic set of five aggregate functions needs careful extension to include functions such as rank, N-tile, cumulative, and percent of total to ease typical data mining operations.
