In this note, we prove the existence of a secondary term in the asymptotic formula of the cubic moment of quadratic Dirichlet L-functions
Introduction
Statement of the main results. Let F be a finite field with q elements. For simplicity, we will assume throughout that q ≡ 1 (mod 4). This series is absolutely convergent for complex ξ with sufficiently small (depending upon the size q of F) absolute value.
The main result of this note is the following Theorem 1.1. -The function W(ξ) has meromorphic continuation to the open disk ξ < q −2 3 . It is analytic in this region, except for poles of order seven at ξ = ±q −1 and simple poles at ξ = ±q −3 4 , ±iq −3 4 , and the principal part at each of these poles is explicitly computable.
The principal parts of W(ξ) at the poles ξ = ±q −1 can be computed as in [18, Section 3.2] , and accordingly will not be discussed any further here. The residues at the remaining (simple) poles will be computed in Section 7, see (30) .
Let ζ(s) = ζ F(x) (s) denote the zeta function of the field F(x). As a consequence of Theorem 1.1, we have the following asymptotic formula for the cubic moments of the central values of quadratic Dirichlet L-functions. . We will not pursue this calculation here, as there are alternative ways to compute Q(D,q) (see [ Similar results over the rationals will appear in the forthcoming manuscript [20] .
Relation to previous work. Understanding the moments of various families of L-functions at the center of symmetry is a very important problem in analytic number theory. A classical example is the family of quadratic Dirichlet L-series whose moments attracted considerable attention over the years. Heuristics to determine the main terms in the asymptotic formula for the moments of this family were given in [17] and [18] . Besides the conjectural main terms, this asymptotic formula should also have a finer part consisting generically of infinitely many lower order terms. The first 1 instance when such a lower order term occurs is the cubic moment, and to justify this assertion is the subject of this note and [20] ; so far, the evidence supporting the existence of this additional term was limited to the conditional result in [34] , and the extensive computations and experiments in [1] . This particular moment is the highest over the rationals for which an asymptotic formula has been established, see [29] , [18] and [33] . In the rational function field case, the corresponding asymptotics for the third and fourth moments have been established in [22] and [23] 2 , respectively. It is by no means a coincidence that the error terms in both [33] and [22] are of size comparable to the size of the corresponding secondary terms asserted.
The approach we take is based on Weyl group multiple Dirichlet series. These are series associated to root systems over global fields (containing sufficient roots of unity) of the form Z(s;m,Ψ) = n=(n 1 ,...,n r ) H(n;m)Ψ(n) ∏ n i s i m = (m 1 ,...,m r ) being a twisting parameter, satisfying (Weyl) groups of functional equations; see for details [11] , [6] and [16] . If m i = 1 for all i, the series is said to be untwisted. The most important part of Z(s;m,Ψ) is the function H, giving the structure of the multiple Dirichlet series. Via a twisted multiplicativity (see, for example, [6] and [16] ), this function is determined by its values on prime powers. Equivalently, the multiple Dirichlet series is determined by its p-parts 3 , i.e., There are several different methods of representing the p-parts of multiple Dirichlet series, namely, ○ Definition by the "averaging method", sometimes known as the Chinta-Gunnells method, see [15] and [16] .
○ Definition as spherical p-adic Whittaker functions, see [7] and [8] .
○ Definition as sums over crystal bases, see [7] and [25] .
○ Definition as partition functions of statistical-mechanical lattice models, see [4] and [5] .
The equivalence of the Chinta-Gunnells method with the Whittaker definition was established by McNamara [26] .
The Chinta-Gunnells method and the Whittaker definition were recently extended to infinite root systems in [24] and [27] , respectively, and in [19] the author, in joint work with Paşol, applied Deligne's theory of weights in the context of moduli spaces of admissible double covers to express the coefficients of the p-parts of untwisted multiple Dirichlet series associated to arbitrary moments of quadratic Dirichlet L-series in terms of q-Weil numbers, where q = p . The axiomatic approach introduced in [19] has also been applied in [31] and [32] to construct untwisted Weyl group multiple Dirichlet series associated to affine root systems.
Overview of the argument. The main ideas involved in the proof of Theorem 1.1 can be summarized as follows. As in [18] , we first write
where Z is a multiple Dirichlet series with a certain congruence condition. For every monic and square-free polynomial h, this function will be expressed in terms of twisted (in the sense of [18] ) multiple Dirichlet series. Unlike [18] , the formula we use (see Section 5) is a finite sum of terms of the form 
with c i monic, h = c 1 c 2 c 3 , and for each monic irreducible p c 2 c 3 , the quantity ε p = 0 or 1 according as p divides c 3 or p divides c 2 . The functions F and G (ε p ) represent a (normalized) partition of the local p-part of the D 4 -untwisted Weyl group multiple Dirichlet series (associated to the cubic moment) corresponding to odd and even weighted monomials, and with negative degree terms in p −w removed.
We will prove that the above series representation of W(q −w
) converges absolutely and uniformly on every compact subset of the half-plane R(w) > 2 3, away from the points w ∈ C for which q
, ±iq −3 4 . To show this, we will exhibit additional decay of the function Z ,w,1;h in h . This will be done in two steps:
* We first show that, for R(w) ≥ 1 2 , the functions F and G (0) are bounded, independent of w, p , and
see Lemma 6.1. These estimates provide sufficient decay in the parameters c 1 and c 2 .
* To obtain the required decay in the remaining parameter, we use again the properties of the p-parts of the D 4 -untwisted Weyl group multiple Dirichlet series combined with an inductive argument, to improve upon the convexity bound (19) of
2 ,w;χ c 2 ,χ c 1 in the c 3 -aspect, see Proposition 6.3. The reader will no doubt have noticed the special role played by the p-parts in the argument. In [19] it is shown that the coefficients of these generating series can be expressed in terms of the eigenvalues of Frobenius acting on the ℓ-adicétale cohomology of moduli of admissible double covers of genus zero stable curves with marked points, hence in terms of Weil algebraic integers. Thus, the more conceptual reason behind the asymptotics and estimates discussed in Section 6 is precisely the dominance condition (see [19] ) satisfied by the p-parts of the untwisted multiple Dirichlet series associated to any (not just cubic) moment of quadratic Dirichlet L-functions. However, in the present context we take advantage of the completely explicit nature of the D 4 -Weyl group multiple Dirichlet series (see Appendix B) to deduce the relevant facts about its p-parts.
Acknowledgements. I would like to thank the organizers of the fifth Bucharest number theory day conference, which motivated me to write this note.
Notation and preliminaries
Let F be a finite field with q ≡ 1 (mod 4) elements. 
The Chinta-Gunnells action
We shall now recall an important technique developed by Chinta and Gunnells [15] to produce certain rational functions associated to classical root systems, which they subsequently used as building blocks to construct Weyl group multiple Dirichlet series (over any global field) twisted by quadratic characters. Strictly speaking, we shall apply this construction only when the underlying root system is D 4 , and therefore, the material included in Appendix B suffices for our purposes. However, we feel that the approach taken here is applicable to similar problems in other contexts, and for this reason, we opted to present this background material in some generality.
Let Φ be a rank r irreducible simply-laced root system, and let W = W (Φ) denote the Weyl group of Φ. Fix an ordering of the roots and decompose Φ = Φ + ∪ Φ − into positive and negative roots. Let α 1 ,α 2 ,... ,α r be the simple roots and let σ i ∈ W be the simple reflection through the hyperplane perpendicular to α i . The simple reflections generate the Weyl group and satisfy the relations (σ i σ j ) r i j = 1 with r ii = 1 for all i, and r i j ∈ {2,3} if i ≠ j. The indices i and j are said to be adjacent if i ≠ j and r i j = 3. The action of the simple reflections on the roots is given by
Let Λ(Φ) denote the root lattice of Φ. Every element λ of the root lattice has a unique representation as an integral linear combination of the simple roots
k i be the height function on Λ(Φ). In this setting, Chinta and Gunnells [15] introduced a Weyl group action on the field of rational functions C(z 1 ,... ,z r ) in r variables and used it to construct multiple Dirichlet series over global fields having analytic continuation to C r and satisfying a group of functional equations isomorphic to W.
To define this group action, denote z = (z 1 ,... ,z r ), and for λ ∈ Λ(Φ), set z
r with k i determined by λ as above. Following [15] , define ε i z = z ′ , where
and, for σ ∈ W, put
Note that j(σ i , z) = −qz 2 i for each simple reflection σ i , and that this function satisfies the one-cocycle relation
Finally, we define the rational function f (z;q) by
The fact that this function satisfies the required conditions is established in [15, Theorem 3.4] .
The rational function (4) corresponding to the root system D 4 is further discussed in Appendix B, and will be used in the next section to construct a family of multiple Dirichlet series over rational function fields satisfying the usual analytic properties.
Multiple Dirichlet series
Consider the rational function f defined in Appendix B, Eqs. (31), (32) , and expand it in a power series
(with r = 3) 5 .
We now use the coefficients of f to construct the relevant family of multiple Dirichlet series.
Let c ∈ F[x] be monic and square-free, and fix a factorization c = c 1 c 2 c 3 (
2 , and let a 1 , a 2 ∈ {1,θ 0 }. For s = (s 1 ,... ,s r+1 ) with R(s i ) sufficiently large, we define the multiple Dirichlet series Z (c) (s;χ a 2 c 2 ,χ a 1 c 1 ) by the absolutely convergent series
wherem i (i = 1,...,r) denotes the part of m i coprime to d 0 , and the coefficients A(m 1 ,m 2 ,m 3 ,...,m r ,d) are defined as follows:
The series (5) has two alternative expressions allowing us to show that Z (33)) and thus
The remaining part (l ≠ 0) of the two products can be expressed as
Thus, if we define the Dirichlet polynomial
then we can write
Now fix monics m 1 ,... , m r coprime to c, and write m 1 ⋯m r = n 0 n 2 1 with n 0 square-free. As (34)), we have (33)) we can again compute the part corresponding to k 1 = ⋯ = k r = 0 as
The remaining part of the expression is
As before, for m = (m 1 ,... , m r ), we define the Dirichlet polynomial
Accordingly, we can also write
The expressions (7) and (9) will be used in the next two sections to establish the analytic properties of Z (c)
and compute the residues at some of its poles.
Functional equations and analytic continuation of multiple Dirichlet series
The polynomials P d (s 1 ,... , s r ;χ a 1 c 1 d 0 ) are symmetric in s 1 ,... , s r , and by (35) we have
The polynomials Q m (s r+1 ;χ a 2 c 2 n 0 ) satisfy the functional equation
where, for m = (m 1 ,... , m r ), we write m 1 ⋯m r = n 0 n 2 1 with n 0 square-free. We now apply (2), (10) and (11) to describe the functional equations of Z (c) (s;χ a 2 c 2 ,χ a 1 c 1 ). We shall follow here [18] ; see also [15] .
First assume that degc 2 is even. We split the sum in (9) into two parts according as degn 0 is even or odd. By applying (10), (11) , and (2) in the form
we find that
where we put
Notice that in the first sum we have also used the fact that χ a 1 c 1 (n 0 ) = χ c 1 (n 0 ) when n 0 has even degree.
To simplify this expression, multiply Z (c)
, and
for m square-free of positive degree (the product being over the monic irreducible divisors of m), we can express: 
In this formula, the two sums are over all divisors m of c 1 c 3 , and e denotes the gcd of m and c 1 .
When degc 2 is odd, the functional equation is obtained by just switching the factors γ + q (s r+1 ; a 2 ) and γ − q (s r+1 ). We can combine the two cases, and write this functional equation as
Similarly, we can use the expression (7) of Z (c) (s;χ a 2 c 2 ,χ a 1 c 1 ), and the functional equations (10) and
to get:
Of course, by symmetry, we have similar functional equations in the variables s 2 ,... ,s r . Writing explicitly now r = 3 and taking s 1 = s 2 = s 3 = s, we can express the functional equation σ 1 σ 2 σ 3 as
where
for ℓ square-free of positive degree. This functional equation will be used in the next section.
As in [15] and [18] , by applying the above functional equations and Bochner's theorem [3] , it follows that Z (c) (s;χ a 2 c 2 ,χ a 1 c 1 )
can be meromorphically continued to C r+1 (r = 3). Moreover, as in [18, Proposition 4.11] , the function
is entire and has order one. This function is, in fact, a polynomial in q −w , but we shall not need this piece of information.
Convexity bound
We shall now obtain a convexity bound for the function (15) analogous to that proved in [18, Proposition 4.12] over the rationals.
To obtain this estimate, we first note that by Proposition B.1 and (6) we have
for every small positive η. Here ω(d 1 ) denotes the number of distinct monic irreducible factors of d 1 . Choosing, for example, η = 1 5, we find easily that
for all w ∈ C with R(w) > 1. By Theorem A.1, the last series is convergent. Moreover, for w > 1 and small 0 < δ < w−1, we have
The implied constant can be taken to be 64 q 
Taking s = 
We shall now estimate the entries of the matrix M(w). Let s 4 ∈ C with R(s 4 ) < 0. Since
and
we have by (12) that
Note that for every divisor m of c 1 c 3 , the monic polynomial c 1 m e 2 is also a divisor of c 1 c 3 . Conversely, to every pair (l 1 ,e ′ ) with l 1 c 1 and e ′ c 3 there corresponds m ∶= (c 1 l 1 )e ′ .
Similarly, for s i ∈ C with R(s i ) < 0 (i = 1,2,3), we have
To estimate the entries of the matrix M(w) when R(w) = −δ, we need to estimate an expression E of the form , it follows from (16) that, for w ∈ C with R(w) = −δ, we have Z Thus by applying the Phragmen-Lindelöf principle, for every δ > 0, we have the estimate
(1−R(w))+δ c c 2 3(1−R(w))+δ (19) for all w with 0 ≤ R(w) ≤ 1.
As noted in the introduction, one of the main ingredients in the proof of Theorem 1.1 is an improvement of (19) in the c 3 -aspect. This will be established in Proposition 6.3.
Poles of multiple Dirichlet series and their residues
Throughout this section we are assuming that r = 3. By (9), the multiple Dirichlet series Z 
From the definition of the polynomials Q k (t r+1 ;q) (see Appendix B) it is straightforward to check that
This "modified" residue of Z (c 1 c 3 ) (s;1,χ a 1 c 1 ) (to which we shall refer as residue) is more convenient to work with in our context. We also have that
For our purposes, it will suffice to compute the residues at the remaining poles of Z , and a 1 = 1. 6 Fix ϑ ′ ∈ {1, θ 0 }, and let ρ(ϑ
For the reader's convenience, we give the explicit values of Γ(a 2 ,ϑ ′ ;ρ(ϑ ′ )) in the following table. 1 i
Note that there are four distinct values of Γ(a 2 ,ϑ ′ ;ρ(ϑ ′ )) in total, indicated with four different colors. 6 As in [18] , the only possible poles of the function Z (c) (s;χa 2 c 2 ,χc 1 ) (with s1 = s2 = s3 = 1 2) may occur when q −s 4 = ± 1 q of order at most seven, and q −s 4 = ± q −3 4 , ± iq −3 4 of order at most one.
monic for all i. Then, for ρ(ϑ ′ ) as above,we have
Proof. We first apply the functional equation (12) (recall that r = 3), and write
Letting s 1 = s 2 = s 3 = s, we have by (14) that 
and thus we can write 
The multiple Dirichlet series Z (c) ( σ 1 σ 2 σ 3 σ 4 s;χ ϑ ′ c 2 ℓ b 2 ,χ ϑc 1 m e 2 ) that contribute to the residue we are interested in occur whenever c 2 ℓ = b 2 , i.e., ℓ = b = c 2 . Thus, for s ∈ C and ϑ ′ ∈ {1, θ 0 }, we have where ρ(ϑ 
as asserted.
In particular, if c = a 2 = 1, we have
equality which can also be verified directly from the explicit expression of Z(s;1,1) given in the second appendix.
Sieving
For h ∈ F[x] square-free monic and a 2 ∈ {1,θ 0 }, put
The series in the right-hand side is absolutely convergent if s 1 ,...,s r+1 are complex numbers with sufficiently large real parts. Let µ(h) denote the Möbius function defined for non-zero polynomials over F by µ(h) = (−1) ω(h) if h is square-free, and h is a constant times a product of ω(h) distinct monic irreducibles, and µ(h) = 0 if h is not square-free; it is understood that µ(h) = 1 if h ∈ F × . We have the usual property of Möbius functions:
We have the following simple lemma:
Then we have the equality
Proof. The right-hand side of the equality is
where, as before,m i is the part of m i coprime to d 0 . Recall that the coefficients A(m 1 ,... ,m r ,d 0 ) are multiplicative and that, for every monic irreducible p, A p k 1 ,..., p k r , p = 0, unless k 1 = ⋯ = k r = 0 in which case A(1,...,1, p) = 1. It follows that the above sum equals
and our assertion follows from the fact that A(m 1 ,... ,m r ,1) = 1.
We can express the function Z(s,χ a 2 ;h) in terms of the multiple Dirichlet series Z 
representing a term of Z(s,χ a 2 ;h). From this expression, we can factor out a piece corresponding to h (i.e., to p 1 ,..., (with β i ≥ 3 odd).
To isolate the remaining irreducibles, we note that (p
jk ∥m k for all j and k. Thus we can also factor out from (24) the product
Consequently, we can write the expression (24) as
. (25) Here n 1 ,...,n r , d 0 , d ′ 1 are coprime to h. Let ε = (ε j ) l+1≤ j≤n with ε j ∈ {0,1} be defined by
If we put c
ε j , we have (by the quadratic reciprocity law) that
Accordingly, if we let
and, for a ∈ {0,1},
with f odd and f even defined in Appendix B, we obtain the key equality:
Notice that the right-hand side gives the analytic continuation of Z(s,χ a 2 ;h). Our main goal is to show that, for s = 
Estimates
To prove Theorem 1.1, we will use (26) in conjunction with the estimates of the local parts of the untwisted multiple Dirichlet series Z(s;1,1) provided by the following elementary lemmas.
2 , we have the asymptotics
and the estimate
the implied constants in the O-symbols being independent on z and q.
Proof. Using the formulas in the Appendix B and the definitions of F and G (a) (a ∈ {0,1}), one finds that
From this explicit formulas we see easily that
+ 119 q 
+ 120(1 − q −1 ) 11 and
+ 10 q 
from which the lemma follows.
The estimates in the above lemma show that there is additional decay in (26) in the conductors of the characters χ c and χ a 2 c ′ ε . However, this is not sufficient, as we would need enough decay in h .
To this end, define
where f even is as defined in Appendix B. We will use the next lemma and an inductive argument to improve the convex bound (19) , precisely in the c 3 -aspect.
Lemma 6.2. -For every real q ≥ 5 and z ≤ q − 1 2 , we have the estimates
and if q ≡ 1 (mod 4) is a prime power, we have the inequality
Proof. We have the explicit expressions:
It follows that
The expression 1 + 7 q −1
is increasing as a function of q −1
, and its value when q = 5 is 16.0217... < 17. We have similarly
as we had asserted.
Now the numerator of 1 f
To obtain a lower bound for the denominator, we first assume that q ≥ 9. In this case we have
When q = 5 we have The last assertion follows from these inequalities.
For ease of notation, we let Z 
then, for every δ > 0, we have the estimatẽ
with A 0 =20 9 and A 1 = 20 + 1500 ⋅ 20 9 , for all w with Proof. We proceed by induction on ω(c 3 ). If c 3 = 1, our estimate was established in (19) ; in other words, for every δ > 0, c 1 ,c 2 monics such that c 1 c 2 is square-free, and w with 
is a monic irreducible, p ∤ c 1 c 2 c 3 , we can write (as before): 
Applying the inequalities in Lemma 6.2 to f p (w) and f ± p (w) , it follows that, for R(w) ≥ Let K(c 1 ,c 2 ,c 3 ,w,δ,q) denote the right-hand side of (27) , i.e.,
+δ .
Taking w such that 
and the proposition follows.
Using the last proposition, we can now estimate the function Z(w,χ a 2 ;h) ∶= Z 
Then, for every δ > 0,we haveZ
on the strip Proof. By (26) we have
It follows from Proposition 6.3 and Lemma 6.1 that, for every δ > 0 and w ∈ C with
for some explicitly computable constant B. In particular, if R(w) = 4 5 ,we have
On the other hand, if R(w) = 1 + δ we have by (16) that
The function h ,w, χ a 2 to the half-plane R(w) > 2 3 , we shall need the following elementary lemma:
Lemma 6.5. -For any A > 1, the Dirichlet series
is absolutely convergent in the half-plane R(s) > 1.
Proof. First the series is absolutely convergent for R(s) sufficiently large. To see this, choose n ≥ 1 such that A < q n . Since ω(h) ≤ deg h for any square-free polynomial, we have A
the last series being obviously convergent.
Now D A (s) has the Euler product expression
where Irr q (m) is the number of (monic) irreducible polynomials of degree m over F. From the well-known formula
we have Irr q (m) ≤ q m m. By using this estimate and the familiar inequality log(1 + y) < y for y > 0, we have, for s = σ > n + 1,
Thus the Euler product expression of D A (σ) converges when σ > 1, from which the lemma follows.
7 Proof of Theorem 1.1
2 ,w, χ a 2 is holomorphic in the half-plane R(w) > 1, and in this region, we have (by Lemma 5.1 and analytic continuation) that
By Theorem 6.4 and Lemma 6.5, the series in the right-hand side converges uniformly on every compact subset of the half-plane R(w) > 2 3, and the meromorphic continuation of Z 0 To compute the residues at the remaining poles, fix ϑ ′ ∈ {1, θ 0 }, and let ρ(ϑ
the product in the right-hand side being over all monic irreducibles in F[x]. Note that P(x) is precisely the polynomial appearing in the analogous calculation of Zhang [34] in the context of the cubic moment of quadratic Dirichlet L-series over the rationals.
To justify (30), we first apply Proposition 4.1 and (26). Indeed, let
In (26) −w and then taking the value
, it follows from Proposition 4.1 that
Recalling the explicit expressions of F and G (ε p ′ ) (see the proof of Lemma 6.1), the equality (30) follows now from (29) and a routine computation. This completes the proof of the theorem.
Proof of Theorem 1.2
The proof is a standard application of the residue theorem. , ±iq −3 4 . The sum corresponding to the poles at ξ = ±q −1 gives the main contribution to the asymptotic formula, and can be computed as in [18] ; see also [28 
A Appendix
To obtain the estimate (16), we have used the Lindelöf-type bound established in the following Theorem A.1. -Let F q be a finite field of odd characteristic, and let d be a square-free polynomial over F q of degree D ≥ 3. Then, for any t ∈ R, we have L 
It is well-known (see [30] ) that Fix an algebraic closure F q of F q . Let χ n (n ≥ 1) denote the non-trivial real character of F we see easily that
