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Abstract—Coherent communications aim to support higher
data rates and extended connectivity at lower power consump-
tion compared with traditional point-to-point transmissions. The
typical setting of coherent communication schemes is based on
a single data stream with multiple transmitters and a single
receiver. This paper studies the case of multiple concurrent data
streams, each with multiple transmitters and multiple receivers,
in self-organizing wireless networks. A distributed optimization
solution based on joint network formation and beamforming is
developed for coherent group communications in a network of
nodes that need to communicate over long distances. This solution
significantly improves the power gain for a single data stream
and the signal-to-interference-ratio for multiple data streams
compared to point-to-point communications. These gains are in
turn translated to improvements in communication range, power
efficiency, reliability, and throughput. In this multi-layer network
optimization solution, nodes coordinate with each other in a
distributed manner to form transmitter and receiver groups, and
communicate with each other coherently over long distances. The
coherent beamforming protocol is optimized for given transmitter
and receiver groups, whereas the network formation protocol is
optimized to determine these groups. By using single-antenna
communication nodes, the proposed optimization solution pro-
vides a major gain in network communications and outperforms
other benchmark combinations of beamforming and network
formation protocols.
Index Terms—Coherent communications, distributed proto-
cols, beamforming, network formation, power gain.
I. INTRODUCTION
Wireless communications serve various mobile applications
such as multimedia, remote sensing, and inter-vehicle com-
munications that demand high data rates over long distances
but they often need to run on battery-operated devices with
limited transmit powers. Many advanced techniques such as
directional and multiple-input-multiple-output (MIMO) com-
munications have been developed to support high-rate commu-
nications with low power consumption over long distances,
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which cannot be met by traditional point-to-point transmis-
sions (from one transmitter to one receiver). Among these
techniques, coherent communications use only a single om-
nidirectional antenna per node and has emerged as a viable
solution to improve the power gain between distant groups of
nodes, which consequently leads to the better signal quality
at receivers [2]–[5]. This power gain is up to N2M for
N transmitters communicating with M receivers when the
number of data streams K is 1. Examples for coherent commu-
nications include inter-vehicle communications, air-to-ground
and ground-to-air communications (such as involving UAVs).
One particular application that benefits from maximizing the
received power is communications under jamming where high
SINR needs to be maintained to balance destructive jamming
effects.
A typical assumption on coherent communications is that
there is one data stream and there is one receiver for this
data stream, i.e., K = 1 and M = 1. In this paper, we
consider the extension to multiple data streams (K > 1)
operating simultaneously and potentially interfering with each
other. There are multiple transmitters (N > 1) and multiple
receivers (M > 1). For each data stream, a source node
selects some of these transmitters to communicate to some
of the receivers selected by the corresponding destination.
This extension for self-organizing wireless networks requires
joint optimization of beamforming and network formation in
a distributed manner.
In a wireless network where nodes are not physically
connected, it is necessary to coordinate nodes with each other
to form transmitter and receiver groups for distributed coherent
communications. Without using any centralized controller,
coherent communication is supported with three protocol
steps. First, nodes self-organize themselves into transmitter
and receiver groups in an ad hoc network setting without a
centralized controller, where the source nodes is in the trans-
mitter group and the destination node is in the receiver group.
Second, nodes exchange data and channel condition in the
transmitter group and transmit with coherent beamforming to
the receiver group. Third, nodes receive and exchange signals
in the receiver group to decode data at the destination. We
define a time frame for coherent beamforming with the above
steps, which includes the data exchange in the transmitter
group, inter-group communications, and the data exchange in
the receiver group.
To enable coherent group communications, we develop a
distributed optimization solution that combines a distributed
transmit beamforming protocol for given transmitters and
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2receivers at the PHY layer (that sets the initial phase value at
each transmitter to achieve phase coherence at receivers) and
a distributed network formation protocol at the network layer
(that selects and maintains a transmitter group for each source
and a receiver group for each destination). Our approach is
first building a basis in theoretical system model analysis on
power gain, then designing a distributed coherent beamforming
protocol (given a transmitter group and a receiver group), and
finally developing joint beamforming and network formation
protocols through a multi-layer network optimization solution
across PHY and network layers.
• Distributed coherent beamforming protocol. We develop
a distributed coherent beamforming protocol for given a
group of N transmitters and a group of M receivers. The
coherent communication gain is defined as the ratio of the
total received energy by coherent communications and the
received energy by point-to-point transmissions. Existing
coherent beamforming protocols are mainly designed for
M = 1 (single receiver) and the optimal solution with
the maximum gain can be achieved if phase coherence is
achieved at the receiver. For the general case of M > 1,
it is not clear which phase coherent solution can achieve
the maximum coherent communication gain. To solve
this problem, we first derive a closed-form expression
of the coherent communication gain for any solution and
then analyze its upper bound and assess the conditions to
achieve this upper bound. We construct an optimization
problem to maximize the coherent communication gain.
We then present several coherent beamforming protocols
and compare their performance in simulation. We show
that iterative optimization protocol achieves the best gain
that is very close to the theoretical upper bound.
• Analysis and simulation on coherent beamforming. We
analyze the synchronization requirement for coherent
beamforming and show that only transmitters should be
synchronized. We analyze the impact of Doppler spread
and show the tolerable Doppler spread as a function of
distance between transmitter and receiver groups. Then
we analyze the effects of group size, inter-group distance,
and channel model for the developed coherent beamform-
ing protocols. We show that the iterative optimization
protocol achieves the best performance among the de-
veloped protocols and achieves near-optimal performance
by comparing with the upper bound. Then we study
the performance over distance and find the advantage
of coherent beamforming as the inter-group distance
increases.
• Distributed network formation protocol. We develop a
protocol at the network layer that selects transmitters
and receivers for each source-destination pair to improve
the coherent communication gain. Existing designs for
coherent communications mainly focus on the case of a
single source-destination pair (K > 1). Since there is
only one source and one destination, all nodes close to
the source operate as transmitters and all nodes close
to the destination operate as receivers. With multiple
source-destination pairs, nodes need to be assigned to
sources/destinations. Moreover, there is interference from
data streams for other sources. We use the signal-to-
interference-ratio (SIR) as the performance measure and
define an objective function based on multiple SIRs for
all destinations. While the exhaustive search on network
formation can find the optimal solution that maximizes
this gain, this solution can only be used as a bench-
mark due to its high complexity. Therefore, we design
and compare low-complexity and distributed protocols
for network formation and beamforming. We show that
the best solution is achieved when each transmitter is
assigned to the closest source, each receiver is assigned
to the closest destination, and coherent beamforming is
performed towards the best selection of receiver.
Both analytical and simulation results show significant power
gains of a coherent system than a non-coherent system and
demonstrate the feasibility of the proposed multi-layer network
optimization solution using single-antenna communications.
The rest of the paper is organized as follows. Section II
discusses the related work. Section III describes the system
architecture. Section IV analyzes the requirements for coherent
communications. Section V designs the protocol for coherent
beamforming from a set of transmitters to a set of receivers.
Section VI designs the network formation protocol that de-
termines a set of transmitters and a set of receivers for each
coherent communication group and the beamforming protocol
for each group. Section VII concludes the paper. Appendix
provides proofs of Theorems 1–3 and Corollary 1.
II. RELATED WORK
Coherent communications were studied mainly for a single
data stream (K = 1) with multiple transmitters (N > 1) and
a single receiver (M = 1). Most of these works considered
applications in sensor networks [6]. In [7], a coherent beam-
forming scheme was designed for multiple-input-single-output
(MISO) communications with finite-rate feedback to minimize
the transmit power. In [8], an open-loop coherent beamforming
scheme was designed for MISO communications. The impact
of phase errors on distributed coherent beamforming was
analyzed in [9]. For wireless sensor networks, a distributed
beamforming scheme was designed in [10] to improve network
connectivity and energy efficiency. In [11], coherent beam-
forming was applied for MISO to minimize transmit power,
thereby showing the benefits of coherent communications.
Distributed transmit beamforming was designed and imple-
mented with software-defined radio (USRP) [12], [13]. In [14],
a distributed transmit beamforming scheme was developed
for wideband communications using channel reciprocity and
relative calibration. A distributed beamforming scheme was
designed in [15] for noise-resilient wideband communications,
and the aggregate feedback was considered in [16]. Coherent
beamforming was also studied for radar systems [17]. We
consider a MIMO scheme in this paper. It can be regarded as
a summation of multiple MISO schemes if we do not consider
the time to schedule multiple MISO transmissions. MIMO
scheme can transmit data to M receivers in one time slot
while the corresponding MISO scheme needs M time slots to
3transmit data to all M receivers. As a consequence, the scheme
of multiple MISO transmissions would significantly reduce the
throughput that can be achieved by MIMO transmissions.
There are many studies on self-organizing networks and
they are mostly focused on clustering in wireless networks,
e.g., [18]–[21]. An adaptive fuzzy clustering protocol was
designed in [18] to prolong the sensor network lifetime. In
[19], a self-organizing and adaptive clustering solution was
developed to improve the sensor network performance such
a delivery ratio, delay, and lifetime. Both a centralized and
a distributed clustering algorithm were designed in [20] for
sensor networks. Unequal clustering (considering smaller size
clusters near to the sink and larger size clusters relatively
far away from the sink) was designed in [21] along with
a routing algorithm. This unequal clustering achieves better
traffic load balance and thus improves performance such as
lifetime, delivery ratio, and convergence rate. Some related
works considered noncoherent beamforming and clustering,
e.g., [22]–[24]. [22] and [23] aimed to maximize the total data
rate via beamforming and clustering for download traffic. In
[24], an energy efficient solution was designed to meet Quality
of Service (QoS) requirements of users. These clustering
solutions are not designed to optimize the performance of
coherent communications.
There are only a few works on joint coherent beamforming
and network formation. [25] aimed to minimize the transmis-
sion power of nodes for sensor networks under the finite-rate
feedback by considering only the MISO case, i.e., a single
receiver (M = 1). In [1], we considered the preliminary
study of coherent beamforming and network formation for
the case of multiple transmitters and multiple receivers, which
includes MISO as a special case. In this paper, we consider
additional settings, including the impact of Doppler spread,
additional channel model (the two-ray model), new beam-
forming protocols, and extension of joint beamforming and
network formation protocols to better characterize the gains
of distributed coherent group communications.
III. SYSTEM MODEL
We consider a coherent communications scenario, where N
transmitters transmit data coherently to M receivers. The dis-
tance between transmitter i and receiver j is dij . In Section V,
we consider a single data steam (K = 1). In Section VI, we
extend the setting to simultaneous operation of K > 1 data
streams such that N transmitters transmit data coherently to
M receivers for all data streams. Among M transmitters, there
is one source node that has data to transmit to one destination
node, which is one of M receivers. Nodes perform distributed
protocols in three main steps as shown in Fig. 1.
1) Clustering: Nodes cluster each other into (disjoint) trans-
mitter and receiver groups.
2) Transmit protocols:
a) Data exchange in the transmitter group: The source
node broadcasts data in the transmitter group.
b) Inter-group communications: The transmitter group
sends data to the receiver group in three steps:
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Fig. 1. Steps of distributed coherent group communications.
i) channel estimation: Nodes in the transmitter
group send pilot signals and all channels are
estimated at the receivers.
ii) feedback: The channel state information is sent
back to nodes in the transmitter group.
iii) data transmission/beamforming: All nodes in
the transmitter group transmit with appropriate
amplitudes and phases to the receiver group.
3) Data exchange in the receiver group: The destination
node collects the received samples from other nodes in
the receiver group.
We require the inter-group channels (namely, channels
among nodes in the same group) to remain static during the
coherent transmission duration. The nodes in the transmitter
group exchange the data prior to the coherent transmission
duration. The nodes in the receiver group exchange their
signals for coherent combining after the coherent transmission
from the transmitter group. Therefore, the intra-group channels
do not need to be static during the intra-group data exchange
period. To perform coherent communications, it is necessary
to collect channel information, e.g., channel gain and phase
shift [26]–[28], between each pair of transmitter and receiver
in channel sensing. A simple channel sensing scheme is time
multiplexed training, where transmitters transmit the training
signal with length Tt sequentially. Since each transmitter-
receiver pair has a different propagation delay tij , the previous
transmission may interfere with the current one. Therefore,
guard period Tg between transmissions is used to avoid this
type of interference. The total training time N(Tt + Tg)
increases linearly with the number of transmitters, N . This
overhead reduces the average data rate achieved by coherent
beamforming over all three steps.
IV. COHERENT COMMUNICATIONS REQUIREMENT
A. Synchronization Requirement
For coherent communications, it would be the best if we
can synchronize all transmitters and receivers. However, this
may be a challenging task, especially when transmitters and
receivers are far away from each other. It turns out that such a
4Fig. 2. Doppler spread vs. range.
strict requirement is not needed. Instead, the only requirement
to support coherent communications is to synchronize trans-
mitters, as stated in Theorem 1. The proof of Theorem 1 is
given in Appendix A.
Theorem 1. To achieve coherent beamforming at a receiver,
the only requirement for synchronization is that transmitters
are synchronized.
Theorem 1 shows that there is no need to synchronize trans-
mitters and receivers together for coherent communications.
Further, it is easy to see that phase coherence at a receiver
can be achieved without the consideration of other receivers.
Thus, synchronization among receivers is also not needed.
The problem of synchronization between transmitters has been
extensively studied, see e.g., [29], [30], and thus in this paper
we assume that such synchronization is available.
B. Doppler Spread Tolerance
We characterize the Doppler spread that can be tolerated
to transmit coherently, accounting for channel estimation,
quantization, and feedback. Doppler spread and coherence
time are inversely proportional. Doppler spread measures the
spectral broadening due to the rate of channel changes.
We use the following parameters to assess the tolerable
Doppler spread. Transmitter power is Pt = 10 dBm, receiver
noise figure is Nr = 3 dBm, noise floor is N0 = −174 dBm,
signaling bandwidth is W = 1 MHz, distance D between
groups varies from 1km to 10km, number of nodes within
a group is N = 10, center frequency is fc = 2.4GHz, and
speed of light is c = 3 · 108m/s. Free-space propagation is
used to compute the path loss. The SNR required for accurate
channel estimation is γt = 20 dBm and the SNR required
for channel state feedback to be received successfully at the
transmitter group is γf = 10 dBm. Number of bits for each
channel estimate is Bc = 16, number of bits for general
header is Bh = 10, and overhead percentage is selected as
either Fo = 10% or 50% (remaining time is dedicated to data
transmission using beamforming).
The calculation of tolerable Doppler spread is as follows.
For wavelength λ = cfc , received power in dBm is Pr =
Pt + 20 log
λ
4piD and received SNR in dBm is γ = Pr −
10 log(W ) − Nr − N0. Then the processing gain needed for
training in dBm is gt = γt−γ and the processing gain needed
for feedback in dBm is gf = γf−γ. Number of training bits is
Bt = max{10gt/10, N} and the number of total feedback bits
is Bf = max{10gf/10, 1}NBc + BhN . Then total overhead
(in bits) is given by Bo = Bt+Bf . This overhead is translated
to time duration To = BoW +
3D
c (by accounting for the three-
step transmission of pilot signal, feedback, and data). Then
the minimum coherence time is given by Tc = ToFo when
overhead percentage is Fo. From Tc, tolerable Doppler spread
is computed as S = 1Tc . Figure 2 shows that the tolerable
Doppler spread decreases as the distance between transmitter
and receiver groups increases.
V. COHERENT BEAMFORMING
After channel gain and phase shift are obtained between
any transmitter and receiver, and synchronization is achieved
among transmitters, we now present the coherent beamforming
protocol to maximize the power gain at receivers.
A. Coherent Communication and Benchmark Scenarios
We consider a coherent communication scenario for one
data stream from transmitter 1 to receiver 1. There are N − 1
additional transmitters and M−1 additional receivers that also
participate in coherent communications. Suppose transmitters
use a sine wave for the signal with the same signal amplitude
A and signal period T , i.e., signal from transmitter n is
A sin ( 2piT t + θn), where θn is the initial phase value that
will be determined by a coherent beamforming protocol.
Denote channel gain and phase shift from transmitter n to
receiver m as h2nm and θnm, respectively, which are obtained
in channel estimation. Thus, receiver m receives the signal
Ahnm sin (
2pi
T t + θn + θnm) from transmitter n. The total
received energy during a period at all receivers is
ENM =
M∑
m=1
∫ T
t=0
(
N∑
n=1
Ahnm sin
(
2pi
T
t+ θn + θnm
))2
dt.
We define the benchmark scenario as the case of N = 1 and
M = 1 (i.e., point-to-point), where coherent communication
is not applied. The received energy during a period is
E11 =
∫ T
t=0
(
Ah11 sin
(
2pi
T
t+ θ1
))2
dt =
A2h211T
2
.
B. Coherent Communication Gain
We define the ratio of the total received power under the co-
herent communication scenario and the received power A
2h211T
2
under the benchmark scenario as the coherent communication
gain G(θ) that is a function of beamforming parameters θ
(where the ith entry of vector θ is the phase angle θi of node
i). Theorem 2 presents the coherent communication gain. The
proof of Theorem 2 is given in Appendix B.
Theorem 2. The power gain of coherent communications for
one data stream with N transmitters and M receivers is
G(θ) =
1
h211
M∑
m=1
βm(θ) , (1)
5where βm(θ) is given by
βm(θ) =
(
N∑
n=1
hnm cos(θn + θnm)
)2
+
(
N∑
n=1
hnm sin(θn + θnm)
)2
.
The upper bound on the coherent communication gain is
stated in Corollary 1. Its proof is given in Appendix C.
Corollary 1. G(θ) has an upper bound GUB = N2M if
h2nm ≈ h211 for m = 1, · · · ,M and n = 1, · · · , N .
Note that we assume the same transmit power at each
transmitter and thus we define A as the signal amplitude of a
transmitter. For the general case of different transmit powers,
we can define An as the signal amplitude of transmitter n and
replace each hnm by Anhnm. Then the result in Theorem 2
is changed to
G(θ) =
1
A21h
2
11
M∑
m=1
βm(θ) ,
βm(θ) =
(
N∑
n=1
Anhnm cos(θn + θnm)
)2
+
(
N∑
n=1
Anhnm sin(θn + θnm)
)2
.
The condition in Corollary 1 is changed to A2nh
2
nm ≈ A21h211
for m = 1, · · · ,M and n = 1, · · · , N .
Note that this formulation can be extended to include
interference effects and provide the capability of distributed
interference cancellation (such as studied in [31]). We compare
the improvement in data rate relative to a long-haul point-to-
point link without coherent communications (such as studied
in [32]–[34]). We set the coherence time to be 100 millisec-
onds. We assume the optimum beamforming gain of N3 with
N nodes in transmitter and receiver groups (M = N ). Figure 3
shows the results. Note that there is a threshold on the inter-
group distance such that if the inter-group distance is larger
than this threshold, coherent communications are better than
point-to-point transmissions. Point-to-point transmissions can
have larger data rate than coherent communications if the inter-
group distance is less than this threshold, since the coherent
communication gain is not large enough to compensate the co-
herent communication overhead, namely the time to exchange
data in the transmitter/receiver group plus the time to collect
more channel information.
C. Coherent Beamforming Protocols
The optimization problem for coherent beamforming is
max G(θ) (2)
subject to (1)
variables: θ = {θn, 0 ≤ θn ≤ 2pi, 1 ≤ n ≤ N} .
This optimization problem can be easily solved if M = 1.
The optimal solution is not unique and one such solution is
Fig. 3. Coherent communications performance.
Algorithm 1 The SF protocol.
1: Sort transmitters based on
∑M
m=1 h
2
nm, i.e., the expected
value for received power from a transmitter to all re-
ceivers. To simplify discussion, we assume
M∑
m=1
h21m ≥ · · · ≥
M∑
m=1
h2Nm .
2: Set θ1 = 0.
3: for n = 2, · · · , N do
4: Choose θn to maximize the coherent
communication gain G(θ) by n transmit-
ters
∑M
m=1((
∑n
i=1 him cos (θi + θim))
2 +
(
∑n
i=1 him sin (θi + θim))
2)/h2sd, where θ1, · · · , θn−1
are already determined and h2sd is the channel gain
between the source and the destination.
5: end for
θ1 = 0 and θn = θ1+θ11−θn1 for any n ≥ 2, which achieves
phase coherence at receiver 1. This case is called as multiple-
input-single-output (MISO) and was widely studied (see e.g.,
[7], [9]–[12], [14]–[16], [25]). However, if M > 1, there is no
solution to achieve phase coherence at all receivers in general.
The optimization problem is not convex and thus an optimal
solution may not be found in polynomial time.
We design two coherent beamforming protocols for this
optimization problem to maximize the coherent communica-
tions gain G(θ). A sequential fixing (SF) protocol to adjust
the phase angle θn values is given in Algorithm 1. Note that
in Step 2, we can set θ1 = 0 because if there is an optimal
solution with θ1 6= 0, we can always construct another solution
by letting θˆn = θn − θ1 for n = 1, · · · , N . It is easy to
verify that the constructed solution has the same coherent
communication gain and θˆ1 = 0. Thus, setting θ1 = 0 can
reduce the algorithm complexity without losing the optimality.
Next, we introduce the iterative optimization (IO) protocol
to iteratively optimize the phase angle θn values. The algo-
rithmic steps of the IO protocol are given in Algorithm 2.
The first three steps in the IO protocol are the same as in
the SF protocol and the next two steps try to improve the
coherent communication gain G(θ). Thus, the IO protocol
6Algorithm 2 The IO protocol.
1: Sort transmitters based on
∑M
m=1 h
2
nm. To simplify dis-
cussion, we assume
M∑
m=1
h21m ≥ · · · ≥
M∑
m=1
h2Nm .
2: Set θ1 = 0.
3: for n = 2, · · · , N do
4: Choose θn to maximize coherent communication gain
G(θ) by n transmitters
∑M
m=1((
∑n
i=1 him cos (θi +
θim))
2 + (
∑n
i=1 him sin (θi + θim))
2)/h2sd.
5: end for
6: Set Improved = 1.
7: while Improved == 1 do
8: Set Improved = 0.
9: for n = 1, · · · , N do
10: Choose θn to maximize the coherent communication
gain G(θ) =
∑M
m=1((
∑N
i=1 him cos (θi + θim))
2 +
(
∑N
i=1 him sin (θi + θim))
2)/h2sd, where θi values,
i 6= n, are unchanged.
11: If θn is updated, set Improved = 1.
12: end for
13: end while
always achieves better performance than the SF protocol but
it has higher complexity.
The designed distributed protocols can also be imple-
mented as centralized algorithms (by assuming all information
available at one node). The performance and computational
complexity are the same for the distributed protocol and its
centralized version. However, the distributed protocol incurs
additional communication overhead (exchanging intermediate
results) that is not present in its centralized version.
For comparison purposes, we also design other protocols.
1) Random beamforming (RB) protocol. Randomly choose
θn values corresponding to no coherent communication.
2) Random target (RT) protocol. Choose θn values to
achieve phase coherence at a random receiver. If the
target receiver is m, this can be done by setting θ1 =
0, θn = θ1m − θnm for n = 2, · · · , N .
3) Best target (BT) protocol. Instead of considering M
receivers jointly, we study the coherent communication
gain achieved by N transmitters and each receiver, and
identify the the best receiver with the largest coherent
communication gain. Then we choose θn values to
achieve this gain and let all receivers participate in
coherent communications.
4) Exhaustive search (ES) protocol. Exhaustively search for
the best θn values to maximize the coherent communi-
cation gain G(θ). Given the high complexity of the ES
protocol, we implement this protocol for N ≤ 3.
The performance achieved by ES protocol, as well as the upper
bound GUB in Corollary 1, are used as benchmarks.
To evaluate the proposed protocols, we consider the follow-
ing setting. There is one data stream (K = 1) from transmitter
1 to receiver 1 and the distance between them is D. There are
TABLE I
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 1 WITH
D = 1000 AND r = 10.
(N,M) RB RT BT SF IO ES GUB
(1, 1) 1 1 1 1 1 1 1
(1, 10) 9.97 9.97 9.97 9.97 9.97 9.97 10
(3, 1) 3.04 8.98 8.98 8.98 8.98 8.98 9
(3, 10) 26.82 87.27 88.71 88.73 88.73 88.73 90
(10, 10) 99.82 840.17 909.13 909.71 910.47 - 1000
TABLE II
COHERENT BEAMFORMING PROTOCOLS.
RB Random beamforming protocol
RT Random target protocol
BT Best target protocol
SF Sequential fixing protocol
IO Iterative optimization protocol
ES Exhaustive search protocol
N − 1 additional transmitters and M − 1 additional receivers
that can participate in coherent communications. The distance
between transmitters i and 1 is no more than r and the distance
between receivers i and 1 is also no more than r. We set
D  r such that transmitters (and receivers) can collaborate
to transmit over a long distance. Channel gain is modeled by
h2 = d−2 (Channel Model 1) and phase shift is modeled by
θ = 2pi(d/λ − bd/λc), where d is the distance between a
transmitter and a receiver, and λ is the wavelength.
Table I shows the coherent communication gain results
obtained for D = 1000m, r = 10m, and λ = 0.125m
(corresponding to 2.4GHz), where full names of protocols are
listed in Table II. The RB protocol uses a random algorithm
and thus we show the average performance in 100 runs.
Two scenarios with N = 1 are used to verify the correctness
of protocol implementation. For N = 1 and M = 10, we have
GUB = 10 under the assumption that all channel gains are the
same. Since this assumption does not hold in simulation, the
ES protocol finds that the maximum coherent communication
gain G(θ) is 9.97, which is slightly less than GUB = 10. Due
to the same reason, the maximum gain G(θ) obtained by the
ES protocol for scenario (N,M) = (3, 1) or (3, 10) is slightly
less than GUB = 9 or 90.
For scenario (N,M) = (3, 1), most protocols (except the
RB protocol) find the optimal solution with the maximum
gain G(θ) = 8.98 while the RB protocol cannot. In fact,
the RB protocol is the case of non-coherent communication
and thus has the expected gain G(θ) = NM . For scenario
(N,M) = (3, 10), the SF and IO protocols can find the
optimal solution with the maximum gain G(θ) = 88.73. The
RT and BT protocols can find near-optimal solutions, while
the RB protocol finds a solution with gain G(θ) = 26.82,
which is far from the optimum.
For scenario (N,M) = (10, 10), the ES protocol cannot
find a solution due to high complexity and thus the maximum
gain is unknown. Since the IO protocol finds the best solution
(with gain G(θ) = 910.47) among all protocols and GUB =
1000, the maximum gain is within [910.47, 1000]. The BT and
SF protocols can find solutions with a gain close to the best
known gain G(θ) = 910.47. The RB protocol again cannot
find a good solution.
7TABLE III
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 2 WITH
D = 1000 AND r = 100.
(N,M) RB RT BT SF IO ES GUB
(3, 10) 34.91 36.84 41.56 42.87 43.59 43.59 90
(10, 10) 106.88 177.68 195.74 223.24 257.74 - 1000
TABLE IV
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 3 WITH
D = 1000 AND r = 100.
(N,M) RB RT BT SF IO ES GUB
(3, 10) 42.84 42.84 48.81 49.91 50.85 50.85 90
(10, 10) 110.27 186.30 202.40 229.01 266.46 - 1000
The state-of-the-art methods focus on the MISO communi-
cations, which corresponds to the case of M = 1 in Table I.
For the MISO case, the optimal solution can be achieved.
Most schemes developed in this paper, such as schemes RT to
IO in Table I, can achieve the optimal gain. For the case of
M > 1, there is no previous method and thus we develop the
ES scheme for small N and establish an upper bound GUB
for large N as the performance benchmarks.
In summary, the IO protocol always has the best perfor-
mance among all protocols and achieves the maximum gain
G(θ) when the ES protocol is applicable. The BT and SF
protocols are also viable in terms of providing near-optimal
solutions, while the RB protocol should not be used due to its
poor performance.
We obtain more results under different parameters and
channel models, when the radius r of transmitter/receiver
group is 100m and the distance D between these two groups
is 1km or 10km. We use realistic channel models:
1) Free space model (Channel Model 2): h2 = GtGrλ
2
(4pid)2 ,
where Gt and Gr are the transmitter and receiver
antenna gains, respectively.
2) Two-ray model (Channel Model 3): If d is less than
crossover distance dc, h2 is calculated by the free space
model, else h2 = GtGr(hthr)
2
d4 , where dc =
4pihthr
λ , ht
and hr are the transmitter and receiver antenna heights,
respectively.
We set Gt = Gr = 1, λ = 0.125 and ht = hr = 0.5 in
simulation and obtain results in Table III–Table VI for r =
100m and D = 1km or 10km. The column of GUB shows
the upper bound N2M . The ES protocol can only find the
optimal solution for small N , i.e., it cannot find a solution
for N = 10. Due to larger r (r = 100m), the gap from the
condition h2nm ≈ h211 for m = 1, · · · ,M and n = 1, · · · , N
in Corollary 1 is larger than the case when r = 10m. As
a result, the upper bound GUB for r = 100m obtained by
Corollary 1 is not as tight (not as close to the optimal value
by the ES protocol) as in the case when r = 10m. The IO
protocol has the largest power gain G(θ) but this gain is not
close to GUB. For N = 3, the IO protocol finds a solution
with similar performance as that achieved by the ES protocol,
which indicates that this solution is near optimal.
TABLE V
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 2 WITH
D = 10000 AND r = 100.
(N,M) RB RT BT SF IO ES GUB
(3, 10) 29.40 38.36 49.47 50.51 50.63 50.63 90
(10, 10) 101.38 228.66 295.63 295.63 321.06 - 1000
TABLE VI
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 3 WITH
D = 10000 AND r = 100.
(N,M) RB RT BT SF IO ES GUB
(3, 10) 29.66 38.69 49.89 50.94 51.06 51.06 90
(10, 10) 98.62 226.54 292.12 291.76 317.08 - 1000
VI. NETWORK FORMATION AND BEAMFORMING IN
SELF-ORGANIZING WIRELESS NETWORKS
When there are K > 1 data streams (see Fig. 4), each
with its own source-destination pair, we need to assign each
transmitter and each receiver to a source and a destination,
respectively. There are three network formation approaches.
• Approach 1: Use all nodes in the transmitter group
together for beamforming. The problem is that the
cost/overhead for synchronization and coordination for
beamforming will be very high (increasing with the
number of nodes).
• Approach 2: Remove some nodes (potentially distant
ones) from the transmitter/receiver group. The problem
is that sets of nodes to be removed for different data
streams (source-destination pairs) may be different.
• Approach 3: Dynamically group transmitters and re-
ceivers to different transmitter and receiver groups, re-
spectively, depending on the data stream requirements.
We follow Approach 3 since it selects suitable transmitters
and receivers for different data streams and accounts for
factors such as traffic backlogs at transmitters and priorities
and QoS requirements of data streams.
A. Coherent Communication Gain with Network Formation
Network formation affects the coherent communication gain
G(θ). Note that so far we used the power gain as the
performance measure for K = 1. However, when K > 1,
the power gain cannot capture the effect of interference from
other groups. Thus, we use the SIR gain as the measure. There
are K data streams, where data stream k is from transmitter
sk to receiver dk. There are N potential transmitters and M
potential receivers for each of these K data streams. The
signal amplitude A and the signal period T are the same
for all transmitters. Denote the channel gain and the phase
shift from transmitter n to receiver m as h2nm and θnm,
respectively. The signal from transmitter n to receiver m is
Ahnm sin
(
2pi
T t+ θn + θnm
)
, where transmitter n can tune
θn. Denote Tk and Rk as the set of transmitters (including
sk) and receivers (including dk) assigned to data stream k,
respectively. The total received energy for data stream k is∑
m∈Rk
∫ T
t=0
(∑
n∈Tk Ahnm sin
(
2pi
T t+ θn + θnm
))2
dt.
Theorem 3 presents the SIR gain result. The proof of
Theorem 3 is given in Appendix D.
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Fig. 4. Coherent communications for multiple data streams.
TABLE VII
NETWORK FORMATION AND COHERENT BEAMFORMING PROTOCOLS.
RRB Random network formation and random beamforming protocol
RRT Random network formation and random target protocol
RBT Random network formation and best target protocol
DRB Distance-based network formation and random beamforming protocol
DRT Distance-based network formation and random target protocol
DBT Distance-based network formation and best target protocol
Theorem 3. The SIR gain of coherent communications for
data stream k with transmitter set Tk and receiver set Rk is
Gk(T ,R,θ) =
∑n 6=k
1≤n≤K h
2
sndk
ρk(θ)
h2skdk
∑
m∈Rk
∑l 6=k
n∈Tl h
2
nm
, (3)
where T and R are sets of all Tk and Rk, respectively, and
ρk(θ) is given by
ρk(θ) =
∑
m∈Rk
(∑
n∈Tk
hnm cos (θn + θnm)
)2
+
(∑
n∈Tk
hnm sin (θn + θnm)
)2 . (4)
For the case of different transmit powers, we define An as
the signal amplitude of transmitter n and replace each Ahnm
by Anhnm. The result in Theorem 3 is changed to
Gk(T ,R,θ) =
∑n 6=k
1≤n≤K A
2
snh
2
sndk
ρk(θ)
A2skh
2
skdk
∑
m∈Rk
∑l 6=k
n∈Tl A
2
nh
2
nm
,
ρk(θ) =
∑
m∈Rk
(∑
n∈Tk
Anhnm cos (θn + θnm)
)2
+
(∑
n∈Tk
Anhnm sin (θn + θnm)
)2 .
TABLE VIII
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 2 WITH
D = 1000 AND r = 100.
(N,M) RRB RRT RBT DRB DRT DBT
(3, 10) 2.34 2.39 2.39 2.50 2.50 2.50
(10, 10) 2.98 5.74 6.74 1.31 7.94 8.31
B. Joint Beamforming and Network Formation Protocols
The joint coherent beamforming and network formation
problem can be formulated as
max f ({Gk(T ,R,θ)}k=1,2,···) (5)
subject to (3), (4)
sk ∈ Tk, dk ∈ Rk (1 ≤ k ≤ K)
Ti
⋂ Tj = ∅,Ri⋂Rj = ∅ (1 ≤ i 6= j ≤ K)
0 ≤ θn ≤ 2pi (1 ≤ n ≤ N)
variables Tk,Rk, θn .
In (5), f(·) captures the optimization objective and the trade-
off among all data streams. Different functions, e.g., minimum
or average, can be used for the function f(·). In simulation
results, we use
f ({Gk(T ,R,θ))}k=1,2,···) = min
k
{Gk(T ,R,θ))} .
The problem is to choose the optimal values of Tk,Rk
and θn according to the optimization problem (5). The joint
optimization protocol includes network formation policy and
beamforming policy. The network formation policy has a
solution with integer variables to describe the assignment a
transmitter (receiver) to one of the transmitter (receiver) set.
Such a mixed-integer optimization problem is NP-hard in
general. The complexity to obtain optimal solution is high
while a tight upper bound is not obvious. Thus, to solve this
problem, we consider two policies for network formation:
1) random network formation,
2) distance-based network formation that assigns a trans-
mitter (receiver) to the closest source (destination).
We consider three policies for beamforming within a group:
1) random beamforming,
2) random target (perform coherent beamforming towards
a random receiver),
3) best target (perform coherent beamforming towards the
best receiver).
The combination of the above policies results in 2 × 3 = 6
protocols, namely “Random network formation and Random
Beamforming” (RRB), “Random network formation and Ran-
dom Target” (RRT), “Random network formation and Best
Target” (RBT), “Distance-based network formation and Ran-
dom Beamforming” (DRB), “Distance-based network forma-
tion and Random Target” (DRT), and “Distance-based network
formation and Best Target” (DBT), respectively. We list these
protocol names in Table VII. Simulation results are shown
in Table VIII–Table XI. Table VIII shows results for channel
model 2 with distance between transmitter and receiver groups
D = 1000m and group radius r = 100m. There are K = 2
data streams. If the number of transmitters and receivers
(N,M) is (3, 10), policies DRB, DRT, and DBT can all
achieve the best performance. But if the number of transmitters
N is increased to 10, only DBT can achieve the best perfor-
mance among all policies. We obtain the same conclusion from
the other three tables that DBT achieves the best performance
among all policies, highlighting the importance of the distance
for network formation and the optimal selection of target
receiver for beamforming.
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COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 3 WITH
D = 1000 AND r = 100.
(N,M) RRB RRT RBT DRB DRT DBT
(3, 10) 2.26 2.32 2.32 2.52 2.52 2.52
(10, 10) 3.21 6.13 7.21 1.23 7.67 7.67
TABLE X
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 2 WITH
D = 10000 AND r = 100.
(N,M) RRB RRT RBT DRB DRT DBT
(3, 10) 2.45 2.51 2.51 2.87 4.04 4.04
(10, 10) 2.57 7.52 8.69 2.62 11.19 12.35
TABLE XI
COHERENT COMMUNICATION GAIN UNDER CHANNEL MODEL 3 WITH
D = 10000 AND r = 100.
(N,M) RRB RRT RBT DRB DRT DBT
(3, 10) 2.47 2.37 2.37 2.84 4.07 4.07
(10, 10) 2.60 7.24 8.31 2.89 11.20 12.38
In the above study, we focus on network formation and
coherent beamforming. We can also consider power control to
further improve system performance. That is, noting that the
signal power of one data streams is interference to other data
streams, maximum power may not be an optimal solution for
optimization problem (5). Power control problem has been
well studied for SISO links and there are many existing
solutions based on nonlinear optimization [35]–[37], game
theory [38], [39], metaheuristic [40], [41], etc. Given the
complexity of power control problem, we leave the extension
of existing SISO power control algorithms as a future work.
VII. CONCLUSION
We presented distributed coherent group communication
protocols that consist of coherent beamforming and network
formation protocols. We started with an optimization problem
for a single data stream that formulates coherent beamforming
for a given pair of transmitter group and receiver group, and
obtained a number of policies with near optimal performance
in terms of the achieved power gain at the receiver group.
We then considered the joint optimization of coherent beam-
forming and network formation for multiple data streams to
maximize the SIR gain at the receiver group for each coherent
communication group. The network formation protocol forms
multiple coherent communication groups for multiple source-
destination pairs, where each transmitter group includes a
source and each receiver group includes a destination. Then the
beamforming protocol enables transmissions of signals from
each transmitter in a group to each receiver in the correspond-
ing receiver group. The power and SIR gains achieved by our
design are higher than those in point-to-point transmissions
and bring various advantages such as improvement in commu-
nication range, power efficiency, reliability, and throughput.
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APPENDIX A – PROOF OF THEOREM 1
We first consider a receiver j. Suppose that the local time
t at transmitter i corresponds to the local time tˆ at receiver j
and the difference between local times tij = t − tˆ is a fixed
number. If transmitter i sends a signal A sin 2pitT , where A is
the amplitude and T is the carrier period, the received signal at
receiver j is Aˆ sin
(
2pit
T +
2pitij
T + θij
)
, where θij is the phase
shift on link (i, j), and the phase shift is observed as sij =
2pitij
T + θij . In this case, receiver j can simply ask transmitter
i to tune its initial phase value from 0 to −sij , i.e., transmitter
i sends a signal A sin
(
2pit
T − sij
)
. Then the received signal
becomes Aˆ sin 2pitT , i.e., with the initial phase value 0 under
the local time at receiver j. If receiver j performs the same
operation for each transmitter and each transmitter can tune
its signal as requested, phase coherence can be achieved.
APPENDIX B – PROOF OF THEOREM 2
We first analyze the received power at a receiver m under
the coherent communication scenario. We obtain
ENM (m) =
∫ T
t=0
(
N∑
n=1
Ahnm sin
(
2pi
T
t+ θn + θnm
))2
dt
= A2
∫ T
t=0
(
sin
2pit
T
N∑
n=1
hnm cos (θn + θnm)+
cos
2pit
T
N∑
n=1
hnm sin (θn + θnm)
)2
dt
= A2
(
N∑
n=1
hnm cos(θn + θnm)
)2 ∫ T
t=0
sin2
2pit
T
dt+
A2
(
N∑
n=1
hnm sin(θn + θnm)
)2 ∫ T
t=0
cos 2
2pit
T
dt+
A2
N∑
n=1
hnm cos(θn + θnm)
N∑
n=1
hnm sin(θn + θnm)
·
∫ T
t=0
2 sin
2pit
T
cos
2pit
T
dt
= A2
(
N∑
n=1
hnm cos(θn + θnm)
)2
T
2
+
A2
(
N∑
n=1
hnm sin(θn + θnm)
)2
T
2
+
A2
N∑
n=1
hnm cos(θn + θnm)
N∑
n=1
hnm sin(θn + θnm) · 0
=
A2T
2
βm(θ)
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Thus, the total received power at all receivers is
ENM =
M∑
m=1
ENM (m) =
A2T
2
M∑
m=1
βm(θ) .
Then we divide it by A
2h211T
2 to obtain G(θ).
APPENDIX C – PROOF OF COROLLARY 1
We obtain an upper bound for G(θ) as follows. We have
βm(θ)
≤ N
N∑
n=1
h2nm cos
2(θn + θnm) +N
N∑
n=1
h2nm sin
2(θn + θnm)
= N
N∑
n=1
h2nm(cos
2(θn + θnm) + sin
2(θn + θnm)) ≈ N2h211,
where the equality in ≤ holds if
cos (θ1 + θ1m) = cos (θ2 + θ2m) = · · · = cos (θN + θNm)
sin (θ1 + θ1m) = sin (θ2 + θ2m) = · · · = sin (θN + θNm) ,
and the approximation holds if
h2nm ≈ h211 m = 1, · · · ,M .
Thus, the gain at receiver m, ENM (m)/
A2h211T
2 =
A2T
2 βm(θ)/
A2h211T
2 , can be up to
1
h211
N2h211 = N
2 times if
phase coherence holds and channel gains are similar, i.e.,
θ1 + θ1m = · · · = θN + θNm
h2nm ≈ h211, n = 1, · · · , N .
Note that for coherent beamforming scenarios, the transmitters
are close to each other and receivers are close to each other
while the distance between transmitters and receivers is large.
For such a scenario, we can assume h2nm ≈ h211. If the above
two conditions hold for all receivers, the total gain by all
receivers can be up to GUB = N2M (such that G(θ) ≤ GUB
for any θ).
APPENDIX D – PROOF OF THEOREM 3
The total received energy in one period is
ETk,Rk =
A2T
2
ρk(θ) .
At the same time, transmitters for other data streams interfere
at receivers for data stream k. The interference in one period
is given by
IT ,Rk =
∑
m∈Rk
l 6=k∑
n∈Tl
A2h2nm
2
T =
A2T
2
∑
m∈Rk
l 6=k∑
n∈Tl
h2nm ,
where T is the set of all Tk. Thus, the achieved SIR is
RT ,Rk =
A2T
2 ρk(θ)
A2T
2
∑
m∈Rk
∑l 6=k
n∈Tl h
2
nm
=
ρk(θ)∑
m∈Rk
∑l 6=k
n∈Tl h
2
nm
.
If coherent communication is not applied, the received energy
in one period is given by
A2h2skdk
2 T , where h
2
skdk
is the channel
gain from the source to the destination of data stream k. The
interference in one period is
∑n 6=k
1≤n≤K
A2h2sndk
2 T . Thus, the
achieved SIR is
R{{s1},··· ,{sK}},{dk} =
A2h2skdk
2 T∑n 6=k
1≤n≤K
A2h2sndk
2 T
=
h2skdk∑n 6=k
1≤n≤K h
2
sndk
.
Based on the above two SIR values, the coherent communi-
cation gain is
Gk(T ,R,θ) = ρk(θ)∑
m∈Rk
∑l 6=k
n∈Tl h
2
nm
h2skdk∑n 6=k
1≤n≤K h
2
sndk
=
∑n 6=k
1≤n≤K h
2
sndk
ρk(θ)
h2skdk
∑
m∈Rk
∑l 6=k
n∈Tl h
2
nm
.
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