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Abstract. We begin by partitioning all real 2 X 2 orthogonal matrices into 
two forms: symmetric and asymmetric. Certain knm.~n properties of these matrices 
are stated. Properties regulating sums and products of these matrices are then 
developed. Symmetric and asymmetric plane rotations are then defined. Since all 
real orthogonal matrices can be represented as a product of plane rotations, all 
properties given previously for 2 X 2 orthogonal matrices are extended to plane 
rotations. Five tables of examples are given. 
1. Introduction. Orthogonal matrices are fundamental in the areas of linear 
models and experimental design. They are highly used in linear algebra and other 
related fields of pure and applied mathematics. 
Products of orthogonal matrices are often used to reduce matrices to upper or 
lower triangular form or to bidiagonal or tridiagonal form. Products of elementary 
reflections and plane rotations are types of orthogonal matrices which have been 
found to be particularly useful in this regard. In this paper we investigate 
plane rotations. Products of 2 X 2 orthogonal matrices are basic to this study. 
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2. !!!.!! Two £z ~ Orthogonal Matrices. One can easily verify that all real 
2 X 2 orthogonal matrices can be represented in ei tber the sflllllletric orthogonal 
form 
s(e) = [ 
cos a 
· = s(e + 2nk) sin e ] 
sin e -cos e 
or the asymmetric orthogonal form 
[ 
cos e 
A(e) = 
-sin e 
sin e] 
= A(e + 2nk) 
cos e 
where 0 s;; e < 2rT and k is any integer. 
Further, easily verified properties include:. 
Property 1 
(i) The eigenvalues of s(e) are 1 and -1. 
(ii) The eigenvalues of A(e) are cos 9 ± i sin e. 
Property 2 
(i) !s(e)! = -1 
(ii) IA(e)l = 1 
Now we are ready to state and prove properties on sums and products of 2 X 2 
orthogonal matrices. 
Property 3 
n n 
L A.S(e.) is of the form s(e) and Z ~1A(e1 ) is of the form A(e) i=l ~ ~ i=l 
, 
n 
Proof: L ~1s(e1 ) = 
1=1 
n 
L x1cos. e1 
1•1 
.. 3 -
which is of the form s(e} iff 
ll ll 
( ~ >..icos e1) 2 + ( ~ ~1sin e1) 2 = 1 
i=l 1=1 
but using ain2 e1 + cos2 ei = 1 and cos(ej - ei) =cos ej cos e1 +sin ej sin e1 
we have 
ll 
n 
~)..~ + LL)..i)..j cos(ej- e1 ) = 1. 
1=1 i:fj 
The proof for t )..iA(91 ) is nearly identical. 
i=l 
In the special case of Property 3 where e i = e for all i 
ll L )..~ + LL )..i)..j cos(e3 - ei) = 1 
i=l ifj 
reduces to 
or 
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so that 
n 
LAis(e) = * s(e) 
i=l 
n L A1A(e) = :1: A( e) 
1=1 
which are the obvious results. 
Property 4 
n n 
(i) TT A(ei) =A( Lei)= A(cp) 
i=l 1=1 
n 
where l: ei = cp + 2nk "and 0 s cp < 2rT 
i=1 
n 
(i1) JT s(ei) = 
1=1 
S(a) = S(¢) 
A(a) = A(¢) 
ifn=2k+l 
ifn=2k 
n . 
where a = l: (-l)n-i ei = ¢ + 2nk. and 0 s ¢ < 2n 
i=l 
Proof: For 0 s: el, e2 < ·2rT we have 
sine·] 2' 
cos e2 
s1n(e + e ) l 1 2 
= A(e + e ) = A(a ) 
cos{e + e ) 1 2 1 l 2 
, - 5 .. 
where e1 + e2 • a:1 + 2nk and 0 s; a:1 < 2n. Consequently, repeating we have 
n n 
JT A(t\) .. A( L e1) = A(cp) 
1=1 1=1 
n 
where r. e 1 = cp + 2nk and 0 s; cp < 2rr • 
i=l 
Now 
and 
sin(e2 -
cos(e2 -
sin e2 J1 
-cos e2 
e ) ] 1 = A(e -
e ) 2 
1 
sin(e1 + e2) l 11 
= s( e + e ):t • 
-cos(e + e ) J 1 2 1 2 
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So if n is odd 
n 
JT s(ei) = s(e1)A(e3 - e2)A(e5 - e1;:> ••• A(en - en_1) 
i=l 
= s(e - e + e )A(e - e4) ··· A(e - e 1 ) 1 2 3 5 · ~~n n-
= •• ' = s(e - e + e ••• e ) = s(a) = s(¢). 1 2 3 n 
If n is even 
n 
JT s(e1) = A(e2 - e1)A(e4 - e3)A(e6 - e5) • • • A( en - en_1) 
i=l 
= ••• = A(a) =A(¢) 
n 
where a = ~ (-l)n-ie and a = ¢ + 2rrk where 0 ~ ¢ < 2rr. 
i=l i 
Corollary to Property 4 
(i) s(e1)s(e2) = A(e2 - e1) 
(ii) s(e1 )A(e2) = s(e1 + e2) 
(iii) A(e1)s(e2) = s(e2 - e1) 
(iv) A(e1 )A(e2) = A(e1 + e2) 
Proof: Proved in proof of Property 4. 
In view of Property 4, one could equivalently call s(e)[A(e)] the odd [even] 
product form of 2 X 2 orthogonal matrices. 
In this paper a p X p matrix R will be called an elementary reflector (ER) if 
R can be written as 
, 
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R =I- 2x(x'x)-1x' (or I- 2ww') 
where x is a non-zero p x 1 vector of real components (and w = x/llxll). (See [1], 
pages 139-144i [2], pages 230-244; [3], pages 48-50.) Also, for w = (sin ~2, 
-cos ~/2) we have 
s(e) = I - 2ww' 
so s(e) is an elementary reflector {Householder matrix) and all 2 X 2 elementary 
reflectors are of the form s(e). Consequently, the set of 2 X 2 elementary re-
flectors is identical to the set of 2 X 2 symmetric orthogonal matrices. 
3· Symmetric ~ As~etric Plane Rotations. A symmetric plane rotation is 
merely a m::>difica.tion of the identity matrix by replacing certain elements by the 
elements of a symmetric 2 X 2 orthogonal matrix (an elementary reflector or House-
holder ma.trix). Thus we will denote a symmetric plane rotation by 
1 j n 
1 
• 
• ~ • 
1 
i • • cos e sin e 
1 
r8(e) = In(ei,j) = • s . 1 
j . . . . sin e -cos e 
1 
r--, 
I 
J 
n • 1 
" Similarly, an asymmetric plane rotation is merely a m::>dification of the 
identity matrix by replacing certain elements by the elements of an asymmetric 
2 X 2 orthogonal matrix. Consequently, we will denote an asymmetric plane rotation 
by 
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' 
1 J n 
~' '" 1 • 
• !'""'\ 
• v 
. 1 
i . . cos e sin e 
1 
In(ei,j) • IA (e) = = • A • 1 
j . . • • -sin e cos e 
1 
• /"'"'. 
._J' 
. 
' 
n 1 
Equations (43.1) and (43.2) on.page ,47 of reference [3] is a type of elementary 
unitary matrix which is a generalization of symmetric and asymmetric plane rotations 
to include complex elements. Equations (43.3) and (43.4) on the same page of this 
reference also define a generalization of asymmetric plane rotations to include 
complex elements. 
The term plane rotation will be used as a general term to refer to a matrix 
of either the symmetric or asymmetric type. B.y convention, the dimension will be 
n and i < j throughout. The superscripts i and j denote the index pair for which 
rotation or rotation and reflection occur. When absent, the dimension n and the 
index pair (i,j) is implied •. The real argument e refers to. the angle of rotation 
when we are concerned with asymmetric matrices and the angle of rotation before or 
after reflection in the case of symmetric matrices. If several arguments appear 
this implies a new, possibly different, angle of rotation (or angle of rotation 
before or after reflection) for each index pair provided all indices are distinct. 
In particular let us extend our notation to: 
Definition. Let B = (B1, ···, ~)be ann tuple of letters chosen from the 
set (s,A} and let r 1, r 2, ... r2k be distinct integers between 1 and n inclusive, 
, 
then 
••• 
' 
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If all the components of ! are of the same letter type, we shall use the abbrevi-
ated convention ot placing onlY the letter type itself as subscript. Thus, for 
example, 
Plane rotations can be used to reduce an n X p rectangular matrix to an 
upper triangular matrix using approximately 2p(p + 1) multiplications per row. 
This method is most advantageous in the case of the availability of minimal com-
puter storage since space need be allocated for only one row of the matrix at a 
time. 
Properties l through 4 can be modified to deal with these matrices as 
follows: 
Property 1' 
(i) The eigenvalues of I 8(e) are n - 1 one's and one negative one. 
(ii) The eigenvalues of IA(e) are n - 2 one's and cos e + i sin e and :tts 
conjugate. 
Property 2' 
(i) II8(e)f = -1 
( ii) rIA (e) I = 1 
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Property 3' 
and 
m m 
E Xki8(ek) is of the form I 8(e) and E \IA(ek) if of the form IA(e) iff 
k=l k=l 
(1) m .E X = l 
k=l k 
Proof: It follows easily upon reviewing the proof of Property 3 and the definitions 
Property 311 
If either \ > 0 for k - 1, • • •, m or \ < 0 for k = 1, • • • 1 m, then 
m m 
.E ~ki3(ek) is of the form I 8(e) and .E XkiA(ek) is of the form IA(e) iff 
k~ . ~1 
and 
m 
(i I) r. A = 1 
k=l k 
(ii '.,) ek = e for all k. 
Proof: From Property 3', when no conditions are imposed on the Ak's, 
m m 
E Aki8(ek) is of the form I8(e) and .E >.kiA(ek) is of the form IA(e) iff 
~1 ~1 
m 
(i) .E \. ... 1 
k=l 
and 
., 
- ll--
Upon squaring both sides of (i), we have 
Consequently, if (i) and (ii) are to be consistent, we must have 
But under the more restrictive hypotheses of Property 3", we also have the con-
dition that either >..k > 0 tor all k or \ < 0 for all k. Since the products \?· t 
(k f t) are al'\-lays nonnegative under this condition, '\-le Illllst have that 
for all t r k. But since o :s: ek, e t < 2rr, this implies that all the ek 's are equal. 
Consequently, under the restricted conditions of Property 3", (1) and (ii) reduce 
to 
and 
m 
(1') l: >.. = 1 
k=l k 
(ii') ek = e for all k. 
... 12 .. 
Property 4 • 
n n 
( 1) .1 I A ( e 1) = I A ( L e £) = I A( co) 
J..=l .IFl 
n 
where E e t = cp + 2nk and 0 s: cp < 2rr 
£.=1 
(ii) 
n 
r1 I (e ) = il s £ 
.2.=1 
I 8 (a) = I 8 (¢) 
IA (a) = IA (¢) 
1fn=2k+l 
1fn=2k 
n 
where a= E (-l)n-tet = ¢ + 2nk and o s: ¢.< 2rr 
b=l 
Corollary to Property 4' 
(i) I 8(a1)I8(e2) = IA(e2 - e1) 
(ii) I 8(e1 )IA(e2) = I8(e1 + e2) 
(iii) IA(e1)r8(e2) = r8(e2 - e1) 
{iv) IA(e1 )IA(e2 ) = IA(e1 + e2) 
It should also be noted that the product of two plane rotations whose indices 
match exactly once will produce a matrix which is a modification of the identity 
matrix by repla.cing certain elements with the elements of a 3 x 3 orthogonal 
matrix. For exa.q>le, for j < j' 
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i 
1 
• 1 
1 ••• cos e1 cos e2 
1 
j ... 
j I • • • Sin e2 
n 
j 
. 1 
-cos el 
0 
1 
j I 
sin e1 
• 1 
-cos e2 
n 
sin e2 
1 
. l 
Continuing in this way, a product of plane rotations with the appropriate 
matching indices can produce any orthogonal matrix. 
gj To make the matrix m:>re appealing to the eye, only the non-zero elements of 
this matrix are explicitly given in the array. 
EXAMPlES 
~: In all of the following examples, S can be replaced by IS and A by IA so as 
to extend each from 2 x 2 orthogonal matrices to plane rotations. Replacing e 
with -e in either s(e) or A(e) has the effect ot changing the off-diagonal signs; 
replacing a by n - e has the effect of changing the diagonal signs. Also S(n + e) 
= .s(e) and A(n + e) = -A(e). 
I. SIMME'l.'IUC BY SIMMETRIC 
s(e)s(e) = A(o) = I 
s(e)s(.e) = A(-29) 
s{-e)s(e) = A(2e) 
s(e)s(n - e) = A(n - 29) 
s{n - e)s(e) = A(2e - n) 
s(-e)s(n - e) = A(n) = -I 
s(n - e)s{-e) = A(-n) = -I 
In general, we have 
r. 
s(e1)s(e2) = s(-e2)s(-e1) = A(e2 - e1) 
s(e2)s{e1)·= A(e1 - e2). 
·-
Thus, s{e1)s(e2) F s(e2)s(e1) and multiplication of 2 x 2 symmetric orthogonal 
matrices by 2 X 2 symmetric orthogonal matrices is not commutative. 
II. ASYMMETRIC BY ASYMMETRIC 
A(S)A(e) = A(29) 
A(-e)A(-e) = A(n - e)A(n - e) = A(-29) 
A(S)A(-e) = A(-9)A{e) = A(O) = I 
A(S)A(n - e) = .A(n - S)A{.EJ'J : A(n) = -I 
A(-e)A(n - e) = A(n - S)A(-e) = A(n - 29) 
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In general, we have 
A(e1)A(e2) • A(e2)A(e1) = A(e1 + e2). 
Thus, multiplication of 2 X 2 asymmetric orthogonal matrices by 2 X 2 
asymmetric orthogonal matrices is coiDI!Iltati ve. 
III. SYMMETRIC BY ASlMMETRIC 
8(e)A(e) = A(-e)8(e) = 8(2e) 
8(-e)A(-e) = A(e)s(-e) = 8(n - e)A(n - e) = 8(-2e) 
A(e)8(e) = 8(9)A(-e) = 8(-e)A(e) = A(-e)8(-e) = A(n - e)8(n - e) = 8(0) 
= [; -~ 
8(9)A(n - e) = A{n - e)8(-e) = 8(n - e)A(e) = A(-e)s(n - e) = s(-n) = s(n) 
s( -e )A(n - e) = s(n - e )A( -e) = A( e )s(n - e) = s(n - 2e) 
A(n - 9)8(e) = 8(26 - n) 
In general, we have 
= c-~ ~J 
Thus, multiplication of 2 X 2 orthogonal matrices, one of which is symmetric 
and the other asymmetric, is not a commutative operation. 
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IV. SPECIAL MATRICES 
Iet s ... s( e) and A = A( e) • 1 
s = s3 = s5 = ••• = s2k+l = ••• 
2 4 6 2k I= A(O) = S = S = 8 = ••• = S = ••• 
A'at = A(ate) = A(a) where 2lt9 = a + 2n1t and 0 s a < 2rr 
s(-e)s(e) s(-e)s(e) ••• 8(-e)s(e) ... A(26)A(2e) ••• A(2e) = A(2ne) =A(¢) 
where 2ne = ¢ + 2nlt and 0 s ¢ <; 2rT. 
s(e) = [ co89 
sin e 
s(-e) = ( cos e 
-sin e 
s(rr - e) =(-cos e 
sin e 
s(n + e) =[-cos e 
-sixi·e 
__ [ sin e 
s(rr/2 - e) 
cos e 
[
-sin e 
s(rr/2 + e) = 
cos e 
am a] 
-cos e 
-sm a] 
-cos e 
sm e] 
= -s(-e) 
cos e 
-sm e] 
= -s(e) 
cos e 
cos e J-
-s1n e 
cos e ] 
sin e 
-sin e 
s ( 3TT/ 2 - e ) = [ ~ 
-cos e 
S(3rr/2 + e) = [ sin e 
-cos e 
A( e) [ 
cos e 
· = -,~in e 
cos e 
A(-e) = 
sin e 
A(TT - e) = [-cos e 
-sin e 
A(rr + e) [
-cos e 
.=_ ·sin e 
A(TT/2 - 9) [ 
sin e 
= "fCOS S . 
A ( TT/ 2 + 9) = . . -[
-sin e 
-cos e 
l--sin e A(3TT/2 - e) = 
cos e 
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? .. 
'~·~-J~·- 9 l = -s( TT/ 2 - e) 
sin e 
... 
-cos e J-
= -S(TT/2 + 9) 
-sin e 
sin e ] 
cos e 
-sin e ] 
cos e 
sin e J-
= -A(-e) 
-cos e 
-sin e ] 
. . = -A( e) 
-cos e 
cos e ] 
sin e 
cos e ] 
-sin e . 
-cos e ] = -A(TT/2 - e) 
-sin e 
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A(31T/2 + e) • [ 
sin e -cos e 
] = -A ( n/ 2 + e ) 
V. OTHER EXAMPLES 
I4( 92,3)I4( 62,4) 
s s 
cos e 
1 0 0 
= 
0 cos e sin e 
o -sin e cos e 
0 0 0 
1 0 
0 cos2 e 
o -sin e cos e 
0 -sin e 
sin e 
1 0 0 0 
o cos e 0 sin e 
0 0 1 0 
0 
0 
0 
1 0 -sin e 0 cos 9 
0 0 
sin e sin e cos e 
cos e -sin2 e 
0 cos e 
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