Introduction
Alzheimer's disease (AD) is a neurodegenerative disorder characterized by dementia and cognitive decline [7] . Mild cognitive impairment (MCI) is an intermediate disease stage before the onset of early AD, and subjects with MCI are of high risk developing AD [68] . Various studies describe AD as a disconnection syndrome, due to observed alterations in functional and structural connectivity of brain regions [1, 21, 38] , and it has been demonstrated that patients with MCI and AD have alteration in functional, regional, and whole brain connectivity [71, 73, 81, 99] .
Recently, resting-state functional magnetic resonance imaging (rs-fMRI) has been widely used to study MCI and AD [2, 4, 5, 14, 38, 55, 58, 71, 81, 88, 89, 98] . Many studies analyze rs-fMRI data by calculating the Pearson's correlation coefficient to define the functional connectivity of brain regions. Since functional connectivity provides no information about directional interactions between the brain networks, it has been suggested that effective connectivity, which reveals the direction of information flow between different brain regions, may provide new insights into the underlying neuronal alterations in MCI and AD [23] .
Previous studies employed the effective connectivity using multivariate Granger causality to investigate alterations in brain networks in MCI and AD [30, 57, 61, 63, 93] . Miao et al. [63] investigated the causal interactions between nodes in default mode network (DMN) and reported disruption in causal interaction between medial prefrontal cortex (mPFC) and inferior parietal cortex (IPC) with other nodes in the DMN. In another study, Liu et al. [61] found that causal interactions among resting state networks (RSNs) decreased in patients with AD as compared to healthy controls. They also found that the causal interactions between the default mode network and auditory network were weaker in patients with AD, but the causal interactions between the executive control network and the memory network were stronger in these patients. Wen et al. investigated the causal interactions between eight core regions in DMN and found decreased Granger causal influence in mPFC [93] . Liang et al. [57] concentrated on effective connectivity of four important RSNs, i.e. DMN, hippocampal cortical memory network, dorsal attention network, and frontoparietal control network, in amnestic MCI (aMCI) patients. They found that the causal interactions between different areas in four RSNs were significantly altered in aMCI patients as compared to healthy controls. They observed both increases and decreases in the causal interactions between different areas in aMCI patients, and suggested coexistence of causal compensation and disconnection in these patients. Overall, previous studies have provided some evidence that the Granger causality analysis of rs-fMRI data has value in MCI and AD applications. However, the number of these studies is relatively small and their results are not consistent. To address this, we investigated efficacy of the Granger causality analysis to identify alteration of the brain network in patients with MCI and AD.
To date, several studies have employed machine learning approaches for automatic identification of patients with MCI and AD [15, 19] , and some also performed classification of these patients using undirected graph measures [45, 46, [48] [49] [50] 56, 87, 91] . Undirected graph measures may not be able to adequately characterize the information flow among the regions within the brain network.
In the current study, we employed the Granger causality to account for directional interactions between brain regions. To the best of our knowledge, there is no study to use directed graph measures for identification of MCI and AD. The main goal of the current study was to develop and evaluate an accurate and automated method for classification of AD, MCI, and healthy control (HC) using directed graph measures.
Materials and methods

Patients
The rs-fMRI data of 34 patients with AD (average age 72.5 years, 18 female), 89 patients with MCI (average age 71.8 years, 46 female), and 45 HC subjects (average age 75.9 years, 26 female) were analyzed in this study (Table 1 ). All subjects were selected from the Alzheimer's disease neuroimaging initiative (ADNI) database. 2 Patients with AD had a Mini-Mental State Examination (MMSE) score of 14-26, a Clinical Dementia Rating (CDR) of 0.5 or 1.0, and met the National Institute of Neurological and Communicative Disorders and Stroke and the Alzheimer's Disease and Related Disorders Association (NINCDS/ADRDA) criteria for probable AD. Patients with MCI had MMSE scores between 24 and 30, a memory complaint, objective memory loss measured by education adjusted scores on Wechsler Memory Scale Logical Memory II, a CDR of 0.5, absence of significant levels of impairment in other cognitive domains, essentially preserved activities of daily living, and an absence of dementia. The HC subjects were non-depressed, non-MCI, non-demented, and had a MMSE score of 24-30 and a CDR of 0.
Data acquisition and preprocessing
Functional and structural MRI data were collected according to the ADNI acquisition protocol using three tesla (3T) scanner [44] . The rs-fMRI data in each subject consisted of 140 functional volumes and acquired with following parameters: repetition time (TR) = 3000 ms; echo time (TE) = 30 ms; flip angle = 80 • ; slice thickness = 3.313 mm; and 48 slices. Preprocessing of rs-fMRI data were detailed elsewhere [48] . Briefly, the preprocessing steps were as follows: leaving the first few volumes (7 vol) of the functional images for signal equilibrium and participant's adaptation to the circumstances; slice-timing correction to the last slice; realignment for head movement compensation by using a six-parameter rigidbody spatial transformation [33] ; normalization to the Montreal Neurological Institute (MNI) space; resampling to 3-mm isotropic voxels; detrending; smoothing using a Gaussian filter with full width at half maximum (FWHM) of 4 mm; and band-pass filtering (0.01-0.08 Hz). During the realignment step, four subjects (two normal, one MCI, and one AD) exhibited excessive head motion and were excluded from further analysis. The whole-brain signal was removed by a multiple linear regression analysis [29, 31, 37] to reduce the effect of the physiological artifacts. To reduce the effects of motion and non-neuronal blood oxygen level-dependent (BOLD) fluctuations, head motion as well as the cerebrospinal fluid (CSF) and white matter signals were removed as nuisance covariates [29, 47] . Preprocessing of rs-fMRI data was carried out using the Data Processing Assistant for Resting-State fMRI (DPARSF) toolbox [16] and the SPM5 package (http://www.fil.ion.ucl.ac.uk/spm).
Brain network analysis
The 264 putative functional area atlas [70] was employed to parcellate the brain. These areas were formed by applying two methods of meta-analytic and functional connectivity mapping to the rs- 2 Data used in the preparation of this article were obtained from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer's disease (AD). For up-to-date information, see www.adni-info.org. fMRI data [70] . The time series of voxels within each of 264 regions of interest (ROIs) were averaged to generate a representative signal for each ROI. We also used the automated anatomical atlas (AAL) parcellation [83] , which is widely used in neuroimaging research. We averaged signals in each of the 90 ROIs of AAL atlas and 90 time series for each subject were obtained. To construct a directed brain network, connectivity among ROIs were calculated using the Granger causality analysis. Multivariate Granger causality coefficients of each pair of ROIs were calculated using mvgc toolbox [79] . Bivariate Granger causality of two time series X 1 (t) and X 2 (t) can be formulated by an autoregressive model:
where p is the model order, i.e. the maximum number of lagged samples, A ij are coefficients of model, and E 1 (t) and E 2 (t) are the prediction residual errors. If inclusion of X 2 in the first equation improves prediction of X 1 by reducing the variance of E 1 , then it is said that X 2 causes X 1 , and vice versa [36] . Multivariate Granger causality is a generalization of the above bivariate model by including more than two variables in a multivariate autoregressive (MVAR) model [35] . It is noteworthy that a challenging issue in MVAR model is to find correct model order. If the model order is too low, the model cannot capture the essential dynamics of the data and accuracy of the prediction will be low. If the model order is too high, the model over-fits noise and unwanted signals, the generality of model decreases, and instabilities occur. Several criteria, such as Bayesian information criteria (BIC) [77] and Akaike information criterion (AIC) [92] , have been proposed for calculating an optimal model order. We used the BIC to estimate the model order of a MVAR with 264 variables in the current study. To model causal interactions among the rs-fMRI time series of ROIs, A directed graph with 264 nodes were constructed for each subject. For further analysis, we converted the directed graphs to sparse ones by thresholding the graph at an optimal threshold value [24] . We found an optimal value for threshold by maximizing the global cost efficiency [48] . The binary directed connectivity matrix for each subject was calculated by thresholding the connectivity matrix and setting its diagonal elements to zero. It is noteworthy that some nodes may be disconnected after thresholding that causes difficulties in calculation of some graph measures, e.g. characteristic path length. To overcome this problem, we preserved the connecting edge between two disconnected regions even if its weight is below the threshold value. Adding edges in some subjects leads to different number of edges in them. To ensure that graphs in all subjects had the same number of edges after thresholding, we eliminated one edge per two disconnected regions in a graph. When we added a connecting edge to connect a disconnected sub-graph, we then eliminated one edge from the original graph to preserve the same number of edges in all subjects. We had 264 nodes and 69,432 (264*263) directed edges. 11,803 directed edges were retained after thresholding at 17%. If we had, for example, one disconnected sub-graph in a subject, we would add one edge to connect this sub-graph to the main graph. Consequently, we had 11,804 edges in this subject, one edge more than other subjects. To correct this problem, we first eliminated the edge with the lowest weight from 11,803 edges and then added one connecting edge. In the same manner, if we had n disconnected sub-graphs, we would eliminate n edges with the lowest weight from the original 11,803 edges and then add n connecting edges.
Computation of graph measures
The binary directed connectivity matrix for each subject was used to calculate the following graph measures: degree (in-degree and out-degree), betweenness centrality [51] , flow coefficient [43] , local efficiency [54] , K-coreness centrality [39] , pagerank centrality [9] , node strength, clustering coefficient [28] , global efficiency [54] , characteristic path length [75, 90] , range coefficient [90] , transitivity [28] , and assortativity [65] . It is noteworthy that some of these graph measures are global, i.e. they have one value in each subject, and some of them are local measures, i.e. they have one value for each brain region in each subject. Global measures were clustering coefficient, global efficiency, characteristic path length, range coefficient, transitivity, and assortativity. All graph measures were calculated using Brain Connectivity Toolbox (BCT) [74] .
Feature selection and classification
A feature vector, with a large amount of features, was generated based on the local and global graph measures. Dealing with large size feature vectors is challenging, and feature selection is an essential stage in the classification algorithm. High dimensionality of feature space increases the complexity of the model and results in increased training and testing time, and redundancy in features degrades the performance of model estimation. Here, a combination of filter and wrapper feature selection algorithms were used to select optimal features. First, a filter feature selection algorithm, i.e. Fisher algorithm [27] , was used to sort all features based on their individual discrimination ability. Then the first half of the best features with the highest discrimination ability was selected and the wrapper feature selection algorithm was applied to them. The wrapper algorithm was implemented using the forward sequential feature selection (FSFS) method and 10 fold cross-validation.
An optimal subset of features was selected using supervised classifiers. Different supervised classifiers, including support vector machine (SVM) and naïve Bayes classifier, have been used in neuroimaging literature. We examined these classifiers and most appropriate for our study was the naïve Bayes classifier. The naïve Bayes classifier assumes that features are conditionally independent within each class. This assumption simplifies the training step because the density can be calculated individually for each feature. The naïve Bayes classifier has been shown to be remarkably successful in practice, though its independence assumption is unrealistic [25, 41, 64, 72] . Surprisingly effective performance of the naïve Bayes classifier despite its unrealistic independence assumption may be related to the fact that it regularly allocates maximum probability to the correct class even if its probability estimates are imprecise [72] . A ten-fold cross validation strategy was employed for robust classification. The performance of classification was evaluated using accuracy, sensitivity, specificity, and positive predictivity measures.
Overall procedure
The overall procedure of this study is shown in Fig. 1 . The main procedural steps are related to automatic classification of AD, MCI and HC groups, and are depicted by vertical arrows in Fig. 1 . Subprocedures, were performed to identify alterations of the brain networks in MCI and AD, are linked by horizontal arrows in Fig. 1 . As shown in Fig. 1 , after preprocessing of rs-fMRI data, a functional area atlas was used to parcellate the brain to 264 nodes. Directed connections corresponding to each pair of 264 areas were calculated using the Granger causality analysis and used as the graph edges. Consequently, a dense directed connectivity matrix was constructed for each subject. Previous studies have shown that graph measures are threshold-dependent and the values of graph measures may vary in different threshold values [34] . Based on methods described in Section 2.3, the dense directed connectivity matrix was converted to sparse matrix using an optimal proportional threshold value of 0.17, by retaining only 17% of the strongest edges (Fig. 2) . As mentioned in Section 2.3, we found an optimal value for threshold (17%) by maximizing the global cost efficiency. It was shown that maximizing the global cost efficiency is a robust method for finding an optimal value for threshold [24, 48] . Following this, 11 directed local graph measures and 10 directed global graph measures were calculated based on the sparse directed connectivity matrix. A combination of filter and wrapper feature selection algorithms were used to select an optimal subset of features from the original 2914 features, i.e. 264 × 11 local and 10 global features [48] . In the first step, a filter feature selection algorithm, i.e. Fisher algorithm, was used to sort 2914 features based on their individual discrimination ability. It is noteworthy that the filter feature selection algorithm does not need a cross-validation. In the next step, top 50% of features with highest Fisher score were selected and the wrapper feature selection algorithm was applied to them. The wrapper algorithm was implemented using the forward sequential feature selection (FSFS) method and 10-fold cross validation.
Hub nodes in the brain are important regions that play a central role in overall organization of the brain network [84] . Reorganization of the brain networks in patients with MCI and AD may eliminate or add some hub nodes to the network. We used degree of nodes (in-degree and out-degree) to identify the hub nodes in this study [12, 61] . Nodes with a degree of two standard deviation higher than the mean of degree of all nodes were identified as hub nodes. Since the graph measures are threshold-dependent, we calculated the degree of nodes by varying the threshold in a range from 0.1 to 0.3 with a step of 0.01. For each value of threshold, the degree of nodes was calculated, and then hub nodes were identified. At the end of analysis, percentage of identification of a node as a hub node in different threshold values was calculated.
To understand alterations of the brain networks in patients with MCI and AD, another sub-procedure, based on the optimal subset of features, was performed. We selected features with high discriminative ability in identification of MCI and AD, and then identified the corresponding brain areas related to those features. These areas are expected to be the most affected cortical regions in patients with MCI and AD.
Results
Results of this study can be divided into two parts. In the first part (Section 3.1), we present results of an efficient algorithm for discrimination of patients with MCI and AD from HC subjects. The proposed algorithm used an optimal subset of features, which were extracted from the directed graph measures. In the second part (SVM), and naïve Bayes, have been used in different neuroimaging applications. We examined performance of these classifiers for discrimination of patients with AD and MCI from HC subjects. The best performance was achieved using the naïve Bayes classifier. Performance of two best classifiers, i.e. naïve Bayes and SVM with radial base function (RBF) kernel, were compared using ten-fold cross validation strategy ( Table 2 ). The naïve Bayes classifier outperformed the SVM classifier in all of the performance metrics and achieved a high accuracy of 93.3%. It is noteworthy that the naïve Bayes classifier provided 100% sensitivity in identification of MCI, i.e. all of patients with MCI were correctly classified. In addition, specificity of the naïve Bayes classifier in identification of AD and HC was 100%, i.e. there was no false positive in prediction of AD and HC.
Discrimination of MCI from HC is more difficult in comparison to classification of AD from HC. Several studies reported that they achieved good performance in discrimination of AD from HC [18, 52] , however, other studies have reported no significant difference between MCI and HC groups, or achieved a low performance in discrimination of these groups [18, 53] . We investigated performance of classification of each pair of groups (i.e. HC vs. MCI, HC vs. AD, and MCI vs. AD) using the receiver operating characteristic (ROC) curves (Fig. 3) . Area under the ROC curve (AUC) was calculated as a performance measure for each binary classification. The value of AUC for HC vs. MCI, MCI vs. AD, and HC vs. AD classification was 0.93, 0.90, and 0.94, respectively.
To investigate the discrimination ability of graph measures, we performed classification using only one graph measure and reported the results in Table 3 . The best performance of individual graph measures was achieved using the betweenness centrality measure with 79.4% accuracy, followed by the pagerank centrality with 76.8% accuracy. We found that performance of the global graph measures was lower than that of the local graph measures. This finding is not surprising, because a global measure has only one feature per subject while a local graph measure has 264 features per subject. Nevertheless, accuracies of the global graph measures, which were approximately 50%, were still above the chance level (33.3%) for a three group classification. Assortativity related features were among the top global graph measures. Assortativity of a network represents tendency of its nodes to connect to others with similar degree (in-degree or out-degree). While no single graph measure achieved high accuracy in classification of AD, MCI, and HC, integration of all graph measures provided an accuracy of 93.3%. This result indicates that using one graph measure alone may not be sufficient to describe all aspects of the alterations in the brain networks of patients with MCI and AD. It is noteworthy that classification by integrating all graph measures was based on 340 optimal subset of original 2914 features.
Since the AAL atlas has been widely used in various rs-fMRI applications, we compared performance of this atlas and 264 putative functional area atlas ( Table 4 ). The classification accuracy using the AAL and 264 putative functional area atlases was 79.9% and 93.3%, respectively. Performance of classification using AAL was degraded drastically in identification of AD where only 18 out of 33 patients with AD were classified correctly. In fact, the AAL and 264 putative functional area atlases achieved sensitivity of 54.5% and 81.8% in classification of AD, respectively. While identification of MCIs based on the 264 putative functional area atlas achieved 100% sensitivity, sensitivity of the AAL atlas was 88.6%.
The top 20 features corresponding to seven graph measures with maximum discrimination ability are listed in Table 5 . Six graph measures were associated with two regions (left middle temporal gyrus and right medial superior frontal gyrus) in the DMN; four graph measures were associated with the left supplementary motor area (SMA) in the ventral attention network; three graph measures were associated with left inferior parietal gyrus and right superior parietal gyrus in the dorsal attention network; two graph measures were associated with each of the right postcentral gyrus, left superior occipital gyrus, and right inferior temporal gyrus; one graph measure, i.e. in-degree, was associated with the left rolandic operculum. Some regions have more than one associated graph 
Identifying hub nodes
As described in Section 2.6, we identified hub nodes in three groups of subjects, i.e. AD, MCI, and HC. Tables 6 and 7 list the indegree and out-degree hub nodes for three groups, respectively. Fig. 4 shows the hub nodes of each group in the brain surface. As listed in Table 6 , some hub nodes are common between three groups, namely ROIs 15, 76, 118, 233, and 256 which correspond to right parahippocampal gyrus, right insular cortex, left precuneus, left thalamus, and right precuneus, respectively. More importantly, some hub nodes are present only in HC group and they are missing in AD or MCI groups. These hub nodes are within the left parahippocampal gyrus and right inferior temporal gyrus. There are also some regions that were hub nodes in MCI and AD but not in HC. These regions were within the right calcarine fissure and right inferior parietal gyrus. Table 7 lists the hub nodes corresponding to the out-degree which are common in three groups.
Discussion
The main object of this study was to develop and evaluate an accurate method for automatic classification of AD, MCI, and HC based on rs-fMRI directed brain network analysis. Since MCI is an intermediate state between HC and AD, alterations of the brain network in patients with MCI as compared to either patients with AD or HC subjects may be relatively subtle, and thus achieving a high performance in discrimination of three groups is a challenging problem. We used various directed graph measures to investigate different aspects of the brain network integration, segregation, and centrality. Using these measures, we were able to identify differences between the brain networks of AD, MCI, and HC. The proposed algorithm in this study achieved an accuracy of 93.3% in discrimination of three groups (Table 2 ). An important factor in achieving this high discrimination accuracy was our consideration of the direction of connections of the brain network, calculated based on the Granger causality analysis.
Recently, we used graph measures calculated based on the undirected brain network, classified patients with MCI and AD from HC subjects, and achieved an accuracy of 88.4% [48] , which is lower than the accuracy of the current study. The proposed method in the current study had specificity of 100% in identifying HC and AD and also sensitivity of 100% in identifying MCI (Tables 2 and 4) . This means that the proposed method had 100% accuracy in identifying patients with MCI, and none of these patients was classified as either HC or AD. In addition, none of the patients with AD was classified as healthy controls and none of the healthy controls was classified as AD (Table 4) . Furthermore, none of the patients with AD or MCI was classified as HC, and thus the proposed method had a false negative of zero in identifying patients with MCI or AD. This is a key feature of the proposed algorithm since classifying patients as healthy subject is a crucial limitation of an automatic diagnostic algorithm in clinical applications.
In our previous study for classification of AD, MCI, and HC using undirected graph measures [48] , we found that the SVM and naïve Bayes classifier outperformed other classifiers. We also found that SVM outperformed the naïve Bayes classifier. In the current study for classification of AD, MCI, and HC using directed graph measures, our results revealed that the naïve Bayes classifier outperformed SVM in terms of accuracy, sensitivity, specificity, and positive predictivity. It is noteworthy that the naïve Bayes classifier has a clear advantage over the SVM with regard to the processing time.
Our results showed that the centrality graph measures (betweenness centrality and pagerank centrality) achieved best performance when used as a single feature for discrimination of three groups (Table 3 ). In fact, accuracy of classification of AD, MCI, and HC using only pagerank centrality or betweenness centrality resulted in 76.8% and 79.4%, respectively. Our results are in agreement with previous studies, [78] , showing significant alteration of the betweenness centrality or pagerank centrality in patients with MCI and AD. In addition, some other studies, e.g. [6] , reported that the eigenvector centrality, which is a variant of pagerank centrality, was a high discriminative feature in classification of patients with AD.
Classification performance of two parcellation approaches for defining nodes of the graph, i.e. the AAL and 264 putative functional areas atlases, is compared in Table 4 . The accuracy of classification using the AAL atlas and the 264 putative functional areas atlas were 79.9% and 93.3%, respectively. The lower performance of the AAL atlas may be related to the fact that it parcels the brain based on an anatomical approach, which may not correspond to the functional brain organization. On the other hand, the 264 putative functional areas were defined based on functional brain networks and, thus, may be more sensitive to alterations of the brain functions in MCI and AD. In fact, previous studies have shown that functionally defined ROIs outperform the structurally defined ROIs in fMRI connectivity analysis, and provide better classification accuracy [48, 80] .
Results of the receiver operating characteristic (ROC) curves in Fig. 3 showed that: 1) our proposed method has a high performance for classification of HC vs. AD, HC vs. MCI, and MCI vs. AD; 2) the area under ROC curve (AUC) for classification of HC vs. AD was more than that of HC vs. MCI and MCI vs. AD. The later result is expected, since MCI is an intermediate state between HC and AD. These results suggest that the proposed machine learning approach based on the directed graph measures may serve as a biomarker for diagnosing MCI and AD.
Top 20 graph measures with most discrimination ability in Table 5 are mainly related to areas in the DMN which has been shown to be the main RSNs altered in various brain diseases, specifically in AD [10] . Discrimination abilities of the graph measures in corresponding areas were sorted in descending mode in Table 5 , i.e. the graph measure on the top of the list has the most discrimination ability in identifying patients with AD and MCI from HC subjects. As listed in Table 5 , the most affected area is the left middle temporal gyrus (ROI 97 in 264 putative functional area atlas). This Table 4 Performance of classification using two parcellation approaches: AAL (90 Table 5 Top 20 features with the most discrimination ability between three groups of AD, MCI, and HC. These features were extracted in the feature selection step of proposed algorithm. The corresponding AAL area of each ROI in 264 putative functional area atlas is given in Tables 6 and 7) . Only nodes with occurrence percentage higher than 70% in Tables 6 and 7 were shown. Plots of this figure were created using BrainNet Viewer [94] . Table 6 In-degree hub nodes identified in three groups of AD, MCI, and HC. Nodes with an in-degree of two standard deviation higher than the mean of in-degree of all nodes were identified as hub nodes. area is repeated four times in Table 5 , corresponding to four graph measures, i.e. In-degree, strength, degree, and local efficiency. This result is in agreement with several studies that have reported the middle temporal gyrus as an important region in AD pathology [8, 13, 40, 60, 82] . Consistent with previous studies [22, 69, 96] , we found that superior frontal gyrus, superior parietal gyrus, and supplementary motor area were affected in patients with AD or MCI ( Table 5 ). The top two discriminative features in Table 5 correspond to the in-degree graph measure and two regions within the DMN, namely left middle temporal gyrus and right medial superior frontal gyrus. This observation emphases the key role of these areas of the DMN in integrating information from other areas, and suggests alteration of this integration in patients with MCI and AD [59] . It can be seen from Table 5 that two features associated with the right postcentral gyrus and four features associated with the left supplementary motor area are among the top discriminative features. Consistent with these results, a previous study reported gradual loss of sensorimotor cortex with progression of AD [32] , and functional alterations in sensorimotor areas in patients with AD have been reported in previous rs-fMRI studies [10, 95] .
Several studies have shown importance of hubs for understanding the brain disorders [20, 62] . A study based on meta-analysis of structural MRI data in more than 20,000 subjects and 26 different brain disorders found that brain lesions which were common across all brain disorders were more likely to be located in hubs [17] . Specifically, this study found that patients with AD had lesions that were significantly more likely to be located in hubs, and in particular in temporal lobe hubs. Another study reported high levels of amyloid-␤ deposited in hub regions, and suggested that these regions are critical in the development of AD [11] . Since hub nodes integrate and distribute information, we included both in-degree and out-degree hubs in the current study and investigated alteration of the hub nodes in patients with MCI and AD. We found that the number of in-degree hubs in HC, MCI, and AD were 12, 10, and 9, respectively ( Table 6 ), suggesting that patients with AD experience disappearing some hubs in their brain network during the progression of disease. We found that patients with MCI and AD did not have two in-degree hub regions, i.e. right inferior temporal gyrus (ITG) and left parahippocampal gyrus, though healthy subjects had these hubs. The ITG plays an essential role in verbal fluency and it has been shown that this region is affected in the early stage of AD [76] . The parahippocampal gyrus has consistently been reported as affected region in MCI and AD [60, 85, 88, 96] . A meta-analysis of 121 structural and functional neuroimaging studies concluded that the hippocampus volume loss significantly discriminates between healthy subjects and patients with early AD [97] . The functional disconnection between the hippocampus and other brain regions in AD was also demonstrated [3] .
As listed in Table 6 , patients with AD were deficient in three hub regions, namely left precuneus (within the memory retrieval network), right lingual gyrus, and left temporal pole, whereas patients with MCI and HC subjects had these hubs. Lack of a hub node in the left temporal pole in patients with AD may relate to the naming impairment in these patients, which is associated with the left anterior temporal lobe (ATL) atrophy [26] . In fact, it has been suggested that the ATL serves as a hub for information processed in the distributed set of motor, sensory, and linguistic regions [66] .
Lack of a hub node in the left precuneus in patients with AD may be associated with key role of this region in episodic memory, which is disrupted in AD [42, 67, 86] . The differences in hubs of patients with MCI and AD may be associated with the progressive trend of the disease from MCI to AD. In addition, compensatory effects in patients with MCI and AD may strengthen some connections and introduce new hub nodes. It has been shown that the functional connectivity between neighboring brain regions may not gradually decrease, instead, there is a severe decrease in MCI and then increase in AD [78] . In particular, patients with MCI who do not convert to AD (non-converters) have higher local and global efficiency in comparison with HC and MCI converters, which suggests a compensatory effect for the reduced cortical thickness in MCI non-converters as compared to HC [100] .
It can be seen from Table 7 that hubs corresponding to the outdegree are mainly same in three groups. This finding suggests that the important brain regions that have strongest causal influence on the other regions are not highly affected in MCI and AD. This observation is in agreement with the results in Table 5 in which only in-degree and total degree features are among the top 20 discriminable features and there is no out-degree feature in this table. It is noteworthy that the selected features could be more specific for discriminating HC, MCI and AD if they were tested against random network measures. This issue should be investigated in future.
Conclusions
We integrated the directed graph measures with a machine learning approach on the basis of the rs-fMRI data to classify AD, MCI, and HC. The proposed algorithm was able to efficiently discriminate three groups with an accuracy of 93.3%. We identified optimal features with high discrimination ability and conducted hub node analysis to provide insights in the pathology of Alzheimer's disease. Granger causality analysis added information about the direction of connections in the brain network and facilitated the machine learning algorithm to perform a precise classification of AD, MCI, and HC.
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