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Selbst-kohärente Empfänger sind vielversprechende Kandidaten für Empfänger in optischen 
Netzwerken mit 100 Gbit/s. Diese Empfänger bestehe aus einer Mehrzahl von Delay-
Interferometern (DI) mit breitbandigen Photodioden an ihren Ausgängen. Schnelle echtzeit 
digitale Signalprozessierung (DSP) ermöglicht den kohärenten Empfang von optischen 
Signalen, unter denen das polarisationsgemultiplexte (PolMUX) differenzielle Quadrature 
Phase Shift Keying (DQPSK) als am besten geeignet für 100 Gbit/s-Netzwerke erachtet wird. 
Verglichen mit einem konventionellen kohärenten Empfänger, benötigt ein selbst-
kohärenter keinen Lokaloszillator. Diese sind kostspielig, da sie geringe Linienbreite und 
hohe Frequenzstabilität aufweisen müssen. Dagegen sind selbst-kohärente Empfänger relativ 
komplex und ihre Symbolrate muss für gewöhnlich im Vorfeld durch die Länge der Delay-
Interferometer festgelegt werden. Außerdem werden meist weitere optische Bauelemente, z.B. 
ein Polarisationsverfolger, benötigt um PolMUX-Signale zu empfangen. 
In dieser Arbeit fokusieren wir uns auf die Entwicklung eines Delay-Interferometers und 
dessen Anwendung in der selbst-kohärenten Empfangstechnik. Zunächst wird ein 
abstimmbares Delay-Interferometer mit geringer Polarisationsbahängigkeit eingeführt. Dieses 
erlaubt den selbst-kohärenten Empfang bei verschiedenen Symbolraten. Anschließend wird 
eine kompakte Umsetzung eines selbst-kohärenten Empfängers vorgestellt: Vier verschach-
telte DIs formen das optische frontend (OFE) für diesen polarisations und phasensenstiven 
selbst-kohärenten Empfänger. Diese Konfiguration reduziert die Komplexität des Empfängers 
signifikant und vereinfacht ebenso dessen Kontrolle. Zusätzlich entwickeln wir einen DSP-
Algorithmus zum selbst-kohärenten Empfang und demultiplexen von Signalen auf zwei 
orthogonalen Polarisationen. Zum Schluss wird ein Gesamtkonzept aus OFE und DSP-
Algorithmus für selbst-kohärenten Empfang von fortgeschrittenen Singalformaten, 







Self-coherent receivers are a promising candidate for data reception in 100 Gbit/s optical 
networks. Self-coherent receivers consist of multiple delay interferometers (DI) with high-
speed photodiodes at the outputs. By applying digital signal processing (DSP) techniques it is 
possible to detect coherent optical signal formats, among which the polarization multiplexed 
(PolMUX) differential quadrature phase shift keying (DQPSK) technique is considered to be 
the format of choice for 100 Gbit/s networks. 
Compared to the conventional coherent receiver self-coherent receivers do not require a 
local oscillator. Local oscillators are expensive as they need to have a narrow line-width and a 
high frequency stability. Conversely, self-coherent receivers have a relatively complex 
configuration and their operating symbol-rate is usually fixed by the built-in delay 
interferometers (DI). Further, to detect a PolMUX signal, additional optical devices, e.g., a 
polarization tracker are usually required for polarization demultiplexing. 
In this thesis, we focus on the development of delay interferometers and their application 
to self-coherent reception. Firstly, a tunable delay interferometer with low polarization 
dependence is introduced to allow for self-coherent at various symbol rates. Then a compact 
interferometer is presented. It comprises four folded DIs and two folded optical hybrids. It 
works as an optical frontend (OFE) for both self-coherent and coherent reception with 
polarization and phase diversity. This configuration significantly reduces the complexity of 
the receiver and simplifies its control. In addition, we develop a DSP algorithm for self-
coherent reception to demultiplex signals at two orthogonal polarizations. We finally present a 
complete self-coherent scheme together with OFE and DSP algorithms for the reception of 
advanced signal formats, and in particular for detecting 100 Gbit/s PolMUX DQPSK signals. 
The thesis is organized as follows. In Chapter 1, the state-of-the art and the motivation for 
this thesis is presented. Firstly a brief review on coherent and self-coherent receiver 
techniques is given. Then the challenges and problems with self-coherent receivers are listed, 
and the solutions are discussed in the rest of the thesis. 
In Chapter 2, we firstly give a brief introduction on digital modulation formats and 
multiplexing techniques as used in optical communications. Then we explain the principle of 
direct detection, differential direct detection, coherent and self-coherent receiver techniques. 
To analyze the polarization dependence of our free-space DI, we discuss the polarization 
rotation of an incident beam on different optical interfaces in Section 2.3. With this 
knowledge, we discuss the optical elements used in the DI system, Section 2.4. 
In Chapter 3, we present the operating principle of a tunable DI whose polarization 
dependent frequency shift (PDFS) is mitigated by means of birefringent elements. We further 
explain the method for accurately controlling the DI in terms of time delay and phase offset 
between its two arms. This part of the thesis has been published in Optics Express [J5] and 




introduce a compact interferometer configuration, where 4 DIs used in a polarization and 
phase diverse self-coherent receiver are folded into one DI structure. The configuration can 
also work as a coherent receiver optical frontend by adjusting the built-in optical waveplates. 
A minimization of the receiver OFE is done by using a micro-optical bench fabricated with 
LIGA (X-ray lithography, electroplating (galvanic), and molding (Abformung)). This part of 
the thesis has been filed as a patent [P1] and submitted to the Optics Express [J1]. 
Chapter 4 presents the digital signal processing algorithms for self-coherent reception. 
Firstly, the accuracy of conventional field recovery algorithms is tested with tunable DIs. For 
demultiplexing the PolMUX signal we improve the field and polarization recovery algorithm 
in two steps. In the first step, the field recovery algorithm is combined with an equalizer. By 
using the filtered signal as a corrector, the signals in two polarizations can be demultiplexed if 
polarizations are not coupled too strongly. To overcome this limitation, in the second step, a 
decision feedback is used to remove the accumulated noise in the recovered field and a 
training sequence is introduced to estimate the polarization change caused by the channel. A 
variant of a PolMUX DQPSK signal comprising a normal DQPSK and a 45 offset DQPSK is 
introduced to demonstrate reception of a 100 Gbit/s PolMUX DQPSK signal for arbitrary 
polarization couplings. The content of this chapter has been published in two conference 
proceedings [C6][C21] and an Optics Express paper [J2]. 
In Chapter 5 we show that besides differential direct detection and self-coherent detection, 
tunable delay interferometers can also be used for many other applications in optical 
communications. They may be used for performing the optical fast Fourier transform (FFT) at 
ultra-fast speed [J4][J7][C7][C11][C12][C14][C16][C17]. They can be used for all-optical 
wavelength conversion to reshape pulses [J9][C22] [C24][C25][74], or they may be used for 
dispersion compensation [83]. 
In the Appendix, we firstly review the “constant modulus” and the so called “decision-
direct least-mean square” equalizer algorithms for demultiplexing signals transmitted on two 
polarizations of a PolMUX signal, A.1. The the theory of the interferometer frontend is 
presented, A.2. The signal processing of a phase diverse delay interferometer pair is 
mathematically explained in A.3. The training sequence for channel estimation is given in 
A.4. At the end, transmitter configurations for PolMUX signal comprising normal DQPSK 




Achievements of the Present Work 
In this thesis, state-of-the-art delay interferometers and self-coherent receivers have been 
investigated. In the following, we give a concise overview of the main achievements. 
 
Tunable Delay Interferometer: A free-space optical delay interferometer (DI) has been 
designed and built. It is capable of tuning the time delay between two arms from 0 ps to 
100 ps, and adjusting the phase offset between the two arms with a step size of <1. This 
allows detection of differential phase shift keying signals at various symbol rates 
[C19][J5]. The DIs can also be used for self-coherent reception of signals at different 
symbol rates and at different sampling rates [C6][C13][C21]. It can be utilized in many 
other applications in optical communions including optical FFT for ultra-fast optical signal 
processing [J4][J7][C7][C11][C12][C14][C16][C17], and for all optical wavelength 
conversion [J9][C22] [C24][C25][74]. 
PDFS Mitigation in Delay Interferometer: The polarization rotation for optical interfaces is 
theoretically analyzed. To compensate the resulting polarization-dependent phase shift, a 
birefringent element is inserted in one optical arm of the delay interferometer. This way, a 
polarization-dependent frequency shift (PDFS) of the DI’s transfer function can be 
minimized. This allows the delay interferometer operation in a differential direct detection 
receiver or in a phase-diverse self-coherent receiver with input signals at arbitrary states of 
polarization [C13][C19][C21][J5]. 
Control of Tunable Delay Interferometer: A independent optical pilot tone is introduced to 
accurately control and lock the time delay and phase offset of the DI [C13][J5]. 
Polarization and Phase-Diverse Self-coherent Receiver: We reduce the complexity of setup 
and control by employing free-space micro optics, which folds four DIs into a simple 
structure with only one active control. The design was published in [P1][J1][J5][C6]. This 
configuration can also be switched into a polarization and phase diverse coherent receiver 
with addition of a local laser oscillator. A miniaturized design is achieved by using a LIGA 
micro-optical bench. 
Field Reconstruction with Self-coherent Receiver: A decision feedback loop is added to a 
recursive-division field reconstruction algorithm [J2][J3]. The field can be reconstructed 
with high accuracy without using any additional amplitude detection channel. The noise 
accumulation is removed from the recovered field [J2] after the decision circuit. 
Polarization Demultiplexing with Self-coherent Receiver: Two solutions have been 
discussed to demultiplex the signals carried by two orthogonal polarizations. In the first 
solution, a butterfly equalizer is positioned after the conventional field reconstruction 
algorithm to perform channel estimation and polarization demultiplexing (PolDEMUX). 
Then the filtered signal is used to correct the recovered field [C6]. This method can 
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demultiplex a PolMUX signal without optical polarization tracker. However, it fails when 
the signals in two polarizations are extremely mixed. To further improve the performance, 
in the second solution, training sequences for channel estimation are investigated for self-
coherent reception. Then the butterfly equalizer is combined with the decision feedback to 
separate the signals of two orthogonal polarizations [J2]. For the first time, a self-coherent 
system that can detect signals at arbitrary states of polarization is demonstrated with a 







New modulation techniques together with new reception techniques are under intense 
investigation because of an increasing capacity demand for optical channels in the global 
network. In the last five years, the global IP traffic increased eightfold to 30,734 PB per 
month. It is expected to increase threefold from 2011 to 2016 with a compound annual growth 
rate of 29 % [1]. A large amount of data traffic originates from video related applications. 
Especially, mobile network traffic has been increasing with a growth rate of 133 % in 2011. 
Mobile traffic is estimated to overtake wired network traffic and is likely becoming the 
leading drive of the data traffic increase [2]. In order to deal with traffic demands, optical 
networks with single carrier bit rate of 100 Gbit/s have been standardized by IEEE 802.3ba. In 
a dense wavelength division multiplexing (DWDM) network, this improves the transmission 
capacity of a single fiber to 8.8 Tbit/s. To further increase the line capacity, 400 Gbit/s single 
carrier transceivers are now under discussion. They are capable to provide a line rate of 
> 23 Tbit/s [3]. Moreover super-channel using optical orthogonal division multiplexing 
(OFDM) technique has been introduced to push the line capacity to even higher bit rates [J7]. 
Optical signals are traditionally modulated with an “on-off keying” (OOK) format. They 
encode the signal by blocking and unblocking the beam. However, this is not the optimal 
solution for 100 Gbit/s or 400 Gbit/s networks anymore, because they require a much 
narrower pulse width which pushes both the transmitter and receiver electronics to the limit. 
Therefore advanced signal formats which modulate not only the optical amplitude, but also 
the phase, frequency and polarization state of the signal are of the interest to increase the 
spectral efficiency of the signal. Among the advanced modulation formats, quadrature phase 
shift keying (QPSK) and differential quadrature phase shift keying (DQPSK) with two bits per 
symbol have been shown as promising candidates not only because of their increased spectral 
efficiency but also due to the good transmission properties like improved polarization mode 
dispersion (PMD) tolerance, relaxed optical signal to noise ratio (OSNR) requirements and 
better robustness against nonlinearities than binary OOK [4]. To further increase the spectral 
efficiency, polarization multiplexing (PolMUX) is a common technique to encode data on the 
two orthogonal polarization states of the signal [5]. A short introduction of advanced 
modulation formats and multiplexing technique will be given in Chapter 2.1. 
Optical signal intensity detection is traditionally done by using a single photodiode. For 
advanced signal formats, as information is also encoded in the phase and the polarization state 
of the optical carrier, new reception technologies are required. The most popular reception 
methods include differential direct detection, coherent detection and self-coherent detection. 
The principle of differential direct detection will be presented in more detail in Chapter 2.2. 
Here we briefly summarize the state of the art on differential direct detection. Differential 
direct detection comprising delay interferometers (DI) has been introduced in the first place 
because of the simple structure. It combines the signal with itself in interferometers where the 
signal and a copy delayed by one symbol are compared with certain phase offset. The 
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information encoded in the differential phase between signal and copy is then converted into 
intensity signals which are then fed into decision circuits. In 2002, Gnauck showed a 
differential binary phase shift keying (DBPSK) transmission experiment with single delay 
interferometer [6], and in the same year Griffin presented a DQPSK transmission experiment 
[4] with two DIs. Differential direct detection is, however, limited to only detecting signals 
with constant modulus at a fixed bit rate. Because one DI is only able to distinguish two 
differential phase states, the number of DIs used for differential direct detection also increases 
with the number of phase states in the modulation format. These disadvantages make 
differential direct detection impractical for receiving high level modulation formats. Besides 
this, differential direct detection also requires an optical polarization tracker to detect a 
PolMUX signal [5][7]-[10]. A high-speed endless and accurate polarization tracker is costly, 
and it increases the footprint of the receiver. Other methods not requiring an optical 
polarization tracker have been investigated. In [11], the signals on two polarizations are firstly 
interleaved in time and then detected at twice the symbol rate. Though no optical polarization 
tracker is needed, this method requires twice the bandwidth of the photo detectors and 
electronics in the receiver. In [12], a variant of a DI is introduced. In addition to differential 
direct detection of the signals on two orthogonal polarizations, the detection scheme optically 
cross-couples the two polarizations so that the cross product between the two orthogonally 
polarized signals can be formed by digital signal processing (DSP). Compared to the 
conventional differential direct detection scheme, this method has the disadvantage that it 
requires twice as many photodiodes and analog-to-digital converters (ADC). 
Coherent receivers for detection of coherent signal were studied intensively during the 
1980s [13]-[23]. They superimpose the signal with a laser which serves as a local oscillator 
(LO). The theory of coherent detection will be discussed in Chapter 2.2. Here we only briefly 
review the state of the art. Compared to differential direct detection, coherent detection has 
the advantage of an increased receiver sensitivity of 2.3 dB [24]. Another advantage is that it 
provides a frequency shift of the optical spectrum which allows for an easy signal processing 
in the electrical domain. Phase and polarization diverse coherent reception was firstly 
proposed in 1987 [25]. Recently this scheme has been reinvestigated and demonstrated for 
PolMUX QPSK of signals up to 100 Gbit/s [26][27] and also demonstrated for other advanced 
formats, e.g., 512QAM (quadrature amplitude modulation) [28] and 1024QAM [29]. 
Compensation of signal impairments and polarization demultiplexing for PolMUX signals can 
be achieved with advanced DSP algorithms [30]. The main limitation of coherent reception is 
that it requires a high quality laser serving as a local oscillator. Furthermore, phase and 
frequency offsets between the signal and LO need to be compensated. 
The concept of a self-coherent receiver was presented by the group of Kikuchi [31] and X. 
Liu [32] in 2006. Compared to coherent receivers, a local oscillating laser is no longer 
required. Self-coherent receivers mix the signal with a delayed copy of itself in a phase 
diverse delay interferometer pair. Differing from the conventional differential direct detection 
method, the electric field of the signal is reconstructed from the outputs of the delay 
interferometers digitally. Advanced DSP algorithms yield a reception sensitivity improvement 
as well as chromatic dispersion compensation [33]. Field recovery can be divided into phase 
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recovery and amplitude recovery. The phase recovery is relatively easy. To derive the phase, 
the accumulated phase offsets from the differential phases over time need to be summed, 
starting with an arbitrary point in time. Amplitude recovery may be achieved in different 
ways. The amplitude can be measured with an external amplitude branch, such as performed 
by Kikuchi [31]. The advantage is that it allows self-coherent reception for detecting 
multilevel signals, e.g., 16QAM [34], the disadvantage is that additional photodiodes and 
additional electronics, e.g., ADC, are required. Solution not requiring additional amplitude 
branch was proposed by X. Liu [32]. The amplitude is estimated by using a geometric mean 
of the adjacent fields at the DI outputs. However, it is only suitable for signal formats with 
constant modulus, e.g., DBPSK, DQPSK, and D8PSK. 
The challenges in developing a self-coherent receiver for the reception of advanced 
modulation formats such as 100 Gbit/s PolMUX DQPSK signals are in both its optical 
frontend and the digital signal processing (DSP) detection algorithms. More precisely, they 
are as follows: 
 Tunable time delay of delay interferometers: In order to operate at various symbol 
rates and sampling rates, self-coherent reception requires a tunable time delay 
within the built-in DIs. A continuously tunable DI has been proposed in [35], 
where the delay is introduced by passing two orthogonal polarizations through a 
tunable birefringent element. This scheme, however, requires the input signal to 
have equal power for two orthogonal polarizations. In this thesis we choose a 
solution based on free-space optics as optical path adjustment is most easily done 
in free space. Details will be described in Chapter 3.1. 
 Reduction of polarization sensitivity of the delay interferometer: Similar as 
differential direct detection, a phase diverse self-coherent receiver needs to be 
polarization independent. Delay interferometers with low polarization dependence 
and high stability are therefore of interest. Prior to building a polarization 
insensitive DI we first perform a theoretical analysis on the polarization rotation of 
an optical interface in Chapter 2.3. Further, the analysis of the optical elements 
used in the delay interferometer will be given in Chapter 2.4. Since birefringence is 
hard to avoid despite all efforts, so we introduced additional birefringent elements 
to compensate for the residual polarization dependent frequency shift (PDFS). This 
is discussed in Chapter 3.1. Measurement results with self-coherent receiver 
algorithms will be shown in Chapter 4.1. 
 Complexity reduction of a polarization and phase diverse receiver: Polarization 
and phase diverse self-coherent receivers in principle consist of 4 separate DIs 
which all need to be controlled accurately. A reduction of the structure complexity 
and control is necessary for commercial systems. One method is to use two 
polarization insensitive DIs and only then separate the polarizations at the outputs 
[33]. However, polarization-insensitive DIs are intricate to fabricate. A second 
method consists in combining the I (inphase) and Q (quadrature phase) DIs. This 
technique works well with planar lightwave circuit (PLC) technology, e.g., with 
24 MMIs (multimode interference coupler) [36][37]. While the PLC technology 
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is well suited for the mass market, it is inflexible in that the time delay in 
integrated optics cannot be continuously tuned. Conversely, solutions based on 
free-space optics offer good thermal stability, low insertion loss, a large operation 
wavelength range and true delay tunability. Yet, combining I and Q demodulation 
in one DI is not straightforward. In Chapter 3.2, a micro-optical interferometer will 
be introduced to fold 4 DIs of the I and Q channels for two orthogonal 
polarizations in one single DI structure where a single piezo-motor is used to adjust 
the time delay and phase shift of 4 DIs. We will further show that by adjusting the 
built-in waveplates, this configuration can be easily switched into a polarization 
and phase diverse coherent receiver. 
 Amplitude recovery without using an external amplitude branch: Amplitude 
recovery need to be performed with high accuracy in order to detect signal formats 
with varying amplitude, e.g., a quadrature amplitude modulation (QAM) signal or 
a PolMUX signal. In [J3], we introduced a recursive division method which in 
principle can recover the amplitude of the signal without using an additional 
amplitude branch. However, the method suffers from noise accumulation. A 
training sequence was then introduced to reset the recursive division algorithm 
when the noise exceeds a threshold [J3]. A 16QAM signal reception is simulated 
with this method. However, this comes at the cost of extra redundancy because of 
the training sequence. In Chapter 4.3, we will introduce a decision feedback loop 
which is combined with the recursive division circuit to remove the accumulated 
noise during the field recovery. 
 Polarization demultiplexing without optical polarization tracker: Similar as the 
differential direct detection, self-coherent receivers conventionally require optical 
polarization trackers to receive a PolMUX signal. In Chapter 4.2, we will present a 
polarization recovery algorithm. By using a butterfly equalizer, the polarization 
change caused by the channel is compensated, and the filtered signal is then used 
as a corrector to reduce the accumulated noise. However, this method does not 
work well when the polarizations are too strongly coupled. To further improve the 
algorithm, a training sequence will be introduced in Chapter 4.3 to better estimate 
the channel. The recursive division method combined with a decision feedback 
loop will be used to improve the field recovery accuracy. Another challenge is that 
the zero points in the field lead to an infinite output during the recovery process. In 
Chapter 4.3, we will discuss this issue in detail and introduce a variant of a 
PolMUX DQPSK comprising a normal DQPSK and a 45 offset DQPSK. At the 
end, an experimental demonstration of the 112 Gbit/s PolMUX DQPSK signal 







In this chapter, we will firstly have a brief introduction on the digital modulation formats and 
multiplexing techniques in optical communications. Then we will give an overview on 
existing receiver techniques. As the delay interferometer discussed in this thesis is based on 
free-space optics, in the third part of this chapter, we will present a theoretical analysis on 
polarization rotation on different optical interfaces and then we will give a brief summary of 
the optical elements in the delay interferometer. 
2.1 Digital Modulation Formats and Multiplexing 
Techniques 
The electric field of an optical signal ( )E t  can be expressed with components in two 
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 (2.1.1) 
where Ex(t) and Ey(t) are the electric field components of two orthogonally polarized lights. 
The amplitude of Ex(t) and Ey(t) are denoted with A0x(t) and A0y(t), and the phase 0x(t) and 
0y(t). The optical carrier frequency is 0x,y(t). In the phasor notation, the optical signal is 
denoted with its carrier frequency 0x,y(t) and complex amplitude , ( )x yA t 
0 , 0 ,( )exp j ( )x y x yA t t   . An optical signal thus has four degrees of freedom: amplitude, phase, 
frequency and polarization. Besides these, there is another degree of freedom in spatial 
domain, which is, however, out of the discussion in this thesis. One can encode information 
on any or multiple of these variables. This leads to digital modulation formats such as 
amplitude-shift keying (ASK), phase-shift keying (PSK), frequency-shift keying (FSK), and 
polarization shift keying (PolSK), whereas a combination of ASK and PSK is known as 
quadrature amplitude modulation (QAM). Among them, the ASK on-off keying (OOK) 
modulation format is most common in commercial telecommunication systems because of its 
simplicity. Recently, two differential PSK (DPSK) formats, namely differential binary phase-
shift keying (DBPSK) and differential quadrature phase-shift keying (DQPSK) have been 
considered as a replacement of OOK because of their better tolerance against chromatic 
dispersion (CD) and fiber nonlinearities [4][6]. In addition, DQPSK increases the spectral 
efficiency (SE) of the signal by a factor of two. Multi-level signals, e.g., 16QAM, are of 
special interest in light of further increasing the SE.  
Due to CD limitation, fiber nonlinearities and also the finite bandwidth of electrical 
devices, optical single carrier signals cannot fully utilize the capacity of the optical fiber. The 
solution is to multiplex several signal-channels onto one fiber. Multiplexing techniques 
include wavelength-division multiplexing (WDM), and polarization multiplexing (PolMUX). 
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Among them, WDM is a common technology standardized by industry. WDM also allows for 
PolMUX so that two orthogonal polarization states can be encoded and thus double the SE. To 
reduce the channel spacing and further increase SE, subcarrier multiplexing technology, i.e., 
orthogonal frequency division multiplexing (OFDM) has been discussed recently [38]. Other 
multiplexing techniques including space-division multiplexing [39] among which multi-core 
fiber systems have emerged only recently, however, are not in the scope of this thesis. 
In summary, in order to increase the capacity of an optical transmission link one has to 
combine different technologies, i.e., combine multi-level modulation formats encoding with 
multiplexing techniques. 
In this section, a brief review on OOK, PSK and QAM modulation formats as well as 
multiplexing technologies such as WDM, OFDM and PolMUX will be given. 
2.1.1 On-off Keying Signal 
On-off keying signal is the simplest form of ASK signal formats. Dating back to ancient 
times, optical signal had already been widely used for communications. In Fig. 2.1, the left 
figure shows beacons on the Great Wall in China and the right figure presents a border tower 
that belonged to the Roman Empire nowadays located in Germany. The beacons and border 
tower were used to alert the defense troops of an enemy by lighting an optical source. In 
another word, they have two states. One is ‘on’, which carries the information that the enemy 
is nearby, the other is ‘off’ that there is no enemy around. This might be the earliest form of 
on-off keying signal (OOK). 
 
Fig. 2.1. Left: beacons on the Great Wall in China; Right: border tower used in the Roman Empire located 
in Germany (Photos are obtained from internets). 
In the modern optical communications, OOK was and still is widely used globally. Instead 
of manually controlling with a beacon, an optical-electrical transmitter driven by electrical 
signal is used for signal modulation. The transmitter may be a direct modulated laser or a 
continuous wave (CW) laser connected with a modulator, e.g., based on a Mach-Zehnder 
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interferometer (MZI). Among which the external modulation with MZI is preferred because it 
can be operated at high speed. In the MZI, the phase of an optical signal is modified by the 
applied electrical time dependent signal that causes either a constructive or destructive 
interference at the output of MZI. The constructive interference gives a signal with “on” state 
and the destructive interference “off” state. 
In Fig. 2.2, an example of OOK signal is illustrated. On the left, it depicts the signal over 
time. At different symbol durations (Ts) the signal is denoted with “1” when it’s “on” state, 
and with “0” when it’s “off” state. On the right side of the figure, a constellation diagram of 
the complex amplitude of the OOK signal is depicted. 
 
Fig. 2.2. On-off keying signal. Left: signal over time; Right: constellation diagram. 
After transmission via fiber, the signal is detected by a single photodiode where the optical 
signal is converted into the electrical domain. The fundamental principle of the signal 
detection is optical absorption. More details can be found in Section 2.2.1. 
The signal can come with a non-return to zero (NRZ) or return-to-zero (RZ) pulse shape. 
The difference between the two pulse shapes is shown in Fig. 2.3. Instead of occupying the 
whole time slot such as with an NRZ signal, the “on” state of the RZ signal only occupies part 
of the symbol slot and return to zero within each symbol. 
 
Fig. 2.3. The upper figure depicts a NRZ-OOK signal over time; The lower figure depicts a RZ-OOK 
signal over time. 
NRZ format has the advantage that its bandwidth is smaller than RZ format by about a 
factor of 2 simply because on-off transitions occur fewer times. However, RZ format has a 
Ts
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receiver sensitivity advantage of about 1-3 dB due to the higher peak power and the better 
tolerance against inter-symbol interference (ISI) [40]. 
2.1.2 Phase Modulation Formats 
Phase shift keying (PSK) signals are generated by modulating the phase of an optical signal, 
while the amplitude is kept constant. NRZ-DBPSK signal is generated by modulating the 
optical phase with two phase states “0” and “”, while the intensity ideally remains constant. 
For a DBPSK signal (see Fig. 2.4(a)), as the phase is encoded differentially, a phase change 
indicates a “1” and no phase change a “0”. For a BPSK signal, phase state “0” indicates a “0” 
and phase state “” a “1”. To increase the spectral efficiency, (D)QPSK signal sends two bits 
per symbol using four phase states or differential phases (0, /2, , /2), Fig. 2.4(b). A 
further increase of SE can be achieved by signal formats like D8PSK, Fig. 2.4(c). 
 
Fig. 2.4. Constellation diagrams of PSK/DPSK signals, (a) (D)BPSK, (b) (D)QPSK, and (c) (D)8PSK. 
The PSK signal can be generated with a phase modulator, or an IQ-modulator with MZIs 
operating with push-pull mode, or a combination of both. 
The reception of DPSK signal can be simply done by differential direct detection using 
delay interferometers [4][6]. It can also be detected with coherent [26][27] and self-coherent 
[31][32][33] receiver. More details for the receiver techniques are in Section 2.2. 
2.1.3 Quadrature Amplitude Modulation 
Quadrature amplitude modulation (QAM) is a modulation scheme in which the binary data 
are represented by different amplitudes and phases. The following figures give some examples 
of different QAM signals. 
 
Fig. 2.5. Constellation diagrams of QAM signals, (a) 4QAM, (b) 8QAM, and (c) 16QAM. 
(a) (b) (c)
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An M-ary QAM signal can carry more than one bit in a time-period. Every single point in 
the four quadrants represents a symbol carrying log2(M) bits. They have different amplitude 
levels and different phases. Compared with OOK signals, quadrature amplitude modulation 
signals have higher spectral efficiency. 
The generation of QAM can be achieved by a combination of phase modulator and MZI 
[41], or an IQ-MZI modulator which requires multi-level electrical driving signals [42]. 
The reception of QAM is conventionally done by a coherent receiver. Recently, reception 
with self-coherent receiver is also reported [34][J3]. 
2.1.4 Wavelength Division Multiplexing 
Wavelength division multiplexing (WDM) combines independent optical signals at different 
optical carrier wavelengths into the same optical fiber. There are two low loss transmission 
windows in an optical fiber. As shown in Fig. 2.6, one is around 1300 nm and the other is 
around 1550 nm (C and L bands). The two windows have in total a bandwidth of 27 THz. 
Compared to single carrier signal, WDM signal can utilize the channel capacity with a 
significant higher efficiency. 
 
Fig. 2.6. Low–loss transmission windows of silica fibers in the wavelength regions near 1300 nm and 
1550 nm [43]. 
The WDM signal is generated by combining independent optical carriers with optical 
multiplexers and detected with demultiplexers. According to ITU (International 
Telecommunication Union) standards, WDM systems can be classified into coarse WDM 
(CWDM) and dense WDM (DWDM) systems. The channel spacing of CWDM is 20 nm. The 
channel spacing of DWDM is reduced to 100 GHz, 50 GHz or 12.5 GHz. 
2.1.5 Orthogonal Frequency Division Multiplexing 
Orthogonal frequency division multiplexing (OFDM) is another kind of multi carrier 
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orthogonal to each other. Such a modulation scheme has advantage in the spectral efficiency 
and minimizes the inter-carrier interference [38]. Because the overall symbol rate is low, a 
relatively long symbol in time with the help of cyclic prefix makes the OFDM signal more 
tolerant against chromatic dispersion [38]. 
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where N is the number of subcarriers, ( 1,  2,  ... ,  )iD i N  is the data encoded on each 
subcarrier, Ts is the OFDM symbol duration, f0 the center frequency of the first subcarrier, and 
f the subcarrier spacing. We can calculate the cross correlation between two subcarriers at fn 
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where M f is frequency difference between the two subcarriers, and ‘
*
’ denotes the for 
complex conjugate operator. When M f Ts is a non-zero integer, i.e.,  f = 1 / Ts, Rxcorr = 0, 
the two subcarriers are orthogonal to each other. Thus for OFDM signal, we have the 
subcarrier center frequency defined as 





    (2.1.4) 
In Fig. 2.7(a), an instance of OFDM symbol with four subcarriers without modulation is 
presented. Each subcarrier has same amplitude and phase. After modulation, depending on the 
modulation scheme the amplitude and phase of the subcarriers may be different from each 
other (see Fig. 2.7(b)). 
Putting this symbol into frequency domain, we have its real part,  
 1 0
00
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  (2.1.5) 
The sinc function is the result of the rectangular pulse shape. For each subcarrier, its peak 
locates at the center frequency of the subcarrier, as shown in Fig. 2.8. For each subcarrier, all 
the other subcarriers are equal to zero at its center frequency. Therefore they do not interfere 
with each other. 
The modulation and demodulation of OFDM signal can be achieved by using inverse 
discrete Fourier transform (IDFT) and discrete Fourier transform (DFT). For the effective 
application one can use the inverse fast Fourier transform (IFFT) as well as fast Fourier 
transform (FFT) to reduce the computational complexity remarkably. 
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Advanced coding for OFDM signal developed in wireless communications can be directly 
applied to optical communications to mitigate polarization dependent loss (PDL) in the optical 
channel [C4][C5]. 
The OFDM signal can be up-converted into optical domain directly with an IQ-MZI 
modulator or first up-converted onto an intermediate frequency and then to optical carrier 
[38]. An all-optical OFDM signal can be generated using a comb laser source [J4], and 
demodulated with cascaded delay interferometers. Details of the all-optical OFDM are given 
in Chapter 5.1. 
 
Fig. 2.7. OFDM signal at separate subcarrier in time. (a) Carriers without modulation. (b) Modulated 
carriers [44]. 
 
Fig. 2.8. Five subcarriers of an OFDM signal of one symbol in the frequency domain. They have equal 
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2.1.6 Polarization Multiplexing 
Polarization multiplexing (PolMUX) is a common technique to increase the spectral 
efficiency of an optical signal. It multiplexes two independent signals at the same WDM 
frequency band onto two orthogonal polarization states. It can be either bit aligned as shown 
in Fig. 2.9(a) or bit interleaved in Fig. 2.9(b). For bit interleaved scheme, the signal has to be 
RZ shaped.  
 
Fig. 2.9. Two kinds of polarization multiplexing scheme: (a) bit aligned polarization multiplexing, (b) bit 
interleaved polarization multiplexing. 
Experimental record of 3.2 bit/s/Hz per wavelength using polarization multiplexed DQPSK 
has been reported [45][46]. 
Since the state of polarization of a signal after fiber transmission is uncertain and time-
varying, the reception of a polarization multiplexed signal requires adaptive polarization 
demultiplexing, either through optical means [5][7][10], or electronic means [12][30]. A 
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2.2 Receiver Techniques 
The role of an optical receiver is to convert the optical signal into electrical domain in order to 
perform further signal processing and demodulation. The optical receiver can be classified 
into direct detection receivers, differential direct detection receivers, coherent detection 
receivers and self-coherent detection receivers. In the following sections, the principle of each 
type of the receiver will be briefly introduced. 
2.2.1 Direct Detection Receiver 
Optical direct detection is the most commonly used reception technique in fiber-optic 
communication systems, because it leads to the simplest design for transmitters and receivers. 
The fundamental mechanism behind direct detection is optical absorption in a photodiode. 
 
Fig. 2.10. (a) Structure of a p-i-n photodiode; (b) Design of a p-i-n photodiode with anti-reflective (AR) 
coating [47]. 
A photodiode is operated in reverse-bias. A reverse-biased p-n junction consists of a large 
depletion region, which essentially is devoid of free charge carriers and which comprises of a 
large built-in electric field that opposes the flow of electrons from n (negative) -side to p 
(positive) -side and of holes from p to n. When the depletion region is illuminated with light, 
electron-hole pairs are generated through absorption. Because of the built-in electric field, 
most electrons and holes accelerate in opposite directions and drift to the n- and p-sides 
without recombination. The resulting flow of current Ip is proportional to the incident optical 






  (2.2.1) 
where   is quantum efficiency. It is defined as: 
electron-hole pair generation rate
.
photon incidence rate
   (2.2.2) 
In order to increase  , an antireflection (AR) coating can be coated to the incident facet of 
the photodiode (see Fig. 2.10(b)). Another way to increase   is to increase depletion-region 
(a) (b)
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width W by inserting an intrinsic region sandwiched between p- and n-type layers, as shown 
in Fig. 2.10(a). 






   (2.2.3) 
where Aeff is the effective area of the beam. If the electric field of a signal is defined as, 
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where T is a time duration which is much larger than the signal period 2/0,  is the electric 
permittivity of the medium and m the magnetic permeability of the medium. x denotes time 
averaging of x. 







I A A t
hf

  (2.2.6) 
Further, the bandwidth of a photodiode in a receiver is of interest as well. It determines the 
speed with which it responds to variations in the incident optical power. The bandwidth 
depends on the time taken by electrons and holes to travel to the electrical contacts and also 
depends on the response time of the electrical circuit used to process the photocurrent. 
2.2.2 Differential Direct Detection Receiver 
A photodiode can only detect the intensity of an optical signal. In order to convert the phase 
information into intensity, interferometry has been applied in the optical receiver technology. 
Differential direct detection is the simplest form of such receiver. 
Differential direct detection is usually accompanied with differential encoding. A schematic 
drawing of a transmitter with a specific differential encoder [48] is depicted in Fig. 2.11. 
 
Fig. 2.11. Transmitter with differential encoder. The symbol z
1
 (representing the z-transform) stands for a 
time delay by one bit. 
The data is firstly mapped to complex symbols s(n) at discrete times tn = nTs at multiples n 
of the symbol period Ts. Then the input symbol sequence s(n) is delayed by one symbol. The 
delayed copy and original are multiplied generating differentially encoded symbols iteratively 
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Then an electrical signal which is proportional with ( )sigA n  is encoded onto an optical carrier 
0 by an optical modulator, at the output of the modulator we have an optical signal 
 0( ) ( )cossig sigE t A t t . Take DBPSK for example, a complete transmitter and receiver 
system is shown in Fig. 2.12. 
 
Fig. 2.12. Transmitter and receiver of an optical DBPSK transmission system. 
The receiver comprises of an optical DI as its optical frontend. In the DI, the signal is 
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where 0 0( ) ( )sig sig st t T    is the phase difference between the two electric fields. Thus, 
behind the balanced receiver, the differential output current is  
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 (2.2.8) 
As for DBPSK, at the symbol center, ideally ( ) 1sig sA t T  , and s(t) is real, thus the 
output current of the balanced receiver is proportional to the symbol s(t) at the transmitter. It 
is then amplified and sent to a decision circuit. Finally an estimated signal ˆ( )s t  is received. 
The decision can be illustrated by a line of decision threshold in a constellation diagram as 
shown in Fig. 2.13(a). Assuming the phase states have same noise level, we draw a line along 
the imaginary axis (Im). Any point on the right side of the line would result in a positive IBR 
denoted as ‘0’ (when the differential phase is ‘0’). Any point on the left side would result in a 
negative IBR denoted as ‘1’ (when the differential phase is ‘’). 
To detect DPSK signals with more than two phase states, it requires more than one delay 
interferometers at the receiver. For example, for DQPSK reception, two DIs are needed, see 
Fig. 2.13(b). The phase offsets of the DIs are set to be ‘/4’ and ‘/4’. After the two DIs, 
there are two decision circuits. The decision lines in the constellation diagram are rotated from 
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the imaginary axis by an angle which is equal to the phase offset in DI. In this way two bits of 
each symbol can be demodulated. For reception of D8PSK signal, four DIs are needed [49]. 
The phase offsets are set to be ‘3/8’, ‘/8’, ‘/8’, and ‘3/8’. One symbol consists of three 
bits, among which two bits can be directly demodulated after the DIs while one bit requires an 
XOR (exclusive or) gate in addition, see Fig. 2.13(c).  
 
Fig. 2.13. (a) DBPSK signal constellation diagram and its receiver scheme, (b) DQPSK signal 
constellation diagram and receiver scheme, (c) D8PSK signal constellation diagram and receiver scheme. 
 
Fig. 2.14. Polarization diverse differential direct detection receiver for PolMUX-DQPSK signal. 
Delay interferometers could have various imperfections, such as low extinction ratio (ER), 
high PDL and PDFS, which degrades the performance of the receiver [50]. Especially PDFS 
prevents the receiver working with a signal at arbitrary polarization state. This will be solved 
in Section 3.1.3 [C19][J5]. A polarization diverse differential direct detection receiver does 
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not require an optical frontend with low PDL or PDFS. In Fig. 2.14, a polarization diverse 
differential direct detection receiver for PolMUX-DQPSK signal is depicted. 
Because the state of polarization can experience random change via the channel link, the 
signal needs to be firstly aligned to its original polarization state with a polarization controller. 
Then a polarization beam splitter (PBS) is positioned to split the input signal onto two 
orthogonal polarizations. The signal at each polarization goes into two DIs with phase offsets 
‘/4’ and ‘/4’ and then are sent to decision circuits. 
A high-speed endless and accurate polarization tracker is costly and it increases the 
footprint of the receiver. Other methods not requiring an optical polarization tracker have been 
investigated. In [11], the signals on two polarizations are firstly interleaved in time and then 
detected at twice the symbol rate. Though no optical polarization tracker is needed, this 
method requires twice the bandwidth of the receiver photo detectors and electronics. In [12], a 
variant DI is introduced. It not only differentially direct detects the signals on two orthogonal 
polarizations, but it also cross-couples the two polarizations optically so that the cross product 
between the two orthogonally polarized signals can be formed by digital signal processing. 
Compared to the conventional differential direct detection scheme, this method has the 
disadvantage that it requires twice as many photodiodes and ADCs. 
In summary, with the increase of the phase states of the DPSK signal, the differential direct 
detection receiver requires more DIs. This makes the receiver structure complicated and 
impractical for fabrication and control. To receive a PolMUX signal, the differential direct 
detection receiver either requires a high accurate endless polarization tracker or more 
complicated optical and electronic setup. To overcome these two limitations, coherent 
detection receiver and self-coherent detection receiver are introduced. 
2.2.3 Coherent Detection Receiver 
Coherent detection allows the recovery of the full electric field but requires the 
implementation of a local oscillator as a reference. 
 
Fig. 2.15. Schematic illustration of a coherent detection receiver. 
As shown in the above figure, the input signal and the local oscillator are superimposed in 
a coupler and detected by an optical detector where interference is taking place. Here the 
polarization states of the two signals are assumed to be the same. Similar as in Eq. (2.2.7) and 
Eq. (2.2.8), however, instead of the delayed signal, a local oscillator  cosLO LO LOE A t  
interferes with the signal, thus at the output of the balanced receiver, 
   BR 0 0 0( ) ( ) ( ) cos ( ) ( ) .sig LO LO sig LOI t A t A t t t t          (2.2.9) 
The signal amplitude is “amplified” by the LO so that the receiver sensitivity is better than 
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difference 0 0( ( ) ( ))sig LOt t   between the signal and LO, and their carrier frequency 
difference 0( )LO  . This frequency difference is called intermediate frequency (IF). 
Depending on the value of IF, a coherent detection receiver is classified as homodyne, 
intradyne and heterodyne receiver. 
As shown in the Table 2.1, when IF = 0, in other words, if the LO have the same frequency 
as the optical carrier of the signal, the receiver is called a homodyne receiver. In practice, it 
requires a wavelength tunable laser to be adjusted to the signal frequency, and an optical 
phase locked loop (PLL) to compensate the time varying phase difference between the two 
carriers. This makes it impractical to be deployed in commercial systems. In the case of 
heterodyne and intradyne receivers the frequency of the LO has an offset with respect to the 
signal carrier. This relaxes the requirement on the local oscillator laser. However, it requires 
electronic circuits to compensate the frequency offset and phase drift [51][53]. The 
difference between intradyne and heterodyne receivers is the magnitude of IF. Compared to 
the heterodyne receiver, IF of an intradyne receiver is smaller than the bandwidth of the signal 
‘B’. As a result, it requires a lower bandwidth of the electronic circuit to compensate the 
frequency offset and phase shift. This makes intradyne coherent receiver attractive. 
 
Table 2.1. Coherent optical transmission systems (IF = Intermediate frequency, B = Bandwidth of 
baseband signal) [51]. 
To fully recover the complex amplitude of the input signal, a phase diverse intradyne 
receiver is introduced in Fig. 2.16(a). The signal is split into two paths. One is mixed with the 
local oscillator resulting an inphase (I) signal while the other is mixed with the local oscillator 
with a /2 phase shift resulting a quadrature phase (Q) signal. The principle can be further 
explained with an example of optical implementation as depicted in Fig. 2.16(b). 
System IF spectrum IF 
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Fig. 2.16. Phase diverse intradyne coherent detection receiver. (a) Schematic illustration, (b) one example 
of optical implementation. 
The signal (Esig) and the local oscillator (ELO) are mixed in a 90 degree optical hybrid. The 
polarization state of the local oscillator needs to be aligned with the input signal. For 








The currents at the balanced outputs can be derived to 
 
 
( ) ( ) cos ( ) ( ) ,
( ) ( ) sin ( ) ( ) ,
( )
( )
I LO LOsig sig
Q sig sigLO LO
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   
   
 (2.2.11) 
where x denotes the phase of a complex signal x. The input signal is demodulated into an 
inphase and a quadrature phase component, which are orthogonal to each other. The 
orthogonality can be seen in Eq. (2.2.11) with the sine and cosine functions. We can also write 
them as a complex signal, 
0 0 0j ( ) ( ( ) ( ))*( ) ( ) j ( ) ( ( ) ,) LO sig LO
t t t
Q sig LO sig OI Lu t I t I t E t E A A et





’ denotes a complex conjugate operator. Thus, the amplitude and phase of the 
received signal can be extracted from the photo currents II (t) and IQ (t). 
A natural extension is a polarization diverse receiver as shown in Fig. 2.17. Input signal 
and local oscillator are first split in two orthogonal polarizations by polarization beam splitters 
(PBS) respectively. One polarization is perpendicular to the plane formed by the incident 
direction and the normal to the splitting layer and is called s light (). The other polarization 
is in parallel with the plane, and is p light (//). Then the signals at two polarizations are sent 
into two optical 90 hybrids where the input signal and the local oscillator at each polarization 
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each polarization are detected. As the signal at the input experienced random change of 
polarization state during transmission in the optical fiber link, a polarization demultiplexing 
technique is required at the receiver. Instead of using an optical polarization tracker, recently, 
with the development of fast electronic circuits, DSP algorithms that are widely used in 
wireless communications for compensation channel crosstalk of a MIMO (multiple-input and 
multiple-output) system, have been introduced into optical communications to perform the 
polarization demultiplexing digitally [30]. 
 
Fig. 2.17. Schematic illustration of a polarization and phase diverse intradyne coherent detection receiver. 
PBS: polarization beam splitter. : s light; //: p light. 
2.2.4 Self-coherent Detection Receiver 
Self-coherent detection receiver was firstly presented by a group at Hitachi [31] and a group at 
Bell labs [32] in 2006. Instead of using a local oscillator laser in the coherent detection 
receiver, in self-coherent detection receiver the signal interferes with its delayed copy. 
Compared to conventional differential direct detection receivers, self-coherent detection 
receivers utilize advanced DSP algorithms in electronic circuits for signal processing and 
demodulation, which allows a significant reduction of complexity in the optical frontend for 
the receiver. In this case, even for DPSK / PSK signals with more than two phase states, only 
two DIs are needed. 
A schematic drawing of a self-coherent detection receiver is depicted in Fig. 2.18. Firstly, 
the incoming signal is equally distributed onto two paths and then each of them goes into an 
optical DI with delay equal to . The two DIs are arranged so that their phase offset has a 
“/2” difference, in another word, they are orthogonal to each other. 
We write the output current II (t) at the balanced receiver of the upper path as, 
 ( ) cos( ) ( ( ) ( ) ,τ) τsig sig ssig iI gI E t E E t Et tt       (2.2.13) 
where τ( ) ( )sig sigE t E t    is the phase difference between two adjacent samples. Using 
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as discussed in Section 2.2.2. However, for demodulating a DPSK / PSK signal with more 
than two phase states, a second path is required. With an additional “/2” difference within the 
delay path, the output current can be written as  
 ( ) sin( ) ( ( ) ( ) .τ) τsig sig ssig iQ gI E t E E t Et tt        (2.2.14) 
 
Fig. 2.18. Schematic of a self-coherent detector. 
The inphase and quadrature phase signals are combined forming a complex signal, 
*( ) ( ) j ( ( τ( ).) )Q sig sI igu t I t I t E t E t      (2.2.15) 
In the DSP part of the receiver, the differential phase between adjacent samples can be 
calculated with u(t), 
   exp j ( ) ( ) ( ) ( )τ .sig sigu t E t E t u t u t          (2.2.16) 
Assuming an arbitrary starting point Esig(t0), the phase of a discrete signal Esig(t0+n) can 
be calculated as, 
  0 0 0
1




E t n E t u t m
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        (2.2.17) 
The amplitude of Esig(t0+n) can be either detected with a separate photodiode (dashed 
branch in Fig. 2.18) [31], or by a geometric mean [32][33], 
   
1
2
0 0 0( τ) τ τ τsigE t n u t n u t n       
(2.2.18) 
As a result the electric field of the signal can be digitally recovered. A known phase error 
in the detector can be compensated by using electronic demodulator error compensation 
(EDEC) algorithm [33]. With a multi symbol phase estimation (MSPE) algorithm, a more 
accurate phase reference can be achieved in the phase recovery process [33][54]. In this way 
the detection penalty of differential phase shift keying (DPSK) compared to coherent 
detection of PSK signals can be substantially reduced. With the field recovery algorithm, 
electronic chromatic dispersion compensation can be performed via a multi stage FIR (finite 
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The geometric mean method for amplitude recovery can only be used for detection of 
DPSK/PSK signals with constant modulus, e.g., DBPSK, DQPSK, and D8PSK. The separate 
amplitude branch method can be used to detect multi-level signals including 8QAM and 
16QAM [34]. It needs to be mentioned that a modification in the transmitter is necessary for 
phase pre-integration. A method to avoid using separate amplitude branch for detection of 
multi-level signals will be presented in Section 4.3. 
The polarization diverse receiver can be easily achieved by positioning a polarization beam 
splitter (PBS) at the inputs of two self-coherent detection receivers, as shown in Fig. 2.19. 
Because the input signal experiences random change of polarization states during 
transmission in the optical fiber link, a receiver technique for polarization demultiplexing is 
required. Similar as the differential direct detection, the polarization demultiplexing can be 
either done in the optical domain with an optical polarization controller or with other 
complicated optical and electronic means. In this thesis we do not require any additional 
optical hardware but use advanced DSP algorithm to perform the polarization demultiplexing. 
This will be further discussed in Section 4.2 and 4.3. 
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2.3 Polarization Rotation on Optical Interface 
Advanced receiver techniques are all based on interference. There are several conditions for 
optical beams to form interference [55]: 
 Spatial and temporal overlap of the two fields 
 Coherence of the two fields 
 Non-orthogonal polarization states 
Due to the fact that the optical frontend of the receiver discussed in this thesis is based on 
free-space optics technology, the first condition is relied on the proper design of the optical 
paths in the optical frontend. The second condition is met by using differential direct / self-
coherent detection where the signal interferes with its delayed copy and the optical path 
difference is much smaller than the coherence length of the laser. In case of coherent detection 
the local oscillator has to be sufficiently close to the frequency of the signal. However, the 
third condition depends on various optical components in the optical frontend. In this section 
we will focus on how the optical interfaces of the components affect the polarization state of 
the optical signal. 
2.3.1 Model of Single Optical Interface 
The electric vector of a light beam towards an interface can be mapped on two orthogonal 
axes sE  and pE , Fig. 2.20. The incident beam ( siE , piE ) at interface between two different 








E ). , , si r tE  is 
perpendicular to the plane formed by the incident direction and the normal to the interface. 
, , pi r t
E  is in parallel with the plane. In the following, sE  is called s light and pE  is p light. 
 
Fig. 2.20. Light incidents on an optical interface from a medium with refractive index of ni to a medium 
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Given the refractive indices of mediums around interface ni and nt, applying Fresnel 
equations [55], the reflection coefficient rs,p and transmission coefficient ts,p for s and p lights 
at the interface are calculated to be 
cos( ) cos( ) cos( ) cos( )
,
cos( ) cos( ) cos( ) cos( )
2 cos( ) 2 cos( )
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 (2.3.1) 
where i and t are the incident and refractive angles (the angle between the direction vector 
of the incident / transmitted beam and the surface normal) around the optical interface. 
,, , s pi r t
E  denote the electric fields of the incident, reflected and refracted beams. 
We know from Snell’s law that for an optical beam between two different mediums with 
different refractive indices the refractive angle is not equal to the incident angle except when 
the incident angle is 0 or 90. As a result the beam-waist normal to the direction vector (in 
parallel with Poynting vector) of the light is different for incident and refracted (transmitted) 
beams. Accordingly, the power, which is the average energy per unit time crossing the unit 
area normal to the Poynting vector of the incident, reflected and transmitted beams, can be 
calculated as Ii Aeff cosθi, Ir Aeff cosθr and It Aeff cosθt, where Ii, r, t is intensity of the beams and 
Aeff  is the area of the interface and θi, r, t is the incident, reflective and refractive angle [55].  
Intensity can be calculated as in Eq. (2.2.5). For convenience we write it again here, 
2 2, , 0 , , 0
, , , , , , , , , ,0
, , 0 , , 0
ε ε ε ε1 1
( ) ( ) ,
μ μ 2 μ μ
Ti r t i r t
i r t i r t i r t i r t i r t
i r t i r t
I E H E t dt E t
T
     (2.3.2) 
where 0 and m0 are electric permittivity and magnetic permeability of the vacuum, i, r, t and 
µi, r, t are relative electric permittivity and relative magnetic permeability of the mediums. 
Because the incident and reflective angle are identical and the incident and reflected beams 
are in the same medium, we have cosθi = cosθr, mi = mr, and i = r. The reflectance Rs,p which 
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The transmittance Ts,p which represents the power ratio between the transmitted and 
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For non-magnetic mediums, the relative permeability µi, r, t  1, and the refractive index of the 
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The angle of the complex coefficients rs,p and ts,p represents phase shift that the reflected 
and transmitted beams experience at the interface. The phase retardation is defined as the 
phase shift difference between the p and s lights, 
, ,t p s r p st t r r          (2.3.6) 
where x  denotes for the phase of a complex quantity x. 
The phase retardation and the power ratio between the p and s light indicate the degree of 
polarization rotation for the reflected and transmitted beams compared to the incident one.  
Now we use these equations to analyze the polarization rotation at different optical 
interfaces. Typical optical interfaces in an optical interferometer include dielectric to 
dielectric, and dielectric to metallic. For a dielectric to dielectric interface, we can further 
classify it into a less dense medium to dense medium interface and a dense medium to less 
dense medium interface. Two simple examples are air to glass and glass to air interfaces. For 
the dielectric to metallic interface, an example is glass to silver. The refractive indices of the 
mediums are listed in the following table. 
 
Medium Refractive index Relative permeability 
Glass 1.52 1 
Air 1 1 
Silver 0.14-11.3j 1 
Table 2.2. Materials used in simulation. 
For the definition of the clarity (left or right circular polarized state) we use the viewpoint 
of an observer that looks towards the field. 
First, we take an air to glass interface for example. The power reflectance, transmittance 
and phase retardation of the beams versus the incident angle are plotted in Fig. 2.21. 
In the plot, it can be seen that the power transmittance and reflectance vary with the change 
of incident angle. Especially, the power ratio between the s and p light of both reflected and 
transmitted beam changes with the increasing of the incident angle. The phase retardation of 
the transmitted light stays at ‘0’ at any incident angle, while the phase retardation of the 
reflected beam equal to ‘180’ till the Brewster angle, then changes to ‘0’. Therefore if the 
input light is a linearly polarized light that only consists of s or p components, the reflected 
and transmitted beams would stay at the same polarization state as the incident beam. 
However, if the input consists of non-zero p and s components, the polarization of the 
reflected and transmitted beams would change with the change of the incident angle. 
For example, we have a 45 linearly polarized beam (s and p light have same power) 
coming from air to glass, by increasing the incident angle from 0 to 90, the polarization of 
the reflected beam stays as linear polarization, however, rotates from 45 (orthogonal with 
the input light) to 45 (same as the input light), as shown in Fig. 2.22. This can be understood 
with the help of Fig. 2.21. For the reflected light, due to the ‘π’ phase difference between the p 
and s lights, at 0 incidence, the polarization of the reflected beam is orthogonal with the 45 
polarized input beam. When increasing the incident angle, the power ratio between the s and p 
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light is increasing. At Brewster angle, p light disappears and afterwards the power ratio 
between the s and p lights start decreasing till 90 incident angle, the beam in fact does not hit 
the interface therefore it stays at the same polarization state as the incident one. 
 
Fig. 2.21. (a) Power reflectance and transmittance of s and p light versus incident angle θi at optical 
interface from air to glass; (b) Phase retardation of the transmitted and reflected beams at optical interface 
from air to glass. Phase retardation is defined as the phase shift of p light minus the phase shift of s light. 
 
Fig. 2.22. Polarization rotation depends on the incident angle when a 45 linearly polarized input beam 
incident at an air-glass interface. L+: 45 linear polarization state; L: 45 linear polarization state; V: 
90 linear polarization state (s light); H: 0 linear polarization state (p light). 
The polarization state of the transmitted light would also stay linearly polarized, however, 
rotate slightly from the polarization state of the incident beam with increasing incident angle. 
It can be also understood with the help of Fig. 2.21, the power ratio between p and s beams 
varies with increasing incident angle till there is no transmission at 90 incidence. And the 
phase retardation between p and s lights stays zero. 
Now we take another example that the light comes from glass to air (ni > nt), the power 
reflectance, transmittance and phase retardation of the beams versus incident angle are plotted 
as in Fig. 2.23. This case is more complicated than the air-glass interface, because for both the 
reflected and transmitted beams the phase retardation between p and s light are no more ‘π’ or 
‘0’ once the incident angle goes beyond the critical angle. In case of a linearly polarized light 
having non-zero s and p components incident at the optical interface, such phase retardation 
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between p and s light would result in an elliptical polarization state for the reflected and the 
transmitted beams. 
We now analyze the glass to silver interface. Optical beam comes from glass to silver. The 
silver layer is thick enough to reflect most of the light back to glass. The rest is absorbed in 
the silver layer. The power reflectance, transmittance and phase retardation versus incident 
angle are plotted as in Fig. 2.24. 
 
Fig. 2.23. (a) Power reflectance and transmittance of s and p light versus incident angle θi at optical 
interface from glass to air; (b) Phase retardation of the transmitted and reflected beams at optical interface 
from glass to air. Phase retardation is defined as the phase shift of p light minus the phase shift of s light. 
 
Fig. 2.24. (a) Power reflectance and transmittance of s and p light versus incident angle θi at optical 
interface from glass to silver; (b) Phase retardation of the transmitted and reflected beams at optical 
interface from glass to silver. Phase retardation is defined as the phase shift of p light minus the phase 
shift of s light. 
It can be noticed that the power transmittance of the transmitted beam stays at ‘0’ and the 
power reflectance of reflected beam is close to ‘1’. The power ratio between s and p light of 
the reflected beam stays almost constant. The phase retardation of the reflected beam is 
changing with increasing incident angle. Therefore similarly as the case of dense dielectric 
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medium to less dense dielectric medium interface, a polarized beam with non-zero s and p 
components incident at the interface would result in a reflected beam with elliptical 
polarization state. The phase retardation of the transmitted beam stays at ‘0’. Because 
transmitted light is absorbed in the metallic layer, its polarization state is out of discussion. 
As a conclusion, in all three cases, for both the reflected and transmitted beams, depending 
on the polarization state of the input beam, refractive indices of the mediums, and incident 
angle, the polarization states of the reflected and transmitted beam could change compared to 
the incident beam. 
In addition there exist multi-layer thin films interface. In the next section, we will present a 
model of multi-layer optical interface. 
2.3.2 Model of Multi-layer Optical Interface 
Following derivation in [55], we now extend the model described in Eq. (2.3.1)(2.3.4) to 
optical interface consisting of multi-layer thin films. We define that each layer consists of two 
boundaries, namely ‘I’ and ‘II’. We firstly discuss for s light then for p light. 
s Light 
We plot the electromagnetic fields around one thin film layer as in Fig. 2.25. 
 
Fig. 2.25. Electromagnetic fields of s light at two boundaries of one thin film layer. 
At boundary ‘I’ we have incident beam denoted with its electric vector 
sIi
E , magnetic 
vector 
sIi
H , and propagation direction 
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that the tangential components of both the electric (E) and magnetic (H=B/m) fields be 
continuous across the boundaries. So at boundary ‘I’ we have, 
1 1 2 2
,
cos cos cos cos ,
sI sI sI sII
sI sI sI sII
sI i r t r
sI i r t r
E E E E E
H H H H H   
   
   
 (2.3.7) 
where 
, , ,, , s p I IIi r t
E  and 
, , ,, , s p I IIi r t
H  denote the electric and magnetic fields of the incident, 
reflected and refracted beams of s and p lights at boundary I and II. Given ε μH E  we 
further write HsI as, 
   1 0 2 01 2
1 0 2 0
ε ε ε ε
cos cos ,
μ μ μ μsI sI sI sII
sI i r t rH E E E E       (2.3.8) 
where 0 and m0 are electric permittivity and magnetic permeability of vacuum, 1, 2 and µ1, 2 
are relative electric permittivity and relative magnetic permeability of the mediums. 
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(n3). According to the boundary condition, we have, 
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Within the film, we have, 
0 2 0 2j j, .
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    (2.3.10) 
Here k0 is the propagation constant, and h2 is the optical distance that the wave front travels 
between the two boundaries, e.g., in this case h2=n2 d2 cos 2, given d2 is the thickness of the 
optical thin film between the two boundaries. To get a relation between the electromagnetic 
fields at the two boundaries, we now put Eq. (2.3.10) into Eq. (2.3.9), 
 
0 2 0 2
0 2 0 2
j j
j j2 0 3 0
2 3
2 0 3 0
,
ε ε ε ε
cos cos .
μ μ μ μ
sI sII sII
sI sII sII
k h k h
sII t r t
k h k h
sII t r t
E E e E e E

























t sII sII s
k h
r sII sII s s
E E H e
E E H e 
  
     
 (2.3.12) 





2 2 0 2 0 2
sin( )
cos( ) j ,
j sin( ) cos( ) .
sI sII
sI sII
sI t r sII sII
s
sI s t r s sII sII
k h
E E E k h E H
H E E k h E k h H
   

     
 (2.3.13) 
The relation between [EsI; HsI] and [EsII; HsII] can be written as, 
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Therefore the electromagnetic fields at the two boundaries are related by a characteristic 
matrix M 2. Here the index number ‘2’ in M 2 is same as the index of the layer. Now, we 
assume that we have multiple layers, that for each layer the characteristic matrix is 
0 i
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We have hi as the optical path length within the layer ‘i’, i as relative electric permittivity of 
the layer ‘i’, µi as the relative magnetic permeability of the layer ‘i’, and θi as the refractive 
angle from layer ‘i1’ to the layer ‘i’. 
For a multi-layer thin film coating, the overall characteristic matrix is the product of the 
matrices of all the layers. Thus, we can write the relation between the electromagnetic field 
[EsI; HsI] at the incident boundary of the multi-layer coating and the electromagnetic field 
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Now to calculate the overall reflectivity and transmissivity coefficient of the thin films, we 
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Therefore the overall transmissivity and reflectivity coefficient of the thin films for s light 
can be derived as, 
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 (2.3.18) 
Assuming all the mediums are nonmagnetic, the refractive index of the layer ‘i’ 
i i i iε μn   .The power transmittance and reflectance can be calculated similarly as in 




















When L=1, this is same as the equations for single interface. 




Similarly as for s light, we depict the electromagnetic fields around the boundaries of one 
layer of the thin film in Fig. 2.26. 
 
Fig. 2.26. Electromagnetic fields of p light at two boundaries of one thin film layer. 
At boundary ‘I’ we have, 
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At boundary ‘II’ we have, 
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In the thin film layer we have, 
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So the transmissivity and reflectivity of p light can be calculated as, 
1 1
11 1 12 1 ( 1) 21 22 ( 1) 1
11 1 12 1 ( 1) 21 22 ( 1)







p p p L p L L
p p p L p L
p
p p p L p L
t
m m m m
m m m m
r







      
       

      
 (2.3.26) 





















Now we can use these equations to analyze some typical optical coatings used in the 
optical interferometer system. 
Anti-reflection (AR) coating is widely used in free-space optics to enhance the 
transmission of the optical interfaces. It consists of multiple layers, and each layer has an 
optical distance hi = /4. The most simple AR coating consists of only two layers, see Fig. 











where nH is the refractive index of the coating material with relatively higher refractive index, 
nL the refractive index of the coating material with relatively lower refractive index, ns the 
refractive index of the substrate, and n0 the refractive index of the incidence medium. 
In practice, it’s difficult to find materials that exactly match Eq. (2.3.28). Materials with 
refractive indices close to the designed value are used to optimize the AR performance. In 
Table 2.3, we list a number of materials that are generally used in the AR coating. 
 
Material Refractive index 
Air 1 
Cerium Fluoride (CeF3) 1.63 
Zirconium Dioxide (ZrO2) 2.08 
Glass 1.52 
Air 1 
Magnesium Fluoride (MgF2) 1.38 
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Material Refractive index 
Zinc Sulfide (ZnS) 1.48 
Glass 1.52 
Table 2.3. Refractive indices of materials used in two kinds of AR coating. 
All these materials have relative permeability close to ‘1’. 
We have glass as the substrate, air as the incidence medium, CeF3 as L material and ZrO2 
as H material. Substituting the refractive indices into Eq.(2.3.28), we have the left side equal 
to 1.46 which is smaller than the right side that equals to 1.52. 
The transmittance and phase retardation for p and s lights at the AR coating can be 
calculated with Eq. (2.3.19) and (2.3.27). The thickness of each layer is set to  / 4 at normal 
incidence. The transmittance of the beam traveling from air to the AR coating and then to 
glass is plotted in Fig. 2.28. The transmittance stays close to ‘1’ at incidence angle 010. 
We then plot the phase retardation of the transmitted beam in Fig. 2.29. The phase 
retardation also stays close to ‘0’ at incidence angle 010. 
If the incident beam propagates in the reverse direction, we would have transmittance of a 
beam traveling from glass to the AR coating and then to air. A plot of the transmittance in this 
case is shown in Fig. 2.30. The phase retardation is also plotted in Fig. 2.31. The performance 
is similar as for the case from air to glass. 
 
Fig. 2.27. AR coating consists of two layers, namely ‘L’ and ‘H’. Incidence medium in this case is air and 
the substrate is glass. 
 
Fig. 2.28. The beam travels from air to glass with an AR coating consisting of CeF3 and ZrO2. 
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Fig. 2.29. The beam travels from air to glass with an AR coating consisting of CeF3 and ZrO2. Phase 
retardation of the transmitted beam versus incident angle θ1 from, left: 0 to 90; right: 0 to 10. 
 
Fig. 2.30. The beam travels from glass to air with an AR coating consisting of CeF3 and ZrO2. 
Transmittance versus incident angle θ1 from, left: 0 to 90; right: 0 to 10. 
 
Fig. 2.31. The beam travels from glass to air with an AR coating consisting of CeF3 and ZrO2. Phase 
retardation of the transmitted beam versus incident angle θ1 from, left: 0 to 90; right: 0 to 10. 
In summary, when the incident angle is below 10, the transmittance for both air to glass 
and glass to air is always above 99.8%, and the phase retardation is negligible. The AR 
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coating causes negligible change to the polarization state of the transmitted beam compared to 
the incident beam. 
Another example is using MgF2 as L material and ZnS as H material. We have the left side 
of Eq. (2.3.28) equal to 1.15 which is much smaller than the right side that equals to 1.52. 
Again, the coating thickness is designed to a quarter wavelength at a 0 incidence angle.  
Transmittance and phase retardation for a beam traveling from air to the AR coating and 
then to glass are plotted in Fig. 2.32 and in Fig. 2.33. They are also plotted for a beam 
travelling from glass to the AR coating and then to air in Fig. 2.34 and Fig. 2.35. 
 The transmittance is smaller than the first case due to the worse matched HL coating. 
However, the phase retardation is slightly better. 
In summary, in the case of incident angle close to the designed value, the polarization of 
the transmitted light is not influenced by the AR coating. 
 
Fig. 2.32. The beam travels from air to glass with an AR coating consisting of ZnS and MgF2. 
Transmittance versus incident angle θ1 from, left: 0 to 90; right: 0 to 10. 
 
Fig. 2.33. The beam travels from air to glass with an AR coating consisting of ZnS and MgF2. Phase 
retardation of the transmitted beam versus incident angle θ1 from, left: 0 to 90; right: 0 to 10. 
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Fig. 2.34. The beam travels from glass to air with an AR coating consisting of ZnS and MgF2. 
Transmittance versus incident angle θ1 from, left: 0 to 90; right: 0 to 10. 
 
Fig. 2.35. The beam travels from glass to air with an AR coating consisting of ZnS and MgF2. Phase 
retardation of the transmitted beam versus incident angle θ1 from, left: 0 to 90; right: 0 to 10. 
Non-polarizing beam splitting coating is used to split the input beam in two paths with 
equal power for both p and s lights. This generally requires multiple layers of thin film 
coatings. Here we present one example with 9 layers of thin film operating at wavelength of 
650 nm. The coating structure is presented in Fig. 2.36. The materials used in the coating are 
listed in the Table 2.4. 
 
Material Refractive index Thickness 
Glass 1.52 - 
MgF2 (Magnesium Fluoride) 1.37 154.14 nm 
TiO2 (Titanium Dioxide) 2.31 94.09 nm 
MgO (Magnesium Oxide) 1.72 190.06 nm 
TiO2 (Titanium Dioxide) 2.31 25.44 nm 
MgF2 (Magnesium Fluoride) 1.37 180.78 nm 
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Material Refractive index Thickness 
TiO2 (Titanium Dioxide) 2.31 64.03 nm 
Ag (Silver) 0.14-11.4j 4.42 nm 
TiO2 (Titanium Dioxide) 2.31 59.68 nm 
MgF2 (Magnesium Fluoride) 1.37 197.95 nm 
Glass 1.52 - 
Table 2.4. Refractive indices and thickness of material used in non-polarizing beam splitting coating. 
 
Fig. 2.36. Non-polarizing beam splitting coating consists of 9 layers of thin film. 
The power transmittance and reflectance of p and s lights are plotted in the left side of Fig. 
2.37, and the phase retardation of the transmitted and reflected beams are plotted in right side. 
It can be noticed that around the incidence angle of 45, the power splitting ratio for the 
transmitted and reflected beams are both close to 50% for both s and p lights. However, the 
phase retardations are all about 10. Therefore a polarization rotation would take place at 
the transmitted and reflected beams compared to the input beam if non-zero s and p 
components are carried.  
 
Fig. 2.37. The beam travels from glass to glass with a non-polarizing beam splitting coating in between. 
Left: transmittance and reflectance versus incident angle θ1 from 0 to 90; right: phase retardations of the 
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2.4 Optical Elements used in Delay Interferometer 
A free-space optical delay interferometer consists of collimators, reflectors, beam splitters and 
waveplates. In the following, each component will be briefly introduced. 
2.4.1 Collimator 
Optical collimators used in the interferometer system are to collimate the optical beams 
interfacing a fiber to free-space. The structure of a collimator is illustrated in Fig. 2.38. The 
beam coming out of the fiber first goes through a homogeneous medium which is called 
spacer. It then arrives at a piece of grin lens. The grin lens has a gradual varying refractive 
index. It functions as an objective lens which focuses the divergent beam and forwards it into 
free-space as a collimated beam. Anti-reflective coating can be applied on the front and back 
faces of the lens. 
 
Fig. 2.38. (a) Schematic of a grin lens based optical collimator; (b) Photo of an optical collimator with a 
fiber pigtail (Grintech GmbH); (c) Photo of an optical collimator. (Grintech GmbH). 
 
Fig. 2.39. Schematic of the Gaussian beam out of the optical collimators. w0 is the beam waist, zr the 
Rayleigh range,  the beam divergence angle, and dw the working distance. 
Normally, a fiber collimator lens is specified with a focal point for where the minimum 
beam waist would be. At the output of the collimator, the beam can be modeled as Gaussian 
beam that is defined with its beam waist w0, beam divergence  and working distance dw, see 
Fig. 2.39. The waist radius at position ‘z’ from the beam waist at ‘z = 0’ is calculated as [56], 
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(2.4.1) 
zr is the Rayleigh range. 
The working distance is two times of the distance between the collimator to the beam waist 
position, which is also the best reception position for a second collimator if said second 
collimator has the same characteristics as the input collimator. 
2.4.2 Reflector 
A reflector in an interferometer is used to fold the optical path and bring the beams to 
superimpose with each other. Various optical components can be utilized as a reflector. In this 
section we discuss the most popular ones, namely Porro prism and retro-reflector. 
Porro Prism 
A “Porro prism” - sometimes called a “right angle prism”, has the shape of half a cubic which 
is cut along the diagonal face, see Fig. 2.40(a). In Fig. 2.40(b) a top view of the Porro prism is 
depicted. The incoming beam first hits the hypotenuse of the prism where an AR coating is 
usually attached. Then the beam hits on two orthogonal faces. The two optical surfaces can be 
either dielectric so that total internal reflection reflects the wave or metallic so that external 
refection reflects the wave. The Porro prism can be made of optical glass or comprise metallic 
mirrors with air in the center. 
 
Fig. 2.40. (a) Schematic of a Porro prism; (b) Schematic of a Porro prism in top view. 
We now discuss the polarization dependence of the Porro prism. First the incident beam 
passes the AR coating of the hypotenuse of the prism. As discussed in Section 2.3.2, an AR 
coating does not distort the polarization state of the signal when the incident angle is close to 
0 as designed here. However, as shown in Fig. 2.23 and Fig. 2.24, both the total internal 
refection at a dielectric interface and the external refection at a metallic interface introduce 
significant phase retardation which could result in a polarization rotation for the reflected 
beam with respect to the incoming beam assuming non-zero s and p lights components. 
Compared to total internal reflection at a dielectric interface, the external reflection at a 
metallic interface causes less phase retardation and introduces negligible absorption. As a 
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To illustrate the difference between the dielectric and the metallic interface, we define an 
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(2.4.2) 
We define a transfer matrix for the optical interface number i = 1 or 2 of the two orthogonal 
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where Mr is for the reflected beam and Mt the transmitted wave. The reflection coefficient 
(rs,p) and transmission coefficient (ts,p) for s and p lights at the interface are calculated using 
Eq. (2.3.1), (2.3.18) and (2.3.26). After several interfaces, neglecting the propagator, the 
electric fields at the output can be written as, 
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(2.4.4) 
Take a Porro prism with dielectric interface for example, ignoring the hypotenuse which is 
AR coated, we have the refractive index of glass n = 1.52, the medium outside of the Porro 
prism as air and the incident angle θi = 45. The transfer matrix of two dielectric interfaces 

















The power of s and p lights is conserved and the phase retardation  between the p and s 
lights is about 80.5. By carefully selecting the material of the prism, it can be used as a 
quarter waveplate (QWP) or even a half waveplate (HWP) [57]. 
The transfer matrix of two metallic interfaces (silver with the refractive index 

















There is an absorption that is almost identical for the s and p lights, i.e. less than 1%. The 
phase retardation  between the p and s lights is only 21.6 which is much smaller than in 
the case of dielectric interface. 
Retro-reflector 
A retro-reflector has three faces which are orthogonal to each other when looking at it from 
the input, see Fig. 2.41(a). This ensures that the incoming beam is always reflected back in 
parallel but opposite direction of the beam source. Compared to a Porro prism, a retro-
reflector reduces the alignment tolerance by paying a penalty by an additional reflection. The 
prism can be made with either optical glass or metallic mirrors with air in the center. In the 
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case that it is made with optical glass, the front face is usually AR coated, and the three 
orthogonal faces can be either dielectric interface or metallic interface, see Fig. 2.41(b). 
 
Fig. 2.41. (a) Schematic of a retro-reflector; (b) Schematic of the retro-reflector prism in side view. 
To mathematically model a retro-reflector, we introduce a coordination system transfer 
matrix, because the beam no longer propagates in one plane. We first define the coordination 
system of the incident beam as three orthogonal vectors, which are the propagation vector k , 
electric field vector of s and p lights ,s pE . The propagation vector k  is normal to the vector 
of electric flux density D and magnetic field B. Because the mediums are isotropic and we 
assume the beam to be TEM (transverse electromagnetic), ,s pE  and k  are orthogonal to each 
other. The interface is represented by its normal vector. As shown in Fig. 2.42, the angle 
between the propagation vector and normal vector is the incident angle i. 
 
Fig. 2.42. Coordinate axes ( ,s pE  and k ) of the input has an angle of c to its new coordination system  
( ,s pE  and k ) according to the current interface. (a) The propagation vector k  has an incident angle i 
with respect to the normal vector of the interface. (b) The electric vectors ,s pE  are mapped onto ,s pE . 
As shown in the figure, the incident beam previously has been represented with respect to 
the coordinate system along sE  and pE . This coordinate system is different from the new 
coordinate system with axes along sE  and pE . The two coordinate systems are offset with 
respect to each other by θc. A 22 transfer matrix R is used to map sE  and pE  onto sE  and 
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For retro-reflector with dielectric interfaces, assuming the incident beam normal incident at 
the front face, we define the initial sE  and pE  vectors according to the first glass to air 
interface that the beam encounters. We can calculate the incident angle θi to be 54.7. By 
inserting the incident angle and refractive indices as listed in Table 2.2 into Eq. (2.3.1) and 
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The offset angle θc between the coordination systems of the two glass to air interfaces is 60. 
The transfer matrix from glass to air interface number 1 to 2 is calculated as in Eq. (2.4.7), 
c c
c c
cos( ) sin( ) 0.5 0.866
.
sin( ) cos( ) 0.866 0.5
 
 
   




Similarly we can derive the transfer matrix of glass to air interface number 2 and 3, and the 
transfer matrix from interface number 2 to number 3 (θc = 60) and from number 3 back to 
the original states as at interface number 1 in an opposite direction (θc = 60). Neglecting the 
propagator, the final output can be calculated, 
j( 107 ) j(29.8 )








E E Ee e
E E Ee e
  
   
      
       
            
3 2 13-1 r 2-3 r 1-2 r
R M R M R M
 
(2.4.10) 
The s and p lights at the output are mixture product of the p and s lights at the input. Take a 





]exp(j0t). The overall power is conserved, however, distributed 
unequally in s and p lights. The phase retardation is 122.9 which results in an elliptical 
polarized output. 
For the metallic coating, by taking refractive indices from Table 2.2 we can calculate the 
overall transfer matrix as 
j( 52.7 ) j(117.1 )
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(2.4.11) 
The cross-coupling between the s and p lights are negligible. The phase retardation introduced 
by the retro-reflector is about ‘’ which results in flip of the polarization with respect to the 





]exp(j0t) which is orthogonal with the input. This is 
normal for a reflected beam after three reflections. An experimental verification of the above 
discussion can be found in [58]. 
As a conclusion, a retro-reflector with metallic coating is the best choice in terms of 
polarization conservation and tolerance of alignment. A Porro prism with metallic coating 
saving one reflection can be considered to be used in applications where dimensions and cost 
are critical.  
c c
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2.4.3 Beam Splitter 
Beam splitter is used in the interferometer system to split the input beam in two paths. It can 
be a polarization beam splitter that splits the input beam in two orthogonal polarizations or a 
non-polarizing beam splitter that splits the input equally for both polarizations. In Fig. 2.43, a 
schematic drawing of the beam splitter is depicted. 
 
Fig. 2.43. (a) Schematic of a beam splitter; (b) Schematic of the beam splitter in top view. 
 
Fig. 2.44. (a) Beam incident from glass to a silver film of 5.7 nm thick and to another glass; (b) Power 
reflectance and transmittance of s and p lights versus incident angle θ1; (c) Phase retardations between p 
and s light of the transmitted and reflected beams versus incident angle θ1. 
For a polarization beam splitter, the essential characteristic is the extinction ratio between 
the two polarizations at each output. For a non-polarizing beam splitter the splitting ratio for 
each polarization is of interest. Additionally, a possible polarization difference between the 
beams in the two paths is of interest for an interferometer.  
(a) (b) (PBS:    )
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Non-polarizing beam splitters can be fabricated with multi-layer thin films such as shown 
in Fig. 2.36 and Fig. 2.37. Though the power splitting ratio is almost 50:50 for both s and p 
lights, the phase retardations of the transmitted and reflected beams have a non-zero or non- 
difference. Thus the polarization states of the reflected and the transmitted beams change 
differently with respect to the incident beam. 
A second way to fabricate non-polarizing beam splitter is to use a very thin layer of 
metallic coating, e.g., a 5.7 nm thick thin silver film, in between of two glass mediums, see 
Fig. 2.44(a). The power transmittance and reflectance and phase retardation of the transmitted 
and reflected beam are presented in Fig. 2.44(b). When the incident angle is small, we could 
achieve a 50:50 splitting ratio for both s and p lights. The phase retardation of the transmitted 
beam is close to ‘0’, and the phase retardation of the reflected beam is close to ‘180’. 
Therefore it introduces negligible polarization change to the transmitted and reflected beams 
with respect to the incident one. However, such thin film is impractical for fabrication and the 
small incident angle is difficult for alignment. 
2.4.4 Waveplate 
Waveplates are also known as retarders which serve to introduce phase retardation between p 
and s lights thus change the polarization of an incident beam. A typical waveplate is a 
birefringent crystal whose orientation and thickness are carefully chosen. The crystal is cut so 
that the extraordinary axis or “optic axis” is parallel to the surfaces of the plate. Light 
polarized along this axis travels through the crystal at a different speed than light 
perpendicular with the axis, thus a phase difference is created. When the phase difference is 
equal to , the waveplate is named as half-waveplate. When it’s /2, the waveplate is named 
as quarter waveplate [59].  
A special waveplate is made with liquid crystal. Liquid crystal has the property that when 
there is external electric field, its molecules would rearrange their orientation which leads to a 
change of its birefringence, see Fig. 2.45. In this way a variable waveplate can be introduced. 
 
Fig. 2.45. (a) Liquid crystal molecules arrangement when there is no voltage applied; (b) Liquid crystal 



















3 Configurations of Delay Interferometer 
Based on the theoretical analysis of polarization rotation upon optical interfaces, delay 
interferometers (DI) including polarization insensitive DI and polarization and phase diverse 
DIs, comprising tunable time delay have been developed in this thesis.  
In this chapter, we firstly present an optical delay interferometer characterized with tunable 
time delay and polarization insensitivity then introduce its control circuit. This part of the 
thesis has been published in Optics Express [J5]. In the second half of this chapter we present 
a design of a micro-optical interferometer that comprises four delay interferometers and two 
optical 90 hybrids. It can be operated either with self-coherent or coherent receiver principle. 
This part of the thesis has been filed as a patent [P1] and submitted to the Optics Express [J1]. 
3.1 Free-space Optical Delay Interferometer with Tunable 
Delay and Phase  
The content of this section is a direct copy of the Journal publication [J5]: 
J. Li, K. Worms, R. Maestle, D. Hillerkuss, W. Freude, and J. Leuthold, “Free-space optical 
delay interferometer with tunable delay and phase,” Opt. Express, vol. 19, no. 12,  pp. 11654-
11666, 2011. 
Minor changes have been done to adjust the color, line type and position of figures and 
notations of variables. 
 
A free-space optical delay interferometer (DI) featuring a continuously tunable time delay, 
polarization insensitive operation with high extinction ratios and accurate phase and time 
delay monitoring scheme is reported. The polarization dependence is actively mitigated by 
adjusting a birefringent liquid-crystal device. The DI has been tested for reception of 
D(m)PSK signals. 
3.1.1 Introduction  
Delay interferometers (DIs) are needed to demodulate differential phase shift keying 
modulation formats, e.g., DBPSK, DQPSK and higher-level formats like D8PSK (for short, 
D(m)PSK). These formats have various advantages regarding noise, nonlinearities, and 
dispersion tolerance [4][6]. Recently, DIs have been used to detect the amplitude and optical 
phase of coherent data signals [31][33][C21]. The main advantage of such a “self-coherent” 
detection scheme [33] over a real coherent reception is that self-coherent detection does not 
require an expensive, possibly wideband-tunable local oscillator. Moreover, DIs have also 
been used as optical filters for all-optical wavelength conversion [60][J9]. More recently, DIs 
have been used as ultrafast optical FFT processing elements enabling FFT processing of a 
10 Tbit/s OFDM signal [J7]. 
46 Chapter 3: Configurations of Delay Interferometer 
 
 
While delay interferometers have become important for all of the above and many more 
applications the fabrication of versatile delay interferometers is a challenge to this day. For the 
above mentioned applications, a versatile DI should feature: 
 Tunability in delay time and tunability for phase. In almost any of the above 
mentioned applications a good reception quality, requires adaption of the time delay to 
the symbol rate [50]. In again other instances, it is sometimes advantageous to deviate 
from the one-symbol delay in order to mitigate transmission impairments caused by 
effects such bandwidth-narrowing by concatenated filters [61]. A delay interferometer 
with a continuously tunable delay would fulfill both requirements. Recently, a DI with 
adaptive delay has been presented by using cascaded Mach-Zehnder interferometers 
[62], however, this only provides a discrete switching of three delays. A continuously 
tunable DI has been proposed in [35], where the delay is introduced by passing two 
orthogonal polarizations through a tunable differential group delay (DGD) element. 
This scheme, however, requires that the input signal has equal power for both 
orthogonal polarizations.  
 Low polarization-dependent loss (PDL), and especially a low polarization-dependent 
frequency shift (PDFS), which are of particular importance for demodulating 
D(m)PSK signals [63]. This is normally achieved by carefully selecting the optical 
coatings, which should perform for all polarizations alike. 
 Accurate monitoring and control of the operating point defining phase and time delay. 
Phase monitoring with a fixed time delay has been intensively discussed based on RF 
power monitoring [64] or based on a correlation method [65]. Although the efficiency 
of both methods has been demonstrated, the techniques are complicated, and they are 
limited to certain data formats and bitrates. A pilot-tone driven lock-in algorithm can 
be much more effective in fixing the DI operating point, especially for DQPSK 
reception, when a DI pair needs be locked to the desired /2 relative phase offset. 
Sophisticated time delay control techniques can be found in the field of distance 
metrology [66][67]. A simple solution would be to use a known pilot tone, and to 
count fringes when tuning the DI. 
In this section we present a polarization-insensitive, continuously tunable free-space 
optical delay interferometer. Our approach operates over a broad wavelength range. 
The section is organized as follows: We first model an optical delay interferometer 
mathematically. Then we present an appropriate free-space setup, which provides a calibrated, 
continuously tunable time delay from 0 ps to 100 ps. We achieve PDFS mitigation by 
employing a liquid-crystal device to compensate the birefringence within the system. Delay 
and phase are controlled with the help of a pilot tone. Experimentally, we demodulate DQPSK 
signals at 11.7 GBd, 28 GBd and 42.7 GBd, present eye diagrams and bit error ratios (BER), 
and compare the outcome to the results measured with a commercially available DI with fixed 
delay. In the last section we show that with two additional polarization beam splitters four 
logic DIs can be folded into one single DI which serves as a tunable polarization division 
multiplexing (PolMUX) receiver for polarization multiplexed D(m)PSK signals. 
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3.1.2 DInterferometer (DI) Modeling 
A schematic DI layout is shown in Fig. 3.1. It consists of two couplers and two optical paths 
of different length. The upper path has a time delay of  compared to the lower path. The input 
electric fields Ein,1 and Ein,2 are split by the first coupler (SI), then experience two different 
optical paths, and are then combined at the second coupler (SII), where two output fields Eout,1 
and Eout,2 are generated. 
 
Fig. 3.1. Schematic of an optical delay interferometer (DI). Inputs (Ein, 1 and Ein, 2) are split by a coupler 
(SI) into two paths with a1 and a2 as the respective power loss factors. A time delay  is introduced 
between the two paths. The signals interfere on the other coupler (SII) where two outputs (Eout, 1 and 
Eout, 2) are generated. 
Following [60] we convolve (symbol  ) the impulse response matrix of the DI with the 
time-dependent column matrix of input electric fields Ein,1,2, and find the time-dependent 
output electric fields Eout,1,2 (only one polarization is considered): 
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The matrices SI and SII in Eq. (3.1.1) describe the two couplers, where a phase factor j 
provides the ideal phase relations between the two output signals, which might be impaired by 






21.The quantities aIsI, aI(1  sI ), aIIsII and aII(1  sII ) are the 
power splitting ratios of the two couplers in the form of amplitude factors. If aI = 1 and aII = 1, 
the couplers are lossless. The Dirac distributions in matrix T are the impulse responses of the 
“long” (upper) and the “short” (lower) arms having a group delay difference , see Fig. 3.1. 
Assuming a monochromatic optical signal with angular frequency c = 2π fc, a change of  
introduces a phase offset c in the upper arm. The quantities a1, a2 < 1 are the power loss 
factors in the two paths. 
For a D(m)PSK signal demodulator with only one input to be used, i.e., Ein,1  0, Ein,2 = 0, 
Eq. (3.1.1) simplifies to 
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We can also write Eq. (3.1.2) in the frequency domain. We define the Fourier transforms of 
Eout,1, 2(t) and Ein,1(t) by out,1,2( )fE  and in,1( )fE , respectively. The associated transfer 
functions are H1, 2( f ) = | H1, 2( f )|exp[ j1, 2( f )] = out,1,2( )fE / in,1( )fE . 
The power transfer function then becomes 
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For the associated phases we find: 
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From the frequency dependence of the phase we derive the group delay tg1, 2 ( f ) = 
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 (3.1.5) 
For an illustration of Eq. (3.1.5) we consider two extreme cases: When sI, sII = 0, aI, aII = 1, 
the input field Ein,1 in Fig. 3.1 passes exclusively through the lower arm to the output 1. The 
squared magnitude of the transfer function at the outputs is calculated to be |H1( f )|
2
 = a2, 
|H2( f )|
2
 = 0, and the output group delay is tg1 ( f ) = 0 according to the assumption Eq. (3.1.1). 
When sI, sII = 1, aI, aII = 1, the input Ein,1 in Fig. 3.1 propagates through the upper arm to 
output 1 without coupling into the lower arm. The squared magnitude of the transfer function 
at the outputs can be calculated, |H1( f )|
2
 = a1, |H2( f )|
2
 = 0, and the associated output group 
delay is tg1 ( f ) =  according to the assumption formulated in Eq. (3.1.1). 
We describe an ideal DI (no loss, symmetric splitting) by the parameter set 
1 2 12 21 12 21
1
, , , 1, , , and , , , 0.
2
I I II II
I II I IIa a a a s s        (3.1.6) 
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We define f0 as a frequency where destructive interference occurs at output 1, and 
constructive interference at output 2. We plot |H1,2( f )|
2
 as well as phases 1, 2( f ) and group 
delays tg1, 2 ( f ) as a function of the frequency offset from f0, blue curves in Fig. 3.2. The 
frequency offset is given in units of the free spectral range FSR = 1 / . The two outputs have 
complementary power transfer functions     
2
1,2 1 2 1 cos 2π τH f f  . This leads to an 
infinite extinction ratio ER = (maximum of output 1, 2) / (minimum of output 2, 1), Fig. 
3.2(a). Whenever destructive interference occurs and the transfer function |H1,2( f )| crosses 
zero, a -phase shift is observed, Fig. 3.2(b). These phase jumps result in -functions of the 
group delay,  τ 2 2τf N   , N = 0, ±1, ±2, ±3,…, while tg1, 2( f ) =  / 2 holds at all other 
frequencies, Fig. 3.2(c). 
 
Fig. 3.2. Transfer function of the DI for different upper-arm power losses a1 = 1 and a1 = 0.64. The case 
a1 = 1 denotes an ideal DI (blue). The case a1 = 0.64 denotes an imbalanced DI with excess losses in the 
delayed arm (red). The three plots show (a) the power transfer functions |H1,2 ( f )|
2
, (b) the phase response 
1, 2( f ) and (c) the group delay tg1, 2 ( f ) for the constructive output port (dashed lines) and the destructive 
port (straight lines), respectively. 
In practice, losses and splitting ratios in a DI are not ideal as defined in Eq. (3.1.6). As an 
example we assume 2 dB of losses in one arm, i.e., a1 = 0.64, while all other parameters 
remain as in Eq. (3.1.6). For this case, the quantities |H1,2( f )|
2
, 1, 2( f ) and tg1, 2 ( f ) are 
plotted in Fig. 3.2 (red curves). In contrast to the ideal case, the red curves have a finite 
ER = 20 dB, and an additional loss of 0.085 dB. Furthermore, instead of the -phase jumps, 
the phase slopes are reduced near the frequency for destructive interference, which results in a 
finite negative group delay, Fig. 3.2(c). This behavior is typical for any deviation of a1, a2, aI, 
aII, and sI, sII from the ideal conditions defined in Eq. (3.1.6). Imperfect phase offsets 
12 21 12 21, , ,
I I II II     will introduce a frequency shift of the transfer functions. 
In the following we use the general model of Eq. (3.1.1) for designing a practical 
implementation of a free-space optics delay interferometer. 
3.1.3 DI Implementation and Polarization Dependence 
DIs typically can be implemented as asymmetric Mach-Zehnder interferometers or as 
Michelson Interferometers. The two configurations are different though. 
A Mach-Zehnder delay interferometer configuration is displayed in Fig. 3.3(a) [C30]. The 
interferometer is formed by a non-polarizing beam splitter (NPBS) and a reflector. The NPBS 
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splits the collimated input signal in two paths. For changing the optical path length difference, 
the reflector is mounted on a micro-actuator to create a variable path length with an associated 
delay . However, we notice that the upper, longer path usually has more loss than the lower 
path due to the additional reflector, so that the extinction ratio is degraded. Moreover, the 
minimum time delay difference  between the two paths is also limited by the fact that the 
upper optical path is always longer. 
Conversely, the Michelson interferometer allows a zero optical path difference and 
minimal power difference between the signals in both arms, thus providing a (theoretically) 
infinite large free spectral range (FSR) in combination with a high ER at “Output 1, 2”, see 
Fig. 3.3(b) [C19]. 
A prototype has been built as depicted in Fig. 3.3(c). The signals are coupled with fiber 
grin lenses into and out of the DI. The dimensions of 85×45×25 mm
3
 can be further decreased 
by using the LIGA technology as in [C30]. The actuator used in this setup has a mechanical 
step size of about 2 nm, which corresponds to a phase offset of about 1°. The mechanical 
tuning range amounts to 15 mm corresponding to a time delay tuning range of 100 ps. As the 
actuator responds within milliseconds, the tuning can be performed extremely fast. 
Now we consider an input with two orthogonal polarization states, s and p (“s” 
perpendicular light with respect to the incidence plane, and “p” parallel light with respect to 
the incident plane). Because each surface in the system has polarization-dependent 
transmissivity and reflectivity, the transfer function of the DI is seriously affected by the input 
signal polarization state. While polarization dependent reflectivity can be minimized by 
carefully selected coatings, there remains a polarization-dependent phase shift. This phase 
offset results in a polarization dependent frequency shift (PDFS) of the DI transfer function.  
To measure the PDFS of a DI, one could align the input signal parallel to one of two 
orthogonal (linear) polarizations, and calculate the difference between the respective transfer 
functions. In practice, because a DI is usually coupled to a standard single mode fiber, the 
input polarization state for the DI cannot be known. Therefore, we insert a polarizer directly 
after the input lens and record the spectral response of the DI for p polarization. Then by 
rotating the polarizer we record the spectral response for an s polarization. The spectrally 
shifted responses are found at “Output 1, 2” and are depicted in Fig. 3.4(a). Then with the 
knowledge of the PDFS, we adjust a birefringent element (by voltage tuning a liquid crystal 
(LC), Fig. 3.4(b)) for compensating the polarization-induced phase offset. When applying 1 V 
to the LC, we observe the spectral response in Fig. 3.4(b), where PDFS has been obviously 
mitigated as compared to Fig. 3.4(a). 
The PDFS measurement in Fig. 3.4(c) shows how the birefringence can be undone by 
detuning the liquid crystal. We have plotted pol = 2 (PDFS / FSR) against the voltage 
applied to the liquid crystal. The resolution of the plot is limited by the resolution of the 
equipment that allowed us to sweep the wavelength with steps of 10 pm only. For a FSR of 
200 GHz (1.6 nm) we can resolve a phase difference of 2.2 (0.61% of FSR).  




Fig. 3.3. Practical implementation of DI. (a) Schematic of the Mach-Zehnder-DI with two non-polarizing 
beam splitters (NPBS) combined in one unit, and one reflector. (b) Schematic of the Michelson DI with 
single NPBS and two reflectors. A liquid crystal (LC) compensates a polarization dependent frequency 
shift. (c) Photograph of a prototype of the Michelson DI. 
 
Fig. 3.4. Spectral response for s (blue) and p (red) polarizations. (a) Large PDFS, (b) LC is used to undo 
birefringence, (c) PDFS of DI for different voltages applied onto the LC (the precision of the measured 
offset phase is limited by the resolution of the measurement equipment). The plots show the output 2 
(dashed lines) and output 1 (straight lines). 
Once the birefringence is undone, it is undone for any delay  as an additional free space 
does not add to the birefringence. In Fig. 3.4(a), (b) one can notice that the ER = (maximum of 
output 1, 2) / (minimum of output 1, 2) at “Output 2” for both polarizations is larger than 
30 dB. At “Output 1” and for p-polarization the ER is 30 dB as well, however, for the s-
polarization only 18 dB is measured. This difference is due to the fact transmissivities and 
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an almost ideal extinction ratio because the two beams constructively interfering in the beam 
splitter and being mapped onto output 2 undergo one reflection and one transmission each. 
However, the two beams interfering in the NPBS and being mapped to output 1 undergo two 
reflections and two transmissions, respectively, which leads to a power imbalance (splitting 
ratio difference) for the slightest imbalance in the transmission and reflection coefficients of 
the NPBS coating. As we discussed above, this will lead to the ER difference between the two 
outputs at two orthogonal polarizations. As commercially available fixed-delay DIs have 
typically ER > 18 dB, this prototype has comparable performance. A PDFS < (0.61% of FSR) 
is also good enough for DQPSK demodulation [50][63]. 
Polarization dependent loss (PDL) and differential group delay (DGD) are important as 
well. Commercial measurement instruments, e.g., Agilent 86038B Photonic Dispersion and 
Loss Analyzer, Agilent N7788BD Benchtop Optical Component Analyzer, usually provide 
such data. It is straight forward since PDL and DGD can be derived from the ratio of the 






















Fig. 3.5. Measured average squared magnitude of the transfer function for all possible polarizations 
(blue), of PDL (green), and of DGD (green) at DI output 1 (solid line) and 2 (dashed line); 
FSR  42.7 GHz. For minimized PDFS: (a) average loss and PDL, (b) DGD versus wavelength. For large 
PDFS: (c) average squared magnitude of the transfer function and PDL, (d) DGD versus wavelength. 
To get an idea of the PDL and DGD to be expected in this device we tune our prototype to 
minimize PDFS as was done for measuring the data in Fig. 3.4(c). We record the average 


























































































3.1: Free-space Optical Delay Interferometer with Tunable Delay and Phase 53 
 
 
detect the DGD as a function of wavelength, Fig. 3.5(a) and (b) (FSR ≈ 42.7 GHz). The peaks 
in PDL and DGD are due to the different transfer functions for the orthogonal polarizations. 
When the birefringence control voltage deviates from the optimum operating point, double 
peaks are observed in the PDL and DGD curves. We then introduce PDFS in a second 
experiment and consequently find strong PDL and DGD as plotted in Fig. 3.5(c) and (d). The 
squared magnitude of the transfer function is averaged over all possible polarizations, and 
therefore the measured ER is small. Thus, one could minimize PDFS by minimizing the PDL 
and DGD peaks at destructive interference, especially when at the single peaks in Fig. 
3.5(a, b) (upper traces) the PDFS is minimum. The ER of the average squared magnitude of 
the transfer function for all possible polarizations is maximal when the PDFS is minimal.  
So far we demonstrated a tunable DI with reduced PDFS. There remains the problem of the 
inaccurate step size and the hysteresis of the actuator, so we need means for a stable and 
precise setting of the time delay.  
3.1.4 Time Delay Control 
In practical application the absolute time delay needs to be controlled and mechanical 
instabilities need to be mitigated. To this end we design an active feedback control circuit. In 
Fig. 3.6(a), the setup of the time delay and phase control is illustrated. A pilot tone at 
frequency fp counter-propagates with respect to the communication signal at fc. Circulators are 
used for separation of the pilot and signal tone. Because fp and fc can be widely different, 
appropriate filters would also allow a co-propagating arrangement without circulators [68]. 
For each DI, the pilot tone is detected with a low bandwidth photodiode, sampled for 
processing in the digital domain and fed to the respective control circuit. 
 
Fig. 3.6: Schematic of control circuit. (a) Time delay and phase control setup of DI, (b) ideal power 
transfer function between DI “Input” and “Output 2”. 
To set the absolute time delay accurately one starts off from a known time delay and then 
counts the number of constructive and destructive interference fringes mmax and mmin, 
respectively, when adjusting the delay. The associated change  of the time delay  can be 
derived by counting the number of minima and maxima that a signal undergoes when 










































  (3.1.8) 
Since the direction of movement is known, we can estimate the time delay , and c (c is 
the speed of light) is expressed as multiple of the pilot tone wavelength. The remaining delay 
in distance is less than the wavelength of the pilot tone, which effectively introduces a phase 
offset to the signal. The remaining phase delay can be found by measuring the power swing of 
the pilot tone while scanning the delay, and by evaluating the pilot tone power deviation from 
the average power value at the end of the actuator travel.  
For measuring the remaining phase delay more precisely [C19] dithering the DI delay may 
be used [68][69]. However, a mechanical DI dither introduces a deterioration of the 
transmitted signal data quality. So we decided for dithering the pilot tone frequency fp 
harmonically according to f (t) = fp + nd sin (2nFM t) using a frequency deviation nd with a 
modulation frequency nFM. Fig. 3.6(b) shows the power transfer function and denotes its FSR, 
the DI’s operating frequency f0, and the signal carrier frequency fc. Assuming that the pilot 
tone is connected to output 2 with f0 being the frequency with constructive interference in the 
output, the frequency offset between pilot tone and DI is denoted  fp = fp  f0. 
The phase monitoring photodiode in Fig. 3.6(a) produces an output current 
     
     
1 FM
2 FM
( ) J 2π τ sin 2π τ sin 2π
J 2π τ cos 2π τ cos 4π ...
ac d p
d p







The symbols J1,2 stand for the Bessel functions of order 1 and 2. The amplitudes of 
sin(2nFM t) and cos(4nFM t) can be extracted with a numerical lock-in scheme.  is known 
with the fringe-counting measurement. Therefore the terms J1,2(2nd  ) can be estimated 
with good accuracy, and we calculate  fp from the remaining trigonometric terms 
sin(2 fp  ) and cos(2 fp  ). With  fp and pilot tone fp known, the frequency f0 of the 
transfer function’s maximum is found, which has an offset  fc from the carrier frequency fc. 
Therefore, based on the known offset  fc, a control loop can be set up to fine-tune the delay  
for the wanted offset  fc, which fixes the phase difference in both arms of the DI. Using the 
same pilot tone, two DIs in an IQ demodulator can be locked with a defined relative phase 
offset, i. e., /2.  
3.1.5 Measurement and Experiment Result 
To demonstrate the quality of the tunable delay, we perform experiments with a long a 
medium and a short delay at 100 ps, 35.7 ps, and 10 ps. The average spectral responses over 
all possible polarizations, together with PDL versus wavelength are shown in Fig. 3.7. The 
plots show from left to right FSRs of 10 GHz (resolution limited), 28 GHz, and 100 GHz. No 
matter what the delay is the plots show an average ER of more than 20 dB with a minimum 
PDFS at the two outputs. The PDL around the frequencies of constructive interference are 
close to zero for all delays. 
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We then tested the performance across the spectral range. We performed three 
measurements with a FSR = 42.7 GHz (delay of 23.4 ps) at different wavelengths, Fig. 3.8. 
Similar performances have obtained in each case. 
 
Fig. 3.7. Average spectral responses (blue) of the two outputs (solid line for output 1 and dashed line for 
output 2) over all possible polarizations and PDL (green) at free spectral range, FSR = 10 GHz (a), 
28 GHz (b), and 100 GHz (c). 
 
Fig. 3.8. Average spectral responses (blue) of the two outputs (solid line for output 1 and dashed line for 
output 2) over all possible polarizations and PDL at wavelength 1525 nm – 1530 nm (a), 1545 nm –
 1555 nm (b), and 1570 nm – 1575 nm (c) with FSR = 42.7 GHz. 
The accuracy of the absolute delay control algorithms has been tested next. We first set the 
delay interferometer at 700 GHz FSR. We then used a pilot tone at 1550.12 nm to perform the 
fringe count. The DI is tuned from 700 GHz to 600 GHz and down till 20 GHz, then up to 
800 GHz and finally back to 700 GHz. The target value of each of the 40 measurements has 
been cross-examined with an optical spectrum analyzer (OSA) by connecting the DI input to 
an ASE source. Fig. 3.9(a) shows the relative deviation between the set FSR and the 
respective OSA measurement. The maximum deviation is 0.08 %, which is mostly limited 
by the repeatability of the OSA measurement.  
We then were interested in the accuracy of setting the DI to a particular phase. For this we 
modulated the pilot tone with n FM = 60 Hz and nd = 2 GHz and used to scan the phase offset 
over 360 at FSR = 40 GHz. Results at FSR = 80 GHz are also shown. In Fig. 3.9(b), the 
deviations between the set phase offset and the cross-examinations with respect to an OSA are 
shown. A maximum error of ~2 is found. A 6 hours phase deviation measurement is 
performed with the pilot tone being modulated with n FM = 30 Hz and nd = 750 MHz. A 
phase deviation < 2 and a standard deviation of 0.3 have been measured, see Fig. 3.9(c). 












































































































































Fig. 3.9. The plots (a) the accuracy for setting the absolute time delay (blue curve) when setting the FSR 
to particular value (red curve) for a measurement cycle between 800 GHz and 20 GHz, (b) the accuracy 
for setting a particular two delays with FSR = 40 GHz —— red, FSR = 80 GHz —— blue for a 
measurement cycle from 0 to 360 and (c) absolute deviation from set value over time when using the 
stabilization setup. 
 
Fig. 3.10. Measurement results of the proposed DI at various bit rates and comparison with a commercial 
DI (a) eye diagrams of NRZ-DQPSK I channel at 11.7 GBd, 28 GBd, and 42.7 GBd, (b) BER versus 
received power at 28 GBd (▲ green, for I and Q channels at polarization 1,  blue for I and Q 
channels at polarization 2), and 42.7 GBd (■□ black for I and Q channels at polarization 1, ●○, red for I 
and Q channels at polarization 2) for orthogonal polarizations of the tunable DI and single polarization of 
the typical DI (◄  magenta for I and Q channels), and (c) BER versus received power at 42.7 GBd at 
different wavelengths (■□ black for I and Q channels at 1545.56 nm, ●○ red at 1550.12 nm, and ▲ 
green at 1560.61 nm). 
The outputs of the DI were then connected to a 50 GHz balanced detector. The balanced 
receiver was built with a conventional photodiode combined with an inverted photodiode 
through a RF combiner. Demodulation of NRZ-DQPSK signals was performed at 11.7 GBd, 
28 GBd and 42.7 GBd with a DI delay of 1 symbol duration. Eye diagrams of the inphase 
channel captured with a DCA are shown in Fig. 3.10(a). BER measurements were also 
performed with a PRBS sequence of 2
7
 - 1 at symbol-rates of 28 GBd and 42.7 GBd as 
depicted in Fig. 3.10(b). For the two orthogonal polarizations the required received power for 
fixed BER is almost equal for both symbol-rates with the proposed DI. The performance is 
comparable with a commercial available DI in the same measurement setup. In Fig. 3.10(c), 
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3.1.6 Polarization Division Differential Direct Detection Receiver 
The tunable delay interferometer can be further extended into a polarization division 
differential direct detector. We show in a step-by-step manner that the four DIs normally used 
for a polarization diversity scheme with Inphase (I) and Quadrature (Q) phase detection can 
be simplified into single DI configuration.  
The general concept is first explained on a conventional polarization division differential 
direct detector as shown in Fig. 3.11(a). Its optical frontend includes 4 DIs which have a time 
delay  that is optimized with respect to the symbol rate of the detected signal. The signal is 
first split into the two polarization components Es and Ep (which in general do not correspond 
to the transmitter’s polarization components) by a polarization beam splitter (PBS). Then each 
polarization is fed into 2 orthogonal DIs (/2 relative phase offset) (I- and Q-DIs) and four 
balanced detectors are used to detect the signal components. 
 
Fig. 3.11. Schematics of polarization diversity self-coherent receivers (a) conventional configuration with 
4 DIs, (b) I and Q DIs combined configuration with 2 DIs, (c) free-space micro-optical implementation 
where all elements are folded into 1 DI only. 
The DI as described above can be simplified to combine the I- and Q-DIs in a single DI. 
This novel concept is shown in Fig. 3.11(b). The scheme works as follows. First a PBS splits 
off the two polarizations Es and Ep. Next we would like to determine the I- and Q-phase 
component of each of the polarizations. So we use quarter waveplates (QWP) to convert the 
Es and Ep components into circular polarizations (which provide us for each path a new pair of 
s and p fields E's and E'p. Please note that the real advantage of this scheme is that we have E's 
and E'p fields of equal power!). Each circular polarization is then fed into a separate DI. One 
branch of the DI comprises the time delay and the other branch a birefringent element (e.g., a 
liquid crystal Pol). The delay may then be set for the E'p-component to provide the I-phase 
component. The birefringent element may then be used to set the phase difference in the short 
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branch to pol + /2 resulting in a /2 relative phase offset for the E's-component with 
respect to the E'p-component. The E's-component will thus then provide us the Q-phase term. 
Using PBSs at the DI outputs the E'p and E's fields can easily be separated and combined into 
the balanced detectors. Thus we have reduced the number of required DIs to only 2 DIs in this 
newly proposed configuration. 
In Fig. 3.11(c), we propose an additional reduction of required components in a free space 
optics implementation. Using a mirror, the two orthogonal polarizations are mapped into the 
same DI configuration with two beams propagating in parallel sharing the same optical 
elements. The signals are split and combined with one single NPBS and reflected back by two 
corner reflectors. One reflector is mounted on a movable actuator that introduces a time delay 
. In the other branch, the birefringent element is set to align the orthogonal relative phase 
offset between the I and Q-components. Two PBSs (including the one at the input) are used to 
separate the signals into p and s polarizations. The signals can be coupled into fibers or 
directly to photodiodes providing electrical signals for further processing. With this novel 
setup, four logic DIs in a polarization diversity self-coherent detection scheme are folded into 
one single and compact Michelson delay interferometer structure with one single actuator 
tuning the time delay.  
3.1.7 Conclusion 
A tunable free-space optical delay interferometer has been modeled and presented. Its delay is 
controlled with a pilot tone. The maximal time delay is up to 100 ps, which allows a reception 
of symbol rates > 10GBd. Its PDFS is mitigated by utilizing an adjustable birefringent liquid 
crystal. A more complex but very compact design for polarization multiplexed D(m)PSK 
signal detection is also presented. 
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3.2 Four-in-one Interferometer for Coherent and Self-
coherent Detection 
The content of this section is a direct copy of the Journal publication [J1]: 
J. Li, M. R. Billah, P. C. Schindler, M. Lauermann, S. Schuele, S. Hengsbach, U. Hollenbach, 
J. Mohr, C. Koos, W. Freude, and J. Leuthold, “Four-in-one interferometer for coherent and 
self-coherent,” Opt. Express, submitted. 
Part of the content of this section has been filed in a patent [P1]: 
J. Li, M. Lauermann, S. Schuele, J. Leuthold, and W. Freude, “Optical detector for detecting 
optical signal beams, method to detect optical signals, and use of an optical detector to detect 
optical signals,” US patent 20, 120, 224, 184, 2012. 
Minor changes have been done to adjust the notations of variables, color, line type and 
position of the figures. 
 
A compact micro-optical interferometer is presented that combines two optical 90 hybrids or, 
alternatively, four delay interferometers into one interferometer structure sharing one tunable 
delay line. The interferometer can function as a frontend of either a coherent receiver or of a 
self-coherent receiver by adjusting the waveplates and the delay line. We built a prototype on 
a LIGA bench. We characterized the device and demonstrated its functionality by successful 
reception of a 112 Gbit/s signal. 
3.2.1 Introduction 
For coherent communication to become practical, cheap coherent and self-coherent receivers 
that require as few elements as possible are needed. Many research groups have been 
investigating solutions based on integrated optics [70][71][72]. Integrated optics solutions 
offer small dimensions and possible co-integration with photo-diodes and electronic circuits. 
Yet, the most common technique for commercial devices [73] is still based on free-space 
optics because of the stability and high quality of the optical characteristics. Another 
advantage of free space solutions is the large operation wavelength range (several 100 nm, 
e.g., from 1300 nm [74] to 1550 nm [J5]), and the option to continuously tune the time delay 
which is useful for self-coherent reception [J5]. 
In contrast to integrated optics where many elements can be co-integrated, free-space 
optics is limited in the number of physical components due to space and cost restrictions. A 
polarization and phase diverse coherent receiver requires 2 optical 90 hybrids. Each optical 
90 hybrid comprises several beam splitters, phase shifters and reflectors for beam alignment, 
see Fig. 3.12(a). A self-coherent receiver consists of either a delay line plus 2 optical 90 
hybrids or 4 delay interferometers (DI), see Fig. 3.12(f) and (g). The latter requires 3 
additional time delay arms in comparison to the former. Each DI needs to be controlled 
individually in order to match the signal’s symbol rate (1 / Ts), and the phase of each DI needs 
to be adjusted to guarantee orthogonality between the inphase (I) and quadrature (Q) DIs. 
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Therefore, efforts to reduce the number of hybrids/DIs are necessary. One method is to use 
polarization insensitive hybrids/DIs and separate the polarizations at the outputs [33]. 
However, polarization-insensitive hybrids/DIs are intricate to fabricate. Additionally, because 
the polarizations are separated at the outputs, the scheme is very sensitive to unwanted 
polarization rotation or birefringence before the polarizations are separated. Any spurious 
polarization rotation or birefringence would directly translate into coherent polarization 
crosstalk. The second method is to spatially separate the two polarizations at the input and 
lead them in parallel into the same optical components, which can be easily assembled with 
free-space optics. However, this method requires highly accurate optical alignment. 
Being a high precision X-ray lithography technology, LIGA technology (lithography, 
galvanic electroplating, molding) [75] can be used for fabricating passive alignment structures 
for optical elements with tolerances down to 200 nm and maximum heights up to 1 mm. By 
snapping micro-optical elements into the LIGA alignment structure, one can reduce the 
dimensions of the setup [C15]. In addition, good optical performance is guaranteed by the 
mature coating technology of free-space optical elements. 
In this section we introduce a compact micro-optical interferometer in LIGA technology. 
The number of optical components used in the interferometer is minimized by reusing the 
optical interfaces up to four times. Our scheme folds two optical 90 hybrids for a coherent 
receiver and four delay interferometers for a self-coherent receiver into a single interferometer 
structure with one single time delay adjustment. It can be switched from a polarization diverse 
coherent receiver to a polarization diverse self-coherent receiver by simply adjusting the 
birefringent waveplates. 
3.2.2 Interferometer Principle and Structure 
To better explain the path towards a component reduction for coherent and self-coherent 
receivers we begin with a description of the basic structures. 
In a conventional optical polarization and phase diverse coherent receiver, the incoming 
signal (solid line in Fig. 3.12(a)) is split by a polarization beam splitter (PBS) in two 
orthogonal polarizations, namely s (perpendicular to the incident plane, green) and p (parallel 
with the incident plane, magenta) polarization, each of which is then superimposed to a local 
oscillator (LO, dashed line) at the same polarization in an optical 90 hybrid. At the outputs, 
the inphase (I) and quadrature phase (Q) components of the sum and difference of two beams 
are received by pairs of balanced detectors as shown in Fig. 3.12(a). 
In a self-coherent receiver, instead of the local oscillator, a delayed copy of the signal is 
combined with itself in an optical 90 hybrid (Fig. 3.12(f)), or in two delay interferometers 
with orthogonal phase offset (Fig. 3.12(g)). 
Therefore a polarization and phase diverse coherent receiver requires 2 PBS, 8 couplers, 
and 2 phase shifters. A polarization and phase diverse self-coherent receiver requires 2 or 
1 PBS, 8 or 10 couplers, 1 or 4 tunable delay lines and 2 phase shifters. 
Here, we will show how to build a receiver frontend that only requires 2 PBS, 1 non-
polarizing beam splitter (NPBS), 3 reflectors for folding beams to reuse optical surfaces, 
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3 waveplates, and 1 tunable delay line. Thus, we can reduce the total number of optical 
components from 12…17 (not taking into account the reflectors that typically are needed to 
align the beams with the components) to a number of only 7 optical components plus 3 
reflectors. At the same time, this device can be switched between a coherent receiver and a 
self-coherent receiver frontend. 
 
Fig. 3.12. Schematic illustration of a polarization and phase diverse coherent receiver and self-coherent 
receiver frontend. The left column presents from top to bottom the transformation from a conventional 
coherent receiver (a) to a free-space optics interferometer configuration (e). The right column (f) to (j) 
presents a similar transformation for the self-coherent receiver. (e) and (j) are on the next page. Both 
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Fig. 3.12. Schematic illustration of a polarization and phase diverse coherent receiver and self-coherent 
receiver frontend. The left column presents from top to bottom the transformation from a conventional 
coherent receiver (a) to a free-space optics interferometer configuration (e). The right column (f) to (j) 
presents a similar transformation for the self-coherent receiver. (a), (b), (c), (d), (f), (g), (h), and (i) are on 
the previous page. Both receiver types can be realized with the same device. : s-polarized light; //: p-
polarized light. 
Coherent receiver. We first reduce the number of PBSs at the input from 2 to 1. In Fig. 
3.12(b), the signal and the LO are led into the PBS from different sides. After the PBS, a half 
waveplate (HWP) at 45 rotation with respect to the PBS is used to flip the split polarization 
states of the LO to their orthogonal states. Then the signal and LO at the same polarizations 
are mixed in the optical 90 hybrids. 
In free-space optics, the crossing structure in the middle of the optical 90 hybrid of Fig. 
3.12(b) requires several reflectors. To further reduce the number of optical elements, the 
optical 90 hybrid can be built in a different way, Fig. 3.12(c). After the PBS, the signals are 
split in two couplers. At one arm of each coupler, a HWP at 45 rotation with respect to the 
PBSs is introduced to convert the signal and LO onto their orthogonal polarizations. Thus the 
signal can be superimposed with the LO at the same polarizations at the second coupler. A 
quarter-waveplate (QWP) at 0 is positioned before the second coupler to provide the 
necessary 90 phase shift for creating the quadrature signal. Now we have again two optical 
hybrids after the input PBS. Compared to Fig. 3.12(b), three more waveplates and two more 
PBSs are required while saving four couplers, 2 phase shifters, and avoiding crossings. 
The two optical hybrids can then be built into one optical hybrid configuration by spatially 
overlapping them as in Fig. 3.12(d). Here the couplers are realized by non-polarizing beam 
splitters (NPBS). By folding the configuration along the gray line in the figure, we finally get 
the interferometer in Fig. 3.12(e), where only 1 NPBS and 2 PBSs are needed instead of 
2 NPBS and 3 PBS in Fig. 3.12(d). 
Self-coherent receiver. Starting from Fig. 3.12(g), we first reduce the number of DIs from 
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introduced at each polarization to convert the linearly polarized light into circularly polarized 
light. The circularly polarized light has new s (blue line) and p (red line) components with 
equal power. They share the same DI and are separated at the outputs by PBSs. By using a 
QWP at 0, 90 phase shift is introduced between the new s and p components, thus that one 
polarization forms an inphase component (e.g., the red line) while the other forms a 
quadrature phase component (e.g., the blue line). 
The two delay interferometers can be combined within the same DI structure as in Fig. 
3.12(i). Finally, the configuration can be re-arranged as a free-space optical interferometer 
with only one NPBS and two PBS as shown in Fig. 3.12(j). One may now compare the 
coherent receiver, Fig. 3.12(e) with the self-coherent receiver of Fig. 3.12(j). The only 
differences are in an exchange of waveplates and an additional waveplate, in a non-zero delay 
for the self-coherent receiver, and in a LO input for the coherent receiver. Thus both the 
configurations can be easily converted back and forth by using adjustable waveplates and a 
tunable delay. Tunable waveplates can be realized with liquid crystal cells, and the tunable 
time delay can be obtained by mounting the reflector onto a motor. A mathematic expression 
of the concept can be found in the Appendix A.2. 
3.2.3 Free-space Coherent & Self-coherent Receiver Design 
and Implementation 
The free-space scheme comprises a micro-optical bench that serves as a guiding structure for 
high-precision alignment of the optical elements. The fabrication steps are as follows: 
The micro-optical bench is designed and modeled with a ray-tracing tool, and the resulting 
structure exported as a CAD layout. Then alignment constructs are added around the optical 
micro-elements. The complete 3D volume assembly is then reduced to a 2D outline, which 
serves as input data for the X-ray mask. 
First, a premask is manufactured using e-beam lithography. A gold layer with a height of 
about 2 µm is structured on a 4 µm thick titanium foil, see Fig. 3.13(a). In the next step, the 
premask is used for the production of a master mask. The master mask is an invar (nickel iron 
alloy with low thermal expansion) foil carrying the structured gold absorber layer with a 
height of about 25 µm, which is fabricated with gold electroplating, Fig. 3.13(b). Both gold 
layers absorb X-rays, while the titanium foil or the invar foil is essentially transparent. A foil 
with PMMA resist having a thickness of 610 μm is glued to the silicon wafer. After deep X-
ray lithography, a developing process leads to high aspect ratio PMMA alignment structures in 
the micro-optical bench, Fig. 3.13(c). For mass production, such structures are strengthened 
with a nickel electroplating process, and the resulting nickel molding tool can be used for hot 
embossing. The complete process is often described as LIGA technology [75] (lithography, 
galvanic electroplating, and molding). 
Single benches with dimensions of 21  22 mm
2
 are diced from the wafer by laser cutting 
using a pulsed NdYag laser. The dimension of the single bench may be further reduced if 
smaller optical elements were chosen instead of commercially available elements. 




Fig. 3.13. Fabrication steps for the LIGA process. Pictures of the (a) premask (Ti-foil with Au structures), 
of the (b) master mask (invar-foil), and of the final (c) micro-optical bench (PMMA). 
 
Fig. 3.14. Photograph of a complete micro-optical interferometer. (a) Side view; (b) Top view with beam 
paths; (c) Top view of the complete micro-optical interferometer including the piezo-motor and in 
comparison with one Euro cent. 
A prototype of micro-optical interferometer has been fabricated by positioning the optical 
elements using the alignment and guiding features of the micro-optical bench, see Fig. 3.14. 
Grin lenses with a diameter of 1 mm are used to couple the optical beams from and to the 
fiber. PBS and NPBS are chosen to be 5 × 5 × 5 mm
3
 which is commonly available on the 
market. Porro prisms are coated with metallic coating on their orthogonal sides. One Porro 
prism is attached to a piezo-motor which acts as a tunable time delay and an adjustable phase 
shifter. A mirror cube is used to deflect the second polarization (s light) to the NPBS. Liquid 
crystal (LC) cells serve as waveplates whose birefringence can be changed by adjusting the 
applied voltage. Two LC cells have axes rotated with respect to the PBS eigenstates by 45, 
and one has axes aligned with the PBS. The LC cells are positioned such that the beams 
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reflected by the Porro prisms would only pass the waveplates once, as indicted in Fig. 
3.12(e)(j) and Fig. 3.14(b). Finally, the optical elements are glued to the bench. The 8 outputs 
for the I and Q components and the two polarizations are named ‘Out1’ to ‘Out8’. They 
correspond to different ports of the coherent and self-coherent receiver as listed in Table 3.1. 
 
Output number Out1 Out2 Out3 Out4 Out5 Out6 Out7 Out8 
Coherent SQ-p Q-p SI-p I-p SQ-s Q-s I-s SI-s 
Self-coherent I-p SI-p Q-p SQ-p I-s SI-s Q-s SQ-s 
Table 3.1. Outputs numbering in coherent and in self-coherent receiver. 
3.2.4 Characterization and Testing 
The free space receiver frontend was tested for its performance in a self-coherent and in a 
coherent receiver. 
We first tested the device as a self-coherent receiver. For this purpose, the LC cells were 
adjusted to act as QWPs at 45 (LC1 and LC3), and as a QWP at 0 (LC2) as in our 
schematic of Fig. 3.12(j). The LC2 cell at 0 may also be used to compensate polarization 
dependent frequency shift (PDFS) within the setup [J5]. 
 
Fig. 3.15. Micro-optical interferometer as self-coherent receiver. Spectral responses of outputs 1 (red 
solid line), 2 (red dash line), 3 (blue solid line) and 4 (blue dash line) at p-polarization in a wavelength 
range 1549.5 nm … 1550.5 nm. Free spectral range (a) 17.5 GHz, and (c) 50 GHz. Spectral responses of 
outputs 5 (red solid line), 6 (red dash line), 7 (blue solid line) and 8 (blue dash line) at s-polarization for 
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Fig. 3.16. Micro-optical interferometer as self-coherent receiver. Spectral responses at outputs 1 (red solid 
line), 2 (red dash line), 3 (blue solid line) and 4 (blue dash line) for p-polarization and FSR = 25 GHz. 
Wavelength range (a) 1526.5…1527.5 nm, (c) 1549.5 …1550.5 nm, (e) 1564.5…1565.5 nm. Spectral 
responses of outputs 5 (red solid line), 6 (red dash line), 7 (blue solid line) and 8 (blue dash line) at s-
polarization and FSR = 25 GHz. Wavelength ranges (b) 1526.5…1527.5 nm and (d) 1549.5…1550.5 nm, 
(f) 1564.5…1565.5 nm. 
The static performance of the micro-optical interferometer is characterized by wavelength-
sweeping a C-band tunable laser with a wavelength resolution of 1.44 pm. The micro-optical 
interferometer is measured with the minimal and maximal FSR by adjusting the piezo-motor 
to its farthest and closest position with respect to the Porro prism. In Fig. 3.15 we plot the 
spectral response of outputs Out1…Out8 at p and s polarization adjusted to a FSR of 
17.5 GHz and 50 GHz. The outputs are named as in Table 3.1. We see that the outputs 
represent constructive and destructive ports of the I and Q components. The extinction ratios 
for all the outputs are larger than 18 dB, which is sufficient for signal reception [50]. The 
excess insertion losses for all the outputs are below 4 dB. The insertion losses for output 5, 6, 
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deflected by the mirror cube which introduces extra absorption and misalignments. We 
conclude that the device keeps good extinction ratio and insertion loss over a tuning range of 
17.5…50 GHz, corresponding to a delay tuning range of 20…57 ps. The device has potential 
to cover a larger time delay range, e. g., down to zero delay, by reducing the tunable path 
when dicing the chip. 
The spectral response for various free spectral ranges (FSR) is measured in the C band. In 
Fig. 3.16, we present the spectral response for FSR = 25 GHz near 1527 nm, 1550 nm and 
1565 nm at p and s-polarization. The device has similar performance over the full C band. 
We then tested the micro-optical interferometer as a coherent receiver. One LC cell which 
was positioned previously at 45 (LC3) is now set to “neutral” so that it does not change the 
polarization states of the beams. The other LC cell at 45 (LC1) is set as a HWP so that it 
flips the linear polarization states of signal and LO to their orthogonal states. Polarization 
extinction ratios are measured by comparing the power of p and s-light at the outputs with 
either the signal input only, or with the LO input only. The polarization extinction ratios for all 
outputs are listed in Table 3.2. The minimal polarization ER is 17.9 dB. The insertion losses 
for signal and LO at each output are also compared. The maximal difference is to be seen at 
Out4, where a 2.95 dB power difference is measured. There is non-zero path difference 
between the upper and the right paths in Fig. 3.14(b) due to technological constrains of our 
present design. These differences can be compensated by choosing proper lengths of optical 
patch cords, or by using digital signal processing. 
 
Outputs  Out1 Out2 Out3 Out4 Out5 Out6 Out7 Out8 
Sig. Pol. ER [dB] 19.4 19.2 22 20.7 18.4 17.9 20 19.6 
LO Pol. ER [dB] 19.5 18 25.3 23 22.2 19.6 20.9 18.2 
Insertion loss 
difference [dB] 
0.03 1.29 1.97 2.95 0.83 0.88 0.26 1.07 
Table 3.2. Polarization extinction ratios for the outputs of micro-optical interferometer as coherent 
detection scheme. 
Finally, we tested the micro-optical interferometer with real data by receiving a 28 GBd 
PolMUX QPSK signal. The experimental setup is depicted in Fig. 3.17(a). A PolMUX QPSK 
signal is connected directly to the micro-optical interferometer via an erbium-doped fiber 
amplifier (EDFA) stage and an optical filter. The input polarization states at the input of the 
receiver are aligned with the polarization states at the transmitter so that no digital signal 
processing is required to demultiplex the polarizations. The signals are then received with four 
pairs of balanced detectors, and then sent to two real-time sampling scopes (Agilent optical 
modulation analyzer having a sampling rate of 80 GSa/s and a bandwidth of 32 GHz). No 
digital equalizer was applied. First, the micro-optical interferometer is configured as a self-
coherent receiver. The constellation diagrams of the received signal in both polarizations are 
presented in Fig. 3.17(b). The signal quality is quantified with error vector magnitude (EVM) 
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measurements. A value of EVM = 15 % is found, which is comparable with the signal quality 
for commercial devices. Second, the micro-optical interferometer is configured as a coherent 
receiver. The associated constellation diagrams are presented in Fig. 3.17(c), and the 
measured EVM are about 16%. The slightly worse performance of the coherent receiver is 
mostly due to the finite polarization extinction ratio and the insertion loss difference as shown 
in Table 3.2. This can be improved by using better-quality waveplates. 
 
Fig. 3.17. Experimental setup and results for self-coherent and coherent receivers with the micro-optical 
interferometer serving as a frontend. (a) Schematic of the experiment setup. (b) Constellation diagrams of 
the signals received by a self-coherent receiver. (c) Constellation diagrams of the signals received by a 
coherent receiver. 
3.2.5 Conclusion 
We presented a micro-optical interferometer that can be switched between a self-coherent 
receiver and a coherent receiver. It folds four delay interferometers and two optical 90 
hybrids into one single interferometer structure. With the help of a LIGA fabricated micro-
optical bench, the four-in-one interferometer can be implemented on a 21  22 mm
2
 chip with 
commercial available components. We measured excellent optical performance. Its function as 
a self-coherent and a coherent receiver frontend has been validated experimentally with a 
112 Gbit/s PolMUX QPSK signal. 
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4 Self-coherent 100 Gbit/s Systems 
Self-coherent receiver combines conventional differential direct detection with advanced 
digital signal processing. Compared to coherent receiver, it has the advantage of not using a 
local oscillator. It can be used to detect coherent signal including DBPSK, DQPSK, and 
16QAM and polarization multiplexed signal [31][32][33][76][77]. Among these modulation 
formats, PolMUX-DQPSK at a symbol rate of 28 GBd has been considered as the most 
promising candidate for the next 100 Gbit/s system. 
In this chapter, we will first present a self-coherent receiver comprising tunable delay 
interferometers, which allow the self-coherent receiver detecting signals at various symbol 
rates and different optical sampling rates. The principle of the self-coherent receiver will be 
explained and tested with a 28 GBd PolMUX-DQPSK signal by aligning the polarization with 
a polarization controller. This has been published in a conference paper [C21]. Then we will 
analyze the challenges for reception of a signal with arbitrary state of polarization and propose 
a DSP algorithm to relax the requirement of the polarization state at the input of the receiver. 
This has been published in a conference paper [C6]. Finally a self-coherent system using a 
variant of the PolMUX-DQPSK format is introduced, whereby the constellations in both 
polarizations are rotated by 45° relative to each other. A training sequence is used to estimate 
the fiber channel and a decision feedback circuit is applied to remove accumulated noise. 
PolMUX-DQPSK signal of 100 Gbit/s at arbitrary polarization state can be received. This part 
of the thesis has been published in Optics Express [J2]. 
4.1 Self-coherent Receiver with Tunable Delay Line 
Part of the content of this section has been published in [C21]: 
J. Li, K. Worms, P. Vorreau, D. Hillerkuss, A. Ludwig, R. Maestle, S. Schüle, U. Hollenbach, J. 
Mohr, W. Freude, and J. Leuthold, “Optical vector signal analyzer based on differential direct 
detection,” in Proc. of 22nd Annual Meeting of the IEEE Photonics Society (LEOS 2009), 
Belek-Antalya (Turkey), paper TuA4, 2009 (Best Student Paper Award). 
 
Self-coherent receivers usually only work with a fixed delay line of the built-in delay 
interferometers. Therefore the signal can be only detected at a certain symbol rate with a 
limited temporal resolution. In this section, we demonstrate a self-coherent receiver based on 
tunable delay interferometers (DI). Since the time delay in DI can be tuned between 0 ps and 
100 ps, it can be adjusted to the delay that provides the optimum performance for a given 
symbol rate. We demonstrate the reception and analysis of several signal formats at different 
symbol rates. It includes a 112 Gbit/s (i.e., 28 GBd) PolMUX-DQPSK signal, 28 Gbit/s NRZ-
OOK, 10 Gbit/s CSRZ (carrier suppressed return to zero), 28 Gbit/s DBPSK, and 42.7 GBd 
DQPSK signal. 
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4.1.1 Operation Principle 
The schematic setup of a self-coherent receiver for receiving PolMUX-DQPSK signals is 
depicted in Fig. 4.1(a). The input signal is aligned to the eigen-states of the polarization beam-
splitter (PBS) and then split in two orthogonally polarized beams. It is then processed by two 
pairs of tunable optical delay interferometers having (orthogonal) cosine and sine 
characteristics. The DIs are connected to balanced receivers. The optical input signal denoted 
by its complex notation Ex,y(t) = Ax,y(t)exp[j(0t + x,y(t))] at each polarization is split in two 
paths, and sent to two DIs. In the DI, the signal is further split in two arms having a delay 
difference τ. Delayed and non-delayed signals interfere at the output ports. Orthogonal 
interferometer characteristics are achieved by a relative phase offset in the arms of one DI 
with respect to the other DI amounting to I =  / 4 and Q =  / 4, respectively. The 
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where  x,y(t) =  x,y(t)   x,y(tτ). These output currents then are electrically sampled with 
an Agilent sampling oscilloscope. An off-line software tool then extracts the complex current, 
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Fig. 4.1. (a) Self-coherent receiver scheme. (b) Free-space optics layout of tunable optical delay 
interferometer (DI) as explained in Section 3.1. 
An approximation for the amplitude |Ex,y(t)| and an exact relation for the phase x,y(t) at 
time t = t0+nτ (with respect to an arbitrary reference phase at t0) leads to [33]. 
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  (4.1.2) 
As the time delay   in the delay interferometers can be tuned continuously, the 
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4.1.2 Experimental Demonstrations 
 
Fig. 4.2. Detection of 2,085 symbols. (a) & (e): Measured intensity and I&Q channel eye diagrams; (b) & 
(f): differential phase eye diagrams with sampled once per symbol (SpS = 1); (c) & (g): differential phase 
constellation diagrams of DQPSK signal for each of two orthogonal polarizations; (d) & (h): recovered 
intensity and phase as a function of time with SpS = 1 ( ▪ ), SpS = 2 ( ▪ ) and 4 (--- ▪ ---); Directly 
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An optical 112 Gbit/s PolMUX-DQPSK signal with a symbol rate of 28 GBd at 
 = 1,555.75 nm and a pseudo-random sequence length of 2
11
1 is launched. The delay of the 
built-in delay interferometers is set to 35.7 ps corresponding to one symbol duration of 
28 GBd. The I and Q waveforms are then detected with photodiodes (cut-off frequency of 
75 GHz) and sampled by an Agilent sampling oscilloscope, Fig. 4.2(a)(e). The orthogonal 
polarizations were pre-aligned with a polarization controller. The recorded waveforms are 
subsequently off-line processed. 
The differential phase, the recovered phase and the intensity can be calculated with 
Eq. (4.1.1) and Eq. (4.1.2). By overlaying the recorded 2,085 symbols, the differential-phase 
eye diagrams can be plotted, Fig. 4.2(b)(f) for the two polarizations, respectively. The 
constellation diagrams of the PolMUX-DQPSK are plotted in Fig. 4.2(c)(g) with differential 
phases and recovered amplitudes. The fully recovered phase and intensity of the signal are 
plotted in Fig. 4.2(d)(h) ( ▪ ). By tuning the delay to 17.85 ps and 8.9 ps, i.e., to SpS = 2 
( ▪ ) and SpS = 4 (--- ▪ ---), it provides more accurate results. The recovered phase at 
SpS = 4 reveals the best temporal resolution, and the recovered intensity at SpS = 4 matches 
best with the measured intensity () that has been recorded as a check. The temporal 
resolution is limited by the bandwidth of the photodiodes. 
Other modulation formats at various bitrates, namely a DQPSK signal at 42.7 GBd, a 
DBPSK signal at 28 Gbit/s, an NRZ-OOK signal at 28 Gbit/s, and a CSRZ signal at 10 Gbit/s 
are also tested with the self-coherent receiver (Fig. 4.3). 
 
Fig. 4.3. Differential phase constellations of (a) DQPSK 42.7 GBd SpS = 1, (b) DBPSK 28 Gbit/s 
SpS = 1, (c) NRZ-OOK 28 Gbit/s SpS = 2, and (d) CSRZ 10 Gbit/s SpS = 4, with the samples positioned 

























(a) DQPSK 42.7 GBd  SpS = 1
(c) NRZ-OOK 28 Gbit/s SpS = 2
(b) DBPSK 28 Gbit/s  SpS = 1
(d) CSRZ 10 Gbit/s SpS = 4




We presented a self-coherent receiver with tunable delay interferometers built in. It can be 
used to receive and analyze various modulation formats at different bit rates. The temporal 
resolution of the received signal can be tuned by adjusting the delay line of the delay 
interferometer. It has been shown that self-coherent receiver with smaller delay line performs 
better field reconstruction. However, the smallest temporal resolution is limited by the 
bandwidth and sampling rate of the ADCs at the receiver. When detecting PolMUX signal, the 
signal at the receiver needs to be aligned to the eigen-state of the receiver with the help of a 
polarization controller. This introduces extra hardware which has to be accurate and endless 
controlled at the speed of the polarization variation of the channel. In the next section, a 
receiver algorithm is developed for relaxing the requirement of the polarization controller. 
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4.2 Self-coherent Receiver Algorithms for Polarization 
Demultiplexing 
Part of the content of this section has been published in [C6]: 
J. Li, C. Schmidt-Langhorst, R. Schmogrow, D. Hillerkuss, M. Lauermann, M. Winter, K. 
Worms, C. Schubert, C. Koos, W. Freude, and J. Leuthold, “Self-coherent receiver for 
PolMUX coherent signals,” in Proc. of Optical Fiber Communication Conference (OFC'11), 
Los Angeles (CA), USA, paper OWV5, 2011. 
 
Different to the previous scheme, where external optical polarization controllers were needed 
in order to process PolMUX signals, in this section we will present a self-coherent receiver 
equipped with DSP algorithm which can demultiplex the two polarizations digitally. We 
experimentally validate the concept with 12.5 GBd (50 Gb/s) and 25 GBd (100 Gb/s) 
PolMUX-NRZ-QPSK signals. 
4.2.1 DSP Outline 
The receiver setup is similar as in Fig. 4.1(a). However, at the input of the receiver, the 
polarization states of the signals ,x yE  are unknown. They are projected onto the polarization 
axes of the receiver resulting in ,x yE . The signals ,x yE  are then sent into delay 
interferometers. At the output of the receiver, four electrical signals are received, which are 
the inphase and quadrature phase components of the signals combined with their delayed 
copy. The electrical signals are processed with DSP circuits. 
 
Fig. 4.4. Digital signal processing flow chart. Details of a field and polarization recovery algorithms are 
presented. ADC: analog-to-digital converter. 
The DSP flow chart is shown in Fig. 4.4. After digitization of the electrical signals IIx, IQx, 
IIy, IQy the clock is extracted and four waveforms are synchronized and resampled with a time 
delay  between adjacent samples. Then, two sources of phase errors in the DIs are 
numerically mitigated. One is the IQ-phase imbalance within each detected polarization, the 
other is the differential phase offset between the two detected polarizations. Both are static 
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normalization the differential phasor u'x, y = IIx,y + jIQx,y is constructed to start field recovery. Its 
amplitude is estimated by      4, , ,ˆ τx y x y x yE t u t u t     [33]. Here the hat symbol x̂  
denotes an estimate of x. In the previous section we have shown that a partial time delay, e.g., 
 = ½ Ts or ¼ Ts (Ts is the symbol duration) improves the estimation of the signal amplitude. 
However, the smallest  is limited by the bandwidth of the photo detectors and analog-to-
digital converters (ADCs). The estimated amplitude and the differential phase are then re-
sampled to 1 sample per symbol. Next, the differential phase x, y is added to a phase 
reference and combined with ,
ˆ
x yE  resulting in the complex field phasor ,
ˆ
x yE . A constant 
modulus algorithm (CMA) equalizer [30] is subsequently applied for polarization 
demultiplexing. Details of the CMA equalizer are given in Appendix A.1. 
However, the reconstructed phase of ,
ˆ
x yE  can be distorted by the accumulation of 
noise / error during the iterative process. The noise / error source includes thermal noise, 
quantization noise, and residual DI phase error etc. To illustrate this issue, we assume a simple 
DI phase error that deviate the detected differential phase from the original one by a constant 
offset ,x y
 , so that ’x,y = x,y + ,x y
 . Putting this into Eq. (4.1.2), the phase of ,
ˆ
x yE  is, 
 0 0 0 ,,
1
, ,( τ) τ ( )
n
xx y x y x y
m
yt n t m t n
   

          (4.2.1) 
As a result the reconstructed phase will walk off with the increasing of time. In practice this 
walk off is different between the two polarizations as the phase noise / error at two 
polarizations are independent, see Fig. 4.5 (middle). From the right figure in Fig. 4.5, one can 
see that the reconstructed phases on the two polarizations deviate from their original phases 
with time increasing and especially the phase error difference between the two polarizations 
increases with time. This increasing phase error difference causes failure in the polarization 
demultiplexing algorithms. 
 
Fig. 4.5. Phase of the signals on two received polarizations. The left figure presents the phase of the 
original field E'x (green) and E'y (magenta) versus time. The figure in the middle presents the phase of the 
reconstructed field ,
ˆ
x yE  using Eq. (4.1.2). The right figure presents the phase error which is the difference 
between the phase of the original fields and the reconstructed fields. 
Because the equalizer is always attempting to bring the signal towards the optimum state, 
we use the filtered field ,
ˆ
x yE  as a corrector for the phase reference by combining it with the 
recovered phase. The smaller the phase error / noise is, the larger the weighting factor ‘w’ we 
can use. In Fig. 4.6, on the left side, it shows the phase error difference between the two 
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polarizations varies with time significantly when there is no phase corrector turned on. When 
the phase corrector is switched on, the phase error difference increases very fast in the 
beginning, however, slows down and oscillates around a constant level after 100 symbols, as 
shown in Fig. 4.6 right. After the polarization and field recovery, ,
ˆ
x yE  are sent into modules 
of phase estimation [78] and signal evaluation. 
 
Fig. 4.6. Phase error difference between the two polarizations versus symbol length without phase 
corrector (left) and with phase corrector (right). 
4.2.2 Experimental Setup and Results 
 
Fig. 4.7. (a) Experimental setup (b)+(c) Polarization-resolved I/Q eye diagrams and received 
constellations with receiver polarization aligned to the signal polarization; (d) - (f) Polarization-unaligned 
signal constellations (blue, differential phasors), constellations after polarization recovery (blue, 
differential phasors) and constellations after phase estimation (green, recovered field phasors), from left 
to right at (d) 12.5 GBd with DI FSR = 12.5 GHz, (e) FSR = 25 GHz and (f) 25 GBd with FSR = 25 GHz. 
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In the experiment (Fig. 4.7(a)) a PolMUX-NRZ-QPSK signal is generated by modulation of 
an external cavity laser (1547.6 nm) with two uncorrelated PRBS of length 2
15
-1 in a dual-
MZI modulator and a bit-aligned polarization multiplex stage with a delay of several bits. The 
signal is amplified and filtered before sent into the self-coherent receiver The input signal 
polarization needs only approximate adjustment to the receiver polarizations states (here, e.g., 
by a polarization controller) due to the CMA algorithm. A real time scope (50 GS/s, 20 GHz 
bandwidth) is used to digitalize the waveforms for off-line processing. 
We used two signal baud rates, namely 12.5 GBd (50 Gb/s) and 25 GBd (100 Gb/s). As a 
reference we aligned the receiver polarization to the data signal, and time delay  to the 
symbol duration Ts. The obtained eye diagrams (Fig. 4.7(b), measured with Agilent DCA 
sampling oscilloscope) have Q
2
 factor ≈ 20 dB which verifies a good quality signal generation 
and self-coherent reception. Constellation diagrams of ux,y (Fig. 4.7(c), measured with real 
time scope) also verify a good quality reception. We attribute the stronger noise in the 25 GBd 
constellations to the bandwidth limitation of the real time scope.  
Next we tested the self-coherent receiver with non-aligned polarizations. Since only 
polarization mixing is considered in this measurement, we set the FIR butterfly filter (CMA) 
length to 1 tap only although larger filter lengths could also be used to receive, e.g., signals 
with PMD. Exemplary results are shown in Fig. 4.7(d)-(f), where we plot the received 
constellation , ( )x yu n , the constellation of 
*
, , ,
ˆ ˆˆ ( ) ( 1) ( )x y x y x yu n E n E n   after polarization 
recovery and the recovered field constellation ,
ˆ ( )x yE n  after phase estimation (window size of 
3Ts ) for a 1 ms time duration. For the 12.5 GBd signal, a DI FSR of 25 GHz 
( = 40 ps = Ts / 2, Fig. 4.7(e)) yields a clearer recovered constellation (EVM = 13.0%, 
12.4%) compared to a DI FSR of 12.5 GHz ( = 80 ps = Ts, Fig. 4.7(d), EVM = 19.0%, 
17.5%) as predicted in the previous section. For reception of the 25 GBd signal (Fig. 4.7(f)) 
we only used a DI FSR of 25 GHz ( = Ts ) due to the bandwidth limitation of the real time 
scope. In our experiments we found that the algorithm for polarization demultiplexing and 
field recovery converges well when the signal polarization is rotated against the PBS axes at 
the receiver input by < 35. Simulations show that for angle rotations >35 (up to 45), the 
recovered signal’s EVM increases above 30%. We attribute this to two reasons. One is the 
rapidly varying amplitude which occurs in such cases on the detectors and which cannot be 
estimated with high enough accuracy by estimating the signal magnitude with a geometric 
mean as in Eq. (4.1.2). The other reason is the zero points when there is destructive 
interference between the signals on two polarizations. 
4.2.3 Conclusion 
We present a self-coherent receiver algorithm which relaxes the requirement of the 
polarization controller at the input of the receiver. By tuning the delay line in the DIs, we find 
a smaller delay would improve the quality of the reception. However, the algorithm cannot 
function at input signal with a fully mixed polarization. In the next section, we will further 
improve our algorithms and develop a self-coherent system that reconstruct the signal field 
with a better accuracy and is suitable for arbitrary polarization input.  
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4.3  A Self-coherent Receiver for Detection of PolMUX 
Coherent Signals 
The content of this section is a direct copy of the Journal publication [J2]: 
J. Li, R. Schmogrow, D. Hillerkuss, P. Schindler, M. Nazarathy, C. Schmidt-Langhorst, S.-B. 
Ezra, C. Koos, W. Freude, and J. Leuthold, “A self-coherent receiver for PolMUX-signals,” 
Opt. Express, vol. 20, no. 19, pp. 21413-21433, 2012. 
Minor changes have been done to adjust the notations of variables and figure positions. 
 
A self-coherent receiver capable of demultiplexing PolMUX-signals without an external 
polarization controller is presented. Training sequences are introduced to estimate the 
polarization rotation, and a decision feedback recursive algorithm mitigates the random walk 
of the recovered field. The concept is tested for a PolMUX-DQPSK modulation format where 
one polarization carries a normal DQPSK signal while the other polarization is encoded as a 
progressive phase-shift DQPSK signal. An experimental demonstration of the scheme for a 
112 Gbit/s PolMUX-DQPSK signal is presented. 
4.3.1 Introduction  
Coherent receivers are key to next generation multi-level polarization-multiplexed modulation 
formats such as differential quadrature phase-shift keying (PolMUX-DQPSK) [26]. However, 
coherent detection requires a costly high-quality local oscillator (LO) laser. While coherent 
detection provides highest sensitivity the price of a narrow linewidth laser is not within reach 
for many applications such as in metro and access networks. A substitute that does not require 
a LO would thus be of interest. 
Recently, self-coherent detection (SCD) using delay interferometers (DI) has been 
suggested as a substitute for coherent reception [32][33][76][77][J3][C6]. The concept 
extends self-homodyne differential detection of signals such as the differential phase-shift 
keying (DPSK) modulation format, where phase differences of zero or 180° are conveyed. 
SCD schemes do not need an additional laser as a LO, instead the delayed copy of the signal 
is used for detection. Compared to a coherent receiver that requires digital signal processing 
(DSP) for carrier phase and frequency estimation, SCD requires advanced DSPs to reconstruct 
both the phase and the amplitude of the optical field by comparing an actually received 
complex sample with a previously reconstructed sample. While self-coherent receivers are 
advantageous with respect to hardware complexity, they mainly suffer from two issues. 
Firstly, SCD usually shows an optical signal-to-noise ratio (OSNR) penalty compared to 
coherent receiver. Secondly, SCD has not yet been able to receive a PolMUX signal. 
The optical signal-to-noise ratio (OSNR) penalty of SCD compared to coherent receiver is 
about 2.3 dB [24], due to the fact that the reconstruction process refers to previously estimated 
symbols which are also noisy. Especially the quantization noise of analog-to-digital converters 
(ADC) at the receiver is a degrading factor [J3]. This OSNR penalty may be reduced with 
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proper DSP algorithms [33][54][J3]. These algorithms, which were developed for single 
polarization, are not directly applicable to self-coherent receivers for PolMUX signals, since 
the unknown crosstalk between the two polarizations at the receiver strongly distorts the 
signal constellations. In addition, the fields in the two orthogonal polarizations may 
destructively interfere at the receiver polarizer yielding zero samples for the reference, 
causing outages in the reconstruction algorithm operation. 
Three principal methods of polarization demultiplexing (PolDEMUX) were mostly 
developed for differential detection, which can in principle be also applied to SCD. The first 
method resorts to an external polarization controller for manually [5][7] or automatically 
aligning the signal to the receiver polarization axis [8][10]. No special signal format is 
needed. While automatic alignment does not require fast DSP circuits, it relies on high-speed 
endless polarization controllers. The second method, suitable for return-to-zero (RZ) signals, 
consists of interleaving the RZ signals propagating in two orthogonal polarizations by 
introducing a time offset of half symbol duration. At the receiver, the signals are detected 
using polarization-insensitive decision circuitry operating at twice the symbol rate [11], 
requiring high-speed photo-detectors and electronics. The third method uses multiple DIs with 
a variant of the least mean square (LMS) algorithm [12]. In this scheme the authors not only 
differentially detect the signals in two orthogonal polarizations, but they also cross-couple the 
two polarizations optically so that the cross product between the two orthogonally polarized 
signals can be formed by DSP. The advantage is that PolDEMUX occurs at the symbol rate. 
The disadvantage is the more complex optical circuitry, and the cost for twice as many 
photodiodes and ADCs, relative to the first SCD method and to a coherent receiver. 
Unfortunately, in SCD, post-detection noise accumulates in the field reconstruction 
recursion, leading to a random-walk process of the complex recovered signal [C6][J3] if no 
preventive measures are taken. Due to the independent noise random walks in the two 
polarizations, the PolDEMUX algorithms [30] commonly used in coherent detection system 
are not directly applicable for SCD system. 
In this section, we present a SCD receiver based on the principle that is different from the 
above methods. It does not require polarization controller, time interleaving, and a doubled set 
of detectors. We estimate the change of the state of polarization with training sequences, then 
use decision feedback to reconstruct the field and to mitigate the noise-induced random walk 
that affects the usual PolDEMUX methods. To address “zero-reference” outages in one 
polarization, we use the signal in the other polarization to estimate the “lost” reference. To this 
end, a variant of the PolMUX-DQPSK format is introduced, whereby the constellations in 
both polarizations are rotated by 45° relative to each other. An experimental demonstration of 
the SCD dual polarization scheme is presented for 112 Gbit/s PolMUX-DQPSK reception. 
4.3.2 PolMUX Transmission and Self-coherent Reception 
A polarization multiplexed transmission system with a self-coherent receiver is presented in 
Fig. 4.8(a). Two equivalent configurations of the self-coherent receiver optical frontend (OFE) 
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are considered: An OFE with two phase-offset delay interferometers (DI) as in Fig. 4.8(b), and 
an OFE with an optical hybrid, Fig. 4.8(c). 
 
Fig. 4.8. Polarization multiplexed transmission system with self-coherent receiver (SCD Rx). (a) System 
schematic with SCD Rx and its DSP modules. Transmitters Txx and Txy generate two signals Ex and Ey 
carrying data sx and sy, which are then combined in a PBC to form a PolMUX signal. In the fiber the 
signal experiences a random change of the state of polarization described by a matrix C which consists of 
arbitrary polarization rotations Rn, arbitrary order of PMDn, and arbitrary phase offset P. The signal is 
then detected in a SCD Rx. There are two options for realizing the optical frontend (OFE) for detecting 
the inphase (I) and quadrature phase (Q) signal: (b) OFE with two quadrature phase-offset DIs (IQ-DI), 
(c) OFE with optical 90 hybrid. 
The transmission link shown in Fig. 4.8(a) comprises two sub-transmitters (Txx, Txy) that 
carry two independent data streams, sx and sy. The signals generated by the two transmitters 
are orthogonally polarized. Their electric fields are denoted with Ex and Ey. The two signals 
are superimposed in a polarization beam combiner (PBC) to form the polarization multiplexed 
(PolMUX) signal, which is transmitted along a fiber, experiencing a random change of the 
state of polarization (SOP). The channel is modeled as a matrix C including arbitrary 
polarization rotations Rn, arbitrary order of polarization mode dispersion (PMDn), and 
arbitrary phase offset P, as detailed in Section 4.3.2.1. In the polarization diverse self-coherent 
receiver, the signal is split by a polarization beam splitter (PBS) in two orthogonal linear 
polarizations, the output fields of which are denoted with xE  and yE . These signals are a 
mixture of the transmitted Ex and Ey as generated by the random SOP change along the fiber. 
Both polarizations are processed in a self-coherent receiver, the optical frontend (OFE) of 
which can be implemented by either of two following schemes. 
Delay interferometer frontend. In Fig. 4.8(b) two DIs with balanced detectors are shown. 
The input of each DI is either ( )xE t  or ( )yE t
 , denoted by , ( )x yE t  for short. Within each DI, 
the complex signal , ( )x yE t  is mixed with its delayed copy , ( τ)x yE t  . By carefully choosing 
the excess phase difference between the two arms, either an inphase component 
*
, , ,Re{ ( )} Re{ ( ) ( τ)}x y x y x yu t E t E t     (I, zero phase difference, upper arm in Fig. 4.8(b)) or a 
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quadrature phase signal *, , ,Im{ ( )} Im{ ( ) ( τ)}x y x y x yu t E t E t       (Q,  / 2 phase difference, 
lower arm in Fig. 4.8(b)) is detected by the balanced photodiode pair. We write the operation 
performed by the DI together with the balanced detector mathematically as 
*
, , ,( ) ( ) ( τ).x y x y x yu t E t E t     (4.3.1) 
The derivation of the equation can be found in Appendix A.3. 
Optical hybrid frontend. An equivalent alternative scheme is shown in Fig. 4.8(c) where 
a 24 optical hybrid is used similarly to a coherent receiver. In lieu of the local oscillator, the 
incoming signal is delayed by , and this copy is fed into the 24 optical hybrid in order to 
interfere with the original signal. Multiple variants of 24 optical hybrids exist, implemented 
by discrete couplers, by star-couplers [36] or by multimode interference couplers [37]. The 
outputs are identical to the ones of the DI frontend. 
After the balanced detection in either of the frontends, the complex quantities xu  and yu  
are converted into the digital domain using analog to digital converters (ADCs). Digital signal 
processing (DSP) algorithms are then applied to recover the transmitted signals. At the outputs 
of the DSP, the demodulated signals ˆxs  and ˆys  are available for further evaluation, for 
instance for a BER measurement. The DSP algorithms include clock recovery, resampling, 
phase error correction, normalization, polarization and field recovery. These last two functions 
are the subject of a new algorithm, which is our focus in this section. 
In the remainder of this section we will present a model of the fiber channel, with which 
we analyze the interference between the Txx and Txy signals and summarize the challenges 
that need to solve. At the end, the principle of our transmitter and receiver will be presented. 
4.3.2.1  Channel Model 
A polarization multiplexed transmitter with a fiber channel and a polarization diverse SCD 
receiver is shown in Fig. 4.8(a). The fiber channel introduces some arbitrary SOP changes so 
that the detected polarization consists of a mixture between the two transmitted signals. 
A possible scenario as of how the SOP may vary when passing from transmitter to receiver 
is depicted in the upper part of the figure. The quantities Ex and Ey represent the linearly 
polarized electric field components at the transmitter Txx and Txy. The two signals are 
combined at a PBC whose linear eigenstates are aligned with the polarization axes of Ex and 
Ey (blue and red coordinate systems). After the PBC, a fiber is attached. The fiber is modeled 
by numerous birefringent slices all of which have a different orientation of the fast and the 
slow axes and a different PMD. The first slice of the fiber model has linear eigenstates p 
(parallel) and s (senkrecht, perpendicular), which are rotated by an angle of 1 with respect to 
Ex and Ey. The signals have to be remapped to a new coordinate system. This operation can be 
described by a Jones matrix R1. The last slice of the fiber model has linear eigenstates p′ and 
s′. At the end of the fiber a PBS with linear polarization eigenstates xE  and yE  projects this 
electric field on its eigenstates (green and magenta coordinate system), and in addition 
introduces a phase offset PBS  between the two signals. This phase offset is modeled by a 
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matrix P as shown in Eq. (4.3.2). The rotation angle between the eigenstates of PBS and last 
fiber slice is n. The coordinate system transformation is described by matrix Rn. 
Neglecting the propagator and any loss common to both polarizations, the channel is then 
described by a unitary Jones matrix C [33], which includes arbitrary polarization rotations Rn, 
and arbitrary order of PMDn, and phase offset P, 
PBSDGDn PMDn
11 12
n n n 1 2 1 1
21 22
n n
n n jj( )
n n
, ,
1 0 1 0cos( ) sin( )
, ( ) , .











    
               
    
       
      
C P R PMD R R PMD R
R PMD P  
(4.3.2) 
Here, PMDn represents the first-order PMD within the fiber. Assuming a time dependency 
exp(j t) with optical angular frequency , the differential phase shift between the two 
principal states of polarizations in a signal bandwidth  / (2) is DGDn PMDn    , and 
the differential group delay is DGDn. Additional effects could have been also included. 
4.3.2.2  Challenges for Signal Recovery 
The original Txx and Txy signals are undergoing SOP change in the channel. As a consequence 
the signals from Txx and Txy are mixed in the receiver. The SCD receiver needs to recover ˆxs  
and ˆys  from xu  and yu . This can be done in three steps. The first step is the field recovery 
that xE  and yE  are reconstructed from xu  and yu . The second step is the polarization 
recovery to recover Ex and Ey from xE  and yE . At the end, it’s the demodulation that ˆxs  and 
ˆys  are retrieved from Ex and Ey. There are several challenges that need to be solved for such a 
SCD receiver. 
 
Fig. 4.9. (a) Illustration of Tx and Rx polarization states. (b) Constellation diagram as sent off by the Txx 
() and Txy () and constellation diagrams as received by the Rx in the two polarizations x' () and y' () 
when being sent over the channel in Eq. (4.3.3). The two QPSK (, ) are mixed and form new 
constellations ( ) 2x x yE E E    () and ( ) 2y x yE E E    (). Zeros in the center of the 
constellations result from destructive interference. 
The first challenge is that the mixing of the two signals could lead to destructive 
interference to the extent that the signal at the receiver becomes zero. To illustrate this issue 
we give an example using a PolMUX-QPSK signal transmitted in a very simple channel 
consisting only one fiber slice. In our simple channel illustration we neglect PMD and assume 
a zero phase offset after the PBS. In this case, the matrices R1, PMD1, and P are all identity 
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PBC, so that the transmitted field components xE  and yE  are combined to new electric field 
components xE  and yE  along the PBS eigenstates. Here we assume a rotation by  2 = 45, 
see Fig. 4.9(a). We find 
j 1 11 1 1
exp(j ) .
j 1 12 2 2
x yx x x x
y y y y x y
E EE I Q E
t
E I Q E E E

          
                       
 (4.3.3) 
As an example, we assume QPSK where 1, 2
{1+ j, 1+ j, 1 j, 1 j}exp(j )x yE t     . By 
substituting into Eq. (4.3.3), we arrive at the constellation diagrams in terms of the real (I, 
inphase) and imaginary part (Q, quadrature phase) of the complex envelope of the carrier 
exp(j t), Fig. 4.9(b). As an issue with the reception scheme one may notice the zeros in the 
Rx constellation diagrams. The zeros result from a destructive interference between Ex and Ey 
when carrying identical symbols. These zeros result in outages of the field reconstruction for 
xE  and yE . Special care need to be taken to overcome this issue (details in Section 4.3.2.5). 
The second challenge is to avoid error propagation during the field reconstruction process. 
The error may propagate because the signal is reconstructed using the previous received 
symbol as a reference. With this a single error could lead to an error in all subsequently 
reconstructed fields. However, this would not be an issue if the value of the received 
quantities ,x ys  would not dependent on the previous detection but only on the difference 
between two adjacent samples of the field. Therefore, we differentially encoded the 
transmitter signals. The transmitter is going to be discussed in the next section and the error 
propagation will be discussed in more detail in Section 4.3.2.5. 
The third challenge is to undo the SOP change of the fiber. For this we will introduce a 
training sequence to estimate the channel matrix C in the next section and Appendix A.4. 
4.3.2.3  Transmitter with Differential Encoding and Training Sequence for 
Channel Estimation 
The data in the transmitter are differentially precoded (DP) in order to avoid error propagation 
as outlined in Section 4.3.2.2. We start with the complex data sequence ( )s n  belonging to a 
certain constellation. By differentially precoding, ( )s n  is processed into a complex symbols 
A(n) at discrete times tn = n at multiples n of the symbol period  [48], 
( ) ( ) ( 1),A n s n A n   (4.3.4) 
where ( 1)A n   retains the same phase as ( 1)A n  , but its magnitude is normalized to one, 
i. e., ( 1) ( 1) ( 1)A n A n A n    . If we take standard DQPSK as an example, we have 
( ) { 1, j}s n    . Given the sequence s(n) = [1, j, 1, 1, j] and A(0) = 1, we get A(n) = [1, j, 
j, j, 1]. 
The differentially precoded signal A(n) is then modulated on an optical carrier. In a 
polarization multiplexed system we convey two signal streams Ax(n) and Ay(n) on the two 
orthogonal SOP, say, linear polarizations in x and y-direction. The optical signals after the 
modulation are denoted ( )exp(j )x xE A n t  and ( )exp(j )y yE A n t . The data flow is 
shown in Fig. 4.10. In practice, the oscillator is a laser and the mixer is implemented by an 
optical IQ-modulator. 




Fig. 4.10. Schematic drawing of the transmitter. s(n) is differentially encoded into a A(n) by adding 
( 1) ( 1) ( 1)A n A n A n    . The symbol z
1
 (representing the z-transform) stands for a time delay by one 
bit. Then A(n) is modulated on an optical carrier with angular frequency . The mixer output is the time 
sequence E(n). 
In the fiber channel, the signals experience an SOP change. Because in our case the optical 
fields , ( )x yE t  cannot be measured directly, but rather 
*
, , ,( ) ( ) ( τ)x y x y x yu t E t E t     after the 
balanced detectors in Fig. 4.8(b), conventional polarization demultiplexing does not work, and 
we need a sequence of training symbols for estimating the channel matrix C which is 
determined by 4 complex quantities Cij (8 real numbers). With known electric field 
components exp(j )x xE A t  and exp(j )y yE A t  and measured fields xE  and yE , four 
values of Ax,y in each polarization would suffice for uniquely calculating C. However, we 
measure only the quantities *, , ,( ) ( ) ( τ)x y x y x yu t E t E t    , and therefore only phase differences 
can be determined. As a consequence, the estimated complex channel matrix coefficients 11Ĉ  
and 12Ĉ  share a common undetermined phase factor so that only their phase difference is 
known. The same is true for 21Ĉ  and 22Ĉ . This does not affect the channel estimation (see 
Appendix A.4), but the number of determinable real quantities is reduced to 6. Therefore a 
minimum of three transitions per polarization has to be evaluated, leading to a minimum 
symbol number of 4. Longer symbol sequences could be employed to estimate C by 
minimizing the least-mean-square error for the matrix coefficients. For demonstrating the 
concept, we use the minimum training symbol length consisting of a preamble (0, 1, 1) and 
two groups of 4 complex symbols with three valid transitions for each polarization, 
(1...8) : 0 1 1 1 1 0 0 (8)
.







Any symbol from the transmitted constellation can be chosen for the symbols Ax(8) and Ay(8), 
which are used to start the field recovery algorithm. The preamble starting with the two zeros 
in the two polarizations serves as a uniquely identifiable symbol sequence which must not be 
part of the transmitted constellation. Appendix A.4 provides details of the channel estimation. 
4.3.2.4  Self-coherent Receiver with Decision Feedback 
The receiver recovers the transmitted information sx,y(n). The OFE of the self-coherent 
receiver processes the transmitted signal , ( )x yE n  in polarization x' or y' by interfering them 
with their delayed copy as shown in Fig. 4.8. For simplicity, we replaced the SCD Rx, i.e., the 
mixed analog-digital circuit of the Rx (in Fig. 4.8) by an equivalent digital circuit (see Fig. 
4.11). In Fig. 4.11, we take it for granted that a DSP unit transforms the analog inputs , ( )x yE t  












Fig. 4.11. Equivalent digital representation of the self-coherent detection receiver (SCD Rx). The received 
signal , ( )x yE n  is combined with its conjugated delayed copy that generates , ( )x yu n . The symbol z
1
 
(representing the z-transform) stands for a time delay by one bit. 
If the SOP does not change, it is , ,( ) ( )x y x yE n E n   and , ,( ) ( )x y x yu n u n  . After differential 
decoding we find 
* *
, , , , , ,
*
, , , , ,
( ) ( ) ( 1) ( ) ( 1) ( )
( 1) ( ) ( 1) ( 1) ( ),
x y x y x y x y x y x y
x y x y x y x y x y
u n u n E n E n A n A n
A n s n A n A n s n
     




 denotes the complex conjugate of quantity x. It should be noted that |Ax,y(n  1)| = 1 
can be chosen for signals sx,y(n) with constant modulus such as for DQPSK. Looking at 
Eq. (4.3.6) we see that with this normalization ux,y(n) = sx,y(n), which means an ideal DQPSK 
detection. No polarization and field recovery algorithm is needed. 
When the signal is transmitted through a non-ideal channel, polarization crosstalk may 
occur. Instead of , ,( ) ( )x y x yu n u n   we receive 
*
*
( ) ( 1) ( ),
( ) ( 1) ( ),
x x x
y y y
u n E n E n
u n E n E n
   
   
 (4.3.7) 
where xE  and yE  are the received electric fields for polarizations x and y, as described by the 
channel model of Eq. (4.3.2). The overall system is represented by the equivalent digital 
scheme in Fig. 4.12. 
 
Fig. 4.12. Equivalent digital representation of the PolMUX signal transmission system. A PolMUX signal 
xE and yE  carries encoded symbols of sx and sy. After the channel transmission, the receiver projects the 
signals on new polarization axes which results in xE  and yE . In the SCD Rx, the signal interferes with 
its delayed copy generating quantities xu  and yu . After polarization and field recovery the transmitted 
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At the receiver we measure xu  and yu  from which we want to recover the transmitted 
symbols sx and sy. However, these symbols are no longer simply obtained at the two DI 
outputs, due to polarization mixing. The challenge is to recover the fields ( ), ( )x yE n E n   and to 
perform polarization demultiplexing. 
In a first step we need to derive xE  and yE  iteratively from the outputs xu  and yu  of the 
self-coherent receiver OFE. A recursive algorithm for single polarization field reconstruction 
alike to the one displayed in Fig. 4.13(a) was recently proposed in [J3]. Ideally, if we were to 
know an estimate ,
ˆ ( 1)x yE n   of the true symbol , ( 1)x yE n  , we easily could derive an 
estimate of the following symbol , ( )x yE n  by solving 
*
, , ,( ) ( 1) ( )x y x y x yu n E n E n     for the 
unknown , ( )x yE n ,  
* *ˆ ˆ ˆ ˆ( ) ( ) ( 1), ( ) ( ) ( 1).x x x y y yE n u n E n E n u n E n          (4.3.8) 
The “hat” symbol x̂  denotes an estimate of x. By repeatedly applying Eq. (4.3.8) we can 
recursively recover the field at sampling times tn once we have an initial estimate ,
ˆ (0)x yE . 
In the second step a CMA (constant modulus algorithm) or decision directed LMS 
equalizer [30] can be applied for polarization demultiplexing same as in a coherent receiver. 
Once we know ,
ˆ ( )x yE n , the symbols ˆxs  and ˆys  are retrieved by differential detection, 
similarly to Eq. (4.3.6). The only change against Eq. (4.3.6) is that ,
ˆ ( 1)x yE n   can now be 
normalized to one, because we are in the digital domain. Thus we directly obtain sx and sy, 
* *
* *
ˆ ˆˆ ( ) ( 1) ( ) ( 1) ( ) ( 1) ( ),
ˆ ˆˆ ( ) ( 1) ( ) ( 1) ( ) ( 1) ( ).
x x x x x x x
y y y y y y y
s n E n E n A n s n A n s n
s n E n E n A n s n A n s n
     
     
 (4.3.9) 
This equation indicates that sx(n) and sy(n) may be derived for any differentially encoding 
modulation format including QAM, and not only for constant-modulus signals. 
However, the recursive algorithm in Eq. (4.3.8) has an issue with noise accumulation, 
because the signals are derived from the previous ones. The recovered field is perturbed by 
random walk-like noise. This leads to erroneous estimates even after a small number of 
samples [J3][C6]. Even without considering the analytic details, it is evident that as both 
, ( )x yu n  and 
*
,
ˆ ( 1)x yE n   are noisy, their ratio ,
ˆ ( )x yE n  is even noisier. Such independent noise 
random walks in the two polarizations make the PolDEMUX algorithms fail. To reduce the 
noise accumulation, training sequence is used in [J3] to monitor the random walk and reset the 
field recovery when the random walk goes beyond the limit. This method significantly 
reduces the random walk, however, cannot be simply applied for the polarization multiplexed 
signal because the training sequence can be strongly distorted due to polarization mixing. It 
also costs extra redundancy. 
Another issue of the recursive algorithm in Eq. (4.3.8) is that because the initial estimate 
,
ˆ (0)x yE  is randomly chosen, the estimation can be wrong by a factor of , ,
ˆ (0) (0)x y x yg E E  . 
As a result, the odd sub-sequence would be scaled by 1/g
*
, *, ,
ˆ (1,3,5 ) (1,3,5 )x y x yE E g  , 
and the even sub-sequence would be scaled by g, , ,
ˆ (2,4,6 ) (2,4,6 )x y x yE gE  . The even 
and odd sub-sequences of the reconstructed signal would experience different scaling that 
need be rescaled afterwards [J3]. 




Fig. 4.13. Polarization and field recovery algorithm to derive the symbol sx and sy from complex signal 
, ( )x yu n . (a) The conventional field recovery algorithm using solely Eq. (4.3.8). The recovered fields 
,
ˆ ( )x yE n  are then sent to polarization demultiplexing (PolDEMUX) algorithm and differential decoder to 
retrieve sx and sy. This algorithm fails when there is noise accumulation. (b) New polarization and field 
recovery algorithms. It first performs the PolDEMUX, then uses decision circuits to remove noise. The 
‘clean’ signal , ( )x yE n  is then multiplied with SOP change to generate the reference , ( 1)x yE n   for the 
next field recovery. 
In this section we advance [J3] by improving the reconstruction algorithm, mitigating the 
noise accumulation problem by means of a special decision feedback, see Fig. 4.13(b). The 
key idea is to avoid the use of the previous (noisy) symbol estimate ,
ˆ ( 1)x yE n   for computing 
the next one ,
ˆ ( )x yE n  as it was done in the Fig. 4.13(a). Instead, we perform the PolDEMUX 
first by multiplying the result with the inversion of the channel matrix C, and then make a 
decision , ( )x yE n  for the actual symbol thereby cleaning it from any noise. We then redo the 
PolMUX by multiplying , ( )x yE n  with the channel matrix C and introducing a delay by one 
bit. The resulting , ( 1)x yE n   represents a noise-free reference for the next symbol, but can 
still be slightly inaccurate because of the imperfect channel estimation. However, an 
accumulation of noise is avoided. To further improve the accuracy of the channel estimation 
and to adapt to the channel variation over time it is possible to use the CMA or decision 
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estimation, the initial symbols Ax,y(8), which are translated into transmitted field quantities 
, (8)x yE , lead us to the values of ,
ˆ (8)x yE  as described in Appendix A.4. Thus ,
ˆ (8)x yE  are used 
as the initial estimate for field reconstruction. At the end , ( )x yE n  are sent to differential 
decoder to retrieve ,ˆ ( )x ys n  same as in Eq. (4.3.9). 
4.3.2.5  Field Outages caused by Polarization Crosstalk 
 
Fig. 4.14. Examples of PolMUX-DQPSK signal constellation diagrams wherein there is polarization 
mixing between the two signals. (a), the constellations of 11/xE C  () or 22/yE C  () have more weight 
from xE  () or yE  (). (b), 11/xE C  () or 22/yE C  () have more weight from sub-constellation
12 11( / ) yC C E  or 21 22( / ) xC C E . Symbol combinations close to zero are detected that might cause outages 
in the field reconstruction. 
In extreme cases, when the signals experience strong polarization crosstalk during 
transmission, one of the two signal polarization states at the receiver could fade due to 
destructive interference, so that ˆ ( 1)xE n   or 
ˆ ( 1)yE n   become zero. Applying Eq. (4.3.8) to 
recover ,
ˆ ( )x yE n  will then lead to an infinite output in one of the polarizations, and eventually 
generate an outage of the field reconstruction process. A non-zero very small value could 
either be quantized to zero or an inaccurate value could leads to wrong ,
ˆ ( )x yE n . 
To mitigate this problem we modify the field recovery method. We consider a transmitted 
DQPSK constellation in both polarizations, each constellation may be represented by four 
phasors Ex,y in the x and y-direction, respectively. After transmission, the fields xE  and yE  
comprise elements with contributions from xE  and yE . Using Eq. (4.3.2) we can express xE  
and yE  as sum of the respective phasors, i.e., as 11 12 11/ ( / )x x yE C E C C E    and 
22 21 22/ ( / )y y xE C E C C E   . For DQPSK where each ,x yE  has four possible states we get a 
I
Q
12 11( ) yC C E
xE
22yE C
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total of 16 constellation points for xE  and yE , see Fig. 4.14. If the sub-constellations given 
by 12 11( / ) yC C E  or 21 22( / ) xC C E  in Fig. 4.14(a) and (b) are separated so that different sub-
constellations points do not coincide, knowledge of C and one polarization state only (i. e., 
xE  or yE ) suffices to identify yE  and xE  due to the finite amount of possible states ,x yE . 
 
Fig. 4.15. Example of a PolMUX-DQPSK signal constellations when the linear transformation C in the 
fiber consists of an exact 45 rotation. In the constellation of xE  (), the signal transits from 1x to 2x to 
the ambiguous point 3x. In the constellation of yE  (), the signal transits from y1  to y2  to y3  or y3
  and 




2 , and 1
2 y
2   are the halfway samples. 
However, a second speciality needs to be taken into account. As soon as sub-constellation 
points coincide, they could result from more than one pair of Ex and Ey. In this case, if for 
example yE  cannot be reconstructed due to an outage as in Fig. 4.9(b), the quantity xE  
cannot be used to uniquely determine yE . This problem can be solved by sampling not only 
the data points, but also halfways during the transition from one symbol to the next, i. e., by a 
twofold oversampling. For example, in the constellation diagram Fig. 4.15, the field yE  
transits from point (1) 1ˆy yE   (marked with dashed circle) to (2) 2ˆy yE   in the center of the 
constellation, so the next value (3)yE  could not be recovered because (2) 0yE   holds. 
Therefore we have to rely on the information xE  only. However, (3) [ (3) (3)] / 2x x yE E E    
j t1( )e   from Eq. (4.3.3) could result from either 
j(3) ( 1 j) / 2txE e
    and 
j(3) (1 j) / 2tyE e
  , or, alternatively, from j(3) ( 1 j) / 2txE e
    and (3)yE 
j(1 j) / 2te  . This ambiguity can be resolved by a twofold oversampling. If it is as assumed 
above (1) 0yE   and (2) 0yE  , then 
1
2
(1 ) 0yE   would hold, so 
1
2
(2 )yE  can be calculated 
with Eq. (4.3.8). Depending on the result ( j1
2
(2 ) j ( ) / 2tyE e
   ), we decide on the nearest 
neighbor j(3) [ (3) (3)] / 2 j( )ty x yE E E e
     , see Eq. (4.3.3). Now the quantities , (3)x yE  
can be uniquely determined. 
A third special case needs consideration. If two values ( ) 0yE n   and ( 1) 0yE n    follow 
each other, i. e., if no transition takes place, then also 1
2
( ) 0yE n    is true. As a consequence, 
1
2
( 1 )yE n   cannot be recovered so that the oversampling method fails. Therefore such 
sequences of zeros have to be avoided from the very beginning. To this end, we transmit one 
of the polarizations, say the y-polarization, with a DQPSK modulation and a progressive 45 
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done with an additional clocked phase modulator (details in Appendix A.5). The resulting 
DQPSK phases for the symbols sy are 45, 135, 135 and 45 [79]. The other polarization 
transmits a normal DQPSK signal with phases 0, 90, 180 and 90 for the symbols sx, Fig. 
4.16 left column. Looking at Fig. 4.16 and assuming that j(1) (1 j) / 2txE e
   destructively 
interferes with j(1) (1 j) / 2tyE e
  , none of the 4 possibly following values (2)yE 
j j1( ), j( )t te e    could destructively interfere with any of the constellation points 
j(2) ( 1 j) / 2txE e
   . Thus, series of consecutive zeros for ,x yE  cannot occur. 
 
Fig. 4.16. PolMUX-DQPSK signal constellation diagrams. Top row shows the phasor of the signals (Ex 
and Ey) and their transition lines, the bottom row shows the phasors of the encoded symbols (sx and sy) 
which are also the transitions of the signals (Ex and Ey). 
Finally, a fourth case needs consideration. If a wrong decision is taken by the decider 
circuit in Fig. 4.13(b), the outcome , ( )x yE n  is erroneous. For a constant modulus DQPSK 
signal, the wrongly detected field can be written as the correct field times a phase factor, 
, , ,( ) ( )exp(j )x y x y x yE n E n
 , where ,exp(j ) { 1, j}x y
    . This error carries over to the next 
reference for the field recovery step 11 12
ˆ ˆ( 1) exp(j ) ( 1) exp(j ) ( 1)x x x y yE n C E n C E n
         
and 21 22
ˆ ˆ( 1) exp(j ) ( 1) exp(j ) ( 1)y x x y yE n C E n C E n
        . If the polarization crosstalk is 
small, i. e., if 12 21
ˆ ˆ,C C  are sufficiently small, the error would not propagate due to the 
differential phase detection scheme: In Eq. (4.3.8) the new field ,
ˆ ( )x yE n  has the same phase 
factor  *, ,ˆ ˆ1/ ( 1) ( 1)x y x yE n E n       as for the previous field estimate, and differential 
phase detection then removes this error. However, if polarization crosstalk is strong, the 
generally different erroneous phase factors from both polarizations appear in mixed form and 
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polarizations are the same, x y
   , the reference fields in both polarizations would be 
rotated by the same amount, and the situation would be as in the case of weak polarization 
coupling. However, if x y
   , the error propagates and leads to very inaccurate estimates 
,
ˆ ( )x yE n . After polarization demultiplexing, large error vectors magnitudes , ( )x ye n 
, ,
ˆ( ) ( )x y x yE n E n  would then be found after the decision circuit, and the subsequence field 
recovery would also become faulty. When this happens, we could minimize the error vectors 
magnitudes by replacing ,
ˆ ( )x yE n  with a proper choice out of the possible 16 constellation 
points at each polarization such that the erroneous phases in both polarizations become the 
same and x y
    holds, a situation which was discussed previously. The nth estimates may 
be still in error, however, after a maximum of two erroneously detected symbols the error 
propagation stops and the algorithm turns back to normal operation. 
4.3.3 Experimental Setup and Results 
 
Fig. 4.17. Experimental setup, the signal is generated in a software defined Tx as a series of frames. In 
each frame, there is a training sequence (TSx,y) for one polarization followed with a DQPSK signal or a 
progressive-phase DQPSK signal. Then the signal is split and combined in a PBC to form a PolMUX 
signal. The signal is then experienced with an arbitrary polarization rotation and sent to the self-coherent 
receiver. An ASE source is used to emulate different OSNR levels. 
The experimental setup is depicted in Fig. 4.17. A 28 GBd NRZ-DQPSK signal is generated 
by modulating an external cavity laser (wavelength 1550 nm) with two uncorrelated data 
sequences applied to an IQ-modulator. The data sequences are generated by a software-
defined transmitter [42]. To encode the two polarizations with the normal and the progressive-
phase DQPSK signal using a single modulator, we use a special polarization multiplexing 
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sequence (TSx) of the first polarization (Section 4.3.2.3) and a DQPSK signal with a PRBS 
sequence of length 2
8
  1. We limit the combination of the training sequence and the DQPSK 
sequence to a frame of 128 symbols. The next frame contains the symbols of the progressive-
phase DQPSK signals, which has a constellation diagram with 8 phase states, however, only 4 
possible phase states in one symbol period as discussed in Fig. 4.16. The frame comprises the 
training sequence (TSy) of the other polarization and a PRBS sequence of length 2
8
  1 that is 
offset from the previous PRBS by 10 bits. The frame is limited to 128 symbols as before. 
Thus after the IQ-modulator, we have a data sequence of adjacent frames for the two 
polarizations. The DSP in the receiver has to be switched according to the rhythm of the 
modulation frame exchange. 
The signal is then amplified with a polarization maintaining (PM) EDFA and filtered with a 
1 nm filter. Then we use a 3 dB PM coupler to split the signal onto two arms, where one arm 
is delayed by 128 symbols with respect to the other one. Both arms are then combined. This 
yields a 112 Gbit/s bit-aligned PolMUX signal with training sequences for the two 
polarizations with alternating NRZ-DQPSK and progressive-phase NRZ-DQPSK signal 
frames. To mimic signals with different OSNR, an amplified spontaneous emission (ASE) 
noise source has been added. The signal is then filtered with a 3 nm filter and re-amplified 
before being sent to the self-coherent receiver. At the receiver input we use a 2 nm filter to 
further suppress the out-of-band noise. A polarization controller emulates polarization rotation 
in the fiber link. The receiver comprises two pairs of IQ delay interferometers as in Fig. 
4.8(b). The DI delay times equal one symbol duration. After the balanced photo-detectors, the 
signal is captured by the real-time scope of an Agilent optical modulation analyzer (80 GS/s, 
32 GHz bandwidth), which samples the waveforms for off-line processing. 
The off-line processing consists of various steps. First, squaring clock recovery algorithm 
[80] is applied to down-sample the signal to two samples for each inphase and quadrature 
phase components of , ( )x yu n . Then the signals are normalized and combined to form the 
complex representations , ( )x yu n . After digitally removing the static phase errors in the delay 
interferometers, we apply our field and polarization recovery algorithm described in Section 
4.3.2.4. The channel estimation is performed on the first 128 symbols, and afterwards is 
discontinued, unless it becomes necessary to re-estimate the channel. 
We first test the algorithms with low ASE noise. In Fig. 4.18, we present signal reception 
under 6 different polarization rotations. Constellation diagrams of the signals , ( )x yu n  before 
performing the polarization recovery algorithms are presented on the left side of each set. 
Because the signal is repeated with a normal NRZ-DQPSK and a 45 offset NRZ-DQPSK, the 
constellation resembles an 8PSK format. The zeros in the center are part of the training 
sequence. During field and polarization recovery, the training sequence is removed from the 
data and the 45 offset is also canceled. The estimated ,
ˆ
x yE -constellations after field and 
polarization recovery are shown on the right side of each set. The recovered signals’ error 
vector magnitude (EVM) are all below 16%, corresponding to BER less than 10
9
 [81]. 
We then tested the algorithms for different OSNR values and polarization states with and 
without field and polarization recovery algorithm, Fig. 4.19. A maximal recording time of 
350 µs (9810
5
 symbols) has been used for the BER evaluation. For polarization states ‘D’ 
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and ‘E’ without recovery algorithm, the BER at OSNR 16 dB is anomalously high. This could 
be due to the failure of the clock recovery algorithm at low OSNR. 
 
Fig. 4.18. Constellation diagrams of detected signals ,x yu in x and y polarizations together with the 
recovered symbols ,
ˆ
x yE  for 6 different polarization states. All measurements were performed at low ASE 
noise, and 3072 symbols were evaluated. 
For comparison, we detected the polarization-aligned signal with both a homodyne 
coherent receiver (black symbols) and with the self-coherent receiver (red symbols). For the 
signals detected with the homodyne receiver we applied a Viterbi-Viterbi algorithm [82] to 
correct the phase drift of the local oscillator. 
To test the SCD receiver with increasing ASE the same 6 different polarization rotations 
have been tested as above. When the polarization is aligned, we get the best performance – 
with and without polarization recovery. The result is virtually same to the one from the 
coherent receiver. Theoretically, the coherent receiver should provide a result that is about 
2.3 dB better than with the differential detection [24]. However, our coherent receiver is not 
ideal, and other researchers reported similar performance at almost the same symbol rate [26]. 
It can be seen that our novel algorithm substantially improves the self-coherent detection 
scheme. While the signal cannot be recovered for a 45 polarization rotation ((F) in Fig. 4.18 
and Fig. 4.19) without our algorithm, the signal can be recovered with the recovery algorithm 
in any polarization state. 
When the polarization crosstalk is strong we observe an OSNR penalty. This could be due 
to the fact that the recovered signal is calculated with the signal on two polarizations therefore 
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higher the noise penalty. When there are (close) zeros at one polarization, the demodulation is 
then based on the other polarization which comprises 16 symbol constellation points. This 
also introduces a higher OSNR penalty to the signal. We should also consider the limitation of 
the equipment used in the experiment, i.e., the sampling rate and bandwidth of the real-time 
scope is not sufficient to fully track the transitions of the signal. Therefore the method 
described in Section 4.3.2.5 can only operate with limited efficiency. 
 
Fig. 4.19. BER versus OSNR plots of self-coherent receiver for 6 different polarization states with 
polarization and field recovery (PFR) algorithm (solid symbols) and without PFR algorithm (empty 
symbols). The black curve shows the OSNR versus BER for a coherent receiver. 
4.3.4 Conclusion 
We presented a self-coherent receiver operating without an external polarization controller. 
The self-coherent frontend consists of a pair IQ delay interferometers, or it uses a 
conventional optical hybrid with the LO replaced by a delayed version of the received light 
for each of the two polarizations. The DSP features a new algorithm based on training 
sequences to estimate the change of the state of polarization, and a decision feedback to 
mitigate the noise-driven random walk of the recovered field. The concept was tested for a 
PolMUX-DQPSK modulation wherein one polarization transmits a normal DQPSK signal, 
while the other one transmits a progressive-phase DQPSK signal. We experimentally 
demonstrated that this self-coherent receiver is capable of demultiplexing signals with 
arbitrary polarizations. In particular, we successfully tested the scheme on a 112 Gbit/s 
PolMUX-DQPSK signal under different polarization states at different OSNR levels. 
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5 Applications of Delay Interferometer 
Delay interferometer has various applications in optical communications technology. Besides 
their application in the self-coherent [J2][J3][C6][C13][C19][C21] and differential direct 
detection [J5][J6][J8][C1][C2][C3][C8][C9][C10][C18] as discussed previously in this thesis, 
delay interferometers developed during this thesis have been used in reception of optical 
OFDM signal and all optical wavelength conversion.  
The reception of optical OFDM signal is based on an optical fast Fourier transform (FFT) 
circuit. It is achieved by cascading several delay interferometers with careful chosen delay 
time [J4][J7][C7][C11][C12][C14][C16][C17].  
The all optical wavelength conversion is combining a delay interferometer together with a 
semiconductor optical amplifier (SOA). The signal on one carrier is converted onto a second 
carrier based on the nonlinear effects of SOA. The delay interferometers together with band-
pass filters reshape the pulses back to non-inverted [J9][C20][C22][C24][C25][74]. 
Additionally, cascading delay interferometers can offer various signal processing functions. 
One important application is for chromatic dispersion compensation [83][84]. 
In this chapter, a brief overview of the principle and experimental demonstration of optical 
FFT is firstly presented. Part of the content has been published in OFC 2010 conference 
proceeding [C16]. Then the principle and demonstration of all wavelength conversion is 
given. This part of the thesis has been published in Journal of Lightwave Technology [J9], 
CLEO conference proceeding [C25] and ICTON conference proceeding [C24]. At the end, the 
principle of chromatic dispersion compensation using DIs is briefly presented. 
5.1 Optical Fast Fourier transforms (FFT) 
Part of the content of this section has been published in [C16]: 
D. Hillerkuss, A. Marculescu, J. Li, M. Teschke, G. Sigurdsson, K. Worms, S. Ben Ezra, N. 
Narkiss, W. Freude, and J. Leuthold, “Novel optical fast Fourier transform scheme enabling 
real-time OFDM processing at 392 Gbit/s and beyond,” in Proc. of Optical Fiber 
Communication Conference (OFC’10), San Diego (CA), USA, paper OWW3, 2010 [Best 
Student Paper Award]. 
 
The principle of OFDM signal has been explained in Section 2.1.5. At the receiver a FFT 
circuit is necessary to separate the subcarriers. Conventionally the signal is first captured by a 
coherent receiver and then converted into digital domain. FFT is then performed 
electronically. While electronic signal processing is possible at 10 Gbit/s and potentially at 
40 Gbit/s, future core channel bitrates are expected to operate at 100 Gbit/s and up to 1 Tbit/s 
[85], where electronic processing is difficult and severe power consumption issues arise. An 
optical implementation of the FFT has been demonstrated by Sanjoh et al. [86]. Here, an 
N × N waveguide grating router arrangement has been chosen. A number of N phase 
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stabilization elements were simultaneously optimized with respect to their relative phases. 
While this is an interesting approach, it still requires the stabilization of N phases, and the 
complexity is unnecessarily high if, e.g., only one subcarrier is to be received. 
A simple all-optical implementation of a FFT algorithm performing simultaneous serial-to-
parallel (S/P) conversion and FFT calculation within a cascade of delay interferometers (DIs) 
has been introduced by our group recently [J4][J7][C7][C11][C12][C14][C16][C17]. The new 
scheme requires only passive DIs (as in all such schemes, time gating / sampling elements are 
required in addition), it scales well with the bitrate (enabling Tbit/s-OFDM), and it requires a 
very small amount of energy. 
5.1.1 Operation Principle 
 
Fig. 5.1. Exemplary 4-point optical FFT for OFDM symbol duration Ts with S/P conversion, FFT and 
sampling. (a) Traditional implementation [88]; (b) Two paths are switched [89]; (c) An equivalent 
structure consisting of two delay interferometers with the same differential delay. The additional Ts / 4 
delay is moved out of the second DI; (d) Two identical DIs are replaced by a single DI followed by signal 
splitters. This scheme represents our new simplified S/P conversion and FFT scheme. 
The fast Fourier transform (FFT) is an efficient method to calculate the discrete Fourier 
transform (DFT). For a number of time samples N, DFT is given as, 
1
0










    
 
  (5.1.1) 
SamplingCombined S/P Conversion & Optical FFT






































, with p being an integer. It transforms the N inputs xn into N outputs Xm. If the xn 
represent a time-series of equidistant signal samples of signal x(t) over a time period T, the Xm 
will be the unique complex spectral components of signal x repeated with period T. The FFT 
typically “decimates” a DFT of size N into two interleaved DFTs of size  N /2 in a number of 
recursive stages [87] so that 
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X  and 
mO
X  are the even and odd DFT of size N / 2 for even and odd inputs 
x2l and x2l +1 (l = 0, 1, 2,…N / 2 – 1), respectively. 
Marhic [88] has shown a possible implementation of an optical circuit which performs an 
FFT. We depict this solution in Fig. 5.1(a) for N = 4. The S/P conversion, FFT processing and 
time gating provide the frequency-samples Xk. The number of couplers is the complexity, 
21 ( / 2) logstdC N N N   . The number of phase shifters that need to be stabilized with 
respect to each other is N log2(N). An implementation of the Marhic approach for N = 4 needs 
a total number of 7 optical couplers and 8 differentially phase-stabilized arms. The scaling 
number of the couplers and phase shifters renders the scheme impractical for large N. Yet, a 
simplification is possible. After combining and rearranging the elements of the S/P and FFT 
stage (see Fig. 5.1(b, c, d)), a functionally equivalent structure results. The new optical FFT 
processor consists only of N  1 cascaded DIs with a small complexity of only CDI = 2(N  1) 
couplers, where CDI  Cstd  N. Also, in this implementation only the phase of N  1 DIs 
needs stabilization, and no inter-DI phase adjustment is required. The subsequent time gates 
define the FFT window. It has to be aligned to the OFDM symbols for suppressing inter-
symbol and inter-carrier interference. For N = 4 the new solution requires only 3 phase 
stabilizations and 6 couplers. 
An additional simplification is obtained for N > 4. It can be shown that the first two DI 
stages have the largest impact on the overall performance, so that only two DI stages are 
needed, and any additional DI can be replaced by passive splitters and band-pass filters 
thereby simplifying the FFT processing even further. It needs to be clarified, that for N = 2 our 
new implementation and the implementation by Marhic [88][89] lead to an identical structure. 
Our novel FFT scheme has a reduced complexity CDI < Cstd for N > 2, or if only a subset of 
subcarriers is to be received. 
In the following, we demonstrate an FFT for N = 9 subcarriers using only the first two 
stages of the DI cascade together with a band-pass filter for selecting the subcarrier of interest. 
5.1.2 Experimental Implementation and Results 
The OFDM receiver-transmitter pair is shown in Fig. 5.2. The transmitter is quite similar to 
the coherent-WDM transmitter proposed in [90] but it does not require any phase 
stabilization. It employs a 50 GHz optical comb generator [91] to generate 9 OFDM 
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subcarriers (A). A disinterleaver separates the odd and even subcarriers that are individually 
encoded with DBPSK (B) and DQPSK (C) signals, respectively. The OFDM signal is 
generated by combining the odd and even channels (B/C) in an optical coupler (D). 
 
Fig. 5.2. Setup of OFDM transmission system. Two cascaded Mach-Zehnder modulators generate an 
optical frequency comb (A), which is split by a disinterleaver into 4 odd and 5 even channels. Spectrally 
adjacent subcarriers are modulated differently using decorrelated DBPSK (B) or DQPSK modulators (C), 
respectively. All subcarriers are combined in a coupler and transmitted (D). The OFDM nature of the 
signal is demonstrated by the spectral overlap of subcarriers with neighboring subcarrier sidebands, 
(B)/(C) and (D). The received OFDM signal (D) is processed using the “S/P converter & FFT” (D, E), 
where following DI stages are replaced by passive splitters (F) and optical band-pass filters. The resulting 
signals are sampled by electro-absorption modulators (EAM) (G) and detected using DBPSK and DQPSK 
receivers. Either eye diagrams (G), (H), (J), or bit error probabilities BER Fig. 5.3 were measured with a 
BERT. Spectra are plotted with 20 dB/div (vertically) and 2 nm/div (horizontally) in a resolution 
bandwidth of 0.01 nm, center of plotted spectra located at 1550 nm. 
 
Fig. 5.3. BER performance of different subcarriers. No penalty compared to back-to-back for DBPSK 
carriers (−3, −1, 1, 3), no significant penalty for the central DQPSK carriers (−2, 0, 2), a 5 dB penalty or 
error floor for the two outer DQPSK subcarriers with 11 dB less power in the optical comb (−4, 4). 
The signal with the spectrum D is really an OFDM signal, and not a dense WDM signal. 
First, one clearly sees from B/C and D that the subcarriers strongly overlap with neighboring 
subcarrier sidebands. Second, we checked the quality of reception experimentally and with 
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with an FFT receiver. As the orthogonality of the subcarriers has to be maintained for the 
duration of the OFDM symbols, rise and fall times of the available transmitters have to be 
excluded by introducing a guard time. This results in a symbol rate that is lower than the 
frequency spacing of the subcarriers. An additional increase of the guard time increases the 
available sampling window for the receiver. The chosen guard time of 15.7 ps effectively 
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Both DBPSK as well as inphase and quadrature phase DQPSK signals were electrically 
decorrelated by RF delays. The resulting signals are combined to generate the 392 Gbit/s 
OFDM signal (D) with a symbol rate of 28 GBd. The limitations of our setup restrict us to 
2
7
 − 1 long PRBS for BER measurements. 
The receiver comprises the new all-optical FFT scheme followed by a preamplified 
receiver with differential direct-detection. The FFT processor comprises a cascade of two DIs, 
followed by passive splitters and band-pass filters (explained in the previous section), and the 
EAM sampling gates. The first DI suppresses every second subcarrier (E), the second DI 
every fourth subcarrier (F). The band-pass filter finally selects one of the remaining carriers 
(G). The inter-carrier and inter-symbol interference (see eye diagram G) is suppressed by an 
optical gate, which sets the FFT window. Bit error probabilities (BER) for each subcarrier 
have been measured (J, H). 
For evaluating the FFT performance we compared the optically processed subcarriers with 
back-to-back (B2B) signals delivered by the DBPSK and DQPSK transmitters, respectively. 
The results in Fig. 5.3 show no penalty compared to the B2B performance for DBPSK and 
only a small penalty for the DQPSK channels. The outer channels −4 and 4 perform worse, 
because their subcarriers have 11 dB less power compared to the center channel. 
5.1.3 Conclusion 
The optical FFT can be implemented in several different configurations, all of which are 
based on delay interferometers. Specially by cascading delay interferometer, one could reduce 
the complexity and the number of DIs of the system. With the tunable delay interferometer as 
discussed in Section 3.1, we present the experimental demonstration of an OFDM signal 
reception at 392 Gbit/s. The same principle was applied in other experiments that carry data 
up to 26 Tbit/s [J4][J7][C7][C11][C12][C14][C17].  
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5.2 All Optical Wavelength Conversion 
Part of the content has been published in [J9], [C24] and [C25]: 
S. Sygletos, R. Bonk, T. Vallaitis, A. Marculescu, P. Vorreau, J. Li, R. Brenot, F. Lelarge, H. 
Duan, W. Freude, and J. Leuthold, “Filter assisted wavelength conversion with quantum-dot 
SOAs,” J. Lightw. Technol., vol. 28, no. 6, pp. 882–897, 2010. 
S. Sygletos, R. Bonk, T. Vallaitis, A. Marculescu, P. Vorreau, J. Li, R. Brenot, F. Lelarge, G. H. 
Duan, W. Freude, and J. Leuthold, “Optimum filtering schemes for performing wavelength 
conversion with QD-SOA,” in Proc. of 11th Intern. Conf. on Transparent Optical Networks 
(ICTON’09), Ponta Delgada, Island of Sao Miguel, Portugal, vol. 1, pp. 1–4, paper Mo.C1.3, 
2009 [invited]. 
R. Bonk, S. Sygletos, R. Brenot, T. Vallaitis, A. Marculescu, P. Vorreau, J. Li, W. Freude, F. 
Lelarge, G.-H. Duan, and J. Leuthold, “Optimum filter for wavelength conversion with QD-
SOA,” in Proc. of CLEO/IQEC, Baltimore (Maryland), USA, paper CMC6, 2009. 
 
Wavelength conversion at high bit rates is decisive for future wavelength division 
multiplexing based networks [92]. Technologies for all optical wavelength conversion usually 
comprise nonlinear optical devices, among which semiconductor optical amplifier (SOA) is 
usually the choice. In particular, the combination of a single SOA followed by an optical filter 
has demonstrated impressive performance at bit rates up to 320 Gbit/s [93]-[96]. 
The principle is based on the cross gain modulation (XGM) and cross phase modulation 
(XPM) effects in the non-linear devices. Optical signal and a continuous wave (CW) at two 
different carrier frequencies are transmitted together into the non-linear device, e.g., a SOA 
within which the signal pulses deplete the carrier density and results in a relatively low 
amplification of the CW beam. Thus the information is converted onto the CW carrier, which 
however has an inverted pulse shape. Meanwhile, due to the change of the carrier density in 
the medium, the refractive index also changes thus a time varying phase shift occurs in the 
converted signal. With this phase information, one could utilize filter to reshape the signal into 
non-inverted shape.  
An offset optical filter is usually the choice to shape the signal into non-inverted. However, 
a strong patterning effect can be observed at high speed signal because of the relatively slow 
carrier refilling in the SOA. A pulse reformatting optical filter is then introduced to mitigate 
such patterning effect [97][J10][C26][C27][C28][C31]. However, the pulse reformatting 
optical filter is usually not easy to fabricate and control, filters combining tunable delay 
interferometers [J5] and band-pass filter provides a promising solution with good flexibility 
[J9][C22][C24][C25][74]. 
Compared to bulk SOA, quantum dot (QD)-SOA provides much faster carrier refilling 
[98][99] and more broaden gain spectrum [100]. Therefore it’s more attractive to use QD-
SOA for wavelength conversion especially at high bit rates. The operating conditions and the 
selection of the filters have been investigated by our group [J9][C24][C25]. 
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All optical wavelength conversion scheme using silicon-organic hybrid (SOH) waveguide 
in a CMOS compatible chip has also been reported [C22].  
In this section we will present the principle and the experimental demonstration of a QD-
SOA based wavelength conversion setup comprising tunable delay interferometers.  
5.2.1 Principle of All Optical Wavelength Converter 
 
Fig. 5.4. Wavelength conversion scheme based on a nonlinear device and an optical filter. An inverted 
probe waveform results after the nonlinear device. The optical filter restores the initial inversion and 
mitigates bit patterning. 
A generic configuration of the wavelength converter composed of a nonlinear device and an 
optical filter is illustrated in Fig. 5.4. A strong data signal at wavelength 1 (pump) modulates 
the phase and amplitude of a CW-signal (probe) entering the nonlinear device at a different 
wavelength 2. At the output of the nonlinear device this results in an inverted pulse stream, 
which carries the information of the input data signal. Both pump and probe wavelengths are 
then directed to the optical filter, which has three functions. Firstly, it blocks the pump 
channel, secondly it restores the non-inverted waveform of the probe channel, and thirdly it 
suppresses bit patterning. 
 
Fig. 5.5. Energy E versus density of states D(E) and gain as well as phase versus time for a QD-SOA with 
low (upper row) and high carrier injection (lower row). In the low carrier injection regime, (a) the QD 
states are partially filled and the quasi-Fermi level lies at the low energy edge of the wetting layer (WL) 
band. (b) The gain has an initial ultrafast recovery (~ 1 ps) due to the refilling of the QD states from the 
WL reservoir, and afterwards the recovery slows down (~ 100 ps) by the necessary refilling of the WL 
states. (c) Phase effects are minor and primarily introduced by the changes of the WL carrier density. In 
the regime of high carrier injection, (d) the QD states are fully populated, so that the quasi-Fermi level 
shifts towards higher energies. (e) The gain dynamics are dominated by the ultrafast recovery of the QD 
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For a QD-SOA, depending on the filling of the wetting layer (WL) and QD states two 
operating regimes can be defined. In case of a low carrier injection the QD states are partially 
filled and the corresponding quasi Fermi level lays at low energy states within the conduction 
band, Fig. 5.5(a). Due to this low number of carriers the dynamic properties of the device are 
dominated by the slow refilling of the WL. Therefore, gain and phase recovery times are in 
the order of 100 ps [101]. This leads to strong patterning effects at high bit-rates. State-of-the-
art devices so far mostly operate in this regime. Yet, in the near future we are likely to have 
devices that can tolerate high injection currents [102]. In such devices the quasi Fermi level 
will shift towards the band edges leading to a high carrier population, Fig. 5.5(b). At such a 
regime ultra-fast dynamics of the QD states dominate (~ 1 ps). Thus, pattern effect free 
operation can be expected as long as bit periods are larger than the respective QD refilling 
time [98]. Furthermore our calculations have shown that phase changes introduced by the 
spectral hole burning and carrier transition between the WL and the QD states are negligible. 
 
Fig. 5.6. Proposed filtering schemes for different operating regimes of QD-SOA. For the low carrier 
injection regime, (a) we propose a structure consisting of two cascaded DIs and an optical band-pass filter 
(OBPF). (b) By proper tuning its elements we may select either the blue or the red sideband of the signal. 
In the regime of high carrier injection, (c) we propose the scheme with a single DI. (d) It acts as a notch 
filter and transmits both red and blue spectral components alike. (e) The two signals in path A and B are 
destructively combined resulting (-). (f) Logic operation performed by the optical DI, and the 
differential encoder. 
A different optimum filter would be required at each operating regime to assist wavelength 
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ratio (ER) degradation and patterning in both amplitude and phase due to the dominance of 
the slow WL effects. A red and blue chirp occurs at the falling and raising curve of the 
inverted pulse respectively. As the energy of the red chirped component is closer to the carrier, 
two DIs and a bandpass filter are cascaded to suppress the red components and convert the 
strong blue chirped component to a non-inverted signal, see Fig. 5.6(a)(b). On the other hand, 
in the regime of high carrier injection, phase effects are minor and the data signal is mapped 
by mostly XGM onto the CW wavelength. Furthermore, due to the dominance of the fast QD 
dynamics, no bit patterning is present and the converted signal suffers only from a bad ER. 
Therefore the role of the optical filter in this case would be rather to compensate the 
deficiency in the ER performance. A single DI is positioned after the QD-SOA, Fig. 5.6(c)(d). 
The delay time in DI is chosen as 1 bit, it works similarly as a differential decoder (Fig. 
5.6(e)) therefore a differential encoder need to be applied to obtain the original signals in the 
electrical domain, Fig. 5.6(f). 
5.2.2 Experimental Results 
Initially we assumed operation in the low carrier injection regime. At the input of the QD-
SOA we launched a data signal consisting of a 42.7 Gbit/s RZ (33%) OOK at a wavelength of 
1550 nm modulated by a pseudo-random bit sequence (PRBS) of 2
11
 – 1. The CW (probe) 
channel is located at 1545 nm. The average power of the data channel was –5 dBm, and that 
of the CW channel it was 0 dBm. The converted signal just after the QD-SOA enters the 
concatenated DIs, where by setting the time delay equal to 8 ps and proper tuning of their 
phases the operating point maximizes the signal quality. The results of this process are 
illustrated in Fig. 5.7(a). The figure shows the spectrum of the modulated probe channel, 
obtained after the QD-SOA and after the optical filtering structure, respectively, as well as the 
transfer function of the filter. The signal after the SOA has a stronger blue frequency part than 
a red one, which accordingly favors the implementation of blue-shifted filtering. The eye 
diagrams of the probe channel after the QD-SOA and after the filter structure are also shown 
in Fig. 5.7(a). After the QD-SOA the quality of the inverted signal cannot be determined. 
However, after the optical filter the non-inverted waveform is characterized by a Q
2
-factor of 
15.6 dB and an extinction ratio of 10 dB. 
Demonstration of wavelength conversion in the high carrier injection regime was not 
possible. Therefore, to prove the concept of our proposed filtering scheme, we performed a 
model experiment for the high-speed case at a much lower bit rate of 12 Gbit/s. The 
corresponding results are demonstrated in Fig. 5.7(b). The figure depicts the signal spectra 
after the QD-SOA device and after the 1-bit DI, respectively, as well as the transfer function 
of the DI. A pattern-effect free signal with a poor ER has been measured just after the QD-
SOA. However, the 1 bit differential operation that is imposed on the signal by the DI can 
significantly enhance the ER. As it is shown in Fig. 5.7(b), an improved ER of 13 dB is 
measured. In addition, the Q
2
-factor equals 16.1 dB. The output signal spectrum reflects the 
conversion of the format to an alternate mark inversion (AMI) [103]. 




Fig. 5.7. Eye diagrams and spectra of the modulated probe channel just after the QD-SOA and at the filter 
output, as well as the transfer functions of the corresponding filtering schemes, (a) in the regime of low 
carrier injection, (b) in the regime of high carrier injection. The proposed schemes significantly improve 
the quality of the output signal. 
5.2.3 Conclusion 
We present that tunable delay interferometer can be used to implement all optical wavelength 
converter with high flexibility. Principle of wavelength converter using QD-SOA combined 
with DIs has been explained. Experimental demonstration with RZ-OOK signal up to 
43 Gbit/s is shown. 
The principle is furthered proved in [74] with a QD-SOA holding fast gain response. 
Because of the residual phase effects, the single DI is set with delay less than 1 bit. 
Experimental demonstration using RZ-OOK signals is performed up to 80 Gbit/s. Same 
principle can be also applied with a SOH waveguide, demonstration of 43 Gbit/s signal has 
been presented in [C22].  
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5.3 Chromatic Dispersion Compensation 
Chromatic dispersion compensation can be achieved by using lattice filters (Fig. 5.8(a)) [84] 
because it has similar filter characteristics to those of finite impulse response (FIR) digital 
filters [104][105]. However, such filter is intricate to fabricate and characterize. A much 
simpler configuration has been proposed in [83] by cascading two separate delay 
interferometer as depicted in Fig. 5.8(b). It works as a two tap feed-forward linear equalizer. 
The amplitude and phases of its impulse response can be adjusted with the coupling ratios and 
the phase shifters in the DIs. 
 
Fig. 5.8. Chromatic dispersion compensation schemes. (a) Lattice filter consists of multiple optical 
couplers with delay line and phase shifter in between. (b) Cascaded delay interferometers. 
Given s1, (1  s1), s2 and (1  s2) as splitting ratios of the couplers in two DIs, the 
frequency response and impulse response of the cascaded DIs are as follows [83], 
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From the above equation we can see that the impulse response varies at different time delays, 
among which the one at time  is the strongest. Thus such cascaded DI scheme can be used to 
improve the signal quality for signals that suffer from inter-symbol interference (ISI) due to 
chromatic dispersion. 
In order to illustrate the function of cascaded delay interferometer for group delay 
manipulating, the group delay transfer function of the cascaded delay interferometer can be 
derived similarly as in Eq. (3.1.4) and Eq. (3.1.5). Here we plot two examples. One is when 
s1 = 0.5, 1 = 0, 2 = 0 and a various of s2 = 0.5, 0.45, 0.4, 0.35, 0.3. The group delay versus 
frequency offset is plotted in Fig. 5.9(a). The second example is when s1 = 0.45, s2 = 0.45, 
2 = 0, and a various of 1 = 0, 10, 20, 30, 40. The group delay versus frequency offset 
is plotted in Fig. 5.9(b). Therefore the shape of group delay transfer function depends on 
parameters s1, s2, 1, and 2. The slope of the group delay changes by varying the parameters. 
Experimental demonstration of the chromatic dispersion compensation has been performed 
at 40 Gbit/s for NRZ signals [83]. 
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Fig. 5.9. Group delay versus frequency offset. (a) s1 = 0.5, 1 = 0, 2 = 0 and a various of s2 = 0.5, 0.45, 
0.4, 0.35, 0.3. (b) s1 = 0.45, s2 = 0.45, 2 = 0, and a various of 1 = 0, 10, 20, 30, 40. 
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Appendix A.  
A.1. Equalizer for Polarization Demultiplexing 
The algorithms that used in coherent receiver systems for polarization demultiplexing have 
been developed for wireless communications for multiple input multiple output (MIMO) 
system [106][107]. A PolMUX system is a kind of MIMO system that has two inputs at 
orthogonal polarizations xE  and yE  which experience a state of polarization variation along 
the fiber channel. Two signals are mixed and form two new signals xE  and yE . This process 
can be modeled as a Jones matrix as in Section 4.3.2.1. In the receiver the task is to estimate 
the channel matrix and obtain the inverse to compensate the mixing. 
Given the received signals in the detector are xE  and yE , a digital filter is then introduced 
to recover the original polarizations ˆxE  and 
ˆ
yE , as shown in Fig. A.1(a). 
 
Fig. A.1. PolMUX signal equalizer. (a) Schematic drawing of an equalizer for demultiplexing 
polarizations. (b) Constellation diagram of a filtered signal ,
ˆ
x yE  (gray solid circles) and the ideal 
symbols after the decision circuit (gray empty circles). The red vector indicates the difference between a 
detected symbol and its ideal symbol after decision circuit. 
For the signals at sample n, we have [30], 
1
ˆ ( ) ( ) ( 1,..., ) ( ) ( 1,..., )
ˆ ˆ( , ) ( 1) ( , ) ( 1) ,
ˆ ( ) ( ) ( 1,..., ) ( ) ( 1,..., )










yx x yy y
E n n E n M n n E n M n
h n m E n m h n m E n m
E n n E n M n n E n M n
h n m E n m h n m E n m

        
       
 
        












where M is the tap size of the finite impulse response (FIR) filter hxx, hxy, hyx and hyy. M can 
be set to be ‘1’ if the signal at one sample is not related to its neighbors (no dispersion). In this 
case [hxx(n), hxy(n); hyx(n), hyy(n)] is the inverse of the channel matrix as given in Eq. (4.3.2). 
The filter, also called equalizer is adaptive, and its coefficients are constantly updated by 
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the other is the “decision directed least mean squared” (DD-LMS) algorithm. In the following 
we will present them separately. 
Constant modulus algorithm. The equalizer attempts to minimize the variation of the 
sampled signal modulus based on a minimum mean square error (MMSE) principle. 
Assuming the signal has an average modulus of ‘1’ as shown in Fig. A.1(b). The error 
quantities are given by, 
2 2
ˆ ˆ1 ( ) , 1 ( ) .x x y yE n E n    
 
(A.1.2) 
Therefore we could put Eq. (A.1.1) into the above equation. Thus we get a function of x and 
y with variables of [hxx, hxy; hyx, hyy]. We assume that the mean squared x and y have a 
minimum where following criteria hold, 
2 22 2
0; 0; 0; 0;
y yx x
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(A.1.3) 
x denotes expectation of x. 
To calculate the optimal [hxx, hxy; hyx, hyy] at sample n+1, stochastic gradient algorithms 
with convergence parameter m / 4 is applied, 
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In order to initialize the algorithm, all tap weights are set to zero except the central of hxx(n) 
and hyy(n) which are set to unity, so that there is no coupling between the two polarizations. 
Decision directed least mean square algorithm. This algorithm attempts to minimize the 
error vector between the filtered signal to its decision based on a minimum mean square error 
(MMSE) principle. The error vectors, e.g., the red line in Fig. A.1(b) can be written as, 
ˆ ˆ( ) ( ) ( ), ( ) ( ) ( ),x x x y y yn E n E n n E n E n    
 
(A.1.6) 
where xE  and yE  are the ideal symbols after decision circuit. The criteria are same as for 
CMA. Following similar derivation, the filter is adapted by, 
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A.2. Theory of the Interferometer Frontend 
The content of this section is a direct copy of the Journal publication [J1]: 
J. Li, M. R. Billah, P. C. Schindler, M. Lauermann, S. Schuele, S. Hengsbach, U. Hollenbach, 
J. Mohr, C. Koos, W. Freude, and J. Leuthold, “Four-in-one interferometer for coherent and 
self-coherent,” Opt. Express, submitted. 
Part of the content of this section has been filed in a patent [P1]: 
J. Li, M. Lauermann, S. Schuele, J. Leuthold, and W. Freude, “Optical detector for detecting 
optical signal beams, method to detect optical signals, and use of an optical detector to detect 
optical signals,” US patent 20, 120, 224, 184, 2012. 
Minor changes have been done to adjust the notations of variables. 
 
Coherent Receiver. The operation principle of the coherent receiver is explained by using the 
Jones calculus. At the input we have electric fields of the signal (solid line in Fig. 3.12(e)) and 
LO (dashed line), 
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 (A.2.1) 
The signal and LO are split by two separate PBSs in two orthogonal polarizations (transmitted 
beam in p-polarization, magenta line, and reflected beam in s-polarization, green line). The 
two spatially separated beams enter the non-polarizing beam-splitter (NPBS) where they are 
equally split in two paths. We now focus on the respective optical paths with a particular 
polarization, namely p-polarization (magenta solid line) for the signal, and s-polarization 
(green dashed line) for the LO, point A in Fig. 3.12(e). We assume that all the components are 
ideal, and that there is a phase shift of ‘j’ between the reflected and transmitted beams after 
the PBS1 as well as after the NPBS. Omitting the propagator, the beam on the upper path after 
passing the NPBS (point B in Fig. 3.12(e)) can be written as 
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 (A.2.2) 
This beam passes through a half waveplate (HWP). The axes of the half waveplate are at an 
angle of 45 with respect to the axes of the PBSs. It flips the polarization of the signal and 
LO to their orthogonal states. The field after the HWP at point C in Fig. 3.12(e) is 
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 (A.2.3) 
The beam is then reflected and passes through a quarter waveplate (QWP). Because 
magnitude and phase introduced by the two reflectors in the two paths are same, their 
influences cancel when the two beams interfere, so we omit the reflectors in our calculation. 
The axes of the QWP are aligned to the axes of the signal and LO. The QWP adds a 90° phase 
shift for one polarization (here, the s-polarization) so that the signal can be superimposed with 
an inphase LO and quadrature-phase LO separately. The field at point D in Fig. 3.12(e) is 
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- -QWP0
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 (A.2.4) 
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 (A.2.5) 
The beams are then reflected back onto the NPBS, where the signal and LO beams are 
superimposed at point F. Both the I and the Q signals interfere constructively (destructively) 
with the correspondingly polarized LO field. At outputs in Fig. 3.12(e), 
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 (A.2.6) 
The inphase and quadrature phase of the output beams are orthogonally polarized and 
subsequently separated by PBSs. At the four outputs the typical relations for an optical 90° 
hybrid are to be seen, Esig-p + ELO-s and Esig-p  ELO-s for the inphase component, and Esig-
p + jELO-s and Esig-p  jELO-s for the quadrature-phase component.  
The relation for the s-polarization of the signal and p-polarization of LO can be deduced in 
the same way. Assuming the mirror cube in the left corner will introduce a phase shift  
between s and p-polarizations, the resulting field at the outputs in Fig. 3.12(e) are 
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 (A.2.7) 
Thus in this polarization and phase diverse coherent receiver two optical 90° hybrids are 
nested in one physical device. 














The signal is split at PBS1, and both polarizations are further split at NPBS in two paths. The 
upper path has a time delay  with respect to the path on the right hand side. After the NPBS, 
both beams pass a quarter waveplate (QWP). The axes of the QWPs (in white) are at a 45° 
angle with respect to the optical axes of the PBSs, so that they convert the linear polarizations 
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(s and p) into circular polarizations. Taking for example the s-polarization (blue line), we find 
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In order to superimpose the signal with its I and Q delayed copy, another quarter waveplate 
(gray, see Fig. 3.12(j)) at an angle of 0° to the optical axes of PBSs intercepts the upper path. 
It introduces a relative 90° phase shift between the two polarizations in the same beam. 
Omitting the common propagator for the two paths, we have at point B in Fig. 3.12(j) 
   - -
QWP0
j 0 1 j 1 j
.











          
         






The beam on the right path goes through a QWP under 45°as well. At point C we find 
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 (A.2.11) 
Therefore in each beam the powers of the new s and p-polarizations (referred to the PBSs 
axes) are equal. Birefringent elements other than QWP can also be used as long as the powers 
of the new s and p-polarized fields are equal. 
The delayed and undelayed beams are then superimposed in the NPBS. The electric fields 
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Therefore the output PBSs separate the two polarizations to retrieve the I and Q components 
of the input signal at s-polarization. 
For the p-polarization of the input signal (magenta line), we measure its I and Q 
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 (A.2.13) 
Thus, in self-coherent receiver, four delay interferometers (I and Q for each of the two 
polarizations s and p) are spatially folded into one single delay interferometer and share the 
same time delay and phase shifter. 
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With the tunable delay and the adjustable liquid crystals, the receiver frontend can be 
easily switched between coherent and self-coherent receptions without replacing any 
component. Naturally, for coherent reception a LO has to be added. 
A.3. Signal Processing of E (t) by Delay Interferometers 
The content of this section is a direct copy from the Journal publication [J2]: 
J. Li, R. Schmogrow, D. Hillerkuss, P. Schindler, M. Nazarathy, C. Schmidt-Langhorst, S.-B. 
Ezra, C. Koos, W. Freude, and J. Leuthold, “A self-coherent receiver for PolMUX-signals,” 
Opt. Express, vol. 20, no. 19, pp. 21413-21433, 2012. 
Minor changes have been done to adjust the notations of variables. 
 
In this section we derive the mathematical operation performed by two DIs (Fig. 4.8(b)) onto 
a signal sequence E(t). 
The self-coherent receiver basically comprises two DIs with photo detectors at the 
constructive and destructive output ports. The operations performed by a single DI onto a 
signal E(t) therefore given at the constructive and destructive ports are 
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In the photodiodes the fields are converted into photo currents that are proportional to the 
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 (A.3.2) 
where x  denotes the phase of a complex quantity x. After the balanced photodiode receiver, 
the differential output current is 
BR 1 2( ) ( ) ( ) ( ) ( τ) cos( ( ) ( τ)).out outI t I t I t E t E t E t E t        (A.3.3) 
This operation is performed for the inphase (I in Fig. 4.8(b)) as well as for the quadrature 
phase DI (Q in Fig. 4.8(b)). Because of the  / 2 phase offset, the corresponding photocurrents 
(I)
BRI  and 
(Q)
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After digital acquisition we combine the I and Q channels in form of a complex signal, 
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 (A.3.5) 
As the inphase and quadrature phase signals are normalized in the DSP section, we simplify 
the notation by writing *( ) ( ) ( τ)u t E t E t  . Given the signal is sampled at discrete times 
tn = n, we can also write this equation as 
*( ) ( ) ( 1)u n E n E n  . 
A.4. Channel Estimation with Training Sequences 
The content of this section is a direct copy from the Journal publication [J2]: 
J. Li, R. Schmogrow, D. Hillerkuss, P. Schindler, M. Nazarathy, C. Schmidt-Langhorst, S.-B. 
Ezra, C. Koos, W. Freude, and J. Leuthold, “A self-coherent receiver for PolMUX-signals,” 
Opt. Express, vol. 20, no. 19, pp. 21413-21433, 2012. 
Minor changes have been done to adjust the notations of variables. 
 
The training sequence for the two polarizations is chosen to be 
(1...8) : 0 1 1 1 1 0 0 (8)
,






where Ax(8) and Ay(8) can be any symbol from the transmitted constellation. The preamble 
with a starting zero serves as a uniquely identifiable symbol sequence. For convenience we 
set Ex,y = Ax,y, i. e., we omit encoding the symbols onto an optical carrier which does not 
change our channel estimation process. At the receiver, we have 
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From the elements in Eq. (A.4.3) we use the first four elements as starting delimiter. Also we 
do not use , (8)x yu  for channel estimation. This reduces the number of equations to 6. This 
should be sufficient equations to derive the complex channel elements if the absolute value 
and the absolute phase are not needed, 
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 (A.4.4) 
We employ the same notation as in Eq. (4.3.4) for the phase factor C  of a complex quantity 
C, and the estimation Ĉ  of the channel matrix C  results from Eq. (A.4.4), 
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 (A.4.5) 
Compared to the channel matrix C, its estimation Ĉ  has common phase factors *12C  and 
*
22C  for its upper and lower rows, respectively. 
As a test, we use this estimated channel matrix to recover the transmitted symbols as 
discussed in Section 4.3.2.4. We first define our starting symbol ˆ (8)xE  and 
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Substituting this into Eq. (4.3.8), we find ˆ (9)xE  and 
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After re-arranging terms we find, 
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Thus, the symbols for n = 9 can be correctly recovered. After the decision circuit (which is 
introduced because of practical reasons), (9)xE  and (9)yE  are multiplied with the estimated 
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Repeating the procedure Eq. (A.4.7) - (A.4.10), we can reconstruct the subsequent symbols. 
There are two extreme cases that cannot be treated with Eq. (A.4.4), namely if either of the 
, (5 7)x yu  is close to zero, i. e., if there is no polarization crosstalk C12, C21 → 0, or if the 
polarization states are interchanged C11, C22 → 0, 
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In this case, , (6)x yu  in Eq. (A.4.3) becomes very small, and its argument needed in 
Eq. (A.4.5) for calculating Ĉ  is very inaccurate. Depending on , (5 7)x yu , the starting fields 
(8)xE  and (8)yE  are equal to the transmitted fields Ex(8) and Ey(8), or they are equal to the 
cross-polarized transmitted fields Ey(8) and Ex(8). The subsequent fields Ex,y(9), Ex,y(10), … 
can then be recovered as described previously. 
A.5. Transmitter for a Self-Coherent System 
In Section 4.3, we introduce a self-coherent system transmitting a PolMUX-DQPSK signal 
comprising a normal DQPSK and a phase progressive DQPSK. To perform the experiment, an 
emulator using a single modulator is presented to demonstrate the principle. In practice, two 
polarizations need to be modulated separately. The transmitter for this system can be 
implemented in two different ways.  
The first method is using a software-defined transmitter, where digital-analog converters 
(DCA) with high resolution bits are required [42]. As shown in Fig. A.2, the laser source is 
split and fed into two separate IQ modulators. Each is driven by a software-defined electrical 
signal source. One modulator is modulated with normal DQPSK signal, the other is 
modulated with a 45 phase progressive DQPSK signal. The two signals are then combined in 
a polarization beam combiner (PBC) generating a PolMUX signal. 




Fig. A.2. Schematic drawing of a transmitter setup where PolMUX signal is generated by two separated 
IQ modulators. Each modulator is driven by a software-defined electrical source. One generates normal 
DQPSK, and the other generates a phase progressive DQPSK. Two signals are combined in a PBC 
resulting a PolMUX signal. 
The second method uses normal binary electrical signals. Therefore no software-defined 
transmitter is needed. However, an additional phase modulator is required. The phase 
modulator is positioned behind one of the IQ modulator as shown in Fig. A.3. It is driven by a 
½ clock signal to create a 45 phase shift between each adjacent symbols, so that the 
differential phase is ‘45’, ‘135’, ‘135’ and ‘45’ instead of ‘0’, ‘90’, ‘180’ and ‘90’. 
The training sequence need be adjusted accordingly to compensate the phase shift introduced 
by the phase modulator. 
 
Fig. A.3. Schematic drawing of a PolMUX transmitter using normal binary electrical signals. It utilizes a 








































in,1( )fE  Fourier transform of Ein,1, 2(t) 
out,1,2( )fE  Fourier transform of Eout,1, 2(t) 
iM  Characteristic matrix of one optical thin film, Eq. (2.3.14) 
Greek Symbols 
ε  Electric permittivity of the medium, Eq. (2.2.5) 
0ε  Electric permittivity of vacuum, 
12
0ε 8.854188 10 As (Vm)
  , 
Eq. (2.3.2) 
, ,εi r t  Relative electric permittivity of the incidence, reflecting, and 
transmitting medium, Eq. (2.3.3) 
,x y  
Error quantities of equalizer, Eq. (A.1.2) 

  
Quantum efficiency, Eq. (2.2.1) 
 Beam divergence of a Gaussian beam, unit rad 
1,2,3...  Angle of incidence reflection and transmission at the optical interface 
c  The offset angle between two coordination systems, Eq. (2.4.7) 
, ,i r t  Angle of incidence, reflection and transmission, Eq. (2.3.1) 
n  Offset angle between the eigenstates of the PBC/PBS and the optical 
axes of fiber, Eq. (4.3.2) 
  Wavelength, unit m 
μ  Magnetic permeability of the medium, Eq. (2.2.5) 
m  Step size of an equalizer, Eq. (A.1.5) 
0μ  Magnetic permeability of vacuum, 
6
0μ 1.256 637 10 Vs (Am)
  , 
Eq. (2.3.2) 
i,r,tμ  Relative magnetic permeability of the incidence, reflecting and 
transmitting medium, Eq. (2.3.4) 
nFM Modulation frequency of the pilot tone, Eq. (3.1.9) 
nd Frequency deviation nd of the pilot tone, Eq. (3.1.9) 
τ
 
Time delay in delay interferometer, unit s 
DGDn Differential group delay, Eq. (4.3.2) 
τ  Change of the delay time  in the DI, Eq. (3.1.8) 
,s p  Magnetic field and electric field relation factor, Eq. (2.3.12) 
1,2( )f  Phase response of the delay interferometer, Eq. (3.1.4) 
12 21,






II II   Phase shift from one port to the other in a coupler ‘II’, unit rad, 
Eq. (3.1.1) 
I,Q Phase offset between two arms in a DI, unit rad 
pol Phase retardation introduced by the liquid crystal, unit rad 
PMDn  Phase offset between two orthogonal polarizations, unit rad, 
Eq. (4.3.2) 
0sig  
Phase of the signal complex amplitude, unit rad, Eq. (2.2.7) 
0 ,x y  
Optical phase of signal on x and y polarization, unit rad, Eq. (2.1.1) 
,x y
  Phase error, Eq. (4.2.1) 
pol  
Phase retardation of the signal, unit rad 
,t r  
Phase retardation of the transmitted and reflected beams, Eq. (2.3.6) 
  Angular frequency, unit rad / s, Eq. (2.2.4) 
0 ,x y  Carrier angular frequency at polarization x and y, unit rad / s, 
Eq. (2.1.1) 
LO  Carrier angular frequency of local oscillator, unit rad / s, Eq. (2.2.9) 
sig  Carrier angular frequency of the signal, unit rad / s, Eq. (A.2.1) 
 Signal bandwidth, Eq. (4.3.2) 
Latin Symbols 
A0x,y Amplitude of the signal at polarization x or y, unit V / m, Eq. (2.1.1) 
Aeff Effective area of the beam, unit m
2
, Eq. (2.2.3) 
Ax,y Complex amplitude of an optical signal at polarization x or y 
xA  x x xA A A , Eq. (4.3.4) 
a1,2 Power loss factor at the upper and lower arms of DI, Eq. (3.1.1) 
aI,II Power loss factor at coupler ‘I’ and ‘II’ of DI, Eq. (3.1.1) 
B Bandwidth of baseband signal 
C Channel matrix, Eq. (4.3.2) 
CDI Complexity factor of an optical FFT circuit based on cascading DIs 
Cij Element of the channel matrix, Eq. (4.3.2) 
Cstd Complexity factor of conventional optical FFT circuit 
c Speed of light in vacuum, 0 01 299792458 m sc  m   
Di Data encoded on each subcarrier of an OFDM signal, Eq. (2.1.2) 
di Thickness of optical thin film 
dw Working distance of an optical collimator, unit m 
DGD Differential group delay, Eq. (3.1.7) 
E  Vector electric field, unit V/m, Eq. (2.1.1) 
Ei, r, t Electric field of incident, reflected and transmitted light 
in,1,2E  Electric field of input signal at port 1 or 2,  Eq. (3.1.1) 
LOE  Vector electric field of local oscillator, unit V/m, Eq. (A.2.1) 
,LO s pE   Electric field of LO for s or p-polarization, unit V/m, Eq. (A.2.1) 
,LOx yE  Electric field of LO for polarization x or y, unit V/m, Eq. (2.2.7) 
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Electric field of reflected beam for s light and p light from boundary 
‘II’ arrives at boundary ‘I’, Eq. (2.3.7) 
Es,p Electric field of s light or p light, unit V/m 
Es,p,I,II Electric field of s or p light at boundary ‘I’ and ‘II’, Eq. (2.3.7) 
sigE  Vector electric field of optical signal, unit V/m, Eq. (A.2.1) 
Esig-s,p Electric field of signal for s or p-polarization, unit V/m, Eq. (A.2.1) 
Esigx,y Electric field of signal for polarization x or y, unit V/m, Eq. (2.2.7) 
Ex,y Electric field, unit V/m, Eq. (2.1.1) 
E'x,y Electric field after polarization change via fiber channel, Eq. (4.3.2) 
,
ˆ
x yE  Estimated electric field at polarization x or y, unit V/m, Eq. (4.3.8) 
,
ˆ
x yE  Estimated electric field after polarization change via fiber channel 
,
ˆ
x yE  Estimated electric field of the signal at polarization x or y. The 
magnitude is normalized to ‘1’, Eq. (4.3.9) 
,x yE  Electric field at polarization x or y after the decision circuits 
e  Elementary charge, 191.60217646 10 Ce    
sigE  Phase of optical signal, unit rad, Eq. (2.2.7) 
LOE  Phase of optical local oscillator, unit rad, Eq. (2.2.11) 
ER Extinction ratio 
f  Frequency, unit Hz 
0f  Center carrier frequency of an OFDM signal, unit Hz, Eq. (2.1.2); 
 Center Frequency where destructive interference occurs at one output 
of DI, while in the other output constructive interference occurs 
cf  
Central carrier frequency of the signal 
if  Subcarrier center frequency of an OFDM signal, unit Hz, Eq. (2.1.4) 
mf  Subcarrier center frequency of an OFDM signal, unit Hz 
nf  Subcarrier center frequency of an OFDM signal, unit Hz 
pf  
Central carrier frequency of the pilot tone 
f  Frequency spacing between subcarriers of an OFDM signal, unit Hz, 
 Eq. (2.1.2) 
 fc  The frequency offset between carrier center frequency of the signal 
and DI, Eq. (3.1.9) 
 fp  The frequency offset between pilot tone and DI, Eq. (3.1.9) 
FSR Free spectral range 
H  Vector magnetic field, unit A/m, Eq. (2.2.5) 
 1,2H f  Power transfer function for output 1 or 2, Eq. (3.1.3) 
 ,s pH f  Power transfer function for s or p polarization, Eq. (3.1.7) 
HsI,II Magnetic field of s light at boundary ‘I’ and ‘II’, Eq. (2.3.7) 




 kg / s 
hi Optical distance between two boundaries, Eq. (2.3.10) 
hxx,xy,yx,yy FIR filter coefficient, Eq. (A.1.1) 




BRI  Flow of current at the output of the balanced detector, unit A, 
Eq. (2.2.9) 
Ii, r, t Intensity of the incident, reflected, and transmitted beam 
II  Flow of current at the inphase channel, unit A, Eq. (2.2.11) 
QI  Flow of current at the quadrature phase channel, unit A, Eq. (2.2.11) 
1,2outI  Flow of current of the photo diode at the outputs, unit A, Eq. (2.2.7) 
pI  Flow of current, unit A, Eq. (2.2.1) 
sigI  Optical field intensity of the signal, unit 
2W m , Eq. (2.2.3) 
i Subcarrier index of an OFDM signal, Eq. (2.1.2) 
IF Intermediate frequency 
J1,2  Bessel functions of order 1 and 2, Eq. (3.1.9) 
k Propagation vector 
L Layer index of a multi-layer optical thin film system, Eq. (2.3.16) 
M Number of frequency spacing between two subcarriers of an OFDM 
signal, Eq. (2.1.3); 
 Tap size of FIR filter, Eq. (A.1.1) 
Mr,t Transfer matrix of optical interface for the reflected and transmitted 
beams, Eq. (2.4.3) 
m Sample index, Eq. (5.1.1) 
mij Element of characteristic matrix of an optical thin film, Eq. (2.3.16) 
mmax Constructive interference fringes number, Eq. (3.1.8) 
mmin Destructive interference fringes number, Eq. (3.1.8) 
N Number of subcarriers of an OFDM signal, Eq. (2.1.2); 
 Sample number, Eq. (5.1.1) 
n Sample index, Eq. (5.1.1); 
 Refractive index of the material, Eq. (2.2.5) 
, ,0,H L sn  Refractive index of the coating material with higher refractive index, 
material with lower refractive index, the incidence medium, and the 
medium of substrate, Eq. (2.3.28) 
ni, r, t Refractive index of the incident, reflecting and transmitting medium, 
Eq. (2.3.1) 
P Jones matrix describing phase offset after PBS, Eq. (4.3.2) 
inP  Incident optical power, unit W, Eq. (2.2.1) 
PDFS Polarization dependent frequency shift 
PDL Polarization dependent loss, Eq. (3.1.7) 
PMDn Jones matrix describing PMD, Eq. (4.3.2) 
R Symbol rate, Eq. (5.1.3) 
R1-2 Transfer matrix of coordination system rotation, Eq. (2.4.9) 
Rn Jones matrix describing polarization rotation, Eq. (2.4.7)  (4.3.2) 
Rs,p Reflectance for s and p lights, Eq. (2.3.3) 
Rxcorr Cross correlation between two subcarriers of an OFDM signal, 
Eq. (2.1.3) 
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rs,p Reflection coefficient for s and p lights, Eq. (2.3.1) 
,s pr  Phase shift of the reflected beam for s and p lights, Eq. (2.3.6) 
s(t), S(f)  Symbol of the signal, Eq. (2.1.2) 
ŝ  Estimated symbol of the signal 
I,IIS  Matrix of coupler I and II, Eq. (3.1.1) 
,I IIs  Splitting ratio of coupler I and II, Eq. (3.1.1) 
s1,2 Splitting ratio of couplers in DI 1 or 2, Eq. (5.3.1) 
SpS Samples per symbol 
T Matrix of time delay in delay interferometer, Eq. (3.1.1) 
T Time duration, unit s, Eq. (2.2.5) 
TG Guard time, Eq. (5.1.3) 
Ts,p Transmittance for s and p lights, Eq. (2.3.4) 
TRise/Fall The rise and fall times of the transmitter, Eq. (5.1.3) 
Ts Symbol period, unit s 
t Time, unit s 
t0  Starting time, unit s 
 1,2gt f  Group delay response of the delay interferometer, Eq. (3.1.5) 
 ,g s pt f  Group delay response of the delay interferometer for s or p 
polarization, Eq. (3.1.7) 
ts,p Transmission coefficient for s or p light, Eq. (2.3.1) 
,s pt  Phase shift of the transmitted beam for s or p light, Eq. (2.3.6) 
ux,y Complex amplitude of the combined signal, Eq. (2.2.12) 
,x yu   Complex signal after IQ-DI for polarization x and y with arbitrary 
polarization change 
,ˆx yu   Estimated complex signal after IQ-DI for polarization x and y 
V Electric voltage, unit v 
vi, r, t Phase velocity of light in the incident, reflecting and transmitting 
medium 
W Depletion-region width of a PIN diode, unit m 
w Weighting factor 
w Beam radius, unit m, Eq. (2.4.1) 
w0 Beam waist, unit m, Eq. (2.4.1) 
,
m mE O
X X  The even and odd DFT of size N / 2 for even and odd inputs, 
Eq. (5.1.2) 
Xm The DFT results of xn, Eq. (5.1.1) 
x  (Vertical / s light) spatial coordinate, Eq. (2.1.1) 
xn Time samples, Eq. (5.1.1) 
y  (Horizontal / p light) spatial coordinate, Eq. (2.1.1) 
z  Spatial coordinate in the direction of beam propagation, Eq. (2.4.1) 






8PSK 8-phase shift keying 
ADC Analog-to-digital converter 
AMI Alternate mark inversion 
AR Anti-reflective 
ASE Amplified spontaneous emission 
ASK Amplitude-shift keying 
B2B Back-to-back 
BER Bit error ratios 
BERT Bit error ratio tester 
BPSK Binary phase shift keying 
CD Chromatic dispersion 
CMA Constant modulus algorithm 
CMOS Complementary metal–oxide–semiconductor 
CSRZ  Carrier suppressed return to zero 
CW Continuous wave 
CWDM Coarse WDM 
D8PSK Differential 8-phase shift keying  
DAC Digital-analog converters 
DBPSK Differential binary phase shift keying 
DCA Digital communication analyser 
DD Decision directed 
DFT Discrete Fourier transform 
DGD Differential group delay 
DI Delay interferometer 
DP Differentially precoded 
DPSK Differential phase shift keying 
DQPSK Differential quadrature phase shift keying 
DSP Digital signal processing 
DWDM Dense WDM 
EAM Electro-absorption modulators 
EDEC Electronic demodulator error compensation 
EDFA Erbium doped fiber amplifier 
ER Extinction ratio 
EuroFOS European Commission’s Network of Excellence 
EVM Error vector magnitude 
FFT Fast Fourier transforms 
FIR Finite impulse response 
FSK Frequency-shift keying 




HWP Half waveplate  
I Inphase 
IDFT Inverse discrete Fourier transform 
IF Intermediate frequency 
IFFT Inverse fast Fourier transform 
IP Internet Protocol 
ISF Israeli Science Foundation 
ISI Inter-symbol interference 
ITU International Telecommunication Union 
KIT Karlsruhe Institute of Technology 
KSOP Karlsruhe School of Optics and Photonics 
LC  Liquid crystal 
LIGA X-ray lithography, electroplating (galvanic), and molding 
(Abformung) 
LMS Least mean square 
LO Local oscillator 
MIMO Multiple-input and multiple-output 
MMI Multimode interference coupler 
MMSE  Minimum mean square error 
MSPE Multi symbol phase estimation 
MZI Mach-Zehnder interferometer 
NPBS Non-polarizing beam splitter 
NRZ Non-return to zero 
OBPF Optical band-pass filter 
OFDM Optical orthogonal division multiplexing 
OFE Optical frontend 
OOK On-off keying (format) 
OSA Optical spectrum analyzer 
OSNR Optical signal to noise ratio 
PBC Polarization beam combiner 
PBS Polarization beam splitter 
PDFS Polarization dependent frequency shift 
PDL Polarization dependent loss 
PFR Polarization and field recovery 
PLC Planar lightwave circuit 
PLL Phase locked loop 
PM Polarization maintaining 
PMD Polarization mode dispersion 
PolDEMUX Polarization demultiplexing 
PolMUX Polarization multiplexing 
PolSK Polarization shift keying 




PSK Phase-shift keying 
Q Quadrature phase 
QAM Quadrature amplitude modulation 
QD Quantum dot 
QPSK Quadrature phase shift keying 
QWP Quarter waveplates 
RF Radio frequency 
Rx Receiver 
RZ Return-to-zero 
SCD Self-coherent detection 
SE Spectral efficiency 
SOA Semiconductor optical amplifier 
SOH Silicon-organic hybrid 
SOP State of polarization 
S/P Serial-to-parallel 
SpS Samples per symbol 
TEM Transverse electromagnetic 
TS Training sequence 
Tx Transmitter 
WDM Wavelength division multiplexing 
WL Wetting layer 
XGM Cross gain modulation 
XOR Exclusive or 
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Self-coherent receivers are promising candidates for reception of 100 Gbit/s 
data rates in optical networks. Self-coherent receivers consist of multiple opti-
cal delay interferometers (DI) with high-speed photodiodes attached to the 
outputs. By digital signal processing (DSP) of the photo currents it becomes 
possible to receive coherently modulated optical signals. Especially promising 
for 100 Gbit/s networks is the polarization multiplexed differential quadra-
ture phase shift keying (DQPSK) format, the self-coherent reception of which 
is described in detail. In this book, a self-coherent receiver based on a tunable 
optical delay interferometer with low polarization dependence is designed 
and demonstrated at various symbol rates. In extension of this work, a com-
pact interferometer comprising four folded DIs and two optical 90° hybrids is 
presented as an optical front end for both self-coherent and coherent receiv-
ers with polarization and phase diversity. In addition, the required DSP algo-
rithms are developed for self-coherently receiving and demultiplexing signals 
in two orthogonal polarizations. Furthermore, various other applications uti-
lizing tunable delay interferometers are presented, including an optical fast 
Fourier transformer (FFT) for detecting OFDM signals at ultra-fast speed, and 
an all-optical wavelength converter with reshaping of pulses.
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