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Introduction
Ionization energies of atoms strongly depend on the oxidation state. The more electrons have been taken away the higher is the energy for removing the next electron. Solvation drastically reduces this progressive increase in ionization energy and transition metal aqua cations generally have more than one accessible oxidation state. The free energy for a change of oxidation state is given by the standard reduction potential U
• . Measured relative to vacuum U • values are in the range of 3 to 6 Volt. For cations, redox potentials differ from the corresponding vacuum ionization potentials by one order of magnitude or more.
Accurate reproduction of experimental redox potentials is therefore a bench mark test for the methods of condensed phase computational chemistry. To be useful for applications, e.g. in catalysis, errors should not exceed 200 mV (3 pK units at ambient temperature).
Metal aqua ions are among the more challenging systems for computational electrochemistry. 1 Modern implicit solvent methods have, on the whole, been successful in meeting the 200 mV accuracy requirement [2] [3] [4] [5] [6] [7] although there remain some difficult cases (for a critical assessment and a comprehensive list of references see Ref. 1) . These methods treat the metal ion and a small number of coordinated water molecules at the level of an accurate electronic structure calculation method while the bulk solvent is represented by a continuum reaction field (implicit solvent model). Experience has shown that the full first coordination shell as well as the second coordination shell of H 2 O should be included in the quantum calculation. [2] [3] [4] [5] In this form the implicit solvent scheme is often referred to as the cluster-continuum method. The increased system size makes in practice Density Functional Theory (DFT) the method of choice. On the next level of atomic detail the implicit solvent is replaced by an explicit water model derived from a classical force field. This approach is generally known as the QM/MM method. Both non-polarizable 8 and polarizable water force fields have been considered.
1
In a truly uncompromising first principle approach all of the solvent is treated at the same DFT level as the metal ion(all-atom method). 9-14 Aqueous solvents are liquids and all-atom methods must be combined with molecular dynamics (MD) sampling. This approach will be referred to as density functional theory based molecular dynamics (DFTMD). 15, 16 Finite temperature fluctuations of coordination geometry and hydrogen bonding are now explicitly accounted for as is the effect of interaction with the extended (band) states of the solvent.
DFTMD comes of course at the expense of a huge increase in computational costs.
Unfortunately, the increase in computational effort also tends to increase the errors in U • .
The same DFT approximations (the generalized gradient approximation and hybrid functionals) do better when implemented with the cluster-continuum or QM/MM approach. This seems to be the at first somewhat counter intuitive conclusion of our DFTMD calculation of the oxidation potential of a set of small aqua anions (Cl
17
The experimental reduction potentials of this series, ordered here according to decreasing oxidation power, vary from +2.41 V for Cl/Cl − to −1.8 V for CO 2 /CO The explanation for the systematic underestimation of U • in the generalized gradient approximation (GGA) becomes clear when the vertical ionization potential (IP) of the reduced state (the anion) is compared to experiment. Vertical IP's are a more direct probe of electronic structure. Thanks to progress in liquid microjet photo emission spectroscopy (PES) 21, 22 this critical test of the performance of electronic structure calculation methods has become possible also for valence electrons in molecular liquids. This technique, combining DFTMD and free energy perturbation, was originally developed for the computation of acidity constants (pKa). 52 No such computational tool was available in our earlier studies of redox properties of transition metal aqua ions. 9-11 All we could do was comparing the free energies of a pair of redox half reactions, one reactant oxidizing the other. As already indicated, the leading inaccuracy in DFTMD half reaction free energies is related to removal/addition of electrons from/to condensed phase systems. These errors are concealed (cancelled) to some extent in full electron transfer reactions. The hydrogen electrode, however, removes a proton from the solution with the electron is added in vacuum.
Coupling of such a closed shell reaction to a redox half reaction lifts the cancellation of errors in electron transfer reactions fully exposing these errors to scrutiny.
A further limitation of our earlier work is the density functional approximation which was restricted to the generalized gradient approximation (GGA). Application of hybrid functionals containing a fraction of exact exchange was not feasible. The increase in computational costs due to the periodic boundary conditions in DFTMD was too high. Thanks to recent technical advances the overhead of exact exchange in extended systems has been significantly reduced. 53 DFTMD simulation using hybrid functionals has become (almost) routine.
Finally, there is a third more technical feature of the current state of the art of DFTMD reduction potential calculation not available in earlier work. These simulations were carried out using the CPMD code. 54 The molecular orbitals of valence electrons in CPMD are expanded in a plane wave basis set in combination with soft pseudo potentials of the The potential of the redox neutral Cu 2+ /Cu 1+ couple is less sensitive to the introduction of exact exchange. The other way around, freezing the core electrons has more of an effect on
Also the solvent relaxation is note quite the same. In the old scheme the response to a change of charge of the ions appeared to be distinctly non-linear. It should be clear by now that the presentation in this paper is rather technical focusing on issues that were confusing to (at least) the authors. We start therefore with a brief summary of the theory and method in its current formulation. Next, the results are presented and analyzed. In the summary and outlook we return to the parallel with charged defects in wide gap oxides and address the question under what conditions all-atom DFTMD methods could be of use (or rather worth the effort) in the computational study of aqueous redox chemistry.
Theory and method Workfunctions and half reactions
The formal basis of our method is Trasatti's theory of absolute electrode potentials. 34 We follow the presentation of Ref. 38 reformulated for the one-electron reduction of an aqua cation M q+1 of charge q + 1
The standard reduction potential vs SHE of this homogeneous half reaction is defined by the standard free energy change of the reaction
and can be expressed as the sum of an electronic and ionic work function
AIP q (abs) is the adiabatic ionization potential of M q in aqueous solution and W H + (abs) the workfunction of the aqueous proton (H + (aq)). The (abs) extension has been added as a reminder that these quantities are absolute workfunctions referred to a point in vacuum just outside the surface of the electrolyte. 
. e 0 is the elementary charge (microscopic energy units are used). The last two terms of Eq. 3 add up to the negative of the absolute SHE potential:
The value of U The adiabatic IP in Eq. 3 is a free energy difference between oxidation states which is not directly accessible in electronic structure calculation. However free energy differences can be related to total energy differences using coupling integral methods. 63 
A fictitious mapping
Hamiltonian H η is constructed consisting of a linear combination
The coupling parameter connecting R and O takes the values 0 ≤ η ≤ 1. The thermodynamic integration is carried out under full 3D periodic boundary conditions (pbc). The result is the free energy for the reversible removal of an electron from the periodic model system
Where ∆E q (pbc) is the vertical IP of M q computed from total energy differences. The brackets denote a thermal average over the canonical ensemble defined by H η .
Full 3D periodic boundary conditions leave no interfaces to vacuum. Without such an interface the reference of the electrostatic potential is ill-defined leading to the infamous band alignment problem of computational solid state physics. The uncertainty in the zero of the electrostatic potential has no effect on total energies of neutral systems but shows up in ionization (single particle) energies. The electronic work function AIP q (pbc) of Eq. 5 can therefore not be identified with the absolute work function AIP q (abs) of Eq. 3 but differs from it by a constant playing the role an effective bias V 0 in the electrostatic reference
For electronic structure calculation methods as applied here, V 0 in Eq. 6 is positive and typically in the order of several eV. It depends on composition but is also sensitive to details of the electronic structure calculation, including non-physical constructs such as pseudo potentials.
The net cell reaction in an electrochemical device conserves charge and so does reaction Eq. 2 defining the SHE potential of reaction Eq 1. Potentials referred to the SHE should therefore be invariant under shifts in the zero of the electrostatic potential. Indeed, the absolute workfunction W H + (abs) in Eq. 3 and the reversible work W H + (pbc) for removing a proton from the periodic model system differ by an offset opposite to the one for electrons (Eq. 6) because the proton has a positive elementary charge
W H + (pbc) is again estimated from a thermodynamic integral similar to Eq. 6 
where
Eq. 9 suggests that the ionization of the solute and insertion/removal of a proton can be carried out independently in separate periodic model systems. The advantage of such a half reaction scheme is that the (expensive) computation of the proton work function needs to be carried only once for a given system geometry. This is how the homogeneous redox potentials and acidities have been computed in our previous publications since the introduction of the MDHE. 17, 28, 37, [50] [51] [52] The condition for the validity of the half reaction scheme is, of course, that V 0 is the same in both half cells.
A further advantage of the half reaction scheme is that it can be equally employed to obtain estimates of vertical ionization potentials IP q of M q and the vertical electron affinities EA q+1 of M q+1 directly referred to the SHE. These two states are connected by the coupling parameter integral Eq. 5 and we can write
and similarly
The value given in Ref. 51 for the standard MDHE potential U 51 is BLYP. We repeated the calculation using HSE06 in exactly the same system geometry applying the same corrections for zero point motion 51 and found U and we therefore decided to convert all our ionization potentials to the SHE scale using
(pbc) = 0.81V independent of the functional. is significantly softer compared to the dual space PP's 57,58 used in CP2K. Differences of a few 100 mV between V 0 and by implication U Model system and MD fig. 1 ). The geometry is optimized using the BFGS (Broyden-Fletcher- 
Results and analysis
Gas-phase 
Radial distribution functions
To characterize the hydration in solution we have computed, as usual, the RDF (radial distribution function) and CN (coordination number) of the water O atoms averaging over a MD trajectory with the central metal ion as reference ( fig. 3) 
Redox potentials
Contrary to the geometry, the redox potentials of the Cu and Ag aqua cations computed using the latest CP2K technology show significant differences with previous CPMD estimates.
The results are compared in and Ag 1+ aqua ions in various approximations. η is the coupling parameter in the thermodynamic integral (Eq. 5) for the estimation of the adiabatic ionization potential under periodic boundary conditions (AIP(pbc)). The AIP(pbc) given in the table is the estimate obtained from a finite set of vertical IP's listed in columns labelled by the η values for which they were computed. U
• is the corresponding redox potentials vs SHE obtained using the computational hydrogen electrode (Eqs. 9 and 10). is in good agreement with experiment being about 0.2V too small. The q19-BLYP value for Ag 1+ /Ag 2+ is, however, still rather far off (0.8V too small). The 0.8V error in the CP2K-q19-BLYP potential for Ag 1+ /Ag 2+ , while large, however still compares favourably with the huge error of 1.6V in the CPMD-q11-BLYP calculation.
Including exact exchange, of course, does have an effect, but it is not necessarily positive.
The Cu 1+ /Cu 2+ couple is a good example. Changing over from BLYP to HSE06 makes the redox potential again too cathodic. The negative change in U • for the q11 PP is particularly drastic, −0.64V. However also for q19 there still is a (minor) decrease of −0.2V. For Ag 1+ /Ag 2+ , on the other hand, mixing in exact exchange helps. While the q11-HSE06 potential is still marginally lower compared to q11-BLYP, the q19-HSE06 combination increases U • to 1.72V, less than 0.3V short of the experimental value of 1.98V.
How can we understand the variation of the redox potential with computational method?
The improvement of q19 over q11 PP's for computation of IP's is perhaps not unexpected.
It confirms that ionization of a closed shell nd 10 ion polarizes the ns 2 np 6 shell below it. This is also supported by the gas-phase IP calculations (table 2) . The disappointing performance of HSE06 for Cu is probably related to the observation made in quantum chemistry that the fraction of exact exchange suitable for main group chemistry (∼ 25%) is too high for first row transition metal complexes. 72, 73 However, can these effects, familiar from the literature on gas-phase transition metal cluster calculations, also explain the pronounced difference in behaviour between the Cu and Ag aqua cations? Why is HSE06 working so well for Ag compared to the GGA while it does worse for Cu?
With a reduction potential vs SHE of 0.16V, Cu 2+ can be considered a redox neutral cation or a very mild oxidant. The reduction potential of Ag 2+ is 1.98V, making it a most aggressive oxidant. In fact, U • for Ag 2+ /Ag 1+ is comparable to that of the OH • /OH − couple (1.9V vs SHE). As discussed in the introduction, the oxidation of the hydroxide anion was our model system of choice for the validation of the DFTMD methodology for redox potential calculation. 17, 28 The vertical IP of OH − is close enough to the valence band of the solvent to lead to hybridization of the HOMO of the solute and the water VBM. In Ref. 17 we argued that this effect, which is not an artefact of the DFT but physical, 23 can lead to underestimation of the adiabatic ionization potential if the IP of the aqueous solvent is underestimated by as much as it is in the GGA (more than 3eV, see below). We believe that the same analysis applies to Ag 2+ and that this can also explain the difference with Cu 2+ .
Energy level diagram
The Focusing first on the BLYP levels in fig. 4 
Finite system size effects
The theory underlying the DFTMD calculation has been formulated for infinite dilution as The parallel between redox active ions in solution and charged defects in a semiconductor played an important role in the interpretation of our results. We made this comparison to support the claim that electronic interactions between the localized states of the impurity and the extended states of the environment can be an issue in DFTMD simulation.
In this context, we should point out that corrections for finite size effects of periodic supercells containing charged point defects have a long tradition in computational solid state physics. 42, [80] [81] [82] [83] [84] [85] [86] Some of the more recent treatments are rather sophisticated and seem to perform well. 42, [84] [85] [86] This raises the question whether these schemes could be applied to redox potential calculations in aqueous systems. This is not as straightforward as it may seem at first. The dielectric response in water is almost entirely ionic (inertial). Moreover, the ionic screening is so powerful that water behaves effectively as a metal (1/ ≈ 0). This may require some modification of the solid state correction schemes. This is another issue currently under investigation.
Discussion and outlook
In this technical contribution we have revisited the problem of the computation of the stan- DFTMD calculation of redox potentials is orders of magnitude more expensive than implicit solvent or QM/MM based calculations. This is because interaction with the extended states of the solvent is ignored in these schemes. Allowing for such interactions not only increases the computational costs but also exposes us to all the nasty effects of the delocalization or band gap error familiar form the DFT study of charged defects in semiconductors.
It takes additional effort to overcome these errors, which was the subject of this paper. The experience of the computational solid state community has been of definite help in identifying and understanding the confusing errors in the DFTMD calculations. The work on charged defects in solids has also shown that the results of standard hybrid functions can be further improved by optimizing the fraction of exact exchange. 44, 87 Alternatively the application of many body perturbation methods in the G0W0 approximation has been explored.
Particularly relevant in the present context are G0W0 calculations of charge transition levels of defects in ionic solids with a bandgap similar to water such as SiO 2 , MgO and LiF. 45, 48, 49 Galli and coworkers have developed an implementation of the G0W0 method suitable for the application to aqueous systems. 67 The first studies using this method confirm that adding a G0W0 derived correction to DFT orbital energies leads to more accurate estimates of ionization energies of solutes 30, 88 and the pure liquid. 89 Finally we mention the development of MP2, RPA methods for condensed phase systems 90 which already have been applied to liquid water 91 but not yet to aqueous solutes.
We have identified hybridization of localized solute states with the extended of the solvent as an major source of error in calculations of vertical and adiabatic ionization energies.
However, for shallow defects or resonant impurity states in semiconductors the interaction with band states is a real effect. As recent PES experiments by the Winter group show, a such situation may also occur in aqueous redox chemistry. An interesting example is the PES signal of aqueous Fe 3+ which is merged with the valence band of water. 5 The ionization product, the Fe 4+ (ferryl) ion, is a potent redox catalyst. We conclude this paper, therefore, with the still somewhat speculative statement, that extended states of the solvent have a role to play in redox catalysis by strong oxidants such as Fe 4+ or also OH
• and Cl • and should therefore be taken into account in computational studies. 
