Electroencephalogram is the electrical phenomena in the cerebral cortex or the scalp surface due to the electrophysiological activity of brain cells. Electroencephalogram has great theoretical and practical significance in measuring mental workload of people. More precise electroencephalographic is a precondition to study mental workload of miners. In this article, based on the actual situation of the electroencephalographic measurement of miners, the particle swarm optimization is introduced to improve the standard genetic algorithm, and put forward a combined method integrating the genetic algorithm with particle swarm optimization for achieving electroencephalogram-based measures of miners' mental workload. Moreover, the MATLAB simulation platform is used for simulation testing. Testing results prove the effectiveness of the combined method.
Introduction
Mental workload is also known as mental load or stress. Young et al. 1 believed that mental workload is a widely used concept, as well as one of important research objects in ergonomics. Moreover, mental workload is also associated with many measurement concepts. Liao et al. 2 defined mental workload as ''an indicator for measuring the information processing system of people and the extent to which the information process system is occupied in information processing, that is, being inversely proportional to the unused information processing capacity of people.''
The coal industry is a pillar industry for economic development in China. Along with the application of large-scale and complex technology in coal production, the complexity and intelligence level of the manmachine system in coal production has been constantly improved. In the large-scale coal production, coal miners have experienced significant changes in the quality and quantity of their mental workload. Mental workload problems arising from this have become increasingly distinct. Therefore, it is quite essential to monitor and investigate mental workload of miners at intellectual work.
In research on mental workload, electroencephalogram (EEG) is usually used as an important monitoring indicator. Giraudet et al. 3 investigated the task of using alerts for monitoring under high mental workload. EEG measurement results showed that the P300 event-related potential declined sharply. According to some studies, EEG power in the frequency bands, such as theta, alpha, and beta and so on are sensitive to changes in mental workload. It is generally believed that the psychological pressure, active thinking, and attention can drive EEG activities to move toward the higher-frequency section and suppress activities of alpha wave. 4 The energy of the alpha wave and theta wave is negatively correlated to the task difficulty degree and mental workload. 5, 6 Through research, Ka¨thner et al. 7 confirmed that the combination of signals from the time and frequency domains of EEG can be used a valuable method for online testing of workload and fatigue of workers. Cinaz et al. 8 attempted to use HRV to measure mental workload in the daily working environment, and used the linear analysis method to classify time and frequency-domain features of HRV, to achieve some effects. Under the task of n-back (n ¼ 1, 2, 3), Herff et al. 9 collected the prefrontal cortex fNIRS signals of subjects and made a linear discrimination analysis for classifications according to change rates of Hb0 and HbR, to get three classifications whose highest accuracy rate was 78%.
Traditionally, the SGA is mainly used to select EEG features. The GA (genetic algorithm) is a global probabilistic research algorithm based on natural selection, genetic mutation, and other biological evolution mechanisms. It can maintain a good balance between the depth and breadth of search space. 10 However, SGA is not quite effective in many cases, because it would easily cause early maturing, poor local search abilities, and other problems.
In this study, on the basis of the actual situation of the EEG measurement of miners, the particle swarm optimization (PSO) is introduced to improve the standard genetic algorithm (SCA), and put forward a combined method integrating the GA with PSO to make EEG-based measures of miners' mental workload. Moreover, the MATLAB simulation platform is used for simulation testing. Testing results prove the effectiveness of the combined method.
EEG-based mental workload evaluations of miners can effectively prevent working pressure of miners, reduce behavioral mistakes of miners, reduce and eliminate unsafe behaviors of minders, guard against the occurrence of accidents in coal mine enterprises, and lower the human factor-provoking accident rate.
A series of laboratory experiments carried out by the US Air Force also showed that the EEG activity could be one of sensitive indicators reflecting the mental workload level in pilots and could be used for grading evaluation of mental workload in pilots. 11, 12 Ka¨thner et al. 7 conducted targeted experiments under middle and high mental workload to reveal effects of mental workload and fatigue. Experimental results proved that the combination of signals from the time and frequency domains of EEG can be used a valuable method for online testing of workload and fatigue of workers. Feng used the combination algorithm to launch comparative experiments of Movielens data sets. According to experimental results, compared with the pure collaborative filtering recommendation, a combined GA integrating clustering with collaborative filtering recommendation can achieve more desired results. 13 To deal with the particle diversity degradation and improve the target tracking accuracy of the wireless sensor network (WSN), Dong and Guo-Wei 14 put forward a target tracking method based on particle filtering, which is optimized by the quantum GA. Kai et al. 15 proposed the GA-BPN algorithm, as a new image filtering algorithm. According to the GA-BPN algorithm, the GA is used to allocate weight in a BPN (back propagation neural network). Compared with traditional optimization algorithms, the GA-BPN algorithm has better performance in global optimization.
Cui et al. 16 used the neural network-based GA to design a wide-band and multimode-based bandpass filter with non-equiripple response, and discussed the accuracy of the optimization method proposed. Merabti and Massicotte 17 designed genetic operators to enhance processing performance and robustness of quantization effects and make it impossible to implement the fixed-point and low bit-wordlength algorithm, thereby saving hardware cost.
In view of the continuity of coal production and high-precision environment required by various EEG measuring equipment and based on comparisons of various methods, this study intends to employ the EEG monitoring physiological measurement method to extract data about mental workload of miners. Specific steps are as follows.
Step 1: A continuous performance test is made of miners, and N-back tasks are divided into two parts: the memory part and the judgment part. The memory part is placed before the CPT task, whereas the judgment part is placed after the CPT task. N-back tasks are taken as a noise variable increasing mental workload to act on miners tested. Step 2: Fifty-eight channel EEG data are selected from data collected by the Neurone 64-conduction EEG system to analyze EEG characteristics of miners under mental workload.
Step 3: The improved GA-based EEG processing method is used for filtering EEG data collected in Step 2.
Step 4: Filtered EEG data are used to analyze mental workload of miners.
Algorithms

GA
A GA is a random search optimization algorithm, which learns from the theory of natural selection and genetic mechanisms. It is a random global optimization algorithm, which was put forward by Holland in the 1970s. 18 This algorithm is used to generate approximate optimal solutions to objective functions under a particular model, in the case that basic information of EEG is known. The GA is a random search method, which mimics the organic evolution system. This algorithm touches upon following basic concepts and terms in biology. With the GA, you can know nothing about problems to be solved, but just need to evaluate each chromosome generated by the GA, select according to the fitness value, so that chromosomes with good adaptation have more reproduction opportunities than chromosomes with poor adaptation, and reach convergence after repeated iterations. The GA is especially suitable for processing complex nonlinear problems, which traditional search methods are difficult to solve. At present, the GA has become a commonly used optimization method.
The GA is a process to begin with its iteration searching for a randomly generated population, successively update the superiority of solution to the population, and eventually generate the optimal solution. Supposing that P (t) and C (t) are, respectively, the pair of ''parent'' solution and the ''child'' solution of the tth generation, the general structure of the GA is as follows.
Begin t ¼ 0; Initialization P (t); Evaluation P (t); Begin Recombine P (t), to obtain C (t); Evaluation C (t); Choose from P (t) and C (t) t ¼ tþ1; End End He 19 put forward a channel selection method to solve these problems. An improved GA, which is based on the Rayleigh coefficient feature, is used to identify the optimal subset of channels. According to experimental results of two motor imagery EEG datasets, it is confirmed that our method is effective in the channel selection for the classification of motor imagery EEG signals.
According to Rejer and Lorenz, 20 one feature selection approach is often used in research on brain-computer interface. This approach is a GA, which can code all features of an individual. Rejer figured out that although this approach can help to obtain features with high classification precession, it would also lead to a highly redundant set of features. Karakis et al. 21 used a GA-based ANN model to identify sources of brain activities, on the basis of an overview of recent patents and literature. Preliminary results showed that the GA-based ANN model proposed in his research could be used to find sources of the equivalent current dipoles. Magee and Givigi 22 used a GA combined with both linear discrimination analysis classifiers and a neural network to improve the single-trial P300 detection. The GA perfected feature selection to train the classifiers. Moreover, Magee also investigated results of features, which are found to have influence on P300 classification, and suggested the future development direction for single-trial P300 detection research.
As can be seen from above analyses, the GA has been widely used in the EEG signal analysis. However, in the development process, it is not quite effective to purely use the SGA in the EEG signal analysis. The SGA would easily cause pre-maturing and show poor performance local optimization searching. The SGA usually relies on experience to determine the crossover and mutation probability, which would affect the global optimality and convergence.
PSO
PSO is also known as the particle swarm algorithm. It is a group collaboration-based random search algorithm, which is developed by simulating foraging behaviors of a bird flock. The PSO is generally considered to be a kind of swarm intelligence (SI), so it can be incorporated into the Multiagent Optimization System (MAOS). The PSO was first put forward by Dr. Eberhart and Dr. Kennedy.
PSO simulates food-finding behaviors of bird flocks. A flock of birds randomly search food in the search space with only one piece of food. All the birds do not know where the food is, but they know how far the food is away from their current locations. What is the best strategy to find the food? The most simple and effective strategy is to search surrounding areas of the bird which is nearest to the food. PSO is developed by learning from this model and used to solve optimization problems. In the PSO, the solution to each optimization problem is a bird in the search space. The solution is called ''particle.'' All particles get their respective optimized functions which can determine their fitness values. Each particle has a velocity determining its direction and distance of flying. Particles would follow the current optimal particles to search in the solution space. Particles get their candidate solutions through PSO initialization and find the optimal solution through iterations. In each iteration, particles follow the ''two extreme values'' to update their position. One is its own best known position, which is called ''pBest.'' The other is the best known position of the entire swarm, which is called ''gBest.'' Alternatively, the best known position of an entire swarm can be replaced by the best known position of a sub-swarm around. In this case, the extreme value of all particles in this sub-swarm is the best known position of this sub-swarm. PSO can effectively optimize various functions. In the past few decades, PSO has been largely developed, applied, and popularized in many fields.
In his article, Krzeszowski et al. 23 put forward that a particle filter embedded with PSO could be used as an effective method to deal with 3D model-based tracking of human body. Su et al. 24 took advantage of the improved PSO to adjust gains of PID controller, iterative learning controller and the zero-phase Butterworth filter bandwidth of ILC. According to simulation results, the controller can remove errors along with repetition. Zhou et al. 25 introduced a novel strategy with polynomial mutation and variable random functions into the PSO, that is, the PSO-RM, which can fulfill variable random functions and mutation. Experimental results proved the effectiveness of this strategy.
In the continuous space coordinate system, the mathematical description of the PSO is as follows. Let N be the particle swarm size. The coordinate position vector of each particle in D-dimensional space is
. . , v iD Þ; the optimal position of an individual particle (the optimal location of this particle) is P i ! ¼ ð p i1 , p i2 , . . . , p id , . . . , p iD Þ; the optimal position of a particle swarm (the optimal location of any individual particle in this swarm) is P g ! ¼ ð p g1 , p g2 , . . . , p gd , . . . , p gD Þ. It does not lose generality.
In terms of minimization, in the initial version of PSO, the iterative formula for the optimal location of individual particles is:
The optimal position of a swarm is the best position among optimal positions of individual particles in this swarm. The speed and position iterative formulas are:
As the initial version of PSO does not have good application effects on optimization, an improved algorithm was put forward soon after the initial version of PSO was presented. The inertia weight o is added to the speed iterative formula, so the speed iterative formula becomes:
Although compared with the initial version, the complexity of the improved version is not greatly improved, the performance of the improved version is greatly improved. Therefore, the improved algorithm has been widely applied. In general, this improved algorithm is called standardized PSO, while the initial algorithm is called the original PSO.
By analyzing the convergence behavior of PSO, Clerc introduced a PSO variation with constriction factors. Constriction factors ensure convergence and improve the convergence speed. In this case, the speed iterative formula is:
Obviously, iterative formulas (3.4) and (3.5) have no essential difference. As long as proper parameters are selected, the four formulas are identical.
The PSO has two versions: the global version and local version. In the global version, the two extreme values that a particle traces are, respectively, the optimal position of its own p Best and the optimal position of its swarm g Best . In the local version, besides the optimal position of its own p Best , a particle traces optimal positions n Best of all particles in the neighboring area, instead of the optimal position of its swarm g Best . In this case, the speed iterative formula changes to be:
where P ! l is the optimal location of a local area. Compared with GA, in most cases, the PSO can achieve faster convergence of all particles to the optimal solution. In the computation process with the PSO algorithm, when a particle finds the current best known position, other particles will quickly move closer to it. However, if the current best known position is the best known position of a sub-swarm, particles will not be able to detect the best known position of another sub-swarm. Therefore, the PSO would face pre-maturing convergence. The biggest drawback of PSO is that particles would be trapped in local optimal solutions, while searching the optimal solution of the entire swarm.
In this article, an improved algorithm is developed by combining the GA with PSO, with the aim to better improve the performance of the algorithm.
Strategy for improving the PSO algorithm
The GA is method for random global search and optimization, which is developed by mimicking the biological evolution mechanism in nature. It learns from Darwin's theory of evolution and Mendel's theory of heredity. The solution-seeking process of the GA is essentially to randomly search optimization, so it suffers no local convergence limitation. However, the GA is the optimization-seeking operation based on probabilities. Therefore, in most cases, the GA can only get the suboptimal solution of the entire swarm, but hardly obtain the optimal solution, because its search is random and blind.
Given that the GA and PSO have limitations, we combine the GA with PSO to seek optimal solutions to the set of evacuation instruction sequences. Specific calculation steps are as follows:
Step 1: work is done to randomly generate 10 particle positions and obtain corresponding 10 sets of evacuation instruction sequences based on the above-mentioned algorithm as the initial populations (particle swarms). The initialized extreme values of the entire swarm and individual particle are the evacuation fitness function value of the first individual particle.
Step 2: The above-mentioned algorithm is used to generate the evacuation fitness function value of the instruction sequence described by each individual particle in the current particle swarm.
Step 3: The current particle swarm is sorted according to the evacuation fitness function value to find the extreme values of individual particles and the entire particle swarm.
Step 4 (Selection): Five new randomly chosen particles are used to replace five particles with the lowest evacuation fitness function values in the current particle swarm.
Step 5 (Mutation): The roulette gambling method is used to mutate some individual particles in the current particle swarm.
Step 6 (Crossover): The updating rules of PSO are followed to update all individual particles in the current particle swarm.
Step 7: Check whether the maximum number of iterations has been reached. If yes, we can go to Step 8.
If not, we should go back to Step 2.
Step 8: Simulation is finished. The specific computation process of the PSO can be seen in Figure 2 . A detailed process is shown in Figure 1 .
Simulation results
A piece of program code is written for the ordinary filter algorithm, the GA and the improved PSO on the Matlab 2010a GUI platform, to solve EEG problems discussed in this article. Specific simulation results of the program code are shown as follows:
1. a wave is collected, without any processing. The a waveform is shown in Figure 2 .
Algorithm: Improve iniƟalizaƟon of the GA 1 For each particle 2
Initialize particle 3 END 4 Do 5
For each particle 6
Calculate fitness value 7
If the fitness value is better than the best fitness value (pBest) in hi story 8
set current value as the new pBest 9 End 10
Choose the particle with the best fitness value of all the particles as the gBest 11
For each particle 12
Select operation to particle 13
Crossover operation to particle 14
Calculate particle velocity according equation (a) 15
Update particle position according equation (b) 16 MutaƟon operaƟon to parƟcle; 17
End 18
While maximum iterations or minimum error criteria is not attained Figure 1 . The improved genetic algorithm. 2. The traditional method is used to filter a wave and get the waveform as shown in Figure 3 . 3. The GA is used to filter a wave and get the waveform as shown in Figure 4 . 4. The improved GA is used to filter a wave and get the waveform as shown in Figure 5 . 5. The iteration-convergence curve of a waveform filtered by the GA is shown in Figure 6 . 6. The iteration-convergence curve of a waveform filtered by the improved GA is shown in Figure 7 .
According to a comparative analysis of a wave filtering effects of the three algorithms shown, respectively, in Figures 2, 3 , and 4, it can be seen that the three filtering algorithms cause different energy losses. When the improved GA is used for filtering, the energy loss is the least, indicating that the improved GA shows best performance in preserving EEG information and produces best filtering effects. When the GA is used for filtering, the energy loss is less, indicating that the GA shows better performance in preserving EEG information and produces better filtering effects. When the traditional method is used for filtering, the energy loss is the highest, indicating that the traditional filtering method shows poor performance in preserving EEG information and has poor filtering effects. As can be seen from iteration-convergence curves in Figures 5  and 6 , compared with the GA, the improved GA proposed in this study can search a more optimal solution, which can further prove that the improved GA proposed in this article is more suitable for filtering EEG.
Conclusion
This article mainly discusses EEG optimization in the mental workload measurement of miners. The PSO is combined with the GA to develop an improved GA for EEG filtering. To test the validity of this improved GA, a comparative analysis is made of the SGA and the traditional GA. Analytical results show that when the improved GA is used for filtering, it brings the least energy loss and shows best filtering effects. Compared with the traditional GA, the improved GA proposed in this study can seek a more optimal solution. This indicates that the improved GA, which is developed based on the PSO in this article, is more suitable for EEG filtering.
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