In this paper, we propose novel methods of quantifying expert opinion about prior distributions for multinomial models. We start by eliciting a univariate beta distribution for the probability of each category using probability quartiles. Two different multivariate priors are elicited using the assessed beta distributions. First, we elicit the hyperparameters of the Dirichlet distribution, as a tractable conjugate prior, from those of the univariate betas through some forms of reconciliation using least-squares techniques. However, a multivariate copula function will give a more flexible correlation structure between multinomial parameters if it is used as their multivariate prior distribution. So, second, we use the beta marginal distributions to construct a Gaussian copula as a multivariate normal distribution function that binds these marginals and expresses the dependence structure between them. The proposed method elicits a positive-definite correlation matrix of this Gaussian copula. The two proposed methods are designed to be used through interactive graphical software written in Java.
Introduction
Bayesian statistical methods provide a formal mechanism for taking into account prior knowledge. In many circumstances, prior knowledge is based on historical data that are only recorded in the form of the personal experience of experts. Then expert opinion must be quantified as a prior distribution if the information is to be used. The method of quantifying opinion must be designed for the sampling model of interest and the form of prior distribution that is to be used. One important sampling model that has attracted little attention is the multinomial model. This model is used in many scientific and industrial applications. For example, it is frequently applied to the compositions of rocks in geology, to patterns of consumer selection preferences in microeconomics, and to voting behavior in political science. The model is so common that good elicitation methods for quantifying opinion about its parameters are clearly needed.
Here we are concerned with the most common case, where each observation has the same probability of falling into any specified category and observations are independent of each other. Then observations follow a multinomial distribution with, say, probability p i that an observation falls in the ith category. To quantify an expert's opinions about the p i , we specify a distribution to represent her opinion and then ask her to make assessments that determine appropriate values for the parameters of that distribution, which are referred to as its hyperparameters.
The Dirichlet distribution, which is the conjugate prior distribution for the parameters of a multinomial distribution, may naturally be used to represent an expert's opinion. A limited number of elicitation methods that follow this approach have been proposed in the literature. See for example, Bunn (1978) , Chaloner and Duncan (1987) or van Dorp and Mazzuchi (2004) . Elfadaly and Garthwaite (2013) introduced an elicitation method for the Dirichlet distribution by reconciling the assessed parameters of the univariate beta conditional distributions. The first proposed method in the current paper is a novel method for eliciting the hyperparameters of the Dirichlet distribution from those of its marginal beta distributions through some forms of reconciliation using least-squares techniques. However, while the standard Dirichlet distribution offers tractability and mathematical simplicity, it has been criticized as too inflexible to represent a broad range of prior information about the parameters of multinomial models [e.g. Aitchison (1986) , O'Hagan and Forster (2004) ]. Specifically, Dirichlet variates are always negatively correlated and the Dirichlet distribution contains the same number of parameters as the number of categories. After forming point estimates of the probabilities for these categories, there is only one parameter left with which to model their dependence structure. This may sometimes be insufficient to give a reasonable representation of an expert's opinions. Motivated by these deficiencies, several authors have constructed new families of distributions for proportions that allow more general types of dependence structures. See for example Leonard (1975) , Connor and Mosimann (1969) or Aitchison (1986) .
An expert has no built-in prior distribution to assess directly. Instead she must be asked to quantify her opinions through questions she can both comprehend and answer. We believe it is important that the expert should focus on her opinions when giving assessments. To this end, a good elicitation method should be designed to lead to coherent assessments without the expert having to be conscious of coherence constraints. This is not straightforward, especially with dependent variables in multivariate distributions. In the case of multinomial models, a particular difficulty is to elicit assessments that satisfy all the constraints of mathematical coherence. For example, the probabilities of each category must be non-negative and sum to one, which we refer to as the unitsum constraint. Other constraints are implicit and less intuitive. To date, due to this difficulty, elicitation methods for multinomial sampling have been proposed only for modelling opinion by a Dirichlet distribution. An exception is the work by Elfadaly and Garthwaite (2013) , who model opinion by a Connor-Mosimann distribution. However, this form of generalized Dirichlet distribution provide a structure that is only slightly richer than the standard Dirichlet distribution. Methods that yield a more flexible distribution than the Dirichlet distribution are long overdue.
A possible general multivariate distribution, that can serve as a prior distribution for multinomial models, is constructed through using a multivariate copula function. A copula is defined as a function that represents a multivariate cumulative distribution in terms of one-dimensional marginal cumulative distribution functions. Hence, it joins marginal distributions into a multivariate distribution that has those marginals. The importance of the copula function is due to Sklar's Theorem, which states that any joint distribution can be written in a copula form. The marginal distributions can thus be chosen independently from the dependence structure that is represented by the copula function. For an introduction to copulas, see for example Joe (1997) , Frees and Valdez (1998) or Nelsen (1999) .
The use of copula functions to elicit multivariate distributions has been considered in the literature, see Jouini and Clemen (1996) , Clemen and Reilly (1999) and Kurowicka and Cooke (2006) , among others. The joint distribution can be elicited by first assessing each marginal distribution. Then the dependence structure is elicited through the copula function. Different families and classes of copula functions have been defined for both bivariate and multivariate distributions. Jouini and Clemen (1996) used bivariate and multivariate Archimedean families and Frank's families of copulae to aggregate multiple experts' opinions about a random quantity. However, the simplest and most intuitive family of copulae is the inversion copula [Nelsen (1999) ]. This has the form
where G i are the known marginal distribution functions, F (1,··· ,k) is the assumed multivariate distribution function, and its marginals are F i . Hence, the marginal functions G i 's are coupled through F (1,··· ,k) into a new multivariate distribution given by the copula function C. The distribution F (1,··· ,k) has sometimes been taken as a multivariate t-distribution, 3 [Demarta and McNeil (2005) ], or even as a Dirichlet distribution [Lewandowski (2008) ]. Most commonly thought, it is selected as a multivariate normal distribution, which gives a Gaussian copula [Clemen and Reilly (1999) ]. This is parameterized by the correlation matrix R of a multivariate normal distribution. To elicit R, Clemen and Reilly (1999) suggest that a pairwise rank-order correlation between each X i and X j , such as Spearman's ρ i,j or Kendall's τ i,j , should be assessed. Then properties of the multivariate normal distribution are used to transform them into the product-moment Pearson correlation r i,j as follows:
The product-moment correlation matrix R is then formed from the elements r i,j . Clemen and Reilly (1999) suggest that only rank-order correlations should be elicited, not product-moment Pearson correlation, as the latter cannot necessarily be transformed through the function Φ −1 [G i (.) ], while rank-order correlations transform regardless of the choice of the marginal distribution function G i (.). To elicit these correlations, Clemen and Reilly (1999) mention three methods that can be used either separately or together. However, their proposed elicitation method is not guaranteed to yield a positive-definite correlation matrix.
The second proposed method in this paper elicits a Gaussian copula function with beta marginal distributions as a prior distribution for multinomial models. Our approach simultaneously overcomes two problems of the method of Clemen and Reilly (1999) . First, we transform the assessed conditional quartiles of X i and X j , through Φ −1 [G i (.)], which enables product-moment correlations to be computed on the normal scale without the need of rank-order correlations. Second, the conditional quartiles are assessed according to the structural elicitation procedure of Kadane et al. (1980) , which guarantees that the elicited correlation matrix is positive-definite.
Our aim in this paper is to propose methods for eliciting expert opinion about the hyperparameters of both the Dirichlet distribution and the Gaussian copula distribution. The two elicitation methods are based on eliciting the parameters of marginal beta distributions of both priors. Hence, the complexity of eliciting a multivariate distribution is greatly reduced under this decomposition. We developed an interactive graphical interface that facilitates the assessment of the median and quartiles of marginal beta distributions. These assessments may be used to estimate the hyperparameters of the Dirichlet distribution. For Gaussian copula prior elicitation, the same set of unconditional assessments may be used to estimate the hyperparameters of beta marginal distributions of the copula. Then, to quantify opinion about the additional structure given by the Gaussian copula, the correlations between the multinomial probabilities are elicited through assessments of their conditional medians and quartiles. The proposed Gaussian copula prior assumes that the dependence structure between the multinomial 4 probabilities can be represented by a multivariate normal distribution, where the marginal prior distribution of each multinomial probability is still expressed as a beta distribution. The two methods reported in this paper have been originally proposed as novel elicitation methods in the first author's PhD thesis, Elfadaly (2012) . Some different reconciliation methods for beta marginals into a Dirichlet distribution for a set of proportions have been independently developed in Zapata-Vázquez et al. (2013) . However, our proposed methods and their accompanying software constitute a unified framework for eliciting both the Dirichlet distribution and the Gaussian copula distribution as they use the same set of unconditional quartile assessments of multinomial probabilities. The expert then has the advantage of eliciting either of the two priors or both of them simultaneously. A practical example where the method is used is given and the two assessed prior distributions are compared.
In Section 2 of this paper we discuss the Dirichlet and the Gaussian copula prior distributions. In Section 3 we describe the assessment tasks that an expert performs for eliciting each prior distribution, and in Section 4 we derive hyperparameters of both prior distributions from the elicited assessments. In Section 5, the two proposed elicitation methods and their implementing software are used by an environmental engineering expert to quantify his opinion about the fuel used by waste collection vehicles in the UK. Concluding comments are given in Section 6.
Two multivariate prior distributions for a multinomial model

The Dirichlet distribution
Let the random vector X = (X 1 , · · · , X k ) be multinomially distributed with k categories, n trials and a vector of probabilities
where
A conjugate prior for the parameter vector p is the Dirichlet distribution of the form 
To elicit the vector of hyperparameters a = (a 1 , · · · , a k ), the direct relation between the Dirichlet distribution and its "marginal" beta distributions is used. The "conditional" distribution of the standard Dirichlet is also of the beta type. This could be used to elicit hyperparameters from conditional assessments (see Elfadaly and Garthwaite, 2013) , but is not pursued here. In the current paper, we start with eliciting the two hyperparameters of each marginal beta distribution from marginal medians and quartiles assessments, see Section 3.1. Then, the hyperparameters of the Dirichlet distribution are induced from those of the marginal betas through some form of reconciliation, as will be discussed in Section 4.1.
The Gaussian copula prior distribution
Rather than assume that the marginal beta distributions stem from a Dirichlet distribution, we would like to allow a more flexible dependence structure via their joint distribution, with the aim of better representing the expert's opinion. A flexible tool for this task is given by the copula function, which allows us to choose the marginal distributions independently from the dependence structure between them. The latter structure is given by the copula. The best-known example of the inversion copula in (1) is the Gaussian copula [Clemen and Reilly (1999) ], which is given by
Here Φ k,R is the cdf of a k-variate normal distribution with zero means, unit variances, and a correlation matrix R that reflects the desired dependence structure. Φ is the marginal standard univariate normal cdf. Since Φ k,R and Φ are differentiable, the Gaussian copula density function is easily obtained by differentiating (6) with respect to
, and I k is the identity matrix of order k.
To construct a Gaussian copula function in the case of a multinomial model, we think of each marginal distribution as a beta distribution whose two hyperparameters have been assessed. Then we construct a Gaussian copula function 6
for the multivariate distribution of p. Using the Gaussian copula function, the dependence structure of the multivariate distribution will have high flexibility rather than the limited dependence structure imposed by the Dirichlet distribution. The Gaussian copula function is indexed by the correlation matrix R, which needs to be elicited effectively and must be a positive-definite matrix. In Section 4.2, we introduce a method, inspired by Kadane et al. (1980) , to elicit the correlation matrix R. Although the elicitation method of Kadane et al. (1980) has been designed to elicit the covariance matrix of a multivariate t-distribution as a conjugate prior for the hyperparameters of a normal multiple linear regression model, their method can be useful in a variety of multivariate elicitation problems that require the assessment of positive-definite matrices [Garthwaite et al. (2005) ].
To this end, let G i (p i ) be the cdf of the beta distribution of p i with hyperparameters α i and β i (i = 1, · · · , k − 1), and assume that the joint density of p k−1 is given by a Gaussian copula density,
Note that the marginal distributions of this joint density are still the same beta marginals. After eliciting the hyperparameters of the beta distribution for each p i (i = 1, · · · , k − 1), the prior distribution is totally known except for the matrix R. The aim is to choose R so as to model the expert's opinion about the dependence between the p i . Although the above density is not multivariate normal for p k−1 = (p 1 , · · · , p k−1 ) and the matrix R is not their correlation matrix, we can still use the multivariate normal properties to form a positive-definite matrix R by considering the following normalizing transformations,
Under the main assumption of the Gaussian copula construction, and from (9), the vector
) has a multivariate normal distribution with zero means, unit variances and a correlation matrix R, so y k−1 ∼ MVN(0, R). Thus, from the unit-sum constraint on the elements of p, the full vector y = (Y 1 , · · · , Y k ) is distributed as a singular multivariate normal distribution. Although no density function can be defined for the singular multivariate normal distribution, it has been widely investigated in the literature. See, for example, Bland and Owen (1966) , Kwong and Iglewicz (1996) or Albajar and Fidalgo (1997) . Rao (2002) discussed some properties and characterizations of the general multivariate normal distribution that hold for both the singular and nonsingular 7 distributions. He proved that the former has similar properties to the latter, with the usual inverse of the covariance matrix replaced by its generalized inverse. A conditional property of the singular normal distribution is used in this paper to prove Lemma 1 in Section 3.3. However, during the rest of this paper, we will only be interested in eliciting a non-singular correlation matrix R for the Gaussian copula function ofp k−1 . Under the unit some constraint, we consider the
i=1 p i of the last category as a redundant variable that can be removed from the multivariate distribution to avoid singularity problems.
The Pearson correlation coefficients, as elements of R, are not transformation respecting, i.e. they are not invariant even under strictly monotone increasing transformations of the form in equation (9). Hence, we do not attempt to elicit any correlations between the elements of p k−1 . Even if a correlation matrix for p k−1 were elicited it would be of no use in estimating R as no explicit relationship between the two matrices is available. Moreover, the density function in (8) is indexed by R, the correlation matrix of y k−1 , not the correlation matrix of p k−1 .
In our proposed approach, the matrix R is elicited as a covariance or correlation matrix of a multivariate normal random vector y k−1 . However, we still utilize the monotone increasing property of the transformations in (9). We assess conditional quartiles of p k−1 , then transform them into those of y k−1 using (9). Correlation coefficients between the elements of y k−1 can then be estimated using their conditional quartiles and utilizing properties of the multivariate normal distribution. This is described in Sections 3.2, 3.3 and 4.2.
Assessment tasks
By exploiting the beta marginal distributions, the elicitation process may be divided into k steps. At each step, the expert is asked to assess three quartiles for p i , the probability of category i (i = 1, · · · , k). These quartiles can be transformed to estimates of the two hyperparameters α i and β i of the beta prior distribution of p i , as proposed in Elfadaly and Garthwaite (2013) . Since we use a marginal approach, the categories here are interchangeable and their order does not matter.
Assessing marginal distributions
• The expert has already assessed a lower quartile, a median and an upper quartile for
and U * i,0 , respectively. The method proposed in Elfadaly and Garthwaite (2013) can be used to elicit the two parameters α i and β i of each marginal beta distribution.
• To satisfy the unit-sum constraint, the mean values of the elicited beta marginals must sum to one. The elicited parameters α i and β i are modified to fulfill this condition as follows.
The normalized mean values µ * i are given by
We keep the variances fixed as
Equations (10) and (11) are then used to get the modified set of parameters α * i and β * i , as
• Before going further, the modified parameters of each marginal beta distribution are used to compute the corresponding quartiles numerically. These quartiles are presented as feedback to the expert, who may change some or all of them, in which case the process is repeated again until the modified sets of quartiles are accepted by the expert.
Assessing conditional quartiles
• To estimate the correlation matrix R, the expert is asked to assume that p 1 equals its assessed initial median value, i.e. p 1 = m * 1,0 , and gives a lower quartile L * 2 and an upper quartile U * 2 for p 2 . For each remaining p j , j = 3, · · · , k − 1, she assesses the two quartiles L * j and U * j conditional on
• For the last category, the lower (upper) quartile L * k (U * k ) of p k is automatically shown to the expert once she assesses the upper (lower) quartile
The two quartiles L * k and U * k are shown to the expert as a guide to help her choose L * k−1 and
; both quartiles in the latter case must be equal to m * k,0 because of the unit-sum constraint.
Assessing conditional medians
• Here we assume that the median of p 1 has been changed from m * 1,0 into m * 1,1 = m * 1,0 + η * 1 . Given this information, the expert is asked to change her previous medians m * j,0 of each p j to be m * j,1 (j = 2, · · · , k).
• In each successive step i, for i = 2, · · · , k − 2, the expert is asked to suppose that the median value of p i has been changed from m (j = i + 1, · · · , k). As will be shown later, for mathematical coherence the arbitrary values η * i s have to be chosen such that η * i = 0 (i = 1, · · · , k − 2). To fulfil these constraints, the initial lower quartile of each category is a reasonable choice for m * i,i . Hence we put
On an interactive graph of the software, see Figure 1 , the conditioning set of median values are shown as the two right hand side (red) bars at the first two categories. The expert is asked to assess how her new median values, shown as the two right hand side (blue) bars at the last two categories, will change based on the new conditioning set. The original medians of all categories are shown as the left hand side (grey) bars.
• For mathematical coherence, the expert's assessments must fulfill the following lemma.
Lemma 1. Under the unit-sum constraint of p, and the multivariate normality of y,
See the Appendix for a proof of this lemma.
The expert has the option of changing her initial set of assessments m i+1,i , · · · , m k,i until she feels that the suggested normalized set m
gives an acceptable representation of her opinion. The software suggests each normalized conditional median m * j,i , given by the thinner (yellow) bars in Figure 1 , as m *
• The current assessment task stops at step k − 2, as we do not ask for any conditional assessments for the last remaining category p k . Since the condition of summing to one should always be fulfilled, conditioning on specific values of all p 1 , · · · , p k−1 gives a fixed value for p k . 
Estimation of Hyperparameters
Estimating The Dirichlet hyperparameters
After beta marginal distributions have been assessed for each category's probability, the beta parameters are then adjusted to estimate the Dirichlet hyperparameter vector as follows. First, note that the system of equations in (5) does not guarantee a consistent solution for a. This is because the expert will seldom be fully consistent and give marginal assessments that are exactly mathematically coherent. From (5), each marginal step of the elicitation process provide two estimates for a i and N i , namely, for i = 1, · · · , k, we get a i = α i and
Moreover, the estimated hyperparameters must fulfill the unit-sum constraint of the probability expectations, i.e. they must satisfy
If the assessments are not coherent and do not satisfy these constraints, which is usually the case, initial assessments will need to be reconciled. Lindley et al. (1979) investigated the reconciliation of assessments that are inconsistent with the laws of probabilities (incoherent). They developed leastsquares procedures as reconciliation tools that may be used for any expert's incoherent assessments. In the spirit of their approach, we propose the following three options to reconcile incoherent estimates of the µ i and N into mathematically coherent estimates µ * i , N * , respectively.
(I) Normalizing µ i 's into µ * i 's that add up to one, i.e. we put
(II) Minimizing the sum of squares of differences between µ * i and µ i , subject to the constraints 0 < µ * i < 1 and k i=1 µ * i = 1. So, µ * i are taken as the values that minimizes
(III) The precision of each p i , i.e. the inverse of its variance, can be used as a weight to reflect the expert's confidence about each of her assessments [Lindley et al. (1979) ]. These weights are used in a weighted least-squares procedure for µ * i 's. Hence we minimize
,
With (I) and (II), N * is set equal to the average of the N i 's, while with (III) it is set equal to their weighted average as
Estimating µ * i and N * , using any of the options listed above, makes it easy to estimate a i by a * i , where a * i = µ * i N * for i = 1, · · · , k. The software elicits three hyperparameter vectors of the Dirichlet distribution, one vector for each of the above options. Each vector is then used to compute the corresponding pairs of marginal beta parameters as given in (5). Three quartiles of each beta marginal distribution are computed numerically for each different Dirichlet hyperparameter vector. The three sets of quartiles are then displayed to the expert and she is asked to select the set of quartiles that best represents her opinion. See Figure 2 . The vector with the selected set of quartiles will be taken as the final elicited hyperparameter vector of the Dirichlet prior. The expert is still able, however, to modify any or all of the selected set of quartiles, in which case beta parameters are computed again and the final Dirichlet hyperparameter vector is computed through averaging, as in option (I) above.
Estimating the Gaussian copula hyperparameters
The normalizing one-to-one functions in (9) are used to transform the assessed conditional quartiles of p into conditional quartiles of y, yielding conditional expectations, variances and covariances of the multivariate normal variables. To form a positive-definite correlation matrix R, let y i = (Y 1 , · · · , Y i ) and R i = Var(y i ), for i = 1, · · · , k − 1, where R 1 = Var(Y 1 ) = 1 and the final matrix R = R k−1 . Supposing that R i−1 has been estimated as a positive-definite matrix. An elicitation method, based on that of Kadane et al. (1980) , is used to form a positive-definite correlation matrix R i (i = 2, · · · , k − 1). The mathematical details of the method are shown in the Appendix. Since R 1 = 1 > 0, the method is valid, by mathematical induction, to estimate the full correlation matrix R = R k−1 , which is guaranteed to be positive-definite.
We have to note that, according to this method of elicitation, the variances on the main diagonal of R, say r i,i , i = 1, · · · , k − 1, cannot be guaranteed to equal ones, except for the first element r 1,1 . It is easy, however, to transform 13 R into R * which can be used as the correlation matrix in the Gaussian copula function satisfying both the unit variances and positive-definiteness. R * can be obtained from R using the transformation R * = ARA, where A is a diagonal matrix with a 1,1 = 1 and a i,i = 1/ √ r i,i , for i = 2, · · · , k − 1. The unit variances in the correlation matrix R * guarantees that each marginal distribution G i (p i ) is still a beta distribution with the same hyperparameters α * i and β * i that were elicited before (i = 1, · · · , k).
Example: Waste collection in the UK
The Environmental Agency in the UK is currently interested in the fuel consumption of waste collection vehicles. It is thought that substantial quantities of fuel are used to collect recyclable waste and that local authorities are insufficiently aware of the amounts involved. In this example, a waste management expert, (Dr. Stephen Burnley, The Open University, UK) used the elicitation software to quantify his opinion about the proportions of waste collection trips according to the type of recyclable waste. He advised that two main types of the waste are considered, urban recycle and rural recycle. Each of them may contain bins, sacks, garden waste and recycle waste. Hence, each collection trip is arranged by the local authority for one of eight different waste types. Considering the proportions of collection trips for waste in each category, the problem can be formulated in a multinomial model with eight categories. Our method and software were used to quantify the expert's opinion about a Gaussian copula prior for the parameters of this multinomial model.
After initializing the software and defining the model, the expert assessed his medians of the proportion of collection trips for each of the following 8 types of waste: urban-bins/ urban-sacks/ urban-garden/ rural-bins/ rural-sacks/ ruralgarden/ urban-recycle/ rural-recycle. Then the expert assessed lower and upper quartiles for the proportion of collecting trips in each category. His assessed medians and quartiles are given in Table 1 . These assessments were used to elicit a marginal beta prior distribution for the proportion of trips in each category. For mathematical coherence, the expected values from these elicited beta priors must sum to 1, so, the software used the initial assessments to determine beta distributions that satisfy this condition. The 14 median values and quartiles of the coherent beta distributions were computed and presented to the expert as feedback in Figure 3 . These are shown as the left hand side (grey) bars for each category. During this feedback stage he was invited to accept or revise these quantities by clicking on the right hand side (blue) bars of each category in Figure 3 . The initial median values given by the expert have a sum that is nearly equal to one, so the coherent medians and quartiles suggested by the software in Figure 3 and Table 2 were close to his assessments as shown in Table 1 and he naturally accepted them as representatives of his opinions. The assessed marginal medians and quartiles in Table 1 are enough to elicit the hyperparameters of a Dirichlet distribution, should the expert wish to. For example, using option (II) of Section 4.1 and the marginal assessments in Table 1 , the vector of Dirichlet hyperparameters would be a = (5. 79, 1.42, 3.97, 1.52, 0.24, 0.65, 4.65, 2.79), 15 where N = 21.02. However, the expert assessed a Gaussian copula prior, hence gaining much greater flexibility in the correlation structure of the parameters of his multinomial model. To elicit a correlation matrix for the Gaussian copula prior, the expert gave conditional assessments that quantified his opinion about the dependence structure between the marginal beta distributions. Specifically, he assessed conditional quartile values for each ith (i = 2, · · · , 7) category, under the condition that the assessed medians for the previous j (j = 1, · · · , i − 1) categories were actually their true values. The expert's seven pairs of assessments for the conditional lower and upper quartiles are given in Table 3 . The quartiles for the last category are shown in bold typeface in Table 3 ; they were automatically computed by the software when the expert assessed two quartiles for the seventh category. This is also illustrated in Figure 4 . Next, conditional on the proportion for the first category being 0.20 (its lower quartile), the expert gave conditional median assessments for the proportions of the seven remaining categories. The number of conditions was then increased in stages. Table 4 gives all the conditional median assessments, where the underlined values constitute the conditioning set at each stage. This was the last assessment task, after which the software output the elicited hyperparameters of the marginal beta prior distributions as in Table 5 . The dependence structure between these beta marginals was quantified as a multivariate Gaussian copula function with the elicited covariance matrix given in Table 6 . The elicited matrix in Table 6 does not give covariances between the beta distributed proportions, p 1 , · · · , p 8 . Instead, it gives the covariances between the transformed normal variates, Y 1 , · · · , Y 7 . The eighth transformed normalvariate is omitted so as to avoid the singularity of the elicited matrix, as discussed before. The Gaussian copula multivariate distribution is parameterized by both the marginal beta parameters and the covariance matrix in Table 6 . The software produces a WinBUGS file with the Gaussian copula prior distribution. Marginal beta parameters can also be used to compute the expected value and variance of the proportions of each category. These are given in Table 7 , where the expected values are close to both the initial median assessments in Table 1 and the coherent median assessments in Table 2 . Table 7 also shows the means and variances of the Dirichlet prior distribution that would be obtained if the initial assessments in Table 1 were used. Although the means and variances of the two prior distributions are close to each other, the elicited correlation matrix of the Gaussian copula prior gives a more flexible structure than that of the usual restricted correlation structure given by the Dirichlet distribution. Moreover, as concluded in Elfadaly and Garthwaite (2013) , a substantial variation in the values of N i (i = 1, · · · , k) suggests that a Dirichlet prior is not recommended. The assessed hyperparameter values for the marginal beta distributions, as shown in Table 5 , give estimated values of , 8) that range between 4.38 and 33.77. This suggests that the Dirichlet prior may not be an adequate representation of the expert's opinion, in which case the Gaussian copula prior is preferred.
The elicitation process took about an hour to complete. The expert stressed the importance of the convenient order of categories when conditioning. During the task of giving conditional assessments based on an increasing number of conditions, he commented that ordering the categories in a suitable sequence made it easier for him to think about these conditions.
Concluding comments
So as to simplify the separate tasks that an assessor must perform, the elicitation process for a multivariate prior has been decomposed into a number of processes for eliciting univariate beta distributions for multinomial probabilities. The hyperparameters of these beta distributions are estimated from marginal median and quartile assessments obtained from a field expert. Two novel methods 18 have been proposed for reconciling the beta marginal distributions into a multivariate prior distribution. The first method reconciles the beta distributions as marginals of the well-known standard conjugate Dirichlet distribution, giving a prior distribution that is easily applied in practice.
In the second method, instead of assuming a Dirichlet prior, the beta marginals are used in a Gaussian copula function to model the joint prior distribution of multinomial probabilities. This requires further conditional quartile assessments to describe the correlation structure between these probabilities. The monotonicity of the Gaussian copula transformation allows conditional quartiles of the multinomial probabilities to be transformed into normal quartiles. The latter are used to obtain product-moment correlations for normal variates. This powerful technique of transforming quartiles avoids the difficulties encountered when transforming product-moment correlations. Structural assessments of the conditional quartiles are used to ensure that the elicited variance-covariance matrix is positive-definite. Although the elicitation of a Gaussian copula requires more assessments than the Dirichlet distribution, it gives a more flexible multivariate prior distribution.
The two elicitation methods have been implemented in a single user-friendly software package that is freely available at http://statistics.open.ac.uk/elicitation. For the Dirichlet prior distribution, the software outputs the elicited hyperparameter vector a. For the Gaussian Copula prior, the output includes the elicited pairs of beta parameters α * i and β * i (i = 1, · · · , k), together with the elicited covariance matrix R * . In both cases, the expectations and variances of the p i are also given. which, utilizing monotonicity, gives Although the Gaussian copula function imposes that Var(Y i ) = 1, we will find another estimate for σ 2 i using the conditional variance of Y i elicited in (.4). The reason for that, as will be shown later, is to follow the approach of Kadane et al. (1980) This holds for j = 1, · · · , i − 1, so we have a system of i − 1 equations of the form 
