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Abstract
We enumerate weighted simple graphs with a natural upper bound condition on the sum of the weight of adjacent vertices. We
also compute the generating function of the numbers of these graphs, and prove that it is a rational function. In particular, we show
that the generating function for connected bipartite simple graphs is of the form p1(x)/(1− x)m+1. For nonbipartite simple graphs,
we get a generating function of the form p2(x)/(1 − x)m+1(1 + x)l . Here m is the number of vertices of the graph, p1(x) is a
symmetric polynomial of degree at most m, p2(x) is a polynomial of degree at mostm+ l, and l is a nonnegative integer. In addition,
we give computational results for various graphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
For a given nonnegative integer n, let [n] := {0, 1, 2, . . . , n}. Also, let G= (V ,E) be a simple graph (no loops and
no multiple edges allowed) with vertex set V = {v1, v2, . . . , vm}. Let = (n1, n2, . . . , nm) ∈ [n]m so that
ni + nj n if vivj ∈ E. (1)
In other words, the sum of two weights corresponding to an adjacent pair of vertices is bounded by a given integer n.
Let n be a given nonnegative integer. The research described in this paper started by attempts to count square matrices
with line sums at most n. Finding the number of square matrices of given size and of a given bound on the line sum is
a difﬁcult problem [4], except for matrices of small size. Such matrices correspond to complete bipartite graphs in the
above model. This raised the natural question of what one can say about other classes of graphs in this regard. Two of
the simple cases are those of linear graphs and circular graphs satisfying (1). The ﬁrst two authors of this paper have
computed generating functions for these graphs using transfer-matrix methods [9].
The real solution set of this system of equations is the dilation of a rational convex polytope. The polytope corre-
sponding to the system in (1) is called the edge polytope of the graph G [12]. In combinatorial optimization, if G is
bipartite, then the edge polytope of G is well known to be totally dual integral (TDI), which means that solving an
integer linear programming problem is equivalent to solving the linear programming relaxation of the problem [12,23].
1 The research of this author was ﬁnancially supported by Chonnam National University.
E-mail addresses: bona@math.uﬂ.edu (M. Bóna), hkju@chonnam.ac.kr (H.-K. Ju), ruriko@ms.uky.edu (R.Yoshida).
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In graph theory, one can apply edge polytopes to solve the maximum stable set problem of a graph G. A stable
set of vertices in G is a subset of V such that no two vertices are adjacent; the maximum stable set problem asks for
the stable set with maximum cardinality, which is called the stability number. These stable sets can be applied to the
k-coloring problem of a graph G. The elements of the set C are the available colors.A coloring of a graph G is a mapping
c : V → C such that adjacent nodes get different colors, i.e., c(x) = c(y) if (x, y) ∈ E. If |C| = k, k ∈ Z+, then
c : V → {1, . . . , k} is a k-coloring. A k-coloring of G is nothing but a partition of its node set into k stable sets, called
color classes. The 2-colorable graphs, for example, are the bipartite graphs; the 2-chromatic graphs are the bipartite
graphs having at least one edge. Computing the stability number is, however, difﬁcult. Karp showed that determining
the stability number of an arbitrary graph is NP-hard [21]. In fact, stable sets are (0, 1)-vertices of the edge polytope
so that solving the maximum stable set problem of a graph G is the linear integer programming problem
max ITx such that x ∈ P(G), x ∈ Zm,
whereP(G) ⊂ Rm is the edge polytope of a graph G and where I = (1, 1, . . . , 1)T. For more details, see [30] and the
references within.
We call a triplet WG = (V ,E, ) a weighted graph of G with distribution  if all vertices in V of the graph G satisfy
the constraints in Eq. (1). We will denote by WG(n) the number of all weighted graphs of G with a ﬁxed upper bound
n. Note that WG(n) enumerates the set of all solutions of the system of linear inequalities corresponding to the graph
G by the condition (1).
Let G be the set of all simple graphs and Cx the ring of formal power series. Deﬁne a map  : G → Cx by
setting
(G) =
∞∑
n=0
WG(n)xn.
That is, for a simple graph G, the power series (G) is the generating function for the sequence {WG(n)}∞n=0.
For example, consider the graph shown in Fig. 1. For a = i ∈ [n], the
a cb
d e
values that b, d and e can assume are 0, 1, 2, . . . , n− i, and for each b = j ∈ [n− i], c can be 0, 1, 2, . . . , n− j for a
total of n + 1 − i choices. It is then not difﬁcult to compute using Maple or Mathematica that
WG(n) =
n∑
i=0
(n + 1 − i)2
⎛
⎝n−i∑
j=0
(n + 1 − j)
⎞
⎠
= (3n + 5)(2n + 3)(3n + 4)(n + 2)(n + 1)
120
= 1
120
(18(n + 1)5 + 45(n + 1)4 + 40(n + 1)3 + 15(n + 1)2 + 2(n + 1))
and
(G) = 1
120
(
18
1 + 26x + 66x2 + 26x3 + x4
(1 − x)6 + 45
1 + 11x + 11x2 + x3
(1 − x)5
)
+ 1
120
(
40
1 + 4x + x2
(1 − x)4 + 15
1 + x
(1 − x)3 + 2
1
(1 − x)2
)
= (1 + x)(1 + 7x + x
2)
(1 − x)6 =
1 + 8x + 8x2 + x3
(1 − x)6 .
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Fig. 1. The cubic graph.
Equivalently, WG(n) is the number of solutions (na, nb, nc, nd, ne) ∈ [n]5 to the following system of inequalities:
⎧⎪⎨
⎪⎩
na + nbn,
nb + ncn,
na + ndn,
na + nen.
Remark 1.1.
1. The map  is not injective. Indeed, if G1 and G2 are the graphs shown in Fig. 1, then we have
(G1) = (G2) = 1 + 4x + x
2
(1 − x)5 since
n+1∑
k=1
k3 =
(
n+1∑
k=1
k
)2
.
G2G1
2. We used the following two identities to get (G) in the previous example. On the one hand,
(n + 1)m =
n∑
k=1
A(m, k)C(n + k,m),
where A(m, k) is an Eulerian number, and C(n,m) = n!/m!(n − m)! is a binomial coefﬁcient (see Fact 2.3.3 in
Section 2.3), and, on the other hand,
∞∑
n=0
C(n + k, k)xn = 1
(1 − x)k+1 .
This paper is organized as follows: In Section 2 we compute (G) for linear graphs, circular graphs, complete
graphs, star graphs, discrete graphs, a cubic graph and complete bipartite graphs. In Section 3 we remind the reader of
rational convex polytopes and rational generating functions, and describe the relationship between these objects and
our problem (enumeration of weighted graphs). In Section 4 we list new problems encountered while working on this
topic.
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2. Generating functions for various graphs
2.1. Linear graphs
For the null graph ∅, (the graph with no vertices), we set W∅(n) = 1 for all nonnegative integers n, so
(∅) = 1
1 − x .
Let L1 be a one-vertex graph, and for i2 let Li be the linear graph with i vertices. That is, Li is a path with two
vertices of degree one and i − 2 vertices of degree two. We will call the two endpoints of this path a and b. For the
one-vertex graph L1 = K1(•), WL1(n) = n + 1 and
(L1) = 1
(1 − x)2 .
ForL2=K2 (the one-edge graph), let a= i, b=j , and create an (n+1)×(n+1)matrixB(n)=(bij ), where 0 i, jn
and
bij =
{
1 if i + jn,
0 otherwise =
⌊
2n + 3 − i − j
n + 2
⌋
.
Let Jn := (1, 1, 1, . . . , 1)t ∈ [n]n+1. Then the number of solutions to (1) with two variables and the corresponding
generating function are as follows:
WL2(n) = J tnB(n)Jn =
n∑
i,j=0
bij = C(n + 2, 2),
(L2) =
∞∑
n=0
C(n + 2, 2)xn = 1
(1 − x)3 .
For L3 (the path of two edges), we have
WL3(n) = J tnB(n)2Jn = C(n + 3, 3) + C(n + 2, 3),
(L3) = 1 + x
(1 − x)4 .
By induction on k we can show that
WLk+1(n) = J tnB(n)kJn
holds for all nonnegative integers k.
For example,
B(4) =
⎡
⎢⎢⎢⎣
1 1 1 1 1
1 1 1 1 0
1 1 1 0 0
1 1 0 0 0
1 0 0 0 0
⎤
⎥⎥⎥⎦ , B(4)2 =
⎡
⎢⎢⎢⎣
5 4 3 2 1
4 4 3 2 1
3 3 3 2 1
2 2 2 2 1
1 1 1 1 1
⎤
⎥⎥⎥⎦ ,
B(4)3 =
⎡
⎢⎢⎢⎣
15 14 12 9 5
14 13 11 8 4
12 11 9 6 3
9 8 6 4 2
5 4 3 2 1
⎤
⎥⎥⎥⎦ , B(4)4 =
⎡
⎢⎢⎢⎣
55 50 41 29 15
50 46 38 27 14
41 38 32 23 12
29 27 23 17 9
15 14 12 9 5
⎤
⎥⎥⎥⎦ .
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Note that WLk+1(n) is the (0, 0)-entry of B(n)k+2. For example, WL3(4)= 55, which is the sum of all entries of the
matrix B(4)2. As a convention, we deﬁne WL0(n) = 1, for all nonnegative integers n. Then we get a formula for the
generating function which is expressed in terms of continued fractions.
Theorem 2.1 (Bóna et al. [10]). For n = 0, 1, 2, . . . let
F(n, x) =
∞∑
k=0
WLk(n)xk =
∞∑
k=0
(J tnB(n)
kJn)x
k
.
Then
F(n, x) = 1−x + F(n − 1,−x) =
1
−x + 1
x + F(n − 2, x)
:= [−x, x, F (n − 2, x)],
where F(0, x) = 1/(−x + 1) = [−x, 1] and F(1, x) = (1 + x)/(1 − x − x2) = [−x, x, 1].
That is, F(n, x) = [−x, x,−x, x, . . . , (−1)n−1x, 1].
2.2. Circular graphs
Before considering circular graphs, we return to the linear graph Lk+1 (the path of k + 1 vertices). If we ﬁx na = i
and nb = j , then the number of all possible ways to give distributions corresponding to the vertex set of the graph Lk+1
is same as the (i, j)-entry of the matrix B(n)k .
Next, we identify the leftmost vertex a and the rightmost vertex b, resulting in the circular graph Ck with k vertices.
By convention, we let C1 := L1, C2 := L2.
Hence, the number of all possible ways to give distributions corresponding to the vertex set of the graph Ck (with
identiﬁed vertex having na = nb = i ﬁxed) is same as the (i, i)-entry of the matrix B(n)k .
This implies that WCk(n)= trace(B(n)k) for the graph Ck with k3. In particular, WC1(n)= trace(In+1)= n+ 1,
and WC2(n) = C(n + 2, 2).
Lemma 2.2 (Stanley [26, Theorem 4.7.2, Corollary 4.7.3]). For any m × m matrix M, we have
∞∑
l=1
trace(Ml)xl = −
x
d
dx
(det(I − xM))
det(I − xM) .
We deﬁne CF(n, x) =∑∞k=1WCk(n)xk and CG(x, y) =∑∞n=0CF(n, x)yn. By Lemma 2.2
CF(n, x) =
∞∑
k=1
trace(B(n)k)xk + (n + 1 − trace(B(n)))x =
⌊
n + 1
2
⌋
x − xQ
′
n(x)
Qn(x)
and
CG(x, y) =
∞∑
k=1,n=0
WCk(n)xkyn = xy
(1 + y)(1 − y)2 −
∞∑
n=0
xQ′n(x)
Qn(x)
yn.
We list several (Ci)’s and (Li)’s for reference.
(C1) = 1
(1 − x)2 , (L1) =
1
(1 − x)2 ,
(C2) = 1
(1 − x)3 , (L2) =
1
(1 − x)3 ,
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(C3) = 1 + x + x
2
(1 + x)(1 − x)4 , (L3) =
1 + x
(1 − x)4 ,
(C4) = 1 + 2x + x
2
(1 − x)5 , (L4) =
1 + 3x + x2
(1 − x)5 ,
(C5) = 1 + 6x + 11x
2 + 6x3 + x4
(1 + x)(1 − x)6 , (L5) =
1 + 7x + 7x2 + x3
(1 − x)6 .
For example, from the formula (C3) = (1 + x + x2)/(1 + x)(1 − x)4, we compute
WC3(n) = 116 (4n3 + 18n2 + 28n + 15 + (−1)n) =
{ 1
8 (n + 2)(2n2 + 5n + 4), n even,
1
8 (n + 1)(2n2 + 7n + 7), n odd,
which is a quasi-polynomial with quasi-period 2.
2.3. Discrete graphs
In order to describe discrete graphs, complete graphs, star graphs, complete bipartite graphs, and so on, we need the
notion of Eulerian numbers and Eulerian polynomials.
Letp=p1p2 . . . pt be a permutation of length twritten in one-line notation.We say that i is a descent of p ifpi >pi+1.
LetA(t, k) be the number of t-permutations with k−1 descents. The numbersA(t, k) are called the Eulerian numbers,
and At(x) =∑tk=1A(t, k)xk is called the tth Eulerian polynomial.
Fact 2.3. We list below several known facts about Eulerian numbers and Eulerian polynomials. (See [7,8,19] for details
about Eulerian numbers.)
1. A(t, k) = kA(t − 1, k) + (t − k + 1)A(t − 1, k − 1).
2. A(t, k) = A(t, t + 1 − k) and∑tk=1A(t, k) = t !.
3. xt =∑tk=1A(t, k)C(x − 1 + k, t), where C(t, k) = t !/k!(t − k)!.
4.
∑∞
t=0
∑t
k=1A(t, k)xkyt/t ! =
∑∞
t=0At(x)yt/t ! = 1 − x/1 − xey(1−x).
5. At(x)/x(1 − x)t+1 = ddx {At−1(x)/(1 − x)t }.
6. At(x) = txAt−1(x) + x(1 − x)A′t−1(x).
7. At(x) = x(1 − x)t +∑tk=1C(t, k)(1 − x)t−kAk(x).
8. A(t, k) =∑ki=0(−1)iC(t + 1, i)(k − i)n.
Let Dt = (V ,E) be a discrete graph, that is, a graph with |V | = t and E = ∅. Then, by the deﬁnition of Eulerian
polynomials and Rule 3 above,
WDt (n) = (n + 1)t , (Dt ) = At(x)
(1 − x)t+1 ,
and, by Rule 4 above,
F(x, y) =
∞∑
t=0
(Dt )
yt
t ! =
1
1 − xey .
2.4. Complete graphs
Theorem 2.4 (Ju [20]). Let Kt be a complete graph of order t. Then the following holds:
WKt (n) = t
	(n+1)/2
∑
r=1
rt−1 +
(⌊
n + 2
2
⌋)t
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and
F(x, y) :=
∞∑
t=0
∞∑
n=0
WKt (n)xn
yt
t ! =
(
1 + x + xy
1 − x
)
ey
1 − x2ey .
Let us deﬁne
(y; x) = 1 + x + xy
1 − x , (y; x) =
ey
1 − x2ey .
Using Rule 4 in Fact 2.3 given in Section 2.3 and a Taylor series expansion, we can show that the following holds:
(y; x) = e
y
1 − x2ey =
( ∞∑
t=0
yt
t !
1
1 − x2 +
∞∑
t=1
At(x
2)
(1 − x2)t+1
yt
t !
)
= 1
1 − x2 +
∞∑
t=1
At(x
2)
x2(1 − x2)t+1
yt
t ! ,
and
F(x, y) = 1
1 − x +
y
(1 − x)2 +
∞∑
t=2
At(x
2) + txAt−1(x2)
x2(1 − x)(1 − x2)t
yt
t ! . (2)
For t2, the numerator of the summand in Eq. (2) is
At(x
2) + txAt−1(x2)
x2
= (1 + x) txAt−1(x
2) + x2(1 − x2)A′t−1(x2)
x2
.
Let
rt (x) =
txAt−1(x2) + x2(1 − x2)A′t−1(x2)
x2
,
for t = 2, 3, . . . . By Rule 2 (symmetric condition) of Fact 2.3 in Section 2.3,
rt (−1) =
t−1∑
k=1
(2k − t)A(t − 1, k) = 0,
for t = 2, 3, . . . . This implies that
At(x
2) + txAt−1(x2)
x2
= (1 + x)2p2t−4(x),
for some polynomial p2t−4(x) in x of degree 2t − 4 since At(x) is a polynomial of degree t and At(x2)+ txAt−1(x2)
has factors (1 + x)2 and x2.
The preceding computation proves the following.
Theorem 2.5. Let Ut(x) =∑∞n=0WKt (n)xn. Then
F(x, y) =
∞∑
t=0
Ut(x)
yt
t ! =
1
1 − x +
y
(1 − x)2 +
∞∑
t=2
p2t−4(x)
(1 − x)3(1 − x2)t−2
yt
t ! ,
where
p2t−4(x) = At(x
2) + txAt−1(x2)
x2(1 + x)2
is a polynomial of degree 2t − 4 for t = 2, 3, 4, . . . .
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Computations (using Maple) of Ut(x) for t = 0, 1, 2, . . . , 8 have shown that
U0(x) = 11 − x ,
U1(x) = 1
(1 − x)2 ,
U2(x) = 1
(1 − x)3 ,
U3(x) = 1 + x + x
2
(1 − x)3(1 − x2) ,
U4(x) = 1 + 2x + 6x
2 + 2x3 + x4
(1 − x)3(1 − x2)2 ,
U5(x) = 1 + 3x + 19x
2 + 14x3 + 19x4 + 3x5 + x6
(1 − x)3(1 − x2)3 ,
U6(x) = 1 + 4x + 48x
2 + 56x3 + 142x4 + 56x5 + 48x6 + 4x7 + x8
(1 − x)3(1 − x2)4 ,
U7(x) = 1 + 5x + 109x
2 + 176x3 + 730x4 + 478x5 + 730x6
(1 − x)3(1 − x2)5 +
176x7 + 109x8 + 5x9 + x10
(1 − x)3(1 − x2)5 .
Remark 2.6.
1. A sequence a1, a2, . . . , an of positive real numbers is called unimodal if there exists an index k such that 1kn,
and a1a2 · · · akak+1 · · · an. The same sequence is called log-concave if ak−1ak+1a2k holds for all
indices k. It is well-known that a log-concave sequence is unimodal. (See [8] for a proof.) The sequence {A(t, k)}tk=1
of Eulerian numbers is log-concave, so it is unimodal for all t. The sequence of coefﬁcients of the numerator in
Ut(x) is unimodal for t = 1, 2, 3, 4, 6, but not always, as shown in U5(x), U7(x) above.
2. The rational functions Ut(x) have (1 − x2) as a factor in the denominator. This means that WKt (n) is a (in fact,
Ehrhart) quasi-polynomial of a certain polytope. (More about this in Section 3.) Hence, its form depends on the
parity of n. (See the next remark.)
3. Several terms in the sequence {WKt (n)}t,n (for t = 0, 1, 2, . . . , 5) are provided below.
• WK0(n) = C(n, 0) = 1,
• WK1(n) = C(n + 1, 1) = n + 1,
• WK2(n) = C(n + 2, 2) = 12 (n2 + 3n + 2),
• WK3(n) = 116 (4n3 + 18n2 + 28n + 15 + (−1)n),
• WK4(n) = 116 (2n4 + 12n3 + 28n2 + 30n + 13 + (−1)n(2n + 3)),
• WK5(n) = 1192 (12n5 + 90n4 + 280n3 + 450n2 + 374n + 129 + (−1)n(30n2 + 90n + 63)).
2.5. Star graphs
The star graph St of order t is a tree with t + 1 vertices, one of them of degree t and t leaves (vertices of degree 1).
If we let the central vertex a have value i, then the rest of all the vertices must have values in [n − i]. So
WSt (n) =
n∑
i=0
(n + 1 − i)t =
n+1∑
k=1
kt =
n+1∑
k=1
[
t∑
i=1
A(t, i)C(k − 1 + i, t)
]
=
t∑
i=1
A(t, i)C(n + 1 + i, t + 1)
by Rules 2 and 3 of Fact 2.3 in Section 2.3.
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Now we can express the generating function (St ) using Eulerian polynomials. Indeed,
(St ) =
∞∑
n=0
WSt (n)xn =
t∑
i=1
xt−i
(1 − x)t+2A(t, i) =
At(x)
x(1 − x)t+2
by the deﬁnition of the Eulerian polynomial and Rule 3 of Fact 2.3. Moreover,
F(x, y) =
∞∑
t=0
(St )
yt
t ! =
∞∑
t=0
At(x)
x(1 − x)t+2
yt
t ! =
1
x(1 − x)(1 − xey)
by Rule 4 of Fact 2.3.
2.6. Cubic graphs
The cubic graph or cube, for short, denoted by C, is shown in Fig. 1.
Given four numbers a, b, c, d ∈ [n], one sees that e ∈ [n − max(a, b, c)], f ∈ [n − max(a, b, d)], g ∈
[n − max(a, c, d)], and h ∈ [n − max(b, c, d)].
Hence
WC(n) =
n∑
a,b,c,d=0
(n + 1 − max(a, b, c))(n + 1 − max(a, b, d))
× (n + 1 − max(a, c, d))(n + 1 − max(b, c, d))
=
n∑
d=0
n∑
max(a,b,c)=0
(n + 1 − max(a, b, c))(n + 1 − max(a, b, d))
× (n + 1 − max(a, c, d))(n + 1 − max(b, c, d))
=
n∑
d=0
(
d∑
k=0
+
n∑
k=d+1
) ∑
max(a,b,c)=k
(n + 1 − max(a, b, c))
× (n + 1 − max(a, b, d))(n + 1 − max(a, c, d))(n + 1 − max(b, c, d))
=
n∑
d=0
d∑
k=0
∑
max(a,b,c)=k
(n + 1 − d)3(n + 1 − k) +
n−1∑
d=0
n∑
k=d+1
∑
max(a,b,c)=k
(n + 1 − k)
× (n + 1 − max(a, b))(n + 1 − max(a, c))(n + 1 − max(b, c)).
Let [I] (resp. [II]) be the ﬁrst (resp. second) term of the rightmost side of the previous equation. Then
[I] = 13360 (n + 1)(n + 2)(n + 3)(15n5 + 138n4 + 533n3 + 1074n2 + 1180n + 560).
By the Inclusion–Exclusion Principle, we know that max(a, b, c)= k if and only if (a, b, c) ∈ [k]3 and at least one of
a, b and c is equal to k, so
∑
max(a,b,c)=k
(n + 1 − k)(n + 1 − max(a, b))(n + 1 − max(a, c))(n + 1 − max(b, c))
= 3
k∑
l=0
(n + 1 − k)3(n + 1 − l)((l + 1)2 − l2) − 3
k∑
l=0
(n + 1 − k)4 + (n + 1 − k)4.
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On the other hand,
[II] = 13360n(n + 1)(n + 2)(45n5 + 357n4 + 1177n3 + 1971n2 + 1638n + 412).
Taking the sum of these two terms, we get
WC(n) = [I] + [II]
=C(n + 8, 8) + 26C(n + 7, 8) + 175C(n + 6, 8) + 316C(n + 5, 8)
+ 175C(n + 4, 8) + 26C(n + 3, 8) + C(n + 2, 8)
and
(C) = 1 + 26x + 175x
2 + 316x3 + 175x4 + 26x5 + x6
(1 − x)9 .
Let HCd be the graph of the d-dimensional hypercube. That is, the vertices of HCd are the 2d points in the d-dimensional
space whose coordinates are 0 or 1, and two vertices are adjacent if they differ in exactly one coordinate. Then
(HC0) = 1
(1 − x)2 ,
(HC1) = 1
(1 − x)3 ,
(HC2) = 1 + 2x + x
2
(1 − x)5 ,
(HC3) = 1 + 26x + 175x
2 + 316x3 + 175x4 + 26x5 + x6
(1 − x)9 .
From this we conjecture that
(HCd) = P2d−2(x)
(1 − x)2d+1 ,
where P2d−2(x) is a symmetric polynomial of degree 2d − 2.
2.7. Complete bipartite graphs
Let Kp,q = (V ,E) be a complete bipartite graph of order (p, q). That is, V = X ∪ Y , E = {ab = ba|a ∈
X, b ∈ Y }, |X| = p, and |Y | = q. We also let WKp,q, be a weighted graph with a distribution  of the form
 = ((n1, n2, . . . , np), (m1,m2, . . . , mq)) and r = max(n1, n2, . . . , np). Then mj ∈ [n − r], for j = 1, 2, . . . , q,
and we have
WKp,q(n) =
n∑
n1,n2,...,np=0
(n + 1 − max(n1, n2, . . . , np))q
=
n∑
k=0
((k + 1)p − kp)(n + 1 − k)q ,
since the number of points (n1, n2, . . . , np) ∈ [n]p with max(n1, n2, . . . , np) = k is (k + 1)p − kp.
Let us set A¯(t, k) = A(t, k + 1) and A¯t (x) =∑t−1k=0A¯(t, k)xk . Then At(x) = xA¯t (x) and
(Kp,q) =
∞∑
n=0
|WKp,q(n)|xn = A¯p(x)A¯q(x)
(1 − x)p+q+1 .
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For example,
A¯3(x) = A¯(3, 0) + A¯(3, 1)x + A¯(3, 2)x2
= 1 + 4x + x2,
A¯4(x) = A¯(4, 0) + A¯(4, 1)x + A¯(4, 2)x2 + A¯(4, 3)x3
= 1 + 11x + 11x2 + x3,
and
(K3,4) = (K4,3) = (1 + 4x + x
2)(1 + 11x + 11x2 + x3)
(1 − x)8 .
Remark 2.7.
1. We have H(x, y, z) :=∑∞p,q=0(Kp,q)(yp/p!)zq/q! = (1 − x)/(1 − xey)(1 − xez).
2. The graph Kp,q has no cycles of odd length. Hence the generating functions cannot be quasi-polynomials with
quasi-period greater than 1 (as we show later).
3. The degree of the numerator in the rational expression in (Kp,q) is p + q − 2 and the numerator is a symmetric
polynomial in x since polynomials A¯p(x) and A¯q(x) are symmetric in x.
3. Rational polytopes and rational generating functions
Readers unfamiliar with this topic may consult the book of Stanley [26, Chapter 4]. A quasi (or pseudo)-polynomial
of degree d with a quasi-period N is a function f : N → C of the form f (n) =∑di=0ci(n)ni where the coefﬁcients
are periodic functions of a common period N and the leading coefﬁcient cd(n) is not identically zero.
Suppose we have a ﬁnite set of points {t1, t2, . . . , td} in Rm. The convex hull of the set {t1, t2, . . . , td} is the set of
all convex combinations of the given points, i.e., {x ∈ Rm : x =∑di=1i ti , i0,∑di=1i = 1}. By a convex polytope,
or simply a polytope, we mean a set which is the convex hull of a non-empty ﬁnite set {t1, t2, . . . , td}. An afﬁne
combination of points t1, t2, . . . , tk from Rm is a linear combination 1t1 + 2t2 + · · · + ktk , where 1 + · · · + k = 1
and i ∈ R for i = 1, . . . , k. A k-family (t1, t2, . . . , tk) of points from Rm is said to be afﬁnely independent if a linear
combination 1t1 + 2t2 + · · · + ktk with 1 + · · · + k = 0 can only have the value 0 when 1 = 2 = · · · = k = 0.
A polytopeP with the property that there exists an afﬁnely independent family (t1, t2, . . . , td ) such thatP is a convex
hull of {t1, t2, . . . , td} is called a simplex. (Refer to [3,11,23,29,32] for details on polytopes.)
For a graph G = (V ,E) ∈ G, let m = |V | and let
P(G) = {(x1, x2, . . . , xm) ∈ Rm+|xi + xj 1 for all edges vivj ∈ E}.
Note that for every simple graph G,P(G) is a polytope which is contained in the m-dimensional unit hypercube. If all
of the coordinates of the vertices of a polytope are integers, then the polytope is called an integer polytope. If all of the
coordinates of vertices of a polytope are rational numbers, then the polytope is called a rational polytope.
Note that everyP is homeomorphic to a ball Bd for some d. This d is the dimension dim(P) of the polytopeP. We
denote the boundary (resp. interior) ofP by P (resp.P). A point  ∈ P is a vertex ofP if there exists a closed afﬁne
half-spaceH such that P ∩H= {}.
If P ∈ Rm is a rational convex polytope and if n ∈ Z+, then we deﬁne i(P, n) := |nP ∩ Zm| and i(P, n) :=
|nP ∩ Zm|.
This i(P, n) (resp. i(P, n)) is called the Ehrhart quasi-polynomial of P (resp. P). If P is an integer polytope then
the polynomial i(P, n) (resp. i(P, n)) is simply called the Ehrhart polynomial of P (resp. P).
Deﬁnition 3.1. Let  ⊂ Qm. Let den  (the denominator of ) be the least integer q ∈ Z+ such that q ⊂ Zm.
The following theorem was ﬁrst proved by Ehrhart [16]. Refer to Stanley [26, pp. 237–238] for details.
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Theorem 3.2. Let P be a rational convex polytope of dimension d in Rm, and let
F(P, x) := 1 +
∞∑
n=1
i(P, n)xn.
Then F(P, x) is a rational function P(x)/Q(x) of x, where deg(P (x))d and Q(x) can be written as ∏∈V
(1 − xden ). If F(P, x) is written in lowest terms, then x = 1 is a pole of order d + 1, and no value of x is a pole of
order >d + 1. We also have the following (reciprocity for Ehrhart quasi-polynomials):
i(P, n) = (−1)d i(P,−n).
Theorem 3.2 says that i(P, n) is a quasi-polynomial with i(P, 0) = 1, and D(x) =∏∈V (1 − xden ) is not, in
general, the denominator of F(P, x) with the least degree. However, the least denominator has a factor (1− x)d+1 but
not (1 − x)d+2, and D(x) has a factor (1 − x)|V |. This is illustrated by the following example [26].
Example 3.3. LetP be the convex hull of the vertex set V ∗ = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 0), ( 12 , 0, 12 )}. Then
D(x) =
∏
∈V ∗
(1 − xden ) = (1 − x)5(1 + x),
but F(P, x) = 1/(1 − x)4.
In order to prove Theorem 3.6, we need some information about the denominator of coordinates in the vectors
belonging to the vertex set for the polytope P(G).
Lemma 3.4. Let G= (V ,E) with |V | =m and |E| = s be a simple bipartite graph and let V ∗ be the set of vertices of
the polytopeP(G). Then den(V ∗)={1}. Otherwise (equivalently, if it has a cycle of odd length), 2 ∈ den(V ∗) ⊆ {1, 2}.
Proof. Suppose we can write the polytope P(G) as P(G) = {x ∈ Rm : AxIs , x0}, where A is an s × m matrix
and where Ik is the k-dimensional vector with all 1s.
SupposeG=(V ,E) is bipartite. Then the deﬁningmatrixA for the polytopeP(G) is totally unimodular [23, Example
1, p. 273]. Thus, den(V ∗) = {1}.
Consider the matching polytope P(G) of a graph G which is deﬁned by the following equations and inequalities:
ye0 ∀e ∈ E,∑
ye = 1 ∀v ∈ V , (3)
where the sum is taken over all edges e incident to v. Let P(G) = {y ∈ Rs : By = Im, y0} where B is an incidence
matrix of G which is an m × s matrix. Note that B = At . Also note that all vertices of P(G) always have coordinates
from the set {0, 1, 12 } [22]. This means that all m × m submatrices of At have its determinant {1, 12 } if it is invertible,
since the right-hand side of the system in (3) is Im. Since each vertex of P(G) is a unique solution of the system
A′x = Im, x0,
where A′ is an invertible m × m submatrix of A, and since the determinant of A′ is 1 or 12 , we have proved the
lemma. 
Let Hk be the set of sequences with exactly k descents and let hk =|Hk|. A ﬁnite partially ordered set (simply, poset)
is called ranked (or graded) if every maximal chain has the same length. We deﬁne a linear extension of a ﬁnite poset
Swith |S|= s by the surjective and order-preserving map from the posetS onto a chain {1< 2< · · ·<s}. A labelling
of the elements of a ﬁnite poset with the letters 1, 2, . . . , s, so that 12 · · · s is a linear extension, is called a natural
labelling. Refer to Farley [17] or Aigner [1] for details about this. The following lemma is due to Stanley [24]. Farley
gave a combinatorial proof in his paper [17].
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Lemma 3.5. LetS be a ﬁnite poset with a natural labelling. Let L(S) be the set of all linear extensions ofS, and
for every  ∈ L(S), let d() be the number of descents of . Let M = max{d()| ∈ L(S)}. Then the following are
equivalent:
(i) hk = hM−k for 0kM ,
(ii) S is ranked.
Every bipartite graph can be considered to be a poset of length at most one. Reversing the order of the poset gives
a poset of the same cardinality as the original one. The above lemma says that a bipartite graph is either connected or
not, if not, each component of the graph is ranked with length 0 or 1. In either case, its h-vectors are symmetric. Note
that in this case the generating function (when we regard G = (V ,E) as a poset) is (G) =∑Mk=0hkxk/(1 − x)|V |+1
by Proposition 3.64 and Theorem 3.65 of Aigner [1, pp. 121–122].
The next theorem is a conclusion of all that we have discussed. Its proof follows immediately from Theorem 3.2 and
Lemmas 3.4 and 3.5.
Theorem 3.6. Let G = (V ,E) be a simple bipartite graph with |V | = m. Then WG(n) = i(P(G), n) is an Ehrhart
polynomial and
(G) = P(x)
(1 − x)m+1 ,
where P(x) is a polynomial of degree m. Furthermore, if WG(n) is an Ehrhart quasi-polynomial in n of a quasi-
period = 1, then its quasi-period is 2, and the graph G contains a cycle of odd length, that is, G is not bipartite.
Moreover, in this case, there exist nonnegative integer k so that
(G) = P(x)
(1 − x2)k(1 − x)m+1−k ,
where P(x) is a polynomial of degree m + k.
Furthermore, if either (i) G is connected and bipartite, or (ii) G is disconnected and bipartite, and each of its vertices
has degree greater than 0, or (iii) G is disconnected and bipartite with each of its vertices has degree 0, then the
numerator polynomial P(x) is symmetric.
In order to clarify the case for disconnected bipartite graphs in the previous theorem we give a couple of disconnected
simple bipartite graphs and their associated generating functions below.
Example 3.7. (1) Let G be the graph consisting of a single edge plus an isolated vertex. Then the numerator of the
generating function (G) is P(x) = 1 + 2x, which is not symmetric. Note that there are vertices of both zero and
nonzero degree.
(2) Now let G be the graph consisting of two components, one of which is a path with two vertices, and the other
one of which is a path on three vertices. Then
(G) = 1 + 9x + 9x
2 + x3
(1 − x)6 .
Note that the numerator of this generating function is P(x)= 1 + 9x + 9x2 + x3, which is symmetric even though the
graph is disconnected.
Corollary 3.8. If a simple graph G= (V ,E) with |V | =m is either a tree, a circular graph of even length, a discrete
graph, a hypercube, a complete bipartite graph, or a grid graph, then (G) = p(x)/(1 − x)m+1, where p(x) is a
symmetric monic polynomial of degree at most m.
Proof. These graphs are all bipartite. Hence, by Theorem 3.6, the result follows. 
Example 3.9. Consider the circular graph C3 (a cycle of odd length 3).
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The corresponding polytope, the vertex set of the polytope, the dimension of the polytope, the number of weighted
graphs, the generating function (C3), and the generating functionD(x) corresponding to the graph C3 are as follows:
• P(C3) = {(r, s, t) ∈ R3|r, s, t0, r + s, s + t, t + r1},
• V ∗ = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), ( 12 , 12 , 12 )},• m = dim(P(C3)) = 3, den(V ∗) = {1, 2},
• WC3(n) = i(P(C3), n) = 116 (4n3 + 18n2 + 28n + 15 + (−1)n),•
(C3) = F(P(C3), x) = 1 +
∞∑
n=1
i(P(C3), n)xn
= 1 + x + x
2
(1 − x2)(1 − x)3 =
P(x)
(1 − x2)1(1 − x)3+1−1 ,
• D(x) =∏∈V ∗(1 − xden ) = (1 − x2)(1 − x)4.
Example 3.10. Consider the circular graphC4 (a cycle of even length 4). Just as in Example 3.9, the data corresponding
to the graph C4 are as follows:
• P(C4) = {(r, s, t, u) ∈ R4|r, s, t, u0, r + s, s + t, t + u, u + r1},
• V ∗ = {(0, 0, 0, 0), (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), (0, 1, 0, 1), (1, 0, 1, 0)},
• m = dim(P(C4)) = 4, den(V ∗) = {1},
• WC4(n) = C(n + 2, 4) + 2C(n + 3, 4) + c(n + 4, 4) = 1 + 52n + 73n2 + n3 + 16n4,
• (C4) = 1 +∑∞n=1i(P(C4), n)xn = (1 + 2x + x2)/(1 − x)5 = P(x)/(1 − x)4+1,
• D(x) =∏∈V ∗(1 − xden ) = (1 − x)7.
Example 3.11. Consider the simple graph G = (V ,E), where V = {1, 2, 3, 4, 5} and E = {12, 23, 34, 45, 15, 13}.
Again, the associated data are as follows (we used LattE [14,15] and CDD [18] for computational experimentation);
• P(G) = {(r, s, t, u, v) ∈ R5|r, s, t, u, v0, r + s, s + t, t + u, u + v, v + r, r + t1},
• V ∗ = {(0, 0, 0, 0, 0), (1, 0, 0, 0, 0), (0, 1, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 1, 0), (0, 0, 0, 0, 1), (1, 0, 0,
1, 0), (0, 1, 0, 1, 0), (0, 1, 0, 0, 1), (0, 0, 1, 0, 1), ( 12 ,
1
2 ,
1
2 , 0, 0), (
1
2 ,
1
2 ,
1
2 ,
1
2 , 0), (
1
2 ,
1
2 ,
1
2 , 0,
1
2 ), (
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 )},• dim(P(G)) = 5,
• den(V ∗) = {1, 2},
• WG(n) = 121128 + 535192n + 21964 n2 + 136 n3 + 4564n4 + 332n5 + (−1)n
( 7
128 + 364n + 164n2
)
,
•
(G) = 1 + 7x + 22x
2 + 30x3 + 22x4 + 7x5 + x6
(1 − x)3(1 − x2)3 ,
• D(x) =∏∈V ∗(1 − xden ) = (1 − x)10(1 − x2)4.
In Example 3.9, the graph C3 has a cycle of odd length (three), and in Example 3.10, C4 has a cycle of even length
(four), while the graph G in Example 3.11 has three cycles, of lengths 3, 4 and 5, respectively. Two of these cycle
lengths are odd. Note that C4 is bipartite, while the rest of the graphs are not.
We list further related properties in the next remark.
Remark 3.12. If a simple graph G = (V ,E) with |V | = m is bipartite, then by Theorem 3.6, (G) = P(x)/
(1 − x)m+1. Since our polytope P(G) in this case is integral (in fact, it has (0, 1)-vertices), the coefﬁcient vector
h(G)= (h0, h1, . . . , hm) of a polynomial P(x)= h0 + h1x + · · · + hmxm satisﬁes the following properties (see [28]):
(1) h0 = 1.
(2) hm = (−1)mWG(−1).
(3) min{j0|WG(−1) = WG(−2) = · · · = WG(−(m − j)) = 0} = max{i|hi = 0}.
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For example, WC4(−1) = WC4(−2) = 0 and h(C4) = (1, 2, 1, 0, 0).
(4)WG(−n−k)=(−1)mWG(n) for all n if and only ifhi=hm+1−k−i for all i andhm+2−k−i=hm+3−k−i=· · ·=hm=0.
(5) hi0 for all i. (Nonnegativity) (See [25,28].)
(6) If G1 is a subgraph of G2, then P(G1) ⊂ P(G2) and hi(G1)hi(G2).
(Monotonicity) (See [25,28].)
(7) volume(P(G)) = P(1)/m! = leading coefﬁcient of WG(n). (See [16,27].)
(8) All real roots  of WG(n) = 0 satisfy −m< 	m/2
. (See [5].)
There are some connections to semimagic cubes. A semimagic cube is an k × k × · · · × k table with nonnegative
integral entries such that each directional sum must be equal to n (a magic sum). (The reader can ﬁnd more details
on semimagic squares and semimagic cubes in [6]). For example, suppose we have a 2 × 2 magic square. Then, the
deﬁning polytope for a 2 × 2 magic square with a magic sum n is a face of the polytope deﬁning a weighted cycle
graph WC4(n). In general, suppose we have a 2d magic square. Then the deﬁning polytope for a 2d magic square with
a magic sum n is a face of the polytope deﬁning a weighted d-dimensional hypercubic graph (or hypercube) HCd .
Remark 3.13. Given the graphG=(V ,E), we can compute (G) using the package LattE [14], and the Elliott Maple
package [31], which improved the Omega package [2]. We can also ﬁnd the coordinates of all vertices of the polytope
P(G) using cdd+.
4. Further questions
1. It is obvious that for any simple graph G with m vertices,
WKm(n)WG(n)WDm(n),
where Kn (resp. Dm) is a complete (resp. discrete) graph of order m. We can ask the same question for trees. That
is, given the number of vertices what kind of trees T do the maximal or minimal values of WT (n) achieve?
2. There are many binary operations which are closed in the set G of simple graphs. The following question is natural
to ask. If • is a binary operation which is closed in G, and G1 and G2 are two simple graphs in G, then what is
W(G1 • G2)(n) and (G1 • G2). Let G denote the complement graph of a graph G. Can we get any relations
between WG(n) (resp. (G)) and WG(n) (resp. (G))?
3. Given two simple connected graphs G1 = (V ,E1) and G2 = (W,E2), choose a vertex v ∈ V and a vertex w ∈ W .
Make v and w adjacent by adding an edge between them so that two separate graphs G1 and G2 becomes one
connected graph G. Which vertices in each side do we have to choose in order to maximize or minimize WG(n)?
4. By inserting one or several slack variables in the edge between two adjacent vertices (in other words, by subdividing
the edges), the generalization or extension of the weighted graph could be possible. If we insert k slack variables
then the incidence matrix M is as follows: M = (fij (n, k)) : (n + 1) × (n + 1), where
fij (n, k) = 	2
n−i−j 

2n−i−j
C(n + k − i − j, k)
for 0 i, jn. Note that M = (fij (n, 0)) = B(n). What are the forms of the corresponding subdivided graphs?
5. For what kinds of rational functions f (x) do there exist simple graphs G so that (G)=f (x)? In other words, what
is the image (G) of the map  in Z[[x]]?
6. It would to be interesting to compute and ﬁnd WG(n) and (G) for other shapes of simple graphs, like the wheel
graph, the Cayley graph, the complete k-partite graph, the web graph or grid graph, and other Platonic graphs.
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