Abstract. We give an improved estimate for the density of k-free values of integral binary forms with no fixed k-th power divisor. Further, we give the corresponding improvement to a theorem of Stewart and Top on the number of power-free values in an interval that may be assumed by a binary form. The approach we use involves a generalization of the global determinant method of Salberger.
Introduction
Let F (x, y) be a binary form with non-zero discriminant and integral coefficients of degree D, such that the largest degree of an irreducible factor f of F over Q is d. We say that an integer n is k-free if, for all primes p dividing n, we have p k ∤ n. In general, when k ≥ 2, we expect that for a positive proportion of integer tuples (x, y), that F (x, y) is k-free; unless there is a reason for it not to be k-free.
For any set S, we denote by #S the cardinality of S. Write (1.1) ρ F (m) = #{(i, j) ∈ {0, · · · , m − 1} 2 : F (i, j) ≡ 0 (mod m)} and (1.2)
Further, write
Suppose that there is no prime p for which p k divides F (x, y) for all (x, y) ∈ Z 2 . In 1992, Greaves [18] showed that as (x, y) takes on values in [1, B] 2 ∩ Z 2 , the binary form F (x, y) as above takes on, asymptotically as B tends to ∞, C F,k B 2 k-free values whenever k ≥ (d − 1)/2. Filaseta improved this for irreducible binary forms (in which case D = d in the above notation) to k ≥ (2 √ 2 − 1)d/4 in [15] . Hooley, in 2009, showed in [29] that it suffices to take k ≥ (d − 2)/2. This improvement is significant for small degrees. In particular, it shows that suitable forms of degree 8 take on infinitely many cube-free values, a result unavailable until Hooley's paper. In 2011, Browning [6] was able to apply the so-called determinant method to obtain that irreducible binary forms satisfying the necessary non-degenerate conditions are k-free as soon as k > 7d/16. The determinant method was pioneered by Bombieri and Pila in [2] and greatly extended by Heath-Brown in [21] . The key to Browning's improvement is an intricate algebraic geometric argument of Salberger in [45] .
Granville showed, subject to the abc-conjecture, that appropriate binary forms F (x, y) take on infinitely many square-free values in [17] . Poonen showed in [39] that general, not necessarily homogeneous, binary polynomials F (x, y) with integer coefficients take on infinitely many square-free values assuming the abc-conjecture.
For a real number t, let ⌈t⌉ denote the least integer u such that t ≤ u. We obtain the following theorem: Theorem 1.1. Let F (x, y) be a binary form with non-zero discriminant of degree D ≥ 2 with integer coefficients. Let k ≥ 2 be an integer. Suppose that for each prime p, there exists a pair of integers (x 0 , y 0 ) such that p k does not divide F (x 0 , y 0 ). Let d denote the largest degree of a factor f of F over Q. Then whenever
we have For example, we have that F (x, y) takes on infinitely many 6-free values for d ≤ 15.
The value of δ in Theorem 1.1 for the case k = 2, d = 6 is due to Helfgott [25] . He obtained a better error term in (1.3) for the cases k = 2 and d = 3, 4, 5 as well; see page 2 of [25] .
Stewart and Top in [48] found an application for power-free values of binary forms while investigating ranks of twists of elliptic curves. In particular, they proved as Theorem 1 in [48] that for F (x, y) a binary form with integral coefficients of degree D ≥ 3 and non-zero discriminant, there exists a positive constant C for which F assumes at least CB 2/D k-free values in the interval [−B, B], provided that k ≥ (d − 1)/2 or if k = 2, d ≤ 6. The condition k ≥ (d − 1)/2 or if k = 2, d ≤ 6 corresponds precisely to the theorem of Greaves in [18] . The argument used to prove Theorem 1 [48] is mostly independent of the arguments used in Greaves [18] , whence we can improve Theorem 1 in [48] by providing a better estimate for k-free values of binary forms. Analogous to [48] , we define the counting function R F,k (B) as follows:
R F,k (B) = #{t ∈ Z : |t| ≤ B, ∃(x, y) ∈ Z 2 such that F (x, y) = t, t is k-free}.
We then have the following result: Theorem 1.2. Let k ≥ 2. Let F (x, y) be a binary form of degree D ≥ 3 with integer coefficients and non-zero discriminant, with no fixed k-th power prime divisor. Let d be the largest degree of an irreducible factor of F over Q and suppose that
Then there exist positive real numbers C 1 and C 2 , which depend on F and k, such that if B > C 1 , then
There is an analogous question for polynomials of a single variable. Suppose that g(x) is a polynomial with integer coefficients and degree d which is irreducible over Q and has no fixed k-th power prime divisor. Then we expect that g(x) should take on infinitely many k-free values for k ≥ 2. Indeed, this was established conditionally assuming the abc-conjecture by Granville [17] ; see also [36] . For larger values of k, the investigation goes back to Ricci in 1933 [42] , who established that g takes on infinitely k-free values for k ≥ d. Erdős [13] , in 1956, showed that k ≥ d − 1 suffices. However, Erdős only gave a lower bound and not an asymptotic formula. Hooley was able to obtain the exact asymptotic formula in terms of local densities in 1967 [27] . This point will be elaborated below.
For each positive integer m, define ρ g (m) to be the cardinality of the set {i ∈ {0, · · · , m − 1} : g(i) ≡ 0 (mod m)}. Put
which is well defined (that is, the product converges) when k ≥ 2. It is non-zero precisely when g does not have a fixed k-th power prime divisor. Write N g,k (B) = #{1 ≤ x ≤ B : g(x) is k-free}.
Then, one should expect that (1.5) N g,k (B) ∼ c g,k B.
Indeed, this was the result obtained by Hooley, under the assumption that k ≥ d − 1. A similar asymptotic formula was obtained by all subsequent authors. Nair obtained (1.5) under the assumption k ≥ √ 2 − 1 2 d in 1976 [37] . Heath-Brown obtained (1.5) under the assumption that k ≥ (3d+2)/4 in 2006 [22] , where he used the determinant method. Browning improved Heath-Brown's result to k ≥ (3d + 1)/4 in [6] . We will give another proof of Browning's result in Section 9 as an illustration of our method.
In order to prove Theorem 1.1 and Theorem 1.2, we generalize the p-adic determinant method of Heath-Brown, as extended by Salberger, to the case of weighted projective spaces. Recall that a projective space P r+1 F over a field F is defined as the set of equivalence classes of F r+2 \ {0} under the equivalence relation defined by x = (x 0 , · · · , x r+1 ) ∼ y = (y 0 , · · · , y r+1 ) if and only if there exists λ ∈ F \ {0} such that
Let w = (w 0 , · · · , w r+1 ) be a vector of positive integers, which we will call the weight vector. The coordinates of the weight vector are called weights. With a given weight vector w, we can define the weighted projective space P F (w 0 , · · · , w r+1 ) to be the set of equivalence classes of F r+2 \ {0} under the equivalence relation x ∼ y if and only if there exists λ ∈ F \ {0} such that
Our Theorem 3.1 generalizes Salberger's Theorem 2.2 in [45] and Heath-Brown's Theorem 14 in [21] . The generalization of Heath-Brown and Salberger's determinant methods will form the technical heart of this paper.
We then apply the determinant method mentioned above which applies to the weighted projective space setting to the weighted projective surface X defined by the following equation:
which is a surface in P Q (1, 1, d − 2k, 2). Here f is an irreducible factor of degree d of the binary form F given in Theorem 1.1. Applying the determinant method in this way allows us to deal with a dimension two subvariety X inside the weighted projective space P Q (1, 1, d − 2k, 2). This leads to a stronger result than we would obtain by dealing with a dimension three subvariety inside A 4 or working with a surface in A 3 by apriori fixing one variable, which was Browning's approach. Viewing the equation (1.6) as one defining a surface in weighted projective space allows us to save one dimension, which is critical to our improvement.
However, we remark that our approach does not seem to generalize in an obvious way to subsequent work by Browning, Heath-Brown, and Salberger dealing with arbitrary projective varieties [7] , because we do not know how to deal with projections of arbitrary weighted projective varieties onto a hypersurface in a weighted projective space of lower dimension.
The outline of our paper is as follows. In Section 2, we follow closely Salberger's argument in [44] to examine the Hilbert functions of weighted projective hypersurfaces. This allows us to extend some results found in [9] . Our main result on the determinant method is Theorem 3.1, which is stated in Section 3. The second part of Theorem 3.1 is analogous to Salberger's Theorem 2.2 in [45] , and the first part is analogous to Heath-Brown's Theorem 14 in [21] . We prove Theorem 3.1 in Sections 5 and 6. In Sections 7 and 8, we follow the strategies of Heath-Brown and Salberger to apply the results in Sections 3 to 6 to prove Theorem 1.1. In Section 9, we give another proof of Browning's theorem on k-free values of polynomials in [6] as an illustration of our approach. Finally, in Section 10, we give a proof of Theorem 1.2 which is a consequence of Theorem 1.1 and the argument found in [48] .
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Hilbert functions on weighted projective varieties
In this section, we work out some basic notions of Hilbert functions and weighted homogeneous ideals needed for the rest of the paper. Salberger relied on the analogous results in the projective case for his results in [44] .
Let K be a fixed field of characteristic zero. We write α = (α 0 , · · · , α r+1 ) to denote a sequence of non-negative integers, and for x = (x 0 , · · · , x r+1 ) we write
r+1 . Let w = (w 0 , · · · , w r+1 ) be a weight vector and let u be a non-negative integer. For a monomial
r+1 , define the weighted degree of x α with respect to w to be
We say a polynomial F ∈ K[x 0 , · · · , x r+1 ] is weighted homogeneous (with respect to w) of weighted degree u if for each monomial x α that appears in F with a non-zero coefficient, the weighted degree of x α is equal to u. Define the set K[x 0 , · · · , x r+1 ] w,u to be the collection of weighted homogeneous polynomials with weight vector w whose weighted degree is equal to u. We say that I ⊂ K[x 0 , · · · , x r+1 ] is a weighted homogeneous ideal (with respect to w) if I is generated by a set of weighted homogeneous polynomials with respect to the weight vector w. If I ⊂ K[x 0 , · · · , x r+1 ] w is a weighted homogeneous ideal with weight vector w, then the set I u given by
Like in the projective case, we can define the Hilbert function of I to be
We can define a graded order < on K[x 0 , · · · , x r+1 ] by the following:
If there is a tie, i.e. w 0 α 0 +· · ·+w r+1 α r+1 = w 0 β 0 + · · · + β r+1 , then we take α > β if α r+1 − β r+1 > 0. If the weighted sums are equal and α r+1 = β r+1 , then we compare α r and β r . This continues until we break the tie, so this ordering is a total order. Under this ordering, we can define the leading term of a given polynomial.
is a weighted homogeneous polynomial with respect to the weight vector w of weighted degree u. Suppose x α is a monomial which appears in F with non-zero coefficient and which is maximal with respect to the total order <. Then, we say that x α is the leading monomial of F . If we include the coefficient c α of x α , then c α x α is the leading term of F which we write as LT(F ).
Write LT(I) to denote the ideal generated by the leading terms of polynomials in I. Our first result is the following:
] w be a weighted homogeneous ideal. Then I has the same Hilbert function as LT(I) .
Proof. The argument is identical to Proposition 9 in Chapter 9 of [9] . Remark 2.3. The choice of the ordering < does not matter in Proposition 2.2.
We have
With this characterization, we can define for each i ∈ {0, 1, · · · , r + 1}
From the definition of the Hilbert function, there are H I (u) many monomials that are not the leading monomial of any polynomial in I u . Thus, it follows immediately that w 0 σ I,0 (u) + · · · + w r σ I,r (u) + w r+1 σ I,r+1 (u) = uH I (u). Now by Theorem 3.4 in [11] , the Hilbert series of a hypersurface generated by a form F of weighted degree d with respect to the weight vector w is given by
.
From here on, we shall assume that our weight vector w has the property that the gcd of any r + 1 of the weights is equal to 1; such weight vectors are said to be well-formed. This distinction will be automatic in the relevant weight vectors in our paper; see Theorem 4.1. Thus, by examining the poles of the function above and noting that wellformedness allows us to conclude that there is only one pole of order r + 1, we see that the u-th coefficient is of the form
where the constant in front of the big-O term depends only on w 0 , · · · , w r+1 .
The argument in the proof of our next result, Proposition 2.4, was inspired by a discussion on MathOverflow with Richard Stanley [46] . In particular, the construction of the generating function used below was suggested by Stanley.
Proposition 2.4. Let K be a field of characteristic zero and < be the graded monomial ordering as before. Suppose
] has weighted degree d, with leading monomial x α . Set I = F . Define σ I,m (u) as above. Then
where
Proof. Suppose that x β is a monomial of weighted degree u with respect to the weight vector w. Then x β ∈ LT(I) if and only if x α |x β . Hence, we need to count those monomials
r+1 of weighted degree u such that at least one of the exponents β i < α i . Write * to indicate a summation taken over those β = (β 0 , · · · , β r+1 ) ∈ Z r+2 ≥0 such that w 0 β 0 + · · · + w r+1 β r+1 = u and that β j < α j for some 0 ≤ j ≤ r + 1. Our goal, then, is to evaluate the sum * β m for each 0 ≤ m ≤ r + 1. To do this, let us define:
Define the function
We then take the derivative with respect to x and evaluate at x = 1 to obtain
Note that T j m (u) is equal to the coefficient of y u in the series expansion of the expression above around 0. The first summand above has a pole of order r + 1 at y = 1, while the second summand has a pole of order r + 2. Therefore, the coefficient will be dominated by the contribution from the second summand. Nevertheless, we analyze the contribution from the pole of order r + 1 to get an explicit coefficient for the big-O term. We wish to find the coefficient b −r−1 of the Laurent series of the first summand at y = 1, which is given by
We can evaluate this using Cauchy's integral formula, from which it follows that
Using the same approach, we can calculate the coefficient c −r−2 of the Laurent series of the second summand in (2.4),
and get that
Thus, T 
The pole at y = 1 is only of order r + 1 as opposed to r + 2. By examining the Laurent series of (2.5) and evaluating the −(r + 1)-th coefficient, we see that the contribution from the pole of order (r + 1) is equal to
Observe that this is bounded from above by d 2 .
We now consider sums of the form
where the symbol ♮ indicates the sum is taken over those β such that there exist at least two indices i, j for which β i < α i and β j < α j . Noting that α j ≤ d for 0 ≤ j ≤ r + 1 we see that the contribution from these sums is at most C 3 d 2 u r , where C 3 is an absolute constant. The existence of such a C 3 follows from analyzing the order of poles as above and applying Cauchy's integral formula as above. Thus, by the inclusion exclusion principle, we see that for 0
Hence, for 0 ≤ m ≤ r + 1, we have
, and hence we have, for
This completes the proof of Proposition 2.4.
The determinant method
In this section we lay out the necessary notation for our results and state our main technical theorems. From now on we will assume that the underlying field is Q, unless otherwise stated. For brevity we put P(w) = P Q (w 0 , · · · , w r+1 ). We are not able to deal with general weighted projective spaces. Indeed, our arguments require at least two of the weights be equal to 1. We shall assume that w 0 = w 1 = 1.
Let I be the weighted homogeneous ideal generated by a primitive weighted homogeneous form
of weighted degree d, and let X be the corresponding hypersurface defined by F . Let the height of F , denoted by F , be the largest absolute value of the coefficients of F . Let < be the monomial grading as in Section 2, giving rise to the constants
be an (r + 2)-tuple of real numbers of size at least 1. Our goal is to count rational points x = (x 0 , · · · , x r+1 ) on the hypersurface X, defined over P(w), such that
Let us write w = w 2 · · · w r+1 ,
Further, we will only be concerned with those rational points x ∈ X with integral representation (x 0 , · · · , x r+1 ) satisfying gcd(x 0 , x 1 ) = 1. Note that any such integral representative is necessarily primitive. Let us write X(Q; B 0 , · · · , B r+1 ) = X(Q; B) for the set of rational points on X with an integral representative (x 0 , · · · , x r+1 ) satisfying |x i | ≤ B i and gcd(x 0 , x 1 ) = 1. Sometimes we will wish to count a subset of X(Q; B) satisfying a certain set of congruence conditions. For each prime p, let us write X p for the hypersurface defined by reducing X modulo p, viewed as a variety over F p . Let P = {p 1 , · · · , p t } be a set of primes, and let P = (P 1 , · · · , P t ), with P j ∈ X p j . Then we write X(Q; B; P) = {x ∈ X(Q; B) :
A hypersurface X ⊂ P(w) is geometrically integral if it is reduced and irreducible over the algebraic closure of Q; see Hartshorne [19] , p. 82 and p. 93.
be a vector of positive numbers of size at least 1 and let w = (1, 1, w 2 , · · · , w r+1 ) be a vector of positive integers. Let X be a hypersurface in P(w) which is irreducible over Q and defined by a primitive weighted homogeneous form F in Z[x 0 , · · · , x r+1 ] of weighted degree d with respect to w. Let I = F be the weighted homogeneous ideal generated by F . Let P be a finite set of primes and put Q = p∈P p.
For each prime p in P let P p be a non-singular point in X p and put
then there is a hypersurface Y (P) containing X(Q; B, P), not containing X and defined by a primitive form G ∈ Z[x 0 , · · · , x r+1 ], whose degree satisfies
and whose height satisfies
(b) If X is geometrically integral, then there exists a hypersurface Y (P) containing X(Q; B, P), not containing X and defined by a primitive form G ∈ Z[x 0 , · · · , x r+1 ], whose degree satisfies
The second part of Theorem 3.1 is a generalization of Salberger's Theorem 2.2 in [45] to the case of weighted projective hypersurfaces, and the first part is a generalization of Salberger's Lemma 2.8 in [45] . Lemma 2.8 in [45] is itself an extension of Heath-Brown's Theorem 14 in [21] . We note that, unlike earlier formulations when Q ≥ 2W , the dependence of the logarithm of the height of G on the degree d and the dependence of the degree of G on the degree d of F is explicit with the remaining constant depending only on the dimension r.
M. Walsh was able to obtain an improved version of Theorem 1.1 of [45] in [49] . This corresponds to the case P = ∅ in Theorem 3.1. His improvement was to show that one can obtain a saving of log( F + 1) F −r −1 d −(r+1)/r on the estimate for the degree of the form G.
Theorem 3.1 is the main technical result of this paper. We will use it to carry out an inductive argument similar to Salberger's proof of Lemma 3.1 in his paper [45] .
We will complete the proof of Theorem 3.1 in the next three sections.
Large divisors of the determinant
Our next theorem produces a prime power divisor of a determinant of the form det(M j (ξ l )), where M 1 , · · · , M s are monomials of the same weighted degree and where ξ l ∈ Z r+2 , 1 ≤ l ≤ s are all congruent to a point P ∈ X p . The additional assumption that these tuples are congruent to some point P ∈ X p as opposed to the weaker assumption that they are merely congruent modulo p gives the extra geometric information that allows us to produce a divisor which is larger. Indeed, if we assume only that ξ l ≡ ξ j (mod p) for 1 ≤ j, l ≤ s, then by taking differences of columns we can produce a factor of p in each column, thereby allowing us to conclude that
However, our next theorem shows that for sufficiently large s, we can produce a larger power of p which divides det(M j (ξ l )). We aim to establish the following:
Theorem 4.1. Let w = (1, 1, w 2 , · · · , w r+1 ) be a weight vector, p be a prime, X be a hypersurface of degree d in P(w), and P be an F p point of multiplicity m P on X p . Suppose there are s distinct primitive (r + 2)-tuples of integers on X 
If P is non-singular, so m P = 1, then there exists a positive number κ ′ (r), depending only on r, such that
We will prove Theorem 4.1 by means of the next two propositions; corresponding to Lemmas 2.3 and 2.4 respectively in [44] . We note here that for the proof of Theorem 4.1 we require that two of the weights be 1. This is the only part of the paper where we need to make such an assumption. Proposition 4.2. Let w = (1, 1, · · · , w r+1 ) be a weight vector, X a hypersurface of degree d in P(w), p a prime and P an F p -point of multiplicity m P on X p . Write A for the local ring of regular functions at P and m for the maximal ideal of A. For each positive integer t put g X,P (t) = dim A/m m t /m t+1 . Then, we have
If m P = 1, then we obtain the more refined assertion that
. By definition, the projectivized tangent cone at P is defined to be the Proj(B), see Exercise III-29 in [12] . Since A/m ∼ = F p is a field, it follows that g X,P (t) is precisely the Hilbert function of the projectivized tangent cone at P , say W P . Note that W P is a subvariety of the Zariski tangent space of X at P , which is isomorphic to P r Fp . Hence, we can consider the homogeneous ideal of W P , which is generated by C 4 (d, r) many forms; see III.3 of [35] . Note that this bound depends only on d and r. Following Lemma 1 of [4] , we may choose a Groebner basis of forms of degree C 5 (d, r) for the homogeneous ideal of W P . By Proposition 2.2, the Hilbert function does not change if we replace this ideal with the ideal generated by its leading terms. Hence, there are only finitely many candidates for Hilbert functions of W P for points P of multiplicity m ≤ d. More precisely, the number of candidates is bounded by the number of monomials in r − 1 variables of degree at most C 5 (d, r). Thus, there are at most C 6 (d, r) such functions.
Let us now fix a particular
To obtain the estimate for the coefficient in front of the big-O term, one notes that there exists a polynomial Q(x) with integer coefficients with Q(1) = 0 such that the Hilbert series of the projectivized tangent cone is given by Q(x) (1 − x) r , see Chapter 9 of [9] . From here we see from Proposition 2.4 that the error term is at most an absolute constant times m r−1 P . Since m P ≤ d, the claim follows.
If m P = 1, then it is known (see III.3 in [35] ) that the ideal of the tangent cone at P is generated by a single polynomial of degree 1. Hence, we can replace C 4 (d, r), C 5 (d, r), and C 6 (d, r) with numbers that depend at most on r.
We shall denote by Z p the ring of p-adic integers. Let R be a commutative noetherian local ring containing Z p as a subring, R = R/pR, and m be the maximal ideal of R. We then have the following proposition:
be the non-decreasing sequence of integers t ≥ 0, where t occurs exactly dim R/m m t /m t+1 times. Let r 1 , · · · , r s be elements of R and ϕ 1 , · · · , ϕ s be ring homomorphisms from R to Z p . Then, the determinant of the s × s matrix
Proof. This is the same as the proof of Lemma 2.4 in [44] .
Proof. (Theorem 4.1) Let R denote the ring of rational functions over Z p with respect to the weight vector w = (1, 1, w 2 , · · · , w r+1 ) and R = R/pR.. Since gcd(x 0 , x 1 ) = 1, there exists some index j = 0, 1 such that p ∤ x j . Without loss of generality, suppose that p ∤ x 0 . Then we can replace M j (x 0 , · · · , x r+1 ) with
without changing the p-adic valuation of det(M j (ξ l )). These rational functions are elements of R. We consider the evaluation maps at the points ξ 1 , · · · , ξ s , which are homomorphisms from R to Z p . Since Z p ⊂ R, the conditions for the ring appearing in Proposition 4.3 is satisfied. Thus it follows that
It remains to estimate A(s). Let g = g X,P be as in proposition 4.2 and set
By the definition of g and (n l (R)), it follows that
and explicitly we have
Multiplying by r/(r + 1) gives
follows from the observation that if t is the unique integer such that
and 0 ≤ G(t)
If m P = 1, then by Proposition 4.2 the constants in front of the error terms may be replaced with a number which depends on r only.
We now proceed to give estimates for products of various 'bad' primes with respect to a geometrically integral hypersurface X ⊂ P(w).
Definition 4.4. Let X be a geometrically integral hypersurface in P(w) of degree d. We write π X for the product of all primes p for which X p is not geometrically integral.
Let us denote by R r+1 (d) the number of distinct monomials in x 0 , · · · , x r+1 of weighted degree d with respect to the weight vector w = (1, 1, w 2 , · · · , w r+1 ).
The next lemma allows us to capture whether a given polynomial is irreducible over Q or not by considering a finite set of universal polynomials. This was first proved by Salberger in [44] , and Lemma 4.5 below is essentially the same as Lemma 1.8 in [45] , except over weighted projective space.
Let the elements in S d be enumerated by
Lemma 4.5. Let K be an algebraically closed field and d be a positive integer. Then there exists a finite set of universal forms
with the following property. Whenever the variables a j take values in K, the form
Proof. First, we remark that weighted projective space can be realized as an abstract projective scheme by considering a grading corresponding to its weight vector. See Miles Reid's course notes [41] . Thus, let H k denote the Hilbert scheme of degree k hypersurfaces in P(w). Since these hypersurfaces are defined by polynomials of degree k, there is a natural morphism between
has a factor over K of degree k if and only if the corresponding K-point on
This completes the proof.
Remark 4.6. By [34] , the Hilbert scheme of a projective scheme depends only on the grading used to order monomials and so it is independent of the underlying field. Since we have chosen a grading using N, the resulting universal polynomials in Lemma 4.5 will have integral coefficients. See Theorem 1.1 in [20] .
The next lemma gives an upper bound for π X in the case when X(Q; B) is not contained in another hypersurface of the same degree as X. 
a j x β j be a primitive integral form defining X and
be the values of the universal forms in Lemma 4.5 of the coefficients a j of F . Then Φ i (a 1 , · · · , a R r+1 (d) ) = 0 for some i ∈ {1, · · · , t}, as X is geometrically integral. By applying Lemma 4.5 to F p , which is F reduced modulo p, and setting
Note that the degree D of Φ i and the height Φ i are bounded in terms of d and r. Write S = #X(Q; B) and s = R r+1 (d). Form the S × s matrix M, where the rows correspond to the points x 1 , · · · , x S ∈ X(Q; B) and the columns correspond to the monomials of weighted degree d. Then the vector f ∈ Z s corresponding to the coefficients of F satisfies Mf = 0, whence the rank of M is at most s−1. Let s ′ ≤ s−1 denote the rank of M. Then, for any (s (Q; B) . Hence, if (a) does not hold, G must be a constant multiple of F . Thus, it follows that
where the implied constant is absolute. Thus, there exists C 9 (d, r) such that
if (a) does not hold, as desired.
Proof of Theorem 3.1: Preliminaries
In the next two sections we complete the proof of Theorem 3.1. We will extend arguments from Section 3 to obtain an analogue of Salberger's Lemma 1.4 in [45] , which is stated as Lemma 5.1 below. The argument in the proof of Lemma 5.1 is essentially the same as the proof of Lemma 1.4 in [45] ; Walsh also proved a similar result in [49] .
For a given point P on X p let m P denote the multiplicity of P . Next, let us write n p = P m P , where the sum is over all points P ∈ X p . Lemma 5.1. Let X be a geometrically integral hypersurface in P(w) of degree d, and let p be a prime for which X p is geometrically integral. Suppose there exist s primitive (r + 2)-tuples of integers ξ 1 , · · · , ξ s representing elements of X(Q; B). Let M 1 , · · · , M s be monomials in (x 0 , · · · , x r+1 ) with integer coefficients and the same weighted degree. Then, there is a positive num- Proof. Let P be an F p -point on X p . Write I P ⊂ {1, · · · , s} for the set of indices l such that ξ l + pZ r+2 represents P , and write s P = #I P . Then, by Theorem 4.1, there exists a non-negative integer
, where M P is a s P × s P submatrix of M with second indices l ∈ I P . By Laplace expansion, we can express ∆ as follows:
, where the sum is over all s P × s P minors M P along the indices in I P and M ′ P is the complementary minor of M P . We can iterate this process with each M ′ P , which consists of rows with indices in the set {1, · · · , s} \ I P . Each iteration yields a divisor of ∆ which is independent of p N P . Hence, we get that p N |∆, where
Re-arranging, we obtain
Thus, we have that
We now draw on some results of Lang and Weil in [30] on the number of points of algebraic varieties over finite fields. Let us define X p,sing to be the singular locus of X p . By the theorem of Bezout [16] , the sum of the degrees of the irreducible components of X p,sing is bounded in terms of d and r. Hence, by Lemma 1 in [30] , we have #X p,sing (F p ) = O d,r (p r−1 ) and
Further, since X p,sing is defined by the partial derivatives of the polynomial defining X p , the degree of X p,sing is at most d − 1. In particular, there are at most d − 1 components of X p,sing , whence the constant in the big-O term is at most d 2 .
Theorem 1 of [30] states that #X p (
More specifically, the implied constant is at most d 2 by the argument in [30] . Note that for all real numbers α ∈ R ≥0 , we have α − 1 = (α 1/r − 1)(α (r−1)/r + · · · + 1), and so |α 1/r − 1| ≤ |α − 1|. Thus, n 1/r p = p + O(dp 1/2 ). We summarize this as a lemma:
Lemma 5.3. If X p is geometrically integral, then n 1/r p = p + O(dp 1/2 ).
We are now ready to complete the proof of Theorem 3.1.
Proof of Theorem 3.1: Completion
Let S = #X(Q; B; P), and let
be primitive integral (r + 2)-tuples representing elements of X(Q; B; P). Let I be the weighted homogeneous ideal generated by F in Z[x 0 , · · · , x r+1 ]. For a positive integer s, let u be the positive integer such that H I (u − 1) < s ≤ H I (u). By (2.2), it follows that
Let C 7 (r) be a positive number that represents the coefficient in front of the big-O term above. If
then it follows that for some non-negative number C 8 (r) that
hence we have u(1 + O r (wd r−1 + wdu
Otherwise we obtain, by the binomial theorem,
where we used the fact that w ≤ d r . Further, we shall assume that u > d r , so (6.1) becomes
Equivalently, we obtain
Observe that
hence by our choice of s, we have
Therefore, (6.4)
Let M 1 , M 2 , · · · , M s be distinct monomials of weighted degree u which are not leading monomials of any element in I = F . These monomials are linearly independent over Q, and any Q-linear combination of them is not a multiple of F .
. If S < s, then M has rank at most s − 1. Hence, M has a non-trivial kernel, so there exists a vector g ∈ Z s such that Mg = 0. Such a g gives rise to a form G such that for all x ∈ X(Q; B; P), we have G(x) = 0. Thus G defines a hypersurface Y such that X(Q; B; P) ⊂ Y and deg Y = u.
We now assume that S ≥ s. If we can prove that for any s × s minor M of M has determinant equal to 0, then M has rank at most s − 1. This is the goal we devote the rest of this section to. We choose, as we may, M to be the s × s minor of M composed of the first s rows, and consider ∆ = det M.
We estimate ∆ from above as follows: Taking logarithms and recalling (3.2), this bound becomes
We want to express everything in terms of s. Since our results allow for a dependence on d and r, we may assume that d 2 u r > d r−1 . By (3.2), (6.3), and (6.4), equation (6.5) becomes, for some positive C 9 (r), (6.6) log |∆| ≤ (r!) 1/r r r + 1 s 1+1/r log W + s log s + C 9 (r)ds log V.
We now make a remark regarding the size of W and V . With both of our choices of s, with respect to part (a) and (b) of Theorem 3.1 in (6.7) and (6.11) respectively, s 1/r will be larger than log V . Thus, even though log W may be significantly smaller than log V , the first term in (6.6) will constitute the main term.
We proceed to prove the first part of the theorem, where we have the hypothesis that Q ≥ 2W.
Choose s to be
where C 10 (r) is a positive number which will be chosen later. For each prime p, write |·| p for the p-adic valuation on Q, normalized so that |p| p = p −1 . For convenience, let us write P = {p 1 , · · · , p t } and P = (P 1 , · · · , P t ), where P i is a non-singular point on X p i for each i, 1 ≤ i ≤ t. Theorem 4.1 gives that
By (6.6) and (6.8), there exists a positive number C 11 (r) such that
Hence we may choose a positive number C 10 (r) which depends on r such that whenever s > C 10 (r)d r (1 + log V Q) r , we have
This is the appropriate choice for the purpose of (6.7). Then, we see that
Hence, for Q ≥ 2W and s satisfying (6.7), we have
This implies that X(Q; B, P) is contained in a hypersurface
defined by a primitive form G. To estimate the height of G, we argue as in Lemma 4.7. Let s ′ ≤ s − 1 denote the rank of (M j (ξ l )). Then, from evaluating all (s ′ + 1) × (s ′ + 1) sub-determinants by expanding along a row, we see that the height of G is at most max | det M| where the maximum is taken over all s ′ × s ′ minors of (M j (ξ l )). This can be bounded just as in (6.6), so by (6.7) and (4.2), we obtain
Further, since the monomials which appear in G with a non-zero coefficient are not leading monomials of I, F cannot divide G; and thus, X cannot be contained in Y (P). This completes the proof of the first part of Theorem 3.1.
For the second part, suppose Q < 2W and that X is geometrically integral. Set
where C 12 (d, r) is a number which depends on d and r, and will be specified later; see (6.15) . By (6.11), it follows that (6.12)
We now consider the two cases given by Lemma 4.7. If case (a) holds, we can produce a hypersurface Y of degree d, distinct from X, which contains X(Q; B, P). This is sufficient for the theorem. Thus, it remains to treat the case when π X = O d,r (1 + log V ).
In this case, we have will have two separate divisors of ∆ to estimate; one coming from the prime factors of Q, and one coming from primes which do not divide Qπ X .
We now estimate the contribution coming from primes which are co-prime to Qπ X . For each prime p such that X p is geometrically integral, by Lemma 5.1 we have
We write the sum over the primes p for which p ∤ Qπ X , p ≤ s 1/r as * 
We invoke the bound from equation (6.6) and obtain the inequality (6.14) Hence,
By our choice of s and C 12 (d, r), this is satisfied.
When s is of this size, any set of s (r + 2)-tuples ξ 1 , · · · , ξ s ∈ X(Q; B; P 1 , · · · , P t ) satisfies ∆ = 0, so (M j (ξ l )) has rank less than s. This implies that (M j (ξ l )) has a non-trivial kernel, whence we may find an auxiliary form G of degree u defining a hypersurface
Further, since the monomials which appear in G with non-zero coefficient are not leading monomials of I, it follows that F cannot divide G. Since X is geometrically integral, the hypersurface Y (P 1 , · · · , P t ) satisfies the conditions of the theorem. This completes the proof of Theorem 3.1.
Preliminaries for dealing with binary forms
In this section and the next, we use our results from previous sections to prove Theorem 1.1. Suppose we have a binary form F (x, y) of degree D with integer coefficients. Notice that if k ≥ d/2, Theorem 1.1 follows from the work of Greaves [18] . Hence, we may suppose that k ≥ 2 is an integer which satisfies
We turn our attention to the following central object
We assume that for all primes p, there exists a pair of positive integers (a, b), such that p k does not divide F (a, b). Our strategy will be to show that subject to (7.1), we have
, where C F,k is as in (1.2) . This would show that F takes on k-free values infinitely often. We also note the following observation, which follows easily from the definition of the Mobius function:
For any ξ > 0, we write
and
Note that by their definitions we have
so it suffices to show that M 1 (B) dominates the other two terms. Write
We have that
When b is squarefree, we have the bound
by Theorem 4 of [43] . It is clear that the function ρ F is multiplicative. Since F is a binary form, we see that if
There can only be finitely many primes p such that p|a D , and for all other primes we must have x ≡ 0 (mod p). In other words, for all but finitely many primes, 0 is the only solution to F (x, 0) ≡ 0 (mod p). A similar argument applies for solutions of the form (0, y). Now, suppose that (x, y) is a solution such that x, y ≡ 0 (mod p). Then,
and since y ≡ 0 (mod p), it follows that this solution arises from a zero of F (γ, 1) over the field of p elements. However, there can be at most D roots to this polynomial, which implies that ρ F (p) ≪ p. For ρ F (p k ), we refer the reader to Lemma 1 of [15] for the proof of the bound ρ F (p k ) ≪ p 2k−2 . Hence, for any ε > 0 and b square-free, we
is a partial product of an absolutely convergent product, C F,k , and is therefore positive.
By setting ξ = 1 2k log B, we see that
We now consider M 2 (B). We refer the reader to Lemma 2 in Greaves [18] , where he obtained the bound
for k = 2, d = 6. Helfgott, in [25] , obtained the error term
We note that the argument in [18] deals with essentially one prime at a time, so it simultaneously deals with all numbers z divisible by some prime p in the interval (ξ, B 2 (log B) −1 ]. An important feature of Greaves's estimate which is not present in the work of any subsequent author, except Hooley [28] [29] , is that his estimate for M 2 (B) is independent of any relationship between k and d. All further estimates obtained by other authors require a relationship between k and d of the form k ≥ υ 1 d + υ 2 , where 0 < υ 1 ≤ 1/2 and υ 2 ∈ R.
To complete the proof of the theorem, it will be enough to show that
for some η > 0, which will be the focus of the next section.
8. Application of the determinant method and the proof of Theorem 1.1
We estimate the remaining term M 3 (B) via the generalization of Salberger's global determinant method (see [45] ) in the weighted projective case established in earlier sections. The argument given here is specialized for the binary form problem. We denote by
. Since F has non-zero discriminant, it follows that
Following Browning in [6] , we partition the above range into dyadic intervals of the form (H/2, H] where
Summing over these dyadic intervals, we then obtain:
Therefore, it suffices to examine the the maximum size of a single R(f ; B β , B), as in [6] . Diverging from Browning's argument, we directly estimate R(f ; B β , B) instead of passing to the single variable case. We are then left to count the number of integral solutions to
with (x, y, v, z) subject to the constraints in (8.1).
Let us denote by X the surface given by (8.3) . We analyze possible singular points in X(Q; B). Recall that a point z = (
Suppose that ∂F ∂x (z) = ∂F ∂y (z) = 0, with z = 0. Then, by Euler's formula, we have
Since f is irreducible over Q, it has no integral zeroes except (0, 0). Therefore, we see that all points in X(Q; B) are non-singular, since it only counts those points where the first two coordinates are co-prime.
In view of Proposition 2.4, we need to compute the constants a x , a y , a v , a z with respect to the ideal I = F . By (8.1), we have
Note that with respect to reverse lexicographic ordering, the monomial vz k is maximal in F . Hence, it follows that
,
Thus, we have
) .
Next, note that
whence it follows
Let us write
Observe that B ψ corresponds to W in Theorem 3.1.
It is clear that X is geometrically integral. Hence, by Theorem 3.1, there exists a surface
We will now show that, in fact, X p is geometrically integral except for those primes p which divide the coefficients of
admits a factorization into two weighted forms F 1 , F 2 over the algebraic closure of F p , where p does not divide the coefficient of
. Note that we must have
must appear in F = F 1 F 2 with non-zero coefficient, which is plainly not the case. Hence, X p is geometrically integral over F p whenever p does not divide the coefficients of x d and y d .
Recall the definition of π X (Definition 4.4) from Section 4. By the preceding argument, it follows that π X ≤ f . Choose B sufficiently large so that log B > f . Let {p 1 , p 2 , · · · } be the increasing sequence of consecutive primes larger than log B for which
We now give an estimate for p t+1 . Let
and let us write Q j = p 1 · · · p j for j = 1, 2, · · · , t + 1, with Q 0 = 1. By the Prime Number Theorem, there exists some absolute constant C 16 such that
since we know that p t+1 > log B and therefore we can, by choosing B sufficiently large, make sure that C 16 log p t+1 < 1 2 p t+1 . Thus, we have
Since the partial derivative ∂F ∂v = z k is only divisible by primes ≫ B 2 (log B) −1 , (8.8) implies that there is no point x ∈ X β (Q; B) which specializes to a singular point on X p j for j = 1, · · · , t + 1. Hence, every x ∈ X β (Q; B) reduces to a non-singular point on X p j for every prime j = 1, · · · , t + 1.
Consider an irreducible component
By
, then put x in a set Z(P 1 ). Repeat this process for each irreducible component D of X ∩ Y (∅), to obtain sets Z(P 1 ) for each P 1 ∈ X p 1 . By Bezout's Theorem and Theorem 3.1, it follows that for each P 1 ∈ X p 1 , we have
By Weil's theorem, we have #X
What remains are irreducible components C of X ∩ Y (∅) which are also irreducible components of X ∩ Y (P 1 ) for some P 1 ∈ X p 1 . Call this collection of curves Γ (1) . Notice that by Bezout's Theorem and Theorem 3.1, we have
Define Z(Q j ), 1 ≤ j ≤ t, to be the set of points x ∈ X β (Q; B) such that x ∈ Z(Q j−1 ) and
Now define Γ (j) to be the set of curves C of degree
such that C ∈ Γ (j−1) and
for some (P 1 , · · · , P j ). Observe that we have
We now construct Z(Q j+1 ). Consider an irreducible curve C ∈ Γ (j) . For each point
There exists a point P j+1 = P j+1 (x) ∈ X p j+1 such that x ≡ P j+1 (mod p j+1 ). Hence, by Theorem 3.1, there exists a surface Y (P 1 , · · · , P j+1 ) such that x ∈ X ∩ Y (P 1 , · · · , P j+1 ), and
Set D x (P 1 , · · · , P j+1 ) to be an irreducible component of X ∩ Y (P 1 , · · · , P j+1 ) which contains x. Put x in the set Z(P 1 , · · · , P j+1 ) if
then repeat this process for every point x ∈ C ∩ (X β (Q; B) \ Z(Q j )) and for every curve in Γ (j) to obtain our sets Z(P 1 , · · · , P j+1 ) for P i ∈ X p i , i = 1, · · · , j + 1. By Bezout's theorem, we have (8.10)
By Lemma 5.3, we have
j ) for j = 1, · · · , t + 1. We write this as
Therefore, for some constant
Since Q t+1 = p 1 · · · p t+1 ≪ B ψ log B and p i ≥ log B, there exists a positive number
We now use the inequality 1 + υ ≤ e υ which is valid for all υ ≥ 0, to obtain
Noting that p i ≥ log B for i = 1, · · · , j + 1, it follows that
Hence, by (8.11), we have
1/2 log log B .
Hence, we obtain
. By (8.10), (8.12) , and Theorem 3.1, it follows that:
We write Γ (j+1) to be the set of irreducible curves C ∈ Γ (j) which are common irreducible components of X ∩ Y (P 1 , · · · , P j ) and X ∩ Y (P 1 , · · · , P j+1 ). For each curve C ∈ Γ (j+1) , we have
By (8.9) and (8.13), we see that
log log B
We write Γ = Γ (t+1) . If C ∈ Γ, then the hypothesis of the first half of Theorem 3.1 applies, whence
. We put the sets Z(Q 1 ), · · · Z(Q t+1 ) together to form the exceptional set:
Then (8.11) and (8.14) imply that:
We now turn our attention to the set Γ. Since #Γ does not exceed the number of irreducible components of X ∩ Y (∅), it follows from (8.6) that
By construction, it follows that
For C ∈ Γ, C is a component of Y (P 1 , · · · , P t+1 ) for some (P 1 , · · · , P t+1 ). Thus, it follows from Bezout's theorem that
Let G * be a primitive form which defines Y (P 1 , · · · , P t+1 ). By (8.7) and case a) of Theorem 3.1, we also have
Consider a point (x, y, v, z) ∈ C. Rearranging (8.3) to obtain the substitution v = f (x, y)/z k , we can write
If G * (x, y, v, z) has a v term, then we may replace the v's with f (x, y)/z k to obtain a form over P (1, 1, 2) . If G does not have a term containing v, then no substitution is necessary and we again obtain a form over P (1, 1, 2 ).
By our choice of G * , it follows that each monomial that appears in G * with a nonzero coefficient has the same weighted degree l with respect to the weight vector (1, 1, d − 2k, 2) . Consider a monomial x α 1 y α 2 v α 3 z α 4 that appears in G * with non-zero coefficient. After the substitution, we obtain
Expanding f (x, y) and recalling that f is a binary form of degree d, it follows that each monomial which appears in the expansion f (x, y) α 3 has degree dα 3 . Now, we multiply by a large power of z, say z L , so that
has weighted degree 1, 2) . Further, if we choose L to be minimal, then L ≤ kl. We call the new polynomial G(x, y, z). Observe that
We may now suppose that B is chosen sufficiently large so that log f < log B. Then we obtain
Note that the curve C corresponds naturally to a component C ′ of the curve G(x, y, z) = 0. If C ′ is reducible, we consider each irreducible component separately, noting that there are at most O d (log B) components by Bezout's theorem and (8.18 ). Thus, we may consider each irreducible component C ′′ of C ′ . There are two situations. First, C ′′ may be irreducible over Q, but reducible over Q. In this case, the rational points on C ′′ are preserved under the all elements of Gal(Q/Q), but C ′′ has a conjugate which is also a component of C ′ , whence C ′′ (Q) corresponds to the rational points in the intersection of two curves each of degree O d (log B); so by Bezout's theorem, it follows that
We suppose now that C corresponds to a Q-defined and geometrically integral component of G, which we call G. Hence we have C ↔ G(x, y, z) = 0.
By Proposition B.7.3 in [26] and (8.19), we have
We write
where G 1 (x, y) consists of all monomials in G which only contains x and y. Observe that since G ∈ P(1, 1, 2) that G 1 is homogeneous in x and y. We then consider several situations.
Let Γ 1 denote the set of curves C ∈ Γ such that f (x, y) and G 1 (x, y) are coprime. If xy = 0, say y = 0, then f (x, 0) = vz k implies that vz k divides the leading coefficient of x d . Thus, vz k ≤ f , and since B > f , it follows that no point with xy = 0 can lie in X β (Q; B). Write f (x, y) = y d f (x/y, 1) and G 1 (x, y) = y deg(G 1 ) G 1 (x/y, 1). Further, write h(x) = f (x, 1) and g(x) = G 1 (x, 1). There exist polynomials a(x), b(x) ∈ Z[x] and such that
where Res(h, g) is the resultant of h and g, see [9] . Homogenizing the equation, we obtain
where e is the least positive integer such that the left hand side is a binary form.
Since z|G 1 (x, y) and z|f (x, y), it follows that z|ny e . However, recall from Section 7 that z is a prime not smaller than B 2 (log B) −1 , and since y ∈ [1, B], it follows that z|n. The resultant Res(h, g) is bounded by
Hence, the number of prime divisors dividing n of size at least B 2 (log B) −1 is at most
We can now argue as in Greaves [18] . By (8.1), we have that z is in fact a prime. Thus, there are at most d solutions to the congruence
By (1.6), we have f (x, y) ≡ 0 (mod z), and since xy ≡ 0 (mod z), there exists ω = 0 such that x ≡ ωy (mod z). For each such ω, Lemma 1 in Greaves [18] gives that there are at most 
Next, consider the curves Γ 2 ⊂ Γ consisting of those C ∈ Γ such that f (x, y), G 1 (x, y) are not co-prime. As we have chosen f to be irreducible, this implies that f (x, y) divides G 1 (x, y). By our choice of G, the degree of G is at least d and at most
We write l = deg C = deg G. We calculate the corresponding quantities a x , a y , a z with respect to the monomial ordering <. Suppose that x αx y αy z αz is the leading monomial in G with respect to reverse lexicographic ordering. In particular, we must have
since G is a polynomial over P (1, 1, 2 ) of weighted degree l. Further, we have
Hence,
Observe that the W in Theorem 3.1 corresponds to the quantity B Ψ .
Now we argue as in [21] . If x ∈ P(1, 1, 2) is a singular point on C, then x is a common zero of G and ∂G ∂x , hence x lies on the intersection
where C ′ is the zero-locus of ∂G ∂x . By Bezout's theorem, the number of singular points on C is at most
It remains to consider non-singular points on C. Suppose z ∈ C β (Q; B) is non-singular, but reduces to a singular point modulo p for some prime p. Then, we must have
However, z is non-singular, so one of the partial derivatives above is non-zero. We may suppose, as we may, that ∂G ∂x (z) = 0. Since
Choose C 20 (d) to be a number which depends on d and gives an upper bound for the inequality above. Now set
where the implied constant is absolute, and
to be the first n primes larger than 2B Ψ . Then there exists j with 1 ≤ j ≤ n such that q j ∤ ∂G ∂x (z), so z will reduce to a non-singular point on C q j . By Theorem 3.1 and the theorem of Weil [30] , there exist
By Bezout's Theorem, (8.23) , and Theorem 3.1, we have the bound
Further, we have
If β ≥ 2, then certainly 2 − β ≤ 0, hence 2α z (2 − β) ≤ 0, so we obtain the upper bound
and if β ≤ 2, then 0 ≤ 2 − β < log log B log B .
Therefore, we obtain
Since k ≥ 2, it follows that
+ε .
Combining these estimates, we obtain
+ε . +ε .
Since we may assume d ≥ 6 by Greaves [18] , we obtain
It remains to determine the infimum of k/d for ψ < 1 and for β in the range
Let us analyze the expression (8.27) d − kβ d − 2k + β 2 as a function of β. Its derivative is given by
, which is negative whenever k/d > 1/4. Therefore, by (7.1), (8.27 ) viewed as a function of β is decreasing. Thus, for any 0 < η < log log B log B with 2 − η < β ≤ 2, we have
We first establish some preliminaries analogous to Section 7. Recall that we stated, in equation ( We also have the formula
where as we recall from Section 1, ρ f (m) counts the number of congruence classes modulo m for which f vanishes modulo m. Browning [6] obtains the estimate
whenever b is square-free, and so we obtain
We thefore conclude that We now proceed with the proof of Theorem 9.1.
Proof. The discussion above essentially reduced the proof of Theorem 9.1 to obtaining a satisfactory upper bound for the quantity E(B 1−δ ). We first homogenize our polynomial f to obtain a binary form F (x, y). As in the proof of Theorem 1.1, we write H = B β , where 1 − δ < β ≪ d/k. We then apply Note that this is a weighted projective surface. By Theorem 3.1 we obtain that all points counted by E(B 1−δ ) lie on an auxiliary curve C of degree
which assumes its maximum value at β = 1 − δ. Then, as per our analysis in the binary form case in Section 8, we deduce that we can partition C ∩ X into a collection of
geometrically irreducible curves Γ, and an exceptional set E consisting of
points. By [27] , we may assume that d ≥ 3, and as we have shown in Section 8, the contribution from each irreducible curve D ∈ Γ is no more than
+ε ,
hence it suffices to take d, k to satisfy
for β = 1 − δ, with δ > 0 approaching zero. This is satisfied when k/d > 3/4, which is equivalent to k ≥ (3d + 1)/4. This completes the proof of Theorem 9.1.
Proof of Theorem 1.2
In this section, we give a proof of Theorem 1.2. Much of the argument remains unchanged from that given in [48] .
First, we note that while we deal with irreducible binary forms in this section, the case with f reducible is not too problematic. Indeed, we can adapt the same argument from Greaves [18] or Stewart-Top [48] and use the Chinese Remainder Theorem to show that it suffices to examine the error term coming from each irreducible component. Thus, it suffices to assume that f is irreducible of degree d.
Let B be a positive real number. For any value 0 < θ ≤ 1 and for any non-zero integer h, let us write s(h) = One can estimate S(θ, A) in exactly the same way as in [48] (note that in [48] , they wrote u instead of A). In particular, by Section 6 of Stewart-Top [48] , we have the estimate S(θ, A) ≤ A 5θdA 2 .
As a consequence, we see that the number of pairs (a, b) ∈ U such that |s(f (a, b))| ≥ A 1/8 is at most 40θdA 2 . Now, we may argue as in Lemma 2 of [14] that if h and b are integers such that |h| ≤ A 1/2 and 1 ≤ b ≤ A, then there are at most d integers a with f (a, b) = h. Hence, the number of pairs of integers (a, b) with 1 ≤ a, b ≤ A and |f (a, b)| ≤ A 1/2 is at most 3dA 3/2 .
Set θ = C f,k /120d. Define T to be the set of integers (a, b) with 1 ≤ a, b ≤ A, f (a, b) is k-free, |f (a, b)| ≥ A 1/2 , and s(f (a, b)) < A 1/8 . By Theorem 1.1 and our choice of θ, we have that there exist constants C 22 , C 23 > 0, which depend on f and k, such that whenever A > C 22 , we have
We invoke the work of Stewart in [47] on estimating the number of solutions to Thue equations. Recall that for any integer h, ω(h) denotes the number of distinct prime factors of h. Let h be an integer for which there exists (a, b) ∈ T such that . If A is chosen to be greater than |D| 24 and |h| ≥ |D| 12 , then choosing ε = 1/12 and applying Corollary 1 of [47] we obtain that the number of solutions to equation (10. 2) is at most 5600d 1+ω(g) .
Observe that trivially we have the bound 
