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Abstract
Decision support systems for electronic catalogs assist users in making the right decision
from a set of possible choices. Common examples of decision making include shopping,
deciding where to go for holidays, or deciding your vote in an election. Current research
in the field is mainly focused on improving such systems in terms of decision accuracy,
i.e. the ratio of correct decisions out of the total number of decisions taken. However,
it has been widely recognized recently that another important dimension to consider is
how to improve decision confidence, i.e. the certainty of the decision maker that she has
made the best decision.
We first review multi-attribute decision theory –the underlying framework for electronic
catalogs– and present the state-of-the-art research in e-catalogs. We then describe ob-
jective and subjective measures to evaluate such systems, and propose a system baseline
for achieving more accurate and meaningful comparative evaluations.
We propose a framework to study the building of decision confidence within the query-
feedback search interaction model, and use it to compare different types of system feed-
back proposed in the literature. We argue that different types of system feedback based
on constraints (e.g. conflict and corrective feedback), even if not novel as such, can be
combined in order to improve decision confidence. This claim is further validated by
simulations and experimental evaluation comparing constraint-based feedback to ranked
list feedback.
Keywords: decision support tools, human computer interaction, electronic catalogs, e-
commerce, databases, multi-attribute decision theory, preference elicitation, decision
accuracy, decision confidence.
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Re´sume´
Les syste`mes d’aide a` la de´cision assistent les utilisateurs a` trouver l’objet de´sire´ a`
partir d’un ensemble existant d’objets. Des exemples usuels de de´cision incluent des
achats, de´cider ou` aller en vacances, ou de´cider pour qui voter aux e´lections. Les e´tudes
pre´ce´dentes ont avant tout vise´ a` ame´liorer tels syste`mes dans leur pre´cision de de´cision,
c’est-a`-dire la proportion de de´cisions correctes a` partir d’un nombre total de de´cisions.
Cependant, re´cemment la communaute´ a reconnu qu’une autre dimension importante a`
conside´rer est comment ame´liorer la confiance de de´cision, c’est-a`-dire la certitude qu’a
le preneur de de´cision d’avoir pris la meilleure de´cision possible.
Tout d’abord nous examinons la the´orie de de´cision multi-attribut –le cadre ge´ne´ral
des syste`mes d’aide a` la de´cision– et pre´sentons l’e´tat de l’art de la recherche sur les
catalogues e´lectroniques. Ensuite, nous pre´sentons des mesures objectives et subjectives
pour l’e´valuation de tels syste`mes, et proposons un syste`me de base pour atteindre des
e´valuations comparatives plus pre´cises et significatives.
Nous proposons un cadre pour e´tudier la cre´ation de la confiance de de´cision dans le
mode`le d’interaction question-explication, et l’utilisons pour comparer diffe´rents types
d’explications trouve´s dans la litte´rature. Nous argumentons que diffe´rents types d’ex-
plications base´s sur contraintes (l’identification de conflits et explications correctives,
par exemple), meˆme s’ils ne sont pas nouveaux comme tels, peuvent eˆtre combine´s pour
ame´liorer la confiance de de´cision. Cette argumentation est encore valide´e avec des si-
mulations et une e´tude d’utilisateur comparant les explications base´es sur contraintes
avec celles base´es sur un classement.
Mots cle´s : syste`mes d’aide a` la de´cision, interaction homme-machine, catalogues e´lectroniques,
e-commerce, bases de donne´es, the´orie de de´cision multi-attribut, extraction des pre´fe´rences,
pre´cision de de´cision, confiance de de´cision.
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Glossary and Acronyms
Note: Italicized words have a separate glossary entry.
Attribute: An abstraction of a characteristic of an item, e.g. “price”, “color” or “de-
livery time”. See Section 2.2.
Attribute utility: A number that expresses the desirability of an attribute-value pair
(assuming decision theory under certainty and additive independence assumption). See
Section 2.3.
Attribute utility function: A function that maps an attribute value to an attribute
utility for a given attribute (assuming decision theory under certainty and additive in-
dependence assumption). See Section 2.3.
Attribute value: The value of an attribute for a given item. For instance, the value of
the “brand” attribute of a particular car item can be “BMW”. See Section 2.2.
Attribute-value pair: Given an item and an attribute, it is the pair attribute and
value of that attribute for the given item. See Section 2.2.
Catalog: A set of homogeneous item descriptions. By homogeneous, we mean that the
item descriptions share the same set of predefined attributes. See Section 2.2.
Catalog decision problem: The multi-attribute decision problem of finding the item
in the catalog that best satisfies the preferences of the decision maker (assuming decision
theory under certainty). See Section 3.3.
CBTE: Confidence building tradeoff explanation. A type of system feedback that
presents the query tradeoffs in terms of conflicts and relaxations that can potentially
contribute to increase decision confidence. See Section 3.4.
Certainty (decision theory under certainty): The situation in which the consequences
(items) of actions are certain, and thus an action is equivalent to simply choosing an item
from the set of available items. See Section 2.3 for more about it. Note however, that
we do not assume that users have a complete knowledge of their preferences. Actually,
in most of the times users construct their preferences during the decision process.
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Choice: See decision.
Collaborative catalog system: A catalog system that attempt to predict items that
a user may be interested in based on the similarity of her profile with the profiles of
many other users.
Confidence: See decision confidence.
Confidence building tradeoff explanation: See CBTE.
Constraint: See parametric constraint.
Constructive preferences: The concept that decision makers begin the decision pro-
cess with a vague preference model and augment and revise it as they learn more about
the available items in the catalog. See Section 2.4.
Correct decision: A decision is correct if it corresponds with the desired item. See
also decision accuracy. See Section 2.6.
Criteria: See query.
Criterion: See attribute.
Database: see catalog.
Decision: The item that the user (the decision maker) chooses at the end of the decision
process. See also correct decision. See Section 2.3.
Decision accuracy: The ratio of correct decisions out of the total number of decisions.
It is therefore an objective measure. See Section 2.6.
Decision aid: See decision support system.
Decision analyst: A human expert in decision theory that helps a decision maker to
take a decision through a decision process. See Section 2.3.
Decision confidence: The certainty of the decision maker that she has made the best
decision. See Section 3.3.
Decision confidence in query-feedback search: See DECOFE.
Decision justification: An overall explanation internalized by the user (the decision
maker) that justifies the decision. See Section 3.3.
Decision maker: A human that needs to makes a decision throughout a decision
process. See also catalog decision problem. See Section 2.3.
Decision problem: A problem in where a decision maker needs to make a decision
through a decision process. See also catalog decision problem. See Section 2.3.
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Decision process: A process in which a decision maker and a decision analyst or
decision support system interact in order to make a decision (solve a decision problem).
See Section 2.3.
Decision support system (DSS): A computer program that helps a decision maker
to make a decision through a decision process. See Section 2.3.
Decision support system for electronic catalogs: See DSSEC.
Decision theory: A discipline that has its roots in operations research, psychology,
economics and artificial intelligence and studies how a decision process is done or should
be done. See Section 2.3.
Desired item: The item from the catalog with the highest utility for the user. See
Section 2.3.
DECOFE: A framework to study the building of decision confidence in the query-
feedback search interaction model. See Section 3.3.
DSSEC: A content-based decision support system that helps decision makers to select
an item from a catalog (assuming decision theory under certainty). See Section 2.1.
Electronic catalog: See catalog.
Electronic commerce: Business transactions which are conducted over an electronic
network such as the Internet. See also on-line store.
Failing query: See over-constrained query.
Feedback: See system feedback.
Global relaxation set: See GRS.
GRS (Global relaxation set): A type of system feedback that provides a set of options
for solving all the conflicting objectives in a query at once, and thus it represents a clear
tradeoff question. See Section 3.4.
Hard constraint: See parametric constraint.
Information visualization Seeking (VIS): A query navigation system in which the
items are displayed using a visual representation. See Section 2.4.7.
Internalize: To internalize a system feedback is to incorporate that feedback into one’s
mental model. Concretely, if a user has internalized a given feedback, it means that she
has understood it, that she can remember and process it later. See Section 3.3.
Interaction session: See decision process.
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Interaction cycle: An iteration step in which the user makes a query and the system
returns a feedback. See Section 2.4.
Item: A product or service, such as a movie, car or insurance. See Section 2.2.
Item description: A set of attribute-value pairs that describe an item. See Section 2.2.
Local relaxation set: See LRS.
LRS (Local relaxation set): A type of system feedback that tells how much the user
needs to relax a single constraint in order to solve a given conflict. See Section 3.4.
MCS (Minimal Conflict Set): A type of system feedback that shows precisely which
parts of the query are conflicting. See Section 3.4.
Minimal conflict set: See MCS.
Objective: Something toward which interest is directed. An example objective can be
to “minimize price”. See Section 2.3.
On-line store: An electronic commerce application from which users (decision makers)
can buy products or services (items). Also called “Internet shop” or “Webshop”. See
Section 2.1.
Over-constrained query: A query (as a set of parametric constraints) that no item
in the catalog satisfy. See Section 3.5.1.
Parametric constraint: A condition about an item that must be satisfied. We as-
sume the condition to be defined over a single attribute (we do not consider conditional
constraints). It differs from an objective in that it is either achieved or not. An example
constraint can be: “price less than 2’000 Euros”. See Section 2.4.
Parametric weighted additive strategy: See PWADD.
Preference: In the context of decision theory, a preference is an order relation of the
set of available items in a catalog, and it can be expressed by a utility function. However
we use here the term preferences with its more general colloquial meaning.
Product Search Engine: See DSSEC.
Profile: Information about a user, such as a history of items she has watched or pur-
chased in an on-line store, or a rating for a set of items.
PWADD: Parametric weighted additive decision strategy: the approach of using para-
metric attribute utility functions with the weighted additive (WADD) strategy. See
Section 2.4.2.
Query: A set of either parametric constraints or parametric utility functions. An ex-
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ample of query can be “price less than 2’000 Euros, four doors and with airbag”. See
Section 2.4.
Record: an item description stored in a database. See Section 2.2.
Selection: See decision.
System feedback: A feedback produced by a DSSEC for a given user query. Examples
of types of system feedback: matching list, ranked list, diversity, suggestions, conflict,
corrective and visualization explanations. See Section 2.4.
Target item: See desired item.
Trust: The belief of a customer that she can rely on the assistance of a vendor, or the
willingness to depend on a vendor. See Section 2.5.
User: See decision maker.
User interface: The means by which a user and a software application communicate.
The most common methods for such communication are text, buttons and menus by
using a screen, a keyboard and a mouse. See Section 2.1.
Utility: A number that expresses the desirability of an item (assuming decision theory
under certainty), typically between 0 (least desired) and 1 (most desired). See Section
2.3.
Utility function: A function that maps an item to a utility (assuming decision theory
under certainty). In the weighted additive strategy, it is a weighted sum of attribute
utility functions. See Section 2.3.
Value: See attribute value.
WADD: A compensatory decision strategy. See Section 2.3.1.
Weighted additive decision strategy: See WADD.
Weight: A number that expresses the importance of an attribute utility associated to
an attribute (under the additive independence assumption), typically between 0 (not
important) and 1 (very important). See Section 2.3.1.
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Chapter 1
Introduction
1.1 Context of the research
With the exponential growth of Internet and the World Wide Web, individual, com-
panies, and organizations in general are able to communicate in an instantaneous and
ubiquitous way. This enabled the development of a wide range of applications such as
e-commerce, publishing information, auctions and social networks.
One of the most important applications nowadays is electronic commerce (e-commerce).
E-commerce can be defined as the automation of commercial transactions when using
computer and communication technologies [94]. In fact, its importance is apparent when
we see to which extent retail e-commerce has increased since the introduction of World
Wide Web browsers.
Retail vendors usually offer a large set of their products and services in electronic
catalogs and thus, comparing products from different vendors has become much faster
for the consumers than physically going to traditional shops or reading paper catalogs.
However, the speed of Internet has made the consumer impatient [96]. They expect
an even higher level of performance from e-commerce applications, especially for those
processes that could be automated like comparing different products. There is a new
type of on-line companies that has been specifically created to satisfy this need. They
aggregate the products present in the catalogs from different vendors and allow users to
compare all of them within a single web site. This option is much faster than visiting
different individual vendors sites.
However, consumers are often overwhelmed by so many choices, sometimes many more
than they had expected to find. It is now much more difficult to commit to a choice,
compared to going to a traditional shop where there is a limited number of products
and an attentive sale assistant. E-commerce is far more impersonal, anonymous and
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automated [79] and thus it is not easy for the user to trust the e-vendor. Trust is a
complex concept that depends on, among others, the vendor’s integrity, security, social
presence and competence as perceived by the consumer. Thus, a booming area for
further development in e-commerce is to design strategies that increase user’s trust
[78, 79, 81, 85, 86, 88, 64, 89].
Decision support systems (DCS) are systems that help decision makers to make good
decisions. The general underlying framework behind such systems is decision theory,
a discipline has its roots in operations research, psychology, economics and artificial
intelligence. DSS can be applied to many areas such as shopping, deciding where to go
for holidays, or deciding your vote in an election.
Decision support systems for e-catalogs (DSSECs) are decision support systems
commonly used in e-commerce that help decision makers to select a product from a
catalog1, and it is the applicative focus of the thesis. Thus, DSSECs can be seen as
intelligent tools that guide consumers in finding the right choices.
Recommender systems (RSs) are systems that attempt to predict products that a
user may be interested in, given some information about his profile. Often, a RS is
implemented as a collaborative filtering algorithm, which attempts to predict items that
a user may be interested in based on the similarity of her profile with the profiles of many
other users. Collaborative filtering differs from DSSECs (content-based systems) in that
they don’t necessarily have a description of the products in terms of attributes, and
make recommendations such as “people that bought this product also bought product
X”. Consider, for example, a consumer looking for a car. He would probably use a
DSSEC. However, once she has committed to a given car, a RS could recommend him
to also buy a product to clean the car based on past experience from similar users.
Previous research in DSSECs has focused in improving decision accuracy. We believe
that increasing decision confidence, i.e. the certainty of the decision maker that she has
made the best decision, is also an important property for DSSECs. The research on
decision confidence for DSSECs is quite recent and has mainly focused on carrying out
experiments in order to understand the antecedents and benefits of decision confidence,
rather than studying how to improve it.
In Section 1.2 we justify the importance of improving decision confidence in DSSECs.
In Section 1.3 we provide an illustrative example of a consumer who wishes to buy a
used car, comparing the normative decision theory approach and a more natural vendor-
consumer conversation. This example illustrates many of the ideas behind DSSECs and
it is going to be referred throughout this thesis. Finally, in Section 1.4 we outline this
thesis and contributions.
1In decision theory, the consequences of actions are generally uncertain. For instance, a consumer may
decide between buying a photo camera either in a traditional store or in some not fully-reliable auction
website for a cheaper price, with the uncertainty that she may not receive the product. However, DSSECs
focus on decision under certainty, i.e. situations where the consequences of the actions are certain.
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1.2 Motivation
Usually, people need to feel confident before committing to a decision. Decision confi-
dence can be defined as the certainty of the decision maker that she has made the best
decision. Decision confidence can be beneficial in several ways. First, having a good
decision confidence helps to finally commit to the decision. Consider, for instance, a
consumer who is hesitating between two cars to purchase. Even if both of them are very
good choices, being unable to commit to one of them may be counterproductive for the
consumer, as she might eventually never buy a car.
This problem is especially important for e-commerce due to the fact that e-commerce is
far more impersonal, anonymous and automated than traditional commerce. According
to [94], only 1.6% of visits to an e-commerce site result in a purchase, and two-thirds
of the shoppers who get as far as putting items in a virtual shopping cart abandon the
process before checking out. As it already has been shown in [90, 63], this low purchase
rate can be significantly raised by improving decision confidence, as it positively affects
the intention to buy.
Also, the consequence of a particular decision involving a group of people may not depend
on the decision itself, but on the degree of confidence held by the decision maker and
communicated to the others [76]. In these cases, raising the decision maker’s conviction
of doing the right thing can be a desirable property [77].
Previous studies concerning DSSECs have mainly focused on improving decision accu-
racy, i.e. the ratio of correct decisions out of the total number of decisions. See [27] in
1978, [31] in 1992, [33] in 1997 and [62] in 2006 for some representative examples. In
this perspective, most of the research work has concentrated on the design of different
types of system feedback supporting hidden user preference elicitation and leading to
higher decision accuracy. However, increasing decision confidence is also an important
property for DSSECs. Unfortunately, the research on decision confidence for DSSECs
is quite recent (with some preliminary experiments in 2000 [35]) and, with the notable
exception of Pearl Pu et al since 2004 [53, 56, 63], has mainly focused on carrying out
experiments in order to understand the antecedents and benefits of decision confidence,
rather than understanding the direct effect of different types of DSSECs on decision
confidence. Therefore, the main motivation of this thesis is to provide further insights
in the process of building decision confidence in DSSECs.
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1.3 An illustrative example
1.3.1 Problem description
Examples help to improve the readability of ideas and concepts. We therefore provide a
decision problem below that will be referred to throughout this thesis in order to explain
concepts and ideas.
Consider that a consumer wishes to buy a used car and assume that she has a catalog
with all the available cars. The problem is to select the best one according to the user’s
preferences. In order to get a more realistic example, we have contacted a company2
that aggregates the inventory of used cars from several concessionaries in Switzerland.
They have provided us with a list of 61443 cars, in which 7924 cars are described with
35 attributes.
To keep the example useful and tractable, we have selected forty cars and slightly changed
some attribute values to better illustrate the different concepts developed in this thesis.
All used cars are described by two continuous attributes (price and mileage), one nominal
attribute (color) and one boolean attribute (airbag option). Our example catalog is
shown in Example 1.1.
The decision problem consists in finding the one best used car from the forty available
according to the consumer’s preferences. The normative way to achieve this goal is to
apply prescriptive decision theory, which studies how the decision process should be
done in order to make a good decision. An example of such an approach is provided
in the next section. However, another way to reach decisions is to rely on a more
natural conversation between vendors and consumers. Such approaches are studied by
descriptive decision theory. Again, an illustrative example is given in Section 1.3.3.
Decision support tools for e-catalogs are designed to take into account both prescriptive
and descriptive decision theory.
1.3.2 Solving the example by applying decision analysis
Most decision support tools for e-catalogs are based on decision theory. Prescriptive de-
cision theory studies how the decision process should be in order to make good decisions.
Decision analysis is the practical application of prescriptive decision theory, and aims at
finding procedures and tools to help people make better decisions. As most consumers
are not experts in decision theory, a decision process is typically supported by an expert
taking the role of decision analyst or a software tool designed to be a decision support
system.
2We are grateful to Comparis.ch for sharing an excerpt of their database. See Appendix 2 for more
information about this database.
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Example 1.1 Illustrative example. A catalog with forty used cars. Each car is described
by two continuous attributes (price in Euros and mileage in km), one nominal attribute
(color) and one boolean attribute (airbag option). The price is specified in Euros and
the mileage in km.
id price mileage color airbag
#1 2666 76000 blue no
#2 3348 78000 blue no
#3 4216 79000 red no
#4 4836 197000 red no
#5 5890 115000 blue no
#6 6448 55700 black yes
#7 6450 97500 blue no
#8 6510 76500 red yes
#9 6515 76400 red yes
#10 9238 17300 blue yes
#11 9858 113000 blue yes
#12 9858 15700 black yes
#13 10292 71000 white yes
#14 10416 96900 black yes
#15 10521 76650 black yes
#16 11036 16700 black yes
#17 11346 62000 black yes
#18 11718 69000 black yes
#19 11718 38100 blue yes
#20 12338 20810 black Yes
id price mileage color airbag
#21 12338 10200 blue yes
#22 13268 11000 blue yes
#23 13578 65200 black yes
#24 14074 62000 blue yes
#25 14570 78000 black yes
#26 14632 72000 blue yes
#27 14880 67000 red yes
#28 16052 37500 blue yes
#29 16678 71000 black yes
#30 16678 45400 black yes
#31 17050 21000 black yes
#32 17918 57700 black yes
#33 18290 10500 black yes
#34 19778 39000 black yes
#35 20398 107000 black yes
#36 20770 10199 blue yes
#37 24118 36000 blue yes
#38 24738 42000 black yes
#39 28830 20500 black yes
#40 30876 99000 black yes
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Let us illustrate such a decision process using the catalog of Example 1.1 presented
above. In Example 1.2, we show a possible simplified conversation between a decision
analyst and a decision maker to identify the best used car.
Example 1.2 Illustrative example. A simplified example of a decision process involving
a decision maker (DM) and a decision analyst (DA).
DA> Hello, I am here to help you find your best used car from this catalog.
DM> Ok, actually I think that I would like to spend around. . .
DA> Wait a moment please. I will ask you a series of questions and, at the end, I will
tell which should be your best choice.
DM> Ok.
Eliciting preference about price:
DA> Do you have any preference on the price?
DM> Yes, as I was saying, I am ready to spend around 10’000 Euros.
DA> Why is that? You would not like to have a cheaper car, for example?
DM> Sure, but I don’t think that a car for. . . say 5’000 Euros, would be a good car.
DA> If there would be two used cars which are exactly the same, but one costs 5’000
Euros and the other costs 10’000 Euros, would you take the cheaper one?
DM> Yes, sure, but I don’t think there are such bargains.
DA> Let’s see. Just tell me what you really would like.
DM> Ok, the cheaper, the better.
Eliciting preference about mileage:
DA> Ok. Do you have any preference on the mileage?
DM> Sure, the lower, the better.
Eliciting preference about color:
DA> Perfect. What about the color? black, blue, red or white?
DM> Well, I don’t like red very much.
DA> Ok, which one do you prefer the most?
DM> Blue or black.
DA> Can you choose between them?
DM> Blue would be perfect.
DA> Ok, this makes the following reference order: blue, black, white and red.
Between 0 and 100, let’s give ‘blue’ a score of 100, as it is your perfect choice.
Can you give me a score for black, white and red?
DM> Black is a very reasonable choice also. Let’s give it 90. For white, let’s say half
the blue, 50. I don’t like red very much, but it is not so bad; let’s give it 25.
DA> Perfect. Summarizing, 100 for blue, 90 for black, 50 for white and 25 for red. Is it
right?
DM> Yes, well, if the car is really cheap, I don’t really care about the color.
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DA> Eh, for the sake of simplicity, let’s ignore what you have just said.
DM> Ah, ok; you are the expert.
Eliciting preference about the airbag option:
DA> Perfect. Concerning the airbag, I assume you prefer to have one?
DM> Sure.
Eliciting the weights for each preference:
DA> Now, let’s see how do you balance your preferences.
Let’s say that there exists a car, which would cost 30’876 euros, have 197’000 km, red
color and no airbag. From the other four hypothetical cars in the following table, which
would be the best one?
Option Attribute swung from
Worst to Best
price mileage color airbag
(Worst car) 30’876 197’000 red no
1 Price 2’666 197’000 red no
2 Mileage 30’876 10’199 red no
3 Color 30’876 197’000 blue no
4 Airbag 30’876 197’000 red Yes
Table 1.1: Illustrative example. Swing-weight assessment table.
DM> That’s difficult to say. I have to compare all of them?
DA> Yes, please. Go ahead.
DM> Well, clearly mileage, color and airbag are important, but I would not pay 30’876
Euros for those cars. So the best option would be option 1.
DA> Good. We give a score of 0 to the car we started with, and a score of 100 to option
1. Now, how much satisfaction do you get, in percentage, by switching mileage from
197’000 km to 10’199 km when compared to switching price from 30’876 Euros to 2’666
Euros?
DM> Hey, that is very difficult to quantify!
DA> I know. Say it approximately. Half satisfied? A quarter satisfied?
DM> Half satisfied, or even a little bit less. Let’s say 40% satisfied.
DA> Perfect. What about color? How much satisfaction do you get by switching from
red to blue when compared to switching price from 30’876 Euros to 2’666 Euros?
DM> Let’s say 50% satisfied.
DA> Good. What about the airbag? How much satisfaction do you get if having an
airbag when compared to switching price from 30’876 Euros to 2’666 Euros?
DM> 60% satisfied.
DA> Great. We are done. I will introduce your preference model to the computer and
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it will tell us which one is the best choice.
DM> Ok. I wait.
DA> Voila`. Your best choice is car #10: 9’238 Euros, 17’300km, blue and with airbag.
DM> Ok... but why?
DA> The computer has computed a score for each item according to your preferences,
produced a ranked list according to these scores, and car #10 is the one with the highest
score.
DM> Eh, can I see the rankings?
DA> Sure. See Table 1.2. If you are rational, you are going to take the top car in the
list.
id price mileage color airbag score
#10 9238 17300 blue yes 90
#6 6448 55700 black yes 88
#12 9858 15700 black yes 87
#21 12338 10200 blue yes 86
#19 11718 38100 blue yes 85
#16 11036 16700 black yes 85
#22 13268 11000 blue yes 85
#20 12338 20810 black yes 83
#17 11346 62000 black yes 81
#15 10521 76650 black yes 81
#11 9858 113000 blue yes 81
#24 14074 62000 blue yes 79
#28 16052 37500 blue yes 79
#18 11718 69000 black yes 79
#14 10416 96900 black yes 79
#26 14632 72000 blue yes 78
#23 13578 65200 black yes 77
#31 17050 21000 black yes 76
#33 18290 10500 black yes 75
#25 14570 78000 black yes 75
id price mileage color airbag score
#30 16678 45400 black yes 74
#36 20770 10199 blue yes 74
#29 16678 71000 black yes 72
#32 17918 57700 black yes 72
#13 10292 71000 white yes 71
#34 19778 39000 black yes 71
#1 2666 76000 blue no 70
#9 6515 76400 red yes 69
#8 6510 76500 red yes 69
#2 3348 78000 blue no 69
#37 24118 36000 blue yes 67
#35 20398 107000 black yes 64
#7 6450 97500 blue no 63
#38 24738 42000 black yes 63
#5 5890 115000 blue no 62
#39 28830 20500 black yes 59
#27 14880 67000 red yes 58
#40 30876 99000 black yes 50
#3 4216 79000 red no 48
#4 4836 197000 red no 37
Table 1.2: Illustrative example. Ranked list according to user’s preferences.
DM> It seems a good choice.
Actually the second is also a very good choice.
DA> Yes, you can see that they have a pretty close score, 90 and 88.
From this conversation, we can derive several observations:
 The decision analyst leads the conversation (the decision maker has
no initiative). During the whole conversation, the decision analyst asks the
questions, and the decision maker answers them. This contrasts with a mixed-
initiative approach where both subjects can switch the leading role at any time
during the conversation.
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 The decision maker does not see any car descriptions until the end of
the decision process. During the whole process the decision maker answers
the questions about attributes and weights, but she cannot browse or compare the
available cars. It is only at the end of the process that the decision analyst provides
her with a list of ranked cars.
 Accurate quantitative preference model at the end of the decision pro-
cess. Prescriptive decision theory can achieve good decision accuracy at the end
of the decision process, if carried out properly.
 Mean objectives. At the beginning of the conversation, the decision maker said
that she would like to spend around 10’000 Euros. This is a mean objective, i.e.
the decision maker indeed prefers cheap cars, all else being equal, but she states a
goal on price in the belief that she will be able to have good values on the other
attributes. A decision analyst needs to detect mean objectives and ensure to elicit
only real preferences.
 Quantitative justification for the rational decision. The score measures the
desirability of a car given the preference model. Thus, a rational decision maker
will take the car with the highest score. However, the decision maker has not learnt
any insight about the set of available cars. For instance, she does not know if the
airbag option influences the price of the car or not. She manifests this concern by
asking the reason behind the solution given by the decision analyst.
One clear advantage of this approach is that the process guarantees good decision accu-
racy if carried out properly. This can be a requirement in decision problems that have a
serious impact on other people (rather than a personal decision), such as deciding where
to build a new freeway.
When catalogs are big, another advantage of such an approach (see Section 2.3 for an in-
troduction to prescriptive decision theory) is that the effort to elicit the preference model
does not depend on the number of items in the catalog, but only on the number of at-
tributes used to describe the items. Thus, once the preference model has been elicited,
a computer tool can rank the items in a catalog of any size automatically. Moreover, a
computer tool can make use of the constructed preference model to find satisfying prod-
ucts as vendors update their catalog. This type of decision support system could inform
the consumer each time it finds a product with a score above a given threshold. This
possibility is increasingly being exploited in business-to-business electronic commerce,
such as in [13].
However, people may not be ready to participate in such an interrogatory process for
low-risk decisions, such as deciding which movie to watch or which photo camera to buy.
Even more importantly, there may be a lack of confidence in such an approach because
there is not a qualitative justification.
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1.3.3 Solving the example in traditional commerce
Many ideas in decision support tools for e-catalogs have been inspired from traditional
commerce. In traditional commerce, a vendor and a consumer have a much more un-
structured conversation compared to the example of the decision analyst. The consumer
is not looking only for a good decision, but she may also enjoy taking part in the decision
process by browsing and critiquing the products. Moreover, she also needs to be con-
vinced by qualitative feedback rather than by some score. More generally, descriptive
decision theory [5] studies how people actually make decisions (rather than how they
should do it in order to make a good decision, as is the case in prescriptive decision
theory).
Let us illustrate such a decision process by using the catalog of Example 1.1 presented
earlier. In Example 1.3, we show a possible conversation between a vendor and a con-
sumer in a traditional commerce.
Example 1.3 Illustrative example. An example decision process involving a vendor (V)
and a consumer (C).
C> Hello, I am looking for a used car.
V> You have come to the right place! We have a selection of 40 used cars in great
condition.
V> Do you have an idea of what you are looking for?
C> I am not sure; What do you have for 7’000 Euros.
V> Let me see . . .
We have this car for 6’515 Euros with 76’000 km, (pointing to car #9)
or this one for 9’238 Euros with only 17’000 km, (pointing to car #10).
C> I don’t know much about cars. Is 76’000 kilometers a lot for a used car?
V> Well, I would expect a life span of seven years for the first one, and of ten for the
second one. What is more important to you, the price or the life span?
C> I see. Well, actually I don’t like the color red for a car, (pointing to car #9)
and 9’238 Euros is a little too much, although I appreciate that it has longer life span.
What other cars do you have?
V> We also have a car for 6’450 Euro, but without airbag (pointing to car #7).
C> I definitively want to have an airbag.
V> With an airbag, the cheapest ones are this one (pointing to car #6),
which costs 6’448 Euros, has 55’700 km and is black,
or the one I showed you first (pointing to car #10).
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C> Do you mean that you have nothing between 6’448 Euros and 9’238 Euros?
V> I am afraid not; there are indeed three such cars, but two are red and the other one
does not have an airbag.
C> Well, then both options are reasonable. I need to think more about it.
V> Typically, people that spend more than 6’000 Euros are very sensitive to the mileage,
so car #10 would be better. Moreover, people prefer blue cars these days.
C> I still don’t know; both seem very good choices.
V> If I were you, I would take this one (pointing to car #10): the owner had to sell
his almost new car very quickly, half price because she had to move to Japan; it is a
bargain!
C> Great! I’ll take it.
V> Perfect! I suggest you also consider this product to keep your car shiny. . .
We can also derive several observations from this conversation:
 Initial vague preferences. At the beginning of the conversation, the consumer
did not have any fully-developed preferencse. She could only state the qualitative
preference “around 7’000 Euros”.
 Mixed-initiative interaction. This conversation is not a sequence of questions
and answers as in the case of the decision analyst. Both the vendor and the
consumer ask and answer questions in a much more unstructured conversation.
The reaction to a question can be to answer that question or to ignore it by asking
or answering something else. This conversation model is called mixed-initiative
interaction.
 Eliciting preferences by showing appropriate items. People have a vague
idea of their preferences. Indeed, psychological studies have shown that people
construct their preferences while learning about the available products [8]. The
authors in [62] suggested that people can react to examples with positive and
negative critiques. We can see an example of negative critique in the previous
conversation when the consumer was presented with a red car which made her
realize and express that she does not like this color. Also, a positive critique was
done concerning the mileage.
 Explaining diversity. The vendor showed the best car according to the con-
sumer’s initial preference about price (6’515 Euros is the closest price to 7’000
Euros) and, more importantly, he also gave a second option with the purpose of
helping the consumer to express more preferences. In this case, the second option
was much better in terms of mileage and had a different color. As we saw before,
it helped the user to express that she cares about the mileage. Note that if the
vendor had shown as a second option the second most similar car (car #8), it
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would not have helped the user to express more preferences because car #8 and
car #9 are practically identical.
 Explaining conflicting objectives and relaxations. The initial preferences3
of the consumer (around 7’000 Euros and low mileage) cannot be satisfied with
the available cars. In the case of the decision analyst, all the conflicts are somehow
summarized into a score for each item. Instead, here the vendor explains the
conflicts to the consumer. Even more useful, the vendor also explains how much
she needs to relax with preferences in order to solve the identified conflicts: either
you have a cheap car with 55’700 km, or you have a car with low mileage but
you pay 9’238 Euros. The consumer gains a clear knowledge of the compromises
and can use this knowledge to ground her decision, which makes her feel more
confident in her decision.
 Recommendations other than content-based. Most of the sentences in the
conversation have been motivated by the features of the cars. However, at the
end of the conversation, the vendor makes recommendations which are based on
popularity, e.g. “people prefer blue cars”, and preferences from consumers similar
to her, e.g. “people that spend more than 6’000 Euros are very sensitive to the
mileage” or “I also suggest you to take this product to keep your car shiny”. This
knowledge can be typically extracted from a purchase history and is useful for
discovering products that might not have been found by the customers themselves.
 Rational expression of preferences. By the end of the conversation, the con-
sumer understands that the choice is between car #6 and car #10. Even if she
realizes that she prefers a blue car (by seeing the two cars), she does not express
this preference to the vendor because she does not expect the vendor to be able to
help her further in deciding between these two cars. In the framework of decision
support systems, authors suggested [62] that stating a preference involves some
user effort and rationally users would do only expend this effort if they perceive a
benefit in doing so.
 Adaptation to the consumer’s level of expertise about cars. In the ex-
ample, the consumer does not know how to interpret how good 76’000 km for a
used car is, and thus the vendor translates the mileage information into life span.
As well as in the case of the decision analyst, adapting to the consumer’s level of
expertise about the domain can generally be done by deriving attributes that are
more understandable for the type of customer, as in [40].
 Qualitative preference model. As with the decision analyst, the vendor learns
the consumer’s preference model during the conversation. However, the vendor
learns it in a qualitative way, rather than in a quantitative, accurate way. For
instance, the vendor knows that the consumer does not like red cars, but she
3In decision theory, a preference has a precise semantics: a binary ordering of items; however we use
here the term preferences with its more general colloquial meaning.
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cannot quantify how much the consumer dislikes them. Moreover, even if the
vendor has learnt that the consumer cares about price and mileage (among other
features), the exact balance between them is not known.
 Incomplete preference model at the end of the decision process. Not only
is the preference model not expressed quantitatively, but it is also incomplete. For
instance, the customer expressed that she does not like red cars, but no preference
order is given about the other colors.
 Qualitative justification for the decision by the use of feedback. During
the conversation, the consumer has acquired an understanding of the car domain
for her scope of interest. For instance, she knows that there are only two cars
that cost between 6’448 and 9’238 Euros which are not red and which have an
airbag, and so she clearly understands the tradeoff between price and mileage.
This understanding has been achieved thanks to the qualitative type of feedback
given by the vendor, rather than to a numerical score as in the case of the decision
analyst. The consumer is able to justify her decision to herself and to others, and
is therefore confident about it.
 Common grounding. By the end of the conversation, the consumer asks the
following imprecise question: “Do you mean that you have nothing between 6’448
Euros and 9’238 Euros?”, which indeed both vendor and consumer know to be
false. What happened is that they had previously built a shared understanding
(“grounding”) around the criteria that the chosen car must have an airbag and
cannot be red, and so the query was meant to be in this context.
 Social presence. At the beginning and at the end of the conversation, we observe
samples of human warmth and sociability (social presence). For instance, at the
end of the conversation, in order to convince the consumer, the vendor exposes the
confidential information “the owner had to sell her almost new car very quickly,
half price because she had to move to Japan; it is a bargain!”, information that
obviously cannot be found in a catalog of used cars for privacy reasons. This is
important because the warmth of a vendor can help to convince the consumer to
conclude a purchase.
This approach has the main advantage that it is more natural, i.e. people are used to this
type of conversation, and there is a level of human warmth and sociability (not present
in the case of the decision analyst), which makes the consumer feel more confident
about her decision and potentially more ready to commit a purchase [90].
The main disadvantage is that the decision process is not well grounded, i.e., it does not
guarantee that, at the end of the process, a good decision will be made. Moreover, the
decision accuracy depends on the capabilities of the vendor to elicit the preference model
and to be aware of the whole catalog. As the number of items in the catalog increases,
it is more difficult for the vendor to know all of them. In a traditional commercial
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center, this is typically solved by splitting the domain in several subsets and having
many vendors, each of them specialized in a sub-domain.
1.4 Thesis outline and contributions
In Chapter 2 we introduce the area of Decision Support Systems for Electronic Catalogs
(DSSECs): decision support systems commonly used in e-commerce that assist decision
makers in finding desired items from a set of available items. We present how elec-
tronic catalogs can be implemented using databases. We present the general underlying
framework behind DSSECs, the multi-attribute decision theory under certainty and, in
particular, we review a specific prescriptive decision strategy, weighted additive (WADD),
and a specific descriptive decision strategy, elimination-by-aspects (EBA). Next we de-
scribe how several DSSECs have taken inspiration from traditional commerce, introduce
the query-feedback search interaction model, and analyze several types of system feedback
used in these systems: matching list, ranked list, diversity, suggestions, system-proposed
critiquing, look-ahead frequency, conflict, corrective and visual feedback. We then de-
scribe objective and subjective measures to evaluate the performance of such systems
with user studies. In order to achieve accurate and meaningful comparative evaluations,
we assemble a DSSEC that solves most of the known deficiencies and yet remains quite
simple. We call this system the baseline DSSEC.
In Chapter 3 we argue that decision confidence, the certainty of the decision maker that
she has made the best decision, is also an important property to look at in DSSECs.
Thus, we provide a general framework, the decision confidence in query-feedback search
(DECOFE) framework, in order to study system feedback in terms their potential con-
tribution to decision confidence building. Using this framework, we study the advantages
and disadvantages for different types of feedback discussed in the previous Section, and
we identify the most promising ones, conflict and corrective feedback. We then propose
a potentially better type of system feedback, the confidence building tradeoff explanation
(CBTE) feedback, which explains the query tradeoffs in terms of conflicts and relaxations
that can potentially contribute to decision confidence building accordingly to DECOFE.
We run two simulations to study the viability of CBTE.
In Chapter 4 we describe the user study that we carried out in comparing ranked list
and CBTE types of feedback (with the DSSEC system described in Chapter 2 and
matching list feedback as a baseline) and we obtain positive evidence for the validity of
the DECOFE framework introduced in the previous Chapter. We introduce a behavioral
research model to evaluate different DSSECs in terms of the objective and subjective
measures introduced in Section 2.5. While results need to be interpreted with care as
described in Section 4.6, the experimental study shows that CBTE outperforms ranked
list feedback in all the subjective constructs presented in the research model, and that
decision accuracy is not penalized. The study also provides evidence that the positive
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increment in decision confidence in CBTE is not only a consequence of the positive effect
of the improvement in decision accuracy, but it is also derived from the its compliance
with the properties given in the decision confidence in query-feedback search (DECOFE)
framework. Other interesting results are explained.
We conclude in Chapter 5 with a summary and a discussion about possible future work.
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Chapter 2
Decision Support Systems for
Electronic Catalogs (DSSECs)
2.1 Introduction
Decision Support Systems for Electronic Catalogs (DSSECs) are decision support sys-
tems, commonly used in electronic commerce (e-commerce), that assist decision makers,
the consumers, in finding desired items from a set of available items, such as products
or services.
An electronic catalog (e-catalog) can be defined as a set of item descriptions, such as
products or services. Each item is described by a predefined set of attributes, where
an attribute is an abstraction of a characteristic of an item, such as “price”, “color”
or “delivery time”. Formally, we define a catalog as a tuple (A, D, O) where A =
{A1,. . .An} is a finite set of attributes, each associated with a domain D = {D1,. . .Dn}
and O is a set of available item descriptions. If the domain values of an attribute a have
an order, then a is said to be an ordered attribute. Given an item o ∈ O, ai(o) represents
the domain value of attribute Ai for item o. Electronic catalogs can be implemented
using databases and a particular database model, which, for the sake of simplicity and
without losing applicability, we assume to be a flat database model.
The general underlying framework behind DSSECs is multi-attribute decision theory, a
discipline that has its roots in operations research, psychology, economics and artificial
intelligence and studies how a decision process is done or should be done. Given a
consumer and a catalog, the decision problem is to find the item(s) in the catalog that
best satisfies the preferences of the consumer. Usually, decision problems involve multiple
conflicting objectives. Objectives conflict with each other in the sense that improving
one objective (such as minimizing the price in the catalog of Example 1.1) may only
be achieved at the expense of another objective (such as minimizing the mileage). The
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decision problem is solved throughout a decision process, which can be characterized by
the tradeoff between decision accuracy (i.e. the quality of the process) and the cognitive
effort required from the consumer. The normative way to solve such a decision problem
is to perform a structured conversation guided by a decision analyst or decision support
system and aiming at solving the conflicting objectives by computing a score for every
item in the catalog. We have presented an example of how such a procedure could
be in Section 1.3.2. The disadvantages of this normative decision process are the high
elicitation effort and the low acceptance by many consumers to engage in such unnatural
conversations. Descriptive decision strategies are much easier to apply and require less
cognitive effort, at the expense of lower decision accuracy.
In traditional commerce, a vendor and a consumer engage in a much more natural con-
versation in order to solve a decision problem. Several researchers have taken inspiration
from traditional commerce and decision theory to design DSSECs that are better accepted
by users. While this is a very ambitious approach, quite a lot of work has been done in
this direction. In the example of Section 1.3.3, we have shown how the vendor elicited
preferences from the consumer by giving appropriate feedback and examples. This pro-
cedure has been adapted to DSSECs by several researchers with ideas such as retrieval
by formulation, conversational systems, information visualization seeking (InfoVis) and
dynamic querying, candidate/critique, interactive data exploration and analysis (IDEA),
example-critiquing, navigation by asking and navigation by proposing interaction mod-
els. We call this type of interaction model a query-feedback search. It corresponds to
an iterative process in which a user makes queries to the system in order to develop
her domain knowledge and preferences through the system feedback, until she finds a
good decision. Several types of system feedback have been proposed, namely: matching
list, ranked list, diversity, suggestions, system-proposed critiquing, corrective and visual
feedback.
When DSSECs are used in the framework of e-commerce by an e-vendor, new problems
related with confidence and trust arise. Indeed, as noticed in Section 1.2, only 1.6% of the
visits to an e-commerce site result in purchases, and two-thirds of shoppers who get as far
as putting items in a virtual shopping cart abandon the process before checking out [94].
More precisely, decision confidence is the certainty of the customer that she has made
the best choice, while customer trust is the belief of the customer that she can rely on the
e-vendor [75]. Both constructs affect trusting intentions (such as the intention to buy).
Although decision theory is not explicitly concerned with confidence and trust, these
issues are gaining more attention in the area of e-commerce [78, 79, 81, 85, 86, 88, 64, 89],
where the problem of low confidence and trust is amplified by the fact that e-commerce
is far more impersonal, anonymous and automated than traditional commerce carried
out between people [79] (see the example of Section 1.3.3).
The performance of DSSECs can be evaluated with objectives and subjective measures.
Objectives measures include the quality of the decision (decision accuracy). Subjective
measures include perceived user effort to make a decision (perceived cognitive effort),
2.2. DATABASES AND ELECTRONIC CATALOGS 19
perceived ease of use and perceived usefulness (from the technology acceptance model),
perceived cognitive effort, trusting beliefs (such as competence, benevolence and integrity),
trusting intentions (such as the intention to buy) and especially important in this thesis,
the certainty of the decision maker that she has made the best choice (decision confi-
dence). The evaluation of DSSECs often requires user studies. However, these studies
are quite time consuming and recruiting participants for a user study is quite a tedious
task. For this reasons, true user studies have been considered only recently.
One common flaw in comparative user studies in our community is to compare new
innovative DSSECs with rudimentary ones such as form-filling interfaces. While form-
filling indeed corresponds to the most common approach currently used on the Web,
it is widely recognized as having an extremely poor design. However, simple solutions
for most of these deficiencies have already been documented in the literature. These
solutions can be easily assembled to design a baseline system that corrects most of the
identified drawbacks while remaining very simple. Such an enhanced baseline system
then potentially leads to more accurate and meaningful comparative evaluations.
This chapter is organized as follows. In Section 2.2 we describe how electronic catalogs
can be stored and queried using databases. In Section 2.3 we summarize decision theory
which is the general underlying framework of DSSECs. In Section 2.4 we describe the
query-feedback search interaction model and revise several types of system feedback used
in DSSECs. In Section 2.5 we introduce objective and subjective measures to evaluate
the performance of these systems. In Section 2.7 we describe a baseline approach for
DSSECs which solve most of the deficiencies of rudimentary interfaces, and will be used
later in this thesis for a comparative user study. Finally we conclude with Section 2.8.
2.2 Databases and Electronic Catalogs
In general, a database can be defined as a representation of part of the world [15], or
simply a collection of information or pieces of knowledge that has been systematically
organized for easy access and analysis. Common databases examples include the account-
ing of an enterprise, an encyclopedia or the stock of a vendor. A database management
system (DBMS) is a computer program that manages and queries a database, and they
were first introduced in the 60’s. A database model defines the structure of the data and
the set of operations that can be performed on it. Examples of database models are the
flat, the relational, the deductive and the object-oriented models [17]. A query language
is a high-level declarative language used to query a database.
The flat model consists of a single relation, which is defined as a set of tuples that
all have the same attributes. The database is usually represented by a table, where
each column represents an attribute and each row or record represents an item. For
instance, in the database of Example 1.1, all the cells of the second column have values
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about price and all the cells of a given record describe one same car. The domain of an
attribute is the set of possible values that can be assigned to that attribute in a record.
For instance, we could restrict the domain of the “color” attribute in the database of
Example 1.1 to be {“blue”, “black”, “red” and “white”}. An ordered attribute is an
attribute where the values of the domain have a natural order. For instance, the “price”
attribute is ordered because we can compare two domain values in terms of “cheaper” (or
even “more expensive”), while the “color” attribute is not ordered, because the domain
values cannot be naturally compared.
A relational model is a mathematical model defined in terms of predicate logic and set
theory, and it consists of multiple related tables. While relationships between tables are
not defined explicitly, attributes are used to match up records in different tables. Figure
2.1 shows an example relational database composed of three tables: (1) a table of used
cars shown previously, (2) a table of purchases and (3) a table which states which cars
have been acquired by each purchase (in this example we assume that a customer could
buy more than one car at once). For instance, we can see that the customer named
“Akira Macho” bought car #1 and car #7 in 12th February 2003.
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Figure 1. Illustrative example. A relational database. 
 
One purpose of organizing information into a flat or relational database is to be able to easily 
query that information. For instance, we can ask a list of all the cars that cost less than 7000 
Euros. A more complex scenario would be to store the accounting of an enterprise to keep 
track of the pending payments. 
 
Another purpose of using databases is to analyze the information by using automated 
computer programs. Data mining, also called Knowledge-Discovery in Databases (KDD) or 
Knowledge-Discovery and Data Mining, is defined as the nontrivial extraction of implicit, 
previously unknown, and potentially useful information from data [17]. For instance, 
association rules can be extracted from the Table 1 stating that the selling price of red and 
white cars is less than 14880 Euros, while blue cars go up to 30876 Euros. A consumer could 
then take this information into account at the time of purchasing a car, knowing that she will 
be able to take more benefit when later selling her car if it is blue. Another more complex 
example is the market basket case analysis. If we extend example of Figure 1 so that 
purchase orders can include cars and accessories, we may determine that consumers 
purchasing a blue car also buy cleaning merchandise. Then a vendor can exploit this 
information as explained in observation 4 of Section 1.3.3. 
 
A query to a relational database results in a new table derived from other ones. The 
standardized structured query language (SQL) defined a language that allowed to combine 
several tables, group and sort records by some attributes, and to filter them using a 
combination of conjunctive and disjunctive constraints. In Figure 2 we show a query using 
the SQL language that computes the total price for each purchase. 
Table purchases 
id customer date 
#1 Madame Mena 20 Nov 2004 
#2 Akira Macho  12 Feb 2003 
#3 Rodrigo Catalan 25 May 2005 
...   
 
Table cars 
id price mileage color airbag 
#1 2666 76000 blue No 
#2 3348 78000 blue No 
#3 4216 79000 red No 
#4 4836 197000 red No 
#5 5890 115000 blue No 
#6 6448 55700 black Yes 
#7 6450 97500 blue No 
#8 6510 76500 red yes 
#9 6515 76400 red yes 
#10 9238 17300 blue yes 
...     
 
Table purchase_items 
purchase_id car_id 
#1 #3 
#2 #1 
#2 #7 
...  
 
Figure 2.1: Illustrative example. A relational database.
One purpose of organizing information into a flat or relational database is to be able to
easily query that information. For instance, we can ask a list of all the cars that cost
less than 7’000 Euros. A more complex scenario would be storing the accounts of an
enterprise in order to keep track of the pending payments.
Another purpose of using databases is to analyze the information by using automated
computer programs. Data mining, also called Knowledge-Discovery in Databases (KDD)
or Knowledge-Discovery and Data Mining, is defined as the nontrivial extraction of im-
plicit, previously unknown, and potentially useful inform tion from data [16]. For in-
stance, association rules can be extracted from Example 1.1 stating that the selling price
of red and white cars is less than 14’880 Euros, while blue cars go up to 30’876 Euros.
A consumer could th take this information into account at the tim of pur hasing a
car, knowing that she will be able to make more money when later selling her car if it is
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blue. Another more complex example is the market basket case analysis. If we extend
the example of Figure 2.1 so that purchase orders include cars and accessories, we might
determine that consumers purchasing a blue car also buy cleaning merchandise. Then a
vendor can exploit this information as explained in observation 4 of Section 1.3.3.
A query to a relational database results in a new table derived from other ones. The
standardized structured query language (SQL) can be used to describe the operations of
combining several tables, grouping and sorting records by some attributes, and filtering
records using a combination of conjunctive and disjunctive constraints. In Example
2.1, we show a query written in SQL language that computes the total price for each
purchase. The results are shown in Table 2.1.
Example 2.1 Illustrative example. A query to a relational database using SQL lan-
guage.
SELECT
id,
customer,
date,
(SELECT SUM(price)
FROM purchase items pi LEFT JOIN cars ON (pi.car id = cars.id)
WHERE pi.purchase id = purchases.id) AS total price
FROM purchases;
id customer date total price
#1 Madame Mena 20 Nov 2004 4’216
#2 Akira Macho 12 Feb 2003 9’116
...
Table 2.1: Illustrative example. Result of the Example 2.1 query.
The execution of a query has a computational cost associated with it. For instance, to
query all the cars with a price of less than 7’000 Euros results in testing this condition
40 times (once for each car in the database). Indexes on an attribute (or a combina-
tion of attributes) provide a way to compute queries more efficiently and are usually
implemented using B+ trees [14]. If the table has an index on price, the previous task
would result in testing the condition 5.32 times in average (the logarithm in base 2 of
the number of records in the table).
Databases can also be modeled using the constraint satisfaction paradigm, as proposed in
[24, 21], although they are typically used in configuration, planning, resource allocation
and scheduling problems. As in the relational model, a constraint satisfaction problem
(CSP) [20] defines a set of attributes or variables. However, instead of describing items
in terms of rows or records (an assignment of values for each attributes related to one
same item), a CSP is defined by a set of constraints among the attributes. For instance,
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a constraint could state that all cars with a red or white color are cheaper than 14’880
Euros. Defining the proper set of constraints, the same database as in Example 1.1
can be described as a CSP. Once the database is described as a CSP, well known CSP
algorithms such as backtracking [19] can be used to find all the solutions of the CSP,
which represent the set of available items in the catalog. Then, a query such as “all
the cars that cost less than 7’000 Euros” can be answered by adding the constraint
that all cars cost less than 7’000 Euros and then using the same algorithm to find all
the solutions of the modified CSP. Moreover, soft constraints can be used to specify
preferences, such as “I prefer blue cars that cost less than 7’000 Euros”, which with
the help of optimization algorithms can be used to get a ranked list of all the available
cars. Modeling databases as CSP problems instead of using a simple relation model is
appropriate when the database is complex, such in the case of configurable products as
non-direct flight tickets or insurance policies.
Electronic catalogs (or e-catalogs) are collections of items, such as products or services.
They are stored and queried using a database model. Although they may require complex
structures, for the sake of simplicity and without losing applicability, we assume in this
thesis that e-catalogs are described using the flat model, i.e. one single table, with each
attribute properly indexed for fast access.
Thus, we define an electronic catalog as a set of item descriptions, such as products or
services. Each item is described by a predefined set of attributes, where an attribute is
an abstraction of a characteristic of an item, such as “price”, “color” or “delivery time”.
Formally, we define a catalog as a tuple (A, D, O) where A = {A1,. . .An} is a finite set
of attributes, each associated with a domain D = {D1,. . . Dn} and O is a set of available
item descriptions. If the domain values of an attribute a have an order, then a is said
to be an ordered attribute. Given an item o ∈ O, ai(o) represents the domain value of
attribute Ai for item o.
Note that the above definition, often used in the DSSEC literature, coincides with the
definition of “Pawlak information system”, also known as “attribute-value system” or
“classification system”.
2.3 Multi-attribute decision theory under certainty
Decision theory studies how a decision maker makes (or should make) a choice or decision
[2, 5, 8, 11]. It is a discipline that has its roots in operations research, psychology,
economics and artificial intelligence. Assuming that the set of options to choose from is
well known in advance by the decision maker, a decision problem can be defined as the
problem of finding the best item1 from a set of available (or feasible) items, according
to the decision maker’s preferences. A decision-making process is therefore the process
1The terms action, alternative, item and option are used in the literature to refer to the same concept
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of solving a decision problem. Such decision process can be carried out by a single
person or by a group of persons, and it can be done alone or guided or helped by an
expert. Common examples of decision making include shopping, deciding where to go
for holidays, and deciding your vote in an election. This section is a summary from
[1, 2, 3, 5, 8, 9, 11] of the main concepts used in this thesis regarding decision theory.
A decision problem under uncertainty is a decision problem where the consequence (or
outcome) of a choosing an item (or action) is uncertain. For instance, let’s say that
the decision maker in Example 1.2 is now a contestant in a competition, and she has to
decide between two actions: (1) to not take any risk, which has the consequence that
she instantaneously win car #25 which has a score (or utility, see below) of 75 or (2) to
take a risk by opening a door, with two possible consequences: (1) the contestant wins
nothing if there is a rabbit behind the door, or (2) the contestant wins car #10 which
has the maximum score, 90. In this example, there are two world states, either (1) there
is a rabbit behind the door, or (2) not. If we don’t know if there is a rabbit behind the
door or not, then we say that the state of the world is unknown. When uncertainty over
world states is quantified probabilistically, utility theory prescribes an action that leads
to the highest expected utility [11].
On the other hand, a decision problem under certainty is a decision problem where
choosing an item gives as a consequence the item itself (or more generally, each item is
associated to a certain outcome). For instance, deciding to take the action of buying car
#10 has the certain consequence that the consumer gets car #10. In such situations,
the terms items and outcomes are equivalent, as are value and utility. Decision prob-
lems under certainty are the typical situation when a consumer wants to purchase some
product or service, and are thus the focus of this thesis. We assume decision theory
under certainty for the rest of this thesis2.
Usually, decision problems involve multiple conflicting objectives. Objectives conflict
with each other in the sense that improving one objective may only be achieved at the
expense of another objective. For instance, the decision maker in Example 1.2 stated
that she would like to minimize the price and the mileage at the same time. However,
the cheapest car which costs 2’666 Euros has a mileage of 76’000 km, while the car with
the lowest mileage, 10’199 km, costs 20’770 Euros. Thus, the decision maker needs to
value this tradeoff, i.e. how much achievement on price is she willing to give up in order
to improve achievement on mileage by some fixed amount.
Decision analysis aims at finding strategies (or a framework of thought [5]) that guaran-
tees that the decision-making process leads to a good decision. Thus, the goal of decision
analysis is to construct or articulate user preferences accurately. User preferences can be
modeled by a value or utility3 function that measures the desirability of each item [1].
2Note however, that we do not assume that users have a complete knowledge of their preferences.
Actually, in most of the times users construct their preferences during the decision process.
3We will use the term utility to refer to value or utility (under certainty) in the decision theory sense,
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Then, the best or correct decision4 is the item that is most desired. Decision analysts
(or facilitators) can support decision makers in a decision-making process in order to
work out knowledge deficiencies in decision analysis strategies.
A basic way to construct a utility function for a decision problem is to ask the deci-
sion maker to rank all the available items, but this procedure becomes impractical as
the number of items increases. However, the process can be simplified if the decision
problem exhibits sufficient structure. Additive independence [5] is the most commonly
used structural assumption, even if it is not always satisfied. A decision problem is
additive independent if every subset of the attributes is mutually preferentially inde-
pendent. A set of attributes are mutually preferentially independent if every subset of
these attributes is preferentially independent of its complementary set. A subset of the
attributes X is preferentially independent of its complementary set, X’, if the preference
order of items involving only changes in the values in X does not depend on the values
at which attributes in X’ are held fixed [5, 10]. For instance, in the simplified Example
1.2, price is preferentially independent of mileage, color and airbag because the decision
maker prefers to minimize the price no matter what the mileage, the color or whether or
not the car has an airbag. However, if we do not ignore the decision maker’s comment
“if the car is really cheap, I don’t really care about the color”, then price is not prefer-
entially independent of color, and the decision problem no longer satisfies the additive
independence assumption anymore.
Other less strong structural assumptions exist. For instance, the generalized additive
independence structural assumption is a generalization of the additive independence
assumption, where independence holds among certain subsets of attributes, rather than
single attributes [11]. In this case, the decision analyst would have asked questions
concerning both the price and the color, rather than asking first about price and then
about color.
On the other hand, psychological studies [8] have shown that the preferences of a user
are vague when first confronted with a decision problem, and that they are constructed
(or revised) during the decision-making process. Thus, the strategies used in a decision-
making process are determinant for identifying the correct decision. Descriptive decision
theory studies how decision makers use different strategies to solve a decision problem,
balancing decision accuracy and the effort required to take the decision. That is, in
some low-risk situations a person may be content to identify a satisfying decision, rather
than the best decision, if it involves less effort in the decision making process. For
instance, people typically do not spend much time and effort in selecting what movie to
watch. Several decision strategies have been studied, including elimination-by-aspects,
satisficing, lexicographic, majority of conforming directions and frequency of good and
bad features.
and the term value to refer to the domain value of a cell of a table given an item and an attribute in the
database sense. For instance, using the catalog of Example 1.1, the price value of car #1 is 2666 Euros.
4It is also referred as the target item [12]
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In the following two sections we describe the most representative prescriptive decision
strategy, the weighted additive strategy, and the most representative descriptive decision
strategy, the elimination-by-aspects strategy.
2.3.1 Weighted additive (WADD) decision strategy
The weighted additive (WADD) strategy is a compensatory decision model in that it
allows tradeoffs between attributes, i.e. provides the ability that good utilities on some
attributes can compensate for bad utilities on other attributes. To construct the utility
function, this approach only requires the assessment of the attribute utility functions and
the weights. If they can be assessed accurately, the utility function is accurate (under
the additive independence assumption) and thus picking the item with highest utility
leads to the correct decision.
Under the additive independence assumption, the weighted additive strategy (WADD)
[8] reformulates the utility function as a weighted sum of attribute utility functions:
u(x) =
n∑
i=1
wiui(xi) (2.1)
where x is an item, x i is the domain value of the item x for attribute Ai, w i is a scaling
factor or weight used to represent the importance of attribute Ai and ui is an attribute
utility function over attribute Ai. The ui functions are scaled from zero (least desired
attribute value) to one (most desired attribute value),
∑
w i = 1, w i > 0, and thus u
also ranges from zero to one.
Decision analysis prescribes several approaches for assessing attribute utility functions,
such as proportional scores and ratios. The proportional scores approach can be applied
to objectives that are associated to an attribute with an interval or ratio measurement,
and it basically scales the attribute so that the utility of the best attribute value is
one, the utility of the worst attribute value is zero and the utility of the intermediate
attribute values reflects the distance between the best and the worst [9]. For instance,
in Example 1.2 the decision maker prefers to minimize the price. We assign a utility
of one to the cheapest price, 2’666 Euros in the catalog, and a utility of zero the most
expensive, 30’876 Euros.
Uprice =
worst price− xprice
worst price− best price =
30876− xprice
30876− 2666
The ratios approach is based on turning attributes with any level of measurement to
ratio measurements using subjective comparisons. In Example 1.2, the decision maker
compared the blue and white color saying that blue was perfect and white was half as
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good as blue. Using more comparisons, she assigned 100 points to blue, 90 to black, 50 to
white and 25 to red. The decision analyst needs to simply scale these ratio assessments
from zero to one. A similar approach could also be used to assess the price in case the
preferences on price do not exhibit a linear model as in Example 1.2.
Ucolor = a+ b ∗ points Ucolor(blue) = 1
Ucolor(black) = 13/15
0 = a+ b ∗ 25 a = −1/3 Ucolor(white) = 1/3
1 = a+ b ∗ 100 b = 1/75 Ucolor(red) = 0
Once the attribute utility functions have been assessed, we need to elicit the weights.
A common approach is called swing weighting, and it is based on comparing well-
constructed hypothetical items. First, a worst item is constructed by assigning the
worst value to each attribute. Then, for each attribute, a new item is constructed by
taking the worst item and switching the value of that attribute from worst to best. The
list of constructed items in Example 1.2 can be seen in Table 1.1 at page 7. The decision
maker needs to choose which of these constructed items is best, hereafter called the
best item. Then, the procedure continues much like the previous ratios approach: for
each attribute, the decision analyst asks how much satisfaction the decision maker gets
(hereafter the rate, in percentage) by switching the value of that attribute from worst to
best compared to switching from the worst item to the best item. With this procedure,
we are eliciting the weight associated to each attribute because we are using equation
(2.1) with a constructed item that has a weight of one for that attribute and a weight
of zero for the rest of attributes. As the sum of weights is defined to be one, the weight
for each attribute is simply the given rate of the associated constructed item divided by
the sum of all the rates.
Once we have assessed all the attributed utility functions and the weights, we can com-
pute the utility of all the items using equation (2.1).
2.3.2 Elimination-by-aspects (EBA) decision strategy
The elimination-by-aspects (EBA) heuristic describes a strategy commonly used by de-
cision makers and it was first introduced in [3]. It contrasts with the weighted additive
strategy in that it is more accepted by people [3] with the disadvantage that it is not a
sound strategy, i.e. it does not guarantee that the decision maker will take the correct
decision.
The EBA strategy is a sequential elimination process. The decision maker begins the
process by defining the most important aspect that candidate solutions should possess.
An aspect can be defined by an attribute and its desirable minimum individual utility.
The items that do not include this aspect are removed from consideration. The process
continues by selecting the second most important aspect and so on until there remains a
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single candidate item, which is selected as the decision. Thus, an aspect can be modeled
as a constraint, as defined in the databases domain. If the utility function of an ordered
attribute is monotonic5, then the minimum individual utility can be replaced by the
desired minimum attribute value (or maximum if the utility function is decreasingly
monotonic).
For instance, in the catalog of Example 1.1 the decision maker could decide that a “price
limit of 10’000 Euros” is the most important aspect. This aspect already eliminates 28
of the 40 cars. The second most important aspect could be “to have the airbag option”.
At this step there are only six cars left. Assuming that the order of preference for color
is blue, black, white and red at last, as in Example 1.2, the next chosen aspect could be
“at least as good as black”. As there is still more than one candidate item, she selects
the aspect “less than 50000 km”, which leads to two cars, car #10 and car #12. The
decision process would continue with the next important aspect; however, in this small
illustrative example there are no more attributes to choose from. Moreover, we can see
in Example 1.2 that these two cars have a very similar utility, making it difficult to
differentiate using the elimination-by-aspects approach. This example also highlights
that decision makers combine multiple decision strategies for one given problem as we
will see in Section 2.3.3.
Tversky defines the state of mind as a sequence of aspects which leads to a unique
candidate item. He argues that this state of mind is easy to apply, involves no numerical
computations, and it is easy to explain and justify. As we mentioned in the beginning
of the section, EBA has the drawback of having low decision accuracy. This problem
comes from the fact that EBA cannot ensure that candidate items are better than those
eliminated at each step. For instance, choosing the aspect “price limit of 10’000 Euros”
would eliminate a very good car that has zero mileage but costs just a little more.
2.3.3 Discussion
Decision accuracy and decision confidence
We have revised a prescriptive decision strategy, WADD, and a descriptive one, EBA.
Conflicting objectives are confronted and resolved by considering the extent to which
one is willing to trade off more individual utility of one attribute for less individual util-
ity of another attribute. Compensatory decision strategies are those that allow trade-
offs between attributes, i.e. provide the ability that good utilities on some attributes
can compensate for bad utilities on other attributes. Some decision strategies such as
WADD confront the conflicts (compensatory), while others such as EBA avoid them
5A utility function u is increasingly monotonic if, whenever item x i is preferred or indifferent to item
x j , then u(x i) >= u(x j). Conversely, a utility function u is decreasingly monotonic if, whenever item
x i is preferred or indifferent to item x j , then u(x i) <= u(x j). A utility function u is monotonic if it
is increasingly or decreasingly monotonic. Stated differently, a monotonic utility function is one that
preserves the order.
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(non-compensatory). Strategies that avoid conflicts tend to have lower decision accu-
racy.
Even if EBA has low decision accuracy, in [3] Tversky argues that people prefer this qual-
itative reasoning strategy rather than quantitative reasoning strategies such as WADD.
He gives two reasons for this. Firstly, because it requires less computational cognitive
effort to apply. However, this reason is not applicable in the case of decision makers
using decision support systems (the focus of this thesis) to whom the computational
task is delegated.
The second more crucial reason here is the concept of confidence. Tversky argues that
people are reluctant to accept the principle that decision should depend on computations
based on subjective estimations of utilities in which the decision maker herself has only
limited confidence, as in the case of WADD. EBA is easy to explain and justify and thus
it leads to more confidence in the rationality of the decision.
Adaptive decision maker
The author in [8] explains that decision makers may choose which strategy to use de-
pending on (1) the decision problem and (2) their goal for the decision, either to be
accurate or to minimize the effort of the decision-making process. Moreover, decision
makers may use a combination of the basic decision strategies. For instance, if in the
catalog of Example 1.1 there were more than one thousand cars, the decision maker
could first use the elimination-by-aspects approach as a first filter based on mandatory
requirements and then use a more accurate decision strategy on the remaining items.
Not monotonic construction of preferences.
Another important aspect of the strategies studied in decision theory is that they build
a preference model incrementally along the decision process in a monotonic way, i.e.
learning a new piece of knowledge does not conflict with the current preference model,
but just adds to it. However, psychological studies [8] have shown that decision makers
update or revise their current preference model with conflicting knowledge during the
decision process, for instance by relaxing or narrowing their chosen aspects in the case of
the elimination-by-aspects strategy. In the example of Section 2.3.2 the decision maker
uses the elimination-by-aspects approach and finds two candidate cars while there are no
more aspects to add to the preference model. Instead of allowing the decision process to
become paralyzed and fail, in a real situation, the decision maker would typically revise
the preference model by narrowing some of the aspects in order to eliminate one of the
two candidates. Restricting the cars to the ones with blue color (the most desirable
one), would successfully solve the decision problem. Thus, a decision-making process
is a process where decision makers iteratively revise their preference model by adding
knowledge or updating the current one (unless using a normative strategy such as WADD
and probably with the guidance of a decision analyst). Also, psychological studies [8]
suggest that decision makers revise their preference model as they learn more about the
different items in the catalog, and thus the decision process itself is influenced by the
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items that the decision makers inspect during this process.
2.4 Query-feedback search
Most people may not have an accurate idea of their preferences while looking for an item
such as cars and movies, and moreover may they have an ill-defined understanding of the
item domain [32]. Psychological studies [8] suggest the idea of constructive preferences,
where decision makers begin the decision process with a vague set of preferences and
refine them as they learn more about the domain (e.g., which attributes are of interest
to her, the set of available values for the attributes or the available items in the catalog).
In DSSECs, decision makers can learn about the domain through feedback provided by
the system. Thus, in DSSECs the decision and the decision process itself are influenced
by feedback that the system provides to the decision maker during the decision process.
For instance, in the illustrative example of Section 1.3.3 the consumer begins with the
vague preference model “cars around 70’00 Euros”. Then the vendor shows him two
cars that cost 6’515 and 9’238 Euros. Next, the consumer inspects these two cars, one of
which is red, and realizes that she does not like red cars6. By stating this new preference,
she has revised her preference model. Thus, the consumer is constructing her preference
model based on the cars that the vendor shows her.
Several authors have incorporated this concept into the design of user interfaces for
searching in electronic catalogs [29, 32, 33, 24, 46, 50, 51, 52, 56, 57, 58] proposing the
concepts of retrieval by formulation [29], conversational systems, information visualiza-
tion seeking (InfoVis) and dynamic querying [66], candidate/critique [33], interactive
data exploration and analysis (IDEA), example-critiquing [46], navigation by asking [37]
and navigation by proposing [37] interaction models, among others.
Systems proposed in the literature differ in (1) how the preference model is modeled, (2)
what type of feedback the system provides to the user and (3) what type of feedback the
user is allowed to provide to the system. These three properties are however, often quite
interrelated. For instance, in FindMe [32] the user feedback is limited to choosing among
a set of options provided by the system such as “this apartment is OK, but make it (1)
bigger or (2) cheaper” and a mathematical preference model is implicitly constructed by
aggregating all the (possibly contradictory) user feedback.
In some systems, the preference model is a direct mapping of the user feedback. This
is the case where the preference model simply consists of a query, such as “cars cheaper
than 10’000 Euros and with blue color”, and the type of user feedback received allows
for the direct modification of a query, such as adding the extra constraint “with airbag”.
6Note that this statement is a vague preference in a colloquial form, and lacks formal semantics, i.e.
the context is not clear: does the user prefer any other car to a red one? does she prefer other colors, as
long as other attributes are the same (ceteris paribus)?
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In this thesis we are interested in this case, where the preference model is simply an
explicit query that the user can directly modify.
We define a user query as a set of either parametric constraints or parametric utility
functions. Constraints are conditions that need to be satisfied and they are typically
used in descriptive decision strategies such as elimination-by-aspects, satisficing, lexi-
cographic, majority of conforming directions and frequency of good and bad features.
Utility functions can handle user preferences and they are typically used in prescriptive
decision strategies such as weighted-additive and equal weight strategies, which have the
ability that good utilities on some attributes can compensate for bad utilities on other
attributes. Given such a query, several types of system feedbacks have been proposed in
the literature and are discussed below. Depending on the type of feedback, queries can
be handled as a set of parametric constraints or as a set of parametric utility functions.
For instance, given the query “maximum price of 10’000 Euros”, if treated as a constraint
it would filter out 28 from the 40 cars from the catalog of Example 1.1. The same query
treated as a parametric utility function would assign a utility for each possible price.
Combining the utilities for several attributes, this latter approach can then provide a
ranked list of cars to the user.
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Figure 2.2: Decision process in the query-feedback search interaction model.
Thus we define the query-feedback search interaction model as an iterative process in
which a user makes queries to the system in order to develop her domain knowledge and
preferences through the system feedback, until she finds a good decision. It is illustrated
in Figure 2.2. The query-feedback search interaction model consists of mainly of four
steps:
1. initial query7: the user has some vague preferences, and issues an initial query
to the system;
2. system feedback: the system generates feedback (e.g. a subset of the items of
the catalog or even questions) taking into account the user query;
7This step is optional for some systems
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3. develop knowledge and preferences: the user studies the system feedback,
thus improving her knowledge about the domain and refining her preferences.
4. modify query: the user modifies the query to continue searching according to
her preferences.
This process continues by repeating steps 2, 3 and 4 until the user makes a decision by
selecting one of the items of the catalog.
Several classes of system feedback have been proposed8, namely: matching list, ranked
list, diversity, suggestions, system-proposed critiquing, look-ahead frequency, conflict, cor-
rective and visualization. Note that these classes of system feedback are mostly inspired
from conversations in traditional commerce, as the illustrative example provided in Sec-
tion 1.3.3. In Table 2.2 we give a quick overview of these classes and they are then
discussed in the following sub-sections.
Feedback class Message that it conveys
Matching list The following items match your query.
Ranked list The following items are ordered by how close they satisfy your
query.
Diversity Your query is too vague. The following items may help you
to focus more.
Suggestions Explicit: Maybe the following items could also be of interest
to you.
Implicit: You may still have hidden preferences.
System-proposed
critiquing
Compare your current choice to the rest of the items in the
catalog.
Conflict The following is the mismatch between what you want and
what it is in the catalog.
Corrective You need to relax your query in one of the following ways.
Table 2.2: Classes of system feedback revised from the literature, and the informal
message they convey to the user.
2.4.1 Matching list feedback
A query-building interface was the first type of user interface that exploited the idea of
the query-feedback search interaction model. It allows users to enter a query and view
8Note that in this thesis we take into account content-based systems only, thus intentionally excluding
collaborative types of feedback, such as “people that bought this product also bought product X”. For
a survey on collaborative methods, see [59].
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all the items matching the query (and thus, filtering out the ones that do not match).
After users inspect the matching items, they can revise their query and get the new list
of matching items. It was proposed in [29] under the notion of retrieval by reformulation,
in order to assist a user in searching in a database. A screenshot of their system called
RABBIT is shown in Figure 2.3. Here the query is a list of constraints, and it is made
explicit by displaying the query during the whole interaction. Referring to the query-
feedback search interaction model, the feedback provided by the system is just the list
of all the items in the catalog matching the query. Concretely, the system displayed a
list of short descriptions of the matching list and the user could select one of the items
to display in detail. The user could select options such as “require” or “prohibit” a
certain value of an attribute from the current displayed item. The updating of the query
was straightforward and the system presented the new query and matching list of items.
The case of a failing a query was not treated in this work and we guess that the system
did not provide any assistance other than allowing a chronological retraction of previous
updates or manual modification of the query.
Dynamic querying [66] is a similar interaction model in the sense that a user interface
allows the progressive refinement of the query while seeing the matching items available
in the catalog. The difference is that the query is elicited using graphical widgets and
the items are displayed using visual representations. It is explained in more detail in
Section 2.4.7.
The decision process in these two DSSECs is similar to the elimination-by-aspects (EBA)
decision strategy. As explained in Section 2.3.2, with the EBA strategy, decision makers
construct a set of aspects used to filter out the items that do not satisfy them. However,
in these systems the set of aspects is modeled as an explicit query which users can revise
at any time by adding new aspects or revising previous ones at any time in any order,
thus unblocking situations like the arrested decision process presented in Section 2.3.3.
2.4.2 Ranked list feedback
Rankings can be based on different criteria, such as utility, similarity or pareto-optimality.
In Section 2.3.1 we introduced the weighted additive (WADD) decision strategy, which
decomposes the utility function as a sum of attribute utility functions. The utility func-
tion can be constructed with the elicitation of attribute utility functions and the weights.
If they can be elicited correctly, the utility function would be accurate, under the as-
sumption of additive independence. However, the approaches prescribed in classical
decision theory to elicit them are not well accepted for causal decision makers, who pre-
fer a conversation as in the example in Section 1.3.3 rather than an interrogatory as in
the example of Section 1.3.2.
In order to simplify the elicitation of the attribute utility functions and to have a more
9Figure reprinted from [29], Copyright ©1984, with kind permission of Elsevier.
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Figure 2.3: A screenshot of the RABBIT system [29]9.
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natural conversation between a user interface and a user, parametric attribute utility
functions are commonly used [12, 13]. We call parametric weighted additive (PWADD)
strategy the approach of using parametric attribute utility functions with the weighted
additive strategy. Using parametric functions has the main advantage of reducing the
elicitation effort. On the other hand, there is not a theoretical correct way to design
these types of functions while the whole process of utility elicitation is “as much of an
art as it is a science” [5].
In Section 1.3.3 we described the swing weighting approach to assess the weights. Again,
this approach is hard to use and other strategies are proposed in natural user interfaces.
The most common approach is to let the user rate the importance of each attribute
utility function, such as giving a number between 1 and 5 or selecting a rate from a
predefined set of ratings such as “few important”, “important” or “very important”. As
in WADD, these weights are scaled so that
∑
w i = 1, w i > 0.
In the example-critiquing interaction model, the items displayed are the k items with
highest utility. The user can criticize the displayed items by changing the parameters of
the attribute utility functions or the weights. There exist algorithms such as [22] that
can identify the top k-items without computing the utility for each item in the catalog.
Next we describe two examples of parametric attribute utility functions.
Example 1
In Figure 2.4 we see an example of a parametric attribute utility function for the at-
tribute “price”. It has two parameters, Max userprice and Offset. Max userprice is a
value that the user can specify to indicate the desired maximal price. Offset indicates a
margin for acceptable values, and it could be specified by an absolute value, or by a per-
centage value of Max userprice. The computation of this parametric function requires
eliciting only one value from the user, Max userprice. If the price of the item is lower or
equal to Max userprice - Offset, the individual utility is 1.0. If the price of the item is
bigger or equal to Max userprice + Offset, the individual utility is 0.0. If the price of the
item corresponds exactly to the price specified by the user, then the individual utility is
0.5. Otherwise the individual utility is a liner function between the two neighbor domain
values.
One problem with this parametric attribute utility function is that the designer of the
catalog would need to carry out a user study to determine the value of the Offset pa-
rameter that best fits the intended users.
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Figure 2.4: Example of a parametric attribute utility function for attribute ”price”.
Example 2
In Figure 2.5 we see another example of a parametric attribute utility function for the
attribute “price”. It has 3 parameters: Min dbprice, Max dbprice and Max userprice.
Min dbprice (Max dbprice) is the domain value of attribute price of the item in the
database which price is the cheapest (more expensive)10. As in the previous example,
Max userprice is a value that the user can specify to indicate the desired maximal price.
As well as in the previous example, the computation of this parametric utility function
requires eliciting only one value from the user, Max userprice. If the price of the item is
lower or equal to the lowest price in the catalog, he individual utility is 1.0. If the price
of the item is bigger r equal to th maximum price in he catalog, the individual utility
is 0.0. If the price of the item corresponds exactly to the price specified by the user, then
the individual utility is 0.5. Otherwise, the individual utility is a liner function between
the two neighbor domain values.
The main advantage of this parametric individual utility function in respect to the
previous example is that the designer of the catalog does not need to carry out a user
study to determine the parameters Min dbprice and Max dbprice because they are taken
from the database and therefore there are fewer assumptions made about the intended
users.
2.4.3 Diversity feedback
Showing a ranked list is very useful because it lets the user focus only on the k-best
items. However, while the k-best items are very relevant to the user query, they may be
10Alternatively, as in [13], Min dbprice and Max dbprice can be explicitly given. In this case, para-
metric utility functions would not change if new items are added into the catalog.
36 CHAPTER 2. DECISION SUPPORT SYSTEMS FOR E-CATALOGS
 31 
Figure 6. Another example parametric attribute utility function for attribute "price" 
 
2.4.3 Diversity explanations 
Showing a ranking list is very useful because let the user focus only on the k-best items. 
However, while the k-best items are very relevant to the user query, they may be also very 
similar to each other and the user would not learn much about the domain. It would be better 
to present the best items relevant to the user query and at the same time show the range of 
different possibilities. We have seen such a case in the example of Section 1.3.3, where the 
second option the vendor showed it was not the second best car because it was practically 
identical to the first one. 
 
Showing diversity is a kind of explanation used in DSSECs. One of the first systems to 
implement such approach was the Automated Travel Assistant (ATA) [33]. 
Since then, other researchers [52, 36, 37, 45] has worked on this concept, proposing several 
approaches to measure diversity. 
 
2.4.4 Suggestions explanations 
As we explained previously, most people may not have an accurate idea of their preferences 
while looking for an item such as cars and movies. Linden introduced the idea that 
DSSECs should not only presents the k-best ranked items but also a set of items (or 
suggestions) which are significantly different among them and not directly matching the 
current preference model, in order to stimulate the expression of more preferences [33]. 
Thus, suggestions have the potential to stimulate the expression of preferences, thus getting 
more accurate preference models and, in turn, better decision accuracy. 
 
In the Automated Travel Assistant (ATA) [33], the system shows items with respect to the 
preference model, and in addition, items with extreme values for some of the attributes in an 
attempt to elicit a new preference. For instance, if the user has expressed her intention to 
minimize price and have the airbag option, the system could also show the car with the 
minimum mileage. In this case, inspecting this example could potentially stimulate the user 
to express a preference about mileage. See Figure 7 for a screenshot of the ATA system. 
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Figure 2.5: Another example parametric attribute utility function for attribute ”price”.
also very similar to each other and the user would not learn much about the domain. It
would be better to present the best items relevant to the user query and at the same time
show the range of different possibilities or the coverage of the recommendation space.
We have seen such a case in the example of Section 1.3.3, where the second option the
vendor showed was not the second best car because it was practically identical to the
first one.
Showing diversity is a kind of feedback used in DSSECs. One of the first systems to
implement such approach was the Automated Travel Assistant (ATA) [33]. Since then,
other researchers [57, 37, 39, 50] have worked on this concept, proposing several metrics
to measure diversity. The tradeoff to show diversity is often a decrease in similarity
of recommended set in respect to the requested query. In [44], the author proposes to
define a maximum of loss in similarity in domains in which the loss of similarity should
be strictly controlled.
In [47], the authors observed that showing diversity during the whole decision process
may actually result in a loss of decision accuracy. They showed that there are two phases:
(1) first, the decision maker has a vague knowledge of her preferences and showing
diversity is beneficial, and (2) a second phase where she has reached a more complete
knowledge of her preferences and showing diversity may result in the target option being
removed from consideration. Thus, in this second phase it would be preferable to show
similarity (ranked list) rather than diversity in order to improve decision accuracy.
2.4.4 Sugg stions feedback
As we explained previously, most people may not have an accurate idea of their pref-
erences while looking for an item such as cars and movies. Linden introduced the idea
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that DSSECs should not only presents the k-best ranked items but also a set of items
(or suggestions) which are significantly different among them and not directly matching
the current preference model, in order to stimulate the expression of more preferences
[33]. Thus, suggestions have the potential to stimulate the expression of preferences,
thus getting more accurate preference models and, in turn, better decision accuracy.
In the Automated Travel Assistant (ATA) [33], the system shows items with respect
to the preference model, and in addition, items with extreme values for some of the
attributes in an attempt to elicit a new preference. For instance, if the user has ex-
pressed her intention to minimize price and have the airbag option, the system could
also show the car with the minimum mileage, potentially stimulating the user to express
a preference about mileage. See Figure 2.6 for a screenshot of the ATA system.
Figure 2.6: Screenshot of the Automated Travel Assistant (ATA) system [33]11.
However, the heuristic proposed in ATA has not been evaluated with a user study. In [51,
61, 62], the authors suggested that this heuristic may not be very effective because the
suggestions would not be reasonable choices and thus users would not perceive the benefit
of adding a new preference. They proposed instead the look-ahead principle strategy,
which states that suggestions should not be optimal under the current preference model,
but should provide a high likelihood of optimality when an additional preference is added.
For instance, considering the previous example, the system could suggest the best car
11Figure reprinted from [33], Copyright©1997, with kind permission of Springer Science and Business
Media.
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in the catalog that minimizes price, mileage and has the airbag option.
2.4.5 System-proposed critiquing feedback12
A user interface with easier questions is the solution proposed in [32] with their FindMe
system. See Figure 2.7 for an example screenshot. Concretely, the system selects only
one example and during the feedback step, the system gives a very limited set of vague
critique options like “this item is OK, but make it X”, where in the previous example
‘X’ can be ‘bigger’, ‘cheaper’, ‘nicer’ or ‘safer’. This type of question requires less
cognitive effort to answer compared to more precise questions requiring a specific value
such as “indicate the maximum price” because the answer contains less information and
it is contextualized to one concrete example. The system updates the preference model
according to user critiques and in the case of failing queries, the system performs a pre-
defined domain-dependent ordered list of operations to relax the preference model. As
user critiques can be contradictory during the course of an interaction and the preference
model is hidden, the user may eventually not understand the justification of the displayed
example nor, even more importantly, have the possibility to redirect it to a known state
(apart from restarting the system) which may lead to confusion.
Figure 2.7: A screenshot of the FindMe system [32]13.
12The term system-proposed critiquing has first appeared in [63], where the authors wanted to differ-
entiate it from a user-motivated critiquing approach.
13Figure reprinted from [32], Copyright©1996, with kind permission of the American Association for
Artificial Intelligence.
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Researchers [48, 52, 49, 64] have extended the previous work by proposing compound
critiques feedback, where the system displays the best item according to the current
preference model, and organize the remaining items in a set of categories explaining
qualitative tradeoffs in comparison to the best one. Under the name of dynamic cri-
tiquing, in [48, 52] the authors propose to select the categories (or compound critiques)
with lower support values, as these would eliminate many items from consideration if
chosen. This approach has the advantage that, if one of the compound critiques turns
out to be interesting to the user, selecting it would probably require less cognitive ef-
fort than manually inspecting all the matching items, and extracting and applying the
individual critiques one by one. A screenshot of the system is shown in Figure 2.8.
Figure 2.8: A screenshot from [47] implementing the dynamic critiquing approach14.
Under the name of incremental-critiquing, in [49] the authors consider also past critique
selections in order generate the categories. The approach in [64] differs in the method
of generating the categories and the proposition to include a few items in each category.
In [45], the author proposes to feed the user critiques as semantic ratings into a col-
laborative filtering algorithm. For instance, a restaurant recommender system may be
able to identify the class of users who select the “nicer” critique frequently and the
14Figure reprinted from [47], Copyright©2004, with kind permission of Springer Science and Business
Media.
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“cheaper” critique rarely, and make new recommendations to them based on inter-user
comparisons.
2.4.6 Look-ahead frequency, conflict and corrective feedback
Already in 1982, Kaplan showed the importance of system feedback in case of failing
queries [28] in databases, in his system called CO-OP. The author proposed to show the
minimal conflict set (MCS) which is a sound and minimal explanation of why there are
no items in the catalog satisfying a query. For instance, given the catalog of Example
1.1 and the query “price ≤ 6’500 Euros AND mileage ≤ 50’000 km AND color = blue
AND airbag = yes”, the minimal conflict set tells that there are no items with a “price
≤ 6’500 Euros AND mileage ≤ 50’000 km”. The author also proposed to show a set
of possible relaxations which turns a failing query into a successful query. The type of
relaxations proposed was to remove some of the constraints in the query. For instance,
in the previous example the user has the choice to “remove constraint about price” or
“remove constraint about mileage”. This approach was named cooperative answering in
databases, or cooperative databases.
The authors in [30] showed the importance of improving the type of proposed relaxations
in the situation of failing queries, in their system called FLEX. Concretely, given a
failing query q, they proposed to show a query q’ as close as possible to q with the
property of being a successful query. Therefore, in this case a relaxation could consist
of slightly modifying a constraint rather than removing it as previously. For instance, in
the previous example the user has the choice to “change price to 9’238 Euros (instead
of 6’500 Euros)” or to “change mileage to 55’700 km (instead of 50’000 km)”.
However, the task of computing this type of system feedback is NP-hard [18]. In this
sense, researchers have focused on heuristics and methods to circumvent this drawback.
In [30], the authors used heuristics to solve this task, but they did not provide a study of
the computational cost. The authors in [55] proposed to speed up this process by using
a small portion of the database to learn the domain’s causal structure, which was then
used to produce the modified queries.
This type of system feedback has also been proposed for interactive problem solving
(such as complex product configuration) or diagnosis [23] tasks using the constraint sat-
isfaction problem (CSP) framework, as in the case of the ILOG configurator [38]. In
this case, this type of feedback has been named corrective feedback. QuickXPlain [25]
is a conflict detection algorithm that can be applied to arbitrary constraint propagation
CSP algorithms to find minimal conflicts. In [26], the authors proposed to first compile
the configuration problem in an automaton representing the set of solutions of the CSP,
and then use this data structure to provide corrective feedback efficiently.
The look-ahead frequency feedback shows the number of items that satisfy the current
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query in the case that an attribute-value pair was added (to the current query). For
instance, given the query “price ≤ 11’000 Euros AND airbag=yes”, the look-ahead
frequency for the attribute color would state that there are 4 black cars, 2 blue cars,
2 red cars and one white car. This type of feedback requires a database test for each
attribute-value pair.
2.4.7 Visual feedback
Information visualization, or Information visualization seeking, is the use of computer
tools to interactively visualize representations of abstract data in order to amplify cog-
nition [69, 92]. It relies on the extraordinary human visual capability to quickly find
patterns and exceptions in visual representations [67]. Visual representations are made
from space, marks, connection and enclosures, and temporal encoding, where space is
its most fundamental aspect [69]. In the last twenty years several successful visualiza-
tions have been proposed, such as starfield displays and treemaps that help to explore
large information spaces and as such are an alternative type of system feedback for
implementing electronic catalogs.
Starfield displays [67] are scatter-plot diagrams which map ordinal attributes to axes,
where items of a database are positioned using markers. Although starfields use typically
only two axes, the dimension of the visual representation can be augmented by adding
properties to the markers, such as size, color, labels or icons. Occlusion is one major
drawback of starfield displays, where markers in the plot that are very close may overlap
thus making the diagram difficult to interpret.
Treemaps [65] are visual representations used when the items in a database have a hier-
archical relationship. Items are represented by rectangles that are arranged and sized to
graphically reveal underlying data patterns. As in the starfield displays, these rectan-
gles can be colored and labeled to increase the number of dimensions being represented.
Treemaps allows users to easily recognize complicated data relationships that are other-
wise non-obvious.
Other visual representations exist, such as parallel radial graphs, hyperbolic tree browser,
parallel coordinates, fisheye and treeview. For more information, the reader is referred
to [69]. In a user study [36], the authors found out that their prototype InfoZoom based
on the fisheye visualization would perform better in terms of search speed, accuracy,
efficiency and user satisfaction than the hierarchical interface.
Dynamic querying [66] is an interaction model where users can specify queries and the
visual representations are updated to show only the items matching the queries. Such
queries can be rapidly adjusted by graphical widgets such as sliders, buttons and maps.
15This screenshot was produced using the Spotfire software. See http://www.spotfire.com for more
details.
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Figure 2.9: A screenshot of a starfield visual representation, used in the Spotfire soft-
ware15.
The visual representation used can be starfield displays, treemaps or any other, even
a combination of them as in [68, 34]. As in example-critiquing, the dynamic queries
interaction model supports the progressive refinement of the query and the continuous
reformulation of the goals. Figure 2.9 shows a starfield display with dynamic querying.
The user can select the attributes used in the two axes, and interactively filter the items
according to her criteria.
2.4.8 Discussion
We have analyzed several DSSECs and have described a generalized model, called query-
feedback search interaction model. The query-feedback search interaction model is an
iterative process in which a user makes queries to the system in order to develop her
domain knowledge and preferences through the system feedback, until she finds a good
decision. Then, we have positioned the different DSSECs into the query-feedback search
interaction model by describing the class of system feedback they provide: matching
list, ranked list, diversity, suggestions, system-proposed critiquing, corrective and visual
feedback. We have also illustrated them using the example of Section 1.3.3.
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2.5 Subjective constructs
Trusting intentions (such as the intention to use, revisit or purchase from an e-vendor)
on e-commerce have been studied from various viewpoints such as search effort, domain
knowledge, decision accuracy, ease of use, usefulness, predictability, competence, benevo-
lence, integrity, enjoyment, social presence, confidence and trust [78, 79, 81, 85, 86, 88,
64, 89]. E-commerce is far more impersonal, anonymous and automated than traditional
commerce carried out between people [79] and it has not reached its full potential due to
a lack of online purchase confidence [94] and consumer trust [79, 82, 83, 84]. According
to [94], only 1.6% of visits to an e-commerce site result in purchases, and two-thirds
of shoppers who get as far as putting items in a virtual shopping cart abandon the
process before checking out. Researchers have shown the importance of taking into ac-
count decision confidence when designing user interfaces for search in electronic catalogs
[80, 33, 56].
Predicting user acceptance of new technology is a mature research that started with
the work of Davis in 1989 [72] with his technology adoption model (TAM). The author
demonstrated that perceived usefulness and perceived ease of use were determinants of
the intention to use a new information technology. Current theoretical models with
roots in information systems, psychology and sociology can explain over 40 percent of
the variance in individual intention to use information technology [87]. TAM has also
been applied within e-commerce, and the authors in [86] have shown that intention to use
also depends on trust towards the e-vendor, and trust is affected by perceived integrity,
security and ease of use. Indeed, trust is a complex concept and has concisely been
defined by [75] as the belief of a customer that she can rely on the assistance of a vendor,
or the willingness to depend on a vendor [85].
Decision confidence can be defined as the certainty of the decision maker that she has
made the best decision. It positively affects the intention to buy [90], and evidence of this
in DSSECs comes from [63]. In [89] it was shown that decision confidence also positively
affects the perceived usefulness. In the same study, the authors found that decision accu-
racy is a positive determinant of decision confidence, and that in turn, search effort and
prior domain knowledge were determinants of decision accuracy. Domain knowledge can
be defined as the knowledge that a user has about a domain, such as used cars or books,
e.g. the possible objectives, the importance of such objectives and the performance of
the items on such objectives. The authors in [80, 63] found out that perceived control
positively affects decision confidence.
The constructs of perceived competence, benevolence and predictability are introduced
in [85] as antecedents of trust, and define perceived predictability is the belief that the
e-vendor’s actions (good or bad) are consistent enough that a consumer can forecast
them in a given situation. The authors also describe the benefits of trust in e-commerce
as the intention to purchase, cooperate and share information. Also, a user study with
explanation interfaces [60, 64] showed that perceived competence positively affects the
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intention to return, but not necessarily with intention to purchase.
Social presence is the extent to which a medium allows users to experience others as
being psychologically present. The authors in [88] carried out an experiment providing
the e-commerce site with different levels of human warmth and sociability and found out
that social presence positively affects perceived usefulness, trust and perceived enjoyment.
Perceived enjoyment, in turn, can influence users to revisit and trust an e-vendor.
Social influence is also a determinant of intention to use, and is defined in [87] as the
degree to which an individual perceives that important other people, such as family,
friends or colleagues, believe she should use the new information technology.
Table 2.3 summarizes the relationships of the different constructs.
2.6 Experimental design
To evaluate the performance of DSSECs, we have subjective measures (the ones pre-
sented in the previous Section) as well as objective measures (decision accuracy). Re-
searchers have designed questionnaires that have shown been to have strong content
validity to evaluate the previous subjective measures. Particularly, for measuring per-
ceived ease of use and perceived usefulness, the questionnaire provided in the TAM
model is widely accepted [72]. In [85] there is a questionnaire to measure trust, in [88]
for enjoyment and in [35, 41, 89] for confidence. To measure perceived cognitive effort,
the standard accepted evaluation is the NASA TLX test [73].
In [8] the author defines two fundamentally different ways to define the quality or accu-
racy of a judgment or decision: (1) A good decision is one that follows a good decision
process, or (2) a good decision can be defined solely on the basis of the utility of the
decision. The community has taken the second approach as it is easier to measure. Con-
cerning this second approach, one technique is to use basic principles of coherence, such
as consistency (repeating the same decision to the same decision problem in different
points in time), not exhibiting intransitive preferences, or not selecting dominated items
[8]. However, concerning dominated items, users state additional preferences only if they
perceive this as beneficial because there is a user cost in doing so [61], and thus, it is not
possible to decide whether one item is selected or not because the system may not have
completely elicited the preference model of the user.
In risky choice environments, [6] defined decision accuracy as the ratio of correct decisions
out of the total number of decisions, where a correct decision is the decision with highest
utility. To evaluate whether a decision is correct, the authors in [35] proposed to give
the opportunity to the consumer to change her mind and switch to another item after
making a purchase decision, where switching would indicate an incorrect decision. The
authors in [56] proposed an experimental design in which the user first makes a decision
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Table 2.3: Relation of construct antecedents. A citation shows a row being a direct
determinant of a column. For instance, search effort is a direct determinant of decision
accuracy, and it is described in [89].
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by selecting one item using the user interface under evaluation, and then there is a
validation phase in where the user is presented with a sortable flat list of the items
which the user is asked to carefully inspect all of them in order to find again the best
item. If the selected items in both phases are the same, the decision is assumed to be
correct.
However, this design has two main disadvantages: First, the procedure becomes less
feasible as the number of the items in the catalog increases, as it would require too much
effort for the participant to inspect all the items. Secondly, this validation is negatively
affected by the confirmation bias, which is a form of selection bias in collecting evidence,
wherein decision makers search evidence that confirms their hypothesis (or decision),
rather than evidence that could disconfirm their hypothesis [70]. More evidence of this
bias comes from [4], showing that once impressions have been formed, they exhibit
remarkable perseverance. Thus, once participants make a decision, they will tend to
stick to it, i.e. they will not be ready to change their previous choice. In this case, as
only some of the participants will make the extra effort to carefully look again for the
best decision, this validation phase tends to overestimate decision accuracy.
Note, however, that while probably it cannot be used as an absolute measure, this
procedure is still a valid indicator as a relative measure for comparative user studies. It
is, indeed, the one we use in Chapter 4.
2.7 Baseline system
In the basic form of a form-filling DSSEC, users are asked to completely fill in a form
containing some of the most relevant attributes and then the system switches to a new
window displaying the set of matching items in the catalog. Concretely, the system
elicits a query by asking the user to instantiate a set of parametric constraints. The
query is then the conjunction of the constraints. The user is not allowed to revise the
query. If she wishes to do so, she needs to restart the process.
One common flaw in comparative user studies in our community is to compare new
innovative DSSECs with rudimentary approaches such as the previous form-filling one.
While form-filling indeed corresponds to the most common approach currently used on
the Web, it is widely recognized as having an extremely poor design. However, simple
solutions for most of these deficiencies have already been documented in the literature.
In this Section, we assemble a baseline system that corrects most of the identified draw-
backs from the form-filling approach while remaining very simple. We argue that such a
system can be a very acceptable baseline DSSEC, and we suggest that comparative user
studies of innovative approaches using this baseline would provide more insight about
the new value they bring.
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In the next subsection, we describe a set of basic improvements to circumvent known
deficiencies with the form-filling approach. Then we show an example implementation
of such a system with the matching list type of system feedback and a second one with
PWADD ranked list feedback. We then conclude with a summary.
2.7.1 Basic improvements
Query-feedback search interaction model. As we discussed earlier, psychological
studies [8] suggest that decision makers begin the decision process with a vague set of
preferences and refine them as they learn more about the domain. Thus, the fact that
the form-filling approach does not implement an iterative process is a major drawback.
While users could revise the preferences and restart the search process, they mostly do
not [62]. This may be due to the cognitive effort involved in remembering the previous
query and refilling in the entire form. Applying the query-feedback search interaction
model described in Section 2.4 here is straightforward. The system needs to allow the
user to go back to the form-filling window, display the previous query to the user and
let her revise a subset of the parametric constraints. Afterwards, the user can see the
updated matching items in the results window and repeat the iterative process until she
makes a decision.
Merging query elicitation and feedback windows. Again, psychological studies [8]
suggest that decision makers revise their preferences as they inspect items. Adding the
previous improvement to the form-filling approach, users are allowed to revise preferences
by going back to the previous window. However, once in this window, users need to
remember what items they inspected in order to revise the preferences, which may add
more cognitive effort. The other way around is also true: when users are inspecting the
results, they may question why some items are or are not there and remembering the
query involves some effort. The limitation of human information processing in short-
term memory requires that multiple page displays be merged [95]. Therefore, a basic
improvement is to merge both windows into one, where users can revise the query and
inspect items without the need to switch between the two windows. Evidence in this
direction comes from a user study [62], where participants that needed to switch the
window between preference elicitation and inspecting the results, called iterative form-
filling, rarely went back to revise their preferences and abandoned the search quickly,
while participants that used a system merging preference elicitation and results in one
window extensively revised preferences. Additional evidence in this direction is the user
study in Chapter 4, where some participants commented that they would like to be able
to modify a constraint even from the matching list window.
Instantaneous system feedback update. In the form-filling approach, after users
revise the query using the form, they are required to confirm the changes before seeing
the updated system feedback typically by clicking on a button. This confirmation can
be intimidating. Evidence in this direction comes from two user studies: in the one we
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present in Chapter 4, changes made to the query were instantaneously reflected in the
results, while in [62] users needed to confirm the changes before the results were updated.
The impact was that participants in the first study revised the weights associated with
the parametric constraints in the query 6.1 times per interaction on average, while in
the second study they almost never did. However, a comparative user study in equal
conditions other than the independent variable should be carried-out in order to assert
the proposed statement.
Include all parametric constraints in the elicitation window. In [54], the au-
thors explain that users should be allowed to express preferences in any attribute rather
than a fixed subset. This is also especially important when comparing a recommender
system (RC) with such a baseline approach: it is often the case that the RC makes rec-
ommendations taking into account the rating of popularity of the items in the catalog.
Not allowing the participants using the baseline approach to filter by this rating may
lead to a misleading comparison evaluation. Also, the system should allow several types
of parametric constraints on an attribute, rather than allowing the most common one.
For instance, it is common that systems allow users to put a maximum price, but not a
minimum one.
Semantic resolution. The description of a parametric constraint may be ambiguous.
Consider, for example, that a form asks for “type of car”: it may be understood as the
condition (used or new car), the category (sedan, limousine, off-road) or even the type
of fuel. It has been shown [29] that much of the ambiguity can be eliminated by the
simply presenting a sample value.
Show single attribute diversity. It has been shown that explaining the diversity of
items in the catalog improves decision accuracy (See Section 2.4.3). However, this is an
advanced feature and topic of research. Nevertheless, showing the diversity of the values
for a single attribute is quite straightforward. In the study of Chapter 4, participants
were asked, for the case of an ordered attribute such as price, whether they would prefer
to select one value from a list of possible values in the catalog for that attribute (where
they could see the diversity) or to manually enter the value. The results showed that
61.5% of the participants preferred to have a list of possible values. Thus, having the
possibility to show the list of possible values in the catalog for a given attribute may be
beneficial.
Show items from the beginning. Again, in the study of [62], the authors showed
that when users are asked to state their preferences without considering the available
items, many of these preferences are simply inaccurate (or mean preferences). Having
the system with the query elicitation and results windows merged into one, the previous
problem can be partially solved by displaying all (or a subset of) the items in the catalog
from the very beginning.
Complete matching list. In the user study of Chapter 4 participants were asked if
they prefer to see only three items (as in typical recommender systems) or if they prefer
2.7. BASELINE SYSTEM 49
to see the list of all matching items (with a scroll bar if they do not fit on the screen).
The result was that 69% of the participants preferred to have the complete list, while
15% did not care and 15% preferred to see only three items. Another study [93] showed
that users rarely go beyond the first page when the matching list is split into several
pages. Based on these two results, it seems beneficial to show the complete list without
splitting it into several pages.
Sort by attribute. In the user study of Chapter 4, participants who were allowed to
select an attribute with which to sort the matching list were asked whether that feature
was useful. The result showed that 84.6% of the participants agreed while 15.4% did
not care. The same result appeared in the same study, where participants that were not
allowed to use this feature were asked whether they would like to have this feature.
Comparison matrix. A comparison matrix allows users to easily compare the set of
items that are being considered seriously for making a decision. Adding this feature in a
DSSEC is quite simple and it has been found to positively affect decision accuracy [35].
We argue that the form-filling approach with the basic improvement provided in this
Section makes it a very acceptable baseline DSSEC, and we suggest that user studies of
innovative approaches in comparison to this baseline would provide more insight about
the new value they bring.
2.7.2 An example implementation
An implementation of the proposed baseline DSSEC with matching list type of system
feedback is presented here. The user interface consists of 3 windows: (1) the Selection
Criteria window, where the users can specify their criteria or query, (2) the Matching
Items window, where feedback is displayed as the list of items in the database matching
the query and (3) the Considered Items window, a comparison matrix interface where
users can place items under consideration. It implements a query-feedback search inter-
action model, where users can state their query, see the matching items, and revise the
query until they make a decision. A screenshot is available in Figure 2.10.
Also, an example implementation of the proposed baseline DSSEC, adding PWADD
ranked list type of system feedback is shown in Figure 2.11. Each attribute is associated
to a parametric attribute utility function and a weight. Users can select a weight from
one to five, using the stars below the name of the attribute. As there is not a unique
correct way to design the parametric attribute utility functions, we asked experts16 in
the domain. Ordered attributes use the parametric attribute utility function shown in
Figure 2.5 at page 36 scaled from 0.0 (least desired attribute value) to 1.0 (most desired
attribute value) with 0.5 in the case that it corresponded to the user selected value.
Unordered attributes can be either completely satisfied or completely dissatisfied. We
16We would like to thank Vincent Schickel-Zuber and Li Chen for their support
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Figure 2.10: A screenshot of ECatalog, using the matching list type of system feedback.
would normally assign attribute utilities of 0.0 (unsatisfied) or 1.0 (satisfied). However,
having an attribute utility of 1.0 (e.g. a car with the requested airbag option) would only
be comparable to having an extreme value in the case of an ordered attribute (e.g. the
cheapest price in the database). In order to get a more usable ranking, it was decided to
set the attribute utility for satisfied values in the case of unordered attributes to 0.75,
that is, between 0.5 (user selected value) and 1.0 (most desired attribute value) in the
case of ordered attributes. Note that users will use the weights to balance the tradeoffs
among the multiple utility functions. All the items are ranked and displayed in the
Ranked Items window. From the users’ perspective, the user interface is the same as the
previous one, with the difference that users can enter a weight for each attribute and all
the items are displayed using the ranking.
2.7.3 Discussion and Conclusion
We have improved some of the known deficiencies of the form-filling approach mainly
with solutions from the literature while still keeping a very simple approach. We argue
that such a system can be a very acceptable baseline DSSEC, and we suggest that
user studies of innovative approaches in comparison to this baseline would provide more
insight about the new value they bring.
In [54] there are more efficient interaction principles not considered here because they
would make the system much more complex, while the purpose was to assemble a ba-
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Figure 2.11: A screenshot of ECatalog, using the ranked list type of system feedback.
sic system for fair comparative evaluations. For instance, when no items satisfy the
users’ query, showing partial matches would be desirable as described in [54]. How-
ever, rankings can be based on many different criteria, such as utility, pareto-optimality
or similarity, each one with its advantages and disadvantages still under research, and
thus, we suggest not to include these advanced features in a baseline approach.
We have also presented an example implementation of such as system with matching list
feedback and a second one with PWADD ranked list feedback17, which has been used
for the comparative user study described in Chapter 4.
2.8 Summary
One of the goals of this Chapter was to provide definitions of the main concepts required
for our research as found in the literature:
Decision Support Systems for Electronic Catalogs (DSSECs) are decision support sys-
tems, commonly used in electronic commerce (e-commerce), that assist decision makers
in finding desired items from a set of available items, such as products or services.
An electronic catalog (e-catalog) is a set of item descriptions, such as products or services.
Electronic catalogs can be implemented using databases and a particular database model,
which, for the sake of simplicity and without losing applicability, we assume to be a flat
17The implementation is available open source for the research community. See Section 5.1.
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database model.
Multi-attribute decision theory under certainty is a discipline that has its roots in oper-
ations research, psychology, economics and artificial intelligence to study how a decision
process is done or should be done, and which is the general framework behind DSSECs.
We explained that the difficulty of making a good decision mainly comes from the fact
that most decision problems involve multiple conflicting objectives. Particularly, we have
revised a prescriptive decision strategy, the weighted additive (WADD) strategy which
confronts conflicts (compensatory), and a descriptive decision strategy, the elimination-
by-aspects (EBA) strategy which avoids conflicts (non-compensatory) and thus requires
less cognitive effort at the expense of lower decision accuracy.
Next, we have analyzed several DSSECs found in the literature and have described a gen-
eralized model, the query-feedback search interaction model. The query-feedback search
interaction model is an iterative process in which a user makes queries to the system in
order to develop her domain knowledge and preferences through the system feedback,
until she finds a good decision. Then, we have positioned the different DSSECs into the
query-feedback search interaction model by describing the class of system feedback they
provide: matching list, ranked list, diversity, suggestions, system-proposed critiquing,
corrective and visualization. We have also illustrated them using the example of Section
1.3.3.
We have discussed the importance of comparative user studies to evaluate the perfor-
mance of DSSECs in terms of objective measures such as decision accuracy, and also
in terms of subjective measures. Particularly, we have presented the technology accep-
tance model, which is used to explain user attitudes towards information systems, and
extended models which explain trusting intentions in e-commerce such as the intention
to use, to purchase or to revisit an e-vendor. Importantly, we have also discussed decision
confidence and its benefits.
Finally, we have described a baseline DSSEC that solves most of the known deficiencies
of rudimentary DSSECs, while remaining very simple. We argue that such a system can
be used in user studies to achieve more meaningful comparative evaluations of innovative
DSSECs.
Chapter 3
Decision confidence in
query-feedback search
3.1 Introduction
In the previous Chapter we have reviewed several types of system feedback used in
Decision Support Systems for Electronic Catalogs (DSSECs). The main motivation often
provided in the literature for these types of system feedback is to increase the decision
accuracy or sometimes more implicitly, to be beneficial “in some way”. In this Chapter,
we argue that increasing decision confidence, i.e. the certainty of the decision maker
that she has made the best decision, is also an important property for system feedback
design, that is often not (or only partially) considered in recent systems that usually
focus on decision accuracy.
With this perspective, we provide a common framework in order to study the differ-
ent types of system feedback in terms of potential contribution to decision confidence
building. Using this framework, we study the advantages and disadvantages of several
types of system feedback, and we identify the most promising ones. We then use the
acquired knowledge to design a new potentially better type of system feedback, the con-
fidence building tradeoff explanation (CBTE) feedback, combining global relaxations, the
minimal conflict set and local relaxations.
This Chapter is organized as follows: In Section 3.2, we justify the benefit of decision
confidence in DSSECs. In Section 3.3, we propose a framework to study decision confi-
dence building in the query-feedback search interaction model, the DECOFE framework,
and study several types of system feedback revised in Section 2.4 using this framework.
In Section 3.4, we introduce a potential better type of system feedback called CBTE,
and in Section 3.5, we provide a formal definition for it. In Section 3.6, we run two simu-
lations to study the potential exponential size growth of CBTE feedback. In Section 3.7,
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we show an example implementation of CBTE feedback on top of the baseline DSSEC
described in Section 2.7. We discuss related work in Section 3.8 and we summarize in
Section 3.9.
3.2 Benefits of decision confidence in DSSECs
Usually, people need to feel confident before committing to a decision. Decision con-
fidence can be defined as the certainty of the decision maker that she has made the
best decision. Decision confidence can be beneficial in several ways. First, having good
decision confidence helps to finally commit to the decision. Consider, for instance, the
example of Section 1.3.3, where the consumer is hesitating between two cars. Even if
both of them are very good choices, being unable to commit to one of them may be
counterproductive for the consumer, as she might eventually never buy a car.
This problem is especially important for e-commerce due to the fact that e-commerce
is far more impersonal, anonymous and automated than traditional commerce. For
instance, in the example of Section 1.3.3, the vendor finally convinces the consumer
emotionally by telling her “the owner had to sell his almost new car very quickly half
price because she had to move to Japan; it is a bargain!”. As noticed in Section 1.2, only
1.6% of the visits to an e-commerce site result in purchases, and two-thirds of shoppers
who get as far as putting items in a virtual shopping cart abandon the process before
checking out [94]. As it already has been shown in [90, 63], this low purchase rate can be
significantly raised by improving decision confidence, as it positively affects the intention
to buy.
Also, the consequence of a particular decision may depend on the degree of confidence
held by the decision maker and communicated to others [76]. In these cases, raising the
decision maker’s conviction of doing the right thing can be a desirable property [77].
3.3 Decision confidence in query-feedback search (DECOFE)
framework
Given a consumer and a catalog, we define here a catalog decision problem as the multi-
attribute decision problem of finding the item in the catalog that best satisfies the
preferences of the consumer1. Usually, decision problems involve multiple conflicting
1We assume decision theory under certainty, in which the consequences (items) of actions are certain,
and thus an action is equivalent to simply choosing an item from the set of available items. See Section
2.3 for more about it. Note however, that we do not assume that users have a complete knowledge of
their preferences. Actually, in most of the times users construct their preferences during the decision
process.
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objectives. Objectives conflict with each other in the sense that improving one objective
(such as minimizing the price) may only be achieved at the expense of another objective
(such as minimizing the mileage).
Given a catalog, a decision support system for electronic catalogs (DSSEC) is a decision
support system that allows users to solve a catalog decision problem. The query-feedback
search interaction model (introduced in Section 2.4) is an iterative process in which a user
makes queries to the system in order to develop her domain knowledge and preferences
through the system feedback, until she finds a good decision. We have seen several types
of system feedback in Section 2.4.
When a user takes an item from a catalog, she ideally believes that she has found her
most desired item from the ones available in the catalog, i.e. that her decision is the
correct decision. However, a belief is typically associated with a degree of confidence2
and confidence has been defined as the subjective judgment of one’s decision [89]. We
define decision confidence as the certainty of the decision maker that she has made the
best decision.
In the following section, we extend the definition of the query-feedback search inter-
action model presented in Section 2.4 to take into account decision confidence. Next,
we introduce four properties of the design of system feedback that can potentially help
in building decision confidence. We then analyze different types of system feedback
according to this framework.
3.3.1 Query-feedback search and decision confidence
Researchers have found that decision makers search for relevant information arriving
first at a tentative decision and then attempt to convince themselves that it is indeed
a good one. [71, 74]. In Figure 3.1 we show the decision process in the query-feedback
search interaction model. We have deliberately split the sub-processes of developing
preferences and building decision confidence for the sake of clarity. However, these two
sub-processes may be mixed in the decision process.
Therefore we extend the definition of query-feedback search. The query-feedback
search interaction model is an iterative process in which a user makes queries
to the system in order to develop her domain knowledge, preferences and
confidence for tentative decisions through the system feedback , until she is
convinced of her final decision. The query-feedback search interaction model con-
sists of mainly of four steps:
2According to the Oxford English Dictionary (1989), confidence is “the feeling sure or certain of a
fact or issue; assurance, certitude; assured expectation”.
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Figure 3.1: Decision process in the query-feedback search interaction model showing the
construction of preferences and decision confidence building (DECOFE framework).
1. initial query3: the user has some vague preferences, and issues an initial query
to the system;
2. system feedback: the system generates feedback (e.g. a subset of the items of
the catalog or even questions) taking into account the user query;
3. develop knowledge, preferences and confidence: the user studies the system
feedback, thus developing her domain knowledge, preferences and confidence for
tentative decisions.
4. modify query: the user odifies the query to continue searching according to
her preferences and tentative decisions.
This process continues by repeating steps 2, 3 and 4 until the user finds a justified
decision.
3.3.2 System feedback properties
Intuitively, system feedback designed to improve decision accuracy should be based on
prescriptive decision theory (i.e. how individuals should make decisions in order to find
the optimal one) such as using the weighted additive decision strategy. On the other
3This step is optional for some systems
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hand, system feedback designed to improve decision confidence should be based on de-
scriptive decision theory (i.e. how individuals actually make decisions) such as using
the elimination-by-aspects decision strategy. That is, users should feel more confident
by using a decision strategy that they are used to.
In this way, we introduce four properties on the design of system feedback that can
potentially help in building decision confidence: (1) constraint-based, (2) universally
valid, (3) negatory and (4) unique in its class.
1. Constraint-based: We explained in Section 2.4 that depending on the type of
system feedback, queries can be handled as a set of parametric constraints or as
a set of parametric utility functions. Thus, we define a type of system feed-
back to be constraint-based if it handles queries as a set of parametric
constraints. In order to build decision confidence, users are more likely to use
feedback that is based on constraints rather than feedback based on utility func-
tions. That is, as we have seen in Section 2.3.3, Tversky argues in [3] that people
are reluctant to accept the principle that decisions should depend on computations
based on subjective estimations of utilities in which the decision maker herself has
only limited confidence, and thus decision strategies such as the weighted addi-
tive (WADD) strategy do not provide decision confidence (see Section 2.3.3). The
author explains that people are more confident with a decision strategy that in-
volves no numerical computations, and that is easy to explain and justify. The
author argues that the use of the elimination-by-aspect (EBA) decision strategy
motivates at the end of the decision process a state of mind that qualitatively
justifies one’s decision, achieving confidence in its rationality. This state of mind,
or mental model, is based on a sequence of aspects (constraints) which leads to a
unique candidate item from the catalog (see Section 2.3.2)4. However, the main
drawback of EBA is that it heavily penalizes decision accuracy.
2. Universally valid: We define a type of system feedback to be universally
valid if it remains valid (for a given catalog) independent of the query
for which it was produced. For instance, given the catalog of Example 1.1 and
the query “price ≤ 6’500 Euros AND mileage ≤ 50’000 km AND color = blue AND
airbag = yes”, the system feedback “there are not items with price ≤ 6’500 Euros
AND mileage ≤ 50’000 km” remains valid for the given catalog independent of the
given query. On the other hand, given the same catalog and query, the system
feedback “the best item according to your query is item #10” is valid only for
the given query. Therefore, universally valid feedback is potentially more reusable
for the decision maker who can compile feedback in order to construct a decision
justification.
3. Negatory: We define a type of system feedback to be negatory if it pro-
vides sets of conjunctive constraints that no items in the catalog satisfy
4However, the main drawback of EBA is that it heavily penalizes decision accuracy.
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(or if it is straightforward to derive such sets). For instance, the feedback
“There are no items with price ≤ 6’500 Euros AND mileage ≤ 50’000 km” is a set
of two conjunctive constraints that none of the items in the catalog of Example
1.1 satisfies. Indeed, researchers have shown that people have the tendency to
search evidence that confirms their hypothesis under study, rather than evidence
that could disconfirm their hypothesis [70]. This tendency is called confirmation
bias and it is a form of cognitive bias in collecting evidence. In our framework, the
confirmation bias implies that decision makers will potentially search for evidence
of why there is not a better choice in order to build a justification that confirms
their tentative decision. Thus, in order to improve decision confidence, negatory
feedback may potentially be more useful than feedback which helps finding better
choices.
4. Unique in its class: In Section 2.4 we defined several classes of system feedback,
such as ranked list, system-proposed critiquing, conflict and corrective feedback
(See Table 2.2 on page 31). We define a type of feedback to be unique
in its class if there exists no other type of feedback belonging to the
same class that produces contradictory results given the same query.
For instance, there are several ways to compute a ranked list (e.g. based on utility,
similarity or pareto-optimality) which may produce distinct results for the same
query, and thus we say that ranking feedback is not unique in its class. Feedback
that is not unique in its class may not contribute to building confidence as they
may lack credibility. For instance, imagine a user that visits two different websites
that have the same catalog and for the same query she gets two different rankings:
which one should she take into account?
Of course, a type of feedback that improves decision confidence while heavily penalizing
decision accuracy would not be acceptable. Note also that there might be other such
properties, such as system transparent and argumentative. However, the precise study
of such properties is out of the scope of the present work.
3.3.3 Analysis of feedback types using the DECOFE framework
In this Section, we analyze several types of system feedback described in Section 2.4, in
terms of the potential contribution to decision confidence building.
Ranked list feedback
The ranked list type of feedback is a compensatory strategy that balances conflicting
objectives by producing a score for each item in the catalog. The score is then used
to sort the list of items. Rankings can be based on different criteria, such as utility,
similarity or pareto-optimality. For instance, the weighted additive (WADD) decision
strategy achieves this by combining individual preferences into an overall utility for
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each item, and it guarantees good decision accuracy (see Section 2.3.1). In this case, it
involves computations based on subjective estimations of utilities which decision makers
themselves have only limited confidence in [3].
Having one tentative decision in mind, this type of system feedback is difficult to use in
finding evidence supporting such a decision. For instance, taking the example of Section
1.3.2, a justification like “car #10 is the best car with a score of 90 compared to a score
of 88 for the second best option, given that for color I gave 100 points for blue, 90 for
black, 50 for white and 25 for red, for price. . . ” is intuitively not convincing. According
to the DECOFE framework, such feedback is not universally valid as it remains valid
only for the query for which it was actually produced. Neither is it negatory feedback,
as it does not provide arguments about what is not in the database (a ranked list is just
a reordering of the items in the catalog). As different types of ranked list feedback (e.g.
based on utility, similarity or pareto-optimality) produce different rankings, it is not
unique in its class. Thus, according to the DECOFE framework, ranked list feedback is
not suitable for achieving good decision confidence.
System-proposed critiquing feedback
In system-proposed critiquing [48, 52, 49, 64], the system predicts a set of unique or
compound critiques that the user may be prepared to accept in order to improve the
preference model and find better items. Therefore, this type of system feedback helps
to discover news items rather than to confirm the current tentative decision. Consider,
for example, the system feedback “apart from your tentative decision, there are also
cheaper cars with more mileage”. This feedback stimulates the user to keep searching
for another choice rather than committing to the current one.
According to the DECOFE framework, such feedback is not universally valid as it re-
mains valid only for the query for which it was actually produced. Neither is it negatory
feedback, as it does not provide arguments about what is not in the database (system-
proposed critiquing compares the current item with the rest of the items in the catalog).
It is not unique in its class as different algorithms exists (See Section 2.4.5) that produce
distinct results for the same given query.
Conflict feedback
Conflict feedback can be seen as the opposite of system-proposed critiquing feedback,
in the sense that it does not explain what other items are available, but rather explains
why there are not items corresponding to the user’s query. This type of system feedback
helps to confirm one’s tentative decision, rather than discover new items. Consider, for
example, a user that asked for cars cheaper than 9’500 Euros, with 50’000 km mileage
maximum, blue and with the airbag option. Using the catalog of Example 1.1, the
system would show only one matching car, which costs 9’238 Euros and has 17’300 km.
In order to make sure that is the best car, the user could ask to restrict the price to
9’000 Euros. The system would then explain that there are no cars in the catalog for
9’000 Euros and 50’000 km mileage maximum (one minimal conflict), nor cars for 9’000
Euros, blue and with the airbag option (a second minimal conflict). This explanation
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gives evidence to the user that confirms that her tentative choice is a good choice5.
According to the DECOFE framework, this type of feedback is constraint-based. It is
also universally valid, as the identified conflicts remains valid independent of the query
for which they were produced. That is, the previous explanation “there are not cars in
the catalog for 9’000 Euros and 50’000 km” is true (given the catalog) during the whole
decision process. It is also negatory feedback, as it provides arguments about what is not
in the database in the form of failing sub-queries. Given a query, the minimal conflict set
is unique (i.e. no distinct correct results can be produced for the same query), and thus
conflict feedback is unique in its class. Therefore, according to the DECOFE framework,
this type of system feedback potentially helps users to build decision confidence.
Corrective feedback
Conflict feedback is very useful to construct a decision justification. However, it does not
explain what the options for solving the conflicting objectives are. This is the purpose of
corrective feedback6. Consider the following example using the catalog of Example 1.1:
given that the user asks for cars cheaper than 9’000 Euros, with 50’000km maximum,
blue and with the airbag option, the system would explain that she needs to either relax
the maximum price to 9’238 Euros (instead of 9’000 Euros), or to relax the maximum
mileage to 55’700 km (instead of 50’000 km). This type of system feedback can be
interpreted as a clear ad-hoc trade-off question. By deciding upon this tradeoff, the user
is providing herself a justification for her decision.
As in the case of conflict feedback, corrective feedback is also constraint-based. It is
also negatory feedback, as for each relaxation it is straightforward to derive a set of
conjunctive constraints that no items in the catalog satisfy. That is, in the previous
example, the explanation that the user needs to relax the maximum price to 9’238
Euros naturally implies that there are no cars for less than 9’238 Euros, with 50’000km
maximum, blue and with the airbag option. Also, given a catalog and a query, there
cannot be two contradictory corrective feedbacks (for instance, in the previous example,
saying that the user needs to relax the maximum price to a value other than 9’238 Euros
would be incorrect), and thus corrective feedback is unique in its class according to
the DECOFE framework. However, it is not universally valid, i.e. previous feedback is
invalidated when the query changes.
We summarize the given analysis in Table 3.1. Conflict and corrective feedback seem the
most promising type of system feedback to potentially contribute to decision confidence
building.
5Note however, that being confident about one choice does not necessarily imply that this choice is
the best one.
6 Corrective explanations are also called query reformulations or query relaxations.
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Constraint-
based
Universally
valid
Negatory Unique in
its class
Ranked list Depends on
the alg.
No No No
System-proposed cri-
tiquing
Depends on
the alg.
No No No
Conflict Yes Yes Yes Yes
Corrective Yes No Yes Yes
Table 3.1: Analysis of different types of system feedback in terms of the potential con-
tribution to decision confidence building.
3.4 Confidence Building Tradeoff Explanations (CBTE)
As reported in Section 2.4.6, previous studies about corrective and conflict feedback have
focused on designing algorithms to reduce their time complexity [28, 30, 55] rather than
evaluating their value in terms of decision accuracy or decision confidence. In the previ-
ous Section, we found out that conflict and corrective feedback are good starting points
in designing a type of feedback that potentially contributes to decision confidence build-
ing. In this Section, we design a new type of system feedback, called confidence building
tradeoff explanations (CBTE), combining (1) corrective feedback (or global relaxations),
(2) conflict feedback (or the minimal conflict set) and (3) a new type of feedback called
local relaxations, which combines the advantages of both global and conflict feedback.
Here we present the general idea under CBTE, while a formal description is given in the
next section.
Let’s first introduce an example of a failing query that we are going to use throughout
this chapter.
Example 3.1 A failing query (given the catalog of Example 1.1), written in informal
language.
price <= 6’500 Euros AND
mileage <= 50’000 km AND
color = blue AND
airbag = yes
Minimal conflict set
Given a failing query q, the minimal conflict set (MCS) is the set of all the minimal sub-
queries of q for which there are no satisfying items in the catalog. The main advantage
of the MCS is that it fulfills the four properties defined in the DECOFE framework: the
MCS is based on constraints; it is universally valid, i.e. it remains valid throughout the
decision process; and it explains what is not in the catalog. It is unique in its class. A
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potential drawback of MCS is that it increases exponentially with the size of the query.
Below is the minimal conflict set for the query in Example 3.1:
Example 3.2 The minimal conflict set for the query in Example 3.1, written in informal
language.
There are not items with:
price <= 6’500 Euros AND mileage <= 50’000 km
There are not either items with:
price <= 6’500 Euros AND color = blue AND airbag = yes
The authors in [28, 30, 55] argued that the MCS is useful because it provides a sound
and minimal explanation of why a query is a failing query. While we agree with this
argument, the authors did not explain in what sense it is useful (to improve decision
accuracy, decision confidence or something else), nor did they confirm its usefulness
with a user study. We discussed in the previous section how MCS can improve decision
confidence, the validation of which is the purpose of the next chapter.
Global relaxation set
Query relaxations were already proposed in [28], although they were quite simplistic.
[30, 55] proposed to provide reformulations of the query as similar as possible to the one
given by the user, while guaranteeing to turn it in a successful query. We call this type
of query reformulation a global relaxation, and a set of global relaxations as the global
relaxation set. Below there is one example of a global relaxation set for the query of
Example 3.1:
Example 3.3 A global relaxation set for the query in Example 3.1, written in informal
language.
You have three options to have items matching your query:
1) change price <= 9’238 Euros (instead of 6’500 Euros)
2) change mileage <= 55’700 km (instead of 50’000 km) AND discard color
3) change mileage <= 76’000 km (instead of 50’000 km) AND discard airbag
The global relaxation set can be interpreted as a clear ad-hoc trade-off question, such as
“do I prefer to pay 400 Euros more, or to accept a car that is one year older without the
anti-lock braking system (ABS)?” and can be therefore be easily internalized provided
that they are relatively short. However the global relaxation set size might increase even
faster than the MCS depending on the size of the query. We thus propose to limit this
explosion by selecting the most representative relaxations. This issue is discussed in
detail in Section 3.5.3. While the global relaxation set may seem more useful than the
MCS, it is not universally valid, e.g. the statement “there are items if you change price
< 10’400 Euros in your query” is invalidated as soon as the query changes.
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Local relaxation set
The main drawback of the global relaxation set is that it is not universally valid, and it
is therefore less likely to contribute to building a decision justification. For this purpose,
we introduce the concept of local relaxation, a relaxation that solves a particular conflict
in the MCS. Given a conflict of the MCS, the local relaxation set (LRS) is the set of
relaxations that solve this specific conflict7. As the MCS is universally valid, its local
relaxation sets are also universally valid. Below, in Example 3.4, there is the local
relaxation set for the first conflict in the MCS of Example 3.2.
Example 3.4 The local relaxation set for the first conflict in the MCS in Example 3.2,
written in informal language.
There are no items with:
price <= 6’500 Euros AND mileage <= 50’000 km
You have two options for solving this conflict:
1) change price <= 9’238 Euros (instead of 6’500 Euros)
2) change mileage <= 55’700 km (instead of 50’000 km)
As in the global relaxation set, the local relaxation set provides a clear ad-hoc question,
such as “Do I prefer to pay 50 Euros more or to retract about BMW cars?”, with the
advantage that it is universally valid and therefore it has more chances to be used for
the construction of a decision justification. Note that relaxations in the LRS do not
generally match relaxations in the GRS. In this example, the relaxation “change price
≤ 9’238 Euros” is present both in the LRS and the GRS. However, while the local
relaxation “change mileage ≤ 55’700 km” is enough to solve the first conflict, it is not
enough to derive a successful query. In order to do so, the previous relaxation needs to
be complemented by either discarding the constraint about color or by discarding the
constraint about the airbag (See Example 3.3).
Confidence Building Tradeoff Explanations (CBTE)
We have presented so far three types of complementary system feedback with their
advantages and disadvantages, which we group under the label of confidence building
tradeoff explanations (CBTE). In typical situations where there is a mismatch between
what the decision maker wants and what is it in the catalog, CBTE provides a clear
trade-off question to help the user make a good decision through the global relaxation
set, and provides evidence of building decision confidence through the minimal conflict
set and the local relaxation set.
A potential drawback of CBTE is that its size can increase exponentially with the size of
the query and therefore make it difficult for the user to be internalized. To evaluate the
7Please note the difference between a global relaxation and a local relaxation: a global relaxation
solves all conflicts of a failing query at once and transforms this failing query into a successful query,
while a local relaxation solves only one given conflict with the effect that other conflicts may still remain
preventing the failing query from being transformed into a successful query.
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effect of this potential drawback, we ran two simulations (see Section 3.6) and completed
a user study (see Chapter 4).
CBTE and the parametric weighted additive (PWADD) both provide similar information
about the conflicting objectives in two different forms. PWADD, on the one hand,
provides this information in terms of a ranked list, and on the other hand, CBTE lists
queries conflicts and query relaxations. Therefore we hypothesize that both approaches
will achieve similar decision accuracy8:
However, CBTE is expected to have an advantage over PWADD in terms of an increase
in decision confidence and perceived ease of use.
3.5 Formalization of CBTE
3.5.1 User query
A catalog is a set of item descriptions, such as products or services. Each item is
described by a predefined set of attributes, where an attribute is an abstraction of a
characteristic of an item, such as “price”, “color” or “delivery time”. Formally, we define
a catalog as a tuple (A, D, O) where A = {A1,. . .An} is a finite set of attributes, each
associated with a domain D = {D1,. . .Dn} and O is a set of available item descriptions.
If the domain values of an attribute a have an order, then a is said to be an ordered
attribute. Given an item o ∈ O, ai(o) represents the domain value of attribute Ai for
item o.
We define a query here as a filtering operation over the set of items. For the sake
of simplicity, we restrict a query to be a set of constraints on individual attributes,
although more complex queries can be envisaged. Formally, we define a query as a set of
constraints on individual attributes. A constraint defined over an attribute Ai indicates
which domain values of attribute Ai are valid. Concretely, a constraint cr is a tuple (p,
a, x) where a is an attribute with a∈A, x is a domain value on the domain of a defined
by the user and an operator p ∈ {=, ≤, ≥} which, given an item o, is satisfied if a(o) p
x. If p is ≤ or ≥, then the a needs to be an ordered attribute. An item satisfies a query
if it satisfies all the constraints of the query. The size of a query q corresponds to the
number of constraints in q. The set of items in O that satisfy a query q are called the
8PWADD uses parametric individual utility functions to produce an overall utility. It has the ad-
vantage over WADD in that qualitative preferences are easier to elicit. We suggest that CBTE and
PWADD provide similar type of tradeoff information and they should achieve similar decision accuracy.
However, previous studies [62] have shown that decision accuracy in PWADD is low, at around 40%, and
thus CBTE may not be very satisfactory in terms of decision accuracy either. This bad performance in
decision accuracy in PWADD (also expected in CBTE) comes from the fact that users state only a very
partial preference model.
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matching items of q over O9. When no items satisfy the query, we say that it is a failing
query10.
A query system is a DSSEC that allows users to enter queries and returns the matching
items.
Example 3.5 A successful query.
Given the catalog of Example 1.1, a query could be the set of constraints:
q = {crprice, crmileage, crairbag}, where crprice = (price, ≤, 10’000 Euros), crmileage =
(mileage, ≤, 100’000 km) and crairbag=(airbag, =, yes).
The query is the conjunction of all the constraints, so it filters the items on the catalog
that satisfy the expression “price ≤ 10’000 Euros AND mileage ≤ 100’000 km AND
airbag = yes”. In the catalog there are 5 out of 40 items matching the query.
Example 3.6 The failing query of Example 3.1.
The query of Example 3.1, “price ≤ 6’500 Euros AND mileage ≤ 50’000 km AND color
= blue AND airbag = yes” can be formally written as follows:
q = {crprice, crmileage, cr color, crairbag }, where crprice = (price, ≤, 6’500 Euros),
crmileage = (mileage, ≤, 50’000 km), cr color=(color, =, blue) and crairbag=(airbag, =,
yes).
Example 3.7 Another failing query.
Given the catalog of Example 1.1 and the query q = {crprice, crmileage, crairbag},
where crprice = (price, ≤, 5’000 Euros), crmileage = (mileage, ≤, 100’000 km) and
crairbag=(airbag, =, yes):
q is a failing query because there are not items that satisfy this query.
A CBTE explanation consists of the global relaxation set (GRS), the minimal conflict set
(MCS) and the local relaxation set (LRS) for each conflict in the MCS and is described
in the following sections.
3.5.2 Minimal conflict set
When a query is overconstrained, the authors in [28] proposed to show an explanation
of the cause of query failure in order to have a more cooperative query system.
9If the context is unambiguous, q over O is removed for clarity.
10The terms failing query, unsuccessful query, query with empty answers or an over-constrained query
are used interchangeably.
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Given a failing query q and the set of items O, a conflict cf of q over O is a sub-query
of q (cf ⊆ q) for which there are no satisfying items in O. A conflict cf is a minimal
conflict if any strict subset of cf is not a conflict. The minimal conflict set (MCS) is
the set of all the minimal conflicts of q over O.
See a minimal conflict set in Example 3.2.
Computation complexity: Given a catalog and a failing query, the problem of com-
puting its MCS is NP-hard [18]. Figure 3.2 shows an exhaustive search algorithm to
compute the MCS requiring O
(∑n
r=1
(
n
r
))
= O (2n) conflict tests11.
algorithm computeMCS(catalog , query)
begin
MCS ← ∅
for k = 1 to size(query) do
subqueries ← getSubqueries(k, query)
for each s in subqueries do
if s /∈ MCS ∧ isConflict(catalog, s)
MCS ← MCS ∪ s
end
end
return MCS
end algorithm
getSubqueries(k , query)
gives the set of all subqueries of query with cardinality k.
isConflict(catalog , s)
is true if s is a failing query over catalog.
Figure 3.2: Algorithm to compute the Minimal Conflict Set in exponential time.
Example 3.8 A simple Minimal Conflict Set.
The Minimal Conflicting Set of Example 3.7 is MCS={{crprice, crairbag}}.
It means that there is only one conflict, represented by the expression “price ≤ 5’000
Euros AND airbag = yes”. It shows that the criterion about mileage is not part of the
conflict, and thus, relaxing this criterion would not contribute in solving the conflict.
11While in this thesis we are not concerned with time complexity, we note that the MCS can be
computed efficiently by methods such as the QuickXPlain algorithm [25] or the use of assumption-based
CSPs and precompiled CSPs [26]. See Section 3.8 for more information.
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Example 3.9 A more complex Minimal Conflict Set.
The Minimal Conflicting Set of Example 3.6, shown informally in Example 3.2, can be
formally written as follows:
MCS={{crprice, crmileage}, {crprice, cr color, crairbag}}.
3.5.3 Relaxations
A relaxation is an operation that turns a failing query or a minimal conflict into a
successful query.
Definition: Given a catalog q and a set of constraints q (either a failing query or a
minimal conflict) we define a relaxation r as a function of q that produces q’ such that
q’ is a successful query on d. We say that r solves the query q.
Example 3.10 A query relaxation.
A relaxation for the failing query of Example 3.6 is to change the maximum acceptable
mileage to 55’700 km (instead of 50’000 km) and to discard the constraint about blue
color. If we apply this relaxation, the updated query becomes:
q’ = {crprice, crmileage, crairbag }, where crprice = (price, ≤, 6’500 Euros), crmileage =
(mileage, ≤, 55’700 km) and crairbag=(airbag, =, yes)
Informally, q’ is “price ≤ 6’500 Euros AND mileage ≤ 55’700 km AND airbag = yes”.
Local Relaxation
We define a Local Relaxation as a relaxation that solves a minimal conflict. We
distinguish two types of local relaxations: (1) those that remove a constraint from the
query and (2) those that adjust a constraint in the query.
Given a minimal conflict, a basic type of relaxation is to remove one of the constraints of
the conflict. We call this type of relaxation Constraint Removal Relaxation (CRR).
Definition: Given a set of constraints q (either a query or a minimal conflict) and a
constraint cr i = (p, a, x ) q, a RCR is a q’ such that q ’ = q – cr iand q’ becomes a
successful query. A CCR is read as “remove constraint cr i”.
Given a set of constraints q (either a query or a minimal conflict) and a constraint cr i
= (p, a, x ) q where p is ≤, a type of more concrete relaxation is to “replace x by x’ ”,
where that x’ is a value such that q’ becomes a successful query. We call this type of
relaxation Constraint Adaptation Relaxation (CAR). Similar when p is ≥.
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Example 3.11 A Remove Constraint Relaxation.
The second conflict of the MCS={{crprice, crmileage}, {crprice, cr color, crairbag}} of the
failing query Example 3.6 is { crprice, cr color, crairbag }, which explains that there are
not items with price ≤ 6’500 Euros AND color = blue AND airbag = yes.
A remove constraint relaxation for this second conflict in the MCS is “remove constraint
crprice”. By removing the constraint about price, the second conflict is solved, i.e. there
exist at least one item (seven cars in this example) with color = blue AND airbag = yes
in the catalog.
Definition: Given a set of constraints q (either a query or a minimal conflict) and a
constraint cr i = (p, a, x ) q where p is ≤ (or ≥), a Constraint Adaptation Relaxation
(CAR) is a q’ such that q’ = (q - cr i) cr’ i, where cr’ i=(p, a, x’ ) and x’ is a value in the
domain of a such that q’ becomes a successful query. Given q, cr i = (p, a, x ) q, a CAR
q’ = (q - cr i) cr i’ where cr i’=(p, a, x’ ) and another CAR q” = (q - cr i) cr”i where
cr”i=(p, a, x”), CAR q’ dominates CAR q” if —x -x’— < —x -x”—. A CAR is read as
“adapt constraint cri”.
Example 3.12 A Constraint Adaptation Relaxation.
Taking the same Example 3.11, a constraint adaptation relaxation for the second conflict
in the MCS is “adapt constraint crprice”, where x’ would be 9’238 Euros.
By adapting the constraint about price, the second conflict is solved, i.e. there exist at
least one item (car #10) with price ≤ 9’238 Euros AND color = blue AND airbag = yes
in the catalog.
We define a relaxation as being either a CRR relaxation or a CAR relaxation. By
definition, we say that a CAR always dominates a CRR, in the sense that it contains
more information to solve the conflict.
Definition: A relaxation r’ dominates a relaxation r” if r’ and r” are related to the
same constraint cr i and, if r’ is a CAR relation then r” is a CRR relaxation, or if they
both are CAR then r’ dominates r”.
We define the Local Relaxation Set (LRS) as the set of non-dominated local relaxations
that solves a minimal conflict cf.
Definition: Given a catalog d and a minimal conflict cf over d, we define the Local
Relaxation Set of cf LRS={r1,. . . rn} as the set of all non-dominated relaxations.
Computation complexity: Given a catalog and a minimal conflict, it takes linear
time to compute its LRS, i.e. the time it takes is proportional to the size of the minimal
conflict. Figure 3.3 shows an algorithm to compute the Local Relaxation Set in linear
time.
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Example 3.13 A Local Relaxation Set.
The second conflict of the MCS={{crprice, crmileage}, {crprice, cr color, crairbag}} of the
failing query Example 3.6 is { crprice, cr color, crairbag }, which explains that there are
not items with price ≤ 6’500 Euros AND color = blue AND airbag = yes.
The local relaxation set for this second conflict is as follows:
LRS = {r1, r2, r3}, where r1=”adapt crprice”, r2=”remove cr color” and r3=”remove
crairbag”.
It states that there are three options for solving the second conflict: (1) change the
maximum acceptable price to 9’238 Euros (instead of 6’500 Euros), (2) to discard the
constraint about price or (3) to discard the criteria about airbag.
algorithm computeLRS(catalog , mincf)
begin
LRS ← ∅
For each cr = (p, a, v) in mincf do
if p is ≤ or ≥ do
LRS ← LRS ∪ “adapt constraint cr”
else
LRS ← LRS ∪ “remove constraint cr”
end
end
return LRS
end algorithm
“adapt constraint cr”,
where cr = (p, a, x ) and p is ≤,
is to replace x by x’ = min({a(o), for all items o in the catalog that satisfy the query q
= mincf – cr})
Figure 3.3: Algorithm to compute the Local Relaxation Set, given a catalog and a
minimal conflict.
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Global Relaxation
We define a Global Relaxation (GR) as a set of CRR or CAR relaxations that applied
together turn a failing query into a successful query. However, we limit the number of
CAR relaxations to zero or one. This is because the number of all non-dominated relax-
ations can increase very quickly if there is more than one CAR relaxation, while showing
only the extreme ones already gives a good overview. This can be better understood in
the example of Figure 3.4.
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Figure 17. Global relaxation example 
 
Definition: Given a failing query q, a Global Relaxation gr = {r1,…rn} where ri is either a 
CRR or CAR relaxation and gr contains at most one CAR relaxation, such that applying all 
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Given two global relaxation gr’ and gr’’, gr’ is not dominated by a gr’’ if not all the 
relaxations in gr’’ are in gr’, or at least on relaxation in gr’ is not dominated by none of the 
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{adapt crmileage, remove crairbag}}. It states that there are three options to turn q into a 
successful query: (1) change the maximum acceptable price to 9238 Euros (instead of 6500 
Euros), (2) change the maximum acceptable mileage to 557000 km (instead of 50000 km) 
and discard the criteria about color, or (3) change the maximum acceptable mileage to 76000 
km (instead of 50000 km) and discard the criteria about airbag. 
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Figure 3.4: Global relaxation example.
Definition: Given a failing query q, a Global Relaxation gr = {r1,. . . rn} where r i is
either a CRR or CAR relaxation and gr contains at most one CAR relaxation, such that
applying all the relaxation r i to q produces a successful query q’.
Given two global relaxation gr’ and gr”, gr’ is not dominated by a gr” if not all the
relaxations in gr” are in gr’, or at least one relaxation in gr’ is not dominated by any of
the relaxations in gr”.
Definition: Given a catalog d and a failing query q over d, we define the Global
Relaxation Set of q, GRS={r1,. . . rn}, as the set of all non-dominated global relaxations.
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Example 3.14 A Global Relaxation Set.
The query of Example 3.6 is:
q = {crprice, crmileage, cr color, crairbag }, where crprice = (price, ≤, 6’500 Euros),
crmileage = (mileage, ≤, 50’000 km), cr color=(color, =, blue) and crairbag=(airbag, =,
yes).
The Global Relaxation Set is as follows:
GRS={{adapt crprice}, {adapt crmileage, remove crcolor}, {adapt crmileage, remove
crairbag}}.
It states that there are three options to turn q into a successful query: (1) change
the maximum acceptable price to 9’238 Euros (instead of 6’500 Euros), (2) change the
maximum acceptable mileage to 55’7000 km (instead of 50’000 km) and discard the
criteria about color, or (3) change the maximum acceptable mileage to 76’000 km (instead
of 50’000 km) and discard the criteria about airbag.
Computation complexity: Given a catalog and a failing query, the problem of com-
puting its GRS is NP-hard [18]. Figure 3.5 shows an exhaustive search algorithm to
compute the GRS requiring O
(∑n
r=1
(
n
r
))
= O (2n) conflict tests12.
3.6 Simulations
We explained that the size of the CBTE feedback grows exponentially with the size of
the query. Feedback that is too long would require a high cognitive effort for the user
to process it and thus it would become practically useless. In this Section we study the
size of CBTE feedback through two simulations. For this purpose, we used a real-life
catalog of 200 used cars13.
In the first simulation, we generate one thousand random failing queries, with query
sizes uniformly distributed from one to fifteen. To do so, we first randomly selected the
size of the query, n. Then, we randomly selected n attributes. Each of these attributes
was associated to a parametric constraint (“equal”, “less or equal than” or “more or
equal than”) as shown in Appendix 1, “Second-hand cars database” on page 132. For
each of these parametric constraints, we randomly assigned a value from the attribute
range. The query was then the conjunction of these parametric constraints. If the query
was successful (i.e., there are items in the catalog satisfying the query), we dropped
the query. Otherwise, we kept the query. We repeated the process until we had one
thousand failing queries. We noticed that only 24.5% of the queries were successful.
12Similar to MCS, the GRS can be computed efficiently by methods such as the use of assumption-based
CSPs and precompiled CSPs [26]. See Section 3.8 for more information.
13This catalog is used in the next chapter; see Section 4.3 for a detailed description.
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algorithm computeGRS(catalog , query)
begin
GRS ← ∅
for k = 1 to size(query) do
subqueries ← getSubqueries(k, query)
for each r in subqueries do
if r /∈ GRS ∧ isConflict(catalog, query - r)
GRS ← GRS ∪ computeGRS2(catalog, query, r)
end
end
return MCS
end algorithm
algorithm computeGRS2(catalog , query, relaxation)
where relaxation={cr1,...crn}
begin
GRS2 ← ∅
For each cr i= (p, a, x ) in relaxation where p is ≤ or ≥ do
GRS2 ← GRS2 ∪ {{r1,...rn} - ri∪ r’i}, where
n = sizeof(conflict) and
ri = “remove constraint cr i” and
r’i = “adapt constraint cr i”
end
end
if GRS2 is ∅ do
GRS2 ← GRS2 ∪ {{r1,...rn}}, where
n = sizeof(conflict) and
ri = “remove constraint cr i”
end
return GRS2
end algorithm
“adapt constraint cr”,
where cr = (p, a, x ) and p is ≤,
is to replace x by x’ = min({a(o), for all items o in the catalog that satisfy the query q
= query – relaxation})
getSubqueries(k , query) and isConflict(catalog , s) are defined in the previous
section.
Figure 3.5: Algorithm to compute the Global Relaxation Set, given a catalog and a
failing query.
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This simulation however, did not intuitively correspond to human behavior and let to a
second simulation.
In this second simulation one thousand random failing queries were built in an incremen-
tal fashion. To do this, we first randomly selected an attribute, again associated with a
parametric constraint, and we randomly assigned a value from the attribute range. We
kept adding constraints to the query, until it became a failing query. We then kept this
query and repeated the process until we had one thousand failing queries. Through this
simulation, we noticed that 78% of the queries were successful.
The global relaxation set consists of a set of global relaxations. It can be seen as a
trade-off consisting of several choices, i.e. the user needs to choose which relaxation is
more appropriate, if any. We suggested that this type of trade-off information could
be very valuable to the user because they represent clear ad-hoc questions, like “Do
you prefer to pay 80 Euros more, or to accept a one year older car without the ABS
feature?”. However, if users are overwhelmed with a large global relaxation set, this
information would demand a high cognitive effort to process it and it would become
practically useless. Figure 3.6 shows the distribution of the size of the global relaxation
set. In the case of the uniform simulation, it shows that the GRS can be quite large and
thus it would not be useful for the user. On the other hand, in the case of the incremental
simulation 90% of the GRSs consisted of only two or three global relaxations.
While the global relaxation set consists of a set of global relaxations, a global relaxation
consists of a set of constraints to be relaxed (thus defining the size of a global relaxation).
For instance, the second global relaxation of Example 3.3 on page 62 is to “change mileage
to less than 55’700 km (instead of 50’000 km) and to discard the constraint about color”.
Figure 3.7 shows the distribution of the size of the global relaxations. Again, in the case
of the uniform simulation, it shows that global relaxations can be too big to be useful.
In the case of the incremental simulation, it shows that 80.4% of the global relaxations
consist of only one constraint to relax, making it very attractive.
The minimal conflict set consists of a set of minimal conflicts. It shows precisely which
parts of the query are causing the conflicts, and thus it clearly explains what it is not in
the catalog. Figure 3.8 shows the distribution of the size of the minimal conflict set. As
in the GRS, in the case of the uniform simulation, the size of the MCS can be too big
to be useful. In the case of the incremental simulation, the figure shows that 68.8% of
the MCSs consist of only one conflict.
While the minimal conflict set consists of a set of conflicts, a conflict consists of a set
of constraints (thus defining the size of a conflict). For instance, the first conflict of
Example 3.2 on page 62 is the lack of cars in the catalog with “price cheaper than 6’500
Euros and mileage of less than 50’000 km”. Figure 3.9 shows the distribution of the size
of the conflicts. In both cases, 95% of the conflicts consist of up to four constraints.
In summary, our work suggests that simulations using queries uniformly distributed in
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Figure 3.6: Results of the simulation. Distribution of Global Relaxation Set sizes. This
graph shows 100% of the points in the case of the incremental simulation. It only shows
85% of the points in the case of the uniform simulation, where the biggest GRS has size
75.
Figure 3.7: Results of the simulation. Distribution of Global Relaxation sizes.
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Figure 3.8: Results of the simulation. Distribution of Minimal Conflict Set sizes. This
graph shows only 71% of the points in the case of the uniform distribution, where the
biggest MCS has size 101.
Figure 3.9: Results of the simulation. Distribution of the conflict sizes.
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size leads to quite unsatisfactory results with respect to the size of the system feed-
back, while simulations using queries built in an incremental fashion lead to much more
promising results. This study therefore illustrates that results obtained through simula-
tion may heavily depend on how queries are constructed. This confirms the fact that the
use of simulations for the study of human behavior need to be considered with care and
that empirical studies, although quite expensive, are necessary for a reliable evaluation
of human-machine interaction systems.
We carried out a pilot study with several common every-day business-to-consumer cat-
alogs: movies, apartments and university lectures. We noticed that the behavior of real
users in stating queries was much closer to the incremental simulation, with encouraging
results. However, as we said previously, a correct evaluation requires a user study, which
is the purpose of Chapter 4.
3.7 An example implementation of CBTE
An implementation of the confidence building tradeoff (CBTE) system feedback is shown
in Figure 3.10. It has exactly the same interface as the baseline system (see Section
2.7.2) while adding a window at the bottom called Trade-off analysis. When the query
is successful, this window does not show any information. When the query is over-
constrained, it shows (1) the global relaxations (GRS), (2) the minimal conflict set
(MCS) and (3) the local relaxation set (LRS) for each conflict in the minimal conflict
set.
Global Relaxation Set
The global relaxation set is a set of global relaxations, and a global relaxation consists
of a set of constraints to be relaxed. We display the global relaxations ordered by their
size, i.e. global relaxations that involve only one constraint are presented before the ones
involving two constraints, and so on. We tuned the system to show only six relaxations
maximum and to exclude the ones involving more than three constraints because of
usability issues, i.e. it becomes more difficult to read with the number of constraints
involved. Note that effect of this pruning is studied in Section 4.5.7. By reading the
displayed global relaxations, users are given a set of options for solving all the conflicting
objectives in a query at once, and thus it represents a clear tradeoff question. Users have
then two possibilities to go for one of the given options: (1) manually changing the query
using the selection criteria window or (2) accepting one of the relaxations by clicking
on it, with the effect that the system will automatically revise the query in the selection
criteria window accordingly.
Minimal Conflict Set and Local Relaxation Set
The minimal conflict set is a set of conflicts, and a conflict is a set of constraints that
no item in the catalog satisfies. We tuned the system to again show only five conflicts
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maximum for usability issues. By reading the conflicts, users learn which parts of the
query are causing the conflicts. They can then use the selection criteria window to relax
one or several constraints. For each conflict, its local relaxation set is displayed. The
local relaxation set is a set of local relaxations that solves the given conflict, and a local
relaxation consists of a single constraint to be relaxed. By reading the local relaxation
set, users learn how much they need to relax a particular constraint in order to solve a
given conflict. As in global relaxations, users can manually change the query using the
selection criteria window, or click one of the relaxations for automatic application.
Figure 3.10: A screenshot of ECatalog, using the confidence building tradeoff explana-
tions (CBTE) type of system feedback.
An implementation of CBTE+PWADD, i.e. the combination of both approaches, is
shown in Figure 3.11. It has exactly the same interface as the baseline system using
ranked list feedback described in Section 2.7.2 while adding the Trade-off analysis win-
dow at the bottom. These two interfaces will be used in a comparative user study in the
next Chapter.
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Figure 3.11: A screenshot of ECatalog, using ranked list and CBTE type of system
feedback.
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3.8 Related work
The research on decision confidence for DSSECs is quite recent (with some preliminary
experiments in 2000 [35]) and, with the notable exception of Pearl Pu et al since 2004
[53, 56, 63], has mainly focused on carrying out experiments in order to understand the
antecedents and benefits of decision confidence, rather than understanding the direct
effect of different types of system feedback on decision confidence.
Antecedents of decision confidence
In [89] the authors carry out a laboratory experiment to understand the effect of search
effort and domain knowledge on decision accuracy, decision confidence, perceived ease
of use and perceived usefulness. For this purpose, participants of the experiment are
exposed to four DSSECs. As the result of their study, the authors provided a partial
least square (PLS) model showing that the effects of search effort and domain knowledge
are mediated through decision accuracy and decision confidence to positively impact
perceived ease of use and perceived usefulness. Particularly interesting for our work,
the authors found out that decision accuracy positively affects the decision confidence,
and decision confidence positively affects perceived usefulness. However, they did not
provide information about which type of DSSECs are better in terms of decision accuracy
or decision confidence, i.e., the use of the four DSSECs was only meant to provide
sufficient diversity to construct a PLS model.
Decision confidence on Collaborative Filtering
Collaborative filtering systems (also called recommender systems) attempt to predict
items that a user may be interested in based on the similarity of her profile with the
profiles of many other users. Collaborative filtering differs from DSSECs (content-based
systems) in that they don’t necessarily have a description of the products in terms of
attributes, and make recommendations such as “people that bought this product also
bought product X”.
One main problem of collaborative filtering is that they are black boxes, providing no
transparency of how they work. In this perspective, there is quite a lot of work on un-
derstanding which types of explanations about how recommendations are constructed
(such as rating histograms [81]) are more effective in order to improve decision confi-
dence. Note that in this thesis we focus on content-based systems only. For a survey on
collaborative methods, see [59].
Decision confidence on DSSECs
The authors in [35] found out that allowing users to do a first filtering of a large catalog
improves decision confidence. They also found out that adding a comparison matrix
(a user interface that allows users to easily compare the set of items that are being
considered seriously for making the decision; see Section 2.7) in a DSSEC positively
affects decision accuracy, while it does not have an impact on decision confidence.
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In [63], the authors compare two types of DSSECs, user-motivated critiquing and system-
proposed critiquing, in terms of decision accuracy, effort and confidence. They show
that user-motivated critiquing achieved better decision confidence than system-proposed
critiquing. Notice however that this does not necessarily imply that the first approach
was specifically designed to improve decision confidence as the observed increase might
be the sole consequence of the increase in decision accuracy that has been observed as
well. In fact, while the authors explain the difference between the two systems, they
do not explain if their system was designed in order to improve confidence, nor they do
provide an explanation of why their system outperformed in terms of confidence.
Instrumented tasks
The performance of several DSSECs when users face a concrete tradeoff has been studied
in [53]. In this work, a user evaluation was carried out where the participants were asked
to find their best choice in a catalog of fifty apartments. Then, they were asked to find
another apartment in the same catalog, 100 CHF14 cheaper than the one previously
found. Thus, the study was artificially creating concrete tradeoffs to the participants.
Using this experimental set-up, the authors compared two DSSECS, a baseline system15
(filtering by constraints, plus sorting by one attribute) and their TweakingUI system.
With the TweakingUI system, participants were allowed to indicate how much (if at all)
the system could compromise for each of the criterions. This approach is quite similar to
the PWADD system described in Section 2.4.2, with the difference that the importance
of criterions were elicited in form of level of compromise (the more compromisable, the
lower the weight of importance) and users could ask to filter out from the ranked list
the items in the catalog that do not fulfill some of the criteria by defining them as non-
compromisable. They found out that while the TweakingUI system (preference-based,
similar to PWADD) performed better in terms of decision accuracy, the baseline system
had better decision confidence. In fact, a recurrent comment was that the TweakingUI
system was “hiding something from me”, and that they could “see everything in the
other system”. Thus, it provides positive evidence that constraint-based systems improve
decision confidence as we suggest with our DECOFE framework. However in the user
study, the participants responded positively to the question of whether they would prefer
the TweakingUI interface if the catalog would be larger, and thus the authors concluded
that preference-based system are better. While we agree that preference-based systems
are better in terms of decision accuracy, in our DECOFE framework we argue that
constraint-based systems outperform them in terms of decision confidence and we further
study this empirically in the next Chapter.
In a similar study [56], the authors also measured decision confidence. First, they asked
participants to find their best choice in a catalog of 100 apartments and asked them how
confident they were with their choice. Then they were asked to perform four additional
tradeoff tasks: (1) “find a cheaper apartment”, (2) “find a bigger apartment”, (3) “find
an apartment which is 100 CHF cheaper” and (4) “find an apartment which is 5 square
14100 CHF (Swiss francs) is approximately 63 Euros, on 15th October 2006. .
15The authors call RankedList interface at the Baseline system we presented in Section 2.7.
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meters bigger”. At the end of this process, the users were allowed to potentially change
their first choice, and were asked again how confident they were with their new choice.
The experimental results showed that decision confidence increased from 68.6% to 77.1%,
the difference being statistically significant. The authors then concluded that example-
critiquing with tradeoff support leads to a significant increase in decision confidence.
Trust
In [60] the authors conducted a survey and found out that system-proposed critiquing
feedback would perform better in terms of users’ trust formation compared to a simple
k-best interface even after the “why” enhancement. They also found out that the rec-
ommender agent’s competence is positively correlated with user’s intention to return,
but not necessarily with their intention to purchase. This study was then validated in
[64] through a user study involving a catalog of 25 notebooks. Trust is defined as the
long term relationship between a user and the organization that the recommender sys-
tem represents, and thus this user study does not exactly deal with improving decision
confidence, which is the certainty of the decision maker that she has made the best
decision.
Explanations in case-based reasoning
The use of system feedback or explanations to improve user confidence was already
proposed in the 80’s for case-based reasoning (CBR). In CBR, the system typically
applies abductive or deductive reasoning based on rules defined in the system to provide
an explanation for a given solution (the best choice). However, if we knew the solution,
we would not need the system anymore. Instead, DSSECs provide explanations (or
system feedback as we defined in Section 3.4) to users in order to help them find the
solution. Several types of system feedback have been studied for DSSECs: ranking,
diversity, suggestions, system-proposed critiquing, conflict and corrective feedback.
SmartClients
In [34, 42, 43] the authors present SmartClients, a system combining starfield displays
[12] (which shows two-dimensional tradeoffs; See Section 2.4.7), parallel coordinates
(which show a subset of the items in a graphical form) and PWADD rankings [67] (See
Section 2.4.2). In [42] the authors dismiss the use of minimal conflict sets because of
their potential exponential size growth and propose solving over-constrained queries by
allowing the user to chronologically retract her constraints. In [34, 43] the authors also
provide corrective feedback and discuss its benefit in terms of decision accuracy, but not
in terms of decision confidence. Corrective feedback was already proposed in [28, 30],
and we discuss it in detail in Section 3.3.3.
Efficient computation
Showing conflicts and relaxations has also been proposed for interactive problem solv-
ing (such as complex product configuration) or diagnosis [23] tasks using the constraint
satisfaction problem (CSP) framework, as in the case of the ILOG configurator [38]. In
the cases where computing one minimal conflict is enough (i.e. not requiring to com-
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pute the minimal conflict set), the QuickXPlain algorithm [25] improves the efficiency of
finding a preferred minimal conflict compared to existing non-intrusive algorithms by re-
cursively partitioning the conflict detection problem into sub-problems and by skipping
sub-problems that are not part of the conflict. In the cases where the complete minimal
conflict set and the global relaxation set are needed, the authors in [26] proposed first
compiling the configuration problem in an automaton representing the set of solutions
of the CSP, and then usin this data structure to provide corrective feedback efficiently.
However, research in this direction once again does not deal with improving decision
confidence.
3.9 Summary
The research on decision confidence for DSSECs is quite recent (with some preliminary
experiments in 2000 [35]) and, with the notable exception of Pearl Pu et al since 2004
[53, 56, 63], has mainly focused on carrying out experiments in order to understand the
antecedents and benefits of decision confidence, rather than understanding the direct
effect of different types of system feedback on decision confidence.
We have indentified that current research is mainly focused on novel types of system
feedback based on preferences rather than constraints. In the DECOFE framework,
we argue that system feedback based on constraints, even if not novel as such, can be
combined in order to improve decision confidence.
In this direction, we have proposed a framework called DECOFE to study the build-
ing of decision confidence in the query-feedback search interaction model. Within this
framework, we extended the definition of the query-feedback search interaction model
as an iterative process in which a user makes queries to the system in order to develop
her domain knowledge, preferences and confidence for tentative decisions through the
system feedback, until she is convinced of her final decision. We identified four properties
for the design of system feedback that can potentially contribute to decision confidence
building: (1) constraint-based, (2) universally valid, (3) negatory and (4) unique in its
class.
Using the DECOFE framework, we have studied the potential contribution to decision
confidence building of several types of system feedback proposed in the literature. Within
this framework, we have argued that conflict and corrective feedback (combined with
either matching list or ranked list feedback) were the most promising types of feedback
for decision confidence building. As it will be shown in the next Chapter, this claim is
further validated by experimental evaluation in the case of ranked list feedback compared
to conflict and corrective feedback.
Based on this analysis, we proposed the confidence building tradeoff explanation (CBTEs)
feedback which explains the query tradeoffs in terms of conflicts and relaxations that can
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potentially contribute to decision confidence building, and it is meant to be combined
with either matching list or ranked list system feedback. In typical situations where
there is a mismatch between what the decision maker wants and what is it in the catalog,
CBTE provides a clear trade-off question to help the user make a good decision through
the global relaxation set, and provides evidence to build decision confidence through
the minimal conflict set and the local relaxation set. While global relaxations and the
minimal conflict set had already been proposed for interactive problem solving in the
literature, we explain their contribution to decision confidence building based on the
DECOFE framework and we propose local relaxations to complement the previous two
types of feedback.
In addition, we argued that CBTE provides tradeoff information comparable to the one
produced by PWADD and therefore we also hypothesize that both approaches will have
a similar decision accuracy. However, the advantage of CBTE is a potential increase in
decision confidence.
The use of minimal conflict sets has been dismissed by some researchers [42] because of
their potential exponential size growth. In order to study in practice the size of such type
of feedback, we ran two simulations: simulations using queries uniformly distributed
in size which produced fairly bad results, while simulations using queries built in an
incremental fashion had very attractive results. This study shows that the results of
simulations depend very much on how queries are constructed, and it just confirms that
results on simulation of human behavior are in general quite doubtful. However, as we
said previously, a correct evaluation requires a user study.
The various claims made within the DECOFE framework and the usefulness of CBTE
will be experimentally evaluated in the next chapter.
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Chapter 4
Comparative user study
4.1 Introduction
In Chapter 3, we introduced the confidence building tradeoff explanations (CBTE) type
of system feedback aiming at improving decision confidence in decision support systems
for electronic catalogs (DSSEC). As explained in the previous Chapter, the main idea
of the decision confidence in query-feedback search (DECOFE) framework is to design a
DSSEC that gives to the users complete query control during the decision process, while
helping them to build decision confidence. This is achieved by means of system feedback
that fulfills four properties given in the DECOFE framework: (1) constraint-based, (2)
universally valid, (3) negatory and (4) unique in its class. While we are mainly interested
in improving decision confidence, a system which neglects the other important DSSECs
features such as decision accuracy is not of course admissible.
The performance of DSSECs can be measured by decision accuracy, decision confidence,
search effort and trust, among other constructs. In the following section, we introduce a
behavioral model to evaluate different DSSECs in terms of the objective and subjective
measures introduced in Section 2.6. An ideal objective would be to compare several
DSSECs using this research model. As time and resources are limited, we will compare
one of the most used types of system feedback in DSSECs, the parametric weighted
additive (PWADD) type of ranked list feedback, with confidence building tradeoff expla-
nations (CBTE) feedback introduced in the previous chapter. The DSSEC described in
Section 2.7 using matching list feedback is used as a baseline.
We set up a between-group experimental design to evaluate the performance improve-
ment (with respect to the baseline system) of CBTE, PWADD and of a combination of
CBTE and PWADD (CBTE+PWADD). In Section 4.2, we present the research model.
In Section 4.3 and 4.4, we describe the methodology and the experimental results re-
spectively. While results need to be taken with caution as described in Section 4.6, the
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experimental study shows that CBTE outperforms PWADD in all the subjective con-
structs presented in the research model, and that decision accuracy is not degraded. In
Section 4.5, we interpret these experimental results. We present limitations of the study
in Section 4.6, related work in Section 4.7 and conclude in Section 4.8.
4.2 Research model
In Section 2.5 we have seen three subjective constructs used in this study that positively
affect trust intentions as reported in [89, 90, 63, 85, 86]: perceived ease of use of the e-
vendor’s system, decision confidence (user confidence in their choices) and user trust in
the e-vendor. We have also seen that perceived usefulness and ease of use, enjoyment and
perceived competence positively affects trust [86, 88]. In Section 2.8 we have seen that
most research in DSSECs has been concerned with improving decision accuracy, which
is an objective measure. Recently it has been found that [89] decision accuracy also
has the positive impact of improving decision confidence. Domain knowledge has also
been found a determinant of decision accuracy. The authors in [80, 63] found out that
perceived control positively affects decision confidence. In this thesis we are interested in
designing DSSECs that improve decision confidence, without sensibly penalizing these
other important constructs. In Figure 4.1 we show the proposed research model.
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In this user study, we compare the baseline system described in 2.7 with two types of 
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Figure 4.1: User Study. Research model.
In this user study, we co pare the baseline system described in Section 2.7 with two
types of (expected) improvements: using the parametric weighted additive (PWADD)
decision strategy, which is used in most DSSECs, and (2) confidence building tradeoff
explanations (CBTE), which is our approach in this thesis. These systems are evaluated
using the constructs cited in the given research model. Given that they are subjective
measures (except for decision accuracy), we are going to use questionnaires that have
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shown been to have strong content validity (again, see Section 2.5).
Also, in Section 3.6 we saw that the size of CBTE could grow exponentially with the
size of the query, making this type of system feedback useless in such cases. We ran
two simulations, one using queries uniformly distributed in size which had quite bad
results, and another one using queries build in an incremental fashion which had very
attractive results (small CBTE sizes). The study showed that the results of simulations
depend very much on how queries were constructed, and it just confirmed that results
on simulation of human behavior are in general quite doubtful. In this sense, we are also
evaluating experimentally the size of CBTE feedback in this user study to understand
whether the potential exponential size growth is in fact a drawback or not in practical
business-to-consumer situations.
We also discussed in Section 3.4 that CBTE and the parametric weighted additive
(PWADD) both provide similar information about the conflicting objectives in two dif-
ferent forms. PWADD, in one hand, provides this information in terms of a ranked list,
and on the other hand, CBTE lists queries conflicts and query relaxations. Therefore
we hypothesized that both approaches will achieve similar decision accuracy, which will
be also verified in this user study.
We next explain the methodology for this comparative user study, followed by results
and conclusions.
4.3 Methodology
In order to test the effects of applying the explicit trade-off analysis (CBTE) and/or
the parametric weighted additive (PWADD) approaches, a common user interface was
created for the four possible systems (shown in Table 4.1) resulting from the two given
independent variables. 39 persons participated in the user study and were randomly
assigned to three groups. Each participant was introduced to the baseline system and
was then asked to search their best option in a catalog of used cars. Afterwards, the
participant was asked to search again for a better option in the same catalog of cars using
one of the other three systems. The next step consisted of a validation phase, where
the participant was given a flat list of all the cars and asked to carefully inspect all of
them to find their correct best choice. We then evaluated the increase of performance
of using CBTE after the baseline system compared to the use of PWADD after the
baseline system. The increase of performance for the combination of CBTE+PWADD
is also evaluated. Performance is based on objective measures, such as decision accuracy,
as well as subjective measures extracted from questionnaires.
Subjects
It is foreseen there will be with-in group variations as participants will not have (1)
a common expertise in the use of electronic catalogs, (2) a common expertise of the
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-CBTE +CBTE
-PWADD Baseline CBTE
+PWADD PWADD CBTE + PWADD
Table 4.1: Two indepedent variables user study.
catalog domain being used and (3) common criteria flexibility. An experimental design
to cancel these effects is the within-subjects (or “repeated measures”) design, where each
participant is exposed to the four systems. This brings about the problem of the necessity
of counterbalancing the carry-over effects of practice and fatigue: given a participant
and one of the interfaces, the results would be influenced by the interfaces that she used
previously. In other words, the results of a participant where she uses the four interfaces
in some order would not be equal to the same participant using the four interfaces in
a different order. To counterbalance this effect, it is necessary to create a group of
participants for each possible permutation in ordering the four interfaces. This makes 4!
= 24 groups. If we say that the minimum of participants per group should be 10, then
this study would need at least 240 participants. Since it is hard to recruit participants
we needed to adopt another experimental design.
For this study, we managed to involve only 40 participants, which it is much less than
the 240 participants needed in the previous set-up. In order to cancel the 3 effects
previously mentioned, we decided to design a between-groups comparative design, i.e.
the baseline system is taken as a common denominator and participants are asked to
evaluate a system compared to the baseline. This set-up changes absolute questions to
relative ones and thus potentially cancels the mentioned variance between participants.
For instance, instead of being asked “Is it easy to use?” they are asked “Is it easier
to use than the baseline system?”. The price to pay for this change is the necessity of
converting a two independent variable setup to a one independent variable setup, which
limits the type of statistical tools that can be applied afterwards to analyze the results.
Concretely, 39 participants were involved in the user study. They were promised an
award of 20 CHF at the end of the experiment. They were randomly assigned to three
groups of thirteen participants each. Each participant first used the baseline system and
thenone of the other three systems according to their group. This organization is shown
in Table 4.2.
First system Second system
Group # participants Baseline CBTE PWADD CBTE +
PWADD
G1 13 Yes Yes
G2 13 Yes Yes
G3 13 Yes Yes
Table 4.2: One independent variable user study.
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In the demographics questionnaire, participants were asked about their gender, age,
occupation, familiarity with computers and decision making. They were asked also about
their expertise in the catalog domain but this question could not be used in the analysis
of the results because it turned out to be incorrectly formulated. The list of questions
is available in Table A.1 at page 121. Table A.5 at page 141 shows the results of the
demographic questionnaires. According to an ANOVA statistical test, no demographic
characteristics favored one system over the others.
Stimuli and task
In order to create a more realistic scenario, we contacted a company that aggregates
the inventory of used cars from several concessionaries in Switzerland. They provided
us with a catalog of 61443 cars, from which 7924 are described with the following 35
attributes1: brand, model, model type, current price, original price, date of the 1st
matriculation, mileage, category, fuel type, transmission, number of seas, number of
doors, performance in hp, cubic capacity, number of cylinders, color and the boolean
features metallic color, ABS, airbag, air conditioning, alarm, cd player, central locking,
electrical seats, electrical windows, fog lamps, heating seats, leather interior, navigation
system, power steering, speed control, sport chassis, sun roof, theft prevention, traction
control and xenon lights.
However the procedure used to evaluate decision accuracy, described below, needs to
limit the number of items, and based on similar studies [56, 58], 200 items seemed a
reasonable choice, which were randomly selected from the 7924 available. We called this
catalog Comparis200 2. To introduce the systems to the participants, we used a catalog
of 186 apartments3 modeled by 11 attributes.
The objective of the participants was to find their most preferred used car from the
ones available in the catalog. Rather than designing a controlled laboratory experiment
with concrete objectives given to the participants such as “finding a cheap car with few
mileage and a minimum of three features such as airbag”, this open task allowed the
systems to be tested in a more ecological setting, where typically participants do not
have a fixed set of preferences.
Procedure
The timeline for each participant, shown in Table 4.4, was as follows4: First there was
a typical demographics questionnaire about the participant. Afterwards, the partici-
pant used the baseline system followed by the second system according to her group.
A validation phase to measure the decision accuracy followed and finally there was a
1We called this catalog Comparis8000. We would like to acknowledge Comparis.ch for sharing this
catalog to the research community. It is available to download: See Appendix 2.
2 Comparis200 is a catalog of 200 used-cars, taken from Comparis8000, modeled by 35 attributes. It
is available to download: See Appendix 2.
3We would like to acknowledge Paolo Viappiani for sharing a database of apartments
4A Dell Optiplex SX260 (Pentium IV, 2’8 GHz, 512Mb RAM) with a 19” color screen was used in
this user study.
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questionnaire specific to each group.
The objective of these four systems is the same: to assist a user in finding her preferred
item from the set of available items. A common user interface for the four systems is
needed in order to achieve a fair evaluation between them. However, as they differ in
the elicitation process and the type of system feedback provided to the user, the user
interface cannot be the exactly same. The baseline system described in Section 2.7 has
been implemented and extended to integrate the support for the intrinsic features of the
two improved approaches, as described in Sections 2.7.2 and 3.7. This ensures that they
are both practically identical except for the one aspect whose effect is being tested. In
Table 4.3 we show the complete inventory of the differences between the four different
systems.
System Description &
Screenshot
Differences
Baseline Section 2.7.2 See
Figure 2.10 at page
50
1) The Items window shows all the items matching the
query, the query being interpreted as a set of parametric
constraints.
CBTE Section 3.7 1) idem.
See Figure 3.10 at
page 77
2) There is a new window, called Trade-off analysis, which
shows CBTE feedback according to the query, the query
being interpreted as a set of parametric constraints.
PWADD Section 2.7.2 See
Figure 2.11 at page
51
3) The Items window show all the items sorted accord-
ing to the query, the query being interpreted as a set
of weighted parametric utility functions (PWADD feed-
back).
4) The Selection criteria window allows the user to also
specify a weight for each parametric utility function.
CBTE+ Section 3.7 2) idem.
PWADD See Figure 3.11 3) idem.
at page 78 4) idem.
Table 4.3: Inventory of the differences between the different systems.
Participants were asked to use the baseline system. It is a common practice to provide
training to teach participants to use a user interface in order to further help in canceling
the variations in experience between participants [92]. In this study, the training was
provided in the form of a tutorial for each one of the interfaces. Concretely, there was a
printed tutorial that the participants needed to follow while using the real system with
a catalog of apartments. The tutorial is available in Appendix 1, under the label “User
study. Baseline tutorial” at page 127. In Table 4.5 there is the number of pages of
the tutorial for each system and the average time that the participants took to follow
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it. After the training, we asked the participant to look at the printed description of
the catalog of second-hand cars. It is available at Appendix 1, under the label “User
Study. Second-hand cars database”. Afterwards, the participant was asked to use the
system to find her preferred second-hand car. They were asked to limit themselves to five
minutes although it was not a strict constraint. The system monitored the total time
of the interaction, the number of criteria revisions, the number of distinct attributes
used and the number of considered items among others. Finally, the system presented a
questionnaire with measures related to the constructs confidence, ease of use, usefulness,
enjoyment, trust which is listed at Table A.2 in page 123. These measures have been
adapted from the questionnaires reported in Section 2.6 which were shown to have strong
content validity. The questionnaire also included the NASA TLX test which measures
cognitive load in performing a task [73].
The next step in the user study was to use one of the other three systems, which we
hereafter call the second system. As before, the participant was introduced to the system
with the help of a printed tutorial that explained the additional features. The tutorial
is available in Appendix 1, under the label “User study. ECatalog+T” on page 136 for
group 1, “User study. ECatalog+W” on page 134 for group 2 and the combination of
those two used for group 3. Afterwards she was asked to find her preferred second-hand
car using the second interface. The catalog used was the same as in the previous step.
Thus, the task, finding the preferred item from the catalog, is not exactly the same
as in the previous step because the participants already had some knowledge of the
set of items available in the catalog from the previous step. However, remember that
this comparative study does not evaluate whether one of the second systems is better
than the baseline one, but rather which of the three systems is greater improvement
on the baseline system, and thus it is not an issue if the task in the second system
is not the same as the first one. The system monitored the same measures as in the
previous step plus specific measures intrinsic to the second system. Finally, the system
again presented a questionnaire with questions related to the same constructs as in the
previous step. However, in this questionnaire, there were measures of the second system
in comparison to the baseline one, i.e. instead of asking whether the system was useful,
it was asking whether the second system was more useful than the baseline system. The
list of questions is available at Table A.3 on page 124. The NASA TLX test was also
included in this step.
After using the two systems, we asked the participants to validate their choice. The
procedure for this validation phase was taken from [56, 35] and in this user study was
implemented by simply taking the same interface used in the baseline system and re-
moving the “Selection Criteria” window. Concretely, the system presented (1) a flat
list of all the items and (2) a space where the user could temporally put some items
for further inspection, called the “Considered Items” window. The two items that the
user selected in the baseline and second system were added to the “Considered Items”
window automatically by the system. The user could sort the flat list of items by one
column at a time. Using this interface, the participant was asked to carefully inspect all
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the items and to switch to a better one if she could find one or to stay with one of the
previous two choices. The decision accuracy of one group of participants was measured
as the fraction of the number of participants that using the second system selected the
same item as in the validation phase, divided by the total number of participants of the
group.
To finish the user study, the participants were asked to fill up a questionnaire specific to
their group in order to better interpret the results later.
For each participant, the same experimenter introduced the experiment to the partici-
pant, provided her with the printed tutorials and started the software. From this point
on, the user study was autonomous in order to avoid any interference from the experi-
menter to the participant. Questionnaires and the interactions using the systems were
all recorded in log files for later analysis. At the end of the study, the participant was
awarded with 20 CHF independently of the performance.
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Table 7. Timeline for a participant in the user study 
 
System # pages Average time 
Timeline for a participant: 
• Demographics survey 
• Baseline System 
o Tutorial 
o Perform task 
o Survey 
• Second system 
o Tutorial 
o Perform task 
o Survey 
• Validation  
o Switching rate 
o Survey 
• Specific survey 
Table 4.4: Timeline for a participant in the user study.
System # pages Average time
Baseline 5 12.0 min
CBTE 5 7.3 min
PWADD 2 9.2 min
CBTE + PWADD 8 13.3 min
Table 4.5: Number of pages of the tutorial of each system and the average time that the
participants took to complete it.
Notice that the selected experimental setup guarantees that the only noticeable differ-
ences between the compared systems are the ones indicated in Table 4.3. Therefore,
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these differences should be the ones used for the result interpretations that are given in
Section 4.5.
4.4 Results
Each participant took on average 1h17min to take part in the user study. During the
study, we collected objective measures (total interaction time, number of criteria revi-
sions, number of distinct attributes used and number of considered items among others)
and subjective measures related to the constructs of the research model discussed in
Section 4.2. These results are available in Table A.6 – Table A.8 on page 1425. We first
apply factor analysis on the subjective measures to identify the relevant ones and group
them into constructs in section 4.4.1 and we then analyzed the results using statistical
significance tests in section 4.4.2.
4.4.1 Factor analysis
As explained previously, each participant answered 34 questions after using the second
system and four questions after the validation. All items were measured on a seven-
point Likert strongly disagree/strongly agree scale. We applied statistical tools over
these questions to find out the most relevant factors. Concretely, we applied principal
component analysis (PCA) to these questions, which suggested eight factors according
to the latent root criterion. Then we computed the table of iterated varimax rotated
principal factor analysis, plus the minimum, maximum, mean and standard deviation
for each measure which is shown in Table 4.6. A measure is associated to a factor if the
measure has a high loading with this factor and low loadings with all the other factors.
Then this factor is considered to exhibit convergent and discriminant validity. We used
0.50 as a threshold between a high and a low loading. Questions Q1, Q6, Q7, Q9, Q10,
Q12, and Q13 were removed due to a high loading in more than one factor or in none of
them.
Table 4.7 shows these factors and their associated measures. In this table we can easily
identify that factor 1 is related to perceived ease of use and perceived usefulness. Factor
F2 is mainly associated with decision confidence after validation, that is, how confidence
a participant was that she had found the best or at least a very good choice using
the second interface. Q15 about perceived usefulness was also associated to factor F2
but it was eliminated because it didn’t belong to the same construct and had a much
lower loading. Factor F3 is related to decision confidence before validation, that is, how
confidence a participant was that she had found her preferred choice after using the
second system. Factor F4 is clearly related to the trust construct. Factor F5 cannot
5The complete interaction log files are also available to download. See Appendix 2.
94 CHAPTER 4. COMPARATIVE USER STUDY
F1 F2 F3 F4 F5 F6 F7 F8 m
in
m
ax
m
ea
n
S
td
Q1 -0.26 -0.17 0.36 0.00 -0.38 0.15 -0.20 0.41 3 7 5.10 1.32
Q2 -0.44 -0.16 0.69 -0.15 -0.04 0.24 -0.13 0.34 2 7 5.28 1.54
Q3 -0.41 -0.14 0.63 -0.03 -0.06 0.21 -0.11 0.45 2 7 5.33 1.38
Q4 -0.24 -0.13 0.29 -0.26 -0.14 0.72 -0.03 0.01 1 7 4.69 2.08
Q5 0.19 0.22 -0.18 0.04 0.37 -0.16 0.54 0.02 1 6 2.59 1.63
Q6 0.28 0.09 -0.58 0.20 0.24 -0.04 0.54 -0.10 1 6 2.18 1.34
Q7 0.21 0.14 -0.08 0.09 0.46 -0.10 0.29 -0.40 1 6 2.82 1.78
Q8 -0.02 0.09 0.09 -0.20 0.00 -0.01 -0.03 0.67 2 7 4.51 1.69
Q9 0.10 0.16 -0.35 -0.08 0.40 0.00 -0.11 -0.45 1 6 2.23 1.21
Q10 -0.52 -0.24 0.09 -0.16 -0.26 0.05 -0.08 0.50 2 7 5.00 1.48
Q11 0.12 0.11 -0.03 -0.08 -0.03 -0.05 0.64 -0.06 1 7 2.74 1.78
Q12 -0.24 -0.09 0.12 0.02 -0.11 0.49 -0.25 0.47 2 7 4.05 1.50
Q13 0.43 0.03 -0.06 -0.10 0.33 0.08 0.45 -0.15 1 6 2.90 1.41
Q14 -0.27 -0.18 -0.21 -0.12 -0.60 0.23 -0.20 0.18 1 7 4.21 1.56
Q15 -0.39 -0.55 0.10 -0.47 -0.38 -0.06 -0.03 0.12 2 7 4.87 1.73
Q16 -0.35 -0.18 0.13 -0.16 -0.61 0.04 -0.16 0.05 2 7 4.54 1.53
Q17 -0.55 -0.11 0.26 -0.03 -0.41 0.40 -0.25 0.03 2 7 4.87 1.54
Q18 -0.73 -0.11 0.12 -0.06 -0.25 0.25 -0.13 -0.01 2 7 5.05 1.45
Q19 -0.77 -0.10 0.01 -0.15 -0.09 0.11 -0.14 0.23 2 7 4.90 1.41
Q20 -0.78 -0.12 0.29 -0.26 -0.17 0.13 -0.11 0.31 2 7 5.38 1.44
Q21 -0.67 -0.22 0.28 -0.23 -0.33 0.12 -0.25 0.09 2 7 5.00 1.45
Q22 -0.51 -0.24 0.24 -0.28 -0.35 0.31 -0.07 -0.03 2 7 5.10 1.60
Q23 -0.45 -0.04 -0.03 -0.24 -0.07 0.76 -0.10 0.04 2 7 5.03 1.61
Q24 -0.67 -0.21 0.04 -0.16 -0.26 0.33 -0.20 0.04 2 7 5.13 1.38
Q25 -0.64 -0.01 -0.15 -0.14 -0.13 0.40 -0.40 -0.01 2 7 4.72 1.36
Q26 -0.82 -0.08 0.26 -0.22 -0.17 0.07 -0.19 0.21 2 7 5.44 1.41
Q27 -0.75 -0.06 0.20 -0.20 -0.25 0.14 -0.08 0.12 1 7 5.21 1.71
Q28 -0.80 -0.11 0.13 -0.18 -0.31 0.21 -0.11 0.11 1 7 5.13 1.60
Q29 -0.54 0.02 0.09 -0.15 -0.44 0.39 0.20 0.22 2 7 5.69 1.16
Q30 -0.40 -0.08 0.09 -0.17 -0.53 0.49 0.06 0.33 1 7 4.87 1.51
Q31 -0.24 0.07 0.09 -0.79 -0.03 0.17 0.11 0.19 2 7 4.62 1.44
Q32 -0.29 -0.13 -0.03 -0.81 -0.28 0.26 -0.07 0.11 2 7 4.51 1.32
Q33 -0.46 -0.14 0.14 -0.25 -0.69 0.09 -0.09 -0.05 2 7 5.15 1.44
Q34 -0.39 0.08 0.22 -0.50 -0.47 0.15 0.12 0.10 2 7 5.54 1.34
Q35 -0.16 -0.95 0.07 -0.01 -0.07 0.01 -0.08 -0.02 1 7 5.51 1.71
Q36 -0.05 -0.93 -0.02 -0.04 -0.15 -0.01 -0.10 0.12 1 7 5.10 1.71
Q37 -0.18 -0.78 0.21 0.07 -0.09 0.30 -0.18 -0.01 2 7 5.51 1.43
Q38 -0.70 -0.38 0.21 0.01 -0.19 0.33 -0.02 -0.08 2 7 5.44 1.58
Table 4.6: Results of the user study. Factor analysis applied to the questions presented
in Table A.3 and Table A.4 on page 124.
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be associated to a construct of the research model because its associated measures are
unrelated. Factor F6 is associated to domain knowledge, as defined in Section 2.5. Factor
F7 and F8 describe decision confidence, perceived ease of use and perceived usefulness
and can be discarded because these constructs are already taken into account by previous
(and so more important) factors. Table 4.8 shows the relevant factors, now associated
to a construct of the research model and its Cronbach Alpha levels above 0.7 probing
construct reliability.
Factor Question Description
F1 Q17 I can more quickly find the information I need on this system
Q18 The system was easier to use for product assessment
Q19 The system was easier to use to compare products
Q20 The system was easier to use to accomplish the task
Q21 Overall, I found the system easier to use
Q22 This system provided better quality information
Q24 This system was more useful for product assessment
Q25 This system was more useful for comparing products
Q26 This system was more useful for accomplishing the task
Q27 This system improved my performance in accomplishing the task
Q28 This system increased my effectiveness for accomplishing the task
Q29 I found my interaction with this system more interesting
Q38 After the validation, I think that the Improved System was more useful
than the Baseline System
F2 Q15 The system provided more helpful guidance to interact with it
Q35 After the validation, I am satisfied with the choice that I took using the
Improved System
Q36 After the validation, I am confident that using the Improved System I found
the best possible choice from the catalog
Q37 After the validation, I think that I found a very good choice using the
Improved System
F3 Q2 I am more satisfied with my choice
Q3 I am more confident that I have found my optimal choice from the ones in
the catalog
F4 Q31 I would feel that this online vendor is more honest
Q32 I would feel that this online vendor is more trustworthy
Q34 I would feel that this online vendor cares more about customers
F5 Q14 My interaction with the system was easier for me to understand
Q16 This system is more user-friendly
Q30 I found my interaction with this system more enjoyable
Q33 I would feel that this online vendor is more competent
F6 Q37 I have found a better choice
Q23 About the products, I got a better ”picture/understanding” of the different
possibilities for my region of interest
F7 Q5 I became more confused when I used the system
Q11 The system behaved more in unexpected ways
F8 Q8 I found it easier to recover from errors encountered while using the system
Table 4.7: Results of the user study. Factors and its associated measures.
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Factor Associated construct Construct reliability
(cronbach alpha)
F1 Perceived ease of use and usefulness 0.96
F2 Confidence after validation 0.91
F3 Confidence before validation 0.93
F4 Trust 0.86
F6 Domain knowledge 0.80
Table 4.8: Results of the user study. Factors, associated construct s and construct
reliability.
From these results, we see that the statistical analysis identified four factors that nicely
correspond to the constructs in the research model shown at Section 4.1. It is not
surprising that the perceived ease of use construct and the perceived usefulness
construct have been merged together, as it is shown in the research model that
the former interacts directly with the later. Also, in accordance with other studies [41],
satisfaction and confidence have proved to be correlated. It is interesting to see that the
statistical analysis has split the decision confidence construct in two constructs,
decision confidence before validation and after validation. In practice, users
that buy in an e-commerce site do not take part in a validation phase and so this
construct might be argued to be irrelevant. However, we think that this validation
phase takes place in a real situation although in a different form. For instance, if a user
buys a product and one week later she discovers that the vendor had a better product,
she would acknowledge at this point that she did not buy the right product and her
decision confidence after this process of validation would decrease. This, in turn, would
potentially affect user trust in following interactions. The trust construct has also
been identified by the statistical analysis.
The perceived control construct has not initially been captured by the factor analysis.
Perceived control is represented by question Q12 in the Table A.2: “I felt more in control
of the system”. Although it cannot contribute to the validation of the research model,
it can be very well employed in the interpretation of the results and so we include it in
the following statistical tests.
4.4.2 Statistical significance tests
The first result to note is that the decision accuracy for the three groups was quite similar
(69.2% for G1, 61.5% for G2 and 69.2% for G3) and the difference was not statistical
significant (p > 0.68). See Table 4.9. This is quite an impressive result which suggests
that although CBTE and PWADD provide a different type of assistance to the user,
their value is quite similar from the perspective of the user seeking the target item.
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Mean Chi-square p-value
G1 G2 G3 G1-G2 G1-G3 G2-G3
69.2% 61.5% 69.2% 0.68 0.68 1
Table 4.9: Results of the user study. Decision accuracy for G1 (CBTE), G2 (PWADD)
and G3 (CBTE+PWADD).
We also have four objective measures (interaction time, number of criteria revisions,
number of distinct attributes used and number of considered items) monitored by the
system during the interaction of the participant and the four constructs identified in
the previous section coming from the questionnaire answered by the participant. As
explained in section 4.3 “User study methodology”, we divided 39 participants into
three groups. This makes three groups, thirteen participants in each group and eight
variables per participant. In order to eliminate out-liers, we applied a median filter by
eliminating the lowest and the highest value for each group and variable. We could not
use the ANOVA statistical significance test because the data did not exhibit a normal
distribution, which is a prerequisite of such a test. We used the Wilcoxon test, which is
a more robust non-parametric test [91].
Participants took an interaction time of 4 min 15 seconds using the second system,
revised 14.5 times the criteria, used 10.2 distinct attributes and considered 1.7 items
in average. In Table 4.10 we see the ratio between the second system and the baseline
system for these measures. For instance, we see that the number of criteria revisions
while using the second system increased for group 1 (47%) and group 2 (35%) while
they decreased for group 3 (68 - 100 = -32%) compared to when the baseline system was
used.
Ratio Measure Mean Wilcoxon p-value
G1 G2 G3 G1-G2 G1-G3 G2-G3
Interaction time 93.30% 106.48% 80.14% 0.213 0.003 0.016
Nbr of criteria
revisions
147.73% 135.35% 68.38% 0.021 0.003 0.003
Nbr distinct
attributes used
202.93% 230.90% 103.60% 0.441 0.005 0.018
Nbr considered
items
69.24% 106.82% 115.15% 0.012 0.028 0.500
Table 4.10: Results of the user study. Ratio between the second system and the baseline
system for objectives measures.
Table 4.11 shows the mean and significance test for the constructs identified in the
previous section. These constructs consist of unweighted averages of their associated
98 CHAPTER 4. COMPARATIVE USER STUDY
measures shown previously at Table 4.8 as done in similar studies [89, 88]. Remember
from section 4.3 “User study methodology” that these measures are seven-point Likert
scale, where 1 is strongly disagree, 4 is neutral and 7 is strongly agree. For instance, we
see there was an improvement of perceived ease of use and usefulness while using the
second system compared to the baseline system, and that this improvement was bigger
for group 1 (5.40 in the seven-point Likert strongly disagree/strongly agree scale) than
for group 2 (4.71). This difference is statistical significant (p = 0.003).
Construct Mean Wilcoxon p-value
G1 G2 G3 G1-G2 G1-G3 G2-G3
+ Perceived ease of use
and usefulness
5.40 4.71 5.66 0.003 0.045 0.003
+ Confidence after
validation
5.94 5.06 5.67 0.004 0.028 0.006
+ Confidence before
validation
5.73 4.95 5.50 0.015 0.116 0.126
+ Trust 5.00 4.33 5.39 0.008 0.047 0.003
+ Domain knowledge 4.73 4.90 5.23 0.554 0.043 0.050
+ Perceived control 4.09 3.45 4.55 0.018 0.091 0.008
Table 4.11: Results of the user study. Constructs about the second system in comparison
to the baseline system.
The NASA TLX test which measures cognitive load in performing a task did not shown
any statistically significant difference between the three groups.
4.5 Interpretations of the results
4.5.1 Decision confidence
In Table 4.11 we can see that CBTE (group G1) outperforms PWADD (group G2) in
terms of perceived ease of use and usefulness (p = 0.003), confidence after validation
(p = 0.004), confidence before validation (p = 0.0015), trust (p = 0.008) and perceived
control (p = 0.018).
In Section 3.3 we argued that CBTE and PWADD both provide similar tradeoff informa-
tion. However, in the case of CBTE, users can use this information to also build decision
confidence. CBTE achieves this by providing feedback according to the user’s current
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query that fulfills four given properties: (1) constraint-based, (2) universally valid, (3)
negatory and (4) unique in its class. For instance, consider this system feedback:
Example 4.1 Example CBTE feedback.
Given your query:
price <= 6’500 Euros AND mileage <= 50’000 km AND color = blue AND airbag
= yes
There are not items with:
price <= 6’500 Euros AND mileage <= 50’000 km
You have two options for solving this conflict:
1) change price <= 9’238 Euros (instead of 6’500 Euros)
2) change mileage <= 55’700 km (instead of 50’000 km)
It explains concretely which the tradeoff between price and mileage is, given that the
user desires a blue car with airbag. If the decision maker decides to take a car based on
option 2 and a friend ask him why she took a car with more mileage than agreed (50’000
km), the decision maker can provide a simple justification: there is not such an option
unless you agree to pay 9’200 Euros (instead of the 6’500 Euros we foresaw), while 5’700
km more mileage is not such a big deal. Moreover, the user can also easily verify the
correctness of this information.
On the other hand, PWADD presents this type of information in terms of a ranked list.
Explaining to a friend that she took one car because the system told him that this car
had the highest score of 90% is intuitively not a very convincing justification. Moreover,
the decision maker has not the means to partially verify the information provided by
PWADD.
In the following sections, the results for other constructs are explained, some of which
further help in interpreting the performance of CBTE in terms of decision confidence.
4.5.2 Perceived usefulness, perceived ease of use and trust
Table 4.11 shows that CBTE outperforms PWADD in terms of perceived usefulness and
ease of use. This can be explained by noting that decision confidence positively affects
perceived usefulness. That is, a system that helps you arrive at a more confident decision
is inevitable a more useful system [89].
Table 4.11 also shows that CBTE+PWADD (group 3) is a better choice than CBTE
(p < 0.05) and PWADD (p < 0.01) in terms of perceived ease of use and usefulness
and trust. This result can be explained by suggesting that a system combining two
distinct approaches provides more functionality and thus is more useful. According to
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the concept of individual heterogeneity described in [80], some individuals may prefer to
use the PWADD approach while others may prefer the CBTE approach, and allowing
the user to select the approach to use is more beneficial. The concept of dynamic
heterogeneity also described in [80] as “the changing needs for information during the
information acquisition process itself” may explain why CBTE+PWADD is perceived as
being more useful (and improve trust, since perceived usefulness is one of its antecedents)
because, as the authors found, user control on which type of information to use at any
given time improved understanding of a specific task.
Regarding CBTE, participants found this type of system feedback useful in accomplish-
ing the task (85% of the participants) and easy to internalize (62%). Details on each part
of CBTE system feedback are shown in Table 4.12. These results show that although
the usefulness of CBTE could be compromised by the potential growth in size of the
CBTE, that turned not to be the case in this practical situation. In turn, it provides
additional evidence that decision justification positively affects the decision confidence.
Useful Easy to internalize
No Neutral Yes No Neutral Yes
GRS 0.00 0.15 0.85 0.08 0.00 0.92
MCS 0.08 0.15 0.77 0.23 0.15 0.62
LCS 0.08 0.23 0.69 0.23 0.23 0.54
Table 4.12: Results of the user study. Perceived usefulness and ease to internalize
for participants using the CBTE system. GRS: Global Relaxation Set, MCS: Minimal
Conflict set, LCS: Local Relaxation Set
When combining CBTE and PWADD, less people found the CBTE system feedback
useful, although the ratio is still positive (62% of the participants), and 54% of the
participants found it easy to internalize. Details on each part of the CBTE system
feedback for participants using CBTE+PWADD are shown in Table 4.13.
Useful Easy to internalize
No Neutral Yes No Neutral Yes
GRS 0.31 0.23 0.46 0.31 0.31 0.38
MCS 0.31 0.23 0.46 0.23 0.23 0.54
LCS 0.46 0.08 0.46 0.23 0.15 0.62
Table 4.13: Results of the user study. Perceived usefulness and ease to internalize for
participants using the CBTE+PWADD system.
We explained in Section 3.4 that CBTE system feedback provides tradeoff information
comparable to the way PWADD does. This can explain the fact that the participants
using CBTE agreed on 85% that the system was useful for solving the task, while that was
the case for only 62% of the participants using CBTE+PWADD. As similar functionality
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is provided by two approaches, the usefulness of each approach is decreased (users take
advantage of only one approach at a given moment in time).
As for trust, four antecedents are described: perceived usefulness, perceived ease of use,
enjoyment and perceived competence. The last two antecedents were discarded by the
factor analysis. The improvement in perceived usefulness and ease of use of CBTE in
comparison to PWADD explains the same increase in trust.
4.5.3 Decision accuracy
The three groups first used the baseline system in equal conditions. As the participants
were randomly assigned to each of the three groups, the decision accuracy achieved for
the three groups should have been the same. The results show 38%, 38% and 23% av-
erage decision accuracy for group G1, G2 and G3 respectively. While 23% seems much
lower than 38%, the difference is not statistical significant, with p = 0.40. While differ-
ent experimental set-ups are typically not comparable, it is worth noting that another
experimental study [62] using a similar system as our baseline system, named iterated
form-filling approach, got very similar results: 35% decision accuracy for participants
searching in a catalog of apartments.
In Section 2.4.2 and 3.4 we explained that PWADD and CBTE respectively provide
added value information to the baseline approach by which users can make more infor-
mative judgments. This added value should be transformed into better decision accuracy.
We have seen that group G1 and G2 achieved much higher decision accuracy, of 69%
and 61% respectively. However, this comparison can be misleading because of the carry-
over effect, i.e., a participant could feel more comfortable with the second system only
because she had gained practice while using the baseline system.
In Section 3.4 we argued that CBTE and PWADD both provide similar tradeoff infor-
mation: while PWADD presents this information in terms of a ranked list, CBTE lists
the conflicts in the query and presents global and local query relaxations. We therefore
hypothesized that both approaches will achieve similar decision accuracy. The results of
the experiment show that the difference between decision accuracy, 69% in the case of
CBTE and 61% in the case of PWADD, is not statistical significant (p = 0.68). Thus,
we can say that the amount of added value is similar.
While in this experiment the amount of added value provided by CBTE and PWADD
turns out to be similar in terms of decision accuracy, it could very well be the case that
the type of added value is not comparable. In this case, combining CBTE and PWADD
in one system could yet increase decision accuracy compared to CBTE or PWADD alone
(as we have seen in the previous section, this was the case for perceived usefulness and
ease of use). But that was not the case for decision accuracy: combining CBTE and
PWADD into one system did not increase (nor decrease) the decision accuracy compared
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to CBTE or PWADD alone (69% decision accuracy, not statistically significant different
to CBTE nor PWADD). This is quite an impressive result which suggests that not
only the amount of added value but also the type of value conveyed by
both CBTE and PWADD approaches seems be quite comparable in terms
of decision accuracy. This result validates our hypothesis of Section 3.4.
4.5.4 Domain knowledge
We were intuitively expecting that participants using the CBTE system would achieve
more domain knowledge at the end of the decision process. This was not the case and
in fact CBTE achieved worse domain knowledge than PWADD (4.73 against 4.90 in the
7-point Likert scale), although the difference is not statistically significant (p=0.55).
However this result is consistent with research model described in Section 4.2 based on
the literature review presented in Section 2.5. The research model states that domain
knowledge is a determinant of decision accuracy only. We have seen that CBTE and
PWADD achieve similar decision accuracy and so it is fair that the level of domain
knowledge is also similar.
4.5.5 Perceived control
The perceived control construct was tested with the question “I felt more in control of the
system”, using a 7 point Likert scale, where 1 means strongly disagree, 4 is neutral and
7 stands for strongly agree. Participants in the first group responded that CBTE had
the same degree of control as the baseline (4.07). This result is coherent since the CBTE
interface is exactly the same as the baseline system, with the only addition of the tradeoff
analysis window. However, participants in the second group responded that PWADD
gave them fewer degree of control (3.45). This difference is statistically significant (p =
0.018). This result can be explained by the fact that the PWADD interface does not
allow users to sort the list of items by an attribute of their choice, as they are ranked by
the system using a utility function. Thus, participants felt in less control of the system.
Participants using the PWADD system were asked whether they would like to have the
possibility to sort the items by a column, and surprisingly 11 of the 13 participants
(84.6%) answered positively, while the other two participants remained neutral. This
result adds additional evidence of the lower degree of control.
Participants in the third group using the CBTE+PWADD system answered the ques-
tion about perceived control with 4.54 but it reached a low statistical significance level
(p=0.09) compared to 4.07 in the second group.
Other studies have shown evidences that perceived control positively affects decision
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confidence [80, 63]. Unfortunately, we cannot verify this hypothesis in our user study
because we asked participants whether they felt more control in the second system
compared to the baseline system, rather than how much degree of control the felt in the
second system.
4.5.6 Behavior in stating queries
The three groups exhibited different patterns in their queries, showing that the type of
system feedback influenced their behavior. For this purpose, it is instructive to observe
the distribution of successful and failing queries for each group.
The interaction logs show that 30.8% of the participants using PWADD never performed
a failing query. Taking into account that the major value of PWADD (and WADD) is its
compensatory property, i.e. to rank the items when the decision maker has conflicting
preferences, this is a quite surprising result because it means that almost one third of
the users could never take profit of the major value of PWADD. On the other hand,
all the participants using CBTE performed at least one failing query during the whole
interaction, and therefore they could take profit of CBTE at least once. In the case of
CBTE+PWADD, 23.1% of the participants (as opposed to 30.8% in PWADD and 0% in
CBTE) never performed a failing query. In conclusion, the use of CBTE induced
more users to make challenging queries.
What is the cause for this difference in behavior? As we said in the Section 2.7, people
are habituated to use matching list system feedback which does not provide any type of
help in the case of failing queries, and thus users may be annoyed by this situation. We
think that this type of system has influenced users to make less challenging queries first
in order to avoid this annoying situation. On the other hand, we suggest that partici-
pants using CBTE have learned, through the tutorial, that making a challenging query
provides immediate explicit feedback about the conflict that can be easily internalized,
as discussed in Section 3.4, and therefore they were not intimidated by having
empty answers. On the other hand, the fact that feedback provided by PWADD is
not explicit but implicitly given in the ranking, maybe the reason of why 30.8% of the
participants were not yet encouraged to make challenging queries.
Also, we suggest that users using CBTE learned to revise their criteria according to
the items available in the catalog. To support this fact, it is instructive to see the
distribution of successful and failing queries taking into account only the participants
that issued at least one failing query, i.e. those that made challenging queries. Using
PWADD, 51.7% of the queries were failing queries, while this percentage was reduced
to 35.5% in the case of CBTE+PWADD and to 21% in the case of CBTE. Figure 4.2
shows the distribution of successful and failing queries for each system given the query
size. It is amazing to see that in the case of PWADD, almost all the queries involving
more than six attributes were failing queries, whereas in the case of CBTE, participants
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managed to issue successful queries involving a large number of attributes. Taking into
account that participants revised their criteria 14.5 times in average during the whole
interaction and that participants using CBTE clicked on average only two relaxations,
it is fair to say that users using CBTE learn better what is available in the
catalog, the trade-offs they are facing and can then revise their preferences
accordingly, which consequently potentially increases decision confidence.
Participants using CBTE clicked, on average, 1.3 global relaxations and 0.7 local relax-
ations and, in the case of CBTE+PWADD, 0.3 global relaxations and 0.6 local relax-
ations.
4.5.7 CBTE feedback size
In the CBTE and CBTE+PWADD interface, the system displayed CBTE system feed-
back when the query was over-constrained. We explained in section 3.5 that the size of
the global relaxation set, minimal conflict set and local relaxations grows exponentially
with the size of the query. Here we show the experimental results regarding this issue
in our user study6.
The global relaxation set (GRS) consists of a set of global relaxations. It can be seen as
a trade-off consisting of several choices, i.e. the user needs to choose which relaxation
is more appropriate, if any. We suggested that this type of trade-off information could
be very valuable to the user because they represent clear ad-hoc questions, like “Do you
prefer to pay 80 Euros more, or to accept a one year older car without the ABS feature?”.
However, if users are overwhelmed with a large global relaxation set, this information
would demand a high cognitive effort to process and becomes practically useless. Figure
4.3 shows the distribution of the size of the global relaxation set. In the case of CBTE,
it shows that the 84.1% of the GRSs consist of only five or less global relaxations (or
in the case of CBTE+PWADD, the 81.1% of the GRSs consisted of six or less global
relaxations).
While the global relaxation set consists of a set of global relaxations, a global relaxation
consists of a set of constraints to be relaxed (thus defining the size of a global relaxation).
For instance, the second global relaxation of Example 3.3 on page 62 is to “change mileage
to less than 55’700 km (instead of 50’000 km) and to discard the constraint about color”.
Figure 4.4 shows the distribution of the size of the global relaxations. In the case of
CBTE, it shows that 68.7% of the global relaxations consisted of only one constraint
to relax, making it very attractive. In the case of CBTE+PWADD, this quality is
degraded, with 70% of the global relaxations consisting of three or less constraints to
be relaxed. This difference between CBTE and CBTE+PWADD can be explained by
6Note that, as in the previous subsection, two participants were removed for computing the graphs in
order to show a clear comparison because they had query sizes of 28 and 31 while the rest of participants
had query sizes of 17 or less.
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Figure 25. Results of the user study. Distribution of query sizes. 
Participants who never performed a failing query were removed from the distribution. Also, 
two participants were removed in order to show a clear comparison because they had query 
sizes of 28 and 31 while the rest of participants had query sizes of 17 or less. 
 
Participants using CBTE clicked, in average, 1.3 global relaxations and 0.7 local relaxations 
and, in the case of CBTE+PWADD, 0.3 global relaxations and 0.6 local relaxations. 
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Figure 4.2: Results of the User study. Distribution of query sizes. Participants who never
perf rmed a failing qu ry were removed from the distributi . Also, two participants
were remov d in order to show a clear comparison beca se they had query sizes of 28
and 31 while the rest of participants had query sizes of 17 or less.
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the fact that participants using CBTE adjusted more their queries according to what is
actually present in the catalog, as shown in the last subsection.
This is a very interesting result, which suggests that, even if the size of the global
relaxation set grows exponentially, this is not a major concern in practical business-to-
consumer catalogs and CBTE normally remains usable.
Figure 4.3: Results of the User Study. Distribution of Global Relaxation Set sizes. This
graph shows 100% of the points in the case of CBTE. It only shows 83% of the points
in the case of CBTE+PWADD, where the biggest GRS has size 21.
The minimal conflict set (MCS) consists of a set of minimal conflicts. It shows precisely
which parts of the query are causing the conflicts, and thus it clearly explains what it is
not in the catalog. Figure 4.5 shows the distribution of the size of the minimal conflict
set. For CBTE, it shows that 50% of the MCSs consisted of only one conflict. As with
the GRS, in the case of CBTE+PWADD the size of MCS tends to be more problematic.
While the minimal conflict set consists of a set of conflicts, a conflict consists of a set of
constraints (thus defining the size of a conflict). For instance, the first conflict of Example
3.2 on page 62 is the lack of cars in the catalog with a “price cheaper than 6’500 Euros
and a mileage of less than 50’000 km”. Figure 4.6 shows the distribution of the size
of the conflicts. In both cases, 97% of the conflicts consisted of up to five constraints.
Thus, the GRS outperforms the MCS in shortness. This result supports evidence of the
subjective measure presented in Section 4.5.2, where 92% of the participants answered
that the GRS was easy to internalize, compared to only 62% of the participants in the
case of MCS.
In Section 3.6 we ran two simulations in order to also study the size of CBTE feedback.
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Figure 4.4: Results of the User Study. Distribution of Global Relaxation sizes.
Figure 4.5: Results of the User Study. Distribtion of Minimal Conflict Set sizes. This
graph shows 95.4% of the points in the case of CBTE, where the biggest GRS has size
13. It shows 81.13% of the points in the case of CBTE+PWADD, where the biggest
GRS has size 48.
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Figure 4.6: Results of the User Study. Distribution of the conflict sizes.
First, a simulation using queries uniformly distributed in size which indeed had quite
bad results, and a simulation using queries build in an incremental fashion which had
very attractive results. We observed that the experimental results in this study were
much closer to the incremental simulation. As users formulate queries incrementally, it
seems reasonable that the incremental simulation obtains results that are closer to our
experiment than the uniform simulation.
Time to compute the global relaxation set was 0.26 seconds in average (0.36 in CBTE
and 0.17 in CBTE+PWADD), while time to compute the minimal conflict set and the
local relaxations was 1.6 seconds (2.4 in CBTE and 0.96 in CBTE+PWADD). The
participants did not complain about this response time.
4.5.8 Baseline system
As explained in Section 2.7, the user could select the type of predicate associated with
each attribute constraint. For instance, a user could ask for cars with a maximum,
minimum or exactly a given price. By default, we, as the designers of the DSSEC, pre-
defined the choice of the predicates according to standard user profiles, e.g. we know
that generally users prefer to indicate a maximum price rather than a minimum price.
In this sense, it was quite surprising to see that 33% of the participants changed at least
one of the pre-defined predicates for ordered attributes (attributes which domain is a
set of ordered values). 33% is not a negligible percentage, and it shows how risky it is
to make assumptions that fit everybody. Remember that PWADD makes at least one
assumption for each ordered attribute in order to design its associated parametric utility
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function.
Some DSSECs limit the number of displayed items to a threshold. That was not our case:
the system displayed all the matching items (or even all of them, ranked, in the case of
PWADD). We saw that while 77% of the participants selected (either as consideration
or final selection) an item from the first top four, 23% of the participants selected one
item between the fifth and the twentieth position. This suggests that users like and
appreciate having the possibility to inspect the comprehensive list of available items.
This is confirmed by the final questionnaire, where 77% of the participants said that
they preferred to see the comprehensive list of items, while 13% preferred to have only
the first top three (10% of the participants did not care).
PWADD and CBTE+PWADD
While participants revised the value of a parametric utility function 14.5 times on aver-
age, they only revised the weights 6.1 times, in the case of PWADD, and 3.6 times in the
case of CBTE+PWADD (in CBTE the participants could not set weights). This is quite
surprising, as in other similar DSSECs participants tend to not change the weights, and
it adds evidence that the guidelines described in Section 2.7 solve some of the common
well known usability drawbacks in DSSECs.
4.6 Limitations of the user study
Sensitivity
In our comparative between-groups experimental design we have lost the sensitivity
inherent to a with-in groups design. For instance, we could have asked a participant
about the usefulness of CBTE in comparison to PWADD and average afterwards this
measure with all the participants, instead of measuring the average usefulness of CBTE
on a group of participants in comparison with the average usefulness of PWADD on
another group.
Measures after study
We asked the participants in the study to imagine that they had the intention to buy a
used car in the very near future, but actually this was not the case for most of them. In
this situation we could not assess the purchase intention measure because users in the
study were participating in a hypothetical situation with no real intention of purchasing
a car. Being able to assess this measure would have allowed us to provide evidence about
the existence of a relationship between confidence and purchase intention.
Catalog domain
The test domain for this experimental study was a catalog of used cars. We cannot
generalize these results for other type of domains. Moreover, the size of the catalog was
rather small, 200 cars and it is dangerous to extrapolate the results for bigger catalogs.
Even more significant, the number of participants was limited to 39, which represents a
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rather small study.
Tutorial
When visiting an e-vendor website, users do not generally learn to use their website
through a tutorial before actually using it. However, in our user study we provided
participants with this training. Therefore we cannot foresee which system, CBTE or
PWADD, would perform best for the first time an individual is using the system.
Validation phase
Results show between 61% and 69% decision accuracy using CBTE and PWADD sys-
tems. However, we think that these scores are inflated. There are two reasons for
believing this. Firstly, decision accuracy for PWADD in our study is much higher than
the reported in a similar study [62] using a similar system named example-critiquing,
61% compared to 40% (The study in [62] is using a similar set-up as the one we dis-
cussed in section 4.5.3 in which decision accuracy matched for our baseline system and
their equivalent approach, named iterated form-filling approach). Even if both systems
are in principle similar (query-feedback search interaction model using PWADD system
feedback), it is true that our system had some basic interface usability improvements as
described in Section 2.7 that may partially justify the difference in performance (see for
instance Section 4.5.8 in where we show that our interface users revised their weights
on average 6.1 times during a process, while in other systems such in [62] participants
barely revised the weights simply because of, in our opinion, usability issues). A second
reason to doubt the accuracy of these results is that this validation phase is negatively
affected by the confirmation bias. The confirmation bias is the tendency to search for
or interpret information in a way that confirms one’s preconceptions, whereas decision
makers search for evidence that confirms their hypothesis (or decision), rather than ev-
idence that could disconfirm it [70]. More evidence of this bias comes from [4], showing
that once impressions have been formed, they exhibit remarkable perseverance. Thus,
once participants make a decision, they will tend to stick to it, i.e. they will not be
ready to change their previous choice. In this case, as only some of the participants will
make the extra effort to carefully look again for the best decision, this validation phase
tends to overestimate decision accuracy. In this sense, the results for decision accuracy
are not to be taken as absolute measures, but only as relative ones in order to compare
CBTE against PWADD.
4.7 Discussion and related work
The objective of the weighted additive decision strategy (and PWADD) is to achieve
good decision accuracy, and it is not concerned with decision confidence. However, we
can see that as predicted by [89] and described in the research model (see Section 2.5 and
Section 4.2), decision accuracy has a positive impact on decision confidence: participants
using PWADD increased their decision accuracy from 38% to 61.5% and at the same
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time they were more confident of their choices (measured as 4.95 in a 7-point Likert
scale).
In [63], the authors compare two types of DSSECs, user-motivated critiquing and system-
proposed critiquing, in terms of decision accuracy, effort and confidence. They show
that user-motivated critiquing achieved better decision confidence than system-proposed.
Thus, we may be tempted to say that the first approach is designed with the objective to
improve decision confidence. However the first system also was better in terms of decision
accuracy. Thus, the improvement in terms of decision confidence could be based solely
on the positive effect of the improvement in decision accuracy as discussed earlier.
In our study, we have seen that while CBTE and PWADD achieve similar decision accu-
racy, CBTE results in more decision confidence. Thus, we can conclude that the positive
increment of decision confidence in CBTE is not only based on the positive effect of the
improvement in decision accuracy, but also to the compliance with the properties given
in the decision confidence in query-feedback search (DECOFE) framework. This result
adds some evidence to our claim in Section 3.1 that improving decision accuracy and
decision confidence are two fundamentally different objectives requiring each a different
approach, and gives some support to the DECOFE framework in this regard.
4.8 Conclusions
We have set-up a between-group experimental design to evaluate the performance im-
provement (with respect to the baseline system) of CBTE, PWADD and of a combi-
nation of CBTE and PWADD (CBTE+PWADD), and we carried out an experimental
evaluation that produced positive evidences for the validity of the DECOFE framework
introduced in Section 3.3. However, results need to be interpreted with the caveat that
the size of the experiment was limited.
The experimental study shows that CBTE outperforms PWADD in decision confidence
while decision accuracy is not being degraded. The study also provides evidence that
the positive increment of decision confidence in CBTE is not only based on the positive
effect of the improvement in decision accuracy, but also on the compliance with the prop-
erties given in the decision confidence in query-feedback search (DECOFE) framework.
This result adds some evidence to our claim in Section 3.1 that improving decision ac-
curacy and decision confidence are two fundamentally different objectives each requiring
a different approach.
Participants in our experiment found that CBTE system feedback was useful to accom-
plish the task (85% of the participants) and easy to internalize (62%). As an objective
measure, the size of the minimal conflict set (and CBTE in general) was reasonably
small, and thus the potential exponential growth of CBTE was not a concern for this
study. These results are consistent with the incremental simulation explained in Section
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3.6. Also, computational time was not much of a concern even with the use of a basic
exhaustive search algorithm, except for few cases.
An interesting result concerning the behavior of participants in the experiment is that
CBTE system feedback incited more participants to make more challenging queries, and
thus to state more accurate objectives rather than mean objectives (see the example
of Section 1.3.2 where decision makers tend to state mean objectives). In particular,
participants were not worried by failing queries because they were supported by the
CBTE system feedback. This is a very beneficial behavior because DSSECs can better
help users if they state precise objectives.
Another interesting result is the empirical evidence that CBTE provides tradeoff in-
formation comparable to PWADD and therefore both approaches have similar decision
accuracy, while the advantage of CBTE is an increase in decision confidence and per-
ceived ease of use.
The experiment showed that CBTE and PWADD can be effectively combined, leading to
improvements in terms of perceived usefulness and ease of use, trust, domain knowledge
and perceived control.
Chapter 5
Conclusions
The research on decision confidence for decision support systems for electronic catalogs
(DSSECs) is quite recent (with some preliminary experiments in 2000 [35]) and, with
the notable exception of Pearl Pu et al since 2004 [53, 56, 63], has mainly focused on
carrying out experiments in order to understand the antecedents and benefits of decision
confidence, rather than understanding the direct effect of different types of system feed-
back on decision confidence. We have seen that current research mainly focuses on novel
types of system feedback based on preferences rather than constraints. We proposed
a framework to study decision confidence building, and argued that system feedback
based on constraints, though not novel as such, can be combined in order to improve
decision confidence. Based on this analysis, we proposed a new type of system feedback,
the confidence building tradeoff explanations (CBTE) feedback which explains the query
tradeoffs in terms of conflicts and relaxations that can potentially contribute to decision
confidence building. In a comparative user study, CBTE outperformed the parametric
weighted additive (PWADD) ranked list feedback by directly improving decision confi-
dence and stimulating users to make more challenging queries. These results, however,
need to be accepted with the caveat of limited experiment size.
We summarize the key results of our work and discuss the remaining open issues below.
5.1 Summary of main results
Query-feedback search
We have analyzed several DSSECs found in the literature and described a generalized
model, the query-feedback search interaction model, an iterative process in which a user
makes queries to the system in order to develop her domain knowledge and preferences
through the system feedback, until she finds a good decision. Then, we have positioned
the different DSSECs into the query-feedback search interaction model by describing the
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class of system feedback they provide: matching list, ranked list, diversity, suggestions,
system-proposed critiquing, conflict, corrective and visualization.
A baseline system
We have described a baseline DSSEC that solves most of the known deficiencies of
rudimentary DSSECs, while remaining very simple. We argue that such a system can
be used in user studies to achieve more meaningful comparative evaluations of innovative
DSSECs.
Query-feedback search and decision confidence
We integrated decision confidence building into the query-feedback search interaction
model by extending its definition as an iterative process in which a user makes queries
to the system in order to develop her domain knowledge, preferences and confidence
for tentative decisions through the system feedback, until she is convinced of her final
decision.
System feedback properties to improve decision confidence
Intuitively, system feedback designed to improve decision accuracy should be based on
prescriptive decision theory (i.e. how individuals should make decisions in order to
find the optimal one) such as using the weighted additive decision strategy. On the
other hand, system feedback designed to improve decision confidence should be based
on descriptive decision theory (i.e. how individuals actually make decisions) such as using
the elimination-by-aspects decision strategy. That is, users should feel more confident
by using a decision strategy that they are used to. In this direction, we identified
four properties for the design of system feedback that can potentially contribute to
decision confidence building: (1) constraint-based, (2) universally valid, (3) negatory
and (4) unique in its class. An experimental evaluation produced positive evidence in
this direction.
Conflict and corrective feedback, good candidates to improve decision confi-
dence
Using the DECOFE framework, we have studied the potential contribution to decision
confidence building of several types of system feedback proposed in the literature. Within
this framework, we have argued that conflict and corrective feedback (combined with
either matching list or ranked list feedback) were the most promising types of feedback
for decision confidence building. This claim is supported by experimental evaluation in
the case of ranked list feedback compared to conflict and corrective feedback.
CBTE improves decision confidence and stimulates making more challenging
questions
Based on this analysis, we proposed the confidence building tradeoff explanation (CBTEs)
feedback. We argued that system feedback based on constraints, even if not novel as such,
can be combined in order to directly improve decision confidence. This claim is supported
by an experimental study comparing CBTE and PWADD. In typical situations where
there is a mismatch between what the decision maker wants and what is it in the catalog,
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CBTE provides a clear trade-off question to help the user make a good decision through
the global relaxation set, and provides evidence for building decision confidence through
the minimal conflict set and the local relaxation set.
In the same experimental evaluation, we saw that CBTE system feedback incited more
participants to make more challenging queries, and thus to state more accurate objectives
rather than mean objectives. This is a very beneficial behavior because DSSECs can
better help them if users state precise objectives.
Minimal Conflict Set and Global Relaxation Set exponential sizes not a con-
cern
The size of MCS and GRS increases exponentially with the size of the query. A large
feedback may be difficult to internalize and is thus useless. In our user study, the size of
MCS and GRS feedback was reasonably small, even for queries of size 18. These results
are consistent with the incremental simulation run in Section 3.6. This result suggests
that the potential problem growth of MCS and GRS may not be a concern for practical
B2C catalogs.
5.2 Discussion and future work
Further evaluation of the DECOFE framework
We carried out a user study which provided some positive feedback to the DECOFE
framework. However, this work is far from being complete. In particular, experiments
involving other types of system feedback reviewed in the framework would give more
insight about the DECOFE validity. It is also important to find a procedure to evaluate
the quality of a decision justification.
A step in this direction would be to ask a participant to convince another participant
about her choice (after she has chosen an item with a given interface). This procedure
would most probably suffer from a strong non-systematic error, but this should be can-
celed out over a sufficient number of observations. This sufficient number is a critical
parameter for the usability of the procedure, since it is very hard and costly to recruit
participants. Another possibility to evaluate the quality of decision justification could
be to ask the participant to write down the justification, and then count the number of
correct statements.
More generally, while we have reviewed some basic literature on cognitive science in
this thesis thanks to disinterested help from researchers in the cognitive science domain,
we think that a much stronger collaboration with cognitive scientist is necessary for
designing new metrics and, in general, for designing DSSECs.
Generalization of the DECOFE framework and CBTE feedback
In this work, we assumed decision theory under certainty. While this is the most typical
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scenario in e-commerce, it is not necessarily true in the general case: the consequences
of actions are generally uncertain. For instance, a consumer may decide between buying
a photo camera either in a traditional store or in some not fully-reliable auction website
for a cheaper price, with the uncertainty that she may not receive the product. Thus,
the decision maker needs to take this uncertainty into account when making a decision.
We also assumed that we have a homogeneous catalog, that is, a catalog with a pre-
defined set of fix attributes. However, sometimes we need to choose among a set of
non homogeneous products. For instance, there are many diverse options to choose a
present for a child, such as consumable craft supplies, outdoor toys or board games,
which cannot be directly compared.
A possible direction would be to derive a set of homogeneous attributes from heteroge-
neous products. For instance, for any type of product it is possible to say whether the
product is convenient for a child or not (e.g. it cannot have sharp edges). Thus, we
can derive a boolean attribute called “convenient for a child” for every product. We can
then base our decision using a set of such attributes. The difficulty relies on deriving
such homogeneous catalog from a heterogeneous one. Techniques such as clustering and
information extraction could be used.
Computationally efficient confidence building feedback
In Chapter 3 we designed a type of system feedback that can potentially build decision
confidence, while ignoring the algorithmic complexity of this process. Although this
is not a problem for the user study in Chapter 4 during which we observed that, for
two real-life business-to-consumer catalogs (with respectively 10 and 35 attributes), the
computation leads to short enough response times, this may not be the case for other
domains. Moreover, if such feedback would have to be computed for several users simul-
taneously, as is the case in web e-commerce, the task would become intractable. Thus, it
would be interesting to study how to pre-compute feedback for all the possible situations
and encode them in a compact form for later quick retrieval. The method should be able
to incorporate the catalogue changes into the encoded form without needing to start the
whole analysis from scratch. Current work in this direction is the use of assumption-based
CSPs and precompiled CSPs [26], and algorithms such as QuickXPlain [25].
Adaptive feedback
Decision makers search for relevant information, arrive at a tentative decision and then
attempt to justify that decision [71, 74]. The first step can be guided by system feedback
that improves decision accuracy by stimulating the expression of preferences, while the
second step needs feedback providing evidence for the correctness of the user’s tentative
decision, in order to improve decision confidence. It could be interesting to study how
the system can detect in an unobtrusive way that the second step has began, so that it
can adapt the type of feedback provided to users.
A possible direction comes from the observation that adding an item to a comparison
matrix may be a strong evidence for the start of this second phase. However, as more
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complex interactions may arise (for instance, a user considering more than one item
before committing to a decision), the use of pattern recognition in the query updates
could be used.
New types of system feedback
In Section 3.3 we proposed four properties for the design of system feedback that poten-
tially contribute to the construction of the decision justification. We then proposed a
new type of feedback, the confidence building tradeoff analysis, fulfilling these properties.
It would be of course interesting to study other types of system feedback.
For instance, Simonson et al. introduced in [7] the hypothesis of tradeoff contrast, which
states that the tendency to prefer an item is enhanced or hindered depending on whether
the tradeoffs within the set of items under consideration are favorable or unfavorable to
that item. Let’s illustrate this concept with an adapted example also proposed in [7]:
a consumer is evaluating two cars, where the first costs 10’000 Euros and has 50’000
km mileage and the second costs 10’200 Euros and has 45’000 km. The choice between
the first and second car depends on whether the consumer is willing to pay 200 Euros
more for having 5’000 km mileage less. The tradeoff contrast hypothesis predicts that
the consumer is more likely to select the second car if the set of cars under consideration
includes pairs of cars for which the cost for lower mileage is greater than that implied
by the comparison between the two cars under evaluation.
It would be interesting to exploit the concept of tradeoff contrasts for the production of
more convincing feedback. The main difficulty would be to select the most interesting
tradeoff contrasts to show, as the number of possibilities increases exponentially with
the number of attributes.
A possibility for overcoming this difficulty arises from the observation that users prefer
feedback which is short (as in our user study participants used relaxations with one
or two constraints only). Therefore, selecting those tradeoff constrasts which can be
explained concisely would be preferred.
Another question would be whether it is better to consider all the items in the catalog
or only those under consideration. In our study, the average size of the considered item
set was two, and therefore this would not be enough for such comparison.
Integrating collaborative recommendation systems to content-based search
Recommender systems (RS), often implemented using a collaborative filtering algorithm,
attempt to predict products that a user may be interested in given some information
about the user’s profile. This profile may be, for example, the purchase history of the
user, or a set of ratings about some products. RSs differ from content-based search
in the sense that they help to discover products that the users may even not know
about. However, two of the main drawbacks of RSs are the cold start problem (users
are required to rate several products the first time they use the system) and the latency
problem (new products are not recommended because they are not yet rated by enough
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users). We think that RSs provide very valuable information (such as the ratings or the
purchase history) that could be exploited in content-based search in such a way that the
two above-mentioned drawbacks could be eliminated.
Consider, for example, a user that enjoyed the movies “Toy Story” and “Finding Nemo”.
She could enter a DSSEC system for the first time and ask to be shown only the movies
that other people who enjoyed these same two films, also enjoyed. While this would have
an effect similar to using an RS by rating these two movies, using a content-based search
would give an immediate benefit and much more control to the user. For instance, the
user could ask to filter the previous results by showing only new movies that appeared
in the previous week, and thus the latency problem would be reduced, as the few ratings
of the new movie would not be compared with numerous ratings of the old movies.
Similarly, in the case where the user would be interested in old rather than new movies,
it would be straightforward to filter using the content-based system. Therefore, we
believe that it could be very interesting to study how the privileged information that
RCs provide could be queried in a DSSEC. Applying current types of system feedback
used in DSSEC (designed to increase decision accuracy and confidence) to this type of
information could prove to be very useful.
Eliciting an accurate utility function from natural interactions
We have seen in the example of Section 1.3.2 that people are reluctant to answer unnat-
ural questions such as the ones generated when the WADD strategy is used, even if they
are told that they will accurately find the best item. However, within more natural con-
versations, such as in our example of traditional commerce or in EBA or PWADD-like
decision strategies, some of the elicited preferences can be used to construct a normative
WADD utility function. If this utility function would be accurate enough to provide an
initial ranking that incites users to trust the system, they may be ready to complete the
elicitation of the current utility function to increase decision accuracy. The open issue
however is how to transfer EBA and PWADD-like utilities to a normative (generalized)
additive utility function.
Take the following example as a potential solution: assuming additive independence,
consider that the user asks for cars for 6’500 Euros maximum, blue color and airbag,
and there are no matching cars with this query. By discarding the constraint about
color, we could make an initial guess that blue color has a score of 100 and the other
colors have a score of 50. When being presented with this guess, the user could realize
the benefit of fine-tuning this individual utility as in the example of Section 1.3.2. Also,
based on the user consideration set, the system could guess some initial weights and
present the swing-weight assessment table to the user for fine-tuning. The difficulty of
such an approach however, strongly increases when the additive independence, which is
commonly not satisfied, is not assumed anymore.
A way around this could be to use a normative method that guarantees achieving good
decision accuracy. However, the main drawback of such an approach is the resulting low
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decision confidence arising from the fact that the decision maker had not internalized a
decision justification. Although there is no a straightforward and obvious way to solve
this, it would be interesting to investigate how, once a complete preference model have
been elicited, a decision aid could create a set of explanations which are potentially
useful for the decision maker to internalize a decision justification and achieve better
decision confidence.
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Appendix A
User study files
In this appendix there are the surveys and tutorials used in the experiment, as well as
the responses from the 39 participants.
Table A.1: Demographics questionnaire.
Page 1: Personal information
 Gender: © male © female
 Age: © <18 © 18-24 © 25-35 © 36-45 © 46-55 © >55
 Occupation: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 Is English your native language? © yes © no
Page 2: Familiarity with computers
 Approximately how many hours per day do you use a computer?
© every day
© a few times a week
© a few times a month
© a few times a year
© never
 Computer abilities:
© I rarely use computers
© I am a normal user (use MS Office, surf the web)
© I know how to configure my operating system
121
122 APPENDIX A. USER STUDY FILES
 In what computer language is this query written in? (ignore the question if
you don’t know it)
SELECT shape, COUNT(*) FROM info GROUP BY shape;
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Page 3: Decision making
 Do you use Internet to compare products/services? © yes © no
 Do you use specialized websites to compare products (other that search en-
gines such as Google)?
© yes
Which ones? (for instance: http://www.resto-rang.ch to compare
restaurants). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
© no
 Do you use computer tools to compare decision/making decisions?
© yes
Which ones? (for instance, “MS Excel”, “Logical Decisions for Win-
dows”). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
© no
Page 4: Relevant abilities for the scenario
 Select the option which most describes you car abilities:
© I rarely drive cars
© I am a normal car user (I use it to go to work or during week-ends)
© I know what are the typical values for car performance and cubic capacity
© I read car magazines regularly
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Id Question
1 I understood the task I was asked to do
2 The task was a little ambiguous
3 It was easy to complete this task
4 I felt comfortable with this task
5 I knew enough about cars to accomplish this task
6 I am satisfied with my choice
7 I am confident that I have found the best possible choice from the catalog
8 I think that I have found a very good choice
9 I often became confused when I used the system
10 I made errors frequently when using the system
11 Interacting with the system was often frustrating
12 I found it easy to recover from errors encountered while using the system
13 The system was rigid and inflexible to interact with
14 I found it easy to get the system to do what I wanted it to do
15 The system often behaved in unexpected ways
16 I felt in control of the system
17 I found it cumbersome to use the system
18 My interaction with the system was easy for me to understand
19 The system provided helpful guidance to interact with it
20 This is a user friendly system
21 I can quickly find the information I need on this system
22 The system was easy to use for product assessment
23 The system was easy to use to compare products
24 The system was easy to use to accomplish the task
25 Overall, I found the system easy to use
26 This system provided good quality information
27 About the products, I got a good ”picture/understanding” of the different
possibilities for my region of interest
28 This system was useful for product assessment
29 This system was useful for comparing products
30 This system was useful for accomplishing the task
31 I found my interaction with this system interesting
32 I found my interaction with this system entertaining
33 I found my interaction with this system enjoyable
34 I found my interaction with this system pleasant
35 I would feel that this online vendor is honest
36 I would feel that this online vendor is trustworthy
37 I would feel that this online vendor cares about customers
38 I would feel that this online vendor would provide me with good service
Table A.2: Questions asked after the use of the baseline system.All items were measured
on a seven-point Likert strongly disagree/strongly agree scale.
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Id Question
Q1 With the improved system, it was easier to accomplish the task
Q2 I am more satisfied with my choice
Q3 I am more confident that I have found my optimal choice from the ones in
the catalog
Q4 I have found a better choice
Q5 I became more confused when I used the system
Q6 I made more errors when using the system
Q7 Interacting with the system was more frustrating
Q8 I found it easier to recover from errors encountered while using the system
Q9 The system was more rigid and inflexible to interact with
Q10 I found it easier to get the system to do what I wanted it to do
Q11 The system behaved more in unexpected ways
Q12 I felt more in control of the system
Q13 I found it more cumbersome to use the system
Q14 My interaction with the system was easier for me to understand
Q15 The system provided more helpful guidance to interact with it
Q16 This system is more user-friendly
Q17 I can more quickly find the information I need on this system
Q18 The system was easier to use for product assessment
Q19 The system was easier to use to compare products
Q20 The system was easier to use to accomplish the task
Q21 Overall, I found the system easier to use
Q22 This system provided better quality information
Q23 About the products, I got a better ”picture/understanding” of the different
possibilites for my region of interest
Q24 This system was more useful for product assessment
Q25 This system was more useful for comparing products
Q26 This system was more useful for accomplishing the task
Q27 This system improved my performance in accomplishing the task
Q28 This system increased my effectivenes for accomplishing the task
Q29 I found my interaction with this system more interesting
Q30 I found my interaction with this system more enjoyable
Q31 I would feel that this online vendor is more honest
Q32 I would feel that this online vendor is more trustworthy
Q33 I would feel that this online vendor is more competent
Q34 I would feel that this online vendor cares more about customers
Table A.3: Questions asked after the use of the second system.
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Id Question
Q35 After the validation, I am satisfied with the choice that I took using the
Improved System
Q36 After the validation, I am confident that using the Improved System I found
the best possible choice from the catalog
Q37 After the validation, I think that I found a very good choice using the
Improved System
Q38 After the validation, I think that the Improved System was more useful
than the Baseline System
Table A.4: Questions asked after the validation phase
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Baseline System: ECatalog. Tutorial  
 
Through this tutorial, you are going to learn to use the baseline system, called “ECatalog”. 
 
Here you have a screenshot of the user interface. 
 
 
 
 
There are four main windows: 
 
• On the left there is the Selection Criteria window. 
You can specify several criterions to filter out items that you are not interested in. 
 
• On the top right there is the Matching Items window. 
Here you see the items that match your criteria 
 
• On the bottom right there is the Considered Items window. 
Here you can put the items that you are considering. It allows you to compare items. 
 
• At the bottom there is a window that it is not used at all in this system. 
 
 
This database contains 186 apartments to rent taken from a database of UNIL. 
 
 
Please follow this tutorial to learn to use the Advanced Catalog System. 
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You see at the top that there are 186 apartments. 
 
Adding a criterion 
We re going to ask for apartments with 3 rooms or more. 
• In the Selection criteria window, look for the attribute “Nbr of rooms” (it is the second one on the 
top). It specifies the number of rooms. 
• Click on the combo box, where “1 rooms” is written. It appears a roll list of all the distinct values 
available in the database. 
• Select “3 rooms” in this roll list. 
 
Look at the top. It says that there are only 13 apartments matching your criteria (out of the 186 
apartments in the database). 
You can see them in the Matching Items window. All the apartments that do not match your criteria 
are filtered out (they are not shown in this window). 
They are shown in no particular order. You can sort this list by clicking on a column. 
• For instance, in the Matching Items window click on the column header “rent” (at the top). 
The apartments are sorted, from 923 CHF at the top, to 2110 CHF at the bottom. (that is, the minimum 
price for an apartment of at least 3 rooms is 923 CHF). 
• Click again on the column header “rent”. 
They apartments are sorted backwards, from 2110 CHF at the top, to 923 CHF at the bottom. 
• Click again on the column header “rent”. 
The apartments are not sorted in any way. 
You can only sort by one column at a time. 
 
Criterion Type box 
Look at the combo box at the left of “3 rooms”. There is a “>=” symbol. This means that you have 
asked for the apartments with a 3 rooms or more. 
So, there are 13 apartments with 3 rooms or more. 
 
This combo box (the one with the “>=” symbol) is called the Criterion Type box. 
 
• Select the symbol “=” for the Criterion type box of the “Nbr of Rooms”. 
Now you see that there are only 5 apartments with exactly 3 rooms. 
Change again to “>=”. 
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Selection Criteria window 
Your current criteria is “Nbr of Rooms >= 3”. You can see this in the Selectrion Criteria window 
because the value “3 rooms” is displayed in black, while the other values (rent, time to unil and time to 
center) are displayed in green. 
For instance, the value for the “rent” attribute is “1380 CHF”. As it is shown in green, it means that it 
is only an example (actually, it corresponds to the apartment selected in the “Matching Items” 
window, or the first one if none is selected). By “example” we mean that this value is not used to filter 
out apartments: you can see in the “Matching Items” window that there are apartments of more than 
1380 CHF. 
 
So, if you would like apartments of 1380 CHF or less, you need to add this criterion: 
• In the Selection criteria window, look for the attribute “rent” (it is the first one on the top). It 
specifies the monthly rent of the apartment. 
• Click on the combo box, where “1380 CHF” is written. It appears a roll list of all the distinct 
values available in the database. 
• Select “1380 CHF” in this roll list. 
 
Now you can see that the values “1380 CHF” and “3 rooms” are in black. 
There are only 3 apartments that fulfill your criteria (1380 CHF or less, AND 3 rooms or more). 
 
Remove the last criterion that you added: 
• On the right of the combobox where you set the value “1380 CHF” there is a “clear” button. Click 
on there. 
Now, you have again the 13 apartments, with 3 rooms or more. 
 
Considered Items window 
At the right bottom you can temporarily place your items for latter comparison. 
• Click on the second apartment present in the Matching Items window 
(anywhere in the line, for instance, where it is written “1600 CHF”. 
That entire apartment is now highlighted. 
• Click on the “C” button at the left of the apartment. 
It has been placed in the “Considered Items” window. 
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Adding a Yes/No criterion 
Look at all the attributes in the Selection Criteria window. 
At the bottom, there is one called “metro m1”. It specifies where the apartment is close to a metro m1 
stop. 
 
There are 2 possible options for this criterion: “yes” or “no”. 
By default, none is selected. It means that you do not care about this attribute. 
• Select “yes” for “metro m1”. 
We have now only 6 apartments instead of 13. You can see them in the Matching Items window. 
• Now select that you also want a kitchen. (Click “yes” for the “kitchen” attribute) 
At the top of the screen it is written that there are 0 items, and you can see that there are not any 
apartments in the Matching Items window. 
 
That’s it: in our database, there are not apartments with 3 rooms or more, close to a metro m1 stop and 
with kitchen. 
You need to relax your criteria… 
 
• Remove the criterion about “metro m1” 
(click on the “clear” button on the right of the “metro m1” criterion) 
Now you see that there is one apartment that satisfies your current criteria: 3 rooms or more and with 
kitchen. 
 
• Put that apartment to the “Considered Items” window 
(Click on the “C” button at the left of the apartment) 
 
You also can see that the first apartment that you put in the “Considered Items” window is highlighted 
in a light red. This is to show that this apartment does not match your current criteria. 
 
You can also see that there is a “no” in red, corresponding to the column “kitchen”. It means that the 
first apartment you considered does not match your current criteria because it does not have a kitchen. 
 
Adding a criterion with multiple values 
We are going to start from scratch. 
• Click the “Reset” button, at the top, on the right of the “Selection Criteria” title. 
You see that you have again all the 186 apartments. 
• Select “Crissier” for the “Location” attribute 
There are 6 apartments at Crissier. 
• At the bottom of the combobox where you selected “Crissier”, there is now another empty 
combobox. 
Click there and select “Ecublens VD”. 
It says that there are 18 apartments that are, either in Crissier, either in Ecublens. 
 
• Put the first apartment in the Matching Items window to the “Considered Items” window 
(Click on the “C” button at the left of the apartment) 
 
• Select the symbol “none of” for the Criterion type box of the Location attribute. 
Now the system is showing you all the apartments, excluding the ones in Crissier and Ecublens. 
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Again, the Considered Items window 
Now you have 3 apartments in this list. 
You can inspect the 3 apartments that you have considered so far. 
The first one costs 1600 CHF per month. You may wish to remove it from the consideration list. 
• Click at the “X” button of the first apartment in the Considered Items window. 
 
 
Try yourself 
• Click the “Reset” button on the Selection Criteria window 
• Click the “Reset” button on the “Considered Items” window 
• Look for your best apartment in this database. 
 
When you have found your best apartment from the database: 
• click on it (either in the “Matching Items” window or in the “Considered Items” window) 
• and then, click on the button “Select item. End Task” at the bottom right. 
 
End of Tutorial 
This tutorial has finished. 
Please continue with the instructions on the screen. 
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Second-hand cars database. 
Here you can see the list of attributes in the “Selection Criteria” window. 
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Second -hand cars database . 
Here you can see how a car is displayed in the “Matching Items ” window. 
 
 All the attributes in the Selection Criteria window are shown in this compact representation.  
 
Car #3 
Car #1 
Car #2 
The header 
These icons correspond to the attributes ABS, Airbag, Air conditioning… until Xenon lights, 
in the same order than in the “Selection Criteria” window. 
 
If the color of the icon is dark green, it means that the car has this attribute. For instance, the 
second icon corresponds to Airbag. As it is in dark green, it means that this car has Airbag. 
 
If the color of the icon is light green, it means that the car has not this attribute. For instance, 
the first icon corresponds to ABS. As it is in light green, it means that this car has not ABS. 
 
 
The icons 
Tooltip for the icons 
If you move your mouse over the icon, it will display a tool tip showing the name of the attribute. 
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Improved System: ECatalog+W. Tutorial  
 
Through this tutorial, you are going to learn to use the improved system called “ECatalog+W”. 
 
You can see that below each criterion there are 5 stars drawn. Do not look at them for the moment. 
 
• Set the criterion: rent <= 400 CHF 
 
At the top of the screen is written that there are 12 apartments matching the criteria. 
  
The window on the top right is now called “Ranked Items” instead of “Matching items”. 
 
That’s it: All the apartments (the 186 present in the database) are shown in this window, 
ranked accordingly to your criteria, 
including the apartments that do not fully match your criteria 
(Those apartments that do not match you criteria are highlighted in a purple background color). 
 
You can also see that the apartments are ranked by the price. 
That’s it: as you set a criterion about the price, the system thinks that the price is important for you and so 
the apartments are ranked by the price. 
 
• Click on the “Reset” button of the “Criteria Selection” window 
• Set the criterion: Nbr of Rooms >= 2 rooms 
Now the apartments are ranked by the number of rooms. The ones with 4 rooms are on the top, while the 
ones with 1 room are on the bottom (move the scroll bar to see them). The ones with 1 room are highlighted 
with a purple background color meaning that they do not match your criteria. 
 
• Now Add the criterion to: rent <= 400 CHF 
 
At the top of the screen is written that there are no apartments matching the criteria. 
Nonetheless, all the apartments are shown ranked in the “Ranked Items” window. 
 
You can see that the first 9 apartments match the criteria about the number of rooms, but do not match the 
criteria about the price. 
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Importance of rent <= 400 CHF: 
5 out of 5 (very important) 
Importance of Nbr of rooms >= 2 rooms: 
3 out of 5 (somehow important) 
Setting the importance of a criterion 
Let’s say that you want to explain to the system that the price is more important than the number of rooms. 
How to do this? 
 
In the “Selection Criteria” window, below the “rent” criterion, there are five stars. The first three are in 
yellow. This means that the importance of this criterion is 3 out of 5. 
• Click at the star number five 
 
You see? Now the five starts are in yellow. This means that you have set the importance of this criterion 5 
out of 5, i.e. the maximum. 
 
 
 
 
 
 
 
 
 
 
You can see in the “Ranked Items” window that now the apartments at the top match the criterion about the 
price. 
 
By default, the importance of the criterion is 3 out of 5. 
• Change the importance of the criterion “Nbr of Rooms” to 1 out of 5, i.e. the minimum. 
 
Now there are more apartments at the top matching the criterion about the price. 
 
Note: In this system you cannot sort the list of items by clicking on a column. 
 
Summarizing 
Setting the importance of a criterion to “5 out 5” means that that criterion is very important. 
Setting the importance of a criterion to “1 out 5” means that that criterion is important, but not very much. 
 
Try yourself 
• Click the “Reset” button on the Selection Criteria window 
• Click the “Reset” button on the “Considered Items” window 
• Look for your best apartment in this database. 
 
When you have found your best apartment from the database: 
• click on it (either in the “Matching Items” window or in the “Considered Items” window) 
• and then, click on the button “Select item. End Task” at the bottom right. 
End of Tutorial 
This tutorial has finished. 
Please continue with the instructions on the screen. 
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Improved System: ECatalog+T. Tutorial  
 
Through this tutorial, you are going to learn to use the improved system called “ECatalog+T”. 
 
• Set the criterion: Nbr of rooms >= 3 rooms 
• Set the criterion: rent <= 920 CHF 
 
There no apartments matching this criteria. 
Now, at the bottom, there is a window called “Trade-off Analysis”. 
 
It shows this information: 
 
 
This line: “There are no items with: rent <= 920 CHF and Nbr of rooms >= 3 rooms” 
it is telling you what is the minimal conflict. 
 
You can see that the first and the third lines at almost the same. The first line, is telling you that you have 2 
options to relax enough your constraint. More specifically, it says that if you take one of these 2 options, 
there will be at least one apartment: 
1. change rent <= 923 CHF (instead of <= 920 CHF) 
2. change Nbr of rooms >= 2 rooms (instead of >= 3 rooms) 
 
• Click on the first option 
See? Now there is one apartment matching your criteria. 
 
Look at the “Selection Criteria” window. 
At the beginning you had set the criterion “rent <= 920 CHF”. When you have clicked on the relaxation, this 
criteria has changed to <= 923 CHF. After all, it was self-explicative: change rent <= 923 CHF (instead of <= 920 
CHF) 
 
There are items if you change rent <= 923 CHF (instead of <= 920 CHF) or change Nbr of rooms >= 2 rooms (instead of >= 3 rooms) 
 
 
There are no items with: rent <= 920 CHF and Nbr of rooms >= 3 rooms 
    To solve: change rent <= 923 CHF (instead of <= 920 CHF) or change Nbr of rooms >= 2 rooms (instead of >= 3 rooms) 
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More 
• Click on the “Reset” button of the “Criteria Selection” window. 
• Set the criterion: Nbr of rooms >= 3 rooms 
• Set the criterion: rent <= 920 CHF 
• Set the criterion: kitchen = yes 
 
It shows this information: 
 
You can see that the minimal conflict is the same as before. 
 
But now the first line and the third line are not equal. 
The third line is saying that if you click on any of those 2 options, you will solve the mentioned conflict. 
 
• Click the relaxation “change rent <= 923 CHF (instead of <= 920 CHF)”. 
 
What happened? You solved that conflict (rent <= 920 CHF and Nbr of rooms >= 3 rooms), 
But now there is still another one, taking into account the criterion “kitchen = yes”. 
 
 
Try the other option: 
• Click on the “Reset” button of the “Criteria Selection” window. 
• Set the criterion: Nbr of rooms >= 3 rooms 
• Set the criterion: rent <= 920 CHF 
• Set the criterion: kitchen = yes 
 
• Now click on the relaxation “change rent <= 1390 CHF (instead of <= 920 CHF)” from the first line. 
 
Now there is one apartment. 
 
Do you understand the difference between the first line and the third line? 
 
There are items if you change rent <= 1390 CHF (instead of <= 920 CHF) or change Nbr of rooms >= 2 rooms (instead of >= 3 rooms)    
 
 
There are no items with: rent <= 920 CHF and Nbr of rooms >= 3 rooms 
    To solve: change rent <= 923 CHF (instead of <= 920 CHF) or change Nbr of rooms >= 2 rooms (instead of >= 3 rooms) 
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Something more 
• Click on the “Reset” button of the “Criteria Selection” window. 
• Set the criterion: Nbr of rooms >= 3 rooms 
• Set the criterion: rent <= 920 CHF 
• Set the criterion: kitchen = yes 
• Set the criterion: metro m1 = yes 
 
You see the same kind of information. 
But now you see that there are two distinct minimal conflicts: 
1. There are no items with: rent <= 920 CHF and Nbr of rooms >= 3 rooms 
2. There are no items with: Nbr of rooms >= 3 rooms and bathroom = yes and metro m1 = yes 
 
For the first conflict, there are 2 possible relaxations. 
 
For the second conflict, there are 3 possible relaxations: 
1. change Nbr of rooms >= 2 rooms (instead of >= 3 rooms) 
2. clear kitchen 
3. clear metro m1 
 
“clear kitchen” means to remove the criterion about kitchen, i.e. that you don’t care whether the apartment 
has or has not a kitchen. 
 
 
Terminology 
The set of conflicts (there are 2 distinct minimal conflicts in the previous example) are called the “Conflict 
Set”. 
 
The relaxations on the first line are called “Strong Relaxations”. If you click one of them, you are sure that 
there will be matching apartments. 
 
The relaxations below a conflict are called “Weak Relaxations”. If you click one of them, you know that you 
are going to solve the conflict above, but this does not guaranties that there will be matching apartments. 
 
 
In the following page goes an image to illustrate this tutorial. 
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Try yourself 
• Click the “Reset” button on the Selection Criteria window 
• Click the “Reset” button on the “Considered Items” window 
• Look for your best apartment in this database. 
 
When you have found your best apartment from the database: 
• click on it (either in the “Matching Items” window or in the “Considered Items” window) 
• and then, click on the button “Select item. End Task” at the bottom right. 
 
End of Tutorial 
This tutorial has finished. 
Please continue with the instructions on the screen. 
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Characteristic CBTE PWADD CBTE +
PWADD
Gender
Male 12 11 10
Female 1 2 3
Age range
18 – 24 1 4 2
25 – 35 8 8 11
36 – 45 4 1 0
Computer use
Less than 1 hour /day 0 0 1
1 – 4 hours /day 0 2 1
5 – 7 hours / day 0 4 1
7 – 10 hours /day 11 7 7
More than 10 hours /day 2 0 3
Internet use
Every day 13 10 12
A few times a week 0 3 1
Use Internet to compare
products/services
Yes 12 12 10
No 1 1 3
Computer Abilities
Expert 11 10 10
Typical user 1 3 3
Rarely use computers 1 0 0
Know SQL
Yes 9 7 9
No 4 6 4
Table A.5: Demographic characteristics of experiment participants by group.
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Participants
P01 P02 P03 P04 P05 P06 P07 P08 P09 P10 P11 P12 P13
Q1 3 5 5 5 6 5 3 6 7 6 6 4 5
Q2 3 7 4 3 5 6 6 7 7 7 6 5 6
Q3 3 6 5 4 5 6 7 7 7 6 6 6 6
Q4 3 7 1 5 6 1 4 7 1 7 6 5 6
Q5 6 2 3 5 1 6 2 1 1 5 1 2 3
Q6 4 2 2 6 1 3 2 2 1 1 1 2 1
Q7 5 2 4 5 5 6 2 2 1 2 1 3 3
Q8 3 2 2 3 2 6 4 7 7 7 6 5 3
Q9 3 2 2 2 1 2 2 2 1 1 1 2 1
Q10 3 6 4 6 3 5 6 6 7 6 6 6 5
Q11 3 5 1 3 4 4 4 4 1 5 1 1 1
Q12 4 5 4 3 3 4 6 6 2 5 5 2 4
Q13 3 2 4 4 2 2 4 3 1 3 1 4 2
Q14 3 6 4 6 4 2 5 5 4 6 6 3 2
Q15 3 4 5 5 7 2 6 7 7 7 7 6 2
Q16 3 5 4 4 6 2 6 4 7 6 7 2 2
Q17 3 7 5 4 6 2 4 7 5 4 6 3 6
Q18 3 6 5 6 4 3 5 7 7 7 6 5 6
Q19 3 6 4 6 4 4 3 5 7 6 6 6 5
Q20 3 6 5 5 6 6 5 7 7 7 6 5 5
Q21 3 6 5 4 5 3 6 7 7 5 6 6 4
Q22 2 7 4 6 7 2 6 4 6 7 6 4 7
Q23 2 7 3 6 6 2 6 7 2 5 7 3 6
Q24 3 6 6 5 4 2 6 7 7 7 6 3 6
Q25 3 6 4 4 4 2 3 5 3 5 6 3 5
Q26 3 6 6 4 6 6 5 7 7 7 7 5 5
Q27 3 7 5 3 7 6 6 7 6 6 7 4 6
Q28 3 7 5 4 6 4 6 7 6 7 7 5 6
Q29 6 7 4 7 7 5 6 7 6 6 7 5 6
Q30 3 7 2 6 6 3 6 7 5 5 5 4 5
Q31 2 4 3 4 7 6 4 7 2 7 7 5 4
Q32 2 4 3 4 5 2 4 7 4 6 7 4 4
Q33 5 7 5 5 7 2 4 6 7 6 7 5 6
Q34 3 7 4 6 6 5 6 7 6 7 7 5 6
Q35 6 7 7 6 7 2 7 7 7 7 4 6 4
Q36 6 7 5 6 6 2 7 7 7 6 4 6 2
Q37 6 7 5 6 7 2 7 7 6 7 4 6 5
Q38 6 7 5 6 7 2 5 7 7 7 4 5 7
Table A.6: Responses from the user study. Group 1 (CBTE). Participants P1 –
P13.Questions Q1 – Q38 are given in Table 22 and Table 23.Measures on a seven-point
Likert strongly disagree/strongly agree scale. See Section 4.4.
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Participants
P14 P15 P16 P17 P18 P19 P20 P21 P22 P23 P24 P25 P26
Q1 6 7 6 7 5 6 3 3 6 3 5 5 3
Q2 4 7 6 7 5 6 4 4 5 3 7 2 3
Q3 4 7 6 7 6 5 4 3 5 4 7 5 3
Q4 4 7 6 7 5 6 1 4 6 1 7 1 4
Q5 1 1 2 2 2 2 2 3 5 4 4 2 6
Q6 4 1 2 1 2 1 2 3 2 3 3 5 4
Q7 1 1 2 2 5 1 4 5 1 3 5 1 6
Q8 4 7 4 4 6 2 4 4 7 6 3 7 3
Q9 3 2 2 3 5 1 4 3 1 2 2 1 4
Q10 5 4 7 4 5 6 2 2 5 5 5 3 2
Q11 2 3 1 3 3 2 1 2 2 7 2 5 4
Q12 4 5 7 4 3 3 2 2 5 2 5 3 2
Q13 4 1 2 5 3 2 3 4 5 4 2 4 4
Q14 6 7 4 3 5 5 1 2 4 3 4 3 3
Q15 4 4 4 4 4 6 2 2 3 3 6 3 4
Q16 5 5 4 3 4 6 2 3 5 4 5 3 4
Q17 5 5 7 5 5 6 3 2 4 5 5 3 3
Q18 5 5 6 7 4 6 2 4 2 5 6 3 3
Q19 4 5 6 6 4 4 2 3 2 5 6 5 3
Q20 5 7 7 6 5 5 2 4 4 5 6 3 3
Q21 5 7 5 6 5 5 2 3 3 4 6 3 3
Q22 5 4 4 7 5 6 2 4 3 5 6 3 2
Q23 5 5 6 7 6 5 2 4 4 5 6 5 6
Q24 6 5 6 6 5 6 2 4 3 5 6 4 4
Q25 6 5 7 5 5 5 3 4 2 5 5 4 4
Q26 5 7 7 6 6 6 2 4 3 5 6 3 4
Q27 5 7 7 3 4 7 1 3 2 5 6 3 4
Q28 5 7 7 4 5 6 1 3 2 5 6 3 4
Q29 5 7 6 6 6 6 2 3 6 7 6 5 5
Q30 4 7 6 5 5 6 1 3 6 6 6 4 2
Q31 4 4 3 5 5 2 2 4 5 5 5 3 4
Q32 4 4 3 4 5 5 2 4 5 5 5 3 4
Q33 5 7 4 4 5 5 2 4 5 5 6 3 2
Q34 5 7 3 5 6 6 3 4 6 7 6 3 2
Q35 5 5 6 4 6 7 6 6 2 2 6 6 5
Q36 4 4 6 3 6 7 6 5 3 1 5 5 4
Q37 4 6 6 7 6 7 6 5 3 2 6 6 4
Q38 6 7 6 6 6 6 2 4 2 4 6 4 4
Table A.7: Responses from the user study. Group 2 (PWADD). Participants P14 –
P26.Questions Q1 – Q38 are given in Table A.3 and Table A.4.Measures on a seven-
point Likert strongly disagree/strongly agree scale. See Section 4.4.
144 APPENDIX A. USER STUDY FILES
Participants
P27 P28 P29 P30 P31 P32 P33 P34 P35 P36 P37 P38 P39
Q1 6 3 5 7 6 6 3 6 6 4 5 7 4
Q2 6 2 5 7 6 4 3 7 6 7 6 6 6
Q3 6 2 6 6 5 4 2 7 6 6 6 6 6
Q4 1 3 5 5 7 4 3 7 6 6 6 6 6
Q5 4 2 1 1 1 1 5 1 3 4 2 1 1
Q6 1 2 1 1 2 2 6 1 2 2 2 1 1
Q7 1 2 1 1 2 4 6 1 6 1 2 1 4
Q8 4 2 4 5 6 4 3 4 5 7 3 7 4
Q9 1 6 2 1 2 2 4 1 3 3 2 1 4
Q10 7 5 5 7 6 5 2 5 6 7 5 7 4
Q11 5 1 1 1 4 2 7 1 2 1 6 1 1
Q12 3 2 6 6 6 5 2 5 4 6 2 6 5
Q13 1 1 1 1 3 3 6 2 4 4 6 1 2
Q14 4 6 5 7 4 6 3 6 2 3 2 6 4
Q15 6 6 5 7 6 5 3 7 6 6 7 7 2
Q16 6 5 5 6 6 4 2 6 5 2 6 7 6
Q17 5 4 6 7 7 3 2 7 6 4 6 7 6
Q18 4 6 6 6 7 3 4 7 6 4 4 6 6
Q19 6 6 5 6 5 3 3 7 6 7 4 7 6
Q20 6 6 5 7 7 3 2 7 6 7 6 7 6
Q21 6 6 6 7 5 3 2 7 6 5 6 6 6
Q22 6 5 5 7 6 5 3 7 5 7 6 7 6
Q23 4 5 5 6 6 3 2 6 6 7 4 7 7
Q24 4 6 5 6 5 4 3 7 6 6 5 7 6
Q25 6 6 6 6 5 3 3 7 6 6 4 7 6
Q26 6 6 5 7 7 3 3 7 6 6 5 7 6
Q27 5 6 5 7 6 2 3 7 6 7 6 7 6
Q28 5 6 5 7 6 2 3 7 4 6 5 7 6
Q29 5 6 6 6 6 4 3 6 6 6 6 7 6
Q30 4 5 6 6 5 4 3 7 4 6 4 7 4
Q31 5 6 4 6 4 4 4 6 5 7 6 6 4
Q32 4 6 4 7 4 4 4 6 5 7 6 6 4
Q33 5 7 6 7 6 4 4 7 5 4 6 7 4
Q34 6 7 6 5 6 5 5 7 5 7 7 6 6
Q35 6 5 4 7 7 7 1 7 6 7 7 6 2
Q36 6 5 4 7 7 7 2 6 4 7 6 6 2
Q37 6 5 4 6 6 7 2 7 6 6 5 7 5
Q38 6 5 5 7 7 3 2 7 6 7 6 6 7
Table A.8: Responses from the user study. Group 2 (CBTE+PWADD). Participants
P27-P39.Questions Q1 – Q38 are given in Table A.3 and Table A.4.Measures on a seven-
point Likert strongly disagree/strongly agree scale. See Section 4.4.
Appendix B
Software and data
Software and data available
Researchers are expected to provide a complete documentation for their empirical stud-
ies, including data and methodology, in order that other researchers have the opportunity
to reproduce the studies and verify the results. This also allows making meta-analysis,
i.e. to combine the results of several studies that address a set of related research
hypotheses, especially useful when studies have contradictory results. Moreover, user
studies are expensive to carry out, and sharing interaction logs can typically allow other
researchers to study hypotheses not anticipated by in the original studies.
For this purpose, we released, in addition to the information provided in this thesis,
the complete data and software necessary to easily reproduce our results, as well as the
obtained interaction logs.
All the data and software is available at http://ecatalog.sourceforge.net/.
Comparis8000 database
In order to get a more real scenario, we have contacted a company1 that aggregates the
inventory of used cars from several concessionaries in Switzerland. They have provided
us with a catalog of 61443 cars, from which 7924 are described with the following 35
attributes: brand, model, model type, current price, original price, date of the 1st ma-
triculation, mileage, category, fuel type, transmission, number of seas, number of doors,
performance in hp, cubic capacity, number of cylinders, color and the Boolean features
metallic color, abs, airbag, air conditioning, alarm, cd player, central locking, electrical
seats, electrical windows, fog lamps, heating seats, leather interior, navigation system,
power steering, speed control, sport chassis, sun roof, theft prevention, traction control
and xenon lights.
With the permission of Comparis.ch, we have compiled and released a subset of this
1We would like to acknowledge Comparis.ch for sharing this database to the research community
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database under the name of “Comparis8000”. “Comparis8000” is a database of 7924
used-cars modeled by 35 attributes.
It is available to download at http://ecatalog.sourceforge.net/ for the sake of research
only2.
Comparis200 database
A subset of the “Comparis8000” database more suitable for user studies is released
under the name of “Comparis200”. It contains 200 used cars modeled with the same 35
attributes.
It is available to download at http://ecatalog.sourceforge.net/ for the sake of research
only.
2If you use this database, Comparis.ch would appreciate if you send a short mail to them, Johann
Burkhard <johann.burkhard@comparis.ch>, stating your email and a short description of its use.
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