Abstract. For a polynomial f (x) in (Zp∩Q) [x] of degree d ≥ 3 let L(f ⊗Fp; T ) be the L function of the exponential sum of f mod p. Let NP(f ⊗ Fp) denote the Newton polygon of L(f ⊗Fp; T ). Let HP(f ) denote the Hodge polygon of f , which is the lower convex hull in R 2 of the points (n,
Introduction
In this paper d is an integer ≥ 3. Let A d be the affine space of dimension d, identified with the space of degree-d monic polynomials parametered by their coefficients. We always assume that p is any prime coprime to d. Let f (x) a polynomial of one variable in A d (Z p ∩ Q). Let E(x) = exp( ∞ j=0 x p j p j ) be the Artin-Hasse exponential. Let γ be a root of log(E(x)) in Q p with ord p γ = Then L-function of the exponential sum of f ⊗ F p is defined by
It is a theorem of Dwork-Bombieri-Grothendieck that
Let ord p (·) denote the unique extension of the (additive) p-adic valuation in Q p to Q p . In this paper we also denote by ord p (·) the p-adic valuation of the content of a power series over Z p (see [10] for its standard definition). Define the Newton polygon of the L-function of f ⊗ F p as the lower convex hull of the points (n, ord p b n ) in R 2 for 0 ≤ n ≤ d − 1, where we set b 0 = 1. We denote it by NP(f ⊗ F p ). The
Hodge polygon of f is the lower convex hull in R 2 of the points (n, n(n+1) 2d ) for 0 ≤ n ≤ d − 1. It is known that HP(f ) is a lower bound of NP(f ⊗ F p ) and that if p ≡ 1 mod d then NP(f ⊗ F p ) = HP(f ) for every f ∈ A d (Q) (see [1] and [3] ). The main result of this paper is Theorem 1.1. It was a conjecture of Daqing Wan, proposed in the following form in the number theory seminar at Berkeley in the fall of 2000 (see also [17, Section 2.5] for developments related to this topic). The cases d = 3 and 4 are proved by [16] and [6] respectively. The first slope case is proved recently by an elementary method in [13] (see also [12] ). Further results concerning more conjectures of Daqing Wan [18] will be in [20] . Theorem 1.1 yields a one-variable answer towards questions proposed in [7] , there Katz asked how the Newton polygon of the L function varies with the prime p. See Katz's questions and Sperber's example on page 151 of [7, Chapter 5.1] . For more developments in these directions see [14] , [15] and [2] and their bibliographies.
It is well-known that the L(f (x) ⊗ F p ; T ) is intimately connected to the study of the p-cover of the projective line. Let X f : y p − y = f (x) ⊗ F p be an ArtinSchreier curve over F p . Recall that NP(X f ⊗ F p ) is the p-adic Newton polygon of the numerator of the Zeta function Zeta(X f ⊗ F p ; T ) of X f over F p . We have
where the norm N Q(ζp)/Q being interpreted as the product of the conjugates of L(f ⊗ F p ; T ) over Q(ζ p ), the automorphism acting trivially on the variable T . Since we do not find suitable reference for this well-known fact, we sketch its proof below. For convenience let X † f be the curve X f minus the point at infinity. Here Tr(·) abbreviates the trace map from F p ℓ to F p . It is easy to verify that
and this proves our claim. Recall that the Newton polygon NP(X f ⊗ F p ) is the p-adic Newton polygon of the denominator of Zeta(X f ⊗ F p ; T ). By (3) it is easily seen that NP(f ⊗ F p ) is precisely equal to NP(X f ⊗ F p ) shrunk by a factor of
horizontally and vertically, which is denoted by
. Thus the following corollary follows from Theorem 1.1. This paper is organized as follows. We use Dwork p-adic theory in section 2 to derive a formula of the desired L function of exponential sums of f (x) over F p in terms of some Fredholm determinants denoted by C n (·). Section 3 is a key step in the proof, it defines some Zariski dense subset defined over Q in A d−1 , which only depends on the residue class of p and not the size of p. It is recommended that the reader continues with section 4, where we immediately use Dwork's p-adic theory to compute p-adic valuations of the Fredholm matrix of the Frobenius map and Fredholm determinant for a ∈ W(Q) and for p large enough. The proof of Theorem 1.1 is located in section 5. Finally we conclude the paper with a few remarks of open questions and examples in section 6.
Dwork p-adic theory
The fundamental material in our exposition follows [3, Sections II and III] (see also [4] [5] and [1] ). Recall that p is any prime number coprime to 
Let C 0 ( A) = 1, and for every n ≥ 1 let
where sgn(σ) is the signature of the permutation σ in the n-th symmetric group S n . It can be verified that this definition makes sense and that
Lemma 2.1. Let p be a prime coprime to
Proof. The first equality is a rephrase of (2). For every positive integer ℓ let
For any c > 0 and b ∈ R let L(c, b) be the set of power series defined by
) defined by the composition of the multiplication map by G(X) then ψ, namely,
Choose the standard monomial basis {1,
) has a matrix representation by {G pi−j ( â)} i,j≥0 . We identify α 1 with this matrix from now on. By the Dwork trace formula (see [3, Section III]) we have
For the first row (i.e., i = 0) of α 1 , we have G pi−j ( â) = 0 for all j ≥ 1 and G 0 ( â) = 1. By (8) we have
Therefore, by (10) we have
By simplification of the above formula, our assertion follows.
Zariski dense subsets
This section is self-contained. We will construct a suitable Zariski dense open subset W defined over Q in A d−1 with suitable property we shall utilize in the proof of Theorem 1.1 in section 5. The introduction of many curiously defined invariants here will be self-explained in section 4.
Fix an integer r with 1 Proof. By definition, r ij is the least non-negative residue of −(ri − j) mod d so we have 0 ≤ r ij ≤ d − 1. We prove for rows. The argument for columns is almost identical. Suppose we have
So there are no identical entries in any row of r n . Note that r is coprime to d so for every 1 ≤ i ≤ d − 1 there is a unique 1 ≤ j ≤ d − 1 such that ri ≡ j mod d. This is equivalent to r ij = 0 by definition. This proves the last assertion.
By Lemma 3.1 for every 1 ≤ i ≤ d − 1 we have a unique 1 ≤ j ≤ d − 1 such that r ij = 0. We denote this j by J i . Let
We want to point out the following elementary property and leave the proof to the reader as an exercise.
Note the important yet easy fact that M s ij is non-empty for any 0 ≤ s ≤ n. Recall
This non-zero polynomial in Q[ A] plays a central role in the technique of this paper. . This proves (14) . For any 0 ≤ t ≤ c n , let
It is easy to note that S n = cn t=0 S t n . For any 0 ≤ t ≤ c n , let
Proof. First step, we show that in the formal expansion of cn t=0 f t n every lowestdegree-monomial is in the formal expansion of n i=1 H 0 i,σ(i) for some σ ∈ S n . In other words the lowest-degree-monomials are in the summand where s 1 = · · · = s n = 0 and s 0 = t. Suppose s 1 > 0 say, by Lemma 3.3 we have for every σ ∈ S n the degree of a lowest-degree-monomial in
which is strictly less than
), the degree of a lowest-degree-monomial in 
Recall from Lemma 3.3 that H † i,σ(i) = 1 or A d−r i,σ(i) depending on r i,σ(i) = 0 or not, respectively. By adding in an auxiliary variable A d we letD n be the determinant of a matrix {A d−rij } 1≤i,j≤n and
It is clear thatD n is homogeneous of degree n in Q[A 1 , . . . , A d ]. We claim there is a unique highest-lexicographic-order-monomial in the formal expansion ofD n . Let S −1 = S n . For every 0 ≤ k ≤ d − 1 let S k be the set of all σ ∈ S k−1 such that σ(i) = j if r ij = k and if every entry in the i-th row and the j-th column is ≥ k. Perusing the definition we note that S k is not empty by Lemma 3.1. By Lemma 3.1 again, we note that S d−1 contains exactly one element. It is easy to see that the set of permutations in S 0 gives monomials whose A d -exponents are highest in (21). Inductively, we note that the unique permutation in S d−1 gives the highest-lexicographic-order-monomial, denoted by M (A 1 , . . . , A d 1) is a lowestdegree-monomial in D n and of the highest-lexicographic-order among these lowestdegree-monomials. Its uniqueness assures that it can not be cancelled out among the lowest-degree-monomials. Let σ n be the unique element in S d−1 ⊂ S n . Since S n = cn t=0 S t n , there is an 0 ≤ t ≤ c n such that σ n ∈ S t n . Then f t n is not a zero polynomial.
Let t n be the least t with 0 ≤ t ≤ c n such that f 
Fredholm determinants and the L function
In this section, we consider the p-adic valuation of
Let notations be as in sections 2 and 3. Recall r is an integer with 1 ≤ r ≤ d − 1 and gcd(r, d) = 1. Let n be an integer with 1 ≤ n ≤ d − 1. Let p be a prime that p ≡ r mod d.
For any rational number R let γ >R denote the terms in
] whose coefficients have p-adic valuation > R/(p − 1). We also use it to denote algebraic numbers in Q p (ζ p ) with p-adic valuation > R/(p − 1) and this shall not cause any confusion. Let
The first lemma below derives properties from (17) and (18). 
Proof. Suppose σ 1 , σ 2 ∈ S n are minimizer and maximizer of
, respectively. Note that
For any i,
Taking sum both sides and get
This proves (22). Since
we see that (23) and (24) follows.
For 0 ≤ s ≤ c n , and i, j ≥ 1 let
Lemma 4.2. Let G n ( A) be defined as in (6) . For any i, j ≥ 1 and pi − j ≥ 0 we have
where ord p (·) denote p-adic valuation of the content of G pi−j ( A). If, in addition,
Proof. Clearly, (26) is a special case of (7). We shall prove the second equality. For 0 ≤ s ≤ c n , m ℓ ≥ 0 and
And by (5) and (6), we have 
The lemma follows.
) and let C n ( A) be defined as in (8) . We have
Proof. Recall C n ( A) from (8) . Suppose there is a t such that u t > n, we claim that
Therefore, by (28) and (29), we have
by (22). Perusal of (8) then shows the validity of our first equality. Now we have by Lemmas 4.1 and 4.2
This finishes the proof of the second equality.
To show the last assertion, it is important to note that s0+···+sn=t σ∈S
For t = t ′ n then (30) does not vanish modp so it is a p-adic unit, denoted by u. Combining with (31) we get
Then our last assertion follows easily.
Proof of Theorem 1.1
Let notations be as in previous sections. For a ∈ W(Q) and for p large enough we give the exact p-adic valuation of C n ( a) (in Lemma 5.2) and then b n ( a) (in Corollary 5.3). These accumulate to the proof of Theorem 1.1 at the end of this section.
Before presenting our main result we start with a very elementary yet useful lemma. 
Proof. Through out this proof assume p ≡ r mod d. Let 
is a p-adic unit in Z p . Recall from Lemma 3.2 that s ℓ ≥0 σ∈S
Apply Lemma 4.3 it is now clear that ord p C n ( â) = Proof. Write ǫ n as in (33). As discussed in Lemma 5.2 it suffices to prove the first statement. Let p be large enough so that statements in Lemma 5.2 hold and for any 1 ≤ n ≤ d − 1 we have ord p C n ( â) = n(n + 1) 2d + ǫ n .
Below we abbreviate C n for C n ( â) for all n. Write 1 1 + ∞ n=1 (−1) n C n p n T n = 1 + ∞ n=1 n1+···+n k =n n1,... ,n k ≥1,k≥1
We claim that ord p W n = n( 
where the equality holds if its minimum is unique. But k ℓ=1 n ℓ (n ℓ +1) ≥ k ℓ=1 2n ℓ , so for n 1 + · · · + n k = n, n ℓ ≥ 1, we have 
So for large enough p one may carry out a simple computation and conclude that ord p ((−1) n2 p n1 C n2 W n3 ) = n 1 + ( n 2 (n 2 + 1) 2d + ǫ n2 ) + (
For 1 ≤ n ≤ d−1, n 1 +n 2 +n 3 = n and n 1 , n 2 , n 3 ≥ 0 the minimal ord p ((−1) n2 p n1 C n2 W n3 ) is achieved at n 1 = 0, n 2 = n, n 3 = 0. Thus for 1 ≤ n ≤ d − 1 we have ord p b n ( a) = min n1+n2+n3=n n1,n2,n3≥0
ord p ((−1) n2 p n1 C n2 W n3 ) = n(n + 1) 2d + ǫ n .
This finishes our proof.
