We prove a lower bound of Ω(n 1/2−c ), for all c > 0, on the query complexity of (two-sided error) non-adaptive algorithms for testing whether an n-variable Boolean function is monotone versus constant-far from monotone. This improves aΩ(n 1/5 ) lower bound for the same problem that was obtained in [6] , and is very close to the recent upper bound ofÕ(n 1/2 / 2 ) by Khot et al. [13] .
INTRODUCTION

Motivation, background, and our results
Monotonicity testing of Boolean functions f : {−1, 1} n → {−1, 1} is one of the most natural and well-studied problems in Property Testing. Introduced by Goldreich, Goldwasser, Lehman, and Ron in 1998 [9] , this problem is concerned with the query complexity of determining whether a Boolean function f is monotone or far from monotone. Recall that f is monotone if f (X) ≤ f (Y ) for all X ≺ Y , where ≺ denotes the bitwise partial order on the hypercube. We say that f is -close to monotone if Pr[f (X) = g(X)] ≤ for some monotone Boolean function g, where the probability is over a uniform draw of X from {−1, 1} n , and that f is -far from monotone otherwise. We are interested in queryefficient randomized algorithms for the following task:
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Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Goldreich et al. [9] proposed a simple "edge tester" for this task and proved an O(n 2 log(1/ )/ ) upper bound on its query complexity, subsequently improved to O(n/ ) in the journal version [10] . Fischer et al. [8] established the first lower bounds shortly after, showing that there exists a constant distance parameter 0 > 0 such that Ω(log n) queries are necessary for any non-adaptive tester (one whose queries do not depend on the oracle's responses to prior queries). This directly implies an Ω(log log n) lower bound for adaptive testers, since any q-query adaptive tester can be simulated by a non-adaptive one that simply carries out all 2 q possible executions. (Via a simple argument, [8] also gave an Ω(n 1/2 ) lower bound for non-adaptive one-sided testers, which must output Yes with probability 1 if f is monotone. Throughout this work we consider only general two-sided testers, for which lower bounds are more difficult to prove.)
In spite of considerable work on this problem and its variants [9, 7, 10, 8, 1, 12, 3] , these were the best known results for the basic problem for more than a decade, until Chakrabarty and Seshadhri [4] improved on the linear upper bound of Goldreich et al. with anÕ(n 7/8 −3/2 )-query tester. More recently, Chen et al. [6] closed the gap between upper and lower bounds on the query complexity of non-adaptive testers to within a polynomial factor by giving a lower bound ofΩ(n 1/5 ) (an exponential improvement of the [8] lower bound). [6] also gave anÕ(n 5/6 −4 ) query upper bound, which slightly improved the [4] upper bound in the dependence on n.
In this paper we make further progress towards a complete resolution of the problem with a lower bound of (almost) Ω(n 1/2 ) against non-adaptive testers. In more detail, our main result is the following: Theorem 1. For all c > 0, there is a κ = κ(c) > 0 such that any non-adaptive algorithm for testing whether f : {−1, 1} n → {−1, 1} is monotone versus κ-far from monotone must use Ω(n 1/2−c ) queries.
We note that shortly after the completion of this work, Khot et al. [13] showed that our result is essentially tight by improving the query upper bound toÕ(n 1/2 / 2 ). The paper of Chen et al. [6] also considered the problem of testing monotonicity of Boolean-valued functions over general hypergrid domains {1, . . . , m} n for m ≥ 2, and showed that it reduces to that of testing monotonicity of Boolean functions as defined above (i.e., m = 2) with essentially no loss in parameters. More precisely, they proved that a lower bound for κ-testing monotonicity of f : {−1, 1} n → {−1, 1} translates into a lower bound for Ω(κ)-testing monotonicity of F : {1, . . . , m} n → {−1, 1} with only a logarithmic loss in terms of n in the query lower bound. Therefore, Theorem 1 along with this reduction yields our most general result:
Theorem 2. For all c > 0, there is a κ = κ(c) > 0 such that for all m ≥ 2, any non-adaptive algorithm for testing whether F : {1, . . . , m} n → {−1, 1} is monotone versus κ-far from monotone must use Ω(n 1/2−c ) queries.
Previous work: the [6] lower bound
In order to explain our approach in the current paper we first briefly recall the key elements of the lower bound in [6] . That paper uses Yao's method, i.e., it exhibits two distributions Dyes and Dno over Boolean functions, where each f ∼ Dyes is monotone and almost every f ∼ Dno is constantfar from monotone. The main conceptual novelty of the [6] lower bound was to use linear threshold functions (LTFs) as both the yes-and no-functions, thereby enabling the application of sophisticated multidimensional central limit theorems to establish the closeness in distribution that is required by Yao's method. In more detail, a function drawn from the "yes-distribution" Dyes of [6] is
where each ui is independently uniform over {1, 3}; a function drawn from the "no-distribution" Dno is
where each vi is independently −1 with probability 1/10 and is 7/3 with probability 9/10. Fix an arbitrary (adversarially chosen) d × n query matrix X whose elements all are ±1/ √ n, and let X (1) , . . . , X (n) ∈ {±1/ √ n} d be the columns of this matrix. The d rows of this matrix correspond to an arbitrary d-element set of n-bit query strings scaled by a factor of 1/ √ n. (Note that scaling the input does not change the value of a zero-threshold linear threshold function such as (1) or (2) above.) Define the R dvalued random variables
Recalling (1) and (2) and Yao's minimax lemma, to prove a d-query monotonicity testing lower bound for non-adaptive algorithms, it suffices to upper bound dUO(S, T) ≤ 0.1 (here the "0.1" constant is arbitrary, any constant in (0, 1) would do) for all possible choices of X , where dUO is the "unionof-orthants" distance:
O is a union of orthants in R d .
In this approach the goal is to make d be as large as possible (as a function of n), while keeping dUO(S, T) at most 0.1. To obtain their mainΩ(n 1/5 ) lower bound, [6] applies a multidimensional central limit theorem (CLT) of Valiant and Valiant [16] , which is proved using Stein's method and which bounds the earthmover (Wasserstein) distance between sums of independent vector-valued random variables. [6] adapts this earthmover CLT to obtain a CLT for the "union-oforthants" distance dUO, and shows that using this CLT the value of d can be taken as large asΩ(n 1/5 ). The key properties of ui and vi used in [6] are that 1. Their first and second moments match, i.e.,
(This ensures that S and T have matching means and covariance matrices, which makes it possible to apply the [16] CLT.) 2. The random variable ui is supported entirely on nonnegative values, while vi has nonzero weight on negative values. (The first condition ensures that f ∼ Dyes will be monotone, and the second ensures that a random f ∼ Dno will with high probability be constantfar from monotone.)
Our approach and techniques
In light of the above it is natural to ask whether imposing stronger requirements on the two random variables ui and vi can lead to stronger results: in particular, can matching higher moments than just the first two lead to an improved lower bound? Pursuing such an approach, one quickly discovers that extending the [16] CLT for earthmover distance (which, as mentioned above, is proved using Stein's method) to exploit matching higher moments is a nontrivial technical challenge. Instead, in this work we return to a much older proof method for CLTs, namely Lindeberg's "replacement method" (discussed in detail in Section 3.1 later), which is well suited for higher moments. Our arguments show that by combining a careful construction of the random variables (the coefficients of the LTFs) with a careful analysis of all possible query matrices, Lindeberg's method can be used to obtain an Ω(n 1/2−c ) lower bound for monotonicity testing. We observe that a high-level difference between our paper and that of [16] is that [16] proves that a sum of independent d-dimensional random variables converges to a multi-dimensional Gaussian with matching the first two moments (mean and covariance). In contrast, we work with two different but carefully constructed sums of independent d-dimensional random variables which have many matching moments, namely the S and T random variables defined earlier in (3). Our goal is not to establish smaller distance to a multi-dimensional Gaussian (indeed our arguments do not establish this); rather, as described above, having dUO(S, T) ≤ 0.1 is sufficient for our purposes, and our goal is to achieve such "rough" closeness for d-dimensional random variables where d is as large as possible (i.e., as close as possible to n 1/2 ). As a warmup, in Section 3.1 we first prove an Ω(n 1/4−c ) lower bound via a fairly straightforward application of the Lindeberg method. This argument essentially requires only matching moments of order 1, . . . , 1/c for the ui, vi random variables without other special properties -in particular, it does not matter just what those moments are as long as they match each other -and the analysis proceeds in the usual way for the Lindeberg method. However, improving this lower bound to Ω(n 1/2−c ) requires many new ideas and significantly more care in the construction and analysis. We discuss several of the necessary ingredients, and in so doing give an overview of our proof approach, below.
(1): Suitable choice of distributions. We show that, given any positive integer , there is a non-negative value µ = µ( ) and a non-negative random variable u such that the first moments of u match those of the mean-µ, variance-1 Gaussian N (µ, 1). (This non-negative support of u ensures that the Dyes functions defined by (1) are indeed monotone as required.) For the Dno functions, we show that there is a random variable v (see (2) ) that has first moments matching those of N (µ, 1), has finite support, and takes negative values with nonzero probability. The finite support and negativity conditions enable us to argue that almost all functions drawn from Dno are indeed constant-far from monotone. The fact that moments of u and v match those of a Gaussian plays a crucial role in enabling step (4) to go through, as described below.
(2): Careful choice and analysis of mollifier. The Lindeberg method uses smooth "mollifiers" with useful analytic properties (bounded derivatives and the like) to approximate discontinuous indicator functions. We give a careful construction of a particular mollifier which exploits some of the "nice structure" -in particular, axis-alignedness -of the sets (unions of orthants) that we must deal with, and show how this mollifier's special properties can be used to obtain a significant savings in bounding the error terms that arise in Lindeberg's method. Our analysis based on this mollifier shows that to bound the error terms in Lindeberg's method, it suffices to give an anticoncentration bound. In more detail, we identify a family of (roughly) d h+1 random variables R−i|J (corresponding to the different possible outcomes of the multi-index J in (9); see Section 3.2), and show that it is enough to establish that for almost all of these random variables (outcomes of J), there is a strong upper bound on the probability that R−i|J (which is a sum of n − 1 independent (h+1)-dimensional vector-valued random variables) lands in a small origin-centered rectangular box, which we denote by BJ , in R h+1 . Here h is a value that is chosen to be significantly smaller than , but still "large enough" that it suffices for steps (2) and (3) described here; we will use the remaining − h matching moments later in step (4).
(3): Pruning arbitrary query sets. We may associate each multi-index J of |J| = h + 1 with a multiset A of size h + 1 drawn from the d-element query set. For simplicity, in the following informal discussion let us assume that every element in A occurs with multiplicity exactly 1 (this is indeed the case for most multisets of [d] of size h + 1; recall h is a fixed integer whereas d should be thought of as n Θ (1) ). A major difficulty is that for certain query sets, it may be the case that for many outcomes of A (equivalently, J), it is simply impossible to give a strong upper bound on the probability that R−i|J lands in the small rectangular box BJ . For example, this can be the case if many query strings lie very close to each other (see the discussion in the last two paragraphs of Section 3 for an extreme instance of this phenomenon.) However, if there are two query strings which are very close to each other, then with very high probability over the outcomes of u1, . . . , un, the responses to the two queries for f ∼ Dyes will be the same, and likewise for f ∼ Dno. This should effectively allow us to "prune" the query set and reduce its size by 1. On the other hand, there is a nonzero probability that two close but distinct query strings have different answers, and it is intuitively clear that this probability increases with the distance between the query strings; thus any such pruning must be done with care.
There is indeed a delicate balance between these two competing demands (pruning queries to eliminate cases where the desired anti-concentration probability cannot be effectively bounded, and introducing errors by pruning queries). In Section 4, we perform a careful tradeoff between these demands, and show that any query set can be pruned (at the cost of a small acceptable increase in error) in a useful way. The exact condition we require of our pruned query sets is rather involved so we defer a precise statement of it for now, but roughly speaking, it involves having only a small fraction of all queries lie too close to the linear span of any small set of query strings (see Definition 15 for a precise definition). We show in Section 5 (see complete proofs in the full paper [5] ) that this condition, which we refer to as a query set being "scattered," lets us establish the desired anti-concentration mentioned above (see step (4) below). We also note that our pruning procedure heavily uses the fact that query strings are elements of the (scaled) Boolean hypercube; this enables us to establish and employ some useful facts which, roughly speaking, exploit some geometrical incompatibility between linear subspaces of R n and the Boolean hypercube.
(4): Handling scattered query sets. A careful analysis of scattered query sets lets us show that, if G is a (h + 1)-dimensional Gaussian with its mean and covariance matrix matching those of R−i|J , then G satisfies the desired anticoncentration bound. To show that R−i|J -which is not a Gaussian -also satisfies this anti-concentration bound, we exploit the fact that u's first moments match those of v, which in turn match the first moments of a variance-1 Gaussian (recall ingredient (1), "Suitable choice of distributions," above).
(This is where we use the "remaining" − h matching moments for u and v alluded to earlier.) This lets us adapt the simple argument that was employed for the "warmup" result to establish that R−i|J and G must both put almost the same amount of weight on the box BJ mentioned above; since G is anti-concentrated on this box, it follows that R−i|J must have similar anti-concentration. The fact that v matches the first moments of a Gaussian is crucial here, since otherwise the penalty incurred for the "smoothing" term in Lindeberg's method (the final term on the RHS of the inequality of Proposition 4.2 of the full version [5] ) would be prohibitively large. By having v match the moments of a Gaussian, though, we can use the aforementioned analysis (showing that the Gaussian G satisfies the desired anti-concentration bound) in order to give a strong upper bound on this smoothing penalty, and thereby obtain our overall desired result.
Organization
In Section 2, we establish the existence of two real random variables u, v with the "matching moments" property that we require. Section 3 proves an Ω(n 1/4−c ) lower bound for monotonicity testing via a "vanilla" application of Lindeberg's method using higher-order matching moments, and outlines our approach for going beyond n 1/4−c . Sections 4 and 5 present some of the main ingredients used in obtaining our Ω(n 1/2−c ) lower bound. Full proofs are given in the complete version of the paper [5] .
THE TWO DISTRIBUTIONS
The main results of this section are the following (see Section 3 of the full version [5] for proofs):
Proposition 3 (The "yes" random variable). Given an odd ∈ N, there exists a value µ = µ( ) > 0, and a real random variable u such that (1) u is supported on at most nonnegative real values; and
Proposition 4 (The "no" random variable). Given µ > 0 and ∈ N, there exists a real random variable v such that (1) v is supported on at most + 1 real values,
Note the difference between these two propositions: the first requires u to be supported entirely on nonnegative values, while the second requires v to put nonzero weight on some negative value.
Let c > 0 (this should be viewed as the "c" of Theorem 1) and let h = h(c) ∈ N denote an odd constant that depends on c only (to be specified later). Let u and v denote random variables given in Proposition 3 and 4, respectively, with = h 3 and µ = µ( ). As discussed in Section 1.2, the "yes" distribution Dyes of Boolean functions is given by (1) and the "no" distribution by (2) , where each ui is i.i.d. distributed according to u and likewise for the vi's and v. It is clear that u and v have matching first -th moments, and Proposition 3 ensures that every function in the support of Dyes is monotone. In the full version [5] , we show that with probability 1 − on(1), a random LTF drawn from Dno is κ-far from all monotone Boolean functions, where κ > 0 depends on the values of µ and and hence on c only. Thus the above two Propositions 3 and 4 are enough for the basic framework of Yao's method to go through and establish our lower bound, once we show that dUO(S, T) ≤ 0.1, where S and T are defined in (3).
WARMUP: AN Ω(N 1/4−C ) LOWER BOUND VIA HIGHER MOMENTS
In this section, we sketch the basic Lindeberg method using matching higher moments. This immediately improves theΩ(n 1/5 ) lower bound in [6] to Ω(n 1/4−c ) for any constant c > 0 (see the end of Section 3.1), and is also the first step in our proof of the Ω(n 1/2−c ) lower bound. The main technical ingredient here is a higher-moments extension of the [11] multidimensional CLT, which we use in place of the [16] multidimensional CLT used in [6] .
We will use the following basic proposition:
be a function that satisfies Ψin(X) = 1 for all X ∈ Ain and Ψin(X) = 0 for all X / ∈ A. Then for all random variables S and T:
As is standard in Lindeberg-type arguments, our proof will employ a "mollifier", i.e., a smooth function which approximates the indicator function of a set. In this work we require a specific mollifier whose properties are tailored to our sets of interest (unions of orthants) and are given in the following proposition. 1. ΨO(X) = 0 for all X / ∈ O, and ΨO(X) = 1 for all X ∈ O with mini{|Xi|} ≥ .
For any multi-index
We note that while properties (1) and (2) above are entirely standard, we are not aware of previous work that uses property (3). As we shall see this property is particularly useful in our setting where the goal is to bound the unionof-orthants distance dUO.
Lindeberg's replacement method and
an Ω(n 1/4−c )-query lower bound Let ui and vi, i ∈ [n], denote independent random variables distributed according to u and v from Proposition 3 and 4 with = h and µ = µ(h), for some odd constant h = h(c) ∈ N to be specified at the end of this subsection. We note that only in this subsection, Section 3.1, do we take = h rather than = h 3 (for the Ω(n 1/4−c ) lower bound that we establish in this subsection, we only require = h).
Let X ∈ {±1/ √ n} d×n be a query matrix, and
Following [14, 11] , we first use the Lindeberg replacement method to bound |E[ΨO(S)] − E[ΨO(T)]|, and then apply Proposition 5 to bound (4) . For all i ∈ {0, 1 . . . , n} we introduce the R d -valued hybrid random variable
and note that Q (0) = S and Q (n) = T. Informally we think of obtaining T from S via Q (1) , . . . , Q (n−1) by swapping out each of the summands ujX (j) for vjX (j) one by one. The main idea is to bound the difference in expectations
for each i, since summing over i gives an upper bound on
via the triangle inequality.
To bound (5), we define the random variable
and note that
By truncating the Taylor expansion of ΨO at the h-th term,
for each |J| ≤ h. Thus we may cancel all but the last terms, and |E[ΨO(
Observe that there are |{J ∈ N d : |J| = h + 1}| = Θ(d h+1 ) many terms in this sum. Recalling that each coordinate of X (i) has magnitude 1/ √ n, that both ui and vi are supported on at most h+1 real values that depend only on h (by Propositions 3 and 4), and Proposition 6, we have
Summing over all i ∈ [n] costs us a factor of n and so we get
With this in hand we are ready to apply Proposition 5. 
We note as an aside at this point that given any 0 < c < 1/4, we may take = 1/n 1/4 and let h denote the smallest odd integer at least 1/c. Then the RHS above is O h (n −c ) when d = O(n 1/4−c ) as desired. This gives the Ω(n 1/4−c ) query lower bound claimed earlier: Proposition 7. Given any 0 < c < 1/4, there is a κ = κ(c) > 0 such that any non-adaptive algorithm for testing whether f : {−1, 1} n → {−1, 1} is monotone versus κ-far from monotone must use Ω(n 1/4−c ) queries.
Going beyond
The setup for the Ω(n 1/2−c ) bound is exactly the same as that of the Ω(n 1/4−c ) bound, except that ui and vi are distributed according to u and v from Proposition 3 and 4, respectively, with = h 3 and µ = µ( ), for some odd constant h = h(c) ∈ N to be specified later. We then repeat Lindeberg's replacement method on the two random variables S and T, but only using the first h matching moments of ui and vi (with the higher h 3 − h matching moments being reserved for another application of Lindeberg's method later, as mentioned in "(4): Handing pruned query sets" in Section 1.3 above).
The improvement to the Ω(n 1/2−c ) bound comes from a more careful analysis of the sum in (7) which in turn translates into a stronger bound on the difference (5) than that was given in (3.1). Specifically, rather than using the naive upper bound
h+1 term in (3.1)), we shall instead argue that almost all of these outcomes actually make a much smaller contribution than O h (1) · (1/ )
h+1 . For this purpose, we will leverage the third property of ΨO from Proposition 6; note that the proof of the Ω(n 1/4−c ) lower bound in Section 3.1 uses the first two properties of ΨO from Proposition 6, but not the third.
Recall is the parameter of our mollifier ΨO(·). Throughout the rest of the paper we take = n 4/h−1/2 and δ = n −1/2 but we continue to write " " and "δ" as separate parameters for conceptual clarity. Revisiting equation (7) of the proof above, we have that
For each multi-index J with |J| = h + 1 we relax
where β = O h (1) is an absolute constant that depends only on the largest value in the support of v (which depends only on h). Observe that since each coordinate of X (i) has magnitude 1/ √ n, each coordinate of the vector-valued random variable τ · viX (i) is supported on values in [−βδ, βδ], for the β as described above. Combining the above with an analogous bound for the ui term, we have
We obtain an improved upper bound on this sum by exploiting the distributional properties of the d-dimensional random variable R−i + T . In particular, we would like to show that for most ways of choosing h + 1 out of the d coordinates, it is quite unlikely that all h + 1 chosen coordinates can simultaneously take a value in the small interval [−βδ, βδ]. (Note that almost all J with |J| = h + 1 satisfy #J = h + 1.) The third property of ΨO from Proposition 6 implies that having all these coordinates be small is the only way an outcome of R−i + T can have |Ψ (J) O (R−i + T )| make a nonzero contribution to the sum in (8) . In other words, we would like to use the fact that for all J ∈ N d with |J| = h+1:
where we use BJ to denote the origin-centered (#J)-dimensional box [− − βδ, + βδ ] #J . Recall that the analysis of the previous subsection simply used the weaker bound from (9) by upper bounding Pr[(R−i)|J ∈ BJ ] by 1.
Unfortunately, given an arbitrary query set we cannot argue that the RHS of (9) is typically small. Indeed, consider a d-query set X in which a single string Q ∈ {±1/ √ n} n is repeated d times. In this situation, every outcome of J has
because every coordinate of every outcome of (R−i) is the same, and this probability over the 1-dimensional random variable (R−i)1 may be as large as Ω( ); thus no significant savings is achieved over the earlier analysis. However, it is clear that such a query set X is highly "degenerate," in the sense that it can be replaced by a 1-query set (which we denote by X * ) consisting of just one copy of Q, which will serve just as well as X for the purpose of monotonicity testing. (More precisely, the "union-of-orthants" distance dUO(S, T) corresponding to the original query set will be precisely the same as the union-of-orthants distance dUO(S * , T * ) corresponding to the reduced query set X * .) Is it possible that every "degenerate" query set (for which (8) is large) can be "pruned" down to an essentially equivalent query set (in terms of our dUO measure) for which we can give a strong upper bound? Perhaps surprisingly, the answer is yes; however, doing this requires significant work and careful analysis, which we present in the next section.
PRUNING A QUERY SET
In this section we explain how an arbitrary query set can be "pruned" so as to make it "scattered." (The definition of a "scattered" query set is somewhat complicated, involving the density of points that lie close to the linear span of other sets of points, so we defer it to Section 4.3.) We show that the pruning procedure has only a negligible effect on the variation distance dUO(S, T) that we are aiming to bound. In Section 5, we give some of the analysis which, in the full paper [5] , proves a lower bound against scattered query sets and thereby proves our main result. In particular, we show in Section 5 how to upper bound Pr[(R−i)|J ∈ BJ ] for most of the outcomes of J when the query set is scattered.
We give some preliminary geometric results in Section 4.1 and after some setup in Section 4.2, describe and analyze the pruning procedure in Section 4.3.
Useful results on hypercubes and subspaces
The first geometric result we require is a variant of a well known fact due to Odlyzko [15] . We begin by recalling the original fact:
Our variant is more restrictive than the original statement in that it only deals with subspaces V = span{V (1) , . . . , V (k) } for some V (1) , . . . , V (k) ∈ {±1/ √ n} n . However, the variant is significantly more general in that it gives us a bound on the number of Hamming balls that are required to cover all points of {±1/ √ n} n that lie close to (and need not lie exactly on) the subspace V. (Odlyzko's fact may be viewed as giving a bound on the number of radius-0 Hamming balls that are required to cover all points of {±1/ √ n} n that lie exactly on V.) A detailed statement of our variant follows.
Given r ≥ 0 and a subspace V ⊆ R n , we define the rdilation of V to be the set
Our lemma is the following:
and any r ≥ 0, there is a set of at most 2
BHam(Y, r 2 n).
The proof can be found in the full paper [5] . Also observe that by taking r = 0 Lemma 9 recovers Fact 8 for subspace 
such that |βi| ≤ γ1 for all i and
Roughly speaking, Lemma 10 shows that given any set of k ≤ h vectors A = {V (1) , . . . , V (k) } from {±1/ √ n} n and a "target vector" V ∈ {±1/ √ n} n , there exists U ∈ span(A) such that U is almost as close to V in Euclidean distance as the closest point in span(A), and U can be written as a "low-weight" linear combination of the elements in A. Note that there are competing demands imposed by keeping both parameters γ1 and γ2 small; for example, it is easy to see that either one may individually be made to be 1, but doing this may potentially cause the other one to become large. The crux of Lemma 10 is that it is possible to simultaneously have both γ1 and γ2 bounded by O h (1) independent of n.
Setup for the pruning procedure: compatibility between points and sets
We need the following lemma which follows directly from the Hoeffding inequality and the fact that u, v are bounded and
Lemma 11. Let w1, . . . , wn be independent random variables, where each wi is distributed according to either u or v as in Proposition 4 or 3 with = h 3 and µ = µ( ). Let W ∈ R n and x = i∈[n] wiWi.
Wi. Moreover, we have
Now we define compatibility between V ∈ {±1/ √ n} n and a set A ⊂ {±1/ √ n} n . Let γ1 = γ1(h) and γ2 = γ2(h) denote the constants from Lemma 10. Recall that = n 4/h−1/2 .
Definition 12 (Compatibility).
For a set A defined as A = {V (1) , . . . , V (k) } ⊂ {±1/ √ n} n , for some k ≤ h, and V ∈ {±1/ √ n} n , we say V is incompatible with A if there exist real numbers β1, . . . , β k such that (i) |βi| ≤ γ1(h) for all i; and (ii) U = β1V
(
Otherwise we say V is compatible with A.
We may equivalently define compatibility as follows: V is compatible with A if for every β1, . . . β k of magnitude at most γ1(h), the vector U = β1V
Recall from (9) that we would like to give a strong upper bound on probability Pr[(R−i)|J ∈ BJ ] for as many multiindices J with |J| = h + 1 as possible. Given a fixed set X of d query strings, a subset A ⊂ X ⊂ {±1/ √ n} n of size k ≤ h corresponds naturally to a multi-index J with |J| = |A|. It is intuitively helpful to think of a multi-index J as being "built up" by successively adding elements from X to A one by one, starting with ∅. This motivates the above definition of incompatibility; as the following lemma shows, if a query string V is incompatible with A, then we get a very strong bound on the probability Pr[(R−i)|J ∈ BJ ] for the multiindex J corresponding to {V } ∪ A (which is desirable for our analysis). This lemma is used to deal with multi-indices corresponding to subsets of queries that contain a query that is incompatible with the other queries. The proof of the following lemma can be found in the full version [5] .
Lemma 13. Suppose that V ∈ {±1/ √ n} n is incompatible with set A ⊂ {±1/ √ n} n , where k = |A| ≤ h. Let (A, V ) be the (k + 1) × n matrix whose rows are given by the vectors of A followed by V . Then we have
where wi's are independent random variables each of which is distributed according to u or v.
Finally the next lemma plays a key role in arguing about our pruning procedure:
where k ≤ h, and r ≥ 0. Let R ⊂ {±1/ √ n} n denote a set of points such that R ∩ A = ∅ and R ⊂ B 2 (span(A), r). Then R can be partitioned into three disjoint sets R = Rcover ∪ Rremove ∪ Rincomp with the following properties:
1. Rincomp consists of all the points in R that are incompatible with A; 2. |Rcover| ≤ 2 h 2 ; and 3. For each point W ∈ Rremove, there exists at least one point V ∈ Rcover such that V − W 2 ≤ 4r.
Moreover, every such V ∈ Rcover satisfies
As their names suggest, the points in Rcover will be used as a "cover" of the points in Rremove, which will be removed from the query set in the pruning procedure described later. Also by condition (3), we have Rremove = ∅ when r = 0.
Proof. We let Rincomp be the set of points in R that are incompatible with A, and let R = R \ Rincomp.
From Lemma 9, we know that there is a set cover(A) ⊂ {±1/ √ n} n such that |cover(A)| ≤ 2 h 2 and for any W ∈ R , there is a V ∈ cover(A) such that V − W 2 ≤ 2r. It follows that there is a Rcover ⊆ R with |Rcover| ≤ |cover(A)| ≤ 2 h 2 such that for any W ∈ R , there is a V ∈ Rcover such that V − W 2 ≤ 4r. Let Rremove = R \ Rcover. Then the only requirement that remains to be proven is (10) .
For this purpose, we write A = {V (1) , . . . , V (k) } and use
Notice that β1, . . . , β k satisfy condition (i) of Definition 12. As V is compatible with A, we have
Similarly, as W is compatible with A as well, we have
Combining these two inequalities, we have
Combining this with V − U 2 ≤ γ2(h) · r and
This finishes the proof of (10), and the lemma.
The pruning procedure and its analysis
Let X = {X (1) , . . . , X (d) } ⊆ {±1/ √ n} n be a query set of size d. We view X as a d × n matrix, with X (i) ∈ {±1/ √ n} n being its ith row vector and X (j) ∈ {±1/ √ n} d being its jth column vector. Fix a c > 0, we now specify the function h:
and recall that = h 3 . Recall our goal is to show that any query set X of size d ≤ n 1/2−c satisfies
O is a union of orthants in R
Here S = j ujX (j) and T = j vjX (j) , where uj, vj are independent random variables with the same distribution as u, v from Proposition 4 and 3, given constants and µ( ).
Next we describe a procedure that "prunes" X and outputs a new query set X * ⊆ X , which is almost as good as X for monotonicity testing, and is what we call a scattered query set.
Definition 15 (Scattered query sets). Fix A ⊆ X with 0 <|A| ≤ h and a value r > 0. Let and let R = Rcover ∪Rremove ∪Rincomp denote the partition of R promised by Lemma 14. We say A is r-scattered if
We say that set X is scattered if A is r-scattered for every A ⊆ X with 0 <|A| ≤ h and every r > 0.
The parameter r above should be thought of as close to zero. Thus the rough idea is that in a scattered query set X , for every small subset A ⊂ X , only a small number of points in X that lie close to the span of A are compatible with A. Recall that as discussed earlier, small subsets A (of size at most h) correspond to different choices of the multiindex J ∈ N d in (8) . Intuitively, our analysis can handle points that do not lie close to the span of A (we make this intuition precise in Proposition 21), and as discussed above in Lemma 13, points that are incompatible with A are also good for our analysis. Having a query set be scattered will aid us in bounding the sum in (8) ; in particular, we will show that for a scattered query set, most multi-indices J are such that Pr [(R−i)|J ∈ BJ ]
#J (see Lemma 19 in Section 5). This will result in a substantially better bound in (8) .
We now state the main lemma, which describes the effect of our pruning procedure:
Lemma 16. Fix c > 0, and let h = h(c) be as defined in (11) . Given a query set X ⊆ {±1/ √ n} n with |X | ≤ n 1/2−c , there exists a scattered query set X * ⊆ X (so |X * | ≤ |X |) such that dUO(S, T) ≤ dUO(S * , T * ) + 0.01 where S * and T * are S * = j ujX * (j) and T * = j vjX * (j) .
Given Lemma 16 it now suffices to show that dUO(S * , T * ) ≤ 0.09 for any scattered query set X * ⊆ {±1/ √ n} n of size |X * | ≤ n 1/2−c , which we will do in Section 5. The basic step of our pruning procedure is simple:
Pruning(X ):
1. If X is not scattered, find any pair (A, r) with A ⊆ X , 0 <|A| ≤ h, r > 0 such that A is not r-scattered (i.e., (12) is violated). For any such A choose the largest possible r that violates (12).
2. Let R = (X ∩ B 2 (span(A), r)) \ A and let R = Rcover ∪ Rremove ∪ Rincomp denote the partition as promised by Lemma 14.
3. Remove all points of Rremove from X .
Given a query set X ⊂ {±1/ √ n} n , we can now iteratively prune X via the Pruning procedure above until we obtain a scattered query set as defined in Definition 15. Starting with a query set X with |X | ≤ n 1/2−c , we write X = X0 ⊃ X1 ⊃ · · · ⊃ Xt = X * to denote the sequence of query sets we get from calling Pruning repeatedly until X * is scattered. Note that the final set X * will be nonempty, because A ∩ R = ∅ for the sets A, R used in the final application of Pruning and thus A remains in X at the end of Pruning.
To prove Lemma 16 we show that X * is almost as effective as X in the following sense:
Proof. For each i = 0, 1, . . . , t − 1, let (Ai, ri) denote the pair identified in Step 1 of Pruning, when it is run on Xi. From (12) we have |Xi| − |Xi+1| > ri|Xi| log 5 n. On the other hand, we have
We conclude that i ri = O(1/ log 4 n). Next, let
We compare dUO(Si, Ti) and dUO(Si+1, Ti+1), and our goal is to show that
with h ≥ 5/c (as defined in (11)). Fix an i. We let R = (Xi ∩ B 2 (span(Ai), ri)) \ Ai, and write R = Rcover ∪ Rremove ∪ Rincomp as in Lemma 14. Let Oi be a union of orthants in |Xi|-dimensional space with
From Oi, below we define a union of orthants Oi+1 in |Xi+1|-dimensional space. We will show that Oi+1 satisfies (14) below and thereby obtain (13) .
We start with some terminology. Recall that an orthant in |Xi|-dimensional space can be viewed as an assignment of a {±1} value to each element of Xi. Given V ∈ Xi and an orthant T in |Xi|-dimensional space, we use T (V ) ∈ {±1} to denote the value assigned to V by T . We say an orthant T in |Xi|-dimensional space (but not necessarily in Oi) is bad if there exist W ∈ Rremove and V ∈ Rcover with V − W 2 ≤ 4ri but T (V ) = T (W ); otherwise, we say T is good. Observe that by Lemma 14, a good orthant T is uniquely determined by its values T (V ), V ∈ Xi+1. We let O i,b denote the union of bad orthants in Oi, and let Oi,g denote the union of good orthants in Oi.
As we will see below in Claim 18, the probability of Si or Ti lying in a bad orthant is negligible. Thus, most of
comes from the good orthants of Oi. Inspired by this we will take Oi+1 to be the projection of good orthants of Oi onto the |Xi+1|-dimensional space.
We define formally Oi+1 as follows. We say two orthants T and T in |Xi|-and |Xi+1|-dimensional space, respectively, are consistent if every V ∈ Xi+1 satisfies T (V ) = T (V ). Given Oi, we now define Oi+1 to be the union of orthants in |Xi+1|-dimensional space each of which is consistent with a good orthant of Oi. By definition, there is a bijection between orthants of Oi+1 and good orthants of Oi. For each orthant T of Oi+1, we let g(T ) denote the corresponding good orthant T of Oi; let b(T ) denote the union of all bad |Xi|-dimensional orthants T (not necessarily in Oi) that are consistent with T . We delay the proof of the next claim:
Claim 18. Let O * denote the union of all bad orthants in |Xi|-dimensional space. Then we have
Now returning to the proof of Claim 17, for each orthant T in Oi+1 we have
Combining Claim 18 and equations above, we have
where the sums are over all orthants T in Oi+1. The last inequality used Claim 18 as well as the fact that the b(T )'s are unions of disjoint bad orthants in |Xi|-dimensional space.
This finishes the proof of Claim 17. 
but Si has different signs on V, W .
Observe that the number of terms is |Rcover| = O h (1). Fix a V ∈ Rcover. Then by Lemma 11, we have for every W ∈ Rremove such that V − W 2 ≤ 4ri:
. Since the number of such W is at most n 1/2−c , Pr ∃ W ∈ Rremove satisfies V − W 2 ≤ 4ri and (15) (16) is 1/n ω(1) . On the other hand, by the standard 1-dimensional Berry-Esséen Theorem and the fact that V 2 = 1 and each uj has variance 1, we have
By Lemma 14, any W ∈ Rremove with V − W 2 ≤ 4ri has
Combining this with (16) and (17), the probability of sign ujVj = sign ujWj , for all W ∈ Rremove with V − W 2 ≤ 4ri is at least
Claim 18 then follows.
A LOWER BOUND AGAINST SCATTERED QUERY SETS
Now with the pruning procedure of the previous section in hand -showing how an arbitrary query set can be pruned so as to make it scattered -we focus on proving a lower bound against scattered query sets via the approach outlined in Section 3.2. Theorem 1 then follows from this lower bound along with our analysis in previous sections; see [5] .
We briefly recall the setup of our approach. Fix a c > 0, and let h and be defined as in (11) . Recall = n 4/h−1/2 and δ = 1/ √ n. Let X = {X (1) , . . . , X (d) } ⊆ {±1/ √ n} n be a query set with d ≤ n 1/2−c . Let uj and vj denote independent random variables with the same distribution as u, v in Proposition 3 and 4 with and µ = µ( ). Recall R−i in (6) .
Revisiting our discussion in Section 3.2, recall that our goal is to upper bound the quantity on the RHS of (8) using (9) ; to be precise we would like to show that the probability Instead of focusing on the sum above we let I = (V (1) , . . . V (h+1) ) denote a sequence of h + 1 points sampled from X uniformly at random, with replacement. We use #I to denote the number of distinct points in I, and (R−i) I to denote the projection of R−i onto the coordinates that correspond to points in I. Lemma 19 then follows directly from the following lemma, as the distribution of I is close to the uniform distribution over J with |J| = h + 1. Let I = (V (1) , . . . , V (h+1) ) ∈ X h+1 . Then we define dj = d 2 V (j) , span{V (1) , . . . , V (j−1) } , for each 2 ≤ j ≤ h + 1. We also define ηj from dj as follows: 1) ηj = 0 if V (j) is incompatible with {V (1) , . . . , V (j−1) }; 2) ηj = 1 if V (j) is compatible with {V (1) , . . . , V (j−1) } but dj satisfies dj < ; and (3) ηj = /dj otherwise.
We use the following proposition to prove Lemma 20. The proof of Proposition 21 can be found in the full paper [5] . Pr η j ≥ x|A dx. 
CONCLUSIONS AND FUTURE WORK
A major goal for future work is to understand the role of adaptivity in Boolean function monotonicity testing. Can our lower bound be extended to adaptive algorithms, or can adaptivity be leveraged to obtain better upper bounds? In this context it is interesting to note that [2] has recently shown that for monotonicity testing of Boolean-valued functions over domain [n] 2 , O(1/ ) queries suffice for an adaptive one-sided error algorithm, while any non-adaptive one-sided error algorithm requires Ω((1/ ) log(1/ )) queries. Is adaptivity similarly useful for monotonicity testing over {−1, 1} n ?
