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Abstract
We address the following question: is it possible to infer global regularity of mild
solution from a single approximate solution? Assuming a relatively simple scale-
invariant relation of the size of the approximate solution, the resolution parameter,
and the initial energy, we show that the answer is affirmative for a general class of
approximate solutions, including Leray’s mollified solutions. Two treatments leading
to essentially the same conclusion are presented.
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1 Introduction
We consider the Cauchy problem for the three-dimensional incompressible Navier-Stokes
equations:
(NSE) :


∂tu−∆u+ u∇u+∇p = 0 in R3 × (0,∞),
div u = 0 in R3 × (0,∞),
u(·, 0) = u0 in R3.
The system has a scaling symmetry:
u(x, t)→ λu(λx, λ2t), p(x, t)→ λ2p(λx, λ2t), u0(x)→ λu0(λx)
where λ ∈ R. While the global-wellposedness of (NSE) is still not known, a variety of
regularized systems obtained by mollifying the nonlinear term are known to be globally-
wellposed (see e.g. [8, Sec. V], [6, Sec. 6.3], [11, Ch. III, §1]). Regularizations of the
nonlinear term often involve a resolution parameter ε. Two well-known examples are
1. The classical Leray regularization (u ∗ ηε) · ∇u,
2. The regularization Pε(u∇u), where Pε is an orthogonal projection on L2(R3) whose
Fourier multiplier is a smooth cutoff function supported in the ball B2ε−1 and equal
to 1 in the ball Bε−1 .
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These approximations generate a family of global smooth approximate solutions to
(NSE), which can be useful for the construction of global weak solutions. Full informa-
tion about the behavior of a sequence of approximate solutions as ε ↓ 0 gives information
about the exact solution. However, in practice we only have information about finitely
many approximate solutions. Let us in fact assume that we know only one approximate
solution for a certain value of ε.
Under what conditions can we infer global regularity for the exact solution?
This question has been addressed by Li [9] from a computational perspective. He con-
sidered a discretized Navier-Stokes system on a polyhedron and showed that: if the
numerical solution uε corresponding to some mesh size ε is of size M (the L
∞-norm of
uε) with ε . exp(−(‖u0‖H10∩H2 + 1)
αMα), where α is a large number, then the exact
solution is regular for all times. This leads to a type of global regularity criteria based on
approximate solutions. It differs from most of the well-known criteria in that they often
require some smallness condition on the initial condition (e.g. [2, 4]) or some symmetry
on the initial condition (e.g. [5, 1]).
In this paper, we investigate a criterion for global regularity based on continuous
approximate solutions on the whole space R3. In this setting, the problem already con-
tains the key difficulties but is technically simpler. We consider the following regularized
Navier-Stokes system: 

∂tu−∆u+ [u∇u]ε +∇p = 0,
div u = 0,
u(·, 0) = u0
where [u∇u]ε is used as a common notation for two types of regularizations mentioned
above. We give a simple criterion involving the resolution parameter ε, the size M (the
L∞-norm) of the corresponding approximate solution, and the total energy ‖u0‖2L2 which
guarantees that the exact solution is regular globally. The overall idea is to combine
the energy method, which treats temporal asymptotic behaviors, with the perturbation
method, which treats finite-time behaviors. The heuristics is quite simple: first, every
Leray-Hopf weak solution corresponding to the same initial condition becomes smooth
and has good decay after some time T0 = C‖u0‖4L2 , where C is an absolute constant.
This result is due to Leray [8, Para. 34]. Secondly, if ε is sufficiently small depending on
T0 andM then uε stays close to the exact solution u up to time T0. By these arguments,
it is quite conceivable that a strong solution should exist globally and be of size 2M .
Another natural question is how large ε can be in terms of the “observable” quantity
M to still guarantee global regularity of exact solutions. The scaling symmetry turns
out to be useful to predict possible answers. Often, the resolution parameter ε can be
normalized to have the same scaling as spatial length. Since both ε and M−1 are length
scales of the problem, it seems reasonable to pursue the rate of ε . M−1. However,
the time-dependence nature complicates the problem. For one reason, the initial energy
‖u0‖2L2 also has the same scaling as spatial length and, thus, can be considered as another
length scale of the problem. Another reason is that the higher initial energy naturally
requires finer resolution in order to capture complex structures of the exact solution at
small scales. Our main purpose is to derive a scale-invariant condition essentially of
the form ε . M−1 exp(−‖u0‖4L2M2). This is an improvement of the condition in [9],
although one should haste to add that our regularizations are different and, in particular,
infinite-dimensional.
We present two different methods, one on global scale in space and time, one on local
scale, both leading to essentially the same result. In fact, our method is sufficient to
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deal with more general approximate Navier-Stokes systems of the form:
(NSE)ε :


∂tu−∆u+ u∇u+∇p = fε + div gε,
div u = 0,
u(·, 0) = u0.
The regularized Navier-Stokes systems mentioned above are special cases of (NSE)ε.
Indeed, in the first case, fε = 0 and gε = (uε−uε∗ηε)⊗uε, where uε is the solution of the
corresponding regularized system. In the second case, fε = 0 and gε = (Id−Pε)(uε⊗uε).
In the global approach, we use the smallness of the error terms fε and gε in a global
sense to derive a simple proof based on perturbation method. The local approach only
requires smallness of the error terms in local sense. The main difficulty is to keep track
of the error of approximate solution as it propagates over time. Our main strategy is to
estimate the growth of local energy over each small time-step whose length is of order
O(M−2), and then use a generalized ǫ-regularity criterion to show local regularity. Our
main results are the following:
Theorem 1.1. Let ε, M , T > 0 and u0 ∈ L∞. Let fε, gε be functions such that for
every σ ≥ 0 

Ffσε , Gg
σ
ε ∈ C([0,∞), L∞),
limt→0 ‖Ffσε (t)‖L∞x = limt→0 ‖Ggσε (t)‖L∞x = 0,
‖Ffσε ‖L∞t,x, ‖Gg
σ
ε ‖L∞t,x . εM
2.
(1.1)
Suppose (NSE)ε has a mild solution uε satisfying ‖uε‖L∞(R3×(0,T )) ≤ M . Then there
exist absolute constants δ1, µ1 > 0 such that if ε ≤ δ1M−1 exp(−µ1TM2) then (NSE)
has a mild solution u on (0, T ) with ‖u‖L∞(R3×(0,T )) ≤ 2M .
For the regularized systems, Condition (1.1) is automatically satisfied (see Appendix
A.2 and A.3).
Theorem 1.2. Let q1 > 5/2, q2 > 5, ν1, σ1 > 0, νi, σi ≥ 0 for i = 2, 3, 4 be such that
ν1 + ν2 + ν3 − ν4 = −3 + 5/q1, (1.2)
σ1 + σ2 + σ3 − σ4 = −2 + 5/q2. (1.3)
Let u0 ∈ E2 ∩ L∞. For some M > 0, let fε and gε be functions satisfying
‖fε‖Lq1 (BR(x0)×(t0−ρ2,t0)) . εν1Rν2ρν3Mν4 , (1.4)
‖gε‖Lq2 (BR(x0)×(t0−ρ2,t0)) . εσ1Rσ2ρσ3Mσ4 (1.5)
for all R, ρ > 0 and z0 = (x0, t0) ∈ R3 × (0,∞). Suppose (NSE)ε has a mild solution
on finite time interval (0, T ) with ‖uε‖L∞(R3×(0,T )) ≤ M . Then there exist constants
δ2, µ2 > 0 only depending on min{ν1, σ1} such that if ε ≤ δ2M−1 exp(−µ2TM2) then
(NSE) has a mild solution u on (0, T ) with ‖u‖L∞(R3×(0,T )) ≤ Cq1,q2M .
Notations. We will denote by C a positive absolute constant, by Cα,λ,... or C(α, γ, ...) a
positive constant depending on α, λ, and so on. We adopt the convention that nonessen-
tial constants C may vary from line to line. We use X . Y to denote the estimate
X ≤ CY for some positive absolute constant C. We also use the following notations:
E2(R
3) denotes the closure of C∞0 (R
3) in L2uloc(R
3),
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BR(x0) = {x ∈ R3 : |x− x0| < R},
QR(z0) = BR(x0, R)× (t0 −R2, t0), z0 = (x0, t0),
QR = QR(0, 0),
QR,θ(z0) = BR(x0, R)× (t0 − θR2, t0), z0 = (x0, t0),
QR,θ = QR,θ(0, 0),
u⊗ v = (uivj),
div g = (gij,j) with usual Einstein summation convention,
fσ(x, t) = f(x, t+ σ),
P denotes Leray projection onto divergence-free fields on R3,
Su0 = e
t∆u0,
Ff =
∫ t
0 e
(t−s)∆Pf(s)ds,
Gg =
∫ t
0 e
(t−s)∆Pdiv g(s)ds,
B(u, v) = −G(u⊗ v).
2 Global picture
Let us recall a useful abstract lemma for Banach spaces:
Lemma 2.1. Let X be a Banach space, L : X → X be a continuous linear map with
‖L‖ ≤ λ < 1, and B : X ×X → X be a continuous bilinear map with ‖B‖ ≤ γ. For
a ∈ X , consider the equation
x = a+ Lx+B(x, x). (2.1)
If 4λ‖a‖ < (1 − λ)2 and 0 < r1 < r2 are two roots of the equation r = ‖a‖ + λr + γr2,
then (2.1) has a unique solution x¯ in the ball {x : ‖x‖ < r2}. Moreover, ‖x¯‖ ≤ r1. It is
given as the limit in X of the sequence{
x0 = a,
xn+1 = a+B(xn, xn) ∀n ≥ 0.
The proof is a direct application of the Picard’s contraction mapping principle (see
Appendix A.1). A mild solution of the Navier-Stokes equation with right hand side
f + div g is defined by Picard iteration from the equation
u = Su0 + Ff +Gg +B(u, u). (2.2)
Suppose u0 ∈ L∞ and Ff , Gg ∈ C([0,∞), L∞). The mild solution, if exists on an
interval (0, T ), belongs to the class C([0, T ), L∞). See e.g. [10, Sec. 3] for a proof of this
property and other regularity results of mild solutions. An application of Lemma 2.1
together with basic estimates on the convolution kernel of the Stokes operator gives the
following result, which is due to Leray [8, Para. 19]:
For u0 ∈ L∞(R3), f = 0 and g = 0, there exists an absolute constant C
such that for T = C‖u0‖−2L∞ the equation (2.2) has a solution u ∈ L∞(R3 ×
(0, T )) and ‖u‖L∞t,x ≤ 2‖u0‖L∞ .
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2.1 Proof of Theorem 1.1
The main idea is to estimate the growth in L∞-norm of v = u− uǫ after each time step
of size τ . M−2. As shown below, v is roughly speaking increased by at most 4 times
after each time step, which results in the hypothetical exponential relation between ǫ
and M . The key lemma to the proof of Theorem 1.1 is the following.
Lemma 2.2. Let I = [0, τ ]. Consider a continuous nondecreasing function ϕ : I → R
satisfying
ϕ(t) ≤ ϕ(0) + α+ βϕ(t) + γϕ(t)2 ∀ t ∈ I,
for some constants α, β, γ > 0. Suppose β < 12 and ϕ(0) + α <
1
16γ . Then ϕ(τ) <
4(ϕ(0) + α).
Proof. Put λ = ϕ(0) + α. Suppose by contradiction that ϕ(τ) ≥ 4λ > ϕ(0). By the
continuity of ϕ, there exists t ∈ I such that ϕ(t) = 4λ. Then
4λ = ϕ(t) ≤ ϕ(0) + α+ βϕ(t) + γϕ(t)2 < λ+ 1
2
(4λ) + γ(4λ)2,
which implies 1 < 16γλ. This is a contradiction.
Proof of Theorem 1.1. Let C0 > 0 be an absolute constant such that any mild solution
to the (NSE) with initial condition of size ‖u0‖L∞ < 2M is regular at least until time
C20M
−2. Put τ = θ
2
M2 , where θ < min{1, C0} is a small absolute constant to be chosen
later. The main idea of proof is to estimate the growth of the difference u − uε after
each time step of size τ . This is done by using Lemma 2.2. Suppose that u is regular on
some interval [σ, σ + τ ]. Denote by uσ, uσε , f
σ
ε , g
σ
ε the time-shifted version of u, uε, fε,
gε respectively: u
σ(x, t) = u(x, t+ σ) and so on. We have
uσ(t) = Suσ(0) +B(uσ, uσ), (2.3)
uσε (t) = Su
σ
ε (0) +B(u
σ
ε , u
σ
ε ) + Ff
σ
ε (t) +Gg
σ
ε (t), (2.4)
Put vσ = uσ − uσε . By (2.3) and (2.4),
vσ(t) = Svσ(0)− Ffσε −Ggσε +B(vσ, uσε ) +B(uσε , vσ) +B(vσ, vσ). (2.5)
Taking the L∞x -norm of (2.5), we get
‖vσ(t)‖L∞x ≤ ‖v
σ(0)‖L∞x + CεM
2 +CM
∫ t
0
‖vσ(s)‖L∞x√
t− s ds+ C
∫ t
0
‖vσ(s)‖2L∞x√
t− s ds. (2.6)
Put ϕσ(s) = ‖vσ‖L∞(R3×[0,s]). This is a nondecreasing continuous function on [0, τ ].
Estimate (2.6) implies
ϕσ(t) ≤ ϕσ(0) + α+ βϕσ(t) + γϕσ(t)2 ∀ t ∈ [0, τ ], (2.7)
where α = CεM2, β = Cθ, γ = CθM . We now choose θ such that β = Cθ <
1
2 . Put
µ1 =
4
θ2
and K =
⌊
1
θ2
TM2
⌋
+ 2, where ⌊x⌋ denotes the integer part of x. Choose δ1
sufficiently small such that {
42Kα = 42K(CεM2) < M,
αγ = CεM < 4−2K−3.
For k ≥ 1, denote tk = (k − 1)τ . We show by induction in 2 ≤ j ≤ K that:
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(a) u is regular on the time interval (0, tj ],
(b) ϕ0(tj) < 4
2jα.
Because β < 12 an αγ <
1
16 , one can apply Lemma 2.2 for ϕ = ϕ0. Then ϕ0(τ) < 4α.
Thus, (a) and (b) are true when j = 2. Suppose that (a) and (b) hold for 2 ≤ j = k < K.
We observe that
‖u(tk)‖L∞ ≤ ‖uε(tk)‖L∞ + ‖v(tk)‖L∞ ≤M + ϕ0(tk) ≤M + 4Kα < 2M.
Thus, u is regular on the interval [tk, tk + τ ] = [tk, tk+1]. By the induction hypothesis,
ϕtk(0) + α ≤ ϕ0(tk) + α < 42kα+ α < 42k+1α <
1
16γ
.
One can apply Lemma 2.2 for ϕ = ϕtk to conclude ϕtk(τ) ≤ 4(ϕtk (0) + α) < 42k+2α.
Therefore, (a) and (b) are true for j = k + 1. The proof by induction completes. We
also conclude that u is regular on (0, T ] because
tK = (K − 1)τ >
(
1
θ2
TM2
)
θ2
M2
= T.
Remark 2.3. With u0 ∈ L2, Leray showed that every Leray’s weak solution eventually
becomes regular after a fixed time T0 = C‖u0‖4L2 , where C is an absolute constant (see
[8, Para. 34]). Therefore, if the mild solution to (NSE) blows up in finite time, it must
blow up before time T0. One obtains a consequence of Theorem 1.1 as follows.
Proposition 2.4. Let (u, p) be a mild solution to (NSE) with initial condition u0 ∈
L2 ∩ L∞, and (uε, pε) be a mild solution to (NSE)ε with the same initial condition and
with force terms (fε, gε) satisfying (1.1). There exist absolute constants C1, C2 > 0 such
that if ‖uε‖L∞(R3×(0,∞)) ≤M for some
ε ≤ C1M−1 exp
(−C2‖u0‖4L2M2)
then u is a global solution and ‖u‖L∞(R3×(0,∞)) ≤ 2M .
Proof. By [8, Para. 21], there exists an absolute constant C0 > 0 such that if
‖u0‖2L∞‖u0‖L2 ≤ C0
then ‖u(t)‖L∞ ≤ 2‖u0‖L∞ for all t > 0. By [8, Para. 34], ‖u(t)‖L∞ . ‖u0‖L2t−3/4 for
all t ≥ T0 = C‖u0‖4L2 . Here C is an absolute constant which can be assumed to be large
so that ‖u(t)‖2L∞‖u0‖L2 ≤ C0 for all t ≥ T0. Since u0 ∈ L2, u satisfies energy inequality
and ‖u(t)‖L2 ≤ ‖u0‖L2 . Then ‖u(T0)‖2L∞‖u(T0)‖L2 ≤ C0. Therefore, ‖u(t)‖L∞ ≤
2‖u(T0)‖L∞ ≤ 2M for all t ≥ T0. By Theorem 1.1, if ε ≤ δ1M−1 exp(−µ1T0M2) then
‖u‖L∞(R3×(0,T0)) ≤ 2M .
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3 Local picture
The main idea of the proof of Theorem 1.2 is to estimate the growth of the uniform local
energy of v = u−uǫ after each time step of size τ . M−2. Roughly speaking, this energy
is increased by at most 4 times after each time step, which also results in a hypothetical
exponential relation between ε and M . For initial condition u0 ∈ E2(R3), Lemarie´-
Rieusset [7, Thm. 33.1] constructed a global weak solution to (NSE) that satisfies a
local energy estimate. We will refer to this type of solutions as Leray solutions to (NSE).
Then v is a global weak solution to a generalized Navier–Stokes system. Our main tool
is the ǫ-regularity criterion of the generalized Navier-Stokes equations (Proposition 3.9).
3.1 Suitable weak solutions to generalized NSE
Definition 3.1. Let O = D×I be an open subset of R3×R. Let f ∈ Lq1(O), g ∈ Lq2(O),
a ∈ Lm(O), div a = 0 with q1 > 5/2, q2 > 5, m > 5. A pair of functions (u, p) is said to
be suitable weak solution to the generalized Navier-Stokes equations
(GNSE) :
{
∂tu−∆u+ div(a⊗ u+ u⊗ a+ u ⊗ u) +∇p = f + div g,
div u = 0
(x, t) ∈ O
if the following conditions are satisfied.
(i) u ∈ L∞t L2x ∩ L2t H˙1x(O ′) and p ∈ L3/2(O ′) for any bounded set O ′ ⊂ O. Moreover,
for every R > 0
sup
z0∈R3×R
(
‖u‖L∞t L2x(O∩QR(z0)) + ‖∇u‖L2(O∩QR(z0))
)
<∞.
(ii) They satisfy the equations ∂tu−∆u+div(a⊗u+u⊗a+u⊗u)+∇p = f+div g and
divu = 0 in sense of distribution on O. That is, for each test function ψ ∈ C∞0 (O)∫
D
u(x, t)ψ(x, t)dx =
∫ t
c
∫
D
[u (∂sψ +∆ψ) + (a⊗ u+ u⊗ a+ u⊗ u) : ∇ψ + p divψ
+fψ − g∇ψ] dxds,∫
R3
u(x, t) · ∇ψ(x, t)dx = 0 ∀ t ∈ I = (c, d).
(iii) The local energy inequality is satisfied:∫
O
|∇u|2ψdxds ≤
∫
O
[ |u|2
2
(∂tψ +∆ψ) +
( |u|2
2
+ p
)
u∇ψdxds
+
|u|2
2
a∇ψ + u⊗ a : ψ∇u+ u⊗ u : a∇ψ
+ufψ + g : ψ∇u+ g : u⊗∇ψ] dxds (3.1)
for all nonnegative ψ ∈ C∞0 (O). In other words, there exists a nonnegative locally
finite measure µ on O such that
∂t
|u|2
2
= ∆
|u|2
2
−|∇u|2−div
( |u|2
2
(u+ a)
)
−udiv(a⊗u)−div(up)+fu+(div g)u−µ.
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Remark 3.2. A Leray solution to (NSE) satisfies Conditions (i)–(iii) in Definition 3.1.
Remark 3.3. From Part (ii) of Definition 3.1, it can be seen that for any ψ ∈ C∞0 (D× I)
the map t 7→ ∫D u(x, t)ψ(x, t)dx is continuous on I. By choosing ψ(x, t) = χ(t)φ(x)
where χ ∈ C∞0 (I) and φ ∈ C∞0 (D), one concludes that the map t 7→
∫
R3
u(x, t)φ(x)dx is
continuous on I. Denote by (L2(D), w) the space L2(D) equipped with weak topology.
Together with the fact that u ∈ L∞t L2x(D×I), the map u : I → (L2(D), w) is continuous.
This observation leads to the following property.
Proposition 3.4. Let u be a suitable weak solution on D×I. Let ψ ∈ C(D×R), ψ ≥ 0,
compactly supported in D × R. Then the map ξ : I → R
ξ(t) =
∫
D
|u(x, t)|2
2
ψ(x, t)dx
is lower semi-continuous, i.e. lim inf
s→t
ξ(s) ≥ ξ(t) for every t ∈ I.
Proposition 3.4 implies a slightly stronger version of the local energy inequality:∫
D
|u(x, t)|2
2
ψ(x, t)dx +
∫ t
α
∫
D
|∇u|2ψdxds ≤ RHS(3.1) (3.2)
for every function 0 ≤ ψ ∈ C∞0 (D × I) and t ∈ I = (α, β). A simple proof is obtained
by standard cut-off argument: for fixed t ∈ I, apply the test functions ψδ(x, s) =
ψ(x, s)χ
(
t−s
δ
)
where χ : R→ R is a smooth nondecreasing function such that χ(s) = 0
for s ≤ 0, and χ(s) = 1 for s ≥ 1. Then let δ → 0.
Proposition 3.5. Let u be a suitable weak solution on R3 × I where I = (c, d). Let
φ ∈ C∞0 (R3), φ ≥ 0. We have the following statements.
(i) ξ(t) + ρ(t) ≤ ξ(t+0 ) + ρ(t0) + k(t0, t) for any c ≤ t0 < t < d, where
ξ(t) =
∫
R3
|u(x, t)|2
2
φ(x)dx,
ρ(t) =
∫ t
c
∫
D
|∇u|2φdxds,
k(t1, t2) =
∫ t2
t1
∫
R3
[ |u|2
2
∆φ+
( |u|2
2
+ p
)
u∇φ+
+
|u|2
2
a∇φ+ u⊗ a : φ∇u+ u⊗ u : a∇φ+
+ufφ+ g : φ∇u+ g : u⊗∇φ] dxds,
ξ(t+) = lim sup
s→t+
ξ(s).
(ii) Define e˜ : I → R,
e˜(t) = sup
s∈(c,t), y∈R3
∫
R3
|u(x, s)|2
2
φ(x− y)dx.
Then e˜ is continuous on I.
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(iii) Define e : I → R,
e(t) = sup
s∈(c,t), y∈R3
(∫
R3
|u(x, s)|2
2
φ(x− y)dx+
∫ s
c
∫
R3
|∇u(x, τ)|2φ(x− y)dxdτ
)
.
Then e is continuous on I. Moreover, if lims→c+ ‖u(s) − u(c)‖L2(B) = 0 for every
bounded set B ⊂ R3 then the function e can be extended to a continuous function
on I ∪ {c} with
e(c) := sup
y∈R3
∫
R3
|u(x, c)|2
2
φ(x− y)dx.
Proof. (i) Let c ≤ t0 < t < d. For each small δ > 0, let χδ ∈ C∞0 (I) be a nonnegative
function supported in (t0, t+δ) and equal to 1 on (t0+δ, t). Apply (3.2) for test function
ψδ(x, s) = χδ(s)φ(x):
∫
R3
|u(x, t)|2
2
ψδ(x, t)dx +
∫ t
α
∫
R3
|∇u|2ψδdxds ≤
∫ t
α
∫
R3
( |u|2
2
∂sψδ + . . .
)
dxds.
As δ → 0, χδ converges pointwise to the characteristic function I(t0,t). The limit of each
term in the above integral equation is clear, except for the term
Jδ =
∫ t
α
∫
R3
|u|2
2
∂sψδdxdt =
∫ t0+δ
t0
ξ(s)χ′δ(s)ds ≤ sup
s∈(t0,t0+δ)
ξ(s).
Therefore,
ξ(t) +
∫ t
t0
∫
R3
|∇u|2φdxds ≤ ξ(t+0 ) + k(t0, t).
(ii) Let t0 ∈ I. By definition, e˜ is nondecreasing on I = (α, β), which implies lim sup
s→t−
e˜(s) ≤
e˜(t0). We now show that lim inf
s→t−
e˜(s) ≥ e˜(t0). For each y ∈ R3 put φy(x) = φ(x− y). Let
ξy, ρy, ky be defined similarly to ξ, ρ, k, except that φ is replaced by φy. That is,
ξy(t) =
∫
R3
|u(x, t)|2
2
φy(x)dx, . . . (3.3)
Let (tn) be an increasing sequence converging to t0. By Proposition 3.4,
lim inf
n→∞
e˜(tn) ≥ lim inf
n→∞
ξy(tn) ≥ ξy(t0).
Since y is taken arbitrarily in R3, lim inf
s→t−
e˜(s) ≥ e˜(t0). Therefore, e˜ is left-continuous at
t0. By Part (i),
ξy(s
′) ≤ ξy(s+) + ky(s, s′) ∀s, s′ ∈ I, s < s′ (3.4)
By Part (i) of Definition 3.1 and Ho¨lder inequality, ky(s, s
′) ≤ A|s′−s|θ for all |s′−s| < 1,
where θ = θ(m, q1, q2) ∈ (0, 1) and A is independent of y. Apply (3.4) for s < t0 < s′
and let s→ t−0 :
ξy(s
′) ≤ lim inf
s→t−0
(ξy(s
+) + ky(s, s
′)) ≤ e˜(t0) + ky(t0, s′) ∀s′ > t0.
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Take supremum both sides over s′ ∈ [t0, t):
sup
s′∈[t0,t)
ξy(s) ≤ e˜(t0) +A|t0 − t|θ.
Taking supremum both sides over y ∈ R3, we obtain e˜(t) ≤ e˜(t0) + A|t0 − t|θ. Thus,
lim sup
t→t+0
e˜(t) ≤ e˜(t0). Then e˜ is right-continuous at t0 because it is nondecreasing.
(iii) Note that by Part (i),
ξy(t) + ρy(t) ≤ ξy(t+0 ) + ρy(t0) +A(t− c)θ ∀ c ≤ t0 < t < d.
For t0 ∈ (c, d), e is continuous at t0 by a proof very similar to Part (ii). Consider the
case t0 = c. Since u(t)→ u(c) in L2loc(R3),
ξy(c
+) =
∫
R3
|u(x, c)|2
2
φy(x)dx.
Thus, e(c) ≤ lim inf
s→c+
e(s) ≤ e(t) ≤ e(c) +A(t− c)θ for all t > c.
3.2 Local energy estimate for suitable weak solutions
Let φR : R
3 → R be a nonnegative smooth function supported in B2R, equal to 1 in
BR, with derivatives |∇φR| ≤ AR−1 and |∇2φR| ≤ AR−2. One can take, for example,
φR = φ1(x/R) where φ1 is a nonnegative smooth function supported in B2 and equal to
1 in B1. Denote
φR,y(x) = φR(x− y) = φ1
(
x− y
R
)
.
Proposition 3.6. Let (u, p) be a suitable weak solution to the generalized Navier-Stokes
equations on R3 × (c, d) with a ∈ Lm, f ∈ Lq1, g ∈ Lq2 with m ≥ 5, q1 ≥ 3/2, q2 ≥ 2.
For each R > 0, put
eR(t) = sup
s∈(c,t),y∈R3
(∫
R3
|u(x, s)|2
2
φR,y(x)dx+
∫ s
c
∫
R3
|∇u(x, τ)|2φR,y(x)dxdτ
)
.
Then
eR(t) ≤ eR(c+) + αR(t)eR(t)1/2 + βR(t)eR(t) + γR(t)eR(t)3/2,
and there exists a function p˜ = p˜(y, s) such that
sup
y∈R3
∫ t
c
∫
R3
|p(x, s)− p˜(y, s)| 32φR,ydxds ≤ Cq1κ
3
2
1,RR
3
2 (t˜R3)
1− 3
2q1 +Cκ
3
2
2,R(t˜R
3)
1− 3
2q2
+Cκ
3
2
0,R
(
t˜
1
2R−
3
4 + t˜
1
8
)
(t˜R3)
1
2
− 3
2m eR(t)
3
4
+C
(
t˜R−
3
2 + t˜
1
4
)
eR(t)
3
2 ,
where t˜ = t− c and
αR(t) = Cκ1,R
(
t˜
1
3R−
1
2 + t˜
1
12
)
(t˜R3)
2
3
− 1
q1 + Cκ2,R
(
1 + t˜
1
2R−1
)
(t˜R3)
1
2
− 1
q2 ,
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βR(t) = Ct˜R
−2 + Cκ0,R
(
t˜
4
5R−
8
5 + 1
)
(t˜R3)
1
5
− 1
m ,
γR(t) = C
(
t˜R−
5
2 + t˜
1
4R−1
)
,
κ0,R = κ0,R(t) = sup
y∈R3
‖a‖Lm(BR(y)×(c,t))
κ1,R = κ1,R(t) = sup
y∈R3
‖f‖Lq1 (BR(y)×(c,t))
κ2,R = κ2,R(t) = sup
y∈R3
‖g‖Lq2 (BR(y)×(c,t))
Proof. We will use the notations ξy, ρy, ky as defined in Proposition 3.5. One can assume
c = 0. For convenience, the subscript R in eR(t), φR,y, etc will be dropped during the
proof. By Part (i) of Proposition 3.5, e(t) ≤ e(0+) + supy∈R3 ky(0, t).It suffices to derive
an upper bound of ky(0, t) that is independent of y. Fix y ∈ R3. By integration by parts,
ky(0, t) = {1}+ {2} + {3}+ {4} + {5}+ {6} + {7}+ {8} + {9}
where
{1} =
∫ t
0
∫
R3
|u|2
2
∆φydxds, {5} =
∫ t
0
∫
R3
u⊗ a : φy∇udxds,
{2} =
∫ t
0
∫
R3
|u|2
2
u∇φydxds, {6} =
∫ t
0
∫
R3
u⊗ u : a∇φydxds,
{3} =
∫ t
0
∫
R3
pu∇φydxds, {7} =
∫ t
0
∫
R3
ufφydxds,
{4} =
∫ t
0
∫
R3
|u|2
2
a∇φydxds, {8} =
∫ t
0
∫
R3
g : φy∇udxds,
{9} =
∫ t
0
∫
R3
g : u⊗∇φydxds.
By Ho¨lder inequality, ‖u(s)‖L3 ≤ ‖u(s)‖1/2L2 ‖u(s)‖
1/2
L6
. By Sobolev embeddingH1(B2(0)) →֒
L6(B2(0)),
‖u‖L6(B2R(y)) ≤ C(R−1‖u‖L2(B2R(y)) + ‖∇u‖L2(B2R(y))). (3.5)
A combination of two above inequalities yields∫ t
0
∫
B2R(y)
|u|3dxds ≤ C(tR−3/2 + t1/4)e(t)3/2. (3.6)
Then
{1} ≤ R−2
∫ t
0
∫
B2R(y)
|u|2
2
dxds ≤ AtR−2e(t),
{2} ≤ R−1
∫ t
0
∫
B2R(y)
|u|3
2
dxds ≤ A(tR−5/2 + t1/4R−1)e(t)3/2.
By Ho¨lder inequality,
{4}, {6} ≤ ‖u‖2L3 ‖a‖Lm‖∇φy‖Lr ≤ Cκ0 ‖u‖2L3 R−3/mt1/3−1/m
(3.6)
≤ Cκ0
(
t2/3R−1 + t1/6
)
R−3/mt1/3−1/me(t),
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where 1/r = 1/3 − 1/m. By Ho¨lder inequality,|{5}| ≤ ‖u‖L10/3‖a‖L5‖∇u‖L2 . By (3.5)
and the inequality ‖u(s)‖
L
10/3
x
≤ ‖u(s)‖2/5
L2
‖u(s)‖3/5
L6
,
‖u‖L10/3(B2R(y)×(0,t)) ≤ C(R−3/5t3/10 + 1)e(t)
1/2.
Thus,
{5} ≤ A(R−3/5t3/10 + 1)‖a‖L5e(t) ≤ Cκ0(R−3/5t3/10 + 1)(tR3)
1/5−1/m
e(t).
{7} ≤ ‖u‖L3‖f‖L3/2
(3.6)
≤ C(t1/3R−1/2 + t1/12)e(t)1/2‖f‖L3/2
≤ Cκ1(t1/3R−1/2 + t1/12)(tR3)2/3−1/q1e(t)1/2.
{8} ≤ ‖g‖L2t,x‖∇u‖L2t,x ≤ κ2(tR
3)
1/2−1/q2e(t)1/2
{9} ≤ CR−1‖g‖L3/2‖u‖L3 ≤ Cκ2R−1(tR3)
2/3−1/q2(t1/3R−1/2 + t1/12)e(t)1/2.
It remains to estimate term {3}. Let R1, R2, R3 be the Riesz operators on R3. Denote
Sij = Ri ⊗ Rj. Then S is a Caldero´n-Zygmund operator with kernel k(x) = −∇2Φ,
where Φ(x) = −C|x|−1 is the fundamental solution to the Laplace equation in R3. The
generalized Navier-Stokes equations imply:
p = S(u⊗ u)︸ ︷︷ ︸
p(1)
+S(a⊗ u+ u⊗ a)︸ ︷︷ ︸
p(2)
+S(g)︸︷︷︸
p(3)
+∆−1 div f︸ ︷︷ ︸
p(4)
.
Denote Dz = B2R(z) × (0, t). The L3/2-norms of the first three terms are estimated
thanks to Lemma A.2:∥∥∥p(1)(x, s)− p(1)(y, s)∥∥∥
L3/2(Dy)
≤ C sup
z∈R3
‖u⊗ u‖L3/2(Dz)
(3.6)
≤ C(t2/3R−1+ t1/6)e(t). (3.7)
∥∥∥p(2)(x, s)− p(2)(y, s)∥∥∥
L3/2(Dy)
≤ C sup
z∈R3
‖a⊗ u+ u⊗ a‖L3/2(Dz)
≤ C sup
z∈R3
‖a‖L3(Dz) sup
z∈R3
‖u‖L3(Dz)
≤ Cκ0(tR3)1/3−1/m(t1/3R−1/2 + t1/12)e(t)1/2.(3.8)∥∥∥p(3)(x, s)− p(3)(y, s)∥∥∥
L3/2(Dy)
≤ C sup
z∈R3
‖g‖L3/2(Dz) ≤ Cκ2(tR3)
2/3−1/q2 . (3.9)
Note that ∇p(4) = f − Pf where P is the Leray projection. Thus, ∥∥∇p(4)∥∥
L
q1
x
≤
Cq1‖f‖Lq1x . By Poincare´ inequality,∥∥∥p(3)(x, s)− [p(3)(s)]B2R(y)∥∥∥L3/2x (B2R(y)) ≤ Cq1R(R3)2/3−1/q1‖f‖Lq1x .
Thus, ∥∥∥p(3)(x, s)− [p(3)(s)]B2R(y)∥∥∥L3/2(Dy) ≤ Cq1κ1R(tR3)2/3−1/q1 . (3.10)
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Put p˜(y, s) = p(1)(y, s)+p(2)(y, s)+[p(3)(s)]B2R(y)+p
(4)(y, s). Then by (3.7), (3.8), (3.9),
(3.10),
‖p(x, s)− p˜(y, s)‖L3/2(B2R(y)×(0,t)) ≤ Cq1κ1R(tR3)
2
3
− 1
q1 + Cκ2(tR
3)
2
3
− 1
q2 +
+Cκ0(tR
3)
1
3
− 1
m (t
1
3R−
1
2 + t
1
12 )e(t)1/2 + C(t
2
3R−1 + t
1
6 )e(t). (3.11)
By (3.6), (3.11) and Ho¨lder inequality,
{3} ≤ C‖p− p˜‖L3/2‖u‖L3R−1
≤ C(t 13R− 12 + t 112 )
(
Cq1κ1(tR
3)
2
3
− 1
q1 + Cκ2R
−1(tR3)
2
3
− 1
q2
)
e(t)1/2
+ Cκ0R
−1(tR3)
1
3
− 1
m (t
2
3R−1 + t
1
6 )e(t) +
+ C(tR−
5
2 + t
1
4R−1)e(t)3/2. (3.12)
From the estimate of terms {1}, {2},. . . , {9} above, we get the desired estimate for
e(t).
Corollary 3.7. Let M > 0, R = κM and τ = θR
2 = θκ
2
M2
where 0 < κ, θ ≤ 1. Let (u, p)
be a Leray solution to (NSE). Under conditions (1.2)–(1.5), suppose (NSE)ε has a mild
solution (uε, pε) with ‖uε‖L∞(R3×I) ≤M where I = (c, c+τ). Put v = u−uε, q = p−pε,
e(t) = sup
s∈(c,t),y∈R3
(∫
R3
|v(x, s)|2
2
φR,y(x)dx+
∫ s
c
∫
R3
|∇v(x, s′)|2φR,y(x)dxds′
)
.
Then for all t ∈ I,
e(t) ≤ e(c+) + αe(t)1/2 + βe(t) + γe(t)3/2 (3.13)
where
α = C[(εM)ν1 + (εM)σ1 ]M−1/2κ1/2, (3.14)
β = Cθ1/5, (3.15)
γ = CM1/2κ−1/2. (3.16)
Moreover, there exists a function q˜ = q˜(y, s) such that
sup
y∈R3
∫ t
c
∫
R3
|q(x, s)− q˜(y, s)|3/2φR,ydxds ≤ α′ + β′e(t)3/4 + γ′e(t)3/2
where
α′ = C[(εM)ν1 + (εM)σ1 ]3/2M−2κ3,
β′ = Cκ9/4M−5/4,
γ′ = CM−1/2κ1/2θ1/4.
Proof. By the definition of v, it is a suitable weak solution of the generalized Navier-
Stokes equations:{
∂tv −∆v + div(uε ⊗ v + v ⊗ uε + v ⊗ v) +∇q = −fε − div gε,
div v = 0
in R3 × I.
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By (1.4) and (1.5),
κ1,R(t) ≤ Cεν1Rν2τν3/2Mν4 ≤ C(εM)ν1M3−5/q1 ,
κ2,R(t) ≤ Cεσ1Rσ2τσ3/2Mσ4 ≤ C(εM)σ1M2−5/q2 .
In Proposition 3.6 take a = uε and m = 5. We have κ0,R(t) ≤ Cθ1/5κ. Applying these
upper bounds of κ0,R, κ1,R, κ2,R in Proposition 3.6, we obtain simple bounds α, β, γ for
αR(t), βR(t), γR(t) respectively.
3.3 ǫ-regularity criterion
An ǫ-regularity criterion for the generalized three-dimensional NSE with vanishing right
hand side (i.e. when f = 0 and g = 0) has been derived in [1]. In this section, we give
a simple generalization of such criterion to the case f ∈ Lq1 , g ∈ Lq2 with q1 > 5/2,
q2 > 5.
Proposition 3.8. Let f ∈ Lq1(Q1), g ∈ Lq2(Q1), a ∈ Lm(Q1) with div a = 0 where
q1 > 5/2, q2 > 5, m > 5. Let (u, p) be a suitable weak solution to (GNSE) on Q1. There
exists ε = ε(m, q1, q2) > 0 such that if
‖u‖L3(Q1) + ‖p‖L3/2(Q1) + ‖a‖Lm(Q1) + ‖f‖Lq1 (Q1) + ‖g‖Lq2 (Q1) < ε
then u is α-Ho¨lder continuous on Q1/2 for all
0 < α < min
{
2− 5
q1
, 1− 5
q2
, 1− 5
m
}
.
Moreover, ‖u‖Cαpar(Q1/2) ≤ C(m, q1, q2, α, ε).
Proof. The case f = 0 and g = 0 was already proved in [1, Thm. 2.1]. Denote by ε˜ and
C˜ = C˜(m, ε˜) the constants found in the case of vanishing forces. Extend a, f and g by
zero outside of Q1. Let (v, q) be the mild solution to the generalized NSE:

∂tv −∆v + div(a⊗ v + v ⊗ a+ v ⊗ v) +∇q = f + div g,
div v = 0,
v(x,−1) = 0
in R3 × (−1, 0).
For sufficiently small data, this system has apriori estimate. Specifically, by Lemma A.3
‖v‖Cαpar(R3×(−1,0)) ≤ Cm,q1,q2,α(γ + γδ + γ
2) ≤ Cm,q1,q2,αε,
where γ = ‖f‖Lq1 + ‖g‖Lq2 ≤ ε and δ = ‖a‖Lm ≤ ε. Consequently,
sup
y∈R3
‖v‖Lr(Q1(y)) ≤ Cm,q1,q2ε ∀ 1 ≤ r ≤ ∞ (3.17)
where Q1(y) = B1(y)× (−1, 0). The pressure q can be decomposed as q = q(1) + q(2) +
q(3) + q(4) where
q(1) = R⊗R(a⊗ v + v ⊗ a), q(3) = −R⊗R(g),
q(2) = R⊗R(v ⊗ v), q(4) = ∆−1 div f.
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By Lemma A.2 and (3.17),∥∥∥q(1)(x, t)− q(1)(0, t)∥∥∥
L3/2(Q1)
≤ C sup
y∈R3
‖a⊗ v + v ⊗ a‖L3/2(Q1(y)) ≤ Cm,q1,q2ε.
One obtains similar estimates for q(2) and q(3). Term q(4) is estimated the same way as
in Proposition 3.6:∥∥∥q(4)∥∥∥
L3/2(Q1)
≤ C‖f‖L3/2(Q1) ≤ Cq1‖f‖Lq1 (Q1) ≤ Cq1ε.
Put q¯ = q(1)(0, t) + q(2)(0, t) + q(3)(0, t). Then
‖q − q¯‖L3/2(Q1) ≤ Cm,q1,q2ε. (3.18)
Put w = u− v and π = p− q. Then (w, π) is a suitable weak solution of{
∂tw −∆w + div(b⊗ w + w ⊗ b+ w ⊗ w) +∇π = 0,
div w = 0
(x, t) ∈ Q1
where b = a+ v. By (3.17) and (3.18),
‖b‖Lm(Q1) ≤ ‖a‖Lm(Q1) + ‖v‖Lm(Q1) ≤ Cm,q1,q2ε,
‖w‖L3(Q1) ≤ ‖u‖L3(Q1) + ‖v‖L3(Q1) ≤ Cm,q1,q2ε,
‖π − q¯‖L3/2(Q1) ≤ ‖p‖L3/2(Q1) + ‖q − q¯‖L3/2(Q1) ≤ Cm,q1,q2ε.
Choose ε such that ‖b‖Lm(Q1)+‖w‖L3(Q1)+‖π − q¯‖L3/2(Q1) < ε˜. Then by [1, Thm. 2.1],
‖w‖Cαpar(Q1/2) ≤ C˜. Therefore,
‖u‖Cαpar(Q1/2) ≤ ‖v‖Cαpar(Q1/2) + ‖w‖Cαpar(Q1/2) ≤ Cm,q1,q2,αε+ C˜.
Proposition 3.9. Let 0 < θ ≤ 1. Let f ∈ Lq1(Qr,θ), g ∈ Lq2(Qr,θ), a ∈ Lm(Qr,θ) with
div a = 0 where q1 > 5/2, q2 > 5, m > 5. Let (u, p) be a suitable weak solution to the
generalized NSE on Qr,θ(z0). Let ε > 0 be the constant found in Proposition 3.8. If
1
r2
∫
Qr,θ(z0)
(
|u|3 + |p|3/2
)
dz + rm−5
∫
Qr,θ(z0)
|a|mdz +
+r3q1−5
∫
Qr,θ(z0)
|f |q1dz + r2q2−5
∫
Qr,θ(z0)
|g|q2dz < θε (3.19)
then u is α-Ho¨lder continuous on Qr/2,θ(z0) for all
0 < α < min
{
2− 5
q1
, 1− 5
q2
, 1− 5
m
}
.
Moreover,
‖u‖L∞(Qr/2,θ(z0)) ≤
Cm,q1,q2,ε√
θr
; [u]Cα
par
(Qr/2,θ(z0))
≤ Cm,q1,q2,α,ε
θr1+α
.
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Proof. Put ρ =
√
θr. For each x1 ∈ R3 such that |x1−x0| ≤ (1−
√
θ)r, put z1 = (x1, t0).
Note that Qρ(z1) ⊂ Qr,θ(z0). Inequality (3.19) implies
1
ρ2
∫
Qρ(z1)
(
|u|3 + |p|3/2
)
dz + ρm−5
∫
Qρ(z1)
|a|mdz +
+ρ3q1−5
∫
Qρ(z1)
|f |q1dz + ρ2q2−5
∫
Qρ(z1)
|g|q2dz < ε
By Proposition 3.8 and the translation and scaling symmetry of the generalized Navier-
Stokes equations, u is α-Ho¨lder continuous on Qρ/2(z1). Moreover,
‖u‖L∞(Qρ/2(z1)) ≤
Cm,q1,q2,ε
ρ
; [u]Cαpar(Qρ/2(z1)) ≤
Cm,q1,q2,α,ε
ρ1+α
.
The proof is then completed by standard covering argument.
3.4 Proof of Theorem 1.2
The proof uses the following lemma.
Lemma 3.10. Let I = (c, c + τ ] and e : I → R be a continuous nondecreasing function
satisfying
e(t) ≤ e(c+) + αe(t)1/2 + βe(t) + γe(t)3/2 ∀ t ∈ I,
where α, β, γ > 0. Suppose β < 1/2 and αγ < 1/16. We have the following statements.
(i) If e(c+) = 0 then e(c+ τ) < 16α2.
(ii) If 0 < e(c+) < 16α2 and αγ < 1/64 then e(c + τ) < 64α2.
(iii) If 16α2 ≤ e(c+) ≤ 1
256γ2
then e(c+ τ) < 4e(c+).
Proof. Assume c = 0 for simplicity. We use proof by contraction for Part (i)–(iii).
(i) Suppose by contradiction that e(τ) ≥ 16α2. Then by the continuity of e, there exists
t0 ∈ (0, τ ] such that e(t0) = 16α2. Since β < 1/2 and αγ < 1/16,
e(t0) > αe(t0)
1/2 +
1
2
e(t0) + γe(t0)
3/2.
This is a contradiction.
(ii) Suppose by contradiction that there exists t0 ∈ (0, τ ] such that e(t0) = 64α2. Then
64α2 = e(t0) ≤ e(0+) + αe(t0)1/2 + βe(t0) + γe(t0)3/2
< 16α2 + 8α2 +
(
1
2
)
64α2 + (8αγ)64α2 < 64α2
which is a contradiction.
(iii) Put r =
√
e(0+). Suppose by contradiction that there exists t ∈ (0, τ ] such that
e(t) = 4r2. Then
4r2 = e(t0) ≤ e(0+) + αe(t0)1/2 + 1
2
e(t0) + γe(t0)
3/2
= 3r2 + 2αr + 8γr3
which is equivalent to 8γr2 − r + 2α > 0. This is a contradiction because r lies strictly
between two roots of the polynomial 8γs2 − s+ 2α.
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Proof of Theorem 1.2. Put v = u − uε and q = p − pε. Then (v, q) is a suitable weak
solution of the generalized Navier-Stokes system:

∂tv −∆v + div(uε ⊗ v + v ⊗ uε + v ⊗ v) +∇q = −fε − div gε,
div v = 0,
v(x, 0) = 0
in R3 × (0, T ).
Put r = κM and τ = θr
2 where 0 < θ, κ ≤ 1 are small absolute constants to be chosen
later. For each k ≥ 1, put tk = (k−1)τ5 . Let φ1 be a nonnegative smooth function
supported in B2 and equal to 1 in B1. Put
φr,y(x) = φr(x− y) = φ1
(
x− y
r
)
.
Denote
e(k)(t) = sup
s∈(tk−4,t), y∈R3
(∫
R3
|v(x, s)|2
2
φr,ydx+
∫ s
tk−4
∫
R3
|∇v(x, s′)|2φr,ydxds′
)
.
By Corollary 3.7,
e(k)(t) ≤ e(k)(t+k−4) + αe(k)(t)1/2 + βe(k)(t) + γe(k)(t)3/2
for all k ≥ 5 and t ∈ (tk−4, tk+1) where α, β, γ are given by (3.14)–(3.16). Put K =⌊
5
κ2θ
TM2
⌋
+ 6 where ⌊x⌋ denotes the integer part of x. We show by induction in
5 ≤ j ≤ K that:
(a) v has no singularities in the interval (0, tj),
(b) e(j)(tj) ≤ 4j−516α2.
Suppose θ and κ are sufficiently small such that u is regular at least until time τ . Then
v is regular on (0, τ ] = (0, t6]. Put ρ = min{ν1, σ1} and µ2 = 10κ2θρ . Then
αγ = C[(εM)ν1 + (εM)σ1 ] ≤ Cδρ2 exp
(−ρµ2TM2) ≤ Cδρ24−K .
For sufficiently small θ, we have β < 1/2. Then by Lemma 3.10 Part (i), e(5)(t5) ≤ 16α2.
Therefore, (a) and (b) are true for j = 5. Suppose that (a) and (b) are true for some
5 ≤ j = k < K.
Because v is regular on (0, tk), by Proposition 3.5 Part (iii) the function e
(k+1) can
extend to a continuous function on [tk−3, tk+2) with
e(k+1)(t+k−3) = e
(k+1)(tk−3) ≤ e(k)(tk−3) ≤ e(k)(tk) ≤ 4k−516α2 < 1
256γ2
.
Note that the last inequality requires smallness of δ2 = δ2(ρ). By Lemma 3.10, Part (ii)
and (iii),
e(k+1)(tk+1) < max
{
64α2, 4e(k+1)(tk−4)
}
≤ max
{
64α2, 4k−416α2
}
= 4k−416α2.
Therefore, (b) is true for j = k + 1. It remains to show that v is regular on the interval
[tk, tk+1). Let ε0 > 0 be the constant found in Proposition 3.8 (the ǫ-regularity criterion
for generalized Navier-Stokes equations). For each z0 = (x0, tk+1), denote
Q′s,θ = Bs(x0)× (tk+1 − θs2, tk+1) ∀ s > 0.
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We will show that v is regular on Q′r/2,θ(z0) = Br/2(x0)× (tk+1 − τ4 , tk+1) ⊃ Br/2(x0)×
[tk, tk+1). By Proposition 3.9, it suffices to show that
1
r2
∫
Q′r,θ(z0)
(
|v|3 + |q|3/2
)
dz
︸ ︷︷ ︸
{1}
+ r
∫
Q′r,θ(z0)
|uε|6dz︸ ︷︷ ︸
{2}
+ r3q1−5
∫
Q′r,θ(z0)
|fε|q1dz︸ ︷︷ ︸
{3}
+ r2q2−5
∫
Q′r,θ(z0)
|gε|q2dz︸ ︷︷ ︸
{4}
< ε0θ (3.20)
for all z0 = (x0, tk+1). By (1.4) and (1.5),
{2} ≤ Cθκ6,
{3} ≤ Cκ3q1−5(εM)ν1q1 ≤ Cκ5/2,
{4} ≤ Cκ2q2−5(εM)σ1q2 ≤ Cκ5.
The parameters θ and κ are now chosen such that {2}, {3}, {4} < ε0θ/4. By Sobolev’s
embedding theorem,
1
r2
∫
Q′r,θ(z0)
|v|3dz .
(
e(k+1)(tk+1)
r
)3/2
.
(
4k−416α2
r
)3/2
. δ3ρ2 .
By Corollary 3.7,
1
r2
∫
Q′r,θ(z0)
|q − q˜(x0, s)|
3
2dz . δ
3ρ/2
2 +
(
e(k+1)(tk+1)
r
)3/4
+
(
e(k+1)(tk+1)
r
)3/2
. δ
3ρ/2
2 .
For δ2 = δ2(ρ) sufficiently small,
1
r2
∫
Q′r,θ(z0)
(
|v|3 + |q|3/2
)
dz <
ε0θ
4
.
Therefore, (a) is true for j = k + 1, which completes the proof of (a) and (b) for all
5 ≤ j ≤ K. Consequently, v is regular on the interval (0, tK). Note that
tK = (K − 1)τ
5
>
(
5
κ2θ
TM2
)(
κ2θ
5M2
)
= T.
A Appendix
A.1 Proof of auxiliary lemmas
Proof of Lemma 2.1. The ideas of proof are fully illustrated in the case X = R. The
equation r = ‖x1‖+ λr + γr2 has two distinct positive roots r1 < r2,
r1,2 =
1− λ±
√
(1− λ)2 − 4γ‖x1‖
2γ
.
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Put F (x) = a+ Lx+ B(x, x). Then F is a continuous map from B¯r2 to itself. For any
x, y ∈ Br2 ,
‖F (x)− F (y)‖ ≤ ‖L(x− y)‖+ ‖B(x− y, x)‖+ ‖B(y, x− y)‖
≤ λ ‖x− y‖+ γ ‖x− y‖ (‖x‖+ ‖y‖)
≤ (λ+ γ ‖x‖+ γ ‖y‖) ‖x− y‖ .
Take ρ ∈ (r1, 1−λ2γ ). Then F is a contraction mapping from Bρ to itself. By the Contrac-
tion Mapping Theorem, F has a unique fixed point x¯ in Bρ. On the other hand, any
fixed point z of F in Br2 must satisfy{ ‖z‖ = ‖F (z)‖ ≤ ‖a‖+ λ ‖z‖+ γ‖z‖2,
‖z‖ < r2
which implies ‖z‖ ≤ r1. Therefore, x¯ is the only fixed point of F in Br2 .
Lemma A.1. Let T be a Caldero´n–Zygmund operator with convolution kernel m : Rn →
R satisfying |m(x)| ≤ β|x|−n and |∇m(x)| ≤ β|x|−n−1. Let p ∈ (1,∞), R > 0, x0 ∈ Rn,
f ∈ Lpuloc(Rn). Put α = supy∈Rn ‖f‖Lp(BR(y)) and γ = ‖T‖Lp→Lp. Then
‖Tf − Tf(x0)‖Lp(BR(x0)) ≤ Cn,pα(γ + β).
Proof. Let φ : Rn → R be a smooth cut-off function supported in B4R(x0) and equal to
1 in B2R. Decompose Tf as follows:
Tf(x) =
∫
Rn
m(x− y)f(y)dy =
∫
Rn
m(x− y)φ(y)f(y)dy︸ ︷︷ ︸
{1}
+
∫
Rn
m(x− y)(1− φ(y))f(y)dy︸ ︷︷ ︸
{2}
.
Because T is a bounded operator on Lp(Rn),
‖{1}‖Lp(Rn) = ‖T (φf)‖Lp(Rn) ≤ γ‖φf‖Lp(Rn) ≤ γαCn,p. (A.1)
{2} − Tf(x0) =
∫
Rn
(m(x− y)−m(x0 − y))(1− φ(y))f(y)dy. (A.2)
For |x− x0| ≤ R and |y − x0| ≥ 2R,
|m(x− y)−m(x0 − y)| ≤ |x− x0| sup
0≤θ≤1
|∇m(θx+ (1− θ)x0 − y)|.
We see that
|θx+ (1− θ)x0 − y| ≥ min {|x− y|, |x0 − y|} ≥ |x0 − y|
2
.
Thus,
|m(x− y)−m(x0 − y)| ≤ CnRβ|x0 − y|n+1 .
Applying this estimate to (A.2), we get
|{2} − Tf(x0)| ≤
∫
Rn
CnRβ
|x0 − y|n+1 |f(y)|dy =
∫
Rn
CnRβ
|z|n+1 |f(z + x0)|dz
≤
∞∑
k=4
∫
k
2
R≤|z|≤ k+1
2
R
CnRβ(
k
2R
)n+1 |f(z + x0)|dz.
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Denote by Sk the spherical shell with inner radius
k
2R and outer radius
k+1
2 R. Then
|{2} − Tf(x0)| ≤ Cnβ
Rn
∞∑
k=4
1
kn+1
∫
Sk
|f(z + x0)|dz ≤ Cn,pβ
Rn/p
∞∑
k=4
1
kn+1
‖f‖Lp(Sk).
Because Sk can be covered by Cnk
n−1 balls of radius R, ‖f‖Lp(Sk) ≤ Cn,pk(n−1)/pα.
Thus, |{2} − Tf(x0)| ≤ Cn,pβαR−n/p. Therefore,
‖{2} − Tf(x0)‖Lp(BR) ≤ Cn,pβα. (A.3)
From (A.1) and (A.3), we conclude that ‖Tf − Tf(x0)‖Lp(BR) ≤ Cn,pα(γ + β).
One can generalize the proof of Lemma A.1 to obtain the following:
Lemma A.2. Let T be a Caldero´n–Zygmund operator with kernel m : Rn → R satisfying
|m(x)| ≤ β|x|−n and |∇m(x)| ≤ β|x|−n−1. Let p ∈ (1,∞), q ∈ [1,∞], R > 0, x0 ∈ Rn.
Let (Ω, µ) be a positive measure. Consider a measurable function f : Rn × Ω → R,
f = f(x, t) = ft(x) such that α = supy∈Rn ‖f‖LqtLpx(BR(y)×Ω) < ∞. Put γ = ‖T‖Lp→Lp.
Then
‖Tft − Tft(x0)‖LqtLp(BR(x0)×Ω) ≤ Cn,pα(γ + β).
Proof. With the same notations as in the proof of Lemma A.1, we have ‖{1}‖Lp(Rn) ≤
γ‖φf‖Lp(Rn). Then
‖{1}‖LqtLpx(Rn×Ω) ≤ γ‖φf‖LqtLpx(Rn×Ω) ≤ Cnγα.
On the other hand,
|{2} − Tft(x0)| ≤ Cn,pβ
Rn/p
∞∑
k=4
1
kn+1
‖f(t)‖Lp(Sk)
which implies
‖{2} − Tft(x0)‖Lp(BR) ≤ Cn,pβ
∞∑
k=4
1
kn+1
‖f(t)‖Lp(Sk).
Take Lq-norm of both sides with respect to t:
‖{2} − Tft(x0)‖LqtLpx(BR×Ω) ≤ Cn,pβ
∞∑
k=4
1
kn+1
‖f‖LqtLpx(Sk×Ω).
Because Sk can be covered by Cnk
n−1 balls of radius R, ‖f‖LqtLpx(Sk×Ω) ≤ Cn,pk
n−1α.
Therefore,
‖{2} − Tft(x0)‖LqtLpx(BR×Ω) ≤ Cn,pβα
∞∑
k=4
1
k2
= Cn,pβα.
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Lemma A.3. Let n ≥ 1 and Q = Rn × (0, 1). Let f ∈ Lq1(Q), g ∈ Lq2(Q), a ∈ Lm(Q)
where (n + 2)/2 < q1 < ∞, q2 > n + 2 and m > n + 2. There exists a constant ε =
ε(n,m, q1, q2) > 0 such that if ‖f‖Lq1 (Q), ‖g‖Lq2 (Q), ‖a‖Lm(Q) < ε then the generalized
Navier–Stokes problem:

∂tu−∆u+ div(a⊗ u+ u⊗ a+ u ⊗ u) +∇p = f + div g,
div u = 0,
u(x, 0) = 0
has a mild solution in L∞(Q). Moreover,
‖u‖L∞ ≤ Cn,q1,q2(‖f‖Lq1 + ‖g‖Lq2 )
and
[u]Cα
par
≤ Cn,α,q1,q2(‖f‖Lq1 + ‖g‖Lq2 ) + Cn,α,m‖a‖Lm‖u‖L∞ + Cn,α ‖u‖2L∞
for any
0 < α < min
{
2− n+ 2
q1
, 1− n+ 2
q2
, 1− n+ 2
m
}
. (A.4)
Proof. The mild solution is by definition the unique solution of
u = Ff +Gg + Lu+B(u, u) (A.5)
in a small ball centered at 0 in L∞(Q) where Lu = −G(a⊗u+u⊗a). By the regularity
theory of heat equation,
‖Ff‖L∞ ≤ Cn,q1‖f‖Lq1 ,
‖Gg‖L∞ ≤ Cn,q2‖g‖Lq2 ,
‖Lu‖L∞ ≤ Cn,m‖a⊗ u+ u⊗ a‖Lm ≤ Cn,m‖a‖Lm‖u‖L∞ .
On the other hand,
‖B(u, v)‖L∞x ≤
∫ t
0
Cn√
t− s‖u(s)⊗ v(s)‖L∞x ds ≤ Cn‖u‖L∞‖v‖L∞ .
By Lemma 2.1, there exists a constant ε depending on n, m, q1, q2 such that (A.5) has
a solution u with ‖u‖L∞ ≤ 2‖Ff + Gg‖L∞ ≤ Cn,q1,q2(‖f‖Lq1 + ‖g‖Lq2 ) provided that
‖f‖Lq1 (Q), ‖g‖Lq2 (Q), ‖a‖Lm(Q) < ε. By the regularity theory of heat equation,
[Ff ]Cαpar ≤ Cn,α,q1‖f‖Lq1 ∀ 0 < α < 2−
n+ 2
q1
, α ≤ 1,
[Gg]Cαpar ≤ Cn,α,q2‖g‖Lq2 ∀ 0 < α < 1−
n+ 2
q2
,
[Lu]Cαpar ≤ Cn,α,m‖a⊗ u+ u⊗ a‖Lm ≤ Cn,α,m‖a‖Lm‖u‖L∞ ∀ 0 < α < 1−
n+ 2
m
,
[B(u, u)]Cαpar ≤ Cn,α‖u⊗ u‖L∞ ≤ Cn,α ‖u‖
2
L∞ ∀ 0 < α < 1.
Therefore, u is α-Ho¨lder continuous with respect to parabolic distance for every α sat-
isfying (A.4).
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A.2 Regularized NSE with [u∇u]ε = (u ∗ ηε) · ∇u
If u0 ∈ L2 ∩ L∞, the following system has a unique mild solution in L∞(R3 × (0,∞))
(see e.g. [10, Thm. 4.2]):

∂tu−∆u+ (u ∗ ηε) · ∇u+∇p = 0 in R3 × (0,∞),
div u = 0 in R3 × (0,∞),
u(·, 0) = u0 in R3.
Suppose ‖u‖L∞ ≤M . Then
‖u(t) ∗ ηε − u(t)‖L∞x ≤ ε‖∇u(t)‖L∞x . εmax
{
M2,
M√
t
}
.
Last inequality is essentially due to Leray (see e.g. [3, Thm. 4.1] for a proof). The
mollified equation can be rewritten as ∂tu − ∆u + u∇u + ∇p = div gε where gε =
(u− u ∗ ηε)⊗ u. We have
‖gε(t)‖L∞x . min
{
M2,max
{
εM3,
εM2√
t
}}
. (A.6)
The inequality (A.6) implies (1.1). Indeed,
‖Ggσε (t)‖L∞x .
∫ t
0
1√
t− s‖gε(s+ σ)‖L∞x ds
.
∫ M−2
0
1√
t− s
εM2√
s
ds +
∫ t
M−2
1√
t− sεM
3ds . εM2.
A.3 Regularized NSE with [u∇u]ε = Pε(u∇u)
Let Pε be a low-pass Fourier filter with threshold ε
−1. It is associated with a Fourier
multiplier φε(ξ) = φ1(εξ) where φ1 is a smooth function supported in B2 and equal to 1
on B1. Consider the approximate Navier–Stokes system

∂tu−∆u+ Pε(u∇u) +∇p = 0 in R3 × (0,∞),
div u = 0 in R3 × (0,∞),
u(·, 0) = u0 in R3.
The approximate equation can be rewritten as ∂tu − ∆u + u∇u + ∇p = div gε where
gε = (Id− Pε)(u⊗ u). Then
Ggσε (t) =
∫ t
0
Kε(t− s) ∗ (uσ(s)⊗ uσ(s))ds.
Here K̂ε(t)(ξ) = (1 − φε(ξ))K̂(t)(ξ) where K is the Stokes kernel. Let hε(t) be the
function whose Fourier transform is (1− φε(ξ))e−(t/2)|ξ|2 . Then Kε(t) = hε(t) ∗K(t/2).
By examining the decay of h1 as x→∞, one can show that
|h1(x, t)| . e
−t/8
(1 + |x|2)2 .
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Thus, ‖hε(t)‖L1x =
∥∥h1(t/ε2)∥∥L1x . e−t/(8ε2). This implies
‖Kε(t)‖L1x ≤ ‖hε(t)‖L1x‖K(t/2)‖L1x .
1√
t
e−t/(8ε
2).
Suppose that ‖u‖L∞ ≤M . Then
‖Ggσε (t)‖L∞x =
∥∥∥∥
∫ t
0
Kε(s) ∗ (uσ(t− s)⊗ uσ(t− s))ds
∥∥∥∥
L∞x
.
∫ t
0
e−s/(8ε
2)M2√
s
ds . εM2.
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