To this day classical null hypothesis significance testing remains the dominant approach for 24 inferring the validity of an observed result in the psychological and life sciences. It rests on the 25 probability ('p--value') that the observed effect, or a more extreme one, could have occurred 26 under the assumption that there is no population effect. If the p--value is sufficiently low, this null 27 hypothesis is rejected. However, p--values are frequently misinterpreted by researchers, 28 uninformative about the evidence for an experimental hypothesis, highly susceptible to biased 29 data sampling strategies, and generally prone to false positives [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . The most devastating 30 effect of p--values may be that they encourage an artificial dichotomy between significant and 31 non--significant results [5] . 32 33 The scatter plots in Fig.  1 illustrate the problems with p--values. Fig.  1A shows an almost perfect 34 correlation between two measures (r=0.995, p<0.0004). However, there are only five 35 observations. In contrast, the data in Fig.  1B are clearly correlated even though the correlation is 36
weaker. Yet the p--value is similar (r=0.535, p<0.0004) because the sample size is much larger. 37
Surely the evidence for a correlation in the second example is more compelling and more likely to 38 replicate? 39 40 hypothesis, and the bootstrapped evidence ε are given. 46 47 One journal went so far as to ban the use of classical inference completely while proposing no 48 viable alternative [8] . Others proposed guidelines to focus on effect size estimation and 49 confidence intervals instead [5, 12] . However, the use of confidence intervals is also fraught with 50 problems [13] and may simply become a new significance testing procedure in disguise [5, 14] . 51 Moreover, like p--values, confidence intervals are frequently misinterpreted [14] and may perform 52
inadequately [15] . Evidence for a hypothesis should compare an experimental (alternative) 53 hypothesis to a baseline (null) hypothesis. Bayesian hypothesis tests using Bayes factors can 54 achieve that but are often difficult to apply and rely on the choice of a prior, which can result in 55 considerable debate (see e.g. [3, [16] [17] [18] [19] ). 56 57
Here I present the bootstrapped evidence (BSE) test. It makes minimal assumptions and is 58 applicable to a wide range of situations. Crucially, it quantifies the evidence for either the 59 alternative or the null hypothesis non--dichotomously. Yet unlike Bayesian methods it is based 60 only on the existing data without any question about prior distributions. It works by 61 bootstrapping the effect size distributions under the two hypotheses by using different 62 resampling strategies for each. For instance, when quantifying evidence for a linear correlation 63 between two variables as in Fig. 1 , under the null hypothesis data are resampled without respect 64 to how individual observations have been paired. In contrast, under the alternative hypothesis 65 the pairing is held intact but pairs are resampled to estimate the strength of the correlation. The 66 evidence measure quantifies how distinct the distributions for the two hypotheses are and also 67 incorporates the precision of the estimates. Thus, rather than determining probabilities as most 68 inferential methods, it provides a signal--to--noise ratio for the hypothesized effect. hypotheses is calculated, that is, θ 1i -- θ 0i where i denotes the i--th bootstrap step. This produces a 83 distribution of differences, Δ, between the effects expected under the two hypotheses ( Fig. 2,  84 right panels). This is necessary because either θ 0 or θ 1 can be skewed separately by anomalous 85
data. The Δ distribution captures either of these distortions. 86 87
Theoretically, the evidence for H 1 is a standardized score based on the Δ distribution: 88 89
where μ and σ, respectively, denote the arithmetic mean and standard deviation of Δ. This 91 effectively normalizes the shift of this distribution relative to zero by its dispersion. When z is 92 greater than 1 this implies that the sample effect size, and thus our estimate of the true 93 population effect, is larger than the uncertainty of the estimate ( Fig.  2A ). This provides evidence 94
supporting the alternative hypothesis. The more data we collect and the sample size, n, becomes 95 larger, the more accurate is the estimate of the population effect, μ, and the smaller is the 96 uncertainty, σ. 97 98 
110
Unfortunately, this only holds when the alternative hypothesis is true. When the null hypothesis 111
is true instead, that is, when the population effect is zero, the parameters of Δ do not reflect the 112 evidence for H 0 . While increasing n reduces the uncertainty, σ, on average it also reduces 113 estimates of the population effect size, μ. It follows that the ratio of these parameters, z, remains 114 more or less constant. 115 116
Thus, in order to quantify how strongly the data support either H 1 or H 0 we must weight the ratio 117 of μ and σ according to how much evidence is available. This is achieved by calculating a third 118 parameter describing the overlap of θ 0 and θ 1 . This is given by: 119 120
This divides the proportion of bootstraps in Δ that have the opposite sign as μ or zero (red area 123 under the curves in the right panels of Fig.  2 ) by the proportion of iterations with the same sign 124
(green area under the curves in the right panels of Fig. 2 ). The strength of evidence, ε, for or 125 against H 1 is then calculated as: 126 127
While this equation may seem complex, it is essentially the same as z, the standardized score in 130 equation 1, but it is moderated by the sample size and the overlap between θ 1 and θ 0 . When the 131 data clearly support the alternative hypothesis, the Δ distribution is shifted far away from zero 132 and thus ω (the ratio of the red and green areas under the curve) is very small ( Fig.  2A ). In fact, 133
because it is based on the proportion of bootstraps it may equal 0. Under these circumstances 134 the denominator is close to σ, the numerator is close to |μ|, and thus the evidence is 135 approximately z from equation 1. However, when the null hypothesis is true, or the effect size is 136 too small to clearly support the alternative, the Δ distribution is centered near zero and thus ω is 137 near 1. In this situation the denominator is a multiple of σ, growing ever larger as the sample size 138 increases. This in turn ensures that the ratio in equation 3 becomes ever smaller and evidence for 139 the null hypothesis grows ( Fig. 2B ). 140 141
The numerator is also moderated by the strength of the evidence. When H 0 is true and ω is near 142 1, the numerator is close to σ. This reflects the fact that when the data provide only weak 143 evidence, there is substantial uncertainty as to whether the estimate of the effect size is accurate. 144
When the sample size is large, this means that the denominator dominates the equation and ε 145 becomes very small. However, when the sample size is small, the ratio in equation 3 is close to 1 146 and thus the data support neither H 1 nor H 0 very clearly -this means the evidence is inconclusive 147 (Fig. 2C ). 148 149
To recap, the bootstrapped evidence, ε, measures how confident one can be of the effect size 150 estimate given the uncertainty in the data. If the observed effect is relatively large, the 151 uncertainty will decrease as sample size grows and thus support for the alternative hypothesis 152 also grows. However, when the effect remains considerably smaller than the uncertainty, a larger 153 sample instead provides greater evidence for the null hypothesis. 154 155 Finally, as equation 3 shows, ε is the natural logarithm of this ratio. Therefore, when the ratio is 156 near 1 and the evidence is inconclusive, ε is approximately 0. Positive ε indicates evidence for H 1 , 157 while negative ε indicates evidence for H 0 . The bootstrapped evidence thus provides a non--158 dichotomous measure of the evidence for either hypothesis, similar to a Bayes factor [2,20,21]. 159
However, while a Bayes factor is a measure of how much one should update the prior odds due to 160 the observed evidence, the bootstrapped evidence is in essence a signal--to--noise ratio. A strong 161
"signal" implies strong evidence for H 1 , while a negligible signal with a lot of data provides strong 162 evidence for H 0 . The only prior assumptions this procedure makes pertain to how the data are 163 resampled under the two hypotheses. 164 165
Bootstrapped correlations 166 167
To bootstrap the evidence for a linear correlation data are resampled with replacement and on 168 each step the correlation coefficient is computed. To derive the null distribution (θ 0 ) data are 169 resampled without restriction as would be expected if the effect occurred by chance, that is, 170 observations for the two variables are no longer paired but intermixed randomly. This is 171 essentially standard procedure for non--parametric resampling methods in the classical 172 frequentist framework (although for this purpose permutation analysis where resampling is 173 performed without replacement is more common). A classical one--tailed p--value could be 174 calculated by determining the proportion of bootstraps θ 0i that are at least as large as the 175 observed effect size -that is, the area under the blue curve to the right of the red diamond. 176 177
However, to derive the alternative distribution (θ 1 ), quantifying the reliability of the observed 178 effect, we restrict the resampling strategy on the alternative hypothesis that there is a 179 correlation. In this case the pairing of data points in each variable is preserved so many resamples 180 will show a positive linear relationship. 181 182
As described, we next calculate Δ, the distribution of differences between θ 1 and θ 0 ( The further apart the two distributions for θ 0 and θ 1 are, the farther Δ is from zero and the 189 greater is the evidence for H 1 . This is quantified by ε. When ε is very negative, the evidence favors 190 H 0 because it means the two distributions for θ 0 and θ 1 overlap considerably which means that Δ 191 is centered near zero. Intuitively this indicates that the effect size estimate under H 1 could very 192 likely have been smaller than that under H 0 . When the evidence is --0.5<ε<0.5 this provides 193 inconclusive support for the either hypothesis. This region is somewhat arbitrary but it reflects 194 the fact that while there is overlap between the distributions for θ 0 and θ 1 , there is not sufficient 195
data to be confident that there is no subtle effect. This corresponds to the range of ε one typically 196 obtains with small sample sizes when the null hypothesis is true. 197 198
Bootstrapping differences 199 200
Naturally, the same procedure can be applied to other statistical comparisons in addition to tests 201 of correlation. For instance, when comparing the means of two independent samples the effect 202 size is the difference between the sample means. To estimate the null distribution, θ 0 , 203 observations are resampled with replacement and divided into new samples of the same size as 204 the original samples. To estimate the distribution for the alternative hypothesis, θ 1 , the 205 segregation of the two samples is maintained and resampling is done within each sample. In all 206 other respects, the procedure is identical to the correlation test already described. 207 208
When testing the difference between two repeated measures the same underlying principle 209 applies. Here the effect size is the mean over the differences in each pair of observations. We 210 estimate θ 1 by maintaining the pairing but resampling with replacement. For estimating θ 0 the 211 pairing is also kept intact because what matters is only the variance across repeated measures. 212
However, under the null hypothesis the order of measures is irrelevant so the resampling 213 randomizes the sign for each observation. This corresponds to scrambling the order of 214 observations in a repeated measures design. 215 216
Similarly, the BSE can also be used to test the difference between two correlations. Again the data 217 need to be resampled based on the assumptions of the null as well as the alternative hypothesis. 218
In this case the null hypothesis resamples data ignoring how variables are paired while the 219 alternative hypothesis preserves the pairing. The estimated effect size is the difference between 220 the two correlation coefficients. 221 222
The situation becomes more complicated for testing the difference of one sample from a fixed 223
value (e.g., when comparing a normative sample to a patient case--study). Conceptually, it is 224 possible to use the same resampling strategy as for a repeated measures design: the observations 225 are the differences from the fixed value and for resampling the null distribution θ 0 we randomize 226 the sign of each observation. However, this approach is probably not sufficiently conservative. 227
While it is conceptually correct for repeated measures designs to assume a mean difference of 0 228 under the null hypothesis, in many other situations fixed values are themselves subject to 229 variability and/or measurement error. For instance, a measurement in a case study is subject to 230 within--subject variability and chance performance in a behavioral task follows a probability 231 distribution. Using a similar approach one can also incorporate variability in individual 232
observations to calculate a group mean. In each round of bootstrapping we can simulate a new 233 sample by drawing random data using the individual means and variances for every observation. 234
This approach may be particularly suitable for meta--analysis. 235 236
Bootstrapping tests against chance 237 238
Simulating the null distribution is also suitable for testing binomial processes, such as whether a 239 coin is fair or whether a participant performed better than chance at a behavioral task. As usual, 240 in each bootstrap step the observed data (e.g. a series of 1s and 0s for heads or tails) are 241
resampled to obtain the alternative distribution θ 1 . However, for estimating θ 0 we instead 242 generate a new set of 1s and 0s of the same number as the observed trials using the chance 243 probability (i.e. 0.5 or whatever the chance level is). Alternatively, one can also permute the raw 244 trial data in each resampling step and recalculate the accuracy. The latter approach is advised 245 when the design is unbalanced or if there is any suspicion that chance may not have a binomial 246 distribution. In all other ways the procedure works as described. 247 248
A very similar approach for simulating a chance distribution based on the assumptions underlying 249
the null hypothesis can also be used for other problems, for example comparing the performance 250 of a group of participants against chance. In this case, we can simulate θ 0 by generating a new set 251 of 'chance' participants at each resampling step under the same conditions as the actual 252 experiment (same chance probability, number of trials, and number of participants). 253 254
Bootstrapping curve fits 255 256
The bootstrapped evidence procedure also affords itself easily for curve fitting or regression 257
analyses. The estimated effect size in this case is the coefficient of determination, R 2 (or 258 goodness--of--fit). Otherwise the procedure works in much the same way as for calculating 259
correlations. Under the null hypothesis the observations for the dependent and independent 260
variables are scrambled randomly with replacement. Under the alternative hypothesis, the 261 pairing is kept intact but observations are resampled with replacement. 262 263
Results 264 265
The principle underlying the BSE test is that under both the alternative (H 1 ) and the null 266 hypothesis (H 0 ) the results follow a probability distribution (Fig. 2, left panels) . In classical 267 statistics, the p--value reflects the distance of the observed effect, θ (e.g. a correlation coefficient), 268 from the center of the null distribution. The one--tailed p--value is the area under the blue curve 269 (null distribution) to the right of the red diamond, which denotes the observed effect. 270 271
While the null distribution depends on the sample variance, it nonetheless fails to take the 272 variability of the effect under H 1 into account. The BSE estimates how distinct these two 273
distributions are from one another by bootstrapping both H 0 and H 1 and quantifying Δ, the 274 distribution of differences (Fig. 2, right panels) , between them (see Methods). If the distribution is 275 narrow and shifted away from zero this constitutes evidence for H 1 (Fig.  2A) . However, when the 276 distribution is narrow but centered on zero this is instead evidence for H 0 (Fig. 2B) . A wide Δ 277 distribution provides only inconclusive evidence (Fig. 2C ).
279
The BSE is expressed by ε, which is effectively a signal--to--noise ratio on a logarithmic scale. It is 280 the ratio of the observed effect, μ, and the uncertainty, σ, with which it can be estimated ( Fig.  2  281 and Methods). When μ is smaller than σ and thus the Δ distribution overlaps zero (as  quantified  282 by ω), ε decreases as sample size, n, increases. Since ε is the logarithm of this ratio, it is positive 283 when the data support H 1 and negative when they favor H 0 . If ε is near zero (--0.5<ε<0.5) the 284 evidence is inconclusive. 285 286
For the near perfect correlation with n=5 ( Fig.  1A) the evidence is only ε=0.7. In contrast, for the 287 modest correlation with n=40 the evidence ε=1 (Fig.  1B) . The data in Fig.  1C ,D are uncorrelated 288 and neither correlation would reach classical significance. However, for a small sample size of n=5 289 (Fig. 1C ) the evidence is inconclusive (ε=--0.4) while for a large sample (Fig. 1D ) the evidence 290 compellingly favors the null hypothesis (ε=--1.6). 291 292
The assumption made by parametric tests of normally distributed errors is often violated as in Fig.  293 1E. Even though the classical p--value is highly significant (r=--0.45, p=0.0034), the evidence for H 1 294
is fairly weak (ε=0.6). The reason is that the data are heteroscedastic and thus skew classical 295
Pearson's correlation: the residuals of a linear fit depend on x. While y is chosen from a random 296 normal distribution each point is also multiplied by the absolute magnitude of its paired value in x 297
[15]. Such situations can readily occur in real experimental data: for instance, the proliferation of 298 cell growth or the mean firing rate of neurons may also be accompanied by greater variability in 299 those measures. This in turn could skew any correlations between these measures and an 300 independent variable. 301 302
Notably, even increasing the sample size does not alleviate this problem. The data in Fig. 1F 
338
The dark shaded regions denote "inconclusive" results (see text). The light shaded regions denote 339 results that pass a basic criterion but provide no strong evidence for a given hypothesis.
341
The grey shaded regions in each panel indicate the boundaries of commonly used criterion levels. 342
For classical statistics the dark grey region corresponds to p--values between 0.05--0.1, sometimes 343 called "marginally significant." The light grey region denotes the range between 0.01--0.05. Any p--344
value to the left of the light grey region would constitute a significant result. For Bayes factors 345 and the bootstrapped evidence the regions are symmetric around 0. The dark grey region 346 corresponds to inconclusive evidence that supports neither H 1 nor H 0 (i.e. ⅓--3 for BF 10 , --0.5--0.5 347 for ε). The light grey regions refer to evidence that passed the criterion but which is still relatively 348 weak (i.e. BF 10 between 10 --1 and ⅓ or 3 and 10; ε between --1 to --0.5 or 0.5 to 1). The proportion 349 of these statistics to the right of the criterion becomes smaller as sample size increases. positives are drastically inflated. The same is also somewhat true for the default Bayes factor and 354 bootstrapped evidence. However, for the BSE the skew is at worst modest, while the proportion 355 of Bayes factors exceeding "strong" evidence for H 1 is larger. This is because the default Bayes 356
factor is a function of the Pearson's correlation coefficient and the sample size. It is therefore 357 skewed by heteroscedasticity in the same way as classical statistics. However, since the BSE is 358 based on non--parametric resampling it is less affected by violations of parametric assumptions. 359 360
Next I performed a sensitivity analysis determining how well the BSE test detects true effects. I 361 repeated the same kind of simulation but now data were chosen from a Gaussian bivariate 362 distribution with population correlations of ρ=0.3 or ρ=0.7. Unsurprisingly, for all of the three 363 procedures the evidence for H 1 becomes stronger as the sample size increases. For ρ=0.3 the 364 evidence passes criterion only for larger samples sizes (Fig. 3C ) while for most data both Bayesian 365 and bootstrapped evidence remains inconclusive. Classical statistics are less conservative as the 366 peak of the distribution with n=120 (green curve) is already below the p<0.01 threshold. For 367 ρ=0.7 the evidence with most sample sizes passes criterion (Fig. 3D ). 368 369 I summarized the false positive and correct detection rates as a function of sample size. As 370 expected, for classical statistics the false positive rate remains constant near the nominal level of 371 5% across all sample sizes, if data are Gaussian and homoscedastic (Fig.  4A ). For BF 10 and ε, false 372 positive rates for standard criteria (BF 10 >3 and ε>0.5, respectively) decrease as sample size 373 increases. For either method the false positive rate is already below 5% even at the smallest 374 sample size (n=15). When heteroscedasticity is present, false positives are dramatically inflated: 375 approximately one in four tests are positive at p<0.05 (Fig. 4B ). Both evidence--based methods 376 also show some inflation; however, false positives for the BSE are only about half that for the 377 default Bayes factor. For the smallest sample size (n=15) the worst false positive rate for ε>0.5 is 378 ~8
.5% compared to 14.7% for BF 10 >3. When there is a real effect (ρ=0.3) the detection rate rises 379 steeply and then saturates for all three methods but Bayes factors and BSE are more conservative 380 than classical p--values (Fig. 4C ). 381 382 383 
387
While the conclusions one would draw from all three approaches are usually similar, one notable 388 difference is evident between classical and Bayesian inference and the bootstrapped evidence: 389 distributions for ε tend to become narrower as sample/effect size increase. In contrast, the 390 distributions for p--values and BF 10 become wider. Note that all of these plots are on logarithmic 391 scales (log--transformation is inherent to the calculation of ε; see Fig. 2 and Methods). Despite 392 this, the distributions for p--values and Bayes factors display extraordinary variability, e.g. the 393 distribution for ρ=0.3 at the largest sample size of n=480 (Fig. 3C, red curves) . Here 95% of 394 simulated p--values are between 8.5×10 --18 and 1.8×10 --06 . All are highly significant at p<0.001 but 395 this range spans many orders of magnitude. The default Bayes factor behaves similarly. The 396 equivalent range spans BF 10 between 3,212 and 378 quadrillion. Any of these would constitute 397
"decisive" evidence of BF 10 >100 [26, 27] . But from a pragmatic view, how much more confident 398
should we be of the highest Bayes factor in this range compared to the lowest? In comparison, 399 the equivalent range for the bootstrapped evidence is between 1.2 and 1.9. Again, these are well 400 above even a strict criterion of ε>1 but there is no stark discrepancy between the weakest and 401 strongest evidence. This is because rather than determining probabilities it reflects the precision 402 with which the population effect size can be estimated. The precision increases with sample size. 403
Thus, replicate experiments will produce very consistent bootstrapped evidence for H 1 . 404 405
Naturally, Bayesian analysis depends on the choice of a prior but typically with a range of default 406 priors the outcome usually does not vary qualitatively [3] . Nonetheless, choosing a prior could 407 theoretically also lead to substantial analytic flexibility, thus inflating the "researcher degrees of 408 freedom" [28] . The BSE test on the other hand makes no assumptions beyond the resampling 409 strategy needed for either hypothesis. 410 411
Evidence as a function of sample size 412 413
Both classical statistics and the default Bayes factor also place undue confidence on strong effects 414 when sample sizes are small as in Fig. 1A . The Bayes factor is rather large BF 10 =90.2 while the BSE 415 is modest (ε=0.7). The Bayes factor reflects how much more probable the data are under H 1 than 416 H 0 [29] . However, from a pragmatic perspective this could nonetheless be problematic Combining 417 publication bias towards positive findings with underpowered experiments, high Bayes factors 418 may thus be misinterpreted as strong evidence for the alternative hypothesis. Given the problems 419
with spurious results and reproducibility in the scientific literature [30] this could be problematic. 420 421 Fig. 5 plots the evidence for a range of effect sizes against sample size. In most situations, the 422 conclusions we would draw from bootstrapped evidence (Fig. 5A ) and the default Bayes factor 423 ( Fig. 5B,C) are largely the same. For strong effects, the evidence rises continuously beyond the 424 inconclusive region, while for weaker effects the evidence starts off as indistinguishable from the 425 situation when the null hypothesis is true (black curves) until it departs and also rises. This 426 behavior is natural because if the true effect is weaker than what could be meaningfully detected 427
given the data at hand this constitutes support for the null hypothesis. 428 429 430 
437
The slopes of the curves for the bootstrapped evidence are far less steep. Thus it is possible to see 438 the behavior for the full range of conditions within the same plot. There is however one 439 considerable difference: for a perfect correlation (ρ=1) the default Bayes factor immediately rises 440 even at tiny sample sizes ( Fig. 5C) . At n=3 the BF 10 is already 48.8. In contrast, the BSE for this 441 point is low (ε=--0.4) and inconclusive. As sample size increases, so does the bootstrapped 442 evidence. At n=4 it is still inconclusive but favoring H 1 (ε=0.4). At n=7 it clearly supports H 1 (ε=0.9) 443
and it continues to rise as sample size increases. This behavior is more intuitive than that of the 444
default Bayes factor and also the classical p--value, which would be extremely significant in all 445 these situations. Compare this to the earlier example of a strong correlation (r=0.9953) with a 446 small sample size of n=5 (Fig. 1A) . Classical inference would be extremely significant (p<0.001) 447 and the default Bayes factor would yield "very strong" evidence for H 1 (BF 10 =90.2). The BSE is 448 however only fairly modest, especially given the strong effect (ε=0.7). It is above the criterion for 449 conclusive evidence but it does not instill undue confidence in H 1 . 450 451
The data in this example were in fact drawn from an uncorrelated Gaussian distribution so the 452 null hypothesis was true. The bootstrapped evidence provides an intuitive measure of the 453 weakness of the evidence in such situations and should thus be a safeguard against weak or 454 inconclusive results. 455 456
Simulations of optional stopping 457 458
The BSE test has further advantages over classical inference based on significance thresholds. In 459 classical statistics, even when there is no true effect, it is theoretically possible to reach an 460 arbitrarily significant p--value, if data collection continues until the p--value passes the significance 461
threshold. This is known as "optional stopping", which is an incorrect but possibly widespread use 462 of classical statistics [4, 31] . Under the classical framework one should first define the expected 463 effect size a priori, perform a power analysis to see how large a sample is needed to detect this 464 effect with sufficiently high probability, and then collect those data without stopping until the 465 sample is complete. However, typically this is not realistic as one can often only make a vague 466 guess about the expected effect size. 467 468
The bootstrapped evidence does not suffer from this conundrum. First, even if a dubious optional 469 stopping strategy is used, the false positive rate is not inflated substantially. the false positive rates were only half that (10.3%), again reflecting the fact that it is based on a 490 non--parametric procedure that takes into account the anomalous distribution of the data. 491 492
This demonstrates that optional stopping based on symmetric evidence is far less problematic 493 than for classical statistics. In particular, sequential analysis until the bootstrapped evidence 494 reaches conclusive support for either H 1 or H 0 results in only minimal false positive rates even in 495 extreme situations. However, there is an even better optional stopping strategy that could be 496 employed in the bootstrapped evidence framework. When data collection continued until the 497 bootstrapped uncertainty, σ, was 0.2, the false positive rate for using ε>0.5 in the first scenario 498 (homoscedastic Gaussian data) was only 1.3%, while for the heteroscedastic data it was 7.9%. 499
This suggests that using a criterion uncertainty level is the most optimal strategy for minimizing 500 spurious findings in sequential analysis. 501 502
Example 1: Anscombe's quartet 503 504
Simulations are crucial for testing a method's performance because the ground truth is known. 505
However, for illustration I also apply the method to Anscombe's quartet [32] a famous 506 demonstration of the pitfalls of correlation analysis. It consists of four data sets, each comprising 507 11 pairs of variables, in which Pearson's correlation produces (almost) identical results (r=0.82, 508 p=0.002). Applying the BSE test reveals that while the data afford low but sufficient confidence 509
for the correlation in the first three data sets ( Fig. 6A --C), in the final example (Fig. 6D ) the 510 evidence clearly supports H 0 (ε=--1.4) because one influential outlier drives the correlation but the 511 remaining data are uncorrelated. 512 
522
Interestingly, the confidence in H 1 is actually subtly greater (ε=1) for the third example (Fig.  6C ) 523 than the first (ε=0.9, Fig. 6A ). This is because a single outlier contaminates the perfect correlation 524 in this example, whereas the first example contains noisy but normally distributed data. 525 526
The BSE does not distinguish strongly between the first and second examples (Fig. 6A,B ). The 527 second example contains a perfect relationship between x and y; however, it does not conform to 528 the linear relationship assumed by Pearson's correlation. Curve fitting can also be implemented in 529
the BSE framework (see Methods). Here we could compare a simple linear fit to polynomial 530 curves. The evidence for H 1 with a second--order polynomial is considerably greater (ε=1.6) than 531
for a standard linear model (ε=1). Interestingly, the BSE is also robust to overfitting more complex 532 models: the evidence for higher--order polynomials is weaker than for the second--order (third--533 order: ε=1.3; fourth--order: ε=1). 534 535
Example 2: Links between visual cortex surface area and perceptual function 536 537 I further applied the BSE test to published experimental data that showed correlations between 538 the size of early visual areas and perceptual function. These studies hypothesized that the 539 transmission speed/strength of lateral connections running tangential to the cortical surface is 540 reduced for individuals with larger cortical surface areas. In the first two studies, this should 541 manifest as an anti--correlation between the strength of the Ebbinghaus illusion and V1 surface 542 area [33, 34] . Classical statistics confirmed this hypothesis in both studies (Fig. 6E,F) . However, 543
according to the BSE the findings of the initial study were inconclusive (r=--0.4, p=0.028, ε=0.3). 544
The second study used a more sophisticated design producing more compelling evidence for this 545 link (r=--0.38, p=0.006, ε=0.7; note, however, that this study also normalized V1 area by the whole 546 cortical surface area to control for non--linearity issues and other confounds. For the sake of 547 consistency with the other findings I chose not to apply this correction here). 548 549
The third study [35] reported a linear relationship between the speed of travelling waves in 550 binocular rivalry and the surface areas of V1 and V2. Classical statistics were very similar for both 551 regions (r=0.67, p=0.0001). However, the bootstrapped evidence was in fact lower for V1 ( Fig. 6G;  552 ε=0.8) than V2 ( Fig. 6H; ε=1 .1), possibly because influential outliers affected the former. 553 554
Other statistical tests 555 556
The BSE test can also address many other questions. One simply needs to change how the effect 557 size is calculated and how data are resampled during bootstrapping (see Methods). For example I 558 also ran simulations for comparing the means of two samples ( Fig. 5 and Supplementary Fig. 1 ). 559 560 
565
Example 3: reassessing evidence for precognition 566 567
A few years ago a psychology study reported experimental evidence for the proposition that 568 participants had precognitive abilities [16] . This study was criticized as an illustration of the 569 shortcomings of classical inference: Bayesian reanalysis found little evidence in favor of 570 provide convincing support for precognition. It is noteworthy that despite a large sample size of 580 1222 participants, even the web--based study 3 only produced inconclusive evidence (ε=--0.1). This 581
illustrates that in comparison to classical inference, the BSE is far less susceptible to the inflation 582 of "significant" findings with large sample sizes. Taken together this suggests that the available 583 data do not provide conclusive evidence for either H 1 or H 0 . 584
