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SUMMARY
This research improves the experimental setup for non-contact nonlinear reso-
nance ultrasound spectroscopy (NRUS) developed by Maier et al. [1] and enhances
the post processing to increase the operator-independence and lower the influence
of environmental changes on the measurement by modifications in the measurement
procedure and the post processing.
Furthermore, the influence of ambient temperature is theoretically described. This
theoretical approach is valuated on data collected with a temperature measurement
added to the NRUS measurement setup. This approach could simplify the measure-
ment procedure in the future by using the temperature measurement.
The improved measurement setup is then used to study thermal aging by mea-
suring the non-classical hysteretic nonlinearity parameter α of the ferritic martensitic
steel Cr9Mo1 at increasing thermal aging time. The results are compared to other
monitoring techniques such as hardness, Young’s modulus and quadratic nonlinearity
parameter β. α and β show surprisingly analogous functional dependency on thermal
aging.
To gain more insight about the microstructural effects and how they effect both
nonlinearity parameters, the results are also compared to an in the same way mon-
itored thermal aging process of a 17-4PH precipitate hardening stainless steel. The
study is concluded with a hypothesis which can explain the observed functional de-




1.1 Motivation and Objectives
The ferritic martensitic steel Cr9Mo1 is widely used in power plants and other ap-
plications involving high temperature and high pressure applications [2]. The steel is
mainly valued for its creep strength at high temperatures and relatively good corro-
sion resistance. Increased demand for higher power plant efficiency to reduce pollu-
tion, carbon dioxide emissions and cost of primary energy sources requires exposure
to higher temperatures. The past development on 9–12% Cr steels has enabled the
power plant industry to increase the steam pressure and temperature in steam power
plants. This has led to an increase in efficiency from 30−35% to 42−47% and a carbon
reduction of approximately 30% [3]. To further increase the efficiency an exposure to
even higher pressures and temperatures is necessary. It is of great interest to monitor
the thermal aging of critical structures in these facilities. Nondestructive evalua-
tion (NDE) has proven to be able to assess damage and thermal aging in an early
stage. The most commonly used linear ultrasonic techniques are capable of detecting
macroscopic damage such as cracks or determining stiffness parameters. However,
early stages of damage and material features much smaller than the wavelength of
the ultrasonic wave are not detectable.
Nonlinear ultrasonic techniques have been proven to be able to detect material
features below the wavelength of the ultrasonic wave by analyzing effects originated
in the nonlinearity of the material. These techniques monitor for instance second
harmonic generation or shift of resonance frequency.
Nonlinear resonance ultrasound spectroscopy (NRUS) quantifies the resonance
1
frequency shift for changing strain amplitude and has been shown to be able to
monitor microstructural changes in the material [1].
The objective of this research is to further improve the measurement technique
proposed by Maier et al. in [1]. This setup uses a non-contact air-coupled excitation
and non-contact response measurement with a laser vibrometer. Furthermore, the
environmental influences are further examined and new techniques to ensure maxi-
mum reproducibility and operator-independence are searched. This improved NRUS
should then be used to monitor the thermal aging in Cr9Mo1 specimen to get a more
in depth knowledge of microstructual changes and how they effect the non-classical
nonlinearity parameter α.
1.2 Structure of the Thesis
After introducing the reader to the topic and the motivation behind the nonlinear
techniques, chapter 2 gives a brief introduction to nonlinear elasticity and the basics
of wave propagation.
The next part, chapter 3, describes the material used in this study and introduces
the preliminary measurements done in other research.
Chapter 4 gives insight how the α measurements were executed and describes
some improvements to obtain a higher precision.
In chapter 5 a temperature measurement, which is added to the measurement
setup, is explained and the dependency of the resonance frequency to the temperature
is theoretically and experimentally examined.
Chapter 6 evaluates the results of nonlinear measurement and the temperature
dependency. Furthermore, the findings are compared to other research done on the
precipitate hardening steel 17-4PH. Based on this interpretation, chapter 7 draws a





For precise description of the mechanical behavior of most solids it is necessary to
assume the stress-strain relationship to be nonlinear. For many applications Hooke’s
Law, which assumes a linear elastic relationship between the stress σ and the strain ε
with Young’s Modulus E as the proportionality factor, is sufficient. The linear elastic
assumption is not enough in order to explain the generation of higher harmonics
upon propagation, resonance frequency shifts as well as slow dynamic effects. Thus,
nonlinear terms are introduced so that the constitutive equation contains terms of
different orders and a hysteretic term and is given by
σ =
∫
K (ε, ε̇) dε (2.1)
with the nonlinear and hysteretic modulus
K (ε, ε̇) = K0
(
1− βε− δε2 − α[ε̂+ ε · sign (ε̇)] + ...
)
(2.2)
where K0 is the linear modulus, β and δ are the quadratic and cubic classical non-
linearity parameter, α is the nonclassical hysteretic nonlinearity parameter, ε̂ is the
local strain amplitude and sign (ε̇) is the sign function applied to the strain rate [4].
Figure 2.1 gives a schematic overview over the different contributions by each
parameter by showing the linear stress-strain relationship together with the effect of
each nonlinear parameter separately.











Figure 2.1: Overview of the nonlinearity parameters contributing to the constitutive
equation. Adopted from [4].
the material and on localized strain present in the material. This strain is caused
by microstructural features such as dislocations and precipitates. [5] Classical lattice
nonlinearity arising from weak anharmonicity of the interatomic potential also con-
tributes to β [6]. However, the dislocation contribution to β can greatly exceed that
of the lattice anharmonicity [5]. To describe these phenomena, many theoretical mod-
els have been developed, such as dislocation pinning, dislocation dipoles, precipitates
and microcracks [7].
Non-classical nonlinearity with hysteresis character and discrete memory (α) is
largely observable in nonlinear mesoscopic elastic (NME) solids. Many rocks are
classified in this class and the nonlinearity arises from the presence of soft defects
in an elastic matrix. As opposed to classical lattice nonlinearity, this is considered
as non-classical nonlinearity [6]. Experiments have shown that damaged classical
elastic materials can behave as mesoscopic elastic materials [8] and damage is not
only detectable on macro-defects, but even on a much smaller scale, i.e. microcracks,
pores and soft bonding regions between material grain [9].
Based on the work of Preisach and Mayergoyz [10], Guyer et al. [11] developed
a phenomenological model to describe the hysteretic behavior and discrete memory
effect of mesoscopic-elastic materials. The model, called P-M space model, describes
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Figure 2.2: Schematic of an hysteretic element with opened length Lo, closed length
Lc and according threshold stresses σo and σc. Adopted from [11].
the material as a chain of hysteretic elements. Every element is either open or closed.
The behavior of one hysteretic element with opened length Lo, closed length Lc and
according threshold stresses σo and σc is represented in figure 2.2. Starting with a
stress lower than σo the element is opened and stays like this for increasing stresses
until it exceeds σc. Above this stress the element is always closed. When the stress
is lowered again, the element follows the lower path in the figure. A large number of
these elements with varying Lo, Lc, σo and σc models the mesoscopic-elastic material.
To keep track of which element is opened or closed for varying stresses on the ma-
terial, the ”P-M space” is useful. A diagram of this representation is shown in figure
2.3. The characterizing stresses σo and σc of each element are used as coordinates in
this diagram. Each element could be illustrated by a colored dot if it is opened and
black dot if it is closed. When the applied stress on the material is zero all hysteresis
are in the opened state and a colored triangle below the identity line appears in the
diagram. All elements are in this area because σo has to be always smaller than σc.
For instance, suppose the material is taken through the stress history 0, σA, σB,
σA′ , σC , σD, σC′ and 0. Starting from zero stress all elements are opened. At state
A all elements with σc < σA are closed. All elements are in closed state at B. When
the material is subsequently released to state A′, the stress-strain relation follows the
5
P-M Space Stress-Strain Hysteresis
0 A B A′ C D C ′ 0
Figure 2.3: P-M space visualized for the stress history 0, σA, σB, σA′ , σC , σD, σC′
and 0. The P-M space is visualized with all hysteresis elements in the opened state
(top left) and for the stress history (small diagrams on the bottom). The resulting
stress-strain hysteresis curve is displayed on the top right. Adopted from [11].
upper hysteresis curve. Although the stresses σA and σA′ are equal, the corresponding
strains differ from each other. In the P-M space releasing stress is represented by
horizontal lines getting colored. It becomes obvious that the material is in a different
elastic state when looking at the visualizations. The P-M space reveals that a different
amount of hysteretic elements are opened.
The loop C, D and C ′ demonstrates the phenomenon of discrete memory. Point
C is only reachable when traveling this specific outer loop. Thus, it is only possible to
travel the inner loop when traveling the outer loop before. Furthermore, the stress-
strain trajectory of the outer loop is independent of the inner loop. The path would
be the same whether or not traveling the inner loop in-between.
A quantitative theory of damping and modulus changes due to dislocations in
metals is given by Granato and Lücke [12]. This model explains hysteresis of crystal
materials and especially the strain-amplitude dependence of this loss. It is assumed
6
Figure 2.4: Dislocation pinning. The mechanism of dislocation pinning is visualized
for increasing stress from A to G (left). The resulting stress-strain hysteresis curve
with the hatched area indicating hysteretic losses is displayed on the right. Adopted
from Granato and Lücke [12].
that the material contains a network of dislocations. The length of a loop is deter-
mined by the intersection of the network loops. Impurity particles in the lattice pin
the loops further down. This way two characteristic lengths are established: The
network length LN and the distance LC between the impurities. An applied external
stress causes, additionally to the elastic strain, a so-called dislocation strain which is,
in general, a function of frequency. However, this stress-dislocation strain law is inde-
pendent of frequency in the low kilohertz range (quasi-static behavior). Qualitatively,
the reaction of a dislocation line to increasing external stress is illustrated in figure
2.4. In the figure the stress is increased from left (A) to right (G). For zero applied
stress the dislocation line is pinned down by the impurities on the full length LN (A).
For increasing load the loops of length Lc start to bow out (B). Until the breakaway
stress is reached, the effective modulus of the stress-dislocation strain curve is deter-
mined by Lc. The dislocation line detaches from the impurity particles between steps
(C) and (D). This causes a large increase of dislocation strain while the stress stays
the same. After the loop is not longer pinned down by the impurities with distance Lc
the characterizing length is LN and the modulus of the stress-dislocation strain curve
7
is lower (D-E). Further increase in the applied stress finally leads to an irreversible
detachment and formation of a closed dislocation loop (F-G). For relaxation (D-A)
the path in the stress-dislocation strain graph is different and thus hysteretic losses
appear (indicated by the hatched area in figure 2.4). For the whole decrease in stress
the network length LN determines the modulus and the dislocation line is not pinned
to the impurities until A. Thus, the loss is proportional to the enclosed area of the
hysteresis loop. Granato and Lücke further describe a frequency dependent dynamic
loss which is due to a phase lag of the oscillating stress. Therefore, this loss is clearly
frequency dependent since it has a resonance type character. It is largest close to the
resonance frequency, determined by the loop length, and disappearing for low and
high frequencies.
2.1.1 Resonance Ultrasound Spectroscopy (RUS)
Resonance Ultrasound Spectroscopy (RUS) is a linear ultrasonic technique to extract
the elastic constants of a sample with known geometry, density and resonance fre-
quencies. High accuracy can be achieved as long as the geometry is well defined and
the material is homogeneous [13]. In this work thin bar specimens are used and lon-
gitudinal vibration modes are considered. Thus, only the one-dimensional Young’s
modulus E can be acquired.
2.1.2 Nonlinear Resonance Ultrasound Spectroscopy (NRUS)
Nonlinear Elastic Wave Spectrocopy (NEWS) embodies a wide range of methods to
examine damage in materials. These methods are based on the effects caused by
material nonlinearity such as distortion, generation of harmonics or frequency shift
over driving amplitude in resonance conditions [8]. Nonlinear Resonance Ultrasound
Spectroscopy (NRUS) is a subset of NEWS and measures the change of resonance
frequency as a function of amplitude and can consequently be understood as an exten-
8
Figure 2.5: Typical resonance response of a material with nonclassical hysteretic
nonlinearity. The dots indicate the maximum of every curve. A shift to lower fre-
quencies at higher excitation amplitudes is visible.
sion of the linear RUS method. Figure 2.5 shows a typical response of a nonclassical
hysteretic material for increasing excitation amplitudes. The shift to lower frequen-
cies indicates a material softening for higher amplitudes. The hysteretic nonlinearity




with the resonance frequency at an infinitesimal small amplitude f0, the shift of
resonance frequency ∆f and the strain amplitude ε̂.
In previous research the NRUS method was applied to a wide range of materi-
als, including rocks, composites, bones and metals. The material is generally excited
with impact hammers [14], electromagnetic acoustic transducers [15], loudspeakers
[8], piezo-electric transducers [16] or in recent research also with electromagnetic
excitation [17]. To receive the signal contact-based piezo-electric transducers, ac-
celerometers or noncontact detection with laser vibrometers are commonly used.
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2.1.3 Second Harmonic Generation
Second harmonic generation (SHG) is a method which has been shown to be able
to detect microstructural changes in metals [5]. When a monochromatic wave is
propagating through a nonlinear elastic material the interaction with microstructural
features generates higher harmonic waves. Thus, waves are formed with frequencies
which are an integer multiple of the initial frequency. This effect is quantified with
the classical quadratic nonlinearity parameter β. The second harmonic amplitude A2
can be related to the first harmonic amplitude A1 with the the classical quadratic









where κ is the wavenumber and x is the propagated distance. Thus, β · κ2
8
acts as the
proportionality factor between the fraction of the second harmonics amplitude and




Because only electrical amplitudes are measured and effects of the experimental setup
are not considered only the relative classical quadratic nonlinearity parameter β′,
defined by
β ∝ β′ = A2
A21x
(2.6)
is acquired. By measuring the amplitudes of the fundamental frequency (first har-
monic) and the second harmonic for different propagation distances, data pairs are
gathered. According to equation (2.6), the nonlinearity parameter β is then deter-
mined by the slope of a linear fit to this data.
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Figure 2.6: Thin bar specimen with length L and cross-section A. Adopted from
[18].
Figure 2.7: Arbitrary segment with length dx of the thin bar. Adopted from [18].
2.2 Wave Propagation in Materials
The following section describes the one-dimensional longitudinal behavior of thin
bars and will introduce the stress, strain, longitudinal wave equation and the natural
frequencies of a thin bar in free-free boundary conditions as shown by Kinsler [18].
2.2.1 Longitudinal Waves in a Thin Bar
Consider a thin bar with cross section A and length L whose main axis is oriented
along the x-axis (Figure 2.6). All movement is to be considered uniform in any cross
section. As shown in figure 2.7 an arbitrary segment of length dx is confined by
a cross section at x and at x + dx. Assume a longitudinal force which causes a
displacement of the cross sections by u = u(x, t) to the right. Thus, the left-sided
limitation of the segment is displaced by u(x, t) = u and the right end moves a
distance of u(x+dx, t) = u+du in the positive x direction. For infinitesimal small dx
the displacement u(x+dx, t) can be represented by the first two terms of the Taylor’s
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Figure 2.8: Free body diagram of the segment with length dx. Adopted from [18].
series expansion of u with respect to x:




Since the left and the right end of the segment move, the length after the deformation
is given by
u(x+ dx, t)− u(x, t) = u+ du− u = du = ∂u
∂x
dx. (2.8)











defines the strain as a function of t and x. The displacements u(x, t) of the cross
sections of the bar are caused by the continuous force F (x, t) which acts at every
cross section. Consequently, on the left end of the segment a force F = F (x, t) is
acting. On the right end the force F + dF = F (x + dx, t) is acting. Figure 2.8
shows the free body diagram of the segment of length dx. The right force can also be
described by the first two terms of the Taylor’s series expansion of F (x, t) at x,





Assuming small strains it is possible to locally apply Hooke’s Law, which gives a
proportional relation between strain and stress:
σ = E · ε⇔ F = EA · ε, (2.11)
where E is the Young’s Modulus, ε is the strain and the stress is defined as σ = F
A
.
Together with equation (2.9) and (2.10) this leads to




The mass of the segment is
dm = Aρ · dx. (2.13)
where ρ is the mass density of the material. Because dx and thus du are considered
infinitesimal small, the center of mass is assumed to move with the left limiting plane
and thus the acceleration a of the segment is given by the second partial derivative









dx = Aρ · dx · ∂
2u
∂t2
















is the phase velocity. The complex harmonic solution for the longitu-
dinal wave equation is given by




where A and B are the amplitudes of the right and left traveling waves and k is the
wavenumber.
2.2.2 Longitudinal Eigenmodes of a Thin Bar in Free-Free Boundary Conditions
In free-free boundary conditions the two ends of the bar are assumed not to transmit
any forces. This directly implies that the two ends have to be stress and strain free.





is equal to zero at x = 0 and x = L. The first boundary condition leads to
A−B = 0⇔ A = B. (2.18)
Thus, right and left traveling waves always have the same amplitude and (2.16) re-
duces to
u = A eiωt · (eikx + e−ikx) = 2A eiωt · cos(kx) (2.19)
The boundary condition at x = L gives
−2Ak eiωt · sin(kL) = 0. (2.20)
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Figure 2.9: Three exemplary longitudinal modes of a thin bar in free-free boundary
conditions. The three graphs display the displacement u of the first three natural
frequencies. Adopted from [18].








with n = 1, 2, 3, . . . (2.21)
These natural frequencies correspond to eigenmodes which are described by
un = 2An e
iωnt · cos(knx) with kn =
2πfn
c
, ωn = 2πfn (2.22)
and the first three eigenmodes are visualized in figure (2.9). This modes are so-called
standing waves. This means the oscillation is solely described by a space dependent
sinosoid. In (2.22) this part is represented by cos(knx). Time dependent is nothing
but the amplitude (2An e
iωnt). As expected in free-free boundary conditions the







In the past, 9-12%Cr ferritic martensitic steels have attracted attention due to their
high temperature performance. While these steels comply with the requirements for
ultimate strength, creep strength and corrosion resistance, they are relatively cheap.
Alternatives have poor thermal cycling capabilities (austenitic steels) or are around
ten times more expensive (nickel based superalloys). In the 1950’s the 12CrMoV
steel X20 was developed. It marked a significant increase in creep strength compared
to materials existing at this time. The modified Cr9Mo1 steel P91 (1970’s) further
improved and P92 (1980’s) even doubled the creep strength of X20. Improved creep
resistance is achieved by adding relatively small amounts of elements like vanadium
(V), niobium (Nb), nitrogen (N), tungsten (W) and boron (B). [19]
In this work the modified ferritic martensitic steel Cr9Mo1 is examined. This steel
has attractive properties for the power plant industry where high temperatures and
high pressure are present. It is valued for its sufficient ultimate strength, low thermal
expansion, resistance against corrosion and oxidation, adequate fatique resistance and
high creep strength at service temperatures up to 650◦C. Furthermore, 9%Cr steel is
relatively cheap compared to other materials which meet the same requirements. [20]
3.1.1 Chemical Composition and Mechanical Properties
The main alloy elements of modified Cr9Mo1 steel are chromium (Cr) and molyb-
denum (Mo). The full chemical composition is showed in table 3.1. Chromium is
the main alloying element and ensures satisfying hot corrosion and high temperature
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Table 3.1: Chemical Composition of modified Cr9Mo1.
Element C Mn P S Si Cu Ni Cr
Percentage [%] 0.117 0.443 0.02 0.0005 0.33 0.09 0.153 8.888
Element Mo Al Nb V Ti N
Percentage [%] 0.862 0.011 0.073 0.192 0.003 0.0451
Table 3.2: Mechanical properties of modified Cr9Mo1.
Yield strength R0.2% 620 MPa
Tensile strength Rm 755 MPa
Elongation A50 26 %
Vickers hardness 235 HV10
oxidation resistance. Molybdenum is a the second important alloy and is needed for
solution strengthening and improves the creep strength. The mechanical properties
are summarized in table 3.2.
3.1.2 Heat treatment of Cr9Mo1
The material as it is received is normalized and tempered. The normalizing is done
at 1050◦C. At this temperature, after a holding time of typically one to two hours, a
fully austenitic microstructure is obtained. After cooling in air at room temperatures
the steel becomes fully martensitic with a high dislocation density. The steel is hard
and brittle at this point. To recover ductility the steel is tempered at 770◦C.
3.1.3 Thermal Aging
Thermal aging induces forming of precipitations in certain alloy steels and causes an
increase of the hardness. The initially supersaturated element segregates by diffusion
and forms finely distributed precipitations. These impurities hinder the free sliding
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Figure 3.1: Geometry of the NRUS samples. All units are in mm.
Table 3.3: Heat treatment of samples.
Sample Designation Temperature [◦C] Time [h]
Sample A 650 0
Sample B 650 200
Sample C 650 500
Sample D 650 1000
Sample E 650 1500
Sample F 650 3000
motion of dislocations and deformation requires higher external forces. Thus, this
hardening effect is based on the increased number of precipitats which prevent dislo-
cations to move freely and ultimately leads to a higher yield stress. This precipitation
process can be divided into three stages: nucleation, growing and coarsening. Nucle-
ation describes the aggregation to precipitates at for instance latter defects, growing
is indicated by an increase in radius of the precipitates and coarsening describes the
process when large precipitates start growing on the expense of smaller ones.
3.1.4 Specimen Preparation
Figure 3.1 shows the geometry of the specimens prepared for the NRUS measurement.
They have a length of 100 mm and a cross section of 10 mm times 10 mm. Sufficient
length to width ratio ensures that the pure longitudinal modes are excited. The heat
treatments the samples undergo are listed in table 3.3. There are six specimens which
are isothermally heat treated for 0 h, 200 h, 500 h, 1000 h, 1500 h and 3000 h respec-
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(a) (b)
Figure 3.2: Rockwell C Hardness against heat treatment holding time at 650◦C.
The plots (a) and (b) show the same data, but (b) is plotted with a logarithmic
x-axis. The filled dots indicate the hardness measurement after tempering without
additional thermal aging. The x-axis in (b) is broken, because it is not possible to
display 0 at a logarithmic scale.
tively. In the beginning the steps between exposure times are small to investigate the
early stages of thermal aging more closely. The heat treatment was done for pieces
with size approximately 200 mm ×45 mm ×13 mm. The NRUS specimens are then
EDM-cut and the two end faces are sanded up to 2000 grid.
3.1.5 Material Condition
The following tests have already been performed by Marino et al. [21]. The measure-
ments of hardness and classical quadratic nonlinearity (β) were performed on bigger
specimens from which the smaller specimens for the NRUS measurements of this re-
search were cut out. Thus, assuming the EDM-cutting of the thin bars did not change
the microstructure, all measurements are done on specimens in identical conditions.
Rockwell C Hardness Measurements
Figure 3.2 shows a clear decrease of hardness for rising heat treatment time. Marino
et al. [21] describe the behavior as a drastic decrease up to a holding time of 500 h
and a gradually decreasing hardness for longer heat treatments (see (a)). The same
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data plotted in (b) with logarithmic x-axis shows linearity. Thus, the behavior could
be described as a logarithmic decline after a strong drop in the early stages of thermal
aging.
Similar results are reported by Pešička et al. [22] and Wendell et al. [23]. Both
studies also investigated modified Cr9Mo1 but their data show the evolution of hard-
ness beginning from the martensitic state (after austenitizing and air cooling). The
hardness measurements performed by Marino et al. show the hardness-heat treatment
time dependence after an initial tempering at 770◦C. However, the relative decrease
in hardness per decade, which the two studies report, almost coincide. Thus, the
logarithmic dependence of the measured hardness is valid for a long range of heat
treatment times. The decrease of hardness suggests that the dislocation density also
decreases logarithmically over heat treatment time.
Classical Quadratic Nonlinear Parameter β
On the identical material used in this research, the classical quadratic nonlinearity
parameter β was measured for all six heat treatment states. The measurements were
done on bigger samples (200 mm × 45 mm × 13 mm) because of functional restric-
tions of this nonlinear Rayleigh wave technique due to a minimum wave propagation
distance and an adequate contact surface for the exciting transducer wedge. Figure
3.3 shows the experimental results acquired by Marino et al. [21] for the relative
quadratic nonlinearity parameter β′ divided by the mean value of the normalized and
tempered state (0 h heat treatment). The error bars indicate the highest and lowest
value measured for each specimen. The last specimen has the largest error bars with
a width of about 10 %. Despite that, the general trend is clearly recognizable. The
figure shows an initial rapid decrease of β′, followed by a increase after 500 h which
even exceeds the initial value of β′. The drop in the beginning of about 30 % is
explained by Marino et al. with the reduction of the dislocation density in this phase.
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Figure 3.3: Normalized β against heat treatment time. The circles represent the
mean value of all measurements for one specimen while the error bars indicate the
highest and lowest value measured. The results are taken from Marino et al. [21].
The increase to 113 % of the initial value is reasonable because of precipitation nucle-
ation and growth. Marino et al. conclude that the acoustic nonlinearity parameter is





4.1 Non-Contact Nonlinear Resonance Ultrasound Spectroscopy for Thin
Bars
In this section, the experimental setup, first developed in [1] by Steffen Maier and then
improved in this research, is introduced. This setup uses a non-contact air-coupled
excitation. Thereby, unwanted influences of contact points are avoided. Because this
NRUS measurement is based on the longitudinal resonance, it is especially important
to avoid contact in the extension of the propagating direction. By avoiding contact,
there is a high impedance mismatch at the two ends of the specimen and the interfaces
lead to strong reflections.
4.1.1 Experimental Setup
A schematic of the experimental setup is shown in figure 4.1. A picture of the setup,
as it is realized, can be found in figure 4.2. To realize best possible free-free boundary
conditions, the thin bar specimen is positioned horizontally with two wire loops. For
very small amplitudes and especially for longitudinal movements, this setup ensures
sufficiently little constraints to the specimens movement. The laser vibrometer detects
the out-of-plane velocity at one end of the sample. Thus, only longitudinal movement
is detected. The sample’s other end is excited by the air-coupled transducer which is
extended with a focusing horn to maximize the energy transfer to the resonator. The
laser vibrometer and the combination of transducer and focusing horn are attached
to linear stages to be able to adjust the distances to the specimen as well as to
ensure that the specimen is excited symmetrically and the movement is read at the
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Figure 4.1: Schematic of the NRUS experimental setup. Adopted from [9].
Figure 4.2: Picture of the NRUS experimental setup. Adopted from [9].
center of the end-plane. The transducer is driven by a E&I power amplifier which
increases the amplitude output of the function generator by 55 dB. The oscilloscope
reads the output of the laser vibrometer. The function generator is connected to
the oscilloscope and triggers at the beginning of the linear sweep. This way the
generation of resonance curves and the recording of the response are synchronized.
The measurement is fully automated by a LabView routine which controls the function
generator and the oscilloscope. The time domain signal is saved as a human readable




To excite the sample, a NCG50-D50 circular non-contact transducer by The Ultran
Group is used. This piezoelectric transducer has a diameter of 50 mm and a nominal
frequency of 50 kHz and is used with a peak-to-peak driving amplitude up to 104 V,
which is well under the limitations for continuous load.
Power Amplifier
A E&I 1040L power amplifier drives the transducer. The nominal amplification is 55
dB so that the peak-to-peak voltage of the function generator is multiplied by about
560. The amplifier is capable of outputting 400 Watts, covers frequencies between 10
kHz and 5 MHz and achieves a gain flatness of ±1 dB. [24]
Function Generator
For generating sinusoidal frequency sweeps, an Agilent 33250A function generator is
used. While keeping a constant amplitude, the frequency is linearly increased between
set boundary frequencies. The function generator is capable of generating a signal
with peak-to-peak voltage of 20 V.
Laser Vibrometer
A Polytech 1-dimensional laser doppler vibrometer is used in this research to measure
the out of plane velocity at the end-face of the specimen. It is capable of measuring
the velocity in a high frequency range. Build in low- and high-pass filter are set to
100 kHz and 100 Hz, respectively. In advantage to other techniques to monitor the
movement, a laser vibrometer does not interfere with the measured system. Other




A Tektronix DPO5034B oscilloscope is used to measure the output of the laser vi-
brometer.
4.1.3 Measurement Procedure
The measurement principle for NRUS is a resonance frequency shift for increasing
strain amplitude. When exciting the specimen with a frequency it will start vibrat-
ing with the same frequency. If the excitation frequency is close to a specific natural
frequency, the amplitude will be significantly higher. In this case the excitation fre-
quency is close to a resonance frequency of the specimen. To measure the resonance
frequency as well as the resonance amplitude, the specimen is excited with a linear
frequency sweep. This sweep is centered around the expected resonance frequency,
which causes the response received by the laser vibrometer to have a maximum ap-
proximately at the center of the signal. This maximum represents a value pair of
resonance frequency and resonance amplitude. The resonance curves are done for
equidistant excitation amplitude steps. To be able to compensate for temperature
variation and other environmental influences, every second measurement is a reso-
nance measurement done at a reference excitation amplitude. Figure 4.3 visualizes
the sequence of excitation amplitudes for a measurement. The measurements rep-
resented by the red dots are done for progressively increasing excitation amplitude
and are called measurement for varying excitation amplitudes (MVA). The black dots
symbolize the measurements at reference excitation amplitude (MRA).
26
Figure 4.3: Excitation Amplitude Sequence of 25 measurements. The N = 12 red
dots indicate measurements with increasing excitation amplitudes whereas the black
dots are measurements at constant excitation amplitude.
4.1.4 Post-processing
The large amount of data gathered during the measurement is analyzed in Matlab.
All time domain signals are analyzed in order to find the resonance frequency as
well as the resonance amplitude. In the following, the procedure is explained with
an exemplary signal. Figure 4.4 shows the time domain signal with an applied win-
dow function, which reduces the leakage effect caused by the finite duration of the
signal. The plot in figure 4.5 represents the frequency domain response, generated
by a Fast Fourier Transform (FFT). The maximum value of the Fourier transform
is determined and a third order polynomial approximates a small range around the
peak. The maximum of the polynomial represents a value pair of resonance frequency
and corresponding resonance amplitude. This procedure is repeated for all the sig-
nals generated at increasing excitation amplitudes (see Figure 4.3) and the results for
the varying amplitudes are visualized in figure 4.6. The resonance frequencies clearly
show a shift to lower values for increasing excitation amplitudes. The nonclassical





Figure 4.4: Time domain signal with an applied window function.
with the resonance frequency at an infinitesimal small amplitude f0, the change of
resonance frequency ∆f = f − f0 and the strain amplitude ε̂. The resonance fre-
quency at vanishing excitation amplitude is determined by fitting a line to the found
maximum values of the resonance curves. The linear fit is then evaluated at zero
amplitude to acquire f0. Because the laser vibrometer measures the end-plane veloc-
ity, which is not directly related to the maximum strain in the specimen, an analytic
relationship between velocity and strain is necessary. This relationship relies on the
geometry and the assumption of pure harmonic waves. As described in chapter 2, the
displacement throughout the thin bar specimen in case of resonance is expressed as
un = 2An e
iωnt · cos(knx) with n = 1, 2, . . . . (4.1)





Figure 4.5: Frequency domain response, generated by a Fast Fourier Transform
(FFT). The thick black line is a third order polynomial which approximates a small
range around the peak of the FFT and is used to determine the resonance frequency
and amplitude.
and thus, together with equation (4.1), the strain in case of resonance is
εn = kn · 2An eiωnt · sin(knx). (4.2)
The strain, like the displacement, is a standing wave in resonance conditions and the
maximum strain is present at the position defined by sin(knx) = 1 for all times t:
ε̂n = kn · 2An eiωnt (4.3)





and can be expressed in terms of resonance conditions as follows:
vn = iωn · 2An eiωnt · cos(knx). (4.5)
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Figure 4.6: Frequency domain responses, generated at increasing excitation ampli-
tude steps. The linear fit of the maximum values of each resonance curve is evaluated
at zero amplitude to determine f0.
As expected, the velocity is 90◦ phase shifted in time to the displacement as well as
the strain. The desired strain amplitude ε̂ is the magnitude of the complex valued
maximum strain ε̂n
ε̂ = |ε̂n| = kn · 2|An| (4.6)
and the maximum velocity, present at cos(knx) = 1, is














Figure 4.7: Plot of the maximum strain ε̂i against the relative resonance frequency
shift ∆fi
f0
with ∆fi = fi − f0 for i = 1 . . . N . The black solid line represents the best
linear fit in a least square sense (4.12).










and can consequently be determined by measuring the maximum velocity at the end-
planes. Together with equation (2.3) the relation between the measured physical







Figure 4.7 plots the maximum strain of the ith measurement ε̂i against the relative
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Figure 4.8: Frequency shift for varying excitation amplitude in comparison to the
reference measurements.
resonance frequency shift ∆fi
f0
with ∆fi = f0 − fi for i = 1 . . . N . The black solid line
represents the best linear fit in a least square sense. Thus the linear fit approximates










is minimal. The y-intercept of the linear fit has to be zero within numerical accuracy
because of the definition of ∆fi. With this procedure the nonclassical hysteretic
nonlinearity parameter α is found to be −5.29. The root mean squared error (RMSE)






and calculates to RMSE = 2.57 · 10−7. Under perfect ambient conditions, the ref-
erence measurements acquired in between the data points visualized in figure 4.7
should lead to constant results. Figure 4.8, which shows the results for the reference
measurements together with the results for varying excitation amplitudes, reveals a
change in resonance frequency for constant excitation. This is due to ambient temper-
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Figure 4.9: Schematic of the correction procedure adopted from Haupert et al. [6].
The corresponding green lines have the same length. The figure is based on fictional
data.
ature changes and shows that the results for α without correction are not meaningful.
Therefore, a methodology adopted from Haupert et al. [6] that compensates temper-
ature changes during the measurements, is included. This procedure takes the first
MRA as a baseline. Every MVA is then corrected by the difference of the according
reference measurement to the first reference measurement. The methodology is visu-
alized in figure 4.9. The measurements are equidistant in time and the approximate
time domain distance is 40 seconds. To minimize temperature deviations, the mea-
surement setup is enclosed in a simple cardboard cover. Nevertheless, the correction
largely changes the result of the measurement. The linear fit using the corrected




Originally, the specimen hung on two fixed length wires. The positioning relied on
friction and achieving precision was effortful. With the new fixture, the specimen
hangs in two loops whose two ends can be elongated or shortened. This way, within
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Figure 4.10: Schematic comparison of the old against the improved positioning.
The previous setup is displayed in (a) while the new fixture with screws to position
both ends of the specimen separately is shown in (b). (c) shows the side view of both
positionings.
its limits, a precise positioning in all six directions is possible. Figure 4.10 visualizes
both fixtures. The old fixture is displayed in longitudinal direction in (a). With the
new setup, displayed in (b), the position can be adjusted by turning the screws in or
out. The two screws furl the wire so that it can be elongated or shortened. Because the
specimen hangs in two wire loops, the second loop prevents it from rotating around
its long axis. The side view is displayed in (c). The new fixture adds constraints
in the transversal direction. However, the longitudinal direction, important for this
measurement, stays unaffected.
Measurement Procedure
The measurement procedure stays almost unchanged. However, the excitation am-
plitude sequence is varied. Instead of executing 12 MVAs with 13 MRAs, the α
measurement is expanded to 48 MVAs and 48 MRAs. This way the measurement
can run longer without disturbance. Furthermore, the excitation amplitude sequence
is changed so that when executing the MVAs the excitation amplitude is not exclu-
sively raised. During one α measurement, the excitation amplitude is raised up to the
maximal value, decreased to the lowest value and then increased and decreased again.
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Figure 4.11: New excitation amplitude sequence. The excitation amplitude is not
exclusively raised during the measurement. It goes up and down between the maxi-
mum and minimum amplitude.
The new sequence is displayed in figure 4.11. The advantage of this modification is
that possible ambient effects, material effects like slow dynamics or discrete memory
and changes in the measurement equipment, like warming of the transducer act with
opposite sign on the measurement.
For example, suppose a linear increase of the environmental temperature. This in-
crease will effect the measurement towards lower resonance frequencies and in section
A in figure 4.11 it leads to an increased shift of frequency and thus an overestimation
of α. In Section B, the still increasing temperature leads to a weakening of the shift
induced by the rising amplitude, so an underestimation of alpha. When all the data
is evaluated with a linear fit to obtain α this effect naturally cancels out.
Post Processing
The correction procedure adopted from Haupert et al. [6] uses the previous MRA
to correct for environmental effects. Because there is an approximate distance of 40
seconds between every measurement, this procedure does not account for the change
of the influencing effects in this time. When the influences change linearly over
time, this error is mostly constant and will not effect the quality and result of the α
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Figure 4.12: Schematic of the improved correction procedure. The corresponding
green lines have the same length. The figure is based on fictional data.
measurement. However, if there is a change of slope this error will as well change its
value. This can have a significant effect on the quality of the measurement. Because
the environmental effects can be assumed continuous, an easy method to improve
the correction to be slope independent is to refer a MVA to its both neighbors.
The influencing effect is assumed to change linear between the two MRA and as a
first approximation the mean resonance frequency of those two MRAs is used for
the correction of the MVA. A visualization of this improved correction is shown in
figure 4.12. To demonstrate the benefits of the improved correction procedure a
measurement with a (possibly) nonlinear ambient influence is shown in figure 4.13. In
(a) the resonance frequency of every measurement is plotted against the measurement
number. The black crosses, representing the MRAs, change slightly nonlinear over
the course of the measurement. In (b) and (c) the results of the simple correction is
compared to the improved correction. The coefficient of determination decreases in
this example from 0.992 to 0.991. This new procedure is more robust against ambient
factors, thus the reproducibility of the measurement is enhanced.
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(a) Resonance frequency of MRAs (black crosses) and MVAs (red stars) against
measurement number.
(b) Corrected relative frequency shift
against strain amplitude. The values are
corrected by the simple correction
procedure. The coefficient of
determination of the linear fit visualized
in black is 0.992.
(c) Corrected relative frequency shift
against strain amplitude. The values are
corrected by the improved correction
procedure. The coefficient of
determination of the linear fit visualized
in black is 0.991.
Figure 4.13: Comparison of the correction method by Haupert et al. [6] and the
improved correction.
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Figure 4.14: Schematic of misalignment (a), roughness (b) and poor flatness (c).
Specimen Preparation
Special attention was given to the specimen preparation. To achieve best possible
resonance, the two end surfaces of the sample are carefully machined on the surface
grinder. In this way, it is assured that the reflecting surfaces of the resonator are
parallel and flat within high precision. The resonance in the specimen is based on
left and right traveling waves which interfere with each other in a way that the waves
form a standing wave (see chapter 2.2). Misalignment, roughness and poor flatness
causes (parts of) the waves to interact with the other walls of the specimen and thus
progressively deviate from the plane wave assumption. When a wave is reflected at,
for example, a misaligned surface, the wave will reflect along a propagation direction
not parallel to the main axis of the specimen. Additionally, every non-perpendicular
reflection will cause shear waves. Shear waves usually have a lower wave speed and
thus resonate at different frequencies and do not contribute to the desired resonance.




INFLUENCE OF AMBIENT TEMPERATURE
5.1 Temperature Measurement
The measurement setup is extended by a temperature measurement to better un-
derstand the different ambient effects influencing the measurement. To measure the
temperature, a thermally-sensitive resistor (called thermistor) with negative tempera-
ture coefficient (NTC) is used. The nonlinear dependence between temperature T and
resistance RT is determined by the component characteristics βth and R25 (resistance
at 25◦C):











All temperature values in (5.1) are given in Kelvin. Figure 5.1 shows a picture of the
used thermistor, which is out of the NTCALUG01A series by Vishay BCcomponents.
A detailed description of the thermistor can be found in the datasheet [25]. The
used NTC thermistor is characterized by βth = 4190 K and R25 = 100 000 Ω. The
thermistor is integrated in a simple voltage divider circuit, which is visualized in
figure 5.2. The circuit consists of a constant resistor (100 000 Ω) in series with the
thermistor. The voltage divider reduces the input voltage Vin to Vout. The output
voltage is dependent on the resistance of the thermistor and the resistance of the




· 100kΩ− 100kΩ. (5.2)
A simple laboratory power supply is used to ensure a constant voltage Vin = 17V .
The output voltage Vout is measured with the oscilloscope for the duration of the
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Figure 5.1: Image of the used thermistor. It has a nominal resistance of R25 =
100 000 Ω at 25◦C. The nonlinear resistance-temperature curve is characterized by
βth = 4190 K. [25]
Figure 5.2: Circuit to measure the resistance of the thermistor. The voltage divider
reduces the input voltage Vin = 17 V to Vout. The output voltage is dependent on the
resistance of the thermistor and is measured with the oscilloscope.
sweep and LabView records these values and saves the average. From equation (5.1)
and (5.2) follows
T (Vout) =












which gives the relationship between measured voltage Vout and the temperature at the
resistor T . Thus, the temperature can be recorded for each resonance measurement
(MVA and MRA). The temperature sensor is placed right next to the specimen to
ensure that both specimen and sensor are similarly influenced.
40
5.2 Theoretical Influence of Temperature on the Resonance Frequency
At room temperatures and for small temperature changes the Young’s modulus of
the specimen can be assumed to change linearly with temperature. Most common
steels behave linearly to temperature changes above about 100 K [26]. The behavior
of Cr9Mo1, the steel considered in this work, does not fall out of line [27]. Thus, the
Young’s modulus’ empirical dependence on the temperature T can be written as
E(T ) = E0 − aT (5.4)
where E0 is the Young’s modulus at zero Kelvin and a acts as a proportionality factor.
E0 does not have a physical meaning because the temperature behavior of the Young’s
modulus is highly nonlinear for temperatures close to the absolute zero.













with n = 1, 2, . . . (5.5)
When the Young’s modulus changes with temperature this will also effect the reso-
nance frequencies. From equation (5.5) directly follows that the resonance frequency




Equations (5.4) and (5.6) lead to the proportionality
f 2n ∝ T + b (5.7)
where b is a shift originated in equation (5.4).
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Figure 5.3: The square of the resonance frequency plotted against the temperature.
The black line represents the best linear fit in least squares sense.
5.3 Validation of the Theoretical Influence of Temperature on the Reso-
nance Frequency Based on Experimental Data
Figure 5.3 shows the square of the resonance frequency plotted against the temper-
ature, recorded during the MRAs. The black line represents the best linear fit in
least squares sense. The RMSE of the residuals between the data and the linear
fit is RMSE = 2469.62 Hz2. The coefficient of determination R2 is 0.996 and thus
indicates a strong linear correlation between temperature and the squared resonance
frequency. This very good agreement of the data points with a linear fit strengthens
the assumption that the deviation under constant measurement conditions is mainly
due to ambient temperature changes. Other effects (e.g. slow dynamics) would lead to
a deviation from this linear fit. Because of a value of R2 near 1 for this regression on
temperature, the influence of other environmental changes are by far of minor impor-
tance. Haupert et al. already suspected the dominating effect of ambient temperature
in [6]. This research strongly confirms this assumption.
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5.4 Young’s Modulus Measurement Based on Temperature Measurement
Linear resonance ultrasound spectroscopy (RUS) is used to extract the elastic constant
(Young’s modulus) of a specimen with known geometry, density and therefore known
resonance frequencies. The theoretical deviation in section 5.2 can be used to gain a
temperature dependent formulation of the Young’s modulus. Equation (5.7) states a
proportionality between the square of the resonance frequency and the temperature
shifted by b. The linear fit quantifies this dependence:
f 2n = AT +B (5.8)
with the slope A and intercept B of the linear fit. Together with equation (5.5)
n2E
4L2ρ
= AT +B (5.9)
follows. When solved for the Young’s modulus, one obtains




with the slope A and intercept B of the linear fit of f 2n over T . The specimen length
L, mass density ρ and modenumber n are determined by the experiment and are also
included in this equation. The data in figure 5.3 leads to the regression parameters
A = −8.16 · 105 Hz2
K
and B = 3.12 · 109 Hz2. Thus, the Young’s modulus turns out as
E(T ) = −6.17 · 107 Pa
K
· T + 2.36 · 1011 Pa. (5.11)
and can be evaluated at T = 20◦C = 273.15 K + 20 K by
E20 = E(293.15 K) = 217.55 GPa. (5.12)
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With this method, a temperature corrected measurement of the Young’s modulus is
possible and a precise climate chamber is not necessary. A major flaw of the presented





Non-contact nonlinear resonance ultrasound spectroscopy measurements are executed
as described in chapter 4. For each specimen the excitation amplitude sequence
visualized in figure 4.11 is run twice. Thus, one α measurement consists of 96 corrected
data points for varying excitation amplitudes. Between the two sequences there is
only a very short break to start the next sequence. The post processing is done for
all measurements of one specimen at once and only one final nonlinearity parameter
α is determined. Thus, the goodness of this measurement cannot be quantified by
representing the multitude of measured α. Instead, the coefficient of determination
R2 of the linear fit to acquire α serves as a quality measure. Table 6.1 lists the α
measurements for each specimen together with the corresponding R2. Figure 6.1
displays the measured α values for the specimen with errorbars representing the
standard error of α as estimated by the linear fit. The measurements show a strong
drop of |α| in the beginning of the heat treatment. After 500 h holding time the
absolute non-classical nonlinearity increases again and reaches a value close to the
initial state (0 h heat treatment). The initial drop lowers the |α| value to about 55
%. Thus, α seems to be highly sensitive to microstructural changes.
6.2 Influence of Ambient Temperature
It has been shown in section 5.2 that there is a linear relation between the temperature
T and the square of the n-th resonance frequency f 2n. An exemplary dataset strongly
confirms this correlation (section 5.3). Table 6.2 lists the coefficients of determination,
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α [-] R2 [-]
Sample A 0 −4.34 0.9956
Sample B 200 −2.67 0.9936
Sample C 500 −2.40 0.9874
Sample D 1000 −2.61 0.9363
Sample E 1500 −3.00 0.9961
Sample F 3000 −4.30 0.9920
Table 6.2: Coefficient of determination for the assumption of a linear relation be-







Sample A 0 0.08 0.9691
Sample B 200 0.23 0.9969
Sample C 500 0.51 0.9995
Sample D 1000 0.17 0.9936
Sample E 1500 0.43 0.9955
Sample F 3000 0.16 0.9957
which quantifies the goodness of the linear fit, together with the overall temperature
change during the measurement for all six specimen. The minimal R2 value of 0.9691
is observed at sample A, which also experienced the lowest change of temperature
during the measurement. All in all, a linear relation between the temperature and
the square of the resonance frequency could be confirmed for all the specimen.
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Figure 6.1: |α| of the Cr9Mo1 specimen plotted over heat treatment time. The
errorbars indicate ±2σ.
6.3 Young’s Modulus Measurement Based on Temperature Measurement
The procedure described in section 5.4 leads to a Young’s modulus at 20◦C for every
specimen. The results are listed in table 6.3 and displayed in figure 6.2. The Young’s
modulus experiences a step from around 217 GPa to 218 GPa at the first heat treat-
ment and then stays at about the same level. A slight decrease of the Young’s
modulus at higher heat treatment times is only supported by one measurement and
thus will not be considered in this work. All in all, the changes in E are below 0.6
% compared to the initial value and are thus very weak. Taking into account that
the effect of the amplitude is not considered, these small changes are not significant.
However, these measurements show that the measurement of Young’s modulus does
not strongly react on microstructural changes and is not sufficient to monitor them.
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Sample A 0 216.97 0.9691
Sample B 200 217.93 0.9969
Sample C 500 218.09 0.9995
Sample D 1000 218.02 0.9936
Sample E 1500 218.19 0.9955
Sample F 3000 217.55 0.9957
6.4 Comparison of Different Monitoring Techniques
On the specimen used in this work several measurements techniques were applied.
Consequently, measurements of hardness, Young’s modulus, classical quadratic non-
linearity β and non-classical hysteretic nonlinearity α can be compared in their ability
to monitor microstructural changes. Figure 6.3 compares the results of the Rockwell
C hardness, Young’s modulus, β and α measurements. To be able to compare these
results, the values are normalized to their initial state (0 h heat treatment). The er-
rorbars represent the highest and lowest result for the β and hardness measurements.
The variability of α and the Young’s modulus is implied by indicating ±2σ with the
error bars and thus representing approximately 95 % of the realizations. The figure
reveals that hardness and Young’s modulus are much less sensitive to microstructural
changes than measurements of nonlinear parameters. Furthermore, the hardness fails
to monitor changes after 500 hours heat treatment. The changes until 500 hours heat
treatment are represented by a 45 % decrease in |α| and a 30 %, 12 % and 0.5 %
change in β, hardness and Young’s modulus, respectively. After 500 hours holding
time, the hardness only exhibits small changes while the nonlinear measurements α
and β change by around 80 % and 60 %, respectively. The fact that the slope of α
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Figure 6.2: Young’s Modulus of the Cr9Mo1 specimen plotted over heat treatment
time. The errorbars indicate ±2σ.
and β even changes the sign indicates that one microstructural effect is dominantly
influencing the nonlinear parameters in the beginning, while another effect causes
the increase after 500 hours heat treatment. In opposition to that, for example the
hardness continuously decreases logarithmically over all heat treatments done in this
experiment. Marino et al. [21] divides the heat treatment in two phases: An ini-
tial phase which leads to decreasing β followed by a second phase which is indicated
by increasing β. The initial phase shows a simultaneous decrease in hardness and β.
Marino et al. concludes that this decrease in β up to 500 hours is mainly caused by the
reduction of dislocation density. In the second phase, the growth of precipitated par-
ticles dominates the influences on the quadratic nonlinearity parameter β and causes
an increase which, at a holding time of 3000 hours, even exceeds the initial nonlin-
earity by 13 %. In the second phase, the influence of decreasing dislocation density
is comparably small and thus does not dominantly influence the β nonlinearity.
Interestingly, the non-classical hysteretic nonlinearity follows the exact same pat-
tern, despite the higher significance. The behavior of α can also be separated in an
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Figure 6.3: Results for α, β, Rockwell C hardness and Young’s modulus at the
Cr9Mo1 specimen, plotted over heat treatment time. All data series are normalized
to the value of the initial state.
initial phase up to 500 hours holding time and a second phase. The dislocation pin-
ning model by Granato and Lücke [12] described in chapter 2 gives an explanation
for the decrease of α in the initial phase. When the dislocation density decreases,
clearly the described effect is weakened and the overall hysteretic nonlinearity lowers.
Figure 6.4 gives an overview over the microstructural processes that develop over the
course of the heat treatment of Cr9Mo1 together with the measurement results.
6.5 Comparison with Results from 17-4PH Stainless Steel
The precipitation hardening steel 17-4PH was examined by Thiele et al. [28], Matlack
et al. [29] and Maier et al. [9] and the results are presented here to further examine
how the nonlinear parameters α and β react on microstructural changes.
17-4PH stainless steel is known to harden through the formation of copper precip-
itates during thermal aging until peak aging time [30]. The thermal aging of 17-4PH
is examined at four specimen with increasing thermal aging time at 400◦C. This
temperature was chosen low enough so that the dislocation density approximately
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Figure 6.4: Overview over the microstructural processes that develop over the course
of the heat treatment of Cr9Mo1 together with the measurement results.
remained constant [29]. All samples were solution annealed at 1050◦C for six hours
beforehand, ensuring that the samples initially showed no copper precipitates [1].
Thermal aging at temperatures of 400◦C and higher hardens the material [31]. On
these specimen hardness, Young’s modulus, β and α measurements were performed.
Figure 6.5 shows a comparison of the results, displayed normalized to the initial state.
Because the heat treatment is thought to not influence the dislocation density
in this material, it is compared to the second phase of the heat treatment of the
Cr9Mo1 specimen where the dislocation density is also not changing significantly.
The absolute hysteretic nonlinearity |α| is rising over both of these heat treatments.
While the hardness is more or less constant for Cr9Mo1, it increases significantly at 17-
4PH. However, the classical quadratic nonlinear parameter β shows an opposite trend
for the two materials. It is increasing during the second phase of the heat treatment
applied to Cr9Mo1 while it decreases for 17-4PH. This contrary behavior of α and β
highlights that these two nonlinearities rely on separated microstructural effects which
are only indirectly correlated through, for example, the dislocation density. Matlack
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Figure 6.5: Results for α, β, Vickers hardness and Young’s modulus at the 17-4PH
specimen, plotted over heat treatment time. All data series are normalized to the
value of the initial state.
et al. [29] state, based on [32], that the change of β is related to the dislocation density








Furthermore, Matlack et al. [29] say that the radius of the precipitates is roughly
constant over the heat treatment and thus the decrease of β is due to the nucleation of
precipitates (increase of N). In opposition to that, Marino et al. [21] state a growth of
precipitated particles in the second phase of the heat treatment. This could explain a
rising β when the number density of the precipitates N is not significantly increasing
at the same time. Therefore, equation (6.1) could explain the trend of β in both
materials.
The heat treatments on both materials have in common that the volume fraction
of the precipitates is increasing. On a mesoscopic level, hysteresis is due to soft regions
bonding together hard aggregate, like precipitates [33]. This could explain the rising
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absolute value of α. However, more investigation has to be done to fully understand





The NRUS experimental setup developed by Maier et al. [1] was successfully ap-
plied and could be improved in several aspects. The positioning with four screws
ensures precise positioning relative to the exciting transducer and the laser vibrome-
ter. A longer excitation sequence enables longer measurements without disturbance
and gradually increasing and decreasing the excitation amplitude naturally cancels
out environmental influences. Furthermore, the post-processing has been improved
and is now more robust against possible environmental influences. Giving special
attention to the alignment of the two reflecting surfaces of the specimen was detected
to be essential to get consistent strain amplitudes throughout every sample.
With an added temperature measurement next to the specimen, the dominant
influence of temperature on the NRUS measurement could be found. First, a for-
mula for the influence of the temperature due to Young’s modulus changes could be
theoretically derived and then this model was validated with acquired temperature
data.
In this study, NRUS measurements were applied on Cr9Mo1 samples. The results
for the hysteretic nonlinearity parameter α showed the same trend as previously
conducted β measurements. Although, the hysteretic nonlinearity α is more sensitive
to microstructural changes.
The resulting values for α and β, measured on the Cr9Mo1 samples, are in agree-
ment to each other in a sense that they change from specimen to specimen with the
same direction. However, other research reports a diverging of the two nonlinearity
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parameters which can be explained by the different mircostructural effects causing
each nonlinearity.
7.2 Outlook
The disconnected behavior of α and β has to be examined in further studies. These
two sets of measurements can give decisive hints how α reacts on microstructural
changes. Besides that, the fact that α and β react differently implies that a measure-
ment of both nonlinearity parameters can give further insight about the microstruc-
ture than one measurement alone.
In this study it has been shown that the resonance measurement is highly sensi-
tive to to both the strain amplitude and the temperature. To account for ambient
temperature changes, a correction procedure based on Haupert et al. [6] was applied.
Although this method works very well and leads to good results, the dependency on
two physical quantities is suited for a multiple linear regression. From the theory
done in chapter 2 and 4 equation (2.3) and (5.7) give the (empirical) dependence of
the frequency to the strain amplitude
∆f
f0
= αε̂ ⇔ fn ∝ ε̂+ c (7.1)
with some constant c and to the temperature
f 2n ∝ T + b (7.2)
with some constant b. This leads to the combined equation
f 2n = a0 + a1T + a2ε̂
2 + a3ε̂. (7.3)
with constants a0, a1, a2 and a3. With a multiple linear regression these constants
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can be determined in a way that the gathered data is best represented. The constants
a2 and a3 result with a completion of the square to the y-intercept and slope defining
the linear relationship in equation (7.1). The residual of a0 and a1 lead to the linear
relationship between Young’s modulus and the temperature ((5.7)). This technique
could further simplify the measurement procedure and would make the measurements
at reference excitation amplitude obsolete. Therefore, the overall process would only
take half the time.
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