1. Introduction {#sec1-sensors-18-02730}
===============

Assistive autonomous robots that help humans in day-to-day tasks are becoming increasingly popular in domestic and industrial applications. Indoor cleaning robots \[[@B1-sensors-18-02730],[@B2-sensors-18-02730]\], surveillance robots \[[@B3-sensors-18-02730]\], lawn mowing and maintenance robots \[[@B4-sensors-18-02730],[@B5-sensors-18-02730]\] and indoor personal assistant vehicles for the disabled \[[@B6-sensors-18-02730]\] are but a few applications of autonomous assistive robots on the horizon. In the near future, one of the most popular consumer applications of mobile robots will be in the form of self-driving passenger/cargo vehicles \[[@B7-sensors-18-02730]\]. While several major automobile manufacturers have set targets to launch commercially available fully autonomous driverless vehicles by 2020, vehicles that are adequately capable to roam without the need for human intervention, are still a distant reality that requires extensive research effort for realization \[[@B8-sensors-18-02730]\].

A typical autonomous mobile robot/vehicle is composed of three major technological components: a mapping system that is responsible for sensing and understanding the objects in the surrounding environment; a localization system with which the robot comes to know its current location at any given time, and the third component responsible for the driving policy. The driving policy refers to the decision-making capability of the autonomous robot when faced with various situations, such as negotiating with human agents and other robots. Effective environment mapping is crucial accurate localization and driving decision making of the mobile robot. Throughout the paper, we will use the term autonomous mobile robots and autonomous vehicles interchangeably.

Current prototypes of autonomous mobile robots (also widely referred in the literature as autonomous vehicles) \[[@B9-sensors-18-02730]\] utilise multiple different sensors, such as Light Imaging Detection and Ranging (LiDAR), radars, imaging and ultrasound sensors to map and understand their surroundings. Radar is used for long-range sensing, while ultrasound sensors are effective at very short ranges. Imaging sensors are often used to detect objects, traffic signals, lane markings and surrounding pedestrians and vehicles. Often, these prototypes rely on LiDAR sensors or stereo cameras to map the surrounding environment in 3-dimensions (3D). Data generated from each sensor need to be interpreted accurately for satisfactory operation of autonomous vehicles. The precision of operation of an autonomous vehicle is, thus, limited by the reliability of the associated sensors. Each type of sensor has its own limitations, for example, LiDAR sensor readings are often affected by weather phenomena such as rain, fog or snow \[[@B10-sensors-18-02730]\]. Furthermore, the resolution of a typical LiDAR sensor is quite limited as compared to RGB-cameras. In comparison, stereo camera-based dense depth estimation is limited by its baseline distance \[[@B11-sensors-18-02730]\]. Therefore, for accurate operation an autonomous mobile robot typically relies on more than one type of sensor.

The diversity offered by multiple sensors can positively contribute to the perception of the sensed data. The effective alignment (either spatially, geometrically or temporally) of multiple heterogeneous sensor streams, and utilization of the diversity offered by multimodal sensing is referred to as sensor data fusion \[[@B12-sensors-18-02730]\]. Sensor data fusion is not only relevant to autonomous vehicles \[[@B13-sensors-18-02730]\], but also applicable in different applications such as surveillance \[[@B14-sensors-18-02730]\], smart guiding glasses \[[@B15-sensors-18-02730]\] and hand gesture recognition \[[@B16-sensors-18-02730]\]. Overcoming heterogeneity of different sensors through effective utilization of redundancy across the sensors is the key to fusing different sensor streams.

Wide-angle cameras are increasingly becoming popular in different applications. Unlike standard cameras, wide angle cameras provide the capability to capture a broad area of the world with as few sensors as possible. This is advantageous from a cost perspective as well as from a system complexity perspective. If wide-angle cameras can be utilized effectively in mobile robots it will pave way for more compact and cost-effective robots. In this paper, we investigate indoor mobile robot navigation by fusing distance data gathered by a LiDAR sensor, with the luminance data from a wide-angle imaging sensor. The data from the LiDAR comes in the form of a 3D point cloud, whereas wide-angle camera captures the scene from a larger visual angle (typically \> 180°). Recently, LiDAR data and wide-angle visual data were fused for odometry and mapping of indoor environments \[[@B17-sensors-18-02730]\]. Most work that involves camera and LiDAR fusion often focuses on extrinsic calibration of the two sensors to align the data \[[@B18-sensors-18-02730],[@B19-sensors-18-02730]\]. However, data fusion goes beyond extrinsic calibration and involves resolution matching, handling missing data and accounting for variable uncertainties in different data sources. The objective of this paper is to address the issues of resolution mismatch and uncertainty in data sources while fusing wide angle camera and LiDAR data.

LiDAR and stereo camera fusion is often tackled through utilization of the common dimension of depth in the two modalities. In comparison, fusing LiDAR with wide-angle luminance data is non-trivial as there is no common dimension of depth, as there is no way to capture depth in a wide-angle camera. To overcome above challenges, in this paper we try to address the problem of fusing LiDAR data with wide-angle camera. Furthermore, the technique goes beyond a simple geometric calibration by developing a robust fusion algorithm, which enable the robot to make decisions under uncertainty. We illustrate the effectiveness of our approach with a free space detection algorithm, which utilizes the fused data to understand areas in the world that the robot can navigate to without colliding with any obstacle.

The rest of this paper is organised as follows: [Section 2](#sec2-sensors-18-02730){ref-type="sec"} provides an overview of the related work and associated challenges. The framework for fusion of LiDAR and Imaging sensor data are presented in [Section 3](#sec3-sensors-18-02730){ref-type="sec"}. [Section 4](#sec4-sensors-18-02730){ref-type="sec"} describes the experimental framework and discussion of the free space detection results. Finally, we conclude the paper in [Section 5](#sec5-sensors-18-02730){ref-type="sec"}, with some references to possible future work.

2. Sensor Data Fusion for Computer Vision {#sec2-sensors-18-02730}
=========================================

A review of the literature relevant to the contributions of this paper is presented in this section, followed by the positioning of the current contribution. This section is organized in three sections: the need for data fusion and challenges it poses, relevant work in LiDAR and camera data fusion and finally on challenges addressed by the current work within the scope of driverless vehicles.

2.1. Challenges in Multimodal Data Fusion {#sec2dot1-sensors-18-02730}
-----------------------------------------

Information about a system can be obtained from different types of instruments, measurement techniques and sensors. Sensing a system using heterogeneous acquisition mechanisms is referred to as multimodal sensing \[[@B20-sensors-18-02730]\]. Multimodal sensing is necessary, because a single modality cannot usually capture complete knowledge of a rich natural phenomena. Data fusion is the process by which multimodal data streams are jointly analysed to capture knowledge of a certain system.

Lahat et al. \[[@B20-sensors-18-02730]\], identified several challenges that are imposed by multimodal data. These challenges can be broadly categorized into two segments: challenges at the acquisition level and challenges due to uncertainty in the data sources. Challenges due to data acquisition level problems include: differences in physical units of measurement (non-commensurability), differences in sampling resolutions, and differences in spatio-temporal alignment. The uncertainty in data sources also pose challenges that include: noise such as calibration errors, quantization errors or precision losses, differences in reliability of data sources, inconsistent data and missing values.

The above challenges discussed by Lahat et al. \[[@B20-sensors-18-02730]\], were identified by considering a multitude of applications. In the next subsection, we will discuss specific challenges associated with fusing LiDAR and imaging data.

2.2. Fusion of LiDAR and Different Types of Imaging Data {#sec2dot2-sensors-18-02730}
--------------------------------------------------------

LiDAR data can be fused with different types of imaging sensor data to cater for a range of applications. An example of two types of data, i.e., from wide angle camera and the LiDAR are illustrated in [Figure 1](#sensors-18-02730-f001){ref-type="fig"}. Terrain mapping is a popular application of LiDAR data that uses an aerial borne LiDAR scanner to identify various ground objects such as buildings or vehicles. The independent use of LiDAR scanner proves challenging in such applications due to obstructions and occlusions caused by vegetation. Therefore, while LiDAR exhibits good height measurement accuracy, it lacks in horizontal segmentation capability to delineate the building boundaries. A graph based data driven method of fusing LiDAR data and multi-spectral imagery was proposed in. Authors in \[[@B21-sensors-18-02730]\] propose, a connected component analysis and clustering of the components to come up with a more accurate segmentation algorithm.

In a substantial body of literature, LiDAR and image data fusion is considered as an extrinsic calibration process. Here fusion is regarded as the process of rigid body transformation between the two sensors' coordinate systems \[[@B18-sensors-18-02730]\]. For the purpose of extrinsic calibration, an external object, such as a trihedral calibration rig \[[@B22-sensors-18-02730],[@B23-sensors-18-02730]\], a circle \[[@B24-sensors-18-02730]\], a board pattern \[[@B25-sensors-18-02730],[@B26-sensors-18-02730]\] or a checkerboard pattern \[[@B27-sensors-18-02730],[@B28-sensors-18-02730],[@B29-sensors-18-02730]\], is used as a target to match the correspondences between the two sensors. Li et al. proposes a calibration technique to estimate the transformation matrix that can then be used to fuse a motorized 2D laser scanner with a monocular image \[[@B19-sensors-18-02730]\]. While such methods, yield accurate alignment, they do not address the issues related to uncertainty of sensor readings.

The problem of LiDAR and imaging data fusion can be approached as a camera pose estimation problem, where the relationship between 3D LIDAR coordinates and 2D image coordinates is characterised by camera parameters such as position, orientation, and focal length. In \[[@B30-sensors-18-02730]\], the authors propose an information-theoretic similarity measure to automatically register 2D-Optical imagery with 3D LiDAR scans by searching for a suitable camera transformation matrix. LiDAR and optical image fusion is used in \[[@B30-sensors-18-02730]\] for creating 3D virtual reality models of urban scenes.

The fusion of 3D-LiDAR data with stereoscopic images is addressed in \[[@B31-sensors-18-02730]\]. The advantage of stereoscopic depth estimation is its capability to produce dense depth maps of the surroundings by utilising stereo matching techniques. However, the dense stereo depth estimation is computationally quite complex. This is due to the requirement of matching corresponding points in the stereo images. Furthermore, dense depth estimation using stereo images suffer from the limited dynamic range of the image sensors, for instance, due to the saturation of pixel values in bright regions \[[@B32-sensors-18-02730]\].

Another, drawback of stereo based depth estimation is the limited range of depth sensing. LiDAR scanning on the other hand provides a utility to measure depth at high accuracies, albeit at lower point resolutions compared with imaging sensors. The authors of \[[@B31-sensors-18-02730]\] proposed a probabilistic framework to fuse sparse LiDAR data with stereoscopic images, which is aimed at real-time 3D perception of environments for mobile robots and autonomous vehicles. An important attribute of probabilistic methods, such as in \[[@B31-sensors-18-02730]\] is that it represents the uncertainty of estimated depth values.

2.3. Challenges in Data Fusion Addressed in this Paper {#sec2dot3-sensors-18-02730}
------------------------------------------------------

In this paper, we consider LiDAR and imaging sensor data fusion in the context of autonomous vehicles. Autonomous vehicles as an application pose significant challenges for data driven decision making due to the associated safety requirements. For reliable operation, decisions in autonomous vehicles need to be made by considering all the multimodal sensor data they acquire. Furthermore, the decisions must be made in the light of the uncertainties associated with both data acquisition methods, and the utilized pre-processing algorithms.

This paper addresses two fundamental issues surrounding sensor data fusion, namely the resolution difference in heterogeneous sensors and making sense of heterogeneous sensor data streams while accounting for varying uncertainties in the data sources. Apart from being different from previous contributions in the type of sensors used for data fusion, our motivations for this paper are two-fold: Firstly, we are interested in developing a more robust approach for data fusion, which accounts for uncertainty in the fusion algorithm. This will enable the subsequent perception tasks in an autonomous vehicle to operate more reliably. Secondly, we envisage situations in the future, where autonomous vehicles will be exchanging useful sensor data between each other. In such situations it would be impractical for extrinsic calibration methods to work, because there are inevitable per-unit variations that exist between sensors due to manufacturing variations. Based on the above premises, we propose a robust framework for data fusion with minimal calibration.

3. The Proposed Algorithm for LiDAR and Wide-Angle Camera Fusion {#sec3-sensors-18-02730}
================================================================

To address the challenges presented above, in this section we propose a framework for data fusion. This section describes the proposed algorithm for fusion of LiDAR data with a wide-angle imaging sensor. The organization of the section is as follows: in [Section 3.1](#sec3dot1-sensors-18-02730){ref-type="sec"} the geometric model for alignment of the two sensor types are presented, followed by Gaussian process-based matching of resolutions of the two sensors, in [Section 3.2](#sec3dot2-sensors-18-02730){ref-type="sec"}.

3.1. Geometric Alignment of LiDAR and Camera Data {#sec3dot1-sensors-18-02730}
-------------------------------------------------

The first step of the data fusion algorithm is to geometrically align the data points of the LiDAR output and the 360° camera. The purpose of the geometric alignment is to find the corresponding pixel in the camera output for each data point output by the LiDAR sensor. For the purpose of this derivation, consider an object $O$ of height $Ho$ at distance $D$ from the robot. The sensor setup is graphically illustrated in [Figure 2](#sensors-18-02730-f002){ref-type="fig"} and the horizontal alignment of the sensors are depicted in [Figure 3](#sensors-18-02730-f003){ref-type="fig"}.

The notation used in [Figure 2](#sensors-18-02730-f002){ref-type="fig"} and [Figure 3](#sensors-18-02730-f003){ref-type="fig"} is as follows:

$\Delta x$ = Frontal displacement of the centres of LiDAR and camera sensor. $\Delta y$ = horizontal displacement of the centres of LiDAR and camera sensor. $d_{l}$ = distance to the object *O* sensed by LiDAR. $\beta,~\gamma_{L}$= latitude and longitude of object *O* as measured by the LiDAR, respectively. $H_{C}$ = height of the camera from the ground. $H_{L}$ = vertical height of the LiDAR, and $\alpha,~\gamma_{C}$ = latitude and longitude of object *O* as measured by the camera, respectively.

The values $d_{L},\beta,~{and}~\gamma_{L}$ are the outputs of the LiDAR sensor. The purpose of this alignment is to find the corresponding pixel in the camera output for each data point output by the LiDAR sensor. Here we assume that the main axis of the camera and the LiDAR are aligned with each other. Considering the distance to object *O*, we have:$$D = ~d_{l}\cos\beta \cdot \cos\gamma_{L}~ = r \cdot \cos\alpha \cdot \cos\gamma_{C} + \Delta x$$

Considering the vertical height of the object *O*, we have:$${H_{O} = ~H_{L} - ~d_{L} \cdot \sin\beta = ~H_{C} - r \cdot \sin\alpha},$$

From (1) and (2), we can calculate corresponding latitude $\alpha$ of the camera as follows:$$\tan\alpha = \frac{\left( {\left( {H_{C} - H_{L}} \right) + ~d_{L} \cdot \sin\beta} \right) \cdot \cos\gamma_{C}}{d_{l} \cdot \cos\beta \cdot \cos\gamma_{L} - ~\Delta x}$$

Considering the horizontal displacement from the setup in [Figure 3](#sensors-18-02730-f003){ref-type="fig"}, we have:$$d_{l}\cos\beta \cdot \sin\gamma_{L}~ = r \cdot \cos\alpha \cdot \sin\gamma_{C} + \Delta y$$

From (1) and (4), we can calculate corresponding longitude $\gamma_{C}$ of the camera as follows:$$\tan\gamma_{C} = \frac{d_{l} \cdot \cos\beta \cdot \sin\gamma_{L} + \Delta y}{d_{l} \cdot \cos\beta \cdot \cos\gamma_{L} - ~\Delta x}$$

The Equations (3) and (5) pave the way to align the data points of the LiDAR and the camera. The purpose of the calibration process is to find the parameters $H_{C}$, $H_{L}$, $\Delta y$, $\Delta x$.

Although posing minimalistic needs for calibration, the above geometric alignment process cannot be fully relied upon as a robust mechanism, because errors in calibration measurements, imperfections in sensor assembly, and per-unit variations derived from the manufacturing processes may introduce factors that deviate from the ideal sensor geometry. For example, the curvature of the 360° camera might not be uniform across its surface. Therefore, to be robust enough for such discrepancies, the geometrically aligned data ideally must undergo another level of adjustment. This is accomplished in the next stage of the framework by utilizing the spatial correlations that exist in image data.

Another problem that arises when fusing data from different sources is the difference in data resolution. For the case addressed in this paper, the resolution of LiDAR output is considerably lower than the images from the camera. Therefore, the next stage of the data fusion algorithm is designed to match the resolutions of LiDAR data and imaging data through an adaptive scaling operation.

3.2. Resolution Matching Based on Gaussian Process Regression {#sec3dot2-sensors-18-02730}
-------------------------------------------------------------

In this section we describe the proposed mechanism to match the resolutions of LiDAR data and the imaging data. In [Section 3.1](#sec3dot1-sensors-18-02730){ref-type="sec"}, through geometric alignment, we matched the LiDAR data points with the corresponding pixels in the image. However, the image resolution is far greater than the LiDAR output. The objective of this step is to find an appropriate distance value for the image pixels for which there is no corresponding distance value. Furthermore, another requirement of this stage is to compensate for discrepancies or errors in the geometric alignment step.

We formulate this problem as a regression based missing value prediction, where the relationship between the measured data points (available distance values) is utilized to interpolate the missing values. For this purpose we use Gaussian Process Regression (GPR) \[[@B20-sensors-18-02730]\], which is a non-linear regression technique. GPR allows to define the covariance of the data in any suitable way. In this step, we derive the covariance from of the image data, and thereby adjusting to account for discrepancies in the geometric alignment stage. A Gaussian Process (GP) is defined as a Gaussian distribution over functions \[[@B20-sensors-18-02730]\]:$${\left. f\left( x \right) \right.\sim GP\left( {m\left( x \right),~\kappa\left( {x,x^{\prime}} \right)} \right)},$$ where, $m\left( x \right) = \mathbb{E}\left\lbrack {f\left( x \right)} \right\rbrack$, and $\kappa\left( {x,x^{\prime}} \right) = \mathbb{E}\left\lbrack {\left( {f\left( x \right) - m\left( x \right)} \right)\left( {f\left( x \right) - m\left( x \right)} \right)^{T}} \right\rbrack$.

The power of GPs lies in the fact that we can define any covariance function $\kappa$ as relevant to the problem at hand.

Let's denote a patch of size $n \times n$ extracted from the depth map *D*, as *y~i~*. Pixels in an extracted patch is numbered from 1 to *n*^2^---increasing along the rows and columns. Some pixels of this patch have a distance value associated with it (geometric alignment stage). The objective of this regression step is to fill the rest of the pixels with an appropriate depth value.

The pixels with a depth associated to it will act as the training set $~D = \left\{ {\left( {x_{i},f_{i}} \right),~i = 1:N} \right\}$, where *N* is the number of pixels that has a depth associated with it, and *x~i~* is the pixel number. Let $~X = \left\{ {x_{i},i = 1:N} \right\}$, $~f = \left\{ {f_{i},i = 1:N} \right\}$, and $X^{*}~ =$ {$x_{j},j = 1:n^{2} - N$}, is the set of pixel numbers for which the depth map is empty. The resolution matching problem then becomes to find $~f^{*} = \left\{ {f_{j}{}^{*},j = 1:n^{2} - N\ } \right\}$, the depth of the pixels corresponding to $~X^{*}$. By definition of the GP, the joint distribution between $f$ and $f^{*}$ has the following form:$${\ \begin{pmatrix}
f \\
f^{*} \\
\end{pmatrix} \sim \mathcal{N}\left( {\begin{pmatrix}
\mu \\
\mu^{*} \\
\end{pmatrix},~~\begin{pmatrix}
K & K_{*} \\
{K_{*}{}^{T}} & K_{**} \\
\end{pmatrix}} \right)}\ $$ where, $K = \kappa\left( {X,X} \right)$, $K_{*} = \kappa\left( {X,X^{*}} \right)$, and $K_{**} = \kappa\left( {X^{*},X^{*}} \right)$, are the covariance matrices defined utilising the covariance function $\kappa$, $\mu$ and $\mu^{*}$ is the corresponding mean vectors for $f$ and $~f^{*}$. The solution to $f^{*}$ is given as the posterior predictive density as follows \[[@B33-sensors-18-02730]\]:$$\ p\left( f^{*} \middle| X^{*},~X,f \right) = ~\mathcal{N}\left( f^{*} \middle| \mu^{*},\mathsf{\Sigma}^{*} \right)$$ where:$${\ \mu^{*} = \ \mu\left( X^{*} \right) - \ K_{*}{}^{T}K_{y}{}^{- 1}\left( {f - \mu\left( X \right)} \right)}\ $$ and:$${\ \mathsf{\Sigma}^{*} = K_{**} - K_{*}{}^{T}K^{- 1}K_{*}}\ $$

A suitable covariance function $\kappa$ has to be defined to meet the objective of filling the missing values in the depth map D. So how do we define a suitable covariance function? To do so, we make the assumption that similar pixels of the colour image will have the same depth value. Similarity of the pixels is defined based on the Euclidian distance between the pixels and the grey-level of the pixel. As such we define the covariance function as, $\kappa\left( {x,x^{\prime}} \right) = c\left( {x,x^{\prime}} \right) \cdot s\left( {x,x^{\prime}} \right)$, where the covariance between any two pixels $x,x^{\prime}$, $\kappa\left( {x,x^{\prime}} \right)$ is the multiplication of two factors: $c\left( {x,x^{\prime}} \right)$: closeness between the two pixels in terms of spatial Euclidian distance and $s\left( {x,x^{\prime}} \right)$: similarity between the two pixels in terms of its grey-level value, defined as follows:$$c\left( {x,x^{\prime}} \right) = \exp\left( {- \frac{1}{2} \cdot \frac{\left\| x - x^{\prime} \right\|^{2}}{K_{p}}} \right)$$ $$\ s\left( {x,x^{\prime}} \right) = \exp\left( {- \frac{1}{2} \cdot \frac{\left( {I_{x} - I_{x^{\prime}}} \right)^{2}}{K_{I}}} \right)$$ where $I_{x}$ denotes the grey-level value of the camera image at pixel position $x$. *K~p~* and *K~I~* controls the width of the respective kernels. The missing depth value of a pixel $x$, is taken to be the mean value $\mu^{*}$ at *x* given by Equation (9), and the corresponding uncertainty of the calculated pixel value is taken to be the variance at $x$ given by Equation (10). To summarize, the GP based regression to fill the missing depth values is illustrated in [Figure 4](#sensors-18-02730-f004){ref-type="fig"}.

4. Experimental Results and Discussion {#sec4-sensors-18-02730}
======================================

In this section we will describe the experimental test bed from which test data were gathered, and discuss the results obtained with the data fusion algorithm described in the previous section. This section is mainly organized in four parts. The first subsection will describe the test bed and the data set. The second subsection presents results for the GP based resolution matching algorithm and [Section 4.3](#sec4dot3-sensors-18-02730){ref-type="sec"} will demonstrate the robustness of multimodal data fusion based Free Space Detection (FSD) algorithm as compared to FSD with individual sensors. Finally, [Section 4.4](#sec4dot4-sensors-18-02730){ref-type="sec"} will discuss the overall results and limitations of the current work.

4.1. The Experimental Setup and Dataset {#sec4dot1-sensors-18-02730}
---------------------------------------

### 4.1.1. Description of the Test Bed and Estimation of Extrinsic Parameters {#sec4dot1dot1-sensors-18-02730}

To collect the data necessary for the experiment, a test bed was assembled as illustrated in [Figure 5](#sensors-18-02730-f005){ref-type="fig"}. The test bed is composed of a front facing wide angle camera, a rear facing camera, a radar, and a LiDAR scanner tagged to an electric quad bike. However, in this paper we are focused on fusing only the front facing wide angle camera output with the LiDAR scanner output.

The VLP-16 LiDAR (Velodyne, San Jose, CA, USA) which is used in the test bed, a compact low power light-weight optical sensor, has a maximum range of 100 m. The sensor supports 16 channel communications taking a total of 300,000 measurements per second. Data is captured over 360° on the horizontal axis and 30° on the vertical, utilizing 16 laser/detector pairs.

The wide-angle camera utilized in the setup is a 360Fly camera (360Fly Inc., Canonsburg, PA, USA) is enclosed in a 61 mm diameter sphere with a single fish eye lens mounted on the top. The field of view is 360° on the vertical and 240° horizontal. Standard 360° video that is output from this camera is a flat equirectangular video displayed as a sphere.

Extrinsic calibration of a monocular camera and a LiDAR sensor data is the process of estimating the disparity between the camera and the LiDAR. The parameters described in [Section 3](#sec3-sensors-18-02730){ref-type="sec"} correspond to this disparity. The fundamental challenge of extrinsic calibration is when the camera-lidar sensors do not overlap or share the same field of view \[[@B34-sensors-18-02730]\]. Motivated by the extrinsic calibration process presented in \[[@B35-sensors-18-02730]\], in this research a single calibration target as shown in [Figure 6](#sensors-18-02730-f006){ref-type="fig"}a, with four circular holes was used. The centre of the circles lines up to form a single rectangle measuring 37.5 cm × 26.5 cm. The target was intended to be perceived by the sensors from a unique point of view, thus avoiding the need for multiple targets during the process. Each circle in [Figure 6](#sensors-18-02730-f006){ref-type="fig"}d acted as a distinct feature visible to both monocular camera and a LiDAR sensor. Both sensors field of view was overlapping, and the target was positioned so that a minimum of two LiDAR beams intersected with the circumference of the circle. After, an initial estimation of extrinsic parameters through measurement, parameters were adjusted until the circles on the LiDAR and the camera overlapped.

Once the parameters are estimated using the calibration procedure, the LiDAR data points are projected on to the wide-angle image. An example projection is illustrated in [Figure 7](#sensors-18-02730-f007){ref-type="fig"}. The measurements for the geometric alignment stage are as follows: $H_{C} = 0.55\ m$, $H_{L} = 0.61\ m$,$\ ~\Delta y = 0.07\ m$, $\Delta x = 0.5\ m$.

### 4.1.2. Description of the Data Set {#sec4dot1dot2-sensors-18-02730}

The experimental results are based on custom data captures utilizing the platform described in the previous subsection. Six datapoints covering a range of situations are captured to illustrate different conditions. Each datapoint consists of a data capture by the platform that moves in a straight line, until it cannot proceed due to an obstacle in its path. Each data capture is at least 10 s in length. The vehicle was moving at 5 km per hour (equivalent to 1.4 m/s), and the camera frame rate is 29 frames per second, while the LiDAR capture rate is 5 frames per second. The sensor data are stored and used in the subsequent processing. A screen capture of each datapoint used for experimental validation are illustrated in [Figure 8](#sensors-18-02730-f008){ref-type="fig"}.

### 4.1.3. Free Space Detection (FSD) as a Methodology for Evaluation of Robustness of Data Fusion {#sec4dot1dot3-sensors-18-02730}

The purpose of data fusion is to assist subsequent data perception tasks. Hence, the performance of a data fusion framework need to be assessed within the context of subsequent processing stages. This subsection describes the methodology employed in this work to assess the performance of data fusion frameworks. To keep within the context of autonomous vehicles, we will utilize free space detection (FSD) as a representative perception task.

FSD is the mechanism by which an autonomous vehicle understands regions in the space to which it can move in to without bumping in to any obstacle. Typically, data driven learning methods are utilized to train FSD algorithms. In this experiment we illustrate the effectiveness of sensor data fusion in terms of training a FSD classifier.

As illustrated in [Figure 9](#sensors-18-02730-f009){ref-type="fig"}b, the data fusion stage produces a depth map indicating the distance from the LiDAR to each pixel in the colour image. In this study, free space is defined as any point in space, which is at the same level as the wheels of the test bed. We assume the surface on which the vehicle moves, is flat. Therefore, any pixel representing a point in space at the same level as of the bottom of the wheels, is considered a "free space" point.

4.2. Evaluation of GP Based Resolution Matching Framework {#sec4dot2-sensors-18-02730}
---------------------------------------------------------

### 4.2.1. Visual Illustration of Resolution Matching Results {#sec4dot2dot1-sensors-18-02730}

[Figure 9](#sensors-18-02730-f009){ref-type="fig"} provides a visual illustration of the inputs and outputs of the data fusion process. [Figure 9](#sensors-18-02730-f009){ref-type="fig"}a is the data samples to be fused. The markers on the image indicate the geometrically aligned distance data points. [Figure 9](#sensors-18-02730-f009){ref-type="fig"}b is the result of GP-based resolution matching step, and [Figure 9](#sensors-18-02730-f009){ref-type="fig"}c is the corresponding uncertainty associated with the depth value interpolations. Note that, to the middle of the images, there is a laser reading that is missing. Although GP-based regression fills those regions with reasonable values, the uncertainty is also high. Furthermore, some areas at which there are sharp colour discontinuities, there is a high level of uncertainty, for example on the carpet. Also note that data from one of the LiDAR scanners are missing in the middle of [Figure 9](#sensors-18-02730-f009){ref-type="fig"}a. In such situations, data fusion algorithm still finds a depth value, but it is represented with high level of uncertainty, as seen in [Figure 9](#sensors-18-02730-f009){ref-type="fig"}c.

### 4.2.2. Comparison of the Proposed GP Based Interpolation with Other Competing Techniques {#sec4dot2dot2-sensors-18-02730}

For performance evaluations that proceed, we utilize three image segments that are to be fused. Utilizing the fused output, which is a distance map as shown in [Figure 9](#sensors-18-02730-f009){ref-type="fig"}b, the free space points are identified. The logical mask that represents free space points is referred to as the "free space mask". The free space mask is then compared to the ground truth mask. The ground truth for the three image segments are manually marked. Similarly, to measure the performance of different techniques discussed in the proceeding sections, a free space detection mask is obtained and compared against the ground truth.

The number of pixels that do not match the ground truth is obtained by a simple 'xor' operation of the masks. The proportion of pixels that match the ground truth, which is referred to as "Accuracy" is used as the primary measure of performance. Furthermore, the precision and true positive rate is also calculated as measures of performance. These metrics are summarized in [Table 1](#sensors-18-02730-t001){ref-type="table"}. We compare the performance of GP regression method with two other methods: tensor factorization for incomplete data \[[@B36-sensors-18-02730]\] and robust smoothing based on discreet cosine transform \[[@B37-sensors-18-02730]\]. The results are compared based on the performance of FSD algorithm, and are summarized in [Table 1](#sensors-18-02730-t001){ref-type="table"}. As illustrated in [Table 1](#sensors-18-02730-t001){ref-type="table"}, the proposed GP regression-based approach perform consistently well.

Although recommended as a framework in \[[@B20-sensors-18-02730]\], tensor factorization-based approaches such as \[[@B36-sensors-18-02730]\] are not very suitable for high-dimensional imaging applications. The proposed tensor-based methods in literature are mainly targeted at low dimensional signals. Although slightly lower in performance compared to the proposed method in two test cases, the DCT based smoothing approach for grid data \[[@B37-sensors-18-02730]\] performs well for the resolution matching scenario. This means the algorithm in \[[@B37-sensors-18-02730]\] too is able to capture the high dimensional non-linear spatial variations. However, the downside of this approach is that it does not yield the uncertainty of the estimations.

4.3. Robust Free Space Detection Utilizing Data Fusion {#sec4dot3-sensors-18-02730}
------------------------------------------------------

The purpose of this section is to illustrate the usefulness of multimodal data fusion for robust image recognition tasks. In particular, we demonstrate the robustness of free space detection when utilizing data fusion. For this purpose, we will compare FSD with data fusion to FSD with individual sensors. In the next subsection we will briefly describe the two competing algorithms.

### 4.3.1. Image Based FSD and LiDAR Based FSD {#sec4dot3dot1-sensors-18-02730}

To consider the performance improvements gained by sensor data fusion as compared to single sensor, we utilize two algorithms: one based only on camera data (image-based FSD) and one based only on LiDAR data (LiDAR-based FSD).

The image-based FSD algorithm is a supervised FSD algorithm that learns FS from examples. For this purpose, we collect a training set of image patches from the camera image and assign appropriate labels as free space or not. 1200 image patches of size 16$~ \times ~$16 are collected from the 8 example video frames to train a Support Vector Machine (SVM) classifier. Histogram of Oriented Gradients (HoG) features are extracted from these training image patches, and the SVM is trained from those feature vectors. The HOG features are calculated for every 8$~ \times ~$8 block within the 16$~ \times$ 16 patch. The Radial Basis Function is used as the kernel for the SVM. 10-fold cross validation is utilized for model selection. The inbuilt functions of MATLAB^®^R2018a are used for feature extraction and training of the SVM ('fitcsvm' with default parameters). The LiDAR-based FSD algorithm utilized for this study is known as the Occupancy Grid Maps (OGMaps) \[[@B38-sensors-18-02730]\]. In OGMaps, all the points in the 3-D point cloud of LiDAR scan is mapped on to a 2D grid.

### 4.3.2. Comparison of Different Algorithms for FSD {#sec4dot3dot2-sensors-18-02730}

The purpose of this experiment is to compare between different FSD algorithms. The image- based FSD and LiDAR-based FSD are illustrated and compared against the proposed FSD based on image and LiDAR fusion. Firstly, the occupancy grid maps based on LiDAR, image classification and for the fused approach are illustrated for several scenarios in [Figure 10](#sensors-18-02730-f010){ref-type="fig"}. The white rays emanating from the robot position, correspond to grid points that are free to roam. Here, for comparison purposes an OGMap is calculated for image-based FSD as follows: Firstly, the block-based image classifier is applied on the image frame. Secondly, the pixels that are considered not-free space are translated on to the *X*-*Y* plane. For this step, we assume the non-free space pixels correspond to an obstacle placed at the same ground level of the robot. The OGMap for the fused approach can be obtained by overlaying the LiDAR OGMap and image-based OGMap, and in the resultant OGMap the closest obstacle to the robot is considered during free space calculation. However, in this method, the uncertainty of the data sources are not captured, and the OGMap fusion takes a conservative approach. The proposed OGMap fusion goes one step beyond to consider the uncertainty of the data sources during fusion. This is done by considering the image based FSD results as confident only in the LiDAR blind spots. Similarly ascribing higher confidence to LiDAR OGMap only in the vertical space that it's laser beams cover allows to fuse the OGMaps in a better way. The fusion results of our proposed method is illustrated in [Figure 11](#sensors-18-02730-f011){ref-type="fig"}.

The free space illustrated ass OGMaps as given in [Figure 10](#sensors-18-02730-f010){ref-type="fig"} can be translated on to the corresponding image frames in [Figure 11](#sensors-18-02730-f011){ref-type="fig"}. The benefits of the proposed approach for FSD based on fusion can be illustrated as in [Figure 11](#sensors-18-02730-f011){ref-type="fig"}. For example, in [Figure 11](#sensors-18-02730-f011){ref-type="fig"}a, for Scenario 1, when the image-based classifier fails to detect extremely bright area as free space, the fusion approach will also consider it as non-free space. This area corresponds to a space in the LiDAR's blind spot. Similarly, for Scenario 6 in [Figure 11](#sensors-18-02730-f011){ref-type="fig"}, the ball that is thrown across the vehicle falls on the LiDAR's blind spot. However, the ball is captured as an obstacle by the image-based FSD algorithm, and when the results are fused, the ball is captured as an obstacle. Scenario 1 corresponds to a situation where the image based FSD is not performing very well. In this example, due to high saturation and mirroring on the floor, the area just next to the glass windows is not classified as free space (i.e., the classifier fails). However, the LiDAR information in this region shows high confidence and hence the fused image combines the two areas based on uncertainty. Scenario 5 illustrates a different situation where, due to an air-borne obstacle (e.g., the experimenter's hand) that is visible only by the LiDAR, the FSD by LIDAR projects to see an obstacle on the floor. However, the image-based FSD performs very well on this occasion and the fused image demonstrates the best of the individual scenarios.

4.4. Discussion and Limitations {#sec4dot4-sensors-18-02730}
-------------------------------

Multimodal data provides the opportunity to utilize the diversity offered by heterogenous physical sensors to overcome the limitations of individual sensors. The above sections demonstrated that data fusion will lead to more robust recognition algorithms. The challenges of data fusion go beyond extrinsic calibration. In the above sections we discussed how to overcome resolution mismatches in heterogenous data sources. Furthermore, different data sources have different uncertainties associated with them. We demonstrated how uncertainties associated with different data sources can be accounted for, to make better use of fused data for recognition tasks.

### 4.4.1. Uncertainties Associated with Motion and Vibration of the Platform {#sec4dot4dot1-sensors-18-02730}

While uncertainties in data can be caused by many factors, such as sensor malfunctions and imperfections, the most prevalent form of uncertainty in our system is due to artefacts caused by movement of the platform. In the following illustration, we shall demonstrate two scenarios with a static surrounding while the vehicle is in motion, and the LiDAR frames within the past 1 s time window are combined temporally to generate the occupancy grid map. The occupancy grid maps for Scenario 1 and Scenario 5 are illustrated in [Figure 12](#sensors-18-02730-f012){ref-type="fig"}. Scenario 5 corresponds to an outdoor paved environment with relatively higher vibration compared to indoor scenarios such as Scenario 1. However, considering the spread of depth values for static objects do not show significant difference between the two scenarios.

The errors tend to accumulate when we consider a larger time window. For example, instead of 1 s, when the LiDAR frames in past 2 s are combined, the spread of values have increased from 0.75 m to 1.5 m. This is illustrated in [Figure 13](#sensors-18-02730-f013){ref-type="fig"} for a subset of Scenario 1. Furthermore, while the vehicle is in motion, the video quality becomes poor due to motion artefacts. The quality of images captured are degraded due to the motion of the platform. The difference in a similar frame captured when the vehicle is in motion and not in motion is illustrated in [Figure 14](#sensors-18-02730-f014){ref-type="fig"}. The implication of this is that when the image based free space algorithm is trained, it should be trained on both the still image frames as well as on image frames when the vehicle is in motion.

### 4.4.2. Limitations and Directions of Future Work {#sec4dot4dot2-sensors-18-02730}

We identify several limitations of the proposed method for fusion and experimental setup. Firstly, the image-based FSD algorithm presented in this paper is utilized for demonstration of the benefits of fusion of LiDAR and camera data. It should be noted that, in terms of performance there are many advanced algorithms that are based on deep neural networks \[[@B39-sensors-18-02730],[@B40-sensors-18-02730]\] or Gaussian Mixture Models \[[@B41-sensors-18-02730]\]. The classifier used in this study is trained on a very small amount of data, as compared to state-of-the-art algorithms that are trained on thousands of hours of training data. However, image based free space detection and obstacle avoidance algorithms have well known failures such as when image pixels are saturated. The limitations of image based recognition algorithms are partly culpable for recent fatal accidents involving driverless vehicles \[[@B42-sensors-18-02730],[@B43-sensors-18-02730]\].

Furthermore, the proposed data fusion method does not adequately address the issue of seeing through glass. Both types of the optical sensors used in this study, would not recognize see through glass as an object but identifies objects beyond the see-through glasses. This would become problematic for applications such as FSD. The reflectivity data that are generated in the LiDAR, which is not utilized in this method, might prove beneficial towards solving this issue. Another possible approach is to utilize other sensors such as ultra sound sensors.

The advantage of the GP-based interpolation is that it calculates the uncertainty of the interpolated values. The Gaussian process interpolation algorithm presented in this paper relies on a covariance function that takes in to account both the Euclidean distance and the pixel-luminance similarity. Therefore, the algorithm assumes that similar coloured pixels around a known pixel (a pixel for which we know the distance) will have a similar distance from the LiDAR. This is one of the main limitations of the current work. For example, the floor tiles will have a similar luminance value, and hence the distance output from the GP based interpolation algorithm will yield almost the same distance. However, the actual distance gradually changes along the floor, and this attribute can only be incorporated in to the GP framework by utilizing a covariance function that captures the surface gradient of the objects. We will be investigating such a covariance function in our future work.

The current experimental setup uses a LiDAR scanner with 16 lasers. For this reason, the vertical resolution of the LiDAR scanner is quite limited. It should be noted that denser LiDAR scanners are now commercially available, such as VLP-64, which has 64 lasers and VLS-128 which has 128 lasers. Such LiDAR scanners make it possible for dense depth maps to be captured and processed. However, as of the time of writing, such dense laser scanners are not mass produced, and are extremely expensive. Therefore, especially for low cost applications, at least in the shorter term, the low density laser scanners will have to be utilized.

5. Conclusions and Future Work {#sec5-sensors-18-02730}
==============================

This paper addresses the problem of fusing the outputs of a LiDAR scanner and a wide-angle monocular image sensor. The first part of the proposed framework spatially aligns the two sensor data streams with a geometric model. The resolutions of the two sensors are quite different, with the image sensor having a much denser spatial resolution. The two resolutions matched, in the second stage of the proposed framework, by utilizing a Gaussian Process regression algorithm that derives the spatial covariance from the image sensor data. The output of the GP regression not only provides an estimation of the corresponding distance value of all the pixels in the image, but also indicates the uncertainty of the estimation by way of standard deviation. The advantages of the proposed data fusion framework is illustrated through performance analysis of a free space detection algorithm. It was demonstrated that perception tasks in autonomous vehicles/mobile robots can be significantly improved by multimodal data fusion approaches, as compared to single sensor-based perception capability. As compared to extrinsic calibration methods, the main novelty of the proposed approach is the ability to fuse multimodal sensor data by accounting for different forms of uncertainty associated with different sensor data streams (resolution mismatches, missing data, and blind spots). The future work planned, includes extension of the sensor fusion framework to include multiple cameras, radar scanners and ultra sound scanners. Furthermore, we will research methods for robust free space detection based on the data fusion framework. Advanced forms of uncertainty quantification techniques will be utilized to capitalize on the diversity offered by multimodal sensors.
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![Examples of sensor data to be fused. (**a**) Image from the wide angle camera; (**b**) 3D point cloud from LiDAR.](sensors-18-02730-g001){#sensors-18-02730-f001}

![Side view of the sensor setup.](sensors-18-02730-g002){#sensors-18-02730-f002}

![Top view of the sensor setup.](sensors-18-02730-g003){#sensors-18-02730-f003}

![The sequence of steps in Gaussian Process (GP)-based resolution matching algorithm.](sensors-18-02730-g004){#sensors-18-02730-f004}

![The experimental test bed used for data capture.](sensors-18-02730-g005){#sensors-18-02730-f005}

![Steps in extrinsic calibration process. (**a**) Camera setup and calibration target; (**b**) The corresponding LiDAR capture; (**c**) Red points on the edges of the circle; (**d**) Identification of the circle centers.](sensors-18-02730-g006){#sensors-18-02730-f006}

![Projection of LiDAR data on to the spherical video frame.](sensors-18-02730-g007){#sensors-18-02730-f007}

###### 

Screen shots of different scenarios captured by the quadbike in motion. (**a**) Scenario 1: Indoors tiled floor with cluttered environment; (**b**) Scenario 2: Outdoor environment on artificial grass; (**c**) Scenario 3: Indoor environment with carpet floor and extreme shadows; (**d**) Scenario 4: Indoor environment with less clutter; (**e**) Scenario 5: Outdoor environment with change of surface; (**f**) Scenario 6: Indoor environment with moving object in LiDAR blind spot.

![](sensors-18-02730-g008a)
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###### 

Visual illustration of the outputs of the Gaussian Process based resolution matching. (**a**) Aligned camera data and LiDAR points; (**b**) Output of Resolution matching step; (**c**) Uncertainty associated with depth estimation.

![](sensors-18-02730-g009a)
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![Comparison of free-space maps for different algorithms for three different scenarios. (**a**) LiDAR only; (**b**) Image classifier only; (**c**) Fusion-based approach.](sensors-18-02730-g010){#sensors-18-02730-f010}

![Comparison of free-space maps for different algorithms for three different scenarios. (**a**) LiDAR only; (**b**) Image classifier only; (**c**) Fusion based approach.](sensors-18-02730-g011){#sensors-18-02730-f011}

![Occupancy Grid Map based on temporally combined LiDAR data. (**a**) Scenario 1; (**b**) Scenario 5.](sensors-18-02730-g012){#sensors-18-02730-f012}

![The effect of temporal window width for LiDAR frame accumulation. As the temporal window width is changed from 1 s to 2 s, the spread of values increases. (**a**) When temporal window width is 1 s; (**b**) when temporal window width is 2 s.](sensors-18-02730-g013){#sensors-18-02730-f013}

![The effect of motion artefacts on video capture. (**a**) When the vehicle in motion; (**b**) When the vehicle is still.](sensors-18-02730-g014){#sensors-18-02730-f014}
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###### 

Comparison of Different Resolution Matching Algorithms against the proposed Gaussian Process Framework.

  Algorithm                                                              Accuracy   Precision   True Positive
  ---------------------------------------------------------------------- ---------- ----------- ---------------
  Proposed Gaussian Process Framework                                    0.933      0.908       0.485
  Tensors factorization for missing values \[[@B36-sensors-18-02730]\]   0.8        0.827       0.383
  Robust DCT smoothing for grid data \[[@B37-sensors-18-02730]\]         0.923      0.921       0.467
