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Growth rates of Coxeter groups and Perron numbers
Alexander Kolpakov and Alexey Talambutsa
Abstract. We define a large class of abstract Coxeter groups, which we call ∞-
spanned, for which the word growth rate and the geodesic growth rate appear to
be Perron numbers. This class contains a fair amount of Coxeter groups acting on
hyperbolic spaces, thus partially confirming a conjecture by Kellerhals and Perren.
We also show that for this class the geodesic growth rate strictly dominates the word
growth rate.
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1. Introduction
A Coxeter group G of rank n is an abstract group that can be defined by the
generators S = {s1, s2, . . . , sn} and relations as follows:
G = 〈s1, s2, . . . , sn | s2i = 1, (sisj)mij = 1, 1 ≤ i < j ≤ n〉, (1)
for all 1 ≤ i ≤ n, and mij ∈ {2, 3, . . . } ∪ {∞}, for all 1 ≤ i < j ≤ n. No relation is
present between si and sj , if and only if mij =∞.
Such a group can be conveniently described by its Coxeter diagram D, which is a
labelled graph, where each vertex i corresponds to a generator si of G, with i and j
connected by an edge whenever mij ≥ 3. Moreover, if mij ≥ 4 then the edge joining
i and j has label mij , while for mij = 3 it remains unlabelled.
If a connected diagram for G contains more than 2 vertices and has a spanning tree
with edges labelled only∞, we call G∞-spanned, since deleting all the edges having
labels ≥ 3 will indeed produce a graph product of order two groups (or, equivalently,
a right-angled Coxeter group). Here, however, such edges may be quite numerous,
and the Coxeter group G may thus be far from a right-angled one (except for the
intentionally excluded and trivial case of a two-vertex diagram, when G ∼= Z2 ∗ Z2,
the infinite dihedral group).
Given a Coxeter group of rank n with generating set S = {s1, s2, . . . , sn} of invo-
lutions (called a standard generating set, which is not necessarily unique), let us
consider its Cayley graph Cay(G,S) with the identity element e as origin and the
word metric d(g, h) = “the least length of a word in the alphabet S necessary to
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write down gh−1”. Let the word length of an element g ∈ G be d(e, g). Then, let wk
denote the number of elements in G of word length k ≥ 0 (assuming that w0 = 1,
so that the only element of zero word length is e). Also, let gk denote the number
of geodesic paths in Cay(G,S) of length k ≥ 0 issuing from e (with the only zero
length geodesic being the point e itself, and thus g0 = 1).
The word growth series of G with respect to its standard generating set S is
ω(G,S)(z) =
∞∑
k=0
wkz
k, (2)
while the geodesic growth series of G with respect to S is
γ(G,S)(z) =
∞∑
k=0
gkz
k. (3)
Since we shall always use a standard generating S set for G in the sequel, and mostly
refer to a given Coxeter diagram defining G, rather than G itself, we simply write
ωG(z) and γG(z) for its word and geodesic generating series. As well, by saying that
G is ∞-spanned we shall refer to an appropriate diagram for G.
Both growth series above are known to be rational functions, since the correspond-
ing sets ShortLex(G) = “words over the alphabet S in shortest left-lexicographic
form representing all elements of G” (equivalently, the language of short-lex normal
forms for G with its standard presentation) and Geo(G) =“words over the alpha-
bet S corresponding to labels of all possible geodesics in Cay(G,S) issuing from e”
(equivalently, the language of reduced words in G with its standard presentation) are
regular languages. That is, there exist deterministic finite-state automata ShortLex
and Geo that accept the omonimous languages. We shall use such automata due to
Brink and Howlett [4], which appear to be a convenient choice for us due to several
theoretical and technical reasons, although there is no canonical one.
Given any finite automaton A over an alphabet S, let L = L(A) be its accepted
language. If vk is the number of length k ≥ 0 words over S that belong to L,
then the quantity λ(A) = lim supk→∞ k
√
vk is called the growth rate of the (regular)
language L(A).
The limiting value ω(G) = lim supk→∞ k
√
wk = λ(ShortLex) is called the word
growth rate of G, while γ(G) = lim supk→∞ k
√
gk = λ(Geo) is called the geodesic
growth rate of G. Growth rates of many classes of Coxeter groups are known to
belong to classical families of algebraic integers, in particular, to Perron numbers.
Moreover, growth rates of Coxeter groups acting cocompactly on hyperbolic space
Hd, for d ≥ 4, are specifically conjectured to belong to this class by Kellerhals and
Perren [14]. We recall that a real algebraic integer τ > 1 is a Perron number if all
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its other Galois conjugates are strictly less than τ in absolute value. Perron num-
bers often appear in the context of harmonic analysis [2], dynamical systems [17],
arithmetic groups [9], and many others.
It follows from the results of [10, 19, 22, 23] that the growth rates of Coxeter groups
acting on H2 and H3 with finite co-volume are Perron numbers. Moreover, a con-
jecture by Kellerhals and Perren in [14] suggests a very particular distribution of
the poles of the growth function ωG(z) =
∑∞
k=0wk z
k, which implies that the word
growth rate ω(G) is a Perron number. The main purpose of this paper is to prove
the following theorem, that partially confirms the aforementioned conjecture, and
also extends to the case of geodesic growth rates.
Theorem 1.1. Let G be an ∞-spanned Coxeter group. Then ω(G) and γ(G) are
Perron numbers.
Another question that comes about naturally is the number γG(g) of geodesics in
Cay(G,S) issuing from the neutral element e of G and arriving to a given element
g ∈ G. It is clear that γG(g) depends on g ∈ G heavily: e.g. in many right-angled
Coxeter groups G we can find elements g of word length k ≥ 2 such that either
γG(g) = 1 or γG(g) = k!, depending on g. Nevertheless, the average number of
geodesics that represent an element of word length k, i.e. the ratio gkwk , can be
analysed.
Theorem 1.2. Let G be an ∞-spanned Coxeter group which is not a free product
Z2∗. . .∗Z2. Then gk ∼ δk(G)·wk asymptotically1, as k →∞, with δ(G) = γ(G)ω(G) > 1.
In particular, γ(G) always strictly dominates ω(G).
The paper is organised as follows: in Section 2.1 we describe the deterministic finite-
state automata recognising the languages ShortLex and Geo (their construction is
first given in the paper by Brink and Howlett [4]), and show some of their properties,
essential for the subsequent proofs, in Section 2.2. Then, in Section 3, we prove
Theorems 1.1 and 1.2. Finally, a few geometric applications are given in Section 4.
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1Here by writing ak ∼ bk for two sequences of positive real numbers indexed by integers, we mean
limk→∞
ak
bk
= 1.
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2. Brink and Howlett’s automata and their properties
In this section we briefly recall the general construction of the automata ShortLex
and Geo that accept, respectively, the shortlex and geodesic languages for an ar-
bitrary Coxeter group G with generating set S = {s1, s2, . . . , sn}. Then we shall
concentrate on some combinatorial and dynamical properties of those automata in
the case when G is ∞-spanned.
2.1. Constructing the automata
Let G be a Coxeter group with generating set S = {s1, s2, . . . , sn} with presentation
G = 〈s1, s2, . . . , sn | (sisj)mij = 1, for 1 ≤ i, j ≤ n〉, (4)
where we assume that mii = 1, for all 1 ≤ i ≤ n, and mij = mji ∈ {2, 3, . . . }∪ {∞},
for all 1 ≤ i < j ≤ n.
Let V = Rn, and let {α1, . . . , αn} be a basis in V , called the set of simple roots of
G. The associated symmetric bilinear form B(u, v) on V × V is defined by
B(αi, αj) = − cos pi
mij
, for all 1 ≤ i, j ≤ n. (5)
Let for each si ∈ S the corresponding simple reflection in the hyperplane Hi orthog-
onal to the root αi be defined as
σi(v) = v − 2B(v, αi)αi, for 1 ≤ i ≤ n. (6)
Then the representation ρ : G→ GL(V ) given by
ρ(si) = σi, for 1 ≤ i ≤ n, (7)
is a faithful linear representation of G into the group of linear transformations of V ,
called the geometric representation, c.f. [3, §4.2].
From here on, we shall write (u|v) instead of B(u, v), for convenience, although this
symmetric bilinear function is not necessarily positive definite.
Let us define the set Σ of small roots2 of G as the minimal (by inclusion) subset of
vectors in V satisfying the following conditions:
αi ∈ Σ, for each 1 ≤ i ≤ n, and each v ∈ Σ is a non-vanishing linear combina-
tion of αi’s with non-negative coefficients;
if v ∈ Σ, then σi(v) ∈ Σ, for all 1 ≤ i ≤ n such that −1 < (v|αi) < 0.
2Small roots are called minimal roots in [7, 8] due to their minimality with respect to the dominance
relation introduced in the original paper [4].
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In other words, all simple roots of G are small, and if v is a small root of G, then
u = σi(v) is also a small root provided that the i-th coordinate of u is strictly bigger
than the i-th coordinate of v, and the (positive) difference is less than 2.
The set Σ of small roots is known to be finite [3, Theorem 4.7.3]. In particular, if
αi and αj (i 6= j) are such two roots that mij =∞, then σi(αj) is not a small root.
Thus, if G is ∞-spanned, we would expect it to have “not too many” small roots,
so that a more precise combinatorial analysis of the latter becomes possible.
The set of ShortLex words, as well as the set Geo of geodesic words, in G are
regular languages by [3, Theorem 4.8.3]. Each is accepted by the corresponding finite
automaton that we shall call, with slight ambiguity, ShortLex and Geo, respectively.
Their states (besides a single state ?) are subsets of Σ and the transition functions
can be described in terms of the action of generating reflections σi, as follows.
For Geo, we have that the start state is {∅}, the fail state is ?, and the transition
function δ(D, si), for a state D and a generator si, i = 1, . . . , n, is defined as follows:
if αi ∈ D or D = ?, then δ(D, si) = ?, or otherwise
δ(D, si) = {αi} ∪ ({σi(v) for v ∈ D} ∩ Σ).
All states of Geo, except for the fail state, are accept states. The entire set of states
can be obtained by applying the transition function repeatedly to the start set and
its subsequent images. Then the fact that Σ is finite [3, Theorem 4.7.3] guarantees
that the set of states is finite.
For ShortLex, the start state is {∅}, the fail state is ?, and the transition function
δ(D, si), for a state D and a generator si, i = 1, . . . , n, is given by
if αi ∈ D or D = ?, then δ(D, si) = ?, or otherwise
δ(D, si) = {αi} ∪ ({σi(v) for v ∈ D} ∪ {σi(αj) for j < i}) ∩ Σ.
All states of ShortLex, except for the fail state, are accept states. Again, all other
states of ShortLex can be obtained from the start state by iterating the transition
function.
The enhanced transition function of a shortlex or geodesic automaton from a state
D upon reading a length l ≥ 1 word w over the alphabet S will be denoted by
δ̂(D,w). It is inductively defined as δ̂(D, si) = δ(D, si), for all i = 1, . . . , n; and in
the case l ≥ 2 we set δ̂(D,w) = δ(δ̂(D,w′), si), where w = w′si for a word w′ of
length l − 1 and a generator si with i ∈ {1, 2, . . . , n}.
We refer the reader to the original work [4], and also the subsequent works [7, 8] for
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more detail on the above constructions. A very informative description of geodesic
automata can be found in [3, §4.7–4.8].
For the sake of convenience, we shall omit the fail state ? and the corresponding
arrows in all our automata. This will make many computations in the sequel simpler,
since we care only about the number of accepted words.
2.2. Auxiliary lemmas
If Γ is a tree, i.e. a connected graph without closed paths of edges, a vertex of Γ
having degree 1 is called a leaf of Γ. The set of leaves of Γ, which is denoted by ∂Γ,
is called the boundary of Γ.
Lemma 2.1 (Labelling lemma). Let D be an ∞-spanned diagram with vertices
{1, 2, . . . , n}, with n ≥ 3, and Γ ⊂ D be its spanning tree all of whose edges have
labels ∞. Then, up to a renumbering of vertices, we may assume that Γ contains the
edges 1→ 2 and 2→ 3, and for any non-recurring path i0 = 1→ i1 → i2 → · · · → ik
inside Γ, such that ik ∈ ∂Γ, we have i0 < i1 < i2 < · · · < ik.
Proof. We explicitly construct the desired enumeration. Choose two edges forming
a connected sub-tree of Γ and label their vertices 1, 2 and 3, such that vertex 2 is
between the vertices 1 and 3. Then start labelling the leaves in ∂Γ by assigning
numbers to them down from n. When all the leaves are labelled, form a new tree
Γ′ = Γ−∂Γ, and label the leaves in ∂Γ′, and so on, until no unused labels remain.
From now on, we shall suppose that every ∞-spanned diagram with 3 or more
vertices already has a labelling satisfying Lemma 2.1. Such a labelling will become
handy later on. By Γ we will be denoting the corresponding spanning tree.
Lemma 2.2 (Hiking lemma). Let D′ = δ(D, si) be an accept state of the automaton
ShortLex = ShortLex(D), resp. Geo = Geo(D). Then for any vertex j that is
adjacent to i in the tree Γ, the state D′′ = δ(D′, sj) 6= D′ is also an accept state of
ShortLex, resp. Geo.
Proof. By definition, all states of ShortLex and Geo, except for the fail states ?, are
accepting. If D = {∅} is the start state, there is no sequence of transition bringing
the automaton back to it, by definition. Now we need to check that sj /∈ D′, which
shows that D′′ 6= ?. Indeed, supposing the contrary, we would have σi(α) = αj
or, equivalently α = σi(αj) = αj + 2αi, for a small root α ∈ D. The latter is
impossible since (αj + 2αi|αi) = 1, which contradicts inequality (α|αi) < 1 that
holds true for any short root α 6= αi (see [3, Lemma 4.7.1]). Since sj /∈ D′, and
sj ∈ δ(D′, sj) = D′′, we also obtain that D′′ 6= D′.
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The main upshot of Lemma 2.2 is that we can repeatedly apply the generators which
are connected in Γ, and thus move between the accepting states of the automaton,
be it shortlex or geodesic. As in our case the tree Γ spans the whole diagram D, this
gives a fair amount of freedom, which will be used later to prove strong connectivity
of both automata.
For any given root α of Σ, let σα be the associated reflection. For a given set of
simple roots A = {αi1 , . . . , αik} ⊂ Rn, let Stab(A) be the set of all roots from Σ
that are fixed by σα for any α ∈ A. Let also 〈A〉 denote the linear span of A, i.e.
the set {∑α∈A cαα | cα ∈ R}.
Lemma 2.3 (Stabiliser lemma). Let vertices i and j of D be adjacent in Γ. Then
any element of Stab(αi, αj) belongs to the linear span of the vector αi + αj and the
vectors αk for which mki = 2 and mkj = 2 in the diagram D.
Proof. Let v be a minimal vector such that σi(v) = v and σj(v) = v. Since v is
positive, we can write it as v =
∑n
s=1 csαs, with all cs ≥ 0 for 1 ≤ s ≤ n and at least
one cs being non-zero. The stability of v under σi and σj and the formula (6) gives
0 = (v|αi) =
n∑
s=1
cs(αs|αi) = ci(αi|αi) + cj(αj |αi) +
n∑
s=1,s 6=i,j
cs(αs|αi), (8)
0 = (v|αj) =
n∑
s=1
cs(αs|αj) = cj(αj |αj) + ci(αi|αj) +
n∑
s=1,s 6=i,j
cs(αs|αj). (9)
Which imply, together with the fact that −1 ≤ (αs|αi) ≤ 0 and −1 ≤ (αs|αj) ≤ 0,
for s 6= i, j, that
ci − cj = −
n∑
s=1,s 6=i,j
cs(αs|αi) ≥ 0, (10)
and, simultaneously,
ci − cj =
n∑
s=1,s 6=i,j
cs(αs|αi) ≤ 0. (11)
These two inequalities immediately imply that ci = cj . Then, we also see that cs = 0
for all s such that D has at least one of the edges connecting s to i or j.
Lemma 2.4 (Cycling lemma). Let some vertices i and j in the diagram D be con-
nected by an edge in Γ. Then for any small root v ∈ Σ = Σ(D), there exists a natural
number N ≥ 1 such that (sisj)N (v) /∈ Σ, unless v ∈ Stab(αi, αj).
Proof. We shall prove that for any such i, j and any positive root v /∈ Stab(αi, αj),
we have that
lim
k→∞
‖(sisj)k(v)‖ → ∞, (12)
in the `2-norm. As |Σ| <∞, this would imply Lemma.
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Let v0 = v, and let R = sisj . By a straightforward computation,
Rk(v0) = v0 + (I +R+R
2 + · · ·+Rk−1)w, (13)
where
w = (−4(v|αi)− 2(v|αj))αi + (−2(v|αi))αj = ciαi + cjαj . (14)
Then, by using the fact that i and j are connected by an edge in Γ, we compute
R(w) = R(ciαi + cjαj) = (3ci − 2cj)αi + (2ci − cj)αj . (15)
This means that in the subspace S spanned by αi and αj , the matrix of R can be
written as
R|S =
(
3 −2
2 −1
)
, (16)
by using {αi, αj} as a basis. One can see that RS = TJRT−1, where
JR =
(
1 1
0 1
)
(17)
is the Jordan normal form of R|S , which has the following sum of powers:
Sk =
k−1∑
i=0
J iR =
(
k (k−1)k2
0 k
)
. (18)
As for any non-zero vector u one has limk→∞ ‖Sku‖ =∞, we also get that
‖Rk(v0)− v0‖ = ‖
( k−1∑
i=0
Ri
)
w‖ → ∞, (19)
unless w = 0. In this case, by solving ci = cj = 0 about the inner products (v|αi)
and (v|αj), we find that both inner products are equal to 0, hence v is stable under
both reflections σi and σj , which implies v ∈ Stab(αi, αj).
The meaning of the Lemma above is that by repeated applications of si and sj ,
which we informally call “pedalling”, we can “cycle away” in the `2-norm from any
root v and thus, in particular, we can escape any subset of small roots by applying
Cycling lemma to its elements. We shall put this fact to essential use in one more
lemma below.
In the following considerations we keep track of the coordinates in the canonical
basis, so we introduce a notation v[i] for the i-th coordinate ci of the vector v
written out as a sum v =
∑n
s=1 csαs in the canonical basis of simple roots.
Then, for a finite set of positive roots A ⊂ Rn, let us define its height as
H(A) = max
v∈A
{i | v[i] 6= 0, v[j] = 0, ∀j > i}, (20)
and its width as
W (A) = card {v ∈ A | v[h(A)] 6= 0}. (21)
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Lemma 2.5 (Hydra’s lemma). Let D 6= {∅}, ? be a state of the automaton ShortLex
or Geo for an ∞-spanned group G. Then there exists a word w in the respective
language such that δ̂(D,w) = {α1}.
Proof. First we provide an argument in the case of the ShortLex automaton. Since
by definition in each state D 6= {∅}, ? there is a simple root, we choose some αi ∈ D.
Also let h = h(D) be the height of D with µ ∈ D being some small root realising
the height of D, i.e. µ[h] 6= 0, while µ[k] = 0, for all h < k ≤ n. We also denote
S = Stab(α1, α2).
First, consider the case h > 2. Our goal is to form a suitable word w such that
w(µ) /∈ S. Either µ /∈ S right away, or one of the following cases holds.
I. There exists k ∈ {3, . . . , h − 1} such that µ[k] 6= 0. Choose the minimal k
with this property, and let (i0, i1, . . . , ip) be the path in the tree Γ from the vertex
i0 = i towards the vertex ip = k. Considering the words wl = silsil−1 . . . si1si0 , with
l ∈ {1, . . . , p − 1}, we may obtain that for some l the vector µ′ = ρ(wl)(µ) /∈ S. In
this case, we move to the state D′ = δ̂(D,wl), which contains µ′ = ρ(wl)(µ) /∈ S
and has h(D′) = h(D) = h. Otherwise, we consider the word wp, for which one has
µ′ = ρ(wp)(µ) /∈ Stab(αip−1 , αip), hence we can apply Cycling lemma to µ′. Thus, for
some sufficiently large N we have µ′′ = (σip−1σip)N (µ′) /∈ S, and we move to the state
D′ = δ̂(D,w), with w = (sip−1sip)Nsip−1 . . . si2si1 and containing µ′′ = ρ(w)(µ) /∈ S,
while h(D′) = h(D) = h, since w contains only reflections sl with l < h.
II. For all k ∈ {3, . . . , h − 1} we have µ[k] = 0. Let (i0, i1, . . . , ip) be the path
in the tree Γ from the vertex i0 = i towards the vertex ip = h. Again, moving
up the tree Γ by reading the word wl = silsil−1 . . . si1si0 , with 2 < l < p − 1, we
either obtain that the vector µ′ = ρ(wl)(µ) has a non-zero coordinate k for some
2 < k < h and thus the state D′ = δ̂(D,wl) containing µ′ = ρ(wl)(µ), satisfies Case
I. Otherwise, we reach l = p− 2, while in µ′ = ρ(wp−2)(µ) we have µ′[1] = µ′[2] = c1
and µ′[h] = c2 6= 0, with µ′[l] = 0 for all other 2 < l < h and h < l ≤ n.
If µ′ /∈ Stab(αip−2 , αip−1), we apply Cycling lemma as in Case I to remove the image
of µ′ from the state and thus decrease the width, and not increase the height.
If µ′ ∈ Stab(αip−2 , αip−1), we either have c1 = 0 or (αip−1 |α1) = 0 and (αip−1 |α2) = 0.
In both cases, remembering that (αip−1 |αip) = −1, we obtain that
µ′′ = σip−1(µ
′) = µ′ − 2(αip−1 |µ′)αip−1 =
= µ′ − 2(c1(αip−1 |α1) + c1(αip−1 |α2) + c2(αip−1 |αip))αip−1
= µ′ + 2c2αip−1 ,
(22)
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where c2 6= 0. Then, µ′′[ip−1] = 2c2 6= 0 = µ′′[ip−2], hence µ′′ /∈ Stab(αip−2 , αip−1).
Then, again we can use the argument from Case I and apply Cycling lemma to
µ′′. Indeed, taking µ′′′ = (σip−2σip−1)N (µ′′) /∈ S for sufficiently big N we obtain
that µ′′′ /∈ Σ, so with a word w = (sip−2sip−1)Nsip−2 . . . si1si0we move to the state
D′ = δ̂(D,w), which lacks µ′′′ = ρ(w)(µ), while h(D′′) ≤ h(D) = h.
By applying the above argument repeatedly, we arrive at an accept state D∗ =
δ̂(D,w) with a word w, possibly empty, in ShortLex or Geo, so that λ = ρ(w)(µ)
is contained in D∗, but not in S, for the above chosen µ ∈ D ∩ S. Also, we have
h(D∗) = h(D) = h and w(D∗) ≤ w(D). This follows from the fact that all the
roots λ ∈ D∗ realising the height of D∗ are images of height-realising roots µ ∈ D.
Indeed, no simple root αk with k ≥ h has been added during the transition from D
to D∗, neither an image of such a root under a simple reflection sl, with l ≥ h. The
word w has only simple reflections sk with k < h, and thus we do not change any
k-coordinates with k ≥ h for roots in D and its subsequent images by applying any
of the reflections in w.
Now, pick a height-realising root in λ ∈ D∗ and, since λ /∈ S, apply Cycling lemma
to λ in order to arrive at a state D∗ = δ̂(D∗, (s1s2)N ), such that h(D∗) ≤ h(D) = h,
while w(D∗) ≤ w(D∗) − 1. By applying this argument repeatedly, we can reduce
the width of the subsequent states, and thus finally arrive at a state D, such that
h(D) ≤ h−1. However, we have no control over the magnitude of w(D), since many
vectors of smaller height could have been added during all the above transitions3.
We can apply the above argument, and finally bring the height of the state down
to h = 2, hence all the roots in D∗ can be written as c1α1 + c2α2. Due to Stabiliser
lemma, all roots in D∗ which are in S = Stab(α1, α2) have c1 = c2. Since α1 +α2 =
σ1(α2) = σ2(α1) is a small root, the due to dominance relation (c.f. the definitions
[3, p. 116] and [3, Theorem 4.7.6]), this is the only option for the elements of D∗∩S.
Then, using Cycling lemma with powers of (s2s1)
N for sufficiently big N ≥ 1 we
can either reach D0 = {α1} or arrive to one of the states D1 = {α1, α1 + α2} or
D2 = {α2, α1 + α2}. Then, the states D1 and D2 form a two-cycle under the action
of any word w = (s1s2)
N , N ≥ 1. Since n ≥ 3, we use s3 in order to transition
instead from D1 to D3 = {α3, β1 = σ3(α1), β2 = σ3(α1 +α2)}. By Labelling lemma,
vertices 2 and 3 are connected by an edge in Γ, and thus we can compute
β1 = α1 − 2(α1|α3)α3 /∈ S, (23)
by Stabiliser lemma, since β1[1] = 1 6= 0 = β1[2], and
β2 = α1 + α2 + (2− 2(α1|α3))α3 /∈ S, (24)
3Thus, while chopping off hydra’s bigger heads, we allow it to grow many more smaller ones, and
nevertheless succeed in reducing it down to a single head remaining.
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once again by Stabiliser lemma, since β2[3] 6= 0 (recall that the inner product (α1|α3)
is always non-positive), and the element s2s3 has infinite order.
Now we can apply Cycling lemma to D3 in order to move β1 and β2 away from
the set Σ of small roots, and finally arrive at the state D0 = δ̂(D3, (s1s2)
N ) =
{α1, (σ1σ2)N (β1), (σ1σ2)N (β2)} ∩ Σ = {α1}.
A similar argument applies to the case of Geo automaton, and it can be done by
a simpler induction on |D|, the cardinality of D. Indeed, applying Hiking lemma
never increases |D|, and applying Cycling lemma to the height-realising root reduces
|D|.
Lemma 2.6 (GCD lemma). The greatest common divisor of the lengths of all cycles
in the ShortLex, resp. Geo, automaton for an ∞-spanned Coxeter group equals 1.
Proof. First of all, let us notice that there is a cycle of length 2 in each:
{α1} → δ({α1}, s2) = {α2} → δ({α2}, s1) = {α1}. (25)
Then, let us consider the following sequence of transitions in ShortLex. Let D0 =
{α1}, and let m13 6= ∞. Then D1 = δ(D0, s3) = {α3, µ = α1 + cα3}, where
c = −2 cos pim13 ≤ 0. Here, µ /∈ Stab(α1, α2) by Stabiliser Lemma. Thus, there exists
a natural number N ≥ 1 such that (σ1σ2)N (µ) /∈ Σ, and D2N+1 = δ̂(D1, (s1s2)N ) =
{α1} = D0. This means that we obtain a cycle of odd length. If m13 = ∞, then
µ /∈ Σ, and we readily obtain a cycle of length 3 by putting N = 1.
A similar argument applies to the case of Geo automaton.
3. Proofs of main theorems
In this section we use the auxiliary lemmas obtained above in order to prove the
main theorems of the paper. Namely, we show that the following statement hold for
a Coxeter group G that is ∞-spanned:
the word growth rate ω(G) and the geodesic growth rate γ(G) are Perron
numbers (Theorem 1.1),
unless G is a free product of more than 2 copies of Z2, we have γ(G) > ω(G)
(Theorem 1.2).
Proof of Theorem 1.1. Below, we show that the word growth rate ω(G) of an
∞-spanned Coxeter group G (with respect to its standard generating set) is a Perron
number. A fairly analogous argument shows that the geodesic growth rate γ(G) of
G is also a Perron number.
11
Observe that any state D = δ̂({∅}, w), for a shortlex word w, can be reached from
{α}, δ({α1}, sk) = {αk} ∪ {sk(α1), sk(αl), l < k} ∩ Σ = {αk, sk(αl), l < k} ∩ Σ =
δ({∅}, sk), for any k > 1. Thus, δ̂({∅}, w) = δ̂({α1}, w), if w does not start with s1,
and δ̂({∅}, w) = δ̂({α1}, w′), if w = s1w′.
Then, Hydra’s lemma guarantees that we can descend in ShortLex from any state
D 6= ? to {α1}. Together with the above fact, we have that Geo \ {∅} is strongly
connected, and then the transfer matrix M = M(Geo \ {∅}) is irreducible.
By GCD lemma, M is also aperiodic, and thus primitive. Then the spectral radius
of M is a Perron number. Since the latter equals the growth rate of the short-lex
language for G by [17, Proposition 4.5.11], we obtain that ω(G) is a Perron number.
Proof of Theorem 1.2. Next, we aim at proving that γ(G) > ω(G), unless G is a
free product of several copies of Z2, in which case γ(G) = ω(G). For convenience, let
A denote the shortlex automaton ShortLex and B denote the geodesic automaton
Geo for G. Let L(F ) be the language accepted by a given finite automaton F , and
let λ(F ) be the exponential growth rate of L.
We shall construct a new automaton A′, by modifying A, such that
L(A) ( L(A′) ⊆ L(B)
and, moreover, ω(G) = λ(A) < λ(A′) ≤ λ(B) = γ(G).
Figure 1: The modified automaton A′: transition {α2} → D′1 is removed and a path
p comprising new states D′′i is added.
Since G is not a free product, we may assume that the edge 1→ 3 has label m ≥ 2,
and m 6= ∞. Consider two cases depending on the parity of m. If m is even, then
let w = s1s2(s1s3)
m/2, w′ = s1s2(s3s1)m/2−1s3 and w′′ = s1s2(s3s1)m/2. If m is odd,
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then w = s1s2(s1s3)
(m−1)/2s1, w′ = s1s2(s3s1)(m−1)/2 and w′′ = s1s2(s3s1)(m−1)/2s3.
We shall use the straightforward equality w = w′′ which holds for w and w′′ con-
sidered as group elements. One can also verify that in both cases w,w′ ∈ L(A) and
w′′ ∈ L(B) \ L(A).
Let the word w correspond to the directed path {∅} → {α1} → {α2} → D1 → · · · →
Dk, and the word w
′ correspond to the directed path {∅} → {α1} → {α2} → D′1 →
· · · → D′k−1 in A. Then, let the graph A′ be obtained from A in the following way,
which is schematically illustrated in Figure 1:
1) Add a number of states D′′1 , D′′2 , . . . , D′′k to A, and create a directed path
p = {∅} → {α1} → {α2} → D′′1 → · · · → D′′k−1 → Dk in A labelled with the
sequence of letters in w′′. Let ε be the last edge of p.
2) Remove the transition {α2} → D′1 labelled by s3, and for all 1 ≤ i ≤ k − 1
add n− 1 transitions D′′i → δ(D′i, sj), where sj runs over all labels except one
that is already used for the transition D′′i → D′′i+1.
3) Let A′ be the sub-graph in the automaton above spanned by the start state {∅}
together with the strongly connected component of {α1}, which (by the fact
that A \ {∅} is strongly connected) is equivalent to removing all inaccessible
states.
Let us define yet another automaton A′′, which is obtained from A′ be removing the
only transition ε. It follows from points (2)–(3) in the definition of A′ above that all
the states D′′i , k − 1 ≥ i ≥ 1 belong to the strongly connected component of {α1},
and thus we do not create any inaccessible states in A′′ by removing ε from A′.
Observe, that we have L(A′′) = L(A), since each word u accepted by A′′ can be
split into two types of sub-words: sub-words read while traversing a sub-path of p,
and sub-words read while traversing paths that consist of the states of the original
automaton A. However, each sub-word v of u obtained by traversing a sub-path of
p can be obtained by traversing the states of A, since v is a sub-word of w′′, but
v 6= w. Thus, L(A′′) ⊂ L(A). The inclusion L(A) ⊂ L(A′′) follows by construction.
On the other hand, L(A) ( L(A′) ⊆ L(B), since w′′ ∈ L(A′), while w′′ /∈ L(A).
From the above description, we obtain that A′ \ {∅} and A′′ \ {∅} are both strongly
connected. Then the transition matrices M ′ = M(A′ \ {∅}) and M ′′ = M(A′′ \ {∅})
are both irreducible. Moreover, M ′ and M ′′ have same size and M ′ 6= M ′′ dominates
M ′′, since A′ and A′′ have an equal number of states, while A′′ has fewer transitions
than A′. Then [5, Corollary A.9] implies that λ(A) = λ(A′′) < λ(A′) ≤ λ(B), and
thus ω(G) = λ(A) < λ(B) = γ(G).
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4. Geometric applications
In this section we bring up some applications of our result to reflection groups that
acts discretely by isometries on hyperbolic space Hn. A convex polytope P ⊂ Hn,
n ≥ 2, is intersection of finitely many geodesic half-spaces, i.e. half-spaces of Hn
bounded by hyperplanes. A polytope P ⊂ Hn is called Coxeter if all the dihedral
angles at which its facets intersect are of the form pim , for integer m ≥ 2.
The geometric Coxeter diagram D of P is obtained by indexing its facets with a
finite set of consecutive integers F = {1, 2, . . . }, and forming a labelled graph on
the set of vertices F as follows. If facets i and j intersect at an angle pimij , then
the vertices i and j are connected by an edge labelled mij , if mij ≥ 4; by a single
unlabelled edge, if mij = 3; or no edge is present, if mij = 2. If facets i and j are
tangent at a point on the ideal boundary ∂Hn, then i and j are connected by a
bold edge. If the hyperplanes of i and j admit a common perpendicular, i.e. do not
intersect in Hn = Hn ∪ ∂Hn, then i and j are connected by a dashed edge.
It is known that a Coxeter polytope P ⊂ Hn gives rise to a discrete reflection group
generated by reflections in the hyperplanes of the facets of P . The group G = G(P )
generated by P is a Coxeter group with standard generating set S given by facet
reflections. Then the word growth rate α(G) and geodesic growth rate γ(G) with
respect to S are be defined as usual. The diagram D of G as a Coxeter group can
be obtained from the diagram of P by converting all bold and dashed edges, if any,
into ∞-edges.
Usually, the polytope P is assumed to be compact or finite-volume, i.e. non-compact
and such that its intersection with the ideal boundary ∂Hn consists only of a number
of vertices. This condition can be relaxed in our case, since it does not particularly
influence any of the statements below.
Since the facets of a Coxeter polytope P ⊂ Hn intersect if and only if their respective
hyperplanes do [1], then the number and incidence of ∞-edges in the diagram of
G = G(P ) is determined only by the combinatorics of P .
The following two facts show that many Coxeter group acting on Hn, n ≥ 2, dis-
cretely by isometries have Perron numbers as their word and geodesic growth rates.
Theorem 4.1. Let P ⊂ Hn, n ≥ 2, be a finite-volume Coxeter polytope, and G its
associated reflection group. If the bold and dashed edges in the digram of P form a
connected subgraph, then α(G) and γ(G) are Perron numbers.
The above connectivity condition can be checked for the diagram of P relatively
easily either by hand or by using a computer algebra system. It is also clear that
Theorem 4.1 is just a restatement of Theorem 1.1.
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An additional fact holds as we compare the word and geodesic growth rates of
Coxeter groups of the above kind.
Theorem 4.2. Let P ⊂ Hn, n ≥ 3, be a finite-volume Coxeter polytope, and G its
associated reflection group. If the bold and dashed edges in the digram of P form a
connected subgraph, then α(G) < γ(G).
Proof. Let us notice that, unless n = 2, it is impossible for a Coxeter polytope P
to have finite volume given that Γ is a complete graph (in dimension 2 we have an
ideal triangle and its reflection group is isomorphic to a triple free product of Z2’s).
Indeed, let us consider an edge stabiliser of P . Since P has finite volume, P is
simple at edges, meaning that each edge is an intersection of n− 1 facets. Then the
edge stabiliser has a Coxeter diagram that is a subdiagram spanned by n − 1 ≥ 2
vertices in the complete graph on f vertices. Thus, it is itself a complete graph
that has ∞-labels on its edges. This cannot be a diagram of a finite Coxeter group,
hence Vinberg’s criterion [21, Theorem 4.1] is not satisfied, and P cannot have finite
volume. Thus, G cannot be a free product of finitely many Z2’s, and the conditions
of Theorem 1.2 are satisfied.
As follows from the results by Floyd [10] and Parry [19], if P is a finite-area polygon
in the hyperbolic plane H2, the word growth rate α(G) of its reflection group G is
a Perron number. More precisely, α(G) is a Salem number if P is compact, and
a Pisot number if P has at least one ideal vertex. A similar result holds for the
geodesic growth rate γ(G).
Theorem 4.3. Let P ⊂ H2 be a finite-volume Coxeter polygon, and G its associated
reflection group. Then γ(G) is also a Perron number whenever P has more than 4
vertices, or when P is a quadrilateral with at least one ideal vertex, or a triangle with
at least two ideal vertices. In all the above mentioned cases, γ(G) > α(G) unless P
is ideal.
Proof. The proof proceeds case-by-case based on the number of sides of P .
P is a triangle. If P has two or three ideal vertices, then the subgraph of bold edges
in the diagram of D is connected. This subgraph is complete if and only if P is an
ideal triangle.
P is a quadrilateral. If P has at least one ideal vertex, then the subgraph of bold
and dashed edges in the diagram of G is connected. This subgraph is complete if
and only if P is an ideal quadrilateral.
P has n ≥ 5 sides. In this case, each vertex in the diagram of G is connected by
dashed edges to n − 3 other vertices. It can be also connected by bold edges to
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one or two more vertices, depending on P having vertices on the ideal boundary
∂H2. Provided the vertex degrees, it is clear that the subgraph of bold and dashed
edges in D is connected. This subgraph is complete if and only if each vertex in
the diagram of D is connected to n − 3 vertices by dashed edges, and to two more
vertices by bold edges. In this case, P is an ideal n-gon.
Having described the cases above, the theorem follows from Theorems 4.1 – 4.2.
Another series of examples where Theorems 4.1 – 4.2 apply arises inH3: these are the
right-angled Lo¨bell polyhedra originally described in [18] and their analogues with
the same combinatorics but various Coxeter angles [6, 20]. The latter polyhedra can
be obtained from the Lo¨bell ones by using “edge contraction”, c.f. [15, Propositions
1 – 2].
The word growth rates of their associated reflection groups are Perron numbers by
[22, 23], and their geodesic growth rates are Perron numbers by Theorem 4.1. In-
deed, any Coxeter polyhedron P polyhedron combinatorially isomorphic to a Lo¨bell
polyhedron Ln has the following property: each of its faces has at most n neighbours,
while Ln has 2n+ 2 faces in total. This implies that there are enough common per-
pendiculars in between its faces to keep the subgraph of dashed edges in the Coxeter
diagram of P connected. Also, Theorem 4.2 implies that the geodesic growth rates
always strictly dominate the respective word growth rates.
In Figure 2, we present a complete Coxeter diagram of the hyperbolic finite-volume
polytope P in H19 discovered by Kaplinskaya and Vinberg in [13]. The reflec-
tion group G associated with P corresponds to a finite index subgroup in the
group of integral Lorentzian matrices preserving the standard hyperboloid H =
{(x0, x1, . . . , x19) ∈ R20 | − x20 + x21 + . . .+ x219 = −1, x0 > 0}. The latter group is
isomorphic to GoS5, where S5 is the symmetric group on 5 elements. The diagram
in Figure 2 was obtained by using AlVin [11, 12]. The picture does not exhibit the
S5 symmetry but rather renders the edges as sparsely placed as possible in order to
let the connectivity properties of the graph be observed.
The dashed edges correspond to common perpendiculars between the facets, and
bold edges correspond to facets tangent at the ideal boundary ∂H19. The blue edges
have label 4, and the red ones have label 3 (because of the size of the diagram, this
colour notation seems to us visually more comprehensible).
Checking that the subgraph of bold and dashed edges in the diagram of P is con-
nected can be routinely done by hand or by using SageMath. Then Theorems 4.1
– 4.2 apply. We would like to stress the fact that checking whether the word and
geodesic growth rates of G satisfy the conclusions of Theorems 4.1 – 4.2 by direct
computation would be rather tedious, especially for the geodesic growth rate.
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Figure 2: A finite-volume non-compact Coxeter polytope in H19
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