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Abstract
We introduce a new model for studying quantum data structure problems | the
quantum cell probe model. We prove a lower bound for the static predecessor problem
in the address-only version of this model where, essentially, we allow quantum paral-
lelism only over the ‘address lines’ of the queries. This model subsumes the classical
cell probe model, and many quantum query algorithms like Grover’s algorithm fall
into this framework. We prove our lower bound by obtaining a round elimination
lemma for quantum communication complexity. A similar lemma was proved by Mil-
tersen, Nisan, Safra and Wigderson [?] for classical communication complexity, but
their proof does not generalise to the quantum setting.
We also study the static membership problem in the quantum cell probe model.
Generalising a result of Yao [?], we show that if the storage scheme is implicit,
that is it can only store members of the subset and ‘pointers’, then any quantum
query scheme must make Ω(log n) probes. We also consider the one-round quantum
communication complexity of set membership and show tight bounds.
1 Introduction
A static data structure problem consists of a set of data D, a set of queries Q, a set of
answers A, and a function f : D  Q ! A. The aim is to store the data eciently and
succinctly, so that any query can be answered with only a few probes to the data structure.
In a seminal paper [?], Yao introduced the (classical) cell probe model for studying static
data structure problems in the classical setting. Thereafter, this model has been used
extensively to prove upper and lower bounds for several data structure problems (see [?, ?,
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?, ?]). A classical (s, w, t) cell probe scheme for f has two components: a storage scheme
and a query scheme. Given the data to be stored, the storage scheme stores it as table of s
cells, each cell w bits long. The query scheme has to answer queries about the data stored.
Given a query, the query scheme computes the answer to that query by making at most t
probes to the stored table, where each probe reads one cell at a time. The storage scheme
is deterministic whereas the query scheme can be deterministic or randomised. The goal
is to study tradeos between s, t and w. For an overview of results in this model, see the
survey by Miltersen [?].
In this paper, we study static data structure problems, such as the static membership
problem and the static predecessor problem, when the algorithm is allowed to query the
table using a quantum superposition. We formalise this by dening the quantum cell probe
model similar to the quantum bit probe model of [?]. We show a lower bound for the
predecessor problem in a restricted version of this model, which we call the address-only
quantum cell probe model. In the predecessor problem, the storage scheme has to store
a subset S of size at most n from the universe [m], such that given any query element
x 2 [m], one can quickly nd the predecessor of x in S.
Result 1 (Lower bound for predecessor): Suppose we have an address-
only quantum cell probe solution to the static predecessor problem, where the
universe size is m and the subset size is at most n, using nO(1) cells each
containing O(logm) bits. Then the number of queries is at least Ω(
p
log logm)
as a function of m, and at least Ω(log1/3 n) as a function of n.
We then consider the static membership problem. Here one has to answer membership
queries instead of predecessor queries. Yao [?] showed that if the universe is large enough,
any classical implicit scheme for the static membership problem must make Ω(log n) probes
to the table in the worst case. An implicit storage scheme either stores a ‘pointer value’
(viz. a value which is not an element of the universe) or an element of S in a cell. In
particular, it is not allowed to store an element of the universe which is not a member of
S. We generalise Yao’s result to the quantum setting.
Result 2 (informal statement): If the storage scheme is implicit, then (if
the universe is large enough) the query algorithm must make Ω(log n) probes in
the worst case.
Remarks:
1. Our address-only quantum cell probe model is a generalisation of the classical cell
probe model. Hence, our lower bound for the static predecessor problem is a generalisa-
tion of a similar result shown for the classical cell probe model with randomised query
schemes, by Miltersen et al [?]. This lower bound is the best known for classical ran-
domised query schemes, if the storage scheme uses nO(1) cells each containing O(logm)
bits. Thus, our quantum lower bounds are as strong as the best known classical ran-
domised lower bounds. The best upper bound known answers predecessor queries with
O(min(log logm/ log log logm,
√
logn/ log log n)) probes. It uses O(n) cells of storage, each
cell containing O(logm) bits, In fact, it is a classical deterministic query scheme. For de-
terministic schemes, the above bound is tight. Both the above bound and its optimality
for deterministic schemes, have been proved by Beame and Fich [?].
2. It is known that querying in superposition gives a speed up over classical algorithms
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for certain data retrieval problems, the most notable one being Grover’s algorithm [?] for
searching an unordered list of n elements using O(
p
n) quantum queries. The power of
quantum querying for data structure problems was studied in the context of static mem-
bership by Radhakrishnan et al. [?]. In their paper, they worked in the quantum bit probe
model, which is our quantum cell probe model where the cell size is just one bit. They
showed, roughly speaking, that quantum querying does not give much advantage over clas-
sical schemes for the set membership problem. Our result above seems to suggest that
quantum search is perhaps not more powerful than classical search for the predecessor
problem as well.
3. In the next section, we formally describe the \address-only" restrictions we impose on
the query algorithm. Informally, they amount to this: we allow quantum parallelism over
the ‘address lines’ going into the table, but we have a xed quantum state on the ‘data
lines’. This restriction on quantum querying does not make the problem trivial. In fact,
many non-trivial quantum search algorithms, such as Grover’s algorithm [?] and Hoyer
and Neerbek’s algorithm [?], already satisfy these restrictions.
4. For static membership problem, Fredman, Komlos and Szemeredi [?] have shown a
classical deterministic cell probe solution where the storage scheme uses O(n) cells each
containing O(logm) bits, and the query scheme makes only a constant number of cell
probes. In this solution, the storage scheme may store elements of the universe in the table
which are not members of the subset to be stored. Hence the restriction that the storage
scheme be implicit is necessary for any such result. We note that implicit storage schemes
include many of the standard storage schemes like sorted array, hash table, search trees
etc.
1.1 Techniques
The lower bounds for the static membership problem shown in the quantum bit probe
model [?] relied on linear algebraic techniques. Unfortunately, these techniques appear
to be powerless for the quantum cell probe model. In fact, to show the lower bound
above for the static predecessor problem, we use a connection between quantum data
structure problems and two-party quantum communication complexity, similar to what
was used by Miltersen, Nisan, Safra and Wigderson [?] for showing the classical lower
bound. They proved a technical lemma in classical communication complexity called the
round elimination lemma and derived from it lower bounds for various static data structure
problems. In this paper we prove an analogue of their round elimination lemma for the
quantum communication complexity model, which we then use to show the quantum lower
bound for the static predecessor problem. The quantum round elimination lemma also
has applications to other quantum communication complexity problems, which might be
interesting on their own.
Suppose f : X  Y ! Z is a function. In the communication game corresponding to
f , Alice gets a string x 2 X, Bob gets a string y 2 Y and they have to compute f(x, y).
In the communication game corresponding to f (n), Alice gets n strings x1, . . . , xn 2 X;
Bob gets an integer i 2 [n], a string y 2 Y , and a copy of the strings x1, . . . , xi−1. Their
aim is to compute f(xi, y). Suppose a protocol for f
(n) is given where Alice starts, and
her rst message is a bits long, where a is much smaller than n. Intuitively, it would
seem that since Alice does not know i, the rst round of communication cannot give much
information about xi, and thus, would not be very useful to Bob. The round elimination
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lemma justies this intuition. Moreover, we show that this is true even if Bob also gets
copies of x1, . . . , xi−1, a case which is needed in many data structure applications.
Result 3 (Quantum round elimination lemma, informal statement):
A t round quantum protocol for f (n) with Alice starting, gives us a t− 1 round
protocol for f with Bob starting, with similar message complexity and error
probability.
Round reduction arguments have been given earlier in quantum communication com-
plexity, most notably by Nayak, Ta-Shma and Zuckerman [?]. However, for technical
reasons, the previous arguments do not go far enough to prove lower bounds for the com-
munication games arising from data structure problems like the predecessor problem. We
need a technical quantum version of the round elimination lemma of Miltersen et al [?], to
prove the desired lower bounds.
We also study the set membership communication game MEMm,n, where Alice is given
an element x of a universe of size m, and Bob is given a subset S of the universe of size
at most n. They have to communicate and decide whether x 2 S. We consider one round
quantum communication protocols for this problem in both the cases of Alice and Bob
speaking. We give tight upper and lower bounds for this problem in both these cases.
Result 4: The one round quantum communication complexity of the set mem-
bership problem MEMm,n, when Alice starts, is (log n+ log logm), and when
Bob starts, is (n+ log logm).
One round communication games have been studied recently in the quantum setting
by Klauck [?]. They have applications to quantum automata.
1.2 Organisation of the paper
Section 2 contains denitions of various terms that will be used throughout the paper. In
Section 3 we discuss some lemmas that will be needed in the proofs of the main theorems.
Section 4 contains the proof of the quantum round elimination lemma. In Section 5 we
prove our lower bounds for the static predecessor problem. Section 6 contains a proof
of our lower bound for implicit cell probe schemes for the static membership problem
and Section 7 contains proofs of our bounds on the one round quantum communication
complexity of set membership. We conclude with some open problems in Section 8.
2 Definitions
In this section we dene some of the terms which we will be using in this paper.
2.1 The quantum cell probe model
A quantum (s, w, t) cell probe scheme for a static data structure problem f : D Q! A
has two components: a classical deterministic storage scheme that stores the data d 2 D in
a table Td using s cells each containing w bits, and a quantum query scheme that answers
queries by ‘quantumly probing a cell at a time’ at most t times. Formally speaking, the
table Td for the stored data is made available to the query algorithm in the form of an
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oracle unitary transform Od. To dene Od formally, we represent the basis states of the
query algorithm as jj, b, zi, where j 2 f0, . . . , s−1g is a binary string of length log s, b is a
binary string of length w, and z is a binary string of some xed length. Here, j denotes the
address of a cell in the table Td, b denotes the bits which will hold the contents of a cell and
z stands for the rest of the qubits in the query algorithm. Od maps jj, b, zi to jj, b(Td)j , zi,
where (Td)j is a bit string of length w and denotes the contents of the jth cell in Td. A
quantum query scheme with t probes is just a sequence of unitary transformations
U0 ! Od ! U1 ! Od ! . . . Ut−1 ! Od ! Ut
where Uj ’s are arbitrary unitary transformations that do not depend on the data stored.
For a query q 2 Q, the computation starts in an observational basis state jqij0i, where
we assume that the ancilla qubits are initially in the basis state j0i. Then we apply
in succession, the operators U0, Od, . . . , Od, Ut, and measure the nal state. The answer
consists of the values on some of the output wires of the circuit. We require that the answer
be correct with probability at least 2/3.
We now formally dene the address-only cell probe model. Here the storage scheme
is general but the query scheme is restricted to be ‘address-only’. This means that the
state vector before a query to the oracle is always a tensor product of a state vector on
the address and work qubits (the jj, zi part in jj, b, zi above), which can depend on the
query element and the probe number, and a state vector on the data qubits (the jbi part
in jj, b, zi above), which is independent of the query element but can vary with the probe
number. Intuitively, we are only making use of quantum parallelism over the address lines.
This mode of querying a table subsumes classical querying, and also many non-trivial
quantum algorithms like Grover’s algorithm [?], Hoyer and Neerbek’s algorithm [?] etc.
satisfy this condition. For Grover, and Hoyer and Neerbek, the state vector on the data
qubit is (j0i − j1i)/p2, independent of the probe number.
2.2 Quantum communication protocols
We consider two party quantum communication protocols as dened by Yao [?]. LetX, Y, Z
be arbitrary sets and f : X  Y ! Z be a function. There are two players Alice and Bob,
who hold qubits. When the communication game starts, Alice holds jxi where x 2 X
together with some ancilla bits in the state j0i, and Bob holds jyi where y 2 Y together
with some ancilla bits in the state j0i. Thus the qubits of Alice and Bob are initially in
computational basis states, and the initial superposition is simply jxiAj0iAjyiBj0iB. Here
the subscripts denote the ownership of the qubits by Alice and Bob. The players take turns
to communicate to compute f(x, y). Suppose it is Alice’s turn. Alice can make an arbitrary
unitary transformation on her qubits and then send one or more qubits to Bob. Sending
qubits does not change the overall superposition, but rather changes the ownership of the
qubits, allowing Bob to apply his next unitary transformation on his original qubits plus
the newly received qubits. At the end of the protocol, the last recipient of qubits performs
a measurement on the qubits in her possession to output an answer. We say a quantum
protocol computes f with -error, if for any input (x, y) 2 X  Y the probability that the
protocol outputs the correct result f(x, y) is at least 1− .
We require that Alice and Bob make a safe copy of their inputs before beginning the
protocol. This is possible since the inputs to Alice and Bob are in computational basis
states. Thus the qubits of Alice and Bob holding their inputs are never sent as messages,
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remain unchanged throughout the protocol and are never measured i.e. some work qubits
are measured to determine the result of the protocol. We call such protocols clean. We
will assume henceforth that all our protocols are clean.
We now dene a class of quantum protocols called safe protocols, which will be used
in the statement of the round elimination lemma.
Definition 1 (Safe quantum protocol) A [t, c, a, b]A safe quantum protocol P is a clean
protocol where the per round message lengths of Alice and Bob are a and b qubits re-
spectively, Alice starts rst and the communication goes on for t rounds. The notation
[t, c, a, b]B means the same as above, except that Bob starts rst. We allow the rst mes-
sage to have an overhead of c qubits i.e. if Alice starts, the rst message is a+c qubits long
and if Bob starts, the rst message is b+ c qubits long. The density matrix of the overhead
is independent of the inputs to Alice and Bob. If c = 0, we abbreviate the notation to a
[t, a, b]A protocol.
Remark: The concept of a safe quantum protocol may look strange at rst. The reason
we need to dene it is, intuitively speaking, as follows. The communication games arising
from data structure problems often have an asymmetry between the message lengths of
Alice and Bob. This asymmetry is crucial to prove lower bounds on the number of rounds
of communication. In the previous quantum round reduction arguments, the complexity
of the rst message in the protocol increases quickly as the number of rounds is reduced
and the asymmetry gets lost. This leads to a problem where the rst message soon gets
big enough to potentially convey substantial information about the input of one player to
the other, destroying any hope of proving strong lower bounds on the number of rounds.
The concept of a safe protocol allows us to get around this problem. We show through
a careful quantum information theoretic analysis of the round reduction process, that in
a safe protocol, though the complexity of the rst message increases a lot, this increase
is conned to the safe overhead and so, the information content does not increase much.
This gives us an asymmetry in the information flow. This is sucient to let the round
elimination arguments go through in various applications.
In this paper we will deal with quantum protocols with public coins. Intuitively, a public
coin quantum protocol is a probability distribution over (coinless) quantum protocols.
We shall henceforth call the standard denition of a quantum protocol as coinless. Our
denition is similar to the classical scenario, where a randomised protocol with public
coins is a probability distribution over deterministic protocols. We note however, that our
denition of a public coin quantum protocol is not the same as that of a quantum protocol
with prior entanglement, which has been studied previously (see e.g. [?]). Our denition
is weaker, in that it does not allow the unitary transformations of Alice and Bob to alter
the ‘public coin’.
Definition 2 (Public coin quantum protocol) In a quantum protocol with a public





pc are non-negative real numbers and
∑
p2c = 1. Alice and Bob make a safe copy of the
coin before commencing the protocol. Thus, if the coin is in a basis state jci, the unitary
transformations of Alice and Bob do not alter it. The coin is never measured.
Hence, one can think of the public coin quantum protocol to be a probability distribu-
tion, with probability pc, over coinless quantum protocols indexed by the coin toss sequence
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c. A safe public coin quantum protocol is thus, a probability distribution over safe coinless
quantum protocols.
Remark: We need to dene public coin quantum protocols, so as to make use of the
harder direction of Yao’s minimax lemma. The minimax lemma is the main tool which
allows us to convert average case round reduction arguments to worst case arguments. We
need worst case type round reduction arguments in proving lower bounds for the rounds
complexity of communication games arising from data structure applications. This is
because many of these lower bound proofs use some notion of \self-reducibility", arising
from the original data structure problem, which fails to hold in the average case.
For an input x, y, we dene the error Px,y of the (coinless or public coin) protocol P
to be the probability that the result of P on x, y is not equal to f(x, y). For a coinless
quantum protocol P , given a probability distribution µ on the inputs x, y of a specied
size, we dene the average error Pµ of P with respect to µ as the expectation over µ of the
error of P on inputs x, y. We dene P to be worst case error of P on inputs x, y.
In the proof of the round elimination lemma, we need to do parallel repetitions of public
coin protocols. We also construct new protocols from old ones using both the directions
of Yao’s minimax lemma. We note that all these operations preserve the \safety" of the
protocol.
3 Preliminaries
In this section we state some facts which will be useful in what follows.
3.1 Yao’s minimax lemma
For completeness, we state Yao’s minimax lemma [?] for safe quantum protocols in the
form that will be used by us.
Lemma 1 (Yao’s minimax lemma) Consider safe communication protocols P for a
function f(x, y). Let µ denote a probability distribution on the inputs x, y. Then
min






3.2 Quantum cell probe complexity and communication
In this subsection, we describe the connection between the quantum cell probe complexity
of a static data structure problem and the communication complexity of an associated
communication game. Let f : D  Q ! A be a static data structure problem. Consider
a two-party communication problem where Alice is given a query q 2 Q, Bob is given
data d 2 D, and they have to communicate and nd out the answer f(d, q). We have the
following lemma.
Lemma 2 Suppose we have a quantum (s, w, t)-cell probe solution to the static data struc-
ture problem f . Then we have a [2t, log s + w, log s + w]A safe coinless quantum protocol
for the corresponding communication problem. If the query scheme is address-only, we can
get a [2t, log s, log s+ w]A protocol.
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Proof: The protocol just simulates the cell probe solution. Note that if the query scheme
is address-only, the messages from Alice to Bob need consist only of the ‘address’ part.
The details are omitted.
In many natural data structure problems log s is much smaller than w and thus, in the
address-only case, we get a [2t, O(log s), O(w)]A protocol similar to what one gets in the
classical setting. This asymmetry in message lengths is crucial in proving non-trivial lower
bounds on t.
3.3 Background from quantum information theory
In this subsection, we discuss some basic facts from quantum information theory that will
be used in the proof of the round elimination lemma. We follow the notation of Nayak,
Ta-Shma and Zuckerman’s paper [?]. For a good account of quantum information theory,
see the book by Nielsen and Chuang [?].




= −Tr ρ log ρ is
the von Neumann entropy of A. If A,B are two disjoint quantum systems, their mutual
information is dened as I(A : B)
∆
= S(A) + S(B)− S(AB).
Suppose X is a classical random variable. Let X be in a mixed state fpx, jxig, jxi
orthonormal. Let Q be a quantum encoding of X i.e. it is an encoding jxi 7! σx, where
σx is a density matrix. Thus, the joint density matrix of (X,Q) is
∑





x pxσx to be the average density matrix of the encoding. Then, S(XQ) =
S(X) +
∑
x pxS(σx), and hence, I(X : Q) = S(σ)−
∑
x pxS(σx).
If X can be written as X = X1X2, where X1, X2 are classical random variables, and
Q is a quantum encoding of X, we can dene I((X1 : Q)jX2 = x2) to be the mutual
information between X1 and Q when X2 is xed to x2.
We now state some properties about mutual information which will be useful later. For
proofs, see [?] and [?].
Lemma 3 Suppose A,B,C are disjoint quantum systems. Then
I(A : BC) = I(A : B) + I(AB : C)− I(B : C)
0  I(A : B)  2S(A)
We use the trace norm on linear operators to measure the \distance" between two
density matrices. For a linear operator A, the trace norm of A is dened as kAkt ∆=
Tr
p
AyA. The trace distance between two density matrices ρ1, ρ2, kρ1−ρ2kt, bounds the `1
distance between the probability distributions on the result obtained by any measurement
on ρ1 and ρ2 [?].
We will use the \average encoding theorem" in the stronger form by Klauck [?]. We
state it below in the version required for our purposes. A short proof sketch is included in
the appendix.
Theorem 1 (Average encoding theorem) Let X,Q be two disjoint quantum systems
where X is a classical random variable, which takes value x with probability px, and Q





x pxσx. Then ∑
x
pxkσx − σkt 
√
2 ln 2I(X : Q)
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We now prove the following propositions.
Proposition 1 Suppose M = M1M2 is a quantum encoding of a classical random variable
X, where the density matrix of M2 is independent of X. Then, I(X : M)  2a.
Proof: By Lemma 3, I(X : M) = I(X : M1M2) = I(X : M2)+I(XM2 : M1)−I(M2 : M1).
But since the density matrix of M2 is independent of X, I(X : M2) = 0. Hence, by again
using Lemma 3 we get, I(X : M)  I(XM2 : M1)  2S(M1)  2a.
Proposition 2 Suppose M is a quantum encoding of a classical random variable X. Sup-
pose X = X1X2 . . .Xn, where the Xi are classical independent random variables. Then,
I(X1 . . .Xn : M) =
∑n
i=1 I(Xi : MX1 . . .Xi−1).
Proof: The proof is by induction on n, using Lemma 3 repeatedly. We also use the fact
that I(Xi : Xi+1 . . .Xn) = 0 for 1  i  n, since X1, . . . , Xn are independent classical
random variables.
Proposition 3 Let X, Y be classical random variables and M be a quantum encoding of
X, Y . Then I(Y : MX) = I(X : Y ) + EX [I((Y : M)jX = x)].
Proof: Let σxy be the density matrix of M when X, Y = x, y. Let px be the probability








I(Y : MX) = S(Y ) + S(MX)− S(MXY )
= S(Y ) + S(X) +
∑
x













= I(X : Y ) +
∑
x
pxI((Y : M)jX = x)
= I(X : Y ) + EX [I((Y : M)jX = x)]
4 The round elimination lemma
In this section we prove our round elimination lemma for safe public coin quantum proto-
cols. Since a public coin quantum protocol can be converted to a coinless protocol at the
expense of an additional \safe" overhead in the rst message, we also get a similar round
elimination lemma for coinless protocols. We can decrease the overhead to logarithmic
in the total bit size of the inputs by a technique similar to the public to private coins
conversion for classical randomised protocols [?]. But since the statement of the round
elimination lemma is cleanest for safe public coin quantum protocols, we give it below in
this form only.
Lemma 4 (Round elimination lemma) Suppose f : X  Y ! Z is a function. Sup-
pose the communication game f (n) has a [t, c, a, b]A safe public coin quantum protocol with
worst case error at most δ. Then there is a [t − 1, c + a, a, b]B safe public coin quantum
protocol for f with worst case error at most 
∆
= 2δ + 2(8 ln 2a/n)1/4.
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Proof: By the harder direction of Yao’s minimax lemma 1, it suces to give, for any
probability distribution D on XY , a [t−1, c+a, a, b]B safe coinless quantum protocol P
for f with average distributional error PD  . To this end, we will construct a probability
distribution D on Xn  [n]  Y . By the easier direction of the minimax lemma, we will
get a [t, c, a, b]A safe coinless protocol P  for f (n) with distributional error, for distribution
D, P

D  δ. We shall construct the desired protocol P from the protocol P .
The distribution D is constructed as follows. Choose i 2 [n] uniformly at random.
Choose independently, for each j 2 [n], (xj , yj) 2 X  Y according to distribution D. Set
y = yi and throw away yj, j 6= i.
Let M be the rst message of Alice in P . By the denition of a safe protocol, M has
two parts, M1 a qubits long, and the \safe" overhead M2, c qubits long. Let the input
to Alice be denoted by the classical random variable X = X1X2 . . .Xn where Xi is the





the average error of P  under distribution D when i is xed and X1, . . . , Xi−1 are xed
to x1, . . . , xi−1. From the propositions 1, 2, 3, using the fact that under distribution D
X1, . . . , Xn are independent classical random variables, we get that
2a/n  I(X : M)
n
= Ei[I(Xi : MX1, . . . , Xi−1)]
= Ei,X [I((Xi : M)jX1, . . . , Xi−1 = x1, . . . , xi−1)]
Also







By two applications of Markov’s inequality, we see that there exists a choice of i and
x1, . . . , xi−1 such that, if we dene a new distribution ~D to be distribution D where i is
xed to the above choice and X1, . . . , Xi−1 are xed to x1, . . . , xi−1, then the error of the
protocol P  on distribution ~D P

D˜
 2δ and the mutual information between Xi and M
under distribution ~D ID˜(Xi : M)  4a/n.
Consider now the protocol P 0 for the function f dened as follows. P 0 is a [t, c, a, b]A
safe coinless quantum protocol. Alice is given x 2 X and Bob is given y 2 Y . Both Alice
and Bob set i to the above choice (which is known to both parties) and X1 . . .Xi−1 to
the known values x1 . . . xi−1. Alice puts an independent copy of a pure state jψi for each
of the inputs Xi+1, . . . , Xn. She sets Xi = x and Bob sets his input Y = y. Then they
run protocol P  on these inputs. Here jψi ∆= ∑x2X ppxjxi, where px is the probability of
x under distribution D. Since P  is a clean protocol, the probability that P 0 makes an
error for an input (x, y), P
0
x,y, is the average probability of error of P
 under distribution







 2δ. Also, because of the cleanliness of P , we notice that the mutual
information between Xi and the rst message of P
0 (under distribution D) is the same as
the mutual information between Xi and the rst message of P
 (under distribution ~D).
Thus, if M denotes the rst message of P 0 and X denotes the register Xi holding the input
x, then I(X : M)  4a/n.
Since in protocol P 0 the rst message of Alice has small mutual information with her
input, we can give an argument similar to Nayak et al. [?], and nally get a [t−1, c+a, a, b]B
safe coinless quantum protocol P for f with PD  P 0D + 2(2 ln 2ID(Xi : M 0))1/4  2δ +
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2(8 ln 2a/n)1/4 = . For this, we have to use the strong version of the average encoding
theorem (Theorem 1). We observe, in the construction of P from P 0, that though there is
a overhead of a+ c qubits on the rst message of Bob, it is a \safe" overhead.
This completes the proof of the round elimination lemma.
From this lemma, we can prove the round elimination lemma in the form it will be used
in various applications.
Lemma 5 (Round elimination lemma for fixed error) Suppose f : X  Y ! Z is
a function. There exist universal constants R,C such that the following holds: Suppose
that the communication game f (Ra) has a [t, c, a, b]A safe public coin quantum protocol with
error probability at most 1/3. Then f has a [t − 1, C(a + c), Ca, Cb]B safe public coin
quantum protocol with error probability at most 1/3. For example, R = 10000 and C = 51
suces.
Proof: (Sketch) Repeat the [t, c, a, b]A protocol for f (Ra) C times in parallel and take the
majority of the results. This brings the error probability down to a suitably small value.
Now apply Lemma 4 on the repeated protocol.
5 Lower bounds for predecessor
In this section we prove our lower bound results for the predecessor problem in the address-
only quantum cell probe model. The proof is essentially similar to the classical proof in
Miltersen et al. [?], and hence we give only a brief sketch.
Theorem 2 Suppose we have a (nO(1), O(logm), t) quantum address-only cell probe solu-
tion to the static predecessor problem, where the universe size is m and the subset size is
at most n. Then the number of queries t is at least Ω(log1/3 n) as a function of n, and it
is at least Ω(
p
log logm) as a function of m.
Proof: (Sketch) We basically imitate the proof of Miltersen et al [?], but in our quantum
setting. By Lemma 2, it suces to prove a lower bound on the number of rounds of a
communication game. For that, we alternately use \self-reducibility" arguments and the
round elimination lemma to keep reducing the number of rounds in the communication
game. One just has to notice that the applicability of the round elimination lemma does
not depend on the \safe" overhead at all, but rather on the message complexity of the
rst player. This allows the quantum arguments to go through in a manner similar to the
classical arguments, and hence, proves our theorem.
Miltersen et al. also apply the round elimination lemma to prove lower bounds for
other data structure problems and communication complexity problems. We remark that
we can extend all those results in a similar fashion to the quantum world.
6 Lower bounds for static membership
Consider the problem of storing a subset S of size at most n of a universe of size m in a
table with q cells, so that membership queries can be answered eciently. We restrict the
storage scheme to be implicit, with at most p ‘pointer values’. By this, we mean that the
storage scheme can use at most p cells of the table to store values which are not elements of
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the universe, and in the remaining q − p cells, it has to store members of S. In particular,
the storage scheme is not allowed to store an element of the universe which is not a member
of S. We allow the query algorithm to perform general quantum cell probe queries. We
call such schemes, (m,n, p, q) implicit quantum cell probe schemes. For large universe sizes
m, we can prove a O(logn) lower bound on the number of quantum queries required to
solve the static membership problem with (m,n, p, q) implicit schemes. We start with the
following lemma.
Lemma 6 Suppose S is an n element subset of a universe of size at least 2n + 2. If the
storage scheme is implicit and stores the elements of S in a xed order (repetitions of an
element are allowed, but all elements have to be stored) based on their relative ranking in
S, then Ω(log n) probes are needed in the worst case by any quantum cell query strategy.
Proof: (Sketch) The proof follows by modifying Ambainis’s lower bound for binary search
(see [?]). There, it was shown that if S is stored in sorted order in a table T then, given
any query element q, Ω(log n) probes are required by any quantum search strategy to
nd out the smallest index i, 1  i  n, such that q  T (i). We observe that the
lemma above does not follow directly from the result of Ambainis, since we only need to
decide if q is present in the table or not, and this is a weaker requirement. To prove the
lemma we follow the adversary strategy of [?] with some minor changes. We study the
behaviour of the quantum query scheme with query element n+1. The proof of Ambainis
is based on a clever strategy of subdividing \intervals" (an interval is a contiguous set of
locations in the sorted table). We work instead with \logical" intervals, where a logical
interval denotes the set of locations in the table where elements contiguous in the natural
ordering are stored (as determined by the xed storing order). After this denition one
can easily show that the same subdivision strategy as in [?] goes through. In the process
of subdivision in Ambainis’s proof, one pads with zeros from the beginning upto the left
of the subinterval and ones from the end upto the right of the subinterval. Instead we pad
with small numbers (1, 2, . . .) from the logical beginning upto the logical left of the logical
subinterval, and with large numbers (m,m − 1, . . .) from the logical end upto the logical
right of the logical subinterval. We store the xed pointer values in the other locations
(predetermined by the xed storing strategy). After doing this one can easily show that
the same error analysis of [?] goes through. Thus, the adversary nally can produce two
inputs, one of them containing n + 1 and the other not, such that the behaviour of the
query scheme is very similar on both. This is a contradiction.
Theorem 3 For every n, p, q, there exists an N(n, p, q) such that for all m  N(n, p, q),
the following holds: Consider any (m,n, p, q) implicit quantum cell probe scheme for the
static membership problem. Then the quantum query scheme must make Ω(log n) probes.
Proof: (Sketch) Our proof follows the Ramsey theoretic arguments of Yao [?] together
with Lemma 6. The details are omitted.
7 One round communication complexity of MEMm,n
In this section we prove our bounds on the one round communication complexity of
MEMm,n.
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Theorem 4 The one round quantum communication complexity of the set membership
problem MEMm,n is (log n + log logm) when Alice starts, and is (n + log logm) when
Bob starts.
Proof: Let us rst consider the case when Alice starts. Buhrman et al. [?] have shown
constant error classical randomised schemes for the static membership problem, storing
O(n logm) bits and reading just one bit of the table. The scheme decides that the query
element is a member of the stored set i the bit read is one. From this we get a O(logn+
log logm) one round protocol for MEMm,n with Alice starting. For the lower bound, we
rst observe that one can reduce the equality problem to the set membership problem
with n = 1. In the equality problem, Alice and Bob are each given an element of [m]
(in other words, a logm bit string), and they have to decide whether the elements are
equal. Kremer [?] has shown a lower bound of Ω(log logm) for equality. To get a lower
bound of Ω(log n), we use a result of Klauck [?] which shows that the VC-dimension of
the rows (rows correspond to the input of the player starting the communication) of the
communication matrix is a lower bound on the one round communication complexity. For
MEMm,n, it is easy to see that this VC-dimension is at least logn. By combining the above
two lower bounds we get the desired lower bound viz. Ω(log n + log logm).
We now consider the case when Bob starts. By an argument similar to the one above,
we can prove a lower bound of Ω(n+ log logm). We prove the upper bound in this case in
the classical randomised model. We use a family of hash functionsH mapping [m] to [10n],
such that, given any subset S  [m], jSj  n and x 62 S, with probability more than 2/3 a
uniformly randomly chosen function h from H will separate x and S i.e. h(x) 62 h(S). Such
families of size jHj = O(n logm) exist, which can be shown by a probabilistic argument.
Any function in the family H has a description using O(logn + log logm) bits. Bob picks
a random hash function h from H and sends its description to Alice, and also sends a
bit vector of length 10n which is the characteristic vector of the set h(S)  [10n]. Alice
then computes h(x) and checks whether h(x) 2 h(S). If h(x) 2 h(S), she concludes (with
probability of error less than 1/3) that x 2 S, and if h(x) 62 h(S), she concludes (correctly)
that x 62 S. This protocol requires O(logn + log logm+ n) bits of communication, which
proves the upper bound of O(n+ log logm).
This completes the proof of the theorem.
8 Conclusions and open problems
In this paper we introduce the quantum cell probe model, a model for studying static data
structure problems in the quantum world. We explore the possibility of using quantum
communication complexity to prove lower bounds in the quantum cell probe model. We
prove a round elimination lemma for quantum communication complexity and use it to
prove lower bounds for the static predecessor problem in a restricted version of the quantum
cell probe model, the address-only version. Extending this result to the general model
remains an important open problem. We also indicate other applications of the round
elimination lemma to quantum communication complexity.
We show that the additional power of quantum querying does not help for the static
membership problem when the storage scheme is restricted to be implicit, generalising a
result of Yao. We also give tight bounds for the one round communication complexity of
set membership. The problem of giving tight rounds-communication tradeos for more
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than one round, for the set membership and various other problems like set disjointness,
remains open.
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Appendix
A Proof of Theorem 1
We now outline a quick proof sketch of Theorem 1. We start by giving a short proof of the
following theorem, which was rst proved by Klauck [?] (with a slightly weaker constant).
The theorem relates the relative von Neumann entropy of density matrices to their trace
distance. The relative von Neumann entropy of density matrices ρ and σ of the same size
is dened as S(ρkσ) ∆= Tr ρ(log ρ− log σ).




Proof: (Sketch) There exists a binary valued measurement operator M such that the
`1 distance between probability distributions got by measuring ρ and sigma is equal to
kρ − σkt (e.g. measuring in the orthogonal pair of subspaces A0 and A1, where A1 is
spanned by the eigenvectors of ρ − σ corresponding to non-negative eigenvalues, and A0
is spanned by the eigenvectors of ρ − σ corresponding to negative eigenvalues). Thus,
Mρ and Mσ are classical probability distributions on the two point space f0, 1g, and
kMρ − Mσkt = kρ − σkt. By the Lindblad-Uhlmann monotonicity of the relative von
Neumann entropy (see e.g. [?]), S(ρkσ)  S(MρkMσ). Thus, it suces to prove the
theorem for classical probability distributions on a two point space, which is a standard
theorem in classical information theory (see e.g. [?]).
Theorem 1 [Average encoding theorem]
Let X,Q be two disjoint quantum systems where X is a classical random variable, which
takes value x with probability px, and Q is a quantum encoding x 7! σx of X. Let the







pxkσx − σkt 
√
2 ln 2I(X : Q)





x pxjxihxj ⊗ σx and ρ2 ∆= (
∑
x pxjxihxj) ⊗ σ. Then the left hand side in the
above inequality is nothing but kρ1 − ρ2kt. Also I(X : Q) = S(ρ1kρ2). This proves the
theorem.
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