A Lyapunov type equation characterizing the spectral dichotomy of a matrix by a parabola is proposed and analyzed. The results can be seen as the analogue of the classical Lyapunov stability theorems.
1. Introduction. The authors of [7] analyzed the spectral dichotomy of a matrix A ∈ C n×n by the parabola γ of equation The inequalities (1.5) show that the spectral dichotomy problem of the matrix A by the parabola γ is equivalent to that of the matrix A by the imaginary axis. The latter problem is well known (see [2] ) and was used in [7] to derive expressions of the spectral projection of A corresponding to eigenvalues inside (outside) γ from that of A corresponding to eigenvalues on the left (right) half-plane. This note is concerned with the analysis of a Lyapunov type equation associated with the matrix A and
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135 the parabola γ. This issue was not addressed in [7] . 
where C ∈ C 2n×2n and L A is the linear operator defined by
To better understand the goal of this note, we summarize the classical properties of (1.6) in the following "stability" theorem. See [2] and especially Sections 4.3, 10.1 and 10.2 in this reference.
In this theorem and throughout the note, the identity (null) matrix of order n is denoted by I n (0 n ). If B is a square matrix, the notation B = B * > 0 means that B is Hermitian and positive definite. 
3-If
A has no purely imaginary eigenvalues, then for any matrix C, the matrix H given by (1.8) and
form the unique solution to the system 
If we write λ = x + iy ∈ C then (2.1) becomes
Thus, λ is inside (on) (outside) the parabola γ if and only if the left-hand side of (2.2) is negative (equal to 0) (positive). Let C ∈ C n×n and consider the matrix equation
where
Equation (2.3) will play the role of (1.6) when A and the imaginary axis are respectively replaced by A and the parabola γ. We will examine this equation along the lines of Theorem 1.1. 
Proposition 2.1. The operator L A is nonsingular if and only if
where Γ is any positively-oriented contour enclosing the eigenvalues inside γ but excluding the other eigenvalues. Let Γ = Γ a,p be the closed contour EF G that is depicted in Figure 2 with |t| ≤ p/2 + a on the parabola FGE, 
The proof terminates by letting a → +∞ in (2.7) and (2.8).
Assume that the matrix A has no purely imaginary eigenvalues, or equivalently, that A has no eigenvalues on the parabola γ. Then, according to property 3 of Theorem 1.1, for any C, the matrices H and P given by (1.8) and (1.9) satisfy the system (1.10)-(1.11). Let us choose
and partition H and P accordingly (2.10)
Then, using the expression of P in (1.9) we immediately get (2.11)
We mention that other expressions of the projection P and the matrices P i , i = 1, 4 were derived in [7] using a Jordan-like form of A.
Our aim now is to show that a matrix equation of type (2.3) can be obtained with the help of the relations (2.9-2.12). Using the expressions of A in (1.3) and the partitioning of H in (2.10), equation (1.10) translates to 
Multiplying (2.14) on the left by A * and (2.15) on the right by A and adding the results, we obtain
which, by (2.16), can be written
Now from (2.20) and (2.21), we obtain the equation of type (2.3)
These calculations will be used to prove the following proposition.
Proposition 2.3. If the spectrum of A lies inside γ, then L A is nonsingular and for all C ∈ C
n×n the unique solution of (2.3) is given by (2.24)
From (2.24) we see that if
Assume that the spectrum of A lies inside γ and L A singular. Let λ, µ be two eigenvalues of A such that Equality (2.26) is simply the conjugate of (2.25) and inequalities (2.27) and (2.28) express that λ and µ are inside γ.
Subtracting (2.25)+(2.26) from (2.27) + (2.28) leads to the contradiction
Hence L A is nonsingular.
To prove that H given by (2.24) is the solution of (2.3), note that P = I n and P = I 2n since the spectrum of A and A lie respectively inside γ and in the left-half plane. If we choose C 1 = 0 n and C 2 = C in (2.9) and use the partitioning of H we obtain from (1.8)
Moreover, from (2.17) -(2.19), we have 
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Proof. Let (λ, u) be an eigenpair of A. Multiplying (2.29) on the right by P u and then taking the scalar product with P u and using (2.30) gives
. Acting in a similar way with (I n − P )u gives
If λ is on γ, then f (λ, p) = 0, and since C = C * > 0, we obtain P u = (I n − P )u = 0, which contradicts u = 0. If λ is outside γ, then (2.31) shows that P u = 0, and if λ is inside γ, then (2.32) shows that (I n − P )u = 0.
Therefore Null (P ) contains the invariant subspace of A associated with the eigenvalues outside γ and Null (I n − P ) contains the invariant subspace of A associated with the eigenvalues inside γ. Since P is a projection, Null (P ) and Null (I n − P ) ≡ Range (P ) are complementary subspaces in ∈ C n . We conclude that P is the projection onto the invariant subspace of A corresponding to the eigenvalues inside γ.
Final remarks
1. The results of this note can be directly extended to translated parabolas: 
