Abstract. In this work, new theoretical results on functional type a posteriori estimates for elliptic optimal control problems with control constraints are presented. More precisely, we derive new, sharp, guaranteed and fully computable lower bounds for the cost functional in addition to the already existing upper bounds. Using both, the lower and the upper bounds, we arrive at two-sided estimates for the cost functional. We prove that these bounds finally lead to sharp, guaranteed and fully computable upper estimates for the discretization error in the state and the control of the optimal control problem. First numerical tests are presented confirming the efficiency of the a posteriori estimates derived.
Introduction
During the last couple of decades, the optimization of systems governed by partial differential equations (PDEs) has become more and more important in research and application, for which Lions has definitely paved the way with his work [23] in 1971. Books considering PDE-constrained optimization are, for instance, Hinze et al. [13] , Tröltzsch [38] , Borzì and Schulz [4] and Leugering et al. [22, 21] . Besides the PDE-constraints, the optimization problems often include control constraints given through a non-empty, convex and closed subset of a Hilbert space. In many cases, the set of admissible controls is represented in terms of inequality constraints (or box constraints) imposed on the controls.
A posteriori error estimates and adaptive methods for elliptic optimal control problems are the topic of many works, see, e.g., [2, 3, 24, 1, 9, 10, 11, 39, 14] , which are mainly on residual-type a posteriori error estimates. Regarding a posteriori error estimates for control constrained optimal control problems, we also refer to the recent works [15, 16] . There are different approaches to a posteriori error estimation. Besides the residual-type estimates, there is also the class of functional type a posteriori error estimates. These techniques were introduced by S. Repin in the 90's, see, e.g., [30, 31, 32, 34, 33, 27] . Later the functional type a posteriori estimates were also considered and obtained for optimal control problems, see [7, 8] as well as the books [35, 25] and the references therein. The benefit of functional type a posteriori estimates is that -as the name indicates -they are only derived by functional methods. Therefore, these estimates do not depend on the mesh and provide guaranteed upper bounds for the discretization errors.
In [7] , sharp, guaranteed and fully computable upper bounds (majorants) for cost functionals of distributed elliptic optimal control problems were already presented. Now, we want to complete the functional type a posteriori error analysis of distributed elliptic optimal control problems by the derivation of guaranteed and fully computable lower bounds (minorants) for the cost functionals. The optimization problems of this work also include control constraints. The presented minorants are not only fully computable but sharp. Moreover, we prove that the new minorants and the already obtained majorants of [7] can be used in order to derive functional type a posteriori error estimates for the discretization error in the state and the control. The properties of the majorants and minorants are transferred to the majorants for the discretization error, i.e., they are guaranteed, fully computable and sharp.
The paper is organized as follows: In Section 2, we discuss the optimal control problem and its optimality system as well as present the already known results on majorants for the cost functional. Then, Section 3 is devoted to the derivation of new, fully computable minorants for the cost functional. Both results, the older ones on majorants as well as the new ones on minorants, together lead to guaranteed and fully computable upper bounds for the discretization error in the state and the control. These majorants are presented in Section 4. They attain their exact lower bound on the exact solution of the optimal control problem and, hence, are sharp. In Section 5, we present the corresponding results for the optimal control problem in the case without any inequality constraints imposed on the control. Section 6 is devoted to the finite element discretization of the optimal control problem and its iterative solution method in order to derive an approximation of the solution. We present first numerical results in Section 7, and finally draw some conclusions in Section 8.
The Elliptic Optimal Control Problem
Let
, be a bounded Lipschitz domain with boundary Γ := ∂Ω, and, let us denote the state of our optimal control problem by y and the control by
(Ω) and λ ∈ R + , we consider the following distributed elliptic optimal control problem: Minimize the cost functional
(Ω) subject to the boundary value problem
The set of admissible controls U ad is given by
where
The diffusion coefficient ν(·) is assumed to be measurable, uniformly positive and bounded, i.e., satisfies the assumptions
where ν and ν are constants. The positive regularization parameter λ provides a weighting of the cost of the control in the cost functional J (·, ·). In these work, we denote by (·, ·) and · the inner products and norms in L 2 (Ω), respectively, whereas the standard inner products and norms in H 1 (Ω) are denoted by (·, ·) 1 and · 1 , respectively. Our goal is to approach to the desired state function y d and to the desired control u d as close as possible by finding a suitable control function u. Note that, in many problems, the desired control is given by u d = 0. The optimal control problem (1)-(3) has a unique solution (for the proof, see, e.g., [13, 38] ) that can be also derived via the optimality conditions. Hence, the optimal solution of the optimality system is equivalent to the solution of the optimal control problem (1)- (3) . In order to formulate the optimality system, we consider the following Lagrange functional for the minimization problem:
where p denotes the Lagrange multiplier (adjoint state). The Lagrange functional (5) has to be understood in the weak sense. It has a saddle point, see, e.g., [13, 38] . Hence, the corresponding (optimal) solution (y, u, p) ∈ V × U ad × V satisfies the system of (first order) necessary optimality conditions
which can be written in the weak form as follows:
for (optimal) y, p ∈ V and u ∈ U ad . Remark 1. In the unconstrained case, i.e., U ad = L 2 (Ω), the variational inequality (8) of the optimality system simplifies to the equation L u (y(u), u, p(u)) = 0. Hence, the optimality condition (8) is then simplified to
Majorants for the cost functional. Guaranteed and fully computable upper bounds for the cost functional J have already been presented in [7] , i.e., (10) and for arbitrary α, β > 0, η ∈ V and
Although the admissible set is different in [7] and the elliptic boundary value problem is stated without a diffusion parameter ν(·), the majorants can be analogously derived for the optimal control problem (1)-(3). Including a diffusion parameter that meets the assumptions (4) in the model problem (2), the majorant J ⊕ is given by
where C F > 0 is the constant coming from the Friedrichs inequality. The parameters α, β > 0 have been introduced in order to obtain a quadratic functional by applying Young's inequality. The arbitrary functions η ∈ V and v ∈ U ad can be taken as the approximate solutions of the optimal control problem (1)-(3) and τ ∈ H(div, Ω) represents the image of the exact flux ν∇η. For the derivation of (11), the following estimate for the approximation error has been used:
Minorants for the Cost Functional
In this work, we enrich the derivation of guaranteed upper bounds for the discretization error in the state and the control of problem (1)-(3) by obtaining fully computable lower bounds (minorants) for the cost functional J . For any η ∈ V , we have that
Let p η ∈ V be the adjoint state corresponding to η ∈ V . Hence, p η solves the equation
By using (16) , it follows for (15) that
Since y = y(v) solves the variational formulation
of the boundary value problem (2), we obtain
For any τ ∈ H(div, Ω), the identity
is valid, which yields
The control v ∈ U ad can be defined via the projection formula
for all a, b ∈ R with a ≤ b and u ∈ R, which projects R on the interval [a, b]. It is given by
where p = p(v) is here the adjoint state corresponding to v and y(v). Let us denote by v pη ∈ U ad the control corresponding to the adjoint state p η , i.e.,
for almost every x ∈ Ω. By adding and subtracting v pη , we obtain
Due to the variational inequality
we obtain
Now, let us introduce an arbitrary ζ ∈ V and its corresponding control v ζ ∈ U ad , which can be computed by the projection formula as follows:
Hence, the following variational inequality is satisfied:
Adding and subtracting v ζ ∈ U ad leads to
and the variational inequality (22) is valid. Next, we add and subtract the arbitrary ζ ∈ V leading to the following estimate:
The following result provides an estimate for the error in the control: Lemma 1. Let v pη ∈ U ad and v ζ ∈ U ad satisfy the variational inequalities (20) and (22), respectively. Then, the error between v pη and v ζ can be estimated by
Proof. Adding the variational inequalities
and
yields the inequality
By applying the Cauchy-Schwarz inequality, we obtain
which finally leads to the estimate (24) .
In order to formulate, a computable lower bound for the cost functional, we need to prove a computable upper bound for the error in the adjoint state, which is presented in the following theorem:
(Ω) be given and let p η ∈ V meet equation (16) with η ∈ V and ν(·) satisfying assumption (4) . For any ζ ∈ V , we have that
where ρ ∈ H(div, Ω) and C F > 0 is the constant coming from the Friedrichs inequality.
Proof. Since the bilinear form of problem (16) is elliptic with ellipticity constant ν and applying the Cauchy-Schwarz and Friedrichs inequalities, we get that
where ρ ∈ H(div, Ω) satisfies identity (18) . Hence, it follows the estimate (25) .
By using the Cauchy-Schwarz and Friedrichs inequalities as well as Lemma 1, we can further estimate the inequality (23) from below as follows:
Now, applying Theorem 1 yields the following estimate:
with the minorant
where τ , ρ ∈ H(div, Ω). Note that the minorant is fully computable.
Theorem 2. The exact upper bound of the minorant J ⊖ defined in (27) coincides with the optimal value of the cost functional of problem (1)- (3), or, equivalently, of the optimality system (6)- (8), i.e.,
Proof. The estimate (26) is valid for all v ∈ U ad . Hence, also for the exact solution u, i.e.,
for all η, ζ ∈ V , τ , ρ ∈ H(div, Ω) and for the control v ζ ∈ U ad , which depends on ζ and can be computed by the projection formula (21) . For the exact solution v ζ = u, η = y(u), ζ = p(u), τ = ν∇y(u) and ρ = ν∇p(u), the estimate is sharp, i.e.,
A Posteriori Error Estimates for Control and State
In this section, we will derive guaranteed upper bounds for the discretization errors of the control and the state measured in the following norm:
making use of the ideas based on the work by Mikhlin [26] but generalized for the class of optimal control problems, see also [35] .
Theorem 3. For any control function v ∈ U ad , we have the estimate
Proof. We compute the difference
Since the exact adjoint state p(u) ∈ V fulfills (7), we obtain the equation
From equations (6) and (17) follows that
Since the variational inequality (8) is satisfied, i.e.,
we finally obtain the estimate (31).
Theorem 4.
For any ζ ∈ V , let v ζ ∈ U ad be given by the projection formula (21) . Then, we obtain the following error majorant:
Proof. Using (31), we obtain the estimate
Applying (10) and (29) finally leads to the estimate (32). (32) attains the exact lower bound on the exact solution of the optimal control problem (1)-(3) , or, equivalently, of the optimality system (6)- (8) 
The infimum is attained for v ζ = u, η = y(u), ζ = p(u), τ = ν∇y(u) and ρ = ν∇p(u).
Proof. We have that
which is zero if we let α go to zero.
Although the majorant M ⊕ is a guaranteed, computable and sharp upper estimate for the discretization error in the combined norm, it only decreases with order h when discretizing the mesh. However, the combined norm ||| · ||| is an L 2 -norm, and, hence, decreases with order h 2 . So the majorant M ⊕ is an overestimation for the combined norm. Now, we introduce another norm which is a weighted H 1 -norm for the state depending on the corresponding control. More precisely, we derive an estimate for the discretization error measured in the following norm:
Theorem 5. For any control function v ∈ U ad , we have the estimate
Proof. Let δ > 0 be an arbitrary but fixed parameter. Adding and subtracting ∇η as well as applying triangle inequality for
we derive the following estimate:
Using (12), adding and subtracting v as well as applying twice triangle inequality, we arrive at the estimate ν
By using (31) and the previous estimate, we derive the inequality
Finally, choosing δ = 1/(2λ) yields the estimate (34).
Theorem 6. For any ζ ∈ V , let v ζ ∈ U ad be given by the projection formula (21) . Then, we obtain the following error majorant:
for arbitrary η ∈ V , τ , ρ ∈ H(div, Ω) and α, β > 0, where
Proof. Applying (34) as well as (10) and (29) finally leads to the estimate (35) .
in (35) attains the exact lower bound on the exact solution of the optimal control problem (1)-(3), or, equivalently, of the optimality system (6)-(8), i.e.,
Proof. We have that
The Unconstrained Case
In the unconstrained case, we have that U ad = L 2 (Ω), i.e., v ζ satisfies the optimality condition
or, equivalently,
The majorant (11) and minorant (27) simplify to
where J ⊕ (α, β; η, ζ, τ ) = J ⊕ (α, β; η, τ , v ζ ), and
respectively. We obtain the following estimate using minorant (38) :
The minorant J ⊖ is sharp, i.e.,
since the supremum of J ⊖ is attained for the optimal state η = y and adjoint state ζ = p, and their corresponding exact fluxes τ = ν∇y and ρ = ν∇p. The optimal control is given by u = u d − 1 λ p. In the unconstrained case, the proof of Theorem 3 provides not only an inequality but even an equation. This result is presented in the following theorem:
Proof. The equation (41) follows by repeating the proof of Theorem 3 with applying equation (9) instead of inequality (8) .
The norm ||| · ||| defined in (30) can be represented in terms of the state and the adjoint state (instead of the control) by using the optimality condition (9) for u and v as follows:
Next, we present similar results to those of Theorem 4 and Proposition 1 for the unconstrained case.
For any η, ζ ∈ V , we obtain the following error majorant:
where τ , ρ ∈ H(div, Ω) are arbitrary and α, β > 0.
Proof. The estimate follows by applying (41) and then using the estimates (10) and (39) . (2), or, equivalently, of the optimality system (6) , (7) and (9), i.e., inf η,ζ∈V,τ ,ρ∈H(div,Ω), α,β>0
in (43) attains the exact lower bound on the exact solution of the optimal control problem (1)-
In other words, the infimum is attained for the optimal state η = y and adjoint state ζ = p with the optimal control u = u d − 1 λ p, and for the exact fluxes τ = ν∇y and ρ = ν∇p.
Finally, we repeat the results of Theorems 6 and Proposition 2 for the unconstrained case.
for arbitrary τ , ρ ∈ H(div, Ω) and α, β > 0.
Proof. Applying (34) in the unconstrained case as well as (10) and (39) finally leads to the estimate (44). (44) attains the exact lower bound on the exact solution of the optimal control problem (1)- (2), or, equivalently, of the optimality system (6) , (7) and (9), i.e.,
The infimum is attained for the optimal state η = y and adjoint state ζ = p with the optimal control u = u d − 1 λ p, and for the exact fluxes τ = ν∇y and ρ = ν∇p. Proof. We have that
The Finite Element Discretization and the Preconditioned MINRES Solver
In this section, we present the finite element discretization of the optimality system in order to derive approximations of the state, control and adjoint state. These approximations can be used for the computation of the majorants and minorants. We start with the unconstrained case.
The unconstrained case. Since the control can be eliminated from the optimality system by using (9), we only have to solve the system (6)- (7) for the state y ∈ V and the adjoint state p ∈ V . For that, we approximate these unknown functions by finite element functions y h , p h ∈ V h ⊂ V , where the finite element space V h is defined as
with the standard nodal basis {ϕ i (x) = ϕ ih (x) : i = 1, 2, . . . , n h } and h denotes the discretization parameter (mesh size) such that n = n h = dimV h = O(h −d ). Using continuous, piecewise linear finite elements on triangles on a regular triangulation to construct the finite element subspace V h and its basis (see, e.g., [6] ), yields the following linear system:
which has to be solved with respect to the nodal parameter vectors y h = (y i ) i=1,...,n ∈ R n and p h = (p i ) i=1,...,n ∈ R n of the finite element approximations
to the unknown functions y(x) and p(x). The matrices M h and K h correspond to the mass and stiffness matrices, respectively. Their entries are computed by the following formulas:
The right hand sides are given by
The discretized optimality system (46) is a saddle point problem and can be solved by a preconditioned MINRES (minimal residual) method, see [28] . Hence, it is crucial to construct preconditioners, which yield robust and fast convergence for the preconditioned MINRES method. In [37] , the following preconditioner was constructed:
leading to a robust convergence with respect to h and λ (as well as ν for our problem).
The constrained case. In the case of having inequality constraints imposed on the control, we can reformulate the variational inequality (8) , which is equivalent to the projection formula
by introducing an additional parameter µ ∈ L 2 (Ω), see, e.g., [13, 38] . The idea is to apply a primal-dual active set strategy in order to linearize the optimality system, see, e.g., [12] . The parameter µ is defined as µ = − 1 λ p + u d − u for the exact solution u ∈ U ad . Moreover, if a function v ∈ U ad satisfies the relations
then it is the optimal solution, since this means that v satisfies the projection formula. In the following, we want to state the main steps of the primal-dual active set method for the optimal control problem (6)- (8) . Given an iterate (y k−1 , u k−1 , p k−1 , µ k−1 ), the active and inactive sets are determined as follows: 
where χ denotes the characteristic function. We eliminate again the control u k from the system and obtain the following reduced optimality system written in its variational formulation:
for all w, q ∈ V . Now, discretizing the reduced optimality system by the finite element method with the space V h ⊂ V defined as in (45) leads to the linear system
where the matrix M h,I k with the entries
and the vectors
have to be computed in every k-th iteration step of the level set method. In order to solve the linear system (49) by the preconditioned MINRES method, we need again a preconditioner, which provides fast convergence and is as robust as possible. Here, we refer to the preconditioner
which was presented in [17] . For the preconditioner (50), it can be proven robustness with respect to the inactive set I k and the mesh size h (as well as with respect to the diffusion parameter ν in our case), but not with respect to the cost parameter λ (the condition number scales like 1/ √ λ).
Numerical Results
In this section, we present and discuss first numerical results for the unconstrained case. The computational domain Ω = (0, 1)×(0, 1) is uniformly decomposed into triangles, and standard continuous, piecewise linear finite elements are used for the discretization. In this case, the Friedrichs constant is C F = 1/( √ 2π). The construction of η, ζ, τ and ρ is an important issue in order to obtain sharp guaranteed bounds from the majorants and minorants. Since η and ζ are constructed by continuous, piecewise linear approximations, their gradients are only piecewise constant. Then, ∇η, ∇ζ ∈ L 2 (Ω), but ∇η, ∇ζ ∈ H(div, Ω). Hence, a flux reconstruction is needed in order to obtain suitable fluxes τ , ρ ∈ H(div, Ω). A good reconstruction of the flux is an important and nontrivial topic. We can regularize the fluxes by a post-processing operator which maps the L 2 -functions into H(div, Ω), see [35] . There are various techniques for realizing these post-processing steps such as, e.g., local post-processing by an elementwise averaging procedure or by using Raviart-Thomas elements, see [35, 25] and references, therein. In our numerical experiments, we use Raviart-Thomas elements of the lowest order, see, e.g., [29, 5, 36] . We define the normal fluxes on interior edges E mn by
with λ mn = 1/2 due to uniform discretization. Here, (∇η)| Tm , (∇ζ)| Tm , (∇η)| Tn and (∇ζ)| Tn are constant vectors on two arbitrary, neighboring elements T m and T n . On boundary edges, the only one existing flux is used. Hence, three normal fluxes are defined on the three sides of each element. Inside, we reconstruct the fluxes τ and ρ by the standard lowest-order Raviart-Thomas (RT 0 -) extension of normal fluxes with
where [τ ] E denotes the jump of τ across the edge E shared by two neighboring elements on a triangulation T h . Altogether, the RT 0 -extension yields averaged fluxes from H(div, Ω), i.e.,
Results for functional a posteriori error estimates of parabolic time-periodic boundary value problems using the same discretization and flux reconstruction techniques can be found in [19] . In order to solve the saddle point systems (46), we use the AMLI preconditioner proposed by Kraus in [18] for an inexact realization of the block-diagonal preconditioner (48) in the MINRES method. The numerical results where computed on grids of different mesh sizes (from 8 × 8 to 256 × 256). The preconditioned MINRES iteration was stopped after 8 iteration steps in all computations using the AMLI preconditioner with 4 inner iterations. The presented CPU times in seconds t sec include the computational times for computing the majorants and minorants, which are very small in comparison to the computational times of the solver. All computations were performed on a laptop with Intel(R) Core(TM) i5-4308U CPU @ 2.80GHz.
In the numerical experiment, we consider the following given data: the desired state
the desired control u d (x) = 0 and the source term f (x) = 0. We choose the parameter ν = 1 and the cost parameter λ = 0.01. The exact state and control are known and given by
respectively. Hence, the exact value of the cost functional is given by J (y(u), u) = 2.385. Table 1 presents the CPU times in seconds t sec , the majorants (37) and minorants (38) as well as the efficiency indices
,
obtained on grids of different mesh sizes. The parameters α and β are chosen by a proper minimization of the majorant J ⊕ with respect to α and β, see [25] . In Table 2 , the individual parts of the majorants and minorants are presented. They are denoted as follows: In both tables, we observe the efficiency of the AMLI preconditioned MINRES method presented in [18, 20] . The computational times increase with a factor of four. Moreover, one can see that R η 1 and R ζ 1 reduce as a factor of two, and R η 2 and R ζ 2 as a factor of four showing the efficiency of the applied flux reconstruction. However, one could consider other flux reconstruction techniques in terms of improving the efficiency indices such as using higher order Raviart-Thomas elements, see [25] . Altogether we can observe that the majorants and minorants provide good estimates for the value of the cost functional and can be used in order to compute guaranteed estimates for the discretization error in the combined norms as it is discussed and proved in this paper. Table 2 . The indiviudal parts of the minorants and majorants.
Conclusions
This work was devoted to the derivation of guaranteed and fully computable lower bounds (minorants) for cost functionals of distributed elliptic optimal control problems in order to close the gap of the already existing results on upper bounds for these cost functionals, see [7] . An important result of this work was to prove that the discretization error in the state and the control can be computed by the difference between majorant and minorant of the cost functional. Altogether we derive a fully computable upper bound for the discretization error in the state and the control, which can be, in principle, used as object of direct minimization. However, the aim of this work was not to present an algorithm for this minimization, but to derive first results on minorants for cost functionals of distributed elliptic optimal control problems with control constraints as well as present first numerical tests for the theoretical results derived.
