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Abstract
Let g be a simple Lie algebra. An element x ∈ g is said to be reachable, if it is contained in
the commutant of its centraliser. Any reachable element is necessarily nilpotent. We study various
properties of reachable elements, and a relationship between the property of being reachable and the
codimension of the boundary of the corresponding orbit. Some general estimates for the boundary of
an arbitrary nilpotent orbit is given.
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Let G be a connected complex simple algebraic group with Lie algebra g. If e ∈ g, then
ge is the centraliser of e and G·e ⊂ g is the G-orbit (conjugacy class) of e. The boundary of
G·e is the subvariety ∂(G·e)= G·e\G·e. In [3], Elashvili and Grélaud gave a classification
of elements of g having the property
e ∈ [ge,ge]. (S1)
In [3], such elements are called compact. Because this term is a bit misleading in the
context of reductive group actions, here these elements are said to be reachable. The cor-
responding G-orbit is also called reachable. Clearly, each reachable element is nilpotent.
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algebras are exactly the nilpotent orbits having the property
codimG·e ∂(G·e) 4. (S2)
A direct verification based on known classifications shows that the coincidence of (S1) and
(S2) remains true for the exceptional Lie algebras, see [3, Remarque 2]. It is not clear as
yet how to relate a priori properties (S1) and (S2). However, this challenging problem did
not attract any attention since appearance of [3]. The goal of this note is to advertise this
problem and to present some related results.
In the classical Lie algebras, the nilpotent orbits are classified by partitions, and it fol-
lows from [5,6] that a nilpotent orbit has (S2) if and only if the corresponding partition has
parts of each size between 1 and the maximal size. On the other hand, the same characteri-
sation is stated for the property (S1) in [3]. This partially explains the situation for classical
series.
In Section 1, we provide an a priori proof of the equivalence of (S1) and (S2) for the
nilpotent elements of height 2. In Section 2, we prove that, for a reachable orbit, its “dual”
orbit in the sense of Lusztig–Spaltenstein (see [9, Chapter III]) has an Abelian reductive
part of the centraliser. In Section 3, we give an upper bound on the codimension of ∂(G·e)
for an arbitrary nilpotent orbit. Given e, one constructs a Z-grading of g using an sl2-triple
containing e. That is, g =⊕i∈Z g(i) and e ∈ g(2). This graded structure is also inherited
by ge. First, we prove a priori that codimG·e ∂(G·e) 2 + dimg(1). This already implies
that if e is even, then ∂(G·e) is a variety of pure codimension 2 in G·e. Then using a
case-by-case argument we prove a stronger result that codimG·e ∂(G·e) 2 + dimg(1)e.
In Section 4, we show that in case of sln the property (S1) is actually equivalent to a
seemingly stronger property that [g(1)e,g(i)e] = g(i+1)e for each i  1. This raises the
natural question of whether this equivalence remains true for all simple g.
1. Reachable nilpotent elements of height two
Let N ⊂ g be the nilpotent cone. By the Morozov–Jacobson theorem, each nonzero
element e ∈ N can be included in an sl2-triple {e,h,f } (i.e., [e, f ] = h, [h, e] = 2e,
[h,f ] = −2f ). The semisimple element h determines a Z-grading in g:
g =
⊕
i∈Z
g(i),
where g(i) = {x ∈ g | [h,x] = ix}. Since all sl2-triples containing e are Ge-conjugate, the
properties of this Z-grading does not depend on a particular choice of h. Below, we will
assume that an sl2-triple is chosen, and freely use various properties of this grading, see
[1,11]. For instance, dimge = dimg(0) + dimg(1) and ge =⊕i0 g(i)e, where g(i)e =
g(i) ∩ ge. The intersection G·e ∩ g(2) is open and dense in g(2). More precisely, it is
equal to G(0)·e, where G(0) is the connected subgroup of G corresponding to g(0). The
centraliser of the triple {e,h,f } in g is a maximal reductive subalgebra of ge, which is
equal to g(0)e. We shall say that it is the reductive part of ge, also denoted (ge)red .
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of e (or G·e), denoted ht(e), is the maximal integer k such that (ad e)k = 0. Equivalently,
ht(e)= max{k ∈ N | g(k) = 0}.
1.1. Theorem. If ht(e) = 2, then the following conditions are equivalent:
(i) g(1) = 0;
(ii) e ∈ [g(1)e,g(1)e];
(iii) codimG·e ∂(G·e) 4.
Proof. From the hypothesis ht(e) = 2, it follows that ge = g(0)e ⊕g(1)⊕g(2). Here g(0)e
is a reductive subalgebra of g(0), and dimg(0)= dimg(2)+dimg(0)e. We also have G·e =
G·g(2), i.e., each G-orbit in G·e meets g(2).
(i) ⇒ (ii). It is a general fact that if g(1) = 0, then [g(1),g(1)] = 0. Indeed, let Φ be
the Killing form on g. Then the Kirillov form associated with f , defined by Kf (y, z) :=
Φ(f, [y, z]), yields a non-degenerate skew-symmetric form on g(1). Since ht(e) = 2 and
g is simple, the g(0)-module g(2) is irreducible. Hence [g(1),g(1)] = g(2). But g(1) =
g(1)e.
(ii) ⇒ (iii). Pick any x ∈ g(2) \ G(0)·e. Let us show that
dimgx  dimge + 3.
• First, we obviously have g(1)⊕ g(2) ⊂ gx and dimg(0)x  dimg(0)e + 1.
• Second, let Kx(y, z) = Φ(x, [y, z]) be the Kirillov form associated with x . Making
use of Kx , one shows that dimg(i) − dimg(i)x = dimg(−i−2) − dimg(−i−2)x for
each i . Then taking i = −2 we get
dimg(−2)x = dimg(−2)− dimg(0)+ dimg(0)x = dimg(0)x − dimg(0)e  1.
• Third, we show that g(−1)x = 0. By the previous argument, there is 0 = z ∈ g(−2)x .
Then [z, e] = 0. Since we know that e =∑i[ai, bi], where ai, bi ∈ g(1), we conclude
that [z,g(1)] = 0. But [z,g(1)] ⊂ g(−1)x .
Finally, every G-orbit is even-dimensional. Therefore we actually obtain dimgx 
dimge + 4 for any x ∈ ∂(G·e).
(iii) ⇒ (i). Assume that g(1) = 0. Then the decomposition g = g(0) ⊕ (g(2)⊕ g(−2))
is a Z2-grading of g. Therefore dimG·x = 2 dimG(0)·x for any x ∈ g(2) ⊕ g(−2) [4]. In
particular, dimG·e = 2 dimg(2). Since g(0)e is reductive, the orbit G(0)·e ⊂ g(2) is affine.
Furthermore, G(0) has finitely many orbits in g(2) (Vinberg [12, §2]). Let G(0)·y ⊂ g(2)
be an orbit of codimension 1. Then dimG·y = 2 dimG(0)·y and hence codimG·e G·y =
2. 
Remark. It is shown in [3] that if e is reachable, then actually e ∈ [g(1)e,g(1)e]. That is,
condition (ii) in Theorem 1.1 is always equivalent to that e is reachable.
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LetN /G be the set of all nilpotent orbits in g. The closure ordering “O1 O2 ⇔ O1 ⊂
O2” makes N /G a finite poset. In [9, Chapter III], N. Spaltenstein studied a “duality” in
(N /G,). He showed that there exists an order-reversing mapping d :N /G → N /G
such that
(a) O  d2(O) for all O ∈N /G;
(b) For any Levi subalgebra l ⊂ g, d takes the G-orbit through the regular nilpotent ele-
ments in l to the Richardson orbit associated to l.
In case of a classical Lie algebra, it is induced by the standard involution of nilpotent
orbits in sln (defined via the duality of the corresponding partitions). An important fea-
ture of this mapping is that the restriction of d to Im(d) is an order-reversing involution.
(A modern interpretation and extension of this duality is found in [8].) The orbits in the
range of d are said to be special. In a more sophisticated language, a nilpotent orbit is spe-
cial, if it corresponds to a special representation of the Weyl group of G via the Springer
correspondence. In case of g = sln, we have Im(d) =N /G, i.e., all orbits are special, and
d is usual conjugation (or duality) on the set of all partitions of n. We shall say d(G·e) is
the dual orbit for G·e, even if G·e is not in the range of d .
Our observation is that the dual of an orbit consisting of reachable elements has some
specific property.
2.1. Theorem. Let e ∈N be reachable and d(G·e) = G·e′. Then (ge′)red is Abelian (i.e.,
it is the Lie algebra of a torus).
Proof. We argue in a case-by-case fashion. For all classical types, we use similar argu-
ments. The main ingredients are:
(1) A characterisation of nilpotent orbits in terms of partitions, see e.g. [1, 5.1];
(2) A description of the partition for the dual nilpotent orbit, see e.g. [1, 6.3];
(3) A formula for the reductive part of ge, see [11, Chapter IV];
(4) A characterisation of reachable nilpotent elements in the classical Lie algebras.
Let λ = (λ1, . . . , λm) be a partition of n. We assume that λ1  ·s  λm and λm = 0. Let
us say that λ is reachable if the corresponding nilpotent orbit in sln, spn, or son consists
of reachable elements. By [3, Theorem 1], λ is reachable if and only if all integers
between 1 and λ1 occur as parts of λ. In other words, λm = 1 and λi  λi+1 + 1. (In
the orthogonal and symplectic cases some parity constraints should also be satisfied,
see below.)
1. We begin with the simplest case of g = sln. Let P(n) denote the set of all partitions
of n. Suppose G·e is given by a partition λ ∈ P(n). Then G·e′ is given by the conjugate
partition λ′ = (λ′1, . . . , λ′s ), where λ′i = #{j | λj  i}. It is easily seen that the condition
that λ is reachable is equivalent to that all the parts of λ′ are different. On the other hand,
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parts of λ′ are different.
2. g = son. Here the nilpotent On-orbits are parametrised by the partitions of n such
that each even part occurs an even number of times. The set of such partitions is denoted
by P1(n). If all parts of λ are even, then the corresponding On-orbit consists of two SOn-
orbits. But these orbits are not reachable. If λ ∈ P1(n), then the conjugate partition λ′ is
not necessarily in P1(n). However, there is a unique maximal λ˜ ∈ P1(n) dominated by λ′,
see [1, Chapter 6].
If G·e ⊂N is given by λ, then d(G·e) is given by λ˜. It follows from [11, IV.2.25] that,
in the orthogonal case, (ge)red is the Lie algebra of a torus if and only if λ has no even
parts, and each odd part occurs at most twice. Therefore, we are to prove the following.
Claim. If λ ∈ P1(n) is reachable, then λ˜ has no even parts, and each odd part occurs at
most twice.
Proof. Since λ is reachable, all parts of λ′ are different. Furthermore, the parity condition
imposed on λ is equivalent to that
λ′2k − λ′2k+1 is even for all k = 1,2, . . . . ()
A “degeneration” procedure for obtaining λ˜ from λ′ is described in [1, 6.3.3]. Using this
procedure, we prove by induction that λ˜ has required properties.
a) Assume that λ′1 is odd.
If λ′2k is odd, then λ′2k+1 is odd as well. We do not change such parts. If λ′2k is even,
then the pair λ′2k, λ′2k+1 is replaced with λ′2k − 1, λ′2k+1 + 1. This procedure kills all even
parts and sometimes produces pairs of equal odd parts.
b) Assume that λ′1 is even.
• If λ′1 − λ′2 is even, then λ′1, λ′2 is replaced with λ′1 − 1, λ′2 + 1. Therefore the problem
is reduced to considering the partition (λ′3, λ′4, . . .).• If λ′1 − λ′2 is odd, then λ′2, λ′3 are odd. Here the triple λ′1, λ′2, λ′3 is replaced with
λ′1 − 1, λ′2, λ′3 + 1. So that the problem is reduced to considering the partition
(λ′3 + 1, λ′4, . . .). 
3. g = spn, n = 2k. Here the nilpotent Spn-orbits are parametrised by the partitions of
n such that each odd part occurs an even number of times. The set of such partitions is
denoted by P−1(n). Again, for any λ ∈ P−1(n), there is a unique maximal λ˜ ∈ P−1(n)
dominated by λ′. It follows from [11, IV.2.25] that, in the symplectic case, (ge)red is the
Lie algebra of a torus if and only if λ has no odd parts, and each even part occurs at most
twice. Therefore, we are to prove the following.
Claim. If λ ∈ P−1(n) is reachable, then λ˜ has no odd parts, and each even part occurs at
most twice.
Because the proof is quite similar to the previous one, it is left to the reader.
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(3) above, we use Elashvili’s tables in [2], where the reductive parts of centralisers are
explicitly indicated. Also, all nilpotent orbits consisting of reachable elements in the ex-
ceptional Lie algebras are listed in [3, Theorem 2]. As a sample, we give the tables for Lie
algebras of type E6 and E7. The first column contains all reachable orbits; their dual orbits
are indicated in the second column. All orbits are represented by their Dynkin–Bala–Carter
labels. We write Tm for the Lie algebra of an m-dimensional torus.
E6:
G·e G·e′ (ge′ )red
A1 E6(a1) {0}
2A1 D5 T1
3A1 E6(a3) {0}
A2 + A1 D5(a1) T1
A2 + 2A1 A4 + A1 T1
2A2 + A1 D4(a1) T2
E7:
G·e G·e′ (ge′ )red
A1 E7(a1) {0}
2A1 E7(a2) {0}
(3A1)′ E7(a3) {0}
4A1 E6(a1) T1
A2 + A1 E6(a1) T1
A2 + 2A1 E7(a4) {0}
2A2 + A1 E7(a5) {0}
A4 + A1 A4 + A1 T2
Here all nilpotent orbits G·e′ such that (ge′)red = Tn occur as duals of reachable nilpotent
orbits. However this is not always the case. For instance, if g is of type E8, then the orbits
with the Dynkin–Bala–Carter labels D7(a1) and D5 + A2 are special and the reductive part
of their centraliser is T1. But neither of them is dual to a reachable orbit. 
Remark. The condition that (ge)red is Abelian is equivalent to that ge is solvable.
3. On the boundary of a nilpotent orbit
In this section we give some estimates for the codimension of the boundary of an arbi-
trary nilpotent orbit. Obviously, we have codimG·e ∂(G·e) 2. It is therefore interesting to
find an upper bound for codimension. The notation codimG·e ∂(G·e) a means that each
irreducible component of ∂(G·e) is of codimension a.
3.1. Proposition. Let e be an arbitrary nilpotent element. Then
codimG·e ∂(G·e) 2 + dimg(1).
Proof. Set g( k) =⊕ik g(i). Let P be the parabolic subgroup of G with Lie algebra
g( 0). Then P ·e is affine and dense in g( 2). Therefore g( 2)\P ·e =⋃i Di is a union
of divisors. We have G·Di = G·xi for some xi ∈ Di and ∂(G·e) =⋃i G·xi .
Let b any Borel subalgebra between g( 0) and g( 2). We have Di ⊂ G·xi ∩ [b,b].
As is well-known, the last variety is of pure dimension 12 dimG·xi , see e.g. [10, 4.3.11].
Hence dimG·xi  2 dimDi = 2 dimg( 2) − 2. On the other hand, dimG·e = dimg −
dimg(0)− dimg(1)= dimg(1)+ 2 dimg( 2). 
3.2. Corollary. If e is even, then ∂(G·e) is a variety of pure codimension 2 in G·e.
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even, but its boundary is 6-dimensional and irreducible.
Thus, one has following estimates:
2 codimG·e ∂(G·e) 2 + dimg(1).
The lower bound is attained if e is even, while the upper bound is attained for the minimal
nilpotent orbit.
If g(1) = 0 and G·e is not a minimal orbit, then the upper bound of Proposition 3.1 is far
from being precise. Below, we give a better bound with a worse (i.e., case-by-case) proof.
3.3. Theorem. Let e ∈N be arbitrary. Then
codimG·e ∂(G·e) 2 + dimg(1)e. (♥)
To prove the theorem, we need some preparations. Notice however that if ht(e) = 2,
then g(1)e = g(1), so that the claim is certainly true for such elements.
Our proof for the classical series requires an explicit formula for the dimension of g(1)e
in terms of the corresponding partition.
Let ε be 0 or +1 or −1. Accordingly, P0(n) = P(n) is the set of all partitions, and
P1(n) and P−1(n) are the orthogonal and symplectic partitions of n, respectively.
3.4. Proposition. Let a nilpotent orbit G·e in a classical Lie algebra g be given by the
partition λ = (λ1, . . . , λm) ∈ Pε(n).
1. If ε = 0 and g = sln, then dimg(1)e = 2·#{(i, j) | λi = λj + 1}.
2. If ε ∈ {+1,−1} and g = son or spn, then dimg(1)e = #{(i, j) | λi = λj + 1}.
Proof. 1. Let V be an n-dimensional vector space and gln = gl(V ). Obviously, the passage
from sl(V ) to gl(V ) does not affect the subspace g(1)e. Let Vi ⊂ V be the space of the i-
th Jordan block (hence dimVi = λi ). The decomposition V =⊕Vi is ge-stable, and we
obtain the ge-stable decomposition
gl(V ) = V ⊗ V ∗ 
⊕
1i,jm
(Vi ⊗ V ∗j ).
Without loss of generality, we may assume that each Vi is an 〈e,h,f 〉-module. It is
then clear that the elements from g(1)e correspond to the occurrences of 2-dimensional
〈e,h,f 〉-modules in Vi ⊗ V ∗j . Therefore the claim follows from the Clebsh–Gordan for-
mula: Vi ⊗ V ∗j is a direct sum of 〈e,h,f 〉-modules of dimensions λi + λj − 1, λi + λj −
3, . . . , |λi − λj | + 1.
2. The argument is similar to that in the previous part. We use the formulae sp(V ) 
S2(V ) (if dimV is even) and so(V )  ∧2(V ). 
A second ingredient for the proof of Theorem 3.3 is the theory of minimal degenera-
tions, due to Kraft and Procesi [5,6]. Roughly speaking, that theory explicitly describes,
via partitions, the dense G-orbits in the irreducible components of ∂(G·e).
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nent of codimension > 2 if and only if λ contains a substring of the form (p+1,pa,p−1),
where a  1 and p  1. Notation pa means that part p occurs a times. (If p = 1, then the
zero part should be omitted.) To obtain the partition for the dense orbit in this compo-
nent, the above string should be replaced with (pa+2). The codimension of this component
equals 2a + 2. But Proposition 3.4(1) says that such a substring contributes at least 2a to
dimg(1)e (even 4a, if p > 1).
2. g = son or spn. If λ is an ε-partition, then there are three types of substrings and their
degenerations that are responsible for the irreducible components of codimension > 2, see
[6, 3.4, Table I]. Namely, these are the degenerations of types “f, g, h”:
type substring degeneration codim
f (p+1,p+1,p2n−3,p−1,p−1) (p2n+1) 4n− 4
g (p+1,p2n−2,p−1) (p2n) 2n
h (p+1,p+1,p2n−4,p−1,p−1) (p2n) 4n− 6
Again, it is assumed that p  1. The second column shows the substring of λ which
gives rise to the dense orbit in a boundary component of G·e, the third column shows the
substring corresponding to this dense orbit, and the last column gives the codimension of
this dense orbit. Then using Proposition 3.4(2), one sees that, for all three cases, inequality
3.3(♥) is satisfied.
3. The exceptional Lie algebras. Here we use the tables for the orbit closures from [9,
Chapter IV] and Sekiguchi’s tables in [7, Appendix]. The latter essentially show the dimen-
sions dimg(i)e for each nilpotent orbit. So that the proof reduces to a routine verification.
However, we have found an error in Table II in [7]. For the nilpotent orbit in E7 with
weighted Dynkin diagram
2-1-0-1
0
-0-1
,
the numbers n1, . . . , np should be (10,92,83,72,6,52,43,32,22,14,03). In particular, this
means that dimg(1)e = 4 for this orbit. 
Remarks. 1. Although the bound in Theorem 3.3 is better than that in Proposition 3.1, it is
not sharp. Analysing the proof of Theorem 3.3, it is not hard to classify all orbits satisfying
the condition codimG·e ∂(G·e) = 2 + dimg(1)e. E.g., for sln this means that a substring
of the form (p+1,pa,p−1) in λ may only occur if p = 1. In other words, λ has no parts
with three consecutive nonzero sizes.
2. Notice that ∂(G·e) is not necessarily a pure variety. In sln, the theory of minimal
degenerations [5] allows us to construct numerous examples of such phenomenon. For
instance, if e ∈ sl15 is given by the partition (7,3,2,1,1,1), then G·e has three bound-
ary components of codimension 2, 4, and 8. Here dimg(1)e = 8. At the other extreme,
the orbit in E6 with Dynkin–Bala–Carter label D5(a1) has two boundary components of
codimension 2 and 4.
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In this section, we show that in case of g = sln the condition (S1) is equivalent to a
seemingly much stronger condition that [g(1)e,g(i)e] = g(i + 1)e for each i  1. In other
words, e is reachable if and only if g( 1)e (the nilpotent radical of ge) is generated by
the subspace g(1)e. Along the way, we also obtain a proof for [3, Theorem 1]. Again, it is
harmless to work with gln in place of sln.
As above, we assume that e ∈ g = gl(V ) is given by a partition λ = (λ1, . . . , λm). Let
Vi ⊂ V be the space of ith Jordan block, so that dimVi = λi and V =⊕mi=1 Vi . In each
Vi we choose a cyclic vector vi ; that is, {vi, e·vi, . . . , eλi−1·vi} is a basis for Vi . If ξ :V →
V commutes with e (i.e., ξ ∈ ge), then ξ is completely determined by the values ξ(vi),
i = 1, . . . ,m. Therefore, we will only indicate these values. We choose the semisimple
element h to be adapted to Jordan structure of V ; that is, the h-eigenvalue of es ·vi ∈ Vi is
2s − λi + 1 (0 s  λi−1). With this choice of h, we can vizualise the Z-grading of ge as
follows:
An element ξ ∈ ge lies in g(i)e if and only if for any vj such that ξ(vj ) = 0
the difference of the h-eigenvalues of ξ(vj ) and vj is equal to i.
(4.1)
As an illustration to this rule, we state two simple lemmas, whose proof is left to the reader.
4.2. Lemma. A basis for g(1)e consists of the following transformations:
ξij :
{
vi → vj
others → 0 and ξˆij :
{
vj → e·vi
others → 0 , if λi = λj + 1.
(Cf. with Proposition 3.4(i).)
4.3. Lemma. A basis for g(2)e consists of the following transformations:
1. ξ (2)il :
{
vi → vl
others → 0 and ξˆ
(2)
il :
{
vl → e2·vi
others → 0 , if λi = λl + 2;
2. ξ (2)i :
{
vi → e·vi
others → 0 , i = 1, . . . ,m.
Using this notation. we have e =∑mi=1 ξ(2)i .
4.4. Theorem. Suppose λ satisfies the relation λm = 1 and λi  λi+1 + 1 for each i . Then
g( 1)e is generated by g(1)e as Lie algebra.
Proof. We argue by induction on dimV . The inductive step is achieved by the following
construction. Set U = V/Ker(e) and gˆ = gl(U). Then dimU = dimV − m and e induces
the nilpotent transformation of U , which is denoted by eˆ. Clearly, the partition correspond-
ing to eˆ is λˆ := (λ1−1, . . . , λm−1). (According to our convention, the zero parts at the
end should be omitted.) The mapping V → U induces the Lie algebra homomorphism
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V = W ⊕ Im(e), and
Ker(Φ) = {ξ ∈ ge | ξ(W) ⊂ Ker(e)}.
Notice that Ker(Φ) ∼−→ Hom(W,Ker(e)). In particular, dim Ker(Φ) = m2. It is important
that Φ preserves the Z-grading of both centralisers, i.e., Φ(g(i)e) ⊂ gˆ(i)eˆ. Indeed, if hˆ ∈ gˆ
is the semisimple element of an adapted sl2-triple for eˆ, then the hˆ-eigenvalue of es ·vi is
2s−λi +2 (for λi  2 and 0 s  λi −2). Because this shift does not affect the difference
of the eigenvalues for vectors in U , the claim follows from Eq. (4.1).
Obviously, the partition λˆ also satisfies the condition of the theorem. By the inductive
hypothesis, we may assume that gˆ( 1)eˆ is generated by gˆ(1)eˆ. Therefore it suffices to
show that each element of Ker(Φ) lies in the subspace generated by g(1)e. A basis for
Ker(Φ) consists of the following elements:
ζ :
{
vi → eλj−1·vj
others → 0 , 1 i, j m.
By Eq. (4.1), we have ζ ∈ g(λi+λj−2)e. Such an element lies in g(0)e if and only if
λi = λj = 1, which we exclude from further considerations.
(a) If λj > 1, then we can find λl = λj − 1 and take
ζ1 :
{
vi → eλl−1·vl
others → 0 , ζ2 :
{
vl → e·vj
others → 0 .
Then ζ1 ∈ Ker(Φ), ζ2 ∈ g(1)e, and [ζ1, ζ2] = ζ . Notice that the weight of ζ1 is one less
than that of ζ . So that we can argue by the ascending induction on the weight of ζ .
(b) If λj = 1 and hence λi > 1, then we can find λl = λi − 1 and take
ζ1 :
{
vi → e·vl
others → 0 , ζ2 :
{
vl → eλj−1·vj
others → 0 .
Then ζ1 ∈ g(1)e, ζ2 ∈ Ker(Φ), and [ζ1, ζ2] = ζ ; etc. 
Now, we are ready to prove the main result of this section.
4.5. Theorem. Let e ∈ g = gln be a nilpotent element and let (λ1, . . . , λm) be the corre-
sponding partition of n. Then the following conditions are equivalent:
(i) λm = 1 and λi  λi+1 + 1 for each i;
(ii) g( 1)e is generated by g(1)e as Lie algebra;
(iii) e ∈ [g(1)e,g(1)e].
Proof. The implication (ii) ⇒ (iii) is obvious.
(iii) ⇒ (i). It is easy to compute the brackets of the basis elements of g(1)e given in
Lemma 4.2. We have
If λi = λj + 1, then
ηij := [ξˆij , ξij ] :


vi → e·vi
vj → −e·vj
others → 0
.
D.I. Panyushev / Bull. Sci. math. 128 (2004) 859–870 869That is, ηij = ξ(2)i − ξ(2)j .
If λi = λj + 1 = λl + 2, then
• [ξij , ξjl] :
{
vi → vl
others → 0 . That is, [ξij , ξjl] = ξil .
• [ξˆij , ξˆj l] :
{
vl → e2·vi
others → 0 . That is, [ξˆij , ξˆj l ] = ξˆil .
All other brackets are equal to zero.
Since e is the transformation taking vi to e·vi for each i , we see that if e ∈ [g(1)e,g(1)e],
then it should be a linear combination of transformations ηij . It is readily seen that if there
exists i such that λi  λi+1 + 2, then such a linear combination cannot exist.
(i) ⇒ (ii). This is the content of Theorem 4.4. 
Remarks. 1. Formulae written in the proof of (iii) ⇒ (i) yield a direct proof for the fact
that [g(1)e,g(1)e] = g(2)e, if condition 4.5(i) is satisfied.
2. The similar result is valid for other classical Lie algebras. The argument contains no
fresh ideas, but it becomes more bulky in view of presence of a bilinear form and parity
conditions imposed on partitions. This raises the following natural question:
4.6. Question. Let e be a reachable element in a simple Lie algebra g. Is it true that g( 1)e
is generated by g(1)e as Lie algebra? At least, is it true that [g(1)e,g(1)e] = g(2)e?
If ht(e)= 2, then g(i) = g(i)e for i = 1,2, and it was shown in the proof of Theorem 1.1
that [g(1),g(1)] = g(2). Hence the answer is affirmative in this case.
Acknowledgements
This paper was finished during my stay at the Max-Planck-Institut für Mathematik
(Bonn). I would like to thank the institute for hospitality and excellent working conditions.
References
[1] D.H. Collingwood, W. McGovern, Nilpotent Orbits in Semisimple Lie Algebras, Van Nostrand Reinhold,
New York, 1993.
[2] A.G. Elashvili, The centralizers of nilpotent elements in semisimple Lie algebras, Trudy Razmadze Matem.
Inst. (Tbilisi) 46 (1975) 109–132 (Russian).
[3] A.G. Elashvili, G. Grélaud, Classification des éléments nilpotents compacts des algèbres de Lie simples, C.
R. Acad. Sci. Paris, Sér. I 317 (1993) 445–447.
[4] B. Kostant, S. Rallis, Orbits and representations associated with symmetric spaces, Amer. J. Math. 93 (1971)
753–809.
[5] H. Kraft, C. Procesi, Minimal singularities in GLn, Invent. Math. 62 (3) (1981) 503–515.
[6] H. Kraft, C. Procesi, On the geometry of conjugacy classes in classical groups, Comment. Math. Helv. 57 (4)
(1982) 539–602.
870 D.I. Panyushev / Bull. Sci. math. 128 (2004) 859–870[7] J. Sekiguchi, Invariant spherical hyperfunctions on the tangent space of a symmetric space, in: Algebraic
Groups and Related Topics (Kyoto/Nagoya, 1983), in: Adv. Stud. Pure Math., vol. 6, North-Holland, Ams-
terdam, 1985, pp. 83–126.
[8] E. Sommers, Lusztig’s canonical quotient and generalized duality, J. Algebra 243 (2001) 790–812.
[9] N. Spaltenstein, Classes Unipotentes et Sous-groupes de Borel, Lecture Notes Math., vol. 946, Springer,
Berlin, 1982.
[10] T.A. Springer, Conjugacy classes in algebraic groups, in: Group Theory, Beijing 1984, in: Lecture Notes in
Math., vol. 1185, Springer, Berlin, 1986, pp. 175–209.
[11] T.A. Springer, R. Steinberg, Conjugacy classes, in: Seminar on Algebraic and Related Finite Groups, in:
Lecture Notes in Math., vol. 131, Springer, Berlin, 1970, pp. 167–266.
[12] E.B. Vinberg, The Weyl group of a graded Lie algebra, Izv. AN SSSR. Ser. Matem. 40 (3) (1976) 488–526,
(Russian); English translation: Math. USSR-Izv. 10 (1976) 463–495.
