The modeling and analysis of the complex interactions between genes and metabolites during development require computational approaches. However, existing methods cannot efficiently account for the large number of interacting players, the nonlinear nature of the interactions or the disparate scales involved. The latter represents a challenge in modeling developmental systems since reaction rates and diffusion times can vary by several orders of magnitude (depending on the molecular system). Modeling processes of this type results in the pathology of stiffness. Numerically, stiffness occurs when in order to prevent large amplification of errors typical (non-stiff) algorithms require a step size much smaller than the scale at which the solution is changing. This causes excessive computational effort and likely results in unacceptable accumulation of errors. Stiff methods circumvent these difficulties at the expense of complexity, increased storage requirements, and additional operations per step. The most common of these have been used successfully to solve small systems of equations, but their utility is limited for larger systems. On the othcr Iiaiid, the delilaids on thc size of Jcvclopiiiciital iiiodcls arc ever increasing as the complexity of the underlying biology and the availability of data increases. Therefore, the need for more economical stiff methods prevails and the research for optimal methods is still ongoing.
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c By analyzing the behavior of this non-stiff method in the presence of stiffness we have developed a stiff method that treats stiffness only when it is actually present. Each time step is attempted with the relatively inexpensive non-stiff method and the solution is "probed" for the presence of stiffness. An inexpensive stiffiiess-detection test has been developed based on elements already computed by the non-stiff method. When stiffness is detected, the more expensive stiff method is invoked. The stiff algorithm is based on the assumption that the solution can be partitioned locally (at each time step) into two parts: 1) a stiff portion defined by the components with high error amplification power but that contribute little to the solution during the particular time step; and 2) a non-stiff portion defined by the remaining components of the solution. The stiff components are isolated using the Lanczos algorithm with the Jacobian of the system and an initial vector pre-processed by the Power Method to accentuate the stiff directions. A stiff component is accepted if the amplification power of the Jacobian is larger than the local change in the solution (measured as a norm of the first derivative). The vectors produced by the Lanczos algorithm are used to remove the stiff Components from the Taylor series expansion. The size of the step for advancing the solution is determined by the residual of this non-stiff projection of the Taylor series, and should correspond to the time-scale at which the solution is changing. The solution is then corrected using a Trapezoidal method in the stiff space. This correction is only necessary if the local stiff components contribute more than the specified error tolerance to the solution during the step.
problems of the literature [ 1,2]. The test cases are of small dimension to maintain the analysis tractable. However, they were carefully chosen to challenge our method with many different stiff situations, and the challenging elements of these situations will be the same in larger problems. The chosen test cases include problems with rapidly changing Jacobians (where both the magnitude of the eigenvalues and the number and identity of the stiff components change rapidly as a function of time), repeated eigenvalues, complex eigenvalues, and eigenvalues of very large magnitude. We now present representative results from these tests. Figure 1 shows results from an original test case in which the Jacobian norm (representing the amplification power of the system) changes rapidly as a function of the independent variable. The behavior of the eigenvalues of the Jacobian is shown in the middle frame of this figure. The top frame shows the solutions to the problem and the bottom frame shows the number of stiff components used by the stiff method (a value of 0 means that the non-stiff method was used for this step). Comparing the frames shows how the solutions change relatively slowly in the regions where the Jacobian norin is the largest. These regions are properly identified as stiff by our method. In addition, the method is able to find the appropriate number of stiff components (corresponding to the number of eigenvalues with large magnitude) throughout the computation. These components represent local, linear combinations of the variables that are almost invariant during the step. Therefore, this feature of the method has potential to be exploited as an analytical tool in the modeling of biological systems.
The method has been tested with a set of original problems as well as with benchmark . The top frame shows the behavior of the solutions in logarithmic coordinates and the bottom frame shows the behavior of the method. The norm of the Jacobian remains relatively large throughout the interval with only one stiff component. An interesting feature of this problem is that it has two regions where, although the Jacobian norm is large, the solution changes rapidly, and our algorithm correctly uses the cheaper non-stiff method to compute the solution. Only one stiff component is found as expected.
We successfully solved all of the test cases tried using our method. We varied the error tolerance in integral exponents from and Tables 1-3 show the run cliaracteristics for three representative tolerances ( 1 O-*, 1 0-6 and 10'" ). These tables show that the method solves all problems in fewer steps, using significantly less CPU time and with equal accuracy than the non-stiff method. The results also show that the error control in the method work well since the computed error is close to the specified error tolerance. The number of stiff failures is minimal in most cases showing the consistency of the stiffiiess detection test and the criteria for accepting stiff components. The average number of stiff components found by the stiff method is equal to the average Krylov size in the tables. We carefully examined the eigenvalues of the Jacobians, and found these numbers to be appropriate in all cases.
In comparison to other stiff method, our method has several advantages. First, the Jacobian of the system can be computed analytically and economically due to the regular structure of the power-law equations. Second, the algorithm only involves vector multiplications, minimizing storage requirements since large matrices are not stored. Many of the operations in the method can be performed at the same time by processors working in parallel, and we expect a large increase in efficiency after such parallelization. Third, automatic switching between the non-stiff method and the stiff version accommodates the changes in the degree and sources of stiffness exhibited by non-linear problems, and ensures that the more expensive stiff method is used only when appropriate. In addition, the method provides information that can be exploited to analyze models of genetic circuits in development. Mathematical models are typically analyzed by examining the Jacobian of the system. However, since in non-linear problems the Jacobian changes with time, this analysis is difficult to do and is typically only done at the steady state. With our method, however, the Lanczos' tridiagonal matrix and vectors generated at each stiff step can be used to provide some of this information. For example, in the stiff regions, only the particular combinations of interactions that form the non-stiff components are important in determining the behavior of the system. We have successfully accomplished the first task of our proposed project: to develop an optimal stiff aIgorithm to solve equations expressed in the canonical power-law form. This is a significant step towards the development of efficient, accurate, and robust computational methods for analyzing gene circuits involved in biological pattern formation. In addition, our method includes the unanticipated benefit of providing additional tools for analyzing biological models. We hope to continue these dcvclopmciils, and that other researchers can take advantage of these tools. 
