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This article is dedicated to the memory of Professor Uriel George
Rothblum who passed away unexpectedly on March 26, 2012.
Professor Rothblum was known to all of us as Uri. Following some
biographical details, a survey of some of Uri’s research contributions
is given. In light of Uri’s extensive list of publications and large num-
ber of coauthors this is by no means a comprehensive summary of
Uri’s research.
Professor Uriel George Rothblum, known to all as Uri, was born in Tel Aviv, Israel onMarch 16, 1947.
His parents had both left Vienna, Austria, for Israel in the 1930s, just before the country fell under the
Nazi regime. His grandfather, Dr. David Rothblum,was a lawyer, a prominent Zionist, and a close friend
of Hayim Nahman Bialik, the national poet of modern Israel.
Uri grew up in Tel Aviv and Ramat Gan in Israel. He distinguished himself in the study of the
sciences from a young age. Chemistry, in particular, was a favorite early passion. After completing
compulsorymilitary service in the IDF, he earned a B.Sc. (Cum Laude) in AppliedMathematics from Tel
Aviv University in 1969 and, from the same institution, an M.S. (Summa Cum Laude) in Mathematics
with a master’s thesis supervised by Robert J. Aumann. His Ph.D. was completed in the Department of
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Operations Research at Stanford in 1974with Arthur F. Veinott Jr. serving as his Ph.D. advisor. Following
a postdoctoral fellowship at the Courant Institute of New York University, he was on the faculty of Yale
University (1975–1984).
In 1984 Uri joined the Faculty of Industrial Engineering and Management at the Technion, where
he remained until his untimely death. He served as vice-dean of the faculty during themid-1980s, and
as its dean from 1992–1995. He served as Deputy Provost of the Technion (1998–2000) and as Vice
President for Academic Affairs of the Technion (2000–2002). He held visiting positions at Stanford
University, Columbia University, Rutgers University, The State University of New York at Stony Brook,
Bell Laboratories and the RAND Corporation.
Uri served as the president of ORSIS (the Operations Research Society of Israel) in 2006–2008. He
was elected as an INFORMS Fellow in 2003 (in the first elected cohort). He has served on the editorial
boards of Linear Algebra and Its Applications (1982–2012), Mathematics of Operations Research (1979–
2008), Operations Research (1996–1999), SIAM Journal onMatrix Analysis and Applications (1988–1993),
SIAM Journal on Algebraic and Discrete Mathematics (1983–1987) and Letters in Linear Algebra and Its
Applications (1980–1981). Since 2009 and until his passing he served as Editor-in-Chief ofMathematics
of Operations Research.
First and foremost Uri was a family man. He was devoted to his wife and their children. He was
a kind, generous and unique man. His interests included travelling, which he did extensively and
enthusiastically, and the arts—especially the theater and ballet. Those who knew him remember his
grace, his nobility of spirit, his boundless energy, and his capacity for living everymoment to its fullest.
Uri Rothblum passed away onMarch 26th, 2012, following a cardiac arrest. His untimely death was
a tragic loss to his family, his students, colleagues andmany friends. He is survived by his loving family:
his wife, Naomi Rothblum; their three sons, Maydan, Guy and Ron Rothblum; their daughters-in-law,
Alexandra Awerbach and Lucy Cohen; his sister, Daphna Wairauch; and his newborn first grandchild,
Uriel Isaac Rothblum.
The Mathematics of Uri Rothblum
In the sequel, six of the many scholars who have collaborated with Uri give accounts of their work
with him, some related work of others and their reflections on their interactions with him. Hans
Schneider discusses nonnegative matrices, matrix scalings and related papers. Eric V. Denardo dis-
cusses Markov decision problems, especially themulti-armed bandit problem. Moshe Haviv discusses
matrix analysis and game theory. Frank K. Hwang discusses optimal partitions. Shmuel Onn discusses
combinatorial optimization. Arthur F. (Pete) Veinott, Jr. discusses Markov population decision chains.
Hans Schneider
1. Rothblum’s work on nonnegative matrices and related topics (1975–1985)
Rothblum’s 1974 Stanford thesis entitled “Multiplicative Markov Decision Chains” obviously in-
volved nonnegative matrices. This part of his thesis was published as [R3] and was devoted to graph
theoretic spectral theory of reducible nonnegative matrices. Though some results in this area were
known, [F1912,S1956], Rothblum discovered these independently (as shown by his thesis) and added
to them significantly. In [R3] Rothblum showed that the generalized eigenspace of the spectral radius
of a nonnegative (reducible) matrix has a basis of nonnegative vectors with certain graph theoretic
properties. He also showed that the index of the spectral radius is equal to the length of the longest
chain of so called basic classes in the reduced graph of the matrix; for details see his paper [R3] or
[S1986]. His name is firmly attached to these results, We speak of Rothblum bases and the Rothblum
index theorem. The two theorems have been refined, applied and generalized and form the basis of
much subsequent development.
Rothblum continues the topic of nonnegative matrices in several subsequent papers, for example
he concentrates on the computation of the eigenprojection in [R8] and in [R14] Rothblumproves graph
theoretic conditions equivalent to the existence of a positive eigenvector of a nonnegative matrix and
shows that the positivity of the inverse of a certain perturbation of an M-matrix is equivalent to its
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irreducibility. In [R17] he shows that aweaker version of his index theoremholds for all eigenvalues on
the spectral circle of a nonnegativematrix. There are also papers thatmay have arisen fromRothblum’s
work on nonnegative and M-matrices but deal with the more general case of complex matrices. Both
[R14,R17] prove results on the convergence of partial sums of power series of matrices that arise in
iterative processes. It’s interesting to quote part of Segethova’s review of [R19] from MR: “The poly-
nomial periodic asymptotic expansion for the n-fold partial sums of powers of nonnegative matrices
with spectral radius less than or equal to one is obtained and also the least period of this expansion is
characterized.” Limiting processes are also considered in [R29] joint with Tan.
In twopapers [R6,R13] Rothblumexamines the relation the index of an eigenvalue has to properties
of its Drazin inverse.These papers are still referred to today, see for example [D2012]. Later, jointlywith
Anstreicher, a shuffle algorithm was developed for computing and examining the Drazin inverse of a
matrix in [R32,R44]. Haviv and Rothblum develop lower and upper bounds on the distances between
a given real eigenvalue of a real squarematrix and the remaining eigenvalues in [R32], and (also jointly
with Ritov) in [R45,R65] and in [R36] joint with Tan, bounds on the subdominant eigenvalue of a
nonnegative matrix and expansion of perturbations are considered. The last mentioned paper gives a
very nice literature survey on bounds of the subdominant eigenvalue of a nonnegative matrix.
Taken together these papers form a remarkably substantial contribution to the analytic, algebraic
and combinatorial theory of nonnegative and other matrices. During the same period Rothblum con-
tributed to the area of linear programming which is not reviewed here.
Iwill nowappend a personal note. Uri’s [R3] had an immediate and a long termmajor impact onme.
It led to 12 joint papers and a friendship that lasted until his untimely death. The reasonmay appear to
be paradoxical. When I received his paper (recommended for publication in LAA by an editor) I looked
at its main result, went for a walk and mentally filled in the details.
Uri had employed the same set up as inmy1952 thesis, published as [S1956]. Tomy regret, in almost
20 years there had been no reference to this paper. Uri discovered its results independently and most
of these were now special cases of his. Was I disappointed that I had not asked myself the questions
which Uri had answered? Of course, but I also determined that I needed to contact him and propose
collaboration. I thank Uri for the revival of interest in this topic which has lasted for over 40 years.
2. On working with Uri Rothblum
Despite the fact that Uri and I got acquainted through our common interest in graph theoretic
spectral theory of nonnegativematrices, our first joint paperswere on scaling ofmatrices. I hadworked
in this area for some time and now themethods employed took a decided turn. Themain tools ofmuch
of our subsequentworkwere there at thebeginning: linearprogramming, extremepoints of apolytope.
Clearly this approach came from Uri. I wonder how often I heard the phrase “extremal Farkas.” Here is
part of the abstract of our first joint paper, [R18]:
“A measure of the goodness of a [diagonal similarity or diagonal equivalence] scaling X is the
maximal ratio of nonzero elements of X. We characterize the minimal value of this measure over the
set of all scalings of a given matrix. This is obtained in terms of cyclic products associated with a
graph corresponding to the matrix. Our analysis is based on converting the scaling problem to a linear
program.We then characterize the extremepoints of the polytopewhich occurs in the linear program.”
This paper was continued in [R24]. In [R30] (joint with von Golitschek) we considered the problem
of finding a scaling that lies between given lower and upper matrix bounds. In [R38], joint with Eaves
and Hoffman, we consider the problem of scaling a matrix to have equal row and column sums. Here
theproblem is transformed to a convexminimizationproblem. JointlywithD.Hershkowitz, in a related
problem, [R49], we determine when a matrix has the property that both it and its transpose map a
given nonnegative vector into another given vector. In this context, I will alsomention Rothblum’s solo
paper [R53] where he considers a generalization of diagonal scaling. There are two papers that deal
with scalings that achieveprescribed rowand columnsumsand rowand columnmaxima, [R52,R67].In
the first of these we use optimization, in the second (joint with M.H. Schneider) we use combinatorial
and algorithmic proofs. I have long thought that it must be possible to simplify our algorithm or find
a simple proof. Another paper [R79] (also joint with M.H. Schneider) deals with max balanced flows.
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The key words show the flavor of the work: graph contraction, maximum cycle means, flow maxima,
level sets of flows, cycle covers, minimality with respect to order structure.
In work joint with D. Hershkowitz, we returned to graph theoretic spectral theory, [R50,R55].
In [R50] we characterized M-matrices within the class of Z-matrices by considering alternating se-
quences. In [R55] we showed that there is a weak version of Rothblum’s index theorem in [R3] that
holds for a generalized eigenspace of complex matrices with a given block structure. In [R89], joint
with Eaves, we show that some of Perron–Frobenius theory goes through to nonnegative matrices
over a real closed ground field. Particular attention is paid to fractional power series expansions for
the eigenvalues and eigenvectors of a perturbedmatrix. Similar techniques are used in [R101]. Herewe
show that under restrictive assumptions we can obtain the preferred basis for nonnegative matrices
(contained in [R3]) by considering fractional power series.
Ref. [R101] was in fact an only partly successful attempt to obtain the preferred basis theorem for
the generalized eigenspace of the Perron root of a nonnegative matrix (as in [R3] and elsewhere) by
analytic arguments in place of graph theory. I am sad that Uri and Iwill never again discuss this project,
but I am not sad to encourage others to complete it successfully.
Eric V. Denardo
1. Markov decision problems
Professor Rothblum is responsible for a greatmany advances in the theory ofMarkov decision prob-
lems (MDPs) and in their applicability. Selected for inclusion here are two clusters of his contributions.
One group of papers builds upon results of R.E. Bellman, D. Blackwell, A.F. Veinott Jr. and R.A. Howard
and J.E. Matheson. In [R4,R11,R31], Rothblum establishes optimality criteria and computational pro-
cedures for MDPs whose state-to-state transition rates can sum to one or more. In [R25], he and P.
Whittle optimize the growth rates of branching MDPs. In [R16,R128], he and E.V. Denardo analyze
MDPs with exponential utility functions for which expected total utility is maximized by policies that
cause decision-making to terminate.
A second cluster of work concerns a type of MDP that is known as the multi-armed bandit. This
model is described briefly: at each period, the state of each of a finite number of Markov chains is
observed and one of them is played; the chains that are not played remain in their present states; and
the chain that is played undergoes one probabilistic transition and earns a (possibly negative) reward.
J.C. Gittins and D.M. Jones showed that expected discounted income is maximized by assigning to
each state a distinct label and by playing, at each period, the Markov chain whose current state has
the lowest label. To achieve this result, they introduced a family of optimal stopping problems, one
per state. In [R100], Rothblum and M. Katehakis obtained limiting results for the multi-armed bandit
as the interest rate approaches zero, and they analyzed the undiscounted case. In [R134], Rothblum,
Denardo and H. Park brought the analysis of the multi-armed bandit closer to linear algebra. They
showed that the state whose label is lowest can be found directly by pair-wise comparison (rather
than by computing optimal stopping times), they demonstrated that an optimal labeling can be found
iteratively by eliminating the state whose label is lowest and updating the data for the other states,
and they extended the analysis to exponential utility functions. In an as-yet-unpublished paper, 1
Rothblum, Denardo and E.A. Feinberg further strengthen the connections of this problem to linear
algebra by showing how elementary row operations simplify its analysis and how column generation
can be used to handle constraints that link the Markov chains.
In graduate school, at Yale and at each stage of Rothblum’s career, he collaborated with researchers
whoworked indisparate areas.Manyof these collaborations endured.Neither thepacenor the breadth
of his research ever waned. In recent times, Professor Rothblum has been in active collaboration with
Pelin Canbolat, Eric Denardo, Curtis Eaves, Eugene Feinberg, Boaz Golany, Frank Hwang, Shmuel Onn,
1 After the completion of this article we have been informed that this paper, entitled “The multi-armed bandit, with constraints”
will appear in the Annals of Operations Research.
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Jim Orlin, Al Roth, Hans Schneider, Pete Veinott, and others. Professor Rothblum deeply enriched the
lives of his many coworkers. His untimely death is deeply felt. We can find solace in the fact that his
was a life well lived.
Moshe Haviv
1. Personal
MyacquaintancewithUri commencedwhen Iwas admitted to the Ph.D. programat YaleUniversity.
When I looked for research topics I became aware ofUri’swork, its scope and its depth. Soon afterwards
he became a co-supervisor ofmy thesis (with LudoVanderHeyden).Weworked in the areas ofMarkov
decision processes, eigenvalues of nonnegative matrices and nearly uncoupled Markov chains. This is
a wide spectrum in which Uri had first class knowledge. It is remarkable that he was just 34 when
collaboration took place.
Uri was not only a great scholar from whom I learned much. He was also a person who cared. He
took me under his umbrella and taught me much of which I know today on academic research and
education, how to write a paper, and much on academic life in general. He taught me what hard work
and dedication entail. When he gave me a paper to read one afternoon, he commenced the discussion
next morning from this paper. The idea that I might have done something else in the evening but read
the paper, did not cross his mind. It was a pleasure to play tennis with him (he was slightly better)
but again no relief: In break times he was worried if the results we derived for real matrices can be
generalized to complex matrices.
Our relationship did not end when I graduated. On the contrary, and this in spite of long periods
where we stayed at different continents. Using his name opened many doors for me throughout my
career. On top of going on working and publishing together, we met frequently where we exchanged
views and ideas, and shared feedback on research we were involved with. I was always impressed by
his interest in virtually any topic and his capability of covering many seemingly unrelated subjects.
Uri contributed a lot in his leading academic positions. I would like to highlight his contributions
to the operations research community at large and in particular to the Operations Research Society of
Israel (ORSIS). Uri served voluntarily for three years 2006–2008 as the president of ORSIS. During his
termmuchwas done towards the proliferation of the profession in Israel, especially among the young.
He also took care of its relationship with sister societies overseas, notably EURO.
2. Our joint contribution in matrix analysis
Uri and I wrote three papers on matrix analysis [R32,R45,R65] (last two also with Y. Ritov). In
[R32] we usedmathematical programming techniques which were originally developed for stochastic
matrices to bound the distance between an eigenvalue and the eigenvalue closest to it among other
eigenvalues in any real matrix. In [R45] we have designed an iterative procedure which converges to
the absolute value of the second largest eigenvalue of a nonnegative matrix. This leads to a series of
approximations to the convergence rate of the power method when applied to compute the limit ma-
trix. Finally, in [R65] we consider a linear perturbation of a real matrix. Our interest was in developing
a series expansion for an eigensystem in the case where the corresponding eigenvalue in the unper-
turbed systemwas simple. The results were applied to the perturbation of an irreducible nonnegative
matrix whose spectral radius is well-known to be a simple eigenvalue.
3. Uri and game theory
Urimade some contributions to game theory. In [R41] he dealt with an interesting presentation and
interpretation of the Shapley value. In [R135] he showed how to convert a Nash equilibrium solution
into a socially optimal solution with the use of linear prices. This led to an important contribution to
the price of anarchy (namely to the social loss due to the application of the Nash equilibrium strategy
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rather than the socially optimal one). The result was applied in [R133] in a game between two servers
in a queueing system who compete on service rates. Paper [R22] gives a condition under which a
counter-intuitive result holds for a bargaining problem: A risk-averse player is not disadvantaged in
comparison with risk-seeker players. In [R60], all Pareto efficient solutions, which are shown to be
index based, are determined for the partition bargaining problem.
Frank K. Hwang
1. Optimal partitions
The problem of optimal partitions can be interpreted as the following problem: Given a set N of
points inRd and a family F of partitions, find apartition in F whichmaximizes a given objective function
G. In applications, the partition problem can be a clustering problemwhere N is the set of data points,
each represented by a vector of d variates, to be partitioned into clusters. F could be some constraints
imposed on the partitions, such as: a partition is allowed only if it consists of p clusters for somefixed p.
While the optimal partition problemhas been studied before, the two papers, Chakravaty, Orlin and
Rothblum [R23] and Hwang [H1981] were the pioneers in treating the optimal partition problem as a
mathematical problem and studying the problem in its generality, not specific to an application. The
Barnes, Hoffman andRothblum [R62] paper has beenparticularly influential in setting the directions of
future research. A common interest in the optimal partition problem unavoidably brought Uri and me
together to collaborate in research (also in tennis) since the early 1990’s and this 20-year collaboration
has resulted in about 30 joint papers, one 68-page survey paper [R174] and one 2-volume book on the
subject [R-B2,R-B3].
From his strong algebraic background, Uri has been particularly insightful in introducing the poly-
hedral approach as an effective way to solve the sum-partition problem (a special case of the optimal
partition problem, but encountered often in practice and popular in research). Under this approach, a
partition can be represented as a point in Rdxpwhere the ith column is obtained by summing all points
in N assigned to cluster i. Let P denote the convex hull of the set of partitions in F , i.e., P is a polygon
in Rdxp. If G is quasi-convex, then there exists a vertex which maximizes G. The polyhedral approach
studies the representations and characterizations of vertices, counts or enumerates the set of vertices
and analyzes the efficiency of doing these tasks. We all owe Uri a big thanks in establishing a beautiful
theory and leaving many interesting problems on this approach.
Shmuel Onn
1. Combinatorial optimization
Combinatorial optimization and integer programming problems with linear objective functions
have been extensively studied in the literature. Uri made important contributions to this area by
considering extensions to convex and quasi-convex objectives. The origin of this line of research is his
work with Barnes and Hoffman [R62] on the structure of optimal solutions of convex vector partition
problems.
Thepartition (orclustering)problemtheyconsider is the following:givennvectors ind-dimensional
space, representing the values of n items under d-criteria, find a partition of these vectors into p parts,
so as to maximize an objective function fwhich is convex on the sums of vectors in each part. In [R62]
Uri and his coauthors establish the following beautiful and natural structural property of optimal par-
titions: the convex hulls of the vectors in each part are pairwise disjoint. They also provide extensions
where the problem may include constraints on the number of vectors in each part. These structural
results were later exploited by Uri in work with Hwang and Onn [R111] to provide polynomial time
algorithms for such convex partition problems.
A fewyears later,Uri andOnnnoticed thatwhatunderlies thesepolynomial timealgorithms is anice
“edge behavior” of the polytopes that underly these problems. Consequently, they developed in [R123]
a framework that reduces convex problems to polynomially many linear counterparts, assuming the
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edge-directions of the underlying polytopes can be controlled. This led to uniform polynomial time
algorithms for a variety of combinatorial optimization problems with convex objectives including
over partitions and over matroids. This work [R123] of Uri was awarded the 2005 ORSIS prize for best
research paper in Operations Research.
Furthermore, this theory found later on important applications in convex integer programming
[R148], where it turned out that the so-called Graver basis of the matrix defining the integer program
at hand provides a set of edge-directions of the underlying integer hull, leading to polynomial time
algorithms to problems over statistical tables, multi-index transportation problems and more.
Tomanymembers of the Technion Operations Research group, Uri was thementor and supporter of
entering faculty life. Collaborating with Uri on research was a very enjoyable and fruitful experience.
He was always very enthusiastic and the driving force behind whatever topic we were working on,
and always brought in his insight and broad perspective of Operations Research on all its subareas. He
was still as active as ever and we greatly miss him.
Arthur F. Veinott Jr.
1. Markov population decision chains (MPDCs)
I met Uri in the autumn of 1971. He took a Ph.D. course in dynamic programming from me in the
spring of 1972. I was privileged to be able to collaborate with him on infinite-horizon discrete-time-
parameter finite-state-and-action MPDCs with stationary data, S states and nonnegative one-period
transition matrices. I served as the advisor of his 1974 dissertation (elaboration’s of which appear in
[R3,R4,R8,R11,R19,R20,R21,R31]) and as co-author of [R-B4,R-B5]. Hewas a good friend, and abrilliant
prolific scholar. He had a quick and creative mind with the ingenuity, energy and background to make
beautiful fundamental contributions to many fields. That was especially so for MPDCs. Below I outline
a few of his important contributions to MPDCs that also advance linear algebra.
2. Additive normalized MPDCs and MPDC index
Uri [R3,R4,R11] studied normalized MPDCs, i.e., those with additive rewards and one-period tran-
sition matrices with spectral radius one or less. He established the important result that the last is so
if and only if there is a smallest nonnegative integer dminorizing S, called the MPDC index, for which
the N-period transition matrix for every policy (resp., stationary policy) is uniformly bounded above
by O(Nd−1). To do so, Uri [R3] proved significant new results on the graph-theoretic Perron–Frobenius
theory of nonnegativematrices. Transient (resp., stochastic, polynomially growing)MPDCs have d = 0
(resp.,= 1,> 1). Using these results, Uri generalized prior results of [B1962,V1966,V1969,M1969] for
substochastic to normalized MPDCs. He showed that there is a stationary policy with simultaneous
maximumpresent value for all small positive interest rates, gave anefficientfinite policy-improvement
method (PIM) for finding such a policy and used a PIM to compute d. A PIM generates a sequence of
distinct stationary policies; each is either shown to be optimal or to improve on its predecessor.
3. Multiplicative MPDCs and risk sensitivity
Uri [R31] studied MPDCs with only a positive terminal reward. Ref. [H1972] had previously shown
that suchMPDCs arise in the study of risk-sensitive stochasticMPDCswith exponential utilities, which
have constant additive risk posture. For the case where the (one-period) stochastic transitionmatrices
are irreducible and aperiodic, [H1972] gave a PIM that finds a stationary policy with largest spectral
radius among the stationary policies. Uri removed these restrictions in [R31]. He extended [H1972] to
positive multiplicative utilities. Let sp be the growth rate of a policy p and V
N
p be its expected N-period
terminal reward. If p is stationary, sp is the spectral radius of its transition matrix. Suppose some such
sp > 0, which is so if p is irreducible. Let tp be the coefficient of the dominant term in the polynomial
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expansion inN of s−Np VNp . He showed that there is a stationarypolicyp that lexicographicallymaximizes
(sp , tp) and p can be found by a PIM. He also showed that p is 0-cumulative optimal, i.e., the Cesàro
limit inferior of order S of (max(sp , sq))
−N(VNp − VNq ) is nonnegative for every policy q. The order S is
needed to smooth out oscillations in s−Np VNp that can grow polynomially.
4. Additive stochastic MPDCs: overtaking and Cesàro-overtaking (CO) optimality
Apolicyp is overtaking (resp., CO) optimal if for everypolicy q, the ordinary (resp., Cesàro) limit infe-
rior of the difference between the expected N-period additive rewards that p and q earn is
nonnegative. Although overtaking optimality is a natural concept, such a policy does not generally
exist for a stochastic MPDC. However, [V1966] showed that a CO optimal stationary policy always ex-
ists and can be found by a PIM. Ref. [D1968] showed that each such policy is CO optimal among all
policies. Uri [R-B5] established the important result that if there is a stationary overtaking optimal
policy, then every stationary CO optimal policy is overtaking optimal. This result greatly enhances the
attractiveness of CO optimality.
5. Additive MPDCs with immigration
Uri’s co-authoredworks [R-B4,R-B5] often improved and/or simplified prior results, and developed
many new concepts and results for additive MPDCs. They allowed N-period transition matrices that
grow polynomially or geometrically in N and quite general exogenous immigration streams. They
refined theoptimality concepts and studied the existence, characterization and computation (by aPIM)
of optimal policies. They also studied the variation of the set of optimal policies with the immigration
stream.
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