While reduced order modeling methods have flourished in the study of structural system dynamics, similar methodologies for the representation of flow are few in comparison. This paper presents a novel methodology based on biorthogonal wavelet constructions and multiresolution analysis for order reduction of velocity fields obtained via digital particle image velocimetry or computational fluid dynamics. The derivation, algorithmic implementation, and experimental verification of fast projective filtering methods based on divergence-free wavelets are discussed. Experimental evidence presented in this paper demonstrates the feasibility of achieving several hundred fold compression for typical velocity fields obtained via experiments using particle image velocimetry. The results in this paper also illustrate the feasibility and amenability of wavelet methods for diverse problems of interest to the aerospace community including (i) experimental data denoising, (ii) local cross-correlation calculations, and (iii) feature extraction.
Introduction
Since the introduction of families of compactly supported, orthogonal wavelets by Ingrid Daubechies [1] , there has been increasing interest in applying wavelet analysis and corresponding time-frequency analysis to engineering problems. A large body of literature has been generated over the recent years on wavelet and multiresolution analysis, with emphasis on signal processing applications. For representative overviews the reader is referred to Chui [2] and Mallat [3] . Simply put, wavelet functions have unique properties that enable fast, efficient representation of a large class of functions. One of the most important characteristics of wavelet functions is their "simultaneous" time-frequency localization. That is, the functions are concentrated not only in the time (or space) domain, but also in the frequency domain. In comparison, it is well known that the conventional Fourier basis functions are locally supported in frequency, but are distributed over the entire real line. Not surprisingly, these localization characteristics have made wavelet-based methods draw immediate attention in signal and image processing areas for better localized filtering and compression. It is now widely accepted that wavelet based methods provide excellent, high accuracy compression of scalar functions. In fact, it is possible to characterize metrics by which wavelets define optimal compression methods for signals and images (DeVore and Lucier [4] ) while retaining important features of the original data.
There already exist commercially available pieces of software and hardware utilizing wavelet analyses, most notably for scalar-valued functions (signals and images).
Stimulated by the successful applications in these areas, there have been many attempts to utilize wavelet theory in problems of mechanics. The most notable application in computational mechanics has been the use of wavelet functions for approximation of solutions of partial differential equations. The time-frequency localization characteristic provides an asymptotically optimal preconditioning method for obtaining solutions of the associated discretized equations [5] . The localization property also enables effective detection and analysis of singularities in problems governed by partial differential equations [5] . Even more recently, the wavelet method has been applied to Particle Image Velocimetry (PIV) in Ko, et al. [6] The particle images are first wavelet-filtered, then velocity distributions are calculated via a wavelet-based windowed cross-correlation algorithm. Compared to an existing Fourier based PIV method, the wavelet method was shown to provide an efficient and more accurate way to compute velocity fields from PIV. With these successes in hand, we present a novel application of the wavelet analysis to the problem of determining reduced-order flow models.
A typical fluid model is comprised of nonlinear partial differential equations, and significant computational resources are required for their accurate simulation. Although there have been significant advances in Computational Fluid Dynamics for faster and more accurate solutions, obtaining the solutions of general, time-dependent flowfields is not an easy task.
Moreover, it is clear that the derivation and validation of a flow control methodology will require considerable amount of computational effort beyond forward integration of the Navier-Stokes equations. The reader is referred to Sritharan [7] , or the references therein, for a detailed discussion of the computationally expensive costate formulations or iterative optimization methods typically encountered in the control of flow. From a practical standpoint, a controller developed for a specific flow control task will often have to be implemented in real-time.
Transition (Joshi et al. [8] , Cortellezi and Speyer [9] ) and turbulence (Breuer et al. [10] ) control problems are typical such cases. The order of the controller determines the number of ordinary differential equations that have to be integrated in real-time to solve for the state space variables.
For example, in a typical technique for linear transition control of plane Poiseuille flow, considering N wavenumbers and M Chebyshev modes results in 2N(M+1) states. To achieve an accurate representation of the flow dynamics, N and M cannot be small. Even for the modest case of N=M=10, we have a system of order 220. In Cortelezzi and Speyer [9] , N and M were chosen to be 32 and 124, respectively, to achieve an adequate approximation, and resulted in a system with over 8000 states. Such a large order system is unrealistic for real-time control applications due to computer hardware and software limitations. In Cortelezzi and Speyer [9] , order reduction was achieved by transforming the system into Jordan Canonical form and retaining only the states that are equally well controllable and observable, resulting in a reducedorder system with about 600 states. Therefore about an order of magnitude of order reduction was achieved. The above is intended to exemplify the need for reliable order-reduction methodologies that render real-time control technologically feasible, while still reliably retaining the underlying dynamics of the flow to be controlled.
To alleviate such difficulties in computation, several novel order-reduction methods have been introduced so far. One of the most notable methodologies is the Proper Orthogonal Decomposition (POD). The method was originally suggested independently by different scientists, amongst which Loeve [11] and Karhunen [12] are the most recognized. This technique has been applied in fluid mechanics in 1970, when Lumley [13] suggested that POD is amenable for the representation of coherent structures in turbulence. Since then, it has found applications in reduced-order flow modeling and control (Reichert et al. [14] , Ly and Tran [15] , Tang et al. [16] , Aubry et al. [17] , Ball et al. [18] , Berkooz et al. [19] ). Briefly, in POD, snapshots of a flowfield at different time and/or at different parameter values are utilized for the generation of basis functions, specific to the flowfield of interest. Out of this initially large basis, typically only a small number of basis elements carry most of the information in the particular flowfield, and can thus be used for its reconstruction. This is briefly the principle on which order reduction via POD is based [14] [15] [16] [17] [18] [19] . The reduced order model can then be used as a system model in deriving subsequent control strategies. Typical order reductions achieved via POD in control applications and reported in the relevant literature vary around one order of magnitude (for example, 20 to 1 in Ly and Tran [15] , 25 to 1 in Reichert et al. [14] ).
Herein, we propose a different approach to order reduction: a wavelet-based flowfield compression technique, with the ultimate objective of utilizing the resultant reduced order modeling for incompressible flow control. Recently derived div-free wavelet functions are used to represent the velocity vector fields, and the flowfield is compressed via wavelet decomposition while retaining the physically salient features of the flow. As shown in preliminary results, the compression ratios obtainable from wavelet-based methods is so large (more than two orders of magnitude) that we expect significant reduction in required computational resources when this method is used in active flow control.
We emphasize that this paper presents a novel method for the analysis of flow fields obtained from either particle image velocimetry or CFD. While the techniques presented in this paper could be used for a host of other end uses including denoising and coherent feature extraction, we will utilize the reduced order vector fields for control simulation and design.
Because of length limitations, the flow control simulation and design problem is treated in a forthcoming paper. Still, it is important to realize that this target problem imposes special constraints on our PIV compression algorithm : we seek reduced order divergence free vector fields.
Problem Framework
To better understand the implications of seeking to generate reduced order models from PIV for flow simulation, we consider viscous, incompressible flows governed by the Navier-
Stokes equations
[ , ] ( , ) ( In these equations u is the velocity field in the domain Ω, Γ is the boundary of the domain, p is the pressure, and ν is the kinematic viscosity. For flow control simulation, it is often convenient to consider the weak form of these equations in which we seek a velocity field u and pressure
holds for all suitably chosen test functions v and q (see Gunzburger [20] for the complete functional analytic framework). Typical finite element discretizations of these equations might generate solutions that are expressed in millions of unknowns. For control purposes, it is impractical to consider optimization over such large number of unknowns and reduced order models are sought. A common technique [20] [21] [22] [23] defines a "library" of representative basis velocity
where N R is the number of reduced states. By definition, N R is much smaller than the number of degrees of freedom for a full model. It is not difficult to show that, provided the library U N R is 7 comprised of divergence-free functions, the weak formulation for a reduced order model can be stated as follows :
for all v in U N R , subject to suitable boundary conditions. The treatment of boundary conditions is an interesting problem in its own right; the readers may see Gunzburger [20] for details. The resulting low-order system of ordinary differential equations is particularly well-suited for control optimization because the pressure term does not appear. Thus, if we start from the original, high dimensional CFD equations (2) 
Multiresolution Analyses and Biorthogonal Wavelets
Even for simple applications in which we seek to employ divergence-free wavelets in two dimensions, as is required in the treatment of the particle image velocimetry data in the final section of this paper, the theory of multiresolution analysis can be intimidating. In this section, we quickly review only those facets of multiresolution analysis that are needed to construct divergence free bases and perform order reduction. The interested reader is referred to the numerous excellent monographs on the foundations of this topic (see for example, Cohen, et al. [24] ). In its simplest form, a multiresolution analysis is a sequence of nested spaces
such that
there is a function φ such that the translates φ(
As usual, L 2 ( ) R denotes those functions that are square integrable over the real line.
Carefully note that this definition employs a single scaling function, or generator to create a (Riesz) basis in (iv) above. More recent techniques allow the use of multiple generators, and give rise to multiwavelet constructions. (see Hardin and Kurdila [25] ) Let Z denote the (signed) integers. It is not difficult to see that, by virtue of property (iv) above, each space V j has a basis given by
Note that the frequency of the generating functions 2 j is fixed in each space V j . The space 
Given a biorthogonal pair of multiresolution analyses V j j n s ∈Z and Ṽ j j n s ∈Z , we define the oblique projectors
where
Thus, by convention, j denotes the dilation (or scaling) of a basis function, and k denotes the translation of a function. The normalization by 2 2 j/ simply enforces orthonormality on all levels,
By the definition of P j and the biorthogonality property, it is true that
We say that P j is the oblique projector from L 2 ( ) R onto V j in the "direction perpendicular" tõ V j . In the derivation of divergence free wavelets, we will likewise have occasion to use the oblique projectors onto the complement spaces W j which are defined to be
It can be shown that
and ψ ψ ,~ are the biorthogonal wavelets associated with φ φ ,~, respectively. In this paper, the multiresolution analyses will be defined in terms of the specific two scale relations
satisfied by the generators φ φ ,~. Throughout this paper we will assume that the generators are compactly supported (i.e., they are nonzero only on a closed and bounded set, and zero otherwise), and consequently the summation in these equations is necessarily finite. It will frequently be convenient to consider the Fourier transform, or Z-transform, of the two scale equations, in which case we obtain
It is an amazing fact that all of the fast projective (filtering) operations discussed in this paper can be carried out in terms of the coefficient sequences a a k k l q l q ,~. The reader is referred to Daubechies [26] or Young [27] for a detailed discussion.
Divergence Free Wavelets
The original derivation of divergence-free wavelets is due to Lemarie-Rieusset [28] [29] [30] and employs tensor product constructions of biorthogonal wavelets. Urban [31, 32] generalizes this methodology to create constructions of divergence-free wavelets that are not restricted to tensor products. Most recently, Lakey, Massopust and Pereyra [33] have outlined a somewhat different approach that modifies families of multiwavelets to construct divergence free functions.
Because we will deal exclusively with two dimensional frames of data generated from particle image velocimetry, the framework of Lemarie-Rieusset [28] [29] [30] will be sufficient in this paper. (i.e.
there is no compelling reason to utilize divergence-free wavelets that are not tensor products.)
The purpose of this section is to provide a brief technical background, define the specific dual bases we employ in our PIV applications, and give precise algorithmic details required for implementation.
The essential ingredient in the construction of divergence-free wavelets is the following result due to Lemarie-Rieusset [28] [29] [30] .
Proposition:
Suppose that V V 
Moreover, if the Laurent series symbol for φ φ ,~ are a z a z ( ),~( ) , respectively, then the symbols for
a z z a z 
The choice of subscripts (+) and (-) on the dual scaling functions φ φ
, arise from equations (17) and (18); the function φ φ , while φ + is defined in terms of the integral of φ . Clearly, equations (17) and (18) can be replaced by the alternative
which illustrate that there is a certain "symmetry" in the roles of the scaling functions φ φ
, .
We will use this form of the equations frequently in the derivations that follow.
The construction of divergence free wavelets is carried out by defining the vector space of tensor products
Since, by definition we have
, φ φ n s n s (26) it is clear that the vector space of tensor products is just a span of one dimensional subspaces given as
We emphasize that the symbol ⊕ denotes the direct sum, and not an orthogonal sum throughout this paper. Our primary goal is to find a multilevel decomposition for the vector space V j . This decomposition can be achieved by noting that
An explicit, multilevel decomposition of all vectors in V j can be readily obtained
In particular, the complement spaces of vector-valued wavelets is most important. We will use these spaces to decompose the PIV data vectors for order reduction, denoising or cross correlation calculations.
Hence, our task is then to find a basis for those vectors in the complement spaces that are divergence-free. It is convenient to employ the following notation to simplify the representation of divergence-free vectors that live in the space V j E e e e i = ∈ ( , ):
With these sets, we can enumerate a basis for tensor product wavelets as , 0 l q (33) We see that the entries of the vectors in equation (30) can "almost" be expressed in terms of ψ e .
What remains is to select between the multiresolution analyses
,w ith generators φ φ ,~ and
, n s n s 
( ) ( ), ( ) ( )
for the usual bases, we write 
We define the scalar projection
The definition of projections of vector valued functions onto vector valued tensor product spaces is defined using the scalar valued projections.
,~( ) ( )
This vector-valued projection is written alternatively as 
where 
In addition, we have the following theorem that shows that these divergence free vectors generate a basis for the subspace consisting of the divergence-free vectors in V V j j − −1 .
Theorem:
For each e E ∈ * and i i e ≠ , we have that the "divergence of the projection" is equal to the "projection of the divergence." 
By definition, we know that the coefficients are given by the dual function expansions 
We can directly calculate the divergence of the function r r f ∈H 
Using equations (51) and (52), we obtain
, , 
, ,
This last identity (i.e., eqs. (53) and (54)) is a special case of the result stated in the theorem. where N x m ( ) is the m-th order cardinal B-spline. It is well known that [34] 
for any B-spline of order m. Consequently, the critical condition (17) is satisfied.
We must now choose some scaling function φ that is dual to N x 3 ( ) , and a second scaling function φ + that is dual to φ − , such that the conditions of proposition (18) are satisfied.
It is known that there are many generators that define multiresolution analyses that are dual to 
Potential choices for dual multiresolution analyses are given in Table ( 6.1) in Cohen, et al. [24] .
Fortunately, we can choose a generator φ with symbol 
that is dual to φ − ( ) x , such that the conditions of proposition (24) hold. For example, we have
by inspection. Figure 1 shows our choice of B-spline functions which will be used in subsequent experiments. Based on these B-spline functions and the derivation of the div-free vector functions in previous section, the following div-free vector functions are chosen as our basis r r r r (62)
In the following the 2-scale equations for the above vector functions are derived. Let us assume that we have the following 2-scale equations for the B-splines introduced above 
Application to Experimental Flow Diagnostics Motivation
The use of synthetic or "zero mass flux" actuators for flow separation control is currently being addressed by many researchers. Current research includes investigation of the performance of this technology for modifying the lift, drag and flight control characteristics of unconventional airfoils as well as flow separation over bluff bodies [35, 36] .
An experimental setup has been developed to study a new type of synthetic jet application to flow control. The idea is to delay the occurrence of flow separation over a curved surface by first removing low-momentum fluid from the boundary layer (suction part of the actuator oscillation period), then re-energizing it and injecting it as high-momentum fluid back into the boundary layer (blowing part of the period) taking advantage of the "Coanda" effect. The setup incorporating the synthetic jet actuator is schematically shown in Figure 3 . The synthetic jet is housed inside a hollow cylinder and is composed of an almost enclosed cavity, one end of which is covered by an oscillating membrane driven by a dynamic shaker with variable frequency and amplitude of oscillation. The cylinder wall with a slot machined parallel to the cylinder axis covers the other cavity end. Note that the flow does not exit the slot radially. In fact, the actuator is designed in such a way that it takes advantage of the "Coanda" effect, causing the flow exiting the slot to be almost tangential to the cylinder wall. Besides the momentum addition into the boundary layer, another mechanism that is expected to aid in the separation delay is based on the high receptivity of the shear layer emanating from the point of separation, as demonstrated by previous efforts [37, 38] through the use of oscillatory blowing.
Experimental Setup
In the experimental setup the cylinder was placed between two flat plates, one upstream of the cylinder, the other downstream of it, so that only half of the cylinder was in the flow The flowfield was seeded with silicon carbide particles (TSI-10081) with a mean diameter of 1.5µm.
High-frame-rate PIV measurements were performed using a Photec Phantom V3.0 CCD camera placed normal to the light sheet, operating with a frame rate of 500 fps. The actual image resolution for the digital images recorded at that frame rate was 512x512 pixels. The camera was focused onto an area of 40 mm (horizontal) x 40 mm (vertical), with the position of the image coinciding with the positions shown in Figure 4 . The initial experimental work presented herein, includes the documentation of the flowfield near the junction of the cylinder with the flat plate (C6a). Figure 5 shows a typical particle image acquired at position C6a. Figure 6 shows the flowfield for the same position, which was generated using cross-correlation based PIV algorithms with an interrogation window size of 32x32 and a 8x8 step. In order to facilitate viewing of the vector plot, not all of the velocity vectors are plotted in Figure 6 . It should be noted that the velocity vectors calculated near the solid surfaces of the measurement volume (i.e. near the flat plate or the cylinder surface) tend to be erroneous. This is due to the fact that the interrogation window for which the cross correlation was calculated, at that position, contained a section of the cylinder or flat plate surface in it. The glare generated from the laser light reflected on the solid surfaces contributed to the error. It should be noted that for the case of position C6a, the experimental data show the formation of a large recirculation area immediately upstream of the junction point between the flat plate and the cylinder.
Wavelet-Based Compression of Velocity field
Suppose that we have the following discrete velocity distribution obtained from the PIV experiments:
where u k l x , and u k l y , are velocity component at location index (k,l) for x-direction and for ydirection, respectively. Starting from the above discrete velocity data, we first project them onto the subspace of div-free scaling functions 
Results and Discussion
As an application of the techniques developed herein, a compression of velocity fields obtained from PIV experiments is presented in this section. The velocity field presented in Figure 6 was first cropped for two reasons: (a) to eliminate erroneous vectors close to the solid surfaces and (b) to achieve a rectangular velocity domain (no curved boundaries, such as the cylinder surface), which is necessary for the application of the present wavelet procedures (as mentioned below we are deriving short-support wavelets to accommodate curved boundaries).
The resulting velocity field is shown in figure 7 (a). In Fig. 7 and subsequent velocity vector plots, it should be noted that only a quarter of the original velocity vectors are plotted for clarity.
We utilize the div-free wavelet/scaling functions derived earlier.
The original flow field (Figure 7(a) ) has 42x61 grid points thus we have 2x42x61=5124 velocity data (x and y velocity components at each grid point). 
at different compression ratios are shown in Figure 13 .
Conclusions
This paper has presented a methodology by which reduced order, divergence free representations of flow fields can be obtained. The results though preliminary, are promising; compression ratios of two orders of magnitude are obtainable depending on the flow under consideration. Still there are several open issues that must be resolved in the current technique, and merit further study.
Due to the large supports of these functions, we have to keep additional functions in the vicinity of the boundaries, and thus we suffer a deterioration in compression ratios. However, we still obtain superior compression ratio as observed in our results shown. We are in preparation of utilizing different families of wavelet functions, the so called multiwavelets introduced in Donovan, et al. [39] These wavelet functions have shorter support so that they achieve maximum compression ratio and provide better handling of boundary terms. The method is semi-automated and achieved via fast-filtering implementation of divergence free wavelets. The full automation of this algorithm requires systematic methods for the determination of thresholding techniques based on the physics of the flow. Moreover, it is imperative that the relative merits of the method be gauged in comparison to other techniques including proper orthogonal decomposition methods. The implementation of the method into flow control simulation and design is presented in a forthcoming paper. Fig. 1 . Families of biorthogonal B-spline functions: 
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