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a b s t r a c t
We construct a theory of divergent integrals, based on the following definition: we say that
f is (c, α) integrable, α > −1, if, for some a ∈ R, limT→∞
∫ T
0
(
1− tT
)α f (t)dt = a. As a
consequence of this definition, some theorems are proved. We study, in detail, the case
α = 1.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In the convergence theory of series we introduce the (c, k) convergence, k = 0, 1, . . ., in the following way (see, for
example, [2, p. 75–76]).
Given the sequence s0, s1, . . ., for every k = 0, 1, . . .we define the sequence Sk0, Sk1, . . . by
S0n = sn, Skn = Sk−10 + Sk−11 + · · · + Sk−1n , k = 0, 1, . . . , n = 0, 1, . . . . (1.1)
Similarly, for k = 0, 1, . . ., we define Akn, n = 0, 1, . . ., by
A0n = 1, Akn = Ak−10 + Ak−11 + · · · + Ak−1n , k = 0, 1, . . . , n = 0, 1, . . . . (1.2)
Definition 1.1. We say that the sequence s0, s1, . . . is summable by the k-th arithmetic mean of Cesàro, or, more simply,
(c, k) summable to sum s, if
lim
n→∞
Skn
Akn
= s.
When k = 0, we get the (c, 0) summability which corresponds to ordinary convergence. When k = 1, we have the Cesàro
summability. In view of the importance of these generalizations of the convergence concept for a series, we formulate here a
new general (c, α) definition of convergence of an integral and study some of the possible consequences of such a definition.
There are other possible extensions of the convergence of a series: Poisson convergence, Abel convergence, . . . . For
any of these, it is possible to formulate a new definition of convergence for integrals and rewrite the known theorems
of summability of series in terms of integrals. However, we shall consider here, in detail, only the case of (c, α) convergence.
We have not been able to find, in the literature, the definition of (c, α) convergence formulated in this work and the
consequent results. The only indication that we found on this topic is what it is written in [2, p. 83], ‘‘Parallel to the theory
of divergent series, one can construct a theory of divergent integrals. We shall consider the analogue of the method (c, 1)
. . . ’’.
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2. (c, α) convergence
Definition 2.1. Let f be a continuous function on [0,∞). For α > −1, we say that f is (c, α) integrable if there exists a value
a such that
lim
T→+∞
∫ T
0
(
1− t
T
)α
f (t)dt = a, α > −1. (2.1)
Definition 2.1 is the extension to the continuous variable of the Cesàro sums defined in Section 1. Clearly, (c, 0)
integrability corresponds to the standard convergence of integrals.
Now, we are going to prove the following result.
Theorem 2.1. Let α > −1 and h > 0. Suppose that f is (c, α) integrable and that the integral has the value a. Then f is also
(c, α + h) integrable and the integral has the same value a.
Proof. Let F be defined by
F(T ) =
∫ T
0
(
1− t
T
)α
f (t)dt. (2.2)
By the assumption,
lim
T→+∞ F(T ) = a. (2.3)
Let us consider the integral∫ T
0
ϕ(t, T )F(t)dt, (2.4)
where
ϕ(t, T ) = 1
B(α + 1, h)
1
T
(
t
T
)α (
1− t
T
)h−1
, (2.5)
where B denotes the well known beta function defined by [1, p. 258, 6.2.1]
B(x, y) =
∫ 1
0
tx−1 (1− t)y−1 dt, x > 0, y > 0.
The substitution u = tT shows that∫ T
0
ϕ(t, T )dt = 1. (2.6)
We prove first that
lim
T→+∞
∫ T
0
ϕ(t, T )F(t)dt = a. (2.7)
By (2.3), for any ε > 0, there exists a value Tε such that
|F(t)− a| < ε, for t ≥ Tε. (2.8)
Now, from (2.6), we get∫ T
0
ϕ(t, T )F(t)dt − a =
∫ T
0
ϕ(t, T )[F(t)− a]dt (2.9)
and we need to show that∣∣∣∣∫ T
0
ϕ(t, T )F(t)dt − a
∣∣∣∣ < 2ε,
provided T is sufficiently large.
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We observe that by our assumption, the function F(t) is bounded on [0,∞). Therefore, there exists a constant K such
that
|F(t)− a| < K , for 0 ≤ t <∞.
Thus, by (2.9), we get∣∣∣∣∫ T
0
ϕ(t, T )[F(t)− a]
∣∣∣∣ dt ≤ ∫ Tε
0
ϕ(t, T ) |F(t)− a| dt + ε
∫ T
Tε
ϕ(t, T )dt < K
∫ Tε
0
ϕ(t, T )dt + ε
∫ T
0
ϕ(t, T )dt
= K
∫ Tε
0
ϕ(t, T )dt + ε, (2.10)
where we used inequalities (2.8) and (2.6).
By (2.5), with tT = u, we find∫ Tε
0
ϕ(t, T )dt = 1
B(α + 1, h)
∫ Tε
0
(
t
T
)α (
1− t
T
)h−1 dt
T
= 1
B(α + 1, h)
∫ Tε/T
0
uα (1− u)h−1 du
which, for any fixed Tε , tends to zero, when T →∞. This gives that there exists a Tˆε such that
K
∫ Tε
0
ϕ(t, T )dt < ε, for T ≥ Tˆε.
Hence, by (2.10), the difference in (2.9) lies between (−2ε, 2ε) for T > Tˆε , and this proves (2.7).
Now, by (2.1), we find∫ T
0
ϕ(t, T )F(t)dt =
∫ T
0
ϕ(t, T )dt
∫ t
0
(
1− s
t
)α
f (s)ds
=
∫ T
0
f (s)
∫ T
s
ϕ(t, T )
(
1− s
t
)α
dtds =
∫ T
0
f (s)I(s, T )ds,
where, using (2.5), I(s, T ) can be written in the following way:
I(s, T ) = 1
B(α + 1, h)
∫ T
s
1
T
(
t
T
)α (
1− t
T
)h−1 (
1− s
t
)α
dt
= 1
B(α + 1, h)
1
Tα+1
∫ T
s
(
1− t
T
)h−1
(t − s)αdt.
To simplify the appearance of the right-hand side, take t = T − (T − s)x so that
I(s, T ) = 1
B(α + 1, h)
(
T − s
T
)α+h ∫ 1
0
xh−1(1− x)αdx =
(
1− s
T
)α+h
.
This shows that∫ T
0
ϕ(t, T )F(T )dt =
∫ T
0
(
1− t
T
)α+h
f (t)dt.
But we proved that the left-hand side converges to a; thus also the right-hand side converges to a, leading to the desired
result. The proof of theorem is complete. 
3. The case α = 1
In this section we consider the particular case of (c, 1) integration. According to Definition 2.1, we can formulate the
following definition.
Definition 3.1. Let f be a continuous function on [0,∞). We say that f is integrable in Cesàro sense, or, briefly, (c, 1)
integrable, on [0,∞), if
lim
T→∞
∫ T
0
(
1− t
T
)
f (t)dt (3.1)
exists, and is finite.
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Example 1. The integral∫ ∞
0
cos tdt
converges to zero, in the Cesàro sense.
Proof. According to (3.1), integration by parts gives∫ T
0
(
1− t
T
)
cos tdt = 1
T
∫ T
0
sin tdt = 1− cos T
T
which clearly tends to zero when T →∞. 
Example 2. The integral∫ ∞
0
sin tdt
converges to 1, in the Cesàro sense.
Proof. We get∫ ∞
0
sin tdt = lim
T→∞
∫ T
0
(
1− t
T
)
sin tdt = 1− 1
T
∫ T
0
cos tdt
= 1
T
∫ T
0
(1− cos t)dt = 1
T
(T − sin T )
and this tends to 1 for T →∞. 
By Theorem 2.1, we get immediately the following:
Corollary 3.1. If the improper integral∫ ∞
0
f (t)dt
converges to a, then it converges to a also in the Cesàro sense.
Proof. This is an immediate consequence of the fact that (c, α) convergence implies (c, α+ h) convergence (Theorem 2.1).
With α = 0 and h = 1 we have that the (c, 0) convergence implies the (c, 1) convergence. 
The next result is a convolution theorem.
Theorem 3.1. Let the integrals∫ ∞
0
f (t)dt,
∫ ∞
0
g(t)dt
be convergent in the ordinary sense, to a and b, respectively. The integral
h(t) =
∫ t
0
f (t − s)g(s)ds (3.2)
converges in the Cesàro sense to ab.
Proof. We need to show that
lim
T→+∞
∫ T
0
(
1− t
T
)
h(t)dt = ab.
We define F and G by
F(t) =
∫ t
0
f (u)du, G(t) =
∫ t
0
g(u)du.
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By (3.2) we get∫ T
0
(
1− t
T
)
h(t)dt =
∫ T
0
(
1− t
T
)∫ t
0
f (t − s)g(s)dsdt
=
∫ T
0
g(s)ds
∫ T
s
(
1− t
T
)
f (t − s)dt.
The substitution t − s = u and the subsequent integration by parts give∫ T
0
g(s)ds
∫ T
s
(
1− t
T
)
f (t − s)dt =
∫ T
0
g(s)ds
∫ T−s
s
(
1− s+ u
T
)
f (u)du
=
[
G(s)
∫ T−s
0
(
1− s+ u
T
)
f (u)du
]T
0
−
∫ T
0
G(s)
[∫ T−s
0
− 1
T
f (u)du−
(
1− s+ T − s
T
)
f (T − s)
]
ds
= 1
T
∫ T
0
G(s)F(T − s)ds.
Since G(t)→ b, F(t)→ a as T →∞, we have that for some Tε
|G(t)− b| < ε, |F(t)− a| < ε, for T > Tε, i.e.∣∣∣∣ 1T
∫ T
0
G(s)F(T − s)ds− ab
∣∣∣∣ = 1T
∣∣∣∣∫ T
0
[G(s)− b]F(T − s)ds+
∫ T
0
b[F(T − s)− a]ds
∣∣∣∣
<
1
T
∫ Tε
0
|G(s)− b|Kds+ 1
T
∫ T
Tε
εKds+ 1
T
∫ Tε
0
b|F(s)− a|ds+ 1
T
∫ T
Tε
bεds,
where we used the bound |F(T )| ≤ K . The last four integrals can be written in the form
1
T
[K1(ε)+ K2(ε)] + 1T ε(T − Tε)[K + b]
this leading, when T →∞, to the desired result. 
The next theorem gives a sufficient condition so that the (c, 1) convergence implies the (c, 0) convergence.
Theorem 3.2. Suppose that the integral∫ T
0
f (t)dt (3.3)
is (c, 1) convergent and that
f (t) = O
(
1
t
)
, t →∞. (3.4)
Then the integral (3.3) is (c, 0) convergent.
Proof. By (3.4) and the continuity of f , we get
t|f (t)| < K .
Let
H(T ) = 1
T
∫ T
0
tf (t)dt. (3.5)
Then we get∫ T
0
f (t)dt =
∫ T
0
(
1− t
T
)
f (t)dt + 1
T
∫ T
0
tf (t)dt,
or ∫ T
0
f (t)dt = G(T )+ H(T ),
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where H(T ) is defined by (3.5) and
G(T ) =
∫ T
0
(
1− t
T
)
f (t)dt. (3.6)
We have to show that H(T )→ 0 as T →∞.
By (3.6) we find
G′(T ) = 1
T 2
∫ T
0
tf (t)dt = H(T )
T
.
Moreover∫ T2
T1
G′(T )dT = G(T2)− G(T1) =
∫ T2
T1
H(T )
T
dT
=
∫ log T2
log T1
H(eu)du =
∫ log T2
log T1
R(u)du
where we used the substitution T = eu and R(u) = H(eu). Now, we need to show that
lim
u→∞ R(u) = 0.
We get
R′(u) = H ′(eu)eu = H ′(T )T
and by (3.5)
TH(T ) =
∫ T
0
tf (t)dt.
Differentiation gives
H(T )+ TH ′(T ) = Tf (T )
and
H(T ) = 1
T
∫ T
0
tf (t)dt ≤ k
T
T = k.
Thus,
|R′(T )| = |TH ′(T )| ≤ 2k,
which shows that R′(T ) is bounded.
We know that G(T ) is convergent, i.e.,
∀ε > 0 ∃Tε : |G(T1)− G(T2)| < ε, T1, T2 > Tε.
Suppose ξ  log Tε and R(ξ) > 0. Then
R(u)− R(ξ) =
∫ u
ξ
R′(u)du, u > ξ.
Moreover, since−2k ≤ R′(u) ≤ 2k,
R(u)− R(ξ) =
∫ u
ξ
R′(u)du ≥
∫ u
ξ
(−2k)du = −2k(u− ξ)
or
R(u) > R(ξ)− 2k(u− ξ).
Let
η = R(ξ)
2k
.
Then
R(ξ)− 2k(u− ξ) = 2kη − 2k(u− ξ) = 2k(η − u+ ξ)
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which is positive when u < ξ + η. Thus
R(u) > 0 for ξ < u < ξ + η.
On the other hand, when u < ξ , we find
R(u) > R(ξ)− 2k(ξ − u)
and integrating between ξ − η and ξ + η, we get∫ ξ+η
ξ−η
R(u)du >
∫ ξ+η
ξ−η
[R(ξ)− 2k(ξ − u)]du = 2R(ξ)η = R
2(ξ)
k
.
On the other hand,∫ ξ+η
ξ−η
R(u)du = G(eξ+η)− G(eξ−η) < ε.
Therefore,
R2(ξ)
k
< ε, R(ξ) <
√
εk
which shows that R(u)→ 0.
The proof of theorem is complete. 
Remark 3.1. We formulated here the theory of (c, α) convergence, α > −1, for integrals. Parallel to this theory one can
construct different theories. For example we can define the Abel integrability in the following way.
Definition 3.2. Let λ > 0 and f be a continuous function on [0,∞). We say that f is A-integrable if
lim
λ→0+
∫ ∞
0
eλt f (t)dt
exists.
The possible consequences of the A-integrability and the relations between the A-integrability and the (c, α) integrability
will be illustrated in a forthcoming paper.
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