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Abstract. The derivations of a left coideal subalgebra B of a
Hopf algebra A which are compatible with the comultiplica-
tion of A (that is, the covariant first order differential calculi,
as defined by Woronowicz, on a quantum homogeneous space)
are related to certain right ideals of B. The correspondence
is one-to-one if A is faithfully flat as a right B-module. This
generalizes the result for B = A due to Woronowicz. A defini-
tion for the dimension of a first order differential calculus at a
classical point is given. For the quantum 2-sphere S2qc of Podles´
under the assumptions qn+1 6= 1 and c 6= −q2n/(q2n + 1)2 for
all n = 0, 1, . . . , three 2-dimensional covariant first order dif-
ferential calculi exist if c = 0, one exists if c = ∓q/(±q + 1)2
and none else. This extends a result of Podles´.
1. PRELIMINARIES
A derivation of an algebra B over C (the complex numbers) is defined
as a C-linear map d from B into a B-bimodule satisfying the Leibniz rule
d(a b) = a db+ da b for all a, b ∈ B.
In this paper, da b means (da) b. We set Γ(d) = LinC{a db | a, b ∈ B}
(the C-linear span). We write d′≤ d, if d′ and d are derivations of B and
2the C-linear map Γ(d)→ Γ(d′) : a db 7→ a d′b is well-defined, and consider
derivations d, d′ of B identical, if d′≤ d and d ≤ d′. The set of derivations
of B with ≤ is a complete lattice, this follows from [16] Prop. 1.1. If B
is a ∗-algebra, then a d∗b := d(b∗) a∗ defines an involution on the set of
derivations of B.
We denote by A a Hopf algebra over C with comultiplication ∆, co-
unit ε and antipode S, cf. [14]. We set ⊗ = ⊗C and
a(1) ⊗ a(2) = ∆(a), a(1) ⊗ · · · ⊗ a(n+1) = a(1) ⊗ · · · ⊗ a(n−1) ⊗∆(a(n))
for n = 2, 3, . . . (Sweedler’s notation) and use the map + : A→ A defined
by a+ = a − ε(a) 1. We assume that B is a subalgebra of A and a left
coideal, i.e. ∆(B) ⊆ A⊗B, and call a derivation d of B equivariant if and
only if the C-linear map
Γ(d)→ A⊗ Γ(d) : a db 7→ a(1) b(1) ⊗ a(2) db(2), a, b ∈ B,
is well-defined. The notion of (equivariant) derivation is the same as that
of (covariant) first order differential calculus introduced in [16], [10].
The algebra B may be viewed as the function algebra of a quantum
homogeneous space associated to the quantum group with the function
algebra A. Accordingly, as proposed in [16] and [10], [11], the equivari-
ant derivations may be considered constituents of flexibilized (deformed)
laws of nature with differential operations which are supposed to be still
invariant under the quantum group action.
In Section 2, a way is prepared for determining the equivariant deriva-
tions e.g. for the quantizations of symmetric spaces in [8], [2]. It is used in
Section 3 in the case of the quantum 2-sphere of Podles´ [9] for classifying
the 2-dimensional covariant first order differential calculi. Their existence
is proved by construction in Section 4.
2. ONE-TO-ONE CORRESPONDENCES
Theorem 1. Let A be a Hopf algebra, B a left coideal subalgebra of A.
(i) Let R be a right ideal of B+. Let p : B+ → B+/R be the canonical
projection. Then a db := a b(1) ⊗ p(b
+
(2)) uniquely determines an equivar-
iant derivation dR := d of B. Let : A → A/(B
+
A) be the canonical
projection, ∆ := ( ⊗ id) ◦∆. Then R′ := ∆
−1
(A⊗R) is a right ideal of
B+, R′ ⊆ R, such that ∆(R′) ⊆ A⊗ R′ and dR = dR′ .
(ii) Let d be a derivation of B. Then Rd :=
{∑
i ε(ai) b
+
i
∣
∣ ∑
i ai dbi = 0
}
is a right ideal of B+. If d is equivariant, then ∆(Rd) ⊆ A⊗ Rd.
3(iii) The maps R 7→ dR, d 7→ Rd establish a one-to-one correspondence of
• {Rd | d an equivariant derivation of B} and
• {dR | R a right ideal of B
+},
where ≤ for the derivations corresponds to ⊇ for the right ideals. Fur-
thermore, RdR ⊆ R, if R is a right ideal of B
+, and dRd ≤ d, if d is an
equivariant derivation of B.
Proof. (i) The left module operation on Γ(d) = LinC{a db | a, b ∈ B}
is determined by c (a db) = (c a) db and the right module operation by
(a db) c = a d(b c)−a b dc. This proves uniqueness. To prove existence, we
must show that the right module operation is well-defined (a) and satisfies
the right module axioms (b), furthermore that d is equivariant (c). Well-
definedness and axioms of the left module operation, the bimodule axiom
and the Leibniz rule clearly hold true.
(a) If
∑
i ai dbi = 0, that is,
∑
i ai bi(1) ⊗ p(b
+
i(2)) = 0, then
(∑
i ai dbi
)
c
=
∑
i (ai d(bi c)− ai bi dc)
=
∑
i (ai bi(1) c(1) ⊗ p((bi(2) c(2))
+)− ai bi c(1) ⊗ p(c
+
(2)))
=
∑
i (ai bi(1) c(1) ⊗ p(bi(2) c(2) − ε(bi(2) c(2)))
−ai bi(1) c(1) ⊗ p(ε(bi(2)) c(2) − ε(bi(2) c(2))))
=
∑
i ai bi(1) c(1) ⊗ p(b
+
i(2) c(2))
=
(∑
i ai bi(1) ⊗ p(b
+
i(2))
)
(c(1) ⊗ c(2)) = 0,
since R is a right ideal of B. Hence, the specified right module operation
is well-defined.
(b) We calculate that
((a db) c) d = (a d(b c)) d− (a b dc) d
= a d(b c d)− a b c dd− a b d(c d) + a b c dd = (a db) (c d)
and, since d1 = 1⊗ p(1+) = 0, (a db) 1 = a d(b 1)− a b d1 = a db.
(c) The map a db 7→ a(1) b(1) ⊗ a(2) db(2) is given by ∆⊗ id.
We still have to show the assertions about R′. Since ε(B+A) = {0} and
∆(B+A) ⊆ B+A ⊗ A + A ⊗ B+A, the maps ε
A
: A → C : a 7→ ε(a) and
∆
A
: A → A⊗ A : a 7→ a(1) ⊗ a(2) are well-defined, and A with ∆A is a
coalgebra. If a ∈ R′, then a = ε
A
(a(1)) a(2) ∈ R, thus R
′ ⊆ R. Because
R is a right ideal of B, ∆(a b) ∈ A ⊗ R for all b ∈ B+, so R′ is a right
4ideal of B+. From a(1) ⊗∆(a(2)) = ∆A(a(1)) ⊗ a(2) ∈ A⊗ A⊗ R follows
a(1) ⊗ a(2) ∈ A ⊗ ∆
−1
(A ⊗ R) = A ⊗ R′, thus ∆(R′) ⊆ A ⊗ R′. Let∑
i ai dbi = 0 with d = dR, that is,
∑
i ai bi(1) ⊗ b
+
i(2) ∈ A⊗ R. Then
∑
i ai bi(1) ⊗∆(b
+
i(2))
=
∑
i
(
ai(1) bi(1) ⊗ ε(ai(2)) bi(2) ⊗ b
+
i(3) + ai bi(1) ⊗ b
+
i(2) ⊗ 1
)
=
∑
i ai(1) bi(1) ⊗ ai(2) bi(2) ⊗ b
+
i(3) ∈ A⊗A⊗ R.
This implies that
∑
i ai bi(1)⊗b
+
i(2) ∈ A⊗∆
−1
(A⊗R) = A⊗R′, therefore
∑
i ai dbi = 0 with d = dR′ . Hence, dR′ ≤ dR, while dR ≤ dR′ follows
from R′ ⊆ R.
(ii) If
∑
i ai dbi = 0, then
∑
i ai dbi c =
∑
i (ai d(bi c)− ai bi dc) = 0 and
∑
i (ε(ai) (bi c)
+ − ε(ai bi) c
+)
=
∑
i (ε(ai) bi c− ε(ai) ε(bi c)− ε(ai bi) c+ ε(ai bi) ε(c))
=
∑
i ε(ai) b
+
i c ∈ Rd.
Therefore, Rd is a right ideal of B
+. If d is equivariant and
∑
i ai dbi = 0,
then
∑
i f(ai(1) bi(1)) ai(2) dbi(2) = 0 for any C-linear functional f on A.
This implies that
∑
i f(ai bi(1)) b
+
i(2) ∈ Rd. From this and
∆
(∑
i ε(ai) b
+
i
)
=
∑
i
(
ε(ai) bi(1) ⊗ bi(2) − ε(ai bi) 1⊗ 1
)
=
∑
i
(
ai bi(1) ⊗ bi(2) − ai bi ⊗ 1
)
=
∑
i ai bi(1) ⊗ b
+
i(2)
we conclude that ∆(Rd) ⊆ A⊗ Rd.
(iii) Directly from the definitions, we have
(a) (R′ ⊆ R)⇒ (dR ≤ dR′) for right ideals R, R
′ of B+, and
(b) (d′ ≤ d)⇒ (Rd ⊆ Rd′) for derivations d, d
′ of B.
We show that, in addition,
(c) RdR ⊆ R, if R is a right ideal of B
+, and
(d) dRd ≤ d, if d is an equivariant derivation of B.
(c) Let
∑
i ai dbi = 0 with d = dR, that is,
∑
i ai bi(1) ⊗ p(b
+
i(2)) = 0 with
the canonical projection p : B+→ B+/R. Application of ε ⊗ id leads to
p
(∑
i ε(ai) b
+
i
)
= 0, therefore
∑
i ε(ai) b
+
i ∈ R.
(d) If
∑
i ai dbi = 0, then
∑
i f(ai(1) bi(1)) ai(2) dbi(2) = 0 for any C-linear
functional f on A, since d is equivariant. Thus
∑
i f(ai bi(1)) b
+
i(2) ∈ Rd
5and
∑
i f(ai bi(1)) p(b
+
i(2)) = 0, where p : B
+ → B+/Rd is the canonical
projection. This implies that
∑
i ai dRdbi =
∑
i ai bi(1) ⊗ p(b
+
i(2)) = 0.
If d is an equivariant derivation of B, then RdRd = Rd by (c) and (d),
(b). If R is a right ideal of B+, then dRd
R
= dR by (d) and (c), (a). This
proves assertion (iii).
In particular, the trivial derivation dB+ , the universal derivation d{0}
and, if A is commutative, the commutative universal derivation d(B+)2
occur in the one-to-one correspondence. The equivariant derivations of
B induced from those of A and e.g. the calculi in [1], [4], [10], [11] also
correspond to right ideals of B+ in this way. For B = A, Woronowicz
[16] shows that all equivariant derivations have this property. We gener-
alize this result using a theorem of Takeuchi [15] which requires further
notations.
Let C be a coalgebra, W a right C-comodule and V a left C-comodule.
The cotensor product W✷C V is defined as the subspace
{∑
i wi ⊗ vi ∈W⊗ V
∣
∣ ∑
i wi(1) ⊗ wi(2) ⊗ vi =
∑
i wi ⊗ vi(1) ⊗ vi(2)
}
of W ⊗ V; the Sweedler notation is used for the C-comodule operations
W→W⊗C and V→ C⊗V. The category of the leftB-modulesM with left
A-comodule structure such that (bm)(1) ⊗ (bm)(2) = b(1)m(1) ⊗ b(2)m(2)
for all m ∈M and b ∈ B, together with the B-linear, A-colinear maps, is
denoted by A
B
M. The category of the left A-comodules, together with the
A-colinear maps, is denoted by AM. Generally, if M is a left B-module,
: M→M/(B+M) denotes the canonical projection. We have shown in
the proof of Theorem 1 (i) that A is a coalgebra. Correspondingly, M is
an object of AM, if M is an object of A
B
M. Moreover, A✷
A
V with the
induced structure of A is an object of A
B
M, if V is an object of AM. That
a right B-module A is faithfully flat means that the functor M 7→ A⊗BM
from the category of left B-modules to the category of C-vector spaces
preserves and reflects exact sequences.
The following result, actually the equivalent one with the opposite mul-
tiplication and comultiplication, is contained in [15], proof of Theorem 1.
Theorem (Takeuchi). Let A be a Hopf algebra and B a left coideal sub-
algebra of A. If A is faithfully flat as a right B-module, then the maps
Ξ : M→ A✷
A
M : m 7→ m(1) ⊗m(2) and
Θ : A✷
A
V→ V :
∑
i ai ⊗ vi 7→
∑
i ε(ai) vi
are bijective for all objects M of A
B
M and all objects V of AM.
6Theorem 2. Let A be a Hopf algebra, B a left coideal subalgebra of A.
If A is faithfully flat as a right B-module, then R 7→ dR, d 7→ Rd as in
Theorem 1 establish a one-to-one correspondence between
• the right ideals R of B+ with ∆(R) ⊆ A⊗ R and
• the equivariant derivations of B.
Proof. If d is an equivariant derivation of B, then ∆(Rd) ⊆ A ⊗ Rd ac-
cording to Theorem 1 (ii), so it remains to show that
(a) dRd = d, if d is an equivariant derivation of B, and
(b) RdR = R, if R is a right ideal of B
+ with ∆(R) ⊆ A⊗ R.
(a) Let d be an equivariant derivation of B. Then Γ(d) is an object of A
B
M.
According to Takeuchi’s Theorem, the map
Ξ : Γ(d)→ A✷
A
Γ(d) : a db 7→ a(1) b(1) ⊗ a(2) db(2) = a b(1) ⊗ db(2)
is bijective. The kernel of ι : B+→ Γ(d) : c 7→ dc is Rd: If
∑
i ai dbi = 0,
then d
(∑
i ε(ai) b
+
i
)
=
∑
i ε(ai) dbi =
∑
i ai dbi = 0, and if dc = 0, then
cij , ai, bj ∈ B exist such that dc −
∑
ij c
+
ij ai dbj = 0, therefore c
+∈ Rd.
The C-linear map (id⊗ι−1) ◦ Ξ : Γ(d) → Γ(dRd) : a db 7→ a dRdb is
injective and surjective, thus dRd = d.
(b) Let R be a right ideal of B+ with ∆(R) ⊆ A ⊗ R. Then B+/R is an
object of AM. Furthermore Γ(dR) ⊆ A✷A (B
+/R), which follows from
a dRb = a b(1)⊗ p(b
+
(2)), where p : B
+→ B+/R is the canonical projection,
and a(1) b(1) ⊗ a(2) b(2) ⊗ p(b
+
(3)) = a b(1) ⊗ b(2) ⊗ p(b
+
(3)). According to
Takeuchi’s Theorem, the map
Θ
∣
∣
Γ(dR)
: Γ(dR)→ B
+/R : a dRb = a b(1) ⊗ p(b
+
(2)) 7→ ε(a) p(b
+)
is injective. The kernel of ι : B+→ Γ(dR) : c 7→ dRc is RdR , see the proof
of (a), thus ker(Θ ◦ ι) = RdR . Since Θ ◦ ι = p, we obtain RdR = R.
In Section 4, we give examples of equivariant derivations which do
not arise from a right ideal as in Theorem 1 (i), so the statement of the
theorem without the condition of faithful flatness is false. However, due
to Mu¨ller and Schneider [7] this condition is verified for the quantizations
of symmetric spaces by Noumi, Dijkhuizen and Sugitani [8], [2] and for
the quantized flag manifolds [13].
73. CLASSIFICATION
We call dimε,l d := dimC(Γ(d)/(B
+Γ(d))) the left dimension and anal-
ogously dimε,r d := dimC(Γ(d)/(Γ(d)B
+)) the right dimension of a first
order differential calculus d over B at the classical point ε. If B is the
algebra of regular functions on a nonsingular affine algebraic variety, then
dimε,l d(B+)2 = dimε,r d(B+)2 is the dimension of it. If a basis of Γ(d) as
a left B-module exists, e.g. if B = A and d is left-covariant, cf. [16], then
dimε,l d is the number of its elements.
We assume that q ∈ C \ {0} and qn 6= 1 for all n = 1, 2, . . . . For the
quantum 2-sphere of Podles´ we may equivalently choose A to be one of the
quantum group function algebras O(SLq(2)), O(SOq2(3)) and O(Spq1/2(2))
which are described in [12]. The function algebras O(S2qc) of the quantum
2-sphere, parameterized by c ∈ CP1, are the A-comodule algebras (ex-
cept for one) which are isomorphic as a comodule to the classical case
and generated as an algebra by the spin 1 subcomodule, cf. [9]. They are
isomorphic to right coideal subalgebras Bc of A, so the equivalents of our
theorems with the opposite multiplication and comultiplication are appli-
cable (we silently assume this exchange of left and right). The algebras
Bc are generated by three elements e−1, e0, e1 with the relations
(q2 + 1) e−1 e1 + e
2
0 + (q
−2 + 1) e1 e−1 = ρ 1,
−q2 e−1 e0 + e0 e−1 = λ e−1,
(q2 + 1) e−1 e1 − (q
2 − 1) e20 − (q
2 + 1) e1 e−1 = λ e0,
−q2 e0 e1 + e1 e0 = λ e1,
ρ, λ ∈ C, (∗)
such that c = ε(e−1) ε(e1) : ε(e0)
2 and ∆(ei) =
∑
j ej ⊗ pi
j
i , cf. [9] (q is µ,
piij is d1,ij). Special values of c are c(n) = −q
2n/(q2n + 1)2.
We classify the equivariant derivations d of Bc with dimε,r d = 2 which
arise from a left ideal as in Theorem 1 (i). If c 6= c(n) for all n = 0, 1, . . . ,
then A is faithfully flat as a left Bc-module, cf. [5], [6], [7], and according
to Theorem 2 our classification includes all equivariant derivations with
dimε,r d = 2. We denote by , ∆ and Ld the equivalents of the previously
used structures with left and right reversed. The map χ : Bc → Γ(d) :
b 7→ db induces a C-linear bijection between B+c/Ld and Γ(d), see the
proof of Theorem 2, i.e. we must determine the left ideals L of B+c with
dimC(B
+
c/L) = 2 and ∆(L) ⊆ L⊗ A. The Hochschild coboundary maps
of the quotient Bc-bimodule Γ(d) are defined as
δ0 : Γ(d)→ HomC(Bc, Γ(d)) : ω 7→ (b 7→ b ω − ω b) and
δn : HomC(B
⊗n
c , Γ(d))→ HomC(B
⊗(n+1)
c , Γ(d)),
8δnf(b0 ⊗ · · · ⊗ bn) = b0 f(b1 ⊗ · · · ⊗ bn)
+
n∑
i=1
(−1)i f(b0 ⊗ · · · ⊗ bi−1 bi ⊗ · · · ⊗ bn) + (−1)
n+1 f(b0 ⊗ · · · ⊗ bn−1) bn
for n = 1, 2, . . . . Hence, χ is a 1-cocycle: aχ(b)− χ(a b) + χ(a) b = 0 for
all a, b ∈ Bc. Let τ : Bc → HomC(Γ(d), Γ(d)) be the representation of
Bc on the quotient left Bc-module Γ(d). Using coordinates, this says
χi(a b) =
∑
k τik(a)χk(b) + χi(a) ε(b), χi(1) = 0,
τij(a b) =
∑
k τik(a) τkj(b), τij(1) = δij
for all a, b ∈ Bc and i, j = 1, 2. Given a representation τ , the 1-co-
boundaries χi =
∑
k βk τik − βi ε with β1, β2 ∈ C are solutions to these
equations, and further solutions exist exactly if the first cohomology group
(ker δ1)/(im δ0) is not {0}. The equations imply that the functions χi and
τij are uniquely determined by their values on e−1, e0, e1 and exist for
given values if they are compatible with the relations (∗). The solutions in
suitable coordinates are χi =
∑
k βk τik−βi ε+
∑
n β
′
n ξ
n
i with βi, β
′
n ∈ C,
(a) τ(e−1, e0, e1) = x
−1
(
q−2 α−1 α1 α0
0 α−1 α1
)
,
(
α0 −(q
2+1)
0 α0
)
, x
(
q2 0
0 1
)
,
ξ1(e−1, e0, e1) =
(
−α−1
0
)
,
(
0
0
)
,
(
α1
0
)
if x = q−2 α1 and
ξ1(e−1, e0, e1) =
(
−1
α0
)
,
( 0
−(q2+1)α1
)
,
(
0
0
)
if x = q2 α1,
(b) τ(e−1, e0, e1) = x
−1 α−1 α1
(
1 −1
0 1
)
,
(
α0 0
0 α0
)
, x
(
1 1
0 1
)
,
ξ1(e−1, e0, e1) =
( α−1
−α−1
)
,
(
0
0
)
,
(
0
α1
)
if x = α1 and
ξ1(e−1, e0, e1) =
(
α0
0
)
,
(
−(q2+1)α1
0
)
,
(
0
0
)
if x = q2 α1,
(c) τ(e−1, e0, e1) = α−1 α1
(
x−1 0
0 y−1
)
,
(
α0 0
0 α0
)
,
(
x 0
0 y
)
,
ξ1(e−1, e0, e1) =
( α−1
0
)
,
(
0
0
)
,
(
−α1
0
)
if x = α1 and
ξ1(e−1, e0, e1) =
(
α0
0
)
,
(
−(q2+1)α1
0
)
,
(
0
0
)
if x = q2 α1,
ξ2(e−1, e0, e1) =
(
0
α−1
)
,
(
0
0
)
,
(
0
−α1
)
if y = α1 and
ξ2(e−1, e0, e1) =
(
0
α0
)
,
( 0
−(q2+1)α1
)
,
(
0
0
)
if y = q2 α1,
where x, y ∈ C \ {0}, αi = ε(ei) and, if not specified otherwise, ξ
j = 0;
in addition, if c = c(1),
(d) τ(e−1, e0, e1) = α−1 α1
(
x−1 0
0 0
)
,
(
α0 0
0 0
)
,
(
x 0
0 0
)
,
ξ1(e−1, e0, e1) =
( α−1
0
)
,
(
0
0
)
,
(
−α1
0
)
if x = α1 and
ξ1(e−1, e0, e1) =
(
α0
0
)
,
(
−(q2+1)α1
0
)
,
(
0
0
)
if x = q2 α1,
(e) τ(e−1, e0, e1) =
(
0 0
0 0
)
,
(
0 0
0 0
)
,
(
0 0
0 0
)
9and if c = c(2),
(f) τ(e−1, e0, e1) =
q2−1
q4+1 α0
(
0 1
0 0
)
, q
2−1
q4+1 α0
(−1 0
0 q2
)
, q
2−1
q4+1 α0
( 0 0
q2 0
)
and if c = 0,
(a’) τ(e−1, e0, e1) = x
(
q−2 0
0 1
)
,
(
α0 −(q
−2+1)
0 α0
)
, x−1
(
0 α0
0 0
)
,
ξ1(e−1, e0, e1) =
(
1
0
)
,
(
0
0
)
,
(
0
0
)
if x = q2 α−1 and
ξ1(e−1, e0, e1) =
(
0
0
)
,
( 0
−(q−2+1)α−1
)
,
(
−1
α0
)
if x = q−2 α−1,
(b’) τ(e−1, e0, e1) =
(
0 s
0 0
)
,
(
α0 0
0 α0
)
,
(
t 1
0 t
)
with s t = 0,
ξ1(e−1, e0, e1) =
( 0
q2 sα0
)
,
(
−(q2+1) s
0
)
,
(
0
α0
)
, if α−1 = 0 and t = α1,
ξ2(e−1, e0, e1) =
(
α0
0
)
,
(
−(q2+1)α1
0
)
,
(
0
0
)
, if α−1 = 0 and t = q
2 α1,
(b”) τ(e−1, e0, e1) =
(
s 1
0 s
)
,
(
α0 0
0 α0
)
,
(
0 0
0 0
)
,
ξ1(e−1, e0, e1) =
(
0
1
)
,
(
0
0
)
,
(
0
0
)
, if α1 = 0 and s = α−1,
ξ2(e−1, e0, e1) =
(
0
0
)
,
(
−(q−2+1)α−1
0
)
,
(
α0
0
)
, if α1 = 0 and s = q
−2 α−1,
(c’) τ(e−1, e0, e1) =
(
s 0
0 u
)
,
(
α0 0
0 α0
)
,
(
t 0
0 v
)
with s t = u v = 0,
ξ1(e−1, e0, e1) =
(
0
0
)
,
(
−(q−2+1)α−1
0
)
,
(
α0
0
)
, if s = q−2 α−1 and t = α1,
ξ2(e−1, e0, e1) =
(
α0
0
)
,
(
−(q2+1)α1
0
)
,
(
0
0
)
, if s = α−1 and t = q
2 α1,
ξ3(e−1, e0, e1) =
(
0
0
)
,
( 0
−(q−2+1)α−1
)
,
(
0
α0
)
, if u = q−2 α−1 and v = α1,
ξ4(e−1, e0, e1) =
(
0
α0
)
,
( 0
−(q2+1)α1
)
,
(
0
0
)
, if u = α−1 and v = q
2 α1,
where s, t, u, v ∈ C. The solutions (b’), (c’) contain (b), (c).
The condition ∆(L) ⊆ L ⊗ A implies that χ(b(1))f(b(2)) = 0 for all
b ∈ L and C-linear functionals f on A with f(AB+c ) = {0}, therefore
χ1f, χ2f ∈ LinC{χ1, χ2}. Such a functional (taken from [3]) is
f = α0 (l
2 − ε)− α1 l
(+) l + α−1 l
(−) l
with l = l
(+)
11 , l
(+) = l
(+)
12 and l
(−) = l
(−)
21 as specified for A = O(SLq(2))
in [12]. The conditions χ1f, χ2f ∈ LinC{χ1, χ2}, checked by evaluation
of χ1, χ2, χ1f and χ2f on ei, ei ej and ei ej ek for i, j, k = −1, 0, 1, and
dimC LinC{χ1, χ2} = 2 reduce the total number of solutions to seven:
1.+2. c = ∓q/(±q + 1)2, (a) with x = ±q−1 α1 and
β1
β2
=
α21
α0 x (x−α1)
.
3.+4. c = c(2), (f) with β1β2 ∈
{ (q4+1)α1
q4 α0
, (q
4+1)α1
α0
}
.
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5.–7. c = 0, α−1 = 0 = α1,
(b”) with s = 0 and β′1 6= 0 = β
′
2,
(b’) with s = t = 0 and β′1 6= 0 = β
′
2,
(c’) with s = t = u = v = 0 and β′1 β
′
4 6= β
′
2 β
′
3.
5.–7. c = 0, α−1 6= 0 = α1,
(c’) with s = q2 α−1, u = q
4 α−1, t = v = 0 and β1 6= 0 6= β2,
(a’) with x = q−2 α−1 and
β1
β2
= q
2
(q4−1)α0
, β2β′
1
= α−1(q2−1)α0 ,
(c’) with s = q−2 α−1, u = q
2 α−1, t = v = 0 and
β1
β′
1
= α−1(q2−1)α0 , β2 6= 0.
5.–7. c = 0, α−1 = 0 6= α1,
(a) with x = q2 α1 and
β1
β2
= − q
2
(q4−1)α0
, β2β′
1
= α1(q−2−1)α0 ,
(c’) with s = u = 0, t = q−2 α1, v = q
−4 α1 and β1 6= 0 6= β2,
(c’) with s = u = 0, t = q2 α1, v = q
−2 α1 and
β1
β′
2
= α1(q−2−1)α0 , β2 6= 0.
We have carried out the calculations for all embeddings of O(S2qc) in A.
For each embedding, ε determines a classical point of O(S2qc), i.e. an
algebra homomorphism O(S2qc) → C; if c 6= c(1), this is a one-to-one
correspondence. The equivariant derivations of Bc corresponding to the
solutions 1–7 are given by db a = χ(b(1)) ⊗ b(2) a. They are independ-
ent of the embedding and satisfy dimε,r d = 2 for each classical point ε,
in the case of the solutions 1, 2 and 5–7 also dimε,l d = 2; all this is
proved in Section 4. The solutions for c = 0, not being coboundaries
if α−1 = 0 = α1, do not correspond to derivations with an ω ∈ Γ(d)
for which da = ω a − aω for all a ∈ Bc. If da =
∑
i dei ai, then
χ(a) = χ(
∑
i ε(ai) ei). Since dimC χ(LinC{e−1, e0, e1}) = 1 for the solu-
tions 3, 5 and 6, but dimC χ(Bc) = 2, these do not correspond to deriva-
tions for which {de−1, de0, de1} generates Γ(d) as a right Bc-module.
4. CONSTRUCTIONS
We retain the notations of Section 3. In the case of a quantum group,
A is coquasitriangular, i.e. equipped with a C-linear map r : A⊗A→ C
which satisfies
r(a(1) ⊗ b(1)) a(2) b(2) = b(1) a(1) r(a(2) ⊗ b(2)),
r(a b ⊗ c) = r(a ⊗ c(1)) r(b ⊗ c(2)), r(1 ⊗ c) = ε(c),
r(a ⊗ b c) = r(a(1) ⊗ c) r(a(2) ⊗ b), r(a⊗ 1) = ε(a)
for all a, b, c ∈ A. We use a construction method introduced in [4].
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Lemma. Let A be a coquasitriangular Hopf algebra and B a right A-co-
module algebra. Let b1, . . . , bN ∈ B be C-linearly independent elements,
∆(bi) =
∑
j bj ⊗ ψ
j
i and ν a comodule algebra endomorphism of B. Let
Γ be the B-bimodule generated by the symbols γ1, . . . , γN with the re-
lations a γj =
∑
i γ
i ν(a(1)) r(ψ
j
i ⊗ a(2)), a ∈ B, j = 1, . . . , N . Then
γ1, . . . , γN is a basis of Γ as a right B-module, and da := ω a− aω with
ω =
∑
i γ
i bi defines an equivariant derivation of B. Moreover, if ν is
bijective, then γi a =
∑
j ν
−1(a(1)) r(ψ
i
j ⊗ S(a(2))) γ
j , and γ1, . . . , γN is
a basis of Γ as a left B-module, too.
We set A = O(SLq(2)) and denote by u
i
j, i, j = 1, 2, the canonical
generators of A. Then r is defined by r(uik ⊗ u
j
l ) = q
−1/2Rijkl, where R is
the R-matrix of SLq(2) specified in [12].
If c = −q/(q + 1)2 and xi ∈ LinC{u
1
i , u
2
i }, i = 1, 2, with
ε(x1)
ε(x2)
=
q + 1
q
α1
α0
and ε(x1)
2 = −
q + 1
q (q − 1)
α1
α0
,
then the subalgebra B of A generated by x1, x2 is generated by x1, x2
with the relation x1 x2− q x2 x1 = 1, and it contains Bc as the subalgebra
of the elements of even degree (x1, x2 being of degree 1), cf. [5]. The
lemma with N = 2, bi = xi and ν = id yields an equivariant derivation d
of B, and d|Bc is an equivariant derivation of Bc, which is by construction
independent of the embedding of Bc in A. We obtain
da b =
∑
i γ
i
(
xi a−
∑
j a(1) xj r(u
j
i ⊗ a(2))
)
b
for all a, b ∈ B. In particular, ω = γ1 x1 + γ
2 x2,
de−1 = (q − 1) (−ω e−1 + q
−2 α0 γ
1 x2),
de0 = (q − 1) (−ω e0 − q
−2 α0 (γ
1 x1 − q
2 γ2 x2)),
de1 = (q − 1) (−ω e1 + α0 γ
2 x1)
and ω = q
2 (q+1)2
(q−1) (q3−1)α2
0
(
de−1 e1 + (q
2 + 1)−1 de0 e0 + q
−2 de1 e−1
)
, thus
γi xj ∈ Γ(d|Bc) for all i, j = 1, 2. We set γ
in = γi (−q)δn1 x3−n and
calculate that
da b =
∑
in γ
in xn
(
xi a−
∑
j a(1) xj r(u
j
i ⊗ a(2))
)
b
for all a, b ∈ B, thus da b =
∑
in γ
in ε(xn)χi(a) ε(b) for all a, b ∈ Bc,
where : Γ(d|Bc)→ Γ(d|Bc)/(Γ(d|Bc)B
+
c ) is the canonical projection and
χi(a) = ε(xi) ε(a) − r(xi ⊗ a). Since dimC LinC{χ1|Bc , χ2|Bc} = 2 and
dimC LinC
{∑
n γ
in ε(xn)
∣
∣ i = 1, 2
}
= 2, this implies dimC Γ(d|Bc) = 2,
that is, dimε,r(d|Bc) = 2. Our proof also shows that {de−1, de0, de1}
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generates Γ(d|Bc) as a right Bc-module. A similar argument starting
with
a db =
∑
ijkl a
(
xl b(1) r(u
k
i ⊗ S(b(2)))− b xl δik
)
r(ujk ⊗ S(u
l
j)) γ
i
=
∑
ijk a
(∑
l xl b(1) r(S(u
l
j)⊗ b(2))− b xj
)
r(uki ⊗ S(u
j
k)) γ
i
shows dimε,l(d|Bc) = 2. For the definition of O(S
2
qc) as a right O(SOq2 (3))-
comodule algebra only the square of q is needed, therefore we can replace
q by −q and obtain the corresponding result for c = q/(−q + 1)2. This
establishes the claims about the solutions 1 and 2 in Section 3.
If c = c(2) and xi, yi ∈ LinC{u
1
i , u
2
i }, i = 1, 2, with either
(i) ε(x1)ε(x2) =
(q4+1)α1
q4 α0
and ε(y1)ε(y2) =
(q4+1)α1
q α0
or
(ii) ε(x1)ε(x2) =
(q4+1)α1
α0
and ε(y1)ε(y2) =
(q4+1)α1
q5 α0
,
then yi xj ∈ Bc for all i, j = 1, 2, and x1 y2−q x2 y1 = ζ 1 with ζ ∈ C\{0}.
Moreover,
∑
m u
i
m τjm(ek) =
∑
mn τmi(en)u
m
j pi
n
k for the solution (f) in
Section 3. We consider the Bc-A-bimodule with the right A-module basis
γ1, γ2 and the left Bc-module operation a γ
j =
∑
i τij(a) γ
i. Then da :=
ω a− aω with ω =
∑
i γ
i xi defines an equivariant derivation of Bc:
da b =
∑
i γ
i
(
xi a−
∑
j τij(a)xj
)
b
for all a, b ∈ Bc. In particular, ω = γ
1 x1 + γ
2 x2,
de−1 = ω e−1 −
q2−1
q4+1 α0 γ
1 x2,
de0 = ω e0 +
q2−1
q4+1 α0 (γ
1 x1 − q
2 γ2 x2),
de1 = ω e1 − q
2 q
2−1
q4+1 α0 γ
2 x1.
In addition, ω = (q
4+1)2
(q2−1)2 (q2+1)α2
0
(
de−1 e1+(q
2+1)−1 de0 e0+q
−2 de1 e−1
)
in the case (ii), in which we see that {de−1, de0, de1} generates Γ(d) as
a right Bc-module. Using γ
in = γi ζ−1 (−q)δn1 x3−n, we can proceed
like before to show dimε,r d = 2. In the case (i), since the left action
of LinC{1, e−1, e0, e1} on LinC{γ
1, γ2} consists of all C-linear endomor-
phisms, {dej, ei dej | i, j = −1, 0, 1} generates Γ(d) as a right Bc-mod-
ule. Exploiting e.g. the relations
q2 e−1 de0 =
(
e0 − q
2 q
2−1
q4+1 α0
)
de−1, q
−2 e1 de0 =
(
e0 +
q2−1
q4+1 α0
)
de1,
de−1
(
q2 e0 −
q6−1
q4+1 α0
)
= de0 e−1, de1
(
e0 +
q6−1
q4+1 α0
)
= q2 de0 e1,
(q2 + 1) de−1 e1 + de0 e0 + (q
−2 + 1) de1 e−1 = 0
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we get dimε,r d ≤ 2, while dimε,r d ≥ 2 follows from Theorem 1 (iii).
However, one checks that in both cases dimε,l d = 0. We identify the
cases (i) and (ii) with the solutions 3 and 4 in Section 3.
We take the basis e˜−2, . . . , e˜2 in [10] of the spin 2 subcomodule of
Bc for b1, . . . , bN and set ν = id in the above lemma. This yields the
equivariant derivation d of Bc which is given by db a = χ˜(b(1)) ⊗ b(2) a
with χ˜i(b) = r(e˜i ⊗ b) − ε(e˜i) ε(b) for all a, b ∈ Bc, i = −2, . . . , 2. If
c = 0, then it corresponds to each case of the solution 5 in Section 3. To
compute this, we write χ˜i in terms of l(a) = r(u
1
1⊗ a), l
−1(a) = r(u22⊗ a)
and l(−)(a) = −q r(u21 ⊗ a), while r(u
1
2 ⊗ a) = 0, and use the relations
l l−1 = ε = l−1 l, l l(−) = q l(−) l and (f g)|Bc = 0, where f is defined in
Section 3 and g is any C-linear functional on A. Hence, we can restrict
ourselves to α−1 = 0 = α1 to calculate
d(e3−1) = q
−6 (q4 + q2 + 1) (q2 de˜−2 e−1 − de−1 e˜−2).
Since d is equivariant, this implies that for each a in the spin 3 subcomod-
ule of Bc, da, and thus Γ(d), is contained in the rightBc-module generated
by {de−1, de0, de1, de˜−2, . . . , de˜2}. Exploiting e.g. the relations
(q2 + 1) de−1 e1 + de0 e0 + (q
−2 + 1) de1 e−1 = 0,
de−1 (q
2 e0 + α0) = de0 e−1,
(q4 + 1) de˜−2 (q
2 e0 + α0)− de˜−1 e−1 = q
4 (q2 + 1)α0 de−1 e−1,
α20 de−1 =
q4+1
q2 de˜−2 e1 +
1
q2 (q2+1) de˜−1 e0 −
1
q2 (q4+q2+1) de˜0 e−1,
α20 de0 = de˜−1 e1 +
q4−1
q6−1 de˜0 e0 + q
−4 de˜1 e−1,
α20 de1 = −
q4
q4+q2+1 de˜0 e1 +
1
q2+1 de˜1 e0 +
q4+1
q4 de˜2 e−1
we get dimε,r d ≤ 2, while dimε,r d ≥ 2 follows from Theorem 1 (iii).
Similarly, the derivation associated to the solution 6, say, d′, arises if
r′ with r′(a ⊗ b) = r(S(b) ⊗ a), a, b ∈ A, is used instead of r. With
regard to the left Bc-module structure of Γ the derivation d is given by
a db = χ˜′(b(1))⊗a b(2) with χ˜
′
i(b) = r(S(e˜i)⊗b)−ε(e˜i) ε(b) for all a, b ∈ Bc,
i = −2, . . . , 2, thus d∗b a = χ˜′(b∗(1))⊗ (b(2) a)
∗. One checks that d′ = d∗,
if e∗i = e−i, and therefore dimε,l d = dimε,r d
∗ = 2. Finally, the 2-dimen-
sional covariant differential calculus described in [11] corresponds to the
solution 7. It is equal to d(B+c )2 , if α−1 = 0 = α1.
The classification problem in Section 3 with dimε,l d = 2 instead of
dimε,r d = 2 is equivalent, because the Hopf algebra O(SLq(2)) with the
opposite multiplication is isomorphic to O(SLq−1(2)) and correspondingly
the right comodule algebra O(S2qc) with the opposite multiplication to
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O(S2q−1c). It is still open for c = c(0), c(1), . . . and for ρ = λ = 0.
Since in the one-to-one correspondence in Theorem 1 (iii) only the trivial
derivation d = dB+ satisfies dimε,l d = 0, the equivalents with the opposite
comultiplication of the equivariant derivations for c = c(2) constructed
above do not occur, i.e. they do not arise from right ideals.
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