Abstract Nuclear magnetic resonance (NMR) spectroscopybased metabonomics is of growing importance for discovery of human disease biomarkers. Identification and validation of disease biomarkers using statistical significance analysis (SSA) is critical for translation to clinical practice. SSA is performed by assessing a null hypothesis test using a derivative of the Student's t test, e.g., a Welch's t test. Choosing how to correct the significance level for rejecting null hypotheses in the case of multiple testing to maintain a constant family-wise type I error rate is a common problem in such tests. The multiple testing problem arises because the likelihood of falsely rejecting the null hypothesis, i.e., a false positive, grows as the number of tests applied to the same data set increases. Several methods have been introduced to address this problem. Bonferroni correction (BC) assumes all variables are independent and therefore sacrifices sensitivity for detecting true positives in partially dependent data sets. False discovery rate (FDR) methods are more sensitive than BC but uniformly ascribe highest stringency to lowest p value variables. Here, we introduce standard deviation step down (SDSD), which is more sensitive and appropriate than BC for partially dependent data sets. Sensitivity and type I error rate of SDSD can be adjusted based on the degree of variable dependency. SDSD generates fundamentally different profiles of critical p values compared with FDR methods potentially leading to reduced type II error rates. SDSD is increasingly sensitive for more concentrated metabolites. SDSD is demonstrated using NMRbased metabonomics data collected on three different breast cancer cell line extracts.
Introduction
Nuclear magnetic resonance (NMR) spectroscopy is widely used in metabonomics for discovery of potential biomarkers of human diseases [1, 2] . While high-resolution NMR spectroscopy provides rich information of human urine, serum, cell lines, and so on [3] , it also generates large data sets, which when combined with inter-individual variations, significantly increases data analysis complexity [4] . Hence, there is continuing development of data reduction methods to facilitate biomarker discovery and validation. In the past two decades, projection methods such as principal components analysis (PCA) [5, 6] and partial least squares discriminant analysis (PLS-DA) [7, 8] have been used frequently to facilitate interpretation of metabonomics data. PCA provides a visual overview of the data making it easier to detect clustering patterns and data outliers, whereas PLS-DA is intended for model building and classification. Orthogonal signal correction PLS-DA (O-PLS-DA) has been introduced to filter noise uncorrelated between case and control samples [9] . In these projection methods, score and loading plots are generated to allow visual assessment of data. The scores plot represents the similarity relationship between spectra, with similar spectra clustering in the principal component space, whereas the loadings plot indicates the contribution that each variable (e.g., NMR peak) makes to group separation in the scores plot [10] . The variables with the largest loadings indicate potential metabolic biomarkers for human diseases. The first step in validating the importance of metabolites identified from the loadings plot is to determine if the differences in metabolite concentrations between populations are statistically significant. Thus, statistical significance analysis (SSA) of PCA and PLS-DA loadings data are critical to metabolomicsbased biomarker discovery and validation and translation to clinical use.
PCA and PLS-DA loadings and scores can be affected significantly by data scaling pretreatment [2] as this process affects the variance/covariance matrix, and the eigenvectors and eigenvalues obtained from diagonalization of the variance/covariance matrix ultimately determine the scores and loadings. Three data pretreatment scaling methods are mainly used in NMR-based metabonomics studies [11] . No scaling is often used as NMR peak intensities are directly comparable. No scaling tends to give more weight to the variance/covariance of the strongest NMR peaks compared with variations in the weaker NMR peaks. Auto scaling, i.e., scaling to unit variance, calculated by division of the difference of the mean-centered variable intensities by the pooled standard deviations, is intended to be used either when variables are not directly comparable, or when there is no prior knowledge about the relative importance of the variables. While auto scaling gives equal importance to all variables regardless of their prominence in the data set, i.e., weak peaks are given equal weight to strong peaks, it sacrifices information about relative metabolite concentrations. PLS-DA and statistical total correlation spectroscopy (STOCSY) [12] are based on auto scaling. STOCSY, designed for identification of peaks belonging to the same metabolite and for detecting correlated changes in metabolite concentrations, relies on calculation of Pearson correlation coefficients between variables, which can introduce higher than expected correlation noise making it sometimes difficult to interpret the results [13] . Pareto scaling, in which centered data are divided by the square root of the standard deviation, is a compromise between no scaling and auto scaling, where variations of weaker features in the data are given more weight relative to stronger features compared with no scaling data pretreatment.
In PLS-DA, it is standard to pre-process raw data by mean centering followed by auto scaling prior to calculating the variance/covariance matrix. Consequently, the differences between the observed variable intensity and the mean variable intensities (actually the integrated areas of each variable or "bucket") are divided by the pooled bucket intensity standard deviations [14, 15] . This data pretreatment step results in unit variance for each variable or bucket, and as a result, information regarding the relative variance and relative intensities of the variables are lost as the magnitude of the standard deviation tends to correlate with variable intensity [14, 16] . Although auto scaling is standard for PLS-DA, it has become common to plot the magnitude of each variable loading multiplied by its corresponding standard deviation at each variable frequency to restore relative metabolite concentration information. The loadings for each variable are then scaled to a maximum value of one and used to generate a heat map with values ranging from 0 to 1, and the peaks in the resulting PLS-DA spectrum are color coded according to this heat map. A threshold value is selected from this heat map, which is based on the variable loadings, as a cutoff to identify important variables. We refer to this manner of presentation of PLS-DA as adjusted PLS-DA (aPLS-DA). In general, PLS-DA is used for model building and classification. A limitation of PLS-DA data presentation is that the loadings are not subjected to SSA.
SSA depends on null hypothesis testing, typically with the use of a modified Student's t test, e.g., a Welch's t test. The null hypothesis states that there is no difference between the means of two groups of measurements. Application of the t test requires definition of a significance level, α, which is used as a criterion to reject the null hypothesis. A typical value of α is 0.05, meaning that there will be no more than a 5 % probability that a true null hypothesis will be falsely rejected. This type of error is referred to as a type I error, which leads to a false positive relationship. Stated alternatively, an α value equal to 0.05 corresponds to a 95 % confidence level in accurately rejecting a false null hypothesis. The t test generates a test statistic that is converted into a p value, and if the p value is less than the significance level, the null hypothesis can be rejected. However, when multiple tests are conducted on the same data set, the probability of a type I error occurring increases. To ensure a constant family-wise type I error rate, various methods have been introduced to correct the critical p value that must be applied to preserve the desired significance level for all simultaneous inferences made across the entire data set [17, 18] . The most conservative approach is the Bonferroni correction (BC) which assumes that all the variables in the data set are independent [19] [20] [21] , and as a result, BC sacrifices sensitivity if the variables in the data set are not truly independent. In metabonomics studies, it is possible for NMR peaks to vary dependently either when the resonances belong to the same metabolites or when they belong to metabolites that share a common biochemical pathway, in either case, invalidating the independent variable hypothesis. In the case of partially dependent data sets, too-conservative application of a multiple testing correction can lead to type II errors, i.e., false negatives. In such cases, which will essentially always be the case for NMR-based metabonomics studies, alternative methods for correcting for multiple simultaneous testing must be applied to avoid type II errors. False discovery rate (FDR) methods like BenjaminiHochberg FDR (BH-FDR) [22] or Benjamini-Yekutieili FDR (BY-FDR) [23] were developed to reduce type II error rates, and as a result are more sensitive and less conservative than BC. In PLS-DA, p values are not calculated; alternatively, a quantity called variable importance (VIP) has been introduced to analyze PLS-DA loadings, which reflects the influence of every term (x k ) in the model on the Y matrix. VIP values larger than one are considered important (user tutorial of SIMCA-P+ (v.11), Umetrics) [24] . The method was not designed to control type I or II error but arbitrarily establishes a cut off for the PLS-DA loadings. However, none of these methods gives weight to metabolite concentration information, which may be a potentially important consideration for some clinical applications.
Here, we introduce a new method for correcting the critical p value threshold used for SSA in the case of multiple testing in partially dependent data sets. We refer to the new method as standard deviation step down (SDSD). The new SDSD method is more sensitive and less conservative than BC and allows for adjustment and refinement to improve sensitivity while reducing type II error rate depending on the anticipated or measured fraction of dependent variables in the data set. The SDSD method takes into account relative metabolite concentration information, placing progressively more importance on the strongest features in a data set, similar to PCA with no scaling, but with greater sensitivity. SDSD, compared with other existing methods, results in a fundamentally different profile of variable critical p values. Whereas FDR and Holm's procedures utilize rank order of p values as a step down scale factor, ensuring that the smallest p value variables are subjected to the most stringent critical p value threshold, the SDSD step down factor is based on rank order of standard deviations, and therefore there is no strict relationship between raw p value and assigned stringency, potentially leading to reduced type II error rates, i.e., false negatives. The SDSD method is demonstrated using NMR-based metabolic profiling data collected on cell extracts from three distinct breast cancer cell lines, as described below. The new method can also be applied to other techniques with large numbers of variables, such as liquid chromatography-mass spectrometry (LC-MS)-based metabonomic data sets.
Experimental section
Materials and methods: data collection and processing Three different modified MCF-7 breast cancer cell lines were used to test the new SDSD correction method. MCF-7 cells transfected with genes encoding the splice variants osteopontin-A (A) or osteopontin-C (C) were used as case groups, and MCF-7 cells transfected with an empty vector (V) were used as a control group [25] . Six samples were prepared from each group. Breast cancer cells were extracted using a methanol-chloroformwater method as previously reported [26, 27] , and NMR data (Bruker 600 MHz) were collected on the hydrophilic cell extracts. All NMR spectra were recorded at 298 K using 3 mm NMR tubes (Norell) with a spectral width of 17 ppm. Two 1 H NMR experiments optimized by Bruker (Bruker BioSpin, Billerica, MA) for metabonomics studies were run on all samples: a standard one-dimensional (1D) pulse and acquire pulse sequence employing presaturation watersuppression (zgpr) and the 1D first increment of a nuclear Overhauser effect spectroscopy (NOESY) experiment with presaturation. All experiments included on-resonance water presaturation achieved by irradiation during a 4.0-s recycle delay. The 90°pulse width was determined for every sample using the automatic pulse calculation feature in TopSpin 3.1. All pulse widths were 8.5±0.5 μs. The zgpr experiment was used to screen samples and ensure that presaturation and shimming were sufficient to collect reliable data. Shimming quality was determined by measuring the full width at half height (FWHH) of the TSP peak, which was deemed acceptable when the FWHH was 1.0±0.5 Hz. 1D zgpr 1 H spectra were acquired using eight scans and two dummy scans, with 45 K points per spectrum. This resulted in an acquisition time of 1.92 s. Once the spectrum was determined to be of acceptable quality the 1D NOESY experiment was collected. The 1D first increment of the NOESY experiment was collected using 128 scans with four dummy scans. 65 K points per spectrum were collected which resulted in an acquisition time of 3.21 s. All NMR spectra were processed using the AU program apk0.noe. This AU program automatically corrects phase, baseline, and chemical shift registration relative to TSP in TopSpin 3.1. A representative NMR spectrum is shown in Fig. S1 , Electronic supplementary material.
Principal components analysis NMR spectra bucketing and PCA were conducted using Amix 3.9.11 (Bruker Biospin, Billerica, MA, USA). Manual bucketing of NMR spectra resulted in 235 buckets. All spectra were subjected to total intensity normalization [28] . Manual bucketing employed unequal bucket widths to optimize quantification of one peak per bucket to preserve accurately metabolite concentration information [29] . Residual water and internal standard peaks were excluded from the analysis.
Statistical significance analysis Statistical significance analysis of the loadings data was performed using Amix 3.9.11 based on the procedure published by Goodpaster et al. [30] except that a Kruskal-Wallis test was used instead of the Mann-Whitney U test for nonparametric analysis of data sets that were not normally distributed.
Partial least squares discriminant analysis SIMCA-P+ (v.11; Umetrics, Umea, Sweden) was used to calculate PLS-DA parameters using standard auto scaling preprocessing. MatLab R2011a (Mathworks Inc., Natick, MA) was used to generate heat map-color coded plots of adjusted PLS-DA coefficients using an in-house written program. PLS-DA and aPLS-DA were calculated using the same bucket table as for SSA, and the square of back scaled loading was used in the adjusted PLS-DA method. Cross validation was also done in SIMCA-P+ (v.11) in which R 2 represented the fit and Q 2 represented the prediction ability. The parameters were calculated by the following equations [31] .
Bonferroni correction BC was applied by dividing the significance level by the number of variables (N) in the data set, in this case, the number of buckets [32] . 
where N is the number of variables and i is the rank of p values from low to high [33] .
Benjamini and Hochberg false discovery rate The BH-FDR method is implemented by ranking the raw variable p values from low to high, multiplying each p value by the number of variables, N, and dividing by its rank order, i [22] . If the resulting BH-FDR-corrected p value is less that the significance level, the variable is considered statistically significant. Rearranging this expression, one can generate a unique BH-FDR-corrected critical p value for each variable by multiplying the significance level by the rank order, i, of the variable's p value and dividing by the number of variables, N. As a result, the FDR-corrected critical p value will be equal to the BC critical p value for the variable with the smallest raw p value. Conversely, the variable with the largest p value will have an BH-FDR-corrected critical p value equal to the significance level, i.e., p critical =0.05. Thus, a variable with a raw p value smaller than its BH-FDR-corrected critical p value will be considered statistically significant. The BH-FDRcorrected critical p value for the ith variable in the rank order can be expressed by the following equation.
BH-FDR:
N , where i=1 to N, is the rank order of p values from low to high for N variables Benjamini-Yekutieli false discovery rate The BY-FDR [23] is more stringent than BH-FDR but less stringent than Holm's correction (except for very large rank-order variables) and BC. BY-FDR is a scaled version of BH-FDR. After the BH-FDR critical p values are calculated, they are divided by the accumulated sum of 1/i where i is the rank of p values. The BY-FDR-corrected critical p value for the ith variable in the rank order can be expressed by the following equation.
BY-FDR:
, where i=1 to N, is the rank order of p values from low to high for N variables [23] .
Standard deviation step down In the SDSD method, the bucket p values are ranked by decreasing bucket standard deviation from the largest standard deviation starting at 1 to the smallest standard deviation ending at N, where N is equal to the number of buckets. If the product of the raw p value and its corresponding rank is smaller than the significance level, typically 0.05, the bucket is considered statistically significant. The SDSD-corrected critical p value reduces to the BC critical p value for the bucket with the smallest standard deviation and to the uncorrected significance level, α, for the bucket with the largest standard deviation. Because concentration information is lost with auto scaling, in which the raw bucket intensity is divided by the pooled standard deviation, multiplication of the p value by the rank order of the standard deviation can be applied to indirectly restore concentration information. Rank order was used instead of raw standard deviation since the rank order is insensitive to random fluctuations of standard deviation magnitudes for different buckets. i , where i=1: N, is the rank of standard deviation from high to low.
Results and discussion
Comparison of BC, Holm's correction, FDR, and SDSD Bonferroni correction The BC method was introduced to control the family-wise type I error rate when multiple inferences are made from a single data set consisting of independent variables [32] . BC is the most conservative method for correcting the critical p value threshold used to reject a null hypothesis in a Student's t test in the case of multiple testing to preserve the desired family-wise significance level, α. The conservative nature of the BC comes at the cost of weaker power for detection of real differences between data sets, i.e., true positives, in partially dependent data sets. As it is the most conservative approach, BC is the method of choice when variables contain large differences or when the variables are truly independent. Conversely, in NMR spectroscopy data sets, the assumption that all spectral frequency buckets will vary independently is almost never justified because many peaks in the NMR spectrum can belong to the same metabolite, and changes in a metabolite concentration can result in several variables varying dependently. Therefore, NMR spectra of biofluids like human urine will contain many dependent, or correlated, variables, and so the BC method generally makes too conservative a correction to the critical p value threshold. As a result, for NMR studies, BC will tend to sacrifice power, i.e., sensitivity, for detecting real differences in the data. Given the nature of human biological fluids, such as urine, it is impossible to predict a priori how many correlated or dependent variables will exist in a given data set; however, all features with raw p values less than the significance level should be considered potentially important variables. The BC generates a new critical p value threshold that is independent of the rank-order of the variable p values, i.e., constant (Fig. 1 ).
Holm's correction The Holm's procedure is a step down of the BC corresponding to a nonlinear inverse function where the independent variable is the p value rank order. Given the inverse function nature of the Holm's correction formula, the Holm's critical p value deviates negligibly from the BC critical p value until the p value rank-order approaches the total number of variables in the data set, after which the critical p value sharply approaches the significance level, α (Fig. 1) . As a result, when the data set contains large numbers of variables, as in NMR data sets, the Holm's correction is similar to the BC except for those variables whose p value rank-order approaches the total number of variables, N, in the data set. Variables with the lowest p value rank order, i.e., those variables with the smallest p values, are subjected the most stringent critical p value cutoff, whereas the variables with the largest p values are subjected to the most liberal critical p value cutoff, which rapidly approaches that of the raw significance level as the rank order approaches N.
Benjamini and Hochberg false discovery rate The BH-FDR procedure [22] involves a linear step down from the significance level, α, to the BC critical p value. The step down factor is the rank order of the raw p value from low to high, i.e., the variable with the smallest p value will have the rank order value of 1 and the variable with the largest p value will have the rank order equal to N. The result is a linear extrapolation between the BC critical p value for the smallest raw p value to the significance level, α, for the largest raw p value (Fig. 1) . A variable with a raw p value smaller than the BH-FDRcorrected critical p value is considered significant. The BH-FDR is naturally more sensitive than BC, however, as with the Holm's correction, the smallest p value variables are subjected to the most stringent critical p value threshold. Furthermore, because the t test statistics are calculated based on the difference in group means divided by their pooled standard deviations [38] , the t test statistic does not preserve or consider relative metabolite concentration information.
Benjamini-Yekutieli false discovery rate
The BY-FDR is essentially a scaled BH-FDR, where the scale factor is one over the accumulated sum of the p value rank orders. The result is a nearly linear function, like BH-FDR, Fig. 1 a Graphical representation of critical p values as a function of p value rank order. The standard BC is depicted as a constant line (purple) whose critical p value is independent of p value rank. The BH-FDR and BY-FDR results are depicted in blue and red, respectively. The Holm's correction is shown in green. b Critical p values are plotted using a log scale to highlight differences among the various methods that is scaled to a smaller maximum critical p value (Fig. 1) . Consequently, BY-FDR is more stringent than BH-FDR for all variables, but more sensitive than BC. Again, BY-FDR has the characteristic, due to the multiplier being equal to the p value rank order, that the variable with the smallest p value has the most stringent critical p value and the variables with the largest p values have the most liberal critical p value threshold.
Standard deviation step down In this manuscript, we introduce a new critical p value correction method, referred to as SDSD, with the goal of providing a technique that is appropriately less conservative than BC for analysis of partially dependent data sets, while at the same time, offering an approach that is fundamentally different from the preceding methods in that the variables with the smallest raw p values are not, by design, assigned the most stringent critical p value thresholds. SDSD achieves a fundamentally different critical p value profile by indirectly utilizing relative metabolite concentration, i.e., standard deviation, as its scale factor, instead of p value rank order. Analysis of the data set described below illustrates that there is no strict or ordered relationship between the raw variable p values and the critical p value, as is observed in the FDR and Holm's procedures, where the smallest raw p value variables are ascribed the most stringent critical p values (Fig. 1) . As a result, there is an increased probability that the smallest p value variables will be assigned more liberal critical p values, increasing their chance of being statistically significant, and potentially minimizing type II error rates. Metabolites with the greatest concentration in the sample are given higher priority, as long as their raw p values meet the significance level threshold. In doing so, the SDSD method places progressively more emphasis on the increasingly concentrated metabolites in the sample that experience statistically significant differences between comparison groups.
Comparison of statistical significance analysis of PCA loadings using BC, FDR, and SDSD In the following sections, we examine NMR spectra of extracts of three different MCF-7 human breast cancer cell lines: one expressing the osteopontin-C splice variant (group C), one expressing the osteopontin-A splice variant (group A), and one transfected with an empty vector (group V) [25] .
The PCA scores plot for the group C versus group V comparison using no scaling is shown in Fig. 2a . The groups separated into two statistically significant distinct clusters according to the Mahalanobis distance [39] , D M , and F test score (D M =1.98 and F=5.32). Based on the most conservative BC method, three significant buckets were identified (red squares in Fig. 2b) . The less conservative BH-FDR approach identified seven additional significant buckets for a total of ten (green triangles and black circles in Fig. 2b) . SDSD also identified a total of ten buckets, including two significant buckets not found by either BC or BH-FDR. The two additional buckets had large loadings and therefore they are reasonable to be considered additional important buckets in the PCA. All buckets identified by BC were also significant by SDSD. However, two buckets identified as significant by BH-FDR were not significant by SDSD (black circles in Fig. 2b) . The two insignificant buckets by BH-FDR had small loadings, and therefore it is unlikely that they should be considered important in the PCA.
The BY-FDR and Holm's correction were also examined. To compare the PLS-DA loadings assessment, VIP was analyzed as well (Table S2 , Electronic supplementary material). From these investigations, we can see that Holm's produced the same significant buckets as BC, as expected, while BY-FDR identified one more than BC but less than BH-FDR and SDSD. VIP (1 used as cut off) selected 77 variables with the largest p value=0.1, which is clearly too liberal. The main differences in the features of these methods are summarized in Table S1 , Electronic supplementary material. For the following analysis, the BH-FDR was used as the representative FDR method for comparison with SDSD correction. Figure 3 shows the distribution of bucket p values for the group C versus group V comparison with respect to standard deviation scaled to a maximum value of 1. Critical p value lines defined by significance level, BC, and SDSD are indicated in the plot. SDSD critical p values are represented by a curve as each bucket has a unique critical p value depending on its standard deviation rank order, as discussed above. Significant buckets based on the BC method, i.e., those having raw p values less than the BC critical value, are colored red. Orange solid circles indicate additional significant buckets identified by the SDSD correction method. The plot illustrates how, even though multiple buckets may have the same raw p value, only those that fall to the right of the SDSD critical p value line are considered statistically significant, which is a consequence of their being weighted by a higher standard deviation rank order.
Comparison of significance using SSA and PLS-DA Figure 4a , b shows p values obtained from a Welch's t test plotted against the absolute value of the first loading of PLS-DA for the group C versus group V comparison. An inverse relationship was observed as expected, i.e., buckets with the smallest raw p values typically corresponded to variables with the largest loadings. The log scale plot in Fig. 4b ) over just a 13 % change in the magnitude of the largest PLS-DA loading (0.14-0.16). This observation is significant because the standard method of data presentation in the adjusted PLS-DA relies on heat-map color coding the PLS-DA spectrum by the absolute value of the loadings scaled to a maximum value of 1, but no SSA of the loadings is performed. As a result, there is increased possibility of false positive prediction if the p value of the largest loading happens to be relatively large.
A similar trend was observed when a combined t test was applied in cases where one or more of the data sets failed to pass a normal data distribution test. In this case, a non-parametric Kruskal-Wallis test was used to determine the p value. In this application, the term combined t test refers to the fact that the technique used to determine the p values depended on whether or not the bucket data passed a Shapiro-Wilks normality test [40] . As a consequence, p values for some data were determined using a parametric Welch's t test and some were determined using the non-parametric Kruskal-Wallis test [30] , which is more accurate for small, non-normally distributed data sets. From Fig. 4c, d , an inverse relationship between p values and PLS-DA loadings was observed with the combined t test, however, the correlation between p value and loading magnitude was weaker, especially for small to mid-range loadings. The trend between p value and loading was stronger for the largest loadings, indicating that the SSA combined t test also offers some advantage compared with PLS-DA. Comparison of important data features using BC, SDSD, and PLS-DA PCA was conducted on another data set (group A versus group V) using no scaling preprocessing to illustrate the relative power of BC, SDSD, and PLS-DA. The resulting scores plot (Fig. 5a ) indicated that the two groups separated into two statistically distinct clusters (Mahalanobis distance=5.36, F=38.8). SSA was calculated using both the Welch's t test and the combined t test. Plots of the resulting p values versus PLS-DA loadings can be found in Fig. S3 , Electronic supplementary material. A heat-map plot of the loadings based on the p values as a function of critical p value correction method is shown in Fig. 5b . Thirteen buckets were identified based on the BC threshold, whereas ten features were clearly identified from the PLS-DA plot (Fig. 5c ). In the analysis of the PLS-DA plot, the bucket intensities in the "spectrum" are equal to the bucket loadings multiplied by the bucket standard deviations and the resulting peak is heat-map colored according to the scaled loading, where the largest loading is scaled to a value of 1. Therefore, in PLS-DA, the effective threshold refers to the smallest scaled loading for which a bucket is considered important; however, this does not directly indicate statistical significance. Whereas the BC is based on the assumption that all the variables are independent, we have already discussed above that this assumption cannot be justified in NMR spectra of human biofluids, and therefore, although the NMR spectra were represented by a total of 235 buckets, dividing the significance level of 0.05 by 235 to correct for multiple simultaneous testing will produce a too conservative critical p value threshold. Therefore, we plotted the most conservative SDSD result using 235 buckets, and then we softened the SDSD correction assuming just 100 independent variables. To accomplish, although the SDSD still had to be applied to 235 buckets, the step down factor was scaled to a value of 100/235=0.425 instead of 1.0 for each bucket. As a result, the critical p values for the conservative SDSD correction, i.e., SDSD (235), ranged from 0.05 (p critical (1)=0.05/1=0.05) for the bucket with the largest standard deviation and lowest rank order to 0.0002 (p critical (235)=0.05/235=0.0002) for the bucket with the smallest standard deviation and highest rank order assuming 235 independent variables with a step down factor of 1. For the less conservative SDSD correction, i.e., SDSD (100), the critical p values ranged from 0.05 (p critical (1)=0.05/1=0.05) for the bucket with the largest standard deviation and lowest rank order to 0.0002 (p critical (235)=0.05/(235*(100/235))=0.0005) for the bucket with the smallest standard deviation and highest rank order, assuming 100 independent variables with a step down factor of 100/235=0.425. The significant buckets identified by all four methods are indicated in Fig. 5d , which shows the distribution of bucket p value according to scaled standard deviation. Statistically significant buckets are indicated with the same symbols and coloring scheme as in Fig. 5b . The BC method identified 13 significant buckets, compared with 10 for the PLS-DA (Fig. 5c) , whereas the SDSD (235) identified 7 additional buckets compared to BC for a total of 20, and the SDSD (100) identified 5 ), yellow diamonds (10 −4 <p<BC), orange circles (BC<p<SDSD correction (235 variables), and yellow squares (SDSD correction<p<SDSD (100 variables). c Loadings plot of the first latent variable from PLS-DA. d Buckets p value distribution according to scaled standard deviation. The colors and symbols of the markers are the same as in (a). The solid red vertical line indicates the critical p value base on the significance level; the dotted red vertical line indicates the BC critical p value; the dashed red line indicates the SDSD critical p value line using 235 variables; and the dashed green line indicates the SDSD critical p value line using 100 variables. The threshold for significant buckets identified by the FDR method is indicated by the pink dashed-dotted line; all buckets to the right of this critical line are significant by FDR. The NMR pseudo spectra for these data constructed from the PC1 loadings is shown in Fig. S5 , Electronic supplementary material additional buckets compared with SDSD (235) for a total of 25. These results indicated that SDSD correction generates about twice as many significant buckets compared with PLS-DA, and SDSD is based on statistically relevant p values instead of scaled loadings. BH-FDR identified the most significant buckets, however, it is acknowledged in the literature to have the poorest control of family-wise error [41] . Indeed, the effective FDR critical value of 0.0073 corrects for only seven simultaneous tests compared with the most conservative BC, which corrected for 235. Hence, SDSD appears more realistic and reliable compared with FDR as a critical p value correction for multiple testing, while at the same time preserving and considering metabolite concentration information.
Conclusions
In this paper, we introduce the SDSD critical p value correction method. SDSD has several characteristics that are important relative to metabonomics investigations. First, SDSD offers increased sensitivity, i.e., power to detect true positives, in partially dependent data sets, while at the same time, attempting to maintain a constant family-wise type I error rate. In principle, SDSD can be quantitatively optimized utilizing a reasonable estimate of the number of dependent variables in a data set. Second, SDSD generates a fundamentally different profile of variable critical p values in which the smallest p value variables will not, by design, be assigned the most stringent critical p values, in contrast to the FDR and Holm's methods, which ascribe the most stringent thresholds to the smallest p value variables. This characteristic should help minimize type II errors, i.e., false negatives. Third, SDSD indirectly utilizes metabolite concentration as its scale factor. The result is a progressively more sensitive critical p value for the most concentrated metabolites in solution. Ultimately, buckets with the smallest standard deviations, typically corresponding to the weakest concentration metabolites in solution, are subject to a critical p values approaching to the conservative BC value.
The rationale for SDSD is twofold. The first addresses the variable dependency in NMR data sets of human biological fluids. Application of the BC would require that all variables, i.e., NMR frequency buckets, are independent, which cannot be justified since several buckets can belong to the same metabolite, and many metabolites will be represented by multiple buckets. Said another way, many of the variables in a NMR data set will, in fact, be dependent. Therefore, the appropriate correction for multiple simultaneous testing will naturally be less stringent compared with the conservative BC method. The second is concerning the choice to place increasing emphasis on stronger features in the data set. In so doing, we skew the analysis so that the most liberal critical p values tend to be assigned to the most concentrated metabolites in the biofluid and the most stringent critical p values are ascribed to the most weakly concentrated metabolites in the same sample. While the assumption that changes in the most abundant metabolites in solution are more important than changes in the weakest represented metabolites in solution may not be universally true, SDSD provides a tool to filter or "skew" the analysis in such a way that focuses attention on the most concentrated metabolites in solution when such an approach is desirable or justified. An intriguing consequence of indirectly using metabolite concentration as the scale factor is that SDSD generates a fundamentally different profile of critical p values compared with existing FDR and Holm's corrections, ascribing a more liberal critical p value cutoff to the lowest p value variables and potentially minimizing type II error rates, i.e., false negatives.
