Abstract: This paper proposes a new model for time-delay systems, which contains multiple successive delay components in the state and has important applications in remote control and network based control. New results on stability and H ∞ performance are obtained for systems with two successive delay components. The second part of this paper applies the proposed new model to network based control, which has emerged as a topic of significant interest in the control community. A sampled-data networked control system with simultaneous consideration of network induced delays, data packet dropouts and measurement quantization is modelled as a time-delay system with two successive delay components in the state and, the problem of network based H ∞ control is solved accordingly.
Motivation and New Model
Time-delay systems, also called systems with aftereffect, equations with deviating argument or differentialdifference equations, have kept being an active research area for the last few decades. The main reason is that many processes include after-effect phenomena in their inner dynamics, and engineers require models to behave more like real processes due to the ever-increasing expectations of dynamic performance. There is a great number of research results concerning time-delay systems scattered in the literature (see, [4, 6, 7, 8, 9, 10, 11, 12, 18] and the references therein). The most commonly and frequently used state-space model to represent time-delay systems iṡ
x(t) = Ax(t) + A d x(t − d(t)),
where d(t) is a time delay in the state x(t), which is often assumed to be either constant, or time-varying satisfying certain conditions, e.g.,
Almost all the reported results on time-delay systems are based on this basic mathematical model. It is noted that in IEEE Catalog Number: 06EX1310 This work was supported by an Alberta Ingenuity Fellowship, a Killam Memorial Postdoctoral Fellowship, and NSERC, Canada. This work was also partially supported by the Program for New Century Excellent Talents in University, and RGC Grant HKU 7028/04P. this model, the time delay in the state variable x(t) is assumed to appear in a single and simple form. Sometimes in practical situations, however, signals transmitted from one point to another may experience a few segments of networks, which can possibly induce successive delays with different properties due to variable network transmission conditions. Let us consider, for example, a state-feedback remote control problem. Suppose the physical plant is given byẋ(t) = Ax(t) + Bu(t), and suppose the measurement of x(t) travels through s segments of transmission media, each of which will cause some delay with different properties, denoted as d i (t), i = 1,...,s. In this case, the closed-loop system with state-feedback gain K is given byẋ
and a natural assumption on the time delay d i (t) can be given by
It can be seen that there are s successive delay components appearing in the state x(t). Since the properties of these delay components may not be identical due to the transmission conditions, it is not reasonable to combine them together. System (3) is what we refer to as systems with successive delay components. One may argue that (3) with assumption (4) can be easily transformed into the form of (1) with assumption (2) by imposingd
However, it is not difficult to understand that such treatment will be conservative, especially when the delays d i (t), i = 1,...,s, have quite different properties. For illustration, let us assume that τ 1 < τ 2 < ··· < τ s , then from (5) we have τ = τ s . If we use the single delay model in (1), the delay parameters that can be used ared and τ. In such a way, we have lost the parameters τ i , i = 1,...,s − 1. More specifically, if we use some established stability results on delay systems (such as the linear matrix inequality (LMI) based one given in [14] ), the delay-dependent LMI stability condition only contains the parametersd (or ∑ s i=1d i ) and τ (or τ s ), and thus the parameters τ i , i = 1,...,s − 1, will not be taken into consideration. This is more obvious for the case when some of d i (t) are constant and some are time-varying. Based on the above discussion, in this paper, our purpose is to introduce the new model in (3), and present new results for systems with successive delay components. To make our idea more lucid and to avoid complicated notation, we consider the case in which only two successive delay components appear in the state, and the idea behind this paper can be easily extended to systems with multiple successive delay components. An illustrative example is provided to show the significant advantage of this new model and the proposed stability condition over some existing single delay approaches. These constitute the contents of Section 2. In Section 3, we apply the proposed new model to the problem of network based control, which has emerged as a topic of significant interest in the control community (see, [1, 13, 22] and the references therein). As can be seen later, a sampled-data networked control system with simultaneous consideration of network induced delays, data packet dropouts and measurement quantization can be modelled as a time-delay system with two successive delay components in the state, which forms a solid background for the new model presented in this paper. Then, the H ∞ performance condition developed in Section 2 is exploited to investigate the problem of network based H ∞ control. An Illustrative example is provided to show the advantage and applicability of the developed results for network based controller design. For space consideration, all proofs have been omitted, but can be found in the full version of the paper.
Main Results

Stability Analysis
Consider the following system with two successive delay components in the state:
Here In the following, we present a new stability criterion, which can be proved based on the following Lyapunov-Krasovskii functional: (7) where
are matrices to be determined.
Theorem 1 System Σ in (6) with delays d 1 (t) and d 2 (t) satisfying (4) is asymptotically stable if there exist matrices
P > 0, Q 1 ≥ Q 2 ≥ 0, R ≥ 0, Z 1 ≥ Z 2 > 0, M > 0
, and S, T , U, V satisfying
where 
As can be seen in the next section, this case is much related to the model we use for network based control.
Corollary 1 System Σ in (6) with delays d 1 (t) and d 2 (t) satisfying (10) is asymptotically stable if there exist matri-
, and
H ∞ Performance Analysis
In this subsection, we investigate the problem of H ∞ performance analysis for systems with two successive delay components in the state. Consider the following system:
Here x(t), φ (t), d 1 (t) and d 2 (t) are the same as those in the above subsection; w (t) ∈ R l is the disturbance input which belongs to 
, and S, T , U, V satisfying
where Ξ 4 and Ξ 5 are given in (9) ,
and Δ i , i = 1, 2, 3, are given in (9) .
For the special case in (10), we have the following corollary. 
, and S, T , U, V satisfying (9) and Ψ i , i = 2,...,5, are given in (14) .
Illustrative Example
We use a numerical example to illustrate the advantage of the proposed new model and the developed stability condition.
Example 1 Consider system Σ in (6) with the following parameters (borrowed from [4, 15] ):
Suppose we know thatḋ 1 (t) ≤ 0. 3 Application to Network Based Control
Problem Formulation
In this section, we apply the results obtained above to the problem of H ∞ control for networked control systems. Consider a typical networked control system shown in Figure 1 . Suppose the physical plant is given by the following linear system:
Here x (t) ∈ R n is the state vector; u (t) ∈ R p is the control input; w (t) ∈ R l is the disturbance input which belongs to L 2 [0, ∞); y (t) ∈ R q is the output; and A, B,C, D, E, F are system matrices with appropriate dimensions. In Figure 1 , it is assumed that the sampler is clock-driven, while the quantizer, controller and actuator are eventdriven. The sampling period is assumed to be h where h is a positive real constant. In addition, it is assumed that the state variable x (t) is measurable, and the measurements of x (t) are firstly quantized via a quantizer, and then transmitted with a single packet. The quantizer is denoted as
is assumed to be symmetric. In this paper, we are interested in the logarithmic static and time-invariant quantizer. For each f j (·), the set of quantized levels is described by
According to [3, 5] , for the logarithmic quantizer, the associated quantizer f j (·) is defined as follows:
where σ j = 1−ρ j 1+ρ j with ρ j being the quantization density. Now denote the updating instants of the zero-order hold (ZOH) as t k , k = 1,...,∞, and suppose that the updating signal (successfully transmitted signal from the sampler to the controller and to the ZOH) at the instant t k has experienced signal transmission delays η k (η k = τ k +d k where τ k is the delay from the quantizer to the controller and d k is the delay from the controller to the ZOH). Therefore, considering the behavior of the ZOH, the state-feedback controller takes the following form:
where K is the state-feedback control gain, and t k+1 is the next updating instant of the ZOH after t k . A natural assumption on the network induced delays η k can be made as η m ≤ η k ≤ η M , where η m and η M denote the minimum and the maximum delays respectively. In addition, at the updating instant t k the number of accumulated data packet dropouts since the last updating instant t k−1 is denoted as δ k . We assume δ k ≤δ for all k. Then, we have
which implies that the interval between any two successive updating instants is upper bounded by η M + δ + 1 h and lower bounded by h + η m .
Remark 2
It is worth noting that the assumption on the network induced delays η k made above is more general than those in [20, 21] . The main difference lies in the lower bound we introduced. By assuming η m = 0, the assumption is the same as those in [20, 21] . The introduction of the lower bound η m will be shown later, via a numerical example, to be advantageous for reducing conservativeness by utilizing the idea of successive delay components developed in the above section.
Therefore, from (15)- (17) we obtain the following closedloop system: [20] and is more general, though they appear to be similar.
Remark 3 It is important to note that in (17), t k refers to the updating instant of the ZOH. While in [20], the controller is expressed as u
(t) = Kx(t k ), t k ≤ t < t k+1 ,
H ∞ Controller Design
It is noted that the closed-loop system in (19) is in the form of a sampled-data system. As the time sequence {t k } depends on both the network induced delays and data packet dropouts, the period t k+1 − t k for the sampled-data system in (19) is variable and uncertain. From (18) we know that t k+1 − t k is upper bounded by η M + δ + 1 h and lower bounded by h + η m . Now, let us represent t k − η k in (19) as (20) where
where κ = 2η M −η m + δ + 1 h. By substituting (20) into (19) we obtaiṅ
In addition, we denote υ = η m + κ. 
where
and Ψ 5 is given in (14) . Moreover, if the above condition is feasible, a desired controller gain matrix in the form of (17) is given by K =KP −1 .
Illustrative Example
Example 2 Suppose the physical plant in Figure 1 is the satellite system, considered in [2] . 
Conclusions
This paper has proposed a new model on time-delay systems, which contains multiple successive delay components in the state. New results on stability and H ∞ performance are proposed by exploiting a new LyapunovKrasovskii functional and by making use of novel techniques for time-delay systems. Moreover, the proposed new model has been utilized to model networked control systems with simultaneous consideration of network induced delays, data packet dropouts and measurement quantization. Illustrative examples have been presented to show the advantage and applicability of the proposed new timedelay model and network based controller design method.
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