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EICHLER INTEGRALS AND HARMONIC WEAK MAASS FORMS
DOHOON CHOI, BYUNGCHAN KIM, AND SUBONG LIM
Abstract. Recently, K. Bringmann, P. Guerzhoy, Z. Kent and K. Ono studied the connection
between Eichler integrals and the holomorphic parts of harmonic weak Maass forms on the full
modular group. In this article, we extend their result to more general groups, namely, H-groups by
employing the theory of supplementary functions introduced and developed by M. I. Knopp and S.
Y. Husseini. In particular, we show that the set of Eichler integrals, which have polynomial period
functions, is the same as the set of holomorphic parts of harmonic weak Maass forms of which the
non-holomorphic parts are certain period integrals of cusp forms. From this we deduce relations
among period functions for harmonic weak Maass forms.
1. Introduction
In a seminal paper [9], M. Eichler introduced what is now called an Eichler integral for the cusp
form f(z) of weight k ∈ 2N, which is essentially
(1.1)
∫ i∞
z
f(τ)(z − τ)k−2dτ.
This simply defined integral is deeply related to many areas of mathematics. In particular, G.
Shimura [21] and Y. Manin [17] showed that these are connected with the special values of L-
functions. On the other hand, a number of authors have studied the arithmetic properties of
harmonic weak Maass forms. Especially, the holomorphic parts of harmonic weak Maass forms
encode many beautiful mathematical objects. In particular, S. Zwegers [23], K. Bringmann and K.
Ono [6], and D. Zagier [22] revealed the deep relations between harmonic weak Maass forms and
Ramanujan’s mock theta functions. For detailed implications and applications, we recommend
Ono’s nice survey paper [19].
In this light, it is natural to ask whether we can think of Eichler integrals for other modular
forms. Since (1.1) does not converge for non-cusp forms, one has to find another way to define
the Eichler integral. In a recent paper [5], K. Bringmann, P. Guerzhoy, Z. Kent and K. Ono
encountered this difficulty for modular forms on the full modular group, where they defined the
Eichler integral as a formal power series. Their definition is motivated by the following well known
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fact: for the cusp form f(z) =
∑∞
n=1 a(n)q
n, the integral (1.1) is essentially
(1.2)
∞∑
n=1
a(n)n1−kqn,
where q = exp(2piiz), Im z > 0. Once we connect Eichler integrals and the holomorphic parts of
harmonic weak Maass forms on the full modular group, it is natural to seek a further extension
to more general groups. This is the goal of our paper. The main ideas of [5] employ Bol’s
identity and a functional equation for the associated L-series. These ideas beautifully manifested
a connection between the period polynomial and the obstruction to modularity, but it is hard
to find the contribution from the constant term of the Eisenstein series as they remarked. To
resolve this issue, we use the theory of supplementary functions introduced by M. I. Knopp [11]
in 1962 and developed by M. I. Knopp and S. Y. Husseini [10] to study Eichler integrals and
Eichler cohomology for Fuchsian groups. This idea enables us not only to obtain a desirable
generalization, but also to obtain more precise information for the contribution from the constant
terms of harmonic weak Maass forms to period polynomials. Moreover, from this point of view,
we can show that the set of Eichler integrals, which have polynomial period functions, is the same
as the set of holomorphic parts of harmonic weak Maass forms of which the non-holomorphic
parts are certain period integrals of cusp forms. Zagier called these cusp forms shadows of mock
modular forms (for the definitions, consult [22]), and actually the supplementary functions are
closely related with the shadows. In this sense, our approach is based on the role of shadows to
the theory of harmonic weak Maass forms.
Let Γ be an H-group, i.e., a finitely generated Fuchsian group of the first kind, which has at
least one parabolic class. This implies that Γ satisfies the following properties (see [12] or [16]):
(1) Γ is finitely generated,
(2) Γ is discrete, but discontinuous at no point of the real line,
(3) Γ contains translations.
Let k ∈ Z and χ be a (unitary) character of Γ. A harmonic weak Maass form of weight k and
character χ on Γ is a smooth function on the upper half plane with possible singularities at cusps
that transforms like a modular form of weight k and character χ on Γ and is annihilated by the
weight k hyperbolic Laplacian
∆k := −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iky
(
∂
∂x
+ i
∂
∂y
)
.
We denote by Hk,χ(Γ) the space of harmonic weak Maass forms of weight k and character χ on Γ
(for the precise definition of harmonic weak Maass forms see Section 2.2).
For the differential operator ξ2−k(f)(z) := 2iy2−k(
∂f
∂z¯
)(z), the assignment f(z) 7→ ξ2−k(f)(z)
gives an anti-linear mapping
ξ2−k : H2−k,χ(Γ)→M !k,χ¯(Γ),
where M !k,χ¯(Γ) is the space of weakly holomorphic modular forms of weight k and character χ¯ on
Γ (for the precise definition of weakly holomorphic modular forms see Section 2.1). Let H∗2−k,χ(Γ)
be the inverse image of the space of cusp forms Sk,χ¯(Γ) under the mapping ξ2−k. Any harmonic
weak Maass form f(z) ∈ H∗2−k,χ(Γ) has a unique decomposition f(z) = f+(z) + f−(z), where the
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function f+(z) (resp. f−(z)) is called the holomorphic (resp. non-holomorphic) part of f(z). We
denote the space of holomorphic parts of f(z) ∈ H∗2−k,χ(Γ) by H+2−k,χ(Γ).
On the other hand, a function F (z) on H is called an Eichler integral of weight 2 − k and
character χ on Γ if it satisfies
((Dk−1F )|k,χγ)(z) = (Dk−1F )(z)
for all γ = ( a bc d ) ∈ Γ, where (F |k,χγ)(z) := χ¯(γ)(cz + d)−kF (γz) and D = 12pii ∂∂z . We let E2−k,χ(Γ)
denote the space of holomorphic Eichler integrals F (z) of weight 2− k and character χ on Γ such
that
(1) F (z) is invariant under |2−k,χγ for all translation matrices of the form ( 1 l0 1 ) ∈ Γ,
(2) (Dk−1F )(z) can be written as
(1.3) (Dk−1F )(z) = g∗(z) + (Dk−1G)(z),
where g∗(z) is a supplementary function to a cusp form g(z) ∈ Sk,χ¯(Γ) and G(z) ∈
M !2−k,χ(Γ) (for the definition of a supplementary function, see Section 3.2).
Our first result shows that we can understand holomorphic parts of harmonic weak Maass forms
in terms of Eichler integrals. Throughout the paper, unless stated otherwise, we always assume
that k > 2 and −I ∈ Γ.
Theorem 1.1. Let H+2−k,χ(Γ) and E2−k,χ(Γ) be as above. Then
E2−k,χ(Γ) =
{
H+2−k,χ(Γ) if κ 6= 0,
H+2−k,χ(Γ) + C if κ = 0,
where κ ∈ [0, 1) is an explicit constant depending on χ and Γ (see Section 2.1 for the precise
definition).
Now we turn to period functions. A form f(z) ∈ M !k,χ(Γ) is a weakly holomorphic cusp form if
its constant term vanishes at every cusp of Γ. Let S !k,χ(Γ) denote the space of weakly holomorphic
cusp forms. For f(z) =
∑
n≫−∞ ane
2pii(n+κ)z/λ ∈ S !k,χ(Γ), its Eichler integral is
Ef(z) :=
∑
n≫−∞
n+κ6=0
an
(
n+ κ
λ
)−(k−1)
e2pii(n+κ)z/λ.
We define the period function for f(z) and γ ∈ Γ by
r(f, γ; z) := ck(Ef − Ef |2−k,χγ)(z),
where ck := − (k−2)!(2pii)k−1 .
On the other hand, following [5], for each γ = ( a bc d ) ∈ Γ and F+(z) ∈ H+2−k,χ(Γ), we define the
γ-mock modular period function for F+(z) by
P(F+, γ; z) := (4pi)
k−1
(k − 2)!(F
+ − F+|2−k,χγ)(z).
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The following theorem is a generalization of [5, Theorem 1.1] showing that P(F+, γ; z) is related
with the period function r(ξ2−kF , γ; z), and its coefficients encode critical values of L-functions
associated to f(z) := ξ2−kF(z).
Theorem 1.2. Let F(z) ∈ H∗2−k,χ(Γ) and f(z) = ξ2−k(F)(z) ∈ Sk,χ¯(Γ). Then
[P(F+, γ; z¯)]− = 1
ck
r(f, γ; z),
where [ ]− indicates the complex conjugate of the function inside [ ]−. Moreover, if c 6= 0, then[
P
(
F+, γc,d; z¯ − d
c
)]−
=
k−2∑
j=0
L(f, ζ−dcλ , j + 1)
(k − 2− j)! (2piiz)
k−2−j ,
where γc,d ∈ Γ is any matrix satisfying γc,d = ( ∗ ∗c d ).
Here, L(f, ζ−dcλ , s) is the twisted L-function of a cusp form f(z). More precisely, let f(z) be a
cusp form in Sk,χ(Γ) with the Fourier expansion f(z) =
∑
n+κ>0 ane
2pii(n+κ)z/λ. Then for integers
c and d with (c, d) = 1 and s ∈ C we consider the series
L(f, ζ−dcλ , s) =
∑
n∈Z
n+κ>0
anζ
−d(n+κ)
cλ
((n+ κ)/λ)s
.
This series converges if ℜ(s) is sufficiently large. For such s this series is the same as
(2pi)s
Γ(s)
∫ ∞
0
f
(
iy − d
c
)
ys
dy
y
.
But this integral gives an entire function, and hence we can have the analytic continuation of the
series L(f, ζ−dcλ , s) on C. Throughout this paper, we consider L(f, ζ
−d
cλ , s) as its analytic continua-
tion.
Furthermore, for F(z) ∈ H∗2−k,χ(Γ) and γ ∈ Γ, there are two natural periods r(ξ2−k(F), γ; z)
and r(Dk−1(F), γ; z), and they satisfy the following relation.
Theorem 1.3. If F(z) ∈ H∗2−k,χ(Γ) and γ = ( a bc d ) ∈ Γ, then
r(ξ2−k(F), γ; z) =(−4pi)
k−1
(k − 2)!
{
[r(Dk−1(F), γ; z¯)]− + δκ,0cDk−1(F)ck
(
1− ck−2χ(γ)
(
z +
d
c
)k−2)}
,
where cDk−1(F) is an explicit constant depending on F(z) (see (3.9) for the precise definition).
Moreover, if λ = 1 and Γ is a subgroup of finite index of the full modular group, then there is a
function Fˆ(z) ∈ H∗2−k,χ(Γ) for which ξ2−k(Fˆ) = ξ2−k(F) and
r(ξ2−k(Fˆ), γ; z) = (−1)k−1 (4pi)
k−1
(k − 2)! [r(D
k−1(Fˆ), γ; z¯)]−.
Theorem 1.3 is a generalization of [5, Theorem 1.4]. However, by employing the theory of
supplementary functions developed by M. I. Knopp and S. Y. Husseini [10, 11], we can obtain an
exact equation rather than a congruence.
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Example 1.4. Let Γ = SL2(Z), S = (
0 −1
1 0 ), and k = 3, 4, or 5. We define a multiplier system
χ2k by χ2k(γ) :=
η2k(γz)
η2k(z)(cz+d)k
for γ = ( a bc d ) ∈ SL2(Z). Then η2k(z) is the unique cusp form (up
to constant multiples) in the space Sk,χ2k(Γ) (for example, see [16]). If F(z) ∈ H∗2−k,χ2k(Γ), then
ξ2−k(F)(z) ∈ Sk,χ2k(Γ) and its period polynomial r(Dk−1(F), S; z) lies in the space
W := {P (z) ∈ Vk−2| (P + P |2−k,χ2kS)(z) = (P + P |2−k,χ2kU + P |2−k,χ2kU2)(z) = 0},
where Vk−2 is the space of polynomials of degree at most k − 2 in z and U := ( 1 −11 0 ). After some
computations, we find that the period polynomial r(Dk−1(F), S; z) is equal to

cF(z + i) if k = 3,
cF(z2 −
√
3iz − 1) if k = 4,
cF(z3 + 3+
√
3
2
iz2 − 3+
√
3
2
z − i) if k = 5,
where cF is a constant depending on F(z). More precisely, the constant cF is given by
cF = i
(
R.
∫ i∞
0
(Dk−1F)(z)dz
)
,
where R.
∫
is the regularized integral introduced in [4, Section 2].
The remainder of the paper is organized as follows. In Section 2, we study harmonic weak Maass
forms and derive some properties of those under ξ2−k and Dk−1. In Section 3, we recall definitions
and basic facts about Eichler integrals and we construct Poincare´ series which give supplementary
functions and Eichler integrals. In Section 4, we conclude with proofs of Theorems 1.1, 1.2, and
1.3.
2. Harmonic weak Maass forms
Here we briefly recall definitions and basic facts about modular forms and harmonic weak Maass
forms. For details, consult [16, 18] for modular forms and [7, 8] for harmonic weak Maass forms,
for example.
2.1. Modular forms. Let Γ be an H-group, i.e., a finitely generated Fuchsian group of the first
kind which has at least one parabolic class. Let k ∈ Z and χ a (unitary) character of Γ. We recall
the useful slash operator
(F |k,χγ)(z) = χ¯(γ)(cz + d)−kF (γz)
for any function F (z) and γ = ( a bc d ) ∈ Γ. Let T = ( 1 λ0 1 ) , λ > 0, generate the subgroup Γ∞ of
translations in Γ. If F (z) satisfies (F |k,χT )(z) = F (z), then
F (z + λ) = χ(T )F (z) = e2piiκF (z)
with 0 ≤ κ < 1. Thus, if F (z) is holomorphic in H, then F (z) has the Fourier expansion at i∞
(actually a Laurent expansion)
(2.1) F (z) =
∞∑
n=−∞
ane
[2pii(n+κ)z]/λ.
Suppose that in addition to i∞, Γ has t ≥ 0 inequivalent parabolic classes. Each of these classes
corresponds to a cyclic subgroup of parabolic elements in Γ leaving fixed a parabolic cusp on the
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boundary of H. Such a parabolic cusp lies on the real axis. Let q1, . . . , qt be the inequivalent
parabolic cusps (other than i∞) on the boundary of H and let Γj be the cyclic subgroup of Γ
fixing qj, 1 ≤ j ≤ t. Suppose also that
Qj =
( ∗ ∗
cj dj
)
, 1 ≤ j ≤ t,
is a generator of Γj . For 1 ≤ j ≤ t, put χ(Qj) = e2piiκj , 0 ≤ κj < 1. If a holomorphic function
F (z) satisfies (F |k,χQj)(z) = F (z), then F (z) has the Fourier expansion at qj :
(2.2) F (z) =
( −1
λj(z − qj)
)k ∞∑
n=−∞
an(j)e
[−2pii(n+κj)]/[λj(z−qj)],
where λj is a positive real number called the width of the cusp qj and defined as follows. Let
Aj =
(
0 −1
1 −qj
)
, so that Aj has determinant 1 and Aj(qj) =∞. Then λj > 0 is chosen so that
A−1j
(
1 λj
0 1
)
Aj
generates Γj , the stabilizer of qj .
We are now in a position to give the following:
Definition 2.1. Suppose F (z) is holomorphic in H and satisfies the functional equation
(F |k,χγ)(z) = F (z)
for all γ ∈ Γ.
(1) If F (z) has only finitely many terms with n+κ < 0 in (2.1) and with n+κj < 0, 1 ≤ j ≤ t,
in (2.2), then F (z) is called a weakly holomorphic modular form of weight k and character
χ on Γ. The set of all such weakly holomorphic modular forms is denoted by M !k,χ(Γ).
(2) Let F (z) ∈ M !k,χ(Γ). Suppose in addition F (z) has only terms with n+ κ ≥ 0 in (2.1) and
n+ κj ≥ 0, 1 ≤ j ≤ t, in (2.2). Then F (z) is called a holomorphic modular form. The set
of holomorphic modular forms in M !k,χ(Γ) is denoted by Mk,χ(Γ).
(3) If F (z) ∈Mk,χ(Γ) and has only terms with n+ κ > 0, n+ κj > 0 in the expansions (2.1),
(2.2), respectively, then F (z) is called a cusp form. The collection of cusp forms in Mk,χ(Γ)
is denoted by Sk,χ(Γ).
2.2. Harmonic weak Maass forms. We start with the definition of harmonic weak Maass forms.
Definition 2.2. A harmonic weak Maass form of weight k and character χ on Γ is any smooth
function on H satisfying
(1) (f |k,χγ)(z) = f(z) for all γ ∈ Γ,
(2) ∆kf = 0,
(3) a linear exponential growth condition in terms of y at every cusp.
We write Hk,χ(Γ) for the space of harmonic weak Maass forms of weight k and character χ on Γ.
Recall that T = ( 1 λ0 1 ) , λ > 0, is a generator of Γ∞ and χ(T ) = e
2piiκ. The transformation
property (1) implies that f(z) ∈ Hk,χ(Γ) has the Fourier expansion
f(z) =
∑
n≫−∞
an(y)e
2pii(n+κ)x/λ.
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Since ∆kf = 0, the coefficients an(y) satisfy the second order differential equation
∆kan(y)e
2pii(n+κ)x/λ = 0
as functions in y. To describe an(y), we consider the function
H(k;w) = e−w
∫ ∞
−2w
e−tt−kdt.
The integral converges for k < 1 and can be holomorphically continued in k (for w 6= 0) in the
same way as the Gamma function. If w < 0, then H(k;w) = e−wΓ(1 − k,−2w), where Γ(a, x)
denotes the incomplete Gamma function as in [1]. We find that
an(y) =
{
a+0 + a
−
0 y
1−k, if n + κ = 0,
a+n e
−2pi(n+κ)y/λ + a−nH(k; 2pi(n+ κ)y/λ), if n + κ 6= 0,
with complex coefficients a±n . Thus any harmonic weak Maass form f(z) of weight k has the unique
decomposition f(z) = f+(z) + f−(z), where
f+(z) =
∑
n≫−∞
a+n e
2pii(n+κ)z/λ,(2.3)
f−(z) = δκ,0a
−
0 y
1−k +
∑
n≪∞
n+κ6=0
a−nH(k; 2pi(n+ κ)y/λ)e
2pii(n+κ)x/λ,
where δκ,0 = 1 if κ = 0, and δκ,0 = 0 otherwise.
2.3. Differential operators. We introduce the Maass raising and lowering operators on non-
holomorphic modular forms of weight k as
Rk = 2i
∂
∂z
+ ky−1 and Lk = −2iy2 ∂
∂z¯
.
The following theorem is a summary of results on how differential operators ξ2−k and Dk−1 act on
the space of harmonic weak Maass forms.
Theorem 2.3. [7, Proposition 3.2], [8, Theorem 1.2] Let k ∈ Z, k > 2 and let f(z) ∈ H2−k,χ(Γ).
(1) The assignment f(z) 7→ ξ2−k(f)(z) := y−kL2−kf(z) = Rk−2y2−kf(z) defines an anti-linear
mapping
ξ2−k : H2−k,χ(Γ)→M !k,χ¯(Γ).
Moreover, the kernel of ξ2−k is M !2−k,χ(Γ).
(2) If we let D := 1
2pii
∂
∂z
, then Dk−1 defines a linear map
Dk−1 : H2−k,χ(Γ)→ M !k,χ(Γ).
We let H∗2−k,χ(Γ) denote the inverse image of the space of cusp forms Sk,χ¯(Γ) under the mapping
ξ2−k. Hence, if f(z) ∈ H∗2−k,χ(Γ), then the Fourier coefficients a−n vanish if n + κ ≥ 0.
3. Eichler integrals
In this section, we introduce the basic notions of Eichler integrals and show how to construct
the Eichler integrals for a given cusp form by using the supplementary function.
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3.1. Eichler integrals. A result of Bol [2] states that
(3.1) Dk−1[(cz + d)k−2F (γz)] = (cz + d)−k(Dk−1F )(γz)
for any γ = ( a bc d ) ∈ SL2(R) and any function F (z) with sufficiently many derivatives. From (3.1)
we see that if F (z) ∈M !2−k,χ(Γ), then (Dk−1F )(z) ∈M !k,χ(Γ). Furthermore, if f(z) ∈M !k,χ(γ) and
F (z) is any (k − 1)-fold indefinite integral of f(z), then F (z) satisfies
(3.2) (F |2−k,χγ)(z) = F (z) + pγ(z), γ ∈ Γ,
where pγ(z) is a polynomial in z of degree at most k − 2.
Definition 3.1. If F (z) is an Eichler integral of weight 2 − k and character χ on Γ, then the
functions pγ(z) occurring in (3.2) are called the period functions of F (z) (or of (D
k−1F )(z)).
For example, we suppose f(z) ∈ Sk,χ(Γ) and define
(3.3) Ef(z) := 1
ck
∫ i∞
z
f(τ)(z − τ)k−2dτ
and
(3.4) ENf (z) :=
1
ck
[∫ i∞
z
f(τ)(z¯ − τ)k−2dτ
]−
,
where ck := − (k−2)!(2pii)k−1 and [ ]− indicates the complex conjugate of the function inside [ ]. Their
period functions can be written explicitly and they satisfy a certain relation. Integrals of the type
defined by (3.4) were studied by W. Pribitkin, who called them “auxiliary integrals” and also noted
their modular behavior (for example, see [20]).
Proposition 3.2. [14, Lemma 2.2] Let Ef(z) and ENf (z) be the Eichler integrals defined by (3.3)
and (3.4). Then
(3.5) r(f, γ; z) := ck(Ef − Ef |2−k,χγ)(z) =
∫ i∞
γ−1(i∞)
f(τ)(z − τ)k−2dτ
and
(3.6) rN(f, γ; z) := ck(ENf − ENf |2−k,χ¯γ)(z) =
[∫ i∞
γ−1(i∞)
f(τ)(z¯ − τ)k−2dτ
]−
for all γ ∈ Γ. In particular, r(f, γ; z) = [rN(f, γ; z¯)]− for all γ ∈ Γ.
3.2. Supplementary function. Suppose that k ∈ Z, k > 2. Let m be an integer and consider
the Poincare´ series
(3.7) gm(z, χ) :=
∑
γ
e2pii(m+κ)γz/λ
χ(γ)(cz + d)k
,
where γ = ( ∗ ∗c d ) runs through a complete set of elements of Γ with distinct lower rows. The
following properties of the Poincare´ series are well known:
Theorem 3.3. [16, pp. 272–289] For the Poincare´ series gm(z, χ) defined by (3.7), we have the
following.
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(1) gm(z, χ) ∈M !k,χ(Γ).
(2) gm(z, χ) vanishes at all cusps of Γ except possibly at i∞. At i∞ it has an expansion of the
form
gm(z, χ) = 2e
2pii(m+κ)z/λ + 2
∑
n+κ>0
an(m,χ)e
2pii(n+κ)z/λ.
Thus, if m+ κ > 0, then gm(z, χ) ∈ Sk,χ(Γ).
(3) There exist integers 0 ≤ m1 < . . . < ms such that gm1(z, χ), . . . , gms(z, χ) form a basis for
Sk,χ(Γ).
Now we recall the theory of supplementary functions (for details see [11, 13]). For f(z) ∈ Sk,χ(Γ),
by (3) of Theorem 3.3, there exist complex numbers b1, . . . , bs such that f(z) =
∑s
i=1 bigmi(z, χ).
Put f ∗(z) =
∑s
i=1 bigm′i(z, χ¯), where
m′ =
{
−m, if κ = 0,
−1−m, if κ > 0.
Recalling that χ(T ) = e2piiκ, 0 ≤ κ < 1, we see that χ¯(T ) = e2piiκ′ , 0 ≤ κ′ < 1, where
(3.8) κ′ =
{
0, if κ = 0,
1− κ, if κ > 0.
Thus we have the expansion at i∞
gm′i(z, χ¯) = 2e
2pii(m′i+κ
′)z/λ + 2
∑
n+κ′>0
an(m
′
i, χ¯)e
2pii(n+κ′)z/λ
= 2e−2pii(mi+κ)z/λ + 2
∑
n+κ′>0
an(m
′
i, χ¯)e
2pii(n+κ′)z/λ.
It follows that f ∗(z) ∈M !k,χ¯(Γ), f ∗(z) has a pole at i∞ with the principal part
2
s∑
i=1
bie
−2pii(mi+κ)z/λ
and f ∗(z) vanishes at all of the other cusps of Γ. We call f ∗(z) the supplementary function to f(z).
Note that the supplementary function f ∗(z) is not unique since it depends on the representation
of f(z) as a sum of Poincare´ series and there are relations between the Poincare´ series.
A form f(z) ∈M !k,χ(Γ) is a weakly holomorphic cusp form if its constant term vanishes at every
cusp of Γ. Let S !k,χ(Γ) denote the space of weakly holomorphic cusp forms. Forms of the type
S !k,χ(Γ) were studied earlier by W. Pribitkin, who called them “constant-free modular forms” and
also examined certain integrals associated to them (see [20]). If f(z) =
∑
n+κ>0 ane
2pii(n+κ)τ/λ ∈
Sk,χ(Γ), then its Eichler integral is
Ef(z) =
∑
n+κ>0
an
(
n+ κ
λ
)−(k−1)
e2pii(n+κ)τ/λ.
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Now we extend this definition to f(z) =
∑
n+κ≫−∞ ane
2pii(n+κ)τ/λ ∈ S !k,χ(Γ) as
Ef(z) =
∑
n+κ≫−∞
an
(
n+ κ
λ
)−(k−1)
e2pii(n+κ)τ/λ.
In [15], using the circle method, J. Lehner showed that the Fourier coefficients of modular forms
of negative weight are completely determined by the principal parts of the expansions of those
forms at the cusps. Hence, using the information about the principal part of Ef(z), we can define
the constant term cf associated with Ef(z). For example, if we assume that f(z) has a pole at i∞
and that it is holomorphic at all other cusps, then cf is equal to
(3.9) cf :=
1
λ(k − 1)!
∑
l<0
∑
γ=( a bc d )∈C
+
al
(−2pii
c
)k
χ−1(γ)e
2pii
cλ
la,
where
C+ := {( a bc d ) ∈ Γ| c > 0, 0 ≤ −d, a < cλ}.
Note that cf is a sum of Kloosterman sums, and this Kloosterman sum is essentially the constant
coefficient of a Poincare´ series for each l. With this constant term cf , we define another Eichler
integral and period functions of f(z) as follows:
EHf (z) := Ef(z) + δκ,0cf
and
rH(f, γ; z) := ck(EHf − EHf |2−k,χγ)(z).
In addition, we define cf = 0 if f(z) is a cusp form. Therefore, we see that r(f, γ; z) = r
H(f, γ; z)
for a cusp form f(z).
The following proposition describes the properties of EH and rH .
Theorem 3.4. [10, Section 2], [15, Theorem 1] Suppose that k > 2 is an integer. Then we have
the following.
(1) If f(z) ∈ Sk,χ¯(Γ), then r(f, γ; z) = [rH(f ∗, γ; z¯)]− for all γ ∈ Γ.
(2) If f(z) ∈M !2−k,χ(Γ), then EHDk−1f (z) = f(z).
Actually, part (1) follows quite readily from a result proved by M. I. Knopp in [11], which
appeared in 1962. One can also see the paper of M. I. Knopp and J. Lehner [13] for this result.
4. Proofs of the main theorems
In this section, we prove the main theorems. First, we prove Theorem 1.1 via the supplementary
functions associated to cusp forms.
Proof of Theorem 1.1. Suppose that κ = 0. Let a ∈ C. Then a is periodic and Dk−1a = 0.
Therefore, a is the Eichler integral in E2−k,χ(Γ). In this case, the corresponding g∗(z) and G(z) in
(1.3) are zero functions. Therefore we can see that C ⊂ E2−k,χ(Γ).
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For F+(z) ∈ H+2−k,χ(Γ), by the definition of H+2−k,χ(Γ), there is a non-holomorphic function
F−(z) such that
F(z) := F+(z) + F−(z) ∈ H∗2−k,χ(Γ).
Then h(z) := (ξ2−kF−)(z) ∈ Sk,χ¯(Γ). Let h∗(z) be its supplementary function. We define
H+(z) := EHh∗(z), H−(z) := −ENh (z).
By Proposition 3.2 and Theorem 3.4, we find that
rH(h∗, γ; z) = [rH(h, γ; z¯)]− = rN(h, γ; z),
which implies that H(z) = H+(z) + H−(z) is invariant under the slash operator |2−k,χγ for all
γ ∈ Γ. We can also check that ∆2−k(H) = 0. Therefore, H(z) ∈ H∗2−k,χ(Γ). Note that
(ξ2−kH−)(z) = (−4pi)
k−1
(k − 2)! h(z)
and hence ξ2−k
(
F − (k−2)!
(−4pi)k−1H
)
(z) = 0. Therefore, we have arrived at
G(z) :=
(
F − (k − 2)!
(−4pi)k−1H
)
(z) ∈M !2−k,χ(Γ)
by Theorem 2.3. By the definition of the supplementary function, the constant term of h∗(z) is
zero, and hence we see that Dk−1(EHh∗)(z) = h∗(z). This implies that
Dk−1(F+) = Dk−1(F) = (k − 2)!
(−4pi)k−1h
∗(z) + (Dk−1G)(z).
Since the function (k−2)!
(−4pi)k−1h
∗(z) is a supplementary function to a cusp form (k−2)!
(−4pi)k−1h(z) ∈ Sk,χ¯(Γ),
we can conclude that H+2−k,χ(Γ) ⊂ E2−k,χ(Γ).
Conversely suppose that F (z) ∈ E2−k,χ(Γ). Then by the definition of E2−k,χ(Γ), we can decom-
pose (Dk−1F )(z) as follows:
(Dk−1F )(z) = g∗(z) + (Dk−1G)(z),
where g∗(z) is a supplementary function to a cusp form g(z) ∈ Sk,χ¯(Γ) and G(z) ∈ M !2−k,χ(Γ). If
we define H+(z) and H−(z) as
(4.1) H+(z) := EHg∗(z), H−(z) := −ENg (z),
then, we already checked that H+(z) +H−(z) ∈ H∗2−k,χ(Γ). Since G(z) ∈ M !2−k,χ(Γ) ⊂ H∗2−k,χ(Γ),
we see that
H(z) := H+(z) +H−(z) +G(z) ∈ H∗2−k,χ(Γ).
Moreover, since the holomorphic part of H(z) is H+(z) +G(z) and
Dk−1(H+ +G)(z) = g∗(z) + (Dk−1G)(z) = Dk−1(F )(z),
we deduce that F (z) = (H+ + G)(z) + c for some constant c ∈ C. We used the fact that if a
polynomial is periodic then it must be a constant.
Now suppose that κ 6= 0. Note that in this case there is no constant term in the Fourier
expansion. By an argument similar to that in the case of κ = 0, we can check that
H+2−k,χ(Γ) = E2−k,χ(Γ),
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which completes the proof. 
Theorem 1.1 plays a key role in the proof of Theorems 1.2 and 1.3.
Proof of Theorem 1.2. Let F(z) = F+(z) + F−(z) ∈ H∗2−k,χ(Γ). By Theorem 1.1, F+(z) ∈
E2−k,χ(Γ), and this implies that
(Dk−1F+)(z) = g∗(z) + (Dk−1G)(z),
where g∗(z) is a supplementary function to a cusp form g(z) ∈ Sk,χ¯(Γ) and G(z) ∈M !2−k,χ(Γ). As
we saw in (4.1), we have
F−(z) = −ENg (z).
Therefore, we deduce that
P(F+, γ; z) = (4pi)
k−1
(k − 2)!(F
+ − F+|2−k,χγ)(z)
= − (4pi)
k−1
(k − 2)!(F
− − F−|2−k,χγ)(z)
=
(4pi)k−1
(k − 2)!(E
N
g − ENg |2−k,χγ)(z)
=
1
ck
(4pi)k−1
(k − 2)!r
N(g, γ; z) =
1
ck
(4pi)k−1
(k − 2)! [r(g, γ; z¯)]
−.
The last equality follows from Proposition 3.2. Note that f(z) ∈ Sk,χ¯(Γ) is defined by f(z) =
ξ2−k(F) in the statement of Theorem 1.2. Since ξ2−k(F−) = (−4pi)
k−1
(k−2)! g(z) = f(z), we find that
r(g, γ; z) =
(k − 2)!
(−4pi)k−1r(f, γ; z),
and hence we have
[P(F+, γ; z¯)]− = 1
ck
(4pi)k−1
(k − 2)!r(g, γ; z) =
(−1)k−1
ck
r(f, γ; z) =
1
ck
r(f, γ; z),
where ck := − (k−2)!(2pii)k−1 .
In the case of γ = γc,d, by Proposition 3.2 we have
[P(F+, γc,d; z¯)]− = 1
ck
r(f, γc,d; z) =
1
ck
∫ i∞
− d
c
f(τ)(z − τ)k−2dτ.
From this we see that
[P(F+, γc,d; z¯)]− = 1
ck
k−2∑
j=0
i−j+1
(
k − 2
j
)(∫ ∞
0
f
(
it− d
c
)
tjdt
)(
z +
d
c
)k−2−j
=
k−2∑
j=0
L(f, ζ−dcλ , j + 1)
(k − 2− j)!
(
2pii
(
z +
d
c
))k−2−j
.
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Therefore, by the change of variable z 7→ z − d
c
, we get the desired result[
P
(
F+, γc,d; z¯ − d
c
)]−
=
k−2∑
j=0
L(f, ζ−dcλ , j + 1)
(k − 2− j)! (2piiz)
k−2−j .
This completes the proof. 
To prove Theorem 1.3 we need following lemmas. For the first lemma, let Id be the trivial
character of SL2(Z). Then the constant coefficients of the forms in M
!
2,Id(SL2(Z)) are always zero
since M !2,Id(SL2(Z)) is equal to the set of derivatives of weakly holomorphic modular forms with
weight 0. Therefore, by the result of Borcherds in [3] we have the following lemma.
Lemma 4.1. [3, Theorem 3.1] Let F (z) =
∑
n≫−∞ ane
2piinz. Then F (z) ∈ M !2,Id(SL2(Z)) if and
only if ∑
n∈Z
n6=0
anb−n = 0,
for all
∑
n≫−∞ bne
2piinz ∈ M !0,Id(SL2(Z)).
Lemma 4.2. Let k ∈ Z, k > 2. If κ = 0, λ = 1 and Γ is a subgroup of finite index of the full
modular group, then there are forms in M !2−k,χ(Γ) with non-zero constant terms.
Proof of Lemma 4.2. By the Riemann-Roch theorem that there is a non-zero weakly holomor-
phic modular form F (z) =
∑
n≫−∞ ane
2piinz in M !2−k,χ(Γ). Suppose that there is no weakly holo-
morphic modular form in M !2−k,χ(Γ) with non-zero constant term. For every weakly holomorphic
modular form G(z) :=
∑
n≫−∞ bne
2piinz ∈ M !0,Id(SL2(Z)), we see that F (z)G(z) ∈ M !2−k,χ(Γ). By
assumption, the constant term of F (z)G(z) is zero, i.e.,
(4.2)
∑
n∈Z
anb−n = 0.
On the other hand, we can consider F (z) as a formal power series as in Lemma 4.1. Then,
since (4.2) holds for every
∑
n≫−∞ bne
2piinz ∈ M !0,Id(SL2(Z)), by Lemma 4.1, we see that F (z)
is a weakly holomorphic modular form in M !2,Id(SL2(Z)). However, F (z) is already a weakly
holomorphic modular form of weight 2 − k. Since k > 2, we see that 2 and 2 − k can not be the
same. Therefore, F (z) should be identically zero and this is a contradiction by the assumption that
F (z) is non-zero. In conclusion, there is a weakly holomorphic modular form F (z) ∈ M !2−k,χ(Γ)
whose constant term is not zero. 
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. Suppose that F(z) = F+(z) + F−(z) ∈ H∗2−k,χ(Γ). By Theorem 1.1,
(Dk−1F)(z) = (Dk−1F+)(z) = g∗(z) + (Dk−1G)(z),
where g∗(z) is a supplementary function to a cusp form g(z) ∈ Sk,χ¯(Γ) and G(z) ∈M !2−k,χ(Γ). We
also observe that
F−(z) = −ENg (z) and ξ2−k(F)(z) = ξ2−k(F−)(z) =
(−4pi)k−1
(k − 2)! g(z).
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Therefore, if we use Theorem 3.4, then we find that
r(ξ2−kF , γ; z) = (−4pi)
k−1
(k − 2)! r(g, γ; z) =
(−4pi)k−1
(k − 2)! [r
H(g∗, γ; z¯)]−
and
rH(Dk−1(F), γ; z) = rH(g∗, γ; z) + rH(Dk−1G, γ; z).
Since G(z) ∈ M !2−k,χ(Γ), we see that EHDk−1(G)(z) = G(z) ∈ M !2−k,χ(Γ) by Theorem 3.4, and hence
we have
rH(Dk−1G, γ; z) = ck(EHDk−1(G) − EHDk−1(G)|2−k,χγ)(z) = 0
for all γ ∈ Γ. Therefore, we arrive at
rH(Dk−1(F), γ; z) = rH(g∗, γ; z) = (k − 2)!
(−4pi)k−1 [r(ξ2−kF , γ; z¯)]
−.
By an easy calculation based on the definition of rH , we get
rH(Dk−1(F), γ; z) =r(Dk−1(F), γ; z) + δκ,0cDk−1(F)ck
(
1− ck−2χ¯(γ)
(
z +
d
c
)k−2)
.
Therefore, we see that the period r(ξ2−k(F), γ; z) is the same as
(−4pi)k−1
(k − 2)! [r
H(Dk−1(F), γ; z¯)]− =(−4pi)
k−1
(k − 2)!
{
[r(Dk−1(F), γ; z¯)]−
+ δκ,0cDk−1(F)ck
(
1− ck−2χ(γ)
(
z +
d
c
)k−2)}
.
This proves the first part of Theorem 1.3.
In particular, if κ = 0, λ = 1 and Γ is a subgroup of finite index of SL2(Z), then by Lemma
4.2, we know that there is a weakly holomorphic modular form H(z) ∈ M !2−k,χ(Γ) with non-zero
constant term α ∈ C. Therefore,
r(Dk−1H, γ; z) = rH(Dk−1H, γ; z)− αck
(
1− ck−2χ¯(γ)
(
z +
d
c
)k−2)
= −αck
(
1− ck−2χ¯(γ)
(
z +
d
c
)k−2)
,
because rH(Dk−1H, γ; z) = 0 by Theorem 3.4. Let Fˆ(z) = F(z)− cDk−1(F)
α
H(z). Then ξ2−k(F)(z) =
ξ2−k(Fˆ)(z), and if we use the first part of Theorem 1.3, then we have
r(ξ2−k(Fˆ), γ; z) =r(ξ2−k(F), γ; z)
=
(−4pi)k−1
(k − 2)!
{
[r(Dk−1(F), γ; z¯)]− + cDk−1(F)ck
(
1− ck−2χ(γ)
(
z +
d
c
)k−2)}
=
(−4pi)k−1
(k − 2)! [r(D
k−1(Fˆ), γ; z¯)]−.
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The last equality comes from the computation
[r(Dk−1(F), γ; z¯)]− =[r(Dk−1(Fˆ), γ; z¯)]− + cDk−1(F)
α
[r(Dk−1H, γ; z¯)]−
=[r(Dk−1(Fˆ), γ; z¯)]− − cDk−1(F)ck
(
1− ck−2χ(γ)
(
z +
d
c
)k−2)
.
This completes the proof. 
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