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Abst ract - -An  effective method for computing eigenvalues and eigenvectors ofcomplex symmetric 
matrices in real arithmetic is proposed. The problem for computing eigenvalues and eigenvectors 
of complex symmetric matrices arises in chemical reactive problems. The problem of a complex 
matrix is equivalent to the spectral problem of a special 2 × 2 block real matrix. Our method uses 
similarity transformations and preserves the special block structure. The convergence theorem is 
proved. Numerical experiments are given. (~) 2004 Elsevier Ltd. All rights reserved. 
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i. INTRODUCTION 
Many authors have considered the problem for computing eigenvalues and eigenvectors of a special 
2 × 2 block real or complex matr ix [1-3]. The study of chemical reaction problems leads to the 
solution of the spectrum of large complex symmetric matrices [4]. 
There are some Jacobi-like methods for solving the spectral problem of matrices [1-3,5,6]. Re- 
cent interest in Jacobi-like methods is due to their adaptabi l i ty for vector and parallel computing 
environments [7-9]. On the other hand, their disadvantage, compared to the QR method, lies in 
the larger computat ional  costs. 
Jacobi-like algorithms have not enjoyed the success of the QR-algorithm when used on serial 
computers. However, Sameh [7] has demonstrated the efficiency of Jacobi-like algorithms on 
parallel computers and it is highly improbable that the QR-algorithm can match this efficiency. 
Consequently, any success in constructing a better Jacobi-like algorithm will have practical as 
well as theoretical interest. This has been our motivation in proposing the present algorithm. 
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Let M = A ÷ iB  be a complex matrix, A, B E R ~xn. The spectral problem of M is equivalent 
to the problem 
where Is is the n x n identity matrix and ), + i# is an eigenvalue of matrix M. Ivanov [2,3] has 
proposed methods for solving this spectral problem in real arithmetic with arbitrary blocks A 
and B. 
If M = A + iB  is a complex symmetric matrix, then the matrix H = (A --AB)is a special 
B 
block matrix, i.e., A = A T, B = B q-. Bar-On and Ryaboy [4] have considered the spectral 
\ 
problem for complex symmetric matrices and has proposed a numerical method for computing 
eigenvalues of complex symmetric matrices. The Bar-On and Ryaboy's method has a complex 
computational scheme. The authors Cullum and Willoughby have considered a QL procedure for 
computing the eigenvalues of complex symmetric tridiagonal matrices [10]. We have proposed a
Jacobi-like iterative method for solving a spectral problem of diagonalizable complex symmetric 
matrices in real arithmetics. We extend the method proposed in [2] to a complex symmetric 
matrix with arbitrary eigenvalues. Demmel and Veseli6 have investigated Jacobi methods for 
computing eigenvalues and their conclusion is that Jacobi's method is more accurate than QR 
procedure [11]. 
Veselid [i] has considered the spectral p rob lem for a J - symmetr i c  matr ix  A ,  i.e., A T = JAY ,  
j2 = In ,  J = diag[I~,- I~_~]. If A is a J-symmetric, then it has the form A = _AT D ' 
where .4 and D are n x n and (m - n) x (m - n) symmetric matrices, respectively. 
If A = A -c and B = B T, then the matrix H is J-symmetric. The spectral problem of H 
can be solved by Veselid's method and the methods in real arithmetic proposed by Ivanov. But 
these methods compute igenvalues and eigenvectors in case the matrix .4 + ±B has single real or 
imaginary parts, only. Our method is similar to the Ivanov's method [2] and computes eigenvalues 
and eigenvectors of arbitrary diagonalizable complex symmetric matrices. Our method preserves 
the matrix structure. Moreover, Veselid's (in case m = 2n) and Ivanov's algorithms operate on 
real 2n x 2n arrays while our algorithm can be arranged to operate on one real n x (n + 1) array. 
The operation cost is O(n a) per iteration in our basic algorithm. We propose a modification of 
the basic algorithm with O(n) operation cost per iteration. 
n We introduce the notations IIAI[F = (Er~s [arsl=) 1/= and a(A) = (~#s larsl2) 1/2" 
2. THE ALGORITHM 
We use 2n × 2n matrices for describing the algorithm for simplicity. The same way is used by 
Ivanov [2]. 
We construct he matrix sequence of similar matrices 
Hk+l = UklHkUk, H1 = H, k = 1, 2 , . . . ,  (2) 
where 
Ak --Bk and k = 1,2, . . . .  Hk 
Bk = 8 :  = Roxo, 
The matrix Uk = Upkqk(Xk ) depends on three parameters Pk, qk, and xk for each k. At each 
iteration step, the parameters of Uk may be chosen to minimize IIU~*HkUkJlF or to annihilate 
the off-diagonal elements of the symmetric matrix Hk+l + H~+ 1. 
To give an idea for the iterative process (2), we explain only the /gth iteration step of the 
algorithm. Compute 
Hk + HI  = 2diag[Ak,Ak], Ak = (aa) ) ,  (3) 
k ./ 
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and 
We find the numbers 
0 -Ek) 
C (Hk) = HkH[  - H[Hk  = 2 Ek 0 ' 
(4) 
We have 
Uk 
v= (~)  : { 
Hk+l = UklHkUk = / ~ TT AkT  --TTB~T ~ 
TTBk  T TTAIcT j ,  (8) 
where Uk i = U[  and TTAkT ,  TTBkT  are classic Jacobi's rotations. It is easy to obtain formulas 
= -- {a (k+l)~ and Bk+i = TTBkT  = [~(k+i)~ for computing entries of Ak+i TT AkT  ~ ~ J w~ J. 
CASE II. If e (k) > a (k), then the matrix Uk in (2) can be chosen of the following type: 
( V W) ,  where Ga (y) = -w  
w= (~)  = { 
Vpp = --Vqq = coshy, 
Vr$ (~r8, 
Wpq --~ Wqp = siIlh y, 
Wrs  O, 
(r, s) ~ {(p,p), (% q)}, 
(r, s) ¢ {(p, q), (q,p)}. 
We choose p, q, and y such that 12e(kq)ll/2 = e (k), p < q, and 
2e (k) 
tanhy-  Q +2P '  
where expressions P, Q are computed by 
r~p,q 
p__ (a(k)a~kq)2 (b (k )_b(k )~2 ( /^(k)•2 2) 
In the second case, compute Hk+l 
{ Ak+I --Bk+l'~ 
Hk+l = Uk lHkUk = \Bk+l  Ak+l ] ' 
(9) 
(i0) 
(n) 
(12) 
a (k) = 2 max la(ks)[ e (k) = max 2e(ks) 1/2 
l_<r<8_<, r r' l<r<8<~ (5) 
Consider two cases. 
CASE I. If a (k) _ e (k), then the matrix Uk in (2) can be chosen of the following type: 
G = Ga (x) = diag[T, T], 
tpp -~ tqq = COS X, (6) 
where T = (try) = tpq = -tap = - sin x, 
trs = 5rs, (r, s) (~ {(p,p), (p, q), (q,p), (q, q)}, 
where 5~s denotes Kronecker's ymbol. We choose p, q, and x such that 2[a(kq ) ]= a (k), p < q, and 
.(k) _ .(k) 
cot 2X -- ~PP ~qq 7( 7r - -  < .  <_ ~.  (7) 
(k) ' 4 apq 
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where Uk 1 = Uk and 
Ak+l = VAkV q- WBkV q- VBkW -- WAkW = (~rs ) 
(13) 
= - -  - -  (k+l )  Bk+l VBkV WAkV-  VAkW WBkW= (b~ ) .  
The computations on the k th step are complete. 
Note that tanhy defined in (10) satisfies [tanhy] _ 1/2. Hence, [sinhy[ _~ x/~/3 and coshy 
2v~/3. 
LEMMA 1. Assume p, q satisfy 1 <_ p < q < n and y is chosen by (10). If Hk+l = U-1HkU, 
where U = V;~(y) is given by (9), then 
A. 
B. 
H 2 II ~IIF-IIHk+~ll~, > 3(Q+2P) -  3NH~II~ " 
h (k+l) _ h (k) < 2e(kq) 112 
=fl a~ - , 
for a11 a,/3 E {1, 2, . . . ,  2n}, 
_ [h(k+l)~ Ih(k)~ whereEk=BkAk AkBk = (e(pk)), Hk+l = t ~ s, Hk = t ~s .  
PROOF.  The  lemma is proved in an analogous way  with Lemma I from [5,6]. | 
THEOREM i. Consider the matrix sequence (2), where Uk, k = i, 2..., are elementary matrices 
of the type (6) or (9) depending on the numbers a(k), e (k) . Then 
A. 
c (Hk) > o, k -~ oo; 
B. 
1 (Hk + Hk -r) --~ diag[Ai,A2,... A~,A1,A2,.. ,An] 
2 ' " ' 
where Aj are real parts of the eigenvalues of H; 
C. KAr¢As  w i thr¢s , r ,  sE{1,2, . . . ,n},thenb(~ k) >O,k-+oo; 
D. let for a fixed integer r E {1, 2, . . . ,n} and, for each t ~ r, t E {1, 2, . . . ,n},  we have 
A~ ~ Ar. Then b(, k) ~ #~, k --~ 0% and A~ + i#~, A~ - i#r are eigenvalues of the 
matrix H. 
PROOF. The theorem is proved by analogy with the theorem from [2,6]. | 
We denote the real part of an eigenvalue v of H with Re(u). 
REMARK 1. If v is an eigenvalue of H, then P is the complex conjugate igenvalue of H. There 
are two cases. 
I. If for each two eigenvalues v and ~, ~ ~ P is satisfied Re(v) ¢ Re(~), then 
Ak , diag [A1, A2,..., An] and Bk ---~ diag [#1, #2,. • •, #~], 
where vj = Aj + i#j, and #j, j = 1, 2, . . . ,  n are eigenvalues of H. 
2. There exist eigenvalues v and ~, ~ ¢ P, so that Re(v) = Re(~). Let the limit of the matrix 
sequence {Ilk} defined by (2)be/ t  = (~ A D ). The block A is a diagonal matrix and has 
0) suc  multiple diagonal entries. Then there exists the permutation matrix P -- P1 
that /~ -- pm/~p __ ( ~ -ff ), where blocks A and/~ have the form 
M with .~j = AsI, j (ss--the multiple of AS, ~-~-j:l ss -- n) and Dj C R s~ ×'~, j = 1, 2, . . . ,  M. 
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We construct he matrix sequence (2). According to Theorem 1, for each z > 0, there is the 
integer k such that G(Ak) < E. Using the above remark, the following is possible• 
1. If Ak has no multiple diagonal entries, then the block Bk is close to a diagonal matrix• 
2. If Ak has multiple diagonal entries, then the block Bk has nonzero off-diagonal entries. 
In the first case, we have ;kj _(k) and #j = bJ~ ). Hence, the eigenvalues of H are )~j 4- i#j ,  = {~j j  
j = 1, 2 , . . . ,  n. The eigenvalues of H are computed. 
In the second case, we can do a transformation with permutation matrix P. The blocks Ak 
and Bk of Hk have the form 
~T A(2 k) ... ~2M__ ~21 B(2 k) ••" ~T2: 
Ak = . . '• . , Bk = . . '• • 
where AJ k) = )~jls; + Ejj, Ejj = E T, BJ k) C R ~jxs~, j = 1 ,2 , . . . ,M ,  and Cth E R ~*x"h (t ~ h). 
The absolute value of entries of gth, for t, h = 1, 2 , .• . ,  M, are less than ~. 
Compute the matrix sequence 
HI+I ---- UF1H~U~, l = k, k .+ 1 , . . . ,  (14) 
where matrices U~ = Upq(X) are of the form (6). We choose parameters p, q, and x such that 
{ R(t) } b (0=max b(~ :b(} ) E - j  , r<s ,  j= I ,2 , . . . ,M  pq 
~(1) ~(t) (15) cot 2X ~pp - -  ~qq 7C 7r 
- -  - - - - < x < - - .  
2~q) ' 3 - 4 upq 
The blocks Al+l and Bz+l of Ht+] are obtained from Al and Bt by (8). We use the classic 
Jacobi's rotation. 
THEOREM 2. Assume Hl+l = UllHIU1, I = k, k + 1, . . . ,  where U1 = Upq(X) are matrices of the 
type (6), parameters p, q, x are chosen by (15) and 
((r/s)) ((rl2) ((/+1)) Bl+l  : (b(r/21)) Az= a , B l= b , Az+l= a,~ ,
If q) ¢_ j  , where ~j  , a~sl<s,  forallr, . . . ,n ,  rT~s, and ~rs~(O _<Eforr, ssuchthatb  (1)~s R(z) R(z) 
j = 1, 2 , . . . ,  M, are diagonM blocks o[Bl and e is a small positive number, then 
PROOF. 
and -7r/4 < x < 7r/4, by (8) it is easy to 
421)-a(;2 <_ , 
(B} 0) - -~0,  l~ec ,  j= i ,2 , . . . ,M .  
We choose p, q by (15). Thus, ~pqh(l) C Bjq) and ~pq'(l) E Aj(1) (apq" q) < e). Since app(1) _ ~qql'(/)l < c 
see that 
3 
~¢, r , s= l , . . . ,n ,  
3 By). -~z, r,s : b(~ ¢ b(l+l) _ b(O < r8  
r T£ s, 
From the choice of p, q, and x, it follows that 2~¢/=1 if(B} ')) > 2~--1 °(BJ/+l)) • 
Hence, G(BJ 0) ~ 0, l --* c~, j = 1, 2 , . . . ,  M. 
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From Theorem 2, it follows that there exists an integer Ik > k such that blocks Ark and Bl~ 
(tk) very close to diagonal matrices (a(Atk) < s, cr(Bzk) < s). Then ujl,2 = Aj ± i#j ,  )~j = ajj , 
(zk) 
#3- = bid is obtained for eigenvalues of H. 
Now we describe the algorithm for computing eigenvalues of a 2 x 2 block matrix with symmetric 
blocks 
A ' 
Matrices Hk from the sequence (2) have symmetric blocks Ak, Bk. These blocks are saved in 
the two-dimensional n x (n + 1) array X as follows: 
X (i, j)  = A (i, j ) ,  i _> j, 
X( i , j÷ l )=B( i , j ) ,  i< j, i , j= l ,2 , . . . ,n .  
Algor i thm ALG-NEW 
1. Construct he matrix sequence (2) and each matrix Hk is saved in the array X E R "×(~+1). 
Whi le  ~(Ak)> G ( (2  E~>i>j>l ,X (i,j),2) 1/2 ) > z , or other stop. criterion 
1.1. Compute a (k) and e (k) in (5), 
1.2. I f  a (k) > e (k), (trigonometric transformation) 
1.2.1. Choose indices p, q (p < q) so that 2]a(~ )] = a (k), 
1.2.2. Compute cos x and sin x from (7), 
a(k) _ a(~) 
PP 
e ---- 9a(k ) , 
pq 
if c = 0, 
cosx - -  2 ' s inx = cosx, 
else t=s igne[ le]÷( l+c 2)1/2] -1 , 
cosx = (1 +t2) -1/2 , sinx ---- t cosx, 
end  
1.2.3. Compute Hk+l in (8), 
1.3. E lse (a (k) < e(k)), (hyperbolic transformation) 
(k) 1/2 : e(k) 1.3.1. Choose indices p, q (p < q) so that Zepq 
1.3.2. Compute coshy and sinhy from (10), 
2e(kq ) 
th = tanh y - Q+2p,  
coshy = (1 - th2) -1/2 , sinhy = thcoshy, 
1.3.3. Compute Hk+l in (12), 
End.  {while} 
2. I f  Ak has s ingle d iagona l  ent r ies  (X(i, i), i = 1, 2 , . . . ,  n), then  the  e igenva lues  of  H 
are computed .  The  d iagona l  ent r ies  of  Ak and  Bk conta in  the  real  and  imag inary  
par ts  of  e igenvalues ,  respect ive ly .  
3. I f  Ak has mul t ip le  d iagona l  entr ies ,  then  we rear range  the  d iagona l  ent r ies  of  Ak 
w i th  a permutat ion  matr ix  P.  The  a lgor i thm cont inues  w i th  comput ing  the  
matr ix  sequence  (14). 
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While cr(Bl) > 5s, 2 ~ IX(i,j)l 2 > 5s 
l<i<j- - l<_n 
3.1. Choose indices p, q (p < q) and x from (15), 
3.2. Compute cos(x), sin(x), and Hl+l in (14), 
End. {while} 
The diagonal entries of Azk and Bz~ contain the real and imaginary parts of eigenvalues, 
respectively. 
End. {ALG-NEW} 
The utilized memory of our algorithm for the computing of eigenvalues i  O(n2). The product 
U1U2... Uk is a matrix of the form of H, but this product does not have symmetric blocks. We 
keep this product on two n × n arrays XV and XW.  Hence, Algorithm ALG-NEW operates on 
arrays XV,  XW,  and X for computing the eigenvalues and the eigenvectors. The ALG-NEW 
requires O(n 3) multiplications and additions per one iteration. The computation of e (k) in (5) 
requires the multiplication of two matrices which leads to the high operation cost. The operation 
cost except he computation of e (k) is O(n). We consider the new modification of Algorithm 
ALG-NEW, where we do not need to compute (k). 
A lgor i thm ALG-NEW_M 
This new modification ALG-NEW_M differs from ALG-NEW in point 1.1., only. It uses 
formulas (5) for computing a (k), first, and then it requires the choice of indexes p, q so that 
(k) = a(k). After that we are able to compute the entry apq 
r ~  
e(k) = ~ (b(k)a (k) _ a(k)b(k)~ 
pq ~ \ pr rq pr rq ] , 
r= l  
without computing the whole matrix Ek. 
I f  zapq ~ (k) _> 12e(ka)l 1/2 we carry out a trigonometric transformation. Otherwise we carry out 
a hyperbolic transformation. The remaining part of this algorithm coincides with Algorithm 
ALG-NEW. 
End. {ALG-NEW_M} 
The number of multiplications per iteration for computing eigenvalues in ALG-NEW_M is 10n 
per trigonometric transformation and 14n per hyperbolic one (and +16n if eigenvectors are 
required). The modification ALG-NEW_M proves to have the same defects as the classical Jacobi 
method, namely, that searching the largest entry in the symmetric block Ak remains very slow. 
The best way for overcoming this defect proves to be a cyclic modification of ALG-NEWAVI. For 
the new cyclic modification, we use the notation ALG-NEW_C. We define a sweep of (1/2)n(n-  1) 
consecutive transformations (6) and (9) in the ALG-NEW_C. Every sweep contains the chain of 
indices (p, q) = (1, 2), (1, 3) , . . . ,  (1, n), (2, 3), (2, 4) , . . . ,  (n -  1, n). For every pair (p, q), Algorithm 
ALG-NEW_C executes one trigonometric and one hyperbolic transformation. 
3. NUMERICAL  STABIL ITY  
Eberlein [5] has noted the fact that the norm-reducing-type algorithms for solving the spectral 
problems prove very slow in the case of not-diagonalizable complex symmetric matrices. We shall 
consider that the algorithm presented incorporates the assumption that H may be diagonalized. 
The recurrence equation (2) includes trigonometric and hyperbolical transformations. It is well 
known that similarity transformations with orthogonal matrices (trigonometric transformation) 
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represent stable transformations. The stability of the algorithm analyzed could be disturbed 
only by a hyperbolic transformation. Matrices Uk (9) are J-orthogonal in case of hyperbolic 
transformations. (Q is Y-orthogonal if and only if Q = jQ-Tj.) 
By Lemma 3.1 in [12], it follows that if Q is a real Y-orthogonal matrix, then eigenvalues of Q 
occur in reciprocal pairs ,~, 1/,~, and the algebraic and geometric multiplicities of ,~ and 1/,~ are 
equal. Eigenvalues of matrices Uk in (9) are 1 and -1. Singular values of the same matrices 
are 1, cosh y + sinh y, and (cosh y + sinh y)-1 with corresponding multiplicity. 
Let us denote by ks (Z) = N Z I[2 H Z-1112 the condition umber of nonsingular matrix Z, where 
11.112 is a 2-matrix norm. The spectral condition of a matrix H is the infimum of the condition 
numbers k2(Z), taken over all Z, such that Z-1HZ is diagonal [13]. This number controls the 
sensitivity of the spectrum of H under perturbations. For matrices Uk defined in (9), we obtain 
= U 2 (coshy (cosh 2 1) 1/2 2 k2(Uk) II kll = + y -  ) • 
We know that Itanhyl < 1/2, and then k2(Uk) _< 3. 
Matrices Uk of the form (6) are orthogonal and J-orthogonal. The product U1U2.." Uk is a 
J-orthogonal matrix for every k since the product of Y-orthogonal matrices is a J-orthogonal 
matrix. Veselid and Slapni~ar [13] have claimed that the condition number of the similarity 
transformation with J-orthogonal matrix is the least condition umber, taken over all nonsingular 
matrix Z such that Z-1HZ is diagonal or block diagonal for a given J-symmetric matrix H. 
4. NUMERICAL  EXPERIMENTS 
We have made numerical experiments for computing eigenvalues of a real block matrix H ---- 
(A B -A B ) with different dimensions of blocks A and B. All programs were written in MATLAB and 
computations were done on a PENTIUM 200 MHz computer. We carry out numerical experiments 
with the following algorithms. 
ALG-NEW, ALG-NEW_C, and ALG-NEW_M are our algorithms; 
ALG-I_C is the cyclic algorithm of Ivanov's ALG-I algorithm [2]; 
ALG-VI_C and ALG-V2_C are cyclic algorithms of the first and second Veselid's ALG-V1, 
ALG-V2 algorithms [1]. 
We compare our algorithms with cyclic modifications of other authors. 
Tables 1 and 2 give the number of computations per iteration for the various algorithms. 
Table 1. 
'" [ I 
Algorithm ALG-I I ALG-V1 ALG-V2 ALG-NEW ALG-NEW-M 
4n 3 2n 3 2n 3 n 3 14n 
Table 2. 
Algorithm I ALG-I_C32n ALG-VI_C16n ALG-V2_C16n ALG-NEW_C14n [ 
We use the following stopping criteria for computer  programs: 
(Ak) _< tol IIAILF 
a(~ ) < tol V lai~; a~4 I'
or 
p,q = 1,2, . . . ,n ,  
(16) 
(17) 
with different tol for Algorithms ALG-NEW_C and ALG-I_C. 
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The corresponding stopping criteria for Algorithm ALG-VI_C are 
max{a (Ak), a (Dk)} _< tol IIAIIF 
a(~ ) _<to l~ and d (k)pq _<tol~ dpp(k)dq a(k), 
and for A lgor i thm ALG-V2_C are 
or (18) 
p,q  = 1 ,2 , . . . ,n ,  (19) 
a (Bk) _< tol IIBIIF or (20) 
b(p~ ) _< tol (k) (k) , p, q = 1, 2 , . . . ,  n. (21) 
The cyclic strategy is used for the pivot indices r, s in all algorithms. 
The algorithms top when the corresponding stop criteria and the condition IIEklloo < 
nmax{( to l l lANF)2 ,50eps}  are satisfied, namely, criterions (16) or (18) or (20) ((17) or (19) 
or (21)). We denote II.lloo-infinity-matrix norm, n-dimension of a matr ix  A, eps ~ 2.22e - 16. 
The matr ix  Ek is defined by Ek  = BkAk  -- AkBk  for A lgor i thms ALG-NEW_C and ALG-I_C, 
and Ek  = BkDk -- AkBk  for A lgor i thms ALG-V I_C  and ALG-V2_C.  
We introduce the following notations: iter number of i terations; res = max j  lu] - ujl , and 
err = max j  lu~ - uj I / luj  h where uj are the exact eigenvalues and uj* are the computed  eigenvalues 
by corresponding algorithms. 
EXAMPLE 1. Consider the matr ix  H with blocks A = .~ + I and B =/~ + I where 
2~ (r - 1) (s - 1) 
= (ars), ars =cos 
n 
/~= br~ , brs=cos 
n 
r , s= 1,2 , . . . ,n .  
If n = 4j  + 1, then the exact eigenvalues of H are 1 ÷ v/ -n± i with mult ip l ic i ty  j + 1, 1 - v/-n =t= i 
with mult ip l ic i ty j ,  1 ± (1 ÷ v/-~)i wi th  mult ip l ic i ty j ,  and 1 ± (1 - v~) i  wi th mult ip l ic i ty j .  
Method 
Stop. Criterion (16) 
ALG-NEW 
ALG-NEW_M 
ALG-NEW_C 
Stop. Criterion (17) 
ALG-NEW 
ALC-NEW_M 
ALG-NEW_C 
Table 3. Results for Example 1, tol = le - 7. 
I iter I res err 
n = 9, IIAIIF ~. 7.75 
64 
64 
124 
2.25e -- 14 5.71e -- 15 
2.25e - 14 5.71e - 15 
1.12e - 14 4.44e- 15 
7.66e- 15 2.76e- 15 
7.66e- 15 2.76e- 15 
1.12e- 14 4.44e- 15 
iter I res err 
n = 25, IIAIIF ~ 18.97 
561 
561 
2461 
1.78e- 12 
1.78e -- 12 
3.83e -- 14 
4.32e -- 13 
4.32e -- 13 
7.22e- 15 
69 
69 
124 
569 
569 
2461 
5.37e- 13 1.30e - 13 
5.37e- 13 1.30e - 13 
3.83e- 14 7.22e- 15 
Results from exper iments axe given in Table 3. The matr ix  H from Example  1 has eigenvalues 
with mult ip le real and imaginary parts. Then  Algor i thms ALG-I_C, ALG-V I_C ,  and ALG-V2_C 
cannot be appl ied for comput ing eigenvalues of H .  A lgor i thm ALG-LC  computes  only real parts 
of eigenvalues for 114 i terat ions for n -- 9 and 2910 i terat ions for n -- 25. A lgor i thm ALG-V I_C  
executes 228 i terat ions for n = 9 and 4436 i terat ions for n = 25 and the real parts of eigenvalues 
are computed,  only. A lgor i thm ALG-V2_C needs 130 and 2178 i terat ions for a = 9 and n -- 25, 
respectively, and the imaginary parts of eigenvalues axe computed  only. 
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The blocks A and B of H commute, i.e., AB = BA and then H is a normal matrix. The 
considered algorithms do not execute hyperbolic transformation to decreasing the Frobenius 
norm of/-irk. In this case, Algorithms ALG-NEW and ALG-NEWAVI make an equal number of 
iterations. 
We consider the next example where the matrix H has blocks A and B which do not commute. 
We use a similarity transformation on the matrix H from Example 1 to obtain the matrix H for 
Example 2. 
EXAMPLE 2. H = U-lY-IU, where / t  is the matrix H of Example 1 (n = 4j + 1) and 
U= -W 
I Wrs=sh,  r+s=n+l ,  rCs ,  V=diag[ch I2 j ,1 , - ch I2 j ] ,  
with W = [ w~s 0, otherwise, sh = --~--, ch - 3 
Table 4. Results for Example 2, n = 9, HA[IF ~ 12.48, IIBA - ABHF ,.~ 88.94. 
Method 
Stop. Criterion (16) 
ALG-NEW 
ALG-NEW_M 
ALG-NEW_C 
Stop. Criterion (17) 
ALG-NEW 
ALG-NEW_M 
ALG-NEW_C 
iter 
204 
361 
628 
res err 
tol = le -- 7 
1.86e -- 13 5.09e -- 14 
1.63e -- 06 7.01e -- 07 
1.86e -- 13 4.52e -- 14 
3.42e -- 14 1.53e - 14 
6.04e -- 08 1.71e - 08 
2.19e -- 14 6.01e -- 15 
. iter 
254 
417 
669 
res err 
to l= le  - -  10  
1.55e - 14 3.77e - 15 
8.62e - 11 3.85e - 11 
2.19e - 14 6.01e - 15 
212 
372 
669 
261 1.55e - 14 
426 8.77e - 11 
669 2.19e - 14 
3.77e- 15 
3.92e - 11 
6.01e- 15 
The results from experiments, which are given in Table 4, show that the number of iterations 
for computing the eigenvalues of H is more than the number of iterations in the first example. 
The algorithms use the hyperbolic transformation for converting Hk into a normal matrix. 
EXAMPLE 3. Consider the matrix H with blocks /Z1 2 1 A= ".. ".. .. , B= 
1 2 
1 
/211 
1 2 1 --. 
112 
Assume ),j = 1 ÷ cos (j - 1)Tr/n, j = 1, 2 . . . ,  n, where n is a dimension of blocks A and B. Then 
the accurate igenvalues of H are 2)u =k (n + 1)±, 2Aj =k i, j = 2, 3 , . . . ,  n. 
In Table 5 the results for Example 3 are listed. The matrix H is normal. The real parts 
of eigenvalues have multiplicity 2. In this example, all algorithms can be applied for computing 
eigenvalues except Algorithm ALG-V2_C because imaginary parts of eigenvalues have multiplicity 
bigger than 2. Algorithms ALG-I_C and ALG-VI_C have the same computational work which 
depends on a number of iterations and a number of multiplications per iteration. Algorithm 
ALG-NEW_C executed a smaller number of iterations and computational work than Algorithm 
ALG-VI_C. 
There is the biggest difference between the algorithms considered above for matrices H in 
which AB ~ BA.  Consider the next example. 
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Method 
Stop. Criterion (16) 
ALG-I_C 
ALG-VI_C (18) 
ALG-NEW_M 
ALG-NEW_C 
Stop. Criterion (17) 
ALG-I_C 
ALG-VI_C (19) 
ALC-NEW_M 
ALG-NEW_C 
Table 5. Results for Example 3, tol --- le - 7. 
iter I res err iter I 
n - -9  
183 3.61e - 14 1.26e - 14 2026 
369 3 .91e-  14 1 .30e-  14 4053 
104 2.72e - 13 5 .77e-  14 950 
182 3 .64e-  14 1 .25e-  14 2025 
207 1 .91e-  14 1 .77e-  15 2026 
418 1 .83e-  14 1.70e - 15 4053 
104 2 .72e-  13 5 .77e-  14 950 
206 1 .88e-  14 1.74e - 15 2025 
res err 
n=25 
1.25e- 13 5.93e-  15 
1.36e- 13 6.00e-  15 
1.45e- 14 4.64e-  15 
1.46e- 13 5.57e - 15 
1.25e - 13 5.93e - 15 
1 .36e-  13 6 .00e-  15 
1 .45e-  14 4 .64e-  15 
1.46e - 13 5.57e - 15 
Method 
ALG-I_C 
ALG-V I_C  (18)/(19) 
ALG-NEW_C 
ALG-NEW_M 
ALC-NEW 
Table 6. Results for Example 4, n = 9, tol = le - 7. 
I res err iter iter 
Stop. Criterion (16) 
1041 11 1046 
7929 14 8105 
798 11 803 
546 12 553 
312 13 314 
3.70e - 10 9.24e -
2 .05e-  14 5 .59e-  
3 .70e-  10 9 .24e-  
1.54e - 11 4 .20e-  
3 .02e-  13 2 .13e-  
res err 
Stop. Criterion (17) 
9.43e-  14 8 .76e-  15 
2 .05e-  13 5 .59e-  14 
7 .59e-  14 7.76e - 15 
1 .54e-  11 4 .20e-  15 
1 .41e-  13 4.40e - 14 
EXAMPLE 4. H = U-I_fi-IU, where/~ is the matrix H 
Our algorithm ALG-NEW needs the least number 
accuracy, as shown in Table 6. Algorithm ALG-VI_C 
achieves the most accuracy. 
of Example  3 and  U is f rom Example  2. 
of iterations and  achieves the necessary  
needs  the most  number  of iterations and  
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