INTRODUCTION
The Internet has become an omnipresent part of everyday life of people around the world. Web response time is one of the key attributes for attracting a large user base as the web pages are served from remote location. According to various studies, Yahoo! witnessed a 5-9% drop in web traffic when web page response time was slower by 400ms, Amazon witnessed 1% fewer sales for every 100ms increase in response time (including content-heavy pages), Google witnessed 20% fewer searches when response time was increased by 500ms [2] , Facebook witnessed 3% drop in traffic when pages were 500ms slower and 6% traffic drop when pages were 1000ms slower [3] .
Response time of a web page predominantly depends on the number of HTTP objects, size of the objects, and the underlying throughput [4] . In order to be successful, web pages must strike the optimum balance between the content served and perceived end user response time.
Problem
For companies whose business is based largely (if not entirely) on internationally accessible web-based content --like Yahoo! --it is imperative to deliver the right content in a timely manner. It is critical that the new web sites be designed from the start with end-user response time in mind; Slow or unresponsive web sites are likely to quickly lose potential customers out of frustration. Additionally, addressing performance issues caused by poor page design after a site has been launched can be costly.
In order to build a faster performing, internationally aware web site, designers and developers need a model that can predict end user response time for a particular country during web page design and development phase.
Existing Approaches
The performance of Internet applications has been the topic of many scholarly research papers as well as industrial research. There have been various researches in the area of network performance modeling [6, 7, 8] , web server performance [9, 10, 11, 12] and web page response time modeling [13, 14, 15, 16] . While network performance model was more focused on TCP/IP modeling, web server performance modeling were based on probability and queuing theory more focused on response time of the server. Web page response time model focused on overall web page response time but each of these had limitations due to which it cannot be used for real life modeling Thiam Kian Chew did a Ph.D. thesis on Web Page Performance Analysis (2009) [13] where he studied and modeled a web page response time. However, Thiam Kian Chew's research ignores the effect of network latency & bandwidth, as can be inferred from this line in his thesis: "Effects of Web server hardware and network related bandwidth, on Web page response time are not included as main parameters in the models." Based on other research work done in this area, it has been observed that more than 60% of the time is being spent on network for downloading HTTP components [4] . Since Thaim's research doesn't consider the network related characteristics in the model, it cannot be used in real time scenarios.
David P. Olshefski came up with a model called Certes [14, 15] that provides server-side measure of mean client perceived response time that includes the impact of failed TCP connection attempts on Web server performance. But, certes model has ignored the effect of DNS lookups, rendering and the usage of Content Delivery Networks (CDN) [18] . Certes model needs measurement at server side which is not practically possible on CDN servers as CDN servers could belong to 3 rd party service providers like Akamai. Since modern day web pages predominantly use CDNs, this model too cannot be used in real time scenarios.
Since there is no model available that can be used in real time, there was a need to do research in this field and build a predictive model based on web page complexity and network characteristics.
Our Approach
In this paper, we develop a new approach that considers web page characteristics, network characteristics, browser download and rendering characteristics for predicting the web page response time.
We obtain network characteristics for a particular country from Gomez[1] last mile data. Gomez is a 3 rd party company, which measures web response time of an application on last mile of a particular country. We analyze more than half a million HTTP components response time to get the network related information.
For modeling browser characteristics, we use the vast expertise of our exceptional performance team's research [19] on web browser and perform various browser experiments.
Then, we use statistical techniques like curve fitting methodology to derive equations from the vast data obtained from various network and browser experiments.
Key Challenges
Our model faces two critical challenges. First, there are too many variants on network and there hasn't been any proven way to get network characteristics of a country. Second, modern day web browsers are getting optimized for web page performance in every release. They can download multiple HTTP components in parallel to optimize the I/O wait time. However, there is no way to measure/obtain the parallel download efficiency from Gomez or through any other tools.
Our Contributions
In this paper, we come up with a novel approach that overcomes the challenges mentioned above. 1) For modeling the network related parameters, we choose to use descriptive modeling techniques as opposed to constructive modeling techniques. Descriptive and Constructive modeling techniques are different modeling techniques that can be used to build models. If a model is derived from a set of measured data that summarizes the dataset by some statistical parameters, it is called a descriptive model. If a model is a description of a process or system elements that could have ideally produced the dataset to be examined, then it is called a constructive model [17] . We consider Network elements, Brower elements as a black box and use statistical techniques to build models.
We obtain network characteristics for a particular country from Gomez last mile data.
2) For browser characteristics, we use the vast expertise of our exceptional performance team's research to come up with a model for browser parallel download. We then use experiments to validate the accuracy of browser parallel download efficiency model
What this model doesn't cover
As much as we understand what this model is all about, we need to also understand its limitations.
 This model doesn't cover the server processing time. Modeling backend itself is a separate process and it depends on the underlying technical and deployment Architecture. Yahoo! web server performance is very much optimized and it takes less than 10% of the overall response time. Hence, based on the observation of multiple Y! web server processing time, we assume server processing time to be 200ms..
 Model assumes base page to be served from Y! colo and static resources to be served from CDN. If this changes, then properties with similar deployment architecture need to be measured and modeled.
Organization of this paper
In the next section, we provide details on the components of web page response time and a mathematical equation for computing the response time. Section 4 explains modeling of various parameters involved. Section 5 provides the experimental result for Indonesia and US markets. Section 6 and 7 discuss the future work and our conclusion.
COMPONENTS OF A WEB PAGE RESPONSE TIME
At a high level, the perceived response time of a web page can be described as the time taken by the server for processing (T sr ), time taken for server-to-client transmission (T t ) and time taken by the browser for rendering (T r )
T rt = T r + T sr + T t T t can be further represented as time taken for DNS Lookup (T dns ), time taken for TCP/IP connection (T c ), time taken for first byte (T fbt ) and time taken for content download (T cd ) .
T t = T dns + T c + T fb + T cd
Since a web page is comprised of multiple HTTP objects, the transmission time can be further represented as:
Where n is the number of HTTP objects, T fbi is the first byte time of i-th HTTP object and T cdi is the content download time of i-th HTTP object.
However, there are many additional factors such as the prevalence of content delivery networks (CDN), and parallel download capabilities of modern web browsers, which influence the transmission of HTTP objects. As such, a comprehensive web page performance model must include more than a simple summation of object transmission times.
Effect of Content Delivery Network
Modern day web architecture generally employs the use of CDNs; Only the base HTML is generated by the server, while static resources are served from CDNs, which are typically closer to the end user. Due to this factor, the time taken for base page needs to be computed separately as it involves server processing time and network latency that differs from that of the static components served by the CDN. Hence transmission time can be represented as sum of transmission time for base page (T bp ) , transmission time taken for any additional static components (T sc ) T t = T bp + + Σ 
Effect of Browser Parallel Download
Modern web browsers are capable of downloading web objects in parallel, masking I/O wait time and effectively reducing perceived response time.
However, not all components can be downloaded in parallel.
Browsers must comply with a few rules [5, 19] regarding parallel downloads:
1. When downloading a page, the browser cannot download static resources described by the page's HTML until the HTML has been fullydownloaded and parsed, revealing the address of the related static resources.
2. When a browser encounters a javascript function, it doesn't do parallel download as it cannot determine whether any execution of JS is needed for further processing.
3. When one of the last few components is 25+KB more than the other components, then there won't be any effect of parallel download for this component, as the content of this component will be still getting downloaded while other components would have finished downloading.
Based on these rules, the transmission time can be represented as:
Where T dnssc is the time taken for DNS lookup for a particular domain, m is the number of unique domains available in the web page. T csci is the TCP/IP connect time for i-th element, n is the number of parallel connections.
T jsk is the transmission time for java script component for the k-th element, o is the number of JS components. T otl is the transmission time for the l-th element of static resource other than JS, p is the total number of static resource other than JS. BPE is Browser Parallel Efficiency.
T js can be further represented as T jsfb + T jscd. where T jsfb is the first byte time taken for js and T jscd is the content download time for java script:
T js = T jsfb + T jscd T ot can be further represented as T otfb + T otcd, where T otfb is the first byte time taken for static resources excluding Javascript and T otcd is the content download time for static resources excluding Javascript:
T ot = T otfb + T otcd Updated transmission time
Based on this equation, following tables (Table 1  and Table 2 ) provides variables that need to be modeled for web page response time. 
MODELING WEB PAGE RESPONSE TIME
This section explains the experimental setup and approach taken for modeling the parameters involved in web page response time.
Experimental Setup
We devised multiple approaches to get predictable values for each of the parameters that needed to be modeled. Following approaches were used to conduct the research • Average server processing time (SP) of Y! properties were measured through Argus.
• The difference between First Byte time and Server processing time provides the perceived network latency for that property. Base Page First Byte Time for a country can be derived from taking the mean of all the properties:
Following table provides the computed base page first byte time: Modern day web browsers download multiple HTTP components in parallel to improve the overall response time of a page. Let us illustrate this with an example:
Following figure represents the waterfall chart of 4 HTTP components being downloaded 1 at a time. Total response time for all 4 components to be downloaded is 4 seconds. 
Test Setup details
Network Bandwidth(kbps) 1319
First Byte Time (ms) 82.59 For, IN OMG, we derived browser parallel efficiency as 2 through our equation and this was validated with the best response time got from the experiment 
By Equation

EXPERIMENTAL RESULTS
For validating the results, an emerging market and a developed market were chosen to ensure that the model could work in different conditions.
Following tables provide comparison of response time obtained from model with Gomez Last Mile test Indonesia: For more details on the application of model, sample worksheet for ID OMG has been given as part of Appendix 1
FUTURE WORK
 Model can be made more accurate by collecting more Last Mile data and further tuning the equations.  Currently rendering model is based on Firefox.
Rendering model of IE and Chrome can be derived so that complexity of rendering can include the % of browser market share.  Further research can be done to identify and adopt any other industry research to improve the model's process and improve the efficiency.
CONCLUSION
Performance of an application is essential to attract a large user base. Having a predictive model for end user response time aids in building high performing web sites right the first time. Due to varied complexity, there has never been a model to predict end user response time. This paper has provided a way to model the end user response time and experimentally proved that it can predict response time comparable to that of actual value obtained through Gomez.
