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Abstract
Let Γ be a graph and Pk a Markov chain. Assume that Γ satisfies the doubling measure property and
the kernel pk of Pk verifies pointwise estimates, for example pointwise sub-Gaussian estimates. We prove
of the Lp-boundedness of the Riesz transform ∇∆− 12 for any p ∈ (1, 2), and so extend the main result of
[CD99] and [Rus00] to spaces with fractal structures (Sierpinski gaskets, ...).
The Lp-boundedness of ∇∆− 12 is deduced from the H1(Γ)-H1(TΓ) boundedness of the Riesz transform,
where H1(Γ) and H1(TΓ) stand respectively for an Hardy space of functions and for an Hardy space of
1-forms. The interpolation between our space H1(Γ) and L2(Γ) provides Lp(Γ), and is therefore bigger
than the Hardy space defined via Gaffney estimates ([AMR08], [Fen]).
The same results holds on Riemannian manifolds and an alternative proof can be Lp-boundedness of
the Riesz transform can be found in [CCFR15].
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We use the following notations. A(x) . B(x) means that there exists C independent of x such that
A(x) ≤ C B(x) for all x, while A(x) ≃ B(x) means that A(x) . B(x) and B(x) . A(x). The parameters from
which the constant is independent will be either obvious from context or recalled.
Furthermore, if E, F are Banach spaces, E ⊂ F means that E is continuously included in F. In the same way,
E = F means that the norms are equivalent.
1 Introduction and statement of the results
1.1 Introduction
Let d ∈ N∗. In the Euclidean case Rd, the Riesz transforms are the linear operators ∂ j(−∆)− 12 . A remarkable
property of the Riesz transforms is that they are Lp bounded for all p ∈ (1,+∞) (see [Ste70a, Chapter 2,
Theorem 1]), which implies the equivalence
‖∇ f ‖Lp :=
d∑
j=1
‖∂ j f ‖Lp ≃ ‖(−∆)1/2 f ‖Lp (1.1)
for any p ∈ (1,+∞). It allows us, when p ∈ (1,+∞), to characterize W1,p(Rd) as the spaces of functions
f ∈ Lp(Rd) satisfying (−∆)1/2 f ∈ Lp(Rd) and to extend the Sobolev spaces W s,p(Rd) to the case where s is
not an integer.
The Lp boundedness of Riesz transforms has been extended to other settings. Let M be a complete
Riemannian manifold, with ∇ the Riemannian gradient and ∆ the Beltrami Laplace operator. Assume M
is doubling. Under pointwise Gaussian upper estimate of the heat kernel ht, the Riesz transform ∇∆− 12
is bounded on Lp(M) for all p ∈ (1, 2] (see [CD99]). When p > 2, the Lp boundedness of the Riesz
transform holds under much stronger condition, expressed in term of Poincaré inequalities on balls and of the
domination of the gradient of the semigroup in Lq for some q > p (with L2 Poincaré inequality, see [CD03];
with Lq Poincaré inequality, see [BCF14]). Similar results were established in the case of graphs (see [Rus00]
when p < 2, see [BR09] when p > 2).
We are interested now by the limit case p = 1. It appears that the Hardy space H1 is the proper substitute
of L1 when Riesz transforms are involved. In the Euclidean case, H1(Rd) can be defined as the space of
functions f ∈ L1(Rd) such that ∂ j(−∆)− 12 f ∈ L1(Rd) for all j ∈ [[1, d]] (see [FS72]). Moreover, the Riesz
transforms ∂ j(−∆)− 12 , that are bounded from H1(Rd) to L1(Rd), are actually bounded on H1(Rd).
This last result, namely the H1 boundedness of the Riesz transform, has been extended to complete Rie-
mannian manifolds in [AMR08] - completed in [AMM15] - and on graphs in [Fen], under the only assumption
that the space is doubling. In order to do this, the authors introduced some Hardy spaces of functions and of
forms defined by using the Laplacian. In [AMR08], when M is a (complete doubling) Riemannian manifold,
the authors deduced then a Hp(M) boundedness of the Riesz transform for p ∈ (1, 2), where the spaces Hp
are defined by means of quadratic functionals. Under pointwise Gaussian upper estimates Hp(M) = Lp(M)
and thus they recover Lp(M) boundedness of the Riesz transform obtained in [CD99].
Our goal in this paper is different to the one in [AMR08] and [Fen]. If we have some appropriate pointwise
estimates on the Markov kernel - such as sub-Gaussian estimates - we build Hardy spaces of functions H1(Γ)
and of 1-forms H1(TΓ) such that:
• The Riesz transform is bounded from H1(Γ) to H1(TΓ),
• Any linear operator bounded from H1(Γ) to L1(Γ) and on L2(Γ) is also bounded on Lp(Γ) for any
p ∈ (1, 2).
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In particular, the Hardy spaces defined here are bigger (or equal) than the ones in [Fen], and the Lp(Γ)
boundedness of the Riesz transform will be obtained for a class of graphs strictly larger than the ones in
[Rus00, Fen]. All our results can be adapted to the case of Riemannian manifolds. We discuss the main
differences between the two cases in Appendix B.
Even if our goal differs from [AMR08], the proofs of this article follow and extend the methods introduced
in [AMR08] and [HM09], which consist to build Hardy spaces using only Gaffney-type estimates. These
methods have been adapted to Hardy spaces on general measured spaces in [HLM+11] and on graphs in
[Fen]. Moreover, on a manifold M and under sub-Gaussian estimates of the heat kernel, a Hardy space
H1(M) of functions has been built in [KU15], [Che14]. The Hardy space H1(Γ) in the present paper is the
counterpart of this space H1(M) on graphs.
Note that a more direct proof of the Lp boundedness of the Riesz transform under sub-Gaussian estimates
for p ∈ (1, 2) can be now found in [CCFR15]. To do it, the authors proved the weak L1-boundedness of
the Riesz transform by using an idea of the present paper, that is a new use of the relation of Stein [Ste70b,
Lemma 2, p.49]. Contrary to the present paper, the article [CCFR15] is primarily written in the case of
Riemannian manifolds.
1.2 Main result
Let consider a infinite connected graph with measure m. We write x ∼ y if the two vertices x and y are
neighbors. A finite sequence of vertices x0, . . . , xn is a path (of length n) if xi−1 ∼ xi for any i ∈ [[1, n]]. The
canonical distance δ(x, y) is defined as the length of the shortest path linking x to y. We denote by Bδ(x, r) the
open ball of center x and of radius r and by Vδ(x, r) the quantity m(Bδ(x, r)).
Let Pk be a Markov chain - or discrete semigroup - on Γ and let pk(x, y) the kernel ofPk. We define a
positive Laplacian by ∆ := I − P, a length of the gradient by ∇, the "tangent bundle" of Γ by TΓ and the
"external differentiation" by d. Complete definitions and properties are given in Section 2.1.
We have from the definition and spectral theory, for all f ∈ L2(Γ),
‖d f ‖2L2(TΓ) = ‖∇ f ‖
2
L2(Γ) = (∆ f , f ) =
∥∥∥∆1/2 f ∥∥∥2L2(Γ) .
One says that the Riesz transform ∇∆−1/2 is Lp bounded on M if
‖∇ f ‖p .
∥∥∥∆1/2 f ∥∥∥p , ∀ f ∈ C∞0 (M). (Rp)
The first condition we need on the graph is the following one
Definition 1.1. There exists ǫ := ǫLB such that, for any x ∈ Γ,
(P1lx)(x) > ǫ. (LB)
The condition (LB) mean that the probability to stay on one point is uniformly bounded from below. It
implies in particular the following estimate on Pk:
‖∆Pk f ‖L2 ≤ C
1
k ‖ f ‖L2 . (1.2)
Note that a discrete semigroup Pk satisfying (1.2) is said analytic (see [CSC90]). The converse implication
(1.2) to (LB) doesn’t hold. But, under a doubling volume property, (1.2) forces an odd power of P to satisfy
(LB) (see [Fen15c]).
Our article aims to extend the following statement for the Riesz transform on graphs (see [Fen, Theorem
1.40 and Remark 1.41a], see [AMR08] for the counterpart on Riemannian manifolds, see also [CD99] and
[Rus00]).
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Theorem 1.2. Let Γ be a graph satisfying the volume doubling property
Vδ(x, 2r) . Vδ(x, r) ∀x ∈ M, ∀r ∈ N.. (D2)
Then, the Riesz transform d∆− 12 is bounded from H1
δ2
(Γ) to H1
δ2
(TΓ), where H1δ2(Γ) and H1δ2(TΓ) stand for some
complete spaces included in respectively L1(Γ) and L1(TΓ).
Assume moreover that the kernel pk of Pk satisfies the pointwise upper estimate
pk(x, y) . 1
Vδ(x,
√
k)
exp
(
−cδ
2(x, y)
k
)
, ∀x, y ∈ M, t > 0, (UE2)
for some c > 0. Then the Riesz transform ∇∆− 12 is bounded on Lp(Γ) for any p ∈ (1, 2).
Note that in particular, we didn’t know previously any case of graphs where the Lp boundedness of Riesz
transform holds for any p ∈ (1, 2) and where the pointwise Gaussian estimate (UE2) doesn’t hold.
We want to define some condition on kernel pk(x, y) weaker than the pointwise Gaussian estimates. Fix
β a function on M2, 1 ≤ β ≤ B < +∞. Define ρ(x, y) = δ(x, y)β(x,y) and Vρ(x, k) = m({y ∈ M, ρ(x, y) < k}).
Definition 1.3. We say that M satisfies (UEβ) if for any N ∈ N, there exists CN > 0 such that
pk−1(x, y) ≤ CNVρ(x, k)
(
1 +
ρ(x, y)
k
)−N
∀x, y ∈ M, k ≥ 1. (UEβ)
Check that the condition (UE2) implies (UEβ) when β ≡ 2. We let the reader see Appendix A to see
examples of graphs satisfying (UEβ) for various functions β and references on these pointwise (non necessary
Gaussian) estimates.
Remark that pk−1(x, y) can be replaced equivalently by pk(x, y) in (UEβ). Yet the shift in k allow us to give an
estimate of pn(x, y) for any n ≥ 0.
Definition 1.4. We say that M satisfies (Dβ) if
Vρ(x, 2r) . Vρ(x, r) ∀x ∈ M, ∀r > 0. (Dβ)
Note that when β is a constant function, then (Dβ) is equivalent to (D2). Note also that the assumption
(Dβ) yields
Proposition 1.5. Let Γ satisfying (Dβ). Then there exists d > 0 such that
Vρ(x, λr) . λdVρ(x, r) ∀x ∈ Γ, r > 0 and λ ≥ 1. (1.3)
Our main result is
Theorem 1.6. Let (Γ,m) be a connected graph and P a random walk on Γ. Assume that Γ satisfies (Dβ) and
(UEβ). Then there exists two complete spaces H1(Γ) ⊂ L1(Γ) and H1(TΓ) ⊂ L1(TΓ) such that:
1. The Riesz transform d∆− 12 is an homomorphism between H1(Γ) and H1(TΓ).
2. Every linear operator bounded from H1(Γ) to L1(Γ) and bounded on L2(Γ) is bounded on Lp(Γ) for any
p ∈ (1, 2).
As a consequence, the Riesz transform ∇∆− 12 is bounded on Lp(M) for any p ∈ (1, 2).
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Remark 1.7. Actually, the point (2) of the above Theorem can be extended to linearizable operators. The
linearizable operators are a subclass of the sublinear operator containing the quadratic functionals and the
maximal operators, see [BZ08, Definition 5.2].
The plan of the paper is as follows. Section 2 introduce the discrete setting and the main notations.
Moreover, we introduced the tools used in the paper, such as the decomposition in atoms in tents spaces or
the interpolation with Hardy spaces. Section 3 provides the estimates needed in the sequel of the article. In
particular, we give some crucial off-diagonal estimates on the gradient of the Markov chain Pk, by using a
relation of Stein ([Ste70b, Chapter 2, Lemma 2]) and it adaptation to the discrete case ([Dun08], [Fen15b,
Section 4]). In Section 4, we give some equivalent definitions of the Hardy spaces of functions and of 1-
forms. In Section 5, we prove the Theorem 1.6. More exactly, we will check that the Hardy spaces previously
constructed in Section 4 satisfies the assumption of Theorem 1.6. In Appendix A, you will find examples
of manifolds satisfying (UEβ) for various functions β. We prove in this section that there exists a graph
that satisfies (UEβ) for some non constant β and that doesn’t satisfy (UEβ) for any β ≡ m constant. At last,
Appendix B is devoted to the statement of the counterpart results in the case of Riemannian manifolds. We
discuss there few differences with the discrete case.
2 Notations and tools
2.1 The discrete setting
Let Γ be an infinite set and µxy = µyx ≥ 0 a symmetric weight on Γ×Γ. The couple (Γ, µ) induces a (weighted
unoriented) graph structure if we define the set of edges by
E = {(x, y) ∈ Γ × Γ, µxy > 0}.
We call then x and y neighbors (or x ∼ y) if and only if (x, y) ∈ E.
We will assume that the graph is locally uniformly finite, that is there exists M0 ∈ N such that for all x ∈ Γ,
#{y ∈ Γ, y ∼ x} ≤ M0. (2.1)
In other words, the number of neighbors of a vertex is uniformly bounded. Note that a graph that satisfies
(D2) or (Dβ) is necessary locally uniformly locally finite
We define the weight m(x) of a vertex x ∈ Γ by m(x) = ∑x∼y µxy. More generally, the volume (or measure) of
a subset E ⊂ Γ is defined as m(E) := ∑x∈E m(x).
We define now the Lp(Γ) spaces. For all 1 ≤ p < +∞, we say that a function f on Γ belongs to Lp(Γ,m) (or
Lp(Γ)) if
‖ f ‖p :=

∑
x∈Γ
| f (x)|pm(x)

1
p
< +∞,
while L∞(Γ) is the space of functions satisfying
‖ f ‖∞ := sup
x∈Γ
| f (x)| < +∞.
Let us define for all x, y ∈ Γ the discrete-time reversible Markov kernel p associated with the measure m by
p(x, y) = µxy
m(x)m(y) . The discrete kernel pk(x, y) is then defined recursively for all k ≥ 0 by
 p0(x, y) =
δ(x,y)
m(y)
pk+1(x, y) = ∑z∈Γ p(x, z)pk(z, y)m(z). (2.2)
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Notice that for all k ≥ 1, we have
‖pk(x, .)‖L1(Γ) =
∑
y∈Γ
pk(x, y)m(y) =
∑
d(x,y)≤l
pk(x, y)m(y) = 1 ∀x ∈ Γ, (2.3)
and that the kernel is symmetric:
pk(x, y) = pk(y, x) ∀x, y ∈ Γ. (2.4)
For all functions f on Γ, we define P as the operator with kernel p, i.e.
P f (x) =
∑
y∈Γ
p(x, y) f (y)m(y) ∀x ∈ Γ. (2.5)
Note that in this case, the assumption (LB) becomes
p(x, x)m(x) > ǫLB ∀x ∈ Γ (LB)
Check also that Pk is the operator with kernel pk.
Since p(x, y) ≥ 0 and (2.3) holds, one has, for all p ∈ [1,+∞] ,
‖P‖p→p ≤ 1. (2.6)
Remark 2.1. Let 1 ≤ p < +∞. Since, for all k ≥ 0,
∥∥∥Pk∥∥∥p→p ≤ 1, the operators (I − P)β and (I + P)β are
Lp-bounded for all β ≥ 0 (see [CSC90]).
We define a nonnegative Laplacian on Γ by ∆ = I − P. One has then
〈∆ f , f 〉L2(Γ) =
∑
x,y∈Γ
p(x, y)( f (x) − f (y)) f (x)m(x)m(y)
=
1
2
∑
x,y∈Γ
p(x, y)| f (x) − f (y)|2m(x)m(y),
(2.7)
where we use (2.3) for the first equality and (2.4) for the second one. The last calculus proves that the
following operator
∇ f (x) =
12
∑
y∈Γ
p(x, y)| f (y) − f (x)|2m(y)

1
2
,
called “length of the gradient” (and the definition of which is taken from [CG98]), satisfies
‖∇ f ‖2L2(Γ) =< ∆ f , f >L2(Γ)= ‖∆
1
2 f ‖2L2(Γ). (2.8)
We recall now definitions of 1-forms on graphs and their first properties (based on [Fen]). We define, for all
x ∈ Γ, the set Tx = {(x, y) ∈ Γ2, y ∼ x} and for all set E ⊂ Γ,
TE =
⋃
x∈E
Tx = {(x, y) ∈ E × Γ, y ∼ x}.
Definition 2.2. If x ∈ Γ, we define, for all functions Fx defined on Tx the norm
|Fx |Tx =
12
∑
y∼x
p(x, y)m(y)|Fx(x, y)|2

1
2
.
Moreover, a function F : TΓ → R belongs to Lp(TΓ) if
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(i) F is antisymmetric, that is F(x, y) = −F(y, x) for all x ∼ y,
(ii) ‖F‖Lp(TΓ) :=
∥∥∥x 7→ |F(x, .)|Tx∥∥∥Lp(Γ) < +∞.
The Hilbert space L2(TΓ) is outfitted with the inner product 〈·, ·〉 defined as
〈F,G〉 = 1
2
∑
x,y∈Γ
p(x, y)F(x, y)G(x, y)m(x)m(y).
Definition 2.3. Let f a function on Γ and F an antisymmetric function on TΓ. Define the operators d and d∗
by
d f (x, y) := f (x) − f (y) ∀(x, y) ∈ TΓ
and
d∗F(x) :=
∑
y∼x
p(x, y)F(x, y)m(y) ∀x ∈ Γ.
Remark 2.4. It is plain to see that d∗d = ∆ and |d f (x, .)|Tx = ∇ f (x).
As the notation d∗ suggests, d∗ is the adjoint of d, that is for all f ∈ L2(Γ) and G ∈ L2(TΓ),
〈d f ,G〉L2(TΓ) =
〈 f , d∗G〉L2(Γ) . (2.9)
The proof of this fact can be found in [BR09, Section 8.1].
We introduce a subspace of L2(TΓ), called H2(TΓ), defined as the closure in L2(TΓ) of
E2(TΓ) := {F ∈ L2(TΓ), ∃ f ∈ L2(Γ) : F = d f }.
Notice that d∆−1d∗ = IdE2(TΓ) (see [Fen]). The functional d∆−1d∗ can be extended to a bounded operator on
H2(TΓ) and
d∆−1d∗ = IdH2(TΓ). (2.10)
Let us recall Proposition 1.32 in [Fen] .
Proposition 2.5. For all p ∈ [1,+∞], the operator d∗ is bounded from Lp(TΓ) to Lp(Γ).
The operator d∆− 12 is an isometry from L2(Γ) to H2(TΓ), and the operator ∆− 12 d∗ is an isometry from H2(TΓ)
to L2(Γ).
2.2 Metric
As said in the introduction, the distance δ(x, y) is defined as the length of the shortest path linking x to y. In
our computations, we will suppose that there exists a function β (bounded from below by 1 and from above
by B) such that (Dβ) and (UEβ) holds on Γ. Fix ρ := δβ. Check that we have
ρ(x, z) ≤ 2B−1 [ρ(x, y) + ρ(y, z)] , (2.11)
that is ρ is a quasidistance on Γ.
The metric used in the sequel will be the one of ρ := δβ. More precisely, when k ∈ N∗ and x ∈ Γ, the
balls B(x, k) denote the sets {y ∈ Γ, ρ(x, y) < k}, the notation V(x, k) is used for m(B(x, k)). Besides, the set
C0(x, k) denotes B(x, 2B+1) and when j ≥ 1, the sets C j(x, k) denote the annuli B(x, 2B+ j+1k) \ B(x, 2B+ jk).
The important point is to remark that
ρ(B(x, k),C j(x, k)) ≥ 2 jk.
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Indeed, for any y ∈ B(x, k) and z ∈ C j(x, k), we have
2B+ jk ≤ ρ(x, z) ≤ 2B−1 [ρ(x, y) + ρ(y, z)] ≤ 2B−1k + 2B−1ρ(y, z)
and thus
ρ(y, z) ≥ 2
B+ j − 2B−1
2B−1
k ≥ 2 jk.
2.3 Pointwise and Gaffney estimates for pk(x, y).
Proposition 2.6. Let (Γ, µ) satisfying (LB), (UEβ) and (Dβ). Then for all j ∈ N and all N ∈ N, there exists
C j,N such that
|D(1) j pk−1(x, y)| ≤
C j,N
k jV(x, k)
(
1 + ρ(x, y)k
)−N
,
where D(1) stands for the operator on sequences:
D(1)pk−1 = pk − pk−1.
Proof. The proof of this result can be done with the same method as [Dun06, Theorem 1.1] (see also [Fen15b,
Theorem A.1]). 
We can deduce the following L1-L2 Gaffney estimates.
Corollary 2.7. Let (Γ, µ) satisfying (LB), (UEβ) and (Dβ). Let j ∈ N and N ∈ N.
If the sets E, F ⊂ Γ, x0 ∈ Γ and k ∈ N satisfies one of the following condition
1. sup{ρ(x0, y), y ∈ F} ≤ 2Bρ(E, F),
2. sup{ρ(x0, x), x ∈ E} ≤ 2Bρ(E, F),
3. sup{ρ(x0, y), y ∈ F} ≤ k,
4. sup{ρ(x0, x), x ∈ E} ≤ k,
then for any f ∈ L1(Γ),
‖(k∆) jPk−1[ f 1lF]‖L2(E) ≤
C j,N
k jV(x0, k)
(
1 + ρ(E, F)k
)−N
‖ f ‖L1 ,
where the constant C j,N depends only on j, N and Γ.
Proof. The proof of this result is similar to the one of [Fen15b, Theorem A.3]. 
2.4 Tent spaces
In all this section, (Γ, µ) is a weighted graph outfitted with a quasidistance ρ = δβ satisfying (Dβ).
We state in this section the atomic decomposition the Tent space T 1(Γ). The tents spaces and their atomic
decomposition were introduced in the case Euclidean by Coifman, Meyer and Stein in [CMS85]. However the
methods used in [CMS85] are not specific to Rd and the definition of Tent spaces - as well as their properties
- can be extended to spaces with the doubling volume property. The case of Riemannian manifolds has been
done by Russ in [Rus07]. Some definitions and results in the case of graphs (endowed with a quasidistance)
are given here, but the proofs - similar to the ones of [CMS85] and [Rus07] - are avoided. They can be found
yet in [Fen15a, Section D.3].
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Definition 2.8. We introduce the following sets in Γ × N∗. If x ∈ Γ,
γ(x) = {(y, k) ∈ Γ × N∗, ρ(x, y) < k},
if F ⊂ Γ,
ˇF =
⋃
x∈F
γ(x)
and if O ⊂ Γ,
ˆO = {(y, k) ∈ Γ × N∗, ρ(y,Oc) ≥ k}.
We define the functionals A and C mapping functions on Γ × N∗ into functions on Γ by
A f (x) =

∑
(y,k)∈γ(x)
m(y)
kV(x, k) | f (y, k)|
2

1
2
and
C f (x) = sup
x∈B

1
V(B)
∑
(y,k)∈ ˆB
m(y)
k | f (y, k)|
2

1
2
.
For any p ∈ [1,+∞), the tent space T p(Γ) denotes the space of functions f on Γ × N∗ such that A f ∈ Lp(Γ).
Moreover, the tent space T∞(Γ) is the space of functions f on Γ × N∗ such that C f ∈ L∞(Γ). The tent space
T p(Γ) is equipped with the norm ‖ f ‖T p = ‖A f ‖Lp (or ‖ f ‖T∞ = ‖C f ‖L∞ when p = ∞).
Remark 2.9. One has the following equality of sets
ˇOc = ( ˆO)c.
Definition 2.10. A function A defined on Γ × N∗ is a T 1-atom if there exists a ball B such that
(i) A is supported in ˆB,
(ii) ∑(y,k)∈ ˆB m(y)k |A(y, k)|2 ≤ 1V(B) .
Lemma 2.11. There exists a constant C > 0 such that, for every T 1-atom A, one has
‖A‖T 1 ≤ C
and
‖A‖T 2 ≤
C
V(B) 12
Theorem 2.12. (i) The following inequality holds, whenever f ∈ T 1(Γ) and g ∈ T∞(Γ):
∑
(y,k)∈Γ×N∗
m(y)
k | f (y, k)g(y, k)| .
∑
y∈Γ
A f (x)C f (x).
(ii) The pairing
〈 f , g〉 =
∑
(y,k)∈Γ×N∗
m(y)
k | f (y, k)g(y, k)|
realizes T∞(Γ) as equivalent to the Banach space dual of T 1(Γ).
(iii) Every element f ∈ T 1(Γ) can be written as f = ∑ λ ja j where a j are T 1-atoms, λ j ∈ R and ∑ |λ j| .
‖ f ‖T 1 .
(iv) Moreover, if f ∈ T 1(Γ) ∩ T 2(Γ), the atomic decomposition can be chosen to be convergent in T 2(Γ).
10
2.5 Interpolation
Let us recall first a result on Lp boundedness of Calderòn-Zygmund operators (originally due to Blunck and
Kunstmann, see Theorem 1.1 in [BK03], see also Theorem 1.1 in [Aus07]).
Definition 2.13. A function f on Γ is in L1,∞(Γ) if
‖ f ‖L1,∞ := sup
λ>0
λm({x ∈ Γ, | f (x)| > λ}) < +∞.
Theorem 2.14. For any ball B, let AB be a linear operator in L2(Γ). Let T be a L2-bounded sublinear
operator such that for all balls B = B(x, k) and all functions f supported in B
1
V(x, 2 jk) 12
‖T (I − AB) f ‖L2(C j(x,k)) ≤ α j(B)
1
V(x, k)‖ f ‖L1(B)
for all j ≥ 1 and
1
V(x, 2 jk) 12
‖AB f ‖L2(C j(x,k)) ≤ α j(B)
1
V(x, k)‖ f ‖L1(B)
for all j ≥ 0.
If the coefficients α j(B) satisfy
sup
B=B(x,k) ball
∑
j≥0
V(x, 2 j+1k)
V(x, k) α j(B) < +∞
then there exists a constant C such that
‖T f ‖L1,∞ ≤ C‖ f ‖L1 ∀ f ∈ L2 ∩ L1.
So by interpolation, for all p ∈ (1, 2], there exists a constant C = Cp such that
‖T f ‖Lp ≤ Cp‖ f ‖Lp ∀ f ∈ L2 ∩ Lp.
Our second result deals with interpolation of Hardy spaces. We reformulate here some results of [BZ08]
in our context.
Definition 2.15. A function a ∈ L2(Γ) is called an atom if there exist x ∈ Γ and k ∈ N∗ and a function
b ∈ L2(Γ) supported in B(x, k) such that
(i) a = (I − Pk)b,
(ii) ‖b‖L2 = ‖b‖L2(B(x,k)) ≤ V(x, k)−
1
2
.
We say that f belongs to E10(Γ) if f admits a finite atomic representation, that is if there exist a finite sequence
(λi)i=0..N and a finite sequence (ai)i=0..N of atoms such that
f =
N∑
i=0
λiai. (2.12)
The space is outfitted with the norm
‖ f ‖E10 = inf

∞∑
j=0
|λ j|,
∞∑
j=0
λ ja j, is a finite atomic representation of f
 .
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Theorem 2.16. Let (Γ, µ, ρ) satisfying (LB), (Dβ) and (UEβ). If T is an L2(Γ) bounded linear operator and if
there exists C > 0 such that for all atoms
‖Ta‖L1 ≤ C,
then for all p ∈ (1, 2], there exists a constant C = C(p) > 0 such that
‖T f ‖p ≤ Cp‖ f ‖p ∀ f ∈ Lp ∩ L2.
The next result is an immediate corollary of Theorem 2.16.
Corollary 2.17. Let (Γ, µ, ρ) satisfying (LB), (Dβ) and (UEβ). Let (H10(Γ), ‖.‖H10 ) a normed vector space that
satisfies the continuous embedding
E10(Γ) ⊂ H10(Γ) ⊂ L1(Γ).
If T is an L2(Γ)-bounded linear operator that verifies
‖T f ‖L1 . ‖ f ‖H10 ∀ f ∈ H
1
0(Γ) ∩ L2(Γ),
then for all p ∈ (1, 2], there exists a constant C = C(p) > 0 such that
‖T f ‖p ≤ Cp‖ f ‖p ∀ f ∈ Lp ∩ L2.
Remark 2.18. This corollary will be used for the Hardy space H10 = H
1(Γ) that will be defined in Section 4.
Proof. (Theorem 2.16) Theorem 2.16 can be seen as an application of Theorem 5.3 in [BZ08]. This Theorem
of Bernicot and Zhao provides all the conclusions of Theorem 2.16 once we checked the assumption
sup
y∈B(x,k)
|Pkh(y)| . CM inf
z∈B(x,k)
[
M(|h|2)(z)
] 1
2
, (2.13)
where M stands for the uncentered maximal function of Littlewood-paley defined by
M f (x) = sup
B∋x
∑
y∈B
| f (y)|m(y).
Yet, with Corollary 2.7, there holds for any z ∈ C0(x, k) ⊃ B(x, k),
sup
y∈B(x,k)
|Pkh(y)| ≤
∑
j≥0
‖Pk[h1lC j(x,k)]‖L∞(B(x,k))
.
∑
j≥0
sup y ∈ B(x, k)
∑
z∈C j(x,k)
pk(y, z)h(z)m(z)
.
∑
j≥0
‖h‖L2(C j(x,k)) sup y ∈ B(x, k)‖pk(x, .)‖L2(C j(x,k))
.
∑
j≥0
‖h‖L2(B(x,2B+ j+1k)) sup y ∈ B(x, k)‖pk(x, .)‖L2(C j(x,k))
(2.14)
If j = 0, one has for any y ∈ B(x, k), one has then with (Dβ)
∑
z∈C0(x,k)
|pk(y, z)|2m(z) .
∑
z∈C0(x,k)
1
V(x, k)2 m(z) .
1
V(x, 2B+1k) .
12
And if j ≥ 1, ρ(B(x, k),C j(x, k)) & 2 j and with Proposition 1.5
∑
z∈C j(x,k)
|pk(y, z)|2m(z) .
∑
z∈C j(x,k)
1
V(x, k)2 2
−2 j(d+1)m(z) . 2
−2 j
V(x, 2B+ j+1k) .
Reinjecting these estimates on sup y ∈ B(x, k)‖pk(x, .)‖L2(C j(x,k)) in (2.14), one has
sup
y∈B(x,k)
|Pkh(y)| .
∑
j≥0
‖h‖L2(B(x,2B+ j+1k))
2−2 j
V(x, 2B+ j+1k)
.
∑
j≥0
2−2 j
(
M(|h|2)(x)
) 1
2
.
(
M(|h|2)(x)
) 1
2
.

3 Off-diagonal estimates
In this section, (Γ, µ) is a weighted graph as defined in Section 2.1 verifying (LB). We assume that there exists
a function β bounded from below by 1 and from above by B such that Γ satisfies (Dβ) and (UEβ). Under this
circumstances, ρ denotes the quasidistance δβ and the metric considered is the one of ρ (see Section 2.2).
3.1 Gaffney estimates, first results
Definition 3.1. We say that a family of operators (Ak)k satisfies Lp Gaffney estimates if for any N ∈ N, there
exist CN such that, for any sets E, F ⊂ Γ and any function f ∈ Lp(Γ,m),
‖Ak[ f 1lF]‖Lp(E) ≤ CN
(
1 +
ρ(E, F)
k
)−N
‖ f ‖p. (3.1)
It is plain to observe that (3.1) is equivalent to
‖Ak( f )‖Lp(E) ≤ CN
(
1 + ρ(E, F)k
)−N
‖ f ‖p
whenever f is supported in F.
Proposition 3.2. For any j ∈ N and any p ∈ [1,+∞], the family ([k∆] jPk−1)k∈N∗ satisfies Lp Gaffney esti-
mates.
Proof. We will prove the cases p = 1 and p = +∞. The conclusion can be then deduced from these endpoint
estimates by interpolation.
Fix N ∈ N. Let E, F ⊂ Γ and f ∈ L1(Γ) and k ≥ 1. Since Pk is uniformly bounded on L1(Γ) and L∞(Γ),
we can assume without loss of generality that ρ(E, F) ≥ k and N ≥ 1.
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We begin with p = 1.
‖[k∆] jPk−1( f 1lF)‖L1(E) =
∑
x∈E
m(x)
∣∣∣∣∣∣∣
∑
z∈F
D(1) j pk−1(x, z) f (z)m(z)
∣∣∣∣∣∣∣
≤
∑
z∈F
| f (z)|m(z)
∑
x∈E
|D(1) j pk−1(x, z)|m(x)
.
∑
z∈F
| f (z)|m(z)
∑
x∈E
m(x)
V(z, k)
(
1 +
ρ(x, z)
k
)−N−d
≤
∑
z∈F
| f (z)|m(z)
∑
j≥0
∑
ρ(z,x)
ρ(z,E)∈[2 j,2 j+1)
m(x)
V(z, k)
(
1 + 2
jρ(z, E)
k
)−N−d
≤
∑
z∈F
| f (z)|m(z)
∑
j≥0
V(z, 2 j+1ρ(z, E))
V(z, k)
(
2 jρ(z, E)
k
)−N−d
.
∑
z∈F
| f (z)|m(z)
∑
j≥0
(
1 +
2 jρ(z, E)
k
)d (
1 +
2 jρ(z, E)
k
)−N−d
.
∑
z∈F
| f (z)|m(z)
∑
j≥0
(
2 jρ(F, E)
k
)−N
. ‖ f ‖L1
(
ρ(F, E)
k
)−N ∑
j≥0
2− jN
. ‖ f ‖L1
(
1 + ρ(F, E)k
)−N
,
where the third line holds thanks to Proposition 2.6, the sixth one is a consequence of (1.3) and the last but
one because ρ(E, F) ≥ k and N ≥ 1.
We turn to the case p = +∞. One has for all x ∈ E,
|[k∆] jPk−1( f 1lF)(x)| . 1V(x, k)
∑
z∈F
| f (z)|m(z)
(
1 + ρ(x, z)k
)−N−d
≤ ‖ f ‖L∞
∑
j≥0
∑
2 jρ(z,E)≤ρ(x,z)<2 j+1ρ(z,E)
m(z)
V(x, k)
(
1 + ρ(x, F)k
)−N−d
. ‖ f ‖L∞
(
1 + ρ(F, E)k
)−N
,
where the first line holds because of Proposition 2.6 and the last line is obtained as in the case p = 1. 
Corollary 3.3. The family (I − (I + s∆)−1)s∈R∗+ satisfies L2 Gaffney estimates.
To prove this result, we need the following technical lemma, whose proof can be found on [Fen, Lemma
B.1]
Lemma 3.4. For all m ∈ N, there exists Cm such that for all s ≥ 0 and k ∈ N, one has
(
s
1 + s
)k
≤ Cm
(
1 + 1 + k
1 + s
)−m
.
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Proof. (Corollary 3.3)
Since s∆(I + s∆)−1 = I − (I + s∆)−1, it suffices to show the Davies-Gaffney estimates for (I + s∆)−1. The
L2-functional calculus provides the identity
(I + s∆)−1 f = 1
1 + s
(
I − s
1 + s
P
)−1
f
=
+∞∑
k=0
1
1 + s
(
s
1 + s
)k
Pk f ,
(3.2)
where the convergence holds in L2(Γ).
Let N ∈ N, s ∈ N∗ and E, F ⊂ Γ. Since the operator (I + s∆)−1 f is uniformly bounded on s > 0, we can
assume without loss of generality that N ≥ 1 and ρ(E, F) > s. Let f be a function supported in F. Then, one
has with the Gaffney-Davies estimates provided by Proposition 3.2:
‖(I + s∆)−1 f ‖L2(E) .
+∞∑
k=0
1
1 + s
(
s
1 + s
)k
‖Pk f ‖L2(E)
.
+∞∑
k=0
1
1 + s
(
s
1 + s
)k (
1 +
ρ(E, F)
1 + k
)−N
‖ f ‖L2(F)
. ‖ f ‖L2(F)

s∑
k=0
1
1 + s
(
1 +
1 + k
1 + s
)−N (
1 +
ρ(E, F)
1 + k
)−N
+
+∞∑
k=s
1 + s
(1 + k)2
(
1 + 1 + k
1 + s
)−N (
1 + ρ(E, F)
1 + k
)−N
. ‖ f ‖L2(F)
(
1 + ρ(E, F)
1 + s
)−N 
s∑
k=0
1
1 + s
+
+∞∑
k=s
1 + s
(1 + k)2

. ‖ f ‖L2(F)
(
1 +
ρ(E, F)
1 + s
)−N
.
where the third line is a consequence of Lemma 3.4. 
The next result proves that the ǫ-molecules (defined later on Section 4) are uniformly L1 bounded.
Corollary 3.5. Let ǫ > 0. If b ∈ L2(Γ) satisfying, for some ball B = B(x, k),
‖b‖L2(C j(x,k) ≤
2− jǫ
V(2 jB) 12
, (3.3)
then
‖[I − (I + k∆)−1]b‖L1 ≤ Cǫ ,
where the constant Cǫ depends only on ǫ and Γ.
Proof. Let x ∈ Γ and k ∈ N∗. Set B = B(x, k) and let b satisfy (3.3). Define
a = [I − (I + k∆)−1]b
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Corollary 3.3 yields that the family (I − (I + k∆)−1)k satisfies L2 Gaffney estimates. Moreover, check that
ρ(C j(x, k),Ci(x, k)) & 2max{i, j}k if | j − i| ≥ B + 1. Thus,
‖a‖1 ≤
∑
j≥0
V(x, 2 jk) 12
∥∥∥[I − (I + s∆)−1]b∥∥∥Lq(C j(x,k))
.
∑
i≥0
∑
j≥0
V(x, 2 jk) 12
∥∥∥[I − (I + s∆)−1][b1lCi(x,k)]∥∥∥Lq(C j(x,k))
.
∑
|i− j|≥B+1
V(x, 2 jk) 12 2−(d+1) j ‖b‖L2(Ci(x,k)) +
∑
|i− j|<B+1
V(x, 2 jk) 12 ‖b‖L2(Ci(x,k))
.
∑
|i− j|≥B+1
(
V(x, 2 jk)
V(x, 2ik)
) 1
2
2−(d+1) j2−iǫ +
∑
|i− j|<B+1
(
V(x, 2 jk)
V(x, 2ik)
) 1
2
2−iǫ
.
∑
|i− j|≥B+1
2 jd/22−(d+1) j2−iǫ +
∑
|i− j|<B+1
2−iǫ
. 1.

3.2 Gaffney estimates for the gradient
The following result is based on an argument used by Stein in [Ste70b] to prove, for p ∈ (1, 2), the Lp(G)-
boundedness of a vertical Littlewood-Paley functional where G is a Lie group. It has been adapted to the case
of graphs by Dungey in [Dun08] and by the author in [Fen15b].
Proposition 3.6. For any p ∈ (1, 2), the family (√k∇Pk−1)k∈N∗ satisfies Lp Gaffney estimates.
Proof. First, assume that f is nonnegative and in L1(Γ) ∩ L∞(Γ). We define for all k ∈ N∗ and all p ∈ (1, 2) a
“pseudo-gradient” by
Np(Pk−1 f ) = −(Pk−1 f )2−p[∂k + ∆][(Pk−1 f )p]
where for any function uk defined on Γ × N∗, ∂kuk = uk+1 − uk.
Moreover we define for any function f defined on Γ the operator A defined by
A f (x) =
∑
y∼x
f (y).
Propositions 4.6 and 4.7 of [Fen15b] state the following results.
(i) For all x ∈ Γ, Np(Pk−1 f )(x) ≥ 0. That is, for all x ∈ Γ,
Jk f (x) := −[∂k + ∆][(Pk−1 f )p](x) ≥ 0. (3.4)
(ii) For all p ∈ (1, 2], there exists C = Cp such that for all k ∈ N∗ and all nonnegative function f ∈ L∞(Γ),
there holds ∣∣∣∇Pk−1 f (x)∣∣∣2 ≤ C [ANp(Pk−1 f )] (x). (3.5)
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As a consequence of (ii), if 0 ≤ f ∈ L∞ and E, F ⊂ Γ, one has
∥∥∥∇Pk−1 f ∥∥∥pLp(E) .
∥∥∥ANp(Pk−1 f )∥∥∥ p2
L
p
2 (E)
≤
∑
x∈E

∑
y∼x
[
Np(Pk−1 f )(y)
]
p
2
m(x)
.
∑
y∈E+1
[
Np(Pk−1 f )(y)
] p
2
m(y)
. ‖[Np(Pk−1 f )] 12 ‖pLp(E+1),
where
E+1 = {y ∈ Γ, ∃x ∈ E : x ∼ y} ⊂ {y ∈ Γ, ρ(y, E) ≤ 1}.
It remains to estimate ‖
(
Np(Pk−1 f )
) 1
2 ‖Lp(E+1). Without loss of generality, we can assume that ρ(E, F) ≥
2Bk ≥ 2B (otherwise, [Dun08, Corollary 1.2] or [Fen15b, Corollary 4.3] would provide the conclusion of
Proposition 3.6). Under this assumption, one has ρ(E+1, F) ≥ ρ(E,F)2B−1 − 1 ≥
ρ(E,F)
2B & ρ(E, F). The proof of
the case where f is nonnegative will be thus complete if we prove that for all p ∈ (1, 2), all N ∈ N and all
E, F ⊂ Γ
‖
(
Np(Pk−1[ f 1lF])
) 1
2 ‖Lp(E) ≤ C√
k
(
1 + ρ(E, F)k
)−N
‖ f ‖Lp ∀ f ∈ Lp, ∀k ∈ N∗ (3.6)
with some constant C, c > 0 independent of E and F.
In order to do this, we follow the idea of the proof of [Fen15b, Corollary 4.3]. Let uk = Pk−1[ f 1lF], then
‖N
1
2
p (uk)‖pLp(E) =
∑
x∈E
m(x)N p/2p (uk)(x)
=
∑
x∈E
m(x)u
p(2−p)
2
k Jk f (x)p/2
≤

∑
x∈E
m(x)uk(x)p

2−p
2

∑
x∈E
Jk f (x)m(x)

p
2
≤ ‖uk‖p(1−
p
2 )
Lp(E)

∑
x∈Γ
Jk f (x)m(x)

p
2
(3.7)
where the last but one step follows from Hölder inequality and the last one from (3.4) stated above. Yet,∑
x∈Γ
Jk f (x)m(x) = −
∑
x∈Γ
∂k(upk )(x)m(x)
≤ −p
∑
x∈Γ
m(x)up−1k (x)∂kuk(x)
≤ p‖uk‖p/p
′
p ‖∂kuk‖p
where the first line holds because ∑x∈Γ ∆g(x)m(x) = 0 if g ∈ L1, the second line follows from Young in-
equality, and the third one from Hölder inequality again (with 1p + 1p′ = 1). Here ‖uk‖p ≤ ‖ f ‖p while
‖∂kuk‖p = ‖∆uk‖p . 1k ‖ f ‖p by the analyticity of P on Lp (given by (LB)). Thus∑
x∈Γ
Jk f (x)m(x) . 1k ‖ f ‖
p
p.
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Substitution of the last estimate in (3.7) gives
‖N
1
2
p (uk)‖Lp(E) .
1√
k
‖ f ‖
p
2
p ‖uk‖1−
p
2
Lp(E),
which ends the proof of (3.6) if we replace ‖uk‖Lp(E) by the upper estimate given by Proposition 3.2.
The result for the case where f ∈ L∞(Γ) ∩ L1(Γ) is deduced by writing f = f+ − f−, with f+ = max{0, f }
and f− = max{0,− f }. Then
‖∇Pk−1[ f 1lF]‖Lp(E) ≤ ‖∇Pk−1[ f+1lF]‖Lp(E) + ‖∇Pk−1[ f−1lF]‖Lp(E)
≤ CN√
k
(
1 +
ρ(E, F)
k
)−N [
‖ f+‖p + ‖ f−‖p
]
≤ CN√
k
(
1 +
ρ(E, F)
k
)−N
‖ f ‖p.
The result for the general case f ∈ Lp(Γ) is then a consequence of the density of L∞(Γ) ∩ L1(Γ) in Lp(Γ). 
Corollary 3.7. For any p ∈ (1, 2), the family (√s∇(I + s∆)− 12 )s∈N∗ satisfies some weak Lp Gaffney estimates,
that is for any N ∈ N, there exists CN such that for all E, F ⊂ and all s ∈ N∗ satisfying
s ≥ ρ(E, F), (3.8)
one has
‖√s∇(I + s∆)− 12 [ f 1lF]‖Lp(E) ≤ CN
(
ρ(E, F)
k
)−N
‖ f ‖p.
Proof. The proof is similar to the one of Corollary 3.3.
The Lp-functional calculus provides the identity
(I + s∆)− 12 f = 1√
1 + s
(
I − s
1 + s
P
)− 12 f
=
+∞∑
k=0
ak√
1 + s
(
s
1 + s
)k
Pk f ,
(3.9)
where the convergence holds in Lp(Γ) and ∑ akzk is the Taylor series of the function z 7→ (1 − z) 12 . Note that
ak ≃ 1√1+k (see Lemma B.1 in [Fen15b]).
Let N ∈ N, s ∈ N∗ and E, F ⊂ Γ satisfying (3.8) Let f be a function supported in F. Then, one has with
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the Gaffney-Davies estimates provided by Proposition 3.2:
‖s∇(I + s∆)− 12 f ‖Lp(E) .
+∞∑
k=0
ak√
1 + s
(
s
1 + s
)k
‖Pk f ‖Lp(E)
.
+∞∑
k=0
1√
1 + k
√
1 + s
(
s
1 + s
)k (
1 + ρ(E, F)
1 + k
)−N
‖ f ‖Lp(F)
. ‖ f ‖Lp(F)

s∑
k=0
1√
1 + k
√
1 + s
(
1 +
1 + k
1 + s
)−N (
1 +
ρ(E, F)
1 + k
)−N
+
+∞∑
k=s
1 + s
(1 + k)2
(
1 +
1 + k
1 + s
)−N (
1 +
ρ(E, F)
1 + k
)−N
. ‖ f ‖Lp(F)
(
1 + ρ(E, F)
1 + s
)−N 
s∑
k=0
1
1 + s
+
+∞∑
k=s
1 + s
(1 + k)2

. ‖ f ‖Lp(F)
(
1 + ρ(E, F)
1 + s
)−N
.
where the third line is a consequence of Lemma 3.4. 
As in the previous paragraph, our last result deals with the uniform L1-boundedness of molecules.
Corollary 3.8. Let ǫ > 0. If b ∈ L2(Γ) satisfying, for some ball B = B(x, k),
‖b‖L2(C j(x,k) ≤
2− jǫ
V(2 jB) 12
, (3.10)
then
‖
√
k∇(I + k∆)− 12 b‖L1 ≤ Cǫ ,
where the constant Cǫ depends only on ǫ and Γ.
Proof. Let x ∈ Γ and k ∈ N∗. Set B = B(x, k) and let b satisfy (3.3). Define
a =
√
k∇(I + k∆)− 12 b
Let p ∈ (1, 2). Check that we have the three following facts:
• Corollary 3.7 yields that the family (√k∇(I + k∆)−1)k satisfies weak Lp Gaffney estimates.
• There holds ρ(C j(x, k),Ci(x, k)) ≥ 2max{i, j}k if | j − i| ≥ B + 1.
• The operator
√
k∇(I + k∆)−1 is bounded on L2. Indeed, The L2 boundedness of ∇∆− 12 yields that
‖
√
k∇(I + k∆)−1‖2→2 ≃ ‖(k∆)
1
2 (I + k∆)− 12 ‖2→2 = ‖[I − (I + k∆)−1]
1
2 ‖2→2 ≤ 1.
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Moreover, check that Thus,
‖a‖1 ≤
∑
j≥0
V(x, 2 jk)1− 1p
∥∥∥[I − (I + s∆)−1]b∥∥∥Lp(C j(x,k))
.
∑
i≥0
∑
j≥0
V(x, 2 jk)1− 1p
∥∥∥[I − (I + s∆)−1][b1lCi(x,k)]∥∥∥Lp(C j(x,k))
.
∑
|i− j|≥B+1
V(x, 2 jk)1− 1p
∥∥∥[I − (I + s∆)−1][b1lCi(x,k)]∥∥∥Lp(C j(x,k))
+
∑
|i− j|<B+1
V(x, 2 jk) 12
∥∥∥[I − (I + s∆)−1][b1lCi(x,k)]∥∥∥L2(C j(x,k))
.
∑
|i− j|≥B+1
V(x, 2 jk)1− 1p 2−(d+1) j ‖b‖Lp(Ci(x,k)) +
∑
|i− j|<B+1
V(x, 2 jk) 12 ‖b‖L2(Ci(x,k))
.
∑
|i− j|≥B+1
V(x, 2 jk)1− 1p V(x, 2ik) 1p− 12 2−(d+1) j ‖b‖L2(Ci(x,k)) +
∑
|i− j|<B+1
V(x, 2 jk) 12 ‖b‖L2(Ci(x,k))
.
∑
|i− j|≥B+1
(
V(x, 2 jk)
V(x, 2ik)
)1− 1p
2−(d+1) j2−iǫ +
∑
|i− j|<B+1
(
V(x, 2 jk)
V(x, 2ik)
) 1
2
2−iǫ
.
∑
|i− j|≥B+1
2 jd(1−1/p)2−(d+1) j2−iǫ +
∑
|i− j|<B+1
2−iǫ
. 1.

3.3 Off diagonal decay of Lusin functionals
Proposition 3.9. Let β > 0. Then there exists C, c > 0 such that, for all x0 ∈ Γ and all sets E, F ⊂ Γ satisfying
(i) sup{ρ(x0, y), y ∈ F} ≤ ρ(E, F) or
(ii) sup{ρ(x0, x), x ∈ E} ≤ ρ(E, F),
there holds for all s > 0 and all f ∈ L1(Γ) ∩ L2(Γ),
‖Lβ(I − (I + s∆)−1)[ f 1lF]‖L2(E) ≤
C
V(x0, ρ(E, F)) 12
s
ρ(E, F)‖ f ‖L1 .
The proof of Proposition 3.9 is similar to the one of [Fen15b, Lemma 3.5] (based itself on Lemma 3.1 in
[BR09]).
Lemma 3.10. Let r, u ≥ 0, α < 2. Then

∑
k∈N∗
1
k
[
kα
(k + u)2
(
1 +
r
k + u
)−N]2
1
2
≤ C
∑
k∈N∗
1
k
kα
(k + u)2
(
1 +
r
k + u
)−N
,
with a constant C independent on d and u.
Proof. (Lemma 3.10)
If k ∈ [2n, 2n+1], remark that k ≃ 2n, k + u ≃ 2n + u and 1 + rk+u ≃ 1 + r2n+u with constants independent on
k, n, u and r. Therefore
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
∑
k∈N∗
1
k
[
kα
(k + u)2
(
1 +
r
k + u
)−N]2
1
2
.

∑
n∈N
[
2nα
(2n + u)2
(
1 +
r
2n + u
)−N]2
1
2
.
∑
n∈N
2nα
(2n + u)2
(
1 + r
2n + u
)−N
.
∑
k∈N∗
1
k
kα
(k + u)2
(
1 + rk + u
)−N
.

Proof. (Proposition 3.9)
Without loss of generality, we can assume that f is supported in F. We can also assume that x0, E and F
satisfy assumption (i) (if they satisfy (ii) instead of (i), the proof is similar).
First, since
∑
m z˜
m is the Taylor series of the function (1 − z)−1, one has the identity
(I − (I + s∆)−1) f = (s∆)(I + s∆)−1 f
=
s∆
1 + s
(
I − s
1 + s
P
)−1
f
=
s∆
1 + s
+∞∑
m=0
(
s
1 + s
)m
Pm f
= s∆
∞∑
m=0
bmPm f ,
(3.11)
where bm := s
m
(1+s)m+1 and the series converges in L
2(Γ). Notice that
∞∑
m=0
bm = 1. (3.12)
Moreover, let κ be the only integer such that κ < β + 1 ≤ κ + 1. Since β > 0 and κ is an integer, notice that
1 ≤ κ (3.13)
If ∑l alzl is the Taylor series of the function (1 − z)β−κ, then one has
∆β+1 f =
∑
l≥0
alPl∆κ+1 f (3.14)
where the sum converges in L2(Γ) (see [Fen, Proposition 2.1] for the proof of the convergence).
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The Minkowski inequality together with the identities (3.11) and (3.14) yields
‖Lβ(I − (I + s∆)−1) f ‖L2(E)
=

∑
k≥1
k2β−1
∑
x∈E
m(x)
V(x, k)
∑
y∈B(x,k)
m(y)|∆βPk−1(I − (I + s∆)−1) f (y)|2

1
2
≤

∑
k≥1
k2β−1
∑
y∈Dk(E)
m(y)|∆βPk−1(I − (I + s∆)−1) f (y)|2
∑
x∈B(y,k)
m(x)
V(x, k)

1
2
.

∑
k≥1
k2β−1‖∆βPk−1(I − (I + s∆)−1) f ‖2L2(Dk(E))

1
2
≤ s
∑
l,m≥0
albm

∑
k≥1
k2β−1‖∆1+κPk+l+m−1 f ‖2L2(Dk(E))

1
2
:= s
∑
l,m≥0
albm

∑
k≥1
1
k I(k, l,m)
2

1
2
,
where Dk(E) denotes the set {y ∈ Γ, ρ(y, E) < k}
We want to get the following estimate estimate: there exists c > 0 such that
I(k, l,m) . J(k, l,m) := k1+β−κ 1
V(x0, ρ(E, F))
1
(k + l + m)2
(
1 + ρ(E, F)k + l + m
)−N
‖ f ‖L1 . (3.15)
We will first establish (3.15) when k ≤ ρ(E,F)2B . In this case, notice that
ρ(Dk(E), F) ≥ ρ(E, F)2B−1 − k ≥
ρ(E, F)
2B
and thus (Dk(E), F, x0) satisfies the assumption of Corollary 2.7, which implies
I(k, l,m) . k
β
(k + l + m)κ+1
1
V(x0, k + l + m) 12
(
1 +
ρ(E, F)
2B(k + l + m)
)−N− d2
‖ f ‖L1
.
kβ+1−κ
(k + l + m)2
1
V(x0, ρ(E, F)) 12
(
1 +
ρ(E, F)
k + l + m
)−N
‖ f ‖L1
where the last line holds thanks to estimate (3.13) and Proposition 1.5.
Otherwise, k > ρ(E,F)2B and then (F, x0, k + l + m) satisfies the assumption of Corollary 2.7, which yields
I(k, l,m) . k
β
(k + l + m)κ+1
1
V(x0, k + l + m) 12
‖ f ‖L1
.
kβ+1−κ
(k + l + m)2
1
V(x0, ρ(E, F)) 12
‖ f ‖L1
.
kβ+1−κ
(k + l + m)2
1
V(x0, ρ(E, F)) 12
(
1 + ρ(E, F)k + l + m
)−N
‖ f ‖L1
(3.16)
where the second line holds thanks to (Dβ) and (3.13). This ends the proof of (3.15).
Recall that 1 + β − κ ∈ (0, 1]. Then Lemma 3.10 implies
‖Lβ(I − (I + s∆)−1) f ‖L2(E) . s
∑
k,l,m≥0
1
k albmJ(k, l,m)
. sM
‖ f ‖L1
V(x0, ρ(E, F)) 12
∑
m≥0
bm
∑
n≥1
1
(n + m)2
(
1 + ρ(E, F)
n + m
)−N n−1∑
l=0
al(n − l)β−κ.
(3.17)
We claim
n−1∑
l=0
al(n − l)M+β−κ−1 . 1.
Indeed, when β = κ, one has al = 1 if l = 0 and equals 0 otherwise. Therefore the estimate is true. If β < κ,
[Fen15b, Lemma B.1] yields that al . (l + 1)κ−1−β and therefore
n−1∑
l=0
al(n − l)β−κ .
∫ 1
0
tκ−1−β(1 − t)β−κdt < +∞.
Besides,
∑
n≥1
1
(n + m)2
(
1 +
ρ(E, F)
n + m
)−N
= ρ(E, F)−2
∑
n≥1
(
ρ(E, F)
n + m
)2 (
1 +
ρ(E, F)
n + m
)−N
. ρ(E, F)−2

ρ(E,F)∑
n=1
1 +
∑
n>ρ(E,F)
(
ρ(E, F)
m + n
)2
. ρ(E, F)−1.
Consequently, the estimate (3.17) yields
‖Lβ(I − (I + s∆)−1) f ‖L2(E) .
1
V(x0, ρ(E, F)) 12
s
ρ(E, F)‖ f ‖L1
∑
m≥0
bm
=
1
V(x0, ρ(E, F)) 12
s
ρ(E, F)‖ f ‖L1
where the last line is due to (3.12). 
In the same way, we have
Proposition 3.11. With the same assumptions as Proposition 3.9, for any f ∈ L1(Γ) ∩ L2(Γ), there holds
‖L 1
2
(I − (I + s∆)−1) 12 [ f 1lF]‖L2(E) ≤
C
V(x0, ρ(E, F)) 12
(
s
ρ(E, F)
) 1
2
‖ f ‖L1 .
Let us define a discrete version of the Littlewood-Paley functionals, that can be found in [Fen15b]. For
any β > 0, the functional gβ is defined as
gβ f (x) =

∞∑
k=1
k2β−1|∆βPk−1 f (x)|2

2
.
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Proposition 3.12. With the same assumptions as Proposition 3.9, for any f ∈ L1(Γ) ∩ L2(Γ), there holds
‖Lβ(I − Pk)[ f 1lF ]‖L2(E) ≤
C
V(x0, ρ(E, F)) 12
k
ρ(E, F)‖ f ‖L1
and
‖gβ(I − Pk)[ f 1lF]‖L2(E) ≤
C
V(x0, ρ(E, F)) 12
k
ρ(E, F)‖ f ‖L1
Proposition 3.13. Let m > 0 a real number. If we have the same assumptions as Proposition 3.9, then for
any f ∈ L1(Γ) ∩ L2(Γ), there holds
‖gβ(k∆)m[ f 1lF ]‖L2(E) ≤
C
V(x0, ρ(E, F)) 12
(
k
ρ(E, F)
)m
‖ f ‖L1
Proof. The proofs of these three propositions are similar to the one of Proposition 3.9 and are left to the
reader. See also [Fen15b, Lemma 3.5] and [Fen, Lemmata 2.14 and 2.18]. 
As a consequence, we have the following result
Theorem 3.14. Then for all β > 0, the functional Lβ is bounded on Lp(Γ) for any p ∈ (1, 2] and also bounded
from L1,∞(Γ) to L1(Γ).
Moreover, if gβ is the discrete Littlewood-Paley quadratic functional defined for any β > 0 as
gβ f (x) =

∞∑
k=1
k2β−1|∆Pk−1 f (x)|2

2
,
then gβ is also bounded on Lp(Γ) for any p ∈ (1, 2] and bounded from L1,∞(Γ) to L1(Γ).
Proof. We set AB = PkB . It is then a straightforward consequence of Theorem 2.14, Proposition 3.12 and
Corollary 2.7. 
4 Equality of Hardy spaces
In this section, (Γ, µ) is a weighted graph as defined in Section 2.1 verifying (LB). We assume that there exists
a function β bounded from below by 1 and from above by B such that Γ satisfies (Dβ) and (UEβ). Under this
circumstances, ρ denotes the quasidistance δβ and the metric considered is the one of ρ (see Section 2.2).
4.1 Definition of Hardy spaces
We define two kinds of Hardy spaces. The first one is defined using molecules.
Definition 4.1. Let ǫ ∈ (0,+∞). A function a ∈ L2(Γ) is called an ǫ-molecule (on Γ) if there exist x ∈ Γ,
k ∈ N∗ and a function b ∈ L2(Γ) such that
(i) a = [I − (I + k∆)−1]b,
(ii) ‖b‖L2(C j(x,k)) ≤ 2− jǫV(x, 2 jk)−
1
2 , for all j ≥ 0.
We say that an ǫ-molecule a is associated with a vertex x and an integer k when we want to refer to x and k
given by the definition.
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Definition 4.2. Let ǫ ∈ (0,+∞). A function a ∈ L2(TΓ) is called an ǫ-molecule (on TΓ) if there exist x ∈ Γ,
k ∈ N∗ and a function b ∈ L2(Γ) such that
(i) a = √kd(I + k∆)− 12 b;
(ii) ‖b‖L2(C j(x,k)) ≤ 2− jǫV(x, 2 jk)−
1
2 for all j ≥ 0.
Corollaries 3.5 and 3.8 state
Proposition 4.3. As it has been seen in Propositions 3.5 and 3.8, when a is a molecule occurring in Definition
4.1 or in Definition 4.2, one has
‖a‖L1 . 1.
Definition 4.4. Let ǫ ∈ (0,+∞). We say that a function f on Γ (resp. on TΓ) belongs to H1mol,ǫ (Γ) (resp.
H1
mol,ǫ(TΓ)) if f admits an ǫ-molecular representation, that is if there exist a sequence (λi)i∈N ∈ ℓ1 and a
sequence (ai)i∈N of ǫ-molecules on Γ (resp. on TΓ) such that
f =
∞∑
i=0
λiai (4.1)
where the convergence of the series to f holds pointwise. Define, for all f ∈ H1
mol,ǫ (Γ) (resp. f ∈ H1mol,ǫ (TΓ)),
‖ f ‖H1
mol,ǫ
= inf

∞∑
j=0
|λ j|,
∞∑
j=0
λ ja j, is an ǫ-molecular representation of f
 .
Proposition 4.5. Let ǫ ∈ (0,+∞). Let E be the graph Γ or the tangent bundle TΓ. Then:
(i) the map f 7→ ‖ f ‖H1
mol,ǫ
is a norm on the space H1
mol,ǫ(E),
(ii) the space H1
mol,ǫ (E) is complete and continuously embedded in L1(E).
Proof. Proposition 4.3 shows that, if f is in H1
mol,ǫ (E) the series (4.1) converges in L1(E), and therefore
converges to f in L1(E). This yields (i) and the embeddings in (ii). Moreover, a normed linear vector space
X is complete if and only if it has the property
∞∑
j=0
‖ f j‖X < +∞ =⇒
∞∑
j=0
f j converges in X.
Using this criterion, the completeness of the Hardy spaces under consideration is a straightforward conse-
quence of the fact that ‖a‖L1 . 1 whenever a is a molecule. See also the argument for the completeness of H1L
in [HM09], p. 48. 
The second kind of Hardy spaces is defined via quadratic functionals.
Definition 4.6. Define, for β > 0, the quadratic functional Lβ on L2(Γ) by
Lβ f (x) =

∑
(y,k)∈γ(x)
k2β−1
V(x, k) |∆
βPk−1 f (y)|2m(y)

1
2
where γ(x) = {(y, k) ∈ Γ × N∗, ρ(x, y) < k}.
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Definition 4.7. The space E1quad,β(Γ) is defined for all β > 0 by
E1quad,β(Γ) :=
{
f ∈ L2(Γ), ‖Lβ f ‖L1 < +∞
}
.
It is outfitted with the norm
‖ f ‖H1quad,β := ‖Lβ f ‖L1 .
The space E1quad,β(TΓ) is defined from E1quad,β as
E1quad,β(TΓ) :=
{
f ∈ H2(TΓ), ∆− 12 d∗ f ∈ E1quad,β(Γ)
}
.
It is outfitted with the norm
‖ f ‖H1quad,β := ‖Lβ∆
− 12 d∗ f ‖L1 .
Remark 4.8. The fact that the map f 7→ ‖ f ‖H1quad,β is a norm is proven in [Fen, Remark 1.20].
4.2 H1
mol ∩ L2 ⊂ E1quad
Proposition 4.9. Let ǫ > 0 and β > 0. Then H1
mol,ǫ(Γ) ∩ L2(Γ) ⊂ E1quad,β(Γ) and
‖ f ‖H1quad,β . ‖ f ‖H1mol,ǫ ∀ f ∈ H
1
mol,ǫ(Γ) ∩ L2(Γ).
Proof. The proof follows the idea of the one in [Fen, Proposition 4.1]. Let f ∈ H1
mol,ǫ ∩ L2(Γ). Then there
exist (λi)i∈N ∈ ℓ1 and a sequence (ai)i∈N of ǫ-molecules such that f = ∑ λiai where the convergence is in
L1(Γ) and ∑
i∈N
|λi| ≃ ‖ f ‖H1
mol,M,p,ǫ
.
First, since ‖Pk‖1→1 ≤ 1 for all k ∈ N, the operators ∆β and then ∆βPk−1 are L1-bounded for β > 0 (see
[CSC90]). Consequently,
∆βPl−1
∑
i∈N
λiai =
∑
i∈N
λi∆
βPl−1ai
with convergence in L1(Γ). Since the L1-convergence implies the pointwise convergence, it yields, for all
x ∈ Γ, ∣∣∣∣∣∣∣∆βPk−1
∑
i∈N
λiai(x)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∑
i∈N
λi∆
βPk−1ai(x)
∣∣∣∣∣∣∣
≤
∑
i∈N
|λi|
∣∣∣∆βPk−1ai(x)∣∣∣ .
From here, the estimate
‖Lβ f ‖L1 =
∥∥∥∥∥∥∥Lβ
∑
i∈N
λiai
∥∥∥∥∥∥∥
L1
.
∑
i∈N
|λi|‖Lβai‖L1
is just a consequence of the generalized Minkowski inequality.
It remains to prove that there exists a constant C such that for all ǫ-molecules a, one has
‖Lβa‖L1 ≤ C. (4.2)
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Let x ∈ Γ and k ∈ N∗ associated with the ǫ-molecule a. By Hölder inequality and the doubling property,
we can write
‖Lβa‖L1 .
∞∑
j=0
V(x, 2 js) 12 ‖Lβa‖L2(C j(x,k)). (4.3)
Besides, we write a = (I − (I + k∆)−1)b and then b =
∑
i≥0
[1lCi(x,k) b] to get
‖Lβa‖L1 .
∑
i, j≥0
V(x, 2 js) 12 ‖Lβ(I − (I + k∆)−1)[1lCi(x,k) b]‖L2(C j(x,k))
.
∑
|i− j|≤B
V(x, 2 jk) 12 ‖Lβ(I − (I + k∆)−1)[1lCi(x,k) b]‖L2(C j(x,k))
+
∑
|i− j|≥B+1
V(x, 2 jk) 12 ‖Lβ(I − (I + k∆)−1)[1lCi(x,k) b]‖L2(C j(x,k))
:= I1 + I2
(4.4)
The term I1 is evalutated first. The L2-boundedness of Lβ (see Theorem 3.14) and the uniform L2-boundedness
of I − (I + s∆)−1 implies
∥∥∥Lβ(I − (I + s∆)−1)[1lCi(x,k) b]∥∥∥L2(C j(x,k)) . ‖b‖L2(Ci(x,k)) ≤ 2
−iǫ
V(x, 2ik) 12
.
And with the doubling property (Dβ),
I1 .
∑
|i− j|≤B
2−iǫ
(
V(x, 2 jk)
V(x, 2ik)
) 1
2
.
∑
i≥0
2−iǫ . 1. (4.5)
We turn to the estimate of I2. If |i − j| ≥ B + 1, one has
ρ(C j(x, k),Ci(x, k)) ≥ 2max{i, j}k ≥ 2min{i, j}+B+1k ≥ min
 supy∈C j(x,k) ρ(x, y), supy∈Ci(x,k) ρ(x, y)
 .
That is C j(x, k), Ci(x, k) and x satisfy the assumption of Proposition 3.9. Consequently,
I2 .
∑
|i− j|≥B+1
V(x, 2 jk) 12 2− j(d+1) ‖b‖L2(Ci(x,k))
.
∑
|i− j|≥B+1
2− j−iǫ2− jd
(
V(x, 2 jk)
V(x, 2 jk)
) 1
2
.
∑
|i− j|≥B+1
2− j−iǫ
. 1.
where the third line is a consequence of Proposition 1.5. We conclude by noticing that the estimates on I1
and I2 provides exactly (4.2). 
Proposition 4.10. Let ǫ > 0. Then H1
mol,ǫ(TΓ) ∩ H2(TΓ) ⊂ E1quad, 12 (TΓ) and
‖ f ‖H1
quad, 12
. ‖ f ‖H1
mol,ǫ
∀ f ∈ H1mol,ǫ(TΓ) ∩ H2(TΓ).
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Proof. The proof is similar to the previous one then we will point out only the main differences. Since d∗ and
Pl are L1-bounded, it is enough to prove the uniform boundedness of ‖L 1
2
∆−
1
2 d∗a‖L1 when a is an ǫ-molecule.
However, notice that if a =
√
kd(I + k∆)− 12 b (with k, b associated with a), one has
‖L 1
2
∆−
1
2 d∗a‖L1 = ‖L 12 (I − (I + k∆)
−1) 12 b‖L1 .
We conclude then as in Proposition 4.9, using Proposition 3.11 instead of Proposition 3.9. 
Proposition 4.11. The space E10(Γ) is continuously embedded in E1quad, 12 (Γ) and
‖ f ‖H1
quad, 12
. ‖ f ‖E10 ∀ f ∈ E
1
0(Γ).
Proof. We refer to subsection 2.5 for the definition of E10(Γ) and of atoms.
Due to the definition of E10(Γ), we only need to check that the quantity ‖Lβa‖L1 is uniformly bounded on
atoms. The proof is analogous to the one of Proposition 4.9, using Proposition 3.12 instead of Proposition
3.9. 
4.3 E1quad ⊂ H1mol ∩ L2
Let us introduce first the functional πη,β : T 2(Γ) → L2(Γ) defined for any real β > 0 and any integer η > β by
πη,βF(x) =
∑
l≥1
c
η
l
lβ
[
∆η−β(I + P)ηPl−1F(., l)
]
(x)
where
∑
l≥1
c
η
l z
l−1 is the Taylor series of the function (1 − z)−η. Let us recall Lemma 4.8 in [Fen]:
Lemma 4.12. The operator πη,β is bounded from T 2(Γ) to L2(Γ).
Lemma 4.13. Suppose that A is a T 1(Γ)-atom associated with a ball B ⊂ Γ. Then for every M ∈ N∗, β > 0
and ǫ ∈ (0,+∞), there exist an integer η = ηβ,ǫ and a uniform constant Cβ,ǫ > 0 such that C−1β,ǫπη,β(A) is a
ǫ-molecule associated with the ball B.
Proof. Let d0 be the value that appears in Proposition 1.5. Set η = ⌈ d02 + ǫ + β⌉ + 2, that is the only integer
such that
η ≥ d0
2
+ ǫ + β + 2 > η − 1.
Let A be a T 1-atom associated with a ball B of radius k and center x0. We write
a := πη,β(A) = k∆(I + k∆)−1b
where
b :=
∑
l≥1
c
η
l
lβ
(
I + k∆
k
)
∆η−β−1(I + P)ηPl−1A(., l)
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Let us check that a is an ǫ-molecule associated with B, up to multiplication by some harmless constant Cβ,ǫ .
First, one has, for all h ∈ L2(B(x0, 2ηBk)),
|〈b, h〉| ≤
∑
l≥1
c
η
l
lβ
∣∣∣∣〈(k−1 + ∆)∆η−β−1(I + P)ηPl−1A(., l), h〉
∣∣∣∣
=
∑
l≥1
c
η
l
lβ
∣∣∣∣〈A(., l), (k−1 + ∆)∆η−β−1(I + P)ηPl−1h〉
∣∣∣∣
.
∑
l≥1
lη−β−1‖A(., l)‖L2(B)‖(k−1 + ∆)∆η−β−1(I + P)ηPl−1h‖L2(B)
. ‖A‖T 2

k∑
l=1
l2(η−β)−1‖(k−1 + ∆)∆η−β−1(I + P)ηPl−1h‖2L2(B)

1
2
. ‖A‖T 2

k∑
l=1
l2(η−β)−1
[∥∥∥∥∥1l ∆η−β−1(I + P)ηPl−1h
∥∥∥∥∥
2
L2(B)
+ ‖∆η−β(I + P)ηPl−1h‖2L2(B)
]
1
2
. ‖A‖T 2
(∥∥∥gη−β−1(I + P)ηh∥∥∥L2 +
∥∥∥gη−β(I + P)ηh∥∥∥L2
)
. ‖A‖T 2
∥∥∥(I + P)ηh∥∥∥L2
.
1
V(B) 12
‖h‖L2
where we used the L2-boundedness of the quadratic Littlewood-Paley functional for the last but one line (see
[Fen15b, Lemma 3.2], [LMX12]).
Let j > B log2(η) > 1 and h ∈ L2(C j(x0, k)). Note that y ∈ Supp(I + P)ηh implies that ρ(y, x0) ≥ 2 j+B−1k.
Thus ρ(Supp(I + P)ηh, B) & 2 jk. Check then that
|〈b, h〉| . ‖A‖T 2
1
k

k∑
l=1
l2(η−β)−1‖(1 + k∆)∆η−β−1(I + P)ηPl−1h‖2L2(B)

1
2
. kη−β−2‖A‖T 2

k∑
l=1
[
l‖∆η−β−1(I + P)ηPl−1h‖2L2(B) + l3‖∆η−β(I + P)ηPl−1h‖2L2(B)
]
1
2
. kη−β−2‖A‖T 2
[∥∥∥G1∆η−β−2(I + P)ηh∥∥∥L2(B) +
∥∥∥G1∆η−β−2(I + P)ηh∥∥∥L2(B)
]
.
1
V(x0, 2 jk)
kη−β−2
(2 jk)η−β−2 ‖A‖T 2
∥∥∥(I + P)ηh∥∥∥L1
. 2− j(
d0
2 +ǫ)‖A‖T 2 ‖h‖L2
.
2− j(
d0
2 +ǫ)
V(B) 12
‖h‖L2
.
2− jǫ
V(2 jB) 12
‖h‖L2
where we used Proposition 3.13 for the forth line and Proposition 1.5 for the last one. We conclude that, up
to multiplication by some harmless constant, b is an ǫ-molecule. 
Proposition 4.14. Let ǫ > 0 and β > 0. Then E1quad,β(Γ) ⊂ H1mol,ǫ (Γ) ∩ L2(Γ) and
‖ f ‖H1
molǫ
. ‖ f ‖H1quad,β ∀ f ∈ H
1
quad,β(Γ).
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Proof. Let f ∈ E1quad,β(Γ). We set
F(., l) = [l∆]βPl−1 f .
By definition of E1quad,β(Γ), one has that F ∈ T 1(Γ). Moreover, since f ∈ L2(Γ), L2-boundedness of
Littlewood-Paley functionals (see [BR09], [Fen15b]) yields that F ∈ T 2(Γ). Thus, according to Theorem
2.12, there exist a numerical sequence (λi)i∈N and a sequence of T 1-atoms (Ai)i∈N such that
F =
∞∑
i=0
λiAi in T 1(Γ) and T 2(Γ)
and ∑
i∈N
|λi| . ‖F‖T 1 = ‖ f ‖H1quad,β .
Choose η as in Lemma 4.13. Since f ∈ L2(Γ),
f = πη,βF(., l)
=
+∞∑
i=0
λiπη,β(Ai)
(4.6)
where the sum converges in L2(Γ) (see [Fen, Corollary 2.3]). According to Lemma 4.13, πη,β(Ai) are
molecules and then (4.6) would provide an ǫ-molecular representation of f if the convergence held in L1(Γ).
By uniqueness of the limit, it remains to prove that
∑
λiπη,β(Ai) converges in L1. Indeed,
∑
i∈N
|λi|
∥∥∥πη,β(Ai)∥∥∥L1 .
∑
i∈N
|λi|
< +∞
where the first line comes from Proposition 4.3 and the second one from the fact that (λi)i∈N ∈ ℓ1(N). 
Lemma 4.15. Suppose that A is a T 1(Γ)-atom associated with a ball B ⊂ Γ. Let ǫ > 0, there exist an integer
η = ηǫ and a uniform constant Cǫ > 0 such that C−1ǫ d∆−
1
2 πη, 12
(A) is an ǫ-molecule associated with the ball B.
Proof. Let d0 be the value in Proposition 1.5. Set again η = ⌈ d02 +ǫ⌉+2. We will also write t for ⌈ d02 +ǫ⌉ ∈ N∗.
Let A be a T 1-atom associated with a ball B of radius k and center x0. We write
a := d∆−
1
2 πη, 12
(A) =
√
kd(I + k∆)− 12 b
where
b :=
∑
l≥1
c
η
l√
l
(
I + k∆
k
) 1
2
∆η−1(I + P)ηPl−1A(., l)
=
1√
k
∞∑
m=0
am
∑
l≥1
c
η
l√
l
(I + k∆)∆1+t(I + P)ηPl+m−1A(., l)
(4.7)
where ∑ amzm is the Taylor serie of the function (1 + k(1 − z))− 12 .
Let us check that a is an ǫ-molecule associated with B, up to multiplication by some harmless constant Cǫ .
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Let h ∈ L2(x0, 2ηBk). One has with the first equality in (4.7),
|〈b, h〉| ≤ k− 12
∑
l≥1
c
η
l√
l
∣∣∣∣∣
〈
A(., l), (I + k∆) 12 ∆1+t(I + P)ηPl−1h
〉∣∣∣∣∣
. k−
1
2
∑
l≥1
c
η
l√
l
‖A(., l)‖L2(B)‖ (I + k∆)
1
2 ∆1+t(I + P)ηPl−1h‖L2
. ‖A‖T 22 k
− 12

k∑
l=1
l2(η−1)‖ (I + k∆) 12 ∆1+t(I + P)ηPl−1h‖2L2

1
2
. ‖A‖T 22 k
− 12

k∑
l=1
l2(1+t)‖ (I + k∆) 12 ∆1+t(I + P)ηPl−1h‖2L2

1
2
. ‖A‖T 22 ‖(I + P)
ηh‖L2
. ‖A‖T 22 ‖h‖L2
where we use that the functionals h 7→ k− 12

k∑
l=1
l2(1+t) | (I + k∆)M+ 12 ∆1+tPl−1h|2

1/2
are L2-bounded uniformly
in k. Indeed, since (−1) < Sp(P), functional calculus provides, for some a > −1,
‖ (I + k∆) 12 ∆1+tPl−1h‖2L2 =
∫ 1
a
(1 + k(1 − λ))(1 − λ)2(1+t)λ2(l−1)dEhh(λ)
Thus,
k−1
k∑
l=1
l2(1+t)‖ (I + k∆) 12 ∆1+tPl−1h‖2L2
.
∫ 1
a
(1 − λ)2(1+t)
k∑
l=1
l2(1+t)−1λ2(l−1)dEhh(λ) +
∫ 1
a
(1 − λ)2(1+t)+1
k∑
l=1
l2(1+t)λ2(l−1)dEhh(λ)
.
∫ 1
a
(1 − λ)2(1+t)
∞∑
l=1
l2(1+t)−1λ2(l−1)dEhh(λ) +
∫ 1
a
(1 − λ)2(1+t)+1
∞∑
l=1
l2(1+t)λ2(l−1)dEhh(λ)
.
∫ 1
a
(1 − λ)2(1+t)
(1 − λ2)2(1+t) dEhh(λ) +
∫ 1
a
(1 − λ)2(1+t)+1
(1 − λ2)2(1+t)+1 dEhh(λ)
=
∫ 1
a
[
(1 + λ)−2(1+t) + (1 + λ)−2(1+t)−1
]
dEhh(λ)
.
∫ 1
a
dEhh(λ) = ‖h‖2L2
where the third inequality comes from the fact that lξ−1 ∼ cξl (see Lemma B.1 in [Fen15b]).
Let j > B log2(η) > 1 and h ∈ L2(C j(B)). One has ρ(Supp(I + P)ηh, B) & 2 jr (cf Lemma 4.13). The
second identity in (4.7) provides
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|〈b, g〉| ≤ k− 12
∞∑
m=0
am
∑
l≥1
c
η
l√
l
∣∣∣∣〈A(., l), (I + k∆)∆1+t(I + P)ηPl+m−1h〉
∣∣∣∣
. k− 12
∞∑
m=0
am
∑
l≥1
c
η
l√
l
‖A(., l − 1)‖L2(B)‖∆1+t(I + k∆)(I + P)ηPl+m−1h‖L2(B)
. k−
1
2 ‖A‖T 22
∞∑
m=0
am

k∑
l=1
l2(η−1)‖(I + k∆)∆1+t(I + P)ηPl+m−1h‖2L2(B)

1
2
. k−
1
2 ‖A‖T 22 ‖(I + P)
ηh‖L2
∞∑
m=0
am

k∑
l=1
l2(t+1) k
2 + (l + m)2
(l + m)2(2+t)
(
1 +
2 jk
l + m
)−N
1
2
,
where the last line holds for any N ∈ N with Proposition 3.2 (the constant depends on N). If we fix N =
2(2 + t), we obtain
|〈b, g〉| . k− 12 ‖A‖T 22 ‖(I + P)
ηh‖L2
∞∑
m=0
am

k∑
l=1
l2(t+1)k2(2 jk)−2(2+t) + (2 jk)−2(1+t)

1
2
. k−
1
2 ‖A‖T 22 ‖h‖L2 (2
jk)−(1+t)

∞∑
m=0
am


k∑
l=1
l2(1+t)

1
2
. ‖A‖T 22 ‖h‖L2 2
− j(1+t)
.
2− j(t+1)
V(B) 12
‖h‖L2
.
2− jǫ
V(2 jB)‖h‖L2
where we used the relation ∑ am = 1 for the third line and the Proposition 1.5 for the last one. 
Proposition 4.16. Let M ∈ N and ǫ > 0. Then E1
quad, 12
(TΓ) ⊂ H1mol,ǫ(TΓ) ∩ H2(TΓ) and
‖G‖H1
mol,ǫ
. ‖G‖H1
quad, 12
∀G ∈ E1quad, 12 (TΓ)
Proof. Let G ∈ E1
quad, 12
(TΓ). We set
F(., l) =
√
l + 1Pld∗G.
By definition of H1
quad, 12
(TΓ), one has that F ∈ T 1(Γ). Moreover, since G ∈ E2(TΓ), Proposition 2.5 yields
that ∆− 12 d∗G ∈ L2(G) and therefore, with the L2-boundedness of Littlewood-Paley functionals, F ∈ T 2(Γ).
Thus, according to Theorem 2.12, there exist a scalar sequence (λi)i∈N ∈ ℓ1(N) and a sequence of T 12 -
atoms (Ai)i∈N such that
F =
∞∑
i=0
λiAi in T 1(Γ) and in T 2(Γ)
and ∑
i∈N
|λi| . ‖F‖T 1 = ‖G‖H1
quad, 12
.
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Choose η as in Lemma 4.13. Using [Fen, Corollary 2.3], since ∆− 12 d∗G ∈ L2(Γ),
∆−
1
2 d∗G = πη, 12 F(., l)
=
+∞∑
i=0
λiπη, 12
(Ai)
where the sum converges in L2(Γ). Recall that d∆−1d∗ = IdH2(TΓ). Moreover, d∆−
1
2 is bounded from L2(Γ) to
L2(TΓ) (see Proposition 2.5). Then
G =
+∞∑
i=0
λid∆−
1
2 πη, 12
(Ai) (4.8)
where the sum converges in L2(TΓ). According to Lemma 4.15, d∆− 12 πM, 12 (Ai) are ǫ-molecules and then (4.8)
would provide an ǫ-molecular representation of f if the convergence held in L1(Γ). By uniqueness of the
limit, it remains to prove that ∑ λid∆− 12 πη, 12 (Ai) converges in L1. Indeed,∑
i∈N
|λi|
∥∥∥∥d∆− 12 πη, 12 (Ai)
∥∥∥∥L1(TΓ) .
∑
i∈N
|λi|
< +∞
where the first line comes from Proposition 4.3 and the second one because (λi)i∈N ∈ ℓ1(N). 
4.4 Completion of Hardy spaces.
Theorem 4.17. Let β > 0. The completion H1quad,β(Γ) of E1quad,β(Γ) in L1(Γ) exists. Moreover, if ǫ ∈ (0,+∞),
then the spaces H1
mol,ǫ(Γ) and H1quad,β(Γ) coincide. More precisely, we have
E1quad,β(Γ) = H1BZκ,M,ǫ(Γ) ∩ L2(Γ).
Once the equality H1
mol,ǫ(Γ) = H1quad,β(Γ) is established, this space will be denoted by H1(Γ).
Proof. Let β > 0 and ǫ > 0. Propositions 4.9 and 4.14 yield the equality of spaces
H1mol,ǫ(Γ) ∩ L2(Γ) = E1quad,β(Γ) (4.9)
with equivalent norms. In particular, E1quad,β(Γ) ⊂ L1(Γ).
Since the space of finite sum of ǫ-molecules is dense in H1
mol,ǫ(Γ) (see [BZ08, Lemma 4.5] or [Fen,
Lemma 3.5]), the space H1
mol,ǫ(Γ) is the completion of H1mol,ǫ(Γ) ∩ L2(Γ) in L1. The completion H1quad,β(Γ) of
E1quad,β(Γ) in L1(Γ) exists then too and satisfies
H1quad,β(Γ) = H1mol,ǫ(Γ)
with equivalent norms. 
Theorem 4.18. Let β > 0. The completion H1quad,β(TΓ) of E1quad,β(TΓ) in L1(TΓ) exists.
Moreover, if ǫ ∈ (0,+∞), then the spaces H1
mol,ǫ(TΓ) and H1quad,β(TΓ) coincide. More precisely, we have
E1quad,β(TΓ) = H1mol,ǫ(TΓ) ∩ H2(TΓ).
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Again, the space H1
BZ2,M+ 12 ,ǫ
(TΓ) = H1quad,β(TΓ) will be denoted by H1(TΓ).
Proof. Let ǫ > 0. Propositions 4.10 and 4.16 yield the continuous embeddings
H1mol,ǫ(TΓ) ∩ L2(TΓ) ⊂ E11
2 ,β
(TΓ) ⊂ H1mol,ǫ (TΓ) ∩ L2(TΓ)
from which we deduce the equality of the all the spaces, with equivalent norms.
It follows that the completion of E1
quad, 12
(TΓ) in L1(TΓ) exists and satisfies, since H1
mol,M− 12 ,p,ǫ
(TΓ) is the
completion of H1
mol,M− 12 ,p,ǫ
(TΓ) ∩ L2(TΓ) in L1(TΓ), we deduce as in the proof of Theorem 4.17 that
H1quad, 12
(TΓ) = H1mol,ǫ (TΓ)
with equivalent norms.
Moreover, notice that if F ∈ H2(TΓ),
F ∈ E1quad,β(TΓ) ⇐⇒ ∆−
1
2 d∗F ∈ E1quad,β(Γ). (4.10)
Indeed, the implication ∆− 12 d∗F ∈ E1quad,β(Γ) ⇒ F ∈ E1quad,β(TΓ) is obvious, and the converse is due to
Proposition 2.5. Theorem 4.17 implies that all the spaces E1quad,β(Γ), β > 0, coincide. Together with (4.10), for
all β > 0, the spaces E1quad,β(TΓ) coincide with E1quad, 12 (TΓ). Hence, for all β > 0, the completion H
1
quad,β(TΓ)
of E1quad,β(TΓ) in L1(TΓ) exists and satisfies
H1quad,β(TΓ) = H1mol,ǫ(TΓ)
with equivalent norms. 
5 Proof of Theorem 1.6
Let (Γ, µ) be a weighted graph as defined in Section 2.1. Assume that Γ satisfies (LB), (Dβ) and (UEβ).
Let H1(Γ) and H1(TΓ) by the two spaces defined with Theorems 4.17 and 4.18. The Theorem 1.6 will be
proven if we prove the four following facts.
(1) The spaces H1(Γ) and H1(TΓ) are included in L1(Γ) and L1(TΓ) respectively.
(2) The operator d∆− 12 satisfies
‖d∆− 12 f ‖H1(TΓ) ≃ ‖ f ‖H1(Γ) ∀ f ∈ H1(Γ) ∩ L2(Γ).
(3) Let O be a L2-bounded linear operator, which is also bounded from H1(Γ) ∩ L2(Γ) to L1(Γ). Then
‖O f ‖Lp(Γ) ≤ C‖ f ‖Lp(Γ) ∀ f ∈ Lp(Γ) ∩ L2(Γ),
that is O can be extended to a linear operator bounded on Lp(Γ).
(4) The Riesz transform ∇∆− 12 satisfies
‖∇∆− 12 O f ‖Lp(Γ) ≤ C‖ f ‖Lp(Γ) ∀ f ∈ Lp(Γ) ∩ L2(Γ),
and thus can be extended to a Lp(Γ)-bounded operator.
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The fact (1) is given by the fact that H1(Γ) = H1
mol,ǫ(Γ) and H1(TΓ) = H1mol,ǫ (TΓ) are continuously
embedded in L1(Γ) and L1(TΓ) respectively (see Proposition 4.5).
The fact (2) comes from the definition of the Hardy spaces via quadratic functionals. Indeed, by definition
of the norm in E1quad,β(TΓ), we have, for any f ∈ H1(Γ) ∩ L2(Γ)
‖d∆− 12 f ‖H1(TΓ) ≃ ‖d∆−
1
2 f ‖H1quad,β(TΓ)
= ‖∆− 12 d∗d∆− 12 f ‖H1quad,β(Γ)
= ‖ f ‖H1quad,β(Γ)
≃ ‖ f ‖H1(Γ)
Check that Proposition 4.11 yields the inclusion E10(Γ) ⊂ H1(Γ). Recall that fact (1) says that H1(Γ) ⊂
L1(Γ). Therefore, Corollary 2.17 implies exactly fact (3).
It remains to verify fact (4). Note that it will be a direct consequence of facts (1), (2) and (3) if the operator
∇∆− 12 were linear.
Facts (1) and (2) yields
‖∇∆− 12 f ‖L1(Γ) = ‖d∆−
1
2 f ‖L1(TΓ) . ‖d∆−
1
2 f ‖H1(TΓ) . ‖ f ‖H1(Γ). (5.1)
Define now for any function φ on TΓ the linear operator
∇φ f (x) =
∑
y∈Γ
p(x, y)d f (x, y)φ(x, y)m(y).
The boundedness (5.1) yields then the estimate
‖∇φ∆−
1
2 f ‖L1 ≤ ‖∇∆−
1
2 f ‖L1(Γ) sup
x∈Γ
|φ(x, .)|Tx . ‖ f ‖H1 sup
x∈Γ
|φ(x, .)|Tx .
Moreover, since ‖∇∆− 12 f ‖L2 = ‖ f ‖L2 (cf (2.8)), one has
‖∇φ∆−
1
2 f ‖L2 . ‖ f ‖L2 sup
x∈Γ
|φ(x, .)|Tx .
Set φ f (x, y) = d f (x, y)∇ f (x) . Note that supx∈Γ |φ f (x, .)|Tx = 1. With fact (3), one has then
‖∇∆− 12 f ‖Lp = ‖∇φ f∆−
1
2 f ‖Lp . . ‖ f ‖Lp
A Examples of graph satisfying (Dβ) and (UEβ)
The aim of this appendix is to give some examples of graphs satisfying our three conditions (LB), (Dβ) and
(UEβ). Indeed, if the condition (LB) is classical and can be seen as a condition of analyticity, the conditions
(Dβ) and (UEβ) can look unnatural, in particular when β is not a constant.
But first, let us recall some classical estimates. The most common estimates on the Markov kernel pk(x, y)
are the Gaussian estimates, given by
pk(x, y) . 1
Vδ(x,
√
k
exp
(
−cδ(x, y)
2
k
)
∀x, y ∈ Γ, ∀k ∈ N∗. (UE2)
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These estimates are satisfied by the Markov kernel when the operator P is a random walk on Zn, or more
generally on a discrete group of polynomial growth (see [HSC93, Theorem 5.1]). The classical result of
Delmotte [Del99, Theorem 1.7] states that the upper and lower Gaussian estimates on graphs
c
Vδ(x,
√
k
exp
(
−C δ(x, y)
2
k
)
≤ pk(x, y) ≤ C
Vδ(x,
√
k
exp
(
−cδ(x, y)
2
k
)
(LUE2)
are equivalent to the conjunction of (LB), (D2) and the L2-Poincar´é inequality on balls (and are also equiv-
alent to a parabolic Harnack inequality). Besides, the upper Gaussian estimate (UE2) can hold when the
corresponding Gaussian lower bounds are not satisfied (see for example two copies of Zn linked by an edge
in [Rus00]).
There exist however some graphs where the Gaussian estimates (UE2) don’t hold. It is the case of the
Sierpinski gaskets ([Bar98]) or the Vicsek graphs ([?]). This kind of graphs, whose behaviors is strikingly
different from the graphs Zn, are called fractals graphs. On these graphs, the Markov kernel satisfy some
so-called "sub-Gaussian" estimates
pk−1(x, y) ≤ C
Vδ(x, k 1m )
exp
−c
[
δ(x, y)m
k
] 1
m−1
 ∀x, y ∈ Γ, ∀k ∈ N∗ (UEm)
where m > 2 is a real constant. Note that (UEm) is incompatible with (UE2). Indeed, with (D2), the estimates
(UE2) and (UEm) yields respectively the on-diagonal lower bound p2k(x, x) ≥ cVδ(x,√k) and p2k(x, x) ≥
c
Vδ(x,k 1m )(see Proposition A.5 below). Therefore the conjunction of (UE2) and (UEm) provides a contradiction with
the doubling volume property.
Necessary and sufficient conditions for (UEm) and the corresponding lower bounds to hold have been
given in, for instance, [GT01], [BCK05] and [BGK12]. Some results on sub-Gaussian estimates are also
collected in [Gri01].
In the sequel, we say that Γ satisfies (VD) if
Vδ(x, r) ≃ rD ∀x ∈ Γ, ∀r ∈ N∗. (VD)
Clearly, (VD) implies (D2). It is shown by Barlow in [Bar04] that
Theorem A.1. For any real D ≥ 1 and 2 ≤ m ≤ D + 1, there exists a graph satisfying (VD) and (UEm).
Moreover, the range of D and m are sharp.
For example, the classical Sierpinski gasket satisfies (VD) and (UEm) for D = log2 3 and m = log2 5.
The Gaussian and sub-Gaussian estimates (UE2) and (UEm) are stronger than the estimates (UEβ) when
β ≡ 2,m. It is only a consequence of the fact that an exponential decay is faster than a polynomial decay.
Therefore, our results work for the two cases of graphs that satisfies the Gaussian and sub-Gaussian estimates
(UE2) and (UEm). However, we will describe below a case of graph that satisfies neither (UE2) nor (UEm)
and yet satisfies our condition. That is why our assumptions have been expanded to the case where β is not
a constant. We do not think that there exists a graph satisfying (UEβ) for any bounded function β that satisfy
our condition - for example, there are no graphs satisfying (UEβ) with β ≡ 1 - but we didn’t find a way to
prove that the function β has to be greater than 2.
In the cases where β is a constant (Gaussian and sub-Gaussian cases), it is easy to check that the condition
(Dβ) is equivalent to the doubling property
Vδ(x, 2r) ≤ CVδ(x, r). (DV2)
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However, the condition (D2) is not the good "doubling" property, because the balls in a graph with the metric
given by ρ := δβ can be ellipsoids for the same graph with the metric given by δ. That is why the doubling
condition in our case depends also on the parameter β.
We present now a graph Γ that satisfies (Dβ) and (UEβ) for some function β, but that doesn’t satisfy (UEm)
for any real m. In order to do this, we will build the graph Γ as a product of two graphs Γ1 and Γ2 that satisfies
(UEm) for different values m1 and m2. A more general discussion about the fact that the off-diagonal decay
of the Markov kernel may depend on the direction can be found in [HK04b, HK04a].
Definition A.2. Let (Γ1, µ1) and (Γ2, µ2) be two weighted graphs. The graph (Γ, µ) is the free product of Γ1
and Γ2 if
(i) Γ = Γ1 × Γ2,
(ii) for all x = (x1, x2) ∈ Γ and y = (y1, y2) ∈ Γ, µxy = µ1x1y1µ2x2y2 ,
Note that in this case, if δ1 and δ2 are the canonic distances on (Γ1, µ1) and (Γ2, µ2) respectively, then the
distance on Γ is δ(x, y) := max{δ1(x1, y1), δ2(x2, y2)}.
Remark A.3. Let (Γ, µ) be the free product of (Γ1, µ1) and (Γ2, µ2). Then the following facts are satisfied for
any vertices x = (x1, x2) and y = (y1, y2)
(i) x ∼ y if and only if x1 ∼ y1 and x1 ∼ y1.
(ii) δ(x, y) = max{δ1(x1, y1), δ(x2, y2)}, where δ, δ1 and δ2 are the canonical distances on Γ, Γ1 and Γ2
respectively.
Proposition A.4. Let (Γ1, µ1) and (Γ2, µ2) satisfying (LB). Set (Γ, µ) be the graph defined as the free product
of Γ1 and Γ2. Then the graph (Γ, µ, ρ) satisfies (LB).
Moreover, let β1, β2 be functions bounded from below by 1 and from above by B. If Γ1 and Γ2 satisfy
respectively (Dβ1), (UEβ1), (Dβ2) and (UEβ2), then Γ satisfy (Dβ) and (UEβ) with
β := sup
{
β1
ln δ1
ln δ , β2
ln δ2
ln δ
}
. (A.1)
when δ ≥ 2 and β = 1 when δ ≤ 1.
Proof. Let p, p1, p2, m, m1, m2 the measures and the Markov kernel of respectively the graphs Γ, Γ1 and Γ2.
Remark that p(x, x) = p1(x1, x1) · p2(x2, x2) and m(x) = m1(x1) · m2(x2). Thus, the fact that Γ satisfies
(LB) if and only if both Γ1 and Γ2 satisfies (LB) is immediate.
Check that by definition of β, one has 1 ≤ β ≤ max{β1, β2} and
δβ = sup{δβ11 , δ
β2
2 }.
Set ρ := δβ, ρ1 := δβ11 and ρ2 := δ
β2
2 . By construction, one has Bρ(x, k) = Bρ1(x1, k) × Bρ2(x2, k). As a
consequence,
Vρ(x, k) = Vρ1(x1, k)Vρ2(x2, k)
and then assertion (Dβ) follows from the assumptions (Dβ1) and (Dβ2) on the graphs Γ1 and Γ2.
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Recall that we have by construction p(x, y) = p1(x1, y1)p2(x2, y2). Therefore, by induction, we get the
relation pk(x, y) = p1k(x1, y1)p2k(x2, y2). Consequently, for any N ∈ N,
pk−1(x, y) ≤ CNVρ1(x1, k)Vρ2(x2, k)
(
1 +
ρ1(x1, y1)
k
)−N (
1 +
ρ2(x2, y2)
k
)−N
≤ CN
1
Vρ(x, k) min

(
1 +
ρ1(x1, y1)
k
)−N
,
(
1 +
ρ2(x2, y2)
k
)−N
= CN
1
Vρ(x, k)
(
1 + max{ρ1(x1, y1), ρ2(x2, y2)}k
)−N
= CN
1
Vρ(x, k)
(
1 + ρ(x, y)k
)−N
.
Thus Γ satisfies (UEβ). 
We need also the classical following result.
Proposition A.5. Let Γ be a graph satisfying (Dβ) and (UEβ) for some bounded function β ≥ 1. Set ρ := δβ.
Then
p2k(x, x) ≃ 1Vρ(x, k) ∀k ∈ N
∗, ∀x ∈ Γ. (A.2)
Proof. The proof is similar to the one of [CG98, Theorem 6.1], which establish the result when the graph
satisfies (D2) and (UE2). We will do it again for completeness.
The upper estimate in (A.2) follows directly from (Dβ) and (UEβ).
We turn to the on-diagonal lower estimate. Let d be the constant that appears in Proposition 1.5. With
(UEβ), one has ∑
j≥ j0
∑
y∈C j(x,k)
pk(x, y)m(y) .
∑
j≥ j0
∑
y∈C j(x,k)
1
Vρ(x, k)2
− j(d+1)m(y)
.
∑
j≥ j0
∑
y∈C j(x,k)
1
Vρ(x, 2B+ j+1k)
2− jm(y)
.
∑
j≥ j0
2− j . 2− j0
with a constant that doesn’t depend on j0, x ∈ Γ or k ∈ N∗. Thus can can fix j0 such that∑
j≥ j0
∑
y∈C j(x,k)
pk(x, y)m(y) ≤ 12 ∀x ∈ Γ, ∀k ∈ N
∗.
Set B = Bρ(x, 2 j0+B). Since
∑
y∈Γ
p(x, y)m(y) = 1, one has
∑
y∈B
p(x, y)m(y) ≤ 1
2
and thus
p2k(x, x) =
∑
y∈Γ
pk(x, y)2m(y) ≥
∑
y∈B
pk(x, y)2m(y)
≥ 1
Vρ(B)
∑
y∈B
pk(x, y)m(y) ≥ 12Vρ(B) .
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We conclude by remarking that (Dβ) implies
1
Vρ(B) &
1
Vρ(x, k) .

Proposition A.6. Let (Γ1, µ1) satisfying (LB), (VD1) and (UEm1) and (Γ2, µ2) satisfying (LB), (VD2) and
(UEm2). Then the free product graph (Γ, µ) satisfies (UEm) if and only if m = m1 = m2.
Proof. Assume that (Γ, µ) satisfies (UEm) for some m. Moreover, according to Proposition A.4, Γ satisfies
(UEβ) with β satisfying
ρ := δβ = sup{δm11 , δm22 }.
Therefore, with Proposition A.5, one has
p2k(x, x) ≃ 1Vρ(x, k) ≃
1
Vδ(x, k1/m)
.
Note that
Vρ(x, k) = Vδ1(x1, k1/m1)Vδ2(x2, k1/m2) ≃ k
D1
m1
+
D2
m2
and
Vδ(x, k1/m) = Vδ1(x1, k1/m)Vδ2(x2, k1/m) ≃ k
D1+D2
m .
Therefore, m can only be
m =
D1 + D2
m1
D1 +
m2
D2
. (A.3)
Without loss of generality, we can choose m1 ≤ m2. In this case, we have m1 ≤ m. Since Γ satisfies
(UEm), then we have for any x, y, z ∈ Γ21 × Γ2,
p2k((x, z), (y, z)) = p12k(x, y)p22k(z, z)
. k−
D1
m1
−D2
m2 exp
−c
[
δm1 (x, y)
2k
] 1
m−1
 .
Yet, since p2k(z, z) ≃ k−
D2
m2 (with Proposition (A.5)), one has
p12k(x, y) . k−
D1
m1 exp
−c
[
δm1 (x, y)
2k
] 1
m−1
 .
. k−
D1
m exp
−c
[
δm1 (x, y)
2k
] 1
m−1

and so Γ1 satisfies (UEm). It implies, again with Proposition (A.5), that for any k ∈ N∗, it holds
p2k(x, x) ≃ k−
D1
m1 ≃ k−
D1
m .
The last fact is possible only if m = m1. At last, the relation (A.3) allows us to say that m2 = m = m1. 
Corollary A.7. There exists a graph Γ that satisfies (LB), (Dβ) and (UEβ) for some bounded function β ≥ 1
but that, for any constant m ≥ 2, doesn’t satisfies the combination of (D2) and (UEm).
Proof. Theorem A.1 yields that there exist Γ1 that satisfies (V2) and (UE2) and Γ2 that that satisfies (V2) and
(UE3). Set Γ the free product of Γ1 and Γ2. According to Proposition A.6, there doesn’t exist any constant
m ≥ 2 such that Γ satisfies both (D2) and (UEm). 
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B The case of Riemannian manifolds
B.1 Results
Let M be a Riemannian manifold. Denotes by m the Riemannian measure et by δ the Riemannian distance.
The notation T ∗M is used for the tangent bundle of M. The operator d denotes the exterior differentiation on
M and d∗ is the adjoint of d. That is d maps functions on 1-forms and d∗ maps 1-forms on functions. Set
∆ = d∗d the positive Laplace Beltrami operator. As in graphs, we will use ∇ f (x) for the length of the gradient
|d f (x)|.
Let β : M2 7→ R such that 1 ≤ β ≤ B < +∞. We set ρ := δβ, B(x, t) = Bδβ(x, t) = {y ∈ M, ρ(x, y) < t} and
V(x, t) = Vδβ(x, t) = m(B(x, t)). The following assumptions will be assumed throughout this section:
• The space is doubling for ρ, that is
V(x, 2t) ≤ V(x, t) ∀x ∈ M, ∀t > 0. (Dβ)
• The operator ∆ generates an analytic semigroup Ht := e−t∆. The semigroup Ht has a positive kernel ht
satisfying: for all N ∈ N, there exists CN > 0 such that
ht(x, y) ≤ CN
(
1 +
ρ(x, y)
t
)−N
. (UEβ)
Under these assumptions, we can obtain the same assumptions as in the case of graphs, that is
Theorem B.1. Let M be a connected non-compact Riemannian manifold. Assume that M satisfies (Dβ) and
(UEβ). Then there exists two complete spaces H1(M) ⊂ L1(M) and H1(T ∗M) ⊂ L1(T ∗M) such that:
1. The Riesz transform d∆− 12 is an homomorphism between H1(M) and H1(T ∗M).
2. Every linear operator bounded from H1(M) to L1(M) and bounded on L2(M) is bounded on Lp(M) for
any p ∈ (1, 2).
As a consequence, the Riesz transform ∇∆− 12 is bounded on Lp(M) for any p ∈ (1, 2).
B.2 Properties of the space H1(M)
The spaces H1(M) and H1(T ∗M) in Theorem B.1 satisfies similar properties as H1(Γ) and H1(TΓ). For short,
we will state only the ones of H1(M).
Definition B.2. Let ǫ ∈ (0,+∞). A function a ∈ L2(M) is called a ǫ-molecule if there exist x ∈ M, t > 0 and
a function b ∈ L2(M) such that
(i) a = [I − (I + t∆)−1]b,
(ii) ‖b‖L2(C j(x,t)) ≤ 2− jǫV(x, 2 jt)−
1
2 , for all j ≥ 0.
Here and after, C j(x, t) denotes some annulus of center x, of small radius 2 jt and of big radius 2 j+1t.
Proposition B.3. Let ǫ ∈ (0,+∞). The ǫ-molecules are uniformly bounded in L1(M). Moreover, any function
f ∈ H1(M) admits an ǫ-molecular representation, that is if there exist a sequence (λi)i∈N ∈ ℓ1 and a sequence
(ai)i∈N of ǫ-molecules such that
f =
∞∑
i=0
λiai (B.1)
where the convergence of the series to f holds in L1(M). Moreover the (λi)i∈N can be chosen such that∑
i |λi| ≃ ‖ f ‖H?1(M).
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The space H1(M) can also be defined via quadratic functionals.
Definition B.4. Define, for α > 0, the quadratic functional Lα on L2(Γ) by
Lα f (x) =
(∫
γ(x)
1
tV(x, t) |(t∆)
αHt f (y)|2dm(y)dt
) 1
2
where γ(x) = {(y, t) ∈ M × (0,+∞), ρ(x, y) < t}.
Proposition B.5. Let α > 0. One has the equivalence
‖Lβ f ‖L1(M) ≃ ‖ f ‖H1(M)
once f ∈ L2(M) and one of the two quantities is finite. In particular, the space
E1quad,β(M) :=
{
f ∈ L2(M), ‖Lβ f ‖L1(M) < +∞
}
can be completed in L1(M).
In the case where β ≡ 2, the space H1(M) constructed here is the same as the one in [DY05], [AMR08]
or [HLM+11]. In particular, the space H1(M) has a functional calculus and an atomic decomposition. When
β ≡ m with m > 2 is a constant, our space H1(M) appears to be the same as the ones in [KU15] and [Che14].
In these two last references, H1(M) is defined as the completed space of E1quad,1(M) and has also a molecular
decomposition. The molecular decomposition of [KU15] and [Che14] is different of ours, but yields the same
space. Indeed, in the two cases, the authors proved that H1(M) is the completed space of E1quad,1(M). Note
also that we gave in the present paper some "weak functional calculus" on H1(M) since the Hardy spaces
H1(M) can be defined from any quadratic functional Lα, α > 0, and not only from L1. This "weak functional
calculus" is a crucial point in our proof. One can wonder whether there is the same functional calculus on the
spaces H1(M) as the one found in [AMR08]. We didn’t know the answer of this question.
B.3 Discussion on the proofs
All the methods used here have they counterparts in the case of Riemannian manifolds. Most of them can be
found in [HLM+11]. Let us emphasize only two particular points of the proof in the continuous case.
First, the key point argument of this article, that is the Stein relation used in Proposition 3.6 can be also
done in the case of Riemannian manifold. It is actually easier to prove because the results from [Dun08] and
[Fen15b] on the pseudo-gradient are not needed. In the case of Riemannian manifolds, a result similar to
Proposition3.6 can be found in [CCFR15, Lemma 2.2].
The second point is on the proof of Proposition 4.9. We used the L1-boundedness of ∆ to prove that
∥∥∥∥∥∥∥Lα

∑
i∈N
λiai

∥∥∥∥∥∥∥
L1
≤
∑
i∈N
|λi|‖Lαai‖L1 . (B.2)
In the case of Riemannian manifold, the L1-boundedness of ∆ is replaced by the L1-boundedness of the
semigroup ∆αHt for t > 0. Indeed, the pointwise estimates (UEβ) and the L2-analyticity of Ht yields some
pointwise estimates on the kernel of ∆Ht, which implies in return the L1-analyticity of Ht. In particular, ∆αHt
is L1-bounded for any t > 0 and α > 0.
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B.4 Manifolds satisfying (Dβ) and (UEβ)
As in the case of graph, the function β has probably to satisfy more properties than the ones assumed (we
only need β bounded from below by 1 and from above by some constant B). Yet, the aim of the article is not
to find the sets of β that can actually occur.
A manifold M can be built from graph Γ by replacing the edges of the graph with tubes of length 1 and
then gluing the tubes together smoothly at the vertices. In this case, M and Γ will have similar structures at
infinity (see the Appendix in [CCFR15]). Together with Theorem A.1 or Corollary A.7, it yields a family of
Riemannian manifolds that satisfy the estimates (Dβ) and (UEβ) for some β . 2.
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