Abstract-In this paper, we address the problem of retrospectively pruning decision trees induced from data, according to a topdown approach. This problem has received considerable attention in the areas of pattern recognition and machine learning, and many distinct methods have been proposed in literature. We make a comparative study of six well-known pruning methods with the aim of understanding their theoretical foundations, their computational complexity, and the strengths and weaknesses of their formulation. Comments on the characteristics of each method are empirically supported. In particular, a wide experimentation performed on several data sets leads us to opposite conclusions on the predictive accuracy of simplified trees from some drawn in the literature. We attribute this divergence to differences in experimental designs. Finally, we prove and make use of a property of the reduced error pruning method to obtain an objective evaluation of the tendency to overprune/underprune observed in each method.
INTRODUCTION
ECISION tree induction has been studied in detail both in the area of pattern recognition and in the area of machine learning. In the vast literature concerning decision trees, also known as classification trees or hierarchical classifiers, at least two seminal works must be mentioned, those by Breiman et al. [2] and Quinlan [24] . The former originated in the field of statistical pattern recognition and describes a system, named CART (Classification And Regression Trees), which has mainly been applied to medical diagnosis and mass spectra classification. The latter synthesizes the experience gained by people working in the area of machine learning and describes a computer program, called ID3, which has evolved into a new system, named C4.5 [26] .
Various heuristic methods have been proposed for designing a decision tree [29] , the best known being the topdown method. There are three main problems in top-down induction of decision trees (TDIDT), the first of which concerns how to classify new observations, given a decision tree. The most common approach associates each leaf with a single class and then assigns that class to all new observations which reach that leaf. Typically, the associated class is the one with the largest number of examples reaching the leaf (majority class criterion). A second problem is determining the test to associate with each node of the tree. It can be broken down into a definition of the kind of tests allowed and selection of the best one. Many TDIDT systems adopt the following univariate relational test scheme:
(attribute # value)
where # denotes one of the following relational operators: (=, £, >). The type of test depends on the attribute domain: equality for non-ordered attributes and greater-than/lessthan for ordered attributes. Since there are many different instances of a test scheme, one for each possible attributevalue pair, it is necessary to define a selection measure in order to choose the best. Mingers [19] reviewed some selection measures based on statistics and information theory. Other proposals can be found in [10] , [34] .
A third problem, which Breiman et al. [2] deem the most important, concerns the determination of the leaves. There are two different ways to cope with this: either by prospectively deciding when to stop the growth of a tree (prepruning) or by retrospectively reducing the size of a fully expanded tree, T max , by pruning some branches (post-pruning) [5] . Pre-pruning methods establish stopping rules for preventing the growth of those branches that do not seem to improve the predictive accuracy of the tree. Some rules are: 1) All observations reaching a node belong to the same class. 2) All observations reaching a node have the same feature vector (but do not necessarily belong to the same class).
3) The number of observations in a node is less than a certain threshold. 4) There is no rejection for chi-square tests on the independence between a feature X j and the class attribute C [24] . 5) The merit attributed to all possible tests which partition the set of observations in the node is too low. D served when either the class probability density functions overlap for some points in the feature space or the collection of examples is erroneously measured. Rule 3 is based on the idea that small disjuncts can be eliminated since they are error-prone, but an immediate objection is that in this way we cannot deal with exceptions [13] . Analogous considerations can be made for the fourth rule, since nodes with few cases do not generally pass significance tests, especially when approximate tests, such as chi-square tests, are used. Objections to the fifth stopping rule are more subtle, since they depend on the test scheme and selection measures adopted. Indeed, when the selection measure belongs to the families of impurity measures [2] or C-SEP [10] , stopping Rule 5 may fire, although some tests could be useful combined with others. For instance, given the following training set: {<2, 2, +>, <3, 3, +>, <-2, -2, +>, <-3, -3, +>, <-2, 2, ->, <-3, 3, ->, <2, -2, ->, <3, -3, ->} where each triplet <X 1 , X 2 , C> represents an example (see Fig. 1a ), then every univariate test that leads to non-trivial partitioning, such as:
maintains unchanged the distribution of training examples per class. Consequently, stopping Rule 5 will prevent expansion of the tree in Fig. 1b , which can correctly classify all the training instances.
One way around this short-sightedness is that of adopting a post-pruning method. In this case, a tree T max is grown even when it seems worthless and is then retrospectively pruned of those branches that seem superfluous with respect to predictive accuracy [22] . For instance, for the same data set reported above, a learning system could generate the tree in Fig. 1c , in which case it is preferable to prune up to the root since no leaf captures regularities in the data. The final effect is that the intelligibility of the decision tree is improved, without really affecting its predictive accuracy.
In general, pruning methods aim to simplify those decision trees that overfitted the data. Their beneficial effects have attracted the attention of many researchers, who have proposed a number of methods. Unfortunately, their variety does not encourage the comprehension of both the common and the individual aspects. For instance, while some methods proceed from the root towards the leaves of T max when they examine the branches to prune (top-down approach), other methods follow the opposite direction, starting the analysis from the leaves and finishing it with the root node (bottom-up approach). Furthermore, while some methods only use the training set to evaluate the accuracy of a decision tree, others exploit an additional pruning set, sometimes improperly called test set, which provides less biased estimates of the predictive accuracy of a pruned tree.
The main objective of this paper is to make a comparative study of some of the well known post-pruning methods (henceforth, denoted as pruning methods for the sake of brevity) with the aim of understanding their theoretical foundations, their computational complexity, and the strengths and weaknesses of their formulation. The next section is devoted to a critical review of six methods which have achieved wide-spread popularity, while Section 3 provides empirical support for some comments. In par- Optimal decision tree for the training set. In each node, the class distribution, i.e., the number of training instances belonging to each class (+ or -), is reported. (c) A nonoptimal decision tree that can be subjected to pruning. ticular, the experimental design and the characteristics of the databases considered are described. For each set of data, a preliminary empirical study is accomplished in order to gain additional information on the particular domain. The results of the significance tests reported in the paper concern both the performance of each single method and comparative analysis of pairs of methods on the various data sets. They are an extension of preliminary results presented by Malerba et al. [17] . Two main conclusions are made:
• setting aside some data for the pruning set is not generally a good strategy; • some methods have a marked unsuspected tendency to overprune/underprune.
Finally, in Section 4, we discuss other methods not considered in the paper and some conclusions drawn in previous related works.
A CRITICAL REVIEW OF PRUNING METHODS
Henceforth, ᑤ T will denote the set of internal (non-terminal) nodes of a decision tree T, ᑦ T will denote the set of leaves in T, and ᑨ T the set of nodes of T. Thus, ᑨ T = ᑤ T » ᑦ T . The branch of T containing a node t and all its descendants will be indicated as T t . The number of leaves of T will be denoted by the cardinality of ᑦ T , Ùᑦ T Ù. The number of training examples of class i reaching a node t will be denoted by n i (t), the total number of examples in t, by n(t), and the number of examples not belonging to the majority class, by e(t).
In the following subsections, the descriptions of six pruning methods according to their original formulation are reported, together with some critical comments on the theoretical foundations, and the strengths and weaknesses of each method. A brief survey can be found in [17] .
Reduced Error Pruning (REP)

Description
This method, proposed by Quinlan [25] , is conceptually the simplest and uses the pruning set to evaluate the efficacy of a subtree of T max . It starts with the complete tree T max and, for each internal node t of T max , it compares the number of classification errors made on the pruning set when the subtree T t is kept, with the number of classification errors made when t is turned into a leaf and associated with the best class. Sometimes, the simplified tree has a better performance than the original one. In this case, it is advisable to prune T t . This branch pruning operation is repeated on the simplified tree until further pruning increases the misclassification rate.
Quinlan restricts the pruning condition given above with another constraint: T t can be pruned only if it contains no subtree that results in a lower error rate than T t itself. This means that nodes to be pruned are examined according to a bottom-up traversal strategy. THEOREM. REP finds the smallest version of the most accurate subtree with respect to the pruning set. 1 1. It can be proved that the optimality property is no longer guaranteed in Mingers' version of REP [20] , in particular when among all the internal PROOF. Let T * denote the optimally pruned tree with respect to the pruning set, and t 0 its root node. . The first part of the claim is obvious, while the second part is based on the additive property of the error rate for decision trees, according to which a local optimization on each branch T t i leads to a global optimization on T. These considerations immediately suggest a bottom-up algorithm that matches the REP procedure.
As we will see later, this property can be effectively exploited in experimental comparisons to find the smallest optimally pruned tree with respect to the test set.
Comments
Another positive property of this method is its linear computational complexity, since each node is visited only once to evaluate the opportunity of pruning it. On the other hand, a problem with REP is its bias towards overpruning. This is due to the fact that all evidence encapsulated in the training set and exploited to build T max is neglected during the pruning process. This problem is particularly noticeable when the pruning set is much smaller than the training set, but becomes less relevant as the percentage of cases in the pruning set increases.
Pessimistic Error Pruning (PEP)
Description
This pruning method, proposed by Quinlan [25] , like the previous one, is characterized by the fact that the same training set is used for both growing and pruning a tree. Obviously, the apparent error rate, that is the error rate on the training set, is optimistically biased and cannot be used to choose the best pruned tree. For this reason, Quinlan introduces the continuity correction for the binomial distribution that might provide "a more realistic error rate." More precisely, let r(t) = e(t) / n(t) be the apparent error rate in a single node t when the node is pruned, and be the apparent error rate for the whole subtree T t . Then, the continuity correction for the binomial distribution gives: ¢ r (t) = [e(t) + 1 / 2] / n(t) By extending the application of the continuity correction to the estimation of the error rate of T t , we have: nodes, we prune the node t that shows the largest difference between the number of errors when the subtree T t is kept and the number of errors when T is pruned in t. For simplicity, henceforth we will refer to the number of errors rather than to the error rate, that is: ¢ e (t) = [e(t) + 1 / 2] for a node t, and:
for a subtree T t . It should be observed that, when a tree goes on developing until none of its leaves make errors on the training set, then e(s) = 0 if s is a leaf. As a consequence, e'(T) only represents a measure of tree complexity that associates each leaf with a cost equal to 1/2. This is no longer true for partially pruned trees or when clashes (equal observations belonging to distinct classes) occur in the training set.
As expected, the subtree T t makes less errors on the training set than the node t when t becomes a leaf, but sometimes it may happen that n'(t) £ n'(T t ) due to the continuity correction, in which case the node t is pruned. Nonetheless, this rarely occurs, since the estimate n'(T t ) of the number of misclassifications made by the subtree is still quite optimistic. For this reason, Quinlan weakens the condition, requiring that:
e (T ) + SE(e (T )) t t where SE(e (T )) = [e (T ) (n(t) -e (T )) / n(t)]
is the standard error for the subtree T t , computed as if the distribution of errors were binomial, even if the independence property of events does not hold any longer because T max was built to fit the training data. The algorithm evaluates each node starting from the root of the tree and, if a branch T t is pruned then the descendants of t are not examined. This top-down approach gives the pruning technique a high run speed.
Comments
The introduction of the continuity correction in the estimation of the error rate has no theoretical justification. In statistics, it is used to approximate a binomial distribution with a normal one, but it was never applied to correct overoptimistic estimates of error rates. Actually, the continuity correction is useful only to introduce a tree complexity factor. Nonetheless, such a factor is improperly compared to an error rate, and this may lead to either underpruning or overpruning. Indeed, if T max correctly classifies all training examples, then:
and, since e'(t) ª e(t), then the method will prune if:
e t + ≥2 a f that is, pruning occurs if T t has a sufficiently high number of leaves with respect to the number of errors it helps to recover. The constant 1/2 simply indicates the contribution of a leaf to the complexity of the tree. Obviously, such a constant is suitable in some problems but not others.
Lastly, we notice that even this method has a linear complexity in the number of internal nodes. Indeed, in the worst case, when the tree does not need pruning at all, each node will be visited once.
Minimum Error Pruning (MEP)
Description
Niblett and Bratko [23] proposed a bottom-up approach seeking for a single tree that minimizes "the expected error rate on an independent data set." This does not mean that a pruning set is used, but simply that the authors intend to estimate the error rate for unseen cases. Indeed, both the original version and the improved one reported in [6] exploit only information in the training set. However, implementation of the improved version requires an independent pruning set for the reasons explained later.
For a k-class problem, the expected probability that an observation reaching the node t belongs to the ith class is the following:
where p ai is the a priori probability of the ith class, and m is a parameter that determines the impact of the a priori probability on the estimation of the a posteriori probability p i (t).
For simplicity, m is assumed to be equal for all the classes. Cestnik and Bratko name p i (t) as m-probability estimate. When a new observation reaching t is classified, the expected error rate is given by: EER t min 1 p t min n t n t 1 p m / n t m
This formula is a generalization of the expected error rate computed by Niblett and Bratko [23] . Indeed, when m = k and p ai = 1/k, i = 1, 2, …, k, i.e., the a priori probability distribution is uniform and equal for all classes, we get: EER t min n t n t k -1 / n t k e t k 1 / n t k
In the minimum error pruning method, the expected error rate for each internal node t OEᑤ T is computed. This is called static error, STE(t). Then, the expected error rate of T t , called dynamic (or backed-up) error, DYE(t), is computed as a weighted sum of the expected error rates of t's children, where each weight p s is the probability that an observation in t will reach the corresponding child s. In the original method proposed by Niblett and Bratko, the weights p s were estimated by the proportion of training examples reaching the sth child. Later, Cestnik and Bratko [6] suggested an m-probability estimate with m = 2 for p s , although they admitted having chosen m arbitrarily. In the following, we will consider the original proposal, which corresponds to a 0-probability estimate for p s .
Comments
Generally, the higher the m, the more severe the pruning. In fact, when m is infinity, p i (t) = p ai , and since p ai is estimated as the percentage of examples of the ith class in the training set, the tree reduced to a single leaf has the lowest expected error rate. However, for m' > m the algorithm may not return a smaller tree than that obtained for a value m. This non-monotonicity property has a severe consequence on computational complexity: for increasing values of m, the pruning process must always start from T max .
Obviously, the choice of m is critical. Cestnik and Bratko suggest the intervention of a domain expert who can choose the right value for m according to the level of noise in the data or even study the selection of trees produced. Since no expert was available, we decided to adopt a twophase approach. First, we evaluate the classification accuracy of the pruned trees, produced for different m values, on an independent pruning set. Then, we select the smallest tree with the lowest empirical error rate.
Finally, we observe that the most recent version of minimum error pruning seems to have overcome two problems that affected the original proposal by Niblett and Bratko: optimistic bias [33] and dependence of the expected error rate on the number of classes [20] .
Critical Value Pruning (CVP)
Description
This post-pruning method, proposed by Mingers [18] , is very similar to a pre-pruning technique. Indeed, a threshold, named critical value, is set for the node selection measure. Then, an internal node of the tree is pruned if the value obtained by the selection measure for each test associated to edges coming out of that node does not exceed the critical value. Nevertheless, it may happen that the pruning condition is met by a node t but not by all its children. In this case, the branch T t is kept because it contains relevant nodes. This further check is typical of a bottom-up method and represents the main difference from those pre-pruning methods that prevent a tree from growing even if subsequent tests might turn out to be meaningful.
The degree of pruning clearly changes with the critical value: the choice of a higher critical value results in a more drastic pruning. The method proposed by Mingers consists of two main steps: 1) Prune T max for increasing critical values. 2) Choose the best tree among the sequence of pruned trees, by measuring the significance of the tree as a whole and its predictive ability.
Comments
In our experiments, we applied the CVP method to trees grown by using the gain-ratio selection measure [24] , but we observed an unsuspected problem. In some cases, the gain ratio of a test equals the maximum value 1.0, so that we must prune the whole tree if we want to remove that test. A typical example is a binary test that separates all examples of one class from examples of the other classes.
Since such tests are more likely to appear in the deepest levels of the tree, the result is that the series of pruned trees is actually reduced to only two trees, T max and the root tree, with T max generally being the most accurate on the test set. The final effect is that CVP does not prune at all.
As to the choice of the best tree in the sequence, one of the alternatives suggested by Mingers consists of estimating the error rate on an independent pruning set [20] . Nevertheless, the sequence detected in the first step of this method might not contain the best tree on the pruning set. This is a drawback with respect to the REP method, which is guaranteed to find the smallest optimally pruned subtree.
Cost-Complexity Pruning (CCP)
Description
This method is also known as the CART pruning algorithm [2] . It consists of two steps: 1) Selection of a parametric family of subtrees of T max , {T 0 , T 1 , T 2 , …, T L }, according to some heuristics. 2) Choice of the best tree T i according to an estimate of the true error rates of the trees in the parametric family.
As regards the first step, the basic idea is that T i+1 is obtained from T i by pruning those branches that show the lowest increase in apparent error rate per pruned leaf. Indeed, when a tree T is pruned in a node t, its apparent error rate increases by the amount r(t) -r(T t ), while its number of leaves decreases by ᑦ T t -1 units. Thus, the following ratio
measures the increase in apparent error rate per pruned leaf. Then, T i+1 in the parametric family is obtained by pruning all nodes in T i with the lowest value of a. The first tree T 0 is obtained by pruning T max of those branches whose a value is 0, while the last tree T L is the root tree. It is possible to prove that each tree T i is characterized by a distinct value a i , such that a i < a i+1 . Therefore, the set {T 0 , T 1 , T 2 , …, T L } is actually a parametric family of trees that we will denote as T max (a). The parametric family can be built in a time that is quadratic in the number of internal nodes. In the second phase, the best tree in T max (a) with respect to predictive accuracy is chosen. The authors propose two distinct ways of estimating the true error rate of each tree in the family, one based on cross-validation sets, and the other on an independent pruning set.
Comments
In this former proposal, the training set ᑟ used to build
respectively. Following the same approach as before, it is possible to define
(a), which can help to define the accuracy of the decision trees in T max (a). More precisely, the error rate of T max (a i ) is estimated as the average of the error rates of the trees , have the same error rate under conditions of stability of the TDIDT algorithm with respect to smaller data sets, the extension of such an assumption to pruned subtrees T j ((a i a i+1 ) 1/2 ) cannot be justified. This means that cross-validation may provide us with an error rate estimate whose amount of bias is unpredictable [16] . It should be noted that the problem is the validity of the assumption, and not the estimate of the error rate of
which is unbiased when the error rate is computed by counting the number of misclassifications on the jth cross-validation set.
When an independent pruning set is used, the CCP method is at a disadvantage with respect to the REP method because it can only choose a tree in the set {T 0 , T 1 , T 2 , …, T L } instead of the set of all possible subtrees of T max . Consequently, if the most accurate subtree with respect to the pruning set is not in {T 0 , T 1 , T 2 , …, T L }, it cannot be selected [11] .
Another aspect of the CART pruning strategy that deserves attention is the 1SE rule. Kittler and Devijver [14] have shown that the standard deviation of the empirical error count estimator e C , used with independent sets, is given by
where:
• e is the true expected error rate of the classifier (in this case T max ), • N is the size of the independent set used for computing the error rate estimate, e C .
In order to reduce the instability of the size of the most accurate subtree of T max when different training sets are sampled, Breiman et al. propose choosing the smallest tree in the parametric family T max (a) = {T 0 , T 1 , T 2 , …, T L } such that its error rate is not greater than s(e C ) with respect to the lowest error observed for trees T i . Obviously, since e is not known, the authors resort to an estimate which is e C itself. Nevertheless, if such an approximation is dubious in the case of independent pruning set, it is even more difficult to justify its extension to cross-validation since the errors performed on the v cross-validation sets are by no means independent. As we will see later, the effect of such a rule of thumb, called 1SE, is a tendency to overprune.
Error-Based Pruning (EBP) 2.6.1 Description
This is the pruning method implemented in C4.5 [26] , the learning system that we employed in our experiments for building the trees. It is considered an improvement on the PEP method, since it is based on a far more pessimistic estimate of the expected error rate. Both use information in the training set for building and simplifying trees.
Unlike PEP, EBP visits the nodes of T max according to a bottom-up post-order traversal strategy instead of a topdown strategy. The true novelty is that EBP simplifies a decision tree T by grafting a branch T t onto the place of the parent of t itself, in addition to pruning nodes (see Fig. 2 ).
Taking the set of examples covered by a leaf t as a statistical sample, it is possible to estimate a confidence interval [L CF (t), U CF (t)] for the (posterior) probability of misclassification of t. The upper limit of the interval is of particular interest for a worst case analysis, and is defined as the real value, such that P(e(t)/n(t) £ U CF ) = CF, where CF is the confidence level. Under the further assumption that errors in the training set are binomially distributed with probability p in n(t) trials, it is possible to compute the exact value of U CF as the value of p for which a binomially distributed random variable X shows e(t) successes in n(t) trials with probability CF, that is P(X £ e(t)) = CF. In other words, if X has a binomial distribution with parameters (U CF , n(t)), then the equality above must hold. Obviously, the value of U CF depends on both e(t) and n(t). Having found the upper limit, the error estimates for leaves and subtrees are computed assuming that they are used to classify a set of unseen cases of the same size as the training set. Thus, the predicted error rate for t will be n(t)◊U CF .
The sum of the predicted error rates of all the leaves in a branch T t is considered to be an estimate of the error rate of the branch itself. Thus, by comparing the predicted error rate for t with that of the branch T t and of the largest subbranch T t ' rooted in a child t' of t, we can decide whether it is convenient to prune T t , to graft T t' onto the place of t or to keep T t .
Comments
This method presents the advantage, with respect to the others, of allowing a subtree to be replaced by one of its branches. In this way, it is possible to remove "intermediate" tests which appear useless. Nevertheless, the algorithm implemented in C4.5 considers substituting a branch T t' onto the place of t even when T t' is reduced to a single leaf. The effect of this action is twofold: Pruning T in t and exchanging the class associated with t for that associated with t'. This latter effect, however, is undesirable since the class for t had already been chosen according to an optimality criterion (majority class). Hence, single node branches T t' are never grafted onto the place of T t . The algorithm can be improved by simply checking that t' is an internal node, in which case the grafting operation should be considered.
Another point concerns two strong assumptions underlying this pruning method. It is hard to accept the training examples covered by a node t of T max as a statistical sample, since T max is not a generic tree randomly selected from a (potentially infinite) family of decision trees, but has been built in order to fit the data as well as possible. The assumption that errors in the sample have a binomial distribution is even more questionable. Finally, the author maintains that this method employs a far more pessimistic estimate of errors than that adopted in pessimistic error pruning. As we will show in the next Section, our experimental results lead us to the very opposite conclusion. This can be explained by noting that U CF is a pessimistic estimate of the error rate of both leaves and internal nodes. The effect of the pessimistic bias is therefore counter-balanced when we estimate the error rates in a node t and its branch T t .
EMPIRICAL COMPARISON
The Design of the Experiment
In this section, we present the results of an empirical comparison of the methods presented above. The main characteristics of the data sets considered in our experiments are reported in Table 1 . All databases are available in the UCI Machine Learning Repository 2 [21] , and some of them have even been used to compare different pruning methods [25] , [20] , [3] . The database Heart is actually the union of four data sets on heart diseases, with the same number of attributes but collected in four distinct places (Hungary, Switzerland, Cleveland, and Long Beach). 3 Of the 76 original attributes, only 14 have been selected, since they are the only ones deemed useful. Moreover, examples have been assigned to two distinct classes: no presence (value 0 of the target attribute) and presence of heart diseases (values 1, 2, 3, 4). In Table 1 , the columns headed "real" and "multi" concern the number of attributes that are treated as real-value and multi-value discrete attributes, respectively. All other attributes are binary. In the column "null values," we simply report the presence of null values in at least one attribute of any observation, since the system C4.5, used in our experiments, can manage null values [26] . In some cases, like in the Australian database, the missing values of categorical attributes had already been replaced by the mode of the attribute, while the missing values of continuous attributes had been replaced by the mean value. The column on base error refers to the percentage error obtained if the most frequent class is always predicted. We expect good decision trees to show a lower error rate than the base error. The last column states whether the distribution of examples per class is uniform or not.
Each data set has been randomly split into three subsets (see Fig. 3 ): growing set (49 percent), pruning set (21 percent), and test set (30 percent). The union of the growing and pruning set is called training set. The growing set and the training set are used to learn two decision trees, which are called grown tree and trained tree, respectively. The former is used by those methods that require an independent set in order to prune a decision tree, namely REP, MEP, CVP, as well as the cost-complexity pruning, based on an independent pruning set which adopts two distinct selection rules (0SE and 1SE). Conversely, the trained tree is used by those methods that exploit the training set alone, such as PEP, EBP, as well as the cost-complexity pruning, based on 10 cross-validation sets, that adopt either the 0SE rule (CV-0SE) or the 1SE rule (CV-1SE). The evaluation of the error rate is always made on the independent test set, using the empirical error count [14] , which is an unbiased estimator.
The distribution of cases in the growing, pruning, training, and test sets for each database is reported in Table 2 . In the case of Led-1000, we automatically generated a sample of 1,000 examples, and we performed a holdout resampling of training and test sets 25 times, as explained below. On the contrary, in the case of Led-200, we randomly generated all training sets of 200 samples and we tested the resultant trees on an independent test set of 5,000 instances. Since this is the procedure followed by Breiman et al. [2] , our results can be compared with theirs.
With the exception of Led-200, each database has been randomly split into growing, pruning, and test set 25 times. For each run, two statistics are recorded: the number of leaves (size) of the resultant tree, and the error rate (e.r.) of the tree on the test set. This applies to pruned, grown, and trained trees.
Our experimental design, mostly based on holdout resampling, has been used in many other empirical studies, such as those performed by Mingers [20] , Buntine and Niblett [4] , and Holte [12] . The prediction errors are averaged over all trials in order to compute the mean prediction error and its corresponding variance or standard error. Mean prediction error would be an unbiased estimation if the prediction errors observed on the successive test sets were independent. However, this is not true since the test sets may overlap because of random resampling. Consequently, when a test is used to evaluate the significance of difference in prediction error, the results should be carefully interpreted. In particular, a statistical significance should be read as very probable to hold for some expectation Fig. 3 . The original data set is split into three subsets: The growing set (49 percent), the pruning set (21 percent), and the test set (30 percent). The union of the growing and pruning set is called the training set, and amounts to 70 percent of the size of the whole data set. The growing set contains 70 percent of the cases of the training set, and the pruning set contains the remaining 30 percent. Trees learned from the growing/training set are called grown/trained trees, respectively. Pruning trees can be obtained by pruning either grown trees or trained trees. In the former case, a pruning set is used. over the given data, and not as very probable to hold for future data. This observation, which should be regarded as true for this section, can actually be extended to any resampling method, including nonparametric bootstrap methods [8] , "exact" permutation analysis [7] and repeated crossvalidation [15] . Cross-validation, which does not suffer from this problem, has been used in a further study to confirm most of the conclusions we have reported below. To study the effect of pruning on the predictive accuracy of decision trees, we compare the error rates of the pruned trees with those of the corresponding trained trees. In order to verify whether tree simplification techniques are beneficial or not, we compare two induction strategies: A sophisticated strategy that, in one way or another, prunes the tree T max , and a naive strategy that simply returns T max .
Unlike Mingers' previous empirical comparison of pruning methods [20] , we will not rely on the Analysis of Variance (ANOVA) to detect statistically significant differences between pruning methods, since the ANOVA test is based on the assumption that the standard deviation is constant for all the experiments, whereas this is not so in our case since we compare the algorithms on different data sets, each of which has its own standard deviation. As proposed by Buntine and Niblett [4] , a two-tailed paired t-test for each experiment is preferable.
Another interesting characteristic of pruning methods is their tendency to overprune decision trees. To study this problem, we produced two decision trees for each trial, called optimally pruned grown tree (OPGT) and optimally pruned trained tree (OPTT), respectively. The former is a grown tree that has been simplified by applying the REP method to the test set and is therefore, as proven in Section 2.1, the best pruned tree we could produce from the grown tree. Similarly, the OPTT is the best tree we could obtain by pruning some branches of the trained tree. OPGTs and OPTTs define an upper bound on the improvement in accuracy that pruning techniques can produce, as well as a lower bound on the complexity of pruned trees. Obviously, such an estimate is rather optimistic: The error rates of these optimal trees can be even lower than the corresponding Bayes optimal errors. However, optimally pruned trees are useful tools for investigating some properties of the data sets. For instance, by comparing the accuracy of the grown/trained trees with the accuracy of the corresponding OPGTs/OPTTs, it is possible to evaluate the maximum improvement produced by an ideal pruning algorithm. The magnitude of differences in accuracy of OPGTs and OPTTs can help to understand if the ideal goal of those simplification methods that require a pruning set is similar to the ideal goal for the other methods. On the contrary, a comparison of the accuracy of the corresponding grown and pruned trees provides us with an indication of the initial advantage that some methods may have over others. Moreover, the size of optimally pruned trees can be exploited to point out a bias of the simplification methods towards either overpruning or underpruning. In this case, we should compare the size of an OPGT with that of the corresponding tree produced by those methods that do use an independent pruning set, while the size of an OPTT should be related to the result of the other methods. As a matter of fact, optimally pruned trees were already exploited by Holte [12] , but in that case only decision trees with a depth limited to one were considered.
Some experimental results, which are independent of the particular pruning method, are shown in Table 3 . They are given in the form "5.4 ± 0.265," where the first figure is the average value for the 25 trials, while the second figure refers to the corresponding standard error.
As expected, the average size of the grown (trained) trees is always higher than that of the OPGT (OPTT). The ratio (grown tree size/OPGT size) ranges from 1.5 for the Iris data through 7.3 for the Switzerland data, up to 7.7 for the database Long Beach, while the ratio (trained tree size / OPTT size) is even greater than 10 for the Switzerland data. Such great differences in size between some grown/pruned trees and their corresponding optimally pruned trees can be explained by looking at the "base error" column in Table 1 . Indeed, for the "incriminated" data set, there are only two classes, one of which contains only 6.5 percent of cases. Since the learning system fails to find an adequate hypothesis for those cases, the pruning method will tend to prune the tree up to the root. Actually, there are three databases, namely Hepatitis, Switzerland, and Long Beach, in which the trained trees have an even greater error rate than the base error. They are typical examples of overfitting, for which pruning techniques should generally be beneficial. It is also worthwhile observing that the average size/error reported in the column "trained" of Table 3 for the Led-200 data are concordant with that observed by Schaffer [30, Table 1 ] under the same conditions, although in that case the trees were built using the Gini index [2] instead of the gain-ratio. By comparing the error rate of the grown and trained trees, we can conclude that trained trees are generally more accurate than their corresponding grown trees (the result of a t-test at significance level 0.1 is shown in the last column of Table 3 ). This means that methods requiring a pruning set labor under a disadvantage. Nonetheless, the misclassification rate of the OPTT is not always lower than the error rate of the OPGT. Hence, in some data sets, like Hepatitis, Hungary, and Switzerland above, grown trees can be better starting points for pruning processes than trained trees.
Finally, the standard error reported in Table 3 confirms the large difference in standard deviation among the various databases, and thus use of the ANOVA significance testing is inappropriate.
Experimental Results
In this section, the results of 3,375 different experiments of pruning methods on various data sets are summarized and discussed.
The first factor that we analyze in this section is the error rate of the pruned trees. As stated above, we aim to discover whether and when a sophisticated strategy, which post-prunes a decision tree induced from data, is better than a naive strategy, which does not prune at all. Both strategies can access the same data, namely the training set, but the sophisticated strategy can either use some data for growing the tree and the rest for pruning it, or exploit all the data at once for building and pruning the decision tree. For this reason, we tested the significance of differences in error rate between the pruned decision trees and the trained trees. Table 4 reports the outcomes of the tests for a confidence level equal to 0.10. A "+" in the table means that, on average, the application of the pruning method actually improves the predictive accuracy of the decision tree, while a "-" indicates a significant decrease in predictive accuracy. When the effect of pruning is neither good nor bad, a 0 is reported.
At a glance, we can say that pruning does not generally decrease the predictive accuracy. More precisely, it is possible to partition the databases into three main categories: Those prone to pruning, insensible to pruning, and refractory to pruning.
The most representative of this latter category is cer- tainly the Led domain, for which almost all pruning methods that use an independent pruning set produce significantly less accurate trees. As shown in Table 3 , data are weak relative to the complexity of the underlying model, hence reducing the number of samples for decision tree building also affects the success of the pruning process. Methods that operate on the trained trees seem to be more appropriate for refractory domains, especially if they are conservative. We will show later that the application of the 1SE rule leads to overpruning, which explains the negative result of the method CV-1SE for the Led-1000 database. Actually, the positive result for the analogous problem Led-200 is quite surprising, even though it agrees with figures reported in the book by Breiman et al. As proven by Schaffer [30] , this result is actually an exception to the general behavior shown by cost complexity pruning in the digit recognition problem.
The sensibility to the choice of the simplification method seems to affect artificial domains rather than real data. Indeed, in our study, almost all databases are either prone or insensible to any kind of pruning. For instance, the Iris, Glass, Promoter-gene, Hepatitis, and Cleveland data, can be simplified by means of almost all methods considered, without significantly affecting the predictive accuracy of the tree. The most relevant exception is represented by the application of the 1SE rule with both an independent pruning set and cross-validation sets. Such heuristics increase the variance of the estimated error rate as shown in Table 5 , which reports the average error rates together with the standard errors for each database and method. The lowest error rate is reported in bold type while the highest values are in bold italics.
It is worthwhile noting, that almost all databases not prone to pruning have the highest base error (from 45.21 percent for Cleveland to 90 percent for Led), while those databases with a relatively low base error, such as Hungary, Blocks, Pima, and Hypothyroid, benefit from any pruning strategy. There seems to be an indication that the simplification techniques may only improve the understandability of the trees, but cannot increase the predictive accuracy if no class dominates over the others. The database Hepatitis is a counterexample, which can be explained by considering the slight difference between the base error and the average error of the grown/trained trees. Indeed, pruning and grafting operators can do no more than remove superfluous or even harmful branches: If no attribute is relevant, and the decision tree has a low predictive accuracy, the best result we could expect is a single node tree with the base error as estimated error rate. Thus, if the difference between the base error and the average error rate of grown/trained trees is not significant, there is no way will we observe a "+."
This point is essential to explain the different results we obtained for five databases on heart disease, despite their equal structure. In fact, almost all pruning methods improved the accuracy on the Hungary, Switzerland, and Long Beach data. In the latter two databases, the misclassification rate of the grown/trained trees was much greater than the base error, so even those methods that returned single node trees significantly improved the accuracy.
The databases Heart and Australian provide another example showing that the common structure of databases is not sufficient to explain the effect of pruning. The number of classes and attributes, as well as the distribution of cases per class, is the same in both domains. Furthermore, the percentage of real-value and multi-value attributes is virtually the same. Neither can the different sizes of the databases justify the disparity in the results. The reasons should be sought in the relevance of the attributes. In the heart disease domain, 10 out of 14 attributes are moderately correlated with the presence/absence of heart disease, but taken together they do not explain much variance in the data. On the contrary, some attributes of the Australian data are more strongly correlated with the class, so that the sparseness of data is more contained. As Schaffer [31] has already shown, the benefits in terms of accuracy of pruning are inversely proportional to the degree of sparseness, hence the worse performance of some methods on the Heart data.
Other general conclusions on the pruning methods can be drawn from Table 4 by comparing columns rather than rows. The number of databases in which each method reported a "+" or a "-" can give an idea of the appropriateness of the bias of each pruning method for the various domains considered. If we think about the cases in which we observed a certain decrease in accuracy, we should con- clude that CV-1SE is the method with the worst performance, immediately followed by 1SE and REP. In this latter case, however, the number of "+" is high as well. As expected, a static behavior was observed for CVP, which improved the accuracy in only three domains and performed badly in two. At least four methods, namely 0SE, CV-0SE, EBP, and PEP, performed equally well. Interestingly, PEP and EBP produced significantly better trees for the same data sets, so that it is possible to postulate, on empirical grounds, the equivalence of the two methods despite the difference in their formulation. By summarizing these results, we can conclude that there is no indication that methods exploiting an independent pruning set definitely perform better than the others. This claim is at variance with the conclusions reported by Mingers [20] ; this discrepancy should be attributed to the different design of the experiments.
To complete the analysis of error rates, it would be interesting to investigate the significance of differences among the methods that lead to an improvement. Since it is not possible to report all the possible comparisons, we decided to compare one of the methods that seems to be more stable, namely EBP, to the others. The sign of the t-values and the corresponding significance levels are shown in Table 6 . A positive (negative) sign at the intersection of the ith row and jth column indicates that the EBP performed better (worse) than the method in the jth column for the database in the ith row. Henceforth, we will pay attention to those entries with a significance level lower than 0.10 (in bold).
From a quick look at the table, we can conclude that EBP does not always beat the other methods, especially in the prone-to-pruning domain. In four cases, CV-1SE produces more accurate decision trees, while any other method worked better than EBP in the Long Beach database. Thus, summarizing these observations with those made above, we can state that EBP performs well on average and shows a certain stability on different domains, but its bias toward underpruning presents some drawbacks in those domains where the average size of OPTTs is significantly lower than that of trained trees. Analogous results have been observed by setting up an experimental procedure based on crossvalidation.
As for the error rate, again for the tree size we tested the significance of the differences by means of two-tailed paired t-tests. Table 7 summarizes the results when the confidence level of the test is 0.10. It should be borne in mind that the comparison involves OPGTs for those methods that operate on the pruning set and OPTTs for the others. Here, "u" stands for significant underpruning, "o" for significant overpruning, while "-" indicates no statistically relevant difference. The tests confirm that MEP, CVP, and EBP tend to underprune, while REP, 1SE, and CV-1SE have a propensity for overpruning.
To be fair, we must also point out that the results reported in the EBP column of Table 7 should be taken with a grain of salt, since OPTTs are optimal when pruning is the only operator used in a tree simplification problem. This is no longer true when the additional operator of grafting is considered, as in EBP. As future work, we plan to find an algorithm for optimally pruning and grafting branches of a decision tree, in order to make a fairer comparison.
Detailed information on the average size of (optimally) pruned trees is reported in Table 8 . The table can be virtually split into two subtables, one to be used in a comparison of pruning methods that operate on the grown trees, and the other concerning those methods that prune trained trees. Thus, in the first subtable we find a confirmation that REP tends to overprune, since, in nine of the 11 databases considered, it produces trees with a smaller average size than that obtained by the optimal pruning. As pointed out in Section 2.1, the explanation of this bias should be attributed to the fact that the decision to prune a branch is based on the evidence in the pruning set alone. In a separate study on the REP, we have also observed that, in most of the domains considered in this paper, the optimal size of pruning set is about 70 percent of the training set. This excludes the possibility that REP might have been under a disadvantage in our experiments. Table 8 also confirms the bias of MEP, CVP, and EBP towards underpruning; in particular, CVP does not prune at all in two domains, namely Iris and Glass. The reasons for such a behavior have been presented in Section 2. No clear indication is given for CV-0SE and PEP: In this latter case, the cost attributed to each leaf (1/2) seems more appropriate for some problems, but less for others.
We would be tempted to conclude that the predictive accuracy is improved each time a pruning method produces trees with no significant difference in size from the corresponding optimally pruned trees. However, this is not true for two reasons. Firstly, it is not always true that an optimally pruned tree is more accurate than the corresponding grown/trained tree. Indeed, pruning may help to simplify trees without improving their predictive accuracy. Secondly, tree size is a global feature that can provide us with an idea of what is happening, but it is not detailed enough to guarantee that only overpruning or underpruning occurred. For instance, if a method overprunes a branch with two leaves but underprunes another with the same number of leaves, then it is actually increasing the error rate with respect to the optimal tree, but not necessarily the size. This problem can be observed with the Glass data and the REP method. In this case, indeed, there is a significant decrease in accuracy whereas the size of pruned trees is close to the optimal value.
By ideally superimposing Table 4 and Table 7 , it is also possible to draw some other interesting conclusions. For instance, in some databases, such as Hungary and Heart, overpruning produces better trees than underpruning. This latter result agrees with Holte's observation that even simple rules perform well on most commonly used data sets in the machine learning community (1993). It is also a confirmation that the problem of overfitting the data affects TDIDT systems.
The theoretical explanation of such a phenomenon has to be sought in the partitioning strategy adopted by such systems. Indeed, a decision tree can be regarded as a recursive partitioning of the feature space. Each internal node is associated with a partition that is, in turn, split further into several regions assigned to only one of the internal node's children. Generally, when the feature space is partitioned into few large regions, the decision tree is not even able to explain the training data. Statisticians call this lack of fitting to the data bias. By progressively splitting each region, the bias decreases, and, together with it, the number of training examples falling in each single unsplit region. Unfortunately, this means that the estimates of the a posteriori probabilities exploited by the decision rules are less reliable, hence the probability of labelling that region with a different class from the Bayes optimal one increases. This latter probability has been called variance, thus we can say that the true problem in tree pruning is a trade-off between bias and variance. Generally, neither bias nor variance can be known precisely, and we have to rely on two surrogate measures, such as the number of examples in each region and the number of leaves. In the light of such considerations, it is not difficult to accept Schaffer's claim [32] that tree pruning is a form of bias (here intended as a set of factors that influence hypothesis selection) rather than a statistical improvement of the classifier. 
RELATED WORK
Other empirical comparisons of pruning methods have already appeared in the machine learning literature. The first of them was made by Quinlan [25] . In his paper, four methods for simplifying decision trees are considered, three of which are the known 1SE, REP, and PEP, while the fourth is based on a reformulation of a decision tree as a set of production rules. Among the various data sets considered, we selected two in our empirical study, namely LED and Hypothyroid. Nevertheless, the differences in the experimental setup frustrate any attempt to compare our results with his. Quinlan, indeed, partitions data sets as follows: training set (approximately 66 percent of all available data), first test set (17 percent), and second test set (17 percent). Sampling is stratified by class, so that the proportion of cases belonging to each class is made as even as possible across the three sets. Moreover, only REP and 1SE exploit data of the first test set for pruning, while PEP does not. Therefore, the experimental procedure favors those methods that exploit an additional pruning set.
The same problem affects Mingers' empirical comparison as well [20] , and justifies the discrepancy with some of our findings. On the other hand, Mingers' study involves four selection measures, and investigates possible interactions with the pruning method, while our analysis is limited to only one of those measures, namely the gain-ratio [24] .
Another work that considers several selection measures is Buntine's thesis [3] . In this case, six pruning methods are considered, namely 10-fold CV-0SE, 10-fold CV-1SE, 0SE, 1SE, PEP, and REP. The major trends that emerge are:
• A marginal superiority of CV-0SE over the other methods.
• A superiority of PEP in those domains with a good deal of structure, such as LED and Glass, and the appropriateness of the 1SE rule for those data sets with little apparent structure.
Our findings confirm the second trend but not the first, although our experimental design largely follows his. The explanation of such a divergence should be sought in the different databases as well as in the different selection measures that Buntine considered (information gain, information gain with Marshall correction, and Gini index of diversity). Furthermore, the method that performed better in our study, EBP, was not considered in his experiments. In his study, no attention was paid to the optimality property of the reduced error pruning, and in general, to the optimality of pruned trees. The critical assumptions of the cost-complexity pruning were not discussed, and as "parsimony of the trees is not relevant" in his study, no consideration was made on the size of the final trees.
Another related empirical comparison can be found in [31] . This paper shows that the effect of pruning depends on the abundance of training data relative to the complexity of the true structure underlying data generation. In particular, for sparse data, PEP and CV-0SE decrease the predictive accuracy of induced trees. This result is not surprising: Sparseness of data generally leads to decision trees with few covered cases per leaf, hence the problem of trading off bias and variance. This paper on decision tree pruning is manifestly incomplete: Space constraints obliged us to neglect several other pruning methods presented in the literature.
One of them [27] is part of a decision tree induction process based on the minimum description length (MDL) principle [28] . Given an efficient technique for encoding decision trees and exceptions, which are examples misclassified by the decision tree, the MDL principle states that the best decision tree is the one that minimizes the total length of the codes for both the tree and the exceptions. The authors propose a two-phase process in which a decision tree is first grown according to the classical TDIDT approach and then pruned. An internal node t can be pruned only if all of its children are leaves, hence the bottom-up strategy. The data used in the second phase are the same as for building the tree. The reason why we did not consider the MDL-based pruning method is that it is closely related to the training phase in which the MDL selection criterion is adopted. However, as already pointed out in Section 3, our experimentation was intentionally restricted to trees grown by using the gain-ratio selection measure.
Another method we have not considered is the iterative growing and pruning algorithm proposed by Gelfand, Ravishankar, and Delp [11] . The reasons are mainly three. Firstly, because for space constraints we decided to concentrate our attention on non-backtracking top-down approaches to decision tree induction, while Gelfand et al. frame their pruning method into a growing-pruning approach [29] . Secondly, because the pruning method described by Gelfand et al. does not differ from REP. Thirdly, because it is appropriate for complete data sets and there is no guarantee of convergence of the iterative process when null values are managed, unlike C4.5. In any case, the reader can find some results on the Iris and Glass data in [9] .
In this paper, we have focused our attention on the problem of obtaining a better generalization performance by means of pruning techniques. Nonetheless, a recent paper has looked at pruning as a way of trading accuracy for simplicity of a concept description [1] . More precisely, given a decision tree that accurately specifies a concept, Bohanec and Bratko set the problem of finding a smallest pruned tree that still represents a concept within a specified accuracy. The goal is no longer that of improving the generalization performance, but that of producing a sufficiently accurate, compact description of a given complexity. In other words, the idea is that of simplifying a decision tree to improve its comprehensibility, and in this context, an optimally pruned tree has the property of being the smallest pruned tree whose apparent error rate is not greater than some given level of misclassification. This definition should not be confused with that given in the paper, since this latter refers to the smallest tree with the highest accuracy on either the pruning or the test sets. be used to generate a sequence of pruned trees from which to choose the most accurate on an independent pruning set. However, as already pointed out in Section 2, any two-phase pruning method is under a disadvantage with respect to REP, which finds the best tree among all possible subtrees. The same Bohanec and Bratko observe that no significant gains in classification accuracy can be expected in general.
CONCLUSIONS
In this paper, a comparative study of six well-known pruning methods has been presented. In particular, each method has been critically reviewed and its behavior tested on several data sets. Some strengths and weaknesses of the theoretical foundations of many approaches for simplifying decision trees have been pointed out. In particular, we proved that the algorithm proposed for the REP finds the smallest subtree with the lowest error rate with respect to the pruning set, and we employed this property to build the optimally pruned trained/grown trees in our experiments. OPGTs and OPTTs can profitably be exploited in two ways. Firstly, they give an objective evaluation of the tendency to overprune/underprune showed by each method. Secondly, they are good tools for studying some properties of the available data sets, such as the decrease in size of optimally pruned trees with respect to the corresponding grown/trained trees or the increase in accuracy obtainable with optimal pruning. To sum up, in this paper, we have shown that:
• MEP, CVP, and EBP tend to underprune, whereas CV-1SE, 1SE, and REP have a propensity for overpruning.
• Setting aside some data for pruning only is not generally the best strategy.
• PEP and EBP behave in the same way, despite their different formulation.
• Pruning does not generally decrease the predictive accuracy of the final trees; indeed, only one of the domains considered in our study could be classified as refractory to pruning.
• Almost all databases not prone to pruning have the highest base error, while those databases with a relatively low base error benefit of any pruning strategy.
Among other minor empirical results, it is worthwhile recalling the confirmation of some characteristics of the PEP and 1SE methods already observed in previous empirical studies.
Pruning methods have been implemented as an extension of C4.5, a system developed by J.R. Quinlan and distributed by Morgan Kaufmann. Only additional source files ("Potato" routines) developed at the Department of Informatics of the University of Bari are available upon request by e-mail to malerba@lacam.uniba.it.
