We have made some comments in the paper as footnotes. The fontsize does not indcate their importance. Especially the problem of having a well-dened measure on depth functions is important, because a change of measure can change the position of the maximum of the distribution into any position. Furthermore, the assumption of equal intensity in sampled images, rely on an assumption of equal scale. To incorporate scale in the data term might be a way to deal rigorously with occlusions. These will be subjects for future studies.
means that any relaxation algorithm of the binocular stereo energy functional following (13) will be biased or rely on initial estimation.
In order to solve the problem, we will introduce an explicit initial estimate in the relaxation algorithm. The solution will depend on this etimate which shows that it might be an important choice.
Implementations
Here, we describe the actual implementations which lead to our experimental results.
In earlier work, scale space extensions of the images has been used for relaxation [17] . In this case, the image gradients are decreased as a function of scale [18] , why the relaxed data term is approaching a plateau for increasing scale. In practice we also use a subsampling (of the solution, not of the images), when moving up in scale. This gives a faster procedure of optimizing, because of the fewer parameters in the smaller grids.
We dene the local smoothness function f(1) from the smoothness term:
When the smoothness term is relaxed, the crucial point is, that second derivatives of the local smoothness function f is bounded downwards [16] . It can be relaxed by a scale space extention in rZ, leading to smaller second derivatives. This is in our case computationally demanding, and we make a simpler approximation: f = (log(jP T [rZ Z] T j 2 + t) where t is the relaxation parameter. Notice that jP T [rZ Z] T j 2 has the dimension of length, 5 which gives t an interpretation as scale parameter. The relaxation has the same characteristics as the scale space extension, letting the second derivatives decreease as a function of t. 6 In Figure 2 some reconstructions of synthetic images are shown. The images (a) and (b) consists of 3 dierently sized discs on top of each other on a dark background. The algorithm is run on the images and noise-corrupted images. The reconstruction is made in the frame of the left camera. A constant depth in the plane of the background is used as initial estimate. The reconstruction (c) clearly shows the 3 levels of the discs. Notice in (d) at the occluded back of the hat, the discontinuities are smoothed. This shows, that the discontinuities are data driven. The reconstruction is compared to the model of Gaussian distributed gradient [3] in (f), where no discontinuities are allowed.
In Figure 3 a pair of stereo images taken with the calibrated stereo rig in INRIAs lab in Sophia Antipolis is shown. In Figure 4 the depth map corresponding to a rectangular area of the non-occluded part of the left image is shown. The discontinuties from foreground to background are recovered and the slanted table is not percieved as a discontinuity. The major errors are a mismatch in the left end of the table and breaking of the slanted background into close to fronto-parellel areas.
Conclusion
We have derived the isotropic constraint under general perpsective projection, and used it for a metric binocular stereo reconstruction. It is shown, that the isotropic constraint incorporates discontinuous regularization in terms of a special case of the Lorentzian estimator. The constraint is shown to be invariant under change of scale and extrinsic parameters.
We have implemented a multi-scale GNC-like algoritm yielding approximations to the global minimum of the energy functional, and tested it on synthetic and real images.
Only rst order information has been used in the smoothness term. The isotropy assumption is only leading to statistics of the rst derivative of the depth map. Other physical assumptions such as scale invariance might in future work be used to infer distributions of higher order properties of the depth map. This might be a way to recover the slanted surfaces in Figure 3. where i is the standard deviation of the noise in camera i. Using this we nd the total equal intensity and isotropic energy functional
where E s is one of (9) { (11). This is minimized to yield the optimal reconstruction.
So far we have addressed the problem of dening an optimal solution in terms of image intensities, but not the problem of how to determine the solution. We will try to develop a traditional Graduated Non-Convexity algorithm and show, that additional constraints are needed.
Given an energy function, a simple minimization algorithm (such as a gradient based) cannot be guaranteed to nd the global minimum when the energy function contains local minima. A GNC-algorithm makes a convex approximation to the energy function so that gradient methods guarantee to nd the global minimum. The convex energy function is varied towards the original energy function, while the minimum is tracked as a local minimum. If the relaxation algorithm is good, a good approximation to the global minimum of the original energy function might be found.
Among others, one crucial point is that the initial approximation yields a convex function [16] . If this is not the case, the initially found local minimum will depend upon the initial estimation. In other words: to gain independence of initial estimation the initial energy functional must have only one stationary point which is the global minimum. A sucient condition for this is that the energy function is convex.
In the case of stereo we make the following analysis: Assume the energy of a candidate solution R can be written
+ E s (R x ; R y ; R xx ; R xy ; . . .) To create a GNC algorithm, traditionally E d and E s are relaxed independently. Typically E d is relaxed by a scale space extension of the images, while E s has been relaxed by a hand made approximation [8] , an analytically derived approximation [15] , or an automatic approximation [16] . We denote the relaxed energies byẼ is not a function of R directly, but of its derivatives. If the relaxation of E s makes the Hessian depent directly on R, a bias towards a special R has been introduced. In other words, a unbiased relaxation of E s will make the Hessian off vanish for constant R.
To make a positive denite Hessian ofẼ possible, we then have to guarantee for constant R R T H d R > 0 This means, that the relaxed data term, no matter which images in mind should be convex as a function of constant R, implying that the data term itself must choose among the possible matches corresponding to dierent values of R. Having an image with identical regions (think of the extreme case, where the one image contains constant intensity), this can only be done if we bias towards one of the regions or some kind of a mean of their position (the mean is closely related to the border of the image, and makes no sense in the general case of a views sphere). It then follows: In order to make an unbiased relaxation of the data term, we can only guarantee:
This means that we can only guarantee, that the Hessian of the unbiased relaxed energy is positive semi-denite. A GNC-algorithm, which guarantees an initially convex solution space (ie. positive denite Hessian), will be biased towards some solution and if it does not gurantee initial convexity, it will rely on initial estimation. This is a unnormalized probability) of a unit area on a surface as the reciprocal size A of a back projected unit area in the retina onto the surface. (8) where index denotes the partial derivative. The derivation can be seen in Appendix A. This is used as probability function in the regularization for a xed x; y; Z and the smoothness term yields + log n (9) where n is the constant needed to normalize p and which can be omitted without changing the solution. Here we list some of the most important properties of the isotropic smoothness term :
Discontinuities The isotropic smoothness term (9) is a special case of the Lorentzian estimator [9] , and is implementing discontinuous regularization, because it is a robust estimator. The threshold of discontinuities is given by the projection matrix (and the amount of data noise) and is not a free parameter as in eg. the weak string.
Scale invariance By multiplying the depth function Z(x; y), by any positive number, we just add a constant term to the smoothness term, and the argument minimizing is not changed. This implies that the smoothness term is invariant under a linear transformation of the depth, which it must be under the assumption of scale invariance of the world (or the assumption of no preferred length unit). 3 Invariance under change of extrinsic parameters The smoothness term depends on the length of jP T vj 2 = jR T A T vj 2 = jA T vj 2 , because Euclidean rotation preservs length. We see that the smoothness term is invariant under change of extrinsic parameters ofP, as it should be when the reconstruction is made in a coordinate system which is xed to the camera. To speed up the evaluation of the smoothness term, we propose two approximations. If the three column vectors P T 
Energy Function and Optimization
The isotropic assumption leads to the smoothness constraint. By two more assumptions of equal intensity 4 and uncorrelated Gaussian measurement noise, we nd using (7) the data term to be This assumption is the only physically plausible assumption [12] , because space does not in general contain a preferred direction 1 . This assumption does not lead to a uniform distribution of surface normals in the projected scene, because patches of equal size having dierent normals in general projects to dierent areas. In order to derive the smoothness term from the assumption of isotropy we rst look into Bayesian estimation.
Bayesian estimation
Bayesian estimation is a technique, where the Bayesian rules from probabilistic theory is used for minimizing the expectation value of a cost function yielding an optimal estimate.
We use the notation [1] for functional dependencies while (1) 
when the noise is spatially uncorrelated, the measurement are only dependent on the data locally, superscript denotes the discrete position x = i, and N is a normalizing constant. We can now nd the Bayesian estimate using the MAP cost function if the data dependency and the a priori distribution of the derivative is given as the one which is maximizing the exponent in (6) . This can be expressed as the minimization of the energy
where E d is called the data term and E s is called the smoothness term.
Bayesian isotropy constraint
We use the assumption of isotropy to calculate the probability of observing a surface patch of unit size having the depth gradient rZ in the image plane. This is used to construct the smoothness term when the reconstruction R is the depth function Z = R. The probability of observing a unit area in the scene is proportional to the area of the projection into the image plane. We nd the projected retinal size p(rZ) (where the bar indicates that it where j 1 j 2 is the 2-norm. BecauseP is only dened up to a scale factor, we can choose jP T 3 j 2 = 1, which leads to M 3 = C + ZP 01 m (3) and also makes the intrinsic parameters of the camera independent of the extrinsic parameters [2] .
We project the 3D point M into another cameraP a and nds the homography of the plane in depth Z [3] m a =P a M = ( Given two perspective viewsP a andP b we want to nd a metric depth map in a reference frameP c . Using the two homographies of the plane in depth Z, we nd two points m a (m c ; Z) and m b (m c ; Z), which represent a candidate match. We can then nd the resemblance of feature vectors in the two points, but need additional constraints to have a well-posed method of nding the depth function Z(m c ).
3 Isotropy Constraint Using the assumption of rotational invariance of the physical world and the geometry of the camera, we derive probability distributions of depth maps. These distributions can in terms of Bayesian Estimation be used for nding an optimal depth map given two noisy views of a scene.
Assumption (Isotropy) The physical world has no preferred direction. This means that any surface patch in a scene has a priori a uniformly distributed direction of the normal. where [x 0 y 0 ] T is the principal point, [ x y ] T is the focal length in the x and y directions on the retina, and is the angle between the x and y-axis on the retina and is normally considered to be =2. G is a 4 2 4 displacement matrix accounting for camera position and orientation. Assuming that the camera and world coordinate frames are related by a rigid transformation given by the a 3 2 3 rotation matrix R and a translation vector T, leads to :G [R T] whereG is the product of the 3 2 4 projection matrix and G.
Weak perspective and ane camera
The weak perspective camera is a special case of the projective camera. Let us assume that the depth of any point M i from the object being observed to camera is much greater than the variation in depth near this point 1Z i = Z i 0 Z, where Z denotes the average depth of the object from the camera. In such case, each term Z i may be approximated by the average distance of the object Z in the projective linear transformation (1) and it can easily be shown that theG matrix which account for extrinsic camera parameters (position and orientation between the world and camera coordinate system) reduces to the following simplied one : This camera combines orthographic and perpective projection and is also termed a scaled orthographic or para-perspective camera. Notice that in case where no constraints are imposed on the G elements (i.e no rigid transformation is imposed between the camera and world coordinate frames) we have the so-called ane camera.
The epipolar geometry
The epipolar geometry is the basic constraint arising from the existence of two viewpoints. Let a camera take two images by linear projection from two dierent locations, as shown in Figure 1 . Let C be the optical center of the camera when the rst image is obtained, and let C 0 be the optical center for the second image. The line hC; C 0 i projects to a point e in the rst image R 1 , and to a point e Using the retinal coordinates, the relationship between a point q and its corresponding epipolar line l 0 q is projective linear, because the relations between q and hC; Mi, and q and hC; Mi and its projection l 0 q are both projective linear. The 3 2 3 matrix F which describes this correspondence is the so-called and well-known fundamental matrix [1] , which reduces to an essential matrix, in case where the intrinsic parameters are known.
Reconstruction
We can dene the 3D point by the image coordinates and depth relative to the (possibly ctive) camera. We write the 3 2 4 linear perspective projection matrix 1 Introduction By point-matches from two views of a scene, 3D reconstructions can be made. In general, we distinguish between the non-calibrated, the weakly calibrated [1] and the calibrated case [2] . In the rst case no information about the geometry of the cameras is given. In the weakly calibrated case, the epipolar geometry of the cameras is given. In the calibrated case all intrinsic and extrinsic parameters of the two cameras are given. In the weakly calibrated case, a reconstruction which is determined up to a projective transformation can be made. In the calibrated case we can determine the total 3D structure.
Typically, the two views are rectied before the matching process. The rectication is a geometric distortion of the two image planes, making the epipolar lines parallel and horizontal in both views. After the rectication, the 3D structure can be represented as a map of horizontal displacements, a so-called disparity map. The rectication makes the calculation of the corresponding epipolar line easy, but it also changes the local scale of the images. In sampled images, the rectication changes the contents of the images and we might loose some of the information needed for matching.
In direct metric stereo [3] , we try to nd the 3D reconstruction directly from the images, without any rectication and without any intermediate representation such as disparity. Among others, this yields the advantages that any additional information which constrains the solution, can be expressed directly in terms of the 3D structure. Section 2 describes the principles of direct metric stereo.
The stereo matching process is ill-posed in the sense of Hadamard [4] . Several points on one epipolar line might have the same intensity structure and a unique solution to the stereo matching problem cannot be given. This is why additional information is needed. Typically, constraints such as gural continuity, smoothness, and maximum disparity gradient [5] are imposed.
Assumptions of the statistics of the disparity gradient and Maximum A Posteriori (MAP) estimation has been used to constrain the solutions. This leads to the regularization scheme, as it was earlier proposed by Grimson [6] . If the possibility of discontinuities is taken into account we nd schemes such as the weak membrane [7] , [8] . The assumptions of piecewise continuity of the scene [10] and isotropy of the scene [9] have also been used to derive the needed constraint.
In Section 3, we derive the isotropic constraint under general perspective projection, and apply it to metric stereo. This constraint incorporates the possibility of detecting discontinuities in the depth map. It is derived in terms of Bayesian estimation and MAP estimation. The optimal estimate is found as the depth map which minimizes an energy function. The energy functions consists of a data term weighed against a smoothness term originating from the isotropy constraint.
The energy function which has to be minimized contains local minima. The optimization could be done by some Monte Carlo algorithm [7] , but we use a deterministic relaxation scheme to gain computational time [11] . To remove local minima in the data term a scale space extension is used. To remove local minima in the smoothness term a GNC-like algorithm is created. We argue in Section 4 that it is in general not possible to make a relaxation algorithm of the stereo problem, without introducing a bias or without relying on an initial estimate.
Finally we show some results of metric 3D reconstructions using the isotropic constraint and the GNC-like relaxation algorithm.
2 Geometry of Stereovision Given two perspective views and a point-match, the 3D point can be reconstructed. Given a 3D point we can also nd the two corresponding image points using the projective model of the cameraes.
The projective model
The camera model which is most widely used is the pinhole: the camera is supposed to perform a perfect perspective transformation of 3D space into the retinal plane. In the general case, we must also account for a change of world coordinates, as well as for a change of retinal coordinates, so that a generalization of the previous assumption is that the camera performs a projective linear transformation, rather than a mere perspective transformation. The pixel coordinates x and y are the only information we have if the camera is not calibrated: From two calibrated perspective views of a scene we make a direct metric reconstruction. From assumptions of translational, rotational, and scale invariance of 3D space and camera models we deduce the priors needed for a Bayesian estimation. This means that the reconstruction is optimal in the sense of Bayesian estimation with assumptions of Gaussian uncorrelated image noise and no preferred position, direction, and scale in the scene. It is shown that depth discontinuities can be reconstructed and results are presented. The constraint induced by the assumption of isotropy is shown to be invariant under change of the extrinsic camera parameters. It is argued that relaxation algorithms created to solve the stereo correspondance problem by optimization of non-convex functionals in general will rely on initial estimates or bias towards a predened solution. We use a multi-scale GNC-like algorithm to nd a solution from the initial estimates.
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