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LAWS OF INERTIA IN HIGHER DEGREE BINARY FORMS
BRUCE REZNICK
Abstract. We consider representations of real forms of even degree as a linear
combination of powers of real linear forms, counting the number of positive and
negative coefficients. We show that the natural generalization of Sylvester’s Law of
Inertia holds for binary quartics, but fails for binary sextics.
1. Introduction and Overview
Let Fn,d denote the set of real forms p(x1, ..., xn) of degree d, d ≥ 1. For even
d = 2s, we consider representations of p as a linear combination of the 2s-th powers
of real linear forms:
(1.1) p(x1, . . . , xn) =
r∑
j=1
λj
(
αj1x1 + · · ·+ αjnxn
)2s
, 0 6= λj ∈ R.
If there are a positive (and b negative) coefficients among the λj’s, then we say that
(1.1) has badge (a, b). Two linear forms are distinct if they (and their 2s-th powers)
are not proportional; a representation is honest if its summands are pairwise distinct.
Let B(p) denote the set of possible badges of honest representations of p. Badges
are ordered componentwise: (a, b)  (c, d) if a ≤ c and b ≤ d. Any minimal badge
under this ordering is called a signature of p. The set of signatures of p is denoted
S(p); in case p has a unique signature, we call it the signature of p and denote it
S(p). The length of p is the minimum value of a+ b in B(p); it is the shortest possible
representation (1.1). If q is obtained from p by an invertible linear change of variables,
then B(q) = B(p). Identities such as
x2 + (x+ y)2 + y2 = (x− y)2 + (x+ 2y)2 − 3y2 = 2(x+ 1
2
y)2 + 3
2
y2
and
(1.2) (x+ 2y)4 − 4(x+ y)4 + 6x4 − 4(x− y)4 + (x− 2y)4 = 24y4
show that B(p) may have more than one element. We are also interested in sequences
{pm} ⊂ Fn,d so that pm → p coefficientwise and S(pm) = (a, b), but (a, b) 6∈ S(p),
and call this a jump signature sequence.
With the exception of a couple of remarks, we shall restrict our attention here to
binary forms and rename the variables (x, y). More generally, although the signs of
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the λj’s are no longer relevant, length may be defined over any field which contains
the coefficients of p, and for odd degree as well; see [8] for much more on this.
A simple consequence of Sylvester’s Law of Inertia (Theorem 2.2) is that a quadratic
form in n variables has a unique signature. The main goal of this paper is to show
that binary quartics have unique signatures, but a binary sextic might not.
The paper is organized as follows. In section two, we review a number of useful
tools from the literature, many of them due to J. J. Sylvester. In section three,
we prove some general results about signatures (Theorems 3.1 and 3.2). We find
all possible signatures for p ∈ F2,2s, s ≥ 2, though not all possible sets S(p). If
p 6= ±ℓ2s is a product of 2s real linear forms, then it has unique signature (s, s).
Associated to p ∈ F2,2s is the catalecticant quadratic form Hp in s + 1 variables. If
(a, b) ∈ B(p), then S(Hp)  (a, b). If (a, b) and (c, d) are both signatures of p, then
a+ b+ c+ d ≥ 2s+ 4. In section four, we show (Theorem 4.1) that binary quartics
have unique signatures, and (Theorem 4.2) if p has a definite quadratic factor, then
S(p) = S(Hp); otherwise, S(p) = (2, 2). We show that signatures for binary sextics
are more complicated (Theorem 4.4): if p(x, y) = x5y+αx3y3+xy5, α ∈ (−2, 0], then
S(p) = {(2, 3), (3, 2)}. Section five contains some open questions and conjectures.
I thank Prof. Krishna Alladi and Prof. Manjul Bhargava and the participants in
the Higher Degree Forms conference at the University of Florida in May 2009 for
their encouragement and support of this work.
2. Tools from the literature
Every form of degree d is a linear combination of d-th powers of linear forms (see
e.g. [6, p.30].) A stronger result holds for binary forms.
Theorem 2.1. Any set {(αjx + βjy)d : 0 ≤ j ≤ d} of pairwise distinct d-th powers
over R is linearly independent, and spans F2,d.
Proof. The matrix of this set with respect to the basis {(d
i
)
xd−iyi : 0 ≤ i ≤ d} is
Vandermonde with determinant
∏
j<k(αjβk − αkβj) 6= 0. 
In particular, p ∈ F2,2s always has a representation p(x, y) =
∑2s
j=0 λj(x + jy)
2s,
where λj ∈ R. Thus B(p) always contains at least one badge (a, b) with length
≤ 2s+ 1, and S(p) is non-empty.
Sylvester Law of Inertia has several different expressions in the literature. This is
the one which motivates this paper.
Theorem 2.2 (Sylvester’s Law of Inertia). A real quadratic form in n variables has
a unique signature.
Proof. Suppose p(x1, . . . , xn) is a real quadratic form. Using the standard diagonal-
ization, there is an invertible linear change of variables after which
(2.1) p(x1, . . . , xn) =
a∑
j=1
x2j −
a+b∑
j=a+1
x2j .
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Suppose p has another representation:
(2.2) p(x1, . . . , xn) =
c+d∑
j=1
λj
(
αj1x1 + · · ·+ αjnxn
)2
,
where for simplicity, λj > 0 for 1 ≤ j ≤ c and λj < 0 for c+1 ≤ j ≤ c+ d. We claim
that c ≥ a and d ≥ b. Indeed, if c < a, then there exists (x¯1, . . . , x¯a) so that
αj1x¯1 + · · ·+ αjax¯a = 0, 1 ≤ j ≤ c.
The two representations then imply a contradiction:
0
(2.1)
< p(x¯1, . . . , x¯a, 0, . . . , 0)
(2.2)
≤ 0.
A similar contradiction follows if d < b. 
The diagonalization badge (a, b) from (2.1) is the signature of the quadratic form p,
both in the traditional sense and in our current definition. No such simple argument
applies in higher degree, since diagonalization is usually not possible.
Sylvester proved the next theorem in the course of establishing the canonical ex-
pressions for binary forms. The original sources are [1, 9, 10]. Modern discussions
and proofs can be found in [2, 3, 7, 8].
Theorem 2.3 (Sylvester). Suppose p(x, y) =
∑d
j=0
(
d
j
)
ajx
d−jyj ∈ C[x, y] and
h(x, y) =
r∑
j=0
cjx
r−jyj =
r∏
k=1
(βkx− αky)
is a product of pairwise distinct linear factors over C[x, y]. Then there exist λk ∈ C
so that
(2.3) p(x, y) =
r∑
k=1
λk(αkx+ βky)
d
if and only if
(2.4)


a0 a1 · · · ar
a1 a2 · · · ar+1
...
...
. . .
...
ad−r ad−r+1 · · · ad

 ·


c0
c1
...
cr

 =


0
0
...
0

 .
If p and h satisfy these conditions, we say that h is a Sylvester form for p. Theorem
2.3 will only be used in cases where aj, αj , βj ∈ R. We remark that the λk’s are found
by solving (2.3), a system of linear equations with real coefficients: the existence of
a solution over C implies the existence of a solution over R.
Another useful classical result is in the first article [11] published in the Proceed-
ings of the London Mathematical Society. Sylvester proved a conjecture of Newton
regarding the number of complex zeros of certain real polynomials. This is presented
with proof by Po´lya and Szego¨ in [4][p.48, Prob.79].
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Theorem 2.4 (Sylvester). Suppose 0 6= λk and γ1 < · · · < γr, r ≥ 2, are real
numbers such that
Q(t) =
r∑
k=1
λk(t− γk)
does not vanish identically. Suppose the sequence (λ1, . . . , λr, (−1)dλ1) has C changes
of sign and Q has Z zeros, counting multiplicity. Then Z ≤ C.
We shall apply a homogenized version of this result.
Corollary 2.5. Suppose p(x, y) is a non-zero real form of degree d with τ real linear
factors (counting multiplicity) and
(2.5) p(x, y) =
r∑
k=1
λk(cos θkx− sin θky)d,
where −pi
2
< θ1 < · · · < θr ≤ pi2 , r ≥ 2, and λk 6= 0. Suppose there are σ sign changes
in the sequence (λ1, λ2, . . . , λr, (−1)dλ1). Then τ ≤ σ.
Proof. We first “projectivize” (2.5) to get the following representation for p:
(2.6)
r∑
k=1
λk
2
(cos θkx− sin θky)d +
r∑
k=1
(−1)d λk
2
(cos(θk + π)x− sin(θk + π)y)d.
Observe that the sequence 1
2
(λ1, λ2, . . . , λr, (−1)dλ1, (−1)dλ2, . . . , (−1)dλr, λ1) has 2σ
sign changes, as does any cyclic permutation thereof. Thus in taking any block of r
(cyclically) consecutive summands from (2.6) as “the” representation (2.5), σ will be
unchanged. Accordingly, we may make an invertible change of variables
(2.7) (x, y) 7→ (cos θ x+ sin θ y,− sin θ x+ cos θ y)
in (2.5) to “dial” the angles as we wish, without changing τ and σ. We do so to
choose r consecutive angles in the interval (−pi
2
, pi
2
) and so that y does not divide p.
Having done so, we now dehomogenize (2.5) into
Q(t) := p(t, 1) =
r∑
k=1
λk cos
d θk(t− tan θk)d.
Since y ∤ p(x, y), there are no “zeros at infinity” and by Theorem 2.4, the number of
linear factors of p is equal to the number of zeros of Q: τ = Z ≤ C = σ. 
For a completely self-contained proof of Corollary 2.5, see [8]. Note that both
Theorem 2.3 and Corollary 2.5 apply whether d is even or odd.
Corollary 2.6. If p(x, y) 6= ±ℓ2s splits as a product of 2s real linear forms and
(a, b) ∈ B(p), then (s, s)  (a, b).
Proof. By Theorem 2.1, p has at least one representation, necessarily of length ≥ 2,
which can be put into the form of (2.5). Since there are at least 2s sign changes, it
must have at least s positive coefficients and s negative coefficients. 
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Corollary 2.6 is improved in Theorem 3.1(2). Note that Corollary 2.6 applies to
non-standard representations of ℓ2s such as (1.2).
The final tool involves earlier work [6] of the author. Define
Qrn,2s =
{ r∑
k=1
(
ξk1x1 + · · ·+ ξknxn
)2s
: ξkj ∈ R
}
, Qn.2s =
∞⋃
r=1
Qrn,2s.
Theorem 2.7. [6, pp. 36,37] For any (n, 2s, r), Qrn,2s is a closed set, and Qn,2s is a
closed convex cone.
The topology here is the usual one, of coefficientwise convergence. There is a
classical inner product on forms under which the dual cone to Qn,2s is Pn,2s, the cone
of positive semidefinite forms of degree 2s in n variables. (See [6, 7] for an extensive
discussion of this inner product.) Let Σn,2s denote the cone of sums of squares of
polynomials of degree s. Hilbert proved that Σn,2s = Pn,2s only for n = 2, 2s = 2 and
(n, 2s) = (3, 4). In these cases, the dual cone to Qn,2s is Σn,2s, affording a decisive
condition for membership in Qn,2s.
We restrict our attention to F2,2s. We associate to p(x, y) =
∑2s
j=0
(
2s
j
)
ajx
2s−jyj
the catalecticant quadratic form
Hp(t) = Hp(t0, . . . , ts) :=
s∑
i=0
s∑
j=0
ai+jtitj .
(The matrix for Hp corresponds to (d, r) = (2s, s) in (2.4).) Observe that
(2.8) p(x, y) =
r∑
k=1
λk(αkx+ βky)
2s ⇐⇒ Hp(t) =
r∑
k=1
λk
(
s∑
i=0
αs−ik β
i
kti
)2
.
If f(x, y) =
∑
i
(
d
i
)
aix
d−iyi and g(x, y) =
∑
i
(
d
i
)
bix
d−iyi, then the inner product is
defined to be [f, g] =
∑
i
(
d
i
)
aibi. In particular, if L(t0, . . . , tn; x, y) =
∑s
i=0 tix
s−iyi,
then Hp(t) = [p, L
2].
Lemma 2.8. If p ∈ F2,2s, αδ − βγ 6= 0 and q(x, y) = p(αx + βy, γx + δy), then
S(Hq) = S(Hp).
Proof. Define t˜i by
s∑
i=0
t˜ix
s−iyi =
s∑
i=0
ti(αx+ γy)
s−i(βx+ δy)i;
the t˜i’s are linear functions of the ti’s. Now let
L˜(t0, . . . , ts; x, y) := L(t0, . . . , ts;αx+ γy, βx+ δy) = L(t˜0, . . . , t˜n; x, y)
By the contravariant property of the inner product ([6, Thm.2.15]), Hq(t) = [q, L
2] =
[p, L˜2] = Hp(t˜). so that S(Hq)  S(Hp). The change of variables from p to q is
invertible, so S(Hp)  S(Hq) as well. 
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Theorem 2.9. [6, pp.41,61] Suppose p ∈ F2,2s and rank(Hp) = w.
(1) We have p ∈ Q2,2s if and only if Hp(t) is psd.
(2) If p ∈ Q2,2s and w ≤ s, then p can be written uniquely as an honest sum of w
2s-th powers.
(3) If p ∈ Q2,2s and w = s + 1, then for each (α, β) 6= (0, 0), there exists λ > 0
so that p can be written as a sum of s + 1 2s-th powers, one of which is
λ(αx+ βy)2s.
If p ∈ Q2,2s, w = rank(Hp) is called the width of p. Uniqueness in Theorem 2.9(2)
is only asserted within the class of representations with positive coefficients; c.f. (1.2).
Corollary 2.10. Suppose p ∈ F2,2s and suppose S(Hp) = (pH , nH).
(1) If (a, b) ∈ B(p), then (pH , nH)  (a, b).
(2) If p ∈ Qn,2s, then S(p) = S(Hp) = (pH , nH) = (rank(Hp), 0).
(3) If (a, b) ∈ B(p) is such that a + b = pH + nH = rank(Hp), then the signature
of p is S(p) = S(Hp).
Proof. If p has a representation with badge (a, b), then (2.8) implies that Hp has
a representation with the same badge. Quadratic forms have unique signatures
by Theorem 2.1, so (1) is immediate. If p ∈ Q2,2s, then by Theorem 2.9(2)(3),
(rank(Hp), 0) ∈ B(p), hence by (1) it is the unique minimal element. Finally if
(a, b) ∈ B(p) with a+ b = rank(Hp), then (1) implies that (a, b) = (rH , nH) and (a, b)
is the unique minimal badge in B(p). 
The practical significance of Corollary 2.10(3) is that Theorem 2.3 might already
show that the length of p is equal to the rank of Hp. In such a case, we know that
the signature of p is S(Hp) without having to compute an actual representation.
If s > 1, then (pH , nH) need not belong to B(p). By Corollary 2.6, if p 6= ±ℓ2s splits
into 2s linear factors, then any (a, b) ∈ B(p) will have a+b ≥ 2s, but rH+nH ≤ s+1.
We also remark (see [6, p.124]) that (x2 + y2)s always has width s+ 1, and so has
signature (s+ 1, 0). Theorem 2.9(3) is illustrated by the identity(
2s
s
)
(x2 + y2)s =
1
s+ 1
s∑
k=0
(
cos( kpi
s+1
+ θ)x+ sin( kpi
s+1
+ θ)y
)2s
, θ ∈ R.
Finally, it is easy to construct jump signature sequences in Qn,2s and Fn,2 in which
the jump is down. If
fm = x
2s + 1
m
(x2 + y2)s,
then S(fm) = (s+ 1, 0) and fm → f , where S(f) = (1, 0). Since each Qr2,2s is closed,
any jump in Q2,2s will be down.
For quadratic forms, only downward jumps are possible, but every feasible down-
ward jump occurs. Suppose ai, bi ≥ 0 and a1 + a2 + b1 + b2 ≤ n. Let
fm(x1, . . . , xn) =
a1∑
i=1
x2i +
1
m
a1+a2∑
i=a1+1
x2i −
a1+a2+b1∑
i=a1+a2+1
x2i − 1m
a1+a2+b1+b2∑
i=a1+a2+b1+1
x2i .
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Then S(fm) = (a1+a2, b1+b2) and fm → f where S(f) = (a1, b1). On the other hand,
for f ∈ Fn,2, S(f) is the number of positive and negative roots (counting multiplicity)
of φf(t), the characteristic polynomial of matrix assoicated to f . Since all roots of
φf(t) are real, and since the roots of a polynomial are continuous functions of its
coefficients, it follows that if S(fm) = (a, b) and fm → f , then S(f)  (a, b).
3. Signatures
In this section, we determine all possible signatures in F2,2s and we find some
restrictions on incomparable signatures. Let [0, s]2 = {(i, j) ∈ Z2 : 0 ≤ i, j ≤ s}.
Theorem 3.1. Fix s ≥ 1.
(1) If p ∈ F2,2s, then B(p) ⊆ {(s+ 1, 0), (0, s+ 1)} ∪ [0, s]2.
(2) If p(x, y) 6= ±ℓ2s is a product of 2s real linear factors, then S(p) = (s, s).
(3) If (u, v) ∈ {(s+ 1, 0), (0, s+ 1)} ∪ [0, s]2, then there exists p ∈ F2,2s such that
S(p) = (u, v).
Proof. Suppose (a, b) ∈ S(p) and, specifically, suppose that
(3.1) p(x, y) =
a∑
i=1
(αix+ βiy)
2s −
b∑
j=1
(γjx+ δjy)
2s := p+(x, y)− p−(x, y).
Since (3.1) is honest and p+, p− ∈ Q2,2s, Theorem 2.9 implies that p+ and p− can
each be written as a sum of ≤ s+1 2s-th powers. Since (a, b) is minimal, a, b ≤ s+1.
We now show that if (s + 1, b) ∈ S(p), then b = 0. If so, by Theorem 2.9(3), we
can rewrite p+ as a sum of length s + 1, one of whose summands is λ(γ1x + δ1y)
2s.
This cancels with the summand (γ1x+ δ1y)
2s in p− to yield a representation with a
smaller badge. A similar contradiction results from (a, s+ 1) with a > 0.
For (2), combine Corollary 2.6 and part (1).
For (3), first note that p(x, y) = ±(x2 + y2)s has signature (s + 1, 0) or (0, s + 1).
We now show that every (u, v) ∈ [0, s]2 occurs. If ψ is any product of 2s distinct
linear factors, then S(ψ) = (s, s) by (2), and there exists a representation
ψ(x, y) =
s∑
j=1
(αjx+ βjy)
2s −
s∑
j=1
(γjx+ δjy)
2s.
We claim that for 0 ≤ u, v ≤ s,
ψu,v(x, y) =
u∑
j=1
(αjx+ βjy)
2s −
v∑
j=1
(γjx+ δjy)
2s
has unique signature (u, v). If (u¯, v¯) is another badge for ψu,v and
ψu,v(x, y) =
u¯∑
j=1
(α¯jx+ β¯jy)
2s −
v¯∑
j=1
(γ¯jx+ δ¯jy)
2s,
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then we may add the “missing” summands to reconstitute ψ:
ψ(x, y) =
u¯∑
j=1
(α¯jx+ β¯jy)
2s+
s∑
j=u+1
(αjx+βjy)
2s−
v¯∑
j=1
(γ¯jx+ δ¯jy)
2s−
s∑
j=v+1
(γjx+δjy)
2s.
Since (s, s)  (u¯+ s− u, v¯ + s− v), we have (u, v)  (u¯, v¯) as claimed. 
Example 3.1. The representation
p(x, y) = 8x4 + 48x2y2 − 8y4 = (x+ 2y)4 + 6x4 + (x− 2y)4 − 40y4 ∈ F2,4
shows that p has badge (3, 1), which cannot be minimal by Theorem 3.1(1). Using
the argument of the proof, rewrite p+ using (1.2) and cancel terms:
p(x, y) = 4(x+ y)4 + 4(x− y)4 + 24y4 − 40y4 = 4(x+ y)4 + 4(x− y)4 − 16y4.
so (2, 1) ∈ B(p). Since Hp(t0, t1, t2) = 8(t20 + t0t2 − t22 + t21) has signature (2, 1), it
follows from Corollary 2.10 that S(p) = (2, 1).
We now give a necessary condition for incomparable signatures.
Theorem 3.2. Suppose p ∈ F2,2s has two signatures (a, b) and (c, d) such that a > c
and b < d. Then a + d ≥ s + 3, b + c ≥ s + 1, max{a + b, c + d} ≥ s + 2 and
a, b, c, d ≥ 1,
Proof. Write
(3.2)
p = p+ − p− =
a∑
i=1
(αix+ βiy)
2s −
b∑
i=1
(γix+ δiy)
2s;
p = p¯+ − p¯− =
c∑
i=1
(α¯ix+ β¯iy)
2s −
d∑
i=1
(γ¯ix+ δ¯iy)
2s.
We obtain two representations for q := p+ + p¯− = p¯+ + p−:
(3.3)
q(x, y) =
a∑
i=1
(αix+ βiy)
2s +
d∑
i=1
(γ¯ix+ δ¯iy)
2s;
q(x, y) =
b∑
i=1
(γix+ δiy)
2s +
c∑
i=1
(α¯ix+ β¯iy)
2s.
Observe that q ∈ Q2,2s, and suppose it has width w. If w ≤ s, then the two
representations of q in (3.3) must be permutations of each other by Theorem 2.9(2).
Thus each of the summands (αix+ βiy)
2s must appear in the second representation.
Since the representations in (3.2) are honest, this summand cannot be one of the
(γix+ δiy)
2s’s, and so must be (α¯kx+ β¯ky)
2s for some k. But the (αix+ βiy)
2s’s are
distinct, as are the (α¯ix+ β¯iy)
2s’s. This implies that a ≤ c, a contradiction.
It follows that w = s + 1, hence b+ c ≥ s + 1, and since a ≥ c+ 1 and d ≥ b+ 1,
we have a+ d ≥ s+ 3 and so (a+ b) + (c+ d) = (a+ d) + (b+ c) ≥ 2s+ 4. Finally,
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a, d ≥ 1 by hypothesis. If b = 0, then c ≥ s+1, which contradicts a > c by Theorem
3.1(1). Assuming c = 0 leads to a similar contradiction. 
4. Quartics and sextics
We begin this section with an application of the last two theorems.
Theorem 4.1. A binary quartic form has a unique signature.
Proof. By Theorem 3.1(1), the possible signatures in F2,4 are (0, 3), (3, 0) and [0, 2]
2.
By Theorem 3.2, if p has two incomparable signatures (a, b) and (c, d), then a+ b+
c+ d ≥ 5 + 3 = 8, so (a, b) = (c, d) = (2, 2), a contradiction. 
The uniqueness allows us to compute the signatures of binary quartics.
Theorem 4.2. If p ∈ F2,4, then either S(p) = S(Hp) or p 6= ±ℓ4 is a product of
linear factors and S(p) = (2, 2).
Proof. For clarity we write out p and the matrix for Hp:
p(x, y) = a0x
4 + 4a1x
3y + 6a2x
2y2 + 4a3xy
3 + a4y
4, Hp =

a0 a1 a2a1 a2 a3
a2 a3 a4

 .
If p is a product of real linear factors, then either p = ±(αx+ βy)4, in which case
S(p) = S(Hp) = (1, 0) or (0,1), or else S(p) = (2, 2) by Theorem 3.1(2).
Otherwise, we may assume that p has a definite quadratic factor. By Lemma
2.8, neither S(p) nor S(Hp) is affected by an invertible linear change of variables.
Therefore, we may diagonalize this factor and assume that
p(x, y) = (x2 + y2)(ax2 + bxy + cy2).
Now apply (2.7) and, in effect, rotate the axes so that x2 + y2 is unchanged and
ax2 + bxy + cy2 loses its xy-term. After possible scaling, multiplying by −1 (which
flips both S(p) and S(Hp)) and permuting x and y, we see that p can be written as
qu(x, y) = (x
2 + y2)(x2 + uy2) = x4 + 6
(
u+1
6
)
x2y2 + y4, |u| ≤ 1.
As noted earlier, S(q1) = S(Hq1) = (3, 0), and as q−1(x, y) = x
4−y4 andHq
−1
= t20−t22,
S(q−1) = S(Hq
−1
) = (1, 1). Assume |u| < 1, let ρ2 = u+1
6
and note that
(4.1) qu(x, y) =
1
2
(
(x+ ρy)4 + (x− ρy)4
)
+
(−1 + 34u− u2
36
)
y4.
Since u ∈ (−1, 1), (4.1) has badge (3, 0) if u > 17 − 12√2, (2, 0) if u = 17 − 12√2
and (2, 1) if u < 17− 12√2. On the other hand,
Hqu =

 1 0 1+u60 1+u
6
0
1+u
6
0 u

 ,
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and since 1+u
6
> 0 for u ∈ (−1, 1), S(Hq) is determined by the sign of u − (1+u6 )2 =
−1+34u−u2
36
. In each case S(qu) = S(Hqu), and this completes the proof. 
The quartic q17−12
√
2(x, y) is less mysterious than it seems:
x4 + y4 = (x2 +
√
2xy + y2)(x2 −
√
2xy + y2) 7→
(u2 + v2)(u2 − 4uv + 5v2) 7→ (w2 + z2)((3 + 2
√
2)w2 + (3− 2
√
2)z2)
= (3 + 2
√
2)q17−12
√
2(w, z)
under (x, y) 7→ (u − v,√2v) and (u, v) 7→ (aw + bz,−bw + az), where a = cos 3pi
8
=
1
4
(2 − √2)1/2 and b = sin 3pi
8
= 1
4
(2 +
√
2)1/2. Another approach to real canonical
forms for real quartics can be found in [5, p.217].
Example 4.1. The only possible positive jumps in F2,4 occur if fm → f and S(f) =
(2, 2), since otherwise S(p) = S(Hp). For example, let
fm(x, y) =
1
m
x4 + 6x2y2 + 1
m
y4 = 1
m
(x4 + 6mx2y2 + y4)
It is easy to see that for m ≥ 1, S(fm) = (2, 1), but fm → f , where f(x, y) = x2y2
and S(f) = (2, 2). In other words, Q22,4 −Q12,4 is not a closed set.
We turn to sextics. Theorem 3.2 does not rule out incomparable signatures.
Corollary 4.3. If p ∈ S2,6 and |S(p)| ≥ 2, then S(p) = {(2, 3), (3, 2)}.
Proof. If (a, b) and (c, d) are signatures for a sextic and a > c, b < d, then Theorem
3.2 implies that a + d ≥ 6, b+ c ≥ 4 and so a = d = 3 and b = c = 2. 
The following theorem analyzes our principal binary sextic example.
Theorem 4.4. Let qλ(x, y) = 6x
5y + 20λx3y3 + 6xy5.
(1) If λ = 1, then S(qλ) = {(1, 1)}
(2) If λ > 0, λ 6= 1, then S(qλ) = {(2, 2)}.
(3) If −3
5
< λ ≤ 0, then S(qλ) = {(2, 3), (3, 2)}.
(4) If λ ≤ −3
5
, then S(qλ) = {(3, 3)}.
Before we prove this theorem, we state its immediate corollary.
Corollary 4.5. The Law of Inertia fails for binary sextics: there exist q ∈ F2,6 with
two signatures.
The following lemma is a fruitful way of generating forms with two signatures.
Lemma 4.6. If p(x,−y) = −p(x, y), then (a, b) ∈ B(p) =⇒ (b, a) ∈ B(p).
Proof. Since p(x, y) = −p(x,−y),
p(x, y) =
r∑
k=1
λk(αkx+ βky)
2s =⇒ p(x, y) =
r∑
k=1
−λk(αkx− βky)2s.

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Proof of Theorem 4.4. We first note that qλ(x, y) = 6xy(x
4 + 10
3
λx2y2 + y4) is a
product of six linear factors if 10
3
λ ≤ −2, establishing case (4). The eigenvalues of
Hqλ =


0 1 0 λ
1 0 λ 0
0 λ 0 1
λ 0 1 0


are ±(1 + λ),±(1 − λ). Thus, if λ 6= ±1, then S(Hqλ) = (2, 2). If λ = 1, then
S(Hq1) = (1, 1) and q1(x, y) =
1
2
(x+y)6− 1
2
(x−y)6, establishing case (1). If λ > −3
5
,
λ 6= 1, then it follows from Corollary 2.10(3), Theorem 3.1(1) and Lemma 4.6 that
S(qλ) is {(2, 2)}, {(2, 3), (3, 2)} or {(3, 3)}, depending only on the length of qλ.
Suppose λ 6= 1, λ > −3
5
and qλ has length 4. Then h(x, y) =
∑4
i=0 cix
4−iyi is a
Sylvester form for qλ provided it has four distinct real factors and

0 1 0 λ 01 0 λ 0 1
0 λ 0 1 0

 ·


c0
c1
c2
c3
c4

 =

00
0

 .
Since c1 + λc3 = λc1 + c3 = 0 and λ
2 6= 1, h(x, y) = c0x4 + c2x2y2 − (c0 + λc2)y4. If
c0 = 0 or c0 + λc2 = 0, then h is divisible by y
2 or x2, hence we may scale so that
c0 = 1 and assume h(x, y) = (x
2 − γ21y2)(x2 − γ2y2) for some real γ1, γ2 6= 0. In this
case, c2 = −(γ21 + γ22) and
(4.2) γ21γ
2
2 = −1 + λ(γ21 + γ22)
This is clearly impossible if λ ≤ 0. If λ > 0, then (4.2) is equivalent to
γ22 =
λγ21 − 1
γ21 − λ
.
If λ > 1, then γ21 = 2λ implies γ
2
2 = 2λ − 1/λ > 0; if λ < 1, then γ21 = 2/λ implies
γ22 =
λ
2−λ2 and γ
2
1 > 2 > λ > γ
2
2 . In either case, h is a Sylvester form, so qλ has length
4, and by Corollary 2.10(3), S(qλ) = (2, 2). This establishes (2).
In the remaining case, −3
5
< λ ≤ 0. We wish to find a quintic Sylvester form
hλ(x, y) =
∑5
i=0 cix
5−iyi. Take 0 < u < v and let
(4.3)
hλ(x, y) = (x+ y)(x
2 + (2 + u)xy + y2)(x2 + (2 + v)xy + y2),
6 + u+ v + λ(10 + 3u+ 3v + uv) = 0.
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This satisfies the system
(4.4)
(
0 1 0 λ 0 1
1 0 λ 0 1 0
)
·


c0
c1
c2
c3
c4
c5

 =
(
0
0
)
.
By setting v = 2u, we see that (4.3) holds for u = 3+5λ−2λ and v =
3+5λ
−λ , so that qλ for
λ ∈ (−3
5
, 0) has length five and S(qλ) = {(2, 3), (3, 2)}. For λ = 0, (4.3) is impossible
for positive u, v. In this case, (4.4) becomes c0 + c4 = c1 + c5 = 0. Let
g(x, y) = x(x+ y)(x+ 2y)(x+ 3y)(x− 6y) = x5 − 25x3y2 − 60x2y3 − 36xy4
and let h0(x, y) = g(x, y/
√
6). Then c0 = 1, c4 = −6−2 · 36 = −1 and c1 = c5 = 0, so
that h0 satisfies (4.4) and h0 has length five, so S(q0) = {(2, 3), (3, 2)}. 
Example 4.2. An exact calculation shows that
(4.5)
1296(x+ y)6 − 567(x+ 2y)6 + 112(x+ 3y)6 − (x− 6y)6 − 840x6
= 3024(x5y + 36xy5).
If we scale (4.5) by sending y 7→ y√
6
and divide by 84
√
6, we obtain a representation
of q0(x, y) = 6x
5y + 6xy5. Observe that limm q1/m → q0 provides another example
of a positive jump. Also observe that for λ close to 0, neither S(Hqλ) nor the zero
structure of qλ change, but a jump occurs.
Larger jumps are possible, as shown in our final example.
Example 4.3. Let rλ(x, y) = (x
2−y2)3+15λx2y2(x2−y2). Then r0(x, y) is a product
of six linear factors, so S(r0) = (3, 3) and r1/5(x, y) = x
6 − y6, so S(r1/5) = (1, 1).
We now show that if 0 < λ < 1
5
, then S(rλ) = (2, 2). First, it is easy to show that
S(Hrλ) = (2, 2) if λ 6= 0,−45 , hence the length of rλ is ≥ 4 if λ ∈ (0, 15). Second, we
produce a Sylvester form of degree four: h(x, y) =
∑4
i=0 cix
4−iyi must have distinct
real factors and satisfy
(4.6)

 1 0 −β 0 β0 −β 0 β 0
−β 0 β 0 1

 ·


c0
c1
c2
c3
c4

 =

00
0

 ,
where β = 1
5
− λ ∈ (0, 1
5
). As before, we guess a solution:
h(x, y) = (x2 + (2 + u)xy + y2)(x2 + (2 + v)xy + y2)
with u 6= v > 0, and note that (4.6) is satisfied if
−1− β + β(6 + 2u+ 2v + uv) = 0
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It can be verified that the choice u = 1−5β
3β
and v = 1−5β
1+β
meets this criterion.
5. Conjectures and Open Questions
We believe that unique signatures do not exist in F2,2s when s ≥ 4. Is there an
analogue for Theorem 4.2 in F2,2s when s ≥ 3? (Even for sextics, this seems to be
difficult.) Are there forms with signature (s, s) which do not split into a product of
real forms? Is the existence of multiple signatures is always a singular phenomenon,
or might they, for example, occur in a neighborhood? How can one characterize forms
p for which S(p) = S(Hp)? Do there exist forms with more than two signatures or
with signatures (a, b), (c, d) for which a + b 6= c + d? (They would have to occur in
degree ≥ 8.) What jumps are possible for jump signature sequences? What happens
in F3,4, the other case in which catalecticants play a role in determing membership
in Qn,2s? Finally, which properties discussed here are interesting in real closed fields
besides R?
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