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We find and investigate the optimal scheme of quantum distributed Gaussian sensing for estima-
tion of the average of independent phase shifts. We show that the ultimate sensitivity is achievable by
using an entangled symmetric Gaussian state, which can be generated using a single-mode squeezed
vacuum state, a beam-splitter network, and homodyne detection on each output mode in the absence
of photon loss. Interestingly, the maximal entanglement of a symmetric Gaussian state is not opti-
mal although the presence of entanglement is advantageous as compared to the case using a product
symmetric Gaussian state. It is also demonstrated that when loss occurs, homodyne detection and
other types of Gaussian measurements compete for better sensitivity, depending on the amount of
loss and properties of a probe state. None of them provide the ultimate sensitivity, indicating that
non-Gaussian measurements are required for optimality in lossy cases. Our general results obtained
through a full-analytical investigation will offer important perspectives to the future theoretical and
experimental study for quantum distributed Gaussian sensing.
Quantum resources are known to be useful for fur-
ther enhancing the precision and the sensitivity of es-
timation of various physical quantities beyond the stan-
dard quantum limit [1–3]. A number of studies on single-
parameter estimation have been performed over the last
few decades [4], but much attention has begun to be
paid to estimation of multiparameters in recent years [5].
Quantum-enhanced sensitivity in simultaneous estima-
tion of multiple phases has been investigated to explain
the role of quantum entanglement and identify optimal
and realistic setups saturating the ultimate theoretical
sensitivity [6–10]. The advantage of exploiting quan-
tum entanglement becomes more significant when sens-
ing takes place in different locations and the parameter of
interest is a global feature of the network, e.g., the aver-
age of distributed independent phases [11–15]. Such dis-
tributed sensing is related to applications such as global
clock synchronization [16] and phase imaging [6]. These
inspire the use of more practical quantum resources that
are feasible in a well-controlled manner with current tech-
nology, e.g., Gaussian systems [17]. Very recently, the
sensitivities of distributed Gaussian sensing were studied
under specific conditions [14, 15]. The ultimate sensi-
tivity and feasible optimal schemes, however, are not yet
found and studied in the class of Gaussian metrology [18–
20].
In this Letter, we investigate the ultimate sensitivity
for the average phase estimation in distributed Gaussian
sensing, where the phases are encoded onto a multi-mode
Gaussian probe state, as described in Fig. 1. We find an
optimal probe state and measurement setup that achieve
the ultimate sensitivity, which are shown to be experi-
mentally feasible with current technology. Interestingly,
we demonstrate that the optimal symmetric Gaussian
probe state is not a maximally entangled state. For prac-
tical relevance, we further analyze the effect of loss, the
entanglement-enhanced gain, and other Gaussian mea-
surements in various conditions.
We begin with a brief introduction to the formalism
describing Gaussian states and multiparameter estima-
tion. Gaussian states are defined as states whose Wigner
functions are Gaussian distributions, and thus charac-
terized by the first moment vector di = Tr[ρˆQˆi] and
the covariance matrix Γij = Tr[ρˆ{Qˆi − di, Qˆj − dj}/2],
where {Aˆ, Bˆ} ≡ AˆBˆ + BˆAˆ. Here, a quadrature operator
vector of a M -mode continuous variable quantum system
is defined as Qˆ = (xˆ1, pˆ1, ..., xˆM , pˆM )
T, satisfying the
canonical commutation relation, [Qˆj , Qˆk] = i(Ω2M )jk,
where Ω2M =
(
0 1
−1 0
)
⊗ 1M and 1M is the M ×M iden-
tity matrix.
Consider estimation of M -parameter φ =
(φ1, φ2, ..., φM )
T based on measurement outcomes x, ob-
tained with a conditional probability p(x|φ). The multi-
parameter Crame´r-Rao inequality states that the M×M
estimation error matrix Σij = 〈(φˆi − φi)(φˆj − φj)〉 of
any unbiased estimator φˆi is bounded by the Fisher
information matrix (FIM), F (φ), i.e., Σ ≥ F−1,
where Fij(φ) =
∑
x
1
p(x|φ)
∂p(x|φ)
∂φi
∂p(x|φ)
∂φj
[21]. The
conditional probability p(x|φ) = Tr[ρˆφΠˆx] is given
FIG. 1. Schematic of distributed sensing under investiga-
tion. A multi-mode probe state ρˆprobe generated from the
first beam splitter network (BSN) for a given product state
input ⊗Mi=1ρˆi undergoes the individual phase shifts on each
mode. The parameter-imprinted state ρˆφ is fed into the sec-
ond BSN, followed by measurement. The measurement out-
comes are used in post-processing to estimate the parame-
ter φ∗ =
∑M
i=1 wiφi with the weight vector w.
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2by a positive operator-valued measure Πˆx for a given
parameter-encoded state ρˆφ. The quantum Crame´r-
Rao inequality sets a lower bound for the error
of an unbiased estimator, i.e., Σ ≥ F−1 ≥ H−1,
where Hij = Tr[ρˆφ{Lˆi, Lˆj}]/2 is the quantum Fisher
information matrix (QFIM), with Lˆi being a sym-
metric logarithmic derivative operator associated
with ith parameter φi [22]. When a linear combination
of φi’s, φ
∗ = wTφ =
∑M
i=1 wiφi with the weight
vector w, is of particular interest, the estimation error
is bounded as [23]
∆2φ∗ ≡ 〈(φˆ∗ − φ∗)2〉 ≥ wTF−1w ≥ wTH−1w. (1)
Here, F−1 and H−1 are understood as the inverse on
their support if the matrices are singular. Throughout
this Letter, we assume the normalization
∑M
i=1 |wi| = 1
for simplicity.
Consider a distributed phase sensor in which a prod-
uct Gaussian input state ⊗Mi=1ρˆi is injected into a beam
splitter network (BSN), preparing a probe state ρˆprobe,
the multi-phase information is encoded onto ρˆprobe by a
unitary operation Uˆφ = exp(−i
∑M
j=1 φj aˆ
†
j aˆj), and the
output state ρˆφ is measured after the second BSN, as
depicted in Fig. 1. Note that configuration of the first
BSN enables one to generate any probe Gaussian states
[19, 24]. We also implicitly assume a strong reference
beam to define the phases, accessible in each mode for
measurement [25]. Here, we aim to investigate the sen-
sitivity of Gaussian states for estimation of the parame-
ter φ∗. When the probe state ρˆprobe after the first BSN
is a pure Gaussian state characterized by (Γ,d), the ele-
ments of the QFIM are written as [26–30]
Hij =2Tr[Γ
(i,j)Γ(j,i)]− δij + (Ω2d(i))T[Γ−1](i,j)(Ω2d(j)),
(2)
where A(i,j) denotes the 2 × 2 submatrix in the ith row
and jth column of theM×M block matrixA, and similar
for the vector d(i). The derivation of the QFIM of Eq. (2)
is provided in Supplementary Material. The convexity
of QFIM makes it sufficient to consider only pure probe
states to find an optimal state maximizing the QFIM [12],
but one can find the analytical form of the QFIM for gen-
eral Gaussian states [26–30]. The quantum Crame´r-Rao
bound in Eq. (1) can be saturated since the generators
of parameters commute [10].
Let us first consider the case where the probe state is a
product state and thus the QFIM is evidently a diagonal
block matrix. Without loss of generality, we assume that
the block matrix of the covariance matrix for ith mode
is Γ(i,i) = diag(e2ri , e−2ri)/2, simplifying the estimation
error of φ∗ to be ∆2φ∗ ≥∑Mi=1 w2i (cosh 4ri−1+d22ie−2ri+
d22i−1e
2ri)−1.
When probing with a product coherent state, the error
bound becomes
∑M
i=1 w
2
i
(
d22i + d
2
2i−1
)−1
, and the best
strategy for a given total average photon number N¯ is
to distribute the energy N¯ over the modes according to
the weight |wi|, i.e., N¯i = d22i + d22i−1 = N¯ |wi|. The
estimation error is thus
∆2φ∗ ≥
M∑
i=1
w2i
N¯i
=
1
N¯
≡ ∆2φ∗SQL,
where the lower bound defines the standard quantum
limit. When wi = 1/M , i.e., φ
∗ is the average phase,
∆2φ∗SQL = 1/Mn¯, where n¯ ≡ N¯/M represents an equal
average number of photons hitting each phase shifter.
Among all product Gaussian states, the best strategy
under the energy constraint N¯ is to prepare the probe
state in a product squeezed vacuum state with 8N¯2i (N¯i+
1)/(2N¯i + 1) ∝ w2i . Thus, particularly when wi = 1/M ,
in which φ∗ is the average phase, the estimation error
becomes
∆2φ∗ ≥ M
8N¯(N¯ +M)
=
1
8Mn¯(n¯+ 1)
≡ ∆2φ∗OPGS, (3)
where we have set ri = r for all i and N¯ = M sinh
2 r.
Note that the Heisenberg scaling with n¯ or N¯ is achieved.
We refer to the above product squeezed vacuum state as
the optimal product Gaussian state (OPGS) throughout
this Letter. The error ∆2φ∗OPGS grows with the number
of modes M , over which the probe state is distributed
for a given N¯ , as shown in Fig. 2. When an equal energy
can be used in all the modes, i.e., for a fixed n¯, the error
∆2φ∗OPGS decreases with M , which is obvious since the
total energy being used increases by M times. It can
be easily shown that the estimation error ∆2φ∗OPGS can
be achieved by performing homodyne detection on each
mode without the second BSN [31].
We now turn to the case when the first BSN is config-
ured to create mode correlation for an injected product
input state. In order to find the ultimate sensitivity in
distributed Gaussian sensing and an optimal probe state,
one can further develop the inequality of Eq. (1) as
∆2φ∗ ≥ wTH−1w ≥ (MwTHw)−1 = [4M(∆2Gˆ∗)ψ]−1
≥ [4M max
ψ
(∆2Gˆ∗)ψ]−1,
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FIG. 2. Estimation errors when probing the phases with
product states. The top curve represents the standard quan-
tum limit, ∆2φ∗SQL, whereas the other curves show the error
∆2φ∗OPGS when M = 1, 3, 100. The error ∆
2φ∗OPGS increases
with M for a fixed N¯ , but is always below the error ∆2φ∗SQL,
which approaches 1/8N¯ as M →∞.
3where Gˆ∗ =
∑M
i=1 wiaˆ
†
i aˆi/|w|2 is the generator of φ∗ [11].
From now on, let us focus on the estimation of the average
phase, i.e., wi = 1/M . Using a series of inequalities, we
show that the error for the average phase estimation is
given by
∆2φ∗ ≥ 1
8N¯(N¯ + 1)
=
1
8Mn¯(Mn¯+ 1)
≡ ∆2φ∗OEGS,
and the lower bound ∆2φ∗OEGS can be attained by in-
jecting a product state of a single-mode squeezed vacuum
into the first input mode and the vacua on the other input
modes of the first BSN that is set to generate entangle-
ment (see Supplementary Material for the detail). We
note that the ultimate error ∆2φ∗OEGS scales with N¯
−2
or n¯−2, and is smaller than the error ∆2φ∗OPGS. A similar
scaling has been discussed in Ref. [12], but with different
quantification of the resource.
We show that the ultimate error ∆2φ∗OEGS can be
achieved by using symmetric Gaussian probe states with
zero displacement. The covariance matrix of pure sym-
metric Gaussian probe states can be written as a M ×M
partitioned matrix Γprobe with submatrices Γ
(i,i)
probe =
diag(γ1, γ2) for all i and Γ
(i,j)
probe = diag(1, 2) for all i 6=
j [26, 34–36]. Since the states are assumed to be pure, the
components obey the relations (γ1 − 1)(γ2 − 2) = 1/4
and [γ1 + (M − 1)1][γ2 + (M − 1)2] = 1/4 [34–36]. The
QFIM for symmetric Gaussian states is evidently a sym-
metric matrix with Hii = H11 for all i and Hij = H12 for
all i 6= j. Finally, using Eqs. (1) and (2), the estimation
error is reduced to
∆2φ∗ ≥ 1/M [H11 + (M − 1)H12], (4)
where H11 = 2(γ
2
1+γ
2
2)−1 and H12 = 2(21+22) (see Sup-
plementary Material for details). It is clear that the cor-
relation quantified by 1 and 2, H12, plays an important
role, but the sensitivity is eventually determined by an in-
terplay with the term H11 that is not independent of H12
for a given energy. After minimizing the lower bound in
Eq. (4) under the energy constraint N¯ = M(γ1+γ2−1)/2
(see Supplementary Material for the detail), we recover
the ultimate error ∆2φ∗OEGS when γ1,2 = 1/2 + 1,2
and 1,2 = [N¯ ±
√
N¯(N¯ + 1)]/M , leading to H11 =
4N¯(2N¯ + M + 1)/M2 and H12 = 4N¯(2N¯ + 1)/M
2.
Therefore, the ultimate estimation error ∆2φ∗OEGS can be
achieved by the optimal symmetric Gaussian state, which
we call the optimal entangled Gaussian state (OEGS)
throughout this Letter. Most importantly, in contrast
to the error ∆2φ∗OEPS, the error ∆
2φ∗OEGS is indepen-
dent of the number of modes M for a fixed energy N¯ and
scales with M−2 for a fixed n¯, evidently resulting from
exploiting entanglement. Thus, the mode entanglement
enables one to prevent the estimation error from growing
with M .
One might wonder whether the OEGS is the maxi-
mally entangled Gaussian state, for which the entropy of
the reduced state is maximized. We now demonstrate
that it is not the case. The entropy of the single-mode
reduced state having a diagonal covariance matrix γ is
given by S(γ) = n¯T ln(1 + 1/n¯T) + ln(n¯T + 1) [18],
where n¯T =
√
γ1γ2 − 1/2 is the average thermal pho-
ton number of the reduced single-mode state. The en-
tropy S(γ) increases with the entanglement of the total
system under investigation, where pure symmetric Gaus-
sian states are only considered [37]. Interestingly, the
OEGS achieving the ultimate sensitivity does not have
the maximal entropy, as shown in Fig. 3(a). This is sur-
prising and in contrast to other cases, where maximally
entangled states have shown to lead to the optimal sensi-
tivity, e.g., the GHZ state of qubits exhibiting the maxi-
mal entropy of the reduced state [11]. In our scenario, the
state often referred to as the continuous variable GHZ-
type state having the maximal reduced entropy [38] ex-
hibits worse sensitivity than the OEGS. A similar result
has been reported for estimation of unitarily generated
parameters in Ref. [8].
It is worth comparing with the error of simultaneous
phase estimation, ∆2φ ≡ ∑Mi=1 ∆2φi. For general sym-
metric Gaussian states without displacement, the error
can be written as ∆2φ ≥ Tr[H−1] = (M − 1)/(H11 −
H12) + 1/[H11 + (M − 1)H12], where the first term will
be ignored if H11 = H12. For a product probe state, H12
disappears and thus,
∆2φ ≥ M
3
8N¯(N¯ +M)
≡ ∆2φOPGS,
where the bound ∆2φ∗OPGS can be achieved by the OPGS.
When using the OEGS, on the other hand, the estimation
error is given by
∆2φ ≥ M [2N¯(M − 1) + 2M − 1]
8N¯(N¯ + 1)
≡ ∆2φOEGS.
It is clear that the error ∆2φOEGS is larger than the er-
ror ∆2φOPGS. More generally, any entangled symmetric
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FIG. 3. Dependence of the reduced entropy S(γ) in the es-
timation error when probing with symmetric Gaussian states
(black curves) in comparison with the OPGS (blue lines) and
the OEGS (red lines). (a) For the average phase estimation,
the OEGS achieving the ultimate sensitivity does not have
the maximal reduced entropy. (b) On the other hand, the
OPGS is optimal for the simultaneous phase estimation.
4Gaussian states exhibit worse sensitivity than the OPGS,
as shown in Fig. 3(b).
We have shown above that the ultimate estimation
error ∆2φ∗OEGS is achieved by the OEGS. Generation
of the latter is experimentally feasible with current
technology as we provide here. Suppose that a prod-
uct state of a p-squeezed vacuum and (M − 1) vacua
is injected into the first BSN, configured as UˆBSN =
BˆM−1,M (θM−1)BˆM−2,M−1(θM−2)×·· ·× Bˆ1,2(θ1), where
Bˆi,j(θj) = exp[θj(aˆ
†
i aˆj − aˆiaˆ†j)] and θj = arccos(M −
j + 1)−1/2. Consequently, one can show that the out-
put state of the BSN is the OEGS. Notice that different
configurations of BSN can be employed to generate the
OEGS [14].
We demonstrate here that homodyne detection on each
mode is sufficient to achieve the ultimate error ∆2φ∗OEGS
without using the second BSN. The resultant probabil-
ity distribution of homodyne detection follows a Gaus-
sian distribution with the zero first-moment vector and
the M ×M covariance matrix ΓHD with diagonal com-
ponents [ΓHD]ii = γ1 cos
2 ϕi + γ2 sin
2 ϕi and off-diagonal
components [ΓHD]ij = 1 cosϕi cosϕj + 2 sinϕi sinϕj
where ϕi = φi−θHD,i with homodyne angles θHD,i on ith
mode. The error is thus given by ∆2φ∗HD ≥ wTF−1w,
where Fij = Tr[Γ
−1
HD(∂φiΓHD)Γ
−1
HD(∂φjΓHD)]/2. It can be
easily shown that the lower bound is equal to ∆2φ∗OEGS
when ϕi = ϕopt ≡ pi/2− cot−1[2
√
N¯(N¯ + 1)]/2 for all i.
Such optimal phase setting can be made by adjusting the
homodyne angles θHD,i = φi − ϕopt.
From a practical perspective, we analyze the effect of
photon loss on the sensitivity. When loss is assumed
to occur in each mode with an equal η, the covariance
matrix of the probe state is transformed as Γ → ηΓ +
(1 − η)12M/2, i.e., γ1,2 → ηγ1,2 + (1 − η)/2 and 1,2 →
η1,2 [18, 26]. Consequently, the theoretical optimal error
bounds ∆2φ∗OPGS and ∆
2φ∗OEGS become
∆2φ∗OPGS(η) ≡ 1/4N¯η(2N¯η/M + η + 1),
∆2φ∗OEGS(η) ≡ 1/4N¯η(2N¯η + η + 1),
respectively. When homodyne detection is performed,
the resulting error bounds are respectively given as
∆2φ∗OPGS,HD(η) ≡ [4N¯η(1− η) +M ]/[8η2N¯(N¯ +M)],
∆2φ∗OEGS,HD(η) ≡ [4N¯η(1− η) + 1]/[8η2N¯(N¯ + 1)],
for which the homodyne angles have been appropriately
chosen. One may also seek other type of Gaussian
measurement that could outperform the case yielding
∆2φ∗OEGS,HD(η) in the presence of loss. We exemplify the
latter by performing an appropriate general-dyne detec-
tion on the first output mode and heterodyne detection
on the other output modes of the second BSN that is
set to realize Uˆ−1BSN. The associated error bound when
probing with the OEGS is given as
∆2φ∗OEGS,GD(η) ≡
2N¯(1− η)η + 1 +
√
1− 4N¯η(η − 1)
8η2N¯(N¯ + 1)
,
whose derivation and detailed setup are provided in Sup-
plementary Material. Figure 4(a) reveals that the er-
ror ∆2φ∗OEGS,HD(η) is competitive with ∆
2φ∗OEGS,GD(η)
depending on η, and none of them attain the ultimate
error ∆2φ∗OEGS(η) when η < 1. Comparable behaviors
between ∆2φ∗OEGS,HD(η) and ∆
2φ∗OEGS,GD(η) are elab-
orated in terms of N¯ and η in Fig. 4(b), identifying
the regions in which one prevails over the other. It
shows that homodyne detection is advantageous when
N¯ > (1 +
√
2)/2η(1 − η). Interestingly, the error
bound ∆2φ∗OEGS,HD(η) is exactly the same as that of a
single-mode phase estimation using a squeezed thermal
state [39]. One could further reduce the error by having
displacement as in Ref. [14], or seek for non-Gaussian
measurements to achieve the ultimate error ∆2φ∗OEGS(η)
in lossy cases [28, 39].
The enhancement of sensitivity by entanglement can
be quantified by the relative error ratio Ropt =
∆2φ∗OPGS(η)/∆
2φ∗OEGS(η) for the case that an optimal
measurement is assumed, and the error ratio RHD =
∆2φ∗OPGS,HD(η)/∆
2φ∗OEGS,HD(η) for the case that homo-
dyne detection is performed. Figure 5(a) shows that
the Ropt slightly decreases with a moderate loss η and
monotonically increases with n¯, while the RHD drasti-
cally drops with η and exhibits the optimum at n¯ =
1/2
√
Mη(1− η), where the relative enhancement is max-
imal, when η < 1. The behaviors of Ropt and RHD with
increasing M are presented in Fig. 5(b) for n¯ = 6. Re-
markably, both Ropt and RHD are always greater than
unity in all cases with any η, stressing the usefulness
of entanglement in Gaussian distributed sensing against
loss.
We have investigated the ultimate sensitivity in quan-
tum distributed Gaussian sensing for the average phase
estimation. The ultimate sensitivity has been shown to
be achievable by the OEGS possessing partial entangle-
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 
2  
⇤ (
⌘
)
<latexit sha1_base64="DgaYmQFfxGqhNpfPGDPgJUCNVvg=">AAADvHicbVJNb9NAEN3GfJTwlQI3LhYWUuEQxQapPaEKOHAsEmkrxWk03kySVXbX1u64JFj+D/wErvCP+Desk6jIdubi0Zs3895aL8mksDQY/D3oeHfu3rt/+KD78NHjJ097R88ubJobjkOeytRcJWBRCo1DEiTxKjMIKpF4mSw/VfPLGzRWpPobrTMcK5hrMRMcyEGT3ov4M0qC6yjOFuL67XGMBG8mvWDQH2zKbzfhrgnYrs4nR52f8TTluUJNXIK1o3CQ0bgAQ4JLLLtxbjEDvoQ5FqCsXauk9F8roIVtzipw32yU0+x0XAid5YSaO4qbzXLpU+pXL/OnwiAnuXYNcCOcss8XYICTe39NpbqdkVqV3RqcqLrRXKLab32v5yaY2HULm6NuYbNUky19V80JLRr6lY6xM1tHJRCunK/GZWOgYWATl5a+W6Y6SKutpxqYiQqsfpnG7zxVCvS0iCGx5SgcF7ELGflBuPmWdU5iYMuRoOcSiyAs99GWSP9PbUhmw2/QhNZoylF0e8+p+jv5yL/dcRkOm4ltNxdRP3zXj76+D84+7tJ8yF6yV+yYheyEnbEv7JwNGWc/2C/2m/3xPnhTb+mpLbVzsNt5zmrl3fwD4UxBXg==</latexit>
  2  ⇤
OEGS (⌘)
<latexit sha1_base64="gg9tMemAEzArl1ND+aoyIr5OpTY=">AAADyHicdVJNb9NAEN3GfJTwlZYjlxURUuEQ2U6lJLeKgkBcKIK0leI0Wm8mySrrtbU7poksXzhw5odwhf/Cv2GdhCI7Y S4evfd23vPuhIkUBl33917NuXX7zt39e/X7Dx4+etw4ODw3cao59HksY30ZMgNSKOijQAmXiQYWhRIuwvlpwV98AW1ErD7jMoFhxKZKTARnaKFRgwavQSK78oNkJq5ejgKEBWYf3rz9lB8FgOzFqNF0W71ux+/51G357eO227ON57c73Tb1Wu6qmmRTZ6OD2vdgHPM0AoVcMmMGnpvgMGMaBZeQ14PUQML4nE0hY5ExyyjM6fOI4cxUuQLcxQ1SnHSHmVBJiqC4lVhukkqKMS3+ko6FBo5yaR vGtbDOlM+YZhztXZRcitkJRou8XoLDqBw0lRDtjr4zcxUMzXILm4LawiaxQpNTW1UGZxX/wkebiSmjktkHtLkqk7VmlQCr1dnyL16/DOJinakEJqIAiytTcM3jKGJqnAUsNPnAG2aBXTikTW/1zcuaULO1RjI1lZA1vXyXbA74b9RKpFf6ikwoBTof+DfzrCvd2Pv05ozd4b+LSv/fnPstr93yPx43T15ttnmfPCXPyBHxSIeckHfkjPQJJ9/ID/KT/HLeO4lz7SzX0tre5swTUirn6x9XaUb O</latexit>
General Gaussian 
detection
?
<latexit sha1_base64="rCc3Ajn4CBVwmHC62ie4pwGl3ww=">AAADq3icdVJNj9MwEPU2fCzlaxeOXCwiJC5UcUBs97aCC8dF0N0VTbVy3Elr1XYiewKt ovwGOMJP49/gtGVR0jKXjN57M+85mrRQ0mEU/T7oBbdu37l7eK9//8HDR4+Pjp9cuLy0AkYiV7m9SrkDJQ2MUKKCq8IC16mCy3TxvuEvv4J1MjefcVXARPOZkZkUHD00Shxye30URoMoihhjtGnYydvIN6enw5gNKWsoXyHZ1vn1ce9HMs1FqcGgUNy5MYsKnFTcohQK6n5SOii4WPAZVFw7t9JpTV9ojnPX5RpwHzcuMR tOKmmKEsEIL/FcViqKOW0eQqfSgkC18g0XVnpnKubccoH+uS2XZneBeln3W3Cq20FLBXp/9L2Zu2DqVjvYDMwOluUGXU19dRmcd/wbH+sy10YVR1j6XJ3N1vJOgPV17Pj7YWyDuNxkaoGFbMDmlxn4JnKtuZlWCU9dPWaTKvE3hTRk62/d1qSWbzSKm5mCKmT1PtkC8N+qtciu9R2ZNAZsPY5v9nlXurWP6c2Mv+G/h0r/ 31zEA/Z6EH98E569217zIXlGnpOXhJETckY+kHMyIoJI8p38JL+CV8Gn4EuQbKS9g+3MU9KqAP4Asxk8AQ==</latexit>
?
<latexit sha1_base64="rCc3Ajn4CBVwmHC62ie4pwGl3ww=">AAADq3icdVJNj9MwEPU2fCzlaxeOXCwiJC5UcUBs97aCC8dF0N0VTbVy3Elr1XYiewKt ovwGOMJP49/gtGVR0jKXjN57M+85mrRQ0mEU/T7oBbdu37l7eK9//8HDR4+Pjp9cuLy0AkYiV7m9SrkDJQ2MUKKCq8IC16mCy3TxvuEvv4J1MjefcVXARPOZkZkUHD00Shxye30URoMoihhjtGnYydvIN6enw5gNKWsoXyHZ1vn1ce9HMs1FqcGgUNy5MYsKnFTcohQK6n5SOii4WPAZVFw7t9JpTV9ojnPX5RpwHzcuMR tOKmmKEsEIL/FcViqKOW0eQqfSgkC18g0XVnpnKubccoH+uS2XZneBeln3W3Cq20FLBXp/9L2Zu2DqVjvYDMwOluUGXU19dRmcd/wbH+sy10YVR1j6XJ3N1vJOgPV17Pj7YWyDuNxkaoGFbMDmlxn4JnKtuZlWCU9dPWaTKvE3hTRk62/d1qSWbzSKm5mCKmT1PtkC8N+qtciu9R2ZNAZsPY5v9nlXurWP6c2Mv+G/h0r/ 31zEA/Z6EH98E569217zIXlGnpOXhJETckY+kHMyIoJI8p38JL+CV8Gn4EuQbKS9g+3MU9KqAP4Asxk8AQ==</latexit>
?
<latexit sha1_base64="rCc3Ajn4CBVwmHC62ie4pwGl3ww=">AAADq3icdVJNj9MwEPU2fCzlaxeOXCwiJC5UcUBs97aCC8dF0N0VTbVy3Elr1XYiewKt ovwGOMJP49/gtGVR0jKXjN57M+85mrRQ0mEU/T7oBbdu37l7eK9//8HDR4+Pjp9cuLy0AkYiV7m9SrkDJQ2MUKKCq8IC16mCy3TxvuEvv4J1MjefcVXARPOZkZkUHD00Shxye30URoMoihhjtGnYydvIN6enw5gNKWsoXyHZ1vn1ce9HMs1FqcGgUNy5MYsKnFTcohQK6n5SOii4WPAZVFw7t9JpTV9ojnPX5RpwHzcuMR tOKmmKEsEIL/FcViqKOW0eQqfSgkC18g0XVnpnKubccoH+uS2XZneBeln3W3Cq20FLBXp/9L2Zu2DqVjvYDMwOluUGXU19dRmcd/wbH+sy10YVR1j6XJ3N1vJOgPV17Pj7YWyDuNxkaoGFbMDmlxn4JnKtuZlWCU9dPWaTKvE3hTRk62/d1qSWbzSKm5mCKmT1PtkC8N+qtciu9R2ZNAZsPY5v9nlXurWP6c2Mv+G/h0r/ 31zEA/Z6EH98E569217zIXlGnpOXhJETckY+kHMyIoJI8p38JL+CV8Gn4EuQbKS9g+3MU9KqAP4Asxk8AQ==</latexit>
?
<latexit sha1_base64="rCc3Ajn4CBVwmHC62ie4pwGl3ww=">AAADq3icdVJNj9MwEPU2fCzlaxeOXCwiJC5UcUBs97aCC8dF0N0VTbVy3Elr1XYiewKtovwGOMJP49/gtGVR0jKXjN57M+85mrRQ0mEU/T7oBbdu37l7eK9//8HDR4+Pjp9cuLy0AkYiV7m9SrkDJQ2MUKKCq8IC16mCy3TxvuEvv4J1MjefcVXARPO ZkZkUHD00Shxye30URoMoihhjtGnYydvIN6enw5gNKWsoXyHZ1vn1ce9HMs1FqcGgUNy5MYsKnFTcohQK6n5SOii4WPAZVFw7t9JpTV9ojnPX5RpwHzcuMRtOKmmKEsEIL/FcViqKOW0eQqfSgkC18g0XVnpnKubccoH+uS2XZneBeln3W3Cq20FLBXp/9L2Zu2DqVjvYDMwOluUGXU19dRmcd/wbH+sy10YVR1j6XJ3N1vJOgPV17Pj7YWyDuNxkaoGFbMDmlxn4JnKtuZlWCU9dPWaTKvE3hTRk62/d1qSWbzSKm5mCKmT1PtkC8N+qtciu9R2ZNAZsPY5v9nlXurWP6c2Mv+G/h0r/31zEA/Z6EH98E569217zIXlGnpOXhJETckY+kHMyIoJI8p38JL+CV8Gn4EuQbKS9g+3MU9KqAP4Asxk8AQ==</latexit>
 2 ⇤OEGS,HD(⌘)
<latexit sha1_base64="wn02pJrep2hJlOe1wbt2vFw3t5I=">AAADy3icdVLLbtNAFJ3GPEp49MGSzYgIqSAU2WlIm10FRXSDKIK0leI0Gk9uklHGY2vmuiQYL1mw40/YwqfwN4yTUGQn3I2vzj1zz5 nxCWIpDLru742Kc+Pmrdubd6p3791/sLW9s3tmokRz6PBIRvoiYAakUNBBgRIuYg0sDCScB5NX+fz8CrQRkfqIsxh6IRspMRScoYX62zX/GCSyy4Yfj8Xls76PMMX03es3H56fHGd7PiB7allu3XPbXmufuvXm4UG72bKN2269aLWpV3fnVSPLOu3vVL77g4gnISjkkhnT9dwYeynTKLiErOonBmLGJ2wEKQuNmYVBRp+EDMemPMvBdbNugsPDXipUnCAobil2NkwkxYjmF6UDoYGjnNmGcS2sMuVjphlH+xwFlXx3j OE0qxbgICwaTSSE662v9VwGAzNbwUagVrBhpNBk1FZ5guOSfq6jzdAUUcnsP7S+Spu1ZiUD8/Ss6OcBKII4XXgqgLHIwfzJFHziURgyNUh9Fpis6/VS32YOac2bf7MiJ9BswZFMjSSkNS9bR5sA/ls1J+k5v0QTSoHOuo3rfVaVLuUb9PqMzfDfoNL/N2eNurdfb7xv1o5eLtO8SR6Rx2SPeOSAHJETcko6hJNv5Af5SX45bx3jfHa+LKiVjeWZh6RQztc/Z+tHrw==</latexit>
 2 ⇤OEGS,GD(⌘)
<latexit sha1_base64="TUHkvRJW6mBlDX3A/bzq0D/Putg=">AAADy3icdVLLbhMxFHUzPEp4tIUlG4sIqSAUzSM0za6CorJBFEHaSpk08jhOYsX2jOw7kDDMkgU7/oQtfAp/gycJRTMJdzNX5x7fc+ w5USK4Adf9vVVzrl2/cXP7Vv32nbv3dnb37p+ZONWUdWksYn0REcMEV6wLHAS7SDQjMhLsPJq+LObnH5k2PFYfYJ6wviRjxUecErDQYLcRHjMB5NIPkwm/fDoIgc0ge/vq5P2zk+N8P2RAnliW2+wcHAbPO9httjpBq+3bxmsHwUGAvaa7qAZa1elgr/Y9HMY0lUwBFcSYnucm0M+IBk4Fy+thalhC6JSMWUakMXMZ5fixJDAx1VkBbpr1Uhgd9jOukhSYopZiZ6NUYIhxcVE85JpREHPbEKq5VcZ0QjShYJ+jpFLsT kDO8noJjmTZaCqY3Gx9o+cqGJn5GjZmag0bxQpMjm1VJzCp6Bc62oxMGRXE/kPrq7JZa1IxsEjPmn4RgDIIs6WnEpjwAiyeTLFPNJaSqGEWksjkPa+fhTZzgBve4puXOZEmS44gaixY1vDyTbQpg3+rFiS94FdoXCmm855/tc+q4pW8j6/O2Az/DSr+f3PmN72g6b9rNY5erNK8jR6iR2gfeaiNjtBrdIq6iKJv6Af6iX45bxzjfHa+LKm1rdWZB6hUztc/YrJHrQ==</latexit>
FIG. 4. (a) Comparison among the estimation errors
∆2φ∗OEGS(η) (red curve), ∆
2φ∗OEGS,HD(η) (green curve), and
∆2φ∗OEGS,GD(η) (orange curve) with loss η for N¯ = 10.
Note that there exist two crossing points (?) between
∆2φ∗OEGS,HD(η) and ∆
2φ∗OEGS,GD(η) as η increases. (b) The
ratio of ∆2φ∗OEGS,HD(η) to ∆
2φ∗OEGS,GD(η) as a function of
N¯ and η. The boundary, represented by a solid line, is
given by N¯ = (1 +
√
2)/2η(1 − η), at which homodyne de-
tection and general Gaussian detection after the second BSN
(Uˆ−1BSN) yields the same sensitivity. General Gaussian detec-
tion scheme becomes significant only when N¯ > 2(1 +
√
2),
and exhibits the most advantage over the homodyne detection
at η = 0.5.
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n¯<latexit sha1_base64="z sAAZ+DIFCnxcgHs8wYjsWAJn4g=">AAADrXicbVJNj9Mw EPU2fCzlaxeOXCwiJE4lKUhwXMGF4yLR7UpNWdnuNLVqO 5E9gVZR/gNc4Zfxb3DSaFGSziWjN2/mPUeP50o6jKK/J6 Pgzt17908fjB8+evzk6dn5syuXFVbATGQqs9ecOVDSwAw lKrjOLTDNFcz59lM9n38H62RmvuI+h6VmqZFrKRh6aJ5w ZktT3ZyF0SRqig6buG1C0tblzfnoZ7LKRKHBoFDMuUUc5 bgsmUUpFFTjpHCQM7FlKZRMO7fXvKKvNMON689q8NhsUe D6w7KUJi8QjPAUP1sXimJG66fQlbQgUO19w4SVXpmKDbN MoH9wR6W+naPeVeMOzHXXaKFAH7d+1HMf5G4/wFIwA2yd GXQV9dWf4KanX+tYt3ZdVDGEnffVu2wt6xlo8jHQ98vYB XF38NQBc1mD9S8z8ENkWjOzKhPGXbWIl2XiU4U0jJtv1e Vwyw4cxUyqoAzj6hhtC/j/VEOyDb9Hk8aArRbT23telbb yU3q74zMc9xM7bK6mk/jtZPrlXXjxsU3zKXlBXpLXJCbv yQX5TC7JjAiyJb/Ib/IneBPMgiT4dqCOTtqd56RTQfoPN 388wA==</latexit> M<latexit sha1_base64="LxiEj3cEP0VK11+wKoU603L tZkY=">AAADp3icbVLLjtNAEJyNeSzhtQtHLhYWElwiOyDBcQUXLohdiWQjJdGqPWkno8yMrZk2JLL8BVw4wMfxN4w da5Ht9MWt6uquGqviTApLYfj3ZODduXvv/umD4cNHj588PTt/NrVpbjhOeCpTM4vBohQaJyRI4iwzCCqWeB1vP1Xz6 +9orEj1N9pnuFSw1iIRHMhBV19uzoJwFNbl95uoaQLW1OXN+eDXYpXyXKEmLsHaeRRmtCzAkOASy+Eit5gB38IaC1D W7lVc+q8U0MZ2ZxV4bDbPKfmwLITOckLNHcXNklz6lPrVI/yVMMhJ7l0D3Ain7PMNGODkntpSqW5npHblsAXHqm00l 6iOWz/quQvGdt/D1qh7WJJqsqXvqjuhTUe/0jE2sW1UAuHO+epcNgY6Bupk9PTdMrVB2h08tcBMVGD1yzT+4KlSoFf FAmJbzqNlsXB5Ij+I6m/Z5sQGDhwJei2xCKLyGG2L9P9UTTI1v0MTWqMp5+Pbe07Vb+TH/u2Oy3DUTWy/mY5H0dvR+ OpdcPGxSfMpe8FestcsYu/ZBfvMLtmEcYbsJ/vN/nhvvK/e1JsdqIOTZuc5a5UH/wCWKzna</latexit>
M = 4<latexit sha1_base64="q qMlA9oNo3EL/L3Pb9NolHFXEsQ=">AAADqXicbVJNa9tA EN1Y/Ujdr6Q99rJUFAoFIzmB9hII7aWXQkLrxNQ2YbUey Yt3V2J3lNoI/YRCT+1v67/pShYpkjwXDW/ezHsrXpRJYT EI/h4MvHv3Hzw8fDR8/OTps+dHxy+ubJobDhOeytRMI2ZB Cg0TFChhmhlgKpJwHa0/VfPrWzBWpPobbjNYKJZoEQvO0 EFfv5yd3hz5wSioi/absGl80tTFzfHg13yZ8lyBRi6Ztb MwyHBRMIOCSyiH89xCxviaJVAwZe1WRSV9oxiubHdWgft msxzjD4tC6CxH0NxR3CzOJcWUVs+gS2GAo9y6hnEjnDLl K2YYR/fYlkp1O0O1KYctOFJto7kEtd/6Xs9dMLLbHpaA7 mFxqtGW1FV3gquOfqVjbGzbqGQIG+erc9kY1jFQZ6On75 axDeJm56kFZqICq1+m4QdPlWJ6WcxZZMtZuCjmLlFI/bD +lm1OZNiOI5lOJBR+WO6jrQH/n6pJpuZ3aEJrMOVsfHfPq dJGfkzvdlyGw25i+83VeBSejMaXp/75xybNh+QVeU3ekp C8J+fkM7kgE8JJQn6S3+SP98679Kbe9x11cNDsvCSt8vg /VPs6Xw==</latexit> n¯ = 6
<latexit sha1_base64="7B3gT+qm0Z1soRupKrIGW4Wu ENA=">AAADr3icbVJNj9MwEPU2fCzlaxeOXCwiJE5VUlbABWkFF46LRLeLmrLY7rS1ajuRPYFWUf4DElf4YfwbnDRa lKRzyejNm3nP0eOZkg6j6O/RILh1+87d43vD+w8ePnp8cvrk0qW5FTARqUrtFWcOlDQwQYkKrjILTHMFU775UM2n38 E6mZrPuMtgrtnKyKUUDD30JeHMFqZ89/r6JIxGUV2038RNE5KmLq5PBz+TRSpyDQaFYs7N4ijDecEsSqGgHCa5g4yJ DVtBwbRzO81L+kIzXLvurAIPzWY5Lt/OC2myHMEIT/GzZa4oprR6DF1ICwLVzjdMWOmVqVgzywT6J7dUqtsZ6m05bMF ct43mCvRh6wc9d0Hudj1sBaaHLVODrqS+uhNcd/QrHeuWro0qhrD1vjqXrWUdA3VCevp+GdsgbveeWmAmK7D6ZQZ+i FRrZhZFwrgrZ/G8SHyukIZx/S3bHG7ZnqOYWSkowrg8RNsA/j9Vk2zN79CkMWDL2fjmnleljfyY3uz4DMfdxPaby/E ofjUafzoLz983aT4mz8hz8pLE5A05Jx/JBZkQQTT5RX6TP0EcTIOvwbc9dXDU7DwlrQrkPwJBPUc=</latexit>
RHD
<latexit sha1_base64=" 5vsQbMDqsyBL/ykxjhZ4x44iTl0=">AAADsXicdVJNb 9NAEN3GfJTw0RaOXFZYSJwi22lIuFXAoce2Im1REoX 1ZpKssru2dseQyPJ/4MIVfhf/hnUSiuyEuXj05u28t9 4Xp1JYDILfBw3v3v0HDw8fNR8/efrs6Pjk+bVNMsOhz xOZmNuYWZBCQx8FSrhNDTAVS7iJFx/K+c1XMFYk+hO uUhgpNtNiKjhDBw2uxkOEJebnH4vxsR+0gk7vXdilQe u03esEkWuC4G23E9HQNWX5ZFsX45PG9+Ek4ZkCjVwya wdhkOIoZwYFl1A0h5mFlPEFm0HOlLUrFRf0tWI4t/VZ Ce6bDTKc9ka50GmGoLmjuNk0kxQTWl6HToQBjnLlGs aNcMqUz5lhHN2lKyrl7hTVsmhW4FhVjWYS1H7rez3Xw diudrAZ6B1smmi0BXVVn+C8pl/qGDu1VVQy93DOV22z MaxmYJ2RHf3y1asgLjeeKmAqSrD8ZRq+8UQppif5kMW 2GISjfOiShdQP19+iyokN23Ak0zMJuR8W+2gLwH+r1 iSz5tdoQmswxSC62+dU6VY+ondnXIb/BpX+v7mOWmG7 FV2e+mfvt2k+JC/JK/KGhKRLzsg5uSB9wklCfpCf5Jf X9j57X7x4Q20cbM+8IJXyFn8APsg+jw==</latexit >
Ropt
<latexit sha1_base64=" R6Ajw8X2dvlqAMWFWTgrt+M5niI=">AAADsnicdVJNj 9MwEPU2fCzlaxeOXCwiJE5VEpZue1vBheOC6O6Kpqo cd9JatZ3InkCrKP+BE1f4W/wbnLYsSlrmktGb53nP8U tyKSwGwe+jjnfn7r37xw+6Dx89fvL05PTZlc0Kw2HEM 5mZm4RZkELDCAVKuMkNMJVIuE6W7+v59VcwVmT6M65 zmCg21yIVnKGD4k/TGGGFZZZjNT3xg95w0B++7dOgFw 4G0TByTdDvR+chDXvBpnyyq8vpaed7PMt4oUAjl8zac RjkOCmZQcElVN24sJAzvmRzKJmydq2Sir5SDBe2PavB Q7NxgelgUgqdFwiaO4qbpYWkmNH6PnQmDHCUa9cwbo RTpnzBDOPobt1QqXfnqFZVtwEnqmm0kKAOWz/ouQ0md r2HzUHvYWmm0VbUVXuCi5Z+rWNsapuoZO7lnK/WZmNY y8AmJHv69bM3QVxtPTXAXNRg/cs0fOOZUkzPypglthq HkzJ20ULqh5tv1eQkhm05kum5hNIPq0O0JeC/VRuS2 fBbNKE1mGoc3e5zqnQnH9HbMy7Df4NK/99cRb3wTS/6 eOZfvNul+Zi8IC/JaxKSc3JBPpBLMiKc5OQH+Ul+eWf eF495fEvtHO3OPCeN8uQfPcY/dw==</latexit>
loss
loss
loss
loss
●
▲
■
✶○
△
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FIG. 5. The relative error ratios Ropt and RHD for the cases
with η = 1 (solid), 0.9 (dashed), 0.8 (dot-dashed), 0.7 (dotted)
(a) as a function of n¯ when M = 4, and (b) as a function of
M when n¯ = 6. Overall, loss is obviously always detrimental
for a given n¯ and M , i.e., the error ratios decrease with η.
Lines connecting dots in panel (b) are to guide the eyes.
ment between the modes and by performing homodyne
detection on each mode in the absence of loss. When
photon loss occurs, homodyne detection ceases to be op-
timal, but non-Gaussian measurement would be required
for achieving the ultimate sensitivity. Alternatively, a
slightly better sensitivity can be obtained by conduct-
ing other type of Gaussian measurement on the output
modes of the second BSN that implements the inverse
transformation of the first BSN. Although the sensitiv-
ity decreases with loss in all the cases considered in this
work, we have revealed that using the OEGS is always
advantageous for average phase estimation as compared
to the case using unentangled symmetric Gaussian states.
While we have focused on identification of the ultimate
sensitivity and the optimal setup for the average phase
estimation in this work, finding those for estimation of
other linear combinations of phases would also be an in-
teresting future study.
It is worthwhile to discuss our results in relation to a
recent experiment that successfully showed an enhance-
ment by entanglement in quantum distributed Gaus-
sian sensing [14]. The theory behind the experiment in
Ref. [14] assumed that the phase shifts of interest were
extremely small and the estimation error was quantified
by the linear error propagation analysis from homodyne
detection. On the other hand, our work identifies the
ultimate estimation error in distributed Gaussian sens-
ing and it can be applied to phase shifts of arbitrary
degrees. Thus, the experimental results could be under-
stood better and interpreted from a broader perspective
of distributed Gaussian sensing.
This work was supported by National Research Foun-
dation of Korea (NRF) grants funded by the Ko-
rea government (NRF-2019R1H1A3079890 and NRF-
2018K2A9A1A06069933).
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Appendix A: Derivation of the quantum Fisher information matrix for distributed sensing using isothermal
Gaussian states
In this section, we derive the quantum Fisher information matrix (QFIM) for distributed sensing using isothermal
Gaussian states. When a phase-encoded state is the isothermal Gaussian quantum states characterized by [Γ(φ),d(φ)]
with a isothermal photon number n¯, the QFIM is given by [28]
Hij =
1
2n¯2 + 2n¯+ 1
Tr
[
Ω2M
∂Γ(φ)
∂φi
Ω2M
∂Γ(φ)
∂φj
]
+
∂dT(φ)
∂φi
Γ−1
∂d(φ)
∂φj
, (A1)
where
Γ(φ) = S(φ)ΓprobeS
T(φ), d(φ) = S(φ)dprobe,
are the covariance matrix and the first moment vector of the quantum state after the unitary operation encoding φ cor-
responding to the symplectic matrix S(φ), respectively. In the distributed phase sensor, the symplectic transformation
corresponds to
S(φ) = ⊕Mi=1
(
cosφi sinφi
− sinφi cosφi
)
.
Note that symplectic transformation S is defined as ones that preserve the canonical commutation relation, STΩ2MS =
Ω2M , corresponding to a Gaussian unitary operation Uˆ applied to density matrices by the relation Uˆ
†QˆUˆ = SQˆ.
6The first term in Eq. (A1) can be simplified as
Tr
[
Ω2M
∂Γ
∂φi
Ω2M
∂Γ
∂φj
]
=Tr
[
Ω2M
∂S(φ)
∂φi
ΓprobeΩ2M
∂S(φ)
∂φj
Γprobe +Ω2M
∂S(φ)
∂φi
ΓprobeΩ2MΓprobe
∂ST(φ)
∂φj
+Ω2MΓprobe
∂ST(φ)
∂φi
Ω2M
∂S(φ)
∂φj
Γprobe +Ω2MΓprobe
∂ST(φ)
∂φi
Ω2MΓprobe
∂ST(φ)
∂φj
]
φ=0
= Tr[PiΓprobePjΓprobe + PiΓprobeΩ2MΓprobeΩ2MPj + PjΓprobeΩ2MΓprobeΩ2MPi
+ ΓprobePiΓprobePj ]
=2Tr[Γ
(i,j)
probeΓ
(j,i)
probe]− δij(2n¯+ 1)2 (A2)
where Γ
(i,j)
probe = PiΓprobePj . Here, we have set φ = 0 without loss of generality since the QFIM is independent of φ
under unitary transformation, and we have used
∂Γ(φ)
∂φi
=
∂S(φ)
∂φi
ΓprobeS
T(φ) + S(φ)Γprobe
∂ST(φ)
∂φi
=
∂S(φ)
∂φi
Γprobe + Γprobe
∂ST(φ)
∂φi
,
and
−Ω2M ∂S(φ)
∂φi
= −∂S(φ)
∂φi
Ω2M = Ω2M
∂ST(φ)
∂φi
=
∂ST(φ)
∂φi
Ω2M ,
which is the projection onto the ith mode, Pi = −Ω2M ∂S(φ)∂φi
∣∣∣∣
φ=0
when φ = 0.
The second term in Eq. (A1) is
∂dT(φ)
∂φi
Γ−1
∂d(φ)
∂φj
=
(
∂S(φ)
∂φi
dprobe
)T
Γ−1
(
∂S(φ)
∂φj
dprobe
)
φ=0
= (Ω2d
(i)
probe)
T[Γ−1](i,j)(Ω2d
(i)
probe). (A3)
Thus, substituting n¯ = 0 into Eqs. (A1)∼(A3), i.e., for pure states and using Γprobe = Γ and dprobe = d since we
have set φ = 0, we obtain the expression of Eq. (2) in the main text.
Appendix B: Maximum variance of Gˆ∗
Let us derive the maximum variance of Gˆ∗ =
∑M
i=1 aˆ
†
i aˆi. The variance can be written as
∆2Gˆ∗ = 〈Gˆ∗2〉 − 〈Gˆ∗〉2 = 〈
(
M∑
i=1
aˆ†i aˆi
)2
〉 −
(
M∑
i=1
〈aˆ†i aˆi〉
)2
=
M∑
i=1
〈(aˆ†i aˆi)2〉+
M∑
i 6=j
〈aˆ†i aˆiaˆ†j aˆj〉 −
M∑
i=1
〈aˆ†i aˆi〉2 −
M∑
i 6=j
〈aˆ†i aˆi〉〈aˆ†j aˆj〉.
Using the fact that Gˆ∗ is invariant under any passive transformation, one can assume that 〈aˆ†i aˆiaˆ†j aˆj〉−〈aˆ†i aˆi〉〈aˆ†j aˆj〉 = 0
for i 6= j without loss of generality and get
∆2Gˆ∗ =
M∑
i=1
∆2(aˆ†i aˆi),
which shows the variance of ∆2Gˆ∗ is the sum of the photon number variance in all the modes. Since a squeezed
vacuum state exhibits the maximum photon number variance among Gaussian states, which is (cosh 4r − 1)/4,
∆2Gˆ∗ ≤ 1
4
M∑
i=1
(cosh 4ri − 1). (B1)
7Under the constraint for the total mean photon number of the state N¯ , one can prove that the upper bound of ∆2Gˆ∗
in Eq. (B1) is given by 2N¯(N¯ + 1), i.e.,
4∆2Gˆ∗ ≤ 8N¯(N¯ + 1),
and is achieved only when all ri but one is zero, i.e., a product state of a squeezed vacuum and M − 1 vacua followed
by a passive transformation.
Appendix C: Properties of the QFIM for symmetric Gaussian states
Let us consider the QFIM having diagonal elements H11 and off-diagonal elements H12, which is then written as
H = H11
M∑
i=1
|i〉〈i|+H12
M∑
i 6=j
|i〉〈j|
= (H11 −H12)
M∑
i=1
|i〉〈i|+H12
M∑
i,j=1
|i〉〈j|
= (H11 −H12)1 +H12
M∑
i,j=1
|i〉〈j|,
where {|i〉}Mi=1 represents the standard basis. By introducing |+〉 =
∑M
i=1 |i〉/
√
M ,
H = (H11 −H12)1 +MH12|+〉〈+|
= (H11 −H12)(1− |+〉〈+|) + [(M − 1)H12 +H11]|+〉〈+|.
When H11 6= H12, the inverse of the QFIM is
H−1 = (H11 −H12)−1(1− |+〉〈+|) + [(M − 1)H12 +H11]−1|+〉〈+|,
and thus
Tr[H−1] = (M − 1)(H11 −H12)−1 + [(M − 1)H12 +H11]−1.
When H11 = H12, on the other hand, the inverse of the QFIM is
H−1 = [(M − 1)H12 +H11]−1|+〉〈+|,
and thus
Tr[H−1] = [(M − 1)H12 +H11]−1.
Appendix D: Minimization of the estimation error when probing with symmetric Gaussian states
For pure symmetric Gaussian states, the elements of the covariance matrix satisfy
(γ1 − 1)(γ2 − 2) = 1/4,
[γ1 + (M − 1)1][γ2 + (M − 1)2] = 1/4,
and the energy constraint is
N¯ = M(γ1 + γ2 − 1)/2.
Parametrizing γ1,2 as
γ1,2 = n¯Te
±2r,
8we can rewrite 1,2 as
1,2 =
2 + 4n¯2T(M − 2)−M ±
√
(4n¯2T − 1)[M(4n¯2TM −M + 4)− 4]
8n¯T(M − 1) e
±2r,
where 0 ≤ r ≤ cosh−1(2N¯/M + 1)/2.
Under the above constraint, our task boils down to finding parameters that maximize
M [2(γ21 + γ
2
2)− 1 + 2(M − 1)(21 + 22)], (D1)
whose maximum value can be shown to be 8N¯(N¯ + 1) in general.
One can easily check that if we use
γ1,2 =
1
2
+
N¯ ±
√
N¯(N¯ + 1)
M
, (D2)
and
1,2 =
N¯ ±
√
N¯(N¯ + 1)
M
, (D3)
the maximum value of Eq. (D1), i.e., 8N¯(N¯ +1), is attained, which thus proves that ∆2φ∗OEGS introduced in the main
text is achievable by the symmetric Gaussian states with parameters satisfying Eqs. (D2) and (D3).
Appendix E: General Gaussian measurement
In this section, we derive the lower bound of the estimation error based on a particular Gaussian measurement and
provide its implementation. A measurement is called a Gaussian measurement if it can be implemented by adding
Gaussian ancilla states with Gaussian unitary operations and performing homodyne detection [19, 26]. Mathemat-
ically, a Gaussian measurement on M -mode states ρˆ can be written by positive-valued measure measure (POVM)
elements {Πˆξ} as
Πˆξ =
1
piM
Dˆ(ξ)Πˆ0Dˆ
†(ξ),
where Dˆ(ξ) = exp(−iξTΩ2MQˆ) is a displacement operator, and Πˆ0 is a density matrix of a M -mode Gaussian state
with a zero-displacement and a covariance matrix ΓM. Note here that Πˆ0 characterizes the Gaussian measurement.
Let us assume Πˆ0 to be a pure state. One can easily show that the probability distribution for a Gaussian input state
with the covariance matrix Γ and the first moment d is given as a Gaussian distribution with the covariance matrix
(Γ+ ΓM)/2 and the first moment d/
√
2. For the phase-encoded Gaussian state of Γ(φ) with zero displacement, the
Fisher information elements based on Gaussian measurement with ΓM are thus given by
Fij(φ) =
1
2
Tr
[
(Γ+ ΓM)
−1 ∂Γ
∂φi
(Γ+ ΓM)
−1 ∂Γ
∂φj
]
.
Let us consider a Gaussian measurement Πˆ0 with the following covariance matrix:
ΓM =

γM M ... M
M γM ... M
...
... ...
...
M M ... γM
 ,
where γM = diag(γM,1, γM,2) and M = diag(M,1, M,2) are 2 × 2 diagonal matrices, and γM,j = 1/2 + M,j and
M,j = [N¯M − (−1)j
√
N¯M(N¯M + 1)]/M for j = 1, 2. Note that the covariance matrix is the same as that of the
optimal entangled Gaussian state with N¯ replaced by N¯M. If the phase-encoded state is the optimal entangled
Gaussian state in the presence of loss, one can find that the lower bound of the error can be written as
∆2φ∗ ≥ 2ηN¯MN¯ − 2η
√
N¯M(N¯M + 1)N¯(N¯ + 1) + N¯M − (η − 2)ηN¯ + 1
4η2N¯(N¯ + 1)
≥ 2N¯(1− η)η + 1 +
√
1− 4N¯η(η − 1)
8η2N¯(N¯ + 1)
,
9where the optimal value of N¯M is chosen for the second inequality.
If we employ a squeezed thermal input state, ρˆin = Sˆ(r)ρˆTSˆ
†(r)⊗ |0〉〈0|⊗M−1 where Sˆ(r) = exp[r(aˆ†2 − aˆ2)/2] is a
squeezing operator applied on the first mode, and ρˆT =
∑∞
n=0 n¯
n/(n¯+ 1)n+1|n〉〈n| is a thermal state with the mean
photon number n¯, the lower bound by the aforementioned Gaussian measurement can be written as
∆2φ∗ ≥
[(
2n¯+ 1
n¯+ 1
)2
sinh2 2r
]−1
,
which is exactly the same as the lower bound for single-mode phase estimation using a squeezed thermal probe state,
as shown in Ref. [39]. Note that the squeezed thermal state input is equivalent to the optimal entangled Gaussian
state after photon-loss channel with appropriate parameters.
Let us find the implementation of the Gaussian measurement corresponding to ΓM. Noticing that mixing a p-
squeezed state and (M − 1) vacua by the first beam splitter network (BSN) in the main text generates the optimal
entangled state, Πˆ0 can be represented by
Πˆ0 = UˆBSN|r, 0, ..., 0〉〈r, 0, ..., 0|Uˆ†BSN,
where |r〉〈r| represents a p-squeezed state with a squeezing parameter r and |0〉〈0| is a vacuum state. Since a BSN
transforms a displacement operator into another displacement operator and a single-mode Gaussian measurement of
Πˆζ = Dˆ(ζ)Πˆ0Dˆ
†(ζ)/pi can be implemented by the general-dyne measurement [40], the Gaussian measurement can
be performed by general-dyne measurement on M modes after the second BSN that processes the reverse of the first
BSN generating the optimal entangled state. Especially when Πˆ0 is a vacuum, the general-dyne measurement reduces
to a heterodyne measurement.
[1] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum-
Enhanced Measurements: Beating the Standard Quan-
tum Limit, Science 306, 1330 (2004).
[2] V. Giovannetti, S. Lloyd, and L. Maccone, Advances in
quantum metrology, Nat. Photon. 5, 222229 (2011).
[3] R. Demkowicz-Dobrzanski, M. Jarzyna, J. Kolodynski,
Quantum limits in optical interferometry, Progress in Op-
tics 60, 345435 (2015).
[4] C. L. Degen, F. Reinhard, and P. Cappellaro, Quantum
sensing, Rev. Mod. Phys. 89, 035002 (2017).
[5] M. Szczykulska, T. Baumgratz, and A. Datta, Multi-
parameter quantum metrology, Adv. Phys.:X 1, 621
(2016).
[6] P. C. Humphreys, M. Barbieri, A. Datta, and I. A.
Walmsley, Quantum Enhanced Multiple Phase Estima-
tion, Phys. Rev. Lett. 111, 070403 (2013).
[7] L. Liberman, Y. Israel, E. Poem, and Y. Silberberg,
Quantum enhanced phase retrieval, Optica 3, 193 (2016).
[8] T. Baumgratz and A. Datta, Quantum Enhanced Es-
timation of a Multidimensional Field, Phys. Rev. Lett.
116, 030801 (2016).
[9] P. A. Knott, T. J. Proctor, A. J. Hayes, J. F. Ralph,
P. Kok, and J. A. Dunningham, Local versus global
strategies in multiparameter estimation, Phys. Rev. A
94, 062312 (2016).
[10] L. Pezze, M. A. Ciampini, N. Spagnolo, P. C. Humphreys,
A. Datta, I. A. Walmsley, M. Barbieri, F. Sciarrino,
and A. Smerzi, Optimal Measurements for Simultane-
ous Quantum Estimation of Multiple Phases, Phys. Rev.
Lett. 119, 130504 (2017).
[11] T. J. Proctor, P. A. Knott, and J. A. Dunningham, Mul-
tiparameter Estimation in Networked Quantum Sensors,
Phys. Rev. Lett. 120, 080501 (2018).
[12] W. Ge, K. Jacobs, Z. Eldredge, A. V. Gorshkov and M.
Foss-Feig, Distributed Quantum Metrology with Linear
Networks and Separable Inputs, Phys. Rev. Lett. 121,
043604 (2018).
[13] M. Gessner, L. Pezze`, and A. Smerzi, Sensitivity Bounds
for Multiparameter Quantum Metrology, Phys. Rev.
Lett. 121, 130503 (2018).
[14] X. Guo, C. R. Breum, J. Borregaard, S. Izumi, M. V.
Larsen, M. Christandl, J. S. Neergaard-Nielsen, and U. L.
Andersen, Distributed quantum sensing in a continuous
variable entangled network, arXiv:1905.09408 (2019).
[15] D. Gatto, P. Facchi, F. Narducci, and V. Tamma, Dis-
tributed Quantum Metrology with a Single Squeezed-
Vacuum Source, arXiv:1906:12294 (2019).
[16] P. Komar, E.M. Kessler, M. Bishof, L. Jiang, A. S.
Sørensen, J. Ye, and M. D. Lukin, A quantum network
of clocks, Nat. Phys. 10, 582 (2014).
[17] C. N. Gagatsos, D. Branford, and A. Datta, Gaussian
systems for quantum-enhanced multiple phase estima-
tion, Phys. Rev. A 94, 042342 (2016).
[18] A. Ferraro, S. Olivares, and M. G. A. Paris, Gaussian
States in Quantum Information (Bibliopolis, Berkeley,
2005).
[19] C. Weedbrook, S. Pirandola, R. Garcia-Patron, N. J.
Cerf, T. C. Ralph, J. H. Shapiro, and S. Lloyd, Gaussian
quantum information, Rev. Mod. Phys. 84, 621 (2012).
[20] G. Adesso, S. Ragy, and A. R. Lee, Continuous vari-
able quantum information: Gaussian states and beyond,
Open Syst. Inf. Dyn. 21, 1440001 (2014).
[21] C. W. Helstrom, Mathematics in Science and Engineering
(Academic Press, New York, 1976), Vol. 123.
[22] S. L. Braunstein and C. M. Caves, Statistical Distance
and the Geometry of Quantum States, Phys. Rev. Lett.
72, 3439 (1994).
[23] M. G. A. Paris, Quantum estimation for quantum tech-
10
nology, Int. J. Quantum Inf. 7, 125 (2009).
[24] M. Reck, A. Zeilinger, H. J. Bernstein, and P. Bertani,
Experimental realization of any discrete unitary opera-
tor, Phys. Rev. Lett. 73, 58 (1994).
[25] M. Jarzyna and R. Demkowicz-Dobrzan´ski, Quantum in-
terferometry with and without an external phase refer-
ence, Phys. Rev. A 85, 011801(R) (2012).
[26] A. Serafini, Quantum Continuous Variables: A Primer
of Theoretical Methods (Taylor & Francis, Oxford, 2017).
[27] R. Nichols, P. Liuzzo-Scorpo, P. A. Knott, and G.
Adesso, Multiparameter Gaussian quantum metrology,
Phys. Rev. A 98, 012114 (2018)
[28] C. Oh, C. Lee, L. Banchi, S.-Y. Lee, C. Rockstuhl, and
H. Jeong, Optimal measurements for quantum fidelity
between Gaussian states and its relevance to quantum
metrology, Phys. Rev. A 100, 012323 (2019).
[29] J. S. Sidhu and P. Kok, A Geometric Perspective
on Quantum Parameter Estimation, arXiv:1907.06628
(2019).
[30] J. Liu, H. Yuan, X.-M. Lu, X. Wang, Quantum
Fisher information matrix and multiparameter estima-
tion, arXiv:1907.08037 (2019).
[31] S. Olivares and M. G. A. Paris, Bayesian estimation in
homodyne interferometry, J. Phys. B. 42, 055506 (2009).
[32] P. van Loock and S. L. Braunstein, Multipartite Entan-
glement for Continuous Variables: A Quantum Telepor-
tation Network, Phys. Rev. Lett. 84, 3482 (2000).
[33] P. van Loock and A. Furusawa, Detecting genuine mul-
tipartite continuous-variable entanglement, Phys. Rev.
A 67, 052315 (2003).
[34] G. Adesso, A. Serafini, and F. Illuminati, Quantification
and Scaling of Multipartite Entanglement in Continuous
Variable Systems, Phys. Rev. Lett. 93, 220504 (2004).
[35] A. Serafini, G. Adesso, and F. Illuminati, Unitarily local-
izable entanglement of Gaussian states, Phys. Rev. A 71,
032349 (2005).
[36] G. Adesso and F. Illuminati, Genuine multipartite
entanglement of symmetric Gaussian states: Strong
monogamy, unitary localization, scaling behavior, and
molecular sharing structure, Phys. Rev. A 78, 042310
(2008).
[37] G. Adesso and F. Illuminati, Equivalence between Entan-
glement and the Optimal Fidelity of Continuous Variable
Teleportation, Phys. Rev. Lett. 95, 150503 (2005).
[38] H. Yonezawa, A. Takao, and A. Furusawa. Demonstra-
tion of a quantum teleportation network for continuous
variables, Nature 431, 430 (2004).
[39] C. Oh, C. Lee, C. Rockstuhl, H. Jeong, J. Kim, H. Nha,
S.-Y. Lee, Optimal Gaussian measurements for phase es-
timation in single-mode Gaussian metrology, npj Quan-
tum Inf. 5, 10 (2019).
[40] M. G. Genoni, S. Mancini, and A. Serafini, General-dyne
unravelling of a thermal master equation. Russ. J. Math.
Phys. 21, 329 (2014).
