Abstract-Time synchronization is one of the key technologies in Industrial Wireless Sensor Networks (IWSNs). Considering the demand of low energy consumption, fast convergence and robustness for IWSNs, this paper presents a novel Cluster-based Maximum consensus Time Synchronization method. Based on the theory of distributed consensus, the method utilizes the maximum consensus approach to realize the intra-cluster time synchronization. In the inter-cluster time synchronization, adjacent clusters exchange the time messages via overlapping nodes to synchronize with each other. In addition, the clustering technique is incorporated in the method, which can effectively reduce the redundant data. And the hops can be controlled, which improves the energy efficiency and convergence rate very well. At last, the simulation results show that our method reduces the communication overhead and improves the convergence rate in comparison to existing works.
I. INTRODUCTION
Industrial Wireless Sensor Networks (IWSNs) utilize wireless communication to transmit data between industrial measurement and control equipment, which can effectively increase the coverage area of the network, reduce the layout cost, and improve the speed of the network construction [1] [2] . Meanwhile, the network throughput could be improved without increasing the radio power by multi-hop and distributed communication. Recently, many research results from the academia to industry have been presented about IWSNs, including Wireless HART, WIA-PA and SP 100.11a and other protocols.
But in IWSNs, many applications are useless without a common notion of time, such as nodes sleep scheduling, transmission scheduling, TDMA based communication, sensed data fusion, etc. And some new applications, such as fault tracking of the equipment and co-operation of industrial robots, have put forward especial requirements for IWCNs. Firstly, high real-time, is the primary demand as well as low-power. And it should meet the requirements of rapid detection and control when equipment on-line, and fast-recovery after node failure [3] . Therefore, time synchronization is necessary in IWSNs, with the requirements of high-precision, fast convergence, and low overhead. However, each node's time is obtained by counting the output pulse of internal crystal oscillator, which is seriously affected by the crystal oscillator's accuracy. Moreover, as well as the difference of intrinsic properties between crystal oscillators [4] [5] , factory environment interference, such as temperature and humidity variation, and electromagnetic interference, has a great impact on clock timing. Therewith, time synchronization algorithm is required to achieve precise synchronization.
While most of the current time synchronization methods mainly aim to improve the precision and reduce the energy consumption, without considering the synchronization completion time. Thus, this paper proposes a novel Clusterbased Maximum consensus Time Synchronization (CMTS) method in combination with the characteristics of consistency theory and overlapping cluster network structure, which could effectively reduce the communication overhead, improve the convergence speed and guarantee the synchronization precision. The main ideas of CMTS methods are summarized as follows: intra-cluster time synchronization is achieved on the base of maximum consistency, and inter-cluster time synchronization is achieved with the assist of overlay nodes.
The rest of this paper is organized as follows. Section II describes the related work about time synchronization in IWSNs, followed by the clock model in section III. In section IV, we propose and analysis the CMTS method. And the performance analysis and simulation results are shown in section V. Finally, we present the conclusion and future wok in section VI.
II. RELATED WORK
At present, a variety of time synchronization methods have been proposed on the basis of different network structures: traditional network structure and clustering network structure.
In traditional network structures, including mesh, star and hierarchical structures, representative methods include RBS [6] , TPSN [7] , FTSP [8] , etc. Besides these typical methods, some new methods are also designed. For instance, [9] proposes an Flooding with Clock Speed Agreement (FCSA) protocol which is designed to provide skew synchronization between neighbors, and this protocol can reduce the synchronization error that accumulates with the increasing of hop in FTSP. Besides, [10] proposes a Maximum Time Synchronization (MTS) protocol, which is built on an asynchronous consensus theory. The main idea is to maximize the local information to achieve a global synchronization. And, [11] [12] , which is driven by semantic. In CBH-FTS, TPSN and FTSP are modified to fulfill the needs of time synchronization in cluster based hierarchical WSNs. In [13] , Cluster-based Time Synchronization for WSN (CSSN) is similar to CBH-FTS, which includes two phases -intra-cluster synchronization phase and inter-cluster synchronization phase. Because of the existence of time source and hierarchical structure, CBH-FTS and CSSN would induce a single point failure problem and poor scalability, and additional communication overhead is needed to maintain the network topology.
With the idea of clustering and consistency theory, [14] proposes a Clustered Consensus Time Synchronization (CCTS) algorithm, which is most relevant to our work. Based on a linear model of average consensus algorithm, CCTS is also divided into two phases to achieve global synchronization, namely intra-cluster and inter-cluster synchronization. However, CCTS's inter-cluster synchronization is started after achieving intra-cluster synchronization, and the offset compensation is started after applying the skew compensation either in intra-cluster synchronization or inter-cluster synchronization, which results in a lower convergence rate. Meanwhile, the convergence rate of CCTS is also closely related to the initial synchronization error, which causes more iteration. While, CMTS merely needs at most three times of send-receive process to achieve intra-cluster synchronization, with linear time to achieve inter-cluster synchronization.
III. CLOCK MODEL
In general, each node's time ( ) t τ is obtained by counting the output pulse of internal crystal oscillator, which is different from the absolute time t because of the existence of skew deviation and offset error. By referring to [10] [14] , ( ) t τ of node i is an increasing function of t, which is given by ( )
where i α and i β are the local clock skew and offset, which determines the clock speed and the initial synchronization error respectively. But i α and i β are unknown to the node and cannot be adjusted directly, because the absolute time t is unavailable to the node. So we introduce the skew and offset compensation parameters to adjust the local time and build the logic clock, which is given by
where ˆi α and ˆi β are the skew and offset compensation parameters of node i respectively, which can be updated via time synchronization algorithm.
In this paper, consensus time synchronization's purpose is expected to update parametersˆi α and ˆi β to achieve logic time synchronization, namely + . Here, we should notice that the global logic clock is just a common logic reference clock, rather than an external clock source. Clock parameters ( v α , v β ) can be the average value or extreme value of the nodes' clock, which has a huge impact on the synchronization performance of the time synchronization algorithm. As we all know, the extreme value of clock parameters can easily be acquired via only one comparison, but the acquisition of average value needs multiple iterations. In addition, extreme value is a fixed value, while the average value is just an approximate value. So we adopt a maximum value based consensus time synchronization algorithm in this paper, which results in a faster convergence rate and higher synchronization accuracy than average value based algorithms.
IV. CLUSTER-BASED MAXIMUM CONSENSUS TIME SYNCHRONIZATION METHOD
IWSNs is modelled as a graph ( , )
is the set of nodes, ( , ) i j E ∈ indicates that node i and node j can communicate with each other. In clustered IWSNs, ( , )
indicates that cluster i C and j C can exchange message via overlap nodes. Therefore, As shown in Fig.1 , a cluster includes cluster heads and cluster member nodes, namely overlap nodes and ordinary nodes. Cluster-heads communicate with each other via the overlap nodes, and ordinary cluster member nodes just communicate with their cluster heads in single hop. In the time synchronization of overlapping cluster-based IWSNs, cluster head transmits its time information to its member by radio, and cluster members don't need to transmit time information to all of the neighbors, which can improve the transmission efficiency and channel utilization, and further save the communication overhead and reduce the energy consumption.
Based on the above analysis, we develop the CMTS algorithm, as shown in algorithm 1. Different from the traditional distributed time synchronization algorithms, CMTS algorithm is started by the cluster heads rather than all of the nodes. Based on the hardware clock reading, cluster heads start the synchronization process in IWSNs periodically with an advanced sync interval. and send back the information to its cluster head h. Now, one time information exchange is completed.
As the cluster head or cluster member, the local node l will update the clock compensation parameters base on the latest time information received from node j, when it has a historical record from the same node. Here, the update rules is designed to obtain the maximum value of ˆ( ) . It should be noted that MAC layer time stamping is used to eliminate the uncertain delay in sensor networks [16] . So in Algorithm 1,
And the logic offset compensation parameter will be updated according to Algorithm 1, with the purpose of achieving the maximum value of logic offset.
In intra-cluster time synchronization, it's obviously that we can achieve synchronization by using CMTS method at most three times message exchange, namely in a finite time slot T S . So we can obtain the Theorem 1 to realize all nodes sync.
Theorem 1:
The global logic skew and offset will converge by using CMTS method in inter-cluster time synchronization, namely
where max V denotes the set of nodes whose global logic skew has achieved max α , i.e. 
V. PERFORMANCE ANALYSIS AND SIMULATION RESULTS
Based on the convergence speed, scalability and communication overhead, we perform analysis and simulations on current distributed algorithms ATS [11] and MTS [10] , and cluster-based algorithms CCTS [14] , with compared to CMTS.
A. Performance Analysis
For ATS and CCTS, they use the average consensus to achieve synchronization, but cannot realize synchronous convergence of skew and offset. While, MTS and CMTS are based on maximum consensus, they can update the skew and offset at the same time. So the convergence rate of averagedbased methods is slow. But by contrast, in CCTS and CMTS, which has incorporated with cluster technique, cluster head can obtain all of the member's time information by once message exchange, which can improve the convergence speed effectively.
Due to the restriction of hardware resource and batterypower, low-energy is important to prolong the life of IWSNs. Therefore, the research of time synchronization algorithm must take energy cost into account. Meanwhile communication energy consumption occupies main energy cost in time synchronization. By referencing to [10] , we analyze the communication energy consumption by the number of broadcast.
With reference to [10] , the convergence speed and broadcast times of MTS is given by
(1, )
where B is a time interval that guarantees the connecting of the networks, which indicates that there exists once message exchange during the period, and MTS c N is the broadcast numbers of all nodes.
Based on algorithm 1, the broadcast times of CMTS is
For (6) ~ (9), we can assume that B is equal to T S , which is reasonable because both of them are time interval that guarantees once message exchange in the networks. In a given IWSNs, 1 m n < − , hence the upper bond of convergence time is lower in CMTS. Meanwhile, 
B. Simulation Results
We simulate and analyze the CMTS method in MTALAB. Assume that the clock skew and offset is randomly selected from the set [0.8, 1.2] and [0, 0.4] respectively, and the broadcast period is 1s. Set the skew and offset compensation parameters 1 and 0 respectively. The crystal oscillators run at 32768 Hz, therefore 1 tick = 30.5us. In the following results, we will compare our CMTS method with ATS, MTS, and CCTS algorithm. 1）Intra-cluster time synchronization: Put 20 nodes in a 1*1 grid IWSNs randomly. Fig.2 shows the convergence speed of skew synchronization in intra-cluster synchronization. As expected, maximum-based method MTS and CMTS shows a shorter convergence time than average-based method ATS and CCTS. At the same time, the clustered CMTS and CCTS reveal a better convergence property than ordinary distributed methods, with the help of cluster head to collect the network time information. As shown in Fig.3 , CMTS could achieve skew and offset synchronization simultaneously after 3 times broadcast of cluster head, as cluster head can obtain the maximum value of skew via 2 times message exchange and transmits the information to its members at the third time. With the increasing of nodes in a single cluster, Fig.4 shows that the number of broadcast in CMTS is much less than CCTS, which proves the lower communication overhead of CMTS.
2) Inter-cluster synchronization: Consider a network with 100 nodes. Assume that the network is randomly divided into 9 clusters in a 3*3 grid area. From Fig.5 , it can be seen that the skew and offset synchronization can be achieved at the same time, which indicates that CMTS has inherited MTS's superiority. Offset Skew Fig.6 shows that the broadcast times of cluster heads are almost a linear function with the increasing of clusters in a network, which proves CMTS's scalability. Simultaneously, it can be seen that the less clusters, the less communication overhead. Therefore, clustering is an effective way to reduce the energy cost of sync method. Based on the above analysis and simulations, we believe that this paper has presented a CMTS method with superior performance of communication overhead and convergence rate over existent synchronization methods.
VI. CONCLUSION
In this paper, we propose a novel time synchronization method called CMTS for IWSNs, which is superior to existing works in convergence rate and communication overhead. And this method is based on the maximum consistency theory with incorporated clustering technique. Simulation results and analysis show that the number of clusters has a great impact on the convergence time and communication cost. So our future work will focus on the optimization of clusters, and extend the idea to more complicated models with dynamic asymmetric links. And experiment should also be done to verify the property of out method. 
