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ABSTRACT
Research on speaker recognition has been active for more than four
decades. A number of sophisticated methods have been developed
in recent years for increasing recognition accuracy. With emerging
need for multi-modal biometric authentication, speaker recognition
systems are suitable for accurate and fast recognition for comple-
menting other biometric modalities. A speaker recognition sys-
tem consists of three main components, speech parametrization,
speaker modeling and match score computation. In this thesis,
we introduce new methods to each of these components to achieve
higher recognition accuracy and faster processing.
For the front-end, we propose novel spectral features for text-
independent speaker recognition. More specifically we propose to
replace the discrete Fourier transform spectrum in the computation
of mel-frequency cepstral coefficients (MFCCs) with methods de-
signed for tackling especially additive noise. Temporally weighted
linear predictive features are adopted for speaker verification un-
der noisy environments. In addition, non-parametric multitapering
method is studied for low-variance MFCC computation.
For the recognizer back-end, we introduce a novel method to
model and identify two simultaneously talking speakers from a
single-channel recording. The proposed technique reduces com-
plexity, as compared to the state-of-the-art Iroquois system, while
yielding competitive recognition accuracy. The proposed speaker
identification system is also included as a part of a complete speech
separation system to enhance the quality of the separated signals.
Additionally, a double talk detector is included for further improving
the speaker identification accuracy. Finally, we propose speed-up
techniques for the scoring phase to achieve rapid speaker verifica-
tion, in exchange for slight degradation in accuracy.
PACS Classification: 43.72.Ar, 43.72.Fx, 43.72.Pf
Keywords: speaker recognition, weighted linear prediction, multitapering,
speed-up, sorted Gaussian mixture model, particle swarm optimization,
monaural speaker identification
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1 Introduction
Application of biometric systems in daily life is increasing [1–6].
Voice biometrics or speaker recognition is one of the most user friendly
techniques because of ease of utilization in applications like e-
banking [7–10]. Speaker recognition is also used as an authenti-
cation method for remote access to computers with medium level
security requirements. Speaker recognition has applications also in
forensics [11] and as a complementary part in other speech process-
ing applications [12,13] [P7]. Speaker recognition has also been ap-
plied to speaker indexing in audio archives and in voicemail [14–21].
The focus of this dissertation is on improving both the recogni-
tion accuracy and the speed of speaker recognition core technology.
A few examples of application-dependent specifications of speaker
recognition systems are given in Table 1.1.
Since the authentication based on speech is not perfect, it is usu-
ally used in combination with other types of authentication. This
is mainly due to large variations in speech signal, which influences
the recognition accuracy. Finger prints or iris patterns represent
merely who the person is, whereas speech is also a result of what
the person does - “speech is a performing art and each performance is
unique” [22].
Table 1.1: Application specific requirements of sample speaker recognition systems.
Application
Number of
speakers
Signal quality Speed Accuracy
Remote access Large
Telephone or IP
network
Real-time
Low miss
probability
High security multi-
modal biometric com-
plement
Medium Microphone Real-time
Low false
alarm
Forensics Small
Degraded speech,
probably including
multiple speakers
Off-line
High accu-
racy
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Figure 1.1: Stages and modules for speaker recognition. A detailed presentation of the
speaker recognition system is given in Chapter 2.
As a result of this behavioral dimension, speech is highly vari-
able due to speaker’s health condition, education level, age, speech
effort level, speaking rate, and experience to mention a few. These
all are different manifestations of intra-speaker variability. Other ma-
jor sources of variability are categorized as channel variability, which
is accounted for how the acoustic speech signal reaches the recog-
nition system. The transmission media introduces both environ-
mental noises (surrounding signals from the street or from other
devices) as well as channel distortions due to recording device or
transmission channel such as telephone line or IP network.
The focus of this dissertation is to present recent advances in the
front- and back-end components of speaker recognition systems.
Firstly, new types speech feature extraction methods are studied.
Next, we propose new approaches for monaural speaker identifica-
tion. Finally, we improve computational efficiency of the system at
the cost of slight degradation in recognition accuracy. Figure 1.1
shows a schematic diagram of a typical speaker recognition system.
The objective of this dissertation is to study and improve the dif-
ferent components of a text-independent speaker recognition. The
main contributions are summarized as follows.
2 Dissertations in Forestry and Natural Sciences No 34
Introduction
Firstly, we make a comparative study of the effect of vari-
ous conventional and recently proposed spectrum estimation tech-
niques for the speech parametrization module [P1-P3]. Spectrum es-
timation using temporally weighted linear prediction [P1], extended
weighted linear prediction [P2] and multitapering [P3], are proposed
for improving speaker recognition accuracy. Secondly, we study
techniques for speaker modeling in monaural speaker identification
[P4-P6]. We specifically study the monaural speaker identifica-
tion in conjunction with a speech separation system [P4] and as
a stand-alone module [P5] and by utilizing a double-talk detection
module [P6]. Thirdly, we propose new approach for fast and re-
liable match scoring computation for real-time applications [P7-P9].
Computational speed-ups are achieved using the so-called sorted
Gaussian mixture model [P8, P9], or by using only transient regions of
the speech signal [P7].
The rest of the thesis is organized as follows. After the Introduc-
tion in Chapter 1, principles of speaker recognition are presented
in Chapter 2. Speech parametrization is discussed in Chapter 3,
speaker modeling in Chapter 4, and match score computation in
Chapter 5. Chapter 6 summarizes the contributions of the publica-
tions included in this dissertation. Based on the findings reported
in [P1-P9], conclusions are drawn and future directions suggested
in Chapter 7. The original research papers are attached at the end
of the thesis.
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2 Fundamentals of speaker
recognition
Speaker recognition refers to either speaker identification or speaker ver-
ification [23]. In speaker identification, one assigns an unknown test
utterance to one of previously registered speakers. In speaker ver-
ification, in turn, one accepts or rejects an identity claim based on
the unknown utterance. In open-set speaker identification one de-
cides if the unknown utterance is produced by any of the registered
speakers, or by an out-of-set speaker [24, 25]. Making the speaker
recognition system text-dependent [26–32], in which the same speech
content used in train and test, generally improves the recognition
accuracy.
Text-independent speaker verification has gained considerable at-
tention in the last decade. Since 1996, the national institute of stan-
dards and technology (NIST) arranges a worldwide benchmarking ev-
ery two years for evaluating the accuracy of recent speaker verifi-
cation systems [33–48]. The evaluation protocol is designed so as
to compare the systems in terms of their robustness against session
and channel variabilities. The most recent evaluation, in 2010, also
included excerpts containing different levels of vocal effort to study
it’s effect on recognition accuracy [49].
The accuracies of speaker identification and verification sys-
tems are measured differently [22]. Speaker identification is subject
to misclassification that occur when the system assigns a wrong
speaker identity to a test utterance. On the other hand, two types
of errors, misses and false alarms, can happen in speaker verifica-
tion. A miss occurs when the system rejects a valid identity claim
(genuine speaker) and false alarm occurs when the system accepts
an invalid identity claim (impostor speaker). In open-set identifi-
cation, all of these errors are possible. In speaker verification, the
Dissertations in Forestry and Natural Sciences No 34 5
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decision is taken by comparing a decision score to a threshold, and
consequently, the balance of misses and false alarms depends on
the selection of that threshold.
The full trade-off between the two types of errors can be com-
puted by sweeping the decision threshold over all possible values
and visualized as a receiver operating characteristic (ROC) or detec-
tion error trade-off (DET) curves [50]. To express the system perfor-
mance in terms of only one number, it is common to use the equal
error rate (EER), that is, the point where the miss and false alarm
probabilities are equal. Detection cost function (DCF) is another way
of summarizing the speaker verification system performance. DCF
incorporates the prior probabilities of the target and the impostor
trials and assigns different weight to the two errors [51]. Formally
the cost function is defined as,
CDet = (CMiss × PMiss|Target × PTarget) + (CFalseAlarm ×
PFalseAlarm|NonTarget × (1− PTarget)) (2.1)
Typical values for the cost parameters and the prior probability of
target speaker are CMiss = 10, CFalseAlarm = 1 and PTarget = 0.01,
respectively. In NIST SRE 2010 evaluation, the interest point was
shifted to lower false alarms by setting CMiss = 1 and PTarget = 0.001.
Alternative metrics such as half total error rate [52] and expected cost
[53] have been also considered in the literature, even though EER
and DCF remain to be used more often.
A speaker recognition system consists of three main modules,
speech parametrization, speaker modeling and score computation.
In speech parametrization, one converts the speech signal into a
sequence of feature vectors or observations. Thus, a speech utterance
is presented by T observations, X= {x1, . . . , xT}, where each xt is a
D-dimensional feature vector at time t.
In the modeling part, a model λ is built based on the observa-
tions from the target (and background) speakers. In speaker iden-
tification, a model λ(ω), is trained for each of the speakers (classes),
ω, belonging to the set of known speakers, ω ∈ Ω. Background
speakers are also required in the detection task to model the fea-
6 Dissertations in Forestry and Natural Sciences No 34
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tures of the world population, that is, everyone except the target
speaker. Finally, evaluation of the test observations with respect to
given model(s) is the responsibility of the scoring module.
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3 Speech parametrization
To create a model for a speaker, one needs training speech mate-
rial from that speaker. Since the speech signal contains a lot of
redundant information, the data needs to be converted into feature
vectors before speaker modeling. In speaker recognition, one wants
to extract a feature that results in the best discrimination between
speakers and smallest variation within a speaker. In addition, the
features should be robust against additive and convolutive noises,
and be easily computed from speech signal. The fact that what
type of feature extraction conveys the most of these requirements
remains as an open problem. In practice, the same features are
used in both speech and speaker recognition, despite their opposite
goals. Features in speaker recognition are usually categorized as
low-level spectral features and high-level features.
There are various spectral domain representations of speech sig-
nal. The features based on linear prediction (LP) [54] as a para-
metric autoregressive model, and Fourier transform [55] as a non-
parametric periodogram, are the most popular. Alternative spec-
trum estimation methods such as Welch’s method [56] and multitaper-
ing [57] have also been applied in speaker verification [P3]. High-
level features such as prosodic (e.g. intonation, melody and segment
durations) [58–61], lexical [62–64] and idiolectal [65,66] features have
shown to carry significant speaker-specific information. Since high-
level features are typically extracted from long speech segments,
they require more data for reliable modeling of the feature distri-
bution.
Selecting the type of features for speaker recognition has always
been an important issue [67]. Selection of features is an application-
dependent problem which requires both expert knowledge and em-
pirical evidence. Fusion of recognition systems trained on different
features improves the recognition accuracy, in general [63, 68, 69].
One of the sources of performance degradation in speaker
Dissertations in Forestry and Natural Sciences No 34 9
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recognition systems is caused by channel variability between the
training and the test utterances (microphone versus landline tele-
phone speech), also called as convolutive noise. Another challeng-
ing problem is additive noise, where the degradation originates from
surrounding sound sources and adds up to the speech signal. In
publications [P1-P3] we propose novel speech parameterizations for
speaker recognition that are designed specifically for recognition
under noisy environments. We therefore give here a brief survey of
previous approaches to the problem.
Experiments on NIST SRE 2003 corpus have indicated that,
considering additive noise corruption, features based on the spec-
trum phase, like group delay, have shown to outperform conven-
tional magnitude spectrum based mel-frequency cepstral coefficients
(MFCCs) [70–72]. Perceptual log area ratio features have also pro-
vided improved recognition accuracy compared to conventional
MFCCs on a variety of noisy conditions on different corpora includ-
ing NIST SRE 2001 corpus [73]. Effect of slowly varying additive
noise, such as office noise, has been found to decrease the variance
of cepstral features [74]. This effect can be partly compensated by
feature warping of cepstral features [74]. Simple spectral subtraction
in pre-processing stage has shown to be useful for telephone qual-
ity signals further contaminated by rapidly varying noises such as
airplane noise [75]. Acoustic model enhancement, a model-domain
implementation of spectral subtraction, has been effective in han-
dling additive noise in speaker verification [76].
Other alternative model-based methods for mapping noisy fea-
tures into clean feature space have been less successful [77, 78]. In
the real world, training and test utterances may both be contami-
nated by different noises. A modified version of parallel model combi-
nation (PMC) was recently proposed for estimating the degradation
and minimizing the mismatch between the training and test mate-
rial by appropriate contamination of the reference model and the
test utterance in each trial [79]. Even different features for different
speakers has been considered [80].
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Figure 3.1: Front-end of a speaker recognition system. (a) Standard MFCCs are derived
through a mel-frequency spaced filterbank placed on the magnitude spectrum. Novel spec-
trum estimation techniques are discussed in [P1-P3] (b) MFCC post-processing by concate-
nating some of techniques shown in Table 3.1.
3.1 SPECTRAL FEATURES
Most speech processing systems use the mel-frequency cepstral coef-
ficients or MFCCs for feature extraction. Successful employment of
MFCCs in different recognition applications indicates that they are
carrying different level of information including phone, speaker,
language and emotion. Computation of the MFCCs is illustrated
in Fig. 3.1 (a). MFCCs are computed by warping the magnitude
spectrum using a psychoacoustically motivated mel-frequency fil-
terbank, followed by logarithmic compression and, finally, decorre-
lation using discrete cosine transform. An alternative decorrelation
using Frequency filtering has been also proposed in [81].
The MFCCs are sensitive to changes in both channel and envi-
ronment. Hence, usually further processing is applied to reduce the
variability due to noises. The most common feature post-processing
techniques are summarized in Table 3.1. These techniques can be
used individually or in combination, as is frequently done [82].
Computation of the MFCCs is straightforward but selection and or-
der of the post-processing methods is not unique. A comprehensive
study of the post-processing techniques on speaker verification ac-
curacy is given in [82]. We apply the structure shown in Fig. 3.1 (b)
as feature post-processing, which is optimized for telephony speech
signals. Using this feature extraction scheme, novel spectrum esti-
mation techniques are studied in [P1-P3] for speaker verification.
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Table 3.1: Commonly used feature domain post-processing techniques. RASTA: relative
spectral filtering, HLDA: heteroscedastic linear discriminant analysis, VTLN: vocal tract
length normalization, CMVN: cepstral mean and variance normalization.
Technique Purpose
RASTA Filtering temporal trajectory of cepstral coefficients for suppressing
the feature components whose modulation frequency is outside the
range of typical speech [26, 83, 84].
HLDA Dimensionality reduction and feature space decorrelation [82, 85, 86].
VTLN Frequency warping technique for speaker normalization commonly
used in speech and language recognition [87–89].
Speech
enhance-
ment
Spectral subtraction, Wiener filtering and Kalman filtering are the
most commonly used speech enhancement techniques for removing
stationary noise in cepstral domain by forming a statistical estimate
for noise and removing it from the corrupted speech [90–92].
CMVN Mapping the cepstral feature vectors distribution to have zero mean
and unit variance over an utterance or fixed length periods to mitigate
stationary convolutive channel effects [55, 93].
Feature
warping
Histogram equalization technique for transforming the cepstral fea-
ture vector distribution into a normal distribution over a sliding win-
dow [74, 94–96]. Short-time Gaussianization is an extension which per-
forms a linear transformation before feature warping [97, 98].
Feature
mapping
Normalizing feature vectors according to the statistics of channel-
independent and channel-dependent universal background models to
normalize the features onto the channel space [99]. Feature mapping
can be seen as a feature domain implementation of speaker model syn-
thesis [100] and hand-set normalization [38, 101].
One of the modules needed in almost any speech processing
system is voice activity detector (VAD). Since the unvoiced speech
sounds may not discriminate speakers effectively, VAD plays an
important role in selecting the informative part of the speech sig-
nal. Most speaker recognition systems utilize a frame energy-based
VAD [47,102]. It has been found sufficient for telephony speech but
processing the microphone or interview data, such as in the recent
NIST 2008 and 2010 SRE corpora, a two-stage VAD with a phone
recognizer followed by energy-based VAD has shown to be essen-
tial [82]. The use of automatic speech recognition (ASR) transcripts
supplied by NIST in the recent speaker recognition evaluations has
also been found helpful in pre-filtering the two-channel interview
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data [103]. In [P1-P9] we utilize a simple energy-based VAD and
the role of this VAD under noisy condition is investigated in [69].
A recent comparative study of different VAD algorithms for speaker
recognition is given in [104].
3.2 PARAMETRIC SPECTRUM ESTIMATION
Parametric spectrum estimation methods assume a parametric model,
such as auto-regressive moving-average (ARMA) model, for spec-
trum. To which extent the model assumption fits the true signal
nature determines the effectiveness of the spectrum estimator. Lin-
ear prediction (LP) is an auto-regressive (AR) model found to suit
well for speech signals [105]. Even though LP modeling has been
found sensitive to nonlinear distortions [106], it is commonly used
in both recognition and coding applications.
LP predicts the current signal sample based on a weighted
sum of p previous samples, sˆn = ∑
p
k=1 aksn−k, where sn is
the current speech sample and {ak} are the predictor coefficients.
The predictor coefficients are typically found by the Levinson-
Durbin algorithm [107] that minimizes the residual energy, ELP=
∑n (sn −∑pk=1 aksn−k)2. LP representation corresponds to a finite
impulse response (FIR) filter whose frequency response defines the
spectral envelope corresponding the LP model. The predictor coeffi-
cients are usually converted into linear predictive cepstral coefficients
(LPCCs) or, alternatively, into MFCC features [108] [P1-P3]. Gen-
erally, the LP spectrum is smooth and less peaky compared to FFT
spectrum, resulting in less details. This behavior may cover some
fluctuations caused by noise in FFT spectrum.
Weighted linear prediction (WLP) [109] is an extension of
the conventional LP in which a temporal weighting function
Wn is used for minimizing weighted residual energy, EWLP=
∑n (sn −∑pk=1 aksn−k)2Wn. Choosing an appropriate weighting
function, this temporal weighting allows WLP to focus more ac-
curately on certain regions of the signal. In [109, 110] [P1, P2], Wn
is chosen to be the short time energy (STE) of the immediate sig-
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nal history. The rationale behind such energy weighting is that the
high-energy regions are assumed to be less affected by noise, and
consequently, the resulting WLP spectrum will be less affected by
noise. The effectiveness of WLP over conventional LP has been
demonstrated in both speech [110] and speaker [P1] recognition.
Unlike in the conventional LP model, solving the WLP normal
equation does not guarantee that the resulting predictor coefficients
produce a stable FIR filter. Stabilized WLP (SWLP) [111] uses the
same temporal weighting principle as WLP and produces a stable
filter, additionally. This makes the method suitable for synthesis
and coding applications. Even though SWLP was originally de-
signed for speech synthesis application in mind, it has been found
to outperform FFT, LP and WLP based spectrum estimation meth-
ods in both speaker [P1] and speech recognition [110]. Contaminat-
ing the test signals with additive noise, spectral subtraction brings
more improvement in recognition accuracy using SWLP. We fur-
ther extended the study of [P1] in [69] with additional noise type
(pink noise) examined. In these additional experiments, we further
discovered that the main role of spectral subtraction is to enhance
the energy-based voice activity detector performance, which would
otherwise mark every frame as speech in extremely noisy situation.
One of the recent advances in temporally weighted LP mod-
eling is a so-called extended WLP (XLP) method [P2], in which
the STE weighting of WLP is replaced by an alternative weight-
ing function, absolute value sum (AVS) weighting. Differently from
WLP, in which the signal immediate history is compressed in one
weight value Wn per sample, AVS aims at more accurate weight-
ing based on individual samples in immediate history as, EXLP=
∑n (Wn,0sn −∑pk=1 akWn,ksn−k)2. Setting Wn,k=
√
Wn reduces the
XLP to the conventional WLP. The AVS weighting is defined as
follows [P2]:
Wn,k =
p− 1
p
Wn−1,j +
1
p
(|sn|+ |sn−j|) (3.1)
In this way, XLP concentrates on prominent signal lags. In the spirit
similar to SWLP [111], a stabilized XLP, (SXLP) was also developed
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in [P2] to make the resulting filter stable. In the experiments of [P2],
on the NIST SRE 2002 corpus, it was observed that (1) SXLP pro-
vides slightly better performance compared to XLP, and (2) XLP
variants lead to improved performance in moderate SNR levels
(SNR ≥ 10 dB). For noisier conditions (SNR < 10 dB) SWLP was
found to be better.
3.3 NON-PARAMETRIC SPECTRUM ESTIMATION
The assumed model in parametric spectrum estimation is rarely an
exact description of the underlying process and hence the estima-
tion is biased [112]. Non-parametric spectrum estimation uses di-
rectly the data to estimate the spectrum of the underlying process.
The design issues related to non-parametric spectrum estimation
are estimator’s bias and variance, spectral resolution and smearing.
Bias and variance of the estimator are defined with respect to a
known true spectrum, so that the better spectrum estimator has
lower bias and variance.
Fast Fourier transform (FFT) is an implementation of periodgram,
which is a conventional non-parametric approach [113]. Multita-
pering [114] is an elegant and simple extension of the conventional
FFT-based spectrum estimator, in which a set of different window
functions (tapers) are utilized. The resulting spectrum estimates are
then averaged using suitable weights to form the final spectrum
estimate. The type of the tapers and their weights are tightly re-
lated together and they define the statistical characteristics of the
estimator. Formally, the multitaper spectrum estimator is written
as,
Sˆ( f ) =
K
∑
k=1
α(k)
∣∣∣∣N−1∑
n=0
wk(n)x(n)e−i2pin f /N
∣∣∣∣2. (3.2)
Here, K is the number of tapers and α(k) and wk(n) are the weights
and window functions of the kth taper, respectively. This method
helps to reduce the side-lobe leakage problem present in the period-
gram method, while reducing the spectrum resolution. A general
solution to find optimal weights and the tapers is an eigenvalue
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decomposition where the eigenvalues and eigenvectors correspond
to the weights and the tapers, respectively. Solving the weights
and the tapers leads to different multitapering methods such as
Thomson [114], sine [115] and multipeak [116]. Each type of taper is
designed for a given type of (assumed) random process. As an ex-
ample, Thomson tapers are designed for flat spectra (white noise)
and multipeak tapers for peaked spectra (such as voiced speech).
The statistical properties of multitaper MFCCs, recently analyzed
in [57], indicates that MFCC features computed using multitaper
spectrum estimator yields usually lower bias and variance com-
pared to Hamming window based FFT spectrum. Slight improve-
ment over the FFT-based method in speaker verification system ac-
curacy was reported on the NIST SRE 2006 corpus in [57].
In [P3], we study the effectiveness of multitapers on speaker
recognition under noisy environments with additive noise present.
Throughout the experiments on the NIST SRE 2002 corpus and us-
ing a Gaussian mixture model - universal background model (GMM-
UBM) system [38] we utilize four alternative spectrum estimation
techniques to assess their efficiency under different SNR levels
ranging from clean to -10 dB. Varying the number of tapers on clean
condition using Thomson [114], multipeak [116] and sine weighted
cepstrum estimator (SWCE) [117], as well as conventional FFT peri-
odogram, demonstrated that all the multitapering methods provide
increased accuracy over the periodgram on the range of 4 ≤ K ≤ 8
tapers [P3: Fig. 3]. Using optimum number of tapers, for each mul-
titaper method, the experiments under noisy condition further val-
idated the advantage of multitapering over the conventional FFT-
based spectrum estimation.
3.4 UNIFIED EXPERIMENTAL RESULTS
Since the feature extraction module setup (number of MFCCs and
spectral subtraction application) was different among [P1]-[P3], a
cross-publication comparison cannot be easily made. Hence, a set
of experiments was repeated with 18 MFCCs and employing spec-
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tral subtraction in all of the techniques. Clean condition and factory
noise contamination with SNR of 0dB were considered. The results
are reported on the NIST SRE 2002 corpus using the parameter
m = p = 20 for LP variants and K = 6 tapers for the multitaper
variants. The results are presented in Tables 3.2 and 3.3.
Table 3.2: Performance comparison on the NIST SRE 2002 corpus with different spectrum
estimation techniques, in terms of equal error rate (EER %)
SNR Conventional [P1] [P2] [P3]
(dB) FFT LP WLP SWLP XLP SXLP Multipeak Thomson SWCE
Clean 9.32 9.02 9.09 8.85 8.95 9.12 8.38 8.79 8.36
0 11.53 10.76 11.43 10.63 10.66 10.87 11.31 11.07 11.33
Table 3.3: Performance comparison on the NIST SRE 2002 corpus with different spectrum
estimation techniques, in terms of minDCF values.
SNR Conventional [P1] [P2] [P3]
(dB) FFT LP WLP SWLP XLP SXLP Multipeak Thomson SWCE
Clean 3.86 3.51 3.50 3.54 3.60 3.49 3.50 3.57 3.45
0 5.04 4.52 4.84 4.49 4.41 4.48 4.94 4.55 4.76
We employed McNemar’s test [118] to measure the statistical
significance of the differences in system performances. All the pro-
posed methods outperform FFT-based system in terms of both EER
and minDCF. Compared to conventional FFT spectrum estimation,
all the different spectrum estimation techniques, differences for
both EER and minDCF are statistically significant at the level of
p = 10−3.
Comparing XLP with WLP and SXLP with SWLP, XLP outper-
forms WLP in terms of both metrics on the clean condition. In the
noisy condition, XLP is better in EER. SXLP performs better than
SWLP in terms of EER for both clean and noisy condition. The sit-
uation is reversed for minDCF. All the differences are significant at
the level of p = 10−4.
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4 Speaker modeling
A number of different approaches have been proposed for speaker
modeling. Static models like Gaussian mixture model (GMM), vector
quantization (VQ), artificial neural networks (ANNs) and support vector
machines (SVMs) are generally used for text-independent speaker
recognition; they assume the short-term features being indepen-
dent observations. In contract to these, temporal models like hid-
den Markov model (HMM) and dynamic time warping (DTW) are usu-
ally employed in text-dependent speaker recognition; they model
sequence of features. HMM and VQ were the first candidates
for text-dependent [119–122] and text-independent [123] speaker
recognition, respectively. HMM models the sequence of acoustic
events in the speech stream using probabilistic approach, whereas
VQ models the overall distribution of feature vectors using Voronoi
constellation [124]. DTW is a template matching approach which
is well suited for text-dependent recognition where the algorithm
looks for an inexact match between the training and the test utter-
ance [125,126]. ANNs have also been applied to speaker recognition
earlier [127] but nowadays they are rarely used [128].
As a stochastic model, GMM is an ergodic HMM which exempts
the transition probabilities. GMM is now the dominant approach
in the field [38, 129, 130]. GMMs have also been combined with
SVMs [131] to allow discriminative training [41]. Several techniques
such as feature mapping [99], joint factor analysis (JFA) [42, 132, 133]
and total variability analysis [134, 135] have been proposed for tack-
ling the session and channel variability problem in GMM-based sys-
tems. Analogously, nuisance attribute projection (NAP) [136–139] and
within-class covariance normalization (WCCN) [140–142] have been
proposed for SVM-based systems.
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Gaussian mixture model (GMM) Hidden Markov model (HMM)
Figure 4.1: Dynamic Bayesian network representation of Gaussian mixture model and hid-
den Markov model (circles: continuous variables, squares: discrete variables, shaded: ob-
served variables, non-shaded: unobserved variables). Observations are denoted inside the
circles and the parameter inside the square is the latent variable, which is either the index
of the Gaussian component in GMM or the index of the state in HMM. The lack (existence)
of an edge from one node to another node indicates that the variables are conditionally
independent (dependent).
4.1 GAUSSIAN MIXTURE MODEL
Gaussian distribution is one of the most commonly used stochastic
model in speech processing. Gaussian mixture model, then, is a
weighted sum of Gaussian distributions which is able to model an
arbitrary distribution of observations. The likelihood of a GMM
model λ for an observation x is given by [143]:
p(x|λ) =
M
∑
m=1
wm pm(x), (4.1)
where wm is the weight of the m:th Gaussian density pm(x),
pm(x) =
1
(2pi)D/2|Σm|1/2
exp
{
− 1
2
(x− µm)′Σ−1m (x− µm)
}
. (4.2)
In (4.2), µm and Σm are the mean vector and the covariance
matrix of the m:th Gaussian, respectively. Additionally in (4.1),
∑Mm wm = 1 and wm > 0. As shown in Fig. 4.1, in the modeling
with GMMs it is assumed that:
• The observations are independent and identically distributed
(iid). This popular assumption, though unrealistic, enables
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Table 4.1: Parameter estimation for GMMs using maximum likelihood [144] and maximum a
postriori [38]. λ(0) denotes an initial model for ML and τ is a parameter for controlling the
contribution of the prior model λ̂ in the MAP estimation. In case of τ = 0 the MAP reduces
to ML. Parameter update equations are derived via EM considering the objective function.
Maximum Likelihood (ML)
Objective FML(λ|X ) = ∑Ni=1 log p(X i|λ)
Parameter
estimation at
iteration (k)
c(k)mt = P(θ = m|xt;λ(k)), λ(k) ∼ GMM(w(k)m , µ(k)m ,Σ(k)m )
w(k+1)m = {∑Tt=1 c(k)mt }/{∑Mm=1 ∑Tt=1 c(k)mt }
µ
(k+1)
m = {∑Tt=1 c(k)mt xt}/{∑Tt=1 c(k)mt }
Σ
(k+1)
m = {∑Tt=1 c(k)mt (xt − µ(k+1)m )(xt − µ(k+1)m )
′}/{∑Tt=1 c(k)mt }
Maximum a Posteriori (MAP)
Objective FMAP(λ|X ) = log p(λ|X) = log p(X|λ) + log p(λ)
Parameter
estimation
cmt = P(θ = m|xt; λ̂), λ̂ ∼ GMM(ŵm, µ̂m, Σ̂m)
wm = {τ +∑Tt=1 cmt}/{τ +∑Mm=1 ∑Tt=1 cmt}
µm = {τµ̂m +∑Tt=1 cmtxt}/{τ +∑Tt=1 cmt}
Σm = {τ(µ̂m − µm)(µ̂m − µm)′ + τΣ̂m +∑Tt=1 cmt(xt − µm)(xt − µm)′}/{τ +∑Tt=1 cmt}
factorizing the likelihood function. In this way the likelihood
of a set of observations, X = {x1, . . . , xT}, can be written as:
p(X|λ) = ∏Tt=1 p(xt|λ).
• Every observation is generated by one of the Gaussians. While
it is not known a priori which Gaussian generates a particular
observation, the posterior probability of this latent variable θ
can be computed as: P(θ = m|xt;λ) = wm pm(xt)∑Mn=1 wn pn(xt) .
Diagonal covariance matrices are commonly used in GMMs,
which is computationally effective. Diagonal covariance matrix
with D elements needs less data for reliable estimation compared to
the full covariance matrix with D2 elements. Increasing the number
of Gaussians is an effective remedy when using diagonal covari-
ance assumption. Expectation-maximization (EM) algorithm is used
to train GMMs [145]. The idea in EM algorithm is to iteratively in-
crease the value of an objective function F , given an initial model.
For a set of observations, X= {X1, . . . ,XN}, the optimal parame-
ters are selected to fulfill the following objective:
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λ∗ = argmax
λ
{F (λ|X )}. (4.3)
EM is an iterative algorithm which guarantees monotonic in-
crease of the objective function in each iteration; the solution con-
verges to a local optimum of the objective function. Maximum like-
lihood (ML) criterion finds the GMM parameters so that, for a given
set of data, likelihood of the model increases in every iteration of
the EM algorithm. ML estimation of the GMM parameters is given
in Table 4.1.
4.1.1 Bayesian estimation
To overcome the issue of unobserved acoustic events in modeling,
maximum a posteriori (MAP) estimation of GMM parameters was
first proposed in [146], and its practical use in speaker recognition
was introduced in [38]. In Bayesian estimation of the GMM param-
eters, it is assumed that parameters cannot uniquely be described,
which requires to put a prior distribution on the GMM parameters.
By choosing conjugate prior distribution as the product of Dirichlet
distribution for Gaussian weights and normal-Wishart distribution
for the means and the covariances [146] the resulting posterior dis-
tribution will be in the exponential family. The parameters of the
prior distribution are known as hyper-parameters. In the MAP cri-
terion, only the modes of the prior distributions are considered in
maximizing FMAP. This gives the re-estimation formulas presented
in Table 4.1 [146].
A so-called universal background model (UBM) is typically used
as the prior model λ̂ in the MAP estimation of GMM parame-
ters. In speaker recognition, it has been noticed that estimating
the means using MAP and by copying the weights and covariances
from the UBM results in higher recognition accuracy as compared
to MAP estimation of all parameters [38, 98]. The GMMs trained
with MAP parameter estimation is employed in all the publications
of this thesis [P1-P9]. Since the use of gender-dependent UBMs is
very common, it is utilized in the publications of this thesis. This
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is, in fact, assumed in the NIST SRE campaigns that contain only
gender-matched verification trials. Pooling the data (or gender-
dependent UBMs) to make a gender-independent UBM works as
well as gender-dependent models [38].
Bayesian approach prevents overfitting and has good general-
ization capabilities [147,148]. Unlike the MAP estimate of the GMM
parameters, in which point estimate of the posterior probability is
used, fully Bayesian treatment aims at modeling the entire a poste-
riori parameter distribution. Since integration over all the hyper-
parameters’ distribution is not generally possible in closed form,
several approximations have been proposed in literature. Laplia-
cian approach uses a Taylor series expansion as an approximation
of the posterior distribution [149]. Training a GMM-UBM system
with Laplacian approximation outperformed MAP-estimated mod-
els in [150]. Markov chain monte carlo (MCMC) is another approach
that uses a method (like Gibbs sampling) for taking samples from the
posterior distribution [151]. Although MCMC converges slowly,
it has successfully been applied to joint speech enhancement and
recognition application [152].
Sampling from the posterior distribution is generally difficult
and variational Bayes approximation [143] is an alternate way for an-
alytically approximate the posterior distribution. In this approach a
variational distribution, from the same family as the target posterior
distribution, is selected and Kullback-Leibler divergence between the
variational distribution and the posterior distribution is minimized
by an iterative algorithm. Variational Bayes approximation of GMM
parameters are used in many applications [153], including speaker
recognition [154].
4.1.2 Discriminative training
In maximum likelihood or Bayesian estimation of GMM parameters
for a speaker, only the data from the target speaker are considered.
Such modeling may be sub-optimal for classification purposes. By
including additional data from the competing classes, and impos-
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ing a discriminative criterion in generative modeling, the GMM
parameters can be discriminatively trained. Examples of discrimi-
native estimation of the GMM parameters in speech processing in-
clude minimum classification error [155–157], minimum Bayesian
risk [158], maximum mutual information (MMI) [159–163], max-
imum model distance [164], minimum error rate [165, 166], large
margin estimation [167, 168], soft margin estimation [169, 170], dis-
criminative feedback adaptation [171], cross-validation [172] and
figure of merit [173–175].
All these methods attempt to directly optimize the model pa-
rameters with an objective function to explicitly (or implicitly) re-
duce classification errors. Even though many discriminative cri-
terions have been proposed for speaker recognition, there is no
strong indication that such techniques would significantly improve
the accuracy of the state-of-the-art systems. From the different tech-
niques, MMI training is the most popular and successful approach
and is well established in language identification [176].
4.1.3 Maximum likelihood linear regression
When there are limited number of observations for training target
model, a projection in reduced subspace from a well-trained speaker-
independent model parameters has been found to be useful for esti-
mating the target model parameters [177]. In maximum likelihood lin-
ear regression (MLLR), a speaker independent GMM (such as UBM)
is used for estimating speaker-specific GMM parameters using an
affine transform of the UBM parameters [178]. The likelihood of
the speaker’s training data, given the transformed GMM parame-
ters, is maximized with respect to the transformation parameters
using the EM algorithm [179]. Alternatively, MLLR transformation
parameters for speaker adaptation in a speech recognizer can be utilized
as speaker-dependent features for speaker recognition [180, 181].
If the MLLR transformation parameters are shared between
Gaussian means and covariances, it is referred to as constrained
MLLR [182]. Transformation parameters can be shared among
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Gaussians as well, which facilitates speaker adaptation by allow-
ing adaptation for unobserved classes in the training data. Utiliz-
ing several regression classes for MLLR has been found to improve
accuracy of both speech recognition [183] and speaker recognition
[184] over conventional one regression class tree MLLR. Recently,
the MLLR transformation parameters for a speaker have been
formed into a super-vector and used as inputs to SVM [141,185,186].
Further study on using inter-session variability compensation in the
SVM space with MLLR features is given in [142]. Comprehensive
comparison of different MLLR adaptation techniques for speaker
recognition is given in [187].
4.1.4 Factor analysis
To reduce the effects of variations in GMM parameters caused by
various nuisance factors, it is useful to restrict the model to lie
in a low-dimensional subspace. Factor analysis (FA) is a statistical
method for modeling the covariance structure of the feature space
using a small number of latent variables [188]. Joint factor analy-
sis (JFA) is one of the recent techniques proposed for compensating
channel and speaker variability in text independent speaker verifi-
cation [42, 132, 133]. JFA has been the state-of-the-art since 2006.
The first studies to apply factor analysis in speaker recognition
were eigenchannel [130, 189] and eigenvoice [190] space decomposi-
tions of the GMM parameters, in which the mean vectors were con-
strained to lie in a small-dimensional subspace. Feature-domain
representation of eigenchannel compensation has shown to result
in similar performance as the original eigenchannel approach [191].
Recently, it has been proposed to combine the session and channel
variabilities in a total variability space [135]. Unlike in JFA, where a
robust stochastic modeling is considered, the total variability anal-
ysis uses more straightforward principal component analysis (PCA)
as an additional feature extraction stage in the SVM space [134].
An extensive description of speaker recognition experiments with
factor analysis method is given in [192].
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4.2 SUPPORT VECTOR MACHINE
In contrast to generative modeling where the feature distributions
are modeled stochastically, discriminative speaker modeling mod-
els the class boundaries directly for classification. Support vector
machines (SVMs) are one of the most successful discriminative clas-
sifiers [131]. SVM is a binary classifier (but also extendable to
multi-class problems) which finds a hyperplane that discriminates
the classes. When the data are not linearly separable, as is often
the case, a kernel function is used for mapping the input data to a
high-dimensional (possibly infinite) space, in which the data can be
better discriminated.
Conditional random field (CRF) is another discriminative model-
ing technique that directly models the posterior probability of the
class for a given observation sequence [193]. CRFs are graphi-
cal models closely related to maximum entropy Markov models [194]
in which the hidden CRFs are a latent variable extension of the
original CRF [195]. This approach has been recently applied on
speaker recognition [196], phone recognition [197], language recog-
nition [198], speech recognition [199] and natural language pro-
cessing [200]. Relevance vector machine is another discriminative
approach, which has received some attention in speech recogni-
tion [201].
SVMs are widely used in various speech processing applica-
tions, especially in speaker recognition. There are several different
ways to utilize SVM in a speaker recognition systems. The simplest
way is to directly feed the acoustic feature vectors to SVM [202].
This approach is not very efficient and a serious concern is compu-
tational load. An alternative way is to employ an SVM feature extrac-
tor for translating the variable length vector sequence into one fea-
ture vector. Using an appropriate kernel function, this is the most
efficient way to include discriminative power of SVM in speaker
recognition. In this way, every utterance is represented as a single
vector in the SVM feature space. A suitable kernel function, closely
related to the mapping function, is used for computing similarity
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of two utterances. A comprehensive study on the use of SVMs in
speaker recognition can be found in [203]. A summary of the most
common SVM kernels in speech processing applications are listed
in Table 4.2.
To compensate session variability and channel mismatch in SVM-
based speaker verification, nuisance attribute projection (NAP) [136]
and within-class covariance normalization (WCCN) [140] have been
proposed. NAP and WCCN have been successfully applied on
both GMM supervectors [230] and in combination with factor anal-
ysis [135]. NAP finds a low-rank rectangular matrix composed of
k orthonormal vectors that spans a nuisance subspace; this subspace
will be then removed from the SVM feature space. Given a set of
data from the background speakers, comprising different sessions
and channels, NAP matrix is defined by the eigenvectors corre-
sponding to the k largest eigenvalues of the within-class covariance
matrix so that the average inter-session and cross-channel distance
is minimized. If NAP is used for only projecting out the session
variability in a linear kernel SVM, the NAP matrix coincides with
channel-dependent factor loading matrix in factor analysis [230].
For non-linear SVM kernels, in which an explicit feature space
for SVM does not necessarily exist, NAP implementation using
kernel PCA has been proposed [231, 232]. It is also possible to
apply this method on acoustic feature domain [233]. Other vari-
ants of NAP such as weighted NAP have been proposed in which
variable weighting of the nuisance dimensions across utterances is
used [234,235]. Discriminative NAP uses a metric to explicitly avoid
removing speaker specific information by NAP projection [236]. En-
hanced NAP introduces latent nuisance factors to establish more effi-
cient NAP compensation [139]. Model normalization (M-norm) has
also shown to improve the SVM-based systems accuracy; in which
the SVM feature vectors are transformed to lie on a sphere [213,237].
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Table 4.2: Different ways of utilizing SVM in speaker recognition
CDSVM An early proposal to embed GMM in SVM output by training separate GMM
and SVM on acoustic vectors [204].
GSV So far the most successful method in which the MAP adapted GMM
means are stacked to form a supervector. A kernel based on an approxi-
mate Kullback-Leibler (KL) divergence is then used to compare two GMMs
[41, 205]. Speaker-dependent covariance information can also be utilized in
the SVM kernel using Bhattacharyya distance [206]. A variational approxi-
mation of KL distance is used in combination with other kernels in [207].
Covariance
kernel
An extension of GSV that uses the covariance matrices of GMMs in SVM
kernel construction [208]. Support vectors of the resulting SVM are then
pushed back to a GMM to gain enhanced performance. This approach has
been mostly used in language recognition [208].
Fisher
kernel
Log-likelihood kernel is used for mapping a test utterance into a fixed length
vector containing log-likelihoods of pre-defined anchor models [209, 210].
Fisher kernel is designed to not demand labeled data using the derivatives
of log-likelihood function of acoustic vectors with respect to particular GMM
parameters to form the SVM feature space [211–213]. Probabilistic sequence
kernel (PSK) is closely related to the Fisher kernel in which only the deriva-
tives with respect to GMM weights are used [214]. A discrete version of PSK,
known as expected likelihood ratio, has been recently investigated in [215, 216].
Log-likelihood ratio kernel is an extension of the Fisher kernel which uses the
hypothesized and the alternative GMMs to avoid the wrap-around problem in
Fisher kernel where different vectors map to the same log-likelihood deriva-
tives [217, 218].
GLDS Generalized linear discriminant sequence kernel uses the whitened polynomial
expansion of the acoustic features with the aid of monomials [219]. Feature
space normalized sequence kernel is a generalization of GLDS which tackles the
limitations in estimating higher order polynomials [220]. Regression-optimized
kernel is another method to extend the polynomial discriminant function in
GLDS into more general kernel [221].
PDTW Polynomial dynamic time warping kernel is developed to compare two inexact
sequences in speech recognition [222].
TFLLR TFLLR is an implicit mapping of acoustic vectors to acoustic events stand-
ing on term frequency log-likelihood ratio [64, 223, 224]. N-gram kernels are
a natural extension of bag-of-sounds which compares two utterances by con-
templating the number of shared sequences of acoustic events of a given
length [225, 226].
MLLR Maximum likelihood linear regression kernel is a supervector formed from the
MLLR transform parameters [142, 185–187]. Multiple regression class MLLR
transformation parameters are used for each gender to increase the inter-
speaker separability [141]. To deal with the problem of number of regression
classes and parameter sharing in MLLR, an MAP-based linear regression is
proposed in [227].
POS Pair-of-sequence SVM constructs a general one SVM for all speakers, capable
of comparing two sequences [228, 229].
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4.3 MONAURAL SPEAKER MODELING
In most speech applications, voices of other persons talking at the
same time with the target speaker is considered detrimental. This
is because the interfering signal is of the same type as the target
signal, which makes it difficult to suppress the interference or ex-
tract useful information from the mixed signal [238–242]. In speech
separation, the goal is to recover the underlying speech signals of si-
multaneously talking speakers. If the speakers come from a closed
set, it is vital to find the correct identities of the speakers to achieve
good model-based separation [12, 243–249].
Figure 4.2: Monaural speaker identification system from an application point of view
Monaural speaker identification, also known as single-channel or
co-channel speaker recognition, has been studied almost as long as
speech separation [250]. As illustrated in Fig. 4.2, in monaural
speaker identification, the target is to recognize the identities of
both of the speakers from a single-channel recording. Speech sep-
aration challenge was first introduced in conjunction with the IN-
TERSPEECH 2006 conference [251]. So far, most speech separa-
tion systems assume a mixture of two speakers but recently factorial
HMMs [12] have shown success for separating as many as four si-
multaneously talking speakers.
One of the first approaches to monaural speaker identification
was to fit a sinusoidal model on each speaker’s data which was
then used in the separation phase to recover each speaker signal
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from the mixed signal [238]. Speaker identification was then per-
formed on the separated signals. It is also possible to use multi-
pitch tracker [252] to find usable speech, that is, the speech segments
in which only one speaker talks, and then pass only these uncor-
rupted parts to a conventional GMM-based speaker identification
system. Similarly, likelihood scores of the speaker GMMs were
used for finding speech regions in which uncertainty in the gen-
erating speaker is low and then make the identity inference based
on these parts only [249].
Iroquois is a speaker identification and gain estimation algorithm
which uses speaker-specific gain-normalized models to produce a
short-list of candidate speakers using the frames dominated by one
of the speakers [249]. Combination of candidates are then examined
to maximize the probability of mixed speech under an approximate
EM algorithm. This system has shown to provide an average iden-
tification accuracy of 98% on the GRID corpus [253]. A modified
version of the Iroquois system, by flooring the exponential argument
in likelihood computation obtained slight improvement [245]. Even
though the Iroquois system provides impressive speaker identifica-
tion results, there are two problems that makes it difficult to apply
in practice. Firstly, computational complexity, in terms of Gaussian
evaluations, increases exponentially with respect to the number of
speakers [254]. Secondly, the speaker identification system is tightly
connected to the speech separation system which is text-dependent.
To improve computational complexity, a GMM-UBM based
recognition system was incorporated in a speech separation sys-
tem in [P4], reducing the complexity to a linear factor with respect
to the number of speakers. In this method, the UBM is trained
using part of the clean data from all speakers. The speaker mod-
els are then created using an independent part of the clean data
for each speaker. The interaction of the separation and identifica-
tion modules is designed in a loop structure. Although this model-
ing approach is straightforward and was not particularly adopted
to the structure of the GRID corpus, the separation system per-
formance, in terms of perceptual evaluation of speech quality (PESQ)
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metric [255] increased compared to speaker-independent speech
separation. PESQ has shown to be highly correlated with listen-
ing test results such as mean opinion score (MOS) and higher PESQ
values, therefore, indicate higher perceived speech quality. The re-
ported PESQ scores were close to the best possible value with oracle
speaker identities. This indicates that the loop structure between
speech separation and speaker identification modules in [P4] effec-
tively refines the speaker identification results.
Text-independent stand-alone monaural speaker identification
system is proposed in [P5] and is designed to be independent of the
speech separation module. This helps in keeping the complexity of
the algorithm low. A number of different modeling approaches
are examined in [P5] to find the best combination. The main idea
is to consider the GRID corpus composition in which a discrete
set of signal-to-signal ratio (SSR) levels (-9,-6,-3,0,3,6 dB) are used
for mixing two speech signals. The mixed signals, with different
SSRs, are then used in mixed UBM training. Correspondingly, SSR-
dependent speaker GMMs are adapted using the SSR-independent
mixed UBM. Two methods are studied for match score computa-
tion of a test segment: 1) likelihood of the test utterance against
speaker- and SSR-dependent models, 2) building a GMM of the
test segment based on mixed UBM and calculating an approximate
Kullback-Leibler divergence between the GMMs [256]. The results in
[P5] indicate that the proposed method achieve an average identi-
fication accuracy of 93% on the GRID corpus. The proposed algo-
rithm computational complexity in terms of Gaussian computations
increases linearly with respect to number of speakers.
The method in [P5] is further extended in [P6] to include the de-
cisions of a double-talk detector (DTD) [257] in the recognition system.
The DTD module performs multi-hypothesis testing using gender-
dependent sinusoidal-domain models and outputs per-frame deci-
sions for the single-talker and double-talker hypotheses. Double-
talk detected regions are passed to the recognition system in [P5]
to form initial recognition scores. For the single-talker regions, a
run-time test model is created and passed to KLD computation.
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For the speakers that are identified from the single-talker frames, a
bonus score is added. This takes into account also the number of
the single-talker frames. Using the proposed method of [P6], con-
sistent improvement was attained over the baseline system reported
in [P5].
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Having the speaker models, λ(ω), and a parametrization of the test
utterance, X, the task of scoring module is to decide if the test
utterance originates from the class ω. In the context of generative
models, this is equivalent to assessing the conditional likelihood
P(ω|X) for each class. Using the Bayes’ rule, class label y ∈ Ω is
assigned to a test utterance X [143] as,
y = argmax
ω∈Ω
{P(ω|X)} = argmax
ω∈Ω
{
P(ω)p(X|λ(ω))
p(X)
}
, (5.1)
where P(ω) is the prior probability of each class and p(X) is the
class-independent likelihood of the test sample. In speaker identi-
fication, y is the most probable speaker. In speaker verification, the
possible classes reduce to Ω = {ω1,ω2} = {ωtarget,ωnontarget} and
the decision rule (5.1) can be expressed in the log likelihood ratio
form as,
log p(X|λtarget)− log p(X|λnontarget)
target
≷
non− target
b, (5.2)
where b is the decision threshold estimated from a development set
to minimize a cost function, such as the NIST DCF (2.1) or, alterna-
tively, satisfy an application-dependent requirements of (Pf a,Pmiss).
Score normalization is a technique to enhance the system accuracy
in dealing with session variability issue. A generic form of score
normalization attempts to make the impostor scores distribution to
have zero mean and unit variance. The transformation parameters
are estimated from a carefully selected impostor set of speakers.
Two important score normalization techniques are zero normalization
(Z-norm) [258] and test normalization (T-norm) [259].
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Z-norm transformation parameters are estimated off-line by
evaluating the target speaker model against impostor speech seg-
ments. The mean and variance of these scores are then used at
run-time for score normalization [258]. T-norm is an effective way
to compensate for linguistic content and duration mismatches be-
tween the training and test. In T-norm each test utterance is eval-
uated against impostor speaker models to derive the score normal-
ization parameters on-line [259]. State-of-the-art speaker recogni-
tion systems often use multiple score normalizations, such as ZT-
norm method [40].
The most recent studies integrate the score normalization pro-
cess directly in the modeling stage [260]. Score fusion of different
recognition subsystems and score calibration is an important issue
in NIST SREs, which is addressed in details in [261]. Significance
testing of the difference of two systems performance at a particular
operating point, such as the EER point, is often performed using
McNemar’s test [118].
In real-world applications, system response time is an important
design question. Even though, there is a trade-off between recogni-
tion accuracy and recognition time. A practical implementation of
GMM-based text-independent speaker recognition system on a DSP
chip was reported in [144]. Since GMMs form a core component in
both speech and speaker recognition, fast GMM scoring techniques
have been extensively studied in both fields [262–265] [P7-P9].
The fast scoring techniques developed in this thesis are intro-
duced for the GMM-UBM system but, in principle, they are also ap-
plicable on the more modern FA- and SVM-based systems. This is
mainly because the FA- [133,260] and SVM-based [41] systems rely
on the first- and second-order Baum-Welch statistics extracted from
the UBM. Meanwhile, fast scoring techniques are separately stud-
ied for speaker recognition based on JFA [135, 266] and SVM [267].
It is possible to compensate for the performance degradation ac-
counted by fast scoring techniques by post-processing the GMM
scores [268, 269].
In the context of GMM-based speech recognition systems, fast
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GMM computation methods can be divided into four layers [270]
as follows:
◦ Frame layer methods decide if a feature vector needs to be passed
for Gaussian evaluation or not [262, 271–277].
◦ GMM layer methods decide about the GMMs that their evalua-
tion is informative [278, 279].
◦ Gaussian layer methods find the Gaussian components of a
GMM for which their score are dominant for a given feature
vector [38, 280–285].
◦ Component layer methods detect the dimensions of the model
means and covariances that are representative of the whole
model [286].
The first three layers are beneficial in implementing ASR system
on GPU-like parallel processors [287]. GMM-layer fast computa-
tion methods are mostly studied in speech recognition but, in the
context of speaker identification, they can also be used for speaker
pruning [278, 279]. In speaker pruning, one reduces the number of
speaker GMMs evaluation using a beam search. Component layer
techniques are mainly applied in speech recognition [286]. The fo-
cus of the next two subsections is on the fast computation on frame
and Gaussian layers for speaker recognition.
5.1 FRAME LAYER FAST SCORING
Not all feature vectors are informative for speaker recognition and
some of them are even harmful because of being affected by noise
or being located in a confusion area of speaker models. There are
different methods for selecting the most useful feature vectors. The
first idea for dropping the frames is to use the intrinsic redundancy
in speech signal and make a simple sub-sampling by selecting one
frame to present a few consecutive feature vectors [262]. A Kullback-
Leibler divergence based speech segmentation was used in [277] to se-
lect the first and the last frames of each segment for the recognition
stage.
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If a feature vector provides insufficient knowledge on whether
it originates from a target or impostor speaker, that vector can
be discarded [271, 272]. Jensen difference measure was employed
in [273–275] for finding the regions of the speech signal that are
most informative about the speaker’s identity. Transitions between
the features have been found to carry important speaker-specific in-
formation [288]. Assigning different weights on the match score of
each feature vector is one way to give emphasis to such transient
feature vectors [276]. A more complex way is to first cluster the
input feature vectors into a pre-defined number of classes and to
use the centroids as a representative of the entire utterance [289].
The proposed technique in [P7] is a variable frame rate (VFR)
decimation method inspired by the techniques used in [262, 277].
The method in [262] uses an inter-frame Euclidean distance for seg-
menting the utterance into variable length segments. Since this
method did not provide better recognition accuracy than simple
sub-sampling, running sum of delta-MFCCs L1-norm was proposed
in [P7] for segmentation. Comparison of the delta-MFCC norm
to a threshold defines the segmentation. A representative (first,
middle or last frame of the segment) is then passed to the scor-
ing module. The proposed method was experimentally compared
with three methods: fixed-rate decimation [262], variable-frame rate
decimation [262] and clustering-based decimation [289] from which the
proposed method yielded the best trade-off between speed-up and
recognition accuracy.
5.2 GAUSSIAN LAYER FAST SCORING
Only a few Gaussian’s score contributes to the GMM score of one
speech frame [38]. This is because the input feature vector is located
in the neighborhood of a few Gaussians only. A conventional way
to find the top-scoring Gaussian components is to evaluate all the
GMM components and sort the Gaussian scores in ascending order
to pick the top-scoring components. Gaussian-layer fast scoring
algorithms aim at finding the top-scoring Gaussians without eval-
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uating all the components. A GMM with much fewer components,
known as hash GMM [280], can be trained using the same data as for
the original GMM. By simultaneously evaluating these two GMMs,
one can construct a short-list of the most frequent Gaussian.
A structural GMM configuration was proposed in [281] for con-
structing a multi-layer GMM and post-processing the scores from
all the GMM layers using a neural network. A similar approach
was studied in [283] to hierarchically model the acoustic space with
different resolutions and using a tree structure to select a sub-set
of Gaussians for finding the top-scoring ones. Clustering the GMM
means with a small number of code vectors lets the scoring module
to find the closest centroid first and then evaluate the associated
Gaussians in GMM [282]. In [284], the authors constructed a table
containing the most probable transitions for each consecutive frame
pair in the UBM. Using this information, full search was performed
for the first frame (say, among 2048 components). In the following
frame, only the 512 most likely components were searched through.
The process continues and full search is performed at every 100
frames.
Another way to define a sub-set of Gaussians for finding the
top-scoring ones is to map the D-dimensional feature vectors to
a low-dimensional space [285]. Sorted GMM [285] uses a simple
projection f : RD 7→ R as s= f (x) = ∑Dd=1 xd to scalar quantize
each feature vector as well as the GMM means. First, the projected
value of a test vector is computed and compared to those of each
Gaussian mean. A small neighborhood in the mapped GMM space
is then selected and the corresponding Gaussians are evaluated
to find the top-scoring ones. This concept is further extended in
[P8] by employing more general projection, s = g(x) = ∑Dd=1 adxd,
where {ad} are the weights of each dimension. These weights are
optimized using the UBM training data. A fitness function is de-
fined as the summation of the correlation between mapped scores
and the temporal trajectories of MFCCs over all the utterances used
for UBM training.
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The fitness function in [P8] is optimized using particle swarm
optimization by adopting the mapping function weights according to
the temporal trajectories of the feature vectors. We found that this
optimization improves performance of the sorted GMM algorithm
in selecting the Gaussians. In [P9], a novel projection, h : RD 7→ R2
where s = h(x) = Ax, was proposed. Here, A is a 2× D matrix of
weights specifying two directions in the mapped space. A fitness
function for finding the optimal weights is defined to capture the
temporal trajectories of feature vectors in two orthogonal directions.
A test feature vector is mapped to a point in this 2-dimensional
space and only the Gaussians whose mapped value lies inside a
rectangular neighborhood of the feature vector’s mapped value, are
considered for Gaussian evaluation. If there are no Gaussians in the
specified rectangular area, the frame is discarded from Gaussian
evaluation.
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Figure 6.1 shows a block diagram of the speaker recognition system
studied in this thesis. The author’s publications related to each
module are also indicated.
[P1]: In this paper, we adopt temporally weighted linear prediction
features for the speaker verification task. Speech signal magnitude
spectrum is estimated using four techniques, fast Fourier transform
(FFT), linear prediction (LP), weighted linear prediction (WLP) and
stabilized WLP (SWLP). From these methods, FFT and LP are well-
known whereas the temporally weighted WLP and SWLP meth-
ods have not been previously studied in speaker recognition. We
compare these features using the NIST SRE 2002 corpus and GMM-
UBM recognizer. We demonstrate that, although there is only minor
improvement in EER from 9.2% using FFT to 9.1% using SWLP in
clean condition, SWLP outperforms the comparative methods un-
der additive noise corruption from 17.4% using FFT to 15.6% using
SWLP under 0 dB factory noise. By using spectral subtraction as a
speech enhancement technique, we obtain further improvement in
EER at low signal-to-noise (SNR) conditions from 15.6% to 11.2%
using SWLP under 0 dB factory noise.
[P2]: In this paper, a novel speech analysis method, extended
weighted linear prediction (XLP), is introduced as an extension of
WLP. Instead of the short-time energy (STE) of the immediate signal
history as the error weighting function in WLP and SWLP, absolute
value sum (AVS) weighting is proposed. It uses average absolute
value of the current sample and the lagged samples as the weights
for each lag in estimating the current sample. In this way, XLP
places further emphasis on samples with high energy which are as-
sumed to be less vulnerable to noise. Similar to SWLP, stabilized XLP
(SXLP) is also defined and studied along with the other spectrum
estimation techniques. Using the NIST SRE 2002 corpus we find
that SXLP yields improves EER under clean condition from 9.2%
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Figure 6.1: Stages and modules for speaker recognition. The pentagons show the connections
of publications [P1] - [P9] to different components.
(FFT) to 8.8% (SXLP), whereas in noisy conditions, SWLP slightly
outperforms SXLP (EER of 16.5% for SXLP and 16.6% for SWLP
under 0 dB factory noise corruption).
[P3]: In this paper, we propose to use non-parametric multita-
per method as an alternative to FFT. Multitapering uses weighted
average of subspectra of a speech frame estimated using differ-
ent window functions. There exists different multitaper variants
such as Thomson [114], sine [115] and multipeak [116] tapers. In
our preliminary experiments [57], we found that the multipeak vari-
ant outperforms the conventional Hamming windowed FFT spec-
trum using GMM-UBM and GLDS recognizers on the NIST SRE
2006 core task. In [P3] we further carry out more comprehensive
study of the Thomson, multipeak and sine weighted cepstrum estima-
tor (SWCE) [117] methods using a GMM-UBM recognizer on the
NIST SRE 2002 corpus. From the experiments we conclude that
all the multitaper methods outperform the conventional FFT-based
MFCCs by a wide margin from an EER of 9.7% for FFT to 8.1% of
Thomson. This improvement, importantly, also generalizes to addi-
tive noise corruption scenario (from EER of 11.5% for FFT to 10.3%
for Multipeak, under 0 dB factory noise corruption).
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[P4]: In this paper, a GMM-UBM based speaker identification
system is integrated into a speech separation system (to separate two
speech signals which are mixed together). Speaker identification
and speech separation modules are utilized in a closed-loop struc-
ture where the identities are first estimated and speech separation
performed based on these estimated identities. The identities are
then refined based on the separated signal. The evaluation corpus
is a small-vocabulary corpus designed for speech separation challenge
[243]. Perceptual evaluation of speech quality (PESQ) [92] is chosen as
the system performance metric. According to our experiments on
100 mixed utterances, the proposed speaker-dependent system im-
proves overall performance compared to speaker-independent sys-
tem. The PESQ scores of the separated signals using oracle speaker
identities are generally close to the system using the proposed
speaker identification module (from 2.2 for speaker-dependent to
2.4 for proposed system; the oracle identities gives a PESQ score of
2.5 for signals mixed at 0 dB). This suggests high accuracy of the
proposed approach. Further studies and improvements are pro-
posed in [P5, P6].
[P5]: This paper introduces a novel speaker identification ap-
proach for mixed signals independent of speech separation system,
as a continuation of [P4]. The method aims at signal-to-signal ratio
(SSR) independent recognition in which both of the speakers in the
mixed signal are identified. The main differences of the proposed
method and the popular Iroquois [249] method are independence
from the speech separation system as well as text-independence.
The proposed method both identifies the speakers and produces
SSR estimate as a by-product. The proposed speaker identification
approach achieves an error rate of 3% and 7% when both target
speakers are found from the top-3 and top-2 most likely speakers,
respectively. Compared to the results reported in [249], recogni-
tion error of 2% for finding target speakers in the top-2 list, indi-
cates that the proposed method achieves comparable accuracy to
Iroquois while keeping the computational complexity significantly
lower. In specific, the Gaussian computations with respect to num-
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ber of speakers is reduced from exponential to linear.
[P6]: In this paper, we include a double-talk detection method
[257] for determining the single- and double-talk regions in a mixed
signal composed of two speakers. The double-talk detection prob-
lem is considered as a model selection problem to find the number
of speakers at the frame level. To enhance the speaker identification
system accuracy in [P5], we treat the single- and double-talk frames
differently. The double-talk frames are processed using the system
of [P5] to make the initial speaker scores. The single-talk frames
scores, in turn, are added to the initial scores followed by maxi-
mum likelihood based decision. The proposed system reduces the
average identification error, for finding both target speakers from
the top-3 list, from 3.5% to 2.6%.
[P7]: In this paper, we propose a fast score computation by se-
lecting a subset of feature vectors. The idea is to select more infor-
mative transient feature vectors for speaker recognition and to drop
the steady-state parts of the signal. After segmentation, the first and
the last frames of each segment are used as representatives of that
segment for scoring. To evaluate the method, we collected a speech
database of Persian speaking males from TV broadcasts in Iranian
TV channels. Our experiments indicate that, by using the proposed
method, it is possible to speed-up a GMM-UBM system score com-
putation 4 times faster in terms of the number of feature vectors fed
to scoring module, without loss in recognition accuracy.
[P8]: In this paper, we propose a method for predicting the
top-scoring UBM components in the GMM-UBM method to reduce
the computational load. To this end, in the proposed sorted GMM
method, we find a mapping function to project the D-dimensional
feature vectors onto 1-dimensional scalar values. The mapping
function is optimized to produce similar values for the top-scoring
Gaussian means corresponding to a feature vector. We propose to
use weighted sum of feature vector entries with particle swarm opti-
mization (PSO) method for optimizing the projection weights. The
proposed technique is evaluated on the NIST SRE 2002 corpus. Our
experiments indicate that the Gaussian evaluations in UBM can be
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reduced by a factor of 4 with negligible loss in recognition accuracy.
Further combination of the algorithms in [P7] and [P8] was studied
in [290].
[P9]: Motivated by the encouraging results in [P8], we extend
the sorted GMM further to do simultaneous frame and Gaussian
selection. Two mapping functions are utilized and the fitness func-
tion for optimizing the weights is defined to find orthogonal direc-
tions in the sorted GMM space. Using the proposed method, each
feature vector in the test phase is projected onto two-dimensional
space spanned by the mapped values of the UBM mean vectors.
The UBM means lying in a rectangular neighborhood of the pro-
jected test vector value are then chosen for Gaussian evaluation. If
the rectangular area covers the entire 2-D space, a full evaluation of
the UBM Gaussians is needed (see Fig. 2 in [P9]). Using the NIST
SRE 2002 corpus we found that the 2-D sorted GMM yields better
trade-off between speed-up and recognition accuracy as compared
to its 1-D version (EER @ 5:1 speed-up: (baseline) 8.3% → [P8]
8.6%→ [P9] 8.4%).
A summary of the contributions and the main achievements are
shown in Table 6.1.
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Table 6.1: Summary of the main results in publications [P1-P9] (EER: equal error rate; PESQ:
perceptual evaluation of speech quality).
Contribution Corpus Metric Results
P1
WLP- and SWLP-based
spectrum estimator in noisy
conditions. NIST
SRE
2002
EER
FFT vs. proposed
clean: 9.2%→ 9.1%
10 dB: 10.1%→ 10.0%
0 dB: 17.4%→ 15.6%
P2
XLP and SXLP methods in
noisy conditions.
EER
FFT vs. proposed
clean: 9.2%→ 8.8%
10 dB: 10.1%→ 9.8%
0 dB: 18.3%→ 16.6%
P3
Multitaper spectrum esti-
mators in noisy conditions.
EER
FFT vs. proposed
clean: 9.7%→ 8.3%
10 dB: 10.4%→ 8.7%
0 dB: 11.5%→ 10.4%
P4
Monaural speaker identifi-
cation module in a loop
structure with speech sepa-
ration
GRID
2006
PESQ @ 0 dB
No identification: 2.2
proposed: 2.4
Upper bound: 2.5
P5
Stand-alone monaural
speaker identification
system
Identification
error rate
0 dB: 0.8%
Average: 3.5%
P6
Improving monaural
speaker identification sys-
tem using double talk
detector
Identification
error rate
0 dB: 0.6%
Average: 2.6%
P7
Frame selection algorithm
for test phase speed-up
Self-
collected
corpus
in
Persian
Speed-up ra-
tio, EER
GMM-UBM vs. proposed
5:1, 3.8%→ 4.2%
10:1, 3.8%→ 5.0%
P8
Gaussian selection al-
gorithm for test phase
speed-up
NIST
SRE
2002
Speed-up ra-
tio, EER
GMM-UBM vs. proposed
5:1, 8.3%→ 8.6%
10:1, 8.3%→ 9.4%
P9
Frame and Gaussian selec-
tion algorithm for test phase
speed-up
Speed-up ra-
tio, EER
GMM-UBM vs. proposed
5:1, 8.3%→ 8.4%
10:1, 8.3%→ 9.3%
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7 Conclusions
In this thesis, we have studied new methods for speech
parametrization, monaural recognition and fast match score com-
putation in text-independent speaker recognition. Firstly, tempo-
rally weighted extensions of the conventional parametric linear
prediction model as well as non-parametric multitapering meth-
ods were studied for robust estimate of the MFCC features. We
found out that spectrum estimation in noisy conditions is impor-
tant and needs further attention. All the proposed spectrum esti-
mation methods outperformed conventional FFT-based approach,
especially under noisy conditions. Further study of spectrum esti-
mation methods is required on other speech processing applications
such as speech and language recognition.
Secondly, monaural speaker modeling was considered, in which
two speakers from overlapped speech needs to be identified. We
proposed to include an interaction with a speech separation mod-
ule to refine the speaker identities using separated signals. A stand-
alone monaural speaker identification method was also developed
and evaluated on the GRID corpus. The evaluation results indicated
comparable identification accuracy with the popular Iroquois system
but with significantly reduced computations. We further enhanced
the proposed recognition method by using a double-talk detector.
Since the GRID corpus is a limited-vocabulary, synthetically mixed
corpus, evaluating the method on more realistic corpora is required
for further validation. The new version of the GRID corpus, intro-
duced for a challenge in Interspeech 2011, contains more realistic
everyday noises and provides a potential future test bench.
Finally, fast match score computation methods were proposed
for computationally efficient recognition. Our focus was on new
types of frame and Gaussian selection methods, which can also be
combined to attain further speed-up in the test stage. The proposed
methods were evaluated on the NIST SRE 2002 and self-collected
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Persian corpora and need to be further evaluated using more re-
cent NIST SRE corpora and classifiers. The fast scoring techniques
developed in this thesis are introduced for the GMM-UBM system
but, in principle, they are also applicable on the more modern factor
analysis and SVM-based systems. These are left as future goals.
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Temporally Weighted Linear Prediction Features for
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Abstract—Text-independent speaker verification under additive
noise corruption is considered. In the popular mel-frequency cep-
stral coefficient (MFCC) front-end, the conventional Fourier-based
spectrum estimation is substituted with weighted linear predictive
methods, which have earlier shown success in noise-robust speech
recognition. Two temporally weighted variants of linear predictive
modeling are introduced to speaker verification and they are com-
pared to FFT, which is normally used in computing MFCCs, and to
conventional linear prediction. The effect of speech enhancement
(spectral subtraction) on the system performance with each of the
four feature representations is also investigated. Experiments by
the authors on the NIST 2002 SRE corpus indicate that the accu-
racy of the conventional and proposed features are close to each
other on clean data. For factory noise at 0 dB SNR level, baseline
FFT and the better of the proposed features give EERs of 17.4%
and 15.6%, respectively. These accuracies improve to 11.6% and
11.2%, respectively, when spectral subtraction is included as a pre-
processing method. The new features hold a promise for noise-ro-
bust speaker verification.
Index Terms—Additive noise, speaker verification, stabilized
weighted linear prediction (SWLP).
I. INTRODUCTION
S PEAKER verification is the task of verifying one’s identitybased on the speech signal [1]. A typical speaker verifica-
tion system consists of a short-term spectral feature extractor
(front-end) and a pattern matching module (back-end). For pat-
tern matching, Gaussian mixture models [2] and support vector
machines [3] are commonly used. The standard spectrum anal-
ysis method for speaker verification is the discrete Fourier trans-
form, implemented as the fast Fourier transform (FFT). Linear
prediction (LP) is another approach to estimate the short-time
spectrum [4].
Research in speaker recognition over the past two decades
has largely concentrated on tackling the channel variability
problem, that is, how to normalize the adverse effects due to
differing training and test handsets or channels (e.g., GSM
versus landline speech) [5]. Another challenging problem in
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speaker recognition, and speech technology in general, is that
of additive noise, that is, degradation that originates from other
sound sources and adds to the speech signal.
Neither FFT nor LP can robustly handle conditions of addi-
tive noise. Therefore, this topic has been studied extensively in
the past few decades and many speech enhancement methods
have been proposed to tackle problems caused by additive noise
[6], [7]. These methods include, for example, spectral subtrac-
tion, Wiener filtering and Kalman filtering. They are all based
on forming a statistical estimate for noise and removing it from
the corrupted speech. Speech enhancement methods can be used
in speaker recognition as a preprocessing stage to remove addi-
tive noise. However, they have two potential drawbacks. First,
noise estimates are never perfect, which may result in removing
not only the noise but also speaker-dependent components of
the original speech. Second, additional preprocessing increases
processing time which can become a problem in real-time au-
thentication.
Another approach to increase robustness is to carry out
feature normalization such as cepstral mean and variance nor-
malization (CMVN), RASTA filtering [8] or feature warping
[9]. These methods are often stacked with each other and com-
bined with score normalization such as T-norm [10]. Finally,
examples of model-domain methods, specifically designed
to tackle additive noise, include model-domain spectral sub-
traction [11], missing feature theory [12] and parallel model
combination [13], to mention a few. Model-domain methods
are always limited to a certain model family, such as Gaussian
mixtures.
This paper focuses on short-term spectral feature extraction
(Fig. 1). Several previous studies have addressed robust fea-
ture extraction in speaker identification based on LP-derived
methods, e.g., [14]–[16]. All these investigations, however, use
vector quantization (VQ) classifiers and some of the feature ex-
traction methods utilized are computationally intensive, because
they involve solving for the roots of LP polynomials. Differently
from these previous studies, this work a) compares two straight-
forward noise-robust modifications of LP and b) utilizes them
in a more modern speaker verification system based on adapted
Gaussian mixtures [2] and MFCC feature extraction. The robust
linear predictive methods used for spectrum estimation (Fig. 1)
are weighted linear prediction (WLP) [17] and stabilized WLP
(SWLP) [18], which is a variant of WLP that guarantees the sta-
bility of the resulting all-pole filter. Rather than removing noise
as speech enhancement methods do, the weighted LP methods
aim to increase the contribution of such samples in the filter op-
timization that have been less corrupted by noise. As illustrated
in Fig. 2, the corresponding all-pole spectra may preserve the
formant structure of noise-corrupted voiced speech better than
1070-9908/$26.00 © 2010 IEEE
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Fig. 1. Front-end of the speaker recognition system. While standard mel-fre-
quency cepstral features derived through a mel-frequency spaced filterbank
placed on the magnitude spectrum are used in this work, the way how the magni-
tude spectrum is computed varies (       	
	 		, baseline
method;   
	 	

   
 
	 	

;
  

 
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	 	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
).
Fig. 2. Examples of FFT, LP, WLP, and SWLP spectra for a voiced speech
sound taken from the NIST 2002 speaker recognition corpus and corrupted by
factory noise (SNR   dB). The spectra have been shifted by approximately
10 dB with respect to each other.
the conventional methods. The WLP and SWLP features were
recently applied to automatic speech recognition in [19] with
promising results; the authors were curious to see whether these
improvements would translate to speaker verification as well.
II. SPECTRUM ESTIMATION METHODS
In linear predictive modeling, with prediction order , it is as-
sumed that each speech sample can be predicted as a linear com-
bination of previous samples, , where
is the digital speech signal and are the prediction coeffi-
cients. The difference between the actual sample and its pre-
dicted value is the residual . WLP is
a generalization of LP. In contrast to conventional LP, WLP in-
troduces a temporal weighting of the squared residual in model
coefficient optimization, allowing emphasis of the temporal re-
gions assumed to be little affected by the noise, and de-em-
phasis of the noisy regions. The coefficients are solved by
minimizing the energy of the weighted squared residual [17]
, where
is the weighting function. The range of summation of (not
explicitly written) is chosen in this work to correspond to the
autocorrelation method, in which the energy is minimized over
a theoretically infinite interval, but is considered to be zero
outside the actual analysis window [4]. By setting the partial
derivatives of with respect to each to zero, the WLP normal
equations arrived at are
(1)
which can be solved for the coefficients to obtain the WLP
all-pole model . It is easy to show
that conventional LP can be obtained as a special case of WLP:
by setting for all , where is a finite nonzero con-
stant, becomes a multiplier of both sides of (1) and cancels
out, leaving the LP normal equations [4].
The conventional autocorrelation LP method is guaranteed to
produce always a stable all-pole model, that is, a filter where all
poles are within the unit circle [4]. However, such a guarantee
does not exist for autocorrelation WLP when the weighting
function is arbitrary [17], [18]. Because of the importance
of model stability in coding and synthesis applications, SWLP
was developed [18]. The WLP normal equations (1) can be
alternatively written in terms of partial weights as
(2)
where for . As shown in [18] (using a
matrix-based formulation), model stability is guaranteed if the
partial weights are, instead, defined recursively as
and
. Substitution of these values in (2) gives the SWLP
normal equations.
The motivation for temporal weighting is to emphasize the
contribution of the less noisy signal regions in solving the LP
filter coefficients. Typically, the weighting function in WLP
and SWLP is chosen as the short-time energy (STE) of the
immediate signal history [17]–[19], computed using a sliding
window of samples as . STE weighting
emphasizes those sections of the speech waveform which con-
sist of samples having a large amplitude. It can be argued that
these segments of speech are likely to be less corrupted by sta-
tionary additive noise than the low-energy segments. Indeed,
when compared to traditional spectral modeling methods such
as FFT and LP, WLP and SWLP using STE-weighting have
been shown to improve noise robustness in automatic speech
recognition [18], [19].
III. SPEAKER VERIFICATION SETUP
The effectiveness of the features is evaluated on the NIST
2002 speaker recognition evaluation (SRE) corpus, which con-
sists of realistic speech samples transmitted over different cel-
lular networks with varying types of handsets.
The experiments are conducted using a standard Gaussian
mixture model classifier with a universal background model
(GMM-UBM) [2]. The GMM-UBM system was chosen since
it is simple and may outperform support vector machines under
additive noise conditions [13]. Test normalization (T-norm)
[10] is applied on the logarithmic likelihood ratio scores. There
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TABLE I
SYSTEM PERFORMANCE UNDER WHITE NOISE
TABLE II
SYSTEM PERFORMANCE UNDER FACTORY NOISE
are 2982 genuine and 36 277 impostor test trials in the NIST
2002 corpus. For each of the 330 target speakers, two minutes
of untranscribed, conversational speech is available to train the
target speaker model. The duration of the test utterances varies
between 15 and 45 s. The (gender-dependent) background
models and cohort models for Tnorm, having 1024 Gaussians,
are trained using the NIST 2001 corpus. This baseline system
[20] has comparable or better accuracy than other systems
evaluated on this corpus (e.g., [21]).
Features are extracted every 15 ms from 30 ms frames multi-
plied by a Hamming window. Depending on the feature extrac-
tion method, the magnitude spectrum is computed differently.
For the baseline method, the FFT of the windowed frame is
directly computed. For LP, WLP and SWLP, the model coef-
ficients and the corresponding all-pole spectra are first derived
as explained in Section II. All the three parametric methods
use a predictor order of . For WLP and SWLP, the
short-term energy window duration is set to sam-
ples. A 27-channel mel-frequency filterbank is used to extract
12 MFCCs. After RASTA filtering, and coefficients, a
standard component in modern speaker verification [1], are ap-
pended. Voiced frames are then selected using an energy-based
voice activity detector (VAD). Finally, cepstral mean and vari-
ance normalization (CMVN) is performed. The procedure is il-
lustrated in Fig. 1.
Two standard metrics are used to assess recognition accu-
racy: the equal error rate (EER) and the minimum detection cost
function value (MinDCF). EER corresponds to the threshold
at which the miss rate and false alarm rate are
equal; MinDCF is the minimum value of a weighted cost func-
tion given by . In addition, a few selected
detection error tradeoff (DET) curves are plotted showing the
full trade-off curve between false alarms and misses on a normal
deviate scale. All the reported minDCF values are multiplied by
10, for ease of comparison.
To study robustness against additive noise, some noise is dig-
itally added from the NOISEX-92 database1 to the speech sam-
ples. This study uses white and factory2 noises (the latter is re-
1Samples available at http://spib.rice.edu/spib/select_noise.html
Fig. 3. Comparing the features without any speech enhancement.
ferred to as “factory noise” throughout the paper). The back-
ground models and target speaker models are trained with clean
data, but the noise is added to the test files with a given av-
erage segmental (frame-average) signal-to-noise ratio (SNR).
Five values are considered: dB,
where “clean” refers to the original, uncontaminated NIST sam-
ples. In summary, the evaluation data used in the present study
contains linear and nonlinear distortion present in the sounds of
the NIST 2002 database as well as additive noise taken from the
NOISEX-92 database.
Also included in the experiments is the well-known and
simple speech enhancement method, spectral subtraction (as
described in [6]). The effect of speech enhancement is studied
alone as well as in combination with the new features. The
noise model is initialized from the first five frames and updated
during the non-speech periods with VAD labels given by the
energy method.
IV. SPEAKER VERIFICATION RESULTS
The results for white and factory noise are shown in Tables I
and II, respectively. In addition, Fig. 3 shows a DET plot that
compares the four feature sets under factory noise degradation
at SNR of 0 dB without any speech enhancement. Examining
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Fig. 4. Comparing FFT and SWLP with and without speech enhancement
   	
 	.
the EER and MinDCF scores without speech enhancement, the
following observations are made.
• The accuracy of all four feature sets degrades significantly
under additive noise; performance in white noise is inferior
to that in factory noise2.
• WLP and SWLP outperform FFT and LP in most cases,
with large differences at low SNRs and for factory noise;
the best performing methods for white noise and factory
noise are WLP and SWLP, respectively.
• WLP and SWLP show minor improvement over FFT also
in the clean condition, showing consistency of the new fea-
tures.
• It is interesting to note that, although SWLP is stabilized
mainly for synthesis purposes and WLP has performed
better in speech recognition [19], SWLP seems to slightly
outperform WLP in speaker recognition.
Considering the effect of speech enhancement, as summa-
rized by the representative DET plot in Fig. 4, speech enhance-
ment as a preprocessing step is seen to significantly improve all
the four methods. In addition, according to Tables I and II, the
difference becomes progressively larger with decreasing SNR.
This is expected since for a less noisy signal, spectral subtraction
is also likely to remove other information in addition to noise.
After including speech enhancement, even though the enhance-
ment has a larger effect than the choice of the feature set, SWLP
remains the most robust method and together with WLP out-
performs baseline FFT. Note that here the benefit from spectral
subtraction may be quite pronounced due to almost stationary
noise types.
V. CONCLUSION
Temporally weighted linear predictive features in speaker
verification were studied. Without speech enhancement, the
new WLP and SWLP features outperformed standard FFT and
LP features in recognition experiments under additive-noise
conditions. The effectiveness of spectral subtraction in highly
noisy environments was also demonstrated. However, in the
2Factory noise has an overall “lowpass” spectral slope close to that of speech,
whereas the spectrum of white noise is flat. White noise is thus likely to corrupt
the higher formants of speech more severely.
enhanced case, both proposed methods still improved upon the
FFT baseline, and SWLP remained the most robust method.
In summary, the weighted linear predictive features are a
promising approach for speaker recognition in the presence of
additive noise.
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Abstract
This paper introduces a generalized formulation of linear
prediction (LP), including both conventional and temporally
weighted LP analysis methods as special cases. The temporally
weighted methods have recently been successfully applied to
noise robust spectrum analysis in speech and speaker recogni-
tion applications. In comparison to those earlier methods, the
new generalized approach allows more versatility in weight-
ing different parts of the data in the LP analysis. Two such
weighted methods are evaluated and compared to the conven-
tional spectrum modeling methods FFT and LP, as well as the
temporally weighted methods WLP and SWLP, by substituting
each of them in turn as the spectrum estimation method of the
MFCC feature extraction stage of a GMM-UBM based speaker
verification system. The new methods are shown to lead to per-
formance improvement in several cases involving channel dis-
tortion and additive noise mismatch between the training and
recognition conditions.
Index Terms: linear prediction, speaker verification, mel fre-
quency cepstral coefficients
1. Introduction
Modeling of the short-time magnitude spectrum is a central task
in speech and audio signal processing. The two most common
methods of spectrum analysis are the discrete Fourier transform
implemented as the fast Fourier transform (FFT) and linear pre-
diction (LP). Among other fields, they are used in feature ex-
traction for speech and speaker recognition, in which statisti-
cal recognizers are first trained to represent spectral features
of the training utterances and subsequently used to recognize
other utterances. The conventional spectrum analysis methods
used in speech and speaker recognition are known to be sensi-
tive to transmission channel distortions and additive noise. An
additional difficulty specific to recognition is mismatch, which
occurs when the channel and/or environmental noise conditions
during recognition differ from those of the training material.
In this paper, we propose a new type of robust all-pole
model and apply it to text-independent speaker verification [3].
In speaker verification, robustness with respect to noises and
mismatch has traditionally been pursued via feature normaliza-
tion (e.g. cepstral mean and variance normalization, RASTA fil-
tering, feature warping [9]), speaker model compensation [10]
and score normalization [2]. Relatively little effort, however,
has been put on making the spectrum estimation itself robust.
Typically, these approaches have been based on different vari-
ants of LP analysis, e.g. [1] [14].
Temporally weighted LP methods aim to increase the con-
tribution of such samples in the LP analysis that have been
less corrupted by distortion and noise. Weighted linear pre-
diction (WLP) [5] and its stabilized version (SWLP) [6], com-
plemented with short-time-energy (STE) weighting, have been
successfully used to alleviate the problem of noise in isolated
word recognition [6], continuous speech recognition [11] and,
most recently, speaker verification [14]. In these studies, the
methods have been substituted, in place of the FFT, as the spec-
trum estimation part of the popular mel frequency cepstral co-
efficient (MFCC) front-end. They have been shown to improve
the robustness compared to baseline FFT-based MFCC features
in noisy conditions.
The present study introduces two novel methods related to
the previously known temporally weighted LP methods: eX-
tended weighted Linear Prediction (XLP) and its stabilized ver-
sion (SXLP). We evaluate these new methods in a speaker ver-
ification task, which involves signal corruption due to both
channel distortion and additive noise, and compare their per-
formance with that of FFT, LP, WLP and SWLP. The speaker
verification system is based on adapted Gaussian mixtures [12]
and standard MFCC feature extraction.
2. Linear Predictive Models
2.1. Linear Prediction (LP)
Linear predictive speech spectrum modeling [7] assumes that
each speech sample can be predicted as a linear combination
of p previous samples, sˆn =
Pp
k=1 aksn−k, where sn are the
samples of the speech signal in a given short-term frame and
{ak} are the predictor coefficients. The number of predictor
coefficients p is the order of linear prediction. The prediction
error is denoted as en = sn − sˆn = sn − Ppk=1 aksn−k.
Conventional LP analysis minimizes the energy of the predic-
tion error signal ELP =
P
n e
2
n =
P
n(sn −
Pp
k=1 aksn−k)
2
by setting the partial derivatives of ELP with respect to each
coefficient ak to zero. This results in the normal equations
[7]
Pp
k=1 ak
P
n sn−ksn−j =
P
n snsn−j , 1 ≤ j ≤ p.
Although not explicitly written, the range of summation of n
is chosen in this work to correspond to the autocorrelation
method, in which the energy is minimized over a theoretically
infinite interval, but sn is considered to be zero outside the
actual analysis window [7]. An important benefit of the au-
tocorrelation method is that the LP synthesis model H(z) =
1/(1 −Ppk=1 akz−k) is guaranteed to be stable, i.e., the roots
of the denominator polynomial are guaranteed to lie inside the
unit circle [7].
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2.2. Weighted Linear Prediction (WLP)
Weighted linear prediction (WLP) [5] is a generalization of LP
analysis. In contrast to conventional LP, WLP introduces a tem-
poral weighting of the squared residual in model coefficient op-
timization. Specifically, in WLP, the predictor coefficients {bk}
are solved by minimizing the energy
EWLP =
X
n
e2nWn =
X
n
(sn −
pX
k=1
bksn−k)
2Wn, (1)
where Wn is the weighting function. The weighting can
be used to emphasize the importance of the prediction error in
the temporal regions assumed to be less affected by noise, and
de-emphasize the importance of the noisy regions. The WLP
model is obtained by solving the normal equations
pX
k=1
bk
X
n
Wnsn−ksn−i =
X
n
Wnsnsn−i, 1 ≤ i ≤ p.
(2)
It is easy to show that conventional LP can be obtained as a spe-
cial case of WLP: by setting Wn = d for all n, where d 6= 0, d
becomes a multiplier of both sides of (2) and cancels out, leav-
ing the LP normal equations. Typically, the weighting function
Wn in WLP is chosen as the short-time energy (STE) of the
immediate signal history [5] [6] [11] [14]: Wn =
PM
i=1 s
2
n−i,
where M has previously been chosen close to or equal to the
value of p [11] [14]. When compared to conventional spec-
tral modeling methods such as FFT and LP, WLP using STE
weighting has been recently shown to improve robustness with
respect to additive noise in the feature extraction stages of
both large vocabulary continuous speech recognition [11] and
speaker verification [14].
2.3. The Proposed XLP Method
The present paper introduces a further generalization of the
WLP analysis. In this formulation, the prediction error energy
is expressed as follows:
EXLP =
X
n
(snZn,0 −
pX
k=1
cksn−kZn,k)
2. (3)
WLP is obtained as a special case when Zn,j =
√
Wn and LP is
obtained when Zn,j = d, with d 6= 0, for all n and j. However,
if Zn,i = Zn,j does not hold for all n, i and j, the result is a
novel LP analysis method, in which each lagged sample at each
time instant is weighted separately. In other words, the new for-
mulation allows temporal weighting on a finer time scale than
WLP. This method is referred to as eXtended weighted Linear
Prediction (XLP).
The minimization of the error energy in Eq. 3 gives rise to
the XLP normal equations
pX
k=1
ck
X
n
Zn,ksn−kZn,jsn−j =
X
n
Zn,0snZn,jsn−j , (4)
1 ≤ j ≤ p.
The optimal ck values from this equation yield the inverse filter
of the XLP analysis as follows:
sn
Wn
n
j
Zn,j
100 200 300 400
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Figure 1: Upper panel: One frame of a 16 kHz male vowel
/a/. Middle panel: The corresponding STE weight function used
with WLP. Lower panel: The corresponding two-dimensional
AVS weight function used with XLP.
A(z) = 1−
pX
k=1
ckz
−k. (5)
In the present study, the following recursion was used to com-
pute the weights:
Zn,j =
m− 1
m
Zn−1,j +
1
m
(|sn|+ |sn−j |), (6)
with Zn,j = 0 for all j before the beginning of the frame. For
the parameterm, which controls the effective length of the mov-
ing average memory, m = p has been used. This weighting,
referred to as absolute value sum (AVS), emphasizes the predic-
tions of prominent signal samples, and within each prediction,
it emphasizes those lags for which the lagged signal sample has
a large amplitude. The underlying rationale for this is the same
as that for STE weighting in WLP: higher-amplitude samples
are arguably likely to contain smaller relative amounts of cor-
ruption (such as additive noise) than lower-amplitude samples.
Figure 1 shows one vowel frame sampled at 16 kHz, its cor-
responding STEweight withM = 20, and the two-dimensional
AVS weighting matrix computed according to Eq. 6 with m =
20. Figure 2 shows the spectra for the same frame computed us-
ing four methods: FFT, LP, WLP (using the STE weights) and
XLP (using the AVS weights). Order p = 20 has been used for
the linear predictive methods.
2.4. Stabilized Methods
WLP is not guaranteed to produce a stable all-pole synthesis
model 1/(1 −Ppk=1 bkz−k) (even when using the autocorre-
lation method, which in conventional LP always gives a sta-
ble model). As a remedy, a stabilized version of WLP, called
SWLP, was developed in [6]. Although SWLP is stabilized
mainly for synthesis purposes, it has been found, like WLP, to
be a robust method in the feature extraction stages of speech
recognition [6] [11] and speaker verification [14] — even sur-
passing WLP in performance in the latter application. As stated
in Section 2.3, the WLP normal equations (Eq. 2) can be rewrit-
ten as
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Figure 2: Spectra of the vowel /a/. LP, WLP and XLP use pre-
diction order p = 20.
pX
k=1
bk
X
n
Zn,ksn−kZn,jsn−j =
X
n
Zn,0snZn,jsn−j , (7)
1 ≤ j ≤ p,
where Zn,j =
√
Wn for 0 ≤ j ≤ p. As shown in [6] (using a
matrix-based formulation), model stability is guaranteed if the
weights Zn,j are, instead, defined recursively as Zn,0 =
√
Wn
and Zn,j = max(1,
√
Wn√
Wn−1
)Zn−1,j−1, 1 ≤ j ≤ p. Substi-
tution of these values in Eq. 7 gives the SWLP normal equa-
tions. A similar approach can be utilized for XLP: once the
weights Zn,j have been determined, they are replaced with
Z′n,j = max(Zn,j , Zn−1,j−1) with Zn,j = 0 for j < 0.
The resulting analysis method will be denoted as stabilized XLP
(SXLP).
3. Application to Speaker Verification
3.1. Test setup
Six different methods (FFT, LP, WLP, SWLP, XLP and SXLP)
were evaluated by substituting each one as the spectrum esti-
mation technique in the MFCC feature extraction module for
speaker verification. The effectiveness of the features was eval-
uated on the NIST 2002 speaker recognition evaluation (SRE)
corpus, which consists of speech samples transmitted over dif-
ferent cellular networks with varying types of handsets. There
are 2982 genuine and 36,277 impostor test trials in the NIST
2002 corpus. For each of the 330 target speakers, two minutes
of untranscribed, conversational speech is available to train the
target speaker model. The duration of the test utterances varies
between 15 and 45 seconds.
The experiments were conducted using a standard Gaussian
mixture model classifier with a universal background model
(GMM-UBM) [12]. Test normalization (T-norm) [2] was ap-
plied on the logarithmic likelihood ratio scores.
The (gender-dependent) background models and cohort
models for T-norm, having 1024 Gaussians, were trained using
the NIST 2001 corpus. This baseline system [13] has compa-
rable or better accuracy than other systems evaluated on this
corpus (e.g. [4]).
Features were extracted every 15ms from 30ms frames
multiplied by a Hamming window. Depending on the feature
extraction method, the magnitude spectrum was computed dif-
ferently. For the baseline method, the FFT of the windowed
frame was directly computed. For LP, WLP, XLP, SWLP and
SXLP, the model coefficients and the corresponding all-pole
spectra were first derived as explained in Section 2. All the
five parametric methods used a predictor order of p = 20. For
WLP and SWLP, STE weighting was used with the energy win-
dow duration set to M = 20 samples. For XLP and SXLP,
AVS weighting was used with averaging parameter m = 20.
A 27-channel mel-frequency filterbank was used to extract 12
MFCCs. After RASTA filtering, Δ and Δ2 coefficients were
appended. Speech frames were then selected using an energy-
based voice activity detector (VAD). Finally, cepstral mean and
variance normalization (CMVN) was performed.
Two standard metrics were used to assess recognition ac-
curacy: the equal error rate (EER) and the minimum detection
cost function value (MinDCF). EER corresponds to the thresh-
old at which the miss rate (Pmiss) and false alarm rate (Pfa) are
equal; MinDCF is the minimum value of a weighted cost func-
tion given by 0.1×Pmiss+0.99×Pfa . All the reported MinDCF
values were multiplied by 10, for ease of comparison.
In terms of robustness issues, the original NIST samples
contain training/recognition condition mismatch mostly due to
transmission channel and handset variation, and possibly small
amounts of additive noise captured by the handsets. To further
study robustness with respect to additive noise, some noise was
digitally added from the NOISEX-92 database [8] to the speech
samples. This study used the factory2 noise. The background
models and target speaker models were trained with clean data,
but the noise was added to the test files with a given average seg-
mental (frame-average) signal-to-noise ratio (SNR). Five values
were considered: SNR ∈ {original, 20, 10, 0,−10} dB, where
“original” refers to the original NIST samples (which contain
different types of channel distortion as well as possibly already
some background noise). In summary, the evaluation data used
in the present study contained linear and nonlinear distortion
present in the sounds of the NIST 2002 database as well as ad-
ditive noise taken from the NOISEX-92 database.
3.2. Results
Table 1 shows the speaker verification results. According to
the EER measure, both XLP and SXLP are consistently better
than the FFT baseline in every mismatch case. Considering both
measures of performance, SXLP is the overall best performing
method in the “original” case, where the primary source of mis-
match is channel variation, as well as in the moderately noisy
cases (added noise SNR levels 20 and 10 dB). It is closely fol-
lowed by XLP in overall performance in these cases, these two
being the two best performing methods in two cases according
to the MinDCF criterion and one case according to the EER cri-
terion. When noise corruption is further increased (added noise
SNR levels 0 and -10 dB), SWLP is still the most robust method,
as in an earlier study [14]. In these cases, however, the system
performance has severely deteriorated with each method, EERs
at 0 dB SNR being roughly almost twice those of the “original”
case.
The DET plot in Fig. 3, for the SNR level 0 dB, indicates
that the weighted LP models outperform the baseline FFT and
LP models by a wide margin. The two overall best methods at
this noise level are the stabilized versions, SWLP and SXLP.
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Figure 3: A detection error tradeoff (DET) curve plot for the
case with added factory noise SNR level 0 dB.
4. Conclusions
Novel weighted linear predictive methods XLP and SXLP,
which generalize earlier temporally weighted methods WLP
and SWLP, respectively, were evaluated in MFCC feature ex-
traction for speaker verification. The new methods are based
on imposing time-domain weighting separately on each lagged
signal sample in the prediction model and then optimizing the
prediction coefficients according to the least squares criterion.
The new variants were compared with the conventional
methods FFT and LP, as well as with WLP and SWLP. XLP
and SXLP used the novel AVS weighting scheme, while WLP
and SWLP used their usual STE weighting scheme. According
to the evaluation, SXLP was the best performing method for the
cases with channel distortion mismatch and low to moderate
amount of additive noise. XLP came close to its performance in
these cases. Both the XLP and SXLP methods improved upon
the FFT baseline in each evaluated mismatch scenario in terms
of the EER measure.
In summary, while the previously proposed SWLP method
showed the best overall performance for speech utterances
heavily corrupted by additive noise, XLP and SXLP were, in
general, the best methods in the cases where additive noise cor-
ruption was slight and channel variation was the primary source
of mismatch. Interesting research topics for future include the
search for new two-dimensional weighting schemes for XLP
and SXLP, as well as the application of these methods to new
tasks.
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Abstract
Usually the mel-frequency cepstral coefficients (MFCCs) are
derived via Hamming windowed DFT spectrum. In this paper,
we advocate to use a so-called multitaper method instead. Mul-
titaper methods form a spectrum estimate using multiple win-
dow functions and frequency-domain averaging. Multitapers
provide a robust spectrum estimate but have not received much
attention in speech processing. Our speaker recognition exper-
iment on NIST 2002 yields equal error rates (EERs) of 9.66 %
(clean data) and 16.41 % (-10 dB SNR) for the conventional
Hamming method and 8.13 % (clean data) and 14.63 % (-10 dB
SNR) using multitapers. Multitapering is a simple and robust
alternative to the Hamming window method.
Index Terms: speaker verification, multiple window method
1. Introduction
Current speech, speaker and language recognition applications
perform well under clinical laboratory setting but robust recog-
nition under variable environments, handsets and transmission
channels remains a constantly challenging problem. A ma-
jor source of problems are the spectral front-ends based on ei-
ther discrete Fourier transform (DFT) or linear prediction (LP).
The short-term spectrum is subject to many harmful variations.
Due to such variations, complex feature normalization, channel
compensation and score normalization are required [1].
In this paper, our focus is on the most popular speech
front-end, the mel-frequency cepstral coefficients (MFCCs) [2].
MFCC computation begins by multiplying a short-term frame
of speech by a tapered window function [3] and computing the
DFT of the windowed frame. The DFT magnitude spectrum is
then smoothed by using a psychoacoustically motivated filter-
bank, followed by logarithmic compression and, finally, dis-
crete cosine transform (DCT). The final feature vector is usu-
ally appended with the first and second order time derivatives
(Δ and Δ2 features) and further processed by cepstral mean
and variance normalization (CMVN) and other feature normal-
izations. In this paper our goal is to make the first step, compu-
tation of the base MFCCs, more robust.
From a statistical point of view, we imagine that, for every
short-term speech frame there exists a “true” random process
which generates that particular frame; an example would be a
digital filter driven with random inputs but with fixed filter co-
efficients. For speech signals, we imagine that there exists a
The work of T. Kinnunen was supported by the Academy of Fin-
land (project no 132129) and the work of R. Saeidi was supported by
a scholarship from the Finnish Foundation for Technology Promotion
(TES). Computing services from CSC - IT Center for Science were used
for the experiments (project no uef4836).
speaker- and phoneme-dependent random process from which
the actual speech sounds are generated from. This abstract
viewpoint, in the context of automatic speaker recognition, is
well-modeled by the Gaussian mixture model (GMM) back-end
for cepstral features [4]. The means of GMM represent speaker-
dependent information and variances model uncertainty in the
observed vectors. In this paper, our goal is to reduce that uncer-
tainty by using better MFCC estimator. For different acoustic
realizations of the same phoneme spoken by the same speaker,
a good MFCC estimator would produce “similar” MFCC vec-
tors. In statistical terms, we wish to have an MFCC estimator
with small variance. Naturally, we should also require the esti-
mated cepstrum to be, on average, close to the true cepstrum and
therefore have small bias. These bias and variance [5] can quan-
titatively be analyzed, without any model of the speech produc-
tion mechanism itself, but by imposing a mathematical model
of the random process corresponding to a single speech frame
(e.g. Gaussian zero-mean stationary process as in [6]).
The bias and variance can intuitively be understood by
considering the degree of smoothness in a spectrum estimate.
Smooth spectrum, such as the DFT spectrum after MFCC fil-
terbank averaging or an all-pole spectrum [7, 8] with a small
number of poles, have a small variance because they produce
similar spectra for different instances of the same random pro-
cess. However, over-smoothing increases the bias because
of decreased spectral resolution. A good spectrum (and cep-
strum) estimate, therefore, should have low variance to be ro-
bust against noise and other nuisance factors but also retain low
enough bias to be accurate enough representation for the given
classification task.
What are the bias and variance of the typical MFCC estima-
tion procedure and could they be improved? We first note that
the Hamming-type of time-domain window reduces the spectral
leakage resulting from the convolution of the signal and win-
dow function spectra. The windowing, therefore, reduces the
bias. The variance, unfortunately, remains high [5]. One way
to reduce the variance of the MFCC estimator is to replace the
Hamming window DFT spectrum estimate by a so-called multi-
taper spectrum estimate [6,9,10]. The idea in multitapering, as
illustrated in Fig. 1, is to pass the analysis frame through differ-
ent window functions and form the final spectrum estimate as
a weighted average of the individual sub-spectra. The window
functions or tapers are designed so that the estimation errors in
the individual sub-spectra are approximately uncorrelated. Av-
eraging these uncorrelated spectra gives a low-variance spec-
trum estimate and, consequently, low-variance MFCC estimate
as well. The multitaper method is similar to the well-known
Welch’s method which forms a time-averaged spectrum over
multiple frames. Multitapers, however, focus only on one frame
Copyright © 2010 ISCA 26-30 September 2010, Makuhari, Chiba, Japan
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Figure 1: Multiple window method of spectrum estimation analyzes data using independent windows which lead to slightly different
magnitude spectra. The final spectrum is formed as a weighted average of the individual spectra. The averaging reduces the variance
of the spectrum estimate, therefore making the spectrum less sensitive to noise compared to the conventional single-window method.
and therefore make more efficient use of the limited data.
Although multitapering guarantees low variance spectrum
estimate, it has not gained much attention in speech process-
ing so far [11]. One reason could be that, since there exists a
number of different multitapers to choose from, it may not be
clear which suits well for modeling speech signals. It is our
goal, therefore, to carry out a comparative evaluation of dif-
ferent multitaper techniques and compare their performance to
conventional single-taper technique.
2. MFCC Computation via Multitapering
Let x = [x(0) . . . x(N − 1)]T denote one frame of speech.
The most popular spectrum estimate in speech processing, the
windowed periodogram, is given by
Sˆ(f) =
∣∣∣∣∣
N−1∑
t=0
w(t)x(t)e−i2πtf/N
∣∣∣∣∣
2
, (1)
where f ∈ {0, 1, . . . , N−1} denotes the discrete frequency in-
dex andw = [w(0) . . . w(N−1)]T is a time-domain window
function which usually is symmetric and decreases towards the
frame boundaries (e.g. Hamming). From a statistical perspec-
tive, the use of a Hamming-type of window reduces the bias
of the spectrum, i.e. how much the estimated spectral density
value Sˆ(f) differs from the true value S(f), on average. But
the estimated spectrum still has large variance. To reduce the
variance, multitaper spectrum estimator [5, 9, 12] can be used:
Sˆ(f) =
k∑
j=1
λ(j)
∣∣∣∣∣
N−1∑
t=0
wj(t)x(t)e
−i2πtf/N
∣∣∣∣∣
2
. (2)
Here, k multitapers wj = [wj(0) . . . wj(N − 1)]T , j =
1, . . . , k, are used with corresponding weights λ(j). The mul-
titaper estimate is therefore obtained as a weighted average of
k individual sub-spectra (Fig. 1). The conventional single-
window method (1) is obtained as a special case when k = 1
and λ = 1.
A number of different tapers have been proposed in litera-
ture for spectrum estimation, such as Thomson [9], sine [10] and
multipeak tapers [12]. For cepstrum analysis, the sine tapers are
applied with optimal weighting in [13]. Each type of taper is
designed for some given type of (assumed) random process; as
an example, Thomson tapers are designed for flat spectra (white
noise) and multipeak tapers for peaked spectra (such as voiced
speech). In general, the tapers are designed so that the estima-
tion errors in the individual subspectra will be approximately
uncorrelated, which is the key to variance reduction. The de-
tails of finding the optimal tapers for a given process is out of
the scope of the current paper but for the interested reader we
mention that the solution is obtained from an eigenvalue prob-
lem where the eigenvectors and -values correspond to the tapers
and their weights, respectively. Additional constraints are often
added to the optimization problem to force the designed tapers
be robust against violated assumptions of the random process.
In practice, many multitapers work well even though designed
for another process. For instance, the Thomson window [9], de-
signed for white noise, perform well for any smooth spectrum.
3. Noise Robustness of Multitapering
Figure 2 demonstrates the use of multitaper spectrum estimation
for analysis of speech under additive factory noise corruption.
The left panel shows spectrum estimate using the conventional
single-taper (Hamming) method whereas the right panel shows
spectrum estimate using multipeak tapers with k = 6 tapers.
The upper lines (blue) correspond to clean speech and the lower
lines (red) to noisy speech. The single-taper spectrum contains
more details and shows large difference between the clean and
the noisy frame. The multitaper spectra, in turn, are smooth
and look visually more similar between the clean and the noisy
version. In short, the multitaper method has smaller variance.
To understand the bias and variance trade-off better, we
consider the variance and spectrum resolution of the single- and
multi-taper methods. For the windowed periodogram (1), the
variance is usually approximated as [5]
V [Sˆ(f)] ≈ S2(f). (3)
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Figure 2: Single- and multitaper methods under additive noise.
The spectra in each plot have been shifted for visualization.
The spectral resolution, that is, the frequency spacing under
which two frequency components cannot be separated, is ap-
proximately Bw = 1/N for the rectangle window but Bw =
2/N for the Hamming window. This suggests that, even though
Hamming window reduces the spectral bias, it has twice as poor
spectral resolution as the rectangular window. Note also that (3)
does not depend on the window length N and thus, more data
will not reduce the variance.
For the multiple window spectrum estimator (2), the spec-
tral resolution is approximately Bw = k/N [9] and the variance
can be approximated as
V [Sˆ(f)] ≈ 1
k
S2(f). (4)
This result is analogous to the known fact that variance of the
mean of sample of size k is inversely proportional to k. The for-
mula is approximately valid also for the Welch’s method with
50% overlap between the windows [5]. The formula (4) sug-
gests that, by increasing the number of tapers, we can reduce the
variance of the spectrum estimate, hence making the spectrum
more robust across random variations. The robustness, how-
ever, is traded off with spectrum resolution. We expect an op-
timal number of tapers to be a compromise between robustness
and resolution, as we shall demonstrate by speaker recognition
experiments in Section 5.
Note that the formulae (3) and (4) consider variance in spec-
tral and not MFCC domain which are generally different due to
the logarithmic compression and cosine transform. Neverthe-
less, if the estimated spectrum deviates from the true spectrum,
so will the resulting MFCC vector deviate from the true MFCC.
For a mathematical treatment of MFCC bias and variance, refer
to the recent studies [6, 14].
4. Speaker Verification Setup
We use the NIST 2002 speaker recognition evaluation (SRE)
corpus for the experiments. It contains 139 males and 191 fe-
males and there are 2982 genuine and 36,277 impostor trials.
For the baseline Hamming method, we compute the MFCCs as
it is usually done: Hamming windowing, DFT magnitude spec-
trum, 27 mel-frequency spaced filters, logarithm and discrete
cosine transform. We keep the lowest 18 MFCCs, excluding
c0 as usual. For the Thomson [9], multipeak [12] and sine-
weighted cepstrum estimator (SWCE) [13] methods, we pro-
ceed similarly but estimate the magnitude spectrum using the
multitaper spectrum estimator as described in Section 2. The
complete front-end includes RelAtive SpecTrAl (RASTA) filter
for the base MFCCs, Δ and Δ2 coefficients, an energy-based
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Figure 3: Effect of the number of tapers to EER and MinDCF.
voice activity detector (VAD) and, finally, cepstral mean and
variance normalization (CMVN).
We utilize a standard Gaussian mixture model with univer-
sal background model (GMM-UBM) [4] as our system back-
end, with test normalization (Tnorm) [15] applied on the log
likelihood ratio scores. We have utilized the same system re-
cently in [8,16]. The data for UBM training and T-norm models
were drawn from the NIST 2001 corpus.
In comparison of the different MFCC estimation methods,
we consider both the equal error rate (EER) and the minimum
detection cost function value (MinDCF). EER is the error rate
for which the miss rate (Pmiss) and the false alarm rate (Pfa)
are equal. MinDCF, in turn, is used in the NIST speaker recog-
nition evaluations and defined to be the minimum of the error
functional 0.1×Pmiss +0.99×Pfa. In addition, we display se-
lected detection error tradeoff (DET) curves for the entire trade-
off of false alarm and miss rates.
For systematic study of the robustness of the four feature
sets, we consider their performance under additive factory noise
degradation (noise drawn from the NOISEX-92 corpus).The
UBM and target model training data are kept untouched, but the
noises are added to the test files with a given average segmental
signal-to-noise ratio (SNR).We consider five SNR levels: clean,
20, 10, 0, and -10 dB, where “clean” refers to the original NIST
samples. To focus on differences of the spectrum estimation
methods and not to accuracy of the energy VAD (whose accu-
racy degrades to near-unusable level at SNRs less than 0 dB),
we use VAD labels derived from the clean signal in all cases.
5. Speaker Recognition Results
We first study how the number of tapers affects the accuracy on
the original NIST data. We compare the EERs and MinDCFs
of the three multitaper techniques and also show the conven-
tional single-taper method (Hamming window) as a reference
in Fig. 3. Firstly, all the multitaper methods outperform the
single-taper method, even when the number of tapers is not set
to optimum; the error rates are lower than for the baseline for
4 ≤ k ≤ 12. Secondly, the multitaper methods show con-
vex error curves as hypothesized; too low an order increases
the variance whereas too high an order increases the bias of
the spectrum estimate. The optimum number of tapers, for this
dataset, is on the range 4 ≤ k ≤ 8.
We next study the performance of the methods under the
additive factory noise corruption. Based on Fig. 3, we fix the
number of tapers as k = 4 for Thomson and k = 8 for both
multipeak and SWCE. The results are shown in Table 1 and
Fig. 4. All methods significantly degrade with decreasing SNR
as expected. It is also clear that multitaper methods outperform
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Table 1: System performance under factory noise corruption (18 MFCCs). For each row, the best EER and MinDCF are bolded.
Signal-to-noise Equal error rate (EER %) MinDCF
ratio (dB) Hamming Thomson Multipeak SWCE Hamming Thomson Multipeak SWCE
clean 9.66 8.13 8.23 8.35 4.03 3.33 3.25 3.37
20 10.23 8.40 8.34 8.74 4.13 3.43 3.45 3.47
10 10.45 8.57 8.92 8.69 4.15 3.60 3.53 3.54
0 11.54 10.29 10.28 10.45 5.02 4.46 4.24 4.30
-10 16.41 15.49 15.60 14.63 7.42 7.11 6.76 6.78
the baseline (Hamming) in both EER and MinDCF. From the
three multitaper methods Thomson works best on clean data
whereas multipeak and SWCE perform better at lower SNRs.
  1   2   5   10   20   401
2
5
0
20
40
False Alarm probability (in %)
NIST 2002, factory noise at 0 dB SNR
Hamming (EER = 11.54%, MinDCF = 5.02)
Thomson (EER = 10.29%, MinDCF = 4.46)
Multipeak (EER = 10.28%, MinDCF = 4.24)
SWCE (EER = 10.45%, MinDCF = 4.30)
Baseline
single−taper
(Hamming)
Multitaper
methods
Figure 4: Performance of single- and multitaper methods under
additive factory noise (0 dB SNR).
6. Conclusions
In this paper we have promoted to use multitapers for robust
MFCC extraction. Our speaker verification results indicate that
multitapers, independent of the chosen taper type, clearly out-
perform conventional single-window technique. We observed
this on both clean and noisy data, suggesting insensitivity to
both the type and number of tapers (which was optimized on
clean data). Due to their (slightly) better performance on the
noisier conditions, we recommend to use either the multipeak
or the SWCE tapers instead of Thomson. A good choice for the
number of tapers is 4 to 8. In conclusion, multitapers are sim-
ple and robust alternative for the conventional single-window
methods.
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ABSTRACT
In this paper, we propose a closed loop system to improve the perfor-
mance of single-channel speech separation in a speaker independent
scenario. The system is composed of two interconnected blocks: a
separation block and a speaker identiſcation block. The improve-
ment is accomplished by incorporating the speaker identities found
by the speaker identiſcation block as additional information for the
separation block, which converts the speaker-independent separation
problem to a speaker-dependent one where the speaker codebooks
are known. Simulation results show that the closed loop system en-
hances the quality of the separated output signals. To assess the im-
provements, the results are reported in terms of PESQ for both target
and masked signals.
Index Terms— Single-channel speech separation, speaker iden-
tiſcation, sinusoidal mixture estimator, vector quantization, Gaus-
sian mixture model.
1. INTRODUCTION
A reliable and efſcient speech separation system is desirable for
many audio or speech applications where the best performance
of the applications is only achieved when the signals are clean.
Single-channel speech separation (SCSS) has been introduced as
an ill-conditioned problem where we are required to estimate two
unknown signals from one given mixture. Various statistical models
have been adopted to solve the SCSS problem [1–3] where good
results are only obtained under certain conditions like having a
priori knowledge of speaker identities in the given mixture. This
unrealistic but effective assumption is made to ease the SCSS prob-
lem. In practice, however, the speaker identities in the mixture are
not known a priori. As a consequence, it is desired to design a
model-based speaker independent SCSS system.
In [4], a system was proposed to capture speaker identities for
enabling speaker dependent separation based on a Computationally
Auditory Scene Analysis (CASA) framework on a given mixture of
unknown speakers. Their system identiſes the speakers identities
based on Gaussian mixture models (GMM) and employed a pitch
dependent method to re-synthesize the target speaker signal. In [5],
the separation system used max approximation based on log-spectra
of the underlying speaker signals along with Algonquin as the sep-
aration engine. In both systems reported in [4], [5], the speaker
identiſcation performance was successful almost in all trials, and
system performance was assessed in terms of speech recognition
word error rate. Most of previously proposed methods in speech
separation literature were focused on speech recognition accuracy
and not on re-synthesized speech quality of the separated speaker
signals themselves.
In this paper, we consider a novel way of joining a speech sep-
aration system and a speaker identiſcation system. The key idea is
to put these systems (blocks) into a closed loop and send feedbacks
from each system to another to add more information to solve the
SCSS problem. Each block could be viewed as a preprocessor for
the other. The proposed approach beneſts from the high separability
of model-based speaker dependent separation methods and is also
able to separate the speaker signals, without knowing their identities
(i.e. generality). To assess the quality of the separated signals we
report the separation results in terms of Perceptual Evaluation of
Speech Quality (PESQ) [6] as our objective measure. We evaluate
the performance of the system using a database consisting of 100
mixed speech signals with signal to signal ratio (SSR) ranging from
-9 dB to +9 dB. The results show that the proposed approach signiſ-
cantly outperforms the technique that applies a single trained model
for each gender (speaker independent case).
The paper is organized as follows. In Section 2 we explain the
speech separation block and Section 3 presents the speaker identi-
ſcation block. In Section 4 we present the proposed joint speech
separation speaker identiſcation system. In Section 5 we present the
simulation results and ſnally Section 6 concludes on the work.
2. SINGLE-CHANNEL SEPARATION SYSTEM
The separation system transforms speaker signals from the DFT do-
main into modiſed sinusoidal features composed of amplitude, fre-
quency and phase vectors. Each frame is modeled by using the si-
nusoidal model similar to [7] and we have s = VTa where V =
[v1 . . .vM ]
T is an M ×N Vandermonde matrix whose rows are vi
deſned as vi = [1 ejωi . . . ejωi(N−1)]T with i ∈ [1,M ] as
the sinusoidal frequency vector of dimension N×1, and ωi is the fre-
quency of the selected peak at the ith band, s is the time frame of the
speaker signal by using the sinusoidal model, and a = [a1 . . . aM ]T
is a M × 1 complex sinusoidal amplitude vector found at a frame.
The estimation process for obtaining the sinusoidal parameters is al-
ready described in [8]. We select only one peak with the largest
amplitude per Mel scale subband.
In the core of the separation system we use a sinusoidal mix-
ture estimator to ſnd the most likely states of the composite sources
of the underlying speakers. The performance of the proposed sinu-
soidal estimator is studied in [9]. In the following we explain how
the separation system works. The mixed signal can be represented as
z = VTz az where Vz is a Vandermonde matrix composed of M fre-
quency vectors of N×1 with vz,i = [1 ejωz,i . . . ejωz,i(N−1)]T
composed of set of sinusoidal frequency peaks for the mixture at the
ith band denoted by ωz,i. The sinusoidal mixture estimator mini-
mizes a cost function deſned in the sinusoidal space in order to ſnd
the best indices from the speakers source models. We deſne the
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power spectrum for the selected sinusoid at at the ith band as
P (ejω) = σ2i + A
2
i [δ(ω − ωi) + δ(ω + ωi)] , (1)
where we deſne ωi as the frequency of the selected sinusoid peak
at the ith band which can be substituted with ωk,i where k = 1, 2
indicates speaker one and two. Similarly to (1), we deſne Pz(ejωz )
as the mixture power spectrum. We consider the squared error be-
tween the power spectra of the estimated and given mixture as our
cost function for sinusoidal mixture estimator. This cost function
is only sampled at sinusoidal peaks indicated by ωz . The expected
value for the periodogram for each signal spectrum is then given
by E{Pˆ (ejω)} = P (ejω) ∗ W (ejω) with E{.} as the expectation
operator. At the ith band, the expected value of the mixture approx-
imation error is given by
E{i(e
jω)} = E{Pˆz(e
jω)− Pˆ1(e
jω)− Pˆ2(e
jω)} (2)
= σ2,i + A
2
z,i[W (e
j(ω−ωz,i)) + W (ej(ω+ωz,i))]
−
2∑
k=1
A
2
k,i[W (e
j(ω−ωk,i)) + W (ej(ω+ωk,i))], (3)
with σ2,i = σ
2
z,i−σ
2
1,i−σ
2
2,i as the variance of the error. We replace
ω by ωz,i to only sample this cost function at sinusoidal peaks of the
mixture and we obtain
||2i =
∣∣∣A2z,i −A21,iW (ej(ωz,i−ω1,i))−A22,iW (ej(ωz,i−ω2,i))
∣∣∣2 ,
(4)
where A1,i,A2,i and Az,i are the ſrst, second and the mixture si-
nusoidal amplitude selected at the ith band. The mixture estimation
error indicated by d is d =
∑Mˆ
i=1 
2
i . To ſnd the most likely indices,
it is required to search for among all possible states of the composite
sources denoted by {q∗, t∗}. This index ſnding can be considered
as the following minimization problem
{q∗, t∗} = argmin
q,t
dq,t , (5)
where q, t can be any possible state included in the composite source
models and dq,t the cost function. At each frame, by solving this
minimization problem we ſnd two states of the speaker models (here
split-VQ codebooks) that when combined best ſt the given mixed
signal. The source models used in our separation system are split-
VQ on sinusoidal parameters as proposed in [8]. The source models
are divided into amplitude and frequency part in a tree-like struc-
ture. Each entry of such source model is composed of a sinusoidal
amplitude vector and several sinusoidal frequency vectors as its can-
didates. The selected codebook indices are then sent to a weighted
overlap-add (OLA) block to reconstruct the separated signals.
3. SPEAKER IDENTIFICATION SYSTEM
A GMM based framework is a common baseline system in speaker
recognition applications [10]. Such a system is normally used as
a reference when one needs to evaluate the effectiveness of novel
algorithms or modeling approaches [11]. The GMM is a statisti-
cal approach for text-independent speaker recognition with a high
computational load during the test phase. A popular method for
training GMMs is based on the maximum-likelihood (ML) crite-
rion, which has been shown to outperform several other existing
techniques. In state-of-the-art systems, speaker-dependent GMMs
are derived from a speaker-independent universal background model
Fig. 1. Joint speaker identiſcation and speech separation block dia-
gram.
(UBM) by adapting the UBM components with maximum a poste-
riori (MAP) adaptation using speakers personal training data [12].
This method constructs a natural association between the UBM and
the speaker models. For each UBM Gaussian component there is a
corresponding adapted component in the speakers GMM. In the ver-
iſcation phase each test vector is scored against all UBM Gaussian
components, and a small number of the best-scoring components
in the corresponding speaker dependent adapted GMM are chosen.
The decision score is computed as the Log Likelihood Ratio (LLR)
of the speaker GMM and the UBM scores. Under the assumption
of independent feature vectors, the log likelihood of a model λ for a
sequence of T feature vectors, X = {xt}Tt=1 is computed as follows
L(λ) =
1
T
T∑
i=1
log[p(xt|λ)] , (6)
where the mixture density used for the likelihood function is [12]
p(xt|λ) =
Mˆ∑
i=1
wipi(xt) (7)
The density is a weighted linear combination of Mˆ unimodal Gaus-
sian densities pi(xt), each parameterized by a D × 1 mean vector
μi and a D×D covariance matrix Σi where D refers to the dimen-
sionality of feature vector. Here pi(xt) is deſned as
pi(xt) =
1
(2π)
D
2 |Σi|
1
2
exp
[
−
(xt − μi)
T Σ−1i (xt − μi)
2
]
(8)
The mixture weights wi further satisfy the constraint
∑Mˆ
i=1 wi = 1.
4. JOINT SPEAKER SEPARATION-IDENTIFICATION
Fig. 1 shows the block diagram of the proposed joint processor. The
speech mixture is input to the speaker identiſcation block where two
identities for the underlying speakers are found. These speaker iden-
tities are then used to select the related speaker models and are ap-
plied in the speech separation block. The speech separation based
on the speaker models, results in two separated signals. We then ap-
ply a ſltering on each separated signal to enhance it. The ſltering
blocks are denoted by H1 and H2 shown in Fig. 1. The enhanced
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signals are fedback to the speaker identiſcation block in order to
achieve a more accurate speaker identity in one closed loop. The ſl-
tering method used here is similar to the binary mask approach with
a hard decision but in sinusoidal domain. We call this ſltering sinu-
soidal binary masks as proposed in [13]. Deſne k as the frequency
bin index. At each frequency band we use the sinusoidal peaks of
the underlying speaker signals to establish a sinusoidal binary mask
deſned as
H1(ωk) =
{
1 if A1,k ≥ A2,k
0 if A1,k < A2,k
, (9)
where ωk denotes the kth frequency component. We also deſne
H2(ωk) = 1−H1(ωk). Such binary masks in sinusoidal domain is
very similar to the conventional binary masks in STFT or Gamma-
tone ſlter bank in [14], except that here we compare the gain ratio
of each band to the SSR level. Using the produced sinusoidal binary
mask and applying it to the spectrogram of the given mixture we
then re-synthesize the separated output for each speaker as
sˆi(n) = F
−1
D (Sz(ω)Hi(ω)∠FD(z(n))) i = 1, 2, (10)
where F−1D denotes the inverse Fourier transform,∠FD(z(n)) is the
phase of the Fourier transform of the mixture and Sz(ω) is the power
spectral densities for the mixture, and sˆi(n) is the recovered time
signal for the ith speaker in the mixture. Since we have no access to
the PSDs, we replace Sz(ω) with the approximation |FD(z(n))|2.
These reconstructed speaker signals are then sent to the speaker iden-
tiſcation block to get more accurate speaker identities.
In [4] SSR based speaker models are introduced for speaker
identiſcation purposes indicating that the number of GMM com-
putations is a multiple of SSR level. Reference [5] introduces a
more complex system that is composed of Expectation Maximiza-
tion (EM) algorithm to ſnd speaker combination in the mixed sig-
nal. Although the speech separation challenge could be considered
as ofƀine, here we consider much more on application potential. Our
approach for speaker identiſcation is not very accurate compared to
those used in [4, 5], but its complexity is rather low. In GMM-UBM
framework, only Mˆ+C Gaussian mixtures evaluated per feature vec-
tor, where C is the number of top scoring Gaussians in UBM to be
evaluated in speaker model.
5. SIMULATION RESULTS
5.1. System setup and Database
To evaluate the proposed separation algorithm in real world scenario,
we used a comprehensive database provided by [15]. The database
consists of 34 speakers each containing 500 utterances. The sam-
pling rate is decreased to 8 kHz from the original 25 kHz. The
mixed signal is generated by adding the signals according to the
SSR level ranging in [−9, 9] dB. The speaker signals to be mixed
were selected from those used in the test setup of [15]. To put the
performance of our proposed method into perspective, we report the
separation performance for each method in terms of its PESQ score
proposed by [6]. The proposed separation system is compared to
a model-based system with correct speaker identities, speaker inde-
pendent system and the speech quality obtained from the given mix-
ture. The conſgurations for our separation setup are described as
follows. We used window length of 32 msec along with a frame shift
of 8 msec. The codebook size for STFT and Split-VQ was M=2048
and the sinusoidal model order was set to M = 50 in the Split-VQ.
For speaker identiſcation, a UBM with model order of Mˆ = 512
was trained based on the two-talker development set [15]. Speaker
GMMs are adapted accordingly based on 500 training data from in-
dividual talkers [12]. A 30 msec sliding Hamming window with a 15
msec shift was used to obtain a sequence of frames for extracting 12
dimensional mel-frequency cepstral coefſcients (MFCCs), where 12
Δ-MFCCs and 12 Δ-Δ-MFCCs were concatenated to form a fea-
ture vector. Cepstral mean subtraction and RASTA ſltering were
also employed. Diagonal covariance matrices were employed and
top-C scoring Gaussian mixtures were set to 5.
In the separation block, we ſrst model the DFT spectral shape
of each speaker using a split-VQ of modiſed sinusoidal model mix-
ture. In order to show the superiority of multiple database approach
over speaker-dependent separation modeling, we also ſt a VQ to the
training data of each gender for speaker-independent scenario. We
quantify the degree of the separability by computing PESQ between
the separated and original signals.
5.2. Results
We conducted evaluations for three scenarios: same gender (SG),
different gender (DG) and same talker (ST). For each scenario we in-
cluded ſve sentence of each speaker and combined them at nine SSR
levels SSR={−9,−6,−3, 0, 3, 6, 9} dB. The PESQ curves obtained
by the proposed method is shown in Fig. 2 along with the results
obtained by speaker-dependent method with correct identities indi-
cated by SD. For each speaker, the closed loop in the joint processor
results in improvements compared to the signal quality of the related
speaker in the mixture (shown with dotted line). Furthermore, as
the SSR increases the PESQ scores of the proposed method reaches
the separation upper-bound determined by the correct speaker de-
pendent models. The gap at low SSR levels between the proposed
method and correct speaker dependent approach is large for different
gender scenario (see Fig. 2(b)). This can be caused by high mask-
ing of male female combination since their time-frequency pattern is
quite different compared to the same talker or same gender. In the
same gender scenario, it is observed that the gap between the PESQ
scores of the proposed method and speaker dependent approach is
small even at low SSR levels (see Fig. 2(a)). In the same talker sce-
nario, the speaker identiſcation could ſnd the identities most accu-
rately and this explains why two PESQ curves (shown in Fig. 2(c))
are very close to each other. Fig. 3(a),(b) shows the improvement
made by using the proposed method and compares its performance
with speaker dependent, speaker independent and speech quality ob-
tained from the mixture. The curves are shown for different SSR
levels for same talker scenario. It is observed that the results ob-
tained by the proposed method, are very close to the one obtained
by the speaker dependent method where the correct speaker identi-
ties are known a priori. In the separation block, we ſrst model the
DFT spectral space of each speaker using a split-VQ of modiſed
sinusoidal model mixture. In order to show the superiority of multi-
ple database approach over speaker-dependent separation modeling,
we also ſt a VQ to the training data for each gender. We quantify
the degree of the separability by computing PESQ between the sep-
arated and original signals in the time domain. We also include the
separation upper bound performance obtained by the correct speaker
models where the optimal indices are a priori available.
6. CONCLUSION
In this paper, a novel approach has been proposed to combine speech
separation with speaker identiſcation in single-channel scenario.
The system is implemented in a closed loop with the idea to improve
4432
Ŧ9 Ŧ6 Ŧ3 0 3 6 9
1.5
2
2.5
3
PE
SQ
1
Mixture (SG)
Proposed (SG)
Known identities (SG)
Ŧ9 Ŧ6 Ŧ3 0 3 6 9
1.5
2
2.5
3
3.5
PE
SQ
1
Mixture (DG)
Proposed (DG)
Known identities (DG)
Ŧ9 Ŧ6 Ŧ3 0 3 6 9
2.5
3
3.5
SSR (dB)
PE
SQ
1
Mixture (ST)
Proposed (ST)
Known identities (ST)
Fig. 2. Comparing the proposed approach with known identities, the
mixture PESQ scores for each speaker at different SSRs for (a) same
gender (SG), (b) different gender (DG), and (c) same talker (ST).
the separation performance by getting speaker identities from the
mixture by using speaker identiſcation. The separation result is
fedback to speaker identiſcation to achieve correct identities. The
separation method is independent on pitch estimates and is based
on sinusoidal feature parameters which have low feature dimension.
Experimental results showed that the proposed method achieved a
high score close to the separation performance with the correct iden-
tities and a higher performance compared to the speaker independent
case. All methods asymptotically reached the operation upper bound
performance determined by the VQ source models of the speaker in
the mixture. As the SSR increases, the proposed method asymptote
its separation upper bound performance, where it is assumed that
the optimal indices are a priori available. According to the informal
listening tests, it was observed that the perceived speech quality of
the proposed system was improved after the identiſcation stage in
one closed loop.
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Abstract—In this paper, we consider speaker identification
for the co-channel scenario in which speech mixture from
speakers is recorded by one microphone only. The goal is to
identify both of the speakers from their mixed signal. High
recognition accuracies have already been reported when an
accurately estimated signal-to-signal ratio (SSR) is available. In
this paper, we approach the problem without estimating SSR.
We show that a simple method based on fusion of adapted
Gaussian mixture models and Kullback-Leibler divergence
calculated between models, achieves an accuracy of 97% and
93% when the two target speakers enlisted as three and two
most probable speakers, respectively.
Keywords-Speaker Identification; GMM; MAP adaptation;
co-channel speech;
I. INTRODUCTION
Speaker identification (SID) is the task of recognizing
one’s identity based on observed speech signal [1]. Typical
speaker identification systems consist of short-term spectral
feature extractor (front-end) and a pattern matching module
(back-end). In traditional SID, the basic assumption is that
only one target speaker exists in the given signal whereas in
co-channel SID, the task is to identify two target speakers
in one given mixture. Distinct from the so-called summed
channel speaker recognition task [2], where only one speaker
is talking most of the time, in the co-channel SID problem,
both speakers talk simultaneously. Research on co-channel
speaker identification has been done for more than one
decade [3], yet the problem remains largely unsolved.
Most of the current single-channel speech separation
(SCSS) systems use a model-based SID module, known as
Iroquois [4] to identify the speakers in a mixed signal. The
goal of an SCSS system is to estimate the unknown speaker
signals according to their observed mixture. Interaction of
The work of R. Saeidi was supported by a scholarship from the Finnish
Foundation for Technology Promotion (TES). The work of P. Mowlaee
is supported by the Marie Curie EST-SIGNAL Fellowship, contract no.
MEST-CT-2005-021175. The work of T. Kinnunen was supported by the
Academy of Finland (project no 132129).
the SID and speech separation modules can be managed
in a closed loop to increase the overall performance [5].
Recognition accuracy as high as 98% has been reported
for Iroquois in [6] which makes it as a first choice to
be included in SCSS systems [7]. The database in [6] is
provided for speech separation challenge and consists of 2
seconds of small vocabulary speech for 34 speakers. In the
Iroquois system, a short list of the most likely speakers are
produced based on the frames of the mixed signal that are
dominated by one speaker. This short-list is then passed to
a max-based EM algorithm to find the signal-to-signal ratio
(SSR) and two speakers identity with an exhaustive search
on codebooks created for speech synthesis [4].
The SSR estimation in Iroquois system is based on finding
the most likely combination of speakers codebooks to pro-
duce the current speech frame, where in text-independent
case gets more challenging compared to the database in
[6]. Although the SSR can be continuous and time-varying
over a recording in realistic conditions, in database pre-
sented in [6] and in this study the discrete SSR levels
of {−9,−6,−3, 0, 3, 6} dB are considered. Furthermore, in
real-time applications of SCSS and in forensic applications
it is necessary to have a fast and accurate system to
identify the underlying sources in mixed signal without SSR
estimation required.
To this end, in this paper, we propose an SSR-independent
SID module for co-channel speech. More specifically, we
examine different frame-level likelihood scores and model
level distances to solve the problem and propose a combi-
nation of the most successful ones to compare the accuracy
with respect to Iroquois. Since the proposed system is SSR-
independent and tuned on 8 kHz speech, it is believed that
it could be an alternative approach for the SID in SCSS and
useful for telephony data found, for instance, in forensic
applications.
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II. SPEAKER RECOGNITION APPROACH
We use two main approaches for speaker recognition:
frame-level log-likelihood calculation for a given mixed
signal against a speaker GMM and between-models distance
of a GMM model trained on mixed signal to speaker GMMs.
A. Frame-level likelihood scores
From the frame-level likelihood estimation originally de-
fined for the Iroquois system in [4], [8] and which aims
at determining the frames where only one speaker exists,
we derive three different scores defined at the end of this
section. A maximum likelihood (ML) trained GMM has
been used in [4]; however, maximum a posteriori (MAP)
derived GMMs [9] are more accurate in speaker verification
and we follow this latter approach. Let λ denote speaker
GMM. The likelihood function is defined as,
`(x) = p(x|λ) =
M∑
m=1
wmpm(x). (1)
The density is a weighted linear combination of M unimodal
Gaussian densities pm(x), where pm(x) ∼ N (x;μm,Σm)
and the mixture weights wm further satisfy the constraints∑M
m=1 wm = 1 and wm ≥ 0. Speaker-dependent GMMs
are adapted from universal background model (UBM) [9].
The UBM is a GMM trained on a pool of feature vectors
extracted from as many speakers as possible to serve as a
priori information for feature distribution. GMM means are
the only parameters updated and weights and covariances
are copied directly from UBM to GMMs.
B. Model distance scores
We define λig as the SSR-dependent model for ith speaker
at SSR level g. Another approach to measure similarity of
a speech segment with a speaker model (λi) is to make
a model from the test utterance with MAP adaptation (λe)
and calculate the distance between λe and the speaker model.
We use the Kullback-Leibler divergence (KLD) as a distance
measure between the two probability distributions. Since this
distance cannot be directly evaluated for GMMs, we use the
upper bound of KLD which has successfully been applied
to speaker verification [10]:
KLDi =
1
2
G∑
g=1
M∑
m=1
wm(μme − μmig)TΣ−1m
(μme − μmig).
(2)
Here G ranges in a set of SSR levels, μme is the mth
mean vector in λe and μmig is the mth mean vector in λig ,
whereas wm and Σm are the weights and the covariances of
the UBM, respectively. An alternative approach to measure
the distortion between GMMs is approximate cross entropy
(ACE) [11]. As shown in [11], assuming infinite number of
test utterance feature vectors, log-likelihood for a given λi
equals to negative cross entropy between λe and λi. It can
be approximated as follows:
ACEi =
G∑
g=1
M∑
m=1
wm max
n
[
logwn
− 1
2
(μme − μnig)TΣm−1(μme − μnig)
− 1
2
log |Σn| − D
2
(1 + log 2π +
1
Twm + r
)
]
,
(3)
where T is the total number of frames for training λe, D is
features dimension and r is a relevance factor that controls
compromise between UBM statistics and adaptation data in
GMM adaptation [9]. The value r =0 corresponds to barely
standing on adaptation data.
C. Proposed method
In this work, we train the UBM (λUBM ) using digitally
mixed speech signals at different SSR levels formed by dif-
ferent speakers. Moreover, we train each target speaker i, the
set of gain-dependent models λig that are adapted from the
UBM based on ith speaker speech files corrupted by other
speakers signal at SSR level g. Using SSR-based speaker
models, the system captures speaker-dependent information
when it is contaminated by other speakers data. This is
similar to the idea of having an SSR-based bias in GMM
parameters in [4], however, it has the major difference that
we build separate GMMs for each SSR level based on the
UBM. It enables the system to function independent of the
SSR level.
For a feature vector extracted from a speech segment at
time instance t, and denoted by xt, frame level score for
speaker i is defined as,
sit =
1
G
G∑
g=1
log[p(xt|λig)]− log[p(xt|λUBM )], (4)
We average over all SSR levels to be independent of the
underlying SSR in the given signal and normalize all speak-
ers scores at time instance t with the corresponding UBM
score. To emphasize dominant speaker score in a frame, the
score in (4) is further normalized by s′it = sit/σt, where σt
is standard deviation of all speakers scores for the frame t.
To sum up, we consider five different scores for a speaker:
NWF: number of winning frames, where speaker i is the
most probable speaker in that frame, NWF i =∑
t ϕ(s
′
it) where ϕ(s′it) = 1 for i = argmax
j
s′jt
and 0 otherwise.
NCF: number of confident frames for speaker i where s′it
is above threshold α: NCFi =
∑
t ψ(s
′
it) where
ψ(s′it) = 1 for s′it > α and 0 otherwise.
LL: Log-likelihood mean for which s′it is above thresh-
old α: LLi = (1/NCFi)
∑
t ψ(s
′
it)s
′
it .
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Figure 1. Proposed SID module is a combination of frame level likelihood score and model level distance: FUS = 0.54NWF + 0.46KLD.
KLD: Kullback-Leibler divergence between λe and a set
of models λig , computed using (2).
ACE: approximate cross entropy between λe and a set of
models λig , computed using (3).
As it is common in speaker recognition, to enable using
benefits from different recognizers, we considered the fusion
of the scores. We used an approximate brute-force search
to find the optimal weights for score fusion. It should be
mentioned that we normalized (and reverted for KLD) the
range of scores from different recognizers before fusion. A
block diagram of proposed system is presented in Fig. 1.
III. EXPERIMENTAL SETUP
We evaluate the proposed SID module using the speech
separation challenge corpus provided in [6]. The corpus is
composed of 34 speakers (18 male, 16 female), with a total
number of 34,000 utterances, each following a command-
like structure, and all having a unique grammatical structure.
Each sentence is formed by different syntaxes of command,
color, letter, number and code, for instance ”bin white by A
3 please”. The test data in the corpus is composed of 500
laboratory-quality signals for each of the 34 target speakers,
as well as test set consisting of mixed signals at six signal-
to-signal ratio levels of {−9,−6,−3, 0, 3, 6} dB. For each
of these six test sets for two-talker signal, 600 utterances
are provided, from which 221 are for same talker (ST), 200
for same gender (SG), and 179 for different gender (DG).
The utterances were originally sampled at 25 kHz with a
duration of 2 second.
Since we are interested in telephone-quality speech band-
width, we downsample the signals from 25 kHz to 8 kHz.
We extract features from 30 msec frames multiplied by a
Hamming window. A 27-channel mel-frequency filterbank
is applied on discrete Fourier transform (DFT) spectrum to
extract 12-dimensional mel-frequency cepstral coefficients
(MFCCs), followed by appending Δ and Δ2 coefficients,
and using an energy-based voice activity detector (VAD) for
extracting the feature vectors. We digitally add the signals
with an average frame-level SSR to construct the UBM
and the target speakers GMMs. For each of 34 speakers,
50 random files from each speaker were mixed at SSRs
levels {−9,−6,−3, 0, 3, 6} dB with 50 random files from
other speakers which gives us about 180 hour of speech for
training UBM. The number of Gaussians, M , is set to 2048.
Speakers SSR-dependent GMMs, λig , trained by mixing
100 random files from each speaker with 100 random files
from other speakers yielding about 1.8 hours data for each
SSR. Relevance factor was set to 16 for training speaker
models, λig , where its value was set to 0 in training test
model, λe, because of availability of only 2 seconds of
data for adaptation. We set the threshold α to 1 in frame-
level scores calculation. The accuracies defined here are to
identify both of the speakers existing in mixed signal as the
two most probable speakers.
IV. EXPERIMENTAL RESULTS
We first analyze the performance of speaker identification
system using each of the 5 scores individually. The results
shown in Table I indicate that NWF and KLD have the best
average performance compared to the other methods. To the
best of our knowledge, SID accuracy for Iroquois is not
reported without SSR estimation included. Compared to LL
score, our proposed method, NWF, is more accurate. It is
observed that, the number of frames above the confidence
level, NCF is more important than their mean value, LL.
On the other hand, the model based approach, ACE, works
equally well as the frame-level method but it is more
complex and has slightly worse accuracy than KLD.
Score fusion was then done by using two most successful
methods: FUSi = 0.54NWFi + 0.46KLDi. The fusion
weights were optimized on development set consisting of
300 mixed signals for each SSR level. We found that,
for the fusion system, in all of the experiments, one of
the speakers in the mixed signal is always identified. The
accuracy of the proposed system (FUS) for listing two target
speakers in 3-best list is shown in Table II. This accuracy
suggests to use proposed SID module as a concise ”short-
list” generator for the SSR estimation in Iroquois to reduce
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Table I
SPEAKER IDENTIFICATION ACCURACY FOR DIFFERENT SYSTEMS (PERCENTAGE OF UTTERANCES WITH BOTH SPEAKERS IN THE 2-BEST LIST
OUTPUT). FUS IS PROPOSED SYSTEM COMPOSED OF 0.54NWF+ 0.46KLD AND IRO STANDS FOR IROQUOIS
SSR (dB) -9 -6 -3 0 3 6 Ave
NWF 81 90 94 95 92 88 90
NCF 75 88 93 94 92 86 89
LL 74 84 90 91 87 82 85
KLD 79 89 92 93 91 87 88
ACE 79 87 92 92 89 84 87
FUS 92 93 96 97 93 87 93
IRO [4] 96 98 98 99 99 98 98
Table II
SPEAKER IDENTIFICATION ACCURACY FOR PROPOSED FUS SYSTEM (PERCENTAGE OF UTTERANCES WITH BOTH SPEAKERS IN THE 3-BEST LIST
OUTPUT) ST, SAME TALKER, SG, SAME GENDER AND DG, DIFFERENT GENDER).
SSR ST SG DG Ave
-9 dB 100 93 83 92
-6 dB 100 97 94 97
-3 dB 100 100 98 99
0 dB 100 98 99 99
3 dB 100 97 93 97
6 dB 100 94 91 95
Ave 100 97 93 97
complexity. To understand the system performance better,
we look for combinations of speakers that are identified in
any given SSR. Surprisingly, in 68% of cases both speakers
are correctly identified in the mixed signal at all SSR
levels, and in 80% of experiments possibly only for one
SSR we cannot identify both speakers but one of them.
From the results, it is observed that mixed signals with
different genders (DG) are more problematic than the same
gender, which there are almost no significant difference in
identification accuracy between males and females.
V. CONCLUSION
A new method for speaker identification in co-channel
scenario was introduced based on the existing approaches
in speaker verification and compared the accuracy to Iro-
quois approach. From the simulation results conducted on
speech separation challenge database, we observed that the
proposed simple SID module performs well in listing two
target speakers as three most probable speakers without
any requirement on the estimates of the SSR level. As a
future work, since we already got satisfactory results on 8
KHz speech, we plan to examine the proposed algorithm on
telephony quality spontaneous speech and more realistically
when signals are not synthetically mixed.
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Abstract
This paper describes a novel approach to improve monoau-
ral speaker identification where two speakers are present in a
single-microphone recording. The goal is to identify both of
the underlying speakers in the given mixture. The proposed
approach is composed of a double-talk detector (DTD) as a pre-
processor and speaker identification back-end. We demonstrate
that including the double-talk detector improves the speaker
identification accuracy. Experiments on GRID corpus show that
including the DTD improves average recognition accuracy from
96.53% to 97.43%.
Index Terms: speaker identification, double-talk detection,
single-channel, Gaussian mixture models.
1. Introduction
Speaker recognition systems have evolved to reach high accu-
racy on clean speech signals [1]. However, speaker recognition
under adverse conditions remains a challenging problem. De-
pending on the noise type and the way that it affects the speech
signal, the more complicated methods are required to handle
speaker recognition task. One of the most challenging cases
are speech signals mixed with other speech signals known as
monaural speech. This happens in such applications as single-
channel speech separation [2] where accurate speaker identifi-
cation is crucial for the entire system. Here we consider the task
of identifying both of the speakers’ identity in a given speech
mixture of two speakers. Current approaches for handling this
task are combined with speech separation where we cannot say
exactly there is a stand-alone speaker identification system for
monaural speech [3]. We have recently independently proposed
methods for both speaker identification (SID) [4] and speaker-
dependent double-talk detection (DTD) [5] for speech signals
mixture. Our proposed method [4] does not depend on speech
separation but it works directly on monaural signal without any
prior information about mixing scenario of the two speech sig-
nals. In this work we improve the SID accuracy by introduc-
ing external information of mixed frames and single-talk frames
provided by enhanced version of proposed DTD module in [5].
A block diagram of the proposed system is shown in Fig. 1.
Majority of the current single-channel speech separation
systems use a priori knowledge of speaker identities [6] which
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the Finnish Foundation for Technology Promotion (TES). The work
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Figure 1: The proposed method is composed of a double-talk
detector followed by SSR-independent speaker identification.
is both impractical and restrictive regarding real applications.
A joint system composed of speaker identification and speech
separation blocks was proposed in [7] for relaxing the need for
a priori speaker identities. The proposed system [7] improved
the overall perceived speech quality of the separated output sig-
nals compared to speaker-independent and the observed speech
mixture. To make speaker identification system more efficient,
in this work, we introduce gender-dependent DTD and apply it
to monaural SID.
State-of-the-art single channel speech separation (SCSS)
systems use a model-based SID module known as Iroquois [3]
to identify the speakers in monaural speech. Recognition accu-
racies as high as 98% and 99% were reported on GRID corpus
for Iroquois in [2,8] for locating the target speakers in short-lists
of top-2 and top-3 most probable speakers respectively. In the
Iroquois system, a short-list of the most likely speakers is pro-
duced based on frames dominated by one speaker. This short-
list is then passed to a max-based EM algorithm for estimat-
ing both the signal-to-signal ratio (SSR) and the identities of
the two speakers using exhaustive search on codebooks created
for speech synthesis [3]. Based on the sizes of the short-list
and code-books, this search can be time consuming. It is im-
portant to notice that if we wish to apply Iroquois system on a
conversational mixed speech, it also requires a reliable speech
separation system to produce meaningful results. Independent
performance of our proposed method could be considered as a
bonus in this situation. In view of this problem, the proposed
system could also be used as a pre-processor for Iroquois sys-
tem to reduce the search time.
The new contributions in this study are summarized as follows.
We include a sophisticated MAP-based double talk detector
(DTD) to our recent recognition system [4]. The double-talk
detector was earlier introduced for monaural speech assuming
known speaker identities [5]. In this paper, we adopt the method
to monaural speaker identification, by using gender-dependent
models to enable speaker-independent processing. The DTD
module is utilized in the identification system so that the mixed-
Copyright © 2010 ISCA 26-30 September 2010, Makuhari, Chiba, Japan
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signal recognition score is enhanced by using “bonus” scores
obtained from the more reliable single-talk regions of the mixed
signal.
2. Double-Talk Detection System
In [5], a method for detecting single-talk and double-talk re-
gions from a given speech mixture was proposed. The method
was based on multiple hypothesis testing. In this work, we
briefly describe the method and apply it for improving speaker
identification performance. Consider monaural speech signal
with N samples y = [y(0), . . . , y(N − 1)] composed of J
speaker signals as y = s1 + s2 + · · · + sj + e, where
j ∈ [1, J ] indicates the number of signals in the mixed signal,
sj = [sj(0), · · · , sj(N −1)] is the jth signal and e is the noise
signal incorporated in the model. In the following, we focus on
J = 2, that is, a mixture of two speakers.
Assume that we have K candidate models denoted by Mk,
for describing y. The double-talk detection addresses the fol-
lowing problem: given the mixed signal, select the model which
has the the maximum a posteriori (MAP) probability. We con-
sider four models for y as: M0: y = e, M1:y = sˆ1({θ1}),
M2:y = sˆ2({θ2}), M3:y = sˆ(J)({θ1, θ2}). Here sˆi({θi})
indicates the ith signal modeled by the parameter set {θi} and
sˆ(J)({θ1, θ2}) = ∑Jj=1 sˆj({θj}) is the estimated mixed sig-
nal by model M3. Let gk(y, e, θk) be a generic form for class
Mk where k ∈ ZK = {0, 1, 2, 3}. Here, θk is a vector com-
posed of model parameters in a parameter space θk ∈ Rmk and
mk is the length of the parameter vector θk. Let θ1 and θ2
be the vectors for model parameters for speaker one and two,
respectively. Following the model selection approach in [9],
we here adopt a MAP criterion for multiple-hypothesis testing
to determine double-talk/single-talk regions in segments of a
mixed signal. To this end, we need to evaluate the posterior
probabilities of Mk with k ∈ ZK . The MAP estimate of the
most likely hypothesis is,
Mˆk = arg max
Mk:k∈ZK
{
p(y|Mk)p(Mk)
p(y)
}
, (1)
where p(y) denotes the marginal density of the observed signal
and p(Mk) is the a priori probability of the model Mk. Assum-
ing that the underlying models are equiprobable, P (Mk) = 1K ,
dropping K and p(y) since they are independent of Mk, the
model selection rule becomes
Mˆk = arg max
Mk:k∈ZK
{∫
θk
p(y|θk,Mk)p(θk|Mk)dθk
}
(2)
where Mˆk is the best model which achieves the MAP probabil-
ity and the argument in (2) is basically p(y|Mk). The integral
in (2) is a complicated nonlinear minimization problem which
can be solved by, for instance, Laplaces method for integra-
tion. According to [9], instead of numerical integration for the
evaluation of marginal density in (2), we employ asymptotically
MAP criterion as
Mˆk = arg min
Mk:k∈ZK
{
−L(θˆk) + pc
}
, (3)
where pc is the penalty of the MAP criterion and−L(θˆk) is log-
likelihood term, given Mk. Let θˆk be our feature parameters for
the kth model, Mk. As our signal modeling, to find θˆk, we use
sinusoidal modeling described in [7] which is based on selecting
one peak per frequency band. Let ei be the residual signal due
to the sinusoidal modeling error in the ith band indicated by
ei = yi − s1,i(θ1), where σi denotes the variance of the error
signal in the ith band, ei, due to the modeling error and θ1 is the
parameter vector of length 3×L for the first speaker composed
of sinusoidal parameters, L being the model order of sinusoids.
Given the independence assumption in the frequency bands in
subband decomposition, likelihood function for all Q bands is
p(e|σ2) = 1
(2π)
N
2
∏Q
i=1 σi
exp
(
−1
2
Q∑
i=1
eie
T
i
2σ2i
)
, (4)
where (·)H represents the Hermitian operator. A similar expres-
sion goes for the second speaker class, M2 just by replacing
ei = yi− s2,i(θ2) in (4), where θ2 is the parametric vector for
the second speaker.
We also include the noise model as one of the examined
models by setting g(y, e, θ) = e and setting the number of si-
nusoids equal to zero (L = 0). We define p(e|σ20) as the prob-
ability density function, with e considered as zero mean Gaus-
sian noise whose noise variance is estimated by σˆ20 = 1N yy
T
and likelihood function given by (4).
As our last hypothesis, we are required to include the mix-
ture model, M3 where the residual signal for the ith band is
considered as a colored noise not fitted by M3 denoted by
ei = y − sˆ(J)({θ1, θ2}). The negative log-likelihood func-
tion for mixture model M3 is
− ln p(y|{θ1, θ2}, σˆ2i ,M3) = N
2
Q∑
i=1
ln (2πσˆ2i )+
1
2
Q∑
i=1
eie
T
i
σˆ2i
.
(5)
In order to form the MAP criterion in (3), we employ the MAP
criterion [9] for sinusoids composed of amplitude and unknown
frequencies and Mˆk is obtained as
Mˆk = arg min
Mk∈ZK
{
N
2
Q∑
i=1
ln σˆ2i +
5L
2
lnN
}
, (6)
where σˆi is the estimated variance for the modeling error de-
fined for each model. For mixed class, Mˆ3, as our mix model
denoted by sˆ(J)({θ1, θ2}), we use the minimum mean square
error (MMSE) mixture estimate presented recently in [10]. Ac-
cording to (6), the best model, as a result, is the one which yields
high log-likelihood and low model order, which is achieved ac-
cording to (6) [5].
Figure 2 shows the clean signal for two speakers together
with their mixture. It is observed that, the double-talk detector
effectively finds the boundaries of single-talk regions. Com-
paring with the ground-truth, it accurately determines for each
frame that which speaker(s), if any, is active. It is important to
note that, for same gender or same talker scenarios DTD module
degenerates into a three-class problem since it only employs one
speaker model for these scenarios. Then, the double-talk detec-
tor cannot distinguish between M1 and M2, since the residual
signals of these classes, are the same. The double-talk detector,
however, can still identify single/double-talk regions and pass
this information to the SID module.
3. Speaker Identification System
The speaker identification module is based on maximum a pos-
teriori (MAP) adapted Gaussian mixture models (GMM) [11].
A speaker GMM is a weighted linear combination of M uni-
modal Gaussian densities where, letting λ denote a model of
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Figure 2: Double-talk detection results for a speech mixture of a
male and a female speaker mixed at 3 dB SSR. The mixed signal
is composed of a male speaker 12 uttering ”Lay white with e
8 again” with female speaker 11 uttering ”Set green with v 3
soon”. Decisions are -1 for no speech, 1 for speaker 1, 2 for
speaker 2 and 0 for mixed signal regions.
single speaker, the likelihood function is defined as,
`(x) = p(x|λ) =
M∑
m=1
wmpm(x), (7)
where pm(x) = N (x;μm,Σm) and the mixture weights wm
further satisfy the constraints
∑M
m=1 wm = 1 and wm ≥ 0.
Speaker-dependent GMMs are adapted from a so called uni-
versal background model (UBM) [11]. The UBM is a GMM
trained on a pool of feature vectors extracted from as many
speakers as possible and it serves as a priori information for
feature distribution. By defining λig as the signal-to-signal ra-
tio dependent model for the ith speaker at SSR level g, we use
frame-level likelihood and model-level approximate Kullback-
Leibler divergence (KLD) as the similarity and distance mea-
sures respectively. For a feature vector xt extracted from a
speech segment at time instance t, frame level score for speaker
i is defined as sit = 1G
∑G
g=1 sigt, where
sigt = log[p(xt|λig)]− log[p(xt|λUBM )]. (8)
For speaker identification, we average over all SSR levels to
make the system less dependent on the SSR level [4]. Mean-
while we normalize all speakers scores at time instance t with
the corresponding UBM score. Another approach to mea-
sure similarity of a speech segment with a speaker model (λi)
is to make a model from the test utterance with MAP adap-
tation (λe) and calculate the distance between λe and the
speaker model. Since KLD distance cannot be directly eval-
uated for GMMs, we use the upper bound of KLD which
has successfully been applied to speaker verification [12]:
Algorithm 3.1: SPEAKER IDENTIFICATION()
Inputs:⎧⎪⎪⎨⎪⎪⎩
{xt}Tt=1 :Test sample feature vectors.
λig :One GMM per speaker per SSR level.
λUBM :Background model.
DTD Labels:∈ {Silent, Mixed, Spk1, Spk2}
for Mixed frames of length T0, {xt, t ∈ Mixed}⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
comment: Computing FLL
for i ← 1 to N⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
for t ← 1 to T⎧⎪⎪⎪⎨⎪⎪⎪⎩
for g ← 1 to G
compute s[i, g, t]
s[i, t] ← 1
G
∑G
g=1 s[i, g, t]
s′[i, t] ← argmax
g
{s[i, g, t]}
ϕ(s[i, t]) =
{
1 i = argmax
j
{s[j, t]}
0 otherwise.
FLL[i] =
∑
t ϕ(s[i, t])
FLL[i] = FLL[i]−minFLL
maxFLL−minFLL
comment: Computing KLD
λe ← GMMADAPT({xt}Tt=1, λUBM )
for i ← 1 to N⎧⎨⎩
for g ← 1 to G
compute KLD[i, g]
KLD[i] ← 1
G
∑G
g=1 KLD[i, g]
KLD[i] = 1− KLD[i]−minKLD
maxKLD−minKLD
score = 0.5×KLD + 0.5× FLL
for each set of single-talk frames of length T1 and T2,
{xt, t ∈ Spk1} and {xt, t ∈ Spk2}⎧⎨⎩ do Compute KLDidx = argmin{KLD}
score[idx] = score[idx] + αT1/T ( or αT2/T )
KLDig =
1
2
∑M
m=1 wm(μme − μmig)TΣ−1m
(μme − μmig). (9)
Here g ranges over a discrete set of SSR levels, μme is the mth
mean vector in λe and μmig is the mth mean vector in λig ,
whereas wm and Σm are the weights and the covariances of
the UBM, respectively. To sum up, we consider two different
scores for a speaker:
FLL: Frame level likelihood, where we are considering num-
ber of winning frames that speaker i is the most probable
speaker in that frame for speaker identification.
KLD: Kullback-Leibler divergence between λe and a set of
models λig , computed using (9). We form an N × G
distance matrix and average over SSR levels to raise the
speaker with minimum average distance.
As commonly done in speaker recognition, to enable using ben-
efits from different recognizers, we considered the fusion of the
scores with equal weights. Similar to [4], each speaker’s de-
cision score is computed as 0.5 × FLL + 0.5 × KLD. The
frames detected by DTD module to belong to a single speaker
only (1 or 2) are collected accordingly and passed to KLD
score computation. Since we believe that these frames be-
long to only one speaker, for the speaker that gets the min-
imum KLD, we add a bonus score to it’s decision score as
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score[idx] = score[idx] + αT1/T (or αT2/T ) where idx
is the identified speaker from single-talk frames. The bonus is
made relative to the number of single-talk frames identified to
belong to speaker 1 or 2 (T1 or T2) respect to total number of
frames in a given test signal (T ). The stressing factor α is a
control parameter. Details of the SID algorithm presented as a
pseudocode in Algorithm 3.1.
4. Experimental results
We evaluate the proposed system on the speech separation
database known as GRID corpus [2] composed of 34,000 dif-
ferent utterances. The sentences were originally sampled at 25
kHz with a duration of 2 seconds each. As we usually deal with
8 kHz speech in most of speech applications, we decreased the
sampling rate down to 8 kHz. The speaker models used for DTD
module are split-VQ codebooks [7] composed of sinusoidal am-
plitude and frequencies. For training the speaker models, we
used 11 bits for amplitude and 3 bits for frequency part. To
train gender-dependent models, we selected 10 female and 10
male speakers each producing 35 s of speech signal. Through-
out the experiments, a Hamming window of length 32 ms with
frame-shift equal to 8 ms is used to segment the speech files
both in the training and test phases. As our test data, we used
the mixture of target and masker speakers in the test setup of [3]
mixed at six SSR levels of {−9,−6,−3, 0, 3, 6} dB. The code-
book size for split-VQ was M=2048 and the sinusoidal model
order was set to 50.
For speaker identification, we extract features from 30 ms
frames multiplied by a Hamming window. A 27-channel mel-
frequency filterbank is applied on DFT spectrum to extract
12-dimensional mel-frequency cepstral coefficients (MFCCs),
followed by appending Δ and Δ2 coefficients, and using an
energy-based voice activity detector (VAD) for extracting the
feature vectors. We digitally add the signals with an average
frame-level SSR to construct the UBM and the target speakers
GMMs. For each of 34 speakers, 50 random files from each
speaker were mixed at SSRs levels {−9,−6,−3, 0, 3, 6} dB
with 50 random files from other speakers which gives us about
180 hour of speech for training UBM. The model order of the
GMM is set to 2048.
The speakers’ SSR-dependent GMMs, λig , trained by mix-
ing 100 random files from each speaker with 100 random files
from other speakers yielding about 1.8 hours data for each SSR.
Relevance factor was set to 16 for training speaker models, λig ,
where its value was set to 0 in training test model, λe, because
of availability of only 2 seconds of data for adaptation. For each
six test sets of two-talker signal, 600 utterances were provided
among which 200 were for same gender (SG), 179 for different
gender (DG), and 221 for same talker (ST) where the target and
masker signals are from the same speaker. To incorporate the
bonus for single-talk detected frames, we used α = 5.
Speaker identification results for the combined system pre-
sented in Table 1. Compared to the previous results without
DTD [4], embedding the DTD module enhances performance.
The improvement is higher on the different gender (DG) case
where the gender-dependent DTD module distinguishes be-
tween single-talk areas for two speakers accordingly. Compared
to the reported accuracy of 99% for the Iroquois system for de-
tecting target speakers among three most probable cases [2], the
proposed system achieves a comparable rate of 97.43%. Given
its relatively low complexity, our proposed system could be con-
sidered as an alternative or a pre-processing block for Iroquois
system.
Table 1: Speaker identification accuracy (% correct) where both
speakers are correctly found in the top-3 list. Yes/No indicates
whether the proposed DTD method is included. For the ST sce-
nario both of the systems provide 100 % accuracy.
SG DG Average
DTD No Yes No Yes No Yes
SSR
-9 dB 92.74 93.30 82.50 86.97 92.00 94.68
-6 dB 96.65 96.65 94.00 95.00 97.00 97.71
-3 dB 99.44 99.44 97.50 98.00 99.00 99.39
0 dB 98.32 98.32 99.00 98.00 99.17 99.39
3 dB 97.21 97.77 93.50 95.00 97.00 98.11
6 dB 93.85 94.41 90.50 89.50 95.00 95.63
Average 96.36 96.65 92.83 93.83 96.53 97.43
5. Conclusions
We introduced gender-dependent double talk detector for
monaural speech and applied it in speaker identification task for.
Speaker identification results on GRID corpus demonstrated the
improvement over the system without DTD. Overall speaker
identification performance is close to the results of the Iroquois
system using computationally simple approach.
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ABSTRACT
In this paper we propose a new segmentation algorithm
called Delta MFCC based Speech Segmentation (DMFCC-
SS), with application to speaker recognition systems. We
show that DMFCC-SS can separate the regions of speech
that result from similar likelihood scores using models such
as a Gaussian Mixture Model (GMM), and can therefore be
used to identify the regions of speech between two
transitional states in a speech signal. By combining this
segmentation algorithm with the discriminative power of
transient frames in speaker recognition, we can investigate
the tradeoff in speed-up rates that result from DMFCC-SS,
with speaker verification equal error rates that result from
representatives of each segment. We use a Universal
Background Model - Gaussian Mixture Model (UBM-
GMM) as a baseline system. The proposed speed-up
algorithm, working in the pre-processing stage, performs
well while having no computational load compared to the
main GMM system. Experimental results show the superior
performance of this pre-processing method in comparison
with other algorithms working in the pre-processing stage of
a UBM-GMM system.
Index Terms Speaker recognition, speech
segmentation, transient frames, UBM-GMM, speed-up.
1. INTRODUCTION
A commonly used baseline system in speaker recognition is
based on Mel-frequency cepstral coefficients (MFCC) in a
Gaussian mixture model (GMM) framework [1]. Such a
system is used to measure the effectiveness of novel
features in modeling approaches. A popular method for
speaker verification is to model the speakers with the
Gaussian mixture model (GMM) based on the maximum-
likelihood (ML) criterion, which has been shown to
outperform several other existing techniques. In the state-of-
the-art GMM based speaker recognition system, speaker-
dependent GMMs are derived from a speaker-independent
universal background model (UBM) by adapting the UBM
components with maximum a posteriori (MAP) adaptation
using each speaker's personal training data [2]. This method
includes a natural hierarchy between the UBM and the
personal speaker models; for each UBM Gaussian
component, there is a corresponding adapted component in
the speaker's personal GMM. In the verification phase, each
test vector is scored against all UBM Gaussian components,
and a small number (typically 5) of the best scoring
components in the corresponding speaker-dependent GMMs
are noted. This procedure effectively reduces the amount of
needed density computations. We use this verification
system with no pre-processing as our baseline system for
comparison with the pre-processing algorithm proposed in
this paper.
Chan et al. have categorized a four layer scheme for fast
GMM computations [3]. These are frame-layer, GMM-
layer, Gaussian-layer and component-layer algorithms in
their categorization. We wish to take the frame-layer
algorithms of this categorization as a reference point. The
idea of a speed-up GMM-UBM based system with pre-
processing comes mainly from the experiments that
McLaughlin et al. [4] performed using three decimation
techniques, namely: Fixed Rate decimation, Variable Frame
Rate (VFR) decimation and Adaptive Rate decimation.
They conclude that fixed and adaptive rate decimation work
better than VFR decimation and state that: "this is due to the
difficulty in defining an intelligent vector selector requiring
a good distance measure and threshold." They also state:
"intelligent vector selection like VFR may have potential for
improved performance with frame reduction over simple
fixed decimation." They reach EER degradation of less than
I% absolute with a decimation factor of 10.
Louradour et al. [5], [6] examine the efficiency of the
segmentation algorithm proposed by Obrecht [7] in a
speaker verification task. They use one of the four
procedures called Kullback divergence. All four procedures
require statistical speech-based models that must be trained
and evaluated during the automatic speech segmentation
phase. They use the segmentation algorithm in [5] in which
a weight is allocated to each frame as a function of its
segment position, after which a weighted mean of the
likelihood ratios is computed. Their experiments show that
the frames nearer to the segment boundaries - the transient
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Fig. 1. Segmentation algorithm performance in a typical speech
signal with a threshold value of 1.
ones - are more speaker relevant than the middle frames of
long segments, which correspond to the steady state parts of
the phones. They state that: "Such a result confirms that the
derivatives of the cepstral coefficients may be more
informative than the cepstral coefficients themselves."
By using Kullback divergence segmentation, Louradour
et al. [6] examine four fast scoring systems that retain just
the first frame, the last frame, the closest frame to the
middle, and a randomly chosen frame, all of which are
extracted from among the segments marked as speech. Their
experiments show that the two systems that use only the
first and last frames as representative of each segment
outperform the others. By combining these two systems,
they build a third system that computes a score from all
transient frames located close to segment boundaries. They
show that scoring that depends only on transient frames
leads roughly to the same performance as taking every
frame into account. Moreover, by using transient frames,
they achieve results three times faster than baseline with
minor degradation. Additionally, they show in another
experiment that adding middle-frame scores does not
improve performance.
Recently, Kinnunen et al. [8], as part of their work,
compare four pre-quantization, frame-layer algorithms,
namely, Averaging, Decimation, Random sub-sampling,
and Clustering based. He showed that the clustering based
algorithm outperformed the others.
Drawing on these methodologies, we propose a
segmentation algorithm based on Delta MFCC coefficients
that is simpler and less complex than those in [6]. To show
the effectiveness of our algorithm we use two systems. One
exploits the closest frame to the middle of a segment, and
the other exploits the first and last frames of a segment. We
then compare the performance of these systems with Fixed
rate decimation, Variable Frame Rate decimation and
clustering based quantization. The remainder of the paper is
organized as follows. In Section 2 the proposed
segmentation algorithm is described in detail. In Section 3
the computer simulation and experimental results are
presented. Finally, Section 4 concludes the paper.
2. SEGMENTATION AND SEGMENT
REPRESENTATION
The proposed segmentation algorithm, termed delta-MFCC
based speech segmentation (DMFCC-SS), uses the norm of
the delta-MFCC vector to detect spectral changes.
Seqment 1:Seqmen
Fig. 2: Representative selection for each segment
Within steady regions phonetic targets the spectrum
changes little from frame to frame, giving delta vectors
small in magnitude. On the other hand, during transient
regions, the spectrum changes rapidly, giving high values
for the norm of the delta vector. The algorithm is
as follows:
1. Compute MFCC vectors for test utterance.
2. Use a bi-Gaussian algorithm with the Oth MFCC as its
input for computing flags of silence vectors.
3. Denoting the delta-MFCC vector of the frame t by
AX(t)=(A\XI(t), ,AXd(t), where d is the number of AMFCCs,
the LI-norm scaled by dimensionality is given as follows:
d d }=1
Scaling by 1ld achieves the normalization needed for a
later threshold. This encourages us to use a scalar value
for measuring total variations and we do this by
averaging delta MFCC coefficients by absolute value.
4. The values in Equation (1) are accumulated over
consecutive frames as S(t)=YZ(qj,q2,-.. .,qt). A segment
boundary is marked whenever the accumulated value
exceeds a preset threshold O,and the t vectors are
grouped as a segment. S(t) is then set to 0 and summing
resumes with the vector immediately following the last
vector of the previous segment. This action repeats until a
vector flagged previously as silence is reached. At this
point summation ceases and a segment is formed even if
the summation doesn't reach the threshold value. Further
silence vectors are bypassed and summation resumes
with the first nonsilent vector, which initiates a new
segment. This procedure is repeated until the entire test
utterance is segmented.
5. Representative subsegments (either first and last, or
middle) are selected for each segment. To illustrate how
the segmentation algorithm works in a speech signal
domain, we plot segmentation boundaries for a typical
speech signal in Fig. along with the representative
selections in Fig. 2.
The higher the threshold, the fewer the segments,
resulting in a lower data rate for the test segment. On the
other hand, by decreasing the threshold, we represent the
original data better, but with the cost of an increased
data rate.
3. PERFORMANCE ASSESSMENT EXPERIMENTS
To evaluate the performance of the proposed method
IV- 306
I6 -$
Fig. 3. Fixed Rate decimation results.
several experiments were performed and the results
compared with competitive schemes. This section explains
different aspect of these trials.
3. PERFORMANCE ASSESSMENT EXPERIMENTS
To evaluate the performance of the proposed method
several experiments were performed and the results
compared with competitive schemes. This section explains
different aspect of these trials.
3.1 Speech Database
Our speech test bed is a database of conversational speech
in Farsi, recorded from different television channels using a
Winfast® TV card installed on a PC. Recordings were taken
when the speakers talked in noise-free studios without
crosstalk or any musical background. The speech signals
were recorded using PCM sampled at 11025 Hz, with 16 bit
quantization on a single channel. We used 7400 seconds of
speech from 130 male speakers for the UBM training, with
each UBM speaker model derived from 13 to 70 seconds of
speech. We also recorded about three to four minutes of
speech from each of a set of 110 other male speakers who
would be the target speakers for testing. From these
recordings, 30 seconds of speech were used for the actual
speaker models, with the remaining speech used for the
testing phase. We used 80 of these speakers in our
experiments. All speakers have one session of speech
recording.
3.2 Experimental Setup
Once we had trained both the GMM-UBM and speaker
models, we conducted 50534 verification trials, broken
down into 4594 target trials and 45940 trials for impostors.
As noted, the training segments were based on 30 seconds
of speech; the testing segments were compiled in segments
of three second duration, with no overlap of training and
testing segments. The ratios between target and impostor
trials in all evaluations are 1:10. We used NIST guidelines
[9] in our evaluations. No score normalization schemes such
as Z-norm, T-norm or H-norm [2] or channel normalization
schemes like CMS or RASTA filtering were applied in our
Fig. 4. Variable Frame Rate decimation results.
work. We use frames of 23 milliseconds length with 50%
overlap between consecutive frames. Twelve dimensional
MFCC vectors plus 12 AMFCC vectors are used as feature
vectors after discarding the Oth MFCC.
Owing to the inherent normalization found within the
DMFCC-SS algorithm, the thresholds for the algorithm
were varied from 0.1 to 5.0 in steps of 0.2. Performance was
evaluated for both first and last frame representation as well
as for middle frame representation. However for fixed rate
decimation only the first frame of a segment was selected as
representative and we examined orders 2 through 20. For
variable frame rate (VFR) decimation standardized
Euclidean distance was chosen as a distance metric, using
the inverse of each coordinate in the sum of squares
weighted by the sample variance of that coordinate.
Thresholds for VFR varied from 10 to 250 in steps of 10.
For the clustering cases we used orders of 1, 2, 4, 8, 16, 32,
64 and 128 for K-means clustering as a type of Linde-Buzo-
Gray (LBG) algorithm.
3.3 Evaluation measure
The evaluation of the speaker verification system is based
on detection error tradeoff (DET) curves, which show the
tradeoff between false alarm (FA) and false rejection (FR)
errors. We also used the detection cost function (DCF)
defined in [9]:
DCF = Cmiss Emiss Ptarget + Cfa Efa (1 -Ptarget) (2)
where Ptarget is the a priori probability of target tests with
Ptarget =0.01 and the specific cost factors Cm,iss =10 and
Cfa =I.
3.4 Experimental Results
Our evaluation of the results is presented in terms of Equal
Error Rates (EER), minimization of the Decision Cost
Function (min DCF), and the speed-up factor. These are
compared with the baseline system in which all frames are
scored. (See Figs. 3-7).
The results show that EER rates and min DCF generally
exceed baseline for all best-case decimation algorithms, but
are slightly below baseline for the best-cases of
our DMFCC-SS algorithm. With MID representative, and
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Fig. 6. DMFCC-SS with middle representative results.
threshold=0.5, we achieved a minimum EER=3.81% and
min DCF=0.03739, and both of them were below the
baseline system rate. In the case of FSTLST representative,
and threshold=1.7, we reach a minimum EER=3.88% and
min DCF=0.03736. We have a speed-up factor of 3.2 and
4.2 for systems using MID and LSTFST representatives for
the mentioned threshold without performance loss.
Moreover, even with the additional speed up we actually
observe improved performance.
Our experiments confirm the observation in Louradour
et al. [6] that the discriminative power of transient frames
exceeds that of middle or randomly selected frames. Our
results, however, show improvement over theirs in two
respects. First, we achieve better scores than baseline
systems. This implies that our proposed segmentation
algorithm is an effective one for speaker recognition and
that the results should extend to speaker identification and
speaker verification/authentication. Moreover, the
effectiveness of the algorithm may have ramifications for
speech recognition as well. Secondly, the behavior of the
MID representative system is an improvement over the
randomly selected frame system in that it works better than
the baseline system for several threshold values.
Finally, if we compare all algorithms for typical speed-
up rates a little less than 6 we get the results shown in
Table 1, which show that both DMFCC-SS systems, MID
and FSTLST, outperform their competitors at these speed-
up rates.
4. CONCLUSIONS
In this paper a novel speech segmentation algorithm for
speaker recognition is proposed and a comparison of the
performance of this segmentation algorithm as a decimation
tool with other decimation algorithms is made. By using this
Fig. 7. DMFCC-SS with first and last representative results.
Table 1. Performance comparison of different decimation methods
Speed-up EER%o Min DCF
Fixed rate decimation 5.90 4.79 0.0452
VFR decimation 5.91 5.03 0.0492
Clustering based 4.97 4.92 0.0478
DMFCC-SS withMID 5.92 4.31 0.0419
DMFCC-SS with FSTLST 5.93 4.39 0.0422
algorithm and exploiting the superior discriminative power
of transient frames, we can reach a speed-up factor of 4.2
without any loss in performance. Therefore, not all frames
seem to be relevant for speaker discrimination, and in fact
some ofthem can have a negative effect.
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Abstract—Recently, we introduced the sorted Gaussian mixture
models (SGMMs) algorithm providing the means to tradeoff per-
formance for operational speed and thus permitting the speed-up
of GMM-based classification schemes. The performance of the
SGMM algorithm depends on the proper choice of the sorting
function, and the proper adjustment of its parameters. In the
present work, we employ particle swarm optimization (PSO) and
an appropriate fitness function to find the most advantageous
parameters of the sorting function. We evaluate the practical
significance of our approach on the text-independent speaker
verification task utilizing the NIST 2002 speaker recognition
evaluation (SRE) database while following the NIST SRE ex-
perimental protocol. The experimental results demonstrate a
superior performance of the SGMM algorithm using PSO when
compared to the original SGMM. For comprehensiveness we also
compared these results with those from a baseline Gaussian mix-
ture model–universal background model (GMM-UBM) system.
The experimental results suggest that the performance loss due
to speed-up is partially mitigated using PSO-derived weights in a
sorted GMM-based scheme.
Index Terms—Gaussian mixture model–universal background
model (GMM-UBM), particle swarm optimization (PSO), sorted
GMM, speed-up, text-independent speaker verification.
I. INTRODUCTION
A Gaussian mixture model (GMM) is a common baselinesystem in speaker recognition applications [1]. Such a
system is normally used as a reference when one needs to
evaluate the effectiveness of novel algorithms or modeling
approaches. The GMM is a statistical approach for text-inde-
pendent speaker recognition with a high computational load
during the test phase. A popular method for training GMMs is
Manuscript received March 26, 2008; revised October 05, 2008. Current ver-
sion published February 11, 2009. This work was supported by the Iranian Re-
search Institute for Electrical Engineering, ACECR. The associate editor coor-
dinating the review of this manuscript and approving it for publication was Dr.
Richard C. Rose.
R. Saeidi and H. R. S. Mohammadi are with the Iranian Research Institute
for Electrical Engineering (IRIEE), Academic Center for Education, Culture,
and Research (ACECR), Tehran, Iran (e-mail: rahim.saeidi@gmail.com;
h.sadegh@ijece.org).
T. Ganchev is with the Wire Communications Laboratory, Electrical and
Computer Engineering Department, University of Patras, 26 500 Rio-Patras,
Greece (e-mail: tganchev@ieee.org).
R. D. Rodman is with the Department of Computer Science, North Carolina
State University, Raleigh, NC 27695-8206 USA (e-mail: rodman@ncsu.edu).
Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TASL.2008.2010278
based on the maximum-likelihood (ML) criterion, which has
been shown to outperform several other existing techniques.
In state-of-the-art systems, speaker-dependent GMMs are de-
rived from a speaker-independent universal background model
(UBM) by adapting the UBM components with maximum a
posteriori (MAP) adaptation using speakers’ personal training
data [2]. This method constructs a natural association between
the UBM and the speaker models. For each UBM Gaussian
component there is a corresponding adapted component in the
speaker’s GMM. In the verification phase each test vector is
scored against all UBM Gaussian components, and a small
number of the best-scoring components in the corresponding
speaker-dependent adapted GMM are chosen. The decision
score is computed as the log likelihood ratio (LLR) of the
speaker GMM and the UBM scores. Because of the need to
score twice—against both the UBM and speaker-dependent
GMM, and the tendency to have large-sized GMMs—the
computational load during the test phase is high.
Chan et al. have categorized the existing methods for fast
GMM computation in four layers, referred to as: frame-layer,
GMM-layer, Gaussian-layer, and component-layer [3]. Here,
we consider the Gaussian-layer scheme of this categorization
as a reference point to describe the SGMM algorithm [4]. The
speed-up concept of a GMM-UBM-based system with prepro-
cessing was previously investigated for speaker verification sys-
tems in [5], [6]. In the literature, various speed-up approaches
were reported to reduce the computational complexity, such as
the use of Gaussian selection (hash GMM) [7], vector quantiza-
tion (VQ) pre-classifier [8], structural GMM [9], tree-structured
Gaussian densities [10], pruning methods [11], [12], approxi-
mated cross entropy (ACE) [13], and discriminative mixture se-
lection [14]. These methods degrade the system performance to
some extent in exchange for gaining speed-up.
In the present contribution, we build on the SGMM algorithm
[4], which belongs to the group of methods operating in the
Gaussian-layer. Investigation of the SGMM speed-up concept
for GMM-UBM-based classification schemes on the speaker
verification task is documented in [5], [6]. Here, we elaborate
further on the SGMM algorithm by introducing an efficient
scheme for adjusting the parameters of the sorting function by
means of the PSO algorithm [16].
The remainder of this paper is organized as follows. In
Section II, the GMM-based classification method and its sorted
variant, SGMM, are described. The PSO algorithm is explained
in Section III. Section IV presents the computer simulation and
experimental results. Finally, Section V concludes the paper.
1558-7916/$25.00 © 2009 IEEE
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II. GMM-UBM-BASED SPEAKER VERIFICATION
A. Principals
Given a segment of speech and a hypothesized speaker
, the task of speaker verification—also referred to as one-
speaker detection—is to determine whether was spoken by
. (Throughout this paper we refer to as a speech segment
or, alternatively, as a sequence of feature vectors extracted from
a speech segment. In the later case, is used to represent one
of the feature vectors.) An implicit assumption often used is that
contains speech from only one speaker. The single-speaker
detection task can be stated as a basic hypothesis test between
two hypotheses.
is from the hypothesized speaker .
is not from the hypothesized speaker .
The optimum test to decide between these two hypotheses is a
likelihood ratio (LR) test given by
Accept
Accept (1)
where is the probability density function for the
hypothesis evaluated for the observed speech segment ,
also referred to as the likelihood of the hypothesis given
the speech segment. The likelihood function for is likewise
. The decision threshold for accepting or rejecting
is . The main goal in designing a speaker detection system
is to determine techniques for computing values for the two
likelihoods and [17].
The output of the speech parameterization stage is typi-
cally a sequence of feature vectors. Mathematically, a model
denoted by represents , which characterizes the hy-
pothesized speaker S in the feature space. represents the
alternative hypothesis, . The likelihood ratio statistic is then
. Often, the logarithm of this statistic is
used giving the log-likelihood ratio as
(2)
While the model for is well defined and can be estimated
using training speech from , the model for is less well
defined since it potentially must represent the entire space of
possible alternatives to the hypothesized speaker.
The widely used approach to the alternative hypothesis mod-
eling is to pool speech from a large number of speakers and train
a single model. Various terms for this single model are a gen-
eral model, a world model, and a UBM [2]. Given a collection of
speech samples from a large number of speakers which are rep-
resentative of the population of speakers expected during veri-
fication, a single model is trained to represent the alter-
native hypothesis. The main advantage of this approach is that
a single speaker-independent model can be trained once for a
particular task and then used for all hypothesized speakers in
the same task. It is also possible to use multiple background
models tailored to specific sets of speakers. The use of a single
background model has become the predominant approach used
in speaker verification systems.
B. Gaussian Mixture Models
Having where is a -dimensional feature
vector at instance and is the total number of feature vectors,
an important step in the implementation of the aforementioned
likelihood ratio is the selection of the actual likelihood function
. The choice of this function largely depends on the fea-
tures being used as well as on the specifics of the application.
The mixture density used for the likelihood function is defined
[2] as follows:
(3)
The density is a weighted linear combination of unimodal
Gaussian densities , each parameterized by a mean
vector and a covariance matrix . Here, are
defined as
(4)
The mixture weights, , further satisfy the constraint
. While the general form of the model supports
full covariance matrices; that is, a covariance matrix with all its
elements, typically only diagonal covariance matrices are used
in order to reduce the number of adjustable parameters, hence
the amount of computation [2]. Collectively, the parameters
of the density model are denoted as , where
.
Given a collection of training vectors, maximum-likelihood
model parameters are estimated using the expectation-maxi-
mization (EM) algorithm. The EM algorithm iteratively refines
the GMM parameters to monotonically increase the likelihood
of the estimated model for the observed feature vectors. Under
the assumption of independent feature vectors, the log-like-
lihood of a model for a sequence of feature vectors is
computed as follows:
(5)
C. Adapted GMM
As discussed earlier, the dominant approach to background
modeling is to use a single, speaker-independent background
model to represent . Using a GMM as the likelihood
function, the background model is implemented typically as a
large GMM trained to represent the speaker-independent dis-
tribution of features. Specifically, the training set should be se-
lected in such a way as to reflect the expected alternative speech
to be encountered during recognition.
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In the original GMM scheme [1], the speaker model is trained
using the EM algorithm on the speaker’s enrollment data. In the
adapted GMM, the speaker model is derived by adapting the pa-
rameters of the background model using the speaker’s training
speech and a form of Bayesian adaptation known as maximum
a posteriori (MAP) estimation [18]. The rationale underlying
this method is to derive the speaker’s model by updating the
well-trained parameters in the background model via adaptation
as opposed to the standard approach, where the maximum like-
lihood training of a model for the speaker occurs independently
of the background model [1]. This provides a tighter association
between the speaker’s model and the background model that not
only produces better performance than decoupled models, but,
as discussed later in this section, also allows for a fast-scoring
technique. Evidence shows that instead of adapting all UBM
parameters, adapting only the mean vectors provides the best
performance [2].
The adapted GMM approach also leads to a fast-scoring tech-
nique. Computing the LLR requires computing the likelihood
for the speaker and background models for each feature vector,
which can be computationally expensive for large mixture or-
ders. However, the fact that the hypothesized speaker model
was adapted from the background model allows a faster scoring
method because the components of the adapted GMM retain
a correspondence with the mixtures of the background model
so that vectors close to a particular mixture in the background
model will also be close to the corresponding mixture in the
speaker model.
The fast-scoring procedure operates as follows. For each
feature vector, determine the top- scoring mixtures in the
background model and compute the background model likeli-
hood using only these top- mixtures. Next, score the vector
against only the corresponding components in the adapted
speaker model to evaluate the speaker’s likelihood. For a
background model with mixtures, this requires only
Gaussian computations per feature vector compared to
Gaussian computations for normal likelihood ratio evaluation.
When there are multiple hypothesized speaker models for each
test segment, the savings become even greater. Typically, a
value of is used.
D. Sorted GMM
The sorted Gaussian mixture model (refer to Fig. 1) is a re-
cently reported method for the fast scoring GMM [4], [6]. Given
a -dimensional feature vector
related to the speech frame at the time instance , and
a GMM of order , we define a sorting parameter
, which is a scalar. Here, is
a sorting function, chosen in such a way that neighboring target
feature vectors provide almost neighboring values of . The
mixtures of the GMM are sorted in ascending order of the asso-
ciated sorting parameter of their mean vectors according to the
vector with .
To compute the likelihood of an unknown input feature vector
we first scalar quantize by giving .
We name central index. Next, we evaluate the input feature
vector’s likelihood using the ordinary method by an extensive
local search in the neighborhood of the central index which
includes a subset of mixtures where . For example,
only the mixtures with indices within the range of to
may be searched, where is an offset value .
is called the search width.
To achieve a better performance for the SGMM, we always
search mixtures. For example, for the case , the first
mixtures in the GMM are considered for local search, and
for the last mixtures are evaluated for the like-
lihood calculation. Generally, the computational complexity of
this method grows linearly with , which normally is set to be
less than . In Fig. 1, we summarize the structure of a SGMM
system, and in Fig. 2 we illustrate the mixture selection process.
In previous work [4], [6], we relied on the sorting function
defined as follows:
(6)
This sorting function will be considered as the baseline for
comparison with the PSO-optimized one.
The SGMM method can be applied to any GMM, such as
a UBM, without any further training process. However, the
overall performance can be further enhanced if the following
optimization algorithm is used to optimize the GMM.
Step 1) Initialization: Set , , where
is the EM derived GMM. Calculate the sorting pa-
rameter related to each mixture and sort the GMM
in ascending order of the sorting parameter.
Step 2) Likelihood Estimation: Calculate the likelihood of
the entire training database with mixtures using
the SGMM method.
Step 3) GMM Adaptation: Compute the GMM. This
is done simply by adapting each mixture from
using associated training vectors found in the pre-
vious step.
Step 4) Sorting: Recalculate the sorting parameters related
to the mixtures of the new GMM and sort the
GMM in ascending order of the sorting parameter.
Also, set .
Step 5) Termination: If the total likelihood is higher than
a certain threshold the algorithm terminates; other-
wise, go back to Step 2.
After the optimization stage with the optimized UBM at
hand, the speakers’ GMMs are simply adapted from the opti-
mized UBM in the same way the ordinary GMM-UBM training
is performed. The memory storage required for the SGMM is
times that needed for the ordinary GMM.
The negligible extra storage is required to store the sorting
parameter quantization table. On the other hand, the number
of Gaussian computations (which is used as a measure of
speed-up) is reduced to (where is the number of top
scoring mixtures whose corresponding mixtures are evaluated
in the speaker GMM). This is less than which is the
number of Gaussian computations in the baseline system. Thus,
the speed-up factor of the SGMM algorithm is approximately
equal to . Here we ignore the computations
used to find the Gaussians which are negligible compared
to that of the Gaussian evaluation computations. To incorporate
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Fig. 1. Simplified flow diagram of the SGMM algorithm. (a) Training stage. (b) Test stage.
Fig. 2. Example of SGMM algorithm performance for a simple GMM of
order 8.
Tnorm in the score calculation, Tnorm speakers are consid-
ered; therefore, the speed-up factor of SGMM is reduced to
.
III. PARTICLE SWARM OPTIMIZATION
Swarm intelligence (SI) is an innovative distributed intelli-
gence paradigm for solving optimization problems that orig-
inally took its inspiration from the biological phenomena of
swarming, flocking, and herding [19]. Particle swarm optimiza-
tion (PSO) incorporates group behaviors observed in flocks of
birds, schools of fish, swarms of bees, and even human so-
cial behavior, from which the idea emerged. PSO is a popula-
tion-based optimization tool which can be easily implemented
and applied to solve various function optimization problems, or
the problems that can be transformed into function optimiza-
tion problems. As an algorithm, the main strength of PSO is its
fast convergence, which compares favorably with many global
optimizations. Following the original PSO [15], various modifi-
cations and improvements have been reported in the literature to
enhance its stability and performance. In the present work, we
rely on the PSO of Clerc [16], which is known with its robust
operation.
The PSO algorithm is employed here in a scheme for adjust-
ment of the weight coefficients of the sorting function outlined
in Section II-D. With this optimization scheme, we aim at es-
timating data-driven importance factors for the different mem-
bers of the speech feature vector, hoping to enhance the overall
speaker verification performance. Before describing in details
the optimization of the sorting function (Section III-B), for the
purpose of comprehensiveness we will outline briefly the basics
of the PSO algorithm.
A. PSO Algorithm Description
We adhere to standard PSO which is described in [16]. Let
be the cost function. Let there be particles,
each with associated positions and velocities
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, . Let be the current best position (PBest) of
each particle and let be the global best (GBest). In summary
the PSO algorithm consists of the following steps.
• Initialize and for all . One common choice is to take
and for all and ,
where is a uniform pdf, and , are the limits of the
search domain in each dimension.
• and , .
• While not converged:
For
.
.
If Then .
If Then .
In the above equations, the symbol “ ” stands for ele-
ment-by-element vector multiplication.
• is an inertia constant. It is usual to decrease linearly
from an initial value to a final value while running itera-
tions.
• and are constants that define the extent to which
the particle is directed towards improved positions. They
represent a “cognitive” and a “social” component, respec-
tively, in that they affect the extent to which the particle’s
individual best and its global best influence its movement.
• and are two random vectors, whose elements are
random numbers uniformly distributed between 0 to 1.
The particles search the space for better solutions by learning
from their own and their neighbors’ experiences. The learning
factors and represent the weights of the stochastic accel-
eration terms that pull each particle toward PBest (cognitive be-
havior) and GBest (social behavior) positions. The velocities of
the particles are clamped to a maximum velocity , which
serves as a constraint on the speed of the particles to avoid global
explosion. It limits the maximum step change of the particle,
thus constraining the moving speed of the entire population in
the hyperspace. Generally, is set to the value of the dy-
namic range of each variable to prevent particles from leaving
the problem space, so that no inherent limitations are intro-
duced. If was set to a lower value, it might slow down the
convergence speed of the algorithm, although, on the other hand,
it might help prevent PSO from local convergence. To prevent
dealing with this, we used the dynamic range of each variable
as maximum speed. The PSO terminates when the prespecified
number of iterations has taken place or when no improvement of
GBest has been achieved within a specified number of iterations.
As well, iterations may terminate when a satisfactory value of
the fitness function is reached.
B. PSO of the Sorting Function
Suppose a sequence of feature vectors is given as
. One can write this sequence in the form of
(superscript stands for matrix Transpose and in all other
cases indicates the number of feature vectors per utterance)
where , and
are the th Mel-frequency
cepstral coefficent (MFCC), and over
all feature vectors, respectively. For convenience, we rewrite
the feature vectors as , where the s
represent the MFCCs for , for
and for over
all feature vectors.
The introduction of a sorting function as the sum of feature
vector elements is based on correlations between sorting func-
tion values and s, where they are highly cor-
related for low index values such as , and with cor-
relations decreasing to . It is straightforward that a sorting
function which generates sorting values better correlated with
s would offer better results in the Gaussian selection stage.
If we consider , , ( stands
for th MFCC in the th feature vector) and ,
then we have , and , ,
so that the sorting function (6) can be redefined as
(7)
The new sorting function is considered as a weighted sum
of the elements of a feature vector, while in the earlier for-
mulation (6), unit weights were assumed. In the new more gen-
eral form of the sorting function the adjustable weights can be
learned in a data-dependent manner. The fitness function that is
function of the weights is defined as follows:
(8)
Here, stands for mathematical expectation. The weights
should be chosen in such a way that the defined fitness function
is maximized. This definition of the fitness function is motivated
by previous experience [4], [20], where summing all correla-
tions between and s led to positive results. The optimization
problem defined so far has the goal of finding out the optimal
weights for the sorting function so as to attain the max-
imum correlations.
We expect that by maximizing the fitness function (8), we
optimize the weights of the sorting function (7) in such a way
that neighboring feature vectors would result in almost-neigh-
boring sorting values. These would consequently correspond to
the most valuable mixtures for this purpose in that they would
provide a level of discrimination comparable to top- selection
in conventional GMM-UBM systems. (Here, we assume that if
we chose the appropriate sorting function, we would reach the
same likelihood value of UBM, as well as the same log likeli-
hood ratio for a specific speaker, by evaluating a smaller number
of Gaussians when compared to the model order ). Be-
cause the search space is unknown, such an optimization algo-
rithm is needed that is capable of searching a wide area while
avoiding local maximums.
Compared with basic sorted GMM where only must
be estimated for system performance, in PSO optimization of
SGMM weights we need to estimate other parameters of PSO
such as inertia weight and learning rates. This may be viewed
as a weak point for using PSO in SGMM as we used standard
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Fig. 3. Block diagram of fitness function optimization via PSO iterations.
PSO with recommended parameters and achieved good results
without further tuning.
C. PSO Utilization
In the experiments, we set to be the total feature vector for
the UBM training, which is a matrix ( and values
were used as 36 and 122 364 for males and 36 and 118 370 for
females, respectively). In Fig. 3, we present a block diagram of
the operation of the PSO-based weights adjustment. We relied
on a swarm of one hundred particles, whose elements were ran-
domly initialized to take values in the range of ( 5, 5). The in-
ertia weight was set to linearly decrease from 0.94 to 0.4 during
the first 70% of 1000 iterations of optimization, and then remain
constant. Both learning factors were set to 1 based on initial ex-
periments on the dataset. Termination occurred when the algo-
rithm reached its maximum number of iterations or when the
fitness function value of the best particle remained constant for
250 iterations. The maximum value of particles’ velocity was
confined to the default range of ( 5, 5) to avoid divergence of
the swarm. To obtain a different set of optimal weights for males
and females this process was repeated for each gender-specific
UBM.
In Fig. 4, we show the result of the PSO optimization on the
value of the fitness function for the male and female cases. (The
evolution of the values of the multidimensional weights vector
is difficult to illustrate). Initial values shown in Fig. 4 are for
unit weights, as they are in the basic formulation of the sorting
function (6). The final values are those estimated via the PSO.
The figure indicates that the PSO enhanced the fitness function
significantly and therefore we assume that the adjustment of the
weights is beneficial.
IV. PERFORMANCE EVALUATION
To evaluate the practical significance of the proposed PSO-
based SGMM speed-up method, we performed a series of ex-
periments. After detailing the experimental setup, we explain
different aspects of these trials.
350 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 17, NO. 2, FEBRUARY 2009
Fig. 4. Fitness function optimization during PSO iterations.
A. Speech Database
The speaker recognition experiments were conducted on the
NIST 2002 SRE data [21], which consist of cellular telephone
conversational speech and excerpts from the Switchboard
corpus. The NIST SRE experimental protocol as defined in the
one-speaker detection task was used. In brief, given a speech
segment of about 30 s, the goal is to decide whether this segment
was spoken by a specific target speaker or not. For each of 330
target speakers (139 males and 191 females), two minutes of
untranscribed, concatenated speech is available for the training
of the target model. Overall 3570 test segments (1442 males
and 2128 females), mainly lasting between 15 and 45 s, must
be scored against roughly ten gender-matching impostors and
against the true speaker. The gender of the target speaker is
known. A subset of the NIST 2001 speech data was used to train
the universal background model and impostor speakers’ model
for use in Tnorm score normalization [22]. This subset consists
of 174 target speakers, 74 males and 100 females. To avoid
any bias in results, the speakers from NIST 2001 SRE who
are present in the 2002 evaluation were discarded (14 males
and 14 females were excluded in this manner). Consequently,
the speech of 30 males and 30 females chosen from 60 males
and 86 females, respectively, were used to train gender specific
UBMs. The speech of the remaining 30 males and 56 females
was used to create Tnorm speakers models.
B. Evaluation Measure
The evaluation of the speaker verification system is based on
detection error tradeoff (DET) curves, which show the tradeoffs
between false alarm (FA) and false rejection (FR) errors. We
also used the detection cost function (DCF) defined in [21]
(9)
where is the a priori probability of target tests (i.e., 0.01),
the specific cost factors and , so the point
of interest is shifted towards low FA rates. We also calculated
an equal error rate (EER) as a more intuitive measure of system
performance.
C. Experimental Setup
A 30-ms sliding Hamming window with a 15-ms skip rate
was used to obtain a sequence of frames for which speech
feature vectors were estimated. The feature vector consisted
of 12-dimensional MFCCs concatenated with -MFCC
and -MFCC. Thus, a 36-dimensional feature vector was
formed. The 0th cepstral coefficient was excluded.
It is common to postprocess the MFCCs to compensate for
channel-related undesirable effects. Based on results given in
Table I of Burget, et al. [23], where performance improvement
could be attained by applying different types of channel com-
pensation methods were studied, we choose RASTA filtering for
feature postprocessing because of its major contribution to per-
formance improvement. This choice is also made in [24], where
intersession variability is of interest. Cepstral mean and variance
normalization was performed afterwards. Following the system
setup described in [25], we trained gender-dependent UBMs and
investigated the effect of the Tnorm score normalization [22] on
system performance.
For each target speaker, a speaker-specific GMM with diag-
onal covariance matrices was trained via MAP adaptation of
the Gaussian means of the UBM. The relevance factor, which
is a parameter for determining the impact of new data in model
adaptation from the UBM, was set to 16. (In this study the UBM
model order was 1024.) The UBM was trained with a minimum
of 100 iterations of the EM algorithm. Variance flooring of 0.01
was imposed to avoid singularity.
For each verification test, i.e., a pair of a test segment and
a target speaker, the test segment is scored against both the
target model and the background model matching the target
gender, ignoring low energy frames (silence removal was per-
formed by applying a bi-Gaussian modeling of frames energy
and discarding frames with low mean values). Search width of
the SGMM algorithm was varied from 8 to 512.
D. Experiments and Results
We compared the performance of the PSO-optimized SGMM
using against the nonoptimized SGMM that uses the basic
sorting function . The GMM-UBM system was used as a base-
line in both cases. The results are summarized in Figs. 5 and 6
with DET plots for the SGMMs, where the search width was se-
lected as powers of 2. In Fig. 7, we present the speed up factor
for each value of . The effect of Tnorm score normalization
can be seen in Figs. 5 and 6 which include the results both with
(left) and without (right) Tnorm score normalization.
As expected, the speaker verification performance degrada-
tion is small when the search width values are close to
the model order. Performance degradation increases as ap-
proaches . However, the acceleration rate becomes larger in
this region. As shown in the DET plots in Figs. 5 and 6, the
performance of the SGMM algorithm improves substantially by
using optimal weights. In addition, applying Tnorm degrades
system performance from an EER perspective but enhances it if
we focus our regard on the low false alarm region which is des-
ignated by “min. DCF.” From the DET plots for the optimized
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Fig. 5. Performance comparison of the baseline versus basic SGMM for multiple values of  .
Fig. 6. Performance comparison of the baseline GMM-UBM versus PSO optimized SGMM for multiple values of  .
Fig. 7. Speed-up factor achieved in the SGMM versus the search width.
SGMM, we can see that is the knee of performance
degradation for SGMM. Considering the baseline system per-
formance, it is noticeable that the main effect of using optimized
weights in SGMM is to partially compensate the system degra-
dation (performance degradation in EER from 8.32% to 9.06%
and in min. DCF from 0.393 to 0.453 in PSO-based SGMM
compared with performance degradation in EER from 8.32% to
11.53% and in min. DCF from 0.393 to 0.526 in basic SGMM).
It provides a speed-up factor of 7.74, as we see from the knee
of the performance plot. Also, it can be stated that the knee of
performance changed to by using optimized weights
in SGMM since it has a minor degradation in performance com-
pared to that of the baseline system (degradation in EER from
8.32% to 10.12% and in min. DCF from 0.393 to 0.511) while
reaching a speed-up factor of 14.9. Although adding Tnorm to
PSO optimized SGMM enhances system performance to some
extent, when compared to the loss in speed-up factor (for ex-
ample, from 14.9 to 4.29 for ) this is insignificant. To
clarify the performance improvement attained using optimized
weights in SGMM, detailed results of all experiments are re-
ported in Table I, partitioned to male and female trials. There
are some interesting observations in this table. First, baseline
system performance is better for males than females. Second,
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TABLE I
SPEAKER RECOGNITION PERFORMANCE FOR
SGMM DIFFERENT SYSTEMS (MALES)
SGMM system performance in the case for the male speakers is
less sensitive to speed-up factor increase than that of the one for
females. This is shown in Table I with shadowed cells, where
is considered as the knee of performance for basic
SGMM, and is the knee for PSO optimized SGMM.
Clearly, when compared to the corresponding baseline, perfor-
mance degradation due to SGMM in males trials is far less than
in females trials.
E. Comparison With Other Accelerating Techniques
In hash GMM [7], a smaller UBM (named hash UBM) is
created initially, based on those training data used for main
UBM training. Then, hash UBM is used to address the mixtures
of the main UBM. Each mixture of hash UBM has a short list
of mixtures of main UBM that occurred with more frequency
during the simultaneous evaluation of the main UBM and
hash on the training database. In hash GMM, it was found a
speed-up factor of 16 to be a compromise between the reduc-
tion of computational demands and an increase in verification
error. However, hash GMM needs nearly 4% memory overhead
compared to the baseline system in order to store the hash
model, while SGMM has merely 0.1% memory overhead to
store sorting function parameters. In [8], a VQ preclassifier is
used in a GMM-based speaker identification. A VQ codebook
is constructed by pooling all the different speakers’ GMM mean
vectors together and running the K-means. Each VQ partition
is associated with a shortlist of Gaussians to be evaluated. The
shortlists contain Gaussians from all models. In the testing
phase, VQ codebook is searched for the nearest neighbor
for each test vector, and the Gaussians associated with this
partition are scored from different models. All test vectors are
processed, and the -top scoring models are retained for final
scoring. It was reported that this method provides a speed-up
factor of 4 compared to the baseline with some degradation in
performance. Structural GMM [9], [10] was reported to have
the ability of reaching a speed-up factor of 17 while improving
the system performance when combining with a multilayer
perceptron neural network. This superior performance was
achieved by modeling feature space in different resolutions
and constructing a tree on them, and then finally constructing
appropriate structural GMMs for speakers with multilevel MAP
adaptation. Algorithm complexity and memory overhead are
not comparable with SGMM, so that consideration of neural
network computations may be excluded insofar as speed-up
factors are concerned.
In [12], the authors examined multiple pruning methods for
speaker identification based on GMM and vector quantization
techniques. Pruning methods were used to improve efficiency
in the test score normalization stage resulting in fast cohort se-
lection. As authors claimed, a speed-up factor of 23 could be
reached, with improved performance. Techniques presented in
this work could be effectively cascaded with SGMM.
In [13], a new framework was introduced for constructing a
speaker recognition system based on GMMs that used Gaussian
pruning based on approximated cross entropy (ACE). ACE is re-
ported to have a speed-up factor of 3 with a statistically insignif-
icant degradation in accuracy. Furthermore, by using two-phase
scoring they reported a speed-up factor of 5 with minor degra-
dation in performance. In discriminative mixture selection [14],
the most discriminative of all UBM mixtures are selected for
use by identifying ambiguous regions within the mixtures and
eliminating them from consideration by a minimum classifica-
tion error (MCE) training algorithm. This technique was applied
to a dialect classification task where it was shown that by se-
lecting only 65% of mixtures the system performance could be
improved.
V. CONCLUSION
We presented an efficient PSO-based scheme to enhance the
performance of SGMMs by means of fine-tuning the sorting
function parameters. A comparative evaluation with the base-
line approach on the one-speaker detection task, as defined in
the NIST 2002 experimental protocol, confirmed the superior
performance of the proposed approach. In this paper, only PSO
optimization for the proposed sorting function was considered.
Finding a more relevant fitness function or using a type of dis-
criminative training may also improve the results and achieve
superior performance.
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ABSTRACT
Gaussian selection is a technique applied in the GMM-UBM 
framework to accelerate score calculation. We have recently 
introduced a novel Gaussian selection method known as sorted 
GMM (SGMM). SGMM uses scalar-indexing of the universal 
background model mean vectors to achieve fast search of the top-
scoring Gaussians. In the present work we extend this method by 
using 2-dimensional indexing, which leads to simultaneous frame
and Gaussian selection. Our results on the NIST 2002 speaker 
recognition evaluation corpus indicate that both the 1- and 2-
dimensional SGMMs outperform frame decimation and temporal 
tracking of top-scoring Gaussians by a wide margin (in terms of 
Gaussian computations relative to GMM-UBM as baseline).
Index Terms— speaker verification, Gaussian selection, 
particle swarm optimization
1. INTRODUCTION
Gaussian mixture model (GMM) is a commonly used statistical 
speaker modeling technique in text-independent speaker 
recognition [1]. Usually speaker-dependent GMMs are derived 
from a speaker-independent universal background model (UBM) 
by adapting its Gaussian components with maximum a posteriori
(MAP) adaptation using speaker’s personal training data [2]. This 
method constructs a natural association between the UBM and the 
speaker models: for each UBM Gaussian component there is a 
corresponding adapted component in the adapted speaker model. 
In the verification phase, each test vector is scored against all the 
Gaussian components of the UBM, and a small number of the top-
scoring components in the corresponding adapted GMM are 
chosen. The match score is then computed as the log likelihood 
ratio (LLR) of the speaker GMM and the UBM scores. 
Notwithstanding this fast scoring technique, full search of the 
top-scoring Gaussians from the UBM is still required for each 
frame. With the typical frame rates - 50 to 100 frames per second 
- it becomes easily a bottleneck for computations. Reducing the 
number of UBM mixture evaluations is important on mobile 
platforms, in the speaker identification task, and when using score 
normalization techniques including a large number of speaker 
models to be evaluated, such as Tnorm [3].
Chan et al. have categorized the existing methods for fast 
GMM computations in four layers: frame-layer, GMM-layer, 
Gaussian-layer, and component-layer [4]. Various techniques for 
reducing the number of GMM computations have been proposed 
in the literature. Frame decimation [5] reduces the number of 
frames, whereas hash-modeling [6] and temporal tracking of the 
top-scoring Gaussians [7] reduce the number of Gaussian density 
evaluations. Speaker pruning [8], speaker clustering [9] and 
parametric modeling of the test utterance [10] can also be useful 
in speaker identification. In this paper our focus, however, will be 
on the standard likelihood-based matching framework for speaker 
verification.
The so-called sorted Gaussian mixture model (SGMM) 
algorithm was recently proposed in [11]. SGMM is a novel 
Gaussian selection method that finds the dominant mixtures from 
the UBM without extensive search over all Gaussians. This is 
achieved by using scalar indexing of the UBM mean vectors; in 
the test phase, each feature vector is projected on the scalar space 
and the UBM index is used for searching the most-likely top-
scoring Gaussians. In [11] the projection plane was optimized by 
using an evolutionary algorithm [12]. In this paper, we refer this 
method to as 1-dimensional sorted Gaussian mixture model
(SGMM-1) since it maps high dimensional feature space to scalar 
values and determines Gaussians to be evaluated using scalar 
search.
In [11], a speed-up ratio of 15:1 relative to standard GMM-
UBM top-scoring [1] was achieved without loss in recognition 
accuracy. For higher speed-up ratios, say 40:1 to 60:1, the 
accuracy degrades fast. The reason for this is that projection of 
high-dimensional vectors onto 1-dimensional space is lossy. In 
this paper, therefore, we propose an enhanced variant of the 
SGMM method which addresses this problem. The enhanced 
variant that we name as the 2-dimensional sorted Gaussian 
mixture model (SGMM-2) has two improvements compared to the 
original formulation [12]. Firstly, it uses a two-dimensional search 
grid to locate the top-scoring components of the UBM, which 
leads to more accurate indexing. Secondly, the method 
simultaneously decides whether a given frame should be passed to 
Gaussian computations (reduction of frames), meanwhile 
speeding up the search of the top-scoring components for those 
frames that passed the frame level test (reduction of Gaussian 
computations). We demonstrate that the proposed method 
outperforms frame decimation [5] and temporal tracking [7].
2. SORTED GAUSSIAN MIXTURE MODEL
The sorted Gaussian mixture model is a recently developed 
method for the fast scoring GMM [11, 12]. To describe SGMM-1
(Fig. 1), assume first that we are given a D -dimensional feature 
vector 1 2[ , , ..., ]
T
t t t Dtx x x x related to the speech frame at time 
t , and a GMM of M Gaussian components. We then define a 
sorting key 1 2( , , ..., )t t t Dts f x x x , which is a scalar. The sorting 
function ( )f  is chosen in such a way that neighboring feature 
vectors provide almost neighboring values of ts ; this allows 
“ordering” of the D-dimensional feature vectors using the 1-
dimensional sorting values and enables efficient indexing 
technique.  The components of the GMM are sorted in ascending 
order of the associated sorting key according to the vector 
1 2[ , , ..., ]
T
UBM Ms s s S , where 1 2 ... Ms s sd d d .
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To compute the likelihood of an unknown input feature 
vector, we first scalar quantize ts by UBMS giving is , where 
1 i Md d .  We call this index as the central index. Next, we 
evaluate the input feature vector’s likelihood using the ordinary 
method by an extensive local search in the neighborhood of the 
central index i which includes sM mixtures where sM M .
Only the mixture components with indices in the 
range 1i k i kª º  ¬ ¼ are searched.
Here k is an offset value ( / )2sk M and sM is the search 
width. In Fig. 1 we summarized the structure of a SGMM-1
system, but exclude the UBM optimization compared to previous 
work [12] for simplicity. In [12] we used a linearly weighted 
sorting function defined as follows:
1
( ) ,
D
t t t i it
i
s f a x
 
   ¦x a x (1)
Here itx stands for ith MFCC in the tth feature vector and 
the weight vector a is optimized using a so-called particle swarm 
optimization (PSO) algorithm [13]. Considering only UBM and 
one GMM memory storage requirement, the memory storage 
required for the SGMM-1 is (2 2) / (2 1)D D  times that 
needed for the GMM-UBM assuming diagonal covariance 
matrices. The negligible extra storage is required to store the 
sorting key quantization table. On the other hand, the number of 
Gaussian computations, a measure of speed-up, is reduced to 
sM C over M C in the baseline GMM-UBM system. Here 
C is the number of top-scoring mixtures whose corresponding 
mixtures are evaluated in the speaker GMM. Thus, the speed-up
factor of the SGMM-1 algorithm is approximately 
( ) / ( )sM C M C  . We have ignored the computations 
required for finding the sM Gaussians since it is negligible 
compared to Gaussian component evaluations. To incorporate 
Tnorm [3] in the score calculation, N additional Tnorm impostor 
speakers need to be considered, leading to speed-up factor of 
SGMM-1 as ( ) / ( )sM NC M NC  . Like any Gaussian 
selection algorithm operating in Gaussian layer, if large cohort 
sets used for Tnorm score normalization, the speed-up factor tends
to unity.
2.1. Optimization of the Sorting Function
Assume a sequence of feature vectors denoted as 
1[ ,..., ]T X x x .We can write this sequence as 
1 /3 1 /3 1 /3,..., , ,..., , ,..., ][ T T T T T T TD D D ' ' '' ''X c c c c c c where the 
superscript T stands for matrix transpose and the vectors are 
composed of MFCCs and their delta and double delta parameters, 
each subset with D/3 dimensions. We rewrite the feature vectors 
as  1 ,...,T TDc c X x x where the icx s represents the MFCCs 
for1 / 3i Dd d , ¨0)&&V IRU / 3 2 / 3D i D d and 
¨¨0)&&VIRU 2 / 3D i D d over all feature vectors. 
The introduction of a sorting function as the sum of feature 
vector elements in [5] was based on correlations between sorting 
function values 1[ ,..., ]Ts s s and icx s where they are highly 
correlated for low index values such as 1cx , 2cx and 3cx with 
correlations decreasing to Dcx . In general, a sorting function which 
generates sorting values highly correlated with icx s provides 
better results in the Gaussian selection stage. In the linearly 
weighted form of the sorting function as in the SGMM-1 after 
having UBM trained, the adjustable weights a can be learned in 
a data-dependent manner from UBM training material. The 
fitness function is function of the weights a and in [12] we 
defined it as follows:
2 2
1
{( ( ))( ( ))}
( )
{( ( )) } {( ( )) }
D
i i
i i i
E E E
Fitness
E E E E 
c c c c  
c c c c ¦
x x s s
a
x x s s
(2)
Here {.}E stands for mathematical expectation. The weights 
a should be chosen in such a way that the fitness function (2) is 
maximized. The optimization problem defined so far has the goal 
of discovering the optimal weights for the sorting function, a so 
as to attain the maximum correlations.
We expect that, by maximizing the fitness function (2) yields 
weights of the sorting function (1) so that neighboring feature 
vectors would result in almost-neighboring sorting values. These 
would consequently correspond to the most valuable mixtures for 
this purpose since they provide a level of discrimination 
comparable to top-C selection in conventional GMM-UBM 
systems. Because the search space is unknown, an optimization 
algorithm is needed that is capable of searching a wide area while 
avoiding local maximums. For this purpose we have selected the 
PSO algorithm [12].
3. ENHANCED SORTED GAUSSIAN MIXTURE MODEL
In the current work we extend the concept from 1-dimension 
to 2-dimensions by utilizing two sorting functions as:
1 1
2 2
( ) ,
( ) ,
t
t t
t
t t
s f
s f
  
  
x a x
x b x
(3)
Feature 
extraction
Development data
Train UBM 
with EM 
algorithm
UBMO Sorting function evaluation
1( ,..., )
k k
i Dif P P 1 2[ , ,..., ]
UBM
Ms s s
 s reorder Sto have
1 2 ... Ms s sd d d
(a) sorted GMM in train phase
(b) Sorted GMM in test phase
Test utterance Feature extraction
Compute sorting 
value
1 2( , ,..., )t t Dtf x x x
1[ ,..., ,..., ]t Ts s s S For each     find closest value in  and 
name its index as Central Index
1[ ,..., ,..., ]t Tci ci ci ci
Make a table of the best-matched indices and mixtures 
as evaluated in the UBM for each feature vector
( adjacent of      per feature vector )
1 tci Md d
Background model
Hypothesized model
Log Likelihood estimation
1
1( ) [ [ ( ) [ ( )]
T
t hyp t hyp
t
LLR log p log p
T
O O O
 
 ¦ x x
Decision score
sT M lookup tableu
sM tci
ts UBMs
( )tci
^ ` 1Tt t  X x
Figure1: Simplified block diagram of Sorted GMM (a) training phase (b) test phase
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Here a and b are designed to be close to orthogonal and 
optimized using the PSO algorithm [13]. We alter the way that the 
mixtures are considered for evaluation by focusing on those 
mixtures whose sorting values are in the set of specified adjacent 
values taken over the central mixture sorting values. Thus we may 
find the mixtures to be evaluated by considering those mixtures 
whose corresponding sorting values in two dimensions exist in the 
rectangular neighborhood specified by 1 1 1UBM is RD S
and 2 2 2UBM is RD S , where D is a control parameter to specify 
the neighborhood. 1
UBMS and 2UBMS are the sorting values of UBM 
means according to 1 (.)f and 2 (.)f , respectively 1R and 2R are the 
range of 1
UBMS and 2UBMS accordingly, while 1is and 2is are scalar-
quantized values of the unknown input feature vector sorting 
values, 1
ts and 2ts , by 1UBMS and 2UBMS , respectively. In other 
words, mixture components located in the intersecting area of the 
search areas specified by 1 (.)f and 2 (.)f go through the Gaussian 
evaluation process, and if there is no mixture in this area (this 
situation happens usually for low values ofD ), that feature vector 
is dropped from Gaussian evaluation. Finding the intersection 
area is shown in Fig. 2 for a simple 16 mixture case where their 
sorting keys are plotted as (×) in projection plane.
The memory storage required for the SGMM-2 is 
(2 3) / (2 1)D D  times that needed for the GMM-UBM. 
Based on the fact that some of the frames may be dropped from 
the Gaussian evaluation process, speed-up rate differs from one 
test segment to another and therefore the average value over all 
test segments must be considered for comparison with SGMM-1. 
In addition, in SGMM-2 the number of Gaussians to be evaluated 
for each frame, tsM , may be less than the C mixtures to be 
evaluated in UBM and GMM, hence we define a more efficient 
parameter tC to be the lesser number of the top-scoring mixtures 
as:
t
st
t t
s s
C M C
C
M M C
t 
­®¯ (4)
Thus, the speed-up factor (without considering the minor 
overheads due to SGMM) of the SGMM algorithm for testN test 
segments, each of them with nT frames, can be computed as:
1 1
1 1
with Tnorm
1 ( ( )) / ( )
1 ( ( )) / ( )
test n
test n
N T
t t
n s
test n t
N T
t t
n s
test n t
T M C M CN
T M NC M NCN
  
  
 
 
¦ ¦
¦ ¦
Considering the fact that SGMM-2 algorithm works also in 
frame level speed-up, when using large cohort sets for Tnorm, 
speed-up factor will not fall down dramatically compared to 
SGMM-1.
3.1 Optimizing weights in two dimensional case
For the new 2-dimensional sorted GMM concept, PSO must 
optimize two weigh vectors denoted as a and b . Considering the 
definition of 2-dimensional sorted GMM in (2) we propose a new 
fitness function as,
( , ) ( ) ( ) ( . / )Fitness Fitness Fitness abs  a b a b a b a b (5)
where Fitness(.) is defined as in  (2). The last term is the absolute 
value of the cosine of the angle between the two vectors. The 
absolute value accounts for vectors that are directionally opposed 
(at an angle between S/2 and 3S/2). The term is subtracted 
because the function is maximized when the vectors are 
orthogonal, i.e. the cosine is zero. By allowing PSO to find these 
two weighting vectors we will be able to come up with a two-
dimensional search in sorted GMM space.
4. PERFORMANCE EVALUATION
4.1 Experimental Setup
The speaker recognition experiments were conducted on the NIST 
2002 speaker recognition corpus [14], which consist of cellular 
telephone conversational speech and excerpts from the 
Switchboard corpus. Making use of MFCCs we followed the same 
configuration as described in [12] to utilize NIST 2002 and 2001 
SRE data for constructing UBM and speaker models. The UBM 
model order is set to 1024 throughout the experiments. The 
evaluation of the speaker verification system is based on detection 
error trade-off (DET) curves, which show the tradeoffs between 
false alarm (FA) and false rejection (FR) errors. We also used the 
minimum detection cost function (MinDCF) and equal error rate 
(EER) [9] to measure accuracy. EER is defined as the point where 
FA and FR errors are equal, and MinDCF is a weighted sum of 
FA and FR where false acceptance are punished more. Fixed rate 
decimation [5] and top-C scoring mixture tracking technique [7]
are included in the comparisons as well.
4.2 Experiments and Results
We compare the performance of 2-dimensional PSO-optimized 
SGMM while considering the standard GMM-UBM system as the 
baseline [2].  The detection error trade-off (DET) plots for the 
proposed method are summarized in Fig. 3. In SGMM-2 the 
control parameter,D was chosen as 2 %, 3 %, 5 %, 10 %, 15 %
and 20 % which gives average speed-up ratios of 157:1, 85:1,
37:1, 11:1, 5:1 and 3:1, respectively. Frame decimation algorithm 
[5] simply chooses one over every N (decimation factor) frames. 
Mixture tracking [7] algorithm first builds a look-up table for each
mixture where most probable mixtures to be selected after this
mixture are listed. In utterance scoring after first frame whole 
search in UBM, top scoring mixture selected and a subset size of 
mixtures in its list selected for next frame evaluation. Every 100 
frames, a full search is performed to avoid “dead-end transitions”. 
The effect of Tnorm score normalization [3] can also be seen in 
Fig 3. Figure 4 presents EER versus speed-up factor (relative to 
standard top-scoring in a GMM-UBM system) for SGMM-1, 
SGMM-2, decimation and mixture tracking algorithms. It can be 
seen that SGMM-2 outperforms SGMM-1, decimation and 
mixture tracking, the two latter ones by a wide margin.
×
×
×
×
×
× ×
×
×
×
×
×
×
×
×
×
1
ts
2
ts
2
2
2
U
BM
i s
RD


S
1 1 1
UBM is RD S
× Gaussian mixtures
Gaussians lying in the 
intersection will be 
passed to evaluation
1
is
2
is
Figure 2: Illustration of SGMM-2 algorithm
4532
5. CONCLUSIONS
We have introduced a 2-dimensional sorted GMM for 
computationally efficient speaker recognition. Our experiments 
indicate the effectiveness of the proposed method over the 1-
dimensional version. The SGMM algorithm also performs much 
better than two well-known methods, decimation and temporal 
mixture tracking algorithms.
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