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Abstract
Inclines are the additively idempotent semirings in which products are less than or equal to
factors. Thus inclines generalize Boolean algebra, fuzzy algebra and distributive lattice. And
the Boolean matrices, the fuzzy matrices and the lattice matrices are the prototypical examples
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This paper studies the power sequence of incline matrices in detail. A necessary and suf-
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some sufficient conditions for the incline matrix to converge in finite steps are established.
The stability of the orbits of an incline matrix is considered and a theorem in [Fuzzy Sets and
Systems 81 (1996) 227] is pointed out being false. The results in the present paper include
some previous results in the literatures which were obtained for the Boolean matrices, the
fuzzy matrices and the lattice matrices among their special cases.
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1. Introduction
The notion of inclines and their applications were described in [3] comprehen-
sively. Inclines are the additively idempotent semirings in which products are less
than or equal to factors. Thus inclines generalize Boolean algebra, fuzzy algebra
and distributive lattice. And the Boolean matrices, the fuzzy matrices and the lattice
matrices are the prototypical examples of the incline matrices. All applications of
Boolean algebra and fuzzy algebra to automata theory, design of switching circuits,
logic of binary relations, medical diagnosis, Markov chains, information system and
clustering are instances in which inclines can be applied. Besides, inclines are ap-
plied to nervous system, probable reasoning, finite state machines, psychological
measurement, dynamical programming and decision theory.
Cao et al. [3] introduced the concepts of the index and the period of an incline
matrix, and proposed an open problem of “Find a criterion that the index of a matrix
in Mn(L) exists” (see the third problem of paragraph 5.5 in [3]), where Mn(L) is the
set of all n × n matrices over incline L.
Shao and Guo [19] gave the correct expression and the complete proof of the
Euler–Fermat formula of the semigroup of the Boolean matrices. Han et al. [11] gave
a direct and simple proof for the Euler–Fermat formula of the semigroup of the Bool-
ean matrices considered in [19] and, by using this result, obtained the Euler–Fermat
formula of the semigroup of the fuzzy matrices.
Thomason [21] proved that the power sequence of a fuzzy matrix with max–min
composition either converges in finite steps or oscillates with finite period, and gave
some sufficient conditions for a fuzzy matrix to converge in finite steps. Fan and Liu
[8] studied the essential role of the principal diagonal elements for the convergence
of power sequence of a fuzzy matrix and generalized some previous results. Fan
and Liu [9] studied the properties of oscillating power sequence of fuzzy matrix and
showed that the period set of n × n fuzzy matrices is not bounded from above by a
power of n for all integers n. Li [14] presented some properties of index and period
of a fuzzy matrix and showed that the period of n × n fuzzy matrix is a divisor of [n].
Li [15] proved that the index of n × n fuzzy matrix is less than or equal to (n − 1)[n].
Liu and Ji [16] described the periodicity of the power sequence of a fuzzy matrix on
the basis of the relation of periodicity between a fuzzy matrix and its cut matrices.
Sha and Wu [18] gave the graphical characterization of power convergence of a fuzzy
matrix. Imai et al. [13] considered the period of a fuzzy matrix by a graph theoretical
viewpoint and showed some conditions for convergence. Cechlarova [4] showed that
the powers of a given fuzzy matrix stabilize if and only if its orbits stabilize for each
starting vector and proved a necessary and sufficient condition for this property using
the associated graph of the matrix. Buckley [2] showed by example that a theorem
in [21], also quoted in [13], about the convergence of fuzzy matrix is false.
Bourke and Fisher [1] presented an analysis of the stability of fuzzy matrices
combined with the max-product composition. Fan [7] studied the limiting property
of the power sequence of a fuzzy matrix under the max-product composition. Pang
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[17] studied the limiting behavior of powers of a fuzzy matrix under the max-Archi-
medean-t-norm composition, to which the max-product composition belongs, and
established some sufficient conditions for the fuzzy matrix to converge in finite steps.
Duan and Yang [6] generalized some previous results related to the index and
period of a fuzzy matrix to the matrices over distributive lattice. Tan [20] estimated
the index and the period of a matrix over a distributive lattice and obtained some
necessary and sufficient conditions for the power convergence of a lattice matrix.
Han et al. [11] proved the Euler–Fermat formula of the semigroup of the matrices
over a distributive lattice. Cechlarova [5] gave an overview of the known results on
the powers of matrices over a distributive lattice and stressed the significance of the
graph theoretical approach.
Han and Li [10] considered some equivalent conditions of the invertibility of
incline matrix and proved that the [n]th power of the invertible incline matrix of
order n becomes the identity matrix. Han et al. [12] studied the eigenvectors of the
incline matrix which has index.
In this paper, we study the power sequence of the incline matrices (i.e., the matri-
ces over inclines) in detail. A necessary and sufficient condition for the incline matrix
to have index is given and the indices of some incline matrices with indices are
estimated. It is proved that the period of n × n incline matrix with index is a divisor
of [n] and that the set of periods of n × n incline matrices with indices is not bounded
from above in the sense of a power of n for all n. An equivalent condition and some
sufficient conditions for the incline matrix to converge in finite steps are established.
The stability of the orbits of an incline matrix is considered and a theorem in [1]
is pointed out being false. The results in the present paper include some previous
results in the literatures which were obtained for the Boolean matrices, the fuzzy
matrices and the lattice matrices (i.e., the matrices over distributive lattices) among
their special cases.
2. Preliminaries and some lemmas
In this section, we give some definitions and preliminary lemmas.
Definition 2.1 [3]. A nonempty set L with two binary operations + and · is called an
incline if it satisfies the following conditions:
(1) (L,+) is a semilattice,
(2) (L, ·) is a commutative semigroup,
(3) x(y + z) = xy + xz for all x, y, z ∈ L,
(4) x + xy = x for all x, y ∈ L.
In an incline L, define a relation  by x  y ⇔ x + y = y. Obviously, xy  x
for all x, y ∈ L.
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The Boolean algebra ({0, 1},∨,∧) is an incline. The fuzzy algebra ([0, 1],∨, T )
is also an incline, where T is a t-norm. And the distributive lattice is a kind of
inclines.
Throughout this paper, unless otherwise stated, L always denotes any given
incline with an additive identity 0 and a multiplicative identity 1. It follows that 0
is the least element and 1 is the greatest element in L.
Denote by Lm×n and Ln the set of all m × n matrices over L and the set of all
column vectors of order n over L, respectively. For any positive integer n, n always
stands for the set {1, 2, . . . , n} and [n] denotes the least common multiple of the
integers 1, 2, . . . , n.
Given A = (aik) ∈ Lm×n and B = (bkj ) ∈ Ln×l , the product A · B ∈ Lm×l is
defined by
A · B :=

∑
k∈n
aikbkj

 .
The set Ln×n constitutes a partially ordered semigroup with respect to the matrix
multiplication.
Definition 2.2. Let S be a semigroup and a ∈ S. Assume that ak = ak+d for some
positive integers k and d . The least such positive integers k and d are called an index
and a period of a, and denoted by i(a) and p(a), respectively. In this case, we say
that a has index. In particular, if p(a) = 1, then we say that a converges in finite
steps, and otherwise, a oscillates with finite period.
Obviously, if a has index, then ai(a) = ai(a)+p(a). And the power sequence
a, a2, a3, . . . , am, . . .
of a contains exactly i(a) + p(a) − 1 different elements:
a, a2, . . . , ai(a), . . . , ai(a)+p(a)−1.
The following are the fundamental lemmas which will be used in the next
sections.
Lemma 2.1. Let S be a semigroup and a be an element with index in S. Then ak =
ak+d if and only if k  i(a) and p(a)|d.
Proof. “⇒” Let ak = ak+d . By the definition of index and period, i(a)  k and
p(a)  d . Put d = q · p(a) + r and 0  r < p(a). From ai(a) = ai(a)+p(a), we have
ak = ak+p(a), and so
ak = ak+p(a) = ak+2·p(a) = · · · = ak+q·p(a).
Hence we obtain
ak = ak+d = ak+q·p(a)+r = ak+q·p(a)ar = akar = ak+r .
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Since 0  r < p(a), we can see that r = 0. Therefore, d = q · p(a), i.e., p(a)|d .
“⇐” It is trivial. 
Lemma 2.1 generalizes Theorem 3.5 in [14] and Theorem 3.7 in [16].
Lemma 2.2. Let S be a partially ordered semigroup and a be an element with index
in S. If at  ak for some positive integers t and k, then p(a)|(t − k).
Proof. If t = k, then it is trivial. If t < k, then at  at+(k−t). Multiplying two sides
by ak−t repeatedly, we have
at  at+(k−t)  at+2(k−t)  · · ·  at+m(k−t)  · · · .
Since a has index, the number of different elements in the above power sequence is
finite. So there exist two positive integers u and v such that u < v and at+u(k−t) =
at+v(k−t). From the inequalities above, we can see that at+u(k−t) = at+u(k−t)+(k−t).
By Lemma 2.1, we obtain p(a)|(k − t). Hence p(a)|(t − k). The proof in the case
of t > k is similar to that in the case of t < k. 
Lemma 2.2 generalizes Theorem 3.3 in [14] and Lemma 4.1 in [20].
An element a of an incline L is said to be idempotent if a2 = a. The set of all
idempotent elements in L is denoted by I (L), i.e., I (L) = {a ∈ L | a2 = a}.
Example 2.1. Let e ∈ [0, 1] and Te be a binary operation on [0, 1] defined by
Te(x, y) :=
{
x ∧ y, x = 1 or y = 1,
x ∧ y ∧ e, otherwise.
Then Te is a t-norm and L = ([0, 1],∨, Te) is an incline. It is clear that I (L) =
[0, e] ∪ {1}.
Lemma 2.3. I (L) is a distributive lattice.
Proof. Since 0, 1 ∈ I (L), we see that I (L) /= ∅. For any x, y ∈ I (L), we have
(x + y)2 = x2 + yx + xy + y2 = x + yx + xy + y = x + y,
(xy)2 = xyxy = x2y2 = xy.
Hence x + y ∈ I (L), xy ∈ I (L) and x + y = sup{x, y} in I (L). If x  z and y  z
for some z ∈ I (L), then xy  z2 = z, which means that xy = inf{x, y} in I (L).
Thus I (L) is a distributive lattice. 
3. Existence of indices of incline matrices
In this section, we give a necessary and sufficient condition for the incline matrix
to have index and estimate the indices of some incline matrices with indices.
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Lemma 3.1. If A ∈ Ln×n, then An2[n]  An2[n]−[n].
Proof. Let A = (aij ) and k = n2[n]. Denote Al =
(
a
(l)
ij
)
. Then for any i, j ∈ n, we
have
a
(k)
ij =
∑
i1,i2,...,ik−1∈n
aii1ai1i2 · · · aik−1j .
Consider any term aii1ai1i2 · · · aik−1j of a(k)ij . Divide it into n[n] products of n
elements in order, i.e.,
aii1 · · · ain−1in , ainin+1 · · · ai2n−1i2n , . . . . . . , aik−nik−n+1 · · · aik−1j .
For every product of n elements, the number of the subscripts is equal to n + 1 and
their values are in n. Hence there exist two subscripts such that their values are same.
Therefore, every product of n elements contains a subproduct of type app1 · · · aprp.
From the every product of n elements above, select exactly one subproduct of such
type. Then there exists a positive integer r ∈ n such that [n] subproducts
of r elements are chosen at least. In fact, otherwise, for every r ∈ n, the number
of selected subproducts of r elements is smaller than [n], and so the total number of
the selected subproducts is smaller than n[n].
Now select exactly [n]/r subproducts of r elements and strike out them from
aii1ai1i2 · · · aik−1j . Then we obtain a term of a(k−[n])ij . Hence we can see that
aii1ai1i2 · · · aik−1j  a(k−[n])ij .
Since the inequality above holds for any term aii1ai1i2 · · · aik−1j of a(k)ij , it follows
that a(k)ij  a
(k−[n])
ij . This completes the proof. 
Lemma 3.2. Let A,B ∈ Ln×n. If A  AB, then ABn−1 = ABn.
Proof. It is trivial that A  AB  AB2  · · ·  ABn−1  ABn. Now we prove
ABn  ABn−1. Put A = (aij ) and B = (bij ). Then∑
k1∈n
aik1b
(n)
k1j
=
∑
k1,...,kn∈n
aik1bk1k2 · · · bknj .
Consider any term aik1bk1k2 · · · bknj . Since the number of the subscripts k1,
k2, . . . , kn, j is n + 1, there are two same subscripts among them. We distinguish
the following four cases.
Case 1. Assume that k1 = j . Then
aik1bk1k2 · · · bknj  aik1 = aij 
∑
l∈n
ailb
(n−1)
lj
since A  ABn−1.
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Case 2. Assume that ks = j for some s > 1. Then
aik1bk1k2 · · · bknj = aik1 · · · bks−1ks · bksks+1 · · · bknj
 aik1 · · · bks−1ks = aik1 · · · bks−1j

∑
l∈n
ailb
(s−1)
lj 
∑
l∈n
ailb
(n−1)
lj
since 1 < s  n and ABs−1  ABn−1.
Case 3. Assume that ks = kt for some s, t such that 1 < s < t . Then
aik1bk1k2 · · · bknj = aik1 · · · bks−1ks · bksks+1 · · · bkt−1kt · bkt kt+1 · · · bknj
 aik1 · · · bks−1ks bkt kt+1 · · · bknj = aik1 · · · bks−1ks bkskt+1 · · · bknj

∑
l∈n
ailb
(n−t+s)
lj 
∑
l∈n
ailb
(n−1)
lj
since 1  t − s  n − 2 and ABn−t+s  ABn−1.
Case 4. Assume that k1 = kt for some t > 1. Then
aik1bk1k2 · · · bknj = aik1 · bk1k2 · · · bkt−1kt · bkt kt+1 · · · bknj
 aik1bkt kt+1 · · · bknj = aik1bk1kt+1 · · · bknj

∑
l∈n
ailb
(n−t+1)
lj 
∑
l∈n
ailb
(n−1)
lj
since 2  t  n and ABn−t+1  ABn−1.
Hence, it always holds that
∑
k1∈n aik1b
(n)
k1j

∑
l∈n ailb
(n−1)
lj for all i, j ∈ n.
Therefore, ABn  ABn−1. This completes the proof. 
Lemma 3.2 generalizes Lemma 4 in [6].
Corollary 3.1 [6]. If L is a distributive lattice and A,B ∈ Ln×n satisfy A  AB,
then ABn−1 = ABn.
Theorem 3.1. Let A ∈ Ln×n. Then A has index if and only if there exist positive
integers p and r such that p < r and Ap  Ar. And in that case, i(A)  p +
(n − 1)(r − p) and p(A)|(r − p).
Proof. “⇒” It is obvious.
“⇐” Put m = p(n2 − 1)[n] and l = (r − p)[n]. Since Ap  Ar , we have
Am = Am−pAp  Am−pAr = Am+(r−p).
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Hence we get
Am+(r−p) = Ar−pAm  Ar−pAm+(r−p) = Am+2(r−p).
Similarly, we obtain
Am  Am+(r−p)  Am+2(r−p)  · · ·  Am+l ,
i.e., Am  Am+l . On the other hand, by Lemma 3.1, we see that
Am+[n] = Am−(n2−1)[n]An2[n]  Am−(n2−1)[n]An2[n]−[n] = Am.
Hence we get
Am+2[n] = A[n]Am+[n]  A[n]Am = Am+[n].
Similarly, we obtain
Am  Am+[n]  Am+2[n]  · · ·  Am+l ,
i.e., Am  Am+l . Therefore, Am = Am+l and so A has index.
By Ap  ApAr−p and Lemma 3.2, we have
Ap+(n−1)(r−p) = Ap(Ar−p)n−1 = Ap(Ar−p)n = Ap+n(r−p).
Hence, by Lemma 2.1, we obtain that i(A)  p + (n − 1)(r − p) and p(A)|(r −
p). 
Theorem 7 in [6] is a consequence of Theorem 3.1.
Corollary 3.2 [6]. If L is a distributive lattice, A ∈ Ln×n and Ap  Ar for some
positive integers p, r(p < r), then i(A)  p + (n − 1)(r − p).
Theorem 3.2 [11, 20]. If L is a distributive lattice and A ∈ Ln×n, then i(A) 
(n − 1)2 + 1.
Theorem 3.2 generalizes Theorem 10(2) in [9]. Theorem 3.2 coincides with Cor-
ollary 4.1 in [11] and Theorem 4.8 in [20], respectively. But the proof in [11] is more
direct and simple than the proof in [20].
By Lemma 2.3 and Theorem 3.2, we obtain the following result.
Corollary 3.3. If A ∈ I (L)n×n, then A has index and i(A)  (n − 1)2 + 1.
Lemma 3.3. If A ∈ Ln×n is an invertible matrix [3], then ATA = AAT = I.
Proof. If A is invertible, then AX = XA = I for some X ∈ Ln×n. Put A = (aij )
and X = (xij ). By AX = I , we have that if i /= j , then ∑s∈n aisxsj = 0, and so
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aisxsj = 0 for all s ∈ n. And by XA = I , we obtain that∑s∈n asi ∑s∈n xisasi =
1 and
∑
s∈n xis 
∑
s∈n xisasi = 1 for all i ∈ n. Hence we see that
aij = aij · 1 = aij

∑
s∈n
xjs

 = ∑
s∈n
(aij xjs) = aij xji
=
∑
s∈n
(asj xji) =

∑
s∈n
asj

 xji = 1 · xji = xji
for all i, j ∈ n. Therefore, X = AT and this completes the proof. 
Theorem 3.3. Let A,B ∈ Ln×n and B = CAC−1, where C ∈ Ln×n is invertible.
Then A has index if and only if B has index. And in that case, i(A) = i(B) and
p(A) = p(B).
Proof. Suppose that A has index. Then Ai(A) = Ai(A)+p(A). So we have that
Bi(A) = CAi(A)C−1 = CAi(A)+p(A)C−1 = Bi(A)+p(A).
Hence B has index, i(B)  i(A) and p(B)  p(A). On the other hand, A = C−1BC
and Bi(B) = Bi(B)+p(B). So we obtain that
Ai(B) = C−1Bi(B)C = C−1Bi(B)+p(B)C = Ai(B)+p(B).
Hence i(A)  i(B) and p(A)  p(B). Therefore, i(A) = i(B) and p(A) = p(B).
Conversely, assume that B has index. Then A = C−1BC. Similarly to the above,
it is verified that A has index, i(A) = i(B) and p(A) = p(B). 
Corollary 3.4. Let L be a distributive lattice and A,B ∈ Ln×n. If B = CAC−1 for
some invertible matrix C ∈ Ln×n, then i(A) = i(B) and p(A) = p(B).
4. Estimate of periods of incline matrices
In this section, we give some estimates of the periods of incline matrices which
have indices. It is proved that the period of n × n incline matrix with index is a
divisor of [n] and that the set of periods of n × n incline matrices with indices is not
bounded from above in the sense of a power of n for all n.
Theorem 4.1. If A ∈ Ln×n has index, then p(A)|[n].
Proof. It follows immediately from Lemma 2.2 and Lemma 3.1. 
Corollary 4.1. If L is a distributive lattice and A ∈ Ln×n, then p(A)|[n].
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Proof. Since L is a distributive lattice, A has index. By Theorem 4.1, we have the
conclusion. 
Theorem 4.1 generalizes Theorem 3.7(1) in [14] and Theorem 4.3 in [20], and
Corollary 4.1 is just Theorem 4.3 in [20]. However, it is impossible to prove Theorem
4.1 by the methods in [14,20].
Theorem 4.2. Let A ∈ Ln×n have the following form:
A =
(
B O
D C
)
,
where B ∈ Ln1×n1 , C ∈ Ln2×n2 (n1 + n2 = n) are nonzero matrices and O is the
zero matrix. Then A has index if and only if B and C have indices. And in that
case, p(A) = l.c.m{p(B), p(C)}.
Proof. By induction, it is verified that
As =
(
Bs O∑s−1
i=0 CiDBs−1−i Cs
)
for any positive integer s.
Suppose that A has index. Then Ai(A) = Ai(A)+p(A), and so
Bi(A) = Bi(A)+p(A), Ci(A) = Ci(A)+p(A).
Hence B,C have indices and p(B)|p(A), p(C)|p(A) by Lemma 2.1. Therefore,
l.c.m{p(B), p(C)}|p(A).
Conversely, assume that B and C have indices. Put k = i(B) + i(C) and l =
l.c.m{p(B), p(C)}.
Now we shall show that Ak+l+1 = Ak+2l+1 holds. In fact, it follows from Lemma
2.1 that
Bk+l+1 = Bk+2l+1, Ck+l+1 = Ck+2l+1.
Hence it is sufficient to show that the following equality holds:
k+l∑
i=0
CiDBk+l−i =
k+2l∑
i=0
CiDBk+2l−i .
We first consider any term CiDBk+l−i of the left side in the above expression.
If i  k + l − i(B), then k + l − i  i(B). So by Lemma 2.1 we have
CiDBk+l−i = CiDBk+l−i+l = CiDBk+2l−i ,
which is a term of the right side in the above expression.
If i > k + l − i(B), then i > l + i(C). So by Lemma 2.1 we have
CiDBk+l−i = Ci+lDBk+l−i = Ci+lDBk+2l−(i+l),
which is a term of the right side in the above expression since i + l  k + 2l.
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We next consider any term CiDBk+2l−i of the right side in the above expression.
If i  l + i(C), then i − l  i(C). So by Lemma 2.1 we have
CiDBk+2l−i = Ci−lDBk+2l−i = Ci−lDBk+l−(i−l),
which is a term of the left side in the above expression since i − l  k + l.
If i < l + i(C), then k + l − i > k − i(C) = i(B). So by Lemma 2.1 we have
CiDBk+2l−i = CiDB(k+l−i)+l = CiDBk+l−i ,
which is a term of the left side in the above expression.
From the considerations above, the terms of the left side in the above expression
coincide with the terms of the right side in the above expression and vise versa.
Hence, the above expression becomes the equality.
In all, we can see that Ak+l+1 = Ak+2l+1. Hence, A has index and p(A)|l by
Lemma 2.1. Therefore, we obtain p(A) = l = l.c.m{p(B), p(C)}. 
Corollary 4.2. Let L be a distributive lattice and A ∈ Ln×n have the following
form:
A =
(
B O
D C
)
,
where B ∈ Ln1×n1 , C ∈ Ln2×n2 (n1 + n2 = n) are nonzero matrices and O is the
zero matrix. Then p(A) = l.c.m{p(B), p(C)}.
Proof. Any matrix over a distributive lattice has index. Hence we obtain the con-
clusion as a consequence of Theorem 4.2. 
Theorem 4.2 and Corollary 4.2 generalize Lemma 1 in [19].
Lemma 4.1. For any positive integer n, there exists a matrix A ∈ Ln×n such that A
has index and p(A) = n.
Proof. Consider a matrix A = (aij ) ∈ Ln×n defined as follows:
aii+1 := 1, 1  i  n − 1,
an1 := 1,
aij := 0, otherwise.
Then A is of the following form:
A =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
.
.
.
...
0 0 0 · · · 1
1 0 0 · · · 0

 .
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By computing the powers of A in order, we can see that A,A2, . . . , An are distin-
guished each other and An = I . Hence, A = An+1, i.e., i(A) = 1 and p(A) = n. If
a is a nonzero idempotent element in L, i.e., a ∈ I (L) \ {0} (see Example 2.1 and
Lemma 2.3), then the matrix aA = (aaij ) also has index and p(aA) = n. 
Lemma 4.2. Let n = n1 + n2 + · · · + nr and ni  1 for all i (1  i  r). Then
there exists a matrix A ∈ Ln×n such that A has index and p(A) = l.c.m{n1,
n2, . . . , nr}.
Proof. For every i (1  i  r), let Ai ∈ Lni×ni be the matrix with p(Ai) = ni .
In fact, it follows from Lemma 4.1 that such matrix does exist. Now we put
A =


A1 O · · · O
O A2 · · · O
...
... · · · ...
O O · · · Ar

 .
Then A ∈ Ln×n has index and p(A) = l.c.m{p(A1), p(A2), . . . , p(Ar)} =
l.c.m{n1, n2, . . . , nr} by Theorem 4.2 and the induction. 
Theorem 4.3. For any positive integer m, there exist a positive integer n and a
matrix A ∈ Ln×n such that A has index and p(A)  nm.
Proof. Let m be any given. Take a positive integer t such that 2t  (m!)m+1(m +
2)m. Put ni = 2t + i (0  i  m) and n = n0 + n1 + · · · + nm. Then we have
n = (m + 1)2t + m(m + 1)
2
 (m + 2)2t .
By Lemma 4.2, there exists a matrix A ∈ Ln×n such that p(A) =
l.c.m{n0, n1, . . . , nm}. Let dij = g.c.d{ni, nj }, where 0  i /= j  m.
Since g.c.d{ni, nj } = g.c.d{ni, nj − ni} = g.c.d{ni, j − i}, we obtain dij |(j − i).
Hence, we can see that
p(A) = l.c.m{n0, n1, . . . , nm}  n0n1 · · · nm∏m
i=0
∏m
j /=i dij
 n0n1 · · · nm
(m!)m+1 
2t (m+1)
(m!)m+1  (m + 2)
m2tm = ((m + 2)2t )m  nm.
This completes the proof. 
Theorem 4.3 generalizes Theorem 8 in [9] and shows that the set of periods of
n × n incline matrices with indices is not bounded from above in the sense of a
power of n for all n.
Lemma 4.3. For any k ∈ n, there exists a matrix A ∈ Ln×n such that A has index
and p(A) = k.
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Proof. Consider a matrix A ∈ Ln×n defined as follows:
A :=
(
B O
O In−k
)
,
where B ∈ Lk×k is the matrix with p(B) = k as in Lemma 4.1, In−k is the identity
matrix of order n − k with p(In−k) = 1 and O are the zero matrices.
By Theorem 4.2, A has index and p(A) = l.c.m{p(B), p(In−k)} = l.c.m{k, 1} =
k. 
Theorem 4.4. For any positive integer n, there exist an incline L and a matrix
A ∈ Ln×n such that A has index and p(A) = [n].
Proof. Let L = ([0, 1],∨,∧)n (the direct product of fuzzy algebras). Then L is an
incline. For every k ∈ n, by Lemma 4.3, there is a matrix Ak = (a(k)ij ) ∈ [0, 1]n×n
such that p(Ak) = k. Now consider a matrix A = (aij ) ∈ Ln×n defined as follows:
aij := (a(1)ij , a(2)ij , . . . , a(n)ij )
for all i, j ∈ n. It is clear that A has index. By Theorem 4.1, we see that p(A)|[n].
On the other hand, since Ai(A) = Ai(A)+p(A), we have that Ai(A)k = Ai(A)+p(A)k for
all k ∈ n. So by Lemma 2.1, p(Ak)|p(A), i.e., k|p(A) for all k ∈ n. Hence, [n]|p(A).
Therefore, we obtain p(A) = [n]. 
Let d1, d2, . . . , dτ be the divisors of [n] and 1 = d1 < d2 < · · · < dτ = [n], where
τ is the total number of the divisors of [n].
Now we may establish the following algorithm to find the index i(A) and the
period p(A) of n × n incline matrix A with index.
Step 1: Compute successively(
A,A1+[n]
)
,
(
A2, A2+[n]
)
, . . . ,
(
Al,Al+[n]
)
, . . . .
Among them, find k such that Ak = Ak+[n] but Ak−1 /= A(k−1)+[n]. Then i(A) = k.
Go to step 2.
Step 2: Compute successively
Ai(A), Ai(A)+d1 , Ai(A)+d2 , . . . , Ai(A)+dτ .
Among them, find ds such that Ai(A) = Ai(A)+ds but Ai(A) /= Ai(A)+dt for all t (1 
t  s − 1). Then p(A) = ds . Stop.
5. Convergence of incline matrices
In this section, we establish an equivalent condition and some sufficient condi-
tions for the incline matrix to converge in finite steps.
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Obviously, if A converges in finite steps, then Ai(A) = Ai(A)+k for all positive
integers k.
Theorem 5.1. Let A ∈ Ln×n. Then A converges in finite steps if and only if Ap 
Ap+1 for some positive integer p. And in that case, i(A)  p + n − 1.
Proof. “⇒” It is trivial.
“⇐” Assume that Ap  Ap+1 for some positive integer p. Then by Theorem
3.1, A has index. Moreover, i(A)  p + n − 1 and p(A)|1, i.e., p(A) = 1. Hence A
converges in finite steps. 
Definition 5.1. A matrix A = (aij ) ∈ Ln×n is said to be
(1) increasing if A  A2,
(2) reflexive if aii = 1 for all i ∈ n,
(3) row diagonally dominant if aij = aiiaij for all i, j ∈ n,
(4) column diagonally dominant if aij = aij ajj for all i, j ∈ n,
(5) weakly diagonally dominant if for any i ∈ n, either
∀j ∈ n, aiiaij = aij or ∀j ∈ n, ajiaii = aji,
(6) transitive if A  A2,
(7) symmetric if A = AT, i.e., aij = aji for all i, j ∈ n.
Theorem 5.2. Let A ∈ Ln×n. If A is increasing, then A converges in finite steps
with i(A)  n.
Proof. Since A  A2, it follows from Theorem 5.1 that A converges in finite steps
with i(A)  1 + n − 1 = n. This completes the proof. 
Example 5.1. Let L = ([0, 1],∨,×), where × is the ordinary multiplication.
Consider the following matrix:
A =
(
0.1 0.6
0.6 1
)
∈ L2×2.
Then we see that
AA2 =
(
0.36 0.6
0.6 1
)
= A3.
Hence A converges in finite steps and i(A) = 2.
Example 5.1 shows that the upper bound of indices in Theorem 5.2 cannot be
decreased in general.
Theorem 5.2 generalizes Theorem 4 in [6] and Theorem 5.1(2) in [20].
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Corollary 5.1 [6, 20]. If L is a distributive lattice and A ∈ Ln×n is increasing, then
A converges in finite steps with i(A)  n.
Theorem 5.2 and Corollary 5.1 generalize Proposition 3.7 in [15].
Lemma 5.1. Let A = (aij ) ∈ Ln×n. If aii ∈ I (L) for all i ∈ n, then
(1) aii  a(s)ii 
∑
k∈n aik,
(2) aii  a(s)ii 
∑
k∈n aki
for all positive integers s.
Proof. (1) Since aii is idempotent for every i ∈ n, we have
aii = aiiaii · · · aii︸ ︷︷ ︸
s times
 a(s)ii =
∑
k1,k2,...,ks−1∈n
aik1ak1k2 · · · aks−1i

∑
k1,k2,...,ks−1∈n
aik1 =
∑
k1∈n
aik1 =
∑
k∈n
aik.
(2) It is similar to the proof of (1). 
Theorem 5.3. Let A = (aij ) ∈ Ln×n. If A is weakly diagonally dominant, then the
following hold:
(1) A2  A3,
(2) aii = a(2)ii = a(3)ii = · · · = a(n)ii for all i ∈ n,
(3) A converges in finite steps with i(A)  n − 1.
Proof. Suppose that A = (aij ) is weakly diagonally dominant. Obviously, aii ∈
I (L) for all i ∈ n.
(1) Let i, j ∈ n be any given subscripts. Then a(2)ij =
∑
k∈n aikakj . Consider any
term aikakj of a(2)ij . If akkakt = akt for all t ∈ n, then
aikakj = aik(akkakj )  a(3)ij .
If atkakk = atk for all t ∈ n, then
aikakj = (aikakk)akj  a(3)ij .
Hence we have a(2)ij  a
(3)
ij , which implies that A
2  A3.
(2) Let i ∈ n be any given subscript. Suppose that s is any positive integer. If
aiiaik = aik for all k ∈ n, then by (1) of Lemma 5.1,
aii  a(s)ii 
∑
k∈n
aik =
∑
k∈n
aiiaik 
∑
k∈n
aii = aii .
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If akiaii = aki for all k ∈ n, then by (2) of Lemma 5.1,
aii  a(s)ii 
∑
k∈n
aki =
∑
k∈n
akiaii 
∑
k∈n
aii = aii .
Hence, aii = a(s)ii for all i ∈ n.
(3) By (1) and Theorem 5.1, A converges in finite steps. And A2  A3  · · · 
An−1  An. Now we prove that An−1  An. By (2), it is sufficient only to show that
a
(n−1)
ij  a
(n)
ij for i /= j . Obviously,
a
(n)
ij =
∑
k1,k2,...,kn−1∈n
aik1ak1k2 · · · akn−1j .
Consider any term aik1ak1k2 · · · akn−1j of a(n)ij . Since the number of subscripts i, k1,
k2, . . . , kn−1, j is n + 1 and their values are in n, there are two subscripts with same
values among them. Put k0 = i and kn = j . Assume that ks = kt for some s, t (0 
s < t  n). Since i /= j , there are only three possible cases.
Case 1. If s = 0 and t = n − 1, then i = k0 = kn−1. If n = 2, then aik1ak1j =
aiiaij  aij = a(2−1)ij . If n  3, then by (2) proved above,
aik1ak1k2 · · · akn−1j = aik1 · · · akn−2kn−1 · akn−1j
= aik1 · · · akn−2i · aij  a(n−1)ii aij = aiiaij  a(2)ij  a(n−1)ij .
Case 2. If s = 1 and t = n, then k1 = kn = j . If n = 2, then aik1ak1j = aij ajj 
aij = a(2−1)ij . If n  3, then by (2) proved above,
aik1ak1k2 · · · akn−1j = aik1 · ak1k2 · · · akn−1j
= aij · ajk2 · · · akn−1j  aij a(n−1)jj = aij ajj  a(2)ij  a(n−1)ij .
Case 3. If t − s < n − 1, then n  3 and
aik1ak1k2 · · · akn−1j = aik1 · · · aks−1ks · aksks+1 · · · akt−1kt · akt kt+1 · · · akn−1j
 aik1 · · · aks−1ks · akt kt+1 · · · akn−1j = aik1 · · · aks−1ks · akskt+1 · · · akn−1j
 a(n−t+s)ij  a
(n−1)
ij
since 2  n − t + s  n − 1.
For three cases considered above, we always have that
aik1ak1k2 · · · akn−1j  a(n−1)ij .
Hence, a(n)ij  a
(n−1)
ij for i /= j . In all, An−1 = An and so i(A)  n − 1. 
Corollary 5.2. If A ∈ Ln×n is row (or column) diagonally dominant, then A con-
verges in finite steps with i(A)  n − 1.
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Proof. Obviously, the row (or column) diagonally dominant matrix is weakly diag-
onally dominant. Hence the conclusion follows from Theorem 5.3. 
Corollary 5.3. If A ∈ Ln×n is reflexive, then A converges in finite steps with i(A) 
n − 1.
Proof. Obviously, the reflexive matrix is row (and column) diagonally dominant.
Hence the conclusion follows from Corollary 5.2. 
The following result of Theorem 5 in [17] is a consequence of Corollary 5.3.
Corollary 5.4 [17]. Let T be Archimedean-t-norm and L = ([0, 1],∨, T ). If A ∈
Ln×n is reflexive, then A converges in finite steps.
Corollary 5.5. Let L be a distributive lattice and A = (aij ) ∈ Ln×n. If for any i ∈
n, either
∀j ∈ n, aii  aij or ∀j ∈ n, aii  aji,
then the following hold:
(1) A2  A3,
(2) aii = a(2)ii = a(3)ii = · · · = a(n)ii for all i ∈ n,
(3) A converges in finite steps with i(A)  n − 1.
Proof. When L is a distributive lattice, the condition above is just a necessary and
sufficient condition for A being weakly diagonally dominant. Hence the conclusion
follows from Theorem 5.3. 
Example 5.2. Consider the lattice L = ({1, 2, 3, 4, 6, 12},+, ·), where a + b =
l.c.m{a, b} and a · b = g.c.d{a, b}. Then L is a distributive lattice. Now let
A =

 6 2 312 6 1
1 1 1

 ∈ L3×3.
Then A is weak diagonally dominant and we have
A2 =

6 2 36 6 3
1 1 1

 = A3.
Hence we can see that AA2 but A converges in finite steps with i(A) = 2.
Example 5.2 shows that the upper bound of indices in Theorem 5.3 and Corollary
5.5 cannot be decreased in general and that Theorem 5.3 and Corollary 5.5 generalize
Theorem 3 in [8].
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Theorem 5.3, Corollary 5.2 and Corollary 5.5 generalize Corollary 5.3 in [20],
Theorem 5 and Corollary 1 in [6].
Corollary 5.6 [6]. If L is a distributive lattice and A = (aij ) ∈ Ln×n satisfies the
condition akk = c  aij for all i, j, k ∈ n, then A converges in finite steps with
i(A)  n − 1.
Corollary 5.7 [6]. If L is a distributive lattice and A ∈ Ln×n is reflexive, then A
converges in finite steps with i(A)  n − 1.
Corollary 5.8. Let A ∈ I (L)n×n be a symmetric matrix. Then i(A)  2n − 2 and
p(A)  2.
Proof. Let A = (aij ) and B = (bij ) = A2. Then B ∈ I (L)n×n by Lemma 2.3. Since
aik = aki ∈ I (L) for all i, k ∈ n, we have that
bij = a(2)ij =
∑
k∈n
aikakj 
∑
k∈n
aik =
∑
k∈n
aikaki = a(2)ii = bii
for all i, j ∈ n. Since I (L) is a distributive lattice by Lemma 2.3, we obtain that
bij = biibij for all i, j ∈ n. Hence, B is a row diagonally dominant matrix. By Corol-
lary 5.2, we see that p(B) = 1 and i(B)  n − 1, i.e., Bn−1 = Bn, and so A2n−2 =
A2n. Therefore, p(A)  2 and i(A)  2n − 2. 
Corollary 5.8 generalizes Corollary 5.4 in [20] and develops Theorem 4 in [5] and
Corollary 5 in [6].
Corollary 5.9 [20]. Let L be a distributive lattice and A ∈ Ln×n. If A is a symmetric
matrix, then i(A)  2(n − 1) and p(A)  2.
Theorem 5.4. Let A ∈ I (L)n×n. If An  An+1, then A converges in finite steps
with i(A)  n.
Proof. It is sufficient to verify An  An+1. Obviously, An  An+1  An+2  · · ·.
Put A = (aij ). Then for any i, j ∈ n, we have
a
(n)
ij =
∑
k1,k2,...,kn−1∈n
aik1ak1k2 · · · akn−1j .
Consider any term aik1ak1k2 · · · akn−1j of a(n)ij . Since the number of subscripts i, k1,
k2, . . . , kn−1, j is n + 1 and their values are in n, there are at least two same sub-
scripts among them. Suppose that ks = kt , where 0  s < t  n and k0 = i, kn = j .
By Lemma 2.3, aksks+1 · · · akt−1kt is idempotent. Hence we have that
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aik1ak1k2 · · · akn−1j = aik1 · · · aks−1ks · aksks+1 · · · akt−1kt · akt kt+1 · · · akn−1j
= aik1 · · · aks−1ks · aksks+1 · · · akt−1kt · aksks+1 · · · akt−1kt · akt kt+1 · · · akn−1j
 a(n+t−s)ij  a
(n+1)
ij
since t − s  1. So a(n)ij  a(n+1)ij for any i, j ∈ n. Therefore, An  An+1. This
completes the proof. 
By Theorem 5.4, we obtain the following result.
Corollary 5.10. If A ∈ I (L)n×n is transitive, then A converges in finite steps with
i(A)  n.
Example 5.3. Let L = ([0, 1],∨, T0.5), where T0.5 is the t-norm as in Example 2.1.
Then L is an incline and I (L) = [0, 0.5] ∪ {1}. Consider the following matrix:
A =

 0 0 00.4 0.2 0.1
0.5 0.3 0.1

 .
Then A ∈ I (L)3×3 and we have that
A > A2 =

 0 0 00.2 0.2 0.1
0.3 0.2 0.1

 > A3 =

 0 0 00.2 0.2 0.1
0.2 0.2 0.1

 = A4.
Hence, A is transitive and converges in finite steps with i(A) = 3.
Example 5.3 shows that the upper bound of indices in Theorem 5.4 and Corollary
5.10 cannot be decreased in general.
Example 5.4. Let L = ([0, 1],∨,×) be the incline as in Example 5.1. Consider the
following matrix:
A =
(
0.1 0.1
0.1 0.1
)
∈ L2×2.
Then A does not belong to I (L)2×2 and we have that
Al =
(
0.1l 0.1l
0.1l 0.1l
)
for all positive integers l. It is easy to see that A is transitive but does not converge
in finite steps.
Example 5.4 shows that the condition of A ∈ I (L)n×n in Theorem 5.4 and
Corollary 5.10 cannot be deleted in general.
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Corollary 5.10 generalizes Corollary 2 in [6] and Theorem 5.1(1) in [20].
Corollary 5.11 [6, 20]. If L is a distributive lattice and A ∈ Ln×n is transitive, then
A converges in finite steps with i(A)  n.
Theorem 5 in [5] is a consequence of Theorem 5.2, Corollary 5.2, Theorem 5.4
and Corollary 5.10.
As the end of this section, we give two equivalent conditions for the incline matrix
with index to converge in finite steps in terms of the sets of eigenvectors.
Let A ∈ Ln×n and E(A) = {x ∈ Ln| Ax = x}. The element of E(A) is called an
eigenvector of A.
Theorem 5.5. If A ∈ Ln×n has index, then the following conditions are equivalent:
(1) A converges in finite steps;
(2) E(A) = E(Al) for all positive integers l;
(3) E(A) = E(Ap(A)).
Proof. (1)⇒(2) Suppose that A converges in finite steps and l is any positive inte-
ger. Obviously, E(A) ⊆ E(Al). Let x ∈ E(Al) and r be a positive integer such that
r · l  i(A). Then Ar·l = Ai(A) and we have that
x = Alx = A2lx = · · · = Ar·lx = Ai(A)x.
Hence, we obtain that
Ax = A · Ai(A)x = Ai(A)+1x = Ai(A)x = x,
i.e., x ∈ E(A). Thus E(Al) ⊆ E(A). Therefore, E(A) = E(Al).
(2)⇒(3) It is trivial.
(3)⇒(1) Since Ap(A) · Ai(A) = Ai(A)+p(A) = Ai(A), all the column vectors of
Ai(A) must be in E(Ap(A)). Since E(Ap(A)) = E(A), we can see that all the column
vectors of Ai(A) are the eigenvectors of A, and so Ai(A) = A · Ai(A) = Ai(A)+1.
Hence, A converges in finite steps. 
Corollary 5.12. If L is a distributive lattice and A ∈ Ln×n, then the following con-
ditions are equivalent:
(1) A converges in finite steps;
(2) E(A) = E(Al) for all positive integers l;
(3) E(A) = E(Ap(A)).
Theorem 5.5 and Corollary 5.12 generalize and develop Theorem 5.6 in [20].
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6. Orbits of incline matrices
In this section, we consider the stability of the orbits of an incline matrix and point
out that a theorem in the literature [1] is false.
Let a matrix A ∈ Ln×n and a vector b ∈ Ln be given.
Definition 6.1. The sequence of vectors x(0), x(1), . . . , x(k), . . . in which
x(0) = b,
x(k + 1) = A · x(k), k = 0, 1, 2, . . .
is called an orbit of the matrix A generated by the vector b and denoted by Orb(A, b).
Definition 6.2. The orbit Orb(A, b) is said to be stable if there exists a positive
integer k0 such that x(k + 1) = x(k) for all k  k0. The orbit Orb(A, b) is said to
oscillate with finite period if it is not stable but there exist two positive integers k0
and t > 1 such that x(k + t) = x(k) for all k  k0. The least such t is called a period
of the orbit Orb(A, b).
Definition 6.3. A matrix A ∈ Ln×n is said to be strongly stable if Orb(A, b) are
stable for all b ∈ Ln.
For any i ∈ n, let bi ∈ Ln be the vector such that the ith entry is 1 and others are
0. Then
b1 =


1
0
...
0

 , b2 =


0
1
...
0

 , . . . , bn =


0
0
...
1

 .
Theorem 6.1. Let A ∈ Ln×n. Then the following conditions equivalent:
(1) A is strongly stable;
(2) Orb(A, bi) are stable for all i ∈ n;
(3) A converges in finite steps.
Proof. (1)⇒(2) It is trivial.
(2)⇒(3) Since the orbit Orb(A, bi) is stable, there exists a positive integer ki
such that Ak+1bi = Akbi for all k  ki . Now put k0 = max{k1, k2, . . . , kn}. Then
Ak+1bi = Akbi for all k  k0 and all i ∈ n. Hence we can see that Ak+1In = AkIn
for all k  k0, where In is the identity matrix of order n. Therefore, Ak+1 = Ak for
all k  k0, and so A converges in finite steps.
(3)⇒(1) It follows immediately from the fact that x(k) = Ak · x(0) for all positive
integers k. 
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Theorem 6.1 generalizes and develops Theorem 1 in [4] and Theorem 10 in [5].
Corollary 6.1 [4, 5]. Let L be a distributive lattice and A ∈ Ln×n. Then A is strongly
stable if and only if A converges in finite steps.
As the end of this section, we point out that Theorem 4 in [1] is false, and Theorem
4 in [1] is rewritten as the following: D converges to Dc if and only if R converges to
Rc. Here D is the fuzzy vector, R is the fuzzy matrix and the considered composition
is the max-product.
Now we give a counterexample as follows to show Theorem 4 in [1] being not
true.
Counterexample. Let L = ([0, 1],∨,×), where × is the ordinary multiplication.
Consider the following fuzzy matrix R and fuzzy vector D:
R =
(
0 1
1 0
)
, D =
(
1
1
)
.
Then we have that
R2 =
(
1 0
0 1
)
/= R3 = R,
and so R does not converge in finite steps. However, R · D = (1, 1)T = R2 · D.
Hence, D converges to the fuzzy vector (1, 1)T.
Theorem 6.1 is a correction of Theorem 4 in the literature [1].
7. Conclusions
In this paper, we studied the power sequence of the matrices over commutative
inclines in detail. A necessary and sufficient condition for the incline matrix to have
index was given and the indices of some incline matrices with indices were esti-
mated. It was proved that the period of n × n incline matrix with index is a divisor of
[n] and that the set of periods of n × n incline matrices with indices is not bounded
from above in the sense of a power of n for all n. An equivalent condition and some
sufficient conditions for the incline matrix to converge in finite steps were estab-
lished. The stability of the orbits of an incline matrix was considered and a theorem
in [1] was pointed out being false. The results in the present paper are the general-
izations and the developments of some previous results in the literatures which were
obtained for the Boolean matrices, the fuzzy matrices and the lattice matrices.
It is clear that if T is a noncommutative t-norm, then the fuzzy algebra ([0, 1],
∨, T ) constitutes a noncommutative incline (for the definition of noncommutative
t-norm, see [22]).
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From the proofs in the present paper, we easily see that our techniques can be
applied to study the power sequence of the matrices over noncommutative inclines
and many results above can be further generalized to the setting of noncommutative
inclines.
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