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When one uses the Coleman-Weinberg renormalization condition, the effective potential V in the
massless φ44 theory with O(N) symmetry is completely determined by the renormalization group
functions. It has been shown how the (p + 1) order renormalization group function determine the
sum of all the NpLL order contribution to V to all orders in the loop expansion. We discuss here how,
in addition to fixing the NpLL contribution to V , the (p+1) order renormalization group functions
also can be used to determine portions of the Np+nLL contributions to V . When these contributions
are summed to all orders, the singularity structure of V is altered. An alternate rearrangement of
the contributions to V in powers of lnφ, when the extremum condition V ′(φ = v) = 0 is combined
with the renormalization group equation, show that either v = 0 or V is independent of φ. This
conclusion is supported by showing the LL, · · · , N4LL contributions to V become progressively less
dependent on φ.
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I. INTRODUCTION
It is well known that the renormalization group (RG) equation fixes the relationship between different
contributions to the effective potential [1–4] when using perturbation theory. In the massless O(N)
symmetric λφ4 model when one uses the Coleman-Weinberg renormalization scheme, the perturbative
expansion of V involves powers of ln φ
2
µ2 where µ is the renormalization scale; the n-loop contribution to
V is proportional to λn+1 and powers of ln φ
2
µ2 up to and including ln
n φ2
µ2 . The n-loop RG functions for
this model (β(λ), the usual beta function, and γ(λ), the anomalous dimension) are known to be related
to the n-loop expression for V ; it has also been shown that the n-loop expressions for β(λ) and γ(λ)
are completely determined by the (n + 1)-loop expression for V , and furthermore, once β(λ) and γ(λ)
are known, portions of V beyond order (n + 1) are fixed [5]. If one were to use the Coleman-Weinberg
(CW) renormalization scheme [1], then these portions of V can be summed systematically [6] without the
appearance of any unknown parameter. If the one-loop RG functions are known, then the contributions
to V containing the highest power of ln φ
2
µ2 at each order of perturbation theory can be summed exactly.
This is known as the “leading-log” (LL) sum. In general, if the RG functions are known at n-loop order
in the CW renormalization scheme, then the contributions to the mth loop contribution to V containing
(m−n+1) powers of ln φ2µ2 can be summed – this is the Nn−1LL sum. Consequently, if the RG functions
were known exactly in the CW scheme, then V would be completely fixed. (Here, NLL denotes the
“next-to-leading-log” contributions to V , that is, those contributions to V coming at each order in the
loop expansion that are next to the leading order in powers of ln φ
2
µ2 ; similarly N
2LL, N3LL contributions
to V are defined.) A similar result holds for the kinetic term for the effective action in these models [7].
However, if one were to consider the RG equation with RG functions at n-loop order, the solution to
this equation is not given by the sum of the LL, NLL, · · · , Nn-1LL contributions to V , even though these
contributions are determined by this equation. The exact solution to this RG equation with the RG
∗Electronic address: jjia5@uwo.ca
2functions given to n-loop order in fact can also fix portions of the NnLL, Nn+1LL, · · · contributions to
V . In this paper, we systematically examine how portions of these higher order contributions to V can
be determined and then summed. These sums reveal a singularity structure in V that is different from
the usual “Landau singularity” apparent in the individual LL, NLL, · · · contributions to V .
We next consider another rearrangement of the perturbative contributions to V , this time expanding
V in powers of ln φ
2
µ2 with the coefficients being dependent solely on the coupling λ with contributions
coming from all orders of the loop expansion. The RG equation fixes the coefficient of the nth power of
ln φ
2
µ2 in terms of the coefficient of the (n− 1)st power of ln φ
2
µ2 ; by iterating this dependency, all of these
coefficients can be expressed in terms of the contribution to V independent of ln φ
2
µ2 . A second condition,
that V have an extremum when φ = v, serves to fix this log-independent piece of V . Remarkably,
this has the consequence that V becomes independent of φ, unless v = 0, in which case there is no
spontaneous symmetry breaking. This argument has been presented in detail in Ref. [8] in the context of
using modified minimal subtraction (MS) to renormalize V , and not only for massless λφ4 theory; scalar
quantum electrodynamics and massive λφ4 theory were also found to have this property. In this paper we
reexamine the massless λφ4 model, this time using the CW renormalization scheme. Here we find that
not only is the potential “flat”, but also that the coupling vanishes. The model is consequently “trivial”;
this feature has previously been discussed in Ref. [15]. We then look at the full LL, NLL, · · · , N4LL
contributions to V in the massless λφ4 theory as considered in Ref. [10] and show graphically that as p
increases from zero to four, the NpLL contributions to V give a progressively better approximation to V
being independent of φ. We also consider the NpLL (p = 0,1,2) contributions to V in the MS scheme
and find that this pattern reoccurs.
We note that the potential we are considering is the sum of all one particle irreducible diagrams with
no external momentum. This is not the “effective potential”, which is convex and real, that has been
discussed in Ref. [17] and reviewed in [18, 19]. The potential we are discussing here is the one relevant
for analyzing spontaneous symmetry breakdown.
II. FINDING NpLL CONTRIBUTION TO V
In an O(N)-symmetric scalar model with a massless potential
Vcl = λφ
4 , (1)
radiative corrections to the potential are of the form [1–4]
V =
∞∑
n=0
n∑
m=0
λn+1Tn,mL
mφ4 (2)
where L = ln(φ2/µ2) and the CW RG condition [1]
d4V
dφ4
∣∣∣∣
φ=µ
= 24λ (3)
has been used. The n-loop contribution to V fix the coefficients Tn,m (m ≤ n). V is independent of the
unphysical renormalization scale parameter µ provided the RG equation is satisfied(
µ
∂
∂µ
+ β(λ)
∂
∂λ
+ γ(λ)φ
∂
∂φ
)
V (λ, φ, µ) = 0. (4)
3The RG functions β(λ) = µ
dλ
dµ
, γ(λ) =
µ
φ
dφ
dµ
are needed to find the implicit dependence of V on µ. Upon
expanding
β(λ) =
∞∑
k=2
bkλ
k, (5)
γ(λ) =
∞∑
k=1
gkλ
k (6)
(where bk−1 and gk come from k-loop considerations) and regrouping the sum in eq. (2) so that
V =
∞∑
n=0
λn+1Sn(ξ)φ
4 with
Sn(ξ) =
∞∑
m=0
Tn+m,mξ
m, ξ = λL (7)
then eq. (4) is satisfied at order λn+2 if[
(−2 + b2ξ) d
dξ
+ (b2 + 4g1)
]
S0(ξ) = 0, (8a)
and
[
(−2 + b2ξ) d
dξ
+ (n+ 1)b2 + 4g1
]
Sn(ξ)
+
n−1∑
m=0
[
(2gn−m + bn−m+2ξ)
d
dξ
+ (m+ 1)bn+2−m + 4gn+1−m
]
Sm(ξ) = 0. (8b)
These nested equations can be solved in turn for S0, S1, S2, · · · , with the boundary conditions Sn(0) =
Tn,0; in particular
S0 =
T0,0
w
, (9)
S1 = −4g2T0,0
b2w
+
4g2T0,0 + b2T1,0
b2w2
− b3T0,0
b2w2
ln |w| (10)
where
w = 1− b2
2
ξ. (11)
The sum for Sn(ξ) gives the total N
nLL contribution to V ; it contains portions of the p-loop contribution
to V for all p. Eq. (3) can be used to determine the boundary values Tn,0; we find from eqs. (3) and (7)
that S0(0) = T0,0 = 1 and
16S′′′′k (0) + 80S
′′′
k+1(0) + 140S
′′
k+2(0) + 100S
′
k+3(0) + 24Sk+4(0) = 0 (12)
for k = 0, 1, · · · from which we can find Tk+1,0(0) once Sk(0), · · · , S0(0) are known.
The RG function in the minimal subtraction (MS) scheme, β˜(λ), γ˜(λ), have been computed to five-loop
order [9]. In this scheme, the expansion of (2) for V involves the logarithm L˜ = ln(λφ2/µ˜2) where µ˜ is
the scale parameter in the MS scheme. By the rescaling µ˜ = µ
√
λ one can go from the MS to the CW
scheme, and as
dµ
dµ˜
= λ−1/2
(
1− β˜(λ)
2λ
)
we find [11]
β(λ) =
β˜(λ)
1− β˜(λ)
2λ
, γ(λ) =
γ˜(λ)
1− β˜(λ)
2λ
, (13)
4where β˜(λ) = µ˜
dλ
dµ˜
, γ˜(λ) =
µ˜
φ
dφ
dµ˜
. These relations allow us to convert the MS RG functions to the CW
RG functions.
We note that simply substituting µ˜ = µ
√
λ in the MS expansion of V does not necessarily mean
that the renormalization condition of eq. (3) (and consequently (12)) is satisfied. However, a finite
renormalization of λ (i.e., λ → λ(1 + l1λ + l2λ2 + · · · )) and φ (i.e., φ → φ(1 + f1λ + f2λ2 + · · · )) can
always be used to ensure that these equations are satisfied without altering the value of Tn,m (m>0).
Consequently eq. (13) can be used to convert the RG functions from the MS to the CW scheme.
From eq. (8) it is apparent that the general solution for Sn(ξ) is [6, 12]
Sn(ξ) =
1
b2
n+1∑
i=1
i−1∑
j=0
σni,j
Λj
wi
(14)
where Λ ≡ ln |w|. It is this form of Sn(ξ) that we now turn to. We now will show that if the RG functions
are known to order n, then not only are S0, · · · , Sn−1 completely determined in the CW scheme, but
also portions of Sn, Sn+1 · · · and that these contributions can be summed.
III. CONTRIBUTIONS TO Sn(ξ)
If eq. (14) is substituted into eq. (8), we find the recursion relation [6]
0 = b2(j + 1)σ
n
i,j+1 + [(n− i+ 1)b2 + 4g1]σni,j
+
n−1∑
m=0
[
(j + 1)bn+2−mσ
m
i,j+1 + (i − 1)(b2gn−m + bn+2−m)σmi−1,j
−(j + 1)(b2gn−m + bn+2−m)σmi−1,j+1 + (4gn+1−m + (m− i+ 1)bn+2−m)σmi,j
]
, (15)
with σni,j = 0 if i > n+ 1, j > i− 1, i < 1, j < 0.
We now set j = i− 1 in eq. (15) so that
[(n− i+ 1)b2 + 4g1]σni,i−1 +
n−1∑
m=i−1
[4gn+1−m + (m− i+ 1)bn+2−m]σmi,i−1 = 0; (16a)
so also if j = i− 2 then
(n− i+ 1)b2σni,i−2 + (i− 1)b2σni,i−1 +
n−1∑
m=i−2
[
(i − 1)bn+2−mσmi,i−1
+(i− 1)(b2gn−m + bn+2−m)σmi−1,i−2 + (4gn+1−m + (m− i+ 1)bn+2−m)σmi,i−2
]
= 0. (16b)
In eq. (16a), we take i = n+ 1 so that
4g1σ
n
n+1,n = 0 (17)
which gives the usual result
g1 = 0. (18)
If now in eq. (16b) we set i = n+ 1 then
b2σ
n
n+1,n + b3σ
n−1
n,n−1 = 0 (19)
from which it follows that
σnn+1 = ρ
nσ01,0 with ρ ≡ −b3/b2. (20)
5We now let i = n in eq. (16a) which leads to
b2σ
n
n,n−1 + 4g2σ
n−1
n,n−1 = 0; (21)
together eqs. (20) and (21) give
σnn,n−1 = −
4g2
b2
ρn−1σ01,0. (22)
Next, if i = n− 1 in eq. (16a) we get
2b2σ
n
n−1,n−2 +
[
4g3σ
n−2
n−1,n−2 + (4g2 + b3)σ
n−1
n−1,n−2
]
= 0 (23)
which, with eqs. (20) and (22) gives
σnn−1,n−2 = −
1
2b2
[
4g3 + (4g2 + b3)
(
−4g2
b2
)]
ρn−2σ01,0. (24)
When setting i = n− 2 in eq. (16a) we find that
3b2σ
n
n−2,n−3 + 4g4σ
n−3
n−2,n−3 + (4g3 + b4)σ
n−2
n−2,n−3 + (4g2 + 2b3)σ
n−1
n−2,n−3 = 0, (25)
which by eqs. (20, 22, 24) becomes
σnn−2,n−3 = −
1
3b2
[
4g4 + (4g3 + b4)
(
−4g2
b2
)
+
(
2g2 + b3
b2
)(
4g2
b2
(4g2 + b3)− 4g3
)]
ρn−3σ01,0. (26)
With i = n− 3, then eq. (16a) leads to
4b2σ
n
n−3,n−4 + 4g5σ
n−4
n−3,n−4 + (4g4 + b5)σ
n−3
n−3,n−4 + (4g3 + 2b4)σ
n−2
n−3,n−4 + (4g2 + 3b3)σ
n−1
n−3,n−4 = 0 (27)
which, by eqs. (20, 22, 26) gives us
σnn−3,n−4 = −
1
4b2
{
4g5 + (4g4 + b5)
(
−4g2
b2
)
+ (4g3 + 2b4)
(−1
2b2
)[
4g3 − 4g2
b2
(4g2 + b3)
]
−4g2 + 3b3
3b2
[
4g4 − 4g2
b2
(4g3 + b4) +
2g2 + b3
b2
(
4g2
b2
(4g2 + b3)− 4g3
)]}
ρn−4σ01,0. (28)
Setting i = n− 4 in eq. (16a) would lead to an expression for σnn−4,n−5 involving g6, which is unknown.
We now set i = n+ 1 in eq. (15) which leads to
σnn+1,j+1 = ρ
[
n
j + 1
σn−1n,j − σn−1n,j+1
]
. (29)
If in eq. (29) we set j = n− 1 we recover eq. (19); with j = n− 2 we find that
σnn+1,n−1 = ρ
[
n
n− 1σ
n−1
n,n−2 − σn−1n,n−1
]
(30)
which, upon iterating and using eq. (20), gives us
σnn+1,n−1 = nρ
n−1
[
σ12,0 − ρ
(
1
2
+
1
3
+ · · ·+ 1
n
)
σ01,0
]
. (31)
We now can set i = n in eq. (16b) so that
b2σ
n
n,n−2 + (n− 1)
[
b2σ
n
n,n−1 + (b2g2 + b4)σ
n−2
n−1,n−2 + b3(σ
n−1
n,n−1 + σ
n−1
n−1,n−2)
]
+ 4g2σ
n−1
n,n−2 = 0. (32)
6Iterating this equation and using eqs. (20, 22, 31) one obtains
σnn,n−2 = −
1
b2
{
(n− 1)σ01,0
[
ρn−1(b2 + b3) + ρ
n−2
(
(b2g2 + b4) + b3
(−4g2
b2
))]
+4g2
[
(n− 1)ρn−2σ12,0 − (n− 1)ρn−1
(
1
2
+
1
3
+ · · ·+ 1
n− 1
)
σ01,0
]}
. (33)
With i = n− 1 in eq. (16b), the steps used to derive eq. (33) leads to
σnn−1,n−3 = −
1
2b2
σ01,0
{
(n− 2)
[
ρn−2
(
b2
(−1
2b2
)(
4g3 − 4g2
b2
(4g2 + b3)
)
+ b4 + b3
(−4g2
b2
))
+ρn−3
(
(b2g3 + b5) + (b2g2 + b4)
(−4g2
b2
)
+ b3
(−1
2b2
)(
4g3 − 4g2
b2
(4g2 + b3)
))]
+4g3ρ
n−2 + (4g2 + b3)
(−4g2
b2
)
ρn−2
}
. (34)
It also follows from eq. (16b) if i = n− 2 that
σnn−2,n−4 =
−1
3b2
{
− (n− 3)
3
[
4g4 + (4g3 + b4)
(−4g2
b2
)
+
(
2g2 + b3
b2
)(
4g2
b2
(4g2 + b3)− 4g3
)]
ρn−3σ01,0
+(n− 3)b5ρn−3σ01,0 + (n− 3)b4
(−4g2
b2
)
ρn−3σ01,0 + (n− 3)(b2g3 + b5)
(−4g2
b2
)
ρn−4σ01,0
+(n− 3)b3
(−1
2b2
)[
4g3 − 4g2
b2
(4g2 + b3)
]
ρn−3σ01,0 + (n− 3)(b2g4 + b6)ρn−4σ01,0
+(n− 3)(b2g2 + b4)
(−4g2
b2
)
ρn−4σ01,0
+(n− 3)b3
(−1
3b2
)[
4g4 − 4g2
b2
(4g3 + b4) +
(
2g2 + b3
b2
)(
4g2
b2
(4g2 + b3)− 4g3
)]
ρn−4σ01,0
+4g4
[
(n− 3)ρn−4σ12,0 − (n− 3)
(
1
2
+
1
3
+ · · ·+ 1
n− 3
)
ρn−3σ01,0
]
+(4g3 + b4)
(−1
b2
)[
(n− 3)
(
b2 + b2g2 + b4 + b3 − 4g2
(
1
2
+
1
3
+ · · ·+ 1
n− 3
))
ρn−3σ01,0
+(n− 3)ρn−4
(
b3
(−4g2
b2
)
σ01,0 + 4g2σ
1
2,0
)]
+(4g2 + 2b3)
(−1
2b2
)[
(n− 3)σ01,0ρn−3
((
2g2
b2
(4g2 + b3)− 2g3
)
+ b4 + b3
(−4g2
b2
))
+(n− 3)σ01,0ρn−4
(
(b2g3 + b5) + (b2g2 + b4)
(−4g2
b2
)
+ b3
(−1
2b2
)(
4g3 − 4g2
b2
(4g2 + b3)
))
+σ01,0ρ
n−3
(
4g3 + (4g2 + b3)
(−4g2
b2
))]}
. (35)
If one were to set i = n− 3 in eq. (16b), σnn−3,n−5 would be obtained but this expression would involve
b7 which has not as yet been computed.
One could also set j = n− 3 in eq. (29) so that
σnn+1,n−2 = ρ
(
n
n− 2σ
n−1
n,n−3 − σn−1n,n−2
)
; (36)
7iteration of this equation and using eq. (31) results in
σnn+1,n−2 = n(n− 1)
{
ρn−2
2 · 1 σ
2
3,0 −
ρn−1
2 · 1 σ
1
2,0 −
ρn−2
3 · 2
[
−2ρ2
(
1
2
)
σ01,0 + 2σ
1
2,0
]
−ρ
n−3
4 · 3
[
−3ρ3
(
1
2
+
1
3
)
σ01,0 + 3ρ
2σ12,0
]
− · · · − ρ
2
(n− 1)(n− 2)
[
−(n− 2)ρn−2
(
1
2
+
1
3
+ · · ·+ 1
n− 2
)
σ01,0 + (n− 2)ρn−3σ12,0
]
− ρ
n(n− 1)
[
−(n− 1)ρn−1
(
1
2
+
1
3
+ · · ·+ 1
n− 1
)
σ01,0 + (n− 1)ρn−2σ12,0
]}
. (37)
The contribution of σnn+1,n (eq. (20)), σ
n
n,n−1 (eq. (22)), σ
n
n−1,n−2 (eq. (24)), σ
n
n−2,n−3 (eq. (26)),
σnn−3,n−4 (eq. (28)), σ
n
n+1,n−1 (eq. (31)), σ
n
n,n−2 (eq. (33)), σ
n
n−1,n−3 (eq. (35)) and σ
n
n+1,n−2 (eq. (37))
to V can now be worked out (as could additional more complicated contributions which follow from eq.
(15)). If we compute
VA,B =
1
b2
∞∑
n
λn+1σnn+A,n+B
Λn+B
wn+A
φ4 (B < A ≤ 1) (38)
(with the sum over n such that n + A ≥ 1, n + B > 0, n ≥ 1), then we see that portions of Sn(ξ) are
being determined beyond n = 4, even though we only have the complete expression for S0(ξ) to S4(ξ)
when only the five loop contributions to the RG functions are at our disposal. This is because S0(ξ) to
Sp−1(ξ) do not constitute the solution to the RG equation (eq. (4)) when the RG functions are known
to p loop order.
We do not provide the closed form expression for all of the VA,B as they are too long. In appendix (A)
though, the sums required are worked out. Some of the simpler contributions to V are
V1,0 =
1
b2
∞∑
n=0
λn+1
(
ρnσ01,0
) Λn
wn+1
φ4 by eqs. (20, 38)
=
λ
b2
σ01,0φ
4
w − λρΛ by eq. (A1) (39)
and
V0,−1 =
1
b2
∞∑
n=1
λn+1
(
−4g2
b2
ρn−1σ01,0
)
Λn−1
wn
φ4
=
−4g2λ2
b22
σ01,0φ
4
w − λρΛ by eq. (A1). (40)
Eqs. (39, 40) serve to demonstrate that the singularity in V is shifted away from the “Landau singularity”
w = 0 (as is implied by eq. (14)) to
w − λρΛ =
[
1− b2
2
λ ln
φ2
µ2
]
+ λ
b3
b2
ln
∣∣∣∣1− b22 λ ln φ
2
µ2
∣∣∣∣ = 0. (41)
In Ref. [10], S0, · · · , S4 have been used to estimate the Higgs mass in the conformal limit of the
Standard Model. The contributions to S5 and beyond considered here may further refine these estimates.
8IV. AN ALTERNATE SUMMATION
We now write V in the form [8, 13]
V = Y (λ, l)φ4 (l =
1
2
L = ln
φ
µ
) (42)
and in place of eq. (7) we group terms in the expansion of eq. (2) in the form
Y (λ, l) =
∞∑
n=0
An(λ)l
n (43)
so that An(λ) =
∞∑
m=n
λm+12−nTm,n, a sum which contains contributions coming from all orders in the
loop expansion. Substitution of eq. (43) into eq. (4) leads to the recursion relation
(n+ 1)An+1(λ) =
(
βˆ
d
dλ
+ 4γˆ
)
An(λ) (44)
by considering the coefficients of terms of order ln to vanish. We have defined βˆ = β/(1−γ), γˆ = γ/(1−γ)
in eq. (44). If now we set
Aˆn(λ) = An(λ) exp
(
4
∫ λ
λ0
dx
γˆ(x)
βˆ(x)
)
(45)
and define
η(λ) =
∫ λ
λ0
dx
βˆ(x)
=
∫ λ
λ0
1− γ(x)
β(x)
dx (46)
and let λ(η) to be the inverse function of η(λ), we find that eq. (44) becomes
(n+ 1)Aˆn+1(η) =
d
dη
Aˆn(η), (47)
where the dependence of Aˆm(η) on η is realized through λ(η), i.e., Aˆm(η) = Aˆm(λ(η)). Eq. (47) can be
iterated to give
Aˆn(η) =
1
n!
dn
dηn
Aˆ0(η). (48)
By eq. (48), the expansion of eq. (4) becomes
Y (λ, l) =
∞∑
n=0
ln
n!
[
dn
dηn
Aˆ0(λ(η))
]
exp
(
−4
∫ λ(η)
λ0
γˆ(x)
βˆ(x)
dx
)
= Aˆ0(λ(η + l)) exp
(
−4
∫ λ(η)
λ0
γˆ(x)
βˆ(x)
dx
)
= A0(λ(η + l)) exp
(
4
∫ λ(η+l)
λ(η)
γ(x)
β(x)
dx
)
. (49)
Consequently, V is determined by A0(λ) which is the sum of all contributions to V that are independent
of ℓ. (One goes to arbitrary high order in the loop expansion in this sum.) This is in keeping with the
result of section II where it is shown that Sn(ξ) can be determined by the RG equation once the values
of T0,0, · · · , Tn,0 are known, as A0(λ) is determined by Tn,0 (n = 0, 1, · · · ). To find A0(λ) we need an
9extra condition on V ; we turn to the requirement that V have a minimum at the vacuum expectations
value v of φ. If now µ, the mass scale, is taken to be v, the vacuum expectation value of φ (viz at φ = v,
V is minimized), then we have
dV
dφ
∣∣∣∣
φ=v
= 0. (50)
Since l = 0 when µ = φ, this condition and the expansion of eq. (43) lead to
[A1(λ) + 4A0(λ)] v
3 = 0, (51)
so that if v 6= 0, A1(λ) = −4A0(λ). Strictly speaking, this has only been shown at the value of λ
corresponding to µ = v but as this value is not fixed, we have a functional relation between A1 and A0;
eq. (51) must hold irrespective of the value of λ at this particular value of µ. (In Ref. [1], a similar
equation, eq. (4.8), was used to relate the four point coupling to the gauge coupling in scalar QED when
at one-loop order. Here, however, eq. (51) is used to relate the functions A1(λ) and A0(λ), not to fix the
value of λ at µ = v.) This relation, when combined with eq. (44) when n = 0, gives[
βˆ
d
dλ
+ 4(1 + γˆ)
]
A0 = 0 (52)
whose solution is
A0(λ) = A0(λ0) exp
(
−4
∫ λ
λ0
dx
β(x)
)
. (53)
Eq. (49) then becomes
Y (λ, l) = A0(λ0) exp
(
−4
∫ λ(η)
λ0
dx
β(x)
)
exp
(
−4
∫ λ(η+l)
λ(η)
1− γ(x)
β(x)
dx
)
(54)
which by eq. (46) becomes
Y (λ, l) = A0(λ0) exp
(
−4
∫ λ
λ0
dx
β(x)
)
exp [−4 ((η + l)− η)]
= A0(λ0) exp
(
−4
∫ λ
λ0
dx
β(x)
)(
µ
φ
)4
. (55)
Substitution of eq. (55) into eq. (42) shows that all dependence of V on φ cancels, provided v 6= 0 in eq.
(51). The dependence of V on µ and λ resulting from eq. (55) ensures that eq. (4) is satisfied.
We also note that the condition of eq. (50), if we do not choose µ to be equal to v, leads to
∞∑
n=0
An(λ)
[
4 lnn
(
v
µ
)
+ n lnn−1
(
v
µ
)]
v3 = 0. (56)
If v 6= 0, and if this were to hold at each order in ln
(
v
µ
)
(as is the case with µ and λ(µ, λ0) being
independent variables) then
An+1(λ) =
−4
n+ 1
An(λ) (57)
and so
An(λ) =
(−4)n
n!
A0(λ). (58)
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The sum in eq. (43) again becomes
Y (λ, ℓ) =
∞∑
n=0
A0(λ)
n!
(−4ℓ)n, (59)
reproducing the result of eq. (55) once eq. (53) is taken into account.
We can also consider the consequence of substituting the expansion of eq. (43) into the CW renormal-
ization condition of eq. (3). We then obtain
24A4(λ) + 60A3(λ) + 70A2(λ) + 50A1(λ) + 24A0(λ) = 24λ. (60)
Upon iterating the recursion relation of eq. (44), we find that the RG equation implies that
An+1(λ) =
1
n!
(
βˆ
d
dλ
+ 4γˆ
)n
A0(λ); (61)
substitution of eq. (61) into eq. (60) results in(
βˆ
d
dλ
+ 4γˆ + 4
)(
βˆ
d
dλ
+ 4γˆ + 3
)(
βˆ
d
dλ
+ 4γˆ + 2
)(
βˆ
d
dλ
+ 4γˆ + 1
)
A0(λ) = 24λ. (62)
Since
1
(x+ 4)(x+ 3)(x+ 2)(x+ 1)
= −1
6
1
x+ 4
+
1
2
1
x+ 3
− 1
2
1
x+ 2
+
1
6
1
x+ 1
(63)
and because the solution to
(
βˆ ddλ + 4γˆ + a
)
fa(λ) = g(λ) is
fa(λ) = exp
(
−
∫ λ
λ0
dx
4γˆ(x) + a
βˆ(x)
)[
Ca +
∫ λ
λ0
dx
g(x)
βˆ(x)
exp
(∫ x
λ0
dy
4γˆ(y) + a
βˆ(y)
)]
(64)
we see that eq. (62) has the solution
A0(λ) = exp
(
−4
∫ λ
λ0
dx
γˆ(x)
βˆ(x)
)
4∑
a=1
Ka exp
(
−a
∫ λ
λ0
dx
βˆ(x)
)
×
[
Ca + 24
∫ λ
λ0
dx
x
βˆ(x)
exp
(∫ x
λ0
dy
4γˆ(y) + a
βˆ(y)
)]
(65)
where, by eq. (63) K4 = −K1 = 16 , K3 = −K2 = −12 and the constants Ca (a = 1, · · · , 4) are not fixed.
We do see from eq. (52) that the solution given by eq. (53) is consistent with the CW renormalization
condition as expressed in eq. (62) provided 24λ = 0; that this the coupling vanishes and the theory is
“trivial” . Triviality has also been discussed for the massless λφ4 model in other contexts [15]. We note
that having a non-vanishing vacuum expectation value v for φ is not precluded by having a trivial theory,
though v is no longer determined by minimizing V .
The results of section II can be seen to support the result that V is in fact independent of φ. We adopt
the approach of Ref. [10], setting
Vp =
p∑
n=0
λn+1Sn(λL)φ
4 + π2Kpφ
4 (p = 0, 1, 2, · · · ) (66)
where Vp is the sum of the N
pLL contribution to V and a “counter-term” π2Kp =
∞∑
n=p+1
λn+1Tn,0 contains
all log-independent contributions to V coming from (p+ 1)-loop order and beyond. If we scale the mass
parameter µ so that µ = v = 1 (with v being the vacuum expectation value of φ) then there are two
11
p λ Kp minVp(1)/v
4 φ
v
at singularity
N=1 N=4 N=1 N=4 N=1 N=4 N=1 N=4
0 0.712 0.534 -0.0780 -0.0585 -0.0578 -0.0434 21.7 21.7
1 0 0 0 0 – – – –
2 0.545 0.417 -0.0514 -0.0390 -0.0387 -0.0296 51.0 51.8
3 0 0 0 0 – – – –
4 0.458 0.354 -0.0420 -0.0321 -0.0296 -0.0228 120 105
TABLE I: Coupling constant, counter term and potential minimum and singularity at different orders in the CW
Scheme.
FIG. 1: The effective potential for N=1 (left) and N=4 (right) O(N) λφ4 theory at different order p in the CW
scheme.
undetermined parameters in Vp, namely Kp and λ. We first express Kp in terms of λ by eq. (3) and
then fix λ by eq. (50). (S0 and S1 are given by eqs. (9, 10) and S2, S3, S4 appear in Ref. [10].) We
only accept solutions in which λ is non-negative as being physical. In Table (I) we provide the values of
λ, Kp coming from Vp (p = 0, · · · , 4) as well as the value of Vp when φ = v and the value of (φv ) when
Vp becomes singular; both for the N=1 and N=4 O(N) versions of the massless λφ
4 model.
In Fig. (1) we plot Vp for p = 0, 2, 4 for N=1 and N=4 respectively in the region between φ = 0 and
φ ∼ v. (Fig. (1) (right) appears in Ref. [10].) It is apparent that when Vp is computed in the CW
scheme, having p = 1, 3 leads to having Vp flat in this region if it is to be physical–i.e. there are no
non-negative values of λ other than zero that are physically acceptable. If however, p = 0, 2, 4 there
are physically acceptable positive values for λ, but as p increases, these values decrease, resulting in the
potential becoming flatter and the singularities receding away from φ = 0. If one consider the region
between φ = v and the singularities for p = 0, 2, 4, Vp(φ) increases at the same rate for all p until the
region about their respective singularities. This we take to be a strong indication that as p increases, Vp
approaches a flat potential with vanishing coupling–the “trivial” theory considered above.
The argument for the effective potential in the massless λφ4 model being flat given in Ref. [8] was given
in the context of the MS renormalization scheme. So far, here we have employed the CW renormalization
scheme. We now will see if the MS analogues of the Vp given in eq. (66) support the results of Ref. [8]
as p increases.
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The form of the potential when MS is used to compute V in this model is
V =
∞∑
n=0
n∑
m=0
λn+1Tn,mL
m
φ4 (67)
where now L = ln
(
λφ2
µ2
)
where µ2 is the mass scale parameter occuring in the derivation of eq. (13).
Regrouping the double sum of eq. (67) in a manner analogous to eq. (7), we have
Sn(ξ) =
∞∑
m=0
Tn+m,mξ
m
(ξ = λL) (68)
and now in place of eq. (8) we have
(−2 + b2ξ)S′0 + (b2 + 4g1)S0 = 0 (69a)
(−2 + b2ξ)S′1 + (2b2 + 4g1)S1 + (2g1 + b2 + b3ξ)S′0 + (b3 + 4g2)S0 = 0 (69b)
(−2 + b2ξ)S′2 + (4g1 + 3b2)S2 + (2g1 + b2 + b3ξ)S
′
1
+(2b3 + 4g2)S1 + (2g2 + b3 + b4ξ)S
′
0 + (4g3 + b4)S0 = 0. (69c)
These can be solved in turn, with the boundary condition Sn(0) = Tn,0. There is no equivalent to eq.
(12) in the MS scheme for determining Tn,0; however the two-loop calculation of V using MS appearing
in Ref. [11] allows one to read off T 0,0, T 1,0, T 2,0. (A three-loop calculation of V for N=1 using an
on-shell renormalization scheme appears in Ref. [16].) We see that
T 0,0 = 1 (70a)
T 1,0 =
1
(4π)2
1
4
[
(12)2(ln 12− 3/2) + (N − 1)(4)2(ln 4− 3
2
)
]
(70b)
T 2,0 =
1
(4π)4
{
1
8
(24)2(12)(5 + 8Ω(1)− 4 ln 12 + ln2 12)
+
1
72
(N − 1)(24)2(12 + 2(4)) [5 + 8Ω(3)− 4 ln 4 + ln2 4
+
2(12)
(12) + 2(4)
(ln 3)(ln 4− 2)
]
+ [3(12)2(1 − ln 12)]2 + (N2 − 1)(4)2(1− ln 4)2
+ 2(N − 1)(12)(4)[1− ln 4− ln 12 + ln 4 ln 12]} (70c)
(where Ω(∆) =
√
∆(4−∆)
∆+2
∫ θ
0 ln(2 sinx)dx, sin θ =
√
∆
2 for ∆ < 4). With these numerical values for T 0,0,
T 1,0, T 2,0 we can solve for S0, S1, S2 and form
V p =
p∑
n=0
λn+1Sn(λL)φ
4 + π2Kpφ
4 (71)
in analogy with eq. (66).
The coupling λ in the MS is not to be identified with the “physical” coupling any more than a mass
parameter is to be identified with a pole mass in this renormalization scheme. For λ to be the physical
coupling, we again employ eq. (3). This condition and eq. (50) again can be used to fix λ and Kp in eq.
(71) as in the CW scheme if λ is to be a “physical” coupling.
We find that in contrast with the CW scheme, when p = 1 there exist a positive solution for λ. This
indicates a renormalization scheme dependence in our perturbative analysis. However, in Table (II) where
we have presented the MS results corresponding to the CW results appearing in Table (I), it is again
apparent that as p increases, V p becomes increasingly flat in the region between the two singularities and
the singularities again recede away from φ = 0.
The plot of V p (p = 0, 1, 2) in Fig. (2) for N=1 and N=4 respectively again can be taken as an
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p λ Kp min
V1(1)
v4
φ
v
at singularity
N=1 N=4 N=1 N=4 N=1 N=4 N=1 N=4
0 0.768 0.617 -0.0806 -0.0622 -0.0614 -0.0486 19.9 18.3
1 0.669 0.546 -0.0787 -0.0603 -0.0561 -0.0446 32.5 27.5
2 0.645 0.528 -0.0751 -0.0578 -0.0533 -0.0426 37.4 31.0
TABLE II: Coupling constant, counter term and potential minimum and singularity at different orders in the MS
Scheme.
FIG. 2: The effective potential for N=1 (left) and N=4 (right) O(N) λφ4 theory at different order p in the MS
scheme.
indication that as p increases, the potential approaches being flat, consistent with Ref. [8].
V. DISCUSSION
The renormalization group provides a way of computing parts of radiative corrections to physical
quantities beyond the order in the loop expansion to which explicit calculations have been performed.
We have shown how a one loop calculation of the RG functions, when using the CW scheme, can be used
to fix the sum of all leading-log contribution to the effective potential V (with these contributions coming
from all orders in the loop expansion). This procedure can then be used to sum all NpLL contributions
to V using the p+1 order expression for the RG functions. Furthermore, we have demonstrated how the
RG equation, when the RG functions are known to order p, can be used to fix at least portions of the
effective potential coming from terms of order Np+A-1LL in the expansion of V (A = 1, 2, 3, · · · ). (This
is because the solution to the RG equation when the RG functions are known to order p is not merely
given by S0 to Sp−1.) We have found that in these sums, the singularity in V is shifted away from the
usual “Landau” singularity.
In addition, we have shown how the RG equation can be used to fix V in terms of the log-independent
portion of V , and that when this is combined with the condition that V be minimized when φ = µ, then
all dependence of V on φ disappears if there is spontaneous symmetry breaking. We also see that in the
CW renormalization scheme, the coupling vanishes and the theory becomes “trivial”. This is supported
by plots of the contributions from the LL etc. contributions to V in the CW and MS renormalization
schemes.
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It would be interesting to generalize this procedure to models in which there is a classical mass for
φ, or more than one coupling constant so that this technique could be applied to computing V in the
Standard Model beyond the order which has been considered in Ref. [10]. It would also be useful to
examine radiative corrections to other physical processes using the techniques developed here [14].
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Appendix A: Appendix A
The following sums are needed to compute VA,B in eq. (38); they converge provided |x| < 1.
1.
∞∑
n=a
xn =
xa
1− x ; (A1)
2.
∞∑
n=a
nxn = x
d
dx
xa
1− x =
axa + (1− a)xa+1
(1− x)2 ; (A2)
3.
∞∑
n=a
n2xn =
(
x2
d2
dx2
+ x
d
dx
)
xa
1− x =
a2xa + (1 + 2a− 2a2)xa+1 + (1− a)2xa+2
(1− x)3 ; (A3)
4.
∞∑
n=2
n
(
1
2
+
1
3
+ · · ·+ 1
n
)
xn = x
d
dx
∞∑
n=2
∫ 1
0
dt(t+ t2 + · · ·+ tn−1)xn
= x
d
dx
∞∑
n=2
∫ 1
0
dt
∞∑
n=2
(
t− tn
1− t
)
xn
= x
d
dx
∫ 1
0
dt
t
[
(1− t) x
2
1− x −
(x(1 − t))2
1− x(1 − t)
]
= −x ln(1− x)
(1− x)2 ; (A4)
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5.
∞∑
n=3
n(n− 1)
(
1
3
+ · · ·+ 1
n
)
xn
= −1
2
∞∑
n=3
(n2xn − nxn) + x2 d
dx
[
1
x
(
−x2 +
∞∑
n=2
n
(
1
2
+
1
3
+ · · ·+ 1
n
)
xn
)]
which by eqs. (A2)-(A4) becomes
= −1
2
[
9x3 − 11x4 + 4x5
(1 − x)3 −
3x3 − 2x4
(1− x)2
]
− x2 d
dx
[
x+
ln(1 − x)
(1− x)2
]
=
−2x2 ln(1− x)
(1− x)3 ; (A5)
6.
∞∑
n=2
(n+ 1)n
[
1
3
·
(
1
2
)
+
1
4
·
(
1
2
+
1
3
)
+ · · ·+ 1
n+ 1
(
1
2
+
1
3
+ · · ·+ 1
n
)]
xn+1
= x
d2
dx2
∞∑
n=2
∫ 1
0
dτ
[
1
3
(τ) +
1
4
(τ + τ2) + · · ·+ 1
n+ 1
(τ + τ2 + · · ·+ τn−1)
]
xn+1
= x
d2
dx2
∫ 1
0
dτ
∞∑
n=2
[
1
3
τ − τ2
1− τ +
1
4
τ − τ3
1− τ + · · ·+
1
n+ 1
τ − τn
1− τ
]
xn+1
= x
d2
dx2
∫ 1
0
dτ
1− τ
∞∑
n=2
[
τ
∫ 1
0
dt(t2 + t3 + · · ·+ tn)− 1
τ
∫ τ
0
dt(t2 + t2 + · · ·+ tn)
]
xn+1
= x
d2
dx2
[
x
∫ 1
0
dτ
1− τ
∞∑
n=2
(
τ
∫ 1
0
dt
t2 − tn+1
1− t −
1
τ
∫ τ
0
dt
t2 − tn+1
1− t
)
xn
]
= x
d2
dx2
[
x
∫ 1
0
dτ
1− τ
(
τ
∫ 1
0
dt
1− t
(
t2x2
1− t −
t(xt)2
1− xt
)
− 1
τ
∫ τ
0
dt
1− t
(
t2x2
1− t −
t(xt)2
1− xt
))]
= − x
3(1− x)3
{
3 ln(1− x)
[
1 + 2 ln
x
1− x
]
+ 6
∫ x
1−x
0
ln t
1 + t
dt+ 6
∫ 1−x
0
ln t
1− tdt+ π
2
}
. (A6)
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