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ABSTRACT: Inclusive e±p single and double differential cross sections for neutral and charged cur-
rent deep inelastic scattering processes are measured with the H1 detector at HERA. The data were
taken at a centre-of-mass energy of
√
s = 319GeV with a total integrated luminosity of 333.7 pb−1
shared between two lepton beam charges and two longitudinal lepton polarisation modes. The dif-
ferential cross sections are measured in the range of negative four-momentum transfer squared,
Q2, between 60 and 50 000GeV2, and Bjorken x between 0.0008 and 0.65. The measurements
are combined with earlier published unpolarised H1 data to improve statistical precision and used
to determine the structure function xF γZ3 . A measurement of the neutral current parity violating
structure function F γZ2 is presented for the first time. The polarisation dependence of the charged
current total cross section is also measured. The new measurements are well described by a next-
to-leading order QCD fit based on all published H1 inclusive cross section data which are used to
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Precision measurements of the proton structure in neutral current (NC) and charged current (CC)
deep inelastic scattering (DIS) with polarised lepton beams provide important information on the
understanding of parton dynamics and quantum chromodynamics (QCD). Previously published
measurements at the electron1-proton collider HERA [1–16] have already provided strong con-
straints on the parton distribution functions (PDFs) of the proton [3, 7, 17–22]. With access to
values of four momentum transfers
√
Q2 comparable to the masses of the Z and W bosons, pre-
cision DIS measurements also probe the chiral structure of the electroweak interactions. Inclusive
neutral current interactions are defined as the process ep→ eX mediated by γ/Z bosons, whereas
inclusive charged current interactions are defined as ep→ νX and are purely weak processes me-
diated by W bosons.
In this paper precise measurements of the inclusive neutral and charged current ep cross sec-
tions at high Q2 are presented utilising the complete HERA II2 data set of 333.7 pb−1 recorded
by the H1 detector at a centre-of-mass energy of
√
s = 319GeV with longitudinally polarised
electron and positron beams. The inclusive NC and CC polarised single differential cross sections,
dσ/dQ2 and the double differential reduced cross sections σ˜(x,Q2) are presented for e+p and e−p
scattering. The data were taken with an incident lepton beam energy Ee of 27.6GeV, whilst the
energy of the unpolarised proton beam, Ep, was 920GeV. The longitudinal polarisation of the
lepton beam was ±35% on average.
The NC data cover the Q2 range from 60 to 50 000GeV2. Together with previous H1 mea-
surements at lower Q2, down to ∼ 1GeV2 [5, 7], the data cover almost five orders of magnitude
in kinematic reach. The high Q2 NC and CC data presented here give unique constraints on the
proton PDFs for Bjorken x in the range 0.0008 ≤ x ≤ 0.65 which is of direct relevance to all
predictions for pp scattering at the LHC [23]. In particular, production cross sections of new high
mass states in the LHC kinematic domain are very sensitive to the high x PDFs constrained by DIS
data.
The data extend to very high Q2 which allows structure functions sensitive to the interference
of photon and Z boson exchange to be measured. These “interference structure functions” access
the difference of quark and anti-quark distributions, with xF γZ3 , and a combination of their sums,
with F γZ2 . They are measured by using both the charge and polarisation dependence of the NC
cross section, providing an improved determination of xF γZ3 and a very first measurement of F
γZ
2 .
The measured inclusive cross sections are combined with previously published unpolarised
HERA I measurements to provide a single coherent set of cross sections. The sensitivity and kine-
matic reach of these data enable a dedicated QCD analysis to be performed on H1 data alone. The
fit procedure takes into account all point-to-point correlated systematic uncertainties yielding a new
determination of PDFs and their uncertainties, termed H1PDF 2012.
This paper is organised as follows: in section 2 the definitions of the inclusive NC and CC
cross sections are given together with their relation to the proton structure functions and PDFs. In
1In this paper “electron” refers generically to both electrons and positrons. Where distinction is required the terms
e− and e+ are used.







section 3 the H1 detector and trigger system are described as well as the HERA polarimeters. The
simulation programmes and Monte Carlo models used in the analysis are discussed in section 4. In
section 5 the analysis procedure is given starting with a description of the kinematic reconstruction
methods, calibration and alignment of the detector, and followed by the event selection and assess-
ment of the systematic uncertainties of the measurements. The QCD analysis method is explained
in section 6 and the results are presented in section 7. The paper is summarised in section 8.
2 Neutral and charged current cross sections
2.1 Neutral currents
The differential cross section for e±p scattering after correction for QED radiative effects can be








2 ∓ Y−xF˜±3 − y2F˜±L ) · (1 + ∆weakNC ) , (2.1)
where Y± = 1± (1− y)2 and y characterises the inelasticity of the interaction. The fine structure
constant is defined as α ≡ α(Q2 = 0) and the weak radiative corrections3 ∆weakNC are defined as
in [24] in terms of α and the Z and W boson masses which are taken to be MZ = 91.187GeV and
MW = 80.410GeV.
The generalised structure functions, F˜2,3, may be written as linear combinations of the proton
structure functions F2, F γZ2,3 , and FZ2,3 containing information on QCD parton dynamics as well as
on the electroweak (EW) couplings of the quarks to the neutral vector bosons [25]. The structure
function F2 is associated to pure photon exchange terms, F γZ2,3 correspond to photon-Z interference
terms and FZ2,3 describe the pure Z exchange terms. In addition the generalised longitudinal struc-
ture function F˜L may be similarly decomposed, however this is an important contribution only at
high y and is expected to be negligible at large x and Q2. The linear combinations for F˜2 and xF˜3
in arbitrarily polarised e±p scattering with lepton polarisation Pe are given by
F˜±2 = F2 − (ve ± Peae)κ
Q2
Q2 +M2Z










xF˜±3 = −(ae ± Peve)κ
Q2
Q2 +M2Z












) in the on-mass-shell scheme. The quantities ve and ae are the vector
and axial-vector couplings of the electron to the Z boson.
It can be seen from equations (2.2) and (2.3) that different combinations of structure functions
may be experimentally determined by scattering longitudinally polarised leptons on unpolarised
protons. In particular, since ve is small, a measurement of the polarisation asymmetry for fixed
lepton charge allows the parity violating structure function F γZ2 to be measured.
In the quark-parton model (QPM), the hadronic structure functions are related to linear combi-
nations of sums and differences of the quark and anti-quark momentum distributions xq(x,Q2) and
3The weak corrections are typically smaller than 1% and never more than 3% at the highest Q2 and are not applied






xq¯(x,Q2). The structure function F˜2 is determined by the sum of quarks and anti-quark momen-
tum distributions, whereas the structure function xF˜3 is determined by the difference of quarks and















q ](q + q¯) , (2.4)
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[eqaq, vqaq](q − q¯) . (2.5)
Here vq and aq are the vector and axial-vector couplings of the quarks to the Z boson and eq is the
charge of the quark of flavour q.



















(1 + ∆weakNC ) . (2.6)
2.2 Charged currents
The differential CC cross section for e±p scattering of polarised leptons with unpolarised protons,














2 ∓ Y−xW±3 − y2W±L
) · (1 + ∆weakCC ) , (2.7)
where GF is the Fermi constant defined using the weak boson masses [24]. Here W±2 , xW±3
and W±L are the structure functions for CC e±p scattering, and ∆CCweak represents the weak radiative
corrections for CC interactions. From equation (2.7) it can be seen that the cross section has a linear
dependence on the polarisation of the electron beam Pe. For a fully right handed e− beam (Pe = 1),
or a fully left handed e+ beam (Pe = −1) the cross section is identically zero in the Standard Model
(SM). In the QPM W±L ≡ 0, and the structure functions W±2 and xW±3 are expressed as the flavour
dependent sum and difference of the quark and anti-quark momentum distributions. In the CC
case only the positively charged quarks contribute to W− mediated scattering and conversely only
negatively charged quarks couple to the exchanged W+ boson, thus
W−2 = x(U +D) , W
+
2 = x(U +D) , (2.8)
xW−3 = x(U −D) , xW+3 = x(D − U) , (2.9)
where, below the b quark mass threshold
U = u+ c , U = u¯+ c¯ , D = d+ s , D = d¯+ s¯ , (2.10)
where u, d, s, c represent quark densities of each flavour in the standard notation. HereU represents
the sum of up-type, and D the sum of down-type quark densities.

















3 H1 apparatus, trigger and data samples
3.1 The H1 detector
A detailed description of the H1 detector can be found elsewhere [26–29]. The coordinate system of
H1 is defined such that the positive z axis is in the direction of the proton beam (forward direction)
and the nominal interaction point is located at z = 0. The polar angle θ is then defined with respect
to this axis. The detector components most relevant to this analysis are the Liquid Argon (LAr)
calorimeter, which measures the positions and energies of particles over the range 4◦ < θ < 154◦,
the inner tracking detectors, which measure the angles and momenta of charged particles over the
range 7◦ < θ < 165◦, and a lead-fibre calorimeter (SpaCal) covering the range 153◦ < θ < 177◦.
The LAr calorimeter consists of an inner electromagnetic section with lead absorbers and an
outer hadronic section with steel absorbers. The calorimeter is divided into eight wheels along the
beam axis, each consisting of eight absorber stacks arranged in an octagonal formation around the
beam axis. The electromagnetic and the hadronic sections are highly segmented in the transverse
and the longitudinal directions. Electromagnetic shower energies are measured with a resolution
of δE/E ≃ 0.11/
√
E/GeV⊕ 0.01 and hadronic energies with δE/E ≃ 0.46/
√
E/GeV⊕ 0.03
as determined using electron and pion test beam data [30, 31].
In the central region, 25◦ < θ < 155◦, the central tracking detector (CTD) measures the
trajectories of charged particles in two cylindrical drift chambers immersed in a uniform 1.16T
solenoidal magnetic field. The CTD also contains a further drift chamber (COZ) between the two
drift chambers to improve the z coordinate reconstruction, as well as a multi-wire proportional
chamber at inner radii (CIP) mainly used for triggering [32]. The CTD measures charged particles
with a transverse momentum resolution of σ(pT )/pT ≃ 0.2% pT /GeV ⊕ 1.5%. The forward
tracking detector (FTD) is used to supplement track reconstruction in the region 7◦ < θ < 30◦ [33]
and improves the hadronic final state reconstruction of forward going low momentum particles.
The CTD tracks are linked to hits in the vertex detectors: the central silicon tracker (CST) [34,
35], the forward silicon tracker (FST), and the backward silicon tracker (BST). These detectors
provide precise spatial track reconstruction and therefore also improve the primary vertex spatial
reconstruction. The CST consists of two layers of double-sided silicon strip detectors surrounding
the beam pipe covering an angular range of 30◦ < θ < 150◦ for tracks passing through both
layers. The FST consists of five double wheels of single-sided strip detectors [36] measuring the
transverse coordinates of charged particles. The BST design is very similar to the FST and consists
of six double wheels of strip detectors [37].
In the backward region the SpaCal provides an energy measurement for hadronic particles,
and has a hadronic energy resolution of δE/E ≃ 0.70/
√
E/GeV ⊕ 0.01 and a resolution for
electromagnetic energy depositions of δE/E ≃ 0.07/
√
E/GeV⊕ 0.01 measured using test beam
data [38]. It also provides a trigger used for efficiency estimations which is based on electromag-
netic energy and timing information inside the calorimeter.
The ep luminosity is determined online by measuring the event rate for the Bethe-Heitler
process of QED bremsstrahlung ep→ epγ. The photons are detected in the photon tagger located
at z = −103m. An electron tagger is placed at z = −5.4m adjacent to the beam-pipe. It is used






scatters through a small angle (π − θ < 5mrad). The overall normalisation is determined using a
precision measurement of the QED Compton process [39].
At HERA transverse polarisation of the lepton beam arises naturally through synchrotron ra-
diation via the Sokolov-Ternov effect [40]. Spin rotators installed in the beam-line on either side
of the H1 detector allow transversely polarised leptons to be rotated into longitudinally polarised
states and back again. The degree of polarisation is constant around the HERA ring and is continu-
ously measured using two independent polarimeters LPOL [41] and TPOL [42]. The polarimeters
are situated in beam-line sections in which the beam leptons have longitudinal and transverse po-
larisations, respectively. Both measurements rely on an asymmetry in the energy spectrum of left
and right handed circularly polarised photons undergoing Compton scattering with the lepton beam.
The TPOL measurement uses in addition a spatial asymmetry. The LPOL and TPOL measurements
are averaged when both measurements are available, otherwise only one polarimeter measurement
is used [43].
3.2 The trigger
The H1 trigger system is a three level trigger with a first level latency of approximately 2µs. NC
events at highQ2 are triggered mainly using information from the LAr calorimeter. The calorimeter
has a finely segmented pointing geometry allowing the trigger to select localised energy deposits
in the electromagnetic section of the calorimeter pointing to the nominal interaction vertex. For
electrons with energy above 11GeV this is determined to be 100% efficient using an indepen-
dently triggered sample of events. At lower energies the triggers based on LAr information are
supplemented by using additional information from the tracking detectors. The LAr calorimeter
electronics allow scattered leptons to be triggered with energies as low as 5GeV, the minimum
value considered in this analysis. This gives access to the high y kinematic region. For electron
energies of 5GeV, the combined trigger efficiency increases from 87% to 92% during the HERA II
run due to several incremental improvements in the trigger set-up.
The characteristic feature of CC events is a large missing transverse momentum, PmissT , which
is identified at the trigger level using the LAr calorimeter vector sum of energy within “trigger tow-
ers”, i.e. groups of trigger regions with a projective geometry pointing to the nominal interaction
vertex. At low PmissT the efficiency is enhanced by use of an additional trigger requiring hadronic
energy in combination with track information from the inner tracking chambers. At 12GeV, the
minimum PmissT considered in this analysis, the efficiency is 60%, rising to 90% for PmissT of
25GeV. This is determined from the pseudo CC sample. This sample is constructed of NC events
in which all information from the scattered lepton is suppressed (see section 5.4). The trigger en-
ergy sums are then recalculated for the remaining hadronic final state. This sample also provides a
useful high statistics cross check of further aspects of the CC analysis.
3.3 Data samples
The data sets used in this analysis are subdivided into samples or periods of left handed and right
handed polarised lepton beams with polarisation Pe = (NR −NL)/(NR +NL), where NR (NL)
is the number of right (left) handed leptons in the beam. The corresponding data sets are termed
the R and L data sets respectively. The luminosity and longitudinal lepton beam polarisation for








L = 47.3 pb−1 L = 104.4 pb−1
Pe = (+36.0± 1.0)% Pe = (−25.8± 0.7)%
e+p
L = 101.3 pb−1 L = 80.7 pb−1
Pe = (+32.5± 0.7)% Pe = (−37.0± 0.7)%
Table 1. Table of integrated luminosities, L, and luminosity weighted longitudinal lepton beam polarisation,
Pe, for the data sets presented here.
4 Simulation programs
In order to determine acceptance corrections, DIS processes are generated at leading order (LO)
QCD using the DJANGOH 1.4 [44] Monte Carlo (MC) simulation program which is based on HER-
ACLES 4.6 [45] for the electroweak interaction and on LEPTO 6.5.1 [46] for the hard matrix ele-
ment calculation. The colour dipole model (CDM) as implemented in ARIADNE [47] is used to
generate higher order QCD dynamics. The JETSET 7.410 program [48] is used to simulate the
hadronisation process in the ‘string-fragmentation’ model. Additional DJANGOH study samples
are produced in which the higher order QCD effects are simulated using DGLAP inspired parton
showers matched to the hard LO matrix element calculation, known as MEPS. The simulated events
are produced with PDFs from a NLO QCD fit (HERAPDF1.0) which includes combined H1 and
ZEUS low Q2 and high Q2 NC and CC data from HERA I [17]. In order to improve the precision
with which the acceptance corrections are determined, the simulated cross sections are reweighted
using the PDF set determined in this analysis, H1PDF 2012 (see section 6). All data distributions
are compared to the MC expectations using H1PDF 2012.
The dominant ep background contribution to DIS is due to large cross section photoproduction
(γp) processes in which energetic π0 → γγ decays or charged hadrons are mis-identified as the
scattered electron in the NC channel, or hadronic final states produce large fake missing transverse
momentum mimicking a CC interaction. These are simulated using the PYTHIA 6.224 [49] genera-
tor with leading order parton distribution functions for the proton and photon taken from [50]. Ad-
ditional small background contributions arise from elastic and inelastic QED Compton processes
generated with the WABGEN program [51]; lepton pair production via two photon interactions
simulated by the GRAPE code [52]; prompt photon production in which the photon may be mis-
identified as an electron generated by PYTHIA; and real W±/Z production samples produced with
EPVEC [53].
The detector response to events produced by the various generator programs is simulated in
detail using a program based on GEANT3 [54]. The simulation includes detailed time dependent
modelling of detector noise conditions, beam optics, polarisation and inefficient channel maps
reflecting actual running conditions throughout the HERA II data taking period. These simulated









Precise reconstruction of the event kinematics is crucial for the measurement of DIS cross sections.
In the NC channel several different methods are available due to the redundancy arising from the
simultaneous reconstruction of the scattered lepton and the hadronic final state. In contrast the CC
event kinematics can be reconstructed using only one method based on the measurement of the
hadronic final state since the neutrino escapes the detector unobserved. Typically the quantities Q2
and y are reconstructed and x is obtained via the relation Q2 = sxy.
In NC interactions the properties of the scattered lepton are described in terms of its energy E′e
and polar scattering angle θe defined with respect to the proton direction. The hadronic final state








2 and Σ =
∑
i(Ei −
pz,i) where the summation is performed over all HFS particles i assuming charged particles have
the pion mass. Due to the large momentum of the incident proton in the lab frame compared to the
electron, the HFS particles are often forward going (positive z) and lead to losses in the forward
beam-pipe. The quantities PT,h and Σ are chosen due to their relative insensitivity to these losses.
The inclusive hadronic polar angle γh, defined by tan(γh/2) = Σ/PT,h, is used in the calibration
procedure.
In general the scattered lepton quantities are precisely determined whereas the hadronic quan-
tities have moderate precision due to particle losses and fluctuations in the hadronic shower. Iso-
lated low energy calorimeter deposits are classified as noise originating from electronic sources or
back-scattered low energy particles and are excluded from the HFS. The HFS is measured using a
sophisticated energy flow algorithm [55, 56] which combines tracks with calorimetric energy mea-
surements in an optimum way avoiding double counting. For each track (assumed to be a charged
pion) the measured track uncertainties are compared to the expected calorimetric energy resolu-
tion. The track measurement alone is used to reconstruct the particle momentum if it has superior
resolution except in cases where an excess of energy in the calorimeter is observed originating
from neutral particles. This is then taken into account appropriately. If the expected calorime-
ter resolution is better, then either the calorimeter information alone is used to define the hadron
momentum or, similarly to the previous case, a combination in which the track is used and the
calorimeter energy is reduced appropriately. At high Q2 and high x, corresponding to small γh,
the HFS is dominated by one or more jets thus the complete HFS can be approximated by the sum
of jet four-momenta corresponding to localised calorimetric energy sums above threshold. This
technique allows a further suppression of noise in the hadronic reconstruction which is important
in this kinematic region.
Several reconstruction methods are used in the analysis for determining the kinematics and for
providing systematic cross checks. The most precise method for y & 0.1 is the e-method which



















The resolution of the e-method degrades at low y and is also susceptible to large QED
radiative corrections at the highest and lowest y. In the Σ-method [57] y is reconstructed
as Σ/(Σ + E′e(1− cos θe)) and is therefore less sensitive to QED radiative effects. The eΣ-
method [58] is an optimum combination of the two and maintains good resolution throughout
the kinematic range of the NC measurement with acceptably small QED radiative corrections. The






1− ye , yeΣ = 2Ee
Σ
[Σ + E′e(1− cos θe)]2
. (5.2)
The eΣ-method is employed to reconstruct the event kinematics for y ≤ 0.19. In this phase space
region the HFS is partially lost in the forward beam-pipe and the influence of noise on the HFS
becomes large. In order to limit this effect the eΣ-method is modified such that the summation in
the calculation of the quantity Σ is performed only over hadronic jets. A longitudinally invariant
kT jet algorithm [59, 60] is used and further details are given in section 5.3.
The double angle method (DA-method) [61, 62] provides a useful technique for calibrating
the electromagnetic (EM) and hadronic calorimeters using θe and γh as input. Where the HFS is
well contained within the detector (y>∼0.3) the DA-method has good resolution and is to first order
independent of the calorimeter energy scales. The following formulae are used to determine the
kinematics:
Q2DA =
4E2e sin γh(1 + cos θe)
sin γh + sin θe − sin(θe + γh)
, yDA =
sin θe(1− cos γh)
sin γh + sin θe − sin(θe + γh)
. (5.3)
Finally for CC interactions the event kinematics may only be reconstructed by the h-
method [63] which can be systematically studied using the NC sample. The h-method kinematic








5.2 Polar angle measurement and energy calibration
In neutral current interactions the polar angle of the scattered lepton, θe, is determined using the
position of its energy deposit (cluster) in the LAr calorimeter, and the event vertex reconstructed
with tracks from charged particles. The relative alignment of the calorimeter and tracking chambers
is determined using a sample of events with a well measured lepton track [64] in which the COZ
chambers provide an accurate z spatial reconstruction of the particle trajectory. The lepton track
is helically extrapolated to an octagonal surface with inner radius r = 105 cm positioned axially
along the beam line. The shape describes the inner surface of the LAr calorimeter. The z position
of the intersection of the track trajectory and this surface defines the quantity zimp. The electron
cluster barycentre is extrapolated to the same surface along a straight line from the interaction
vertex. The distance between the extrapolated track and cluster is then minimised with respect
to the six alignment parameters for the LAr calorimeter (three shifts and three rotations about the
coordinate axes) keeping the CTD position fixed. Four additional parameters are introduced to
allow independent shifts in z for each LAr wheel. The procedure is performed on data and checked






parameters are obtained for each of four time intervals when the detector was moved between data
taking periods. The residual discrepancy in ∆θ = θtrack − θclus between data and simulation
determines the systematic uncertainty on the measurement of θe and is shown in figure 1. The
uncertainty is taken to be 1mrad.
Cross checks are performed using the alternative ∆φ alignment method [65] in which the
difference in azimuthal angle between track and cluster is studied as a function of φtrack. Min-
imisation of this difference constrains three rotations of the calorimeter about the tracker and two
translations in x and y. The z translation is constrained by minimising the distribution of ∆θ. This
method is found to agree well with the default alignment procedure.
An in situ energy calibration of the electromagnetic part of the LAr calorimeter is performed
using the method described in [65] for both data and simulation. Briefly, a sample of NC events in
which the HFS is well contained in the detector is used with the DA-method to predict the scattered
lepton energy which is then compared to the measured electromagnetic energy response allowing
local calibration factors to be determined in a finely segmented grid in z and φ. The events used in
the calibration are required to have E′e > 14GeV; 44GeV < E − Pz < 66GeV to limit radiative
effects, where E − Pz = Σ + E′e(1 − cos θe); γh > 10◦ to ensure good containment of the HFS
and yΣ < 0.3 for zimp ≤ 20 cm or yΣ < 0.5 for 20 cm < zimp ≤ 100 cm in order to obtain a good
estimate of EDA, the predicted scattered lepton energy from the DA-method. In each calibration
region the calibration factor is taken as the mean value of EDA/E′e. The calibration is applied
octant-wise for each wheel of the LAr calorimeter. In a second step, the calibration is applied
in fine zimp regions which become coarser with increasing zimp as statistical precision decreases.
The influence of non-Gaussian tails is limited by determining the calibration factors from events
where EDA/E′e deviates by less than ±15% of the mean. The procedure is then iterated where
the window is narrowed to ±10%. The calibration is performed for each period of data taking
separately.
The electromagnetic calibration performs well except in regions close to z and φ cracks in the
detector. These local detector regions are removed from the analysis in order to limit the size of
the corrections. Figure 2(a) shows the residual mismatch between EDA and E′e after performing
the calibration step. The residual mis-calibrations are within ≃ 0.3%. In the region of large z,
which corresponds to large Q2 and large x, the sample size becomes small and the bin size in z
is increased. For the very largest z the data from all run periods are combined to provide a single
calibration factor. The uncorrelated systematic uncertainty on the electromagnetic energy scale is
estimated from the relative deviation of E′e/EDA between data and simulation and is found to vary
from 0.3% in the central part of the calorimeter to 1% in the forward region where statistics are
limited.
The calibration is validated with independent data samples not used in the calibration pro-
cedure which allow checks of the calibration linearity at low energy. These are performed using
J/ψ → ee decays and QED Compton interactions ep → eγp with E′e of 3 − 8GeV in which the
lepton track momentum Ptrack is compared to the measured energy E′e of the cluster as shown in
figure 2(b). The simulation on average describes the data well in this low energy region. Differ-
ences in the material description lead to differences in the radiative tails of the Ptrack spectrum and
are not of direct relevance in this analysis.






ance between the predicted PT in the DA-method (PT,DA) and the measured hadronic final state
using a tight selection of well reconstructed events with a single jet where the PT,DA measurement
is reliable to within 0.3% as verified in the simulation [66]. The tracks require no correction as
validated by the reconstruction of particle decays. The calorimeter calibration constants are then
determined in a minimisation procedure across the detector acceptance separately for HFS objects
inside and outside jets and for electromagnetic and hadronic contributions to the HFS. Calorime-
ter energy deposits are classified as those originating from electromagnetic interactions and from
hadronic interactions with the help of several neural networks. The procedure is described in detail
in [66] and for SpaCal in [67].
Detailed studies of the hadronic response of the calorimeter lead to an improved understanding
of the hadronic energy measurement. The calibration procedure is verified on a sample of two-jet
events, and on a sample in which more hadronic activity outside of the jet is allowed. Further
checks are performed by requiring longitudinal momentum conservation of E−Pz of the hadronic
final state and the scattered lepton, instead of transverse momentum conservation. In addition the
reference scale may be taken from the scattered lepton rather than the DA-method prediction. These
studies allow the systematic uncertainty of the hadronic scale to be reduced with respect to previous
measurements [3]. The uncorrelated part of the hadronic scale uncertainty is reduced to 1% from
1.7% previously. Figure 3 demonstrates the quality of the hadronic calibration showing the level
of agreement between data and simulation after the calibration procedure. In figure 3(a) the mean
transverse momentum balance between the hadronic final state and the scattered lepton versus the
lepton PT,e is shown for the complete HERA II data set. The simulation provides an accurate
modelling of the data behaviour to within 1% precision. In figure 3(b) the quantity yh is compared
to the DA-method prediction, yDA, as a function of the inclusive hadronic angle, γh, for the full
HERA II data sample. Since yh is related to the longitudinal energy flow (see equation (5.4)) this
provides an alternative check of the calibration. The simulation models the data well.
In this analysis it is the relative difference between data and simulation that is relevant, and
good agreement is found to within 1%. In addition a 0.3% correlated uncertainty is considered and
accounts for a possible bias in the PT reconstruction in the DA-method reference scale used in the
calibration of the electron and HFS energy. This is determined by varying θe and γh by the angular
measurement uncertainty.
5.3 Neutral current measurement procedure
Inelastic ep interactions are required to have a well reconstructed interaction vertex to suppress
beam induced background events. High Q2 neutral current events are selected by requiring each
event to have a compact and isolated cluster in the electromagnetic part of the LAr calorimeter4.
The scattered lepton is identified as the cluster of highest transverse momentum. In the central
detector region, θ ≥ 30◦, the cluster must be associated to a CTD track. Forward going leptons
with θ < 30◦ traverse the region between the FTD and CTD where an increased amount of dead
material causes electrons to shower. Since in this kinematic region the scattered lepton has high
4Small local detector regions are disregarded in the analysis where the cluster of the scattered electron is not fully






energy and the contribution from photoproduction background is very small, no tracker information
is required to be associated with the lepton for θ < 30◦.
Energy-momentum conservation requires the variable E−Pz summed over all final state par-
ticles (including the electron) to be approximately equal to twice the initial electron beam energy.
Restricting E − Pz to be greater than 35 GeV considerably reduces the photoproduction back-
ground and the radiative processes in which the scattered lepton or bremsstrahlung photons escape
undetected in the lepton beam direction.
The photoproduction background increases rapidly with decreasing electron energy, therefore
the analysis is separated into two distinct regions: the nominal analysis (ye ≤ 0.63 for Q2e ≤
890GeV2 and ye < 0.93 for Q2e > 890GeV2) for which the minimum electron energy is 11GeV
and the high y analysis (0.63 < ye < 0.9 and 56 < Q2e < 890GeV2) for which the minimum
electron energy is 5GeV. The techniques employed to contend with background in each analysis
are described below.
5.3.1 Nominal analysis
For the nominal analysis the small photoproduction contribution is statistically subtracted using the
background simulation. The overall normalisation of the background simulation is checked using
a sample of data events in which the true scattered lepton is observed in the electron tagger which,
however, has limited acceptance.
The comparison of the e−p data and the simulation is shown in figure 4(a) for the scattered
lepton energy spectrum and polar angle, and the distribution of E − Pz , which are all used in the
kinematic reconstruction of x and Q2 using the eΣ-method. The corresponding distributions for
e+p data and simulation are shown in figure 4(b). In the figure the R and L data are combined and
the simulation is normalised to the luminosity of the data, as is also done for all later performance
figures. All distributions are described well by the simulation aside from a small difference in
normalisation which is discussed in section 7.2 where the data are compared to the NLO QCD fit.
For the NC analysis in the region y < 0.19 the noise component has an increasing influence
in the transverse momentum balance PT,h/PT,e through its effect on PT,h. The event kinematics
reconstructed with the eΣ-method in which the HFS is formed from hadronic jets only, limits the
noise contribution and substantially improves the PT,h/PT,e description. The jets are found with
the longitudinally invariant kT jet algorithm [59, 60] as implemented in FastJet [68, 69] with radius
parameter R = 1.0 and are required to have transverse momenta PT,jet > 2GeV. In figure 5(a)
the quality of the simulation and its description of the e−p data for ye < 0.19 can be seen for the
distributions of the PT,h/PT,e, γh, and E − Pz where all HFS quantities are obtained using the
vector sum of jet four-momenta. Distributions for the e+p sample are also shown in figure 5(b).
Overall both sets of distributions are well described in shape by the simulation.
At low y, the forward going hadronic final state particles can undergo interactions with mate-
rial of the beam pipe. In some cases the products of these secondary interactions are incorrectly
assigned as originating from the primary vertex, producing a bias in the determination of the pri-
mary interaction vertex position. Such cases are recognised and corrected by considering a vertex







For the nominal analysis the photoproduction contribution is low, and this allows the electron
candidate track verification in the region θ ≥ 30◦ to be supplemented with an alternative method
which increases efficiency. For NC events with no CTD track associated to the electron cluster, the
track verification is achieved by searching for hits in the CIP located on the line from the interaction
vertex to the electron cluster.
This optimised treatment of the vertex determination and verification of the electron cluster
with the tracker information improves the reliability of the vertex position determination and in-
creases the efficiency of the procedure to 99.5%.
5.3.2 High y analysis
In the high y region the neutral current analysis is extended to lower energies of the scattered
electron, E′e > 5GeV. At low energies photoproduction background contributions arise due to
π0 → γγ decays and charged hadrons being mis-identified as electron candidates. Part of this
background is suppressed by requiring a well measured track linked to the calorimeter cluster.
The track is furthermore required to have the same charge as the beam lepton. The remaining
background in the correctly charged sample is estimated from the number of data events in which
the detected lepton has opposite charge to the beam lepton. A charge asymmetry can arise due
to the different detector response to particles compared to anti-particles, in particular p and p¯ [70,
75]. By taking into account the charge asymmetry between negative and positive background,
the background estimate is statistically subtracted from the correctly charged sample. The charge
asymmetry between fake lepton candidates in the e+p and e−p data sets is determined by measuring
the ratio of wrongly charged fake scattered lepton candidates in e+p and e−p scattering, taking
into account the difference in luminosity. The asymmetry is found to be 1.03± 0.05. This is cross
checked using a sample of photoproduction events in which the scattered electron is detected in the
electron tagger. Further details are given in [67, 71].
The e-method using scattered lepton variables alone has the highest precision in this region of
phase space and is used to reconstruct the event kinematics.
Figure 6(a) shows the scattered lepton energy spectrum, the polar angle distribution and the
E − Pz spectrum of the high y sample for the e−p data before background subtraction and the
simulation to which the background, obtained from wrongly charged lepton candidates in the data,
is added. The corresponding distributions for the e+p data can be seen in figure 6(b). The shapes
of the E′e and θe distributions are strongly affected by the selections used in the trigger which
vary with E′e and zimp. The NC simulation provides a good description of these distributions.
The difference between data and simulation in the E − Pz spectrum is well within the systematic
uncertainty of the hadronic calibration which at high y depends largely on the SpaCal (see table 2).
5.4 Charged current measurement procedure
The selection of charged current events requires a large missing transverse momentum, PmissT ≡
PT,h ≥ 12GeV, assumed to be carried by an undetected neutrino. The event must also have a
well defined reconstructed vertex. The kinematic variables y and Q2 are determined using the
h-method. In order to restrict the measurement to a region with good kinematic resolution the
events are required to have yh < 0.85. In addition the measurement is confined to the region






measurement to the region where any bias in the interaction vertex position due to forward going
hadronic final state particles is limited and well modelled.
The ep background is dominated by photoproduction and is suppressed by exploiting the cor-
relation between PT,h and the ratio Vap/Vp of transverse energy flow anti-parallel and parallel to
the hadronic final state transverse momentum vector ~PT,h [64, 72]. They are determined from the













for ~PT,h · ~PT,i < 0 . (5.6)
This variable provides good discrimination between the CC signal which lies at small Vap/Vp and
large PT,h, and the background which lies at large Vap/Vp and small PT,h. For PT,h > 25GeV,
Vap/Vp < 0.25 is required. For smaller transverse momenta the maximum allowed ratio is reduced
as a parabolic function of PT,h such that at 12GeV values down to Vap/Vp = 0.10 − 0.12 are
accepted depending on the different data sets since the relative photoproduction contributions differ
for the four R/L e±p samples. The residual ep background is negligible for most of the measured
kinematic domain, though it reaches 15% at the lowestQ2 and the highest y. The simulation is used
to estimate this contribution which is subtracted statistically from the CC data sample. A systematic
uncertainty of 30% is attributed to the photoproduction background. The non-ep background is
rejected as described in [3, 72] by removing events with topologies typical of cosmic ray and
beam-gas interaction background as well as events with timing inconsistent with the HERA bunch
crossing intervals.
All efficiencies in the CC analysis can be reliably determined from the pseudo CC data samples
of NC events, free from background contamination, in which all information associated to the
scattered electron is suppressed. The production of the samples involves the identification of the
scattered lepton and subsequent deletion of all calorimetric energies associated to the cluster. All
trigger related energy sums are recalculated after removal of the trigger towers associated with the
electron. Finally all CTD hits in a road around the electron trajectory are deleted. After removal of
this information the events are passed through the standard H1 software chain to fully reconstruct
the event including all particle trajectories and the interaction vertex. The pseudo CC samples
are then reweighted to the CC cross section employing the original eΣ kinematic quantities using
H1PDF 2012. The pseudo CC samples are produced for each data taking period to accurately
describe running conditions as closely as possible. A potential bias in the method is studied by
comparing pseudo CC data with pseudo CC simulation using NC DJANGOH samples which are
processed in the same way. In all cases the pseudo CC data and pseudo CC MC are found to provide
adequate descriptions of each measured efficiency and also compare well to standard DJANGOH CC
simulation after the application of additional adjustment factors as described below. Any remaining
discrepancies are accounted for in the systematic uncertainties as described in section 5.6.
The pseudo CC data are used to give a precise measure of the CC trigger efficiency for each






is reweighted to describe the observed behaviour. The efficiency is found to be 79% at Q2 =
300GeV2 and reaches 98% at Q2 ≥ 3 000GeV2.
The e+p and e−p distributions for PmissT and E − Pz are shown for data and simulation in
figure 7. The spectra are well described by the simulation.
5.5 Cross section measurement
For both the NC and CC analyses the selected event samples are corrected for detector acceptance,
efficiencies and migrations using the simulation and converted to QED corrected cross sections.
The quality of the simulation, in which all selection efficiency effects are included, is shown in fig-
ures 1–7 and gives a reliable determination of detector acceptance. The accessible kinematic ranges
of the measurements depend on the resolution of the reconstructed kinematics and are determined
by requiring the purity and stability of any measurement bin to be larger than 30% as determined
from signal MC. The purity is defined as the fraction of events generated and reconstructed in a
measurement bin (Ng+r) from the total number of events reconstructed in the bin (N r). The sta-
bility is the ratio of the number of events generated and reconstructed in a bin to the number of
events generated in that bin (Ng). The detector acceptance, A = N r/Ng, is obtained from the
ratio of stability divided by purity and corrects the measured signal event yields for detector effects
including resolution smearing and selection efficiency.
The measured differential cross sections σ(x,Q2) are then determined using the relation
σ(x,Q2) =
N −B





where N and B are the selected number of data events and the estimated number of background
events respectively, L is the integrated luminosity, C is the bin centre correction, and (1 + ∆QED)
are the QED radiative corrections.
The bin centre correction C(xc, Q2c) is a factor obtained from NLO QCD expectation using
H1PDF 2012, σth, and scales the bin integrated cross section to a differential cross section at the








The single differential cross sections are obtained using the obvious extensions to the formulae
given above.
The DIS cross sections σ can be factorised as
σ = σBorn(1 + ∆QED)(1 + ∆weak) , (5.9)
where σBorn is the Born cross section and ∆QED are the QED radiative corrections. The measured
cross sections presented in section 7, in which the effects of QED radiation have been corrected
for, correspond to the differential cross sections d2σ/dxdQ2 defined in equations (2.1) and (2.7).
The QED radiative corrections are defined in [1, 3] and are calculated to first order in α using
the program HERACLES [45] as implemented in DJANGOH [44] and verified with the numerical
analysis programs HECTOR [24] and EPRC [73]. In order to retain sensitivity to higher order EW






New measurements of the unpolarised cross sections are also performed. The L and R data
sets for e+p and e−p scattering are merged and the cross sections are measured with a resulting
small residual polarisation of +1.7% in e+p and −6.6% in e−p data. This remaining polarisation
is corrected for using the H1PDF 2012 fit to yield HERA II cross sections with Pe = 0.
5.6 Systematic uncertainties
The uncertainties on the measurement lead to systematic errors on the cross sections, which can
be split into bin-to-bin correlated and uncorrelated parts. All the correlated systematic errors are
found to be symmetric to a good approximation and are assumed so in the following. The total
systematic error is formed by adding the individual errors in quadrature.
The size of each systematic uncertainty source and its region of applicability are given in
table 2. Further details can be found elsewhere [64–67, 72]. The influence of the systematic
uncertainties on the NC and CC cross section measurements are given in tables 13–24, and their
origin and method of estimation are discussed below.
Electron energy uncertainty: the calibration of the electromagnetic part of the LAr calorimeter
is performed using a subset of NC data. Uncertainties arise from the particular choice of
calibration samples, the linearity correction uncertainty, and at very high Q2 from the limited
statistics due to the sharply decreasing NC cross section. The uncertainty varies for each
wheel of the LAr calorimeter and values are listed in table 2. The correlated part of the
uncertainty comes from the residual global shift between data and MC in the kinematic peak
of the E′e distribution (shown in figure 4) after the calibration procedure and is determined
to be 0.3%. It results in a correlated systematic error on the NC cross section which is up to
2% at low y and Q2 . 1 000GeV2, increasing to ∼ 4% at larger Q2.
Hadronic calibration uncertainty: an uncorrelated uncertainty of 1% is obtained for the
hadronic energy measurement. The uncertainty is determined by quantifying the agreement
between data and simulation in the mean of the PT,h/PT,DA distribution in each x,Q2 mea-
surement bin by means of pull distributions. The pull is defined as the difference in the
mean values divided by the uncertainty which includes the uncorrelated hadronic calibration
component. An uncertainty of 1% yields a pull distribution which is Gaussian distributed,
centred on zero, and with unit standard deviation. A 0.3% correlated component to the un-
certainty is considered which originates from the calibration method due to the uncertainty
of the reference scale [66]. The resulting correlated systematic error is typically below 1%
for NC and CC cross sections, and the uncorrelated component is up to 5% at large x.
Polar angle uncertainty: a correlated 1mrad uncertainty on the determination of the electron
polar angle is considered, accounting for any remaining discrepancy in the measurements
of θclus and θtrack after the alignment procedure described in section 5.2. The uncertainty
accommodates differences between periods due to changes in the tracking capability of the
detector for example when the FST or the CST were not fully operational during data taking.









zimp ≤ −150 cm 0.5% unc. ⊕ 0.3% corr.
−150 < zimp ≤ −60 cm 0.3% unc. ⊕ 0.3% corr.
−60 < zimp ≤ +20 cm 0.5% unc. ⊕ 0.3% corr.
+20 < zimp ≤ +110 cm 0.5% unc. ⊕ 0.3% corr.
zimp > +110 cm 1.0% unc. ⊕ 0.3% corr.
Electron scale linearity E′e < 11GeV 0.5%
Hadronic energy scale LAr & Tracks 1.0% unc. ⊕ 0.3% corr.SpaCal 5.0% unc. ⊕ 0.3% corr.
Polar angle θe 1mrad corr.
Noise
NC y < 0.19 5% energy not in jets , corr.







NC high y 0.5− 1.2%




, NC high y 1.0%
Electron charge determination NC high y 0.5%
Electron ID efficiency zimp < 20 cm (≥ 20 cm) 0.2% (1.0%)
Background NC, CC: γp 30% corr.CC: NC (others) 10% (20%) corr.
Background γp charge asymmetry NC high y 1.03± 0.05 corr.
CC trigger efficiency (ǫ) 15% · (1− ǫ)⊕ 0.2%
CC vertex efficiency y ≥ 0.15 (< 0.15) 1.5% (3.0%)
CC background finder efficiency y ≥ 0.08 (< 0.08) 1.0% (2.0%)
CC Vap/Vp bg suppression cut ±0.02 corr.
QED radiative corrections
NC x < 0.1 , 0.1 ≤ x < 0.3 , x ≥ 0.3 0.3/1.0/2.0%
NC high y 1.0%
CC kinematics dependent ∼ 1.0− 2.0%
Acceptance corrections
NC e±p: Q2 ≤ 5000 (> 5000)GeV2 0.2% (1.0%)
CC e−p: Q2 ≤ 5000 (> 5000)GeV2 0.2% (1.0%)
CC e+p: Q2 ≤ 5000 (> 5000)GeV2 0.5% (3.0%)
Polarisation LPOL (TPOL) 2.0% (1.9%)
Luminosity 2.3% corr. ⊕ 1.5% unc.
Table 2. Table of applied systematic uncertainties and regions of applicability. Uncertainties which are con-
sidered point-to-point correlated are labelled corr. and correspond to the sources listed in table 4. All other
sources are considered uncorrelated. The effect of these uncertainties on the cross section measurements are
given in the tables of section 7.
Noise subtraction uncertainty: energy classified as noise in the LAr calorimeter is excluded from
the HFS. For y < 0.19 in the NC analysis the calorimetric energy not contained within
hadronic jets is classified as noise. The uncertainty on the subtracted noise is estimated to be
5% of the noise contribution. This variation encompasses all observed differences between
data and simulation in the ratio of PT,h/PT,e in each x,Q2 measurement bin in this kinematic






transverse momentum pT,jet by 50%, and varying the jet radius parameter by 25% all have
a minor effect on the resulting distribution of PT,h/PT,e and deviations are contained within
the 5% scaling of hadronic energy not associated with a jet. For the CC analysis and for y >
0.19 in the NC analysis the noise contribution is defined as the sum of isolated low energy
calorimetric depositions. In this kinematic region the contribution is small and a conservative
uncertainty of 20% of the noise is assigned to accommodate differences between data and
simulation. As a cross check this same noise definition is used for y < 0.19 and it is verified
that a 20% noise variation also encompasses any difference between data and simulation. The
check results in larger event migrations outside the measured region compared to using the
default jet method in this kinematic region. This source of systematic uncertainty gives rise
to a correlated systematic error at low y comparable to or smaller than the correlated electron
energy scale uncertainty except for x ≥ 0.4 and Q2 . 5 000GeV2 in the NC measurements
where the uncertainty due to noise rises to 5− 10%.
NC trigger efficiency uncertainty: the uncertainty on the trigger efficiency in the NC nominal
analysis is determined separately for each data taking period to account for changing trigger
and beam conditions (using several dedicated monitor triggers). Three trigger requirements
are employed: the global timing, the event timing and the calorimeter energy. The efficiency
of global timing criteria to suppress out of time beam related background was continuously
monitored with high precision and found to be 99% initially rising to 100% at the end of
the HERA II running period. The efficiency of the calorimeter energy trigger requirements
is determined in a fine grid in zimp and φe, the azimuthal angle of the scattered lepton. Time
dependent local regions of the calorimeter with efficiencies of less than 99% are rejected
in the analysis [65]. Finally the event timing trigger requirements were also continuously
monitored in the data. After rejection of local inefficient regions the overall trigger efficiency
is close to 100% and the uncertainty is listed in table 2.
NC high y trigger efficiency uncertainty: the trigger efficiency estimate for the high y analysis
involves several strategies due to the complex nature of the trigger designed to record low
energy electrons in a high hadronic background environment. All efficiencies are measured
individually in each data taking period. The efficiency of the electron calorimeter energy re-
quirement is estimated using events triggered by the HFS in the SpaCal. This method allows
the trigger energy threshold to be accurately measured and any potential bias is controlled
by comparing this efficiency with that determined from events triggered by the HFS in the
LAr. The same global timing and event timing conditions as mentioned above are used in
the high y triggers. Finally the triggers place conditions on the charged particle multiplicity.
The efficiency of these track requirements is measured with a variety of independent control
samples and the uncertainty is determined from the level of agreement between them [67].
Taking all contributions to the trigger condition into account leads to an error of between 0.5
to 1.2% on the high y cross sections.
Electron track-vertex efficiency uncertainty: in the NC analysis the efficiency for reconstruct-
ing a track associated to the scattered lepton and for reconstructing the interaction vertex are






tion of clean NC events with 45 < E − Pz < 65GeV and additional topological algorithms
are employed to remove non-ep and QED Compton backgrounds. Three algorithms are used
to determine the interaction vertex and the MC and data are compared in the efficiency for
each contributing algorithm. The kinematic dependence for the efficiency of each algorithm
is well reproduced by the simulation after the application of a single small adjustment to the
MC of −0.3%. The combined efficiency in the NC nominal analysis is found to be 99.5% in
the data [67]. The residual differences between data and simulation define the uncorrelated
systematic uncertainty which is 0.2% for θe > 50◦ and 1% for θe ≤ 50◦ and is considered to
be uncorrelated since a number of different vertex reconstruction algorithms are employed.
In the high y analysis the efficiency is checked using a sample of QED Compton events which
is limited in statistical precision and a 1% uncertainty is adopted [67].
Electron charge identification efficiency uncertainty: in the NC high y analysis the efficiency
for correct charge identification of the scattered lepton is measured in the region 15 < E′e <
25GeV. The simulation describes efficiency of the data with an overall difference of 0.5%,
and no significant time dependence. Therefore the measured cross section is corrected for
this difference by increasing the measured values by 2 × 0.5% and a final uncertainty of
2× 0.25% is used. The factor of two accounts for the fact that charge mis-identification has
a dual influence on the measurement by causing a loss of signal events and also an increase
of the subtracted background [67].
Electron identification uncertainty: a calorimetric algorithm based on longitudinal and trans-
verse shower shape quantities is used to identify electrons in the NC analysis. The efficiency
of this selection can be estimated using a simple track based electron finder which searches
for an isolated high pT track associated to an electromagnetic energy deposition. The ef-
ficiency is measured in the high y and nominal analysis regions and is found to be well
described by the simulation and shows little time variation. Thus the complete HERA II data
sample is combined to estimate the efficiency at large zimp in order to reduce statistical fluc-
tuations. The efficiency is found to be 98.6% overall and is described by the MC to within
0.2% for zimp < 20 cm and 1.0% for zimp > 20 cm [67].
Background subtraction uncertainty: in the CC and the NC nominal analysis the photoproduc-
tion background is estimated from simulation and a 30% uncertainty on the subtracted pho-
toproduction background is assigned. A background dominated control sample is used to
determine the size of this uncertainty. For both analyses the control samples consist of events
passing the complete CC or nominal NC analysis selections in addition to the requirement
of an energetic electron observed upstream in the electron tagger. Such events arise from
photoproduction interactions in which the HFS observed in the main detector gives rise to
a fake electron signature or fake missing transverse momentum in the NC and CC analyses
respectively. Due to the restricted acceptance of the electron tagger the background samples
have limited statistical precision but simulation provides a reasonable description of the data
within the estimated uncertainty. For the CC analysis the region of Vap/Vp > 0.3 is exclu-
sively populated by photoproduction background. The data distribution is well described in






not used to estimate the background contribution, nevertheless the tagged sample electron
energy spectrum is well described in shape by the simulation within an overall normalisation
uncertainty of 30%. This source results in a correlated systematic error of typically . 1%
for the NC nominal analysis and CC cross sections.
In the CC analysis a background contribution of NC events arises in which the scattered lep-
ton is poorly measured in the detector close to uninstrumented regions. Such contributions
are suppressed by a set of topological algorithms to identify such events. The algorithms
search for single isolated CTD tracks not recognised as from the scattered electron and op-
posite to the HFS [72], or search for low energy electromagnetic clusters associated to a
CTD track with low calorimetric activity around the cluster and well separated from the re-
maining HFS [64]. These background contributions are well simulated and subtracted using
simulation. A 10% uncertainty on the amount subtracted is considered.
NC high y background subtraction uncertainty: in the NC high y analysis the photoproduction
background is estimated from wrongly charged fake lepton candidates directly from the data
as described in section 5.3. The asymmetry in the charge of fake leptons is measured to be
N−/N+ = 1.03±0.05whereN− is the number of fake e− candidates andN+ is the number
of fake e+ candidates. The ratio is measured independently for L and R data samples and
also for two different energy regions of the fake lepton. All results are consistent within the
large statistical uncertainties and are combined. The resulting uncertainty on the measured
cross sections is found to be less than 1% [67].
CC trigger efficiency uncertainty: for the CC analysis the efficiency is determined using the
pseudo CC data samples and the CC simulation is corrected in each x, Q2 measurement
bin. In an alternative approach the efficiency is measured and parameterised as a function
of PmissT and γh determined using calorimetric information only to mimic the trigger algo-
rithms; the resulting differences agree within 15% of the inefficiency which is taken as the
systematic uncertainty. Whilst the pseudo CC sample benefits from the excellent kinematic
resolution from the suppressed electron and high statistics from the large NC cross section,
at high Q2 approaching the EW scale (where the efficiency is close to 100%) the NC and
CC cross sections are of similar magnitude and therefore the pseudo CC sample has simi-
lar statistical uncertainty as the CC sample itself. Thus for PmissT > 25GeV the complete
HERA II data are combined to estimate the efficiency in this region after first checking for
consistency between the periods. An uncertainty of 0.2% is included to accommodate any
remaining influence from the lack of statistical precision.
CC vertex efficiency uncertainty: the CC vertex finding efficiency is estimated using the pseudo
CC data and MC samples and is compared to the efficiency estimate from the CC simulation
within the range −35 < zvtx < +35 cm where zvtx is the z position of the reconstructed
event vertex. The comparison is performed for each data taking period to account for chang-
ing detector configurations. Small adjustment factors are applied to the CC simulation so
that the efficiency agrees with the pseudo CC data samples. Residual differences between
the simulation and the pseudo CC samples are used to determine the size of this uncertainty






CC background finder uncertainty: the use of topological and timing algorithms in the CC anal-
ysis to suppress non-ep interactions can lead to a signal inefficiency. The pseudo CC data
yield a lower efficiency than the simulation by ≈ 2 − 3% [64]. The simulation is therefore
weighted to provide a better description. After the adjustment all samples agree to within
1% for yh ≥ 0.08 and 2% for yh < 0.08.
CC V ap/V p Background Rejection Uncertainty: The correlated error due to the uncertainty of
the efficiency of the anti-photoproduction cut in the CC analysis is estimated by varying
the quantity Vap/Vp by ±0.02 in the simulation. The size of the variation is determined
by comparing different methods to calculate Vap/Vp, e.g. using individual calorimeter cells
or hadronic clusters, as well as using Monte Carlo samples with different hadronisation
models (CDM versus MEPS) which affect the shape of the Vap/Vp distribution [64]. This
leads to a maximum error at low PT,h of up to 6% in the single differential cross section
d2σCC/dxdQ
2
. This is the dominant contribution to the correlated uncertainty of the CC
double differential cross section for x ≤ 0.032.
QED radiative corrections uncertainty: an error on the NC and CC cross sections originating
from the QED radiative corrections is taken into account. This is determined by comparing
the predicted radiative corrections from the programs HERACLES (as implemented in DJAN-
GOH), HECTOR, and EPRC [73]. The radiative corrections due to the exchange of two or
more photons between the lepton and the quark lines, which are not included in DJANGOH,
vary with the polarity of the lepton beam. This variation (estimated using EPRC) is expected
to be small compared to the quoted errors and is neglected [67].
Acceptance Correction Uncertainty: The MC simulation is used to determine acceptance cor-
rections to the data and relies on a specific choice of PDF. Changing the PDF used influences
the acceptance which for NC e±p and CC e−p changes by 0.2% for Q2 < 5 000GeV2, and
by 1.0% for Q2 > 5 000GeV2. For CC e+p the changes are 0.5% for Q2 < 5 000GeV2
and 3.0% for Q2 > 5 000GeV2.
Polarisation uncertainty: the independent polarisation measurements from the TPOL and LPOL
have a relative uncertainty δP/P = 1.9% and 2.0% respectively. In general the polarimeter
measurements agree to within 1.5% although variations with time are observed and folded
into the final quoted polarisation uncertainties on the measured cross sections presented here.
In three run periods the disagreement rises to 5 − 10% affecting approximately 16 pb−1 of
the luminosity. In these periods the uncertainty is enlarged [43].
Luminosity uncertainty: the luminosity is measured using elastic QED Compton events [39] with
an uncertainty of 2.3%, of which 1.1% is from the uncertainty in the theoretical calculation
of the elastic QED Compton process. In addition, there is a 1.5% normalisation uncertainty
on each data taking period, originating from time-dependent corrections when extrapolating
the QED Compton analysis to smaller datasets.
In summary the typical total systematic error is substantially reduced compared to previous






Data set xmin xmax Q2min Q
2
max δL Ref. Comment
(GeV2) (GeV2) (%)
e+ Combined low Q2 0.00004 0.20 0.5 150 0.5 [75] √s = 301, 319 GeV
e+ Combined low Ep 0.00003 0.003 1.5 90 0.5 [75]
√
s = 225, 252 GeV
e+ NC 94-97 0.0032 0.65 150 30 000
0.5⊕ 1.4 [1] √s = 301 GeV
e+ CC 94-97 0.013 0.40 300 15 000
e− NC 98-99 0.0032 0.65 150 30 000
0.5⊕ 1.7 [2]
√
s = 319 GeV
e− CC 98-99 0.013 0.40 300 15 000
e− NC 98-99 high y 0.00131 0.0105 100 800
[3]
√
s = 319 GeV
e− NC 99-00 0.0032 0.65 150 30 000
0.5⊕ 1.4
√
s = 319 GeV; incl. high y
e+ CC 99-00 0.013 0.40 300 15 000
√
s = 319 GeV
e+ NC high y 0.0008 0.0105 60 800 2.3⊕ 1.0⊕ 1.1 √s = 319 GeV
e− NC high y 0.0008 0.0105 60 800 2.3⊕ 1.2⊕ 0.8 √s = 319 GeV
e+ NC L 0.002 0.65 120 30 000
2.3⊕ 1.5
√
s = 319 GeV
e+ CC L 0.008 0.40 300 15 000
e+ NC R 0.002 0.65 120 30 000
2.3⊕ 1.5
e+ CC R 0.008 0.40 300 15 000
e− NC L 0.002 0.65 120 50 000
2.3⊕ 1.5
√
s = 319 GeV
e− CC L 0.008 0.40 300 30 000
e− NC R 0.002 0.65 120 30 000
2.3⊕ 1.5
e− CC R 0.008 0.40 300 15 000
Table 3. Table of data sets used in the QCD fit. The normalisation uncertainties of each data set (δL)
are given as well as the kinematic ranges in x and Q2. When there are two uncertainties shown, the first
one corresponds to the correlated error across the data sets and the second one is the uncertainty of the
relevant data sets. The second and third uncertainties of the NC high y analyses represent the corresponding
uncertainties of the L and R data sets, respectively.
CC double differential cross sections. For the dσNC(CC)/dQ2 measurements, the error is typically
1.3% (NC) and 3% (CC). This reduction is achieved through a better understanding of the response
of the detector and in particular for the hadronic and EM calibrations, as well as the reconstruction
of polar angles. Further detailed studies also allow reductions in the systematic uncertainties of the
electron identification and the trigger efficiency.
6 QCD analysis
To assess the impact of the H1 NC and CC cross sections at high Q2 measured with the longitu-
dinally polarised lepton beams on the determination of PDFs, a new QCD analysis (H1PDF 2012)
is performed. In addition to the new HERA II data presented here, the previously published unpo-
larised HERA I data at high Q2 [1–3] and at low Q2 [75], as well as the H1 measurements at lower
proton beam energies [75] are used, as shown in table 3. This analysis supersedes the previous
H1PDF 2009 fit [7].
6.1 Analysis framework and settings
The present QCD analysis uses the HERAFITTER framework [7, 17], an open source software






The fit strategy follows closely the one adopted for the determination of the HERAPDF1.0
sets [17]. The QCD predictions for the differential cross sections are obtained by solving the
DGLAP evolution equations [77–81] at NLO in the MS scheme with the renormalisation and fac-
torisation scales chosen to be Q. The heavy quark coefficient functions are calculated in the RT
general-mass variable-flavour-number scheme [82]. The result is cross checked against the ACOT
scheme variant [83] that takes full account of quark masses. The heavy quark masses for charm,
mc = 1.4GeV and beauty, mb = 4.75GeV are chosen following [84]. The strong coupling
constant is fixed to αs(M2Z) = 0.1176 [85], as used for the HERAPDF1.0 NLO sets.




































wheremi is the theoretical prediction and µi is the measured cross section at point i, (Q2, x, s) with
the relative statistical and uncorrelated systematic uncertainty δi,stat, δi,unc, respectively. The above
χ2 definition takes into account that the quoted uncertainties are based on measured cross sections,
which are subject to statistical fluctuations. Therefore one needs to correct for possible biases by
using the expected instead of the observed number of events with the corresponding errors scaled
accordingly. The correlations between data points caused by systematic uncertainties are also taken
into account in the fit via the χ2 definition, with γij denoting the relative correlated systematic




j added. A ln term is introduced in addition
which arises from the likelihood transition to χ2 when the scaling of the errors is applied.
The systematic uncertainties for the polarised measurements of the highQ2 HERA II NC nom-
inal and high y and CC cross sections are described in detail in section 5.6. The correlations among
the uncertainty sources across the data sets are summarised in table 4. The new measurements
reported here have a common normalisation uncertainty of 2.3% originating from the luminosity
measurement based on the QED Compton analysis (δL5 in table 4). Each data set has an additional
uncorrelated normalisation uncertainty of 1.5% (δL6−δL9 in table 4). The uncertainty is correlated
for all measurement points within the data set. The uncorrelated normalisation uncertainty for the
unpolarised HERA II NC high y data is a luminosity weighted average of the left and right handed
polarised periods. The combined low Q2 data set has 47 sources of uncertainty which are assumed
to be uncorrelated with those of the high Q2 data sets and are not listed in table 4 but are described
in [75]. The only exception is the common normalisation uncertainty of 0.5% arising from the
theoretical uncertainty in the Bethe-Heitler cross section. This is considered to be correlated with
all HERA I data sets (δL1 in table 4). The combined data with low proton beam energies has nine
sources of correlated systematic uncertainty that are treated independently from all other sources
except for δL1.
For the polarised HERA II data there is an additional source of uncertainty arising from the
polarisation measurement as described in section 5.6. This affects the construction of the theo-
retical differential cross sections and it is accounted for in the QCD fit procedure by allowing the
polarisation to vary within its uncertainties as follows:
P ie = P
i






Data set δL δE δθ δh δN δB δV δS δpol
e+ Combined low Q2 δL1
e+ Combined low Ep δL1
e+ NC 94-97 δL1 δL2 δE1 δθ1 δh1 δN1 δB1 − − −
e+ CC 94-97 δL1 δL2 − − δh1 δN1 δB1 δV 1 − −
e− NC 98-99 δL1 δL3 δE1 δθ2 δh1 δN1 δB1 − − −
e− NC 98-99 high y δL1 δL3 δE1 δθ2 δh1 δN1 − − δS1 −
e− CC 98-99 δL1 δL3 − − δh1 δN1 δB1 δV 2 − −
e+ NC 99-00 δL1 δL4 δE1 δθ2 δh1 δN1 δB1 − δS1 −
e+ CC 99-00 δL1 δL4 − − δh1 δN1 δB1 δV 2 − −
e+ NC high y δL5 δL6, δL7 δE2 δθ3 δh2 δN2 − − δS2 −
e− NC high y δL5 δL8, δL9 δE2 δθ3 δh2 δN2 − − δS2 −
e+ NC L δL5 δL6 δE2 δθ3 δh2 δN2 δB1 − − δP1
e+ CC L δL5 δL6 − − δh2 δN3 δB1 δV 3 − δP1
e+ NC R δL5 δL7 δE2 δθ3 δh2 δN2 δB1 − − δP2
e+ CC R δL5 δL7 − − δh2 δN3 δB1 δV 3 − δP2
e− NC L δL5 δL8 δE2 δθ3 δh2 δN2 δB1 − − δP3
e− CC L δL5 δL8 − − δh2 δN3 δB1 δV 3 − δP3
e− NC R δL5 δL9 δE2 δθ3 δh2 δN2 δB1 − − δP4
e− CC R δL5 δL9 − − δh2 δN3 δB1 δV 3 − δP4
Table 4. Correlation of systematic error sources across different data sets. For each of the nine correlated
systematic error sources one or more parameters are included in the fit procedure. The sources considered
are due to the luminosity uncertainty (δL), the electron energy uncertainty (δE), the electron polar angle
measurement (δθ), the hadronic energy uncertainty (δh), the uncertainty due to noise subtraction (δN ), the
background subtraction error (δB), the uncertainty in measurement of the ratio Vap/Vp (δV ), the error of the
background charge asymmetry (δS), and the error of the polarisation measurement (δpol). The table entries
indicate the correlation of the error sources across the data sets where each numerical index corresponds to
a fit parameter for the given error source. For example, the uncertainty due to the noise subtraction is the
same for all data sets in HERA I leading to one common parameter in the fit (δN1), whereas the Vap/Vp
uncertainty has two independently varying parameters (δV 1 and δV 2) for the CC HERA I data sets.
with index i representing the four different data running periods (δP1− δP4 in table 4). The values
for δunc, γTPOL, and γLPOL are listed in table 5. They correspond to the uncorrelated uncertainties
and to the two uncertainties for the polarisation determination method (LPOL, TPOL) which are
correlated across different data sets. Note that the uncorrelated uncertainties δunc are still correlated
for measurements within a data set. The free parameters biunc, bTPOL and bLPOL are free parameters
of the QCD fit.






δPi (Period) δunc (%) γLPOL (%) γTPOL (%)
δP1 (e+L) 1.7 0.34 0.36
δP2 (e+R) 2.0 0.48 0.37
δP3 (e−L) 2.6 0.59 0.53
δP4 (e−R) 2.7 0.55 0.58
Table 5. Uncorrelated and correlated uncertainties of the polarisation measurement for each HERA II run-
ning period.
maximum x of 0.65, such that they are in a kinematic region where there is no sensitivity to target
mass effects and large-x higher-twist contributions. A minimum Q2 cut of Q2min = 3.5GeV2 is
imposed to remain in the kinematic region where perturbative QCD should be applicable.
6.2 Parameterisations
Fits to determine PDFs require an ansatz for the parametrisation as a function of x at the start-
ing scale Q20 of the evolution, here chosen to be 1.9 GeV2, below the charm threshold. The
parametrised PDFs are chosen to be the valence quark distributions xuv, xdv, the u-type and d-type
anti-quark distributions xU and xD and the gluon distribution xg(x), according to the sensitivity
of the H1 data to the PDFs. The following functional forms are considered:
xf(x) = Afx
Bf (1− x)Cf (1 +Dfx+ Efx2) , (6.3)
xg(x) = Agx
Bg(1− x)Cg(1 +Dgx+ Egx2)−A′gxB
′
g(1− x)C′g , (6.4)
where the A to E are the parameters of the fit specified below. The parametric form for the gluon
allows extra flexibility in the low x region, and C ′g is set to 25 to suppress the negative contribution
at high x. Relaxing the parameter C ′g does not cause significant changes to the fit results.
The normalisation parameters, Auv and Adv , are constrained by the quark number sum rules
and Ag by the momentum sum rule. Since the H1 data have little sensitivity to the light sea flavour
decomposition, additional assumptions are imposed. The strange quark distribution is expressed
as an x-independent fraction, fs, of the d-type sea, fs = xs/xD, at the starting scale, with fs =
0.31 as preferred by neutrino-induced di-muon production [87]. The B parameters BU and BD,
responsible for the shape at low x, are set equal, such that there is a single B parameter for the sea
distributions. The constraint AU = AD(1− fs) is applied to ensure that xu→ xd as x→ 0.
The optimal parametrisation is found through a scanning procedure which iteratively adds
parameters according to the data precision and PDF sensitivity. Starting with a basic parametric
form with 9 parameters and allD andE parameters set to zero and without the negative gluon term,
a series of 10 parameter fits are performed with all combinations of one extra parameter except for
the negative gluon term where two extra parameters are added. The fit resulting in the lowest χ2 is
then chosen as the best 10 parameter fit. The process is continued adding one extra parameter till
no significant improvement in χ2 is obtained. This results in a best fit with 13 parameters which is
taken as the central fit. No further significant χ2 reduction is achieved with 14 parameters.
Due to more precise data from HERA II an enhanced flexibility is allowed for the valence






eters B for the up and down valence quark distributions. The resulting parameterisations at the




g(1− x)25 , (6.5)
xuv(x) = Auvx
Buv (1− x)Cuv (1 + Euvx2) , (6.6)
xdv(x) = Advx
Bdv (1− x)Cdv , (6.7)
xU(x) = AUx
BU (1− x)CU , (6.8)
xD(x) = ADx
BD(1− x)CD . (6.9)
The uncertainties in the PDF determinations arise from experimental uncertainties as well as
from assumptions in the QCD analysis. The PDF experimental uncertainties are estimated using
a Monte Carlo technique [88]. The method consists of preparing N replica data sets in which the
central values of the cross sections fluctuate within their statistical and systematic uncertainties
taking into account all point-to-point correlations. The preparation of the data is repeated N ≃ 400
times and for all these replicas complete NLO QCD fits are performed to extract 400 different PDF
sets. The one standard deviation band of the experimental PDF uncertainties is estimated using
the root-mean-squared of the PDF sets obtained for the replicas. The band is then attributed to the
central fit resulting in an asymmetric uncertainty, as the central fit does not necessarily coincide
with the mean of the N replicas.
Parametrisation uncertainties correspond to the set of 14 parameter fits considered in the χ2
optimisation (compared to the 13 parameter central value fit) and to the variations of the starting
scale Q20. The uncertainties are constructed as an envelope built from the maximal deviation at
each x value from the central fit. The variations of Q20 mostly increase the PDF uncertainties of the
sea and gluon at small x.
Model uncertainties are evaluated by varying the input assumptions and follow the variations
adopted in HERAPDF1.0 [17]. The variation of input values chosen for the central fit is specified
in table 6. The strange quark fraction is varied between 0.23 and 0.38 [19]. However, recent results
from the ATLAS collaboration [89] hint at an unsuppressed strange quark sea distribution with
fs = 0.5 that exceeds the variation range for fs, as given above. This value of fs is also studied.
The difference between the central fit and the fits corresponding to model variations of fs,
Q2min, the charm quark mass mc and the beauty quark mass mb are added in quadrature, separately
for positive and negative deviations, and represent the model uncertainty of the H1PDF 2012 fit.
The total PDF uncertainty is obtained by adding in quadrature the experimental, model and
parametrisation uncertainties.
7 Results
7.1 NC and CC double differential cross sections
7.1.1 Measurements with polarised lepton beams
The reduced cross sections σ˜NC,CC(x,Q2) measured in the kinematic range 120 ≤ Q2 ≤
50 000GeV2 and 0.002 ≤ x ≤ 0.65 for NC, and 300 ≤ Q2 ≤ 30 000GeV2 and 0.008 ≤ x ≤ 0.4






Parameter Central Value Lower Limit Upper Limit
fs 0.31 0.23 0.38
mc (GeV) 1.4 1.35 (for Q20 = 1.8GeV) 1.65
mb (GeV) 4.75 4.3 5.0
Q2min (GeV2) 3.5 2.5 5.0
Q20 (GeV2) 1.9 1.5 (fs = 0.29) 2.5 (mc = 1.6, fs = 0.34)
Table 6. Central values of input parameters to the QCD fit and their variations.
to the left and right handed polarised lepton beams e± (figures 8 and 9) are found to agree at low
Q2 (. 1 000GeV2). At higher Q2 and at high y, deviations are observed between the measured
cross sections of the L and R data sets as expected from the parity violation of Z boson exchange
at high Q2. The CC reduced cross sections for the L and R data sets are very different for all Q2
(figures 10 and 11) as parity violation is maximal with W boson exchange. These cross sections
agree well with the H1PDF 2012 fit, which is also shown. Both the statistical and systematic pre-
cision have substantially improved with respect to the corresponding measurements from HERA I
with the unpolarised lepton beams.
The NC reduced cross sections for e±p collisions in the phase-space of 0.19 < y < 0.63 and
90 ≤ Q2 ≤ 800GeV2 are also measured in y and Q2 bins for Pe = 0 by combining the left and
right handed polarised data sets and correcting for small residual polarisation effects. These cross
sections are presented in tables 21 and 22. However, these cross sections are redundant with those
presented in tables 13–16 and therefore they should not be used together in a fit.
The high y measurement for y > 0.63 is restricted to the Q2 range 60 ≤ Q2 ≤ 800GeV2
where the sensitivity to the beam polarisation is small. Therefore the left and right handed po-
larised data sets are combined for the measurements shown in figure 12 and given in tables 23
and 24. Within the experimental uncertainties, the two sets of measurements are in agreement.
The high y data are also well described by H1PDF 2012. The error bands correspond to the total
uncertainty of the fit. The asymmetry of the uncertainty is due to the effect of the assumptions and
the experimental uncertainty of the QCD analysis, as described in section 6.1.
The L and R data sets are combined accounting for the small residual polarisation to provide
unpolarised (Pe = 0) cross section measurements presented in tables 25–28. These are then used
in the combination with HERA I measurements. It should be noted that these tables are given for
completeness and they should not be used in any fit together with the corresponding polarised cross
sections, as they are redundant.
7.1.2 Combination with previous H1 measurements
The new unpolarised HERA II cross section measurements are combined with previously pub-
lished unpolarised H1 measurements from HERA I [1–3]. The combination is performed taking
into account correlated systematic uncertainties represented as nuisance parameters [5, 90]. The
correlation of uncertainties across different data sets is given in table 4 and follows the prescription






Source Shift in units of standard deviation Shift in % of cross section
δL1 (BH Theory) −0.39 −0.19
δL2 (e+ 94-97) −0.46 −0.66
δL3 (e− 98-99) −0.69 −1.20
δL4 (e+ 99-00) −0.07 −0.10
δL5 (QEDC) 0.81 1.70
δL6, δL7 (e+L+R) 0.84 0.80
δL8, δL9 (e−L+R) 0.84 0.89
Table 7. Shifts of the normalisation parameters δL (see table 4) both for the luminosity measurements
of HERA I (BH Theory) and HERA II (QEDC) and for the individual normalisation of each data set after
combination of HERA I and HERA II measurements. The shifts are expressed in units of standard deviations
of the parameters as well as the fractional change in the cross sections.
those from HERA I apart from the photoproduction background uncertainty. This assumption is
motivated by improvements in the calibration procedures which lead to better determined central
values for the HERA II result. This approach leads to a conservative estimate of the uncertain-
ties for the combined sample. In the years 1994 − 1997 the data were taken at the lower centre
of mass energy of
√
s = 301GeV whilst the other data samples are taken at
√
s = 319GeV.
To take this into account the data at
√
s = 301GeV are corrected to
√
s = 319GeV using the
H1PDF 2012 parametrisation. This correction and the combination are only performed for data
points at y < 0.35 as at larger y the contribution of the longitudinal structure FL is sizable, and
therefore the uncertainty of this correction is minimised. The correction is typically 0.5− 2.5% for
y < 0.35 and never more than 3.8%.
A total of 854 data points are averaged to 413 cross section measurements. The data show
good consistency with a total χ2 per degree of freedom (ndf) of χ2/ndf = 412.1/441. Out of 22
nuisance parameters corresponding to the correlated systematic error sources none develop a sig-
nificant deviation from zero. The values of the nuisance parameters for the global normalisations
are given in table 7 which represents the values as fractions of the normalisation uncertainty and
as absolute shifts in per cent. The adjustments of the relative normalisations are small. The nor-
malisation of the data collected in the years 1999− 2000 stays constant and the other HERA I data
samples shift down by maximally 1.2%, while the HERA II samples shift up by maximally 1.7%.
The combined HERA I+II NC and CC cross sections are shown in figures 13-tables 29-32. The
H1PDF 2012 fit is found to give a good description of the x,Q2 behaviour of the data. The NC data
exhibits a strong rise with decreasing x which can be interpreted as being due to the high density
of low x quarks in the proton. The e−p data are in good agreement with the e+p measurements
for Q2 . 1 000GeV2. At larger values of Q2 the e−p data are generally higher than the e+p data,
as is expected from the effects of Z boson exchange. The difference is used to extract the xF γZ3
structure function as described in section 7.5.
In figures 15 and 16, the quark contributions from x(u+ c) and (1− y)2x(d+ s) are indicated
for e−p and e+p data, respectively, illustrating that the CC data can be used to separate the up- and




































Table 9. Parameters corresponding to the polarisation
shifts.
7.2 Fit results
The data in the full phase space are well described by the fit with a χ2 per degree of freedom
1569.6/1461. The central fit satisfies the criteria that structure functions are positive and xdv > xd
at large x. The PDF parameters obtained from the QCD analysis are presented in table 8. Since the
measured polarisation values are allowed to vary in the fit procedure within their uncertainties, the
corresponding shift parameters are minimised together with the PDF parameters and are shown in
table 9. They are found to have little correlation with the PDF parameters.
Table 10 summarises the partial χ2 values corresponding to both the statistical and uncorre-
lated systematic uncertainties for each data set used in the fit. The total correlated χ2 value (not
included in the table) amounts to 67.4 units. The systematic shifts allowed by the Hessian method
to account for the correlations are generally small (less than one standard deviation). Table 11
presents the optimised normalisation shifts obtained by the fit. The values are shown separately for
each data period. The fit results in shifting the global normalisation of the HERA I data points by
−0.7% and that of the HERA II data points by 2.9% corresponding to 1.3 standard devations. The
shift values are consistent with those from the combination obtained in section 7.1.2 although the
numerical values are different due to the additional low Q2 and low Ep data sets used in the fit.
It has been observed previously that the heavy flavour scheme used here results in a rather large
χ2 value in fits for the low Q2 data [75]. In this analysis, the corresponding partial χ2 contributions
are also large. The overall quality of the fit is improved if the ACOT scheme is used, due to a
considerably better agreement with the low Q2 data (≃ 30 units improvement in χ2). For the high
Q2 measurements, however, which are the focus of this paper, using the ACOT scheme is slightly
worse than using the RT prescription [82].
The H1PDF 2012 fit results are summarised in figures 17–19, shown at the starting scale Q20 =
1.9GeV2, evolved to Q2 = 10GeV2 and to Q2 = M2W . The fit result when using fs = 0.5 lies






Data Set Number of χ2 (unc. err.)
data points
e+ Combined low Q2 171 196
e+ Combined low Ep 124 132
e+ NC 94-97 130 92
e+ CC 94-97 25 22
e− NC 98-99 126 113
e− NC 98-99 high y 13 5.4
e− CC 98-99 28 19
e+ NC 99-00 147 144
e+ CC 99-00 28 29
e+ NC high y 11 5.6
e− NC high y 11 7.7
e+ NC L 137 124
e+ CC L 28 46
e+ NC R 138 138
e+ CC R 29 40
e− NC L 139 174
e− CC L 29 27
e− NC R 138 142
e− CC R 28 16
Table 10. Results of the H1PDF 2012 fit. For each data set the number of data points are given, along with
the χ2 contribution determined using uncorrelated errors (unc. err.) of the data points.
Data Period Global Per Period Total
Normalisation Normalisation Normalisation
e+ Combined low Q2 0.993 − 0.993
e+ Combined low Ep 0.993 − 0.993
HERA I e+ 94-97 0.993 0.999 0.992
HERA I e− 98-99 0.993 1.003 0.996
HERA I e+ 99-00 0.993 1.005 0.998
HERA II e+ L 1.029 0.991 1.020
HERA II e+ R 1.029 1.013 1.042
HERA II e− L 1.029 1.010 1.039
HERA II e− R 1.029 1.014 1.043
Table 11. Factors corresponding to the global luminosity normalisations (L1, L5), the normalisation for
each data period (L2, L3, L4 for HERA I and L6, L7, L8, L9 for HERA II), and the overall combined






The consistency of results is checked by comparing with PDF fits determined from the com-
bined unpolarised HERA I and II measurements presented in section 7.1.2. The resulting PDFs and
shifts of the correlated sources are in good agreement when using the separate data sets or when
using the combined unpolarised data.
In order to assess the impact of the new HERA II data, the QCD fit is repeated under the
same conditions with the new measurements excluded. For this comparison replica data sets are
generated from the expected cross sections by using the corresponding experimental uncertainties,
thereby resulting in symmetrical error bands. As shown in figure 20, the new high Q2 data have a
visible impact on all distributions, especially in the xD distribution.
7.3 NC and CC cross sections dσ/dQ2
The single differential NC cross sections dσNC/dQ2 measured for y < 0.9 with both e−p and e+p
data are shown in figure 21 (upper plots) and given in tables 33–36. The data are measured in the
rangeQ2 ≥ 200GeV2 up to 50 000GeV2 over which the cross sections fall by more than six orders
of magnitude with increasing Q2. The cross sections are well described by the SM expectations
based on the H1PDF 2012 fit. The lower panel of figure 21 shows the ratios of the measurements
to the corresponding SM values determined from the H1PDF 2012 fit. The asymmetric uncertainty
represents the effect of the assumptions and the experimental uncertainty of the QCD analysis and
is explained in section 6.2. Note that in this lower figure the H1 data are scaled by the normalisation
shifts imposed by the QCD fit given in table 11.
The Q2 dependence of the CC cross sections dσCC/dQ2 for y < 0.9 is shown in figure 22.
In the upper figure, the strong polarisation dependence is clearly visible. In the lower figure, the
same normalisation shifts as for the NC data are applied. The CC cross sections together with the
kinematic correction factors are given in tables 37–40.
Combining the left and right handed polarisation data sets and correcting for the residual po-
larisation effects, the resulting unpolarised NC and CC cross section measurements from HERA II
are listed in tables 41–44. These cross sections are combined with the corresponding measurements
from HERA I using the same procedure as for the combination of the double differential sections,
described in section 7.1.2. The results are shown in tables 45–48.
The Q2 dependence of the combined HERA I+II NC and CC cross sections for Pe = 0 is
shown in figure 23. The NC cross sections exceed the CC cross sections at Q2 ≃ 200 GeV2 by
more than two orders of magnitude. The steep decrease of the NC cross section with increasing Q2
is due to the dominating photon exchange cross section which is proportional to 1/Q4. In contrast





and approaches a constant value at
Q2 ≃ 300 GeV2. The NC and CC cross sections are of comparable size at Q2 ∼ 104 GeV2,
where the photon and Z exchange contributions to the NC process are of similar size to those of
W± exchange to the CC process. These measurements thus illustrate the unified behaviour of the
electromagnetic and the weak interactions in DIS.
7.4 NC polarisation asymmetry and F γZ
2
The SM predicts a difference in the NC cross section for leptons with different helicity states






lepton beams in HERA II such polarisation effects can be tested, providing a direct measure of





±(P±L )− σ±(P±R )




where P±L and P
±
R are the longitudinal lepton beam polarisation in the e±p R and L data sets.
To a very good approximation A± measures the structure function ratio A± ≃ ∓κaeQ2/(Q2 +
M2Z)F
γZ
2 /F˜2 , which is proportional to the product aevq and thus is a direct measure of parity
violation. In e+ scattering A+ is expected to be positive and about equal to −A− in e− scattering.
At large x the asymmetry measures the d/u ratio of the valence quark distributions according to
A± ∝ ±κ1 + dv/uv
4 + dv/uv
. (7.2)
The polarised single differential cross sections dσNC/dQ2 are used to construct the asymmetry
where it is assumed that the correlated uncertainties of each measurement cancel. The asymmetry is
shown in figure 24 compared to the H1PDF 2012 fit. The magnitude of the asymmetry is observed
to increase with increasing Q2 and is positive in e+p and negative in e−p scattering. The data
are in good agreement with the SM using H1PDF 2012 and confirm the parity violation effects of
electroweak interactions at large Q2.
For a given lepton charge the difference in the left and right polarised NC cross sections is
sensitive to F γZ2 as well as xF
γZ
3 and xFZ3 as given by























By taking the difference of equation (7.3) for the e+p and e−p data, the terms proportional to
xF γZ3 and xFZ3 cancel and F
γZ
2 can be directly extracted using the measured cross sections. The
measurement is performed forQ2 ≥ 200 GeV2. It is shown in figure 25 and listed in table 49. Only
a weak Q2 dependence is expected and therefore the measurements are transformed to a common
Q2 value of 1 500 GeV2 using the H1PDF 2012 fit and are averaged in each x bin. The average is
calculated as a weighted mean using the quadratic sum of statistical and uncorrelated systematic
uncertainties. The result is displayed in figure 26 in comparison to the H1PDF 2012 fit and listed
in table 50. The correlated uncertainties of the F γZ2 measurement consist of contributions from the
point-to-point correlated sources of uncertainties. The dominant contribution at low Q2 and low
y is the normalisation uncertainty of 1.5% of each data set. The global luminosity uncertainty of
2.3% is not included.
7.5 Measurement of xF γZ
3
The new combined HERA I+II NC unpolarised cross section measurements for e+p and e−p scat-
tering are used to update the previous measurement of the structure function xF γZ3 [2, 3]. Only data
taken at Ep = 920 GeV are used for this determination. The structure function xF˜3 is obtained in
a simultaneous fit with xF˜3, σ˜±0 ≡ F˜±2 − y2/Y+F˜±L and nuisance parameters for the systematics



























Here µ±i is the measured central value of the reduced e±p cross sections at an x,Q2 point i with





effect of correlated error sources j on the cross section measurements is given by the systematic
error matrix Γi,j . The χ2 function depends quadratically on σ˜±0,i and xF˜
±
3,i. The minimisation of
the χ2 function with respect to these variables leads to a system of linear equations which is solved
analytically, similar to [75]. This procedure gives results equivalent to a determination of xF˜3 in
which the systematic uncertainties are treated by varying the measurements by each systematic
error and adding the resulting deviations in quadrature.
The dominant contribution to xF˜3 arises from γZ interference, which allows the extraction of
xF γZ3 according to xF
γZ
3 ≃ −xF˜3(Q2 +M2Z)/(κaeQ2) where the pure Z boson exchange term
is neglected. This is justified since the contribution of xFZ3 is suppressed by the small coupling
ve and an additional factor κQ2/(Q2 +M2Z) (see eq. (2.3)). The resulting structure function for
Q2 > 1 000 GeV2 is presented in table 51 and shown in figure 27 together with the expectations
determined from the H1PDF 2012 fit. Since at high x and low Q2 the expected sensitivity to xF˜3
is smaller than the luminosity uncertainty, the measurement is not performed in this region.
This non-singlet structure function exhibits only a weak dependence on Q2 and therefore the
measurements can be first transformed to Q2 = 1500 GeV2 using H1PDF 2012 and then averaged
for fixed x values. The averaged xF γZ3 is given in table 52 and shown in figure 28 in comparison
with the H1PDF 2012 fit. The calculation from the H1PDF 2012 fit gives a good description of the
xF γZ3 measurement. The structure function xF
γZ
3 determines both the shape and magnitude of the
valence distribution 2uv + dv assuming the quark and anti-quark sea distributions are the same.
The integral of this structure function is analogous to the GLS sum rule in neutrino scattering [91]
which is in LO predicted to be 5/3 and acquires O(αs/π) QCD corrections [92]. The measured
value using all HERA I+II data is∫ 0.725
0.016
dx F γZ3 (x,Q
2 = 1500GeV2) = 1.22± 0.09(stat)± 0.07(syst) , (7.5)




3 dx = 1.16
+0.02
−0.03
including the total estimated uncertainty. The extrapolation of the measurement to the full
kinematic region in x by applying a scale factor determined from the H1PDF 2012 fit, yields∫ 1
0 dx F
γZ
3 = 1.69 ± 0.12(stat) ± 0.10(syst). No additional uncertainty due to the scale fac-
tor is considered. This value agrees with the integral evaluated using the H1PDF 2012 fit over the




3 dx = 1.595. The quark num-
ber sum rules are imposed as constraints in the QCD fit and therefore this measurement validates
the sum rules.
7.6 Total CC cross sections σtot
CC
The total CC cross sections for Q2 > 400GeV2 and y < 0.9 are listed in table 12 for the e− and
e+ data and for the different longitudinal lepton beam polarisations. Corrections (k±cor) from the
analysis phase space Q2 > 400GeV2, pT,h > 12GeV and 0.03 < y < 0.85 are applied using the
SM expectation based on H1PDF2012 and are found to be k−cor = 1.070 for e−p and k+cor = 1.063
for e+p scattering. The corresponding cross sections [4] using the unpolarised HERA I data and










−25.8± 0.7 66.5± 1.0stat ± 1.8syst ± 1.8lumi
0 57.0± 2.2stat ± 0.9syst ± 1.0lumi
+36.0± 1.0 33.7± 1.1stat ± 0.9syst ± 0.9lumi
e+p
−37.0± 0.7 17.3± 0.6stat ± 0.6syst ± 0.5lumi
0 28.4± 0.8stat ± 0.8syst ± 0.4lumi
+32.5± 0.7 36.6± 0.8stat ± 1.2syst ± 1.0lumi
Table 12. The total CC cross section σtotCC for Q2 > 400GeV
2 and y < 0.9. The uncertainties correspond
to the statistical, experimental systematic and luminosity uncertainties.
The cross sections are shown in figure 29 and compared to the SM expectations using the
H1PDF 2012 fit. They agree within one standard deviation if the normalisation factors as deter-
mined from the QCD fit are applied. A linear fit to the polarisation dependence of the measured
cross sections is performed taking into account the correlated systematic uncertainties between the
measurements and is also shown in figure 29. The fit is performed simultaneously to e−p and e+p
data and yields a χ2 = 2.0 for two degrees of freedom. The result of the fit extrapolated to the
point Pe = +1 for e−p and Pe = −1 for e+p scattering gives
σtotCC(Pe = +1, e
−p) = −1.3± 2.4exp ± 1.5lumi ± 1.2pol pb ,
σtotCC(Pe = −1, e+p) = −0.5± 1.3exp ± 0.7lumi ± 0.4pol pb ,
where the quoted errors correspond to the experimental, luminosity and polarisation related uncer-
tainties. These extrapolated cross sections are consistent with the SM prediction of a vanishing
cross section and correspond to an upper limit on σtotCC(Pe = +1, e−p) and σtotCC(Pe = −1, e+p)
of 4.8 pb and 2.6 pb at 95% confidence level (CL), respectively, as derived according to [93].
This result excludes the existence of charged currents involving right handed fermions mediated
by a boson of mass MRW below 214 and 194GeV at 95% CL respectively, assuming SM couplings
and a light right handed νe. These limits are comparable with those derived earlier by H1 [4] and
ZEUS [94].
8 Conclusions
The inclusive DIS cross section for e±p interactions at
√
s = 319GeV are measured using
333.7 pb−1 of integrated luminosity. The e−p data analysed here corresponds to an almost ten-
fold increase in luminosity over the HERA I data set. Moreover the operation of the HERA collider
with left and right handed longitudinally polarised electron and positron beams allows measure-
ments in the neutral and charged current channels with four distinct initial states. The NC and
CC cross sections cover the region Q2 & 100GeV2 and Bjorken x & 10−3. The cross sections
are measured differentially in Q2 and double differentially in x and Q2. The systematic uncer-
tainties of the measurements are substantially reduced compared to previous publications. In the
NC channel a precision of 1.5% is attained for the systematic uncertainty in the kinematic region






inelasticity region of 0.63 ≤ y ≤ 0.90 for 60 ≤ Q2 ≤ 800GeV2 is measured in the NC analysis
for unpolarised e±p scattering. This phase space region is sensitive to the FL structure function.
A NLO QCD analysis of the data is performed for Q2 ≥ 3.5GeV2 including all previously
published H1 NC and CC cross section measurements. The data are well described by the QCD
fit over the full phase space. The new data at high Q2 provide better constraints on the partonic
structure of the proton. In particular the CC e+p data enable an improved flavour separation at
high x.
The NC lepton polarisation asymmetry A±, sensitive to parity violation, is determined sepa-
rately for e+p and e−p scattering. The asymmetry is found to increase in magnitude with Q2 in
agreement with the expectation of the Standard Model. The structure function F γZ2 is measured for
the first time using the polarisation dependence of the e±p NC cross section. The structure function
is reported differentially in x,Q2 and the result is also averaged at Q2 = 1500 GeV2.
At high Q2 the structure function xF γZ3 is determined using unpolarised NC cross sections
obtained from the complete HERA I and HERA II data sets. The xF γZ3 results are averaged at
Q2 = 1500GeV2 and cover the range 0.013 ≤ x ≤ 0.65. The measurement integrated over x
validates a sum rule for charged lepton scattering.
The polarisation dependence of the CC total cross section for Q2 > 400GeV2 and y < 0.9
is measured and compared to the unpolarised HERA I measurements. The data exhibit a linear
scaling of the cross sections with Pe which is positive for e+p and negative for e−p scattering. The
data are consistent with the absence of right handed weak currents.
The analysis reported here completes the measurements of inclusive NC and CC cross sections
with the HERA I and HERA II data samples at
√
s = 319GeV with the H1 detector.
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(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
120 0.0020 1.312 1.73 0.87 1.02 0.54 0.09 1.09 −0.36 −0.61 0.02 0.18 −0.81
120 0.0032 1.182 1.89 1.24 1.21 0.77 0.05 0.75 −0.35 −0.62 0.02 0.19 −0.16
150 0.0032 1.195 1.43 0.73 0.91 0.43 0.06 0.81 −0.32 −0.59 0.02 0.19 −0.41
150 0.0050 1.071 1.74 0.88 1.20 0.86 0.00 0.90 −0.55 −0.71 0.00 0.04 −0.04
150 0.0080 0.9197 2.54 1.20 1.85 1.24 1.02 1.26 −0.79 −0.80 −0.27 −0.50 −0.08
150 0.0130 0.7984 4.03 1.68 3.09 2.78 0.82 1.96 −1.61 −0.64 −0.28 −0.85 −0.09
200 0.0032 1.222 1.81 1.35 0.94 0.18 0.07 0.75 0.18 −0.50 0.01 0.15 −0.51
200 0.0050 1.079 1.57 0.96 0.99 0.54 0.02 0.75 −0.44 −0.58 0.01 0.14 −0.08
200 0.0080 0.9389 1.93 0.99 1.39 1.10 0.00 0.91 −0.60 −0.69 0.00 0.00 0.00
200 0.0130 0.7669 1.62 1.14 0.89 0.19 0.03 0.72 −0.04 −0.46 −0.02 0.55 0.00
200 0.0200 0.6800 1.81 1.23 1.14 0.68 0.19 0.70 −0.47 −0.39 −0.08 0.32 −0.01
200 0.0320 0.5735 2.21 1.38 1.51 1.07 0.51 0.85 −0.60 −0.56 −0.19 0.09 0.00
200 0.0500 0.5107 2.97 1.63 1.78 1.47 0.02 1.73 −0.89 −0.79 −0.18 1.24 0.00
200 0.0800 0.4341 3.41 1.73 2.19 1.90 0.19 1.96 −1.13 −0.86 −0.07 1.35 −0.01
200 0.1300 0.3521 3.54 2.09 2.21 1.36 1.09 1.81 −0.80 −1.02 −0.27 −1.23 0.00
200 0.1800 0.2987 4.40 2.71 2.82 1.17 1.97 2.01 −0.83 −1.23 −0.49 −1.26 0.00
250 0.0050 1.096 1.56 1.12 0.89 0.30 0.06 0.60 −0.29 −0.42 0.02 0.18 −0.27
250 0.0080 0.9512 1.67 1.10 1.01 0.55 0.00 0.76 −0.50 −0.57 0.00 0.04 0.00
250 0.0130 0.8042 2.08 1.20 1.25 0.89 0.18 1.15 0.50 −0.66 0.03 0.79 −0.02
250 0.0200 0.6806 2.10 1.23 1.31 0.93 0.26 1.10 0.35 −0.57 0.07 0.87 0.00
250 0.0320 0.5813 2.19 1.30 1.42 1.10 0.11 1.06 0.52 −0.63 −0.08 0.67 0.00
250 0.0500 0.4968 2.44 1.48 1.46 1.12 0.16 1.27 0.45 −0.57 −0.12 1.03 −0.01
250 0.0800 0.4166 2.94 1.52 1.11 0.41 0.34 2.26 0.18 −0.45 −0.02 2.21 0.00
250 0.1300 0.3560 2.55 1.54 1.82 1.08 0.76 0.92 0.51 −0.56 −0.22 −0.46 0.00
250 0.1800 0.3035 4.11 2.11 2.69 1.59 1.59 2.28 1.02 −0.80 −0.38 −1.84 0.00
300 0.0050 1.110 2.23 1.89 1.00 0.17 0.08 0.63 −0.17 −0.46 0.03 0.15 −0.38
300 0.0080 0.9626 1.71 1.28 0.92 0.35 0.02 0.65 −0.35 −0.53 0.01 0.10 −0.08
300 0.0130 0.8029 1.97 1.28 1.18 0.80 0.00 0.93 −0.79 −0.50 0.00 0.00 0.00
300 0.0200 0.6884 2.00 1.42 1.07 0.57 0.17 0.91 0.43 −0.53 0.03 0.61 −0.02
300 0.0320 0.5748 2.15 1.50 1.20 0.79 0.03 0.97 0.46 −0.55 −0.03 0.65 0.00
300 0.0500 0.4892 2.57 1.62 1.45 1.10 0.18 1.38 0.60 −0.66 −0.10 1.05 0.00
300 0.0800 0.4164 3.12 1.72 1.48 1.09 0.18 2.14 0.47 −0.69 −0.06 1.97 −0.01
300 0.1300 0.3547 2.76 1.71 1.89 1.35 0.42 1.07 0.66 −0.69 −0.17 0.45 0.00
300 0.1800 0.2961 4.67 2.26 3.02 2.14 1.53 2.76 1.31 −0.88 −0.36 −2.23 0.00
300 0.4000 0.1439 6.67 2.75 3.63 2.38 1.99 4.88 1.39 −1.03 −0.41 −4.55 0.00
400 0.0080 1.025 1.91 1.54 0.96 0.38 0.04 0.59 −0.33 −0.41 0.01 0.16 −0.22
400 0.0130 0.8439 1.93 1.50 0.97 0.42 0.00 0.72 −0.41 −0.59 0.00 0.03 −0.02
400 0.0200 0.7106 2.25 1.54 1.28 0.91 0.00 1.03 −0.90 −0.50 0.00 0.00 0.00
400 0.0320 0.5984 2.15 1.63 1.02 0.46 0.09 0.95 0.45 −0.48 −0.02 0.69 −0.01
400 0.0500 0.4846 2.32 1.84 1.12 0.51 0.34 0.85 0.50 −0.36 −0.13 0.58 −0.01
400 0.0800 0.4188 2.74 1.91 1.05 0.27 0.23 1.67 0.22 −0.33 0.05 1.62 0.00
400 0.1300 0.3598 2.65 1.93 1.42 0.64 0.16 1.12 0.55 −0.49 −0.10 0.85 0.00
400 0.1800 0.2991 4.47 2.43 2.57 1.14 1.78 2.73 1.06 −0.54 −0.48 −2.41 0.00
400 0.4000 0.1438 7.28 3.09 3.24 1.27 2.22 5.74 1.18 −0.56 −0.31 −5.58 0.00
500 0.0080 0.9879 2.83 2.57 1.05 0.16 0.07 0.52 −0.24 −0.39 0.02 0.16 −0.20
500 0.0130 0.8903 2.15 1.85 0.96 0.31 0.03 0.56 −0.25 −0.49 0.00 0.08 −0.06
500 0.0200 0.7270 2.31 1.83 1.15 0.69 0.00 0.80 −0.69 −0.40 0.00 0.00 0.00
500 0.0320 0.6232 2.35 1.87 1.09 0.50 0.25 0.91 0.52 −0.38 −0.03 0.65 0.00
500 0.0500 0.5411 2.44 1.99 1.12 0.56 0.18 0.84 0.56 −0.32 −0.06 0.54 0.00
500 0.0800 0.4169 2.96 2.27 1.17 0.60 0.07 1.49 0.60 −0.52 −0.02 1.26 0.00
500 0.1300 0.3658 3.21 2.54 1.38 0.44 0.07 1.41 0.44 −0.38 −0.11 1.28 0.00
500 0.1800 0.3299 3.63 2.86 1.95 0.90 0.92 1.11 0.90 −0.53 −0.30 −0.18 0.00
500 0.2500 0.2529 5.34 3.32 2.54 0.99 1.69 3.32 0.99 −0.53 −0.44 −3.09 0.00
650 0.0130 0.8832 2.38 2.08 1.06 0.48 0.05 0.49 −0.32 −0.31 0.01 0.14 −0.13
650 0.0200 0.7582 2.48 2.14 1.06 0.41 0.00 0.70 −0.47 −0.52 0.00 0.03 0.00
650 0.0320 0.6334 2.84 2.23 1.43 1.01 0.00 1.04 −0.94 −0.45 0.00 0.00 0.00
650 0.0500 0.5229 2.82 2.35 1.24 0.68 0.15 0.94 0.75 −0.43 −0.12 0.34 0.00
650 0.0800 0.4300 3.14 2.66 1.16 0.41 0.08 1.22 0.47 −0.30 0.07 1.08 0.00
650 0.1300 0.3599 3.64 2.94 1.55 0.70 0.21 1.48 0.72 −0.51 −0.06 1.19 0.00
650 0.1800 0.3140 3.77 3.18 1.78 0.79 0.46 0.93 0.82 −0.37 −0.17 0.17 0.00
650 0.2500 0.2471 5.56 4.13 2.44 1.09 1.40 2.82 1.06 −0.44 −0.34 −2.55 0.00
650 0.4000 0.1222 8.53 6.14 3.78 1.65 2.42 4.56 1.67 −0.71 −0.63 −4.13 0.00
Table 13. The NC e−p reduced cross section σ˜NC(x,Q2) with lepton beam polarisation Pe = −25.8%
with statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors, two of its contributions from
the electron energy error (δEunc) and the hadronic energy error (δhunc). The effect of the other uncorrelated
systematic errors is included in δunc. In addition the correlated systematic (δcor) and its contributions from
a positive variation of one standard deviation of the electron energy error (δE+cor ), of the polar electron angle
error (δθ+cor), of the hadronic energy error (δh
+
cor), of the error due to noise subtraction (δN
+
cor ) and of the error
due to background subtraction (δB+cor ) are given. The normalisation and polarisation uncertainties are not


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
800 0.0130 0.9026 3.72 3.50 1.21 0.16 0.08 0.41 0.11 −0.33 0.03 0.19 −0.10
800 0.0200 0.7206 2.78 2.51 1.11 0.46 0.01 0.45 −0.25 −0.36 0.00 0.08 −0.06
800 0.0320 0.6195 3.12 2.67 1.40 0.90 0.00 0.80 −0.59 −0.53 0.00 0.00 0.00
800 0.0500 0.5387 3.04 2.74 1.14 0.26 0.08 0.63 0.38 −0.26 −0.06 0.42 −0.02
800 0.0800 0.4321 3.48 3.04 1.29 0.45 0.28 1.09 0.62 −0.46 −0.05 0.77 0.00
800 0.1300 0.3392 4.15 3.58 1.55 0.43 0.26 1.42 0.63 −0.37 −0.07 1.21 0.00
800 0.1800 0.3127 4.27 3.75 1.84 0.59 0.64 0.87 0.75 −0.37 −0.18 0.16 0.00
800 0.2500 0.2409 5.39 4.63 2.17 0.59 1.05 1.72 0.77 −0.30 −0.23 −1.48 0.00
800 0.4000 0.1340 9.10 5.93 4.25 1.68 2.96 5.44 1.78 −0.71 −0.76 −5.03 0.00
1000 0.0130 0.8430 4.06 3.45 1.68 0.27 0.22 1.34 −0.03 −0.20 0.05 0.19 −1.31
1000 0.0200 0.7686 3.10 2.87 1.07 0.32 0.06 0.45 −0.18 −0.37 0.01 0.11 −0.12
1000 0.0320 0.6579 3.10 2.82 1.17 0.57 0.00 0.50 −0.26 −0.43 0.00 0.01 0.00
1000 0.0500 0.5030 3.67 3.15 1.59 1.17 0.00 0.99 −0.71 −0.68 0.00 0.00 0.00
1000 0.0800 0.4311 3.71 3.43 1.14 0.05 0.18 0.84 0.17 −0.23 0.05 0.78 0.00
1000 0.1300 0.3308 4.65 4.21 1.52 0.29 0.28 1.26 0.40 −0.33 −0.17 1.14 0.00
1000 0.1800 0.3587 4.48 3.98 1.82 0.72 0.53 0.96 0.73 −0.43 −0.25 0.37 0.00
1000 0.2500 0.2591 5.40 4.61 2.25 0.90 1.12 1.68 1.01 −0.45 −0.34 −1.22 0.00
1000 0.4000 0.1266 9.18 6.56 4.16 1.84 2.83 4.89 1.55 −0.48 −0.56 −4.58 0.00
1200 0.0130 0.9167 6.04 5.43 2.21 0.21 0.27 1.48 0.35 0.22 0.05 0.22 −1.41
1200 0.0200 0.7663 3.83 3.60 1.22 0.29 0.09 0.46 −0.19 −0.26 0.02 0.12 −0.31
1200 0.0320 0.6765 3.45 3.27 0.98 0.27 0.03 0.52 −0.21 −0.47 0.00 0.06 −0.01
1200 0.0500 0.5310 3.76 3.48 1.27 0.82 0.00 0.62 −0.45 −0.42 0.00 0.00 0.00
1200 0.0800 0.4462 4.05 3.73 1.38 0.93 0.19 0.77 0.58 −0.27 −0.15 0.40 0.00
1200 0.1300 0.3503 5.66 5.38 1.51 0.73 0.09 0.90 0.43 −0.14 −0.02 0.78 0.00
1200 0.1800 0.3217 5.03 4.65 1.71 0.83 0.34 0.87 0.63 −0.35 −0.15 0.47 0.00
1200 0.2500 0.2147 6.06 5.58 2.16 1.27 0.74 0.93 0.82 −0.27 −0.19 −0.29 0.00
1200 0.4000 0.1230 9.42 7.08 4.36 2.61 2.68 4.42 1.58 −0.33 −0.62 −4.06 0.00
1500 0.0200 0.8069 4.76 4.26 1.78 0.09 0.16 1.18 0.18 −0.24 0.04 0.15 −1.13
1500 0.0320 0.6724 4.24 4.06 1.12 0.40 0.06 0.48 −0.38 −0.25 0.01 0.13 −0.06
1500 0.0500 0.5470 4.25 4.02 1.25 0.74 0.00 0.54 −0.34 −0.42 0.00 0.01 0.00
1500 0.0800 0.4986 4.29 4.05 1.23 0.64 0.13 0.70 0.42 −0.17 −0.01 0.53 0.00
1500 0.1300 0.3514 5.63 5.25 1.79 1.12 0.18 0.92 0.72 −0.27 −0.13 0.49 0.00
1500 0.1800 0.3066 5.83 5.42 1.89 1.13 0.23 1.01 0.60 −0.11 −0.05 0.80 0.00
1500 0.2500 0.2297 6.52 6.05 2.24 1.29 0.85 0.90 0.68 −0.18 −0.25 −0.51 0.00
1500 0.4000 0.1353 10.32 8.82 4.02 2.35 2.33 3.54 1.51 −0.30 −0.61 −3.13 0.00
1500 0.6500 0.01469 19.63 14.78 6.93 4.41 4.39 10.90 3.27 −0.40 −0.95 −10.34 0.00
2000 0.0219 0.8967 7.26 6.58 2.49 0.20 0.18 1.79 0.18 −0.20 0.03 0.19 −1.76
2000 0.0320 0.6323 5.13 4.89 1.50 0.20 0.10 0.49 −0.16 −0.41 0.03 0.15 −0.15
2000 0.0500 0.5475 5.03 4.87 1.19 0.43 0.02 0.42 −0.25 −0.33 0.01 0.04 −0.02
2000 0.0800 0.4363 5.28 5.02 1.43 0.84 0.00 0.79 −0.64 −0.46 0.00 0.00 0.00
2000 0.1300 0.3653 6.25 5.98 1.64 0.72 0.06 0.80 0.48 −0.24 0.04 0.59 0.00
2000 0.1800 0.2969 6.95 6.52 2.17 1.45 0.23 1.01 0.79 −0.26 −0.16 0.54 0.00
2000 0.2500 0.2483 7.08 6.68 2.20 1.28 0.56 0.81 0.67 −0.30 −0.13 −0.31 0.00
2000 0.4000 0.1249 9.82 8.56 3.87 2.33 1.97 2.88 1.36 −0.13 −0.55 −2.47 0.00
2000 0.6500 0.01062 23.74 19.67 8.15 5.31 5.23 10.50 2.50 −0.39 −1.12 −10.13 0.00
3000 0.0320 0.7671 4.82 4.41 1.83 0.25 0.11 0.67 −0.14 −0.30 0.02 0.11 −0.57
3000 0.0500 0.5870 4.27 4.01 1.40 0.15 0.05 0.37 −0.11 −0.34 0.02 0.08 −0.05
3000 0.0800 0.4900 4.59 4.37 1.33 0.55 0.00 0.51 −0.33 −0.39 0.00 0.01 0.00
3000 0.1300 0.4137 5.49 5.17 1.72 0.85 0.00 0.61 −0.50 −0.34 0.00 0.00 0.00
3000 0.1800 0.2885 6.48 6.14 1.87 1.02 0.19 0.83 0.55 −0.11 −0.06 0.61 0.00
3000 0.2500 0.2131 6.96 6.55 2.16 1.36 0.40 0.96 0.86 −0.06 −0.15 −0.38 0.00
3000 0.4000 0.1245 8.85 7.49 4.03 2.77 1.83 2.44 1.71 −0.18 −0.40 −1.69 0.00
3000 0.6500 0.01303 18.15 14.62 6.92 4.13 4.71 8.23 2.69 −0.28 −1.38 −7.65 0.00
5000 0.0547 0.6559 6.35 5.98 2.02 0.18 0.14 0.72 0.14 −0.38 0.03 0.13 −0.58
5000 0.0800 0.5540 4.92 4.65 1.57 0.16 0.05 0.35 −0.19 −0.27 0.00 0.06 −0.08
5000 0.1300 0.4827 5.55 5.23 1.80 0.33 0.01 0.46 0.23 −0.39 0.00 0.01 0.00
5000 0.1800 0.3772 6.42 6.13 1.87 0.26 0.00 0.37 −0.11 −0.35 0.00 0.00 0.00
5000 0.2500 0.2235 8.37 8.02 2.25 0.96 0.00 0.79 0.77 −0.19 0.00 0.00 0.00
5000 0.4000 0.1051 10.63 9.88 3.51 1.93 1.48 1.80 1.41 −0.09 −0.54 −0.99 0.00
5000 0.6500 0.01439 18.84 16.48 7.19 4.40 4.59 5.64 2.53 0.24 −1.02 −4.93 0.00
8000 0.0875 0.6428 9.35 8.89 2.72 0.56 0.06 1.01 0.26 −0.33 0.02 0.09 −0.92
8000 0.1300 0.5263 7.49 7.10 2.35 0.27 0.02 0.45 −0.20 −0.31 0.01 0.05 −0.26
8000 0.1800 0.3753 8.33 8.01 2.27 0.17 0.03 0.39 −0.09 −0.38 −0.01 0.02 0.00
8000 0.2500 0.2636 9.47 9.07 2.64 1.14 0.00 0.60 0.60 0.06 0.00 0.00 0.00
8000 0.4000 0.1164 13.53 12.62 4.43 3.21 0.00 2.07 1.98 0.60 0.00 0.00 0.00
8000 0.6500 0.01037 23.03 21.89 6.35 3.71 3.52 3.31 2.15 0.36 −0.82 −2.36 0.00
12000 0.1300 0.7243 16.19 15.45 4.58 0.69 0.15 1.48 0.28 −0.26 0.04 0.13 −1.42
12000 0.1800 0.5335 9.86 9.59 2.25 0.11 0.07 0.39 −0.06 −0.32 0.03 0.09 −0.19
12000 0.2500 0.3098 11.43 11.15 2.49 0.98 0.02 0.52 0.49 −0.15 0.01 0.03 0.00
12000 0.4000 0.2097 13.47 12.42 4.94 4.03 0.00 1.68 1.58 0.58 0.00 0.00 0.00
12000 0.6500 0.01439 28.78 27.80 6.56 4.81 3.13 3.56 2.71 0.51 −0.95 −2.05 0.00
20000 0.2500 0.5939 13.71 13.34 2.94 1.16 0.08 1.17 0.39 −0.17 0.03 0.05 −1.09
20000 0.4000 0.2141 17.21 16.55 4.59 3.54 0.03 1.11 1.09 0.12 0.01 0.03 −0.16
20000 0.6500 0.01850 44.37 40.89 16.39 16.00 0.00 5.30 4.61 2.63 0.00 0.00 0.00
30000 0.4000 0.1671 36.74 36.01 7.03 3.51 0.15 1.93 1.04 −0.15 0.03 0.11 −1.62
30000 0.6500 0.04155 39.86 37.83 11.89 11.21 0.00 3.97 3.49 1.90 0.00 0.01 0.00



























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
120 0.0020 1.316 1.92 1.29 0.95 0.38 0.09 1.05 −0.24 −0.67 0.02 0.18 −0.75
120 0.0032 1.190 2.32 1.78 1.24 0.76 0.05 0.83 −0.40 −0.68 0.02 0.22 −0.16
150 0.0032 1.185 1.62 1.09 0.89 0.37 0.07 0.80 −0.30 −0.58 0.02 0.20 −0.41
150 0.0050 1.083 2.08 1.29 1.30 0.99 0.01 0.98 −0.56 −0.81 0.00 0.05 −0.03
150 0.0080 0.9357 2.88 1.78 1.85 1.35 0.86 1.31 −0.86 −0.86 −0.30 −0.38 −0.06
150 0.0130 0.7694 4.23 2.42 2.90 2.48 1.06 1.90 −1.43 −0.96 −0.33 −0.74 −0.10
200 0.0032 1.166 2.38 2.06 0.95 0.14 0.07 0.72 −0.14 −0.52 0.02 0.16 −0.46
200 0.0050 1.071 1.91 1.46 0.96 0.48 0.02 0.77 −0.39 −0.65 0.00 0.12 −0.09
200 0.0080 0.9308 2.19 1.44 1.34 1.03 0.00 0.97 −0.65 −0.72 0.00 0.00 0.00
200 0.0130 0.7788 2.04 1.67 0.89 0.08 0.05 0.76 −0.09 −0.41 −0.07 0.62 −0.03
200 0.0200 0.6780 2.22 1.81 1.05 0.52 0.04 0.75 −0.43 −0.46 −0.04 0.40 −0.01
200 0.0320 0.5524 2.72 2.12 1.36 0.79 0.57 1.01 −0.39 −0.91 −0.18 −0.12 −0.01
200 0.0500 0.5222 3.39 2.48 1.78 1.44 0.08 1.47 −0.81 −0.48 −0.10 1.13 0.00
200 0.0800 0.4227 3.94 2.51 2.30 2.01 0.20 1.99 −1.18 −0.53 −0.12 1.50 0.00
200 0.1300 0.3548 3.91 2.84 2.21 1.32 1.14 1.52 −0.84 −0.88 −0.30 −0.86 0.00
200 0.1800 0.3054 5.42 4.12 2.83 1.44 1.77 2.10 −0.96 −0.75 −0.31 −1.69 0.00
250 0.0050 1.079 2.03 1.69 0.94 0.39 0.07 0.62 −0.39 −0.34 0.01 0.17 −0.28
250 0.0080 0.9100 2.15 1.64 1.09 0.68 0.00 0.86 −0.66 −0.55 0.00 0.02 −0.03
250 0.0130 0.7825 2.51 1.80 1.32 0.94 0.26 1.15 0.47 −0.65 0.04 0.83 −0.03
250 0.0200 0.6562 2.44 1.86 1.25 0.85 0.18 0.98 0.30 −0.46 0.05 0.81 −0.03
250 0.0320 0.5549 2.57 1.95 1.34 0.99 0.08 0.98 0.43 −0.56 −0.12 0.66 0.00
250 0.0500 0.4587 2.90 2.20 1.25 0.82 0.05 1.41 0.29 −0.44 −0.02 1.31 0.00
250 0.0800 0.4222 3.32 2.24 1.33 0.88 0.09 2.06 0.44 −0.65 −0.07 1.90 0.00
250 0.1300 0.3639 3.03 2.29 1.74 1.09 0.48 0.95 0.53 −0.65 −0.23 0.39 0.00
250 0.1800 0.2977 5.03 3.24 2.85 1.90 1.51 2.57 1.11 −0.67 −0.29 −2.20 0.00
300 0.0050 1.140 3.03 2.77 1.03 0.24 0.07 0.70 −0.27 −0.54 0.02 0.18 −0.30
300 0.0080 0.9564 2.18 1.89 0.88 0.20 0.02 0.63 −0.20 −0.58 0.01 0.11 −0.05
300 0.0130 0.7934 2.35 1.92 1.05 0.57 0.00 0.87 −0.56 −0.67 0.00 0.00 0.00
300 0.0200 0.6795 2.61 2.10 1.15 0.69 0.14 1.03 0.55 −0.61 0.01 0.61 0.00
300 0.0320 0.5821 2.74 2.18 1.29 0.90 0.07 1.07 0.55 −0.58 −0.11 0.70 0.00
300 0.0500 0.4916 3.12 2.46 1.52 1.17 0.13 1.17 0.61 −0.67 −0.07 0.73 0.00
300 0.0800 0.4185 3.69 2.56 1.40 0.91 0.37 2.26 0.29 −0.60 −0.04 2.15 −0.01
300 0.1300 0.3461 3.43 2.61 1.89 1.33 0.42 1.17 0.73 −0.60 −0.17 0.67 0.00
300 0.1800 0.2791 5.61 3.47 3.26 2.22 1.87 2.96 1.40 −0.95 −0.42 −2.40 0.00
300 0.4000 0.1494 7.25 3.91 3.41 2.10 1.91 5.07 1.16 −0.76 −0.31 −4.86 0.00
400 0.0080 0.9779 2.67 2.41 0.97 0.36 0.05 0.61 −0.33 −0.46 0.01 0.15 −0.18
400 0.0130 0.8148 2.57 2.24 1.04 0.55 0.00 0.70 −0.55 −0.44 0.00 0.02 −0.01
400 0.0200 0.6607 2.89 2.36 1.31 0.93 0.00 1.04 −0.93 −0.47 0.00 0.00 0.00
400 0.0320 0.5791 2.80 2.46 1.07 0.50 0.18 0.82 0.49 −0.44 −0.08 0.48 0.00
400 0.0500 0.4854 3.05 2.70 1.20 0.52 0.48 0.79 0.51 −0.44 −0.11 0.41 0.00
400 0.0800 0.3915 3.85 3.05 1.18 0.27 0.55 2.02 0.24 −0.35 0.07 1.98 0.00
400 0.1300 0.3593 3.59 2.96 1.53 0.75 0.39 1.33 0.69 −0.59 −0.21 0.95 0.00
400 0.1800 0.3012 5.07 3.45 2.34 0.96 1.53 2.88 0.90 −0.44 −0.31 −2.68 0.00
400 0.4000 0.1452 8.22 4.99 3.43 1.51 2.33 5.55 1.43 −0.89 −0.44 −5.27 0.00
500 0.0080 0.9388 4.11 3.93 1.11 0.22 0.08 0.48 −0.20 −0.37 0.02 0.15 −0.17
500 0.0130 0.8057 3.02 2.80 1.00 0.37 0.02 0.55 −0.30 −0.45 0.00 0.09 −0.06
500 0.0200 0.6732 3.18 2.80 1.19 0.73 0.00 0.92 −0.73 −0.57 0.00 0.00 −0.01
500 0.0320 0.5728 3.24 2.89 1.11 0.49 0.28 0.95 0.49 −0.35 0.16 0.71 0.00
500 0.0500 0.5054 3.43 3.01 1.30 0.77 0.35 1.00 0.78 −0.50 −0.23 0.32 0.00
500 0.0800 0.4245 3.86 3.28 1.15 0.34 0.37 1.68 0.34 −0.35 0.04 1.60 0.00
500 0.1300 0.3611 4.68 4.14 1.56 0.80 0.20 1.52 0.80 −0.54 −0.11 1.17 0.00
500 0.1800 0.3152 4.60 4.06 1.84 0.78 0.72 1.12 0.78 −0.69 −0.30 −0.29 0.00
500 0.2500 0.2397 6.88 5.05 2.74 1.22 1.82 3.79 1.22 −0.60 −0.36 −3.51 0.00
650 0.0130 0.8564 3.31 3.13 1.00 0.25 0.06 0.38 −0.11 −0.31 0.02 0.14 −0.12
650 0.0200 0.7176 3.55 3.26 1.20 0.65 0.01 0.74 −0.54 −0.52 0.00 0.02 −0.01
650 0.0320 0.6245 3.76 3.33 1.37 0.89 0.00 1.07 −0.87 −0.62 0.00 0.00 0.00
650 0.0500 0.5392 3.74 3.46 1.14 0.42 0.10 0.83 0.50 −0.26 0.07 0.61 0.00
650 0.0800 0.4014 4.36 4.01 1.29 0.62 0.20 1.12 0.64 −0.36 −0.12 0.84 0.00
650 0.1300 0.3282 5.40 4.99 1.50 0.47 0.22 1.43 0.52 −0.25 −0.13 1.30 0.00
650 0.1800 0.3253 5.04 4.67 1.70 0.61 0.26 0.83 0.63 −0.38 −0.13 −0.38 0.00
650 0.2500 0.2467 6.96 5.55 2.90 1.44 1.83 3.04 1.42 −0.56 −0.51 −2.58 0.00
650 0.4000 0.1106 9.89 8.49 3.44 1.47 1.94 3.71 1.46 −0.74 −0.33 −3.31 0.00
Table 14. The NC e−p reduced cross section σ˜NC(x,Q2) with lepton beam polarisation Pe = +36.0%
with statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors, two of its contributions from
the electron energy error (δEunc) and the hadronic energy error (δhunc). The effect of the other uncorrelated
systematic errors is included in δunc. In addition the correlated systematic (δcor) and its contributions from
a positive variation of one standard deviation of the electron energy error (δE+cor ), of the polar electron angle
error (δθ+cor), of the hadronic energy error (δh
+
cor), of the error due to noise subtraction (δN
+
cor ) and of the error
due to background subtraction (δB+cor ) are given. The normalisation and polarisation uncertainties are not


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
800 0.0130 0.8156 5.41 5.20 1.42 0.68 0.08 0.56 −0.34 −0.38 0.01 0.16 −0.16
800 0.0200 0.6970 3.96 3.76 1.16 0.52 0.03 0.44 −0.33 −0.27 0.00 0.08 −0.02
800 0.0320 0.5977 4.18 3.87 1.38 0.84 0.00 0.74 −0.67 −0.32 0.00 0.00 0.00
800 0.0500 0.5348 4.27 4.04 1.17 0.24 0.17 0.73 0.48 −0.35 0.06 0.41 −0.01
800 0.0800 0.3757 5.10 4.83 1.26 0.31 0.07 1.06 0.53 −0.44 −0.06 0.81 0.00
800 0.1300 0.3512 6.24 5.90 1.57 0.19 0.34 1.27 0.45 −0.40 −0.03 1.12 −0.02
800 0.1800 0.3117 6.72 6.28 2.02 0.86 0.74 1.28 1.02 −0.47 −0.28 −0.55 0.00
800 0.2500 0.2222 7.37 6.66 2.48 0.99 1.32 1.95 1.20 −0.40 −0.26 −1.46 0.00
800 0.4000 0.1183 11.91 9.46 4.15 1.43 2.88 5.92 1.54 −0.56 −0.85 −5.63 0.00
1000 0.0130 0.8198 5.57 5.19 1.71 0.28 0.22 1.08 0.05 −0.20 0.06 0.18 −1.05
1000 0.0200 0.6965 4.63 4.48 1.10 0.37 0.05 0.43 −0.20 −0.35 0.02 0.10 −0.08
1000 0.0320 0.6199 4.84 4.66 1.20 0.58 0.00 0.58 −0.34 −0.47 0.00 0.01 0.00
1000 0.0500 0.4908 5.01 4.74 1.42 0.90 0.00 0.77 −0.47 −0.61 0.00 0.00 0.00
1000 0.0800 0.4084 5.43 5.21 1.30 0.57 0.16 0.85 0.41 −0.32 0.11 0.66 0.00
1000 0.1300 0.3811 6.19 5.82 1.52 0.19 0.32 1.45 0.46 −0.26 −0.02 1.35 0.00
1000 0.1800 0.2933 6.70 6.43 1.79 0.49 0.59 0.63 0.41 −0.33 −0.12 −0.32 0.00
1000 0.2500 0.2710 7.06 6.71 2.01 0.64 0.64 0.96 0.75 −0.24 −0.25 0.48 0.00
1000 0.4000 0.1238 12.66 9.92 4.75 2.23 3.36 6.28 1.75 −0.65 −0.72 −5.95 0.00
1200 0.0130 0.7581 9.74 9.00 2.85 0.18 0.22 2.39 −0.20 −0.13 0.04 0.15 −2.37
1200 0.0200 0.7496 5.51 5.37 1.17 0.10 0.07 0.42 0.09 −0.32 0.02 0.10 −0.24
1200 0.0320 0.6278 5.19 5.03 1.13 0.56 0.01 0.55 −0.38 −0.39 0.00 0.05 −0.01
1200 0.0500 0.5154 5.39 5.22 1.24 0.75 0.00 0.56 −0.34 −0.44 0.00 0.00 0.00
1200 0.0800 0.4535 5.77 5.53 1.41 0.93 0.24 0.83 0.62 −0.27 −0.09 0.47 0.00
1200 0.1300 0.3312 7.25 7.00 1.57 0.81 0.04 1.07 0.60 −0.25 −0.04 0.85 0.00
1200 0.1800 0.2648 7.86 7.60 1.93 1.15 0.48 0.65 0.57 −0.12 −0.10 0.27 0.00
1200 0.2500 0.2152 8.51 8.26 1.92 0.89 0.59 0.71 0.58 −0.29 −0.18 0.22 0.00
1200 0.4000 0.1305 12.00 10.01 4.37 2.59 2.70 4.96 1.87 −0.33 −0.84 −4.51 0.00
1500 0.0200 0.7118 6.93 6.68 1.77 0.38 0.17 0.60 −0.13 −0.31 0.02 0.16 −0.47
1500 0.0320 0.6266 6.33 6.22 1.10 0.23 0.03 0.46 −0.32 −0.31 0.01 0.10 −0.04
1500 0.0500 0.5367 6.19 6.00 1.37 0.90 0.00 0.66 −0.51 −0.42 0.00 0.01 0.00
1500 0.0800 0.4479 6.51 6.35 1.32 0.76 0.07 0.52 0.33 −0.16 0.02 0.37 0.00
1500 0.1300 0.3257 10.30 10.17 1.48 0.41 0.14 0.81 0.41 0.12 0.06 0.69 0.00
1500 0.1800 0.2626 9.05 8.79 1.91 1.11 0.21 1.04 0.70 −0.35 −0.31 0.61 0.00
1500 0.2500 0.2490 9.06 8.68 2.43 1.48 0.98 0.89 0.82 0.11 0.21 −0.26 0.00
1500 0.4000 0.09081 14.08 13.16 3.83 2.26 2.00 3.25 1.26 −0.38 −0.53 −2.92 0.00
1500 0.6500 0.01231 27.10 23.63 7.54 4.91 4.80 10.93 2.61 −0.52 −1.01 −10.55 0.00
2000 0.0219 0.7395 10.99 10.62 2.48 0.48 0.22 1.37 −0.27 −0.20 0.06 0.21 −1.31
2000 0.0320 0.6267 7.47 7.29 1.58 0.27 0.10 0.49 0.06 −0.33 0.04 0.11 −0.33
2000 0.0500 0.5035 7.69 7.57 1.25 0.49 0.01 0.49 −0.40 −0.28 0.00 0.03 0.00
2000 0.0800 0.4419 7.52 7.37 1.38 0.70 0.00 0.52 −0.32 −0.41 0.00 0.00 0.00
2000 0.1300 0.3075 9.88 9.69 1.71 0.73 0.34 0.85 0.17 −0.18 0.15 0.80 0.00
2000 0.1800 0.2856 10.11 9.83 2.18 1.38 0.43 0.94 0.80 −0.25 −0.08 0.42 0.00
2000 0.2500 0.2258 10.72 10.39 2.42 1.46 0.84 1.04 0.96 −0.24 −0.28 −0.16 0.00
2000 0.4000 0.1182 13.61 12.93 3.47 1.96 1.54 2.46 1.25 −0.05 −0.40 −2.08 0.00
2000 0.6500 0.007810 35.78 33.44 7.79 4.64 5.28 10.04 2.98 −0.66 −0.96 −9.52 0.00
3000 0.0320 0.5900 7.76 7.46 1.90 0.09 0.12 0.93 0.10 −0.26 0.03 0.13 −0.88
3000 0.0500 0.5803 6.14 5.96 1.44 0.28 0.06 0.40 −0.15 −0.35 0.03 0.09 −0.08
3000 0.0800 0.4753 6.78 6.63 1.31 0.40 0.00 0.52 −0.28 −0.44 0.00 0.01 −0.02
3000 0.1300 0.3423 8.65 8.44 1.76 0.87 0.00 0.66 −0.52 −0.41 0.00 0.00 0.00
3000 0.1800 0.3003 9.27 9.00 2.05 1.27 0.21 0.89 0.78 −0.09 −0.09 0.41 0.00
3000 0.2500 0.2826 8.95 8.59 2.32 1.56 0.37 0.95 0.86 −0.09 0.06 0.38 0.00
3000 0.4000 0.08914 13.50 12.93 3.43 2.12 1.39 1.76 1.28 −0.19 −0.44 −1.10 0.00
3000 0.6500 0.005010 37.74 35.57 8.46 5.69 5.45 9.35 3.03 −0.13 −1.35 −8.74 0.00
5000 0.0547 0.5599 9.80 9.54 2.13 0.37 0.10 0.68 −0.18 −0.32 0.03 0.10 −0.56
5000 0.0800 0.4362 7.86 7.68 1.62 0.25 0.06 0.42 −0.22 −0.29 0.01 0.08 −0.19
5000 0.1300 0.3964 8.70 8.49 1.85 0.43 0.02 0.44 0.25 −0.37 0.00 0.02 −0.04
5000 0.1800 0.3454 9.67 9.47 1.91 0.29 0.00 0.43 −0.30 −0.31 0.00 0.00 0.00
5000 0.2500 0.2430 17.03 16.81 2.56 1.47 0.00 0.94 0.93 −0.10 0.00 0.00 0.00
5000 0.4000 0.1382 13.32 12.82 3.38 1.76 1.27 1.30 1.08 −0.11 −0.27 −0.67 0.00
5000 0.6500 0.01280 27.43 25.88 6.77 3.48 4.66 6.05 2.25 0.35 −1.49 −5.40 0.00
8000 0.0875 0.5903 14.27 13.94 2.79 0.22 0.16 1.32 0.13 −0.41 0.04 0.16 −1.23
8000 0.1300 0.4711 11.39 11.13 2.40 0.29 0.08 0.39 −0.19 −0.25 0.02 0.09 −0.20
8000 0.1800 0.3787 11.97 11.74 2.31 0.17 0.00 0.34 0.13 −0.31 0.00 0.02 0.00
8000 0.2500 0.2430 14.27 14.04 2.56 0.80 0.00 0.34 0.31 0.12 0.00 0.00 0.00
8000 0.4000 0.1130 19.80 18.93 5.29 4.26 0.00 2.41 2.38 0.36 0.00 0.00 0.00
8000 0.6500 0.01617 28.34 26.77 8.04 5.47 4.37 4.62 3.03 −0.35 −0.99 −3.34 0.00
12000 0.1300 0.6871 23.67 23.42 3.21 1.04 0.09 1.28 0.50 −0.41 0.03 0.08 −1.10
12000 0.1800 0.3882 16.90 16.73 2.34 0.50 0.09 0.39 −0.15 −0.29 0.03 0.10 −0.19
12000 0.2500 0.3008 16.92 16.72 2.60 1.20 0.01 0.46 0.45 0.12 0.01 0.03 0.00
12000 0.4000 0.1494 22.50 21.86 4.91 3.98 0.00 2.06 1.96 0.65 0.00 0.00 0.00
12000 0.6500 0.01225 45.33 44.83 6.13 4.35 2.88 2.67 2.19 0.30 −0.58 −1.38 0.00
20000 0.2500 0.1984 34.22 34.11 2.68 1.19 0.08 0.57 0.53 −0.18 0.02 0.08 −0.07
20000 0.4000 0.2224 24.77 24.30 4.72 3.73 0.02 0.82 0.81 0.10 0.01 0.02 0.00
20000 0.6500 0.01299 72.61 70.89 14.87 14.40 0.00 4.95 4.11 2.76 0.00 0.00 0.00
30000 0.4000 0.2553 43.91 43.40 6.07 3.07 0.11 2.69 1.09 −0.53 0.02 0.06 −2.40



























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
120 0.0020 1.342 1.71 0.97 0.93 0.55 0.09 1.05 −0.31 −0.58 0.02 0.17 −0.79
120 0.0032 1.226 1.89 1.38 0.98 0.50 0.03 0.84 −0.28 −0.76 0.00 0.20 −0.07
150 0.0032 1.225 1.42 0.82 0.83 0.48 0.06 0.80 −0.34 −0.54 0.01 0.19 −0.45
150 0.0050 1.076 1.82 1.00 1.22 0.98 0.00 0.92 −0.66 −0.64 0.00 0.04 −0.02
150 0.0080 0.9295 2.64 1.36 1.89 1.34 1.05 1.24 −0.84 −0.56 −0.31 −0.66 −0.05
150 0.0130 0.8072 4.12 1.92 2.85 2.47 1.00 2.28 −1.54 −1.30 −0.32 −1.02 −0.01
200 0.0032 1.240 1.97 1.55 0.84 0.13 0.08 0.88 −0.14 −0.64 0.02 0.18 −0.56
200 0.0050 1.101 1.58 1.08 0.87 0.50 0.02 0.75 −0.41 −0.62 0.00 0.11 −0.07
200 0.0080 0.9486 1.98 1.09 1.32 1.10 0.00 0.98 −0.59 −0.78 0.00 0.00 −0.01
200 0.0130 0.7920 1.63 1.24 0.77 0.10 0.03 0.72 0.06 −0.45 0.01 0.55 −0.01
200 0.0200 0.6872 1.89 1.38 1.05 0.69 0.06 0.75 −0.35 −0.55 −0.15 0.33 −0.02
200 0.0320 0.5807 2.33 1.61 1.47 1.10 0.47 0.85 −0.62 −0.54 −0.17 0.10 0.00
200 0.0500 0.5212 3.20 1.79 2.00 1.78 0.06 1.73 −1.22 −0.69 −0.05 1.02 0.00
200 0.0800 0.4303 3.50 1.99 2.07 1.81 0.08 2.00 −1.04 −0.86 −0.20 1.46 0.00
200 0.1300 0.3652 3.67 2.25 2.30 1.56 1.08 1.78 −1.05 −0.92 −0.21 −1.09 0.00
200 0.1800 0.3205 4.68 2.97 3.01 1.73 1.85 1.99 −0.99 −0.81 −0.35 −1.49 0.00
250 0.0050 1.106 1.59 1.25 0.78 0.29 0.06 0.59 −0.27 −0.43 0.01 0.16 −0.26
250 0.0080 0.9476 1.73 1.24 0.93 0.58 0.00 0.76 −0.50 −0.57 0.00 0.03 −0.03
250 0.0130 0.7931 2.09 1.38 1.17 0.87 0.17 1.04 0.45 −0.60 −0.06 0.72 −0.01
250 0.0200 0.6765 2.23 1.40 1.35 1.07 0.28 1.08 0.48 −0.65 −0.03 0.72 −0.01
250 0.0320 0.5679 2.17 1.46 1.29 1.01 0.16 0.95 0.39 −0.46 0.04 0.74 0.00
250 0.0500 0.4983 2.56 1.57 1.23 0.90 0.14 1.61 0.42 −0.56 −0.12 1.44 0.00
250 0.0800 0.4353 2.96 1.71 1.07 0.53 0.29 2.17 0.30 −0.43 0.03 2.10 −0.01
250 0.1300 0.3763 2.79 1.81 1.84 1.13 0.84 1.05 0.56 −0.60 −0.31 −0.58 0.00
250 0.1800 0.2954 4.13 2.39 2.49 1.51 1.36 2.27 0.84 −0.68 −0.24 −1.98 0.00
300 0.0050 1.113 2.42 2.13 0.94 0.25 0.08 0.68 −0.25 −0.39 0.02 0.16 −0.47
300 0.0080 0.9562 1.80 1.45 0.83 0.38 0.02 0.68 −0.38 −0.55 0.00 0.10 −0.05
300 0.0130 0.8024 1.95 1.45 0.97 0.61 0.00 0.85 −0.60 −0.61 0.00 0.00 −0.01
300 0.0200 0.6950 2.05 1.60 0.92 0.45 0.17 0.89 0.31 −0.44 −0.04 0.71 −0.02
300 0.0320 0.5811 2.36 1.69 1.25 0.96 0.11 1.07 0.53 −0.64 −0.03 0.68 −0.02
300 0.0500 0.4956 2.63 1.82 1.37 1.05 0.24 1.32 0.62 −0.63 −0.10 0.97 0.00
300 0.0800 0.4375 3.31 1.85 1.44 1.06 0.39 2.33 0.47 −0.61 −0.08 2.20 −0.01
300 0.1300 0.3645 2.93 1.93 1.84 1.32 0.46 1.20 0.66 −0.73 −0.21 −0.66 0.00
300 0.1800 0.3022 4.79 2.52 2.97 2.01 1.65 2.80 1.03 −0.67 −0.34 −2.49 0.00
300 0.4000 0.1520 7.17 3.06 3.84 2.51 2.25 5.22 1.39 −0.94 −0.41 −4.93 0.00
400 0.0080 1.005 2.03 1.77 0.83 0.28 0.06 0.57 −0.29 −0.42 0.01 0.14 −0.20
400 0.0130 0.8181 2.05 1.71 0.91 0.49 0.01 0.69 −0.48 −0.48 0.00 0.03 −0.01
400 0.0200 0.6991 2.35 1.77 1.15 0.83 0.00 1.03 −0.83 −0.61 0.00 0.00 0.00
400 0.0320 0.5960 2.31 1.91 0.95 0.48 0.08 0.90 0.48 −0.43 −0.05 0.62 0.00
400 0.0500 0.4920 2.51 2.05 1.08 0.62 0.26 0.97 0.59 −0.53 −0.09 0.55 0.00
400 0.0800 0.4180 3.26 2.15 1.03 0.28 0.42 2.23 0.24 −0.27 0.14 2.20 0.00
400 0.1300 0.3590 2.88 2.11 1.48 0.77 0.37 1.28 0.71 −0.65 −0.24 0.81 0.00
400 0.1800 0.3005 4.89 2.76 2.57 1.25 1.74 3.11 1.18 −0.64 −0.41 −2.77 0.00
400 0.4000 0.1541 7.61 3.56 3.27 1.33 2.25 5.88 1.25 −0.76 −0.36 −5.69 0.00
500 0.0080 0.9664 3.15 2.93 1.03 0.31 0.07 0.55 −0.16 −0.37 0.01 0.15 −0.34
500 0.0130 0.8628 2.37 2.10 0.91 0.41 0.02 0.61 −0.38 −0.47 0.01 0.10 −0.04
500 0.0200 0.7297 2.46 2.09 1.00 0.57 0.00 0.81 −0.55 −0.59 0.00 0.00 0.00
500 0.0320 0.5975 2.68 2.28 1.02 0.44 0.37 0.98 0.45 −0.39 −0.07 0.77 −0.01
500 0.0500 0.5146 2.70 2.29 1.08 0.59 0.23 0.94 0.59 −0.48 −0.12 0.53 0.00
500 0.0800 0.4219 3.11 2.48 1.01 0.35 0.18 1.58 0.35 −0.28 −0.03 1.52 0.00
500 0.1300 0.3936 3.62 2.93 1.36 0.54 0.06 1.64 0.54 −0.43 −0.10 1.48 0.00
500 0.1800 0.3095 3.70 3.13 1.78 0.73 0.79 0.88 0.73 −0.41 −0.24 −0.13 0.00
500 0.2500 0.2451 6.29 3.83 2.82 1.19 2.00 4.12 1.19 −0.56 −0.34 −3.89 0.00
650 0.0130 0.8608 2.56 2.35 0.90 0.29 0.04 0.47 −0.26 −0.38 0.01 0.09 −0.08
650 0.0200 0.7302 2.82 2.47 1.15 0.73 0.00 0.76 −0.56 −0.51 0.00 0.02 −0.02
650 0.0320 0.6111 2.95 2.56 1.16 0.70 0.00 0.90 −0.66 −0.61 0.00 0.00 0.00
650 0.0500 0.4995 3.15 2.74 1.22 0.74 0.20 0.99 0.78 −0.42 −0.12 0.42 −0.01
650 0.0800 0.3952 3.58 3.04 1.16 0.54 0.18 1.50 0.59 −0.62 0.05 1.24 0.00
650 0.1300 0.3548 3.94 3.30 1.40 0.45 0.02 1.65 0.51 −0.10 −0.10 1.56 0.00
650 0.1800 0.3200 4.16 3.57 1.80 0.80 0.61 1.16 0.82 −0.58 −0.23 −0.53 0.00
650 0.2500 0.2397 6.24 4.65 2.49 1.10 1.51 3.32 1.14 −0.48 −0.35 −3.06 0.00
650 0.4000 0.1337 8.49 6.70 3.67 1.57 2.32 3.70 1.59 −0.51 −0.54 −3.26 0.00
Table 15. The NC e+p reduced cross section σ˜NC(x,Q2) with lepton beam polarisation Pe = −37.0%
with statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors, two of its contributions from
the electron energy error (δEunc) and the hadronic energy error (δhunc). The effect of the other uncorrelated
systematic errors is included in δunc. In addition the correlated systematic (δcor) and its contributions from
a positive variation of one standard deviation of the electron energy error (δE+cor ), of the polar electron angle
error (δθ+cor), of the hadronic energy error (δh
+
cor), of the error due to noise subtraction (δN
+
cor ) and of the error
due to background subtraction (δB+cor ) are given. The normalisation and polarisation uncertainties are not


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
800 0.0130 0.7821 4.13 3.94 1.15 0.17 0.08 0.44 −0.26 −0.29 0.03 0.13 −0.14
800 0.0200 0.6885 3.07 2.84 1.06 0.50 0.02 0.49 −0.31 −0.37 0.00 0.05 −0.06
800 0.0320 0.5827 3.37 3.09 1.20 0.67 0.00 0.61 −0.51 −0.33 0.00 0.00 0.00
800 0.0500 0.5163 3.40 3.14 1.09 0.27 0.22 0.70 0.46 −0.30 −0.12 0.42 0.00
800 0.0800 0.4596 3.78 3.35 1.28 0.56 0.25 1.19 0.74 −0.55 −0.17 0.73 −0.01
800 0.1300 0.3435 4.73 4.04 1.57 0.33 0.51 1.90 0.58 −0.61 −0.03 1.71 0.00
800 0.1800 0.3167 4.64 4.18 1.85 0.60 0.74 0.80 0.64 −0.44 −0.16 0.09 0.00
800 0.2500 0.2177 6.15 5.17 2.49 1.17 1.27 2.24 1.22 −0.55 −0.41 −1.75 0.00
800 0.4000 0.1220 10.23 7.21 4.57 2.36 2.94 5.64 2.31 −0.64 −0.69 −5.06 0.00
1000 0.0130 0.8145 4.35 3.89 1.58 0.14 0.26 1.13 −0.13 −0.35 0.05 0.20 −1.05
1000 0.0200 0.7280 3.45 3.28 0.99 0.34 0.04 0.43 −0.21 −0.35 0.01 0.10 −0.10
1000 0.0320 0.5753 3.60 3.38 1.10 0.59 0.00 0.60 −0.34 −0.50 0.00 0.01 −0.02
1000 0.0500 0.4892 4.11 3.58 1.70 1.37 0.00 1.09 −1.02 −0.40 0.00 0.00 0.00
1000 0.0800 0.4180 4.17 3.88 1.28 0.66 0.34 0.78 0.56 −0.25 −0.23 0.43 −0.01
1000 0.1300 0.3302 5.14 4.75 1.46 0.33 0.25 1.31 0.33 −0.28 −0.05 1.24 0.00
1000 0.1800 0.2940 5.24 4.92 1.68 0.43 0.52 0.69 0.42 −0.22 −0.06 0.49 0.00
1000 0.2500 0.2301 6.08 5.56 1.98 0.61 0.78 1.45 0.86 −0.35 −0.22 −1.09 0.00
1000 0.4000 0.1182 9.76 7.75 3.92 1.42 2.74 4.46 1.27 −0.28 −0.62 −4.22 0.00
1200 0.0130 0.7796 7.54 6.75 2.51 0.05 0.29 2.23 −0.16 −0.35 0.04 0.22 −2.19
1200 0.0200 0.6598 4.48 4.32 1.09 0.15 0.09 0.48 0.17 −0.35 0.02 0.13 −0.24
1200 0.0320 0.6262 3.91 3.76 0.96 0.48 0.02 0.47 −0.27 −0.38 0.01 0.06 0.00
1200 0.0500 0.5134 4.22 3.95 1.28 0.95 0.00 0.74 −0.52 −0.53 0.00 0.00 0.00
1200 0.0800 0.4159 4.54 4.33 1.11 0.64 0.03 0.75 0.46 −0.26 −0.05 0.53 0.00
1200 0.1300 0.3167 5.68 5.38 1.62 0.99 0.26 0.86 0.53 −0.24 −0.05 0.63 0.00
1200 0.1800 0.2902 5.80 5.47 1.54 0.64 0.18 1.14 0.55 −0.32 −0.19 0.93 0.00
1200 0.2500 0.2617 6.17 5.62 2.28 1.37 1.01 1.09 0.89 −0.30 −0.31 −0.44 0.00
1200 0.4000 0.1060 10.52 8.59 4.01 2.31 2.41 4.55 1.41 −0.53 −0.41 −4.28 0.00
1500 0.0200 0.6541 5.65 5.31 1.75 0.19 0.19 0.83 0.24 −0.20 0.04 0.20 −0.74
1500 0.0320 0.5841 5.32 5.22 0.95 0.07 0.04 0.35 −0.14 −0.30 0.01 0.11 −0.05
1500 0.0500 0.5171 4.72 4.55 1.10 0.61 0.00 0.59 −0.21 −0.55 0.00 0.01 0.00
1500 0.0800 0.4591 5.38 5.12 1.49 1.13 0.11 0.72 0.61 −0.19 −0.09 0.32 0.00
1500 0.1300 0.2984 6.60 6.35 1.54 0.76 0.12 0.91 0.52 −0.31 −0.09 0.68 0.00
1500 0.1800 0.2857 6.66 6.32 1.75 0.97 0.08 1.13 0.60 −0.17 0.05 0.94 0.00
1500 0.2500 0.2522 6.93 6.39 2.49 1.57 1.13 1.04 0.89 −0.16 −0.28 −0.42 0.00
1500 0.4000 0.1182 10.27 8.89 3.60 2.07 1.88 3.67 1.15 −0.19 −0.52 −3.44 0.00
1500 0.6500 0.01535 20.35 16.04 7.26 4.36 4.95 10.19 3.17 −0.56 −1.15 −9.60 0.00
2000 0.0219 0.6530 9.14 8.55 2.83 0.58 0.21 1.52 0.08 −0.07 0.05 0.19 −1.50
2000 0.0320 0.5371 6.19 5.99 1.46 0.20 0.07 0.59 −0.23 −0.46 0.01 0.10 −0.26
2000 0.0500 0.5043 5.78 5.63 1.22 0.64 0.01 0.40 −0.34 −0.21 0.00 0.05 0.00
2000 0.0800 0.4257 5.74 5.55 1.25 0.63 0.00 0.71 −0.37 −0.61 0.00 0.00 0.00
2000 0.1300 0.3059 7.45 7.22 1.72 0.97 0.05 0.69 0.37 −0.18 −0.09 0.55 0.00
2000 0.1800 0.2879 7.67 7.37 1.72 0.68 0.28 1.27 0.45 −0.26 0.05 1.16 0.00
2000 0.2500 0.2094 8.29 7.85 2.40 1.55 0.82 1.15 1.05 −0.32 −0.28 0.18 0.00
2000 0.4000 0.1157 11.03 9.92 3.69 2.16 1.86 3.12 1.33 −0.20 −0.36 −2.79 0.00
2000 0.6500 0.01290 23.59 19.28 8.15 5.05 5.54 10.87 3.09 −0.42 −1.40 −10.32 0.00
3000 0.0320 0.5739 6.00 5.61 1.92 0.21 0.12 0.92 −0.22 −0.28 0.02 0.12 −0.85
3000 0.0500 0.4657 5.21 5.02 1.34 0.13 0.05 0.35 0.12 −0.31 0.02 0.10 −0.06
3000 0.0800 0.4009 5.54 5.36 1.29 0.58 0.01 0.55 −0.25 −0.49 0.00 0.03 −0.02
3000 0.1300 0.3251 6.63 6.38 1.64 0.75 0.00 0.77 −0.61 −0.48 0.00 0.00 0.00
3000 0.1800 0.2637 7.49 7.11 2.14 1.51 0.09 1.02 0.89 −0.16 −0.03 0.46 0.00
3000 0.2500 0.2157 7.43 7.07 2.08 1.33 0.17 0.97 0.76 −0.13 −0.10 0.58 0.00
3000 0.4000 0.1236 9.46 8.29 3.88 2.60 1.79 2.39 1.54 −0.07 −0.48 −1.77 0.00
3000 0.6500 0.01266 21.18 16.94 8.41 5.43 5.69 9.53 3.46 −0.23 −1.22 −8.79 0.00
5000 0.0547 0.4226 8.31 7.86 2.36 0.23 0.08 1.32 0.11 −0.19 0.03 0.09 −1.30
5000 0.0800 0.3438 6.58 6.38 1.57 0.04 0.06 0.38 0.03 −0.32 −0.02 0.07 −0.19
5000 0.1300 0.3067 7.57 7.32 1.83 0.35 0.00 0.55 0.24 −0.49 0.00 0.01 0.00
5000 0.1800 0.2572 8.45 8.19 1.98 0.69 0.00 0.71 −0.49 −0.51 0.00 0.00 0.00
5000 0.2500 0.2211 9.24 8.92 2.30 1.06 0.00 0.72 0.71 −0.06 0.00 0.00 0.00
5000 0.4000 0.09421 12.41 11.65 3.85 2.29 1.77 1.83 1.42 0.17 −0.59 −0.98 0.00
5000 0.6500 0.006800 29.05 27.87 6.12 3.32 3.81 5.48 1.57 0.18 −0.94 −5.17 0.00
8000 0.0875 0.2513 16.23 15.58 3.61 0.36 0.12 2.80 −0.07 −0.23 0.09 0.08 −2.79
8000 0.1300 0.2539 11.45 11.14 2.57 0.57 0.06 0.62 0.35 −0.47 0.03 0.04 −0.20
8000 0.1800 0.2290 11.56 11.31 2.40 0.22 0.01 0.32 0.28 −0.14 0.00 0.02 0.00
8000 0.2500 0.2172 11.35 11.01 2.71 1.07 0.00 0.65 −0.42 −0.50 0.00 0.00 0.00
8000 0.4000 0.1002 15.96 15.10 4.67 3.42 0.00 2.21 2.18 0.40 0.00 0.00 0.00
8000 0.6500 0.01154 26.40 25.07 7.14 4.69 3.58 4.23 2.92 −0.16 −1.15 −2.84 0.00
12000 0.1300 0.2029 29.92 28.52 9.03 0.10 0.10 0.78 −0.60 −0.21 0.03 0.09 −0.44
12000 0.1800 0.2060 17.86 17.53 3.05 0.76 0.07 1.53 0.18 −0.41 0.02 0.07 −1.46
12000 0.2500 0.1398 18.87 18.70 2.49 0.91 0.02 0.57 0.48 −0.30 0.00 0.04 0.00
12000 0.4000 0.07077 24.82 24.35 4.53 3.49 0.00 1.56 1.52 0.34 0.00 0.00 0.00
12000 0.6500 0.007830 45.47 44.93 6.39 4.77 2.77 2.84 2.39 0.29 −0.64 −1.37 0.00
20000 0.2500 0.1059 33.02 32.86 3.23 1.72 0.09 0.70 0.56 −0.35 0.01 0.09 −0.22
20000 0.4000 0.07575 32.17 31.82 4.62 3.56 0.03 1.17 1.16 0.12 0.01 0.03 0.00



























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
120 0.0020 1.327 1.63 0.87 0.82 0.33 0.08 1.11 −0.22 −0.70 0.02 0.19 −0.81
120 0.0032 1.169 1.98 1.27 1.24 0.91 0.04 0.88 −0.60 −0.61 0.01 0.16 −0.12
150 0.0032 1.200 1.36 0.74 0.84 0.49 0.06 0.77 −0.38 −0.53 0.01 0.16 −0.38
150 0.0050 1.075 1.59 0.88 1.06 0.78 0.00 0.79 −0.43 −0.66 0.00 0.03 −0.03
150 0.0080 0.9349 2.67 1.22 2.00 1.68 0.70 1.29 −1.12 −0.56 −0.19 −0.26 −0.04
150 0.0130 0.7687 3.92 1.71 2.72 2.32 1.01 2.24 −1.38 −1.43 −0.41 −0.94 −0.01
200 0.0032 1.201 1.86 1.40 0.85 0.12 0.08 0.88 −0.11 −0.62 0.02 0.17 −0.60
200 0.0050 1.073 1.51 0.97 0.89 0.55 0.04 0.74 −0.39 −0.61 0.01 0.12 −0.07
200 0.0080 0.9326 1.87 0.98 1.25 1.01 0.00 1.00 −0.58 −0.82 0.00 0.00 0.00
200 0.0130 0.7830 1.54 1.11 0.76 0.03 0.05 0.75 −0.11 −0.36 −0.07 0.64 −0.01
200 0.0200 0.6755 1.81 1.22 1.09 0.75 0.04 0.76 −0.46 −0.44 −0.04 0.42 0.00
200 0.0320 0.5719 2.14 1.40 1.37 0.91 0.59 0.85 −0.61 −0.56 −0.17 0.14 0.00
200 0.0500 0.4925 2.99 1.62 1.81 1.56 0.10 1.75 −0.92 −0.89 −0.11 1.18 0.00
200 0.0800 0.4300 3.38 1.77 2.07 1.80 0.24 2.00 −1.30 −0.64 −0.12 1.37 0.00
200 0.1300 0.3489 3.50 1.96 2.34 1.75 0.87 1.70 −0.91 −0.89 −0.32 −1.08 0.00
200 0.1800 0.2994 4.43 2.68 2.95 1.52 1.94 1.93 −0.80 −1.21 −0.34 −1.23 0.00
250 0.0050 1.102 1.53 1.13 0.78 0.29 0.06 0.67 −0.28 −0.47 0.01 0.16 −0.34
250 0.0080 0.9413 1.63 1.10 0.97 0.64 0.01 0.72 −0.56 −0.45 0.00 0.03 −0.01
250 0.0130 0.7973 2.07 1.22 1.24 0.94 0.25 1.13 0.50 −0.60 0.03 0.81 −0.02
250 0.0200 0.6883 2.11 1.25 1.33 1.08 0.12 1.06 0.51 −0.67 −0.05 0.65 −0.01
250 0.0320 0.5715 2.05 1.31 1.13 0.81 0.13 1.09 0.35 −0.50 −0.01 0.91 0.00
250 0.0500 0.4919 2.42 1.45 1.21 0.88 0.15 1.51 0.36 −0.58 −0.06 1.34 0.00
250 0.0800 0.4249 2.91 1.46 1.07 0.58 0.13 2.28 0.39 −0.57 −0.08 2.17 0.00
250 0.1300 0.3516 2.52 1.60 1.72 1.12 0.56 0.93 0.48 −0.54 −0.17 −0.55 0.00
250 0.1800 0.2913 4.40 2.20 2.99 1.90 1.81 2.36 1.18 −0.86 −0.41 −1.80 0.00
300 0.0050 1.117 2.27 1.94 0.95 0.31 0.06 0.69 −0.31 −0.36 0.02 0.14 −0.48
300 0.0080 0.9592 1.64 1.29 0.77 0.24 0.02 0.67 −0.24 −0.62 0.00 0.09 −0.05
300 0.0130 0.7840 1.85 1.31 0.99 0.64 0.00 0.84 −0.64 −0.54 0.00 0.00 −0.01
300 0.0200 0.7024 1.94 1.44 0.98 0.59 0.08 0.85 0.39 −0.47 0.01 0.58 −0.01
300 0.0320 0.5671 2.05 1.51 1.09 0.72 0.13 0.86 0.35 −0.49 −0.02 0.62 0.00
300 0.0500 0.4836 2.42 1.66 1.25 0.92 0.16 1.23 0.38 −0.48 −0.02 1.07 0.00
300 0.0800 0.4296 3.13 1.71 1.44 1.10 0.23 2.20 0.54 −0.75 −0.12 1.99 −0.01
300 0.1300 0.3649 2.92 1.75 1.96 1.46 0.54 1.26 0.70 −0.74 −0.19 0.72 0.00
300 0.1800 0.3024 4.73 2.26 2.92 2.00 1.57 2.96 1.10 −0.68 −0.26 −2.65 0.00
300 0.4000 0.1446 6.55 2.95 3.64 2.32 2.11 4.58 1.31 −1.09 −0.49 −4.22 0.00
400 0.0080 0.9652 1.89 1.60 0.81 0.24 0.06 0.58 −0.25 −0.45 0.01 0.14 −0.23
400 0.0130 0.8484 1.85 1.49 0.88 0.43 0.01 0.65 −0.42 −0.50 0.00 0.03 −0.01
400 0.0200 0.6976 2.23 1.57 1.19 0.88 0.00 1.05 −0.88 −0.57 0.00 0.00 0.00
400 0.0320 0.5786 2.19 1.68 0.98 0.50 0.21 1.00 0.49 −0.52 0.04 0.69 −0.01
400 0.0500 0.4884 2.40 1.85 1.15 0.70 0.36 1.01 0.68 −0.46 −0.09 0.58 0.00
400 0.0800 0.4249 2.87 2.00 0.99 0.23 0.35 1.81 0.20 −0.32 −0.08 1.76 0.00
400 0.1300 0.3464 2.61 1.94 1.38 0.53 0.42 1.06 0.49 −0.34 −0.09 0.88 0.00
400 0.1800 0.3011 4.54 2.51 2.37 0.99 1.62 2.95 0.93 −0.50 −0.36 −2.73 0.00
400 0.4000 0.1405 6.94 3.13 3.34 1.40 2.31 5.22 1.31 −0.80 −0.53 −4.96 0.00
500 0.0080 0.9649 2.94 2.69 1.02 0.31 0.10 0.59 −0.15 −0.47 0.01 0.16 −0.30
500 0.0130 0.8436 2.08 1.85 0.83 0.19 0.01 0.47 −0.13 −0.45 0.01 0.08 −0.04
500 0.0200 0.7286 2.35 1.89 1.09 0.71 0.00 0.86 −0.70 −0.49 0.00 0.00 0.00
500 0.0320 0.5997 2.34 1.95 1.00 0.40 0.35 0.84 0.39 −0.35 0.08 0.65 −0.02
500 0.0500 0.5235 2.59 2.06 1.21 0.75 0.36 1.01 0.75 −0.49 −0.19 0.41 0.00
500 0.0800 0.4414 2.96 2.21 1.04 0.34 0.35 1.67 0.34 −0.37 0.10 1.59 0.00
500 0.1300 0.3658 3.33 2.49 1.46 0.74 0.10 1.66 0.74 −0.61 0.08 1.36 0.00
500 0.1800 0.3056 3.61 2.91 1.88 0.82 0.92 1.04 0.82 −0.43 −0.20 −0.44 0.00
500 0.2500 0.2453 6.36 3.60 2.87 1.24 2.04 4.38 1.24 −0.54 −0.48 −4.14 0.00
650 0.0130 0.8253 2.35 2.14 0.86 0.10 0.06 0.44 −0.15 −0.36 0.01 0.14 −0.14
650 0.0200 0.7135 2.51 2.21 1.00 0.47 0.01 0.62 −0.30 −0.55 0.00 0.03 −0.02
650 0.0320 0.6530 2.88 2.28 1.37 1.00 0.00 1.10 −0.95 −0.56 0.00 0.00 0.00
650 0.0500 0.5198 2.77 2.38 1.09 0.54 0.11 0.88 0.61 −0.31 0.05 0.55 0.00
650 0.0800 0.4273 3.24 2.68 1.10 0.43 0.06 1.44 0.44 −0.42 0.06 1.30 0.00
650 0.1300 0.3794 3.85 3.20 1.51 0.70 0.08 1.54 0.74 −0.34 −0.11 1.29 0.00
650 0.1800 0.3399 3.58 3.07 1.63 0.52 0.41 0.87 0.55 −0.38 −0.26 0.49 0.00
650 0.2500 0.2335 5.75 3.85 2.74 1.46 1.63 3.27 1.46 −0.59 −0.40 −2.84 0.00
650 0.4000 0.1321 8.83 5.35 3.95 1.34 2.84 5.80 1.36 −0.64 −0.64 −5.57 0.00
Table 16. The NC e+p reduced cross section σ˜NC(x,Q2) with lepton beam polarisation Pe = +32.5%
with statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors, two of its contributions from
the electron energy error (δEunc) and the hadronic energy error (δhunc). The effect of the other uncorrelated
systematic errors is included in δunc. In addition the correlated systematic (δcor) and its contributions from
a positive variation of one standard deviation of the electron energy error (δE+cor ), of the polar electron angle
error (δθ+cor), of the hadronic energy error (δh
+
cor), of the error due to noise subtraction (δN
+
cor ) and of the error
due to background subtraction (δB+cor ) are given. The normalisation and polarisation uncertainties are not


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
800 0.0130 0.8259 3.73 3.47 1.24 0.16 0.09 0.60 −0.32 −0.41 0.03 0.16 −0.26
800 0.0200 0.6916 2.75 2.52 1.00 0.38 0.01 0.45 −0.28 −0.34 0.01 0.09 −0.04
800 0.0320 0.6241 2.99 2.60 1.26 0.77 0.00 0.78 −0.52 −0.59 0.00 0.00 0.00
800 0.0500 0.5204 3.22 2.90 1.11 0.20 0.34 0.84 0.30 −0.28 0.16 0.71 0.00
800 0.0800 0.4397 3.47 3.06 1.24 0.43 0.30 1.09 0.73 −0.34 −0.09 0.73 0.00
800 0.1300 0.3576 4.12 3.54 1.54 0.53 0.05 1.43 0.68 −0.45 −0.18 1.17 0.00
800 0.1800 0.3237 4.19 3.68 1.73 0.56 0.36 1.04 0.75 −0.50 −0.12 0.51 0.00
800 0.2500 0.2512 5.24 4.23 2.39 0.80 1.38 1.96 0.92 −0.36 −0.45 −1.63 0.00
800 0.4000 0.1186 9.66 6.45 3.98 1.76 2.44 5.99 1.72 −0.50 −0.58 −5.68 0.00
1000 0.0130 0.7638 4.22 3.64 1.68 0.20 0.22 1.33 −0.09 −0.25 0.04 0.21 −1.29
1000 0.0200 0.7122 3.17 2.97 0.99 0.29 0.06 0.52 −0.22 −0.43 0.01 0.15 −0.14
1000 0.0320 0.6310 3.14 2.86 1.16 0.70 0.00 0.56 −0.47 −0.32 0.00 0.02 0.00
1000 0.0500 0.5286 3.51 3.09 1.51 1.13 0.00 0.70 −0.44 −0.54 0.00 0.00 0.00
1000 0.0800 0.4441 3.64 3.40 1.15 0.38 0.25 0.55 0.24 −0.20 −0.06 0.44 0.00
1000 0.1300 0.3397 4.88 4.49 1.44 0.28 0.20 1.26 0.28 0.09 0.14 1.22 0.00
1000 0.1800 0.2968 4.73 4.35 1.59 0.25 0.29 0.98 0.50 −0.42 −0.30 0.67 0.00
1000 0.2500 0.2495 5.49 4.74 2.35 1.00 1.26 1.48 1.06 −0.48 −0.21 −0.89 0.00
1000 0.4000 0.1348 10.49 8.52 3.77 1.36 2.54 4.81 1.50 −0.50 −0.65 −4.49 0.00
1200 0.0130 0.8534 6.63 5.78 2.56 0.20 0.30 1.98 −0.13 −0.12 0.07 0.24 −1.96
1200 0.0200 0.7304 3.83 3.64 1.12 0.23 0.07 0.42 −0.21 −0.25 0.02 0.12 −0.23
1200 0.0320 0.5777 3.65 3.51 0.93 0.40 0.02 0.45 −0.23 −0.39 0.00 0.07 −0.01
1200 0.0500 0.5028 3.84 3.52 1.33 1.00 0.00 0.74 −0.61 −0.42 0.00 0.00 −0.01
1200 0.0800 0.4340 4.08 3.76 1.35 0.91 0.20 0.82 0.62 −0.33 −0.12 0.40 0.00
1200 0.1300 0.3561 4.93 4.55 1.63 1.03 0.05 0.95 0.63 −0.33 −0.04 0.64 0.00
1200 0.1800 0.3359 5.64 5.25 1.60 0.76 0.23 1.28 0.51 −0.28 −0.11 1.13 −0.02
1200 0.2500 0.2341 6.45 5.97 2.26 1.39 0.93 0.94 0.77 −0.26 −0.25 −0.38 0.00
1200 0.4000 0.1074 10.58 7.57 4.67 2.83 2.99 5.72 1.85 −0.52 −0.69 −5.34 0.00
1500 0.0200 0.6877 5.07 4.63 1.84 0.25 0.22 0.95 0.22 −0.32 0.06 0.20 −0.83
1500 0.0320 0.5893 4.45 4.29 1.05 0.46 0.05 0.54 −0.34 −0.40 0.02 0.12 −0.02
1500 0.0500 0.5262 4.18 4.00 1.11 0.63 0.00 0.49 −0.35 −0.33 0.00 0.02 0.00
1500 0.0800 0.4314 4.55 4.31 1.26 0.80 0.14 0.75 0.58 −0.20 −0.11 0.42 0.00
1500 0.1300 0.3534 5.50 5.16 1.71 0.94 0.15 0.82 0.50 −0.20 0.11 0.61 0.00
1500 0.1800 0.3074 5.71 5.38 1.60 0.67 0.13 1.04 0.48 −0.21 0.09 0.89 0.00
1500 0.2500 0.2088 6.79 6.22 2.47 1.56 1.09 1.11 0.98 −0.22 −0.44 −0.21 0.00
1500 0.4000 0.1242 9.25 7.55 3.84 2.20 2.17 3.71 1.26 −0.28 −0.50 −3.45 0.00
1500 0.6500 0.01439 19.87 14.78 7.35 4.62 4.82 11.06 2.53 −0.14 −0.88 −10.73 0.00
2000 0.0219 0.7131 8.25 7.48 3.03 0.74 0.22 1.71 0.36 −0.20 0.06 0.22 −1.64
2000 0.0320 0.5443 5.46 5.24 1.47 0.26 0.10 0.44 −0.14 −0.37 0.03 0.12 −0.16
2000 0.0500 0.5434 4.99 4.83 1.21 0.25 0.01 0.36 −0.18 −0.31 0.01 0.03 0.00
2000 0.0800 0.4166 5.32 5.03 1.54 1.09 0.00 0.79 −0.53 −0.58 0.00 0.00 0.00
2000 0.1300 0.3708 6.98 6.71 1.77 1.02 0.13 0.78 0.55 −0.26 −0.08 0.48 0.00
2000 0.1800 0.3058 6.68 6.34 1.68 0.51 0.36 1.28 0.41 −0.28 0.33 1.12 0.00
2000 0.2500 0.2529 7.05 6.45 2.60 1.75 0.98 1.15 1.09 −0.27 −0.19 −0.16 0.00
2000 0.4000 0.1326 9.81 8.15 4.34 2.87 2.26 3.33 1.81 −0.31 −0.80 −2.66 0.00
2000 0.6500 0.01436 21.57 17.19 7.30 4.45 4.75 10.80 2.64 0.23 −0.78 −10.44 0.00
3000 0.0320 0.5957 5.43 5.01 1.86 0.25 0.14 0.96 0.15 −0.26 0.04 0.13 −0.90
3000 0.0500 0.5259 4.47 4.22 1.42 0.46 0.08 0.41 −0.21 −0.34 0.01 0.08 −0.06
3000 0.0800 0.4568 4.65 4.45 1.25 0.49 0.01 0.57 −0.38 −0.42 0.00 0.02 0.00
3000 0.1300 0.3442 5.80 5.53 1.62 0.72 0.00 0.57 −0.43 −0.37 0.00 0.00 0.00
3000 0.1800 0.3252 7.51 7.17 2.03 1.34 0.11 0.92 0.69 −0.14 0.05 0.58 0.00
3000 0.2500 0.2280 6.61 6.20 2.07 1.31 0.22 0.96 0.76 −0.08 −0.10 0.58 0.00
3000 0.4000 0.1160 9.03 7.64 4.01 2.65 2.00 2.65 1.49 −0.13 −0.52 −2.13 0.00
3000 0.6500 0.01250 19.52 15.66 7.85 5.15 5.08 8.63 3.17 −0.28 −1.52 −7.87 0.00
5000 0.0547 0.4956 7.11 6.66 2.23 0.73 0.13 1.11 0.19 −0.43 0.07 0.11 −0.99
5000 0.0800 0.4546 5.24 4.98 1.59 0.28 0.05 0.40 −0.19 −0.33 0.02 0.07 −0.12
5000 0.1300 0.3598 6.29 5.99 1.85 0.49 0.00 0.53 0.30 −0.44 0.00 0.02 0.00
5000 0.1800 0.3183 6.91 6.59 1.99 0.71 0.00 0.49 −0.35 −0.34 0.00 0.00 0.00
5000 0.2500 0.2062 8.71 8.44 2.11 0.46 0.00 0.44 0.42 −0.12 0.00 0.00 0.00
5000 0.4000 0.1106 10.37 9.78 3.26 1.61 1.17 1.18 1.03 0.04 −0.31 −0.48 0.00
5000 0.6500 0.01196 21.05 18.62 7.25 4.45 4.58 6.62 2.40 −0.25 −1.37 −6.01 0.00
8000 0.0875 0.4227 11.07 10.53 3.08 0.73 0.09 1.49 0.25 −0.25 0.03 0.09 −1.45
8000 0.1300 0.3113 9.37 9.01 2.53 0.30 0.06 0.39 −0.16 −0.24 0.01 0.09 −0.25
8000 0.1800 0.2841 9.36 9.01 2.42 0.34 0.00 0.68 0.22 −0.64 0.00 0.01 0.00
8000 0.2500 0.2178 13.40 13.15 2.50 0.22 0.00 0.52 0.45 −0.26 0.00 0.00 0.00
8000 0.4000 0.09797 14.43 13.63 4.43 3.07 0.00 1.67 1.61 0.43 0.00 0.00 0.00
8000 0.6500 0.01497 21.32 19.28 7.87 5.03 4.54 4.58 2.51 0.39 −1.13 −3.64 0.00
12000 0.1300 0.2111 28.35 27.73 5.32 1.04 0.10 2.49 −1.16 −0.65 −0.02 0.09 −2.10
12000 0.1800 0.2186 15.26 15.03 2.52 0.67 0.07 0.70 0.41 −0.49 0.02 0.08 −0.28
12000 0.2500 0.1659 15.54 15.33 2.47 0.86 0.03 0.49 0.36 −0.34 0.00 0.03 0.00
12000 0.4000 0.1208 17.61 16.94 4.56 3.55 0.00 1.56 1.51 0.40 0.00 0.00 0.00
12000 0.6500 0.02165 25.59 24.29 7.16 5.55 3.22 3.62 3.05 0.24 −0.82 −1.75 0.00
20000 0.2500 0.1446 25.36 25.06 3.73 2.53 0.10 1.10 0.98 0.36 0.06 0.11 −0.30
20000 0.4000 0.1094 24.06 23.67 4.25 3.08 0.02 0.79 0.77 −0.19 0.01 0.03 0.00
20000 0.6500 0.006690 72.84 71.00 15.42 14.93 0.00 5.22 4.59 2.49 0.00 0.00 0.00
30000 0.4000 0.08055 51.57 51.28 5.30 3.09 0.08 1.15 0.99 −0.54 0.02 0.06 −0.23







Q2 x y d2σCC/dxdQ















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.008 0.369 2.01 49.9 40.7 23.4 1.6 17.0 15.5 0.3 −1.0 −5.8
300 0.013 0.227 0.923 20.6 14.4 10.8 2.7 9.8 9.4 −0.9 −0.3 −1.2
300 0.032 0.092 0.305 15.9 14.0 5.3 2.0 5.5 4.7 −0.4 0.4 −2.4
300 0.080 0.037 0.776 · 10−1 15.4 13.5 5.1 2.8 5.3 1.4 −0.4 −4.3 −1.9
500 0.013 0.379 0.790 14.9 9.8 7.1 2.3 8.7 8.5 −0.4 −0.6 −0.5
500 0.032 0.154 0.250 9.3 8.1 3.2 1.5 3.2 2.9 −0.7 0.1 −0.2
500 0.080 0.062 0.621 · 10−1 10.4 9.3 4.2 2.4 1.7 0.8 −0.6 −0.2 −0.1
500 0.130 0.038 0.345 · 10−1 25.4 21.4 5.3 0.8 12.7 0.1 0.6 −12.3 0.0
1000 0.013 0.757 0.476 14.1 10.2 5.7 1.7 7.9 7.7 −0.8 0.1 −0.5
1000 0.032 0.308 0.230 7.2 6.2 2.8 1.8 2.2 1.9 −0.4 0.3 −0.1
1000 0.080 0.123 0.710 · 10−1 7.2 6.4 2.9 1.1 1.4 0.4 −0.4 0.9 −0.1
1000 0.130 0.076 0.336 · 10−1 12.3 10.9 3.8 1.5 4.1 0.0 −0.1 −3.7 0.0
2000 0.032 0.615 0.148 6.8 5.8 2.6 1.0 2.2 1.9 −0.4 −0.4 0.0
2000 0.080 0.246 0.573 · 10−1 5.8 5.2 2.1 0.5 1.1 0.1 −0.1 0.7 0.0
2000 0.130 0.152 0.290 · 10−1 8.1 7.4 3.1 0.9 1.2 −0.0 −0.4 −0.3 0.0
2000 0.250 0.079 0.105 · 10−1 17.8 14.6 4.0 0.6 9.3 0.0 0.4 −9.1 0.0
3000 0.080 0.369 0.397 · 10−1 5.7 5.2 2.0 0.2 1.2 −0.1 0.2 0.9 0.0
3000 0.130 0.227 0.234 · 10−1 6.6 6.1 2.1 0.3 1.3 −0.0 −0.1 0.8 0.0
3000 0.250 0.118 0.858 · 10−2 9.9 9.2 2.9 0.5 2.5 0.0 0.2 −2.1 −0.2
5000 0.080 0.615 0.261 · 10−1 7.2 6.6 2.4 0.9 1.5 0.1 0.3 1.1 0.0
5000 0.130 0.379 0.156 · 10−1 6.4 5.8 2.1 0.2 1.2 −0.0 0.1 0.7 0.0
5000 0.250 0.197 0.603 · 10−2 7.7 7.1 2.5 1.5 1.2 −0.0 0.4 0.4 −0.1
5000 0.400 0.123 0.183 · 10−2 21.5 19.2 5.2 4.5 8.0 0.0 0.9 −7.4 0.0
8000 0.130 0.606 0.105 · 10−1 8.4 7.1 3.6 2.7 2.3 −0.1 1.0 1.8 0.0
8000 0.250 0.315 0.320 · 10−2 8.1 7.3 3.0 2.1 1.7 −0.0 0.6 1.2 0.0
8000 0.400 0.197 0.131 · 10−2 14.8 13.4 5.5 5.1 2.7 0.0 1.4 −0.8 0.0
15000 0.250 0.591 0.192 · 10−2 10.4 8.4 5.4 4.7 2.8 0.0 1.2 2.1 0.0
15000 0.400 0.369 0.481 · 10−3 13.1 11.1 6.2 5.7 2.9 0.0 1.9 1.5 0.0
30000 0.400 0.738 0.200 · 10−3 20.9 17.2 10.2 9.7 5.8 0.0 3.2 3.9 0.0
Table 17. The CC e−p cross section d2σCC/dxdQ2 for lepton beam polarisation Pe = −25.8% with
statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors and one of its contributions from
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to
noise subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The normalisation






Q2 x y d2σCC/dxdQ















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.008 0.369 1.16 56.6 47.2 26.2 1.7 17.2 15.3 −0.8 −0.9 −0.9
300 0.013 0.227 0.423 38.3 35.0 11.5 1.9 10.6 9.7 −0.4 0.4 −2.5
300 0.032 0.092 0.127 26.0 24.9 5.0 1.4 5.5 4.8 −0.4 0.8 −1.5
300 0.080 0.037 0.468 · 10−1 26.1 25.2 4.9 2.0 4.6 1.5 −0.5 −3.0 −2.3
500 0.013 0.379 0.407 23.4 20.5 7.1 2.6 8.6 8.3 −0.8 −0.9 −1.1
500 0.032 0.154 0.141 17.1 16.3 3.7 2.3 3.6 3.3 −0.5 −0.3 −0.6
500 0.080 0.062 0.364 · 10−1 19.0 18.4 4.0 1.9 1.9 0.7 −0.4 −0.1 −1.0
500 0.130 0.038 0.132 · 10−1 52.4 50.5 6.0 2.1 12.7 0.3 −0.7 −12.3 0.0
1000 0.013 0.757 0.283 22.4 19.9 6.2 2.1 8.2 8.1 −0.7 −0.3 0.0
1000 0.032 0.308 0.115 13.3 12.8 2.5 1.4 2.2 1.8 −0.3 0.6 −0.2
1000 0.080 0.123 0.441 · 10−1 12.5 12.0 2.8 0.4 1.6 0.3 −0.2 1.1 −0.3
1000 0.130 0.076 0.128 · 10−1 26.8 26.3 3.8 1.4 3.4 0.1 0.1 −2.9 −0.2
2000 0.032 0.615 0.709 · 10−1 13.1 12.7 2.6 1.3 2.2 1.8 −0.4 0.1 −0.5
2000 0.080 0.246 0.232 · 10−1 12.6 12.4 2.3 1.0 1.1 0.1 −0.3 0.4 0.0
2000 0.130 0.152 0.128 · 10−1 16.6 16.3 3.0 0.9 1.2 0.0 −0.3 −0.1 0.0
2000 0.250 0.079 0.545 · 10−2 30.3 28.9 3.6 0.3 8.1 0.0 0.3 −7.8 0.0
3000 0.080 0.369 0.227 · 10−1 10.4 10.1 2.0 0.2 1.2 −0.0 0.3 0.8 −0.1
3000 0.130 0.227 0.914 · 10−2 14.6 14.4 2.1 0.6 1.3 −0.0 −0.4 0.6 0.0
3000 0.250 0.118 0.381 · 10−2 20.0 19.6 2.9 0.8 2.2 0.0 0.1 −1.6 0.0
5000 0.080 0.615 0.135 · 10−1 13.9 13.6 2.3 0.9 1.5 0.1 0.3 0.9 −0.1
5000 0.130 0.379 0.838 · 10−2 12.0 11.7 2.2 0.7 1.5 −0.0 0.3 1.0 0.0
5000 0.250 0.197 0.280 · 10−2 15.4 15.1 2.6 1.6 1.4 0.0 0.4 0.5 0.0
5000 0.400 0.123 0.831 · 10−3 42.0 40.9 6.3 5.8 7.5 0.0 1.3 −6.7 0.0
8000 0.130 0.606 0.539 · 10−2 14.9 14.3 3.3 2.3 1.8 −0.1 0.7 1.1 0.0
8000 0.250 0.315 0.167 · 10−2 15.9 15.4 2.9 1.9 1.8 0.0 0.7 1.2 0.0
8000 0.400 0.197 0.507 · 10−3 32.2 31.7 5.1 4.6 2.8 0.0 1.4 −0.9 0.0
15000 0.250 0.591 1.00 · 10−3 18.8 17.7 5.7 5.0 2.8 −0.0 1.3 2.0 0.0
15000 0.400 0.369 0.265 · 10−3 24.3 23.6 5.2 4.6 2.5 0.0 1.1 1.1 0.0
Table 18. The CC e−p cross section d2σCC/dxdQ2 for lepton beam polarisation Pe = +36.0% with
statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors and one of its contributions from
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to
noise subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The normalisation






Q2 x y d2σCC/dxdQ















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.008 0.369 1.20 50.7 38.5 26.5 2.7 19.8 16.5 −0.9 −0.7 −7.7
300 0.013 0.227 0.409 32.7 28.4 11.0 2.1 11.9 9.8 −0.7 −0.5 −5.3
300 0.032 0.092 0.101 25.3 23.6 5.4 2.0 7.1 5.1 −0.6 1.3 −4.5
300 0.080 0.037 0.256 · 10−1 28.5 27.5 5.2 2.4 5.4 1.7 −0.4 −4.1 −2.6
500 0.013 0.379 0.282 23.6 20.4 7.1 1.8 9.5 9.3 −0.7 0.3 −1.5
500 0.032 0.154 0.104 16.0 15.2 3.1 1.0 3.9 3.6 −0.3 0.7 −0.9
500 0.080 0.062 0.383 · 10−1 14.8 14.2 3.7 1.3 2.0 0.9 −0.4 0.7 −1.1
500 0.130 0.038 0.121 · 10−1 43.8 41.5 6.1 0.2 12.6 0.1 0.2 −12.3 0.0
1000 0.013 0.757 0.238 21.6 18.4 6.3 0.9 9.5 9.3 −0.3 −0.4 −1.6
1000 0.032 0.308 0.123 10.4 9.9 2.3 0.7 2.3 2.1 −0.2 0.6 −0.2
1000 0.080 0.123 0.202 · 10−1 14.2 13.9 2.8 0.6 1.3 0.4 −0.2 0.8 −0.2
1000 0.130 0.076 0.730 · 10−2 26.5 26.1 3.8 1.1 2.8 0.0 −0.3 −2.3 0.0
2000 0.032 0.615 0.531 · 10−1 11.8 11.3 2.5 0.2 2.4 2.1 −0.1 0.6 −0.3
2000 0.080 0.246 0.156 · 10−1 11.8 11.5 2.0 0.2 1.3 0.1 −0.2 0.9 −0.1
2000 0.130 0.152 0.692 · 10−2 17.4 17.1 2.9 0.5 1.4 0.0 0.3 0.7 0.0
2000 0.250 0.079 0.228 · 10−2 33.3 31.8 3.8 1.2 9.2 0.0 0.6 −8.8 0.0
3000 0.080 0.369 0.118 · 10−1 11.7 11.3 2.5 1.5 1.7 −0.0 0.4 1.4 0.0
3000 0.130 0.227 0.539 · 10−2 15.2 14.9 2.3 1.0 1.6 −0.0 0.4 1.1 −0.1
3000 0.250 0.118 0.157 · 10−2 23.5 23.1 3.7 2.4 2.2 0.0 0.6 −1.4 0.0
5000 0.080 0.615 0.359 · 10−2 21.5 21.0 3.5 2.5 2.7 −0.2 0.8 2.2 −0.1
5000 0.130 0.379 0.305 · 10−2 16.0 15.6 2.8 1.7 1.9 −0.1 0.3 1.4 0.0
5000 0.250 0.197 0.808 · 10−3 22.9 22.5 3.1 2.4 2.0 0.0 0.7 1.0 0.0
5000 0.400 0.123 0.525 · 10−3 42.5 40.9 6.7 6.2 9.3 0.0 1.5 −8.3 0.0
8000 0.130 0.606 0.682 · 10−3 30.6 29.7 5.7 5.1 3.2 −0.2 1.0 2.3 0.0
8000 0.250 0.315 0.612 · 10−3 21.4 20.5 4.7 4.1 2.6 0.0 1.0 1.5 0.0
8000 0.400 0.197 0.792 · 10−4 59.1 58.3 8.1 7.8 4.2 0.0 2.1 0.7 0.0
15000 0.250 0.591 0.721 · 10−4 46.9 46.0 7.5 6.9 4.8 −0.1 2.6 2.9 0.0
15000 0.400 0.369 0.311 · 10−4 45.9 45.0 7.4 7.0 4.2 0.0 2.2 1.3 0.0
Table 19. The CC e+p cross section d2σCC/dxdQ2 for lepton beam polarisation Pe = −37.0% with
statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors and one of its contributions from
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to
noise subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The normalisation






Q2 x y d2σCC/dxdQ















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.008 0.369 0.769 58.3 49.3 25.9 2.5 17.3 15.8 −0.7 −0.6 −5.2
300 0.013 0.227 0.586 25.8 20.4 11.5 1.7 11.0 10.3 −0.4 0.3 −2.8
300 0.032 0.092 0.270 14.5 11.9 5.3 1.6 6.2 5.4 −0.3 1.3 −2.5
300 0.080 0.037 0.514 · 10−1 18.1 16.8 5.1 2.3 4.2 1.9 −0.3 −2.9 −1.6
500 0.008 0.615 1.56 33.4 23.2 16.2 2.2 17.7 17.5 −0.6 −0.2 −0.5
500 0.013 0.379 0.663 16.4 11.4 7.1 2.0 9.3 9.2 −0.5 −0.3 −0.7
500 0.032 0.154 0.250 9.9 8.5 3.3 1.6 3.6 3.3 −0.6 0.4 −0.5
500 0.080 0.062 0.597 · 10−1 10.6 9.8 3.6 0.8 1.5 0.9 −0.2 0.2 −0.1
500 0.130 0.038 0.266 · 10−1 27.0 23.7 5.7 1.0 11.6 0.2 −1.0 −11.3 0.0
1000 0.013 0.757 0.387 16.9 12.5 6.1 0.8 9.5 9.4 −0.5 0.6 −0.2
1000 0.032 0.308 0.174 8.1 7.4 2.4 0.9 2.3 2.0 −0.3 0.7 −0.1
1000 0.080 0.123 0.507 · 10−1 8.4 7.8 2.8 0.8 1.3 0.4 −0.4 0.7 −0.1
1000 0.130 0.076 0.265 · 10−1 12.9 12.1 3.7 0.9 2.8 0.1 −0.3 −2.3 0.0
2000 0.032 0.615 0.103 8.1 7.3 2.4 0.4 2.6 2.2 −0.2 0.9 0.0
2000 0.080 0.246 0.367 · 10−1 7.1 6.6 2.0 0.2 1.3 0.1 0.1 1.0 −0.1
2000 0.130 0.152 0.164 · 10−1 10.5 9.9 3.0 0.8 1.4 0.0 0.3 0.6 0.0
2000 0.250 0.079 0.470 · 10−2 21.3 19.3 3.6 0.6 8.3 0.0 −0.2 −8.0 0.0
3000 0.080 0.369 0.244 · 10−1 7.5 6.9 2.4 1.2 1.6 −0.0 0.5 1.2 0.0
3000 0.130 0.227 0.152 · 10−1 8.4 8.0 2.1 0.5 1.4 −0.0 0.2 0.9 0.0
3000 0.250 0.118 0.259 · 10−2 16.4 15.9 3.4 2.0 2.1 0.0 0.4 −1.2 0.0
5000 0.080 0.615 0.984 · 10−2 12.1 10.9 4.0 3.3 3.0 0.1 0.7 2.5 −0.1
5000 0.130 0.379 0.627 · 10−2 10.8 9.8 3.4 2.7 2.4 −0.1 0.9 1.9 0.0
5000 0.250 0.197 0.185 · 10−2 14.0 13.3 3.4 2.7 1.8 0.0 0.6 0.8 0.0
5000 0.400 0.123 0.866 · 10−3 27.7 25.0 7.9 7.5 8.6 0.0 1.5 −7.4 0.0
8000 0.130 0.606 0.213 · 10−2 17.0 15.4 5.6 5.0 3.5 −0.2 1.4 2.6 0.0
8000 0.250 0.315 0.988 · 10−3 14.8 13.5 4.3 3.6 2.8 0.0 1.2 1.8 0.0
8000 0.400 0.197 0.295 · 10−3 29.4 27.8 7.9 7.7 4.5 0.0 2.6 −1.5 0.0
15000 0.250 0.591 0.306 · 10−3 21.4 19.0 8.1 7.6 4.5 0.1 2.0 2.9 0.0
15000 0.400 0.369 0.361 · 10−4 39.0 38.0 6.8 6.3 4.2 0.0 1.8 1.7 0.0
Table 20. The CC e+p cross section d2σCC/dxdQ2 for lepton beam polarisation Pe = +32.5% with
statistical (δstat), total (δtot), total uncorrelated systematic (δunc) errors and one of its contributions from
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to
noise subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The normalisation


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
90 0.0015 0.595 1.370 2.21 1.21 1.10 0.57 0.12 1.48 −0.06 −0.69 0.02 0.22 −1.29
120 0.0020 0.595 1.293 2.08 1.13 1.05 0.49 0.12 1.40 −0.30 −0.54 0.02 0.20 −1.24
120 0.0022 0.530 1.313 1.78 1.14 0.98 0.37 0.07 0.95 −0.26 −0.67 0.03 0.16 −0.59
120 0.0025 0.475 1.228 1.98 1.32 1.21 0.76 0.06 0.84 −0.40 −0.64 0.02 0.19 −0.32
120 0.0028 0.425 1.254 2.08 1.53 1.13 0.55 0.05 0.85 −0.44 −0.69 0.02 0.20 −0.11
150 0.0025 0.595 1.273 1.93 1.31 0.96 0.24 0.10 1.05 −0.21 −0.43 0.03 0.19 −0.91
150 0.0028 0.530 1.215 1.86 1.30 1.02 0.45 0.07 0.86 −0.39 −0.55 0.01 0.17 −0.52
150 0.0031 0.475 1.210 1.77 1.31 0.96 0.31 0.06 0.71 −0.21 −0.58 0.02 0.20 −0.27
150 0.0035 0.425 1.164 1.79 1.23 1.05 0.56 0.05 0.78 −0.33 −0.65 0.01 0.20 −0.16
150 0.0039 0.375 1.140 1.85 1.14 1.19 0.82 0.01 0.83 −0.50 −0.63 0.00 0.19 −0.06
150 0.0045 0.325 1.107 1.83 1.15 1.13 0.72 0.00 0.86 −0.52 −0.69 0.00 0.00 −0.02
150 0.0060 0.245 1.015 2.01 0.88 1.44 1.18 0.00 1.09 −0.68 −0.85 0.00 0.00 −0.01
200 0.0033 0.595 1.175 2.17 1.69 0.99 0.11 0.08 0.93 0.11 −0.51 0.02 0.14 −0.76
200 0.0037 0.530 1.194 2.03 1.63 0.99 0.28 0.07 0.70 −0.25 −0.53 0.02 0.15 −0.35
200 0.0041 0.475 1.103 2.06 1.71 0.96 0.14 0.05 0.64 −0.17 −0.58 0.01 0.14 −0.15
200 0.0046 0.425 1.093 2.05 1.63 1.02 0.43 0.04 0.71 −0.44 −0.51 0.01 0.21 −0.08
200 0.0052 0.375 1.083 1.98 1.49 1.03 0.48 0.01 0.82 −0.38 −0.70 0.00 0.18 −0.04
200 0.0061 0.325 1.014 2.08 1.38 1.26 0.89 0.00 0.91 −0.64 −0.64 0.00 0.00 −0.03
200 0.0080 0.245 0.9317 1.84 0.81 1.37 1.11 0.00 0.93 −0.65 −0.66 0.00 0.00 0.00
250 0.0041 0.595 1.136 2.42 2.01 1.06 0.25 0.08 0.86 −0.25 −0.39 0.02 0.20 −0.70
250 0.0046 0.530 1.161 2.26 1.92 1.02 0.31 0.07 0.59 −0.31 −0.39 0.01 0.17 −0.26
250 0.0052 0.475 1.048 2.34 2.00 1.05 0.39 0.06 0.59 −0.39 −0.39 0.01 0.16 −0.17
250 0.0058 0.425 1.045 2.15 1.79 1.03 0.41 0.04 0.62 −0.40 −0.44 0.02 0.16 −0.06
250 0.0066 0.375 0.9816 2.09 1.68 1.02 0.45 0.01 0.73 −0.43 −0.56 0.01 0.16 −0.03
250 0.0076 0.325 0.9542 1.98 1.56 1.04 0.52 0.00 0.64 −0.48 −0.43 0.00 0.00 −0.01
250 0.0100 0.245 0.8717 1.75 0.94 1.12 0.77 0.00 0.95 −0.65 −0.69 0.00 0.00 −0.01
300 0.0050 0.595 1.102 2.73 2.37 1.10 0.28 0.07 0.78 −0.27 −0.42 0.02 0.15 −0.58
300 0.0056 0.530 1.110 2.58 2.31 1.02 0.12 0.07 0.53 0.14 −0.43 0.03 0.15 −0.23
300 0.0062 0.475 1.049 2.63 2.28 1.10 0.40 0.06 0.72 −0.40 −0.55 0.02 0.15 −0.19
300 0.0069 0.425 1.007 2.43 2.11 1.02 0.30 0.04 0.65 −0.29 −0.55 0.01 0.18 −0.08
300 0.0079 0.375 0.9664 2.28 1.92 1.03 0.41 0.01 0.69 −0.41 −0.55 0.00 0.12 −0.01
300 0.0091 0.325 0.9142 2.17 1.79 1.01 0.42 0.00 0.67 −0.41 −0.53 0.00 0.00 −0.01
300 0.0121 0.245 0.8206 1.71 1.07 1.03 0.63 0.00 0.84 −0.61 −0.58 0.00 0.00 0.00
400 0.0066 0.595 1.049 3.10 2.77 1.20 0.43 0.08 0.73 −0.33 −0.31 0.02 0.18 −0.54
400 0.0074 0.530 1.049 3.02 2.78 1.08 0.19 0.05 0.47 −0.09 −0.40 0.02 0.12 −0.19
400 0.0083 0.475 0.9833 3.02 2.75 1.11 0.31 0.03 0.57 −0.27 −0.48 0.02 0.14 −0.10
400 0.0093 0.425 0.9605 2.85 2.51 1.11 0.42 0.04 0.77 −0.46 −0.59 0.01 0.18 −0.04
400 0.0105 0.375 0.9145 2.57 2.29 1.03 0.33 0.01 0.54 −0.32 −0.42 0.00 0.13 −0.04
400 0.0121 0.325 0.8656 2.45 2.16 1.01 0.32 0.00 0.58 −0.32 −0.48 0.00 0.00 −0.02
400 0.0161 0.245 0.7548 1.84 1.27 1.03 0.61 0.00 0.83 −0.61 −0.57 0.00 0.00 −0.01
500 0.0083 0.595 0.9427 3.39 3.16 1.12 0.13 0.09 0.52 0.13 −0.38 0.02 0.17 −0.29
500 0.0093 0.530 0.9525 3.40 3.18 1.11 0.11 0.07 0.51 −0.25 −0.42 0.02 0.13 −0.09
500 0.0104 0.475 0.8895 3.65 3.33 1.30 0.62 0.06 0.73 −0.46 −0.51 0.01 0.15 −0.19
500 0.0116 0.425 0.9040 3.20 2.98 1.09 0.16 0.05 0.33 −0.16 −0.25 0.00 0.13 −0.05
500 0.0131 0.375 0.8794 3.12 2.87 1.08 0.26 0.01 0.56 −0.15 −0.53 0.00 0.09 −0.02
500 0.0152 0.325 0.8044 3.04 2.65 1.22 0.69 0.00 0.84 −0.73 −0.42 0.00 0.00 −0.02
500 0.0201 0.245 0.7092 2.02 1.54 1.04 0.60 0.00 0.78 −0.60 −0.50 0.00 0.00 0.00
650 0.0108 0.595 0.9391 3.76 3.52 1.21 0.21 0.06 0.53 −0.14 −0.40 0.02 0.13 −0.30
650 0.0121 0.530 0.8624 3.84 3.60 1.27 0.44 0.08 0.40 −0.23 −0.26 0.03 0.16 −0.12
650 0.0135 0.475 0.8786 3.86 3.64 1.24 0.31 0.06 0.39 −0.30 −0.17 0.02 0.13 −0.11
650 0.0151 0.425 0.8226 3.81 3.49 1.30 0.52 0.03 0.81 −0.54 −0.59 0.01 0.11 0.00
650 0.0171 0.375 0.7808 3.59 3.30 1.26 0.57 0.02 0.63 −0.45 −0.42 0.00 0.14 −0.01
650 0.0197 0.325 0.7520 3.41 3.08 1.27 0.62 0.00 0.74 −0.53 −0.51 0.00 0.00 −0.01
650 0.0261 0.245 0.6866 2.27 1.82 1.13 0.68 0.00 0.78 −0.62 −0.47 0.00 0.00 0.00
800 0.0132 0.595 0.8143 4.52 4.30 1.31 0.21 0.06 0.50 −0.14 −0.42 0.02 0.16 −0.18
800 0.0149 0.530 0.9105 4.49 4.25 1.39 0.48 0.08 0.47 0.35 0.20 0.03 0.18 −0.15
800 0.0166 0.475 0.7637 4.56 4.34 1.32 0.10 0.09 0.53 0.04 −0.49 0.02 0.18 −0.06
800 0.0185 0.425 0.7535 4.31 4.02 1.49 0.80 0.01 0.45 −0.24 −0.35 0.00 0.13 −0.05
800 0.0210 0.375 0.6743 4.22 3.90 1.41 0.71 0.01 0.78 −0.76 −0.14 0.00 0.05 −0.01
800 0.0242 0.325 0.6736 3.86 3.60 1.31 0.57 0.00 0.49 −0.16 −0.46 0.00 0.00 −0.01
800 0.0322 0.245 0.6068 2.68 2.23 1.28 0.85 0.00 0.77 −0.62 −0.44 0.00 0.00 0.00
Table 21. The NC e−p reduced cross section σ˜NC(y,Q2) for Pe = 0 with statistical (δstat), total (δtot),
total uncorrelated systematic (δunc) errors, two of its contributions from the electron energy error (δEunc) and
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
90 0.0015 0.595 1.382 2.20 1.12 1.03 0.62 0.09 1.59 −0.29 −0.64 0.03 0.15 −1.41
120 0.0020 0.595 1.340 1.98 1.02 0.90 0.40 0.10 1.44 −0.29 −0.58 0.02 0.19 −1.28
120 0.0022 0.530 1.312 1.69 1.02 0.96 0.56 0.08 0.95 −0.29 −0.68 0.02 0.18 −0.58
120 0.0025 0.475 1.270 1.79 1.18 1.02 0.62 0.06 0.89 −0.53 −0.66 0.01 0.16 −0.20
120 0.0028 0.425 1.223 1.89 1.42 1.02 0.51 0.04 0.74 −0.29 −0.64 0.01 0.18 −0.12
150 0.0025 0.595 1.240 1.88 1.21 0.83 0.13 0.11 1.17 −0.12 −0.44 0.02 0.18 −1.07
150 0.0028 0.530 1.263 1.59 1.17 0.84 0.30 0.07 0.68 −0.27 −0.47 0.02 0.17 −0.38
150 0.0031 0.475 1.213 1.73 1.19 0.94 0.52 0.04 0.83 −0.48 −0.61 0.01 0.16 −0.26
150 0.0035 0.425 1.209 1.70 1.10 1.06 0.75 0.03 0.74 −0.41 −0.58 0.01 0.16 −0.15
150 0.0039 0.375 1.160 1.62 1.02 0.96 0.62 0.02 0.80 −0.34 −0.70 0.00 0.18 −0.03
150 0.0045 0.325 1.112 1.85 1.04 1.19 0.93 0.00 0.96 −0.66 −0.70 0.00 0.00 −0.03
150 0.0060 0.245 1.015 1.89 0.80 1.37 1.18 0.00 1.03 −0.70 −0.75 0.00 0.00 0.00
200 0.0033 0.595 1.220 2.04 1.55 0.90 0.23 0.09 0.97 −0.22 −0.46 0.02 0.17 −0.81
200 0.0037 0.530 1.177 1.87 1.50 0.86 0.17 0.07 0.72 −0.18 −0.53 0.02 0.17 −0.41
200 0.0041 0.475 1.125 1.90 1.55 0.85 0.12 0.06 0.70 −0.09 −0.64 0.01 0.16 −0.20
200 0.0046 0.425 1.109 1.81 1.44 0.89 0.37 0.05 0.64 −0.29 −0.54 0.01 0.16 −0.08
200 0.0052 0.375 1.059 1.84 1.35 0.94 0.53 0.02 0.82 −0.44 −0.67 0.01 0.17 −0.03
200 0.0061 0.325 1.038 1.81 1.22 1.04 0.71 0.00 0.84 −0.50 −0.68 0.00 0.00 −0.03
200 0.0080 0.245 0.9387 1.77 0.73 1.26 1.07 0.00 1.01 −0.64 −0.79 0.00 0.00 0.00
250 0.0041 0.595 1.139 2.25 1.83 0.94 0.26 0.10 0.90 −0.26 −0.42 0.03 0.17 −0.74
250 0.0046 0.530 1.130 2.04 1.74 0.88 0.16 0.05 0.60 −0.16 −0.46 0.01 0.12 −0.33
250 0.0052 0.475 1.093 2.07 1.75 0.92 0.32 0.06 0.60 −0.32 −0.46 0.01 0.15 −0.14
250 0.0058 0.425 1.089 1.97 1.60 0.93 0.43 0.06 0.68 −0.41 −0.49 0.02 0.18 −0.13
250 0.0066 0.375 1.021 1.83 1.50 0.87 0.36 0.02 0.61 −0.33 −0.49 0.00 0.14 −0.02
250 0.0076 0.325 0.9427 1.96 1.43 1.03 0.68 0.00 0.85 −0.65 −0.54 0.00 0.00 −0.02
250 0.0100 0.245 0.8633 1.60 0.85 1.05 0.80 0.00 0.86 −0.59 −0.62 0.00 0.00 −0.01
300 0.0050 0.595 1.115 2.49 2.15 0.96 0.09 0.08 0.81 −0.08 −0.38 0.01 0.16 −0.70
300 0.0056 0.530 1.093 2.43 2.12 0.95 0.30 0.07 0.71 −0.33 −0.51 0.03 0.15 −0.34
300 0.0062 0.475 1.043 2.32 2.07 0.90 0.07 0.04 0.53 −0.07 −0.50 0.01 0.13 −0.10
300 0.0069 0.425 1.016 2.31 1.93 1.01 0.54 0.04 0.78 −0.54 −0.53 0.01 0.17 −0.10
300 0.0079 0.375 0.9685 2.04 1.74 0.86 0.28 0.00 0.62 −0.28 −0.54 0.00 0.10 −0.02
300 0.0091 0.325 0.8966 2.02 1.65 0.90 0.42 0.00 0.76 −0.42 −0.63 0.00 0.00 −0.01
300 0.0121 0.245 0.8111 1.68 0.98 1.00 0.72 0.00 0.93 −0.72 −0.58 0.00 0.00 −0.01
400 0.0066 0.595 1.021 2.87 2.55 1.03 0.22 0.10 0.82 0.19 −0.59 0.02 0.14 −0.52
400 0.0074 0.530 1.048 2.73 2.46 1.00 0.28 0.07 0.64 −0.29 −0.49 0.01 0.14 −0.25
400 0.0083 0.475 0.9818 2.82 2.50 1.13 0.61 0.05 0.67 −0.61 −0.20 0.00 0.11 −0.14
400 0.0093 0.425 0.9174 2.65 2.33 1.04 0.52 0.04 0.70 −0.52 −0.43 0.01 0.17 −0.08
400 0.0105 0.375 0.8979 2.32 2.09 0.88 0.20 0.01 0.52 −0.20 −0.47 0.00 0.13 −0.02
400 0.0121 0.325 0.8714 2.34 1.91 1.06 0.66 0.00 0.85 −0.66 −0.54 0.00 0.00 −0.01
400 0.0161 0.245 0.7565 1.65 1.15 0.91 0.59 0.00 0.75 −0.58 −0.47 0.00 0.00 0.00
500 0.0083 0.595 0.9509 3.20 2.94 1.10 0.41 0.10 0.60 −0.22 −0.17 0.02 0.17 −0.50
500 0.0093 0.530 0.9256 3.09 2.88 1.02 0.24 0.07 0.40 −0.08 −0.35 0.01 0.11 −0.15
500 0.0104 0.475 0.9175 3.22 2.96 1.10 0.42 0.06 0.63 −0.27 −0.54 0.01 0.17 −0.07
500 0.0116 0.425 0.8560 3.07 2.82 1.01 0.22 0.03 0.67 −0.15 −0.63 0.01 0.16 −0.06
500 0.0131 0.375 0.8663 2.82 2.51 1.04 0.47 0.01 0.75 −0.51 −0.55 0.00 0.09 −0.02
500 0.0152 0.325 0.7935 2.62 2.42 0.91 0.16 0.00 0.44 0.12 −0.42 0.00 0.00 −0.01
500 0.0201 0.245 0.7274 1.95 1.41 1.00 0.68 0.00 0.89 −0.67 −0.58 0.00 0.00 0.00
650 0.0108 0.595 0.8748 3.49 3.25 1.16 0.40 0.06 0.53 −0.39 −0.20 0.01 0.09 −0.27
650 0.0121 0.530 0.8859 3.43 3.20 1.08 0.16 0.06 0.58 −0.20 −0.52 0.02 0.11 −0.13
650 0.0135 0.475 0.7983 3.66 3.42 1.16 0.39 0.04 0.60 −0.27 −0.52 0.00 0.11 −0.06
650 0.0151 0.425 0.8432 3.31 3.12 1.07 0.17 0.05 0.27 −0.11 −0.15 0.02 0.20 −0.01
650 0.0171 0.375 0.7310 3.39 3.09 1.22 0.67 0.01 0.69 −0.48 −0.48 0.00 0.08 −0.05
650 0.0197 0.325 0.7176 3.12 2.86 1.08 0.42 0.00 0.63 −0.46 −0.44 0.00 0.00 −0.01
650 0.0261 0.245 0.6801 2.07 1.68 0.95 0.54 0.00 0.76 −0.47 −0.59 0.00 0.00 0.00
800 0.0132 0.595 0.8173 4.08 3.81 1.32 0.28 0.11 0.66 0.37 −0.44 0.03 0.16 −0.29
800 0.0149 0.530 0.7529 4.10 3.88 1.22 0.29 0.06 0.49 −0.27 −0.35 0.04 0.12 −0.15
800 0.0166 0.475 0.7075 4.27 4.04 1.30 0.47 0.05 0.50 −0.35 −0.30 0.02 0.16 −0.11
800 0.0185 0.425 0.6978 3.97 3.72 1.24 0.49 0.02 0.62 −0.54 −0.27 0.00 0.13 −0.05
800 0.0210 0.375 0.7056 3.81 3.41 1.52 1.05 0.00 0.72 −0.51 −0.50 0.00 0.05 −0.03
800 0.0242 0.325 0.6539 3.63 3.42 1.16 0.39 0.00 0.37 −0.19 −0.32 0.00 0.00 −0.01
800 0.0322 0.245 0.6030 2.37 1.98 1.12 0.74 0.00 0.67 −0.47 −0.48 0.00 0.00 0.00
Table 22. The NC e+p reduced cross section σ˜NC(y,Q2) for Pe = 0 with statistical (δstat), total (δtot),
total uncorrelated systematic (δunc) errors, two of its contributions from the electron energy error (δEunc) and
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
60 0.0008 0.75 1.436 2.29 1.02 1.84 0.52 0.28 0.92 −0.19 −0.62 0.05 0.19 −0.62
90 0.0012 0.75 1.437 2.05 0.83 1.71 0.31 0.26 0.77 −0.28 −0.45 0.07 0.20 −0.52
120 0.0016 0.75 1.400 2.15 0.93 1.82 0.48 0.28 0.69 −0.09 −0.40 0.05 0.22 −0.50
150 0.0020 0.75 1.313 2.25 1.05 1.89 0.38 0.27 0.61 −0.19 −0.34 0.06 0.22 −0.41
200 0.0026 0.75 1.252 2.48 1.35 2.00 0.49 0.30 0.56 −0.07 −0.35 0.06 0.24 −0.35
250 0.0033 0.75 1.244 2.56 1.54 1.98 0.31 0.32 0.53 −0.13 −0.29 0.08 0.26 −0.32
300 0.0039 0.75 1.192 2.70 1.79 1.96 0.14 0.31 0.51 −0.12 −0.26 0.06 0.28 −0.31
400 0.0052 0.75 1.122 2.81 1.95 1.96 0.26 0.30 0.50 −0.06 −0.35 0.08 0.25 −0.23
500 0.0066 0.75 1.018 2.90 2.16 1.90 0.13 0.25 0.35 −0.11 −0.15 0.09 0.25 −0.13
650 0.0085 0.75 0.9565 3.13 2.45 1.92 0.21 0.21 0.38 0.07 −0.28 0.06 0.23 −0.08
800 0.0105 0.75 0.9329 3.49 2.85 1.97 0.23 0.21 0.39 −0.22 −0.20 0.06 0.25 −0.04
Table 23. The NC e−p reduced cross section σ˜NC(x,Q2) for Pe = 0 with statistical (δstat), total (δtot),
total uncorrelated systematic (δunc) errors, two of its contributions from the electron energy error (δEunc) and
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction charge
asymmetry (δS+cor ) are given. The normalisation and polarisation uncertainties are not included in the errors.




















(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
60 0.0008 0.75 1.453 2.21 0.88 1.86 0.70 0.26 0.81 −0.31 −0.48 0.05 0.17 0.54
90 0.0012 0.75 1.460 1.93 0.72 1.64 0.13 0.26 0.73 −0.21 −0.50 0.07 0.21 0.44
120 0.0016 0.75 1.379 2.04 0.84 1.71 0.36 0.28 0.72 0.10 −0.45 0.07 0.23 0.50
150 0.0020 0.75 1.346 2.14 0.96 1.81 0.42 0.25 0.64 −0.24 −0.36 0.07 0.23 0.41
200 0.0026 0.75 1.289 2.38 1.24 1.94 0.59 0.26 0.61 −0.03 −0.45 0.06 0.21 0.35
250 0.0033 0.75 1.263 2.42 1.43 1.88 0.20 0.30 0.50 −0.18 −0.27 0.05 0.23 0.30
300 0.0039 0.75 1.203 2.53 1.63 1.88 0.05 0.34 0.47 −0.17 −0.23 0.08 0.26 0.25
400 0.0052 0.75 1.162 2.60 1.73 1.89 0.35 0.27 0.42 −0.02 −0.27 0.07 0.28 0.14
500 0.0066 0.75 1.038 2.69 1.94 1.83 0.07 0.23 0.41 −0.16 −0.23 0.07 0.25 0.13
650 0.0085 0.75 0.9795 2.93 2.22 1.87 0.23 0.23 0.46 −0.09 −0.34 0.06 0.27 0.09
800 0.0105 0.75 0.9018 3.31 2.65 1.93 0.21 0.24 0.43 0.07 −0.31 0.08 0.28 0.05
Table 24. The NC e+p reduced cross section σ˜NC(x,Q2) for Pe = 0 with statistical (δstat), total (δtot),
total uncorrelated systematic (δunc) errors, two of its contributions from the electron energy error (δEunc) and
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction charge


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
120 0.0020 1.313 1.61 0.72 0.95 0.49 0.09 1.08 −0.32 −0.63 0.02 0.18 −0.79
120 0.0032 1.184 1.72 1.02 1.15 0.77 0.05 0.78 −0.36 −0.64 0.02 0.20 −0.16
150 0.0032 1.191 1.34 0.61 0.88 0.41 0.06 0.81 −0.32 −0.59 0.02 0.19 −0.41
150 0.0050 1.074 1.69 0.73 1.21 0.90 0.00 0.93 −0.55 −0.74 0.00 0.04 −0.04
150 0.0080 0.9242 2.43 1.00 1.81 1.28 0.96 1.28 −0.82 −0.82 −0.28 −0.46 −0.07
150 0.0130 0.7884 3.81 1.38 2.98 2.68 0.90 1.93 −1.55 −0.74 −0.30 −0.81 −0.10
200 0.0032 1.204 1.60 1.13 0.86 0.14 0.07 0.74 −0.15 −0.51 0.02 0.15 −0.49
200 0.0050 1.075 1.45 0.80 0.95 0.52 0.02 0.75 −0.43 −0.60 0.00 0.13 −0.09
200 0.0080 0.9355 1.82 0.81 1.34 1.07 0.00 0.93 −0.62 −0.70 0.00 0.00 0.00
200 0.0130 0.7699 1.45 0.94 0.83 0.16 0.01 0.73 −0.06 −0.44 −0.04 0.57 −0.01
200 0.0200 0.6787 1.63 1.02 1.05 0.63 0.14 0.71 −0.46 −0.41 −0.06 0.34 −0.01
200 0.0320 0.5663 2.02 1.16 1.41 0.98 0.53 0.88 −0.53 −0.67 −0.19 0.07 0.00
200 0.0500 0.5139 2.74 1.36 1.72 1.46 0.04 1.64 −0.86 −0.69 −0.16 1.20 0.00
200 0.0800 0.4301 3.25 1.42 2.17 1.93 0.19 1.96 −1.15 −0.76 −0.09 1.40 −0.01
200 0.1300 0.3527 3.22 1.68 2.15 1.35 1.10 1.71 −0.82 −0.98 −0.28 −1.11 0.00
200 0.1800 0.3006 4.08 2.27 2.74 1.26 1.90 2.01 −0.87 −1.08 −0.43 −1.40 0.00
250 0.0050 1.089 1.41 0.93 0.86 0.33 0.06 0.61 −0.32 −0.40 0.02 0.18 −0.27
250 0.0080 0.9371 1.57 0.91 1.00 0.59 0.00 0.79 −0.55 −0.56 0.00 0.03 −0.01
250 0.0130 0.7965 1.96 1.00 1.23 0.90 0.20 1.15 0.49 −0.66 0.03 0.80 −0.02
250 0.0200 0.6722 1.93 1.03 1.25 0.91 0.23 1.06 0.33 −0.54 0.06 0.85 −0.01
250 0.0320 0.5724 2.02 1.08 1.35 1.07 0.10 1.03 0.49 −0.61 −0.09 0.67 0.00
250 0.0500 0.4843 2.24 1.23 1.34 1.02 0.11 1.30 0.40 −0.53 −0.09 1.12 0.00
250 0.0800 0.4179 2.75 1.26 1.09 0.56 0.26 2.19 0.27 −0.51 −0.03 2.11 0.00
250 0.1300 0.3581 2.35 1.28 1.75 1.08 0.68 0.93 0.52 −0.59 −0.22 −0.44 0.00
250 0.1800 0.3014 4.00 1.77 2.69 1.69 1.56 2.37 1.05 −0.76 −0.35 −1.95 0.00
300 0.0050 1.117 1.92 1.56 0.91 0.19 0.07 0.65 −0.20 −0.48 0.03 0.16 −0.35
300 0.0080 0.9592 1.51 1.06 0.86 0.31 0.02 0.64 −0.31 −0.55 0.01 0.10 −0.07
300 0.0130 0.7987 1.77 1.06 1.10 0.73 0.00 0.90 −0.72 −0.55 0.00 0.00 0.00
300 0.0200 0.6846 1.84 1.18 1.04 0.61 0.16 0.95 0.47 −0.56 0.02 0.61 −0.02
300 0.0320 0.5763 1.98 1.24 1.18 0.83 0.04 1.00 0.49 −0.56 −0.05 0.66 0.00
300 0.0500 0.4893 2.36 1.35 1.42 1.12 0.16 1.31 0.60 −0.66 −0.08 0.95 0.00
300 0.0800 0.4165 2.95 1.43 1.39 1.03 0.24 2.17 0.42 −0.66 −0.05 2.02 −0.01
300 0.1300 0.3516 2.58 1.43 1.85 1.34 0.42 1.10 0.68 −0.66 −0.17 0.52 0.00
300 0.1800 0.2905 4.57 1.90 3.05 2.16 1.63 2.82 1.34 −0.90 −0.38 −2.28 0.00
300 0.4000 0.1454 6.46 2.25 3.50 2.29 1.97 4.94 1.32 −0.95 −0.38 −4.65 0.00
400 0.0080 1.009 1.70 1.30 0.91 0.38 0.05 0.60 −0.33 −0.43 0.01 0.15 −0.20
400 0.0130 0.8332 1.72 1.25 0.94 0.46 0.00 0.71 −0.45 −0.54 0.00 0.03 −0.02
400 0.0200 0.6936 2.07 1.29 1.24 0.92 0.00 1.03 −0.91 −0.49 0.00 0.00 0.00
400 0.0320 0.5913 1.90 1.36 0.96 0.47 0.03 0.91 0.46 −0.47 −0.04 0.62 0.00
400 0.0500 0.4839 2.04 1.52 1.07 0.51 0.38 0.83 0.50 −0.38 −0.12 0.53 −0.01
400 0.0800 0.4096 2.60 1.62 1.00 0.27 0.33 1.77 0.23 −0.34 0.04 1.73 0.00
400 0.1300 0.3591 2.44 1.62 1.39 0.67 0.20 1.19 0.59 −0.52 −0.13 0.88 0.00
400 0.1800 0.2993 4.20 1.99 2.44 1.08 1.70 2.78 1.01 −0.51 −0.43 −2.50 0.00
400 0.4000 0.1440 7.04 2.64 3.23 1.34 2.25 5.68 1.26 −0.66 −0.35 −5.49 0.00
500 0.0080 0.9703 2.40 2.15 0.95 0.18 0.07 0.51 −0.23 −0.38 0.02 0.15 −0.19
500 0.0130 0.8618 1.87 1.54 0.90 0.33 0.03 0.55 −0.26 −0.48 0.00 0.08 −0.06
500 0.0200 0.7087 2.07 1.53 1.11 0.70 0.00 0.83 −0.70 −0.45 0.00 0.00 0.00
500 0.0320 0.6061 2.09 1.57 1.03 0.50 0.26 0.92 0.51 −0.37 0.06 0.67 0.00
500 0.0500 0.5288 2.18 1.66 1.10 0.62 0.23 0.88 0.63 −0.38 −0.11 0.47 0.00
500 0.0800 0.4184 2.64 1.87 1.06 0.52 0.13 1.53 0.52 −0.47 0.01 1.36 0.00
500 0.1300 0.3636 2.92 2.17 1.33 0.55 0.05 1.43 0.55 −0.43 −0.07 1.25 0.00
500 0.1800 0.3247 3.17 2.34 1.83 0.87 0.86 1.09 0.87 −0.58 −0.30 −0.11 0.00
500 0.2500 0.2483 5.10 2.77 2.52 1.06 1.73 3.46 1.06 −0.55 −0.42 −3.22 0.00
650 0.0130 0.8722 2.03 1.73 0.96 0.41 0.05 0.45 −0.26 −0.31 0.02 0.14 −0.13
650 0.0200 0.7433 2.17 1.79 1.01 0.48 0.01 0.71 −0.49 −0.52 0.00 0.03 −0.01
650 0.0320 0.6288 2.51 1.85 1.34 0.98 0.00 1.04 −0.92 −0.50 0.00 0.00 0.00
650 0.0500 0.5264 2.40 1.95 1.10 0.60 0.08 0.89 0.68 −0.38 −0.07 0.42 0.00
650 0.0800 0.4200 2.73 2.22 1.08 0.47 0.12 1.18 0.52 −0.32 −0.07 1.01 0.00
650 0.1300 0.3491 3.25 2.54 1.42 0.63 0.17 1.46 0.66 −0.43 −0.08 1.23 0.00
650 0.1800 0.3167 3.22 2.63 1.64 0.74 0.40 0.87 0.76 −0.37 −0.15 0.15 0.00
650 0.2500 0.2464 5.05 3.33 2.48 1.20 1.53 2.88 1.17 −0.48 −0.39 −2.56 0.00
650 0.4000 0.1183 7.48 5.00 3.52 1.60 2.28 4.29 1.61 −0.72 −0.54 −3.88 0.00
Table 25. The NC e−p reduced cross section σ˜NC(x,Q2) for Pe = 0 with statistical (δstat), total (δtot),
total uncorrelated systematic (δunc) errors, two of its contributions from the electron energy error (δEunc) and
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )
are given. The normalisation and polarisation uncertainties are not included in the errors. The table continues


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
800 0.0130 0.8721 3.12 2.91 1.05 0.21 0.08 0.42 0.10 −0.35 0.02 0.18 −0.12
800 0.0200 0.7107 2.37 2.09 1.03 0.48 0.02 0.44 −0.27 −0.34 0.00 0.08 −0.05
800 0.0320 0.6105 2.67 2.20 1.30 0.88 0.00 0.77 −0.62 −0.47 0.00 0.00 0.00
800 0.0500 0.5357 2.57 2.27 1.00 0.24 0.11 0.65 0.41 −0.29 −0.02 0.42 −0.02
800 0.0800 0.4131 3.01 2.57 1.12 0.41 0.21 1.08 0.59 −0.45 −0.06 0.78 0.00
800 0.1300 0.3417 3.64 3.08 1.38 0.36 0.21 1.37 0.58 −0.38 −0.04 1.19 0.00
800 0.1800 0.3115 3.81 3.24 1.75 0.67 0.67 0.97 0.83 −0.40 −0.21 0.19 0.00
800 0.2500 0.2344 4.70 3.81 2.10 0.71 1.13 1.78 0.90 −0.33 −0.24 −1.48 0.00
800 0.4000 0.1288 8.54 5.03 4.06 1.61 2.94 5.58 1.71 −0.66 −0.79 −5.21 0.00
1000 0.0130 0.8320 3.50 2.87 1.54 0.27 0.22 1.26 −0.03 −0.20 0.05 0.18 −1.23
1000 0.0200 0.7428 2.64 2.42 0.98 0.33 0.05 0.44 −0.19 −0.37 0.01 0.11 −0.11
1000 0.0320 0.6432 2.70 2.42 1.08 0.57 0.00 0.53 −0.29 −0.44 0.00 0.01 0.00
1000 0.0500 0.4971 3.14 2.63 1.45 1.09 0.00 0.92 −0.64 −0.66 0.00 0.00 0.00
1000 0.0800 0.4223 3.16 2.87 1.02 0.21 0.17 0.83 0.25 −0.26 0.07 0.75 0.00
1000 0.1300 0.3452 3.90 3.41 1.35 0.26 0.23 1.32 0.41 −0.31 −0.12 1.20 0.00
1000 0.1800 0.3367 3.87 3.38 1.67 0.65 0.55 0.85 0.63 −0.40 −0.21 0.35 0.00
1000 0.2500 0.2619 4.54 3.80 2.03 0.82 0.97 1.44 0.93 −0.38 −0.31 −0.97 0.00
1000 0.4000 0.1253 8.71 5.47 4.20 1.96 2.99 5.31 1.61 −0.53 −0.61 −4.99 0.00
1200 0.0130 0.8623 5.36 4.65 2.03 0.09 0.25 1.73 0.23 0.15 0.05 0.20 −1.70
1200 0.0200 0.7572 3.22 2.99 1.11 0.17 0.08 0.43 −0.11 −0.28 0.02 0.11 −0.29
1200 0.0320 0.6579 2.94 2.74 0.94 0.36 0.02 0.52 −0.27 −0.45 0.00 0.06 −0.01
1200 0.0500 0.5236 3.19 2.90 1.19 0.80 0.00 0.60 −0.42 −0.43 0.00 0.00 0.00
1200 0.0800 0.4463 3.45 3.10 1.31 0.93 0.20 0.79 0.59 −0.27 −0.13 0.42 0.00
1200 0.1300 0.3428 4.64 4.31 1.44 0.75 0.06 0.95 0.48 −0.17 −0.03 0.80 0.00
1200 0.1800 0.3026 4.39 3.97 1.69 0.93 0.38 0.80 0.61 −0.28 −0.14 0.41 0.00
1200 0.2500 0.2140 5.10 4.63 1.99 1.15 0.69 0.83 0.75 −0.28 −0.19 −0.17 0.00
1200 0.4000 0.1249 8.54 5.78 4.29 2.60 2.69 4.59 1.67 −0.33 −0.69 −4.20 0.00
1500 0.0200 0.7724 4.08 3.59 1.66 0.10 0.16 0.99 0.14 −0.27 0.03 0.15 −0.93
1500 0.0320 0.6540 3.57 3.40 1.01 0.35 0.05 0.47 −0.36 −0.27 0.01 0.12 −0.05
1500 0.0500 0.5406 3.60 3.34 1.21 0.79 0.00 0.57 −0.39 −0.42 0.00 0.01 0.00
1500 0.0800 0.4800 3.66 3.42 1.16 0.68 0.09 0.65 0.39 −0.17 0.00 0.48 0.00
1500 0.1300 0.3415 5.10 4.77 1.57 0.91 0.17 0.87 0.63 −0.22 −0.07 0.55 0.00
1500 0.1800 0.2914 5.06 4.62 1.80 1.12 0.22 1.00 0.63 −0.18 −0.13 0.74 0.00
1500 0.2500 0.2344 5.50 4.96 2.20 1.35 0.89 0.88 0.72 −0.15 −0.22 −0.43 0.00
1500 0.4000 0.1208 9.06 7.42 3.87 2.32 2.23 3.45 1.43 −0.33 −0.59 −3.06 0.00
1500 0.6500 0.01387 18.01 12.53 6.95 4.57 4.52 10.90 3.07 −0.44 −0.97 −10.41 0.00
2000 0.0219 0.8405 6.23 5.59 2.19 0.25 0.19 1.66 0.16 −0.20 0.04 0.20 −1.63
2000 0.0320 0.6258 4.32 4.06 1.41 0.20 0.10 0.47 −0.10 −0.39 0.03 0.14 −0.21
2000 0.0500 0.5298 4.26 4.10 1.08 0.45 0.02 0.43 −0.30 −0.31 0.01 0.04 −0.02
2000 0.0800 0.4349 4.41 4.15 1.31 0.80 0.00 0.71 −0.55 −0.45 0.00 0.00 0.00
2000 0.1300 0.3449 5.37 5.09 1.53 0.72 0.11 0.80 0.39 −0.22 0.07 0.65 0.00
2000 0.1800 0.2915 5.89 5.43 2.06 1.43 0.29 0.98 0.80 −0.26 −0.13 0.50 0.00
2000 0.2500 0.2398 6.07 5.62 2.14 1.33 0.64 0.86 0.76 −0.28 −0.18 −0.22 0.00
2000 0.4000 0.1221 8.46 7.14 3.63 2.22 1.84 2.75 1.33 −0.11 −0.51 −2.35 0.00
2000 0.6500 0.009670 21.36 16.95 7.85 5.10 5.25 10.35 2.65 −0.48 −1.07 −9.94 0.00
3000 0.0320 0.7040 4.25 3.80 1.74 0.18 0.11 0.74 −0.12 −0.29 0.02 0.11 −0.66
3000 0.0500 0.5792 3.61 3.33 1.34 0.18 0.06 0.37 −0.09 −0.34 0.02 0.08 −0.06
3000 0.0800 0.4805 3.88 3.65 1.23 0.50 0.00 0.51 −0.31 −0.40 0.00 0.01 0.00
3000 0.1300 0.3877 4.75 4.41 1.63 0.86 0.00 0.62 −0.50 −0.36 0.00 0.00 0.00
3000 0.1800 0.2895 5.45 5.07 1.81 1.09 0.19 0.84 0.62 −0.11 −0.07 0.56 0.00
3000 0.2500 0.2321 5.69 5.21 2.11 1.42 0.39 0.91 0.86 −0.07 −0.12 0.26 0.00
3000 0.4000 0.1124 7.82 6.48 3.76 2.58 1.70 2.23 1.58 −0.18 −0.42 −1.51 0.00
3000 0.6500 0.01050 17.55 13.52 7.22 4.58 4.93 8.56 2.79 −0.21 −1.37 −7.97 0.00
5000 0.0547 0.6174 5.46 5.07 1.90 0.12 0.13 0.69 0.05 −0.36 0.03 0.13 −0.57
5000 0.0800 0.5100 4.26 3.98 1.50 0.19 0.05 0.36 −0.20 −0.28 0.01 0.07 −0.11
5000 0.1300 0.4498 4.79 4.46 1.70 0.28 0.01 0.45 0.24 −0.38 0.00 0.01 −0.01
5000 0.1800 0.3628 5.45 5.15 1.75 0.27 0.00 0.38 −0.17 −0.34 0.00 0.00 0.00
5000 0.2500 0.2268 8.07 7.73 2.19 1.11 0.00 0.82 0.81 −0.12 0.00 0.00 0.00
5000 0.4000 0.1141 8.67 7.82 3.34 1.88 1.42 1.66 1.31 −0.04 −0.46 −0.90 0.00
5000 0.6500 0.01375 16.53 13.90 6.85 4.13 4.61 5.75 2.45 0.20 −1.16 −5.07 0.00
8000 0.0875 0.6162 7.97 7.49 2.49 0.39 0.09 1.09 0.22 −0.35 0.02 0.11 −1.00
8000 0.1300 0.5010 6.40 5.98 2.23 0.28 0.03 0.43 −0.19 −0.29 0.01 0.06 −0.25
8000 0.1800 0.3708 6.96 6.61 2.14 0.16 0.02 0.36 −0.05 −0.36 0.01 0.02 0.00
8000 0.2500 0.2533 8.02 7.62 2.46 1.04 0.00 0.52 0.52 0.03 0.00 0.00 0.00
8000 0.4000 0.1138 11.63 10.50 4.51 3.51 0.00 2.16 2.09 0.53 0.00 0.00 0.00
8000 0.6500 0.01193 18.53 16.94 6.54 4.19 3.75 3.66 2.39 0.23 −0.87 −2.63 0.00
12000 0.1300 0.6999 13.48 12.90 3.66 0.51 0.13 1.42 0.34 −0.30 0.04 0.12 −1.34
12000 0.1800 0.4797 8.61 8.32 2.20 0.17 0.08 0.38 −0.03 −0.31 0.03 0.10 −0.19
12000 0.2500 0.3018 9.61 9.27 2.47 1.05 0.02 0.50 0.48 −0.13 0.01 0.03 0.00
12000 0.4000 0.1878 11.98 10.80 4.89 4.02 0.00 1.79 1.68 0.60 0.00 0.00 0.00
12000 0.6500 0.01352 24.68 23.62 6.34 4.68 3.06 3.31 2.56 0.45 −0.84 −1.86 0.00
20000 0.2500 0.4615 12.77 12.42 2.81 1.17 0.08 0.93 0.43 −0.17 0.03 0.06 −0.81
20000 0.4000 0.2125 14.46 13.68 4.57 3.59 0.03 1.03 1.02 0.12 0.01 0.03 −0.11
20000 0.6500 0.01647 39.16 35.42 15.88 15.54 0.00 5.20 4.46 2.67 0.00 0.00 0.00
30000 0.4000 0.1903 28.38 27.72 5.74 3.39 0.14 2.13 1.05 −0.25 0.03 0.09 −1.83
30000 0.6500 0.03988 33.85 31.66 11.35 10.79 0.00 3.90 3.42 1.86 0.00 0.01 0.00



























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
120 0.0020 1.334 1.49 0.65 0.80 0.43 0.09 1.08 −0.26 −0.65 0.02 0.18 −0.80
120 0.0032 1.194 1.63 0.94 1.03 0.73 0.03 0.84 −0.46 −0.67 0.01 0.18 −0.10
150 0.0032 1.211 1.25 0.55 0.80 0.49 0.06 0.78 −0.36 −0.53 0.01 0.18 −0.41
150 0.0050 1.075 1.53 0.66 1.09 0.87 0.00 0.84 −0.53 −0.65 0.00 0.04 −0.03
150 0.0080 0.9323 2.44 0.91 1.89 1.53 0.85 1.25 −1.00 −0.56 −0.24 −0.44 −0.05
150 0.0130 0.7854 3.75 1.28 2.72 2.39 1.01 2.25 −1.45 −1.37 −0.37 −0.97 −0.01
200 0.0032 1.218 1.55 1.04 0.74 0.13 0.08 0.88 −0.11 −0.63 0.02 0.18 −0.58
200 0.0050 1.085 1.33 0.72 0.84 0.53 0.03 0.74 −0.40 −0.61 0.01 0.12 −0.07
200 0.0080 0.9394 1.75 0.73 1.24 1.05 0.00 0.99 −0.59 −0.80 0.00 0.00 −0.01
200 0.0130 0.7867 1.30 0.83 0.68 0.02 0.02 0.73 −0.09 −0.40 −0.03 0.60 −0.01
200 0.0200 0.6805 1.55 0.91 1.00 0.72 0.02 0.75 −0.41 −0.49 −0.09 0.38 −0.01
200 0.0320 0.5756 1.91 1.05 1.34 0.99 0.54 0.85 −0.61 −0.55 −0.17 0.13 0.00
200 0.0500 0.5051 2.79 1.20 1.83 1.66 0.04 1.73 −1.05 −0.80 −0.08 1.11 0.00
200 0.0800 0.4300 3.12 1.32 2.00 1.80 0.17 1.99 −1.18 −0.74 −0.15 1.41 0.00
200 0.1300 0.3560 3.20 1.48 2.25 1.67 0.96 1.73 −0.97 −0.90 −0.27 −1.08 0.00
200 0.1800 0.3085 4.00 1.99 2.88 1.61 1.90 1.94 −0.88 −1.04 −0.34 −1.34 0.00
250 0.0050 1.103 1.27 0.84 0.72 0.29 0.06 0.63 −0.28 −0.45 0.01 0.16 −0.30
250 0.0080 0.9437 1.43 0.82 0.91 0.61 0.00 0.73 −0.53 −0.50 0.00 0.03 −0.02
250 0.0130 0.7952 1.83 0.92 1.15 0.91 0.21 1.09 0.48 −0.60 0.03 0.77 −0.02
250 0.0200 0.6829 1.92 0.93 1.29 1.07 0.19 1.07 0.49 −0.66 −0.02 0.68 −0.01
250 0.0320 0.5697 1.82 0.98 1.14 0.90 0.04 1.03 0.36 −0.48 0.01 0.83 0.00
250 0.0500 0.4946 2.21 1.07 1.15 0.89 0.10 1.55 0.39 −0.57 −0.09 1.39 0.00
250 0.0800 0.4294 2.67 1.11 0.98 0.56 0.20 2.22 0.31 −0.51 −0.05 2.14 0.00
250 0.1300 0.3623 2.31 1.20 1.72 1.13 0.68 0.98 0.51 −0.57 −0.23 −0.56 0.00
250 0.1800 0.2930 3.91 1.62 2.71 1.73 1.61 2.31 1.03 −0.78 −0.34 −1.88 0.00
300 0.0050 1.115 1.79 1.44 0.81 0.28 0.07 0.68 −0.28 −0.37 0.02 0.15 −0.48
300 0.0080 0.9575 1.38 0.96 0.73 0.30 0.02 0.67 −0.30 −0.59 0.00 0.10 −0.05
300 0.0130 0.7917 1.59 0.97 0.93 0.63 0.00 0.84 −0.62 −0.57 0.00 0.00 −0.01
300 0.0200 0.6989 1.63 1.07 0.88 0.53 0.12 0.86 0.36 −0.46 −0.01 0.64 −0.02
300 0.0320 0.5730 1.83 1.13 1.09 0.83 0.09 0.95 0.43 −0.55 −0.02 0.64 −0.01
300 0.0500 0.4888 2.15 1.23 1.23 0.98 0.14 1.26 0.49 −0.54 −0.05 1.03 0.00
300 0.0800 0.4330 2.92 1.26 1.37 1.08 0.30 2.25 0.51 −0.69 −0.06 2.08 −0.01
300 0.1300 0.3646 2.58 1.30 1.86 1.40 0.51 1.23 0.68 −0.73 −0.20 0.69 0.00
300 0.1800 0.3022 4.42 1.68 2.89 2.01 1.61 2.89 1.07 −0.68 −0.30 −2.58 0.00
300 0.4000 0.1479 6.45 2.13 3.67 2.40 2.17 4.86 1.34 −1.02 −0.45 −4.53 0.00
400 0.0080 0.9823 1.51 1.19 0.74 0.26 0.06 0.58 −0.27 −0.44 0.01 0.14 −0.22
400 0.0130 0.8346 1.54 1.12 0.82 0.45 0.01 0.67 −0.45 −0.49 0.00 0.03 −0.01
400 0.0200 0.6979 1.92 1.17 1.11 0.86 0.00 1.04 −0.86 −0.58 0.00 0.00 0.00
400 0.0320 0.5861 1.81 1.26 0.88 0.49 0.15 0.95 0.48 −0.48 −0.03 0.66 −0.01
400 0.0500 0.4898 1.99 1.38 1.04 0.67 0.32 0.99 0.64 −0.49 −0.09 0.57 0.00
400 0.0800 0.4217 2.63 1.46 0.90 0.25 0.38 1.99 0.22 −0.30 −0.02 1.96 0.00
400 0.1300 0.3518 2.27 1.43 1.35 0.64 0.40 1.14 0.59 −0.47 −0.16 0.85 0.00
400 0.1800 0.3007 4.28 1.86 2.40 1.11 1.68 3.02 1.04 −0.56 −0.38 −2.75 0.00
400 0.4000 0.1464 6.80 2.35 3.22 1.37 2.28 5.51 1.28 −0.78 −0.46 −5.28 0.00
500 0.0080 0.9650 2.24 1.98 0.87 0.31 0.09 0.57 −0.15 −0.42 0.01 0.16 −0.32
500 0.0130 0.8515 1.67 1.39 0.76 0.29 0.02 0.52 −0.24 −0.46 0.01 0.09 −0.04
500 0.0200 0.7287 1.90 1.40 0.97 0.65 0.00 0.83 −0.64 −0.54 0.00 0.00 0.00
500 0.0320 0.5984 1.96 1.48 0.91 0.41 0.36 0.90 0.42 −0.37 0.07 0.70 −0.01
500 0.0500 0.5193 2.10 1.53 1.06 0.68 0.30 0.97 0.68 −0.49 −0.16 0.46 0.00
500 0.0800 0.4325 2.49 1.65 0.90 0.34 0.28 1.63 0.34 −0.33 0.06 1.56 0.00
500 0.1300 0.3780 2.83 1.90 1.30 0.65 0.04 1.65 0.65 −0.53 −0.07 1.41 0.00
500 0.1800 0.3072 2.91 2.13 1.73 0.78 0.86 0.96 0.78 −0.42 −0.22 −0.30 0.00
500 0.2500 0.2451 5.72 2.63 2.76 1.22 2.02 4.27 1.22 −0.55 −0.42 −4.03 0.00
650 0.0130 0.8403 1.81 1.58 0.76 0.18 0.05 0.43 −0.16 −0.37 0.01 0.12 −0.11
650 0.0200 0.7202 2.02 1.65 0.95 0.58 0.00 0.67 −0.41 −0.53 0.00 0.02 −0.02
650 0.0320 0.6338 2.30 1.70 1.17 0.87 0.00 1.01 −0.82 −0.58 0.00 0.00 0.00
650 0.0500 0.5105 2.26 1.80 1.02 0.63 0.11 0.92 0.69 −0.35 0.06 0.49 0.00
650 0.0800 0.4128 2.67 2.01 0.97 0.48 0.11 1.46 0.50 −0.50 0.06 1.28 0.00
650 0.1300 0.3681 3.08 2.31 1.31 0.59 0.05 1.57 0.64 −0.21 −0.10 1.41 0.00
650 0.1800 0.3309 2.94 2.33 1.56 0.64 0.50 0.89 0.66 −0.46 −0.25 0.28 0.00
650 0.2500 0.2360 5.10 2.97 2.51 1.30 1.58 3.29 1.32 −0.55 −0.38 −2.93 0.00
650 0.4000 0.1328 7.39 4.22 3.65 1.44 2.61 4.84 1.46 −0.58 −0.59 −4.54 0.00
Table 26. The NC e+p reduced cross section σ˜NC(x,Q2) for Pe = 0 with statistical (δstat), total (δtot),
total uncorrelated systematic (δunc) errors, two of its contributions from the electron energy error (δEunc) and
the hadronic energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc.
In addition the correlated systematic (δcor) and its contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )
are given. The normalisation and polarisation uncertainties are not included in the errors. The table continues


























(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
800 0.0130 0.8056 2.83 2.60 0.96 0.17 0.08 0.53 −0.29 −0.36 0.03 0.14 −0.21
800 0.0200 0.6896 2.14 1.89 0.89 0.43 0.02 0.46 −0.29 −0.35 0.00 0.08 −0.05
800 0.0320 0.6051 2.38 1.99 1.11 0.73 0.00 0.70 −0.51 −0.48 0.00 0.00 0.00
800 0.0500 0.5182 2.44 2.13 0.91 0.23 0.22 0.76 0.37 −0.29 0.13 0.58 0.00
800 0.0800 0.4481 2.74 2.26 1.07 0.48 0.28 1.13 0.73 −0.43 −0.12 0.73 0.00
800 0.1300 0.3511 3.39 2.66 1.33 0.44 0.19 1.63 0.63 −0.52 −0.09 1.40 0.00
800 0.1800 0.3203 3.32 2.76 1.59 0.58 0.53 0.92 0.70 −0.47 −0.14 0.33 0.00
800 0.2500 0.2364 4.48 3.27 2.26 0.96 1.33 2.07 1.04 −0.44 −0.43 −1.68 0.00
800 0.4000 0.1200 8.56 4.81 4.02 2.02 2.66 5.83 1.97 −0.56 −0.63 −5.42 0.00
1000 0.0130 0.7857 3.27 2.66 1.45 0.14 0.24 1.24 −0.10 −0.29 0.04 0.21 −1.18
1000 0.0200 0.7184 2.41 2.20 0.85 0.31 0.05 0.48 −0.22 −0.39 0.01 0.13 −0.12
1000 0.0320 0.6057 2.48 2.18 1.02 0.65 0.00 0.57 −0.41 −0.39 0.00 0.01 −0.01
1000 0.0500 0.5105 2.90 2.34 1.49 1.24 0.00 0.84 −0.69 −0.48 0.00 0.00 0.00
1000 0.0800 0.4320 2.84 2.56 1.04 0.50 0.29 0.64 0.38 −0.22 −0.13 0.44 −0.01
1000 0.1300 0.3352 3.73 3.27 1.26 0.30 0.22 1.27 0.30 0.14 0.09 1.23 0.00
1000 0.1800 0.2953 3.66 3.26 1.44 0.33 0.39 0.84 0.46 −0.33 −0.20 0.59 0.00
1000 0.2500 0.2407 4.38 3.61 2.01 0.83 1.05 1.46 0.98 −0.43 −0.21 −0.98 0.00
1000 0.4000 0.1273 8.40 5.95 3.66 1.38 2.63 4.66 1.40 −0.41 −0.63 −4.37 0.00
1200 0.0130 0.8194 5.30 4.39 2.11 0.13 0.30 2.09 −0.14 −0.22 0.06 0.23 −2.06
1200 0.0200 0.6982 2.98 2.78 0.98 0.13 0.08 0.40 0.08 −0.29 0.02 0.12 −0.23
1200 0.0320 0.5986 2.74 2.56 0.85 0.43 0.02 0.46 −0.24 −0.39 0.00 0.06 −0.01
1200 0.0500 0.5067 3.00 2.63 1.24 0.98 0.00 0.74 −0.57 −0.47 0.00 0.00 −0.01
1200 0.0800 0.4254 3.16 2.84 1.14 0.80 0.11 0.78 0.56 −0.30 −0.09 0.45 0.00
1200 0.1300 0.3382 3.90 3.47 1.52 1.01 0.13 0.91 0.59 −0.29 −0.05 0.63 0.00
1200 0.1800 0.3154 4.28 3.83 1.45 0.71 0.05 1.22 0.53 −0.30 −0.14 1.04 −0.01
1200 0.2500 0.2462 4.77 4.12 2.18 1.38 0.97 1.00 0.83 −0.28 −0.28 −0.41 0.00
1200 0.4000 0.1067 8.83 5.68 4.30 2.61 2.74 5.22 1.66 −0.52 −0.57 −4.88 0.00
1500 0.0200 0.6717 3.95 3.49 1.62 0.13 0.21 0.89 0.23 −0.27 0.05 0.20 −0.79
1500 0.0320 0.5863 3.46 3.33 0.85 0.25 0.05 0.45 −0.25 −0.36 0.02 0.11 −0.03
1500 0.0500 0.5213 3.21 3.00 1.00 0.62 0.00 0.51 −0.29 −0.42 0.00 0.02 0.00
1500 0.0800 0.4430 3.61 3.31 1.25 0.94 0.04 0.74 0.59 −0.19 −0.10 0.38 0.00
1500 0.1300 0.3287 4.36 4.01 1.49 0.86 0.06 0.85 0.51 −0.25 0.06 0.64 0.00
1500 0.1800 0.2974 4.50 4.10 1.53 0.80 0.04 1.07 0.53 −0.20 0.05 0.91 0.00
1500 0.2500 0.2276 5.16 4.46 2.38 1.56 1.11 1.06 0.94 −0.19 −0.37 −0.26 0.00
1500 0.4000 0.1214 7.74 5.75 3.63 2.15 2.05 3.70 1.21 −0.24 −0.51 −3.45 0.00
1500 0.6500 0.01480 16.82 10.87 7.13 4.51 4.88 10.67 2.81 −0.32 −1.00 −10.24 0.00
2000 0.0219 0.6850 6.33 5.63 2.40 0.55 0.21 1.62 0.24 −0.14 0.05 0.20 −1.58
2000 0.0320 0.5398 4.19 3.94 1.33 0.22 0.09 0.50 −0.17 −0.41 0.02 0.11 −0.20
2000 0.0500 0.5250 3.82 3.67 1.01 0.42 0.01 0.37 −0.25 −0.26 0.00 0.04 0.00
2000 0.0800 0.4199 4.01 3.73 1.28 0.89 0.00 0.75 −0.46 −0.60 0.00 0.00 0.00
2000 0.1300 0.3413 5.26 4.96 1.60 1.00 0.10 0.73 0.47 −0.21 −0.09 0.51 0.00
2000 0.1800 0.2973 5.19 4.80 1.50 0.58 0.25 1.26 0.43 −0.28 0.19 1.14 0.00
2000 0.2500 0.2331 5.64 4.98 2.39 1.66 0.91 1.14 1.07 −0.29 −0.23 −0.01 0.00
2000 0.4000 0.1250 8.10 6.30 3.94 2.57 2.09 3.23 1.61 −0.27 −0.62 −2.71 0.00
2000 0.6500 0.01368 18.37 12.83 7.46 4.72 5.11 10.82 2.84 −0.28 −1.06 −10.38 0.00
3000 0.0320 0.5847 4.22 3.74 1.72 0.20 0.13 0.93 0.05 −0.27 0.03 0.13 −0.88
3000 0.0500 0.4979 3.48 3.23 1.26 0.22 0.07 0.35 −0.07 −0.33 0.02 0.09 −0.06
3000 0.0800 0.4309 3.65 3.42 1.15 0.52 0.01 0.56 −0.33 −0.45 0.00 0.02 −0.01
3000 0.1300 0.3349 4.49 4.18 1.50 0.73 0.00 0.65 −0.50 −0.42 0.00 0.00 0.00
3000 0.1800 0.2973 5.61 5.17 1.95 1.41 0.05 0.95 0.78 −0.15 −0.04 0.53 0.00
3000 0.2500 0.2221 5.14 4.66 1.95 1.32 0.20 0.97 0.76 −0.10 −0.10 0.58 0.00
3000 0.4000 0.1191 7.27 5.62 3.86 2.62 1.91 2.54 1.51 −0.10 −0.50 −1.98 0.00
3000 0.6500 0.01256 16.63 11.50 7.93 5.27 5.35 9.02 3.30 −0.26 −1.39 −8.28 0.00
5000 0.0547 0.4615 5.59 5.08 2.01 0.52 0.11 1.18 0.16 −0.33 0.05 0.10 −1.12
5000 0.0800 0.4038 4.20 3.93 1.44 0.15 0.06 0.38 −0.11 −0.33 0.02 0.07 −0.15
5000 0.1300 0.3351 4.96 4.63 1.68 0.36 0.00 0.54 0.27 −0.46 0.00 0.02 0.00
5000 0.1800 0.2902 5.45 5.14 1.75 0.49 0.00 0.50 −0.31 −0.39 0.00 0.00 0.00
5000 0.2500 0.2126 6.47 6.13 1.97 0.71 0.00 0.55 0.54 −0.08 0.00 0.00 0.00
5000 0.4000 0.1030 8.32 7.49 3.32 1.90 1.42 1.45 1.19 0.05 −0.43 −0.69 0.00
5000 0.6500 0.009650 17.88 15.48 6.50 3.98 4.26 6.14 2.06 −0.07 −1.19 −5.66 0.00
8000 0.0875 0.3440 9.35 8.73 2.69 0.33 0.11 2.01 0.13 −0.24 0.05 0.09 −1.99
8000 0.1300 0.2846 7.38 7.00 2.29 0.34 0.06 0.45 −0.20 −0.33 0.02 0.07 −0.23
8000 0.1800 0.2586 7.39 7.05 2.17 0.29 0.01 0.48 0.18 −0.44 0.00 0.02 0.00
8000 0.2500 0.2164 9.14 8.83 2.30 0.56 0.00 0.49 0.43 −0.25 0.00 0.00 0.00
8000 0.4000 0.09858 11.16 10.12 4.30 3.21 0.00 1.89 1.84 0.42 0.00 0.00 0.00
8000 0.6500 0.01341 17.48 15.28 7.24 4.89 4.15 4.42 2.67 0.25 −1.14 −3.32 0.00
12000 0.1300 0.2077 20.59 19.89 5.03 0.64 0.10 1.66 −0.76 −0.46 0.03 0.09 −1.40
12000 0.1800 0.2120 11.71 11.41 2.45 0.63 0.07 0.93 0.31 −0.46 0.02 0.08 −0.75
12000 0.2500 0.1536 12.11 11.86 2.40 0.88 0.02 0.52 0.41 −0.32 0.00 0.04 0.00
12000 0.4000 0.09789 14.69 13.91 4.47 3.53 0.00 1.56 1.51 0.38 0.00 0.00 0.00
12000 0.6500 0.01541 22.64 21.37 6.72 5.23 3.04 3.30 2.78 0.26 −0.75 −1.59 0.00
20000 0.2500 0.1267 20.22 19.92 3.32 2.22 0.09 0.90 0.82 0.22 0.04 0.10 −0.27
20000 0.4000 0.09396 19.49 18.99 4.30 3.27 0.02 0.93 0.92 −0.07 0.01 0.03 0.00
20000 0.6500 0.009430 47.59 44.86 15.10 14.72 0.00 4.96 4.41 2.28 0.00 0.00 0.00
30000 0.4000 0.05285 46.67 46.39 5.08 3.43 0.07 1.04 0.99 −0.21 0.01 0.06 −0.24
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(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.008 0.369 1.64 44.7 33.8 23.9 1.6 16.8 15.5 −0.3 −1.0 −4.9
300 0.013 0.227 0.720 19.9 13.4 10.9 2.6 9.9 9.4 −0.8 −0.3 −1.4
300 0.032 0.092 0.234 14.5 12.4 5.2 1.9 5.4 4.7 −0.4 0.5 −2.2
300 0.080 0.037 0.640 · 10−1 13.9 11.9 5.1 2.6 5.0 1.4 −0.4 −4.0 −2.0
500 0.013 0.379 0.629 14.2 8.8 7.1 2.3 8.6 8.5 −0.5 −0.7 −0.6
500 0.032 0.154 0.202 8.6 7.2 3.3 1.7 3.2 3.0 −0.6 0.1 −0.3
500 0.080 0.062 0.508 · 10−1 9.4 8.3 4.2 2.3 1.5 0.8 −0.6 −0.2 −0.3
500 0.130 0.038 0.261 · 10−1 24.0 19.7 5.4 0.7 12.6 0.1 0.6 −12.3 0.0
1000 0.013 0.757 0.390 13.3 9.1 5.8 1.8 7.9 7.8 −0.8 0.0 −0.4
1000 0.032 0.308 0.182 6.6 5.6 2.8 1.7 2.1 1.9 −0.4 0.3 −0.1
1000 0.080 0.123 0.588 · 10−1 6.5 5.7 2.9 0.9 1.4 0.4 −0.3 0.9 −0.1
1000 0.130 0.076 0.255 · 10−1 11.5 10.1 3.8 1.5 3.8 0.0 −0.1 −3.6 −0.1
2000 0.032 0.615 0.116 6.3 5.3 2.6 1.1 2.1 1.9 −0.4 −0.3 −0.1
2000 0.080 0.246 0.438 · 10−1 5.4 4.8 2.1 0.6 1.0 0.1 −0.1 0.7 0.0
2000 0.130 0.152 0.225 · 10−1 7.5 6.8 3.0 0.9 1.1 −0.0 −0.4 −0.3 0.0
2000 0.250 0.079 0.841 · 10−2 16.3 13.0 3.9 0.5 9.0 0.0 0.3 −8.8 0.0
3000 0.080 0.369 0.323 · 10−1 5.2 4.6 2.0 0.2 1.1 −0.1 0.1 0.9 0.0
3000 0.130 0.227 0.177 · 10−1 6.1 5.6 2.1 0.3 1.1 −0.0 −0.1 0.8 0.0
3000 0.250 0.118 0.665 · 10−2 9.1 8.3 2.9 0.6 2.3 0.0 0.1 −2.0 −0.2
5000 0.080 0.615 0.208 · 10−1 6.6 5.9 2.4 0.9 1.4 0.1 0.2 1.1 0.0
5000 0.130 0.379 0.125 · 10−1 5.8 5.2 2.1 0.2 1.1 −0.0 0.1 0.8 0.0
5000 0.250 0.197 0.471 · 10−2 7.1 6.4 2.6 1.5 1.1 −0.0 0.4 0.3 −0.1
5000 0.400 0.123 0.142 · 10−2 19.8 17.4 5.4 4.7 7.7 0.0 1.0 −7.2 0.0
8000 0.130 0.606 0.834 · 10−2 7.7 6.4 3.5 2.6 2.1 −0.1 0.9 1.6 0.0
8000 0.250 0.315 0.256 · 10−2 7.5 6.6 3.0 2.1 1.6 −0.0 0.6 1.2 0.0
8000 0.400 0.197 0.991 · 10−3 13.7 12.3 5.5 5.0 2.4 0.0 1.4 −0.8 0.0
15000 0.250 0.591 0.153 · 10−2 9.8 7.6 5.5 4.8 2.7 −0.0 1.3 2.0 0.0
15000 0.400 0.369 0.388 · 10−3 12.1 10.0 6.1 5.6 2.7 0.0 1.7 1.4 0.0
30000 0.400 0.738 0.149 · 10−3 19.5 15.6 10.2 9.7 5.4 0.0 3.1 3.8 0.0
Table 27. The CC e−p cross section d2σCC/dxdQ2 for lepton beam polarisation Pe = 0 with statistical
(δstat), total (δtot), total uncorrelated systematic (δunc) errors and one of its contributions from the hadronic
energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc. In addition the
correlated systematic (δcor) and its contributions from a positive variation of one standard deviation of the
cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to noise subtraction
(δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The normalisation and polarisation
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(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.008 0.369 0.938 44.0 30.7 26.0 2.5 17.9 16.0 −0.8 −0.6 −5.9
300 0.013 0.227 0.499 23.0 16.6 11.3 1.8 11.1 10.2 −0.5 −0.3 −3.5
300 0.032 0.092 0.192 13.5 10.7 5.3 1.7 6.4 5.3 −0.4 1.3 −3.1
300 0.080 0.037 0.393 · 10−1 15.9 14.4 5.1 2.3 4.4 1.9 −0.3 −3.2 −1.9
500 0.013 0.379 0.486 15.4 10.0 7.1 1.9 9.4 9.2 −0.6 −0.1 −0.9
500 0.032 0.154 0.182 8.9 7.4 3.2 1.5 3.6 3.4 −0.5 0.5 −0.6
500 0.080 0.062 0.493 · 10−1 9.0 8.1 3.6 0.9 1.4 0.9 −0.2 0.3 −0.4
500 0.130 0.038 0.199 · 10−1 24.4 20.6 5.7 0.7 11.7 0.2 −0.7 −11.5 0.0
1000 0.013 0.757 0.316 15.3 10.3 6.1 0.9 9.5 9.4 −0.5 0.5 −0.6
1000 0.032 0.308 0.149 6.8 5.9 2.3 0.9 2.2 2.0 −0.3 0.6 −0.1
1000 0.080 0.123 0.366 · 10−1 7.5 6.8 2.8 0.8 1.2 0.4 −0.3 0.8 −0.1
1000 0.130 0.076 0.177 · 10−1 11.9 10.9 3.7 0.9 2.6 0.1 −0.3 −2.3 0.0
2000 0.032 0.615 0.793 · 10−1 7.0 6.1 2.4 0.3 2.5 2.2 −0.2 0.8 −0.1
2000 0.080 0.246 0.269 · 10−1 6.2 5.8 2.0 0.1 1.2 0.1 −0.0 0.9 −0.1
2000 0.130 0.152 0.120 · 10−1 9.2 8.6 3.0 0.8 1.2 0.0 0.3 0.7 0.0
2000 0.250 0.079 0.356 · 10−2 18.9 16.5 3.7 0.8 8.4 0.0 0.2 −8.2 0.0
3000 0.080 0.369 0.185 · 10−1 6.6 5.9 2.5 1.3 1.5 −0.0 0.5 1.2 0.0
3000 0.130 0.227 0.107 · 10−1 7.5 7.1 2.1 0.6 1.3 −0.0 0.2 0.9 0.0
3000 0.250 0.118 0.210 · 10−2 13.7 13.1 3.5 2.1 1.8 0.0 0.4 −1.3 0.0
3000 0.400 0.074 0.236 · 10−3 73.4 71.0 6.6 5.6 17.6 0.0 0.7 −16.9 0.0
5000 0.080 0.615 0.696 · 10−2 10.9 9.7 3.9 3.1 2.8 0.1 0.8 2.4 −0.1
5000 0.130 0.379 0.476 · 10−2 9.3 8.3 3.2 2.4 2.1 −0.1 0.7 1.7 0.0
5000 0.250 0.197 0.136 · 10−2 12.2 11.4 3.3 2.6 1.6 0.0 0.6 0.8 0.0
5000 0.400 0.123 0.695 · 10−3 24.3 21.3 7.7 7.2 8.4 0.0 1.5 −7.6 0.0
8000 0.130 0.606 0.146 · 10−2 15.4 13.7 5.6 5.0 3.2 −0.2 1.3 2.5 0.0
8000 0.250 0.315 0.802 · 10−3 12.7 11.3 4.4 3.8 2.5 0.0 1.2 1.8 0.0
8000 0.400 0.197 0.195 · 10−3 26.8 25.1 8.0 7.7 3.8 0.0 2.5 −1.2 0.0
15000 0.250 0.591 0.201 · 10−3 20.0 17.6 7.9 7.4 4.2 −0.1 2.2 2.9 0.0
15000 0.400 0.369 0.335 · 10−4 30.2 29.0 7.0 6.5 3.6 0.0 1.9 1.6 0.0
Table 28. The CC e+p cross section d2σCC/dxdQ2 for lepton beam polarisation Pe = 0 with statistical
(δstat), total (δtot), total uncorrelated systematic (δunc) errors and one of its contributions from the hadronic
energy error (δhunc). The effect of the other uncorrelated systematic errors is included in δunc. In addition the
correlated systematic (δcor) and its contributions from a positive variation of one standard deviation of the
cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to noise subtraction
(δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The normalisation and polarisation






Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
60 0.00080 0.750 1.465 — 1.01 1.84 1.65 2.67 319
90 0.00118 0.750 1.468 — 0.82 1.71 1.61 2.49 319
100 0.00131 0.750 1.355 — 4.02 5.50 1.75 7.03 319
100 0.00200 0.494 1.271 1.316 3.43 3.30 1.89 5.12 319
120 0.00158 0.750 1.421 — 0.92 1.71 1.57 2.50 319
120 0.00200 0.593 1.340 — 0.70 0.91 1.73 2.08 319
120 0.00320 0.371 1.205 1.224 0.96 1.08 1.54 2.12 319
150 0.00197 0.750 1.340 — 1.03 1.77 1.54 2.56 319
150 0.00320 0.463 1.215 1.248 0.59 0.85 1.59 1.90 319
150 0.00500 0.296 1.098 1.107 0.71 1.13 1.55 2.04 319
150 0.00800 0.185 0.9412 0.9427 0.97 1.72 1.63 2.56 319
150 0.01300 0.114 0.8045 0.8047 1.37 2.98 1.86 3.77 319
200 0.00263 0.750 1.267 — 1.30 1.85 1.53 2.74 319
200 0.00320 0.618 1.233 — 1.08 0.84 1.60 2.10 319
200 0.00500 0.395 1.097 1.115 0.76 0.91 1.54 1.94 319
200 0.00800 0.247 0.9478 0.9515 0.79 1.24 1.55 2.14 319
200 0.01300 0.152 0.7903 0.7898 0.89 0.81 1.51 1.93 319
200 0.02000 0.099 0.6919 0.6911 0.98 1.02 1.52 2.08 319
200 0.03200 0.062 0.5757 0.5750 1.11 1.37 1.56 2.36 319
200 0.05000 0.040 0.5208 0.5201 1.31 1.67 1.70 2.71 319
200 0.08000 0.025 0.4342 0.4332 1.37 2.10 1.82 3.10 319
200 0.13000 0.015 0.3591 0.3584 1.66 2.15 1.77 3.24 319
200 0.18000 0.011 0.3057 0.3056 2.25 2.74 1.87 4.01 319
250 0.00328 0.750 1.255 — 1.48 1.84 1.53 2.82 319
250 0.00500 0.494 1.113 1.144 0.89 0.83 1.54 1.97 319
250 0.00800 0.309 0.9610 0.9672 0.87 0.97 1.55 2.02 319
250 0.01300 0.190 0.8114 0.8110 0.95 1.18 1.60 2.20 319
250 0.02000 0.124 0.6854 0.6838 0.98 1.18 1.56 2.19 319
250 0.03200 0.077 0.5818 0.5807 1.03 1.28 1.58 2.28 319
250 0.05000 0.049 0.4930 0.4918 1.18 1.25 1.59 2.34 319
250 0.08000 0.031 0.4230 0.4221 1.21 1.04 1.75 2.37 319
250 0.13000 0.019 0.3607 0.3603 1.24 1.66 1.62 2.63 319
250 0.18000 0.014 0.3077 0.3074 1.75 2.69 2.09 3.83 319
250 0.25000 0.010 0.2265 0.2256 7.48 8.60 2.03 11.57 319
250 0.40000 0.006 0.1380 0.1378 9.30 6.80 1.68 11.64 319
Table 29. Combined HERA I+II NC e−p reduced cross sections for Pe = 0. Here F2 is the dominant
electromagnetic structure function and δstat, δunc, δcor and δtot are the relative statistical, total uncorrelated,






Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
300 0.00394 0.750 1.202 — 1.71 1.83 1.52 2.93 319
300 0.00500 0.593 1.143 — 1.49 0.89 1.56 2.33 319
300 0.00800 0.371 0.9817 0.9921 1.01 0.83 1.52 2.01 319
300 0.01300 0.228 0.8203 0.8204 1.01 1.05 1.56 2.14 319
300 0.02000 0.148 0.7002 0.6985 1.12 1.01 1.57 2.18 319
300 0.03200 0.093 0.5882 0.5863 1.18 1.13 1.57 2.26 319
300 0.05000 0.059 0.4981 0.4965 1.28 1.35 1.62 2.47 319
300 0.08000 0.037 0.4196 0.4188 1.37 1.32 1.75 2.59 319
300 0.13000 0.023 0.3559 0.3551 1.37 1.78 1.62 2.77 319
300 0.18000 0.016 0.2962 0.2953 1.88 3.05 2.31 4.26 319
300 0.25000 0.012 0.2806 0.2804 6.86 9.40 2.36 11.87 319
300 0.40000 0.007 0.1484 0.1477 2.21 3.29 2.94 4.93 319
400 0.00525 0.750 1.142 — 1.85 1.83 1.51 3.01 319
400 0.00800 0.494 1.034 1.056 1.24 0.88 1.53 2.16 319
400 0.01300 0.304 0.8532 0.8547 1.19 0.91 1.53 2.14 319
400 0.02000 0.198 0.7108 0.7089 1.23 1.17 1.58 2.32 319
400 0.03200 0.124 0.5992 0.5963 1.30 0.93 1.55 2.23 319
400 0.05000 0.079 0.4951 0.4927 1.44 1.03 1.54 2.35 319
400 0.08000 0.049 0.4179 0.4161 1.54 0.97 1.66 2.47 319
400 0.13000 0.030 0.3643 0.3625 1.54 1.33 1.60 2.59 319
400 0.18000 0.022 0.3066 0.3058 1.97 2.44 2.20 3.83 319
400 0.25000 0.016 0.2400 0.2392 7.60 6.70 1.85 10.30 319
400 0.40000 0.010 0.1479 0.1476 2.56 3.00 3.17 5.06 319
500 0.00656 0.750 1.048 — 2.04 1.79 1.51 3.10 319
500 0.00800 0.618 0.9954 — 2.05 0.93 1.53 2.72 319
500 0.01300 0.380 0.8879 0.8919 1.46 0.88 1.52 2.28 319
500 0.02000 0.247 0.7267 0.7242 1.45 1.07 1.55 2.38 319
500 0.03200 0.154 0.6173 0.6131 1.49 0.99 1.56 2.38 319
500 0.05000 0.099 0.5375 0.5344 1.58 1.06 1.57 2.46 319
500 0.08000 0.062 0.4240 0.4213 1.78 1.06 1.64 2.64 319
500 0.13000 0.038 0.3696 0.3679 2.06 1.27 1.63 2.91 319
500 0.18000 0.027 0.3269 0.3253 2.23 1.76 1.70 3.31 319
500 0.25000 0.020 0.2545 0.2538 2.65 2.41 2.37 4.30 319
500 0.40000 0.012 0.1387 0.1385 15.42 12.00 3.65 19.87 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
650 0.00853 0.750 0.9854 — 2.32 1.82 1.50 3.31 319
650 0.01300 0.494 0.8981 0.9072 1.65 0.93 1.51 2.42 319
650 0.02000 0.321 0.7604 0.7562 1.71 0.98 1.53 2.50 319
650 0.03200 0.201 0.6454 0.6389 1.75 1.27 1.59 2.69 319
650 0.05000 0.128 0.5368 0.5316 1.85 1.07 1.58 2.66 319
650 0.08000 0.080 0.4291 0.4249 2.10 1.07 1.59 2.84 319
650 0.13000 0.049 0.3538 0.3510 2.42 1.37 1.63 3.23 319
650 0.18000 0.036 0.3240 0.3215 2.50 1.60 1.61 3.38 319
650 0.25000 0.026 0.2524 0.2503 3.17 2.40 2.23 4.56 319
650 0.40000 0.016 0.1185 0.1183 4.85 3.33 2.74 6.50 319
800 0.01050 0.750 0.9536 — 2.69 1.87 1.50 3.61 319
800 0.01300 0.608 0.8883 — 2.77 1.04 1.52 3.33 319
800 0.02000 0.395 0.7309 0.7267 1.99 1.01 1.50 2.69 319
800 0.03200 0.247 0.6300 0.6218 2.08 1.25 1.54 2.88 319
800 0.05000 0.158 0.5504 0.5423 2.15 0.98 1.52 2.81 319
800 0.08000 0.099 0.4280 0.4224 2.42 1.10 1.58 3.09 319
800 0.13000 0.061 0.3526 0.3489 2.92 1.35 1.61 3.60 319
800 0.18000 0.044 0.3164 0.3127 3.09 1.68 1.63 3.88 319
800 0.25000 0.032 0.2380 0.2358 3.64 2.03 1.84 4.55 319
800 0.40000 0.020 0.1311 0.1300 4.84 3.86 3.28 7.00 319
800 0.65000 0.012 0.0149 0.0149 21.85 12.50 3.30 25.39 319
1000 0.01300 0.750 0.8500 — 2.75 1.50 1.91 3.67 319
1000 0.02000 0.494 0.7604 0.7552 2.29 0.96 1.51 2.91 319
1000 0.03200 0.309 0.6503 0.6380 2.31 1.05 1.51 2.96 319
1000 0.05000 0.198 0.5124 0.5017 2.49 1.38 1.56 3.24 319
1000 0.08000 0.124 0.4330 0.4248 2.72 1.01 1.54 3.28 319
1000 0.13000 0.076 0.3621 0.3560 3.21 1.30 1.59 3.81 319
1000 0.18000 0.055 0.3355 0.3310 3.25 1.60 1.57 3.95 319
1000 0.25000 0.040 0.2707 0.2674 3.61 1.97 1.77 4.48 319
1000 0.40000 0.025 0.1283 0.1266 5.26 4.02 3.16 7.33 319
1200 0.01300 0.912 0.8891 — 4.58 2.03 2.23 5.48 319
1200 0.02000 0.593 0.7801 — 2.81 1.06 1.53 3.37 319
1200 0.03200 0.371 0.6749 0.6585 2.60 0.91 1.51 3.14 319
1200 0.05000 0.237 0.5432 0.5282 2.74 1.13 1.51 3.33 319
1200 0.08000 0.148 0.4518 0.4405 2.95 1.23 1.55 3.55 319
1200 0.13000 0.091 0.3533 0.3451 4.04 1.37 1.54 4.54 319
1200 0.18000 0.066 0.3113 0.3048 3.77 1.60 1.57 4.39 319
1200 0.25000 0.047 0.2209 0.2171 4.40 1.90 1.62 5.06 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
1500 0.02000 0.750 0.7971 — 3.41 1.58 1.74 4.14 319
1500 0.03200 0.463 0.6714 0.6482 3.20 0.99 1.51 3.68 319
1500 0.05000 0.296 0.5489 0.5277 3.18 1.15 1.51 3.70 319
1500 0.08000 0.185 0.4925 0.4750 3.23 1.11 1.53 3.74 319
1500 0.13000 0.114 0.3524 0.3409 4.47 1.49 1.56 4.96 319
1500 0.18000 0.082 0.2950 0.2867 4.44 1.70 1.57 5.01 319
1500 0.25000 0.059 0.2368 0.2312 4.76 2.10 1.64 5.45 319
1500 0.40000 0.037 0.1257 0.1235 7.01 3.66 2.48 8.29 319
1500 0.65000 0.023 0.0143 0.0138 11.62 6.34 5.49 14.33 319
2000 0.02190 0.903 0.8634 — 5.51 2.19 2.16 6.31 319
2000 0.03200 0.618 0.6541 — 3.78 1.33 1.52 4.28 319
2000 0.05000 0.395 0.5458 0.5127 3.87 1.05 1.51 4.29 319
2000 0.08000 0.247 0.4551 0.4289 3.89 1.25 1.53 4.36 319
2000 0.13000 0.152 0.3410 0.3241 4.88 1.45 1.53 5.31 319
2000 0.18000 0.110 0.2934 0.2802 5.23 1.96 1.60 5.81 319
2000 0.25000 0.079 0.2413 0.2318 5.40 2.03 1.62 5.99 319
2000 0.40000 0.049 0.1240 0.1202 6.83 3.42 2.21 7.95 319
2000 0.65000 0.030 0.0100 0.0098 16.63 7.84 5.67 19.24 319
3000 0.03200 0.926 0.7216 — 3.75 1.74 1.64 4.45 319
3000 0.05000 0.593 0.5920 — 3.15 1.32 1.51 3.73 319
3000 0.08000 0.371 0.4964 0.4436 3.43 1.19 1.50 3.93 319
3000 0.13000 0.228 0.4036 0.3673 4.11 1.52 1.51 4.64 319
3000 0.18000 0.165 0.3003 0.2761 4.76 1.70 1.57 5.30 319
3000 0.25000 0.119 0.2386 0.2226 4.95 2.01 1.62 5.58 319
3000 0.40000 0.074 0.1162 0.1096 6.17 3.55 2.10 7.42 319
3000 0.65000 0.046 0.0108 0.0105 13.29 7.21 4.95 15.91 319
5000 0.05470 0.903 0.6322 — 5.01 1.90 1.62 5.60 319
5000 0.08000 0.618 0.5384 — 3.69 1.42 1.51 4.23 319
5000 0.13000 0.380 0.4658 0.3819 4.18 1.62 1.51 4.73 319
5000 0.18000 0.274 0.3782 0.3183 4.78 1.66 1.49 5.28 319
5000 0.25000 0.198 0.2451 0.2118 7.02 2.19 1.62 7.53 319
5000 0.40000 0.124 0.1147 0.1027 7.51 3.20 1.87 8.38 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
8000 0.08750 0.903 0.6314 — 7.40 2.49 1.80 8.01 319
8000 0.13000 0.608 0.5309 — 5.55 2.10 1.52 6.12 319
8000 0.18000 0.439 0.3795 0.2781 6.23 2.00 1.50 6.71 319
8000 0.25000 0.316 0.2627 0.2022 7.12 2.33 1.57 7.65 319
8000 0.40000 0.198 0.1231 0.1006 9.69 4.35 2.09 10.83 319
8000 0.65000 0.122 0.0123 0.0103 16.69 6.54 2.85 18.15 319
12000 0.13000 0.912 0.7179 — 12.73 3.66 1.99 13.40 319
12000 0.18000 0.675 0.4894 — 7.88 2.10 1.52 8.30 319
12000 0.25000 0.474 0.3075 0.2042 8.74 2.37 1.53 9.18 319
12000 0.40000 0.296 0.1825 0.1339 10.41 4.73 2.02 11.61 319
12000 0.65000 0.182 0.0139 0.0111 23.27 6.34 2.76 24.27 319
20000 0.25000 0.800 0.4632 — 11.94 2.72 1.71 12.36 319
20000 0.40000 0.494 0.2142 0.1291 12.94 4.32 1.67 13.74 319
20000 0.65000 0.304 0.0162 0.0110 31.41 14.49 3.87 34.81 319
30000 0.40000 0.750 0.2036 — 25.44 5.43 2.24 26.11 319
30000 0.65000 0.456 0.0417 0.0250 30.95 11.34 3.26 33.12 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
60 0.00080 0.750 1.486 — 0.87 1.86 1.21 2.39 319
90 0.00118 0.750 1.491 — 0.71 1.64 1.17 2.14 319
100 0.00131 0.750 1.438 — 1.61 3.50 1.49 4.13 319
100 0.00200 0.494 1.374 1.423 1.41 2.10 1.46 2.92 319
120 0.00158 0.750 1.407 — 0.77 1.45 1.15 2.00 319
120 0.00200 0.593 1.356 — 0.59 0.74 1.35 1.65 319
120 0.00320 0.371 1.218 1.238 0.76 0.90 1.13 1.63 319
150 0.00197 0.750 1.381 — 0.88 1.51 1.13 2.08 319
150 0.00320 0.520 1.229 1.264 1.81 4.90 1.32 5.39 301
150 0.00320 0.463 1.233 1.267 0.50 0.75 1.17 1.48 319
150 0.00500 0.296 1.087 1.097 0.55 0.92 1.09 1.53 319
150 0.00800 0.185 0.9518 0.9545 0.77 1.50 1.16 2.05 319
150 0.01300 0.114 0.7954 0.7953 1.27 2.72 1.68 3.44 319
200 0.00263 0.750 1.306 — 1.09 1.56 1.11 2.21 319
200 0.00320 0.618 1.241 — 0.92 0.71 1.25 1.71 319
200 0.00500 0.443 1.083 1.102 1.82 4.70 1.27 5.20 301
200 0.00500 0.395 1.102 1.122 0.63 0.78 1.11 1.50 319
200 0.00800 0.247 0.9490 0.9539 0.60 1.03 1.11 1.63 319
200 0.01300 0.152 0.8001 0.8009 0.70 0.65 1.08 1.44 319
200 0.02000 0.099 0.6987 0.6989 0.76 0.89 1.08 1.59 319
200 0.03200 0.062 0.5885 0.5886 0.87 1.16 1.10 1.83 319
200 0.05000 0.040 0.5152 0.5146 0.99 1.57 1.36 2.30 319
200 0.08000 0.025 0.4298 0.4296 1.10 1.69 1.40 2.46 319
200 0.13000 0.015 0.3600 0.3597 1.28 1.84 1.34 2.61 319
200 0.18000 0.011 0.3136 0.3137 1.97 2.88 1.47 3.79 319
200 0.25000 0.008 0.2701 0.2697 3.62 4.20 2.61 6.13 319
200 0.40000 0.005 0.1358 0.1359 4.66 4.29 4.83 7.96 319
Table 30. Combined HERA I+II NC e+p reduced cross sections for Pe = 0. Here F2 is the dominant
electromagnetic structure function and δstat, δunc, δcor and δtot are the relative statistical, total uncorrelated,






Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
250 0.00328 0.750 1.278 — 1.24 1.55 1.12 2.27 319
250 0.00500 0.554 1.102 1.136 2.31 4.90 1.31 5.57 301
250 0.00500 0.494 1.124 1.158 0.75 0.69 1.12 1.52 319
250 0.00800 0.309 0.9611 0.9695 0.68 0.82 1.10 1.53 319
250 0.01300 0.190 0.8127 0.8147 0.74 0.99 1.13 1.67 319
250 0.02000 0.124 0.6982 0.6981 0.74 1.08 1.12 1.73 319
250 0.03200 0.077 0.5815 0.5806 0.79 1.02 1.12 1.71 319
250 0.05000 0.049 0.5062 0.5055 0.86 1.01 1.20 1.79 319
250 0.08000 0.031 0.4323 0.4315 0.92 0.90 1.35 1.86 319
250 0.13000 0.019 0.3606 0.3606 0.99 1.45 1.18 2.11 319
250 0.18000 0.014 0.2988 0.2986 1.60 2.71 1.76 3.61 319
250 0.25000 0.010 0.2600 0.2597 2.14 3.68 2.31 4.85 319
250 0.40000 0.006 0.1360 0.1358 3.17 3.97 4.34 6.68 319
300 0.00394 0.750 1.216 — 1.39 1.55 1.10 2.35 319
300 0.00500 0.675 1.146 — 3.39 5.20 1.49 6.38 301
300 0.00500 0.593 1.140 — 1.25 0.81 1.18 1.90 319
300 0.00800 0.416 0.9717 0.9852 2.42 4.90 1.25 5.61 301
300 0.00800 0.371 0.9765 0.9903 0.85 0.71 1.09 1.55 319
300 0.01300 0.228 0.8137 0.8168 0.80 0.84 1.11 1.60 319
300 0.02000 0.148 0.7119 0.7124 0.88 0.82 1.10 1.63 319
300 0.03200 0.093 0.5905 0.5906 0.91 0.97 1.12 1.74 319
300 0.05000 0.059 0.4945 0.4935 0.98 1.09 1.15 1.86 319
300 0.08000 0.037 0.4398 0.4395 1.01 1.19 1.35 2.06 319
300 0.13000 0.023 0.3645 0.3635 1.06 1.59 1.21 2.26 319
300 0.18000 0.016 0.3090 0.3085 1.66 2.89 1.98 3.88 319
300 0.25000 0.012 0.2586 0.2586 2.14 4.45 2.54 5.55 319
300 0.40000 0.007 0.1510 0.1507 1.78 3.03 2.97 4.60 319
400 0.00525 0.750 1.180 — 1.48 1.58 1.08 2.42 319
400 0.00800 0.554 0.9617 0.9883 3.12 4.90 1.29 5.95 301
400 0.00800 0.494 1.005 1.033 1.05 0.73 1.11 1.69 319
400 0.01300 0.304 0.8547 0.8612 0.93 0.77 1.09 1.63 319
400 0.02000 0.198 0.7149 0.7162 0.95 0.98 1.13 1.77 319
400 0.03200 0.124 0.5991 0.5988 1.02 0.82 1.11 1.72 319
400 0.05000 0.079 0.5017 0.5014 1.11 0.96 1.15 1.86 319
400 0.08000 0.049 0.4335 0.4334 1.17 0.85 1.32 1.96 319
400 0.13000 0.030 0.3585 0.3574 1.17 1.17 1.16 2.02 319
400 0.18000 0.022 0.3078 0.3074 1.84 2.40 2.02 3.63 319
400 0.25000 0.016 0.2455 0.2445 2.39 3.23 2.18 4.57 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
500 0.00656 0.750 1.050 — 1.66 1.55 1.08 2.51 319
500 0.00800 0.675 1.022 — 4.21 5.00 1.31 6.67 301
500 0.00800 0.618 0.9950 — 1.73 0.89 1.12 2.24 319
500 0.01300 0.426 0.8868 0.8984 3.34 5.00 1.25 6.14 301
500 0.01300 0.380 0.8717 0.8832 1.22 0.77 1.09 1.81 319
500 0.02000 0.247 0.7423 0.7447 1.15 0.90 1.11 1.83 319
500 0.03200 0.154 0.6140 0.6141 1.20 0.86 1.11 1.85 319
500 0.05000 0.099 0.5252 0.5245 1.25 0.98 1.17 1.97 319
500 0.08000 0.062 0.4400 0.4393 1.34 0.88 1.19 2.00 319
500 0.13000 0.038 0.3724 0.3712 1.54 1.14 1.25 2.28 319
500 0.18000 0.027 0.3060 0.3053 1.72 1.50 1.24 2.60 319
500 0.25000 0.020 0.2509 0.2504 2.11 2.16 2.39 3.85 319
500 0.40000 0.012 0.1603 0.1596 5.18 5.86 4.75 9.15 319
650 0.00853 0.750 0.9978 — 1.90 1.67 1.07 2.75 319
650 0.01300 0.554 0.8895 0.9110 4.03 3.80 1.39 5.71 301
650 0.01300 0.494 0.8581 0.8792 1.40 0.77 1.08 1.93 319
650 0.02000 0.360 0.7037 0.7094 4.14 3.70 1.23 5.69 301
650 0.02000 0.321 0.7353 0.7406 1.45 0.92 1.09 2.04 319
650 0.03200 0.201 0.6352 0.6360 1.38 1.05 1.12 2.07 319
650 0.05000 0.128 0.5189 0.5187 1.45 0.96 1.14 2.08 319
650 0.08000 0.080 0.4251 0.4242 1.59 0.96 1.19 2.20 319
650 0.13000 0.049 0.3790 0.3780 1.81 1.19 1.24 2.50 319
650 0.18000 0.036 0.3275 0.3261 1.92 1.46 1.23 2.71 319
650 0.25000 0.026 0.2452 0.2442 2.37 2.16 2.10 3.83 319
650 0.40000 0.016 0.1377 0.1375 3.46 3.02 3.02 5.50 319
650 0.65000 0.010 0.0217 0.0219 14.07 7.79 5.62 17.03 319
800 0.01050 0.750 0.9270 — 2.27 1.76 1.08 3.07 319
800 0.01300 0.675 0.9858 — 5.04 4.40 1.46 6.85 301
800 0.01300 0.608 0.8303 — 2.26 1.01 1.11 2.72 319
800 0.02000 0.443 0.7759 0.7864 4.66 4.00 1.38 6.29 301
800 0.02000 0.395 0.7123 0.7216 1.66 0.89 1.08 2.17 319
800 0.03200 0.247 0.6201 0.6222 1.62 1.03 1.08 2.20 319
800 0.05000 0.158 0.5329 0.5331 1.71 0.92 1.09 2.22 319
800 0.08000 0.099 0.4567 0.4563 1.80 1.04 1.16 2.38 319
800 0.13000 0.061 0.3583 0.3570 2.11 1.25 1.23 2.75 319
800 0.18000 0.044 0.3258 0.3249 2.22 1.45 1.17 2.90 319
800 0.25000 0.032 0.2391 0.2381 2.66 1.97 1.68 3.72 319
800 0.40000 0.020 0.1293 0.1284 3.86 3.24 3.13 5.93 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
1000 0.01300 0.750 0.8194 — 2.33 1.36 1.53 3.11 319
1000 0.02000 0.554 0.7428 0.7608 5.44 3.70 1.28 6.70 301
1000 0.02000 0.494 0.7340 0.7516 1.92 0.88 1.09 2.38 319
1000 0.03200 0.309 0.6236 0.6286 1.81 0.98 1.09 2.33 319
1000 0.05000 0.198 0.5322 0.5330 1.88 1.26 1.09 2.51 319
1000 0.08000 0.124 0.4424 0.4415 2.03 1.01 1.09 2.52 319
1000 0.13000 0.076 0.3600 0.3589 2.53 1.21 1.19 3.04 319
1000 0.18000 0.055 0.3093 0.3078 2.60 1.30 1.11 3.11 319
1000 0.25000 0.040 0.2487 0.2478 2.89 1.74 1.40 3.65 319
1000 0.40000 0.025 0.1278 0.1273 4.68 3.11 2.71 6.23 319
1000 0.65000 0.015 0.0184 0.0179 14.24 7.75 5.56 17.14 319
1200 0.01300 0.912 0.8416 — 4.33 2.11 2.21 5.30 319
1200 0.02000 0.675 0.7283 — 7.24 3.50 1.27 8.14 301
1200 0.02000 0.593 0.7251 — 2.40 1.00 1.10 2.82 319
1200 0.03200 0.416 0.6335 0.6410 6.46 3.50 1.23 7.45 301
1200 0.03200 0.371 0.6166 0.6248 2.22 0.88 1.08 2.62 319
1200 0.05000 0.237 0.5105 0.5131 2.15 1.07 1.08 2.63 319
1200 0.08000 0.148 0.4411 0.4410 2.25 1.03 1.11 2.71 319
1200 0.13000 0.091 0.3651 0.3639 2.71 1.29 1.13 3.21 319
1200 0.18000 0.066 0.3238 0.3225 3.01 1.29 1.16 3.48 319
1200 0.25000 0.047 0.2549 0.2535 3.26 1.79 1.29 3.94 319
1200 0.40000 0.030 0.1150 0.1142 4.65 3.29 2.87 6.38 319
1200 0.65000 0.018 0.0211 0.0208 15.05 8.72 5.23 18.17 319
1500 0.02000 0.850 0.7975 — 9.15 4.80 1.54 10.45 301
1500 0.02000 0.750 0.6966 — 3.03 1.51 1.29 3.62 319
1500 0.03200 0.520 0.5691 0.5823 8.18 4.00 1.31 9.20 301
1500 0.03200 0.463 0.5977 0.6120 2.88 0.97 1.08 3.22 319
1500 0.05000 0.296 0.5343 0.5389 2.44 0.96 1.06 2.83 319
1500 0.08000 0.185 0.4457 0.4470 2.61 1.11 1.10 3.04 319
1500 0.13000 0.114 0.3424 0.3412 3.14 1.28 1.11 3.57 319
1500 0.18000 0.082 0.3131 0.3115 3.27 1.36 1.16 3.72 319
1500 0.25000 0.059 0.2353 0.2334 3.58 1.91 1.31 4.26 319
1500 0.40000 0.037 0.1195 0.1189 4.84 2.87 2.23 6.06 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
2000 0.02190 0.903 0.7034 — 5.55 2.40 1.85 6.33 319
2000 0.03200 0.675 0.6077 — 9.05 4.00 1.30 9.98 301
2000 0.03200 0.618 0.5687 — 3.35 1.33 1.10 3.77 319
2000 0.05000 0.443 0.5285 0.5406 8.80 4.00 1.26 9.75 301
2000 0.05000 0.395 0.5231 0.5345 3.27 1.07 1.09 3.61 319
2000 0.08000 0.247 0.4225 0.4267 3.02 1.17 1.08 3.41 319
2000 0.13000 0.152 0.3503 0.3500 3.76 1.44 1.12 4.18 319
2000 0.18000 0.110 0.3133 0.3116 3.83 1.37 1.16 4.23 319
2000 0.25000 0.079 0.2381 0.2361 4.01 1.94 1.31 4.64 319
2000 0.40000 0.049 0.1222 0.1206 5.23 3.13 2.16 6.46 319
2000 0.65000 0.030 0.0158 0.0158 10.55 6.09 5.33 13.29 319
3000 0.03200 0.926 0.5990 — 3.69 1.72 1.37 4.30 319
3000 0.05000 0.675 0.5019 — 7.38 3.80 1.32 8.41 301
3000 0.05000 0.593 0.5156 — 2.79 1.25 1.08 3.24 319
3000 0.08000 0.416 0.4504 0.4644 7.76 4.00 1.20 8.82 301
3000 0.08000 0.371 0.4381 0.4520 2.98 1.17 1.09 3.39 319
3000 0.13000 0.228 0.3416 0.3457 3.34 1.36 1.07 3.76 319
3000 0.18000 0.165 0.3078 0.3081 3.90 1.75 1.20 4.44 319
3000 0.25000 0.119 0.2227 0.2212 3.84 1.64 1.21 4.35 319
3000 0.40000 0.074 0.1196 0.1181 4.66 2.94 1.82 5.80 319
3000 0.65000 0.046 0.0127 0.0127 10.00 6.12 4.60 12.59 319
5000 0.05470 0.903 0.4727 — 5.02 2.01 1.52 5.62 319
5000 0.08000 0.675 0.3448 — 10.52 4.40 1.38 11.49 301
5000 0.08000 0.618 0.4131 — 3.41 1.42 1.10 3.86 319
5000 0.13000 0.426 0.3834 0.4061 10.52 4.80 1.29 11.63 301
5000 0.13000 0.380 0.3405 0.3616 4.02 1.61 1.09 4.47 319
5000 0.18000 0.274 0.2806 0.2891 4.24 1.60 1.04 4.65 319
5000 0.25000 0.198 0.2291 0.2301 4.90 2.08 1.17 5.45 319
5000 0.40000 0.124 0.1127 0.1110 5.95 2.71 1.38 6.68 319
5000 0.65000 0.076 0.0100 0.0097 13.32 5.80 3.38 14.91 319
8000 0.08750 0.903 0.3532 — 8.61 2.69 2.15 9.28 319
8000 0.13000 0.675 0.2774 — 16.67 4.70 1.30 17.36 301
8000 0.13000 0.608 0.3025 — 5.88 2.16 1.09 6.36 319
8000 0.18000 0.493 0.2757 0.3100 15.73 6.10 1.43 16.93 301
8000 0.18000 0.439 0.2842 0.3189 5.88 2.17 1.09 6.37 319
8000 0.25000 0.355 0.2688 0.2844 15.22 6.60 1.53 16.66 301
8000 0.25000 0.316 0.2199 0.2326 7.32 2.48 1.18 7.81 319
8000 0.40000 0.198 0.0993 0.0988 8.22 3.69 1.55 9.15 319







Q2 x y σ˜NC F2 δstat δunc δcor δtot
√
s
(GeV2) (%) (%) (%) (%) (GeV)
12000 0.13000 0.912 0.2126 — 19.65 5.03 1.76 20.36 319
12000 0.18000 0.750 0.1512 — 34.61 3.80 1.50 34.85 301
12000 0.18000 0.675 0.2211 — 9.76 2.16 1.24 10.07 319
12000 0.25000 0.532 0.1239 0.1482 32.50 6.10 1.32 33.09 301
12000 0.25000 0.474 0.1463 0.1744 10.52 2.49 1.11 10.87 319
12000 0.40000 0.296 0.0859 0.0905 11.85 4.07 1.41 12.61 319
12000 0.65000 0.182 0.0160 0.0156 17.95 6.80 2.48 19.35 319
20000 0.25000 0.887 0.0914 — 61.43 5.10 1.79 61.67 301
20000 0.25000 0.800 0.1238 — 17.51 2.77 1.27 17.77 319
20000 0.40000 0.554 0.1371 0.1751 36.34 9.60 1.55 37.62 301
20000 0.40000 0.494 0.0808 0.1035 17.56 4.31 1.26 18.13 319
20000 0.65000 0.304 0.0113 0.0116 33.09 13.65 3.26 35.94 319
30000 0.40000 0.850 0.1817 — 71.96 9.40 1.60 72.59 301
30000 0.40000 0.750 0.0816 — 32.37 5.02 1.25 32.78 319







Q2 x y d2σCC/dxdQ
2 σ˜CC δstat δunc δcor δtot
√
s
(GeV2) (pb/GeV2) (%) (%) (%) (%) (GeV)
300 0.008 0.371 1.88 1.95 31.4 23.7 13.2 41.5 319
300 0.013 0.228 0.731 1.23 12.9 9.6 7.5 17.7 319
300 0.032 0.093 0.269 1.12 10.8 4.5 4.6 12.6 319
300 0.080 0.037 0.670 · 10−1 0.696 11.2 4.8 3.4 12.6 319
500 0.013 0.380 0.646 1.16 8.5 6.3 6.6 12.5 319
500 0.032 0.154 0.219 0.963 6.7 3.1 2.8 7.8 319
500 0.080 0.062 0.551 · 10−1 0.607 7.7 3.8 1.7 8.7 319
500 0.130 0.038 0.330 · 10−1 0.591 15.8 4.5 4.9 17.2 319
1000 0.013 0.760 0.420 0.863 8.7 5.8 6.3 12.2 319
1000 0.032 0.309 0.188 0.952 5.2 2.6 2.1 6.2 319
1000 0.080 0.124 0.597 · 10−1 0.755 5.3 2.7 1.6 6.2 319
1000 0.130 0.076 0.270 · 10−1 0.555 9.2 3.4 2.1 10.0 319
1000 0.250 0.040 0.138 · 10−1 0.546 37.7 10.5 1.6 39.2 319
2000 0.032 0.618 0.122 0.793 5.0 2.5 2.1 5.9 319
2000 0.080 0.247 0.462 · 10−1 0.752 4.5 2.0 1.5 5.2 319
2000 0.130 0.152 0.226 · 10−1 0.599 6.4 2.8 1.5 7.2 319
2000 0.250 0.079 0.875 · 10−2 0.445 11.4 3.5 3.7 12.5 319
3000 0.080 0.371 0.330 · 10−1 0.671 4.3 2.1 1.6 5.0 319
3000 0.130 0.228 0.189 · 10−1 0.624 5.2 2.1 1.5 5.8 319
3000 0.250 0.119 0.695 · 10−2 0.442 7.5 2.7 1.7 8.2 319
3000 0.400 0.074 0.251 · 10−2 0.255 35.2 17.1 4.5 39.4 319
5000 0.080 0.618 0.213 · 10−1 0.635 5.6 2.5 1.6 6.3 319
5000 0.130 0.380 0.126 · 10−1 0.611 4.9 2.2 1.5 5.6 319
5000 0.250 0.198 0.492 · 10−2 0.459 5.9 2.4 1.5 6.6 319
5000 0.400 0.124 0.142 · 10−2 0.211 15.2 5.1 3.4 16.4 319
8000 0.130 0.608 0.835 · 10−2 0.645 6.0 3.5 1.8 7.2 319
8000 0.250 0.316 0.272 · 10−2 0.403 6.0 3.0 1.6 6.9 319
8000 0.400 0.198 0.100 · 10−2 0.238 11.2 4.9 2.0 12.4 319
15000 0.250 0.593 0.154 · 10−2 0.504 7.1 5.4 2.0 9.2 319
15000 0.400 0.371 0.399 · 10−3 0.209 9.3 5.6 2.2 11.1 319
30000 0.400 0.741 0.154 · 10−3 0.232 15.4 10.6 3.7 19.0 319
Table 31. Combined HERA I+II CC e−p cross sections for Pe = 0. Here δstat, δunc, δcor and δtot are the






Q2 x y d2σCC/dxdQ
2 σ˜CC δstat δunc δcor δtot
√
s
(GeV2) (pb/GeV2) (%) (%) (%) (%) (GeV)
300 0.008 0.371 1.08 1.12 28.5 25.7 13.9 40.8 319
300 0.013 0.228 0.638 1.08 11.1 6.2 6.6 14.3 319
300 0.032 0.093 0.217 0.901 7.8 3.5 3.9 9.4 319
300 0.080 0.037 0.481 · 10−1 0.500 10.1 3.6 2.5 11.0 319
500 0.013 0.380 0.550 0.984 7.5 4.5 5.3 10.2 319
500 0.032 0.154 0.190 0.839 5.8 2.4 2.4 6.7 319
500 0.080 0.062 0.504 · 10−1 0.555 6.3 2.6 1.3 7.0 319
500 0.130 0.038 0.222 · 10−1 0.397 13.5 3.8 3.1 14.4 319
1000 0.013 0.760 0.343 0.705 9.9 6.2 7.5 13.9 319
1000 0.032 0.309 0.145 0.731 4.7 1.9 1.7 5.4 319
1000 0.080 0.124 0.402 · 10−1 0.509 5.1 2.1 1.2 5.7 319
1000 0.130 0.076 0.180 · 10−1 0.370 8.2 2.9 1.2 8.8 319
1000 0.250 0.040 0.880 · 10−2 0.348 18.9 10.8 2.6 21.9 319
2000 0.032 0.618 0.819 · 10−1 0.533 4.7 2.0 1.8 5.4 319
2000 0.080 0.247 0.266 · 10−1 0.433 4.5 1.7 1.1 5.0 319
2000 0.130 0.152 0.133 · 10−1 0.351 6.3 2.4 1.1 6.8 319
2000 0.250 0.079 0.396 · 10−2 0.201 10.6 3.3 2.3 11.3 319
3000 0.080 0.371 0.194 · 10−1 0.395 4.5 2.0 1.2 5.0 319
3000 0.130 0.228 0.107 · 10−1 0.355 5.4 1.8 1.1 5.8 319
3000 0.250 0.119 0.237 · 10−2 0.151 9.2 2.9 1.2 9.7 319
3000 0.400 0.074 0.431 · 10−3 0.044 32.6 8.7 5.3 34.1 319
5000 0.080 0.618 0.780 · 10−2 0.233 7.6 3.2 1.7 8.4 319
5000 0.130 0.380 0.505 · 10−2 0.245 6.3 2.5 1.3 6.9 319
5000 0.250 0.198 0.153 · 10−2 0.143 8.2 2.6 1.2 8.7 319
5000 0.400 0.124 0.474 · 10−3 0.071 17.7 6.0 2.7 18.9 319
8000 0.130 0.608 0.162 · 10−2 0.125 10.1 4.6 1.8 11.3 319
8000 0.250 0.316 0.818 · 10−3 0.121 8.8 3.8 1.7 9.7 319
8000 0.400 0.198 0.193 · 10−3 0.046 19.3 7.8 2.5 20.9 319
15000 0.250 0.593 0.175 · 10−3 0.057 14.7 6.1 2.2 16.1 319
15000 0.400 0.371 0.646 · 10−4 0.034 17.2 6.5 2.1 18.5 319
Table 32. Combined HERA I+II CC e+p cross sections for Pe = 0. Here δstat, δunc, δcor and δtot are the


















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
200 17.91 0.42 0.92 0.62 1.19 −0.22 −0.57 0.00 0.05 −0.06
250 10.61 0.43 1.21 0.67 1.45 0.39 −0.54 0.01 0.05 −0.04
300 6.800 0.51 1.24 0.73 1.53 0.48 −0.55 0.01 0.04 −0.04
400 3.436 0.60 1.06 0.62 1.36 0.46 −0.41 0.01 0.04 −0.03
500 2.038 0.71 1.08 0.62 1.44 0.50 −0.37 0.01 0.04 −0.02
650 1.063 0.86 1.10 0.63 1.53 0.51 −0.35 0.01 0.05 −0.02
800 0.6300 1.05 1.08 0.58 1.61 0.48 −0.31 0.01 0.06 −0.02
1000 0.3640 1.21 1.14 0.60 1.77 0.47 −0.31 0.01 0.05 −0.20
1200 0.2290 1.45 1.28 0.54 2.01 0.46 −0.24 0.01 0.05 −0.15
1500 0.1330 1.72 1.36 0.60 2.27 0.53 −0.21 0.01 0.05 −0.19
2000 0.6100 · 10−1 2.09 1.46 0.60 2.62 0.52 −0.24 0.01 0.05 −0.19
3000 0.2200 · 10−1 1.96 1.51 0.52 2.52 0.48 −0.16 0.01 0.04 −0.13
5000 0.5900 · 10−2 2.46 1.73 0.48 3.05 0.43 −0.15 0.01 0.04 −0.15
8000 0.1570 · 10−2 3.81 2.33 0.60 4.51 0.55 −0.06 0.01 0.03 −0.23
12000 0.5570 · 10−3 5.73 2.69 0.69 6.36 0.64 0.01 0.02 0.06 −0.25
20000 0.1180 · 10−3 9.71 3.92 1.14 10.54 0.92 0.11 0.02 0.04 −0.66
30000 0.1860 · 10−4 25.27 6.64 1.98 26.20 1.54 0.32 0.02 0.09 −1.20
50000 0.2670 · 10−5 57.78 9.73 1.81 58.62 1.73 0.52 0.00 0.00 0.00
Table 33. The NC e−p cross section dσNC/dQ2 for lepton beam polarisation Pe = −25.8% and y < 0.9.
The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor) and total (δtot) errors are
provided. In addition the correlated systematic error contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )
are given. The correlated error due to background subtraction charge asymmetry δS+cor is negligible and not


















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
200 17.78 0.62 0.91 0.60 1.25 −0.19 −0.56 0.00 0.05 −0.06
250 10.32 0.65 1.22 0.64 1.52 0.38 −0.52 0.00 0.04 −0.05
300 6.781 0.76 1.27 0.77 1.67 0.53 −0.57 0.00 0.05 −0.03
400 3.343 0.91 1.05 0.61 1.52 0.45 −0.41 0.01 0.04 −0.03
500 1.928 1.08 1.09 0.68 1.68 0.53 −0.42 0.01 0.04 −0.02
650 1.030 1.29 1.11 0.63 1.82 0.53 −0.34 0.01 0.05 −0.02
800 0.6080 1.59 1.09 0.55 2.00 0.46 −0.30 0.01 0.05 −0.02
1000 0.3480 1.88 1.17 0.60 2.29 0.48 −0.31 0.01 0.05 −0.18
1200 0.2160 2.18 1.29 0.59 2.60 0.50 −0.23 0.01 0.04 −0.20
1500 0.1210 2.72 1.35 0.54 3.08 0.48 −0.23 0.01 0.05 −0.10
2000 0.5700 · 10−1 3.21 1.45 0.57 3.57 0.51 −0.18 0.01 0.05 −0.18
3000 0.2020 · 10−1 2.99 1.58 0.60 3.43 0.54 −0.17 0.01 0.05 −0.18
5000 0.5190 · 10−2 4.10 1.72 0.42 4.47 0.37 −0.11 0.01 0.05 −0.16
8000 0.1490 · 10−2 5.83 2.33 0.63 6.31 0.56 −0.09 0.01 0.06 −0.27
12000 0.4650 · 10−3 9.30 2.90 0.79 9.77 0.76 −0.03 0.02 0.05 −0.21
20000 0.7660 · 10−4 17.86 3.82 0.81 18.28 0.80 0.11 0.02 0.05 −0.04
30000 0.2200 · 10−4 34.74 6.25 2.43 35.38 1.67 0.07 0.01 0.04 −1.77
Table 34. The NC e−p cross section dσNC/dQ2 for lepton beam polarisation Pe = +36.0% and y < 0.9.
The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor) and total (δtot) errors are
provided. In addition the correlated systematic error contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )
are given. The correlated error due to background subtraction charge asymmetry δS+cor is negligible and not


















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
200 18.16 0.47 0.80 0.65 1.14 −0.23 −0.61 0.01 0.05 −0.06
250 10.61 0.49 1.12 0.66 1.39 0.40 −0.52 0.01 0.04 −0.04
300 6.897 0.57 1.15 0.72 1.47 0.47 −0.54 0.01 0.04 −0.04
400 3.419 0.67 0.98 0.63 1.35 0.46 −0.43 0.00 0.04 −0.03
500 1.995 0.81 0.98 0.64 1.43 0.50 −0.40 0.01 0.04 −0.03
650 1.029 0.98 1.02 0.68 1.57 0.55 −0.40 0.01 0.04 −0.02
800 0.6030 1.19 1.06 0.66 1.73 0.55 −0.36 0.01 0.05 −0.02
1000 0.3390 1.41 1.03 0.54 1.83 0.42 −0.27 0.01 0.05 −0.19
1200 0.2130 1.66 1.21 0.63 2.14 0.52 −0.28 0.01 0.05 −0.18
1500 0.1190 2.06 1.39 0.65 2.57 0.59 −0.20 0.01 0.05 −0.17
2000 0.5470 · 10−1 2.45 1.39 0.57 2.87 0.49 −0.23 0.01 0.04 −0.17
3000 0.1830 · 10−1 2.34 1.60 0.68 2.92 0.64 −0.17 0.01 0.05 −0.18
5000 0.4070 · 10−2 3.27 1.75 0.55 3.75 0.46 −0.12 0.01 0.04 −0.28
8000 0.9380 · 10−3 5.47 2.49 0.91 6.08 0.76 −0.11 0.02 0.03 −0.49
12000 0.2170 · 10−3 10.30 3.20 0.91 10.83 0.76 −0.04 0.01 0.05 −0.49
20000 0.2920 · 10−4 21.41 4.38 1.15 21.89 1.14 0.07 0.01 0.05 −0.13
Table 35. The NC e+p cross section dσNC/dQ2 for lepton beam polarisation Pe = −37.0% and y < 0.9.
The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor) and total (δtot) errors are
provided. In addition the correlated systematic error contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )
are given. The correlated error due to background subtraction charge asymmetry δS+cor is negligible and not


















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
200 17.84 0.42 0.80 0.63 1.10 −0.23 −0.57 0.01 0.05 −0.07
250 10.49 0.44 1.14 0.69 1.40 0.42 −0.55 0.00 0.04 −0.05
300 6.814 0.52 1.15 0.70 1.44 0.46 −0.53 0.00 0.04 −0.04
400 3.392 0.61 0.96 0.61 1.29 0.45 −0.41 0.00 0.04 −0.03
500 2.004 0.72 0.98 0.65 1.38 0.51 −0.40 0.01 0.04 −0.03
650 1.059 0.87 1.03 0.66 1.50 0.54 −0.38 0.01 0.05 −0.03
800 0.6260 1.04 1.03 0.63 1.60 0.53 −0.34 0.01 0.06 −0.03
1000 0.3490 1.26 1.02 0.54 1.71 0.42 −0.28 0.01 0.06 −0.21
1200 0.2180 1.49 1.21 0.57 2.00 0.48 −0.26 0.01 0.05 −0.17
1500 0.1220 1.75 1.28 0.58 2.25 0.52 −0.22 0.01 0.06 −0.14
2000 0.5850 · 10−1 2.15 1.43 0.64 2.66 0.57 −0.23 0.01 0.05 −0.16
3000 0.2020 · 10−1 2.06 1.54 0.59 2.64 0.54 −0.13 0.01 0.04 −0.17
5000 0.4920 · 10−2 2.68 1.76 0.51 3.25 0.44 −0.15 0.01 0.04 −0.20
8000 0.1140 · 10−2 4.75 2.39 0.74 5.37 0.68 −0.04 0.01 0.04 −0.28
12000 0.2750 · 10−3 8.24 2.91 0.82 8.77 0.74 −0.13 0.01 0.05 −0.33
20000 0.4080 · 10−4 16.20 4.65 1.14 16.90 1.08 0.20 0.03 0.06 −0.29
30000 0.6680 · 10−5 41.62 6.22 1.46 42.11 1.45 0.05 0.01 0.04 −0.15
Table 36. The NC e+p cross section dσNC/dQ2 for lepton beam polarisation Pe = +32.5% and y < 0.9.
The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor) and total (δtot) errors are
provided. In addition the correlated systematic error contributions from a positive variation of one standard
deviation of the electron energy error (δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy
error (δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor )
are given. The correlated error due to background subtraction charge asymmetry δS+cor is negligible and not
















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.426 · 10−1 1.493 8.7 7.5 6.4 13.1 5.7 −0.5 −1.3 −2.2
500 0.282 · 10−1 1.246 4.9 4.4 4.0 7.8 3.7 −0.6 −0.9 −0.3
1000 0.203 · 10−1 1.071 3.8 3.2 2.2 5.5 2.1 −0.4 −0.5 −0.1
2000 0.118 · 10−1 1.024 3.3 2.5 1.0 4.3 0.9 −0.2 −0.2 −0.0
3000 0.713 · 10−2 1.027 3.4 2.1 0.6 4.1 0.2 −0.0 0.3 −0.1
5000 0.374 · 10−2 1.033 3.7 2.3 0.7 4.4 −0.0 0.1 0.4 −0.0
8000 0.168 · 10−2 1.049 4.7 3.5 1.6 6.2 −0.0 0.8 1.2 0.0
15000 0.425 · 10−3 1.082 6.5 5.9 2.7 9.2 0.0 1.6 1.9 0.0
30000 0.388 · 10−4 1.195 14.5 11.4 5.3 19.2 0.0 3.3 3.3 0.0
Table 37. The CC e−p cross section dσCC/dQ2 for lepton beam polarisation Pe = −25.8% and y < 0.9
after correction (kcor) according to the Standard Model expectation for the kinematic cuts PT,h > 12 GeV
and 0.03 < y < 0.85. The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor)
and total (δtot) errors are provided. In addition the correlated systematic error contributions from a positive
variation of one standard deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error
(δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor ) are
given. The luminosity and polarisation uncertainties are not included in the errors.
Q2 dσCC/dQ









(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.207 · 10−1 1.493 15.1 7.6 6.4 18.1 5.7 −0.5 −0.8 −1.9
500 0.159 · 10−1 1.246 10.0 4.6 4.1 11.7 3.8 −0.6 −1.0 −0.8
1000 0.110 · 10−1 1.071 7.6 3.0 2.1 8.5 2.0 −0.3 −0.1 −0.2
2000 0.528 · 10−2 1.024 7.4 2.5 1.2 7.9 0.8 −0.4 −0.5 −0.2
3000 0.366 · 10−2 1.027 7.0 2.2 0.7 7.4 0.2 −0.0 0.3 −0.1
5000 0.190 · 10−2 1.033 7.5 2.4 0.9 8.0 −0.0 0.3 0.6 −0.0
8000 0.838 · 10−3 1.049 9.8 3.3 1.5 10.5 −0.0 0.8 1.0 0.0
15000 0.215 · 10−3 1.082 14.0 5.8 2.7 15.5 −0.0 1.5 2.0 0.0
30000 0.188 · 10−4 1.195 28.9 10.8 4.8 31.3 0.0 3.0 2.8 0.0
Table 38. The CC e−p cross section dσCC/dQ2 for lepton beam polarisation Pe = +36.0% and y < 0.9
after correction (kcor) according to the Standard Model expectation for the kinematic cuts PT,h > 12 GeV
and 0.03 < y < 0.85. The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor)
and total (δtot) errors are provided. In addition the correlated systematic error contributions from a positive
variation of one standard deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error
(δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor ) are
















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.157 · 10−1 1.408 14.2 8.0 8.0 18.2 6.2 −0.6 −0.8 −4.4
500 0.124 · 10−1 1.181 8.9 4.3 4.7 11.0 4.3 −0.4 0.2 −1.5
1000 0.761 · 10−2 1.043 7.1 3.0 2.4 8.1 2.3 −0.2 −0.1 −0.4
2000 0.327 · 10−2 1.026 7.0 2.4 1.2 7.5 1.0 0.0 0.3 −0.1
3000 0.177 · 10−2 1.030 7.8 2.6 1.1 8.3 0.3 0.4 0.8 −0.0
5000 0.600 · 10−3 1.035 10.6 3.1 1.6 11.3 −0.1 0.6 1.3 −0.0
8000 0.184 · 10−3 1.049 15.8 5.7 2.7 17.3 −0.1 1.4 1.9 0.0
15000 0.198 · 10−4 1.077 30.7 7.0 3.9 31.9 −0.0 2.4 2.1 0.0
Table 39. The CC e+p cross section dσCC/dQ2 for lepton beam polarisation Pe = −37.0% and y < 0.9
after correction (kcor) according to the Standard Model expectation for the kinematic cuts PT,h > 12 GeV
and 0.03 < y < 0.85. The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor)
and total (δtot) errors are provided. In addition the correlated systematic error contributions from a positive
variation of one standard deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error
(δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor ) are
given. The luminosity and polarisation uncertainties are not included in the errors.
Q2 dσCC/dQ









(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.294 · 10−1 1.408 8.8 8.0 7.1 13.8 6.5 −0.4 −0.5 −2.5
500 0.259 · 10−1 1.181 5.3 4.4 4.4 8.2 4.2 −0.4 −0.5 −0.4
1000 0.145 · 10−1 1.043 4.5 3.0 2.4 5.9 2.3 −0.4 −0.0 −0.1
2000 0.707 · 10−2 1.026 4.2 2.4 1.2 5.0 1.0 0.1 0.4 −0.1
3000 0.382 · 10−2 1.030 4.7 2.5 1.1 5.5 0.3 0.4 0.8 0.0
5000 0.136 · 10−2 1.035 6.2 3.8 1.9 7.7 −0.0 0.8 1.5 −0.0
8000 0.438 · 10−3 1.049 9.1 5.1 2.5 11.1 −0.1 1.4 1.7 0.0
15000 0.544 · 10−4 1.077 16.3 7.3 3.6 18.5 0.1 1.8 2.2 0.0
Table 40. The CC e+p cross section dσCC/dQ2 for lepton beam polarisation Pe = +32.5% and y < 0.9
after correction (kcor) according to the Standard Model expectation for the kinematic cuts PT,h > 12 GeV
and 0.03 < y < 0.85. The statistical (δstat), uncorrelated systematic (δunc), correlated systematic (δcor)
and total (δtot) errors are provided. In addition the correlated systematic error contributions from a positive
variation of one standard deviation of the cuts against photoproduction (δV +cor ), of the hadronic energy error
(δh+cor), of the error due to noise subtraction (δN
+
cor ) and of the error due to background subtraction (δB
+
cor ) are


















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
200 17.85 0.35 0.91 0.61 1.15 −0.21 −0.57 0.00 0.05 −0.06
250 10.50 0.36 1.21 0.66 1.42 0.39 −0.53 0.00 0.04 −0.04
300 6.785 0.42 1.24 0.75 1.51 0.50 −0.55 0.01 0.04 −0.04
400 3.401 0.50 1.05 0.61 1.31 0.45 −0.41 0.01 0.04 −0.03
500 1.999 0.59 1.08 0.64 1.39 0.51 −0.39 0.01 0.04 −0.02
650 1.050 0.72 1.09 0.63 1.45 0.52 −0.35 0.01 0.05 −0.02
800 0.6210 0.87 1.07 0.57 1.49 0.48 −0.31 0.01 0.05 −0.02
1000 0.3580 1.02 1.13 0.60 1.63 0.47 −0.31 0.01 0.05 −0.19
1200 0.2240 1.21 1.27 0.55 1.84 0.47 −0.24 0.01 0.04 −0.16
1500 0.1280 1.45 1.34 0.58 2.06 0.51 −0.21 0.01 0.05 −0.16
2000 0.5930 · 10−1 1.75 1.43 0.59 2.34 0.52 −0.22 0.01 0.05 −0.19
3000 0.2120 · 10−1 1.64 1.51 0.54 2.29 0.50 −0.16 0.01 0.04 −0.14
5000 0.5610 · 10−2 2.11 1.71 0.46 2.76 0.41 −0.14 0.01 0.04 −0.15
8000 0.1520 · 10−2 3.19 2.30 0.61 3.98 0.55 −0.07 0.01 0.04 −0.24
12000 0.5190 · 10−3 4.88 2.71 0.72 5.63 0.67 0.00 0.02 0.06 −0.24
20000 0.1030 · 10−3 8.53 3.86 1.02 9.42 0.89 0.11 0.02 0.04 −0.49
30000 0.1920 · 10−4 20.43 6.20 2.10 21.46 1.58 0.25 0.02 0.08 −1.36
50000 0.1770 · 10−5 57.80 9.87 2.73 58.70 2.66 0.60 0.00 0.00 0.00
Table 41. The NC e−p cross section dσNC/dQ2 for Pe = 0 and y < 0.9. The statistical (δstat), uncorrelated
systematic (δunc), correlated systematic (δcor) and total (δtot) errors are provided. In addition the correlated
systematic error contributions from a positive variation of one standard deviation of the electron energy error
(δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy error (δh
+
cor), of the error due to noise
subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The correlated error due
to background subtraction charge asymmetry δS+cor is negligible and not listed in the table. The normalisation


















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)
200 17.98 0.31 0.80 0.64 1.07 −0.23 −0.59 0.01 0.05 −0.07
250 10.54 0.33 1.13 0.68 1.35 0.41 −0.54 0.00 0.04 −0.05
300 6.848 0.38 1.14 0.71 1.40 0.47 −0.53 0.00 0.04 −0.04
400 3.403 0.45 0.96 0.62 1.23 0.46 −0.42 0.00 0.04 −0.03
500 1.999 0.54 0.97 0.65 1.28 0.51 −0.40 0.01 0.04 −0.03
650 1.045 0.65 1.01 0.67 1.38 0.54 −0.39 0.01 0.04 −0.02
800 0.6150 0.79 1.02 0.65 1.44 0.54 −0.35 0.01 0.05 −0.03
1000 0.3440 0.94 1.00 0.54 1.47 0.42 −0.27 0.01 0.05 −0.20
1200 0.2150 1.11 1.19 0.59 1.73 0.50 −0.27 0.01 0.05 −0.17
1500 0.1200 1.34 1.31 0.61 1.97 0.55 −0.22 0.01 0.05 −0.15
2000 0.5670 · 10−1 1.62 1.38 0.61 2.21 0.54 −0.23 0.01 0.05 −0.17
3000 0.1930 · 10−1 1.55 1.55 0.63 2.28 0.58 −0.15 0.01 0.05 −0.17
5000 0.4520 · 10−2 2.07 1.73 0.52 2.75 0.45 −0.14 0.01 0.04 −0.23
8000 0.1050 · 10−2 3.60 2.37 0.81 4.38 0.71 −0.07 0.01 0.03 −0.37
12000 0.2480 · 10−3 6.43 2.93 0.85 7.12 0.75 −0.09 0.01 0.05 −0.40
20000 0.3540 · 10−4 12.92 4.48 1.14 13.72 1.10 0.15 0.02 0.06 −0.23
30000 0.4190 · 10−5 38.94 5.92 1.47 39.41 1.44 0.21 0.01 0.04 −0.16
Table 42. The NC e+p cross section dσNC/dQ2 for Pe = 0 and y < 0.9. The statistical (δstat), uncorrelated
systematic (δunc), correlated systematic (δcor) and total (δtot) errors are provided. In addition the correlated
systematic error contributions from a positive variation of one standard deviation of the electron energy error
(δE+cor ), of the polar electron angle error (δθ
+
cor), of the hadronic energy error (δh
+
cor), of the error due to noise
subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The correlated error due
to background subtraction charge asymmetry δS+cor is negligible and not listed in the table. The normalisation
















(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.336 · 10−1 1.493 7.6 7.5 6.4 12.4 5.7 −0.5 −1.2 −2.2
500 0.229 · 10−1 1.246 4.4 4.4 4.0 7.4 3.7 −0.6 −0.9 −0.4
1000 0.163 · 10−1 1.071 3.4 3.2 2.2 5.2 2.0 −0.4 −0.4 −0.1
2000 0.917 · 10−2 1.024 3.0 2.5 1.0 4.1 0.9 −0.2 −0.2 −0.0
3000 0.568 · 10−2 1.027 3.0 2.1 0.6 3.8 0.2 −0.0 0.3 −0.1
5000 0.297 · 10−2 1.033 3.3 2.3 0.7 4.2 −0.0 0.2 0.4 −0.0
8000 0.133 · 10−2 1.049 4.2 3.5 1.5 5.8 −0.0 0.8 1.1 0.0
15000 0.337 · 10−3 1.082 5.9 5.9 2.6 8.8 −0.0 1.6 1.9 0.0
30000 0.305 · 10−4 1.195 12.9 11.3 5.0 17.9 0.0 3.2 3.2 0.0
Table 43. The CC e−p cross section dσCC/dQ2 for Pe = 0 and y < 0.9 after correction (kcor) according to
the Standard Model expectation for the kinematic cuts PT,h > 12 GeV and 0.03 < y < 0.85. The statistical
(δstat), uncorrelated systematic (δunc), correlated systematic (δcor) and total (δtot) errors are provided. In
addition the correlated systematic error contributions from a positive variation of one standard deviation
of the cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to noise
subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The luminosity and
polarisation uncertainties are not included in the errors.
Q2 dσCC/dQ









(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%)
300 0.229 · 10−1 1.408 7.5 8.0 7.3 13.1 6.4 −0.4 −0.6 −3.0
500 0.196 · 10−1 1.181 4.6 4.3 4.4 7.7 4.3 −0.4 −0.4 −0.7
1000 0.113 · 10−1 1.043 3.8 3.0 2.3 5.4 2.3 −0.3 −0.1 −0.2
2000 0.529 · 10−2 1.026 3.6 2.4 1.2 4.5 1.0 0.0 0.4 −0.1
3000 0.287 · 10−2 1.030 4.0 2.6 1.0 4.9 0.3 0.4 0.8 −0.0
5000 0.101 · 10−2 1.035 5.3 3.6 1.7 6.9 −0.0 0.7 1.4 −0.0
8000 0.320 · 10−3 1.049 7.9 5.2 2.4 10.2 −0.1 1.4 1.8 0.0
15000 0.384 · 10−4 1.077 14.4 7.2 3.4 16.7 −0.1 2.0 2.2 0.0
Table 44. The CC e+p cross section dσCC/dQ2 for Pe = 0 and y < 0.9 after correction (kcor) according to
the Standard Model expectation for the kinematic cuts PT,h > 12 GeV and 0.03 < y < 0.85. The statistical
(δstat), uncorrelated systematic (δunc), correlated systematic (δcor) and total (δtot) errors are provided. In
addition the correlated systematic error contributions from a positive variation of one standard deviation
of the cuts against photoproduction (δV +cor ), of the hadronic energy error (δh
+
cor), of the error due to noise
subtraction (δN+cor ) and of the error due to background subtraction (δB
+
cor ) are given. The luminosity and







2 δstat δunc δcor δtot
(GeV2) (pb/GeV2) (%) (%) (%) (%)
200 18.21 0.34 0.87 1.70 1.94
250 10.72 0.35 1.13 1.69 2.06
300 6.958 0.40 1.17 1.71 2.11
400 3.485 0.48 0.98 1.67 2.00
500 2.047 0.56 1.03 1.71 2.07
650 1.077 0.69 1.04 1.69 2.10
800 0.6402 0.83 1.02 1.67 2.13
1000 0.3670 0.97 1.06 1.68 2.21
1200 0.2310 1.15 1.18 1.66 2.34
1500 0.1314 1.38 1.24 1.67 2.49
2000 0.6081 · 10−1 1.66 1.33 1.69 2.72
3000 0.2201 · 10−1 1.55 1.38 1.66 2.66
5000 0.5857 · 10−2 1.98 1.57 1.65 3.01
8000 0.1596 · 10−2 2.98 2.14 1.69 4.04
12000 0.5190 · 10−3 4.67 2.53 1.72 5.58
20000 0.1049 · 10−3 8.12 3.63 1.83 9.08
30000 0.1995 · 10−4 19.00 5.99 2.41 20.06
50000 0.1839 · 10−5 56.69 9.87 2.90 57.62
Table 45. Combined HERA I+II NC e−p cross sections dσNC/dQ2 for Pe = 0 and y < 0.9. Here δstat,








2 δstat δunc δcor δtot
(GeV2) (pb/GeV2) (%) (%) (%) (%)
200 18.30 0.25 0.68 1.22 1.42
250 10.77 0.27 0.92 1.20 1.54
300 7.008 0.30 0.95 1.22 1.57
400 3.495 0.37 0.79 1.20 1.48
500 2.042 0.43 0.82 1.21 1.53
650 1.067 0.52 0.83 1.23 1.57
800 0.6323 0.64 0.85 1.22 1.61
1000 0.3578 0.75 0.85 1.21 1.65
1200 0.2230 0.89 0.95 1.22 1.78
1500 0.1229 1.08 1.01 1.20 1.90
2000 0.5794 · 10−1 1.29 1.11 1.23 2.10
3000 0.1979 · 10−1 1.24 1.21 1.22 2.12
5000 0.4579 · 10−2 1.69 1.42 1.19 2.51
8000 0.1109 · 10−2 2.84 1.99 1.31 3.71
12000 0.2387 · 10−3 5.37 2.57 1.29 6.09
20000 0.3529 · 10−4 10.62 4.02 1.46 11.45
30000 0.6517 · 10−5 25.70 6.07 1.84 26.47
Table 46. Combined HERA I+II NC e+p cross sections dσNC/dQ2 for Pe = 0 and y < 0.9. Here δstat,
δunc, δcor and δtot are the relative statistical, total uncorrelated, correlated systematic and total uncertainties,
respectively.
Q2 dσCC/dQ
2 δstat δunc δcor δtot
(GeV2) (pb/GeV2) (%) (%) (%) (%)
300 0.355 · 10−1 7.1 6.2 4.9 10.6
500 0.245 · 10−1 4.2 3.9 3.3 6.5
1000 0.166 · 10−1 3.2 2.8 2.2 4.8
2000 0.951 · 10−2 2.8 2.3 1.8 4.0
3000 0.593 · 10−2 2.8 2.0 1.6 3.8
5000 0.301 · 10−2 3.1 2.2 1.7 4.2
8000 0.136 · 10−2 3.9 3.3 2.0 5.5
15000 0.341 · 10−3 5.5 5.5 2.7 8.3
30000 0.291 · 10−4 12.6 10.3 4.3 16.8
Table 47. Combined HERA I+II CC e−p cross sections dσCC/dQ2 for Pe = 0 and y < 0.9. Here δstat,








2 δstat δunc δcor δtot
(GeV2) (pb/GeV2) (%) (%) (%) (%)
300 0.266 · 10−1 5.5 4.8 4.0 8.3
500 0.200 · 10−1 3.6 3.0 2.8 5.4
1000 0.113 · 10−1 2.9 2.3 1.9 4.2
2000 0.535 · 10−2 2.8 2.0 1.4 3.7
3000 0.295 · 10−2 3.0 2.1 1.4 3.9
5000 0.104 · 10−2 4.1 2.8 1.8 5.3
8000 0.322 · 10−3 6.3 4.4 2.5 8.1
15000 0.424 · 10−4 11.4 6.5 2.9 13.4
Table 48. Combined HERA I+II CC e+p cross sections dσCC/dQ2 for Pe = 0 and y < 0.9. Here δstat,







Q2 x F γZ2 ∆stat ∆unc ∆cor ∆tot
(GeV2)
200 0.020 −0.412 0.908 0.682 0.946 1.478
200 0.032 0.647 0.873 0.753 0.799 1.403
200 0.050 −1.814 0.922 0.871 0.724 1.460
200 0.080 0.547 0.807 0.861 0.600 1.323
200 0.130 −0.836 0.766 0.742 0.497 1.177
200 0.180 −1.246 0.909 0.819 0.458 1.306
250 0.020 1.373 0.734 0.657 0.755 1.241
250 0.032 1.165 0.649 0.554 0.638 1.066
250 0.050 1.275 0.615 0.470 0.547 0.948
250 0.080 −0.583 0.561 0.365 0.477 0.822
250 0.130 −1.174 0.499 0.480 0.421 0.810
250 0.180 0.087 0.564 0.611 0.341 0.899
300 0.020 0.510 0.720 0.448 0.647 1.067
300 0.032 −0.653 0.633 0.437 0.544 0.942
300 0.050 −0.429 0.593 0.432 0.465 0.869
300 0.080 −0.306 0.532 0.381 0.404 0.769
300 0.130 0.293 0.454 0.422 0.356 0.715
300 0.180 0.568 0.490 0.559 0.276 0.793
300 0.400 −0.399 0.297 0.333 0.153 0.472
400 0.020 1.214 0.601 0.406 0.492 0.876
400 0.032 0.095 0.545 0.281 0.420 0.743
400 0.050 −0.099 0.498 0.263 0.347 0.661
400 0.080 0.835 0.452 0.208 0.301 0.582
400 0.130 −0.265 0.389 0.246 0.258 0.528
400 0.180 −0.041 0.403 0.350 0.215 0.576
400 0.400 −0.339 0.264 0.229 0.109 0.366
500 0.020 1.071 0.595 0.304 0.412 0.785
500 0.032 1.059 0.522 0.243 0.345 0.671
500 0.050 0.882 0.474 0.236 0.301 0.609
500 0.080 0.199 0.427 0.179 0.247 0.525
500 0.130 −0.406 0.443 0.205 0.214 0.533
500 0.180 0.228 0.399 0.226 0.183 0.494
500 0.250 0.271 0.378 0.257 0.142 0.478
Table 49. The measured structure function F γZ2 determined using the polarised HERA II data set. The
absolute statistical, uncorrelated, correlated and total uncertainties ∆stat, ∆unc, ∆cor and ∆tot are also






Q2 x F γZ2 ∆stat ∆unc ∆cor ∆tot
(GeV2)
650 0.020 0.408 0.563 0.242 0.330 0.696
650 0.032 0.730 0.501 0.254 0.287 0.630
650 0.050 0.027 0.439 0.184 0.235 0.530
650 0.080 0.905 0.390 0.147 0.190 0.458
650 0.130 0.848 0.389 0.159 0.165 0.452
650 0.180 0.102 0.361 0.168 0.164 0.430
650 0.250 −0.081 0.337 0.193 0.110 0.403
650 0.400 0.160 0.249 0.138 0.086 0.297
800 0.020 0.345 0.516 0.189 0.260 0.608
800 0.032 0.767 0.466 0.199 0.229 0.556
800 0.050 0.098 0.428 0.148 0.198 0.494
800 0.080 0.506 0.377 0.134 0.159 0.431
800 0.130 0.007 0.382 0.134 0.131 0.426
800 0.180 0.096 0.363 0.146 0.126 0.411
800 0.250 0.634 0.302 0.137 0.089 0.343
800 0.400 0.165 0.225 0.130 0.047 0.264
1000 0.020 0.620 0.509 0.154 0.222 0.576
1000 0.032 0.936 0.445 0.147 0.190 0.506
1000 0.050 0.504 0.377 0.158 0.154 0.437
1000 0.080 0.492 0.348 0.105 0.131 0.386
1000 0.130 −0.446 0.349 0.105 0.108 0.380
1000 0.180 0.726 0.313 0.111 0.104 0.348
1000 0.250 0.058 0.285 0.111 0.091 0.319
1000 0.400 0.187 0.211 0.107 0.039 0.240
1200 0.020 0.723 0.544 0.146 0.194 0.596
1200 0.032 0.049 0.432 0.110 0.164 0.474
1200 0.050 0.056 0.368 0.114 0.134 0.408
1200 0.080 0.081 0.337 0.101 0.114 0.370
1200 0.130 0.492 0.332 0.092 0.088 0.355
1200 0.180 0.887 0.298 0.089 0.081 0.322
1200 0.250 −0.228 0.255 0.086 0.060 0.276
1200 0.400 −0.057 0.174 0.089 0.031 0.197
1500 0.020 0.938 0.541 0.183 0.163 0.594
1500 0.032 0.379 0.444 0.095 0.133 0.474
1500 0.050 0.139 0.361 0.093 0.114 0.389
1500 0.080 0.196 0.330 0.087 0.099 0.355
1500 0.130 0.560 0.334 0.078 0.073 0.351
1500 0.180 0.475 0.269 0.074 0.063 0.286
1500 0.250 −0.435 0.237 0.081 0.052 0.256
1500 0.400 0.375 0.158 0.065 0.031 0.173







Q2 x F γZ2 ∆stat ∆unc ∆cor ∆tot
(GeV2)
2000 0.022 1.246 0.709 0.227 0.142 0.758
2000 0.032 0.071 0.397 0.100 0.100 0.422
2000 0.050 0.467 0.342 0.072 0.089 0.361
2000 0.080 −0.081 0.286 0.068 0.073 0.302
2000 0.130 0.683 0.280 0.065 0.059 0.293
2000 0.180 0.161 0.252 0.065 0.050 0.265
2000 0.250 0.363 0.209 0.063 0.040 0.222
2000 0.400 0.128 0.138 0.053 0.023 0.150
2000 0.650 0.024 0.027 0.010 0.003 0.029
3000 0.032 0.850 0.294 0.098 0.081 0.320
3000 0.050 0.261 0.219 0.063 0.068 0.238
3000 0.080 0.279 0.200 0.049 0.057 0.214
3000 0.130 0.383 0.190 0.050 0.045 0.201
3000 0.180 0.186 0.181 0.049 0.037 0.191
3000 0.250 −0.254 0.145 0.043 0.031 0.155
3000 0.400 0.124 0.083 0.036 0.016 0.092
3000 0.650 0.034 0.016 0.007 0.003 0.018
5000 0.055 0.491 0.239 0.068 0.049 0.253
5000 0.080 0.661 0.155 0.042 0.041 0.166
5000 0.130 0.408 0.154 0.042 0.035 0.163
5000 0.180 0.263 0.147 0.037 0.029 0.154
5000 0.250 −0.100 0.154 0.030 0.020 0.158
5000 0.400 −0.056 0.075 0.023 0.010 0.079
5000 0.650 0.019 0.015 0.005 0.002 0.016
8000 0.088 0.480 0.265 0.065 0.035 0.275
8000 0.130 0.249 0.172 0.045 0.028 0.180
8000 0.180 0.107 0.147 0.034 0.022 0.152
8000 0.250 0.049 0.125 0.027 0.017 0.129
8000 0.400 0.003 0.074 0.023 0.008 0.078
8000 0.650 −0.006 0.014 0.005 0.001 0.015
12000 0.130 0.086 0.406 0.086 0.033 0.416
12000 0.180 0.304 0.181 0.033 0.022 0.186
12000 0.250 0.063 0.134 0.023 0.014 0.137
12000 0.400 0.204 0.093 0.027 0.009 0.098
12000 0.650 0.028 0.017 0.004 0.002 0.018
20000 0.250 0.698 0.184 0.031 0.023 0.188
20000 0.400 0.035 0.117 0.025 0.008 0.120







x F γZ2 ∆stat ∆unc ∆cor ∆tot
0.020 0.751 0.188 0.080 0.326 0.385
0.032 0.546 0.139 0.053 0.213 0.259
0.050 0.299 0.104 0.036 0.139 0.177
0.080 0.398 0.081 0.025 0.098 0.129
0.130 0.286 0.074 0.023 0.074 0.107
0.180 0.264 0.065 0.020 0.055 0.087
0.250 0.051 0.056 0.015 0.032 0.067
0.400 0.068 0.035 0.013 0.017 0.041
0.650 0.019 0.008 0.003 0.002 0.009
Table 50. Averaged structure function F γZ2 for Q2 = 1500GeV
2 determined using the polarised HERA II
data set. The absolute statistical, uncorrelated, correlated and total uncertainties ∆stat, ∆unc, ∆cor and ∆tot






Q2 x xF γZ3 ∆stat ∆unc ∆cor ∆tot
(GeV2)
1200 0.013 0.256 0.301 0.158 0.086 0.350
1200 0.020 0.410 0.211 0.098 0.098 0.253
1200 0.032 0.726 0.277 0.114 0.140 0.331
1200 0.050 0.666 0.373 0.190 0.184 0.457
1200 0.080 0.339 0.560 0.274 0.259 0.676
1200 0.130 −0.744 0.961 0.507 0.349 1.141
1200 0.180 −1.05 1.22 0.617 0.437 1.433
1200 0.250 −3.87 1.43 0.812 0.458 1.706
1200 0.400 2.13 1.58 1.26 0.394 2.057
1500 0.020 0.512 0.174 0.099 0.066 0.211
1500 0.032 0.595 0.222 0.078 0.088 0.251
1500 0.050 0.184 0.286 0.121 0.123 0.334
1500 0.080 1.03 0.430 0.186 0.177 0.500
1500 0.130 0.348 0.693 0.325 0.221 0.797
1500 0.180 −1.01 0.865 0.419 0.273 0.999
1500 0.250 0.058 1.01 0.583 0.298 1.207
1500 0.400 0.755 1.20 0.825 0.259 1.478
1500 0.650 −0.095 0.433 0.262 0.051 0.508
2000 0.022 0.576 0.221 0.102 0.049 0.248
2000 0.032 0.403 0.146 0.063 0.050 0.167
2000 0.050 0.169 0.206 0.068 0.070 0.228
2000 0.080 0.414 0.275 0.112 0.096 0.312
2000 0.130 −0.222 0.456 0.183 0.129 0.508
2000 0.180 −0.642 0.594 0.260 0.163 0.669
2000 0.250 0.116 0.681 0.351 0.177 0.786
2000 0.400 0.131 0.727 0.462 0.153 0.875
2000 0.650 −0.665 0.278 0.157 0.030 0.321
3000 0.032 0.320 0.091 0.049 0.030 0.108
3000 0.050 0.274 0.084 0.040 0.034 0.099
3000 0.080 0.347 0.127 0.052 0.048 0.145
3000 0.130 0.635 0.200 0.096 0.065 0.232
3000 0.180 −0.116 0.270 0.124 0.076 0.307
3000 0.250 0.325 0.295 0.147 0.081 0.340
3000 0.400 −0.114 0.302 0.209 0.070 0.373
3000 0.650 −0.105 0.108 0.066 0.013 0.127
Table 51. The measured structure function xF γZ3 determined using the complete HERA I+II data set.







Q2 x xF γZ3 ∆stat ∆unc ∆cor ∆tot
(GeV2)
5000 0.055 0.297 0.073 0.033 0.019 0.082
5000 0.080 0.308 0.058 0.026 0.020 0.067
5000 0.130 0.516 0.096 0.045 0.028 0.109
5000 0.180 0.578 0.123 0.055 0.033 0.139
5000 0.250 0.132 0.167 0.081 0.034 0.188
5000 0.400 0.023 0.151 0.078 0.027 0.172
5000 0.650 0.084 0.051 0.025 0.005 0.057
8000 0.088 0.398 0.078 0.029 0.014 0.084
8000 0.130 0.437 0.063 0.028 0.014 0.070
8000 0.180 0.255 0.076 0.030 0.015 0.083
8000 0.250 0.164 0.095 0.035 0.016 0.102
8000 0.400 0.155 0.091 0.047 0.013 0.103
8000 0.650 −0.026 0.031 0.015 0.003 0.034
12000 0.130 0.598 0.113 0.038 0.010 0.119
12000 0.180 0.395 0.063 0.018 0.009 0.066
12000 0.250 0.331 0.061 0.018 0.008 0.064
12000 0.400 0.332 0.070 0.032 0.008 0.078
12000 0.650 −0.012 0.026 0.009 0.002 0.027
20000 0.250 0.361 0.058 0.015 0.006 0.060
20000 0.400 0.219 0.049 0.017 0.004 0.052
20000 0.650 0.014 0.018 0.008 0.001 0.019
30000 0.400 0.122 0.056 0.012 0.003 0.057
30000 0.650 0.055 0.023 0.006 0.001 0.024
Table 51. Continued.
x xF γZ3 ∆stat ∆unc ∆cor ∆tot
0.013 0.258 0.304 0.159 0.086 0.354
0.020 0.470 0.135 0.071 0.080 0.172
0.032 0.393 0.070 0.034 0.048 0.091
0.050 0.266 0.073 0.033 0.050 0.095
0.080 0.327 0.051 0.023 0.031 0.064
0.130 0.489 0.047 0.020 0.022 0.055
0.180 0.360 0.046 0.016 0.018 0.052
0.250 0.330 0.040 0.012 0.012 0.044
0.400 0.227 0.035 0.013 0.008 0.038
0.650 0.018 0.015 0.006 0.002 0.016
Table 52. Averaged structure function xF γZ3 for Q2 = 1500GeV
2 determined using the complete
HERA I+II data set. The absolute statistical, uncorrelated, correlated and total uncertainties ∆stat, ∆unc,
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Figure 1. The mean value of ∆θ = θtrack − θclus as a function of the polar angle of the cluster θclus after
alignment for data (solid points) covering the complete HERA II data set and simulation (open squares). The










































Figure 2. (a) The mean value of E′e/EDA as a function of zimp for data (solid points) and simulation (open
circles) based on a NC DIS sample for the complete HERA II data set, where BBE, CB1, CB2, CB3 and FBx
stand for Backward Barrel Electromagnetic, Central Barrel and Forward Barrel wheels. (b) The distribution
of E′e/Ptrack with data (solid points) and simulation (histogram), based on a QED Compton selection in the
































































Figure 3. (a) Mean values of PT,h/PT,e as a function of PT,e and (b) yh/yDA as a function of γh for
neutral current data (solid points) and simulation (open circles) for the complete HERA II data set. The
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Figure 4. Distributions of E′e, θe and E−Pz for (a) e−p and (b) e+p NC data (solid points) and simulation
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Figure 5. Distributions of PT,h/PT,e, θjets and E − Pz in the region y < 0.19 for (a) e−p and (b) e+p
data (solid points) and for simulation (histograms). The estimated background contribution is shown as the
shaded histograms. The quantities PT,h, θjets and the hadronic contribution to E − Pz are calculated using
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Figure 6. Distributions of E′e, θe and E−Pz for (a) e−p and (b) e+p NC high y analysis data. The data are
shown as solid points and the histogram represents the MC simulation and the background obtained from
data. The background corresponds to the wrongly charged lepton candidates in the data corrected for the
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Figure 7. Distributions of PmissT and E −Pz for (a) e−p and (b) e+p CC data (solid points) and simulation
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Figure 8. NC reduced cross sections σ˜NC for e−p L (solid squares) and R (open circles) data sets shown
for various fixed Q2 as a function of x. The measurement at Q2 = 50 000GeV2 is not shown. The inner
and outer error bars represent the statistical and total errors, respectively. The luminosity and polarisa-
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Figure 9. NC reduced cross sections σ˜NC for e+p L (solid squares) and R (open circles) data sets shown
for various fixed Q2 as a function of x. The inner and outer error bars represent the statistical and total
errors, respectively. The luminosity and polarisation uncertainties are not included in the error bars. The












































































Figure 10. CC reduced cross sections σ˜CC for e−p L (solid squares) and R (open circles) handed data sets
shown for various fixed Q2 as a function of x. The inner and outer error bars represent the statistical and
total errors, respectively. The luminosity and polarisation uncertainties are not included in the error bars.














































































Figure 11. CC reduced cross sections σ˜CC for e+p L (solid squares) and R (open circles) handed data sets
shown for various fixed Q2 as a function of x. The inner and outer error bars represent the statistical and
total errors, respectively. The luminosity and polarisation uncertainties are not included in the error bars.
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Figure 12. NC high y reduced cross sections σ˜NC for e−p (open circles) and e+p (solid squares) data shown
as a function of Q2. The inner and outer error bars represent the statistical and total errors, respectively. The
luminosity and polarisation uncertainties are not included in the error bars. The error bands show the total
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Figure 13. Combined HERA I+II unpolarised NC reduced cross sections σ˜NC for e−p (open circles)
and e+p (solid squares) data shown for various fixed Q2 as a function of x. Only the measurements at√
s = 319 GeV in the range 120 ≤ Q2 ≤ 30 000GeV2 are shown. The inner and outer error bars
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Figure 14. Combined HERA I+II unpolarised NC reduced cross sections σ˜NC for e−p (solid triangles),
e+p (solid squares) and low Q2 (solid points) data shown for various fixed x as a function of Q2. The inner
and outer error bars represent the statistical and total errors, respectively. The curves show the corresponding
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Figure 15. Combined HERA I+II unpolarised CC reduced cross sections σ˜CC for e−p data shown for
various fixed Q2 as a function of x in comparison with the expectation from H1PDF 2012. The inner and
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Figure 16. Combined HERA I+II unpolarised CC reduced cross sections σ˜CC for e+p data shown for
various fixed Q2 as a function of x in comparison with the expectation from H1PDF 2012. The inner and

















































 = 1.9 GeV2Q
H1 Collaboration
Figure 17. Parton distribution functions of H1PDF 2012 at the starting scale Q2 = 1.9GeV2. The gluon
and sea distributions in the linear scale plot (left) are scaled by a factor 0.05. The PDFs with fs = 0.5
are also shown. The uncertainties include the experimental uncertainties (inner), the model uncertainties
(middle) and the parametrisation variation (outer). All uncertainties are added in quadrature.
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 = 10 GeV2Q
H1 Collaboration
Figure 18. Parton distribution functions of H1PDF 2012 at the evolved scale of Q2 = 10GeV2. The gluon
and sea distributions in the linear scale plot (left) are scaled by a factor 0.05. The PDFs with fs = 0.5
are also shown. The uncertainties include the experimental uncertainties (inner), the model uncertainties






















































Figure 19. Parton distribution functions of H1PDF 2012 at the evolved scale of Q2 =M2W . The gluon and
sea distributions in the linear scale plot (left) are scaled by a factor 0.01. The PDFs with fs = 0.5 are also
shown. The uncertainties include the experimental uncertainties (inner), the model uncertainties (middle)
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2
 = 1.9 GeV2Q
Figure 20. Comparison of relative experimental uncertainties of the PDFs extracted from HERA I (outer)
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Figure 21. Q2 dependence of the NC cross sections dσ/dQ2 for the e−p (a) and e+p (b) L and R data sets.
The ratios of the L and R cross sections to the corresponding Standard Model expectations are shown for
the e−p (c) and e+p (d) data, where the normalisation shifts as determined from the QCD fit are applied to
the data (see table 11). The inner and outer error bars represent the statistical and total errors, respectively.
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Figure 22. Q2 dependence of the CC cross sections dσ/dQ2 for the e−p (a) and e+p (b) L and R data sets.
The ratios of the L and R cross sections to the corresponding Standard Model expectations are shown for
the e−p (c) and e+p (d) data, where the normalisation shifts as determined from the QCD fit are applied to
the data (see table 11). The inner and outer error bars represent the statistical and total errors, respectively.
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Figure 23. Q2 dependence of the NC and CC cross sections dσ/dQ2 for the combined HERA I+II unpo-
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Figure 24. Q2 dependence of the polarisation asymmetry A±, for e+p (solid points) and e−p (open
circles). The data are compared to the Standard Model expectation. The inner error bars represent the
statistical uncertainties and the outer error bars represent the total errors. The normalisation uncertainty is
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Figure 25. Structure function F γZ2 for data (solid points) and the expectation from H1PDF 2012 (solid
























Figure 26. Structure function F γZ2 transformed to Q2 = 1500GeV
2 for data (solid points) and the
expectation from H1PDF 2012 (solid curve). The inner error bars represent the statistical uncertainties and























 = 2000 GeV2Q
0
0.5
1 2 = 3000 GeV2Q
0
0.5
1 2 = 5000 GeV2Q
0
0.5





























Figure 27. Structure function xF γZ3 for the combined HERA I+II data (solid points) and the expectation
from H1PDF 2012 (solid curve). The inner error bars represent the statistical uncertainties and the full error



























Figure 28. Structure function xF γZ3 transformed to Q2 = 1500GeV2 for data (solid points) and the
expectation from H1PDF 2012 (solid curve). The inner error bars represent the statistical uncertainties and
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Figure 29. Dependence of the e±p total CC cross sections on the longitudinal lepton beam polarisation Pe.
The inner and outer error bars represent the statistical and total errors respectively. The uncertainties on the
polarisation measurement are shown with horizontal error bars which are mostly smaller than the symbol
size. The data are compared to the Standard Model expectation based on the H1PDF 2012 parametrisation
(dark shaded band). The light shaded band corresponds to the resulting one standard deviation contour of a
linear fit to the data shown as the central line.
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