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Resumen
La mayoría de la literatura referente a la estimación de parámetros de los modelos de histére-
sis de tipo Bouc-Wen por medio de algoritmos evolutivos no solo usa una función objectivo
única (el error cuadrático medio entre los desplazamientos conocidos y los estimados), sino
que también considera el modelo original de histéresis de Bouc-Wen (sin degradación y sin
pinching) en el proceso de identificación. En esta Tesis se presenta una metodología novedosa
para la estimación de los parámetros del modelo de histéresis de Bouc-Wen-Baber-Noori. La
metodología está basada en un algoritmo evolutivo para optimización multi-objetivo, lla-
mado NSGA-II [34]; por lo tanto, un conjunto de funciones objetivo es empleado en vez
de una función objetivo única. Esta metodología no solo minimiza la diferencia entre los
desplazamientos medidos en el laboratorio y los estimados, sino que también minimiza la
diferencia entre la energía disipada experimental y la estimada con el modelo. La metodología
propuesta identifica el sistema estructural y permite la observación de la multi-modalidad
del modelo de histéresis de BWBN. El desempeño del algoritmo es evaluado usando datos
simulados y reales.
Palabras claves: Modelo de Bouc-Wen-Baber-Noori; Histéresis; Optimización multi-
objetivo; Identificación de sistemas; NSGA-II.
Abstract
Most of the published literature concerned with the parameter estimation of the Bouc-Wen
model of hysteresis via evolutionary algorithms not only uses a single objective function (the
mean square error between the known displacements and the estimated ones) but also con-
siders the original Bouc-Wen model of hysteresis (without degradation and pinching) in the
identification process. In this thesis, a novel method for the identification of the parameters
of the Bouc-Wen-Baber-Noori (BWBN) model of hysteresis is presented. The methodol-
ogy is based on a multi-objective evolutionary optimization algorithm called NSGA-II [34];
therefore, a set of objective functions is employed instead of a single objective function. The
methodology minimizes not only the difference between the measured displacements at the
laboratory and the estimated ones, but also minimizes the difference between the experi-
mental dissipated energy and the estimated one. The proposed methodology identifies the
structural system and allows the observation of multi-modality of the BWBN model of hys-
teresis. The performance of the algorithm is evaluated using simulated and real data.
Keywords: Bouc-Wen-Baber-Noori model; Hysteresis; Multi-objective optimization;
System identification; NSGA-II.
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1. Introduction
1.1. Motivation
The identification of nonlinear hysteretic systems has been an important topic in structural
dynamics over the last decades, because many practical applications encountered in civil and
mechanical engineering are related to the modeling and identification of this type of systems.
In the field of structural analysis and design, it is mandatory to use a model that predicts
the behaviour of structures under the action of dynamic loads, as these are the ones that
usually determine the designs; the structures are projected in such a way that they have an
appropriate performance against dynamic phenomena such as earthquakes or strong winds.
Structures subjected to time-varying loads are designed so that they are able to dissipate the
energy generated by the excitation by means of the inelastic behaviour of the materials that
comprise the system, however, the repeated action of these loads will cause the deterioration
of the material, and in consequence each load cycle will give different displacement levels
that will be conditioned by the actual state of the material.
In this way, the engineer must use models that allow him to identify the parameters that
characterize the degradation of the system under study; such models must be able to take
into account not only the instantaneous displacements that occur in the structure, but also
the past history that has been experienced by the structure.
When considering the memory of the material, the model complexity increases, and some-
times a nonlinear model is required. This kind of models require different methods of analysis
and identification than the ones used in the case of linear systems.
The Bouc-Wen-Baber-Noori (BWBN) model of hysteresis is very popular in the structural
dynamics field, given its ability to model common physical phenomena that occur when
dynamic loads are exerted on the structures. This characteristic allows the model to describe
a wide variety of hysteresis cycles. Several techniques have been developed in order to identify
the complete set of parameters of the BWBN model of hysteresis, so that an approximation
can be given as accurate as possible and that the resulting model can be used to identify
basic characteristics of structural systems subjected to random vibrations.
Several methodologies used for the identification of the BWBN model of hysteresis are based
on nonlinear filtering methods (e.g. Kalman filters [101, 96, 25], particle filters [66, 25]),
which from probability distributions let us estimate the values of parameters within the
model. Another group of techniques use optimization procedures (e.g., Gauss-Newton meth-
ods [101], Evolutionary Algorithms [24, 43], Particle Swarm Optimization [100, 23]), which
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are methods based on the minimization of a loss function.
1.2. Problem statement
We want to develop a methodology for the identification of structural systems that exhibit
nonlinear hysteretic behaviour in order to model as precisely as possible the dynamic be-
haviour of the system so that a reliable design of the structure can be done thus reducing
the uncertainty generated by the model.
1.3. Objective
The main idea of this document is to provide a novel methodology for the identification of
hysteretic structural systems using multi-objective optimization techniques based on genetic
algorithms. Up to the author’s knowledge, all of the proposed methods for the identification
of the parameters of the BWBN model just try to minimize the mean square error between
the estimated displacements and the ones measured in the real structure. In this thesis, it
will be proposed a novel identification method that simultaneously minimizes not only the
dissimilarities between the estimated displacements and the real ones, but also between the
dissipated energy by the structure and the one estimated using the mathematical model, so
a better approximation of the hysteretic behaviour is expected.
Given this main idea, the following specific objectives are proposed:
• Implement a multi-objective optimization algorithm in MATLAB R© and C in order
to provide a toolbox for the identification of the parameters of the BWBN model of
hysteresis.
• Perform simulations in order to evaluate the performance of the proposed methodol-
ogy. The data used for the simulations are provided by Prof. Bedoya-Ruíz, and they
correspond to an experimental campaign carried out on ferrocement walls tested on a
reaction wall.
• Publication of articles in high impact journals and conference proceedings.
1.4. Outline of the thesis
The idea is to make this thesis as self-contained as possible, so Chapter 2 is devoted to the
theory of dynamic of structures and hysteresis modeling, so a better understanding of the
terms, model and methods used through the document is expected. Chapter 3 makes a
brief introduction to the theory of optimization and Chapter 4 aims to provide the theory
related with evolutionary algorithms, which are the methods used in this thesis in order to
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identify the parameters of the BWBN model of hysteresis. Chapter 5 introduces the idea
of multi-objective evolutionary algorithms, and shows how the theory of single objective
optimization techniques is extended in order to handle more than one objective function.
Chapter 6 gives a brief description of the methods found in the literature that are used to
identify the parameters of the BW-type models of hysteresis. Chapter 7 presents a novel
methodology for the identification of hysteretic structural systems that exhibit not only
degradation but also pinching. The document ends with a summary of the main results
found in this research and offers suggestions for future work. Additionally, there are two
appendices where artificial landscapes used to test the algorithms developed in this thesis
are presented, and the final research products are listed.
Part I.
Foundations
2. An overview of structural dynamics
Dynamic of structures is the branch of structural analysis that studies the effects of external
excitations that produce vibrations in structures.
This introductory Chapter to dynamic of structures starts with the analysis of linear and
nonlinear structural systems; all the theory developed herein is for single degree of free-
dom (SDOF) systems, which are systems whose components can move in only one direction,
while the other directions are restricted. Analysis of SDOF systems provide the basis for the
understanding and treatment of the vast majority of structural dynamic problems, the gen-
eralization to multiple degrees of freedom (MDOF) systems is possible; for more information
about such generalization, the reader is referred for example to [28, 30, 51]. The Chapter
also gives an introduction to the phenomenon of hysteresis, which is a nonlinear behaviour
very common in structural elements subject to time-varying loads; then, a brief description
of existing hysteresis models is presented; special attention is given to the Bouc–Wen model
of hysteresis and its generalizations, inasmuch as such models are widely used in the analysis
of hysteretic behaviour in mechanical engineering and active control of civil infrastructure,
and because it is the model used throughout this work.
2.1. Dynamic response of linear structural systems
In dynamical analysis, the response of a linear structural system is obtained from the ap-
plication of an external excitation, whose temporal variation is known at each time instant.
The response of the system is typically a record of displacements that occurs in the structure.
The mathematical representation of a linear SDOF system subjected to an external excitation
is given by the equation of motion, which is derived from Newton’s second law (F = ma).
The idealization of this system comprises a mass (m), a viscous damping mechanism with
damping constant c, and a spring with stiffness k (see Fig. 2-1(a)).
The restoring forces that act on the body are shown in Fig. 2-1(b). Mathematically, the
equation of movement for the system in Fig. 2-1 is given by:
FI(t) + FD(t) + FR(t) = p(t), (2-1)
where FI(t) = mx¨(t) is the inertial force, FD(t) = cx˙(t) is the damping force, FR(t) = kx(t)
is the restoring force, p(t) is the external excitation acting on the mass and x(t), x˙(t), x¨(t)
are the displacement, velocity and acceleration of the mass respectively. The substitution
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(a) Idealization (b) Free body diagram
Figure 2-1.: Single degree of freedom system
of these values of the restoring forces in Eq. (2-1) gives the equation of motion for a linear
SDOF system:
mx¨(t) + cx˙(t) + kx(t) = p(t).
For the case of seismic analysis, there is not an external excitation acting directly on the
structure (see Fig. 2-2)
(a) Response of the system (b) Free body diagram
Figure 2-2.: Influence of support excitation
In earthquake engineering, a SDOF structure under seismic load is represented by such a
model. Following a similar procedure as above, the equation of motion of the system in Fig.
2-2 is given by:
FI(t) + FD(t) + FR(t) = 0, (2-2)
where the damping force and the restoring force are the same as in Eq. (2-1), however, the
inertial force is different in this case, and is given by:
FI(t) = m¨ˆx(t),
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where xˆ(t) is the total displacement experienced by the structure. Such displacement can be
decomposed into the sum of the ground motion xg(t) and the displacement of the structure
due to the deflection of its components x(t). Therefore, the net acceleration experienced by
the structure is x¨g(t) + x¨(t). Substituting all the terms in Eq. (2-2) give the linear model of
a SDOF system subjected to seismic load (see e.g. [10]):
m [x¨g(t) + x¨(t)] + cx˙(t) + kx(t) = 0,
mx¨(t) + cx˙(t) + kx(t) = −mx¨g(t). (2-3)
Eq. (2-3) is generally expressed as:
x¨(t) +
c
m
x˙(t) +
k
m
x(t) = −x¨g(t),
x¨(t) + 2ξω0x˙(t) + ω20x(t) = −x¨g(t), (2-4)
with initial conditions x˙(0) = v0 and x¨(0) = a0. Here, v0 and a0 represent the initial velocity
and acceleration of the system, ω0 is the pseudo-natural frequency of the structure, which is
an intrinsic property of the system given by:
ω0 =
√
k
m
,
and ξ is the viscous damping ratio given by:
ξ =
c
cc
=
c
2mω0
,
where cc is defined as the critical damping because it defines the boundary between damped
and undamped vibrations.
With the model given by Eq. (2-4), it is possible to compute the responses of the system
(displacements and accelerations of the structure), which are the most important quantities
used by engineers in the design of buildings because both results are related to other analysis
such as structural reliability, structural safety and structural serviceability.
2.2. Dynamic response of nonlinear structural systems
For the case of nonlinear structural systems, the theory described in Section 2.1 is not
applicable because the stiffness and the damping of the system are no longer proportional to
the displacement and velocity of the mass respectively. The new model used for the analysis
of nonlinear systems is more complex and requires numerical procedures in order to compute
the displacements.
In structural dynamics, nonlinear systems subjected to a seismic load have a response given
by the following differential equation:
mx¨(t) + FH(x˙(t), x(t); t) = −mx¨g(t), (2-5)
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where FH(x˙(t), x(t); t) is the restoring force of the nonlinear structural system, which depends
on the velocity and displacement of the structure.
One of the nonlinear behaviour experienced by systems under severe excitations is known
as hysteresis; it appears when the structural response becomes inelastic. Such behaviour is
very common because no material used in mechanical and structural engineering is perfectly
elastic, hence the restoring forces generated by deformations are not conservative [46]; this is
reason why hysteresis is seen as a natural mechanism developed by the materials to dissipate
energy generated by the external excitation [53]; such characteristic is exploited in the design
of structural members or connections in order to increase the margin of safety against external
dynamic loads.
0.2 0.1 0.0 0.1 0.2
Displacement
0.4
0.3
0.2
0.1
0.0
0.1
0.2
0.3
0.4
Lo
ad
a
b
c
d
A
B
C
Hysteresis cycle
Figure 2-3.: Hysteresis loop
Fig. 2-3 is the typical representation of hysteretic behaviour in a force vs. displacement
curve. It can be seen that the first branch (branch A) starting at point a represents a
loading stage; the body is under an increasing load, therefore the body suffers a deformation.
When the system reaches point b, a reversal load is applied, and the mass tries to recover
its original state, but since the applied force exceeded the elastic range of the material, the
body suffered a permanent deformation, and that is why branch B does not return by the
same path that branch A. This process continues until the external excitation ceases or
the material fails. This basic concept is the main idea underlying actual performance–based
approaches in structural design.
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Nowadays, structural engineering community has noticed the importance of evaluating the
structural behaviour beyond the onset of damage, and that is the reason why structural
design is moving towards fragility analysis. The primary objective is the development of
accurate and reliable techniques capable of predict quantitatively the level of damage suf-
fered by any structure subjected to dynamical loads. Then, computer programs with the
implementation of such models are needed to perform nonlinear structural analysis faster
[86].
2.2.1. Physical behaviour of structural systems when subjected to
dynamic loads
Following, a description of some characteristics of structural systems when subjected to dy-
namical loads are defined. Basically, these phenomena are due to a progressive deterioration
of the material, and also due to the interaction between constitutive elements of the system.
• Hardening: Increase of the stiffness of the system. In a hysteresis curve, hardening
is related with an increase in the slope of such curve with the increase in displacement
(see Fig. 2-4(a)).
• Softening: Reduction of the stiffness of the system. In a hysteresis curve, softening
is related with a decrease in the slope of such curve with the increase in displacement
(see Fig. 2-4(b)).
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Figure 2-4.: Effects of hardening and softening in hysteresis cycles
• Strength degradation: After each load cycle, the material diminishes its capacity
to resist external loads (see Fig. 2-5(a)).
• Stiffness degradation: The material experiences a progressive loss of stiffness after
each load cycle (see Fig. 2-5(a)).
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• Pinching: Is a sudden loss of stiffness, followed by a rapid increase of it, often related
with the interaction between structural elements. For instance, in concrete, pinching
is induced by opening/closing of cracks; in wood systems, this phenomenon is inflicted
by slipping at joints, etc (see Fig. 2-5(b)).
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Figure 2-5.: Effects of strength-stiffness degradation and pinching in hysteresis cycles
2.2.2. Hysteresis models
In the following, a brief description of several hysteresis models used in the analysis of
nonlinear behaviour of structures subjected to time-varying loads is presented.
Preisach model of hysteresis
This model was proposed by Preisach [79] and is widely used in the field of electrical engi-
neering in order to simulate the hysteretic behaviour of ferromagnetic materials [61], but it
has been extended so other phenomena can be modelled as well; for example, the model has
been used to represent thermostats in a heat conduction control problem [21] and to model
the hysteretic behaviour of mesoscopic materials [27], which are aggregates of grains that
act as rigid vibrating bodies.
The Preisach model of hysteresis is based on the assumption that the hysteresis loops can
be represented as a sum of an infinite number of weighted elementary interacting fragments,
called hysterons, which are elementary hysteresis operators represented as rectangular loops.
The resultant approximation of the hysteresis cycles is given by a staircase function as shown
in Fig. 2-6:
The approximation given by this model of hysteresis depends on the number of hysterons
used, i.e., the model will fit the experimental hysteresis cycles with a good accuracy when a
higher number of hysterons are used within the formulation. This is the main disadvantage
of the Preisach model, because generally a large number of hysterons are required in order
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Figure 2-6.: Preisach model of hysteresis
to model complex behaviours such as degradation and pinching, but this implies a higher
computational burden, and other models can achieve the same accuracy with less resources.
Given the low popularity of this model in the field of mechanical engineering, we do not
go further with this model. The reader interested in delving into this model is referred to
[79] and [61], where the mathematical description of the model is presented, as well as other
applications of the model.
Ramberg–Osgood model
This algebraic model was proposed by Ramberg and Osgood [80]. This model has the
ability to simulate gradual stiffness and strength degradation of the material. It has been
used mainly in the modelling of hysteresis of members made of metals that suffer plastic
deformations and hardening [11] and dampers made of low-yield steel [2].
The model takes each hysteresis cycle and computes an skeleton curve (see Fig. 2-7) accord-
ing to the following expression:
ε
ε¯0
=
σ
σ¯0
(
1 + α
∣∣∣∣ σσ¯0
∣∣∣∣η−1
)
,
where σ is the stress, σ¯0 is the yield stress of the cycle being analyzed, ε is the strain, ε¯0
is the yield strain of the cycle being analyzed, and α and η are coefficients that define the
shape of the hysteresis curve. The hysteresis loop given by the model has the same shape of
the skeleton curve, but enlarged twice in both directions (horizontally and vertically).
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Figure 2-7.: Ramberg-Osgood model
If the coefficient η approaches to infinity, the plastic deformation is zero when σ < σ¯0, is
determinate when σ = σ¯0, and is infinite when σ > σ¯0 (impossible case). This limiting case
describes a perfectly plastic solid with yield stress σ¯0.
The Ramberg-Osgood model is particularly well-suited to represent the virgin curve of work-
hardening solids, especially ones without a sharply defined yield stress [68].
Polygonal hysteretic models
These models are represented with piecewise linear functions that describe the behavioral
stages of a material or structure such as elastic stage, stiffness and strength degradation,
yielding, cracking, etc.
Polygonal hysteresis models are also referred to as multi-linear models. Several models of
this type have been proposed in the literature [29, 40, 4] and have been used to model the
hysteretic behaviour of concrete structures, plywood panels, wood structures, steel members,
etc. [52]. The reader is referred to [76] and [86], where a comparative study of these models
is presented.
The polygonal hysteresis models basically define a backbone curve (see Fig. 2-8) which
defines the increasing deformation experienced by the structure.
The shape of the backbone curve is given by the following set of parameters:
• Ke, the elastic stiffness.
• Fy the yield strength.
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• Ks = αsKe, the strain-hardening stiffness.
• δy, the yield deformation.
• δc, the cap deformation.
• Fc, the peak strength of the hysteresis curve.
• Kc = αcKe, the post-capping stiffness (usually has negative value).
• Fr = λFy the residual strength, that is the fraction of yield strength that is preserved
when a given deterioration stage is achieved.
• δr, the residual deformation.
Figure 2-8.: Polygonal hysteresis model (adapted from [52])
The parameters αs, αc and λ are estimated, or they can be obtained through calibration
of the model [52]. When there is no deterioration, the first three parameters determine
completely the backbone curve, and the other parameters are neglected. In order to model
complex behaviours (such as degradation or pinching), all the parameters defined above
are used. Fig. 2-9 shows an example of a hysteresis cycles computed using a multi-linear
polygonal model.
Bouc-Wen type models of hysteresis
The Bouc-Wen (BW) model has been widely employed in structural engineering for the ana-
lytical description of the hysteretic behaviour given its capability to describe several patterns
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Figure 2-9.: Multi-linear polygonal model
that match the response of a wide class of hysteretic systems. The model was introduced by
Bouc [19, 20] and generalized by Wen [93], with the advantage of computational simplicity,
because only one auxiliary nonlinear differential equation is needed to describe the hysteretic
behaviour. This model has been extended to describe various characteristics of hysteretic
behaviour, like stiffness and strength degradation [7, 6, 5], pinching effect (see e.g. [38, 37]),
biaxial hysteresis [77], asymmetry of the peak restoring force [91, 87], among others, leading
to a broader class of models, henceforth named BW-type models.
Bouc-Wen type models have been used in a wide range of applications such as vibration
of steel structures [73, 67], concrete structures [92, 62], wood joints [38, 1] or base isolation
devices for buildings [54]. It has been also used to model magnetorheological dampers [9, 63],
piezoelectric elements [44], and soil dynamics [78, 42], among others.
In the following we will introduce a generalized BW-type model that is usually known in
the literature as the Bouc-Wen-Baber-Noori (BWBN) hysteretic model [7, 6], that is popular
because it models not only degradation but also pinching, and which is the model addressed
in this work. This hysteresis model considers the following nonlinear restoring force for
Eq. (2-5):
FH(x˙(t), x(t); t) = cx˙(t) + FT (x(t), z(t); t), (2-6)
which consists of a damping restoring force FD(t) = cx˙(t) and a non–damping restoring force
FT (x(t), z(t); t) given by:
FT (x(t), z(t); t) = αkix(t) + (1− α) kiz(t),
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where αkix(t) is the linear restoring force and (1− α) kiz(t) is the hysteretic restoring force.
The new variable α is the ratio of post-yield kf to pre-yield (elastic) ki stiffness:
α =
kf
ki
; 0 < α < 1, (2-7)
and z(t) is known as the hysteretic displacement.
Figure 2-10.: Hysteretic SDOF system
Consider the hysteretic SDOF system subjected to seismic load, shown in Fig. 2-10. The
equation of motion of such system is given by Eq. (2-5) and Eq. (2-6):
mx¨(t) + cx˙(t) + αkx(t) + (1− α) kz(t) = −mx¨g(t),
dividing the previous equation by m, an analogous expression to Eq. (2-4) is derived:
x¨(t) + 2ξω0x˙(t) + αω20x(t) + (1− α)ω20z(t) = u(t). (2-8)
Eq. (2-8) is the general representation of the equation of motion for a hysteretic SDOF
system. It is worth noting that u(t) = −x¨g(t) can be any mass-normalized force function.
The hysteretic displacement z(t) is ruled by the following first–order differential equation:
z˙(t) = h(t)
A(t)x˙(t)− ν(t) (β|x˙(t)||z(t)|n−1z(t) + γx˙(t)|z(t)|n)
η(t)
(2-9)
with the initial condition z(0) = 0. Here, the parameters β, γ and n control the shape of the
loops, the parameters ν(t), η(t) and h(t) are associated respectively to the strength, stiffness
and pinching degradation effects, and they are defined as linearly increasing functions of the
absorbed hysteretic energy ε(t) as:
ν(t) := ν0 + δνε(t) A(t) := A0 − δAε(t) η(t) := η0 + δηε(t)
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where δν , δA and δη are constant parameters which determine the rate of degradation (in
case we do not want to model degradation, we simply set those parameters to zero); here
the absorbed hysteretic energy ε(t) represents the energy dissipated by the hysteretic system
and is defined as the area under the mass normalized hysteretic restoring force F h(z(t)) :=
(1 − α)kiz(t) vs the total displacement; therefore, the absorbed hysteretic energy per unit
mass, can be quantified as [7, 38]
ε(t) :=
∫ x(t)
x(0)
F h(x)
m
dx = (1− α)ki
m
∫ t
0
z(τ)x˙(τ)dτ
that is,
ε(t) = (1− α)ω20
∫ t
0
z(τ)x˙(τ)dτ. (2-10)
Finally, the h(t) term in Eq. (2-9) represents the pinching function and is defined as:
h(t) := 1− ς1(t) exp

−
(
z(t) sign(x˙(t))− qzu
)2
(
ς2(t)
)2


where zu is the ultimate value of z,
zu = n
√
1
ν(t)(β + γ)
and
ς1(t) :=
(
1− exp (−pε(t))
)
ς0 ς2(t) :=
(
ψ0 + δψε(t)
)(
λ+ ς1(t)
)
.
Here the constants p, q, ς0, ψ0, δψ and λ define the form of the pinching. Finally, when
h(t) := 1, pinching is not included in the model.
Part II.
Evolutionary algorithms
3. The optimization problem
3.1. Introduction
Many practical applications are described by mathematical models which involve parameters
that must be tuned in order to get the desired performance and/or results. Optimization
is the process of finding, among a set of alternatives, the best set of parameters and/or
solutions of such a model.
In order to find the best set of variables that optimizes the model, the problem at hand must
be formulated as an optimization problem, so a function (or set of functions) depending
on the parameters of the original model will be used to summarize the final result. Such
function(s) will be optimized (i.e., minimized or maximized depending on the situation)
by tuning the model parameters; the optimal result will be chosen as the solution to the
optimization problem.
A huge variety of problems from several disciplines can be viewed as optimization problems,
such as [69]: allocation, planning, control, approximation, estimation, games, etc.
3.2. Definitions and problem statement
A brief description of the elements involved in the process of solving optimization problems
is given below.
• Decision variables (x): Is the set of variables (parameters) that act as input of the
optimization problem. Generally x ∈ Rq (q is the number of parameters).
• Model (M (x,u)): Set of equations used to represent mathematically the physical
system under study.
• Objective function (f (x)): Also known as cost function. Is the function (or set of
functions) to be optimized. The objective function depends on the decision variables
x and the output of the model y = M (x,u). There will be m objective functions,
i.e., f (x) = [f1 (x) , . . . , fm (x)]
T .
• Restrictions: Also known as constraints. These are equations or inequalities used to
restrict values of x in order to determine whether the selected parameters of the model
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are feasible or not. Generally, constraints are determined by the physical properties of
the system under study.
• Decision space (D ⊆ Rq): Also known as parameter space. Is the region of space
bounded by the lower and upper boundaries of x, and by the constraints defined in
the optimization problem (See Fig. 3-1).
• Objective space (Z ⊆ Rm): Also known as search space. Is the region where all
elements of D are mapped through the function f (See Fig. 3-1).
Figure 3-1.: Representation of decision space (D) and objective space (Z)
With the definitions given above, an optimization problem can be defined as:
Minimize/Maximize: f (x)
subject to (s.t.) g (x) ≥ 0
h (x) = 0
for x ∈ D;
(3-1)
here g (x) is the set of inequality constraints and h (x) is the set of equality constraints.
There will be up to j inequality constraints and up to k equality constraints. A set of
decision variables that do not satisfy all j + k constraints is considered an infeasible point,
and consequently is not a solution of the optimization problem.
As it can be seen, the objective of the optimization problem is to find a point x∗ such that
this set of parameters is a feasible point of D and it minimizes (or maximizes) the objective
function f (x). Note that the optimal point is represented by x∗ instead of f (x∗) because
some problems present several optimal points, so a unique point x∗ is difficult to characterize,
whereas that the value representing the optimal point is unique.
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3.3. Solving optimization problems
In optimization several methodologies have been proposed in order to compute the global
optimum of functions. Basically, there are two approaches to find the optimum of functions
in the search space: gradient–based methods and population–based methods.
The first approximation, as its name indicates, uses gradient–based search procedures in
order to reach the final goal (the global optimum); examples of this type of approximation
are the steepest descent method, Newton method and the conjugate gradient method. Such
techniques are efficient in low dimensions if there is only a global minimum; in the other
hand, they have some disadvantages, mainly the computational burden required to compute
derivatives and the tendency to get stuck in local minima if good starting points are not
provided.
The second approach is more flexible and easier to implement in computer programs, be-
cause algorithms based on that concept do not use derivatives (which are time consuming),
instead, they perform a search in the whole space looking for the optimum using statisti-
cal operations to define the search direction. Examples of this approach are evolutionary
Algorithms, simulated annealing and particle swarm techniques.
In the next chapter an in depth study of evolutionary algorithms will be presented; it will be
seen how this heuristic–based techniques are capable of handle a huge variety of optimization
problems, independent if they are uni–modal problems (one global optimum) or multi–modal
problems (more than one global optimum).
4. Evolutionary algorithms
The main aim of this Chapter is to give a brief introduction to evolutionary algorithms (EA),
which are a set of population–based optimization methods whose principles rely on natural
evolution. This chapter follows the next plan: Section 4.1 gives the underlying theory of
evolutionary algorithms. Section 4.2 introduces genetic algorithms (GAs) which are one of
the mainstream algorithms derived from EAs. Evolution strategies (ES) are introduced in
section 4.3, which are very popular in the field of optimization based on populations. Some
examples that illustrate the applicability to optimization problems of EAs are presented in
Section 4.4. Final remarks about these methodologies are given in Section 4.5. For a more
comprehensive study on the topics presented in this chapter, the reader is referred to [33]
and [8].
4.1. Introduction
Evolutionary algorithms (EAs) mimic the behaviour of populations in a natural environment
by means of operators that simulate interactions between members of the population and
the surrounding environment, and within the members of the population itself. Basically,
an EA is an iterative method where a set of samples (population), generated in the decision
space, are evolved towards better regions through evolutionary operators that imitate the
natural process of evolution. These methods are considered to be robust in the sense that
they are stable numerically and the results are not corrupted by inputs that belong or not
to the decision space; also EAs are very suitable when little information about the problem
at hand is available [33].
There are three major evolutionary operators involved in EAs:
Reproduction: Just as in nature, members of the population interact with each other, giving
the chance to generate children with the same characteristics (information) of the
parents.
Mutation: Some individuals suffer alterations on its genetic program, so individuals with
new characteristics may appear in the population.
Selection: Individuals with the best fitness values are kept in the population. Members with
the worst fitness values face extinction, and consequently, are deleted from the popu-
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lation. Here, fitness value means a measure used to evaluate the success of individuals
in reaching the global optimum.
4.1.1. Mathematical overview of EAs
Given a population of µ individuals at time t, P (t) = {x1(t),x2(t), . . . ,xµ(t)}, where xi ∈
D ⊆ Rq, 1 ≤ i ≤ µ (µ is the parent population size). Let f(x(t)) be the fitness function,
given by:
f : D → Z
x(t) 7→ f (x(t)) = z,
where Z is the so-called objective space, and z ∈ Z ⊆ Rm is an element in this space. The
fitness of the whole population can be represented as:
F (t) = {f(x1(t)),f (x2(t)), . . . ,f (xµ(t))} .
Now consider the operators Θr, Θm, Θs, which are the recombination (crossover), mutation
and selection operators respectively, defined as:
Θr : D → D′ ⊆ Rq
P (t) 7→ Θr (P (t)) = P ′(t),
Θm : D′ → D′′ ⊆ Rq
P ′(t) 7→ Θm (P ′(t)) = P ′′(t),
Θs : D′′ → D ⊆ Rq
Q(t) 7→ Θs (Q(t)) = P (t + 1),
where P ′(t) = {x′1(t),x′2(t), . . . ,x′θ(t)} is the population at time t after recombination and
P ′′(t) = {x′′1(t),x′′2(t), . . . ,x′′θ(t)} is the population at time t after mutation. Note that P ′(t)
and P ′′(t) have θ elements (so θ stands for the offspring population size). The operator
Θs changes its domain, depending on the inclusion or not of elitism, which is a mechanism
used to preserve better solutions throughout the whole evolution process. Basically, elitism
procedure ensures that the best individuals are kept, no matter if they belong to the parent
population or the offspring population. In such a case, Q(t) can have θ elements (no elitism)
or µ+ θ elements (elitism), and the elements from Q(t) are mapped to the parameter space
D. The whole process of taking elements from D and subject them to the operators Θr, Θm
and Θs is repeated until a termination criterion is satisfied. Generally, one of the following
criteria is used to finish the process:
• Before starting the process, the maximum number of generations is provided.
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• There are functions with many local minima surrounding the global minimum; even
EAs can stagnate in one local minima, so another criterion is to define a minimal
improvement of the objective value: Given a predefined tolerance tol (tol ≪ 1); if
|fk (x(t))− f k+1 (x(t)) | ≤ tol, where fk and f k+1 represent two successive iterations,
then the algorithm is finished.
• If the optimum value of the objective value is known, say f (xopt(t)). Given a point
x(t) ∈ D such that ||f (xopt(t))− f (x(t)) || ≤ tol, where tol is a predefined tolerance
(tol ≪ 1), then x(t) can be considered a good approximation to the optimum, so the
algorithm can finish here.
Procedure 4.1 Evolutionary Algorithm (EA)
1: t = 0
2: initialize P (0) → {x1(0), . . . ,xµ(0)} , xi(0) ∈ D ⊆ Rq, 1 ≤ i ≤ µ
3: evaluate P (0) → F (0) = {f (x1(0)) , . . . ,f (xµ(0))} , f (x) ∈ Z ⊆ Rm
4: repeat
5: recombine P (t) → P ′(t) = Θr (P (t))
6: mutate P ′(t) → P ′′(t) = Θm (P ′(t))
7: if not elitism then
8: Q(t) = P ′′(t)
9: evaluate Q(t) → F (t) = {f (x′′1(t)) , . . . ,f (x′′θ(t))}
10: else if elitism then
11: Q(t) = P ′′(t)
⋃
P (t)
12: evaluate Q(t) → F (t) =
{
f (x′′1(t)) , . . . ,f
(
x′′µ+θ(t)
)}
13: end if
14: select P (t+ 1) → P (t+ 1) = Θs (Q(t))
15: t → t+ 1
16: until termination criterion is met
Algorithms derived from EAs have essentially the same structure described in Procedure 4.1.
They differ each other in the way and order they apply the operators Θr, Θm and Θs. Next
sections are intended to give a brief description and differences among genetic algorithms and
evolution strategies, which are the most important techniques based on the theory presented
so far.
4.2. Genetic algorithms (GAs)
Genetic algorithms are probably the most known EAs used in derivative–free optimization.
They have shown their applicability in many fields such industry, engineering, science, among
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others. GAs were proposed by Holland [49, 50] in order to resolve problems arising in
practical applications by means of algorithms that simulate biological systems [8].
Initially, GAs were proposed to work in a binary–code fashion, so the algorithm could imitate
the genetic encoding of individuals, but there are variants that work with real–parameters
instead, because some problems are easier to handle in such a way, avoiding the codification
step needed in the classical GAs.
4.2.1. Binary–coded GAs
Binary–coded GAs represent each individual in the population by binary strings of fixed
length l. There are different ways to carry out the codification of a population, the most
popular binary encoding systems used by GAs are plain binary representation (base two
representation) and Gray code system [8].
As said before, all optimization techniques derived from EAs follow a similar process de-
scribed in Procedure 4.1. So the first step states that an initial population of guesses P (0)
is created (usually these individuals are randomly generated and spread throughout the pa-
rameter space D), xl ≤ xi(t) ≤ xu, 1 ≤ i ≤ µ, where xl and xu are the lower and upper
boundary of the population P (t) respectively, and define the feasible decision space. Then,
according to binary–coded GAs, the population is encoded using any encoding system.
After the initial population has been created, their fitness value are computed using a decod-
ing process and evaluating the fitness function of each member; the vast majority of cases
the fitness function is equal to the objective function value. The following step is to apply
the evolutionary operators, which in GAs are natural selection, recombination (crossover)
and mutation.
Natural selection
Now that the fitness value of each individual has been computed, a selection process is
performed in order to select the best members to form the mating pool, which will contain
the eligible members for reproduction and mutation. There are several techniques used to
carry out the selection, the two most important are the following:
• Tournament selection: Two members of the population, chosen randomly, are com-
pared with respect to their fitness values, the best solutions are stored in the mating
pool. Each member can compete in two tournaments, so each member will have at
most none, one or two copies in the mating pool. This process is repeated until each
member has played two tournaments, and consequently, all the population has been
used in the process. The mating pool will have µ individuals.
• Roulette wheel: Each individual is mapped to contiguous segments of the real num-
ber line [0, 1). Given that some members will have better fitness values than others,
there will be segments of different sizes according to such values. Then, a random
4.2 Genetic algorithms (GAs) 25
number χ ∈ [0, 1) is generated, so the individual whose segment contains χ is stored
in the mating pool. The process is repeated µ times.
Recombination or crossover
This is the main operator in GAs, because the search characteristic of GAs is provided by
this operation. The idea is to select randomly pairs of individuals (parents) from the mating
pool and interchange information between them in order to create new members (offspring)
with combined binary information from the parents. It is expected that the new individuals
retain good characteristics from its parents, and therefore, some children will be able to
outperform their predecessors [56].
The most popular and basic crossover operator is the one–point crossover (Fig. 4-1(a)).
Remember that each individual has a binary string of length l, so the one–point crossover
operator chooses a point between 1 and l − 1 and interchange all the binary information to
the right of such point between the two members involved in the process. One drawback
of using this crossover operator is its positional bias [8], so one solution is to increase the
number of crossover points as shown in Fig. 4-1(b).
(a) One–point crossover
(b) Two–point crossover
Figure 4-1.: Crossover in binary–coded GAs
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A crossover probability pc (0 ≤ pc ≤ 1) is defined in order to perform this operation. 100pc%
of the population will be used in the crossover operation, the remaining individuals are
passed to the new population as their own offspring.
Mutation
Now that the offspring population has been generated, some members of the offspring popu-
lation may suffer mutations. The process of mutation is basically a bit wise operator which
introduces new information to the population just by flipping bits with a probability pm (mu-
tation probability). Every time a mutation will be performed, a random number χ ∈ [0, 1]
is generated, if χ ≥ pm, then the mutation is not performed, conversely, if χ < pm, then the
mutation is successfully applied to one member of the offspring population. Fig. 4-2 shows
an example of mutation.
Figure 4-2.: Mutation in binary–coded GAs
It is worth noting that pm is usually a small number, because, as in nature, mutations
seldom occur. Mutation is applied in order to keep diversity among the population, and
sometimes, it is useful when some local minima are surrounding a global minimum, because
the mutated individual can escape from local minima and maybe reach the global minimum,
and consequently, attract the rest of the population to such point.
The three operators described above are applied iteratively until a stop criterion is met
by the algorithm. The main idea behind them is to try duplicating better solutions each
generation, and consequently the last generations will give emphasis to those regions where
individuals with the best fitness values are located.
4.2.2. Real–parameter GAs
Real–parameter GAs are used mainly in applications where the search space is a set of
continuous points. Binary–coded GAs can be implemented in such cases, but some problems
arise when using them in continuous search spaces, such as:
• Precision: The precision required in binary–coded GAs to represent individuals within
a population is a function of the string length l: the higher the required precision, the
longer the bit string. When l is increased to reach certain precision, the computational
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requirements are higher, because the algorithm has to store l integers instead of a
single floating–point that such string is representing.
• Hamming cliffs: When the current population of encoded individuals begins to con-
verge to a global optimum, is expected that the optimization problem becomes a grad-
ual search towards that point. For that reason, the next generation is likely to appear
in a neighborhood of the actual population. But one problem that binary–coded GAs
face is the difficulty in the transition between points in a neighborhood.
Figure 4-3.: Hamming Cliffs in binary–coded GAs
Consider the case shown in Fig. 4-3, two points in a neighborhood of the optimum
(63 and 64) are represented by bit strings completely different; when evolutionary
operators modify one of those points, the new member is likely to become worse than
the original one, because in order to make the transition from the bit string representing
63 to the bit string representing 64, all the information in one of the strings has to be
modified, and usual mutation and crossover operators cannot make such change. This
phenomenon is known as Hamming cliffs, a huge difference between two bit strings
that belong to points in a neighborhood.
Solutions have been proposed in order to tackle these problems, for instance, gray encod-
ing system is used to solve the problem related with Hamming cliffs, but such encoding
system introduces nonlinearities between the bit string and the decoded element [16], more-
over, the problem of precision is not solved yet. For these reasons, real–parameter GAs
are an attractive option when dealing with continuous problems, not only because of their
faster performance, but also because of their simplicity against the binary–coded GAs which
have to add steps of codification/decodification to carry out the evolutionary process of the
population.
Just as any EA, an initial population has to be created in the parameter space D (usually
random generation of samples), xl(t) ≤ xi(t) ≤ xu(t), 1 ≤ i ≤ µ. Then, the fitness value of
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each sample is computed. Now, evolutionary operators are applied, however, given the new
structure of the individuals, such operators have to be modified accordingly.
Natural selection
Unlike binary–coded GAs, the population in real–parameter GAs do not need a codification,
so the real values of the variables can be used directly to evaluate the fitness of each individual.
Any of the selection processes described in binary–coded GAs can be used to determine the
mating pool, the procedures do not suffer modifications at all.
Crossover
There are several crossover operators in real–parameter GAs, the most popular are given in
the following list:
• Linear crossover.
• Blend crossover.
• Simplex crossover.
• Fuzzy recombination operator.
• Unimodal normally distributed crossover.
• Simulated binary crossover.
Next, a brief description of the simulated binary crossover operator is given. For more
information about the other crossover operators, the reader is referred to [33].
Basically, the simulated binary crossover procedure generates two children, namely x′i(t),
x′j(t) ∈ P ′(t), from two parents selected randomly from the mating pool xi(t),xj(t) ∈ P (t).
A crossover distribution index ηc has to be defined, which is a positive real number (ηc ∈ R+)
and whose value gives the possibility to generate children close to their parents (high values of
ηc) or generate a distant offspring (small value of ηc). Then, a spread factor βqi is computed
with the following expression:
βqi =


(2χ)
1
ηc+1 , if χ ≤ 0.5(
1
2(1−χ)
) 1
ηc+1 , otherwise
where χ is a random number (χ ∈ [0, 1)). Finally, the offspring are calculated as follows:
x′i(t) = 0.5 [(1 + βqi)xi(t) + (1− βqi)xj(t)] ,
x′j(t) = 0.5 [(1− βqi)xi(t) + (1 + βqi)xj(t)] .
Just as in the binary–coded case, a crossover probability pc (0 ≤ pc ≤ 1) is defined in order
to perform this operation, 100pc% of the population will be used in the crossover operation,
the remaining individuals are copied to the new population.
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Mutation
There are various types of mutation operators involved with real–parameter GAs, the differ-
ence against the crossover operator, is that in mutation, just one individual is involved in
the process, whereas that in crossover, at least two individuals are needed to perform this
evolutionary stage. Some of the most common real–parameter mutation operators are:
• Non–uniform mutation.
• Normally distributed mutation.
• Polynomial mutation.
The polynomial mutation is described next. For an explanation about the other mutation
schemes, the reader is referred to [33].
Just like the simulated binary crossover, a mutation distribution index ηm is defined (ηm ∈
R
+). ηm plays a similar role to ηc, so a large value of ηm produces a small perturbation in the
individual being mutated, while a small value of ηm generates a considerable perturbation
of the individual. A parameter δ¯ is computed from the following expression:
δ¯ =

(2χ)
1
ηm+1 − 1, if χ < 0.5
1− [2 (1− χ)] 1ηm+1 , if χ ≥ 0.5
where χ is a random number (χ ∈ [0, 1)). Then the individual x′i(t) ∈ P ′(t) is mutated using
the following formula:
x′′i (t) = x
′
i(t) +
(
xu − xl
)
δ¯.
Not all the members of the population have to be mutated, just a few, according to a
mutation probability (pm). The decision of apply or not mutation to the population is given
by the same conditions as binary–coded GAs.
The evolutionary process described by the three operators (selection, crossover, mutation) is
applied iteratively until a stop criterion is met by the algorithm.
4.3. Evolution strategies (ES)
Evolution strategies (ES) are EAs used in optimization problems related with real–parameter
values. They were proposed by Rechenberg [81] and Schwefel [84] to solve shape optimization
problems. ES employ mechanisms that are self–adaptive according to the topology of the
search space, and this feature is what sets it apart from GAs.
ES have been modified since its inception because the first algorithms were simple and had
poor performance against other methods, such as GAs for instance. Nowadays, two ES are
basically identified: (µ, θ)–ES and (µ+ θ)–ES, where µ stands for the parent population
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size and θ for the offspring population size. Both methods have the same procedure, the
only difference lies in the selection stage, where in the (µ, θ)–ES the parent population is
replaced by the offspring population, while in the (µ+ θ)–ES both populations, parents and
offspring, are taken into account to create the next generation P (t + 1), this is the reason
why these methods are known as selection schemes, because they just modify this operator
in the original ES. It is worth noting that in the (µ, θ)–ES, θ ≥ µ in order to generate at
least µ individuals for the next generation; in the (µ+ θ)–ES this is not a requirement, so θ
can be greater or less than µ.
Just as any EA, an initial population P (0) has to be generated, but ES have a peculiar
feature in this step, they assign strategy parameters to each individual x(t) in order to
improve the search capabilities of the algorithm and determine the best step size that each
individual has to take in the search space towards the optimum.
In ES, each individual is represented by a triplet (x(t),σ,A), where x(t) ∈ Rq is the individ-
ual itself, σ is a vector whose elements are the standard deviations σi of the elements xi(t),
1 ≤ i ≤ q, and A is a matrix whose elements are rotation angles which determine the best
search direction of each individual.
Generally, the number of standard deviations (nσ) is set to q, but this is not mandatory, so
1 ≤ nσ ≤ q is allowed. If nσ < q, then the standard deviations σ1, . . . , σnσ−1 are coupled
with the variables x1, . . . , xnσ−1, and σnσ is coupled with the remaining variables xnσ , . . . , xq.
In ES, an q× q symmetrical matrix Σ (the covariance matrix) is defined for each individual
instead of a vector σ, the diagonal elements of Σ are the variances (σ2i , 1 ≤ i ≤ q), and the
off-diagonal elements are the covariances (cij).
The number of rotation angles (nα) depends on nσ and q, and is given by the following
expression:
nα =
(2q − nσ) (nσ − 1)
2
,
but nα can also be set to zero if this strategy parameter is unwanted. The matrix A is an
q × q matrix with the following layout:
A =


0 α12 α13 α14 · · · α1,q−1 α1,q
0 0 α23 α24 · · · α2,q−1 α2,q
0 0 0 α34 · · · α3,q−1 α3,q
0 0 0 0 · · · α4,q−1 α4,q
...
...
...
...
. . .
...
...
0 0 0 0 · · · 0 αq−1,q
0 0 0 0 · · · 0 0


, (4-1)
where each rotation angle αij (1 ≤ i ≤ q−1, i+1 ≤ j ≤ q) is computed from the covariance
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matrix Σ as follows:
αij =
1
2
arctan
(
2cij
σ2i − σ2j
)
.
After each individual x(t) has been initialized with its respective strategy parameters (Σ,A),
it is time to assign a fitness value which, as in GAs, is computed from the fitness function.
Conventionally, the fitness function is the same objective function. Then, evolutionary op-
erators (Recombination, mutation and selection) are applied so new members with better
fitness values are discovered in the decision space D.
4.3.1. Recombination
There are basically two recombination schemes in ES: discrete recombination and interme-
diate recombination; each of these recombination mechanisms have two variants:
• Sexual variant: Two parents (xi(t),xj(t), 1 ≤ i, j ≤ µ) are randomly selected from
the parent population to generate a new member in the offspring population (x′k(t),
1 ≤ k ≤ θ). New individuals are generated from two parents.
• Panmictic variant: One parent (xi(t)) is randomly chosen from the parent popula-
tion and is held fixed, while for each component xm(t) ∈ xi(t), 1 ≤ m ≤ q, 1 ≤ i ≤ µ,
a second parent xj(t), 1 ≤ j ≤ µ, is chosen anew to create x′m(t) ∈ x′k(t), 1 ≤ m ≤ q,
1 ≤ k ≤ θ. Unlike the sexual variant, a new member is generated from several parents
(if µ > 1).
A generalization of the intermediate recombination mechanism has been proposed by Schwe-
fel in both variants (sexual and panmictic) introducing a weighting factor χ ∈ [0, 1]. Next a
brief description of each recombination scheme is given. Consider two parents xi(t),xj(t) ∈
P (t), 1 ≤ i, j ≤ µ, with components
xi(t) = (x1i(t), . . . , xmi(t), . . . , xqi(t))
xj(t) =
(
x1j (t), . . . , xmj (t), . . . , xqj(t)
)
and a new member after recombination x′k(t) ∈ P ′(t), 1 ≤ k ≤ θ, with components x′k(t) =(
x′1k , . . . , x
′
mk
, . . . , x′qk
)
.
• No recombination: This is the simplest mechanism to generate a new population
P ′(t), just a random selection is performed θ times from P (t), this means that x′k(t) =
xi(t).
• Discrete recombination: Two parents are randomly selected from P (t) and a new
member x′k(t) results from a random selection of each component between these parents,
i.e., x′mk(t) = xmi(t) or x
′
mk
(t) = xmj (t).
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• Panmictic discrete recombination: One parent xi(t) is randomly selected and
held fixed. In order to generate each component x′mk(t) ∈ x′k(t), another member
xj(t) is arbitrarily chosen and a discrete recombination is performed between xi(t)
and xj(t) just for one component of x′k(t). To compute another component of x
′
k(t),
another member is randomly chosen from P (t), and another discrete recombination is
performed between xi(t) (the member that is kept fixed) and the new member chosen
from P (t) (just for the m–th component). This process is repeated q times; after that,
a new member xl(t) ∈ P (t), 1 ≤ l ≤ µ is randomly chosen and held fixed, and the
previous process to generate a new member of P ′(t) is repeated.
• Intermediate recombination: This mechanism computes the average of the compo-
nents between two parents, i.e.:
x′k(t) =
1
2
(xi(t) + xk(t)) .
• Panmictic intermediate recombination: One parent xi(t) is randomly selected
and kept fixed. To generate each component x′mk(t) ∈ x′k(t), other member xj(t) is
arbitrarily chosen and a intermediate recombination is performed between xi(t) and
xj(t) just for one component of x′k(t). To compute another component of x
′
k(t), another
member is randomly chosen from P (t), and another intermediate recombination is
performed again between xi(t) (the member that is held fixed) and the new member
chosen from P (t) (just for the m–th component). This process is repeated q times;
after that, a new member xl(t) ∈ P (t), 1 ≤ l ≤ µ is randomly chosen and held fixed,
and the previous process to generate a new member of P ′(t) is repeated.
• Generalized intermediate recombination: This recombination scheme is similar
to the original intermediate recombination mechanism, but instead of computing the
arithmetic mean between the two parents involved in the process, a random number
χ ∈ [0, 1] is chosen, and the new member x′k(t) is computed as follows:
x′k(t) = xi(t) + χ (xj(t)− xi(t)) .
• Panmictic generalized intermediate recombination: This mechanism works un-
der the same principle of the panmictic intermediate recombination, the difference lies
in the usage of a random variable χ ∈ [0, 1] instead of the arithmetic mean to compute
the components of each individual in the offspring population P ′(t). A new random
variable χm is generated every time a new component is calculated, i.e.:
x′mk(t) = xmi(t) + χm
(
xmj (t)− xmi(t)
)
.
Taking a closer look to the recombination operators, it can be seen that the new members
generated by these operators are limited by the parent population, i.e., the offspring popula-
tion is always enclosed by the hypercube delimited by the parent population. For instance,
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Figure 4-4.: Recombination scheme ES
Fig. 4-4 shows the case in a 3D space, two parents xi(t),xj(t) ∈ P (t) are recombined and
a new individual x′k(t) is generated inside the volume Ω; it is impossible to generate a new
member outside of that region, so recombination can be seen as a volume reduction of the
parameter space [8].
It is worth noting that recombination not only applies to decision variables, but also to strat-
egy parameters, soΣ andA are also recombined to accelerate the search process and improve
self–adaptation of such parameters. According to Schwefel [85], a discrete recombination on
decision variables and (panmictic) intermediate recombination of strategy parameters is a
good selection of recombination schemes.
4.3.2. Mutation
Mutation takes a triplet (x′(t),Σ ′,A′) and generates a new individual (x′′(t),Σ ′′,A′′) by
means of the following operations:
Σ ′′ = Σ′ ◦ exp (τ ′N (0, 1) + τL) ,
A′′ = A′ + βU ,
x′′(t) = x′(t) +N (O, Σ′′, A′′) ,
where N (0, 1) denotes a random number obtained from a normal distribution with mean
zero and standard deviation one, L is an q×q random symmetric matrix whose elements are
obtained from a normal distribution with mean zero and standard deviation one, ◦ represents
the Hadamard product between two matrices (element–wise multiplication), U is an q × q
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upper triangular matrix whose main diagonal has zeros, i.e., it has the same layout as matrix
A (see Eq. (4-1)). The constants τ ′, τ and β are learning rates which are set to:
τ ∝ 1√
2
√
q
,
τ ′ ∝ 1√
2q
,
β ≈ 0.0873,
where ∝ means proportional to; usually, the proportional constants for τ and τ ′ are set to
one. N (O, Σ′′, A′′) is an q × 1 normally distributed random vector with expectation zero,
covariance matrix Σ ′′ and rotation angles A′′, which is given by:
N (O, Σ′′, A′′) = T
(
α′′ij
)
S (σ′′ii)N (0, 1) ,
where T
(
α′′ij
)
is the Orthogonal rotation matrix computed as:
T
(
α′′ij
)
=
q−1∏
i=1
q∏
j=i+1
R
(
α′′ij
)
,
which is the product of rotation matrices R(α′′ij) with ones in the main diagonal, entries
rii = rjj = cos(α′′ij), entries rij = −rji = − sin(α′′ij), and zeros elsewhere.
The matrix S (σ′′ii) is an q × q diagonal matrix whose elements are the square root of the
diagonal elements of Σ ′′.
N (0, 1) is an q × 1 vector whose elements are random numbers generated from a normal
distribution with expectation zero and standard deviation one.
Given that the strategy parameters are modified by this evolutionary operator, it has to be
ensured that the standard deviations do not become zero, and that the rotation angles do not
leave the range [−pi, pi]. In the first case, a tolerance εσ that forces all standard deviations
to be greater than a certain value is predefined; in the second case, rotation angles whose
absolute values are greater than pi are circularly mapped to the range [−pi, pi], i.e.:
if
∣∣∣α′′ij ∣∣∣> pi → α′′ij = α′′ij − 2pisign (α′′ij)
if σ′′ii< εσ → σ′′ii = εσ
4.3.3. Selection
As said before, there are two selection schemes in ES: (µ, θ)–selection and (µ+ θ)–selection.
The difference between these two selection schemes lies in the population used to determine
the next generation P (t + 1).
The (µ, θ)–selection scheme evaluate the fitness of the offspring and determine P (t+1) from
this population, the members with the best fitness values are passed to the next generation;
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the actual parent population is erased, for that reason in this selection scheme the number of
individuals in the offspring population must be greater or equal to the number of members
in the parent population size (θ ≥ µ), in order to generate at least µ new parents.
The (µ+ θ)–selection scheme gathers both populations (parents and offspring) in one unique
group, and the next generation is generated from this group. The new whole population is
evaluated and the best members are passed directly to the next generation, it does not
matter if the member is a parent or a descendant. Given that the parents are included in
the selection stage, the number of members in the offspring population can be less, equal or
greater than the number of parents.
With the new population P (t + 1) already defined, the whole process is repeated (recombi-
nation, mutation, selection) until a convergence criterion is met.
4.4. Examples
To show the effectiveness of EAs for solving optimization problems, some test functions are
given here and optimized using GAs and ES. The idea is to demonstrate the versatility and
performance of these algorithms when handling functions with one or several minima. Two
test functions (artificial landscapes) are optimized: Himmelblau’s function (Fig. 4-5(a))
and Rastrigin’s function (Fig. 4-5(b)), which are very popular objective functions used
to evaluate the performance of optimization algorithms. Other test functions are given in
Appendix A, all of them implemented in the routine evolution_strategy.m (See Appendix
A).
Next a brief description about the parameters used in GAs and ES to optimize these func-
tions, results and comparisons are given.
4.4.1. Genetic Algorithms (GA)
Real–parameter GAs were used here. An initial population P (0) with 100 parents was
defined (µ = 100), and the number of offspring individuals was also set to 100 (θ = 100). The
maximum number of iterations allowed (number of generations) was 100. Simulated binary
crossover, with crossover distribution index ηc = 15, was used as mechanism to generate
new members; and for mutation, the polynomial variant with mutation distribution index
ηm = 20 was applied.
Himmelblau’s function
Fig. 4-6(a) shows the resultant population after the real–parameter GA was applied to
optimize the Himmelblau’s function, which is given by:
f (x) =
(
x21 + x2 + 11
)2
+
(
x1 + x22 − 7
)2
.
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(a) Himmelblau’s function
(b) Rastrigin’s function
Figure 4-5.: Test functions
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This function has 4 minima, namely:
f (3.0, 2.0) = 0.0,
f (−2.805118, 3.131312) = 0.0,
f (−3.779310,−3.283186) = 0.0,
f (3.584428,−1.848126) = 0.0.
(4-2)
The red points in Fig. 4-6(a) represent regions where individuals were concentrated at the
end of the simulation, it can be seen that those points agree with those given in Eq. (4-2),
this means that the algorithm is able to find the global optimum (even if there were more
than one optimum - local or global). It has to be said that not all the four minima had the
same quantity of individuals at the end of the simulation, some regions had more individuals
than others, this means that the algorithm tries finding one unique minimum, and in order
to achieve such goal, more generations are needed. Fig. 4-6(b) shows the result obtained
after 200 generations.
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(a) Population after 100 generations
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(b) Population after 200 generations
Figure 4-6.: Optimization Himmelblau’s function using GAs
As said before, the algorithm converges to one unique minimum if the number of generations
is large enough; with 200 generations, just two minima are identified, and one of those
minima is densely populated while the other is not, so if the algorithm keeps running, sooner
or later the region with more individuals around will be identified as the unique minimum
in the whole space.
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Rastrigin’s function
Rastrigin’s function, in its more general representation is given by:
f (x) = 10 · q +
q∑
i=1
[
x2i − 10 · cos (2pixi)
]
,
where xi ∈ [−5.12, 5.12], 1 ≤ i ≤ q. This function has a global minimum at f (x) = 0, and
it happens when x = ∅ ∈ Rn.
The case treated here is for q = 2, and the results obtained after 100 iterations is shown in
Fig. 4-7.
Figure 4-7.: Optimization Rastrigin’s function using GAs – Population after 100 genera-
tions
Like in the previous examples, several minima have been identified (red points), and among
them is the global optimum. An increase in the number of generations will improve the esti-
mation in this case, because this objective function has one unique minimum (Himmelblau’s
function has four).
4.4.2. Evolution Strategies (ES)
(µ+ θ)–ES were used for the simulations. The object variables x(t) were subjected to a
discrete recombination, while the strategy parameters Σ,A were recombined with an in-
termediate variation. The number of parents was fixed in 100 (µ = 100), the offspring
population size was also 100 (θ = 100), and the algorithm performed 100 iterations (100
generations). The same functions optimized by GAs are treated by means of ES.
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Himmelblau’s function
Unlike GAs, ES converged faster towards one of the optimum points (See Fig. 4-8). In the
first simulations the algorithm had already identified the four global optima, and as time
advanced, one region began to attract the individuals in other zones. The red point in Fig.
4-8 represents the optimal point identified by ES. Several runs of the algorithm shown that
any point in Eq. (4-2) can be estimated, and just density of individuals in a neighborhood of
optimum points will determine the convergence region towards individuals will be redirected.
Rastrigin’s function
Again, ES were able to find the global optimum in less than 100 iterations (see Fig. 4-9),
what shows the effectiveness and good performance of this technique when optimizing single–
objective problems with one global optimum and several global optima. Once several points
stay in a neighborhood of the optimal point, the other members of the population will be
attracted given the selection scheme used.
4.5. Concluding remarks about EAs
• Even if EAs are capable to find the solutions just by generating a random population
in the parameter space D and applying evolutionary operators, a previous knowledge
about the topology of the objective function is useful, because the space can be nar-
rowed in order to accelerate the convergence of the algorithm (definition of boundaries).
• As said in Chapter 3, gradient information is irrelevant in these algorithms. EAs are
flexible and can be applied to problems with one global optimum (uni–modal problem)
or several global optima (multi–modal problem).
• Several single–objective optimization problems were tested using GAs and ES. Most
of these artificial landscapes can be found in Appendix A. Both algorithms were able
to find the global optimum in the test functions. ES shown a better performance
and faster convergence rate than GAs due to the inclusion of strategy parameters that
improve the search capabilities of the algorithm. Next, graphs illustrating the evolution
of the object variables (x1, x2) and the error between the objective function and the
real global optimum of one of the test functions analyzed with both algorithms are
shown.
From Fig. 4-10 it can be seen that ES, in less than 15 generations, had already
reached a neighborhood of the global optimum, and the error in such iteration was
approximately about 0.6, which is relatively small. The error decays slowly, and at
iteration 100 the magnitude of the error is approximately 7 · 10−4, which is more than
acceptable. On the other hand, GA had also reached a neighborhood of the global
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Figure 4-8.: Optimization Himmelblau’s function using ES – Population after 100 genera-
tions
Figure 4-9.: Optimization Rastrigin’s function using ES – Population after 100 generations
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(a) Evolution object variable x1 – ES
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(b) Evolution object variable x2 – ES
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(c) Evolution object variable x1 – GAs
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(d) Evolution object variable x2 – GAs
Figure 4-10.: Evolution object variables – Rastrigin’s function
(a) Evoluton Strategies (ES) (b) Genetic Algorithms (GA)
Figure 4-11.: Evolution error between objective function and real optimum – Rastrigin’s
function
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optimum in less than 15 generations, but the error is greater than the one computed
with ES (see Fig. 4-11).
• These algorithms were applied to single–objective optimization problems, but the gener-
alization to handle multi–objective optimization problems is not difficult. Next chapter
addresses this issue, and it will be seen that the algorithms are basically the same, just
the inclusion of some operators are needed to tackle more than one objective.
5. Multi–objective optimization
Next a brief description about multi–objective optimization is presented herein. The reader
is referred to [33] and [31] for a complete survey on the topic.
The Chapter starts with an introduction to multi–objective optimization (MOO) problems,
and introduces the concepts of dominance and pareto optimality, which are fundamental in
the theory of MOO problems (Section 5.1). Section 5.2 describes the methodology used to
solve this type of optimization problems. Some examples are given in Section 5.3. Finally,
Section 5.4 gives some concluding remarks.
5.1. Basic principles of multi–objective optimization
Optimization problems involving more than one objective function are known as multi-
objective optimization problems. Many practical applications fit in this type of problems,
since the interaction between the parameters of the model under study must satisfy several
objective functions at the same time.
In its general form, a MOO problem can be stated as Eq. (3-1), where
f : Rq → Rm
x 7→ f (x) ,
here f1 unlike single–objective optimization problems, is a vector of m components, whose
elements are the objective functions to be optimized simultaneously.
Generally, there are conflicting scenarios among the objective functions involved in the op-
timization process, i.e., while one objective has been optimized (minimized or maximized),
other objective functions might not; in consequence, when multiple conflicting objective func-
tions arise, it is not possible to characterize a single optimum solution which optimizes all
functions simultaneously; instead, a set of optimal solutions is identified. All points belong-
ing to such a set of optimal solutions are known as pareto optimal solutions, and this set
is called the pareto2 optimal front. In general, there are infinite number of pareto optimal
1 From here it will be assumed, without loss of generality, that the objective functions have the following
form: f (p), so the functions will depend on a vector p ∈ D ⊆ Rq.
2 After the Italian engineer, sociologist, economist and philosofer Vilfredo Pareto (1848-1923), who made
important contributions to economics, particularly in the study of income distribution and in the analysis
of individuals’ choice
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solutions and the final goal in MOO problems is to identify the optimal pareto front. Before
explaining what the pareto front is, the concept of domination must be introduced.
5.1.1. The concept of Domination
Consider the points shown in Fig. 5-1, which represent four solutions to the multi–objective
minimization problem of two objective functions f1 (p) and f2 (p).
Figure 5-1.: Dominance in multi–objective optimization problems
Consider points 1 and 3; comparing these solutions it can be seen that solution 1 minimizes
f1 (p) better than solution 3, and the same conclusion can be made with respect to function
f2 (p). In this case it is said that solution 1 dominates solution 3, because such a point
optimizes better both objectives than point 3. Now consider points 2 and 3; in this case
the objective function f1 (p) is optimized better by point 2, but both points minimize f2 (p)
the same way; here it is said that solutions 2 dominates solution 3, because even if both
solutions minimize an objective function to the same extent, point 2 is better than point 3
with respect to the other objective.
With the previous explanation, it can be said that a solution pi ∈ D is said to dominate
the solution pj ∈ D when fk(pi) ≤ fk(pj) for all k = 1, . . . , m, and for j = 1, . . . , µ (µ
is the population size), and there exists at least one objective function r which satisties
fr(pi) < fr(pj) for j = 1, . . . , µ.
Both conditions must be satisfied in order to say that solution pi dominates solution pj ; if
one condition is not fulfilled, then solution pi does not dominate solution pj. It is worth
noting that if solution pi does not dominate pj, it does not necessarily mean that solution
pj dominates pi, for instance, consider points 1 and 4 in Fig. 5-1, it can be seen that one
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point minimizes one objective function better than the other point, but with respect to the
other objective the situation is completely different; in this situation it is said that points 1
and 4 are non–dominated to each other.
5.1.2. Pareto optimal front
The pareto optimal front is the set whose elements are non–dominated with respect to each
other in the entire search space Z. Fig. 5-2 shows the pareto front corresponding to a
multi–objective minimization problem involving two objective functions.
Figure 5-2.: Pareto front (Adapted from [70])
The feasible space represents the region where the constraints are not violated, and all the
points inside the feasible space that do not belong to the pareto front are known as dominated
solutions. The remainder of the search space is the infeasible space, i.e., solutions that violate
the restrictions of the MOO problem.
Just as single–objective optimization, if the functions fk (p), 1 ≤ k ≤ m, are multi–modal,
there will be, in this case, local pareto fronts, which are set of points that are pareto optimal
in a region of the search space, but not in the whole space. As evident, the methods used to
solve MOO problems look for the global pareto optimal front, i.e., the pareto front with the
best trade–off among objective functions.
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5.2. Methods for solving multi–objective optimization
problems
Several methodologies have been proposed to tackle MOO problems. There are basically
two main branches:
• Classical methods: This methods transform MOO problems into single–objective
optimization problems by means of user–defined parameters (weight vectors, ε vectors,
etc.). The main drawback related with these approximations is the tuning of parame-
ters; given that the original problem has been posed as a single–objective optimization
problem, in order to find several solutions from the pareto optimal front, the algorithm
must be executed several times with different parameters that must be tuned by the
user. Examples of this methods are:
– Weighted sum method [71, 33].
– ε–constraint method [71, 33].
– Weighted metric method [71, 33].
– Benson’s method [15, 33].
– among others.
• Multi–objective evolutionary algorithms (MOBEAs): As the name suggests,
these are methods based on evolutionary algorithms (EA). Given the necessity to find
a set of optimal solutions, these methods are suitable to handle these problems given
its work principles (population–based methods), because just some minor modifica-
tions to the algorithms seen in Chapter 4 are needed in order to solve MOO problems.
Furthermore, the user has to specify little or no information at all about the present
problem, so the necessity of tuning parameters is eliminated. Some of the most impor-
tant methods in this category are:
– Vector Evaluated Genetic Algorithm (VEGA) [83].
– Multiple Objective Genetic Algorithm (MOGA) [39].
– Non–Dominated Sorting Genetic Algorithms (NSGA, NSGA–II) [88, 34].
– Strength Pareto Evolutionary Algorithm (SPEA, SPEA2) [102, 103].
– among others.
This Section will describe the Elitist Non–Dominated Sorting Genetic Algorithm (NSGA–II).
For more information about the other algorithms, please refer to the literature exposed at
the beginning of the Chapter.
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5.2.1. Elitist Non–Dominated Sorting Genetic Algorithm (NSGA–II)
The main idea behind this algorithm (and the other MOBEAs) is the preservation and
diversification of good solutions in the whole parameter space D. Both characteristics are
important because if good solutions are found, they must be preserved during the whole
process, and diversity is needed in order to spread the solutions in the parameter space and
to completely identify the pareto optimal front.
In the following, we will succinctly describe the NSGA-II procedure (the reader is referred
to [34] for an in-deep explanation). The original algorithm presented herein uses GAs as
engine search (it could be in both fashions: binary-coded or real-parameter), but ES can be
implemented instead. The steps followed by the NSGA–II procedure are outlined below:
1. Define a set of m objective functions that will be gathered under the vector f(p) =
[f1(p), . . . , fm(p)]
T .
2. Initialize the initial population P (0) = {pi ∈ D : 1 ≤ i ≤ µ}, where µ is the number
of parents, and set t = 0.
3. Compute for each individual pi ∈ P (t) all the objective functions, that is, calculate
f (pi) for all i = 1, 2, . . . , µ.
4. Apply genetic operators (natural selection, crossover and mutation) in order to generate
an offspring population P ′′(t) = {p′′i : 1 ≤ i ≤ θ} from the parent population P (t); here
θ stands for the offspring population size.
5. Compute for each individual p′′i ∈ P ′′(t) all the objective functions, that is, calculate
f (p′′i ) for all i = 1, 2, . . . , θ.
6. This algorithm introduces elitism in its procedure, which means that the offspring
population and the parent population are gathered in a single group P (t) ∪P ′′(t).
7. Before selecting the next generation of parents P (t+ 1) the following sorting routine
is performed:
a) Identify different pareto fronts in the whole objective function space (optimal and
local). Each pareto front has elements that are non-dominated to each other
inside the pareto. The best pareto front of the current population will be the first
front (F1); the next set of solutions that are just dominated by the first front will
be the second front (F2); the third front (F3) has points that are dominated by
the first and second front, and so on. Up to n fronts (Fn) will be identified at the
end of this process. This procedure is known as non-dominated sorting.
b) Now the new parent population is initialized to the empty set, that is P (t+1) = ∅.
Let |Fj|, 1 ≤ j ≤ n, be the number of elements in the pareto front j, and
|P (t+ 1)| the number of elements in the parent population at time t+ 1. Set a
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counter j = 1; while |P (t+ 1)| + |Fj| ≤ µ make P (t+ 1) = P (t + 1) ∪ Fj and
set j = j + 1.
c) If |P (t+ 1)| = µ, skip step 7.d and go to step 8.
d) Since |P (t + 1)|+ |Fj| > µ, perform a crowding-sort procedure in Fj in order to
choose only µ elements out of P (t+ 1). Such procedure is described next:
i. Let r = |Fj|.
ii. For each element in the pareto front Fj set di = 0, 1 ≤ i ≤ r. In the variable
di the so-called crowding distance will be stored.
iii. Sort the elements in Fj in ascending order according to each objective function
fk (p), 1 ≤ k ≤ m and store the sorted indexes in a vector Ik. Here we will
consider Ik(i) as the i-th element in vector Ik.
iv. For each objective function, fk, k = 1, . . . , m, make:
dIk(1) =∞
dIk(i) = dIk(i) +
fk
(
pIk(i+1)
)
− fk
(
pIk(i−1)
)
fk
(
pIk(r)
)
− fk
(
pIk(1)
) for i = 2, . . . , r − 1
dIk(r) =∞
Figure 5-3.: Crowding distance calculation (Adapted from [33])
Consider the minimization of two objective functions f1 (p) , f2 (p) shown in
Fig. 5-3. The green points represent the pareto front Fj. It can be seen that
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the crowding distance of the point i is the semiperimeter of the hypercube
whose vertices are the neighboring solutions i − 1 and i + 1 (shaded area in
Fig. 5-3), normalized by the semiperimeter of the hypercube enclosed by the
boundary solutions (1 and r).
From the resulting sorted pareto front, select the remaining µ − |P (t+ 1)| ele-
ments with the largest crowding distances di. The selection of the largest crowding
distance is intended to preserve diversity among solutions, because a large crowd-
ing distance means a point whose neighbors are far from it, and consequently, the
point is located in a less crowded region.
8. Set t = t+ 1
9. Repeat steps 4 to 8 until the pareto optimal front has been fully identified or a termi-
nation criterion is met.
5.3. Examples
Two examples taken from [33] are presented herein in order to show the capabilities of the
NSGA–II procedure when dealing with multiple objectives. Some test functions for multi–
objective optimization are given in Appendix A.
5.3.1. Example minimization problem
Consider the following bi-objective minimization problem:
Minimize:

f1 (x, y) = xf2 (x, y) = 1+yx (5-1)
for 0.1 ≤ x ≤ 1, 0 ≤ y ≤ 5.
In this case, there are not equality constraints h (x), and the boundaries of the values can
be used as inequality constraints g (x).
To solve this problem, the NSGA–II procedure with real–parameter GAs as EA is employed.
The following parameters were set up:
• Parent population size µ = 200.
• Offspring population size θ = 200.
• Number of generations: 500.
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• Simulated binary crossover, with crossover distribution index ηc = 15, was used as
mechanism to generate new members; and for mutation, the polynomial variant with
mutation distribution index ηm = 20 was applied.
From Fig. 5-4(b) it can be seen how the NSGA–II procedure is able to find the optimal
pareto front and keep the diversity among the solutions. The last characteristic is due to the
crowding distance used in the selection stage of the algorithm. The mechanism of elitism is
also important in the implementation of the algorithm because it prevents the removal of
good solutions from the parent population that have been found in the first generations.
5.3.2. Practical application: Design of a cantilever beam
In this case a typical problem from structural design is solved by means of MOBEAs. Con-
sider the cantilever beam shown in Fig. 5-5.
The beam has to support a load P applied at the end of the beam. The idea is try minimizing
the weight (f1 (φ, L)) and the deflection (f2 (φ, L)) of the beam, which are stated as function
of the diameter (φ) and the length (L) of the beam. It can be seen that both objectives
are conflicting each other, because in order to avoid large deflections, the dimensions of the
beam necessarily must be large, but with an increase of φ and L, the weight goes up too,
which is contradictory according to the objective of minimizing the weight of the beam.
The optimization problem is stated as a bi-objective minimization problem with two con-
straints, which are the maximum allowable stress in the beam (σmax) and the maximum
permissible deflection (δmax):
Minimize:

f1 (φ, L) = ρ
piφ2
4
L
f2 (φ, L) = 64PL
3
3Epiφ4
(5-2)
subject to

σy ≤ σmaxδ ≤ δmax
for 10 mm ≤ φ ≤ 50 mm, 0.20 m ≤ L ≤ 1.00 m. In Eq. (5-2) the following parameters are
used:
• Density of the material (ρ): 7800 kg/m3.
• Applied load (P ): 1 kN.
• Elastic modulus of the material (E): 207 GPa.
• Stress exerted on the cantilever beam (σy): The maximum stress is calculated as
follows:
σy =
32PL
piφ3
.
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Figure 5-4.: Example bi–objective minimization problem (Eq. (5-1))
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Figure 5-5.: Cantilever beam subjected to load P
• Maximum allowable stress (σmax): 300 MPa.
• Maximum permissible deflection (δmax): 5 mm.
Fig. 5-6(a) shows the initial population used by NSGA–II. It can be seen that most of the
individuals violate the second objective (deflection) which is supposed to be less or equal
than 5 mm. The parameters of the NSGA–II procedure were set up with the following values:
• Parent population size (µ): 100.
• Offspring population size (θ): 100.
• Number of generations: 200.
• Simulated binary crossover, with crossover distribution index ηc = 15.
• Mutation via polynomial variant with mutation distribution index ηm = 20.
After the algorithm is executed, the pareto shown in Fig. 5-6(b) is the final result. As
in the previous example, diversity of solutions is preserved throughout generations, so a
set of optimal solutions (pareto optimal front) is obtained at the end of the simulation.
The algorithm can identify the pareto optimal solutions and preserve in that region all the
generated solutions.
Now is task of the designer to choose one solution among the final population of non–
dominated solutions; this task is achieved only if higher–level information is available, be-
cause without complementary information is difficult to said that one solution is better than
other if both are part of the pareto optimal front.
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Figure 5-6.: Design of the cantilever beam analyzed in Section 5.3.2
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5.4. Summary and concluding remarks
• Optimization problems with two or more objectives are known as multi–objective opti-
mization (MOO) problems. Given the conflicting nature between objective functions, a
unique solution is not readily identifiable, so a set of optimal solutions (Pareto optimal
front) must be devised.
• There are two mainstreams for solving MOO problems, namely:
– Classical methods: These methods try solving the problem by finding a single
optimal solution, which is accomplished by means of a transformation of the MOO
problem into a single–objective optimization problem. The main drawback related
with these methods is the necessity of the user to adjust parameters in order to
find solutions in the pareto optimal front, and those parameters must be tuned
every time a new solution is required.
– Multi–objective evolutionary algorithms (MOBEAs): These algorithms
work with a population of solutions instead of single points, so several solutions
can be computed in a single run. EAs are used as search engine in the parameter
space, so derivatives are not computed; furthermore, the user neither needs to
specify information related with the topology of the problem nor the parameters
that must be tuned.
• MOBEA procedures must satisfy two conditions:
– Preserve good solutions throughout the process in order to increase the probability
of reaching the pareto optimal front in a few number of iterations.
– Maintain the diversity of solutions among the population so the pareto optimal
front will be easily identified.
• The NSGA–II procedure is suitable to solve MOO problems given its elitist approach
and its low computational complexity. The algorithm is easy to program and it is
able to handle problems that have continuous or discontinuous pareto optimal fronts.
Furthermore, the NSGA–II technique satisfies the two conditions listed above due
to the implementation of the elite–preserving operator and the crowded tournament
selection operator.
• After a pareto optimal front has been identified, the designer has to select a unique
solution from such a set, because all solutions cannot be used in practical applications.
There are methods used to reduce the number of solutions in the pareto optimal front to
a few number of solutions, so a better representation of the pareto frontier is achieved.
For information related with those methodologies, the reader is referred to [33]. It is
worth noting that, most of the time, the designer has an idea about the problem at
hand, so even if these methods are applied, the final solution will reflect the designer’s
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preference, so a previous knowledge about the system or model under study provides
tools that ease the decision making process.
• Several examples are given in Appendix A, where the objective functions to optimize
are stated, and the pareto optimal fronts of each example are plotted. It can be seen
how to NSGA–II algorithm can find the pareto frontier with a good distribution of
solutions along the pareto optimal front.
• Next Chapter will give a brief description about several methodologies used for the
identification of hysteretic structural systems. Then, a novel methodology that treats
the problem of identification of hysteretic structural systems by means of MOBEAs is
presented, and the algorithm to use will be the NSGA–II procedure.
Part III.
Identification of hysteretic structural
systems
6. Literature review
Several methods have been proposed for the identification of the parameters of the BW-type
models presented in Chapter 2, using experimental input and output data. The procedures
suggested in the literature to tune the parameters of the BW-type models can be classified
into two groups as (see [55]):
• Methods based on the minimization of a loss function, using for example least square
estimation (see e.g. [41]), Gauss-Newton methods like the Levenberg-Marquardt algo-
rithm (see e.g. [101]), evolutionary algorithms (see e.g. [24, 43]), differential evolution
(see e.g. [64, 95]), particle swarm optimization (see e.g. [100, 23]), the generalized re-
duced gradient method (see e.g. [101]), etc.; in this case, the error difference between
the time histories (displacements) is minimized.
• Procedures based on nonlinear filtering, using for example the extended Kalman filter
(see e.g. [101, 99]), the unscented Kalman filter (see e.g. [96, 25, 26, 98]), or particle
filters (see e.g. [65, 66, 25]).
This Chapter intends to give a brief description of some of the methods listed above, showing
their advantages and disadvantages when computing the parameters of BW-type models of
hysteresis.
6.1. Methods based on the minimization of a loss function
6.1.1. Least square estimation
In this method it is assumed that the mass of the system (m) and the ground acceleration
(u(t)) are known. Eq. (2-8) can be rewritten as:
(x¨(t)− u(t)) =
[
−x(t) −x˙(t)
]  αω20
2ξω0

+ (− (1− α)ω20z(t)) , (6-1)
here x(t), x˙(t) and x¨(t) stand for the displacement, velocity and acceleration of the structure
respectively, z(t) is the hysteretic displacement, u(t) is the external excitation exerted on the
system, ω0 is the pseudo-natural frequency of the structure, ξ is the viscous damping ratio
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and α is the ratio of post-yield kf to pre-yield (elastic) ki stiffness (see Eq. (2-7)). Eq. (6-1)
can be stated as:
y = xTφ+ d,
where:
y = x¨(t)− u(t),
x =

 −x(t)
−x˙(t)

 ,
φ =

 αω20
2ξω0

 ,
d = − (1− α)ω20z(t).
The estimation yˆ of the theoretical output y is computed as:
yˆ = xT φˆ+ dˆ,
where φˆ and dˆ are the estimates of φ and d respectively. These estimates are computed
according to the following equations:
e = y − yˆ,
φˆ = −gΣxe− κΣ |e| φˆ,
dˆ = −ad − g1e,
Σ = −ΣxxTΣ,
(6-2)
where e is the estimation error, Σ is the covariance matrix, and a, κ, g and g1 = (2y − 1)
are positive constants that need to be tuned.
Eq. (6-2) are the recursive least-squares algorithm, which has been used for the identifi-
cation of structural parameters (such as damping and stiffness) of structures subjected to
random vibrations, and also to compute the hysteretic response of the system using the BW
differential hysteresis model [41].
The method has some advantages, such as easy implementation in computer, the algorithm
is stable in the sense that the hysteretic component error dˆ is bounded, and small errors are
obtained provided good initial estimates of the constants and covariance matrix listed above.
On the other hand, there are some disadvantages related with this algorithm, mainly the
necessity to define an initial covariance matrix and a set of parameters (a, g1, κ), that must
be tuned in order to compute satisfactorily the response of the system.
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6.1.2. Gauss-Newton methods
The Gauss-Newton method is used to minimize a sum of squared function values that do
not require second derivatives, which can be challenging to compute. This method tries to
minimize the integrated mean square error (Q), defined as:
Q =
1
T
∫ T
0
e2dt,
where e = ˆ¨x(t)− x¨(t) for the case of structural identification. Here T stands for the sampling
time. The minimization is performed with respect to the parameters of the analyzed BW-
type model of hysteresis.
Basically, the Gauss-Newton iterative procedure uses the following update rule:
φp+1 = φp −H−1p ∇Qp,
where φ is the set of parameters to be identified, Hp is the Hessian matrix of Q, ∇Qp is the
Jacobian vector of Q and p is the iteration index.
For the case of identification of BW-type models, it is advisable to divide the identification
process in several stages, i.e., at the beginning some parameters are kept fixed, while the
other parameters are allowed to vary while minimizing the error Q; after the minimization
of Q is performed, some parameters that were held fixed in the previous simulation are now
allowed to vary with the other parameters, other parameters still remain fixed. This proces
is repeated until all parameters are used for the minimization of Q.
This algorithm has been used for the identification of hysteretic structural systems that
exhibit degradation and pinching [62], [101]. The results drawn from those researches show
that the algorithm is able to estimate the parameters of the hysteresis model with a good
accuracy, and it is computationally easy to implement.
Disadvantages of this method are related to the computational burden required to compute
the derivatives (Jacobian and Hessian), it is required the definition of an initial state (initial
guess of the parameters), and the algorithm is not well-suited for large systems where other
techniques, such as the conjugate gradient method, may be more efficient.
6.1.3. Evolutionary algorithms
These algorithms are widely used in global optimization, given its ability to solve complex
problems with a few or no information at all about the problem being analyzed. Evolutionary
algorithms were treated in Chapter 4, where a description about the operators involved in
these methodologies were explained.
In the identification of hysteretic structural systems, EAs have been used successfully and
have proven to be a promising tool in the identification of this type of systems.
Charalampakis and Koumousis [24] used a hybrid EA composed of a saw-tooth GA [60] and
greedy ascent hill climbing to local optimality [36]. Those techniques are improvements to
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the standard GA introduced in Chapter 4. The objective function used in such study was
the normalized mean square error of the predicted time history xˆ(t|p),:
OF (p) =
∑l
i=1 (x(ti)− xˆ(ti|p))2
lσ2y
, (6-3)
where p is the vector of parameters to be estimated, l is the number of points in the time
history x(t) and σ2y is the variance of the reference time history x(t). The reference history
x(t) refers to the displacements or accelerations suffered by the structure being analyzed.
Other study carried out for the identification of hysteretic structural systems was performed
by Kwok et al. [63], who removes the selection stage of GAs and proposed a termination
criterion based on statistical tests that guarantees a good approximation to the optimal
solution.
Another EA that has been used recently in the identification of BW-type models of hysteresis
is the differential evolution (DE) algorithm [1], [95]. This algorithm tries to minimize a cost
function, such as the one given in Eq. (6-3), through repeated cycles of evolutionary operators
(selection, crossover and mutation). The difference between DE and the other EAs is the way
the evolutionary operators are applied. Basically, DE transforms a randomly generated initial
population of parameter vectors into an optimal solution through tournaments performed
between each vector and trial vectors that are generated by mutation and crossover.
The previous studies showed that EAs are suitable for analyzing and identifying hysteretic
structural systems, and the methods proved to be efficient, robust and insensitive to noise-
corrupted data.
A minor disadvantage of these methods is the need to set algorithm hyper-parameters for
the optimization, but recent investigations (for example [95]) have overcome this problem by
adding operators that allow the algorithms to learn and adapt their own hyper-parameters
throughout the optimization process.
6.1.4. Particle swarm optimization
Particle swarm optimization (PSO) is a population-based optimization technique that mimics
the behaviour of swarms of insects and satisfies the five axioms of swarm intelligence, namely
proximity, quality, diverse response, stability and adaptability [59]. This algorithm generates
a random initial population of particles that are attracted towards better positions in the
decision space D, according to the local best known position.
Basically the method tries to move the swarm toward the best solution according to a given
measure of quality (such as Eq. (6-3)). PSO moves the particles around the decision space
according to simple mathematical expressions related to the position and velocity of each
particle. The position of each particle refers to the model parameters to be estimated.
Charalampakis and Dimou [23] used PSO to compute the parameters of the simple BW
model of hysteresis of a bolted-welded steel connection. The results of this work showed
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that PSO is able to estimate the parameters of the model, and the method proved to be
accurate and robust with respect to other methodologies. It must be pointed out that the
methodology has not been used for the identification of BW-type models that involve the
effects of degradation and pinching, that are very common in structures when subjected to
seismic loads.
6.2. Methods based on nonlinear filtering
6.2.1. Extended Kalman filter
The extended Kalman filter (EKF) is an approximation of a nonlinear system into a linear
system by means of a truncated first order Taylor series expansion. It applies the equations
of the basic Kalman filter for linear systems, linearizing the dynamic of the model around
the current state, whose distribution is assumed to be a Gaussian random variable. For a
complete treatment about the theory of Kalman filters the reader is referred to [48] and [45].
The EKF has two major steps:
1. Prediction stage: where the actual state of the model x(t) and the covariance matrix
Σ at time t are projected at time t+ 1.
2. Filtering stage: the projected values of x(t) and Σ are adjusted according to the
real response of the system at time t+ 1.
The EKF considers a nonlinear dynamical system described by the following state-space
model:
xk+1 = f (k,xk) +wk,
yk = h (k,xk) + vk,
where wk and vk are independent zero-mean white Gaussian noise processes, f (k,xk) is
the nonlinear transition matrix that is possibly time-variant, and h (k,xk) is the nonlinear
measurement matrix that may be time-variant too.
The basic idea of the EKF is to linearize the state of the model at each time instant around
the current state estimate. Once a linear model is obtained, the equations of the standard
Kalman filter are applied. The approximation is performed by the following two matrices:
F k+1,k =
∂f (k,xk)
∂x
∣∣∣∣∣
x=xˆk
,
Hk =
∂h (k,xk)
∂x
∣∣∣∣∣
x=xˆ−
k
,
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where F k+1,k is a matrix that stores the partial derivatives of the nonlinear transition matrix
f (k,x) with respect to the states x, Hk is matrix that stores the partial derivatives of the
nonlinear measurement matrix h (k,xk) with respect to the states and k denotes the iteration
counter. In the former case, the derivatives are evaluated at xˆk (a posteriori estimate of the
state at time k). In the latter case, the derivatives are evaluated at xˆ−k (a priori estimate of
the state at time k). All the entries of the matrices F k+1,k and Hk are all known, by having
xˆk and xˆ
−
k available at time k.
For the case of identification of BW-type models of hysteresis involving degradation and
pinching (BWBN model of hysteresis), the nonlinear transition matrix f (k,x) is given by:
f (k,x) =


x˙(k)
u(k)− 2ξω0x˙(k)− αω20x(k)− (1− α)ω20z(k)
h(k)
A(k)x˙(k)−ν(k)(β|x˙(k)||z(k)|n−1z(k)+γx˙(k)|z(k)|n)
η(k)
(1− α)ω20z(k)x˙(k)
∅18×1


,
and the nonlinear measurement matrix h (k,xk) can vary depending on the quantity mea-
sured (displacements or accelerations); for the case of displacements, h (k,xk) = x(k), and
for the case of accelerations h (k,xk) = u(k) − 2ξω0x˙(k) − αω20x(k) − (1− α)ω20z(k) [96].
The parameters used in these equations are the same as those listed in Section 2.2.2.
Modifications to the EKF algorithm have been proposed and used for the identification
of hysteretic structural systems with successful results. For example, Yang and Ma [99]
proposed a constrained EKF with a global weighted iteration strategy which was effective in
estimating all the parameters of the BW-model of hysteresis. Zhang et al. [101] also applied
the EKF for the identification of hysteretic systems that exhibit degradation and pinching;
all the parameters of the BW-model were identified without problem.
Nonetheless, even if this technique has been applied successfully in the field of structural
identification, the EKF presents numerical problems when coping with complex systems. Fur-
thermore, the EKF linearizes the nonlinear transition matrix and the nonlinear measurement
matrix, which requires the computation of Jacobians that can be difficult to compute, may
introduce errors in the estimates which may lead to suboptimal performance and divergence
of the filter, and increase the computational burden of the algorithm.
6.2.2. Unscented Kalman filter
The unscented Kalman filter (UKF) appears as an alternative to solve the problems that
may arise when using the EKF. This algorithm was proposed by Julier and Uhlmann [57],
and furhter developed and enhanced by Wan and Van Der Merwe [89, 90].
The difference between the EKF and the UKF lies in the way that the Gaussian random
variables are represented and propagated through the system dynamics. Remember that
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the EKF propagates the current state of the system through the first-order linearization of
the original nonlinear system. On the other hand, the UKF does not compute Jacobians,
instead it uses a set of carefully chosen points (sigma points) that are propagated through
the true nonlinear system.
The UKF does not approximate nonlinear functions of the system and measurement equa-
tions. Instead, it approximates the posterior probability density by a Gaussian density, which
is represented by the sigma points. When those points are propagated through a non-linear
transformation, they capture the true mean and covariance up to the second order of any
non-linearity (the EKF achieves just first-order accuracy). For a complete review of the
UKF, the reader is referred to [57] and [89, 90].
In the field of structural dynamics, the UKF has been used for the identification of non-
degrading and degrading hysteretic systems [96, 25, 26, 98]. The identification results show
that the UKF is well suited for the identification of complicated non-linear systems and that
this methodology can yield accurate estimates of the parameters of the BW-type models
of hysteresis. The results also show that the UKF outperforms the EKF with regard to
computational efficiency and robustness to measurement noise levels. However, a suitable
initial state estimate and filter parameters must be provided in order to achieve a good
solution, otherwise, suboptimal solutions will be estimated, or even, the algorithm may
diverge.
As a personal note, it is worth pointing out that the author of this Thesis (Gilberto Ortiz)
and the Adviser (Diego A. Álvarez) implemented the method proposed by Wu and Smyth
[96] and Chatzi and Smyth [25] for the identification of the parameters of BW-type models of
hysteresis independently, but both algorithms were not able to estimate the parameters, but
the filters converge with other type of systems found in the literature, so the algorithms are
well implemented. We tried to make contact with Prof. Smyth, but he replied that he had
not time to help us, and he did not give us the source code of the algorithms presented in
those papers, so we could not reproduce those researches. Other paper that uses an iterated
Unscented Kalman filter was found [98]; we tried to reach the author, but he did not reply.
6.2.3. Particle filters
A particle filter (PF), also known as sequential Monte Carlo method, is an iterating technique
based on Bayesian state estimation and Monte Carlo methods, which is able to handle any
functional non-linearity and measurement noise of any distribution.
The concept of the method is that the approximation of the posterior probability state
is done through the generation of a large number of samples using Monte Carlo methods
(weighted particles). The particles are concentrated in regions of high probability instead of
uniformly distributed over the state. As the number of samples increases, this Monte Carlo
approach becomes an equivalent representation of the probability density function, and the
solution approaches the optimal Bayesian estimate. For further details about this method,
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the reader is referred to [3], [65, 66], [25] and [35].
PFs have been used for the analysis of the hysteretic response of MDOF systems [25], and
also for the identification of BW-models that take into account the stick-slip phenomenon
[66]. The results showed that this algorithm is able to compute the parameters of the model,
but at the same time it was observed that the filter performs poorly in identifying the time
invariant model parameters if the initial interval from which the particles were sampled did
not contain the true value of the corresponding parameters [25].
The main drawback related with the PFs is the fact that depending on the problem, a large
number of samples may be required, thus making the analysis computationally expensive.
Other disadvantage of the method is that in order to start the identification algorithm, good
initial estimates of parameters are needed, otherwise, erroneous results can be obtained.
6.3. Concluding remarks
• BW-type models of hysteresis are highly nonlinear and any gradient-based technique
(least-squares methods, Gauss-Newton methods, etc.) tend to be trapped in local
minima, and therefore may fail to converge.
• Techniques based on EAs are suitable to handle the identification of parameters of
BW-type models. Up to the author’s knowledge, just single objective optimization
procedures have been used for the identification of this type of systems using EAs, and
most of the researches address the identification of non-degrading BW-type models,
or assumptions are made in order to reduce the total number of parameters to be
estimated [1].
• Most of the techniques listed above need to tune parameters a priori in order to start the
identification stage (for example the covariance matrix), and the convergence properties
of the algorithms depend on those parameters. A good estimate of those parameters
is needed in order to achieve desirable results, otherwise, poor performance of the
techniques and even divergence of those will be the result.
• It is found in the literature that when one applies the UKF to a highly complex
system with weak observability, the standard UKF shows its weakness in robustness,
convergence speed and tracking accuracy [98]. The scenario is worst when the EKF is
used in such cases. Observability is a measure used in control theory in order to check
if the internal states of a system can be inferred by knowledge of the outputs of the
system.
• Given the personal experience that we had with the UKF, it can be said that such
methodology may not work for the identification of parameters of BW-type models
of hysteresis that involve the effects of degradation and pinching, so a review of the
researches performed on this topic should be done.
6.3 Concluding remarks 65
• PFs are a good choice when working with highly nonlinear models. The problem with
this method is the computational burden required to achieve an acceptable accuracy
with respect to the response of the system.
• Other researches that use other methodologies that the ones listed above have been
performed in recent months. For example, Worden and Hensmann [94] adopted a
Bayesian approach in order to identify the parameters of non-degrading BW-type
models of hysteresis; Xie et al. [97] used artificial neural networks as identification
method; again, the non-degrading BW-type model of hysteresis was adopted. Up to
the author’s knowledge, there are no recent investigations addressing the identification
of degrading BW-type models of hysteresis.
• All the proposed methods for the identification of the parameters of BW-type models
exposed in this chapter try to reduce only the mean square error between a refer-
ence time history x(t) measured in the real structure (displacements or accelerations)
and the estimated one. Next Chapter proposes a novel methodology that uses multi-
objective optimization techniques, so more than one objective function is proposed in
order to estimate the parameters of BW-type models of hysteresis.
7. Identification of hysteretic structural
systems using MOBEAs
In this Chapter, MOBEAs will be used as system identification technique to estimate the
unknown parameters in the BW-type models of hysteresis. The plan of this Chapter is as
follows: Section 7.1 presents the formulation of the optimization problem, which is later
tested on the numerical experiments presented in Section 7.2. Section 7.3 gives concluding
remarks and highlights about the proposed procedure to compute parameters of BW-type
models of hysteresis.
7.1. BW-type models via MOBEAs
All the proposed methods for the identification of the parameters of the BW-type models
listed in Chapter 6 try to reduce only the mean square error between the estimated displace-
ments and the ones measured in the real structure. The proposed methodology herein uses
multi-objective optimization techniques, so more than one objective function is formulated
and a set of solutions is computed (pareto optimal front). This novel identification method
simultaneously minimizes not only the dissimilarities between the estimated displacements
and the real ones, but also between the dissipated energy by the structure and the one
estimated using the mathematical model of the BW-type models.
7.1.1. Formulation of equations to minimize
We will employ the NSGA-II algorithm (see Section 5.2.1) in order to identify the parameters
of the BW-type models. The idea is that an appropriate choice of the parameters must
represent as well as possible the hysteretic behaviour of the structure. The parameters that
will be tuned are represented by vector p.
Suppose that we have a SDOF subjected to an external excitation (see Fig. 2-10); the system
is instrumented so the input signal (acceleration) u(t) and the output signal (displacements)
x(t) are measured; a time-series with l elements will be recorded. The BW-type model
will be used to estimate the displacements of the structure, and those estimations will be
compared with the experimental ones.
In order to assess the quality of the identification, the set of parameters p must minimize at
the same time the following set of four objective functions:
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1. The weighted error between the displacements measured in the laboratory x(t) and
the predicted displacements xˆ (t|p) with the BW-type model of hysteresis:
f1 (p) =
l∑
i=1
∣∣∣x (ti)− xˆ (ti|p) ∣∣∣
w (ti)
, (7-1)
here w(t) is a weighting function used to normalize the displacements between [−1, 1];
such function is computed using an envelope that linearly interpolates between the peak
values of the absolute value of the displacements; the weighting function is illustrated
with the red dashed line in Fig. 7-1. This procedure is carried out in order to give the
same importance to small and large displacements.
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Figure 7-1.: Measured displacement and its normalization. This normalization is the one
corresponding to the numerical experiment discussed in Section 7.2.3. The red
dashed line forms the envelope w(t) that is used to normalize the displacement
2. The maximum error between the displacements measured in the laboratory x(t) and
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the predicted displacements xˆ (t|p):
f2 (p) = max
1≤i≤l
{∣∣∣x (ti)− xˆ (ti|p) ∣∣∣}.
The minimization of the objective functions f1 and f2 results in a better approximation
of the displacements, so the hysteresis curve will be better adjusted.
3. The difference between the total dissipated energy per unit mass εtot(tl) calculated from
the load-displacement records, and the total dissipated energy per unit mass εˆtot(tl|p)
estimated with the BW-type model at time tl for a set of parameters p:
f3 (p) =
∣∣∣εtot(tl)− εˆtot(tl|p)∣∣∣;
remember that l is the number of elements in the time series. The total dissipated
energy per unit mass is the sum of the hysteretic dissipated energy per unit mass ε(t)
(Eq. (2-10)) and the elastic dissipated energy per unit mass εel(t), i.e.,
εtot(tl) = ε(tl) + εel(tl).
Here εtot(tl) represents the area enclosed by the hysteresis curves, and εel(t) is derived
using the elastic restoring force F e(x(t)) := αkix(t), as:
εel(t) :=
∫ x(t)
x(0)
F e(x)
m
dx = α
ki
m
∫ t
0
x(τ)x˙(τ)dτ
that is,
εel(t) := αω20
∫ t
0
x(τ)x˙(τ)dτ.
4. The maximum error between the dissipated energy per unit mass computed from
records (εtot(t)) and the predicted dissipated energy per unit mass (εˆtot (t|p)):
f4 (p) = max
1≤i≤l
{∣∣∣εtot (ti)− εˆtot (ti|p) ∣∣∣}. (7-2)
The minimization of the objective functions f3 and f4 ensures that each hysteresis
cycle is well approximated, inasmuch as the total dissipated energy per unit mass is a
cumulative measure, so a good approximation of the estimated hysteresis cycles with
respect to the shape of the experimental hysteresis curves is expected.
To restrict the parameter space D, two vectors pmin and pmax are defined, such that:
pmin(i) ≤ p(i) ≤ pmax(i), 1 ≤ i ≤ q
so vector p is restricted to a region where the initial population can be generated, and also
determines the feasible values that the parameters can take.
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It has to be noted that some parameters of the differential equation (2-9) may diverge, and
in such a case, the algorithm is forced to assign infinity to the response of the system, so
this set of parameters will become infeasible in the parameter space D. This step implicitly
guarantees that inequalities typically used to ensure the Bounded Input-Bounded Output
(BIBO) stability of the differential equation (2-9) such as β + γ > 0 and γ − β < 0 are
satisfied.
7.1.2. Algorithm
For the identification process, the software developed by Deb [32] was employed, the source
code can be found at Professor Deb website [32]. Using such source code as “main engine”,
the BW-type models of hysteresis and the four objective functions proposed above were
implemented.
The program allows the user to work with binary-coded GAs or real-parameter GAs. For
the simulations that will perform herein, real-parameter GAs are used. The unique stopping
criterion that was imposed was the number of generations (iterations), so the algorithm can
perform several runs and, given the nature of the problem, a good diversity of solutions is
expected.
7.2. Numerical experiments
In order to evaluate the efficiency of the proposed methodology, several simulations were
carried out using simulated data and real load-displacement records. The following cases
were considered:
1. Bouc-Wen model of hysteresis (without degradation and pinching) using simulated
data.
2. BWBN model using simulated data.
3. BWBN model using real load-displacements records.
In cases 1 and 2, we set m = 500 kg and ki = 6 kN/mm, and the external excitation u(t)
was a record of 20 seconds of the signal u(t) = t sin (2pit) sampled each 0.02 seconds; in
consequence, l = 1001 samples were employed (see Fig. 7-2).
The exact response of the system was computed using the “true” parameters that appear in
Tables 7-1 and 7-2. Eq. (2-8) was evaluated using the fourth-order Runge-Kutta method.
The proposed algorithm was applied in order to estimate those parameters. The values of
pmin and pmax are also shown in Tables 7-1 and 7-2.
Inasmuch as MOBEAs return a set of solutions (pareto optimal front), a criterion has to
be imposed in order to select a unique solution among the whole population in the pareto
optimal front; the one adopted here is the minimum Euclidean distance from the origin to
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Figure 7-2.: External excitation used in the simulations.
a “normalized” pareto front that maps the objective functions to the range [0, 1] in order to
avoid scale differences:
p∗ = arg min
pk∈D


√√√√√√ 4∑
i=1

 fi (pk)−min1≤j≤µ
{
fi
(
pj
)}
max1≤j≤µ
{
fi
(
pj
)}
−min1≤j≤µ
{
fi
(
pj
)}


2

 . (7-3)
7.2.1. Identification of the parameters of the Bouc-Wen model of
hysteresis (without degradation and pinching)
In this case the degradation functions and the pinching function are set to one, that is
ν(t) = A(t) = η(t) = h(t) = 1, and the “true” parameters of the system were set up as
shown in Table 7-1, so the vector p in this case is given by:
p = [ξ, α, β, γ, n]T .
The algorithm was initialized with different seeds (in the random number generator). The
results after 100 generations are shown in Table 7-1.
At first glance, it seems that the algorithm was unable to estimate the response of the system
given the errors between the real parameters and the estimated ones, but looking at Fig. 7-3,
it can be seen, that in fact, the approximation was good.
Independent of the seed used to initialize the random number generator, the estimation of
the parameters are very similar, and the values of α, β, γ and n are relatively close to the
real ones, but the estimated values of ξ are larger than the real one; Charalampakis and
Koumousis [24] observed the same phenomenon.
The evolution of the parameters β and γ of the Bouc-Wen model are shown in Fig. 7-4.
After 40 generations the parameters of the representative point according to Eq. (7-3) remain
in the same range of values, so it can be considered that the algorithm has converged at this
point of the simulation.
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(a) Displacements (b) Total dissipated energy per unit mass
(c) Hysteresis cycles
Figure 7-3.: Simulated and estimated response of the system (Seed = 0.08) analyzed in
Section 7.2.1
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Table 7-1.: Identification results from simulated data analyzed in Section 7.2.1
Param. pmin True
value
pmax Seeds used in the random number generator
0.08 0.19 0.37 0.55 0.79
ξ 0.01 0.05 0.20 0.1681 0.1664 0.1649 0.1677 0.1652
α 0.01 0.20 0.40 0.1885 0.1882 0.1873 0.1886 0.1863
β 0.10 2.00 4.00 2.2916 2.2832 2.3417 2.3344 2.2595
γ -4.00 -1.00 4.00 -1.4355 -1.4230 -1.4856 -1.4826 -1.3850
n 1.00 1.20 5.00 1.0895 1.0792 1.1088 1.1029 1.0811
f1(p) - 0 - 42.1208 41.4385 40.9654 42.4628 38.3287
f2(p) - 0 - 0.6369 0.6593 0.7500 0.6514 0.8123
f3(p) - 0 - 0.1059 0.1046 0.0637 0.0926 0.0809
f4(p) - 0 - 0.1184 0.1165 0.0760 0.1057 0.0902
(a) β (b) γ
Figure 7-4.: Evolution parameters Bouc-Wen model analyzed in Section 7.2.1
7.2.2. Identification of the parameters of the BWBN model of
hysteresis
Now the full set of parameters used to describe hysteretic behaviour is considered for the
identification process. The “true” parameters of the system were set up as shown in Table
7-2, so the vector p in this case is given by:
p = [ξ, α, β, γ, n, ν0, δν , A0, δA, η0, δη, p, ζ0, ψ0, δψ, λ, q]
T .
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The number of generations in the NSGA-II was set to 400. Three different seeds were used
to initialize the random number generator; the results are summarized in Table 7-2.
Table 7-2.: Identification results from simulated data analyzed in Section 7.2.2
Param. pmin True pmax Seeds used in the
value random number generator
0.66 0.78 0.92
ξ 0.02 0.05 0.20 0.1516 0.1525 0.1514
α 0.01 0.20 0.30 0.1811 0.1843 0.1791
β 0.10 2.00 4.00 3.7970 2.9324 2.7319
γ -4.00 -1.00 4.00 -2.2009 -1.9482 -1.6778
n 1.00 1.20 5.00 1.0819 1.2473 1.1786
ν0 0.10 1.20 3.00 1.8447 1.3742 1.2747
δν -2.00 0.40 4.00 0.5990 -0.0203 -0.0485
A0 0.50 1.10 3.00 2.8818 1.2882 1.2849
δA -2.00 0.10 3.00 -0.4595 0.1749 0.1264
η0 0.50 1.30 4.00 3.1990 1.4781 1.4693
δη -3.00 0.50 4.00 2.7462 1.4963 1.8161
p 0.00 2.00 9.00 1.1477 5.6160 2.0806
ζ0 -8.00 1.00 8.00 0.8526 0.5605 0.5668
ψ0 -4.00 0.50 4.00 -0.1886 0.3436 -0.3474
δψ -4.00 0.60 4.00 2.8794 -1.9170 -2.2260
λ -4.00 0.90 4.00 1.3055 -1.6739 0.5382
q -4.00 1.00 4.00 3.9055 1.5380 2.0701
f1(p) - 0 - 20.1579 22.1891 21.4904
f2(p) - 0 - 0.2513 0.2517 0.2469
f3(p) - 0 - 0.0031 0.0021 0.0038
f4(p) - 0 - 0.0224 0.0248 0.0220
It can be seen that the parameters did not converge to the real values; however, the approx-
imation with the estimated parameters is good enough for simulation purposes. Fig. 7-5
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and 7-6 show results drawn from two different simulations; as it can be seen, the estimation
with both set of parameters are very similar.
(a) Displacements (b) Total dissipated energy per unit mass
(c) Hysteresis cycles
Figure 7-5.: Simulated and estimated response of the system (Seed = 0.66) analyzed in
Section 7.2.2
The variation of the parameters β and γ of the BWBN model is shown in Fig. 7-7, After
300 generations the parameters stay in the same range of values.
In order to test whether the parameters in Table 7-2 represent well the hysteretic response
of the system, we simulated its response to a different input excitation than the one used
in the system identification. We used as input excitation the 1994 Northridge earthquake
(signal retrieved from [22]), so that u(t) = −x¨g(t), i.e., an acceleration at the base of the
SDOF system under study.
Fig. 7-8 shows the resulting displacements using the real parameters and the estimated ones
using the NSGA-II. It can be seen that the displacements are similar in shape, and the am-
plitude varies slightly among solutions. Fig. 7-8 displays the frequency responses computed
from the displacements, as well; one can see that the power and the frequency components
are very similar for all sets of parameters. Even if the parameters differ significantly from the
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(a) Displacements (b) Total dissipated energy per unit mass
(c) Hysteresis cycles
Figure 7-6.: Simulated and estimated response of the system (Seed = 0.92) analyzed in
Section 7.2.2
(a) β (b) γ
Figure 7-7.: Evolution parameters BWBN model analyzed in Section 7.2.2
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Figure 7-8.: Estimated displacements and spectrum for the 1994 Northridge earthquake
and the BWBN model analyzed in Section 7.2.2
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real ones, if the responses of the system computed with the estimations are similar to those
obtained via the real parameters, then the frequency response will just change its magnitude
but not its frequency components.
7.2.3. Identification using force-displacement records measured at the
laboratory
In the previous section, the identification of the parameters of the BW-type models of hys-
teresis from simulated data was performed. The results showed that for a given system, the
hysteretic behaviour can be represented fairly well by different set of parameters, so it can be
concluded that the BW-type models of hysteresis are multi-modal functions, where several
minima exist; this renders the process of finding the real parameters of the models an almost
impossible task, but from a practical standpoint, the estimated parameters through the pro-
posed methodology are useful, because, without regard of the applied external excitation,
the BW-type model of hysteresis, provided with the estimated parameters, can recreate the
responses of the systems with an acceptable precision.
Now the algorithm will be applied to force-displacements records measured at the laboratory,
and it will be seen wether or not the same conclusion can be drawn from these data. The
registries used herein were obtained from cyclic tests carried out in ferrocement models tested
in [13] and [12]. The model is a full scale wall subjected to an increasing cyclic load; the
wall had 1 m width, 2 m height and 0.02 m thick. The wall was anchored to the foundation
beam illustrated in Fig. 7-9; this beam was fixed to the floor. Lateral bracing was used in
order to avoid lateral displacements of the wall, so that only in-plane displacements were
allowed. The displacements induced by the actuator were measured with LVDTs located
in the top of the wall. For the construction of the thin ferrocement walls, mortar and wire
mesh were used. The mortar was made of Portland cement and sand in a weight relation
of 1:2, and the water/cement ratio was 0.4. The resistance of the mortar after 28 days was
f ′c = 33 MPa. The mass and initial stiffness of the wall were determined as m = 456 kg,
ki = 6.2684 kN/mm. This mass corresponds to the ferrocement wall and to the roof.
The NSGA-II was set up with the following values: parent population size µ = 10000,
offspring population size θ = 10000, 100 generations, real-parameter codification with simu-
lated binary crossover and polynomial mutation, with crossover distribution index ηc = 15
and mutation distribution index ηm = 20. The BWBN model of hysteresis is adopted for
the identification process. The results for three different simulations started with different
seeds in the random number generator are reported in Table 7-3
It can be seen from Fig. 7-10 that the estimated response of the system is in good agreement
with the measured one. Just as in the simulated cases, several runs started with different
seeds generate different sets of parameters that are able to reproduce the response of the
system fairly well.
The estimated parameters shown in Table 7-3 will be used to predict the displacements
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Figure 7-9.: Ferrocement wall analyzed in Section 7.2.3
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Table 7-3.: Identification results from the model analyzed in Section 7.2.3
Parameter pmin pmax Seeds used in the
random number generator
0.09 0.35 0.81
ξ 0.02 0.20 0.1702 0.1977 0.1813
α 0.10 0.30 0.1988 0.2183 0.2128
β 0.10 4.00 1.5001 3.0250 3.1422
γ -4.00 4.00 -1.1510 -1.3156 -0.8267
n 1.00 5.00 1.8813 1.5173 2.1062
ν0 0.10 3.00 0.7896 0.4092 0.3075
δν -2.00 4.00 2.7525 3.2397 3.0769
A0 0.50 3.00 1.9241 2.4929 2.2163
δA -2.00 3.00 1.5240 0.8155 0.7824
η0 0.50 4.00 2.5757 3.4873 3.0770
δη -3.00 4.00 3.0275 -0.8492 3.0670
p 0.00 10.00 7.8931 9.7076 4.9373
ζ0 -8.00 8.00 1.3344 1.0962 2.2306
ψ0 -4.00 4.00 -3.1148 1.2478 -3.4286
δψ -4.00 4.00 0.4828 -3.6339 1.3153
λ -4.00 4.00 -1.4976 -3.2035 -1.8824
q -4.00 4.00 0.9635 1.5662 3.0920
f1 - - 20.2848 21.2538 22.8303
f2 - - 0.6964 0.6914 0.7499
f3 - - 0.0014 0.0014 0.0001
f4 - - 0.0164 0.0203 0.0153
suffered by the system when it is subjected to a random excitation. The 1994 Northridge
earthquake is used as external excitation u(t) = −x¨g(t). The resulting displacements and
the frequency response using these parameters are show in Fig. 7-8. It can be seen that
the estimated displacements and the frequency components are similar for the three set of
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(a) Displacements (b) Total dissipated energy per unit mass
(c) Hysteresis cycles
Figure 7-10.: Experimental and estimated response of the system (Seed = 0.09) analyzed
in Section 7.2.3
parameters. The displacements are very small for such strong excitation. This shows the
efficiency of the ferrocement as an alternative low cost construction system.
7.3. Final remarks and highlights
A novel methodology to estimate the parameters of BW-type models of hysteresis has been
proposed. The procedure uses the NSGA-II, which is an elitist multi-objective optimization
algorithm. The identification method has shown its ability to find sets of parameters that
are capable of reproducing the response of the system with precision.
The numerical experiments give a glimpse of the multi-modality of the BWBN model of
hysteresis. The NSGA-II procedure is able to minimize the proposed objective functions
and approximate the hysteresis curves, and that is achieved using several local minima that
are able to estimate the response of the system. Even though it was not possible to estimate
the exact values of the parameters related with the model, the response of the system, both in
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Figure 7-11.: Estimated displacements and spectrum for the 1994 Northridge earthquake
and the BWBN model analyzed in Section 7.2.3
time and frequency, evaluated with the estimated parameters is good enough for simulation
purposes. The multi-modality of the objective functions may shed lights on the fact that
the BWBN model of hysteresis is “over parametrized”.
Probably the cause that we did not find the global optimum in the optimization lies on the
fact that we are optimizing in a relatively large parameter space D. Aside of the multi-
modality and strong nonlinearity of the BW-type models, the high dimension of D given by
the number of parameters involved in the BWBN model of hysteresis, renders the sampling
process a difficult task due to the so-called “curse of dimensionality” [14], which basically
states that the higher the dimension of the space, the larger the number of samples needed
to make an appropriate sampling. For instance, consider the unit interval [0, 1] ∈ R, and
100 points evenly distributed in such interval; that distribution is enough to characterize the
interval. Now consider the same 100 points distributed in the unit square in R2; these points
will have a sparse distribution in such space, and they do not cover the whole space, in fact
one point will cover the area of a square with side 0.011/2 = 0.1; the same 100 points in a unit
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cube in R3 will represent each a cube with side 0.011/3 = 0.215. For a space of dimension
q, the edge of the hyper-cube will be 0.011/q; since in the case of the BWBN we are dealing
with a parameter space D ⊆ Rq, of q = 17 dimensions, each of the 100 points will represent
a hyper-cube with side 0.011/17 = 0.763. Therefore, if the dimension of the space increases,
the 100 points considered will not be enough to make an appropriate sampling in the space,
this is an example of the curse of dimensionality. This shows that it is very complicated
to achieve the global minimum in high dimensions, and that it is advisable to increase the
number of parents instead of the number of generations in order to try to overcome this
problem.
The proposed methodology can be extended to handle more objective functions that will help
to reduce the discrepancy between the real data and the estimated one. Furthermore, other
hysteretic models such as biaxial models or asymmetric hysteresis should be analyzed using
the proposed procedure in order to evaluate the efficiency of the algorithm when handling
other nonlinear hysteretic models.
8. Conclusions
A novel methodology to estimate the parameters of BW-type models of hysteresis has been
proposed. The procedure uses the NSGA-II, which is an elitist multi-objective optimization
algorithm. The identification method has shown its ability to find sets of parameters that
are capable to reproduce the response of the system with precision.
The numerical experiments give a glimpse of the multi-modality of the BWBN model of
hysteresis. The NSGA-II procedure is able to minimize the proposed objective functions and
approximate the hysteresis curves, and that is achieved using several local minima that are
able to estimate the response of the system. Even though it was not possible to estimate the
exact values of the parameters related with the model, the response of the system evaluated
with the estimated parameters is good enough for simulation purposes.
The proposed methodology can be extended to handle more objective functions that will help
to reduce the discrepancy between the real data and the estimated one. Furthermore, other
hysteretic models such as biaxial models or asymmetric hysteresis should be analyzed using
the proposed procedure in order to evaluate the efficiency of the algorithm when handling
other nonlinear hysteretic models.
Finally, given the multi-modality of the BW-type models, other techniques should be re-
viewed. For instance, the filters of the Kalman family, have been used in the identification of
hysteretic structural systems, and have shown their ability to converge to a set of parameters
that are able to characterize the hysteretic behaviour of the system, but according to the
observed so far, it is possible to infer that those techniques are prone to find local minima
instead of the global optimum inasmuch as their performance depends on the selection of an
initial state and initial covariance matrix.
There are additional points that can be targeted as future work:
• We used a weighting function to normalize the displacements in the first objective
function to minimize (Eq. (7-1)). It would be advisable to do the same normalization
with the fourth objective function (Eq. (7-2)), so small and large quantities of the
dissipated energy will have the same importance.
• We found that the Unscented Kalman Filter (UKF) is not able to estimate the pa-
rameters of BW-type models of hysteresis. It is recommended to make a review of
those techniques based on nonlinear filtering, and try to apply restrictions to the al-
gorithms in order to improve the search capabilities of them. There is a methodology
proposed by Kandepu et al. [58], but we think this methodology is rather simple and
84 8 Conclusions
may not work properly. We suggest to make a review of the Unscented transform
and try to modify the Gaussian quadrature used in such methodology (Gauss-Hermite
quadrature), so a proper relocation of the sigma points due to the defined constraints
(physical constraints) is done.
• There are other filtering techniques that may seem promising for the identification of
hysteretic structural systems. For example, Särkkä [82] developed an algorithm known
as the Kalman-Bucy filter, that is used for recursive estimation of states of systems
that are modelled as discretely observed stochastic differential equations, so it can be
used for continuous-discrete filtering problems, where the classical Kalman filter cannot
be used, because this new technique is able to handle stochastic differential equations
with nonlinear and non-Gaussian components.
• It was shown that the BW-type models of hysteresis are overparameterized. Re-
searchers must find an alternative model to the BW formulation that removes such
overparameterization justifying the parameters of the new model from a mathematical
viewpoint, and verify experimentally that the new model do not suffer from overfitting.
Such model should be the simplest possible from the viewpoint of Occam’s Razor,
but at the same time, must have the necessary generality to represent all the possible
hysteresis cycles that may arise in the laboratory. A desirable property that the new
model should possess is that it does not contain many local minima, but a unique
minimum.
Part IV.
Appendices
A. Test functions for optimization
Test functions (known as artificial landscapes) are useful to evaluate characteristics of opti-
mization algorithms, such as:
• Velocity of convergence.
• Precision.
• Robustness.
• General performance.
In this Chapter some test functions are presented with the aim of giving an idea about the
different situations that optimization algorithms have to face when coping with these kind
of problems. In the first part, some objective functions for single–objective optimization
cases are presented. In the second part, test functions with their respective Pareto fronts for
multi–objective optimization problems (MOP) are given.
The artificial landscapes presented herein for single–objective optimization problems are
taken from [8], [47] and from Rody Oldenhuis software [72]. Given the amount of problems
(55 in total), just a few are presented here. The complete list of test functions is found on
the CD accompanying this document, and also on Internet [74].
The test functions used to evaluate the algorithms for MOP were taken from [33], [18] and
[17]. You can download the software developed by Deb [32], which implements the NSGA-II
procedure with GAs, or the program posted on Internet [75], which implements the NSGA-II
procedure with ES.
Just a general form of the equation, a plot of the objective function, boundaries of the object
variables and the coordinates of global minima are given herein.
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A.1. Test functions for single–objective optimization
problems
• Sphere function: (Fig. A-1(a))
f (x) =
n∑
i=1
x2i .
Minimum: f

0, 0, . . . , 0︸ ︷︷ ︸
n times

 = 0, for −∞ ≤ xi ≤ ∞, 1 ≤ i ≤ n.
• Rosenbrock function: (Fig. A-1(b))
f (x) =
n−1∑
i=1
[
100
(
xi+1 − x2i
)2
+ (xi − 1)2
]
.
Minimum:


n = 2 → f(1, 1) = 0.
n = 3 → f(1, 1, 1) = 0.
n > 3 → f

−1, 1, 1, . . . , 1︸ ︷︷ ︸
(n−1) times

 = 0.
for −∞ ≤ xi ≤ ∞, 1 ≤ i ≤ n.
• Beale’s function: (Fig. A-1(c))
f (x, y) = (1.5− x+ xy)2 +
(
2.25− x+ xy2
)2
+
(
2.625− x+ xy3
)2
.
Minimum: f (3, 0.5) = 0, for −4.5 ≤ x, y ≤ 4.5.
• Goldstein Price function: (Fig. A-1(d))
f (x, y) =
(
1 + (x+ y + 1)2
(
19− 14x+ 3x2 − 14y + 6xy + 3y2
))
·
(
30 + (2x− 3y)2
(
18− 32x+ 12x2 + 48y − 36xy + 27y2
))
.
Minimum: f (0,−1) = 3, for −2 ≤ x, y ≤ 2.
• Booth’s function: (Fig. A-1(e))
f (x, y) = (x+ 2y − 7)2 + (2x+ y − 5)2 .
Minimum: f (1, 3) = 0, for −10 ≤ x, y ≤ 10.
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• Bukin function N. 6: (Fig. A-1(f))
f (x, y) = 100
√
|y − 0.01x2|+ 0.01 |x+ 10| .
Minimum: f (−10, 1) = 0, for −15 ≤ x ≤ −5, −3 ≤ y ≤ 3.
• Ackley’s function: (Fig. A-1(g))
f (x, y) =− 20 exp
(
−0.2
√
0.5 (x2 + y2)
)
− exp (0.5 (cos (2pix) + cos (2piy))) + 20 + e.
Minimum: f (0, 0) = 0, for −5 ≤ x, y ≤ 5.
• Matyas function: (Fig. A-1(h))
f (x, y) = 0.26
(
x2 + y2
)
− 0.48xy.
Minimum: f (0, 0) = 0, for −10 ≤ x, y ≤ 10.
• Lévy function N. 13: (Fig. A-1(i))
f (x, y) = sin2 (3pix) + (x− 1)2
(
1 + sin2 (3piy)
)
+ (y − 1)2
(
1 + sin2 (2piy)
)
.
Minimum: f (1, 1) = 0, for −10 ≤ x, y ≤ 10.
• Three Hump Camel function: (Fig. A-1(j))
f (x, y) = 2x2 − 1.05x4 + x
6
6
+ xy + y2.
Minimum: f (0, 0) = 0, for −5 ≤ x, y ≤ 5.
• Easom function: (Fig. A-1(k))
f (x, y) = − cos (x) cos (y) exp
(
−
(
(x− pi)2 + (y − pi)2
))
.
Minimum: f (pi, pi) = −1, for −100 ≤ x, y ≤ 100.
• Cross–in–tray function: (Fig. A-1(l))
f (x, y) = −0.0001
(∣∣∣∣∣sin (x) sin (y) exp
(∣∣∣∣∣100−
√
x2 + y2
pi
∣∣∣∣∣
)∣∣∣∣∣+ 1
)0.1
.
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Minima:


f (1.34941,−1.34941) = −2.06261
f (1.34941, 1.34941) = −2.06261
f (−1.34941, 1.34941) = −2.06261
f (−1.34941,−1.34941) = −2.06261
for −10 ≤ x, y ≤ 10.
• Eggholder function: (Fig. A-1(m))
f (x, y) = − (y + 47) sin
(√∣∣∣∣y + x2 + 47
∣∣∣∣
)
− x sin
(√
|x− (y + 47)|
)
.
Minimum: f (512, 404.2319) = −959.6407, for −512 ≤ x, y ≤ 512.
• Hölder table function: (Fig. A-1(n))
f (x, y) = −
∣∣∣∣∣sin (x) cos (y) exp
(∣∣∣∣∣1−
√
x2 + y2
pi
∣∣∣∣∣
)∣∣∣∣∣ .
Minima:


f (8.05502, 9.66459) = −19.2085
f (8.05502, 9.66459) = −19.2085
f (−8.05502,−9.66459) = −19.2085
f (−8.05502,−9.66459) = −19.2085
for −10 ≤ x, y ≤ 10.
• McCormick function: (Fig. A-1(o))
f (x, y) = sin (x+ y) + (x− y)2 − 1.5x+ 2.5y + 1.
Minimum: f (−0.54719,−1.54719) = −1.9133, for −1.5 ≤ x ≤ 4, −3 ≤ y ≤ 4.
• Schaffer function N. 2: (Fig. A-1(p))
f (x, y) = 0.5 +
sin2 (x2 − y2)− 0.5
(1 + 0.001 (x2 + y2))2
.
Minimum: f (0, 0) = 0, for −100 ≤ x, y ≤ 100.
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• Schaffer function N. 4: (Fig. A-1(q))
f (x, y) = 0.5 +
cos (sin (|x2 − y2|))− 0.5
(1 + 0.001 (x2 + y2))2
.
Minimum: f (0, 1.25313) = 0.292579, for −100 ≤ x, y ≤ 100.
• Styblinski–Tang function: (Fig. A-1(r))
f (x) =
∑n
i=1 x
4
i − 16x2i + 5x
2
.
Minimum: f

−2.903534, . . . ,−2.903534︸ ︷︷ ︸
(n) times

 = −39.16599n, for −5 ≤ xi ≤ 5, 1 ≤ i ≤ n.
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(a) Sphere function (b) Rosenbrock’s function (2 variables)
(c) Beale’s function (d) Goldstein Price function
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Figure A-1.: Test functions for single–objective optimization
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(g) Ackley’s function
(h) Matyas function
(i) Lévy function N. 13 (j) Three Hump Camel function
(k) Easom function (l) Cross–in–tray function
Figure A-1.: Test functions for single–objective optimization
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(m) Eggholder function (n) Hölder table function
(o) McCormick function (p) Schaffer function N. 2
(q) Schaffer function N. 4 (r) Styblinski–Tang function (2 variables)
Figure A-1.: Test functions for single–objective optimization
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A.2. Test functions for multi–objective optimization
problems
• Binh and Korn function: (Fig. A-2(a))
Minimize:

f1 (x, y) = 4x
2 + 4y2
f2 (x, y) = (x− 5)2 + (y − 5)2
s.t.

g1 (x, y) = (x− 5)
2 + y2 ≤ 25
g2 (x, y) = (x− 8)2 + (y + 3)2 ≥ 7.7
for 0 ≤ x ≤ 5, 0 ≤ y ≤ 3.
• Chakong and Haimes function: (Fig. A-2(b))
Minimize:

f1 (x, y) = 2 + (x− 2)
2 + (y − 1)2
f2 (x, y) = 9x+ (y − 1)2
s.t.

g1 (x, y) = x
2 + y2 ≤ 225
g2 (x, y) = x− 3y + 10 ≤ 0
for −20 ≤ x, y ≤ 20.
• Fonseca and Fleming function: (Fig. A-2(c))
Minimize:


f1 (x) = 1− exp
(
−∑ni=1 (xi − 1√n)2
)
f2 (x) = 1− exp
(
−∑ni=1 (xi + 1√n)2
)
for −4 ≤ xi ≤ 4, 1 ≤ i ≤ n.
• Test function 4 – [17]: (Fig. A-2(d))
Minimize:

f1 (x, y) = x
2 − y
f2 (x, y) = −0.5x− y − 1
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s.t.


g1 (x, y) = 6.5− x6 − y ≥ 0
g2 (x, y) = 7.5− 0.5x− y ≥ 0
g3 (x, y) = 30− 5x− y ≥ 0
for −7 ≤ x, y ≤ 4.
• Kursawe function: (Fig. A-2(e))
Minimize:


f1 (x) =
∑2
i=1
[
−10 exp
(
−0.2
√
x2i + x2i+1
)]
f2 (x) =
∑3
i=1
[
|xi|0.8 + 5 sin (x3i )
]
for −5 ≤ xi ≤ 5, 1 ≤ i ≤ 3.
• Schaffer function N. 1: (Fig. A-2(f))
Minimize:

f1 (x) = x
2
f2 (x) = (x− 2)2
for −A ≤ x ≤ A. Values of A from 10 to 105 have been used successfully. Higher
values of A increase the difficulty of the problem.
• Schaffer function N. 2: (Fig. A-2(g))
Minimize:


f1 (x) =


−x if x ≤ 1
x− 2 if 1 < x ≤ 3
4− x if 3 < x ≤ 4
x− 4 if x > 4
f2 (x) = (x− 5)2
for −5 ≤ x ≤ 10.
• Poloni’s two objective function: (Fig. A-2(h))
Minimize:

f1 (x, y) =
[
1 + (A1 −B1 (x, y))2 + (A2 −B2 (x, y))2
]
f2 (x, y) = (x+ 3)
2 + (y + 1)2
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where


A1 = 0.5 sin (1)− 2 cos (1) + sin (2)− 1.5 cos (2)
A2 = 1.5 sin (1)− cos (1) + 2 sin (2)− 0.5 cos (2)
B1 (x, y) = 0.5 sin (x)− 2 cos (x) + sin (y)− 1.5 cos (y)
B2 (x, y) = 1.5 sin (x)− cos (x) + 2 sin (y)− 0.5 cos (y)
for −pi ≤ x, y ≤ pi.
• Zitzler–Deb–Thiele’s function N. 1: (Fig. A-2(i))
Minimize:


f1 (x) = x1
f2 (x) = g (x)h (f1 (x) , g (x))
g (x) = 1 + 9
29
∑30
i=2 xi
h (f1 (x) , g (x)) = 1−
√
f1(x)
g(x)
for 0 ≤ xi ≤ 1, 1 ≤ i ≤ 30.
• Zitzler–Deb–Thiele’s function N. 2: (Fig. A-2(j))
Minimize:


f1 (x) = x1
f2 (x) = g (x)h (f1 (x) , g (x))
g (x) = 1 + 9
29
∑30
i=2 xi
h (f1 (x) , g (x)) = 1−
(
f1(x)
g(x)
)2
for 0 ≤ xi ≤ 1, 1 ≤ i ≤ 30.
• Zitzler–Deb–Thiele’s function N. 3: (Fig. A-2(k))
Minimize:


f1 (x) = x1
f2 (x) = g (x)h (f1 (x) , g (x))
g (x) = 1 + 9
29
∑30
i=2 xi
h (f1 (x) , g (x)) = 1−
√
f1(x)
g(x)
−
(
f1(x)
g(x)
)
sin (10pif1 (x))
for 0 ≤ xi ≤ 1, 1 ≤ i ≤ 30.
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• Zitzler–Deb–Thiele’s function N. 4: (Fig. A-2(l))
Minimize:


f1 (x) = x1
f2 (x) = g (x)h (f1 (x) , g (x))
g (x) = 91 +
∑10
i=2 (x
2
i − 10 cos (4pixi))
h (f1 (x) , g (x)) = 1−
√
f1(x)
g(x)
for 0 ≤ x1 ≤ 1, −5 ≤ xi ≤ 5, 2 ≤ i ≤ 10.
• Zitzler–Deb–Thiele’s function N. 6: (Fig. A-2(m))
Minimize:


f1 (x) = 1− exp (−4x1) sin6 (6pix1)
f2 (x) = g (x)h (f1 (x) , g (x))
g (x) = 1 + 9
[∑10
i=2
xi
9
]0.25
h (f1 (x) , g (x)) = 1−
(
f1(x)
g(x)
)2
for 0 ≤ xi ≤ 1, 1 ≤ i ≤ 10.
• Viennet function: (Fig. A-2(o))
Minimize:


f1 (x, y) = 0.5 (x2 + y2) + sin (x2 + y2)
f2 (x, y) =
(3x−2y+4)2
8
+ (x−y+1)
2
27
+ 15
f3 (x, y) = 1x2+y2+1 − 1.1 exp (− (x2 + y2))
for −3 ≤ x, y ≤ 3.
• Osyczka and Kundu function: (Fig. A-2(p))
Min.:

f1 (x) = −25 (x1 − 2)
2 − (x2 − 2)2 − (x3 − 1)2 − (x4 − 4)2 − (x5 − 1)2
f2 (x) =
∑6
i=1 x
2
i
s.t.


g1 (x) = x1 + x2 − 2 ≥ 0
g2 (x) = 6− x1 − x2 ≥ 0
g3 (x) = 2− x2 + x1 ≥ 0
g4 (x) = 2− x1 + 3x2 ≥ 0
g5 (x) = 4− (x3 − 3)2 − x4 ≥ 0
g6 (x) = (x5 − 3)2 + x6 − 4 ≥ 0
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for 0 ≤ x1, x2, x6 ≤ 10, 1 ≤ x3, x5 ≤ 5, 0 ≤ x4 ≤ 6.
• CTP1 function (2 variables) – [33]: (Fig. A-2(q))
Minimize:

f1 (x, y) = xf2 (x, y) = (1 + y) exp (− x1+y)
s.t.

g1 (x, y) =
f2(x,y)
0.858 exp(−0.541f1(x,y)) ≥ 1
g1 (x, y) =
f2(x,y)
0.728 exp(−0.295f1(x,y)) ≥ 1
for 0 ≤ x, y ≤ 1.
• Constr–Ex problem – [33]: (Fig. A-2(r))
Minimize:

f1 (x, y) = xf2 (x, y) = 1+yx
s.t.

g1 (x, y) = y + 9x ≥ 6g1 (x, y) = −y + 9x ≥ 1
for 0.1 ≤ x ≤ 1, 0 ≤ y ≤ 5.
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B. Research products
B.1. Articles in high impact journals
• Ortiz, Gilberto A.; Alvarez, Diego A.; Bedoya-Ruíz, Daniel (2013). “Identification of
Bouc-Wen type models using multi-objective optimization algorithms”. In: Computers
& Structures. Vol. 114-115. Pag. 121-132. January 2013.
http://dx.doi.org/10.1016/j.compstruc.2012.10.016.
B.2. Articles in conference proceedings
• Bedoya-Ruiz, Daniel; Alvarez, Diego A.; Ortiz, Gilberto A.; García Fergusson, Alberto
(September 2012). “Cyclic behaviour of Precast Concrete Modules with Post-tensioned
Unbounded Bars - Paper 3414”. In: 15 WCEE - 15th World Conference on Earthquake
Engineering. Lisbon, Portugal. 24-28 September, 2012.
• Bedoya-Ruiz, Daniel; Bermúdez, Carlos A.; Alvarez, Diego A.; Ortiz, Gilberto A.;
Escobar Sáenz, Juan Vicente (September 2012). “Cyclic behaviour of Prestressed
precast concrete walls - Paper 3415”. In: 15 WCEE - 15th World Conference on
Earthquake Engineering. Lisbon, Portugal. 24-28 September, 2012.
• Bedoya-Ruiz, Daniel; Alvarez Marín, Diego; Ortiz García, Gilberto (October 2012).
“Comportamiento sísmico de muros de ferrocemento”. pp. 529-543. In: 10th inter-
national symposium on ferrocement and thin reinforced cement composites. Palacio
de convenciones, la Habana, Cuba. 15-17 October, 2012. Edited by: Wainshtok Ri-
vas, Hugo; Prada Seoane, Lázaro and Granda Castro, Iria. Editorial Obras. ISBN:
978-959-247-098-9.
• Bedoya-Ruiz, Daniel; Alvarez Marín, Diego; Hurtado Gómez, Jorge (October 2012).
“Modelo dinámico no lineal para el comportamiento sísmico de viviendas de ferroce-
mento”. pp. 545-554 (see acknowledgements). In: 10th international symposium on
ferrocement and thin reinforced cement composites. Palacio de convenciones, la Ha-
bana, Cuba. 15-17 October, 2012. Edited by: Wainshtok Rivas, Hugo; Prada Seoane,
Lázaro and Granda Castro, Iria. Editorial Obras. ISBN: 978-959-247-098-9.
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• Bedoya-Ruiz, Daniel; Hurtado Gómez, Jorge; Alvarez Marín, Diego (October 2012).
“Nonlinear model and seismic vulnerability of ferrocement housing”. pp. 555-562 (see
acknowledgements). In: 10th international symposium on ferrocement and thin rein-
forced cement composites. Palacio de convenciones, la Habana, Cuba. 15-17 October,
2012. Edited by: Wainshtok Rivas, Hugo; Prada Seoane, Lázaro and Granda Castro,
Iria. Editorial Obras. ISBN: 978-959-247-098-9.
B.3. Software
• For the identification process, the software developed by Deb [32] was employed, the
source code can be found at Professor Deb website [32]. Using such source code as
“main engine”, the BW-type models of hysteresis and the four objective functions
proposed above were implemented. The modified algorithm with the BW-type models
of hysteresis can be found at http://sourceforge.net/projects/boucwenbabernoo/.
• There are programs developed in MATLAB R© that were used to evaluate the perfor-
mance of the algorithms used in this Thesis. The programs are posted online [75, 74].
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