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a b s t r a c t
In this work, we establish a strong duality theorem for Mond–Weir type multiobjective
higher-order nondifferentiable symmetric dual programs. This fills some gaps in the work
of Chen [X. Chen, Higher-order symmetric duality in nondifferentiable multiobjective
programming problems, J. Math. Anal. Appl. 290 (2004) 423–435].
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In mathematical programming many papers have appeared on second-order and higher symmetric Wolfe/Mond–Weir
type dual programs. Recently, Chen [1] studied duality relations for the following Mond–Weir type multiobjective higher-
order symmetric dual programs:
Primal Problem (MP).
minimize

f1(x, y)+ s(x|C1)− yT z1 + h1(x, y, p1)− pT1[∇p1h1(x, y, p1)], . . . ,
fk(x, y)+ s(x|Ck)− yT zk + hk(x, y, pk)− pTk [∇pkhk(x, y, pk)]

,
subject to
k−
i=1
λi[∇yfi(x, y)− zi +∇pihi(x, y, pi)] ≤ 0, (1)
yT
k−
i=1
λi[∇yfi(x, y)− zi +∇pihi(x, y, pi)] ≥ 0, (2)
zi ∈ Di, i = 1, 2, . . . , k, λ > 0, λT e = 1, (3)
and
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Dual Problem (MD).
maximize

f1(u, v)− s(v|D1)+ uTw1 + g1(u, v, r1)− rT1 [∇r1g1(u, v, r1)], . . . ,
fk(u, v)− s(v|Dk)+ uTwk + gk(u, v, rk)− rTk [∇rkgk(u, v, rk)]

,
subject to
k−
i=1
λi[∇xfi(u, v)+ wi +∇rigi(u, v, ri)] ≥ 0, (4)
uT
k−
i=1
λi[∇xfi(u, v)+ wi +∇rigi(u, v, ri)] ≤ 0, (5)
wi ∈ Ci, i = 1, 2, . . . , k, λ > 0, λT e = 1, (6)
where Ci and Di are compact convex sets in Rn and Rm, respectively, fi : Rn × Rm → R, hi : Rn × Rm × Rm → R and
gi : Rn × Rm × Rn → R are differentiable functions, i = 1, 2, . . . , k.
Remark 1. (i) Let hi(x, y, p) = 12pTi ∇yyfi(x, y)pi and gi(u, v, r) = 12 rTi ∇xxfi(u, v)ri, i = 1, 2, . . . , k; then the models (MP)
and (MD) reduce to the programs studied in [2].
(ii) If hi(x, y, p) = 12pTi ∇yyfi(x, y)pi and gi(u, v, r) = 12 rTi ∇xxfi(u, v)ri, Ci = {Aiy : yTAiy ≤ 1}, and Di = {Bix : xTBix ≤ 1},
where Ai and Bi are positive semidefinite matrices, then (xTAix)1/2 = S(x | Ci) and (yTBiy)1/2 = S(y | Di) for
i = 1, 2, . . . , k. In this case, the above model reduces to the problems considered in [3].
After establishing a weak duality result under higher-order F-convexity assumptions, Chen [1] obtained the following
strong duality theorem:
Theorem 1.1 (Strong Duality). Let (x¯, y¯, λ¯, z¯1, z¯2, . . . , z¯k, p¯1, p¯2, . . . , p¯k) be a properly efficient solution for (MP), and assume
that fi : Rn × Rm → R is thrice differentiable at (x¯, y¯), hi : Rn × Rm × Rm → R is twice differentiable at (x¯, y¯, p¯i), and
gi : Rn × Rm × Rn → R is differentiable at (x¯, y¯, p¯i), i = 1, 2, . . . , k. If the following conditions hold:
(I) hi(x¯, y¯, 0) = 0, gi(x¯, y¯, 0) = 0,∇pihi(x¯, y¯, 0) = 0,∇yhi(x¯, y¯, 0) = 0, ∇xhi(x¯, y¯, 0) = ∇rigi(x¯, y¯, 0), i = 1, 2, . . . , k;
(II) for all i = 1, 2, . . . , k, the hessian matrix∇pipihi(x¯, y¯, p¯i) is positive or negative definite;
(III) the set of vectors {∇yfi(x¯, y¯)− z¯i +∇pihi(x¯, y¯, p¯i)}ki=1 is linearly independent;
(IV) for some α ∈ Rk(α > 0) and p¯i ∈ Rn, p¯i ≠ 0 (i = 1, 2, . . . , k) implies that
k−
i=1
αip¯iT [∇yfi(x¯, y¯)− z¯i +∇pihi(x¯, y¯, p¯i)] ≠ 0;
then:
(i) p¯i = 0, i = 1, 2, . . . k;
(ii) there exists w¯i ∈ Ci such that (x¯, y¯, λ¯, w¯1, w¯2, . . . , w¯k, r¯1 = r¯2 = · · · = r¯k = 0) is a feasible solution of (MD).
Furthermore, if the hypotheses of Theorem 1 in [1] are satisfied, then (x¯, y¯, λ¯, w¯1, w¯2, . . . , w¯k, p¯1 = p¯2 = · · · = p¯k = 0) is a
properly efficient solution of (MD), and the two objective values are equal.
It seems that the proof of the above theorem in [1] is erroneous because of the following:
(i) The author first proved that α = (α1, α2, . . . , αk)T ≠ 0. Further, he obtained p¯i = 0, i = 1, 2, . . . , k, using
k−
i=1
αip¯iT [∇yfi(x¯, y¯)− z¯i +∇pihi(x¯, y¯, p¯i)] = 0, (A)
and Hypothesis (IV) above. However, proving α ≠ 0 (along with α ≥ 0 from equation (27) in Chen [1]) does not mean
that αi > 0 for all i. Therefore, Hypothesis (IV) is not applicable. Moreover, if Hypothesis (IV) is taken as:
for some α ∈ Rk (α ≥ 0) and p¯i ∈ Rn, p¯i ≠ 0 (i = 1, 2, . . . , k)⇒
k−
i=1
αip¯iT [∇yfi(x¯, y¯)+∇pihi(x¯, y¯, p¯i)] ≠ 0;
then using (A), it appears that for those αi’s which are at the zero level, the corresponding pi’s may not be zero.
(ii) Lagrange multipliers corresponding to the constraints λ > 0 and λT e = 1 are not taken.
In the present note, we give an appropriate rectification for these deficiencies.
1310 R.P. Agarwal et al. / Applied Mathematics Letters 24 (2011) 1308–1311
2. Strong duality
In this section, we present a strong duality theorem for the dual pair (MP) and (MD), which corrects Theorem 1.1.
Similarly, the converse duality theorem (Theorem 3 in [1]) can also be rectified.
Theorem 2.1 (Strong Duality). Let (x¯, y¯, λ¯, z¯1, z¯2, . . . , z¯k, p¯1, p¯2, . . . , p¯k) be a properly efficient solution for (MP), and assume
that fi : Rn × Rm → R is thrice differentiable at (x¯, y¯), and hi : Rn × Rm × Rm → R is differentiable at (x¯, y¯, p¯i), i = 1, 2, . . . , k.
If the following conditions hold:
(I) hi(x¯, y¯, 0) = 0, gi(x¯, y¯, 0) = 0, ∇pihi(x¯, y¯, 0) = 0, ∇yhi(x¯, y¯, 0) = 0, ∇xhi(x¯, y¯, 0) = ∇rigi(x¯, y¯, 0), i = 1, 2, . . . , k;
(II) for all i = 1, 2, . . . , k, the hessian matrix ∇pipihi(x¯, y¯, p¯i) is positive or negative definite;
(III) the set of vectors {∇yfi(x¯, y¯)− z¯i +∇yhi(x¯, y¯, p¯i),∇yfi(x¯, y¯)− z¯i +∇pihi(x¯, y¯, p¯i), i = 1, 2, . . . , k} is linearly independent;
(IV) for some α ∈ Rk (α > 0) and p¯i ∈ Rm, p¯i ≠ 0 (i = 1, 2, . . . , k) implies that
k−
i=1
αip¯iT [∇yfi(x¯, y¯)− z¯i +∇pihi(x¯, y¯, p¯i)] ≠ 0;
then:
(i) p¯i = 0, i = 1, 2, . . . k;
(ii) there exists w¯i ∈ Ci such that (x¯, y¯, λ¯, w¯1, w¯2, . . . , w¯k, r¯1 = r¯2 = · · · = r¯k = 0) is a feasible solution of (MD).
Furthermore, if the hypotheses of Theorem 1 in [1] are satisfied, then (x¯, y¯, λ¯, w¯1, w¯2, . . . , w¯k, p¯1 = p¯2 = · · · = p¯k = 0) is a
properly efficient solution of (MD) and the two objective values are equal.
Proof. Since (x¯, y¯, λ¯, z¯1, z¯2, . . . , z¯k, p¯1, p¯2, . . . , p¯k) is a properly efficient solution of (MP), by the Fritz John optimality
conditions [4], there exist α ∈ Rk, β ∈ Rn, µ ∈ R, ξ ∈ Rk, ω ∈ R and υi ∈ Ci such that the following conditions hold
(for simplicity, we write ∇xf ,∇xhi,∇pixhi instead of ∇xf (x¯, y¯),∇xhi(x¯, y¯, p¯i),∇pixhi(x¯, y¯, p¯i) etc.):
k−
i=1
αi(∇xfi + υi +∇xhi)+
k−
i=1
λ¯i∇yxfi(β − µy¯)+
k−
i=1
∇pixhi(λiβ − αip¯i − λ¯iµy¯)

= 0, (7)
k−
i=1
αi(∇yfi − z¯i +∇yhi)+
k−
i=1
λ¯i∇yyfi(β − µy¯)+
k−
i=1
∇piyhi(λ¯iβ − αip¯i − λ¯iµy¯)
−µ
k−
i=1
λ¯i(∇yfi − z¯i +∇pihi)

= 0, (8)
∇pipihi(λ¯iβ − αip¯i − λ¯iµy¯) = 0, for all i = 1, 2, . . . , k; (9)
(β − µy¯)T (∇yfi − z¯i +∇pihi)− ξi + ω = 0, i = 1, 2, . . . , k, (10)
βT
k−
i=1
λ¯i(∇yfi − z¯i +∇pihi) = 0, (11)
µy¯T
k−
i=1
λ¯i(∇yfi − z¯i +∇pihi) = 0, (12)
αiy¯− λ¯iβ + λ¯iµy¯ ∈ NDi(z¯i), i = 1, 2, . . . , k, (13)
υ¯Ti x¯ = s(x¯|Ci), i = 1, 2, . . . , k, (14)
λ¯T ξ = 0, (15)
ω(λ¯T e− 1) = 0, (16)
υi ∈ Ci, i = 1, 2, . . . , k, (17)
(α, β, µ, ξ) ≥ 0, (α, β, µ, ξ, ω) ≠ 0. (18)
Since λ¯ > 0, (15) gives ξ = 0.
Also, since ∇pipihi is positive or negative definite, for i = 1, 2, . . . , k, (9) implies that
λ¯iβ = αip¯i + λ¯iµy¯, i = 1, 2, . . . , k. (19)
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Now, we claim that αi ≠ 0, i = 1, 2, . . . , k. Otherwise, if αko = 0, for some ko, 1 ≤ ko ≤ k, then from λ¯ko > 0 and Eq. (19),
we have
β = µy¯. (20)
Hence, using (19) and (20) in Eq. (8), we obtain
k−
i=1

αi(∇yfi − z¯i +∇yhi)− µλ¯i(∇yfi − z¯i +∇pihi)

= 0,
which by Hypothesis (III) implies that αi = 0 and µλ¯i = 0 for i = 1, 2, . . . , k. Further, it follows from λ¯i > 0 that µ = 0.
This together with (20) yields β = 0. Also, since ξ = 0, using (20) in (10), we obtainω = 0. Hence, (α, β, µ, ξ, ω) = 0. This
contradicts (18) and thus
αi > 0, i = 1, 2, . . . , k. (21)
Now, subtracting (12) from (11), we obtain
(β − µy¯)T
k−
i=1
λ¯i(∇yfi − z¯i +∇pihi) = 0.
The above equation using (19) yields
k−
i=1
αip¯iT (∇yfi − z¯i +∇pihi) = 0,
which further, by Hypothesis (IV) and (21), gives
p¯i = 0, i = 1, 2, . . . , k. (22)
The rest of the proof follows that of Theorem 2 in Chen [1]. 
Remark 2. In the proof of remaining part of the above theorem, we also need an assumption that ‘‘the set of vectors
{∇yfi(x¯, y¯)− z¯i + ∇pihi(x¯, y¯, p¯i)}ki=1 is linearly independent’’ (see [1]), which will be obtained directly from Hypothesis (III)
itself as a subset of a linearly independent set is also linearly independent.
Remark 3. The above theorem also serves as a correct version of the stated strong duality theorem (Theorem 3.2 in [5]);
recall the weak duality theorem (Theorem 3.1 in [5]).
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