ABSTRACT
INTRODUCTION
A WSNs is a set of nodes called sensors which are able to detect a particular information and to send it to the Base Station (BS). The sensors are inter-connected using a wireless radio communication ( [1] , [2] ). The WSNs are characterized by an absence of infrastructure, a resources constraints, an heterogeneity and a dynamics structure. For that, it is important to design an auto-organized virtual topology ( [3] , [4] ). For these virtual topology, several methods were defined in the literature such as clustering algorithm and the dorsal structure [5] . The clustering procedure is to cut the structure in small zones (called cluster) which are managed by a leader called Cluster Head (CH) ( [6] , [7] ).
For clustering method, the WSNs architecture can be presented into three layers: a sensors nodes which are the receivers of the data, the CHs, and the BS [3] .
For WSNs, the important metric tool is generally energy consumption (network lifetime) [8] . In fact, the lifetime is a fundamental parameter in the context of availability in the WSNs ( [9] , [10] ).
In this paper, we proposed an energy efficient clustering algorithm called EDD. The objective of this algorithm is to minimize the energy consumption among all nodes. We propose also to compare between the performances of dynamic clustering and static clustering. This paper is organized as follows. Section 2 describes the model of the network. Section 3 presents the proposed algorithm. The simulation results are described in the last section.
EDD CLUSTERING ALGORITHM
In this section, we define a new clustering algorithm called EDD (Energy-Degree Distance) Clustering Algorithm for WSNs of which the goal is the minimization of the energy consumption and the maximization of network lifetime.
Network Model
We will model the WSN by a graph G = (V, E) where V represents the set of sensors and E = {(u, v) ⊂V 2 │ d (u, v) ≤ R} represents the wireless connections between nodes. R is the transmission range and D(u, v) represents the Euclidean distance between the node u and the node v. Table I defines all the parameters and their definitions. 
Energy Consumption Model
The energy consumption is generally the most important parameter for WSNs evaluation phase. It depends in fact on the nodes' characteristics (nature of data processing, transmitted power, standby mode, …), and nodes role during the communication [11] . The consumed energy is defined by this equation [12] :
Where:
• E c/capture : is the consumed energy by a sensor during the capture unit activation.
• E c/treatment : is the consumed energy by the sensor during the activation of its treatment unit.
• E c/communication is the consumed energy by the sensor during the activation of its communication unit.
The consumed power by the communication unit is generally very high than the consumed energy by the treatment unit and the capture unit. In fact, the transfert of one bit can consume as much as the execution of a thousands instructions [13] . For this, we can neglect the consumed energy of the capture unit, and the treatment unit compared to the energy consumed by the communication unit. In this case, the equation (1) will be thus:
The communication energy is equal to the sum of the emission energy and the reception energy:
Referring to [14] , the transmission the energy and the reception energy can be defined as follows:
• K: message length (bits).
• D: distance between transmitting node and receiving node (m).
• λ: of way loss exhibitor, λ>=2.
• Eelec: emission /reception energy, Eelec = 50 nJ/bit.
• εamp: transmission amplification coefficient, εamp = 100 pJ/bit/m2
ClusterHeads election procedure
Step 1: each sensor transmits a "hello" message to its neighbors, for the discovery of 1-hop neighborhood.
Step 2: each node u ϵ V found its degree. The Deg(u) is the cardinality of the set
Step 3: each node u ϵ V compute its energy consumed Ec(u).
Step 4: each node u ϵ V compute its distance to the BS.
La distance à la station de base est calculée en se basant sur l'équation suivante:
Step 5: Sensors calculate their weights, the weight is defined as follows:
Step 6: The sensors distribute their weights to their neighbors.
Step 7: The sensor which has the weakest weight is declared as a CH, it puts its state = "CH" and transmits a message "clusterhead_elected" (containing its ID) to its neighbors.
Step 8: These laters, after receiving this message, declare themselves like "Nm", transmit to the CH a message "clusterhead_accepted", and note the identity of their CHs in their databases. The EDD clustering algotithm can be described by this organigram: 
Dynamic clustering VS static clustering
There exist two method of clustering: dynamic clustering and static clustering. For the dynamic clustering, the update of the cluster and CHs is done each round, in the other hands, the change relates to the totality of the structure.
For the static cluster, the cluster are static and for each cluster, the change only relates to CH, in this case, the number of clusters is always the same and CH of each cluster changes according to its properties.
SIMULATION RESULTS
The simulation results are implemented using The size of a measured data package for sensors and send towards their clusterheads is 4000 bits. Fig. 2 shows the communication structure of network with 30 nodes.
In Figure. 2, red o represent the CH, yellow triangle represent the ordinary sensor node, blue lines represent the communication between CH and its members, and black * represent the BS.
Figure2. Communication structure of network Then, we suppose to make a comparison between the dynamic clustering method (DC) and the static clustering method (SC) by applying the proposed clustering algorithm EDD. Figure. 3 represents the control traffic for both method: EDD-DC indicates that the update is done in a dynamic way and EDD-SC indicates that the method of clustering is static.
We notice that the control traffic is higher for the dynamic method, more control packages are transmitted during the cluster construction phase.
For the static method, control packages are tarnsmitted only if there is a CH change procedure. A higher control traffic can represent a cause of energy overconsumption, but, the energy consumption for the control traffic is generally negligible than that consumed during the transmission of information. We notice that the average energy consumption of the dynamic method is higher, this method consumes more energy during the clusterhead election phase and the clusters update phase. Among the most known clustering algorithms in literature, we distinguish, LEACH algorithm [8] . LEACH is a famous algorithm which the goal is the minimization of the energy consumption in the WSNs.
We wish in this part to compare our algorithm with the LEACH clustering algorithm. Figure. 6 represents the energy consumption VS the network size. We can note that the values obtained by our algorithm are rather low compared to those obtained by LEACH. These results indicate that our algorithm is more effective and can prolong the network lifetime and ensure its good performance. 
CONCLUSIONS
We presented in this paper a new clustering algorithm for the WSNs called EDD. The principal goal of our algorithm is the prolongation of the network lifetime, two parameters were taken into account for the choice of CHs: the nodes energy consumption and their degree.
The simulation results show that our algorithm is more effective in energy and increase the network lifetime.
