Let M to be a matroid defined on a finite set E and L ⊂ E. L is locked in M if M |L and M * |(E\L) are 2-connected, and min{r(L), r * (E\L)} ≥ 2. Given a positive integer k, M is k-locked if the number of its locked subsets is O(|E| k ). L k is the class of k-locked matroids (for a fixed k). In this paper, we give a new axiom system for matroids based on locked subsets. We deduce that the matroid isomorphism problem (MIP) for L k is polynomially time reducible to the graph isomorphism problem (GIP). L k is closed under 2-sums and contains the class of uniform matroids, the Vámos matroid and all the excluded minors of 2-sums of uniform matroids. MIP is coNP-hard even for linear matroids.
Introduction
Sets and their characterisitic vectors will not be distinguished. We refer to Oxley [6] and Schrijver [9] about matroids and polyhedra terminolgy and facts, respectively.
Given two matroids M 1 and M 2 , the Matroid Isomorphism Problem (MIP) is to find a bijection ϕ : E(M 1 ) → E(M 2 ) such that the class of bases of both matroids B(M 1 ) and B(M 2 ) are isomorphic, i.e., for any base B 1 ∈ B(M 1 ) there exists a unique base B 2 ∈ B(M 2 ) such that ϕ(B 1 ) = B 2 . This problem is in Σ p 2 [7] . Even for linear matroids, MIP is in Σ p 2 -complete and coNP-hard [7] . For matroids and
The Locked Axioms for a Matroid
Given a finite set E, M = (E, P, S, L, r) is a locked system defined on E if: (L1) E = ∅, (L2) P and S are partitions of E, (L3) For any (P, S) ∈ P × S, if P ∩ S = ∅ then |P | = 1 or |S| = 1, (L4) L is a class of nonempty and proper subsets of E such that L ∩ P = L ∩ S = ∅, (L5) For any (X, L) ∈ (P ∪ S) × L, X ∩ L = ∅ or X ⊂ L, (L6) r is a nonegative function defined on 2 E , (L7) r(∅) = 0 and r(E) ≥ r(X) for any X ⊆ E, (L8) r(P ) = min{1, r(E)} for any P ∈ P, (L9) r(E\P ) = min{|E\P |, r(E)} for any P ∈ P, (L10) r(S) = min{|S|, r(E)} for any S ∈ S, (L11) r(E\S) = min{|E\S|, r(E) + 1 − |S|} for any S ∈ S, (L12) r(L) ≥ max{2, r(E) + 2 − |E\L| for any L ∈ L, (L13) r is increasing on P ∪ L ∪ {∅, E}, (L14) r is submodular on P ∪ S ∪ L ∪ {∅, E}, (L15) For any L ∈ L, if L = X ∪ Y and X ∩ Y = ∅ then r(L) < r(X) + r(Y ), (L16) For any L ∈ L, if L = X ∩ Y and X ∪ Y = E then r(L) < r(X) + r(Y ) − r(E), (L17) For any X ∈ P ∪ S ∪ L ∪ {∅, E}, one of the following holds:
, and X\L verifies (P1) or (P2), (P2) There exists P ∈ P such that P ∩ X = ∅ , r(X) = r(P ) + r(X\P ), and
and X ∪ (E\L verifies (P3) or (P4), (P4) There exists S ∈ S such that (E\S) ∪ X = E , r(X) = r(E\S) + r(X ∪ S) + |S ∩ X| − r(E), and X ∪ S verifies (P3) or (P4),
Note that the axiom (L17) gives a way on how to compute the values of the function r outside P ∪ S ∪ L ∪ {∅, E}. So we do not need to verify it for a locked system realization. Note also that some axioms will not be used partially or completly later but were introduced in order to define a dual system if needed. Without loss of generality, we can replace axioms (L8)-(L11) by the following axioms respectively: (LL8) r(P ) = 1 for any P ∈ P, (LL9) r(E\P ) = r(E) for any P ∈ P, (LL10) r(S) = |S| for any S ∈ S, (LL11) r(E\S) = r(E) + 1 − |S| for any S ∈ S. Let's give the following polyhedra associated to the locked system M: P (M) is the set of all x ∈ R E satisfying the following inequalities:
x(P ) ≤ 1 for any P ∈ P (2)
Now, we can start our process to prove the main theorem.
Proof. Let e ∈ E. Since P and S are partitions of E (L2) then there exist a pair (P, S) ∈ P × S such that {e} = P ∩ S (L3). Case 1: if |P | = |S| = 1 then inequalities (2) and (3) imply inequalties (5). Case 2: if |S| ≥ 2 then {f } ∈ P for any f ∈ S (L3). Inequalities (2) imply x(f ) ≤ 1 for any f ∈ S. In particular x(e) ≤ 1. It follows that x(S\{e}) ≤ |S| − 1, then
In particular x(e) ≥ 0. It follows that x(P \{e}) ≥ 0, then
Proof. We have the following cases:
Case 3: if A ∈ P then x(A) ≤ 1 = r(A) (inequality 2 and LL8). Case 4: if A ∈ S then x(A) ≤ |A| = r(A) (Lemma 2.1 and LL10).
(inequality 3 and LL11). Case 6: if A ∈ P ∪ S ∪ L ∪ {∅, E} and E\A ∈ S then the axiom (L17) implies one of the following subcases:
and A\L verifies (P1) or (P2). So by induction on |A|,
because |A\L| < |A| and inequality 4. Subcase 6.2: There exists P ∈ P such that P ∩ A = ∅ , r(A) = r(P ) + r(A\P ), and A\P verifies (P1) or (P2). So by induction on |A|, x(A) ≤ x(P ) + x(A\P ) ≤ r(P ) + r(A\P ) = r(A) because |A\P | < |A|, Lemma 2.1 and Case 3,
, and A ∪ S verifies (P3) or (P4). So by induction on |E\A|, Let Q(M) be the set of x ∈ R E such that x verifies the inequalities (1), (5) and (6).
Proof. Lemma 2.1 and 2.2 imply that P (M) ⊆ Q(M). We need to prove the inverse inclusion. Let x ∈ Q(M). It is clear that x verifies the inequalities (2) and (4) by using inequality (6) and axiom (LL8). Let S ∈ S then, by using inequalities (1), (6) and axiom (LL11),
Proof. By using Lemma 2.2 and axiom (L14), we have:
Otherwise, by using axiom (L18), we have two cases:
It is not difficult to see, by a similar argument as hereabove, that
Proof. Let x ∈ P (M) be a fractional extreme point and F = {g ∈ E such that 0 < x(g) < 1}. Since x is fractional and x(E) = r(E) is integral then |F | ≥ 2. Let P x = {P ∈ P such that x(P ) = 1}, S x = {S ∈ S such that x(S) = |S| − 1}, and L x = {L ∈ L such that x(L) = r(L)}, i.e., the corresponding tight inequalities of x. Case 1: There exists X ∈ P ∪ S such that |X ∩ F | ≥ 2. Let {e, f } ⊆ X ∩ F . It follows that there exists ε > 0 such that 0 < x(e) − ε < 1 and 0 < x(f ) + ε < 1. Let x ε ∈ R E such that:
It is clear that x ǫ (E) = r(E). Axioms (L2), (L3) and (L5) imply that P x = P xε , S x = S xε , and L x = L xε , i.e., x ε verifies the same tight constraints as x, a contradiction. Case 2: For any X ∈ P ∪S, we have |X ∩F | ≤ 1. It follows that for any X ∈ P x ∪S x , we have X ∩ F = ∅.
′ and x(X) = r(X). By induction on |L ∩ L ′ |, we have X ∩ F = ∅ (otherwise we do the same for (L 1 ∩ L 2 )\X), i.e., |X ∩ F | ≥ 2. Induction on |L| and axiom (L13) imply that r(X) = 1, i.e., X ∈ P, a contradiction. Now we can state our main theorem as follows. Theorem 2.6. The extreme points of P (M) are the bases of a matroid defined on E, and P, S, L, r are, respectively, the class of parallel and coparallel closures, locked subsets and rank function of this matroid.
Proof. Lemma 2.1 and Theorem 2.5 imply that the extreme points of P (M) are in {0, 1} E . We remind here that we will not distinguish between sets and {0, 1}-vectors. Inequality (1) implies that extreme points of P (M) have the same cardinality r(E). We only need to prove the basis exchange axiom. We will do it by contradiction. Let x and x ′ to be two extreme points of P (M) and e ∈ x\x ′ such that for any f ∈ x ′ \x, x − e + f is not an extreme point, i.e., x − e + f ∈ P (M). It is clear that |x ′ \x| ≥ 2. Let x f = x − e + f . Case 1: x f violates an inequality of type (2), i.e., there exists P f ∈ P such that x f (P f ) ≥ 2. It follows that e ∈ P f , f ∈ P f , x(P f ) = 1, and x f (P f ) = 2. Thus there exists f
follows that x ′ (P ) ≥ 2, a contradiction.
Since
Case 2: x f violates an inequality of type (3), i.e., there exists S f ∈ S such that x f (S f ) ≤ |S| − 2. It follows that e ∈ S f , f ∈ S f , x(S f ) = |S f | − 1, and x f (S f ) = |S f | − 2. Since e ∈ S f for any f ∈ x ′ \x, and by using axiom (L2), we have S f = S, i.e., for distinct f 1 and f 2 ,
It follows that (x\x ′ ) ∩ S = ∅, a contradiction with e ∈ S. Case 3: x f violates an inequality of type (4)
We choose L f maximal for this property. Subcase 3.1: There are
and by using axiom (L19), there exists S ∈ S such that (E\S)
. By a similar argument as in the proof of Lemma 2.4, we have: (1) x(E\S) = r(E\S) which imply that x(S) = |S| − 1, i.e., S = x\{e ′ } ∪ {f ′ } for some e ′ ∈ x and f ′ / ∈ x, and (2)
If e ∈ S (i.e. e = e ′ ) then at least one the x f i (S) = |S| − 2 (i.e. f i = f ′ ) and we are in Case 2). Else e / ∈ S, i.e. e / ∈ L f 1 ∪ L f 2 ∪ S and by induction on |E\X| where
Actually this gives a new proof for the bases polytope of a matroid and its facets based on the locked structure only.
MIP is reducible to GI for polynomially locked matroids
For any matroid, we can constrcut an augmented lattice of locked subsets veretxlabeled where we add a vertex (representing) for every coparallel closure adjacent to the root (the empty set) and a vertex (representing) for every parallel closure adjacent to a veretx representing a coparallel closure intersectig this parallel closure. Every vertex is labeled by two numbers: its cardinality and its rank. This lattice is called the locked lattice of this matroid. For example we give herebelow the locked lattice of the graphical matroid M(K 4 ). The labels are the same for every vertex of a same level. The root (∅, level 0) is labeled with (0, 0); the coparallel (level 1) and parallel closures (level 2) are labeled with (1, 1); the locked subsets (level 3) are labeled with (3, 2); and finally the ground set (E, sink or level 4) is labeled with (6, 3) .
It is not difficult to generalize the notion of isorphism between graphs to directed vertex-labeled graphs. Since the locked structure is completly described by the locked lattice, then we can state the following proposition. We can now reduce the locked lattice to the following. We do not need to label coparallel and parallel closures by their ranks because they are equal, respectively, to the cardinality and 1. We do not need to label any locked subset by its cardinality because it can be computed as the maximum flow from the root to the vertex representing this locked subset in the locked lattice with capacities equal to 1 for arcs between coparallel and parallel closures, and infinity otherwise. This reduced lattice is a directed acyclic vertex-labeled graph and the labels are nonegative numbers bounded by |E|. We call it also the locked lattice of the given matroid. And the previous proposition holds for this locked lattice. For reducing MIP to GI we need the following theorem [10] . We can now state the main result of this section. Theorem 3.3. MIP is polynomial time reducible to GI for polynoimally locked classes of matroids.
Proof. We will reduce ismorphism of locked lattices to ADGI. Consider a matroid M and its locked lattice L(M). If we replace each vertex in L(M) by a number of series arcs equal to its label, then L(M) become an acyclic directed graph without any vertex-labeling. The number of the vertices and the edges in the new graph is bounded, respectively, by (ℓ(M)+2|E|+2)(|E|+1) and by (ℓ(M)+2|E|+2)
which is polynomial on the size of the ground set E if M is polynomially locked.
The special case in L 0 is polynomial. Proof. Locked lattices in L 0 are completly described by coparallel and parallel closures. Each of the later forms a partition of the ground set E. Axiom (L3) reduces locked lattices in this case to one level only: coparallel closures (or parallel closures). So locked lattices can be represented by a sequence of at most |E| positive nondecreasing numbers bounded by |E|. It is clear that checking numbers of two such sequences will give an answer for MIP in this case. This checking requires a linear runing time complexity.
Another interesting problem related to MIP is testing self-duality (TSD). Jensen and Korte [4] proved that there exists no polynomial algorithm in which the matroid is represented by an independence test oracle (or an oracle polynomially related to an independence test oracle) for TSD. Chaourar [3] introduced the following matroid oracle which reduces (partially) this question to GI (for polynomially locked classes of matroids).
The k-locked oracle Input: a nonegative integer k and a matroid M defined on E.
"Note that this oracle has time complexity O(|E| k+1 ) because we need to count at most |E| k+1 members of L(M) in order to know that M is not k-locked, even if the memory complexity can be O(|E| + ℓ(M)). Actually this matroid oracle permits to recognize if a given matroid is k-locked or not for a given nonegative integer k (which does not depend on M or |E|)" [3] , and this matroid oracle is stronger then the rank and the independence oracles for polynomially locked matroids. We can now state our second main result for this section. Proof. If a matroid M is k-locked for a given nonegative k (which does not depend on M or |E|), then the k-locked oracle gives its locked structure. Since P(M * ) = S(M), S(M * ) = P(M), L(M * ) = {E\L such that L ∈ L(M)}, ρ * (X) = ρ(E\X) + |X| − r(E), then L(M * ) can be (computed) constructed in polynomial time from L(M). Since ℓ(M) = ℓ(M * ) then both matroids are polynomially locked and TSD is reducible to MIP which is reduicible to GI.
Finally we give some large classes of polynomially locked matroids [1, 2, 3] . Theorem 3.6. The following properties hold for matroids.
(1) 2-sums preserves k-lockdness for a given positive integer k; (2) A fixed number of p-sums preserves k-lockdness for positive integers p and k; (3) 2-sums of uniform matroids are 1-locked; (4) All matroids on 6 elements are 1-locked, in particular, all excluded minors of 2-sums of uniform matroids; (5) The Vámos matroid is 1-locked; (6) L 1 contains strictly the class of 2-sums of uniform matroids.
Conclusion
We have given a new system of axioms for defining a matroid based essentially on locked subsets. We have proved that MIP and TSD are reducible to GI for polynomially locked classes of matroids. We have given some large classes of polynomially locked matroids. Future investigations can be characterizing partially or completly polynomially locked matroids.
