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With the popularity of digital devices and the continuous developments of 
Internet technology, images, videos and other multimedia data show a rapid growth 
trend. Rich multimedia resources on the Internet attract more and more users, and 
Internet users can find the information what they need. However, current Internet 
resources are too large, how to effectively retrieve these mass multimedia data have 
become one hot spot that need to be resolved. 
Image annotation is the premise of text based image retrieval. However, the cost 
of traditional methods that relying on manual annotation are too expensive when 
image number are large, and this manual annotation way is hard to meet actual needs 
currently, so automatic image annotation has become one hot topic at present. 
Automatic image annotation involves pattern recognition, image processing, computer 
vision, image understanding, machine learning, statistical learning, natural language 
processing, artificial intelligence, databases, psychology and other fields, which is an 
important and challenging research area. In this paper, we focus on related methods of 
content-based automatic image annotation. According to the problems in automatic 
image annotation, we proposed some corresponding solution methods. The main 
innovations and research work are as follows: 
1. We proposed image annotation methods based on weighted district and 
vocabulary. Existing models ignored that different regions of images had 
different contributions to the overall images. So we proposed a new annotation 
method based on weighted district space to improve the generation probability 
estimation of image regional features. On the other hand, existing model did not 
take into account the importance of vocabulary as well as vocabulary distribution 
which impacted the annotation performance. We proposed three methods to 
overcome the above problems, including: fixed vocabulary weight method, 















method. These methods can improve the generation probability estimation of 
vocabulary. By integrating all above improved methods of weighted district 
space and weighted vocabulary, we proposed WDVRM image annotation model. 
Our model can ease the impacts of image regions and word distribution. 
2. We proposed image annotation methods based on K-Nearest Neighbors 
Relevance model. Our model combines KNN method with relevance models, 
and solves the problems of high computational complexity to some extent and 
annotation results affected by irrelevant training images when calculate joint 
generation probabilities between visual areas and keywords. In view of serious 
semantic gap problem and annotation results inclining to background words 
problem, we propose a multi-scale windows method and nearest-neighbors 
weighting method based on rank-weighting and distance-weighting, which assign 
different weights to each image in nearest neighbor collections. 
3. We proposed hierarchical image annotation methods based on discriminative and 
generative models. Existing models have the problems of low utilization and 
affecting by unbalanced positive and negative samples. To solve the above 
problem, a hierarchical image annotation model is proposed. In first layer, 
discriminative model is used to assign topic annotations to unlabeled images, and 
then corresponding relevant image sets are obtained. In second layer, a 
keywords-oriented method is proposed to establish links between images and 
keywords, and then the proposed iterative algorithm is used to expand semantic 
words and relevant image sets. Finally, generative model is used to assign 
detailed annotations to unlabeled images on expanded relevant image sets. Our 
hierarchical model uses less relevant training images to obtain a better annotation 
results. 
4. We proposed image annotation methods based on relevant visual keywords. At 
present, existing model did not describe the visual representations of 
corresponding keywords, which would lead to appearing a great deal of 
irrelevant annotations in final annotation results. These annotation words did not 















annotation model (VKRAM) based on relevant visual keywords is proposed to 
overcome above problems. Our model divides each keyword into two categories: 
abstract words or non-abstract words. First, we establish visual keyword seeds of 
each non-abstract word, and then a new method is proposed to extract visual 
keyword collections by using corresponding visual seeds. Second, according to 
the traits of abstract words, an algorithm based on subtraction regions is 
proposed to extract visual keyword seeds and corresponding collections of each 
abstract word. Third, we propose adaptive parameters method and fast solution 
algorithm to determine similarity thresholds of each keyword. Finally, the 
combinations of above methods are used to improve annotation performance. 
Our model can solve the problems of appearing large irrelevant words in 
annotation results to some extent. 
5. We proposed image annotation methods based on real web community. At 
present, large annotation database are difficult to build, and the existing models 
can only label small scale of image sets. According to above problems, an image 
annotation model based on real web community is proposed. In this model, 
firstly, an algorithm for effectively selecting training image is proposed to delete 
noise images from training dataset. Secondly, a method based on weighted KNN 
is proposed to assign weights on each image in nearest neighbor collections, 
which taking into account the impacts of different images in nearest neighbor 
collections. By this way, training images that are more similar to unlabeled 
image will have higher confidences in annotation propagation process. Thirdly, 
an annotation refinement method based on WordNet level is proposed to improve 
the annotation results of non-abstract words. Finally, the combinations of the 
above methods are used in large scale automatic image annotation. Our model is 
appropriate for annotating images from large-scale real web community. 
 
 The validities of our ideas, algorithms and models have been verified by 
experiments, and evaluation measurements like precision, recall, F-measure and label 
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