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Introduction Ge´ne´rale
Pre´sentation du travail et contexte
Actuellement, selon l’ONU, plus de la moitie´ de la population mondiale vit en milieu urbain.
La gestion, la surveillance, le de´veloppement de ces zones sont devenus un enjeu majeur de la
politique urbaine et environnementale. L’utilisation de la te´le´de´tection ae´roporte´e dans les e´tudes
d’urbanisme ou de ge´ographie date des anne´es 1970 [1] [2].
Ces e´tudes ont profite´ du de´veloppement de la technologie des capteurs. Aujourd’hui, diffe´rentes
came´ras peuvent eˆtres utilise´es dans le cadre de la te´le´de´tection ae´roporte´e :
– des images en niveaux de gris, dites panchromatiques, avec une re´solution spatiale tre`s fine
de l’ordre du centime`tre,
– des images dites multispectrales, acquises sur plusieurs bandes spectrales (ge´ne´ralement
une dizaine) et qui ont une re´solution de l’ordre de la dizaine de centime`tres,
– des images dites hyperspectrales, acquises sur plusieurs centaines de longueurs d’onde et
qui ont une re´solution spatiale de l’ordre du me`tre ou plus.
Depuis quelques anne´es, la te´le´de´tection spatiale permet e´galement d’observer de telles zones
du fait de l’ame´lioration de la re´solution spatiale et spectrale. En 2012 a e´te´ lance´ le dernier sa-
tellite Ple´iade. Il s’agit d’un syste`me d’imagerie multispectrale (4 bandes) a` tre`s haute re´solution
(2.8 m pour le capteur multispectral) de´die´ entre autres a` l’imagerie urbaine. Prochainement le
satellite Sentinel 2B sera lance´. Il est de´die´ a` l’e´tude de l’e´volution de la ve´ge´tation, de l’occupa-
tion des sols... Il fournira des images dans 13 bandes spectrales dans le domaine visible et proche
infra-rouge. La re´solution de cet imageur multispectral va de´pendre des bandes conside´re´es, elle
varie entre 10 m, 20 m et 60 m.
Actuellement, les missions existantes ne suffisent pas force´ment pour l’e´tude des milieux ur-
bains. En effet a` tre`s haute re´solution spatiale les satellites comme Ple´¨ıades permettent une bonne
description de l’organisation ge´ome´trique du milieu mais sont limite´s pour de´crire les classes de
mate´riaux pre´sentes. A l’inverse les missions hyperspectrales, existante (Hyperion) ou en projet
(Enmap, PRISMA...) permettent de discriminer un plus grand nombre de classes de mate´riaux
mais sont limite´s en re´solution spatiale (typiquement 30 m), d’ou` une difficulte´ pour discriminer
les baˆtiments, routes...
Cette the`se s’est inscrite dans le cadre d’un pre´-projet pour une mission du CNES, HYPXIM.
Il s’agit d’un imageur hyperspectral spatial dote´ d’une came´ra panchromatique de re´solution 1.8
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m et d’une came´ra hyperspectrale de re´solution spatiale envisage´e de 8 m. L’objectif de cette
phase est de montrer les inte´reˆts scientifiques d’un tel projet, en particulier pour l’e´tude des zones
urbaines. La faible re´solution spatiale du capteur hyperspectral est proble´matique pour l’e´tude
de ces zones car la re´solution de l’image est plus faible que la taille caracte´ristique des e´le´ments
e´tudie´s. Certains pixels observe´s dans l’image seront dits me´lange´s, c’est-a`-dire compose´s de plu-
sieurs e´le´ments du paysage urbain (route + toit, ve´ge´tation + toit...). Une des proble´matiques va
alors eˆtre de se´parer les diffe´rents composants au sein de ces pixels. On appelle cela le de´me´lange
hyperspectral.
Le de´me´lange hyperspectral non supervise´ est un domaine particulier de la Se´paration Aveugle
de Sources (SAS). Pour effectuer ce de´me´lange il est ne´cessaire de connaˆıtre les lois qui re´gissent
les me´langes entre les constituants d’un pixel. Dans le cas le plus simple, on conside`re qu’un
spectre de pixel observe´ correspond a` la somme des spectres des mate´riaux pre´sents dans ce
pixel, ponde´re´s par l’occupation au sol de chacun des mate´riaux. De nombreuses me´thodes de
de´me´lange se basant sur ce mode`le ont de´ja` e´te´ de´veloppe´es [3]. Cependant ce mode`le ne prend
pas en compte la structure en trois dimensions des espaces urbains.
Les travaux de Meganem et al. [4] ont montre´ que dans le cas de zones urbaines il e´tait perti-
nent de prendre en compte les phe´nome`nes de re´flexions multiples sur les fac¸ades des baˆtiments
pour e´tablir le mode`le de me´lange. Ces travaux sont inte´ressants car ils s’appuient sur une e´tude
pre´cise du transfert radiatif dans les canyons urbains. Toutefois, dans son e´tude, Meganem et al.
ne prennent pas en compte les effets de variabilite´ spectrale des mate´riaux.
Or Lacherade et al. dans [5] pre´sentent une e´tude qui met en e´vidence la variabilite´ des
spectres de mate´riaux urbains. Cependant cette e´tude a e´te´ faite en laboratoire a` une re´solution
tre`s fine (20 cm) et on ne peut pas s’assurer de la validite´ de ces conclusions a` une re´solution
plus faible (de l’ordre du me`tre).
Actuellement des me´thodes de de´me´lange existent, elles permettent dans le cas de sce`nes
simples d’extraire les spectres de chaque mate´riau, et leurs proportions, au sein de chaque pixel
de l’image. Certaines me´thodes ont aussi e´te´ de´veloppe´es pour prendre en compte la variabilite´
intra-classe. Cependant ces me´thodes ne s’appuient sur aucune e´tude pre´cise de ce phe´nome`ne.
La mode´lisation de cette variabilite´ est alors souvent discutable (gaussienne, paquet...).
Les me´thodes de de´me´lange mises en œuvre couramment sont donc remises en cause en milieu
urbain par deux phe´nome`nes : la variabilite´ intra-classe et les phe´nome`nes de re´flexions multiples.
C’est ce qui justifie ce travail de the`se. Dans cette e´tude nous nous sommes particulie`rement
inte´resse´s a` l’e´tude du phe´nome`ne de variabilite´ intra-classe en milieu urbain afin d’e´tablir des
mode`les de me´lange prenant en compte ce phe´nome`ne. Des me´thodes de de´me´lange adapte´es a`
ces mode`les ont e´te´ de´veloppe´es et teste´es sur des images urbaines afin d’e´valuer les performances
de tels algorithmes dans l’optique de la mission HYPXIM. La prise en compte des phe´nome`nes
non-line´aires lie´s aux re´flexions multiples ont e´te´ introduits dans le mode`le dans un second temps.
Plan du manuscrit
Ce manuscrit pre´sente tout d’abord un E´tat de l’art (Chapitre 1 ) qui de´crit plus en de´tail les
me´thodes de se´paration aveugle de sources jusqu’au cas particulier du de´me´lange hyperspectral
non supervise´ qui fera l’objet d’une section a` part entie`re. On s’inte´ressera aussi au cas des trai-
tements possibles sur des images urbaines.
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La suite du manuscrit correspond a` la de´marche qui a e´te´ suivie durant cette the`se. Nous
avons tout d’abord cherche´ a` de´velopper un mode`le de me´lange prenant en compte la variabi-
lite´ intra-classe (Chapitre 2 ). Pour cela on a commence´ par mettre en e´vidence nume´riquement
cette variabilite´. On s’est ensuite servi de ces re´sultats pour construire des mode`les de me´lange
incluant la variabilite´ intra-classe.
Comme aucune me´thode de de´me´lange n’est adapte´e aux nouveaux mode`les propose´s nous
avons de´veloppe´ dans le cas line´aire deux me´thodes de de´me´lange (Chapitre 3 ). La premie`re, UP-
NMF (Unconstrained Pixel-by-pixel NMF), prend uniquement en compte la formule du mode`le
de me´lange. Dans la seconde, IP-NMF (Inertia-constrained Pixel-by-pixel NMF), une contrainte
est ajoute´e pour rendre compte de la notion de classes de mate´riaux.
Une e´tude de l’impact des diffe´rents parame`tres influenc¸ant les performances de UP-NMF
et IP-NMF est ensuite pre´sente´e (Chapitre 4 ). Cette e´tude a e´te´ faite sur des donne´es semi-
synthe´tiques.
Compte tenu des re´sultats sur donne´es semi-synthe´tiques, une e´tude des performances de la
me´thode IP-NMF a e´te´ mene´e sur des images re´elles de milieux urbains (Chapitre 5 ). Les tests
ont tout d’abord e´te´ effectue´s sur des images avec une re´solution spatiale e´leve´e (1.6 m) puis
avec des re´solutions spatiales de´grade´es (3.2 m et 6.4 m).
La prise en compte des effets non-line´aires lie´s aux re´flexions multiples a ensuite e´te´ introduite
dans la me´thode IP-NMF (Chapitre 6 ). Cette nouvelle me´thode, LQIP-NMF, a e´te´ teste´e sur des
donne´es semi-synthe´tiques pour e´valuer l’apport de la prise en compte des re´flexions multiples
dans le cas de la pre´sence de variabilite´ intra-classe.
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Chapitre 1
E´tat de l’art
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1.1 Passage de la se´paration aveugle de source (SAS) au de´me´lange
hyperspectral
Re´sume´ :
Dans cette partie on pre´sentera les grandes lignes de la Se´paration Aveugle de Sources (SAS)
ainsi que les principaux groupes de me´thodes associe´s a` cette branche du traitement du signal.
A partir de cela on s’inte´ressera au passage du cas ge´ne´ral de la SAS au cas du de´me´lange
hyperspectral. On introduit ainsi le de´me´lange hyperspectral et ses particularite´s.
1.1.1 Position du proble`me de Se´paration Aveugle de Sources (SAS)
Les signaux acquis par un capteur (antenne, micro, came´ra...) sont rarement e´gaux aux
signaux e´mis par la source e´tudie´e. En effet durant leur propagation ils vont interagir avec des
signaux e´mis par d’autres sources. L’exemple courant de ce phe´nome`ne est celui du micro devant
lequel se tiennent 2 orateurs qui parlent en meˆme temps. Le signal acquis par le capteur sera une
composition des 2 voix. Plus ge´ne´ralement on dira que le signal observe´, xi est relie´ au signaux
e´mis par les M diffe´rentes sources, appele´es signaux sources sj par une fonction de me´lange,
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multidimensionnelle, f , qui de´pendra de la situation conside´re´e :
xi = f(s1, · · · , sM). (1.1)
La SAS vise alors, a` partir des signaux observe´s, a` retrouver les signaux sources et/ou les pa-
rame`tres de la fonction de me´lange a` partir de peu d’information a priori. Ces a priori portent
sur les signaux sources et/ou la fonction de me´lange :
– connaissance de la classe de la fonction de me´lange, f
– connaissance de contraintes sur les sources
– connaissance uniquement de certains parame`tres de la fonction de me´lange
– ...
Si la fonction de me´lange est inconnue, ou partiellement connue, l’estimation des parame`tres de f
devra souvent eˆtre faite en meˆme temps que la recherche des sources. L’utilite´ de ces parame`tres,
en dehors de la recherche des sources, de´pendra du domaine d’application dans lequel on de´cide
de se placer.
La connaissance de la classe de la fonction de me´lange va eˆtre associe´e a` la connaissance du
mode`le de me´lange, c’est-a`-dire a` la connaissance d’un mode`le mathe´matique re´sultant de l’ana-
lyse physique et/ou de l’estimation du ou des phe´nome`nes en jeu dans l’application conside´re´e.
On classe ge´ne´ralement ces mode`les de me´lange en 2 types : les me´langes line´aires et les me´langes
non-line´aires.
1.1.1.1 Les me´langes line´aires
Les me´langes line´aires sont les mode`les de me´lange les plus simples et les plus re´pandus.
Ils correspondent a` une somme ponde´re´e des diffe´rents signaux. Cette cate´gorie de mode`le de
me´lange peut eˆtre divise´e en trois sous-cate´gories : line´aire instantane´, retarde´ et convolutif.
On parlera de me´langes instantane´s si, quels que soient les e´chantillons d’indice e du signal
observe´ xi(e), ceux-ci de´pendent, respectivement, des meˆmes e´chantillons des signaux sources,
sj(e). Dans ce cas chacun des signaux observe´s s’e´crit :
xi(e) =
M∑
j=1
ai,jsj(e) (1.2)
ici xi ∈ RE×1 correspond a` un signal observe´ compose´ de E e´chantillon, les sj ∈ RE×1 corres-
pondent aux signaux sources et les ai,j aux coefficients de me´lange. Dans ce cas une e´criture
matricielle du mode`le de me´lange est ge´ne´ralement adopte´e :
X = AS (1.3)
avec X = [x1, · · · ,xP]T ∈ RP×E la matrice des observations, A = [aij ] 16i6P
16j6M
∈ RP×M la matrice
des coefficients de me´lange et S = [s1, . . . , sM]T ∈ RM×E la matrice des sources.
Dans le cas ou` chacun des signaux observe´s correspond a` une combinaison de sources de´cale´es
dans le temps on a un me´lange dit retarde´ :
xi(e) =
M∑
j=1
ai,jsj(e− eij) (1.4)
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Lorsque chaque signal observe´ est issu des meˆmes sources mais ponde´re´es diffe´remment et
avec des retards diffe´rents, on parle de me´langes line´aires convolutifs :
xi(e) =
M∑
j=1
ai,j(e) ∗ sj(e) (1.5)
Dans la suite du manuscrit on conside`rera uniquement les me´langes instantane´s. On ne
pre´cisera donc plus l’indice de l’e´chantillon. On e´crira donc le me´lange line´aire de la manie`re
suivante :
xi =
M∑
j=1
ai,jsj. (1.6)
Ce type d’e´criture est relativement de´veloppe´ car il e´quivaut au de´veloppement au premier
ordre de mode`les plus complexes qui font intervenir des re´flexions multiples. Dans le cas ou`
ces re´flexions multiples sont prises en compte on aboutit a` des mode`les plus complexes et non-
line´aires.
1.1.1.2 Les me´langes non-line´aires
Ce type de cate´gorie englobe un plus grand nombre de mode`les de formes tre`s diffe´rentes. On
peut cependant regrouper ces me´langes en sous cate´gories.
Les me´langes line´aire-quadratiques
Les me´langes line´aire-quadratiques sont des me´langes du second ordre, c’est-a`-dire que chaque
signal observe´ se compose d’un me´lange line´aire des signaux sources auquel viennent s’ajouter
les produits 2 a` 2 des spectres sources :
xi =
M∑
j=1
ai,jsj +
M∑
j=1
M∑
k=j
bi,j,ksj  sk. (1.7)
Ici  correspond au produit terme a` terme. Comme pour le cas line´aire, il est possible d’adopter
une notation matricielle pour ce type de me´langes. Soient S˜ =
[
s1, · · · , sM, s1  s1, s1  s2, · · · , sM  sM
]T
la matrice contenant les signaux sources ainsi que les signaux “produits” et A˜ la matrices des
parame`tres associe´es, la matrice des observations X s’e´crit alors :
X = A˜S˜. (1.8)
L’inte´reˆt de ce type d’e´criture est qu’il se rapproche du cas line´aire.
Dans le cas ou` les me´langes entre les meˆmes spectres n’existent pas on parle de me´langes
biline´aires. Le mode`le de me´lange line´aire-quadratique est fre´quemment associe´ a` des signaux
sources qui subissent des re´flexions multiples. Lorsque l’amplitude des signaux sources est faible,
on s’arreˆte alors dans beaucoup de cas au second ordre car l’amplitude des signaux quadratiques
(i.e du produit de 2 signaux sources) est ge´ne´ralement faible compare´e aux signaux sources, et
les produits d’ordre 3 et plus deviennent ne´gligeables.
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Si l’on conside`re des ordres plus e´leve´s on parle de me´langes polynomiaux :
xi =
M∑
j1=1
ai,j1sj1+
M∑
j1=1
M∑
j2=j1
ai,j1,j2sj1sj2+· · ·+
M∑
j1=1
M∑
j2=j1
· · ·
M∑
jq=jq−1
ai,j1,j2,··· ,jqsj1sj2· · ·sjq .
(1.9)
Comme dans le cas du me´lange line´aire-quadratique il est possible d’e´crire ce me´lange sous forme
matricielle et obtenir une forme similaire au cas du me´lange line´aire.
Les me´langes post-non-line´aires
Ce type de me´lange survient lorsque les signaux observe´s sont issus d’un phe´nome`ne line´aire
puis subissent se´pare´ment un phe´nome`ne non line´aire, mode´lise´ par une fonction mono-dimensionnelle
gi(·) :
xi = gi
(∑M
j=1 aijsj
)
. (1.10)
Diffe´rents choix pour les fonctions gi peuvent eˆtre faits [6].
Les me´langes semi-empiriques
Dans certains cas les mode`les de me´lange sont difficiles a` formaliser pour l’application conside´re´e
car il font intervenir des phe´nome`nes tre`s complexes et difficilement mode´lisables. Dans ce cas, des
mode`les hautement parame´triques sont utilise´s et il est ne´cessaire d’avoir recours a` des connais-
sances pre´cises de certains des parame`tres des e´le´ments avec lesquels les signaux vont interagir.
Parmi ce type de mode`les on pourra citer les mode`les de Hapke [7] ou de Shkuratov [8].
Les diffe´rents parame`tres de ces mode`les, line´aires ou non-line´aires, peuvent eˆtre totalement
ou partiellement connus. En fonction des connaissances a priori sur les parame`tres et les signaux
sources, des contraintes peuvent eˆtre ajoute´es pour rendre compte de certains phe´nome`nes phy-
siques et faciliter la recherche des sources et/ou des parame`tres du mode`le de me´lange. Cependant
dans le cadre de la SAS on essaie de se placer dans le cas le moins informe´ possible, d’ou` le terme
“aveugle”.
1.1.2 Les principales me´thodes de SAS
Diffe´rentes me´thodes ont e´te´ de´veloppe´es pour re´pondre aux proble`mes souleve´s par la SAS.
Chaque type, ou classe, de me´thodes est adapte´ a` certains types de signaux et/ou de me´lange.
Dans cette partie un rappel des principales classes de me´thodes est propose´. Il met en e´vidence
les situations dans lesquelles les me´thodes cite´es pourront eˆtre utilise´es et celles pour lesquelles
elles ne sont pas adapte´es.
1.1.2.1 Me´thodes d’ICA
Les me´thodes d’ICA (pour Independent Component Analysis en anglais) sont les premie`res
me´thodes qui ont e´te´ de´veloppe´es pour la SAS. Cette classe de me´thodes utilise l’inde´pendance
statistique entre les signaux sources. Ce type de me´thodes peut eˆtre vu comme une exten-
sion de l’Analyse en Composantes Principales (ACP). En effet l’ACP ne cherche que la non-
corre´lation, c’est-a`-dire l’inde´pendance au second ordre. A l’inverse l’ICA recherche une trans-
formation line´aire qui minimise l’information mutuelle des signaux source estime´s obtenus.
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En SAS il est commun de travailler avec des signaux ayant certaines caracte´ristiques. Ces
caracte´ristiques repre´sentent ge´ne´ralement des comportements que l’on peut espe´rer observer sur
des signaux sources “re´els” :
• les signaux sont statistiquement inde´pendants les uns des autres, c’est-a`-dire que les va-
riables ale´atoires repre´sentant chacun des signaux sont statistiquement inde´pendantes.
• les signaux sont stationnaires (c’est-a`-dire identiquement distribue´s).
• la loi de probabilite´ des signaux est une loi gaussienne.
Les me´thodes d’ICA s’appuient sur le fait que ces conditions soient pre´sentent dans les me´langes
e´tudie´s. Cependant il a e´te´ montre´ dans [9] que des signaux sources gaussiens identiquement
distribue´s et inde´pendants (i.i.d) ne pouvaient pas eˆtre se´pare´s. Par conse´quent on ne peut
pas conside´rer des signaux sources posse´dant l’ensemble des caracte´ristiques pre´sente´es dans les
points pre´ce´dents. Les diffe´rentes me´thodes base´es sur l’ICA conside`rent donc soit que les signaux
sont i.i.d et non gaussiens, soit qu’ils ont une distribution gaussienne mais ne sont pas i.i.d [10].
Les me´thodes qui s’appuient sur la non gaussianite´ sont les premie`res a` avoir e´te´ de´veloppe´es
[11]. La majorite´ d’entre elles utilisent les statistiques d’ordre supe´rieur (ordre supe´rieur ou e´gal
a` deux). Les approches de ces me´thodes peuvent eˆtre tre`s varie´es : calcul des moments d’ordre
supe´rieur, maximisation de la vraisemblance, ... On citera ici quelques me´thodes qui recouvrent
les grands types d’approche utilise´e.
La me´thode FastICA [12] est l’une des nombreuses me´thodes qui tentent de maximiser la
non-gaussianite´ des signaux source obtenus. FastICA est une approche base´e sur le calcul du
kurtosis pour estimer les sources. Cette me´thode a e´te´ cre´e´e pour traiter le cas de me´langes
line´aires.
La me´thode JADE (Joint Approximate Diagonalisation of Eigenmatrices) [13] propose une
approche base´e sur les tenseurs. JADE se fonde sur le calcul du tenseur des cumulants d’ordre 4
pour retrouver les signaux source. La conception de cette me´thode repose encore sur l’hypothe`se
de me´langes line´aires.
La me´thode de Bell et al. [14] utilise l’algorithme Infomax [15]. Cette approche se base sur
la maximisation de l’information transmise pour retrouver les signaux sources. Cette approche
est issue des me´thodes base´e sur les re´seaux de neurones. On retrouve plusieurs extensions de ce
type de technique comme dans [16].
Dans le cas de me´langes line´aires instantane´s, d’autres classes de me´thodes n’imposent pas la
non-gaussianite´ mais imposent le fait que les signaux sources ne soient pas i.i.d. Cette sous-classe
de me´thode va donc s’appuyer sur la structure des signaux.
Pour illustrer ce groupe de me´thodes on trouve la me´thode SOBI (pour Second Order Blind
Identification) [17]. Le principe de cette me´thode repose sur la non-inde´pendance statistique des
e´chantillons d’un signal source. Ce type d’approche est aussi utilise´ dans d’autres me´thodes [18].
La me´thode BSS-CCA (pour Blind Source Separation - Canonical Correlation Analysis) [19]
et l’ensemble de ses de´rive´es suppriment l’hypothe`se d’inde´pendance statistique pour la remplacer
par l’hypothe`se de non-corre´lation .
Des me´thodes par re´seau de neurones ont aussi e´te´ de´veloppe´es. Par exemple [20] ou [21].
Dans ce dernier article la me´thode propose´e utilise un re´seau de neurones et suppose que les
signaux source sont inde´pendants et non-stationnaires. La re`gle principale d’apprentissage de ce
re´seau de neurones va chercher a` minimiser la corre´lation entre les signaux de sortie.
Des me´thodes ICA ont aussi e´te´ de´veloppe´es dans le cas de me´langes non-line´aires. Plus par-
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ticulie`rement ces me´thodes s’inte´ressent au cas des me´langes line´aire-quadratiques ou biline´aires.
Les outils qu’elles utilisent sont similaires a` ceux utilise´s dans le cas line´aire. Ainsi pour des
sources inde´pendantes et circulaires, [22] propose une me´thode base´e sur la de´composition en
e´le´ments simples du cumulant d’ordre 3. Cette me´thode ne peut eˆtre applique´e que sur des
me´langes sur-de´termine´s. Dans [23] la me´thode propose´e utilise un re´seau re´current du meˆme
type que ceux de´veloppe´s par [24] dans le cas line´aire. Cette me´thode est inte´ressante car elle
offre la possibilite´ de traiter des me´langes plus complexes que le cas line´aire-quadratique.
Pour approfondir le sujet on pourra citer [25] et [26] ainsi que les re´fe´rences qui y sont
mentionne´es. On n’entrera pas plus que cela dans les de´tails de ce type de me´thodes. En effet
l’inde´pendance statistique des sources est une hypothe`se forte. Et l’on verra par la suite que le
cadre dans lequel se situe cette the`se ne permet pas de ve´rifier cette hypothe`se car les signaux
e´tudie´s seront fortement corre´le´s.
1.1.2.2 Me´thodes baye´siennes
Pour effectuer la SAS des me´thodes baye´siennes ont aussi e´te´ de´veloppe´es. Cette classe de
me´thodes offre l’avantage d’utiliser une approche statistique et de pouvoir dans le meˆme temps
imposer des a priori. Ces a priori peuvent re´sulter de contraintes justifie´es par le type de signaux
sources, les phe´nome`nes physiques s’appliquant aux signaux sources entre leur e´mission et leur
re´ception ... Ils vont permettre de re´soudre un proble`me qui pourra eˆtre mal-pose´.
Les me´thodes baye´siennes reposent sur l’utilisation de la re`gle de Bayes. Ces me´thodes ont
d’abord e´te´ conc¸ues pour des me´langes line´aires. En conside´rant l’e´criture (1.3) on peut e´crire :
• p(X|A,S) comme e´tant la vraisemblance observation X
• p(A) et p(S) les lois a priori associe´es aux deux variables inconnues. C’est avec ces termes
que l’on va pouvoir ajouter les connaissances physiques des signaux.
• p(A,S|X) la loi a posteriori, obtenue a` partir de l’e´criture de la re`gle de Bayes :
p(A,S|X) = p(X|A,S)p(A)p(S)
p(X) (1.11)
Diffe´rents estimateurs peuvent alors eˆtre utilise´s pour estimer les parame`tres de la loi a poste-
riori. Parmi eux on trouve le maximum a posteriori (MAP) [27], la moyenne a posteriori (MP)
ou encore les mode`les hie´rarchiques baye´siens [28] [29]. Il est aussi possible de marginaliser le
proble`me. Dans ce cas, les me´thodes tentent de maximiser les distributions a posteriori mar-
ginalise´es, p (A | X) et p (S | X). Ces estimateurs vont souvent faire appel a` des algorithmes
d’optimisation et inte´gration ite´ratifs comme la mode´lisation par chaˆıne de Markov (me´thodes
MCMC) [30] [31].
Des me´thodes baye´siennes ont aussi e´te´ de´veloppe´es pour traiter des cas ou` les me´langes sont
non-line´aires [32] [33] [34]. Elles se basent sur les meˆmes me´canismes que dans le cas line´aire,
seulement les parame`tres a` estimer, l’e´criture de la fonction de vraisemblance,... seront diffe´rents.
Les approches baye´siennes sont des me´thodes qui peuvent avoir un couˆt calculatoire impor-
tant. Par ailleurs elles vont demander un grand nombre de connaissances a priori, c’est par-
ticulie`rement le cas lorsque l’on conside`re les mode`les hie´rarchiques baye´siens qui vont faire
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intervenir des hyperparame`tres [35]. La sensibilite´ des me´thodes a` ces parame`tres pouvant eˆtre
grande, les connaissances a priori doivent donc eˆtre nombreuses et/ou tre`s pre´cises et les esti-
mations de ces parame`tres tre`s bonnes. Dans ce cas la` ces me´thodes offrent des approches tre`s
inte´ressantes.
1.1.2.3 Me´thodes d’analyse en composantes parcimonieuses
La classe des me´thodes dites d’analyse en composantes parcimonieuses exploite le fait que
les signaux ont une structure particulie`re. On qualifiera un signal de parcimonieux dans cet es-
pace, si la plupart de ses coefficients sont nuls. Diffe´rents “types” de parcimonie sont possibles,
les me´thodes associe´es a` chacune d’entre elles varieront en fonction des caracte´ristiques de ces
parcimonies.
Le premier type de parcimonie repose sur une hypothe`se forte selon laquelle dans chaque
point du domaine d’analyse (i.e. chaque pixel dans le cas d’une image, chaque longueur d’onde
dans le cas d’un signal spectral...) un unique signal source est actif. Cette hypothe`se est appele´e
W-DO (pour W-Disjoint-Orthogonality). Les me´thodes s’appuyant sur une telle hypothe`se [36]
offrent l’avantage de pouvoir traiter le cas ou` le proble`me est sous-de´termine´ (moins d’observa-
tions que de sources).
Le second type de parcimonie repose sur l’hypothe`se de l’existence de zones mono-sources,
c’est a` dire que pour chaque signal source il existe au moins une zone du domaine d’analyse dans
laquelle il est le seul signal actif. Les me´thodes qui de´coulent de cette hypothe`se sont dites “quasi-
non-parcimonieuses”. Ces me´thodes fonctionnent ge´ne´ralement en deux e´tapes : (a) recherche des
zones mono-sources dans les observations pour extraire la fonction de me´lange, (b) re´cupe´ration
des sources par inversion de la matrice de me´lange. Les me´thodes LI-TEMPCORR et LI-
TIFCORR [37] utilisent la corre´lation des observations pour retrouver les zones mono-sources.
Cette me´thode a e´te´ e´tendue dans [38] pour traiter un cas particulier de me´lange non-line´aire. La
me´thode s’inte´resse a` des me´langes biline´aires ou` les signaux sources sont line´airement inde´pendants
et centre´s, et pour chaque signal source il existe un petit domaine des observations dans lequel
la source est isole´e.
Dans le dernier cas on conside`re que chaque signal observe´ est obtenu en combinant un
nombre faible de signaux sources. On utilise ge´ne´ralement ce crite`re de parcimonie si l’on dispose
d’un dictionnaire contenant l’ensemble des signaux sources. Les me´thodes de´veloppe´es cherchent
alors a` reconstruire les signaux sources, ge´ne´ralement en connaissant le type de me´lange (line´aire,
line´aire-quadratique,...), en minimisant le nombre de signaux sources utilise´s lors de la recons-
truction. Dans le cas du me´lange line´aire on peut e´crire la contrainte de parcimonie de la manie`re
suivante :
min
aBi
∥∥∥aBi∥∥∥0 tel que ∥∥∥BsaBi − xi∥∥∥2 ≤ δ (1.12)
ou`
∥∥∥aBi∥∥∥0 correspond au nombre d’e´le´ments du vecteur aBi diffe´rents de 0, Bs ∈ RL×m repre´sente
une bibliothe`que de m signaux de L e´chantillons parmi lesquels se trouvent les signaux source,
aBi ∈ Rm×1 est le vecteur des coefficients multiplicatifs associe´s a` l’observation xi ∈ RL×1 et δ
est une valeur proche de 0.
Lorsque le nombre d’e´le´ments non nuls devient trop faible devant la taille de la bibliothe`que
l’e´quation (1.12) devient un proble`me mal pose´ [39]. Les me´thodes correspondent alors a` des
re´gressions qui cherchent a` re´soudre une approximation de (1.12). Cette approximation va ge´ne´ralement
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faire appel a` la norme l1. C’est par exemple le cas de la me´thode SUNSAL [40]. On peut aussi
utiliser cette hypothe`se de parcimonie dans le cas de me´langes non-line´aires. Dans [41] un mode`le
bi-line´aire est utilise´. On remarquera cependant que dans ce cas le proble`me de SAS est biaise´
puisque les signaux sources sont de´ja` connus et que l’on cherche seulement les parame`tres du
me´lange.
On peut aussi trouver des me´thodes dites “mixtes” qui vont utiliser les diffe´rentes hypothe`ses
de parcimonie. Cette classe de me´thodes dites d’analyse en composantes parcimonieuses offre
un large choix d’approches. Cependant elle repose sur des hypothe`ses qui peuvent se re´ve´ler
fortes dans le cas du W-DO ou alors elles peuvent ne´cessiter la connaissance de bibliothe`ques
des sources ce qui e´loigne du caracte`re aveugle de la SAS.
1.1.2.4 Les me´thodes de NMF
La classe des me´thodes de factorisation en matrices non-ne´gatives (Nonnegative Matrix Fac-
torisation en anglais) regroupe des me´thodes base´es sur une hypothe`se, la non-ne´gativite´ des
signaux sources ainsi que des parame`tres de me´lange. Ce type de me´thodes a e´te´ introduit par
Paatero et Tapper dans [42]. Le de´veloppement des algorithmes lie´s a` la NMF prend surtout son
essor apre`s les travaux de Lee et Seung [43], [44]. La NMF e´tant la base d’une partie des travaux
pre´sente´s dans ce manuscrit, elle fera donc l’objet d’une pre´sentation plus approfondie que les
classes de me´thodes e´voque´es pre´ce´demment.
Le principe de la NMF est assez simple. Soit une matrice non-ne´gative Y ∈ R+ F×B et
une dimension D telle que D ≤ min(F,B), l’objectif est de trouver deux matrices positives
W ∈ R+ F×D et H ∈ R+ D×B qui factorisent Y :
Y = WH. (1.13)
Cette approche diffe`re des factorisations de type LU ou QR [45] qui cherchent a` factoriser Y
de telle sorte que :
Y = LU avec U une matrice triangulaire supe´rieure
Y = QR avec Q une matrice orthogonale et R une matrice triangulaire supe´rieure.
Dans ce cas on ne peut pas ajouter la contrainte sur la dimension D.
La premie`re application de la NMF concerne des images de visages desquels on souhaite
extraire les diffe´rentes parties (bouche, yeux...) [43]. Par la suite l’utilisation de la NMF s’est
de´veloppe´e dans de nombreux domaines de la SAS [46].
Si l’on se place dans le cadre de la SAS, la NMF e´quivaut, a` partir d’une matrice des observations
positive, Y ∈ RP×E , a` retrouver les matrices non-ne´gatives, W ∈ RP×D et H ∈ RD×E telles que
X = AS.
On retrouve ici l’e´criture du me´lange line´aire de l’e´quation (1.3), avec D = M , le nombre
de sources. La NMF permet donc, dans le cas de me´langes line´aires, de retrouver les signaux
sources et les parame`tres de me´lange. On remarquera que le proble`me est syme´trique et que l’on
peut tout aussi bien e´crire l’e´quation (1.13) sous la forme YT = HTWT , ce qui permettra dans
certains cas de pouvoir inverser signaux sources et coefficients.
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Pour retrouver les matrices facteurs, les algorithmes NMF fonctionnent sur un principe ite´ratif
qui consiste ge´ne´ralement a` minimiser une fonction de couˆt, J . On cherche ainsi a` minimiser la
distance entre la matrice des observations Y et le produit des matrices estime´es WH, sous la
contrainte de non-ne´gativite´ :
min
W,H
J (Y,W,H) = min
W,H
D(Y‖WH), avec W ≥ 0 et H ≥ 0 (1.14)
ou` D(·‖·) de´signe une distance entre matrices (ou vecteurs). Le choix de cette mesure de distance
va de´pendre de la structure des donne´es, de la distribution des signaux a` e´tudier, du bruit. La
mesure la plus commune est celle qui a e´te´ introduite par [43], elle correspond a` la norme de
Frobenius, ‖ · ‖F , (qui e´quivaut a` la norme l2 ou distance euclidienne).
D(Y‖WH) = 12
∥∥∥Y−WH∥∥∥2
F
. (1.15)
Cette distance est bien adapte´e dans le cas de bruits additifs gaussiens [47] sur les signaux sources.
Dans le cas d’autres types de bruit la divergence de Kullback-Leibler (aussi appele´e I-divergence)
[44] est largement utilise´e :
D(Y‖WH) =
∑
e,b
(
yeb · ln
(
yeb
[WH]eb
)
− yeb + [WH]eb
)
(1.16)
De nombreuses autres fonctions de couˆt ont e´te´ utilise´es, on pourra citer les divergences de Breg-
man [48], les divergences de Itakura Saito [49] ou encore les β-divergence [50] qui regroupent
certaines des divergences pre´ce´demment mentionne´es. Dans [51] un large e´ventail des choix de
distances possibles est mentionne´.
Unicite´ et convergence de la NMF Jusqu’a` pre´sent on a parle´ de la de´composition de Y
en W et H cependant cette de´composition n’est pas unique. En effet on peut tre`s bien trouver
une matrice Q ∈ RD×D, inversible, telle que Y = WQQ−1H = W˜H˜. On obtient alors deux
nouvelles matrices facteurs. La contrainte de non-ne´gativite´ ne s’applique pas a` Q. Il n’y a donc
pas unicite´ de la solution [52].
De plus dans le cas de la NMF les crite`res ne sont convexes que selon l’une des deux variables.
Par conse´quent les algorithmes de NMF ne peuvent converger que vers des minima locaux. La
convergence de l’algorithme vers la solution va donc de´pendre de diffe´rents parame`tres (initia-
lisation, ajouts de contraintes,...) que nous de´velopperons ulte´rieurement. Diffe´rents auteurs se
sont penche´s sur le cas de la convergence des algorithmes de NMF. [53] et [54] ont une approche
mathe´matique du proble`me et donnent les conditions suffisantes sur les donne´es pour avoir une
solution unique a` la NMF. Ces conditions sont toutefois tre`s difficiles a` satisfaire dans le cas
d’e´tude de signaux “re´els”. D’autres auteurs pre´fe`rent e´tudier la convergence vers un minimum
local [55] [56]. On se servira ensuite des diffe´rents parame`tres pour que ce minimum local soit
le plus proche possible de la solution. Diffe´rents e´le´ments influenc¸ant la convergence de la NMF
sont de´crit ci-dessous ;
Normalisation des matrices produits Pour contraindre le champ des solutions possibles il
est possible de normaliser les colonnes de W et/ou les lignes de H. Cette approche est
utile lorsque l’on ne dispose d’aucun a priori, elle permet d’atte´nuer les effets de facteur
d’e´chelle. La plus commune de ces normalisations correspond a` la division des vecteurs
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choisis (lignes de W ou colonne de H) par la somme de leurs e´le´ments respectifs, ce qui
e´quivaut a` diviser par la norme l1 de chaque vecteur. D’autres normes peuvent eˆtre uti-
lise´es, cependant d’apre`s [52], c’est avec la norme l1 que l’on obtient les meilleurs re´sultats.
Initialisation Les me´thodes NMF e´tant des me´thodes ite´ratives il est ne´cessaire de les initialiser.
Les performances de ces me´thodes vont souvent eˆtre fortement de´pendantes de l’initiali-
sation choisie. En effet si l’initialisation n’est pas “bonne” l’algorithme peut diverger ou
converger vers un minimum local qui sera e´loigne´ de la solution attendue. De nombreuses
possibilite´s d’initialisation ont e´te´ e´tudie´es [57], [58], [59]. Le choix de l’initialisation ou de
la me´thode d’initialisation pourra de´pendre des connaissances a priori, du type de signaux...
Ajout de contraintes au crite`re de distance Il est possible d’ajouter a` la fonction de couˆt
des contraintes supple´mentaires a` la distance a` minimiser. On re´duit alors le champ des
solutions possibles. L’ajout de telles contraintes va eˆtre soumis aux connaissances a priori ou
aux hypothe`ses faites sur l’une et/ou l’autre des matrices facteurs recherche´es. La fonction
de couˆt (1.14) devient alors :
J (Y,W,H) = D (Y‖WH) + αWJW (W) + αHJH (H) (1.17)
ou` αW et αH sont des parame`tres de re´gularisation positifs, dont la valeur influencera
l’impact de la contrainte sur le re´sultat final, et JW (W) et JH (H) sont les fonctions qui
contraignent la recherche des matrices W et H.
Diffe´rents types de contraintes peuvent eˆtre choisis. La` encore cela de´pendra des donne´es
conside´re´es et de la situation dans laquelle on se place. Ne´anmoins certaines ont largement
e´te´ de´veloppe´es :
• la contrainte de parcimonie, telle qu’elle a e´te´ de´crite dans 1.1.2.3, a largement e´te´ utilise´e
dans le cas de me´thodes NMF contraintes [60], [61]. Elle peut s’appliquer a` une matrice
en particulier ou aux deux. Dans [60] on a par exemple JH (H) = ∑db hij et αW = 0.
• la contrainte sur le lissage est aussi largement utilise´e [62]. Avec cette contrainte on
cherche a` obtenir des signaux et/ou des parame`tres (selon les matrices contraintes) qui
soient les plus lisses et continus possible. Pour ce type de contraintes on aura tendance a`
utiliser la norme l2. En effet cette norme va d’avantage mettre en e´vidence les variations
importantes.
• la contrainte sur la localisation est aussi une possibilite´. Ce type de contraintes peut eˆtre
utilise´ sur un graphe (the´orie des graphes) [63]. On met aussi en place cette contrainte
en traitant le proble`me d’un point de vue local [64]. On retrouve fre´quemment ce genre
d’approche lorsque l’on traite des images ou` l’on observe une cohe´rence spatiale (route
qui se poursuit sur plusieurs pixels, champs qui recouvrent plusieurs pixels voisins...).
• des contraintes qui s’appuient sur des connaissances statistiques des signaux sources (ou
des parame`tres de me´lange) sont inte´ressantes a` utiliser dans le cas de mode´lisations
gaussiennes. Dans ce cas on est alors dans des configurations semi-supervise´es. C’est le
cas de [65], ou` des me´langes de gaussiennes sont utilise´s comme contraintes.
Bien d’autres parame`tres peuvent eˆtre utilise´s pour faire converger la NMF vers la solution
attendue (jouer sur le crite`re d’arreˆt des ite´rations [66], etc). Ces nombreuses possibilite´s vont
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aussi de´pendre du type d’algorithme utilise´ pour effectuer la NMF.
Quelques algorithmes de NMF
Des algorithmes de NMF ont e´te´ de´veloppe´s pour chacune des fonctions de couˆt envisage´es
(se rapporter aux diffe´rentes re´fe´rences de´ja` cite´es). Cependant la majorite´ de ces me´thodes sont
base´es sur deux grandes classes d’algorithmes. Pour pre´senter ces algorithmes, on conside`re que
la fonction D correspond a` la distance de Frobenius, telle que de´crite dans (1.15). On cherche
donc a` re´soudre :
min
W,H
J (Y,W,H) = min
W,H
(1
2
∥∥∥Y−WH∥∥∥2
F
)
, avec W ≥ 0 et H ≥ 0. (1.18)
Des variantes des algorithmes pre´sente´s ci-dessous existent pour des choix diffe´rents de D ainsi
que dans les cas ou` des contraintes sont rajoute´es, comme dans (1.17).
Algorithmes par gradient projete´ : Ces algorithmes utilisent la me´thode du gradient pro-
jete´, avec, a` chaque ite´ration, une mise a` jour des matrices sur l’espace des solutions pos-
sibles. Dans le cas de (1.18) la seule contrainte porte sur la non-ne´gativite´, l’espace des so-
lutions correspond donc a` R+. Cet espace pourra eˆtre modifie´ dans le cas ou` des contraintes
sont ajoute´es, comme dans la fonction de couˆt de´crite dans (1.17). La version standard, la
plus simple, de l’algorithme de NMF donne les re`gles de mise a` jour des matrices suivantes :
W←
[
W− βW ∂J
∂W
]
+
(1.19)
H←
[
H− βH ∂J
∂H
]
+
(1.20)
ou` βW ∈ R∗+ et βH ∈ R∗+ correspondent aux pas des ite´rations de mise a` jour de W et H.
Leurs valeurs peuvent eˆtre fixe´es manuellement ou eˆtre adapte´es automatiquement au cours
de l’algorithme. La notation [.]+ signifie que chacun des e´le´ments des matrices mis a` jour
est projete´ sur le domaine R+. Cette projection e´quivaut a` associer une valeur quasi-nulle
a` toutes les valeurs ne´gatives. Diffe´rents algorithmes de NMF utilisent le gradient projete´
[67], [68], [69]. Cependant la mise a` jour diffe`re en raison de la complexification du mode`le
(fonction de couˆt, adaptation du pas...).
Algorithmes multiplicatifs : Les premiers algorithmes de type multiplicatif ont e´te´ de´veloppe´s
par Lee et Seung [44]. On remarquera d’ailleurs que dans [44] les algorithmes de mise a`
jour sont donne´s dans le cas ou` D correspond a` la distance de Frobenius et dans celui ou`
D correspond a` la divergence de Kullback-Leibler. Les algorithmes multiplicatifs sont issus
des algorithmes de descente de gradient. Les pas βW et βH sont remplace´s par une e´criture
en fonction des matrices. C’est l’un des avantages de ce type d’algorithme puisque le pas
est ainsi automatiquement fixe´ par l’algorithme. Dans la version la plus simple la mise a`
jour des algorithmes multiplicatifs s’e´crit de la manie`re suivante :
W←W
((
YHT
)

(
WHHT
))
(1.21)
H← H
((
WTY
)

(
WTHH
))
(1.22)
ou`  est l’ope´rateur de produit terme a` terme (produit de Hadamard) et  l’ope´rateur de
division terme a` terme. Ce type d’algorithmes est plus difficile a` adapter pour des fonctions
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de couˆt, J , quelconques car il n’existe pas de re`gles pour obtenir les formules de mise a`
jour correspondantes. Cependant on trouve dans la litte´rature de nombreux algorithmes
multiplicatifs [48], [70],[71], [72]. Chacun de ces algorithmes va eˆtre de´veloppe´ a` partir de
mode`les ou de contraintes particulie`res. Ainsi dans [48] et [72] on remplace la distance de
Frobenius par une divergence. Dans [70], des fonctions de contraintes ont e´te´ rajoute´es au
sein de la fonction de couˆt.
Algorithmes ALS : Les algorithmes ALS (Alternating Least Square) sont issus des premiers
travaux sur la NMF de Paatero et Tapper [42]. Ces algorithmes s’appuient sur le fait que
le proble`me d’optimisation de´crit dans (1.18) n’est pas convexe conjointement pour W et
H, mais qu’il l’est soit pour W soit pour H. L’ide´e est donc de fixer une des deux matrices,
par exemple W, puis de calculer la seconde, H, par moindres carre´s. On calcule ensuite
une valeur mise a` jour de W par moindres carre´s en utilisant la nouvelle matrice H. Lors
de chaque mise a` jour, chacun des e´le´ments des matrices sont projete´es sur l’espace des
solutions, R+. On ite`re ensuite ce processus. De nombreuses variantes de cet algorithme
ont e´te´ de´veloppe´es. Elles ont permis de prendre en compte des fonctions de couˆt plus com-
plexes. Dans [73], des fonctions de contraintes sont inse´re´es dans la fonction de couˆt afin
de contraindre, entre autres, la parcimonie. D’autres exemples sont illustre´s dans [74] et [75].
Il existe encore d’autres classes d’algorithmes pour effectuer la NMF. Pour d’avantage d’in-
formations sur les grandes classes d’algorithmes on pourra se re´fe´rer a` [47] et [46] ainsi qu’aux
re´fe´rences qui y sont mentionne´es.
La NMF dans le cas de me´langes non-line´aires
Les me´thodes de NMF ont aussi e´te´ adapte´es pour certaines cate´gories de me´langes non-
line´aires. Dans [76] un mode`le original est utilise´ :
Y = WH + R (1.23)
ou` la matrice R repre´sente l’ensemble des effets non-line´aires. Par exemple dans le cas du me´lange
line´aire-quadratique de´crit dans (1.7), R correspond au vecteur obtenu par le terme quadratique.
L’avantage de ce type de mode`le est qu’il peut s’appliquer quel que soit le type de me´langes po-
lynoˆmiaux. Cependant il ne permet pas de retrouver les parame`tres correspondant aux termes
non-line´aires. L’objectif de la NMF pour ce type de me´lange vise a` minimiser la fonction de couˆt
J = D (Y‖WH + R) + ‖R‖2,1 ou` ‖.‖2,1 est la norme l2,1. W et R sont mises a` jour par MM
(Majorization-Minimization en anglais) et R via un algorithme stochastique. On s’e´loigne ici
du principe de la NMF puisqu’on ne cherche plus a` de´composer la matrice d’observation en un
produit de matrices.
Parmi les me´thodes NMF pour le non-line´aire on pourra aussi citer la me´thode de´veloppe´e
dans [77]. Cette me´thode s’inte´resse au cas des me´langes line´aires-quadratiques dont le mode`le
est de´crit dans (1.7). L’avantage de ce type de me´lange est qu’il peut s’e´crire sous forme du
produit de deux matrices, (1.8). La me´thode de´veloppe´e s’appuie donc sur cette e´criture ainsi
que sur un certain nombre de crite`res et contraintes pour obtenir, par descente de gradient, une
mise a` jour de W et H.
On pourra aussi citer [78]. Cette me´thode utilise la projection de la matrice a` de´composer, Y
sur un nouvel espace via une fonction φ : RD → H. On obtient alors V =
[
φ (y1) · · ·φ (yB)
]T
.
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Dans cet espace V est de´composable en produit de matrices, V = WH. La de´composition se
fait donc dans cet espace. Dans [78] la mise a` jour se fait par un algorithme multiplicatif.
1.1.3 De la SAS au de´me´lange hyperspectral
Les principes ge´ne´raux de la SAS ont e´te´ pre´sente´s. Le travail propose´ dans le cadre de cette
the`se s’inte´resse a` traiter des images hyperspectrales, plus pre´cise´ment a` effectuer du de´me´lange
hyperspectral. On montrera dans cette partie en quoi le de´me´lange hyperspectral est un cas de
SAS.
1.1.3.1 L’imagerie hyperspectrale en te´le´de´tection
Une image hyperspectrale correspond a` une image acquise sur un grand nombre de longueurs
d’onde, entre une vingtaine et plusieurs centaines, sur un domaine spectral re´duit. Actuellement
deux domaines sont favorise´s pour ce type d’images, le VNIR-SWIR entre 0.4µm et 2.5µm
qui correspond au visible et au proche infra-rouge, le domaine thermique entre 8µm et 12µm.
L’objectif avec ce type d’images est d’avoir une tre`s bonne re´solution spectrale, de l’ordre de ∆λλ ∼
1%. En contrepartie la re´solution spatiale de ces images est de´grade´e par rapport a` celle obtenue
pour de l’imagerie multispectrale, qui acquiert une image sur quelques bandes (ge´ne´ralement
une dizaine), ou panchromatique (image en niveau de gris). La re´solution spatiale des images
hyperspectrales va de´pendre du type de support du capteur.
• L’imagerie ae´roporte´e permet des re´solutions comprises entre plusieurs dizaines de cen-
time`tres et quelques me`tres. La came´ra hyperspectrale 0.4 − 2.5µm HySpex, faite pour
l’imagerie ae´roporte´e, est compose´e de deux capteurs : (a) une camera sensible entre 0.4µm
et 1µm avec une re´solution spatial de 80cm, (b) un capteur sensible entre 1µm et 2.5µm,
avec une re´solution spatiale de 1.6m, pour une altitude de 2km.
• Dans le cas de l’imagerie spatiale, dans le domaine 0.4 − 2.5µm, la re´solution spatiale
est de l’ordre de la dizaine de me`tres. Les projets comme PRISMA ou EnMap pre´voient
respectivement des re´solutions de 20m et 30m.
Dans les images hyperspectrales, chaque pixel est donc associe´ a` un spectre. On s’inte´ressera ici
a` la signification de ces spectres.
Les premiers travaux de spectrome´trie ont eu pour objectif l’e´tude du comportement ge´ophysique
des sols [79], [80]. Ils s’appuient sur une e´tude fine des phe´nome`nes de transfert radiatif qui inter-
viennent dans le cadre de la te´le´de´tection. A partir de ces e´tudes des mode`les ont e´te´ de´veloppe´s
pour de´crire l’impact de la re´flectance des mate´riaux, pre´sents au sein d’une observation, dans le
spectre enregistre´ par les capteurs. Les mode´lisations obtenues vont ouvrir la voie a` de nombreux
domaines de la te´le´de´tection :
extraction de cibles : il s’agit de rechercher a` l’inte´rieur d’une image un e´le´ment plus petit
que la re´solution spatiale d’un pixel. Pour cela on recherche le spectre caracte´ristique de
cet e´le´ment dans les spectres observe´s de chaque pixel [81], [82].
classification : ce domaine existait de´ja` pour les images “classiques”(panchromatique ou mul-
tispectral), on verra ne´anmoins des me´thodes apparaˆıtre pour prendre en compte la richesse
spectrale de ces nouvelles images [83] [84].
de´me´lange : il s’agit de retrouver les spectres des mate´riaux qui sont pre´sents dans un pixel
ainsi que leur proportion a` partir du spectre observe´ de chaque pixel. Ce domaine d’e´tude
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sera d’avantage de´taille´ dans la partie suivante.
fusion d’images hyperspectrales et panchromatiques (ou multi-spectrales) : ce domaine
vise a` compenser la moins bonne re´solution spatiale des images hyperspectrales en utilisant
des images panchromatiques ou multi-spectrales (dans ce cas on parle de multi-sharpening)
qui ont une meilleure re´solution spatiale [85].
1.1.3.2 Le de´me´lange hyperspectral
Nous allons porter une attention particulie`re au cas du de´me´lange hyperspectral. L’objectif
est donc d’extraire la proportion et/ou les spectres des mate´riaux dits purs au sein de chaque
pixel. On conside´rera pour l’instant que l’image se compose de M mate´riaux purs. L’estimation
(ou le choix si on n’est pas dans le cas aveugle) de ces mate´riaux purs va de´pendre de l’e´chelle
d’e´tude, de l’application... On s’inte´ressera d’avantage a` cette notion dans une prochaine par-
tie. L’une des premie`res formalisation ge´ne´rale de cette proble´matique est faite par Keshava et
Mustard dans [86]. Dans cet article deux cate´gories de surfaces sont distingue´es. Les e´quations
reliant les spectres de re´flectance des mate´riaux purs aux spectres observe´s varient en fonction
du paysage observe´.
La premie`re cate´gorie de sce`ne correspond a` des surfaces planes, en “damier”. Les mate´riaux
qui composent la sce`ne occupent au sol une surface de´finie. Un rayon de lumie`re n’interagit alors
qu’avec un unique mate´riau en chaque point e´le´mentaire, comme repre´sente´ sur la Figure.1.1.
Dans ce cas on conside`re que le mode`le de me´lange est line´aire. Le spectre observe´ dans un
pixel p, xp s’e´crit comme la somme ponde´re´e des spectres en re´flectance des mate´riaux purs, rm,
pre´sents dans l’image :
xp =
M∑
m=1
cpmrm. (1.24)
Ici rm = [rm1, · · · , rmL]T est un spectre en re´flectance de L longueurs d’onde, donc ∀m, rm ≥ 0
et cpm repre´sente le coefficient de me´lange pour le mate´riau m au sein du pixel p. On appelle
l’ensemble de ces coefficients abondances. Ils repre´sentent la proportion de surface occupe´e par
le mate´riau m dans le pixel p. Par conse´quent deux contraintes s’appliquent sur les cpm :
• la contrainte de non-ne´gativite´, APC (Abundance positivity constraint) :
cpm ≥ 0, ∀ [p,m] ∈ J1, P K× J1,MK (1.25)
car la surface occupe´e au sol est positive ou nulle.
• la contrainte de somme a` un, ASC (Abundance Sum-to-one Constraint) :
M∑
m=1
cpm = 1, ∀p ∈ J1, P K (1.26)
car la somme des proportions de surface occupe´es par les mate´riaux purs, correspond a` la
totalite´ de la surface du pixel.
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Si l’on s’inte´resse non plus a` un pixel mais a` une image on peut e´crire (1.24) sous forme matri-
cielle :
X = CR avec ∀p
{ ∑M
m=1 cpm = 1
cpm ≥ 0 ∀m ∈ J1,MK (1.27)
ou`
– X = [x1, · · · ,xP]T ∈ RP×L est la matrice contenant l’ensemble des spectres (a` L bandes)
observe´s dans l’image,
– R = [r1, . . . , rM]T ∈ RM×L est la matrice contenant les M spectres purs,
– C = [c1, · · · cP]T ∈ RP×M est la matrice des abondances ou` cp = [cp1 · · · cpM ]T ∈ RM×1
correspond au vecteur des coefficients de me´lange pour le pixel p.
A partir des e´quations (1.24) ou (1.27) on constate que l’on se situe dans le cas d’une SAS
contrainte. En effet dans le cas initial du de´me´lange, tel qu’introduit par Keshava et Mustard, les
spectres de mate´riaux purs ne sont pas connus. Ils correspondent aux signaux sources du me´lange.
Ces spectres sont appele´s poˆles de me´lange (ou endmembers en anglais). Les abondances sont
les parame`tres du mode`le de me´lange qui correspondent a` une information physique, la surface
occupe´e au sol, il s’agit souvent de la principale information recherche´e. Les connaissances sur
la physique des signaux et des parame`tres ont abouti aux contraintes sur les abondances (1.25)
et (1.26) ainsi qu’a` la contrainte de non-ne´gativite´ sur les poˆles de me´lange. En te´le´de´tection
le choix de conside´rer les spectres comme e´tant les sources et les abondances comme e´tant les
parame`tres de me´lange est le plus fre´quent. Il est cependant possible d’inverser ces appellations
et de conside´rer que les abondances sont les sources. Ce choix est courant dans le cadre de la
se´paration de sources pour l’observation de l’univers.
Figure 1.1 – Sce`ne de type damier.
Le second type de me´lange introduit par Keshava et Mustard regroupe l’ensemble des me´langes
non-line´aires. Ils sont illustre´s par le cas des me´langes intimes, Fig. 1.2. Ce type de sce`nes corres-
pond a` des sols tre`s rugueux ou granuleux, ou` les mate´riaux purs sont finement meˆle´s. La lumie`re
interagit avec plusieurs mate´riaux avant de rejoindre le capteur. Ce type de me´lange apparaˆıt
fre´quent lorsque l’on souhaite e´tudier des phe´nome`nes microscopiques, des zones de sables ou
encore des pollutions aux hydrocarbures dans les sols.
Dans [86] aucun mode`le de me´lange n’est donne´ dans les cas non-line´aire. Keshava et Mus-
tard introduisent seulement cette possibilite´ pour expliquer les erreurs observe´es si l’on conside`re
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Figure 1.2 – Sce`ne de type me´lange intime
dans certains cas le me´lange line´aire. Cependant il existe des mode`les de me´lange non-line´aire qui
e´tablissent le lien entre les spectres des poˆles de me´lange et les spectres observe´s. Les me´langes
intimes peuvent eˆtre caracte´rise´s par les mode`les de Hapke [7] ou de Shkuratov [8]. Cependant
ces mode`les sont hautement non-line´aires et ne´cessitent la connaissance, l’estimation d’un grand
nombre de parame`tres. Le proble`me de SAS est donc extreˆmement difficile a` re´soudre.
D’autres types de mode`les de me´lange non-line´aires ont e´te´ obtenus dans le cas de l’obser-
vation de la Terre. Dans [4] un mode`le de me´lange a e´te´ obtenu a` partir de l’e´tude du transfert
radiatif en milieu urbain. Il permet de prendre en compte les phe´nome`nes de re´flexions mul-
tiples sur des baˆtiments. Le mode`le de me´lange obtenu correspond a` un mode`le quadratique avec
certaines contraintes. On peut alors e´crire le spectre xp :
xp =
M∑
m=1
cpmrm+
M∑
m=1
M∑
µ=m
cpmµrmrµ, ∀p, avec

∑M
m=1 cpm = 1
cpm ≥ 0 ∀m ∈ J1,MK
0 ≤ cpmµ ≤ 0.5 ∀1 ≤ m ≤ µ ≤M
(1.28)
ou`
– cpmµ repre´sente le coefficient de me´lange des termes quadratiques associe´s au pixel p ainsi
qu’aux spectres m et µ,
– rm  rµ repre´sente le produit entre deux spectres. Ce terme provient de la re´flexion d’une
partie de la lumie`re sur le mate´riau m puis sur le mate´riau µ (ou inversement) avant
d’atteindre le capteur.
Ce mode`le est extreˆmement inte´ressant car il s’appuie sur une e´tude physique du phe´nome`ne et
non sur une e´volution des mode`les pre´ce´dents pour les faire coller aux observations.
D’autres mode`les se sont inte´resse´s au cas de sce`nes avec pre´sence d’arbres [87], [88], [89].
Comme dans le cas de l’urbain, on voit alors apparaˆıtre des re´flexions multiples de la lumie`re avant
l’arrive´e au capteur. Les mode`les propose´s sont donc souvent des mode`les line´aire-quadratiques.
On pourra citer celui propose´ par Fan et al. dans [89]. Ce mode`le se rapproche de celui propose´
par Meganem et al., la principale diffe´rence re´side dans les coefficients de me´lange des termes
quadratiques :
xp =
M∑
m=1
cpmrm +
M∑
m=1
M∑
µ=m+1
cpmcpµrm  rµ. (1.29)
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Ici les coefficients de me´lange des termes quadratiques correspondent aux produits du rapport
de surface occupe´ par chacun des mate´riaux. On constate aussi que ce mode`le n’autorise pas les
produits de meˆmes sources. Cependant il n’est base´ sur aucune analyse physique des phe´nome`nes
physiques pre´sents.
On constate donc que le proble`me de de´me´lange est un proble`me de SAS mais avec des
contraintes particulie`res. Ces contraintes de´pendront du type de sce`nes e´tudie´es, de la re´solution
spatiale des images hyperspectrales, de la mode´lisation physique choisie... La pre´sence de ces
contraintes ainsi que des a priori physiques va influencer le choix des me´thodes a` utiliser parmi
celles de´crites dans la partie pre´ce´dente (section 1.1.2).
1.2 Le de´me´lange hyperspectral sur des donne´es re´elles
Re´sume´ :
Apre`s avoir introduit le de´me´lange hyperspectral et mis en e´vidence qu’il s’agissait d’un proble`me
de SAS, nous allons pre´senter les me´thodes utilise´es pour effectuer le de´me´lange hyperspec-
tral. Dans un premier cas nous nous inte´resserons au cas line´aire puis nous aborderons le cas
de mode`les de me´lange plus complexes. Finalement nous introduirons les limites connues des
me´thodes pre´sente´es lorsqu’elles sont applique´es a` des images hyperspectrales re´elles.
1.2.1 Les me´thodes de de´me´lange line´aires
Dans la section 1.1.3.2 on a montre´ que, pour un certain nombre de sce`nes, un mode`le de
me´lange line´aire pouvait eˆtre une bonne approximation des phe´nome`nes de transfert radiatif
entrant en jeu avant l’arrive´e au capteur. Les particularite´s de ce mode`le, de´crit par (1.27), ainsi
que les caracte´ristiques des signaux, vont orienter le choix des me´thodes se´lectionne´es pour ef-
fectuer le de´me´lange.
Ainsi les me´thodes d’ICA (cf. Section 1.2.1) ne sont gue`re applicables au de´me´lange car les
spectres de diffe´rents mate´riaux peuvent eˆtre largement corre´le´s. Une discussion correspondant
a` cette proble´matique est propose´e dans [90]. Il apparaˆıt que les re´sultats des me´thodes ICA se
de´gradent lorsque la corre´lation entre les spectres sources augmente. Des me´thodes de de´me´lange
ont cependant e´te´ de´veloppe´es, [91], [92]. Elles ne pourront eˆtre utilise´es que dans le cas ou` la
diffe´rence entre les poˆles de me´lange sera suffisamment grande.
1.2.1.1 Les me´thodes ge´ome´triques
Les me´thodes de de´me´lange ge´ome´triques sont issues de la contrainte de somme a` un (ASC),
(1.26). En effet si l’ASC est ve´rifie´e l’ensemble des observations seront contenues dans un sim-
plexe dont les sommets sont les poˆles de me´lange. L’objectif va donc consister a` de´terminer les
sommets de ce simplexe a` partir des observations. On obtient alors les poˆles de me´lange. On
re´cupe`re ensuite les abondances dans chacun des pixels.
Extraction des poˆles de me´lange On distingue deux types de cas dans les extraction des
poˆles de me´lange qui utilisent la ge´ome´trie du simplexe. Dans le premier cas, il existe des pixels
dans lesquels un seul mate´riau est pre´sent. On parlera de spectres purs. Dans ce cas, les sommets
du simplexe sont contenus dans la figure des observations. Il faut alors rechercher ces sommets.
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De nombreuses me´thodes d’extraction de poˆles de me´lange sont base´es sur cette hypothe`se de
pre´sence de spectres purs. On pourra citer les plus connues comme N-FINDR [93], PPI [94] ainsi
que toutes ses de´rive´es (FIPPI [95]...), VCA [96]. Ces me´thodes sont base´es sur la maximisation
du volume du simplexe.
Dans le second cas il n’y a plus de spectres purs, par contre il y a des spectres observe´s
sur les areˆtes du simplexe, c’est-a`-dire qu’il y a suffisamment de me´langes 2 a` 2. Les me´thodes
de´veloppe´es dans ce type de cas cherchent a` minimiser le volume du simplexe. La me´thode SI-
SAL [97] propose de re´soudre le proble`me d’optimisation lie´ a` la minimisation du volume. Cette
me´thode relaˆche la contrainte de positivite´ sur les spectres. Cependant une fonction est ajoute´e
a` la fonction de couˆt qui pe´nalise la non-positivite´ des spectres. La me´thode MVSE, pre´sente´e
dans [98], re´sout le proble`me d’optimisation en conservant la contrainte de positivite´.
Ces me´thodes sont tre`s efficaces lorsqu’il y a absence de bruit et que la condition de pre´sence
de pixels purs, ou de pixels sur les arreˆtes, est ve´rifie´e. Dans le cas contraire, leurs performances
vont tre`s vite diminuer.
De´termination des abondances La re´cupe´ration des abondances se fait a` partir de me´thodes
supervise´es. On conside`re que les spectres de re´flectance pre´sents dans l’image sont connus, on
cherche alors a` re´cupe´rer les coefficients de me´lange. La me´thode la plus commune´ment utilise´e
est la me´thode des moindres carre´s contrainte, FCLSU [99]. D’autres me´thodes ajoutent des
contraintes comme la parcimonie a` la recherche des coefficients de me´lange. C’est le cas de l’al-
gorithme SUNSAL [40] qui re´sout l’e´quation (1.12).
Dans le cas de SAS on associe la recherche des spectres avec la recherche des abondance. Si
on se trouve dans un cas non-aveugle ou` les spectres des poˆles de me´lange sont connus ou si l’on
dispose d’une bibliothe`que de spectres, ces algorithmes supervise´s peuvent aussi eˆtre utilise´s.
1.2.1.2 Les me´thodes baye´siennes
Les me´thodes baye´siennes sont utilisables dans le cas du de´me´lange hyperspectral (cf.partie
1.1.2.2). Dans le cas du de´me´lange hyperspectral les contraintes de somme-a`-un et de positivite´
doivent eˆtre prises en compte.
Dans [29] une premie`re me´thode de de´me´lange supervise´ a e´te´ de´veloppe´e pour obtenir les
abondances, avec la contrainte de somme-a`-un, en utilisant une approche baye´sienne. Dans ce
cas, pour chaque pixel, la distribution a priori du vecteur des abondances correspond a` une
distribution de Dirichlet. Le bruit est conside´re´ gaussien avec une variance suivant une loi de dis-
tribution gamma-inverse. Une extension de cette me´thode est pre´sente´e dans [100] pour effectuer
le de´me´lange complet. Dobigeon et al. font l’hypothe`se que les projections des poˆles de me´lange
sur les M premiers axes de l’ACP suivent une distribution conjugue´e de gaussiennes tronque´es.
D’autres me´thodes gaussiennes de de´me´lange ont e´te´ cre´e´es. Chacune se base soit sur une
mode´lisation diffe´rente des poˆles de me´lange et des abondances, soit sur l’ajout de contraintes.
Dans [35] le mode`le de me´lange est conside´re´ comme un mode`le de composition normale, c’est-a`-
dire que chaque poˆle de me´lange est vu comme une distribution gaussienne centre´e autour d’un
spectre moyen et une variance propre a` chaque poˆle de me´lange. Cette me´thode de de´me´lange
s’appuie cependant sur l’hypothe`se d’inde´pendance entre les poˆles de me´lange, ce qui fait qu’on
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ne pourra employer cette me´thode que sur des zones particulie`res. Dans [101] la contrainte de
parcimonie est incorpore´e dans les a priori de la distribution des abondances. Cependant la
me´thode est semi-supervise´e, elle requiert la connaissance des spectres pre´sents dans l’image.
A l’inverse certaines me´thodes baye´siennes ont e´te´ de´veloppe´es pour la recherche des poˆles de
me´lange. Dans [102] on introduit les a priori sur les poˆles de me´lange en se servant de la particu-
larite´ d’avoir un simplexe (cf. section 1.2.1.1). Dans [103] est introduite la notion de variabilite´
intra-classe qui sera de´taille´e dans la suite du manuscrit. Le mode`le conside´re´ part du principe
que les poˆles de me´lange sont contenus dans des gaussiennes.
Les me´thodes baye´siennes sont ge´ne´ralement tre`s couˆteuses en calcul car elles font appel a`
des processus comme les MCMC (Me´thode Monte Carlo par chaˆıne de Markov). Ces processus
visent a` tirer selon une loi de probabilite´ donne´e des e´chantillons pour converger vers la valeur
espe´re´e. Il est parfois ne´cessaire d’avoir un grand nombre de tirages. On remarquera en outre la
complexite´ d’ajouter des contraintes sur les abondances tout en cherchant a` faire du de´me´lange
non supervise´ [101].
1.2.1.3 Les me´thodes d’analyse en composantes parcimonieuses
Les me´thodes d’analyse en composantes parcimonieuses sont elles aussi largement utilise´es
dans le cas du de´me´lange line´aire. L’hypothe`se de parcimonie s’accorde bien avec les sce`nes de
type damier. En effet dans le cas ou` l’on observe un paysage les mate´riaux purs conside´re´s oc-
cuperont de larges espaces et la tre`s grande majorite´ des pixels seront occupe´s par un faible
nombre de mate´riaux. Dans le cas des e´tudes dans des zones ou` les objets sont plus petits, cette
hypothe`se pourra eˆtre discute´e.
La pre´sence de zones mono-sources, ne´cessaires a` l’application de me´thodes de type LI-
TEMPCORR (cf. section 1.2.3), est une hypothe`se forte. Dans le cas ou` cette hypothe`se serait
valide´e des me´thodes ont e´te´ de´veloppe´es pour extraire les poˆles de me´lange ainsi que les abon-
dances [104].
Les me´thodes qui cherchent uniquement a` re´duire le nombre de poˆles de me´lange implique´s
dans la reconstruction des observations ne´cessitent ge´ne´ralement un dictionnaire, B. La formula-
tion de ce type de proble´matique pour le de´me´lange hyperspectral est de´crite pre´cise´ment dans
[105]. Parmi ce type de me´thodes, SUNSAL [40] optimise l’e´quation :
min
cBi
1
2
∥∥∥BcBi − xi∥∥∥2 + λ ∥∥∥cBi∥∥∥0 tel que cBi ≥ 0. (1.30)
Il s’agit d’une extension de (1.12) pre´sente´e dans la section 1.1.2.3. La contrainte de somme-a`-un
est relaˆche´e dans cette me´thode. Le dictionnaire B pourra eˆtre issu de connaissances a priori de
la sce`ne (cas non-aveugle) ou bien eˆtre construit a` partir de la sce`ne.
Comme on le remarque dans les parties pre´ce´dentes, la parcimonie est souvent ajoute´e comme
contrainte a` d’autres types de me´thodes. On ne s’e´tendra donc pas sur cette partie.
1.2.1.4 Les me´thodes NMF
En raison de la contrainte de positivite´ sur les poˆles de me´lange et les abondances, les
me´thodes de NMF sont tre`s bien adapte´es au cas du de´me´lange. Il est cependant ne´cessaire
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d’y ajouter la contrainte de somme-a`-un. L’ensemble des conside´rations e´voque´es dans la partie
1.2.4 sont toujours valables.
Un tre`s grand nombre de me´thodes NMF on e´te´ de´veloppe´es dans le cas line´aire. Chacune pro-
pose d’ajouter une nouvelle contrainte ou de la prendre en compte diffe´remment dans la fonction
de couˆt. Dans [106] une me´thode NMF parcimonieuse est propose´e. Elle conside`re aussi que le
bruit se mode´lise comme la superposition d’un bruit gaussien et d’un bruit parcimonieux. Dans
[107] la me´thode ASSNMF (pour Abundance Separation and Smoothness constrained NMF)
introduit deux contraintes. La premie`re vise a` minimiser l’information mutuelle entre la distribu-
tion des abondances dans les pixels. La seconde lisse la distribution des abondances. Dans [108]
une contrainte est ajoute´e a` la fonction de couˆt pour minimiser la dispersion des spectres. Dans
[109] c’est la “dissimilarite´” des poˆles de me´lange qui est prise en compte dans la fonction de couˆt.
Une revue de l’ensemble des me´thodes et classes de me´thodes e´voque´es dans cette partie est
disponible dans [3]. Un grand nombre de me´thodes et algorithmes y sont pre´sente´s pour chacune
des classes de me´thodes.
1.2.2 La non-line´arite´ dans les mode`les de me´lange
Si le mode`le de me´lange line´aire est une approximation suffisante pour de nombreux types
de sce`nes, dans certains cas il ne suffit pas a` rendre compte de l’ensemble des phe´nome`nes ra-
diatifs qui induisent le spectre observe´ de chaque pixel. C’est particulie`rement le cas des sce`nes
non planes ou fortement rugueuses (cf. section 1.1.3.2). Pour tenir compte de ces effets, des
mode`les de me´langes non-line´aires ainsi que des me´thodes de de´me´lange non-line´aires ont donc
e´te´ de´veloppe´es.
Me´thodes ne s’appuyant sur aucun mode`le de me´lange de´fini Il existe des me´thodes
qui permettent de s’affranchir de la connaissance du mode`le de me´lange. Ces me´thodes sont
ge´ne´ralement base´es sur l’utilisation de re´seaux de neurones. On citera ici quelques exemples de
ce type d’approches.
Dans [110] la me´thode propose un mode`le de perceptron multi-couches. La premie`re e´tape
consiste a` effectuer une re´duction de dimensions pour retrouver les poˆles de me´lange via une Ana-
lyse en Composantes Principales Non-line´aires (NPCA) [111] puis a` rechercher les abondances.
D’autres mode`les de perceptron multi-couches ont e´te´ de´veloppe´s, dans [112] par exemple il est
construit pour le cas urbain.
Il existe aussi des approches qui utilisent des me´thodes mixtes. Une initialisation est faite
par une me´thode de de´me´lange line´aire puis un de´me´lange non-line´aire est effectue´ a` l’aide d’une
me´thode par re´seaux de neurones [113].
Une analyse des performances de diffe´rentes approches est propose´e dans [114]. Les tests sont
effectue´s sur des donne´es synthe´tiques simule´es. Parmi les me´thodes teste´es (arbres de re´gression,
mode`les adaptatifs ART, perceptron multi-couches) les meilleures performances sont obtenues
pour les perceptrons multi-couches.
D’autres me´thodes existent pour effectuer le de´me´lange non-line´aire sans connaˆıtre le mode`le
de me´lange : passage de la notion de simplexe a` celle de varie´te´ [115], changement d’espace
(me´thode a` noyau adaptatif) [116],... Nous ne nous attarderons pas plus sur ces travaux. En effet
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les travaux de cette the`se visent a` e´tudier les milieux urbains et un mode`le a e´te´ obtenu pour ce
cas pre´cis (cf. section 1.3.2, Eq.(1.28)).
Les me´thodes baye´siennes Comme il a e´te´ montre´ dans la partie consacre´e a` la description
des me´thodes baye´siennes (section 1.2.2) il est tout a` fait possible d’adapter ce type de me´thodes
aux mode`les de me´langes non-line´aires. Il suffira de recalculer les diffe´rentes lois a posteriori et
connaˆıtre suffisamment les a priori sur les sources et les coefficients.
Dans [117] la me´thode pre´sente´e est une extension de la me´thode line´aire pre´sente´e dans [35].
Elle repose sur un mode`le biline´aire ge´ne´ralise´ qui est une extension de celui propose´ par Fan
dans [89], Eq.(1.29) :
xp =
M∑
m=1
cpmrm +
M∑
m=1
M∑
µ=m+1
γpmµcpmcpµrm  rµ, ∀p, avec

∑M
m=1 cpm = 1
cpm ≥ 0 ∀m ∈ J1,MK
0 ≤ γpmµ ≤ 1
(1.31)
Cependant cette me´thode ne permet d’estimer que les abondances. Pour les tests, les poˆles de
me´lange sont extraits a` l’aide de l’algorithme VCA [96]. Cet algorithme est adapte´ au cas line´aire
et ne´cessite des pixels purs dans l’image, ce qui risque de de´grader les re´sultats obtenus par cette
me´thode.
Dans [34] le me´lange est mode´lise´ par un mode`le post-non-line´aire. Dans ce cas, les observa-
tions s’e´crivent :
xp = fp
(
M∑
m=1
cpmrm
)
+ ep (1.32)
ou` ep est la mode´lisation du bruit et la fonction fp() est de´finie comme un polynoˆme du se-
cond ordre ce qui aboutit a` une extension du mode`le pre´ce´dent. La me´thode propose´e est non-
supervise´e. Les abondances sont tout d’abord obtenues en utilisant une approche baye´sienne.
L’originalite´ de cette approche est que la re´duction de dimensionnalite´ est effectue´e en conside´rant
des variables latentes. Les abondances sont obtenues ensuite a` partir des variables latentes. Les
poˆles de me´lange sont finalement obtenus en utilisant une me´thode de re´gression gaussienne.
Ce mode`le est e´galement utilise´ dans [118], mais la me´thode pre´sente´e est une me´thode
comple`tement baye´sienne qui estime dans le meˆme temps les poˆles de me´lange et les abondances.
Les me´thodes NMF Dans le cas des me´langes line´aires-quadratiques ou biline´aires les me´thodes
NMF peuvent eˆtre adapte´es. En effet, en se basant sur le meˆme principe de factorisation que
celui qui nous a permis d’obtenir l’e´quation (1.8) dans la section 1.1.1.2, l’e´quation de me´lange
peut s’e´crire sous la forme d’un produit de deux matrices :
X = C˜R˜ (1.33)
ou` C˜ =
[
Ca, Cb
]
∈ RP×K et R˜ =
[
Ra
Rb
]
∈ RK×L avec K le nombre de poˆles de me´lange
et de spectres quadratiques dans l’image. La matrice Ra = [r1, · · · , rM]T ∈ RM×L contient
les spectres purs et la matrice Rb = [r1  r1, r1  r2, · · · , rM  rM]T ∈ RM ′×L contient les
spectres quadratiques. Les matrices Ca ∈ RP×M et Cb ∈ RP×M ′ correspondent aux matrices
des coefficients associe´s respectivement a` Ra et Rb.
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Contrairement au cas line´aire, les spectres composant la “matrice des poˆles de me´lange”, R˜, ne
sont pas inde´pendants les uns des autres. La matrice Rb e´tant la “matrice des spectres quadrati-
ques”, elle est compose´e de produits de termes de la “matrice des poˆles de me´lange”, Ra. Concer-
nant la matrice des abondances les matrices Ca et Cb ne sont pas forcement lie´es. Dans le mode`le
propose´ par Fan [89] on a pour chaque pixel p, cbp =
[
cp1 × cp2, cp1 × cp3, · · · cp(M−1) × cpM
]
,
les deux matrices Ca et Cb sont alors relie´es. A l’inverse dans le mode`le propose´ par Meganem
[4] les deux matrices sont inde´pendantes l’une de l’autre.
Dans [119] plusieurs me´thodes NMF sont de´veloppe´es pour effectuer le de´me´lange en conside´rant
le mode`le de me´lange de´crit dans [4] dont l’e´quation et les contraintes sont rappele´es dans la
section pre´ce´dente 1.3.2, eq.(1.28). La premie`re me´thode appele´e line´aire e´tendue n’utilise pas le
lien entre les matrices Ra et Rb. On passe de la recherche de M spectres purs a` la recherche de
K = M +M ′ spectres correspondant au spectres purs et aux spectres produits. La me´thode pro-
pose´e est une extension de l’algorithme multiplicatif propose´ par Lee & Seung [120]. Les matrices
sont mises a` jour sans prendre en compte le fait que certains spectres sont les produits des autres.
Le second algorithme utilise une descente de gradient et une projection sur R+ pour obtenir les
re`gles de mise a` jour de la matrice Ra. La matrice Rb est ensuite calcule´e a` partir des spectres
de Ra. En paralle`le la mise a` jour de C˜ est obtenue par descente de gradient et projection sur
les domaines respectifs de Ca et Cb. Le troisie`me et le quatrie`me algorithme propose´s dans [119]
sont des variations de cet algorithme. Le troisie`me utilise un gradient de Newton pour la mise a`
jour, le quatrie`me un algorithme multiplicatif. A partir de ces travaux, de nouveaux algorithmes
de NMF ont e´te´ de´veloppe´s. On pourra par exemple citer les travaux de Benhalouche et al. [121].
Le mode`le de Fan est utilise´ dans [122]. La fonction de couˆt contraint la somme-a`-un. La mise
a` jour des matrices Ra et Ca se fait par descente de gradient. Les autres matrices sont obtenues
a` partir de ces deux premie`res matrices.
Une revue des me´thodes de de´me´lange applique´es dans le cas de mode`les non-line´aires est dis-
ponible dans [123]. On y retrouve les me´thodes cite´es pre´ce´demment ainsi que d’autres approches
possibles. Nous avons choisi de nous en tenir a` la pre´sentation de´taille´e de quelques me´thodes
qui pouvaient s’appliquer au cas de l’e´tude des milieux urbains.
1.2.3 Les proble´matiques lie´es a` l’application de ces me´thodes sur des images
re´elles
Nous avons montre´ qu’un grand nombre de me´thodes existaient pour effectuer le de´me´lange
aussi bien dans le cas de me´langes line´aires que dans le cas de me´langes non-line´aires. Cependant
ces me´thodes, applique´es sur des images re´elles, vont se trouver confronte´es a` des proble`mes qui
non envisage´s par le mode`le de me´lange ou les contraintes ajoute´es au sein des me´thodes.
1.2.3.1 Le nombre de poˆles de me´lange
Jusqu’a` pre´sent nous n’avons pas e´voque´ la question du nombre de poˆles de me´lange au sein
des observations. En effet les me´thodes que nous avons propose´es dans les parties pre´ce´dentes
2.1 et 2.2 ne´cessitent toutes de connaˆıtre le nombre de poˆles de me´lange. On s’inte´ressera donc
aux me´thodes de´veloppe´es pour extraire le nombre de poˆles de me´lange.
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Pour obtenir le nombre de poˆles de me´lange on peut extraire la dimension de l’espace des ob-
servations. Si les images n’e´taient pas bruite´es il suffirait de calculer les valeurs propres associe´es
a` la matrice de covariance ou de corre´lation de l’image et de regarder combien de valeurs propres
sont non nulles. Dans le cas d’images re´elles, l’approche la plus commune consiste a` estimer le
nombre de valeurs propres pertinentes a` conserver pour retrouver l’ensemble de l’information.
Diffe´rentes me´thodes ont e´te´ de´veloppe´es pour cela.
Dans [124] diffe´rentes me´thodes sont propose´es, elles se basent toutes sur un seuillage des
valeurs propres. Afin d’e´tablir la valeur de ce seuil des approches se sont base´es sur la the´orie de
de´tection de Neyman-Pearson. Le re´sultat de ces me´thodes est compare´ aux re´sultats obtenus
avec une me´thode qui utilise un crite`re de se´lection sur l’information. La me´thode HYSIME est
propose´e dans [125]. Cette me´thode propose de minimiser l’erreur quadratique moyenne. Cette
fonction va de´pendre de deux termes : (i) la puissance de la projection du signal, (ii) la puissance
de la projection du bruit. Ainsi on obtient une estimation du nombre de spectres qui produisent
un espace repre´sentant le meilleur compromis entre ces deux e´le´ments.
Dans [126] c’est une approche base´e sur la the´orie des matrices ale´atoires qui utilise des
the´ore`mes issus de ce domaine d’e´tude, en particulier le SPM (Spiked Population Model). Ce
mode`le est utilise´ pour pouvoir par la suite extraire le rang de la matrice de covariance en se
basant sur l’e´cart entre les valeurs propres.
Dans les me´thodes que nous venons d’e´voquer, l’hypothe`se d’un me´lange line´aire est faite.
Dans le cas ou` cette hypothe`se n’est pas ve´rifie´e les performances de ces me´thodes peuvent dimi-
nuer. En effet il est possible de confondre les “spectres quadratiques”, issus de la multiplication
entre deux poˆles de me´lange, avec des poˆles de me´lange. On obtient alors une sur-e´valuation du
nombre de mate´riaux purs. Dans [127] une me´thode est propose´e qui permet d’extraire le nombre
de poˆles de me´lange en prenant en compte la possibilite´ de me´langes line´aires-quadratiques au
sein de l’image. La me´thode propose´e s’appuie sur une comparaison de la dimension de la matrice
de covariance des observations et de celle de corre´lation. Les diffe´rences qui apparaissent entre
le cas de me´langes line´aires et line´aires-quadratiques sont lie´es a` la pre´sence de la contrainte de
somme-a`-un.
Les erreurs de sur-estimation du nombre de poˆles de me´langes ne sont pas uniquement dues
a` la pre´sence de me´langes line´aires. En effet la notion de mate´riaux purs est tre`s subjective et
va de´pendre de l’e´chelle (spatiale) d’observation. Ainsi dans une image on pourra chercher a`
diffe´rencier diffe´rents types de ve´ge´tation [128] alors que dans d’autres cas on s’inte´ressera a`
diffe´rencier la ve´ge´tation d’autres mate´riaux (asphalte, tuiles, ardoises...) [119]. On s’inte´ressera
a` ce point dans la partie suivante (section 1.2.3.2).
1.2.3.2 La variabilite´ des classes de mate´riaux
Comme e´voque´ dans la partie pre´ce´dente, la notion de mate´riaux purs est extreˆmement sub-
jective et de´pendra des observations et de l’e´chelle spatiale a` laquelle on se place. Dans le cas
d’e´tude de sce`nes macroscopiques, ou` l’on ne cherche pas a` s’inte´resser a` la composition chimique
des mate´riaux, la notion de mate´riaux purs va caracte´riser une classe de mate´riaux. On obser-
vera alors ce que l’on appelle la variabilite´ intra-classe. Cette notion est d’abord apparue dans
les proble´matiques de classification [129]. En effet une classe de mate´riaux n’est pas de´finie par
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un seul spectre. A l’inverse on observe une variabilite´ spectrale. Ce phe´nome`ne est tout aussi
proble´matique dans le cadre du de´me´lange.
Dans la litte´rature on trouve diffe´rentes approches pour traiter cette proble´matique et diffe´rentes
me´thodes pour prendre en compte ce phe´nome`ne. Deux grands types d’approches se de´gagent
pour appre´hender ce proble`me. Dans un premier cas, les poˆles de me´lange sont vus comme des
spectres, dans un second ils sont vus comme des distributions statistiques.
Les poˆles de me´lange sont vus comme des spectres
Cette classe de me´thodes est souvent divise´e en deux, [130]. Le premier cas est une situation
semi-supervise´e. On a a` disposition une bibliothe`que contenant au moins les poˆles de me´lange
pre´sents dans l’image. Dans le second cas cette bibliothe`que n’est pas disponible. Cette distinc-
tion fait rarement varier le fond des me´thodes utilise´es. En effet les me´thodes qui n’utilisent pas
de bibliothe`que pre´-existantes en cre´ent une ou plusieurs a` partir des spectres de l’image [131].
Le principal proble`me consiste alors a` extraire une bibliothe`que “fiable” [132].
Le nombre de me´thodes s’attaquant a` ce proble`me de ce point de vue est relativement re´duit.
La principale, et plus ancienne, approche est la me´thode MESMA (Multiple Endmember Spectra
Mixture Models) de´veloppe´e dans [133]. La me´thode MESMA est base´e sur l’utilisation d’une
grande bibliothe`que. A partir des cette bibliothe`que des “two-endmembers” sont cre´e´s. Il s’agit
de la somme ponde´re´e de 2 poˆles de me´lange pre´sents dans la librairie. Ces e´le´ments sont cre´e´s
en faisant varier les ponde´rations des e´le´ments dans les me´langes. Les “two-endmembers” obte-
nus sont ensuite compare´s aux spectres de chaque pixel. Si un certain nombre de crite`res (erreur
RMS,...) sont valide´s pour un “two-endmember” on attribue au pixel les proportions qui ont servi
a` composer ce “two-endmember”. Pour les pixels qui n’ont pas e´te´ associe´s a` un “two-endmember”
on complexifie le mode`le en passant a` un “three-endmember”. Cette me´thode permet d’incor-
porer de la variabilite´ dans la classe ve´ge´tation. On trouve dans la litte´rature de nombreuses
de´rive´es de cette me´thode : MELSUM [134], AutoMCU [135]. Ces variations peuvent rajouter
des contraintes ou, au contraire, alle´ger les a priori sur les spectres et leurs variations.
Les me´thodes qui ne ne´cessitent pas de bibliothe`ques vont souvent chercher a` en cre´er une
artificiellement. C’est le cas des me´thodes qui consiste a` cre´er des “paquets” dans lesquels les
spectres sont tous conside´re´s comme les poˆles de me´lange du meˆme mate´riau, [136]. La me´thode
propose´e dans cet article consiste a` extraire le sommet du simplexe a` l’aide de l’une des me´thodes
de´crites dans la section 1.2.1.1. Ces spectres servent de graines aux paquets associe´s. On cherche
ensuite au sein de l’image les spectres des pixels qui sont corre´le´s a` 99% (ou plus). Ils corres-
pondent a` des poˆles de me´lange possibles. On se sert ensuite de ces spectres pour rechercher les
abondances. On trouve des e´volutions de ce type d’approches par paquets (bundles en anglais).
Pour cre´er des bibliothe`ques, d’autres me´thodes sont possibles. Il est par exemple possible
d’extraire a` partir des me´thodes de recherche de poˆles de me´lange cite´es dans la partie pre´ce´dente
(2.3.1) un grand nombre de poˆles de me´lange. On extraira ainsi diffe´rents poˆles de me´lange as-
socie´s a` la meˆme classe. On cre´e ainsi une bibliothe`que a` partir des donne´es. On peut alors
utiliser les me´thodes parcimonieuses sur l’image avec cette bibliothe`que [137].
D’autres approches vont pouvoir eˆtre mises en place a` partir de ces bibliothe`ques connues
ou cre´e´es. On pourra ainsi citer des me´thodes base´es sur la the´orie des ondelettes [138] pour
re´cupe´rer les abondances tout en prenant en compte la variabilite´ intra-classe.
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Plus re´cemment, Veganzones et al. [139] ont propose´ un mode`le permettant de prendre en
compte la variabilite´ intra-classe dans le mode`le de me´lange (sans passer par les mode´lisations
gaussiennes). Dans ce mode`le un spectre observe´ s’e´crit :
xp =
M∑
m=1
cpmφpmrm + ep (1.34)
ou` ep et le bruit et φpm est un re´el qui va agir comme un coefficient multiplicatif sur le poˆle
de me´lange. Ainsi on autorise une variation d’amplitude dans chaque pixel pour les poˆles de
me´lange. En se basant sur ce mode`le une me´thode de de´me´lange a e´te´ de´veloppe´e par Drumetz
et al. [140]. Cette me´thode se base sur une optimisation de chaque terme pour chacun des pixels.
Les poˆles de me´lange sont vus comme des distributions statistiques
Les me´thodes pre´sente´es dans cette classe sont des me´thodes baye´siennes. Elles s’appuient
sur le fait que la variabilite´ des poˆles de me´lange peut se voir comme une variation des poˆles
de me´lange autours d’un spectre moyen. La variation de ces spectres et leur probabilite´ de
prendre une valeur repre´sente l’aspect statistique. Ces me´thodes sont base´es sur un certain
nombre d’a priori concernant le bruit mais aussi l’allure de la distribution. Des mode`les gaussiens
peuvent eˆtre utilise´s mais pas seulement.
Les me´thodes statistiques ont, dans un premier temps, e´te´ employe´es pour mettre en place
des me´thodes de classification. Dans [129] on voit apparaˆıtre une des premie`res formes de clas-
sification par me´lange de gaussiennes. L’ide´e est ici d’extraire 2 gaussiennes relie´es telles que les
lois de probabilite´ de ces gaussiennes s’e´crivent de la manie`re suivante : z = fz1 + (1 − f)z2
avec :
z1 : N (m1,K1)
z2 : N (m2,K2) (1.35)
z1 et z2 sont les densite´s de probabilite´ des spectres purs, m1 et m2 les spectres purs moyen
et K1 et K2 les matrices de covariance. Les distributions, obtenues en faisant varier f , corres-
pondent aux spectres me´lange´s avec une proportion f du premier poˆle de me´lange et f − 1 du
second. On peut donc se servir de cette approche pour effectuer le de´me´lange. Cependant la
me´thode propose´e dans [129] ne fonctionne qu’avec 2 classes.
L’extension de ce type de me´thodes a donne´ naissance aux classifications par me´lange de
gaussiennes. Ces me´thodes permettent d’obtenir des cartes de classification issues de cette ap-
proche. On cherche a` repre´senter les donne´es comme une somme de distributions gaussiennes. Ce
type de classification va chercher a` optimiser, sous contrainte ou non, la recherche de la variance
et de la moyennes des distributions. Cependant avec ce type de me´thodes on ne re´cupe`re pas les
abondances.
Actuellement ce sont les me´thodes baye´siennes qui ont pris la suite de ce type d’approche.
En effet en conside´rant les poˆles de me´lange comme des variables ale´atoires elles permettent de
prendre en compte la variabilite´ intra-classe. Les a-priori sur ces variables serviront a` de´finir la
variabilite´. C’est pour cette raison que des extensions des me´thodes de de´me´lange baye´siennes
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telles que celles pre´sente´es dans [100] et [35] ont e´te´ e´tendues pour traiter la variabilite´ intra-
classe [141].
Des revues pre´sentant ces grands types de me´thodes sont disponible dans [130] et [142]. On
pourra aussi se re´fe´rer a` ces articles pour des re´fe´rences supple´mentaires.
1.3 Le traitement d’images hyperspectrales en zones urbaines
Re´sume´ :
Dans ce travail de the`se, nous nous inte´ressons aux milieux urbains. Cette partie sera donc
consacre´e aux diffe´rentes me´thodes de´veloppe´es dans le domaine de la te´le´de´tection pour traiter
les zones urbaines. Dans un premier temps on mettra en e´vidence les apports de la te´le´de´tection
pour l’imagerie urbaine. On s’inte´ressera ensuite aux traitements de´die´s a` l’urbain et plus parti-
culie`rement au de´me´lange hyperspectral en zone urbaine.
1.3.1 Les proble´matiques lie´es aux milieux urbains
Les territoires urbains sont aujourd’hui des zones de grand inte´reˆt sachant qu’en 2014 l’ONU
estimait que 54% de la population mondiale vivait en zone urbaine. De nombreuses proble´matiques
apparaissent donc en lien avec les pre´occupations autour de ces zones.
On pourra tout d’abord citer la gestion des espaces urbains. Avec l’agrandissement des villes,
la de´tection des limites de zones urbaines devient un enjeu dans la gestion des espaces nationaux
[143]. On cherche alors a` caracte´riser les milieux urbains de diffe´rentes manie`res :
– en de´finissant les formes caracte´ristiques des diffe´rents milieux urbains
– en spe´cifiant les caracte´ristiques spectrales des mate´riaux composant les zones urbaines
– en e´tudiant la tempe´rature de certaines re´gions urbaines.
La gestion des espaces urbains est aussi lie´e a` des proble´matiques e´cologiques. En effet la
de´tection et la quantification des espaces verts ou a` nu va avoir un impact majeur dans l’e´tude
de phe´nome`nes climatiques [144]. La de´tection de ces zones passe ge´ne´ralement par la reconnais-
sance de zones perme´ables (ve´ge´tation, terres nues...) et imperme´ables (baˆtiments, routes...). Ces
recherches vont plus loin que la simple de´tection de la ve´ge´tation.
Dans le cas des zones urbaines on pourra aussi s’inte´resser a` la de´tection d’e´le´ments en par-
ticulier comme les panneaux solaires. D’autres e´le´ments peuvent aussi eˆtre de´tecte´s comme des
voitures, des routes, des rails...
L’e´tude des villes passe aussi par l’e´tude du comportement thermique de celles-si. L’analyse
et la quantification des ıˆlots de chaleur va permettre de mettre en place des plans d’urbanisation
adapte´s aux villes e´tudie´es, afin d’ame´liorer les conditions de vie des habitants (re´duction de la
pollution...) et de re´duire la consommation e´nerge´tique de ces villes. Ce domaine, lie´ aux ıˆlots de
chaleur urbain, est largement e´tudie´ actuellement [145] [146].
On notera aussi une grande diversite´ dans les zones urbaines, diffe´rents baˆtiments (mai-
sons individuelles ou immeubles), urbanisations diffe´rentes (quartiers bien de´finis, bidonvilles),
mate´riaux de construction diffe´rents (toits en tuiles ou en ardoises)... La proble´matique sera donc
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de mettre au point des me´thodes capables de s’adapter a` tous les types de situations.
1.3.2 Les diffe´rents traitements de´die´s aux zones urbaines
Pour re´pondre a` ces proble´matiques, diffe´rents traitements ont e´te´ adapte´s au cas de l’urbain.
La majorite´ des me´thodes que nous citerons dans cette partie sont des approches utilise´es dans le
cadre ge´ne´ral de la te´le´de´tection et ont e´te´ cite´es pre´ce´demment dans la partie 1.1.3.1. Dans cette
partie nous ne nous inte´resserons qu’aux approches de´die´es a` l’exploitation d’images hyperspec-
trales ou multispectrales. En effet des me´thodes base´es uniquement sur la de´tection de coutours
et la reconnaissance de formes existent [147]. Cependant elles sont ge´ne´ralement employe´es sur
des images panchromatiques et n’utilisent pas la richesse spectrale dont nous disposons. Ces
me´thodes ne s’inscrivent donc pas dans le contexte de ces travaux de the`se.
1.3.2.1 Les me´thodes de traitement base´es sur la classification
Les premie`res me´thodes de´veloppe´es pour e´tudier les espaces urbains, avec l’imagerie multis-
pectrale ou hyperspectrale, sont des me´thodes de classification. Ces me´thodes de classification
vont s’appuyer sur les caracte´ristiques spectrales des mate´riaux. Diffe´rentes approches sont pro-
pose´es.
Dans [148] les mate´riaux sont caracte´rise´s a` partir de certaines spe´cificite´s lie´es a` l’allure
des spectres. Pour de´finir ces spe´cificite´s il est ne´cessaire de disposer d’une bibliothe`que des
mate´riaux pre´sents dans la zone d’inte´reˆt. Un mate´riau pourra eˆtre caracte´rise´ par le rapport
entre les re´flectances a` deux longueurs d’onde donne´es, la position et la profondeur d’un pic d’ab-
sorption,... Cette me´thode est pre´sente´e comme pouvant tenir compte de la variabilite´ spectrale
des classes. Ainsi dans le cas de variations dues a` l’e´clairement on observera une variation de
l’amplitude des spectres mais pas du rapport entre deux re´flectances.
D’autres me´thodes vont utiliser la totalite´ du spectre, c’est le cas des me´thodes qui s’ap-
puient sur l’algorithme MESMA [133] de´crite dans la partie 2.3.2. On obtient alors des cartes
hie´rarchiques, c’est a` dire avec plusieurs niveaux de lecture. Le premier niveau contiendra des
classes ge´ne´rales (mate´riaux perme´ables, imperme´ables, eau). En s’enfonc¸ant dans les niveaux on
gagne en pre´cision des classes extraites (type de plantes, type de tuiles...). Dans [132] les pixels
mixtes sont attribue´s au mate´riau le plus pre´sent dans le pixel.
Les approches pre´sente´es ci-dessus sont des me´thodes supervise´es qui ont toutes besoin d’une
bibliothe`que pour effectuer la classification. C’est le cas de nombreuses autres me´thodes de clas-
sification applique´es au milieux urbains comme [149] qui s’appuie sur la SVM (en anglais Sup-
port Vector Machine). Les me´thodes non supervise´es vont ne´cessiter l’extraction de spectres
caracte´ristiques des classes pre´sentes dans l’image. On retrouve ici les extractions de poˆles de
me´lange propose´es pour effectuer le de´me´lange (cf. partie 2.1). Dans [150] une me´thode de clas-
sification base´e sur l’extraction des poˆles de me´lange est propose´e. Les poˆles de me´lange sont
extraits et une classification par un algorithme du k-means est effectue´e (les graines utilise´es
correspondent au poˆles de me´lange extraits). Les auteurs supposent que le nombre de classes
ainsi obtenu est supe´rieur a` celui escompte´. Les classes sont alors fusionne´es. On obtient alors
diffe´rents niveaux de classification.
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1.3.2.2 Les me´thodes d’extraction d’e´le´ments urbains
A partir d’images hyperspectrales il est aussi possible d’extraire uniquement des e´le´ments
d’inte´reˆt (voiture, cible...). Pour ce genre de choses il existe des me´thodes de de´tection de cibles
de´veloppe´es pour des cas ge´ne´raux [151]. Cependant les milieux urbains vont amener de nou-
velles contraintes comme la pre´sence d’ombre. Dans [152] des me´thodes de de´tection de cibles
sont propose´es et teste´es pour e´valuer leurs performances en milieu urbain. On remarque cepen-
dant que cette me´thode aboutit a` un grand nombre de fausses de´tections dans ce type de zones.
Dans [153] une me´thode a e´te´ de´veloppe´e pour repe´rer des spectres de voitures dans des zones
ombrage´es. Cependant dans ce cas-la` l’utilisation d’autres informations est ne´cessaire. Ici ce sont
des informations apporte´es par un LIDAR a` tre`s haute re´solution.
Dans le cadre de l’e´tude des milieux urbains, des informations comple´mentaires a` celles ap-
porte´es par l’imagerie hyperspectrale sont devenues ne´cessaires. On pourra par exemple acque´rir
des mode`les tri-dimensionnels de l’espace e´tudie´, MNT (Mode`le Nume´rique de Terrain). Ainsi
on pourra utiliser ces informations pour augmenter la pre´cision des me´thodes.
1.3.2.3 L’impact de la re´solution spatiale
La plupart des me´thodes e´voque´es ci-dessus requie`rent une tre`s haute re´solution spatiale.
Dans le cas contraire on voit apparaˆıtre diffe´rents phe´nome`nes :
(i) la disparition au sein des pixels de structures continues de taille plus faible que la re´solution
du pixel (l’extraction de ces structures n’entre pas dans le cas de la de´tection de cible).
(ii) l’apparition de pixels dans lesquelles plusieurs classes de mate´riaux sont pre´sentes (pixels
mixtes).
Dans le premier cas, des e´tudes ont montre´ la re´solution minimum pour pouvoir extraire cor-
rectement des structures particulie`res. Selon [154] identifier les baˆtiments et mate´riaux urbain
de manie`re fine requiert une re´solution de l’ordre de 2.5m. Cette e´tude est faite a` partir d’images
prises au dessus de Strasbourg. Cette re´solution permet de distinguer les chemins de fer ainsi
que les espaces ve´ge´taux interstitiels (jardins particuliers par exemple).
D’autres e´tudes qui visent a` e´tudier des e´le´ments plus globaux dans les villes fixent cette
limite entre 10m et 20m, [155]. Dans cet article les objets urbains de 14 villes ont e´te´ e´tudie´s
pour arriver a` cet ordre de grandeur. Dans [156] pour estimer le vieillissement des routes une
re´solution de 5m est ne´cessaire. La re´solution souhaite´e de´pendra donc des applications sou-
haite´es mais aussi du type de ville e´tudie´.
Le deuxie`me phe´nome`ne qui entre en jeu correspond a` la pre´sence de pixels mixtes. Ceci est
proble´matique en particulier dans le cas de la classification. Certaines me´thodes de classification
s’en sortent en conside´rant des classes de pixels mixtes.
On voit apparaˆıtre ici l’inte´reˆt du de´me´lange hyperspectral en zone urbaine. En effet on
cherche ainsi a` re´soudre le proble`me des pixels mixtes. On extrait aussi de l’information pour
descendre en dessous des seuils de de´tection de certains e´le´ments. Parmi les autres approches
possibles on pourra citer les me´thodes de fusion d’image panchromatiques et hyperspectrales (ou
multispectrales et hyperspectrales). On notera d’ailleurs que les strate´gies de fusion actuellement
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de´veloppe´es font appel au de´me´lange [85]. Dans la partie suivante nous nous inte´resserons donc
particulie`rement aux me´thodes de de´me´lange qui ont e´te´ de´veloppe´es pour le cas urbain.
Un plus grand nombre de conside´rations sur les milieux urbains est disponible dans [157].
Dans ce chapitre on trouve, en plus des me´thodes de te´le´de´tection dans le VNIR et le SWIR les
me´thodes de´die´es a` l’imagerie thermique.
1.3.2.4 Le de´me´lange en zone urbaine
Les me´thodes de de´me´lange hyperspectral de´veloppe´es pour s’appliquer en particulier au cas
urbain sont tre`s peu nombreuses. Pour de´me´langer ces espaces, des me´thodes classiques sont
ge´ne´ralement utilise´es. Pourtant ces zones ne´cessitent une attention spe´cifique.
La toute premie`re pre´caution a` prendre concerne le mode`le de me´lange utilise´ En effet en
raison de la pre´sence de baˆtiments, des effets de re´flexions multiples vont apparaˆıtre. Ceci a
de´ja` e´te´ aborde´ dans la partie 1.1.3.2. Le mode`le de´veloppe´ par Meganem et al. dans [4] a e´te´
spe´cifiquement de´veloppe´ pour ce genre de cas. Il faut cependant remarquer que dans ce mode`le
on conside`re uniquement les pixels illumine´s et que le mode`le ne s’applique pas pour les pixels a`
l’ombre. A partir de ce mode`le une me´thode a e´te´ de´veloppe´e [119]. Ce mode`le peut aussi eˆtre
ame´liore´ par l’utilisation de mode`les nume´riques de terrain. C’est ce qui est propose´ dans [158]
mais dans le cas de la fusion de donne´es.
Le second point important a` prendre en compte est la variabilite´ intra-classe. Les zones ur-
baines sont ge´ne´ralement hautement non-planes, notamment en pre´sence de toitures. En effet en
raison des pentes on observe des variations d’e´clairement importantes. C’est moins le cas dans les
zones compose´es uniquement d’immeubles. D’autre part les mate´riaux urbains peuvent pre´senter
une forte variabilite´. Ceci a de´ja` e´te´ remarque´ dans le cas de la classification. Les me´thodes pre-
nant en compte cette variabilite´ sont de´rive´es de l’algorithme MESMA et aboutissent a` des cartes
de classification plus qu’a` des cartes d’abondances [159] [160].
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Chapitre 2
De´veloppement de nouveaux mode`les
de me´lange prenant en compte la
variabilite´ intra-classe
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2.1 Mise en e´vidence nume´rique de la variabilite´ intra-classe
Re´sume´ :
Cette partie sera consacre´e a` la mise en e´vidence du phe´nome`ne de variabilite´ intra-classe a` partir
de donne´es issues d’images re´elles prises au-dessus de la ville de Toulouse. On s’inte´ressera tout
d’abord a` ces images, ainsi qu’a` la se´lection des zones d’ou` seront extraites les donne´es. Une fois
ce travail effectue´ on s’inte´ressera aux outils ne´cessaires pour mettre en e´vidence la variabilite´
intra-classe. La variabilite´ intra-classe sera ensuite quantifie´e sur les donne´es re´elles.
2.1.1 Choix des donne´es e´tudie´es
Dans cette partie nous allons de´crire les donne´es et les images utilise´es durant cette the`se. Le
travail mene´ durant cette the`se a ne´cessite´ diffe´rents types de donne´es. L’e´tude de la variabilite´
intra-classe est faite a` partir de spectres extraits de l’image. Des spectres extraits de l’image seront
aussi utilise´s pour effectuer des tests de de´me´lange sur donne´es semi-synthe´tiques (Chapitre 4).
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Par la suite, des images urbaines seront utilise´es pour les tests de de´me´lange sur donne´es re´elles
(Chapitre 5).
2.1.1.1 Description des images hyperspectrales e´tudie´es durant cette the`se
Les jeux d’images utilise´s sont issus d’une campagne ae´roporte´e effectue´e en octobre 2013 au-
dessus de la ville de Toulouse (France). L’instrument hyperspectral utilise´ comportait 2 came´ras
HySpex. La premie`re couvrait le domaine du VNIR (Visible and Near Infra-Red) de 414nm a`
992nm avec une re´solution spatiale au sol de 0.8m et une re´solution spectrale de 4nm. La seconde
couvrait le domaine du SWIR (Short Wave Infra-Red) de 980nm a` 2498nm avec cette fois une
re´solution spatiale au sol de 1.6m et une re´solution spectrale de 6µm.
Pour obtenir une unique image hyperspectrale allant du VNIR au SWIR, l’image a` la meilleure
re´solution spatiale a e´te´ de´grade´e spatialement. Tout d’abord une registration des images aux
diffe´rentes re´solutions a e´te´ effectue´e. Apre`s quoi, sachant que la re´solution de l’image VNIR est
2 fois plus grande que celle de l’image SWIR, les pixels de l’image VNIR ont e´te´ moyenne´s 4 par
4 pour obtenir une image a` la re´solution souhaite´e.
A partir de cette image en luminance, une image en re´flectance a e´te´ obtenue. C’est l’outil
COCHISE [161] qui a e´te´ utilise´ pour effectuer le passage des donne´es en luminance en entre´e
du capteur, a` la re´flectance au sol. Dans le cas de la simulation d’images satellite, l’outil CO-
MANCHE [161] a e´te´ utilise´. COMANCHE va permettre de passer de la luminance avion a` la
luminance TOA (Top Of Atmosphere), c’est-a`-dire celle qui est acquise au niveau du satellite.
On utilisera ensuite COCHISE pour revenir aux re´flectances au sol. Au niveau du satellite il sera
possible de modifier la re´solution spatiale des images afin de simuler des capteurs spatiaux des
diffe´rentes re´solutions.
Les outils COMANCHE et COCHISE constituent un simulateur end-to-end, et garantissent
la cohe´rence des calculs de transfert radiatif des 2 codes [162]. Les images a` la re´solution spatiale
initiale (re´solution avion) seront obtenues en effectuant uniquement le passage avion/sol a` l’aide
de COCHISE.
Une fois les images en re´flectance obtenues, les bandes d’absorption de l’atmosphe`re (CO2,
vapeur d’eau...), dans lesquelles la contribution du sol dans le signal est nulle ou trop faible, ont
e´te´ retire´es dans les observations de chaque pixel. En outre nous avons retire´ quelques bandes
dans le bleu et aux alentours de 750nm en raison de la pre´sence de bruit sur les observations. Au
final on dispose pour chaque pixel d’un spectre en re´flectance compose´ de 214 bandes spectrales.
Les images obtenues correspondent a` des transects, c’est-a`-dire des lignes de vol au-dessus de
Toulouse. La Figure 2.1 illustre une portion de transect dont nous disposons et qui recouvrent une
partie du centre ville de Toulouse. Ces images a` notre disposition recouvrent un grand nombre
de zones urbaines diffe´rentes : l’hypercentre, des banlieues re´sidentielles, des zones industrielles...
Elles donnent aussi acce`s a` un grand nombre de mate´riaux : tuile, asphalte, ve´ge´tation haute et
basse, be´ton, eau...
2.1.1.2 Extraction de zones d’inte´reˆt
L’e´tude que nous nous proposons de mener dans cette the`se ne´cessite des images plus re´duites
a` partir desquelles le lancement des diffe´rents traitements et l’application de diffe´rents outils se-
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Figure 2.1 – Exemple d’une portion de transect au-dessus du centre ville de Toulouse a` une
re´solution de 1.8m.
ront facilite´s. Pour cela nous avons extrait, a` partir des transects de´crits dans la partie pre´ce´dente,
des images de plus petites tailles. La se´lection des zones s’est faite a` partir de l’image a` la meilleure
re´solution spatiale. Diffe´rents crite`res ont e´te´ utilise´s pour fixer ces zones :
• l’absence d’effets particuliers (re´flexion spe´culaire, saturation d’un ou plusieurs pixels...)
ou de de´fauts,
• la pre´sence de peu de mate´riaux purs mais ayant des caracte´ristiques spectrales varie´es,
• la pre´sence de larges zones contenant un unique mate´riau,
• la pre´sence de pixels mixtes (i.e contenant plusieurs mate´riaux purs),
• peu de zones ombrage´es (on e´vitera donc au maximum les canyons urbains trop e´troits).
Figure 2.2 – Zone se´lectionne´e pour l’e´tude de l’hypercentre de Toulouse a` une re´solution de
1.8m.
Initialement, 3 zones avaient e´te´ se´lectionne´es. Elle de´crivaient 3 types d’aires urbaines :
l’hypercentre, des banlieues re´sidentielles, une zone industrielle. Dans la suite de ce manuscrit
nous nous inte´resserons uniquement a` l’hypercentre. En effet, contrairement au cas des banlieues
re´sidentielles, on arrive a` trouver dans ces zones de grandes re´gions occupe´es par un unique
mate´riau : parc pour la ve´ge´tation, cathe´drales et e´glises pour les toitures, boulevards pour l’as-
phalte... Nous avons privile´gie´ l’hypercentre aussi en raison de la pre´sence de hauts baˆtiments
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ce qui va, par conse´quent, entraˆıner des effets de re´flexions multiples et donc des me´langes non-
line´aires. Ce type de sce`ne est donc caracte´ristique des milieux urbains que l’on souhaite e´tudier.
Une premie`re image a e´te´ extraite, Figure 2.2. Dans la suite de ce travail de the`se, nous verrons
qu’il a parfois e´te´ ne´cessaire d’effectuer des tests sur des imagettes. Elles seront alors extraites a`
partir de cette image.
2.1.1.3 Les donne´es e´tudie´es
L’e´tude que nous allons pre´senter dans la suite de cette section (sous-sections 2.1.2 et 2.1.3)
va avoir pour objectif la comparaison de spectres de mate´riaux purs. Il est donc ne´cessaire d’ex-
traire correctement ces spectres.
Dans cette the`se nous avons choisi de nous concentrer sur 3 mate´riaux pre´sents dans l’image :
la tuile pre´sente sur les toits de Toulouse, l’asphalte des routes, la ve´ge´tation haute (arbre). Ce
choix est motive´ par la forte pre´sence de ces mate´riaux en zone urbaine (pour les villes du Sud
en tout cas) et parce qu’il est relativement aise´, a` haute re´solution, de trouver des zones pures
de ces mate´riaux (cf. Figure 2.2). Nous avons donc se´lectionne´ de petites zones pures de l’image
au sein desquelles nous avons extrait les spectres de chacun des pixels. Pour chaque mate´riau,
diffe´rentes zones ont e´te´ se´lectionne´es. Au total pour chaque mate´riau on a acce`s a` des spectres
avec :
• diffe´rentes illuminations (des toitures avec diffe´rentes pentes et diffe´rentes orientations...)
• diffe´rents vieillissements, e´tat d’usure (diffe´rentes chausse´es, routes avec des usures diffe´rentes...)
• diffe´rentes localisations (des arbres a` diffe´rents emplacements, d’aˆges diffe´rents...)
Figure 2.3 – Zone se´lectionne´e pour l’e´tude de l’hypercentre de Toulouse a` une re´solution de
1.8m avec en couleur les zones se´lectionne´es pour l’extraction des spectres purs. Rouge : Tuile,
Vert : Ve´ge´tation, Bleu : Asphalte).
La Figure 2.3 montre les zones se´lectionne´es pour extraire les spectres (carre´s de couleur).
Avant leur utilisation, un tri de ces spectres a e´te´ fait afin de supprimer les anomalies. Ces
anomalies sont ge´ne´ralement dues a` la pre´sence d’e´le´ments particuliers sur les toits (paraboles,
lucarnes... ) qui ont une signature tre`s caracte´ristique. C’est une des raisons pour lesquelles on a
extrait un grand nombre de spectres de tuile.
Un exemple des spectres extraits est pre´sente´ sur la Figure 2.4. On observe ici le phe´nome`ne
qui va eˆtre e´tudie´ dans la suite de cette section. En effet on constate que pour un mate´riau donne´,
les spectres peuvent diffe´rer de manie`re importante, c’est ce qu’on appelle la variabilite´ intra-
classe. Les sous-sections suivantes vont donc avoir pour objectif de quantifier cette variabilite´.
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Figure 2.4 – exemple de spectres extraits pour les 3 mate´riaux purs se´lectionne´s (rouge :
tuile, vert : ve´ge´tation, bleu : asphalte.
2.1.2 Choix des outils pour mettre en e´vidence la variabilite´ intra-classe
L’objectif est donc de quantifier la variabilite´ des spectres associe´s a` un mate´riau pur. Nous
pre´sentons dans cette section les deux outils choisis pour caracte´riser et quantifier la variabilite´
intra-classe des mate´riaux.
La corre´lation Soit S = [s1, · · · , sN] ∈ RL×N la matrice des spectres observe´s avec sn ∈ RL×1
un spectre. Les coefficients de la matrice de corre´lation, CORR, s’e´crivent :
CORRi,j =
Cov(si, sj)
σsiσsj
(2.1)
ou` σsi (respectivement σsj ) correspond a` l’e´cart-type du vecteur si (respectivement sj) et Cov(·, ·)
correspond a` l’ope´rateur de covariance.
Cette mesure va nous permettre de caracte´riser la distance angulaire entre spectres sans
prendre en compte les effets de variation d’amplitude, c’est-a`-dire si deux spectres sont iden-
tiques a` un coefficient d’amplitude positif pre`s la corre´lation sera de 1. On met en e´vidence avec
ces mesures les diffe´rences de forme entre les spectres. Ceci permettra donc de ve´rifier si les
variations d’illumination sont les seuls facteurs implique´s dans le phe´nome`ne de la variabilite´
intra-classe.
L’Analyse en Composantes Principales (ACP) Comme pour la corre´lation on conside`re
la matrice des spectres observe´s, S = [s1, · · · , sN] ∈ RL×N avec sn ∈ RL×1 un spectre. L’analyse
en composantes principales cherche a` obtenir les axes orthogonaux qui maximisent la variance
des points de donne´es projete´s sur ces axes afin d’obtenir les axes les plus informatifs. Pour cela
la matrice de variance/covariance est diagonalise´e. Les axes les plus informatifs sont ceux issus
des vecteurs propres associe´s aux valeurs propres les plus grandes.
Pour obtenir ces axes on effectuera une ACP sur S, c’est-a`-dire en utilisant les spectres de
l’ensemble des mate´riaux (en e´quilibrant le nombre de spectres dans chaque classe). On pourra
ensuite projeter ces spectres sur les premiers vecteurs propres de l’ACP. On obtiendra ainsi une
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repre´sentation des principales variations des spectres dans un espace de faible dimension. On
mettra ainsi en e´vidence la variabilite´ des spectres, y compris les variations d’amplitude.
2.1.3 Mise en e´vidence de la variabilite´ intra-classe
On posse`de a` pre´sent des outils qui vont nous permettre d’e´tudier la variabilite´ intra-classe.
Les spectres qui ont e´te´ utilise´s dans les tests sont ceux de´crits dans la sous-section 2.1.1.3.
2.1.3.1 Analyse de la corre´lation des spectres
Nous nous inte´resserons dans un premier temps a` l’e´tude de la corre´lation. Pour cela on
commencera par regarder inde´pendamment les unes des autres les matrices de corre´lation pour
chaque mate´riau pur. On s’inte´ressera donc aux mate´riaux se´lectionne´s (Tuile, Ve´ge´tation, As-
phalte) un a` un.
Tuile Nous commencerons par le cas de la tuile. Ce cas est particulie`rement inte´ressant car
on a pu facilement extraire des spectres de ce mate´riau, et ce sur diffe´rents toits. La Figure
2.5 pre´sente deux matrices de corre´lation obtenues en utilisant des spectres extraits d’un meˆme
toit : dans le cas 2.5a les spectres utilise´s correspondent a` des tuiles situe´es sur la toiture de
la cathe´drale Saint E´tienne, dans le cas 2.5b ils correspondent aux tuiles d’une toiture d’une
maison. Nous avons choisi d’e´tudier ces cas afin de montrer qu’il y a une diffe´rence entre l’e´tude
dans une zone uniforme et l’e´tude des spectres dans des zones e´parses (diffe´rentes toitures) 2.6.
(a) Matrice de corre´lation pour des spectres de tuile
extraits sur St E´tienne.
(b) Matrice de corre´lation pour des spectres de tuile
extraits sur une maison.
Figure 2.5 – Matrices de corre´lation pour le mate´riau tuile dans le cas de 2 zones diffe´rentes.
Les e´chelles de mesure e´tant diffe´rentes entre la Figure 2.5a et la Figure 2.5b il est diffi-
cile d’effectuer une analyse visuelle de ces matrices. On constate cependant que des corre´lations
faibles (< 60%) apparaissent dans le cas de la maison. Ces spectres ne sont pas purs, ils corres-
pondent a` des portions de toit ou` se situent diffe´rents objets (gouttie`re, parabole...). Les spectres
correspondant seront retire´s pour les calculs nume´riques et dans les matrices calcule´es dans a
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suite du manuscrit. Afin de nous aider dans l’analyse de ces matrices on a calcule´ la corre´lation
moyenne dans ces deux cas ainsi que l’e´cart-type de ce parame`tre de corre´lation (Tab.2.1).
Tuiles
Saint E´tienne
Tuiles
Maison
Moyenne 98% 90%
E´cart-type 0.03 0.11
Tableau 2.1 – Moyenne et e´cart-type du coefficient de corre´lation dans les 2 cas e´tudie´s.
On constate que dans le cas de la cathe´drale Saint E´tienne la corre´lation entre les spectres de
la zone conside´re´e est beaucoup plus e´leve´e que dans le cas de la maison. Diffe´rents e´le´ments per-
mettent d’expliquer ces re´sultats. D’une part la toiture de la cathe´drale a e´te´ re´cemment restaure´e
et lave´e ce qui fait que les tuiles sont propres (donc moins de variabilite´ due au vieillissement),
d’autre part les spectres conside´re´s ici ne recouvrent qu’une unique pente de la toiture (meˆme
illumination pour tous les spectres). Dans le cas des maisons on peut supposer que l’entretien
de la toiture n’est pas aussi re´cent, et/ou, pas aussi bien fait que pour la cathe´drale. De plus, a`
l’inverse de la cathe´drale les pixels dont sont extraits les spectres recouvrent diffe´rents versants
du toit. On peut donc en conclure que les variations de spectre au sein d’une zone uniforme
ne sont pas constantes. Cependant dans le cas du de´me´lange on associe le meˆme spectre a` un
mate´riau quelle que soit sa localisation dans l’image.
Figure 2.6 – Matrice de corre´lation calcule´e a` partir des 2 jeux de spectre (St Etienne et
maison).
Nous avons donc calcule´ la matrice de corre´lation en utilisant l’ensemble des spectres de
Saint-E´tienne et ceux de la maison. On obtient alors la Figure 2.6. Comme dans le cas des zones
homoge`nes on a calcule´ la moyenne et l’e´cart-type des coefficients de corre´lation. Ce calcul ne
permet pas de mettre en e´vidence la corre´lation entre les spectres de diffe´rentes zones c’est pour-
quoi on a aussi calcule´ la moyenne et l’e´cart type du bloc contenant uniquement les coefficients
“inter-zone” (bloc en haut a` droite de la matrice). Les valeurs obtenues sont regroupe´es dans le
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tableau 2.2. Comme on s’y attendait la corre´lation inter-zone est plus faible que la corre´lation
totale prenant en compte toute la matrice de corre´lation (cf. Tableau 2.1). Cela signifie que la
variabilite´ des spectres augmente lorsque l’on augmente le nombre de zones ou` le mate´riau est
repre´sente´. L’e´cart-type e´tant important on en de´duit que la corre´lation entre des spectres d’un
meˆme mate´riau au sein d’une image peut facilement descendre en-dessous de 85%. Cette valeur
est mode´re´e, d’autant plus qu’elle ne tient pas compte des variations d’amplitude.
Ensemble de la
matrice de corre´lation
bloc “inter-zone” de la
matrice de corre´lation
Moyenne 93% 89%
E´cart-type 0.08 0.08
Tableau 2.2 – Corre´lation moyenne et e´cart type de la matrice de corre´lation globale (St
Etienne + maison).
Ve´ge´tation L’e´tude re´alise´e dans le cas de la ve´ge´tation est la meˆme que celle mene´e dans le
cas de la tuile. On souhaite ainsi ve´rifier que le comportement des mate´riaux est identique quel
que soit le mate´riau. On a donc commence´ par e´tudier la corre´lation entre des spectres extraits
dans 2 zones distinctes. Contrairement au cas de la tuile nous ne pre´senterons pas l’ensemble
des matrices de corre´lation, mais uniquement la matrice globale (Figure 2.7). L’ensemble des
moyennes et e´cart-types seront regroupe´s dans un unique tableau (Tableau 2.3).
Figure 2.7 – Matrice de corre´lation calcule´e a` partir des 2 jeux de spectre (Arbres et pelouse).
On constate que la corre´lation entre spectres de ve´ge´tation est bien plus e´leve´e qu’entre
spectres de tuiles. En effet pour la zone d’arbres on obtient en moyenne une corre´lation de 97%.
Cette corre´lation est encore plus forte pour les pelouses. On s’attendait a` des re´sultats diffe´rents
car la ve´ge´tation est re´pute´e pour sa forte variabilite´. Cependant dans le cadre de cette the`se
nous e´tudions les zones urbaines et dans ce type de paysage les arbres appartiennent a` un petit
nombre de varie´te´s et sont coupe´s a` la meˆme hauteur, quant a` la pelouse elle se situe sur une
surface tre`s bien entretenue. Les effets de variabilite´ sont donc ainsi re´duits. En comparant les
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re´sultats entre spectres de zones diffe´rentes on observe les meˆmes re´sultats que pour la tuile (avec
une amplitude moindre). La corre´lation entre spectres de classes diffe´rentes diminue par rapport
a` la corre´lation mono-zone (96%) et on trouve facilement des spectres dont la corre´lation est
infe´rieure a` 90%.
Ve´ge´tation
Arbres
Ve´ge´tation
Pelouse
Ve´ge´tation
Arbres + Pelouse
ens. de la matrice
Ve´ge´tation
Arbres + Pelouse
bloc “inter-zone”
Moyenne 97% 98% 97% 96%
E´cart-type 0.05 0.02 0.05 0.05
Tableau 2.3 – Corre´lation moyenne et e´cart type de la matrice de corre´lation globale (Arbres +
pelouse) et dans le cas ou` l’on e´tudie uniquement la corre´lation entre spectres de diffe´rentes
zones.
Ces re´sultats confirment qu’a` partir du moment ou` l’on s’inte´resse a` des spectres re´partis a`
diffe´rents endroits, la variabilite´ intra-classe augmente compare´e a` la variabilite´ e´tudie´e pour des
spectres issus d’une meˆme zone (cette zone doit eˆtre homoge`ne). Cette variabilite´ est cependant
propre a` chaque mate´riau et a` chaque situation.
Asphalte Dans le cas de l’asphalte les re´sultats sont interme´diaires entre le cas de la ve´ge´tation
et de la tuile. En effet on observe une forte corre´lation, avec une moyenne de 95%, pour des
spectres issus d’une meˆme zone. Par contre les corre´lations moyennes entre spectres de zones
diffe´rentes diminuent rapidement : autour de 90% avec un e´cart type de 0.06. En effet une meˆme
portion de route va ge´ne´ralement avoir le meˆme vieillissement ce qui explique la faible variabi-
lite´ intra-classe. Par contre deux portions de routes diffe´rentes vont pouvoir eˆtre tre`s diffe´rentes
(asphalte de diffe´rentes qualite´s, vieillissement...).
Les observations concernant l’interpre´tation des re´sultats mono-zones et inter-zones sont si-
milaires a` celles faites pour la tuile et la ve´ge´tation. On n’entrera par conse´quent pas plus dans
les de´tails pour le cas de l’asphalte.
Variabilite´ inter-classe Nous avons pre´ce´demment e´tudie´ la variabilite´ pour chacun des
mate´riaux, avec des spectres extraits sur diffe´rentes zones. Cependant, la corre´lation de l’en-
semble de ces spectres n’a jusqu’ici pas e´te´ e´tudie´e. La Figure 2.8 repre´sente cette fois la matrice
de corre´lation calcule´e a` partir de l’ensemble des spectres des diffe´rents mate´riaux.
A partir de la Figure 2.8 on constate qu’il existe une corre´lation non-ne´gligeable entre des
spectres de mate´riaux diffe´rents. Dans le cas tuile/ve´ge´tation, la corre´lation moyenne atteint 62%
avec un e´cart-type de 0.06. On peut supposer que cette proximite´ peut eˆtre due a` la pre´sence,
en-dessous des arbres de sol (terre) ayant une signature proche de celle de la tuile. On appelle
variabilite´ inter-classe la variabilite´ existant entre des mate´riaux diffe´rents. On constate donc
que dans le cas des mate´riaux e´tudie´s la variabilite´ inter-classe est suffisamment faible pour qu’il
n’y ait pas de confusion entre les mate´riaux. Cependant elle n’est pas ne´gligeable. En effet on
observe des corre´lations pouvant aller a` plus de 70% entre des spectres de ve´ge´tation et de tuile.
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Figure 2.8 – Matrice de corre´lation calcule´e a` partir de l’ensemble des jeux de spectres
pre´ce´demment utilise´s pour de´crire les 3 mate´riaux.
Ces effets devront donc eˆtre pris en compte par la suite lors du de´veloppement de me´thodes de
de´me´lange afin de s’assurer que des spectres de mate´riaux diffe´rents ne soient pas confondus.
2.1.3.2 Re´sultats issus de l’Analyse en Composantes Principales (ACP)
Nous allons a` pre´sent analyser les re´sultats de la projection des spectres des diffe´rents
mate´riaux sur les premiers axes de l’ACP. Cette e´tude va avoir pour objectif de confirmer les
constats faits a` partir de l’e´tude des coefficients de corre´lation, mais aussi d’e´tudier la pre´sence
de facteur d’amplitude entre spectres d’un meˆme mate´riau.
Pour effectuer cette se´rie de tests, nous avons utilise´ 4 jeux de spectres qui de´crivent les
mate´riaux se´lectionne´s pre´ce´demment :
• 1 jeu de spectres issus d’une zone de tuiles avec une orientation du toit vers le soleil (tuiles
au soleil)
• 1 jeu de spectres issus d’une zone de tuiles avec une orientation du toit correspondant a`
un e´clairement solaire moindre, comparativement au 1er jeu de spectre (tuiles a` l’ombre)
• 1 jeu de spectres issus de ve´ge´tation haute (canope´e) ou` les spectres correspondent a`
diffe´rents e´clairements de la canope´e(ve´ge´tation)
• 1 jeu de spectres issus d’une route en asphalte (asphalte).
Comme de´crit dans la section 2.1.2 les axes de l’ACP ont e´te´ obtenus a` partir de l’ensemble des
spectres. Par la suite on a projete´ ces spectres sur les 3 premiers axes de l’ACP. On a choisi de
repre´senter sur la Figure 2.9, la projection sur le premier et le deuxie`me axe (Figure 2.9a) et la
projection sur le premier et le troisie`me axe (Figure 2.9b).
Afin d’e´tudier l’impact de l’e´clairement on a choisi de projeter deux jeux de spectres de tuile
soumis a` des e´clairements diffe´rents. On constate que la projection de ces spectres n’est pas
localise´e au meˆme endroit. Dans le cas des spectres des tuiles les moins e´claire´es on se rapproche
de l’origine. On observe cependant, en particulier sur la Figure 2.9a, que l’ensemble des spectres
de tuile se situe autour d’un axe passant par l’origine. La position sur cet axe correspond a` une
Chapitre 2 : DE NOUVEAUX MODE`LES DE ME´LANGE 45
(a) Projection des spectres des 3 mate´riaux sur les 2
premiers axes issus de l’ACP.
(b) Projection des spectres des 3 mate´riaux sur le premier
et le troisie`me axes issus de l’ACP.
Figure 2.9 – Projection des spectres des 3 mate´riaux sur diffe´rents axes issus de l’ACP.
variation d’amplitude des spectres qui s’explique par des variations d’e´clairement solaire dues
aux pentes des toits. Les variations autour de l’axe montrent que la variabilite´ n’est pas unique-
ment due aux variations d’amplitude et qu’il existe d’autres types de variations qui ne sont pas
lie´es a` l’e´clairement.
L’e´tude de la projection, sur les diffe´rents plans, des spectres d’asphalte tend a` confirmer les
hypothe`ses faites a` partir de l’e´tude des tuiles. En effet l’asphalte est un mate´riau sombre, il a
donc peu de variabilite´ d’e´clairement, c’est pourquoi on retrouve les projections condense´es et
proche de l’origine, ce qui est similaire au cas des tuiles a` l’ombre.
Concernant la variabilite´ inter-classe (cf. de´finition dans la section pre´ce´dente sur la corre´lation),
la Figure 2.9a montre une superposition des projections des spectres de tuiles a` l’ombre et
d’asphalte. Il ne faut pas oublier que les 2 premie`res composantes principales de l’ACP ne sont
pas suffisantes pour de´crire l’ensemble de l’information contenue dans les donne´es conside´re´es.
C’est pourquoi on a aussi repre´sente´ les projections sur les axes 1 et 3. On voit sur la Figure 2.9b
que la troisie`me composante permet de se´parer les tuiles a` l’ombre de l’asphalte.
La projection des spectres de ve´ge´tation confirme aussi les conclusions formule´es ci-dessus.
L’illumination de la canope´e des arbres varie d’un pixel a` l’autre et lorsque l’on a repe´re´ les
spectres les moins illumine´s et les plus illumine´s on a constate´ qu’ils sont respectivement proches
et e´loigne´s de l’origine. La disposition de ces projections autour d’un axe passant par l’origine
confirme la faible variabilite´ des spectres en dehors des variations d’amplitude, ce qui est en
accord avec les re´sultats donne´s par l’e´tude de la corre´lation (sous-section pre´ce´dente).
2.1.3.3 Conclusion sur la variabilite´ inter et intra-classe des mate´riaux urbains
Les calculs de corre´lation et l’e´tude de l’ACP, re´alise´s dans les paragraphes pre´ce´dents, ont
permis d’analyser les variabilite´s inter et intra-classes des mate´riaux urbains. Ce paragraphe
pre´sente une synthe`se des re´sultats.
Les calculs de corre´lation et la projection des spectres sur les axes de l’ACP a tout d’abord mis
en e´vidence qu’il existait une variabilite´ intra-classe au sein des diffe´rentes classes de mate´riaux.
Cette variabilite´ est diffe´rente d’un mate´riau a` l’autre. L’e´tude de la corre´lation nous montre que
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la variabilite´ intra-classe va de´pendre de la corre´lation entre spectres appartenant a` des zones
diffe´rentes. En effet on a constate´ que la variabilite´ e´tait plus faible dans les zones proches, par
exemple sur un meˆme toit. De´finir une variabilite´ pour un mate´riau va donc se re´ve´ler tre`s com-
plique´ puisqu’elle peut varier d’une sce`ne a` l’autre.
Nous avons aussi mis en e´vidence que la variabilite´ intra-classe n’e´tait pas uniquement due
aux variations d’e´clairement des mate´riaux. L’e´tude base´e sur l’ACP montre effectivement que
l’e´clairement va avoir une influence sur l’amplitude des spectres. Cependant les variations spec-
trales vont aussi eˆtre dues a` d’autres phe´nome`nes : diffe´rences chimiques (tuiles diffe´rentes),
diffe´rents vieillissements (routes plus ou moins neuves)...
Nous nous sommes aussi inte´resse´s au phe´nome`ne de la variabilite´ inter-classe. En nous basant
sur l’e´tude de la corre´lation des spectres de diffe´rents mate´riaux entre eux, nous avons abouti a`
la conclusion que la proximite´ entre diffe´rentes classes de mate´riaux e´tait variable et que dans
certains cas cette proximite´ ne pourrait pas eˆtre ne´glige´e. En effet les mate´riaux choisis pour
effectuer ces tests e´taient tre`s diffe´rents et la variabilite´ inter-classe sera moindre dans le cas de
mate´riaux ayant une signature spectrale proche.
2.2 De´finition de mode`les de me´lange prenant en compte la va-
riabilite´ intra-classe
Re´sume´ :
Nous allons dans cette partie justifier la ne´cessite´ de de´velopper de nouveaux mode`les de me´lange
qui prendront en compte le phe´nome`ne de la variabilite´ intra-classe. Pour cela nous serons amene´s
a` rede´finir la notion de poˆle de me´lange. Finalement nous pre´senterons la formalisation de nou-
veaux mode`les de me´lange : un mode`le line´aire et un mode`le line´aire-quadratique.
2.2.1 Mise en e´vidence des limites du mode`le de me´lange line´aire classique
dus a` la variabilite´ intra-classe
Dans le chapitre E´tat de l’art nous avons e´voque´ la proble´matique de la variabilite´ intra-
classe et les mode`les qui ont e´te´ choisis pour mode´liser ce phe´nome`ne (section 2.3.2). Nous allons
a` pre´sent analyser ces choix de mode´lisation au regard de l’e´tude sur la variabilite´ intra-classe
que nous avons pre´sente´e dans la section pre´ce´dente (section 1.2.3.2). Nous nous inte´resserons
ici uniquement aux mode`les de me´lange et non aux me´thodes de re´solution associe´es.
Nous pouvons tout d’abord e´voquer les mode`les par paquets [136] ou` l’on conside`re que
les poˆles de me´lange forment une sorte de boule comprenant des spectres corre´le´s a` 99% a` un
spectre “graine”. Or nous avons montre´ que des spectres associe´s au meˆme mate´riau avaient des
corre´lations pouvant eˆtre infe´rieures a` 90%. C’est par exemple le cas de la tuile ou` la corre´lation
entre deux spectres peut descendre jusqu’a` 75%. Ce mode`le n’est donc pas en accord avec les
observations que nous avons pu faire dans le cas urbain.
Un mode`le qui semblait tre`s inte´ressant est celui introduit par Veganzones at al. dans [139].
Ce mode`le prend en compte uniquement la variation d’amplitude. Certes ces variations sont im-
portantes comme nous avons pu le voir lors de l’e´tude par ACP (sous-section 2.1.3.2) cependant
elle ne permettent pas de de´crire les autres types de variabilite´ qui sont fortement pre´sentes dans
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le cas des zones urbaines et que nous avons pu mettre en e´vidence graˆce a` l’e´tude des coefficients
de corre´lation. Il est donc ne´cessaire de mettre au point un mode`le qui de´crive a` la fois les va-
riations d’amplitude et les autres types de variations spectrales.
Dans le cas des mode`les baye´siens comme celui introduit dans [141] les poˆles de me´lange
sont vus comme des variables ale´atoires. Dans [141] l’hypothe`se sur les poˆles de me´lange suppose
que la re´partition des spectres d’un mate´riau suit une loi gaussienne, sr ∼ N (mr, σr) ou` mr
est le spectre moyen du re`me mate´riau pur et σr est la variance de ce poˆle de me´lange. Au vu
des re´sultats obtenus dans la partie pre´ce´dente ce mode`le peut eˆtre remis en cause. En effet
l’hypothe`se de spectres e´voluant autours d’un spectre moyen devient discutable. On a constate´
que les spectres variaient au sein de zones uniformes (meˆme toit, meˆme portion de route...) : a` ce
niveau mode´liser la re´partition des spectres par une gaussienne est pertinent. Par contre a` partir
du moment ou` l’on observe une sce`ne plus grande les spectres caracte´risant un mate´riau ont
tendance a` constituer des “sous-classes”, autant qu’il y a de toits, de monuments, de routes...,
auxquels on peut associer des distributions gaussiennes diffe´rentes. Par conse´quent ce type de
mode`le ne nous semble pas adapte´ au cas des me´langes en milieux urbains en pre´sence de varia-
bilite´ intra-classe, sauf si l’on conside`re des poˆles de me´lange diffe´rents par sous-classes spectrales
de mate´riaux.
On a fait ici le tour de l’ensemble des mode`les de me´lange qui n’utilisent pas de librairies.
On constate donc qu’aucun de ces mode`les ne colle avec les observations faites sur la variabilite´
intra-classe en zone urbaine. Nous proposons donc de re´fle´chir a` un nouveau mode`le de me´lange.
2.2.2 Rede´finition de la notion de poˆle de me´lange
Au vu des re´sultats obtenus dans la premie`re partie de ce Chapitre (partie 2.1.3) on peut
s’interroger sur la notion de poˆle de me´lange. En effet si on conside`re la de´finition des poˆles
de me´lange utilise´e dans les mode`les de me´lange standard la corre´lation entre l’ensemble des
spectres d’un mate´riau pur devrait eˆtre e´gale a` 100% et dans le cas de la projection sur les axes
de l’ACP on ne devrait obtenir que 3 points (correspondant aux 3 mate´riaux) puisque l’ensemble
des projections d’un mate´riau se superposeraient. Cependant ce n’est pas ce qui est observe´ (se
re´fe´rer a` la sous-section 2.1.3 pour les re´sultats obtenus).
Comme nous l’avons expose´ dans le paragraphe pre´ce´dent, les mode`les existants pour ca-
racte´riser la variabilite´ intra-classe ne correspondent pas a` nos observations. L’ensemble de ces
mode`les conside`re que pour un mate´riau pur il existe une sorte de spectre graine duquel tous les
autres spectres de´rivent. C’est le cas dans les mode´lisations gaussiennes avec le spectre moyen,
mais aussi dans le mode`le de Veganzones [139] puisque tous les spectres d’un mate´riau pur sont
identiques, a` un coefficient multiplicatif pre`s.
Nous proposons de revoir cette notion de poˆle de me´lange. Au vu de l’e´tude de la variabilite´
intra-classe que nous avons de´taille´e pre´ce´demment (partie 2.1) il semble difficile d’e´tablir un
mode`le pour repre´senter cette variabilite´. En effet elle de´pendra de chaque mate´riau, de la taille
de l’image e´tudie´e, du type de zone... En outre la notion meˆme de poˆle de me´lange est discutable
puisque dans le cas d’e´tudes macroscopiques c’est l’utilisateur qui va de´finir ce qui est un poˆle
de me´lange en fonction de l’e´chelle a` laquelle il veut e´tudier l’image. Le de´me´lange est initiale-
ment apparu dans le cas d’e´tude de compose´s chimiques (ge´ologie), a` ce niveau la`, la notion de
mate´riaux purs est possible. Si on prend maintenant le cas d’un mate´riau pur “tuile” il signera
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force´ment diffe´remment d’un toit a` l’autre car la composition chimique des tuiles variera. Voila`
pourquoi nous proposons a` pre´sent de ne plus parler de poˆles de me´lange, ou de mate´riaux purs,
mais de classes de mate´riaux purs.
Par conse´quent au sein de l’image on voit bien qu’il ne peut plus y avoir un unique spectre
repre´sentant une classe de mate´riaux. Par contre dans le cas ou` la re´solution spatiale est suffisam-
ment e´leve´e on peut e´mettre l’hypothe`se que chaque classe de mate´riaux purs est repre´sente´e au
sein d’un pixel par un unique spectre. Cette notion de re´solution “suffisamment e´leve´e” de´pendra
du type de mate´riaux mais surtout de la taille des e´le´ments caracte´ristiques de chaque classe de
mate´riaux. On a en effet constate´ dans la partie 2.1.3 qu’au sein de zones uniformes (meˆme toit,
meˆme portion de route, meˆme type/hauteur de ve´ge´tation...) la variabilite´ e´tait re´duite. Nous
proposons donc de conside´rer qu’il existe au sein de chaque pixel un jeu de spectres purs, (ou
de poˆles de me´lange) qui correspondent aux signatures spectrales des mate´riaux pre´sents dans
ces pixels. Nous conside´rons qu’il n’existe pas d’expression permettant de relier un spectre pur
au sein d’un pixel au spectre associe´ au meˆme mate´riau pur dans le pixel voisin. Cependant
nous sommes conscients que les spectres purs appartiennent a` la meˆme classe de mate´riaux et
qu’il existe une corre´lation non ne´gligeable entre l’ensemble des spectres associe´s a` une classe de
mate´riaux purs.
2.2.3 Proposition d’un nouveau mode`le line´aire de me´lange
On s’inte´ressera tout d’abord au cas du mode`le de me´lange line´aire. On a vu dans la partie
Etat de l’art (sous-section 1.3.2) que dans le mode`le line´aire standard (LMM) chaque spectre
observe´ xp ∈ RL×1 s’e´crit de la manie`re suivante :
xp =
M∑
m=1
cpmrm ∀p ∈ J1, P K (2.2)
ou` p est l’index du pixel, P le nombre de pixels , m l’index de l’un des M poˆles de me´lange,
rm ∈ RL×1 est le meme spectre pur et cpm le coefficient de me´lange associe´. Ce mode`le de me´lange
ne prend pas en compte la variabilite´ intra-classe. Nous proposons une extension de ce mode`le
de me´lange en nous basant sur la mode´lisation du poˆle de me´lange de´crite dans la sous-section
2.2.2, c’est-a`-dire qu’il existe au sein de chaque pixel un jeu de spectres purs associe´s a` chacune
des classe de mate´riaux purs. Le mode`le que nous proposons s’e´crit de la manie`re suivante pour
chacun des spectres observe´s :
xp =
M∑
m=1
cpmrm(p) ∀p ∈ J1, P K (2.3)
ou` rm(p) est le spectre associe´ a` la me`me classe de mate´riaux a` l’inte´rieur du pixel p. Extraire les
sources a` partir des observations en conside´rant ce mode`le de me´lange correspond a` un proble`me
mal pose´. La contrainte de somme-a`-un est conserve´e au sein de chaque pixel. Cette contrainte est
proble´matique dans le cas ge´ne´ral car les spectres utilise´s pour de´composer les spectres observe´s
ne sont pas effectivement pre´sents dans ce pixel. Notre mode`le conside`re que nous extrayons
les spectres effectivement pre´sent au sein des pixels. Par conse´quent si la re´solution spatiale est
suffisamment e´leve´e (cf.sous-section 2.2.2) la contrainte de somme-a`-un est le´gitime.
M∑
m=1
cpm = 1 ∀p ∈ J1, P K. (2.4)
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Comme dans le cas du mode`le line´aire standard on souhaite avoir une e´criture matricielle de ce
mode`le. Pour cela on va se baser sur les notations choisies dans le cas du mode`le line´aire standard.
Soient X = [x1, . . . ,xP]T la matrice des spectres observe´s, R = [r1, . . . , rM]T la matrice des
poˆles de me´lange si on ne conside`re pas la variabilite´ intra-classe (meˆme source pour reconstruire
tous les pixels) et C = [c1, . . . , cP]T la matrice des coefficients de me´lange associe´e. Dans ce cas
le mode`le de me´lange standard (2.2) s’e´crit sous forme matricielle de la manie`re suivante :
X = CR. (2.5)
Supposons a` pre´sent que l’on conside`re la pre´sence de variabilite´ intra-classe. Afin d’obtenir
une e´criture matricielle de (2.3) on introduit :
• la matrice R(p) = [r1(p), . . . , rM(p)]T qui repre´sente le jeu de M spectres purs associe´s au
spectre observe´ dans le pixel p, xp
• la matrice R˜ =
R(1). . .
R(P )
 ∈ RPM×L qui contient l’ensemble des spectres purs contenu dans
toute l’image (un jeu de spectres purs par pixel)
• la matrice des coefficients de me´lange associe´e a` R˜, C˜ ∈ RP×PM qui est une matrice
diagonale par bloc :
C˜ =

c1T 0 . . . 0 . . . 0 . . . 0
0 . . . 0 c2T . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . cPT
 . (2.6)
L’e´quation (2.3) s’e´crit donc de la manie`re suivante :
X = C˜R˜. (2.7)
On retrouve donc une e´criture similaire a` l’e´criture matricielle du mode`le de me´lange line´aire
standard ce qui facilitera les calculs par la suite. On remarquera aussi que dans (2.7) les matrices
C˜ et R˜ sont soumises aux meˆmes contraintes que les matrices C et R dans (2.5) : positivite´ et
somme-a`-un (uniquement pour C et C˜).
2.2.4 Proposition d’un nouveau mode`le line´aire-quadratique de me´lange
Dans la partie E´tat de l’art, sous-sections 1.3.2 et 1.3.3, on explique qu’en milieu urbain des
effets de re´flexion multiple de la lumie`re sur les baˆtiments entrainent la pre´sence de nouveaux
termes dans le mode`le de me´lange. Dans la section 1.3.2 le mode`le propose´ par Meganem et al.
[4] est pre´sente´. On rappelle ici que ce mode`le a e´te´ de´veloppe´ en se basant sur une e´tude fine du
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transfert radiatif dans un canyon urbain. L’e´quation de me´lange est rappele´e ci-dessous, (2.8) :
xp =
M∑
m=1
cpmrm +
M∑
m=1
M∑
µ=m
cp,(m,µ)(rm  rµ),
∀p, avec

∑M
m=1 cpm = 1
cpm > 0 ∀m ∈ J1,MK
0 ≤ cp,(m,µ) ≤ 0.5 ∀1 ≤ m ≤ µ ≤M
(2.8)
avec cp,(m,µ) le coefficient de me´lange associe´ au terme quadratique issu du produit des spectres
purs rm et rµ.
On propose d’utiliser la meˆme hypothe`se que celle faite dans le cas du me´lange line´aire : un
jeu de spectres purs par pixel. En se basant sur le mode`le de me´lange de´veloppe´ par Meganem,
on aboutit au mode`le suivant :
xp =
M∑
m=1
cpmrm(p) +
∑
q∈Vp
q 6=p
M∑
m=1
M∑
µ=1
c(p,q),(m,µ)rm(p) rµ(q) +
M∑
m=1
M∑
µ=m
cp,(m,µ)rm(p) rµ(p),
∀p, avec

∑M
m=1 cpm = 1
cpm > 0 ∀m ∈ J1,MK
0 ≤ cp,(m,µ) ≤ 0.5 ∀1 ≤ m ≤ µ ≤M
0 ≤ c(p,q),(m,µ) ≤ 0.5 ∀1 ≤ m ≤ µ ≤M
(2.9)
Concernant les termes quadratiques on a ici conside´re´ que les re´flexions multiples engageaient
au moins un des mate´riaux purs du pixel observe´. Deux possibilite´s existent donc dans le cas du
produit quadratique :
• soit il intervient entre deux e´le´ments pre´sents au sein du pixel p, dans ce cas le produit
s’e´crit : rm(p) rµ(p)
• soit il intervient entre un e´le´ment du pixel p et un e´le´ment appartenant a` un pixel voisin
q (i.e contenu dans le voisinage Vp), a` ce moment le produit s’e´crit : rm(p) rµ(q)
Les termes cp,(m,µ) et c(p,q),(m,µ) correspondent aux coefficients de me´lange associe´s au termes
quadratiques dans chacun des cas de´crit ci-dessus.
Le mode`le de´crit ci-dessus est assez complexe et demande de de´finir convenablement le voi-
sinage Vp. Nous proposons donc une version simplifie´ de ce mode`le. En conside´rant que les
pixels couvrent une surface au sol suffisamment grande et qu’il existe au sein de chaque pixel
un repre´sentant de chacune des classes de mate´riaux purs on peut faire l’hypothe`se que l’en-
semble des termes produits peut eˆtre retrouve´ en utilisant uniquement les spectres issus du jeu
de spectres purs associe´ au pixel. Cette hypothe`se se justifie d’autant plus que l’amplitude du
terme quadratique est faible compare´e a` l’amplitude des termes line´aires, si bien que de petites
erreurs sur les spectres quadratiques n’influenceront pas de manie`re significative le re´sultat du
de´me´lange. Le mode`le de me´lange quadratique peut donc s’e´crire de la manie`re suivante :
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xp =
M∑
m=1
cpmrm(p) +
M∑
m=1
M∑
µ=m
cp,(m,µ)rm(p) rµ(p),
∀p, avec

∑M
m=1 cpm = 1
cpm > 0 ∀m ∈ J1,MK
0 ≤ cp,(m,µ) ≤ 0.5 ∀1 ≤ m ≤ µ ≤M
(2.10)
On propose de passer a` des e´critures matricielles pour les mode`les de´crits en (2.9) et (2.10).
Pour cela il est ne´cessaire d’adopter un certain nombre de notations :
• R(p) = [r1(p), . . . , rM(p)]T ∈ RM×L est la matrice contenant l’ensemble des spectres purs
associe´s au pixel p, quel que soit le pixel p, le rangement au sein de la matrice est toujours
le meˆme (i.e le spectre associe´ a` la classe de mate´riaux m sera toujours sur la me`me ligne
de R(p), ∀p)
• R˜ =
R(1)...
R(P )
 ∈ RPM×L, est la matrice contenant l’ensemble des spectres des diffe´rentes
classes de mate´riaux purs. Le rangement de chaque R(p) fait que les spectres associe´s a` la
classe de mate´riaux m se trouvent aux lignes m+ κM (κ ∈ J1, P K)
• la matrice C˜ ∈ RP×PM est la matrice associe´e des coefficients, c’est une matrice diagonale
par blocs :
C˜ =

c1T 0 . . . 0 . . . 0 . . . 0
0 . . . 0 c2T . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . cPT .

ou` cp = [cp1, . . . cpM ]T ∈ RM×1 est le vecteur des coefficients de me´lange associe´s a` la
matrice R(p).
• T(p) = [r1(p) r1(p), r1(p) r2(p), . . . , rM(p) rM(p)]T ∈ RK×L (avec K = M2−
(
M
2
)
)
est la matrice contenant l’ensemble des “spectres quadratiques” du pixel p issus unique-
ment des re´flexions multiples au sein de ce pixel, la position des spectres, en fonction des
termes utilise´s dans les produits, est constante.
• T˜ =
T(1)...
T(P )
 ∈ RPK×L est la matrice contenant l’ensemble des “spectres quadratiques”
issus des re´flexions multiples au sein du pixel p
• la matrice Γ˜ ∈ RP×PK est la matrice des coefficients quadratiques de me´lange associe´e a`
T˜, c’est une matrice diagonale par bloc :
Γ˜ =

γ1T 0 . . . 0 . . . 0 . . . 0
0 . . . 0 γ2T . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . γPT

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ou` γp = [cp,(11), cp,(12), . . . , cp,(MM)]T ∈ RK×1 est le vecteur des coefficients de me´lange
associe´ a` la matrice T(p).
• Q(p) = [r1(p)r1(q1), . . . , rM(p)rM(q1), r1(p)r1(q2), . . . , rM(p)rM(qp)]T est la ma-
trice contenant l’ensemble des “spectres quadratiques” issus des re´flexions multiples entre
un e´le´ment du pixel p et un e´le´ment du voisinage (Vp = Jq1, qP K).
• Q˜ =
Q(1)...
Q(P )
 ∈ RPK×L est la matrice contenant l’ensemble des “spectres quadratiques”
issus des re´flexions multiples pixel p / pixel du voisinage
• La matrice D˜ ∈ P×H est la matrice des coefficients de me´lange associe´e a` la matrice Q˜,
c’est une matrice diagonale par bloc :
D˜ =

d1T 0 . . . 0 . . . 0 . . . 0
0 . . . 0 d2T . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . dPT

ou` dp ∈ RH×1 est le vecteur des coefficients associe´ a` la matrice Q(p).
En utilisant le mode`le de me´lange de´fini pour chaque spectre observe´ en (2.9) et les notations
propose´es ci-dessus on obtient l’e´quation suivante :
X = C˜R˜ + Γ˜T˜ + D˜Q˜. (2.11)
Si l’on souhaite utiliser le mode`le simplifie´ pre´sente´ dans l’e´quation (2.10) le mode`le matriciel
devient :
X = C˜R˜ + Γ˜T˜. (2.12)
Il est possible de simplifier encore cette e´criture afin de se rapprocher du mode`le “pseudo-
line´aire” pre´sente´ dans l’E´tat de l’art dans la section.1.2.2, e´quation (1.33). Pour cela on doit
encore adopter de nouvelles notations :
• R˙ =

R(1)
T(1)
...
R(P )
T(P )
 ∈ R
P (M+K)×L est la matrice contenant l’ensemble des spectres purs et des
spectres quadratiques issus du pixel. Cette matrice est associe´e a` la matrice des coefficients
C˙ ∈ RP×P (M+K) :
C˙ =

[c1T , γ1T ] 0 . . . 0 . . . 0 . . . 0
0 . . . 0 [c2T , γ2T ] . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . [cPT , γPT ].

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• R˘ =

R(1)
T(1)
Q(1)
...
R(P )
T(P )
Q(P )

∈ RP (M+K+H)×L est la matrice contenant l’ensemble des spectres purs et
des spectres quadratiques. Cette matrice est associe´e a` la matrice des coefficients C˘ ∈
RP×P (M+K+H) :
C˘ =

[c1T , γ1T ,d1T ] 0 . . . 0 . . . 0 . . . 0
0 . . . 0 [c2T , γ2T ,d2T ] . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . [cPT , γPT ,dPT ].

En utilisant ces notations on peut re´e´crire les e´quations (2.11) et (2.12) sous forme pseudo-
line´aire. Ces deux mode`les de me´lange s’e´crivent alors respectivement :
X = C˘R˘ (2.13)
et
X = C˙R˙. (2.14)
2.3 Conclusion
Dans ce chapitre nous avons commence´ par e´tudier le phe´nome`ne de variabilite´ intra-classe.
Nous avons constate´ que ce phe´nome`ne agissait a` diffe´rentes e´chelles : au sein de zones uniformes
ne contenant qu’un seul baˆtiment et au sein de l’image comple`te. La section 2.1 nous ame`ne au
constat que la variabilite´ intra-classe re´sulte de diffe´rents phe´nome`nes et qu’il est difficile d’e´tablir
une loi re´gissant l’ensemble de ceux-ci. Cependant il apparait aussi qu’il est ne´cessaire de prendre
en compte ce phe´nome`ne si l’on souhaite ame´liorer la pre´cision des mode`les de me´lange.
La section 2.2 a donc e´te´ de´die´e a` la mise en place d’un mode`le de me´lange au sein duquel
est inte´gre´ la variabilite´ intra-classe. Pour cela nous avons remis en question la notion de poˆle de
me´lange et avons substitue´ a` cette de´nomination la notion de classe de mate´riaux purs. Notre
approche consiste a` dire que nous ne pouvons mathe´matiquement de´crire la variabilite´ intra-
classe, mais nous pouvons autoriser au sein de chaque pixel de l’image des variations des spectres
caracte´risant un mate´riau. Cela nous a amene´ a` proposer des mode`les de me´lange dans lesquels
a` chaque pixel est associe´ un jeu de spectres purs.
Deux mode`les de me´lange ont e´te´ propose´s. Le premier est une modification du mode`le de
me´lange line´aire standard, le second est une extension du mode`le de me´lange line´aire-quadratique
propose´ par Meganem et al. dans le cas de zones urbaines [119]. Pour chacun de ces mode`les
nous proposons une e´criture vectorielle ainsi qu’une e´criture matricielle de la mode´lisation.
Ces mode`les e´tant nouveaux et largement sous-dimensionne´s les me´thodes actuelles de de´me´lange
ne peuvent eˆtre utilise´es pour les inverser. Il est donc a` pre´sent ne´cessaire de mettre au point
une me´thode de de´me´lange qui sera adapte´e a` ces mode`les de me´lange.
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Dans le Chapitre 2 nous avons propose´ de nouveaux mode`les de me´langes de´die´s soit au cas
line´aire (2.3) (ou (2.7)), soit au cas line´aire-quadratique (2.10) (ou (2.12) et (2.14)). Le mode`le
line´aire est le cas le plus simple pour mode´liser les phe´nome`nes de me´lange et il permet de
mode´liser les phe´nome`nes majeurs de me´lange qui interviennent en zone urbaine. Ce chapitre
sera donc consacre´ uniquement au de´veloppement d’une me´thode de de´me´lange base´e sur le
mode`le line´aire avec variabilite´ intra-classe.
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3.1 Mise en e´vidence de la non-applicabilite´ des me´thodes exis-
tantes avec notre mode`le de me´lange
Re´sume´ :
Dans cette section nous allons montrer qu’il n’existe actuellement pas de me´thodes de de´me´lange
permettant d’inverser le mode`le de me´lange que nous avons propose´ dans le chapitre pre´ce´dent.
A partir de cette e´tude, nous expliquerons notre choix d’utiliser une technique base´e sur la NMF
pour de´velopper notre nouvelle me´thode.
Dans le Chapitre 1 (section 1.2.1) nous avons pre´sente´ diffe´rentes me´thodes de de´me´lange.
Nous allons ici analyser leur applicabilite´ a` notre mode`le de me´lange line´aire, (2.3) (ou (2.7)).
Les me´thodes ge´ome´triques Ces me´thodes sont pre´sente´es dans la sous-section 1.2.1.1 du
Chapitre 1. Ces me´thodes reposent sur l’hypothe`se que l’ensemble des spectres observe´s sont
contenus dans un simplexe dont les extre´mite´s sont les poˆles de me´lange. Notre mode`le de me´lange
ne pre´voit pas l’existence d’une structure de simplexe, par conse´quent l’extraction de chacun des
spectres purs associe´s a` une classe de mate´riaux n’est pas possible avec ce type de me´thode. Dans
le cas ou` des pixels purs de chacune des classes sont pre´sents dans l’image, on extrait au mieux
un repre´sentant moyen de tous les spectres caracte´risant une classe, au pire un extremum de ces
spectres. Ce type de me´thode n’est donc pas adapte´ a` notre mode`le.
Les me´thodes baye´siennes Ces me´thodes sont pre´sente´es dans les sous-sections 1.2.1.2 (cas
line´aire standard) et 1.2.3.2 (cas avec variabilite´ intra-classe) du Chapitre 1. Ces me´thodes se
basent sur diffe´rentes mode´lisations des poˆles de me´lange : des repre´sentations classiques (un poˆle
de me´lange = un spectre) [29], des mode´lisations gaussiennes... Comme nous l’avons explique´ dans
le Chapitre 2 (sous-section 2.2.1) aucune de ces mode´lisations ne correspond aux observations
des phe´nome`nes de variabilite´ intra-classe. Dans notre mode`le nous ne proposons pas de lois
re´gissant la re´partition des spectres purs associe´s a` une classe de mate´riaux. Par conse´quent,
nous ne disposons pas des a priori ne´cessaires pour mettre en place de telles me´thodes.
Les me´thodes parcimonieuses On trouve des de´tails sur ce type de me´thodes dans la partie
1.2.1.3 du Chapitre 1. Comme on l’a montre´ dans cette partie et dans la partie 1.1.2.3 du Chapitre
1, diffe´rentes notions de parcimonie peuvent eˆtre conside´re´es.
Dans un premier cas elle peut signifier la pre´sence de zones mono-sources. Les me´thodes
de´veloppe´es pour ce type de cas ne sont pas applicables lorsque l’on utilise notre mode`le. En
effet la notion de zone mono-source n’existe pas puisque pour une meˆme classe de mate´riaux les
spectres varient d’un pixel a` l’autre.
Dans un second cas on parle de parcimonie pour e´voquer la pre´sence d’un faible nombre de
mate´riaux purs au sein de chaque pixel de l’image. On retrouve cette notion de parcimonie ajoute´e
comme contrainte dans diffe´rents types de me´thodes (baye´sienne, ge´ome´trique...). Les me´thodes
uniquement base´es sur ce type d’approche utilisent ge´ne´ralement une ou des bibliothe`ques de
spectres purs au sein desquelles elles cherchent les e´le´ments qui minimiseront une fonction de couˆt,
tout en pe´nalisant l’augmentation du nombre d’e´le´ments utilise´s. La pre´sence de bibliothe`ques va
permettre d’incorporer une forme de variabilite´ dans les spectres e´tudie´s (cf. Chapitre 1, section
1.2.3.2) cependant elle limite la recherche car on ne peut re´cupe´rer de spectres non pre´sent dans
la bibliothe`que. Dans notre mode`le, tous les spectres d’un meˆme mate´riau peuvent eˆtre diffe´rents.
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Nous ne disposons pas de bibliothe`ques compose´e de spectres de´crivant l’ensemble des variabilite´s
observables.
Les me´thodes NMF Les approches par NMF sont de´crites pre´cise´ment dans la section 1.1.2.4
de l’Chapitre 1 et leur application au de´me´lange dans la section 1.2.4 de ce meˆme chapitre. Les
me´thodes de de´me´lange existantes et base´es sur la NMF ne sont pas applicables dans le cas ou`
l’on conside`re notre mode`le de me´lange puisqu’elles recherchent un unique jeu de spectres pour
l’ensemble de l’image.
Cependant l’approche par NMF est inte´ressante et peut eˆtre e´tendue a` notre situation. En
effet, dans le Chapitre 2 section 2.2.3 on propose une e´criture matricielle de notre mode`le de
me´lange, (2.7). La matrice des observations s’e´crit bien comme le produit de deux matrices
non-ne´gatives. L’approche par NMF est donc envisageable. Le principal proble`me provient des
dimensions des matrices recherche´es. Le proble`me est tre`s largement sous-de´termine´. Une ap-
proche par NMF risque donc de nous conduire a` un minimum local de l’erreur de reconstruction.
Nous verrons lors du de´veloppement des me´thodes comment ce proble`me a e´te´ pris en compte.
Une approche par NMF e´tendue semble donc envisageable pour re´soudre le proble`me de
de´me´lange en conside´rant notre mode`le de me´lange. Cependant les me´thodes existantes ne per-
mettent pas de re´soudre notre proble`me de se´paration de sources. Nous allons donc devoir pro-
poser une fonction de couˆt adapte´e a` notre mode`le de me´lange et obtenir les re`gles de mise
a` jour associe´es. L’approche par NMF offre l’avantage de pouvoir rajouter des contraintes lors
de l’e´criture de la fonction de couˆt. Nous tirerons partie de ceci pour minimiser les effets de la
sous-de´termination du proble`me.
3.2 Premie`re extension de la me´thode NMF a` notre mode`le de
me´lange
Re´sume´ :
Nous avons explique´ dans la partie pre´ce´dente que nous avons opte´ pour une me´thode de
de´me´lange s’appuyant sur le principe de la NMF. Cette partie sera donc consacre´e a` la mise
en place d’une premie`re me´thode de de´me´lange base´e sur notre mode`le line´aire. Dans un premier
temps nous pre´senterons la fonction de couˆt choisie puis les diffe´rentes phases de calcul jusqu’a`
l’obtention des re`gles de mise a` jour. Finalement nous pre´senterons une analyse critique de cette
me´thode afin d’identifier ses faiblesses.
3.2.1 E´criture de la fonction de couˆt
La premie`re e´tape de la mise en place de la me´thode est le choix de la fonction de couˆt. Nous
avons choisi de minimiser l’erreur quadratique de reconstruction. Il s’agit de la distance la plus
commune dans le cas des me´thodes de de´me´lange. C’est aussi la mesure de distance utilise´e dans
la NMF standard.
Dans cette partie on mettra en e´vidence les diffe´rences existant entre le mode`le standard de
la NMF (1 jeu de spectres purs pour l’ensemble de l’image) et celui associe´ a` la me´thode NMF
que nous proposons (1 jeu de spectres purs pour chaque pixel). Nous avons appele´ la premie`re
me´thode que nous avons de´veloppe´e UP-NMF pour Unconstrained Pixel-by-pixel NMF.
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Dans cette partie nous utiliserons les notations introduites dans le Chapitre 2, section 2.2.3. En
utilisant ces notations, la fonction de couˆt utilise´e dans la me´thode NMF standard de de´me´lange
s’e´crit :
Jnmf =
1
2‖X−CR‖
2
F (3.1)
ou` ‖ · ‖F est la norme de Frobenius. Dans (3.1), C et R repre´sentent respectivement les estima-
timations des “ve´ritables” coefficients et spectres purs implique´s dans le me´lange. Nous avons
choisi cette notation afin de ne pas alourdir l’e´criture des calculs pre´sente´s par la suite.
L’e´criture de la fonction de couˆt dans le cas de notre mode`le de me´lange est similaire de
l’e´criture de (3.1). On remplace uniquement les matrices C et R par nos nouvelles matrices C˜
et R˜. La fonction de couˆt de UP-NMF s’e´crit alors :
Jupnmf =
1
2‖X− C˜R˜‖
2
F . (3.2)
Comme pour la NMF nous avons choisi de conserver les notations C˜ et R˜ meˆme si elles corres-
pondent ici aux variables estime´es et non aux valeurs exactes des coefficients de me´lange et des
spectres purs.
3.2.2 Calcul du gradient
La seconde e´tape va consister a` minimiser la fonction de couˆt sans contraintes. Nous avons
choisi une approche par gradient projete´. Nous avons choisi cet algorithme car il est facilement
adaptable a` notre cas et parce qu’il nous sera possible de complexifier ulte´rieurement notre
fonction de couˆt tout en conservant les re´sultats de´ja` obtenus. Par ailleurs Lin propose un algo-
rithme standard de NMF base´ sur la descente de gradient [67]. Nous pourrons alors comparer
nos re´sultats avec ceux obtenus a` l’aide de l’algorithme NMF par gradient projete´ standard.
Nous devons donc obtenir les de´rive´es partielles de la fonction de couˆt Jupnmf par rapport a`
R˜ et C˜. Pour faciliter les calculs on re´e´crit la fonction de couˆt de la manie`re suivante :
Jupnmf =
1
2Tr((X− C˜R˜)(X− C˜R˜)
T ) (3.3)
On obtient facilement une expression de ses de´rive´es en utilisant les formules de de´rivation
matricielle.
∂Jupnmf
∂R˜
= −C˜T (X− C˜R˜) (3.4)
∂Jupnmf
∂C˜
= −(X− C˜R˜)R˜T . (3.5)
A partir de ces deux expressions on va pouvoir obtenir les re`gles de mise a` jour.
3.2.3 Re`gles de mise a` jour
Les re`gles de mise a` jour dans le cas du gradient projete´, pour le mode`le standard de me´lange
(sans variabilite´ intra-classe) sont de´crites par les equations (1.19) et (1.20) (section 1.1.2.4 du
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Chapitre 1 ). Adapte´es a` notre cas ces e´critures deviennent :
R˜(i+1) ←− R˜(i) − αR˜
∂J
(i)
upnmf
∂R˜
(3.6)
C˜(i+1) ←− C˜(i) − αC˜
∂J
(i)
upnmf
∂C˜
(3.7)
ici αR˜ et αC˜ sont des pas d’adaptation positifs. On projette ensuite chaque composante scalaire
sur le domaine d’inte´reˆt, R+∗, et on effectue la normalisation issue de la somme-a`-un.
En utilisant les re´sultats de (3.4) et (3.5), on obtient les re`gles de mise a` jour pour notre
algorithme UP-NMF. On notera que dans la mise a` jour de la matrice C˜ seuls les vecteurs cpT
(blocs sur la diagonale) sont mis a` jour a` chaque ite´ration. Les autres termes sont fixe´s a` 0. On
obtient finalement l’algorithme de mise a` jour de la me´thode UP-NMF.
Algorithme I : Unconstrained Pixel-by-pixel NMF (UP-NMF)
Tant que Jupnmf > Seuil :
1. Mise a` jour de la matrice R˜
R˜(i+1) ←− R˜(i) + αR˜(C˜(i)T (X− C˜(i)R˜(i)))
R˜(i+1) = max(R˜(i+1), ) ( est un entier positif tre`s petit)
2. Mise a` jour de la matrice C˜
Pour p = 1 a` P
cp(i+1)T ←− cp(i)T + αC˜(xpT − cp(i)TR(p)(i))R(p)(i)T
cp(i+1) = max(cp(i+1), ) ( est un entier positif tre`s petit)
3. Normalisation des coefficients
Pour p = 1 a` P
cp(i+1) ←− cp(i+1)/∑Mm=1 cpm
Dans le cas pre´sente´ dans la sous-section 2.2, on suppose que le nombre de classes de
mate´riaux purs, M , est connu. Par ailleurs l’initialisation des matrices n’est pas pre´sente´e ici. On
s’inte´ressera a` ce point dans la sous-section 3.4. On rappelle seulement que les spectres associe´s
a` une classe de mate´riaux purs occupent, dans la matrice R˜, des lignes de R˜ bien de´termine´es
(cf. section 2.2.3).
3.2.4 Discussions autour de la me´thode UP-NMF
La me´thode UP-NMF est une simple extension de la me´thode NMF standard a` notre mode`le
de me´lange. Elle permet donc de re´cupe´rer dans chaque pixel un jeu de spectres associe´ a` chacune
des classes. Cependant UP-NMF augmente conside´rablement le nombre de variables a` estimer et
ne modifie pas la dimension de la matrice des donne´es. On est donc en pre´sence d’un proble`me
d’optimisation tre`s largement sous-de´termine´. On risque donc de converger vers un minimum
local.
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En augmentant le nombre de variables a` estimer on ajoute aussi une inde´termination d’am-
plitude (courante dans le domaine de la SAS) qui n’e´tait pas pre´sente dans la NMF standard en
raison de la contrainte de somme-a`-un. Dans notre cas la contrainte de somme-a`-un ne fait que
normaliser le jeu de coefficient associe´ a` un pixel mais n’a aucun impact sur les spectres vu que
les jeux de spectres sont inde´pendants d’un pixel a` l’autre. Du coup on peut tre`s bien re´e´crire la
reconstruction du spectre observe´ pour le pixel p, (2.3) de la manie`re suivante :
xp =
M∑
m=1
1
km(p)
cpm × km(p)rm(p)∀p ∈ J1, P K (3.8)
on trouve facilement un jeu km(p) pour chaque pixel tel que la condition de somme-a`-un soit
toujours valide´e. Les spectres et les coefficients sont donc obtenus a` un coefficient d’amplitude
pre`s. Si nous n’avons pas d’informations supple´mentaires nous devrons faire avec la pre´sence de
ce facteur d’amplitude dans les re´sultats.
Par ailleurs, sans contraintes supple´mentaires sur le proble`me, on compromet l’existence de
classe. En effet, avec UP-NMF, a` chaque ite´ration les spectres associe´s aux diffe´rents pixels sont
mis a` jour inde´pendamment les uns des autres, meˆme s’ils appartiennent a` une meˆme classe de
mate´riaux. Par conse´quent ils peuvent e´voluer vers un autre mate´riau ou dans le cas extreˆme
un me´lange de mate´riaux. Cette proble´matique sera d’autant plus importante que la variabilite´
inter-classe est faible. Comme nous avons pu le constater dans la section 2.1.3 les spectres entre
de classes de mate´riaux diffe´rentes peuvent avoir de fortes ressemblances. Si l’on autorise trop
les spectres a` varier, ils risquent, au sein d’une meˆme classe, de de´crire des mate´riaux diffe´rents.
Nous proposons donc une ame´lioration de la me´thode UP-NMF en modifiant la fonction de
couˆt afin d’y ajouter des contraintes issues de l’e´tude de la variabilite´ intra-classe que nous avons
pre´sente´e dans la section 2.1.
3.3 Extension de la me´thode UP-NMF pour prendre en compte
la notion de classe
Re´sume´ :
Une me´thode base´e sur notre mode`le de me´lange line´aire a e´te´ de´veloppe´e. Cependant elle
pre´sente plusieurs faiblesses. Nous proposons dans cette partie de de´velopper une extension de
cette me´thode qui prendra en compte les observations faites lors de l’e´tude de la variabilite´ intra-
classe. Cette nouvelle me´thode, appele´e IP-NMF, sera construite autour d’une fonction de couˆt
complexifie´e par rapport a` UP-NMF. Nous pre´senterons donc cette nouvelle fonction de couˆt
puis les calculs de gradients jusqu’a` l’algorithme de mise a` jour.
3.3.1 E´criture d’une nouvelle fonction de couˆt
Dans le Chapitre 2 nous avons mis en e´vidence la variabilite´ inter-classe mais aussi le fait
qu’il existait une unite´ au sein des classes de mate´riaux purs. En effet la variabilite´ inter-
classe est suffisamment importante pour que l’on n’ait pas de recouvrement de classes. Dans la
me´thode UP-NMF cette notion de classe n’existe pas puisque les spectres e´voluent comple`tement
inde´pendamment d’un pixel a` l’autre. Nous allons donc introduire ici un terme de pe´nalisation
nous permettant de limiter les variations spectrales dans une meˆme classe.
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Nous avons donc choisi de pe´naliser l’augmentation de l’inertie de chacune des classes de
mate´riaux, c’est-a` dire l’e´talement spectral des spectres au sein de chaque classe. Cette pe´nalisation
sera incluse dans la fonction de couˆt. En choisissant de pe´naliser l’inertie on pe´nalise uniquement
l’e´talement des spectres de chaque classe les uns par rapport aux autres, et non pas un mou-
vement collectif de ces spectres. On permet ainsi aux classes d’e´voluer meˆme dans le cas d’une
mauvaise initialisation (cf. sous-section 3.4). Cette me´thode a e´te´ nomme´e IP-NMF (pour Inertia-
constrained Pixel-by-pixel NMF).
Pour obtenir l’inertie de nos classes de spectres nous allons calculer la trace des matrices de
covariance obtenues pour chacune des classes :
Im = Tr
(
Cov
(
R˜Cm
))
(3.9)
ou` R˜Cm ∈ RP×L correspond a` la matrice contenant l’ensemble des spectres de la me`me classe de
mate´riaux (pour cre´er cette matrice on extrait les m(modM) spectres de la matrice R˜). La trace
e´tant invariante par similitude, calculer (3.9) correspond a` calculer Tr
(
DR˜Cm
)
ou` DR˜Cm est une
matrice diagonale telle que Cov
(
R˜Cm
)
= ODR˜CmO
T . On obtient donc la somme des variances
sur l’ensemble des dimensions. On calcule la trace de R˜Cm et non de R˜ car on souhaite diminuer
l’e´talement de chaque classe et non l’e´talement total de l’ensemble des spectres.
La nouvelle fonction de couˆt utilisant cette pe´nalisation s’e´crit alors :
Jipnmf =
1
2
∥∥∥X− C˜R˜∥∥∥2
F
+ µ
M∑
m=1
Tr(Cov(R˜Cm)) (3.10)
ici µ est un parame`tre qui va contraindre l’inertie. Si µ = 0 on retrouve la me´thode UP-NMF,
si µ est grand la contrainte d’inertie va devenir pre´ponde´rante dans la mise a` jour des spectres.
On discutera de l’impact de la valeur de ce parame`tre dans une partie de´die´e (section 4.4.2).
Avec IP-NMF on pe´nalise donc les spectres qui, lors de la mise a` jour, s’e´loignent trop du
groupe, ce qui permet de pre´server l’homoge´ne´ite´ de chacune des classes. On peut donc espe´rer
que des spectres associe´s a` la meˆme classe lors de l’initialisation continuent d’appartenir a` la
meˆme classe a` la fin de l’algorithme.
3.3.2 Calcul du gradient
Comme pour la me´thode UP-NMF on utilise une approche par gradient projete´ pour mini-
miser Jipnmf . On pourra ainsi re´utiliser les calculs faits dans le de´veloppement de cette me´thode.
On cherche donc, la` encore, a` calculer les de´rive´es partielles de Jipnmf par rapport a` R˜ et C˜.
Pour cela nous commencerons par de´composer la fonction de couˆt :
Jipnmf = JRE + µJI (3.11)
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avec
JRE =
1
2
∥∥∥X− C˜R˜∥∥∥2
F
(3.12)
JI =
M∑
m=1
Tr(Cov(R˜Cm))
=
M∑
m=1
( 1
P
Tr(R˜TCmR˜Cm)−
1
P 2
Tr(QCm)) (3.13)
QCm = R˜TCm1P,P R˜Cm (3.14)
ou` 1P,P ∈ RP×P correspond a une matrice de 1 de taille P × P . JRE de´finit l’erreur de recons-
truction et JI repre´sente la contrainte d’inertie. On remarquera que JRE est e´gale a` Jupnmf . Les
calculs associe´s a` ce terme ont donc de´ja` e´te´ de´taille´s dans la section 3.2.
JI ne de´pend pas de la matrice des coefficients C˜, par conse´quent la de´rive´e partielle cor-
respondante est e´gale a` 0. Pour obtenir la de´rive´e de JI par rapport a` R˜ on devra passer par
l’e´criture scalaire des matrices en jeu dans cette expression. C’est pourquoi nous commencerons
par proposer une re´e´criture de JI en fonction des termes de R˜. L’e´quation (3.13) me`ne a` l’e´criture
suivante :
JI =
M∑
m=1
( 1
P
L∑
l=1
P∑
k=1
[R˜Cm ]2k,l −
1
P 2
Tr(QCm))
= 1
P
M∑
m=1
L∑
l=1
P∑
k=1
[R˜]2(k−1)M+m,l −
1
P 2
M∑
m=1
Tr(QCm)
= 1
P
PM∑
κ=1
L∑
l=1
[R˜]2κ,l −
1
P 2
M∑
m=1
Tr(QCm)
= 1
P
Tr(R˜T R˜)− 1
P 2
M∑
m=1
Tr(QCm). (3.15)
On calcule facilement la de´rive´e du premier terme de l’expression (3.15) par rapport a` R˜ a` partir
des formules de de´rivation matricielle.
∂
∂R˜
( 1
P
Tr(R˜T R˜)) = 2
P
R˜. (3.16)
Nous allons a` pre´sent nous inte´resser au second terme de cette expression. Pour simplifier les
calculs nous introduisons deux nouvelles matrices A et B telles que :
A = R˜TCm −→ aij = [R˜Cm ]ji
B = 1P,P R˜Cm −→ bij =
P∑
β=1
[R˜Cm ]βj .
La matrice QCm s’e´crit donc comme le produit de A et B, QCm = AB. On obtient alors l’e´criture
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des coefficients de QCm en fonction des termes de R˜Cm :
[QCm ]ij =
P∑
α=1
aiαbαj
=
P∑
α=1
P∑
β=1
[R˜Cm ]αi[R˜Cm ]βj .
On calcule a` pre´sent la trace de QCm :
Tr(QCm) =
L∑
l=1
[QCm ]l,l
=
L∑
l=1
P∑
α=1
P∑
β=1
[R˜Cm ]α l[R˜Cm ]β l. (3.17)
En utilisant l’expression de Tr(QCm) obtenue en (3.17) il est de´sormais possible de calculer
la de´rive´e de ∑Mm=1 Tr(QCm) par rapport a` [R˜]γλ, les coefficients de R˜. Par construction de R˜Cm ,
il existe un unique m ∈ J1,MK tel que [R˜]γλ soit pre´sent dans QCm , m = 1 + (γ − 1)(mod M).
On le notera η dans la suite des calculs.
On peut de´sormais passer au calcul de la de´rive´e du second terme de (3.15) :
∂
∂[R˜]γλ
(
M∑
m=1
Tr(QCm)) =
M∑
m=1
∂
∂[R˜]γλ
(Tr(QCm))
= ∂
∂[R˜]γλ
(Tr(QCη))
= ∂
∂[R˜]γλ
(
L∑
l=1
P∑
α=1
P∑
β=1
[R˜Cη ]α l[R˜Cη ]β l). (3.18)
A partir de l’e´quation (3.18), quatre cas sont possibles en fonction de la valeur de γ, α et β :
∂(∑Ll=1[R˜Cη ]α l[R˜Cη ]β l)
∂[R˜]γλ
=

0 if α 6= γ and β 6= γ,
[R˜Cη ]β λ if α = γ and β 6= γ,
[R˜Cη ]αλ if α 6= γ and β = γ,
2[R˜Cη ]αλ if α = β = γ,
Par conse´quent on aboutit a` l’e´criture :
∂
∂[R˜]γλ
(
M∑
m=1
Tr(QCm)) = 2
P∑
α=1
[R˜Cη ]αλ
= 2
P∑
α=1
[R˜](α−1)M+η,λ. (3.19)
On souhaite reformuler l’expression obtenue en (3.19) sous forme matricielle afin d’acce´le´rer les
calculs lors de l’imple´mentation sur ordinateur. On obtient alors :
∂
∂R˜
(
M∑
m=1
Tr(QCm)) = 2UR˜ (3.20)
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avec U ∈ RPM×PM de´finie de la manie`re suivante :
U =

M

M︷ ︸︸ ︷
1 0 . . . 0
0 1 . . . 0
... . . .
0 0 . . . 1
1 0 . . . 0
...
1 . . .
0 . . .
...
0 . . .
1 . . .
. . .

=
IdM . . . IdM... . . . ...
IdM . . . IdM
 . (3.21)
La notation IdD de´crit la matrice identite´ de dimension D. Cette notation sera utilise´e dans
la suite du manuscrit. Graˆce a` (3.15), (3.16) et (3.20) on obtient la de´rive´e partielle de JI par
rapport a` la matrice des spectres :
∂JI
∂R˜
= 2
P
(IdPM − 1
P
U)R˜. (3.22)
On peut maintenant combiner les re´sultats obtenus en (3.4), (3.5) et en (3.22) pour obtenir les
deux de´rive´es partielles de la fonction de couˆt Jipnmf :
∂Jipnmf
∂R˜
= −C˜T (X− C˜R˜) + 2µ
P
(IdPM − 1
P
U)R˜ (3.23)
∂Jipnmf
∂C˜
= −(X− C˜R˜)R˜T . (3.24)
Nous avons donc obtenu une e´criture simple des de´rive´es partielles de Jipnmf . A partir de ces
expressions nous allons pouvoir obtenir l’e´criture des mises a` jour.
3.3.3 Re`gles de mise a` jour
Comme pour la me´thode UP-NMF nous utilisons les re`gles de mise a` jour de´crites dans (1.19)
et (1.20) (section 1.1.2.4 du Chapitre 1 ). De la meˆme manie`re que pour UP-NMF on pre´sente
une mise a` jour de chaque vecteur cp. Il est aussi possible de mettre a` jour directement la matrice
C˜ en une unique ope´ration, en s’assurant de fixer les ze´ros pre´sents en dehors des blocs diagonaux.
Algorithme II : Inertia-constrained Pixel-by-pixel NMF (IP-NMF)
Tant que Jipnmf > Seuil :
1. Mise a` jour de la matrice R˜
R˜(i+1) ←− R˜(i) + αR˜(C˜(i)T (X− C˜(i)R˜(i))− 2µP (IdPM − 1P U)R˜(i))
R˜(i+1) = max(R˜(i+1), ) ( est un entier positif tre`s petit)
2. Mise a` jour de la matrice C˜
Pour p = 1 a` P
cp(i+1)T ←− cp(i)T + αC˜(xpT − cp(i)TR(p)(i))R(p)(i)T
cp(i+1) = max(cp(i+1), ) ( est un entier positif tre`s petit)
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3. Normalisation des coefficients
Pour p = 1 a` P
cp(i+1) ←− cp(i+1)/∑Mm=1 cpm
Comme dans la section 2.2, on suppose dans cette partie que le nombre de classes de mate´riaux
purs, M , est connu. La question de l’initialisation sera aborde´e dans la section suivante, nous ne
nous attarderons donc pas sur ce point ici.
On remarquera que comme pour UP-NMF on obtient les coefficients de me´lange et les spectres
purs a` un facteur d’amplitude pre`s. Comme nous l’avons explique´ dans la sous-section 3.2.4 (cf.
e´quation (3.8)), la sous de´termination de notre mode`le de me´lange, due a` la modification de la
signification de la somme-a`-un, nous empeˆche de nous de´faire de ce point dur.
3.4 Choix des initialisations
Re´sume´ :
Les deux sections pre´ce´dentes ont permis d’obtenir les e´quations de mise a` jour des deux me´thodes
UP-NMF et IP-NMF. Ces me´thodes e´tant ite´ratives il est ne´cessaire d’initialiser les matrices
recherche´es. Nous nous inte´resserons donc dans cette partie aux e´le´ments a` initialiser. Nous
proposerons ainsi des me´thodes d’initialisation pour la matrice des spectres, R˜, et la matrice des
coefficients de me´lange, C˜.
Nous avons e´voque´ dans le Chapitre 1 (section 1.1.2.4, § Initialisation) la proble´matique de
l’initialisation. Les me´thodes UP-NMF et IP-NMF e´tant ite´ratives elles ne´cessitent une initiali-
sation des e´le´ments recherche´s.
Dans notre cas on doit initialiser les matrices C˜ et R˜. Ces matrices correspondent respec-
tivement aux coefficients de me´lange au sein de chaque pixel et aux spectres “graines” a` partir
desquels e´volueront les spectres mis a` jour. Comme nous l’avons e´voque´ dans le Chapitre 1 ce
choix d’initialisation est extreˆmement important car en cas de mauvaise initialisation on risque
de s’e´loigner de la solution optimale.
Diffe´rentes approches peuvent eˆtre choisies pour l’initialisation des matrices. Nous allons ici
pre´senter inde´pendamment les possibilite´s d’initialisation pour les matrices R˜ et C˜.
3.4.1 Initialisation de la matrice R˜
L’initialisation de la matrice R˜ correspond a` l’initialisation des jeux de spectres au sein de
l’ensemble des pixels. On a choisi d’initialiser l’ensemble des pixels avec le meˆme jeu de spectres
purs. Ainsi on commence avec des classes ayant une inertie nulle. On se demande donc comment
choisir cet unique jeu de spectres .
Si nous n’avons aucune connaissance a priori des sce`nes et du type de mate´riaux pre´sents
dans l’image deux options sont envisageables.
• On peut se´lectionner ale´atoirement M spectres de pixels dans l’image et les utiliser pour
initialiser les spectres de la matrice R˜. Cette option est rapide a` mettre en place, cepen-
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dant elle n’est absolument pas optimale et risque de conduire a` de nombreuses erreurs. En
effet si dans une sce`ne une classe de mate´riaux est peu pre´sente alors on risque de ne pas
extraire de spectres proches de cette classe et, malgre´ les mises a` jour, ne pas re´ussir a`
se rapprocher du spectre du mate´riau recherche´. Ce type d’initialisation est envisageable
dans le cas ou` les classes de mate´riaux purs sont e´quitablement pre´sentes et que des pixels
purs existent pour chaque mate´riau dans l’image.
• La seconde possibilite´ consiste a` extraire les spectres de mate´riaux purs de l’image en uti-
lisant une me´thode ge´ome´trique (cf. Chapitre 1, section 1.2.1.1). Avec ce type d’approche
on peut espe´rer extraire un spectre caracte´ristique de chaque classe de mate´riaux. On ini-
tialisera donc nos pixels avec des spectres proches des spectres recherche´s ce qui e´vitera
aux algorithmes UP-NMF et IP-NMF de trop s’e´loigner de la solution. le choix de l’al-
gorithme d’extraction des spectres purs de´pendra de ce que l’on cherche. Par exemple la
me´thode N-FINDR va extraire des spectres extreˆmes de chacune des classes de mate´riaux
alors qu’avec VCA on obtiendra des spectres de´crivant d’avantage une moyenne de chaque
classe. Ce type d’approches ne´cessitant la pre´sence de pixels purs, leurs performances se-
ront donc limite´es lorsqu’une, ou plusieurs, classes de mate´riaux ne seront pas pre´sentes
sous forme de pixels purs dans l’image. On extraira alors des spectres de me´langes, ce qui
e´loignera les spectres d’initialisation des spectres repre´sentatifs des classes de mate´riaux.
Ce proble`me sera d’autant plus important que les me´langes sont importants et les pixels
purs inexistants.
Dans le cas ou` l’on posse`de des connaissances a priori sur les spectres de me´lange il est pos-
sible d’opter pour d’autres types d’initialisation. Si on connaˆıt les mate´riaux pre´sents dans une
sce`ne on pourra utiliser des spectres de ces mate´riaux extraits d’une librairie pour construire le
jeu d’initialisation. Si le de´me´lange a de´ja` e´te´ fait dans une zone similaire et que l’on dispose
de diffe´rents spectres caracte´ristiques des classes de mate´riaux pre´sentes, on pourra utiliser la
moyenne de ces spectres comme spectre d’initialisation. On remarquera aussi que plusieurs de
ces me´thodes peuvent se comple´ter.
L’ensemble de ces solutions sont possiblement utilisables suivant les connaissances a priori, le
type d’image... nous avons donc choisi de se´lectionner trois me´thodes d’initialisation qui seront
par la suite utilise´es dans les sce´narios test (cf. Chapitre 4 ). Ces trois me´thodes d’initialisation
de la matrice R˜ sont :
(i) se´lection du jeu d’initialisation en extrayant ale´atoirement M spectres des observations.
(ii) obtention du jeu d’initialisation en utilisant une me´thode ge´ome´trique d’extraction des
poˆles de me´lange (VCA, N-FINDR).
(iii) utilisation du spectre moyen de chacune des classes de mate´riaux purs pour former le jeu
d’initialisation (on ne pourra tester ce sce´nario que dans le cas d’une connaissance a-priori
des classes).
Une pre´fe´rence est toutefois porte´e sur le sce´nario (ii). En effet dans le cas de la pre´sence de pixels
purs les me´thodes ge´ome´triques fonctionnent bien. On obtiendra donc pour chacune des classes
de mate´riaux purs un spectre relativement repre´sentatif du mate´riau et ce, sans connaissance a
priori, a` l’exception du nombre de classes.
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3.4.2 Initialisation de la matrice C˜
L’initialisation de la matrice C˜ correspond a` l’initialisation des coefficients de me´lange. Dans
UP-NMF et IP-NMF la signification de cette matrice est la meˆme que la signification de la ma-
trice C dans le cas de la NMF standard. Les techniques d’initialisation seront donc les meˆmes.
Comme nous l’avons vu dans la section 1.1.2.4 de le Chapitre 1 diffe´rentes approches sont
possibles pour initialiser cette matrice. Nous conside´rerons ici qu’aucune information a priori
n’est disponible, ce qui re´duira le champ des possibilite´s. Parmi les me´thodes d’initialisation des
coefficients les plus communes, nous en avons se´lectionne´ deux :
(a) Les coefficients de me´lange sont initialise´s avec des valeurs constantes qui respectent
la contrainte de somme-a`-un. On a choisi de prendre ces coefficients e´gaux a` 1M . Cette
approche offre l’avantage de ne pas favoriser un mate´riau au sein d’un me´lange, ce qui
arriverait si on tirait ale´atoirement ces coefficients. Ceci est aussi un de´faut puisqu’on va
donner du poids a` un spectre qui peut eˆtre inexistant dans le me´lange. On risque alors de
ne pas re´ussir a` converger vers la solution souhaite´e.
(b) Les coefficients initiaux sont obtenus a` la suite d’une re´gression par moindres carre´s,
FCLS (cf. Chapitre 1, section 1.2.1.1, § De´termination des coefficients de me´lange) sur les
spectres servant a` l’initialisation. Avec ce sce´nario on minimise l’erreur de reconstruction
avec les spectres servant a` l’initialisation. Si les spectres initiaux correspondent a` des ap-
proximations correctes des spectres purs pre´sents dans les pixels les coefficients de me´lange
ainsi obtenus sont proches de ceux recherche´s. On re´duit donc les risques e´voque´s dans
le sce´nario (a). Cependant si l’initialisation des spectres est mauvaise cette me´thode va
conduire a` des coefficients tre`s e´loigne´s de la solution. On risque aussi avec ce type d’ap-
proche de se retrouver avec une “trop bonne” initialisation, on se situera alors dans un
minimum local duquel on ne pourra peut eˆtre pas sortir.
Comme pour l’initialisation de R˜ le choix de l’initialisation de C˜ de´pendra de la situation.
Elle de´pendra aussi et surtout des choix faits pour l’initialisation de R˜.
Les sce´narios (a) et (b) seront utilise´s dans la phase de tests. On remarque d’avance que
l’emploi en commun des sce´narios (b) et (i) pour l’initialisation des coefficients de me´lange et
des jeux de spectre n’a pas de sens, les spectres extraits e´tant des spectres me´lange´s. Toutes les
combinaisons de sce´narios ne seront donc pas utilise´es dans les phases de tests.
3.5 Conclusion
L’objectif de ce chapitre e´tait de de´velopper des me´thodes de de´me´lange adapte´es au mode`le
de me´lange line´aire que nous avons pre´sente´ dans le Chapitre 2. Apre`s avoir montre´ qu’il n’e´tait
pas possible d’utiliser des me´thodes de´ja` existantes dans la litte´rature nous avons propose´ de
nous baser sur la NMF pour mettre au point deux nouvelles me´thodes de de´me´lange.
L’extension de la NMF standard a abouti a` l’e´laboration d’une nouvelle me´thode, UP-NMF,
pour laquelle nous proposons un algorithme de mise a` jour. Cependant cette approche semble
sous-dimensionne´e par rapport au nombre de variables recherche´es. Par ailleurs UP-NMF ne
prend pas en compte la notion de classe de mate´riaux purs dont nous avons pourtant montre´
l’existence dans le Chapitre 2. Nous avons donc propose´ une nouvelle me´thode, IP-NMF. IP-NMF
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se base sur la pre´ce´dente me´thode mais elle y ajoute une contrainte d’inertie. De cette manie`re
une dispersion trop importante des spectres au sein des classes est pe´nalise´e. On introduit ainsi
la notion de classe dans l’algorithme de mise a` jour.
Afin de terminer la description comple`te des algorithmes nous avons propose´ diffe´rentes
manie`res d’initialiser les matrices des spectres, R˜, et des coefficients de me´lange, C˜. L’utili-
sation de l’un ou l’autre des sce´narios de´pendra de nombreux parame`tres. Nous serons donc
amene´s a` tester diffe´rentes combinaisons d’initialisation sur des donne´es semi-synthe´tiques afin
de pouvoir les e´valuer. Le ou les sce´narios les plus performants seront ensuite utilise´s pour les
tests sur donne´es re´elles.
Outre le choix de leur initialisation, les me´thodes UP-NMF et IP-NMF de´pendent de plu-
sieurs parame`tres. L’influence de ces parame`tres de´pendra grandement des donne´es utilise´es lors
des tests. Afin d’e´tudier ces parame`tres nous proposons donc de faire appel a` un jeu de test
parfaitement maitrise´. Nous serons alors a` meˆme de tester nos me´thodes sur les images de´crites
dans le Chapitre 2.
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Dans le Chapitre 3 nous avons de´veloppe´ deux me´thodes de de´me´lange, UP-NMF et IP-
NMF. Ces me´thodes e´tant de´pendantes de parame`tres, il s’ave`re ne´cessaire d’effectuer une e´tude
de l’impact de ces parame`tres sur les re´sultats des deux me´thodes. Apre`s quoi seulement, nous
pourrons envisager des tests sur des images re´elles. Les donne´es utilise´es pour effectuer ces tests
doivent eˆtre parfaitement connues et elles doivent aussi eˆtre repre´sentatives des images que nous
allons traiter par la suite. Une fois les parame`tres de nos me´thodes fixe´s, nous proposerons aussi
une premie`re e´tude comparative de ces me´thodes avec des me´thodes de de´me´lange issues de la
litte´rature. On ve´rifiera alors si UP-NMF et IP-NMF apportent les ame´liorations espe´re´es. Si ce
n’est pas la cas il sera alors inutile de les tester sur des images re´elles.
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4.1 Choix des crite`res pour l’e´tude des performances des me´thodes
Re´sume´ :
Ce chapitre a pour objectif d’e´tudier l’impact de diffe´rents parame`tres sur les performances des
me´thodes UP-NMF et IP-NMF. Pour mesurer ces performances il est ne´cessaire de de´finir des
crite`res d’e´valuation. Cette section sera donc consacre´e au choix de ces crite`res et mesures.
Pour e´valuer les performances des me´thodes de de´me´lange nous devons e´valuer la distance
entre les spectres purs d’une part et les coefficients de me´lange d’autre part obtenus en sortie
de nos me´thodes, et les valeurs re´elles des ces e´le´ments. Pour cela nous allons nous appuyer sur
diffe´rentes mesures :
L’erreur de reconstruction (RE) On calcule l’erreur de reconstruction en comparant les
spectres observe´s au sein de chaque pixel avec le re´sultat de la multiplication des matrices des
spectres et des coefficients obtenus en sortie des me´thodes. Le re´sultat de cette multiplication
correspond aux spectres estime´s des observations. Pour un pixel p on e´crira cette erreur de la
fac¸on suivante :
RE(p) = 1
L
·
∥∥∥xp − cˆTpRˆ(p)∥∥∥2 (4.1)
ici cˆp et Rˆ(p) correspondent aux valeurs estime´es de cp et R(p). Il est aussi possible d’avoir une
erreur moyenne. On notera cette valeur RE, telle que :
RE = 1
L
·
∥∥∥X− ˆ˜C ˆ˜R∥∥∥
F
(4.2)
ou` ˆ˜C et ˆ˜R sont les matrices estime´es correspondant a` C˜ et R˜.
Cet outil est le plus utilise´ pour e´valuer les re´sultats du de´me´lange. Il est simple d’application
et surtout il ne ne´cessite pas de connaitre les donne´es e´tudie´es. Avec l’erreur de reconstruction
on calcule donc une distance entre les observations et les “observations estime´es”, c’est-a`-dire le
produit des deux matrices estime´es. La principale limitation de ce calcul est qu’il est possible
que les erreurs se compensent dans la multiplication des matrices. Si bien que l’erreur de recons-
truction sera faible, les spectres seront donc bien reconstruits, par contre les spectres pur et les
coefficients ne seront pas proches des spectres et coefficients effectivement pre´sents dans les pixels.
Par ailleurs cet outil n’est pas adapte´ a` l’e´tude de nos me´thodes. En effet dans UP-NMF,
l’objectif est de re´duire la fonction de couˆt qui correspond a` l’erreur de reconstruction. Dans
IP-NMF on minimise cette erreur associe´e a` un terme de pe´nalisation. Le re´sultat de l’erreur de
reconstruction sera donc force´ment faible. Cela ne signifiera pas pour autant que les matrices
obtenues sont correctes.
Nous avons tout de meˆme se´lectionne´ cet ope´rateur comme outil de mesure de la performance
des me´thodes car il est le plus utilise´ dans la litte´rature et qu’il ne demande pas d’acce`s aux
ve´rite´s terrain. Cependant nous manipulerons par la suite ces re´sultats avec pre´caution. Nous
pre´fe`rerons utiliser les outils de comparaison de´die´s a` chacune des matrices.
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L’angle spectral Le calcul d’angles spectraux, ou SAM (Spectral Angle Mapper en anglais)
est commune´ment utilise´ dans le domaine de la te´le´de´tection hyperspectrale, en particulier par
les physiciens. Cette mesure va permettre de de´tecter les diffe´rences de forme entre deux spectres.
Pour un pixel p on e´crit l’erreur spectrale de la manie`re suivante :
SAM(p) = 1
M
M∑
m=1
(
cos−1
( 〈rm(p), rˆm(p)〉
‖rm(p)‖2 · ‖rˆm(p)‖2
))
(4.3)
ici 〈·, ·〉 correspond a` l’ope´rateur produit scalaire et rˆm(p) repre´sente le spectre estime´ de la
me`me classe dans le pixel p. Comme pour l’erreur de reconstruction on peut calculer une erreur
spectrale moyenne, SAM . Elle sera obtenue en moyennant l’ensemble des erreurs spectrales de
chaque pixel.
SAM = 1
PM
P∑
p=1
M∑
m=1
(
cos−1
( 〈rm(p), rˆm(p)〉
‖rm(p)‖2 · ‖rˆm(p)‖2
))
(4.4)
La signification de l’angle spectral est similaire a` la signification de la corre´lation utilise´e dans
le Chapitre 2 (cf. equation 2.1). Avec l’angle spectral on repe`re donc les diffe´rences de forme entre
deux spectres ce qui nous permet d’e´tudier la ressemblance entre les jeux de spectres obtenus au
sein de chaque pixel et ceux effectivement pre´sents.
Cependant, comme pour la corre´lation, l’amplitude des spectres n’est pas prise en compte
dans ce calcul. Ce n’est pas proble´matique puisque l’on a vu dans le Chapitre 3 que l’on obtient
les coefficients de me´lange et les spectres a` un facteur d’amplitude pre`s (cf. (3.8)).
Le calcul de ces valeurs ne´cessite la connaissance des spectres effectivement pre´sents dans
les pixels. Par conse´quent on ne pourra utiliser cette mesure que sur des donne´es parfaitement
maitrise´es, ou alors pour quelques pixels d’images pour lesquels on connait la ve´rite´ terrain. Dans
ce cas, on obtient donc bien une mesure de la fiabilite´ des spectres extraits avec les me´thodes
UP-NMF et IP-NMF.
L’erreur quadratique Cette mesure permet de calculer la distance quadratique entre plu-
sieurs valeurs. On utilisera cette mesure pour obtenir la distance entre les coefficients de me´lange
estime´s, cˆp, et les coefficients de me´lange re´ellement pre´sents, cp, au sein d’un pixel p. Cette
erreur, pour le pixel p, s’e´crit alors :
CE(p) = 1
M
·
∥∥∥cp − cˆp∥∥∥2 . (4.5)
Comme pour les autres erreurs on peut obtenir une erreur moyenne sur l’image, CE, cette erreur
est calcule´e, comme pour l’erreur spectrale, en moyennant l’ensemble des erreurs sur les pixels :
CE = 1
PM
·
P∑
p=1
(∥∥∥cp − cˆp∥∥∥2) . (4.6)
Avec ce choix on met en e´vidence les erreurs importantes entre coefficients obtenues par IP-
NMF et UP-NMF et les abondances re´elles dans le pixel. Pour pouvoir appliquer cet ope´rateur il
est ne´cessaire de connaitre la proportion de chacune des classes au sein d’un pixel, par conse´quent
on ne pourra calculer cette erreur que sur des donne´es connues ou sur des pixels ou` la ve´rite´
terrain est connue. Ce type de choix est tre`s commun, on ne s’e´tendra donc pas plus dessus.
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La projection sur les axes de l’ACP Ce type d’approche a de´ja` e´te´ e´voque´ dans le Cha-
pitre 2 (section 2.1.2) nous ne de´taillerons donc pas son principe. L’inte´reˆt de cette approche est
de repre´senter la variabilite´ des spectres dans chaque classe. On se servira donc de cet outil pour
avoir une repre´sentation visuelle, mais non quantitative, entre les variabilite´s re´elle et obtenue
(issue des me´thodes).
Cet outil sera particulie`rement utile pour e´valuer l’impact du coefficient d’inertie dans la
me´thode IP-NMF. Mais aussi pour visualiser la diffe´rence entre UP-NMF et IP-NMF.
4.2 Choix des me´thodes de de´me´lange teste´es
Re´sume´ :
Dans ce chapitre nous avons pour objectif de montrer, sur des donne´es parfaitement maˆıtrise´es,
l’apport des me´thodes que nous avons de´veloppe´es. Cette section pre´sentera et justifiera le choix
des diffe´rentes me´thodes de la litte´rature que nous allons comparer a` UP-NMF et IP-NMF.
Nous souhaitons comparer les me´thodes que nous avons de´veloppe´es avec des me´thodes de
de´me´lange classiques. Nous allons donc pre´senter les me´thodes “standard” qui seront compare´es
dans la section 4.5.
Les me´thodes ge´ome´triques Une description de ces me´thodes est propose´e dans le Cha-
pitre 1 (section 1.2.1.1) nous ne reviendrons donc pas sur leur description. Nous avons choisi de
se´lectionner des me´thodes dites ge´ome´triques car il s’agit des plus utilise´es lorsque l’on effectue
du de´me´lange. Nous avons se´lectionne´ deux me´thodes dans cette cate´gorie.
La me´thode N-FINDR [93], a e´te´ choisie car il s’agit d’une me´thode standard de de´me´lange.
C’est une approche ite´rative qui vise a` se´lectionner parmi les spectres des observations les som-
mets du simplexe de volume maximum. Cette me´thode est tre`s performante lorsque des pixels
purs sont pre´sents dans les observations.
Nous avons aussi se´lectionne´ la me´thode VCA [96]. Cette me´thode est inte´ressante car elle
conside`re un mode`le de me´lange standard, un jeu de spectres purs pour l’ensemble des observa-
tions, mais, dans son fonctionnement, elle conside`re qu’il est possible d’avoir une variation des
spectres autour de ces spectres purs. Dans cette me´thode on ne conside`re plus le simplexe mais le
coˆne simplicial issu des poˆles de me´lange. Cette approche se rapproche donc du mode`le propose´
par Veganzones pour traiter la variabilite´ intra-classe [139].
Ces deux me´thodes sont largement utilise´es dans la communaute´ de la te´le´de´tection. Elles
repre´sentent aussi deux approches diffe´rentes base´es sur la ge´ome´trie des observations. Les algo-
rithmes de ces deux me´thodes sont disponibles dans [163].
Pour estimer les abondances on fera suivre ces recherches de poˆles de me´lange d’une re´gression
par moindres carre´s (FCLS) comme de´crit dans la section 1.2.1.1 du Chapitre 1.
La me´thode NMF Standard On a aussi choisi de tester la me´thode dont sont issues UP-
NMF et IP-NMF. L’algorithme choisi pour la NMF est celui propose´ par Lin [67]. Il s’agit d’un
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algorithme par gradient projete´ comme dans le cas de nos deux me´thodes.
L’objectif, en choisissant cet algorithme, est de pouvoir e´valuer les effets des modifications
que nous avons apporte´es a` cette me´thode. La me´thode NMF sera teste´e avec les meˆmes ini-
tialisations que UP-NMF et IP-NMF. L’avantage de cette me´thode est qu’elle ne requiert pas
la pre´sence de pixels purs, sauf si l’on souhaite l’initialiser en utilisant les spectres issus d’une
me´thode ge´ome´trique.
Nous avons largement de´taille´ le fonctionnement de la NMF et les avantages/inconve´nients
de chacune des me´thodes dans le Chapitre 1. Nous ne nous e´tendrons donc pas d’avantage sur
ce type de me´thodes.
4.3 Description des tests
Re´sume´ :
Dans cette partie nous allons pre´senter les tests qui seront effectue´s sur les me´thodes UP-NMF et
IP-NMF. Nous pre´senterons tout d’abord les donne´es utilise´es pour effectuer ces tests. Ces tests
ayant pour but l’e´tude de l’impact des parame`tres lie´s a` ces me´thodes, nous nous inte´resserons
ensuite aux choix des valeurs des parame`tres a` tester. Finalement nous pre´senterons les sce´narios
d’initialisation que nous avons choisi de tester.
4.3.1 Description des donne´es utilise´es
Dans le Chapitre 2, section 2.1 nous avons pre´sente´ diffe´rents types de donne´es : images,
spectres. Nous souhaitons dans ce chapitre effectuer des tests sur des donne´es parfaitement
maˆıtrise´es et qui repre´sentent de manie`re fide`le le phe´nome`ne e´tudie´ (c’est-a`-dire la variabi-
lite´ intra-classe). Nous ne disposons pas d’images urbaines pour lesquelles nous connaissons les
spectres effectivement pre´sents dans chaque pixel et les proportions de chacun de ces spectres
ces pixels. Nous avons donc choisi d’avoir recours a` des donne´es semi-synthe´tiques.
Nous avons donc de´cide´ d’utiliser les spectres que nous avons extraits de l’image et qui sont
de´crits dans la section 2.1.1 (§ Les donne´es e´tudie´es). Nous disposons donc de spectres appar-
tenant a` trois classes de mate´riaux purs. Pour chacune de ces classes les spectres de´crivent une
variabilite´ cohe´rente avec ce que nous pourrions observer sur des images re´elles.
Les coefficients sont ge´ne´re´s de manie`re ale´atoire, tout en respectant la contrainte de somme-
a`-un. On pourra de´cider de la pre´sence, ou non, de pixels purs pour une ou plusieurs des classes.
On obtient alors un jeu de P donne´es dites semi-synthe´tiques. En effet les spectres sont issus
d’images re´elles et non pas extraits de bibliothe`ques, si bien que l’on est confronte´ aux meˆmes
proble`mes (bruit, bandes d’absorption atmosphe´riques...) que ceux pre´sents dans l’image. Par
ailleurs les spectres de´crivent une variabilite´ intra-classe re´elle et non simule´e. Seuls les coeffi-
cients de me´lange sont purement synthe´tiques.
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4.3.2 Description des tests effectue´s sur les parame`tres
Comme nous l’avons pre´ce´demment e´voque´, les me´thodes UP-NMF et IP-NMF de´pendent
de certains parame`tres et leurs re´sultats de l’initialisation des matrices des spectres R˜ et des
coefficients de me´lange C˜. Cette phase de test sur donne´es semi-synthe´tiques a pour but d’e´valuer
l’impact de la me´thode d’initialisation et de la valeur des parame`tres afin de fixer l’ensemble de
ces e´le´ments pour les tests sur donne´es re´elles.
4.3.2.1 Choix des initialisations
Nous avons pre´sente´ dans le Chapitre 3, section 3.4 les initialisations que nous avions choisies.
On les rappelle brie`vement ci-dessous.
Les initialisations pour la matrice R˜ sont :
(i) M spectres de pixels ale´atoirement extraits a` partir des spectres des observations.
(ii) M spectres issus d’un algorithme ge´ome´trique d’extraction des spectres applique´ sur les
observations.
(iii) utilisation du barycentre de chaque classe pour de´finir les M spectres (possible sur
donne´es semi-synthe´tiques).
Pour la matrice des coefficients, C˜ on a choisi les initialisations suivantes :
(a) tous les coefficients sont fixe´s a` 1M
(b) les coefficients sont issus de la re´gression par moindres carre´s (FCLSU) effectue´e avec la
matrice R˜ d’initialisation.
Dans le cas de l’initialisation (ii) on a choisi d’utiliser les me´thodes N-FINDR ou VCA. On a
choisi ces algorithmes pour leur fiabilite´ dans le cas de la pre´sence de pixels purs et aussi parce
que ces me´thodes vont par la suite eˆtre compare´es a` UP-NMF et IP-NMF. On pourra donc ana-
lyser la pre´cision gagne´e, ou pas, avec nos me´thodes. Les limitations de ces me´thodes concernant
la pre´sence de pixels purs sont aussi inte´ressantes puisque nous pourrons voir comment re´agissent
nos algorithmes dans les cas ou` les spectres initiaux s’e´loignent d’un poˆle de me´lange.
4.3.2.2 Choix des valeurs du coefficient associe´ a` l’inertie
La fonction IP-NMF est aussi de´pendante d’un autre parame`tre, le coefficient associe´ a` l’iner-
tie, note´ µ dans l’e´quation de la fonction de couˆt Jipnmf , (3.10). Ce parame`tre repre´sente le poids
que nous allons donner a` la contrainte d’inertie. Si la valeur de µ est faible alors on pe´nalisera
faiblement l’e´talement des spectres. Dans un cas extreˆme, µ = 0, on supprimera comple`tement
cette contrainte, on se retrouvera alors dans le cas de la me´thode UP-NMF. A l’inverse si l’on
augmente la valeur de ce parame`tre on va contraindre de plus en plus la dispersion des spectres.
Si µ est trop grand on ne prend alors plus en compte l’erreur de reconstruction et tous les spectres
associe´s a` une meˆme classe devraient converger vers un unique point.
Afin d’e´valuer les performances de nos algorithmes en fonction de ce parame`tre nous avons
choisi de faire varier celui-ci entre 0 et 300. On valide ainsi que dans le cas µ = 0 on retrouve bien
les re´sultats obtenus avec UP-NMF. On e´met l’hypothe`se que 300 est une valeur suffisamment
grande pour observer la convergence de chaque classe vers un spectre. Les re´sultats seront alors
e´value´s a` partir des mesure se´lectionne´es dans la sous-section 4.1.
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4.4 E´tude de l’impact des parame`tres sur les re´sultats des me´thodes
Re´sume´ :
Dans les sections pre´ce´dentes nous avons pre´sente´ les tests que nous allions effectuer ainsi que
les moyens ne´cessaires a` l’e´valuation des re´sultats. Cette section sera donc consacre´e a` l’e´tude
et a` l’analyse de l’impact des parame`tres sur les performances des me´thodes que nous avons
de´veloppe´es.
4.4.1 E´tude de l’influence de l’initialisation sur UP-NMF et IP-NMF
Les sce´narios teste´s pour l’initialisation ont e´te´ de´crits dans la section pre´ce´dente (section
4.3.2). Nous allons maintenant e´valuer les performances pour chacun de ces algorithmes. Dans
un premier temps nous allons utiliser la projection sur les premiers axes de l’ACP (cf. sous-
section 4.1). Nous pourrons ainsi visualiser les effets de l’initialisation. Dans un second temps
nous nous appuierons sur l’e´tude des trois autres crite`res chiffre´s pour une analyse plus pre´cise
des performances. Pour cela nous utiliserons les re´sultats figurant dans les trois tableaux 4.1, 4.2
et 4.3. Ils contiennent les valeurs des trois crite`res nume´riques se´lectionne´s dans la section 4.1 :
l’angle spectral moyen (Tableau 4.1), l’erreur de reconstruction (Tableau 4.2) et l’erreur sur les
coefficients (Tableau 4.3). Dans chacun de ces tableaux on trouve les re´sultats pour l’ensemble
des initialisations possibles de R˜ et C˜ (cf. sous-section 4.3.2) et pour diffe´rentes me´thodes : NMF,
UP-NMF, IP-NMF, N-FINDR + FCLS et VCA + FCLS. Elles correspondent a` celles pre´vues
dans la partie 4.2. Dans le cas de IP-NMF on a se´lectionne´e une seule valeur de µ, µ = 30, ce
choix sera justifie´ dans la sous-section suivante de´die´e a` l’e´tude de l’impact de ce parame`tre.
Dans cette partie nous ne nous inte´resserons pas aux re´sultats des me´thodes N-FINDR + FCLS
et VCA + FCLS, ils seront e´tudie´s dans la section 4.5 consacre´e a` la comparaison des re´sultats
entre me´thodes.
La Figure 4.1 regroupe trois figures de projection sur les deux premiers axes de l’ACP. L’ACP
a e´te´ re´alise´e sur les spectres de re´fe´rence, c’est-a`-dire ceux ayant e´te´ utilise´s pour construire les
me´langes. Chacune de ces figures correspond a` la projection des spectres de re´fe´rence, c’est-a`-
dire ceux ayant e´te´ utilise´s pour construire les me´langes, et a` la projection des spectres issus des
me´thodes NMF et IP-NMF. Ces trois figures ont e´te´ obtenues avec diffe´rentes initialisations de
la matrice R˜ dans IP-NMF et NMF : (i), (ii), (iii) (cf. section 4.3.2), la matrice C˜ a e´te´ obtenue
en utilisant l’initialisation (b).
On remarque tout d’abord la diffe´rence entre les re´sultats de IP-NMF et de NMF : comme
souhaite´ IP-NMF produit en sortie un grand nombre de spectres diffe´rents pour chacune des
classes de mate´riaux (les e´toiles oranges, bleues, jaunes respectivement pour les classes tuiles,
ve´ge´tation et asphalte) alors que la me´thode NMF ne produit que trois spectres, un par classe
(les cercles rouge, vert et noir respectivement associe´s aux classes tuiles, ve´ge´tation et asphalte).
La me´thode IP-NMF satisfait donc a` notre premie`re exigence, associer a` chaque pixel un jeu de
spectres qui lui est propre.
Pour en revenir a` l’impact de l’initialisation on constate que les re´sultats peuvent fortement
varier selon le type d’initialisation. Visuellement on conside´rera qu’un re´sultat est bon lorsque
le nuage de points issus de IP-NMF recouvre la largeur du coˆne ayant pour sommet l’origine du
plan de projection et forme´ par la projection des spectres de re´fe´rence. En effet, comme on l’a
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explique´ dans la section 3.2.4 on obtient les spectres a` un facteur multiplicatif pre`s (cf. Eq. (3.8)).
(a) Projection des spectres de re´fe´rence et des spectres
issus de IP-NMF et NMF pour une initialisation ale´atoire
(i).
(b) Projection des spectres de re´fe´rence et des spectres
issus de IP-NMF et NMF pour une initialisation avec
N-FINDR (ii).
(c) Projection des spectres de re´fe´rence et des spectres
issus de IP-NMF et NMF pour une initialisation avec la
moyenne (iii).
Figure 4.1 – Projection, sur les 2 premiers axes de l’ACP re´alise´ sur les spectres de re´fe´rence,
des spectres de re´fe´rences utilise´s pour construire les spectres me´lange´s (e´toiles rouges, vertes et
noires) ainsi que des spectres issus des me´thodes IP-NMF (e´toiles oranges, bleues et jaunes) et
NMF (cercles rouges, verts et noirs) pour diffe´rentes initialisations. Les couleurs repre´sentent
l’appartenance a` une meˆme classe et une meˆme me´thode.
Initialisation par des spectres des observations (i) On observe donc que dans le cas de
l’initialisation avec des spectres ale´atoirement se´lectionne´s au sein des observations, les re´sultats
de IP-NMF ne sont pas bons. On remarque cependant que le nuage de points a tente´ de se
rapprocher des spectres de re´fe´rence. Les spectres qui ont servi a` l’initialisation e´taient des
me´langes, par conse´quent les mises a` jour ont uniquement permis de se rapprocher de la solution
espe´re´e sans l’atteindre. On remarque le meˆme comportement pour les re´sultats de la me´thode
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NMF. On peut supposer que les fonctions de couˆt de IP-NMF et NMF sont reste´es bloque´es
dans des minima locaux.
Si l’on e´tudie les re´sultats obtenus par IP-NMF initialise´e de la sorte, pour les diffe´rents
crite`res de performance, on constate que ces re´sultats (Tableaux 4.1, 4.2 et 4.3) et les observations
faites a` partir des projections sur les axes de l’ACP concordent (Figure 4.1). Dans le tableau 4.1 on
observe que si l’on initialise R˜ avec des spectres extrait de l’image, quelle que soit l’initialisation
de la matrice C˜ l’erreur spectrale moyenne est tre`s e´leve´e avec un e´cart type e´leve´. On note
cependant que dans le cas d’une initialisation de C˜ avec FCLS ce sont les re´sultats de IP-NMF
les meilleurs.
Concernant l’erreur de reconstruction (Tableau 4.2) on constate qu’elle est e´leve´e dans tous les
cas d’initialisation pour NMF. Pour IP-NMF on obtient une valeur limite´e pour ce crite`re (< 1)
uniquement dans le cas d’une initialisation avec FCLS. Pour UP-NMF l’erreur de reconstruction
est en permanence proche de 0. On ne doit cependant pas accorder trop d’importance a` ce crite`re
dans ce cas-la`. En effet, comme on l’a de´ja` explique´ le fonctionnement de la me´thode UP-NMF
se base sur une minimisation uniquement de l’erreur de reconstruction. Il est donc normal, si
cette me´thode fonctionne, d’obtenir des valeurs tre`s faibles pour ce crite`re.
L’erreur sur les coefficients est faible pour l’ensemble des cas d’initialisation. On remarque
cependant que cette erreur a tendance a` eˆtre plus importante (jusqu’a` 0.05 pour UP-NMF et
NMF) dans le cas de l’initialisation avec un jeu de spectres ale´atoirement extrait des donne´es
teste´es.
Ces re´sultats sont en accord avec les pre´dictions que nous avions faites concernant l’initialisa-
tion de R˜ avec des spectres issus de donne´es. On ne conservera pas cette possibilite´ d’initialisation
e´tant donne´ que l’erreur spectrale moyenne est bien supe´rieure a` celle obtenue pour des me´thodes
standard (N-FINDR et VCA). En effet notre mode´lisation vise a` obtenir au sein de chaque pixel
les spectres les plus proches possibles des spectres de re´fe´rence. Nous accordons donc une grande
importance au crite`re base´ sur l’erreur spectrale (SAM).
Initialisation par des spectres issus de N-FINDR et VCA (ii) Comparativement au
cas pre´ce´dent, la projection des re´sultats de IP-NMF, initialise´e avec N-FINDR, semble bien
meilleure. Les coˆnes de´crit par les nuages de points repre´sentant ces re´sultats tendent a` se super-
poser a` ceux de´crits par les spectres de re´fe´rence. On remarque que les re´sultats de IP-NMF sont
bien meilleurs que ceux obtenus avec NMF. Les cercles repre´sentant la projection des spectres
issus de NMF se situent pour les classes Tuiles et Asphalte en dehors du nuage des spectres de
re´fe´rence.
On s’inte´resse a` pre´sent aux crite`res nume´riques pour les initialisations avec N-FINDR et
VCA. On e´tudiera tout d’abord les re´sultats obtenus pour le crite`re SAM . Dans le tableau 4.1
on constate que les performances de IP-NMF avec ce type d’initialisation sont toujours meilleures
que celles obtenues avec UP-NMF, quelle que soit l’initialisation de C˜ choisie. A l’exception de
l’initialisation de C˜ par une valeur constante (cas (a)) et de R˜ par N-FINDR, les performances
des algorithmes NMF, UP-NMF et IP-NMF s’ame´liorent lorsque l’on passe de l’initialisation (a)
a` l’initialisation (b) de la matrice des coefficients, C˜. On justifie ces re´sultats par le fait qu’en
utilisant FCLS pour initialiser nos algorithmes on se rapproche de la solution et par conse´quent
on re´duit le risque de converger vers un minimum local. Finalement le dernier point a` remarquer
sur ce tableau concerne les performances globalement meilleures des me´thodes lorsqu’elles sont
initialise´es avec VCA plutoˆt que N-FINDR. En effet, compte tenu du fonctionnement de VCA,
on peut supposer que le jeu de spectres obtenu est plus proche de la moyenne de chaque classe
(cf. section 4.2). On remarque d’ailleurs que l’erreur spectrale moyenne obtenue est plus faible
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dans le cas de l’application de la me´thode VCA + FCLS que pour la me´thode N-FINDR +
FCLS.
Comme on l’a de´ja` remarque´ pour l’initialisation “ale´atoire” les erreurs sur les coefficients
(tableau 4.3) sont faibles. On constate qu’elles sont e´quivalentes pour les me´thodes IP-NMF et
UP-NMF quelle que soit l’initialisation de R˜ et C˜ choisies. On ne peut donc pas comparer les
initialisations en se basant sur ce crite`re.
Les valeurs associe´es, pour chaque initialisation, au crite`re base´ sur l’erreur de reconstruc-
tion montrent les limites de ce crite`re. En effet on vient de montrer que pour les deux crite`res
pre´ce´dents (SAM et CE) la me´thode IP-NMF initialise´e avec VCA e´tait celle qui donnait les
meilleurs re´sultats par rapport a` l’initialisation avec N-FINDR ou avec des spectres issus des
observations. Ce qui correspond a` dire qu’avec ce type d’initialisation on est le plus proche des
e´le´ments effectivement pre´sents dans chaque pixel. Or l’erreur de reconstruction pour IP-NMF
calcule´e dans le cas de l’initialisation (a) + VCA est deux fois plus e´leve´e que celle obtenue
toujours pour IP-NMF, dans le cas de l’initialisation (a) + N-FINDR. Ceci s’explique par le fait
que l’erreur de reconstruction peut gommer des erreurs qui se compensent entre les matrices des
spectres et celles des coefficients. On prouve ainsi que l’erreur de reconstruction doit eˆtre utilise´e
avec pre´caution, notamment dans le cas des me´thodes qui visent exclusivement a` travailler avec
cette erreur dans leur fonction de couˆt, comme c’est le cas pour UP-NMF. On constatera tout
de meˆme pour IP-NMF que l’ordre de grandeur des erreurs de reconstruction est nettement plus
faible avec l’initialisation avec FCLS qu’avec l’initialisation par des constantes ce qui confirme
nos observations pre´ce´dentes.
Au vu de l’ensemble de ces re´sultats on peut conclure que l’algorithme VCA semble plus
adapte´ pour initialiser nos me´thodes. On remarque aussi qu’il est nettement plus inte´ressant
d’utiliser ces algorithmes, N-FINDR ou VCA, par rapport a` une initialisation “ale´atoire”. En
effet les re´sultats sont bien meilleurs pour l’ensemble des crite`res. Pour le SAM on gagne jusqu’a`
9 degre´s ce qui est conse´quent. Concernant l’initialisation de la matrice C˜ il semble que l’utilisa-
tion de l’algorithme FCLS augmente la pre´cision de nos me´thodes. On avait de´ja` remarque´ cela
dans le cas de l’initialisation par des spectres extraits des observations.
Initialisation par des spectres correspondant a` la moyenne de chaque classe de
mate´riaux (iii) La projection des re´sultats obtenus avec NMF et IP-NMF est repre´sente´e
sur la Figure 4.1c. On constate sur cette repre´sentation que le coˆne produit par les re´sultats de
IP-NMF est quasi superposable au coˆne issu des spectres de re´fe´rence. On notera toutefois que
dans le cas de la ve´ge´tation il semblerait que notre nuage ne couvre pas l’ensemble des possibilite´s
et soit un peu trop resserre´.
L’e´tude de l’erreur spectrale montre qu’avec ce type d’initialisation on ame´liore conside´rablement
les performances de l’ensemble des me´thodes. Par exemple dans le cas d’une initialisation de C˜
avec des constantes, l’angle spectral moyen diminue de 2 degre´s entre une initialisation avec VCA
et une initialisation avec la moyenne (de 7.43◦ a` 4.99◦). De meˆme dans le cas d’une initialisation
de C˜ par FCLS on ame´liore nos re´sultats de plus de 2 degre´s et ce quelle que soit la me´thode
(NMF, UP-NMF ou IP-NMF). Comme dans le cas pre´ce´dent on remarque que le passage de
l’initialisation (a) a` l’initialisation (b) ame´liore les performances de nos me´thodes.
Les erreurs sur les coefficients sont tre`s faibles, 0.02, quelle que soit la me´thode et les ini-
tialisations de C˜. Ce crite`re n’est donc pas discriminant pour le choix de l’initialisation de C˜.
Comme pour le SAM , l’erreur sur les coefficients est plus faible pour une initialisation avec la
moyenne des classes que pour n’importe quelle autre initialisation de R˜.
L’e´tude de l’erreur de reconstruction confirme ces analyses. Cependant comme on l’a de´ja`
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e´voque´ ce crite`re ne met pas en e´vidence la similitude entre les e´le´ments (spectres et coefficients)
extraits pour chaque pixel et les e´le´ments effectivement pre´sents dans ces pixels.
L’utilisation de la moyenne de chaque classe ainsi que de la me´thode FCLS semble eˆtre le
meilleur duo d’initialisation. En effet les spectres utilise´s pour initialiser les me´thodes dans ce
cas la` sont alors, par construction, ceux qui minimisent l’erreur spectrale moyenne lors de l’ini-
tialisation. Il semble donc normal d’obtenir de tels re´sultats. Cependant il sera difficile d’obtenir
ces spectres moyens lors du traitement d’images “re´elles”.
Conclusion sur l’initialisation
Au vu de l’e´tude des re´sultats obtenus avec diverses initialisations, un certain nombre de
conclusions se de´gagent.
On a tout d’abord mis en e´vidence la sensibilite´ de notre me´thode a` l’initialisation des deux
matrices C˜ et R˜. Comme on l’a montre´ la pre´cision sur un crite`re d’e´valuation des performances,
comme l’angle spectral, peut tripler entre deux initialisation. Les me´thodes sont sensibles aux
initialisations sur les deux matrices C˜ et R˜.
Le duo d’initialisation donnant les meilleures performances est compose´ de l’initialisation de
R˜ a` partir des moyennes de chacune des classes et de l’initialisation de C˜ en utilisant la me´thode
FCLS. Dans un cas re´el il sera cependant difficile de disposer de ces moyennes. Elles repre´sentent
l’initialisation vers laquelle il faudrait tendre. On a pu constater que l’initialisation de R˜ a` partir
de spectres issus de me´thodes de de´me´lange standard, en particulier VCA, permettait d’obtenir
de bons re´sultats. Nous avons donc de´cide´ d’utiliser cette approche dans le cas de l’application
de nos me´thodes sur des images re´elles.
Lors de cette e´tude nous avons aussi mis en e´vidence les limites de l’erreur de reconstruction
pour l’e´tude de performance. En effet nous avons montre´ que les crite`res mesurant la corres-
pondance entre les spectres obtenus et ceux utilise´s pour construire les me´langes (idem pour les
coefficients) et l’erreur de reconstruction pouvaient ne pas eˆtre en accord. L’erreur de reconstruc-
tion est donc a` manipuler avec pre´cautions notamment pour l’e´tude de donne´es synthe´tiques ou
semi-synthe´tiques. Dans le cas de l’e´tude de donne´es re´elles l’utilisation de ce crite`re peut eˆtre
utile car on ne dispose que tre`s rarement des spectres effectivement pre´sents dans chacun des
pixels.
4.4.2 E´tude de l’influence du coefficient associe´ a` l’inertie
Nous allons a` pre´sent e´tudier l’impact du coefficient associe´ a` l’inertie sur les performances
de la me´thode IP-NMF. Les tests pre´sente´s ici ont e´te´ effectue´s en n’utilisant qu’un duo d’ini-
tialisation, VCA (ii) pour R˜ et FCLS pour C˜. On a choisi cette initialisation pour les raisons
mentionne´es dans la sous-section pre´ce´dente, 4.4.1. Pour e´valuer l’impact de µ nous avons choisi
d’utiliser le crite`re de ressemblance spectrale (SAM) et l’erreur de reconstruction (Figure 4.3).
Comme pour l’e´tude de l’initialisation nous avons aussi choisi de visualiser la projection des
re´sultats de IP-NMF sur les deux premiers axes de l’ACP pour diffe´rentes valeurs de µ (Fi-
gure 4.2).
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Initialisation
de C˜
Initialisation
de R˜ NMF UP-NMF
IP-NMF
(µ = 30)
N-FINDR
+ FCLS
VCA
+ FCLS
1
M (a)
Alea (i) 15.98 16.32 16.07
8.8 7.7
N-FINDR (ii) 17.39 9.50 7.39
VCA (ii) 16.40 9.21 7.43
Moyenne (iii) 16.55 7.63 4.99
FCLS (b)
Alea (i) 12.9 15.03 12.53
N-FINDR (ii) 7.22 8.41 8.00
VCA (ii) 7.17 7.56 7.05
Moyenne (iii) 5.11 4.60 4.99
Tableau 4.1 – Re´sultats des calculs de SAM (en degre´s) pour diffe´rentes me´thodes (NMF,
UP-NMF, IP-NMF, N-FINDR et VCA) pour diffe´rentes initialisations des matrices C˜ et R˜
Initialisation
de C˜
Initialisation
de R˜ NMF UP-NMF
IP-NMF
(µ = 30)
N-FINDR
+ FCLS
VCA
+ FCLS
1
M (a)
Alea (i) 1.22 < 10−3 4.07
2.32 6.68
N-FINDR (ii) 1.22 < 10−3 2.21
VCA (ii) 1.22 < 10−3 4.12
Moyenne (iii) 1.22 < 10−3 2.81
FCLS (b)
Alea (i) 6.34 < 10−3 0.59
N-FINDR (ii) 1.41 < 10−3 0.44
VCA (ii) 4.72 < 10−3 0.44
Moyenne (iii) 1.93 < 10−3 0.38
Tableau 4.2 – Re´sultats des erreurs de reconstruction, RE, pour diffe´rentes me´thodes (NMF,
UP-NMF, IP-NMF, N-FINDR et VCA) pour diffe´rentes initialisations des matrices C˜ et R˜
Les quatre figures repre´sente´es dans la Figure 4.2 montrent l’e´volution de l’e´talement des
spectres associe´s a` une meˆme classe. Comme nous l’avions suppose´ lors de la discussion autour
de la me´thode UP-NMF (ou IP-NMF avec µ = 0) (section 3.2.4), l’e´talement est trop important
avec cette me´thode. On observe sur la Figure4.2a un e´talement des spectres issus de UP-NMF,
pour chacune des classes, bien supe´rieur a` l’e´talement des spectres de re´fe´rence.
A l’inverse dans le cas extreˆme ou` le parame`tre d’inertie est fixe´ a` une valeur e´leve´e (ici
300) on supprime la variabilite´ des classes. C’est ce que l’on observe sur la Figure 4.2d. Dans ce
cas-la` les spectres issus de IP-NMF sont quasi identiques au sein d’une meˆme classe, c’est pour
cela qu’on observe une superposition des projections. On constate cependant que le re´sultat de
IP-NMF ne correspond pas au re´sultat de NMF alors qu’on part avec les meˆmes initialisations. Il
semblerait, si l’on se base sur ces observations, que IP-NMF donne de meilleurs re´sultats puisque
les spectres obtenus se situent plus pre`s des axes de´crivant la direction de chacune des classes.
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Initialisation
de C˜
Initialisation
de R˜ NMF UP-NMF
IP-NMF
(µ = 30)
N-FINDR
+ FCLS
VCA
+ FCLS
1
M (a)
Alea (i) 0.03 0.03 0.03
0.05 0.06
N-FINDR (ii) 0.02 0.03 0.03
VCA (ii) 0.02 0.03 0.03
Moyenne (iii) 0.02 0.02 0.02
FCLS (b)
Alea (i) 0.05 0.05 0.04
N-FINDR (ii) 0.03 0.03 0.03
VCA (ii) 0.04 0.04 0.04
Moyenne (iii) 0.02 0.02 0.02
Tableau 4.3 – Re´sultats des erreurs sur les coefficients, CE, pour diffe´rentes me´thodes (NMF,
UP-NMF, IP-NMF, N-FINDR et VCA) pour diffe´rentes initialisations des matrices C˜ et R˜
Les Figures 4.2b et 4.2c montrent diffe´rentes situations entre ces deux extreˆmes. A vu d’œil il
semble que le cas IP-NMF avec µ = 30 soit celui donnant les meilleurs re´sultats car les positions
des coˆnes induits par les spectres de re´fe´rence et par les spectres issus de IP-NMF co¨ıncident
mieux. Cependant une e´tude plus fine est ne´cessaire pour e´tudier pre´cise´ment l’impact de µ.
La Figure 4.3 repre´sente la courbe d’e´volution de l’erreur de reconstruction (en bleu) et celle
d’e´volution de l’erreur spectrale moyenne (en vert) en fonction de la valeur du parame`tre µ.
Comme on l’avait de´ja` remarque´ dans la section pre´ce´dente, l’erreur de reconstruction est quasi
nulle dans le cas de UP-NMF. Dans le cas de IP-NMF on ajoute une contrainte supple´mentaire
dans la fonction de couˆt si bien que l’erreur de reconstruction n’est plus le seul crite`re minimise´.
On observe donc, sur la Figure 4.3, une augmentation de la valeur de ce crite`re quand µ aug-
mente. Dans le meˆme temps on observe une de´croissance de l’erreur spectrale moyenne. Cette
erreur re´-augmente par la suite lorsque µ devient trop grand.
La courbe repre´sentant l’erreur spectrale moyenne forme une cuvette au sein de laquelle
l’erreur spectrale varie peu malgre´ des augmentations conse´quentes du parame`tre µ. Ainsi entre
µ = 30 et µ = 90 cette erreur varie de quelques dixie`mes de degre´s. Dans le meˆme temps l’erreur
de reconstruction est en constante augmentation. On pre´conise donc de choisir une valeur de µ
au sein de cette cuvette et de pre´fe´rence “faible” pour re´duire l’erreur de reconstruction.
4.4.2.1 Conclusion sur le parame`tre µ
Dans cette section on a tout d’abord mis en e´vidence l’apport de la me´thode IP-NMF par
rapport a` la me´thode UP-NMF. Le choix du parame`tre µ qui de´finit l’influence du crite`re d’inertie
est donc important.
Nous avons montre´ dans un premier temps que les performances de IP-NMF pouvaient varier
de manie`re conse´quente pour diffe´rents choix de µ (cf. Figure 4.2). Le choix de ce parame`tre ne
peut donc pas eˆtre fait au hasard. Cependant on a constate´ qu’il existait une plage conse´quente
de valeurs de µ pour laquelle les performances de IP-NMF restaient similaires. Le choix de ce
parame`tre ne ne´cessite donc pas une grande pre´cision.
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(a) IP-NMF avec µ fixe´ a` 0 (cas UP-NMF) (b) IP-NMF avec µ fixe´ a` 30
(c) IP-NMF avec µ fixe´ a` 100 (d) IP-NMF avec µ fixe´ a` 300
Figure 4.2 – Projection des spectres de re´fe´rence utilise´s pour construire les spectres me´lange´s
(e´toiles rouges, vertes et noires) ainsi que des spectres issus des me´thodes IP-NMF (e´toiles
oranges, bleues et jaunes)et NMF (cercles rouges, verts et noirs)pour diffe´rentes diffe´rentes
valeurs de µ : 0 (UP-NMF), 30, 100, 300.
Au vu des re´sultats dans cette partie, nous avons de´cide´ de fixer µ = 30. Ainsi on limite
a` la fois l’erreur spectrale et l’erreur de reconstruction. C’est cette valeur qui avait de´ja` e´te´
se´lectionne´e dans la sous-section pre´ce´dente sur l’e´tude de l’initialisation. Elle le sera aussi dans
les sections et chapitres suivants.
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Figure 4.3 – Variation de l’erreur spectrale et de l’erreur de reconstruction pour diffe´rentes
valeurs de µa dans le cas d’une e´tude de la fonction IP-NMF initialise´e avec VCA et FCLS
4.5 Comparaison des re´sultats avec ceux des me´thodes se´lectionne´es
Re´sume´ :
Dans la section pre´ce´dente nous avons montre´ l’impact des parame`tres sur les me´thodes UP-NMF
et IP-NMF. Cette e´tude a permis de se´lectionner les valeurs des parame`tres permettant le meilleur
fonctionnement de nos me´thodes. Dans cette section nous allons comparer nos me´thodes, avec
ces parame`tres de fonctionnement, avec des me´thodes classiques de de´me´lange. Nous ve´rifierons
ainsi l’inte´reˆt de nos me´thodes et verrons s’il est pertinent de passer a` des tests sur donne´es
re´elles.
Dans la section 4.2 nous avons pre´sente´ les me´thodes de de´me´lange de la litte´rature que
nous souhaitions comparer aux me´thodes UP-NMF et IP-NMF. Les crite`res ne´cessaires a` la
comparaison des me´thodes ont e´te´ pre´sente´s dans la section 4.1. Dans la section 4.4 nous avons
pre´sente´ trois tableaux (4.1, 4.2 et 4.3) qui nous ont servi a` e´tudier l’impact de l’initialisation sur
les performances des algorithmes propose´s. Ces tableaux contiennent e´galement les re´sultats des
me´thodes N-FINDR et VCA couple´es a` FCLS pour chacun des crite`res. Nous utiliserons donc ces
tableaux pour notre e´tude. Nous utiliserons aussi les figures 4.1 et 4.2 pour mettre visuellement
en e´vidence la diffe´rence entre les re´sultats des me´thodes que nous avons de´veloppe´es et ceux
issus de la me´thode NMF.
Dans cette partie nous utiliserons µ = 30 pour IP-NMF, en accord avec les re´sultats de la
partie 4.4.2. Concernant l’initialisation, nous comparerons les me´thodes standard a` UP-NMF
et IP-NMF pour lesquels R˜ a e´te´ initialise´ soit avec les spectres moyens de chaque classe (cas
optimal) soit avec les spectres issus de VCA (cas (ii)-VCA) et C˜ avec FCLS. Ces choix sont issus
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de l’e´tude pre´sente´e dans la sous-section 4.4.1.
Comparaison de UP-NMF et IP-NMF avec NMF
Comme nous avons commence´ a` l’aborder dans la sous-section 4.4.1, la diffe´rence la plus vi-
sible entre les re´sultats de NMF et de UP-NMF ou IP-NMF se situe dans le nombre de spectres
extraits. La me´thode NMF produit un unique jeu de spectres pour l’ensemble des spectres d’ob-
servation. Les me´thodes UP-NMF ou IP-NMF produisent un jeu de spectres par pixel. Cette
diffe´rence est clairement visible sur les Figures 4.1 et 4.2 ou` sont repre´sente´es les projections des
re´sultats de ces trois me´thodes. Il apparaˆıt qu’il est plus facile de de´crire les nuages des spectres
de re´fe´rences avec plusieurs spectres qu’avec un seul par classe.
Cependant cette visualisation ne permet pas d’avoir une e´tude nume´rique des apports de
chacune des me´thodes. Dans le tableau 4.1 on constate que dans le cas d’une initialisation de
R˜ optimale (cas (iii)) l’angle spectral moyen est constamment meilleur pour les me´thodes UP-
NMF et IP-NMF que pour NMF et ce, quelle que soit l’initialisation de C˜. Dans le cas des
initialisations que nous avons se´lectionne´es dans la sous section pre´ce´dente (µ = 30, initialisation
par VCA et FCLS) l’erreur spectrale moyenne est minimale pour IP-NMF (7.05◦). On trouve
ensuite par ordre croissant NMF (7.17◦) et UP-NMF (7.56◦). La dispersion des spectres fournis
par UP-NMF est trop importante en moyenne il est alors plus inte´ressant d’opter pour un unique
spectre repre´sentatif de chaque classe.
L’e´tude de l’erreur sur les coefficients (Tableau 4.3) montre que pour une initialisation de
nos trois me´thodes avec le spectre moyen de chaque classe ou avec VCA les performances des
me´thodes relativement a` ce crite`re sont identiques : erreur de 0.02 dans le cas de l’initialisation
optimale et 0.04 dans le cas de l’initialisation avec VCA, dans le cas ou` C˜ est initialise´e par
FCLS (b).
L’e´tude de l’erreur de reconstruction montre comme on pouvait s’y attendre que la me´thode
UP-NMF est la plus performante relativement a` ce crite`re suivie par IP-NMF (0.38 dans le cas
optimal (iii)+(b) et 0.44 dans le cas (ii)-VCA + (b)) et NMF (1.93 dans le cas optimal (iii) +
(b) et 4.72 dans le cas (ii)-VCA + (b)).
Il semble donc que la me´thode IP-NMF soit beaucoup plus performante que la me´thode NMF.
En effet ses performances sont meilleures pour l’ensemble des crite`res se´lectionne´s. Dans le cas
de la me´thode UP-NMF les re´sultats ne sont pas aussi concluants. En effet dans le cas d’une
initialisation optimale de R˜, faite avec la moyenne de chacune des classes, les re´sultats de UP-
NMF sont meilleurs que ceux obtenus avec NMF (pour la meˆme initialisation) pour l’ensemble
des crite`res. Mais, dans le cas ou` l’initialisation est effectue´e avec VCA, l’erreur spectrale est
le´ge`rement plus e´leve´e avec UP-NMF (7.52◦) qu’avec NMF(7.17◦). Comme nous l’avons expose´
lors de la pre´sentation de la me´thode UP-NMF (section 3.2.4) le manque de contraintes sur la
fonction de couˆt de UP-NMF entraˆıne une de´gradation des re´sultats espe´re´s car l’algorithme
converge facilement vers des minima locaux.
Comparaison de UP-NMF et IP-NMF avec N-FINDR et VCA
Contrairement au cas de l’e´tude de NMF nous avons choisi dans cette partie de ne pas faire
figurer la projection des re´sultats sur les principaux axes de l’ACP. En effet la visualisation au-
rait e´te´ similaire a` celle des re´sultats de NMF dans les Figures 4.1 et 4.2. Il est difficile d’e´tudier
pre´cise´ment les re´sultats a` partir de ces repre´sentations. Nous avons donc pre´fe´re´ utiliser les
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re´sultats contenus dans les tableaux 4.1, 4.2 et 4.3.
L’erreur spectrale moyenne (Tableau 4.1) montre tout d’abord que selon ce crite`re l’algo-
rithme VCA + FCLS donne de meilleurs re´sultats que l’algorithme N-FINDR + FCLS. On
gagne plus d’un degre´ de pre´cision dans le SAM (7.7◦ pour VCA et 8.8◦ pour N-FINDR). C’est
d’ailleurs ce qui explique les meilleurs re´sultats de IP-NMF avec une initialisation de R˜ avec
VCA plus que N-FINDR. Dans le cas d’une initialisation optimale, les re´sultats de UP-NMF et
IP-NMF (respectivement 4.60◦ et 4.99◦) sont largement meilleurs que ceux de VCA et N-FINDR.
Cet e´cart diminue lorsque l’on initialise nos me´thodes avec VCA. Les re´sultats de nos me´thodes
restent cependant meilleurs que pour les me´thodes standard que nous e´tudions ici.
Les algorithmes VCA + FCLS et N-FINDR + FCLS donnent des erreurs de reconstruction
tre`s e´leve´es. Contrairement au crite`re base´ sur l’erreur spectrale moyenne c’est la me´thode qui
utilise N-FINDR qui donne les meilleurs re´sultats pour l’erreur de reconstruction (respectivement
2.32 et 6.68). Pour ce crite`re les me´thodes UP-NMF et IP-NMF sont beaucoup plus performantes
pour les deux cas d’initialisation..
C’est aussi le cas pour l’erreur sur les coefficients. On constate qu’elle est plus e´leve´e pour
les me´thodes N-FINDR et VCA, respectivement 0.05 et 0.06, que pour les me´thodes UP-NMF
et IP-NMF. C’est particulie`rement le cas lors de l’initialisation avec la moyenne des classes.
Il semble donc que les me´thodes que nous proposons soient plus performantes sur l’ensemble
des crite`res que nous avons se´lectionne´s. On notera que les re´sultats des me´thodes VCA et
N-FINDR s’ame´liorent lorsque des pixels purs sont pre´sents dans les observations. Cependant
ceci entraˆıne aussi une ame´lioration des performances des algorithmes que nous proposons (en
particulier IP-NMF).
Conclusion
Cette e´tude visait a` ve´rifier l’inte´reˆt de nos me´thodes en les comparant a` des me´thodes de
de´me´lange standard. On a tout d’abord montre´ que dans le cas ou` l’initialisation des spectres
et des coefficients e´tait optimale, c’est-a`-dire effectue´e avec les spectres moyens de chaque classe
et les coefficients obtenus a` l’aide de FCLS, alors les me´thodes IP-NMF et UP-NMF sont bien
plus performantes que les me´thodes standard sur l’ensemble des crite`res se´lectionne´s. Cependant
dans le cas d’e´tudes de donne´es re´elles on ne dispose que rarement de ces spectres moyen.
Dans le cas ou` les spectres sont initialise´s par des spectres issus de VCA on observe aussi
une ame´lioration de la pre´cision des re´sultats de nos me´thodes par rapport aux autres me´thodes.
C’est en particulier le cas lorsque l’on compare les re´sultats de VCA + FCLS avec ceux de de
UP-NMF et IP-NMF initialise´s a` partir de ces meˆmes re´sultats. Ceci confirme donc que nos
me´thodes ame´liorent les re´sultats par rapport a` l’initialisation (c’est-a`-dire VCA). Cependant
dans le cas de UP-NMF cette ame´lioration est faible. On a aussi constate´ que l’ame´lioration de
l’initialisation (c’est-a`-dire lorsque l’on se rapproche d’une moyenne des classes) engendrait une
ame´lioration des performances de UP-NMF et IP-NMF.
4.6 Conclusion
Dans ce chapitre nous avons souhaite´ e´tudier les performances de nos me´thodes sur des
donne´es semi-synthe´tiques. Pour cela nous avons se´lectionne´ trois crite`res pour e´valuer les per-
formances de nos me´thodes. Tout d’abord l’erreur spectrale moyenne qui mesure la ressemblance,
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dans chaque pixel, des spectres de re´fe´rence et des spectres issus des me´thodes de de´me´lange.
Ensuite l’erreur de reconstruction, qui mesure la distance entre la reconstruction des observa-
tions, a` partir des spectres et des coefficients issus des algorithmes, et les observations “re´elles”.
Et finalement l’erreur quadratique sur les coefficients qui va permettre de mesurer la distance
entre les coefficients issus des me´thodes et ceux effectivement pre´sent dans les pixels.
Nous avons aussi choisi trois me´thodes de de´me´lange standard, NMF, N-FINDR et VCA, qui
nous ont servi de re´fe´rence afin d’e´tudier les apports de UP-NMF et IP-NMF.
La premie`re e´tude a eu pour objectif d’e´tudier l’impact des parame`tres de nos me´thode sur
leurs performances. Nous avons donc observe´ l’impact de l’initialisation et du parame`tre d’inertie
µ sur les re´sultats de UP-NMF et IP-NMF.
Il est apparu que nos deux me´thodes e´taient particulie`rement sensibles a` l’initialisation.
Nous avons propose´ une initialisation qui semble optimale et qui utilise la moyenne des spectres
caracte´ristiques de chacune des classes pour initialiser R˜. L’initialisation de C˜ est obtenue en
utilisant FCLS sur les spectres d’initialisation. C’est avec cette initialisation que les meilleurs
re´sultats sont obtenus. Cependant ces spectres moyens sont difficiles a` obtenir dans le cas de
donne´es re´elles. Nous proposons donc d’utiliser comme initialisation de notre me´thode, lorsque
les spectres “optimaux” ne sont pas disponibles, les spectres issus de la me´thode VCA. Les
re´sultats avec ce type d’initialisation sont bons, notamment lorsqu’on initialise les coefficients
avec FCLS.
Apre`s avoir se´lectionne´ le jeu d’initialisation on a e´tudie´ l’impact du parame`tre µ sur les
re´sultats. Comme on pouvait s’y attendre IP-NMF est sensible a` ce parame`tre. En effet, il n’y
aurait aucune diffe´rence entre UP-NMF et IP-NMF sinon. On a cependant constate´ qu’il existait
une large plage de valeurs de µ au sein de laquelle les performances de IP-NMF ne variaient pas
trop. Au vu de ces re´sultats nous avons choisi de fixer µ a` 30.
Une fois l’ensemble des parame`tres fixe´ nous avons compare´ les re´sultats de UP-NMF et IP-
NMF aux me´thodes que nous avions pre´ce´demment se´lectionne´es. Quelle que soit l’initialisation
de R˜ (optimale ou issue de VCA) les re´sultats de IP-NMF sont meilleurs que ceux des me´thodes
standard. Les re´sultats sont a` nuancer dans le cas de UP-NMF, les ame´liorations espe´re´es n’e´tant
pas significatives dans le cas de l’initialisation avec VCA.
La comparaison des re´sultats de UP-NMF et IP-NMF montre aussi de meilleures perfor-
mances de IP-NMF par rapport a` UP-NMF notamment lorsque les conditions d’initialisation
sont de´grade´es. Cette me´thode semble donc d’avantage applicable a` l’e´tude de donne´es re´elles.
L’analyse de ces re´sultats montre donc que, sur des donne´es parfaitement maˆıtrise´es, les
me´thodes que nous avons de´veloppe´es augmentent la pre´cision des re´sultats obtenus. Au vu de
ces re´sultats il semble donc pertinent de passer a` des tests sur donne´e re´elles, urbaines. On
s’assurera ainsi que nos me´thodes re´agissent bien face aux proble`mes qui apparaissent sur ce
type d’images (cf. Chapitre 1, section 3.1).
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Dans le Chapitre 2 nous avons e´tudie´ des donne´es extraites d’une image urbaine afin de
mettre en e´vidence le phe´nome`ne de variabilite´ intra-classe. A partir de ces observations nous
avons e´tabli un mode`le de me´lange line´aire adapte´ a` ce type d’observation. Dans les Chapitre 3
et Chapitre 4 nous avons de´veloppe´ deux me´thodes de de´me´lange que nous avons teste´es sur des
donne´es parfaitement maˆıtrise´es. Nous avons alors pu de´terminer les conditions de fonctionne-
ment optimales de nos algorithmes. Il est a` pre´sent temps de revenir aux images urbaines afin
de tester ces me´thodes et de ve´rifier si la mode´lisation que nous avons faite des phe´nome`nes est
correcte. Au vu des re´sultats dans le Chapitre 4 nous avons de´cide´ de ne tester sur les donne´es
re´elles que la me´thode IP-NMF. Les apports de la me´thode UP-NMF n’ont pas e´te´ juge´s suf-
fisamment importants. Dans ce chapitre nous commencerons par nous inte´resser a` des images
avec une re´solution spatiale e´leve´e. Nous nous inte´resserons par la suite a` des images ayant des
re´solutions spatiales plus faibles. Nous montrerons alors les apports de la me´thode IP-NMF ainsi
que les limites de l’ensemble des me´thodes de de´me´lange a` faible re´solution spatiale.
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5.1 Descriptions des tests effectue´s
Re´sume´ :
Ce chapitre consacre´e a` l’e´tude des performances de notre me´thode sur des donne´es re´elles. Pour
effectuer ces tests nous avons se´lectionne´ une zone a` e´tudier. Cette zone est de´crite dans la
premie`re partie de cette section. Dans la suite de cette section les crite`res d’e´valuation des per-
formance de nos algorithmes sur des donne´es re´elles seront de´finis. Et finalement nous de´crirons
l’ensemble des tests que nous avons effectue´s sur notre image.
5.1.1 Description des images utilise´es
Dans le Chapitre 2, section 2.1.1, nous avons pre´sente´ les images hyperspectrales qui ont e´te´
e´tudie´es durant cette the`se. La portion d’image que nous avions alors se´lectionne´e (Figure 2.2,
Section 2.1.1, §.Extraction de zones d’inte´reˆt), e´tait alors tre`s inte´ressante pour l’e´tude de la
variabilite´ intra-classe. Dans le cas de l’e´tude de notre me´thode de de´me´lange nous avons choisi
d’extraire une imagette de cette portion d’image. Ce choix a e´te´ fait pour diffe´rentes raisons :
• pour e´viter des images trop grandes afin de limiter la dure´e des calculs.
• pour effectuer l’e´tude de IP-NMF sur une zone “relativement” simple et maˆıtrise´e.
• pour obtenir une image compose´e d’un nombre relativement faible de classes de mate´riaux.
Figure 5.1 – Imagette se´lectionne´e a` partir de la zone d’inte´reˆt a` une re´solution de 1.6 m
Pour toutes ces raisons nous avons se´lectionne´ l’imagette pre´sente´e a` la Figure 5.1. Sur cette
Figure se trouve repre´sente´e l’imagette se´lectionne´e ainsi que la localisation de cette sce`ne dans
l’image plus grande. Une e´tude grossie`re de cette sce`ne semble montrer qu’elle est compose´e de
trois classes de mate´riaux purs : tuiles, ve´ge´tation et asphalte. Ces trois classes de mate´riaux sont
constitue´es de pixels a` l’ombre et/ou au soleil. Contrairement a` ce qui est ge´ne´ralement effectue´
dans le cas du de´me´lange en zone urbaine nous avons de´cide´ de ne pas utiliser d’algorithmes
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de de´tection d’ombre et d’effectuer le de´me´lange sur l’ensemble de cette portion d’image. Nous
pourrons alors e´tudier la fac¸on dont l’algorithme se comporte avec ce type de situation.
La re´solution de cette imagette est de 1.6 m. Elle a une taille de 40×40 pixels. Il sera possible
d’obtenir les versions de cette image a` diffe´rentes re´solutions.
5.1.2 De´finition des crite`res d’e´valuation
Dans le Chapitre 4, section 4.1 nous avons repre´sente´ un certain nombre d’outils capables
de mesurer les performances de nos algorithmes. Malheureusement l’ensemble de ces outils ne
peuvent pas eˆtre utilise´s dans le cadre de tests sur des images re´elles. En effet les crite`res
d’e´valuation mesurant l’angle spectral entre spectres de re´fe´rence et spectres obtenus ainsi que
l’erreur quadratique entre coefficients de me´lange ne´cessitent la connaissance des spectres et co-
efficients de me´lange effectivement pre´sents dans le pixel. Dans le cas des images e´tudie´es ici
nous ne disposons pas des ve´rite´s terrain ne´cessaires a` l’utilisation de ces outils.
5.1.2.1 Erreur de reconstruction
Contrairement a` l’erreur spectrale (SAM) et a` l’erreur sur les coefficients (CE) l’erreur de re-
construction peut eˆtre calcule´e a` partir des donne´es re´elles. Cependant dans le chapitre pre´ce´dent
nous avons montre´ les limites de ce crite`re. En effet IP-NMF comporte dans sa fonction de couˆt
l’erreur de reconstruction et, meˆme si elle est associe´e a` un crite`re d’inertie, on fausse, en partie,
la comparaison avec d’autres me´thodes.
Ne´anmoins cette erreur sera utilise´e parce que l’ordre de grandeur des erreurs obtenues reste
cohe´rent avec les performances des algorithmes avec les autres crite`res (cf. les tests sur donne´es
semi-synthe´tiques sections 4.4 et 4.5). Afin d’augmenter la pertinence de l’utilisation de cette
mesure, nous associerons a` l’erreur de reconstruction globale, telle qu’utilise´e dans le Chapitre 4,
la carte de ces erreurs pixel par pixel (cf. Eq. (4.1)).
5.1.2.2 Analyse des cartes d’abondance
La visualisation des cartes d’abondance est fre´quente dans le cas de l’e´tude des re´sultats
du de´me´lange hyperspectral. Lorsque l’on utilise une me´thode de de´me´lange standard (VCA,
N-FINDR, NMF,...) qui associe a` l’ensemble de l’image un unique jeu de M spectres, on dispose
de M cartes d’abondance. Chacune de ces cartes repre´sente, pour chaque pixel, la proportion
d’un poˆle de me´lange (ou spectre pur) au sein du spectre observe´.
Dans le cas de la me´thode IP-NMF la signification des cartes d’abondance diffe`re. On dispose
toujours de M cartes. Cependant les coefficients de me´lange au sein d’une carte sont associe´s a`
une meˆme classe mais ne sont pas associe´s aux meˆmes spectres. En effet, avec notre me´thode on
extrait un jeu de M spectres par pixel. Chacun de ces spectres est associe´ a` une des M classes de
mate´riaux purs. Par conse´quent la me`me carte d’abondance repre´sente la proportion de chacun
des spectres associe´s a` la me`me classe dans leur pixel respectif. Contrairement au cas standard
les abondances dans une meˆme carte ne se re´fe`rent pas toutes au meˆme spectre.
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Comme nous avons peu d’informations sur les pixels me´lange´s, nous porterons une attention
particulie`re aux zones ou` les pixels sont purs, mais avec de la variabilite´ intra-classe. Nous
pourrons alors comparer les re´sultats des me´thodes de de´me´lange sur ces zones puisque nous
connaissons les valeurs des coefficients de me´lange.
5.1.3 Description des tests effectue´s
Nous allons a` pre´sent de´crire les tests que nous allons effectuer sur l’image se´lectionne´e dans
la sous-section 5.1.1. La me´thode teste´e est la me´thode IP-NMF. Comme nous l’avons vu dans
le Chapitre 4 nous devons fixer un certain nombre de parame`tres pour que cette me´thode fonc-
tionne : le parame`tre d’inertie, µ, et l’initialisation des matrices contenant les spectres R˜ et C˜. A
cela nous allons rajouter le choix du parame`tre M qui de´termine le nombre de classes recherche´es
dans l’image.
Choix du parame`tre µ Une e´tude de la sensibilite´ de l’algorithme IP-NMF au parame`tre
d’inertie a e´te´ effectue´e sur des donne´es semi-synthe´tiques (section 4.4.2). Nous avons alors
montre´ que les performances de IP-NMF e´taient assez stables sur une plage de valeurs de µ.
Comme pour les tests sur donne´es semi-synthe´tiques, nous avons donc de´cide´ de fixer ici µ = 30.
Choix des initialisations Dans la section 4.4.1 nous avons e´tudie´ les diffe´rentes initialisations
possibles pour les matrices R˜ et C˜. Les conclusions de cette section montrent que deux initia-
lisations sont possibles pour R˜. La premie`re est la solution optimale, elle consiste a` initialiser
R˜ avec les spectres moyens de chacune des classes de mate´riaux purs. La seconde initialisation
consiste a` utiliser les spectres issus de l’algorithme VCA pour initialiser notre matrice. Nous ne
sommes pas en mesure, sur des donne´es re´elles, d’obtenir les spectres d’initialisation optimaux.
Nous allons donc utiliser les spectres extraits a` l’aide de VCA pour l’initialisation. Nous utilisons
alors le moins d’a priori possible. Cependant afin de nous rapprocher des conditions d’initialisa-
tion optimales nous allons aussi initialiser R˜ avec M spectres se´lectionne´s manuellement dans
l’image et qui correspondent aux classes que nous souhaitons trouver. Ce choix d’initialisation a
uniquement pour but de fournir des re´sultats a` comparer avec les re´sultats obtenus pour d’autres
initialisations. Nous souhaitons en effet obtenir une me´thode la moins supervise´e possible.
L’initialisation de C˜ sera faite a` partir des abondances issues de d’une re´gression des moindres
carre´s sur les observations a` partir des spectres de R˜ (FCLS). On a montre´ dans la section 4.4.1
que c’est avec ce type d’initialisation qu’on obtenait les meilleures performances (par rapport
aux crite`res se´lectionne´s).
Choix du nombre de classes de mate´riaux purs Dans le Chapitre 4 nous avions fixe´
le nombre de classes de mate´riaux purs a` M = 3 dans la me´thode de de´me´lange, car nous
connaissions le nombre de classes effectivement utilise´es pour cre´er les donne´es me´lange´es semi-
synthe´tiques. Dans le cas des tests sur donne´es re´elles nous avons plusieurs possibilite´s.
• Il est possible d’utiliser un algorithme de´crit dans le Chapitre 1, tel que HySime [125],
qui estime le nombre de poˆles de me´lange. Malheureusement lorsque les phe´nome`nes de
variabilite´ intra-classe deviennent trop importants les performances de cet algorithme se
de´gradent. Ainsi sur l’imagette de´crite dans la section 5.1.1 cet algorithme de´tecte 46 poˆles
de me´lange. Au vu de notre image cette valeur semble bien trop e´leve´e. Nous n’utiliserons
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donc pas cette approche.
• On peut aussi estimer M a` partir des observations sur l’image. Ainsi a` partir de l’imagette
on peut donner une estimation du nombre de mate´riaux purs. La Figure 5.2 repre´sente
l’imagette se´lectionne´e ainsi que les diffe´rentes classes de mate´riaux que l’on pourrait ex-
traire. Cette carte a e´te´ obtenue manuellement en effectuant une analyse spectrale. Elle ne
sera pas disponible dans le cas d’une application automatise´e de l’algorithme. A partir de
la classification partielle pre´sente´e dans la Figure 5.2a diffe´rentes options sont possibles :
– On peut fixer M = 3 en conside´rant les trois classes tuiles, ve´ge´tation et asphalte. On ne
conside`re donc pas que les mate´riaux a` l’ombre forment une ou des classes a` part entie`re.
– On peut fixer M = 5, on conside´rera alors des classes de mate´riaux avec une signature
spectrale tre`s diffe´rente les unes par rapport aux autres. Dans ce cas les classes dans les-
quelles on va extraire un spectre (cf.§.Choix des initialisations) sont l’ombre, l’asphalte,
la ve´ge´tation, la tuile et la voiture pre´sente dans la sce`ne. Ces cinq classes car elles ont
des signatures bien particulie`res et parce qu’elles recouvrent l’ensemble des mate´riaux
de´crits dans la Figure 5.2a. On ne s’inte´resse pas ici a` leur repre´sentativite´ (nombre de
pixels dans lequel ces classes sont pre´sentes)
– On peut aussi conside´rer que M = 7. Dans ce cas on aura toutes les classes de´crites dans
la Figure 5.2a sauf qu’on regroupera les deux classes ve´ge´tation (arbres et herbe).
On a choisi de se´lectionner cette dernie`re approche. On effectuera donc diffe´rentes tests pour
les diffe´rentes valeurs de M : 3, 5 et 7. On verra ainsi comment re´agit notre algorithme lorsque
l’on augmente le nombre de classes.
(a) Classification manuelle des classes de mate´riaux de
l’imagette
(b) Imagette utilise´e pour les tests visualise´e
en RVB avec une re´solution de 1.6 m
Figure 5.2 – Visualisation de l’imagette de re´fe´rence qui servira pour les tests (a` droite) avec
une classification partielle des classes de mate´riaux pre´sentes dans l’image
Choix des me´thodes a` comparer Comme dans le Chapitre 4 nous allons comparer les
re´sultats de IP-NMF a` ceux obtenus avec des me´thodes standard. Nous avons choisi de tester
les meˆmes algorithmes que dans le chapitre pre´ce´dent, c’est-a`-dire VCA et NMF. Les raisons qui
nous poussent a` se´lectionner ces deux me´thodes e´tant les meˆmes que dans le chapitre pre´ce´dent
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on se reportera a` la section 4.2 pour plus de de´tails. Dans cette phase de test l’algorithme N-
FINDR n’a pas e´te´ se´lectionne´ parce que ses performances sur donne´es semi-synthe´tiques e´taient
moins bonnes que VCA. On a donc pre´fe´re´ ne tester que VCA.
Re´sume´ des tests effectue´s : Cette section a pre´sente´ les diffe´rents choix qui ont e´te´
faits concernant le parame´trage de la me´thode IP-NMF lors de son exe´cution sur l’imagette
se´lectionne´e. Nous rappelons ici les choix de parame´trage faits :
– le crite`re d’inertie, µ est fixe´ a` µ = 30
– l’initialisation de la matrice des spectres R˜ sera effectue´e de deux manie`res diffe´rentes
(les notations de ces conditions d’initialisation sont celles utilise´es dans le Chapitre 4,
section 4.3.2)
(ii) en utilisant les spectres re´sultants de la me´thode VCA
(iv) en utilisant des spectres purs manuellement extraits de l’image et repre´sentant les
classes souhaite´es.
– l’initialisation de la matrice C˜ est faite en utilisant FCLS avec les spectres d’initialisation
de R˜
– le nombre de classes de mate´riaux purs sera fixe´ a` diffe´rentes valeurs, M = 3, M = 5 et
M = 7.
En paralle`le a` ces tests sur IP-NMF des algorithmes standard de de´me´lange (1 jeu de spectres
purs pour l’ensemble de l’image) seront lance´s pour comparer leurs re´sultats a` ceux obtenus avec
IP-NMF. Il s’agit de VCA et NMF.
5.2 E´tude des re´sultats du de´me´lange a` haute re´solution spatiale
Re´sume´ :
Cette section sera consacre´e a` l’e´tude des performances de la me´thode IP-NMF lors de son
application a` des donne´es re´elles. La partie test sera tout d’abord consacre´e a` l’e´tude de l’im-
pact des choix d’initialisation de IP-NMF sur les performances de notre algorithme. Nous nous
inte´resserons ensuite aux conse´quences des variations du nombre de classes de me´lange re-
cherche´es sur les re´sultats de l’ensemble des me´thodes teste´es. Finalement, dans une dernie`re
partie, nous proposerons un post-processing et analyserons ces effets sur les re´sultats de IP-
NMF.
5.2.1 Influence de l’initialisation
Dans cette premie`re partie nous allons e´tudier l’impact du choix des parame´trages choisis
dans la section 5.1.3. Dans un premier temps nous allons nous inte´resser aux variations d’initia-
lisation pour un M constant. On fixe dans cette sous-section M = 3.
La Figure 5.3 repre´sente les diffe´rentes cartes d’abondance obtenues pour diffe´rents algo-
rithmes. Sur la premie`re ligne on trouve le re´sultat de VCA + FCLS (Figure 5.3a). Sur la seconde
se trouve le re´sultat de NMF qui a e´te´ initialise´e avec les spectres issus de VCA (Figure 5.3b).
La troisie`me et la quatrie`me lignes contiennent les re´sultats de IP-NMF pour deux initialisations
diffe´rentes. Dans le premier cas (3e`me ligne, Figure 5.3c) on a initialise´ la matrice R˜ avec les
re´sultats de VCA, dans le second (4e`me ligne Figure 5.3d) R˜ a e´te´ initialise´e manuellement avec
trois spectres extraits de l’image (le 1er sur une zone de tuiles, le 2nd sur une zone d’asphalte, le
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3e`me sur une zone de ve´ge´tation). On rappelle ici que l’on nomme cartes d’abondance l’ensemble
des cartes de la Figure 5.3 ; cependant les deux premie`res lignes ne repre´sentent pas les meˆmes
choses que les deux dernie`res (cf. section 5.1.1, §.Analyse des cartes d’abondance).
Pour analyser les cartes d’abondance, on se re´fe´rera a` la classification partielle pre´sente´e dans
la Figure 5.2. Par exemple la carte correspondant au poˆle de me´lange 1 dans la Figure 5.3a est
associe´e a` la classe asphalte a` l’ombre car les pixels dont l’abondance vaut 1 sont localise´s dans
la classe asphalte a` l’ombre de la Figure 5.2a.
5.2.1.1 Initialisation avec VCA
Dans un premier temps nous allons e´tudier les re´sultats issus de IP-NMF initialise´e avec les
spectres issus de VCA. On s’inte´ressera donc pour cette partie de l’e´tude aux Figure 5.3a et 5.3c.
La Figure 5.3a repre´sente les cartes d’abondance de l’initialisation et la Figure 5.3c repre´sente
l’e´volution des cartes d’abondance apre`s avoir utilise´ IP-NMF.
A partir des cartes de la Figure 5.3a on de´duit que les trois spectres extraits par VCA cor-
respondent a` des spectres appartenant aux classes asphaltes a` l’ombre, tuile et ve´ge´tation basse.
On constate que le spectre de l’asphalte n’a pas e´te´ extrait car sur les zones correspondant a`
l’asphalte (cf. Figure 5.2a) l’abondance n’est pas e´gale a` 1 (zones jaunes sur la carte associe´e a`
l’endmember 1, Figure 5.3a).
On observe a` pre´sent les cartes de la Figure 5.3c. Plusieurs constats peuvent eˆtre faits en
comparant ces cartes a` celles de la Figure 5.3a.
• Les zones ou` les abondances sont e´gales a` 0, ou tre`s faibles (zones bleu fonce´) sont plus
nombreuses sur les cartes de la Figure 5.3c. Ces zones correspondent a` des aires ou` l’abon-
dance est e´gale a` 1 sur une des autres cartes d’abondance. On remarque aussi que ces
zones correspondent aux zones pures de la classification partielle. On en de´duit donc que
les spectres des diffe´rentes classes se sont correctement de´forme´s pour correspondre aux
spectres effectivement pre´sents dans le pixel. Par rapport a` l’initialisation, et donc a` la
me´thode VCA, on ame´liore donc la re´cupe´ration de l’abondance sur les pixels purs ainsi
que des spectres associe´s.
• La classe 2 correspond a` un me´lange de deux classes, asphalte et tuile (cf. Figure 5.3c). Ceci
est lie´ a` l’initialisation. Comme on l’a remarque´, le spectre d’asphalte n’a pas e´te´ extrait par
VCA. La forme des spectres de pixels a` l’ombre e´tant extreˆmement caracte´ristique, dans les
pixels contenant l’asphalte c’est le poˆle de me´lange 2 (celui initialise´ par un spectre de tuile)
qui s’est de´forme´ pour obtenir un spectre d’asphalte. A l’inverse dans les pixels contenant
de la tuile le endmember a simplement e´volue´ pour prendre en compte la variabilite´ intra-
classe. Pour s’assurer de ceci on a trace´ des spectres se´lectionne´s dans les 3 classes de
mate´riaux. Ils sont repre´sente´s sur la Figure 5.4. Des spectres de ces deux zones (asphalte
et toiture) ont e´te´ se´lectionne´s et sont repre´sente´s sur la Figure 5.4b. On a aussi repre´sente´
sur cette figure un spectre moyen de tuile (obtenu en moyennant des spectres de tuile de
l’image) et le spectre moyen d’asphalte (obtenu de la meˆme fac¸on). Sur la Figure 5.4b
on observe bien deux comportements spectraux diffe´rents. Par conse´quent, malgre´ une
initialisation qui ne correspondait pas a` un spectre d’asphalte on le retrouve tout de meˆme
a` l’issue de IP-NMF. Ceci prouve donc les capacite´s de notre me´thode a` adapter les spectres
pour correspondre a` la re´alite´ des observations.
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(a) Cartes d’abondance obtenues a` l’issue de VCA + FCLS
(b) Cartes d’abondance obtenues a` l’issue de NMF initialise´e avec les spectres de VCA
(c) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec les spectres de VCA
(d) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec des spectres de l’image se´lectionne´s
manuellement
Figure 5.3 – Cartes d’abondance obtenues pour M = 3 a` l’aide de diffe´rentes me´thodes : VCA
+ FCLS (1e`re ligne), NMF (2e`me ligne), IP-NMF initialise´e avec VCA (3e`me ligne) et IP-NMF
initialise´e manuellement (4e`me ligne)
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(a) Exemples de spectres extraits de la classe 1 (b) Exemples de spectres extraits de la classe 2
(c) Exemples de spectres extraits de la classe 3
Figure 5.4 – Visualisation de spectres issus de IP-NMF et extraits des 3 classes de mate´riaux
On constate donc l’impact de l’initialisation sur la me´thode. En effet meˆme si l’on obtient
des spectres estime´s au sein des pixels proche des spectres re´els ils ne sont pas cate´gorise´s dans
les bonnes classes. La classe de´crite par les spectres estime´s de la classe 2 n’existe physiquement
pas. Notre algorithme fonctionne donc correctement dans le sens ou` il extrait les bons spectres
et les bonnes abondances mais on ne peut pas utiliser les re´sultats tels quels. On verra dans la
section 5.2.3 comment il est possible d’ame´liorer cela.
Afin de s’assurer que dans les zones associe´es a` un seul type de mate´riau on retrouve les
bons spectres estime´s, nous pouvons e´tudier la carte des erreurs de reconstruction pre´sente´e a`
la Figure 5.5a. On constate que sur les zones contenant des pixels purs (abondances proche de
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1 dans la Figure 5.3c) l’erreur de reconstruction est faible. Comme on sait que l’abondance es-
time´e est en accord avec celle propose´e par la classification partielle (Figure 5.2a) une erreur de
reconstruction faible implique la re´cupe´ration d’un spectre proche de celui effectivement pre´sent
dans cette zone. On remarque aussi qu’il y a un facteur 10 entre l’erreur de reconstruction de
IP-NMF et celle de VCA. Meˆme en tenant compte des limitations de ce crite`re (cf. Chapitre 4 )
il semble que notre me´thode ame´liore les re´sultats par rapport a` la me´thode VCA qui lui sert
d’initialisation.
A une telle re´solution il y a peu de pixels mixtes et nous ne posse´dons pas de ve´rite´s terrain
sur ces pixels. L’analyse des performances de notre me´thode sur de tels pixels sera davantage
de´veloppe´e dans la section suivante 5.3 lorsque nous aurons affaire a` une imagette ayant une
moins bonne re´solution spatiale.
(a) Carte des erreurs de reconstruction en sortie de la
me´thode IP-NMF initialise´e avec VCA
(b) Carte des erreurs de reconstruction en sortie de la
me´thode VCA
Figure 5.5 – Cartes des erreurs de reconstruction pour les me´thodes IP-NMF et VCA,
obtenues selon l’e´quation (4.1).
5.2.1.2 Initialisation avec des spectres manuellement extraits de l’image
Nous allons a` pre´sent e´tudier les re´sultats de la me´thode IP-NMF initialise´e avec des spectres
que nous avons manuellement choisis et extraits de l’image. Nous allons donc nous inte´resser aux
cartes d’abondance pre´sente´es sur la Figure 5.3d.
L’utilisation de spectres appartenant aux classes souhaite´es (tuile, asphalte et ve´ge´tation)
aboutit a` l’existence en sortie de IP-NMF de ces classes. Contrairement a` l’initialisation avec
VCA la tuile et l’asphalte ne sont plus me´lange´s. On constate cependant avec cette initialisation
que, en sortie de IP-NMF, des zones uniformes (la route par exemple) ne le sont plus tout-a`-
fait et que les zones d’ombre sont re´parties sur diffe´rentes classes. C’est notamment le cas de
l’asphalte a` l’ombre qui n’est pas associe´ a` la meˆme classe que l’asphalte et de la ve´ge´tation a`
l’ombre qui est associe´e a` la classe issue de l’asphalte. On peut justifier ceci par le fait que la va-
riabilite´ inter-classe est faible sur les mate´riaux sombres. L’e´volution d’un spectre de ve´ge´tation
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vers un spectre d’asphalte a` l’ombre est alors possible. On remarquera d’ailleurs que la contrainte
d’inertie impose que l’ensemble des spectres d’asphalte a` l’ombre se de´veloppent tous au sein de
la meˆme classe.
Avec la me´thode IP-NMF on espe´rait pouvoir associer les mate´riaux a` l’ombre avec les meˆmes
mate´riaux au soleil. Les tests effectue´s avec ce type d’initialisation montrent que notre me´thode
ne le permet pas. En effet les mate´riaux a` l’ombre ont des spectres de re´flectance particuliers
pour lesquels la partie SWIR est nulle. On ne se trouve pas dans le cas d’une unique variation
d’amplitude comme lorsqu’on fait varier l’angle d’illumination. Il semble donc ne´cessaire d’opter
pour l’existence d’une, ou plusieurs, classes ombre.
5.2.1.3 Conclusion
Nous avons pu constater en initialisant R˜ a` l’aide des re´sultats de VCA que les re´sultats alors
obtenus par IP-NMF e´taient tre`s bons sur le plan des abondances et sur la reconstruction des
spectres. Nous avons aussi pu montrer que dans le cas d’une initialisation avec VCA les re´sultats
e´taient ame´liore´s en terme de qualite´ spectrale des spectres associe´s a` chaque pixel. Cependant
les classes obtenues ne sont pas physiquement significatives. En effet on retrouve au sein d’une
meˆme classe deux sous classes qui se sont de´veloppe´es en paralle`le. Nous aborderons ce proble`me
dans la section 5.2.3.
On e´vite ce proble`me lorsque l’on initialise manuellement nos algorithmes. Cependant, dans
ce cas, nous ne sommes pas capables de retrouver dans une meˆme classe les spectres de mate´riaux
a` l’ombre et au soleil. Il est donc ne´cessaire de conside´rer au moins une classe ombre. Ce point
sera de´veloppe´ dans la prochaine section consacre´e a` l’impact du choix du nombre de classes de
mate´riaux.
5.2.2 Influence du nombre de classes de mate´riaux purs
Comme nous avons pu le constater dans la sous section pre´ce´dente, la question du nombre de
classes de mate´riaux a` fixer lorsque l’on e´tudie des images re´elles doit se poser. On a montre´ dans
la section pre´ce´dente que des sous-classes pouvaient se de´velopper au sein d’une meˆme classe.
Dans le cas M = 3 on avait observe´ la meˆme chose pour la tuile et l’asphalte qui sont contenus
dans la classe 2. Nous avons aussi montre´ que lorsque l’on initialisait les classes avec les spectres
des classes de mate´riaux de´sire´es se posait le proble`me de l’appartenance des spectres d’ombre.
Il est alors ne´cessaire de faire exister au moins une classe ombre.
5.2.2.1 E´tude pour le cas M = 5
Nous avons repre´sente´ sur la Figure 5.7 les cartes d’abondance obtenues en fixant M = 5 pour
quatre me´thodes de de´me´lange : VCA (Figure 5.7a, NMF (Figure 5.7b), IP-NMF initialise´e par
VCA (Figure 5.7c) et IP-NMF initialise´e avec des spectres manuellement se´lectionne´s (Figure
5.7d).
Initialisation avec VCA Nous allons tout d’abord nous inte´resser a` l’e´tude des re´sultats ob-
tenus par les me´thodes standard. On constate tout d’abord que les cartes d’abondance issues de
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la me´thode NMF sont extreˆmement similaires aux cartes de VCA. Comme la me´thode NMF a
e´te´ initialise´e avec les spectres issus de VCA et les coefficients obtenus ensuite avec FCLS, on
peut supposer qu’on se trouve dans un minimum local duquel NMF n’a pas re´ussi a` s’extraire.
L’analyse des cartes d’abondance de VCA (toujours faite en se re´fe´rant a` la classification par-
tielle, Figure 5.2) nous montre que les 5 spectres extraits par cette me´thode correspondent a`
(dans l’ordre d’apparition sur la Figure 5.7a) : de l’asphalte a` l’ombre, une voiture, de la tuile,
un spectre assez inde´termine´ et un spectre de ve´ge´tation. On a repre´sente´ les spectres de ces
mate´riaux sur la Figure 5.6. On peut ainsi valider l’association des endmembers aux classes
physiques. On se rend alors compte que le endmember 4 correspond a` un me´lange de plusieurs
spectres. On observe en effet le pic dans le vert mais pas de monte´e dans le rouge. On se rend
compte qu’en augmentant le nombre de classes recherche´es on fait apparaˆıtre les limites des
algorithmes standard pour ce type de sce`ne. Avec les me´thodes ge´ome´trique on extrait unique
les spectres extreˆmes du simplexe. C’est pour cette raison que le spectre de la voiture (end-
member 2) a e´te´ re´cupe´re´ (cf. spectre bleu dans la Figure 5.6). A l’inverse d’autres spectres de
mate´riaux comme l’asphalte, pourtant largement pre´sent dans les donne´es, n’ont pas e´te´ extraits.
Figure 5.6 – Spectres issus de la me´thode VCA lorsque M est fixe´ a` 5 pour des tests effectue´s
sur l’imagette se´lectionne´e
Pour effectuer le de´me´lange avec IP-NMF nous ne sommes pas particulie`rement inte´resse´s par
ces spectres extreˆmes. Comme nous l’avons montre´ dans le Chapitre 4 l’initialisation optimale de
la matrice R˜ correspond au centre des classes. On observe d’ailleurs que les cartes d’abondance
issues de IP-NMF initialise´e avec les spectres de VCA ne correspondent pas a` ce que l’on attendait
en fixant M = 5.
La classe asphalte n’existant pas avec VCA, la me´thode IP-NMF l’a faite apparaˆıtre (Classe
3 Figure 5.7c) a` partir du spectre du endmember 3. Ce poˆle de me´lange repre´sentait initialement
de la tuile. Du fait de la contrainte d’inertie on remarque d’ailleurs que les spectres de tuile ont
e´te´ partitionne´s sur deux classes. En effet l’apparition de l’asphalte a fait se de´placer la classe
issue de la graine 3 si bien que des spectres issus du endmember 5 ont fini par e´voluer vers un
spectre de tuile.
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La classe 4 est particulie`rement inte´ressante. On a vu que le endmember 4 devait repre´senter
un me´lange de plusieurs mate´riaux dont la ve´ge´tation. La me´thode IP-NMF a permis de faire
e´voluer les spectres issus de cette graine vers une classe de ve´ge´tation comprenant des spectres
de ve´ge´tation a` l’ombre et au soleil.
L’initialisation avec VCA et pour M = 5 de IP-NMF entraˆıne donc certains proble`mes.
Cependant on peut tout de meˆme mettre en e´vidence l’ame´lioration des re´sultats par rapport a`
VCA ou NMF. Pour l’asphalte par exemple, les pixels au seins desquels ce mate´riau est le seul a`
eˆtre pre´sent sont repre´sente´s par un spectre d’asphalte et non pas une composition de spectres
d’autres mate´riaux. Par ailleurs on constate que l’on rend bien compte de la variabilite´ des
mate´riaux puisque des spectres diffe´rents, associe´s a` la meˆme classe de mate´riaux, caracte´risent
des pixels diffe´rents. Les principaux proble`mes observe´s lorsque M = 5 re´sultent de deux points :
(1) l’initialisation avec les spectres issus de VCA
(2) le de´veloppement au sein d’une classe de sous classes caracte´risant des mate´riaux diffe´rents
Le proble`me (2) e´tait de´ja` pre´sent dans le cas ou` l’on avait fixe´ M = 3. On verra si ce proble`me
persiste encore en augmentant la valeur de M .
Initialisation manuelle Dans le cas ou` l’on initialise R˜ avec des spectres que nous avons
se´lectionne´s manuellement on e´vite le proble`me (1). La Figure 5.7d repre´sente les re´sultats
de IP-NMF dans le cas ou` on a se´lectionne´, sur l’image, 5 pixels correspondant aux classes
de mate´riaux : tuile, ve´ge´tation, asphalte a` l’ombre, voiture, asphalte. La` encore les re´sultats
semblent moins bons que ce a` quoi on pouvait s’attendre.
On remarque qu’on observe encore le de´veloppement de sous-classes au sein de certaines
classes. C’est par exemple le cas dans la classe 3 au sein de laquelle se sont de´veloppe´s a` la fois les
spectres de ve´ge´tation et ceux d’ombre. On remarque toutefois que pour les pixels purs obtenus
l’erreur de reconstruction est tre`s faible ce qui signifie bien que le spectre obtenu correspond
a` celui pre´sent dans ce pixel. Dans le meˆme temps la classe cense´e eˆtre issue d’un spectre de
ve´ge´tation (Classe 2) ne caracte´rise que quelques zones particulie`res. On peut e´mettre l’hypothe`se
que notre se´lection manuelle n’e´tait pas correcte et que l’on a extrait comme initialisation de
cette classe un spectre trop particulier.
Le re´sultat avec ce type d’initialisation est aussi de´cevant pour la classe asphalte. En effet
elle est bien localise´e, mais on constate que les abondances pour la route ne sont pas e´gales a` 1
alors que l’on sait que ce ne sont pas des pixels me´lange´s.
Par contre dans les re´sultats on retrouve tre`s bien la tuile, ce qui n’e´tait pas le cas lorsque
l’on a initialise´ IP-NMF avec les re´sultats de VCA. Le spectre utilise´ comme graine pour cette
classe n’e´tait pas un extremum de la classe tuile. On de´forme donc plus facilement ce spectre
pour arriver a` construire l’ensemble de la variabilite´ des tuiles.
Conclusion pour M = 5 Par rapport au cas M = 3 on constate que les meˆme proble`mes
perdurent (apparition de sous-classes, proble`mes avec les ombres...). Ces proble`mes apparaissent
tant avec l’initialisation manuelle qu’avec l’initialisation avec VCA. En effet on n’est pas a` l’abri,
avec l’extraction manuelle de spectres, de choisir des spectres e´loigne´s du centre de gravite´ de la
classe souhaite´e. Des sous-classes peuvent encore apparaˆıtre. Des sous-classes apparaissent aussi
dans le cas ou` des mate´riaux absents de la classification manuelle se trouvent dans l’image. Avec
cette approche pour l’initialisation, les performances de IP-NMF ne sont pas significativement
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(a) Cartes d’abondance obtenues a` l’issue de VCA + FCLS
(b) Cartes d’abondance obtenues a` l’issue de NMF initialise´e avec les spectres de VCA
(c) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec les spectres de VCA
(d) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec des spectres de l’image se´lectionne´s manuellement
Figure 5.7 – Cartes d’abondance obtenues pour M = 5 a` l’aide de diffe´rentes me´thodes : VCA
+ FCLS (1e`re ligne), NMF (2e`me ligne), IP-NMF initialise´e avec VCA (3e`me ligne) et IP-NMF
initialise´e manuellement (4e`me ligne)
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meilleures que celles obtenues en utilisant VCA. Les meˆmes proble`mes continuent de se poser.
On justifie ainsi l’utilisation de l’algorithme VCA pour l’initialisation.
On a choisi d’augmenter le nombre de classes et de passer de M = 3 a` M = 5 pour e´viter le
de´veloppement de sous-classes. On constate que ce n’est pas le cas. L’apport de l’augmentation
du nombre de classes est faible en ce qui concerne la reconstruction des spectres. Par exemple la
tuile et l’asphalte sont mieux reconstruits dans le cas M = 3, et comme pour M = 5, ils se sont
de´veloppe´s au sein de la meˆme classe. L’inte´reˆt dans le cas M = 5 est que l’on diffe´rencie plus
de classes. On a par exemple re´ussi a` extraire la classe spe´cifique associe´e a` la voiture.
5.2.2.2 E´tude pour le cas M = 7
En augmentant la valeur de M a` M = 7 on se rapproche de l’ensemble des classes re´pertorie´es
dans la classification partielle (Figure 5.2). Comme pour M = 3 et M = 5 on a repre´sente´ les
cartes d’abondance obtenues a` l’issue des diffe´rentes me´thodes (Figure 5.8) : VCA + FCLS (Fi-
gure 5.8a), NMF (Figure 5.8b), IP-NMF initialise´e avec les re´sultats de VCA (Figure 5.8c) et
IP-NMF initialise´e manuellement (Figure 5.8d).
Avec VCA, le cas ou` M = 7 montre des re´sultats similaires au cas M = 5. Les spectres
extraits correspondent aux classes de mate´riaux : voiture, terre (chemin de terre + gravier), as-
phalte a` l’ombre, tuile, tuile, ve´ge´tation basse et ve´ge´tation. On constate donc que comme pour
le cas M = 5 ou` M = 3 aucune classe asphalte n’a e´te´ extraite. Par contre deux spectres de tuile
ont e´te´ extraits. Le premier caracte´rise plutoˆt des tuiles au soleil, l’autre des tuiles moins e´claire´es.
Les cartes d’abondance fournies par IP-NMF initialise´e avec ces re´sultats montrent une sen-
sible ame´lioration des performances par rapport a` VCA. En effet on fait apparaˆıtre des spectres
d’asphalte. Le spectre d’asphalte a` l’ombre (endmember 3) ne sert plus a` la reconstruction de
l’asphalte. La ve´ge´tation est divise´e en deux classes herbe et arbres. On observe aussi une unique
classe tuile.
On pourra remarquer que la classe tuile s’est unifie´e a` partir du endmember de tuile claire
(endmember 4) et que le endmember de tuile sombre a e´te´ utilise´ pour faire apparaˆıtre la classe
asphalte. On ve´rifie ainsi que nos classes sont capables de s’adapter pour modifier une classe de
mate´riaux et faire apparaˆıtre en son sein des spectres caracte´ristiques d’un nouveau mate´riau
qui n’avait pas e´te´ introduit dans l’initialisation.
Il est cependant pre´fe´rable dans le cas d’une initialisation optimale de faire apparaˆıtre dans
l’initialisation de R˜ les grandes classes de mate´riaux. On constate ainsi que lorsque l’on initialise
une classe avec un spectre d’asphalte on re´cupe`re une carte d’abondance pour l’asphalte avec les
bonnes abondances. C’est le cas de la classe 2 dans la Figure 5.8d. En effet dans le cas d’une
initialisation avec VCA notre me´thode n’est pas suffisamment efficace et attribue a` la route une
proportion d’asphalte de l’ordre de 80%.
L’initialisation manuelle de IP-NMF a e´te´ faite avec des spectres caracte´risant les classes
tuile, asphalte, asphalte a` l’ombre, ve´ge´tation haute, herbe, terre (chemin terre + gravier) et
ve´ge´tation a` l’ombre. On retrouve bien ces classes dans les cartes de la Figure 5.8d.
Dans le cas M = 7 pour une initialisation avec VCA ou manuellement on constate que la
ve´ge´tation n’est pas a` 100% dans certaines zones (en particulier sur la partie gauche de l’ima-
gette). La connaissance du lieu de la prise de vue nous informe que, en dessous de ces arbres, se
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(a) Cartes d’abondance obtenues a` l’issue de VCA + FCLS
(b) Cartes d’abondance obtenues a` l’issue de NMF initialise´e avec les spectres de VCA
(c) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec les spectres de VCA
(d) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec des spectres de l’image se´lectionne´s manuellement
Figure 5.8 – Cartes d’abondance obtenues pour M = 7 a` l’aide de diffe´rentes me´thodes : VCA
+ FCLS (1e`re ligne), NMF (2e`me ligne), IP-NMF initialise´e avec VCA (3e`me ligne) et IP-NMF
initialise´e manuellement (4e`me ligne)
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trouvent des mate´riaux diffe´rents de la ve´ge´tation. En particulier sur la partie gauche on a un
parking en dessous des arbres. Or on constate sur nos cartes d’abondance que dans ces re´gions
la`, la ve´ge´tation est me´lange´e avec l’asphalte a` l’ombre ce qui est cohe´rent avec la connaissance
du terrain.
Avec 7 classes, les performances de l’algorithme VCA ne se sont pas e´norme´ment ame´liore´es
par rapport au cas M = 5 ou M = 3. La me´thode IP-NMF avec M fixe´ a` 7 donne de bons
re´sultats. Tout d’abord en terme de cartes d’abondance, en effet elles se rapprochent de la clas-
sification partielle dont nous disposons ainsi que des connaissance du terrain. En terme spectral
nous ne pouvons nous prononcer que sur les zones pures en nous aidant de l’erreur de reconstruc-
tion. On constate alors que l’erreur de reconstruction est globalement tre`s faible sur ces zones.
Comme nous n’avons pas de releve´s terrain nous ne pouvons pas nous prononcer d’avantage sur
la pre´cision spectrale de notre me´thode.
Contrairement au cas M = 5 ou M = 3 nous n’avons pas de divisions des classes en sous-
classes ce qui nous permet de dire que cette imagette se compose de 7 classes.
5.2.2.3 Conclusion
Nous avons donc fait varier la valeur de M pour e´tudier l’impact de ce parame`tre sur la
me´thode. En se basant sur les re´sultats dont nous disposons pour l’instant on constate une va-
riation des re´sultats en sortie de IP-NMF. La principale raison de ces variations provient de
l’utilisation de l’algorithme VCA. Comme on l’a pre´cise´ dans cette section, les spectres en sor-
tie de VCA sont des extrema et une initialisation optimale ne´cessite les centres de chacune des
classes recherche´es. En utilisant les spectres issus de VCA comme graine pour chacune des classes
on centre alors nos classes initiales loin des ve´ritables centres de classes. L’algorithme aura donc
du mal a` modifier suffisamment les spectres. En outre certains spectres ne sont pas a` modifier,
comme la voiture qui a un spectre tre`s caracte´ristique qui sera tre`s difficile a` de´former pour
trouver d’autres e´le´ments. On “gaspille” donc une classe.
A l’inverse lorsque l’initialisation est faite manuellement on obtient les classes que l’on re-
cherche. Cependant au sein de ces classes on voit se de´velopper des sous classes. C’est par exemple
le cas de la Classe 3 dans la Figure 5.3d. C’est un proble`me car on ne peut pas, en sortie de
IP-NMF, associer une classe a` un mate´riau si M est trop faible. Cependant c’est la preuve que
malgre´ un M mal adapte´ a` la sce`ne notre algorithme est capable de retrouver les spectres de
l’ensemble des e´le´ments pre´sents dans l’image. Notre algorithme est donc beaucoup moins sen-
sible que les me´thodes VCA ou NMF a` une mauvaise estimation du nombre de classes puisqu’on
retrouve bien au sein des pixels les spectres effectivement pre´sents.
Il serait donc inte´ressant d’arriver a` retirer les 7 classes pre´sente´es dans le cas M = 7 des
re´sultats issus de IP-NMF avec M = 3 ou M = 5. On montrerait ainsi la faible sensibilite´
des performances de de´me´lange de IP-NMF au nombre de classes indique´ a` la me´thode par
l’utilisateur.
5.2.3 Apport d’un post-processing sur les performances de la me´thode
Dans cette partie nous souhaitons montrer a` la fois la faible sensibilite´ des performances de
de´me´lange de IP-NMF au choix de M mais aussi une possibilite´ d’utilisation des re´sultats en
sortie de notre algorithme. Comme nous l’avons de´ja` e´voque´ nous ne disposons pas en sortie de IP-
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NMF de M spectres mais de M ×P spectres. On peut donc envisager diffe´rents post-processings
pour mettre en valeur et exploiter toutes les informations obtenues a` l’issu de IP-NMF.
5.2.3.1 Description du Post-processing
Nous nous sommes aperc¸us dans les sous-sections pre´ce´dentes 5.2.1 et 5.2.1 que des sous
classes s’e´taient de´veloppe´es au sein de nos classes de mate´riaux. On souhaite donc utiliser un
post-processing pour re´cupe´rer ces diffe´rentes classes.
Pour effectuer ce post-processing nous avons opte´ pour une me´thode de clustering qui regrou-
pera les spectres en fonction de leur proximite´ spectrale. Nous avons choisi pour cela l’algorithme
k-means [164]. Il s’agit d’un algorithme dont le fonctionnement est relativement simple. Le seul
parame`tre a` fixer dans cet algorithme est le nombre de classes M. Il s’agit d’un algorithme
ite´ratif qui se´lectionne initialement M spectres ale´atoirement qui seront les premiers centres de
classes. Puis a` chaque ite´ration il effectue les ope´rations suivantes :
– affectation a` chaque centre de classe de la partition des donne´es les plus proches
– calcul du nouveau centre de chaque nouvelle partition.
Dans notre cas nous avons choisi comme mesure de distance l’angle spectral. En effet ce crite`re
permet de mettre en e´vidence les diffe´rences spectrales mais il est insensible aux variations d’am-
plitude.
On va donc fournir en entre´e de k-means l’ensemble des spectres issus de IP-NMF. En sortie
ces spectres seront donc re´organise´s dans un nombre M de classes. On pourra alors visualiser
des cartes d’abondance en re´organisant de la meˆme manie`re les coefficients de me´lange issus de
IP-NMF.
5.2.3.2 Influence sur les re´sultats
Nous avons teste´ ce post-processing sur les re´sultats issus de IP-NMF dans les cas M = 3,
M = 5 et M = 7. Nous avons vu dans la partie 5.2.2 qu’il semble que l’on extrait bien l’ensemble
des classes pour M = 7. Nous avons donc choisi de fixer le nombre de cluster M = 7. Les
nouvelles cartes d’abondance alors obtenues sont repre´sente´es sur la Figure 5.9.
On constate sur la Figure 5.9c que le post-processing n’a pas modifie´ significativement les
cartes d’abondance. Ceci est conforme aux observations que l’on avait faites dans la section 5.2.2,
c’est-a`-dire que lorsque M = 7 on a bien un mate´riau par classe.
Nous allons a` pre´sent particulie`rement nous inte´resser au cas M = 3. Les nouvelles cartes
d’abondance associe´es a` ce cas sont pre´sente´es sur la Figure 5.9a. On remarque dans ces Figures
que l’on a re´ussi a` se´parer la tuile de l’asphalte qui e´taient deux sous classes de la meˆme classe (cf.
Figure 5.3c). La Figure 5.10 repre´sente l’e´volution de l’appartenance des spectres que nous avions
repre´sente´s dans la Figure 5.4. On remarque bien que les spectres trace´s dans la Figure 5.4b ont
e´te´ divise´s en 2 classes. Ils sont maintenant repre´sente´s en cyan et en bleu sombre. Pour cha-
cune des classes les spectres se ressemblent mais on observe aussi de fortes variations d’amplitude.
Comme on l’avait constate´ dans la partie 5.2.1 on retrouve bien des zones pures la` ou` la clas-
sification partielle l’avait pre´dit. On retrouve sur ces cartes d’abondance les grandes classes issues
de IP-NMF avec M = 7 : Tuile, ve´ge´tation, ve´ge´tation a` l’ombre, asphalte a` l’ombre et au soleil.
Par contre on fait apparaˆıtre dans le cas M = 3 apre`s post-processing une classe correspondant
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Figure 5.10 – Nouvelle classification des spectres de´crits dans la Figure 5.4 apre`s le
post-processing propose´.
a` des e´le´ments ayant des signatures spectrales tre`s particulie`res (Classe 5 sur la Figure 5.9a).
Comme il s’agit d’e´le´ments sur les toits essentiellement, on peut supposer qu’il s’agit d’e´le´ments
dispose´s sur les toitures et qui signent diffe´remment du reste du toit.
Contrairement au cas M = 5 et M = 7 on ne distingue pas ve´ge´tation haute et ve´ge´tation
basse avec M = 3. Dans le cas M = 7 (valable aussi pour M = 5) on a deux cartes repre´sentant la
ve´ge´tation : le Classe 1 (herbe) et la Classe 7 (ve´ge´tation haute). On remarque que de nombreux
pixels sont conside´re´s comme la composition de ces deux e´le´ments de la ve´ge´tation. A l’inverse
la carte associe´e a` la ve´ge´tation dans la Figure 5.9a (Classe 4) associe une abondance proche de
1 a` tous ces pixels. Comme nous ne disposons pas de ve´rite´s terrain il est difficile d’e´tablir quelle
situation est la plus proche de la ve´rite´. Cependant si l’on cherche a` avoir une vue globale de la
ve´ge´tation en zone urbaine, sans diffe´rentiation des espe`ces, le cas M = 3 est suffisant.
Dans le cas ou` M = 5 les re´sultats du post-processing (Figure 5.9b) sont similaires a` ceux
obtenus dans le cas M = 7. En effet comme dans le cas M = 3 on retrouve les grandes classes de
mate´riaux et une classe (Classe 5) qui contient des spectres signant de manie`re particulie`re et qui
n’a pas de sens physique. Les diffe´rences qui existent entre les re´sultats du post-processing avec
M = 5 et M = 7 re´sultent des variations qui existaient avant le post-processing (en sortie de
IP-NMF). En effet le post processing n’ame´liore pas l’estimation des spectres et des abondances.
5.2.3.3 Conclusion
Avec le post-processing propose´ nous avons confirme´ le re´sultat de la partie 5.2.2 selon lequel
notre me´thode e´tait peu sensible a` la valeur du nombre de classe impose´ a` la me´thode. En effet
a` la suite de ce post-processing on retrouve bien les grandes classes de mate´riaux re´ellement
pre´sente dans l’image et associe´es aux abondances re´elles. Ainsi lorsque l’on fixe M = 3 il est
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facile de re´cupe´rer au final 7 classes ce qui n’est absolument pas possible avec une me´thode
standard de de´me´lange.
Cependant la valeur de M pourra avoir un impact dans la pre´cision des re´sultats. Ainsi on a
montre´ que dans le cas ou` M = 3 on ne distinguait pas ve´ge´tation haute et ve´ge´tation basse (1
unique classe) alors que dans le cas M = 5 ou M = 7 cette distinction existait (2 classes). Ces
deux classes existent car VCA a extrait des spectres de ces 2 classes. Le choix de la valeur de M
pourra donc de´pendre du niveau de pre´cision que l’on souhaite pour les classes.
5.2.4 Conclusion
Cette section e´tait consacre´e a` l’e´tude des re´sultats de la me´thode IP-NMF sur une image a`
haute re´solution spatiale (1.6 m). On a tout d’abord e´tudie´ l’impact de l’initialisation. On s’est
alors rendu compte que l’utilisation de la me´thode VCA permettait d’obtenir de bons re´sultats
lorsque M e´tait faible. L’utilisation de l’initialisation manuelle nous a montre´ que notre algo-
rithme e´tait suffisamment autonome pour permettre le de´veloppement au sein de certaines classes
de sous classes qui n’avait pas e´te´ initialise´es. Ainsi on obtient, a` partir d’une classe initialise´e par
un spectre de ve´ge´tation, les spectres de ve´ge´tation pour les spectres contenant de la ve´ge´tation
et des spectres d’asphalte a` l’ombre dans les pixels qui en contiennent. Notre me´thode est donc
relativement inde´pendante, lorsque M est petit, des spectres initiaux (on ne parle pas ici de cas
extreˆmes).
Nous nous sommes ensuite inte´resse´s a` l’impact du parame`tre M , c’est-a`-dire au nombre
de classe a` rechercher impose´ a` la me´thode. On a alors constate´ que lorsque M augmentait
les spectres extraits par VCA ne correspondaient pas a` l’ensemble des classes que nous souhai-
tions trouver (plusieurs spectres du meˆme mate´riau, un mate´riau non extrait...). Cependant la
me´thode IP-NMF ame´liore conside´rablement les re´sultats. En effet on s’est aperc¸u qu’une classe
initialise´e avec un spectre de tuile (cas M = 7) pouvait e´voluer en une classe contenant de l’as-
phalte (mate´riau qui n’avait pas e´te´ de´tecte´ par VCA). Cependant la de´te´rioration de la qualite´
des spectres issus de VCA lorsque M augmente entraˆıne aussi une diminution de la qualite´ de
certaines cartes d’abondance, en particulier dans le cas ou` le mate´riau n’est pas de´tecte´ par VCA,
ou alors lorsque plusieurs spectres d’une meˆme classe de mate´riaux sont extraits.
Comparativement a` des me´thodes standard de de´me´lange, notre me´thode est tout de meˆme
moins sensible au nombre de poˆles de me´lange. En effet on arrive a` retrouver les classes majeures
de mate´riaux quelle que soit la valeur de M . Nous avons montre´ cela en mettant en œuvre un
post-processing base´ sur l’utilisation d’une me´thode de clustering. Ce post processing exploite le
fait que l’on extrait non pas un unique spectre par classe mais un par pixel.
L’analyse des re´sultats du post-processing montre que dans le cas d’un M faible on augmente
la qualite´ globale de la reconstruction, car on extrait les grandes classes de manie`re tre`s pre´cise.
Par contre si l’on souhaite plus de pre´cision dans les spectres extraits par exemple pour faire
la diffe´rence entre deux types de ve´ge´tation il est pre´fe´rable d’utiliser une valeur plus e´leve´e de M .
Avec les spectres issus de notre me´thode on peut envisager un grand nombre de traitements.
Le post-processing propose´ peut eˆtre adapte´ selon les objectifs recherche´s par les utilisateurs. On
pourra ainsi utiliser le fait d’avoir un jeu de pixel par classe pour faire de la de´tection de source
a` une e´chelle plus faible que le pixel, ou encore s’en servir dans le cadre de fusion de donne´es
panchromatiques/hyperspectrales...
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5.3 Influence de la re´solution spatiale sur le de´me´lange
Re´sume´ :
La section pre´ce´dente a e´te´ de´die´e a` l’e´tude des re´sultats de IP-NMF a` haute re´solution spatiale.
Dans cette section nous allons nous inte´resser aux performances de cette me´thode sur des donne´es
avec des re´solutions spatiales de´grade´es. Nous commencerons par conside´rer une image a` une
re´solution spatiale deux fois moins bonne (3.2 m) que l’image e´tudie´e dans les parties pre´ce´dente.
Puis nous e´tudierons les performances de IP-NMF pour une re´solution spatiale quatre fois plus
faible (6.4 m).
5.3.1 E´tude des performances de IP-NMF pour une re´solution de 3.2 m
5.3.1.1 Description de l’image a` 3.2 m
Nous avons obtenu une image a` une re´solution de´grade´e de 3.2 m en sommant 2 × 2 pixels
voisins a` partir de l’imagette qui a e´te´ e´tudie´e dans la section pre´ce´dente (cf. Section 5.1.1 Figure
5.1). Il sera alors possible de comparer les re´sultats du de´me´lange a` une re´solution de 1.6 m et
a` une re´solution de 3.2 m.
Figure 5.11 – Imagette de´grade´e a` une nouvelle re´solution spatiale de 3.2 m
La nouvelle imagette alors obtenue est repre´sente´e sur la Figure 5.11. On constate qu’a` une
telle re´solution il est plus difficile de percevoir les contours des e´le´ments. De plus en comparant
les Figures 5.11 et 5.2b (respectivement l’image a` 3.2 m et celle a` 1.6 m) on constate que la
quantite´ de pixels mixtes a augmente´. On continue cependant d’observer des zones pures pour
les quatre grandes classes de mate´riaux (asphalte, asphalte a` l’ombre, tuile et ve´ge´tation).
5.3.1.2 Crite`res d’e´valuation
Les outils utilise´s pour e´valuer les performances des me´thodes de de´me´lange sur nos donne´es
sont les meˆmes que ceux utilise´s pour e´tudier les re´sultats du de´me´lange sur des donne´es a` 1.6
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m de re´solution (cf. section 5.1.2).
Comme pour l’image a` 1.6 m nous ne disposons pas de ve´rite´s terrain. Cependant en nous
aidant de l’image a` 1.6 m il est possible de connaˆıtre la composition de certains pixels a` 3.2 m
(ceci est possible car nous savons quels pixels ont e´te´ agre´ge´s ensemble). C’est notamment le
cas au sein des zones pures a` haute re´solution. On peut alors connaˆıtre la position de certains
pixels purs au sein de l’image a` 3.2 m. On pourra utiliser la meˆme me´thode pour connaˆıtre les
abondances dans des pixels mixtes. Cependant la recherche de pixels mixtes, pour lesquels on
puisse e´valuer les abondances pre´sentes, est plus difficile. En effet les pixels utilise´s pour former
nos pixels a` 3.2 m ne sont ge´ne´ralement pas purs. Il est difficile de trouver deux zones pures se
coˆtoyant sans pixels de transition entre elles. Nous avons cependant re´ussi a` extraire quelques
pixels pour lesquels il nous semblait que ces conditions e´taient re´unies (c’est notamment possible
pour les me´lange ombre/mate´riau e´claire´).
Nous avons donc connaissance de quelques abondances sur lesquelles nous allons pouvoir
calculer l’erreur quadratique sur les coefficient, CE (cf. section 4.1).
5.3.1.3 E´tude des donne´es a` 3.2 m
Tests Comme pour les imagettes a` 1.6 m de re´solution nous avons choisi de comparer les
re´sultats de trois me´thodes de de´me´lange : VCA + FCLS, NMF et IP-NMF. Dans ces tests le
nombre de classes de mate´riaux recherche´es a e´te´ fixe´ a` 3. En effet, on a vu qu’a` 1.6 m, pour
M = 3, VCA extrayait correctement 3 des 4 mate´riaux pour lesquels nous savons qu’il existe des
pixels purs a` 3.2 m (Asphalte a` l’ombre, tuile et ve´ge´tation). On a aussi vu qu’il e´tait difficile
d’extraire le spectre d’asphalte meˆme en augmentant le nombre de classes.
L’initialisation de la NMF est faite avec VCA. Pour IP-NMF, les matrices R˜ et C˜ sont
respectivement initialise´es avec VCA et FCLS et le facteur d’inertie a` µ = 30. Ces initialisations
ont e´te´ choisies car c’est avec celles-ci que l’on obtient les meilleurs re´sultats (en non-supervise´).
Re´sultats Les cartes d’abondance en sortie de VCA et IP-NMF sont repre´sente´es dans la Fi-
gure 5.12. Les cartes d’abondance de la me´thode NMF n’ont pas e´te´ repre´sente´es ici car, comme
pour le cas a` haute re´solution spatiale, elles sont tre`s similaires aux cartes obtenues avec VCA.
Lorsque l’on e´tudie les cartes d’abondance issues de VCA, on constate que les 3 spectres
extraits par la me´thode repre´sentent respectivement l’asphalte a` l’ombre, la tuile et la ve´ge´tation.
Comme a` haute re´solution, le spectre de l’asphalte n’a pas e´te´ extrait. Les pixels contenant ce
mate´riau sont donc repre´sente´s en me´langeant les 3 spectres disponibles. C’est pour cette raison
que la route ne correspond pas a` une zone uniforme et pure.
Les cartes d’abondance issues de la me´thode IP-NMF montrent des re´sultats similaires a` ceux
observe´s a` une re´solution de 1.6 m. En effet on constate que sur la carte d’abondance associe´e a`
la classe 2, des abondances e´gales a` 1 sont pre´sentes sur les zones correspondant a` la tuile et a`
l’asphalte au soleil. On peut donc supposer, comme dans l’e´tude a` 1.6 m, que des sous-classes se
sont de´veloppe´es au sein de la classe 2.
Il semblerait, en observant la Figure 5.12, que les re´sultats d’estimation des abondances soient
meilleurs avec la me´thode IP-NMF. Pour s’assurer de cela, on a calcule´ l’erreur sur les abondances
pour les pixels sur lesquels on a manuellement estime´ les abondances (cf. paragraphe pre´ce´dent).
Les re´sultats obtenus pour les trois me´thodes sont pre´sente´s dans le Tableau. 5.1. Les calculs ont
e´te´ effectue´s de manie`re distincte entre les pixels que l’on a estime´s purs (cas (a)) et les pixels
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(a) Cartes d’abondance obtenues a` l’issue de VCA avec M = 3 pour l’imagette a` 3.2 m de re´solution
(b) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec VCA avec M = 3 pour l’imagette a` 3.2 m de re´solution
Figure 5.12 – Re´sultats du de´me´lange sur l’imagette a` 3.2 m de re´solution spatiale. Cartes
d’abondance obtenues pour M = 3 a` l’aide de diffe´rentes me´thodes : VCA (1e`re ligne) et
IP-NMF (2e`me ligne)
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que l’on a estime´s comme e´tant des me´langes (cas (b)). Cette distinction a e´te´ faite car le cas (b)
est beaucoup moins pre´cis. Le dernier cas, (c), correspond a` la prise en compte de l’ensemble des
pixels purs et mixtes. Dans chaque cas, on donne l’erreur quadratique moyenne, CE, et l’e´cart
type associe´, σCE .
On constate dans ce tableau que lorsqu’il est question de retrouver des pixels purs la me´thode
IP-NMF fonctionne beaucoup mieux que la me´thode NMF ou VCA. On avait de´ja` pu e´tablir ce
constat dans la section 5.2, meˆme si nous n’avions pas nume´riquement pu le prouver. C’est le
cas a` pre´sent (mais sur un faible e´chantillon de pixels tests). Ce re´sultat paraˆıt logique puisque
les me´thodes NMF et VCA cherchent a` reconstruire un spectre extrait d’une classe de mate´riaux
a` partir d’un autre spectre extrait de cette classe. Comme on l’a montre´ dans le Chapitre 2
ces deux spectres peuvent avoir une correlation infe´rieure a` 80%. Il va alors eˆtre ne´cessaire
d’impliquer les autres endmembers pour reconstruire ce spectre ce qui va entraˆıner des erreurs
sur les abondances. A l’inverse notre me´thode permet de faire varier le spectre initial pour obtenir
au final l’ensemble des spectres de la classe.
Dans le cas des pixels mixtes, on constate que les performances de IP-NMF de´croissent et
sont similaires a` celles obtenues avec la me´thode NMF. Elles restent cependant meilleures qu’avec
VCA + FCLS. Ces re´sultats sont a` prendre avec pre´cautions car ils sont obtenus sur un faible
nombre d’e´chantillons et sur des abondances de re´fe´rence pour lesquelles nous manquons de
pre´cision.
Lorsque l’on compare les re´sultats obtenus avec l’ensemble des donne´es on constate d’ailleurs
que l’influence des pixels mixtes est faible. Les performances de IP-NMF sont 2% meilleures et
avec un e´cart type plus faible que les re´sultats obtenus avec NMF. On remarque surtout une
grosse diffe´rence entre les re´sultats de IP-NMF et ceux de VCA + FCLS. Ceci prouve bien que
IP-NMF apporte une ame´lioration significative par rapport a` son initialisation.
IP-NMF NMF VCA + FCLS
Pixels purs (a) CE 5% 9% 13%
σCE 0.04 0.08 0.12
Pixels mixtes (b) CE 8% 8% 11%
σCE 0.05 0.05 0.04
Ensemble des
pixels (c)
CE 7% 9% 12%
σCE 0.05 0.07 0.11
Tableau 5.1 – Re´sultats des calculs de CE avec les e´carts-type associe´s (σCE) pour diffe´rentes
me´thodes (VCA + FCLS, NMF, IP-NMF) et pour diffe´rents ensembles de pixels : uniquement
des pixels purs (1e`re ligne), uniquement des pixels mixtes (2e`me ligne) l’ensemble de ces pixels
(3e`me ligne).
On a donc vu que les performances en terme de proximite´ des abondances e´taient meilleures
avec IP-NMF qu’avec VCA. Nous allons a` pre´sent utiliser la carte des erreurs de reconstruction
pour analyser les performances de IP-NMF par rapport aux autres crite`res. Ces cartes pour
IP-NMF and VCA sont respectivement repre´sente´es sur les Figure 5.13a et 5.13b inclues dans la
Figure 5.13.
On remarquera tout de suite qu’il y a une diffe´rence d’e´chelle entre les erreurs de reconstruc-
tion obtenues pour IP-NMF et celles obtenues avec VCA qui sont plus e´leve´es d’un facteur 10. Si
l’on conside`re que les abondances obtenues avec IP-NMF sont proches des abondances exactes on
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peut e´valuer la pre´cision des spectres extraits par IP-NMF. En effet si l’erreur de reconstruction
d’un pixel est faible et ses abondances estime´es exactes on en de´duit que les spectres estime´s
sont proches de ceux effectivement pre´sents dans le pixel. C’est ce qu’on observe sur la Figure
5.13a.
(a) Carte des erreurs de reconstruction en sortie de la
me´thode IP-NMF initialise´e avec VCA a` 3.2 m de
re´solution spatiale
(b) Carte des erreurs de reconstruction en sortie de la
me´thode VCA a` 3.2 m de re´solution spatiale
Figure 5.13 – Cartes des erreurs de reconstruction pour les me´thodes IP-NMF et VCA,
obtenues selon l’e´quation (4.1) a` 3.2 m de re´solution spatiale.
On peut aussi montrer la diffe´rence entre les spectres obtenus au sein de meˆmes classes en
utilisant le post-processing de´crit dans la section 5.2.3. Les nouvelles cartes d’abondance obtenues
sont repre´sente´es sur la Figure 5.14a. On a choisi d’effectuer ce post-post processing avec 5 classes
avec pour objectif d’extraire les classes ve´ge´tation, tuile, asphalte, asphalte a` l’ombre et peut-eˆtre
voiture. On a associe´ a` cette figure la repre´sentation des cartes d’abondance obtenues avec VCA
lorsque l’on fixe M = 5 (pour extraire les meˆmes classes) Figure 5.14b.
On constate tout d’abord qu’avec le post-processing on obtient 4 des 5 classes souhaite´es.
La carte associe´e a` la classe 1 est difficilement identifiable. On remarque que le pixel associe´
a` la voiture est pre´sent mais pas uniquement. La Figure. 5.14 permet de se rendre compte de
l’avantage de IP-NMF par-rapport a` une technique classique. En effet il apparaˆıt clairement sur
cette figure que l’imagette contient plus de 3 classes. Et en se trompant sur la valeur de M dans
IP-NMF on arrive quand meˆme a` extraire l’ensemble des classes de mate´riaux. A l’inverse, avec
VCA meˆme lorsque l’on augmente M on n’arrive pas a` extraire correctement l’ensemble des
classes. Par exemple que ce soit dans la Figure 5.14b ou la Figure 5.12a, la classe asphalte n’est
jamais extraite.
5.3.1.4 Conclusions
On constate en e´tudiant les donne´es a` une re´solution plus faible que la me´thode IP-NMF
continue a` donner de meilleurs re´sultats que la me´thode que les me´thodes standard (VCA et
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(a) Cartes d’abondance issues de IP-NMF avec M = 3 apre`s post-processing (5 classes).
(b) Carte d’abondance en sortie de VCA pour M = 5.
Figure 5.14 – Cartes d’abondance obtenues en sortie du post-processing (5 classes) pour le
re´sultat de IP-NMF (M = 3) (1e`re ligne) et cartes d’abondance obtenues en sortie de VCA
pour M = 5.
NMF) que nous avons teste´es, ce qui prouve l’inte´reˆt de notre me´thode.
Comme dans le cas a` plus haute re´solution spatiale on constate que des sous classes continuent
a` se de´velopper au sein de nos classes de mate´riaux lorsque le nombre de classes effectivement
pre´sentes dans l’image est supe´rieur a` celui fixe´ par la me´thode. C’est une conclusion inte´ressante
sur une telle imagette car le nombre de pixels purs par classe diminue et cette diminution ne
semble pas affecter le comportement de notre algorithme.
On remarquera cependant que l’e´chelle de l’erreur de reconstruction augmente d’un facteur
10 entre l’image a` 1.6 m (Figure 5.5a) et celle a` 3.2 m (Figure 5.13a). Le calcul des erreurs sur
les abondances montre ne´anmoins que la pre´cision de nos re´sultats est e´leve´e.
On peut donc en conclure que la me´thode IP-NMF est applicable a` des donne´es a` une
re´solution de 3.2 m. Les hypothe`ses faites concernant le mode`le de me´lange choisi doivent donc
encore eˆtre valides. L’une de ces hypothe`ses concerne le fait que la re´solution de l’image est
suffisamment e´leve´e pour que l’on puisse ne´gliger la variabilite´ intra-classe au sein du pixel. Il
se peut donc qu’a` des re´solutions encore plus faibles le mode`le de me´lange choisi ne soit plus
adapte´ a` notre sce`ne.
5.3.2 E´tude des performances de IP-NMF pour une re´solution de 6.4 m
5.3.2.1 Description de l’image a` 6.4 m
Nous allons a` pre´sent e´tudier une image a` une re´solution encore plus faible. Comme nous
l’avons fait dans le section pre´ce´dente nous avons agglome´re´ les pixels de l’imagette de re´fe´rence
par 16 (plus pre´cise´ment 4× 4). L’image alors obtenue est repre´sente´e a` la Figure 5.15.
On constate sur cette image qu’il est difficile de distinguer les e´le´ments qui constituent la
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Figure 5.15 – Imagette de´grade´e a` une nouvelle re´solution spatiale de 6.4 m
sce`ne. On remarque toutefois (parce que nous connaissons la sce`ne a` de meilleures re´solutions)
que des pixels purs des classes de mate´riaux asphalte et ve´ge´tation sont encore pre´sents dans
l’image. Pour le reste il semblerait que nous ne soyons qu’en pre´sence de pixels mixtes. Cela va
donc compliquer l’analyse visuelle.
Contrairement au cas pre´ce´dent il est tre`s difficile d’extraire la composition de certains pixels
en se basant sur l’image a` haute re´solution spatiale. En effet il est quasiment impossible de
trouver un pixel de 6 m par 6 m qui correspondent a` l’agglome´ration de pixels purs uniquement.
5.3.2.2 E´tude des donne´es a` 6.4 m
Les cartes d’abondance re´sultant des me´thodes VCA + FCLS et IP-NMF sont respectivement
repre´sente´es sur les Figures 5.16a et 5.16b. Comme nous l’avons mentionne´ plus haut l’examen
de ces cartes ne peut se faire que visuellement et demeure donc sujet a` caution.
On peut toutefois remarquer les diffe´rences entre les cartes issues de VCA et celles issues de
IP-NMF. Dans le cas de VCA on observe pour chaque carte des zones conse´quentes occupe´es
par des pixels ayant une abondance e´gale ou tre`s proche de 1. Or comme on l’a explique´ ci-
dessus les zones pures pour chaque classe sont limite´es a` de tre`s rares pixels et a` certaines classes
seulement. Il semble donc que les abondances extraites avec IP-NMF soient un peu plus proches
de la “re´alite´” que celles extraites par VCA. Les re´sultats de l’erreur de reconstruction semblent
aussi montrer cela.
Comme il est difficile de se faire une ide´e de la qualite´ des re´sultats en utilisant les cartes
d’abondance nous avons choisi de repre´senter les spectres obtenus avec IP-NMF et ceux obtenus
a` l’aide de VCA. Ils sont regroupe´s dans la Figure 5.17. On a choisi de repre´senter dans la Figure
5.17a le spectre issu de VCA et qui a initialise´ la classe 1 ainsi que tous les spectres caracte´risant
la classe 1 en sortis de IP-NMF. Il en est de meˆme pour les Figures 5.17b et 5.17c respectivement
pour les classes 2 et 3.
On constate sur la Figure 5.17 que les spectres extraits de VCA de´crivent les classes ve´ge´tation
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(a) Cartes d’abondance obtenues a` l’issue de VCA avec M = 3 pour l’imagette a` 6.4 m de re´solution
(b) Cartes d’abondance obtenues a` l’issue de IP-NMF initialise´e avec VCA avec M = 3 pour l’imagette a` 6.4 m de re´solution
Figure 5.16 – Re´sultats du de´me´lange sur l’imagette a` 6.4 m de re´solution spatiale. Cartes
d’abondance obtenues pour M = 3 a` l’aide de diffe´rentes me´thodes : VCA (1e`re ligne) et
IP-NMF (2e`me ligne)
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(a) Spectre initial de la classe 1 obtenu avec VCA (cyan)
et spectres de la classe 1 issus de IP-NMF (bleu)
(b) Spectre initial de la classe 2 obtenu avec VCA (jaune)
et spectres de la classe 2 issus de IP-NMF (noir)
(c) Spectre initial de la classe 3 obtenu avec VCA
(magenta) et spectres de la classe 3 issus de IP-NMF
(rouge)
Figure 5.17 – Visualisation des spectres issus de IP-NMF et des spectres issus de VCA ayant
servi a` l’initialisation
(endmember 1), ombre (endmember 2) et asphalte (endmember 3). On avait en effet constate´
qu’il n’existait plus de pixels tuile purs ce mate´riau n’a donc pas e´te´ extrait. Il est inte´ressant
de constater que IP-NMF n’a pas re´ussi a` retrouver le spectre de tuile meˆme si on observe que
certains spectres de la Figure 5.17c tendent a` se rapprocher d’un spectre de tuile. On peut en
partie expliquer les de´faillances de notre me´thode a` retrouver les spectres de tuile par la tre`s
faible repre´sentativite´ des spectres de tuile qui ne sont pre´sents que dans quelques pixels.
L’e´tude de ces spectres montre cependant que pour les classes initialise´es (ve´ge´tation, ombre
et asphalte) une variabilite´ intra-classe non-ne´gligeable est obtenue. Cette variabilite´ est cepen-
dant moins importante que celle obtenue a` l’issue de IP-NMF pour une image a` une meilleure
re´solution (cf. Figure 5.4). Ce re´sultat est justifie´ car a` une re´solution de 6.4 m, on trouve, par
exemple, au sein de nos pixels de ve´ge´tation diffe´rents types d’arbres, de la ve´ge´tation haute et
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de la ve´ge´tation basse... si bien que le spectre observe´ correspond a` une moyenne des spectres
caracte´ristiques de ces e´le´ments. On peut supposer que, dans une portion d’image donne´e, la va-
riabilite´ intra-classe associe´e a` des spectres extraits de pixels a` faible re´solution spatiale est plus
faible que pour des spectres extraits de pixels a` haute re´solution spatiale. Lorsque les spectres
sont extraits de “grands” pixels, ils re´sulteront en effet du moyennage de spectres ayant une
variabilite´ plus importante. On re´duit ainsi cette variabilite´.
5.3.2.3 Conclusions
Il semble donc que la me´thode IP-NMF continue de donner de meilleurs re´sultats que la
me´thode VCA. Cependant a` une re´solution spatiale de 6.4 m et sans ve´rite´s terrain, il est difficile
de se prononcer clairement sur les performances de ces me´thodes. On constate ne´anmoins que
les spectres issus de IP-NMF de´crivent une variabilite´ intra-classe plausible qui permet de mieux
de´crire la complexite´ de chacune des classes.
On a aussi pu constater que la variabilite´ des classes de mate´riaux semblait se re´duire avec
l’augmentation de la taille des pixels. Cette conclusion est inte´ressante car elle met en avant les
limites du mode`le utilise´ en zone urbaine. En effet, comme les tailles caracte´ristiques des e´le´ments
urbains sont faibles, a` trop faible re´solution spatiale la variabilite´ intra-classe sera noye´e car on
n’observera plus que des moyennes sur un grand nombre d’e´le´ments (les toits par exemple). C’est
le de´but de ce phe´nome`ne que nous commenc¸ons a` apercevoir a` 6.4 m de re´solution.
5.4 Conclusion
Ce chapitre a e´te´ consacre´ aux tests sur des donne´es re´elles. La premie`re partie de ces tests
a consiste´ en une e´tude des performances de la me´thode IP-NMF, mais aussi d’autres me´thodes
standard de de´me´lange, sur une imagette ayant une re´solution spatiale e´leve´e. La haute re´solution
de cette image, 1.6 m, nous a permis d’e´tablir une classification partielle de la sce`ne e´tudie´e.
Nous avons donc pu comparer les re´sultats obtenus par l’ensemble des me´thodes que nous avons
teste´es aux informations que nous posse´dions ou avons de´duites de l’image test. L’objectif de ces
tests a aussi e´te´ de comparer les performances de notre algorithme en fonction des parame`tres
d’initialisation. Nous avons ainsi mis en avant les similarite´s de comportement sur donne´es re´elles
et donne´es semi-synthe´tiques.
L’objectif e´tant d’obtenir la me´thode la moins supervise´e possible, nous avons mis en e´vidence
que l’initialisation de la matrice R˜ avec les spectres issus de VCA e´tait pertinente. On a aussi
montre´ dans la section 5.2.1 qu’avec ce type d’initialisation on ame´liorait les performances de
IP-NMF par rapport a` IP-NMF initialise´ de manie`re manuelle.
Nous avons ensuite e´tudie´ l’impact du nombre de classes sur les re´sultats de IP-NMF. Pour
cela trois valeurs diffe´rentes ont e´te´ attribue´es a` M : 3, 5 et 7. Nous avons conclu de cette se´rie
de tests que notre me´thode e´tait sensible a` la valeur de M . Ne´anmoins, IP-NMF est beaucoup
moins sensible a` ce parame`tre que peuvent l’eˆtre des me´thodes standard qui recherchent un seul
jeu de endmembers par image. La forte sensibilite´ de VCA a` des erreurs sur le nombre de classes
est d’ailleurs a` l’origine de certaines erreurs observe´es en sortie de IP-NMF puisque les spectres
graines de chaque classe sont de moins bonne qualite´.
Quelle que soit la valeur de M , nous avons observe´ en sortie de IP-NMF que des sous-classes
pouvaient se de´velopper au sein de nos classes de mate´riaux purs. Les classes en sortie de la
me´thode n’ont donc pas une signification physique. Cependant l’apparition de ces sous-classes
est une bonne chose. Cela montre que IP-NMF est capable de s’adapter si des spectres graines
sont de mauvaise qualite´ ou si des classes ont e´te´ omises. La me´thode augmente ainsi d’elle
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meˆme le nombre de classes “physiques” extraites mais elle conserve la valeur de M fixe. Un
post-processing a donc e´te´ propose´ pour obtenir ces classes ayant un sens physique. Les re´sultats
obtenus a` l’issue de ce post-processing montrent aussi l’impact faible du nombre de classes sur
le re´sultat de IP-NMF.
On a pu conclure de cette e´tude que la me´thode IP-NMF e´tait parfaitement applicable aux
donne´es re´elles. Les performances de cet algorithme sont d’ailleurs meilleures que celles obtenues
avec des me´thodes de de´me´lange standard. On a aussi pu mettre en e´vidence l’inte´reˆt d’extraire
non plus un jeu de spectres pour l’image mais un par pixel. On ouvre ainsi la porte a` de nouvelles
applications en aval du de´me´lange.
Les premiers tests ayant e´te´ effectue´s a` une re´solution spatiale e´leve´e, nous avons voulu
e´tudier les re´actions de notre algorithme lorsque la re´solution de l’image a` traiter e´tait moins
bonne. Pour cela nous avons de´grade´ la re´solution de l’image que nous avions traite´e dans la
partie pre´ce´dente. Deux nouvelles imagettes ont alors e´te´ obtenues, une a` 3.2m et l’autre a` 6.4m.
On a tout d’abord constate´ que les performances de IP-NMF e´taient meilleures que celles
de VCA ou NMF. C’est un point positif, d’autant plus qu’a` 3.2m de re´solution on continue de
retrouver des classes de mate´riaux qui n’avait pas e´te´ extraites par VCA. On constate ne´anmoins
que les performances de l’ensemble des me´thodes diminuent avec la re´solution spatiale.
On a aussi pu constater que la variabilite´ intra-classe semblait moins conse´quente a` faible
re´solution spatiale. En effet comme on l’explique dans la section 5.3.2 la diminution de la
re´solution spatiale entraˆıne un moyennage des spectres purs entrant dans la de´composition de
chaque pixel. Dans le cas de l’urbain ce phe´nome`ne apparaˆıt tre`s vite car la taille caracte´ristique
des e´le´ments est relativement faible. C’est pourquoi il est de´ja` tre`s visible a` 6.4m de re´solution.
A faible re´solution spatiale on peut donc s’interroger sur la pertinence du mode`le que l’on a
de´veloppe´ et choisi pour construire IP-NMF. Compte tenu de ces remarques, on peut e´mettre l’hy-
pothe`se qu’a` partir d’une certaine re´solution (de l’ordre de grandeur des e´le´ments caracte´ristiques
de la sce`ne e´tudie´e) le mode`le avec variabilite´ intra-classe est peut-eˆtre moins pertinent que le
mode`le de me´lange classique.
La me´thode IP-NMF a donc prouve´ son applicabilite´ sur des donne´es re´elles. Cependant des
erreurs perdurent dans les re´sultats sur donne´es re´elles. La me´thode IP-NMF a e´te´ construite en
conside´rant un mode`le de me´lange line´aire. Or on a montre´ dans le Chapitre 1 que dans le cas
de zones urbaines des phe´nome`nes de re´flexions multiples se produisaient. Nous avons propose´
un mode`le de me´lange prenant en compte a` la fois ce phe´nome`ne et la variabilite´ intra-classe
dans le Chapitre 2. Il serait possible que la prise en compte de ces phe´nome`nes de non-line´arite´
permettent d’ame´liorer les performances de nos algorithmes (cf. Chapitre 6 ).
Chapitre 6
De´veloppement et test d’une
me´thode de de´me´lange prenant en
compte la variabilite´ intra-classe
dans le cas line´aire-quadratique
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Dans les chapitres pre´ce´dents (Chapitre 3 a` Chapitre 5 ) nous avons de´veloppe´ et teste´ une
me´thode de de´me´lange qui s’appuie sur le mode`le de me´lange line´aire. Cependant comme nous
l’avons e´voque´ dans le chapitre E´tat de l’art et le Chapitre 2 ce mode`le ne permet pas de prendre
en compte les phe´nome`nes de re´flexions multiples de la lumie`re sur les baˆtiments. Or, dans les
milieux urbains il s’agit donc d’un phe´nome`ne fre´quent. Nous avons de´veloppe´ dans le Chapitre
2, section 2.2.4 un mode`le de me´lange adapte´ a` ce type de situation (Eq. (2.9) et (2.13)). Ce
mode`le e´tant complexe, nous avons justifie´ dans cette meˆme section l’utilisation d’un mode`le
plus simple de´crit par les e´quations (2.10) (vectoriel) et (2.14) (matriciel).
Dans ce chapitre nous allons donc de´velopper une me´thode qui cherche a` effectuer le de´me´lange
en conside´rant le mode`le de me´lange line´aire-quadratique avec variabilite´ intra-classe. Cette
me´thode, nomme´e LQIP-NMF, a e´te´ construite en se basant sur une e´volution de la me´thode
NMF, comme dans le cas IP-NMF.
Cette me´thode sera ensuite teste´e sur des donne´es semi-synthe´tiques afin d’e´tudier son appli-
cabilite´ sur des donne´es re´elles. On s’inte´ressera aussi dans cette partie a` l’inte´reˆt de conside´rer
un mode`le de me´lange non-line´aire en pre´sence de variabilite´ intra-classe.
119
120 Chapitre 6 : DE´VELOPPEMENT ET TESTS DE LA ME´THODE LQIP-NMF
6.1 De´veloppement de la me´thode de de´me´lange LQIP-NMF
Re´sume´ :
Cette section sera consacre´e a` la description de la me´thode de de´me´lange non-line´aire et prenant
en compte la variabilite´ intra-classe. Cette me´thode, LQIP-NMF (pour Linear-Quadratic Inertia-
constrained Pixel-by-pixel NMF) est base´e sur le meˆme principe que IP-NMF. Il s’agit d’une
e´volution de la me´thode NMF.
6.1.1 E´criture d’une nouvelle fonction de couˆt
Dans le Chapitre 2, section 2.2.4, on a propose´ un mode`le de me´lange, Eq. (2.9) prenant
en compte a` la fois la variabilite´ intra-classe et les non-line´arite´s lie´es aux re´flexions multiples
dans le cas de zones urbaines. Nous avons aussi propose´ dans cette partie une version simplifie´e
de ce mode`le de me´lange, Eq. (2.10). Nous commencerons par mettre au point une me´thode
a` partir de ce mode`le simplifie´. Une extension sera envisage´e si les re´sultats obtenus semblent
prometteurs. En effet le mode`le conside´re´ est de´ja` largement sous de´termine´ et il semble perti-
nent de tester l’inte´reˆt de ce mode`le avant d’envisager d’y ajouter encore plus d’inde´terminations.
Le mode`le de me´lange choisi permet d’e´crire la matrice des observations sous la forme d’un
produit de deux matrices non-ne´gatives, Eq. (2.14) : X = C˙R˙. Il est donc possible d’utiliser la
meˆme approche que pour IP-NMF. Nous avons donc choisi de rechercher les matrices C˙ et R˙ en
utilisant une approche par NMF.
La premie`re e´tape dans la construction de cette me´thode a consiste´ a` e´crire la fonction de
couˆt a` minimiser. Nous avons choisi, comme pour IP-NMF, d’associer un terme de pe´nalisation
a` l’erreur de reconstruction dans la fonction de couˆt de LQIP-NMF. En effet, on a pu consta-
ter l’apport de ce terme de pe´nalisation dans le Chapitre 4 lorsque nous avons compare´ les
performances de UP-NMF et IP-NMF. La fonction de couˆt de la me´thode LQIP-NMF s’e´crit
donc :
Jlqip−nmf =
1
2
∥∥∥X− (C˜R˜ + Γ˜T˜)∥∥∥2
F
+ µ
M∑
m=1
Tr(Cov(R˜Cm)). (6.1)
Ici les matrices C˜, Γ˜, R˜, T˜ correspondent a` la de´composition en matrices des coefficients et des
spectres line´aire et non-line´aire de C˙ et R˜ (cf. section 2.2.4, Eq. (2.12)). Comme pour dans le
Chapitre 4 nous avons choisi de conserver ces notations meˆme les matrices correspondent aux
matrices estime´es et non aux matrices des valeurs re´elles. La matrice R˜Cm contient les meˆmes
spectres et est construite de la meˆme fac¸on pour LQIP-NMF que pour IP-NMF. Il est possible
de scinder cette e´criture en deux termes, JRE associe´ a` l’erreur de reconstruction et JI associe´ a`
la pe´nalisation de l’inertie. On obtient alors l’e´criture suivante :
Jlqip−nmf = JRE + µJI (6.2)
avec
JRE =
1
2
∥∥∥X− C˙R˙∥∥∥2
F
(6.3)
JI =
M∑
m=1
Tr(Cov(R˜Cm)) (6.4)
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La matrice R˜Cm contient les meˆmes spectres et est construite de la meˆme fac¸on pour LQIP-NMF
que pour IP-NMF. L’e´criture de JI a donc de´ja` e´te´ de´veloppe´e dans le Chapitre 3, section 3.3.2,
Eq. (3.13).
6.1.2 Calcul du gradient
Comme pour les me´thodes UP-NMF et IP-NMF, on utilise une approche par gradient projete´
pour minimiser la fonction de couˆt Jlqip−nmf . Il sera donc possible de re´utiliser certain des calculs
pre´sente´s dans les parties 3.2 et 3.3.
6.1.2.1 Calcul du gradient dans le cas scalaire
Pour pouvoir effectuer la descente de gradient on doit calculer les de´rive´es partielles ∂Jlqip−nmf
∂R˜
et ∂Jlqip−nmf
∂C˙ .
Comme nous l’avons indique´ dans la section 3.3.2, le terme JI ne de´pend pas des coefficients
de me´lange. Par conse´quent,
∂JI
∂C˙
= 0. (6.5)
Le calcul de ∂JRE
∂C˙ est e´quivalent a` celui de
∂JRE
∂C˜ de´taille´ dans la section 3.2.2. On obtient alors
un re´sultat similaire a` celui de´crit dans (3.5). La de´rive´e partielle de Jlqip−nmf par rapport a` C˙
s’e´crit alors
∂Jlqip−nmf
∂C˙
= −(X− C˙R˙)R˙T . (6.6)
On a aussi de´ja` calcule´ la de´rive´e partielle de JI par rapport a` R˜ dans la section 3.3.2.
On pourra utiliser le re´sultat final donne´ par l’e´quation (3.22). Dans la suite de cette partie
on s’inte´ressera donc a` la de´rive´es partielles de JRE par rapport a` R˜. Pour cela nous allons
commencer par re´e´crire JRE :
JRE =
1
2
∥∥∥X− C˙R˙∥∥∥2
F
= 12‖
x1T. . .
xPT
−
 c1TR(1) + γ1TT(1). . .
cPTR(P ) + γPTT(P )
 ‖2F
= 12
∑
1≤p≤P
1≤l≤L
(
 x1T − c1TR(1)− γ1TT(1). . .
xPT − cPTR(P )− γPTT(P )

2
pl
)
= 12
P∑
p=1
L∑
l=1
[
xpT − cpTR(p)− γpTT(p)
]2
l
= 12
P∑
p=1
‖xpT −
[
cpT γpT
] [R(p)
T(p)
]
‖2F
=
P∑
p=1
Jp avec Jp =
1
2‖xp
T −
[
cpT γpT
] [R(p)
T(p)
]
‖2F (6.7)
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On obtient dans (6.7) une reformulation de JRE . On va utiliser cette e´criture pour calculer
la de´rive´e partielle ∂JRE
∂R˜ . L’ope´rateur de´rive´e e´tant distributif la de´rive´e partielle de JRE par
rapport a` R˜ s’e´crit :
∂JRE
∂R˜
=
P∑
p=1
∂Jp
∂R˜
(6.8)
Jp correspond a` un cas ge´ne´ral de l’e´criture de la fonction de couˆt utilise´e par Meganem dans sa
me´thode NMF [165]. On peut donc utiliser les re´sultats qu’elle a obtenus. Ainsi on peut e´crire :
∂Jp
∂ [R(p)]ml
= −[cp(xpT −
[
cpT γpT
] [R(p)
T(p)
]
)]ml
−
M∑
µ=1
µ6=m
[R(p)]µl × [γp(xpT −
[
cpT γpT
] [R(p)
T(p)
]
)](µm)l
− 2 [R(p)]ml × [γp(xpT −
[
cpT γpT
] [R(p)
T(p)
]
)](mm)l (6.9)
On souhaite maintenant retrouver l’e´criture de la de´rive´e partielle de JRE par rapport a` R˜ a`
partir du re´sultat de (6.9). Pour cela on commencera par remarquer que pour un p donne´, Jp ne
de´pend que de R(p). Par conse´quent on peut e´crire que :
∂JRE
∂ [R(p)]ml
=
P∑
ρ=1
∂Jρ
∂ [R(p)]ml
= ∂Jp
∂ [R(p)]ml
(6.10)
On cherche maintenant a` e´crire le re´sultat de ∂JRE[R˜]νl ou` ν ∈ J1, PMK. Pour un ν ∈ J1, PMK donne´,
il existe un unique jeu de coefficients (p,m), tels que ν = (p−1)M+m. Dans ce jeu de coefficients
p correspond au nume´ro du pixel auquel est associe´ [R˜]νl et m a` la classe pure dans R(p). En
utilisant cette nouvelle e´criture de ν on obtient :
∂JRE
[R˜]νl
= −
[
C˜T
(
X− C˙R˙
)]
νl
−
pM∑
µ=(p−1)M+1
µ6=ν
[
R˜
]
µl
×
[
Γ˜T
(
X− C˙R˙
)]
(µν)l
− 2
[
R˜
]
νl
×
[
Γ˜T
(
X− C˙R˙
)]
(νν)l
(6.11)
On constate que l’on a e´tendu le re´sultat obtenu par Meganem dans [165] a` un cas plus ge´ne´ral.
En associant le re´sultat obtenu dans (3.22), qui correspond au calcul de ∂JI
∂R˜ , et celui tout juste
obtenu on arrive a` la formule du gradient :
[
∂Jlqip−nmf
∂R˜
]
νl
= −
[
C˜T
(
X− C˙R˙
)]
νl
−
pM∑
µ=(p−1)M+1
µ6=ν
[
R˜
]
µl
×
[
Γ˜T
(
X− C˙R˙
)]
(µν)l
− 2
[
R˜
]
νl
×
[
Γ˜T
(
X− C˙R˙
)]
(νν)l
+ 2µ
P
[(
IdPM − 1
P
U
)
R˜
]
νl
(6.12)
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Les matrices IdPM et U ont de´ja` e´te´ de´finies dans la section 3.3.2 (e´quation.(3.21)).
On ne calcul pas la de´rive´e partielle par rapport a` T˜ car on n’utilisera pas cette re`gle de
mise a` jour pour cette matrice. En effet comme les spectres contenus dans T˜ sont issus de R˜ on
calculera directement le T˜(i+1) a` partir de la matrice mise a` jour R˜(i+1) :[
T˜(i+1)
]
(mν)l
←
[
R˜i+1
]
ml
×
[
R˜i+1
]
νl
(6.13)
6.1.2.2 Obtention des formulations matricielles
La de´rive´e partielle de Jlqip−nmf par rapport a` R˜ est obtenue de manie`re scalaire. Compte
tenu de la taille des matrices que l’on veut mettre a` jour, une mise a` jour coefficient par coefficient
prendra trop de temps. On a donc cherche´ a` obtenir une e´criture matricielle de ∂Jlqip−nmf
∂R˜ . Pour
cela il est ne´cessaire de bien fixer l’ordre des spectres dans R˜. Comme on l’a pre´cise´ lors de la
de´finition de R˜ dans la section 2.2.4, on retrouve les spectres associe´s a` une meˆme classe tous
les M spectres. Plus pre´cise´ment, on garde le meˆme ordonnancement des classes dans chacune
des matrices R(p) qui forment R˜.
En conside´rant cette organisation de la matrice R˜, et suite a` une se´rie de calculs de´crits en
Annexe A, on obtient :
∂Jlqip−nmf
∂R˜
= −C˜T
(
X− C˙R˙
)
+ 2µ
P
(
IdPM − 1
P
U
)
R˜
−(IdPM ⊗ 11K)×
((
(IdP ⊗ F) (IdP ⊗ (1M1 ⊗ IdM )) R˜
)
 (IdP ⊗ (1M1 ⊗ IdK)) Γ˜
(
X− C˙R˙
))
(6.14)
Le symbole ⊗ repre´sente l’ope´rateur multiplication de Kronecker. Les matrices 1Y Z corres-
pondent a` des matrices de tailles Y × Z ne contenant que des 1. La matrice F ∈ RMK×M2 est
une matrice diagonale par bloc, elle peut eˆtre vue comme une matrice de se´lection des spectres :
F =
F1 · · · (0)... . . . ...
(0) · · · FM

avec
[Fµ]km =
M∑
ν=1
δνmδ
η
k(1 + δ
µ
ν )
η = (min(µ, ν)− 1)(M − min(µ, ν)2 ) +max(µ, ν)
ici δji correspond au symbole de Kronecker. Cette expression de la de´rive´e de Jlqip−nmf peut
sembler lourde, cependant les matrices utilise´es et calcule´es sont largement creuses. On pourra
utiliser cette caracte´ristique lors de l’imple´mentation de l’algorithme. On constate aussi que si
l’on modifie l’organisation de la matrice R˙ seule la matrice F devra eˆtre modifie´e.
L’e´criture de la mise a` jour de T˜ correspond pour l’instant a` une e´criture scalaire. On va
donc transformer l’e´quation (6.13) pour obtenir une e´criture matricielle de la mise a` jour. Comme
dans le cas pre´ce´dent on a besoin de connaˆıtre l’organisation de la matrice T˜. Cette matrice est
construite de la meˆme manie`re que R˜ (cf. section 2.2.4).
A partir de cette e´criture et suite aux calculs de´crits en Annexe A on arrive a` l’expression
suivante :
T˜←−
(
(IdP ⊗G1)R˜
)

(
(IdP ⊗G2)R˜
)
(6.15)
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avec G1 ∈ RK×M et G2 ∈ RK×M deux matrices qui servent a` la se´lection des spectres.
[G1]km =
M∑
α=1
M∑
β>α
δk(α−1)(M−α2 )+β.δ
α
m
[G2]km =
M∑
α=1
M∑
β>α
δk(α−1)(M−α2 )+β.δ
β
m
6.1.3 Re`gles de mise a` jour
Comme pour les me´thodes UP-NMF et IP-NMF nous utilisons les re`gles de mise a` jour
de´crites dans (1.19) et (1.20) (section 1.2.4 de l’E´tat de l’art). On utilise dans cette partie les
e´quations matricielles (6.6), (6.14) et (6.15) obtenues dans la section 6.1.2. Lors de la mise a`
jour de C˙ on forcera le maintien a` zero des termes en dehors des blocs diagonaux (comme pour
UP-NMF et IP-NMF).
Algorithme III : Linear Quadratic Inertia-constrained Pixel-by-pixel NMF (LQIP-NMF)
Tant que Jlqip−nmf > Seuil :
1. Mise a` jour de la matrice R˜
R˜(i+1) ←− R˜(i)+αR˙
(
C˜(i)T
(
X− C˙(i)R˙(i)
)
− 2µ
P
(
IdPM − 1
P
U
)
R˜(i) + (IdPM ⊗ 11K)×((
(IdP ⊗ F) (IdP ⊗ (1M1 ⊗ IdM )) R˜(i)
)
 (IdP ⊗ (1M1 ⊗ IdK)) Γ˜(i)
(
X(i) − C˙(i)R˙(i)
)))
R˜(i+1) = max(R˜(i+1), ) ( est un entier positif tre`s petit)
2. Mise a` jour de la matrice T˜
T˜(i+1) ←−
(
(IdP ⊗G1)R˜(i)
)

(
(IdP ⊗G2)R˜(i)
)
3. Mise a` jour de la matrice C˜
C˙(i) ←− C˙(i) + αC˙
((
X− C˙(i)R˙(i)
)
R˙(i)T
)
.
4. Normalisation des coefficients line´aires
Pour p = 1 a` P
cp(i+1) = max(cp(i+1), ) ( est un entier positif tre`s petit)
cp(i+1) ←− cp(i+1)/∑Mm=1 cpm
5. Projection des coefficients quadratiques
Pour p = 1 a` P
cp(mν)(i+1) = max(cp(mν)(i+1), ) ( est un entier positif tre`s petit)
cp(mν)(i+1) = min(cp(mν)(i+1), 0.5)
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Dans cet algorithme les e´tapes 4 et 5 sont de´crites de manie`re scalaire. Il est tre`s facile de
les e´crire de manie`re matricielle pour acce´le´rer les calculs. On suppose dans cet algorithme le
nombre de classes M connu. Comme pour IP-NMF la question de l’initialisation des matrices se
pose. On abordera ce point dans la section suivante.
6.2 Test de la me´thode LQIP-NMF sur donne´es semi-synthe´tiques
Re´sume´ :
Nous avons pre´sente´ dans la section pre´ce´dente un algorithme de de´me´lange qui se base sur un
mode`le de me´lange prenant en compte a` la fois la variabilite´ intra-classe et les phe´nome`nes de
non-line´arite´ dus aux re´flexions multiples. Cette partie est de´die´e aux tests sur cette me´thode. Ces
tests seront effectue´s sur donne´es semi-synthe´tiques car il est tre`s difficile d’e´tudier pre´cise´ment
la non-line´arite´ des me´langes sur donne´es re´elles. Dans un premier temps nous de´crirons les
donne´es ainsi que les tests que nous allons effectuer. Ensuite nous e´tudierons les performances
de nos algorithmes sur ces donne´es.
6.2.1 Description des donne´es et des tests effectue´s
6.2.1.1 Description des donne´es
Comme pour l’e´tude de UP-NMF et IP-NMF nous avons choisi de commencer par tes-
ter LQIP-NMF sur des donne´es semi-synthe´tiques. Ces donne´es nous permettent de connaˆıtre
pre´cise´ment l’ensemble des parame`tres du me´lange au sein de chaque pixel. On pourra donc
analyser pre´cise´ment les diffe´rences entre les coefficients de me´lange et les angles spectraux issus
de LQIP-NMF et ceux des donne´es.
Comme pour les tests effectue´s dans le Chapitre 4 les spectres purs utilise´s pour constituer les
me´langes ont e´te´ extraits de l’image a` haute re´solution spatiale (cf. section 4.3.1). Ils repre´sentent
donc une variabilite´ spectrale re´elle. Les spectres purs utilise´s ici sont identiques a` ceux utilise´s
dans le Chapitre 4, ils correspondent a` ceux issus des trois classes de mate´riaux : asphalte, tuile
et ve´ge´tation. On visualise sur la Figure. 6.1 la variabilite´ des classes conside´re´es.
Les coefficients de me´lange pour les termes line´aires ont e´te´ se´lectionne´s ale´atoirement entre
0 et 1 et respectent la contrainte de somme a` 1. Les termes quadratiques ont e´te´ se´lectionne´s
ale´atoirement suivant une loi gaussienne tronque´e entre 0 et 0.5, centre´e sur 0.1 et d’e´cart type
0.15. Meganem et al. ont montre´ dans [4] que cette re´partition des coefficients quadratiques
correspondait a` ce que l’on pouvait observer dans le cas des me´langes line´aires quadratiques en
milieu urbain.
Le mode`le de me´lange utilise´ correspond au mode`le simplifie´ que nous avons de´veloppe´ dans
la section 2.2.4, Eq. (2.10).
6.2.1.2 Description des tests
Pour pouvoir tester la me´thode LQIP-NMF il est ne´cessaire de commencer par fixer les
e´le´ments a` initialiser. Tout d’abord on a fixe´ M = 3 car on connaˆıt le nombre de classes pures.
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Figure 6.1 – exemple de spectres extraits pour les 3 mate´riaux purs se´lectionne´s (rouge :
tuile, vert : ve´ge´tation, bleu : asphalte)
On s’est ensuite inte´resse´ a` l’initialisation des matrices R˜, T˜, C˜ et Γ˜. Nous nous sommes
aide´s des e´tudes sur l’impact de l’initialisation sur la me´thode IP-NMF (sections 4.4.1 et 5.2.1)
pour choisir les me´thodes d’initialisation de ces matrices. Nous avons donc choisi d’initialiser
R˜ en utilisant les re´sultats de VCA. C’est avec cette me´thode d’initialisation que l’on a obtenu
les meilleurs re´sultats avec IP-NMF, dans le cas non-supervise´. La matrice T˜ sera obtenue en
utilisant les spectres de R˜ issus de VCA en suivant l’e´quation (6.15). La matrice C˜ sera initialise´e
en utilisant le re´sultat de FCLS sur les donne´es en utilisant les spectres issus de VCA. Comme
nous n’avons aucune connaissance sur les coefficients quadratiques, les e´le´ments de la matrice Γ˜
seront tous fixe´ a` 0.1 car cette valeur correspond a` la plus probable selon Meganem et al. [4].
Le parame`tre d’inertie µ est fixe´ e´gal a` 30 car c’est une valeur pour laquelle on a trouve´, pour
IP-NMF, un bon compromis entre l’erreur de reconstruction et l’erreur spectrale. On a montre´
dans la section 4.4.2 que la me´thode IP-NMF n’e´tait pas tre`s sensible a` ce parame`tre et qu’il
existait une large plage de valeurs de µ pour lesquelles les performances e´taient similaires. On
peut supposer qu’il en est de meˆme pour LQIP-NMF.
On va tester la me´thode LQIP-NMF sur les donne´es de´crites ci-dessus avec les initialisations
que l’on vient de proposer. Afin d’avoir une e´tude statistique du comportement de notre me´thode
on appliquera LQIP-NMF sur diffe´rentes simulations de jeux de donne´es semi-synthe´tiques. Les
re´sultats pre´sente´s par la suite correspondent a` une moyenne des erreurs sur l’ensemble de ces
tests.
En plus de LQIP-NMF on a teste´ sur ces jeux de donne´es les me´thodes VCA et IP-NMF.
Pour ces tests, IP-NMF est initialise´e avec les meˆmes matrices R˜ et C˜ que LQIP-NMF.
Les outils de mesure des performances de notre algorithme sont les meˆmes que dans les
chapitres pre´ce´dents (SAM , CE, RE) nous ne reviendrons donc pas dessus.
6.2.2 Analyse des performances de LQIP-NMF
Dans un premier temps nous avons visualise´ les spectres obtenus a` l’issue des me´thodes
teste´es. On a repre´sente´ les spectres issus de IP-NMF et LQIP-NMF respectivement dans les
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Figures. 6.2 et 6.3. En observant les spectres obtenus avec ces deux me´thodes on constate tout
d’abord que la variabilite´ spectrale pour chacune des classes est plus faible en sortie de LQIP-
NMF que de IP-NMF. Si l’on compare la variabilite´ obtenue pour chacune des classes a` celle
de´crite par les spectres de la Figure. 6.1 on en de´duit que la variabilite´ des classes en sortie de
LQIP-NMF est largement plus faible que la variabilite´ des classes ayant servi a` construire les
me´langes. A l’inverse, malgre´ la pre´sence de termes quadratiques, IP-NMF semble avoir obtenu
pour chacune des classes une variabilite´ proche de la variabilite´ re´elle.
Pour e´tudier les performances des diffe´rentes me´thodes on a regroupe´ dans le tableau 6.1 les
re´sultats correspondant aux diffe´rents outils de mesure (SAM , CE, RE). Comme on a pu le
constater sur les repre´sentations des spectres dans les Figures. 6.2 et 6.3) l’erreur sur les angles
spectraux est plus faible en sortie de IP-NMF qu’en sortie de LQIP-NMF. On constate aussi que
les erreurs sur les coefficients sont les plus faibles avec cette me´thode, tout comme l’erreur de
reconstruction.
VCA + FCLS IP-NMF(µ = 30)
LQIP-NMF
(µ = 30)
SAM (en degre´s) Moyenne 9.9
◦ 8.2◦ 10.3◦
σSAM 3.9◦ 2.5◦ 4.6◦
CE
Moyenne 15% 12% 17%
σCE 0.07 0.06 0.09
CE quadratique
Moyenne - - 17%
σCEquad - - 0.03
RE 2.12 0.84 2.43
Tableau 6.1 – Re´sultats des calculs des diffe´rentes erreurs (SAM , CE, RE) sur les re´sultats des
me´thodes VCA + FCLS (1e`re colonne), IP-NMF (2e`me colonne) et LQIP-NMF (3e`me colonne)
Pour expliquer ces re´sultats on peut e´mettre l’hypothe`se que l’impact des termes quadra-
tiques est faible compare´ a` celui de la variabilite´ intra-classe, si bien que l’impact du terme
quadratique est noye´ dans le me´lange. La Figure. 6.4 repre´sente le spectre moyen de la classe
ve´ge´tation (spectre bleu) ainsi que l’e´cart type autour de cette moyenne (rouge) qui permet
de visualiser la variabilite´ intra-classe. Le spectre vert repre´sente le me´lange entre ce spectre
moyen et le spectre quadratique moyen Tuile/Ve´ge´tation. on a aussi repre´sente´ l’e´cart type de
l’ensemble des spectres quadratique Tuiles/Ve´ge´tation (cyan) autour de ce spectre. L’ensemble
de ces spectres moyens et les e´carts types ont e´te´ calcule´s a` partir des spectres utilise´s pour
construire les me´langes (cf. section 6.2.1). On constate sur cette figure que les me´langes spectres
line´aires / spectres quadratiques vont se trouver dans une zone ou` il sera difficile de de´terminer
si les modifications du spectre sont dues a` de la variabilite´ intra-classe ou` a` la pre´sence de termes
quadratiques. C’est pour cette raison que l’on obtient les meilleures performances avec IP-NMF.
Il semble que dans le cas line´aire les effets des termes quadratiques dans les spectres me´lange´s ait
e´te´ associe´ a` de la variabilite´ intra-classe. A l’inverse dans la me´thode LQIP-NMF la variabilite´
intra-classe est mode´lise´e en utilisant les coefficients quadratiques. C’est pour cette raison que
l’on observe de fortes erreurs sur les coefficients quadratiques et que la valeur des coefficients est
relativement e´leve´e.
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(a) Spectres issus de IP-NMF associe´s a` la classe 1 (b) Spectres issus de IP-NMF associe´s la classe 2
(c) Spectres issus de IP-NMF associe´s a` la classe 3
Figure 6.2 – Visualisation des spectres issus de IP-NMF
(a) Spectres “line´aires” issus de LQIP-NMF associe´s a` la classe 1(b) Spectres “line´aires” issus de LQIP-NMF associe´s a` la classe 2
(c) Spectres “line´aires” issus de LQIP-NMF associe´s a` la classe 3
Figure 6.3 – Visualisation des spectres issus de LQIP-NMF associe´s a` la matrice des termes
line´aires R˜
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Figure 6.4 – Repre´sentation du spectre moyen (bleu) de la classe ve´ge´tation avec l’e´cart type
pour cette classe (rouge) ainsi que du spectre repre´sentant le me´lange entre ce spectre moyen et
un spectre quadratique moyen (vert)
Pour ve´rifier cette hypothe`se nous avons effectue´ de nouveaux tests dans deux conditions
diffe´rentes :
(a) le premier test a consiste´ a` augmenter la valeur des coefficients (on les a tous multiplie´s
par 3) des termes quadratiques afin d’augmenter l’impact des termes quadratiques dans
les pixels me´lange´s (dans ce cas-la` on ne respecte plus les contraintes sur les coefficients
quadratiques impose´es dans le mode`le de me´lange).
(b) le second test a consiste´ a` re´duire la variabilite´ des classes de mate´riaux utilise´es pour
construire les me´langes (dans ce cas-la` on respecte le mode`le de me´lange (2.10)).
Le tableau 6.2 contient l’e´tude des performances spectrales pour les deux nouvelles se´ries
de tests ainsi que dans le cas standard. On notera que pour cette e´tude on a utilise´ un jeu de
spectres dont les classes ont une variabilite´ un peu plus faible que dans le cas pre´ce´dent, ce qui
explique les diffe´rences de re´sultats dans le cas test standard.
Dans le cas test (a) (augmentation des coefficients) les performances de LQIP-NMF s’ame´liorent
et celles de IP-NMF diminuent. Cela va donc dans le sens de notre hypothe`se. Comme les termes
quadratiques deviennent importants dans le me´lange on ne peut plus repre´senter ces termes qua-
dratique par de la variabilite´ intra-classe. Les re´sultat de IP-NMF sont donc de moins bonne
qualite´. A l’inverse LQIP-NMF arrive mieux a` faire la diffe´rence entre ce qui provient de la
variabilite´ spectrale et ce qui provient des termes quadratiques dans les observations.
Dans le cas test (b) (diminution de la variabilite´ intra-classe) on constate que les perfor-
mances des deux me´thodes ont beaucoup progresse´. Les re´sultats de QIP-NMF sont meilleurs
que ceux de IP-NMF car la` encore les termes quadratiques sont dominants dans le me´lange par
rapport a` la variabilite´.
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SAM
Donne´es semi-synthe´tiques
(cas standard)
(a) Donne´es semi-synthe´tiques
avec augmentation
des coefficients quadratiques
(b) Donne´es semi-synthe´tiques
avec faible variabilite´
intra-classe
IP-NMF 6.5◦ 7.2◦ 3.8◦
LQIP-NMF 7.5◦ 6.4◦ 2.5◦
Tableau 6.2 – Re´sultats du SAM pour diffe´rents cas teste´s : standard (1e`re colonne), des
coefficients quadratiques de me´lange e´leve´s (2e`me colonne), une variabilite´ intra-classe faible
(3e`me colonne).
Les re´sultats de ces deux tests prouvent donc que la me´thode LQIP-NMF fonctionne. Ce-
pendant ces re´sultats ne sont pas ceux espe´re´s lorsque la variabilite´ spectrale des classes entrant
dans le me´lange devient trop importante.
6.2.3 Discussions sur l’inte´reˆt de la prise en compte de la non-line´arite´ en
zone urbaine
La me´thode que nous avons de´veloppe´e a donc e´te´ teste´e sur des donne´es semi-synthe´tiques
de´crivant une variabilite´ intra-classe similaire a` celle que l’on peut trouver dans des zones ur-
baines. Les performances de LQIP-NMF sur ce type de donne´es sont moins bonnes que celles de
IP-NMF. On a pu montrer que ces mauvais re´sultats e´taient lie´s a` l’importance de la variabilite´
intra-classe par rapport a` l’amplitude des termes dus aux spectres quadratiques. Il semble que
l’ajout de termes quadratiques a` un me´lange soit noye´ dans la variabilite´ des spectres “line´aires”
utilise´s dans ce me´lange. Ceci explique aussi les performances relativement bonnes de IP-NMF
alors que le mode`le de me´lange des donne´es ne correspond pas a` celui attendu par la me´thode.
Sur des donne´es urbaines il semble donc qu’il soit plus inte´ressant de conside´rer un mode`le qui
ne de´crit que la variabilite´ intra-classe et conside´rer l’influence des termes quadratiques comme
de la variabilite´. En faisant ce choix on s’e´loigne cependant de la re´alite´ physique du milieu.
Dans le cas que nous avons teste´ les signatures de nos mate´riaux ont une amplitude moyenne
ou faible. Dans le cas de classes de mate´riaux ayant une signature plus forte on peut penser que
les termes quadratiques deviendront plus significatifs dans les me´langes. On se rapproche alors
du cas test (a), cas pour lequel il se re´ve`le inte´ressant de recourir a` LQIP-NMF pour effectuer le
de´me´lange.
On peut aussi imaginer la pre´sence de mate´riaux avec de tre`s faibles variabilite´s intra-classe
au sein de zones urbaines. Dans ce cas les phe´nome`nes de non-line´arite´ (s’ils sont pre´sents) de-
viennent caracte´ristiques de me´lange. Il est alors pre´fe´rable d’avoir recours a` une me´thode de
de´me´lange conside´rant les termes quadratiques.
Dans un premier temps nous proposons donc pour l’e´tude des milieux urbains d’avoir recours
a` une me´thode de de´me´lange prenant en compte la variabilite´ intra-classe. Avec cette me´thode
on va pouvoir repre´senter des phe´nome`nes de non-line´arite´ au sein de nos spectres et re´cupe´rer
les bonnes abondances dans nos pixels.
Si l’on souhaite une analyse plus pre´cise de certaines zones, nous proposons une approche en
trois e´tapes :
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1. dans un premier temps on de´terminera l’importance de la variabilite´ intra-classe et l’am-
plitude caracte´ristique des spectres caracte´risant chacune des classes
2. dans un deuxie`me temps, si l’importance de la variabilite´ intra-classe le permet, on de´terminera
s’il y a pre´sence ou non de non-line´arite´s dans le me´lange
3. on choisira finalement le mode`le de me´lange le plus adapte´ a` notre cas et la/les me´thodes
de de´me´lange associe´es.
Les me´thodes associe´es aux deux premiers points de cette analyse n’existent pas encore. Nous
aborderons donc ceci dans nos perspectives.
6.3 Conclusion
Dans ce chapitre nous avons voulu e´tudier l’apport d’un mode`le prenant en compte a` la fois la
variabilite´ intra-classe et les phe´nome`nes non-line´aires qui surviennent dans les milieux urbains.
Le mode`le de me´lange conside´re´ ici a e´te´ de´veloppe´ dans le Chapitre 2, section 2.2.4. Il est issu
de l’e´tude de la variabilite´ intra-classe en milieu urbain que nous avons pre´sente´e dans la section
2.1 et de l’e´tude des phe´nome`nes non-line´aires en milieux urbains propose´e par Meganem et al. [4].
Pour e´tudier l’inte´reˆt de ce mode`le, nous avons commence´ par de´velopper une me´thode de
de´me´lange base´e sur ce mode`le de me´lange. Cette me´thode s’appuie sur le meˆme principe que
IP-NMF. Nous avons cherche´ a` minimiser une fonction de couˆt prenant en compte a` la fois
l’erreur de reconstruction et une contrainte sur l’inertie des classes. La diffe´rence entre IP-NMF
et LQIP-NMF va provenir de la diffe´rence d’e´criture de l’erreur de reconstruction. Nous avons
finalement obtenu un algorithme permettant d’effectuer le de´me´lange en conside´rant les deux
phe´nome`nes.
Cet algorithme a ensuite e´te´ teste´. Lors des premiers tests nous avons constate´ que l’al-
gorithme LQIP-NMF e´tait moins performant que IP-NMF alors que les donne´es teste´es e´taient
construites en utilisant un mode`le line´aire quadratique (celui sur lequel est construit LQIP-NMF).
Des tests supple´mentaires nous ont montre´ que la faible amplitude des termes quadratiques par
rapport a` l’importance de la variabilite´ intra-classe expliquait ces re´sultats. En effet lorsque l’on
re´duit la variabilite´ intra-classe et/ou que l’on augmente la proportion des spectres quadratiques
dans le spectres des donne´es on constate une ame´lioration des performances de LQIP-NMF qui
de´passe alors celles de IP-NMF.
Comme nous ne pouvons pas controˆler l’ampleur de la variabilite´ intra-classe et que les coeffi-
cients de me´lange quadratiques en zone urbaine suivent les contraintes introduites par Meganem
et al., il semble que la prise en compte des phe´nome`nes de re´flexions multiples soit complique´e.
En effet il est difficile, si la variabilite´ des spectres est trop grande, de savoir dans les spectres
observe´s la part des spectres re´sultant de la variabilite´ intra-classe et celle qui est engendre´e par
des spectres quadratiques. L’inte´reˆt de la prise en compte de la non-line´arite´ semble donc limite´e
aux zones ou` la variabilite´ intra-classe est faible.
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Conclusions
Cette the`se avait pour but de de´velopper une me´thode de de´me´lange adapte´e au cas urbain.
Dans ce type de sce`nes, diffe´rents phe´nome`nes entrent en jeu : les re´flexions multiples dues a` la
pre´sence de baˆtiments, la variabilite´ intra-classe due aux variations d’e´clairement et a` la forte
non-uniformite´ de ces sce`nes... Pour aborder le proble`me du de´me´lange en milieu urbain nous
avons cherche´ a` re´pondre a` plusieurs questions :
– est-il pertinent de prendre en compte le phe´nome`ne de la variabilite´ intra-classe dans les
mode`les de me´lange ?
– est-ce avantageux d’utiliser une me´thode prenant en compte la variabilite´ intra-classe par
rapport a` des me´thode de la litte´rature dans le cas de milieux urbains ? Et a` quelle re´solution
spatiale ?
– est-il possible de prendre en compte a` la fois des phe´nome`nes de re´flexions multiples et de
variabilite´ intra-classe dans les me´thodes de de´me´lange ?
Pour re´pondre a` ces questions nous avons commence´ par e´tudier le phe´nome`ne de la variabilite´
intra-classe dans des images urbaines (Chapitre 2, section.2.1). Cette e´tude nous a permis de
constater que la variabilite´ e´tait un phe´nome`ne important avec des corre´lations entre spectres
d’une meˆme classe pouvant descendre en dessous des 80%, et qui devait eˆtre pris en compte dans
les mode`les de me´lange. En outre, nous avons pu mettre en e´vidence que, dans le cas des milieux
urbains, les phe´nome`nes de variabilite´ spectrale restaient mesure´s si l’on conside´rait des surfaces
au sol faibles (de l’ordre de la taille caracte´ristique des e´le´ments urbains). On a ainsi re´pondu a`
la premie`re des questions que nous nous e´tions pose´es.
A partir de ces conclusions, il semble alors pertinent de de´velopper des mode`les de me´lange
qui prennent en compte cette variabilite´. Toujours en nous basant sur les observations faites
de la variabilite´, nous avons de´veloppe´ deux mode`les de me´lange (section 2.2). Le premier est
un mode`le line´aire. Dans ce mode`le chaque pixel est le re´sultat d’un me´lange line´aire entre des
spectres qui lui sont propres. Contrairement au cas line´aire usuel, on ne reconstruit plus l’image
avec un unique jeu de spectres purs mais avec P jeux de spectres purs (un par pixel), ou` P est
le nombre de pixels. Le second mode`le reprend cette ide´e d’inde´pendance des spectres utilise´s
dans la de´composition des pixels et l’e´tend au cas du mode`le line´aire-quadratique propose´ par
Meganem et al. [4] et qui de´crit les effets des re´flexions multiples dans les zones urbaines.
Ces mode`les autorisent donc une variabilite´ des classes puisque les spectres au sein de chacun
des pixels sont conside´re´s comme inde´pendants d’un pixel a` l’autre. Ces mode`les sont cepen-
dant largement sous-de´termine´s et complexes a` utiliser si l’on n’y ajoute pas d’informations
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comple´mentaires.
Dans un premier temps nous nous sommes uniquement inte´resse´s au cas du me´lange line´aire.
Comme nous l’avons montre´ dans la section 3.1 il n’existe pas dans la litte´rature de me´thodes
adapte´es aux mode`les que nous avons de´veloppe´s. Nous avons donc de´veloppe´ deux me´thodes :
– UP-NMF (Unconstrained Pixel-by-pixel NMF) qui est une extension de la me´thode NMF
et qui s’appuie uniquement sur l’e´criture du mode`le line´aire e´tendu.
– IP-NMF (Inertia-constrained Pixel-by-pixel NMF) qui est une e´volution de UP-NMF puis-
qu’on rajoute une contrainte sur l’existence de classes.
Ces deux me´thodes permettent d’effectuer l’inversion du me´lange en conside´rant la variabilite´
intra-classe. Cependant elles sont de´pendantes de certains parame`tres. Elles ont donc e´te´ teste´es
sur des donne´es semi-synthe´tiques, d’une part pour e´tudier leur sensibilite´ aux parame`tres et
fixer ces parame`tres, d’autre part pour e´valuer leur inte´reˆt par rapport a` des me´thodes standard.
A l’issue de ces tests on a de´fini les valeurs des parame`tres et les me´thodes d’initialisation
pour lesquelles IP-NMF et UP-NMF obtenaient les meilleures performances. Il est apparu que
les performances de IP-NMF, pour ces choix de parame´trage, e´taient meilleures que pour des
me´thodes standard de type VCA ou N-FINDR. Cependant cette ame´lioration n’est pas signifi-
cative et demande a eˆtre ve´rifie´e sur des donne´es re´elles urbaines.
IP-NMF a donc e´te´ teste´e sur une image urbaine, tout d’abord a` haute re´solution spatiale
puis a` des re´solutions spatiales de´grade´es. Les re´sultats de ces tests nous ont permis de re´pondre
a` la deuxie`me question que nous nous e´tions pose´es.
A` haute re´solution spatiale les re´sultats de IP-NMF, en terme de re´cupe´ration des spectres
et des abondances, sont meilleurs que ceux de VCA. Cette ame´lioration est principalement due
a` la capacite´ de notre me´thode a` faire e´voluer inde´pendamment d’un pixel a` l’autre des spectres
appartenant a` la meˆme classe de mate´riaux. On a ainsi constate´ que lorsque le nombre de
classes recherche´es est trop faible par rapport au nombre de classes pre´sentes dans l’image, des
sous-classes se forment au sein des classes extraites. Dans ce cas la`, la classe perd alors son
sens physique. Pour reme´dier a` cela un post-processing a e´te´ propose´ qui permet de re´cupe´rer
les classes “physiques”. On peut ainsi re´cupe´rer l’ensemble des classes de mate´riaux pre´sentes
dans l’image, contrairement aux me´thodes standard, qui, si elles n’extraient pas un spectre ne
l’extrairont jamais. Les re´sultats du de´me´lange sont donc moins sensibles a` l’erreur sur le nombre
de classes.
Dans le cas des images pour lesquelles la re´solution spatiale a e´te´ de´grade´e, les performances
de IP-NMF et de l’ensemble des me´thodes teste´es de´croissent avec la re´solution. Dans le cas
d’une image a` une re´solution de 3.2 m les performances de IP-NMF sont encore bonnes et
l’ame´lioration de ces performances par rapport a` VCA est toujours significative. Lorsque l’on
passe a` une re´solution de 6.4 m les performances de l’ensemble des me´thodes chutent.
On en conclut donc que pour une re´solution spatiale approchant la taille caracte´ristique des
objets urbains, les me´thodes de de´me´lange, sans apports de connaissances a priori comple´mentaires
ne sont plus performantes.
Pour e´tudier l’impact de la prise en compte a` la fois des non-line´arite´s dues aux re´flexions
multiples et de la variabilite´ intra-classe, une me´thode a e´te´ de´veloppe´e, en se basant sur le
mode`le de me´lange line´aire quadratique avec variabilite´ intra-classe. LQIP-NMF (Linear Qua-
dratic Inertia-constrained Pixel-by-pixel NMF) est base´e sur le meˆme principe que IP-NMF.
Cette me´thode a e´te´ teste´e sur donne´es semi-synthe´tiques. On a constate´ que dans le cas d’une
forte variabilite´ intra-classe la me´thode LQIP-NMF donne de moins bons re´sultats que IP-NMF.
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Par contre lorsque la variabilite´ intra-classe diminue ou que le poids des termes quadratiques
augmente dans le me´lange, les performances de LQIP-NMF s’ame´liorent significativement.
Il semble donc que la prise en compte de la non-line´arite´ du me´lange due aux effets de re´flexion
sur les baˆtiments ne soit pas ne´cessairement pertinente et de´pende des sce`nes e´tudie´es.
Perspectives
Ce manuscrit laisse apparaˆıtre de nombreuses perspectives concernant le travail effectue´ pen-
dant cette the`se. Ces perspectives portent sur diffe´rents aspects du travail pre´sente´ :
– l’ame´lioration des algorithmes
– l’ame´lioration des approches de de´me´lange pour l’e´tude des zones urbaines
– l’e´tude de l’imagerie hyperspectrale spatiale pour l’e´tude de zones urbaines.
L’e´tude de la variabilite´ intra-classe dans le Chapitre 2 a permis de mettre en e´vidence l’exis-
tence et l’aspect non-ne´gligeable de ce phe´nome`ne en milieu urbain. On a aussi pu constater que
cette variabilite´ e´tait re´duite lorsque l’on s’inte´ressait a` une structure spatiale de taille restreinte.
Ces conclusions ont ensuite e´te´ utilise´es pour proposer diffe´rents mode`les de me´lange. Cependant
UP-NMF et IP-NMF n’utilise pas l’ensemble de ces re´sultats. Ainsi seule la notion de variabilite´
intra-classe a e´te´ utilise´e pour construire IP-NMF. L’e´tude de la variabilite´ intra-classe a aussi
mis en e´vidence que la variabilite´ entre des spectres de pixels proches e´tait plus faible qu’entre
des spectres de pixels e´loigne´s. Il serait donc pertinent d’inse´rer dans notre fonction de couˆt une
pe´nalisation des variations trop importantes entre spectres d’une meˆme classe appartenant a` des
pixels voisins.
On a mis en e´vidence a` la fois sur les tests sur donne´es semi-synthe´tiques (section 4.4.1) et sur
donne´es re´elles (section 5.2.1) qu’une bonne initialisation de la matrice R˜ e´tait ne´cessaire pour ob-
tenir de bonnes performances avec l’algorithme IP-NMF. L’e´tude sur donne´es semi-synthe´tiques
nous a montre´ que l’initialisation optimale pour cette matrice correspondait au centre de gra-
vite´ de chacune des classes. La me´thode VCA que nous utilisons actuellement ne permet pas
d’obtenir des spectres correspondant a` ces centres. Il serait donc inte´ressant de de´velopper une
me´thode capable de se rapprocher au maximum de ces valeurs. En nous basant sur l’hypothe`se
que la variabilite´ spectrale associe´e a` chacun des e´le´ments urbains (une toiture, une portion de
route,...) est assimilable a` une gaussienne il serait inte´ressant d’e´tudier les me´thodes base´es sur
le me´lange de gaussiennes [166] pour re´cupe´rer les centro¨ıdes des classes.
Les performances de IP-NMF n’ont e´te´ e´tudie´es que sur une petite portion d’image urbaine.
Afin de conforter l’inte´reˆt de cette me´thode il serait judicieux d’effectuer des tests sur des images
plus grandes mais aussi sur des paysages urbains diffe´rents. En particulier il serait inte´ressant
d’e´tudier les performances de IP-NMF sur des milieux pe´riurbains ou` la taille des e´le´ments ca-
racte´ristiques diminue ou, a` l’inverse, des zones industrielles ou` la taille des e´le´ments augmente.
On pourrait aussi tester IP-NMF sur des villes du Nord ou` la tuile est remplace´e, par exemple,
par de l’ardoise.
Plus globalement dans ce manuscrit nous avons souleve´ plusieurs points importants pour
l’e´tude de zones urbaines. Nous avons en particulier mis en avant la complexite´ de ces sce`nes et
le fait que certains phe´nome`nes prenaient le pas sur d’autres. Il semble donc pertinent d’adapter
le mode`le de me´lange choisi a` la zone e´tudie´e. Dans la conclusion du Chapitre 6 une approche
a e´te´ propose´e pour effectuer le de´me´lange en milieu urbain au vu des re´sultats obtenus dans ce
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chapitre. Cette approche se compose des e´tapes suivantes :
1. de´terminer l’importance de la variabilite´ intra-classe
2. si la variabilite´ intra-classe est suffisamment faible, chercher a` de´terminer s’il y a des
me´langes non-line´aires dans la sce`ne e´tudie´e
3. choisir le mode`le de me´lange adapte´ a` la sce`ne et les me´thodes optimales associe´es a` ce
mode`le.
Actuellement il n’existe pas de me´thodes caracte´risant la variabilite´ intra-classe. Une approche
possible pourrait eˆtre d’effectuer le de´me´lange d’une portion d’image avec IP-NMF et de ca-
racte´riser la variabilite´ des classes obtenues. C’est une approche relativement simple qui pourrait
probablement eˆtre ame´liore´e. Concernant la recherche de non-line´arite´ dans les me´langes observe´s
une me´thode a e´te´ propose´e dans [127] elle est cependant sensible a` la pre´sence de variabilite´ intra-
classe. Un sujet d’e´tude inte´ressant a` de´velopper serait donc de mettre au point des me´thodes
permettant la localisation des zones au sein desquelles les me´langes ne sont pas line´aires et ce en
pre´sence d’une variabilite´ spectrale non nulle, mais limite´e puisqu’on a conclu qu’en cas de trop
forte variabilite´ intra-classe les non-line´arite´s e´taient noye´es dans la variabilite´ spectrale.
Les re´sultats obtenus montrent qu’a` faible re´solution spatiale les me´thodes de de´me´lange
ne sont pas efficaces (section 5.3.2). Ne´anmoins dans le cas d’une mission spatiale du type
d’HYPXIM un capteur panchromatique permet d’obtenir une image en niveaux de gris a` haute
re´solution spatiale. Actuellement des e´tudes concernant la fusion d’images panchromatiques et hy-
perspectrales proposent d’utiliser le de´me´lange pour ame´liorer les performances des algorithmes
de fusion. L’inverse devrait eˆtre possible. En effet on pourrait tirer des images panchromatiques
des informations inte´ressantes sur les structures ge´ome´triques composant l’image et apporter
ainsi a` des algorithmes de de´me´lange des informations supple´mentaires.
Annexe A
De´veloppements mathe´matiques des
formules matricielles associe´es a`
l’algorithme LQIP-NMF
A.1 Calcul de l’e´criture matricielle pour la mise a` jour de R˜
A.1.1 Rappel des Notations
• R(p) = [r1(p), . . . , rM(p)]T ∈ RM×L est la matrice contenant l’ensemble des spectres purs
associe´s au pixel p, quelque soit le pixel p le rangement au sein de la matrice est toujours
le meˆme (i.e le spectre associe´ a` la classe de mate´riau m sera toujours sur la me`me ligne de
R(p), ∀p)
• R˜ =
R(1)...
R(P )
 ∈ RPM×L, est la matrice contenant l’ensemble des spectres des diffe´rentes
classes de mate´riaux purs, le rangement de chaque R(p) fait que les spectres associe´s a` la
classe de mate´riaux m se trouvent aux lignes m+ κM (κ ∈ J1, P K)
• T(p) = [r1(p) r1(p), r1(p) r2(p), . . . , rM(p) rM(p)]T ∈ RK×L (avec K = M2−
(
M
2
)
)
est la matrice contenant l’ensemble des les “spectres quadratiques” du pixel p issus uni-
quement des re´flexions multiples au sein de ce pixel, la position des spectres, en fonction
des termes utilise´s dans les produits, est constante
• T˜ =
T(1)...
T(P )
 ∈ RPK×L est la matrice contenant l’ensemble des “spectres quadratiques”
issus des re´flexions multiples au sein du pixel p
• la matrice C˜ ∈ RP×PM est la matrice des coefficients associe´e, c’est une matrice diagonale
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par bloc :
C˜ =

c1T 0 . . . 0 . . . 0 . . . 0
0 . . . 0 c2T . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . cPT .

ou` cp = [cp1, . . . cpM ]T ∈ RM×1 est le vecteur des coefficients de me´lange associe´s a` la
matrice R(p).
• la matrice Γ˜ ∈ RP×PK est la matrice des coefficients quadratiques de me´lange associe´e a`
T˜, c’est une matrice diagonale par bloc :
Γ˜ =

γ1T 0 . . . 0 . . . 0 . . . 0
0 . . . 0 γ2T . . . 0 . . . 0
. . .
0 . . . 0 0 . . . 0 . . . γPT

ou` γp = [cp,(11), cp,(12), . . . , cp,(MM)]T ∈ RK×1 est le vecteur des coefficients de me´lange
associe´ a` la matrice T(p).
A.1.2 Position du proble`me
∂Jlqipnmf
∂R˜
= −
[
C˜T
(
X− C˙R˙
)]
νl
−
pM∑
µ=(p−1)M+1
µ6=ν
[
R˜
]
µl
×
[
Γ˜T
(
X− C˙R˙
)]
(µν)l
− 2
[
R˜
]
νl
×
[
Γ˜T
(
X− C˙R˙
)]
(νν)l
+ 2µ
P
[(
IdPM − 1
P
U
)
R˜
]
νl
On souhaite e´crire cette de´rive´e partielle sous forme matricielle. Le proble`me se pose au
niveau du terme :
Φνl =
pM∑
µ=(p−1)M+1
µ6=ν
[
R˜
]
µl
×
[
Γ˜T
(
X− C˙R˙
)]
(µν)l
+ 2
[
R˜
]
νl
×
[
Γ˜T
(
X− C˙R˙
)]
(νν)l
(A.1)
Pour la suite on choisit les notations suivantes :
Ψ = Γ˜T
(
X− C˙R˙
)
(A.2)
=

γ1
(
x1 −
[
c1 γ1
] [R(1)
T(1)
])
...
γP
(
xP −
[
cP γP
] [R(P )
T(P )
])

Ap = γp
(
xp −
[
cp γp
] [R(p)
T(p)
])
(A.3)
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Au sein de Γ˜ les coefficients sont range´s de tel sorte que :
Ap =
[
Ap11, Ap12, · · ·Ap1M , Ap22, · · ·Ap2M , · · ·ApMM
]T
=
[
Apµν
]T
16µ6M
µ6ν6M
avecApµν ∈ RL×1
A.1.3 Obtention de la forme matricielle
• On cherche dans un premier temps a` exprimer Apµν en fonction de sa position dans Ap.
? Si ν 6 µ Apµν =
[
ApT
]
η
avec η = (ν − 1)(M − ν2 ) + µ
? Si ν > µ Apµν =
[
ApT
]
η
avec η = (µ− 1)(M − µ2 ) + ν
⇒ pour ν fixe´ ∈ J1,MK et ∀µ ∈ J1,MK :
Apµν =
[
ApT
]
η
avec η =(α− 1)(M − α2 ) + β
et α = min(ν, µ)
et β = max(ν, µ)
φνl =
M∑
µ=1
µ 6=ν
[R(p)]µl ×
[
Apµν
]
l
+ 2 [R(p)]νl ×
[
Apνν
]
l
=
M∑
µ=1
bµ [R(p)]µl ×
[
Apµν
]
l
avec
{
bµ = 1 si µ 6= ν,
bµ = 2 si µ = ν
=
M∑
µ=1
bµ [R(p)]µl ×
(
K∑
k=1
ek.
[
ApT
]
kl
) 
avec ek = 1 si k 6= η,
ek = 0 sinon
et η = (α− 1)(M − α2 ) + β
=
K∑
k=1
M∑
µ=1
(
M∑
m=1
δµmδ
η′
k
(
δνµ + 1
))
[R(p)]µl ×
[
ApT
]
kl

avec η′ = (α′ − 1)(M − α′2 ) + β′
et α′ = min(m, ν)
et β′ = max(m, ν)
On pose Fν la matrice de taille K × M telle que : ∀(i, j) ∈ J1, RK × J1,MK, fνij =∑M
m=1 δ
j
mδ
η′
i
(
δνµ + 1
)
avec η′ = (min(m, ν) − 1)(M − min(m,ν)2 ) + max(m, ν). On obtient
alors :
φνl =
K∑
k=1
[(Fν ×R(p))Ap]kl
= [11K × ((Fν ×R(p))Ap)]l
On a obtenu une e´criture de [R(p)]νl pour un ν fixe´.
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• On va maintenant chercher l’e´criture de R(p) (∀ν ∈ J1,MK, ∀l ∈ J1, LK). On s’inte´resse a`
la matrice φ(p) telle que [φ(p)]νl = φνl
⇒ φ(p) =
 φ
p
1
...
φpM
 =
 11K × ((F1 ×R(p))Ap)...
11K × ((FM ×R(p))Ap)

=
11K (0). . .
0 11K
× (
F1 (0). . .
0 FM

R(p)...
R(p)

Ap...
Ap
)
=
11K (0). . .
0 11K
× (F
R(p)...
R(p)

Ap...
Ap
)
On a, a` pre´sent, une mise a` jour de R(p) (∀p ∈ J1, P K).
• On cherche maintenant la formule pour mettre a` jour R˜ =
R(1)...
R(P )
. L’objectif est donc
d’e´crire matriciellement Φ telle que [Φ]νl = Φνl.
Φ =
φ(1)...
φ(P )
 =

11K (0). . .
0 11K
× (F
R(1)...
R(1)

A1...
A1
)
...11K (0). . .
0 11K
× (F
R(P )...
R(P )

AP...
AP
)

=
11K (0). . .
0 11K
× ((
F (0). . .
0 F

1M2M (0). . .
0 1M2M

R(1)...
R(P )
)
(
1MKK (0). . .
0 1MKK

A1...
AP
))
=
11K (0). . .
0 11K
× ((F˜
1M2M (0). . .
0 1M2M
 R˜) (
1MK,K (0). . .
0 1MK,K
Ψ))
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• En utilisant les ope´rations termes a` termes on peut re´e´crire les matrices diagonales par
blocs a` l’aide de la multiplication de Kronecker : A⊗B =
a11B · · · a1nB... . . . ...
am1B · · · amnB
. On arrive
alors a` l’e´criture de ∂Jlqipnmf
∂R˜ :
∂Jlqip−nmf
∂R˜
= −C˜T
(
X− C˙R˙
)
+ 2µ
P
(
IdPM − 1
P
U
)
R˜
−(IdPM ⊗ 11K)×
((
(IdP ⊗ F) (IdP ⊗ (1M1 ⊗ IdM )) R˜
)
 (IdP ⊗ (1M1 ⊗ IdK)) Γ˜
(
C− C˙R˙
))
A.2 Calcul de l’e´criture matricielle pour la mise a` jour de T˜
A.2.1 Position du proble`me
On rappelle ici que la mise a` jour scalaire de T˜ s’e´crit :
[
T˜(i+1)
]
(mν)l
←
[
R˜
]
ml
×
[
R˜
]
νl
En conside´rant le rangement choisi pour T˜, cette matrice peut s’e´crire de la manie`re suivante :
T˜ =
T(1)...
T(P )
 et ∀p ∈ J1, P K T(p) =

Tp11
Tp12
...
Tp1M
Tp22
...
TpMM

A.2.2 Obtention de la forme matricielle
En utilisant les re´sultat des calculs concernant la mise a` jour de R˜ on a e´tabli qu’avec ce
rangement :
Tmµ = Tη avec η = (min(µ,m)− 1)
(
M − min(µ,m)2
)
+ max(µ,m)
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⇒ [T(p)]ηl =
M∑
α=1
M∑
β>α
[
Tpαβ
]
l
× δη
(α+1)(M−β2 )+β
=
M∑
α=1
M∑
β>α
δη
(α+1)(M−β2 )+β
×
(
[R(p)]αl × [R(p)]βl
)
=
M∑
α=1
M∑
β>α
δη
(α+1)(M−β2 )+β
×
(
M∑
k=1
δαk [R(p)]kl ×
M∑
k=1
δβk [R(p)]kl
)
=
 M∑
k=1
M∑
α=1
M∑
β>α
δη
(α+1)(M−β2 )+β
δαk [R(p)]kl
×
 M∑
k=1
M∑
α=1
M∑
β>α
δη
(α+1)(M−β2 )+β
δβk [R(p)]kl

= [(G1 ×R(p)) (G2 ×R(p))]ηl
 avec [G1]ij =
∑M
α=1
∑M
β>α δ
i
(α+1)(M−β2 )+β
δαj
[G2]ij =
∑M
α=1
∑M
β>α δ
i
(α+1)(M−β2 )+β
δβj
On obtient alors l’e´criture de la mise a` jour de T˜ :
T˜ =
T(1)...
T(P )
 =
 (G1 ×R(1)) (G2 ×R(1))...
(G1 ×R(P )) (G2 ×R(P ))

=
G1 ×R(1)...
G1 ×R(P )

G2 ×R(1)...
G2 ×R(P )

= (
G1 (0). . .
0 G1
×
R(1)...
R(P )
) (
G2 (0). . .
0 G2
×
R(1)...
R(P )
)
=
(
(IdP ⊗G1)× R˜
)

(
(IdP ⊗G2)× R˜
)
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Apports de la prise en compte de la variabilite´ intra-classe dans les me´thodes de
de´me´lange hyperspectral pour l’imagerie urbaine
Au cours de cette the`se nous nous sommes inte´resse´s a` la proble´matique du de´me´lange hyperspectral
en milieux urbains. En particulier nous nous sommes penche´s sur la prise en compte du phe´nome`ne de
variabilite´ intra-classe dans les me´thodes de de´me´lange. La mise en e´vidence de la variabilite´ intra-classe
a e´te´ le point de de´part de cette e´tude. Nous avons ainsi constate´ que ce phe´nome`ne e´tait non-ne´gligeable
dans les milieux urbains et qu’il devait eˆtre pris en compte. En nous basant sur des mode`les de me´lange
existants dans la litte´rature nous avons de´veloppe´ deux nouveaux mode`les de me´lange prenant en compte
cette variabilite´ intra-classe. Le premier est un mode`le de me´lange line´aire. Le second est un mode`le
line´aire-quadratique qui permet de prendre en compte les re´flexions multiples sur les baˆtiments. Dans un
premier temps nous ne nous sommes inte´resse´s qu’au cas des mode`les line´aires. Comme aucune me´thode de
la litte´rature ne permet d’effectuer le de´me´lange a` partir de nos mode`les de me´lange nous avons de´veloppe´
deux me´thodes UP-NMF et IP-NMF. UP-NMF est une adaptation de la me´thode NMF a` notre mode`le
de me´lange. Pour rendre compte de la notion de classes de mate´riaux purs une contrainte sur l’inertie des
classes a e´te´ ajoute´e a` UP-NMF pour obtenir IP-NMF. Les premiers tests ont e´te´ effectue´s sur donne´es
semi-synthe´tiques et ont permis de de´terminer l’impact de l’initialisation de ces me´thodes sur leurs per-
formances et de fixer le parame`tre d’inertie. Les performances de UP-NMF et IP-NMF ont e´te´ compare´es
a` celles des me´thodes standards de de´me´lange. Les seconds tests ont e´te´ effectue´s sur une portion d’image
de Toulouse. Dans cette partie nous avons mis en e´vidence que, contrairement a` des me´thodes standards,
les re´sultats de IP-NMF e´taient peu sensibles a` une erreur sur l’estimation du nombre de classes pures.
Finalement nous avons de´veloppe´ une me´thode de de´me´lange line´aire-quadratique, LQIP-NMF, en nous
basant sur le mode`le que nous avons mis en place. Les tests de LQIP-NMF ont montre´ qu’en cas de trop
forte variabilite´ intra-classe les effets de non-line´arite´ e´taient de second ordre et qu’il ne semblait pas
pertinent de les prendre en compte.
Mots-clefs :
DE´ME´LANGE HYPERSPECTRAL, MILIEUX URBAINS, VARIABILITE´ INTRA-CLASSE
Enhancing urban hyperspectral unmixing considering intra-class variability
This work is devoted to unmixing for urban areas. We particularly focused on the impact of intra-
class variability on unmixing. We first described the results of a study highlighting intra-class variability
assessed in real images. It appeared that this phenomenon was significant and had to be included in the
mixing models. Based on the state of the art we developed 2 new mixing models dealing with intra-class
variability. The first one is a linear one. The second one is a linear-quadratic one which allows to consider
multiple scattering effects on buildings. First only the linear mixing model was considered. Currently it
does not exist any unmixing method able to deal with this new model. So two methods were developed,
UP-NMF and IP-NMF. UP-NMF is a new unmixing method based on an extension of the standard NMF.
To overcome UP-NMF limitations an extended method is proposed, IP-NMF, which limit the spreading
of each class by adding an inertia constraint in the cost function. These methods were firstly tested on a
semi-synthetic data set. These tests allowed us to study the impact of the initialisation on our methods
performance and also to fix the inertia parameter. We also compared the results of UP-NMF and IP-
NMF to the results obtained with standard methods. The second tests were performed on an image taken
above Toulouse. It appeared that IP-NMF is less sensitive to an error in the estimation of classes number
than standard methods. Finally we developed a linear-quadratic method, LQIP-NMF, dealing with the
non-linear mixing model previously described. In cases of high intra-class variability, the quadratic terms
are drowned in the large variability of materials. So it seems that it is not relevant to taking into account
these non-linearities.
Mots-clefs :
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