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Die anaerobe Fermentation beschreibt den Abbau organischen Materials unter Ausschluss
von Sauersto und setzt sich aus vier Prozessphasen (Hydrolyse, Acidogenese, Acetogenese
und Methanogenese) zusammen. Im Rahmen dieser Arbeit konnte die Aufteilung dieser vier
Prozessphasen auf die beiden Stufen eines zweistugen zweiphasigen Biogas-Reaktors genau
bestimmt werden. Die Aufteilung ist von entscheidender Bedeutung f ur zuk unftige Arbeiten,
da dadurch genau festgelegt werden kann, welche Stoe bei den Messungen und bei der
Modellierung ber ucksichtigt werden m ussen.
Im Jahre 2002 wurde von der IWA Taskgroup das ADM1-Modell, welches alle vier Prozessphasen
der anaeroben Fermentation ber ucksichtigt, ver oentlicht. In der vorliegenden Arbeit wird
ein r aumlich aufgel ostes Modell f ur die anaerobe Fermentation erarbeitet, in dem das
ADM1-Modell mit einem Str omungsmodell gekoppelt wird. Anschlieend wird ein reduziertes
Simulationsmodell f ur acetoklastische Methanogenese in einem zweistugen zweiphasigen
Biogasreaktor erstellt. Anhand von Messdaten wird gezeigt, dass der Abbau von Essigs aure zu
Methan innerhalb des Reaktors durch das Simulationsmodell gut wiedergegeben werden kann.
Anschlieend wird das validierte Modell verwendet um Regeln f ur eine optimale Steuerung
des Reaktors herzuleiten und weiterhin wird mit Hilfe der lokalen Methanproduktion die
Eektivit at des Reaktors bestimmt. Die erlangten Informationen k onnen verwendet werden,
um den Biogas-Reaktor zu optimieren.
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8Kapitel 1
Einleitung
Weltweit stammt der gr ote Anteil der vom Menschen nutzbaren Energie aus fossilen
Energiequellen. Dabei hat die Nutzung fossiler Energietr ager viele Nachteile: Beispielsweise
werden bei der Verbrennung von fossilen Energietr agern (z.B.  Ol oder Kohle) klimasch adliche
Gase, wie Kohlendioxid, in groen Mengen freigesetzt. Weiterhin werden viele fossile Rohstoe
neben der Verwertung in Kraftwerken auch von der Industrie zu anderen Zwecken verwendet.
Momentan wird weltweit t aglich in etwa die Menge Erd ol verbraucht, welche erdgeschichtlich
in 1000 Jahren gebildet wurde und somit ist absehbar, dass der Energietr ager Erd ol irgendwann
ersch opft sein wird. Die Nutzung von fossilen Energietr agern in dieser Gr oenordnung kann
demnach weder nachhaltig noch klimafreundlich sein [Maa, 2009].
Um die Energieversorgung langfristig zu gew ahrleisten, muss eine nachhaltige Nutzung
verschiedener Energiequellen aufgebaut werden. In diesem Zusammenhang sind die Erforschung
und der Aufbau von erneuerbaren Energiequellen essentiell. In [Chynoweth et al., 2001] wurde
gezeigt, dass dabei insbesondere Biogasanlagen eine wichtige Rolle spielen. In Biogasanlagen
entsteht aus Biomasse durch anaerobe Fermentation nach insgesamt vier Prozessschritten
der Energietr ager Biogas, dessen Hauptbestandteile Methan und Kohlendioxid sind. Bei der
Verbrennung von Biogas wird die gleiche Menge Kohlendioxid freigesetzt, welche w ahrend
des Wachstums der Biomasse gebunden wurde. In diesem Zusammenhang spricht man von
klimafreundlicher Gewinnung eines Energietr agers.
Aktuelles Ziel der Forschung ist es, die Biogasausbeute zu optimieren. Neben der Biogasanlage
selbst spielen dabei viele andere Faktoren eine Rolle. In [Amon et al., 2006b] wurde
beispielsweise die Auswirkung der Zusammensetzung der Biomasse auf die Biogasausbeute
untersucht. Weiterhin wurden geeignete Fruchtfolgen zur nachhaltigen Gewinnung von
Energiep
anzen in [Amon et al., 2006a] untersucht. Typischerweise wird die Biomasse nur an
wenigen Tagen im Jahr geerntet und muss deshalb meist  uber einen l angeren Zeitraum im
Silo gelagert werden. In [Muha et al., 2009] wurde ein Softwaretool vorgestellt, welches die
Einlagerung der Energiep
anzen in Horizontalsilos erleichtert.
Um ein besseres Verst andnis der anaeroben Fermentation zu erwerben wurde im Jahre
2002 ein umfangreiches Modell (ADM1), welches die wesentlichen Schritte der anaeroben
Fermentation umfasst, ver oentlicht [Batstone et al., 2002]. Seither wurde das ADM1 Modell
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verwendet, um die anaerobe Fermentation in Biogasanlagen zu untersuchen und zu optimieren
[Blumensaat und Keller, 2005]. In [Wett et al., 2007] wurden Simulationsergebnisse verwendet,
um den Aufbau der Biogasanlage zu optimieren. Die Co-Fermentation von Abwasser einer
Oliven olfabrik und der festen organischen Abf alle wurde in [Boubaker und Ridha, 2008]
untersucht. Weiterhin haben [Wichern et al., 2009] und [Thamsiriroj und Murphy, 2011] mit
Hilfe des ADM1 Modells die Fermentation von Grassilage in einer zweistugen Biogasanlage
modelliert. Ein wesentliches Problem des ADM1 Modells ist jedoch, dass weder die Str omung
der Prozess
 ussigkeit noch r aumliche Variabilit aten der Substanzen innerhalb des Reaktors
modelliert werden (das ADM1 Modell ist ein rein dynamisches Modell).
Das Augenmerk dieser Arbeit liegt auf der Entwicklung eines mathematischen Modells,
welches nicht nur den anaeroben Abbau, sondern gleichzeitig auch die Str omung der
Prozess
 ussigkeit und die r aumlichen Variabilit aten der wichtigsten Substanzen ber ucksichtigt.
Das entwickelte Simulationsmodell wird dann verwendet, um die Methanbildung aus Essigs aure
in der zweiten Stufe einer Biogasanlage zu simulieren. Die erzielten Ergebnisse k onnen
schlielich interpretiert werden, um eine Aussage  uber die Eektivit at des Reaktors und  uber
die Verteilung der vier Prozessphasen der anaeroben Fermentation auf die beiden Stufen
der betrachteten Biogasanlagen zu treen. Weiterhin werden die erzielten Simulationsdaten
verwendet, um eine optimale hydraulische Verweilzeit f ur die Prozess
 ussigkeit in Abh angigkeit
von ihrer Zusammensetzung zu bestimmen und damit eine optimale Steuerung des Reaktors
zu erm oglichen.
Der Aufbau dieser Arbeit ist wie folgt: In Kapitel 2 werden mathematische Grundlagen
erl autert. Sollten beim Leser auf diesem Gebiet bereits ausreichende Kenntnisse vorhanden
sein, kann dieses Kapitel bei der Lekt ure  ubersprungen werden. In Kapitel 3 werden erneuerbare
Energien mit fossilen Energien verglichen, sowie die F orderung erneuerbarer Energien mit
speziellem Fokus auf Biogasanlagen in Deutschland er ortert. Kapitel 4 befasst sich mit den
wesentlichen Grundlagen der anaeroben Fermentation und der Biogaserzeugung. Schlielich
wird in Kapitel 5 das ADM1 Modell ausf uhrlich erl autert und mit einem Zwei- bzw.
Drei-Phasen-Str omungsmodell gekoppelt. Weiterhin wird das Simulationsmodell, welches als
Grundlage f ur alle Berechnungen verwendet wurde, eingef uhrt. Kapitel 6 befasst sich mit den
Softwaretools, welche zur Simulation verwendet wurden. Dabei wird ebenfalls erl autert, welche
Tools im Rahmen dieser Arbeit implementiert bzw. erweitert wurden. Schlielich werden in
Kapitel 7 die erzielten Ergebnisse dargestellt und diskutiert. Zum Schluss wird in Kapitel 8 ein
Ausblick  uber zuk unftige Arbeiten gegeben.Kapitel 2
Mathematische Grundlagen
Dieses Kapitel behandelt die wichtigsten Verfahren, um die Modellgleichungen aus Kapitel 5
zu l osen. Die dargestellten mathematischen Grundlagen sind in groen Teilen an die Werke
[Hackbusch, 1986], [Hackbusch, 1989], [Reinhardt, 2008],[Deu
hard und Bornemann, 2002],
[Deu
hard und Hohmann, 1991] [Ortega und Rheinboldt, 1987],[Hackbusch, 1991],
[Kanzow, 2005] und [Sch afer, 2004] angelehnt.
Sei r die Anzahl der Gleichungen, u := (u1;u2;:::;ur) der L osungsvektor und 
 das Gebiet
auf dem u gesucht wird. Dann sieht die allgemeine Dierentialgleichung zweiter Ordnung im
Ort und erster Ordnung in der Zeit mit Dirichlet-Randbedingungen folgendermaen aus
Lu(x) = f(x) f ur x 2 

u(x) = g(x) f ur x 2 @
: (2.0.1)
Jede Zeile i der Gleichung 2.0.1 hat dabei die Gestalt
L
iu
i(x) = fi(t;u;x) x 2 
;
mit
L
i =
@(mi
p(u)  ui)
@t
+
X
j2j
a
i
(t;u;x)
@
@x
: (2.0.2)
Die Funktion mi
p h angt hierbei von der Phase des Stoes ui ab (vgl. Kapitel 5). Da das Problem
(2.0.1) im Allgemeinen analytisch nicht l osbar ist, wird es diskretisiert, d.h. das Problem wird zu
einem endlich dimensionalen Problem vereinfacht. Ausgehend von einem Gitter mit n inneren
Punkten hat das diskrete Problem in jedem Zeitschritt insgesamt N = n  r Unbekannte.
Die Diskretisierung im Ort wird in Abschnitt 2.1 behandelt. Die Diskretisierung in der Zeit
in Abschnitt 2.2. L oser f ur das diskrete Problem werden in den Abschnitten 2.3 und 2.4
erl autert. Weiterhin kann es notwendig sein zus atzlich zu der L osung u einige Prozessparameter
zu bestimmen (vgl. Kapitel 5). Methoden zur Bestimmung der Prozessparameter werden in
Abschnitt 2.5 beschrieben.
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2.1 Diskretisierung im Ort
Das Ziel der Diskretisierung im Ort ist es, einen kontinuierlichen Dierentialoperator L mit einem
diskreten Dierentialoperator LN anzun ahern. Im Prinzip wird dabei ein unendlich dimensionales
Problem durch ein endlich dimensionales Problem approximiert. Das neue vereinfachte Problem
l asst sich anschlieend mit den in Kapitel 2.3 und 2.4 vorgestellten Verfahren l osen. Wir
betrachten Gleichung (2.0.1) mit nur einer unbekannten Funktion u (r = 1) und Dirichlet
Randbedingungen auf 
, d.h. die Anzahl der Unbekannten des diskreten Problems entspricht
gerade der Anzahl der inneren Gitterpunkte (N = n). Die Gleichung hat folgende Gestalt:
Lu(x) = f(x) x 2 

u(x) = g(x) x 2 @
 (2.1.1)
mit
L =
X
j2j
a(x)D
: (2.1.2)
Hierbei ist  ein Multiindex und D := @=@x.
Wir nehmen stets an, dass 
  R2 ein beschr anktes Gebiet ist. Weiterhin nehmen wir an, dass
a;g 2 C1(
) und a1;1(x) > 0 8x 2 
. Da 
 beschr ankt ist, folgt, dass a und g auf 

beschr ankt sind.
In diesem Abschnitt betrachten wir Konvektions-Diusions Gleichungen, dabei beschreibt der
Hauptteil von L X
=j2j
a(x)D
 (2.1.3)
die Diusion, der Teil mit Ableitungen erster Ordnung
X
=1
a(x)D
 (2.1.4)
beschreibt die Konvektion und die linearen Terme in u beschreiben Reaktionsterme. Die rechte
Seite f kann als Quelle bzw. Senke interpretiert werden.
Im Folgenden werden die zwei wichtigen Diskretisierungsverfahren, das Finite-Elemente
Verfahren und das Finite-Volumen Verfahren, welche sich aus der Variationsformulierung
ergeben, genauer erl autert. Beide Verfahren liefern ausgehend von einem kontinuierlichen
Dierentialoperator L einen diskreten Dierentialoperator LN. Weitere Verfahren sowie weitere
Informationen k onnen beispielsweise in [Hackbusch, 1986], [Gilbarg und Trudinger, 1998],
[Gilbert, 1974], [Gilbert und Weinacht, 1976], [Michev, 1996], [Bey, 1997], [Hackbusch, 1989]
und [Dziuk, 2010] nachgeschlagen werden.
2.1.1 Variationsformulierung
Klassische Verfahren, wie z.B. das Dierenzen Verfahren, l osen die Gleichung Lu = f
punktweise. Das kann schon bei einfachen Problemen dazu f uhren, dass eine klassische L osungKAPITEL 2. MATHEMATISCHE GRUNDLAGEN 13
nicht existiert. Betrachten wir beispielsweise ein Gebiet 
 (vgl. Abbildung 2.1.1) mit einer
einspringenden Ecke. Der Eckpunkt von 
 hat die Koordinaten (0;0) und der 3=4 Kreis hat
einen Radius von 1. Wir suchen eine L osung der Poisson-Gleichung (in Polarkoordinaten)
  u = 0 (2.1.5)
mit den Randbedingungen
u(r;) = 0 8(r;) 2 @
2
@u(r;)
@r
=
2
3
sin(2=3  ) 8(r;) 2 @
1: (2.1.6)
Mit dem Ansatz
u(r;) = r
a  sin(b) (2.1.7)
folgt sofort, dass a = b = 2=3 gelten muss. Die L osung lautet schlielich
u(r;) = r
2=3 sin((2=3  ): (2.1.8)
Der Gradient von u hat demnach eine Singularit at im Ursprung. Deshalb ist u keine zul assige
klassische L osung des Problems. Das Beispiel zeigt, dass es schon einfache Probleme gibt, in
Abbildung 2.1.1: Gebiet 
 mit einspringender Ecke.
denen eine klassische L osung nicht existiert. Um dieses Problem zu l osen, sucht man stattdessen
nach der sogenannten schwachen L osung. Die schwache L osung l ost die Dierentialgleichung
nicht in der Maximumsnorm (punktweise) sondern in der W 0;2-Norm.
In diesem Abschnitt betrachten wir die Dierentialgleichung
Lu(x) = f(x) x 2 

u(x) = g(x) x 2 @
 (2.1.9)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 14
auf 
. Wir nehmen stets an, dass 
  R2 ein beschr anktes Gebiet ist. Der Dierentialoperator
L hat folgende Gestalt
L =
X
jj1
X
jj1
( 1)
jjD
a(x)D
: (2.1.10)
Hierbei sind  und  Multiindizes. Die Ordnung von L ist 2.
Zun achst wollen wir die Variationsformulierung herleiten, daf ur ben otigen wir die Denition
des Sobolew-Raums.
Denition 2.1.1. Sobolew-Raum Sei 
  R2 oen, dann ist der Sobolew-Raum W k;2(
)
ein vollst andiger normierter Vektorraum (Banachraum) mit
W
k;2(
) = fu : 
 ! RjkukWk;2 < 1g; (2.1.11)
hierbei ist die Norm k  kWk;2 deniert durch
kukWk;2 =
sX
jjk
kDuk2
W0;2: (2.1.12)
Weiterhin ist die W 0;2-Norm k  kW0;2 deniert durch
kukW0;2 =
sZ


ju(x)j2dx: (2.1.13)
Der Sobolew-Raum W k;2(
) beinhaltet alle k-mal schwach dierenzierbaren Funktionen auf 
.
W k;2(
) wird durch folgendes Skalarprodukt zum Hilbertraum.
Denition 2.1.2. Sei u;v 2 W k;2(
) dann ist das Skalarprodukt h;ik deniert durch
hu;vik =
X
jjk
hD
u;D
vi0; (2.1.14)
hierbei ist h;i0 gegeben durch
hu;vi0 =
Z


u  v dx: (2.1.15)
Bemerkung 2.1.1. Die Norm (2.1.12) wird durch das Skalarprodukt (2.1.14) induziert, d.h. es
gilt
kukWk;2 =
p
hu;uik: (2.1.16)
Der Raum W 0;2 kann auch mit L2 abgek urzt werden und enth alt alle quadrat-integrierbaren
Funktionen.
Eine Beziehung zwischen W k;2(
) und Cs;2(
) stellt das Lemma von Sobolew her.
Satz 2.1.1. Lemma von Sobolew Es gilt W k;2(Rd)  Cs;2(Rd) f ur s 2 N0, falls k > s+d=2.KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 15
Beweis. Siehe [Hackbusch, 1986] Abschnitt 6.2.
Bevor wir die Variationsformulierung aufschreiben k onnen, ben otigen wir noch den
Sobolew-Raum mit homogenen Dirichlet-Randwerten:
Denition 2.1.3. Der Sobolew-Raum W
k;2
0 (
) mit homogenen Dirichlet-Randwerten ist
gegeben durch
W
k;2
0 :=

u 2 W
k;2(
)jD
u(x) = 0 8x 2 @

	
: (2.1.17)
Hierbei ist  ein Multiindex und D := @=@x.
Um die Notation zu vereinfachen, schreiben wir Hk(
) f ur W k;2(
) bzw. Hk
0(
) f ur
W
k;2
0 (
)mit k 2 N.
Sei u 2 C2
0(
) \ H1
0(
) eine klassische L osung von (2.1.9) mit homogenen Dirichlet
Randbedingungen. Wir bilden das Skalarprodukt von u mit einem beliebigen v 2 C1
0 (
)
hLu;vi0 =
Z


Lu  vdx =
Z


X
jj1
X
jj1
( 1)
jjD
a(x)D
u  v dx: (2.1.18)
Nun wird partiell integriert, dabei f allt das Randintegral wegen v 2 C1
0 (
) weg
Z


X
jj1
X
jj1
( 1)
jjD
a(x)D
u  v dx =
Z


X
jj1
X
jj1
a(x)D
u  D
v dx: (2.1.19)
Schlielich kommen wir auf folgende Gleichung
Z


X
jj1
X
jj1
a(x)D
u  D
v(x) dx =
Z


f(x)v(x) dx 8v 2 C
1
0 (
): (2.1.20)
Jetzt denieren wir die Bilinearform
l(u;v) :=
Z


X
jj1
X
jj1
a(x)D
u  D
v(x) dx (2.1.21)
und das Funktional
F(v) :=
Z


f(x)v(x) dx (2.1.22)
und schlielich lautet die
"
schwache Formulierung\ oder Variationsformulierung wie folgt
Suche u 2 H
1
0(
) mit l(u;v) = F(v) 8v 2 C
1
0 (
): (2.1.23)
Betrachten wir nun das Problem (2.1.1) mit inhomogenen Dirichletrandbedingungen. Durch
eine Umskalierung der rechten Seite kann das Problem auf ein Problem mit homogenen
Dirichletrandbedingungen umgewandelt werden.KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 16
Sei u0 2 H1(
), so dass u0j@
 = g. Anschlieend lautet die
"
schwache Formulierung\
oder Variationsformulierung wie folgt
Suche u1 2 H
1
0(
) mit l(u1;v) = ~ F(v) = F(v)   l(u0;v) 8v 2 C
1
0 (
): (2.1.24)
F ur die L osung u gilt dann
u = u1 + u0: (2.1.25)
Bemerkung 2.1.2. Ist u 2 C2(
) eine klassische L osung des Problems (2.1.1), so ist u auch
L osung der Variationsformulierung.
Wenn eine L osung u existiert, mit u 2 H1
0(
) aber u = 2 C2(
), dann heit u
"
schwache\
L osung. Durch die Variationsformulierung wird der Raum, aus dem die L osungen stammen
d urfen, um die
"
schwach\ dierenzierbaren Funktionen erweitert.
Bemerkung 2.1.3. Da C1
0 (
) dicht in H1
0(
) liegt, ist die Variationsformulierung  aquivalent
zu
Suche u 2 H
1
0(
) mit l(u;v) = ~ F(v) = F(v)   l(u0;v) 8v 2 H
1
0(
): (2.1.26)
Nun wollen wir die Existenz und Eindeutigkeit untersuchen. Daf ur muss die Bilinearform l n aher
untersucht werden. Sei V ein Hilbertraum. Wir betrachten allgemeiner das Problem
Suche u 2 V mit l(u;v) = F(v) 8v 2 V: (2.1.27)
Denition 2.1.4. Eine Bilinearform l heit stetig oder beschr ankt, wenn
jl(u;v)j  CSkukVkvkV 8u;v 2 V: (2.1.28)
Denition 2.1.5. Eine Bilinearform l heit V-Elliptisch, wenn sie auf V  V stetig ist und
l(u;u)  CEkuk
2
V 8u 2 V mit CE > 0: (2.1.29)
Satz 2.1.2. Zu einer stetigen Bilinearform l geh ort ein eindeutiger Operator LG : V ! V 0, so
dass
l(u;v) = hLGu;viV 0V: (2.1.30)
Beweis. Siehe [Hackbusch, 1986] Abschnitt 6.5.
Denition 2.1.6. Eine Bilinearform l heit symmetrisch, wenn gilt
l(u;v) = l(v;u) 8v;u 2 V: (2.1.31)
Bemerkung 2.1.4. Ist die Bilinearform l symmetrisch, so ist auch der zugeh orige Operator LG
symmetrisch.
Denition 2.1.7. Das lineare Funktional Fv 2 V 0 ist f ur jedes v 2 V deniert durch
Fv(u) := hu;viV: (2.1.32)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 17
Die Existenz und Eindeutigkeit der L osung u des Variationsproblems (2.1.27) zeigt der folgende
Satz.
Satz 2.1.3. Lemma von Lax-Milgram Sei die Bilinearform l V-elliptisch und F 2 V 0
beschr ankt. Dann ist der zu l eindeutig zugeh orige Operator LG invertierbar und das
Variationsproblem (2.1.27) hat genau eine L osung u := L
 1
G F mit
kukV 
1
CE
kFkV 0: (2.1.33)
Sei weiterhin die Bilinearform l symmetrisch, dann ist u die eindeutige L osung des
Minimierungsproblems
Suche u 2 V mit J(u)  J(v) 8v 2 V; (2.1.34)
wobei
J(v) := l(v;v)   2F(v): (2.1.35)
Beweis. Siehe [Hackbusch, 1986] Abschnitt 6.5.
Satz 2.1.3 zeigt, dass das Problem (2.1.27) unter bestimmten Voraussetzungen  aquivalent
zum Minimierungsproblem ist.
Nun wollen wir Satz 2.1.3 beispielhaft auf folgendes Problem anwenden
Lu(x) = f(x) x 2 

u(x) = 0 x 2 @
 (2.1.36)
mit 
 = (0;1)2. Der Dierentialoperator L hat dabei die Gestalt
L =
X
jj=1
X
jj=1
( 1)
jjD
a(x)D
: (2.1.37)
Unter folgenden Voraussetzungen
• a 2 L1(
)
• a = a
• f 2 L2(
)
sind alle Bedingungen von Satz 2.1.3 erf ullt und damit hat das zum Problem (2.1.36) geh orige
Variationsproblem
Suche u 2 H
1
0(
) mit l(u;v) = F(v) 8v 2 H
1
0(
) (2.1.38)
mit
l(u;v) =
Z


X
jj=1
X
jj=1
a(x)D
u  D
v(x) dx (2.1.39)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 18
und
F(v) =
Z


f(x)v(x) dx (2.1.40)
genau eine L osung.
Bemerkung 2.1.5. F ur a = 1 entspricht das Problem (2.1.36) der Poissongleichung.
2.1.2 Ritz-Galerkin-Verfahren
Die Variationsformulierung
Suche u 2 H
1
0(
) mit l(u;v) = F(v) 8v 2 H
1
0(
) (2.1.41)
ist ein unendlich dimensionales Problem und deshalb numerisch nicht l osbar. Beim
Ritz-Galerkin-Verfahren wird dieses Problem in ein endlich dimensionales Problem vereinfacht.
Die Idee dabei ist den unendlich dimensionalen Raum H1
0 durch einen endlich dimensionalen
Vektorraum VN;G  H1
0(
) zu ersetzen, wobei dim(VN;G) = N gilt. Die vereinfachte
Variationsformulierung lautet nun
Suche uN;G 2 VN;G mit l(uN;G;v) = F(v) 8v 2 VN;G: (2.1.42)
Sei fb1;G;:::;bN;Gg die Basis von VN;G. Da uN;G 2 VN;G kann uN;G mit Hilfe der Basisvektoren
linear kombiniert werden, d.h. wir k onnen ansetzen
uN;G =
N X
i=1
x
i
N;Gbi;G (2.1.43)
mit xi
N;G 2 R f ur i 2 [1;:::;N] und xN;G = (x1
N;G;:::;xN
N;G)T.
Da VN;G ein Vektorraum ist, kann jedes v 2 VN;G mit Hilfe der Basisvektoren linear kombiniert
werden. Deshalb ist es hinreichend die Variationsformulierung nur f ur die Basisvektoren zu
pr ufen, d.h. die Variationsformulierung wird weiter vereinfacht zu
Suche uN;G 2 VN;G mit l(uN;G;bi;G) = F(bi;G) 8i 2 [1;:::;N]: (2.1.44)
Jetzt betrachten wir die Bilinearform l und setzen f ur uN;G die Darstellung (2.1.43) ein
l(uN;G;bi;G) = l(
N X
j=1
x
j
N;Gbj;G;bi;G)
=
N X
j=1
l(x
j
N;Gbj;G;bi;G)
=
N X
j=1
x
j
N;Gl(bj;G;bi;G): (2.1.45)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 19
Nun setzen wir L
ij
N;G = l(bj;G;bi;G) und fi
N;G = F(bi;G) und k onnen schlielich folgendes
lineares Gleichungssystem f ur den Unbekannten Vektor xN;G schreiben
LN;GxN;G = fN;G: (2.1.46)
In diesem Zusammenhang heit LN;G Steigkeitsmatrix und uN;G Ritz-Galerkin-L osung. Es stellt
sich die Frage, inwiefern LN;G invertierbar ist. Dazu k onnen wir folgende S atze formulieren.
Satz 2.1.4. Die Bilinearform l sei H1
0-elliptisch mit l(u;u)  CEkukH1
0 f ur alle u 2 H1
0 mit
CE > 0. Dann ist die Matrix LN;G invertierbar und die Ritz-Galerkin-L osung uN;G erf ullt
kuN;GkVN;G 
1
CE
kFkV 0
N;G 
1
CE
kFkV 0: (2.1.47)
Beweis. Siehe [Hackbusch, 1986] Abschnitt 8.1.
Satz 2.1.5. Die Bilinearform l sei H1
0-elliptisch und symmetrisch. Dann ist die Matrix LN;G
symmetrisch und positiv denit.
Beweis. Sei xN;G 6= 0. Wir betrachten das Skalarprodukt
x
T
N;GLN;GxN;G =
N X
i=1
N X
j=1
x
i
N;GL
ij
N;Gx
j
N;G
=
N X
i=1
N X
j=1
x
i
N;Gl(bj;G;bi;G)x
j
N;G
= l(
N X
j=1
x
j
N;Gbj;G;
N X
i=1
x
i
N;Gbi;G)
= l(uN;G;uN;G)  CEkuN;Gk
2 > 0: (2.1.48)
Damit ist gezeigt, das LN;G positiv denit ist. Weiterhin gilt
L
ij
N;G = l(bj;G;bi;G) = l(bi;G;bj;G) = L
ji
N;G: (2.1.49)
Das zeigt, dass LN;G symmetrisch ist.
Zu untersuchen bleibt, inwiefern eine Ritz-Galerkin-L osung uN;G eine geeignete Approximation
an die L osung u darstellt. Da uN;G 2 VN;G und VN;G  H1
0, kann die Ritz-Galerkin-L osung
uN;G direkt mit u verglichen werden.
Der Diskretisierungsfehler kann mit der Norm kuN;G   ukH1
0 gemessen werden. Liegt
beispielsweise u 2 VN;G so ist aufgrund der Eindeutigkeit der L osung uN;G = u und damit
der Fehler null. Genauer, der Diskretisierungsfehler h angt von der Entfernung von u zu VN;G
ab. Da die optimale L osung in VN;G gefunden wird, spricht man in diesem Sinne von einer "Best
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Satz 2.1.6. Lemma von Cea Die Bilinearform l sei symmetrisch, beschr ankt und H1
0-elliptisch.
Weiterhin sei u die L osung des Problems (2.1.27) und uN;G die zugeh orige Ritz-Galerkin-L osung.
Dann gilt
kuN;G   ukH1
0  (1 + CS=CB) inf
w2VN;G
ku   wkH1
0: (2.1.50)
Dabei ist inf
w2VN;G
ku   wkH1
0 der Abstand von u zu VN;G.
Beweis. Siehe [Hackbusch, 1986] Abschnitt 8.2.
2.1.3 Finite-Elemente Verfahren
In diesem Abschnitt wird das Finite-Elemente Verfahren erl autert. Die Eintr age der Matrix LN;G
sind durch das Ritz-Galerkin-Verfahren gegeben durch
L
ij
N;G = l(bj;G;bi;G) =
Z


X
jj1
X
jj1
a(x)D
bj;G  D
bi;G(x) dx: (2.1.51)
Demnach ist LN;G im Allgemeinen vollbesetzt. Ist dimVN;G gro, ist der Rechenaufwand
zur Bestimmung der Ritz-Galerkin-L osung uN zu hoch. Das Finite-Elemente Verfahren ist
ein spezielles Ritz-Galerkin-Verfahren, welches durch eine geeignete Wahl von VN;G, auf eine
d unnbesetzte Matrix LN;G f uhrt.
Gleichung (2.1.51) zeigt, dass L
ij
N;G = 0, wenn die Tr ager Tr(bi;G) und Tr(bj;G) der Funktionen
bi;G und bj;G disjunkt sind. Hierbei ist der Tr ager einer Funktion folgendermaen deniert:
Denition 2.1.8. Tr ager Sei u 2 H0(
). Der Tr ager Tr(u) wird gegeben durch
Tr(u) = fx 2 
 j u(x) 6= 0g: (2.1.52)
Da bei der Finite-Element Methode ein spezieller Ansatz- und Testraum verwendet wird, nennen
wir diesen Raum VN;FE mit den zugeh origen Basisvektoren bi;FE mit i 2 [0;:::N]. Die Idee
der Finite-Element Methode ist es die Basisvektoren bi;FE mit i 2 [0;:::N] so zu w ahlen, dass
diese m oglichst disjunkte Tr ager haben.
In diesem Abschnitt nehmen wir erneut an, dass 
 ein beschr anktes Gebiet ist mit 
  R2. Die
F alle 
  R und 
  R3 sowie weitere Informationen zu 
  R2 k onnen in [Hackbusch, 1986]
nachgeschlagen werden.
Wir zerlegen 
 in N Dreiecke T1 :::TN und denieren den Begri Triangulierung.
Denition 2.1.9. Triangulierung Die Menge T = fT1 :::TNg heit Triangulierung von 

wenn
• Ti oene Dreiecke f ur alle i 2 [1;:::;N]
• Ti \ Tj = ; f ur i 6= j
•
S
1iN
T i = 
KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 21
• f ur i 6= j ist T i \ T j eine der drei folgenden M oglichkeiten:
1. leer
2. eine gemeinsame Seite der Dreiecke Ti und Tj
3. eine gemeinsame Ecke der Dreiecke Ti und Tj
Bemerkung 2.1.6. Sei T eine Triangulierung von 
. Die Anzahl der inneren Knoten von 
 sei
N. Dann unterscheidet sich N von der Anzahl der Dreiecke N.
Nun k onnen wir die Basisvektoren von VN;FE, die sogenannten Hutfunktionen, denieren.
Denition 2.1.10. Hutfunktion Gegeben sei eine Triangulierung T von 
. Die zum i-ten
Knotenpunkt geh orende Hutfunktion bi;FE ist, eingeschr ankt auf ein Dreieck Tj 2 T, linear,
d.h.
bi;FE(x
1;x
2) = a
1
i;jx
1 + a
2
i;jx
2 + a
3
i;j f ur (x
1;x
2) 2 Tj: (2.1.53)
Seien tj;1;tj;2 und tj;3 die Eckpunkte des Dreiecks Tj. Der i-te Knotenpunkt habe die
Koordinaten ki. Dann sind die Koezienten a1
i;j;a2
i;j;a3
i;j eindeutig durch die drei Bedingungen
f ur l 2 [1;2;3] sei bi;FE(tj;l) =

1; falls tj;l = ki
0; sonst

(2.1.54)
bestimmt.
Abbildung 2.1.2: Illustration einer Hutfunktion
Bemerkung 2.1.7. Der Abschluss des Tr agers Tr(bi;FE) der Hutfunktion bi;FE ist gegeben durch
Tr(bi;FE) =
[
Tj2T mit ki2Tj
T j: (2.1.55)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 22
Damit sind die Tr ager zweier Hutfunktionen Tr(bi;FE) und Tr(bj;FE) nur dann nicht disjunkt,
falls es ein Dreieck Tl 2 T gibt, so dass
ki und kj 2 T l: (2.1.56)
Der Vektorraum VN;FE wird nun durch die Hutfunktionen fb1;FE;:::;bN;FEg aufgespannt.
Die Bemerkung 2.1.7 zeigt, dass die durch die Finite-Element Methode entstandene Matrix
LN;FE d unn besetzt ist. In dem Lemma von Cea (2.1.6) wurde der Fehler von einer
Ritz-Galerkin-L osung uN zur L osung u des Problems (2.1.27), durch den Abstand von VN
zu H1
0 abgesch atzt. Der Abstand von VN;FE zu H1
0 h angt von der Triangulierung T ab. Eine
konkrete Aussage liefert der folgende Satz.
Satz 2.1.7. Sei T eine Triangulierung von 
. Weiterhin sei 0 > 0 der kleinste Innenwinkel
aller Ti 2 T und h die maximale Seitenl ange aller Ti 2 T. Dann ist
inf
w2VN;FE
ku   wkHk
0  C(0)h
2 kkukH2
0 f ur k = 0;1 und 8u 2 H
2
0(
): (2.1.57)
Beweis. Siehe [Hackbusch, 1986] Abschnitt 8.4.
Insgesamt ergibt sich das lineare Gleichungssystem
LN;FExN;FE = fN;FE; (2.1.58)
wobei
L
ij
N;FE = l(bj;FE;bi;FE) =
Z


X
jj1
X
jj1
a(x)D
bj;FE  D
bi;FE(x) dx (2.1.59)
f
i
N;FE =
Z


f(x)bi;FE(x) dx (2.1.60)
uN;FE =
N X
i=1
x
i
N;FEbi;FE (2.1.61)
gilt.
2.1.4 Finite-Volumen Methode
Das Finite-Volumen Verfahren (oder auch Box Verfahren) kann als ein
Petrov-Galerkin-Verfahren verstanden werden. Im Gegensatz zum Ritz-Galerkin-Verfahren
unterscheidet sich beim Petrov-Galerkin-Verfahren der Vektorraum f ur die Ansatzfunktionen
VN von dem Vektorraum f ur die Testfunktionen WN.
Es ergibt sich folgende Problemstellung
Suche uN 2 VN mit l(uN;v) = f(v) 8v 2 WN: (2.1.62)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 23
Hierbei gilt VN  H1
0(
) und WN  H1
0(
). Beim Finite-Volumen Verfahren hat der
Vektorraum VN die Dimension N und wird ausgehend von einer Triangulierung T von 
, analog
zum Finite-Elemente Verfahren, durch die Hutfunktionen fb1;FE;:::;bN;FEg aufgespannt, d.h.
es gilt VN = VN;FE. Die L osung uN;FV ist eine Linearkombination der Hutfunktionen
uN;FV =
N X
i=1
x
i
N;FV b
i
N;FE: (2.1.63)
F ur die Konstruktion des Testraums WN;FV m ussen wir zun achst das Duale Gitter denieren.
Denition 2.1.11. Duales Gitter Das Gitter B heit Dual zu einer Triangulierung T von 
,
wenn gilt:
• In jeder Box Bp 2 B ist nur ein Knoten des Gitters enthalten.
• F ur jede Box Bp 2 B ist der zur Box geh orende Knoten Ecke eines Dreiecks Ti 2 T.
• F ur p 6= q sind Bp 2 B und Bq 2 B entweder disjunkt oder schneiden sich h ochstens an
ihren R andern.
•
S
1pN
Bp = 

• Sei Ti 2 T dann gilt f ur jede Box Bp 2 B entweder
1. jBp \ Tij = 1=3jTij oder
2. jBp \ Tij = 0.
Zu jedem Knoten p muss demnach eine Box Bp bestimmt werden, dabei sind die Boxen Bp
Polygone.
Bp wird folgendermaen eindeutig festgelegt:
Ausgehend vom p-ten Knoten, betrachten wir die Menge aller Dreiecke T p, welche p als
Eckpunkt haben und in der Triangulierung enthalten sind. Es gilt oenbar T p  T. Die
Eckpunkte des Polygons Bp bestehen nun aus:
1. Schwerpunkt jedes Dreiecks Ti 2 T p und
2. Mittelpunkte aller gemeinsamer Kanten von je zwei Dreiecken Ti und Tj 2 T p.
Schlielich werden die Eckpunkte so verbunden, dass die Box Bp ein Polygon ist. Die Basis des
Testraums WN;FV lautet schlielich
fb1;FV;:::;bN;FV g (2.1.64)
wobei
bp;FV (x) =

1; falls x 2 Bp
0; sonst

f ur 1  p  N: (2.1.65)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 24
Abbildung 2.1.3: Illustration des Dualen Gitters.
Schlielich lautet die Variationsformulierung f ur die Finite-Volumen Methode
Suche uN 2 VN;FE mit l(uN;bp;FV ) = F(bp;FV ) 1  p  N: (2.1.66)
Um die Bilinearform l zu bestimmen betrachten wir hLuN;FV ;bp;FV i f ur bp;FV 2 WN;FV
und integrieren partiell. Dabei nehmen wir an, dass der Dierentialoperator L folgendermaen
aussieht
L =  div a(x)r: (2.1.67) Z


 div a(x)ruN;FV  bp;FV dx =
Z
Bp
 div a(x)ruN;FV  bp;FV dx
=
Z
@Bp
 a(x)r(uN;FV bp;FV )  n d (2.1.68)
Hierbei f allt das Integral  uber Bp weg, da rbp;FV = 0 fast  uberall gilt. Damit ergibt sich die
Bilinearform l zu
l(uN;FV ;bp;FV ) =
Z
@Bp
 a(x)r(uN;FV bp;FV )  n d; (2.1.69)
wobei n der  auere Normalenvektor ist.
Nun betrachten wir die Bilinearform f ur die Basisvektoren und erhalten die Matrix LN;FV
L
pi
N;FV = l(bi;FE;bp;FV ) =
Z
@Bp
 a(x)r(bi;FEbp;FV )  n d; (2.1.70)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 25
hierbei wurde ausgenutzt das Tr(bp;FV ) = Bp gilt. F ur die rechte Seite ergibt sich
f
p
N;FV = F(bp;FV ) =
Z


f(x)bp(x) dx =
Z
Bp
f(x) dx: (2.1.71)
Insgesamt erh alt man schlielich folgendes lineares Gleichungssystem
LN;FV xN;FV = fN;FV : (2.1.72)
Das Randintegral  uber eine Box Bp, kann als lokale Massenerhaltung verstanden werden. Ist
die rechte Seite f
p
N;FV null, so muss die Menge der in die Box ge
ossenen Masse der Menge
der hinausge
ossenen Masse entsprechen. Solche Verfahren nennt man konservativ.
Bemerkung 2.1.8. Aufgrund der lokalen Massenerhaltung ist das Finite-Volumen Verfahren f ur
Konvektions-Diusions Probleme am besten geeignet.
Folgender Satz liefert eine Fehlerabsch atzung f ur das Finite Volumen Verfahren.
Satz 2.1.8. Der Dierentialoperator L sei elliptisch, weiterhin sei f 2 H1(
). Dann gilt
kuN;G   uN;FV kH1  C1h
2kfkH1; (2.1.73)
und damit wegen Satz 2.1.6 und Satz 2.1.7
kuN;FV   ukHk = C2h
2 k f ur k = 0;1: (2.1.74)
Beweis. Siehe [Hackbusch, 1989].
Weitere Informationen zu der Fehlerabsch atzung sowie eine allgemeinere Betrachtung kann in
[Hackbusch, 1989] und [Bank und Rose, 1987] nachgeschlagen werden.
2.2 Diskretisierung in der Zeit
In diesem Abschnitt gehen wir davon aus, dass Gleichung (2.0.1) bereits im Ort diskretisiert
wurde. Weiterhin nehmen wir an, dass r = 1 und m1
p = 1. Typischerweise erh alt man dann
folgendes Anfangswertproblem.
Denition 2.2.1. Anfangswertproblem (AWP) Sei A : D  R  RN ! RN dann heit
@u
@t
= A(t;u(t)) t 2 [T0;T] (2.2.1)
u(T0) = u0 (2.2.2)
Anfangswertproblem. Hierbei sind u0 die Anfangsbedingungen.KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 26
A ist ein Operator, welcher beispielsweise aus der Ortsdiskretisierung hervorgegangen ist, N
beschreibt die Anzahl der Unbekannten zu jedem Zeitpunkt t und h angt von der Anzahl der
Knoten, der Anzahl der Gleichungen sowie den gew ahlten Randbedingungen ab.
Um das AWP zu l osen, muss eine Diskretisierung in der Zeit vorgenommen werden. Es gibt
verschiedene Verfahren, um diese Diskretisierung durchzuf uhren. Zu den einfachsten Verfahren
z ahlen die sogenannten Einschrittverfahren, auf welche in diesem Kapitel eingegangen wird.
Einschrittverfahren nutzen nur die L osung im vorangegangenen Zeitschritt, um die L osung
im n achsten Zeitschritt zu bestimmen. Im Unterschied dazu nutzen Mehrschrittverfahren
L osungen aus mehreren vorangegangen Zeitschritten. Weitere Informationen k onnen in
[Reinhardt, 2008, Deu
hard und Bornemann, 2002, Hairer et al., 1993] nachgeschlagen
werden.
Die beiden einfachsten Einschrittverfahren sind das explizite und das implizite Eulerverfahren.
In beiden Verfahren wird folgende Approximation verwendet
@u
@t
 Dtu(t) :=
u(t + t)   u(t)
t
: (2.2.3)
Der Unterschied zwischen dem expliziten und dem impliziten Eulerverfahren ist die Stelle, an
der A ausgewertet wird.
Beim expliziten Eulerverfahren wird A an der Stelle t ausgewertet und wir erhalten direkt
u(t + t) durch folgende Gleichung
ut(t + t) = A(t;ut(t))  t + ut(t): (2.2.4)
Mit Hilfe der Anfangsbedingungen und einem korrekt gew ahlten t kann nun ut an jeder
beliebigen Stelle t > T0 iterativ bestimmt werden. ut(t) approximiert hierbei u(t).
Beim impliziten Eulerverfahren wird A an der Stelle t+t ausgewertet und man erh alt folgende
Gleichung
ut(t + t)   A(t + t;ut(t + t))  t = ut(t): (2.2.5)
In diesem Fall, kann ut(t + t) nicht trivial berechnet werden. Stattdessen muss Gleichung
(2.2.5) nach ut(t+t) aufgel ost werden. Sollte A(t;u) eine lineare Funktion bez uglich u sein,
d.h. wir k onnen A schreiben als
A(t + t;u) = M(t + t)u + c(t + t) (2.2.6)
mit M 2 RNN und c 2 RN und ist zus atzlich (1   t  M(t)) invertierbar, kann Gleichung
(2.2.5) aufgel ost werden und man erh alt
ut(t + t) = (1   t  M)
 1(ut(t) + t  c(t + t)): (2.2.7)
Der Fall, in dem A nicht-linear bez uglich u ist, wird in Abschnitt 2.3 erl autert.
Bemerkung 2.2.1. Um eine m oglichst freie Wahl des Zeitschritts zu erm oglichen, sollten aus
Stabilit atsgr unden Quellterme immer explizit und Senken immer implizit diskretisiert werden.KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 27
2.3 Numerische L osung von nichtlinearen
Gleichungssystemen
Nach der Diskretisierung in Zeit und Ort von Gleichung (2.0.1) hat man ein unendlich
dimensionales Problem durch ein endlich dimensionales Problem approximiert. Die Dimension
berechnet sich aus der Summe der Unbekannten, welche bei der Ortsdiskretisierung entstehen,
 uber alle Zeitschritte. Wir unterteilen dieses Problem, wie in Abschnitt 2.2 beschrieben, in
einzelne Probleme, in denen jeweils nur aus einer bereits berechneten L osung ut;N(t) die
L osung im darauolgenden Zeitschritt ut;N(t + t) berechnet wird. Die Dimension dieser
einzelnen Probleme entspricht nun gerade der Anzahl der bei der Ortsdiskretisierung innerhalb
des betrachteten Zeitschritts entstandenen Unbekannten. Jedes einzelne dieser Probleme kann
auf folgende Form gebracht werden
F(t;ut;N(t);ut;N(t + t)) = 0: (2.3.1)
Im Allgemeinen h angt F nicht-linear von ut;N(t + t) ab und die L osung von (2.3.1) ist in
dem Fall weder eindeutig noch zwangsl aug existent.
Man kann jedoch versuchen zum Beispiel mit Hilfe des Fixpunktverfahrens oder des
Newtonverfahrens iterativ eine Approximation an die L osung zu bestimmen. Das
Newtonverfahren wird im Folgenden genauer erl autert. Weitere Details k onnen zum Beispiel in
[Deu
hard und Hohmann, 1991, Ortega und Rheinboldt, 1987] nachgeschlagen werden.
Zun achst denieren wir die Konvergenzordnung einer Folge.
Denition 2.3.1. Konvergenz einer Folge Eine Folge fxkg;xk 2 RN konvergiert mit der
Ordnung p  1 gegen einen Grenzwert x 2 RN, falls es eine Konstante C gibt, so dass
kx
k+1   x
k  Ckx
k   x
k
p: (2.3.2)
Gilt p = 1, muss zus atzlich C < 1 gelten.
Im Fall p = 1 spricht man von linearer Konvergenz, im Fall p = 2 von quadratischer
Konvergenz (usw.). Zus atzlich heit die Folge fxkg superlinear konvergent, wenn es eine
Nullfolge fCkg gibt, so dass
kx
k+1   x
k  Ckkx
k   x
k: (2.3.3)
Da Iterationsverfahren im Allgemeinen nur eine N aherung an die L osung berechnen,
wird F(t;ut;N(t);ut;N(t + t)) nicht zwangsl aug exakt null. Stattdessen m ussen
Abbruchbedingungen eingef uhrt werden, um die Iteration zu stoppen. Geeignete
Abbruchbedingungen sind zum Beispiel
kF(t;ut;N(t);x
k)k < 1 (2.3.4)
kF(t;ut;N(t);xk)k
kF(t;ut;N(t);x0)k
< 2 (2.3.5)
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Die ersten beiden Abbruchbedingungen beschreiben den Fall, dass das Verfahren ausreichend
(absolut bzw. relativ) konvergiert ist. Bricht das Iterationsverfahren aufgrund der dritten
Abbruchbedingung ab, konnte die L osung nicht innerhalb der gew ahlten maximalen Anzahl
an Iterationen ausreichend approximiert werden.
2.3.1 Newtonverfahren
Das Newtonverfahren ist ein iteratives Verfahren zur L osung von nicht-linearen Gleichungen.
Die Iterationsvorschrift lautet folgendermaen
x
k+1 = x
k   Jxk(F(t;ut;N(t);x
k))
 1  F(t;ut;N(t);x
k) (2.3.7)
x
0 = ut;N(t): (2.3.8)
hierbei ist Jxk(F(t;ut;N(t);xk)) die Jacobimatrix von F(t;ut;N(t);xk) bez uglich xk.
Bemerkung 2.3.1. Setzt man in der Newtoniteration Jxn(F(t;ut;N(t);xn)) 1 = 1, entspricht
die neue Iterationsvorschrift gerade der Fixpunktiteration.
Nun wollen wir die Konvergenz des Newtonverfahrens genauer betrachten:
Satz 2.3.1. Sei 
  RN oen und konvex und F(t;ut;N(t);x) = F(x) : 
 ! RN eine stetig
dierenzierbare Funktion mit invertierbarer Jacobimatrix Jx(x) 8x 2 
. Weiterhin gelte f ur ein
!  0 die Lipschitz-Bedingung:
kJx(x)
 1(Jx(x + sv)   Jx(x))vk  s!kvk
2 (2.3.9)
f ur alle s 2 [0;1], x 2 
 und v 2 RN, so dass x + v 2 
. Weiterhin existiere eine L osung
x 2 
 und ein Startwert x0 2 
 derart, dass
 := kx
   x
0k <
2
!
und B(x
)  
: (2.3.10)
Dann bleibt die durch das Newton-Verfahren denierte Folge fxkg f ur k > 0 in der oenen
Kugel B(x) und konvergiert gegen die eindeutige L osung x. Die Ordnung der Konvergenz
ist 2 und f ur den Fehler gilt
kx
k+1   x
k 
!
2
kx
k   x
k
2: (2.3.11)
Beweis. Siehe [Deu
hard und Hohmann, 1991] Abschnitt 4.2.
Aus Satz 2.3.1 folgern wir direkt:
Bemerkung 2.3.2. Falls F(t;ut;N(t);ut;N(t + t)) linear bez uglich ut;N(t + t) ist,
konvergiert das Newtonverfahren nach einem Schritt, die L osung ist eindeutig und exakt.KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 29
2.3.2 Liniensuche
Die Liniensuche ist eine Methode, um bei iterativen L osern f ur nichtlineare Probleme die
Konvergenz zu verbessern. Zun achst wird eine Suchrichtung berechnet, z.B. mit dem in
Abschnitt 2.3.1 vorgestellten Verfahren. Anschlieend wird entlang der Suchrichtung an
diskreten Stellen die betrachtete Funktion ausgewertet. Die Stelle, an der die Abweichung der
betrachteten Funktion vom gew unschten Wert am geringsten ist, ergibt gerade die neue Iterierte.
Betrachten wir das allgemeine Beispiel aus Gleichung (2.3.1).
Denition 2.3.2. Suchrichtung Sei xk die Iterierte nach k Schritten und xk+1 berechnet
durch eine beliebige Methode (z.B. Fixpunktiteration oder Newtonverfahren), dann heit
d
k := x
k+1   x
k (2.3.12)
Suchrichtung im k-ten Schritt.
Als n achstes w ahlen wir uns eine Menge , welche uns die Punkte entlang der Suchrichtung
deniert, an denen F ausgewertet wird. Typischerweise ist jj < 20 und f ur  2  gilt  2 (0;2].
Nun suchen wir entlang der Suchrichtung nach dem kleinsten Fehler und w ahlen die
entsprechenden Suchrichtungen aus, d.h.
F
k
min := min
2
jF(t;ut;N(t);x
k + d
k)j (2.3.13)
V :=

x
k + d
k; 2  j F(t;ut;N(t);x
k + d
k) = F
k
min
	
: (2.3.14)
Die Menge V enth alt die Stellen entlang der Suchrichtung an denen jFj minimal ist, d. h. der
Fehler am geringsten ist. Hat V genau ein Element, so setzt man
x
k+1 := x
k + d
k mit x
k + d
k 2 V: (2.3.15)
Hat V mehr als ein Element, kann ein beliebiges Element aus V als n achste Iterierte ausgew ahlt
werden. Ist V leer, bedeutet dies, dass entweder die Menge  nicht korrekt gew ahlt wurde, die
Suchrichtung dk falsch berechnet wurde, oder dass F an der Stelle xk ein lokales Minimum
besitzt.
Bemerkung 2.3.3. Wenn keine Liniensuche ausgef uhrt wird, so ist dies  aquivalent zu  = f1g.
2.4 Numerische L osung von groen linearen
Gleichungssystemen mit Mehrgitterverfahren
In Kapitel 2.3.1 muss Jxn(F(t;ut;N(t);xk)) 1F(t;ut;N(t);xk) berechnet werden, um einen
Newtonschritt auszuf uhren. In Kapitel 2.2 muss (1   t  M) 1(ut;N(t) + t  c(t + t))
berechnet werden, um mit dem impliziten Eulerverfahren einen Zeitschritt durchzuf uhren. Beides
sind Matrizen, welche aus der Diskretisierung hervorgegangen sind. Die Gr oe einer solchenKAPITEL 2. MATHEMATISCHE GRUNDLAGEN 30
Matrix wird durch die  ortliche Au
 osung, also die Anzahl der Gitterpunkte, und durch die Anzahl
an Unbekannten pro Gitterpunkt bestimmt. Typischerweise wird der Diskretisierungsfehler
kleiner, je h oher die  ortliche Au
 osung ist. Um den Diskretisierungsfehler klein zu halten, wird
demnach die r aumliche Au
 osung erh oht und man erh alt eine groe zu invertierende Matrix.
Die aus diesem Verfahren entstehenden Matrizen sind in der Regel d unnbesetzte M-Matrizen.
In diesem Kapitel betrachten wir ganz allgemein groe d unnbesetzte M-Matrizen K.
Bemerkung 2.4.1. Um K 1y zu berechnen muss folgendes Gleichungssystem gel ost werden
Kx = y: (2.4.1)
Es gilt dann K 1y = x.
Denition 2.4.1. D unnbesetzte Matrix Ein Matrix K 2 RNN heit d unnbesetzt, wenn
die Anzahl der nicht-null Eintr age in jeder Zeile kleiner ist als C mit C  N.
Denition 2.4.2. M-Matrix K = (Kij)
N 1
i;j=0 2 RNN heit M-Matrix, wenn K invertierbar
ist und
Kii > 0 8i 2 f0;:::;N   1g (2.4.2)
Kij  0 8i;j 2 f0;:::;N   1g und i 6= j (2.4.3)
K
 1
ij  0 8i;j 2 f0;:::N   1g (2.4.4)
gilt. Die beiden Bedingungen (2.4.2) und (2.4.3) heien Vorzeichenbedingung.
Die Vorzeichenbedingungen (2.4.2) und (2.4.3) sind einfach zu  uberpr ufen. Die dritte Bedingung
(2.4.4) hingegen ist schwieriger nachzuweisen. Um ein Kriterium f ur M-Matrizen aufzustellen,
wird die Irreduzibilit at und Diagonaldominanz von Matrizen ben otigt.
Denition 2.4.3. Diagonaldominanz Eine Matrix K 2 RNN heit schwach
diagonaldominant, wenn gilt
X
j2Ji
jKijj  jKiij 8i 2 [0;:::;N   1] und Ji = [0;:::;i   1;i + 1;:::;N   1]: (2.4.5)
Weiterhin heit eine Matrix K 2 RNN strikt diagonaldominant, wenn sogar gilt
X
j2Ji
jKijj < jKiij 8i 2 [0;:::;N   1] und Ji = [0;:::;i   1;i + 1;:::;N   1]: (2.4.6)
Denition 2.4.4. Irreduzibilit at Ein Index i heit mit Index j verbunden, wenn es Indizes
i0 = i;:::;ik = j gibt, so dass Kii+1 6= 0 8 2 [0;:::;k   1].
Eine Matrix K 2 RNN heit irreduzibel, wenn jeder Index i 2 [0;:::;N  1] mit jedem Index
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Denition 2.4.5. Eine Matrix K 2 RNN heit irreduzibel diagonaldominant, wenn die
Matrix irreduzibel und schwach diagonaldominant ist und weiterhin f ur mindestens ein
i 2 [0;:::;N   1] gilt
X
j2Ji
jKijj < jKiij mit Ji = [0;:::;i   1;i + 1;:::N   1]: (2.4.7)
Nun k onnen wir folgendes Kriterium f ur M-Matrizen festhalten.
Satz 2.4.1. F ur K 2 RNN gilt die Vorzeichenbedingung (2.4.2) und (2.4.3), weiterhin sei
K strikt diagonaldominant oder irreduzibel diagonaldominant, dann ist K eine M-Matrix.
Beweis. Siehe [Hackbusch, 1986] Abschnitt 4.3.
Satz 2.4.2. Vergleich von M-Matrizen Sei K 2 RNN eine M-Matrix, weiterhin sei K0 2
RNN eine Matrix, welche aus K hervorgegangen ist, indem beliebige Nebendiagonal-Eintr age
von K auf null gesetzt wurden. Dann ist K0 ebenfalls eine M-Matrix.
Beweis. Siehe [Varga, 1962] Abschnitt 3.5.
Gleichungssysteme k onnen direkt beispielsweise per Gauelimination, LU Zerlegung, Cholesky
Zerlegung oder Givensrotation gel ost werden. Der Rechenaufwand f ur diese Verfahren ist
jeweils / N3. Ist N sehr gro, steigt die Rechenzeit  uberproportional schnell an und
das Gleichungssystem kann nicht in einer akzeptablen Zeit gel ost werden. Es gibt iterative
Verfahren (z.B. Gau-Seidel Verfahren, CG-Verfahren und Mehrgitterverfahren), bei denen der
Rechenaufwand f ur jede Iteration / N ist. Ist weiterhin die Anzahl der Iterationen unabh angig
von N, hat das Verfahren einen optimalen Rechenaufwand / N. Im Folgenden wird auf iterative
Verfahren, insbesondere auf das Mehrgitterverfahren, n aher eingegangen. Weitere Informationen
zu direkten und iterativen L osern f ur lineare Gleichungssysteme k onnen in [Hackbusch, 1991],
[Hackbusch, 1985], [Kanzow, 2005] und [Wesseling, 2004] nachgeschlagen werden.
2.4.1 Iterative Verfahren
Denition 2.4.6. Iteratives Verfahren Ein iteratives Verfahren zur L osung von Kx = y ist
gegeben durch einen Startvektor x0 und folgende Iterationsvorschrift
x
k+1 = Sx
k := x
k   M
 1(Kx
k   y): (2.4.8)
Damit jeder Iterationsschritt einen Rechenaufwand / N hat, muss M mit einem Aufwand
O(N) invertierbar sein. Weiterhin sollte M eine Approximation an K darstellen, damit die
Iteration sinnvoll ist.
Bemerkung 2.4.2. F ur M = K erh alt man nach einer Iteration das exakte Ergebnis.
Bemerkung 2.4.3. Konvergiert die Folge fxkg, so ist der Grenzwert x := lim
k!1
xk die eindeutige
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Sei L eine echte untere Dreiecksmatrix und U eine echte obere Dreiecksmatrix, dann k onnen
wir K aufspalten in K = L + D + U, wobei D eine Diagonalmatrix ist und L;D;U eindeutig
bestimmt sind. Zu den bekanntesten und einfachsten Iterationsverfahren z ahlen:
• Jacobi Verfahren M = D
• Gau-Seidel Verfahren M = L + D
• ILU-Zerlegung M = L0U0
Bei der ILU-Zerlegung wird eine unvollst andige LU Zerlegung von K durchgef uhrt. Man erh alt
K = L0U0   N. N beinhaltet die Eintr age, welche bei der unvollst andigen Zerlegung nicht
ber ucksichtigt wurden.
Um eine Aussage  uber die Konvergenz von iterativen Verfahren treen zu k onnen, muss noch
die regul are Aufspaltung deniert werden.
Denition 2.4.7. Regul are Aufspaltung Sei K eine M-Matrix, dann heit die Aufspaltung
K = M   N regul ar, genau dann, wenn gilt
M
 1
ij  0 8i;j 2 [0;:::;N   1] (2.4.9)
Nij  0 8i;j 2 [0;:::;N   1]: (2.4.10)
Schlielich k onnen wir folgenden Satz  uber die Konvergenz von Iterationsverfahren formulieren.
Satz 2.4.3. Sei K eine M-Matrix und die Aufspaltung K = M   N sei regul ar. Dann
konvergiert das Iterationsverfahren
x
k+1 = x
k   M
 1(Kx
k   y): (2.4.11)
Beweis. Siehe [Hackbusch, 1991] Abschnitt 6.5.
Bemerkung 2.4.4. Sei K eine M-Matrix, dann sind die durch das Jacobi Verfahren und das
Gau-Seidel Verfahren induzierten Aufspaltungen regul ar.
Beweis. i) Jacobi Verfahren: Da K M-Matrix und M = D ist M
 1
ij > 0 8i;j 2 [0;:::;N 1].
Weiterhin, da K die Vorzeichenbedingung erf ullt, ist Nij  0 8i;j 2 [0;:::;N   1]. Also ist
die Aufspaltung regul ar.
ii) Gau-Seidel Verfahren: Mit M = L + D ist M ebenfalls M-Matrix (vgl. Satz 2.4.2). Daraus
folgt M
 1
ij > 0 8i;j 2 [0;:::;N  1]. Weiterhin ist N =  R und damit gilt Nij  0 8i;j 2
[0;:::;N   1]. Demnach folgt, dass die Aufspaltung regul ar ist.
Mit Satz 2.4.3 konnte eine Aussage  uber die Konvergenz getroen werden, nicht jedoch  uber die
Anzahl der n otigen Iterationsschritte. Dazu betrachten wir noch einmal die Iterationsvorschrift
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Sei x die L osung des linearen Gleichungssystems Kx = y und das Iterationsverfahren
xk+1 = Sxk konvergent mit lim
k!1
xk = x, dann gilt:
kx   x
kk = kS
kx   S
kx
0k
 kSk
kkx   x
0k (2.4.12)
Hinreichend f ur die Konvergenz des Iterationsverfahrens ist demnach kSk < 1. In der
Spektralnorm ist das  aquivalent zu (S) < 1, wobei (S) den Spektralradius von S darstellt. Die
Anzahl der n otigen Iterationsschritte wird demnach durch den Abstand von kSk zu 1 bestimmt.
Ist kSk  1 werden sehr viele Iterationsschritte ben otigt, ist hingegen kSk  0 konvergiert das
Iterationsverfahren sehr schnell.
Bemerkung 2.4.5. Die Verfahren, Jacobi, Gau-Seidel und ILU, reduzieren den hochfrequenten
Anteil des Fehlers gut. Allerdings sind die Verfahren nicht in der Lage den niederfrequenten
Anteil des Fehlers zu reduzieren, d.h. das Verfahren konvergiert insgesamt nur sehr langsam.
Aus diesem Grund sind diese Verfahren Gl atter.
2.4.2 Mehrgitterverfahren
Das Mehrgitterverfahren ist ein iteratives Verfahren, welches aus zwei Komponenten besteht.
Die erste Komponente ist der Gl atter (z.B. Jacobi, Gau-Seidel, ILU), der den hochfrequenten
Anteil des Fehlers reduziert. Die zweite Komponente ist die Grobgitterkorrektur. Hierbei wird
zun achst der gegl attete Defekt auf ein gr oberes Gitter restringiert und dort wird durch L osen
der Defektgleichung und anschlieender Prolongation auf das feinere Gitter eine Korrektur
berechnet. Die alte Iterierte wird anschlieend mit der berechneten Korrektur verbessert.
Die Grobgitterkorrektur reduziert den niederfrequenten Anteil des Fehlers. Damit beim L osen
eines groen linearen Gleichungssystems mit dem Mehrgitterverfahren der Rechenaufwand
/ N ist, m ussen die beiden Komponenten, Gl atter und Grobgitterkorrektur, bestimmte
Bedingungen erf ullen. Zum einen muss der Gl atter die Gl attungseigenschaft erf ullen und zum
anderen muss das lineare Gleichungssystem auf den gr oberen Gittern in gewisser Weise dem
linearen Gleichungssystem auf dem feinen Gitter  ahneln. Dies wird durch die sogennante
Approximationseigenschaft sichergestellt.
Sei (2.0.1) gegeben. Weiterhin bilden 
1 :::
nlvl eine Gitterhierarchie, welche 
 approximiert.

1 sei hierbei das feinste Gitter, d.h. 
1 approximiert 
 am besten. K1;:::;Knlvl seien die
diskreten Operatoren von L auf dem jeweiligen Level.
Denition 2.4.8. Ein Restriktionsoperator rl bildet einen Vektor xl 2 
l auf einen Vektor
xl+1 2 
l+1 ab.
Denition 2.4.9. Ein Prolongationsoperator pl bildet einen Vektor xl+1 2 
l+1 auf einen
Vektor xl 2 
l ab.
F ur den Fall, dass die Gitterhierarchie nur aus 2 Leveln besteht (nlvl = 2), lautet der
Zweigitteroperator
T2(1;2) = S
2
1 (1   p1K
 1
2 r1K1)S
1
1 : (2.4.13)KAPITEL 2. MATHEMATISCHE GRUNDLAGEN 34
Hierbei ist S1 ein iteratives Verfahren, welches als Gl atter auf 
1 eingesetzt wird, beispielsweise
das Jacobi Verfahren. An dem Operator k onnen die einzelnen Schritte im Zweigitterverfahren
abgelesen werden
• wende Gl atter S1 1 mal an (S
1
1 )
• berechne Defekt (K1)
• restringiere Defekt (r1)
• L ose Defektgleichung (K
 1
2 )
• prolongiere die L osung der Defektgleichung (p1)
• korrigiere die aktuelle L osung (1   p1K
 1
2 r1K1)
• wende Gl atter S1 2 mal an (S
2
1 ).
Besteht die Gitterhierarchie aus mehr als zwei Gittern sieht der Algorithmus f ur eine
Mehrgitteriteration folgendermaen aus
MGV(x1;y1;1);
wobei gilt
MGV(x;y;l)
f
if(l = nlvl)
return xnlvl = K 1
nlvlynlvl
else
f
xl = S
1
l (xl;yl)
vl+1 = rl(yl   Klxl)
wl+1 = 0
for(j = 0;j < 
;j + +)
vl+1=MGV(wl+1;vl+1;l + 1)
xl = xl + p(vl+1)
return xl = S
2
l (xl;yl)
g
g.
In einem Mehrgitterverfahren gibt es drei Parameter: 1;2 und 
. 1 und 2 stehen f ur die
Anzahl der Vor- bzw. Nachgl attungsschritte, dabei gilt normalerweise 1;2 2 [2;:::;5].
M ussen 1 oder 2 sehr hoch gew ahlt werden, steigt der Rechenaufwand an und es sollte
versucht werden einen anderen besseren Gl atter zu verwenden. 
 bestimmt die Art des
Mehrgitterzyklus. F ur 
 = 1 beschreibt eine Mehrgitteriteration einen V-Zyklus, f ur 
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einen W-Zyklus (siehe Abbildungen 2.4.1 und 2.4.2). Andere Werte f ur 
 werden praktisch
nicht verwendet.
Level 1
Level 2
Level 3 Grobgitterkorrektur
S1
ν2 S1
ν1
S2
ν2 S2
ν1
Abbildung 2.4.1: Illustration des Mehrgitterverfahrens (V-Zyklus)
Level 1
Level 2
Level 3 Grobgitterkorrektur Grobgitterkorrektur
S1
ν1
S2
ν2 S2
ν1 S2
ν2
S1
ν2
S2
ν1
Abbildung 2.4.2: Illustration des Mehrgitterverfahrens (W-Zyklus)
Um die Konvergenz des Mehrgitterverfahrens zu untersuchen, m ussen zun achst die
Gl attungseigenschaft und die Approximationseigenschaft deniert und untersucht werden.
Denition 2.4.10. Gl attungseigenschaft Ein Iterationsverfahren erf ullt die
Gl attungseigenschaft, wenn folgendes gilt
kKlS

l k  ()kKlk f ur 0   und l 2 [1;:::;nlvl   1] (2.4.14)
lim
!1() = 0: (2.4.15)
Satz 2.4.4. Seien Kl und M symmetrisch und positiv denit, weiterhin gelte
kMk2  CMkKlk2.
Dann erf ullt die Iterationsvorschrift
x
i+1 = Sx
i := x
i   M
 1(Kx
i   y) (2.4.16)
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Beweis. Wir betrachten
KS
 = K(1   M
 1K)
 = (M   N)(M
 1(M   K))

= (M   N)(M
 1N) = (M   N)M
  1
2X
M
  1
2
= M
1
2(1   X)X
M
1
2; (2.4.17)
wobei X = M  1
2NM  1
2 gilt. Daraus folgt
kKS
k2  kMk2k(1   X)X
k2  kKlk2  CM  k(1   X)X
k2: (2.4.18)
Nun setzt man () = CM  k(1   X)Xk2 und sieht, dass () ! 0 f ur  ! 1. Weitere
Details k onnen in [Hackbusch, 1991] Abschnitt 10.7.3 nachgeschlagen werden.
Denition 2.4.11. Approximationseigenschaft Sei Kl die Matrix auf dem l-Level
der Gitterhierarchie und Kl 1 die Matrix auf dem (l   1)-Level, dann ist die
Approximationseigenschaft erf ullt, wenn gilt
kK
 1
l   pK
 1
l 1rk  CK=kKlk f ur l 2 [2;:::;nlvl]: (2.4.19)
Mit Hilfe der beiden Eigenschaften formulieren wir den Satz  uber die Konvergenz des
Zweigitterverfahrens.
Satz 2.4.5. Es gelte die Approximationseigenschaft und die Gl attungseigenschaft. Dann
existiert ein ~  > 0, so dass
kT2(~ ;0)k = k(1   p1K
 1
2 r1K1)S
~ 
1k   < 1 (2.4.20)
gilt. Damit konvergiert das Zweigitterverfahren mit einer Konvergenzrate unabh angig von N und
der Rechenaufwand zum L osen eines linearen Gleichungssystems mit dem Zweigitterverfahren
T2(~ ;0) ist / N.
Beweis.
k(1   p1K
 1
2 r1K1)S

1k = k(K
 1
1   p1K
 1
2 r1)K1S

1k
 k(K
 1
1   p1K
 1
2 r1)kkK1S

1k
 CK=kK1k  ()kK1k
= CK  () (2.4.21)
Da () ! 0 f ur  ! 1, gibt es ein ~ , so dass CK  () < 1 f ur alle   ~ .
Konvergenzuntersuchungen zu allgemeineren Mehrgitterverfahren, also Verfahren mit mehr als
zwei Leveln in der Gitterhierarchie, sowie weiterf uhrende Untersuchungen zum V- bzw. W-Zyklus
k onnen in [Hackbusch, 1991] nachgeschlagen werden.
Die Wahl der Prolongation, der Restriktion, des Gl atters sowie des diskreten Dierential
Operators Kl auf den verschiedenen Leveln der Gitterhierarchie beein
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des Verfahrens stark. Im Folgenden werden geeignete Operatoren vorgestellt.
Eine Prolongation bildet einen Vektor xl+1 von einem gr oberen Gitter 
l+1 auf ein feineres Gitter

l ab.  Ublicherweise wird in jedem Gitterpunkt aus 
l der Vektor xl berechnet, indem ausgehend
von den Gitterpunkten von 
l+1 und dem Vektor xl+1 eine Interpolation durchgef uhrt wird. Der
Prolongationsoperator ergibt sich dann aus der Gleichung xl = plxl+1. In einer Dimension auf
einem  aquidistanten Gitter sieht solch ein Prolongationsoperator wie folgt aus
p =

1
2
;1;
1
2

: (2.4.22)
In zwei Dimensionen bekommt man folgenden Stern
p =
2
4
1=4 1=2 1=4
1=2 1 1=2
1=4 1=2 1=4
3
5: (2.4.23)
Die Abh angigkeiten des eindimensionalen Prolongationsoperators sind in Abbildung 2.4.3
illustriert. Ausgehend von einem Prolongationsoperator pl kann der Restriktionsoperator rl
direkt als Adjungierte des Prolongationsoperators rl = pT
l bestimmt werden. Die Ordnung
der Restriktion entspricht in dem Fall der Ordnung der Prolongation.
Bemerkung 2.4.6. Die Ordnungen der Restriktion und der Prolongation zusammen
sollten stets gr oer sein als die Ordnung des Dierentialoperators, anderenfalls ist die
Approximationseigenschaft nicht erf ullt.
Die diskreten Dierentialoperatoren Kl erh alt man beispielsweise durch Ausf uhren des
selben Diskretisierungsschemas auf jedem Gitter 
l. Alternativ kann man mit Hilfe eines
Diskretisierungsschemas nur K1 bestimmen. Die Dierentialoperatoren auf den gr oberen Leveln
bekommt man schlielich iterativ mit Hilfe des Galerkinprodukts
Kl+1 = rlKlpl: (2.4.24)
Level l
Level l+1
Abbildung 2.4.3: Illustration der Abh angigkeiten zwischen Knoten auf verschiedenen Gitterleveln
gegeben durch einen Prolongationsoperator, welcher linear interpoliert.
Betrachten wir abschlieend das Modellproblem
  div(ru(x;y)) = f (x;y) 2 
 = [0;0]  [1;1]
u(x;y) = g (x;y) 2 @
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F ur ein gleichm aiges Gitter mit Gitterweite h in x- und y- Richtung erhalten wir den diskreten
Operator Kh = LN;FV . Wendet man das ged ampfte Jacobi Verfahren mit ! = 0:5 an, sind
alle Voraussetzungen des Satzes 2.4.4 erf ullt. Daraus folgt, dass das Jacobi Verfahren in diesem
Fall die Gl attungseigenschaft erf ullt.
Verwendet man eine Prolongation, welche linear Interpoliert, und eine Restriktion, welche sich
aus der adjungierten der Prolongation ergibt, ist ebenfalls die Approximationseigenschaft erf ullt.
Aus Satz 2.4.5 folgern wir, dass der Rechenaufwand zum L osen des Modellproblems mit dem
Zweigitterverfahren einen optimalen Aufwand / N hat.
Insgesamt k onnen wir festhalten, dass Mehrgitterverfahren gut geeignet sind, um groe lineare
Gleichungssysteme ezient zu l osen.
2.5 Verfahren zur Parametersch atzung
Ein komplexes mathematisches Modell, etwa das in Kapitel 5 vorgestellte Modell f ur
Biogasreaktoren, hat  ublicherweise eine Vielzahl von Parametern (z.B. Permeabilit at, Viskosit at,
Sterberate, Aufnahmerate usw.). Um Simulationsrechnungen durchzuf uhren, m ussen sinnvolle
Werte f ur alle Parameter eingesetzt werden. Zun achst wird versucht in der Literatur passende
Werte f ur die anfallenden Parameter zu nden. Allerdings schwanken Literaturangaben zu
vielen Parametern oft um mehrere Gr oenordnungen. Aus diesem Grund muss versucht
werden die Parameter richtig zu sch atzen. Dies geschieht typischerweise, indem zun achst eine
Fitnessfunktion deniert wird und anschlieend die Parameter mit einem geeigneten Verfahren
so eingestellt werden, dass die Fitnessfunktion in einer kleinen Umgebung minimal wird. Solche
Verfahren heien Optimierungsverfahren. Weitere Informationen k onnen in [Sch afer, 2004],
[Box et al., 1969], [Stoer und Witzgall, 1970] und [Nocedal und Wright, 2006] nachgeschlagen
werden.
2.5.1 Fitnessfunktion
Der Sinn einer Fitnessfunktion f ist es, ein Ma f ur die Abweichung der Simulationsergebnisse
zur Realit at darzustellen. Dabei h angt f von den Modellparametern (p1;:::;pn) ab. Die
Fitnessfunktion f kann als eine Kombination von verschiedenen Funktionen ~ fi geschrieben
werden. Dabei steht jedes ~ fi f ur ein bestimmtes Ph anomen, welches in der Realit at entweder
gemessen wurde oder erwartet werden kann. Stehen experimentelle Daten zur Verf ugung k onnen
diese beispielsweise auf folgende Art und Weise in die Fitnessfunktion ein
ieen:
~ f(p1;:::;pn) =
1
nexp
nexp 1 X
i=0
(Modelli(p1;:::;pn)   Experimenti)
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Nun k onnen wir die Fitnessfunktion f folgendermaen denieren
f(p1;:::;pn) : = ~ f(p1;:::;pn) +
X
j
Cj ~ fj(p1;:::;pn)  ~ f(p1;:::;pn)
=
 
1 +
X
j
Cj ~ fj(p1;:::;pn)
!
 ~ f(p1;:::;pn); (2.5.2)
dabei sind Cj Gewichtungsfaktoren.
Sollen ausschlielich experimentelle Daten in die Fitnessfunktion ein
ieen, f allt der zweite Teil
der Summe in Gleichung (2.5.2) weg. Es ist oensichtlich, dass die Wahl der Fitnessfunktion
das Ergebnis der Parametersch atzung beein
usst. Aus diesem Grund ist es wichtig, die
Fitnessfunktion f sorgf altig auszuw ahlen.
2.5.2 Minimierungsproblem mit Nebenbedingungen
Die meisten Parameter haben obere und/oder untere Schranken, welche beim Minimieren der
Fitnessfunktion f nicht  uber- bzw. unterschritten werden d urfen. L auft ein Parameter aus
seinem zugeh origen Bereich, ist das Modell meist nicht mehr sinnvoll. Beispielsweise kann
ein Parameter, welcher einen Anteil beschreibt, nur im Intervall [0;1] liegen. Verl asst solch
ein Parameter das Einheitsintervall ist z.B. die Massenerhaltung verletzt und das Modell wird
unphysikalisch. Sei nnbd die Anzahl der Bedingungen an die Parameter, dann k onnen wir im
Allgemeinen Funktionen Gi denieren, welche diese Bedingungen beinhalten
Gi(p1;:::;pn)  0 i 2 [1;:::;nnbd]: (2.5.3)
Das Minimierungsproblem lautet schlielich
min
(p1;:::;pn)
f so dass Gi(p1;:::;pn)  0 8i 2 [1;:::;nnbd]: (2.5.4)
Die Bedingungen Gi an die Parameter heien in diesem Zusammenhang Nebenbedingungen.
2.5.3 Numerische Optimierung
Ist die Fitnessfunktion f aus einem komplexen mathematischen Modell hervorgegangen, kann
nichts weiteres  uber f ausgesagt werden. Die ersten und zweiten Ableitungen von f k onnen,
sofern sie existieren, nur numerisch berechnet werden. In diesem Zusammenhang ist die
Berechnung der Ableitungen sehr aufwendig. Weiterhin kann man nicht davon ausgehen, dass
f linear von den Parametern (p1;:::;pn) abh angt. Dies sollte bei der Auswahl eines geeigneten
Verfahrens ber ucksichtigt werden. Auerdem kann nicht festgestellt werden, ob das Verfahren,
im Falle einer Konvergenz, gegen ein lokales oder globales Minimum konvergiert ist.
Zu den bekanntesten Optimierungsverfahren z ahlen Trust-Region Verfahren, SQP Verfahren
und Liniensuche Verfahren. Alle Verfahren sind iterativ, d.h. ausgehend von einem anf anglichen
Parametervektor (p0
1;:::;p0
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wird, im Falle einer Konvergenz des Verfahrens, ein Parametervektor (p1;:::;pn) bestimmt, in
dem f ein lokales Minimum besitzt.
In Kapitel 7 wird ein Quasi-Newtonverfahren mit Liniensuche zur Sch atzung der
Reaktionsparameter verwendet. Auf dieses Verfahren wird im Folgenden kurz eingegangen.
Details zur Implementierung k onnen in Kapitel 6 gefunden werden.
Bei der Liniensuche wird entlang einer Suchrichtung  ahnlich wie in Kapitel 2.3.2 das
Minimum der Funktion f gesucht. Ausgehend von einem Parametervektor (pk
1;:::;pk
n) wird
die Suchrichtung im (k + 1)-ten Schritt durch folgende Gleichung bestimmt
d
k :=  B
 1
k rf(p
k
1;:::;p
k
n): (2.5.5)
Hierbei ist Bk eine symmetrische invertierbare Matrix. Wird Bk als Einheitsmatrix gew ahlt,
erh alt man die Gradientenabstiegsmethode, f ur Bk = r2f(pk
1;:::;pk
n) erh alt man das
Newtonverfahren (vgl. 2.3.1). Stellt Bk eine Approximation an r2f(pk
1;:::;pk
n) dar, spricht
man von einem Quasi-Newtonverfahren.
Anschlieend wird entlang der bestimmten Suchrichtung eine Liniensuche durchgef uhrt, wobei
die Nebenbedingungen beachtet werden m ussen. Sind nicht mehr alle Nebenbedingungen
erf ullt, sollten die entsprechenden Parameter so korrigiert werden, dass f ur die jeweiligen
Nebenbedingungen Gi = 0 gilt.
Der neue Parametervektor (p
k+1
1 ;:::;pk+1
n ) ist schlielich der Vektor, bei dem f innerhalb der
Liniensuche minimal wird.Kapitel 3
Erneuerbare Energien
In diesem Kapitel werden zun achst erneuerbare und fossile Energien deniert und anschlieend
miteinander verglichen. In Abschnitt 3.1 wird die politische F orderung erneuerbarer Energien
in Deutschland er ortert. Abschnitt 3.2 befasst sich mit der Entwicklung von Biogasanlagen
in Deutschland und in Abschnitt 3.3 wird die Problematik der in Biogasanlagen auftretenden
pathogenen Krankheitserregern erl autert. Abschlieend wird in Abschnitt 3.4 als lokales Beispiel
die Biogasanlage in Semd vorgestellt.
Unter erneuerbarer Energie, versteht man f ur den Menschen nutzbare Energie, welche
aus einer Quelle stammt, die sich kurzfristig erneuert oder deren Nutzung nicht zum
Ersch opfen der Quelle beitr agt. Unter erneuerbare Energien fallen z.B. Hydroenergie,
Windenergie, Solarenergie, Geothermie, Gezeitenenergie, Wellenenergie und Energie aus
Biomasse. Bei der Energie aus Biomasse kann die Quelle, n amlich die Rohstoe selbst (z.B.
Holz, Mais oder andere nachwachsende Rohstoe (NaWaRo)), kurzfristig durch erneuten
Anbau wiederhergestellt werden. Biomasse kann thermisch verwertet werden oder alternativ in
Biogasanlagen zu Biogas abgebaut werden.
Bei den  ubrigen genannten erneuerbaren Energien, etwa Windenergie und Solarenergie, geht
man davon aus, dass die Nutzung der Quelle nicht zum Ersch opfen beitr agt.
Weiterf uhrende Informationen k onnen beispielsweise in [B uhrke und Wengenmayr, 2009]
nachgeschlagen werden.
Gegen uber den erneuerbaren Energien stehen die fossilen Energien. Unter fossiler Energie
versteht man f ur den Menschen nutzbare Energie aus fossilen Energiequellen. Zu den fossilen
Energietr agern z ahlen z.B. Erd ol, Kohle, Erdgas und Uran. Im Gegensatz zu erneuerbaren
Energienquellen sind fossile Energiequellen bei anhaltender Nutzung irgendwann ersch opft.
Beispielsweise wird laut der International Energy Agency im Jahre 2020 das Peak Oil
(globales  Olf ordermaximum) erreicht werden. Nach dem Peak Oil kann die F ordermenge
von Erd ol nicht weiter gesteigert werden und bei gleichzeitig wachsendem Bedarf wird der
Preis merklich steigen und damit eine g unstige Versorgung mit diesem Energietr ager verhindern.
Der Unterschied zwischen fossilen und erneuerbaren Energien wurde bereits 1949 untersucht
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[Hubbert, 1949]. Bei der Nutzung von fossilen Energietr agern steigt die F orderrate des
Rohstoes zun achst bis zu einem Maximum an. Danach nimmt die Verf ugbarkeit des
Rohstoes ab, w ahrend gleichzeitig die F orderrate sinkt. Die eingeschr ankte Menge des
Rohstoes sorgt zum einen f ur steigende Preise und somit zu einer verminderten Verf ugbarkeit
des Energietr agers. Letztendlich ist der fossilie Energietr ager ersch opft.
Bei erneuerbaren Energien hingegen zeigt sich ein anderes Bild. In [Hubbert, 1949] wird
unter anderem das Beispiel der Stromerzeugung aus Wasserkraft untersucht. Anfangs steigt
die installierte elektrische Leistung an, weil immer mehr und ezientere Wasserkraftwerke
gebaut werden k onnen. Im Verlauf konvergiert die installierte elektrische Leistung gegen ein
asymptotisches Maximum, welches den Fall beschreibt, dass die gesamte globale Wasserkraft
ezient genutzt wird. Folglich ist der wesentliche Unterschied zwischen der fossilen und der
erneuerbaren Energie, dass langfristig nur bei erneuerbaren Energien die Energiequellen nicht
ersch opft sein werden.
In Abbildung 3.0.1 ist der globale Energieverbrauch seit 1880 dargestellt. Es ist zu erkennen,
dass der gr ote Teil der Energie aus fossilen Energiequellen stammt. Aufgrund der gerade
er orterten Problematik kann eine weitere Nutzung fossiler Energiequellen in der aktuellen
Gr oenordnung nicht nachhaltig sein.
Abbildung 3.0.1: Weltweiter Energieverbrauch seit 1880 aus [Maa, 2009].KAPITEL 3. ERNEUERBARE ENERGIEN 43
Momentan konkurrieren erneuerbare Energien mit fossilen Energien, wobei fossile Energien
zur Zeit noch preiswerter sind. Betrachtet man hingegen den Zeitraum bis 2030, so haben
Untersuchungen ergeben, dass eine weltweite Umstellung auf erneuerbare Energien rund
100.000 Mrd. US $ kosten w urde [Jacobson und DeLucchi, 2009]. W urden jedoch weiterhin
fossile Energietr ager genutzt werden und die Rohstopreise sich, aufgrund der reduzierten
Verf ugbarkeit, um 20 % erh ohen, w urden ca. 200.000 Mrd. US $ an Investitionskosten anfallen
[Zittel, 2010]. Eine Umstellung auf erneuerbare Energien w urde im betrachteten Szenario
innerhalb der n achsten 20 Jahre zu Kosteneinsparungen in H ohe von 100.000 Mrd. US $ f uhren.
Ein weiterer Aspekt ist der Aussto von Treibhausgasen. Typischerweise werden alle
Treibhausgase in der Einheit CO2- Aquivalente zusammengefasst. CO2- Aquivalente gibt die
Menge CO2 (in Gramm) an, die den gleichen Treibhauseekt hat, wie alle emittierten Gase
zusammen.
Die folgenden Emissionswerte beziehen sich jeweils auf einen kompletten Lebenszyklus
eines Kraftwerks. Strom aus einem mit Erdgas betriebenen BHKW emittiert etwa
420 CO2- Aquivalente/KWh, Kernkraftwerke emittieren etwa 30 CO2- Aquivalente/KWh,
Windkraftanlagen etwa 23 CO2- Aquivalente/KWh, Solaranlagen etwa 130
CO2- Aquivalente/KWh und Biogasanlagen etwa 150 CO2- Aquivalente/KWh. Wird
die Abw arme des mit Erdgas befeuerten BHKWs genutzt, sinkt der Wert auf
etwa 170 CO2- Aquivalente/KWh, f ur Biogasanlagen sinkt der Wert sogar auf -400
CO2- Aquivalente/KWh. Die H ohe der Gutschrift wird berechnet, indem der CO2 Aussto,
welcher n otig w are, um die entsprechende W armeenergie bereitzustellen, abgezogen wird
[Fritsche, 2006].
Erneuerbare Energien emittieren im Vergleich zu fossilen Energien (auer Kernenergie)
sehr wenig Treibhausgase. Dies geht bereits aus der anf anglichen Denition hervor, da die
Menge Kohlendioxid, die bei der Nutzung des Energietr agers Biomasse freigesetzt wird, beim
Wachstum der Biomasse gebunden worden sein muss. Erneuerbare Energien sind im Vergleich
zu fossilen Energien in diesem Sinne klimafreundlicher.
Ein weiterer wichtiger Aspekt ist die Verf ugbarkeit fossiler Energietr ager f ur die Industrie. Der
Ausbau erneuerbarer Energien w urde den Verbrauch fossiler Energietr ager vermindern und
damit auch die Verf ugbarkeit dieser Rohstoe f ur die Industrie  uber einen l angeren Zeitraum
sichern. Gleichzeitig w urde die Abh angigkeit von Importen fossiler Energietr ager abnehmen.
Beispielsweise sorgt ein Streit zwischen der Ukraine und Russland um Gaspreise schon seit
einiger Zeit immer wieder f ur Lieferschwankungen in vielen europ aischen Staaten.
Unter den erneuerbaren Energien spielt Energie aus Biomasse eine wichtige Rolle. Biomasse
kann thermisch verwertet werden oder in Biogasanlagen zum Energietr ager Biogas umgewandelt
werden. Dabei ist die Produktion des Energietr agers Biogas unabh angig von  aueren Ein
 ussen
(z.B. Sonneneinstrahlung oder Windst arke). Gespeichertes Biogas kann gezielt (etwa zu
Spitzenlastzeiten) in einem angeschlossenen BHKW zur Stromerzeugung genutzt werden.
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eingespeist werden kann und somit eine bereits ausgebaute Infrastruktur daf ur zur Verf ugung
steht.  Uber das Erdgas-Netz k onnen dann beispielsweise Haushalte oder PKWs mit dem
aufbereiteten Biogas versorgt werden.
Weiterhin w urde sich durch den Ausbau von Biogasanlagen die momentan zentralisierte (wenige
Kraftwerke pro Fl ache) in eine dezentralisierte Stromversorgung  andern. Durch die gr oere
Zahl und die gleichm aigere Verteilung der Kraftwerke wird die Stabilit at der Stromversorgung
sowie die Eektivit at der Kraftwerke erh oht. Beispielsweise kann die entstehende W armeenergie
in den BHKWs deutlich ezienter, z.B. als Fernw arme, genutzt werden.
3.1 Politische F orderung erneuerbarer Energien in
Deutschland
Strom aus erneuerbaren Energien wurde in der Vergangenheit meist dezentral von kleineren
Unternehmen oder privaten Haushalten in sehr kleinen Mengen produziert. Die Netzbetreiber
untersagten oder erschwerten meist die Einspeisung. Um dieses Problem zu beheben, trat
1991 das StromEinspG (Stromeinspeisungsgesetz) in Kraft. Es regelt die Abnahme und die
Verg utung des aus erneuerbaren Energien erzeugten Stroms. Vor allem wurden die lokalen
Netzbetreiber verp
ichtet den erzeugten Strom abzunehmen. Die Verg utung war allerdings an
den Marktpreis des Stroms gekoppelt und damit nicht hoch genug, um einen wirtschaftlichen
Betrieb zu erm oglichen. Um erneuerbare Energien st arker zu f ordern trat im Jahre 2000 das
EEG (Erneuerbare Energien Gesetz) in Kraft. Der Zweck und das Ziel des Gesetzes lauten wie
folgt:
•
"
Zweck dieses Gesetzes ist es, insbesondere im Interesse des Klima- und
Umweltschutzes eine nachhaltige Entwicklung der Energieversorgung zu erm oglichen,
die volkswirtschaftlichen Kosten der Energieversorgung auch durch die Einbeziehung
langfristiger externer Eekte zu verringern, fossile Energieressourcen zu schonen und die
Weiterentwicklung von Technologien zur Erzeugung von Strom aus Erneuerbaren Energien
zu f ordern.\
•
"
Um den Zweck des Absatzes 1 zu erreichen, verfolgt dieses Gesetz das Ziel, den Anteil
Erneuerbarer Energien an der Stromversorgung bis zum Jahr 2020 auf mindestens 30
Prozent und danach kontinuierlich weiter zu erh ohen.\
Durch das EEG soll ein dauerhaft wirtschaftlicher Betrieb von Anlagen, welche Strom
aus erneuerbaren Energien erzeugen, sichergestellt werden. Dies wird erreicht, indem zum
einen die Netzbetreiber verp
ichtet werden den Strom abzunehmen und zum anderen den
Anlagenbetreibern eine festgelegte Verg utung  uber 15 bis 20 Jahre zugesichert wird. Die H ohe
der Verg utung variiert abh angig von der zugrundeliegenden erneuerbaren Energiequelle. Die
bundesweit anfallenden Mehrkosten, die Dierenz zwischen Verg utung und Marktpreis des
Stroms, werden anteilig unter den  Ubertragungsnetzbetreibern aufgeteilt. Diese geben die
anfallenden Kosten schlielich an die Endverbraucher weiter. Dadurch werden Mehrkosten,
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f ordert auch die Steigerung der Ezienz, indem die Verg utung f ur neu-installierte Anlagen
j ahrlich reduziert wird. Durch eine feste und ausreichend hohe Verg utung, unabh angig vom
Marktpreis des Stroms, l oste das EEG einen Boom in der Branche der erneuerbaren Energien aus.
In Abbildung 3.1.1 wird die Entwicklung des Anteils der erneuerbaren Energien am
Prim arenergieverbrauch und Endenergieverbrauch in Deutschland dargestellt. An der
Abbildung kann man erkennen, dass der Anstieg im Zeitraum des StromEinspG nur moderat
war. Ab dem Inkrafttreten des EEG erh ohte sich der Anteil der erneuerbaren Energien am
Prim arenergieverbrauch stark [BMU, 2010]. Im Jahre 2009 belief sich dieser Anteil auf 10,1 %,
wobei sich der Anteil an der Stromversorgung im selben Jahr auf 16,4 % belief.
Abbildung 3.1.1: Anteil der erneuerbaren Energien am EEV (Endenergieverbrauch) und am PEV
(Prim arenergieverbrauch) in Deutschland (aus [BMU, 2010]).KAPITEL 3. ERNEUERBARE ENERGIEN 46
3.2 Biogasanlagen in Deutschland
Erst durch das Inkrafttreten des EEG im Jahre 2000 konnten Biogasanlagen wirtschaftlich
betrieben werden. Die Einspeiseverg utung war allerdings nicht besonders hoch und somit
wurden im Gegensatz zu den  ubrigen erneuerbaren Energien in den Jahren 2000 bis 2004
nur wenige neue Biogasanlagen gebaut. Insbesondere war ein wirtschaftlicher Betrieb nur
m oglich, wenn kostenfreie bzw. kosteng unstige Substrate eingesetzt wurden. Deshalb wurden
in diesem Zeitraum vermehrt G ulle und p
anzliche Nebenprodukte (z.B. aussortiertes Obst
und Gem use, Gem useabputz, Kartoelschalen, Biertreber oder Rapsextraktionsschrot) als
Substrate eingesetzt.
Im Jahre 2004 wurde das EEG novelliert. Unter anderem wurde der sogenannte NaWaRo-Bonus,
sowie der Technologie-Bonus f ur die Trockenfermentation eingef uhrt. Der NaWaRo-Bonus
sorgte daf ur, dass nun auch NawaRo, z.B. Mais, wirtschaftlich als Substrat eingesetzt
werden konnten. Der Technologie-Bonus f ur Trockenfermentation wurde gezahlt, wenn der
Wasseranteil im Substrat 70 % nicht  uberstieg.
Diese beiden Boni zusammen sorgten daf ur, dass viele neue Biogasanlagen entstanden. Ein
Problem der Novellierung war jedoch, dass der Technologie-Bonus f ur Trockenfermentation zu
einer verminderten Nutzung von G ulle als Substrat f uhrte und durch den F aulnisprozess der
G ulle viele klimasch adliche Gase wieder in die Atmosph are gelangten. Ebenfalls ein Problem
der Novellierung war das Ausschlieungsprinzip. Es besagte, dass der NaWaRo-Bonus nur
gew ahrt w urde, wenn ausschlielich NawaRo, G ulle von Nutztieren und Schlempe von einer
landwirtschaftlichen Brennerei als Substrat in dem Biogasreaktor eingesetzt w urden. Eine
Nutzung von p
anzlichen Nebenprodukten war also wirtschaftlich nicht sinnvoll.
Im Jahre 2009 wurde daraufhin das EEG erneut novelliert. Der Technologiebonus
Trockenfermentation el weg ebenso wie das Ausschlieungsprinzip. Gef ordert wurde die
Nutzung von G ulle (G ulle-Bonus) und NawaRo (NaWaRo-Bonus). Zus atzlich wurde die
Nutzung der im BHKW entstehenden Abw arme gef ordert (KWK-Bonus). Durch den Wegfall
des Ausschlieungsprinzips konnten wieder vermehrt p
anzliche Nebenprodukte eingesetzt
werden. Dadurch sollte eine Konkurrenz zwischen Nahrungsmittelproduktion und Produktion
von Biomasse als Energietr ager vermindert werden.
Schlielich wurde im Jahre 2012 das EEG erneut novelliert, dabei wurden die Boni f ur
NawaRo und G ulle sowie der KWK-Bonus grundlegend  uberarbeitet. Die Verg utung h angt
nun von den verwendeten Substraten ab und ist in zwei Klassen (Einsatzstoverg utungsklasse
I und II) eingeteilt. Der KWK-Bonus ist in die Grundverg utung eingearbeitet. Deshalb ist
die Grundvoraussetzung f ur eine EEG Verg utung eine Verwertung von mindestens 60 % der
im BHKW entstehenden Abw arme. Dadurch sollen vor allem eziente und klimafreundliche
Biogasanlagen gef ordert werden.
Abbildung 3.2.1 zeigt die Entwicklung der installierten elektrischen Leistung von Biogasanlagen.
Es ist zu erkennen, dass insbesondere seit dem Jahr 2004 die installierte elektrische Leistung
stark ausgebaut wird. Weitere Informationen zu diesen Themen k onnen in [BMU, 2010] und
[K ohler et al., 2009] nachgeschlagen werden.KAPITEL 3. ERNEUERBARE ENERGIEN 47
Abbildung 3.2.1: Anzahl der Biogasanlagen in Deutschland und ihre installierte elektrische
Leistung (aus [Fachverband Biogas, 2010]).
3.3 Pathogene Krankheitserreger in Biogasanlagen
Im Jahr 2011 kam es in Deutschland zu einer EHEC-Epidemie. In diesem Zusammenhang stellte
sich die Frage, inwiefern sich pathogene Krankheitserreger in Biogasanlagen vermehren k onnen.
Pathogene Krankheitserreger, welche durch das Substrat in den Biogasreaktor eingef uhrt
werden, sind den bereits etablierten Mikroorganismen aufgrund ihrer geringen Menge unterlegen
und werden, sofern die Verweilzeit im Biogasreaktor lang genug ist, abgebaut. In der Praxis gibt
es in den Reaktoren oft Kurzschlussstr omungen, so dass pathogene Krankheitserreger durchaus
in den Reststo gelangen k onnten. Allerdings kann im Vergleich zu intensiver Tierhaltung
keine erh ohte Gef ahrdung festgestellt werden. Im Gegenteil, bei entsprechender Betriebsweise
werden pathogene Krankheitserreger im Reaktor reduziert (vgl. [Schwarz et al., 2011] und
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3.4 Biogasanlage Semd
In diesem Abschnitt wird die Funktionsweise der Biogasanlage in Semd (in der N ahe von
Darmstadt) erl autert. Die Anlage wird von der HSE AG, welche auch alle aufgef uhrten Daten
zur Verf ugung gestellt hat, betrieben. Die Biogasanlage wurde im Zeitraum Juni 2009 bis Mai
2010 f ur rund 5,5 Mio. e gebaut. Die Anlage besteht aus einem Silo, einem Fermenter, einem
Nachg arer, einem G arrestelager und einer Anlage zur Biogasaufbereitung.
Einmal im Jahr werden etwa 15000t Biomasse (geh ackselter Mais) angeliefert und im Silo
eingelagert (Abbildung 3.4.1 a). Um aeroben Abbau zu vermeiden, muss die Biomasse durch
 Uberfahren mit schweren Fahrzeugen zun achst verdichtet und anschlieend abgedeckt werden
(siehe auch [Muha et al., 2009]).
T aglich werden ca. 40t Biomasse mit einem Teleskoplader dem Silo entnommen und in
den Feststodosierer geladen. Von dort wird die Biomasse  uber eine F orderschnecke in den
Fermenter gegeben (Abbildung 3.4.1 b-d). Im Fermenter wird die eingef uhrte Biomasse durch
R uhren mit dem Fermenterinhalt vermischt (Abbildung 3.4.2 a). Danach gelangt ein Teil
des Fermenterinhalts  uber ein Verbindungsrohr in den Nachg arer, in dem das meiste Biogas
entsteht. Im Falle eines  Uberdrucks kann das  ubersch ussige Biogas klimafreundlich mit Hilfe
einer Notfackel verbrannt werden (Abbildung 3.4.2 b-c). Nachdem die Biomasse im Nachg arer
gr otenteils abgebaut wurde, 
iet sie  uber den Separator in das G arrestelager. Der Separator
trennt dabei die Feststoe von der Prozess
 ussigkeit. Die Fl ussigkeit im G arrestelager steht
ebenso wie der Feststo des Separators den Landwirten als D unger zur Verf ugung (siehe
Abbildung 3.4.2 d und Abbildung 3.4.3 a-b). Schlielich wird das produzierte Biogas (ca. 8500
Nm
3 pro Tag) in der Gasaufbereitungsanlage auf Erdgasqualit at veredelt und in das Erdgasnetz
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a) b)
c) d)
Abbildung 3.4.1: Bilder der Biogasanlage Semd (Teil 1): a) Silo b) Teleskoplader im Silo c)
Silage im Silo d) Feststodosierer mit F orderschnecke am Fermenter (Quelle: HSE AG).KAPITEL 3. ERNEUERBARE ENERGIEN 50
a) b)
c) d)
Abbildung 3.4.2: Bilder der Biogasanlage Semd (Teil 2): a) R uhrwerk am Fermenter b)
Verbindungsrohr zwischen Fermenter und Nachg arer, Notfackel c) Nachg arer d) Separator
(Quelle: HSE AG).KAPITEL 3. ERNEUERBARE ENERGIEN 51
a) b)
c) d)
Abbildung 3.4.3: Bilder der Biogasanlage Semd (Teil 3): a) G arrestelager b) Abf ullanlage f ur
G arreste c) Gasaufbereitungsanlage d) Biogasanlage Semd (Quelle: HSE AG).Kapitel 4
Grundlagen der Biogaserzeugung
In Anlehnung an [Mudrack und Kunst, 1985, Kaltschmitt et al., 2009]
[Bischofsberger et al., 2005] und [Mumme, 2007] werden in diesem Kapitel grob die
Grundlagen der Biogaserzeugung erl autert. Im Prinzip kann aus jedem organischem Material,
welches sich anaerob abbauen l asst, Biogas gewonnen werden. F ur ausf uhrlichere Informationen
sei auf die zitierten Werke verwiesen.
Abschnitt 4.1 besch aftigt sich mit den Eigenschaften von Biogas, in Abschnitt 4.2 werden
kurz die entscheidenden Abbauschritte der anaeroben Fermentation dargestellt. Abschnitt 4.3
besch aftigt sich mit den wichtigsten Ein
ussfaktoren auf die anaerobe Fermentation, w ahrend
in Abschnitt 4.4 spezielle Einheiten und Schreibweisen aus dem Biogasbereich erl autert
werden. Abschnitt 4.5 besch aftigt sich mit theoretischen und praktischen Biogasausbeuten aus
diversen Substraten und abschlieend werden in Abschnitt 4.6 die am weitesten verbreiteten
Verfahrenstechniken dargestellt.
4.1 Eigenschaften von Biogas
Biogas ist ein Gasgemisch, welches gr otenteils aus den beiden Gasen Methan (etwa 60 %) und
Kohlendioxid (etwa 35 %) besteht. Da Methan mit Luft ab einer Konzentration von 5 Vol.-% ein
explosives Gasgemisch bilden kann, m ussen bei der Biogasproduktion (vor allem in geschlossenen
R aumen) Sicherheitsvorschriften eingehalten werden.
Neben dem brennbaren Methan benden sich im Biogas meist noch unerw unschte Gase,
wie etwa Kohlendioxid, Ammoniak, Schwefelwassersto oder Wasserdampf. Je nach Art der
Verwertung von Biogas, ist es n otig das Gas zun achst auf eine entsprechende Qualit at
aufzubereiten, d.h. die st orenden Gase zu eliminieren. Eine durchschnittliche Zusammensetzung
von Biogas ist in Tabelle 4.1.1 dargestellt.
Biogas kann in verschiedenen Bereichen eingesetzt werden, etwa als Kraftsto in Fahrzeugen,
als Kraftsto in Blockheizkraftwerken, in denen Strom und W arme entsteht, oder es kann
nach einer Aufbereitung in das bestehende Erdgasnetz eingespeist werden. Weiterf uhrende
Informationen zu den Eigenschaften und Nutzungsm oglichkeiten von Biogas k onnen in
[Kaltschmitt et al., 2009] nachgeschlagen werden.
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Gas Schwankungsbreite im Biogas Durchschnitt
Methan 45   70 % 60 %
Kohlendioxid 25   55 % 35 %
Sticksto 0;01   5 % 1 %
Schwefelwassersto 0;0   1;8 % 0;03 %
Sauersto 0;01   2 % 0;3 %
Wasserdampf 3;1 % 3;1 %
(bei 25°C und 1013mbar)
Tabelle 4.1.1: Biogaszusammensetzung und Schwankungsbreite (vgl. [IE Leipzig, 2005])
4.2 Anaerobe Fermentation
Unter Fermentation versteht man die Umsetzung von organischen Substanzen mit Hilfe von
Mikroorganismen (z.B. Bakterien-, Pilz- und Zellkulturen) oder Enzymen. Man unterscheidet
zwischen der aeroben Fermentation, in der f ur die Umsetzung des Substrats Sauersto
notwendig ist, der anoxischen Fermentation, bei der gebundener Sauersto (NO
 
3 ) als
Oxidationsmittel dient, und der anaeroben Fermentation, welche unter Ausschluss von
Sauersto abl auft.
Fermentationen, sowohl anaerob als auch aerob, werden in vielen verschiedenen Bereichen
eingesetzt, so sind etwa G arungen anaerobe Fermentationen. Beispielsweise kommt die
Milchs aureg arung bei der Herstellung von Sauermilchprodukten (z.B. Joghurt und Ker)
zum Einsatz. Weiterhin wird die Milchs aureg arung zur Erzeugung von Sauerkraut aus
Weikohl verwendet. Dabei hat die G arung eine konservierende Wirkung auf den Weikohl.
Die Ethanolg arung wird bei der Weinherstellung verwendet, um Zucker in Ethanol und
Kohlendioxid abzubauen. Ein weiteres Beispiel ist die Herstellung von Tabak. Dieser wird
durch eine G arung aus getrocknetem Rohtabak gewonnen. Des Weiteren macht sich die
Industrie einzelne Fermentationsprozesse zunutze, um gezielt Fermentationsprodukte zu
erzeugen. Penicillin wird beispielsweise durch Pilze der Gattung Penicillium, vor allem
durch Fermentation von Maisquellwasser, gewonnen. Ein anderes Anwendungsgebiet ist die
Abwasserreinigung bei der durch Fermentationen organische Stoe im Abwasser abgebaut
werden. Weitere Informationen zu Fermentationen k onnen in [Mudrack und Kunst, 1985,
Kaltschmitt et al., 2009, Bryant, 1979, Bischofsberger et al., 2005] und [Mumme, 2007]
nachgeschlagen werden.
Bei der aeroben Fermentation kann das organische Substrat in mehreren Schritten bis
zu den wesentlichen Endprodukten Kohlendioxid und Wasser
"
veratmet\ werden. Beide
Endprodukte k onnen nicht weiter oxidiert werden, weil die im Substrat
"
gespeicherte\ Energie
vollst andig von den Mikroorganismen verbraucht wurde. Beim vollst andigen anaeroben Abbau
entsteht nach insgesamt vier Schritten ein brennbares Gasgemisch (Biogas), welches sich im
wesentlichen aus brennbaren Methan und Kohlendioxid zusammensetzt. Das Verh altnis von
Kohlendioxid zu Methan ist ein entscheidendes Qualit atsmerkmal, da die beiden Gase denKAPITEL 4. GRUNDLAGEN DER BIOGASERZEUGUNG 54
Heizwert des Biogases am st arksten beein
ussen. Eine typische Zusammensetzung von Biogas
ist in Tabelle 4.1.1 dargestellt. Der vollst andige anaerobe Abbau kann nach [Bryant, 1979] in
vier Prozessphasen eingeteilt werden (vgl. Abbildung 4.2.1).
1. Hydrolyse: In der Hydrolyse-Phase werden langkettige ungel oste Molek ule, sogenannte
Polymere, mit Hilfe der gebildeten Enzyme von hydrolytischen Mikroorganismen in k urzere
Molek ule gespalten. Zu den Ausgangsprodukten z ahlen Kohlenhydrate, Fette und Proteine
und zu den Endprodukten geh oren beispielsweise Aminos auren, Einfachzucker und LCFA
(langkettige Fetts auren). Entscheidend ist, dass die Endprodukte im Wasser l osbar sind
und deshalb den Mikroorganismen in der Prozess
 ussigkeit zur Verf ugung stehen.
2. Acidogenese: In der Acidogenese-Phase (deutsch Vers auerungs-Phase) werden
die Endprodukte der Hydrolyse von fermentativen Mikroorganismen weiter zu
kurzkettigen organischen S auren (etwa Essigs aure, Butters aure, Propions aure, Milchs aure,
Valerians aure, Caprons aure), Alkoholen (etwa Ethanol), Wassersto und Kohlendioxid
abgebaut. Die Acidogenese l auft parallel zur Hydrolyse ab und die Mikroorganismen
gewinnen dabei erstmals Energie. Die Endprodukte der Acidogenese h angen
stark vom Wasserstopartialdruck ab. Bei hohem Wasserstopartialdruck werden
vermehrt Propion-, Butter- und Milchs aure sowie Ethanol erzeugt. Bei niedrigem
Wasserstopartialdruck hingegen entsteht vermehrt Essigs aure. Weitere Informationen
zur Wirkung des Wasserstopartialdrucks auf die Acidogenese k onnen in [Stams, 1994]
und [Mosey, 1981] nachgeschlagen werden.
3. Acetogenese: In der Acetogenese werden die 
 ussigen Endprodukte der Acidogenese
(organ. S auren und Alkohole) weiter zu Essigs aure abgebaut. Der Wasserstopartialdruck
spielt auch hier eine entscheidende Rolle, nur bei sehr niedrigem Wasserstopartialdruck
k onnen manche S auren, bspw. Propion- und Butters aure, in Essigs aure umgewandelt
werden (vgl. [Thauer et al., 1977]).
4. Methanogenese: In der Methanogenese wird mit Hilfe von Archaeen, methanogenen
Mikroorganismen, Methan gebildet. Methan kann dabei entweder aus Essigs aure oder
aus Wassersto und Kohlendioxid gebildet werden:
4H2 + CO2 ) CH4 + 2H2O (4.2.1)
CH3COOH ) CH4 + CO2: (4.2.2)
Die Mikroorganismen jeder einzelnen Phase h angen in gewissem Sinne von der Aktivit at der
 ubrigen Phasen ab. Beispielsweise sorgen die in der Acidogenese und Acetogenese erzeugten
S auren f ur ein Abfallen des pH-Wertes. Wenn die S auren schlielich in der Methanogenese
nicht schnell genug abgebaut werden, kann der pH-Wert so weit absinken, dass eine Hemmung
eintritt und der gesamte Prozess zum Erliegen kommt.
In [Thauer et al., 1977] wurde untersucht, dass bei der Umsetzung von Butters aure zu
Essigs aure bei pH 7
CH3CH2CH2COO
  + 2H2O ) 2CH3COO
  + H
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Wasserstoff
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(Kohlenhydrate, Fette, Proteine)
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Kohlendioxid org. Säuren Alkohole
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Methan
Abbildung 4.2.1: Illustration der anaeroben Fermentation: In den grauen K asten ist mit Pfeilen
der Abbauweg des Substrates dargestellt. In den gr unen gestreiften K asten sind die zugeh origen
Prozessphasen illustriert (Abbildung aus [Mudrack und Kunst, 1985]).
eine Gesamtenergie von 48;2 kJ investiert werden muss. Acetogene Mikroorganismen h atten
von der Umsetzung von Butters aure zu Essigs aure keinen Nutzen. Aus diesem Grund leben diese
acetogenen Mikroorganismen in Symbiose mit methanogenen Mikroorganismen, welche durch
die Umsetzung des entstandenen Wasserstos und der gel osten Kohlens aure zu Methan
4H2 + H2CO3 ) CH4 + 3H2O (4.2.4)
eine Gesamtenergie von 135;6 kJ gewinnen und einen Teil davon an die symbiotischen
acetogenen Mikroorganismen abgeben. In dieser Symbiose ist die Umsetzung von Butters aure
zu Essigs aure und Wassersto f ur die acetogenen Mikroorganismen lohnenswert. Weiterhin sind
viele acetogene Mikroorganismen nur in einer Umgebung mit niedrigem Wasserstopartialdruck
lebensf ahig. Durch eine Symbiose von acetogenen und methanogenen Mikroorganismen kann
der erzeugte Wassersto direkt verbraucht werden und der Wasserstopartialdruck steigt
nicht so stark an. Aufgrund der Symbiose ist eine r aumliche N ahe zwischen acetogenen
und methanogenen Mikroorganismen n otig. Deshalb darf in einem durchmischten Reaktor
nicht zu stark ger uhrt werden (vgl. [Mudrack und Kunst, 1985]). Dieses Beispiel zeigt, dass
ein reibungsloses Zusammenspiel der verschiedenen Phasen n otig ist, damit die vollst andige
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Die Abbau-Geschwindigkeit wird durch die langsamste Prozessphase bestimmt. Bei
schwer abbaubaren Substraten (z.B. Stroh) ist typischerweise die Hydrolyse die
geschwindigkeitslimitierende Phase, wohingegen bei leicht abbaubaren Substraten (z.B. Zucker)
die Methanogenese die geschwindigkeitslimitierende Phase ist. In diesem Fall darf die
Raumbelastung im Reaktor nicht zu hoch gew ahlt werden, weil sonst die schnell ablaufenden
Phasen (Hydrolyse und Acidogenese) daf ur sorgen, dass der pH-Wert zu weit absinkt und der
ganze Prozess zum Erliegen kommt.
4.3 Ein
ussfaktoren auf die anaerobe Fermentation
In diesem Abschnitt werden grob die wichtigsten Ein
ussfaktoren auf die anaerobe
Fermentation erl autert. Weitere Informationen sowie weitere Ein
ussfaktoren k onnen in
[Bischofsberger et al., 2005] nachgeschlagen werden.
• Trockensubstanz/Wassergehalt
Gleichung (4.5.1) in Abschnitt 4.5 zeigt, dass bei der anaeroben Fermentation von
organischen Materialien zu Biogas Wasser ben otigt wird. Deshalb muss entweder das
eingesetzte Substrat feucht genug sein, oder es muss zus atzlich Wasser zugef uhrt werden.
F ur einen ungehemmten Prozess sollte der TS-Gehalt, der Anteil der Trockensubstanz,
aller eingef uhrten Stoe nicht  uber 34 % liegen, das entspricht einem Wassergehalt von
mindestens 66 %.
Es gibt in der Verfahrenstechnik eine Aufteilung in trockene/feste und 
 ussige Substrate.
Fl ussige Substrate haben typischerweise einen TS-Gehalt von unter 6 %. Substrate mit
einem TS-Gehalt zwischen 6 % und 15 % heien halbfest. Ab einem TS-Gehalt von
15 % spricht man von festen Substraten. Im Gegensatz zu festen Substraten sind 
 ussige
Substrat leichter r uhr- und pumpbar (vgl. [Mumme, 2007]).
• Temperatur
Die Geschwindigkeit von chemischen Reaktionen nimmt generell mit steigender
Temperatur zu. F ur die bei der anaeroben Fermentation auftretenden Prozesse gilt das
nur eingeschr ankt. Das liegt vor allem daran, dass Mikroorganismen, die jeweils ein
bestimmtes Temperaturoptimum haben, in den Prozess involviert sind.
Im Biogasbereich unterscheidet man zwischen drei verschiedenen Temperaturbereichen:
Psychrophile (unter 20 °C), mesophile (zwischen 20 °C und 40 °C) und thermophile ( uber
40 °C). Mesophile Mikroorganismen haben ein Temperaturoptimum bei etwa 37 °C,
w ahrend thermophile Mikroorganismen ihr Optimum bei ca. 55 °C haben.
Psychrophil betriebene Reaktoren kommen in der Praxis meist nicht vor.
Die meisten methanogenen Mikroorganismen sind mesophil. Eine mesophile
Methanogenese erh oht also aufgrund der Artenvielfalt die Stabilit at des Prozesses.
Auf der anderen Seite kann bei einem thermophilen Betrieb eine Erh ohung der
Abbaugeschwindigkeit um etwa 25-50 % im Vergleich zum mesophilen Betrieb erreicht
werden (vgl. [Mumme, 2007]). Zus atzlich werden bei thermophil betriebenen Reaktoren
pathogene Keime e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Feststogehalt/Wassergehalt des Substrats ber ucksichtigt werden. Bei der anaeroben
Fermentation entsteht relativ wenig Abw arme. Deswegen ist bei nassen Substraten
eine mesophile Fahrweise energetisch g unstiger, da im Vergleich zu einer thermophilen
Fahrweise weniger Energie f ur die Erw armung des Wassers verwendet werden muss. Ob
einstuge Biogasanlagen (vgl. Kapitel 4.6) mesophil oder thermophil betrieben werden
sollten, muss also im einzelnen entschieden werden. In einem zweiphasigen zweistugen
Verfahren (vgl. Kapitel 4.6.2) kann es von Vorteil sein, die erste Stufe (Hydrolyse)
thermophil und die zweite Stufe (Methanreaktor) mesophil zu betreiben. Dadurch hat
man zum einen in der Methanogenese eine gr oere Artenvielfalt und gleichzeitig werden
pathogene Keime in der thermophilen Hydrolyse eektiv inaktiviert. Ein weiterer Vorteil
ist, dass mesophile methanogene Mikroorganismen in einer thermophilen Hydrolyse
weitestgehenend inaktiv sind und deshalb der  uberwiegende Teil des Methans in der
zweiten Stufe (Methanreaktor) gebildet wird.
Eine Temperaturumstellung ist ohne gr oeren Aufwand nicht m oglich, da die
Stowechselaktivit at der Mikroorganismen jeweils nur in einem Temperaturbereich
eektiv ist. In Tabelle 4.3.1 sind die Vorteile der beiden meist verwendeten
Fahrweisen noch einmal aufgelistet. Weitere Informationen k onnen in
[Batstone et al., 2002, Mumme, 2007, Bischofsberger et al., 2005] nachgeschlagen
werden.
mesophile Verg arung thermophile Verg arung
- geringerer Wasserdampfgehalt des Gases - schnellere Wachstumsraten
- weniger CO2 im Gas - k urzere Verweilzeit,
(da CO2 besser in der Fl ussigkeit gel ost bleibt) durch h oheren Abbaugrad des Substrats
- in der Regel bessere Energiebilanz - bessere Abt otung von pathogenen Keimen
- gr oere Vielfalt der Organismen und
daher gr oere Stabilit at des Abbaus
Tabelle 4.3.1: Vorteile der mesophilen und thermophilen Verg arung (aus
[Kaltschmitt et al., 2009])
• Durch
ussrate/Verweilzeit
Es wird zwischen der sogenannten hydraulischen Verweilzeit (HRT, engl. Hydraulic
Retention Time) und der Verweilzeit der nicht gel osten Feststoe (SRT, engl. Solid
Retention Time) unterschieden. Die hydraulische Verweilzeit gibt an, wie lange gel oste
Substanzen durchschnittlich ben otigen, um durch den Reaktor zu 
ieen. Es gilt folgender
Zusammenhang
HRT =
Vnutz
Qin
: (4.3.1)
Hierbei ist Vnutz das eektiv nutzbare Reaktor-Volumen (also der Porenraum) und Qin ist
der in den Reaktor 
ieende Volumenstrom. Die Durch
ussrate ist reziprok zur HRT
D =
1
HRT
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Durch die aus dem Reaktor str omende Fl ussigkeit werden Mikroorganismen
ausgeschwemmt. Entsprechend muss in einem stabil laufenden Reaktor die Menge der
ausgeschwemmten Mikroorganismen  ahnlich sein zu der Menge der nachgewachsenen
Mikroorganismen. Erniedrigt man die HRT zu stark, werden zu viele Mikroorganismen
ausgeschwemmt und der gesamte Prozess kommt nach einiger Zeit zum Erliegen.
Um trotzdem Reaktoren mit kurzer HRT zu betreiben, m ussen die Mikroorganismen
immobilisiert werden. Dies kann z.B. durch F ullk orper, auf denen Mikroorganismen
haften k onnen (z.B. in Festbettreaktoren), oder durch ein Schlammbett (z.B. UASB
Reaktoren) erfolgen. Durch die Immobilisierung wird die Menge der ausgeschwemmten
Mikroorganismen stark reduziert und so das Gleichgewicht wieder hergestellt.
Die durchschnittliche Verweilzeit des Substrats (SRT) sollte abh angig von der Temperatur
und dem Substrat gew ahlt werden. Im Prinzip gilt der Zusammenhang je h oher die
Temperatur und je leichter das Substrat sich abbauen l asst, desto k urzer kann die SRT
gew ahlt werden. An der Methansummenkurve aus Abbildung 4.5.1 kann man erkennen,
dass die Gasproduktionsrate mit der Zeit abnimmt. Aus  okonomischen Gr unden ist es
deshalb sinnvoll die SRT so zu w ahlen, dass etwa 75 % des theoretisch abbaubaren CSBs
(siehe Abschnitt 4.4) abgebaut werden (vgl. [Kaltschmitt et al., 2009]).
• Kontakt zwischen Mikroorganismen und Substrat
Um einen Reaktor eektiv zu betreiben, muss sichergestellt werden, dass der Kontakt
zwischen Mikroorganismen und Substrat reibungslos funktioniert. In zweiphasigen
Anlagen wird dies durch die Prozess
 ussigkeit gew ahrleistet (siehe Abschnitt 4.6). In
einphasigen Anlagen gibt es keine Trennung zwischen Feststo und Fl ussigkeit. Aus
diesem Grund werden einphasige Anlagen ger uhrt. Die R uhrgeschwindigkeit muss dabei
so eingestellt sein, dass zum einen der Reaktorinhalt m oglichst homogen ist, d.h.
Sink- und Schwimmschichten vermieden werden, um einen optimalen Kontakt zwischen
Mikroorganismen und Substrat zu gew ahrleisten. Zum anderen muss sichergestellt
werden, dass durch die bei der Durchmischung auftretenden Kr afte Symbiosen zwischen
Mikroorganismen nicht gest ort werden (siehe Abschnitt 4.2). Weitere Informationen
k onnen in [Mumme, 2007, Bischofsberger et al., 2005] nachgeschlagen werden.
• pH-Wert
Wie bereits in Abschnitt 4.2 beschrieben, werden f ur einen vollst andigen anaeroben
Abbau verschiedene Gruppen von Mikroorganismen ben otigt. Die Aktivit at jeder
einzelnen Gruppe wird dabei stark durch den pH-Wert beein
usst. Der optimale
pH-Wert f ur methanogene Mikroorganismen liegt zwischen 7,0 und 7,5. S aurebildende
Bakterien hingegen haben ihren optimalen Bereich zwischen 5,0 und 6,5 (vgl.
[Kaltschmitt et al., 2009]). Da methanogene Mikroorganismen sehr empndlich auf ein
Abfallen des pH-Wertes reagieren, stellt sich bei einstugen Anlagen meist ein pH-Wert
im neutralen Bereich ein. Sinkt der pH-Wert ab, funktioniert die Methanogenese
nicht mehr und die neu produzierten S auren f uhren zu einem weiteren Abfallen des
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kurzfristig unterbrochen werden, um den methanogenen Mikroorganismen gen ugend
Zeit zu geben die organischen S auren abzubauen, oder alternativ k onnen dem Reaktor
Neutralisationsmittel, wie etwa Kalziumoxid, zugegeben werden. In zweistugen Anlagen
(vgl. Abschnitt 4.6.2) kann der pH-Wert f ur jede Stufe optimal gew ahlt werden.
 Ublicherweise wird f ur die Hydrolyse ein pH-Wert im Bereich 5,0-6,5 gew ahlt. Weitere
Informationen k onnen in [Kaltschmitt et al., 2009] nachgeschlagen werden.
• Redoxpotential
Methanogene Mikroorganismen ben otigen f ur ein optimales Wachstum niedrige
Redoxpotentiale (-300mV - -330mV) (vgl. [Kaltschmitt et al., 2009]). Niedrige
Redoxpotentiale k onnen erreicht werden, indem m oglichst wenige Oxidationsmittel, wie
Sauersto, Sulfate, Nitrate und Nitrite, zugef uhrt werden.
• N ahrstoe
Die dem Reaktor beigef uhrten Substrate sollten f ur einen optimalen Prozess gen ugend
N ahrstoe und Spurenelemente enthalten. Das N ahrstoverh altnis C:N:P:S sollte
n aherungsweise 450:15:5:3 betragen, wobei das C:N Verh altnis zwischen 20:1 und 30:1
liegen kann (vgl. [Mumme, 2007]). Zuviel Sticksto f ordert die Bildung von Ammoniak,
welcher sich hemmend auf den Prozess auswirkt, w ahrend bei einer Unterversorgung mit
Sticksto der Kohlensto nicht vollst andig abgebaut werden kann. Die Methanogenese
hat einen hohen Bedarf an Spurenelementen, etwa Nickel und Kobalt, so dass es
bei der Verg arung von Monosubstraten leicht zu Mangelerscheinungen und damit
zu einer Hemmung des Prozesses kommen kann. Weitere Informationen k onnen in
[Kaltschmitt et al., 2009, Mumme, 2007] nachgeschlagen werden.
• Hemmende Stoe
Es gibt eine groe Vielfalt an Stoen, welche sich hemmend auf den G arungsprozess
auswirken. Die meisten Stoe wirken dabei auf Mikroorganismen. Einige Hemmstoe
reduzieren die Stowechselaktivit at der Mikroorganismen nur kurzfristig, w ahrend
andere Hemmstoe die Mikroorganismen komplett inaktivieren k onnen. In Tabelle 4.3.2
werden die wichtigsten Stoe aufgelistet. Weitere Informationen zu hemmenden Stoen
k onnen in [Batstone et al., 2002, Bischofsberger et al., 2005, Kaltschmitt et al., 2009,
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Hemmstoe Hemmkonzentration Anmerkung
[mg/l]
Sauersto > 0;1 Hemmung der obligat anaeroben Organismen
Schwefelwassersto > 50 Hemmung steigt mit sinkendem pH-Wert
Ammoniumsticksto > 3500 Hemmung steigt mit h oherem pH-Wert,
(pH= 7;0) hohe Adaptionsf ahigkeit der Mikroorganismen

 uchtige Fetts auren > 2000 Hemmung steigt mit sinkendem pH-Wert
(pH= 7;0)
Desinfektionsmittel stospezisch Hemmung ist wirkstoabh angig
Antibiotika
Tabelle 4.3.2: Typische Hemmstoe des G arprozesses (aus [Mumme, 2007])
) Konzentration als Essigs aure aquivalent in ppm
4.4 Einheiten und Schreibweisen
In diesem Abschnitt werden die speziell im Biogasbereich h aug verwendeten Einheiten und
Schreibweisen erkl art. Auf allgemein bekannte Gr oen (z.B. Durch
ussrate) wird nicht weiter
eingegangen.
• TS oder TM steht f ur Trockensubstanz bzw. Trockenmasse und beschreibt den Anteil
einer Substanz, welcher nach Abzug von Rohwasser  ubrig bleibt.
• oTS oder oTM steht f ur organische Trockensubstanz bzw. organische Trockenmasse
und beschreibt den Anteil einer Substanz, welcher nach Abzug von Rohwasser und aller
mineralischer Bestandteile  ubrig bleibt.
• BSB (engl. BOD) steht f ur den biologischen Sauerstobedarf und gibt an, wie viel
Sauersto ben otigt wird, um ein vorliegendes Substrat unter bestimmten Bedingungen
biologisch abzubauen.
• CSB (engl. COD) steht f ur den chemischen Sauerstobedarf und gibt an, wie viel
Sauersto ben otigt wird, um ein vorliegendes Substrat vollst andig mit Kaliumdichromat
(K2Cr2O7) zu oxidieren. Der CSB beinhaltet im Gegensatz zum BSB auch die biologisch
nicht abbaubaren Stoe und ist daher meist gr oer als der BSB. Wenn f ur das Verh altnis
von BSB zu CSB folgendes gilt
BSB
CSB
 1; (4.4.1)
ist das Substrat biologisch gut abbaubar.
Der CSB O2 eines Molek uls der Form CnHaObNc ist gegeben durch
O2 = n +
1
4
a  
1
2
b  
3
4
c (4.4.2)
• Nm3 oder Nl steht f ur Normkubikmeter bzw. f ur Normliter und beschreibt das Volumen
eines trockenen Gases bei Normbedingungen (Temperatur: 273,15 K, Druck: 1 atm).KAPITEL 4. GRUNDLAGEN DER BIOGASERZEUGUNG 61
• Die Verweilzeit wird in Tagen gemessen und gibt die durchschnittliche Aufenthaltsdauer
eines Partikels in einem Reaktorteil an.
• Raumbelastung wird in der Einheit kg oTS=(m3  d) angegeben und gibt an, wie viel
organische Trockensubstanz dem Reaktor pro Tag zugef uhrt wird.
• Gasausbeute wird in der Einheit Nm
3=kg oTS angegeben und beschreibt die Menge des
produzierten Gases bezogen auf die zugef uhrte Menge an organischer Trockensubstanz.
4.5 Gasausbeuten
Die maximale Biogas- bzw. Methanausbeute wird durch die Zusammensetzung des Substrats
beein
usst. Das Substrat wiederum ist bei der Produktion und bei der Lagerung vielen  aueren
Ein
 ussen ausgesetzt. Beispielsweise ist es bei der Einlagerung von NawaRo wichtig, dass im
Silo der F aulnisprozess nicht einsetzt (siehe [Muha et al., 2009]). Ebenso z ahlt etwa das Wetter
w ahrend der Wachstumsphase der NawaRo zu den  aueren Ein
 ussen. Ein weiterer wichtiger
Punkt bei den realen Gasausbeuten ist die Verweilzeit des Substrats im Reaktor. Typischerweise
wird das Substrat am Anfang schneller abgebaut, w ahrend gegen Ende des Abbauprozesses
die Abbaugeschwindigkeit stark stagniert. Deshalb wird in den meisten Biogasanlagen die
Verweilzeit nicht so hoch gew ahlt, dass das Substrat vollst andig abgebaut wird. In Abbildung
4.5.1 ist eine typische Methansummenkurve dargestellt. Man kann erkennen, dass f ur t > 15 d
die Methanbildungsrate im Vergleich zu t < 5 d sehr gering ist.
Abbildung 4.5.1: Typische Methansummenkurve aus verschiedenen Versuchsreihen mit dem
Standardg arverfahren nach VDI 4630 (aus [Herrmann et al., 2011]).
In den Tabellen 4.5.1 und 4.5.2 sind maximale Biogasausbeuten f ur verschiedene Substrate und
Stoe angegeben. Aus dem gerade erkl arten Sachverhalt k onnen diese Angaben aber nur als
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Stogruppe Methangehalt Biogasausbeute
(Vol.-%) (Nm3=(kg oTS))
Kohlenhydrate 50   55 0;7   0;8
Proteine 70   75 0;6   0;7
Fette 68   73 1;00   1;25
Bioabfall 55   68 0;35   0;50
NawaRo 50   62 0;5   0;7
Tabelle 4.5.1: Biogasausbeuten verschiedener Stoe (siehe [Mumme, 2007])
Substrat Biogasausbeute
(Nm3=(kg oTS))
Rinderkot 0;315
Schweinekot 0;415
Stroh 2mm lg, 0;423
Stroh 30mm lg, 0;383
Kartoelkraut 0;606
Gras 0;557
Zuckerr ubenbl atter 0;501
Tabelle 4.5.2: Biogasausbeuten verschiedener Substrate (siehe [Mudrack und Kunst, 1985])
In [Buswell und Mueller, 1952] wurde die Biogasausbeute f ur allgemeine organische Molek ule
der Form CnHaOb untersucht. Dabei wurde folgende Summenformel aufgestellt:
CnHaOb +

n  
a
4
 
b
2

H2O )

n
2
 
a
8
+
b
4

CO2 +

n
2
+
a
8
 
b
4

CH4: (4.5.1)
Aus Gleichung (4.5.1) kann die maximal m ogliche Biogas- bzw. Methanausbeute bestimmt
werden, indem man annimmt, dass n  a und n  b. Dann k onnen alle Terme mit a und b
vernachl assigt werden (a = b = 0) und es ergibt sich die Summenformel
Cn + nH2O )
n
2
CO2 +
n
2
CH4: (4.5.2)
Auf der linken Seite der Gleichung (4.5.2) wird aus n  12g oTS insgesamt n  mol
Biogas bzw. n=2  mol Methan erzeugt. Das entspricht n  22;4 Nl Biogas bzw. n 
11;2 Nl Methan. Die maximale Biogasausbeute betr agt demnach 1;866 Nm
3/kg oTS. F ur
die maximale Methanausbeute ergibt sich entsprechend 0;933 Nm
3/kg oTS. Gleichung (4.5.2)
hat keine weitere Bedeutung und dient lediglich der Bestimmung der maximal m oglichen
Gasausbeuten. Weitere Informationen zu Gasausbeuten k onnen in [Mumme, 2007] und
[Mudrack und Kunst, 1985] nachgeschlagen werden.KAPITEL 4. GRUNDLAGEN DER BIOGASERZEUGUNG 63
4.6 Verfahrenstechniken
Es gibt verschiedene Reaktortypen zur Verg arung von Biomasse. Zun achst unterscheidet man
zwischen den einphasigen und den zweiphasigen Verfahren. W ahrend einphasige Verfahren einen
gemeinsamen Zu- und Ablauf f ur das Substrat und das Perkolat (Prozess
 ussigkeit) haben,
besitzen zweiphasige Verfahren einen separaten Kreislauf f ur das Perkolat. Die Anlagen werden
nach der Einteilung in einphasig bzw. zweiphasig weiter unterteilt. Abbildung 4.6.1 illustriert die
Einteilung der verschiedenen Anlagen, wie sie in diesem Abschnitt genauer erl autert werden.
einphasige Verfahren
Trockenverfahren
(TS > 20%)
Nassverfahren
(TS < 15%)
zweiphasige Verfahren
einstufig zweistufig
diskontinuierliche 
Fütterung
diskontinuierliche 
Fütterung
kontinuierliche 
Fütterung
diskontinuierliche 
Fütterung
diskontinuierliche 
Fütterung
Abbildung 4.6.1: Illustration der verschiedenen Verfahrenstypen zur Biogasproduktion (aus
[Mumme, 2007]).
4.6.1 Einphasige Verfahren
In Abbildung 4.6.1 ist zu erkennen, dass einphasige Verfahren in Nass- und Trockenverfahren
unterteilt werden. W ahrend nasse Substrate mit einem TS-Gehalt < 15% noch relativ leicht
ger uhrt und eventuell sogar gepumpt werden k onnen, ist das R uhren trockener Substrate
(TS > 20 %) schwieriger. Aus diesem Grund m ussen verschiedene Verfahrenstechniken
angewandt werden.
Abbildung 4.6.2 zeigt einen typischen Reaktor (einphasig, Nassverfahren). Durch die
Feststozuf uhrung gelangt der Feststo in den Reaktor und je nach TS-Gehalt des
Feststos muss noch Fl ussigkeit zugef uhrt werden, damit der Reaktorinhalt mit Hilfe des
Durchmischungsaggregats voll durchmischt werden kann. Solche Reaktoren werden mit CSTR
(continuous stirred-tank reactor) abgek urzt.
Abbildung 4.6.3 zeigt einen Reaktor (einphasig, Trockenverfahren), welcher nach dem
Pfropfenstromprinzip arbeitet. Auf der linken Seite wird das Substrat eingetragen und durch
den R uhrer nur in der Rotationsebene durchmischt. Durch das Eintragen von Substrat wird
am Austrag eine  ahnliche Menge an Substrat herausgedr uckt. Im Gegensatz zum CSTR ist der
Pfropfenstromreaktor nicht gleichm aig durchmischt. Je l anger das Substrat im Reaktor ist,
desto n aher r uckt es dem Austrag.KAPITEL 4. GRUNDLAGEN DER BIOGASERZEUGUNG 64
Fermenter
voll durchmischt
Feststoff-
zuführung
Feststoffdosierung
Durchmischungs-
aggregat
Flüssigkeitszuführung
(optional)
Überlauf
Abbildung 4.6.2: Schema einer Nassverg arung (aus [Kaltschmitt et al., 2009]), Beispiel f ur ein
einphasiges Verfahren (Nassverfahren).
M
Eintrag
Rückführung
Austrag
Gas
Abbildung 4.6.3: Schema eines Pfropfenstromreaktors (M Motorantrieb) (aus
[Kaltschmitt et al., 2009]), Beispiel f ur ein einphasiges Verfahren (Trockenverfahren).
4.6.2 Zweiphasige Verfahren
Wie bereits erw ahnt, unterscheiden sich zweiphasige Verfahren von einphasigen durch einen
separaten Kreislauf f ur das Perkolat. Zu den einfachsten zweiphasigen Verfahren geh ort
das einstuge Verfahren aus Abbildung 4.6.4. Bei dem dargestellten Verfahren wird das
Substrat durch eine T ur in den Reaktor geschoben und anschlieend w ahrend der gesamten
Aufenthaltszeit mit Perkolat beregnet. Das Beregnen ist n otig, da bei zweiphasigen Verfahren
der Kontakt zwischen Mikroorganismen und Substrat durch die Prozess
 ussigkeit hergestellt
wird. Ein R uhren, wie es bei einphasigen Verfahren n otig ist, entf allt.
Im Gegensatz zu einstugen Verfahren besteht der Reaktor in zweistugen Anlagen aus
mindestens zwei Teilen (Stufen). Wichtig dabei ist, dass in beiden Stufen verschiedene
biologische Prozesse ablaufen.  Ublicherweise ndet in der ersten Stufe haupts achlich dieKAPITEL 4. GRUNDLAGEN DER BIOGASERZEUGUNG 65
Abbildung 4.6.4: Schematische Darstellung einer Feststoverg arung (aus
[Kaltschmitt et al., 2009]), Beispiel f ur ein zweiphasiges einstuges Verfahren.
Hydrolyse statt, w ahrend in der zweiten Stufe haupts achlich die Methanogenese abl auft.
Die Acido- und die Acetogenese nden in beiden Reaktorteilen statt. Die  Ubertragung der
N ahrstoe aus der einen in die andere Stufe wird durch die Prozess
 ussigkeit gew ahrleistet.
Durch die r aumliche Trennung der verschiedenen Prozessschritte der anaeroben Fermentation
(vgl. Abschnitt 4.2), k onnen die Prozessparameter (z.B. Temperatur oder pH-Wert) in den
jeweiligen Reaktorteilen an die Prozessschritte angepasst werden. Dadurch kann insgesamt
das Substrat eektiver abgebaut werden. In Abbildung 4.6.5 ist ein zweiphasiger zweistuger
Reaktor dargestellt. Der Reaktor besteht zwar aus vier Teilen, aber in den ersten drei Teilen
laufen die gleichen biologischen Prozesse ab und deshalb z ahlen diese drei Teile als eine Stufe.
Es werden mehrere Teile f ur die Hydrolysestufe ben otigt, da den abgebildeten Reaktoren
nur diskontinuierlich Substrat zugegeben werden kann und sonst die Bedingungen f ur die
Methanstufe zu stark variieren w urden. Durch eine zeitversetzte Bef ullung der drei Reaktorteile
k onnen konstantere Bedingungen f ur die Methanstufe erreicht werden. Abbildung 4.6.6 zeigt
einen weiteren zweiphasigen zweistugen Reaktor. Durch eine  Anderung in der Hydrolysestufe
kann diesem Reaktor das Substrat kontinuierlich zugegeben werden.
F ur den Aufbau der Methanstufe gibt es verschiedene M oglichkeiten. In Abbildung 4.6.7
sind die drei h augsten Realisierungen dargestellt. Da die Verweilzeit in der Methanstufe sehr
niedrig ist, wird in allen drei Varianten Tr agermaterial eingesetzt. Auf dem Tr agermaterial
k onnen die Mikroorganismen haften bleiben und werden nicht ausgesp ult. Je nach Typ
der Methanstufe kommt unterschiedliches Tr agermaterial zum Einsatz. Beim sogenannten
Down
ow-Filter werden  ublicherweise F ullk orper eingesetzt. Beim Up
ow-Filter kann auch
Granulat, welches durch die Str omung in Schwebe gehalten wird, zum Einsatz kommen.KAPITEL 4. GRUNDLAGEN DER BIOGASERZEUGUNG 66
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Abbildung 4.6.5: Zweistuges Bioleaching-System mit drei zeitversetzt bef ullten
Feststoreaktoren und einem Methanreaktor (aus [Mumme, 2007]), Beispiel f ur ein
zweiphasiges zweistuges Verfahren mit diskontinuierlicher Zugabe von Substrat.
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Abbildung 4.6.6: Zweistuges Bioleaching-System mit kontinuierlicher F utterung (aus
[Mumme, 2007]), Beispiel f ur ein zweiphasiges zweistuges Verfahren mit kontinuierlicher
Zugabe von Substrat.KAPITEL 4. GRUNDLAGEN DER BIOGASERZEUGUNG 67
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Abbildung 4.6.7: Schematische Darstellung von Methanreaktoren (Anaerobltern); a)
Up
ow-Filter, b) Down
ow-Filter, c) liegender pulsierender dynamischer Anaeroblter (M
Motorantrieb) (aus [Kaltschmitt et al., 2009]).Kapitel 5
Modell
In diesem Kapitel wird das mathematische Modell f ur einige der in Abschnitt 4.6 vorgestellten
Reaktoren erkl art. In Abschnitt 5.1 werden die grundlegenden Notationen, welche im Verlauf bei
der Erl auterung der Zwei- bzw. Drei-Phasen-Str omungsmodelle (Abschnitt 5.2) und des Modells
f ur die Anaerobe Fermentation (Abschnitt 5.3) verwendet werden, eingef uhrt. Abschnitt 5.4
befasst sich mit der Modellierung der L oslichkeit von Gasen. In Abschnitt 5.5 wird detailliert
erl autert, wie das Str omungsmodell mit dem Modell f ur den anaeroben Abbau gekoppelt werden
kann, und in Abschnitt 5.6 werden Simulationsmodelle vorgestellt, welche in Kapitel 7 zur
Simulation verwendet werden.
5.1 Notation
Sowohl das Drei- als auch das Zwei-Phasen-Str omungsmodell f ur mehrere Komponenten
sind sehr komplex. Deshalb wird in diesem Abschnitt zun achst die grundlegendste Notation
erl autert. Am Ende des Abschnitts ist eine Tabelle mit den verwendeten Notationen abgebildet
(Tabelle 5.1.1).
Wir betrachten zun achst ein repr asentatives Volumen Element (RVE). Dieses wird aufgeteilt in
die Feststomatrix, die aus allen festen Stoen gebildet wird, und den Porenraum (siehe Abb.
5.1.1). Der Volumenanteil des Porenraums, die Porosit at, wird mit  bezeichnet. Entsprechend
ist der Volumenanteil der Feststomatrix (1   ). Im Drei-Phasen-Str omungsmodell wird der
Porenraum weiterhin aufgeteilt in die gasf ormige Phase und die 
 ussige Phase (vgl. Abb.
5.1.2). Der Volumenanteil der 
 ussigen Phase wird mit Sl bezeichnet und der Volumenanteil
der gasf ormigen Phase mit Sg.
Es gilt der Zusammenhang
S
l + S
g = : (5.1.1)
Jede einzelne Phase setzt sich aus verschiedenen Komponenten (Stoen) zusammen.
Sei nj die Anzahl der Komponenten in der j-ten Phase mit j 2 fs;l;gg, wobei s f ur die feste,
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feste Phase
(Feststoffmatrix)
Porenraum
Abbildung 5.1.1: Aufteilung eines Volumens im Zwei-Phasen-Str omungsmodell in
Feststomatrix und Porenraum.
feste Phase
(Feststoffmatrix)
gasförmige
Phase
flüssige
Phase
Abbildung 5.1.2: Aufteilung eines Volumens im Drei-Phasen-Str omungsmodell in
Feststomatrix, 
 ussige Phase und gasf ormige Phase.
l f ur die 
 ussige und g f ur die gasf ormige Phase steht. Dann bezeichnet
!
j
i mit j 2 fs;l;gg und i 2 f1:::njg (5.1.2)
den Massenbruch der i-ten Komponente in der j-ten Phase. Analog zum Massenbruch f uhren
wir folgende Notation f ur die reinen Dichten der i-ten Komponente in der j-ten Phase ein

j
i mit j 2 fs;l;gg und i 2 f1:::njg: (5.1.3)
F ur die Massenbr uche gilt
nj X
i=1
!
j
i = 1 mit j 2 fs;l;gg: (5.1.4)
Die Dichte der j-ten Phase ergibt sich dann folgendermaen

j =
nj X
i=1
!
j
i
j
i mit j 2 fs;l;gg: (5.1.5)KAPITEL 5. MODELL 70
Weiterhin ben otigen wir noch die lokalen Konzentration der einzelnen Stoe. Mit C
j
i wird
die Konzentration der i-ten Komponente in der j-ten Phase im RVE bezeichnet. Aufgrund
der unterschiedlichen Volumenanteile gilt ein unterschiedlicher Zusammenhang f ur C
j
i in den
verschiedenen Phasen. Genauer gilt in einem Drei-Phasen-Str omungsmodell
C
s
i = (1   )
s!
s
i (5.1.6)
C
l
i = S
l
l!
l
i (5.1.7)
C
g
i = S
g
g!
g
i (5.1.8)
und in einem Zwei-Phasen-Str omungsmodell
C
s
i = (1   )
s!
s
i (5.1.9)
C
l
i = 
l!
l
i: (5.1.10)
Zum Schluss wird die Denition von Reaktionstermen festgelegt. Reaktionsterme beschreiben
den Massenaustausch zwischen zwei verschiedenen Stoen, welche sich im Allgemeinen auch in
unterschiedlichen Phasen benden k onnen.
Mit R
j1!j2
i1!i2 wird der Massenverlust der i1-ten Komponenten aus der j1-ten-Phase zu Gunsten
der i2-ten Komponenten in der j2-ten Phase beschrieben.
Bemerkung 5.1.1. Es ist zu beachten, dass die beiden Terme R
j1!j2
i1!i2 und R
j2!j1
i2!i1 zwei
verschiedene Sachverhalte beschreiben und deshalb im Allgemeinen nicht gleich sind.
Ferner beschreibt R
j
i alle Reaktionsterme der i-ten Komponente in der j-ten Phase. Es gilt der
Zusammenhang
R
j
i =
X
k12fs;l;gg
nk1 X
k2=1
R
j!k1
i!k2 + R
k1!j
k2!i: (5.1.11)
Weiterhin beschreibt Rj1!j2 den Massenverlust der j1-ten Phase zu Gunsten der j2-ten Phase.
Es gilt
R
j1!j2 =
nj2 X
i2=1
nj1 X
i1=1
R
j1!j2
i1!i2 (5.1.12)
Bemerkung 5.1.2. Damit die Masse erhalten bleibt, ist es notwendig, dass
R
j!j = 0 mit j 2 fs;l;gg (5.1.13)
R
j!j
i!i = 0 mit j 2 fs;l;gg und i 2 f1;:::;njg (5.1.14)
gilt.
Bemerkung 5.1.3. Wenn die Masse erhalten ist, gilt
X
j12fs;l;gg
X
j22fs;l;gg
nj1 X
i1=1
nj2 X
i2=1
R
j1!j2
i1!i2 = 0 (5.1.15)KAPITEL 5. MODELL 71
Mit Rj werden alle Reaktionsterme der j-ten Phase bezeichnet. Diese sind bestimmt durch
R
j =
X
j12fs;l;gg
R
j1!j + R
j!j1: (5.1.16)
Gr oe Bedeutung
 Volumenanteil des Porenraums
Sl Volumenanteil der 
 ussigen Phase
Sg Volumenanteil der gasf ormigen Phase
!s
is Massenanteil der is-ten Komponente in der festen Phase
!l
il Massenanteil der il-ten Komponente in der 
 ussigen Phase
!
g
ig Massenanteil der ig-ten Komponente in der gasf ormigen Phase
s
is reine Dichte der is-ten Komponente in der festen Phase
l
il reine Dichte der il-ten Komponente in der 
 ussigen Phase

g
ig reine Dichte der ig-ten Komponente in der gasf ormigen Phase
s Dichte der festen Phase
l Dichte der 
 ussigen Phase
g Dichte der gasf ormigen Phase
Cs
is Konzentration der is-ten Komponente der festen Phase
Cl
il Konzentration der il-ten Komponente der 
 ussigen Phase
C
g
ig Konzentration der ig-ten Komponente der gasf ormigen Phase
R
j1!j2
i1!i2 Massenverlust der i1-ten Komponente in der j1-ten Phase
zu Gunsten der i2-ten Komponente in der j2-ten Phase
Rj1!j2 Massenverlust der j1-ten Phase
zu Gunsten der j2-ten Phase
R
j
i Reaktionsterme der i-ten Komponente in der j-ten Phase
Rj Reaktionsterme der j-ten Phase
Tabelle 5.1.1: Notationen der wichtigsten Gr oen im mathematischen Modell, mit is 2
[1;:::;ns]; il 2 [1;:::;nl]; ig 2 [1;:::;ng], j1;j2;j 2 fs;l;gg und i1 2 [1;:::;nj1];i2 2
[1;:::;nj2];i 2 [1;:::;nj].
5.2 Str omungsmodell
Im Allgemeinen sollte ein Str omungsmodell f ur einen Biogasreaktor drei Aggregatzust ande
(fest, 
 ussig und gasf ormig) beinhalten. Dabei bildet die feste Phase die Feststomatrix
(oder Feststoskelett). Die 
 ussige und die gasf ormige Phase benden sich im sogenannten
Porenraum. Jede Phase setzt sich aus unterschiedlichen Komponenten (Stoen) zusammen.
Zu den wichtigsten Komponenten der festen Phase z ahlen beispielsweise die F ullk orper mitKAPITEL 5. MODELL 72
den darauf wachsenden Mikroorganismen, in der 
 ussigen Phase sind Wasser und diverse
organische S auren zu ber ucksichtigen und in der gasf ormigen Phase die Gase Kohlendioxid
und Methan. F ur eine genaue Liste der zu betrachtenden Substanzen mit der Einteilung in
die unterschiedlichen Phasen sei auf Abschnitt 5.3 verwiesen. Jede einzelne Komponente
beein
usst das gesamte System auf unterschiedliche Art und Weise und wird deshalb innerhalb
des Modells mit einer Bilanzgleichung beschrieben.
Das in Abschnitt 5.2.1 erl auterte Drei-Phasen-Str omungsmodell f ur zusammengesetzte
Stoe erf ullt alle aufgez ahlten Anforderungen. Die Verwendung von dreiphasigen Modellen
f uhrt jedoch bei der Simulation zu einem enormen Rechenaufwand. Das liegt vor allem daran,
dass die Str omung des Gases im Vergleich zu allen anderen Vorg angen auf einer sehr kleinen
Zeitskala abl auft und deshalb der Zeitschritt etwa in der Gr oenordnung  1 s gew ahlt werden
muss, damit die Str omung des Gases ausreichend aufgel ost werden kann.
Um den Rechenaufwand zu reduzieren kann man mit der Annahme, dass das Volumen
der gasf ormigen Phase sehr klein ist im Vergleich zu dem Volumen der 
 ussigen und der festen
Phase, die Str omung des Gases vernachl assigen. Die Annahme impliziert dann weiterhin, dass
die Beein
ussung der Str omung der 
 ussigen Phase durch das Gas vernachl assigbar ist und
dass die gasf ormige Phase einen vernachl assigbaren Ein
uss auf die Reaktionsterme hat. Das
Drei-Phasen-Str omungsmodell vereinfacht sich dann zu einem Zwei-Phasen-Str omungsmodell
f ur zusammengesetzte Stoe (vgl. Abschnitt 5.2.2). Der Zeitschritt in der Simulation kann
dann deutlich gr oer, etwa in der Gr oenordnung  1 h, gew ahlt werden. Die Menge des
produzierten Gases erh alt man in dem reduzierten Modell durch Integration der entsprechenden
Reaktionsterme  uber die Zeit.
Sowohl in dem Zwei- als auch in dem Drei-Phasen-Str omungsmodell wird die Str omung
als Sickerstr omung durch por ose Medien modelliert. Por ose Medien werden in vielen
verschiedenen Bereichen eingesetzt, beispielsweise wird in [N agel et al., 2008] die Diusion
von Medikamenten durch die Haut beschrieben. Dabei wird die Haut als por oses Medium
modelliert. Ein weiteres Beispiel ist der Bereich Geowissenschaften, dort wird zur Berechnung
der Grundwasserstr omung durch einen Aquifer angenommen, dass der Aquifer ein por oses
Medium ist [Grillo et al., 2010].
F ur laminare Str omungen durch por ose Medien wird die Konvektion  ublicherweise mit
dem Darcy-Gesetz beschrieben. Details zu den Gleichungen sind in den Abschnitten
5.2.1 und 5.2.2 erl autert. F ur Grundlagen zum Darcy-Gesetz und por osen Medien
sei auf [Bear, 1972, Bear und Bachmat, 1990, Hassanizadeh und Gray, 1979a] und
[Hassanizadeh und Gray, 1979b, Hassanizadeh und Gray, 1980] verwiesen.
5.2.1 Drei-Phasen-Str omungsmodell f ur zusammengesetzte Stoe
Wie bereits am Anfang dieses Kapitels erw ahnt, werden im Drei-Phasen-Str omungsmodell f ur
zusammengesetzte Stoe die drei Aggregatzust ande fest, 
 ussig und gasf ormig ber ucksichtigt.
Jede dieser Phasen setzt sich aus mehreren Komponenten zusammen. In diesem AbschnittKAPITEL 5. MODELL 73
werden f ur jede Phase und jede Komponente die entsprechenden Bilanzgleichungen beschrieben.
Massenbilanz feste Phase
Die Massenbilanz der festen Phase wird durch folgende Gleichung beschrieben
@((1   )s)
@t
= R
s: (5.2.1)
Massenbilanz f ur jede Komponenten der festen Phase
Die Massenbilanz f ur die einzelnen Komponenten der festen Phase ist gegeben durch
@((1   )s!s
i)
@t
= R
s
i mit i 2 [1:::ns]: (5.2.2)
Massenbilanz der 
 ussigen Phase
F ur die Bilanzgleichung der 
 ussigen Phase muss zus atzlich zu den Reaktionstermen auch die
Str omung ber ucksichtigt werden. Wie bereits erw ahnt, nehmen wir eine Sickerstr omung durch
ein por oses Medium an
@(lSl)
@t
=  r(
lql) + R
l: (5.2.3)
Hierbei ist ql die Darcygeschwindigkeit, welche die Str omungsgeschwindigkeit im por osen
Medium angibt. Die Darcygeschwindigkeit ist gegeben durch
ql =  
Kl
l
(rpl   
lg); (5.2.4)
wobei Kl die Permeabilit at, l die Viskosit at, pl der Druck und g die Gravitationsbeschleunigung
ist. Wir nehmen stets an, dass die Permeabilit at und die Viskosit at konstant sind.
Massenbilanz f ur jede Komponente der 
 ussigen Phase
Analog zu Gleichung (5.2.3) wird die Darcygeschwindigkeit auch f ur die Massenbilanz
jeder Komponente in der 
 ussigen Phase ben otigt. Zus atzlich diundieren die unterschiedlichen
Komponenten innerhalb der 
 ussigen Phase. Aus diesem Grund wird ein Term f ur Diusion
ben otigt. Die Bilanzgleichung lautet
@(lSl!l
i)
@t
=  r(
lql!
l
i   
lD
l
ir!
l
i) + R
l
i mit i 2 [1:::nl]: (5.2.5)
Hierbei ist Dl
i der Diusionstensor der i-ten Komponente in der 
 ussigen Phase.KAPITEL 5. MODELL 74
Massenbilanz der gasf ormigen Phase
Die Bilanzgleichung f ur die gasf ormige Phase erh alt man analog zu der Bilanzgleichung
f ur die 
 ussige Phase
@(gSg)
@t
=  r(
gqg) + R
g (5.2.6)
mit
qg =  
Kg
g
(rp
g   
gg): (5.2.7)
Typischerweise gilt dabei
p
g = p
g(p
l;S
l): (5.2.8)
Massenbilanz f ur jede Komponente in der gasf ormigen Phase
Analog zu Gleichung 5.2.5 sind die Bilanzgleichungen gegeben durch
@(gSg!
g
i)
@t
=  r(
gqg!
g
i   
gD
g
ir!
g
i) + R
g
i mit i 2 [1:::ng]; (5.2.9)
wobei D
g
i der Diusionstensor der i-ten Komponente in der gasf ormigen Phase ist.
Gleichungen und Parameter
Je nach Anzahl der Komponenten in den unterschiedlichen Phasen erh alt man ein Modell mit
unterschiedlich vielen Unbekannten. Damit eine problemlose L osung der Modellgleichungen
m oglich ist, werden im Folgenden zun achst die Modellparameter und anschlieend alle
Unbekannten mit den zugeh origen Gleichungen aufgelistet (siehe Tabellen 5.2.1 und 5.2.2).
Man beachte, dass die Reaktionsterme Ri und Ri
j f ur i 2 fs;l;gg und j 2 [1;:::;ni] in
Abschnitt 5.3 beschrieben werden und deshalb in der Au
istung nicht vorkommen. Zun achst
ben otigen wir jedoch einige Gleichungen aus dem Abschnitt 5.1

j =
nj X
i=1
!
j
i
j
i mit j 2 fs;l;gg (5.2.10)
S
l + S
g =  (5.2.11)
nj X
i=1
!
j
i = 1 mit j 2 fs;l;gg: (5.2.12)
Aus den Tabellen 5.2.1 und 5.2.2 kann man entnehmen, dass es im vorgestellten Modell
insgesamt 5 + ns + 2(nl + ng) Parameter, 8 algebraische Gleichungen und ns + nl + ng
Di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Parameter Bezeichnung
s
is reine Dichten der verschiedenen Komponenten in der festen Phase
l
il reine Dichten der verschiedenen Komponenten in der 
 ussigen Phase

g
ig reine Dichten der verschiedenen Komponenten in der gasf ormigen Phase
Kl Permeabilit at der 
 ussigen Phase
Kg Permeabilit at der gasf ormigen Phase
l Viskosit at der 
 ussigen Phase
g Viskosit at der gasf ormigen Phase
Dl
il Diusionstensor der il-ten Komponente in der 
 ussigen Phase
D
g
ig Diusionstensor der ig-ten Komponente in der gasf ormigen Phase
g Gravitationsbeschleunigung
Tabelle 5.2.1: Modellparameter im Drei-Phasen-Str omungsmodell, mit is 2 [1;:::;ns]; il 2
[1;:::;nl]; ig 2 [1;:::;ng]:
Unbekannte Zugeh orige Gleichung Gleichungstyp
Feste Phase
 (5.2.1) D
!s
is (5.2.2) D
!s
ns (5.2.12) A
Fl ussige Phase
Sl (5.2.11) A
pl (5.2.3) D
!l
il (5.2.5) D
!l
ns (5.2.12) A
Gasf ormige Phase
Sg (5.2.6) D
pg (5.2.8) A
!
g
ig (5.2.9) D
!g
ns (5.2.12) A
Dichten
j (5.2.10) A
Tabelle 5.2.2: Unbekannte im Drei-Phasen-Str omungsmodell mit den zugeh origen Gleichungen,
mit j 2 fs;l;gg und is 2 [1;:::;ns 1]; il 2 [1;:::;nl 1]; ig 2 [1;:::;ng 1]. Gleichungstyp:
A algebraische Gleichung, D Dierentialgleichung.
5.2.2 Zwei-Phasen-Str omungsmodell f ur zusammengesetzte Stoe
Wie bereits am Anfang dieses Kapitels erkl art, wird der Rechenaufwand stark reduziert, wenn die
Str omung der gasf ormigen Phase vernachl assigt wird. Man erh alt dann ein reduziertes ModellKAPITEL 5. MODELL 76
mit zwei Phasen (fest und 
 ussig). Analog zum Abschnitt 5.2.1 m ussen Bilanzgleichungen f ur
jede Phase und jede Komponente aufgestellt werden.
Massenbilanz feste Phase
Die Massenbilanz der festen Phase wird durch folgende Gleichung beschrieben
@((1   )s)
@t
= R
s: (5.2.13)
Massenbilanz f ur jede Komponente der festen Phase
Die Massenbilanz f ur die einzelnen Komponenten der festen Phase ist gegeben durch
@((1   )s!s
i)
@t
= R
s
i mit i 2 [1;:::;ns]: (5.2.14)
Massenbilanz der 
 ussigen Phase
Analog zu (5.2.3) lautet die Massenbilanz f ur die 
 ussige Phase
@(l)
@t
=  r(
lql) + R
l: (5.2.15)
Hierbei ist ql die Darcygeschwindigkeit, welche die Str omungsgeschwindigkeit im por osen
Medium angibt. Die Darcygeschwindigkeit ist gegeben durch
ql =  
Kl
l
(rpl   
lg); (5.2.16)
wobei Kl die Permeabilit at, l die Viskosit at, pl der Druck und g die Gravitationsbeschleunigung
ist. Wir nehmen stets an, dass die Permeabilit at und die Viskosit at konstant sind.
Im Unterschied zu (5.2.3) wird Sl nicht ben otigt, weil die Gas-Phase vernachl assigt wird.
Stattdessen muss  verwendet werden.
Massenbilanz f ur jede Komponente der 
 ussigen Phase
Analog zu Gleichung (5.2.3) lautet die Bilanzgleichung
@(l!l
i)
@t
=  r(
lql!
l
i   
lD
l
i()r!
l
i) + R
l
i mit i 2 [1:::nl]: (5.2.17)
Hierbei ist Dl
i der Diusionstensor der i-ten Komponente in der 
 ussigen Phase. Im Gegensatz
zu (5.2.3) wird Sl nicht ben otigt, da die Gas-Phase vernachl assigt wird. Analog zu 5.2.15 muss
 verwendet werden.KAPITEL 5. MODELL 77
Gas Produktion
Obwohl die Str omung der gasf ormigen Phase vernachl assigt wird, kann es sinnvoll sein
die lokale Gas Produktion zu ermitteln. Man erh alt die lokale akkumulierte Produktion der
i-ten Komponente in der gasf ormigen Phase durch
P
g
i (t) =
t Z
T0
R
g
i(^ t)d^ t (5.2.18)
Parameter und Gleichungen
Analog zum Abschnitt 5.2.1 sind alle Modellparameter sowie alle Unbekannten mit den
zugeh origen Gleichungen in den Tabellen 5.2.3 und 5.2.4 dargestellt. An den Tabellen
kann man erkennen, dass es insgesamt ns + 2nl + 3 Parameter, 5 + ng algebraische
bzw. Integralgleichungen und ns + nl Dierentialgleichungen gibt. Im Gegensatz zum
Drei-Phasen-Str omungsmodell hat man die Anzahl der Dierentialgleichungen um ng reduziert.
Parameter Bezeichnung
s
is reine Dichten der verschiedenen Komponenten in der festen Phase
l
il reine Dichten der verschiedenen Komponenten in der 
 ussigen Phase
Kl Permeabilit at der 
 ussigen Phase
l Viskosit at der 
 ussigen Phase
Dl
il Diusionstensor der il-ten Komponente in der 
 ussigen Phase
g Gravitationsbeschleunigung
Tabelle 5.2.3: Modellparameter im Zwei-Phasen-Str omungsmodell, mit is 2 [1;:::;ns] und
il 2 [1;:::;nl].KAPITEL 5. MODELL 78
Unbekannte Zugeh orige Gleichung Gleichungstyp
Feste Phase
 (5.2.13) D
!s
is (5.2.14) D
!s
ns (5.2.12) A
Fl ussige Phase
pl (5.2.15) D
!l
il (5.2.17) D
!l
ns (5.2.12) A
Gasf ormige Phase
P
g
ig (5.2.18) I
Dichten
j (5.2.10) A
Tabelle 5.2.4: Unbekannte im Zwei-Phasen-Str omungsmodell mit den zugeh origen Gleichungen,
mit j 2 fs;lg, is 2 [1;:::;ns   1], il 2 [1;:::;nl   1] und ig 2 [1;:::;ng]. Gleichungstyp: A
algebraische Gleichung, D Dierentialgleichung, I Integralgleichung.
5.3 Modell f ur den anaeroben Abbau
In diesem Abschnitt wird ein Modell f ur den anaeroben Abbau organischer Substanzen
vorgestellt. Dabei m ussen die vier wesentlichen Abbauschritte Hydrolyse, Acetogenese,
Acidogenese und Methanogenese (vgl. Abschnitt 4.2) modelliert werden. Im Jahre 2002 wurde
von der IWA Task Group das ADM1-Modell ver oentlicht (siehe [Batstone et al., 2002]). Das
Ziel war es ein vollst andiges Modell f ur den anaeroben Abbau zu erstellen. Seither wurde
das ADM1-Modell sowohl in der Abwassertechnik als auch im Biogasbereich regelm aig
verwendet. In [Blumensaat und Keller, 2005] wurde das ADM1-Modell eingesetzt, um den
anaeroben Abbau in einer zweistugen Biogasanlage zu modellieren und in [Wett et al., 2007]
um die Verfahrenstechnik einer Biogasanlage zu optimieren. In [Wichern et al., 2009]
wird die Monoverg arung von Grassilage unter mesophilen Bedingungen untersucht und
in [Thamsiriroj und Murphy, 2011] wird die Monoverg arung von Grassilage in einem
zweistugen CSTR mit Hilfe des ADM1-Modells untersucht. F ur einen weiteren  Uberblick zu
Weiterentwicklungen und Applikationen des ADM1-Modells sei auf [Batstone, 2006] verwiesen.
Das ADM1-Modell wird ausf uhrlich in Abschnitt 5.3.1 erl autert. Abschnitt 5.3.2 befasst
sich mit den Hemmtermen im ADM1-Modell, w ahrend in Abschnitt 5.3.3 die wichtigsten
Schwachstellen des ADM1-Modells diskutiert werden.KAPITEL 5. MODELL 79
5.3.1 ADM1-Modell
Bevor das ADM1-Modell ausf uhrlich erl autert werden kann, m ussen zun achst alle zu
ber ucksichtigenden Stoe deniert werden. Die Stoe sind in Tabelle 5.3.1 dargestellt.
Weiterhin ist in der Tabelle dargestellt, ob der jeweilige Sto ein Anfangsprodukt einer der vier
Phasen (Hydrolyse, Acetogenese, Acidogenese, Methanogenese) ist. Die genauen Abbauwege
der Stoe sind in Abbildung 5.3.1 dargestellt. Alle auftretenden Parameter sind in den Tabellen
5.3.2, 5.3.3 und 5.3.4 aufgelistet.KAPITEL 5. MODELL 80
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Methan
Essigsäure
Verwerter
Wasserstoff
Verwerter
Essigsäure Wasserstoff,
Kohlendioxid
Aminosäuren Zucker LCFA
Buttersäure Valeriansäure Propionsäure
Aminosäuren
Verwerter
Zucker
Verwerter
LCFA
Verwerter
Biomasse, 
unorganischer 
Stickstoff, 
unorganischer 
Kohlenstoff, 
Wasserstoff
Buttersäure
Verwerter
Valeriansäure
Verwerter
Propionsäure
Verwerter
Biomasse
Proteine Kohlenhydrate Lipide/Fette lösliche Reststoffe unlösliche Reststoffe
Abbildung 5.3.1: Abbauwege im ADM1-Modell; graue K asten: Stoe, blaue K asten:
Mikroorganismen, gelbe K asten: Nebenprodukte, graue gestrichelte K asten: biologische Phasen,
schwarze Pfeile: Prozesse ohne Mikroorganismen, blaue Pfeile: Prozesse mit Mikroorganismen,
gelbe Pfeile: Prozesse mit Mikroorganismen und Nebenprodukten.KAPITEL 5. MODELL 81
Sto Symbol Ausgangssto zu Phase Gleichung Einheit
Biomasse Cc Hydrolyse (5.3.1) kgCSB=m3
Kohlenhydrate Cch Hydrolyse (5.3.2) kgCSB=m3
Proteine Cpr Hydrolyse (5.3.3) kgCSB=m3
Lipide/Fette Cli Hydrolyse (5.3.4) kgCSB=m3
unl osliche Reststoe Cpi NV (5.3.5) kgCSB=m3
l osliche Reststoe Csi NV (5.3.6) kgCSB=m3
Einfachzucker Csu Acidogenese (5.3.8) kgCSB=m3
Aminos auren Caa Acidogenese (5.3.9) kgCSB=m3
Langkettige Fetts auren (LCFA) Cfa Acidogenese (5.3.10) kgCSB=m3
Valerians aure Cva Acetogenese (5.3.16) kgCSB=m3
Butters aure Cbu Acetogenese (5.3.17) kgCSB=m3
Propions aure Cpro Acetogenese (5.3.18) kgCSB=m3
Essigs aure Cac Methanogenese (5.3.22) kgCSB=m3
Wassersto Ch2 Methanogenese (5.3.21) kgCSB=m3
anorganischer Kohlensto CIC Methanogenese (5.3.26) kmolC=kgCSB
Methan Cch4 NV (5.3.25) kgCSB=m3
anorganischer Sticksto CIN NV (5.3.27) kmolN=kgCSB
Zucker Verwerter Csud NV (5.3.11) kgCSB=m3
Aminos auren Verwerter Caad NV (5.3.12) kgCSB=m3
LCFA Verwerter Cfad NV (5.3.13) kgCSB=m3
Valerian- und Butters aure Verwerter Cc4d NV (5.3.19) kgCSB=m3
Propions aure Verwerter Cprod NV (5.3.20) kgCSB=m3
Essigs aure Verwerter Cacd NV (5.3.24) kgCSB=m3
Wassersto Verwerter Ch2d NV (5.3.23) kgCSB=m3
Tabelle 5.3.1: Ber ucksichtigte Stoe im ADM1-Modell mit deren Auftreten als Ausgangsprodukt
in einer der vier Prozessphasen sowie die zugeh origen Gleichungen und Einheiten; NV: Sto ist
kein Ausgangsprodukt einer biologischen Phase.KAPITEL 5. MODELL 82
F ur jeden Sto wird eine gew ohnliche Dierentialgleichung aufgestellt. Da im ADM1-Modell
f ur die meisten Stoe die Einheit kgCSB=m3 verwendet wird, beschreiben die gew ohnlichen
Dierentialgleichungen eine Energiebilanz. Wir fangen zun achst mit den Ausgangsprodukten der
vier Phasen an. Sp ater werden dann die Stoe, welche keine Ausgangsstoe sind, betrachtet.
Hydrolyse
In der Hydrolyse wird die Biomasse zun achst zu Kohlenhydraten, Proteinen, Fetten und
Reststoen abgebaut. Anschlieend werden die genannten Stoe weiter abgebaut zu den
Ausgangsstoen der Acidogenese (vgl. Abbildung 5.3.1). F ur die Biomasse erh alt man die
Gleichung
@Cc
@t
=  kdisCc + kdec;CsudCsud + kdec;CaadCaad + kdec;CfadCfad
+kdec;Cc4dCc4d + kdec;CprodCprod + kdec;CacdCacd + kdec;Ch2dCh2d: (5.3.1)
Hierbei beschreibt kdisCc den Abbau der Biomasse und die kdec;CdCd Terme beschreiben
den Zugewinn an Biomasse durch das Sterben der Mikroorganismen. d ist hierbei ein
Platzhalter f ur alle ber ucksichtigten Mikroorganismen und  f ur alle ber ucksichtigten Stoe.
F ur Kohlenhydrate, Proteine, Fette und Reststoe ergeben sich die folgenden Gleichungen
@Cch
@t
= fch;xckdisCc   khyd;chCch (5.3.2)
@Cpr
@t
= fch;prkdisCc   khyd;prCpr (5.3.3)
@Cli
@t
= fch;likdisCc   khyd;liCli (5.3.4)
@Cpi
@t
= fch;pikdisCc (5.3.5)
@Csi
@t
= fch;sikdisCc: (5.3.6)
Der positive Term beschreibt jeweils den Massenzugewinn der verschiedenen Sto durch Abbau
der Biomasse, w ahrend der negative Term den weiteren Abbau beschreibt.
Acidogenese
Ab der Acidogenese-Phase, wird in dem Modell davon ausgegangen, dass Mikroorganismen
die Stoe weiter abbauen. Dabei wird die Michaelis-Menten Kinetik verwendet. F ur die
Aufnahmerate qd gilt
q
d = km;d
C
Ks; + C
CdId; (5.3.7)
wobei  ein Platzhalter f ur den betrachteten Sto und Id ein Hemmterm ist. Die Hemmterme
sind in Abschnitt 5.3.2 erl autert. In Gleichung (5.3.7) ist km;d die maximale AufnahmerateKAPITEL 5. MODELL 83
und Ks; die Michaelis-Menten Konstante. Die Michaelis-Menten Konstante gibt an, bei
welcher Konzentration des Stoes  die Aufnahmerate halbiert wird. Ist die Konzentration
C  Ks;, tritt eine starke Hemmung ein. Ist hingegen die Konzentration C  Ks;, hat
der Michaelis-Menten Term keine Auswirkung auf die Kinetik, es tritt also keine Hemmung
ein. Mit dieser Vorbetrachtung k onnen wir nun die gew ohnlichen Dierentialgleichungen f ur die
Ausgangsstoe der Acidogenese formulieren
@Csu
@t
=  q
su + khyd;chCch + (1   ffa;li)khyd;liCli (5.3.8)
@Caa
@t
=  q
aa + khyd;prCpr (5.3.9)
@Cfa
@t
=  q
fa + ffa;likhyd;liCli: (5.3.10)
Hierbei beschreibt q den Abbau des jeweiligen Stoes durch Mikroorganismen, w ahrend die
Quellterme den Abbau in der Hydrolyse-Phase gutschreiben. An den Gleichungen (5.3.8), (5.3.9)
und (5.3.10) kann man erkennen, dass Zucker Abbauprodukt sowohl von Kohlenhydraten
als auch von Lipiden ist. Aminos auren sind Abbauprodukte von Proteinen und LCFA sind
Abbauprodukte von Fetten (vgl. Abbildung 5.3.1).
F ur die an der Acidogenese beteiligten Mikroorganismen ergeben sich die Gleichungen
@Csud
@t
= Ysuq
su   kdec;CsudCsud (5.3.11)
@Caad
@t
= Yaaq
aa   kdec;CaadCaad (5.3.12)
@Cfad
@t
= Yfaq
fa   kdec;CfadCfad: (5.3.13)
Hierbei gibt Y den Anteil des aufgenommen Stoes wieder, welcher zum Wachstum verwendet
wird. Die Senke beschreibt den Tod der Mikroorganismen.
Acetogenese
In der Acetogenese werden Valerians aure und Butters aure von der gleichen Gruppe
Mikroorganismen abgebaut. Welche der beiden S auren konsumiert wird, h angt von dem
Verh altnis der Konzentrationen ab. Konkret ergeben sich folgende Aufnahmeraten
^ q
va = km;c4
Cva
Ks;va + Cva

1
1 + Cbu=Cva
Cc4dIc4d (5.3.14)
^ q
bu = km;c4
Cbu
Ks;bu + Cbu

1
1 + Cva=Cbu
Cc4dIc4d: (5.3.15)KAPITEL 5. MODELL 84
F ur die Ausgangsstoe der Acetogenese ergeben sich schlielich folgende Gleichungen
@Cva
@t
=  ^ q
va + (1   Yaa)fva;aaq
aa (5.3.16)
@Cbu
@t
=  ^ q
bu + (1   Yaa)fbu;aaq
aa + (1   Ysu)fbu;suq
su (5.3.17)
@Cpro
@t
=  q
pro + (1   Yaa)fpro;aaq
aa + (1   Ysu)fpro;suq
su
+(1   Yc4)fpro;va^ q
va: (5.3.18)
Valerians aure ist Abbauprodukt von Aminos auren, Butters aure entsteht durch Abbau von
Aminos auren und Zucker. Propions aure entsteht durch Abbau von Aminos auren, Zucker und
Valerians aure (vgl. Abbildung 5.3.1).
F ur die beteiligten Mikroorganismen ergeben sich folgende Gleichungen
@Cc4d
@t
= Yc4(^ q
va + ^ q
bu)   kdec;Cc4dCc4d (5.3.19)
@Cprod
@t
= Yproq
pro   kdec;CprodCprod: (5.3.20)
An Gleichung (5.3.19) kann man erkennen, dass es nur eine Gruppe Mikroorganismen gibt,
welche Valerian- und Butters aure verwerten.
Methanogenese
In der Methanogenese entsteht Methan durch zwei verschiedene Prozesse. Im ersten
Prozess werden Kohlendioxid und Wassersto zu Methan umgesetzt w ahrend im zweiten
Prozess Essigs aure zu Methan und Kohlendioxid abgebaut wird. Es ergeben sich folgende
Gleichungen
@Ch2
@t
=  q
h2 + (1   Ysu)fh2;suq
su + (1   Yaa)fh2;aaq
aa + (1   Yfa)fh2;faq
fa
+(1   Yc4)fh2;va^ q
va + (1   Yc4)fh2;bu^ q
bu + (1   Ypro)fh2;proq
pro (5.3.21)
@Cac
@t
=  q
ac + (1   Ysu)fac;suq
su + (1   Yaa)fac;aaq
aa + (1   Yfa)fac;faq
fa
+(1   Yc4)fac;va^ q
va + (1   Yc4)fac;bu^ q
bu + (1   Ypro)fac;proq
pro: (5.3.22)
Hierbei sind Essigs aure und Wassersto Abbauprodukte von Zucker, Aminos auren, LCFA,
Valerian-, Butter- und Propions aure (vgl. Abbildung 5.3.1).
F ur die beteiligten Mikroorganismen ergeben sich folgende Gleichungen
@Ch2d
@t
= Yh2q
h2   kdec;Ch2dCh2d (5.3.23)
@Cacd
@t
= Yacq
ac   kdec;CacdCacd: (5.3.24)KAPITEL 5. MODELL 85
 Ubrige Gleichungen
Zu den Stoen, welche nicht unmittelbar an den Reaktionen beteiligt sind und ebenfalls
keine Ausgangsstoe der vier biologischen Phasen sind, geh oren Methan, unorganischer
Kohlensto und unorganischer Sticksto. Die Gleichungen lauten
@Cch4
@t
= (1   Yac)q
ac + (1   Yh2)q
h2 (5.3.25)
@CIC
@t
= ^ Q
IC (5.3.26)
@CIN
@t
= ^ Q
IN: (5.3.27)
F ur den unorganischen Kohlensto ergibt sich ein anderer Typ Gleichung. Das liegt daran, dass
der unorganische Kohlensto nicht in CSB gemessen werden kann, stattdessen wird die Einheit
kmol C / kg CSB (vgl. Tabelle 5.3.1) verwendet. Bei den gew ohnlichen Dierentialgleichungen
muss entsprechend immer umgerechnet werden. Dies geschieht mit dem Parameter IC, dem
sogenannten Kohlenstogehalt. Das  ist hier wieder ein Platzhalter f ur verschiedene Stoe.
Da in den meisten Prozessen unorganischer Kohlensto frei wird, gibt es entsprechend viele
Quellen und Senken, die zu der Bilanzierung beitragen. Es ergibt sich folgende Gleichung
^ Q
IC =
X
i6=IC
@Ci
@t
INi; (5.3.28)
wobei die Summe  uber alle im Modell betrachteten Stoe (auer  uber unorganischen
Kohlensto) l auft.
 Ahnlich wie bei Gleichung (5.3.26) muss auch f ur den unorganischen Sticksto zwischen
Einheiten umgerechnet werden. Analog wird das  uber den Parameter IN realisiert. Da
die meisten betrachteten Stoe keinen Sticksto enthalten, gen ugt im ADM1-Modell die
Betrachtung von INd, dem Stickstonhalt der verschiedenen Mikroorganismen, sowie INaa,
dem Sticksto Inhalt der Aminos auren. Damit ergibt sich f ur ^ QIN folgende Gleichung
^ Q
IN = (Naa   YaaINaad)q
aa   YsuINsudq
su   YfaINfadq
fa
 Yc4INc4d(^ q
va + ^ q
bu)   YproINproq
pro   YacINacdq
ac   Yh2INh2dq
h2:
(5.3.29)
Energieerhaltung
Wie bereits am Anfang dieses Abschnitts erkl art, wird im ADM1 Modell durch die gew ohnlichen
Dierentialgleichungen der CSB bilanziert. Damit der Gesamt-CSB erhalten ist (und damitKAPITEL 5. MODELL 86
auch die Energie), muss folgendes gelten
fch;xc = 1   fpr;xc   fli;xc   fpi;xc   fsi;xc (5.3.30)
ffa;li = 1   fsu;li (5.3.31)
fva;aa = 1   fbu;aa   fpro;aa   fh2;aa   fac;aa (5.3.32)
fbu;su = 1   fpro;su   fh2;su   fac;su (5.3.33)
fh2;fa = 1   fac;fa (5.3.34)
fpro;va = 1   fac;va   fh2;va (5.3.35)
fac;bu = 1   fh2;fa (5.3.36)
fac;pro = 1   fh2;pro: (5.3.37)
Abschlieend sind in den Tabellen 5.3.2, 5.3.3 und 5.3.4 alle Parameter des ADM1-Modells
aufgelistet. Die Literaturwerte k onnen z.T. stark variieren (abh angig von  aueren Ein
 ussen)
und sind deshalb hier nicht aufgef uhrt. F ur verschiedene Szenarien k onnen die Literaturwerte
beispielsweise in [Batstone et al., 2002] nachgeschlagen werden.KAPITEL 5. MODELL 87
Parameter Bedeutung
kdis Abbaurate der Biomasse
kdec;Csud Sterberate Zucker Verwerter
kdec;Caad Sterberate Aminos auren Verwerter
kdec;Cfad Sterberate LCFA Verwerter
kdec;Cc4d Sterberate Valerian- und Butters aure Verwerter
kdec;Cprod Sterberate Propions aure Verwerter
kdec;Cacd Sterberate Essigs aure Verwerter
kdec;Ch2d Sterberate Wassersto Verwerter
khyd;ch Abbaurate der Kohlenhydrate
kpro;ch Abbaurate der Proteine
kli;ch Abbaurate der Lipide
km;sud maximale Aufnahmerate Zuckerverwerter
km;aad maximale Aufnahmerate Aminos auren Verwerter
km;fad maximale Aufnahmerate LCFA Verwerter
km;c4 maximale Aufnahmerate Valerian- und Butters aure Verwerter
km;pro maximale Aufnahmerate Propions aure Verwerter
km;ac maximale Aufnahmerate Essigs aure Verwerter
km;h2 maximale Aufnahmerate Wassersto Verwerter
Ks;su Michaelis-Menten Konstante f ur Zucker Verwerter
Ks;aa Michaelis-Menten Konstante f ur Aminos auren Verwerter
Ks;fa Michaelis-Menten Konstante f ur LCFA Verwerter
Ks;va Michaelis-Menten Konstante f ur Valerian- und Butters aure Verwerter
Ks;bu Michaelis-Menten Konstante f ur Valerian- und Butters aure Verwerter
Ks;pro Michaelis-Menten Konstante f ur Propions aure Verwerter
Ks;ac Michaelis-Menten Konstante f ur Essigs aure Verwerter
Ks;h2 Michaelis-Menten Konstante f ur Wassersto Verwerter
Ysu Anteil des aufgenommenen Einfachzuckers, welcher zum Wachstum verwendet wird
Yaa Anteil der aufgenommen Aminos auren, welche zum Wachstum verwendet werden
Yfa Anteil der aufgenommen LCFA, welche zum Wachstum verwendet werden
Yc4 Anteil der aufgenommen Valerian- bzw. Butters aure, welche
zum Wachstum verwendet werden
Ypro Anteil der aufgenommen Propions aure, welche zum Wachstum verwendet wird
Yac Anteil der aufgenommen Essigs aure, welche zum Wachstum verwendet wird
Yh2 Anteil des aufgenommen Wasserstos, welcher zum Wachstum verwendet wird
Tabelle 5.3.2: Parameter des ADM1-Modells, Teil 1.KAPITEL 5. MODELL 88
Parameter Bedeutung
fch;xc Anteil an Biomasse, welche zu Kohlenhydraten abgebaut wird
fpr;xc Anteil an Biomasse, welche zu Proteinen abgebaut wird
fli;xc Anteil an Biomasse, welche zu Fetten abgebaut wird
fpi;xc Anteil an Biomasse, welche zu unl oslichen Reststoen abgebaut wird
fsi;xc Anteil an Biomasse, welche zu l oslichen Reststoen abgebaut wird
ffa;li Anteil an Lipiden, welche zu LCFA abgebaut werden
fsu;li Anteil an Lipiden, welche zu Einfachzucker abgebaut werden
fva;aa Anteil an Aminos auren, welche zu Valerians aure abgebaut werden
fbu;aa Anteil an Aminos auren, welche zu Butters aure abgebaut werden
fpro;aa Anteil an Aminos auren, welche zu Propions aure abgebaut werden
fh2;aa Anteil an Aminos auren, welche zu Wassersto abgebaut werden
fac;aa Anteil an Aminos auren, welche zu Essigs aure abgebaut werden
fbu;su Anteil an Zucker, welcher zu Butters aure abgebaut wird
fpro;su Anteil an Zucker, welcher zu Propions aure abgebaut wird
fh2;su Anteil an Zucker, welcher zu Wassersto abgebaut wird
fac;su Anteil an Zucker, welcher zu Essigs aure abgebaut wird
fh2;fa Anteil an LCFA, welche zu Wassersto abgebaut werden
fac;fa Anteil an LCFA, welche zu Essigs aure abgebaut werden
fpro;va Anteil an Valerians aure, welche zu Propions aure abgebaut wird
fac;va Anteil an Valerians aure, welche zu Essigs aure abgebaut wird
fh2;va Anteil an Valerians aure, welche zu Wassersto abgebaut wird
fac;bu Anteil an Butters aure, welche zu Essigs aure abgebaut wird
fh2;bu Anteil an Butters aure, welche zu Wassersto abgebaut wird
fac;pro Anteil an Propions aure, welche zu Essigs aure abgebaut wird
fh2;pro Anteil an Propions aure, welche zu Wassersto abgebaut wird
INaa Stickstogehalt von Aminos auren
INsud Stickstogehalt von Zucker Verwertern
INaad Stickstogehalt von Aminos aure Verwertern
INfad Stickstogehalt von LCFA Verwertern
INc4d Stickstogehalt von Valerian- und Butters aure Verwertern
INprod Stickstogehalt von Propions aure Verwertern
INacd Stickstogehalt von Essigs aure Verwertern
INh2d Stickstogehalt von Wassersto Verwertern
Tabelle 5.3.3: Parameter des ADM1-Modells, Teil 2.KAPITEL 5. MODELL 89
Parameter Bedeutung
ICc Kohlenstogehalt Biomasse
ICch Kohlenstogehalt Kohlenhydrate
ICpr Kohlenstogehalt Proteine
ICli Kohlenstogehalt Lipide
ICpi Kohlenstogehalt unl osliche Reststoe
ICsi Kohlenstogehalt l osliche Reststoe
ICsu Kohlenstogehalt Einfachzucker
ICaa Kohlenstogehalt Aminos auren
ICfa Kohlenstogehalt LCFA
ICva Kohlenstogehalt Valerian S aure
ICbu Kohlenstogehalt Butters aure
ICpro Kohlenstogehalt Propions aure
ICac Kohlenstogehalt Essigs aure
ICh2 Kohlenstogehalt Wassersto
ICIC Kohlenstogehalt unorganischer Kohlensto
ICIN Kohlenstogehalt unorganischer Sticksto
ICch4 Kohlenstogehalt Methan
ICsud Kohlenstogehalt Zucker Verwerter
ICaad Kohlenstogehalt Aminos auren Verwerter
ICfad Kohlenstogehalt LCFA Verwerter
ICc4d Kohlenstogehalt Methan Verwerter
ICprod Kohlenstogehalt Propions aure Verwerter
ICacd Kohlenstogehalt Essigs aure Verwerter
ICh2d Kohlenstogehalt Wassersto Verwerter
Tabelle 5.3.4: Parameter des ADM1-Modells, Teil 3.KAPITEL 5. MODELL 90
5.3.2 Hemmterme im ADM1-Modell
In diesem Abschnitt werden die Hemmterme im ADM1-Modell detailliert betrachtet.
Hemmterme verringern im Fall ung unstiger Lebensbedingungen die Aufnahmerate der
Mikroorganismen. Es werden insgesamt drei verschiedene Typen von Hemmungen
unterschieden. Der erste Typ ist die Hemmung aufgrund des pH-Wertes, der zweite Typ die
Hemmung durch Wassersto und der dritte Typ ist die Hemmung durch Sticksto. Der gesamte
Hemmterm Id ergibt sich durch Kombination der verschiedenen Hemmterme
Id = I
pH
d  I
h2
d  I
N
d: (5.3.38)
Dabei ist d ein Platzhalter f ur die im ADM1-Modell verwendeten Mikroorganismen.
Hemmung durch den pH-Wert
F ur die Hemmung durch den pH-Wert werden im ADM1-Modell zwei verschiedene empirische
Terme verwendet. Beim ersten Term tritt eine Hemmung ein, wenn der pH-Wert geringer ist
als der Grenzwert pHU. Die Gleichung lautet
I
pHL
d (pH) =
8
<
:
1 falls pH > pHU
d;
exp

 3

pH pHL
d
pHU
d pHL
d
2
sonst
9
=
;
: (5.3.39)
Der Parameter pHL
d gibt dabei an, wie stark die Hemmung bei Unterschreitung des Grenzwertes
ist.
Der zweite Term beschreibt eine Hemmung, die auftritt wenn der Grenzwert nach oben, pHU,
oder nach unten, pHL
d, durchbrochen wird. Die Gleichung lautet
I
pHUL
d (pH) =
1 + 2  100;5(pHL
d pHU
d)
1 + 10(pH pHU
d) + 10(pHL
d pH): (5.3.40)
In Tabelle 5.3.5 sind die Hemmungen f ur die verschiedenen Mikroorganismen des ADM1-Modells
dargestellt. F ur jede Gruppe an Mikroorganismen werden die beiden Parameter pHU und pHL
ben otigt, deren Werte von vielen  aueren Ein
 ussen abh angen. F ur verschiedene Szenarien
k onnen die Werte in [Batstone et al., 2002] nachgeschlagen werden.
Berechnung des pH-Werts
Um Hemmungen durch den pH-Wert im Modell verwenden zu k onnen, muss zun achst
der pH-Wert berechnet werden. Dieser ergibt sich aus der Konzentration an H3O+ Ionen in
der L osung
pH =  log10

CH3O+ 
l
mol

: (5.3.41)
Die Konzentration der H3O+ Ionen hingegen h angt von den verschiedenen Stoen in der
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Anion bzw. Kation. Die verschiedenen Stoe, welche in Tabelle 5.3.1 dargestellt sind, stellen
immer die Gesamtmenge des jeweiligen Stoes dar, d.h. der gel oste Sto und die zugeh origen
Anionen bzw. Kationen. Im Folgenden bezeichne C;l die Konzentration des gel osten Stoes
und C; das zugeh orige Anion bzw. Kation. Dann gilt
C = C;l + C; (5.3.42)
Im ADM1-Modell werden bei der Berechnung des pH-Wertes organische S auren, unorganischer
Kohlensto und unorganischer Sticksto ber ucksichtigt. Nun k onnen wir f ur jeden Sto die
Gleichung, welche das Dissoziationsgleichgewicht beschreibt, aufstellen
CIN; =
CH3O+  CIN
Ka;NH4 + CH3O+
(5.3.43)
CIC; =
Ka;CO2  CIC
Ka;CO2 + CH3O+
(5.3.44)
Cac; =
Ka;ac  Cac
Ka;ac + CH3O+
(5.3.45)
Cpro; =
Ka;pro  Cpro
Ka;pro + CH3O+
(5.3.46)
Cbu; =
Ka;bu  Cbu
Ka;bu + CH3O+
(5.3.47)
Cva; =
Ka;va  Cva
Ka;va + CH3O+
(5.3.48)
COH  =
Ka;H2O
CH3O+
: (5.3.49)
Hierbei sind Ka; Dissoziationskonstanten zu den verschiedenen Stoen. Die
Dissoziationskonstanten k onnen beispielsweise in [Batstone et al., 2002] nachgeschlagen
werden.
Die gerade beschriebenen Gleichungen reichen noch nicht aus, um CH3O+ zu bestimmen.
Insgesamt wurden acht neue Unbekannte eingef uhrt fC;;COH ;CH3O+g, aber nur sieben
Gleichungen. Die letzte Gleichung beschreibt die Ladungserhaltung
C++CIN;+CH3O+  CIC; 
Cac;
64
 
Cpro;
112
 
Cbu;
160
 
Cva;
208
 COH   C  = 0: (5.3.50)
Die Terme C+ und C  beschreiben die Konzentration der sonstigen Anionen bzw. der sonstigen
Kationen und sind als Parameter zu verstehen. Die Nenner in den Br uchen sind notwendig,
um die Einheiten umzurechnen, und stellen gCSB pro Ladung des jeweiligen Stoes dar. Der
pH-Wert kann nun durch L osen der acht Gleichungen mit den acht Unbekannten berechnet
werden. Alle  ubrigen Stoe, welche ebenfalls einen Ein
uss auf den pH-Wert haben (z.B. LCFA,
Aminos auren etc.), werden im ADM1-Modell bei der Berechnung des pH-Wertes vernachl assigt.KAPITEL 5. MODELL 92
Hemmung durch Wassersto
Die Hemmung durch Wassersto wird wie folgt berechnet
I
h2
d =
1
1 + Ch2=Kh2
d
: (5.3.51)
Die Parameter Kh2
d h angen von den jeweiligen Mikroorganismen ab. Ist die
Wasserstokonzentration zu hoch, tritt eine Hemmung ein. Die Parameter k onnen in
[Batstone et al., 2002] nachgeschlagen werden.
Hemmung durch Sticksto
Die Hemmung durch Sticksto erfolgt auf zwei verschiedene Arten. Wenn die Konzentration
des gesamten unorganischen Stickstos CIN sehr gering ist, tritt eine Hemmung ein. Dies wird
durch die Gleichung
I
IN
d =
1
1 + KIN
d =CIN
(5.3.52)
beschrieben.
Die zweite Hemmung durch Sticksto beschreibt eine Hemmung durch Ammoniak. Die
Hemmung tritt ein, wenn die Konzentration an Ammoniak zu hoch wird. Die Gleichung lautet
I
NH3
d =
1
1 + CNH3=K
NH3
d
: (5.3.53)
Die Parameter K
NH3
d und KIN
d k onnen in [Batstone et al., 2002] nachgeschlagen werden.
Mikroorganismen I
pH
d Ih2
d IN
d Parameter
Zucker Verwerter I
pHUL
sud - IIN
sud fpHU;pHL;KIN
sudg
Aminos auren Verwerter I
pHUL
aad - IIN
aad fpHU;pHL;KIN
aadg
LCFA Verwerter I
pHUL
fad Ih2
fad IIN
fad fpHU;pHL;Kh2
fad;KIN
fadg
Valerian- und I
pHUL
c4d Ih2
c4d IIN
c4d fpHU;pHL;Kh2
c4d;KIN
c4dg
Butters aure Verwerter
Propions aure Verwerter I
pHUL
prod Ih2
prod IIN
prod fpHU;pHL;Kh2
prod;KIN
prodg
Essigs aure Verwerter I
pHL
acd Ih2
acd IIN
acd  I
NH3
acd fpHU;pHL;Kh2
acd;KIN
acd;K
NH3
acd g
Wassersto Verwerter I
pHUL
h2d Ih2
h2d IIN
h2d fpHU;pHLg
Tabelle 5.3.5: Hemmterme im ADM1-Modell und die ben otigten Parameter.
5.3.3 Schw achen und Verbesserungen des ADM1-Modells
In diesem Abschnitt werden die wichtigsten Schw achen sowie einige Verbesserungen des
ADM1-Modells erl autert, ein Anspruch auf Vollst andigkeit besteht jedoch nicht.KAPITEL 5. MODELL 93
Anzahl der Parameter
Die gr ote Schw ache des ADM1-Modells ist gegeben durch die groe Anzahl an Parametern. In
den Tabellen 5.3.2, 5.3.3, 5.3.4 und 5.3.5 sind alle Parameter aufgelistet. Insgesamt werden 114
Parameter verwendet. Die meisten Parameter sind stark Temperatur- und pH-Wert- abh angig.
Weiterhin variieren die meisten Parameter in der Literatur um mehrere Gr oenordnungen. Unter
diesen Umst anden muss eine groe Menge an Messdaten zu m oglichst vielen Intermediaten
vorhanden sein, um das ADM1-Modell zu validieren. In den Experimenten k onnen jedoch
meist nur wenige Stoe detailliert gemessen (vgl. Kapitel 7), eine korrekte Validierung des
kompletten ADM1-Modells ist mit aktuellen Messmethoden daher unm oglich.
Abbauwege
In einem Modell sollten Stoe, die durch Mikroorganismen konsumiert werden, in einem
konsistenten Verh altnis zu den Stoen stehen, welche beim Absterben der Mikroorganismen
entstehen. Im ADM1-Modell ist das nicht der Fall. Beispielsweise wird von Zuckerverwertern
ausschlielich Einfachzucker konsumiert. Durch das Absterben entsteht allerdings Biomasse
aus der dann im weiteren Verlauf unter anderem Reststoe entstehen. Es gibt also im
ADM1-Modell einen Abbauweg von Zucker zu Reststoen. Dies sollte nicht der Fall sein, da
Zucker im Gegensatz zu Reststoen anaerob abbaubar ist.
Es gibt zwei M oglichkeiten dieses Problem zu beheben. Beim ersten Ansatz entsteht durch
das Absterben der Mikroorganismen wieder Einfachzucker. Bei der zweiten M oglichkeit m ussen
Mikroorganismen zus atzlich zum Einfachzucker auch andere anaerob unverwertbare Stoe
konsumieren.
F ullk orper
Im ADM1-Modell gibt es keine eingebaute Schranke f ur die maximale Menge an
Mikroorganismen, d.h. Mikroorganismen vermehren sich bei ausreichender Versorgung mit
N ahrstoen viel zu stark. In vielen Reaktoren werden F ullk orper verwendet (vgl. Abschnitt 4.6),
deren Beschaenheit einen entscheidenden Ein
uss auf die maximal m ogliche Konzentration
der Mikroorganismen hat. Dieses Problem kann durch einen weiteren F ullk orper-spezischen
Hemmterm IMAX
d behoben werden
I
MAX
d = 1  
Cd
MOMAX;d
: (5.3.54)
Hierbei gibt MOMAX;d die maximal m ogliche Konzentration der Mikroorganismen d im
Reaktor an. Der Parameter MOMAX;d muss als F ullk orper-spezischer Parameter aufgefasst
werden. Es gilt: Je gr oer die volumenbezogene spezische Ober
 ache desto gr oer ist
MOMAX;d.
Der Fall Cd ! MOMAX;d beschreibt F ullk orper, welche bereits durch Mikroorganismen
 uberbev olkert sind. Die inneren Schichten des Biolms k onnen dann nicht mehr ausreichendKAPITEL 5. MODELL 94
mit N ahrstoen versorgt werden und sterben ab. Der Hemmterm IMAX
d beschreibt genau dieses
Verhalten. Im Falle einer  Uberbev olkerung wird der Konsum der N ahrstoe gehemmt.
Gibbssche freie Energie
Die  Anderung der Gibbsschen freien Energie gibt die Energie an, welche ein Mikroorganismus
erh alt oder investieren muss, wenn eine Reaktion durchgef uhrt wird. Wenn die  Anderung
der Gibbsschen freien Energie negativ ist, wird bei der zugeh origen Reaktion Energie
freigesetzt. Bei positiver  Anderung der Gibbsschen freien Energie muss Energie investiert
werden. Damit eine Reaktion stattnden kann, muss der beteiligte Mikroorganismus ATP
produzieren k onnen. Dazu muss eine bestimmte Menge Energie pro Reaktion frei werden,
es ist also nicht hinreichend, dass die  Anderung der Gibbsschen freien Energie negativ ist.
Obwohl im ADM1-Modell viele Hemmterme ber ucksichtigt sind, gibt es keine explizite
Ber ucksichtigung der Gibbsschen freien Energie. Deshalb kann es vorkommen, dass Reaktionen
im Modell stattnden, obwohl die beteiligten Mikroorganismen keinen Energiegewinn erzielen
k onnen. Weitere Informationen zur Gibbsschen freien Energie sowie zur thermodynamischen
Modellierung der Reaktionsterme k onnen in [Rodriguez et al., 2008], [Sorribas et al., 2007],
[Thauer et al., 1977] und [de Poorter et al., 2007] nachgeschlagen werden.
Syntrophe Mikroorganismen
Viele Abbauschritte k onnen auf verschiedene Arten erfolgen. Insbesondere gibt es innerhalb der
Methanogenese und Acetogenese oft zwei verschiedene Abbauwege. Der eine Weg beschreibt
den direkten Abbauweg, so wie es in Abbildung 5.3.1 dargestellt ist, der andere Abbauweg
wird durch eine symbiotische Lebensgemeinschaft von mindestens zwei Mikroorganismen
durchgef uhrt (vgl. Abschnitt 4.2). In den symbiotischen Lebensgemeinschaften kostet die
erste Reaktion Energie und produziert Wassersto. Der produzierte Wassersto wird dann
an den zweiten Mikroorganismus weitergereicht und verwertet. Der zweite Mikroorganismus
gibt dann einen Teil der gewonnen Energie an den symbiotischen Partner ab. Weil Wassersto
energiereich ist, ist es entscheidend, dass der Wassersto nicht verloren geht. Dieses Ph anomen
tritt beispielsweise beim Abbau von Essigs aure auf. Der direkte Abbau ist durch die Reaktion
CH3COOH ) CH4 + CO2 (5.3.55)
gegeben. Hierbei werden unter Normalbedingungen 31kJ/mol frei. Der Abbau durch die
symbiotische Lebensgemeinschaft sieht folgendermaen aus
CH3COOH + 2H2O ) 4H2 + 2CO2 ) CH4 + CO2 + 2H2O: (5.3.56)
Die erste Reaktion kostet den beteiligten Mikroorganismus unter Normalbedingungen
104kJ/mol, die zweite Reaktion bringt unter Normalbedingungen einen Energiegewinn von
135kJ/mol (vgl. [Batstone et al., 2002]). Solche symbiotischen Lebensgemeinschaften sind im
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5.4 L oslichkeit von Gasen
In Tabelle 5.3.1 sind alle im ADM1-Modell ber ucksichtigten Stoe aufgef uhrt. Zu den Gasen
geh oren Kohlendioxid, Methan, Wassersto und Ammoniak. Methan und Wassersto sind
nur schwer l oslich in Wasser. Deshalb k onnen die L osungsprozesse f ur diese beiden Gase
vernachl assigt werden. Kohlendioxid und Ammoniak sind hingegen sehr gut l oslich in Wasser
und sollten betrachtet werden. In diesem Abschnitt betrachten wir insbesondere die L oslichkeit
von Kohlendioxid in Wasser.
L osungsprozesse werden mit dem Henry-Gas-Gesetz beschrieben, es beschreibt einen linearen
Zusammenhang zwischen der Konzentration in der Fl ussigkeit und dem Partialdruck. Die Formel
lautet
C
l
CO2 = pCO2=HCO2(T;pH); (5.4.1)
wobei Cl
CO2 die Konzentration von Kohlendioxid in Wasser angibt. pCO2 ist der Partialdruck von
Kohlendioxid in der Gasphase und HCO2(T;pH) ist die Henry-Konstante. Die Henry-Konstante
h angt immer von der Temperatur ab. Da Kohlendioxid in Wasser zu Kohlens aure und
Hydrogencarbonaten reagiert, ist der Ein
uss des pH-Wertes auf die Henrykonstante
entscheidend. In [Wonneberger et al., 2011] wurde folgender Zusammenhang gefunden
HCO2(T;pH) =
1
1 +
Ka;CO2(T)
10 pH
H

CO2(T); (5.4.2)
wobei Ka;CO2(T) die Dissoziationskonstante von Kohlendioxid ist und H
CO2(T) die
Henry-Konstante ohne Ber ucksichtigung des pH-Wertes. Beide Konstanten h angen weiterhin
von der Temperatur ab. In [Edwards et al., 1978] wurde f ur 0°C < T < 225°C
die Temperaturabh angigkeit der beiden Konstanten untersucht und folgender empirischer
Zusammenhang gefunden
ln(H

CO2(T)) = A1=T + A2 lnT + A3 + A4 (5.4.3)
ln(Ka;CO2(T)) = B1=T + B2 lnT + B3 + B4 (5.4.4)
mit den Konstanten A1;:::;A4 und B1;:::;B4. Die Konstanten sind in der Tabelle 5.4.1
dargestellt.
Konstante A1 A2 A3 A4 B1 B2 B3 B4
Wert -12092,1 -36,7816 0 235,482 -6789,04 -11,4519 -0,010454 94,4914
Tabelle 5.4.1: Konstanten zur Berechnung der Henry-Konstante und der Dissoziationskonstante,
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5.5 Kopplung des Str omungsmodells mit dem
ADM1-Modell
Dieser Abschnitt befasst sich mit der Kopplung des ADM1-Modells mit dem Str omungsmodell.
Daf ur m ussen drei wichtige Schritte durchgef uhrt werden. Im ersten Schritt m ussen die
Reaktionsterme im Str omungsmodell festgelegt werden, im zweiten Schritt m ussen die Stoe
verschiedenen Phasen zugeordnet werden und im dritten Schritt m ussen die Einheiten im
ADM1-Modell in kg=l umgerechnet werden.
Bestimmung der Reaktionsterme
Die Reaktionsterme R
j1!j2
i1!i2 werden im Str omungsmodell (vgl. Abschnitt 5.2) ben otigt
und beschreiben den Abbauweg der Stoe. Die Terme ergeben sich aus dem ADM1-Modell
(vgl. Abschnitt 5.3.1) sowie der Ber ucksichtigung der zu den beteiligten Stoen geh orenden
Phasen (vgl. Tabelle 5.5.1). Betrachten wir beispielsweise die Reaktionsterme welche mit
Butters aure zusammenh angen. Aus Abbildung 5.3.1 entnehmen wir, dass Butters aure aus
Aminos auren und Einfachzucker entsteht, d.h.
R
l!l
aa!bu = (1   Yaa)faa;buq
aad (5.5.1)
R
l!l
su!bu = (1   Ysu)fsu;buq
sud: (5.5.2)
Weiterhin entnehmen wir aus Abbildung 5.3.1, dass Butters aure-Verwerter Butters aure
aufnehmen, einen Teil zu Essigs aure und Nebenprodukten verarbeiten und den anderen Teil
zum Wachstum verwenden, d.h.
R
l!s
bu!bud = Yc4^ q
bu (5.5.3)
R
l!l
bu!ac = (1   Yc4)fbu;ac^ q
bu (5.5.4)
R
l!g
bu!h2 = (1   Yc4)fbu;ac^ q
bu (5.5.5)
R
l!l
bu!IC = Yc4  INc4d  ^ q
bu: (5.5.6)
Da Butters aure mit keinem anderen Sto in Verbindung steht gilt f ur alle  ubrigen Butters aure
betreenden Reaktionsterme
R
l!j1
bu!i1 = 0 (5.5.7)
R
j2!l
i2!bu = 0: (5.5.8)
Einteilung der Stoe in Phasen
Im zweiten Schritt m ussen die Stoe aus dem ADM1-Modell in die zugeh origen Phasen
(fest, 
 ussig und gasf ormig) eingestuft werden. Dies ist notwendig, damit sichergestellt ist,
dass die Str omung der Stoe korrekt modelliert wird. Die Einteilung der Stoe in die Phasen
ist in Tabelle 5.5.1 dargestellt. Es gibt einige Stoe, welche in mehreren Phasen verf ugbar sind.KAPITEL 5. MODELL 97
Die Mikroorganismen in der festen Phase unterscheiden sich von denen in der 
 ussigen Phase
und sollten getrennt voneinander in das Modell ein
ieen. F ur alle anderen Stoe, welche in
mehreren Phasen vorkommen k onnen, gilt: Der Abbau durch Mikroorganismen l auft immer in
der 
 ussigen Phase ab. Die Konzentration des entsprechenden Stoes in der Gas-Phase kann
dann mit einer algebraischen Gleichung gem a Abschnitt 5.4 bestimmt werden.
Sto feste Phase 
 ussige Phase gasf ormige Phase
Biomasse x
Kohlenhydrate x
Proteine x
Lipide/Fette x
unl osliche Reststoe x
l osliche Reststoe x
Einfachzucker x
Aminos auren x
Langkettige Fetts auren (LCFA) x
Valerians aure x
Butters aure x
Propions aure x
Essigs aure x
Wassersto x
anorganischer Kohlensto x x
Methan x
anorganischer Sticksto x x
Zucker Verwerter x x
Aminos auren Verwerter x x
LCFA Verwerter x x
Valerian- und Butters aure Verwerter x x
Propions aure Verwerter x x
Essigs aure Verwerter x x
Wassersto Verwerter x x
Tabelle 5.5.1: Einteilung der Stoe in die Phasen des Str omungsmodells.
Umrechnung der Einheiten
Die Umrechnung der Einheiten in kg=l ist nicht sonderlich kompliziert, wenn man den
CSB-Gehalt und die molekulare Masse des jeweiligen Stoes kennt. Der CSB-Gehalt eines
beliebigen Stoes kann gem a Gleichung (4.4.2) berechnet werden, die molekulare Masse
ergibt sich als Summe der Massen der einzelnen Atome im Molek ul. F ur Stogruppen m ussen
entsprechende Durchschnittswerte f ur den CSB-Gehalt und die molekulare Masse bestimmtKAPITEL 5. MODELL 98
werden. Die Umrechnung ergibt sich dann wie folgt
C
kg=l
 = C
kgCSB=m3
  1=Co
CSB
  M 
m3
1000l
: (5.5.9)
Hierbei beschreibt Co
CSB
 den CSB-Gehalt mit [Co
CSB
 ] = kgCSB=mol des Stoes  und M
die molekulare Masse mit [M] = kg=mol.
Analog m ussen alle Parameter des ADM1-Modells gepr uft und gegebenenfalls umgerechnet
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5.6 Simulationsmodelle
In diesem Abschnitt werden Simulationsmodelle f ur einen CST-Reaktor und einen
Down
ow-Methanreaktor erl autert. Das Simulationsmodell f ur den Down
ow-Methanreaktor
wird in Abschnitt 7 zur Simulation einer zweistugen zweiphasigen Biogasanlage im
Labormastab verwendet.
5.6.1 CST-Reaktor
Der CST-Reaktor ist ein einstuger einphasiger Reaktor, welcher als gleichm aig durchmischt
angenommen werden kann (vgl. Abschnitt 4.6). In einem CSTR laufen alle vier biologischen
Phasen gleichzeitig ab, deshalb werden typischerweise beim Simulationsmodell alle gew ohnlichen
Dierentialgleichungen aus dem ADM1-Modell verwendet. Weil der CSTR als gleichm aig
durchmischt angenommen wird, ist die Ber ucksichtigung der Str omung mit Hilfe eines
Str omungsmodells nicht erforderlich. Als Simulationsmodell kann das ADM1-Modell verwendet
werden (siehe auch [Batstone et al., 2002]).
5.6.2 Zwei-Phasen-Str omungsmodell f ur acetoklastische
Methanogenese im Down
ow-Methanreaktor
Der Down
ow-Methanreaktor ist die zweite Stufe einer zweistugen zweiphasigen Biogasanlage
(vgl. Abschnitt 4.6.2). Die Prozess
 ussigkeit 
iet oben in den Reaktor hinein, 
iet durch den
Reaktor hindurch und schlielich unten wieder heraus. Die Str omung der Prozess
 ussigkeit darf
nicht vernachl assigt werden. In Abschnitt 5.2 wurde das Str omungsmodell im Detail erl autert.
Um das Str omungsmodell mit einem Teil des ADM1-Modells zu koppeln, muss zun achst
festgelegt werden, welche Stoe in welchen Phasen ber ucksichtigt werden sollen. Damit wird
die Anzahl der Stoe in jeder Phase ns, nl, und ng festgelegt. In Kapitel 7 wurde gezeigt, dass
nicht alle Stoe in allen Reaktorteilen verf ugbar sind. Deshalb ist es nicht sinnvoll in einem
gekoppelten Modell alle Stoe aus dem ADM1-Modell zu ber ucksichtigen. Es ist ausreichend
nur bestimmte biologische Phasen zu ber ucksichtigen.
In diesem Abschnitt wird ein Zwei-Phasen-Str omungsmodell f ur acetoklastische Methanogenese
in einem Down
ow-Methanreaktor erl autert (vgl. Abschnitt 4.6), wobei der Methanreaktor mit
F ullk orpern bef ullt ist. Das vorgestellte Modell wird schlielich in Kapitel 7 als Simulationsmodell
verwendet.
Bei der acetoklastischen Methanogenese steht die Bildung von Methan aus Essigs aure im
Vordergrund. Die F ullk orper dienen als Aufwuchsk orper f ur die Essigs aure-Verwerter. Insgesamt
m ussen folgende Stoe ber ucksichtigt werden: F ullk orper, Essigs aure-Verwerter, Essigs aure,
Wasser, Methan und Kohlendioxid.
Aus Tabelle 5.5.1 kann die Zugeh origkeit der Stoe zu den unterschiedlichen Phasen abgelesen
werden. In einem Down
ow-Methanreaktor mit F ullk orpern bendet sich der gr ote Teil der
Mikroorganismen auf den F ullk orpern, so dass die Essigs aure-Verwerter in der 
 ussigen Phase
vernachl assigt werden k onnen.KAPITEL 5. MODELL 100
Die Komponenten in der festen Phase sind demnach Essigs aureverwerter (acd) und F ullk orper
(engl. plastic-tower packings PTP).
Ps := facd;PTPg: (5.6.1)
Die Komponenten der 
 ussigen Phase sind Wasser (H2O) und Essigs aure (ac):
Pl := fH2O;acg: (5.6.2)
In der Gas-Phase betrachten wir nur Methan (CH4) und Kohlendioxid (CO2):
Pg := fCH4;CO2g: (5.6.3)
Damit gilt ns = nl = ng = 2. Die ben otigten Parameter f ur das Str omungsmodell sind in
Tabelle 5.6.1 (siehe auch Tabelle 5.2.3) aufgelistet. Die Gleichungen f ur dieses Modell lauten
analog zu Abschnitt 5.2.2
@((1   )s)
@t
= R
s (5.6.4)
@((1   )s!s
acd)
@t
= R
s
acd (5.6.5)
@(l)
@t
=  r(
lql) + R
l (5.6.6)
@(l!l
ac)
@t
=  r(
lql!
l
ac   
lD
l
ac()r!
l
ac) + R
l
ac (5.6.7)
P
g
CH4(t) =
t Z
T0
R
g
CH4(^ t)d^ t (5.6.8)
P
g
CO2(t) =
t Z
T0
R
g
CO2(^ t)d^ t (5.6.9)
mit (analog zu Abschnitt 5.1 und 5.2.2)
ql =  
Kl
l
(rpl   
lg) (5.6.10)

s = 
s
acd!
s
acd + (1   !
s
acd)
s
PTP (5.6.11)

l = 
l
ac!
l
ac + (1   !
l
ac)
s
H2O (5.6.12)
R
s
acd = R
l!s
ac!acd   R
s!l
acd!ac   R
s!l
acd!H2O (5.6.13)
R
l
ac = R
s!l
acd!ac   R
l!s
ac!acd   R
l!g
ac!CH4   R
l!g
ac!CO2 (5.6.14)
R
g
CH4 = R
l!g
ac!CH4 (5.6.15)
R
g
CO2 = R
l!g
ac!CO2 (5.6.16)
R
s = R
s
acd (5.6.17)
R
l =  R
s
acd   R
g
CH4   R
g
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Nun m ussen die auftretenden Reaktionsterme R
j1!j2
i1!i2 festgelegt werden. Diese werden analog
zum Abschnitt 5.3.1 festgelegt. Die verwendeten Parameter sind in Tabelle 5.6.2 dargestellt.
Wachstum der Mikroorganismen durch Konsum von Essigs aure
R
l!s
ac!acd = km;acdYacd
Cl
ac
Ks;ac + Cl
ac
C
s
acdIacd (5.6.19)
Produktion von Methan durch Verstowechselung von Essigs aure
R
l!g
ac!CH4 =
4
15
km;acd(1   Yacd)
Cl
ac
Ks;ac + Cl
ac
C
s
acdIacd (5.6.20)
Produktion von Kohlendioxid durch Verstowechselung von Essigs aure
R
l!g
ac!CO2 =
11
15
km;acd(1   Yacd)
Cl
ac
Ks;ac + Cl
ac
C
s
acdIacd (5.6.21)
Die beiden Br uche 4=15 und 11=15 entstehen aufgrund der Umrechnung der Einheiten in kg=l
(vgl. Abschnitt 5.5).
Tod von Mikroorganismen
R
s!l
acd!ac = kdec;acdfac;acdC
s
acd (5.6.22)
R
s!l
acd!H2O = kdec;acd(1   fac;acd)C
s
acd (5.6.23)
Hierbei beschreibt Cl
ac die Konzentration der Essigs aure und Cs
acd die Konzentration der
Mikroorganismen. Die beiden Konzentrationen ergeben sich analog zu Abschnitt 5.1
C
l
ac = l!
l
ac (5.6.24)
C
s
acd = (1   )s!
s
acd: (5.6.25)
Da im Modell Wassersto, Sticksto und der pH-Wert nicht berechnet werden, k onnen keine
entsprechenden Hemmungen ber ucksichtigt werden. Stattdessen wird der F ullk orper-spezische
Hemmterm analog zu Abschnitt 5.3.3
Iacd = I
MAX
acd = 1  
Cs
acd
MOMAX;acd
(5.6.26)
verwendet.
Die hier vorgestellten Gleichungen beseitigen einige Schw achen des ADM1-Modells. Die
Anzahl der Parameter ist durch die Ber ucksichtigung von nur einer biologischen Phase deutlich
geringer, durch die Verwendung von IMAX wird die Problematik mit den F ullk orpern adressiert
und durch f;d wird die Problematik mit den Abbauwegen verhindert (vgl. Abschnitt 5.3.3).KAPITEL 5. MODELL 102
Parameter Bezeichnung Wert Einheit
s
PTP reine Dichte F ullk orper 0;95 kg=l
s
acd reine Dichte Mikroorganismen 1;09 kg=l
l
H2O reine Dichte Wasser 1;00 kg=l
l
ac reine Dichte Essigs aure 1;05 kg=l
Kl Permeabilit at der 
 ussigen Phase NV
l Viskosit at der 
 ussigen Phase NV
Dl
ac Diusionstensor von Essigs aure in Wasser 1;210  10 9  1 m2=s
g Gravitationsbeschleunigung (0; 9;806) m=s2
Tabelle 5.6.1: Str omungsparameter des Zwei-Phasen-Str omungsmodells f ur acetoklastische
Methanogenese in einem Down
ow Methanreaktor mit F ullk orpern. NV: nicht verf ugbar
Parameter Bezeichnung
km;ac Aufnahmerate der Essigs aure Verwerter
Yac Anteil der aufgenommen Essigs aure, welche zum Wachstum verwendet wird
Ks;ac Michaelis-Menten Konstante f ur Essigs aure Verwerter
fac;acd Anteil der toten Mikroorganismen, welche zu Essigs aure umgewandelt werden
kdec;acd Sterberate der Essigs aure Verwerter
MOMAX;acd Maximale Konzentration der Essigs aure Verwerter im Modell
Tabelle 5.6.2: Reaktionsparameter des Zwei-Phasen-Str omungsmodells f ur acetoklastische
Methanogenese in einem Down
ow Methanreaktor mit F ullk orpern.Kapitel 6
Simulationssoftware
In diesem Kapitel werden die eingesetzten Softwaretools erl autert. Abschnitt 6.1 befasst
sich mit dem Simulationstool UG, welches zur L osung des Simulationsmodells verwendet
wurde (vgl. Abschnitt 5.6.2). Dabei ist die Darstellung der grundlegenden Funktionen von
UG an [Bastian und Wittum, 1994] angeleht. Die im Rahmen dieser Arbeit implementierten
Erweiterungen der Numproc
"
CPLDISC\ sind in Abschnitt 6.2 detailliert erl autert. Schlielich
befasst sich Abschnitt 6.3 mit der Implementierung des Tools zur Parametersch atzung.
6.1 UG
UG steht f ur
"
unstrukturierte Gitter\ und ist ein 
exibles Softwaretool, welches zur numerischen
L osung von partiellen Dierentialgleichungen eingesetzt wird. Bei der Entwicklung wurde vor
allem Wert auf die folgenden Punkte gelegt:
• Adaptivit at auf unstrukturierten, lokal verfeinerten Gittern in zwei und drei
Raumdimensionen
• Mehrgitterverfahren zur schnellen L osung der entstehenden Gleichungssysteme
• Parallelit at zur zuverl assigen und schnellen Berechnung groer Probleme auf
Parallelrechnern
Der Aufbau von UG ist in Abbildung 6.1.1 dargestellt und besteht aus den drei Schichten
"
UG Library\,
"
Problem Class Library\ und
"
Application Level\. Die unterste Schicht
"
UG
Library\ beinhaltet alle von der zu l osenden partiellen Dierentialgleichung unabh angigen
Komponenten, wie z.B. den Gittermanager oder die Benutzerober
 ache.
Die mittlere Schicht
"
Problem Class Library\ setzt sich zusammen aus allen
Komponenten, welche auf eine bestimmte Klasse von partiellen Dierentialgleichungen,
z.B. Konvektions-Diusions Probleme, angewendet werden k onnen. In dieser Schicht bendet
sich auch die Numproc
"
CPLDISC\, welche in Abschnitt 6.2 detailliert erl autert wird.
Die oberste Schicht
"
Application Level\ beinhaltet alle Problem-spezischen Komponenten,
wie z.B. die Randbedingungen, Anfangsbedingungen und die Geometrie.
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Durch diesen Aufbau kann UG sehr 
exibel f ur viele Problemklassen eingesetzt werden.
Weitere Informationen zu UG k onnen in [Bastian et al., 2000], [Lang und Wittum, 2005]
[Lemke et al., 2012] und [Bastian und Wittum, 1994] oder unter
http://atlas.gcsc.uni-frankfurt.de/~ug/ nachgeschlagen werden.
Abbildung 6.1.1: Aufbau des Softwaretools UG (aus [Bastian und Wittum, 1994]).
6.2 Erweiterung der Numproc "CPLDISC\
CPLDISC ist eine in der Software UG enthaltene Numproc. Diese wurde entwickelt, um die
Implementierung der Diskretisierung mehrerer gekoppelter partieller Dierentialgleichungen auf
m oglichst einfache Weise zu erm oglichen.
Zum Beispiel wurde die Implementierung der Diskretisierung des Zwei-Phasen
Str omungsmodells f ur acetoklastische Methanogenese im Down
ow-Methanreaktor mit
CPLDISC durchgef uhrt (siehe Kapitel 7, Abschnitt 5.6.2 und [Muha et al., 2012a]). DabeiKAPITEL 6. SIMULATIONSSOFTWARE 105
wurden insgesamt vier partielle Dierentialgleichungen gekoppelt.
In diesem Abschnitt wird nun die Funktionalit at von CPLDISC ausf uhrlich erl autert
[Lemke et al., 2012]. Grundlegend ist die Unterscheidung zwischen lokalen und globalen
Objekten. Lokale Objekte beziehen sich dabei immer auf die gerade betrachtete partielle
Dierentialgleichung und globale Objekte auf das komplette Gleichungssystem.
CPLDISC setzt sich aus zwei sub-Numprocs zusammen. Die erste Numproc beschreibt lokale
Diskretisierungen und die zweite beschreibt den Linker. Die Erweiterung von CPLDISC um
den Linker wurde im Rahmen dieser Arbeit durchgef uhrt. Die Ideen zur Erweiterung basieren
auf dem Linker in UG 4 [Vogel et al., 2012]. Dabei ist die Hauptaufgabe des Linkers, lokale
Diskretisierungen miteinander zu verbinden.
Der Benutzer muss alle lokalen Diskretisierungen und alle Linker implementieren. Diese werden
dann mit CPLDISC zu einer globalen Diskretisierung zusammengef ugt, indem alle notwendigen
Informationen von den implementierten sub-Numprocs gesammelt und verarbeitet werden.
Numproc "lokale Diskretisierung\
In Abbildung 6.2.1 sind die wichtigsten Interfaces f ur die Numproc
"
lokale Diskretisierung\
dargestellt. Insgesamt gibt es zwei verschiedene Input-Typen, von denen jeweils beliebig viele
verwendet werden k onnen:
1.
"
Export Parameter\: Dieser Typ wird direkt mit dem Output
"
Export Parameter\ von
anderen lokalen Diskretisierungen verbunden.
2.
"
Linker Output\: Der Linker Output wird mit dem ersten Output eines Linkers verbunden.
Jede lokale Diskretisierungs-Numproc hat insgesamt vier verschiedene Outputs:
1.
"
Export Parameter\: Der Exportparameter stellt typischerweise lokale Unbekannte wie ui
oder rui zur Verf ugung. Dieser Output kann entweder mit einem Linker Input verbunden
werden oder direkt mit einer anderen lokalen Diskretisierung.
2. Jacobimatrix 1: Die Jacobimatrix beinhaltet alle Ableitungen des Export Parameters nach
den lokalen Unbekannten. Dieser Output wird von CPLDISC gebraucht, um die globale
Jacobimatrix korrekt zu bestimmen.
3. Defekt: Im Allgemeinen kann der lokale Defekt von den lokalen Unbekannten ui und
s amtlichen Inputs abh angen. Dieser Output wird von CPLDISC verwendet, um den
globalen Defekt zu berechnen.
4. Jacobimatrix 2: Diese Jacobimatrix beinhaltet alle Ableitungen des lokalen Defekts nach
den lokalen Unbekannten ui sowie nach s amtlichen Inputs. Dieser Output wird ebenfalls
von CPLDISC ben otigt, um die globale Jacobimatrix zu bestimmen.KAPITEL 6. SIMULATIONSSOFTWARE 106
Numproc "Linker\
In Abbildung 6.2.2 werden die wichtigsten Interfaces der Linker-Numproc dargestellt.
Die Linker-Numproc ist prinzipiell sehr  ahnlich zu der lokalen Diskretisierungs-Numproc. Beide
Numprocs haben identische Inputs, allerdings hat der Linker nur zwei Outputs:
1. Dieser Output ist eine Funktion aller Inputs (Export Parameter und Linker) und kann mit
anderen Linkern oder mit lokalen Diskretisierungen verbunden werden.
2. Jacobimatrix: Diese Jacobimatrix beinhaltet alle Ableitungen des ersten Outputs nach
allen Inputs. Dieser Output wird von CPLDISC zur Berechnung der globalen Jacobimatrix
gebraucht.
input output
Discretization for unkown ui
export parameter  1
defect(ui,exp. par., linker output)
defect(ui,exp. par., linker output)
export parameter  2
export parameter  n1
.
.
.
export parameter  1
linker output 1
linker output 2
linker output n2
.
.
.
exp. par. (ui, ui)
exp. par. (ui, ui)
Abbildung 6.2.1: Interfaces, welche von der lokalen Diskretisierungs-Numproc, zur Verf ugung
gestellt werden (aus [Lemke et al., 2012]).
input output
Linker
export parameter  1  f(exp. par., linker output)
  f(exp. par., linker output) export parameter  2
export parameter  n1
.
.
.
export parameter  1
linker output 1
linker output 2
linker output n2
.
.
.
Abbildung 6.2.2: Interfaces, welche von der Linker-Numproc, zur Verf ugung gestellt werden (aus
[Lemke et al., 2012]).
Globale Diskretisierung
Sobald alle Linker und lokalen Diskretisierungs-Numprocs erstellt und initialisiert sind, muss
zun achst die CPLDISC innerhalb der Benutzerober
 ache von UG erstellt werden. Im zweiten
Schritt werden dann alle Verbindungen zwischen Linkern und lokalen Diskretisierungs-NumprocsKAPITEL 6. SIMULATIONSSOFTWARE 107
an CPLDISC mitgeteilt. W ahrend der Assemblierung kann CPLDISC den globalen Defekt und
die globale Jacobimatrix bestimmen. Die globale Jacobimatrix wird dabei bestimmt, indem
alle lokalen Jacobimatrizen gesammelt werden und anschlieend die Kettenregel angewendet
wird. Durch diese Vorgehensweise m ussen nur Ableitungen der verschiedenen Outputs nach
den jeweiligen Inputs implementiert werden. Da sich diese
"
lokalen\ Ableitungen sehr leicht
bestimmen lassen, werden Fehler bei der Implementierung eines Gleichungssystems stark
reduziert.
Beispiel
Um die Funktionsweise von CPLDISC zu illustrieren, betrachten wir folgendes Beispiel:
@u1
@t
  u1 = f(g(u1;u2)) (6.2.1)
@u2
@t
  u2   v  rg(u1;u2) = g(u1;u2) (6.2.2)
Insgesamt sind in dem Beispiel zwei verschiedene partielle Dierentialgleichungen vorhanden,
entsprechend werden zwei lokale Diskretisierungen gebraucht. Diese sind in den Abbildungen
6.2.3 und 6.2.4 dargestellt. Um die beiden lokalen Diskretisierungen zu verbinden, werden zwei
input output
Discretization for unkown u1
defect(u1,exp. par., linker output)
defect(u1,exp. par., linker output)
linker output L2 exp. par. (u1, u1) = u1
exp. par. (u1, u1)
Abbildung 6.2.3: Lokale Diskretisierungs-Numproc f ur Gleichung 6.2.1 (aus
[Lemke et al., 2012]).
input output
Discretization for unkown u2
defect(u2,exp. par., linker output)
defect(u2,exp. par., linker output)
linker output L1 exp. par. (u2, u2) = u2
exp. par. (u2, u2)
Abbildung 6.2.4: Lokale Diskretisierungs-Numproc f ur Gleichung 6.2.2 (aus
[Lemke et al., 2012]).
Linker ben otigt. Diese sind in den Abbildungen 6.2.5 und 6.2.6 dargestellt.KAPITEL 6. SIMULATIONSSOFTWARE 108
input output
Linker L1
export parameter  u1  f(exp. par., linker output) = f(u1,u2)
  f(exp. par., linker output) export parameter  u2
Abbildung 6.2.5: Linker L1 wird f ur die Gleichungen 6.2.1 und 6.2.2 ben otigt (aus
[Lemke et al., 2012]).
input output
Linker L2
Linker output L1  g(exp. par., linker output) = g(L1)
  g(exp. par., linker output)
Abbildung 6.2.6: Linker L2 wird f ur die Gleichungen 6.2.1 und 6.2.2 ben otigt (aus
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CPLDISC
Abbildung 6.2.7: Endg ultige Konguration in CPLDISC zur Diskretisierung der Gleichungen
6.2.1 und 6.2.2. Schwarze Pfeile repr asentieren die erstellten Verbindungen. Schwarze Punkte
stellen die Informationen dar, welche gesammelt werden m ussen, um den globalen Defekt
zu berechnen und graue Punkte die Informationen, welche zur Berechnung der Jacobimatrix
gesammelt werden m ussen (aus [Lemke et al., 2012]).KAPITEL 6. SIMULATIONSSOFTWARE 110
Nach der Implementierung der Linker und der lokalen Diskretisierungen m ussen diese in der
CPLDISC Numproc miteinander verbunden werden. Dies geschieht mit den folgenden Befehlen
innerhalb der Benutzerober
 ache von UG 3.
#Diskretisierungen werden e r s t e l l t .
npcreate disc 1 $c disc 1 ;
npcreate disc 2 $c disc 2 ;
#Linkerer werden e r s t e l l t .
npcreate L1 $c L1 ;
npcreate L2 $c L2 ;
#CPLDISC wird e r s t e l l t .
npcreate CPLDISC $c globaldisc ;
npinit CPLDISC
#Diskretisierungen werden bei CPLDISC angemeldet .
$disc1 disc 1
$disc2 disc 2
#Verbindungen f ur Linker L1 werden e r s t e l l t .
$bylink L1 2: linker output L1
1: export u1 2: export u2
#Verbindungen f ur Linker L2 werden e r s t e l l t .
$bylink L2 1: linker output L2
x : L1 ;
Die endg ultige Konguration von CPLDISC zur Diskretisierung der Gleichungen 6.2.1 und 6.2.2
ist in Abbildung 6.2.7 dargestellt. Mit dieser Konguration stellt CPLDISC den globalen Defekt
und die globale Jacobimatrix zur Verf ugung. In der globalen Jacobimatrix sind alle Ableitungen
des globalen Defekts nach allen Unbekannten aller lokalen Diskretisierungen gespeichert.
Insgesamt kann man festhalten, dass CPLDISC eine Numproc ist, mit der auf einfache
Weise die Implementierung der Diskretisierung von mehreren gekoppelten partiellen
Dierentialgleichungen durchgef uhrt werden kann.KAPITEL 6. SIMULATIONSSOFTWARE 111
6.3 Implementierung eines Quasi-Newtonverfahrens mit
Liniensuche zur Parameteridentizierung
Um die Parameter in Kapitel 7 zu sch atzen, wurde ein Quasi-Newtonverfahren mit Liniensuche
implementiert und verwendet. Die wesentlichen Schritte des Algorithmus sind in Abbildung
6.3.1 dargestellt.
Ausgehend von einem Anfangs-Parametervektor werden zun achst alle Variationen des
Parametervektors, welche n otig sind, um numerisch rf und @2f=@p2
i mit Hilfe der zentralen
Dierenzen zu berechnen, bestimmt. Anschlieend werden innerhalb des Hauptprozesses alle
n otigen Vorarbeiten geleistet, bevor f ur jede einzelne Variation ein eigenst andiger Unterprozess
gestartet wird, in dem die Fitnessfunktion f ur die jeweilige Variation berechnet wird. Durch die
Aufteilung in eigenst andige Unterprozesse ist der gesamte Algorithmus optimal parallelisiert.
Nach Abschluss der Unterprozesse melden diese dem Hauptprozess, dass die Berechnung
abgeschlossen ist. Der Hauptprozess sammelt alle Ergebnisse ein und berechnet die optimale
Suchrichtung. Anschlieend werden Parametervektoren, welche innerhalb der Liniensuche
ber ucksichtigt werden sollen, festgelegt. Dabei muss darauf geachtet werden, dass die
Nebenbedingungen (vgl. Abschnitt 2.5.3) nicht verletzt werden.
Der Hauptprozess leistet wieder alle n otigen Vorarbeiten und startet f ur jeden Parametervektor
einen eigenst andigen Unterprozess. Die Unterprozesse berechnen anschlieend die
Fitnessfunktion und teilen schlielich dem Hauptprozess mit, dass die Berechnung abgeschlossen
ist.
Danach sammelt der Hauptprozess alle Ergebnisse ein und w ahlt den in diesem Schritt besten
Parametervektor aus. Schlielich wird  uberpr uft, ob ein Abbruchkriterium erf ullt ist. Ist das
nicht der Fall, wird der ganze Algorithmus mit dem gew ahlten Parametervektor neu gestartet.
Solche Abstiegsverfahren sind immer monoton, d.h. kann in einem Schritt kein besserer
Parametervektor berechnet werden, ist das Verfahren auskonvergiert. Um sicherzustellen,
dass das Verfahren tats achlich an einem Minimum der Fitnessfunktion angelangt ist, muss
zum Schluss der Parametervektor innerhalb der Nebenbedingungen variiert werden. Dabei
wird  uberpr uft ob in einer lokalen Umgebung die Fitnessfunktion weiter vermindert werden
kann. Ist dies nicht der Fall, hat das Verfahren ein lokales Minimum der Fitnessfunktion
gefunden und der im Algorithmus gefundene Parametervektor ist g ultig. Konnte hingegen
die Fitnessfunktion weiter vermindert werden, wird der gefundene Parametervektor durch den
besseren Parametervektor ersetzt und das Quasi-Newtonverfahren mit Liniensuche wird erneut
mit dem neuen Parametervektor gestartet.KAPITEL 6. SIMULATIONSSOFTWARE 112
Hauptprozess
Unterprozesse
Berechnung der 
Fitnessfunktionen für die 
verschiedenen Variationen
Bestimmung aller Variationen des 
Parametervektors, zur numerischen 
Bestimmung aller nötigen Ableitungen 
der Fitnessfunktion f.
Anfangs-Parametervektor
Optimaler Parametervektor
Anlegen eines eigenen Verzeichnisses für jede 
einzelne Variation.
Starten eines Unterprozesses
 für jede einzelne Variation.
Einsammeln der Ergebnisse, Bestimmung der
Variationen des Parametervektors zur Liniensuche. 
Mitteilung über das 
Ende der Unterprozesse
Anlegen eines eigenen Verzeichnisses für jede 
einzelne Variation.
Einsammeln der Ergebnisse, Bestimmung des 
besten Parametervektors. 
Abbruchkriterium erfüllt?
Ja
Festlegung des Ausgangs-Parametervektors
Erster Schritt ? 
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Ja, gebe Anfangs-
Parametervektor weiter
Nein, gebe 
Parametervektor aus
letztem Schritt weiter
Starten eines Unterprozesses
 für jede einzelne Variation.
Mitteilung über das 
Ende der Unterprozesse
Berechnung der 
Fitnessfunktionen für die 
verschiedenen Variationen
Abbildung 6.3.1: Wesentliche Schritte des Algorithmus zum Sch atzen der Parameter: blaue
K asten: Ausgangsdaten bzw. Enddaten, orangene K asten: Fallunterscheidungen, graue K asten:
wesentliche Schritte des Hauptprozesses, gr une K asten: eigenst andige Unterprozesse.Kapitel 7
Ergebnisse
In diesem Kapitel werden Ergebnisse, welche durch Simulationen erzielt wurden, dargestellt.
Im Abschnitt 7.1 geht es dabei um die Einteilung der vier biologischen Phasen, welche
beim anaeroben Abbau auftreten, auf die Reaktorstufen einer zweistugen zweiphasigen
Laboranlage. Abschnitt 7.2 handelt von der Simulation der Str omung der Prozess
 ussigkeit
und der acetoklastischen Methanogenese im Methanreaktor (Anaeroblter) einer zweistugen
zweiphasigen Laboranlage.
7.1 Einteilung der biologischen Phasen auf die
Reaktorteile
Dieser Abschnitt befasst sich mit der Einteilung der vier biologischen Phasen der anaeroben
Fermentation auf die beiden Stufen eines zweiphasigen zweistugen Reaktors (vgl. Kapitel 4).
Insgesamt werden zwei verschiedene Versuchsanlagen im Labormastab untersucht. Diese sind
in Abschnitt 7.1.1 erl autert.
Die Idee von zweistugen Biogasreaktoren ist durch unterschiedliche Temperaturen oder
pH-Werte in den beiden Stufen derart verschiedene Lebensbedingungen zu schaen, dass die
vier biologischen Phasen jeweils in einer einzigen Stufe ablaufen. Messdaten haben ergeben, dass
dies f ur die Hydrolyse und die Methanogenese weitestgehend zutrit. Aus diesem Grund heit
die erste Stufe Hydrolysestufe und die zweite Stufe Methanstufe [Zielonka et al., 2010]. Eine
genauere Einteilung, welche neben der Hydrolyse und Methanogenese auch die Acidogenese
und die Acetogenese einschliet, wird in Abschnitt 7.1.2 vorgenommen.
Weitere Informationen zur Einteilung der biologischen Phasen auf die Stufen einer Biogasanlage
k onnen in [Muha et al., 2012b] nachgeschlagen werden.
Um die Einteilung der biologischen Phasen vornehmen zu k onnen, ist es wichtig, dass
die Endprodukte oder Ausgangsstoe jeder Phase genauestens erfasst werden. F ur die
Hydrolyse und die Methanogenese ist das meistens kein Problem. Das Substrat ist der
Ausgangssto der Hydrolyse und wird  ublicherweise genau analysiert. Ebenso werden die in den
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beiden Stufen gebildeten Gase (Endprodukte der Methanogenese) gesondert analysiert. Zu den
wichtigsten Endprodukten der Acidogenese z ahlen organische S auren. Diese sind gleichzeitig
Ausgangsstoe der Acetogenese. Demnach ist es f ur eine Einteilung der Acidogenese und der
Acetogenese erforderlich genau zu wissen, wie viel organische S auren in den einzelnen Stufen
abgebaut werden.
7.1.1 Aufbau der Versuchsanlagen
Die erste Versuchsanlage wurde am Institut f ur Agrartechnik Bornim e.V. (ATB) in Potsdam
aufgebaut und ist in Abbildung 7.1.1 dargestellt. In der Abbildung ist der Bereich [1] die
erste Stufe (Hydrolysestufe) und [3] die zweite Stufe (Methanreaktor). Die Prozess
 ussigkeit
wird zwischen [2] und [3] auf organische S auren untersucht. Da die hydraulische Verweilzeit
der Prozess
 ussigkeit im Methanreaktor etwa ein Tag ist, kann man nicht davon ausgehen,
dass alle gemessenen organischen S auren in [3] komplett abgebaut werden. Leider werden
organische S auren in der Prozess
 ussigkeit am Ablauf des Methanreaktors (zwischen [3]
und [1]) nicht gemessen, so dass keine Aussage dar uber getroen werden kann, wo genau
die organischen S auren abgebaut werden. Die produzierten Gase der beiden Stufen werden
gesondert analysiert. Mit diesem experimentellen Aufbau kann nur die Verteilung der Hydrolyse
und der Methanogenese auf die beiden Stufen untersucht werden. Weitere Informationen zur
ersten Versuchsanlage k onnen in [Sch onberg und Linke, 2009] nachgeschlagen werden.
Die zweite Versuchsanlage wurde an der Universit at Hohenheim (UHO) aufgebaut und
ist in Abbildung 7.1.2 dargestellt. Die erste Stufe ist die Hydrolysestufe, welche in der
Abbildung mit Substrat gef ullt ist. Die zweite Stufe ist der Methanreaktor (Festbett-Reaktor).
 Ahnlich wie bei der ersten Versuchsanlage, wird die Prozess
 ussigkeit, welche von der
Hydrolysestufe zum Methanreaktor 
iet, auf organische S auren untersucht. Die hydraulische
Verweilzeit im Methanreaktor betr agt etwa 13 Tage, so dass davon ausgegangen werden kann,
dass alle organischen S auren, welche im Zulauf des Methanreaktors gemessen wurden, in der
zweiten Stufe abgebaut werden. Tats achlich k onnen in der Prozess
 ussigkeit am Ablauf des
Methanreaktors keine organischen S auren mehr gemessen werden. Analog zum ersten Aufbau,
werden die produzierten Gase der beiden Stufen gesondert analysiert. Weitere Informationen
zur zweiten Versuchsanlage k onnen in [Zielonka et al., 2010] nachgeschlagen werden.
In beiden Versuchsanlagen wird die Hydrolysestufe thermophil (55C) und der Methanreaktor
mesophil (38C) betrieben.KAPITEL 7. ERGEBNISSE 115
Abbildung 7.1.1: Schema einer zweistugen zweiphasigen Versuchsanlage am Institut
f ur Agrartechnik Bornim e.V. in Potsdam bestehend aus: [1] Hydrolyse-Reaktor
(100 l), [2] Reservoir f ur die Prozess
 ussigkeit (60 l), [3] Down
ow-Methanreaktor
(32;12 l), [4] kleiner Prozess
 ussigkeitskreislauf (60 l h
 1), [5] Prozess
 ussigkeitskreislauf
(1 l h
 1) [6] Biogas-Sammelvorrichtung und [7] automatisches Gasanalyse System. (aus
[Sch onberg und Linke, 2009])
7.1.2 Ergebnisse
In diesem Abschnitt wird die Einteilung der vier biologischen Phasen (Hydrolyse, Acidogenese,
Acetogenese und Methanogenese) auf die beiden Stufen des Reaktors (Hydrolysestufe,
Methanreaktor) vorgenommen. Hierbei werden die biologischen Phasen mit S1;:::;S4
abgek urzt. Si(AF) beschreibt den Anteil der i-ten Phase, welcher im Methanreaktor abl auft.
Entsprechend beschreibt Si(H) den Anteil, welcher in der Hydrolysestufe abl auft. Mit dieser
Schreibweise gilt oensichtlich
Si(AF) + Si(H) = 1 f ur i 2 [1;:::;4]: (7.1.1)
Da die Ausgangsstoe der Hydrolyse sich nicht in der Prozess
 ussigkeit l osen k onnen, k onnen
diese auch nicht in den Methanreaktor gelangen, deshalb gilt
S1(H) = 1 (7.1.2)
S1(AF) = 0: (7.1.3)
Wie bereits in Abschnitt 7.1.1 erw ahnt, ist die hydraulische Verweilzeit der Prozess
 ussigkeit
im Methanreaktor der Versuchsanlage UHO ausreichend hoch, dass man annehmen kann, dassKAPITEL 7. ERGEBNISSE 116
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Abbildung 7.1.2: Schema einer zweistugen zweiphasigen Versuchsanlage an der Universit at
Hohenheim (aus [Zielonka et al., 2010])
alle organischen Substanzen in der ein
ieenden Prozess
 ussigkeit im Methanreaktor abgebaut
werden. Der Anteil der Acidogenese ergibt sich also zum einen aus der Methanproduktion
in der Hydrolyse. Denn bevor Methan entstehen kann, m ussen die Stoe durch die
Acidogenese gegangen sein. Zum zweiten ergibt sich der Anteil aus der Methanproduktion
im Methanreaktor, welche sich auf die im Zulauf gemessenen organischen S auren zur uckf uhren
l asst. Organische S auren sind Endprodukte der Acidogenese, d.h. dass die Acidogenese bereits im
Hydrolyse-Reaktor abgelaufen sein muss. Entsprechend ergibt sich der Anteil f ur die Acidogenese
in der Hydrolysestufe
S2(H) = M(H) + M(AF)  MOS(AF); (7.1.4)
wobei M(H) die Methanproduktion in der Hydrolysestufe und M(AF) die Methanproduktion
im Methanreaktor beschreibt. MOS(AF) beschreibt den Anteil der Methanproduktion im
Methanreaktor, welcher durch organische S auren zustande kommt. Entsprechend gilt
S2(AF) = 1   S2(H) = 1   (M(H) + M(AF)  MOS(AF)): (7.1.5)KAPITEL 7. ERGEBNISSE 117
Analog zu Gleichung (7.1.4) ist der Anteil der Acetogenese in der Hydrolysestufe und im
Methanreaktor gegeben durch
S3(H) = M(H) + M(AF)  MES(AF) (7.1.6)
S3(AF) = 1   (M(H) + M(AF)  MES(AF)); (7.1.7)
wobei MES(AF) den Anteil der Methanproduktion im Methanreaktor, welcher durch Essigs aure
zustande kommt, beschreibt.
Der Anteil der Methanogenese in den beiden Stufen (S4(H);S4(AF)) kann direkt aus der
gemessenen Gasproduktion berechnet werden.
Die Mittelwerte und Standardabweichungen der Einteilung der biologischen Phasen auf die
beiden Stufen (Hydrolysestufe und Methanreaktor) sind in Tabelle 7.1.3 dargestellt und beruhen
auf den experimentellen Daten aus den Tabellen 7.1.1 und 7.1.2. Die Anteile f ur die Acidogenese
und f ur die Acetogenese wurden nur mit Daten aus Tabelle 7.1.2 berechnet, da die hydraulische
Verweilzeit im Methanreaktor des Reaktors am ATB nicht hoch genug war.
Experiment Methan Produktion Methan Produktion Methan Produktion aus
Nummer Hydrolysestufe [%] Methanreaktor [%] org. S auren im Methanreaktor [%]
1 9,22 90,78 64,89
2 9,70 90,30 48,54
3 12,04 87,96 64,55
4 11,88 88,12 59,00
Durchschnitt 10,71 89,29 61,74
Tabelle 7.1.1: Experimentelle Daten der Versuchsanlage am ATB.
Experiment Methan Methan Methan Produktion Methan Produktion
Nummer Produktion Produktion aus org. S auren im aus Essigs auren im
Hydrolysestufe [%] Methanreaktor [%] Methanreaktor [%] Methanreaktor [%]
1 39,35 60,65 51,56 28,12
2 25,96 74,04 54,61 17,53
3 40,26 59,74 51,21 27,64
4 33,70 66,30 49,17 14,46
5 46,43 53,57 38,46 15,38
6 20,00 80,00 61,48 36,48
7 11,15 88,85 69,00 33,95
8 11,15 88,85 64,52 34,05
9 19,74 80,26 63,11 39,75
10 28,71 71,29 60,63 35,75
Durchschnitt 27,64 72,36 56,38 28,31
Tabelle 7.1.2: Experimentelle Daten der Versuchsanlage an der UHO.KAPITEL 7. ERGEBNISSE 118
Biologische phase Hydrolyse [%] Methanreaktor [%]
S1 100 0
S2 69  2 31  2
S3 49  7 51 7
S4 23  13 77  13
Tabelle 7.1.3: Einteilung der vier biologischen Phasen des anaeroben Abbaus auf die erste Stufe
(Hydrolysestufe) und die zweite Stufe (Methanreaktor), S1: Hydrolyse, S2 Acidogenese, S3
Acetogenese und S4 Methanogenese. Angegeben sind Mittelwerte und Standardabweichungen.
7.1.3 Diskussion
In Abschnitt 7.1.2 wurde gezeigt, dass in den betrachteten zweistugen zweiphasigen
Versuchsanlagen nur die Hydrolyse in einer separaten Stufe abl auft. Alle  ubrigen biologischen
Phasen laufen zu einem groen Anteil in beiden Stufen ab. Die Prozess
 ussigkeit wird zwischen
der Hydrolysestufe und dem Methanreaktor meist auf die wesentlichen Endprodukte der
Acidogenese (organische S auren wie Essigs aure, Propions aure, Valerians aure, Butters aure und
Caprons aure) untersucht. Dadurch, dass ein groer Teil der Acidogenese (> 30%) erst im
Methanreaktor abl auft, ist es nicht ausreichend die Prozess
 ussigkeit nur auf die Endprodukte
der Acidogenese zu untersuchen. Um ein besseres Verst andnis des Prozesses zu erlangen, sollten
ebenfalls die Ausgangsstoe der Acidogenese in die Analyse der Prozess
 ussigkeit aufgenommen
werden. Dazu z ahlen z.B. Zucker, Fetts auren und Aminos auren.
7.2 Simulation der Str omung und der acetoklastischen
Methanogenese im Down
ow-Methanreaktor
In diesem Abschnitt werden Ergebnisse zur Simulation der acetoklastischen Methanogenese
im Down
ow-Methanreaktor des Reaktors am ATB vorgestellt (siehe Bereich [3] in Abbildung
7.1.1). Bei der acetoklastischen Methanogenese entsteht Kohlendioxid und Methan aus
Essigs aure. Dabei erfolgt die Umsetzung durch Mikroorganismen, sogenannte Acetat
Verwerter. F ur Grundlagen zu den Reaktionstermen sei auf Kapitel 4 und 5 verwiesen. Weitere
Informationen k onnen ebenfalls in [Muha et al., 2012a] nachgeschlagen werden.
In Abschnitt 7.2.1 wird der Versuchsaufbau detailliert beschrieben, Abschnitt 7.2.2 erl autert
knapp das verwendete Simulationsmodell und in Abschnitt 7.2.3 wird das verwendete
Rechengebiet mit den Anfangs- und Randbedingungen beschrieben. Abschnitt 7.2.5 befasst
sich mit der Bestimmung der Reaktionsparameter, in Abschnitt 7.2.6 werden die wichtigsten
Ergebnisse dargestellt. Schlielich werden die erzielten Ergebnisse in Abschnitt 7.2.7 diskutiert.KAPITEL 7. ERGEBNISSE 119
7.2.1 Versuchsaufbau und Versuchsf uhrung
Der Reaktor am ATB (Abbildung 7.1.1) besteht aus zwei wesentlichen Teilen. Der erste Teil, der
Hydrolyse-Reaktor [1], hat ein nutzbares Volumen von 100 l. Zu Beginn jedes Experiments wird
der Hydrolyse Reaktor mit 10 kg Substrat bef ullt und anschlieend f ur die Dauer des gesamten
Experiments (21 Tage) luftdicht verschlossen. Der Hydrolyse Reaktor wird thermophil betrieben
(55C). Durch den kleinen Prozess
 ussigkeitskreislauf [4] werden N ahrstoe aus dem Substrat
in die Prozess
 ussigkeit gewaschen. Der groe Prozess
 ussigkeitskreislauf [5] transportiert
anschlieend die mit N ahrstoen angereicherte Prozess
 ussigkeit aus dem Hydrolysatspeicher
[2] in den Down
ow-Methanreaktor [3]. Der Methanreaktor hat die Form eines Zylinders
mit einer H ohe von 0;71 m und einem Radius von 0;12 m. Es ergibt sich ein Volumen von
0;032 m3. Die Prozess
 ussigkeit str omt mit einem Fluss von 1 l=h durch den Deckel in den
Reaktor und durch den Boden wieder hinaus. Vor dem Einstr omen in den Reaktor wird die
Prozess
 ussigkeit auf organische S auren, pH-Wert und Essigs aure aquivalent untersucht. Die
ausstr omende Fl ussigkeit wird nur auf Essigs aure aquivalent und pH-Wert analysiert.
Der Methanreaktor ist gef ullt mit F ullk orpern des Typs
"
Bio
ow 40" (Rauschert,
Judenbach-Heiersdorf, Deutschland) und wird mesophil betrieben (38C).
Die Gasproduktion der Hydrolyse, des Hydrolysatsspeichers und des Methanreaktors werden
separat im Gasanalyse System [6] [7] analysiert.
7.2.2 Simulationsmodell
Das Simulationsmodell wurde bereits in Abschnitt 5.6.2 ausf uhrlich hergeleitet und diskutiert.
In diesem Abschnitt werden daher in aller K urze die verwendeten Gleichungen aufgelistet und
die im Vorfeld festgelegten (Str omungs-) Parameter diskutiert.
Die Gleichungen lauten
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Die verwendeten Str omungsparameter wurden im Vorfeld festgelegt und sind in Tabelle 5.6.1
aufgelistet. Hierbei wurden f ur die reinen Dichten von Essigs aure und Wasser sowie f ur die
Gravitationsbeschleunigung  ubliche Werte verwendet. Die reine Dichte der Mikroorganismen
s
acd wurde bestimmt, indem angenommen wurde, dass ein Organismus, welcher eine
zylindrische Form aufweist (mit einer L ange von 0;764  10 6 m und einem Radius von
1  10 6 m), ein durchschnittliches Gewicht von 6;55_ 10 16 kg hat. Diese Werte stammen aus
[Garrity et al., 2001]) beziehungsweise wurden experimentell ermittelt. Die reine Dichte der
F ullk orper wurde dem technischen Datenblatt des Herstellers entnommen und die Diusivit at
von Essigs aure in Wasser wurde aus [Cussler, 1997] entnommen. Die Viskosit at und die
Permeabilit at mussten nicht bestimmt werden, da aufgrund der verwendeten RandbedingungenKAPITEL 7. ERGEBNISSE 121
eine  Anderung dieser Werte keinen Ein
uss auf die L osung des Simulationsmodells hat.
Weiterhin kann die Hemmung durch den pH-Wert vernachl assigt werden, da im Experiment
der pH-Wert konstant 7,9 betrug.
Die Modellgleichungen wurden im Ort mit dem Finite Volumen Verfahren (Abschnitt
2.1.4) und in der Zeit mit dem impliziten Euler Verfahren (Abschnitt 2.2) diskretisiert.
Die daraus resultierenden nicht-linearen Gleichungen wurden in jedem Zeitschritt mit
dem Newton-Verfahren (Abschnitt 2.3.1) gel ost, dabei wurde die Jacobimatrix mit dem
Mehrgitterverfahren (Abschnitt 2.4) invertiert. Der ganze L osungsprozess wurde mit Hilfe
des Softwaretools UG (Abschnitt 6.1) durchgef uhrt, dabei wurden in jedem Zeitschritt etwa
331000 Freiheitsgrade verwendet.
7.2.3 Rechengebiet, Anfangs- und Randbedingungen des
Simulationsmodells
Als Rechengebiet wurde der zylindrische Methanreaktor mit den in Abschnitt 7.2.1 denierten
Maen verwendet. Nimmt man an, dass sowohl der Zulauf als auch der Ablauf der
Prozess
 ussigkeit durch den Reaktordeckel bzw. den Reaktorboden gleichm aig verteilt sind
und die F ullk orper zuf allig im Reaktor angeordnet sind, ist die L osung rotationssymmetrisch
und es ist hinreichend ein 2D Rechengebiet mit den Koordinaten r f ur Radius und z f ur H ohe
zu verwenden. Ein 3D-Rechengebiet kann verwendet werden, sofern Informationen  uber die
Anordnung der F ullk orper vorhanden sind, oder der Zulauf bzw. der Ablauf der Prozess
 ussigkeit
nicht gleichm aig verteilt ist.
Um den Zulauf der Prozess
 ussigkeit mit 1 l/h zu ber ucksichtigen ist die Darcy-Geschwindigkeit
am Deckel des Reaktors folgendermaen festgelegt
ql  n =
1l
1h(0:12 m)2
: (7.2.24)
Hierbei ist n der Normalenvektor auf den Reaktordeckel.
Die gemessenen Konzentrationen des Acetats im Zulauf wurden im Modell ber ucksichtigt,
indem entsprechende Dirichlet-Randbedingungen am Deckel verwendet wurden. Auf dem
Reaktorboden wurde die Konzentration des Acetats auf Null gesetzt. Mit diesen
Randbedingungen ist es m oglich, den Ablauf des Acetats  uber den Reaktorboden im Modell zu
bestimmen und mit den gemessenen Daten zu vergleichen. Am Reaktormantel wurden f ur alle
Komponenten der 
 ussigen Phase Neumann-null Randbedingungen verwendet. F ur die Gase
und f ur die Stoe in der festen Phase werden keine Randbedingungen ben otigt.
F ur alle Komponenten wurden lineare Anfangsbedingungen verwendet. Beim Druck wurden
die Anfangsbedingungen und die Randbedingungen so gew ahlt, dass der hydrostatische Druck
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7.2.4 Koordinatentransformation
Wie bereits erw ahnt, werden im Simulationsmodell nicht kartesische Koordinaten sondern
Zylinderkoordinaten (r; ;z) verwendet. In diesem Abschnitt wird knapp die daf ur n otige
Koordinaten-Transformation erl autert. Die kartesischen Koordinaten (x;y;z) werden durch
Zylinderkoordinaten (r; ;z) ersetzt. Dabei gelten die folgenden Gleichungen
x = rcos  (7.2.25)
y = rsin  (7.2.26)
z = z: (7.2.27)
Weiterhin ben otigen wir noch den Gradienten und die Divergenz einer Funktion f(r; ;z) bzw.
eines Vektorfeldes F(r; ;z) in den neuen Koordinaten
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Bemerkung 7.2.1. F ur eine rotationssymmetrische Funktion f gilt
@f
@ 
= 0: (7.2.30)
Mit den gegebenen Gleichungen k onnen die Modellgleichungen problemlos in
Zylinderkoordinaten umgeschrieben werden. Da das Problem rotationssymmetrisch ist,
fallen alle Ableitungen nach   weg.
7.2.5 Parameterbestimmung
Im Gegensatz zu den Str omungsparametern in Tabelle 5.6.1 ist es nicht m oglich die im
Modell verwendeten Reaktionsparameter (Tabelle 7.2.1) im Vorfeld festzulegen. Das liegt daran,
dass f ur einige Reaktionsparameter, wie z.B. MOMAX;acd und fac;acd, keine Literaturwerte
existieren und f ur die  ubrigen Reaktionsparameter die Literaturwerte um einige Gr oenordnungen
schwanken. Deshalb werden diese Parameter mit der in Abschnitt 2.5 vorgestellten Methode
bestimmt.
Zun achst muss der erste Teil ~ f der Fitnessfunktion bestimmt werden
~ f(km,ac;Yac;kdec,acd;KSac;MOmax;acd;fac;acd) :=
1
44
43 X
i=0

Ac
Exp
out, i   Ac
Mod
out, i
2
: (7.2.31)
Hierbei werden in ~ f experimentelle Daten der Acetat-Konzentration im Ablauf mit den
entsprechenden im Modell bestimmten Gr oen verglichen. Es werden insgesamt vier aufeinander
folgende Experimente (siehe Abbildung 7.2.2 a-d) untersucht, wobei jedes dieser ExperimenteKAPITEL 7. ERGEBNISSE 123
21 Tage dauert und 11 Messpunkte hat. Insgesamt erh alt man also 44 Messpunkte.
Durch Minimierung von ~ f erh alt man einen Satz Reaktionsparameter, mit dem die
Ablaufkonzentration des Acetats im Modell und Experiment gut  ubereinstimmt. Schaut man
sich jedoch die Gesamtmasse der Mikroorganismen im Reaktor an, stellt man fest, dass diese
 uber 44 Tage monoton w achst. Das ist jedoch ein Ph anomen, welches man in der Realit at nicht
erwarten w urde. Wenn der Reaktor schon eine lange Zeit in Betrieb ist, w urde man erwarten,
dass die Gesamtmasse der Mikroorganismen eine Periodizit at von etwa 21 Tagen aufweist, d.h.
die Gesamtmasse der Mikroorganismen sollte an den Tagen 0, 21, 42, 63 und 84 gleich sein (21
Tage entspricht gerade der Versuchsdauer eines Experiments).
Dieses Ph anomen kann folgendermaen in die Parameterbestimmung eingebaut werden
acd(t) =
Z
C
s
acd(t;x)dx (7.2.32)
acd =
1
3
(acd(0) + acd(42) + acd(63)) (7.2.33)

2
acd =
1
3
"
acd(0)
acd
  1
2
+

acd(42)
acd
  1
2
+

acd(63)
acd
  1
2#
:
(7.2.34)
Hierbei beschreibt acd(t) die Gesamtmasse der Mikroorganismen zum Zeitpunkt t, acd den
Durchschnitt von acd(t) f ur t = 0 d, t = 42 d und t = 63 d. Der Term 2
acd ist ein relatives
Ma f ur die Abweichung von acd(t) zu den Zeitpunkten t = 0 d, t = 42 d und t = 63 d vom
Durchschnitt acd.
Wenn die Gesamtmasse der Mikroorganismen zu den Zeitpunkten t = 0 d, t = 42 d
und t = 63 d gleich ist, gilt 2
acd = 0. Wie in Abschnitt 2.5 beschrieben, k onnen wir die
Fitnessfunktion f nun schreiben als
f(km,ac;Yac;kdec,acd;KSac;MOmax;acd;fac;acd) = ~ f+
2
MO ~ f10
3 = (1+10
3
2
MO) ~ f: (7.2.35)
Die Reaktionsparameter k onnen nun bestimmt werden, indem die Fitnessfunktion f mit
Hilfe der Gradientenabstiegsmethode (Abschnitt 2.5.2) mit oberen und unteren Schranken f ur
die Parameter (Abschnitt 2.5.3) minimiert wird. Die Implementierung dieser Methode ist in
Abschnitt 6.3 erl autert.
7.2.6 Ergebnisse
In diesem Abschnitt werden die wichtigsten Ergebnisse ausf uhrlich erl autert.
Untersuchung der Reaktionsparameter
Die Fitnessfunktion f wurde minimiert und die gefunden Reaktionsparameter sind in Tabelle
7.2.1 aufgef uhrt. Wie in Abschnitt 7.2.5 gefordert, ist die Gesamtmasse der MikroorganismenKAPITEL 7. ERGEBNISSE 124
am Anfang und am Ende jedes Experiments  ahnlich (vgl. Abbildung 7.2.1).
Unter der Annahme, dass keine Hemmung auftritt, ergeben sich die Verdopplungszeit
und die spezische Wachstumsrate der Acetat Verwerter mit
max = km;acYac   kdec;acd = 2;48  10
 31
h
= 5;95  10
 21
d
(7.2.36)
td =
ln(2)
max
= 11;649 d: (7.2.37)
Weiterhin kann die Sterberate kdec = 4;16  10 4 h
 1 = 0;009984 d
 1 aus Tabelle 7.2.1
entnommen werden.  Ahnliche Werte f ur die Verdopplungszeit, die spezische Wachstumsrate
und die Sterberate sind in der Fachliteratur zu nden [Stams et al., 2003, Conklin et al., 2005].
Die Reaktionsparameter k onnen in zwei verschiedene Gruppen eingeteilt werden. Die erste
Gruppe besteht aus fkm;ac;Yac;kdec;acd;fac;acdg. Diese Gruppe beein
usst die Konzentration
des Acetats am Ablauf des Reaktors  uber die gesamte Dauer des Experiments.
Dem gegen uber steht die zweite Gruppe bestehend aus fKsac;MOMAX;acdg. Diese beiden
Parameter beein
ussen die Konzentration des Acetats im Ablauf nur unter bestimmten
Bedingungen.
Bemerkung 7.2.2. Ist die Konzentration des Acetats klein (Cl
ac  Ksac), dann gilt
Cl
Ac
KsAc + Cl
Ac
 1: (7.2.38)
In Abbildung 7.2.2 kann man erkennen, dass der Zulauf des Acetats in den Reaktor f ur t >
18 d sehr klein ist. In diesem Zeitraum wirkt sich der Parameter Ksac am st arksten auf die
Konzentration des Acetats im Ablauf aus. Eine Erh ohung von Ksac w urde die Aufnahme des
Acetats st arker hemmen und damit w urde mehr Acetat aus dem Reaktor 
ieen.
Bemerkung 7.2.3. Ist die Gesamtmasse der Acetatverwerter gro (Cs
acd  MOMAX;acd), dann
gilt
1  
Cs
MO
MOMAX;acd
 1: (7.2.39)
In Abbildung 7.2.1 kann man erkennen, dass die Gesamtmasse der Mikroorganismen f ur t 2
[10 d;15 d] am gr oten ist. In diesem Zeitraum wirkt sich der Parameter MOMAX;acd am
st arksten auf den Ablauf des Acetats aus. Eine Erh ohung von MOMAX;acd w urde bedeuten,
dass mehr Lebensraum f ur die Acetatverwerter zur Verf ugung stehen w urde. Entsprechend, w are
die Gesamtmasse der Acetatverwerter h oher und es k onnte mehr Acetat konsumiert werden.
Demnach w urde weniger Acetat aus dem Reaktor 
ieen.
Vergleich zwischen Modell und Experiment
Insgesamt wurden f unf Experimente untersucht. Der Zulauf des Acetats wurde durchKAPITEL 7. ERGEBNISSE 125
Reaktionsparameter Wert Einheit
km;ac 1;54  10 2 1
h
Yac 1;88  10 1 1
kdec;acd 4;16  10 4 1
h
fac;acd 1;00  100 1
MOMAX;acd 5;47  101 kg
m3
Ksac 2;00  100 kg
m3
Tabelle 7.2.1: Reaktionsparameter mit Werten aus der Parameterbestimmung.
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Abbildung 7.2.1: Zeitentwicklung der Gesamtmasse an Mikroorganismen, Experiment d.
entsprechende Randbedingungen im Modell implementiert und anschlieend wurde die
im Experiment gemessene Konzentration des Acetats im Ablauf mit den entsprechenden
Werten aus dem Modell verglichen. Die Ergebnisse sind in Abbildung 7.2.2 dargestellt. Die
Reaktionsparameter wurden mit Hilfe der Experimente a-d bestimmt und es ist zu erkennen,
dass die im Modell berechneten Werte f ur die Konzentration des Acetats im Ablauf f ur die
Experimente a-d sehr gut mit den experimentellen Werten  ubereinstimmen. Obwohl Experiment
e bei der Parameterbestimmung nicht betrachtet wurde, wird die Konzentration des Acetats
im Ablauf auch hier vom Modell mit denselben Reaktionsparametern sehr genau berechnet.
Dieser Test zeigt, dass das Modell mit denselben Reaktionsparametern als Simulationsmodell
bei  ahnlichen Experimenten verwendet werden kann.KAPITEL 7. ERGEBNISSE 126
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Abbildung 7.2.2: Vergleich der Konzentration des Acetats im Ablauf zwischen Experiment und
Modell.
Sensitivit atsanalyse der Reaktionsparameter
F ur jeden Reaktionsparameter wurde eine Sensitivit atsanalyse durchgef uhrt. Die Ergebnisse sind
in Abbildung 7.2.3 dargestellt. Bis auf fac;acd beein
ussen alle Parameter die Fitnessfunktion
sehr stark und sind damit f ur das Modell unerl asslich.KAPITEL 7. ERGEBNISSE 127
Der Parameter fac;acd hat nur einen kleinen Ein
uss auf f, da sich der Parameter an der
obersten zul assigen Grenze bendet. Durch eine Erh ohung von fac;acd w are die Massenerhaltung
nicht mehr gew ahrleistet. Der Parameter fac;acd sollte dennoch aus Gr unden der Konsistenz im
Modell verwendet werden (vgl. Abschnitt 5.3.3).
Auf der anderen Seite hat der Parameter MOMAX;acd im neu eingef uhrten Hemmterm Iacd,
welcher bei  Uberpopulation der F ullk orper die Aufnahmerate der Mikroorganismen hemmt, die
h ochste Sensitivit at und spielt somit eine entscheidende Rolle im Modell.
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Abbildung 7.2.3: Sensitivit atsanalyse: Relative  Anderung der Fitnessfunktion abh angig von einer
relativen  Anderung der Reaktionsparameter.
Eektivit at des Methanreaktors
Um die Eektivit at des Methanreaktors zu untersuchen, denieren wir die maximale
Methanproduktion Pmax(t) folgendermaen
Pmax(t) := max
x PCH4(t;x): (7.2.40)
Anschlieend k onnen wir die Eektivit at des Reaktors E(t) denieren als
E(t) :=
1
VP
Z
VP
PCH4(t;x)
Pmax(t)
dx; (7.2.41)
wobei VP den Porenraum des Reaktors darstellt.
Wenn die Methanproduktion gleichm aig im Reaktor verteilt ist, ergibt sich E(t) = 1. Wenn
es allerdings Bereiche im Reaktor gibt, in denen die Methanproduktion unterdurchschnittlich
abl auft, sinkt die Eektivit at des Reaktors. Man k onnte auch sagen, dass die betroenen
Reaktorteile nicht maximal ausgelastet sind.
In Abbildung 7.2.4 ist der Bruch PCH4(t;x)=Pmax(t) f ur das Experiment d) f ur die ZeitpunkteKAPITEL 7. ERGEBNISSE 128
t = 2 d, t = 12 d und t = 20 d dargestellt. Man kann erkennen, dass am Anfang des
Experiments (t = 2 d) der untere Teil des Reaktors nicht eektiv genutzt wird. Das liegt vor
allem daran, dass der Zulauf des Acetats sehr gering ist und deshalb der gr ote Teil des Acetats
im oberen Teil verbraucht wird (siehe Abbildung 7.2.2). Dies f uhrt zu einem N ahrstomangel
im unteren Bereich. In der Mitte des Experiments (t = 12 d) wird der gesamte Reaktor eektiv
genutzt. Der Zulauf des Acetats ist jetzt ausreichend hoch und es gibt keinen N ahrstomangel
mehr. Gegen Ende des Experiments (t = 20 d) ist der Zulauf des Acetats wieder sehr gering. Im
unteren Bereich des Reaktors wird nur noch wenig Methan produziert, da es wieder an Acetat
fehlt.
Insgesamt kann man festhalten, dass der untere Teil des Reaktors oft nur unzureichend
ausgelastet wird. Die Eektivit at des Reaktors k onnte beispielsweise durch eine Verbesserung der
Lebensbedingungen f ur die Acetat Verwerter im unteren Bereich des Reaktors erh oht werden.
Um dies zu erreichen, kann man beispielsweise im unteren Bereich bessere F ullk orper verwenden
als im oberen Bereich.
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Abbildung 7.2.4: Eektivit at des Methanreaktors zu drei verschiedenen Zeitpunkten.
Steuerung des Methanreaktors
Beim Betrieb von Biogasreaktoren kommt es oft zu Problemen, wobei die meisten Probleme
durch eine  Uber- bzw. eine Unterf utterung des Reaktors entstehen. Bei der  Uberf utterung kann
es beispielsweise zur Verstopfung der F ullk orper durch Mikroorganismen kommen. Bei der
Unterf utterung kann die Population der Mikroorganismen durch andauernden N ahrstomangel
stark reduziert werden.
In diesem Abschnitt wird eine optimale hydraulische Verweilzeit bezogen auf die KonzentrationKAPITEL 7. ERGEBNISSE 129
des Acetats im Zulauf hergeleitet. Durch ein regelm aiges Messen der Acetat-Konzentration
im Zulauf, kann die hydraulische Verweilzeit regelm aig angepasst werden und somit wird eine
 Uber- bzw. Unterf utterung vermieden.
Zun achst betrachten wir die Gesamtmasse der Mikroorganismen im station aren Zustand
acd := lim
t!1
acd(t) (7.2.42)
f ur einen festen Zulauf Qin und eine feste Konzentration des Acetats in der ein
ieenden
Prozess
 ussigkeit. Die Ergebnisse sind in Abbildung 7.2.5 dargestellt. Man kann erkennen,
dass f ur eine sehr geringe Konzentration des Acetats bzw. f ur einen sehr geringen Zulauf der
Prozess
 ussigkeit die Mikroorganismen nicht lebensf ahig sind. Auf der anderen Seite f uhren hohe
Acetat-Konzentrationen und hohe Zu
 usse der Prozess
 ussigkeit aufgrund des neu eingef uhrten
Hemmterms Iacd, welcher bei  Uberpopulation der F ullk orper die Aufnahme des Acetats hemmt,
nicht zu einem unbegrenzten Anstieg der Gesamtmasse der Mikroorganismen. In diesem Fall
bildet sich ein Plateau bei etwa acd  1;4 kg (vgl. Abbildung 7.2.5).
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Abbildung 7.2.5: Gesamtmasse der Mikroorganismen im station aren Zustand.
Der optimale Wert f ur die Gesamtmasse der Mikroorganismen kann nun ermittelt werden, indem
das Maximum des Reaktionsterms R
g
CH4, welcher die Methanproduktion beschreibt, bez uglich
der Gesamtmasse der Mikroorganismen ermittelt wird. Es ergibt sich
acdopt =
MOMAX;acd  VReaktor
2
: (7.2.43)
F ur den betrachteten Reaktor mit einem Volumen von VReaktor = 0;032 m3 ergibt sich
acdopt  0;867 kg. Das optimale Verh altnis zwischen Zulauf der Prozess
 ussigkeit Qin und
Acetat-Konzentration in der Prozess
 ussigkeit kann nun direkt aus Abbildung 7.2.5 an derKAPITEL 7. ERGEBNISSE 130
Isolinie acd = 0;867 kg abgelesen werden.
Wir sind jedoch an der optimalen hydraulischen Verweilzeit interessiert. Die hydraulische
Verweilzeit HRT ist gegeben durch (siehe Abschnitt 4.3)
HRT =
VP
Qin
: (7.2.44)
Dabei ist das Volumen des Porenraums VP gegeben durch
VP =
Z
(x)dx: (7.2.45)
Damit haben wir den ben otigten Zusammenhang zwischen HRT und Qin gefunden. Die optimale
HRT bezogen auf die Konzentration des Acetats in der ein
ieenden Prozess
 ussigkeit ist in
Abbildung 7.2.6 dargestellt. Weiterhin sind in Abbildung 7.2.6 zwei weitere Kurven dargestellt,
welche zusammen mit der mittleren (optimalen) Kurve einen Schlauch bilden. Innerhalb dieses
Schlauchs kann der Reaktor sicher betrieben werden. Liegt man  uber dem Schlauch wird der
Reaktor  uberf uttert und es ist empfehlenswert die HRT so zu verl angern, dass man auf die
optimale Kurve kommt. Liegt man hingegen unter dem Schlauch wird der Reaktor unterf uttert
und man sollte die HRT entsprechend verk urzen, damit der Reaktor wieder optimal gef uttert
wird.
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Abbildung 7.2.6: Optimale HRT bezogen auf die Konzentration des Acetats im Zulauf.
7.2.7 Diskussion
Anhand der zur Verf ugung stehenden Messdaten zur Acetat-Konzentration im Zu- und Ablauf,
konnte gezeigt werden, dass das vorgestellte Simulationsmodell in der Lage ist den Konsum von
Acetat innerhalb des Methanreaktors gut wiederzugeben. Bei der Sensitivit atsanalyse wurde
gezeigt, dass dabei vor allem der neu eingef uhrte Parameter MOMAX;acd eine entscheidende
Rolle spielt.
Bei der Bestimmung der Reaktionsparameter in Abschnitt 7.2.5 musste ein zus atzlicher TermKAPITEL 7. ERGEBNISSE 131
2
acd eingef ugt werden, damit die Gesamtmasse der Mikroorganismen den n otigen periodischen
Verlauf annimmt. Das liegt vor allem daran, dass einige Vorg ange, wie etwa das Wachstum
und der Tod der Acetat Verwerter, nur sehr langsam ablaufen. Dieser Zusammenhang kann
auch an den zugeh origen Reaktionsparametern in Tabelle 5.6.1 abgelesen werden. Um das
Modell noch besser zu validieren, w are es sinnvoll zus atzlich Messdaten zur Gesamtmasse der
Acetat Verwerter zu erheben.
Das validierte Simulationsmodell wurde anschlieend verwendet, um die Eektivit at des
Reaktors zu untersuchen. Es wurde gezeigt, dass der untere Bereich des Reaktors oft nicht
eektiv genutzt wurde. Die Eektivit at k onnte durch verschiedene F ullk orper im oberen und
unteren Bereich gesteigert werden.
Weiterhin wurde untersucht, inwiefern sich die Reaktorsteuerung optimieren l asst. Es wurde
ein optimaler Zusammenhang zwischen Acetat-Konzentration und hydraulischer Verweilzeit
gefunden. Bei regelm aiger Analyse der Acetat-Konzentration im Zulauf, kann die hydraulische
Verweilzeit entsprechend eingestellt werden, so dass der Reaktor optimal gesteuert wird.Kapitel 8
Diskussion und Ausblick
Um eine nachhaltige Energieversorgung zu gew ahrleisten, ist ein Ausbau erneuerbarer Energien
essentiell. Dabei spielen insbesondere Biogasanlagen eine entscheidende Rolle.
In der Forschung wurde der Biogasreaktor oft als eine Blackbox betrachtet, insbesondere
bei mehrstugen Anlagen war nicht einmal die Aufteilung der Prozessphasen auf die
einzelnen Stufen der Anlage ausreichend bekannt. In der vorliegenden Arbeit konnten f ur
einen bestimmten Reaktortyp (zweistug und zweiphasig) die Prozessphasen eindeutig auf
die verschiedenen Stufen des Reaktors aufgeteilt werden. Diese Information ist deshalb so
entscheidend, weil dadurch besser verstanden werden kann, welche chemischen Stoe in
welchem Reaktorteil eine entscheidende Rolle spielen. Sowohl bei der Modellierung als auch
bei der Erhebung von Messdaten, kann nun der Fokus auf die entscheidenden Stoe gelegt
werden.
Beispielsweise wurde gezeigt, dass zum einen nur etwa 60% des im Methanreaktor entstandenen
Methans auf organische S auren zur uckzuf uhren sind und zum anderen ein groer Teil der
Acidogenese im Methanreaktor ablaufen muss. Deshalb sollten in Zukunft neben den
organischen S auren, auch Ausgangsstoe der Acidogenese in der Prozess
 ussigkeit gemessen
werden und innerhalb der Modellierung ber ucksichtigt werden.
In aktuellen Forschungsarbeiten zu Biogasanlagen wird das ADM1-Modell zur Modellierung
eingesetzt. Dabei beschreibt das ADM1-Modell mit Hilfe einer Reihe von gew ohnlichen
Dierentialgleichungen den kompletten anaeroben Abbau. Die Str omung der Prozess
 ussigkeit
sowie  ortliche Variationen verschiedener chemischer Stoe werden dabei vernachl assigt. Ebenso
gibt es im ADM1-Modell keinen Term, welcher die Aufnahmerate der Mikroorganismen hemmt,
falls eine  Uberpopulation der F ullk orper vorliegt.
In dieser Arbeit wurde das ADM1-Modell mit einem Str omungsmodell gekoppelt, wodurch alle
berechneten Variablen  ortlich aufgel ost wurden. Weiterhin wurde ein Hemmterm eingef uhrt,
welcher bei  Uberpopulation der F ullk orper die Aufnahmerate der Mikroorganismen hemmt.
Bei der Sensitivit atsanalyse hat sich herausgestellt, dass gerade dieser Hemmterm eine
entscheidende Rolle im Modell spielt. Schlielich konnte das entstandene Simulationsmodell
anhand von Messdaten validiert werden.
Durch Betrachten der Gesamtmasse der Mikroorganismen im station aren Zustand konnten
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Regeln zur optimalen Steuerung hergeleitet werden und weiterhin konnte durch Betrachtung
der lokalen Methanproduktion die Eektivit at des Reaktors berechnet werden. Informationen
 uber optimale Steuerung und Eektivit at k onnen helfen den Reaktor weiter zu optimieren.
Dies wird im Rahmen zuk unftiger Arbeiten noch genauer untersucht werden.
Ebenso soll zuk unftig die innerhalb des ADM1-Modells verwendete Michaelis-Menten Kinetik
 uberarbeitet werden. Wie bereits erl autert, werden durch diese Form der Kinetik Stoe
umgesetzt, obwohl die beteiligten Mikroorganismen keinen Energiegewinn daraus erzielen
k onnen. Um diesen Sachverhalt zu ber ucksichtigen, sollen die meisten Reaktionsterme mit
Hilfe der Gibbsschen freien Energie modelliert werden.Abbildungsverzeichnis
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