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Resumo
Numa sociedade onde a procura de novas te´cnicas de avaliac¸a˜o de sinais fisiolo´gicos se
tornou evidente, o bem-estar de um bebe´ a` nascenc¸a e´ sem du´vida uma prioridade. Por
isso, e por forma a tentar diminuir a mortalidade e morbilidade de um feto, a ana´lise
de cardiotocogramas atrave´s do estudo de trac¸ados de batimento card´ıaco fetal e´ cada
vez mais uma realidade.
Nesta tese, tivemos como objetivo analisar os trac¸ados de batimento card´ıaco fetal,
procurando caracter´ısticas biolo´gicas que estejam relacionadas de certa forma com a
compressa˜o de ficheiros. Para isso, foi comparado o desempenho de treˆs compressores
diferentes (bzip2, gzip e paq8l) e avaliado se a utilizac¸a˜o da te´cnica de wavelets traz
algum benef´ıcio no estudo de trac¸ados de batimento card´ıaco fetal. Por fim, foi
utilizado o algoritmo CompLearn e a respetiva a´rvore de classificac¸a˜o no processo
de clustering dos trac¸ados.
A menos da capacidade de compressa˜o, os treˆs diferentes compressores apresentaram
comportamentos semelhantes na ana´lise de trac¸ados obtidos entre as semanas 24 e 40
da gravidez. Nota´mos, em geral, uma maior compressa˜o dos trac¸ados de fetos consi-
derados patolo´gicos, um comportamento similar entre ge´neros com excec¸a˜o da semana
27 para os trac¸ados de fetos considerados normais, e uma diferenc¸a de comportamento
nos patolo´gicos apo´s as 36 semanas de gravidez. Observa´mos um crescimento esta´vel
da taxa de compressa˜o nos trac¸ados de fetos com peso normal a` nascenc¸a ao contra´rio
daqueles que esta˜o abaixo do percentil 3, onde se nota um crescimento insta´vel.
A te´cnica wavelet, a partir de um conjunto de dados pre´-categorizado em Normal, Sus-
peito e Patolo´gico, atrave´s do pH do corda˜o umbilical a` nascenc¸a, na˜o trouxe grandes
benef´ıcios. Pore´m, resultados positivos foram obtidos na predic¸a˜o de prematuridade
usando a wavelet daubechies.
Para avaliarmos o CompLearn foram feitos dois testes. Dividimos o conjunto de dados
pelo pH do corda˜o umbilical e atrave´s da variabilidade curta dos trac¸ados. Verifica´mos
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na˜o haver relac¸a˜o entre o pH e a compressa˜o, ao contra´rio da variabilidade curta, onde
trac¸ados com variabilidade curta inferior a 30 e superior a 70 foram separados com
sucesso pelo algoritmo e a a´rvore de classificac¸a˜o.
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Abstract
In a society where the search for new evaluation techniques of physiological signals has
become a reality, the well being of a baby is without a doubt a priority. Therefore, and
in a way to decrease the mortality and morbidity of a baby born, the cardiotocograms’
analyses through the study of heart rate frequency tracings is increasingly something
to take in account.
In this thesis, we wanted to analyse the fetal heart rate frequency tracings, searching
for biological characteristics that are related with data compression. For that, we
compared the performances of three different compressors: bzip2, gzip and paq8l. It
was also analyzed if the usage wavelet trasforms would be beneficial for the study of
tracings of fetus heart rate compared to normal data compression. At last, we used
the CompLearn algorithm and its classification tree in the process of clustering the
tracings organized either by the pH of the umbilical cord at birth or the short term
variability (STV) of the tracings.
Despite of the compression power difference between the three tested compressors, all
of them performed quite similarly in the analyes of traces obtained between week 24
and 40 of gestation. Also, we noticed a slightly better compression of traces considered
pathologic, a similar behaviour was noted between genders with the exception for week
27 for the normal tracings, and a different behaviour for pathologic tracings after
week 36 of pregnancy. A stable growth throughout gestation time was observed in
the compression ratio of fetus tracings whose weight at birth was considered normal,
however an unstable growth is noticeable for those below weight, namely those under
percenile 3.
The wavelet technique was not very helpful using a dataset divided in Normal, Suspect
and Pathologic tracings by pH. However, positive results were achieved predicting
prematurity of fetuses using the daubechies wavelet.
To evaluate CompLearn two different tests were done. One in which the dataset was
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divided by pH of the umbilical cord and the other by short term variability (STV).
We verified that there was no relation between compression used in CompLearn and
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Ao longo da histo´ria que o ser humano, por necessidade e na˜o so´, se interessou em
perceber como o seu organismo funciona. A capacidade de resposta a`s necessidades de
mudanc¸a a que o meio nos obriga torna-nos seres complexos compostos por interac¸o˜es
dos sistemas fisiolo´gicos cujos comportamentos, muitas vezes, na˜o sa˜o previs´ıveis.
Pelo que se conhece hoje, quantificar a complexidade tornou-se importante para en-
tender as caracter´ısticas e relac¸o˜es subjacentes e foi a´ı que Plesk e Greenhalgh [3]
conjeturaram que as componentes da sau´de que pertencem aos domı´nios do simples,
complexo e cao´tico se baseiam no diagrama de Stacy (Figura 1.1). As componentes
de medicina onde existe grande concordaˆncia e certeza dizem-se pertencer ao domı´nio
do simples e sa˜o associadas a comportamentos facilmente prediz´ıveis. No domı´nio do
complexo, estamos perante comportamentos e interac¸o˜es dinaˆmicas onde o conheci-
mento e´ baseado atrave´s de mu´ltiplas aproximac¸o˜es que na˜o sa˜o facilmente calculadas,
gerando n´ıveis me´dios de certeza e concordaˆncia entre os especialistas. Por u´ltimo, no
domı´nio do cao´tico, nenhuma informac¸a˜o e´ vis´ıvel atrave´s do comportamento e das
interac¸o˜es fisiolo´gicas, implicando pouca certeza e concordaˆncia.
A cardiotocografia e´, por todo o mundo, um me´todo de monitorizac¸a˜o do batimento
card´ıaco fetal e contrac¸o˜es uterinas durante a gravidez (anteparto) e durante o parto
(intraparto). No entanto, a capacidade de previsa˜o do bem-estar fetal deste me´todo
e´ ainda controverso [4]. Daqui, entende-se que o batimento card´ıaco fetal e´ tido como
pertencer aos domı´nios do complexo e cao´tico.
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Figura 1.1: Diagrama de certeza-concordaˆncia proposto por Stacy.
A ana´lise computacional de cardiotocogramas fornece paraˆmetros quantitativos que
muito dificilmente sa˜o percet´ıveis ao olho humano. O Sisporto e´ um programa de-
senvolvido nas u´ltimas duas de´cadas que tem como func¸a˜o uma ana´lise automatizada
dos trac¸ados na˜o so´ em tempo real como tambe´m armazena os dados de forma a
que possam ser processados posteriormente. Os conjuntos de dados trabalhados nesta
dissertac¸a˜o provieram do Sisporto. Resumidamente, e apenas para introduzir conceitos
relevantes para esta tese, a ana´lise dos trac¸ados e´ feita da seguinte forma: e´ considerado
um ponto de variabilidade curta (STV) anormal quando a diferenc¸a entre dois sinais
adjacentes e´ menor que 1 bpm (linhas vermelhas na parte superior da Figura 1.2).
A me´dia do STV e a percentagem de pontos com STV anormal sa˜o calculados e e´
poss´ıvel a sua visualizac¸a˜o na parte inferior da Figura 1.2. Quando a diferenc¸a entre o
ma´ximo e o mı´nimo, num intervalo de 60 segundos centrado no ponto sem acelerac¸o˜es
ou desacelerac¸o˜es, na˜o excede os 5 bpm, e´ considerado um ponto de variabildade
longa (LTV) anormal. As me´dias de STV e LTV e a percentagem de pontos com STV
anormal e LTV anormal sa˜o calculados e e´ poss´ıvel a sua visualizac¸a˜o na parte inferior
da Figura 1.2 [5].
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Figura 1.2: Ana´lise de um cardiotocograma pelo Sisporto.
Na definic¸a˜o de estado patolo´gico sa˜o tidas duas abordagens: uma usando o pH do
corda˜o umbilical a` nascenc¸a e outra usando o ı´ndice Apgar. O pH do corda˜o umbilical e´
um indicador de acidemia fetal e geralmente varia entre 7,05 e 7,4 sendo indicador de
bem-estar quando superior a 7,2. O ı´ndice Apgar e´ um sistema de avaliac¸a˜o feito
ao primeiro e quinto minutos apo´s o parto onde cinco sinais vitais sa˜o avaliados
numa escala de 0 a 2, Appearence (cor da pele), Pulse (frequeˆncia card´ıaca), Grimace
(resposta a est´ımulos), Activity (to´nus muscular) e Respiration (respirac¸a˜o ou choro).
Nesta dissertac¸a˜o, o Apgar usado foi ao quinto minuto.
Em 2005, um novo me´todo de clustering usando compressa˜o foi introduzido por
Cilibrasi e Vita´nyi [6] e obteve bons resultados em a´reas distintas como mu´sica, ana´lise
de tra´fego na internet, geno´mica, etc [5].
E´ o objetivo desta dissertac¸a˜o procurar relac¸o˜es entre as caracter´ısticas dos trac¸ados de
batimento card´ıaco fetal e a compressa˜o. Definimos como taxa de compressa˜o a raza˜o
entre o tamanho do ficheiro comprimido e o ficheiro original. Foi tambe´m definido
ra´cio de compressa˜o (CR) o inverso da taxa de compressa˜o, isto e´, a proporc¸a˜o entre
o tamanho do ficheiro original e a respetiva versa˜o comprimida.
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1.1 Estrutura da tese
No cap´ıtulo 2 sera˜o abordados os conceitos primordiais intr´ınsecos a` compressa˜o de
ficheiros, mencionando conceitos de Teoria de Informac¸a˜o, ma´quinas de Turing e com-
plexidade de Kolmogorov. Sera´ aqui definida a Distaˆncia de Compressa˜o Normalizada,
conceito importante na descric¸a˜o do algoritmo CompLearn. Toda esta secc¸a˜o foi
baseada no trabalho de Rudi Cilibrasi [1].
No cap´ıtulo 3 sera˜o dadas a conhecer as wavelets, uma te´cnica recente desenvolvida
com base nas transformadas de Fourier. Estes dois cap´ıtulos representam assim o
estado da arte.
A ana´lise dos resultados obtidos sera´ feita no cap´ıtulo 4, e sera´ dividida em treˆs secc¸o˜es.
Em 4.1 sera˜o comparados os resultados dos compressores gzip, bzip2 e paq8l na com-
pressa˜o de trac¸ados e respetivas relac¸o˜es com o desenvolvimento do feto e diferenc¸as
entre ge´neros, tempo de gestac¸a˜o e peso da crianc¸a a` nascenc¸a. No subcap´ıtulo 4.2,
ira´ ser avaliado se a utilizac¸a˜o das transformadas wavelets traz benef´ıcios na ana´lise de
batimento card´ıaco fetal e por fim, em 4.3, ira´ ser comparado o algoritmo CompLearn
(e respetiva a´rvore de classificac¸a˜o) com o pH do corda˜o umbilical do bebe´ a` nascenc¸a
e a variabilidade curta do trac¸ado durante o cardiotocograma.
Cap´ıtulo 2
CompLearn
Ha´ mais de 30 anos que se desenvolve software com o objetivo de comprimir dados e
novos modelos para quase todo o tipo de ficheiros teˆm aparecido. Ate´ ha´ bem pouco
tempo, o interesse nesta tecnologia era direcionado para a diminuic¸a˜o de espac¸o em
disco ou custos de transmissa˜o de dados, mas, ultimamente, uma nova abordagem tem
surgido. Aqui, pretendemos abordar este novo conceito que visa usar compressores no
sentido de nos ajudarem no processo de clustering, que neste trabalho sa˜o trac¸ados de
batimento card´ıaco fetal.
Enquanto grande parte das pessoas esta´ familiarizada com o conceito de compressa˜o
de ficheiros, uma propriedade menos conhecida dita que a combinac¸a˜o de dois ou mais
ficheiros concatenados, produzindo um ficheiro muito maior antes da compressa˜o, mui-
tas vezes gera melhores ra´cios de compressa˜o comparada com a compressa˜o individual
desses mesmos ficheiros. Esta propriedade e´ va´lida para programas como o tar ou
pkzip. O conceito chave subjacente e´ que se dois ficheiros sa˜o muito semelhantes, enta˜o
o tamanho da versa˜o comprimida desses ficheiros aglomerados sera´ bem menor que
a soma dos ficheiros comprimidos separadamente. Por outro lado, se os ficheiros na˜o
tiverem nada em comum, este me´todo na˜o trara´ vantagem nenhuma e o seu resultado
sera´ semelhante a` soma das verso˜es comprimidas.
Esta ideia bastante intuitiva tem tido resultados surpreendentes, mesmo usando com-
pressores muito simples. No exemplo da Figura 2.1, foi retirado ADN mitocondrial
de mamı´feros e testado este me´todo. Primeiro foi constru´ıda uma matriz, chamada
a matriz de distaˆncias, que calcula o qua˜o semelhante cada par de ficheiros e´. Esta
distaˆncia resulta da comparac¸a˜o dos ficheiros comprimidos mencionada atra´s. Depois
foi constru´ıda uma a´rvore de acordo com essas distaˆncias. Os resultados obtidos foram
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excecionais (ver [1]).
Figura 2.1: A´rvore filogene´tica constru´ıda usando ADN mitocondrial de mamı´feros
[1].
Este procedimento e´ bastante simples e pode ser usado em diversas a´reas. Com
base nestas ideias, foi desenvolvido o CompLearn. Este software pode ser usado para
classificac¸a˜o ou clustering. O primeiro requer exemplos introduzidos pelo especialista.
Clustering na˜o requer nenhuma informac¸a˜o a` priori e refere-se a` organizac¸a˜o dos
objetos em grupos. Aqui, e´ usado um cluster hiera´rquico chamado quartet method que
procura a a´rvore que mais se ajusta ao problema, onde objetos semelhantes estara˜o
pro´ximos, ao contra´rio daqueles que menos semelhanc¸as apresentam. Este me´todo e´
na˜o-determin´ıstico e tenta encontrar uma soluc¸a˜o num razoa´vel intervalo de tempo,
sacrificando alguma efica´cia. Como faz uso de nu´meros ”aleato´rios”, os resultados
obtidos sofrem algumas variac¸o˜es para o mesmo conjunto de dados.
Na pro´xima secc¸a˜o abordaremos alguma da terminologia e teoria por tra´s deste me´todo.
Na secc¸a˜o 2.2 sera˜o dadas noc¸o˜es de ma´quinas de Turing e complexidade de Kolmo-
gorov e na secc¸a˜o 3 introduziremos a distaˆncia de compressa˜o normalizada (NCD).
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2.1 Definic¸o˜es e Introduc¸a˜o Te´cnica
Esta secc¸a˜o tem o objetivo de familiarizar o leitor acerca de conceitos e notac¸a˜o
relevantes para o trabalho. Para informac¸a˜o mais detalhada, o leitor deve ver [1, 7, 8].
2.1.1 Finito e Infinito
Podemos dividir o domı´nio dos objetos matema´ticos em duas grandes categorias: os
objetos finitos e o infinitos. Os primeiros sa˜o aqueles que podem ser delimitados
enquanto os infinitos sa˜o sempre maiores do que qualquer poss´ıvel fronteira. Por
exemplo, o conjunto dos divisores de um certo nu´mero e´ finito, mas o conjunto de todos
os nu´meros primos e´ infinito, embora seja poss´ıvel, em teoria, escrever um programa
que consiga gerar todos esses nu´meros, supondo que se tem tempo e memo´ria ilimitada.
A ideia de que conjuntos embora infinitos possam ser gerados por programas finitos e´
importante.
2.1.2 Strings e Linguagens
Um alfabeto e´ simplesmente um conjunto de s´ımbolos usados para formar uma lin-
guagem. Uma string e´ uma lista ordenada de 0 ou mais s´ımbolos de um alfabeto pre´-
definido, que neste trabalho e´ constitu´ıdo apenas pelos s´ımbolos 0 e 1, pois podemos
codificar qualquer alfabeto num alfabeto bina´rio, da mesma forma que um byte e´
codificado em bits.
Tem-se que Σ = {0, 1} e´ o alfabeto a ser usado e Σ∗ constitui o espac¸o de todas
as possibilidades de strings, incluindo a string vazia. Para uma dada string x, |x|
representa o seu comprimento, em bits.
2.1.3 Co´digos Instantaˆneos e Univocamente Decifra´veis
Diz-se que uma string y e´ prefixo de x se pudermos escrever x = yz, para um z
diferente da string vazia. Um conjunto diz-se livre de prefixos (ou instantaˆneo) se
nenhum elemento do conjunto for prefixo de outro. Os elementos de um conjunto
livre de prefixos sa˜o chamados de palavras co´digo. Os co´digos instantaˆneos teˆm a
vantagem de serem facilmente decifra´veis porque os limites de cada palavra co´digo
esta˜o bem definidos, na˜o dando hipo´teses a ambiguidades.
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Consideremos o conjunto dos naturais e a sua representac¸a˜o bina´ria. De acordo
com a Figura 2.2, notam-se dois nu´meros de comprimento 1, 4 de comprimento 2,
e por a´ı fora. No entanto, existem menos palavras co´digo livres de prefixo para cada
comprimento. Assintoticamente, existem menos palavras co´digo livres de prefixo de
tamanho n do que 2n palavras fonte de tamanho n.
Figura 2.2: Exemplo dos primeiros onze naturais, respetivas representac¸o˜es bina´rias e
tamanho da string [1].
Esta observac¸a˜o e´ va´lida para co´digos de prefixo arbitra´rios. A quantificac¸a˜o desta
intuic¸a˜o para um conjunto numera´vel e um co´digo instantaˆneo arbitra´rio leva-nos a
uma relac¸a˜o designada como Desigualdade de Kraft:
Lema Seja n1, n2, . . . , nk uma sequeˆncia finita ou infinita de naturais. Existe um
co´digo instantaˆneo para esta sequeˆncia como comprimentos do seu co´digo bina´rio se
e so´ se ∑
k
2−nk ≤ 1. (2.1)
Queremos codificar elementos de um determinado conjunto de forma a que aquando
da descodificac¸a˜o estes sejam reconstruidos univocamente. A estes co´digos damos o
nome de univocamente decifra´veis. Todo o co´digo livre de prefixos e´ univocamente
decifra´vel, embora o contra´rio nem sempre acontec¸a. Isto e´ importante porque significa
que se pode substituir qualquer co´digo univocamente decifra´vel por um instantaˆneo
sem que o conjunto dos tamanhos das palavras co´digo se altere.
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Um co´digo univocamente decifra´vel diz-se completo se a adic¸a˜o de qualquer nova
palavra co´digo ao conjunto de palavras co´digo resulta num co´digo que ja´ na˜o e´
univocamente decifra´vel. Isto tem uma relac¸a˜o muito pro´xima com a desigualdade de
Kraft pois acontece quando a igualdade se verifica. Sejam l1, l2, . . . palavras co´digo de
um co´digo univocamente decifra´vel completo. Seja qx = 2
−lx . Por definic¸a˜o, temos que∑
x qx = 1. Enta˜o qx pode ser pensado como sendo a func¸a˜o massa de probabilidade
correspondente a uma distribuic¸a˜o Q para uma varia´vel aleato´ria X. Diz-se que Q
e´ a distribuic¸a˜o correspondente para l1, l2, . . . . Desta forma, cada co´digo completo
univocamente decifra´vel e´ mapeado numa u´nica distribuic¸a˜o de probabilidade. E´ claro
que isto e´ uma correspondeˆncia meramente formal, pois podemos codificar elementos
de um conjunto usando um co´digo que corresponde a uma distribuic¸a˜o q, onde o
resultado e´ distribu´ıdo segundo p 6= q. Mas se o conjunto for distribu´ıdo segundo
p, enta˜o o co´digo correspondente a p e´, em me´dia, o co´digo que atinge a compressa˜o
o´tima. Em particular, qualquer func¸a˜o massa de probabilidade p esta´ relacionada com
o co´digo de prefixo de Shannon-Fano, de modo que o nu´mero esperado de bits por
palavra co´digo transmitida e´ o mais baixo poss´ıvel para qualquer co´digo de prefixo.
Este co´digo codifica a palavra x numa palavra co´digo de tamanho lx = dlog 1p(x)e, onde






= H(X), a entropia de Shannon, que sera´ referida mais a` frente.
2.2 Ma´quinas de Turing
Esta secc¸a˜o serve como preparac¸a˜o para posteriormente ser introduzido o conceito de
complexidade de Kolmogorov. Informalmente, a complexidade de Kolmogorov de uma
string e´ o programa mais curto que a imprime e depois pa´ra. Para tornar esta definic¸a˜o
mais precisa, usam-se as ma´quinas Turing universais, que sa˜o uma representac¸a˜o
matema´tica abstrata de um computador. Sa˜o uma generalizac¸a˜o e uma simplificac¸a˜o
de ma´quinas computacionais determin´ısticas. Uma ma´quina de Turing recebe como
paraˆmetro de entrada uma cadeia de caracteres (que pode ser visto como um programa)
e seguindo um certo conjunto de regras imprime o resultado desse programa. Tal como
existem linguagens de programac¸a˜o universais, i.e. linguagens onde e´ poss´ıvel escrever
um compilador para qualquer outra linguagem, tambe´m existem ma´quinas de Turing
Universais, que conseguem simular qualquer outra ma´quina.
De uma forma geral, uma ma´quina de Turing consiste em:
• uma fita dividida em ce´lulas, cada uma preenchida por um s´ımbolo de um
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alfabeto finito (que conte´m um s´ımbolo que denota espac¸o em branco). E´
assumido que a fita e´ extens´ıvel em ambos os lados tanto quanto necessa´rio
e que as ce´lulas na˜o escritas sa˜o constitu´ıdas pelo s´ımbolo branco;
• um apontador que se movimenta para a esquerda e direita (um passo) e que
consegue ler e escrever. No estado inicial situa-se no s´ımbolo na˜o branco mais a`
esquerda;
• um registador de estados que armazena o estado da ma´quina, incluindo o estado
inicial e final. O nu´mero de estados e´ finito;
• uma func¸a˜o de transic¸a˜o que ira´ indicar para onde mover o apontador, que
s´ımbolo escrever e em que estado se ira´ encontrar, com base no s´ımbolo de
leitura e estado atual. Quando a func¸a˜o devolver o estado final, a ma´quina pa´ra.
Como interessam apenas os programas que retornam uma string finita, isto e´ progra-
mas que na˜o entram em ciclo, dizemos que a func¸a˜o de transic¸a˜o apenas esta´ definida
para programas que na˜o resultem nestes loops.
Para ale´m disso, olhamos apenas para ma´quinas de Turing cujos programas formam
co´digos livre de prefixos, ou seja, nenhuma palavra do co´digo e´ prefixo de outra. Isto e´
feito para evitarmos o problema da subaditividade na Complexidade de Kolmogorov.
2.3 Complexidade de Kolmogorov
Formalmente, definimos Complexidade de Kolmogorov K, como uma func¸a˜o una´ria
que mapeia a string x num inteiro e esta´ implicitamente condicionada a uma Ma´quina
de Turing Φ:
KΦ(x) =
min{|p| : Φ(p) = x},∞, se p na˜o existe.
Por outras palavras, e como ja´ foi dito, K e´ o tamanho do programa mais pequeno
que imprime x e pa´ra. Esta relac¸a˜o e´ identificada como KΦ(x). Na pra´tica, queremos
usar uma ma´quina de Turing o mais gene´rica poss´ıvel. Exige-se que o conjunto de
programas forme um conjunto livre de prefixo. Na˜o existe perda de generalidade
porque qualquer ma´quina de Turing universal consegue simular outra, segundo o
Teorema da Invariaˆncia.
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2.3.1 Complexidade de Kolmogorov condicionada
O conceito de complexidade de Kolmogorov condicionada e´ um pouco mais dif´ıcil de
perceber. Esta forma da func¸a˜o K, definida como K(z|y) espera na˜o um argumento
mas sim dois. Podemos defini-la como o tamanho, em bits, do menor programa que
imprime z dada uma codificac¸a˜o. Podemos entender y como o input inicial da fita. A
ideia e´ que se y tiver muita informac¸a˜o acerca de z, enta˜o K(z|y)  K(z), mas se y
e z na˜o estiverem relacionados, teremos K(z|y) ≈ K(z).
2.3.2 Aleatoriedade e Compressa˜o
O objetivo de Kolmogorov com este trabalho era obter uma definic¸a˜o formal de
sequeˆncia aleato´ria e observou que algumas sequeˆncias bina´rias poderiam ser compri-
midas segundo um algoritmo. Como se constata, K fornece um meio para caracterizar
sequeˆncias aleato´rias. Contrariamente ao que se possa pensar, sequeˆncias aleato´rias
na˜o sa˜o simplesmente sequeˆncias onde padro˜es na˜o sejam discern´ıveis. Existem regula-
ridades estat´ısticas que podem ser observadas e provadas, mas a dificuldade encontra-
se simplesmente em expressa´-las.
Podemos definir aleatoriedade da seguinte forma: diz-se que uma string e´ k-aleato´ria
se e so´ se K(x) > |x| − k. Esta relac¸a˜o expressa a ideia que strings aleato´rias na˜o sa˜o
compress´ıveis.
Olhemos para o nu´mero pi. Se nos focarmos nas casas decimais e estendermos o nu´mero
infinitamente, a string parece ser aleato´ria, mas sendo poss´ıvel escrever um programa
que imprima os algarismos deste nu´mero, esta ideia de que o pi e´ aleato´rio cai por
terra. Esta produc¸a˜o de um programa (finito) que gera uma sequeˆncia infinita implica
uma certa regularidade nos dados com grande probabilidade.
Argumentos mostram que o nu´mero de programas pass´ıveis de serem altamente com-
primidos e´ bastante reduzido. Em particular, o ra´cio de programas comprimı´veis em
apenas k bits na˜o e´ mais do que 2−k. Para uma string de tamanho m temos 2m
possibilidades. Se considerarmos codificac¸o˜es de tamanho m de uma fonte de string
de tamanho n > m, enta˜o temos no ma´ximo 2m strings diferentes codificadas de um
total de 2n. Enta˜o, o ra´cio de strings pass´ıveis de compressa˜o por n − m bits e´ no
ma´ximo 2m−n do total.
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2.3.3 Universalidade de K
Ja´ foi referido como ma´quinas de Turing universais conseguem simular outras ma´quinas
usando programas de simulac¸a˜o finitos. Falando do comportamento assinto´tico de K,
estas simulac¸o˜es sa˜o similares a menos de uma constante aditiva. Por exemplo, se
tivermos xn para representar os primeiros n d´ıgitos de pi, enta˜o K(xn) = O(log n)
independentemente da ma´quina de Turing universal que se escolheu. Isto acontece
porque e´ poss´ıvel calcular qualquer nu´mero de d´ıgitos de pi usando um programa de
tamanho fixo que leˆ o nu´mero de d´ıgitos a imprimir. O comprimento deste input na˜o
pode ser codificado em menos de log n bits.
Isto implica que todas as variac¸o˜es de K sejam, de uma certa forma, equivalentes
porque qualquer duas variac¸o˜es de K, dadas duas ma´quinas de Turing universais,
na˜o divergira˜o mais de que uma constante que na˜o depende da string mas sim das
ma´quinas de Turing. E´ esta universalidade que credibiliza a ideia que K pode ser
usado como medida absoluta de informac¸a˜o de um objeto.
Teorema Teorema da Invariaˆncia
Para qualquer ma´quina de Turing M e string bina´ria x, e para algum c > 0, existe
uma ma´quina U , dita ma´quina Universal, tal que KU(x) ≤ KM(x)+c, onde c depende
de M e na˜o de x.
Prova Para KM(x) = ∞, a desigualdade e´ trivialmente verdadeira. Consideremos
uma ma´quina universal U tal que U1∗i0p = Mip, onde Mi e´ a i-e´sima ma´quina na









|p|+ n+ 1 = KM(x) + n+ 1. (2.3)
Ou seja, o limite superior da complexidade expressa em U e´ KM(x)+n+1 e eventual-
mente existe um p′ tal que Up′ = x e |p′| < |p|+n+1. Assim, KU(x) ≤ KM(x)+n+1
onde tomando c = n+ 1 depende apenas de M .
2.3.4 K vs Probabilidade Cla´ssica
Nesta secc¸a˜o usaremos o exemplo da moeda para compararmos a complexidade de
Kolmogorov e a probabilidade cla´ssica. Primeiro vamos supor que temos uma moeda
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equilibrada e que sera˜o feitas N experieˆncias. Naturalmente, podemos dizer que a
sequeˆncia gerada segue uma distribuic¸a˜o de Bernoulli onde a varia´vel aleato´ria X
toma valores 0 ou 1 com probabilidade
P (X = 0) =
1
2
= P (X = 1), (2.4)
onde P representa a probabilidade de um certo evento ocorrer. Neste caso, podemos
representar os resultados atrave´s de um simples bit onde para N experieˆncias teremos
N bits, independentemente do resultado.
Imaginemos agora uma moeda na˜o equilibrada, dada por
P (X = 0) =
1
8




Aqui, podera´ ser feita uma codificac¸a˜o diferente de modo a que em me´dia se usem
menos bits para representar uma sequeˆncia de resultados. Vamos assumir que N e´ par
e vamos dividir a sequeˆncia resultante em pares, codificando em 1 os pares cujos ambos
os algarismos sa˜o 1, e em 0 caso contra´rio. No sentido de na˜o se perder informac¸a˜o,
quando a codificac¸a˜o e´ 0 e´ tambe´m adicionado o par, ficando a palavra co´digo com 3















Este resultado pode ainda ser melhorado segundo a entropia de Shannon H(X), usando
blocos maiores ou codificac¸o˜es mais eficientes:
H(X) =
∑















Pelo teorema de Shannon, este e´ o tamanho mais curto do co´digo, em me´dia.
As leis de probabilidade cla´ssica funcionam para um nu´mero considera´vel de ex-
perieˆncias, mas na˜o para uma sequeˆncia em particular. Medir a incerteza desta forma
na˜o parece ser a melhor abordagem. Com a complexidade de Kolmogorov, isto muda
de figura, pois dizemos que uma string e´ aleato´ria se na˜o for compress´ıvel. Voltando ao
exemplo da moeda equilibrada, embora a entropia seja de 1 bit por cada lanc¸amento
da moeda, na˜o podemos dizer com certeza que uma dada sequeˆncia na˜o possa ser
substancialmente comprimida. Isso e´ apenas verdade com grande probabilidade.
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2.3.5 Incomputabilidade da Complexidade de Kolmogorov
Embora em teoria o conceito de complexidade de Kolmogorov seja objetivo, na pra´tica
na˜o funciona ta˜o bem pelo simples facto de na˜o ser computa´vel.
Uma outra abordagem podera´ ser feita utilizando compressores. A ideia de compressa˜o
de dados prove´m do problema de eficientemente codificarmos uma certa sequeˆncia no
menor nu´mero de bits poss´ıvel de forma a que a reconstruc¸a˜o da sequeˆncia original
seja feita sem qualquer perda de informac¸a˜o. Esta e´ a ideia ba´sica de um compressor,
sendo alguns dos mais usados incluem o gzip, bzip2, o PPM ou compressores da se´rie
paq :
gzip e´ um compressor do tipo Lempel-Ziv com uma janela de 32KB. E´ muito simples
e ra´pido.
bzip2 e´ mais recente e usa o algoritmo blocksort. Providencia boa compressa˜o e uma
janela expandida de 900KB permitindo um maior leque de padro˜es a serem detetados.
E´ tambe´m razoavelmente ra´pido.
PPM e´ sigla para Prediction by Partial Matching. E´ parte de uma nova gerac¸a˜o de
compressores poderosos que usam uma mistura de modelos estat´ısticos organizados
por a´rvores, a´rvores de sufixos ou arrays de sufixos. No entanto e´ muito lento e
consome muita memo´ria.
Compressores paq sa˜o concorrentes ao PPM. Embora sendo tambe´m muito lentos,
recorrem a redes neuronais.
Estes compressores sa˜o usados para aproximar, por cima, o valor da func¸a˜o K. E´
de notar que os compressores mencionados operam numa base de bytes e na˜o bits,
fazendo com que detalhes subtis passem despercebidos na ana´lise de strings peque-
nas. No sentido de ultrapassar este problema, o CompLearn suporta a ideia de um
compressor virtual (sugerido por Steven Rooij), isto e´, em vez do resultado ser uma
forma codificada, simplesmente acumula o nu´mero de bits necessa´rios para codificar o
resultado usando um hipote´tico codificador aritme´tico ou de entropia. Isto liberta-nos
da restric¸a˜o da codificac¸a˜o de base em bytes e elimina a necessidade de arredondamento
para um nu´mero inteiro de bits. Em vez disso, podemos retornar valores reais. Isto
torna-se muito u´til principalmente quando se esta´ a analisar strings com menos de 100
bytes.
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2.4 Distaˆncia de Compressa˜o Normalizada
Nesta secc¸a˜o ira´ ser abordada a Distaˆncia de Compressa˜o Normalizada (NCD) como
tambe´m a Distaˆncia de Informac¸a˜o Normalizada (NID). Como ja´ foi dito NCD e´
uma medida de similaridade baseada em compressores, enquanto NID e´ simplesmente
uma instanciac¸a˜o de NCD usando o compressor teo´rico ideal (e incomputa´vel) de
Kolmogorov.
2.4.1 Me´trica de Semelhanc¸a
Em matema´tica, diferentes conceitos de distaˆncia sa˜o usados dependendo do contexto,
da´ı a necessidade de definir uma me´trica. Neste caso, usaremos o ”grau de similari-
dade”presente em a´reas de reconhecimento de padro˜es.
Me´trica: Seja Ω um conjunto na˜o vazio e <+ o conjunto dos nu´meros reais na˜o
negativos. A me´trica Ω e´ uma func¸a˜o D : Ω × Ω → <+ que satisfaz as seguintes
relac¸o˜es:
• D(x, y) = 0⇔ x = y;
• D(x, y) = D(y, x) (simetria);
• D(x, y) ≤ D(x, z) +D(z, y) (desigualdade triangular).
O valor de D(x, y) e´ a distaˆncia entre x e y. A me´trica mais usada e´ a Euclidiana, que
suporta a noc¸a˜o de distaˆncia que usamos no dia a dia. Neste caso estamos interessados
numa me´trica de similaridade entre os objetos.
Densidade: Na definic¸a˜o de uma classe de distaˆncias admiss´ıveis (e na˜o necessaria-
mente distaˆncias me´tricas) e´ usual excluir situac¸o˜es irrealistas como quando f(x, y) =
1
2
para todo o x 6= y. Isto e´ feito para restringir o nu´mero de objetos em torno de uma
certa distaˆncia de um outro objeto. Por isso, consideremos enta˜o o seguinte:
Definic¸a˜o Seja Ω = Σ∗, onde Σ e´ um alfabeto finito na˜o vazio e Σ∗ o conjunto de
strings finitas desse alfabeto. Como qualquer alfabeto pode ser codificado em bina´rio,
enta˜o e´ usado Σ = {0, 1}. Uma func¸a˜o D : Ω×Ω→ <+ e´ uma distaˆncia admiss´ıvel se
para cada par de objetos x, y ∈ Ω, a distaˆncia D(x, y) satisfaz a condic¸a˜o de densidade
CAPI´TULO 2. COMPLEARN 30
(uma versa˜o da Desigualdade de Kraft):∑
y
2−D(x,y) ≤ 1, (2.9)
Se D for uma distaˆncia admiss´ıvel, enta˜o para todo x, o conjunto {D(x, y) : y ∈
{0, 1}∗} e´ o conjunto das distaˆncias de um co´digo de prefixos, pois satisfaz a De-
sigualdade de Kraft (equac¸a˜o 2.1). Reciprocamente, se uma distaˆncia e´ o conjunto
comprimento de um co´digo instantaˆneo, enta˜o satisfaz a Desigualdade de Kraft.
Normalizac¸a˜o: Objetos grandes (como strings longas) que diferem pouco sa˜o intui-
tivamente mais pro´ximos, do que objetos pequenos que diferem na mesma quantidade.
Desta forma, a diferenc¸a absoluta entre dois objetos na˜o proporciona bons resultados
de similaridade, ao contra´rio da diferenc¸a relativa.
Definic¸a˜o Um compressor e´ um codificador sem perdas que mapeia Ω em {0, 1}∗
de tal forma que o co´digo resultante seja instantaˆneo. ”Sem perdas”significa que o
descodificador e´ capaz de reaver a mensagem original sem que algum dado se tenha
perdido. Define-se compressor como uma func¸a˜o C : Ω → N , onde N e´ o conjunto
de inteiros na˜o negativos. Assim, a versa˜o comprimida de x e´ o comprimento C(x).
Apenas sera˜o considerados compressores que satisfac¸am C(x) ≤ |x|+O(log |x|), onde
a parcela logar´ıtmica representa a necessidade do objeto comprimido ser uma palavra
co´digo livre de prefixos.
Definic¸a˜o Seja D uma distaˆncia admiss´ıvel. Podemos definir D+(x) = max{D(x, z) :
C(z) ≤ C(x)} e D+(x, y) = max{D+(x), D+(y)}.
E´ de notar que tal como D(x, y) = D(y, x), D+(x, y) = D+(y, x).
Definic¸a˜o Seja D uma distaˆncia admiss´ıvel. A distaˆncia admiss´ıvel normalizada,





Das definic¸o˜es, segue que a distaˆncia admiss´ıvel normalizada e´ uma func¸a˜o d : Ω×Ω→
[0, 1], sime´trica.
Lema Para todo x ∈ Ω e constante e ∈ [0, 1], a distaˆncia admiss´ıvel normalizada
satisfaz a condic¸a˜o da densidade
|{y : d(x, y) ≤ e, C(y) ≤ C(x)}| < 2eD+(x)+1 (2.11)
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A uma distaˆncia normalizada d(x, y) e´ chamada distaˆncia de similaridade porque
retorna uma similaridade relativa de acordo com a distaˆncia (sendo 0 a ma´xima
similarida e 1 quando os objetos sa˜o completamente distintos).
2.4.2 Compressor Normal
Definic¸a˜o Um compressor C diz-se normal se satisfizer, ate´ um termo aditivo O(log n),
com n sendo o comprimento ma´ximo bina´rio de um elemento de Ω envolvido na
(des)igualdade em questa˜o, as seguintes condic¸o˜es:
• Idempoteˆncia: C(xx) = C(x) e C(λ) = 0, para a string vazia λ;
• Monotonia: C(xy) ≥ C(x);
• Simetria: C(xy) = C(yx);
• Distributividade: C(xy) + C(z) ≤ C(xz) + C(yz)
Compressores da famı´lia Lempel-Ziv, como o gzip, e da famı´lia PPM na˜o sa˜o pre-
cisamente sime´tricos. O ficheiro inicial x pode ter certas regularidades na qual o
compressor se adapta. Apo´s passar a fronteira para y, tem de se reajustar para as
novas regularidades de y. Este processo podera´ causar algumas impreciso˜es na simetria
que desaparece a` medida que o comprimento de x e y aumenta. Para ale´m desta grande
famı´lia, existe uma outra cujos compressores sa˜o baseados em codificac¸a˜o por blocos,
como e´ o caso do bzip2 que consideram todas as rotac¸o˜es do bloco de entrada na
obtenc¸a˜o da versa˜o comprimida.
Definic¸a˜o Seja C(y|x) o nu´mero de bits de informac¸a˜o de y relativo a x definido por
C(y|x) = C(xy)− C(x) (2.12)
C(y|x) pode ser visto como o nu´mero de bits excessivos na versa˜o comprimida de xy
comparado com a versa˜o comprimida de x, e e´ chamado de quantidade de informac¸a˜o
comprimida condicional.
Na definic¸a˜o de compressor o algoritmo de descompressa˜o na˜o esta´ inclu´ıdo (ao contra´rio
do que acontece na complexidade de Kolmogorov, onde esta e´ dada por definic¸a˜o), mas
a construc¸a˜o de um e´ trivial: Dada a versa˜o comprimida de x, em C(x) bits, podemos,
embora seja um processo ineficiente, usar um compressor em todos os candidatos z
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ate´ que aparec¸a um tal que C(z0) = C(x), resultando em z0 = x. Pela unicidade de
descompressa˜o, temos que C(y|x) e´ o nu´mero extra de bits exigidos para descrever y
apo´s a descric¸a˜o de x. E´ intuitivo que a informac¸a˜o comprimida condicional C(y|x)
satisfaz a desigualdade triangular
C(y|x) ≤ C(y|z) + C(z|x). (2.13)
Lema Um compressor normal satisfaz a propriedade de subaditividade: C(xy) ≤
C(x) + C(y).
Esta propriedade e´ claramente exigida para uma compressa˜o via´vel porque um com-
pressor deve poder usar informac¸a˜o presente em x para comprimir y. Tal como referido
anteriormente, alguma imprecisa˜o podera´ surgir na fronteira entre x e y, mas sera´
insignificante para x e y suficientemente grandes.
2.4.3 Distaˆncia de Informac¸a˜o Normalizada
Em [7] a distaˆncia de informac¸a˜o E(x, y) foi introduzida e definida como o tamanho
do programa mais curto que dado input x imprime y. Os autores mostraram que a
menos de uma quantidade logar´ıtmica, E(x, y) = max{K(x|y), K(y|x)}. Mostraram
tambe´m que E(x, y) e´ uma me´trica, embora com algumas violac¸o˜es das desigualda-
des mencionadas. Em [8], a versa˜o normalizada de E(x, y), chamada distaˆncia de




Esta medida e´ tambe´m uma me´trica. Se dois objetos forem similares de acordo com
uma determinada caracter´ıstica descrita por uma distaˆncia admiss´ıvel normalizada
em particular, enta˜o tambe´m sera˜o similares no que toca a NID. E´ de notar que
diferentes pares de objetos podera˜o ter caracter´ısticas dominantes diferentes. Ainda
assim, similaridades dominantes como essas sera˜o detetadas pela NID. Infelizmente,
como esta me´trica e´ baseada na complexidade de Kolmogorov, na˜o e´ computa´vel pelo
que uma aproximac¸a˜o tera´ de ser feita. No que toca ao denominador da equac¸a˜o 2.14,
dado compressor C, a transformac¸a˜o e´ trivial pois e´ simplesmente max{C(x), C(y)}.
Por outro lado, o numerador e´ mais dif´ıcil. Pode ser reescrito como max{K(x, y) −
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K(x), K(x, y) − K(y)}, com uma certa precisa˜o logar´ıtmica. O termo K(x, y) re-
presenta o tamanho do programa mais curto para o par (x, y). Como na pra´tica e´
mais fa´cil usar a concatenac¸a˜o xy ou yx, a menos de uma imprecisa˜o logar´ıtmica
temos K(x, y) = K(xy) = K(yx). Seguindo a refereˆncia de Steven Rooij, podemos
aproximar o numerador a min{C(xy), C(yx)}−min{C(x), C(y)}. Como compressores
baseados em codificac¸a˜o por blocos sa˜o sime´tricos quase por definic¸a˜o, e experieˆncias
com compressores baseados em fluxos (PPMZ, gzip) mostram apenas alguns desvios da
simetria, a ferramenta CompLearn apenas usa C(xy) em vez de min{C(xy), C(yx)}.
O resultado da aproximac¸a˜o de NID usando um compressor C e´ chamado de distaˆncia
de compressa˜o normalizada (NCD) (e sera´ formalizada posteriormente). No sentido
de preencher a lacuna existente entre a teoria e a pra´tica, a teoria de NCD ira´ ser
desenvolvida baseada em axiomas ja´ mencionados. Sera´ mostrado que NCD e´ uma
me´trica de similaridade semi-universal relativo a um compressor normal C.
2.4.4 Distaˆncia de Compressa˜o
Aqui vamos definir distaˆncia de compressa˜o baseada num compressor normal e indicar
que e´ uma distaˆncia admiss´ıvel. Na aplicac¸a˜o desta abordagem, e´ necessa´ria uma apro-
ximac¸a˜o partindo de um compressor C do ”mundo real”muito menos poderoso. Este
compressor aproxima a distaˆncia de informac¸a˜o E(x, y), baseada em complexidade de
Kolmogorov, pela distaˆncia de compressa˜o definida como
EC(x, y) = C(xy)−min{C(x), C(y)}, (2.15)
onde C(xy) e´ o tamanho dos ficheiros concatenados x e y apo´s a compressa˜o.
Lema Se C e´ um compressor normal, EC(x, y) +O(1) e´ uma distaˆncia admiss´ıvel.
Lema Se C e´ um compressor normal, enta˜o EC(x, y) satisfaz as (des)igualdades
me´tricas ate´ uma precisa˜o logar´ıtmica.
Lema Se C e´ um compressor normal, enta˜o E+C = max{C(x), C(y)}
2.4.5 Distaˆncia de Compressa˜o Normalizada
A aproximac¸a˜o da distaˆncia de informac¸a˜o normalizada (equac¸a˜o 2.14) usando um
compressor C, que por outras palavra e´ a versa˜o normalizada da distaˆncia admiss´ıvel
EC(x, y), e´ chamada de distaˆncia de compressa˜o normalizada ou NCD:




O valor de NCD varia entre [0, 1 + ] e representa o qua˜o diferentes dois objetos sa˜o.
Quanto mais pro´ximo de 0, mais similares sa˜o. A presenc¸a de  deve-se a pequenas
impreciso˜es, mas para a maioria dos algoritmos de compressa˜o usuais, e´ improva´vel
encontrar  > 0.1.
Teorema Se um compressor e´ normal, enta˜o NCD e´ uma distaˆncia admiss´ıvel nor-
malizada que satisfaz as (des)igualdades me´tricas, isto e´, uma me´trica de similaridade.
Semi-Universalidade: A motivac¸a˜o para o desenvolvimento do NCD foi estudada
em [8]. Toda a distaˆncia admiss´ıvel que expressa similaridade de acordo com uma
determinada caracter´ıstica e que possa ser computada, e´ minorada pela NID. Notemos
que cada caracter´ıstica dos dados da´ origem a uma similaridade e, reciprocamente,
cada similaridade pode ser entendida como uma expressa˜o de alguma caracter´ıstica.
Infelizmente, a pra´tica de NCD fica aque´m desta teoria em pelo menos treˆs aspetos:
• A universalidade de NID e´ garantida apenas para sequeˆncias indefinidamente
longas. A partir do momento que se consideram strings de comprimento n, e´
apenas universal no que diz respeito a distaˆncias admiss´ıveis normalizadas que
sejam ”simples”de computar, onde ”simples”significa que sa˜o computa´veis por
programas de comprimento logar´ıtmico em n.
• A complexidade de Kolmogorov na˜o e´ computa´vel e, de certa forma, na˜o e´
poss´ıvel calcular o qua˜o distante e´ a NCD da NID.
• Para a aproximac¸a˜o da NCD sa˜o usados programas de compressa˜o como o gzip,
bzip2, PPMD ou paq8l. Enquanto uma melhor compressa˜o de uma string ira´
aproximar melhor o valor da complexidade de Kolmogorov, isto na˜o se verifica
com NCD. Devido a` sua forma de construc¸a˜o, e´ teoricamente poss´ıvel que
enquanto todos os objetos de uma fo´rmula sejam melhor comprimidos, esse
progresso na˜o seja uniforme em todos os objetos e assim, o valor de NCD desvia-
se de NID.
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2.5 Ferramenta CompLearn
Temos como objetivo aplicar o algoritmo NCD do CompLearn a ficheiros de batimento
card´ıaco fetal. A cada par de ficheiros e´ calculado o NCD construindo assim uma
matriz, chamada de matriz de distaˆncias. As entradas dessa matriz sera˜o as distaˆncias
entre cada par de trac¸ados, isto e´, o qua˜o similares eles sa˜o. Sendo esta uma forma
mais compacta de reunir informac¸a˜o, estamos em condic¸o˜es de aplicar algoritmos de
clustering. Como ja´ referido, o CompLearn utiliza o me´todo dos quartetos exatos
que produz uma a´rvore terna´ria em que as folhas representam os ficheiros e os ramos
representam similaridades entre os mesmos. Em cada passo, o algoritmo tende a aper-
feic¸oar a a´rvore modificando as sub-a´rvores. A cada a´rvore resultante esta´ associado
um valor de S(t) que indica o qua˜o bem representada esta´ a matriz pela a´rvore.
Infelizmente, sendo o me´todo da construc¸a˜o da a´rvore um problema NP-hard, na˜o e´
escala´vel, impedindo na pra´tica de ser usado para nu´meros de objetos deseja´veis.
Cap´ıtulo 3
Te´cnicas de compressa˜o com perdas
Com o avanc¸o tecnolo´gico, tem existido um crescimento exponencial dos dados digitais
obtidos atrave´s de sinais fisiolo´gicos medidos em exames como o eletrocardiograma
(ECG), eletroencefalograma (EEG), cardiotocograma (CTG), etc. Isto fez com que
um armazenamento e transmissa˜o eficientes destes dados fossem uma prioridade [9].
Por um lado, temos uma grande quantidade de dados a armazenar o que leva a um
grande volume de informac¸a˜o. Por outro, te´cnicas de transmissa˜o, atrave´s de canais
de comunicac¸a˜o, permitem a peritos aceder a essa informac¸a˜o com uma boa relac¸a˜o
custo-benef´ıcio. Por isso, e´ reconhecida a necessidade de boas te´cnicas de compressa˜o
de dados provenientes dos sinais fisiolo´gicos, no sentido de reduzir a quantidade de bits
de informac¸a˜o necessa´rios para armazenar e transmitir o sinal [10]. Para ale´m disso,
notou-se uma necessidade de obter mais informac¸a˜o do sinal do que aquela existente a`
primeira vista (domı´nio temporal), informac¸a˜o que muitas vezes se encontra na ana´lise
de frequeˆncia [2]. Cientistas e engenheiros que trabalham com dados obtidos do mundo
real sabem que os sinais na˜o existem sem ru´ıdo. Em condic¸o˜es ideais, o ru´ıdo pode
decrescer para n´ıveis onde podera´ ser desprez´ıvel, enquanto que o sinal aumenta para
n´ıveis significativos. Infelizmente, o sinal e´ corrompido por ru´ıdo mais vezes do que o
desejado e tem de ser removido para que o sinal seja analisado. A primeira questa˜o
que se coloca e´: Sera´ que esta remoc¸a˜o do ru´ıdo devera´ ser feita no domı´nio do sinal
original (espac¸o-tempo) ou num outro domı´nio? Neste u´ltimo caso, va´rias te´cnicas
teˆm sido estudadas, atrave´s das transformadas de Fourier, ou mais recentemente, das
transformadas wavelet, entre outras [11].
A compressa˜o de sinal pode ser lossy ou lossless. Usando um algoritmo de compressa˜o
lossless, a informac¸a˜o comprimida pode ser usada para recriar na totalidade a in-
formac¸a˜o original e nenhum dado e´ perdido no processo. Este tipo de compressa˜o e´
36
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tambe´m conhecido por entropy coding. Este nome prove´m do facto do sinal com-
primido ser geralmente mais aleato´rio que o original, pois padro˜es sa˜o removidos
aquando da compressa˜o. Embora a compressa˜o lossless seja u´til na reconstruc¸a˜o
exata, geralmente na˜o atinge o ra´cio de compressa˜o esperado. Na compressa˜o lossy,
o sinal original na˜o pode ser reconstruido na sua totalidade. A raza˜o por tra´s disto
e´ que muitos dos detalhes do sinal, na˜o sendo importantes para ana´lise, podem ser
descartados. O ra´cio de compressa˜o aqui atingido e´ normalmente superior, em troca
de alguma informac¸a˜o que e´ perdida. E´ neste campo que se incluem os me´todos
mencionados, as transformadas de Fourier e as transformadas wavelet [12]. Nesta
dissertac¸a˜o sera´ feita uma introduc¸a˜o a`s Transformadas de Fourier, pela importaˆncia
que teˆm, e posteriormente introduziremos as wavelets, que sa˜o o nosso objeto de
estudo.
3.1 Transformada de Fourier
A transformada de Fourier e´ um dos me´todos tradicionais mais conhecidos no pro-
cessamento de sinal digital com aplicac¸o˜es em ana´lise de frequeˆncias, ana´lise de sinal,
etc.
Fourier representou aproximac¸o˜es de func¸o˜es usando combinac¸o˜es de senos e cossenos.
O primeiro passo e´ transformar uma func¸a˜o com domı´nio temporal numa func¸a˜o de
domı´nio de frequeˆncia. O sinal pode enta˜o ser analisado porque os coeficientes de
Fourier da func¸a˜o transformada representam a contribuic¸a˜o de cada seno e cosseno em
cada frequeˆncia existente.
Quando os pares ordenados, que representam a func¸a˜o de input, esta˜o igualmente
espac¸ados (como por exemplo, em intervalos de tempo), dizemos que estamos pe-
rante uma Transformada de Fourier Discreta (DFT). Sendo este o caso de todos os
nossos dados de input, apenas nos vamos debruc¸ar sobre a variante discreta destas
transformadas.
Uma sequeˆncia de dados x0, ..., xN−1 de tamanho N , e´ transformada numa sequeˆncia
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Os valores de Xk sa˜o os coeficientes usados na func¸a˜o de aproximac¸a˜o. Por outro
lado, a transformada inversa (IDFT) executa o processo inverso, isto e´, transforma









A DFT tem propriedades de simetria quase iguais a`s existentes nas Transformadas
de Fourier Cont´ınuas. Adicionalmente, a equac¸a˜o (3.2) e´ de ca´lculo fa´cil pois e´ muito
parecida com a equac¸a˜o (3.1).
Podemos ter dois tipos de sinal, estaciona´rio e na˜o-estaciona´rio. No primeiro caso,
todas as frequeˆncias existentes na˜o se alteram com o tempo (Figura 3.1). No segundo,
essas frequeˆncias alteram-se (Figura 3.2). Como exemplo deste u´ltimo, temos o sinal
Chirp, demonstrado na Figura 3.3. Aqui, reparamos que embora as func¸o˜es no
domı´nio temporal sejam diferentes, quando transformadas para o espetro de frequeˆncia
tornam-se iguais. Levanta-se uma questa˜o: Em que tempo ocorre cada um dos
componentes de frequeˆncia? As transformadas de Fourier na˜o conseguem responder,
apenas nos informam quais componentes de frequeˆncia existem no sinal. A informac¸a˜o
de tempo e frequeˆncia na˜o podem ser vistas ao mesmo tempo (Princ´ıpio da Incerteza
de Heisenberg).
Figura 3.1: Exemplo de sinal estaciona´rio (2Hz + 10Hz + 20Hz).
Muitos dos sinais existentes sa˜o na˜o-estaciona´rios, mas temos a necessidade de saber
quando e´ que determinada frequeˆncia ocorre. Uma soluc¸a˜o encontrada (Dennis Gabor,
1946) foi a Transformada de Fourier de curto termo (STFT). Esta te´cnica consiste
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Figura 3.2: Exemplo de sinal na˜o estaciona´rio (2Hz (0.0 a 0.4) + 10Hz (0.4 a 0.7) +
20Hz (0.7 a 1)).
Figura 3.3: Sinais Chirp.
numa ana´lise espectral dependente do tempo: a func¸a˜o e´ particionada em intervalos,
de forma a que o espectro possa ser considerado constante (estaciona´rio) no interior
de cada um deles. Uma variac¸a˜o da transformada de Fourier e´ enta˜o aplicada a
cada intervalo. Infelizmente esta te´cnica tem alguns problemas. O intervalo definido
mante´m-se inalterado durante todo o processo e isso provoca um dilema. Se for
escolhido um intervalo pequeno (boa resoluc¸a˜o temporal) teremos uma fraca resoluc¸a˜o
de frequeˆncia. Por outro lado, se a janela for demasiado extensa, a resoluc¸a˜o temporal
sera´ fraca (Figura 3.4).
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Figura 3.4: Relac¸a˜o intervalo tempo-frequeˆncia.
Por norma, e´ desejada uma abordagem mais flex´ıvel onde seja poss´ıvel variar a di-
mensa˜o da janela com o objetivo de determinar mais precisamente o tempo ou a
frequeˆncia [13].
No caso da func¸a˜o ser na˜o-perio´dica, o somato´rio das func¸o˜es seno e cosseno na˜o
representa o sinal com grande precisa˜o. Podemos, no entanto, estender artificialmente
o sinal de modo a que se torne perio´dico mas isso iria requerer uma continuidade
adicional nas extremidades. A transformada de Fourier por janelas (WFT) e´ uma
soluc¸a˜o ao problema da representac¸a˜o de func¸o˜es na˜o-perio´dicas. Esta alternativa
pode ser usada para obter mais informac¸a˜o do sinal no que toca tanto ao tempo como
a` frequeˆncia. Neste caso, o sinal e´ cortado em secc¸o˜es e em cada uma delas e´ analisada
a frequeˆncia. Quando existem transic¸o˜es brutas no sinal, os dados sa˜o manipulados de
forma a que essas secc¸o˜es convirjam para zero [14]. Este efeito e´ conseguido atrave´s de
uma func¸a˜o peso que tem menos eˆnfase nas extremidades do que no centro da janela.
Para aproximar uma func¸a˜o por amostras, e aproximar o integral de Fourier pela DFT,
requer-se a aplicac¸a˜o de uma matriz cuja ordem e´ o nu´mero de pontos na amostra,
n. Como multiplicar uma matriz n× n por um vetor tem um custo de n2 operac¸o˜es,
o problema torna-se muito dispendioso a` medida que a amostra aumenta. Mas, se
as amostras estiverem uniformemente espac¸adas, enta˜o a matriz de Fourier pode ser
fatorizada num produto de apenas algumas matrizes e o resultado pode ser aplicado
a um vetor num total de operac¸o˜es de ordem n log n. Esta e´ a chamada transformada
ra´pida de Fourier (FFT) [9, 15, 16].
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3.2 Transformada Wavelet
Existem va´rias boas razo˜es para usar wavelets na aproximac¸a˜o de func¸o˜es. Conse-
guem detetar bem dados com descontinuidades [2]. Sa˜o simples, pra´ticas, ra´pidas
e facilmente adapta´veis a espac¸os e frequeˆncias na˜o-homoge´neos. Sa˜o extens´ıveis a
grandes dimenso˜es e aplica´veis a va´rios tipo de problemas tais como estimac¸a˜o de
densidade, ana´lise de imagem, processamento de sinal, etc [17]. Esta te´cnica tem,
tambe´m, sido muito eficaz na remoc¸a˜o de ru´ıdo em sinal, estimando a se´rie real
de uma se´rie corrompida por ru´ıdo eletro´nico ou de eventos externos como: vento,
vibrac¸o˜es, variac¸o˜es de temperatura, variac¸o˜es de humidade, etc [18]. Isto e´ u´til
para fins de previsa˜o usando diretamente as se´ries temporais geradas atrave´s da
decomposic¸a˜o da wavelet [19]. Por todas estas razo˜es, as wavelets teˆm sido usadas
nas mais diversas a´reas como por exemplo: astronomia, acu´stica, engenharia nuclear,
processamento de imagem e sinal, cieˆncia de computadores, neurofisiologia, mu´sica,
o´tica, fractais, previsa˜o de terramotos, radar, visa˜o humana e aplicac¸o˜es matema´ticas
puras. Um exemplo de sucesso no uso desta te´cnica foi quando o FBI se deparou
com a problema´tica de ter uma base de dados de impresso˜es digitais com cerca de 30
milho˜es de entradas, e a crescer. O custo de manutenc¸a˜o comec¸ava a ser insuporta´vel.
Com a aplicac¸a˜o das wavelets, conseguiram atingir um ra´cio de compressa˜o de 15:1,
um resultado bem melhor que a tradicional compressa˜o JPEG [2].
3.2.1 Perspetiva Histo´rica
O desenvolvimento da ana´lise de wavelets conheceu origens diferentes ao longo da
histo´ria. Muito do trabalho desenvolvido foi feito antes da de´cada de 30 do se´culo
passado. Tudo comec¸ou com o trabalho desenvolvido por Joseph Fourier (1807) com
as suas teorias de ana´lise de frequeˆncia, onde afirmou que qualquer func¸a˜o perio´dica




(ak cos kx+ bk sin kx) (3.3)
Os coeficientes a0, ak e bk sa˜o calculados da seguinte forma:



















Esta asserc¸a˜o de Fourier foi essencial para a evoluc¸a˜o de ideias matema´ticas envolvendo
func¸o˜es. Uma dessas noc¸o˜es e´ a de ana´lise de escala que a partir de uma func¸a˜o (sinal)
cria estruturas matema´ticas que variam em escala. Esta te´cnica de ana´lise e´ menos
sens´ıvel a ru´ıdo porque mede as flutuac¸o˜es me´dias em diferentes escalas.
A primeira vez que o termo wavelet apareceu foi num anexo da tese de A. Haar
(1909). Uma propriedade da wavelet Haar e´ ter suporte compacto, isto e´, o suporte
de uma func¸a˜o e´ o menor subconjunto fechado do domı´nio onde a func¸a˜o na˜o e´
nula. Se esse subconjunto for fechado e limitado dizemos que estamos perante um
suporte compacto. Isto significa que fora de um certo intervalo fechado toma valor
0. Infelizmente, wavelets Haar na˜o sa˜o continuamente diferencia´veis o que limita, em
parte, as suas aplicac¸o˜es. Por outro lado, por serem muito simples, sa˜o bastante u´teis
na introduc¸a˜o do conceito wavelet.
Nos anos 30, va´rios grupos independentes investigaram a representac¸a˜o de func¸o˜es
usando func¸o˜es base de escala varia´vel. Func¸a˜o base e´ um elemento de um conjunto
de func¸o˜es que, num determinado espac¸o e atrave´s de combinac¸o˜es lineares, sa˜o capazes
de representar qualquer func¸a˜o cont´ınua. Usando func¸o˜es de base Haar, o f´ısico Paul
Levy conseguiu obter melhores resultados na ana´lise de detalhes em sinal aleato´rio do
que as func¸o˜es de base de Fourier [20].
Ainda nessa de´cada, Littlewood, Paley e Stein estiveram envolvidos na definic¸a˜o de







Os resultados obtidos notavam uma distinc¸a˜o entre a energia estar concentrada a` volta
de alguns pontos ou distribuida ao longo de um intervalo grande. Isto poderia mostrar
que a energia poderia nao ser conservada. Estes investigadores descobriram, enta˜o,
uma func¸a˜o que varia em escala e que conseguia conservar a energia. Isto foi muito
importante para David Marr, quando descobriu um algoritmo eficaz no processamento
de imagem usando wavelets, no in´ıcio dos anos 80.
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Entre os anos 60 e 80, os matema´ticos Guido Weiss e Ronald R. Coifman estudaram
os elementos mais simples de um espac¸o funcional, chamados a´tomos, com o objetivo
de encontrar os a´tomos de uma func¸a˜o em comum, e encontrar regras que permitam
reconstruir todos os elementos do espac¸o funcional usando estes a´tomos. Na de´cada
de 80, Grossman e Morlet, definiram wavelets num contexto de f´ısica quaˆntica.
Em 1985, Stephane Mallat deu um grande contributo a` investigac¸a˜o de processamento
de sinal digital. Ele descobriu algumas relac¸o˜es entre filtro de espelho em quadratura,
algoritmos de piraˆmide e bases wavelet ortonormais. Inspirado, em parte, por es-
tes resultados, Y. Meyer construiu os primeiros wavelets na˜o triviais. Ao contra´rio
dos wavelets Haar, os wavelets Meyer sa˜o continuamente diferencia´veis, embora na˜o
tenham suporte compacto. Uns anos mais tarde, Daubechies pegou no trabalho de
Mallat e definiu um conjunto de wavelets com func¸o˜es de base ortonormais que sa˜o
muito provavelmente uns dos wavelets mais elegantes e mais usados nos dias de hoje.
[16, 2]
3.2.2 Wavelet : Definic¸a˜o
Wavelets sa˜o func¸o˜es que satisfazem uma se´rie de paraˆmetros matema´ticos e sa˜o
usadas na representac¸a˜o de dados ou outras func¸o˜es. O termo wavelet prove´m do
facto de flutuarem em torno do eixo, integrando-se para zero (as a´reas acima do
eixo e abaixo sa˜o exatamente iguais). Wavelets sa˜o transformadas multi-resoluc¸a˜o,
isto e´, permitem a ana´lise no tempo e em escala (ao contra´rio das transformadas de
Fourier), e geralmente teˆm uma forma irregular [21]. Algoritmos wavelet processam
a informac¸a˜o em escalas (ou resoluc¸o˜es) diferentes. Se olharmos para o sinal atrave´s
de uma ”janela”grande, notamos as caracter´ısticas mais amplas. Se, por outro lado,
usarmos uma ”janela”pequena, notamos os detalhes do sinal. O resultado na ana´lise
wavelet e´, por assim dizer, podermos observar tanto as a´rvores como as florestas [16].
O procedimento na ana´lise wavelet e´ adotar, em primeiro lugar, uma func¸a˜o wavelet
proto´tipo, chamada ma˜e-wavelet. A ana´lise temporal e´ feita atrave´s de uma versa˜o
contra´ıda e de alta frequeˆncia da ma˜e-wavelet, enquanto que na ana´lise de frequeˆncia e´
usada uma versa˜o dilatada e de baixa frequeˆncia. Como o sinal original pode ser repre-
sentado em termos de expansa˜o wavelet (usando coeficientes numa combinac¸a˜o linear
das func¸o˜es wavelet), as operac¸o˜es podem ser feitas usando somente os coeficientes
[16].
Por uma questa˜o de simplicidade vamos restringir-nos apenas ao espac¸o de func¸o˜es
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L2(R), isto e´, f ∈ L2(R) se e so´ se∫ ∞
−∞
|f(x)|2 dx <∞ (3.6)
Por outras palavras, estamos perante o conjunto de func¸o˜es de domı´nio real cujo
quadrado e´ integra´vel [17].


















onde J controla a resoluc¸a˜o/escala ma´xima. As func¸o˜es ψj,k(x) derivam da func¸a˜o
ma˜e-wavelet ψ(x) segundo a relac¸a˜o
ψj,k(x) =
1√|j|ψ(x− kj ). (3.9)
Estas func¸o˜es derivadas, ψj,k(x), sa˜o chamadas de wavelets e a func¸a˜o ma˜e-wavelet e´
escolhida de forma a que o conjunto {ψj,k(x)} forme uma base ortonormal em L2(R).
As func¸o˜es φ0,k(x) sa˜o derivadas da func¸a˜o φ(x), conhecida por func¸a˜o pai-wavelet ou
func¸a˜o de escala, usando a func¸a˜o
φ0,k(x) = φ(x− k). (3.10)
Para um valor de j grande temos uma dilatac¸a˜o do sinal, o que nos leva a observar
baixas frequeˆncias, estando assim ao alcance de analisar todo o sinal. No caso oposto,
para valores baixos de j (baixa resoluc¸a˜o), o sinal e´ comprimido, tomando altas
frequeˆncias, o que leva a` ocupac¸a˜o do mesmo num curto per´ıodo de tempo [2].
Estamos agora em condic¸o˜es de introduzir a definic¸a˜o de transformada wavelet cont´ınua
que e´ dada pela expressa˜o
CWTψf (j, k) =
∫
f(x)ψj,k(x)dx, (3.11)
onde, ψj,k(x) e´ o conjugado complexo de ψj,k(x).
Vejamos uma ideia geral de como funciona o algoritmo de computac¸a˜o das wavelets [2]:
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1. A wavelet e´ colocada no in´ıcio do sinal, com j = m para um valor de m
previamente definido. Esta sera´ a forma mais comprimida;
2. Com essa escala, a wavelet e´ multiplicada pelo sinal e integrada pelo seu todo e
depois multiplicada pelo inverso da raiz da escala, 1√
j
;
3. Movemos a wavelet para o valor x = k e voltamos a calcular o valor da trans-
formada;
4. Repetimos o ponto anterior ate´ que a wavelet chegue ao fim do sinal;
5. A escala e´ aumentada um certo valor suficientemente pequeno e repetimos todo
o procedimento feito ate´ aqui. Isto e´ feito para todo o valor de j;
6. Cada computac¸a˜o para um dado j ira´ preencher uma linha na matriz tempo-
escala;
7. Se todos os valor forem calculados, a matriz sera´ o output.
O valor ma´ximo de escala e´ definido previamente. Quanto maior for, maior sera´ a
exigeˆncia computacional.
Figura 3.5: Wavelet: Resoluc¸a˜o de tempo e frequeˆncia.
CAPI´TULO 3. TE´CNICAS DE COMPRESSA˜O COM PERDAS 46
A normalizac¸a˜o por 1√|j| assegura que ‖ψj,k(x)‖ seja independente dos valores de j e















ψ(x) dx = 0. (3.14)
Por outro lado, se as duas condic¸o˜es seguintes forem satisfeitas, para algum α > 0,
enta˜o garantimos Cψ <∞.∫
R
ψ(x) dx = 0,
∫
(1 + |x|α)|ψ(x)| dx <∞. (3.15)
Quando a condic¸a˜o de admissibilidade e´ satisfeita, e´ enta˜o poss´ıvel encontrar a trans-










Se restringirmos j a valores reais positivos, o que e´ mais do que natural, pois pode ser



















De seguida, sera˜o enunciadas algumas propriedades das wavelets [24]:
(escala e deslocamento) Se f(x) tem uma transformada wavelet cont´ınua CWTf (j, k),










Por outro lado, se g(x) = f(x − β), enta˜o g tem transformada wavelet cont´ınua
CWTg(j, k) = CWTf (j, k − β).
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(conservac¸a˜o de energia) Da equac¸a˜o (3.18),∫ ∞
−∞






|CWTf (j, k)|2 1
j2
dj dk. (3.19)
Tipicamente, wavelets de classe m sa˜o constru´ıdas especialmente de forma a que [23]:
(base ortonormal) o conjunto {ψjk(x)} forme uma base ortonormal para o espac¸o
em considerac¸a˜o;
(regularidade) se m = 0, ψ(x) pertence a L∞(R); se m > 1, ψ(x) e todas as suas
derivadas ate´ ordem m pertencem a L∞(R);
(localizac¸a˜o) ψ(x) e todas as suas func¸o˜es derivadas ate´ ordem m decresc¸am rapida-




xkψ(x) dx = 0 para 0 ≤ k ≤ m.
A ortogonalidade e´ uma propriedade ideal para a representac¸a˜o de um sinal compacto.
Ela garante que os dados na˜o estejam sobre-representados. A propriedade da loca-
lizac¸a˜o mencionada estende-se tambe´m para o domı´nio da frequeˆncia. Tipicamente,
wavelets esta˜o bem localizados no tempo e frequeˆncia. Para isto, wavelets normal-
mente teˆm um suporte compacto num dos dois domı´nios (nunca nos dois, obedecendo
ao princ´ıpio da incerteza) [17].
3.2.3 DFT vs DWT
As transformadas de Fourier e wavelet teˆm na˜o so´ semelhanc¸as como diferenc¸as. Tanto
a FFT como a DWT (vista mais a` frente) sa˜o operac¸o˜es lineares que geram uma
estrutura de dados que conte´m log2 n segmentos de va´rios comprimentos, geralmente
preenchendo e transformando-o em diferentes vetores de comprimento 2n.
As propriedades matema´ticas das matrizes envolvidas nas transformadas tambe´m sa˜o
similares. A matriz da transformada inversa para ambas e´ a matriz transposta da
original. Assim, podem ser vistas como uma rotac¸a˜o no espac¸o funcional para um
domı´nio diferente. Na FFT, o novo domı´nio conte´m func¸o˜es bases que sa˜o senos
e cossenos. Na DWT temos func¸o˜es base mais complicadas, as wavelets. Outra
semelhanc¸a e´ que ambas as func¸o˜es base esta˜o localizadas em frequeˆncia, fazendo
com que instrumentos matema´ticos como o ca´lculo da energia contida num intervalo
de frequeˆncia e escalogramas sejam u´teis na selec¸a˜o de frequeˆncias e ca´lculo de distri-
buic¸a˜o de energia.
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Uma das diferenc¸as mais relevantes entre as duas transformadas e´ que as func¸o˜es seno
e cosseno sa˜o definidas em todo o domı´nio, enquanto que as wavelet sa˜o de suporte
compacto, isto e´, definidas num intervalo (localizadas no tempo). Esta propriedade,
juntamente com a localizac¸a˜o da frequeˆncia das wavelets, faz com que func¸o˜es e
operadores wavelet, quando transformados para o domı´nio wavelet, facilitem a detec¸a˜o
de caracter´ısticas importantes atrave´s de coeficientes de valor absoluto alto (sparse-
ness). Isto resulta num nu´mero variado de aplicac¸o˜es u´teis como compressa˜o de dados,
detec¸a˜o de propriedades em imagens, e remoc¸a˜o de ru´ıdo em se´ries temporais.
Na ana´lise de Fourier, temos perda da informac¸a˜o no tempo quando e´ feita a trans-
formac¸a˜o para o domı´nio da frequeˆncia. A falta de localizac¸a˜o do sinal no tempo
permite apenas uma ana´lise do comportamento global dos sinais. Para sinais esta-
ciona´rios, esta caracter´ıstica na˜o e´ muito importante. No entanto, quando o sinal
conte´m caracter´ısticas na˜o estaciona´rias ou transito´rias, tais como tendeˆncias e mu-
danc¸as abruptas, a transformada de Fourier apresenta uma se´ria desvantagem.
Uma forma de olhar para a diferenc¸a da resoluc¸a˜o tempo-frequeˆncia entre as duas
te´cnicas e´ atrave´s da cobertura das func¸o˜es base no plano tempo-frequeˆncia [25]. Na
transformada de Fourier, um quadrado com uma certa largura truncando as func¸o˜es
seno e cosseno forma uma janela que e´ igual em tamanho em todas frequeˆncias. Isto
faz com que a resoluc¸a˜o da ana´lise seja a mesma em todos os locais do plano tempo-
frequeˆncia.
Uma vantagem da transformada wavelet e´ que essa janela na˜o e´ constante. Para isolar
descontinuidades, seria u´til ter func¸o˜es base de tamanho pequeno, enquanto para obter
ana´lises de frequeˆncia detalhada, func¸o˜es base longas sa˜o deseja´veis. Uma maneira de
obter isto e´ ter func¸o˜es base de alta-frequeˆncia pequenas e outras de baixa-frequeˆncia
que sejam longas [16].
Outra vantagem na ana´lise wavelet e´ que os coeficientes teˆm um paraˆmetro local. Isto
e´ necessa´rio para distinguir coeficientes diferentes no mesmo n´ıvel, o que contrasta com
a transformada de Fourier onde a informac¸a˜o acerca das frequeˆncias mais relevantes
na se´rie e´ obtida, mas e´ dif´ıcil distinguir onde esta˜o presentes.
De notar, como dito anteriormente, que a WFT tambe´m consegue detetar proprie-
dades locais, pois a transformada de Fourier discreta e´ aplicada a pequenas partes
da se´rie. Akin (2002) comparou os dois me´todos aplicando-os na ana´lise de sinais de
eletrocardiograma cerebral e sugere que o me´todo wavelet ofereceu melhores resultados
[18].
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Figura 3.6: Comparac¸a˜o da resoluc¸a˜o tempo-frequeˆncia entre as diferentes transfor-
madas. Na transformada de Fourier de curto termo nota-se um tamanho da janela
independente da resoluc¸a˜o tempo-frequeˆncia, ao contra´rio da transformada wavelet
onde o tamanho dessa janela se altera de acordo com a resoluc¸a˜o [2].
3.2.4 Transformada Wavelet Discreta
A transformada wavelet cont´ınua (CWT) e´ u´til, por exemplo, na construc¸a˜o de um
gra´fico de treˆs eixos (tempo, escala/n´ıvel e uma outra, normalmente representado por
cores ou diferentes n´ıveis de brilho) chamado de escalograma, pois a janela de ana´lise e´
dimensionada e posicionada em qualquer posic¸a˜o. Esta flexibilidade permite a criac¸a˜o
de uma imagem mais suave e agrada´vel na visualizac¸a˜o tanto em tempo como em escala
(ana´logo a` frequeˆncia). A CWT e´ uma transformada redundante porque a janela de
ana´lise pode sobrepor-se. De facto, CWT e´ considerada infinitamente redundante.
Por outro lado, DWT e´ uma transformada na˜o redundante. Foi desenvolvida para que
houvesse uma correspondeˆncia de um para um entre a informac¸a˜o no domı´nio do sinal
e no domı´nio da transformada. Esta correspondeˆncia e´ u´til na reconstruc¸a˜o do sinal,
mas as janelas de ana´lise sa˜o fixas tanto no tempo como em escala, fazendo com que
o escalograma na˜o seja ta˜o satisfato´rio para ana´lise visual do sinal [2].
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Figura 3.7: Escalograma: Comparac¸a˜o entre CWT e DWT.
Por outro lado, DWT tem enormı´ssimas vantagens, em comparac¸a˜o com CWT: e´
capaz de reduzir significativamente o tempo de computac¸a˜o; e´ de fa´cil implementac¸a˜o
e fornece informac¸a˜o suficiente tanto para ana´lise como para reconstruc¸a˜o do sinal;
analisa o sinal decompondo-o em informac¸a˜o aproximada e detalhada [2].
Temos enta˜o um sinal que e´ transformado, atrave´s de DWT (e da escolha de uma
func¸a˜o base wavelet), de um domı´nio temporal para um domı´nio de tempo-frequeˆncia.
E´ utilizada uma decomposic¸a˜o em mu´ltiplos n´ıveis onde o sinal e´ inicialmente decom-
posto em aproximac¸a˜o e detalhe conforme a a´rvore representada a seguir.
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Figura 3.8: A´rvore de decomposic¸a˜o wavelet. Em D1 estara˜o representadas as
frequeˆncias mais altas. Para i > 1, em Di teremos as representac¸o˜es das frequeˆncias
cada vez mais pequenas [2].
Os valores do output sa˜o chamados de coeficientes. Os coeficientes de baixo valor abso-
luto sa˜o considerados ru´ıdo, e os de alto valor absoluto teˆm associada muita informac¸a˜o
comparativamente a` quantidade de ru´ıdo. Num segundo passo, sa˜o anulados todos os
coeficientes abaixo de um certo valor pre´-definido, chamado de threshold, enquanto
que os restantes coeficientes permanecera˜o inalterados (hard threshold) ou sofrera˜o
um soft threshold. O u´ltimo passo e´ a aplicac¸a˜o da transformada inversa (IDWT), que
vai reconstruir o sinal [26].
A expressa˜o (3.7) tem uma variante discreta. Por uma questa˜o de facilidade na
explicac¸a˜o do me´todo, vamos reescrever a equac¸a˜o da ma˜e-wavelet, fazendo uma






onde j* e´ a nova varia´vel de escala/resoluc¸a˜o. Continuemos, pore´m, a chamar-lhe j, e




Um ponto de comec¸o na tentativa de pereber as wavelets e´ atrave´s das suas func¸o˜es
base. Tal como Fourier fazia uso das func¸o˜es seno e cosseno, uma transformada wavelet
tem uma func¸a˜o ma˜e, ψ(x), e uma func¸a˜o pai, φ(x) (mencionadas na equac¸a˜o (3.7)).














O conjunto de coeficientes {gk} conte´m os filtros passa-altas (tendem a manter as altas
frequeˆncias e a eliminar frequeˆncias baixas) associados a uma func¸a˜o wavelet definida.
Usando ambas as func¸o˜es, e´ poss´ıvel representar uma se´rie discreta representada em
(3.7), reescrita da seguinte forma:






Tal como ja´ foi referido, os ı´ndices k e j esta˜o associados a` translac¸a˜o e escala,
respetivamente. Referem-se ao posicionamento e n´ıvel de detalhe dos coeficientes ao
longo do sinal.
O conceito de n´ıvel de detalhe e´ muito importante nas wavelets. Para a DWT, o
comprimento da se´rie a analisar tem de ser uma poteˆncia de dois. Numa se´rie de
comprimento 2J existem J diferentes n´ıveis de detalhe, variando entre 0 e J − 1, onde
o n´ıvel J conte´m a se´rie original e a escala J − 1 os melhores coeficientes de escala.
Quando j = 0 temos a func¸a˜o base o mais esticada poss´ıvel, cobrindo a se´rie na sua
totalidade. Consequentemente, nesse n´ıvel teremos apenas um coeficiente. E´ claro
que, representar toda a se´rie com um so´ coeficiente e´ uma aproximac¸a˜o muito fraca.
Se, em vez disso, j = 1, a func¸a˜o wavelet vai cobrir apenas metade da se´rie e isto vai
resultar em dois coeficientes. Naturalmente, os detalhes da se´rie estara˜o mais bem
representados do que quando j = 0. Este processo continua, duplicando o nu´mero de
coeficientes a` medida que o valor de j aumenta, ate que j = J .
O pro´ximo passo e´ perceber como e´ que estes coeficientes sa˜o calculados. Este processo
e´ conhecido como algoritmo de piraˆmide. Primeiro sa˜o calculados os coeficientes
referentes ao pai-wavelet e, posteriormente, os referentes a` ma˜e-wavelet. Os primeiros,
{cj,k}, sa˜o conhecidos como os coeficientes smooth e sa˜o usados para representar o
n´ıvel da se´rie. Sa˜o gerados atrave´s de um processo similiar ao da weighted moving





Os coeficientes wavelet {hk}, que sa˜o ana´logos aos pesos da moving average, sa˜o filtros
passa-baixas (tendem a eliminar altas frequeˆncias e a manter frequeˆncias baixas).
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Estes sa˜o espec´ıficos a cada base wavelet usada na transformada. O nu´mero de





k = 1. Como se veˆ a partir da equac¸a˜o (3.25), os coeficientes de
uma certa escala sa˜o calculados a partir dos coeficientes de escala superior.
Os coeficientes associados a` ma˜e-wavelet sa˜o chamados coeficientes de detalhe. Sa˜o






Embora parec¸am muito similares aos coeficientes associados ao pai-wavelet, existem
algumas diferenc¸as importantes. Primeiro, os coeficientes hk, que sa˜o filtros passa-
baixas, foram substitu´ıdos pelos filtros passa-altas gj,k. Estes sa˜os os mesmo coeficien-
tes usados na equac¸a˜o (3.22). Estes dois conjuntos de coeficientes esta˜o relacionados
da seguinte forma:
gk = (−1)kh1−k. (3.27)
A introduc¸a˜o de sinais negativos no filtro da´ aos coeficientes de detalhe capacidade
de mostrar mais detalhe em como o processo esta´ a mudar e em como a se´rie difere
da representac¸a˜o dos coeficientes smooth. Outra caracter´ıstica a realc¸ar e´ que tanto
na equac¸a˜o (3.25) como na equac¸a˜o (3.26), apenas os coeficientes smooth sa˜o usados.
Isto significa que apenas estes sa˜o necessa´rios na derivac¸a˜o dos coeficientes smooth e
detalhe para o pro´ximo n´ıvel de decomposic¸a˜o.
Este procedimento esta´ sumariado na figura seguinte. A` medida que a transformada
e´ executada, os coeficientes de detalhe sa˜o guardados, ao contra´rio dos coeficientes
smooth (exceto no n´ıvel mais baixo). Isto acontece porque a se´rie pode ser representada
usando apenas estes coeficientes, como representado na equac¸a˜o (3.24).
Figura 3.9: Estrutura de computac¸a˜o dos coeficientes wavelet
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A computac¸a˜o na˜o tem obrigatoriamente de ser executada para todo o n´ıvel j. No
entanto, o coeficiente smooth do u´ltimo n´ıvel calculado tera´ de ser guardado. A`
primeira vista, parece perdermos informac¸a˜o importante por apenas guardarmos os
coeficientes de detalhe (e um smooth), mas tal na˜o e´ verdade. Os coeficientes smooth
apenas descrevem o n´ıvel da se´rie. Durante a ana´lise, esta caracter´ıstica na˜o e´ muito
relevante comparada com caracter´ısticas como quebras, saltos, etc. Estes detalhes
esta˜o presentes nos coeficientes de detalhe [18]. Este algoritmo eficiente requer apenas
O(n) operac¸o˜es (ver Mallat [27]).
Uma abordagem alternativa na construc¸a˜o dos coeficientes e´ atraves de matrizes.
Como o algoritmo piramidal consiste basicamente em se´ries de multiplicac¸o˜es, adic¸o˜es
e subtrac¸o˜es, na˜o sera´ muito dif´ıcil de imaginar o mesmo ser conseguido atrave´s da
multiplicac¸a˜o de matrizes.
Dado um conjunto de dados f1, ..., fn, com n = 2
J , que formam um vetor coluna f,
existe uma matriz ortogonal W (n× n) tal que a transformada discreta wavelet θjk e´
dada por
θ = Wf, (3.28)
onde θ e´ o n-vetor dos coeficientes da wavelet discreta θjk, j = 0, ..., J−1 e k = 1, ..., 2j.
A transformada inversa pode ser representada da seguinte forma:
f = W T θ (3.29)
Usando a fo´rmula da transformada da inversa, e´ poss´ıvel notar que as linhas de W cor-
respondem a` discretizac¸a˜o da ma˜e-wavelet em va´rias escalas e translac¸o˜es diferentes.




2ψ(2jt− k), t = i
n
, (3.30)
onde Wj,k(i) e´ o i-e´simo elemento da linha (j,k) de W. Pode ser visto que o coeficiente
θjk quantifica a contribuic¸a˜o das func¸o˜es de base Wj,k que esta˜o localizadas num
intervalo de tamanho 2−j e frequeˆncia 2j. Dito de outro modo, θjk indica a quantidade
de sinal a` volta de 2−j e perto da frequeˆncia 2j [17]. O vetor θ conte´m todos os
coeficientes de detalhe de todos os n´ıveis e o coeficiente de aproximac¸a˜o do n´ıvel
mais baixo, tendo enta˜o comprimento n e a informac¸a˜o necessa´ria para reconstruir a
se´rie. Como este me´todo envolve a multiplicac¸a˜o de uma matriz, vai requerer O(n2)
operac¸o˜es, sendo assim um processo mais lento do que aquele visto com o algoritmo
piramidal que devolve exatamente a mesma informac¸a˜o. A raza˜o para isto acontecer
e´ que muitos dos coeficientes da matriz teˆm de facto valor nulo, o que implica que as
suas operac¸o˜es na˜o sejam necessa´rias [18].
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3.2.5 Func¸o˜es Base
Um fator importante a ter em conta quando se fala em ana´lise por wavelets e´ o da
escolha da func¸a˜o base. Na˜o existindo uma escolha perfeita para todos os casos, as
va´rias a´reas de aplicac¸a˜o teˆm feito escolhas diferentes [29]. Para uma func¸a˜o poder
ser usada na ana´lise wavelet, tem de satisfazer certas propriedades. Iremos descrever
algumas delas (ver VidaKovic (1999) para mais detalhes).
A ana´lise wavelet tem de permitir uma decomposic¸a˜o em va´rias escalas. Isto so´
e´ poss´ıvel se a func¸a˜o pai-wavelet puder ser constru´ıda no n´ıvel 0 atrave´s duma





onde {hk} sa˜o os filtros ja´ mencionados atra´s.






enquanto para a ortogonalidade temos
< φj,k(x), φi,l(x) >=
∫
φj,k(x)φi,l(x) dx = δijδlk. (3.33)
Uma consequeˆncia disto e´ que os coeficientes de filtro tambe´m teˆm de ser ortogonais,
satisfazendo ∑
k
hkhk−2l = δl, (3.34)
e quando temos l = 0, fica ∑
k
h2k = 1. (3.35)
Se optarmos pela perspetiva matricial, o que esta propriedade garante e´ que
W TW = WW T = I (3.36)
A base wavelet mais simples que existe e´ a Haar (Haar, 1910). Esta wavelet foi a
primeira a ser usada, e tem como func¸a˜o wavelet e func¸a˜o de escala as seguintes
definic¸o˜es, respetivamente:
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ψ(x) =

−1 x ∈ [0, 1
2
[






1 x ∈ [0, 1]
0 caso contra´rio
A simplicidade deste wavelet significa que e´ ideal na demonstrac¸a˜o de princ´ıpios ba´sicos
no que toca ao processo de transformada. A equac¸a˜o de escala (3.23), e´ muito simples
para esta wavelet e os filtros associados a esta base sa˜o constru´ıdos da seguinte forma


























Quando estes filtros sa˜o aplicados nas equac¸o˜es (3.25) e (3.26), os ca´lculos sa˜o sim-
plesmente uma soma ou subtrac¸a˜o dividida pela raiz de dois.
Como demonstrac¸a˜o, vamos aplicar o DWT a uma se´rie de comprimento 8 (isto
significa que temos J = 3 n´ıveis de coeficientes. A primeira linha representa a se´rie
original e as linhas seguintes sa˜o os respetivos coeficientes aplicando a wavelet Haar.
Enquanto os coeficientes smooth dum determinado n´ıvel sa˜o simplesmente a soma
dos pares correspondentes do n´ıvel superior, os de detalhe sa˜o a diferenc¸a entre eles.
Notamos que cada linha foi multiplicada por
√
2 para facilitar a visualizac¸a˜o dos
ca´lculos.
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c3,k = 3 2 5 1 3 6 2 8√
2c2,k = 5 6 9 10√
2d2,k = 1 4 − 3 − 6
2c1,k = 11 19





























Embora esta wavelet proporcione exemplos fa´ceis de entender, e e´ a u´nica wavelet
capaz de criar func¸o˜es perfeitamente sime´tricas ou assime´tricas que tenham um suporte
compacto, tem a limitac¸a˜o de ser pouco regular [18, 29]
Apenas nos anos oitenta, novas famı´lias de wavelets foram desenvolvidas, aumentando
assim o nu´mero de func¸o˜es base dispon´ıvel.
O grupo de wavelets desenvolvido por Daubechies (1998) e´ possivelmente o mais usado
hoje em dia. Cada wavelet tem um certo nu´mero de momentos de fuga, que pode
variar entre 1 e 10, e para cada esta˜o associados dois coeficientes de filtro. Podemos
representar cada wavelet como Dj (j e´ o nu´mero de coeficientes) ou dbi (i e´ o nu´mero
de momentos). O momento de fuga refere-se a` capacidade da wavelet de representar
comportamento polinomial ou informac¸a˜o no sinal. Por exemplo, db1 (que e´ a wavelet
Haar), facilmente representa func¸o˜es constantes; db2 facilmente representa constantes
e func¸o˜es lineares, etc. Formalmente, e´ dito que tem m momentos de fuga se satisfizer∫
xlψ(x) dx = 0, para l = 0, ...,m− 1. (3.40)
Se uma wavelet com m momentos de fuga for usada para analisar uma func¸a˜o poli-
nomial de ordem m, enta˜o todos os coeficientes de detalhe sera˜o zero. Isto e´ u´til se a
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se´rie tem uma estrutura polinomial suave com uma quebra ocasional. Com a escolha
de uma wavelet com o nu´mero apropriado de momentos de fuga, a maior parte dos
coeficientes sera´ zero, com excec¸a˜o daqueles que representam as quebras [18]. Estamos
perante uma wavelet com boa ortogonalidade e regularidade, ao contra´rio da simetria
[29].
A wavelet Coiflet e´ uma alternativa que garante na˜o so´ o desaparecimento da alta
distaˆncia como tambe´m tem boa simetria, isto sob o sacrif´ıcio do comprimento do
conjunto alcanc¸ado [29].
Outra wavelet usada e´ a Morlet, que tem como grande vantagem o tamanho da janela.
Nem todas as func¸o˜es wavelets possuem uma expressa˜o expl´ıcita, mas a par da func¸a˜o





2σ2 (eiωt − e− 12ω2 ,
(3.41)
cω = (1− e−ω2 − 2e− 34ω2)− 12
onde ω > 0 e´ a frequeˆncia base e σ > 0 (ver Daubechies, 1992 para mais detalhes).
Na figura seguinte, vemos a influeˆncia da escala e do cara´cter de uma oscilac¸a˜o local
na wavelet Morlet, com a aplicac¸a˜o de treˆs escalas diferentes e translac¸a˜o nula [19].
Figura 3.10: Wavelet Morlet em escalas diferentes.
3.2.6 Wavelet Denoising
Em investigac¸a˜o cient´ıfica, a relac¸a˜o entre teoria e experimentac¸a˜o deveria fornecer um
progresso conjunto significativo, mas muitas vezes, existe uma fratura entre teo´ricos
e experimentalistas. Nomeadamente em estat´ıstica sa˜o provados teoremas com base
em princ´ıpios assimpto´ticos que irrealisticamente requerem uma quantidade infinita
de dados, enquanto experimentalistas realizam experieˆncias com base ou em dados
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reais ou sintetizados, onde o nu´mero de dados e´ finito. A questa˜o que se coloca e´
quando e´ que os teoremas de grande escala se aplicam a`s experieˆncias de escala curta.
A resposta a esta questa˜o encontra-se no teorema do limite central, isto e´, a` medida
que o tamanho amostral aumenta, a distribuic¸a˜o amostral da sua me´dia aproxima-se
cada vez mais da distribuic¸a˜o normal.
No que toca a wavelet shrinkage denoising, as justificac¸o˜es teo´ricas e argumentos a
seu favor teˆm sido muito atraentes. O procedimento na˜o requer qualquer suposic¸a˜o
acerca da natureza do sinal, permite descontinuidades e variac¸a˜o espacial no sinal,
e explora propriedades da multiresoluc¸a˜o essenciais na transformada wavelet. Mais
ainda, o procedimento mapeia ru´ıdo branco do sinal em ru´ıdo branco no domı´nio
wavelet. Assim, enquanto a energia do sinal se concentra em menos coeficientes no
domı´nio wavelet, o ru´ıdo na˜o. Este princ´ıpio permite a separac¸a˜o do sinal do ru´ıdo
[11].
A determinac¸a˜o do procedimento mais adequado envolve necessariamente experieˆncias
no sentido de comparar a performance do me´todo em questa˜o (tendo em conta a
combinac¸a˜o entre os paraˆmetros da transformada wavelet, regras de remoc¸a˜o de ru´ıdo
e threshold para o intervalo de dados e ru´ıdo esperados). E´ pouco prova´vel que
um procedimento de wavelet shrinkage denoising em particular seja apropriado ou
o´timo para todos os problemas pra´ticos. No entanto, e´ muito prova´vel que muitos
problemas sejam resolvidos eficientemente, apo´s experimentac¸o˜es adequadas, usando
me´todos wavelet de remoc¸a˜o de ru´ıdo [11].
A te´cnica na˜o-linear introduzida por David Donoho, wavelet shrinkage denoising, fun-
ciona do seguinte modo: quando decompomos os dados de entrada aplicando wavelets,
usamos filtros ja´ referidos anteriormente. Alguns desses resultam em coeficientes que
correspondem ao detalhe desse conjunto de dados. Se esses coeficientes forem pequenos
podem ser omitidos sem que as propriedades gerais do sinal sejam substancialmente
afetadas. A ideia de thresholding e´ anular todos esses coeficientes que sa˜o menores
que um valor pre´-definido. Posteriormente, atrave´s da transformada inversa, obtemos
o sinal reconstruido. O resultado e´ um sinal limpo cujos detalhes importantes ainda
sa˜o mostrados [16].
Formalmente vamos definir o processo do seguinte modo, com input no tempo t,
X(t) = S(t) +N(t), (3.42)
onde S(t) e´ o sinal depois de removido o ru´ıdo N(t). Denotem-se W (.) e W−1(.) a
transformada wavelet e transformada wavelet inversa, respetivamente e seja D(., λ) o
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Figura 3.11: Sinal de ressonaˆncia magne´tica nuclear (NMR). Comparac¸a˜o entre o
sinal original (topo) e o sinal apo´s a remoc¸a˜o do ru´ıdo (em baixo). (Imagem de David
Donoho, Standford University, dados NMR sa˜o da autoria de Adrian Maudsley, VA
Medical Center, San Francisco).
operador de remoc¸a˜o de ru´ıdo, com threshold λ. No sentido de obter a aproximac¸a˜o
S
′
(t) do sinal S(t) sa˜o efetuados os seguintes passos:
Y = W (X) (3.43)




Enquanto o primeiro e terceiro passos ja´ foram referidos em cap´ıtulos anteriores, vamos
abordar o que acontece na equac¸a˜o (3.44).
Desde o trabalho de Donoho e Johnstone (1994, 1995), tem havido muita investigac¸a˜o
na tentativa de encontrar o melhor valor de threshold. Nason (1996) obteve um valor de
threshold atrave´s de cross validation e o procedimento de hipo´tese mu´ltipla e´ sugerido
por Abramovich e Benjamin (1995). Um valor pequeno de threshold vai resultar
num output mais pro´ximo do sinal original mas sera´, ainda assim, um resultado com
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ru´ıdo. Por outro lado, se for demasiado elevado, embora va´ produzir um sinal sem
ru´ıdo, certamente ira´ eliminar informac¸a˜o relevante do sinal [26]. Aqui surgem duas
questo˜es: Como definir o threshold ideal? Apo´s selec¸a˜o do threshold, como aplica´-lo
nos coeficientes? Comecemos pela segunda. Vamos aqui abordar dois me´todos para
lidarmos com os coeficientes, atrave´s de hard thresholding ou soft thresholding.
Dado coeficiente s′, podemos definir hard thresholding e soft thresholding, respetiva-
mente, como
Thard(s
′;λ) = s′ · I(|s′| > λ), (3.46)
Tsoft(s
′;λ) = sgn(s′) · (|s′| − λ) · I(|s′| > λ), (3.47)
onde sgn(s′) representa o sinal de s′ e I a func¸a˜o indicadora.
Na˜o havendo grande teoria desenvolvida, favorecendo uma ou outra te´cnica, decidimos
aplicar hard thresholding nos nossos testes.
Voltando a` primeira questa˜o, como podemos encontrar o threshold ideal? Como ja´ foi
mencionado, esta escolha e´ muito importante no sentido de evitar valores demasiado
baixos/altos que na˜o ira˜o fornecer os resultados esperados. Vamos descrever alguns
dos me´todos mais conhecidos:
Universal threshold
Donoho e Johnstone [28] propuseram este me´todo universal, que utilizado com
hard thresholding e´ tambe´m conhecido por VisuShrink, e e´ dado por
TUV = σ
′√2 log |S ′|, (3.48)
onde log |S ′| e´ logaritmo natural do tamanho do conjunto de dados e σ′ uma
aproximac¸a˜o do n´ıvel de ru´ıdo σ, que normalmente e´ assumido seguir uma
distribuic¸a˜o normal e e´ calculado atrave´s da mediana do desvio absoluto mediano
dos coeficientes wavelet (MAD), isto e´,
MADS′ = mediana(|s′i −mediana(s′)|). (3.49)
Uma propriedade do VisuShrink e´ que quase garante uma reconstruc¸a˜o livre de
ru´ıdo, pois anula bastantes coeficientes. Isto tem o custo de uma reconstruc¸a˜o
menos precisa [17].
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SURE threshold
Baseado no estimador de risco de Stein, Donoho e Johnstone (1994) propuseram
outra escolha para o valor do threshold. Este me´todo tem a particularidade
de escolher um threshold para cada n´ıvel de resoluc¸a˜o na trasnformada wavelet
[17]. Como este processo na˜o obteve bons resultados em matrizes esparsas,
propuseram uma alternativa a` qual chamaram SureShrink. Aqui, era utilizado
o threshold universal referido anteriormente se∑
k
(WT (j, k)2 − 1) ≤ log2 |S ′|
3
2 , (3.50)
onde WT e´ a transformada wavelet, e o threshold SURE caso contra´rio. Uma
diferenc¸a em relac¸a˜o ao VisuShrink, e´ que este me´todo utiliza soft thresholding
[19].
Me´todos de Ogden
Entre outras ideias, Ogden desenvolveu dois me´todos como opc¸a˜o de escolha para
o valor do threshold, dadas pelo nome de selection thresholding e data-analytic
thresholding. A primeira e´ baseada em testes de hipo´tese dos coeficientes, n´ıvel
por n´ıvel. A segunda e´ tambe´m abordada tendo em conta a escala, mas a dife-
renc¸a e´ que aqui sa˜o analisadas graficamente as somas cumulativas do quadrado
dos coeficientes, para cada n´ıvel. Atrave´s de um processo Brownian bridge, os
coeficientes com valor mais elevado sa˜o retirados do teste, ate´ que deixe de haver
coeficientes que se sobressaiam em relac¸a˜o aos outros. Estes sa˜o considerados
ru´ıdo. Uma vantagem do me´todo data-analytic thresholding e´ a de na˜o separar
coeficientes adjacentes no tempo. Por exemplo, descontinuidades podem fazer
com que dois coeficientes adjacentes tenham valor alto (em vez de um), e este
me´todo identifica-os como um.
Existem outros me´todos, tambe´m muito usados, como o minimax (ver [28]), me´todos
Baysianos ou atrave´s de cross validation [17], etc.
Em virtude de na˜o haver muita pesquisa no que toca ao uso de wavelets em trac¸ados
fetais e por uma questa˜o de facilidade de programac¸a˜o foi usado o me´tdodo VisuShrink




Nos testes realizados foram usados datasets diferentes, embora todos tenham em
comum o facto de conterem ficheiros pre´-processados pelo sistema Sisporto, contendo
na˜o so´ a frequeˆncia card´ıaca do feto, mas tambe´m o tempo de intervalo entre cada
registo, entre outras caracter´ısticas menos relevantes para o nosso caso. Posterior-
mente, fizemos uma filtragem do conteu´do desses ficheiros de forma a que os ficheiros
contenham apenas uma coluna, a da frequeˆncia card´ıaca. Todos estes registos ditam
uma diferenc¸a de 250 milissegundos da anterior.
Por questo˜es te´cnicas na realizac¸a˜o dos cardiotocogramas, por vezes acontece obter
valores de frequeˆncia card´ıaca iguais ou pro´ximos de zero. No sentido de evitar
distorc¸o˜es na ana´lise dos resultados, estes valores foram apagados dos ficheiros.
Definimos ra´cio de compressa˜o a divisa˜o entre o tamanho da versa˜o original do ficheiro
e o tamanho da sua versa˜o comprimida. A taxa de compressa˜o e´ o seu inverso e pode
ser vista como a percentagem do trac¸ado comprimido em relac¸a˜o ao original.
Os gra´ficos foram criados com recurso ao OpenOffice, as tabelas e os boxplots usando
o SPSS e as a´rvores de classificac¸a˜o usando o CompLearn.
4.1 Bzip2 vs Gzip vs Paq8l
O conjunto de dados usado para este teste e´ formado por 1406 trac¸ados de batimento
card´ıaco fetal de 250 gra´vidas. Os cardiotocogramas foram realizados entre as semanas
24 e 40 da gravidez e pretendemos comparar o comportamento de diferentes compres-
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sores, assim como analisar certas caracter´ısticas do feto tais como o ge´nero, peso, se
o nascimento foi prematuro e se o estado de sau´de a` nascenc¸a e´ considerado normal
ou na˜o. Os resultados foram divididos por semana e os gra´ficos conteˆm as me´dias da
taxa de compressa˜o para cada uma dessas semanas.
Para este conjunto de dados, ale´m do pre´-processamento ja´ referido, e em virtude de
nem todos os trac¸ados terem o mesmo comprimento, decidimos uniformizar de forma
a que todos tivessem apenas 10 minutos de trac¸ado, o que equivale a 2400 entradas
por ficheiro.
Numa primeira fase, foram selecionados os trac¸ados referentes aos fetos considerados
normais apo´s o parto, atrave´s do ı´ndice Apgar. Tal como previsto, a compressa˜o por
parte do compressor paq8l e´ maior comparativamente ao gzip e bzip2, obtendo assim
taxa de compressa˜o menor (Figura 4.1).
Figura 4.1: Me´dias da taxa de compressa˜o, por semana, usando os treˆs compressores.
Por outro lado, como seria de esperar, o tempo e memo´ria necessa´rios para a com-
pressa˜o sa˜o muito mais elevados no caso do compressor paq8l.
De seguida foi dividido o conjunto de dados em dois grupos: Os trac¸ados de bebe´s
considerados sauda´veis a` nascenc¸a, e aqueles considerados patolo´gicos (com base no
pH do corda˜o umbilical a` nascenc¸a). Pela ana´lise da Figura 4.2 notamos na˜o so´
que os compressores comportam-se de forma quase ideˆntica, mas tambe´m uma maior
capacidade de compressa˜o, salvo excec¸o˜es, nos trac¸ados de fetos patolo´gicos, embora
a dinaˆmica ao longo das semanas entre os dois grupos seja similar.
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Figura 4.2: Gra´fico das me´dias da taxa de compressa˜o semanais dos trac¸ados dos fetos
considerados normais e patolo´gicos usando os treˆs compressores.
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Com o mesmo conjunto de dados, dividindo o grupo por ge´nero, nota´mos que a menos
da diferenc¸a da taxa de compressa˜o ja´ mencionada, os treˆs compressores comportam-
se de forma similar para cada um dos ge´neros. De salientar uma diferenc¸a substancial
entre os ge´neros na semana 27 (Figura 4.3).
Figura 4.3: Gra´fico das me´dias da taxa de compressa˜o semanais, por ge´nero, dos
trac¸ados dos fetos considerados normais usando os treˆs compressores.
O mesmo foi feito para os fetos considerados patolo´gicos e embora o comportamento
dos compressores seja similar, nota´mos uma diferenc¸a no comportamento a partir da
semana 36 entre os ge´neros (Figura 4.4).
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Figura 4.4: Gra´fico das me´dias da taxa de compressa˜o semanais, por ge´nero, dos
trac¸ados dos fetos considerados patolo´gicos usando os treˆs compressores.
No que toca a` prematuridade do parto, dividimos o dataset em trac¸ados cujo parto
foi prematuro ou na˜o (definimos como prematuro o bebe´ que tivesse nascido ate´ a`s 36
semanas). Verifica´mos que em todos os compressores, a taxa de compressa˜o era maior
nos prematuros, notando-se maiores oscilac¸o˜es nos pre´-termo (Figura 4.5).
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Figura 4.5: Gra´fico das me´dias da taxa de compressa˜o semanais, dos trac¸ados dos
fetos considerados prematuros e na˜o prematuros usando os treˆs compressores.
A u´ltima caracter´ıstica analisada foi o peso a` nascenc¸a. Esta varia´vel foi analisada
em quatro diferentes variantes: os bebe´s cujo peso a` nascenc¸a e´ considerado normal,
aqueles com peso abaixo de um certo percentil, isto e´, percentil 3 (p3) e percentil 10
(p10) e os que se encontram entre os dois.
Mais uma vez, a menos da diferenc¸a do poder de compressa˜o, os 3 compressores
comportam-se de forma similar. Nota´mos uma certa estabilidade na evoluc¸a˜o dos
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trac¸ados considerados normais, ao contra´rio dos restantes. De salientar as grandes
diferenc¸as registadas na semana 30 onde enquanto a taxa dos trac¸ados normais e p3
sa˜o similares, os trac¸ados p10 e ”entre p3 e p10”sa˜o muito mais baixos (Figura 4.6).
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Figura 4.6: Relac¸a˜o entre o peso do bebe´ a` nascenc¸a e a taxa de compressa˜o dos
trac¸ados ao longo da gravidez usando os 3 compressores, onde p3 indica o percentil 3
e p10 o percentil 10.
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4.2 Ana´lise Wavelets
Em virtude de na˜o termos notado uma clara vantagem no uso de um compressor em
detrimento de outro na secc¸a˜o anterior, a compressa˜o realizada nos testes desta secc¸a˜o
foi feita pelo compressor paq8l.
Os primeiros testes realizados com a te´cnica das wavelets consistiu numa base de
dados com 67 trac¸ados do per´ıodo anteparto, dos quais 48 normais, 10 patolo´gicos e
9 suspeitos, de acordo com uma ana´lise a` posteriori por parte dos especialistas que
avaliaram o bem estar do bebe´ a` nascenc¸a atrave´s do pH do corda˜o umbilical. Para
cada grupo foram calculados os ra´cios de compressa˜o sem wavelets e com a aplicac¸a˜o
das mesmas. Para isso usa´mos as wavelets Haar, Daubechies e Coiflet, aplicando
sempre o threshold universal. Pela ana´lise da Figura 4.7 nota´mos uma similaridade no
comportamento das wavelets Daubechies e Coiflet, ao contra´rio da wavelet Haar. Neste
u´ltimo caso, encontra´mos acentuac¸o˜es nas diferenc¸as entre os ra´cios de compressa˜o
essencialmente para os trac¸ados considerados normais, como se pode ver na Figura
4.8.
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Figura 4.7: Gra´ficos de comparac¸a˜o entre o ra´cio de compressa˜o sem utilizac¸a˜o de
wavelets e com a utilizac¸a˜o das wavelets Daubechies, Coiflet e Haar para trac¸ados
normais (N), suspeitos (MSA) e patolo´gicos (NA), onde os trac¸ados azuis representam
o ra´cio de compressa˜o sem wavelet e os vermelhos com o wavelet respetivo
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Figura 4.8: Gra´ficos de caixa com a comparac¸a˜o entre o ra´cio de compressa˜o das
wavelets Daubechies, Coiflet e Haar para trac¸ados normais (N), suspeitos (MSA) e
patolo´gicos (NA)
No sentido de avaliar melhor o desempenho da wavelet Haar, fizemos o mesmo teste
mas para um conjunto de dados maior consistindo em 5877 trac¸ados de categoria
normal, 120 de categoria suspeito e 34 da categoria patolo´gico. O que observa´mos
(Figura 4.9) foi um comportamento muito semelhante na˜o so´ entre as diferentes
categorias como tambe´m na utilizac¸a˜o ou na˜o das wavelets. Foi tambe´m testada
a substituic¸a˜o do threshold universal por um threshold constante de valor absoluto
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superior, o que resultou num maior nu´mero de coeficientes de detalhe wavelet anulados.
Essa alterac¸a˜o, embora notada por um ra´cio de compressa˜o maior, na˜o trouxe qualquer
benef´ıcio.
Figura 4.9: Gra´ficos de caixa com a comparac¸a˜o entre as wavelets Daubechies, Coiflet
e Haar para as categorias normal, suspeito e patolo´gico
Do mesmo conjunto de dados foram selecionados todos os trac¸ados referentes a` semana
30 da gravidez. O objeto de estudo foi tentar perceber se era poss´ıvel prever a prema-
turidade de um feto atrave´s da variabilidade curta ou compressa˜o e se a utilizac¸a˜o de
wavelets trazia algum benef´ıcio. De um total de 368 trac¸ados definimos prematuro o
bebe´ que nascera antes das semanas 37 (54 prematuros), 34 (19 prematuros) e 33 (14
prematuros). Constata´mos que nas treˆs categorias os resultados foram algo similares.
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De notar uma melhoria na previsa˜o sempre que a wavelet Daubechies foi aplicada, em
comparac¸a˜o com a compressa˜o usual e resultados positivos para a variabilidade curta
nas semanas 33 e 34.
Figura 4.10: Ana´lise do ra´cio de compressa˜o (Comp ratio), wavelet Daubechies
(db15 CR) e variabilidade curta (STV) na predic¸a˜o de prematuridade (< 33 semanas)
CAPI´TULO 4. ANA´LISE DE RESULTADOS 76
Figura 4.11: Ana´lise do ra´cio de compressa˜o (Comp ratio), wavelet Daubechies
(db15 CR) e variabilidade curta (STV) na predic¸a˜o de prematuridade (< 34 semanas)
Figura 4.12: Ana´lise do ra´cio de compressa˜o (Comp ratio), wavelet Daubechies
(db15 CR) e variabilidade curta (STV) na predic¸a˜o de prematuridade (< 37 semanas)
Ainda do mesmo dataset foram selecionados os trac¸ados referentes aos cardiotocogra-
mas realizados durante a semana 37 da gravidez. Agora, em vez da prematuridade,
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foi o sexo do bebe´ que tenta´mos prever usando as variabilidades curta e longa do
trac¸ado, o pH, o peso do bebe´ a` nascenc¸a, a compressa˜o com e sem a aplicac¸a˜o das
wavelets. Este conjunto de dados e´ formado por 3441 trac¸ados, dos quais 1767 sa˜o do
sexo masculino e 1674 do sexo feminino e as func¸o˜es wavelets usadas foram a Haar e
Daubechies com threshold universal. Concluimos atrave´s da Figura 4.13, que apenas o
peso e a variabilidade curta (STV) eram bons preditores do sexo do bebe´. Atrave´s de
um teste ajustado, foi colocado de parte a hipo´tese de dependeˆncia entre as varia´veis
STV e peso (Figura 4.14).
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Figura 4.13: Ana´lise do ra´cio de compressa˜o (Comp ratio), wavelet Haar (Haar CR),
wavelet Daubechies (db15 CR), pH do corda˜o umbilical, variabilidade longa (LTV) e
variabilidade curta (STV) do trac¸ado e peso a` nascenc¸a na predic¸a˜o do sexo a` nascenc¸a
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Figura 4.14: Resultados do ajustamento das varia´veis STV e peso para a previsa˜o do
sexo do bebe´
Por fim, foram analisados trac¸ados obtidos no per´ıodo intraparto, isto e´, durante o
parto. De um conjunto de 148 trac¸ados, 142 foram considerados normais por parte dos
especialistas, enquanto 6 foram considerados patolo´gicos. O objetivo seria comparar
cada um dos grupos atrave´s do ra´cio de compressa˜o juntamente com a aplicac¸a˜o
das wavelets Haar e Daubechies usando threshold universal. Como se pode ver pelo
diagrama de caixas da Figura 4.15, o uso de wavelets na˜o trouxe vantagem ate´ porque
na˜o existe distinc¸a˜o entre os trac¸ados normais e os patolo´gicos.
CAPI´TULO 4. ANA´LISE DE RESULTADOS 80
Figura 4.15: Gra´fico de caixa de trac¸ados obtidos no per´ıodo intraparto. Ra´cios de
compressa˜o sem (CR) e com o uso de wavelets (Haar e Daubechies usando threshold
universal)
4.3 Ana´lise CompLearn
O objetivo desta secc¸a˜o e´ avaliar o comportamento do CompLearn na ana´lise dos
trac¸ados de batimento card´ıaco fetal. De um dataset com um total de 14812 entradas,
foram selecionados os trac¸ados referentes a` semana 37 da gravidez no sentido de
garantir que todos os fetos estavam nas mesmas condic¸o˜es, isto e´, 3522 trac¸ados. Em
virtude da a´rvore resultante do algoritmo do CompLearn requerer tempo exponencial
em relac¸a˜o ao nu´mero de entradas, tivemos de restringir este nu´mero nos testes que
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se seguem. Em primeiro lugar testa´mos se o algoritmo seria capaz de distinguir os
trac¸ados cujo pH do corda˜o umbilical a` nascenc¸a eram muito baixos dos muito altos.
Posteriormente foi feito o mesmo mas para a variabilidade curta.
4.3.1 CompLearn vs pH
Foram selecionados 19 trac¸ados cujo pH do bebe´ a` nascenc¸a era inferior a 7 e outros
tantos com pH superior a 7.2. O objetivo era percebe se o CompLearn tinha a
capacidade de classificar os 38 trac¸ados nestes dois grupos.
Como se veˆ pela Figura 4.16, a compressa˜o na˜o esta´ relacionada com o pH do corda˜o
umbilical medido a` nascenc¸a.
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Figura 4.16: A´rvore de classificac¸a˜o do Complearn para 38 trac¸ados onde 19 sa˜o de
bebe´s cujo pH do corda˜o umbilical a` nascenc¸a era inferior a 2, e outros 19 superior a
2.2
4.3.2 CompLearn vs Variabilidade Curta
Foram selecionados 40 trac¸ados, metade dos quais com variabilidade curta inferior a
20 enquanto na outra metade a variabilidade curta e´ superior a 70.
Como se pode ver na Figura 4.17, o CompLearn facilmente distingue os dois grupos.
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Figura 4.17: A´rvore criada pelo CompLearn para trac¸ados com diferentes variabilida-
des curtas (20 a verde e 70 a laranja)
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No entanto, se adicionarmos 20 trac¸ados cuja variabilidade curta ronda os 50, o
algoritmo ja´ na˜o tem resultados ta˜o promissores, mas ainda assim algo satisfato´rios
(Figura 4.18).
Figura 4.18: A´rvore criada pelo Complearn para trac¸ados com diferentes variabilidades
curtas (20 a verde, 50 a azul, 70 a laranja)
Podemos assim concluir que de certa forma a compressa˜o esta´ relacionada com a
variabilidade curta de um trac¸ado.
Cap´ıtulo 5
Conclusa˜o
Os resultados obtidos na dissertac¸a˜o de doutoramento [30] foram encorajadores e desta
forma, nesta dissertac¸a˜o, pretendeu-se avaliar o interesse e utilidade de compressores
com perdas (wavelets) na detec¸a˜o de anomalias usando a compressa˜o. A questa˜o de
investigac¸a˜o fundamental desta dissertac¸a˜o era averiguar se as perdas desses compres-
sores teriam correspondeˆncia com o ru´ıdo inerente no sinal fisiolo´gico e desta forma o
me´todo de classificac¸a˜o por compressa˜o seria mais fia´vel.
Numa primeira fase do trabalho usa´mos compressores sem perdas para determinar a
evoluc¸a˜o dos fetos ao longo do tempo (semanas) a n´ıvel de complexidade/compressa˜o
dos trac¸ados de batimento card´ıaco fetal. Para tal, usamos treˆs compressores diferentes
e todos apresentaram a mesma dinaˆmica a menos de diferenc¸as de escala. Efetuamos
a mesma ana´lise para tentar detetar diferenc¸as entre sexos, no entanto a dinaˆmica
parece ter um comportamento ana´logo para ambos os sexos. Depois estudamos a
possibilidade de existirem diferenc¸as entre os fetos com um bom vs mau outcome (pH
do corda˜o umbilical) e, para este dataset, verficou-se um maior poder de compressa˜o
para os trac¸ados patolo´gicos ao longo de quase todas as semanas de gestac¸a˜o. Relati-
vamente aos grupos de fetos pre´-termo (habitualmente definido como nascer com 36
ou menos semanas) e termo normal, deteta´mos neste conjunto de dados, diferenc¸as
na dinaˆmica ao longo das semanas de gestac¸a˜o, o que significa que a compressa˜o pode
ser um bom indicador para esta varia´vel. Por fim, relativamente a`s diferenc¸as de peso
(percentil 3, percentil 10, entre o percentil 3 e o 10, e os normais) foram detetadas
diferenc¸as na dinaˆmica dos va´rios grupos o que mais uma vez nos leva a acreditar
que a compressa˜o pode ser um bom preditor desta varia´vel. De forma a suportar
estes resultados, achamos relevante validar de forma mais rigorosa estes resultados
aplicando as mesmas te´cnicas num conjunto de dados maior e usando metodologia
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estat´ıstica para a comparac¸a˜o dos grupos.
De seguida usa´mos func¸o˜es wavelet (que podem ser vistas como compressores com
perdas) para comparar a sua efica´cia neste tipo de abordagem relativamente aos
compressores sem perdas, mais uma vez na analise de batimento card´ıaco fetal. O
dataset que usa´mos foi constru´ıdo em [31] e pretendia-se agrupar os trac¸ados em
normal, suspeito e patolo´gico. Os resultados pareciam prometedores para o caso da
wavelet haar, no entanto apo´s usarmos esta mesma wavelet num dataset de maior
dimensa˜o tal na˜o foi o caso. Uma poss´ıvel explicac¸a˜o para estes resultados pode ser
baseada no facto de os 3 clusters terem sido definidos com base no pH do corda˜o
umbilical que no primeiro estudo foi rigorosamente recolhido e no dataset com mais
dados na˜o, pois foram obtidos diretamente do sistema de informac¸a˜o do hospital.
Estuda´mos tambe´m a utilidade das wavelets na predic¸a˜o de fetos prematuros com
base nos trac¸ados a` semana 30. Neste caso, sab´ıamos que a compressa˜o sem perdas
o conseguia fazer com significado estat´ıstico, mas com base nas wavelets conseguiu-se
melhorar a qualidade da predic¸a˜o relativamente aos compressores sem perdas. Como
trabalho futuro pretendemos avaliar quais as func¸o˜es wavelet que melhor se adaptam
a este tipo de dados. Sera´ tambe´m interessante estudar os me´todos de remoc¸a˜o de
ru´ıdo (denoising), i.e., threshold e mais uma vez ajustar ao tipo de dados em causa.
Relativamente ao me´todo CompLearn, seleciona´mos um conjunto de trac¸ados da se-
mana 37 e tenta´mos estudar qual a caracter´ıstica dos trac¸ados que estava a ser explo-
rada pelo me´todo. Conclu´ımos que a variabilidade curta dos trac¸ados e´ o principal
fator no clustering usando o CompLearn. Para trabalho futuro pretendemos criar
uma implementac¸a˜o do algoritmo CompLearn com base nas wavelets. Sugerimos
ainda tentar aplicar estes me´todos a outros sinais fisiolo´gicos e outros me´todos de
data mining cla´sicos em substituic¸a˜o da 2a fase do CompLearn de forma a tornar o
me´todo mais ce´lere.
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