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Abstract
The generalized integral transform technique (GITT) is applied to solve the one-dimensional advection–dispersion equation
(ADE) in heterogeneous porous media coupled with either linear or nonlinear sorption and decay. When both sorption and decay
are linear, analytical solutions are obtained using the GITT for one-dimensional ADEs with spatially and temporally variable flow
and dispersion coecient and arbitrary initial and boundary conditions. When either sorption or decay is nonlinear the solutions to
ADEs with the GITT are hybrid analytical–numerical. In both linear and nonlinear cases, the forward and inverse integral
transforms for the problems described in the paper are apparent and straightforward. Some illustrative examples with linear
sorption and decay are presented to demonstrate the application and check the accuracy of the derived analytical solutions. The
derived hybrid analytical–numerical solutions are checked against a numerical approach and demonstratively applied to a nonlinear
transport example, which simulates a simplified system of iron oxide bioreduction with nonlinear sorption and nonlinear reaction
kinetics. Ó 2000 Elsevier Science Ltd. All rights reserved.
1. Introduction
The mathematical simulation of solute transport in
porous media commonly includes a need to model ad-
vection, dispersion, sorption, and reactions. Analytical,
semi-analytical, and numerical approaches are fre-
quently used in subsurface hydrology to solve these
mathematical problems. Many analytical and semi-an-
alytical solutions have been developed to simulate solute
transport in porous media (e.g., [2,24]) and to check the
accuracy of numerical approaches. However, past ap-
plications of the analytical and semi-analytical solutions
have usually been limited to porous media with very
simple and specific conditions that are pre-requisites to
the finding of the solutions. Examples of such assumed
conditions include homogeneous or specifically defined
porous media (such as layered media), steady-state flow,
and constant dispersion coecient. In reality, subsur-
face porous media are seldom homogeneous and the
properties of porous media are spatially and temporally
variable [6,10]. The solute transport problems with these
more complicated transport properties are not amenable
to many of the traditional analytical approaches typi-
cally used in deriving analytical or semi-analytical so-
lutions in subsurface hydrology, such as Laplace or
Fourier transforms, for which diculties can be asso-
ciated with both forward and inverse transforms.
Therefore, numerical approaches have been more widely
applied to simulate these complicated cases. To date,
analytical or semi-analytical solutions to test and vali-
date the numerical approaches under many complex
conditions have not been available.
The objective of this paper is to present solutions for
one-dimensional solute transport problems coupled with
either linear or nonlinear sorption and/or decay and
with conditions that allow temporally and/or spatially
variable flow vx; t and dispersion coecient Dx; t,
as well as space-variable initial and time-variable
boundary conditions. The generalized integral trans-
form technique (GITT) [5,16] is used in this paper due to
its flexibility in facilitating the construction of an inte-
gral transform pair (forward and inverse transforms)
and the relative ease with which the resulting integral
transform pair can be mathematically manipulated. The
GITT has been developed and described with regard to
its use in the derivation of unified analytical solutions
for linear heat transfer and mass diusion problems [16],
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and the method has recently been advanced to include
nonlinear problems of heat transfer and fluid flow [5].
However, the application of the GITT to solve solute
transport problems in subsurface hydrology has not
been widely explored. A few cases include Almeida and
Cotta [1], who demonstrated how this method could be
used to derive an analytical solution to a two-dimen-
sional linear transport problem in homogeneous porous
media; and Liu and others [14], who applied this tech-
nique to derive an analytical solution for one-dimen-
sional solute transport in heterogeneous porous media
(approximated by multi-layer). The approach used and
problems solved in this paper significantly extends the
prior work of Liu et al. [14]. First, the assumed values of
flow velocity and dispersion coecient are allowed to be
arbitrary functions of space and time. The solutions
derived with this extension thus allow the handling of
more complicated problems, such as those where the
properties of porous media change spatially and tem-
porally. Second, in the work presented here, we include
a possibility for sorption and decay which can be either
linear or nonlinear in its mathematical formulation.
More specifically, the present paper describes how the
GITT can be used to derive analytical solutions for
solute transport problems in porous media with spatially
and temporally variable flow and dispersion coecient
coupled with linear sorption and decay, and to derive
hybrid analytical-numerical solutions when sorption
and/or decay is nonlinear.
2. Problem formulation and solution
We begin by considering the following general one-
dimensional mathematical model of solute transport in
porous media:
RC; x oC
ot
 o
ox
Dx; t oC
ox
 
ÿ vx; t oC
ox
 IC; x; t; 1a
which describes processes of advection, dispersion,
equilibrium sorption, and decay. In Eq. (1a), C denotes
the aqueous solute concentration; Dx; t is dispersion
coecient; vx; t is linear velocity; RC; x is retarda-
tion factor; and IC; x; t is rate of decay per unit
volume of aqueous solution. Both Dx; t and vx; t
are assumed generally to be functions of space x and
time t; RC; x is assumed to be a function of con-
centration C and space x; and the decay rate is as-
sumed to be a function of concentration C, space x,
and time t. All terms will be a function of the physical
and geometric properties of the porous medium (e.g.,
porosity and bulk density). Eq. (1a) is subjected to fol-
lowing general boundary and initial conditions
[7,20,24,25]:
vx; tCx; t ÿ Dx; t oCx; t
ox

x0
 vx  0; tf t;
1b
oCx; t
ox

xL
 0; 1c
Cx; tjt0  F x; 1d
where L is the length of the porous medium.
The solution method begins with variable substitu-
tion in Eq. (1a) in order to make the inlet boundary
condition (1b) homogeneous, thus improving overall
convergence behavior of the solution at the inlet
boundary point [1,5,14]
Cx; t  Ux; t  f t; 2
where Ux; t is the solution of following problem:
RC; x oU
ot
 o
ox
Dx; t oU
ox
 
ÿ vx; t oU
ox
ÿ RC; x df t
dt
 IC; x; t
3
with RC; x;Dx; vx; IC; x; t defined as before.
Ux; t has the same forms of boundary conditions as
(1b) and (1c) but with the right side now set equal to
zero for both equations.
The initial condition of Ux; t becomes
Ux; tjt0  F x ÿ f 0:
In order to solve problem (3) through the GITT, a
pair of transforms, namely an integral transform and an
inverse transform, has to be established [1,5,14]. For the
current problem (3), we select the following auxiliary
problem, because of its simplicity for the purpose of
constructing the pair of transforms:
d2unx
dx2
 b2nunx  0 n  1; 2; . . . ;1 4a
with the following boundary conditions:
v0unx ÿ D0
dunx
dx

x0
 0; 4b
dunx
dx

xL
 0; 4c
where bn and unx are nth eigen value and its corre-
sponding eigen function, respectively. The values of
constant v0 and D0 are vx; t and Dx; t at x  0; t  0.
Auxiliary problem (4) has the following eigen func-
tion and norm [19]:
unx  cosbnLÿ x; Nn 
1
2
L
 
 v0D0
b2nD
2
0  v20
!
respectively, and its eigen value is determined from the
following equation:
v0 cosbnL ÿ D0bn sinbnL  0:
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Having obtained the eigen functions for the system
(4), we can construct [5,16], the forward transform
Tnt  1
N 1=2n
Z L
0
unxUx; tdx 5
and its corresponding inverse transform
Ux; t 
X1
n1
1
N 1=2n
unxTnt: 6a
From a computational point of view, inverse transform
(6a) is truncated at its Mth term with M selected at a
value large enough to produce the desired level of ac-
curacy. Thus, we write inverse transform (6a) as
Ux; t 
XM
n1
1
N 1=2n
unxTnt: 6b
Eq. (6b) involves Tnt terms n  1; 2; . . . ;M, which
have to be determined from Eq. (3). In order to derive
Tnt, we apply the operator
R L
0
unx=N 1=2n dx to Eq.
(3) to obtain
1
N 1=2n
Z L
0
unxRC; x
oU
ot
dx
 1
N 1=2n
Z L
0
unx
o
ox
Dx; t oU
ox
 
dx
ÿ 1
N 1=2n
Z L
0
unxmx; t
oU
ox
dx
ÿ 1
N 1=2n
Z L
x0
RC; xunx
df t
dt
dx
 1
N 1=2n
Z L
x0
IC; x; tunxdx:
7
After rearrangement and using inverse transform (6b),
Eq. (7) becomes:XM
r1
AnrT dTrt
dt

XM
r1
BnrtTrt  gnT ; t
n  1; 2; . . . ;M ;
8
where
AnrT 
Z L
0
unxurx
N 1=2n N
1=2
r
RC; xdx;
Bnrt  1
N 1=2n N
1=2
r
Z L
0
vx; tunx
durx
dx

ÿ urx
d
dx
Dx; t dunx
dx
 
dx
 1
N 1=2n N
1=2
r
vx

 0; tun0ur0
ÿ Dx  0; tur0
dun0
dx

;
gnT; t 
Z L
0
unx
N 1=2n
IC; x; t

ÿ RC; x df t
dt

dx:
In matrix form, system (8) becomes
AT dTt
dt
 BtTt  GT; t: 9a
Here matrix A(T) is a symmetric positive definite matrix
(see Appendix A). This property is exploited in subse-
quent development, such as finding the inverse to the
matrix, and in numerically solving Eq. (9a).
The initial condition for Eq. 9(a) can be derived by
applying integral transform (5) to initial condition of
problem (3)
Tn0 
Z L
0
unx
N 1=2n
F x ÿ f 0dx: 9b
Once one solves for the set of coupled first-order
dierential equations described by (9a) and (9b), inverse
formula (6b) can be called to calculate Ux; t, and
Eq. (2) used to calculate concentration Cx; t. Gener-
ally, problem (9) has to be solved numerically; however
in linear cases these equations can be solved analytically.
In the next section, we will derive and discuss these
analytical solutions under various conditions. For non-
linear cases, problem (9) may be solved by applying, to a
prescribed level of accuracy, any of several nonlinear
ordinary dierential equation solvers found in many
public math libraries, such as the IMSL library [13]. In
Section 4, we will give some illustrative examples to
demonstrate how we can use GITT to solve nonlinear
transport problems.
3. Analytical solutions
In this section, we demonstrate the use of the GITT
to derive a general analytical solution to solute transport
problem with spatially and temporally variable flow and
dispersion coecient when coupled with linear sorption
and decay. The linearity of both sorption and decay are
required in order to solve Eq. (9a) analytically. Because
all mathematical procedures used in Eqs. (9a) and (9b)
are analytical, the complete analytical solution to
problem (1) only requires that we analytically solve a set
of first order dierential equations described by (9a) and
(9b).
When both sorption and decay are linear
RC; x  Rx; IC; x; t  k0x; t ÿ k1x; tC, Eq. (9a)
can be simplified as follows:
A
dTt
dt
 BtTt  Gt; 10
where
Anr 
Z L
0
unxurx
N 1=2n N
1=2
r
Rxdx;
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Bnrt  1
N 1=2n N
1=2
r
Z L
0
vx; tunx
durx
dx

ÿ urx
d
dx
Dx; t dunx
dx
 
dx
 1
N 1=2n N
1=2
r
vx

 0; tun0ur0
ÿ Dx  0; tur0
dun0
dx

 1
N 1=2n N
1=2
r
Z L
0
k1x; tunxurxdx
gnt 
Z L
0
unx
N 1=2n
k0x; t

ÿ Rxdf t
dt
ÿ k1x; tf t

dx:
Here concentration C in the term, k1x; tC, is replaced
by its inverse transform (6b) and its nonlinear part has
been moved from gnt to Bnrt in order to make gnt
linear. Eq. (10) forms a typical linear system that has a
following form of analytical solution [22]:
Tt  Ut; 0T0 
Z t
0
Ut; sAÿ1Gsds; 11
where Ut; s is a transition matrix, also called the
Peano–Baker Series in linear system theory [22]. Tran-
sition matrix, Ut; s, is defined as follows:
Ut; s  I
Z t
s
Pr1dr1 
Z t
s
Pr1
Z r1
s
Pr2dr2 dr1

Z t
s
Pr1
Z r1
s
Pr2
Z r2
s
Pr3dr3 dr2 dr1     ;
12
where Pt  ÿAÿ1Bt:
Theoretically speaking, Eqs. (2), (6b) and (11), pro-
vide a general analytical solution for problem (1) with
linear sorption and decay in porous media and with
time- and space-variable parameters. To our knowledge,
this analytical solution is new, or at least has not been
previously published in peer-reviewed literature. The
transition matrix, Ut; s, which has been extensively
discussed in linear system theory, should have desirable
mathematical properties similar to an exponential
function [22]. For practical purposes of simulating sol-
ute transport problems, the applicability of the analyti-
cal solution described by (2), (6b) and (11) will therefore
strongly depend on the degree of diculty in evaluating
this transition matrix, Ut; s. In the rest of this section,
we will discuss two broad classes of problems for which
the transition matrix can be significantly simplified so
that the analytical solution described by Eqs. (2), (6b)
and (11), can be of practical value.
3.1. Steady state flow, dispersion coecient, and decay
For steady state flow, dispersion coecient, and de-
cay, B(t) matrix in Eq. (10) becomes constant. In these
cases, transition matrix Ut; s can be simplified into a
matrix exponential and solution (11) becomes,
Tt  expÿAÿ1BtT0  expÿAÿ1Bt

Z t
0
expAÿ1BsAÿ1Gsds; 13
where:
Anr 
Z L
0
unxurx
N 1=2n N
1=2
r
Rxdx;
Bnr  1
N 1=2n N
1=2
r
Z L
0
vxunx
durx
dx

 Dx durx
dx
dunx
dx

dx
 1
N 1=2n N
1=2
r
v0ur0un0
 1
N 1=2n N
1=2
r
Z L
0
k1xunxurxdx;
Gnt  G1n  G2n df t
dt
 G3nf t
G1n 
Z L
0
unx
N 1=2n
k0xdx
G2n  ÿ
Z L
0
unx
N 1=2n
Rxdx;
G3n  ÿ
Z L
0
unx
N 1=2n
k1xdx;
Eqs. (2), (6b) and (13), form an analytical solution for
solute transport problems in heterogeneous porous
media with space-variable parameters Rx;Dx; vx;
k0x; k1x. Compared with the analytical solution in
heterogeneous porous media by Liu et al. [14], the cur-
rent solution is more flexible in dealing with various
porous media properties because the parameters,
Rx;Dx; vx; k0x; k1x, can now be treated as arbi-
trary functions. The matrix exponential in Eq. (13) can
be eciently and accurately evaluated using an eigen
value method which has been detailed elsewhere [17].
Constant matrices of A and B, and vectors G1, G2, and
G3 can be evaluated either analytically or numerically
depending on the function properties in corresponding
integrals. When a numerical method is used to evaluate
these constant matrices or vectors, Fast Fourier Trans-
form can be used to accurately and eciently perform
the integration [21].
Fig. 1 shows two simple examples that are used to
verify our current solution against two analytical solu-
tions previously developed for the simple case of
486 C. Liu et al. / Advances in Water Resources 23 (2000) 483–492
homogeneous porous medium (Fig. 1(a) for constant
inlet condition and no decay and Fig. 1(b) for variable
inlet condition and decay). As shown in these figures,
the numerical values generated by the current analytical
solution are identical to the results from BrennerÕs so-
lution [3] for the case of constant inlet boundary con-
dition and a solution by van Genuchten and Alves [24]
for the time-variable inlet boundary condition. In the
examples, the convergence of the series solution (6b)
requires approximately 30 terms. Here the convergence
of the series solution (6b) is assumed when the dierence
between the calculated concentrations using truncated
series and ‘‘complete series’’ (here complete series is
represented by the solution (6b) with 300 terms) is less
than 0.1%. Both solutions provided by Brenner [3] and
van Genuchten and Alves [24] also require roughly
about 30 terms to converge.
Fig. 2(a) and (b) show an example in a heterogeneous
porous medium with continuously space-varying func-
tions of transport parameters. Fig. 2(a) shows concen-
tration distribution (solid line) at t  2 days. It also
shows concentration distributions when the continu-
ously space-variable parameters are simulated assuming
one-layer-averaged (dash line) and two-layer-averaged
(dotted line) approximation of the porous medium. For
the two-layer case, the two layers are separated at the
center of the medium. It is apparent that the concen-
tration distribution from the one-layer-averaged model
is dierent from the true model, while the two-layer-
averaged model is able to closely simulate that reflected
by the ‘‘true’’ model (Fig. 2(a)). With an increase in the
number of layers considered, a layer-averaged model
can better approximate a heterogeneous system. In this
Fig. 1. Concentration changes in a homogeneous porous medium. Fig.
1(a) shows a case with zero initial concentration, constant inlet con-
dition f t  C0, and no decay. Parameters used: medium length
L  30 cm, retardation factor R  4:25, velocity m  10 cm/d,
dispersion coecient D  4 cm2/d. Fig. 1(b) shows the same case as
in Fig. 1(a) except that inlet concentration is a function of time
f t  Ca  Cb expÿt;Ca  0:4 and Cb  0:6 and there is a decay
IC  ÿ0:1C  0:01 l/d.
Fig. 2. Concentration changes in a heterogeneous porous medium.
Fig. 2(a) shows concentration distributions in the porous medium
L  20 cm) at time t  2 days) for three cases: (1) (solid line) the
porous medium has properties, R  2:4 0:04x, m  14ÿ 0:2x cm/d,
D  10ÿ 0:1x cm2/d, IC  ÿ0:1 0:01xC  0:001x 0:01 l/d,
f t  Ca  Cb expÿt;Ca  0:4 and Cb  0:6; (2) one layer po-
rous medium with average properties of case (1); (3) two layer porous
medium with average properties of case (1). Fig. 2(b) shows break-
through curves of three cases described in Fig. 2(a).
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example, a five-layer-averaged model can very closely
approximate the heterogeneous medium with continu-
ously variable parameters over space (data not shown).
Fig. 2(b) shows that the breakthrough curves from
the true and both of the two approximated models are
very close to each other. This result indicates that
breakthrough curves may not be a sensitive means of
detecting heterogeneity of porous media. Although
breakthrough curves can be used to estimate parameters
for any of assumed physical model, we should not
expect ‘‘goodness-of-fit’’ criteria to provide much indi-
cation of the accuracy of our assumed physical model,
vis-a-vis actual variations (and locations of variation)
for the physical properties of the porous medium.
3.2. Transitional flow and decay in homogeneous porous
media
Another class of transport problems for which the
evaluation of the transitional matrix Ut; s (12) can be
significantly simplified is under an assumption that the
porous medium is homogeneous and
Dt  aLvt; 14
where aL is a longitudinal dispersivity. In this class of
problems, the flow velocity, resulting dispersion coe-
cient, and decay rate are all allowed to change with time.
Assumption (14) is often used to describe solute trans-
port in porous media with dispersion dominated by
mechanical properties of the porous medium [2,9]. Un-
der these assumptions, the coecients in matrix Eq. (9a)
becomes,
Anr  Rdnr;
Bnnt  vt aLb2n

 1ÿ cos
2bnL
2Nn

 k1t;
Bnrt  vtb2r 1ÿ cosbnLcosbrL
ÿ bnbr sinbnL sinbrL=N 1=2n N 1=2r b2r ÿ b2n
n 6 r;
gnt  k0t

ÿ R df t
dt
ÿ k1tf t

sinbnL
bnN
1=2
n
:
With these coecients, we obtain the following rela-
tionship:
Pt
Z t
s
Prdr 
Z t
s
PrdrPt; 15
Pt  ÿAÿ1Bt  ÿ vt
R
B1 ÿ k1tR I;
where P matrix is defined before and I is identity matrix
and constant matrix B1 has following constant elements:
B1nn  aLb2n

 1ÿ cos
2bnL
2Nn

;
B1nr  b
2
r 1ÿ cosbnLcosbrL ÿ bnbr sinbnLsinbrL
N 1=2n N
1=2
r b2r ÿ b2n
n 6 r:
Using the relationship (15), the transition matrix,
Ut; s, can be simplified as follows [22]:
Ut;s exp
Z t
s
Prdr
 
 exp

ÿ 1
R
Z t
s
k1rdr

exp

ÿ 1
R
B1
Z t
s
vrdr

:
As described before, this matrix exponential can be ac-
curately and eciently evaluated using a previously
described eigen value method [17]. Using (16), we have
Tt  exp

ÿ 1
R
Z t
0
k1rdr

 exp

ÿ B1
R
Z t
0
vrdr

T 0

Z t
0
exp

ÿ 1
R
Z t
s
k1rdr

 exp

ÿ B1
R
Z t
s
vrdr

Gsds:
17
Note that for this class of problems, D0 and v0 in the
boundary condition for (4b) can be taken as aL and 1,
respectively. Thus, the solution (6b) automatically sat-
isfies the inlet boundary condition for (3), regardless of
how velocity may change with time.
Fig. 3 shows an example of solute transport under
conditions of time-increasing flow velocity and disper-
sion coecient. As shown in Fig. 3, the concentration
profiles are steeper at short time than at longer time,
indicating that dispersion increases with time. This is an
expected result, given that the dispersivity (0.1 cm) is
held constant and that velocity is increasing with time.
4. Analytical–numerical solution
When either decay, sorption, or both are nonlinear,
then the solution to problem (1) becomes a hybrid an-
alytical–numerical solution. This is because solution
(6b) is analytic only with respect to the spatial variable,
and the temporal part needs to be solved numerically
from problem (9). In the examples explored subse-
quently, problem (9) is solved through the use of an
adaptive ordinary dierential equation solver, DIV-
PAG, found in the IMSL library [13]. The coecients in
Eqs. (9a) and (9b) are updated using Fast Fourier
Transform [13,21]. Generally speaking, solutions for
nonlinear transport problems under the GITT converge
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slowly and intensive computational eort is required
compared with pure numerical approaches. For the two
examples that will be discussed subsequently, approxi-
mately 100 terms are required to reach convergence.
Most of the computational cost of GITT for nonlinear
problems lies in updating the coecients in Eqs. (9a)
and (9b). However, GITT can provide a highly accurate
solution to nonlinear problems [5]. This is because a
solution to the finite nonlinear system (9) will converge
to a solution to the corresponding infinite system for
suciently large M [4] and all of numerical procedures
used in this approach can be controlled to achieve a
prescribed level of accuracy. Thus the hybrid analytical–
numerical solution may have a substantial value as a
benchmark for numerical methods.
Fig. 4 shows an example for problems of solute
transport with nonlinear sorption that has been ex-
plored by Goode and Konikow [11] and recently by
Huang et al. [12] using pure numerical approaches. Due
to its high accuracy of mass balance, the numerical ap-
proach (Modified Picard Iteration Method) described by
Huang et al. [12] is used to check the current hybrid
analytical–numerical approach. In Fig. 4, the results
from the numerical approach are obtained under very
fine discretization (space step  0:05 cm and time
step  0:01 s) and strict convergence criteria (error be-
tween two consecutive interactions < 10ÿ6 mg=l). The
same time step and convergence criteria are also used in
numerically solving problem (9) for the hybrid analyti-
cal–numerical solution. As shown in Fig. 4, the results
from the hybrid analytical–numerical solution are al-
most identical to the results from the numerical ap-
proach by Huang et al. [12].
Fig. 5 is a simplified example for purpose of illus-
tration, as to how our solution can be used to simulate
nonlinear iron oxide bioreduction with nonlinear sorp-
tion. In this example, iron oxide is reduced as an elec-
tron acceptor in a dissimilatory iron bioreduction
process [15]. We assume that the carbon source and
other nutrients are in excess such that the electron ac-
ceptor concentration is the only limiting factor on bio-
reduction rate. We also assume that this bioreduction
process follows a Monod-type kinetic expression [18]:
dC
dt
 lmax=Y A
KAs  A
X ; 18
Here C is the concentration of bioreduction product
Fe(II) (mmol/l); A is the concentration of iron oxide
surface sites that are available for bioreduction (mmol/
g), the lmax is the maximum growth rate (1/h), Y is yield
(cell/mmol of iron), KAs is a half saturation coecient for
Fig. 4. Concentration distribution (t  190 s) derived from hybrid
analytical–numerical solution and Modified Picard Iteration numerical
method for cases with nonlinear sorption. (dispersion coecient,
D  0:01 cm2/s; flow rate, m  0:1 cm/s; bulk density, qb  1:687 g/cm3;
porosity, e  0:37; sorbed concentration, S  0:3C0:7 (Freundlich),
 0:3C=1 100C mg/kg (Langmuir). (Example after Goode and
Konikow [11], Huang et al. [12].)
Fig. 3. Concentration changes in a homogeneous porous medium with
time-variable parameters. Fig. 3(a) shows a case with L  30 cm
Dt  0:1mt cm2/d; mt  10ÿ 8expÿt cm/d; IC  ÿ0:11ÿ
expÿtC  0:011ÿ expÿt l/d; R  3; f t  C0; Fig. 3(b) shows
the same case as in Fig. 4(a) except that f t  Ca  Cb expÿt,
Ca  0:4 and Cb  0:6.
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iron bioreduction (mmol/g), and X is cell density
(number of cells/ml).
In this example, cell density is assumed to be constant
because it has been observed that cell growth can often
be ignored in iron bioreduction processes when initial
cell concentration is about 108 cells/ml or higher [8,26].
Further, the iron bioreduction product, Fe(II), can have
a strong nonlinear sorption on iron surface sites [23].
Here we assume that the sorption of Fe(II) on iron ox-
ides surface sites follows a Langmuir isotherm model:
S  QKC
1 KC ; 19
where K is an anity coecient (cm3/mmol), Q is the
maximum sorbed concentration (mmol/g), and S is the
sorbed concentration (mmol/g). A site that is sorbed
with Fe(II) is assumed to be unavailable for bioreduc-
tion.
We also assume that the iron oxide aggregate is large
enough that the reduction process will not reduce the
total number of iron surface sites and that only the
sorption process will reduce the number of iron surface
sites that are available for iron bioreduction. Under
these assumptions, we have
A  Qÿ S: 20
Using Eq. (20) and (19) becomes,
dC
dt
 lmax=Y Qÿ S
KAs  Qÿ S
X : 21
Now considering Eq. (1a), we use Eq. (21) as I(C) and
Eq. (19) toward the estimation of a concentration de-
pendent value of R(C) to form our solute transport
problem with nonlinear sorption and nonlinear reaction.
Fig. 5(a) shows iron bioreduction rate change with
time in a batch system. This bioreduction rate can be
derived from Eqs. (19) and (21)
dC
dt
 QlmaxX=Y
2QKKAs lmaxX=Y t  Q KAs 2
q : 22
As shown in Eq. (22) and Fig. 5(a), Fe(II) sorption on
iron oxide surface sites has a strong eect on the bio-
reduction rate of iron oxide – i.e., on the rate at which
Fe(II) increases. Eventually, bioreduction will stop when
all the surface sites of iron oxide are occupied by the
reduction product, Fe(II).
Strong sorption (high anity coecient, K) will not
only reduce the aqueous concentration of Fe(II), but
also reduce the overall bio-availability of iron oxides
since a larger proportion of the Fe(II) will reside in the
sorbed phase at any given time. Fig. 5(b) shows how
these two processes lead to much lower breakthrough
concentrations for the Goethite case, which has a higher
Fe(II) anity coecient K  750 than the sediment
case K  7:5. However, unlike batch systems, in which
bioreduction process will eventually stop, the flow sys-
tem will continuously remove Fe(II) produced during
bioreduction. When this removal rate is the same as the
production rate, then the system will reach a steady
state, as shown in Fig. 5(b).
Fig. 6(a) and (b) show the eects of flow velocity on
the bioreduction rate of iron oxides. As shown in
Fig. 6(a), lower flow rates can have higher Fe(II) re-
moval rate per unit volume of flow; however, and as
shown by Fig. 6(b), the lower rates nevertheless have an
overall increased time duration per unit mass of iron
removal. As evident from Eq. (2) with sorption relation
(19) and reaction Eq. (21), the removal rate per unit
volume of flow will reach its maximum when the flow
rate reaches its minimum, so long as some flow is
maintained to avoid stopping bioreduction. However,
Fig. 5. Fe(II) concentration production during iron oxide bioreduc-
tion. Fig. 5(a) shows Fe(II) production rate with time in batch system.
Fig. 5(b) shows Fe(II) breakthrough curves in a 20 cm column. Pa-
rameters used: dispersivity aL  0:1 cm; velocity m  20 cm/h; bulk
density qb  1:62 g/cm3, porosity e  0:32; column length
L  20 cm; sorption isotherm S  QKC=1 KC; Q  1 mmol/g;
K (cm3/mmol) (see plot insets); IC  lmax=Y Qÿ SX=KAs  Qÿ S;
lmax=Y  1:21 10ÿ9 mmol/cell hour; X  108 cell/ml; KAs  1 mmol/g).
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the time duration per unit Fe(II) mass removal will reach
its maximum at these low flow rates. In field or real
experimental conditions, this trade-o between removal
time and flow volume will be complicated by other fac-
tors, such as the type of iron oxide mineral surface (with
associated eect on sorption characteristics), iron sorp-
tion on bacterial surfaces [23] and eects of variations in
nutrients, carbon-sources, or other geophysical, geo-
chemical, and biological factors. An optimal design of
iron bioreduction system may need to consider all of
these system conditions and their internal relations.
5. Conclusions
We have applied a generalized integral transform
technique to solve solute transport problems under
complex conditions of advection, dispersion, sorption,
and decay. A general analytical solution has been de-
veloped for application toward linear cases of solute
transport with space- and time-variable sorption, dis-
persion, flow, and decay. However, the applicability of
the analytical solution to evaluate concentrations for
any given practical problem depends strongly on the
degree of diculty in numerically evaluating the solu-
tion. Numerical evaluation of the solution can be greatly
simplified for two broad classes of problems: (a) steady
state flow and decay with arbitrary spatial functions of
transport parameters; and (b) transitional flow, disper-
sion, and decay in homogeneous porous media. When
either sorption, or decay, or both are nonlinear, solu-
tions obtained by the GITT become hybrid analytical–
numerical. In these cases, solution is still analytic with
respect to space variables. However, the temporal part
of the solution has to be solved numerically. For the
examples explored in this paper, the solution converges
fast when only nonlinear decay is considered (approxi-
mately 30 terms in the series solution); however, it
becomes slow when there is nonlinear sorption (ap-
proximately 100 terms). Nevertheless, the accuracy of
the solution derived by GITT can be controlled by
controlling every numerical step with prescribed accu-
racy [4,5]. In this sense, solutions by the GITT for
nonlinear problems have an important value as a means
of obtaining benchmark solutions against which other
potentially less computationally intensive methods
might be compared.
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Appendix A
This Appendix A serves to prove that matrix A(T) in
Eq. (9a) is positive definite.
For any n by 1 vector y, we have
yTATy 
Z L
0
RC; xyTUxUTxydx

Z L
0
RC; xUTxy2 dx P 0; A:1
where Ux is n by 1 vector consisting of eigen functions
Ux 
u1x=N 1=21
u2x=N 1=22
..
.
unx=N 1=2n
26664
37775:
Fig. 6. Fe(II) breakthrough curves and cumulative Fe(II) mass re-
moval from a column subject to iron oxide bioreduction under dif-
ferent flow velocities (see insets). Fig. 6(a) shows breakthrough curves
and Fig. 6(b) shows total mass removal from the column
(K  7:5 cm3=mmol and other parameters are the same as in Fig. 5).
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Eigen functions u1x;u2x; . . . ;unx are defined by
Eq. (4a). Because all eigen functions are mutually or-
thogonal, the only condition that makes Eq. (A.1) equal
zero is vector y  0. Therefore, A(T) is a positive definite
matrix.
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