I. INTRODUCTION
A filter is a network that selectively changes phasefrequency and/or amplitude-frequency of a signal in desired manner. The objective of filtering is to improve quality of a signal to extract information from signals or to separate two or more signals. A digital filter is algorithm implemented in both hardware and software that operates on digital input signal to produce digital output signal.
Digital filter are of two types depending upon response Finite Impulse Response (FIR) filter and Infinite Impulse Response (IIR) filter. IIR filters are digital counterpart to analog filter such a filter has internal feedback and may continue to respond indefinitely. FIR filter known as nonrecursive digital filter as they do not have feedback even recursive algorithm can be used to realize FIR filter. Output sequence y[n] is given by
The design of digital filter has received great interest over the past decades FIR traditional method designs a digital FIR filter are: -Fourier series method, Frequency sampling method, window method. According to Ref. [1] Window method is one of the most efficient methods in designing of FIR filter before artificial neural network (ANN), as it gives optimal design better than other methods. Window method is a method use to converts as "ideal" infinite duration impulse response such as sin function to a finite duration impulse response filter design. Now a days there are various other design method to design filter such as Neural network (NN), Genetic algorithm Ref. [2] , particle swarm optimization Ref. [3] , radial basis function Ref. [4] , Ref. [5] etc. In present paper generalized regression neural network, feed forward back propagation and radial basis function are used. Hamming window method is used to calculate the filter coefficient to prepare data set. The advantage of hamming window is that the window is optimized to minimized the maximum (nearest) side lobe, giving it a height of about one fifth that of other window. Its window function is expressed below (2) (3)
II. ARTIFICIAL NEURAL NETWORK (ANN)
An artificial neural network (ANN) is computational models of neurons based on the highly dense inter connected parallel structure of human brain. The number of nodes, their organization and synaptic weights of these connections of any neural network determine the output of ANN.
Artificial neural network is an adaptive system that changes its structure or weights based on given set of input and target outputs during the training phase on produces final output. It is particularly effective for predicting events when the network have a large database of prior examples. Common implementation of ANN has multiples input, weights of each input, a threshold that determine if neurons should fire or not, an activation function that determine output and mode of operation [6] - [8] . There are some algorithms that can be used to train artificial neural network such as feed forward back propagation, radial basis function and general regression neural network etc.
The back propagation is the simplest of all other algorithm. Back propagation means that the neurons are organized in layer send signals in "forward" direction and have errors propagating in backward direction as shown in Fig. 3 .
The main aim of back propagation algorithm is to reduce error, until ANN learns the training data. Training started with random weights and aimed to adjust weights so the minimal error is obtained. According to Ref. [9] in radial basis function (RBF) network hidden neurons compute radial basis function of inputs, which are similar to that of kernel functions in kernel regression. Wasserman in 1993 gives the concept of radial basis function on network as show in Fig. 4 .
General regression neural network (GRNN) is a variation of radial basis function (RBF) based on the Nadaraya-Watson on kernel regression. By Ref. [10] the main features of GRNN are fat training time and can also model non-linear function. (Fig. 5) being firstly proposed by Sprecht in 1991 is a feed forward neural network model base on non liner regression theory; it approximates the function through activating neurons Ref. [11] . In GRNN transfer function of hidden layer is radial basis function. Proposed model using above mention filter specification as input and filter coefficient as output is showing in Fig. 6 .
In above model all of three artificial neural networks are used to find out results/output of network namely network 1 by GRNN, network 2 by feed forward back propagation and network 3 by RBF.
IV. RESULT
The trained network has been tested using ten value filter coefficient out of 40 values of filter coefficient obtain by FDA tool of MATLAB using Hamming window. Fig. 7 shows training of neural network done by nntool of MATLAB. Error in calculating the filter coefficients of these input set using GRNN, feed forward back propagation and RBF are shown by respectively in Table I .
By help of the Table I various error graph between ANN output and Hamming window output are drawn. By above figures (Fig. 8, Fig. 9 , Fig. 10 .) and table no 1 it is clear that RBF gives results 99.9% and back propagation results almost 98.37% and GRNN gives 99.45% result accuracy. So on comparison of these three types of artificial neural network RBF, back propagation, GRNN results shows that designing of low pass FIR filter using radial basis function network gives most accurate, efficient, less complex and easy implemented design. Fig. 11 shows the result window of RBF method. The present paper has proposed the comparison of three types of artificial neural network namely RBF, Back propagation and GRNN used in design of low pass FIR filter. RBF is found to be easy, fast and most accurate method to design a low pass FIR filter one trained properly. The filter response error graphs are almost similar for both hamming window and RBF neural network which validate the proposed model and comparisons.
