Abstract: We consider a stationary source emitting letters from a nite alphabet A. The source is described by a stationary probability measure on the space := A IN of sequences of letters. Denote by n the set of words of length n and by n the probability measure induced on n by . We consider sequences f? n n : n 2 INg having special properties. Call f? n n : n 2 INg a supporting sequence for if lim n n ? n ] = 1. It is well-known that the exponential growth-rate of a supporting sequence is bounded below by h Sh ( ), the Shannon entropy of the source . For e cient simulation, we require ? n to be as large as possible, subject to the condition that the measure n is approximated by the equipartition measure ?n n , the probability measure on n which gives equal weight to the words in ? n and zero weight to words outside it. We say that a sequence f? n n : n 2 INg is a reconstruction sequence for if each ? n is invariant under cyclic permutations and lim n ?n m = m for each m 2 IN. We prove that the exponential growth-rate of a reconstruction sequence is bounded above by h Sh ( ). We use a large{deviation property of the cyclic empirical measure to give a constructive proof of an existence theorem: if is a stationary source, then there exists a reconstruction sequence for having maximal exponential growth-rate; if is ergodic, then the reconstruction sequence may be chosen so as to be supporting for . We prove also a characterization of ergodic measures which appears to be new.
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Introduction
Let n denote the set of words of length n formed using letters taken from a nite alphabet A of size r; if ? n is a subset of n , then we denote the number of elements in ? n by #? n . Let := A IN denote the set of all sequences of letters from A { the set of words of in nite length. Suppose the source emitting the letters which form the words is described by a stationary probability measure on the the space ; can we nd a sequence f? n n : n 2 INg of sets of words of increasing length from which we can reconstruct the measure ? Take A = f1;0g with the Bernoulli ( 1 3 these are the words of length n in which the relative frequencies of ones and zeroes are 1 3 and 2 3 . We claim that the measure is determined completely by the sequence f? n n : n 3 2 INg. The rst step is to construct a sequence of equipartition measures. De ne ?n n to be the probability measure on n which gives equal weight to the words in ? n and zero weight to words outside it: for each subset n of n , put Kolmogorov's Reconstruction Theorem K] , to determine the measure completely. Our claim (1.3) can be proved using a conditional limit theorem of van Campenhout and Cover CC]; see (6.13) of Section 6.
We say that a sequence f? n n : n 2 INg is a reconstruction sequence for if each ? n is invariant under cyclic permutations and lim n ?n m = m (1.4) for each m 2 IN ; an alternative de nition of the concept is discussed in Section 6. The concept of a reconstruction sequence for is illustrated by the example of the sequence f? n n : n 2 INg de ned by (1.1).
For e cient simulation, we would like the sequence to grow as fast as possible so that we have large samples of words of reasonable length. Consider the sequence constructed using a thickened shell:
? n := fa 2 n : j 1 n n X j=1 a j ? 1 3 j g ;
(1.5)
Reconstruction Sequences and Equipartition Measures 2 this sequence has a faster growth-rate than the sequence de ned by (1.1); it is a reconstruction sequence, but not for : for 0 < < 1 6 , the sequence f ? n g converges to , We have the following existence theorem: Let be a stationary source; then there exists a reconstruction sequence for having maximal growth-rate.
We turn our attention to another property which a sequence of sets of words may have: we call a sequence f? n n : n 2 INg a supporting sequence for if lim n n ? n ] = 1 ; (1.8) where n is the probability measure induced on n .
The sequence de ned by (1.5) is, for all values of > 0, an example of a supporting sequence for the Bernoulli ( 1 3 ; 2 3 ) measure while that de ned by (1.1) fails to be. A supporting sequence cannot grow too slowly. We have the following lower bound to the growth-rate:
If f? n n : n 2 INg is a supporting sequence for , then lim inf n 1 n log #? n h Sh ( ) :
(1.9)
For economical coding, it is important to have a supporting sequence which grows as slowly as possible. We have the following existence theorem:
Let be an ergodic source; then there exists a supporting sequence for having minimal growth-rate.
Since the Shannon entropy is a lower bound on the growth-rate of a supporting sequence and an upper bound on the growth-rate of a reconstruction sequence, a sequence which has both properties has a growth-rate equal to the Shannon entropy.
Let us examine how we can modify the construction (1.5) in order to get a sequence which is both a reconstruction sequence for and a supporting sequence for . De ne ? 0 n := fa 2 n : j 1 n n X j=1 a j ? 1 3 j log n= p ng:
(1.10)
We can use the conditional limit theorem in LPS1] to prove that the sequence f? 0 n g has the reconstruction property and the Central Limit Theorem to prove that it has the supporting property for the Bernoulli ( 1 3 ; 2 3 ) measure. Let us examine this construction more closely. It selects those words of length n for which the relative frequency of ones lies in a closed neighbourhood of 1 3 (and hence the relative frequency of zeroes lies in a closed neighbourhood of 2 3 ). We can think of the measure as being described by a vector we can re-write (1.10) as ? 0 n := R ?1 n F n (1.12) where F n is the closed ball of radius log n= p n centred on the point ( 1 3 ; 2 3 ). In other words, what we have done is to de ne a mapping R n from n to the space of Bernoulli measures and a decreasing sequence fF n g of closed neighbourhoods of in the space of Bernoulli measures whose intersection is , and taken ? n 0 to be those words a 2 n for which R n (a) lies in F n . This choice has some nice properties:
1. the set ? n 0 is invariant under cyclic permutations of the letters in the words | this is important because the measure which we are attempting to approximate is stationary; 2. the set ? n 0 is nonempty for all n su ciently large | this is important because we want to condition on it.
In order to prove our existence theorems, we need to generalize the construction which produced the sequence f? n 0 g. We introduce a class of sequences called canonical sequences; to de ne these, we make use of the cyclic empirical measure, a mapping T n from to M + 1 ( ), the space of probability measures on .
The cyclic empirical measure is a generalization of the relative frequency vector which will do what we want in the general case | its precise de nition will be given later. For the present, we will describe it in terms of its marginals. For m n, and a = (a 1 ; ; a m ) 2 m , we can describe T n;m (!) a] directly. Consider the n cyclic permutations of the word X n ! = (! 1 ; ; ! n ): (! 1 ; ; ! n ); (! 2 ; ; ! n ; ! 1 ); ; (! n ; ! 1 ; ; ! n?1 ) ; (1.14) then T n;m (!) a] is the fraction of these in which the rst m entries coincide with a = (a 1 ; :::; a m ). Thus T n;1 (!) a 1 ] is just the relative frequency of the letter a 1 in the word X n !, T n;2 (!) (a 1 ; a 2 )] is the relative frequency of the adjacent pair (a 1 ; a 2 ) in the (cyclic) word X n !, and so on. We take ? n to be the set of words X n ! = (! 1 ; ; ! n ) in n for which T n;m (!) a] is close to m a] for all m n and all a 2 m . The sequence f? n g is a canonical sequence.
Of course, it is necessary to say what we mean by`close to'; that is what is accomplished by the formal de nition: let fF n g be a decreasing sequence of closed neighbourhoods of in the space of measures whose intersection is ; for each n, the measure T n (!) depends only on the rst n coordinates of ! and so T ?1 n F n determines a subset ? n of n ; a sequence f? n n : n 2 INg constructed in this way with ? n nonempty for all n su ciently large, is called the canonical sequence based on fF n g. The de nition of T n ensures that the set ? n is cyclically invariant.
Our reason for introducing the concept of a canonical sequence is the following result which holds for an arbitrary stationary source : Every canonical sequence for is a reconstruction sequence for .
All we have done so far is to push the problem of existence one stage back: does there exist a canonical sequence for an arbitrary stationary source ? There is no di culty in nding a sequence of neighbourhoods which contract to ; the problem is to prove that the subsets ? n which they determine are non-empty | at least for all n su ciently large. One way of doing this is to show that the growth-rate of f? n g is strictly positive; this will be the case if the sequence of neighbourhoods of contracts su ciently slowly. Our strategy is to start with an arbitrary sequence of closed neighbourhoods contracting to and slow its rate of contraction until we are sure that the corresponding subsets ? n are growing fast enough; to check on this, we use large{deviation theory. (In fact, we use only the most basic result of the theory: the large{deviation lower bound, a direct consequence of the existence of the rate{ function; see LP], for example. A derivation of the large{deviation properties of the cyclical empirical measure which we require can be found in LPS].) We prove the following result: Let be a stationary source; then there exists a canonical sequence for having maximal growth-rate.
A canonical sequence is not necessarily supporting. In the case of a Bernoulli measure, we were able to use the Central Limit Theorem to nd a rate which makes the Reconstruction Sequences and Equipartition Measures 5 sequence fR ?1 n F n g supporting; in the general case, we do not have such a precise estimate available. Nevertheless, when the measure is ergodic we are able to use the Ergodic Theorem to prove the existence of a canonical sequence which is supporting. The converse also holds so that we have the following characterization of ergodic measures: Let be a stationary source; then is ergodic if and only if there exists a canonical sequence which is supporting for .
We have seen that canonical sequences of subsets are useful and arise naturally in the reconstruction problem for stationary sources. It is instructive to compare them with the set of`typical' sequences of letters associated with an ergodic source. Let be an ergodic source; there exists a set ( ) with ( )] = 1 such that each sequence ! in ( ) determines uniquely (see Section 6) . For a stationary source , a canonical sequence plays an analogous rôle: let f? n n : n 2 INg be a canonical sequence for ; any sequence fa n 2 ? n : n 2 INg of words determines uniquely (this is proved in Section 6). A canonical sequence has some advantages over the typical set: one is that every stationary source has a canonical sequence | it is not necessary that the source be ergodic; another is that a canonical sequence is associated with an increasing sequence fF n : n 2 INg of {algebras, where F n is generated by the rst n coordinate functions, while the typical set ( ) is in the tail {algebra so that the rst n coordinates of an element of ( ) are irrelevant.
To put our results in context, it may be useful to recall the Asymptotic Equipartition Property: in terms of the concepts used here, the conclusion of the theorem of The sequence f? n g is a not a reconstruction sequence for . In Section 6, we discuss how this construction may be re ned to yield a sequence which has both properties.
Reconstruction Sequences and Equipartition Measures 6 2 Statement of Results
In Section 2, we make precise the concepts introduced informally in Section 1 and sketch proofs of our main theorems. The main result of this paper is an existence theorem:
Theorem 2.1 Let be a stationary source; then there exists a reconstruction sequence for having maximal growth-rate. If, in addition, is ergodic, then the reconstruction sequence may be chosen so as to be a supporting sequence for . We will give a constructive proof of this theorem. A by-product of this investigation is a characterization of ergodic measures:
Theorem 2.2 Let be a stationary source; then is ergodic if and only if there exists a canonical sequence for which is supporting for .
This section is, to some extent, self-contained: we recall the de nitions and results required to understand the concepts de ned here. We state six lemmas, indicating roughly on what their proofs depend; we prove our existence theorem using the rst ve | the sixth is used to complete the proof of the characterization of ergodic measures. The reader who is prepared to accept the lemmas need read no further.
The rst two lemmas are proved in Section 3 using properties of the speci c information gain de ned there. The third lemma is crucial: it states that every canonical sequence is a reconstruction sequence; it is proved in Section 4.
To construct sequences with the required properties, we make use of the cyclic empirical measure to de ne canonical sequences of subsets. The sequence of probability distributions of the cyclic empirical measure with respect to the uniform product measure on satis es a large deviation principle with the speci c information gain as rate-function. This is exploited in Section 5 where the fourth, fth and sixth lemmas are proved.
Some of the ideas have their origin in statistical mechanics; some readers will nd reference to this confusing while others will nd it enlightening. Having in mind those in the rst category, we make no reference to statistical mechanics in the body of the paper; for the others, we provide in the nal section, Section 6, a commentary on the concepts and results.
We now make precise the structures we are considering. The space = A IN is the space of in nite sequences with entries taken from a nite alphabet A = fa (1) ; : : :; a (r) g having r > 1 letters; the map x j : ! A is the coordinate projection onto the jth factor in the product. Let F n = (x 1 ; : : :; x n ) be the {algebra generated by the rst n coordinate functions and let F = (x n : n 2 IN) be the {algebra generated by all coordinate functions. Since A contains r elements, the {algebra F n is generated by the r n atoms fA a = X ?1 n a : a 2 A n g, where X n : ! n := A n is the projection onto the rst n coordinates. Sometimes the discussion can be clari ed by working on n rather than . Let be a probability measure de ned on F. On n Reconstruction Sequences and Equipartition Measures 7 we have n , the image measure de ned on the subsets of n by n B] = X ?1 n B].
Equivalently, one could consider on restricted to the {algebra F n . The two viewpoints are complementary.
Recall that, for m < n, every measure n on n induces a measure m on m via the projection X n m : n ! m which selects the rst m letters from a word of length n; since X m = X n m X n , it follows that if the measures f n : n 2 INg are induced from a probability measure on F so that for all n 2 IN we have n = X ?1 n ; (2.1) then they satisfy the compatibility conditions m = n (X n m ) ?1 (2.2) for all m 2 IN and all n > m. Conversely, Kolmogorov's Reconstruction Theorem K] implies that given a sequence f n : n 2 INg of probability measures satisfying the compatibility conditions (2.2), there exists a unique probability measure on F such that for all n 2 IN the probability measures n are given by (2.1). For a function f : ! IR, we write f 2 F n to mean that f is F n {measurable and bounded; we write f 2 F loc to mean that there exists a nite n with f 2 F n . We use the notation M + 1 to denote the space of probability measures on ( ; F) with the coarsest topology for which each mapping
is continuous whenever f 2 F loc : this is called the bounded local topology. In Section 1, we encountered the following notion of convergence: a sequence f (n) : n 2 INg of probability measures on F converges to the probability measure in the We use a product probability measure on ( ; F) as a reference measure; we take to be the measure on F which, for all n 2 IN, assigns equal probability to each of the r n atoms of F n , so that A a ] = r ?n for each a 2 n . Notice that for ? n n , we have n ? n ] = #? n # n : (2.6)
Let be a probability measure on ( ; F); we may think of as characterizing the statistical properties of the source of the words, and we shall refer to itself as the source. Example A simple example of a supporting sequence is f? n = n : n 2 INg. The elements of this supporting sequence are too big: in the context of data compression, the goal is to choose the sets ? n to be as small as possible, consistent with condition (2.16) holding.
A lower bound on the exponential growth-rate of a supporting sequence is provided by the following result, a consequence of elementary properties of the speci c information gain; it will be proved in Section 3, Proposition 3.1. As a rst step in the de nition of a reconstruction sequence, we de ne a class of probability measures, the equipartion measures. In Section 1, we de ned them downstairs' on n : the equipartition measure ?n n determined by the subset ? n of n is the probability measure on n which gives equal weight to the words in ? n and zero weight to words outside it. Here we de ne them`upstairs' on with the aid of the reference measure .
De nition 2.3 Let ? n be a subset of n with n ? n ] > 0; we call the probability measure given on F by Although the original measure is stationary, the equipartition measure ?n is not stationary unless ? n = n . Since we wish to use equipartition measures to approximate a stationary measure , we have to do something about this. The most elegant solution is to de ne a reconstruction sequence with the aid of the averaging operator (2.10): a sequence f? n n : n 2 INg is a reconstruction sequence for if lim n A n ?n = . While readers familiar with ergodic theory may nd this de nition natural, others may nd it puzzling. For this reason, we prefer to adopt a de nition in which the averaging is performed`downstairs' on n rather thaǹ upstairs' on ; the connection between the two de nitions is discussed in Section 6. We use n , the cyclic permutation operator acting on n : a = (a 1 ; a 2 ; : : :; a n ) 7 ! n a := (a 2 ; : : : ; a n ; a 1 ) : (2.21) De nition 2.4 Let be a stationary source. A sequence f? n n : n 2 INg is said to be a reconstruction sequence for if and only if 1. for all n su ciently large, n ? n ] > 0; 2. each ? n is invariant under the cyclic permutation n ; 3. the corresponding sequence f ?n g of equipartition measures converges to : For reconstruction sequences, we have the following upper bound on the exponential growth-rate; it will be proved in Section 3, Proposition 3.2, using the lower semicontinuity of the speci c information gain. If n < 1 3n , then ? n = ; unless n is divisible by 3; lim n 1 n log #? n does not exist.
If n = 1 3n , then for each n 2 IN there is exactly one k so that a 2 ? n implies P n 1 a j = k, and #? n = n k . A direct calculation shows that f? n g is a reconstruction sequence for . A simple computation using Stirling's formula shows that f? n g has entropic growth-rate. It is not supporting.
If n = log n= p n, then the Central Limit Theorem shows that f? n g is supporting for . Direct arguments show that it is also a reconstruction sequence, hence has entropic growth-rate. If n = , where 0 < 1 6 is a constant, then the sequence is supporting, but not a reconstruction sequence, for . It is a reconstruction sequence with entropic growth-rate for the Bernoulli p{measure with p = 1 3 + . However, it is not supporting for this p{measure.
11
One may also ask if a sequence can be both supporting and have entropic growthrate for two distinct measures. To see that this is the case, let be the Bernoulli ( 2 3 ; 1 3 ) measure and let := 1 2 + 1 2 ; de ne ? n := fa 2 n : j 1 n n X j=1 a j ? 2 3 j n g (2.25) and let ? n := ? n ? n . With n = log n= p n, the sequence f? n g is supporting and of entropic growth-rate for , and . It is a reconstruction sequence for the non{ergodic .
Sets forming a reconstruction sequence may grow very slowly; for examples with zero exponential growth-rate, see Section 6.
Our existence proofs make use of a construction which generalises that used for a
Bernoulli measure in the above examples. De ne the blocking operator P n : P n (!) = (! 1 ; : : : ; ! n ; ! 1 ; : : : ; ! n ; : : :):
which is F n {measurable since P n (!) depends only on ! 1 ; : : : ; ! n . Next we de ne the cyclic empirical measure T n (!) := A n Pn(!) (2.27) in the space M + 1 ( ) of probability measures on ( ; F). Since the map T n : ! M + 1 is F n -measurable, the inverse image T ?1 n A of a subset A of M + 1 is determined completly by the rst n coordinates.
De nition 2.5 Let T n : ! M + 1 ( ) be the cyclic empirical measure. A sequence f? n n : n 2 INg is said to be a canonical sequence for if and only if 1. there exists a decreasing sequence fF n g of closed neighbourhoods of whose intersection is f g; 2. each set ? n is given by ? n = X n T ?1 n F n ; (2.28) 3. for all n su ciently large, n ? n ] > 0.
In this case, we shall say that the canonical sequence f? n g is based on the sequence fF n g.
The key to the proof of our main theorem is a conditional limit theorem; this is the subject of Section 4. It says that if f? n g is a canonical sequence for the stationary measure , then the sequence f ?n g of conditioned measures converges to : Lemma 2.3 Let be a stationary source; every canonical sequence for is a reconstruction sequence for .
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This result is an easy consequence of the cyclical invariance of the sets ? n and the compactness of the space M + 1 ( ).
A great advantage which comes from working`upstairs' on is that we have available results on the large deviation properties of the cyclic empirical measure. The results we need are summarized in Section 5; proofs can be found in LPS]. We use the large-deviation lower bound to prove the existence of a canonical sequence for a stationary measure.
Lemma 2.4 Let be a stationary source; then there exists a canonical sequence for having entropic growth{rate. Since the alphabet is assumed to be nite, the existence of a decreasing sequence of closed neighbourhoods contracting to is easily established; the large-deviation lower bound is used to control the rate at which the sequence contracts to so as to ensure that, at least for all n su ciently large, the sets ? n = X n T ?1 n F n satisfy n ? n ] > 0. We do so by exhibiting a sequence f? n g whose growth{rate is bounded below by the Shannon entropy of ; it then follows from Lemma2.3 and Lemma 2.2 that the growth{rate is entropic.
A canonical sequence for is not necessarily supporting; however, when the source is ergodic, we can use the Ergodic Theorem in place of the large-deviation lower bound to control the sequence of contracting neighbourhoods. In this way, we can ensure that the sequence we construct is supporting and, by Lemma 2.1, canonical. This is done in Section 5, Proposition 5.2, establishing the following result:
Lemma 2.5 Let be an ergodic source; then there exists a canonical sequence for which is a supporting sequence for .
In Section 5, we use the compactness of M + 1 to prove the converse of Lemma 2.5: Lemma 2.6 If there exists a sequence which is both canonical and supporting for a stationary source , then must be ergodic.
We are ready to prove Theorem 2.1: Lemmas 2.4 and 2.3 together prove that if is a stationary source, then there exists a reconstruction sequence for having entropic growth{rate; Lemma 2.5 proves that if the source is ergodic, then the reconstruction sequence may be chosen so as to be supporting for .
Lemma 2.6 is the converse of Lemma 2.5; together they prove Theorem 2.2.
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The principal tool in the proofs of Lemma 2.1, the lower bound on the growth-rate of a supporting sequence, and Lemma 2.2, the upper bound on the growth-rate of a reconstruction sequence, is the speci c information gain.
De nition 3.1 The information gain of the probability measure with respect to the probability measure is given by
when is absolutely continuous with respect to ; otherwise D( jj ) := +1.
De nition 3.2 The speci c information gain of the probability measure with When A is a nite alphabet with r letters, and is the uniform product measure, this yields h( j ) = log r ? h Sh ( ):
(3.4) Likewise, when A is a nite alphabet and ? n n , we have log n ? n ] = log #? n ? n log r : (3.5) Henceforth we will replace #? n by n ? n ] and h Sh ( ) by ?h( j ) in the statements of the propositions. Modi ed in this way they hold in greater generality; this is discussed in Section 6. ? n ]: (3.8) The inequality follows by dividing by n and taking lim sup n , using e ? n ] ! 1. 2 Lemma 2.1 follows using (3.4), (3.5) and (3.6).
There are some results of a more technical character which we require concerning cyclic symmetrization and the speci c information gain. We collect them in a lemma; they are proved in Section 8 of LPS]. The space has a natural decomposition into a product space = n c n ; (3.9) and the measure ?n is the product measure of ?n n on n and on c n . Notice that, for each subset n of n , we have ?n n n ] = #( n \ ? n ) #? n : (3.10)
Lemma 3.1 Let ( 1 ; F 1 ) and ( 2 ; F 2 ) be measurable spaces. Let = 1 2 with F the corresponding product {algebra. Let and be probability measures on ( ; F) with 1 ; 2 and 1 ; 2 denoting the restrictions to F 1 ; F 2 considered as sub{ {algebras of F. Assume = 1 2 . Then we have D( jj ) = D( jj 1 2 ) + D( 1 jj 1 ) + D( 2 jj 2 ) :
(3.11)
We are now in a position to prove the upper bound on the growth{rate of a reconstruction sequence. n D( ?n jFn jj jFn ) = ?limsup n 1 n log ? n ] : (3.14) Next we make use of the cyclical invariance of ? n : for any integer k such that k+m n, the projections of ?n on the {algebras (x 1 ; : : : ; x m ) and (x k+1 ; : : : ; x k+m ) are the same. Let m < n and q(njm) be the largest integer smaller than n=m. ? n = f! : T n (!) 2 Cg. Note that S n is bijective, SP n = S n P n = P n S n , S n n+j = S n j , and Lemma 4.2 Let be a stationary source and let f? n n : n 2 INg be a canonical sequence for based on the sequence fF n g. Then for each f 2 F loc and each " > 0 there exists N(f; ") such that whenever n N(f; ") F n f 2 M + 1 : jhf; i ? hf; ij < "g: Proof: fF n g is a decreasing sequence of closed neighbourhoods of whose intersection is f g. We then have \ n (F n n f 2 M + 1 : jhf; i ? hf; ij < "g) = ;: (4.8)
We deduce there exists N so that F N nf 2 M + 1 : jhf; i?hf; ij < "g) = ; because M + 1 is compact, so we have (4.7). Proof: Let f? n n : n 2 INg be a canonical sequence for based on the sequence fF n g. Then, by Lemma 4.2, for each f 2 F loc and each " > 0 there exists N(f; ") such that f 2 F N(f;") and whenever n N(f; ") we have F n f 2 M + 1 : jhf; i ? hf; ij < "g: Proof: The statement is a consequence of our hypothesis that the factor spaces of are nite sets, copies of a nite alphabet; it holds whenever the factor spaces are so that the sequence fhf;T n (!)ig converges whenever the sequence f(A n f)(!)g converges and they have the same limit; since is ergodic, it follows from the Ergodic Theorem that their common limit is hf; i. Hence f? n g is supporting for ; in particular, by Proposition 3.1, n ? n ] > 0 for all n su ciently large so that f? n g is a canonical sequence.
2
We conclude this section by proving a theorem of relevance to the coding problem:
Theorem 5.1 Let be a stationary source. If there exists a canonical sequence for which is supporting for , then the source is ergodic. We make use of two lemmas. We use compactness to prove the existence of a separating sequence having property (5.34).
Lemma 5.5 Let be a stationary source and let f? n n : n 2 INg be a canonical sequence for based on the sequence fF n g; then condition (5.34) holds for each f k in F loc . Proof: fF n g is a decreasing sequence of closed neighbourhoods of whose intersection is f g. It follows from Lemma 4.2 that for each f 2 F loc and each " > 0 there exists N(f; ") such that whenever n N(f; ") F n f 2 M + 1 : jhf; i ? hf; ij < "g: 
Since A is nite, the collection of indicator functions of atoms from n for all n is a countable separating set. Taken together, Lemma 5.4 and Lemma 5.5 prove Theorem 5.1.
