Introduction
Many survey organizations link their surveys to large-scale administrative databases in order to increase research opportunities, minimize data collection costs, and enhance data utility (Calderwood and Lessof 2009) . To give only a few examples, the Avon Longitudinal Study of Parents and Children (Ness 2004 ) and the UK Millennium Cohort Study (Mostafa 2016) link interview data to various health and social administrative records. Statistics Netherlands conducts linkages of surveys and various administrative registers to conduct the Dutch census (Schulte Nordholt et al. 2014) . In Germany, several q Statistics Sweden surveys, including the study "Working and Learning in a Changing World" (ALWA; Antoni and Seth (2011) ) and the Socio-Economic Panel (SOEP) Migration Sample (Brücker et al. 2014) , link to the Integrated Employment Biographies (IEB) -an administrative database of the German Federal Employment Agency (BA) that covers nearly the entire German population of employable age (Jacobebbinghaus and Seth 2010) .
Due to data protection regulations, surveys in many countries are required to obtain informed consent from respondents prior to record linkage. In the European Union, for example, this requirement is part of the General Data Protection Regulation (GDPR 2016) . Nonconsent and other reasons for record linkage failure lead to incomplete data and therefore a reduction in statistical power and precision of statistical estimates. Reviews of the linkage consent literature show that the amount of incomplete data can be quite severe with linkage consent rates below 50% in several studies (Sakshaug and Kreuter, 2012; da Silva et al. 2012) . Even more alarming is the fact that linkage consent rates have been declining over time (Fulton 2012) . Given this declining trend and low observed consent rates, there is increasing concern that nonconsenters could be systematically different from consenters, introducing bias in subsequent analyses based on the linked data. Numerous studies have demonstrated the biasing effects of nonconsent in actual linkage applications (Jenkins et al. 2006; Sakshaug and Huber 2016; Sala et al. 2012; Mostafa 2016 ). Some of the most common variables affected by nonconsent bias include socio-demographics (for example, age, sex, ethnicity), economic variables (for example, income, income assistance benefits), and socio-environmental variables (for example, urbanicity, regional variation). While the majority of such biases have been found in survey variables, biases in the linked administrative variables have also been identified (Sakshaug and Kreuter 2012; Sakshaug and Vicari 2017; , suggesting that neither data source is immune to nonconsent bias.
Nonconsent generates a very specific missing data situation. In many ways, it is similar to the situation created by unit nonresponse if auxiliary information is available for both respondents and nonrespondents. However, an important difference is that the amount of information available for both consenters and nonconsenters --the data obtained from the survey --typically far exceeds the amount of information available for both respondents and nonrespondents. It is not obvious whether best practice methods developed to reduce nonresponse biases (Brick and Kalton 1996) would perform similarly for the missing data situation generated by nonconsent to record linkage. While extensive research has been done on optimizing linkage consent rates at the design stage -for example, by improving the wording or placement of the consent question in the survey (Kreuter et al. 2016 ) -no general guidelines have been proposed to reduce linkage nonconsent bias post-survey data collection.
One strategy to overcome the missing data problem induced by linkage nonconsent is to use statistical matching (Rässler 2002; D'Orazio et al. 2006b ). Statistical matching methods merge individual records from two (or more) data sources based on their similarity on variables observed in all data sources. The main goal of the research presented here is to investigate the idea of performing statistical matching on the nonconsenting cases in order to 1) make the administrative data available for all survey participants, including linkage nonconsenters; and 2) reduce linkage nonconsent biases in estimates derived from the linked survey and administrative data. We evaluate this strategy through a case study involving two major surveys in Germany that link to the IEB database: the "National Educational Panel Study" (NEPS) and the Panel "Labour Market and Social Security" (PASS).
The remainder of this article is organized as follows. In Section 2 we review record linkage and statistical matching as tools for combining information from different sources. In Section 3 we illustrate how statistical matching may be used as a supplement to record linkage for nonconsent bias reduction. Section 4 discusses problems in practice including why extensions to the classical statistical matching approaches, although promising from a methodological perspective, cannot be used in this context. In Section 5 we describe the two surveys and the administrative data source used to evaluate the proposed methodology.
In Section 6 we describe the study design and evaluation procedures. The results of the evaluation are presented in Section 7. The article concludes with a discussion of the case study results, their implications for survey practice, and practical issues associated with implementing the proposed methodology.
Record Linkage and Statistical Matching
To facilitate our review of record linkage and statistical matching we introduce the following notation. Let A and B be two data sets to be merged where vectors of random variables (X, Y ) are observed in data set A and vectors of random variables (X, Z ) are observed in data set B. For brevity, we limit our discussion to the most common scenario of merging two data sets. The goal of both record linkage and statistical matching is to use the information from both data sets in order to estimate the joint density f(x, y, z) of the combined vector (X, Y, Z ) in the population.
Record Linkage and Reasons for Unsuccessful Linkage
Record linkage techniques aim to identify and merge records of different data sources that refer to the same entity (Herzog et al. 2007 ). In the context of survey and administrative data linkage, the goal is to identify administrative data records that belong to the same survey respondents. Assuming the survey respondents represent a random subset of the population and linkage is successful for every respondent, the merged vectors consist of random realizations of (X, Y, Z) and thus inference regarding f(x, y, z) is straightforward.
However, there are many reasons why record linkage may be unsuccessful for some survey respondents. One of those reasons is that record linkage techniques sometimes fail to identify true links. This happens particularly if only imperfect linkage identifiers -such as name and address information, instead of unique identifiers like national identification numbers -are used to merge both data sets. Fellegi and Sunter (1969) provide a mathematical framework for this situation. Imperfect identifiers can produce nonlinks or false positive links -merging of records that do not belong to the same unit -which can lead to attenuated associations between Y and Z. Another reason for unsuccessful record linkage is that some survey respondents might not have records in the administrative data set. If individuals with specific traits are missing systematically from the administrative data, this can also lead to biased inferences.
A further reason for unsuccessful linkage -and the focus of this article -is due to the fact that data protection regulations often require that informed consent be obtained from survey respondents prior to data linkage. This creates a missing data situation in the combined data set as depicted in Figure 1 . As noted in the introduction, contemporary research shows that linkage nonconsent is prevalent in surveys and can introduce bias in linked survey and administrative variables if only the completely observed parts of the data are used for analyses. Thus, methods to mitigate nonconsent bias are needed to obtain valid inferences from linked data sets.
Several methods have been developed and evaluated that deal with a very similar problem: unit nonresponse bias in surveys. The two most prominent methods are weighting adjustments and (multiple) imputation. Both are applicable to the linkage nonconsent scenario but have significant drawbacks in this context. The main drawback of weighting for linkage nonconsent is that analyses can only be performed on the consenting cases. That is, after constructing the weights, the survey information for all nonconsenters is completely ignored, making the approach inefficient especially for high nonconsent rates.
If the goal is to obtain a complete, rectangular data set on (X, Y, Z ), multiple imputation can be considered to fill in the missing linked data. However, most imputation routines need good parametric models for the missing Z variables. The modeling step can become highly complex in the context of merging survey and administrative data, as the structure of administrative data is often not suitable for parametric specification. For example, administrative variables from the IEB database are measured in terms of spells with varying beginning and endpoints (Jacobebbinghaus and Seth 2010) . Creating good parametric models for such variables is a very difficult and labor-intensive task.
Nearest neighbor hot-deck imputation is a possible alternative to parametric imputation (Chen and Shao, 2000; Andridge and Little 2010) . This method may be used to identify a consenting respondent who is similar in (X, Y ) to a nonconsenting respondent.
The consenting respondent then donates the observed Z to the observed X and Y data of the nonconsenting respondent. However, the feasibility of nearest neighbor hot-deck imputation depends heavily on the consent rate and on the sample size of the survey, since hot-deck runs into problems if the donor pool is sparse (Andridge and Little 2010) .
Review of Statistical Matching
Statistical matching, sometimes known as data fusion, aims to integrate multiple data sources to draw inference on f(X, Y, Z ). Micro approaches to statistical matching create a synthetic data set, where X, Y and Z are available as if they were jointly observed, whereas macro approaches attempt to draw inference on parameters that are nonestimable using only the separate data sets. We only consider micro approaches here, as macro approaches are less suited for the application we are considering in this article. For an overview of macro approaches, see D'Orazio et al. (2006b) . This reference is also recommended for further information on the micro approaches we discuss below. In standard statistical matching applications, data sets A and B are both random samples drawn from a much larger population. In this scenario, record linkage would be infeasible, as there is unlikely to be any overlap between the two data sources. Traditional approaches to statistical matching use a set of common variables X to combine A and B. For example, nearest neighbor matching techniques merge data of units that are similar in X. Specifically, for each unit in A -the recipients -a unit in B that is similar in X donates its Z information to the observed (X, Y ) vector of the recipient (see Figure 2 for a visualization). Besides nearest neighbor, there are various other traditional statistical matching techniques. Beyond nonparametric methods, like nearest neighbor, fully parametric models or mixtures of parametric models and nonparametric matching techniques have been suggested in the literature (Rässler 2002; D'Orazio et al. 2006b) .
Given that only the information in X is used in all traditional matching procedures, the distribution of (X, Y, Z ) after statistical matchingfðx; y; zÞ will necessarily have a very specific characteristic: conditional on X, Z and Y will be independent: f ð yjx; zÞ ¼f ð yjxÞ^f ðzjx; yÞ ¼f ðzjxÞ ð 1Þ Therefore, if the aim is to draw inference regarding the relationship of Y and Z, one must implicitly assume that the two variables are independent conditional on X in the population. This is referred to as the conditional independence assumption (CIA). If the assumption is not met, the joint distribution of (X, Y, Z ) after statistical matching will differ from the true distribution. Potentially, this can lead to biased inferences from the statistically matched data set (Sims 1972; Rodgers 1984; D'Orazio et al. 2006b ). For example, correlations between Y and Z variables will typically be biased towards zero, as only the part of the correlation that can be explained by the X variables will be preserved in the statistically matched file. Similar to the effect of omitted variables, regression coefficients in models using Y and Z variables can either be over-or underestimated. Another consequence of the CIA is that statistically matched files are only suited for analyses of unconditional associations between Y and Z and associations conditional on only a subset of all possible confounding variables, that is, on only a subset of X variables. By design, Z and Y will be independent conditional on all X variables in the matched file.
Lacking additional information on f(X, Y, Z), one approach to avoid the assumption of conditional independence is to perform sensitivity analyses (consider among others Kadane (1978) ; Moriarity and Scheuren (2001) Conti et al. (2012 Conti et al. ( , 2016 ; Rubin (1986) ; Rässler (2002 Rässler ( , 2003 ; Rässler and Kiesl (2009) ). These approaches typically utilize logical constraints to reduce uncertainty, for example, on the unknown correlation of Y and Z, r YZ . In this case, the constraints follow from the necessity of (X, Y, Z)'s correlation matrix to be positive semidefinite and the fact that, apart from r YZ , the correlation matrix can be estimated from A and B alone. Depending on the strength of the correlation between X and Y, and X and Z, the range of possible r YZ s can be very small or not restricted at all. An alternative approach for avoiding the assumption of conditional independence is to make use of additional available information. Singh et al. (1993) , for example, provides a nonparametric micro approach (based on ideas in Paass (1985) ) that can utilize auxiliary information in the form of a data set C in which X, Y and Z are jointly observed by first finding a nearest neighbor with respect to (X,Y ) for each unit from A in C and donating their Z information to obtain (X, Y, Z C ). In a second step, Z C is replaced by Z B by finding a nearest neighbor with respect to (X, Z ) in B. Other approaches include Bayesian methods, parametric, nonparametric and mixed approaches (for example, Kadane (1978) ; Paass (1985) ; Rässler (2003) ; Scheuren (2001, 2003) ; Filippello et al. (2004) ; Gilula et al. (2006) ; Gilula and McCulloch (2013) ; Fosdick et al. (2016) ). Some utilize information on parameters regarding the distribution of Y and Z, others use C to estimate the conditional distribution of Y and Z given X. Again, we refer to D'Orazio et al. (2006b) for an overview.
Statistical Matching as a Supplement to Record Linkage
The goal of using statistical matching as a supplement to record linkage is to handle the missing data situation explained in Subsection 2.1 and depicted again using the statistical matching notation in the left-most panel of Figure 3 . For consenting units, record linkage is performed in the usual way, while statistical matching is performed for all units that did not provide linkage consent. Note that in the statistical matching literature, A always denotes the data recipients, B denotes the donors, and C denotes the auxiliary data set in which all variables are jointly observed. Thus, to be consistent with this notation, A only comprises the survey data of the nonconsenters, B is still the donor data set, and C contains the combined data of the consenters in our context.
Besides conditional independence, there is another implicit assumption if traditional statistical matching is to be used as a supplement to record linkage. This assumption (described below) is necessary because the missing data situation generated by nonconsent to record linkage is different to the situation that statistical matching techniques are designed for. In the standard statistical matching scenario, the units in data set A and B are disjoint and X, Y, and Z are never jointly observed (D'Orazio et al. 2006b ). The missingness of Z in A and of Y in B is therefore missing by design. If A and B are both independent random samples of the population, the missing information in both files is missing completely at random (MCAR; Rubin (1976) ). The missingness generated by nonconsent to record linkage, on the other hand, is likely to not be MCAR. This implies that nonconsenters are not a random sample from the population. The partially observed realizations of the nonconsenters are random vectors of f(x, y, zjnonconsent) (with Z unobserved) which is not necessarily identical to f(x, y, z). However, statistical matching does assume that both data sets A and B are random samples from the same distribution. If this is not true, it suffices to assume (at least for traditional statistical matching) that the conditional distribution of Z given X is the same in A and B (D 'Orazio et al. 2006b ). In our situation -assuming no selectivity in B -this translates to:
The distribution of Z conditional on X of the nonconsenters f(zjx,nonconsent) has to be the same as in B. This essentially means that one must assume the Z information for all nonconsenters is missing at random given X (MAR; Rubin (1976) ). However, it is important to keep in mind that for Equation 2 to hold it is not sufficient that the probability to consent only depends on X. The selection mechanism for the complete process that leads to the final data of the consenters must only depend on X, that is, any selectivity introduced at the sampling stage, or because of nonconsent, must be fully explainable by X. This assumption can be seen as critical if only a small number of variables exist in X.
Problems in Practice
For statistical matching to be successful, the variables contained in X need to be measured similarly across the data sources (D'Orazio et al. 2006b; Meinfelder 2013) . The main idea of statistical matching is to utilize the common variables X, and structural differences in the measurement of X in A, the recipients, and B, the donor data set, can therefore be highly problematic, for example, if the matching variables are measured with different levels of precision in the two data sources. Most importantly, the measurements should be free from bias, or, if bias exists, both sources need to be affected similarly. For example, with traditional statistical matching techniques, if X is biased differently in the recipient data set than in the donor data set, then the imputation will be based on the wrong value of X.
The assumptions regarding the bias behavior are especially problematic in the context of matching survey data with administrative records. Surveys are prone to measurement error since interviewers, question wording, memory of respondents, and various other factors can have effects on both accuracy and precision -bias and variance -of the measurement (Biemer et al. 2011) . While administrative data can have different measurement problems (Oberski et al. 2017) , the errors on the survey side alone can have detrimental effects on statistical matching even if the measurement in the administrative data is perfectly accurate and precise. For this reason, it is essential to identify all potential measurement differences in the two files and adjust the matching procedure accordingly.
Besides these very general remarks that apply to all statistical matching procedures, there are difficulties specific to only a subset of the available statistical matching techniques. Without going into extensive detail, we note that good parametric models are necessary to express the relationship between Z and X for all traditional statistical matching methods, with the exception of nonparametric techniques like nearest neighbor. Similar to parametric imputation, parametric statistical matching is thus infeasible in the context of highly complex administrative data structures (see also our discussion at the end of Subsection 2.1).
Statistical matching techniques that utilize logical constraints are almost never used in practical statistical matching applications (Meinfelder 2013) . The main reason is that they are only feasible if the number of variables within each of the vectors X, Y, and Z is relatively small. In addition, some methods make assumptions regarding the distribution of X, Y, and Z -the most prominent being multivariate normality. Given the complexity of variables X, Y and Z used in the context of merging survey and complex administrative data sets, with bounds, skip patterns, and logical constraints between the variables, such approaches are not feasible in applications similar to our setting. Besides, in many surveys most of the variables are discrete in nature or are measured on a discrete scale. Thus, the assumption of multivariate normality in particular, is often unrealistic. Furthermore, the uncertainty evaluation becomes much more complex if MCAR does not hold. The uncertainty is then a combination of the uncertainty of the missingness model and of the model parameter uncertainty (D'Orazio et al. 2006b ).
In the supplement to record linkage scenario, there is auxiliary information available in the form of the successfully linked data of all consenting survey respondents. This could potentially be used as an auxiliary data set, C, for which X, Y and Z are jointly observed. Excluding parametric techniques for the same reason as above, to our knowledge the only nonparametric method proposed in the literature for incorporating C is the method by Singh et al. (1993) explained in Subsection 2.2. However, in settings like ours, it is very similar and offers essentially no benefit compared to nearest neighbor hot-deck imputation (cf. Subsection 2.1), which is essentially the first step of the method. When merging survey and administrative data, the donor pool is the complete population, which typically means that we will be able to find donors that match (almost) exactly on all the variables in X and Z C . In this case, the second step of Singh et al. (1993) will not lead to any improvements, since Z B will be equal to Z C for all units. Therefore, the true donor pool will remain to be the records contained in C and the large pool in B cannot be utilized.
Given that methods that quantify the uncertainty from matching and methods that use auxiliary information cannot be exploited for our application for the reasons given above, we focus on traditional nearest neighbor techniques for the remainder of this article. Nearest neighbor methods are especially attractive in our case as they are nonparametric and thus are unaffected by the complexity of Z in administrative data sets.
We note that nearest neighbor hot-deck imputation (as explained in Subsection 2.1) has some similarities with statistical matching. The major difference is, data sets A and C are matched using both X and Y as matching variables instead of data sets A and B using only X. This means that with imputation we would not need to assume conditional independence. In addition, the missing at random assumption would be weakened to: f ðzjx; y; nonconsentÞ ¼ f ðzjx; y; consentÞ ð 3Þ However, as stated above, hot-deck methods are heavily dependent on the size of the donor pool and the donor-to-recipient ratio. While statistical matching can utilize the vast donor pool in the administrative data set B, imputation can only use the donors in C. This means that if statistical matching can be used beneficially, it is more generally applicable than nearest neighbor hot-deck imputation, as it is independent of the consent rate and the sample size.
We conclude this section by noting that we do not believe that the conditional independence assumption and the missing-at-random assumption will ever be fully met in practice. However, we know that if we only use those cases that consented to the linkage of the data sources, we generally need to assume consenting completely at random if we want to get unbiased results. Arguably, this is also a rather strong assumption. Thus, the empirical question to answer is: would we be better off using only the data of the consenters, or could statistical matching be used to reduce the bias from assuming consenting completely at random? We do not expect to get completely unbiased results through statistical matching, but if the impacts of violating the statistical matching assumptions are minor, we might still be able to improve over the results based on using only the data of the consenters.
This reasoning is the motivation for the simulation studies described in the next sections.
Data Sources Used in the Evaluation Study
To evaluate whether statistical matching can be a viable supplement to record linkage, we use two large (and independent) panel surveys in Germany: the National Educational Panel Study and the Panel Study "Labour Market and Social Security". Both are linked to individual administrative process data from the German Federal Employment Agency. In our application, this administrative data set -the Integrated Employment Biographies -is used as the donor file B. The recipient file A consists of the nonconsenters of the National Educational Panel Study and the nonconsenters of the Panel Study "Labour Market and Social Security", respectively. We perform separate evaluation studies on both panel surveys. Before we discuss the design of these evaluation studies in more detail, this section provides a brief overview of the survey and administrative data sources.
Integrated Employment Biographies
The Integrated Employment Biographies (IEB) consists of administrative data obtained from social security notifications and different business processes of the German Federal Employment Agency. The different data sources are integrated for and by the Institute for Employment Research. Figure 4 provides an overview of the business processes that generate IEB data. BeH information is provided for every employee covered by social security. Exclusions include individuals who did not enter the labor market and individuals who were self employed, since these groups are not subject to mandatory social security contributions. LeH and (X)LHG data are generated for individuals who received benefits in accordance with the Social Code Books (SGB) II (Sozialgesetzbuch 2003) and III (Sozialgesetzbuch 1997) (SGB II regulates welfare benefits for employable jobseekers in need and SGB III regulates employment promotion, in particular unemployment insurance). MTH and (X)ASU data are generated for individuals who were registered as jobseekers with the Federal Employment Agency or who participated in an employment or training program.
We refer to Jacobebbinghaus and Seth (2010) for a detailed description of the different data sources and of the IEB.
The IEB consists of a very large proportion of German residents, but not all. Thus, recipients of the statistical matching procedure should be limited to survey respondents who are also part of this subset of German residents. Note that in our evaluation study, this is guaranteed by design, as we only use the successfully linked cases.
Due to computational demands of the statistical matching procedure, it is mandatory to restrict the number of observations in B. Furthermore, researchers at the IAB cannot access the full IEB directly, since the size of the data set containing several billion records makes data handling difficult. For this reason the SIAB -a two-percent random sample from the IEB -is provided as a scientific use file that is easily accessible for all researchers at the IAB. Thus, we use the SIAB as the donor data set B for statistical matching. It still provides a very large donor pool of more than 1.7 million individuals and therefore guarantees a non-problematic donor to recipient ratio.
Availability and quality of IEB and SIAB data depend on various factors, including the data generating processes. It is out of scope of this article to go into further details (more information can be found in Antoni et al. (2016) ). However, note that data on residents of federal states in the former German Democratic Republic are only available from 1993. Thus, to avoid biases, statistical matching is used on information generated after 1993. The information exclusive to the IEB, that is, the Z variables, mainly refer to individual employment history.
National Educational Panel Study
The National Educational Panel Study (NEPS) is carried out by the Leibniz Institute for Educational Trajectories at the University of Bamberg. The NEPS collects longitudinal data on competency development, educational processes, educational decisions and returns to education in Germany. Panel surveys on different age cohorts are conducted that provide data throughout the life course. The NEPS Starting Cohort 6 collects data on the adult cohort. After a longer period between the first and second waves, which were carried out in 2007/2008 and 2009/2010 , respectively, surveys for the adult cohort have been conducted yearly since 2011. The sample is drawn from municipality registration records of residents using a two-stage cluster sampling design with communities defining the primary sampling units and simple random sampling without replacement of individuals at the second stage. The target population of the adult cohort comprises residents in Germany who were born between 1944 and 1986, regardless of their nationality (Blossfeld et al. 2011) . Variables that are exclusive to the NEPS data (that is, unavailable in the IEB/SIAB) are numerous. A unique characteristic of the NEPS compared to other surveys is the detail in information regarding the educational history of the respondents that form the Y variables of interest in the NEPS evaluation study. Record linkage of NEPS and IEB data was carried out based on the nonunique identifiers, first and last name, date of birth, sex, and address information -postal code, city, street name, and house number. The consent rate in the NEPS adult cohort at the time of the linkage was 82% -yielding 14,065 consenters. Among the units that consented, 83.7%, that is, 11,778 units, could be linked deterministically and 7.5% (1,053 units) probabilistically. In the NEPS linkage, a link is called deterministic if the identifiers either match exactly or differ only in such a way that the probability for false positive links is still extremely low. For our evaluation study, we need a data set for which it is prudent to assume that all records are linked correctly. Therefore, we only keep those cases for which a deterministic linkage was possible. After additionally excluding every survey respondent whose latest linked IEB information is older than 1993, we arrive at a final data set consisting of 11,550 individuals. This data set is denoted as D N det .
Panel Study "Labour Market and Social Security"
The Panel Study "Labour Market and Social Security" (PASS) is an ongoing, nationally representative German household panel study, started in 2006 by the Institute for Employment Research. The aim of this study is to provide a database that enables an analysis of the dynamics of welfare benefits receipt after the introduction of the Unemployment Benefit II scheme in Germany in 2005. Information on labor market outcomes, household income, and unemployment benefit receipt are collected from more than 12,000 households annually. In addition to household interviews with the heads of the households, about 15,000 interviews with individual household members aged 15 and older are carried out.
The original PASS sample is composed of two subsamples: 1) a sample of households receiving unemployment benefit II (UB II Sample), which is drawn from recipient registers at the Federal Employment Agency; and 2) a sample of households from the general German population with an oversample of households with low economic status. The UB II Sample is refreshed each year to include new entries into the UB II population. PASS also introduced a replenishment sample for the general population sample in its fifth wave (for further information, see Trappmann et al. (2013) ). As in the NEPS, there are many variables in the PASS that are not included in the administrative data of the IEB/ SIAB. In particular, information on behaviors, attitudes, and subjective perceptions on the topics of social welfare benefits and labor market integration are available, which are the Y variables of interest in the PASS evaluation study. The linkage consent rate to the IEB administrative data after the first five waves of PASS was at 79% (24,599 consenters). 87% (21,363 units) of the consenters could be successfully linked to the administrative data. 86% of the linkages were deterministic (18,425) using first and last name, date of birth, sex, and address information. Using our exclusion restriction that records need to be linked deterministically and that IEB spells need to be available after 1993, we end up with 18,202 individuals who are included in D P det .
Design of the Evaluation Study
We create synthetic nonconsent in the subset of deterministically linked respondents and check if, and to what extent, differences in estimates compared to before-deletion estimates can be reduced by using statistical matching as a supplement to record linkage. The design of our evaluation study comprises three steps. In the first step, we identify the deterministically linked cases in both data sources. In the second step, we model the probability of nonconsent based on the full survey data and use the predicted consent probabilities to introduce synthetic nonconsent among the true consenters. In the third step, we use statistical matching to find suitable administrative data donors for the generated nonconsenters and evaluate whether statistical matching reduces these differences. The three steps are visualized in Figure 5 . Since statistical matching is only performed for the synthetic nonconsenters, they are denoted by A (the data recipients) in the figure, while the synthetic consenters are denoted by C, as record linkage is possible and thus all variables are available for them.
We note that although both surveys use complex sampling designs, we do not need to take any extra steps during the matching to account for the design, since both surveys are matched to a simple random sample of the IEB and the sampling design of the surveys is not relevant for nearest neighbor matching in this case. For statistical matching methods dealing with matching survey data sets with differing sampling designs, we refer the interested reader to Rubin (1986) , Renssen (1998) , Wu (2004) and Conti et al. (2016) for more details.
Generating Synthetic Nonconsent
In the data of all deterministically linked respondents D det , the variable vector (X,Y,Z) is completely observed and the empirical distribution f det (x, y, z) of (X, Y, Z) is known (note that we always drop the superscripts N and P when we are not referring to a specific data source). These fully observed data will serve as the benchmark to evaluate whether nonconsent bias can be reduced by the proposed methodology. To introduce synthetic nonconsent among the true consenters based on realistic assumptions we use the full survey data to set up a model for the consent propensity. Specifically, we estimate a flexible, nonparametric logistic spline regression model with consent/nonconsent as the outcome variable and all X variables, as well as additional variables from Y for all survey respondents as covariates. All continuous covariates are included as B-splines. Since we need an estimated response propensity of every individual in D det , survey variables used in the consent model that are subject to missingness need to be imputed. We use the software package mice in R (Van Buuren and Groothuis-Oudshoorn 2011) to generate m¼ 5 imputations (based on eight iterations) using predictive mean matching and classification trees for metric and categorical variables, respectively. Hence, we need to make the implicit assumption that the missingness mechanism for all the imputed variables is missing at random. Following the multiple imputation framework, the predicted consent propensities are obtained by averaging the predictions of the consent model from each of the imputed data sets. Respondents in D det are stochastically chosen to be synthetic nonconsenters with a probability equal to their estimated consent propensity. Their Z variables are deleted to form D synth .
In the case of the NEPS and the PASS, the resulting synthetic nonconsent rates are roughly 15 and 13%, respectively. To evaluate the effects of nonconsent and the performance of statistical matching under various assumptions, we also created data sets with synthetic nonconsent rates of 40 and 60% by adjusting the nonconsent probabilities accordingly. The observed empirical distribution of (X,Y,Z) for the remaining consenters is denoted as f synth (x, y, z).
Note that we implicitly make the assumption that the consent mechanism is consenting at random with respect to X and Y, that is, the probability to consent only depends on the survey variables. This assumption is necessary in our evaluation setup, since the true Z values are not observed for the nonconsenters by definition. The nonconsent model can therefore only include survey variables. Thus, the findings from our study will only be generalizable to situations where this assumption regarding the consent mechanism holds. However, it is prudent to assume that if statistical matching performs poorly in our evaluation study, this will also be the case if the assignment mechanism also depends on Z.
Since the data of the synthetic consenters are a random subsample of D det , we cannot determine directly whether differences between the estimate using the synthetic consenters only and the estimate based on D det are systematic or due to chance. A first indicator of potential bias in the estimates using only the synthetic consenters would be if any of the coefficients in the consent propensity model are significant. If there are significant parameters in the model, which is true in our case, then the assumption that the consent mechanism is consenting completely at random (CCAR) likely does not hold. As an additional evaluation whether, and to what degree, the observed differences in our study are systematic, we provide 95% confidence intervals for the estimates of interest under the null hypothesis that the consent mechanism is CCAR. Thus, the confidence intervals computed under the null hypothesis will be a measure of how much additional uncertainty we might expect due to the reduced sample size because of synthetic nonconsent. We can use these confidence intervals for classical hypothesis testing. If the confidence interval does not include the estimate of interest obtained using the remaining consenters based on the model described above, the null hypothesis that the consenting process is CCAR can be rejected.
The confidence intervals are obtained using Monte Carlo simulations. To obtain the confidence interval for an estimate of interest given a specific synthetic nonconsent rate r, we randomly delete r £ 100% of the data in D det and compute the estimate of interest, based on the remaining cases. This is a realization of the estimand under the null hypothesis. By repeating this process 5,000 times, we make certain that the resulting empirical distribution is a good approximation of the true distribution under the null hypothesis. 95% confidence intervals are obtained by searching for the 2.5% and 97.5% quantiles of this distribution.
Note that we use Monte Carlo simulations only to create the confidence intervals -D synth is created only once. This is a limitation of this evaluation study, since the creation of D synth is subject to randomness and thus the results could differ over repeated simulation runs. However, due to the numerical expensiveness of the matching procedure, we are limited to a single run for the actual matching.
Statistical Matching for all Synthetic Nonconsenters
With the aim of reducing the nonconsent bias, statistical matching is performed for all synthetic nonconsenters. The specific matching method used here is called random distance hot-deck matching (D'Orazio et al. 2006b ). For every synthetic nonconsenter, the method finds those k individuals from the administrative database who have the lowest distance regarding X, and from these k records, selects one at random and uses it as a donor. The main idea is that the empirical distribution of the k nearest neighbors' Z values approximates the posterior predictive distribution of missing data in Z given the survey respondent's realized X value, and the approach takes a random sample of size one from this conditional distribution. Similarly to stochastic versus deterministic imputation, it is preferable to draw from the posterior predictive distribution instead of simply using the expected value (Little and Rubin 2002) . One could pick more than one donor in the spirit of multiple imputation to fully reflect the uncertainty that comes from matching randomly among the k closest donors (Rubin 1978 (Rubin , 1987 . However, this approach is computationally intensive and is unlikely to affect the differences in point estimates since parameter estimates after multiple imputation are just averages over the parameter estimates in all imputed data sets. Nonetheless, as a sensitivity check we evaluated whether our findings change if we used m ¼ 5 donors for each record. Since we did not find any differences in the results, the results reported below are based on picking only one donor.
We use the standardized Euclidean distance as a distance measure and set k to 20. While the Mahalanobis distance should do a better job for most statistical matching purposes, it is computationally more expensive. In addition, due to the large donor pool contained in the SIAB, the benefits of the Mahalanobis compared to the Euclidean distance should be negligible, since matching will be almost exact for most survey respondents.
The following variables are used as matching variables X: an indicator of whether the individual was ever married, age, an indicator for having children, salary in 2010, occupation, place of residence (formerly West or East Germany), and three variables on whether BeH, LeH, and LHG information is available. Some of these matching variables are only available for specific individuals due to the different data-generating processes in the IEB. Sex and nationality (German yes/no) are used as blocking variables, that is, IEB units are excluded as potential donors for survey respondents if they do not have identical values in these variables. All of these variables are used in the matching procedure of both PASS and NEPS data to allow a comparison of the results in the two case studies. More information on the variables used can be found in Section 9, Appendix.
After statistical matching, we add the Z information of the identified matches for all synthetic nonconsenters to D synth , and thus obtain a data set D supp , for which (X, Y, Z) is again available for all deterministically linked survey respondents. The resulting empirical distribution is denoted as f supp (x, y, z). We can then evaluate whether differences in f synth (x, y, z) compared to f det (x, y, z) are reduced in f supp (x, y, z). Specifically, we look at marginal distributions in Z variables, correlations between Y and Z variables, and coefficients of regression models that use both Y and Z variables. For ease of reading, we use the terms reference or benchmark estimate for the estimates of interest using D det .
Results
Using the predicted consent probabilities directly induces almost no differences in estimates in D synth compared to the reference. After increasing the nonconsent rate to 40%, large differences can be observed for some estimands. Increasing the nonconsent rate to 60% increases these differences further. However, the general findings regarding the bias and the success of the statistical matching approach are similar for both consent rates. Therefore, we will only present the results using the smaller and more realistic nonconsent rate of 40% in this section.
Marginal Distributions and Means
In principle, marginal distributions for administrative data variables are available for the population in the complete administrative data. This means that data linkage would not be necessary to begin with. Thus, one could argue that biases in these marginal distributions should not be of any concern. However, this argument is only valid if the population of interest and the population of the administrative data are actually the same. If the survey population is a subset of the population of the administrative data, as for example in the case of the PASS subsample of unemployment benefit II recipients, it will still be important to evaluate whether the proposed method helps to correct for nonconsent bias in marginal distributions. However, note that the assumption that the conditional distribution f(zjx) is the same for units in A and B is stronger if the survey population and administrative data population are different.
In our evaluation study, we examine the marginal distributions of some key measures in the IEB. An important characteristic of the IEB is its accurate information regarding the employment history of each individual (Jacobebbinghaus and Seth 2010) . Thus, we evaluate whether statistical matching can reduce nonconsent bias in marginal distributions of these Z variables. Figure 6 presents results regarding the means of three important Z variables from the IEB: time in employment, complete gross salary earned in 2011, and the complete duration of Unemployment Benefit I receipt. Unemployment Benefit I is a specific social welfare payment in Germany that is paid during the first 6 to 18 months of unemployment. All values depicted here are ratios of the respective means to their benchmark values, that is, to the means in the complete linked data set D det N . As a reference, Figure 6 also contains this ratio for the variables in B (the SIAB). Furthermore, a 95% confidence interval for the estimates assuming consenting completely at random is provided.
In the case of the NEPS, the synthetic nonconsent generates systematic differences in the variables time in employment and salary in 2011. In both cases, the confidence interval for the respective mean under the assumption of consenting completely at random does not cover the mean after inducing synthetic nonconsent. The difference in both variables can be reduced by using subsequent statistical matching for all synthetic nonconsenters. In contrast, no differences are created by the synthetic nonconsent process for the total duration of Unemployment Benefit I receipt and subsequent statistical matching slightly worsens the estimate from a bias perspective. The estimates based on the matched data are always close to the benchmark value despite the fact that estimates using the SIAB data would be substantially different, especially for time in employment and salary in 2011.
Looking at the mean ratios for the PASS (Figure 7) , the findings are similar for the employment-related variables. For the variable salary 2011, the difference is slightly larger after supplementing the data with statistical matches. 
Correlations and Regression Model Parameters
The goal for record linkage is to be able to analyze the combined data. Univariate analyses can be performed on the administrative data without linkage (though, not always with respect to the specific survey population). Thus, it is essential to evaluate the methodology for bivariate and multivariate estimands that utilize both Y and Z variables. We only present results for the NEPS data in this section. Results obtained from the PASS data showed similar patterns and thus we exclude them for brevity.
In Figure 8 , we present the effects of statistical matching on correlations of the three aggregate administrative data variables introduced in the previous section with three Y variables, that is, variables that are only available in the survey: years of schooling, age at first employment, and length of first employment. The before-deletion correlation -the empirical correlation in D N det -is plotted against the observed correlations in the data sets after creating synthetic nonconsent and using statistical matching for all synthetic nonconsenters.
We observe that there are more or less no differences in estimates using D synth compared to the benchmark. However, almost all estimates are shrunk towards zero if statistical matching is applied. Instead of correcting for any differences created by nonconsent, statistical matching actually increases these differences. As explained in Subsection 2.2, the shrinkage towards zero is an indication that the conditional independence assumption is invalid.
We also estimate two regression models to evaluate to what extent multivariate relationships can be preserved after statistical matching; first, a Cox proportional hazards model (Cox and Oakes 1984) of the (log) length of the first unemployment episode as the dependent variable, and second, a linear regression model of the (log) gross salary in 2011 as the dependent variable. Both models use sex, age (and a quadratic term of age in the case of the salary model), occupational training, number of school years, and whether the mother's mother tongue is German as independent variables. Similar to Figure 8 , Figure 9 plots the before-deletion parameter estimates against the parameter estimates after inducing synthetic nonconsent and subsequent supplementation with statistical matching. The results of the parameter estimates are less cohesive. There are only a couple of coefficients for which differences in estimates after synthetic nonconsent compared to the reference are substantial. Again, the confidence intervals provide a test of whether or not the synthetic nonconsent process is significantly different from consenting completely at random. Point estimates are in some cases closer to the reference value after statistical matching, but in other cases the differences are larger. Also, absolute values of parameter estimates after supplementation are sometimes lower and sometimes higher than the true values. The unconditional relationship between Y and Z variables that can be observed in the matched data set is only the part of the relationship that can be explained by X. As explained in Subsection 2.2, omitting important confounding variables in X can lead to overestimation, as well as underestimation, of the unconditional effect after statistical matching. Also, even if all important confounding variables are included as matching variables, the lack of a potentially existing effectconditional on every confounding variable -in the matched data can also lead to underestimation of the absolute value of the regression coefficients after matching. Both of these problems are only relevant if the conditional independence assumption is violated, but as our results concerning the correlations suggest, this is the case for almost all pairs of Y and Z variables that we examined.
Conclusion
Supplementing record linkage of survey and administrative data with nearest neighbor statistical matching is a straightforward idea when trying to reduce nonconsent biases. Since good parametric models are not necessary for nearest neighbor techniques and donor Fig. 9 . Regression parameter estimates after 40% synthetic nonconsent and subsequent matching based on the NEPS data compared to the benchmark estimates (the bars indicate the bounds of the 95% confidence intervals for the respective parameter estimate under the assumption of consenting completely at random).
sparseness is never an issue if large administrative data sets are used as the donor pool, it is the most widely applicable method available. However, the assumptions that are implicit when traditional statistical matching is used as a supplement to record linkage are very strong and will most likely never hold completely. The goal of the simulation study presented in this article was to evaluate empirically how well nearest neighbor matching performs, despite these assumptions. Our results suggest that biases in marginal distributions of administrative data variables can be corrected quite well, depending on the predictive power of the matching variables for the variable of interest. This is a particularly useful finding for situations where marginal distributions of administrative variables are desired for the survey population under study. However, the method is less suited for more complex analyses. The implications of the violation of the conditional independence assumption were substantial for both bivariate and multivariate analyses on the supplemented data sets.
Another downside of the approach is that the seemingly simple matching problem turns into a tedious task in practice, since preparing multiple data sources for statistical matching is a time-consuming and resource intensive process. In this study, significant efforts were undertaken to implement a high quality statistical matching procedure and analysis. Multiple issues, most of them related to measurement differences in the two data sets had to be dealt with in advance. These differences are likely to be present in any application of statistical matching of survey and administrative data.
The results from our simulations suggest that -with the exception of marginal distributions -the problems created by statistically matching nonconsenting units are worse than ignoring the nonconsent problem. Thus, even though the results are not easily generalizable to other applications, we advise caution when using nearest neighbor statistical matching to reduce linkage nonconsent bias for more complex estimates.
If other statistical agencies are considering statistical matching as a supplement to record linkage, our simulation design can be seen as a roadmap to empirically evaluate whether biases from nonconsent can be reduced for the specific application at hand. We emphasize that it is generally impossible to derive analytically which assumptions are stronger: the consenting completely at random assumption implied when analyzing only the data of the consenters or the assumptions required for statistical matching as discussed in Subsection 2.2 and Section 3. Both assumptions will never be fully met in practice, but the impact of the violation of the assumptions will depend on the available data, the nonconsent process, and the analysis of interest. Thus, statistical agencies might follow the simulation setup laid out in Section 6 to decide whether statistical matching could be a useful tool for their analysis goals, especially if a rich pool of jointly observed variables is available. We note that our evaluation study focused only on biases. Further research could extend our approach by including appropriate procedures based on the multiple imputation framework for enabling valid variance estimates after matching.
As discussed in Section 4, the missing at random assumption necessary for nearest neighbor imputation is weaker than for supplemental statistical matching. Therefore, one area of future research could focus on nearest neighbor imputation as a method to reduce nonconsent bias in a similar evaluation setting. Additional research questions related to how analyses on the imputed data set will be influenced by poor donor to recipient ratios due to low consent rates, should also be explored in this context. 9. Appendix Table 1 shows all variables that are used in the matching procedure. We categorize every variable into blocking, asymmetric blocking, and matching variables. If a variable is used as a blocking variable, only individuals in the administrative data who have identical values in this variable are allowed to be used as donors. Matching variables are used to compute the Euclidean distance. Asymmetric blocking variables are used if blocking is only possible for specific respondents.
To illustrate, in our application, asymmetric blocking is required for the following reason: the IEB combines different sources of data that are generated from different BA business processes (see Figure 4 ) and all data sources provide different information. The variables from the different sources can only be used to find a donor for a survey respondent if it is certain that this information should be available in this respondent's (and therefore every similar individual's) administrative data. Therefore, we have to find proof -or at least strong indicators -in the survey data that this BA process should have been initiated by the respondent. However, not finding these indicators does not necessarily mean that the respondent's administrative data does not include this information. Therefore, these indicators are used in the matching process as asymmetric blocking variables.
