The Newton polygon.
Let cj be a formal Pfaffian form as above. The differential polynomial associated to ^ is given by f^ = A^(X, Y) + B^{X, Y) Y', where A^, B^ G
C[[X,Y]].
We will say that / e Cq, q € N, if we have that .
Then the following properties hold : CO 
The series z = ^ CiX^ is a solution of (/=0) if and only if 1=1

00
CiX^ is a solution of (f[c^X^ + V]=0). In particular, z = c^X^ is a 
The algorithm.
The basic idea of Fine [6] , [7] modified by Ince [8] , in order to find a solution of (/a;=0), is to extend to differential equations the classical Puiseux's construction for algebraic curves in the following way. Assume that neither (Y==0) nor (X=0) are solutions of (/^=0). Then there is a side of N(f^) with slope -l//^o such that <I>(^^)((7) has a root Co ^ 0.
is a solution of (g=0), then coX^°i s a solution of {fuj=0) and we are done. Otherwise, look for a side of N(g) of slope -l/^i, with /^i > f^o, such that <I>(^^)(G) has a root c\ ^ 0. Continue in this way.
This algorithm, does not work in general. Actually, it may happen even with the restrictive conditions imposed by Ince [8] that the polynomials <l>(p^)( (7) with /^i > /^o do not have any non zero root, as the following example shows : 5 and let L be the side with slope -1, then <^i) (G) = C(C-1) 2 .
The only nonzero root is C = 1.
The only side of N(g) with slope bigger than -1 has slope -1/2 and ^2) = 1 + (2 + 2(-1))C 2 = 1. Now we shall give a criterion to choose at each step the "correct" side of the Newton Polygon and the "correct" root of the associated polynomial in order to avoid situations as in the example. Then the procedure will always continue, unless we arrive at a situation in which (y==0) is a solution. In this way we shall produce a formal solution of (/o;=0). 
We say that L is the principal side of / if (V=0) is not a solution of (/=0) and L is the good side of N(f) with biggest slope. 
Proof. -If L is the side of N(f) with biggest slope then (i) is true ((V=0) is not a solution of (/=0)). If it is not so, let L' be the side of N(f) with highest vertex equal to the lowest vertex of L. Then (L', a) is not true by the lemma and the principality of L, thus our result follows because We choose Co as any root 7^ which satisfies the following property :
B^ (7,0) + 0 and ^^) ^ Q^^ ^ {^ Q | r> /.}.
•^j'o ^Jo)
If (V=0) is not a solution of (g = 0) then (ii) holds. In fact, let L' be the side of N(g) whose highest vertex is (a^,^J = (a',/3'). Then the slope -I/// of L 1 is bigger than -l//^. Moreover,
Since /A' > ^, the property (P) implies that (L',a)g is true and we can apply the Lemma 2.
It remains only to prove that there is a root of <I>(^)(G) satisfying (P). In order to do this, we shall reason by contradiction, assuming that (P) is not satisfied for any 7^. Then for all index j we have that (a) and {(&.!) or (&.2)} hold, where :
and ~^3^ e Q(^).
Write as in 2.3 :
By (1), the properties (a), (6.1) and (&. In particular $^^(7^) ^ 0 for all j = 1,... ,5 and thus kj = ej. Let us assume that (a)' and (^.1)' are satisfied for j = 1,..., I. Then we have the following properties : -Assume that Ao = 0. Then r == k > 1. Write
By the properties I, II, and III, we can write /3{C) as follows :
Looking at the coefficients of C^' 1 in (4) we have that
and by (2)
Since L is the principal side, by Corollary 1 we have (6) over (5) we obtain :
l^-+î n contradiction with the property (7).
-Assume that AQ -^ 0. Then r = 0 and hence e\ -\-• •' + eg = t in view of (2) . Now, the properties I, II, and III define entirely /3(C) and we have that Remark 2. -To use the algorithm in the practice it is only necessary to select CQ at each step with the property (P), and this is easy to do.
The formal solution.
Here we prove that the above algorithm produces a formal Puiseux's solution of (/cc;==0)-I 11 the next paragraph we shall prove that this solution is in fact a convergent one if f^ is convergent. (i) fi has a principal side Li with slope -l//^ and Ci -^ 0 is a root of (/z^z)(^) suc^ ^^ ^+ 1 ^a s eltner (^=^) ^y solution or has a principal side with slope -l/^+i > -l//^.
(ii) fi has not a principal side, (Y=0) is a solution of (.A=0), and the coefficients Cj are equal to zero for all j> i.
It remains to show that z is a solution of (fuj=0) and it has the form described in the theorem. In order to do this, we can suppose that all the coefficients Ci are different from zero; otherwise by (ii) only a finite number of c, are different from zero and then the theorem is done.
Let Qi = {di.bi} be the highest vertex on Li = L(/^,/^). By 2.3 we have that Qi is a vertex of N(fi^).
Since the slope of L^+i is bigger than the slope of L^ then ^4-1 <: bi. Hence there is an index io such that bi == ^^ Vz ^ ZQ. This implies that Qi = Qio for z > io. Call this point (5^ = (a,6) the pivot point of / with respect to z. Let us observe that b > 1 because ci is a root of <1>(^^)( (7) for all index.
Assume that 6=1. Then we have that
Since Qi = (a, 1) for all i > io, we have that A^^ = A^°^ = A^0) and ) = B^0^ = B^ for all z ^ zo. Then we obtain that f^(C) = (AW +^°))G+AJ^^, z > zo.
Since the statement (i) holds, we have the following formulae Proof. -Take the notation as in the proof of Theorem 1. We know that there is an integer q e N such that z e C[ [X 1^] ] and /, € Cq, for all i. In view of the above properties (5.1) to (5.5) we can assume without loss of generality that q = 1 and hence we can write s different from zero with regular singularity at the origin. This implies that the solution z is convergent (see Malgrange [9] ).
In the following lines we are going to give a self-contained and elementary proof of this result. By other hand, this proof will be worthy in §6. 
Solutions of s-Gevrey index.
We have proved that a convergent first order and first degree ordinary differential equation has at least one convergent solution, but may be it has also formal non convergent solutions. It is well known that a series solution of a convergent ordinary differential equation has certain Gevrey index (see Maillet [10] , Mahler [9] , Ramis [14] , [15] , and Malgrange [11] ). In a forthcoming paper [5] , we prove that the ring of Gevrey power series is, in some sense, closed for ordinary differential equations. Now we are going to prove that the ring of formal power series with fixed s-Gevrey index has in common with the ring of convergent power series the property of any first order and first degree differential equation with coefficients into the ring has a solution in this ring. 
