While, "in principle", it is possible to write down a characvectors-slightly different from the standard definition in the terization for the capacity region of most network information literature in that we normalize entropy by the logarithm of the theory problems, the difficulty is that this characterization is alphabet size. We argue that this definition is more natural for determining the capacity region of networks and, in particular, infinite-letter and non-convex. In other words, evaluating the that it smooths out the irregularities of the space of non-capacity region requires solving an infinite succession of nonnormalized entropy vectors and renders the closure of the convex optimization problems over certain distributions whose resulting space convex (and compact). Furthermore, the closure number of variables goes to infinity. This is in stark contrast of the space remains convex even under constraints imposed with point-to-point (single-user) memoryless channels where by memoryless channels internal to the network. It therefore follows that, for a large class of acyclic memoryless networks, the the characterizaton is both single-letter and convex.
follows that, for a large class of acyclic memoryless networks, the the characterizaton is both single-letter and convex.
capacity region for an arbitrary set of sources and destinations can be found by maximization of a linear function over the S X convex set of channel-constrained normalized entropic vectors PXI5(x15) and some linear constraints. While this may not necessarily make the problem simpler, it certainly circumvents the "infinite-letter characterization" issue, as well as the nonconvexity of earlier formulations, and exposes the core of the problem. We show that Fig. 1 . A point-to-point communication problem. the approach allows one to obtain the classical cutset bounds via a duality argument. Furthermore, the approach readily shows that, To make this more explicit, consider the point-to-point where ps( ) is the input distribution and H(X) and In recent years, there has been a growing interest in H(X S) = H(X, S) -H(S) are the usual entropy and information transmission over networks. While, historically, conditional entropies. Problem (1) is referred to as single letter, information theory has played a central role in the development since all entropies are over only a single channel use. The of point-to-point communication systems, it is fair to say that it problem is one of "convex optimization" since I(X; Y) is has had a far less impact on the design of most of the networks a concave function of the input distribution and so we are currently in use, and especially the Internet. Information-maximizing a concave function. theoretic considerations have had a minimal impact on the capacity region is known happen to be where certain proposed schemes have been fortunate enough to coincide with the Consider now the network problem of Figure 2 . Assume (rather obvious) cutset outer bounds. In any event, anything that the network is acyclic and memoryless (in the sense close to a "theory" of multi-user information theory is still that all channels internal to the network are memoryless) lacking.
and that there is no feedback from the destinations to the sources. Suppose that each source Si needs to transmit to its characterizing the space of (channel constrained) entropic corresponding destination Xi at some rate Ri, i = 1, . r. , m.I vectors. characterization of (3) has very rarely been explicitly used.2 which can be regarded as the entropy vector of some collection The goal of this paper is to suggest an alternative represen-of n random variables, for some value of N, is called entropic. tation and study of the aforementioned network information We will denote the space of entropic vectors by Qn theory problem. The main idea is to define the space of
We should remark that our definition of entropic vectors (suitably normalized) entropic vectors and to show that a very is slightly different from what is conventionally used in the wide range of network information theory problems reduce literature (see, e.g., [5] ). The convention is to consider entropy to the optimization of a linear cost over the convex set of vectors without the normalization. In this case, the space (constrained) entropic vectors. This viewpoint has several ad-of entropy vectors is referred to as Pj. We believe our vantages: first, it does away with the complications of infinite-definition to be more natural. One indication is the more direct letter characterizations (in fact, the infinite limit simplifies the connection to (3) and (4). The other is the fact that the set F*n representation considerably), second, it renders the problem is quite complicated: it has an irregular boundary [6] and many convex and, third, it shows how through duality one may "holes". Its closure, r]j, is therefore more often studied, which obtain classical results such as cutset bounds. While by no can be shown to be a convex cone (see, e.g., [5] , [7] ). The set means solving the network information theory problem in Qn is, however, much simpler. It is clearly bounded, since itself, it does point to what the heart of the problem is:
hs < lS, (6) 'We should note that this formulation can allow for quite general problems. where Sl is the cardinality of the set S. Furthermore, it is If a source is desired by many destinations, then all we need to do is repeat that source as many times as desired. If, on the other hand, a destination straightforward to show that the closure of Qn is a convex requires many sources, all we need to do is to repeat that destination as many set. times as necessary.
2The only work that we are aware of that uses the infinite-letter charac3There is no loss of generality in this assumption. If the random variables terization (2) is [4], which shows that it can be reduced to a single letter have different alphabet-sizes, we can always take N to be the largest alphabetcharacterization for memoryless multiple-access channels.
size and to make the probability mass functions zero wherever appropriate. The upshot of all these arguments is that (3) can be rewritten as However, the next proof shows that this is true in the limit! sup cTh, Normalizing by log NT yields \i pohx + (1 -po)hy < hz< pohx + (1 -po)hy (11) -Po log Po -(1 -Po) log(I -Po) We end this section by emphasizing that our choice of a "non-source" node in the network with incoming messages normalized entropy vectors, and letting N be arbitrary, retains {Xip }k=1 and outgoing messages {Xjq }' =1 (see Fig. 3 ). Then all the information needed to solve network information theory clearly, we have the following linear constraints on the entropy problems, yet "smooths out" all the irregularities in r* . In fact, entropic vectors is not convex for any finite T). The conclusion is that topological constraints simply intro-III. SOME APPLICATIONS duce linear constraints on the entries of the entropy vector.
A. Duality and Cutset Bounds Xi
Xi
As a first attempt, a simple use of some basic machinery p(Xi Xi) from convex optimization yields some interesting results. In network flow problems, the duality between max-flow and min-cut is well known [8], [9] . In information theory cutset Fig. 4 
which is simply a linear constraint on the joint distribution.
h nQA ,Ah=O h nQ, Now the fact that the underlying distribution satisfies linear Consider now an arbitrary cut through the network, such constraints has no effect on the validity of the two proofs that all the source nodes reside on one side of the cut and all we gave for Theorem 1. Therefore the presence of channels the destination nodes on the other side of the cut. Set to zero inside the network does not affect the convexity of the space all components of the Lagrange multiplier A that correspond of admissible entropy vectors. We formalize this result in the to edges that do not cross the cut. Then the upper bound in following theorem.
(22) after minimizing over the remaining components of A, is Fig. 5, say) can be distinct.
can use max, rather than sup.
Remarks. The formulation (19) is significant for at least two 3 h inl mign nand X,X nFg ,sy are received without interference.
reasons. 1) By going to the space of normalized entropy vectors, 4We omit the details for lack of space; the basic idea is that once the * * * r ;;->^* 1~~~~~components of the Lagrange multiplier that do not cross the cut are set to we havecircumvnted te problm of "nfiniteletter zero all nodes on either side of the cut can fully cooperate and so the problem characterization", becomes a point-to-point problem whose value is simply the cut capacity.
We can now show Xi and Yi we can assume:
