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1 Introduction
The Unied Modeling Language is a prominent evidence for the steadily in-
creasing importance of visual languages for modeling software. It is known
that the syntax of a visual language can be represented by graphs, and its
semantics can be specied by graph transformation [2].
Since software models may be large, their graph representation should
provide a concept for dividing graphs into nested packages. Several notions of
hierarchical graphs have been proposed for this purpose; they dier in aspects
such as whether packages may be shared or not, and whether edges may cross
package borders or not. Transformation has only been considered for some
of them, and a commonly accepted notion of hierarchical graphs and their
transformation is still missing. Aiming at lling this gap, we use a notion
of hierarchical graph transformation [4] that is generic, i.e. not committed
to a particular kind of graphs or graph transformation, and decouples the
package structure from the underlying graph. The existing approaches of H-
graph grammars [16], and hierarchical hypergraph transformation [6] are then
compared by translating them to the generic notion. This shows up their
similarities and dierences clearly, and demonstrates that the generic notion
may simulate many notions of hierarchical graphs. Space does only permit to
outline denitions and results, which will be given in the full paper.
2 Generic Hierarchical Graph Transformation
Generic hierarchical graph transformation [4] aims at investigating structuring
mechanisms for graphs. The denition decouples the at underlying graph
?
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from its package structure, so that both aspects can be studied independently
of each other. It is also generic so that it can be used to extend arbitrary
notions of graph transformation with a package concept, or to simulate existing
notions of hierarchical graph transformation.
Graphs. A set G denes a set of graphs if every G 2 G has a skeleton
S
G
= (N
G
; E
G
; I
G
), where N
G
and E
G
are nite sets of nodes and edges,
and I
G
 E
G
N
G
is an incidence relation. Having a skeleton is the minimal
requirement for an entity to be considered a graph, and it serves as an interface
to the hierarchical structure added to it.
A directed graph G consists of disjoint nite sets N
G
of nodes and E
G
of
edges, with each edge attached to exactly one source and one target node, and
each node (edge) labelled over a given set  (resp. ) of labels. Clearly, each
directed graph G provides a skeleton; it is rooted if it has a distinguished root
r 2 N
G
so that there exists a path from r to n in G, for all n 2 N
G
. (Rooted
graphs are used for package hierarchies.)
A bipartite graph C over (U; P )|i.e. a directed graph where all edges have
one end in M and the other one in N|is a coupling graph if it induces an
association relation 
C
 P  U that assigns every node of U to at least
one node of P . A coupling graph C is tight if it also induces a correspondence
relation 
C
 U  P that anchors every node of P at a unique node of
U . (Coupling graphs are used for connecting package graphs and underlying
graphs.)
Generic Hierarchical Graphs. A generic hierarchical graph is a triple
H = (U; P; C), with an underlying graph U (of any kind, provided it has a
skeleton), a rooted package graph P , and a bipartite coupling graph C over
nodes (N
U
[ E
U
; N
P
). If C is tight, H is called tightly coupled, and loosely
coupled otherwise. Note that the union of H's components is not a graph, as
C uses the edges of U as nodes.
Basic Transformation Approaches. The notion of a graph transformation
approach has been formalized in [1] in order to specify the common features
of as many kinds of graph transformation as possible. (See [17] for a survey
of approaches.) Here we are only concerned with basic graph transformation
approachesA = (G;R;)) where G is a class of graphs,R is a class of rules, and
) is a rule application operator that associates a binary relation)
r
 GG to
every rule r 2 R. We ignore the control conditions and graph class expressions
that are used for programming and specication in [1].
Generic Hierarchical Graph Transformation. A basic hierarchical graph
transformation approach A
H
= (H;R
H
;)
H
) is constructed by combining
an underlying graph transformation approach A
u
over graphs G
u
with two
graph transformation approaches A
p
over rooted graphs, and A
c
over cou-
pling graphs, respectively, by componentwise composition. If its component
approaches have the same application operator, we call A
H
homogeneous.
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The classes of graphs and rules are dened as the cartesian products of
the corresponding component classes, and their semantics is constructed com-
ponentwise, too. The application operator is dened as:
)
H
= f((U; P; C); (U
0
; P
0
; C
0
)) 2 H H j U )
u
U
0
; P )
p
P
0
; C )
c
C
0
g
)
Fig. 1. A hierarchical graph transformation.
Figure 1 depicts a hierarchical graph transformation step where, both for
the host and for the result graph, the hierarchy graph is depicted using big
rectangular nodes (packages) with tabs, the underlying graph has small square
nodes, and the coupling graph has dashed edges. (The associations of edges
to packages are omitted.) The operation shown involves the deletion of a
node and of the package anchored to it. The top right node in the underlying
host graph, which was associated to the deleted package, is moved to the root
package.
3 H-Graph Grammars a la Pratt
In [16], hierarchical graphs (so-called H-graphs) model runtime data structures
for the denition of programming language semantics, and H-graph grammars
model operations on them. An H-graph contains a global set of nodes N ,
where each node is either labeled over a given set of atoms A, or it contains a
directed graph over N , thus inducing a hierarchical structure. Each H-graph
grammar production species the substitution of an atomic node with a new
H-graph. Edges attached to the replaced node in the original H-graph are
redirected to two special nodes in the right-hand side of a production.
We use NLC graph rewriting (see e.g. [8]) for modeling H-graph grammars.
In this approach, an induced subgraph of the host graph is matched by the
left-hand-side graph of a rule, replaced with a copy of the right-hand side,
and new connecting edges are created under the control of a global set of
connection instructions.
An H-graph H is translated into a hierarchical graph HG(H) by splitting
it into three graphs: the underlying graph U(H) contains all the nodes of H
and all the edges collected from all local graphs of the hierarchy; the hierarchy
graph P (H) contains one root package, one package for every non-atomic node,
and a package q is nested in a package q
0
if the corresponding nodes n and n
0
3
GT-VMT 2001 { G. Busatto and B. Hoffmann
are nested inH; the coupling graph C(H) contains all packages from P (H), all
nodes and edges from U(H), and associates every node or edge to its owning
package (where root nodes of H are assigned to the root package), and every
package to its corresponding node. The node labels of the three component
graphs encode the original label in H and additional information|used by
connection instructions|determining whether a node is an input or an output
node in a production, or a normal node.
An H-grammar is translated into a set of hierarchical graph rules|one
triple of NLC rules (
p
; 
p
; 
p
) for each production p|together with a global
set C of connection instructions. The production 
p
(
p
) species the sub-
stitution of a node (package) with a graph, whereas 
p
species the substi-
tution of a node and its corresponding package with all nodes and packages
from 
p
and 
p
, and the insertion of the necessary coupling edges between
them. Given such a hierarchical rule r, we consider special direct derivations
from a hierarchical graph HG = (U(H); P (H); C(H)), where 
p
and 
p
are
applied to the same node in U(H) and C(H), and 
p
and 
p
are applied
to the same package in P (H) and C(H). We denote such a derivation with
(U(H); P (H); C(H))V
r
(U
0
; P
0
; C
0
) and we call it an amalgamated derivation
step.
The main result of this section|whose proof is given in the full paper [3]|
says that we can simulate derivations of an H-graph grammar by means of
amalgamated derivations in the corresponding grammar using triples of NLC
rules. Therefore amalgamated derivation steps of translated H-graph grammar
rules faithfully mimic the original H-graph grammar derivations as triples of
NLC derivation steps.
Proposition 1 Let H and H
0
be two given H-graphs,   an H-grammar, p a
rule of  , and r = (
p
; 
p
; 
p
) the translation of p to a hierarchical graph rule.
Then H )
p
H
0
i HG(H)V
r
HG(H
0
).
4 Hierarchical Hypergraph Transformation
In [6], hierarchical hypergraph transformation is dened as a computational
basis for programming with graphs [14].
A hypergraph is nite, and consists of nodes and labelled hyperedges that
may be attached to any number of nodes. In a hierarchical hypergraph, some
of the hyperedges (called frames) may contain hypergraphs that may be hier-
archical again.
A hierarchical hypergraphH is translated to the generic hierarchical hyper-
graph HG(H) = (U; P; C) as follows: The underlying hypergraph U disjointly
unites all top-level nodes and hyperedges with all nodes and hyperedges con-
tained in all frames, recursively. The package graph P is a tree with a root
package , plus a package for every frame in H so that the edges in P rep-
resent the direct nesting of frames. Finally, the coupling graph C associates
4
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the top-level nodes and hyperedges to the package , and all nodes and hyper-
edges directly contained in a frame to its package; furthermore, every nested
package corresponds to a frame.
It is easy to see that a generic hierarchical graph is a translation of a hi-
erarchical hypergraph i it is strict in the following sense: (i) its underlying
graph is a hypergraph; (ii) its package graph is a tree; (iii) every underly-
ing node and hyperedge is associated to exactly one package; (iv) there are
no package-crossing hyperedges: every hyperedge y is attached to nodes of
the same package; (v) every nested package, except for the root package ,
corresponds to an underlying edge.
A hierarchical morphism m : H ! H
0
maps nodes and hyperedges of H
and H
0
onto each other so that labels, attachments, and frames are preserved,
and the contents of corresponding frames inH andH
0
is related by hierarchical
morphisms, recursively. A hierarchical hypergraph transformation rule t =
P
p
 I
r
! R consists of two hierarchical morphism that embed a common
interface I in a pattern P and a replacement R. (The morphism p must be
injective.)
A transformation step H )
t
H
0
is constructed as follows: Match P as a
subgraph in a package of the host graphH and construct an injective matching
morphism m between P and that subgraph; remove m(P ) up to m(p(I)) from
H to obtain the context graph C; add a copy of R to C and glue m(p(I)) with
r(R) to obtain H
0
.
2
Amalgamated Generic Hypergraph Transformation. Every hierarchi-
cal morphism m : H ! H
0
corresponds one-to-one to a triple of morphisms
between the components of the generic hierarchical hypergraphs HG(H) and
HG(H
0
). A hierarchical hypergraph transformation rule t = P
p
 I
r
! R can
thus be translated into a triple of gluing rules on underlying graphs, package
graphs and coupling graphs. Let hg(t) denote that generic hierarchical rule,
and require that transformation steps HG(H) V
hg(t)
HG(H
0
) are amalga-
mated so that the matching morphisms overlap in the nodes of their coupling
component. Then we get the main result for this translation by the corre-
spondence of morphisms:
Proposition 2 There is a hierarchical hypergraph transformation step H )
t
H
0
i there is a generic hierarchical hypergraph transformation stepHG(H)V
hg(t)
HG(H
0
).
5 Conclusions
Generic hierarchical graph transformation turns out to be general enough to
represent existing approaches to hierarchical graph transformation. Thus the
2
This is a kind of gluing graph transformation [7] with injective matching [13].
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decoupled representation makes it particularly easy to grasp dierences of the
approaches compared in this paper, which are summarized in Table 1.
H-graph grammars hierarchical hypergraph
[16] transformation [6]
underlying graphs simple graphs hypergraphs
hierarchy rooted graph tree
coupling tight tight
package anchors nodes hyperedges
inter-packages edges yes no
transformation NLC-like injective gluing
Table 1
Comparison of Hierarchical Graph Notions
Although developed for a dierent application, our model of hierarchi-
cal graph transformation does remind of triple graph grammars [18], which
also provide some kind of amalgamation, but are tied to a particular graph
transformation approach. Related work has studied encapsulation concepts
for hierarchical graphs [12] (yet without notion of transformation), and the
construction of views [9] on (at) graphs.
Further approaches to hierarchical graph transformation, namely hierar-
chical graph transformation with variables [6], typed hierarchical graph trans-
formation [11], and Higraphs [15], shall be investigated in order to conrm our
conjecture that practically every kind of hierarchical graph transformation can
be simulated with the generic model.
Also, the generic model needs still to be rened with respect to the inter-
relation of elements in dierent components of the transformation rule triples.
In our examples, this was no problem since the rule triples were homogeneous
(using the same transformation approach) so that transformations could be
amalgamated.
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