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Abstract
Let Sk be the space of holomorphic cusp forms of weight k with
respect to SL2(Z). Let f ∈ Sk be a normalized Hecke eigenform,
Lf (s) the L-function attached to the form f . In this paper we con-
sider the distribution of zeros of Lf (s) in the strip σ ≤ Re s ≤ 1 for
fixed σ > 1/2 with respect to the imaginary part. We study estimates
of
Nf (σ, T ) = #{ρ ∈ C | Lf (ρ) = 0, σ ≤ Re ρ ≤ 1, 0 < Im ρ ≤ T}
for 1/2 ≤ σ ≤ 1 and large T > 0. Using the methods of Karatsuba
and Voronin we shall give another proof for Ivic´’s method.
1 Introduction
It is conjectured that non-trivial zeros of the Riemann zeta function ζ(s)
lie on the critical line Re s = 1/2 (in short RH). For 1/2 ≤ σ ≤ 1 and large
T > 0, let N(σ, T ) be the number of zeros of ζ(s) in the region σ ≤ Re s ≤ 1
and 0 < Im s ≤ T . If RH is true then N(σ, T ) = 0 for 1/2 < σ ≤ 1.
The purpose of the zero-density theory for ζ(s) is to estimate N(σ, T ) as
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small as possible to support RH. For this problem Bohr and Landau [2]
began to study zero-density for ζ(s) and proved N(σ, T )≪ T uniformly for
1/2 ≤ σ ≤ 1. Ingham [9] improved their result to
N(σ, T )≪ T 32−σ (1−σ)(log T )5 (1/2 ≤ σ ≤ 1).(1.1)
Moreover Huxley [8] improved the result (1.1) for σ ≥ 3/4 to
N(σ, T )≪ T 33σ−1 (1−σ)(log T )44 (3/4 ≤ σ ≤ 1).(1.2)
The results (1.1) and (1.2) give the following estimate:
N(σ, T )≪ T 2.4(1−σ)(log T )444 (1/2 ≤ σ ≤ 1).(1.3)
Karatsuba and Voronin [13] gave alternative proof for (1.3) by using the
approximate functional equation for ζ(s) (see Hardy and Littlewood [6]).
In this paper we study the distribution of zeros of L-functions associated
to holomorphic cusp forms. Let Sk be the space of cusp forms of weight
k ∈ Z≥12 with respect to the full modular group SL2(Z). Let f ∈ Sk be
a normalized Hecke eigenform, and af (n) the n-th Fourier coefficient of f .
It is known that all af(n)’s are real numbers (see [1, Chapter 6.14]) and
estimated as |af(n)| ≤ d(n)nk−12 by Deligne [3], where d(n) is the divisor
function defined by d(n) =
∑
m|n 1. The L-function attatched to f is defined
by
Lf (s) =
∞∑
n=1
λf(n)
ns
=
∏
p:prime
1
1− λf(p)p−s + p−2s (Re s > 1),(1.4)
where λf (n) = af (n)n
− k−1
2 . Hecke [7] proved that Lf (s) has an analytic
continuation to the whole s-plane and the completed L-function
Λf(s) = (2pi)
−s− k−1
2 Γ(s+ k−1
2
)Lf (s) =
∫ ∞
0
f(iy)ys+
k−1
2
−1dy(1.5)
satisfies Λf(s) = (−1)k/2Λf(1− s), namely,
Lf (s) = χf(s)Lf (1− s)(1.6)
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for all s ∈ C, where χf(s) is defined by
χf(s) = (−1)k/2(2pi)2s−1
Γ(1− s+ k−1
2
)
Γ(s+ k−1
2
)
.
By (1.4) and (1.6), Lf (s) has no zeros in Re s > 1 and Re s < 0 except s =
−n+ 1/2 (n ∈ Z≥k/2). The zeros of Lf (s) in the critical strip 0 ≤ Re s ≤ 1
are called non-trivial zeros. Moreover, by (1.5) and (1.6), the non-trivial
zeros are located symmetrically with respect to Im s = 0 and Re s = 1/2.
It is opened that all of non-trivial zeros of Lf (s) lie on Re s = 1/2, which
is called the Generalized Riemann Hypothesis (in short GRH). Let Nf(σ, T )
be the function defined by
Nf(σ, T ) = #{ρ ∈ C | Lf (ρ) = 0, σ ≤ Re ρ < 1, 0 < Im ρ ≤ T}.(1.7)
As in the case of the Riemann zeta function, it is important to study the
behavior of Nf (σ, T ). It is Ivic´ [10] who first proved the non-trivial estimates
of Nf (σ, T ).
The aim of this paper is to give an alternative proof of Ivic´’s estimate,
namely,
Theorem 1.1. Let f ∈ Sk be a normalized Hecke eigenform. For any large
T we have
Nf(σ, T )≪
{
T
4
3−2σ
(1−σ)+ε, 1/2 ≤ σ ≤ 3/4,
T
2
σ
(1−σ)+ε, 3/4 ≤ σ ≤ 1(1.8)
uniformly 1/2 ≤ σ ≤ 1. Here and later ε denotes arbitrarily positive small
constant.
Ivic´ [10] proof is based on the second and the sixth power moments
of Lf (s) due to Good [5, Theorem] and Jutila [11, (4.4.2)]. In this paper,
instead of using the higher power moments of Lf (s), we follow Karatsuba
and Voronin’s approach and use only the approximate functional equation
of Lf (s) (see Lemma 2.2) and the well-known estimates of exponential sum
(see Lemma 2.6, 2.7).
It is important that we can construct a set E of zeros of Lf (s) such that
the estimate of R = Nf(σ, T1)−Nf (σ, T1/2) is reduced to that of S(ρ), where
1/2 ≤ σ ≤ 1, 2 ≤ T1 ≤ T and S(ρ) is a function obtained by multiplying
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the approximate functional equation of Lf (s) by 1/Lf (s). The existence of
E works to obtain an estimate
R≪ (log T1)4α+3
∑
ρ∈E
|S(ρ)|2α(1.9)
where α is any fixed positive integer. The upper bound of sum of (1.9) is
obtained by the technique of Karatsuba and Voronin’s calculating, in which
power moment of Lf(s) is not needed.
2 Preliminary Lemmas
To prove Theorem 1.1, we need Lemmas 2.1–2.7. First Lemmas 2.1–2.3 are
required to show Proposition 3.1 (see Section 3), which is required for the
proof of Theorem 1.1.
Lemma 2.1. If we write
1
Lf (s)
=
∞∑
n=1
µf(n)
ns
(Re s > 1),
then we see that µf(n) is multiplicative and given by
µf(p
r) =


1, r = 0,
−λf (p), r = 1,
1, r = 2,
0, r ∈ Z≥3
for any prime number p. In addition we have |µf(n)| ≤ d(n) for n ∈ Z≥1.
Proof. By expanding the right-hand side of (1.4) and using Deligne’s result,
we can obtain the assertion of this lemma.
Lemma 2.2 (The approximate functional equation of Lf (s), [4, KOROL-
LAR 2]). There exist α ∈ (0, 1/2) and β ∈ R>0 such that∑
x≤n≤x(1+x−α)
|af (n)|2 ≪ xk−β
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and
Lf (s− k−12 ) =
∑
n≤y
af(n)
ns
+ (2pi)2s−k
Γ (k − s)
Γ (s)
∑
n≤y
af (n)
nk−s
+(2.1)
+O(|t| k+12 −σ−α+β2 )
uniformly for (k− 1)/2 ≤ σ ≤ (k+ 1)/2 where s = σ+ it and y = |t|/(2pi).
Moreover we have
Lf(s) =
∑
n≤y
λf(n)
ns
+ χf (s)
∑
n≤y
λf(n)
n1−s
+O(|t|1/2−σ+ε)(2.2)
where χf(s) is given by (1.6).
Proof. We shall show (2.2) by using (2.1). Since |af (n)| ≪ nk−12 +ε for any
n ∈ Z≥1 from Deligne’s result, it follows that∑
x≤n≤x(1+x−α)
|af(n)|2 ≪ xk−α+ε
for α ∈ R>0. If we put α = 1/2− ε and β = α− ε, then the O-term in (2.1)
becomes O(|t| k2−σ+ε). Replacing s by s + (k − 1)/2 in (2.1), we obtain the
formula (2.2).
Lemma 2.3 (Moreno [14, Theorem 3.5]). Let Nf (T ) be the number of zeros
of Lf (s) in the region 0 ≤ Re ρ ≤ 1 and 0 ≤ Im ρ ≤ T . For large T > 0 we
have
Nf(T ) =
T
pi
log
T
2pie
+O(log T ).
Furthermore, we have Nf (σ, T +1)−Nf (σ, T )≪ log T uniformly for 1/2 ≤
σ ≤ 1.
When we estimate
∑k
r=0 |
∑
N<n≤N1
a(n)nitr |2 where t0 < t1 < · · · < tk
and a(n) is an arithmetic function, we use Lemmas 2.4 and 2.5.
Lemma 2.4 ([13, Lemma IV.1.1]). Let t0 < t1 < · · · < tk−1 < tk, S(t) be a
complex-valued C1-class function on [t0, tk]. Set d = min0≤r≤k−1 |tr+1 − tr|.
Then we have
k∑
r=0
|S(tr)|2 ≤ 1
d
∫ tk
t0
|S(tk)|2dt+ 2
√∫ tk
t0
|S(t)|2dt
√∫ tk
t0
|S ′(t)|2dt.
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Lemma 2.5 ([13, Lemma IV.1.2]). Let a(n) be an arithmetic function. The
parameters X,X1, N and N1 satisfy 0 < X < X1 ≤ 2X and 3 ≤ N < N1 ≤
2N . Then we have
∫ X1
X
∣∣∣∣∣
∑
N<n≤N1
a(n)nit
∣∣∣∣∣
2
dt≪ (X +N logN)
∑
N<n≤N1
|a(n)|2.
When we calculate
∑
a<x≤b ϕ(x)e
2piif(x) where ϕ(x) and f(x) are real-
valued C∞-class functions on [a, b], we use Lemmas 2.6 or 2.7.
Lemma 2.6 ([13, Corollary 1 of Lemma V.2.1]). Let ϕ and f be real-valued
continuous functions on [a, b]. Suppose the following conditions are satisfied:
(C1) The functions ϕ(2)(x) and f (4)(x) are continuous.
(C2) The function f (2)(x) satisfies 0 < f (2)(x)≪ 1.
(C3) There exist the parameters H,UR>0 such that 0 < b − a ≤
U, ϕ(x)≪ H, ϕ(1)(x)≪ H/U .
(C4) There exists the constant C > 0 such that |f (1)(x)| < C < 1.
Then we have
∑
a<x≤b
ϕ(x)e2piif(x) =
∫ b
a
ϕ(x)e2piif(x)dx+O(H)
where the constant in the O-term depends on C.
Lemma 2.7 ([13, Theorem II.3.1]). Let ϕ and f be real-valued continuous
functions on [a, b], suppose the following conditions:
(C1) The functions ϕ(2)(x) and f (4)(x) are continuous.
(C2) The parameters H,A, U > 0 satisfy 1≪ A≪ U, 0 < b− a ≤ U
and
ϕ(x)≪ H, ϕ(1)(x)≪ H/U, ϕ(2)(x)≪ H/U2,
f (2)(x) ≍ 1/A, f (3)(x)≪ 1/AU, f (4)(x)≪ 1/AU2.
Zero-density estimates for L-functions attached to cusp forms 7
Suppose that the numbers xn are determined from the equation f
(1)(xn) = n.
Then we have∑
a<x≤b
ϕ(x)e2piif(x) =
∑
f(1)(a)≤n≤f(1)(b)
c(n)Z(n) +R
where
c(n) =
{
1, n ∈ (f (1)(a), f (1)(b)),
1/2, n = f (1)(a) or n = f (1)(b),
Z(n) =e
pi
4
i ϕ(xn)√
f (2)(xn)
e2pii(f(xn)−nxn),
R =O
(
H
(
T (a) + T (b) + log(f (1)(b)− f (1)(a) + 2))) ,
T (x) =
{
0, f (1)(x) ∈ Z,
min(1/‖f (1)(x)‖,√A), f (1)(x) 6∈ Z,
‖f (1)(x)‖ =min({f (1)(x)}, 1− {f (1)(x)}),
and {X} is the fractional part of X.
3 Proof of the Theorem 1.1
In this section we shall prove Theorem 1.1. By a standard argument, it is
enough to get upper bound R = Nf(σ, T1)−Nf(σ, T1/2) for 2 ≤ T1 ≤ T and
σ > 1/2. Let X = T
1
δ
1 where δ is a positive integer which is chosen later.
Let MX(s) be a function defined by
MX(s) =
∑
m≤X
µf(m)
ms
.
We multiply both sides of (2.2) by MX(s) and obtain
Lf (s)MX(s) =1 +
∑
X<l≤Xy
cf (l)
ls
+ χf(s)
∑
m≤X
µf(m)
ms
∑
n≤y
λf(n)
n1−s
+(3.1)
+O(|t| 12−σ|MX(s)|)
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where
cf(l) =
∑
l=mn, m≤X, n≤y
µf(m)λf (n) =
{
1, l = 1,
0, 2 ≤ l ≤ X.(3.2)
(Note that |cf(l)| ≤ d4(l)≪ lε.) By a trivial estimate MX(s)≪ X1−σ+ε, we
have
|t| 12−σ|MX(s)| ≪ T (1+
1
δ )(1−σ)−
1
2
+ε
1 .
If we choose δ sufficiently large, then we see that the exponent of |t| in the
error term of (3.1) becomes negative, that is, there exists a positive constant
c such that |t| 12−σ|MX(s)| ≪ T−c1 . Therefore taking s = ρ ∈ U in (3.1) where
U is a set of zeros of Lf (s) in σ ≤ Im s ≤ 1 and T1/2 < Im s ≤ T1, we get
1/2 ≤1 +O(T−c1 )(3.3)
≤
∣∣∣∣∣
∑
X<l≤Xy
c(l)
lρ
∣∣∣∣∣+ |χf(ρ)|
∣∣∣∣∣
∑
m≤X
µf(m)
mρ
∣∣∣∣∣
∣∣∣∣∣
∑
n≤y
λf(n)
n1−ρ
∣∣∣∣∣
for sufficiently large T1.
Dividing the intervals of summations over l, m, n into subintervals of the
form (Z, 2Z] (the last subintervals are of the form (Z,Z0] where Z < Z0 ≤
2Z and Z0 = Xy,X, y respectively), we can write (3.3) as
1
2
≤
D∑
ν=1
|Sν(ρ)|(3.4)
where
Sν(ρ) =
∑
Lν<l≤L′ν
c(l)
lρ
,(3.5a)
Sν(ρ) =χf (ρ)
∑
Mν<m≤M ′ν
µf(m)
mρ
∑
Nν<n≤N ′ν
λf(n)
n1−ρ
.(3.5b)
(Note that the number of summands of (3.4) is ≪ (log T1)2, namely D ≪
(log T1)
2.)
Now following Karatsuba and Voronin, we shall show the existence of a
set E of zeros of Lf (s) with playing an important role later.
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Proposition 3.1. There exists a set E of zeros of Lf (s) such that
|S(ρ)| ≥ 1
2D
(ρ ∈ E),(3.6a)
#E ≫ R
D log T1
,(3.6b)
|Im ρ− Im ρ′| ≥ 1 (ρ 6= ρ′ ∈ E),(3.6c)
where S(ρ) = Sν0(ρ) with some number ν0 ∈ {1, . . . , D}.
Proof. From (3.4) it is clear that U = ⋃1≤ν≤DAν where Aν = {ρ ∈ U |
|Sν(ρ)| ≥ 1/(2D)}. Then we see that there exists ν0 such that |S(ρ)| ≥
1/(2D) for ρ ∈ A and #A ≥ R/D where A = Aν0 and S(ρ) = Sν0(ρ).
Let ρm,n be ρ ∈ A such that Im ρ is the n-th minimum number in
(T1/2 +m, T1/2 +m+ 1]. By using Lemma 2.3 we can write
A =
⋃
j=0,1
⋃
1≤n≤C log T1
En,j, En,j = {ρj,n, ρ2+j,n, ρ4+j,n, . . . , ρ2[T1/4]+j,n}
where C is a positive constant. Then there exist n0 ∈ {1, 2, . . . , [C log T1]}
and j0 ∈ {0, 1} such that #A ≤ C(log T1)
∑
j=0,1#En0,j ≤ 2C(log T1)#E
where E = En0,j0. Since E ⊂ A and #A ≥ R/D, it follows that (3.6a) and
(3.6b) are shown. And (3.6c) is shown because |Im ρ2l+j0,n0−Im ρ2l′+j0,n0| ≥
1 for l 6= l′ ∈ {0, 1, . . . , [T1/4]}.
From (3.6a) and (3.6b) we can reduce the estimate of R to that of S(ρ),
that is, by taking 2α-th power of both sides of (3.6a) we get
R≪ D(log T1)#E = D(log T1)
∑
ρ∈E
12α ≪(log T1)4α+3
∑
ρ∈E
|Sα(ρ)|2(3.7)
where α is any fixed positive integer.
First we consider the case that S(ρ) is of the form (3.5a). We shall give
a preliminary upper bound of R as
Proposition 3.2. Let S(ρ) in (3.7) has the form
S(ρ) =
∑
L<l≤L′
cf (l)
lρ
(3.8)
with L < L′ ≤ 2L. For any positive integer α we have
R≪ Lα(1−2σ)(T1 + Lα)T ε1 .(3.9)
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Proof. From (3.8) the α-th power of S(ρ) has the form
Sα(ρ) =
∑
Lα<l≤L′α
Aα(l)
lρ
=
∑
Lα<l≤L′α
Aα(l)
lβ+iγ
,
where
Aα(l) =
∑
l=l1···lα,L<l1,··· ,lα≤L′
cf(l1) · · · cf (lα).
(Note that |Aα(l)| ≤ d4α(l)≪ lε.) If we put C(t) =
∑
Lα<l≤tAα(l)l
−iγ , then
by partial summation formula and Cauchy’s inequality we have
|Sα(ρ)|2 =
∣∣∣∣∣C(L
′α)
(L′α)β
− β
∫ L′α
Lα
C(t)
tβ+1
dt
∣∣∣∣∣
2
≪|C(L
′α)|2
L2ασ
+
1
L2α(σ+1)
(∫ L′α
Lα
|C(t)|dt
)2
≪ 1
L2ασ
(
|C(L′α)|2 + 1
Lα
∫ L′α
Lα
|C(t)|2dt
)
(3.10)
Hence from (3.7) and (3.10) we obtain
R≪ (log T1)
4α+3
L2ασ
∑
ρ∈E
|C(L0)|2.(3.11)
where L0 is chosen such that
∑
ρ∈E |C(L0)|2 is the maximal value. To es-
timate this maximal value, we divide again the interval (Lα, L0] into the
subintervals of the form (Z,Z ′] where Z < Z ′ ≤ 2Z and let L1 ∈ (Lα, L0] be
chosen so that
∑
ρ∈E |
∑
L1<l≤L′1
Aα(l)l
iγ| is maximal. (Note that the number
of divided interval is at most α because L0 ≤ 2αLα.) Then we have
∑
ρ∈E
|C(L0)|2 ≪
∑
ρ∈E
∣∣∣∣∣∣
∑
L1<l≤L′1
Aα(l)l
iγ
∣∣∣∣∣∣
2
.(3.12)
Now we apply Lemma 2.4 to the right hand side of the above formula:
∑
ρ∈E
∣∣∣∣∣∣
∑
L1<l≤L′1
Aα(l)l
iγ
∣∣∣∣∣∣
2
≪ I1 +
√
I1I2,(3.13)
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where
I1 =
∫ T1
T1
2
∣∣∣∣∣∣
∑
Kν0<l≤K
′
ν0
Aα(l)l
iγ
∣∣∣∣∣∣
2
dγ, I2 =
∫ T1
T1
2
∣∣∣∣∣∣
∑
Kν0<l≤K
′
ν0
Aα(l)l
iγ log l
∣∣∣∣∣∣
2
dγ.
By using Lemma 2.5 and noting |Aα(l)| ≪ lε, we see that
I1 ≪ L(T1 + L)T ε1 , I2 ≪ L(T1 + L)T ε1 .(3.14)
Combining (3.11)–(3.14) we obtain the assertion of Proposition 3.2.
We divide the interval (X,Xy] into subintervals of the form:
Fr =

(T1, T
1+ 1
δ
1 ], r = 1,
(T
1
r
1 , T
1
r−1
1 ], r ∈ {2, . . . , δ}.
(3.15)
We see that there exists r ∈ {1, 2, . . . , δ} such that L ∈ Fr. If we use (3.9)
under some conditions of L, then we can obtain the following upper bounds
of R:
Proposition 3.3. We have
R≪
{
T
2(1−σ)+ε
1 , L ∈ F1,
T
4
3−2σ
(1−σ)+ε
1 , L ∈
⋃
2≤r≤δ Fr.
Proof. First in the case of L ∈ F1, taking α = 1 in (3.9) and choosing
ε ≥ 2/δ, we obtain
R≪ L2(1−σ)T ε1 ≪ T
2(1+ 1δ )(1−σ)+ε
1 ≪ T 2(1−σ)+ε1 .(3.16)
Next we consider the upper bound of R in the case of L ∈ ⋃2≤r≤δ Fr.
Let 2 ≤ A ≤ 4. When r ∈ {2, . . . , [A/(A − 2)]}, that is, A ≤ 2r/(r − 1),
we can divide Fr to (T
1
r
1 , T
A
2r
1 ] and (T
A
2r
1 , T
1
r−1
1 ]. Hence L ∈ (T
1
r
1 , T
A
2r
1 ], taking
α = r in (3.9) we have
R≪ L2r(1−σ)T ε1 ≪ TA(1−σ)+ε1 .(3.17)
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When r ∈ {[A/(A− 2)] + 1, . . . , δ} and L ∈ Fr, we see that A > 2r/(r− 1)
and
R≪ L2r(1−σ)T ε1 ≪ T
2r
r−1
(1−σ)+ε
1 ≪ TA(1−σ)+ε1 .(3.18)
On the other hand, in the case of L ∈ ⋃2≤r<A/(A−2)(T A2r1 , T 1r−11 ], taking
α = r − 1 in (3.9) we obtain
R≪ L(r−1)(1−2σ)T 1+ε1 ≪ T 1+
r−1
2r
A(1−2σ)+ε
1 .
Here we suppose 1+A(1−2σ)(r−1)/2r ≤ A(1−σ), that is, A ≥ ((2σ−1)(r−
1)/2r+(1−σ))−1. If we put A = maxr≥2((2σ− 1)(r− 1)/2r+(1−σ))−1 =
4/(3− 2σ), then we obtain
R≪ TA(1−σ)+ε1 ≪ T
4
3−2σ
(1−σ)+ε
1 .(3.19)
From the results (3.16)–(3.19), the proof of Proposition 3.2 is completed.
We consider an improvement of estimate of R when L ∈ ⋃2≤r≤δ Fr. We
replace 2α by r − 1 in (3.5a), then
R≪ (log T1)2r+1
∑
ρ∈E
|Sr−1(ρ)|.(3.20)
By writing |Sr−1(ρ)| = Sr−1(ρ)e−iθ(ρ) and using Cauchy’s inequality, (3.20)
becomes
R≪(log T1)2r+1
∑
ρ∈E
e−iθ(ρ)
∑
Lr−1<l≤L′r−1
Ar−1(l)
liγ
≪
√
W
√
W ′T ε1(3.21)
where θ(ρ) = argS(ρ), and
W =
∑
Lr−1<l≤L′r−1
∣∣∣∣∣
∑
ρ∈E
e−iθ(ρ)
lρ
∣∣∣∣∣
2
, W ′ =
∑
Lr−1<l≤L′r−1
|Ar−1(l)|2.
By noting |Ar−1(l)| ≪ lε, it is obvious that
W ′ ≪ Lr−1T ε1 .(3.22)
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From (3.6c) we see that ρ = ρ′ when γ = γ′, and obtain
W =
∑
Lr−1<l≤L′r−1
∑
ρ,ρ′∈E
e−i(θ(ρ)−θ(ρ
′))
lβ+β′+i(γ−γ′)
=
∑
ρ∈E
∑
Lα<l≤L′α
1
l2β
+
∑
γ 6=γ′
e−i(θ(ρ)−θ(ρ
′))
∑
Lα<l≤L′α
li(γ
′−γ)
lβ+β′
.(3.23)
We shall calculate two terms of (3.23). Since #E ≤ R, it follows that
∑
ρ∈E
∑
Lr−1<l≤L′r−1
1
l2β
≪ RL(r−1)(1−2σ).(3.24)
Using partial summation formula and putting Cγ,γ′(t) =
∑
Lr−1<l≤t l
i(γ′−γ) ,
we see that
∑
γ 6=γ′
e−i(θ(ρ)−θ(ρ
′))
∑
Lr−1<l≤L′r−1
li(γ
′−γ)
lβ+β′
≪ L−2(r−1)σ
∑
γ 6=γ′
|Cγ,γ′(L0)|(3.25)
where L0 is chosen such that
∑
γ 6=γ′ |
∑
Lr−1<l≤L0
li(γ
′−γ)| is the maximal
value. In order to estimate the maximal sum, we shall divide the above sum
as ∑
γ 6=γ′
=
∑
1<|γ−γ′|≤2
+
∑
2<|γ−γ′|≤4
+ · · ·+
∑
2D1<|γ−γ′|≤T1/2
.
(Note that the number of divided sums is ≪ log T1, that is, D1 ≪ log T1.)
Then we see that∑
γ 6=γ′
|Cγ,γ′(L0)| ≪ (log T1)
∑
V <|γ−γ′|≤V ′
|Cγ,γ′(L0)|(3.26)
where V ∈ [1, T1/2] and V < V ′ ≤ 2V . By fixing γ′ = γ1 = minρ∈E γ, we
get ∑
V <|γ−γ′|≤V ′
|Cγ,γ′(L0)| ≪ R
∑
V <γ−γ1≤V ′
|Cγ,γ1(L0)|.(3.27)
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Combining the above (3.23)–(3.27), we have
W ≪ RL(r−1)(1−2σ) +RL−2(r−1)σT ε1
∑
V <γ−γ1≤V ′
|Cγ,γ1(L0)|.(3.28)
Taking squares in both sides of (3.21), from (3.22) and (3.28) we obtain
R≪ L2(r−1)(1−σ)T ε1 + L(r−1)(1−2σ)T ε1
∑
V <γ−γ1≤V ′
|Cγ,γ1(L0)|.(3.29)
By estimating the sum of the second term of (3.29) in the case of 2V ≤
piLr−1 or 2V > piLr−1, we can give upper bounds of R as
Proposition 3.4. We have
R≪
{
T
2(1−σ)+ε
1 , L ∈
⋃
2≤r≤δ Fr and 2V ≤ piLr−1,
T
2
σ
(1−σ)+ε
1 , L ∈
⋃
2≤r≤δ Fr, 2V > piLr−1 and 2/3 ≤ σ ≤ 1.
Proof. First we consider the upper bound of sum of (3.29) in the case of
2V ≤ piLr−1, namely, 1≪ Lr−1/V . By using Lemma 2.6 we see that
Cγ,γ1(L0) =
∫ L0
Lr−1
u−i(γ−γ1)du+O(1)≪ L
r−1
γ − γ1 + 1≪
Lr−1
V
.
This formula and (3.29) imply that
R≪ L2(r−1)(1−σ)T ε1
(
1 +
∑
V <γ−γ1≤V ′
1
V
)
≪ T 2(1−σ)+ε1(3.30)
for L ∈ Fr (2 ≤ r ≤ δ).
Next in the case of 2V > piLr−1 we apply the estimate of Cγ,γ1(L0) to
Lemma 2.7, then
Cγ,γ1(L0) = e
i(pi4−(γ−γ1) log
γ−γ1
2pie )
√
γ − γ1
2pi
∑
N1≤n≤N2
ni(γ−γ1)
n
+O
(
Lr−1√
V
)(3.31)
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where N1 = (γ−γ1)/((2piL0) and N2 = (γ−γ1)/(2piLr−1). We shall calculate
the sum on the right hand side of (3.31). Since
∑
N1≤n≤N2
ni(γ−γ1)
n
=
1
B
∑
b6=0,
−B
2
+1≤b≤B
2
∑
N3≤n≤N4
ni(γ−γ1)e
2piibn
B
n
∑
N1≤m≤N2
e−
2piibm
B +
+
1
B
∑
N3≤n≤N4
ni(γ−γ1)
n
∑
N1≤m≤N2
1
and ∣∣∣∣∣
∑
N1≤m≤N2
e−
2piibm
B
∣∣∣∣∣ ≤ 2|1− e− 2piibB | ≤
B
|b| (b 6= 0),
where N3 = V/(2piL0), N4 = V/(piL
r−1), B = 2[V/Lr−1] (note that N2 −
N1 < N4 −N3 < B, N3 ≪ V L−(r−1) and N4 ≪ V L−(r−1)), it follows that∑
N1≤n≤N2
ni(γ−γ1)
n
(3.32)
≪
∑
b6=0,
−B
2
+1≤b≤B
2
1
|b|
∣∣∣∣∣
∑
N3≤n≤N4
ni(γ−γ1)e
2piibn
B
n
∣∣∣∣∣ +
∣∣∣∣∣
∑
N3≤n≤N4
ni(γ−γ1)
n
∣∣∣∣∣
≪
∑
−B
2
+1≤b≤B
2
1
1 + |b|
∣∣∣∣∣
∑
N3≤n≤N4
ni(γ−γ1)e
2piibn
B
n
∣∣∣∣∣ .
Combining the results (3.31) and (3.32) we have∑
V <γ−γ1≤V ′
|Cγ,γ1(L0)|(3.33)
≪
√
V T ε1
∑
V <γ−γ1≤V ′
X
(∣∣∣∣∣
∑
N3≤n≤N4
ni(γ−γ1)e
2piib0n
B
n
∣∣∣∣∣ + L
r−1
V
)
where b0 is chosen such that
∑
V <γ−γ1≤2V
|∑N3≤n≤N4 ni(γ−γ1)−1e 2piib0nB | is the
maximal value. Here we apply (3.6a) to X in (3.33), that is,
X = 1≪ T ε1
∣∣∣∣∣∣
∑
Lr−1<l≤L′r−1
Ar−1(l)l
iγ
lβ
∣∣∣∣∣∣ .(3.34)
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From (3.29), (3.33) and (3.34) we obtain
R≪L2(r−1)(1−σ)T ε1+(3.35)
+ L(r−1)(1−2σ)
√
V T ε1
∑
V <γ−γ1≤V ′
∣∣∣∣∣∣
∑
Lr−1<l≤L′r−1
Ar−1(l)l
iγ
lβ
∣∣∣∣∣∣×
×
(∣∣∣∣∣
∑
N3≤n≤N4
ni(γ−γ1)e
2piib0n
B
n
∣∣∣∣∣+ L
r−1
V
)
.
Put C1(t) =
∑
Lr−1<l≤tAr−1(l)l
iγ and C2(u) =
∑
N3≤n≤u
ni(γ−γ1)e
2piib0n
B . Us-
ing partial summation formula, and Cauchy’s inequality, we have
∑
V <γ−γ1≤V ′
∣∣∣∣∣∣
∑
Lr−1<l≤L′r−1
Ar−1(l)l
iγ
lβ
∣∣∣∣∣∣
(∣∣∣∣∣
∑
N3≤n≤N4
ni(γ−γ1)e
2piib0n
B
n
∣∣∣∣∣+ L
r−1
V
)(3.36)
≪ L(r−1)(1−3σ)V − 12T ε1 (W1 +W2)
where
W1 =
∑
V <γ−γ1≤V ′
|C1(L1)|, W2 =
∑
V <γ−γ1≤V ′
|C1(L2)||C2(N5)|,
and L1, L2, N5 are chosen such that W1, W2 are the maximal values.
We shall calculate W1 and W2. Writing
|C1(L1)| = C1(L1)e−iθ1(γ), |C1(L2)||C2(N5)| = C1(L2)C2(N5)e−θ2(γ)
and using Cauchy’s inequality we obtain
W1 ≪
√
S1,1
√
S1,2, W2 ≪
√
S2,1
√
S2,2(3.37)
where
S1,1 =
∑
Lr−1<l≤L1
|Ar−1(l)|2, S1,2 =
∑
Lr−1<l≤L1
∣∣∣∣∣
∑
V <γ−γ1≤V ′
e−iθ1(γ)li(γ−γ1)
∣∣∣∣∣
2
,
S2,1 =
∑
M1<m≤M2
B(m)2, S2,2 =
∑
M1<m≤M2
∣∣∣∣∣
∑
V <γ−γ1≤V ′
e−iθ2(γ)mi(γ−γ1)
∣∣∣∣∣
2
,
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B(m) =
∑
l|m, Lr−1<l≤L1, N3<m/l≤N5
|Ar−1(l)|,
θ1(γ) = argC1(L1), θ2(γ) = argC1(L2)C2(N5), M1 = V/2
r+2, M2 = 2
r−2V .
(Note that (Lr−1N3, L2N5] ⊂ (M1,M2].) It is trivial that
S1,1 ≪ V T ε1 , S2,1 ≪ V T ε1 .(3.38)
By using Lemma 2.4 we get
S1,2 ≪ I1,2 +
√
I1,2J1,2, S2,2 ≪ I2,2 +
√
I2,2J2,2(3.39)
where
I1,2 =
∫ L1
Lr−1
∣∣∣∣∣
∑
V <γ−γ1≤V ′
e−iθ1(γ)ui(γ−γ1)
∣∣∣∣∣
2
du,
J1,2 =
∫ L1
Lr−1
∣∣∣∣∣
∑
V <γ−γ1≤V ′
e−iθ1(γ)ui(γ−γ1)−1i(γ − γ1)
∣∣∣∣∣
2
du,
I2,2 =
∫ M2
M1
∣∣∣∣∣
∑
V <γ−γ1≤V ′
e−iθ2(γ)ui(γ−γ1)
∣∣∣∣∣
2
du,
J2,2 =
∫ M2
M1
∣∣∣∣∣
∑
V <γ−γ1≤V ′
e−iθ2(γ)ui(γ−γ1)−1i(γ − γ1)
∣∣∣∣∣
2
du.
Here we shall calculate the above sums as∫
I
∣∣∣∣∣
∑
γ
fγ(u)
∣∣∣∣∣
2
du =
∑
γ=γ′
∫
I
fγ(u)fγ′(u)du+
∑
γ 6=γ′
∫
I
fγ(u)fγ′(u)du,
and use the trivial estimates |γ − γ1| ≪ V , |L1 − Lr−1| ≪ Lr−1, M1 ≫ V ,
|M2 −M1| ≪ V and #E ≪ R. Then we can obtain
I1,2 ≪ RLr−1T ε1 , J1,2 ≪ RV 2L1−rT ε1 ,(3.40)
I2,2 ≪ RV T ε1 , J2,2 ≪ RV T ε1 .
Hence from (3.37)–(3.40) and the condition 2V > piLr−1 we have
W1 ≪
√
RV T ε1 , W2 ≪
√
RV T ε1 .(3.41)
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Combining the results (3.35), (3.36) and (3.41) we obtain
R≪L2(r−1)(1−σ)T ε1 + L(r−1)(1−3σ)
√
RV T ε1(3.42)
≪L2(r−1)(1−σ)(1 +
√
RV L−(r−1)σ)T ε1 .
Moreover we shall calculate the right hand side of (3.42). In the case of
1≫√RV L−(r−1)σ and r ∈ {2, . . . , δ}, (3.42) becomes
R≪ L2r(1−σ)T ε1 ≪ T 2(1−σ)+ε1(3.43)
for L ∈ Fr. On the other hand, in the case of 1 ≪
√
RV L−(r−1)σ and
r ∈ {2, . . . , δ}, (3.42) becomes R≪ L(r−1)(2−3σ)√RV T ε1 , that is,
R≪ V L2(r−1)(2−3σ)T ε1 ≪ T 1+
r−1
r
A(2−3σ)+ε
1(3.44)
for σ ≥ 2/3 and L ∈ (T
A
2r
1 , T
1
r−1
1 ]. Here we suppose 1 + A(2 − 3σ)(r −
1)/r ≤ A(1 − σ), that is, A ≥ (1 − σ + (3σ − 2)(1 − 1/r))−1. If we put
A = maxr≥2(1 − σ + (3σ − 2)(1 − 1/r))−1 = 2/σ where 2/3 ≤ σ ≤ 1, then
from (3.44) we obtain
R≪ T
2
σ
(1−σ)+ε
1 (2/3 ≤ σ ≤ 1, L ∈
⋃
2≤r≤δ(T
A
2r
1 , T
1
r−1
1 ]).(3.45)
Combining the results (3.30), (3.43) and (3.45), the proof of Proposition 3.4
is completed.
Finally we consider in the case of S(ρ) = Sν(ρ) (see (3.5b)). We shall
give an upper bound of R:
Proposition 3.5. Let S(ρ) in (3.7) has the form
S(ρ) = χf (ρ)
∑
M<m≤M ′
µf(m)
mρ
∑
N<n≤N ′
λf(n)
n1−ρ
with M < M ′ ≤ 2M and N < N ′ ≤ 2N . When α = 1, we have
R≪ T 2(1−σ)+ε1 (1/2 < σ ≤ 1).
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Proof. If we take α = 1 in (3.7), then we have
R≪ (log T1)7
∑
ρ∈E
|χf(ρ)|2
∣∣∣∣∣
∑
M<m≤M ′
µf(m)
mρ
∑
N<n≤N ′
λf(n)
n1−ρ
∣∣∣∣∣
2
.(3.46)
Here using Stirling’s formula with the condition T1/2 < γ ≤ T1 we have
|χf(ρ)| = (2pi)2β−1γ
1−β+ k−1
2 e−
pi
2
√
2pi(1 +O(1/γ))
γβ+
k−1
2 e−
pi
2
√
2pi(1 +O(1/γ))
≪ T 1−2β1 .(3.47)
We put C3(t) =
∑
M<m≤t µf(m)m
−iγ and C4(u) =
∑
N<n≤u λf(n)n
−iγ . Us-
ing partial summation formula and Cauchy’s inequality, we have∣∣∣∣∣
∑
M<m≤M ′
µf(m)
mρ
∑
N<n≤N ′
λf (n)
n1−ρ
∣∣∣∣∣
2
(3.48)
≪ 1
M2β
(
|C3(M ′)|2 + 1
M
∫ M ′
M
|C3(t)|2dt
)
×
× 1
N2(1−β)
(
|C4(N ′)|2 + 1
N
∫ N ′
N
|C4(u)|2du
)
.
From (3.46)–(3.48) and the condition N ≤ y (i.e. NT−11 ≪ 1), we have
R≪T ε
∑
ρ∈E
T 1−2β1 M
−2βN2(β−1)|C3(M0)|2|C4(N0)|2(3.49)
≪T 1−2σ+ε1 M−2σN−1
∑
ρ∈E
|C3(N0)|2|C4(M0)|2.(3.50)
where M0, N0 are chosen such that the sum of (3.49) is the maximal value.
We shall calculate the sum of (3.50). Multiplying C3(M0) by C4(M0),
dividing the interval (MN,M0N0] into the form (Pν , P
′
ν] where Pν < P
′
ν ≤
2Pν , ν ∈ {1, . . . , D5} (note that D5 ≤ 2 because M0N0 ≤ 4MN), we can
calculate the above sum as
∑
ρ∈E
|C3(N0)|2|C4(M0)|2 =
∑
ρ∈E
∣∣∣∣∣∣
D5∑
ν=1
∑
Pν<l≤P ′ν
B(l)
liγ
∣∣∣∣∣∣
2
(3.51)
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where
B(l) =
∑
n|l, M<m≤M0, N<l/m≤N0
µf (m)λf
(
l
m
)
.
(Note that |B(l)| ≤ d4(l)≪ lε.) If we choose ν0 such that∑
ρ∈E |
∑
Pν0<l≤P
′
ν0
B(l)l−iγ | is the maximal value and apply Lemma 2.4, then
we have
∑
ρ∈E
∣∣∣∣∣∣
D5∑
ν=1
∑
Pν<l≤P ′ν
B(l)
liγ
∣∣∣∣∣∣
2
≪
∑
ρ∈E
∣∣∣∣∣∣
∑
Pν0<l≤P
′
ν0
B(l)
liγ
∣∣∣∣∣∣
2
≪ I1 +
√
I1I2(3.52)
where
I1 =
∫ T1
T1
2
∣∣∣∣∣∣
∑
Pν0<l≤P
′
ν0
B(l)liγ
∣∣∣∣∣∣
2
dγ, I2 =
∫ T1
T1
2
∣∣∣∣∣∣
∑
Pν0<l≤P
′
ν0
B(l)liγ log l
∣∣∣∣∣∣
2
dγ.
Using Lemma 2.5 we see that
I1 ≪ MN(T1 +MN)T ε1 , I2 ≪MN(T1 +MN)T ε1 .(3.53)
Finally from (3.50)–(3.53) we obtain the desired estimate:
R≪M1−2σ(T1 +MN)T 1−2σ+ε1
≪(M1−2σT 2(1−σ)1 +M2(1−σ)(NT−11 )T 2−2σ1 )T ε1
≪(T 2(1−σ)1 + T
2
δ
(1−σ)
1 T
2(1−σ)
1 )T
ε
1 ≪ T 2(1−σ)+ε1
where ε is chosen such that ε ≥ 2/δ.
By Propositions 3.3–3.5, the proof of Theorem 1.1 is completed.
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