Abstract. Line Spectrum Pair Parameters (LSF) are important parameters in low rate speech coding. Implementing LSF transparent quantization with as few bits as possible is a research hotspot in the field of low-rate speech coding. Based on the theory of compressed sensing, this paper proposes a new adaptive reconstruction algorithm. At the encoding end, the algorithm performs frame type discrimination on the LSF of single frame or superframe after voice activation detection and then applies the compressed sensing method to observe and quantize the LSF parameters of the single frame or superframe. At the decoding end, parameters are adaptively selected according to every single frame or superframe type, so that the number of bits required to reconstruct the LSF is reduced. The experimental results show that the proposed algorithm can reduce the number of bits required for LSF reconstruction and improve the reconstruction quality under the appropriate codebook storage and search complexity.
Introduction
Voice coding [1] is an important part of digital voice communication. Line spectral pair parameters play an important role in the parameter encoding of speech. However, in a low SNR environment, the encoder performance and robustness are drastically reduced due to the small number of codes allocated to the speech signal per unit time. Therefore, how to develop low-rate, high-robustness and low-latency speech coder is the focus of current low-rate speech coding research.
The core idea of compressed sensing theory [2] - [4] is: as long as the signal is compressible or sparse in a certain domain, such a high-dimensional signal can be directly projected onto a low-dimensional space, and the original signal can be reconstructed with a small amount of observation. At present, there are two main reconstruction algorithms: convex optimization algorithm and greedy tracking algorithm. These algorithms have their own advantages and disadvantages, but the complexity is high. Therefore, how to design a low complexity and high robustness algorithm is the key to the application of compressed sensing theory to speech coding.
In order to obtain a lower coding rate without affecting the voice quality, this paper proposes an adaptive fast reconstruction algorithm based on compressed sensing for LSF parameters. The voice LSF parameters are combined in multiple frames, and different adjustment parameters are adaptively selected according to the different sparseness of different superframes to achieve optimal reconstruction quality. The experimental results show that the proposed algorithm can reduce the number of bits required for LSF reconstruction and improve the reconstruction quality under the appropriate codebook storage and search complexity, which is suitable for low-rate speech coding.
Compressed Sensing Theory
Let the length of the original signal X be N, expressed in a certain transform domain Ψ:
If the non-zero number K of θ (K<<N), then θ is a sparse representation of X over the transform domain Ψ.
If an observation matrix Φ(M×N, M<N) that is not related to the transform domain Ψ can be found, the observation signal Φ is used to observe and sample the original signal to obtain an observation sequence Y, where Y contains M observationsY i , if Y contains enough information to reconstruct the signal X, then the optimization method can be used to reconstruct X from the observations with high probability：
is the matrix of N M  , called perceptual matrix. Finally, the original signal x is reconstructed by the estimated coefficient θ.
Compressed Sensing Algorithm for LSF

Selection of Observation Matrix for LSF
The acquisition of measurement vectors [5] and the reconstruction of signals [6, 7] are the core steps of compressed sensing. In the theory of compressed sensing, the measurement matrix Φ must be independent of the base space Ψ of the signal in order to satisfy the Restricted Isometry Property(RIP).
After the speech signal is transformed by a discrete cosine transform(DCT), most of the information of the signal is concentrated in the low frequency, and the high frequency part contains less energy. Observing the transformed speech signal using the row-step observation matrix mentioned in reference [8] . The row step observation matrix uses the correlation between signal samples, has low complexity and is simple to implement, and does not occupy storage space. 
Compressed Sensing Implementation of LSF
Divide the speech signal into sub-frames of T milliseconds long, consecutive 1 superframe with consecutive n subframes, extracting the p-th order spectral frequency for each sub-frame to get p LSF  1 [9, 10] , obtaining the superframe line spectrum frequency p n LSF  can be expressed as: 
, represents the p-dimensional LSF vector of the ith frame speech extraction.
Fast Adaptive Reconstruction Algorithm for LSF Based on Compressed Sensing Fast Reconstruction Algorithm for Compressed Sensing
In the reference [11] , based on the DCT basis aggregated signal energy and the row-step matrix to maintain the signal structure characteristics, a fast reconstruction algorithm for compressed sensing is proposed. This fast reconstruction algorithm is different from the traditional matching tracking algorithm and does not require multiple iterative matching. The algorithm flow is as follows:
1  , the high-frequency part is added with 0, and then the sparse inverse transform is performed to obtain the original signal.
Adaptive Fast Reconstruction Algorithm for LSF
Adaptive Fast Reconstruction Algorithm. The pre-M dimension of the fixed selection perceptual matrix in reference [11] reduces the complexity of the algorithm, but in speech coding, the quality of speech may be degraded. Because the speech is divided into unvoiced and voiced, and the sparsity of different types of speech frames on the DCT basis is different [12] , that is, the sparsity of voiced speech is generally better than the unvoiced sound, if the method in reference [11] is adopted for the entire speech, the unvoiced and voiced sounds will not achieve the optimal reconstruction effect at the same time. 
Determine if
A  is a non-square matrix. The adaptive fast reconstruction algorithm adaptively adjusts the dimension of the selected perceptual matrix according to the different types of speech frames according to the dimension method of the fixed selection perceptual matrix in reference [11] . When the input frame is a voiced frame, its sparsity on the DCT basis is better, and the dimension of the perceptual matrix required for reconstruction is less, and when the input frame is an unvoiced frame, its sparseness on the DCT basis is poor, and the dimension of the perceptual matrix required for reconstruction is more. Adjustment Parameter Selection. In the fast adaptive algorithm proposed in this paper, an important parameter is introduced on the basis of the fast algorithm, namely adaptive adjustment parameter  . The choice of  plays a crucial role in the reconstruction effect and will directly affect the quality of the reconstruction parameters.
If
In the corpus, we select a number of male and female voice signals with different pronunciation contents as the coding object. Read the speech signal in turn to determine the type of each sub-frame in the speech signal, determining the superframe type according to consecutive n subframe types, and saving the superframes having the same type into the same voice file. Using the algorithm proposed in this paper, the voice files storing the same type of superframe are read out, and the superframe line spectrum frequency parameters are encoded and decoded. In the reconstruction process, the parameter  is adjusted in units of spectrum. Then, calculate the error before and after each reconstruction of the superframe line spectrum frequency. Finally, the  corresponding to the minimum error is the optimal adjustment parameter value of the superframe type.
Result
The reconstruction performance of the parameter fast adaptive reconstruction algorithm is simulated by using the compressed sensing based line spectrum proposed in this paper. 20 voices are selected as the training speech set. The sampling frequency is 8000Hz, the frame length is 30ms, and the LSF are extracted as test data. We use spectral distortion to measure the quantitative reconstruction performance of parameters. It can be expressed as follow:
Where L is the total number of frames for calculating spectral distortion,   are the original power spectrum and the quantized power spectrum of the nth frame, respectively, and the smaller the spectral distortion, the better the performance.
The performance of the 200-frame LSF parameter is evaluated, and the results are as follows: [11] , and Adaptive Fast Reconstruction Algorithm (AFCS) refactoring performance. As can be seen from Table 2 , the LSF spectral distortion reconstructed by the proposed algorithm is significantly smaller than the traditional compressed sensing algorithm and the fast algorithm proposed in the reference [11] . And in the case of two frames combined, the number of reconstructed bits of the single frame LSF is halved, and the reconstructed LSF spectral distortion is also smaller than the conventional algorithm.
Conclusion
In this paper, a new adaptive fast reconstruction algorithm is proposed for the problem that the voiced signal of the compressed signal is sparse and the speech is not sparse. The algorithm selects appropriate adjustment parameters according to different frame types so that the LSF parameters achieve the best reconstruction. Experimental results show that the algorithm has better reconstruction effect than the traditional compressed sensing algorithm at lower computational complexity, and compared with the traditional speech coding algorithm and the traditional compressed sensing algorithm, the LSF parameters can be transparently quantized at a lower bit rate, and the quantization effect is slightly better than the traditional algorithm. Subsequent work will increase the number of frames n of multi-frame joints, train codebooks of different superframe types, and further reduce the bit rate required for LSF parameter encoding without affecting the reconstruction effect.
