Abstract
Introduction
Land is very restricted resource subsequently, it is important to recognize it's prospective and optimize its use. Cohon and Jared L [1] said due to the complex needs and a large number of criteria such as environmental, economic, sociological and natural factors, decision-makers need to use techniques of multi-objective planning and multi-criteria analysis in many social activities related to land, especially in the field of planning of spatial organization. The congregation of satellite metaphors from in-flight photographs has motivated the craving of the technical population to use this massive size data for studies.
Chakhar, S. and Mousseau, V [2] discussed spatial decision problems as those problems in which the decision implies the selection among several potential actions or alternatives that are associated with some specific locations in space. One of the many aspects of this problem is cost effective and efficient accessing of a set of services or infrastructural facilities by a group of demand points or clients. Because of the large number of specific objectives, which are needed to be considered in this decision making, the application of spatial classification with multi objectives can have a significant impact on the quality, speed and cost of the planning. Classification is the important task which can be employed for the space planning with multi objectives.
Spatial classification is defined as the task of learning models to predict class labels based on the features of entities as well as the spatial relationships to other entities and their features by Richard Frank et. al [3] . Koperski, K [4] said the goal of spatial classification is to learn the concept associated with each class on the basis of the interaction of two or more spatiallyreferenced objects or space-dependent attributes, according to a particular spacing or set of arrangements.
Stuart Ness [5] said traditional methods for classification have been based on finding accurate results to the domain classification and have not been focused on speed, efficiency, or scalability. He also said the drawbacks of supervised and unsupervised learning. Supervised Classification requires significant time from a domain scientist, it is has significant limitations in dealing with large data sets such as spatial data. For unsupervised classification the downside is that with large data sets, computation time is lengthy and results in an inefficient means of creating a classifier.
Semi supervised classification also has the open problems which are unique to the spatial realm, such as dealing with neighborhood techniques that consider near by neighbors to be considered. Open problems within the traditional realm, such as dealing with random sampling of data, as well as finding the global maximum are to be concentrated. Another area of interest with the increasing need for continual processing is to find more efficient ways of creating the classifiers in order to improve speed.
We propose a semi supervised classifier which uses association and clustering optimized with the evolutionary algorithms. This is proposed to deal with the problem which is hard to settle by existing methods. This algorithm is used to mine single-label rules optimized by the Hybrid Evolutionary Algorithm (HEA), and then combines the single labels to disjoint sets by rule cover clustering optimized by GA. Multi label classification enabled by MOGA is applied to each cluster and produces the Multi label Classifier. Given a new test occurrence, the algorithm first finds the nearest cluster and then uses the respective cluster to classify it. Thus, the computational complexity caused by the high dimensional attributes decreases while the performance and efficiency increases. This approach also addresses the problem of near by neighbors a unique problem of spatial area by association, random sampling by MOGA , global maximum by ACO and construct an efficient way to increase the speed of classification through the filtering process.
The paper is organized as follows: Section 2 deals with the background concepts of semi supervised spatial classification, SAR, Rule cover clustering, MOGA and the ACO applied for the optimization of the rule generation. Section 3 deals with approach followed in this paper, Section 4 explains the comparison metrics. Section 5 discusses the results obtained and Section 7 discusses the application of the paper under the area of consideration and Section 8 gives conclusion of the paper
Background Study
This section is divided into three parts. Section 2.1 discusses the concepts of semi supervised spatial classification, section 2.2 discusses the use of associative classification, section 2.3 says about the need for the evolutionary algorithms for the semi supervised spatial classification and section 2.4 gives the review on clustering for classification with association rules.
Semi supervised spatial classification
Zhu, Xiaojin [6] said semi supervised classification is a special form of classification. It was derived from the use of non-labeled samples to assist with the supervised learning method. The main goal of this method is to use both labeled and unlabeled data to build better classifiers. Because semi-supervised learning requires less human effort and gives higher accuracy, it is of great interest both in theory and in practice. Decision directed methods for Semi supervised classification have been referred under various names by different communities in [7] [8] [9] [10] [11] [12] . Expectation-maximization (EM) is a well known class of iterative algorithms for maximumlikelihood or maximum a posteriori estimation in problems with incomplete data [13] [14] . A cotraining approach to semi-supervised classification was proposed by Blum and Mitchell [15] . Several authors reported experimental results which show the effectiveness of co training [16] [17] [18] .
Foli [19] reported that the fundamental issue about the conditions under which, and the extent at which, the use of unlabeled data with co-training can increase classification accuracy is basically unsolved . These traditional algorithms can be used for the spatial domain with an additional constraint of dealing with neighborhood techniques that consider near by neighbors to be considered. The other open issues to be addressed are dealing with random sampling of data, as well as finding the global maximum and to find more efficient ways of creating the classifiers in order to improve speed, where in many algorithms concentration is on accuracy.
Associative Classification
Associative Classification (AC) is a branch of a larger area of scientific study known as data mining. Fayyad et al. [20] defined data mining as one of the main phases in knowledge discovery from databases, which extracts useful patterns from data. AC integrates two known data mining tasks, association rule discovery and classification, to build a model (classifier) for the purpose of prediction. Classification and association rule discovery are similar tasks in data mining, with the exception that the main aim of classification is the prediction of class labels, while association rule discovery describes correlations between items in a transactional database. Thabtah F. et al [21] uses classification is a special case of association rule mining, in which the antecedent of the rule is the label attribute. W. Li, J. Han, and J. Pei [22] presented associative classification algorithm that selects and analyses the correlation between high confidence rules. Yin, X. and Han, J [23] presented a greedy associative classification algorithm called Classification based on Predictive Association Rules (CPAR).
Need for the Evolutionary Algorithms
Over the past decade, population-based evolutionary algorithms (EAs) have been found to be quite useful in solving multi-objective optimization problems, simply because of their ability to find multiple optimal solutions in a single simulation run. Multi-objective evolutionary algorithms (MOEAs) are a popular approach to confronting these types of problem. A lot many research contributions by Dehuri et al. exist in [24] and [25] as a problem solving tools of rule mining. The use of EAs as a tool of preference is due to such problems being typically complex, with both a large number of parameters to be adjusted, and several objectives to be optimized. EAs, which can maintain a population of solutions, are in addition able to explore several parts of the Pareto front simultaneously. The robustness and domain-independent capabilities of EAs attracts researchers to evolve a set of classification rules.
Genetic algorithm (GA) based classifier systems usually fall into two basic categories, the Michigan approach and the Pittsburgh approach. The main difference between these two stems from the chromosome encoding schemes in the population of individuals. In the Michigan approach, each individual with fixed length encodes a single prediction rule. In this approach there are at least two possibilities for discovering a set of rules. The first one is let each run of the GA discover a single rule (the best chromosome produced in all generations) and simply run the GA multiple times to discover a set of rules. Disadvantage of this strategy is that it is computationally expensive, requiring many GA runs. The second possibility is to design a more elaborate GA where a set of individuals-possibly the whole population-corresponds to a set of rules. Whereas in the Pittsburgh approach, each individual is represented by a variable-length string and encodes a complete set of rules. A. L. Corcoran and S. Sen in [26] said, the Pittsburgh approach is better suited for static domains and batch-mode learning, in which all training samples are available before the learning process starts, and the Michigan approach is more flexible to handle incremental-mode learning, in which training samples arrive over time and dynamically changing domains. ACO is a paradigm for designing meta heuristic algorithms for combinatorial optimization problems. The ACO algorithm was first introduced by Colorni, Dorigo and Maniezzo [27] - [28] and the first Ant System (AS) was developed by Dorigo [29] in his Ph.D. thesis. The ACO is a meta-heuristic algorithm, which utilizes the inspiration from real ant colonies behaviours to find a shortest path from a food source to the nest without using visual cues by exploiting pheromone information [30] - [32] .
Clustering for Classification
Zeng et.al [33] said clustering followed by classification, can be viewed as a conceptual approach. Another strategy of combining clustering and classification is through iterative reinforcement. The clustering-based multi-label classification (CBMLC) framework was discussed by Nasierding et. al in [34] . Kyriakopoulou and Kalamboukis said [35] , an ideal situation would be for the classifier to have information about the distribution of the testing examples before it classifies them. In this paper we propose clustering of the association rules to address the correlation between the neighborhoods in spatial data and then followed by classification, which turns out to a semi supervised classifier.
Proposed Methodology
In this paper we propose a multi label classifier based on the HEA, the MOGA and Association rule mining with clustering. The first stage generates the optimized spatial association rules by the use of the HEA. In the second stage rule cover is applied to the association rules for clustering optimized with GA. Next stage the Multi label rules are generated by the MOGA. Final stage the Multi label classifier is built with a sorting mechanism applied to the rules generated. where w 1, w 2, and w 3 are used defined weights.
Pseudo code for clustering the rules generated
Input : set of rules generated by the HEA R y ={ X i -> Y | i=1,2,…,n } and the rule cover. Apply GA for rearranging the rules in various orders based on the fitness preferred by the user.
1. Generate the cluster rule cover 2. count = number of records in the cluster cover 3. while(no of records in the cluster cover > 2% of count) Sort all the rules in the R y in the descending order of the rule cover. Take the first rule r with highest rule cover If the no of records in the rule cover is <= 2% of count Exit while loop End if. 4. r y = r y U r 5. Delete the highest rule cover from the cluster cover 6. End While Output : the representative rule set.
Apply GA for retaining nearest neighbours in common cluster.
The optimized representative rule set is used for the segmentation of the consequent. GA is applied at the first stage for the arrangement of the rules based on the fitness; this is to help the clustering for not suffering from the order of the input.
Generation of multi-label rules by MOGA
For a given training dataset D, traditional associative classification algorithms produce only one single-label rules set, and form a default label for the remaining unclassified instances. Our proposed algorithm uses MOGA to generate the multi label rules from the rules obtained in the previous stage for each cluster. The objectives we have under consideration is high predictive accuracy and high comprehensibility, which are conflicting objectives.
The rules are of the form A1^ A2…An -> C. The antecedent part of the rule is a conjunction of conditions say A (conjunction of A1, A2…An). Predictive Accuracy is defined by Dehuri, S., Mall, R. [36] as
where |A| is the number of examples satisfying all the conditions in the antecedent A and |A&C| is the number of examples that satisfy both the antecedent A and the consequent C. Intuitively, this metric measures Predictive Accuracy in terms of how many cases both antecedent and consequent hold out of all cases where the antecedent holds. The term ½ is subtracted to penalize the rules covering few training examples.
Xian-Jun Shi and Hong Lei [37] discussed the standard way of measuring comprehensibility is to count the number of condition in the rule. If a rule has at most L condition, the comprehensibility of the rule (or individual) p can be defined as
where n is the length of the rule (or individual) p. The fitness function is computed as the arithmetic weighted mean of comprehensibility and predictive accuracy. The fitness function is given by Fitness = [ ( y 1 *PA+ y 2 *Cp) / (y 1 + y 2 ) ]
where y 1 , y 2 are the weights defined by the user.
Repeated learning has been done using the different generations of the MOGA and until no more frequent item sets can be discovered. At this stage, any remaining unclassified instance form a default label. This process results in learning from several subsets of the original training data and generates few rules sets.
Multi label Classifier
When the learning process is finished and no further frequent item sets are found, a merging of the rules sets produced from each training data is performed to obtain a multi-label classifier. When merging the rules sets, the multi label rules are prioritized based on the sorting procedure. The sorting procedure uses the support, confidence and J measure of the rules. We also take into account the fact that the highest priority rules are those that have been derived from the original dataset during the first iteration, then those generated in the second iteration, and so on. The Where, z 1, z 2 and z 3 are used defined weights.
COMPARISON METRICS
Multi-label evaluation metrics fall into two main categories: prediction-based and ranking-based. Prediction-based metrics evaluate how well the algorithm predicts the actual set of correct labels for each instance. Ranking-based metrics evaluate how well the algorithm ranks the labels relative to one another. Tsoumakas et al [38] use the following standard multi-label predictionbased evaluation metrics.
Hamming Loss is the percentage of correct labels not predicted and incorrect labels predicted. Accuracy is the percentage of true positives out of the total true positives, false positives, and false negatives. Precision is the percentage of predicted labels that were correct. Recall is the percentage of correct labels that were predicted.
RESULTS AND DISCUSSIONS
We have used the synthesized dataset, which has been collected in and around the city Madurai. This data has been collected based on the geographic, demographic, psychographic and behavioralistic of the customer characteristics for our research. The target group are students, professionals, working women, home makers and the senior citizens.
The general procedure of data mining is:
• Question raise Data preparation (including data selection, data pre treatment and data transformation) • Data arrangement • Model building/data mining • Result evaluation and explanation.
We have followed the procedure adopted by by Xinqi Zheng and Lu Zhao [39] , where we take advantage of import wizard in Matlab to accomplish the import of data file. We compute our results using ten-fold cross-validation for each method over each data set. It is defined as break data into 10 sets of size n/10, train on 9 datasets and test on 1.Repeat 10 times and compute mean. The results in the Table 2 indicates that Semi supervised MOGA based AC outperforms MOGA based AC. The hamming loss in our proposed approach is reduced around 7% compared to its counterpart.
Percentage of correct labels not predicted and incorrect labels predicted has been reduced by the proposed approach. This is because of the associative classifier learned through the optimized semi supervised algorithm. The clustering process splits the original training data into smaller parts of similar labels. So the percentage of non prediction and incorrect labels has been reduced since only small volume is tested compared to the full dataset. The results in the Table 3 indicates that Semi supervised MOGA based AC outperforms MOGA based AC. The accuracy in the proposed approach is increased around 4.01%. This is due to the fact that the semi supervised learning provides the environment for the improved accuracy by searching in the limited and related labels. The results in the Table 4 indicates that Semi supervised MOGA based AC outperforms MOGA based AC. The precision in the proposed approach is increased around 1.62% compared to the non supervised associative classifier The results in the table 5 indicates that Semi supervised MOGA based AC outperforms MOGA based AC. The recall in the proposed approach is increased around 1.3% compared to the non supervised associative classifier.
Percentage of correct labels that were predicted has been increased by the proposed approach. This is because of the associative classifier undergone a semi supervised approach optimized by the genetic algorithm with the objectives as the predictive accuracy and comprehensibility. The first phase of the association rule generation is also optimized so that the prediction percentage of the correct labels is increased. The number of labels is limited, to search so the percentage of correct labels predicted is increased. The result for the mean run time of the classifier for an instance is given in Table 6 . In comparing the times for the execution of the classifiers Semi supervised MOGA based AC outperforms the other. This is due to the fact that the reduction in the number of instances in the relative label to be searched. Due to the knowledge from the clustering phase the classifier works faster. The consolidated report has been depicted in the Fig 2, it shows that the proposed approach shows remarkable improvement over the other algorithm for multi label classification based on the four metrics considered.
The improved performance exhibited by the proposed approach is due to the fact that, we have used (1) Semi supervised learning helps us to minimize the number of labels to be searched.
(2) Problem of random sampling of the data is encountered by using GA for rearranging the rules in various orders based on the fitness preferred by the user. (3) This also helps the clustering for not suffering from the order of the input. (4) GA is applied for retaining nearest neighbors in common cluster, so that the searching labels in the relative cluster induces increase the speed of classification. The collective combination of the HEA and MOGA in the various process of Multi label prediction is very effective. The effectiveness of semi supervised learning is demonstrated using the tables and graphs generated from the results obtained.
Comparision of the Algorithms

Conclusion
This paper proposed a methodology for the Multi label spatial classification optimized by the MOGA and the SAR using the Hybrid Evolutionary Algorithm and the semi supervised learning. The results for the proposed method is promising and also lay a opening for the identification of Multi label which can be further extended to the real world multi label classification, which consider all available classes that pass certain user threshold for each item set. The work can be extended to the incremental learning of the training.
