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Abstract
In the weakly heterogeneous regime of elastic wave propagation through a random medium, transport and diffusion
models for the energy densities can be set up. In the isotropic case, the scattering cross sections are explicitly known
as a function of the wave number and the correlations of the Lame´ parameters and density. In this paper, we discuss the
precise influence of the correlation structure on the scattering cross sections, mean free paths and diffusion parameter,
and separate that influence from that of the correlation length and variance. We also analyze the convergence rates
towards the low- and high-frequency ranges. For all analyses, we consider five different correlation structures, that
allow us to explore a wide range of behaviors. We identify that the controlling factors for the low-frequency behavior
are the value of the Power Spectral Density Function (PSDF) and its first non-vanishing derivative at the origin. In the
high frequency range, the controlling factor is the third moment of the PSDF (which may be unbounded).
Keywords: Elastic wave propagation, Radiative transfer equation, Waves in random media, Correlation, Scattering
cross-section
1. Introduction
Exploration of the structure of the Earth using seismograms recorded at the surface is a classical problem in geo-
physics. Its applications range from academic understanding of the interior of the Earth to more industrially-oriented
questions related to oil exploration or CO2 and nuclear waste sequestration. The seismograms typically start with a
ballistic or coherent part corresponding to the first arrivals of P, S or Rayleigh waves. This coherent signal is then
followed by an incoherent wave train called the Coda [1, 2], with less definite and more randomized features. The
analysis of short-period seismograms shows the predominance of multiply scattered waves in this part of the seismo-
grams [3]. At long lapse times, a diffusion regime steps in, which is characterized by the equipartition of energies [4].
The time decay of the late arriving waves is then shown to be a characteristic of the medium, independent of the
source and path effects as well as site conditions [5], which makes the Coda a good candidate for identification pro-
cedures. Since the original studies on the origin of the Coda [1, 5], the spatial variation of the medium properties
has been taken into consideration and stochastic modeling has been used as a tool for understanding the complexity
of the wave fields in geophysical applications. Recently, there has been an outburst of papers numerically simu-
lating wave propagation in random geophysical media [6, 7, 8, 9, 10] to complement the more classical theoretical
considerations [11, 12, 13, 14, 3] for the study of the Coda. Similar trends are observed in other fields of physics
and engineering, where the decaying part of the signal is analyzed in terms of diffusion equation and used to gather
information on the material. This is particularly true for analyses of the propagation of ultrasound in polycrystalline
materials [15, 16], room acoustics [17, 18, 19] and high-frequency vibrations of complex structures [20]. Other exam-
ples include non-destructive testing of concrete samples [21] and wave propagation in granular materials [22, 23, 24].
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To model wave propagation in random media, three typical length scales are of interest: (i) the dominant wave-
length λ; (ii) the typical size of the heterogeneities (correlation length `c for instance); and (iii) the propagation
distance L. The parameters that are used to separate between the different scattering regimes are `c/λ and L/λ [14].
At least three important regimes can be identified: (1) The effective medium or homogenization regime in which
`c/λ  1 and L/λ ∼ 1; (2) the weakly heterogeneous or stochastic scattering regime in which `c/λ ∼ 1 and
L/λ  1 (with limited strength of the heterogeneities); and (3) the strongly heterogeneous white-noise regime in
which `c/λ  1 and L/λ  1. In the homogenization regime, a deterministic effective wave equation describes the
wave propagation, where the effective stiffness is obtained as in classical stochastic homogenization in statics and the
effective density is obtained by arithmetic averaging [25, 26]. In the strongly heterogeneous regime, the impact of
the strong heterogeneities is limited by the disparity in typical lengths. However, an asymptotic regime arises over
long enough distances [14] which is mainly influenced by the variance and correlation lengths of the mechanical pa-
rameters of the wave equation. Finally, in the weakly heterogeneous regime, the similarity between the wavelength
and the heterogeneity length ensures an efficient interaction between the wave and the medium but the strength of the
fluctuations is limited so the waves do not become localized [27, 13, 28]. We concentrate in this paper on this weakly
heterogeneous regime, which is influenced by the full power spectrum of the mechanical parameters, rather than only
on the correlation length and variance.
The theory of radiative transfer of elastic waves is an approach to study the multiple scattering of waves in this
regime [11, 15, 29, 30, 16, 31]. The radiative transfer equations (RTE) describe the spatio-temporal evolution of the
wave vector-dependent energy densities of the waves. Vector transport equations were firstly developed for polarized
light waves in statistically isotropic media by Chandrasekhar [11]. They were later developed for elastic waves in
isotropic media independently by Weaver [15] and Ryzhik et al. [31] with different approaches. In these equations,
the scattering effects resulting from the randomness of the medium are described by scattering cross-sections, that
are explicitly related to the power spectrum of the random mechanical parameters of the wave equation (density and
Lame´ parameters). Such power spectra are parameterized in general by a variance and a correlation length. However,
these two numbers are not sufficient to describe completely a correlation model.
The objective of this paper is to discuss the influence of the correlation structure (that is to say the correlation
normalized by the correlation length and variance) on the scattering cross sections. In particular, we want to quantify
how this influence compares to that of the variance and correlation length. This work was partially done by various
authors in the scalar case [13, 3] but we wish to address the elastic case, for which scattering cross sections are
much more complicated (see Section 2.5). In particular the existence of P and S modes for wave propagation in
the background medium means that several cross-sections must be defined rather than just one. Understanding of the
precise influence of the correlation structure is important for at least two kinds of applications: (i) for parameterization
of the random medium in the context of an inverse problem, and (ii) for design and creation of new meta-materials.
When performing an inverse problem in a random medium, it is a priori necessary to identify the complete correlation
structure. However, if the analysis shows that in the particular range of frequencies considered only a finite number
of parameters of that correlation structure are significant, the complexity of the inverse problem can be drastically
reduced. In the case of design of meta-materials, which comes down to an optimization problem, it is again crucial
to have a good parameterization of the material to limit the complexity of the problem. Previous authors have tried
to tackle this problem by considering simplifying assumptions [32] or one specific correlation model [33, 3], but we
concentrate here on comparison between several very classical correlation structures.
The outline of the paper is the following. In Section 2, we introduce the general wave equation and RTE, along
with the scattering cross-sections. We also introduce five classical correlation structures (exponential, power-law,
Gaussian, triangular and low-pass white noise) that will be compared throughout the paper. We will see that this set
of correlation structures shows a wide range of behavior for the scattering cross sections. In the following section
(Section 3), we study the influence of the power spectrum structure on the scattering cross-sections and perform the
asymptotic analyses. The following section (Section 4) introduces the diffusion approximation and proposes similar
analyses for the diffusion parameters.
2. Elastic wave propagation in isotropic random media
We consider the propagation of elastic waves in a medium with continuous isotropic random heterogeneities and
locally isotropic constitutive behavior [34, 12, 13, 14, 3]. The consideration of discrete random media is possible by
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considering the appropriate correlation structures, but will not be discussed here (see for instance [35, 36, 37, 38]).
Likewise, the anisotropic case is fully treated in Baydoun et al. [39] but will be left aside here.
2.1. Equation of motion and mechanical parameters
The elastic wave equation in a non-dissipative medium can be written in terms of the displacement field u(x, t) as:
ρ
∂2
∂t2
u(x, t) − ∇x · (C(x) : ∇x ⊗ u(x, t)) = S (x, t) (1)
where ρ is the density (assumed constant), C(x) = Ci jkl(x) is the fourth-order elastic tensor, that depends continuously
on the position x, and S (x, t) is a given bulk loading field. For simplicity, we neglect here the influence of density
variations. The material is assumed isotropic, so that Ci jkl(x) = λ(x)δi jδkl + µ(x)(δikδ jl + δilδ jk), where λ(x) and
µ(x) are the Lame´ parameter fields and δi j is Kronecker’s delta (δi j = 1 if i = j, and δi j = 0 if i , j). The local
velocities of P and S waves are related to the local values of Lame´ parameters as vp(x) =
√
(λ(x) + 2µ(x))/ρ and
vs(x) =
√
µ(x)/ρ. For each of these two modes, the velocities relate the local frequency and the local wave numbers
through the dispersion relations: ω = vp|kp| = vs|ks|, where the local frequency and wave numbers are respectively
the Fourier relatives of time and space. We also introduce the ratio between the space-averaged values of the phase
velocities defined as K = vp/vs, that is a critical parameter in our study.
In seismology, that is of particular interest for the authors, the values of K for the upper mantle are measured
between 1.65 and 1.8 [41]. In laboratory tests under pertinent pressure and temperature conditions for the geological
layers, its values can be found between 1.7 and 2.3 [41]. A characteristic value of K =
√
3 is often proposed in the
geophysics literature [3] and thermodynamical theory states that its minimum is
√
4/3 ≈ 1.16.
2.2. Random model of the mechanical parameters
We consider a random description of the mechanical parameters λ(x) and µ(x). We model them as second-order
statistically homogeneous random fields and specify their mean values λ and µ, autocorrelation functions (ACF)
Rλ(x − x′) = E[(λ(x) − λ)(λ(x′) − λ)] and Rµ(x − x′) = E[(µ(x) − µ)(µ(x′) − µ)], and cross-correlation function
Rλµ(x − x′) = E[(λ(x) − λ)(µ(x′) − µ)]. The fact that the averages do not depend on the space position and that the
correlation functions only depend on (x−x′) is a consequence of the hypothesis of statistical homogeneity. Further, the
isotropy hypothesis means that these correlation functions only depend on the distance between the points r = |x− x′|
so that they can be modeled as 1D functions. Models of a correlation function R(r) are usually introduced after
normalization by the variance ν2 = R(0) and the correlation length `c. The latter is defined as
`c =
2
ν2
∫
R+
R(r) dr. (2)
We define the non-dimensional correlation function as Rˆ(η) = R(η`c)/ν2. For the simplicity of the presentation, we
will consider from now on that all the correlation lengths are the same:
2
ν2λ
∫
R+
Rλ(r) dr =
2
ν2µ
∫
R+
Rµ(r) dr =
2
ν2λµ
∫
R+
Rλµ(r) dr ≡ `c, (3)
as well as the normalized correlation functions: Rˆλ(η) = Rˆµ(η) = Rˆλµ(η) ≡ Rˆ(η). The different correlation models
therefore only differ through the variances ν2λ = Rλ(0) and ν
2
µ = Rµ(0) and the coefficient νλµ = Rλµ(0). Finally, we
introduce the normalized power spectral density function (PSDF) Φ(ζ) as the Fourier transform of Rˆ(η). We consider
the classical definition of the Fourier transform in spherical coordinates for isotropic functions in 3D:
Φ(ζ) =
1
2pi2
∫
R+
sinc(ζη) η2Rˆ(η)dη. (4)
in which sinc(x) = sin(x)/x. Note that the value of the PSDF at the origin is related to the second moment of the
ACF Φ(0) =
∫
R+ η
2Rˆ(η)dη/2pi2 and that the first moment of the PSDF is related to the average of the ACF, which is
a constant in the normalized case
∫
R+ ζΦ(ζ) dζ =
∫
R+ Rˆ(η) dη/2pi
2 = 1/4pi2. These last two identities will be used
extensively to investigate the asymptotic behavior of scattering parameters.
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Figure 1: Classical correlation functions (left figure) and corresponding power spectral densities (right figure), as described in Table 1: exponential
(thick solid line), power-law (thin dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and low-pass white noise (thin
dashed line).
2.3. Classical correlation models
We now introduce several models of correlation that have been used in the literature (see for instance in geo-
physics [42]) and will be discussed in this paper: exponential, power-law, Gaussian, triangular, and low-pass white
noise. They are defined in Table 1 in their non-dimensional form, that is to say such that Rˆ(0) = 1 and 2
∫
R+ Rˆ(η)dη =
1. The ACF and PSDF for these models are drawn in Figure 1. One realization of a centered unit Gaussian random
field with each of the correlation models is also plotted in Figure 2 to give an idea of the difference of texture that
these correlation models imply.
Table 1: Definitions of the normalized correlation models. The Heaviside function H(ζ) is such that H(ζ ≥ 0) = 1 and H(ζ < 0) = 0.
Correlation Normalized ACF Normalized PSDF Low freq. approx. High freq. approx.
model Rˆ(η) Φ(ζ) Φ(ζ  1) Φ(ζ  1)
Exponential exp(−2η) 1
8pi2
(
1+ ζ
2
4
)2 18pi2
(
1 − ζ22
)
+ o
(
ζ2
) 2
pi2
ζ−4 + o
(
ζ−4
)
Power-law 1(
1+ pi
2η2
4
)2 1pi4 exp (−2 ζpi ) 1pi4 (1 − 2ζpi ) + o(ζ) spectral
Gaussian exp(−piη2) 18pi3 exp
(
− ζ24pi
)
1
8pi3
(
1 − ζ24pi
)
+ o
(
ζ2
)
spectral
Triangular 12(2−2 cos(2piη)−(2piη) sin(2piη))(2piη)4
3
8pi4
(
1 − ζ2pi
)
H (2pi − ζ) 38pi4
(
1 − ζ2pi
)
0
Low-pass 3(sin( 3pi2 η)− 3pi2 η cos( 3pi2 η))
( 3pi2 η)
3
2
9pi4 H
(
3pi
2 − ζ
)
2
9pi4 0white noise
Other correlation models could have been chosen for this study. However, we believe these five present a wide
range of behaviors, representative of a larger set of models. In particular, the influence of the boundedness of the
support of Φ(ζ) will be significant (it is bounded for triangular and low-pass white noise models, and unbounded for
the others), as well the values of its derivative at the origin (Φ′(0) = 0 for the exponential and Gaussian models, and
Φ(n)(0) = 0, for all n ≥ 1 for the low-pass white noise model).
2.4. Multiple scattering and diffusion of elastic waves
The RTE of elastic waves describe the propagation of the energy densities of the P and S waves. They are derived
using a multiscale expansion of the Wigner transform of the wave field in the stochastic regime (`c ∼ λ, L  λ and
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(a) Exponential (b) Power law (c) Gaussian (d) Triangular (e) Low-pass white noise
Figure 2: One realization of a centered unit Gaussian random field with different correlation models: (a) exponential, (b) power-law, (c) Gaussian,
(d) triangular, and (e) low-pass white noise. The images are L × L, where L = 20`c and `c is the correlation length.
ν2  1). For random media with local isotropy [15, 31], they are set as the following coupled system of equations:
∂ap(k)
∂t
− {ωp, ap(k)} =
∫
R3
σPP(k,k′)ap(k′)dk′ − ΣPP(k)ap(k) +
∫
R3
σPS(k,k′)[as(k′)]dk′ − ΣSP(k)ap(k) (5)
∂[as(k)]
∂t
− {ωs, [as(k)]} + [as(k)]N − N[as(k)]
=
∫
R3
σSS(k,k′)[as(k′)]dk′ − ΣSS(k)[as(k)] +
∫
R3
σSP(k,k′)ap(k′)dk′ − ΣPS(k)[as(k)] (6)
where ap(t, x,k) and [as(t, x,k)] are respectively the scalar directional energy density of compressional P waves and
the 2 × 2 coherence matrix containing the directional energy densities of the coupled shear S waves. The Poisson
bracket is defined as { f , g} = ∇x f · ∇kg−∇k f · ∇xg. When the background medium is homogeneous, the velocity does
not depend on the space variable and the Poisson brackets reduce to the classical convection terms vpkˆ · ∇xap(t, x,k)
and vskˆ · ∇x[as(t, x,k)]. The 2 × 2 matrix N(x,k) describes the polarization effect of shear waves [31] and vanishes
when the background medium is homogeneous. The differential and total scattering cross sections σIJ(k,k′) and
ΣIJ(k), for I, J ∈ {P,S}, describe the complex interactions of the wave energy with the heterogeneities of the medium
and its subsequent change of path and/or mode transformation. These operators are described in more details below.
2.5. Definition and normalizations of the scattering cross-sections
The differential scattering cross sections σIJ(k,k′) (with unit m3/s) represent the rate at which incident energy of
mode type J with wave vector k′ is converted to scattered wave energy of mode type I with wave vector k. The total
scattering cross sections ΣIJ(k) (with unit 1/s)
ΣIJ(k) =
∫
R3
σIJ(k,k′)dk′, I, J ∈ {P,S}, (7)
represent the rate at which incident energy of mode type J with wave vector k is converted to scattered wave energy
of mode type I in any direction. Finally, the forward scattering cross-sections (with unit 1/s)
Σ′IJ(k) =
∫
R3
(kˆ · kˆ′)σIJ(k,k′)dk′, I, J ∈ {P,S}, (8)
characterize the degree of scattering in the forward direction. Its value can be negative, zero or positive respectively
for backward, non-preferential (but not necessarily isotropic) and forward scattering.
We now recall the formulas developed in [31] in a spherical basis, thanks to the assumed isotropy of the medium.
They were derived assuming that the incident waves propagate along the vertical direction, with no restriction on the
model. The base for the incident wave is then [ζˆ, z(1)(ζˆ), z(2)(ζˆ)], where
ζˆ =
001
 ; z(1)(ζˆ) =
100
 ; z(2)(ζˆ) =
010
 (9)
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and the basis for the scattered wave is taken as [ζˆ
′
, z(1)(ζˆ
′
), z(2)(ζˆ
′
)], where
ζˆ′ =
sin θ cos φsin θ sin φcos θ
 ; z(1)(ζˆ′) =
cos θ cos φcos θ sin φ− sin θ
 ; z(2)(ζˆ′) =
− sin φcos φ0
 (10)
Note that we have |ζ−ζ′| = 2ζ sin(θ/2). Using these bases, the differential scattering cross-sections can be normalized
in the following way:
σPP(k,k′)[ap(k′)] = vp`2cσpp
( |k|`c
2pi
, θ
)
ap(k′) δ
( |k|`c
2pi
− |k
′|`c
2pi
)
, (11)
σSP(k,k′)[ap(k′)] = vp`2cσps
( |k|`c
2piK
, θ
)
G(φ) ap(k′) δ
( |k|`c
2piK
− |k
′|`c
2pi
)
, (12)
σPS(k,k′)[as(k′)] = vs`2cσps
( |k|`c
2pi
, θ
)
Tr
(
G(0)as(k′)
)
δ
(
K|k|`c
2pi
− |k
′|`c
2pi
)
, (13)
σSS(k,k′)[as(k′)] = vs`2cσss
( |k|`c
2pi
, θ
)
R(φ)Γ(θ)[as(k′)](R(φ)Γ(θ))T δ
( |k|`c
2pi
− |k
′|`c
2pi
)
, (14)
where
G(φ) =
[
cos2 φ cos φ sin φ
cos φ sin φ sin2 φ
]
, Γ(θ) =
[
cos 2θ 0
0 cos θ
]
, R(φ) =
[
cos φ − sin φ
sin φ cos φ
]
. (15)
The Dirac delta functions δ(·) in the right hand sides of Eq. (11-14) are a consequence of the conservation of frequency
during scattering. The normalized functions σi j (that will be described in more details below) include influences from
the correlation kernel, the variances and the velocity ratio K but not from the correlation length.
The total scattering cross-sections are normalized in the following way:
ΣPP(k) =
vp
`c
Σpp
( |k|`c
pi
)
(16)
ΣPS(k)I2 =
vp
`c
Σps
( |k|`c
pi
√
K0K
)
I2 = 2K3ΣSP(k/K) (17)
ΣSS(k) =
vs
`c
Σss
( |k|`c
pi
)
I2 (18)
where I2 is a 2×2 identity matrix and K0 = (K +1/K)/2. Finally, the forward scattering cross-sections are normalized
in a similar way. Note that all the normalized scattering cross sections are now functions of a normalized parameter,
ratio of the correlation length and wavelength:
ζ =
`c
λ
=
|k|`c
2pi
(19)
3. Influence of the correlation function on the scattering parameters
Now that we have recalled all the relevant definitions, we can start to address the main objective of this paper,
which is the characterization of the influence of the correlation structure on the scattering parameters. We will consider
successively the influence on (i) the differential scattering cross sections, (ii) the total scattering cross sections, and
(iii) the forward scattering cross sections.
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3.1. Influence of the correlation model on the differential scattering cross-sections
Assuming that the different correlations only differ by their variance, as discussed in Section 2.2, the normalized
differential scattering cross sections are [31]:
σpp(ζ, θ) = pi
2
K4 ζ
2
[
(K2 − 2)2ν2λ + 4(K2 − 2) cos2 θνλµ + 4 cos4 θν2µ
]
Φ
(
4piζ sin θ2
)
,
σps(ζ, θ) = 4pi2ζ2 cos2 θ sin2 θν2µΦ
(
2piζ
√
1 + K2 − 2K cos θ
)
,
σss(ζ, θ) = pi2ζ2ν2µΦ
(
4piζ sin θ2
)
,
(20)
Figure 3 presents the polar plots of the normalized differential scattering cross sections. These plots are made assuming
that an incident wave comes from the left and is reflected by an object in the center of the plot. The polar plots
illustrate the influence of the correlation structure on the directionality of the scattering at different frequencies and
for the three differential scattering parameters. Note that Figure 3 corresponds to the particular case of K =
√
3 and
νλ = νµ = νλµ = 0.1, but similar results are obtained with other combinations (except for extreme cases, such as
K =
√
2, that are not relevant here). Note also that we plot in Fig. 3 σˆi j(ζ, θ) = σi j(ζ, θ)/
∫ 2pi
0 σi j(ζ, θ) dθ rather than
σ in order to be able to make comparisons between the shapes of the differential scattering cross sections. Indeed the
maximum amplitude varies with frequency over many orders of magnitude, which would not allow us to compare the
shapes as we wish to do here. Note also that normalization with the total scattering cross section, as is usually done
in acoustics, is not possible here, because the P-S total scattering cross-section sometimes vanishes (see Fig. 4)
We observe that elastic wave scattering is intrinsically anisotropic (dependent on the scattering angle) at all fre-
quencies. This is even true at low frequencies, when there is symmetry between forward and backward scattering.
However, the influence of the correlation structure seems to evolve with the frequency range. At low frequency, it
has no influence and the polar plots for the five correlation structures exactly overlap. In that frequency range, which
corresponds to infinitely small correlation length, the random media is indeed essentially a white noise, whatever
the actual correlation model. At higher frequencies, all polar plots have a tendency to move towards the forward
direction, which is reasonable since this frequency range corresponds to more homogeneous media, but this evolution
is not similar for all models. In particular, for the P-to-P and S-to-S scattering cross sections, the exponential and
triangular correlation models seem to induce faster increase of forward scattering with frequency. On the other hand,
the low-pass white noise seems to remain non-preferential for higher frequencies. Finally, it can be observed that at
high frequencies, the values of σˆps vanish for the low-pass white noise and triangular models. It can be simply shown
that for these models σˆps cancels for the frequencies larger than ζc/(2pi(K − 1)) where ζc is the cutoff frequency of
the corresponding spectrum. These remarks will be further quantified through the analysis of the total and forward
scattering cross sections, in the next sections.
3.2. Influence of the correlation model on the total scattering cross-sections
The normalized total scattering cross sections are defined as:
Σpp(ζ) = 4pi
6
K4
[
(K2 − 2)2ν2λI0(ζ) + 4(K2 − 2)νλµI2(ζ) + 4ν2µI4(ζ)
]
ζ4
Σps(ζ) = 16pi
6
KK20
ν2µ
[
J2 (ζ) − J4 (ζ)] ζ4
Σss(ζ) = 2pi6ν2µ
[
I0(ζ) − 3I2(ζ) + 4I4(ζ)] ζ4 (21)
in which
In(ζ) =
∫ 1
0
(
1 − 2χ2
)n
χΦ(2piζχ)dχ, Jn(ζ) = Kn+10
∫ K2
K1
(
1 − 2χ2
)n
χΦ(2piζχ)dχ, (22)
and where K1 =
√
(1 − 1/K0)/2 and K2 =
√
(1 + 1/K0)/2. The behavior of these functions In(ζ) and Jn(ζ) is studied
in Appendix A. Based on the asymptotic behavior of the functions In(ζ) and Jn(ζ) described in detail in Appendix
A, the asymptotic behavior in the low and high frequency ranges is presented in Table 2. The total scattering cross
sections are also plotted as functions of the normalized frequency ζ in Figure 4.
It is clear from Table 2 and Figure 4 that the influence of the correlation model on the low-frequency behavior
for all total scattering cross sections is fully summarized by the scalar number Φ(0), which characterizes the low-
frequency content of the correlation kernel. Indeed, on Fig. 2, the texture of the images illustrates that the high
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(a) σˆpp, ζ = 0.01 (b) σˆpp, ζ = 0.1 (c) σˆpp, ζ = 1 (d) σˆpp, ζ = 10
(e) σˆps, ζ = 0.01 (f) σˆps, ζ = 0.1 (g) σˆps, ζ = 1 (h) σˆps, ζ = 10
(i) σˆss, ζ = 0.01 (j) σˆss, ζ = 0.1 (k) σˆss, ζ = 1 (l) σˆss, ζ = 10
Figure 3: Influence of the correlation model on the scattering probability density functions σˆi j(ζ, θ) = σi j(ζ, θ)/
∫ 2pi
0 σi j(ζ, θ) dθ for K =
√
3 and
νλ = νµ = νλµ = 0.1: exponential (thick solid line), power-law (thin dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line)
and low-pass white noise (thin dashed line).
frequency content decreases from the exponential model on the left to the low-pass white noise on the right, but
the low-frequency content also decreases from the exponential to the low-pass white noise, as illustrated on Fig. 1.
In the low-frequency regime, the P-to-P and S-to-S total scattering cross-sections are therefore proportional to the
low-frequency content of the correlation kernel. In the high frequency range, there is no influence of the correlation
model on the P-to-P and S-to-S total scattering cross sections. However, there is a large influence on the P-to-S
total scattering. Indeed, for the models with bounded support (triangular and low-pass white noise), there is a cut-
off frequency above which the total scattering cross section vanishes. For the power-law and Gaussian correlation,
whose spectrum goes to zero exponentially, the P-to-S total scattering cross-section does likewise. Finally, for the
exponential model, there is a plateau in the total scattering cross section and it never vanishes. This is due to the
slow decay of the spectrum of the exponential model with frequency. Even when the correlation length is very large
compared to the wavelength, there are enough high-frequency fluctuations in the random medium to induce P-to-S
scattering. Overall, except this high frequency behavior of the P-to-S cross section, Figure 4 makes it clear that the
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Figure 4: Σpp, Σps and Σss in terms of ζ for K =
√
3 and νλ = νµ = νλµ = 0.1: exponential (thick solid line), power-law (thin dashed-dotted line),
Gaussian (thick dashed line), triangular (thin solid line) and low-pass white noise (thin dashed line).
influence of the correlation model is rather limited.
Table 2: Asymptotic behavior of the total and forward scattering cross-sections for different correlation models. The constants W pn and functions
V pn (K) are described in Appendix A.1 and Appendix A.2, respectively.
Parameter Low frequency ζ  1 High frequency ζ  1
Σpp(ζ) 2pi
6
K4 ((K
2 − 2)2ν2λ + 43 (K2 − 2)νλµ + 45ν2µ)Φ(0)ζ4 pi
2
4K4 ((K
2 − 2)2ν2λ + 4(K2 − 2)νλµ + 4ν2µ)ζ2
Σps(ζ)
0 for white noise and triangular
16pi6ν2µΦ(0)
15KK20
ζ4
spectral for power-law and Gaussian
2ν2µ
KK20
(V−42 (K) − V−44 (K)) for exponential
Σss(ζ)
4pi6ν2µΦ(0)
5 ζ
4 pi2
4 ν
2
µζ
2
0 for white noise
- 16pi
7
K4 (
1
3 (K
2 − 2)2ν2λ + 45 (K2 − 2)νλµ + 47ν2µ)Φ′′(0)ζ6
Σ
′
pp(ζ) for exponential and Gaussian Σpp(ζ  1)
8pi7
K4 ((K
2 − 2)2W11ν2λ + 4(K2 − 2)W13νλµ + 4W15ν2µ)Φ′(0)ζ5
for power-law and triangular
Σ
′
ps(ζ)
0 for white noise 0 for white noise and triangular
− 16pi6ν2µΦ′′(0)35KK30 ζ
6 for exponential and Gaussian spectral for power-law and Gaussian
−(V15 (K) − V13 (K))
32pi7ν2µΦ
′(0)
KK20
ζ5 for power-law and triangular
2ν2µ
KK20
(V−43 (K) − V−45 (K)) for exponential
0 for white noise
Σ
′
ss(ζ) − 32pi8105 ν2µΦ′′(0)ζ6 for exponential and Gaussian Σss(ζ  1)
4pi7(W11 − 3W13 + 4W15 )ν2µΦ′(0)ζ5 for power-law and triangular
3.3. Influence of the correlation model on the forward scattering cross-sections
We now turn to the forward scattering cross sections, that are defined as:
Σ
′
pp(ζ) =
4pi6
K4
[
(K2 − 2)2ν2λI1(ζ) + 4(K2 − 2)νλµI3(ζ) + 4ν2µI5(ζ)
]
ζ4
Σ
′
ps(ζ) =
16pi6
KK20
ν2µ
[
J3 (ζ) − J5 (ζ)] ζ4
Σ
′
ss(ζ) = 2pi
6ν2µ
[
I1(ζ) − 3I3(ζ) + 4I5(ζ)] ζ4 (23)
The evolutions of the forward scattering cross sections are plotted as a function of the normalized frequency ζ in
Figure 5 and their asymptotic behavior described in Table 2.
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Figure 5: Σ
′
pp, Σ
′
ps and Σ
′
ss in terms of ζ for K =
√
3 and νλ = νµ = νλµ = 0.1: exponential (thick solid line), power-law (thin dashed-dotted line),
Gaussian (thick dashed line), triangular (thin solid line) and low-pass white noise (thin dashed line).
It can be observed that the high frequency behavior of the forward scattering cross sections is very similar to that
of the total scattering cross sections. Indeed, there is absolutely no difference between them for the P-to-P and S-to-S
coefficients, and only the level of the plateau for the exponential correlation differs for the P-to-S cross section. This
is compatible with the observations of the differential scattering cross-sections in Fig. 3 which showed a clear forward
scattering tendency at high frequencies, for which the medium appears mostly homogeneous. In the low-frequency
range, however, there is a larger influence of the correlation structure on the forward scattering cross section. The slope
of the forward cross section depends (see Appendix A) on the first non-vanishing derivative of the power spectrum
density. As all such derivatives vanish for the low-pass white noise model, there is a cut-off frequency below which
all forward scattering cross sections vanish. This means that in the low frequency range for that correlation model,
the incident waves are scattered equally in the forward and backward directions. For the exponential and Gaussian
models, Φ′(0) vanishes, while it does not for the power-law and triangular models. Hence the latter two models have
more tendency to scatter waves in the forward direction in the low frequency range. Recalling that the derivatives of
the power spectrum at the origin are related to the type of continuity (mean-square, almost-sure) of the realizations
of a random process, it can be said that the value of the forward scattering cross-section is related to that degree of
continuity. In any case, observing Figure 5, it can be concluded that there is little influence of the correlation model
on the forward scattering cross sections, except in the high frequency range for the P-to-S cross section and in the low
frequency range for the low-pass white noise model. In particular, there is little influence of the correlation model on
the intermediate range ζ ≈ 1.
4. Influence of the correlation function on the diffusion regime
In this section, we study the influence of the correlation function on the scattering mean free path, transport mean
free path and diffusion parameter.
4.1. The diffusion regime
For scalar waves in discrete random media, the scattering mean free path is the average distance between two
scattering events. This notion is extended to continuous random media as the average distance before the wave
direction is significantly altered. For elastic media, each propagation mode has its own scattering mean free path, and
we normalize them with the correlation length:
`P(k) = `c`p
( |k|`c
pi
)
, `S(k) = `c`s
( |k|`c
pi
)
. (24)
The influence of the correlation function on these normalized scattering mean free paths will be discussed in Sec-
tion 4.2.
Over longer propagation paths, and after many diffractions, the waves lose track of the source that created them.
The average length for which this happens is denoted transport mean free path. In elastic media, there is one such
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path for each mode and we normalize them again with the correlation length:
`∗P(k) = `c`
∗
p
( |k|`c
pi
)
, `∗S(k) = `c`
∗
s
( |k|`c
pi
)
. (25)
The influence of the correlation function on these normalized transport mean free paths will be discussed in Sec-
tion 4.3.
Finally, it can be shown [15, 31] that after longer times, the energy density of the P-wave becomes isotropic
ap(t, x,k) = φ(t, x, |k|) and follows a diffusion equation
∂φ
∂t
= ∇x · (D(|k|)∇xφ) . (26)
We normalize the diffusion parameter D in the following manner
D(|k|) = `cvp
1 + 2K3
D
( |k|`c
pi
)
(27)
and we will discuss the influence of the correlation function on the normalized diffusion parameter in Section 4.4.
Note that, in this diffusion regime, the S waves become depolarized and follow the same diffusion equation as the
P-wave energy: [as(t, x,k′)] = φ(t, x, |k|/K)I2.
4.2. Influence on the scattering mean free path
The normalized scattering mean free paths are defined as:`p(ζ) =
(
Σpp(ζ) + 4Σps(ζ
√
KK0)
)−1
`s(ζ) =
(
Σss(ζ) + 4K2 Σps(ζK
√
KK0)
)−1 (28)
Using the asymptotic results in Table 2, one can study the asymptotes of the mean free paths. They are summarized
in Table 3. Plots of the scattering mean free paths for different values of ζ are also reported in Figure 6.
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ℓ p
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Figure 6: Scattering mean free paths `p and `s as functions of ζ for K =
√
3 and νλ = νµ = νλµ = 0.1: exponential (thick solid line), power-law
(thin dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and low-pass white noise (thin dashed line).
Over the entire frequency range, the influence of the correlation structure on the two scattering mean free paths
remains extremely limited. In the high frequency range, the cross term Σps becomes negligible compared to both Σpp
and Σss. As both these total scattering cross sections are independent of the correlation structure in the high frequency
range, so are the scattering mean free paths. In the low-frequency range, the correlation structure only impacts the
scattering mean free paths through the spectrum at the origin Φ(0). Note that a larger low-frequency content in the
correlation kernel (larger Φ(0)) induces a smaller scattering mean free path. Finally, we observe on Figure 6 that the
influence of the correlation structure on the mean free paths in the medium frequency range is also negligible.
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Table 3: Asymptotic behavior of the scattering mean free path, transport mean free paths and diffusion parameter for different correlation models.
Parameter Low frequency ζ  1 High frequency ζ  1
`p(ζ) K
4
2pi6{(K2−2)2ν2λ+ 43 (K2−2)νλµ+ 415 (3+8K5)ν2µ}Φ(0)ζ
−4 Σ
−1
pp(ζ  1)
`s(ζ) 152pi6(3+16K3)ν2µΦ(0)ζ
−4 Σ
−1
ss (ζ  1)
`
∗
p(ζ) `p(ζ  1)
logarithmic for exponential
4K4
pi2[(K2−2)2ν2λ+4(K2−2)νλµ+4ν2µ]
∫ ∞
0 p
3Φ(p)dp
otherwise
`
∗
s(ζ) `s(ζ  1)
logarithmic for exponential
4
pi2ν2µ
∫ ∞
0 p
3Φ(p)dp
otherwise
D 116pi6
[
2K4
(K2−2)2ν2λ+ 43 (K2−2)νλµ+ 415 (3+8K5)ν2µ
+ 120K
2
(3+16K3)ν2µ
]
ζ−4
Φ(0)
logarithmic for exponential
1
pi2
[
2K4
(K2−2)2ν2λ+4(K2−2)νλµ+4K4ν2µ
+ 1
ν2µ
]
1∫ ∞
0 p
3Φ(p)dp
otherwise
4.3. Influence on the transport mean free path
The normalized transport mean free paths `
∗
p and `
∗
s are defined as:
`
∗
p(ζ) =
Σss(ζ)+ 12K2 Σps(ζK
√
KK0)−Σ′ss(ζ)+Σ
′
ps(ζ
√
KK0)(
Σpp(ζ)+Σps(ζ
√
KK0)−Σ′pp(ζ)
)(
Σss(ζ)+ 12K2 Σps(ζK
√
KK0)−Σ′ss(ζ)
)
− 1
2K2
Σ
′
ps(ζ
√
KK0)Σ
′
ps(ζK
√
KK0)
`
∗
s(ζ) =
Σpp(ζ)+Σps(ζ
√
KK0)−Σ′pp(ζ)+ 12K2 Σ
′
ps(ζK
√
KK0)(
Σpp(ζ)+Σps(ζ
√
KK0)−Σ′pp(ζ)
)(
Σss(ζ)+ 12K2 Σps(ζK
√
KK0)−Σ′ss(ζ)
)
− 1
2K2
Σ
′
ps(ζ
√
KK0)Σ
′
ps(ζK
√
KK0)
(29)
Although these formulas are more complex than the previous ones, it is interesting to note that in the particular case of
non-preferential scattering, for which Σ′pp = Σ′ps = Σ′ss = 0, we have `
∗
p(ζ) = `p(ζ) and `
∗
s(ζ) = `s(ζ). The asymptotes
of the transport mean free paths are presented in Table 3. Plots of the transport mean paths for different values of ζ
are also reported in Figure 6.
In the low frequency range, the forward scattering cross sections are negligible compared to the total cross sections,
so that we retrieve the same asymptotic behavior for the transport mean free paths as for the scattering mean free paths.
Hence, the correlation structure is only influential through the parameter Φ(0). In the high frequency range, the cross
sections Σps and Σ′ps become negligible compared to the other terms so that the transport mean free paths can be
approximated as `
∗
p(ζ  1) ≈ (Σpp(ζ  1) − Σ
′
pp(ζ  1))−1 and `
∗
s(ζ  1) ≈ (Σss(ζ  1) − Σ
′
ss(ζ  1))−1. However,
the asymptotes considered until now are not sufficient so we have to consider higher order terms in the expansions of
the integrals In(ζ  1) (see Eq. (A.8)). The controlling parameter is the third moment of the PSDF
∫ ∞
0 p
3Φ(p)dp,
which highlights the high frequency content of the correlation kernel and is unbounded for the exponential correlation.
Hence, the transport mean free paths converge to a constant for all correlation models, except for the exponential
model, for which it converges to zero as (log ζ)−1.
4.4. Influence on the diffusion parameter
The non-dimensional function D is defined as:
D(ζ) = `
∗
p(ζ) + 2K
2`
∗
s(ζ) (30)
The behavior of the diffusion parameter as a function of ζ (see Figure 8) is essentially the same as that of the transport
mean free paths so we will not comment any further on it. Asymptotic limits are given in Table 3.
5. Conclusion
In this paper, we discussed the influence of the correlation structure on the scattering cross sections, mean free
paths and diffusion parameter, independently from that of the correlation length and variance. We considered five
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Figure 7: Transport mean free paths l¯∗p and l¯∗s as functions of ζ for K =
√
3 and νλ = νµ = νλµ = 0.1: exponential (thick solid line), power-law (thin
dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and low-pass white noise (thin dashed line).
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Figure 8: D¯ in terms of ζ for K =
√
3 and νλ = νµ = νλµ = 0.1: exponential (thick solid line), power-law (thin dashed-dotted line), Gaussian (thick
dashed line), triangular (thin solid line) and low-pass white noise (thin dashed line).
different correlation structures, with a wide range of behaviors. We identified that the controlling factors for the
low-frequency behavior are the value of the PSDF Φ(0) and its first non-vanishing derivative at the origin (Φ′(0)
for power-law and triangular correlations, Φ′′(0) for Gaussian and exponential correlations, with a separate behavior
for low-pass white noise correlation for which all derivatives at the origin vanish). In the high frequency range, the
controlling factor is the third moment of the PSDF (which is unbounded for the exponential correlation). Overall,
important differences between the correlation structures were only identified for some of the asymptotes for the total
and forward scattering cross sections. For the rest of the cases, the influence of the correlation structure remains rather
limited.
These conclusions may be useful in an identification process, by providing clues for the parameterization of the
correlation structure. More specifically, this means that the quantity of information on the correlation kernel that can
be inferred from energy measurements is rather limited. It will probably be possible to infer more than the correlation
length and the variance only in the case where a rather large range of frequencies is available. In the low frequency
range, it should be further stated that Φ(0) and σ2 appear as a product, so it might not be possible to identify them
independently one from the other. Contrarily, the derivatives of Φ(ζ) at the origin and its third moment induce clear
modifications of the tendencies so they might be more easily identified. As a conclusion for inverse problems based
on energy quantities, the correlation model of a random media should, in most cases, be parameterized only with the
correlation length and variance. Further, when the frequency range extends far enough towards the low frequencies,
the value of Φ′(ζ) might be identifiable. When the frequency range extends far enough towards the high frequencies,
the value of
∫ ∞
0 p
3Φ(p)dp might be identifiable.
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Appendix A. Behavior of functions In and Jn
Appendix A.1. Integral W pn
We introduce, because it will be useful in understanding the behavior of the function In, the integral
W pn =
∫ 1
0
(
1 − 2χ2
)n
χp+1dχ, (A.1)
for n ≥ 0 and p ≥ −1. It can be shown that W0n = (1 + (−1)n)/4(n + 1). Also, for p ≥ 1, the following recurrence
relation holds (2n + p + 2)W pn = 2nW
p
n−1 + (−1)n. Using the initial value W p0 = 1/(p + 2), this means that the values
W pn can be computed for any pair (n, p). In particular, we have W2n = (1 + (−1)n(2n + 3))/8(n + 1)(n + 2).
Table A.4: Values of W pn for the first values of n and p.
W0n W
1
n W
2
n W
3
n W
4
n
W p0 1/2 1/3 1/4 1/5 1/6
W p1 0 -1/15 -1/12 -3/35 -1/12
W p2 1/6 11/105 1/12 23/315 1/15
W p3 0 -13/315 -1/20 -59/1155 -1/20
W p4 1/10 211/3465 1/20 683/15015 3/70
W p5 0 -271/9009 -1/28 -1637/45045 -1/28
Appendix A.2. Integral V pn
Similarly, we introduce for the understanding of Jn
V pn (K) = Kn+10
∫ K2
K1
(
1 − 2χ2
)n
χp+1dχ, (A.2)
for n ≥ 0. We remind that K0 = (K + 1/K)/2, K1 = (K − 1)/
√
2(K2 + 1) and K2 = (K + 1)/
√
2(K2 + 1). Note that
V pn (1) = W
p
n . Using the binomial expansion, the values of V
p
n can be calculated with
V pn (K) = Kn0
n∑
j=0
(−2) j
(
n
j
)
V2 j+p0 (K) (A.3)
and the values for n = 0 which are V−20 = K0 log((K + 1)/(K − 1)) and V p0 = K0(K p+22 − K p+21 )/(p + 2) for p , −2. In
particular, we have V00 = 1/2 and V
−4
0 = 2((K
2 + 1)/(K2 − 1))2. With these relations, the values V pn for any pair (n, p)
can be computed. They yield in particular V0n = (1 + (−1)n)/(4(n + 1)) and V22n = (1 + (−1)n)/(8(n + 1)). Observe that
for these examples, V pn is independent of K. This is however not true in general. Note also that, although it depends
on the value of K, this family of parameters V pn does not depend on the correlation kernel.
Appendix A.3. Behavior of function In
We consider the following integral function (see Figure A.9 for its behavior for different correlation functions and
values of n):
In(ζ) =
∫ 1
0
(
1 − 2χ2
)n
χΦ(2piζχ)dχ (A.4)
Using a Taylor expansion of the function Φ(2piζχ) for low frequencies, ones gets In(ζ) =
∑∞
p=0 Φ
(p)(0)(2piζ)pW pn /p!,
so that the limit behavior of In(ζ) is:
In(ζ  1) = Φ(0)2(n + 1) + O
(
ζ
)
for even n, (A.5)
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Figure A.9: Functions In(ζ) for different correlation kernels and different values of n (K =
√
3): exponential (thick solid line), power-law (thin
dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and low-pass white noise (thin dashed line).
and
In(ζ  1) = 2piW1n Φ′(0)ζ −
pi2Φ′′(0)
2(n + 2)
ζ2 + O
(
ζ3
)
for odd n. (A.6)
Depending on the correlation model (see Table 1), Φ′(0) sometimes cancels, so the expansion has to be continued up
to second order. For the low-pass white noise model, for which the spectrum is flat and all its derivatives cancel, the
expansion is not correct. However, in that case, we can compute explicitly Inoisen (ζ):
Inoisen (ζ ≤ 3/4) =
1
18pi4(n + 1)
(1 + (−1)n), and Inoisen (ζ ≥ 3/4) =
1
18pi4(n + 1)
1 − (1 − 9pi28ζ2
)n+1 . (A.7)
The high-frequency behavior of the function In(ζ) can be investigated through the change of variable 2piζχ = p:
In(ζ  1) = 1(2piζ)2
∫ 2piζ
0
(
1 − 2p
2
(2piζ)2
)n
pΦ(p)dp =
1
16pi4
ζ−2 − n
16pi4
ζ−4
∫
R+
p3Φ(p)dp + O
(
ζ−6
)
(A.8)
This limit is hence independent at first order from both the correlation kernel and n. When looking for the difference
In(ζ) − In+1(ζ) however, one must resort to second order analysis, since only the second term depends on n. At that
order, we have for the exponential correlation structure 8pi2
∫ 2piζ
0 p
3Φ(p)dp ≈ log ζ for ζ  1. The results obtained
from the asymptotic analysis are summarized in Table A.5.
Appendix A.4. Behavior of function Jn
We finally consider the following integral function (see Figure A.10 for its behavior for different correlation
functions and values of n):
Jn(ζ; K) = Kn+10
∫ K2
K1
(
1 − 2χ2
)n
χΦ(2piζχ)dχ (A.9)
Note that this function is related to the previous one through Jn(ζ; 1) = In(ζ).
As before we use the Taylor expansion Jn(ζ; K) =
∑∞
p=0 Φ
(p)(0)(2piζ)pV pn /p! and hence derive the low-frequency
behavior:
Jn(ζ  1; K) = Φ(0)2(n + 1) + O
(
ζ
)
for even n, (A.10)
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Table A.5: Asymptotic values of In(ζ), Jn(ζ; K) and several useful combinations
Integral Low frequency ζ  1 High frequency ζ  1
In(ζ)
For even n: Φ(0)2(n+1)
1
16pi4 ζ
−2
For odd n:

0 for white noise
− pi2Φ′′(0)2(n+2) ζ2 for exponential and Gaussian
2piW1n Φ
′(0)ζ for power-law and triangular
Jn(ζ; K)
0 for white noise and triangular
For even n: Φ(0)2(n+1) spectral for power-law and Gaussian
For odd n:

0 for white noise
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Figure A.10: Functions Jn(ζ) for different correlation kernels and different values of n (K =
√
3): exponential (thick solid line), power-law (thin
dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and low-pass white noise (thin dashed line).
16
and
Jn(ζ  1; K) = 2piV1n Φ′(0)ζ −
pi2Φ′′(0)
2(n + 2)K0
ζ2 + O
(
ζ3
)
for odd n. (A.11)
These expansions do not apply to the white noise case, but this case can be computed explicitly:
Jnoisen
(
ζ ≤ 3
4K2
)
=
1
18pi4(n + 1)
(1 + (−1)n), Jnoisen
(
3
4K2
≤ ζ ≤ 3
4K1
)
=
1
18pi4(n + 1)
1 − Kn+10 (1 − 9pi28ζ2
)n+1 ,
(A.12)
and Jnoisen (ζ ≥ 3/4K1) = 0 which also provides the high-frequency behavior of J for a low-pass white noise corre-
lation model. Note that, for odd n, Jnoisen vanishes both in the low and high frequency ranges (outside the interval
[3/4K2, 3/4K1]).
Likewise, for the case of a random medium with triangular correlation, one can compute explicitly the values of
the integral for the low and high frequency ranges:
Jtrin
(
ζ ≤ 1
K2
)
=
3
8pi4
(
V0n − ζV1n
)
(A.13)
and Jtrin (ζ ≥ 1/K1) = 0. Note that V0n = 0 for odd n so that the asymptotic is then given by the linear term. The slope
is positive because V1n < 0 for odd n.
For the exponential model, we have in the high frequency range Φ(2piζχ) = ζ−4χ−4/(8pi6) + o
(
ζ−4
)
so that
Jexpn (ζ  1; K) = 18pi6 V
−4
n ζ
−4 + o
(
ζ−4
)
(A.14)
Finally, for both the power-law and Gaussian models, the Jn(ζ  1; K) goes to zero exponentially fast.
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