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Aproksimacijski algoritmi za ra£unanje
povpre£ne razdalje med to£kami
Povzetek
V tem diplomskem delu sem raziskal nekaj algoritmov za iskanje pribliºka povpre£ne
razdalje med to£kami. Dva algoritma, ki sta opisana, naklju£no izbirata to£ke in na
podlagi vzorca izra£unata pribliºek. Opisal sem tudi algoritem, ki vse to£ke projicira
na naklju£no izbrano premico. Izkaºe se, da lahko na premici vsoto vseh razdalj
izra£unamo bistveno hitreje kot v splo²nem prostoru. Zadnji algoritem pa najprej
poi²£e razcep na dobro lo£ene pare, ki ga nato uporabi za izra£un povpre£ja. Izkaºe
se, da pri najhitrej²em algoritmu izberemo vzorec naklju£nih razdalj in izra£unamo
njihovo povpre£je.
Approximation algorithms for computing
the average of distance between points
Abstract
In this dissertation I examined some algorithms for approximating the average di-
stance between points. Two of the algorithms that I examined choose points at
random and then compute the approximation based on them. Another algorithm
that I examined projects all points onto a randomly chosen line. Then we exploit
the fact that we can compute the sum of all distances between points on a single line
much quicker than in the general case. The last algorithm that I examined computes
a well separated pair decomposition and uses it to compute an approximation. We
nd that the fastest algorithm chooses a random sample of distances and outputs
their average.
Math. Subj. Class. (2010): 65D18, 68U05, 68W25
Klju£ne besede: povpre£na razdalja, naklju£na izbira, naklju£na projekcija, razcep
na dobro lo£ene pare
Keywords: average distance, random choice, random projection, well separated
pair decomposition
1. Uvod
Za poljubne koli£ine lahko povpre£je n takih koli£in izra£unamo v £asu O(nt), kjer
je t potreben £as za izra£un ene koli£ine. Kadar te koli£ine izhajajo iz geometrijskih
objektov, lahko taka povpre£ja pogosto izra£unamo bistveno hitreje. V tem delu
se bomo ukvarjali s pribliºnim ra£unanjem povpre£ne razdalje med to£kami. Pri
tem bomo uporabili zna£ilnosti metri£nega prostora, v katerem leºijo te to£ke. Za
ra£unanje natan£nega povpre£ja si v splo²nem metri£nem prostoru ne moremo po-
magati z njegovimi zna£ilnostmi. Prav tako v evklidskem prostoru Rd, £e je d ≥ 2,
ne poznamo bolj²ega na£ina. Hitrej²i algoritem obstaja v R, ki ga bom opisal v
podrazdelku 4.1. Vendar pa lahko bistveno hitreje izra£unamo pribliºek povpre£ne
razdalje. Pri tem bomo kot pribliºek D′ povpre£ne razdalje D razumeli kot vre-
dnost, za katero velja |D − D′| ≤ ϵ|D| za relativno napako ϵ > 0. V nadaljevanju
bom predstavil nekaj algoritmov za ra£unanje tega pribliºka. Vsi za vhod sprejmejo
mnoºico to£k in zahtevano natan£nost ϵ. Vsaka od njih uporablja enega od dveh
pristopov. Prvi je, da naklju£no izberemo nekaj to£k in na njihovi podlagi izra£u-
namo pribliºek. Tega uporabljata metodi, opisani v podrazdelkih 3.1 in 3.3. Drugi
je, da mnoºico to£k preoblikujemo tako, da lahko pribliºek izra£unamo hitreje. Tega
uporabljata metodi, opisani v razdelkih 4 in 5.
2. Povpre£na razdalja
V tem diplomskem delu bomo ra£unali pribliºke povpre£ne razdalje, zato moramo
najprej denirati, kak²no povpre£no razdaljo bomo aproksimirali. V splo²nem lahko
povpre£no razdaljo izra£unamo v poljubnem metri£nem prostoru M , kjer razdaljo
med to£kama P in Q ozna£imo z d(P,Q). Naj bo S = {P1, P2, . . . , Pn} mnoºica
to£k v M . V vsakem metri£nem prostoru deniramo povpre£no razdaljo kot vsoto
D(S) =
1
n2
∑︂
(P,Q)∈S×S
d(P,Q).
Pri tem predpostavimo, da lahko ²tevilo to£k v S izra£unamo v konstantnem £asu.
Ker za vsako razdaljo velja d(P, P ) = 0 in d(P,Q) = d(Q,P ) lahko vsoto izra£unam
direktno z algoritmom 1. Le ta za vhod sprejme tabelo to£k S. Ta algoritem za
ra£unanje povpre£ne razdalje n(n−1)
2
-krat izra£una razdaljo med dvema to£kama. as
potreben za izra£un ene razdalje ozna£imo s t. Ostale operacije porabijo bistveno
manj £asa, torej algoritem povpre£je izra£una v £asu O(n2t).
Za metode, opisane v razdelkih 4 in 5 pa pribliºek povpre£ne razdalje ra£u-
namo v prostoru Rd opremljenem z evklidsko metriko. V tem primeru je za po-
ljubni to£ki P = (p1, p2, . . . , pd) in Q = (q1, q2, . . . , qd) razdalja med njima enaka
d(P,Q) = ∥P −Q∥2 =
√︁
(p1 − q1)2 + (p2 − q2)2 + · · ·+ (pd − qd)2. Tako razdaljo
lahko izra£unamo v £asu O(d). V Rd lahko z algoritmom 1 natan£no povpre£je
razdalj izra£unamo v £asu O(dn2).
3. Naklju£na izbira
V tem razdelku bomo opisali nekaj metod za ra£unanje pribliºka povpre£ne raz-
dalje, ki uporabljajo naklju£ne izbire. Pri tem bom v glavnem sledil viroma [2, 3]. V
algoritmih opisanih v podrazdelkih 3.1 in 3.3 bomo sledili enakemu osnovnemu po-
stopku. Poiskali bomo nepristransko cenilko za povpre£je razdalj in potem dolo£imo
dovolj velik vzorec, da doseºemo zahtevano natan£nost. Pri tem bomo zahtevano
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Algoritem 1 Direkten algoritem
Vhod: Seznam to£k S.
Izhod: Povpre£na razdalja med pari to£k v S.
1: function povpre£naRazdalja(S)
2: n← n
3: s← 0
4: for i ← 1 to n− 1 do
5: for j ← i+ 1 to n do
6: s← s+ d(S(i), S(j))
7: end for
8: end for
9: return 2s
n2
10: end function
natan£nost denirali kot ϵ > 0, za katerega je razlika |D−D′| manj²a ali enaka ϵ|D|
z verjetnostjo vsaj 2
3
.
3.1. Naklju£na izbira razdalj. Najbolj direktna metoda za ra£unanje pribliºka
povpre£ja D(S) razdalj med to£kami v S = {P1, P2, . . . , Pn} je, da naklju£no izbe-
remo nekaj parov to£k in se²tejemo razdalje med njimi. Torej naklju£no izberemo
m parov to£k {(P1, Q1), (P2, Q2), . . . , (Pm, Qm)} in izra£unamo njihovo povpre£je
D′(S) = 1
m
∑︁m
j=1 d(Pj, Qj). To vsoto izra£unamo direktno. Tak algoritem m-krat
izra£una razdaljo med dvema to£kama in torej porabi O(mt) £asa. Pri tem m-
krat enakomerno naklju£no izberemo par to£k (P,Q) ∈ S × S. Izberemo ju tako,
da enakomerno naklju£no in med seboj neodvisno izberemo indeksa i in j. Vsa-
kega posebej izberemo iz mnoºice {1, 2, . . . , n}, torej sta lahko tudi enaka. Potem
predpi²emo P = Pi ter Q = Pj. Eno izbiro razdalje med naklju£nima to£kama
lahko obravnavamo kot slu£ajno spremenljivko. To slu£ajno spremenljivko imenu-
jemoX = d(P,Q). Sedaj deniramo slu£ajne spremenljivkeX1, X2, . . . , Xm z enako
denicijo kot X. Zanje velja, da so med seboj neodvisne. Potem je tudi njihovo
povpre£je D′(S) slu£ajna spremenljivka. O£itno je E(Xj) = E(X) = D(S). Sedaj
lahko pokaºemo, da je D′(S) nepristranska cenilka za povpre£no razdaljo, saj velja
E(D′(S)) = E(
1
m
m∑︂
j=1
Xj) =
1
m
m∑︂
j=1
E(Xj) = E(X) = D(S).
3.2. Analiza natan£nosti. Sedaj nas zanima, kako natan£en je rezultat, ki ga
dobimo. Najmanj²i rezultat, ki ga lahko dobimo, je o£itno najmanj²a razdalja med
dvema to£kama v S, najve£ji pa najve£ja razdalja. Natan£nost algoritma bomo bolje
opisali, £e povemo, s kak²no verjetnostjo bo na² rezultat leºal na nekem intervalu
okoli D(S). Naj bo ϵ > 0 relativna natan£nost na²ega izra£una. elimo, da je z
verjetnostjo 2
3
razlika |D′(S)−D(S)| manj²a ali enaka ϵ|D(S)|. Ugotovili bomo, da
zadostuje m = O
(︁
n
ϵ2
)︁
. Kolikokrat moramo ponoviti naklju£no izbiro je odvisno od
variance X, zato najprej omejimo var(X).
Lema 3.1. Za razdaljo X med dvema enakomerno naklju£no izbranima to£kama iz
S velja var(X) = O(nE(X)2).
Dokaz. Da omejimo var(X), najprej omejimo E(X2). Pri tem uporabimo to£ko
R, za katero velja 1
n
∑︁
P∈S d(P,R) ≤
1
n2
∑︁
(P,Q)∈S×S d(P,Q). Taka to£ka obstaja,
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saj v mnoºici vseh vsot
{︁
1
n
∑︁
P∈S d(P,R);R ∈ S
}︁
obstaja element, ki je manj²i od
povpre£ja. Potem je
E(X2) =
1
n2
n∑︂
i,j=1
d(Pi, Pj)
2
≤ 1
n2
n∑︂
i,j=1
(d(Pi, R) + d(R,Pj))
2(1)
≤ 1
n2
n∑︂
i,j=1
(2d(Pi, R)
2 + 2d(R,Pj)
2)(2)
=
4n
n2
n∑︂
i=1
d(Pi, R)
2(3)
= 4n
n∑︂
i=1
(︃
d(Pi, R)
n
)︃2
≤ 4n
(︄
n∑︂
i=1
d(Pi, R)
n
)︄2
≤ 4n
(︄
n∑︂
i,j=1
d(Pi, Pj)
n2
)︄2
= 4nE(X)2.
V vrstici (1) uporabimo trikotni²ko neenakost. V vrstici (2) uporabimo neenakost
(d(Pi, R) + d(R,Pj))
2 ≤ 2(d(Pi, R)2 + d(R,Pj)2). V vrstici (3) pa uporabimo sime-
tri£nost razdalje.
Sedaj uporabimo denicijo variance in dobimo
var(X) = E(X2)− E(X)2 ≤ 4nE(X)2 − E(X)2 ≤ 4nE(X)2.
□
Meja, ki smo jo dobili, je v resnici asimptoti£no tesna. Naj bo S = {P1, P2, . . . , Pn}
mnoºica to£k v R, za katere velja P1 = 0 in P2, . . . , Pn = 1. V tem primeru velja
E(X) = 1
n2
2(n−1). Prav tako je E(X2) = 1
n2
2(n−1). Sedaj lahko poi²£emo spodnjo
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mejo za
var(X)
E(X)2
=
E(X2)− E(X)2
E(X)2
=
1
E(X)
− 1
=
n2
2(n− 1)
− 1
=
(n− 1)2 + 2n− 2 + 1
2(n− 1)
− 1
=
n− 1
2
+ 1 +
1
2(n− 1)
− 1
=
n
2
− 1
2
+
1
2(n− 1)
≥ n
2
− 1
2
.
Sledi, da za tako mnoºico S velja var(X) ≥
(︁
n
2
− 1
2
)︁
E(X)2. Torej je lema 3.1 tesna.
Sedaj omejimo varianco slu£ajne spremenljivke D′(S). Dobimo, da je
var(D′(S)) =
1
m2
m∑︂
i=1
var(Xi) =
1
m
var(X).
Te koli£ine lahko vstavimo v neenakost ebi²ova in dobimo
P
(︄
|D′(S)−D(S)| > η
√︃
var(X)
m
)︄
≤ 1
η2
za poljuben η > 0. Ta verjetnost mora biti manj²a od 1
3
. Zato za η vzamemo
√
3 in
razliko omejimo z ϵD(S). Torej za potreben m velja√︃
3 var(X)
m
= ϵD(S)
3 var(X)
m
= ϵ2D(S)2
m =
3var(X)
ϵ2D(S)2
.
Ko upo²tevamo lemo 3.1 in E(X) = D(S), m ne rabi biti ve£ji od O
(︁
n
ϵ2
)︁
. Cel
algoritem torej izvedemo na naslednji na£in: naklju£no izberemo m parov to£k, za
vsak par izra£unamo razdaljo med to£kama in potem se²tejemo vse dobljene razdalje
ter delimo z m. Cel algoritem porabi O
(︁
n
ϵ2
t
)︁
, kjer je t £as, potreben za izra£un ene
razdalje. Ta metoda uporablja samo osnovne zna£ilnosti metri£nega prostora in
deluje za vse metri£ne prostore.
3.3. Alternativna naklju£na izbira. Podobna metoda za ra£unanje pribliºka
povpre£ne razdalje je, da naklju£no izberemo eno od to£k in izra£unamo povpre£je
razdalj med izbrano to£ko in vsemi to£kami. Spet se postavlja vpra²anje, koliko-
krat moramo ponoviti izbiro, da dobimo rezultat, ki je dovolj natan£en. Algoritem
deluje na naslednji na£in: najprej izberemo naklju£no to£ko P0 iz S. Potem de-
niramo Y = 1
n
∑︁n
i=1 d(P0, Pi), kjer je n = |S|. Ta postopek ponavljamo m-krat.
Potem je iskani pribliºek D′(S) povpre£ja D(S) povpre£je dobljenih Y . Tak Y sedaj
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obravnavamo kot slu£ajno spremenljivko. Najprej izra£unamo pri£akovano vrednost
Y .
E(Y ) =
1
n
n∑︂
i=1
1
n
n∑︂
j=1
d(Pi, Pj) =
1
n2
n∑︂
i,j=1
d(Pi, Pj) = D(S).
O£itno je D′(S) res nepristranska cenilka. Hkrati je E(Y ) enak pri£akovani vrednosti
ene naklju£ne razdalje.
Lema 3.2. Za slu£ajno spremenljivko Y velja var(Y ) = O(nE(Y )2).
Dokaz. Ta lema sledi skoraj direktno iz leme 3.1. Najprej bomo E(Y 2) omejili z
E(X2), kjer je X enak kot v lemi 3.1. Potem izkoristimo dejstvo, da je E(Y ) =
D(S) = E(X). Torej ra£unamo
E(Y 2) =
1
n
n∑︂
i=1
(︄
1
n
n∑︂
j=1
d(Pi, Pj)
)︄2
=
1
n3
n∑︂
i=1
n∑︂
j=1
n∑︂
k=1
d(Pi, Pj)d(Pi, Pk)
≤ 1
n3
n∑︂
i=1
n∑︂
j=1
n∑︂
k=1
(d(Pi, Pj)
2 + d(Pi, Pk)
2)
=
1
n3
n∑︂
i=1
n∑︂
j=1
n∑︂
k=1
d(Pi, Pj)
2 +
1
n3
n∑︂
i=1
n∑︂
j=1
n∑︂
k=1
d(Pi, Pk)
2
= 2
1
n2
n∑︂
i,j=1
d(Pi, Pj)
2
= 2E(X2) ≤ 8nE(X)2 = 8nE(Y )2.
□
Tako kot lema 3.1 je lema 3.2 asimptoti£no tesna. Spet deniramo mnoºico to£k
v R, kjer je ena enaka 0 in vse ostale 1. V tem primeru za Y velja E(Y ) = 2n−1
n2
in
E(Y 2) = n−1
n2
. Torej je
var(Y )
E(Y )2
=
E(Y 2)− E(Y )2
E(Y )2
=
1
2E(Y )
− 1 ≥ n
4
− 5
2
.
Torej po istem razmisleku kot v podrazdelku 3.2 dobimo, da je potrebno ²te-
vilo ponovitev m velikostnega razreda O
(︁
n
ϵ2
)︁
. Ker za en izra£un porabimo O(nt)
£asa, cel algoritem traja O
(︂
n2
ϵ2
t
)︂
. Ta algoritem je torej po£asnej²i, kot £e natan£no
izra£unamo povpre£je razdalj.
4. Naklju£na projekcija
Druga ideja je, da na²o mnoºici to£k spremenimo tako, da bomo potem pribliºek
povpre£ja razdalj izra£unali hitreje. To idejo so v [3] razvili v naslednji algoritem. V
evklidskem prostoru Rd lahko vse to£ke projiciramo na premico in nato izra£unamo
povpre£no razdaljo med temi projekcijami to£k. Ta algoritem izvajamo za mno-
ºico to£k S ⊂ Rd. To£ke bomo projicirali na premico skozi izhodi²£e z naklju£nim
smernim vektorjem. Kako izra£unamo povpre£no razdaljo med kolinearnimi to£-
kami, bom opisal v podrazdelku 4.1. Pri£akovana vrednost povpre£ne razdalje med
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to£kami, ki jih projiciramo na naklju£no premico, se bo razlikovala od povpre£ne
razdalje med to£kami za konstantni faktor in bo neodvisna od izbire premice, na
katero to£ke projiciramo, kot bom pokazal v podrazdelku 4.4. To£ke moramo pro-
jicirati na O
(︁
1
ϵ2
)︁
naklju£nih premic, da z verjetnostjo 2
3
dobimo rezultat z relativno
napako, ki je manj²a ali enaka ϵ.
4.1. Povpre£na razdalja v enodimenzionalnem prostoru. Na² postopek se
zana²a na dejstvo, da lahko v enodimenzionalnem evklidskem prostoru povpre£no
razdaljo izra£unamo bistveno hitreje kot v Rd. Razdalja med to£kama p in q je v
tem primeru |p− q|.
Izrek 4.1. V evklidskem prostoru R lahko povpre£no razdaljo med n to£kami izra-
£unamo v O(n log n).
Dokaz. Naj bo S = {p1, p2, . . . , pn} ⊂ R mnoºica to£k. To£ke p1, p2, . . . , pn najprej
uredimo po velikost. To nam vzame O(n log n) £asa. Naj bo sedaj p1 ≥ p2 ≥ . . . ≥
pn urejen seznam to£k. Za tem izra£unamo vsoto razdalj od p1 do vseh to£k tj.∑︁n
i=1 |p1 − pi|, kar traja O(n) £asa. Sedaj bomo pokazali, da lahko v konstantnem
£asu izra£unamo
∑︁n
i=1 |pj+1 − pi| iz
∑︁n
i=1 |pj − pi| na naslednji na£in
n∑︂
i=1
|pj+1 − pi| =
j∑︂
i=1
(pj+1 − pi) +
n∑︂
i=j+1
(pi − pj+1)
=
j∑︂
i=1
(pj+1 − pj + pj − pi) +
n∑︂
i=j+1
(pi − pj + pj − pj+1)
= j(pj+1 − pj) +
j∑︂
i=1
(pj − pi) + (n− j)(pj − pj+1) +
n∑︂
i=j+1
(pi − pj)
= (2j − n)(pj+1 − pj) +
n∑︂
i=1
|pj − pi|.
Na ta na£in izra£unamo
∑︁n
i=1 |pj − pi| za vse p2, . . . , pn. Torej vsoto vseh razdalj in
s tem povpre£je izra£unamo v O(n) £asa. V celem algoritmu prevlada urejanje to£k
in zato cel algoritem traja O(n log n). □
4.2. Deterministi£na verzija algoritma. Ko ra£unamo pribliºek povpre£ne raz-
dalje med to£kami v Rd lahko uporabimo ekvivalenco 1-norme in 2-norme. Najprej
to£ke razvijemo po standardni bazi: Pj = (P 1j , P
2
j , . . . , P
d
j ). Tedaj za poljubni dve
to£ki Pi in Pj iz S velja
1√
d
∥Pi − Pj∥1 ≤ ∥Pi − Pj∥2 ≤ ∥Pi − Pj∥1
ali ekvivalentno
1√
d
d∑︂
k=1
|P ki − P kj | ≤ ∥Pi − Pj∥2 ≤
d∑︂
k=1
|P ki − P kj |.
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Ker ta neenakost velja za vse pare to£k, lahko omejimo povpre£no razdaljo
1
n2
√
d
∑︂
i,j=1
n
d∑︂
k=1
|P ki − P kj | ≤
1
n2
∑︂
i,j=1
n ∥Pi − Pj∥2 ≤
1
n2
∑︂
i,j=1
n
d∑︂
k=1
|P ki − P kj |
1
n2
√
d
d∑︂
k=1
∑︂
i,j=1
n|P ki − P kj | ≤
1
n2
∑︂
i,j=1
n ∥Pi − Pj∥2 ≤
1
n2
d∑︂
k=1
∑︂
i,j=1
n|P ki − P kj |.
Vsota 1
n2
∑︁d
k=1
∑︁
i,j=1 n|P ki − P kj | je pribliºek za povpre£no razdaljo med to£kami
P1, P2, . . . , Pn z napako
√
d. Da izra£unamo to vsoto moramo, d-krat ponoviti eno-
dimenzionalen primer, kar nam da £asovno zahtevnost O(dn log n). Ta algoritem ima
relativno napako
√
d− 1, torej ne moremo izbrati kako natan£en rezultat ºelimo.
4.3. Nepristranska cenilka povpre£ja. Deterministi£ni algoritem deluje za mno-
ºice to£k, ki so razvite po poljubni ortonormirani bazi prostora. Od baze prostora
je odvisna 1-norma, medtem ko je 2-norma enaka za vse ortonormirane baze. Torej
lahko enak postopek izvajamo za to£ke razvite po neki naklju£no izbrani bazi. Za
to moram denirati vsoto razdalj med to£kami glede na poljubno bazo. Naj bo
b1⃗, b2⃗, . . . , bd⃗ neka ortonormirana baza prostora Rd. Projekcija vektorja v⃗ na bi⃗ je
enaka bi⃗⟨v⃗, bi⃗⟩ in ∥v⃗∥1 =
∑︁d
j=1 |⟨v⃗, bi⃗⟩|. Naj bo sedaj B1, B2, . . . , Bd naklju£na orto-
normirana baza Rd. Vsakega od njih dobimo kot enakomerno porazdeljen naklju£en
enotski vektor. Oglejmo si sedaj pri£akovano vrednost ∥v⃗∥1 glede na tako naklju£no
izbrano bazo
E
(︄
d∑︂
j=1
|⟨v⃗, Bi⟩|
)︄
=
d∑︂
j=1
E(|⟨v⃗, Bi⟩|)
= dE(|⟨v⃗, Bi⟩|)(4)
= d ∥v⃗∥2E
(︃
|⟨ v⃗
∥v⃗∥2
, Bi⟩|
)︃
.
V vrstici (4) smo uporabili dejstvo, da so vsi naklju£ni vektorji Bi enako porazde-
ljeni. Za pri£akovano vrednost, ki jo dobimo, uporabimo dejstvo, da je vrednost
E(|⟨u⃗, Bi⟩|), kjer je u⃗ nek enotski vektor, neodvisna od vektorja u⃗, kar bom po-
kazal v razdelku 4.5. Odvisna je samo od dimenzije prostora d. Ozna£imo jo z
f(d) = E(|⟨u⃗, B1⟩|). Torej velja
dE(|⟨v⃗, B1⟩|) = d ∥v⃗∥2 f(d).
Iz te ena£be lahko izrazimo
∥v⃗∥2 =
1
f(d)
E(|⟨v⃗, B1⟩|).
Torej lahko ∥v⃗∥2 ocenimo z projekcijo vektorja v⃗ na eno komponento baze. Torej
lahko enakomerno naklju£no izberemo en enotski vektor R in dobimo nepristransko
cenilko za ∥v⃗∥2, ki je
1
f(d)
|⟨v⃗, R⟩|. Se²tejemo take cenilke za vse vektorje med to£kami
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v S in dobimo nepristransko cenilko za povpre£no razdaljo
1
n2
n∑︂
i,j=1
∥Pi − Pj∥2 =
1
n2
n∑︂
i,j=1
E
(︃
1
f(d)
|⟨Pi − Pj, R⟩|
)︃
= E
(︄
1
f(d)n2
n∑︂
i,j=1
|⟨Pi − Pj, R⟩|
)︄
.
Potrebno ²tevilo ponovitev bomo ocenili podobno ko v podrazdelku 3.2. Za to de-
niramo slu£ajno spremenljivko Y =
∑︁n
i,j=1 |⟨Pi−Pj, R⟩|, pri £emer je R enakomerno
porazdeljen naklju£en enotski vektor. Za tak Y velja, da je 1
f(d)n2
Y nepristranska
cenilka povpre£ja razdalj. Ker je skalarni produkt distributiven, lahko zapi²emo
Y =
∑︁n
i,j=1 |⟨Pi, R⟩ − ⟨Pj, R⟩|. Zanjo moramo izra£unati projekcije n vektorjev,
medtem ko moramo za
∑︁n
i,j=1 |⟨Pi − Pj, R⟩| izra£unati projekcije n2 vektorjev.
Lema 4.2. Za slu£ajno spremenljivko Y velja var(Y ) = O(E(Y )2).
Dokaz. V tem dokazu bomo iz skalarni produktov |⟨Pi − Pj, R⟩| najprej izlo£ili
∥Pi − Pj∥2 in nato omejili, kar ostane.
var(Y ) ≤ E(Y 2)
= E
⎛⎝(︄ d∑︂
i,j=1
|⟨Pi − Pj, R⟩|
)︄2⎞⎠
= E
(︄
d∑︂
i,j,k,l=1
|⟨Pi − Pj, R⟩| · |⟨Pk − Pl, R⟩|
)︄
=
d∑︂
i,j,k,l=1
∥Pi − Pj∥2 ∥Pk − Pl∥2E
(︃
|⟨ Pi − Pj
∥Pi − Pj∥2
, R⟩| · |⟨ Pk − Pl
∥Pk − Pl∥2
, R⟩|
)︃
(5)
Kot bom dokazal v podrazdelku 4.6 je var(|⟨u⃗, R⟩|) ≤ 1
d
za vsak enotski vektor u⃗.
Uporabimo ²e, da je f(d) = O(1
d
), kar bom dokazal v podrazdelku 4.5. Sedaj upo-
rabimo Cauchy-Schwarzovo neenakost. Pri tem deniramo skalarni produkt dveh
naklju£nih spremenljivk U in V kot ⟨U, V ⟩ = E(U · V ). Tak produkt o£itno ustreza
deniciji skalarnega produkta, torej zanj velja Cauchy-Schwarzova neenakost. Tako
dobimo
E
(︃⃓⃓⃓⃓
⟨ Pi − Pj
∥Pi − Pj∥2
, R⟩
⃓⃓⃓⃓
·
⃓⃓⃓⃓
⟨ Pk − Pl
∥Pk − Pl∥2
, R⟩
⃓⃓⃓⃓)︃
≤
⌜⃓⃓⎷E(︄⃓⃓⃓⃓⟨ Pi − Pj
∥Pi − Pj∥2
, R⟩
⃓⃓⃓⃓2)︄
E
(︄⃓⃓⃓⃓
⟨ Pk − Pl
∥Pk − Pl∥2
, R⟩
⃓⃓⃓⃓2)︄
= E
(︄⃓⃓⃓⃓
⟨ Pi − Pj
∥Pi − Pj∥2
, R⟩
⃓⃓⃓⃓2)︄
= var
(︃⃓⃓⃓⃓
⟨ Pi − Pj
∥Pi − Pj∥2
, R⟩
⃓⃓⃓⃓)︃
+ (f(d))2
= O
(︃
1
d
)︃
.
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Sedaj vstavimo E
(︂⃓⃓⃓
⟨ Pi−Pj∥Pi−Pj∥2 , R⟩
⃓⃓⃓ ⃓⃓⃓
⟨ Pk−Pl∥Pk−Pl∥2 , R⟩
⃓⃓⃓)︂
= O
(︁
1
d
)︁
v (5) in dobimo
var(Y ) ≤ O
(︃
1
d
)︃ d∑︂
i,j,k,l=1
∥Pi − Pj∥2 ∥Pk − Pl∥2
= O
(︃
1
d
)︃
(
d∑︂
i,j=1
∥Pi − Pj∥2)
2
= O
(︃
1
d
)︃(︃
E(Y )
f(d)
)︃2
V razdelku 4.5 vidimo, da je f(d) velikostnega reda Θ
(︂
1√
d
)︂
. Torej res velja var(Y ) ≤
E(Y )2. □
Cenilka za povpre£je razdalje je enaka Y pomnoºen z konstanto, torej jo lahko
izra£unamo v enakem £asu kot Y . Algoritem bi radi ponovili tolikokrat, da z ver-
jetnostjo 2
3
dobimo rezultat z relativno napako manj²o od ϵ > 0. Enako kot pri
naklju£ni izbiri iz neenakosti ebi²ova sledi, da je potrebno ²tevilo ponovitev m
sorazmerno z
var( 1
f(d)n2
Y )
E( 1
f(d)n2
Y )2
.
Po enakem postopku kot v razdelku 3 dobimo, da je m = O
(︁
1
ϵ2
)︁
.
4.4. Naklju£en enotski vektor. Da lahko uporabljamo ta algoritem potrebujemo
²e postopek za pridobivanje naklju£nih enakomerno porazdeljenih enotskih vektor-
jev. Taki vektorji leºijo v prostoru Sd−1 = {v⃗ ∈ Rd : ∥v⃗∥2 = 1}. Naklju£en vektor v
Sd−1 dobimo tako, da najprej generiramo 2
⌈︁
d
2
⌉︁
neodvisnih slu£ajnih spremenljivk z
enakomerno porazdelitvijo U [0, 1]. Potem jih z Box-Mullerjevo metodo pretvorimo
v standardizirano normalne slu£ajne spremenljivke in po potrebi eno zavrºemo. Se-
daj imamo slu£ajne spremenljivke N1, N2, . . . , Nd, ki so porazdeljene s porazdelitvijo
N(0, 1). Zanje velja
Izrek 4.3. Slu£ajen vektor R = (N1,N2,...,Nd)∥(N1,N2,...,Nd)∥2
je porazdeljen enakomerno po Sd−1.
Dokaz. Dokazujemo, da je za A ⊆ Sd−1 verjetnost P (R ∈ A) odvisna samo od
povr²ine A. Za to je dovolj pokazati, da rotacije v Rd ohranjajo to verjetnost. Velja
P (R ∈ A) = P ((N1, N2, . . . , Nd) ∈ lA).
kjer je lB = {lp : l ∈ R, p ∈ B} za B ⊆ Rd. Naj bo sedaj O neka ortagonalna
matrika in O(B) = {Op : p ∈ B}. Uporabimo ²e gostoto slu£ajnega vektorja
(N1, N2, . . . , Nd): f(N1,N2,...,Nd)(n⃗) =
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩.
P (R ∈ O(A)) = P ((N1, N2, . . . , Nd) ∈ lO(A))
= P ((N1, N2, . . . , Nd) ∈ O(lA))
=
∫︂
O(lA)
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩dn⃗.(6)
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Sedaj uvedemo novo spremenljivko m⃗ = O−1n⃗. Zanjo velja |(JO)(m⃗)| = |det(O)| =
1 in ⟨Om⃗,Om⃗⟩ = ⟨m⃗, m⃗⟩. Ena£ba (6) se sedaj nadaljuje
P (R ∈ O(A)) =
∫︂
O−1(O(lA))
1
(2π)
d
2
e
−1
2
⟨Om⃗,Om⃗⟩|(JO)(m⃗)|dm⃗
=
∫︂
lA
1
(2π)
d
2
e
−1
2
⟨m⃗,m⃗⟩dm⃗
= P ((N1, N2, . . . , Nd) ∈ lA)
= P (R ∈ A).
□
Torej nam zgornja metoda res da naklju£en enotski vektor. Slu£ajne spremenljivke
N1, N2, . . . , Nd generiramo z Box-Mullerjevo metodo, opisano v [4], ki deluje na
slede£ na£in.
Trditev 4.4. Naj bosta U in V na intervalu [0, 1] enakomerno razporejeni slu£ajni
spremenljivki. Deniramo slu£ajni spremenljivki M in N , za kateri velja
M =
√︁
−2 logU cos(2πV ),
N =
√︁
−2 logU sin(2πV ).
Potem sta M in N neodvisni in porazdeljeni z normalno porazdelitvijo N(0, 1).
4.5. Pri£akovana vrednost naklju£ne projekcije. V prej²njih razdelkih sem
trdil, da je E(|⟨u⃗, R⟩|), kjer je u⃗ nek enotski vektor na enotski sferi Sd−1 in R
enakomerno porazdeljen naklju£en vektor na Sd−1, odvisna samo od dimenzije d.
Sedaj bomo to dokazali in poiskali formulo za f(d). Najprej moramo dokazati, da je
E(|⟨u⃗, R⟩|) neodvisen od u⃗. Tega se lotimo podobno, kot smo dokazovali izrek 4.3. Z
fR(r⃗) ozna£imo gostoto slu£ajne spremenljivke R in naj bo O ortagonalna matrika.
Sedaj velja
E(|⟨Ou⃗,R⟩|) =
∫︂
Sd−1
|⟨Ou⃗,R⟩|fR(r⃗)dr⃗.
Uvedemo novo spremenljivko p⃗ = O−1R. Spet velja |(JO)(m⃗)| = 1. Dobimo
E(|⟨Ou⃗,R⟩|) =
∫︂
Sd−1
|⟨Ou⃗,Op⃗⟩|fR(Op⃗)dp⃗
=
∫︂
Sd−1
|⟨u⃗, p⃗⟩|fR(p⃗)dp⃗
= E(|⟨u⃗, R⟩|).
Iz tega sledi, da lahko pri ra£unanju f(d) uporabimo poljuben u⃗. Zato lahko namesto
u⃗ vzamemo d-ti bazni vektor standardne baze bd⃗ = (0, 0, . . . , 1). Naklju£ni vektor
R generiramo kot R = N∥N∥2 , kjer ima N gostoto fN(n⃗) =
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩. Sedaj
E(|⟨u⃗, R⟩|) izrazimo z N . Po deniciji pri£akovane vrednosti je E
(︂⃓⃓⃓
⟨u⃗, N∥N∥2 ⟩
⃓⃓⃓)︂
=
13
∫︁
Rd
⃓⃓⃓
⟨u⃗, n⃗∥n⃗∥2 ⟩
⃓⃓⃓
fN(n⃗)dn⃗. Na podlagi teh privzetkov dobimo naslednjo formulo:
E(|⟨u⃗, N
∥N∥2
⟩|) =
∫︂
Rd
⃓⃓⃓⃓
⟨bd⃗,
n⃗
∥n⃗∥2
⟩
⃓⃓⃓⃓
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩dn⃗
=
∫︂
R
∫︂
R
· · ·
∫︂
R
⃓⃓⃓⃓
⟨bd⃗,
n⃗
∥n⃗∥2
⟩
⃓⃓⃓⃓
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩dnd · · · dn2dn1.(7)
V formuli (7) sedaj uvedemo nove spremenljivke r ∈ [0,∞), φ1, φ2, . . . , φd−2 ∈[︁
−π
2
, π
2
]︁
in φd−1 ∈ [0, 2π). Substitucijo (n1, n2, . . . , nd) z (r, φ1, φ2, . . . , φd−1) opi²emo
z zvezami
n1 = r cosφ1 · · · cosφd−2 cosφd−1,
n2 = r cosφ1 · · · cosφd−2 sinφd−1,
...
ni = r cosφ1 · · · cosφd−i sinφd−i+1,
...
nd−1 = r cosφ1 sinφ2,
nd = r sinφ1.
Naj bo g : (n1, n2, . . . , nd) ↦→ (r, φ1, φ2, . . . , φd−1). Absolutna vrednost Jacobijeve
determinante inverza g je |(Jg−1)| = rd−1 cosd−2 φ1 cosd−3 φ2 · · · cosφd−2. Poleg tega
je v novih spremenljivkah ⟨n⃗, n⃗⟩ = r2 in zato ∥n⃗∥2 = r, ter ⟨bd⃗,
n⃗
∥n⃗∥2
⟩ = sinφ1.
E(|⟨u⃗, N
∥N∥2
⟩|) =
∫︂
R
∫︂
R
· · ·
∫︂
R
⃓⃓⃓⃓
⟨bd⃗,
n⃗
∥n⃗∥2
⟩
⃓⃓⃓⃓
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩dnd · · · dn2dn1
=
∫︂ ∞
0
∫︂ π
2
−π
2
· · ·
∫︂ 2π
0
| sinφ1|
1
(2π)
d
2
e
−1
2
r2rd−1
d−2∏︂
i=1
cosd−i−1 φidφd−1 · · · dφ1dr
=
∫︂ π
2
−π
2
| sinφ1| cosd−2 φ1dφ1
∫︂ ∞
0
∫︂ π
2
−π
2
· · ·
∫︂ 2π
0
1
(2π)
d
2
e
−1
2
r2rd−1
d−3∏︂
i=1
cosd−i−1 φidφd−1 · · · dφ2dr.(8)
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Sedaj si pomagamo z dejstvom, da je integral gostote N po Rd enak 1:
1 =
∫︂
R
∫︂
R
· · ·
∫︂
R
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩dnd · · · dn2dn1
=
∫︂ ∞
0
∫︂ π
2
−π
2
· · ·
∫︂ 2π
0
1
(2π)
d
2
e
−1
2
r2rd−1
d−2∏︂
i=1
cosd−i−1 φidφd−1 · · · dφ1dr
=
∫︂ π
2
−π
2
cosd−2 φ1dφ1∫︂ ∞
0
∫︂ π
2
−π
2
· · ·
∫︂ 2π
0
1
(2π)
d
2
e
−1
2
r2rd−1
d−3∏︂
i=1
cosd−i−1 φidφd−1 · · · dφ2dr.
Torej lahko ena£bo (8) mnoºimo in delimo z
∫︁ π
2
−π
2
cosd−2 φ1dφ1 in tako okraj²amo
ve£ino integralov. Kar nam ostane od ena£be (8) je
E(|⟨u⃗, N
∥N∥2
⟩|) =
∫︁ π
2
−π
2
| sinφ1| cosd−2 φ1dφ1∫︁ π
2
−π
2
cosd−2 φ1dφ1
=
∫︁ π
2
0
sinφ1 cos
d−2 φ1dφ1∫︁ π
2
0
cosd−2 φ1dφ1
.
V predzadnji enakosti smo uporabili dejstvo, da je
∫︁
Rd fN(n⃗) = P (N ∈ R
d) = 1,
v zadnji pa sodost obeh integriranih funkcij. Sedaj z uvedbo novih spremenljivk
dobimo
∫︁ π
2
0
sinφ1 cos
d−2 φ1dφ1 =
1
d−1 . Deniramo koli£ino Ak =
∫︁ π
2
0
cosk φdφ, kjer
je k ∈ N0. Z integracijo po delih dobimo rekurzivno formulo za Ak, ki se glasi
Ak =
k−1
k
Ak−2. Za£etni pogoji so A0 =
∫︁ π
2
0
dφ = π
2
in A1 =
∫︁ π
2
0
cosφdφ = 1. Torej
lahko eksplicitno izra£unamo
f(d) = E
(︃⃓⃓⃓⃓
⟨u⃗, N
∥N∥2
⟩
⃓⃓⃓⃓)︃
=
1
d− 1
1
Ad−2
.
To vrednost najlaºje izra£unamo tako, da Ad−2 izra£unamo rekurzivno. e pa raz-
pi²emo vse £lene 1
Ad−2
, dobimo direktno formulo
f(d) =
{︄
(d−2)!!
(d−1)!! , £e je d lih,
(d−2)!!
(d−1)!!
2
π
, £e je d sod.
Za tak f(d) velja Wallisova neenakost iz [5], torej je f(d) = Θ
(︂
1√
d
)︂
ali bolj natan£no
√
2√
πd− 3π + 8
≤ f(d) ≤ 2√
2πd− π
.
4.6. Varianca naklju£ne projekcije. V tem razdelku bom pokazal, da je varianca
projekcije enotskega vektorja na naklju£en enotski vektor v Rd velikostnega reda
O
(︁
1
d
)︁
. Omejiti ho£emo var(|⟨u⃗, R⟩|), kjer je u⃗ nek enotski vektor in R enakomerno
porazdeljen naklju£en enotski vektor. Velja var(|⟨u⃗, R⟩|) ≤ E(|⟨u⃗, R⟩|2). Od tu
naprej je postopek enak kot v razdelku 4.5. Vrednost E((|⟨u⃗, R⟩|)2) ni odvisna od
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vektorja u⃗, zato ga lahko zamenjamo z bd⃗ = (0, 0, . . . , 1). Slu£ajno spremenljivko R
izrazimo z naklju£nim vektorjem N .
E
(︄⃓⃓⃓⃓
⟨u⃗, N
∥N∥2
⟩
⃓⃓⃓⃓2)︄
=
∫︂
Rd
(︃
⟨bd⃗,
n⃗
∥n⃗∥2
⟩
)︃2
1
(2π)
d
2
e
−1
2
⟨n⃗,n⃗⟩dn⃗.
Uporabimo enako zamenjavo spremenljivk kot v razdelku 4.5 in spet uvedemo Ak =∫︁ π
2
0
cosk φdφ. Potem je
E
(︄(︃⃓⃓⃓⃓
⟨u⃗, N
∥N∥2
⟩
⃓⃓⃓⃓)︃2)︄
=
∫︁ π
2
0
sin2 φ1 cos
d−2 φ1dφ1∫︁ π
2
0
cosd−2 φ1dφ1
=
∫︁ π
2
0
(1− cos2 φ1) cosd−2 φ1dφ1
Ad−2
=
∫︁ π
2
0
cosd−2 φ1dφ1 −
∫︁ π
2
0
cosd φ1dφ1
Ad−2
=
Ad−2 − Ad
Ad−2
= 1− d− 1
d
=
1
d
.
Od tu direktno sledi var(|⟨u⃗, R⟩|) ≤ 1
d
.
4.7. Algoritem. Sedaj lahko zapi²emo cel algoritem. Uporabil bom ²e dva pomo-
ºna algoritma. naklju£envektor po postopku opisanem v razdelku 4.3 izbere
naklju£en enotski vektor, f pa izra£una vrednost f(d), kar sem opisal v razdelku
4.5. Oba algoritma porabita O(d) £asa. Cel algoritem je sedaj algoritem 2. Del
algoritma, ki po navadi porabi najve£ £asa, je sortiranje Sr, ki traja O(n log n).
e pa je dimenzija d dovolj velika v primerjavi z n, prevlada ra£unanje skalarnih
produktov ⟨r, S(i)⟩, ki traja O(dn). Cel algoritem torej porabi O
(︂
(d+logn)n
ϵ2
)︂
.
5. Razcep na dobro lo£ene pare
Ideja te metode je, da poi²£emo skupine razdalj, ki so med seboj dovolj podobne,
in jih obravnavamo, kot da so enake. Potem lahko pribliºek povpre£ja izra£unamo iz
²tevila parov, ki je enako ²tevilu skupin, ki smo jih na²li. Da bo algoritem hitrej²i od
natan£nega izra£una, moramo podobne razdalje poiskati brez, da jih izra£unamo.
Za to uporabimo opazko, da je razdalja od dveh bliºnjih to£k do to£ke, ki je
bistveno bolj oddaljena, pribliºno enaka.
Ta princip lahko natan£no poi²£emo s pojmom dobro lo£enih parov. Le ta izhaja iz
[7]. Zanj potrebujemo nekaj denicij. Naj bo S mnoºica n to£k v Rd. Privzamemo,
da so to£ke podane v standardni bazi. Naj bosta A in B njeni neprazni podmnoºici.
Za A deniramo kvader R(A) = [x1, y1] × [x2, y2] × · · · × [xd, yd] ⊂ Rd, ki naj
bo najmanj²i kvader s stranicami, vzporednimi koordinatnim osem, ki vsebuje A.
Dolºina tega kvadra v i-ti smeri je li(R(A)) = yi − xi. Najve£jo od njih ozna£imo
z lmax(R(A)), najmanj²o pa z lmin(R(A)). Denirajmo ²e zaprto kroglo K̄(C, r) =
{P ∈ Rd : ∥P − C∥ ≤ r}. Sedaj lahko deniramo dobro lo£enost.
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Algoritem 2 Algoritem z naklju£nimi projekcijami to£k na premico
Vhod: Seznam to£k S, zahtevana natan£nost ϵ.
Izhod: Pribliºek povpre£ne razdalje med pari to£k v S.
1: function pribiºekPovpre£neRazdalje(S, ϵ)
2: n← |S|
3: d← |S(1)|
4: f ← f(d)
5: m←
⌈︁
1
ϵ2
⌉︁
6: skupnaRazdalja← 0
7: for i ← 1 to m do
8: razdalja← 0
9: r ← naklju£envektor(d)
10: Sr ← [ ]
11: for j ← 1 to n do
12: Sr(i)← ⟨r, S(i)⟩
13: end for
14: sort(Sr)
15: for k ← 1 to n do
16: razdalja← razdalja+ |Sr(1)− Sr(k)|
17: end for
18: for l ← 1 to n− 1 do
19: razdalja← razdalja+ (2l − n)(Sr(l + 1)− Sr(l))
20: end for
21: skupnaRazdalja← skupnaRazdalja+ razdalja
22: end for
23: return skupnaRazdalja
fn2m
24: end function
Denicija 5.1. Za mnoºici A in B deniramo zaprti krogli K1¯ in K2¯ , tako da je
K1¯ najmanj²a krogla, ki vsebuje R(A), in je K2¯ najmanj²a krogla, ki vsebuje R(B).
Naj bo r1 polmer K1¯ in r2 polmer K2¯ . Potem sta dobro lo£eni s faktorjem s ≥ 0, £e
je najmanj²a razdalja med K1¯ in K2¯ ve£ja ali enaka smax{r1, r2}.
V tem primeru max{r1, r2} ozna£imo z r. Dobro lo£enost s bomo v algoritmu
vzeli za vhodni podatek.
Za dobro lo£eni mnoºici A in B lahko razdalje med to£kami v A in to£kami
v B ocenimo z razdaljo med sredi²£ema R(A) in R(B), pri £emer je sredi²£e de-
niramo kot C(R(A)) =
(︁
x1+y1
2
, x2+y2
2
, . . . , xd+yd
2
)︁
. To razdaljo ozna£imo z δ′ =
d(C(R(A)), C(R(B))). Zanima nas napaka te ocene. Naj bo δ razdalja med neko
to£ko v A in neko to£ko v B. Potem velja |δ− δ′| ≤ 2r in δ′ ≥ (s+1)r. Sedaj lahko
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izra£unamo relativno napako na²e ocene.
|δ − d′| ≤ 2δ
′
s+ 1
δ′
(︃
1− 2
s+ 1
)︃
≤δ ≤ δ′
(︃
1 +
2
s+ 1
)︃
δ′
(︃
s− 1
s+ 1
)︃
≤δ ≤ δ′
(︃
s+ 3
s+ 1
)︃
δ
(︃
s+ 1
s+ 3
)︃
≤δ′ ≤ δ
(︃
s+ 1
s− 1
)︃
δ
(︃
1− 2
s+ 3
)︃
≤δ′ ≤ δ
(︃
1 +
2
s− 1
)︃
Relativna napaka je torej enaka 2
s−1 . Sedaj lahko po tej metodi izra£unamo pribliºek
povpre£ne razdalje z isto napako, £e za vse pare to£k najdemo pripadajo£e dobro
lo£ene pare podmnoºic S. Za to deniramo realizacijo mnoºice parov A ⊗ B =
{{P,Q} : P ∈ A,Q ∈ B,P ̸= Q}.
Denicija 5.2. Realizacija A⊗ B je mnoºica parov {{A1, B1}, . . . , {Am, Bm}}, za
katere velja
(1) Ai ⊆ A in Bi ⊆ B za vse i = 1, 2, . . . ,m.
(2) Ai ∩Bi = ∅ za vse i = 1, 2, . . . ,m.
(3) (Ai ⊗Bi) ∩ (Aj ⊗Bj) = ∅ za vse 1 ≤ i < j ≤ m.
(4) A⊗B =
⋃︁m
i=1Ai ⊗Bi.
Dobro lo£ena realizacija je poseben primer realizacije, za katero velja ²e, da za
vse pare {Ai, Bi} velja, da sta Ai in Bi dobro lo£eni. Poleg tega lahko realizacija
uporablja drevesno strukturo T , kar pomeni, da so vse podmnoºice Ai in Bi vozli²£a
drevesa T . Sedaj lahko uvedemo dobro lo£eno realizacijo S ⊗ S, ki uporablja neko
dvoji²ko drevo T . Poimenujemo jo razcep S na dobro lo£ene pare.
Direktno iz denicije 5.2 sledi, da za vsak par med seboj razli£nih to£k P in Q iz
S velja, da obstaja natanko en par {Ai, Bi} v razcepu S na dobro lo£ene pare, za
katerega je P ∈ Ai in Q ∈ Bi. Zato lahko ta razcep S uporabimo, da izra£unamo
pribliºek povpre£ne razdalje. Naj bo δ′(Ai, Bi) razdalje med sredi²£ema Ai in Bi.
Tedaj je pribliºek enak
D′(S) =
2
n2
m∑︂
i=1
d′(Ai, Bi)|Ai||Bi|.
Ta pribliºek ima relativno napako 2
s−1 . as izra£una pa je odvisen od hitrosti iskanja
razcepa na dobro lo£ene pare in velikosti tega razcepa m.
5.1. Razcepno drevo. Ko i²£emo razcep na dobro lo£ene pare najprej poi²£emo
dvoji²ko drevo T , ki ga razcep uporablja. Vozli²£a tega drevesa morajo predstavljati
kandidate za podmnoºice Ai in Bi, tako da je dobro, £e drevo ustvarimo na podlagi
nekih geometrijskih kriterijev. Ena moºnost je zgo²£en quadtree. Iz mnoºice to£k
z n elementi ga lahko ustvarimo v £asu O(dn log n). Mi bomo raje uporabili bolj
specializirano strukturo, ki se imenuje pravi£no razcepno drevo. Pri tem bomo sledili
[7]. Ustvarimo ga lahko v £asu O(dn log n), hkrati pa nam omogo£a, da bomo iz
njega lahko dobili razcep na dobro lo£ene pare v £asu O(n) za konstantni s.
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Pravi£no razcepno drevo je varianta dvoji²kega drevesa, kjer listi vsebujejo posa-
mezne to£ke iz S, notranja vozli²£a pa predstavljajo podmnoºice S. Za na²o mnoºico
S ga ustvarimo na naslednji na£in. Koren T predstavlja mnoºico S. Potem za vsako
vozli²£e otroke poi²£emo rekurzivno. Naj bo U trenutno vozli²£e in naj predstavlja
mnoºico to£k A. e je |A| = 1, kon£amo rekurzijo in v U shranimo to£ko iz A. Sicer
poi²£emo najdalj²o stranico kvadra R(A) in R(A) razpolovimo s hiperravnino, ki
je pravokotna na to stranico. Dobimo kvadra R1(A) in R2(A). Prvi otrok U pred-
stavlja to£ke iz A, ki leºijo v R1(A), drugi pa tiste to£ke, ki leºijo v R2(A). Nato
nadaljujemo rekurzijo v obeh otrocih. Za tako drevo velja, da ima vsako notranje
vozli²£e natanko 2 otroka, torej je to drevo polno in vsebuje 2n−1 vozli²£. Vendar pa
je hkrati lahko globine n. e ga ustvarimo direktno, bomo za to porabili O(n2) £asa,
saj lahko vsako razpolavljanje odreºe eno samo to£ko. Kot bomo videli, obstaja
algoritem, ki pravi£no razcepno drevo ustvari precej hitreje.
Izrek 5.3. Pravi£no razcepno drevo lahko iz mnoºice to£k S ⊂ Rd ustvarimo v £asu
O(dn log n).
Dokaz. Direkten algoritem je po£asen, ker mora pri vsakem rekurzivnem klicu vse
to£ke razdeliti med otroka. Torej bi radi v enem rekurzivnem klicu to£ke £im bolj
u£inkovito razvrstili med ve£ potomcev vozli²£a. Za hitrej²i algoritem v vsakem
rekurzivnem klicu opravimo ve£ razpolavljanj in ²ele nato to£ke razvrstimo po po-
tomcih. Za to najprej za vsako od d koordinat to£ke v S razvrstimo nara²£ajo£e po
pripadajo£i komponenti in jih shranimo v dvojno vrsto. V vsaki od teh vrst poleg
to£ke shranimo ²e povezave do mest, kjer je ta to£ka v vseh ostalih vrstah. Torej
lahko v konstantnem £asu iz mesta v eni vrsti najdemo, kje se neka to£ka nahaja
v vseh vrstah. Shranimo dve kopiji teh vrst. To strukturo bomo ohranjali v vseh
rekurzivnih klicih. Rekurzivni klic za vozli²£e U bomo torej za vhod sprejel tak
sistem vrst, ki vsebujejo to£ke iz A.
Sedaj lahko popravimo rekurzivni klic. Rekurzijo ²e vedno ustavimo, ko imamo
eno samo to£ko. e pa A vsebuje vsaj dve to£ki, potem A razpolavljamo, dokler ne
dobimo podmnoºic A, ki so vse manj²e ali enake |A|
2
. Najprej razpolovimo sam A in
potem vsaki£ razpolovimo ve£jo podmnoºico, dobljeno v prej²njem razpolavljanju.
Tako razpolavljamo eno od kopij vrst. Drugo bomo potrebovali kasneje. Ta razpola-
vljanja opravimo, tako da najprej najdemo vrsto, ki je razvr²£ena glede na najdalj²o
stranico R(A). Naj bo to i-ta stranica. Potem izmeni£no z vsake strani vrste i²£emo
povpre£je i-te koordinate prve in zadnje to£ke v vrsti. Ko jo najdemo, izbri²emo
manj²o podmnoºico, ki smo jo dobili v tem razpolavljanju iz vseh vrst, ustvarimo
oba otroka vozli²£a U , se premaknemo v enega od njiju in za vse izbrisane to£ke
shranimo povezavo na drugega v imenik. Ko kon£amo ta razpolavljanja imamo en
sistem vrst, ki vsebuje vse to£ke v A, sistem vrst, ki vsebuje manj kot pol za£etnih
to£k, eno vejo poddrevesa s korenom v U in imenik izbrisanih to£k in vozli²£, ki jim
te to£ke pripadajo. Ta imenik vsebuje manj kot 3
4
|A| klju£ev, saj za vsa razpola-
vljanja razen zadnjega skupaj shranimo manj kot 1
2
|A| klju£ev, za zadnjega pa manj
kot 1
4
|A| klju£ev. Potem gremo £ez sistem vrst vseh to£k in iz vsake vrste kopiramo
to£ke v nove vrste glede na imenik izbrisanih to£k. Pri tem za vse to£ke, ki jih
kopiramo, shranimo, kam smo jih kopirali in na podlagi tega dodamo povezave med
vrstami. V tem koraku smo o£itno vsako prej izbrisano to£ko iz vsake vrste kopirali
natanko enkrat, to£ke, ki je pred tem nismo izbrisali pa sedaj nismo kopirali. Zatem
rekurzivno ustvarimo poddrevesa za vsa vozli²£a, ki smo jih med razpolavljanjem
ustvarili kot prazna in za vozli²£e na koncu veje.
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V takem rekurzivnem klicu vsako razpolavljanje opravimo v £asu proporcionalnem
velikosti izbrisane podmnoºice, torej vsa razpolavljanja skupaj opravimo v O(d|A|)
£asa. To£ke kopiramo v nove vrste v enakem £asu, saj za vsako od manj kot 3
4
|A|
to£k porabimo O(d) £asa. En rekurziven klic torej porabi O(d|A|) £asa. Sedaj lahko
na²o rekurzijo analiziramo po principu deli in vladaj. Akra-Bazzijeva metoda [1]
nam da £asovno zahtevnost O(dn log n). □
Sedaj vse pojme, ki smo jih denirali za podmnoºice S, raz²irimo na vozli²£a v T .
Torej za vozli²£e U , ki mu pripada mnoºica A deniramo R(U) = R(A). Poleg tega
sta dve vozli²£i dobro lo£eni natanko tedaj, ko sta dobro lo£eni pripadajo£i mnoºici
to£k. Z p(U) ozna£imo star²a vozli²£a U .
5.2. Iskanje razcepa na dobro lo£ene pare. Potem ko smo poiskali razcepno
drevo, moramo ugotoviti, kateri pari vozli²£ predstavljajo razcep na dobro lo£ene
pare. Torej bomo na na£in, ki upo²teva denicijo 5.2 in dejstvo, da so podmnoºice,
ki niso dobro lo£ene, relativno blizu, preverjali ali so pari vozli²£ dobro lo£eni. Upo-
rabljali bomo postopek iz [7]. Le ta bo za mnoºico to£k S na podlagi razcepnega
drevesa poiskal razcep na dobro lo£ene pare, ki vsebuje O(n) parov, v £asu O(n). Za
ta algoritem moramo na vsakem vozli²£u drevesa T shraniti meje kvadra, ki omejuje
pripadajo£o mnoºico. To lahko naredimo v algoritmu, opisanem v razdelku 5.1, brez
da ga upo£asnimo prek £asovne zahtevnosti O(dn log n). Potem lahko v £asu O(d)
izra£unamo sredi²£e in radij najmanj²e zaprte krogle, ki vsebuje ta kvader. Torej
lahko v £asu O(d) za par vozli²£ v T preverimo, ali sta pripadajo£i podmnoºici dobro
lo£eni.
Algoritem bo za vsako notranje vozli²£e U v T poiskal dobro lo£eno realizacijo
A ⊗ A, pri £emer je A pripadajo£a mnoºica to£k. Kon£en rezultat bo unija vseh
teh realizacij. To bomo storili tako, da bomo za vsako vozli²£e U z otrokoma U1 in
U2 rekurzivno poiskal dobro lo£ene pare potomcev U , za katere en potomec leºi v
poddrevesu z korenom U1 in drugi leºi v poddrevesu s korenom U2.
Za vhod sprejme dve vozli²£i. Rekurziven korak izvajamo na naslednji na£in. Naj
bosta U in V podani vozli²£i in A in B njima pripadajo£i mnoºici. e sta dobro
lo£eni, vrnemo {{A,B}}. e nista dobro lo£eni, potem najprej zamenjamo U in
V , £e lmax(R(V )) > lmax(R(U)), torej od tu naprej velja lmax(R(U)) ≥ lmax(R(V )).
Sledi, da je |A| ≥ 2, saj bi sicer veljalo lmax(R(U)) = lmax(R(V )) = 0 in bi bila A
in B dobro lo£ena. Torej ima U dva otroka, imenovana U1 in U2. Sedaj algoritem
rekurzivno kli£emo za vozli²£i U1 in V in za vozli²£i U2 in V in vrnemo unijo re-
zultatov. Ta algoritem lahko zapi²emo kot algoritem 3. Algoritem uporabimo tako,
da ga kli£emo za vsako notranje vozli²£e v T , pri £emer za vhod mu podamo oba
otroka tega vozli²£a.
Izrek 5.4. Ta algoritem vrne razcep mnoºice S na dobro lo£ene pare.
Dokaz. Dokazati moramo, da rekurzivni algoritem res vrne dobro lo£eno realizacijo
U ⊗ V . Potem je rezultat algoritma, ko mu podamo otroka W1 in W2 nekega no-
tranjega vozli²£a v T dobro lo£ena realizacija W1⊗W2. Unija teh realizacij je dobro
lo£ena realizacija S ⊗ S, ki je razcep mnoºice S na dobro lo£ene pare. Sedaj pre-
verimo £e rezultat algoritma za U in V ustreza deniciji 5.2. Vsi pari so o£itno
dobro lo£eni. Prav tako je pogoj 1 o£itno izpolnjen. Pogoj 2 sledi iz dobre lo£enosti.
Za pogoj 3 deniramo vozli²£i Ui v poddrevesu s korenom U in Vi v poddrevesu s
korenom V skupaj s pripadajo£ima mnoºicama Ai in Bi, tako da je v realizaciji par
{Ai, Bi}. Potem v realizaciji ni para Ai skupaj mnoºico, ki pripada predniku ali
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Algoritem 3 Algoritem za iskanje razcepa na dobro lo£ene pare
Vhod: Razcepni drevesi s koreni U in V .
Izhod: Mnoºica dobro lo£enih parov vozli²£ dreves.
1: function Razcep(U , V )
2: if U dobro lo£en od V then
3: return {{U, V }}
4: end if
5: if lmax(R(V )) > lmax(R(U)) then
6: W ← V
7: V ← U
8: U ← W
9: end if
10: U1 ← Uleft ▷ U1 postane levi otrok U .
11: U2 ← Uright ▷ U2 postane desni otrok U .
12: return Razcep(U1, V ) ∪ Razcep(U2, V )
13: end function
nasledniku Vi, saj predniki Vi niso dobro lo£eni od Ui, naslednikov pa algoritem ne
preverja. Pogoj 4 pa lahko druga£e izrazimo s pogojem, da za vsak par {P,Q}, kjer
je P ∈ A in Q ∈ B, obstaja par {Aj, Bj} v realizaciji, da je P ∈ Aj in Q ∈ Bj.
Ta pogoj je izpolnjen, saj algoritem na vsakem koraku rekurzije ali najde tak par,
ali pa je par {P,Q} vsebovan v A1 ⊗ B ali v A2 ⊗ B, pri £emer A1 pripada U1 in
A2 pripada U2. Rekurzija se gotovo kon£a, saj sta dve posamezni to£ki med seboj
dobro lo£eni. □
Ta algoritem vsak dobro lo£en par vozli²£ v drevesu T , ki jih vrne, najde natanko
enkrat. Par dobro lo£enih vozli²£ Ui in Vi je v rezultatu algoritma samo, ko ga
kli£emo za otroke najniºjega prednika U0 vozli²£ Ui in Vi. Kadar algoritmu podamo
otroke katerega od prednikov U0 bosta Ui in Vi potomca istega otroka in algoritem
ne bo preverjal ali sta dobro lo£ena. V vse ostalih primerih pa eno od vozli²£ Ui ali
Vi ne bo potomec nobenega od vozli²£, ki jih podamo algoritmu.
Sedaj nas zanima, koliko parov je v razcepu, ki nam ga ta algoritem vrne. Tri-
vialna meja je S ⊗ S, torej mnoºica vseh parov to£k. Vendar je ta algoritem tak,
da v ve£ini primerov najde tudi dobro lo£ene pare, ki so sestavljeni iz mnoºic, ki
vsebujejo ve£ to£k. Dejanska ²tevilo parov bo O(nsd).
Preden dokaºemo to trditev, potrebujemo nekaj geometrijskih ugotovitev. Najprej
denirajmo zunanjo kocko.
Denicija 5.5. Kocka R̂(U) je zunanja kocka vozli²£a U iz T , za katero velja na-
slednje. e je U koren T , potem je R̂(U) d-dimenzionalna kocka s stranicami, ki
so vzporedne koordinatnim osem in dolge lmax(R(S)), ter enakim sredi²£em kot
R(S). Za vsa ostala vozli²£a R̂(U) deniramo na podlagi R̂(p(U)). Ko razpolovimo
R(p(U)), z isto hiperravnino razdelimo R̂(p(U)) na dva dela. R̂(U) je tisti del, ki
vsebuje to£ke, ki pripadajo U .
Zunanje kocke bomo laºje analizirali kot splo²ne kvadre. Zanje velja, da ko razpo-
lovimo R(U), hkrati razpolovimo R̂(U) s hiperravnino, ki je lmax(R(U))
2
oddaljena od
najbliºje vzporedne ploskve R̂(U). Intuitivno vemo, da za neko mnoºico A ⊆ S vse
zunanje kocke okoli mnoºic, ki niso dobro lo£ene od A, sekajo nek kvader okoli A.
21
Hkrati so velikosti zunanjih kock okoli mnoºic, ki pripadajo vozli²£em v T , dolo£ene.
To idejo uporabimo za naslednjo lemo.
Lema 5.6. Naj bo S kon£na mnoºica to£k v Rd in naj bo T njej pripadajo£e razcepno
drevo. Naj bo C neka d-dimenzionalna kocka in naj bo Z = {U1, U2, . . . , Uk} mnoºica
vozli²£ v T s pripadajo£imi mnoºicami to£k A1, A2, . . . , Ak. Le te naj se med seboj
ne sekajo. Velja naj, da R(Ui) seka C in lmax(p(Ui)) ≥ l(C)c za konstanto c in za
i = 1, 2, . . . , k. Potem s K(c, d) ozna£imo najve£jo mo£ mnoºice Z. Zanj velja
K(c, d) ≤ (2c+ 2)d.
Da dokaºemo to lemo, potrebujemo naslednjo pomoºno trditev
Trditev 5.7. Za vsako vozli²£e U iz T , razen za koren, velja
lmin(R̂(U)) ≥
lmax(R(p(U)))
2
.
Dokaz. To trditev bomo dokazovali z indukcijo. e je p(U) koren T , trditev o£itno
velja. Sedaj dokaºimo, da trditev velja za vozli²£e U s predpostavko, da velja za
vse njegove prednike. Oglejmo si razpolavljanje, s katerim je nastal U . Recimo,
da smo R(p(U)) razpolovili s hiperravnino pravokotno na smer i. Dolºina li(R̂(U))
je lahko enaka lmin(R̂(U)). V tem primeru trditev sledi iz metode razpolavljanja.
Druga moºnost je, da li(R̂(U)) ni postala najkraj²a stranica. V tem primeru velja
lmin(R̂(U)) = lmin(R̂(p(U))). O£itno velja lmax(R(p(U))) ≤ lmax(R(p(p(U)))) in
lmin(R̂(U)) = lmin(R̂(p(U))) ≥
lmax(R(p(p(U))))
2
≥ lmax(R(p(U)))
2
.
□
Dokaz leme 5.6. Pre²tejmo ²tevilo d-dimenzionalnih kock s stranico dolºine l′, ki se
med seboj ne prekrivajo in lahko okrijejo C. Volumen vsake od teh kock je (l′)d. Vse
take kocke leºijo v kocki z enakim sredi²£em kot C in stranico l(C) + 2l′. Volumen
te kocke je (l(C) + 2l′)d. Torej lahko cel C pokrijemo z najve£
(︂
l(C)
l′
+ 2
)︂d
takimi
kockami. Sedaj poi²£imo spodnjo mejo za velikost kock R̂(Ui). Opazimo, da
lmin(R̂(U)) ≥
lmax(R(p(U)))
2
≥ l(C)
2c
.
Torej je najve£je moºno ²tevilo R̂(Ui), ki sekajo C, manj²e od (2c + 2)d. To velja,
ker vsak tak R̂(Ui) vsebuje kocko s stranico dolºine
l(C)
2c
, med seboj pa se ne sekajo.
Od tod sledi, da je ²tevilo R(U) tudi manj²e od (2c+2)d, saj je vsak R(U) vsebovan
v R̂(U). □
Sedaj bi radi omejili ²tevilo dobro lo£enih parov, ki jih algoritem vrne. Naj bo
{A,B} nek par v razcepu in naj A pripada vozli²£u U ter B pripada vozli²£u V .
Rekurziven algoritem lahko predstavimo z drevesom, kjer so vozli²£a rekurzivni klici.
V tem primeru je klic, ki vrne {{A,B}}, list. Brez ²kode splo²nosti naj bo njegov
star² rekurzivni klic, ki je primerjal p(U) in V . O£itno nista dobro lo£eni in zanju
velja lmaxR(p(U)) ≥ lmaxR(V ), saj v tem klicu razpolovimo p(U). Torej lahko
za vsako vozli²£e pripadajo£ kvader zapremo v kroglo z radijem
√
d
2
lmaxR(p(U)) in
enakim sredi²£em kot kvader. Hkrati lahko to razdaljo primerjamo z najmanj²o
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razdaljo med R(p(U)) in R(V ), ki jo ozna£imo z d(R(p(U)), R(V )). Ta razdalja je
gotovo manj²a od razdalje med sredi²£ema R(p(U)) in R(V ). Tako dobimo
d(R(p(U)), R(V ))−
√
dlmaxR(p(U)) ≤ s
√
d
2
lmaxR(p(U))
d(R(p(U)), R(V )) ≤
(︄
s
√
d
2
+
√
d
)︄
lmaxR(p(U)).
Oglejmo si sedaj mnoºico {B1, B2, . . . , Bk} to£k, za katere je {A,Bi} nek par v
razcepu. Za vse i = 1, 2, . . . , k z Vi ozna£imo vozli²£e, ki predstavlja Bi. Za take
Vi velja lmaxR(p(U)) ≤ lmaxR(p(V )), saj smo v enem od prednikov trenutnega klica
primerjali p(U) in p(V ) in razpolovili p(V ). Poleg tega so vsi R(Vi) med seboj
disjunktni. To drºi, kadar so vsi Bi med seboj disjunktni. Brez ²kode splo²nosti
recimo, da se B1 in B2 sekata. Potem (A ⊗ B1) ∩ (A ⊗ B2) ̸= ∅ in na²a re²itev
ni razcep na dobro lo£ene pare. Sedaj mnoºica {B1, B2, . . . , Bk} zado²£a pogojem
leme 5.6 za K(s
√
d+2
√
d+1, d). Vozli²£e A je lahko katero koli vozli²£e v T , ki jih
je 2n − 1. tevilo vseh parov v razcepu S na dobro lo£ene pare je torej manj²e od
(2n− 1)(2(s
√
d+ 2
√
d+ 1) + 2)d, torej nam algoritem vrne O(nsd) parov.
Algoritem v vsakem rekurzivne klicu pokli£e dva podklica ali pa nobenega. e
algoritem predstavimo z drevesom, je to drevo polno dvoji²ko drevo. Zanj velja,
da je ²tevilo vseh vozli²£ proporcionalno ²tevilu listov. Ker je ²tevilo listov v tem
drevesu enako kot ²tevilo parov v re²itvi, algoritem porabi O(nsd) £asa.
5.3. Izra£un povpre£ja. Da lahko izra£unamo pribliºek povpre£ja, moramo za
vsak par {A,B} v re²itvi poznati sredi²£i R(A) in R(B), ter |A| in |B|. Sredi²£i smo
potrebovali ºe v podrazdelku 5.2, velikosti pa lahko shranimo v vozli²£ih T , brez da
algoritem upo£asnimo £ez O(dn log n). Torej lahko pribliºek povpre£je izra£unamo
v £asu O(dn log n + nsd). Sedaj relativno napako ozna£imo z ϵ, torej lahko vhodni
podatek s dobimo na naslednji na£in
ϵ =
2
s− 1
s = 1 +
2
ϵ
.
Za tak s velja naslednji izrek.
Izrek 5.8. Z razcepom na dobro lo£ene pare lahko pribliºek povpre£ja razdalj med n
to£kami z relativno napako ϵ izra£unamo v £asu O(dn log n+ n
ϵd
).
Ta algoritem je deterministi£en, torej za dano mnoºico S in faktor s vedno vrne
enak rezultat. Poleg tega je relativna napaka tega rezultata vedno manj²a od ϵ.
Slovar strokovnih izrazov
well separated pair decomposition razcep na dobro lo£ene pare
fair split tree pravi£no razcepno drevo
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