Recent researches have discovered that rich interactions among entities in nature and human society bring about complex networks with community structures. In this paper, we propose a novel algorithm BiTector (Bi-community DeTector) to mine the overlapping communities in largescale sparse bipartite networks. We apply the algorithm to various real-world datasets, showing that BiTector can identify the overlapping community structures in the bipartite networks efficiently and effectively. 1 2008 IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent Agent Technology 978-0-7695-3496-1/08 $25.00
Introduction
In recent years, people have found that both of the physical systems in nature and the engineered artifacts in human society could be modeled as complex networks [1] , such as the Internet, the World Wide Web, social networks, citation networks etc. Although these systems come from very different domains, they all have the community structure [2] in common, that is, they have vertices in a group structure that vertices within the groups have higher density of edges while vertices among groups have lower density of edges.
Recently, a wide range of successful algorithms [2] have been proposed to discover the community structures. These methods assume that communities are separated, placing each vertex in only one community. They do not consider the possible overlappings [3] among communities in the real-world scenarios, such as that each of us may participate in many social cycles depending on our various hobbies. Furthermore, the specific types of the vertices may not belong to the same domain as well, bringing about a bipartite network structure. For example, in the scientific collaboration network [2] , two different types of nodes represent the authors and the papers respectively. Many biological Figure 1. One-mode projection networks are naturally bipartite, such as the protein interaction network from yeast [4] . Traditionally, the studies of the bipartite networks usually depend on the one-mode projection of the original network into two unipartite networks. More specifically, given a bipartite network G (U,I) , where U and I are the sets of the two different types of nodes, the one-mode projection converts G (U,I) into G U and G I accordingly. The adjacency matrix of G U is built such that
if vertex i and j have a common neighbor i k ∈ I in G (U,I) 0 otherwise and that of G I can be built in a similar manner.
Thus, many existing community detection algorithms can be applied to G U and G I . Although this projection approach is simple and intuitive, it may suffer from the loss of information problem. In general, the real world bipartite network G (U,I) is a large sparse graph. However, the generated graph G U and G I may become very dense as a result of the projection. In Fig.1a , U0, U1, U2, and U3 have a common neighbor I0, so they form a 4-clique (complete graph) in Fig.1b by projection. Similarly, we can also obtain the same 4-clique from Fig.1c . However, it is easy to see that in Fig.1c , there exists a more closer relationship among U1, U2, and U3 for that they all have connections with both I0 and I1. Yet, in Fig.1b , the four nodes are indistinguishably equivalent with each other. This problem is very common in real life networks. For example, in collaborative recom-mendation network, a very popular film can be rated by hundreds of users just like the scenario shown in Fig.1a . If we project the original graph into the network consisting of all the users, it will contain a huge clique formed by these hundreds of users. As a result, due to the existence of many superfluous edges generated by the one-mode projection, the truly meaningful information may be overwhelmed by the high link density.
Consequently, the main contributions of this paper concentrate on mining overlapping communities directly on the bipartite networks. There exist several work that is highly related to ours. For example, Guimerà [5] et al. generalize the modularity metric [2] to the bipartite networks. Barber [6] defines the bipartite modularity matrix B as an extension of Newman's recent work [7] . In parallel, Lehmann [9] et al. extend the k-clique community definition from Palla's work [3] . However, the modularity-based algorithms, like GN [2] with O(m 3 ) time complexity (m is the number of edges), are designed to find the non-overlapping communities and often have the efficiency problem which makes them unsuitable to the large-scale networks in practice. Moreover, the modularity optimization strategy may introduce a resolution limit [8] as well. For Lehmann's algorithm, since it extends from Palla's work to define the K a,b community structures, the required user input value k, as well as the lower and upper limit value of the community size, often put a significant impact on the discovered communities, and are uneasy to be determined before the algorithm can run. In addition, vertices that are not included in any K a,b bicliques will be ignored, so the set of all the detected communities usually can not cover all the vertices of the original graph. Therefore, to overcome these shortages, we propose BiTector by a local optimization strategy, which does not suffer from the resolution problem, and does not require any priori knowledge about the community's number or any other related thresholds.
BiClique-based Overlapping Community Detection
Instead of dividing a network into its most loosely connected parts, BiTector identifies the communities based on the most densely connected groups, namely, the bicliques [9] . We treat each group of highly overlapping maximal bicliques as the clustering cores. Surrounding each core, we build up the communities in an gradually expanding way until each vertex in the network belongs to at least one community.
Definitions
In this paper, we consider simple and connected graphs without self-loops and multi-edges. Given graph G (U,I) , where U and I or U G and V G are the sets of the two different types of nodes, V (G (U,I) ) = U G ∪ I G and E(G (U,I) ) denote the sets of all its vertices and edges respectively.
For any pair of sub-bigraph G i and G j , a Closeness Function isClose(G i , G j ) is defined on the edges between G i and G j . If isClose(G i , G j ) returns true, G j will be merged with G i ;otherwise, they are independent of each other. 
Algorithm
BiTector first enumerates all maximal bicliques in G (U,I) . Because a maximal biclique is a complete sub-bigraph, it is thus the densest community structure which can represent the closest relationship between the two types of vertices in the given network. Given two sub-bigraphs G i and G j , the closeness function isClose(G i , G j ) quantifies the influence that they put on each other based on the edges between G i and G j . Let Δ ij = U Gi ∩ U Gj and Γ ij = I Gi ∩ I Gj . The sub-bigraph of G i induced on the complimentary sets of Δ ij and Γ ij is then defined as L i with U Li = U Gi − Δ ij and I Li = I Gi − Γ ij . Similarly, the sub-bigraph of G j is denoted as L j with U Lj = U Gj −Δ ij and I Lj = I Gj −Γ ij . We define the sub-bigraphs induced on U Li ∪ I Lj , and U Lj ∪ I Li are G (UL i ,IL j ) and G (UL j ,IL i ) accordingly. Here the influence that G i puts on G j is defined based on U Gi . It is equivalent if we start from I Gi .
It is apparent that for G i and G j , inf ij actually reflects the number of edges between them minus that of G j 's inner edges. If both inf ij ≥ 0 and inf ji ≥ 0, then G i and G j should be merged together as a single graph; otherwise, they will be separated apart. The implementation of isClose(G i , G j ) is formulated in Algorithm 1.
return true 5: else 6 : 
returns true, which means all or most of u j 's relationships are covered by those of u i , u j should thus stay in the same community with u i . We rearrange the elements of B according to the descending order of |B(u i )|. Let B(u k ) be the element of B whose size is the largest. We put B(u k ) to set H and removed it from B. All the other elements contained by B(u k ) are also removed from B. Again, we start from the next largest element of B, put it to H, removed it as well as those elements it contains from B. The process is continued until B is empty, so set H stores the elements being independent of each other.
In general, the distribution of the vertex degree in bipartite networks conforms to a power-law [10] . It is often the case that a few vertices in U G have connections with nearly all vertices in I G . As a result, these vertices can appear in lots of maximal bicliques repeatedly. For example, in Fig.2 , we can see that B(U 0) = {{U 0, U1, U2, I0, I1, I2}, {U 0, U3, U4, I3, I4}}, and U 0 has connections with all the vertices from I0 to I4. However, it is obvious that {U 0, U1, U2, I0, I1, I2} and {U 0, U3, U4, I3, I4} are two different communities with a overlapping vertex U 0. Consequently, given u i and B(u i ), we need to further refine B(u i ) into several sub-bigraphs representing different communities that u i has taken part in simultaneously. Therefore, for each element H k ∈ H, every maximal biclique B m ∈ H k is sorted by the descending order of U Bm . Given B m , B n with |U Bm | ≥ |U Bn |,
Figure 2. Common Vertex
if isClose(G m , G n ) returns true, B n is thus contained by B m . If B m is not contained by any other elements in H k , B m is regarded as the core, and will be put in set C. This process is continued until every element in H has been refined. Once all the cores have been detected, we carry out a clustering process to associate the left vertices to their "closest" cores. For each sub-bigraph G i induced on C i ∈ C, we gradually expand G i by adding the vertices in set N (U Gi ) ∪ N (I Gi ). Given vertex ∀v i ∈ V (G (U,I) ) and ∀C j ∈ C, the distance between v i and G j is defined as:
Thus, v i is assigned to the cores with the maximum distance value. Since that any vertex might have the same maximum distance value with more than one core, v i can thus be assigned to multiple cores simultaneously. 
Complexity

Experimental Results
In this section, we will present the experimental results and analysis on several real, large bipartite networks from different domains. All experiments are done on a single PC (3.0GHz processor with 2Gbytes of main memory on Linux AS3 OS). The execution time of BiTector includes both of the biclique finding time and the community de- In our experiments, except for the DAVIS SOUTH-ERN CLUB WOMEN mentioned in [5] and [6] , both Barber's and Guimerà's algorithms are not very efficient on the other datasets within the acceptable time. For Lehmann's algorithm, since the discovered communities depend on the user input value k, and the required lower bound and upper bound of the community size, we do not include the correspondent results here. We further evaluate the homogeneity of BiT ector's discovered communities by comparing them with their counterparts in the random bipartite networks. For any discovered community C (U,I) , we first randomly choose |U C | vertices from U G into set U R . Then from the union neighbor set of the chosen vertices, we further randomly choose |I C | vertices into set I R . As a consequence, we obtain a randomly generated community R (U,I) having the same size with C (U,I) . In Fig.3 , each symbol corresponds to the average number of the inner edges for a given community size, n <real> , divided by the same quantity found in random sets, n <rand> . We see that the n <real> /n <rand> ratio is significantly larger than 1, indicating that the communities discovered by BiTector tend to contain closely interrelated entities, a homogeneity supporting the validity and effectiveness of the discovered communities.
