Due to its technological importance, modeling of dendrite growth in pure metals and alloys remains a significant challenge in the field of materials science. In this review recent achievements in the dendrite modeling problem, using two distinct length scale approaches, are summarized. At the nanometer scale, molecular dynamics and Monte Carlo techniques have been developed to extract two important properties of the solid-liquid interface: the kinetic coefficient and the solid-liquid interfacial free energy. Perhaps more importantly the atomistic simulation methods are capable of accurately determining the small, yet crucially important, anisotropies of these parameters. At the mesoscopic scale, advances in phase field modeling have largely overcome the numerical problem associated with the large disparity in length scales typically found in dendrite growth. It is demonstrated that, when the atomistic and continuum level approaches are combined, accurate and parameter free predictions of dendrite growth velocities are possible. In addition, extensions of atomistic and phase field modeling to the case of binary alloys are described. #
Introduction
The term dendrites refers to the branched tree-like solid spikes which propagate into the liquid during the solidification of supercooled pure metals or supersaturated alloys. In many metallurgical processing techniques the formation of dendrites plays a vital role in the quality of the final product. For example, since complex shapes can be readily produced and further expensive production steps are avoided, casting of alloy parts and components offers distinct cost cutting advantages over other metal forming methods. In many commercial alloys, microstructural features that determine the mechanical integrity of a cast ingot, such as solute segregation, grain size and porosity, all depend critically on the morphologies and velocities of individual or arrays of growing dendrites [1, 2] .
In addition to its technological importance, dendritric solidification represents a classic example of pattern formation. Fig. 1 [3, 4] is both a dramatic illustration of dendrite pattern formation and a demonstration of the complex morphologies that can arise during commercial joining processes. The scanning electron micrograph depicts the solid-liquid surface formed during the welding of a nickelbased superalloy single crystal. A well defined periodicity in the primary dendrite array, as well as a uniform spacing of sidebrances, is clearly seen. In addition to casting welding and brazing, there Materials Science and Engineering R 41 (2003) exist many examples throughout nature of dissipative systems far from equilibrium which spontaneously generate periodic spatial structures. In this respect dendrite formation shares many important characteristics with such diverse problems as cellular flame fronts [5] , Benard convection, reaction-diffusion systems [6] and viscous fingering [7] . Furthermore, dendrite formation is not limited to bulk alloy systems. Under certain kinetic constraints, two-dimensional island growth on metal surfaces during deposition can result in dendritic structures [8] . Also, dendrites have been observed during the formation of cubically ordered silica micelle structures [9] and during the growth of bacterial colonies [10] . Finally, an understanding of dendrite growth may play a key role in elucidating the mechanisms of biological ''anti-freeze'' proteins [11] .
Dendrite formation is controlled by both macroscale diffuso-convective transport of heat or alloy constituents and capillary forces, which act on a length scale comparable to the nanometer width of the solid-liquid interface [12] . Historically, dendrite growth theory has witnessed two major developments. The first, due to Ivantsov [13] , is the solution to the problem of a steady state growing dendrite of parabolic shape under the assumption of zero capillarity (i.e. an isothermal solid-liquid interface). The Ivantsov result predicts that the product of the dendrite tip radius r times the tip speed V is a constant fixed by the degree of supercooling of the melt. The lack of a capillary length scale leads to a degeneracy of solutions in the Ivantsov approach such that the tip shape or velocity cannot be determined uniquely. The second major advancement in the theory of dendrite solidification is the advent of microscopic solvability theory [14, 15] , which seeks allowable solutions to the dendrite growth problem with the inclusion of interfacial free energy. In addition to the Invantsov constraint, solvability theory predicts a value for the product r 2 V and hence r and V are found independently. A main result of this theory is that the dendrite tip operating state and growth morphology depend sensitively on the magnitude of the anisotropy of the solid-liquid interfacial energy g, as well as on the anisotropy of the interface kinetic coefficient for larger growth rates.
Despite this progress, accurate numerical modeling of dendritic growth has remained a major challenge even with today's powerful computers. Successful modeling of this process requires both the solution of a complex free-boundary problem and an accurate computation of the surface tension and/or kinetic anisotropies. The first task is rendered extremely difficult by the several orders of magnitude disparity of length scale between the thickness of the diffusion boundary layer of heat or solute that surrounds the dendrite tip and the microscopic capillary length. The length scale problem [3, 4] .
in dendritic solidification is shown schematically in Fig. 2 . Experiments show that the dendrite tip radius of curvature, r, is typically on the order of microns, thus phase field simulations of dendrite evolution use a mesoscale interface width that is just small enough to resolve the curvature of the dendrite tip, i.e. W pf $ r=10, but large enough to make the computations tractable. However, the actual crystal-melt interface width, as seen in MD simulations, is roughly three-orders of magnitude smaller. To further compound the problem, the temperature or concentration field ahead of the advancing dendrite decays over a length scale l $ D=V where D is the thermal/solute diffusivity and V is the tip velocity. The length l is typically two-orders of magnitude larger than r and five-orders of magnitude larger than the interface width. Techniques to overcome the W-r-l length scale disparity will be discussed below. The second modeling task, the accurate determination of anisotropy in g, is made non-trivial by the fact that the anisotropy of g is typically very weak for metallic alloys (on the order of 1%). How to compute this small variation of g with orientation beyond the statistical uncertainty on g itself, which is unavoidable in any atomic-scale simulation, is not a priori obvious. Experimentally, quantitative measurements of this quantity for low-anisotropy interfaces between fcc (or bcc) solids and their melts have been performed for only a few transparent organic materials [16] [17] [18] and just two alloy systems (Al-Cu and Al-Si) [19, 20] .
Over the last two decades, the phase-field approach has emerged as a method of choice to model dendritic evolution and other solidification microstructures. This method was first developed to model the crystallization of a pure melt [21, 22] and was subsequently extended to alloy systems [23, 24] . In parallel, atomistic simulation methods, both molecular dynamics (MD) and Monte Carlo (MC), have proven quite effective in determining the necessary interfacial parameters and their associated anisotropies. In this review we will describe how atomistic and phase field modeling can be successfully applied to the problem of dendrite growth and we will demonstrate that the Fig. 2 . Multiscale challenge of simulating dendritic evolution. Energetic and kinetic properties of the solid-liquid interface are determined by atomic scale processes acting over the nanometer scale width W of the real solid-liquid interface. W is three-orders of magnitude smaller than the micron size dendrite tip radius, which itself is one or two-orders of magnitude smaller than the thickness of the diffusion boundary layer (heat or solute). Phase field simulations of dendritic growth use a mesoscopic interface width W pf ) W that is just small enough to resolve the dendrite tip, but large enough to render the computations tractable. The freedom to adjust both the barrier height of the double well free energy density in the phase field model and the time scale of the phase field kinetics can be exploited to model accurately the properties of the real solid-liquid boundary even with W pf ) W. (Micrograph of dendrite courtest of R. Trivedi.) combination of these two distinct length scale modeling approaches can yield a parameter-free prediction of the dendrite growth velocity as a function of undercooling for pure Ni melts [25] .
Atomistic simulations
To define the solid-liquid interfacial properties relevant to dendrite growth we consider for simplicity the solidification of a pure melt, in which case the rate of crystallization is governed by the transport of heat away from the growing solid. In the modeling of dendritic solidification the thermal diffusion equation is solved subject to a boundary condition on the interfacial temperature imposed through a velocity-dependent Gibb-Thomson condition. Specifically, the temperature at any point along the moving crystal-melt interface depends on both curvature and normal velocity according to the equation:
gðnÞ þ @ 2 gðnÞ
where T M is the melting temperature and L the latent heat of melting per unit volume. The secondterm on the right-hand side of Eq. (1) represents the change of the local equilibrium melting point due to the curvature of the interface, where gðnÞ is the excess free-energy of the solid-liquid interface, y i are the local angles between the normal directionn and the two local principal directions on the interface, and R i are the principal radii of curvature. The kinetic coefficient, mðnÞ, is defined to be the proportionality constant between the interface undercooling, DT I T M À T I , and the normal velocity, V n , of a planar interface for a given crystallographic growth directionn. We describe below atomistic simulation techniques that are capable of determining accurately the magnitudes and anisotropies of the key parameters gðnÞ and mðnÞ in Eq. (1). Since these parameters are crucially needed in the modeling of dendrite growth, such nanometer-scale simulation techniques form an integral part of solidification modeling. In addition to Eq. (1), the equations governing dendritic evolution include the heat diffusion equation in the solid (S) and liquid (L), i.e.
where D is the thermal diffusivity, together with the Stefan condition relating V n and the jump in the normal gradient of the temperature at the interface. The Stefan boundary condition ensures the balance of heat flux at the growing solid-liquid interface and is given by
where c p is the heat capacity per unit volume. At this point it is important to emphasize the important role of crystalline anisotropy in the interfacial properties given in Eq. (1). For example, for a fixed bulk undercooling the crystalline orientation with the maximum growth rate, assuming gðnÞ is described by a single anisotropy parameter, is expected to be that with the maximum value of the kinetic coefficient mðnÞ, and/or the minimum value of the interface stiffness: gðnÞ þ @ 2 gðnÞ=@y 2 i . Thus, the crystalline anisotropy in the thermodynamic and kinetic properties of the solid-liquid interface play a defining role in governing the selection of both the crystalline growth direction and the velocity of the dendrite tip. Finally, it should be emphasized that although the anisotropy in gðnÞ for rough solid-liquid interfaces in metals is known to be small, on the order of 1-2% [19, 20] , the interface stiffness, given by the term in brackets in Eq. (1) is more than an order of magnitude more anisotropic (see below). In addition, results from atomistic simulations, reviewed below, demonstrate comparable levels of anisotropy for the kinetic coefficient mðnÞ.
Crystal-melt interfacial free energy
Two techniques have emerged for computing the solid-liquid interfacial free energy g from atomic-scale MD simulations. A cleaving method, pioneered by Broughton and Gilmer [26] , is a four step process involving the reversible application and removal of an external potential such that a crystal-liquid interface is formed from two separate bulk solid and liquid systems. The reversible work of the total process yields g and by repeating the procedure for various crystal orientations the anisotropy of gðnÞ can be mapped out. The second technique, introduced by Hoyt et al. [46] , is based on MD measurements of equilibrium fluctuations in the height of the solid-liquid boundary, from which the interface stiffness can be extracted by employing a standard result from capillary theory. In the next two sections we describe both of these techniques and discuss the relative merits of each. The results are compared with available experimental data in the third section.
Cleaving techniques
In 1986, Broughton and Gilmer [26] introduced a cleaving technique in the first direct calculation of the solid-liquid interfacial free energy from MD simulations. These authors employed a truncated form of the Lennard-Jones (LJ) interatomic potential, performing calculations at the triple point for this model elemental system. The first step in the Broughton and Gilmer procedure is the gradual application of an external potential to a crystalline solid such that the system is eventually cleaved along a specified crystal face. Similarly, the second step is the reversible cleaving of a liquid system. Step three involves a change of periodic boundary conditions where the solidsolid cleaved system is replaced by a solid-liquid cleaved system. Finally, step four in the Broughton-Gilmer scheme is the removal of the cleaving potential leading to the formation of a solid-liquid interface. Fig. 3 is a schematic depiction of the cleaving process. Here ''C'' denotes the crystal and ''L'' the liquid, arrows along the boundaries represent boundary conditions of the MD simulation (note the change in boundary conditions during step 3) and the dotted lines show the positions of the cleaving potentials. The total reversible work per unit area in steps 1 through 4 yields directly the value of g and at each step the Helmholtz free energy change, DF, can be obtained by the so-called l-integration technique (e.g. [27] ). Specifically, one can write:
where E is the energy of the system and the angular brackets denote an ensemble average. In steps 1, 2 and 4 the coupling parameter l refers to the application or removal of the cleaving potential and the energy function can be written as
Here, f LJ is the Lennard-Jones interatomic potential, r ij is the distance between atoms i and j and f CP is the cleaving potential, which, in general, is a function of the atomic positions, x i , y i , z i . In step 3, the energy is represented by
and the coupling parameter in this case refers to the change in boundary conditions given by subscripts 0 and 1. Broughton and Gilmer obtained the following results for the crystal-melt interfacial free energy. For the {1 1 1} face, g ¼ 0:35 AE 0:02 in reduced LJ units; for {1 1 0} g ¼ 0:36 AE 0:02 and for the {1 0 0} orientation g ¼ 0:34 AE 0:02. In this first direct MD computation of g, Broughton and Gilmer demonstrated that the solid-liquid interfacial free energy for the LJ system is highly isotropic, although the statistical uncertainties in their calculations were too large to permit a quantitative estimate of the anisotropy. Very recent modifications of the cleaving method by Davidchack and Laird [28, 38] have led to significant improvements in the accuracy of the g values derived from this approach, and allowed the authors to perform quantitative calculations of the crystalline anisotropy in g for both LJ and hard-sphere systems.
A major challenge in the application of the Broughton-Gilmer technique is the construction of an optimal cleaving potential, f CP . In order to maintain a reversible path, the mathematical form of f CP should be chosen such that the system is perturbed as little as possible. Broughton and Gilmer found, by trial and error, that highly complex functions were necessary and that different cleaving potentials were required for each crystal orientation studied. In their study of the hard-sphere system, Davidchack and Laird [28] obtained very accurate results for g by replacing cleaving potentials with cleaving walls. Fig. 4 illustrates schematically the procedure. All atoms to the right of a cleaving plane, i.e. the dashed vertical line, are labeled ''2'', whereas atoms to the left of the cleaving plane are labeled ''1''. Two cleaving walls are introduced on either side of the cleaving plane and the wall marked 1 (2) interacts only with those atoms labeled 1 (2) . During the actual cleaving process the walls are moved gradually in the directions given by the arrows at the top of Fig. 4 .
The significant improvement of the Davidchack and Laird approach is due to the choice of the cleaving-wall structure. The authors chose walls constructed of planes of atoms frozen in the ideal positions of the specified crystal orientation, {1 0 0}, {1 1 0} or {1 1 1}. This choice of wall structure allows for a minimal pertubation of the crystal and creates a cleaved liquid system with properly oriented interfacial layers. As with the Broughton and Gilmer study, Davidchack and Laird employed a four step cleaving process. The reversible work of each step, however, is computed via the pressure acting on the cleaving walls:
PðzÞ dz (7) where z is the position of the wall. In the hard sphere case the work in step 3 is identically zero. Fig. 5 shows an example of the pressure versus wall position for the three low index crystal orientations where dimensionless units are used and s denotes the hard sphere diameter. The data corresponds to step 4 in the process, i.e. the rejoining of the solid and liquid phases. Filled and open symbols refer to the restraining of the fluid and crystal halves of the system, respectively. The final results for the hard sphere system are g 100 ¼ 0:62 AE 0:01, g 110 ¼ 0:64 AE 0:01 and g 111 ¼ 0:58 AE 0:01 in reduced units. These values can be compared to various density functional theory (DFT) descriptions of solid-liquid equilibrium [29] [30] [31] [32] . The Davidchack and Laird results are in excellent agreement with the theoretical studies of Curtin [33, 34] (g ¼ 0:62), who employed the modified weighted density functional theory [35] , as well as the related studies of Marr and Gast [36, 37] (g ¼ 0:60). Although the uncertainties in the hard-sphere results lead to rather large error bars on the anisotropy, the cleaving wall technique is sufficiently precise to establish an ordering of the interfacial free energy with orientation. As discussed further below, it is interesting to note that the result g 110 > g 100 > g 111 differs from real fcc-based metals where the normally-observed [1 0 0] dendrite growth direction and measured equilibrium particle shapes [19, 20] imply g 100 > g 110 .
Subsequent to the hard sphere study, Davidchack and Laird [38] extended the cleaving-wall method to treat systems with continuous potentials, applying the technique to the study of the same truncated LJ system considered by Broughton and Gilmer. Crystal-melt interfacial free energies were computed for three orientations and for three temperatures along the solid-liquid coexistence curve. At the zero-pressure melting point the authors found g 100 ¼ 0:371, g 110 ¼ 0:360 and g 111 ¼ 0:347 where in each case the 95% confidence level is AE0.003. The Davidchack and Laird LJ results represent a significant improvement in accuracy over the original Broughton and Gilmer study. Importantly, the precision attained in the application of the cleaving-wall technique is sufficiently high such that the anisotropy in g can be established. As will be shown in a subsequent section, the anisotropy in the LJ system is very similar to that found in metals modeled by embedded-atom-method interatomic potentials [39, 40] .
A modification of the cleaving approach was also employed by Ravelo and Baskes [41] as the basis for calculations of the interfacial free energy between solid Cu and liquid Sn. This study employed interatomic potentials of the modified-embedded-atom form [42] , and made use of an adiabatic switching technique in which the interatomic interactions between Cu and Sn were slowly ''switched off'' during the course of a long MD simulation. The Ravelo and Baskes scheme is appropriate specifically for the study of compositionally-abrupt interfaces between pure solid and liquid phases, and their work represents the first direct computation of g for such systems from atomistic simulations.
The capillary fluctuation method
The capillary fluctuation method (CFM) employs an analysis of equilibrium height fluctuations in the solid-liquid interface to extract the interface stiffness, defined above in terms of g and its second derivative with respect to orientation (see Eq. (1)). This approach to deriving interfacial free energies from atomistic simulations was demonstrated in studies of the Ising model [47] , the liquidvapor surface of a Lennard-Jones system [43] , amorphous polymer films [44] and surface step-edges [45] . Below we discuss the application of the CFM approach to calculations of crystal-melt interfacial free energies [46] .
The CFM starts with crystal-liquid systems that have been equilibrated at the melting point using MD (pure materials) or MC (alloys). To minimize the number of atoms, typical simulation cells are chosen to be quasi-two dimensional, as illustrated in Fig. 6 , with the length of the interface d much larger than the thickness of the system, b. The length d is chosen sufficiently large to allow measurement of capillary fluctuation amplitudes over a wide range of wavelengths. Periodic boundary conditions are employed, meaning two solid-liquid interfaces are located within the simulation box. The length of the simulation cell normal to the interface is thus chosen to be on the order of 2d to minimize interactions between the two solid-liquid interfaces. The CFM approach is based upon an analysis of the mean-square amplitude of capillary fluctuations measured during an equilibrium MD simulation. An important feature of this method is that it measures directly the interfacial stiffness. Recall the stiffness is given by g þ g yy , where g yy denotes the second derivative and y is the angle between the local normal to the solid-liquid interface and the average orientation for the reference flat interface. The key point is that the stiffness is an order of magnitude more anisotropic than g itself. For example, for a ð0 0 1Þ plane, assuming a four-fold anisotropy of the form g % g 0 ð1 þ E cos 4yÞ, the stiffness is given by g þ g yy % g 0 ð1 À 15E cos 4yÞ, which is 15 times more anisotropic than g.
The CFM exploits the well-known result [47, 48] that the stiffness is directly related to the equilibrium static fluctuation spectrum of a molecularly rough interface:
Here, AðkÞ is the (assumed small) amplitude of a sinusoidal height pertubation of the interface with wavelength l ¼ 2p=k much larger than the lattice spacing, with hðxÞ ¼ P k AðkÞ expðikxÞ giving the height of the quasi-one-dimensional ribbon-like interface. The quantity g and g yy in the denominator of Eq. (8) originates from the energy cost of lengthening and rotating locally the interface away from its mean orientation, respectively, which is why the fluctuation spectrum measures directly the interface stiffness.
In practice the CFM captures snapshots of the solid-liquid systems over long MD runs, determines the interface position as described in reference [46] and formulates the average indicated by the LHS of Eq. (8) . A snapshot of the solid-liquid interface region is illustrated in Fig. 7 , taken from an MD simulation of pure Ni modeled using the embedded atom method [39, 40, 49] (EAM). Atoms are colored red (solid) or green (liquid) depending upon the value of a local structural order parameter introduced by Hoyt et al. [46] . Through the use of such an order parameter, the position of the solid-liquid interface can be indentified as a function of distance along the interface as indicated by the solid black line. The resulting interface height profile then can be Fourier transformed to yield instantaneous values of the fluctuation amplitudes Aðk; tÞ and these amplitudes are then averaged over simulations lasting several-hundred picoseconds to a nanosecond to compute the static fluctuation spectrum hjAðkÞj 2 i versus k. Fig. 8 shows a log-log plot of hjAðkÞj 2 i versus the magnitude of the wavenumber k obtained from simulations for pure Ni. Results are shown for three orientations of the solid-liquid interface; each curve is labeled by two sets of integers, the first refers to the interface normal and the set in brackets is the direction along the quasi-2-D interface (see Fig. 6 ). The solid lines in Fig. 8 depict slopes of À2 (see Eq. (8)), and it can be seen that the simulation results agree well with the predictions of capillarity theory for wavelengths greater than a few lattice constants. The offset in the three curves arises from the aforementioned anisotropy in stiffness.
In practice, the CFM is used to derive values of the stiffness for several interface orientations, and the results are then combined with an analytical expansion of gðnÞ to map out the full anisotropy of the solid-liquid interfacial free energy. For the applications considered here, the appropriate expansion for gðnÞ involves cubic harmonics [50] , i.e. linear combinations of spherical harmonics that obey the cubic symmetry of the lattice. In what follows we employ the form due to Fehlner and Vosko [51] in which each successive term in the expansion is orthogonal when integrated over the unit sphere:
wheren ¼ ðn 1 ; n 2 ; n 3 Þ is the interface normal, and the parameters E 1 and E 2 provide a measure of the anisotropy. In applications of the CFM to studies of interfacial free energies in elemental Ni [46] and Al [52] , it was found that the three-term expansion in Eq. (9), involving both fourth and sixth-order terms, was required to accurately capture the orientation dependence of the interface stiffnesses computed from MD.
To date the CFM has been applied to several pure materials: Cu [53] , Pb [53] , Au [54] , Ag [54] and Al [52, 55] , where again interatomic potentials of the embedded-atom type were utilized. The interfacial free energies and anisotropies for these systems will be summarized in the next section. Very recently the CFM has been applied by Morris and Song [56] to the calculation of interfacial free energies for the same model Lennard-Jones system considered in the cleaving-method studies of both Broughton and Gilmer [26] and Davidchack and Laird [38] . Excellent agreement was demonstrated between results derived independently by the CFM [56] and cleaving approach [26, 38] , both for the values of the average interfacial free energy as well as the associated crystalline anisotropies. The quantitative agreement between the results derived from these two independent approaches suggests that both techniques provide an accurate framework for extracting solid-liquid interfacial free energies for molecularly rough solid-liquid interfaces from atomistic simulations. In light of this important result, it is worthwhile to discuss the relative merits of these two complimentary approaches.
A distinct advantage of the cleaving technique is the relatively small number of atoms required in its application. Specifically, on the order of 10 4 particles were employed in both the hard sphere [28] and most recent Lennard-Jones [38] studies. By contrast, applications of the CFM have involved typically 5-10 times as many atoms. In addition, Davidchack and Laird [38] have noted that the cleaving method generally provides values for g with higher statistical precision than the CFM. However, uncertainties in the values of g anisotropies are higher in the cleaving method, since they are computed in this approach as (small) differences between similar numbers. Anisotropies are typically derived with higher precision in the CFM, since this method measures directly the interfacial stiffness which is far more anisotropic than g itself. For applications to the modeling of solidification, the CFM thus offers the important advantage that it generally provides higher accuracy for values of the interface stiffnesses which appear in the interface temperature boundary condition Eq. (1). The CFM also offers advantages over the cleaving approach in applications to alloys. To date the only simulation-based calculation of solid-liquid interfacial free energies in an alloy has been performed by Asta et al. [57] employing the CFM approach. As discussed further below, for Ni-Cu alloys the CFM was found to provide values of gðnÞ with accuracies comparable to those obtained for elemental Ni, with only modest increases required in MD sampling time. Table 1 summarizes results for orientationally-averaged interfacial free energies obtained by the CFM employing EAM potentials in calculations of elemental fcc-based metal systems [46, 52, 54, 57] . In parentheses in column 1 are listed the specific EAM interatomic potentials used in each of these studies. FBD refers to the potentials of Foiles et al. [49] , SMF is the Ni-Cu potential developed by Foiles [58] , VC represents the Voter-Chen parameterization scheme [59] , EA denotes the Ercolessi and Adams potential for Al [60] , and LOE refers to the Lin et al. Pb potential [61] . Results for Ni (SMF) are taken from the work of Asta et al. [57] , Au and Ag from Hoyt and Asta [54] , and Al (EA) from Morris [52] . Results for Cu (VC) and Pb (LOE) are previously unpublished calculations by the authors. The Ni (FBD) numbers listed in Table 1 represent updated results for the EAM Ni potentials considered in the initial application of the CFM [46] ; the present results are slightly lower than those published previously due to the use of longer run times leading to more complete equilibration of the solid-liquid simulation cells. Column 2 of Table 1 lists the melting points (T M ) calculated for each of the EAM systems. For Ni, Cu and Al, T M was determined using the so-called coexistence technique introduced by Morris and coworkers [62, 63] in which the melting point is derived from the equilibrium temperature in microcanonical MD simulations of coexisting solid and liquid phases. The approach has been shown [64] to yield results consistent with simulation methods based upon thermodynamic-integration calculations of free energies for bulk solid and liquid phases (e.g. [65] ). For Au and Ag the melting point was estimated from an extrapolation to zero growth rate of the velocity versus undercooling behavior [54] , while the melting point for the Pb potential was quoted in [61] . The final three columns of Table 1 give the latent heat (DH fus ), the orientationally-averaged interfacial free energy (g 0 ), and Turnbull's scaled interfacial free energy (ĝ) [66] defined below.
Comparisons with experiment and the Turnbull coefficient
To facilitate a comparison of the calculated g 0 results with experimental data, we list in Table 2 interfacial free energies derived from a variety of measurement techniques. The second and third columns in this table list numbers derived from nucleation studies in undercooled melts, with NF and MU referring to values based on measurements of nucleation frequencies and maximum undercooling, respectively. A recent review of these methods, pioneered by Turnbull [66] [67] [68] [69] [70] [71] [72] in his nucleation studies of the 1950s, is given by Kelton [73] from which the numbers listed under the MU column in Table 2 have been taken. Column 4 of Table 2 lists values of g derived from measurements of dihedral angles (DA), an approach introduced by Glicksman and Vold [74, 75] . Columns 5 and 6 list solid-liquid interfacial free energies derived from measurements of contact Table 1 Melting temperatures (T M ), latent heat (DH fus ), orientation-averaged solid-liquid interfacial free energy (g 0 ), and Turnbull's scaled interfacial free energy (ĝ ¼ g 0 r À2=3 ), for a variety of EAM systems. Experimental values for T M and DH fus are listed in brackets, and 95% confidence limits for g 0 (where available) are given in parentheses
Ni ( angles (CA), and the depression of melting points (DMP) in small particles. A review of these various measurement techniques is given by Eustathopolous [76] , from which many of the numbers in columns 4-6 of Table 2 have been reproduced. The final column in Table 2 lists measured values of g derived from the grain-boundary-groove (GBG) technique; a recent detailed discussion of this approach, and its extension to the measurement of g anisotropy, is given by Napolitano et al. [19] . For the systems in Table 2 where more than one technique has been employed to measure g, it is noteworthy that the maximum-undercooling numbers tend to be lower than those derived from alternative methods (with the possible exception of Pb). This trend has been noted by a number of authors previously and it can be rationalized based on the fact that maximum-undercooling data provide values of g at nucleation temperatures that are typically a few hundred degrees below the melting point (for the systems considered here), whereas DA, CA, DMP and GBG measurements are performed near T M . The lower values of g derived from MU measurements would thus be consistent with a positive temperature dependence for the solid-liquid interfacial free energy. Table 2 Experimentally measured solid-liquid interfacical free energies derived from the grain-boundary-groove technique (GBG), and from measurements of nucleation frequencies (NF), maximum supercooling (MU), dihedral angles (DA), contact angles (CA), and depression of melting points (DMP) in small particles. Where available, uncertainties are listed in parentheses. The numbers in brackets represent temperature-adjusted values of g, taken from the work of Jones [94] [97] . f Naidich et al. [98] . g Samples [99] . h Quinson et al. [100] . i Günduz and Hunt [101] . j Marasli and Hunt [102] . k Coombes [103] .
As reviewed by Spaepen [77] , Turnbull [72] was the first to suggest that g for metals must increase with temperature if the atomic jump frequency entering the classical nucleation theory is to have a reasonable value based upon available nucleation data. The positive temperature-dependence of g is consistent with the negative values of the excess entropy (DS ¼ À@g=@T) resulting from a number of phenomenological and structural models of the solid-liquid interface [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] , as well as density-functional theory [33, 34] and recent simulation results [28, 38, 89] for elemental systems. As one specific example, in 1994 Spaepen [77] published a reanalysis of the measured data for the temperature-dependent (homogeneous) nucleation rates in mercury [72] and gallium [90] within the framework of classical nucleation theory, assuming a linear temperature dependence of interfacial free energy. The analysis yields g ¼ 22:
2 ) for two different data sets for mercury, and g ¼ 53:8 þ 16:7 Â ðT=T M Þ for gallium. Within a simplified physical model for the thermodynamic properties a curved solid-liquid interface (consistent with spherical critical nuclei) Spaepen attributed these large and positive temperature dependencies as being associated with a negative entropic contribution to g that is dominant relative to the excess enthalpy.
In Table 2 , the results in brackets in the third column are due to Jones [94] , and represent temperature-adjusted values of the maximum undercooling results from Kelton [73] . Jones' correction is based upon the application of the Ewing [79] and Waseda and Miller [80] phenomenological models to estimate interfacial excess entropies for flat solid-liquid interfaces. While Jones' correction is approximate due to the use of the oversimplified Ewing model, it is seen to consistently give rise to 10-20% increases in the MU estimates for g, leading to somewhat improved agreement between these values and those derived from the other measurement techniques.
We now consider the comparison between measured and EAM-CFM calculations of g 0 for the fcc-based elemental metals listed in Tables 1 and 2 . Consider first the systems where the EAM potentials yield accurate melting points (Ni, Al and Pb). For Al and Pb the calculated values of g 0 are within 15% of the GBG and DA values. For Ni and Pb, the calculated g 0 are very close to Kelton's estimates based on MU measurements, while for Al the EAM-based CFM values are about 15% larger. For Cu, Au and Ag, where the EAM underestimates T M , calculated values of g 0 are lower than all of the experimental estimates, as expected, with the exception of the MU value for Cu. Overall, the level of agreement between the experimental and simulated values of g 0 can be viewed as satisfactory given the levels of uncertainty associated with the measurements.
As a basis for further comparisons between the results of the EAM-CFM with experimental data and previous theoretical results, we consider Turnbull's well-known empirical relation between g and the latent heat of fusion in elemental systems [66] . With the values of g extracted from nucleation experiments using the maximum undercooling technique, Turnbull showed that the interfacial free energy, when properly scaled by the number density of the solid phase (r), is proportional to the latent heat of fusion (DH fus ):
where r À2=3 represents an effective measure of the interfacial area per atom. The Turnbull coefficient, denoted by C T , was found to be approximately 0.45 for metals and 0.32 for many nonmetals. Since the publication of Turnbull's seminal work, several phenomenological modifications of Eq. (10) have been proposed [78, 80, 81, 91, 92] and each exhibit some degree of success when compared to experiment (for a review of the various models see the work of Jones [94] ). In addition, as more experimental data for g became available, the value of the Turnbull coefficient has been refined. In a compilation of 26 maximum undercooling studies, Kelton [73] found C T ¼ 0:49 AE 0:08. From data reported using a variety of techniques-MU, DMP and DA-Eustathopoulos [76] obtained a value of C T ¼ 0:55 AE 0:08 and from a survey of solid-liquid dihedral angle measurements in fcc metals [80] , Granasy et al. [93] derived a value for C T of approximately 0.6.
In an important recent contribution, Laird [89] built upon earlier evidence (see above) suggesting that g for fcc metals is largely entropic in nature, i.e. the excess enthalpy is nearly zero. Laird noted that if the excess entropy has its origin in simple geometrical packing contributions it should be quantitatively well described for simple fcc-based metals by the hard-sphere model. From the aforementioned cleaving-wall simulations of Davidchack and Laird [28] the following, orientationally-averaged value of the solid-liquid interface for the hard-sphere system was derived:
where s is the hard-sphere diameter. The proportionality of g hs with the melting temperature is a consequence of the purely entropic nature of the hard-sphere system. The second step of Laird's argument was to note that the solid density of the hard-sphere system at freezing takes the (temperature independent) value of r ¼ 1:04=s 3 , giving the following relation between Turnbull's scaled interfacial free energy and the melting temperature:ĝ ¼ 0:59k B T M . Laird's explanation for the relationship given in Eq. (10) is completed by noting that for close-packed metals the entropy of fusion is very nearly constant with an average value close to that for the hard-sphere system where DH fus ¼ T M DS fus ¼ 1:2k B T M . By combining the hard-sphere results forĝ and DH fus , Laird derives an estimate for the Turnbull coefficient of C T ¼ 0:51.
Since the Turnbull relation provides an important check on theoretical models of the solidliquid interface, and because it is often used as an approximation to g in cases where experimental data is incomplete, it is of interest to test Eq. (10) for model systems other than hard spheres. In Table 1 , we give the latent heat DH fus and scaled interfacial free energyĝ (both in units of eV/atom) for each of the EAM systems investigated thus far in CFM studies. This data is plotted in Fig. 9 where the proportionality suggested by Eq. (10) can be seen to hold quite well. A least-squares fit to the data, indicated by the solid line in Fig. 9 yields C T ¼ 0:521 AE 0:025. This linear relationship models the calculated EAM values ofĝ to within approximately 20%. The Turnbull coefficient found for the EAM metals considered to date thus agrees quite well with the hard-sphere prediction due to Laird. This result lends further evidence to the proposal that the interfacial free energy in simple fccbased metals is dominated by entropic effects. [89] of the hard sphere system and the least squares fit to the EAM data is shown by the solid line. For the MD results, the Turnbull coefficient is found to be 0:521 AE 0:025.
As emphasized above, and in the discussion below, in the modeling of solidification growth rates and morphologies, an interfacial property of critical importance is the crystalline anisotropy in g. Table 3 summarizes available results for the anisotropy parameters E 1 and E 2 (see Eq. (9)), as well as the relative anisotropies expressed as ðg 100 À g 110 Þ=2g 0 and ðg 100 À g 111 Þ=2g 0 , for fcc-based metals and alloys. Listed in Table 3 are calculated results for hard-sphere [28] , Lennard-Jones [38] , and the EAM systems Ag, Al, Au, Cu, Ni, Pb and Ni-Cu [52, 54, 57] . Also included are the very recent experimental results for Al-rich Al-Cu and Al-Si alloys derived from equilibrium-shape measurements [19, 20] . For all of the calculated results in Table 3 the most close-packed ({1 1 1}) planes give the lowest interfacial free energy, with ðg 100 À g 111 Þ=2g 0 in the range of 2-3%. With the single exception of the calculated hard-sphere result, the highest interfacial free energy is found for the {1 0 0} orientation. It is found that ðg 100 À g 110 Þ=2g 0 lies in the range of 1-2% in the calculated results for LJ and EAM systems as well as the measured values for the Al-based alloys. The qualitatively different behavior of the hard-sphere system, for which g 100 < g 110 is noteworthy.
In their study of the Lennard-Jones system, Davidchack and Laird [38] examined the temperature dependence of the calculated values of g for each of the high-symmetry orientations. No evidence was found for a reversal of the ordering g 100 > g 110 with increasing temperature, despite the fact that the repulsive part of the LJ potential should play a dominant role (i.e. the system should become more ''hard-sphere like'') with increasing temperature. Davidchack and Laird point out, however, that the high-temperature limit of the LJ system is actually governed by an inverse 12th-power repulsive potential, and their results suggest qualitatively different anisotropies for the 1=r 12 potential than that associated with hard spheres. These results point to the clear need for further work to elucidate the microscopic origin of crystalline anisotropy in g for molecularly rough solid-liquid interfaces.
Binary alloys
Although MD and MC simulations have been widely employed in studies of equilibrium structural and thermodynamic properties (in addition to the references cited above, see [104] [105] [106] , as well as [107, 108] and references cited therein) of solid-liquid interfaces in elemental systems, to date far fewer such simulation studies have been devoted to alloys. MD simulations have been used [28] . b Davidchack and Laird [38] . c Morris [52] . d Liu et al. [20] . e Napolitano et al. [19] .
to characterize the density and diffusion profiles at interfaces between coexisting solid and liquid phases in hard sphere mixtures [109] [110] [111] [112] as well as model ionic systems [113] . In the hard sphere studies, Sigub-Aga and Laird [109, 110] performed detailed analyses of density and diffusion profiles across {1 0 0} and {1 1 1} crystal/melt interfaces for hard sphere mixtures with a diameter ratio (a) of 0.414, whereas Davidchack and Laird [112] performed similar simulations on systems with a ¼ 0:9. For the former system, the solute atoms occupy interstitial positions in the solid, while in the latter the crystalline phase is a disordered substitutional alloy. In the hard-sphere studies, coarsegrained density profiles for solute and solvent species were found to be highly symmetric. Importantly, no evidence was found for appreciable values of the equilibrium relative adsorption coefficient, G ð2Þ 1 , defined as the interfacial excess density of solute species 1 calculated with respect to a dividing surface defined to give zero excess solvent (2) [114] . The finding is significant since G ð2Þ 1 appears in the Gibbs adsorption theorem as the partial derivative of g with respect to the chemical potential of the solute; appreciable values of this coefficient would thus represent a source of nontrivial composition dependencies for g. Further evidence for the lack of pronounced equilibrium adsorption for solid-liquid interfaces in simple-metal systems was provided by the work on EAM Ni-Cu alloys performed by Ramalingam et al. [115] .
Figs. 10 and 11 show density and composition profiles across {1 0 0} and {1 1 1} solid-liquid interfaces in a Ni-Cu alloy derived from the Monte Carlo studies of Ramalingam et al. [115] . In Fig. 10 , the solid and dashed lines correspond to the solvent (Ni) and solute (Cu), respectively. The left-hand side of Fig. 10 shows oscillations of the density with a period characteristic of the interplanar spacing in the crystal. These oscillations decay with distance across the interface, eventually leading to a density profile in the liquid that is uniform. From these simulated density profiles, Ramalingam et al. derived values for G ðNiÞ Cu that were less than 1 atom/nm 2 in magnitude. With the exception of the work mentioned in Section 2.1.2 [57] , the effects of alloying upon the magnitude and anisotropy of the solid-liquid interfacial free energy remain largely unstudied by atomic-scale simulations. Recently, Asta et al. [57] demonstrated the application of the CFM to the study of interfacial free energies in Ni-Cu alloys. At a temperature 70 K below the melting point of the solvent (Ni), Monte Carlo was used to equilibrate solid-liquid interface cells following the approach outlined by Ramalingam et al. [115] . These cells were then used as the starting point for MD simulations from which the statics and dynamics of interface capillary fluctuations were studied. The CFM yielded an interfacial free energy of 287 AE 8 mJ/m 2 as compared with the value of 310 AE 7 for pure Ni (Table 1) . Alloying was thus found to lead to a reduction in the magnitude of the interfacial free energy, consistent with the lowering of the liquidus temperature induced by addition of Cu. Interestingly, alloying was found to lead to only a relatively minor reduction in the calculated anisotropies (Table 3) .
Eq. (8) applies equally to solid-liquid interfaces in pure elements and mixtures, so that the CFM provides a natural strategy for simulation-based calculations of interfacial free energies for binary systems. In extending the CFM to mixtures, however, an important consideration is the coupling between interface fluctuations and the solute concentration field, leading to increased fluctuation relaxation times in alloys relative to pure elements. These slower relaxation times imply a need for longer simulation times to achieve comparable statistical accuracy in the sampling of the fluctuation spectra. In the limit that the fluctuation kinetics are dominated by solute diffusion, the amplitude of a linear height pertubation of the interface of wavelength l ¼ 2p=k relaxes exponentially in time, i.e. e
Àt=tðkÞ where tðkÞ / k À3 . Specifically, for a dilute alloy the following expression can be obtained from the Mullins-Sekerka [116] stability spectrum in the limit of an isothermal alloy at zero growth rate:
where tðkÞ associated with diffusion limited kinetics, the time scales for interface fluctuations in alloys are expected to be several times slower than in pure elements (where tðkÞ / 1=k 2 as discussed below) at the largest wavelengths (smallest k) considered in typical CFM simulation geometries. As demonstrated by Asta et al. [57] , high statistical accuracy can nevertheless still be achieved in calculations of g and its associated crystalline anisotropy, with only modest increases in simulation times.
The kinetic coefficient
The kinetic coefficient is the constant of proportionality between the velocity of a planar solidliquid interface and its undercooling. Within a transition-state-theory formulation (e.g. [117] [118] [119] ), the growth velocity (V) of a solid-liquid interface is given as the difference between the average transition rates governing attachment and dettachment of atoms from the melt to the crystal. From such a formulation, the temperature dependence of the interface velocity takes the general form:
where Dm is the thermodynamic driving force, defined as the difference in chemical potential between bulk solid and liquid phases, and V 0 is a temperature-dependent factor representing the maximum growth rate at infinite driving force. For small undercoolings, the chemical potential difference is accurately given by Dm ¼ LDT I =T M , where L is the latent heat (per atom) and DT I ¼ T M À T is again the interface undercooling. In this small undercooling limit, the term in brackets in Eq. (12) can be linearized to yield:
where the term multiplying the undercooling can be identified with the kinetic coefficient m introduced in Eq. (1).
As reviewed recently by Jackson [119] , the kinetic mechanisms for crystal growth can be broadly divided into two main classes. The first is well described by the original growth models of Wilson [120] and Frenkel [121] where the term V 0 in Eqs. (12) and (13) can be related to the diffusivity (D) in the liquid phase. In this class of materials crystallization requires significant structural rearrangement as atoms or molecules transform from liquid to solid phases, and the temperature dependence of V 0 is governed by D / expðÀQ=k B TÞ. Crystallization rates in such materials thus become negligibly small at low temperatures. Turnbull and Bagley [122] were the first to point out the failure of such growth models to explain the observation that pure metal crystals grow readily even at very low temperatures where D in the liquid is effectively zero. Turnbull suggested that crystallization growth kinetics for pure metals is governed not by the time scales for diffusive motion, but rather the frequency of ''collisions'' of liquid atoms with the crystal-growth surface. Coriell and Turnbull [123] thus identified the speed of sound V s [124] as an upper limit for V 0 in simple-metal systems, giving the following bound on the kinetic coefficient:
The right-hand side of Eq. (14) has been widely used to provide an estimate of the kinetic coefficient in continuum models of dendrite-growth rates for metals at high undercoolings. As will be discussed below, however, more recent models based on MD simulation data [125] and density-functional theory [126, 127] suggest that the values of m in simple-metal systems are typically substantially smaller than this upper bound. Recently, MD methods have emerged as a viable approach for computing directly m and its associated crystalline anisotropy in pure materials. As reviewed by Hoyt et al. [128] , such simulations have traditionally either imposed a constant velocity to all the atoms in a solid-liquid system and monitored the steady-state interface temperature, or employed a constant undercooling (through the use of thermostats) and tracked the resulting interface motion. More recently approaches have emerged for extracting m based on the kinetics of interface fluctuations. In the next section we briefly review the various MD methods that have been introduced for computing the kinetic coefficient and demonstrate the equivalence of several of these techniques for the case of pure EAM Ni. In Section 2.2.2, we compare the results of recent MD simulations with the model of Broughton et al. [125] , and in Section 2.2.3 simulation data is used to test the more recent density functional based model of Mikheev and Chernov [126] . To conclude this section we summarize MC and MD studies that have examined crystallization behavior in alloy systems.
MD simulations
The pioneering work on MD simulations of crystallization kinetics was performed by Broughton et al. [125] (BGJ). In their study of the Lennard-Jones system, BGJ imposed a constant velocity in a fixed direction to all atoms in a solid-liquid system. Thermostats were placed in both the solid and liquid phases far from the interface and the temperature at the interface was monitored during the simulation, such that the BGJ simulation represents the MD equivalent of a directional solidification experiment. By varying the velocity the relationship between V and interface undercooling (DT I ), and hence m, could be determined. Anisotropies in the BGJ method can be found by repeating the procedure for different solid-liquid interface normals. A related ''forced-velocity'' method has also been developed recently by Celestini and Debierre [129] . Since the original BGJ study a number of other methods have been proposed to extract m from MD simulation as summarized in a recent review [128] .
The so-called free solidification technique is in some sense the opposite of the BGJ approach. Here thermostats, set at some temperature below the melting point, are applied to the entire system and the velocity of the moving interface is monitored over the course of an MD simulation. Again, the slope of velocity versus interface undercooling provides a measure of m. The free solidification technique has been applied to the EAM metals Cu [130] , Ni [130] , Au [54] and Ag [54] , as well as Lennard-Jones system [131] and BCC Na modeled by an interatomic potential based upon pseudopotential perturbation theory [132, 133] . A method closely related to free solidification involves imposing high pressures to the atomistic systems in the direction normal to the boundary. The entire system is maintained at the zero-pressure melting point, but the actual melting temperature will vary due to the imposed pressure through the Clausius-Claperyon relation. From a knowledge of the coexistence of the solid and liquid phases in temperature-pressure space, the applied pressure can be converted to an undercooling and again the V-DT I relationship can be found. Much like the CFM described above, an additional technique for computing m relies on the analysis of fluctuations. Fluctuation methods can be implemented in equilibrium MD simulations, and thus provide an independent check of values derived from the non-equilibrium MD methods described above. Such equilibrium methods do not require a complete V versus DT I determination. Instead m is extracted from the dynamics of interface fluctuations. Briels and Tepper [134, 135] extracted the kinetic coefficient for the Lennard-Jones system by tracking changes in the total number of solid atoms (or equivalently the average position of the solid-liquid boundary) arising from pressure fluctuations during constant-volume MD simulations. An alternative approach makes use of measurements of the time dependence of the entire set of Fourier amplitudes Aðk; tÞ characterizing the dynamics of equilibrium capillary fluctuations. For the nanometer-scale wavelengths probed in an MD simulation it can be shown [48] that the dynamics of capillary fluctuations are governed by the following equation:
where Aðk; 0Þ refers to the amplitude evaluated at some arbitrary time origin and the decay constant is given by t ¼ ðGmk 2 Þ
À1
. The quantity G is the capillary length given by G ¼ ðg þ g yy ÞT M =L. In order to generate accurate statistics for the average quantity given on the left-hand side of Eq. (15), much longer run times are required than for the more easily converged quantity hjAðkÞj 2 i. Nevertheless, tracking hjAðk; tÞA Ã ðk; 0Þji for various k and fitting the results to the functional form of Eq. (15) can yield accurate linear relationships between t and k À2 . Recently, a comparison between results from the fluctuation, free solidification and imposed pressure methods for EAM Ni was presented by Asta, Sun and Hoyt [136] . Their results for the decay of the hjAðk; tÞA Ã ðk; 0Þji autocorrelation function versus the reduced time t=t are shown in Fig. 12 . Various k values are indicated and the simulation data (solid lines) are compared with the least squares fit (dashed lines). From the slope of the relaxation times t, derived from the fitting procedure of Fig. 12 , versus k À2 the value of m can be found. [130] . It is important to note this value of m is roughly five times smaller than the upper bound given in Eq. (14) . The relatively small value of the kinetic coefficient (in comparison to Coriell and Turnbull's upper bound) is consistent with experimental measurements for Pb [137] and P [138] and, as shown in the next section, the magnitude of m computed via simulation is in good agreement with the model proposed by Broughton et al. [125] based upon MD data for the Lennard-Jones system.
The Broughton-Gilmer-Jackson model
A central result of the Lennard-Jones MD simulations of Broughton et al. [125] was the clear demonstration that crystallization velocities in this prototypical fcc-forming model system remain high even in temperature regimes where D L % 0. To model their MD data, BGJ proposed a modification of the Frenkel-Wilson growth model in which the term V 0 in Eqs. (12) and (13) takes the form:
where ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 3k B T=m p is the average thermal velocity (with m the atomic mass), d is the interplanar spacing, l denotes the distance an atom must move to join the crystal, and f represents the fraction of atomic collisions with the growth surface that are effective for crystallization. In the original work of BGJ, l was taken as the average distance from the center of points distributed randomly in a sphere of radius a equal to the nearest-neighbor spacing: l ¼ 0:4a. The coefficient f was treated as an adjustable parameter, and the best fit to the MD data yielded f ¼ 0:27. The resulting fit modeled very well the MD data for the LJ system over the entire temperature range.
From Eq. (13), the BGJ model predicts a velocity-undercooling relation of the following form (at low undercoolings):
Recently, Jackson [119] has proposed the following slight modification of the original BGJ model:
with a modified value of l ¼ 0:15a. argue that an atom from the liquid phase can attach itself to either an fcc site or an HCP site on the adjacent solid surface. If the stacking fault energy is sufficiently low, as is the case for the LJ system, islands of defective HCP atoms may form during the course of solidification. Since, eventually, the resulting solid is defect free, the system must ''anneal'' out these HCP islands in order for crystallization to proceed. In MD simulations this stacking-fault drag phenomenon is manifested in an activated temperature dependence of V 0 found for [1 1 1] growth in LJ systems. The effect also leads to a sizeable dependence of the [1 1 1] growth rate on the periodic dimensions parallel to the solid-liquid interface in MD simulations, with smaller systems being found to solidify at higher rates. Although there is evidence that stacking fault drag plays a role in the case of the low stacking fault energy EAM Au system [54, 129] , no direct evidence for this effect has been found in the most recent MD studies by Sun, Asta and Hoyt, to be published, for the higher stacking fault energy EAM Ni system for which the computed ratio m 100 =m 111 ¼ 1:49 AE 0:26 is much larger than the prediction based on the ratio of interplanar spacings. As will be discussed in the next section, the DFT-based model of Mikheev and Chernov [126] yields predictions for the crystalline anisotropy in m that appear to be in rather close agreement with recent simulation results for m in each of the lowindex interface orientations. 
Density-functional theory based models
The BGJ model of crystal growth is based on the notion of atomic attachment across a sharp solid-liquid boundary. On the other hand, atomistic simulations have demonstrated that on the atomic scale the solid-liquid interface is rather diffuse, consistent with descriptions based upon density-functional theory (DFT). During the past decade several growth models have been proposed based upon DFT [126, 127, [142] [143] [144] [145] . In this section, we describe in some detail the model due to Mikheev and Chernov [126] , which yields predictions concerning the crystalline anisotropy of m. We conclude the section with a brief description of the most recent DFT model due to Shen and Oxtoby [127] .
Due to the diffuse nature of the solid-liquid interface, Mikheev and Chernov [126] argued that the atomic rearrangement accompanying crystal growth proceeds simultaneously in several surface layers. For a quantitative description of the crystallization rate, the authors utilized ideas from density-functional theory. For steady state crystallization in the direction z, the number density at any point in the solid-liquid system can be written as:
where the sum is taken over all reciprocal lattice vectors G of the crystal. At V ¼ 0 the density profile reduces to the equilibrium one and Mikheev and Chernov assume that at small driving force (small V) the two profiles are equivalent. Direct evidence in support of this assumption has been given by Huitema et al. [146] who performed detailed analyses of density profiles for stationary and growing solid-liquid interfaces in kinetic Monte Carlo simulations. From a pair of generalized hydrodynamic equations and the expression for the density given by Eq. (19), a set of flux components, j G , can be derived. Then, the total amount of dissipated free energy per unit area can be equated to the free energy gain during steady state crystallization:
where n c is the number density in the solid and the G G are dissipative constants. Little is known about the dissipative behavior of atoms in the solid-liquid boundary, therefore Mikheev and Chernov assume the G terms correspond to those of a bulk liquid. With the further assumption that the sum in Eq. (20) is restricted to the minimal set of reciprocal lattice vectors, jGj ¼ G 1 , the single dissipative constant G G 1 can be written as:
where SðG 1 Þ is the liquid structure factor evaluated at the position of the first peak (k ¼ G 1 ), n o is the number density of the liquid and tðG 1 Þ is the relaxation time of density fluctuations given by the inverse half width of the dynamical structure factor Sðk ¼ G 1 ; oÞ. The final expression for the growth rate is
where N 1 is the number of reciprocal lattice vectors in the minimal set (e.g. N 1 ¼ 8 for fcc) and x b is the correlation length in the liquid, i.e. the inverse half-width of SðkÞ evaluated at the main peak.
As in the equations above, the latent heat and undercooling appear in Eq. (22) from an expansion of the chemical potential difference (Dm) about the melting point. A s is the factor governing the anisotropy of m and is given as
Here, the widths x G are related to the correlation length by Although the Mikheev-Chernov model appears to predict quite well the anisotropy of the kinetic coefficient, the numerical value of m is consistently low compared to both experiment and MD simulations. To obtain m Mikheev and Chernov argue that the unknown terms in the growth rate expression (Eq. (22)) can be replaced by those of the well-studied hard sphere system. For example, the relaxation time is given by [141] t % ð1=2Þðm=k B TÞ 1=2 s, x b is given by %1.8s and SðG 1 Þ % 2:85. It is interesting to note that, in the formulation of Mikheev and Chernov, the thermal velocity again appears in the expression for m, but the term originates from a qualitatively different physical picture (diffuse interface) than the BGJ theory. With the numerical values of the constants provided by the hard-sphere model, Mikheev and Chernov find m 100 % 0:72 for the LJ system as compared to a value of 1.17 from simulation [125] . For Pb, the model predicts m % 0:14 m/(s K) whereas experiments of Rodway and Hunt [137] yield m ¼ 0:28 AE 0:08 m/(s K) and for EAM Ni, the theory finds m 100 % 0:26 m/(s K) whereas the MD simulations give m 100 ¼ 0:39 AE 0:04 m/(s K). More research is needed to pinpoint the sources of these discrepancies between the Mikheev-Chernov theory and experiment/simulation, but a likely explanation is the assumption of using bulk liquid properties to describe the dynamics within the crystal-melt interface region.
Oxtoby and coworkers have performed extensive work applying DFT in studies of crystalgrowth kinetics [127, [142] [143] [144] [145] . In the most recent of these works, Shen and Oxtoby [127] developed a theory of crystallization and melting kinetics in the LJ system employing realistic free-energy functionals [147, 148] . The functional involves two-order parameters; a conserved microscopic density function and a non-conserved parameter defining the local degree of crystallinity. The equations of motion for the former are derived from the nonlinear Navier-Stokes equation [145] , whereas the latter obey a simple relaxational dynamics of the Ginzburg-Landau form. As in the Mikheev and Chernov approach, the mobility parameter entering the equation of motion for the non-conserved order parameter is derived from the relaxation time for density fluctuations in the bulk liquid. Shen and Oxtoby thus develop a parameter-free model of LJ crystallization and melting kinetics that are solved numerically for various velocities/undercoolings. The authors demonstrate a prounced asymmetry between the kinetics of melting and crystallization at high undercooling/superheating. They further conclude that the results for crystallization are consistent with models of collision-limited growth kinetics (see above). Interestingly, as in the model of Mikheev and Chernov, the absolute rates of crystallization for the LJ system derived by Shen and Oxtoby are found to be significantly smaller than the MD results derived by Broughton, Gilmer and Jackson.
Binary alloys
As is the case for equilibrium properties of solid-liquid alloy systems, there have been relatively few atomistic simulation studies of the kinetics of crystallization in alloys. As reviewed by Jackson recently [119] , kinetic-Monte Carlo simulations have been applied widely to study non-equilibrium phenomena in the growth of alloys. Huitema et al. [149] studied solidification rates in LJ mixtures and investigated the transition from smooth to rough growth as a function of temperature and solutesolvent interaction strength. Yu et al. have studied [150] solute trapping as a function of interface velocity in Si-Ge alloys using MD simulations that mimic the laser melting process [151] . The MD laser melting and regrowth technique has been used to study the binary systems Si-B [152] and an EAM model of near equiatomic Cu-Ni [153] . In the latter study regrowth velocities were too high to observe segregation effects. In 2000, Celestini and Debierre [154] used a forced velocity MD technique to investigate solute trapping in LJ mixtures with equal atomic sizes. In both the LJ binary study and the aforementioned Yu et al. investigation of Si-Ge the segregation coefficient as a function of interface velocity was found to be modeled well by the continuous growth model of Aziz and Kaplan [155] and Aziz [156] .
Phase-field simulations
In this section, recent results from phase field simulations of dendrite growth will be presented and discussed. Section 3.1 will review the modeling of pure melts. Since there is a large body of literature on this topic and comprehensive reviews exist [23, 161] , detailed derivations of the phase field equations and numerical simulation techniques will not be discussed. Instead, we will focus on the link between atomistic simulations and phase field computations and demonstrate that accurate, parameter free predictions of dendrite growth are now possible. However, since very recent breakthroughs have been achieved in the modeling of binary alloys, Section 3.2 will present in some detail the relevant phase field description of alloys. In particular, it will be shown that an asymptotic analysis in the thin interface limit leads to very different behavior than the pure melt case and as a result numerical implementation is more problematic. Correction terms to the phase field kinetic equations that accurately capture the correct solidification behavior in alloys will be outlined and examples of both denrite growth and eutectic solidification will be presented.
Linking atomistic simulation with phase field modeling
The advantage of the phase-field approach is to avoid the notorious difficulty of tracking a sharp boundary of convoluted shape by making the solid-liquid interface spatially diffuse over some width W [24, 23] . This is achieved by introducing a phase-field f to distinguish between solid and liquid, and deriving an evolution equation for f from a phenomenological free-energy functional of the form
where f is the bulk free-energy density that depends, in the case of a pure melt, on the phase-field and temperature. Even on computers of today, however, and with fast algorithms, it is not feasible to simulate mesoscale solidification morphologies with realistic values of W $ 1 nm. This is because the tip radius r of a cell or dendrite is typically 100-1000W, and the thickness of the diffusion boundary layer around this tip is itself 10-100r. The large disparity between the interface, microstructure and boundary layer length scales renders the phase field kinetic equations very stiff.
Since the early use of phase-field models, it was hoped that adaptive meshing or multigrid algorithms could cope with the length scale problem inherent in the phase-field equations. While such algorithms have been extremely helpful to extend simulations to a small velocity regime [158] [159] [160] 186] , they do not fundamentally eliminate the stiffness introduced by a diffuse interface. For most solidification conditions (save perhaps very rapid rates), surmounting this difficulty requires a formulation of the phase-field equations in such a way that they reduce to the correct set of sharp-interface equations for a mesoscale interface thickness. With rare exceptions phase-field models based purely on thermodynamic considerations [188] generally lack this crucial property. Therefore, one of the main challenges has been to make the phase-field approach quantitative despite the stringent computational constraint on the interface thickness. For the solidification of pure melts, Karma and Rappel have shown that this difficulty can be overcome by reformulating the sharp-interface analysis of the phase-field model [162, 163] . This ''thin-interface'' analysis demonstrates that the classical sharp-interface model of solidification can still be recovered with W much larger than the microscopic surface tension length d 0 (and only small enough to resolve the curvature of the solid-liquid interface). This analysis also permits, by a specific choice of phase-field model parameters, a quantitative simulation of the limit where the interface can be assumed to be in local thermodynamic equilibrium (i.e. where the interface kinetic undercooling is much smaller than the curvature undercooling), which is an important limit for modeling dendritic growth at low to moderate solidification rates. As discussed in the next section, this analysis was recently extended to model successfully the solidification of binary alloys [164] with local equilibrium at the crystal-melt interface.
In the remainder of this section, we summarize the results of the first attempt by Bragard et al. [25] to simulate dendrite growth without any free parameters by combining atomistic and phase-field simulations. We focus on deeply undercooled Ni melts for which experimental measurements of dendrite growth rates have been obtained by various groups [165] [166] [167] [168] [169] and hence, a direct quantitative comparison of model predictions and experimental measurements can be made in this system. It should be noted that pioneering work on the study of highly undercooled melts was performed by Glicksman and Schaefer [138] on white phosphorous. The authors measured growth velocities for undercoolings that exceeded the hypercooling limit, demonstrated that atom attachment kinetics are rate controlling at sufficiently high supercoolings and provided the first experimental estimate of the kinetic coefficient.
For the purpose of this study, Bragard et al. [25] modified the standard phase-field formulation of the crystallization of a pure melt [21, 22] in order to model quantitatively the limit where the interface kinetic undercooling becomes much larger than the curvature undercooling, which is the opposite limit to the one modeled previously by Karma and Rappel [162, 163] . The difficulty is again the constraint on the interface thickness W, which needs to be chosen one-order of magnitude or so larger than its real value for the computations to be tractable. This constraint is less stringent for high undercooling than for low, but still needs to be considered. It is reflected in the fact that, with larger W, the interface velocity V in the phase-field model becomes a nonlinear function of the interface undercooling for the high velocity range (30À60 m/s) measured experimentally in Ni [165] [166] [167] [168] [169] . In particular, the model exhibits a cross-over from a linear dependence, V $ DT I , to a square-root dependence, V $ DT 1=2 I for large DT I , with the cross-over occurring at smaller DT I for a larger W in the model. In contrast, earlier MD simulations using the free solidification method were found to be consistent with a roughly linear dependence of velocity with undercooling in the velocity range of 30-60 m/s for Ni, with a nonlinear saturation of VðDT I Þ at larger velocity outside this range [130] .
The same linear dependence is seen in the more recent results shown in Fig. 13 . Additional simulations, however, are presently needed to compute VðDT I Þ accurately up to 60 m/s. If a nonlinear dependence exists, we expect it to be weak from our earlier results [130] , at least for the {1 0 0} and {1 1 0} orientations, and not to affect significantly the phase-field results.
Bragard et al. have overcome this difficulty by introducing a new form of the double well potential in the phase-field model (the function f in Eq. (24)) that allows one to freely choose the relationship between the interface undercooling and the thermodynamic driving force for solidification (i.e. difference of bulk free-energy density between liquid and solid). In particular, this form yields a linear dependence of V on interface undercooling in the phase-field model, as in the MD simulations, even though the relationship between the interface velocity and the driving force is nonlinear [25] .
We show here the results of three-dimensional phase-field simulations of the model of Bragard et al. [25] with anisotropic forms of g and m defined by
These forms are appropriate for crystals with an underlying cubic symmetry, where À5 m 2 /s. In addition, thermal fluctuations, which are essential to produce sidebranches, are incorporated in the phase-field model as described in [25] .
A snapshot of a growing dendrite is shown in Fig. 15 . The comparison in Fig. 16 shows that the phase-field model predictions are in relatively good quantitative agreement with the measured dendrite growth rates when using the anisotropy parameters derived from the MD simulations. In order to gain insight into the role of anisotropy we carried out additional simulations by varying independently the magnitude of the capillary and kinetic anisotropies. Varying the magnitude of the anisotropy of g was found to have very little influence on the results. In contrast, we found that the growth morphology depends sensitively on the magnitude of the kinetic anisotropy.
The fact that growth is kinetically dominated is to be expected since the interface kinetic undercooling is much larger than the curvature undercooling in this range of growth rate. What is less intuitive, however, is how the interface evolution depends on the magnitude of the kinetic anisotropy. Results summarized in Fig. 17 show that dendrites cease to exist when the kinetic anisotropy falls below a critical value that depends on the undercooling. Below this critical value, growth is dominated by tip-splitting, which produces a disordered morphology with a more circular envelope. This structure is qualitatively similar to the so-called dense-branching morphology characteristic of diffusion-limited growth with tip-splitting that has been observed in a wide range of systems, including two-dimensional viscous flow in a Hele-Shaw cell and amorphous annealing [170] .
For Ni, Willnecker et al. [166] , Lum et al. [168] and Matson [169] have modeled their data on the basis of marginal stability theory [171] , incorporating kinetic undercooling effects with m as an adjustable parameter. The best fits to the data obtained in these studies produced values of m ranging between 0.4 and 1.6 m/(s K). The present results pinpoint the limitations of such a fit. In particular, the dendrite growth rate and morphology depends sensitively in the phase-field simulations on both the magnitude of m and its anisotropy. The crucial effect of the latter is not captured by a marginal stability criterion. In contrast, we have found that the phase-field results are in good quantitative agreement with the predictions of an analytical solvability theory [25, 172] . This theory includes both capillary and kinetic effects, and shows that dendrites cease to exist below a critical value of E k . Namely, the stable steady-state dendrite branch V s ðDTÞ merges with a lower unstable branch V u ðDTÞ < V s ðDTÞ at a critical undercooling DT c where V u ðDT c Þ ¼ V s ðDT c Þ, and no steady-state solutions exist above this limit point. The solid line in Fig. 17 is a plot of DT c ðE k Þ, which agrees reasonably well with the boundary between dendrites and tip-splitting morphologies found in phasefield simulations. A still open issue is the origin of the break in the slope of the velocity-undercooling relationship first observed by Walker [165] , which appears around 200 K in the data reported in Fig. 15 . We had previously proposed that this break may be associated with a thermal-fluctuation-induced transition from dendrite to tip-splitting growth in a phase-field simulation study that neglected kinetic effects [173] . A similar mechanism was recently proposed independently by Mullis and Cochrane using in a 2-D phase-field simulation study of Ni dendrites with isotropic kinetics (E k ¼ 0) [174] . In contrast, in the present simulations, dendrite growth persists even to the highest undercooling for the value of the kinetic anisotropy (E k % 0:13) predicted by MD simulations, and no break is present.
From an analysis of thermal imaging data, Lum et al. [168] and Matson [169] have concluded that this break is correlated with a change of morphology of the envelope of the solidification front, from angular for DT < DT break , to spherical for DT > DT break . The spatial resolution of these images (64 pixels Â 64 pixels over an area of a few millimeter square) is far too coarse to image directly the interface on the scale of the dendrite tip, which is in the submicron range for these high undercoolings. Therefore, these images track the evolution of the macroscopic envelope of the solidification front, but not of the front itself. The present phase-field simulations of sub mm grains do not allow us to make firm conclusions about the envelope behavior on a mm scale, but they show no sign of a morphology transition.
Recently, Cochrane et al. have investigated the effect of the oxygen content on the velocityundercooling curve in Cu [175] . They found that the typically observed break in the slope of this curve was absent for an oxygen content less than 200 ppm, but present for Cu doped with 600 ppm of O, which is a strongly partitioning solute in both Cu and Ni. Furthermore, there is significant variation in the V-DT curves reported from various experiments in Ni (see Fig. 1 in Lum et al.) . Therefore, although we have compared the phase-field results to experiments that use high purity Ni (e.g. better than 99.99% in [166] ), the presence of oxygen impurities is likely to play an important role, and could be the underlying reason for the observed break.
Binary alloys
In this section, we discuss the phase-field approach to model dendritic and eutectic microstructures that form during the solidification of alloys [23, 164, 179, [181] [182] [183] [184] 187, 188, 190] . [168] . Solvability theory predicts that steady-state dendrite growth solutions only exist above the solid line, in good quantitative agreement with the phase field results.
We first write down a general form of the phase-field model for the isothermal solidification of a two-phase binary alloy and then explore in more detail two specific cases: a dilute ideal solution and a eutectic alloy. The dilute alloy model [24] is formulated such that the phase-field and solute profiles across the diffuse interface and the phase diagram parameters can be calculated analytically. The extension of the approach to model multicomponent alloys is briefly mentioned at the end [157] .
As with the case for pure melts, the starting point of the phase field model in binaries is an expression for the total free-energy of the system that can be written in the form
where f AB ðf; c; TÞ denotes the bulk free-energy density of a binary mixture of A and B atoms/ molecules and c denotes the solute concentration defined as the mole fraction of B. Dynamic equations that guarantee the system will relax to a global free energy minimum can be formulated as follows:
which couples a non-conserved and a conserved order parameter (here f and c, respectively). Eq. (29) 
A convenient choice for the free-energy density is f AB ðf; c; TÞ ¼ 
where gðfÞ is a function whose first derivative vanishes at f ¼ AE1 and whose limits are gðAE1Þ ¼ AE1. It follows from this choice that f AB can reduce to an arbitrary form of the free-energy density of the solid (liquid) for f ¼ þ1 (f ¼ À1). Hence, the phase-field model can be used to represent an arbitrary solid-liquid binary alloy phase-diagram. Physically, Eq. (33) implies that the thermodynamic properties of the diffuse interface region is an admixture of the properties of the bulk solid and liquid phases.
In equilibrium, @ t f ¼ @ t c ¼ 0, and Eqs. (28) and (29) reduce to 
where @ c denotes partial derivative with respect to c. These conditions fix uniquely c As a first application, consider the dilute limit, c ( 1. In this limit, f AB ðf; c; TÞ can be written as the sum of the free-energy of the pure material, denoted here by f ðf; TÞ, and the contribution due to solute addition. The latter is itself the sum of two terms. The first is the standard entropy of mixing RTv À1 0 ðc ln c À cÞ for a dilute alloy that has the same form in both phases; R is the universal gas constant and v 0 is the molar volume assumed constant. The second is the change eðfÞc of the energy density due to solute addition. Following Eq. (33), the energy density is given by
which interpolates between the values e s and e l < e s in the solid and liquid, respectively. Recall, that gðfÞ has the limits gðAE1Þ ¼ AE1. Adding together the pure and solute contributions, yields where we have defined e ðe s þ e l Þ=2 and De ¼ e s À e l . Moreover, we have expanded the pure partpure melt is that the diffusivities in both phases can no longer be assumed equal. Thus, it is useful to define
where qðfÞ is a dimensionless function that dictates how the solute diffusivity varies through the interface. For example,
is the simplest choice that interpolates between the values of the solute diffusivity in the solid and liquid. Finally, the isothermal dynamics is governed by Eqs. (28) and (29), which now become
where we have defined
The dendrite growth rate can vary from a few mm/s to several m/s depending on the solidification process (casting, welding, melt spinning, etc.). In a simulation study based on the alloy phase-field model of Wheeler et al. [188] , Warren and Boettinger [189] demonstrated the power of the phase-field method to reproduce qualitatively many observed microstructural features of dendritic equiaxed grains. These authors also emphasized the difficulty of obtaining simulation results that are independent of interface thickness. This difficulty was present even though this study focused on large supersaturations, where the disparity between the microscopic capillary length and the mesoscale of the dendritic microstructure is greatly reduced.
To better understand the stiffness of the alloy phase field equations, consider the isothermal solidification of a dilute alloy in a range of moderate growth rate where the interface can be assumed to be in local thermodynamic equilibrium. The appropriate free-boundary problem consists of the standard set of equations
which correspond to the diffusion equation in the liquid, the condition of mass conservation at the interface where V n is the normal interface velocity, and the Gibbs-Thomson relation where k is the interface curvature and The interface evolution is controlled by the anisotropy of the interfacial free energy E c and the dimensionless supersaturation
where c 1 is the initial alloy concentration. A useful scale to assess the stiffness of the phase-field equations is the dendrite tip radius
where the dimensionless parameter
is controlled by anisotropy, as predicted by solvability theory [178] , and
is the Péclet number determined by the Ivantsov transport theory [13] . Note that p ¼ r=' where ' ¼ 2D l =V is the diffusion length that measures the scale over which c varies around the tip. For typical equiaxed grains in castings, p is in the range of 0.01-0.1. The adaptive meshing [159, 160] and other hybrid [186] algorithms developed recently for dendritic growth cope efficiently with the disparity between r and '. They do not, however, eliminate the several orders of magnitude disparity between r and d 0 that follows from the smallness of p and s in Eq. (55) . The Ivantsov theory [13] implies that p $ O 2 (or p $ ÀO= ln O) in 2-D (or 3-D) and solvability theory [178] implies that s $ E 7=4 c , such that this disparity is exacerbated for a small supersaturation and/or a small anisotropy. Dendrite growth simulations with a mesoscale width (0:1r W 0:3r) typically take a few days on a fast workstation [159, 186] . Simulations with a width even only ten times smaller would be %10 4 (10 5 ) longer in 2-D (3-D)! Clearly, simulations with a microscopic interface width are unrealistic.
The consequences of this constraint generally needs to be analyzed with a detailed asymptotic analysis of the phase field equations for a thin-interface, meaning W ( r. This analysis has been carried out for pure melts [162, 163, 176, 185] and binary alloys [164] . For the latter, the analysis reveals that the phase field equations reduce to a modified free-boundary problem with a discontinuity of chemical potential at the interface, and a modified mass conservation condition
where a 1 and a 2 are coefficients of order unity that depend on the choice of functions in the phasefield model. The factor of 1 À a 1 Wk on the left-hand side originates from the stretching of the arclength of the interface under the combined effects of curvature and motion. The term $WD l @ 2 s c l on the right-hand side corresponds to solute diffusion along this interface. Both of these terms have direct analogs for the solidification of a pure melt [176] . The discontinuity of chemical potential, in turn, is a direct manifestation of the departure from chemical equilibrium at the interface and leads to solute trapping, an effect that has been analyzed previously in the context of the phase field model by Ahmed et al. [177] . A similar correction was interpreted as heat trapping in the context of pure melts [185] . It is straightforward to estimate that the correction terms in Eq. (58) are negligible at low velocity for a microscopic interface width. However, they are not for a mesoscopic width. Kaplan and Aziz [155] and Aziz [156] have argued that significant solute trapping occurs when the interface velocity approaches a characteristic value, V d , given by V d ¼ D l =d where d is the interplanar spacing. For diffuse interface models the trapping velocity becomes V d ¼ D l =W and therefore a larger W will lead to an abnormally large amount of trapping. The solute trapping problem is illustrated in Fig. 19 where dendrite growth was simulated using a phase-field formulation embodied in Eqs. (49) and (50), which is based on the alloy phase-field model of Wheeler et al. [188] . Parameters of the simulation are k E ¼ 0:15 and O ¼ 0:55. The long-dashed and dashed-dot curves refer to two different values of the interface width. Concentrations are normalized by the equilibrium liquid value and hence should be equal to k E up to capillary corrections. Note the solid dendrite trunk concentration is too elevated, and convergence to the limit of local equilibrium with decreasing interface thickness is difficult to achieve.
A simple way to remove the excess trapping caused by a thick interface is to add to the solute mass current an extra contributioñ
which produces a solute flux from solid to liquid along a direction normal to the interface (n ¼ Àrf=jrfj). The magnitude of this anti-trapping (AT) current can be chosen so as to recover precisely local equilibrium at the interface. Furthermore, the addition of this current provides sufficient flexibility in the choice of functions in the phase-field model to eliminate the aforementioned corrections to the mass conservation condition (to obtain a 1 ¼ a 2 ¼ 0 in Eq. (58)).
In particular, eliminating surface diffusion requires a more elaborate choice of the diffusivity function qðfÞ than the simple linear interpolation between D s and D l (Eq. (48)). The details of this new phase-field formulation can be found in [164] and we only show here one result of simulation in Fig. 19 . In the figure the solid line represents the phase field simulation including the AT current and clearly the result is in excellent agreement with the exact value.
It is important to emphasize that the phase-field model with the anti-trapping current no longer has the variational form of Eqs. (28) and (29) . Enforcing such a form is important to describe phenomena like solute trapping that depend on having a thermodynamically motivated description of the system on the scale of the diffuse interface, and perhaps more generally when there is no clear separation between the transport scales and the interface width. Solute trapping falls in this category because the diffusion length that is usually mesoscopic becomes microscopic when V $ V d . When there is a clear separation of scale between the pattern and the interface width, variational and nonvariational formulations have been shown to give identical results for the solidification of pure melts as long as they reduce to the same thin-interface limit [163, 183] . The same is true here for alloys.
Finally, the degree to which a mesoscopic interface thickness limits the accuracy of phase-field simulations depends sensitively on the growth rate but also on the pattern being modeled, with dendritic growth being generally more difficult to model than eutectic growth. The main reason is that the dendrite growth rate and size is determined by extremely small variations of concentration (or temperature) along the interface that are themselves controlled by the magnitude and anisotropy of surface tension and nonequilibrium effects at the interface. Hence, the departure of chemical equilibrium at the interface may be small in absolute terms, but can nonetheless influence strongly the pattern evolution. In contrast, for eutectic growth, departure from chemical equilibrium results mainly in a shift of the undercooling of the solidification front that does not influence as strongly this evolution [157, 182] .
Phase-field models have been developed to model solidification microstructures that are composed of thermodynamically distinct solid phases, including eutectic [181, 182, 190] and peritectic [184, 187] alloys. In the simplest case where the solid a and b phases have the same crystal structure, one can simply choose the bulk free-energy of the solid to be described by a single free- energy curve f s ðc; TÞ with the form of a double well, with minima corresponding to the two solid phases, and the free-energy of the liquid by a curve f l ðc; TÞ with a single minimum. The phase diagram, representing the stable or metastable equilibria between the three phases, is determined by the common tangents of these two free-energy curves. The phase field f then simply distinguishes between solid and liquid as for a two-phase alloy. Thus, Eqs. (27)- (29) are still applicable. In the solid, Eq. (29) becomes analogous in form to the well-known Cahn-Hilliard equation [180] , and W 2 c determines the magnitude of the a-b interfacial energy. This free energy function is restricted to model eutectic growth in a range of interface temperature reasonably close to the eutectic temperature [182] . A more general form based on a regular solution model can also be written down that remains valid over the entire range of concentration of the binary phase diagram. In the more common case where the a and b phases have different crystal structures, it becomes necessary to describe each of these two phases, and the liquid, by three separate free-energy curves. This can be accomplished by introducing an additional phase field c to distinguish between a and b [190] .
As a last numerical example, consider the case of a eutectic AB alloy with a dilute ternary impurity C [157] . The free-energy of this model is the sum f ABC of the contribution of a binary eutectic and the contribution of a dilute ternary impurity analogous to the concentration dependent terms on the right-hand side of Eq. (39) (with C as the dilute impurity). Fig. 20 shows a snapshot of a phase field simulation of such a model [157] . This simulation provides a striking example of the power of the phase field method to describe the evolution of complex microstructures. The resulting morphology is the classic two-phase cellular structure, or ''eutectic colony'', which has been widely observed experimentally.
Conclusions
The phase field approach has emerged as the numerical technique of choice for capturing the complex morphologies and moving boundaries of a growing dendrite. Over the past 20 years numerous studies have been devoted to mathematical analyses and efficient numerical implementa- Fig. 20 . Snapshot (dimensionless lengths) of the late stage of two-phase cell formation subsequent to the morphological instability of a slightly perturbed eutectic interface in the presence of a dilute ternary impurity [157] . The color scale denotes alloy composition.
tion of the phase field model, however, comparisons with actual dendrite growth experiments have been rare. The application of the technique to real alloys is complicated by the lack of knowledge of the solid-liquid interfacial free energy, the kinetic coefficient and their associated anisotpropies for most metals and alloys. In recent years several atomistic simulation methods have been developed for computing the important kinetic and thermodynamic properties of the solid-liquid interfaces in metallic systems. Molecular dynamics simulations combined with phase field modeling have provided an accurate and parameter free prediction of dendrite growth velocities in pure Ni. The result demonstrates that, taken together, continuum and atomistic length scale techniques provide a powerful framework for studying the solidification behavior in real alloy systems.
