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Vorwort
Der Mathematik sind Matroide sowohl als Objekte von kombinatorischer
Struktur als auch als Systeme innerhalb algebraischer Gefu¨ge bereits seit
den 30er Jahren des vergangenen Jahrhunderts bekannt. Sie wurden etwa
synchron in verschiedenen Zusammenha¨ngen entdeckt. Matroide realisieren
ein Konzept von Unabha¨ngigkeit, wie es beispielsweise aus Vektorra¨umen
oder Ko¨rpern als lineare bzw. algebraische Unabha¨ngigkeit ein Begriff ist.
Hinzu kommt eine Verzahnung der Komponenten, die darin besteht, dass
gegenseitig Elemente erga¨nzt bzw. ausgetauscht werden ko¨nnen.
Mit dem Fortschritt der Leistungsfa¨higkeit von Rechenmaschinen gerieten zu-
nehmend komplexe und zunehmend umfangreiche Entscheidungsprobleme in
den Bereich oder die Na¨he der Lo¨sbarkeit. Denn die Automaten ko¨nnen sche-
matisierte Rechenverfahren immer schneller und ermu¨dungsfrei durchfu¨hren.
Diese, als Algorithmen bezeichneten Verfahren, entstehen im Rahmen von
abstrahierenden Modellen, die die jeweilige Problemstruktur reflektieren sol-
len.
Die Informatik, als Wissenschaft, die sich u.a. mit der Analyse dieser Re-
chenverfahren bescha¨ftigt, ist darum auch mit der Beschaffenheit der Mo-
delle konfrontiert. Diesbezu¨gliche Untersuchungen bewegen sich zum Teil im
Bereich der diskreten Mathematik, die, infinitesimale Aspekte vermeidend,
endliche Gefu¨ge sowie Verfahrensgrundlagen unterbreitet.
Ein Großteil der Entscheidungsprobleme verlangt danach, eine bestmo¨gli-
che unter mehreren zula¨ssigen Lo¨sungsmo¨glichkeiten zu erfahren. So betritt
man das Teilgebiet der kombinatorischen Optimierung, deren Vorschla¨ge fu¨r
Lo¨sungsmethoden und Modellbildung auf dieses Ziel hinarbeiten. Eine legi-
time Frage in diesem Zusammenhang besteht darin, welche Problemstruktur
vorliegen muss, damit vorgegebene, besonders einfache und schnelle Lo¨sungs-
methoden sicher zum Optimum fu¨hren.
Hier tauchten die Matroide 20 bis 30 Jahre nach ihrer Entdeckung als Ant-
wort auf eine derartige Frage, bezogen auf den im Grunde einfachst denkba-
ren Algorithmus, den klassischen Greedy-Algorithmus, wieder auf und sind
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seitdem ein sehr beliebtes Forschungsobjekt der kombinatorischen Optimie-
rung. Einige Variationen und Verallgemeinerungen erweiterten anschließend
die Palette der angewandten Mathematik.
Zwei Erweiterungen des Matroid-Konzepts aus den 1980er Jahren seien her-
vorgehoben. Die Greedoide einerseits konzentrieren sich auf die Systeme, die
mit dem Greedy-Algorithmus oder seinen Verwandten auf irgendeine Art
harmonieren. Ihnen gelang es damit, mehrere bekannte Problemstellungen
zu vereinnahmen, die nicht Matroide sind, aber entsprechende A¨hnlichkeiten
aufweisen.
Die ∆-Matroide andererseits sind eine Generalisierung mehr theoretischer
Natur und bieten gleich in mehrfacher Hinsicht wohlgeformte U¨berbegrif-
fe von Gesichtspunkten der Matroid-Theorie. Nicht zuletzt gelingt dies in
eleganter Weise beim Transfer der origina¨r in Form von Mengensystemen
betrachteten Strukturen in den Bereich der Vektorra¨ume, die Doma¨ne der
linearen Algebra.
Dabei agiert man auf dem Feld, wo sich die lineare bzw. ganzzahlige Pro-
grammierung mit der kombinatorischen Optimierung u¨berschneidet, wo die
Polyeder das angestrebte Mittel sind, die Vorga¨nge um lineare Zielfunktionen
zu beleuchten, wobei letztere die kontextuelle U¨bertragung der elementweise
gewichtzuteilenden Funktionen verko¨rpern.
Es wird in dieser Arbeit deutlich werden, dass eine so elementare Vektorraum-
Abbildung wie die Spiegelung hilft, die Art und Weise zu illustrieren, wie die
Verallgemeinerung der ∆-Matroide gegenu¨ber den Matroiden in polyedri-
scher Hinsicht funktioniert, na¨mlich indem die fundamentale Eigenschaft der
Submodularita¨t in allen grundlegenden Richtungen der Dimension wirkt.
Wieder zuru¨ck transferiert entspricht das Spiegeln in Bezug auf Mengensyste-
me einem Vorgang, der als
”
Twisten“ bezeichnet wird und in den einzelnen
Mengen die Elemente der von vornherein fixierten Twistmenge austauscht.
Das prima¨re Ziel der Untersuchungen dieser Arbeit sind die getwisteten Ma-
troide, die als Mengensysteme durch eben dieses Twisten aus den Matroiden
hervorgehen.
Die getwisteten Matroide sind auf natu¨rliche Weise ∆-Matroide und zu-
dem in der Literatur als ein Beispiel fu¨r Greedoide ausgewiesen worden.
Auf Grund der strukturellen A¨hnlichkeit, die sie sich von den Matroiden
bewahren, ko¨nnen sie speziellen Klassen von Greedoiden zugeordnet werden,
die sich als besonders fu¨gsam gegenu¨ber linearer Optimierung zeigen. Eini-
ge Funktionen und deduzierte Systeme aus der Matroid-Theorie, die dort
a¨sthetische Charakterisierungen und Beschreibungen liefern, lassen auch fu¨r
die getwisteten Matroide anna¨hernd gleichartige Ergebnisse zu.
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Schließlich ko¨nnen die getwisteten Matroide in einer Region von Mengen-
systemen lokalisiert werden, wo die ∆-Matroid-Qualita¨t auf eine Eigenschaft
von Greedoiden trifft, die es im Zusammenspiel erlaubt, einen erweiterten
Greedy-Algorithmus anzugeben. Dieser erlaubt eine Optimierung in poly-
nomieller Zeit, wenn ihm die notwendigen Informationen u¨ber das Mengen-
system in einer standardisierten Form verfu¨gbar sind.
Das Twisten von Matroiden findet eine weitere Fortsetzung hin zu den
Matroid-Twistvereinigungen. Dabei geht es um Mengensysteme, die sich
ebenfalls auf dem oben thematisierten Terrain bewegen. Sie entstehen aus
einer Vereinigung von getwisteten Matroiden, die durch einelementige Twist-
mengen gekennzeichnet und darum den Matroiden besonders nahe sind. Der
zugeho¨rige Komposititionsvorgang kann auch mehrmals aufeinander folgend
vorgenommen werden.
Diese Matroid-Twistvereinigungen werden sich demgema¨ß ebenfalls als ∆-
Matroide und Greedoide von der eingefu¨hrten Form erweisen. Unter be-
stimmten Umsta¨nden sind sie auch selbst von Matroid-Gestalt. Als solche
sind sie schon nicht klassifizierter Bestandteil der Literatur gewesen, dort als
Spezialfall von graphischen Matroiden, die zu einem Verfahren zur Lo¨sung
des Traveling-Salesman-Problems beitragen.
U¨bersicht
Bei der Optimierung muss zwischen zula¨ssigen und unzula¨ssigen Lo¨sungen
unterschieden werden. Bei einer großen Anzahl von Problemmodellen fu¨hrt
dies, im ho¨chstmo¨glichen Abstraktionsgrad, zu Mengensystemen. Diese wer-
den in Kapitel 1 vorgestellt, nebst relevanter Grundlagen von Mengenver-
knu¨pfungen. Dazu werden Funktionen eingefu¨hrt, die Mengensysteme be-
schreiben ko¨nnen, und ga¨ngige Mo¨glichkeiten neue Mengensysteme von vor-
handenen abzuleiten.
Kapitel 2 handelt von bekannten Mengensystemen, die mit linearer Opti-
mierung in Verbindung gebracht werden ko¨nnen. Zuna¨chst werden die wich-
tigsten Sachverhalte, die sich um die Matroide ranken, beschrieben. Es folgt
eine Einfu¨hrung zum Thema Greedoide, insbesondere die Darlegung der in
der Literatur herausgearbeiteten speziellen Greedoid-Klassen, die interessant
im Zusammenhang mit Algorithmen zur linearen Optimierung sind, ohne auf
geordnete Versionen von Mengen angewiesen zu sein. Es wird eine ausfu¨hrli-
che Abgrenzung dieser Klassen voneinander vorgenommen.
Anschließend wird u¨ber die wichtigsten Wesenszu¨ge der ∆-Matroide berich-
tet. Eine neue Klasse von Greedoiden wird eingefu¨hrt, die im Zusammen-
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spiel mit ∆-Matroiden einen schnellen Greedy-Algorithmus mo¨glich macht,
der nur vom gewo¨hnlichen Mengensystem-Orakel abha¨ngig ist.
Das zentrale Kapitel 3 bescha¨ftigt sich mit den getwisteten Matroiden, ihrer
Einordnung in den Greedoid-Kontext und allen Aspekten der Mengensystem-
analyse, die mit den zuvor gestellten Werkzeugen bearbeitet werden ko¨nnen.
Kapitel 4 ist den Matroid-Twistvereinigungen gewidmet und ihrer Veror-
tung im aufgezogenen Systemgeflecht, welche wiederum in dem Bereich re-
sultiert, der im zweiten Kapitel vorsorglich bereitet wurde. Vorgestellt wer-
den auch die iterierte Twistvereinigung sowie zwei Objekte, die in praktisch
umgesetzten Verfahren zur Lo¨sung zweier Standardprobleme der kombina-
torischen Optimierung Verwendung finden und sich als Twistvereinigungen
ausmachen lassen.
Der letzte Teil der Arbeit, Kapitel 5, thematisiert die Polyedertheorie rund
um Matroide und ∆-Matroide. Es wird gezeigt, dass ein von Dunstan und
Welsh vorgestellter Algorithmus, der das Greedy-Verfahren zur Polymatroid-
Optimierung verallgemeinern sollte, eine genaue Charakterisierung der spa¨ter
eingefu¨hrten bisubmodularen Polyeder liefert. Dies steht im Zusammenhang
mit der Spiegelung von Polyedern, die in Analogie zum Twisten steht und in-
folgedessen weitere Beschreibungen fu¨r ∆-Matroide hervorruft. Zum Schluss
wird das Polyeder zum getwisteten Matroid kurz beschrieben.
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Kapitel 1
Mengen von Mengen
Mit der wachsenden Zunahme der Bedeutung von elektronischer Datenver-
arbeitung wuchs und wa¨chst auch die Zuwendung, welche die diskrete Ma-
thematik erfa¨hrt, da sie Heimstatt der mathematischen Untersuchungen von
Strukturen ist, die sich aus voneinander getrennten Bestandteilen bilden, in
dem Sinne, dass sich kontinuierliche U¨berga¨nge in diesen Strukturen nicht
beliebig verfeinern lassen.
Diese Strukturen korrespondieren besser mit dem Wesen der bisher von Men-
schen gebauten elektronischen Rechner als die der klassischen Mathematik,
da diese Maschinen in nur endlich viele Zusta¨nde geraten ko¨nnen, wenn sie
Modelle fu¨r Probleme umsetzen, fu¨r die sie ein Ergebnis berechnen sollen.
Insbesondere geraten so Strukturen ins Blickfeld der diskreten Mathematik,
die auf Mengen basieren, die sich aus endlich vielen oder, meist im Zuge
von Verallgemeinerungen der Betrachtung, aus ho¨chstens abza¨hlbar vielen
Elementen zusammensetzen. Zu diesen geho¨ren die Mengensysteme als An-
sammlung von Mengen, die ihre Elemente aus einem zuvor festgelegten Be-
reich rekrutieren. Sie werden in diesem Kapitel vorgestellt.
Der Begriff
”
Menge“ und die vielen weiteren Termini wie z.B. Teilmengen
oder Abbildungen, die sich daran anschließen, ko¨nnen mathematisch dem
Gebiet der Algebra zugeordnet werden. Auf diese Grundlagen wird hier nicht
weiter eingegangen, sie ko¨nnen beispielsweise bei [vdW71] studiert werden.
Einige der nun angefu¨hrten Definitionen entfalten einen Sinn erst, wenn sie
sich im Rahmen der spa¨ter beschriebenen, spezielleren Mengensysteme bewe-
gen und stammen urspru¨nglich nur aus der jeweils dazugeho¨rigen Literatur,
bzw. den noch folgenden Kapiteln. Dennoch sollen sie hier so allgemeingu¨ltig
wie mo¨glich an zentraler Stelle eingefu¨hrt werden.
2 KAPITEL 1. MENGEN VON MENGEN
1.1 Mengensysteme
Ein Mengensystem (E,F) besteht aus einer Menge F von Mengen, deren
Elemente einer Grundmenge E entnommen sind.
F ⊆ P(E), X ∈ P(E) ⇔ X ⊆ E.
Ist die Grundmenge zweifelsfrei identifiziert, steht das Symbol F auch alleine
fu¨r das Mengensystem.
Betrachtet werden in dieser Arbeit nur Mengensysteme auf einer Grundmen-
ge E, deren Anzahl n = |E| , n ∈ IN, endlich ist. Mengen, die sich in einem
augenblicklich thematisierten Mengensystem befinden, werden als zula¨ssig
bezeichnet.
Das spezielle Mengensystem 2T (= P(T )) kennzeichnet das vollsta¨ndige Men-
gensystem unterhalb von T ⊆ E, die Boole’sche Algebra.
1.1.1 Extreme Mengen und Basen
Eine Menge X ∈ F wird maximal genannt, wenn kein Y 6= X, Y ∈ F
die Menge X entha¨lt. Der Begriff bezieht sich also auf Erweiterbarkeit und
nicht auf Gro¨ße. Entsprechend wird eine Menge X als minimal bezeichnet,
wenn kein Y 6= X, Y ∈ F , in X enthalten ist. Die Menge der maximalen
Mengen wird symbolisiert durch MAX(F).1 Diese Mengen flankieren das
Mengensystem folgendermaßen:
Bemerkung 1.1.
Jede Menge X ∈ F ist in einer maximalen Menge enthalten, ebenso wie jede
Menge eine minimale Menge entha¨lt.
Beweis
Ist X selbst nicht maximal, so ist es in Y ∈ F mit |Y | > |X| enthalten.
Ist Y selbst nicht maximal, so ist es in ... Diese Argumentationskette endet
spa¨testens bei E, welches, falls in F , natu¨rlich maximal ist. Die analoge
Argumentation funktioniert fu¨r eine minimale Menge.
Im Unterschied zur maximalen Menge wird eine Basis B von F hier definiert
als nicht durch einzelne Elemente erweiterbare Menge:2 ∀x∈E\B B ∪ x /∈ F .
1entsprechend MIN(F)
2B ∪ x = B ∪ {x}, siehe Symbolverzeichnis
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Die Basen bilden die Basismenge B(F). Der Terminus kann auch in Bezug
auf eine beliebige andere Menge A ⊆ E verwendet werden: B ist Basis von
A, wenn kein x ∈ A \B aufzufinden ist, das B ∪ x ∈ F bewerkstelligt.
Evident ist, dass maximale Mengen in jedem Fall auch Basen sind:
MAX(F) ⊆ B(F). Oftmals erfu¨llen die Mengensysteme, die im weiteren
Verlauf untersucht werden, grundlegende Eigenschaften, die bewirken, dass
die Basen auch genau die maximalen Mengen sind.
1.1.2 Mengenweise Vereinigung
Neben den kanonischen Mo¨glichkeiten wie Schnitt und Vereinigung, zwei
Mengensystemen zu verknu¨pfen, gibt es die Variante einer mengenweisen
Vereinigung fu¨r F1 ⊆ P(E1),F2 ⊆ P(E2), E1, E2 ⊆ E.
F1 ∨ F2 = {X ∪ Y | X ∈ F1, Y ∈ F2} .
Sind E1 und E2 als Heimsta¨tten fu¨r F1 und F2 soweit reduzierbar oder so
gegeben, dass sie disjunkt daherkommen, spricht man auch von der direkten
Summe F1 ⊕F2.
Fu¨r die maximalen Mengen einer mengenweisen Vereinigung von Mengensy-
stemen la¨sst sich aussagen:
Bemerkung 1.2.
MAX(F1 ∨ F2) ⊆ MAX(F1) ∨ MAX(F2).
Sind die Grundmengen E1 und E2 disjunkt, so gilt Gleichheit.
MAX(F1 ⊕F2) = MAX(F1) ⊕ MAX(F2).
Beweis
′ ⊆ ′ : X ∈ MAX(F1 ∨ F2) bedeutet X = C1 ∪ C2, C1 ∈ F1, C2 ∈ F2.
Wa¨re C1 /∈ MAX(F1), so existierte C1 ∈ F1, C1 ⊂ C1 und dann
X ⊂ C1 ∪ C2 (∈ F1 ∨ F2) , analog fu¨r C2.
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′ ⊇ ′ : X ∈ MAX(F1) ∨MAX(F2) bedeutet X = B1 ∪B2, B1 ∈ MAX(F1),
B2 ∈ MAX(F2). Angenommen es existierten C1 ∈ F1, C2 ∈ F2 so, dass
X ⊂ C1 ∪ C2. Aus E1 ∩ E2 = ∅ folgte, dass B1 ⊆ C1, B2 ⊆ C2.
Eine der beiden Inklusionen mu¨sste daher, im Widerspruch zur Herkunft
der Bi, eine echte Teilmengenbeziehung sein.
1.1.3 Derivate von Mengensystemen
Abschnitte und Minoren
Von einem k-Abschnitt F (k), k ∈ IN, von F ist die Rede, wenn nur die
Mengen mit ho¨chstens k Elementen herausgeklaubt werden:
F (k) = {X ∈ F | |X| ≤ k} .
Zieht man es vor, nur einen Teilbereich eines Mengensystems F zu betrach-
ten, so gibt es dafu¨r Begriffskategorien, wenn dieser Teil in Bezug zu einer
bestimmten Menge steht.
F T bezeichnet die Restriktion von F auf die in T enthaltenen Mengen:
F T = {X ∈ F | X ⊆ T } .
F \ T ist die Lo¨schung von T ⊆ E aus F :
F \ T = {X ∈ F | X ∩ T = ∅} .
Sie gleicht der Restriktion von F auf E \ T .
F/T beschreibt die Kontraktion von T ⊆ E:
X ∈ F/T ⇐⇒ X ∩ T = ∅ und X ∪B ∈ F , B Basis von T.
Restriktion und Kontraktion sind jeweils kommutativ sowie miteinander ver-
tauschbar. Im Kontext der spa¨ter diskutierten, fu¨r die Optimierung relevan-
ten Mengensysteme bezeichnet man F ′ als einen Minor von F , wenn es
durch mehrere Kontraktionen und Restriktionen aus F hervorgegangen ist.
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Monotone Hu¨lle
Die monotone Hu¨lle (gelegentlich schlicht Hu¨lle) eines Mengensystems
F ⊆ P(E) sammelt alle Teilmengen von Mengen aus F ein und hat daher
die Gestalt H(F) := {X ⊆ E | X ⊆ Y, Y ∈ F }. Sie ist das kleinstmo¨gliche
Unabha¨ngigkeitssystem,3 welches F entha¨lt
Lemma 1.3.
(1) Jede Menge aus der Hu¨lle eines Mengensystems ist in einer maximalen
Menge desselben enthalten.
(2) Die maximalen Mengen eines Mengensystems bestimmen eindeutig sei-
ne Hu¨lle und umgekehrt:
MAX(F1) = MAX(F2) ⇐⇒ H(F1) = H(F2).
(3) Die maximalen Mengen eines Mengensystems sind auch genau diejeni-
gen ihrer Hu¨lle: MAX(H(F)) = MAX(F).
Beweis
(1) : Fu¨r X ∈ H(F) findet man Y ∈ F , X ⊆ Y.
Nach Bem. 1.1 wiederum findet sich ein B ∈ MAX(F), Y ⊆ B.
(2) : ′ ⇒ ′ : X ∈ H(F1) ⇒
(1)
∃B1∈MAX(F1) X ⊆ B1, und wegen B1 ∈ F2
ist X ∈ H(F2). Genauso verfa¨hrt man auch andersherum.
′ ⇐ ′ : Jedes B ∈ MAX(F1) (⊆ H(F1)) ist nach Vor. in H(F2).
Daher ∃B∈MAX(F2) B ⊆ B wegen (1). Umgekehrt ex. entsprechend
B1 ∈ MAX(F1) mit B ⊆ B1. Die jeweilige Maximalita¨t bewirkt
B = B = B1 und also B ∈ MAX(F2). Erneut la¨sst sich andersherum
gleichermaßen argumentieren.
3siehe 2.2.1
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(3) : Eine F -maximale Menge kann keine echte Obermenge in der Hu¨lle
haben, weil diese wiederum eine Obermenge in F ha¨tte. Eine maximale
Menge der Hu¨lle kann keine echte Obermenge in F haben, weil diese sich
auch selbst in der Hu¨lle befa¨nde.
Duale Systeme
Das Komplemente-Dual eines Mengensystems F wird abgeku¨rzt mit F (∗)
und definiert durch
F (∗) := {E \X | X ∈ F } ,
was F (∗)(∗) = F mittra¨gt. Obwohl diese Dualita¨t in mancherlei Hinsicht
die eher natu¨rliche fu¨r viele Mengensysteme ist, wird die Ergiebigkeit des
Matroid-Duals4 hier dadurch gewu¨rdigt, dass der umsta¨ndlichere Name die-
ser einfacher definierten Dualita¨t zuteil wird.
Der Verallgemeinerung des Matroid-Duals wird also die Bezeichnung Dual
F∗ eines Mengensystems F reserviert, definiert als monotone Hu¨lle der Menge
der Komplemente seiner Basen:
F∗ = H(B(F)(∗)) = H({B | E \B ∈ B(F)}).
Im Allgemeinen wird F∗∗ = F so verfehlt.
Bemerkung 1.4.
Die maximalen Mengen eines Mengensystems sind die Komplemente der mi-
nimalen Mengen seines Komplemente-Duals und umgekehrt:
MAX(F) = MIN(F (∗))(∗) und MIN(F) = MAX(F (∗))(∗).
Beweis
Die Behauptungen verbergen sich hinter X ⊆ Y ⇔ (E \ Y ) ⊆ (E \X).
4siehe 2.2.5
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1.1.4 Die symmetrische Differenz ∆
Der Mengenoperator ∆ 5 operiert auf einem Paar von Mengen mit der Ab-
sicht, die Elemente zu identifizieren, die in genau einer der beiden Mengen
enthalten sind. Er bildet eine symmetrische Differenz von X ⊆ E und
Y ⊆ E:
X ∆ Y = (X \ Y ) ∪ (Y \X) .
Alternativ la¨sst sich ∆ tatsa¨chlich als Differenz betrachten:
X ∆ Y = (X ∪ Y ) \ (X ∩ Y ).
Sofort ersichtlich und dem Begriff innewohnend ist die Kommutativita¨t dieser
Operation: X ∆ Y = Y ∆ X. Die am einfachsten mit Hilfe eines Venn-
Diagramms nachzuvollziehende Gleichung:
(X ∆ Y ) ∆ Z = (X ∩ Y ∩ Z) ∪ (X \ (Y ∪ Z)) ∪ (Y \ (X ∪ Z))
∪ (Z \ (Y ∪X)), Z ⊆ E
u¨berzeugt mit ihrer symmetrischen Gestalt von der Assoziativita¨t des ∆, was
eine Klammersetzung wie oben von hier ab u¨berflu¨ssig macht. Offensichtlich
ist X ∆ ∅ = X und X ∆X = ∅, was die leere Menge zum neutralen Element
macht und jeder Menge ein Inverses ermo¨glicht.
Somit definiert die Menge aller Teilmengen von E, P(E), bezu¨glich des Ope-
rators nu¨tzlicherweise eine abelsche Gruppe (P(E),∆) der Ordnung 2.
Bezieht man den Schnitt als ebenso kommutativen wie assoziativen Operator
mit E als neutralem Element in die Betrachtungen ein, dann entpuppt sich
(P(E),∆, ∩ ) gar als kommutativer Ring, weil sich in
X ∩ (Y ∆ Z) = (X ∩ (Y \ Z)) ∪ (X ∩ (Z \ Y ))
=
Lemma 1.5
((X ∩ Y ) \ Z) ∪ ((X ∩ Z) \ Y )
= ((X ∩ Y ) \ (X ∩ Z)) ∪ ((X ∩ Z) \ (X ∩ Y ))
= (X ∩ Y ) ∆ (X ∩ Z)
die Distributivita¨t des kommutativen Halbrings (P(E),∪, ∩ ) zum Nachweis
5als griechisches Delta
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der Distributivita¨t der untersuchten Struktur verwenden la¨sst. Die algebrai-
schen Begriffe Gruppe und Ring werden ebenfalls in [vdW71] behandelt.
Das Twisten eines Mengensystems F mit einer Menge N ⊆ E resultiert im
getwisteten Mengensystem
F ∆N = {Y ∆N | Y ∈ F } ,
das die symmetrischen Differenzen aller Mengen von F mit einer speziellen
Menge N ⊆ E versammelt. Das Twisten fu¨hrt in allen Mengen des Mengen-
systems zum kompletten Austausch der Elemente aus N .
1.2 Nu¨tzliche Mengenlehre
Die nun angefu¨hrten Gleichungen sind nu¨tzliche Werkzeuge bei der
Durchfu¨hrung der spa¨teren Analysen.
Lemma 1.5.
Fu¨r Mengen T,X, Y ⊆ E gilt
(1) (X\Y )∩ T = (X ∩ T )\Y = (T \Y )∩X = (T \Y )∩ (X ∩ T ).
(2) T \ (Y \X) = (T \ Y ) ∪ (X ∩ T ).
(3) |X \ Y | = |X| − |X ∩ Y |.
(4) X ∩ Y = ∅ ⇒ (X ∪ Y ) ∆ T = X ∆ Y ∆ T .
(5) (E \X) ∆ T = E \ (X ∆ T ) = X ∆ (E \ T ).
(6) (E \X) ∆ (E \ Y ) = X ∆ Y .
(7) F = F1 ⊕F2 ⇒ F (∗) = F (∗)1 ⊕F (∗)2
(Komplementbildung in der jeweiligen Grundmenge).
(8) (F1 ∪ F2)(∗) = F (∗)1 ∪ F (∗)2 .
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Beweis
Gleichungen zum Thema Mengen sind oftmals optisch am einga¨ngigsten:
(1) und (2): (X \ Y ) ∩ T, T \ (Y \X) (4): (X ∪ Y ) ∆ T
Abbildung 1.1: Venn-Diagramme
(5) : y ∈ (E \X) ∆ T ⇔ y ∈ (E \X) \ T oder y ∈ T \ (E \X)
⇔ y ∈ E \ (X ∪ T ) oder y ∈ T ∩ X,
ebenso y ∈ E \ (X ∆ T ) ⇔ y /∈ X ∆ T
⇔ y ∈ E \ (T ∪X) oder y ∈ T ∩ X.
Da diese Feststellung symmetrisch in T und X ist, muss zur U¨bertragung
auf den letzten Term nicht weiter argumentiert werden.
(6) folgt direkt aus (5).
(7) : F ⊆ E, F1 ⊆ E1, F2 ⊆ E2, E = E1 ∪ E2, E1 ∩ E2 = ∅.
X ∈ F (∗) ⇔ E \X ∈ F ⇔ (E1 \X) ∪ (E2 \X) ∈ F
⇔ (E1 \X) ∪ (E2 \X) ∈ F1 ⊕F2
⇔ (E1 \X) ∈ F1 und (E2 \X) ∈ F2
⇔ X ∩ E1 ∈ F (∗)1 und X ∩ E2 ∈ F (∗)2
⇔ X = (X ∩ E1) ∪ (X ∩ E2) ∈ F (∗)1 ⊕F (∗)2 .
(3) und (8) bedu¨rfen keiner Anstrengungen.
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1.3 Beschreibende Funktionen
1.3.1 Rang
Allen Teilmengen X der Grundmenge E la¨sst sich ein Rang zuordnen, der
durch das Mengensystem F definiert wird:
r(X) = rF(X) = max {|Y | | Y ⊆ X, Y ∈ F } .
Es ist sinnvoll, hierbei ∅ ∈ F vorauszusetzen, um Verrenkungen zu ver-
meiden. Dann ergibt sich leicht, dass r als Funktion 2E nach ZZ+ abbildet,
r(X) nach oben beschra¨nkt ist durch |X| , X ⊆ E, und die Monotonie
r(X) ≤ r(Y ) fu¨r X ⊆ Y ⊆ E. Das Mengensystem F wird so unzweideutig
durch r charakterisiert:
F = {X ⊆ E | r(X) = |X|} .
Der Rang des Mengensystems r(F) soll ein Synonym fu¨r den Rang der
Grundmenge r(E) sein.
1.3.2 Hu¨llenoperator
Mit Hilfe dieser Rangfunktion lassen sich abgeschlossene Mengen bezu¨glich
F in P(E) ausmachen. Es sind diejenigen, denen kein weiteres Element zu-
gefu¨gt werden ko¨nnte, ohne dass der Rang anstiege.
Der Hu¨llenoperator σ : P(E) −→ P(E) beschreibt den Abschluss einer
Menge X durch
σ(X) = {y ∈ E | r(X ∪ {y}) = r(X)} ,
so dass sich die abgeschlossenen Mengen als Fixpunkte herauskristallisieren
(σ(X) = X). Es gilt die Eigenschaft X ⊆ σ(X). Zudem beschreibt auch der
Hu¨llenoperator das Mengensystem in eindeutiger Weise.
Bemerkung 1.6.
F = {X ⊆ E | ∀x∈X x /∈ σ(X \ x)} .
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Beweis
Ist X ∈ F , dann wu¨rde x ∈ X ∩ σ(X \ x) bedeuten, dass
r(X) = r(X \ x) ≤ |X \ x| = |X| − 1 .
Ist X /∈ F , dann existiert eine maximale Menge Y ⊂ X in F , r(X) = |Y |
und fu¨r x ∈ X \ Y ist r(X) ≥ r(X \ x) ≥ r(Y ) = |Y | = r(X),
also x ∈ σ(X \ x).
U¨ber die abgeschlossenen Mengen la¨sst sich eine Beziehung zwischen zwei
Mengensystemen, die in der gleichen Grundmenge residieren, herstellen. De-
finiert wird, dass ein Mengensystem (E,F1) als starkes Abbild vom Men-
gensystem (E,F2) bezeichnet wird, symbolisch F2 ↪→ F1, wenn jede ab-
geschlossene Menge bezu¨glich F1 auch eine solche bezu¨glich F2 ist. Diese
Beziehung entfaltet ihre Bedeutung auch erst im Zusammenhang mit Matro-
iden.6
1.3.3 ∆-Rang
Eine weitere beschreibende Funktion, die ihre wichtigste Aufgabe im Bereich
der ∆-Matroide7 findet, kann fu¨r allgemeine Mengensysteme angegeben wer-
den. Sie operiert auf Paaren von disjunkten Mengen in P(E), na¨mlich auf
3E =
{
(X, Y ) ∈ P(E)2 | X ∩ Y = ∅} .
Der ∆-Rang r∆ = r∆F von (X,Y ) in einem Mengensystem F kann anschau-
lich definiert werden als Versuch, mit einem Mitglied aus F mo¨glichst viele
Elemente der ersten und zugleich mo¨glichst wenige der zweiten Menge mit-
zunehmen:
r∆ : 3E −→ IN, r∆(X, Y ) = max
F∈F
(|F ∩ X| − |F ∩ Y |).
Das gibt dem Maximum eine erho¨hte Anzahl Mo¨glichkeiten, will meinen
Bemerkung 1.7.
Fu¨r X ⊆ E ist fu¨r alle Y ⊆ E \X stets
r(X) ≤ r∆(X, Y ).
6siehe 2.2.5
7siehe 2.4
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Beweis
X ⊆ E, F ∈ F , F ⊆ X, r(X) = |F |. Dann ist
r(X) = |X ∩ F | − |Y ∩ F | ≤ r∆(X, Y ) fu¨r alle Y ⊆ E \X.
Auch der ∆-Rang beschreibt ein Mengensystem eindeutig, denn evident be-
steht es als
F = {X ⊆ E ∣∣ r∆(X,E \X) = |X|} .
Kapitel 2
Mengensysteme und
Algorithmen
Ein Mittel, diskrete Mathematik zur Anwendung zu bringen, insbesonde-
re bei elektronischer Unterstu¨tzung, stellen die Algorithmen dar. Sie geben
schematisierte, in Einzelschritte zerlegte Lo¨sungsverfahren fu¨r eine Aufgabe
vor und ko¨nnen als Vorschrift genutzt werden, diese Lo¨sungsverfahren auf
Rechenautomaten zu implementieren. Die Mathematik dient dazu, Gewa¨hr
fu¨r die korrekte Funktionsweise oder auch fu¨r die Effizienz zu liefern.
Darum sind solche Strukturen bzw. Mengensysteme besonders interessant,
die mit effizienten Algorithmen in Verbindung gebracht werden ko¨nnen, in-
dem sie diese unterstu¨tzen oder u¨berhaupt ermo¨glichen. In diesem Kapitel
werden einige ausgewa¨hlte Mengensysteme vorgestellt, die eine Affinita¨t zu
besonders einfachen Algorithmen aufweisen.
2.1 Greedy-Algorithmen, Laufzeiten und
Orakel
Einige Problemstellungen, die nach Optimierung auf Mengensystemen
verlangen, lassen sich bereits durch Verfahren lo¨sen, die einem Pro-
blemlo¨sungsbeauftragten vermutlich auch unmittelbar als erste Idee gekom-
men wa¨ren. Zu diesen heuristisch motivierten Verfahren geho¨ren die
”
Gree-
dy“-Algorithmen. Nicht exakt definiert, beschreibt der Begriff solche Verfah-
ren, die sich iterativ lediglich in ihrer unmittelbaren lokalen Umgebung nach
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einer Lo¨sungsverbesserung umsehen und keine annullierenden Schritte vor-
nehmen, um an einem bereits begangenen Punkt andere Wege einzuschlagen
(
”
Backtracking“).
Solche Optimierungsalgorithmen sind von Natur aus effizient in Hinsicht ih-
res Zeitverbrauchs. Das Kriterium hierzu wird als
”
Laufzeit“ bezeichnet und
im Allgemeinen in Abha¨ngigkeit von einer Ausgangsgro¨ße gemessen, die in
vernu¨nftiger Art und Weise die Quantita¨t der Eingabe, das heißt der Daten,
auf denen gerechnet wird, repra¨sentiert. Im Folgenden soll einleuchtender-
weise n = |E| diese Bezugsgro¨ße sein. Das Gu¨tesiegel
”
effizient“ wird hier
synonym dazu verwendet, dass polynomielle Laufzeit erzielt werden kann.
Das soll bedeuten, dass ein Polynom abha¨ngig von n angegeben werden kann,
dessen Wert fu¨r die Eingabegro¨ße jedes derartigen Problems mindestens so
groß ist, wie die Anzahl der notwendigen elementaren Schritte des Lo¨sungs-
verfahrens.
Auf irgendeine Art muss ein gegebenes Mengensystem beschreibbar sein,
denn kein Algorithmus kommt umhin, wa¨hrend seiner Ta¨tigkeit eine Ant-
wort auf die Frage zu verlangen, ob eine Menge Teil des Systems ist oder
nicht, sei die Frage so direkt oder in abgewandelter Form gestellt. Fu¨r kon-
kret vorliegende Probleme lassen sich solcherlei Fragen meistens unvermittelt
oder mit geringem Aufwand beantworten, andererseits sind wiederum Men-
gensysteme vorstellbar, die dazu zeitraubende Prozeduren verlangen.
In dieser Arbeit werden Mengensysteme in weitestgehend abstrakter Weise
behandelt. Das hat zur Folge, dass auch die Beschreibung des Mengensy-
stems aus Sicht eines Algorithmus im Abstrakten verbleiben muss. Dennoch
ko¨nnen Laufzeituntersuchungen angestellt werden, indem man die Laufzeit
eben weitestgehend von der oben genannten Fragestellung abkoppelt. Dies
geschieht durch die Verwendung von
”
Orakeln“.
Man setzt damit voraus, dass eine geeignete Fragestellung sofort, das heisst
in konstanter Zeit (bezogen auf die Problemgro¨ße) zu beantworten ist. Dies
erweist sich fu¨r die allermeisten realen Umsetzungen als angemessen. Im Ein-
zelfall ko¨nnen diese Orakel aber, so wie die Fragestellung, variieren.1 In die-
ser Abhandlung wird Wert darauf gelegt, eine mo¨glichst kurze Laufzeit in
Abha¨ngigkeit vom
”
gewo¨hnlichen Mengensystem-Orakel“ zu erreichen. Das
bedeutet, nicht mehr vorauszusetzen, als dass man fu¨r die Frage
”
X ∈ F ?“
fu¨r eine vorliegende Menge X bezu¨glich eines Mengensystems F konstanten
Zeitaufwand ansetzen darf. Dort, wo ein Greedy-Algorithmus nach einem lei-
stungsfa¨higeren Orakel verlangt, wird darauf hingewiesen. Es wird hier u.a.
1siehe 2.3.3, 2.4.2
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beschrieben, wie ein anspruchsvolleres Orakel selbst wieder als Optimierungs-
problem formuliert werden kann und dann unter gu¨nstigen Umsta¨nden auf
Grundlage des gewo¨hnlichen Mengensystem-Orakels simulierbar wird.
Praktisch reichte es aus, wenn mit einem weiteren effektiven Rechenverfahren
die Mitgliedschaft einer Menge im System u¨berpru¨ft werden ko¨nnte, um die
Laufzeit insgesamt nicht zu beeintra¨chtigen. Da real zu bearbeitende Men-
gensysteme vorwiegend implizit aus der Kodierung eines passenden Modells
fu¨r das zu untersuchende Problem hervorgehen, sollte ein solches Orakel in
der Praxis meist als effektive Subprozedur realisiert werden ko¨nnen. Eine
explizite Liste der Mengen oder auch nur der Basen (z.B. beim Matroid2)
kann leicht exponentielle Gro¨ße erreichen und ist darum meistens schlecht zu
handhaben.
Sehr ausfu¨hrliche Untersuchungen zu Laufzeiten und der Komplexita¨t be-
kannter und denkbarer Problemstellungen sind Gegenstand der Komple-
xita¨tstheorie und nachzulesen in [GJ79].
Die Zweifel im Zusammenhang mit Greedy-Algorithmen bestehen eher darin,
ob ein solches Verfahren auch tatsa¨chlich zu einer optimalen Lo¨sung findet.
Es erweist sich, dass das Gelingen fu¨r alle diese Algorithmen auf Mengen-
systeme beschra¨nkt bleibt, die gewisse, von der Spezifizierung des Greedy
im Einzelfall abha¨ngige Strukturen vorweisen ko¨nnen. Die Abschnitte dieses
Kapitels stellen einige wohlbekannte Klassifizierungen von Mengensystemen
vor, die derart angenehme Strukturen zu eigen haben.
Das ausschließliche Interesse dieser Arbeit liegt in der Betrachtung des
Problems, die optimale Menge bezu¨glich einer Gewichtsfunktion auf E,
c : E −→ IR im Sinne der Summe von Einzelgewichten c(X) = ∑
x∈X
c(x),
X ⊆ E (c(∅) = 0) zu ermitteln. Eine solche Zielfunktion wird als linear
bezeichnet und der Vorgang
”
Lineare Optimierung“ genannt, weil die Ein-
bettung des Vorgangs in den Vektorraum IRE einer linearen Optimierung
nach gebra¨uchlicher Aufffassung gleichkommt.3
2.2 Matroide
Wird das Problem eben darin gesehen, lineare Optimierung durchzufu¨hren,
dann erweist sich eine Sorte von Mengensystemen, na¨mlich die der Matroide,
2siehe 2.2
3siehe Kap. 5
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als besonders gu¨nstige Grundlage, weil sie mit einem besonders einfachen
Greedy-Algorithmus korrespondiert.
Dieser fu¨gt einfach (bei Maximierung) das wertvollste Element zur aktuellen
Menge hinzu, falls die so entstehende Menge zum Mengensystem geho¨rt. Das
erweist sich als genau passend fu¨r Matroide.
Die klassischen Matroide entstammen der Abstrahierung von linearer Un-
abha¨ngigkeit bzw. aus der Graphentheorie. Ihre
”
Erfindung“wird H .Whit-
ney4 zugeschrieben. Etwa zeitgleich entwickelte Birkhoff5 etwas entsprechen-
des im Zusammenhang mit der Verbandstheorie. Matroide und ihre Anwen-
dungen geho¨ren heute, vor allem wegen ihrer harmonischen Beziehung zum
Greedy-Algorithmus, zu den meistbehandelten Objekten der kombinatori-
schen Optimierung seit Tutte6 sie ins Licht setzte. Ausfu¨hrliche Darstellun-
gen der Matroid-Theorie befinden sich in [Wel76] und [Oxl92].
2.2.1 Unabha¨ngigkeitssysteme
Motiviert durch wichtige Termini im Zusammenhang mit Ko¨rpern und Vek-
torra¨umen heißt ein Mengensystem F ⊆ P(E) Unabha¨ngigkeitssystem,
wenn
Y ∈ F , X ⊆ Y =⇒ X ∈ F .
Die darin befindlichen Mengen werden in entsprechendem Kontext un-
abha¨ngige Mengen genannt.
Die Aussagen zweier trivialer Bemerkungen werden spa¨ter noch beno¨tigt.
Bemerkung 2.1.
Im Unabha¨ngigkeitssystem sind Basen und maximale Mengen ein und das-
selbe: MAX(F) = B(F).
Beweis
Eine Basis B, die nicht maximale Menge wa¨re, besa¨ße eine Obermenge Y ,
die im Unabha¨ngigkeitssystem wiederum zwangsla¨ufig irgendein, dem Men-
gensystem zugeho¨riges B ∪ x, x ∈ E \B, enthielte.
4vgl. [Whi35]
5vgl. [Bir35]
6vgl. [Tut58]
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Bemerkung 2.2.
Ein Unabha¨ngigkeitssystem F ist monotone Hu¨lle seiner Basen:
F = H(B(F)).
Beweis
Einerseits ist nach Bem. 1.1 und Bem. 2.1 das Mengensystem F Teilmenge
von H(B(F)), andererseits ist jede Teilmenge einer Basis auch in F , eben
weil F ein Unabha¨ngigkeitssystem vorstellt.
In Unabha¨ngigkeitssystemen besteht eine Beziehung zwischen Rang und
∆-Rang:
Bemerkung 2.3.
In einem Unabha¨ngigkeitssystem F gilt fu¨r X ⊆ E
rF(X) = r∆F (X, Y ) fu¨r alle Y ⊆ E \X.
Beweis
Die Vorgabe lautet X, Y ⊆ E, X ∩ Y = ∅. Nun nehme man C ∈ F ,
r∆(X, Y ) = |X ∩ C| − |Y ∩ C|. Es ist dann auch X ∩ C (⊆ C) ∈ F .
Also r(X) ≥ |X ∩ C| ≥ r∆(X, Y ). Die kontra¨re Abscha¨tzung stammt aus
Bem. 1.7.
2.2.2 Axiomatisierung
Ein Unabha¨ngigkeitssystem F 6= ∅ heißt Matroid, wenn die Augmentie-
rungseigenschaft gu¨ltig ist:
X, Y ∈ F , |X| < |Y | =⇒ ∃y∈Y \X X ∪ y ∈ F . (AE)
Lemma 2.4.
Eine zu den zuvor aufgestellten Matroid-Bedingungen a¨quivalente Forderung
an ein Mengensystem, genauer an dessen Basismenge B = B(F), ist das
Austauschaxiom, welches lautet
B1, B2 ∈ B, x ∈ B1 \B2 =⇒ ∃y∈B2\B1 B1 \ x ∪ y ∈ B. (AA)
Pra¨ziser formuliert stimmt einerseits diese Aussage fu¨r die Basismenge ei-
nes Matroids und andererseits ist jedes Mengensystem B, welches das Aus-
tauschaxiom erfu¨llt, Basismenge eines Matroids, also (Bem. 2.2) von H(B).
Insbesondere sind alle Mengen in B von gleicher Kardinalita¨t.
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Beweis: [KLS91], S.10
Folgender Hilfssatz, der allgemein fu¨r Mengensysteme mit der Augmentie-
rungseigenschaft (AE) Gu¨ltigkeit besitzt und die mehrstufige Augmentierung
behandelt, wird fortan ha¨ufig beno¨tigt.
Lemma 2.5.
Fu¨r X, Y ∈ M (Matroid), |X| ≤ |Y |, existiert eine Menge C ⊆ Y \ X so,
dass X ∪ C ∈M und |X ∪ C| = |Y | gelten.
Beweis
Bei |X| = |Y | wa¨hle C = ∅. Beim induktiven Vorgehen u¨ber
n = |Y |−|X| , n ≥ 1, verwendet man die Augmentierungseigenschaft (AE).
∃y∈Y \X X ∪ y ∈M, |Y | − |X ∪ y| = n− 1
⇒ ∃C′⊆Y \(X∪y) X ∪ y ∪ C ′︸ ︷︷ ︸
=:C
∈M, |X ∪ C| = |Y | , C ⊆ Y \X
Eine nu¨tzliche Eigenschaft der Matroid-Basen, die die Aussage des Aus-
tauschaxioms verfeinert, sei noch hintangestellt.
Lemma 2.6.
Fu¨r Mengen X, Y aus einem Matroid M, die von gleicher Anzahl sind, also
insbesondere fu¨r Basen, und ein Element x ∈ X \Y gibt es folgende Mo¨glich-
keit des Austauschs:
∃y∈Y \X X \ x ∪ y ∈M und Y \ y ∪ x ∈M.
Beweis
Es liege x ∈ X \ Y vor.
K := {k ∈ Y \X | Y \ k ∪ x ∈M} . K ⊆ Y \X
⇒ Z := (X ∩ Y ) ∪K (⊆ Y ) ∈M und |Z| ≤ |Y | = |X| . Lemma 2.5
liefert C ⊆ X \ Z = X \ Y, Z ∪ C ∈M, |Z ∪ C| = |Y | = |X| .
Wa¨re x ∈ C, so Z ∪ x ∈M, |Z ∪ x| ≤ |Z ∪ C| = |Y | . Es existierte
D ⊆ Y \ (Z ∪ x) ⊆ Y mit Z ∪D ∪ x ∈M, |Z ∪D ∪ x| = |Y | .
Wegen Z ∪D ⊆ Y mu¨sste u¨bereinstimmen Z ∪D ∪ x = Y \ k0 ∪ x,
k0 ∈ Y \ (Z ∪D) ⊆ Y \K, da K ⊆ Z, aber k0 mu¨sste in K sein. 
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Somit x /∈ C, ergo x /∈ Z ∪ C. |X \ x| = |Z ∪ C| − 1 ⇒
(AE)
X \ x ∪ y ∈M,
mit einem y ∈ (Z ∪ C) \X =
C ⊆ X
K. Demnach ist auch Y \ y ∪ x ∈M.
2.2.3 Beispiele
Das eine traditionelle Beispiel identifiziert alle linear unabha¨ngigen Vektor-
mengen eines Vektorraums als Matroid. Gleichwertig dazu ist die Definition
der linearen Matroide als Spaltenindexmengen von linear unabha¨ngigen
Spaltenvektoren einer vorliegenden Matrix, wenn man im Finiten verbleibt.
Das andere klassische Beispiel ist dasjenige der graphischen Matroide, wo
die Grundmenge die Kantenmenge E eines Graphen G ist und die Kanten-
mengen aller kreisfreien kanteninduzierten Untergraphen ein MatroidM(G)
bilden. Diejenigen darunter, die G aufspannen, sind die Basen. Da Graphen
in dieser Arbeit einige Male Erwa¨hnung oder Verwendung finden, wird fu¨r
eine Einfu¨hrung in die Graphentheorie auf [Bol79] und [Ber85] verwiesen.
I) Ein explizit notiertes Matroid-Mengensystem wa¨re M˜,
E = {1, 2, 3, 4, 5}:
{1, 2, 3} {1, 2, 4} {2, 3, 5} {2, 4, 5}
{1, 2} {1, 3} {1, 4} {2, 3} {2, 4}
{2, 5} {3, 5} {4, 5}
{1} {2} {3} {4} {5}
∅
II) Ein anderes einfaches Beispiel sei zwecks spa¨terer Verwendung noch
angefu¨gt mit M̂, E = {1, 2, 3, 4}:
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{1, 2} {1, 3} {2, 4} {3, 4}
{1} {2} {3} {4}
∅
2.2.4 Optimierung
Der Matroid-Greedy-Algorithmus (MGA) zum Auffinden von X ∈ F
mit c(X) ≥ c(Y ) fu¨r alle Y ∈ F bei linearer Zielfunktion c : E −→ IR+ hat
beispielhaft folgende Gestalt:
1. X := ∅
2. T := {x ∈ E \X | X ∪ x ∈ F }
3. Wenn T = ∅ STOP
4. Finde x0 ∈ T mit c(x0) ≥ c(y) fu¨r alle y ∈ T
5. X := X ∪ x0
6. Gehe zu 2.
Man kann ihn auch in der Weise formulieren, dass er sich einer Vorsortierung
von E gema¨ß c bedient. Er wirkt zudem auch grundsa¨tzlich fu¨r eine beliebig
reellwertige Zielfunktion c : E −→ IR, indem man die negativ gewichteten
Elemente einfach außer Acht la¨sst. Behandelt man sie dagegen wie zuvor,
dann landet der (MGA) bei einer maximalgewichtigen Basis, die aber nicht
unbedingt das maximale Gewicht bezogen auf das gesamte Mengensystem
einbringt.
Offenkundig besitzt der (MGA) polynomielle Laufzeit, genauer quadratische
(verbesserbar mit Vorsortierung), wenn das Vorhandensein des gewo¨hnlichen
Mengensystemorakels gewa¨hrleistet ist.
Der Algorithmus steht in einem sehr direkten Verha¨ltnis zu den Matroiden
und liefert neuerlich eine Mo¨glichkeit zur Axiomatisierung. Nachdem Krus-
kal7 diesen Zusammenhang auf Graphen in Bezug auf aufspannende Ba¨ume
beru¨hmt gemacht hat, stammt die Verallgemeinerung urspru¨nglich von Ra-
do.8
7vgl. [Kru56]
8vgl. [Rad57]
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Satz 2.7.
Ist F ein Unabha¨ngigkeitssystem und c eine nicht negative Gewichtsfunktion,
so liefert (MGA) immer die optimale Lo¨sungsmenge X genau dann, wenn F
ein Matroid ist.
Beweis: [Wel76], Kap. 19
2.2.5 Eigenschaften und Funktionen
Zusa¨tzliche nu¨tzliche Erkenntnisse, die Abko¨mmlinge9 von Matroiden betref-
fen kann man den Kapiteln 4 und 8 in [Wel76] entnehmen:
Proposition 2.8.
(1) Restriktionen und Kontraktionen auf Matroiden bezu¨glich beliebiger
Teilmengen der Grundmenge bleiben Matroide.
(2) Ebenso ist der k-Abschnitt eines Matroids ein Matroid.
(3) Die mengenweise Vereinigung von Matroiden, mitunter als Summe
von Matroiden bezeichnet, ist ein Matroid.
(4) Die Menge der Basen-Komplemente erfu¨llt das Austauschaxiom, also
ist das DualM∗ eines MatroidsM selbst Matroid, B(M∗) = B(M)(∗).
(5) Es gilt M∗∗ =M und r(M∗) = |E| − r(M).
Rang und Submodularita¨t
Da alle Basen von identischer Kardinalita¨t r(E) sind,10 beschreibt diese Zahl
den Rang des Matroids r(M). Zusa¨tzlich zu Monotonie und Beschra¨nktheit
muss der Matroid-Rangfunktion11 r attestiert werden, dass sie keine großen
Spru¨nge machen kann:
r(X) ≤ r(X ∪ y) ≤ r(X) + 1, X ⊆ E, y ∈ E.
9siehe 1.1.3
10siehe Lemma 2.4
11siehe 1.3.1
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Als ergiebiger Ausgangspunkt einer Verallgemeinerung der Matroid-Theorie
zeigte sich eine Eigenschaft der Rangfunktion, die Submodularita¨t, die
ebenfalls geeignet ist, Matroide zu kennzeichnen.
Eine Funktion f : P(E) −→ IR wird als submodular bezeichnet, wenn
f(X ∪ Y ) + f(X ∩ Y ) ≤ f(X) + f(Y ) ∀X,Y⊆E .
Die Bedeutung submodularer Funktionen in der diskreten Mathematik, die
der der konvexen bzw. konkaven Funktionen im kontinuierlichen Bereich
a¨hneln, beschreiben Lova´sz12 und Fujishige.13 Sie sind eng an die Matroide
gebunden durch den
Satz 2.9.
Eine nicht negative, ganzzahlwertige Funktion f auf P(E), beschra¨nkt durch
f(X) ≤ |X| , X ⊆ E und monoton f(X) ≤ f(Y ), X ⊆ Y ⊆ E ist genau
dann submodular, wenn sie Rangfunktion eines Matroids auf E ist.
Beweis: [Wel76], Kap.8
Hu¨llenoperator und Verba¨nde
Auch der Hu¨llenoperator manifestiert eine Bru¨cke zu einer anderen Axioma-
tisierung der Matroide, die dem Gebiet der Verbandstheorie entstammt.
Er ist14, wenn vom Matroid induziert, monoton (σ(X) ⊆ σ(Y ) fu¨r
X ⊆ Y ⊆ E), erfu¨llt die Steinitz-MacLane-Austausch-Eigenschaft,
∀X,Y⊆E, x,y∈E y /∈ σ(X), y ∈ σ(X ∪ x) ⇒ x ∈ σ(X ∪ y),
und ist idempotent: σ(σ(X)) = σ(X).
Letzteres bewirkt, dass die abgeschlossenen Mengen den Bildmengen des
Operators entsprechen. Diese abgeschlossenen Mengen stellen mit Hilfe der
Teilmengenordnung einen geometrischen Verband her, wenn fu¨r abgeschlos-
sene X, Y ⊆ E der Schnitt als Infimum und die Hu¨lle der Vereinigung als
Supremum gewa¨hlt wird. Insbesondere also ist der Schnitt abgeschlossener
Mengen abgeschlossen. Aber Matroide lassen sich u¨ber solche Verba¨nde gar
definieren.
12vgl. [Lov83]
13vgl. [Fuj91]
14vgl. [Wel76], Kap. 1
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Satz 2.10.
Jeder geometrische Verband ist isomorph zum Verband abgeschlossener Men-
gen eines Matroids.
Beweis: [Wel76], Kap. 3
Ohne hier na¨her darauf einzugehen, was es fu¨r einen Verband bedeutet, geo-
metrisch zu sein, sei zum Thema Verba¨nde auf [Bir67] sowie [CD73] verwie-
sen.
Starke Abbildung
Die Identifizierung von Matroiden mit Verba¨nden ermo¨glicht auch die bis
dato als natu¨rlichste Art und Weise angesehene Mo¨glichkeit, eine Verbin-
dung zwischen zwei Matroiden gleicher Grundmenge herzustellen. Eine sol-
che Verbindung wird induziert von speziellen Homomorphismen zwischen
geometrischen Verba¨nden, den starken Abbildungen. Die Eigenschaften die-
ser Abbildung erweisen sich dann als a¨quivalent zur Forderung aus 1.3.2, die
die Definition der starken Abbildung zwischen Matroiden etabliert.15
Eine andere, formale Charakterisierung findet sich in [KLS91] fu¨r den Fall
verschachtelter, rang-benachbarter Matroide in der Weise von
Lemma 2.11.
Fu¨r MatroideM1 undM2, M1 ⊆M2, bei r(M1)+1 = r(M2) istM1 ein
starkes Abbild von M2 genau dann, wenn folgende Bedingung erfu¨llt ist:
B ∈ B(M1), z ∈ B, x, y /∈ B, B \ z ∪ {x, y} ∈ B(M2)
⇒ B ∪ y ∈ B(M2) oder B \ z ∪ y ∈ B(M1).
2.2.6 Matroid-Schnitt
Eines der interessantesten Objekte der kombinatorischen Optimierung ent-
steht, wenn man zwei Matroide zum Schnitt bringt. Der Schnitt ist selbst
zwar Unabha¨ngigkeitssystem aber normalerweise kein Matroid, wie das ein-
fachste Beispiel hierzu belegt:
15vgl. [Wel76], Kap. 17
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{1, 2} {1, 3} {2, 4} {3, 4} {1, 2} {1, 4} {2, 3} {3, 4}
{1} {2} {3} {4} ∩ {1} {2} {3} {4}
∅ ∅
{1, 2} {3, 4}
= {1} {2} {3} {4}
∅
Hier war es Edmonds16, der mit Hilfe von Polyedern die Marken bei der
Durchdringung dieser Struktur setzte und die ersten effektiven Algorithmen
zur Optimierung in diesem Zusammenhang pra¨sentierte, zuna¨chst, um ei-
ne Menge mit maximaler Anzahl im Schnitt zu finden, des weiteren aber
auch, um eine bestmo¨gliche Menge fu¨r jedwede lineare Gewichtsfunktion zu
erlangen.
Er bemerkte, dass die Matrix der untereinander geschriebenen Ungleichungen
beider Systeme, die insgesamt fu¨r den Schnitt stehen, durch problemkonsi-
stente Manipulation auf total unimodulare Form gebracht werden kann. Das
gipfelt in der Aussage, dass alle Ecken jedes Polyeders, das einen Schnitt
zweier ganzzahliger Polymatroide17 repra¨sentiert, ganzzahlig sind. Direkte
Folge davon ist, dass die Ecken vom Schnitt zweier Matroid-Polyeder18 dem
Schnitt der jeweiligen Eckenmengen entsprechen.
Unter Zuhilfenahme des dualen Gleichungssystems entwickelte er einen er-
sten Algorithmus zum Auffinden einer bestmo¨glichen Ecke zu einem linearen
Optimierungsproblem. Eine anschaulichere Weiterentwicklung des primal-
dualen Verfahrens zum Problem gelang A. Frank19 mit seinem gewichte-
ten Matroid-Schnitt-Algorithmus, der hier vorgestellt wird. Dabei sei
c : E −→ IR die Zielfunktion und M1, M2 zwei Matroide.
Da gerichtete Graphen verwendet werden,20 seien noch einige Worte der zu-
geho¨rigen Terminologie gewidmet:
16vgl. [Edm70] und [Edm79]
17siehe 5.1
18siehe 5.1.2
19vgl. [Fra81]
20U¨bersicht in [Ber85]
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Wenn E fu¨r die Kantenmenge steht, dann sind dessen Elemente die geord-
neten Tupel [x, y], x, y ∈ V (= Knotenmenge). Ein Pfad von x0 nach
xm wird notiert als p = (x0, . . . , xm), xi ∈ V, 0 ≤ i ≤ m unter der
Bedingung, dass [xi, xi+1] ∈ E , 0 ≤ i ≤ m − 1. Die La¨nge `(p) von
p ist dann m. Aus Konsistenzgru¨nden werden Pfade (x0) der La¨nge 0 in
die Betrachtung integriert. Die Knotenmenge des Pfades p wird geschrieben
V (p) = {x0, . . . , xm}. Die Menge der Pfade von x nach y symbolisiert Π(x, y),
einbezu¨glich (x) ∈ Π(x, x). Die Nachbarschaft δ(U) von U ⊆ V besteht aus
den von dort erreichbaren Knoten: δ(U) = {y ∈ V | ∃x∈U Π(x, y) 6= ∅}, al-
so auch U ⊆ δ(U).
Bezu¨glich der Matroide sei fu¨r eine Menge I ∈ M und ein Element
x ∈ E \ I, das I nicht erweitern kann (I ∪ x /∈ M) der Fundamental-
kreis C(I, x) die Versammlung der Elemente, gegen die man x eintauschen
darf, hier entsprechend Ci(I, x) = {y ∈ I ∪ x | I \ y ∪ x ∈Mi}. Dabei soll
das bloße Hinschreiben der Menge die oben genannten Vorbedingungen an I
und x bereits beinhalten. Per Konvention sei min(∅) =∞. Die Vorschrift fu¨r
das, (MSA) genannte, Verfahren auf M1,M2 lautet dann:
1. k := 0, I0 := ∅, c1(e) := 0, c2(e) := c(e), e ∈ E
2. mi := max {ci(x) | x ∈ E \ Ik, Ik ∪ x ∈Mi},
Xi := {x /∈ Ik | Ik ∪ x ∈Mi, ci(x) = mi} , i = 1, 2
3. Konstruiere einen gerichteten Hilfsgraphen G = (V, E), V = E mit
folgenden Kanten: [x, y] ∈ E ⇔ c1(x) = c1(y), y ∈ C1(Ik, x) oder
c2(x) = c2(y), x ∈ C2(Ik, y)
4. Wenn δ(X2) ∩ X1 6= ∅, dann gehe zu 9.
5. Berechne
δ1 := min {c1(y)− c1(x) | x ∈ δ(X2), y ∈ C1(Ik, x) \ δ(X2)}
δ2 := min {m1 − c1(x) | x ∈ δ(X2) \ Ik, Ik ∪ x ∈M1}
δ3 := min {c2(y)− c2(x) | x /∈ δ(X2), y ∈ C2(Ik, x) ∩ δ(X2)}
δ4 := min {m2 − c2(x) | x /∈ δ(X2) ∪ Ik, Ik ∪ x ∈M2}
6. δ := min{δ1, δ2, δ3, δ4}. Wenn δ =∞ dann I := Ik, STOP
7. c1(x) := c1(x) + δ, c2(x) := c2(x) fu¨r alle x ∈ δ(X2)
8. Gehe zu 2.
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9. Nehme einen Pfad pˆ von X2 nach X1 von minimaler La¨nge
pˆ ∈ ⋃
x∈X2,y∈X1
Π(x, y) mit `(pˆ) = min
{
`(p)
∣∣∣∣∣ p ∈ ⋃x∈X2,y∈X1 Π(x, y)
}
10. Ik+1 := Ik ∆ V (pˆ), k := k + 1
11. Gehe zu 2.
Dabei wird man auf einer Menge I ∈ M1 ∩ M2 enden, die maximales Ge-
wicht bezu¨glich c besitzt. Fu¨r die zwischenzeitlich produzierten Mengen Ik
ergibt sich eine Gro¨ße von |Ik| = k und ebenfalls die Zugeho¨rigkeit zum
Schnitt. Entscheidend ist, dass man durch geschickt ausgebaute Ku¨rzeste-
Wege-Algorithmen die jeweiligen Mengen und Gro¨ßen des Hilfsgraphen in
polynomieller Zeit bestimmen kann21 und daher der Algorithmus (MSA) ins-
gesamt in polynomiellem Zeitrahmen verbleibt. Dies vor allem macht den
Matroid-Schnitt als kombinatorisches Objekt untersuchenswert. Das bekann-
teste Anwendungsbeispiel sind die bipartiten Matchings.22 Es kann nicht ge-
lingen, den Schnitt von mehr als zwei Matroiden in a¨hnlicher Weise in den
Griff zu bekommen, da dies sich als NP-schwer herausgestellt hat.
Das Konzept der Matroide wurde auf vielerlei Arten verallgemeinert, um
einen ausgedehnteren Anwendungsbereich abzudecken. Neben den Polyma-
troiden23 geho¨ren Greedoide und ∆-Matroide dazu, die weiter unten ausfu¨hr-
licher vorgestellt werden. Außerdem sind zumindest noch die orientierten
Matroide zu erwa¨hnen, die zur kombinatorischen Geometrie beitragen. Sie
entstehen durch Zuordnung von Orientierungen an die Basen. Dieses Thema
wird in [BVS+99] behandelt.
2.3 Greedoide
Die schlicht anmutende Vorgehensweise des Schritt-Fu¨r-Schritt-Aufbaus ei-
ner optimalen Menge, auf der der Greedy-Algorithmus basiert, ist nicht nur
auf Matroide anwendbar. Wie Satz 2.7 lehrt, muss dazu jedoch der Bereich
der Unabha¨ngigkeitssysteme verlassen werden, wenn weiterhin universelle
Resultate bezu¨glich linearer Optimierung angestrebt werden. Es bietet sich
21vgl. [Law75]
22vgl. [Fai87]
23siehe Kap. 5
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schließlich der Versuch einer Verallgemeinerung von Matroiden an, die die Ei-
genschaft konserviert, dass jede zula¨ssige Menge auf einem Weg u¨ber zula¨ssige
Mengen durch Aufstockung, ausgehend von der leeren Menge, erreichbar sein
soll:
∀X∈F , X 6=∅ ∃x∈X X \ x ∈ F
Solche Mengensysteme nennt man heredita¨r. Korte und Lova´sz24 leisteten
in der Hauptsache die Pionierarbeit, eine solche Verallgemeinerung mit den
Mengensystemen namens Greedoiden zur Diskussion zu stellen.
F ⊆ P(E) ist ein Greedoid, wenn
• ∅ ∈ F .
• X, Y ∈ F , |X| < |Y | =⇒ ∃y∈Y \X X ∪ y ∈ F (AE).
Diese Generalisierung der Matroide kommt also auf denkbar simple Art durch
bloßes Weglassen der Forderung des Unabha¨ngigkeitssystems zu Stande. Die
aus der Matroid-Definition u¨bernommene Augmentierungseigenschaft (AE)
ist etwas sta¨rker als die oben vorgetragene Heredita¨t. Alternativ kann man
aber auch jene Forderung beibehalten und sich fu¨r (AE) auf Mengen benach-
barter Gro¨ße beschra¨nken, d.h. F ist Greedoid genau dann, wenn
• F heredita¨r.
• X, Y ∈ F , |X| = |Y | − 1 =⇒ ∃y∈Y \X X ∪ y ∈ F .
2.3.1 Erscheinungsformen
Besonders interessant ist das Konstrukt, weil es zusa¨tzlich die Antimatroide
umfasst, welche nur die Heredita¨t beno¨tigen, aber zusa¨tzlich Abgeschlossen-
heit bezu¨glich Vereinigung vorweisen mu¨ssen.
Antimatroide, die als spezielle semimodulare Verba¨nde25 auftreten oder auch
als Komplemente-Dual konvexer Geometrien eine kombinatorische Entspre-
chung der Konvexita¨t etablieren,26 um nur zwei mo¨gliche Zugangsweisen auf-
zuza¨hlen, stellen in vielerlei Hinsicht ein Gegenkonzept zu den Matroiden
24u.a. [KL83] und [KL84a]
25vgl. [Dil40]
26vgl. [EJ85]
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dar. Sie treten insbesondere im Zusammenhang mit Graphen und teilweise
geordneten Mengen auf.
Die Greedoide ihrerseits entpuppen sich als Spezialisierung einer anderen
Verallgemeinerung von Matroiden27, den Supermatroiden, die auf einer ge-
ordneten Grundmenge operieren. Denn einige Erkenntnisse im Bereich der
Greedoide kommen nur zum Tragen, wenn statt den Mengensystemen, wie
sie hier definiert wurden, etwas allgemeiner Sprachen, das heißt geordnete
Mengen, zum Ausgangspunkt der Untersuchungen gemacht werden. Dies ge-
schieht unter anderem bei den
”
exchange languages“ von Bjo¨rner28 und bei
von Faigle29 definierten Geometrien. Im Kontext dieser Arbeit genu¨gt es,
dass die im Folgenden behandelten Erscheinungsformen von Greedoiden im
Rahmen der zuvor eingefu¨hrten Mengensysteme verbleiben.
Das Auftreten von Greedoiden ist bei der Behandlung von Problemen
auf Graphen zu beobachten, betrifft aber auch andere kombinatorische
Strukturen. Sie stehen in Beziehung mit Algorithmen und Dekompositions-
Vorga¨ngen und ko¨nnen sogar definiert werden als die Systeme, auf denen ein
Greedy-Algorithmus zum Erfolg kommt, wenn er es mit einer bestimmten
Klasse von Funktionen zu tun hat.
Eine Vertiefung hierzu und ausfu¨hrliche Darstellung des Themas geben Kor-
te, Lova´sz und Schrader.30 Eine weitere U¨bersicht findet sich in [BZ92]. Einen
Auszug bietet die Auflistung der Eigenschaften im kommenden Abschnitt.
Beispiele
Das vielleicht einga¨ngigste relevante Beispiel sind die branching greedoids
als Mengensystem, das die Ba¨ume (Kantenmengen) eines Graphen entha¨lt,
die (in der Version auf ungerichteten Graphen) alle einen zuvor fixierten
Wurzelknoten enthalten.
Einige elementare Beispiele werden in 2.3.7 vorgestellt.
27vgl. [DIW72]
28vgl. [Bjo¨85]
29vgl. [Fai79] und [Fai80]
30vgl. [KLS91]
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2.3.2 Eigenschaften und Funktionen
Wie bei puren Unabha¨ngigkeitssystemen gleichen auch bei Greedoiden die
Basen den maximalen Mengen, was mit Lemma 1.3 zur Folge hat, dass die
Hu¨lle durch sie eindeutig beschrieben wird. Es ist im U¨brigen mo¨glich, dass
die monotone Hu¨lle eines Greedoids kein Greedoid mehr ist
(G = {∅, {1}, {2}, {1, 2}, {1, 4}, {2, 3}}).
Bemerkung 2.12.
Auch in Mengensystemen, die nur die Augmentierungseigenschaft garantie-
ren ko¨nnen, sind Basen und maximale Mengen eins und zudem alle von glei-
cher Ma¨chtigkeit. U¨berhaupt besitzen auch alle Basen einer beliebigen Menge
T ⊆ E die gleiche Ma¨chtigkeit genau in den Mengensystemen, wo die Aug-
mentierung immer gelingt.
Beweis
Eine Basis B, die nicht maximale Menge wa¨re, besa¨ße eine Obermenge Y ,
aus der B sich wiederum zwangsla¨ufig durch irgendein x ∈ Y \B zu B∪x im
Mengensystem erga¨nzen lassen mu¨sste. Trivial einzusehen widerspra¨che die
Existenz verschieden großer maximaler Mengen dem Augmentierungsprinzip.
Den Zusatz betreffend siehe [KLS91], S. 47.
Man darf also auch unmissversta¨ndlich mit dem Rang des Greedoids
r(G) die Ma¨chtigkeit der Basen meinen. Ein Greedoid wird voll genannt,
wenn es die Menge E entha¨lt, d.h. r(G) = |E|. Nur das Komplemente-
Dual eines vollen Greedoids kann wegen der leeren Menge selbst Gree-
doid sein. Nichtsdestotrotz ist dies auch jenen nicht immer gegeben. In
einigen Quellen wird das, was in dieser Arbeit zum Dual erkla¨rt wurde
und auch fortan so verwendet wird, im Zusammenhang mit Greedoiden als
”
dual system“31 bzw.
”
dual complex“32 deklariert, um die Bezeichnung Dual
fu¨r das Komplemente-Dual zu reservieren.
Rang
Im Gegensatz zu Matroid-Rangfunktionen ist es den Greedoid-
Rangfunktionen nicht untersagt, bei Hinzufu¨gen eines Elements zu einer
Menge, einen Ranggewinn von mehr als 1 zu verbuchen. Die Submodularita¨t
31vgl. [KLS91]
32vgl. [BZ92]
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wird durch eine schwa¨chere lokale Submodularita¨t ersetzt, die wie folgt
formuliert werden kann:
∀X,Y⊆E r(X) = r(Y ) = r(X ∩ Y ) ⇒ r(X) = r(Y ) = r(X ∪ Y ).
Konform zum Matroid-Fall wirkt auch hier eine Umkehrung:
Satz 2.13.
Eine ganzzahlige, nicht negative, monotone Funktion r auf P(E) mit
r(X) ≤ |X|, die obendrein lokale Submodularita¨t aufweist, ist immer Rang-
funktion eines Greedoids, das obendrein eindeutig von ihr bestimmt ist.
Beweis: [KLS91], S. 58
Hu¨llenoperator
Der Rang des Abschlusses einer Menge entspricht dem der Menge selbst:
r(σ(X)) = r(X). Der Hu¨llenoperator σ bleibt, verglichen mit seinem
Matroid-Pendant(2.2.5), idempotent, bu¨ßt aber die Monotonie ein, die ei-
gentlich essenziell fu¨r einen Hu¨llenoperator ist, und begnu¨gt sich mit einer
abgeschwa¨chten Form der Steinitz-MacLane-Austausch-Eigenschaft:
∀X⊆E, x,y∈E\X X ∪ y ∈ G, y ∈ σ(X ∪ x) ⇒ x ∈ σ(X ∪ y).
Basis-Rang
Zusa¨tzlich wird auf dem Feld der Greedoide eine Basis-Rangfunktion be-
trachtet, die als
β(X) = max {|X ∩ Y | | Y ∈ G}
auf P(E) wirkt. Sie entspricht offensichtlich der ∆-Rangfunktion33 auf der
ersten Komponente, β(X) = r∆(X, ∅), und ist damit erstens submodular,
wenn G auch ∆-Matroid ist34 und zweitens gar identisch mit der Rangfunk-
tion, wenn G Matroid ist.35
33siehe 1.3.3
34siehe Kor. 2.28
35siehe Bem. 2.3
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Ausgehend von einem Greedoid G und seinem Basis-Rang β kann das Men-
gensystem der rang-zula¨ssigen Mengen erschaffen werden als
R = {X ⊆ E | β(X) = r(X)} .
Eingeschra¨nkt auf dieses Mengensystem, das G entha¨lt, ist nun wiederum
die Rangfunktion submodular. Jedoch ist R im Allgemeinen kein Greedoid,
obwohl immerhin heredita¨r.
Abgeleitete Greedoide
Die Derivate k-Abschnitt, Restriktion und Kontraktion lassen sich allesamt
ihre Greedoid-Eigenschaften nicht nehmen. Fu¨r die Kontraktion ist es aller-
dings unabdingbar, eine Menge T ⊆ E zu kontrahieren, die im Greedoid
enthalten ist. Dadurch wird
G/T = {X ⊆ E \ T | X ∪ T ∈ G} .
Die Rangfunktion der Kontraktion genu¨gt rG/T (X) = r(X ∪ T ) − |T | und
der Hu¨llenoperator σG/T (X) = σ(X ∪ T ) \ T fu¨r X ⊆ E \ T .
Bezu¨glich der Restriktion G ′ = G T gilt σG′(X) = σ(X) ∩ T , wa¨hrend die
Rangfunktion unvera¨nderte Werte liefert fu¨r X ⊆ T .
Die mengenweise Vereinigung zweier Greedoide ergibt nicht unbedingt ein
Greedoid.
Optimierung
Die Greedoide werden ihrem unfeinen Namen insofern gerecht, als dass auch
sie (im Rahmen der einfachen, heredita¨ren Sprachen der geordneten Versi-
on) durch die Tatsache charakterisierbar sind, dass sie sich von einem, dem
Matroid-Greedy a¨hnlichen, Algorithmus garantiert die optimale Menge ab-
ringen lassen. Dazu muss allerdings eine vera¨nderte Klasse von Zielfunktionen
vorausgesetzt werden, die der
”
verallgemeinerten Engpass-Funktionen“36, die
die linearen Funktionen nicht einverleibt.
Was lineare Zielfunktionen angeht, sind Greedy-artige Verfahren durchaus fu¨r
spezielle Greedoide verfu¨gbar. Dies beschra¨nkt sich nicht auf den Spezialfall
der Matroide. Es ist gelungen, einige Klassen von Greedoiden zu bilden, die
36generalized bottleneck functions, vgl. [KLS91], Kap. 11
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mit linearen Funktionen durch Anwendung einfacher Algorithmen zurecht-
kommen. Diese Greedoid-Klassen und ihre Eigenschaften sind das Thema der
anschließenden Abschnitte. Fu¨r das allgemeine Greedoid ist das Problem,
die schwerste Menge bezu¨glich einer linearen Gewichtsfunktion zu finden,
NP-schwer,37 d.h. vermutlich nicht in polynomieller Zeit zu bewa¨ltigen.
2.3.3 Ausgedu¨nnte Matroide
Die erste hier besprochene Sorte von Greedoiden, die eine Relevanz bezu¨glich
Optimierungsinteressen vorweist, besteht aus den, gema¨ß [KLS91], aus-
gedu¨nnten Matroiden, obwohl dabei tatsa¨chlich normalerweise keine Matro-
ide vorliegen.
Ein Greedoid G, dessen Basismenge auch die Basismenge eines Matroids dar-
stellt, heißt ausgedu¨nntes Matroid. Das heißt, von den Basen des Gree-
doids wird die Erfu¨llung des Austauschaxioms (AA) verlangt.
Bemerkung 2.14.
Die ausgedu¨nnten Matroide sind genau die Greedoide, deren monotone Hu¨lle
Matroid ist. Zudem ist die Definition somit gleichbedeutend damit, dass das
Dual des Mengensystems Matroid ist.
Beweis
Fu¨r ein Greedoid G leitet man mit Bem. 2.12 und Lemma 1.3 zuna¨chst aus
H(G) =M bzw. G∗ =M′ mit MatroidenM undM′, also H(B(G)(∗)) =M′
(siehe 1.1.3), ab, dass B(G) = B(M) = B(M′)(∗) mit Austauschfa¨higkeit
(AA) ausgestattet ist. Indessen umgekehrt B(G) = B(M) fu¨r ein Matroid
M impliziert, dass H(G) = H(M) =M und
G∗ = H(B(G)(∗)) = H(B(M)(∗)) =M∗ Matroide sind (Prop. 2.8).
Einige, jedoch nicht alle dieser ausgedu¨nnten Matroide ko¨nnen als Schnitt
eines Matroids mit einem Antimatroid konstruiert werden. Dabei ist zu be-
merken, dass im Allgemeinen der Schnitt zweier Greedoide kein Greedoid
liefert; vergleiche hierzu [KLS91], Kap. 9.
Die Verbindung zu einer effektiven Art der Optimierung entsteht durch die
Existenz des Worst-Out-Greedy-Algorithmus (WOA). Dieser startet
mit E und entfernt so lange die kleinstgewichtigen Elemente, als die ak-
tuelle Menge noch eine Basis entha¨lt. Dazu wird nun vorausgesetzt, dass
37vgl. [GJ79]
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eine gewichtssteigernde Sortierung E = {e1, . . . , en} von E vorliegt, d.h.
c(ei) ≤ c(ej), wenn i ≤ j, fu¨r eine Gewichtsfunktion c : E −→ IR. Er operiert
auf G so:
1. X := E; i := 1
2. Wenn B ∈ B(G) mit B ⊆ X \ ei existiert, dann X := X \ ei
3. Wenn i = n STOP
4. i:= i+1
5. Gehe zu 2.
Die Bedingung, die in Schritt 2 des Verfahrens zur A¨nderung von X gepru¨ft
wird, garantiert offenbar, dass das Komplement E\X, wie die leere Menge als
Komplement von E zu Beginn, immer Teilmenge eines Komplements einer
Basis von G ist. Das heißt, E \ X soll sich fortwa¨hrend im Dual G∗ von G,
welches Unabha¨ngigkeitssystem ist, bewegen.
Und dies wird exakt durch die Methode des Matroid-Greedy (MGA)38
gewa¨hrleistet, der na¨mlich die U¨bersetzung dieser Bedingung im dualen ver-
wirklicht, allerdings ohne bei negativen Gewichten anzuhalten. Da auf diese
Art und Weise am Ende des Algorithmus zwingend eine Basis von G steht,
entspricht dann auf der anderen Seite die Menge E \X einer Basis des Duals.
Schaut man sich die Ausfu¨hrungen zu Matroiden an,39 dann wird klar, dass
das Vorgehen genau dann das geringstgewichtete Basis-Komplement im Dual,
entsprechend der primal maximalgewichtigen Basis, findet, wenn jenes Dual
ein Matroid darstellt, was wiederum40 a¨quivalent dazu ist, dass mit dem
prima¨r untersuchten System ein ausgedu¨nntes Matroid vorliegt.
Hierbei muss beru¨cksichtigt werden, dass die Argumentation nur dann greift,
wenn man die Suche von vornherein auf Basen des Mengensystems be-
schra¨nkt.
Proposition 2.15.
Fu¨r Gewichtsfunktionen c : E −→ IR liefert der Worst-Out-Greedy-
Algorithmus fu¨r ein ausgedu¨nntes Matroid G eine optimale Basis B0 :
c(B0) ≥ c(B) fu¨r alle B ∈ B(G).
38siehe 2.2.4
39siehe Satz 2.7
40siehe Bem. 2.14
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Gewa¨hrleisten la¨sst sich Optimalita¨t dann aber auch durch die Beschra¨nkung
der mo¨glichen Gewichtsfunktionen auf die nicht negativen, da in diesem Fall
immer eine optimale Menge unter den Basen zu finden ist. Insgesamt ergibt
sich so
Proposition 2.16.
Ist ein Greedoid vorgelegt, dann liefert der Worst-Out-Greedy-Algorithmus
fu¨r jede Gewichtsfunktion c : E −→ IR+ eine optimale Lo¨sung genau dann,
wenn G ausgedu¨nntes Matroid ist.
Den Grund, warum den ausgedu¨nnten Matroiden dennoch ein gleichrangi-
ger Status gegenu¨ber den Matroiden abgesprochen werden muss, ergibt eine
genauere Betrachtung der Laufzeit. Abgesehen vom polynomiellen Restauf-
wand ist die U¨berpru¨fung der Bedingung aus Schritt 2 nicht allein dadurch
in konstanter Zeit durchfu¨hrbar, dass ein gewo¨hnliches Mengensystemorakel
fu¨r G gegeben wa¨re.
Vielmehr kann die Anzahl der Basen eines Greedoids, beispielsweise bei einem
Rang von n
2
, na¨herungsweise
(
n
n
2
) ∼ 2n√
n
erreichen und damit exponentiell
in Abha¨ngigkeit von n = |E| anwachsen. Dies entspra¨che aber der Anzahl
der zu u¨berpru¨fenden rang-elementigen Teilmengen der Menge X wa¨hrend
der ersten Durchla¨ufe des Verfahrens. Es mu¨sste also ein leistungssta¨rkeres
”
Basis-Orakel“ verfu¨gbar sein, um Polynomialita¨t zu gewa¨hrleisten.
2.3.4 Die starke Austauscheigenschaft
Die Frage, ob der effizientere41 Matroid-Greedy-Algorithmus, der genau bei
den Unabha¨ngigkeitssystemen, die die Gestalt eines Matroids haben, ins Ziel
findet, auch im Rahmen der Greedoide einen elegant absteckbaren Zusta¨ndig-
keitsbereich besitzt, kann mit ja beantwortet werden. Die gesuchten Greedoi-
de ergeben sich einerseits als charakterisierbare Spezialfa¨lle der ausgedu¨nnten
Matroide und sind andererseits beschreibbar durch eine strengere Augmen-
tierungsbedingung, die die Existenz zweier Mengen fordert.
Ein Greedoid besitzt die starke Austauscheigenschaft, wenn
X ∈ G, B ∈ B(G), X ⊆ B, x ∈ E \B, X ∪ x ∈ G
=⇒ ∃y∈B\X X ∪ y ∈ G und B \ y ∪ x ∈ G.
41hinsichtlich des Standard-Orakels
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Eine Abbildung, die die existierenden Mengen schwarz, die geforderten rot
und Teilmengenbeziehungen durch Pfeile darstellt, soll der Verdeutlichung
dienen:
B B B \ y ∪ x
↑ ↑ ↑
| X ∪ x =⇒ X ∪ y X ∪ x
| ↗ ↑ ↗
X X
Wie das Diagramm schon suggeriert, harrt diese Bedingung nur der U¨ber-
pru¨fung, wenn |B| ≥ |X|+ 2, da sich sonst das y per B \X = {y} von selbst
ergibt und mit B = X ∪ y sowie B \ y ∪ x = X ∪ x dem Pru¨fer alles schon
in den Schoß gefallen ist.
Zu diesen Greedoiden la¨sst sich nun eine klassifizierende Aussage formulieren.
Satz 2.17.
Fu¨r ein Greedoid G sind folgende drei Befunde a¨quivalent
• Zu jeder nicht negativen Gewichtsfunktion c : E −→ IR+ findet der
Matroid-Greedy-Algorithmus (MGA) die Optimallo¨sung.
• G ist ein ausgedu¨nntes Matroid und außerdem starkes Abbild seiner
monotonen Hu¨lle H(G) : H(G) ↪→ G.
• G besitzt die starke Austauscheigenschaft.
Beweis: [KLS91], S. 160
Der zweite Punkt zeigt, dass die Matroide selbst dazu geza¨hlt werden du¨rfen.
Falls gewu¨nscht, ko¨nnte das Basis-Orakel, welches beim Worst-Out-Greedy
(WOA) Verwendung findet, fu¨r diese Greedoide nun effektiv mit dem (MGA)
aus dem gewo¨hnlichen Mengensystem-Orakel simuliert werden, indem man
zur Frage, ob eine Menge X ⊆ E eine Basis entha¨lt, die passende Zielfunktion
cX : E −→ {0, 1}, die genau auf X einswertig ist, konstruiert. Liefert der
(MGA) dann einen Optimalwert, der dem Rang des Greedoids entspricht,
ist dies gleichbedeutend mit dem Einschluss einer Basis in X. Der Rang
des Greedoids kann zu Beginn mit einem solchen Lauf fu¨r X = E ermittelt
werden.
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Trotzdem man also eine effektive Lo¨sungsmethode fu¨r die Optimierung zur
Hand hat, ist man auch in diesem Fall eingeschra¨nkt auf nicht negative Ziel-
funktionen oder muss sich wahlweise per Addition einer Konstanten auf Ba-
sen als Rekruten fu¨r optimale Mengen konzentrieren, um das Resultat zu
erhalten.
Restriktionsstabilita¨t
Wie sich spa¨ter zeigen wird, ist es an dieser Stelle von Nutzen, eine neue
Greedoid-Klasse zu skizzieren, die die starke Austauscheigenschaft in eine
die Einschra¨nkungen einschließende Form bringt, a¨hnlich wie das bei den
Austausch-Systemen im folgenden Abschnitt durch die U¨bertragung des Aus-
tauschaxioms (AA) auf Restriktionen vorgenommen wird.
Einem Greedoid G wird die restriktionsstabile starke Austauscheigen-
schaft zugeschrieben, wenn allen Restriktionen G T , T ⊆ E die starke Aus-
tauscheigenschaft besta¨tigt werden kann.
2.3.5 Austausch-Systeme
Auch die Ausdehnung der Forderung an die ausgedu¨nnten Matroide auf Re-
striktionen ergibt eine sinnvolle Klasse von Greedoiden, eingefu¨hrt in [BD88].
Ein Greedoid G wird Austausch-System genannt, wenn fu¨r jedes T ⊆ E
die Restriktion G T ein ausgedu¨nntes Matroid ist. Die Basismenge jeder Re-
striktion erfu¨llt demnach das Austauschaxiom (AA).
Eine Beschreibung des Sachverhalts als Bedingung an einzelne Mengen ist
ebenfalls mo¨glich. Dabei wird deutlich, dass die Austausch-Systeme den Men-
gen in gewissem Sinne eine Wahl zwischen Augmentierung und Austausch
unterbreiten.
Proposition 2.18.
Ein Greedoid ist genau dann ein Austausch-System, wenn
X, Y ∈ G, |X| = |Y | , x ∈ X \ Y
=⇒ ∃y∈Y \X X ∪ y ∈ G oder X \ x ∪ y ∈ G.
Beweis: [BD88]
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Neben anderen speziellen, algorithmisch interessanten Greedoiden fallen auch
die Antimatroide unter diesen Begriff. Und so wie diese vereinigungsabge-
schlossen sind, gilt auch allgemeiner fu¨r Austausch-Systeme, dass die mengen-
weise Vereinigung derer zwei nicht nur Greedoid, sondern wieder Austausch-
System ist.
Die oben eingefu¨hrte Klasse der Eigner der restriktionsstabilen starken Aus-
tauscheigenschaft ist eine Unterklasse der Austausch-Systeme.
Bemerkung 2.19.
Ein Greedoid mit der restriktionsstabilen starken Austauscheigenschaft ist
Austausch-System.
Beweis
Wenn jede Restriktion G T , T ⊆ E eines Greedoids G die starke Austausch-
eigenschaft hat, dann heißt das nach Satz 2.17, dass eben auch jede aus-
gedu¨nntes Matroid ist, was mit der Definition fu¨r Austausch-Systeme zu-
sammenfa¨llt.
Eine andere Art von Greedoiden, die der linearen Optimierung eine gewis-
se Gunst erweist, geho¨rt ebenso zu den Austausch-Systemen und wird im
na¨chsten Abschnitt behandelt.
2.3.6 Gauß-Greedoide
Erkundungen auf dem Gebiet der Gauß-Greedoide stellte Goecke42 an. Der
Name ist begru¨ndet durch Greedoide, die aus Zeilenindexmengen von Matri-
zen entstehen, die sich beim Gauß-Verfahren zur Lo¨sung linearer Gleichungs-
systeme ergeben. Das Objekt wurde unter dem Namen
”
strong greedoids“
spa¨ter auch in [BB92] eingefu¨hrt.
Eine mo¨gliche Definition bedient sich der starken Abbildungen zwischen Ma-
troiden, indem ein Rang k ∈ IN und eine Kette von Matroiden M0, . . . ,Mk
auf gleicher Grundmenge E, beginnend beiM0 = ∅, von aufsteigendem Rang
r(Mi) = i, zu Grunde gelegt wird, wo die Matroide sukzessiv starke Abbilder
sind: Mi+1 ↪→ Mi, 0 ≤ i ≤ k − 1. Ein Greedoid G wird dann als Gauß-
Greedoid bezeichnet, wenn es als Vereinigung der zugeho¨rigen Basismengen
auftritt: G = B(M0) ∪ . . . ∪ B(Mk).
42vgl. [Goe86]
38 KAPITEL 2. MENGENSYSTEME UND ALGORITHMEN
Die Beschreibung der starken Abbilder aus Lemma 2.11 fu¨hrt unmittelbar
zu einer entsprechenden Charakterisierung der Gauß-Greedoide.
Proposition 2.20.
Um sich Gauß-Greedoid zu nennen, ist es fu¨r ein Greedoid hinreichend und
notwendig, dass gilt:
C ∈ G, z ∈ C, x, y /∈ C, C \ z ∪ {x, y} ∈ G
=⇒ C ∪ y ∈ G oder C \ z ∪ y ∈ G.
Beweis: [Goe86], S. 47
Gauß-Greedoide sind Austausch-Systeme. Das volle Gauß-Greedoid zeichnet
sich durch k = n mit Mn = 2E aus. Das Komplemente-Dual eines vollen
Gauß-Greedoids ist ein ebensolches.
Interessant fu¨r die lineare Optimierung werden die Gauß-Greedoide dadurch,
dass sie einer Erweiterung der Anforderungen zur starken Austauscheigen-
schaft standhalten, die sie nicht nur unter allen Mengensystemen mit leerer
Menge kennzeichnen, sondern auch, weil dies die Anwendung eines modifi-
zierten Greedy-Algorithmus ermo¨glicht, der nicht auf nicht negative Zielfunk-
tionen beschra¨nkt bleibt.
Der modifizierte Greedy-Algorithmus (modGA) auf einem Mengensy-
stem F fu¨r c : E → IR lautet:
1. X∗ := X := ∅
2. T := {x ∈ E \X | X ∪ x ∈ F }
3. Wenn T = ∅ STOP. Die optimale Menge ist X∗
4. Finde x0 ∈ T mit c(x0) ≥ c(y) fu¨r alle y ∈ T
5. X := X ∪ x0
6. Wenn c(X) > c(X∗) setze X∗ := X
7. Gehe zu 2.
Eine Menge Y in F von maximalem Gewicht ist auch eine maximale Menge
im |Y |-Abschnitt F (|Y |) bezu¨glich einer um eine Konstante ins durchga¨ngig
Positive verschobenen Gewichtsfunktion cˆ. Da diese Verschiebung keine Aus-
wirkungen auf die Gestalt der Menge X wa¨hrend des Ablaufs des Verfah-
rens hat und diese außerdem immer dem X des gewo¨hnlichen Matroid-
Greedy (MGA) entspricht, muss X irgendwann einmal (genauer: im |Y |-ten
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Schritt) dem Y gleichen, wenn der (MGA) positive Gewichtsfunktionen auf
k-Abschnitten optimieren kann (starke Austauscheigenschaft).
Dann aber wird zu guter Letzt X∗ = Y sein. Diese Erkenntnis geht auf im
zentralen Satz fu¨r Gauß-Greedoide.
Satz 2.21.
Fu¨r ein Mengensystem, das zumindest die leere Menge entha¨lt, bedingen sich
vier Aussagen jeweils gegenseitig:
• Zu jeder Gewichtsfunktion c : E −→ IR findet der (modGA) die Opti-
mallo¨sung.
• Jeder k-Abschnitt F (k), 0 ≤ k ≤ |E| verfu¨gt u¨ber die starke Aus-
tauscheigenschaft.
• F ist ein Gauß-Greedoid.
• F ist Greedoid und fu¨r alle X, Y ∈ F , |X| = |Y |−1 existiert y ∈ Y \X
so, dass X ∪ y ∈ F und Y \ y ∈ F .
Beweis: [Goe86], S. 62 und [BS99]
Zweifelsohne geho¨ren die Matroide also dazu.
Bemerkung 2.22.
Gauß-Greedoide verfu¨gen u¨ber die restriktionsstabile starke Austauscheigen-
schaft.
Beweis
Ein auf eine willku¨rliche Menge T ⊆ E restringiertes Greedoid G besitze
dort eine Basis B ∈ B(G T ) und X ⊆ B sowie x ∈ T \ B mit X ∪ x ∈ G T .
Wird k festgelegt auf |B|, dann ist B auch eine Basis vom k-Abschnitt G(k).
Dort gilt nach Satz 2.21 die starke Austauscheigenschaft, was ein y ∈ B \X
hervorbringt mit X ∪ y, B \ y ∪ x ∈ G(k) ⊆ G. Da diese beiden Mengen aber
vollsta¨ndig in T liegen, geho¨ren sie ebenfalls zu G T , was der Definition der
starken Austauscheigenschaft Satisfaktion erteilt.
Bezu¨glich der starken Austauscheigenschaft impliziert
”
Abschnittsstabilita¨t“
also die Restriktionsstabilita¨t.
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Matroid-Basis-Systeme
Zwischen Austausch-Systemen und Gauß-Greedoiden la¨sst sich noch eine
Klasse von Greedoiden ansiedeln, die Matroid-Basis-Systeme genannt
werden.43 Statt, wie bei Austausch-Systemen, vorauszusetzen, dass jede Re-
striktion ausgedu¨nntes Matroid sei, wird dies hier fu¨r jeden k-Abschnitt
G(k), 0 ≤ k ≤ r(G) eines Greedoids G gefordert.
Es ist klar, dass dies gleichbedeutend mit der Gu¨ltigkeit des Austauschaxioms
(AA) auf allen k-Anzahl-Ebenen {X ∈ G | |X| = k} ist, so dass es sich um
Austausch-Systeme handelt, weil die zweite von der Definition eingera¨umte
Alternative immer realisierbar ist.
Andererseits ist man aber auch mit einer Relaxierung der Gauß-Greedoide
konfrontiert, weil G so wiederum eine Vereinigung von Matroid-Basismengen
u¨ber die Anzahlen verko¨rpert, wo lediglich die Verzahnung u¨ber die
starke Abbildung nicht mehr gefordert wird. Einige der Gauß-Greedoid-
Eigenschaften bestehen vor dieser Generalisierung.44
2.3.7 Abgrenzung der Greedoid-Klassen
Nachdem nun einige Greedoide aus der Abstammungslinie der ausgedu¨nnten
Matroide pra¨sentiert wurden, da diese versta¨rkt Assoziationen zur linearen
Optimierung hervorrufen, sollen diese Klassen nun noch durch Beispiele von-
einander abgegrenzt werden.
Ausgedu¨nnte Matroide mit restriktionsbestimmten Strukturen
Zuna¨chst widmet sich die Betrachtung den Klassen, die strukturell mit Re-
striktionen in Verbindung stehen. Die Abku¨rzungen (SM) (ausgedu¨nntes Ma-
troid), (SEP) (starke Austauscheigenschaft), (ES) (Austausch-System) und
(RSEP) (restriktionsstabile starke Austauscheigenschaft) sollen sowohl die
Eigenschaft als auch die zugeho¨rige Klasse symbolisieren.
So klar wie die Grundmenge, falls sie Element ist, in Greedoiden eine opti-
male Menge bezu¨glich jeder nicht negativen linearen Zielfunktion darstellt,
so trivial zeigt sich dann das Pru¨fen von (SM) und (SEP). Volle Greedoide
sind also immer diesen beiden Klassen zuzurechnen.
43vgl. [BD88]
44vgl. [Goe86]
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III) Ein ausgedu¨nntes Matroid muss weder in (ES) noch (SEP) sein:
GIII , E = {1, 2, 3, 4, 5}:
{1, 2, 3} {1, 3, 4} {2, 3, 4} {2, 3, 5} {3, 4, 5}
{1, 2} {4, 5} {1, 4} {2, 4} {2, 3}
{1} {2} {4}
∅
Die Heredita¨t und (AE) fu¨r Mengen sukzessiver Gro¨ße sind ein-
zeln nachzupru¨fen. Die Basis ist eine Matroid-Basis, na¨mlich die von
H({3}) ⊕ H({1, 5})∗, letzteres als Dual innerhalb der Grundmenge
{1, 2, 4, 5}. Die (SEP) wird verletzt von der leeren Menge und x = 1
bezu¨glich der Basis {2, 3, 5}, weil dann als y nur 2 in Frage kommt,
{1, 3, 5} aber fehlt. (ES) gilt nicht, weil {1, 2} und {4, 5} wegen x = 4
nicht zueinander finden, mangels Austausch- ({1, 5}, {2, 5}) und Aug-
mentierungschance ({1, 4, 5}, {2, 4, 5}).
IV) Alle Greedoide mit |E| ≤ 3 sind (ES), weil es keine gleichma¨chtigen
Mengen X, Y mit (in diesem Fall immer geradem) |X ∆ Y | ≥ 4 geben
kann, und alle anderen, die sich um nur ein Element unterscheiden,
ko¨nnen dieses selbstversta¨ndlich austauschen. (SEP) liegt aber auch
bei GIV nicht vor, niedergestreckt von X = ∅, B = {2, 3} und x = 1.
GIV , E = {1, 2, 3}:
{1, 2} {2, 3}
{1} {2}
∅
V) Um ein Beispiel fu¨r ein Greedoid aus (SEP) zu finden, das die Zu-
geho¨rigkeit zu (ES) verfehlt, scheint wieder |E| ≥ 5 notwendig, konkret
GV , E = {1, 2, 3, 4, 5}:
{1, 2, 3, 4, 5}
{1, 2, 3, 5} {1, 3, 4, 5}
{1, 2, 5} {1, 3, 5} {3, 4, 5}
{1, 2} {3, 4} {1, 3}
{1} {3}
∅
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wo Heredita¨t und (AE) wieder verlangen, im Einzelnen verifiziert
zu werden. (ES) scheitert am Manko von {1, 4}, {2, 4}, {1, 3, 4} und
{2, 3, 4}, nach Festlegung von X = {3, 4}, Y = {1, 2}, x = 3.
VI) Im Schnitt von (SEP) und (ES), wo sich (RSEP) befindet, existieren
aber auch andere Greedoid-Formen, wie GV I , E = {1, 2, 3, 4}:
{1, 2, 3, 4}
{1, 2, 3} {2, 3, 4}
{1, 2} {2, 4}
{2} {4}
∅
wo der Greedoid-Check nicht viel Arbeit macht. Dass sich auf je-
der Ebene eine Matroid-Basis befindet, bewirkt (ES). (RSEP) jedoch
scheitert an der Restriktion auf T = {1, 2, 4}, nachweislich durch
B = {1, 2}, X = ∅ und x = 4.
Ausgedu¨nnte Matroide mit abschnittsbestimmten Strukturen
Nun nimmt die Komplexita¨t etwas zu, weil die Klassen hinzugenommen
werden, die mit der Abschnittsbildung korrelieren. (MBS) (Matroid-Basis-
System) und (GG) (Gauß-Greedoid) ku¨rzen den Text ada¨quat ab. Wir be-
wegen uns in diesem Abschnitt nur noch im Gebiet der Austausch-Systeme.
GIV , nicht in (SEP), ist augenscheinlich in (MBS). GV I , in (SEP) \ (RSEP),
ist ebenso (MBS).
VII) Nimmt man zu GV I noch eine Menge hinzu, GV II := GV I ∪ {3, 4},
E = {1, 2, 3, 4}:
{1, 2, 3, 4}
{1, 2, 3} {2, 3, 4}
{1, 2} {2, 4} {3, 4}
{2} {4}
∅
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dann wird (MBS) verlassen (zweite Ebene), wa¨hrend das Greedoid an
sich, einschließlich (ES), unangetastet bleibt, weil {1, 2, 3} und {2, 3, 4}
immer die Augmentierung fu¨r das einzig kritische Paar {1, 2} ↔ {3, 4}
erlauben. (SEP) ist ohnedies nicht gefa¨hrdet, wegen E ∈ GV II .
VIII) Dies a¨ndert sich bei Herausnahme von E. GV III := GV II \ {E},
E = {1, 2, 3, 4}:
{1, 2, 3} {2, 3, 4}
{1, 2} {2, 4} {3, 4}
{2} {4}
∅
Jetzt gibt es fu¨r B = {1, 2, 3}, X = ∅ und x = 4 kein Gelingen mehr
fu¨r (SEP). Alles andere zuvor gesagte bleibt valid.
IX) Innerhalb von (RSEP) gibt es Greedoide, die (MBS) verpassen. Hierzu
wird auf das Beispiel XVI45 und die anderen Erkenntnisse in Kapitel 3
hingewiesen.
X) Innerhalb von (RSEP) gibt es aber auch Greedoide aus (MBS), die dann
aber (GG) nicht mehr erreichen. Das Beispiel XV46 ist das Beweisstu¨ck.
XI) Nicht alle Gauß-Greedoide sind Matroide: GXI , E = {1, 2, 3, 4}:
{1, 2} {1, 3} {1, 4} {2, 4} {3, 4}
{1} {2} {3}
∅
(SEP) muss fu¨r (GG) lediglich von der leeren Menge aus an allen Basen
gepru¨ft werden, zum Unabha¨ngigkeitssystem fehlt es an der {4}.
XII) Matroide, gekennzeichnet mit (M), sind Elemente aller bisher inspizier-
ten Klassen.
45Seite 83
46Seite 83
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Illustration
Das Sammeln aller Teilmengenbeziehungen, die in den vorangegangenen Ab-
schnitten erarbeitet wurden, (GG) ⊆ (MBS), (GG) ⊆ (RSEP),
(MBS) ⊆ (ES), (RSEP) ⊆ (SEP), (RSEP) ⊆ (ES), (SEP) ⊆ (SM) und
(ES) ⊆ (SM), erlaubt eine vollsta¨ndige graphische U¨bersicht fu¨r ausgedu¨nnte
Matroide.
Abbildung 2.1: Illustration Ausgedu¨nnte Matroide
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2.3.8 Intervall-Greedoide
Eine weitere Sorte von Greedoiden wird hier noch der Aufza¨hlung hin-
zugefu¨gt, weil der Begriff eine Klasse umfasst, die sich noch besser aus-
werten la¨sst und viele der wichtigsten Greedoid-Beispiele einschließt. Sie
beinhaltet sowohl alle Matroide als auch alle Antimatroide. Außerdem
ist die definierende Eigenschaft noch Charakteristikum weiterer Matroid-
Verallgemeinerungen.47
Intervall-Greedoide sind diejenigen Greedoide, die die Intervall-
Eigenschaft erfu¨llen:
X, Y, Z ∈ G, X ⊆ Y ⊆ Z, x ∈ E \ Z, X ∪ x ∈ G und Z ∪ x ∈ G
=⇒ Y ∪ x ∈ G.
Die Intervall-Eigenschaft tritt auch bei der Untersuchung des Schnitts von
Matroiden mit Antimatroiden in Erscheinung.48 Die ausgedu¨nnten Matroide
mit Intervall-Eigenschaft lassen sich alle u¨ber einen solchen, allerdings modi-
fizierten, Schnitt konstruieren. Intervall-Greedoide benehmen sich in vielerlei
Hinsicht systematischer als ihre Nicht-Intervall-Genossen.
Transpositions-Greedoide
Fu¨r einige Greedoide, darunter mehrere, die durch Eliminationsprozesse in-
duziert sind,49 ist der Nachweis der Augmentierungseigenschaft (AE) mu¨hse-
liger zu fu¨hren, als der der folgenden Eigenschaft:
X ∈ F , x, y ∈ E \X, X ∪ x, X ∪ y ∈ F , X ∪ x ∪ y /∈ F impliziert
∀B⊆E\(X∪x∪y) X ∪ x ∪B ∈ F ⇒ X ∪ y ∪B ∈ F .
Die resultierende Bedingung ist gleichbedeutend damit, dass man X ∪x und
X ∪ y Zwillinge nennt. Wenn F ein heredita¨res Mengensystem ist, dann
reicht die Eigenschaft dazu aus, F zum Greedoid zu erkla¨ren. In diesem Fall
spricht man vom Transpositions-Greedoid. Die Transpositions-Greedoide
stellen eine echte Oberklasse der Intervall-Greedoide vor, aber nicht jedes
Greedoid besitzt die Eigenschaft.
47vgl. [KLS91], S. 107ff
48vgl. [KLS91], Kap. 9.2
49vgl. [KLS91], Kap. 10
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2.4 ∆-Matroide
Eine elegante Verallgemeinerung des Matroid-Konzepts vertreten die
∆-Matroide,50 weil sie sich sowohl den Aspekt der Submodularita¨t als auch
einen charakterisierenden Greedy-Algorithmus und einige weitere Eigenschaf-
ten der Matroide in ada¨quater Form aneignen. Sie wurden unter diesem Na-
men vorgestellt von Bouchet [Bou87], aber etwa zeitgleich auch als Pseudo-
matroide von Chandrasekaran und Kabadi [CK88] zur Welt gebracht.
F ⊆ P(E), F 6= ∅ ist ein ∆-Matroid, wenn
X, Y ∈ F , x ∈ X ∆ Y =⇒ ∃y∈X ∆ Y X ∆ {x, y} ∈ F .
Dabei ist zu beachten, dass y und x auch identisch sein ko¨nnen. Anschau-
lich zu Bewusstsein gebracht bedeutet dies, dass bei einem x ∈ X \ Y zur
Entnahme aus X, sobald dieses nicht einfach aus der Menge entfernbar ist
(X \ x ∈ F), die Mo¨glichkeit bestehen muss, entweder ein weiteres Element
y 6= x aus X \ Y an der Entnahme beteiligen zu ko¨nnen (X \ {x, y} ∈ F),
oder ein Element y ∈ Y zum Ausgleich hinzufu¨gbar ist (X \ x ∪ y ∈ F).
Umgekehrt muss ein x ∈ Y \ X ohne weiteres als Beigabe durchgehen
(X ∪ x ∈ F), andernfalls aber wenigstens ein y ∈ Y \ X dafu¨r hinzuzie-
hen (X ∪ {x, y} ∈ F), oder ein y ∈ X \ Y ersetzen ko¨nnen (X ∪ x \ y ∈ F).
2.4.1 Beispiele
Auffa¨llig wurden diese Mengensysteme unter anderem dadurch, dass die
Definition auch auf die Basismenge von Matroiden zutrifft. U¨berdies sind
Matroid-Basismengen gar genau die ∆-Matroide, in denen alle Mengen die
gleiche Kardinalita¨t besitzen. Zu genau diesen speziellen ∆-Matroiden a¨qui-
valente51 Strukturen waren auch schon vorher ins Blickfeld geraten als Bi-
matroide bei Kung [Kun78] und als
”
linking systems“ in Zusammenhang
mit bipartiten Graphen und Matchings bei Schrijver [Sch79]. Sie werden in
[GGK00] auch als
”
twisted matroids“ bezeichnet.
50Delta-Matroide
51siehe 2.4.2
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XIII) Ein konkretes Beispiel D1, E = {1, 2, 3, 4}:
{1, 2, 3} {2, 3, 4}
{1, 2} {1, 3} {2, 4} {3, 4} {2, 3}
{2} {3}
zeigt, dass die leere Menge sich nicht zwingend im ∆-Matroid aufha¨lt,
das heißt, im Gegensatz zum Greedoid ist nicht ad hoc eine im Men-
gensystem enthaltene Menge bekannt.
Lineare ∆-Matroide entstehen als Sammlung von Untermengen einer Index-
menge, die Spalten bzw. Zeilen einer symmetrischen Matrix indiziert. Eine
solche Untermenge geho¨rt zum ∆-Matroid, wenn die Untermatrix aus den
Zeilen und Spalten, die sie indiziert, invertierbar ist. Auf die gleiche Weise
kommt man zu einem ∆-Matroid, wenn eine antisymmetrische Matrix u¨ber
einem beliebigen Ko¨rper zur Grundlage dient, deren Eintra¨ge auf der Diago-
nale alle auf 0 lauten.
2.4.2 Optimierung
Grundlegende Eigenschaften
Dieser Abschnitt beginnt mit einigen Erkenntnissen, die im Hinblick auf die
Entwicklung eines Algorithmus beno¨tigt werden.
Unmittelbar aus der gegebenen Definition der ∆-Matroide geht eine Tatsache
hervor, die den gewa¨hlten Namen fu¨r diese Art von Mengensystemen noch
passender wirken la¨sst und die in die Lage versetzt, aus einem vorhandenen
∆-Matroid einen Fundus von solchen zu erzeugen.
Proposition 2.23.
Ist D ein ∆-Matroid und A ⊆ E, so ist auch D ∆ A ein ∆-Matroid.
Dermaßen durch Twisten52 miteinander in Beziehung stehende ∆-Matroide
werden a¨quivalent genannt.53
52siehe 1.1.4
53vgl. [Bou87]
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Beweis
X, Y ∈ D∆A bedeutet X∆A, Y ∆A ∈ D. Mit x ∈ X∆Y ist x zugleich auch
in X∆A∆Y ∆A, da ein Blick auf die Eigenschaften der ∆-Operation54 verra¨t,
dass die beiden Terme eine identische Menge bezeichnen. Dort residiert nach
Definition auch ein y, welches X ∆ A ∆ {x, y} erfu¨llt, was soviel heißt wie
X ∆ {x, y} ∈ D ∆ A.
Weitere Eigenschaften beruhen auf Beobachtungen von Chandrasekaran und
Kabadi.55
Lemma 2.24.
Das Komplemente-Dual D(∗) eines ∆-Matroids D ist ∆-Matroid.
Beweis
Die Definition u¨bertra¨gt sich ohne weitere Hindernisse auf das Komplemente-
Dual, wenn man die letzten beiden Gleichungen aus Lemma 1.5, insbesondere
fu¨r (E \X) ∆ {x, y} = E \ (X ∆ {x, y}) zu Rate zieht.
Lemma 2.25.
In einem ∆-Matroid ist das Mengensystem aller minimalen Mengen die Ba-
sismenge eines Matroids. Gleiches gilt fu¨r das Mengensystem der maximalen
Mengen.
Beweis
Sich zuna¨chst den minimalen Mengen eines ∆-Matroids D widmend, stellt
man fest, dass diese alle von gleicher Anzahl sind.
Denn: Ga¨be es verschieden große, dann ermo¨glichte dies Paare X, Y ∈
MIN(D) mit |X| < |Y |. Dabei ist X ⊆ Y auf Grund der Minimalita¨t von
Y ausgeschlossen. Stehen nun X und Y fu¨r ein solches Paar mit minima-
lem |X \ Y | (> 0) und bestimmt man nun zu x ∈ X \ Y ein y ∈ X ∆ Y
fu¨r X ∆ {x, y} ∈ D, dann scheidet X \ {x, y} als Erscheinungsform des
∆-Terms wegen der Minimalita¨t von X aus. Folglich ist y ∈ Y \ X und
X \ x ∪ y ∈ D. Dieses entha¨lt nach Bem. 1.1 eine minimale Menge X ′
mit |X ′| ≤ |X \ x ∪ y| = |X| < |Y | und widerspru¨chlicherweise |X ′ \ Y | ≤
|(X \ x ∪ y) \ Y | = |X \ Y | − 1.
Aus der Gleichma¨chtigkeit aller Mengen folgt nun auch, dass alle Mengen
aus D mit ebendieser Ma¨chtigkeit minimal sind.
54siehe 1.1.4
55vgl. [CK88]
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Um dem Austauschaxiom Genu¨ge zu tun, befasse man sich nun erneut mit
zwei verschiedenen minimalen MengenX und Y des ∆-MatroidsD und einem
x ∈ X \ Y . Da die Minimalita¨t wieder X \ {x, y} unmo¨glich macht, muss
X \ x∪ y mit einem y ∈ Y \X zu D geho¨ren und zudem aus Anzahlgru¨nden
minimale Menge sein. Lemma 2.4 u¨berzeugt somit von der Richtigkeit der
Aussage.
Gleiches gilt fu¨r die maximalen Mengen MAX(D), weil mit Lemma 2.24
MIN(D(∗)) eine Matroid-Basismenge ausmacht. Damit ist aber auch das
Komplemente-Dual MIN(D(∗))(∗) nach Prop. 2.8 eine Matroid-Basis, weil es
nach Bem. 1.4 eben gleich MAX(D) ist.
Idee zur Verwendung des Matroid-Greedy
Bouchet und Cunningham56 begru¨nden damit den folgenden Gedankengang:
Wenn ausgehend von einer nicht notwendig nur positiven Gewichtsfunkti-
on c : E −→ IR u¨ber dem ∆-Matroid optimiert werden soll, so wird diese
Gewichtsfunktion doch positiv bei Umdrehen des Vorzeichens auf
N := {e ∈ E | c(e) < 0} zu c¯ : E −→ IR+, c¯(e) = c(e), e ∈ E \Nc¯(e) = −c(e), e ∈ N ,
und weiter erkennt man fu¨r beliebiges X ⊆ E, dass
c¯(X ∆N) = c¯(X \N) + c¯(N \X) = c(X \N)− c(N \X)
= c(X \N)− (c(N)− c(X ∩ N)) = c(X)− c(N).
Da c(N) im Optimierungskontext eine Konstante beschreibt, ist Optimie-
rung auf D bezu¨glich c also gleichbedeutend mit der Optimierung auf D∆N
bezu¨glich c¯, insofern als die gesuchte optimale Menge lediglich um N sym-
metrisch differiert.
Die nicht negative Funktion c¯ wird ihr Optimum mit Sicherheit auf einer ma-
ximalen Menge des Mengensystems D∆N erreichen, welches nach bisherigen
Erkenntnissen57 ein ∆-Matroid ist. Das heißt, wenn man den Bereich der ma-
ximalen Mengen dort absucht, bewegt man sich genau in einer Basismenge
eines Matroids,58 kann also den (MGA) auf H(MAX(D ∆ N)) zum Einsatz
56vgl. [BC95]
57siehe Prop. 2.23
58siehe Lemma 2.25
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bringen, der das Optimum der Funktion c¯ dann bei einer Basis finden wird.
Durch Bem. 1.1 erweist sich H(MAX(D ∆N)) = H(D ∆N).
U¨bertragung des Matroid-Greedy
Zu diesem Zweck werden also die Elemente aus E in der Reihenfolge sinken-
der Gewichte c¯(ei) angeordnet zu E = {e1, . . . , en} mit Si := {e1, . . . , ei},
i = 1 . . . n. Wenn Xi die nach dem i−ten Schritt bestehende Menge des
Matroid-Greedy bezeichnet, bei S0 = X0 = ∅, dann lautet die Frage im
i+ 1−ten Schritt also nach dem Enthaltensein von Xi ∪ ei+1 in einer Menge
Y ∈ D ∆N .
Um durch einen Wechsel der Sichtweise einen Algorithmus pra¨sentieren zu
ko¨nnen, der direkt auf dem gegebenen ∆−Matroid D und mit der Funktion
c arbeitet, wird X ′i := Xi ∆ (N ∩ Si) zur untersuchten Menge gemacht
(X ′0 = X0 = ∅).
Schreibt man fi fu¨r Xi\Xi−1 (⊆ {ei}) , so sieht man, dass der Aufbau gema¨ß
der Sortierung, im Sinne von X ′i ⊆ Si und X ′i−1 ⊆ X ′i, wie bei Xi ⊆ Si und
Xi−1 ⊆ Xi, wegen
X ′i = Xi ∆ (N ∩ Si) = Xi−1 ∆ fi ∆ (N ∩ Si−1) ∆ ({ei} ∩ N)
= X ′i−1 ∪ ( fi ∆ ({ei} ∩ N) )
erhalten bleibt. Es zeigt sich, dass X ′i−1 genau dann um ei erweitert wird,
wenn ei /∈ N und fi = {ei} oder wenn ei ∈ N und fi = ∅ zusammenkommen.
Zu Ende des Algorithmus offenbart sich dann X ′n = Xn ∆ N direkt als die
eigentlich zu findende Menge.
Zur Transformation auf das Arbeiten auf D verhilft nun die Feststellung
fi = {ei}
⇔ Xi−1 ∪ ei ∈ H(D ∆N)
⇔ Xi−1 ∪ ei ∪ C ∈ D ∆N, C ⊆ E \ Si, denn wenn C ∩ Si 6= ∅
mit einem ek ∈ C ∩ Si, k < i, wa¨re bereits Xk−1 ∪ ek ⊆ Xi−1 ∪ ei ∪ C
in H(D ∆N) gewesen, was zu ek ∈ Xi−1 gefu¨hrt ha¨tte 
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⇔ Xi−1 ∆ {ei}∆ C ∆ (N ∩ Si−1) ∆ (N \ Si−1) ∈ D
⇔ X ′i−1 ∆ {ei}∆ ({ei} ∩ N) ∆ (N \ Si) ∆ C ∈ D
⇔ X ′i−1 ∪ ({ei} \N) ∪ K ∈ D, mit K = C ∆ (N \ Si), K ⊆ E \ Si.
Der ausformulierte Algorithmus
Nun wird die daraus resultierende Formulierung als ∆-Matroid-Greedy-
Algorithmus (DMA) zum Auffinden von X ∈ F mit c(X) ≥ c(Y ) fu¨r alle
Y ∈ F bei Gewichtsfunktion c : E −→ IR zusammengestellt:
1. Ordne E so zu E = {e1, . . . en}, dass |c(ei)| ≥ |c(ei+1)| fu¨r i = 1 . . . n−1
2. Ti := {ei, . . . , en}, i = 1 . . . n+ 1
3. X := ∅, i := 1
4. Wenn c(ei) ≥ 0 und es ex. F ∈ F mit X ∪ ei ⊆ F ⊆ X ∪ Ti,
dann X := X ∪ ei
5. Wenn c(ei) < 0 und es ex. kein F ∈ F mit X ⊆ F ⊆ X ∪ Ti+1,
dann X := X ∪ ei
6. Wenn i = n STOP, sonst i := i+ 1
7. Gehe zu 4.
Hier ist bemerkenswert, dass also die Mengen X in den Stadien des Algorith-
mus, da er noch nicht beendet ist, selbst keine Mitglieder des Mengensystems
D sein mu¨ssen.
Chandrasekaran und Kabadi benutzen den (DMA) zur Definition der
∆-Matroide, um dann nachzuweisen, dass dies zur oben gegebenen
Einfu¨hrung gleichwertig ist.
Satz 2.26.
Ein Mengensystem F ist genau dann ∆-Matroid, wenn der (DMA) fu¨r jedes
c : E −→ IR das Optimum findet.
Beweis: [CK88]
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Zeitaufwand
Gehen wir zwecks Laufzeitbetrachtung davon aus, dass ein gewo¨hnliches Ora-
kel gestellt wird, welches auf Nachfrage verra¨t, ob eine Menge zu F geho¨rt,
so wa¨re dennoch die Fragestellung, die der Algorithmus in jedem Schritt
beantwortet haben mo¨chte, nur durch, abha¨ngig von |E|, exponentiell viele
Anfragen an jenes Orakel zu kla¨ren.
Allgemein formuliert wiederholt sich fortwa¨hrend die Frage nach der Exi-
stenz eines F ∈ F , das in der Weise C ⊆ F ⊆ E \ D flankiert wird, wenn
disjunkte Mengen C,D ⊆ E vorgegeben worden sind. Eine Quelle, die genau
dies beantworten kann, wird auch als Separationsorakel bezeichnet. Abge-
sehen von dieser Fragestellung beno¨tigt der (DMA) augenscheinlich nur eine
polynomiell begrenzte Laufzeit.
Bouchet und Cunningham59 bringen an dieser Stelle den Begriff der
”
algo-
rithmic tractability“ ein. Diese
”
Gefu¨gigkeit“ soll bemessen werden an der
mo¨glichen Effizienz eines Verfahrens, welches die oben gestellte Frage fu¨r ein
Mengensystem F allgemein beantwortet.
Eine a¨quivalent schwierige Problemstellung ist die Berechnung von
f(A,B) = max
F∈F
(|F ∩ A| − |F ∩ B|), weil einerseits der Optimierungs-
algorithmus selbst das Problem bei geeigneter Wahl der Gewichte (1 auf A,
−1 auf B, 0 sonst) lo¨sen wu¨rde und andererseits die Frage
”
f(A,B) = |A|?“
oben als Orakel-Frage auftritt.
Eine verla¨ssliche Aussage daru¨ber, ob der (DMA) oder gleichwertiger-
weise das Separationsorakel wirklich polynomiell auf ein gewo¨hnliches
Mengensystem-Orakel zuru¨ckgefu¨hrt werden ko¨nnen, la¨sst sich daraus nicht
gewinnen. In [CK88] findet man noch eine laufzeitbezogene Bemerkung, die
dem (DMA) bei Vorhandensein des u¨blichen Orakels zuzu¨glich der Kennt-
nis einer beliebigen Startmenge X0 ∈ D polynomielle Laufzeit, genauer gar
O(n3), auf dem ∆-Matroid D zugestehen will, ohne dass diese Behauptung
na¨her begru¨ndet wa¨re.
Die beschriebene Funktion f fungiert bekanntlich60 als ∆-Rangfunktion des
∆-Matroids und birgt als solche Merkmale, die der Submodularita¨t a¨hneln.
59vgl. [BC95]
60siehe 1.3.3
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2.4.3 Bisubmodularita¨t
Ein Analogon zur Rangfunktion ist geschaffen worden, das im Hinblick auf
die Polyeder-Theorie geeignet ist, fu¨r die Facetten eines passenden Polyeders
herangezogen zu werden.61 Es handelt sich um die mit zwei disjunkten Ar-
gumenten ausgestattete ∆-Rangfunktion aus 1.3.3.
Die Erweiterung der Submodularita¨t
Im Dienste des ∆-Matroids erweist sich diese Funktion bei genauer Betrach-
tung als bisubmodular62 oder auch verallgemeinert submodular,63 was
fu¨r eine Funktion f : 3E −→ IR bedeuten soll, dass die Bedingung
f(X, Y ) + f(Xˆ, Yˆ )
≥ f(X ∩ Xˆ, Y ∩ Yˆ ) + f( (X \ Yˆ ) ∪ (Xˆ \ Y ) , (Y \ Xˆ) ∪ (Yˆ \X) )
bzw. + f( (X ∪ Xˆ) \ (Y ∪ Yˆ ) , (Y ∪ Yˆ ) \ (X ∪ Xˆ) )
erfu¨llt ist. Die Argumente der letzten beiden Summanden sind identisch.64
Die Bisubmodularita¨t ist insofern eine Verallgemeinerung des Submodula-
rita¨tsbegriffs, als f als Funktion der ersten Komponente f(., ∅) : P(E) −→ IR
submodular ist. Das und einige weitere einfache Eigenschaften solcher Funk-
tionen werden zuna¨chst zusammengetragen und die Beziehung der beiden
Begriffe zueinander eingegrenzt.
Lemma 2.27.
Seien fˆ und fˆ ′ bisubmodulare Funktionen auf 3E, f und f ′ submodulare
Funktionen auf 2E, λ ∈ IR+, θ ∈ IR und T ⊆ E. Dann gilt
(1) λ f, f + f ′ und f + θ sind allesamt submodulare Funktionen auf 2E.
(2) λ fˆ , fˆ + fˆ ′ und fˆ + θ sind allesamt bisubmodulare Funktionen auf 3E.
(3) g(X) := fˆ ( X \ T , X ∩ T ) definiert eine submodulare Funktion
auf 2E.
61siehe 5.2
62vgl. [Nak93]
63vgl. [CK88]
64zur U¨berpru¨fung siehe Abb. 5.1
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(4) gˆ(X,Y ) := f(X ∩ T ) + f(T \Y ) definiert eine bisubmodulare Funktion
auf 3E.
(5) Sind f, f ′ zusa¨tzlich monoton (f(X) ≤ f(Y ) wenn X ⊆ Y ), so auch
λ f, f + f ′ und f + θ. Außerdem definiert gˆ(X,Y ) := f(X) dann eine
bisubmodulare Funktion auf 3E.
Dabei wird die Symbolik der Operationen auf den Abbildungen wie u¨blich
interpretiert.65
Beweis
Skalare Multiplikation, Summe und Verschiebung um eine Konstante erwei-
sen sich als Trivialita¨ten beim Nachrechnen. Dazu bei (3) bzw. (4)
g(X) + g(Y ) = f ( X \ T , X ∩ T ) + f ( Y \ T , Y ∩ T )
≥ f ( (X ∩ Y ) \ T , X ∩ Y ∩ T ) + f ( (X ∪ Y ) \ T , (X ∪ Y ) ∩ T )
= g(X ∩ Y ) + g(X ∪ Y ) fu¨r X, Y ⊆ E sowie
gˆ(X1, Y1) + gˆ(X2, Y2) = f(X1 ∩ T ) + f(T \ Y2)
+ f(X2 ∩ T ) + f(T \ Y1)
≥
Lemma 1.5
f ( T \ (Y2 \X1) ) + f ( T ∩ (X1 \ Y2) )
+ f ( T ∩ (X2 \ Y1) ) + f ( T \ (Y1 \X2) )
≥ f ( T ∩ (X1 \ Y2) ∩ (X2 \ Y1) ) + f ( T ∩ ((X1 \ Y2) ∪ (X2 \ Y1)) )
+ f ( T \ ((Y2 \X1) ∪ (Y1 \X2)) ) + f ( T \ ((Y2 \X1) ∩ (Y1 \X2)) )
= f ( T ∩ X1 ∩ X2 ) + f ( T \ (Y2 ∩ Y1) )
+ f ( T ∩ ((X1 \ Y2) ∪ (X2 \ Y1)) ) + f ( T \ ((Y2 \X1) ∪ (Y1 \X2)) )
= gˆ ( X1 ∩ X2 , Y1 ∩ Y2 )
+ gˆ ( (X1 \ Y2) ∪ (X2 \ Y1) , (Y2 \X1) ∪ (Y1 \X2) ) .
fu¨r (X1, Y1), (X2, Y2) ∈ 3E, weil (X1 \ Y2) ∩ (X2 \ Y1) = X1 ∩ X2 und
(Y2 \X1) ∩ (Y1 \X2) = Y1 ∩ Y2, wenn X1 ∩ Y1 = X2 ∩ Y2 = ∅. 66 Was (5)
65siehe Symbolverzeichnis
66siehe zur Unterstu¨tzung Abb. 5.1
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angeht, ist die Monotonie jeweils einfach nachzurechnen und
gˆ(X1, Y1) + gˆ(X2, Y2) = f(X1) + f(X2) ≥ f(X1 ∩ X2) + f(X1 ∪X2)
≥ f(X1 ∩ X2) + f ( (X1 ∪X2) \ (Y1 ∪ Y2) )
= gˆ ( X1 ∩ X2 , Y1 ∩ Y2 )
+ gˆ ( (X1 ∪X2) \ (Y1 ∪ Y2) , (Y1 ∪ Y2) \ (X1 ∪X2) ) .
Korollar 2.28.
Ist fˆ eine bisubmodulare Funktion auf 3E, so ist f : 2E −→ IR submodular,
wenn
f(X) = fˆ(X, ∅), X ⊆ E.
Beweis
(3) aus Lemma 2.27 mit T = ∅.
Korollar 2.29.
Ist f eine submodulare Funktion auf 2E, so ist bˆ : 3E −→ IR bisubmodular,
wenn
bˆ(X, Y ) = f(X) + f(E \ Y )− f(E), (X, Y ) ∈ 3E.
Beweis
(4) und (2) aus Lemma 2.27 mit T = E und θ = f(E).
Der ∆-Rang des ∆-Matroids
r∆ besitzt auf dem ∆-Matroid weitere Eigenschaften, die an fru¨here
Rangfunktionseigenschaften erinnern mo¨gen, und erneut ist auch ein Um-
kehrschluss zula¨ssig:
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Satz 2.30.
Die ∆-Rangfunktion r∆ eines ∆-Matroids vereint die Eigenschaften
(1) r∆ ganzzahlig,
(2) r∆ bisubmodular,
(3) r∆(∅, ∅) = 0,
(4) r∆({e}, ∅) ∈ {0, 1} fu¨r e ∈ E,
(5) r∆(X, Yˆ ) ≤ r∆(Xˆ, Y ) fu¨r (X, Yˆ ), (Xˆ, Y ) ∈ 3E, X ⊆ Xˆ, Y ⊆ Yˆ .
Umgekehrt ist jede Funktion auf 3E, die diesen Bedingungen nachkommt,
∆-Rangfunktion eines ∆-Matroids und beschreibt dieses in eindeutiger Wei-
se.
Beweis
Dass die Eigenschaften fu¨r r∆ erfu¨llt sind, findet man in Satz 4, [CK88].
Sich weiter auf die dortigen Erkenntnisse stu¨tzend, gelingt der Beweis der
Ru¨ckrichtung mit Hilfe der Polyeder-Theorie in Gestalt von Kor. 5.12. Die
Eindeutigkeit liegt in der Natur des ∆-Rangs.67
Proposition 2.31.
Die ∆-Rang-Funktion r∆ eines Matroids M ergibt sich durch dessen Rang-
funktion rM sofort als
r∆(X, Y ) = rM(X),
wa¨hrend das ∆-Matroid der Basismenge von M durch die ∆-Rangfunktion
b∆ = r∆B(M) mit
b∆(X, Y ) = rM(X) + rM(E \ Y ) − rM(E)
gekennzeichnet ist.
Beweis
Die erste Behauptung wird besta¨tigt durch Bem. 2.3. Zweitens wissen wir
aus Kor. 2.29, dass ein so definiertes b∆ bisubmodular wegen submodula-
rem rM ist, ganzzahlig ist es ohnehin. Daneben zeigt sich b∆(∅, ∅) = 0 und
67siehe 1.3.3
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b∆({e}, ∅) = rM({e}) ∈ {0, 1}. Auch die gegenla¨ufige Monotonie (5) geht
mit der Monotonie von rM konform. Nach Satz 2.30 handelt es sich bei b∆
also um die ∆-Rangfunktion eines ∆-Matroids D. Nun ist seit 1.3.3 bekannt,
dass
X ∈ D ⇔ b∆(X,E \X) = |X| ⇔ 2rM(X) = rM(E) + |X| .
Dies ist einerseits fu¨r X ∈ B(M) sicher richtig. Andererseits schließt man
aus der Gleichung wegen rM(X) ≤ |X|, dass rM(X) ≥ rM(E). Folglich
ist das Gleichungskettenende a¨quivalent zu X ∈ B(M) und demzufolge ist
D = B(M) erreicht.
Mit Hilfe des Bisubmodularita¨tsbegriffs kann ein beachtlich großer Anteil des
Transfers von Matroid-Wissen auf eine Theorie zu Polymatroiden analog fu¨r
∆-Matroide geleistet werden.68
2.4.4 Operationen auf ∆-Matroiden
Minoren
Auch ∆-Matroide ko¨nnen eingeschra¨nkt und kontrahiert werden, ohne dass
sie ihre Eigenschaft verlieren.
Bemerkung 2.32.
Fu¨r D als ∆-Matroid und T ⊆ E sind auch Restriktion D T und Kontrak-
tion D/T wieder ∆-Matroide. Die Kontraktion eines ∆-Matroids ist dabei,
etwas abweichend von 1.1.3 fu¨r beliebige T definiert als
D/T = {X ⊆ E \ T | X ∪ T ∈ D} ,
weil der Begriff Basis im Zusammenhang mit ∆-Matroiden nichts zum
Versta¨ndnis beitra¨gt.
Beweis
Es ist trivial, dass die definierende Bedingung fu¨r ∆-Matroide verlustfrei auf
die Einschra¨nkung u¨bergeht. Bei der Kontraktion handelt es sich ebenfalls
um eine Restriktion, denn leicht zu sehen ist
D/T = D ∆ T E \ T .
Der Einsatz von Prop. 2.23 fu¨hrt zur Einsicht.
68siehe 5.1.3
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Mengenweise Vereinigung
Diverse Mo¨glichkeiten der Kombination von ∆-Matroiden zu neuen Men-
gensystemen wie z.B. Komposition oder Summe sind u.a. in [BC95] behan-
delt worden. Ebenso damit verbundene Problemstellungen, die teilweise wie-
der Verallgemeinerungen entsprechender Fragestellungen aus dem Matroid-
Kontext darstellen.69 Ein ausgewa¨hltes Ergebnis lautet
Proposition 2.33.
Sind D1,D2 ∆-Matroide, so ist
D = {X ∪ Y | X ∈ D1, Y ∈ D2, X ∩ Y = ∅}
ebenfalls ∆-Matroid.
Beweis: [Bou89]
Diese Systembildung bedeutet eine Einschra¨nkung gegenu¨ber der u¨blichen
mengenweise Vereinigung, umfasst aber die direkte Summe. Als Beispiel
dienen D1 = {∅, {1, 2}, {3, 4}, {1, 2, 3, 4}} und D2 = {{2}, {3}}, die zum
∆-Matroid D = {{2}, {3}, {1, 2, 3}, {2, 3, 4}} fu¨hren, wa¨hrend
D1 ∨ D2 = {{2}, {3}, {1, 2}, {3, 4}, {1, 2, 3}, {2, 3, 4}, {1, 2, 3, 4}} keins dar-
stellt, weil X = {1, 2}, Y = {3, 4} und x = 2 die Definitionsbedingung zur
Strecke bringen.
Schnitt
Der Schnitt zweier ∆-Matroide, sei Optimierung das Ziel oder auch nur das
Auffinden einer Menge dort gewu¨nscht, nimmt im Allgemeinen bei gewo¨hn-
lichem Mengensystem-Orakel exponentiell viel Zeit in Anspruch.70 Das Pro-
blem verko¨rpert eine Generalisierung des
”
matroid parity problem“, welches
von Lova´sz71 per Angabe einer speziellen Instanz fu¨r schwer lo¨sbar befun-
den wurde, sofern es sich nicht um ein linear repra¨sentierbares bzw. lineares
Matroid handelt. In [CK88] findet sich dazu noch
Satz 2.34.
Sind D1,D2 ∆-Matroide, fu¨r die jeder k-Abschnitt, 0 ≤ k ≤ |E|, ebenfalls
∆-Matroid ist, dann la¨sst sich eine Menge optimalen Gewichts bezu¨glich einer
Zielfunktion c : E −→ IR in D1 ∩ D2 in polynomieller Zeit bestimmen.
69dazu vgl. auch [GIM03]
70vgl. [BJ00]
71vgl. [Lov80]
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Beweis: Ru¨ckfu¨hrung auf Matroid-Schnitt, [CK88]
Dass diese Forderung nicht grundsa¨tzlich erfu¨llt ist, zeigt der 3-Abschnitt von
M˜∆4 in Beispiel XVI,72 wo sich zu X = {1, 2} und 3 = y ∈ Y = {3, 4, 5} we-
der das urspru¨nglich vorhandene {1, 2, 3, 4}, noch {1, 2, 3, 5}, {1, 2, 3}, {1, 3}
oder {2, 3} auffinden lassen.
Dualita¨t
Bei der Bildung des Komplemente-Duals befindet man sich in der angenehm
vorteilhaften Situation von Lemma 2.24 und zusa¨tzlich gilt73
r∆D(∗)(X,Y ) = |X| − |Y |+ r∆(Y,X).
2.5 Eine Symbiose aus ∆-Matroid und
Greedoid
2.5.1 Getrennte Wege
Von den bis hierher zitierten Greedoid-Klassen fa¨llt keine in den Bereich der
∆-Matroide. Erst die Matroide passen in beide Gebiete.
XIV) Das eklatant simple Gauß-Greedoid {∅, {1}, {1, 2}, {1, 2, 3}} ist nicht
zugleich ∆-Matroid, weil die 1 aus {1, 2, 3} \ ∅ weder solo noch in Be-
gleitung entfernbar ist.
Umgekehrt ko¨nnen ∆-Matroide wegen der eventuell fehlenden leeren Menge
ohnehin in kein Greedoid-Korsett gezwa¨ngt werden.
Auf Seiten der ∆-Matroide ist zwar ein eleganter Algorithmus (DMA) fu¨r
beliebige Gewichtsfunktionen vorhanden, jedoch ha¨ngt dieser vom Vorhan-
densein eines Separationsorakels ab, was mo¨glicherweise eine scha¨rfere For-
derung gegenu¨ber dem gewo¨hnlichen Orakel bedeutet.74 Andererseits kennen
wir eine Kollektion von Greedoiden, denen zwar ein gewo¨hnliches Orakel zum
Algorithmus polynomieller Laufzeit gereicht, deren Verfahren aber nur mit
72siehe 3.4.2
73vgl. [CK88]
74siehe 2.4.2
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eingeschra¨nkten (positiven) Zielfunktionen fertig werden ko¨nnen, wenn sie es
nicht bis zum Gauß-Greedoid bringen.75
2.5.2 Gemeinsame Sache
Kombiniert man beide Eigenschaften, genauer gesagt, begegnet man einem
∆-Matroid, das zugleich als Greedoid fungiert, dann ko¨nnen die Schwierig-
keiten mit dem Separationsorakel bei gu¨nstiger Greedoid-Beschaffenheit aus
dem Weg gera¨umt werden.
Satz 2.35.
Greedoide mit restriktionsstabiler starker Austauscheigenschaft ko¨nnen das
Separationsorakel mittels des gewo¨hnlichen Mengensystem-Orakels in poly-
nomieller Zeit simulieren.
Beweis
Das Separationsorakel76 steht folgender Frage gegenu¨ber:
C,D ⊆ E, C ∩ D = ∅ : ∃F∈F C ⊆ F ⊆ E \D ?
Dem Abschnitt 2.3.4 ist die Erkenntnis zu entnehmen, dass nicht negative
Gewichtsfunktionen in polynomieller Zeit u¨ber den Greedoiden mit starker
Austauscheigenschaft optimiert werden ko¨nnen. Da hier der Umstand vor-
liegt, es mit einer restriktionsstabilen starken Austauscheigenschaft zu tun
zu haben, ist uns nun mit dem (MGA) eine schnelle Mo¨glichkeit zur Hand
gegeben, eine solche Gewichtsfunktion auf die Mengen in F E \D anzuset-
zen.
Wird diese spezifiziert als c¯ : E \ D −→ IR+, c¯(e) = 1 fu¨r e ∈ C und
c¯(e) = 0 fu¨r e /∈ C, dann gibt der erzielte maximale Wert von c¯ genau die
gewu¨nschte Antwort, weil fu¨r die Menge Y ∈ F E \D, die den maximalen
Wert erzielt, gilt, dass c¯(Y ) = |C| ⇔ C ⊆ Y , was die positive Beantwortung
der Fragestellung oben insgesamt gleichwertig dazu macht, dass |C| bei der
Optimierung als Gewicht erzielt werden kann.
Korollar 2.36.
Ist ein Mengensystem F sowohl ∆-Matroid als auch Greedoid und besitzt es
als solches die restriktionsstabile starke Austauscheigenschaft, dann la¨sst sich
75siehe 2.3.4
76siehe 2.4.2
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fu¨r eine beliebige Gewichtung der Grundmenge, c : E −→ IR, die
”
schwerste“
Menge X ∈ F (∑
x∈X
c(x) ≥ ∑
y∈Y
c(y) ∀Y ∈F ) bei polynomiellem Zeitaufwand
bestimmen, sofern ein gewo¨hnliches Orakel zur Verifizierung der Mitglied-
schaft im Mengensystem vorliegt.
Beweis
Verwendet man zur Bestimmung der optimalen Menge den Algorithmus
(DMA) aus 2.4.2, so steht und fa¨llt dessen Laufzeit eben mit der Effizienz
des Separationsorakels insofern, als der Zeitaufwand fu¨r die anderen Schritte
(u.a. Sortierung) offensichtlich polynomiell von n abha¨ngig ist.
Das Einfu¨gen des durch Satz 2.35 inspirierten Verfahrens als Stellvertreter fu¨r
das Separationsorakel sprengt sicher nicht die Grenzen der Darstellbarkeit der
Laufzeit als Polynom in n, da es ho¨chstens zur Multiplikation der einzelnen
Laufzeiten fu¨hrt.
2.5.3 Der Algorithmus (KGA)
Diese Erkenntnisse fließen nun ein in die Ausformulierung eines spezialisierten
Verfahrens zum Kombinierten Greedy-Algorithmus (KGA), der die
entsprechenden Algorithmen ineinander verschachtelt. Er gestaltet sich wie
folgt; gesucht ist wiederum max {c(X) | X ∈ F } mit c : E −→ IR:
1. Ordne E so zu E = {e1, . . . en}, dass |c(ei)| ≥ |c(ei+1)| fu¨r i = 1 . . . n−1
2. Ti := {ei, . . . , en}, i = 1 . . . n
3. X := ∅, i := 1
4. Wenn c(ei) ≥ 0
(a) X∗ := ∅
(b) T ∗ := {x ∈ X ∪ Ti | X∗ ∪ x ∈ F }
(c) Wenn T ∗ = ∅
i. Wenn |X∗ ∩ (X ∪ ei)| = |X ∪ ei| dann X := X ∪ ei
ii. Gehe zu 6.
(d) Bestimme x0 ∈ T ∗ ∩ (X ∪ ei), falls jenes leer, x0 ∈ T ∗ beliebig
(e) X∗ := X∗ ∪ x0
(f) Gehe zu 4b.
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5. Wenn c(ei) < 0
(a) X∗ := ∅
(b) T ∗ := {x ∈ X ∪ Ti+1 | X∗ ∪ x ∈ F }
(c) Wenn T ∗ = ∅
i. Wenn |X∗ ∩ X| < |X| dann X := X ∪ ei
ii. Gehe zu 6.
(d) Bestimme x0 ∈ T ∗ ∩ X, falls jenes leer, x0 ∈ T ∗ beliebig
(e) X∗ := X∗ ∪ x0
(f) Gehe zu 5b.
6. Wenn i = n STOP sonst i = i+ 1
7. Gehe zu 4.
Das geschickte Protokollieren in hier nicht erwa¨hnten Za¨hlvariablen erspart
den erneuten Lauf durch die Mengen in 4(c)i und 5(c)i.
In den na¨chsten beiden Kapiteln werden Mengensysteme vorgestellt, die eine
solche Kombination tatsa¨chlich realisieren.
Kapitel 3
Getwistete Matroide
3.1 Motivation
Die herausragende Stellung der Matroide unter den Mengensystemen, ihre
Konzilianz gegenu¨ber linearer Optimierung und die profunden Einsichten
u¨ber ihre a¨sthetischen Strukturen verleiten dazu, sich einen a¨hnlich gearteten
Aufbau von verwandten Mengensystemen zu erhoffen.
Ein nah verwandtes Mengensystem wird in diesem Kapitel vorgestellt, ex-
pressis verbis die getwisteten Matroide. Fu¨r ein Matroid M ⊆ P(E) und
A ∈M heißt
M∆ A = {X ∆ A | X ∈M}
getwistetes Matroid. Im vorangegangenen Kapitel wurden mit den
∆-Matroiden und den Greedoiden zwei Linien vorgestellt, entlang derer sich
eine Verallgemeinerung von Matroiden entwickelt hat. Beide Konzepte bieten
Platz fu¨r die getwisteten Matroide, die den Matroid-Status im Allgemeinen
nicht halten ko¨nnen. Es werden aber einige A¨hnlichkeiten zwischen getwiste-
ten Matroiden und Gauß-Greedoiden zu Tage treten.
3.1.1 A¨quivalenzklassen
Bereits in 2.4.2 wurde das Twisten von Mengensystemen kurz thematisiert.
Die Natur der symmetrischen Differenz als zugrunde liegender Operation1 er-
1siehe 1.1.4
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laubt es, die Mengensysteme innerhalb einer fixierten Grundmenge in A¨qui-
valenzklassen einzuteilen, die auf der Relation
F1 ≡ F2 ⇔ ∃A⊆E F1 = F2 ∆ A
basieren.
Prop. 2.23 lehrt, dass die ∆-Matroide diese A¨quivalenzklassenbildung als
Ganzes u¨berleben, weil das Twisten diesbezu¨glich eine abgeschlossene Ope-
ration darstellt. Dies fu¨hrt auch unverzu¨glich zur ersten Beobachtung:
Proposition 3.1.
Das getwistete Matroid ist ein ∆-Matroid.
Lineare ∆-Matroide
Dieser A¨quivalenzbegriff findet Verwendung im Bereich der ∆-Matroide, z.B.
in [GIM03], wo lineare ∆-Matroide als diejenigen definiert werden, die
a¨quivalent zu einem ∆-Matroid sind, das die Ansammlung von Indexmengen
nicht singula¨rer Untermatrizen einer antisymmetrischen Matrix wiedergibt.2
Im Zuge der dort vorgenommenen Verallgemeinerung des
”
matroid parity
problem“3 zum
”
delta matroid parity problem“4 wird gezeigt, dass die li-
nearen Matroide in die Klasse der linearen ∆-Matroide geho¨ren, mit der
unmittelbaren Folge:
Bemerkung 3.2.
Ein getwistetes lineares Matroid ist ein lineares ∆-Matroid.
Damit steht fu¨r diese ein effektiver Algorithmus zur Lo¨sung des Parita¨ts-
problems zur Verfu¨gung, das darin besteht, eine Menge im Mengensystem
auszumachen, die mo¨glichst wenig Einzelteile von Paaren entha¨lt, wobei die-
se Paare die Teile einer zuvor festgelegten Partitionierung der Grundmenge
sind.
Wa¨hrend die A¨quivalenzklassen der Matroid-Basen schon des o¨fteren inspi-
ziert worden sind,5 sollen nunmehr die der Matroide selbst in den Fokus
geru¨ckt werden. Wir werden sehen, dass jedes Matroid eine eigene A¨quiva-
lenzklasse erzeugt.
2siehe auch 2.4.1
3vgl. [Lov80]
4vgl. [GIM03]
5siehe 2.4.1
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3.1.2 Ein Beispiel fu¨r Greedoide
In den beiden erwa¨hnten umfassenden Abhandlungen zum Thema Greedoi-
de, [KLS91] und [BZ92], werden getwistete Matroide zur Beispielgebung fu¨r
Greedoide verwendet. In der letztgenannten treten sie als Zeuge fu¨r die Exi-
stenz von Greedoiden auf, die keine Intervall-Greedoide sind. Ferner werden
dort seine Basen als Beschreibungen bezeichnet, einen Weg von der Twist-
menge A zu einer Basis von E \ A u¨ber unabha¨ngige Mengen des Matroids
zu finden.
Beide Referenzen beziehen sich auf die urspru¨ngliche, fru¨heste Erwa¨hnung
der getwisteten Matroide durch Bjo¨rner in [Bjo¨85]. Dort werden sie im Rah-
men der
”
exchange languages“ in der geordneten Greedoid-Version als Spra-
che aus Wo¨rtern betrachtet. Im Kontext hiesiger Mengensysteme a¨ußert sich
das wie folgt:
Proposition 3.3.
Beruhend auf einem Matroid M und A ⊆ E besitzt M∆ A die Augmentie-
rungseigenschaft (AE).
Beweis
Seien X, Y ∈M∆ A, |X| < |Y | . Dann gilt X ∆ A, Y ∆ A ∈M.
Fall 1: (Y \X) ∩ A 6= ∅
Wa¨hle y ∈ (Y \X) ∩ A ⇒ y ∈ X ∆ A. Dann ist (X ∆ A) \ y ∈M,
zudem (X ∆ A) \ y = (X ∪ y) ∆ A, und damit X ∪ y ∈M∆ A.
Fall 2: (Y \X) ∩ A = ∅
Die Voraussetzung bewirkt |Y \X| > |X \ Y | , der aktuelle Fall
A \ Y = A \X. Man zerlege Y ∆ A = (Y \ A) ∪ (A \ Y )
= ((Y \X) \ A)︸ ︷︷ ︸
=Y \X
∪ ((Y ∩ X) \ A) ∪ (A \X) und analog
X ∆ A = (X \ A) ∪ (A \X)
= ((X \ Y ) \ A) ∪ ((Y ∩ X) \ A) ∪ (A \X), um zu erkennen,
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dass |Y ∆ A| > |X ∆ A| . Das somit nach Matroideigenschaft
existierende y ∈ (Y ∆ A) \ (X ∆ A) mit (X ∆ A) ∪ y ∈M entstammt
demnach Y \X, damit keineswegs A, und garantiert so
(X ∆ A) ∪ y = (X ∪ y) ∆ A ∈ M. Daraus folgt X ∪ y ∈M∆ A.
Korollar 3.4.
Das getwistete Matroid M∆ A ist ein Greedoid.
Beweis
Definitionsimmanent ist A ∈ M. Darum ∅ = A ∆ A ∈ M∆ A. Erga¨nzt
um Prop. 3.3 erha¨lt man die Behauptung.
Wie man sieht, ha¨ngt die Gu¨ltigkeit der Augmentierungseigenschaft (AE)
nicht von der Unabha¨ngigkeit von A ab. Hingegen ist A ∈M essenziell, um
die leere Menge mitzunehmen und damit entscheidend dafu¨r, u¨berhaupt ein
Greedoid zu erhalten. Dieses Kapitel widmet sich im Wesentlichen der pra¨zi-
seren, bisher weitgehend unbekannten Einordnung der getwisteten Matroide
in den Kontext der Greedoide. Darum wurde die Unabha¨ngigkeit von A in
M zur Vereinfachung mit in die Definition aufgenommen.
3.2 Twisten und Unabha¨ngigkeit
Unabha¨ngig von Augmentierungsangelegenheiten stellt sich zuna¨chst die Fra-
ge, wie die symmetrische Differenz mit Unabha¨ngigkeitssystemen umgeht.
Beim Twisten werden die Elemente aus A
”
umgeklappt“. Daraus leitet sich
ein Kriterium ab, wann durch diese Maßnahme ein Unabha¨ngigkeitssystem
entsteht.
Lemma 3.5.
Fu¨r ein Mengensystem F gilt die Aussage:
F ∆ A ist ein Unabha¨ngigkeitssystem
⇐⇒ ∀C∈F ∀X1 ⊆ C\A ∀X2 : C ∩A ⊆ X2 ⊆ A X1 ∪X2 ∈ F .
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Beweis
′ ⇒ ′ : Seien C ∈ F , X1 ⊆ C \ A, C ∩ A ⊆ X2 ⊆ A.
Es folgt (X1 ∪X2) ∆ A ⊆ C ∆ A, da
(X1 ∪X2) \ A = X1 \ A ⊆ C \ A und
A \ (X1 ∪X2) ⊆ A \X2 ⊆ A \ (C ∩ A) = A \ C.
Wegen C ∆ A ∈ F ∆ A also nach Vor. (X1 ∪X2) ∆ A ∈ F ∆ A
⇒ X1 ∪X2 ∈ F .
′ ⇐ ′ : Seien Y ∈ F ∆ A, X ⊆ Y. D.h. C ′ := Y ∆ A ∈ F .
C ′ ∩ A = (Y ∆ A) ∩ A = A \ Y ⊆ A \X ⊆ A.
X \ A ⊆ Y \ A = (Y ∆ A) \ A = C ′ \ A.
Daher X ∆ A ( = (X \ A) ∪ (A \X)) ∈ F und X ∈ F ∆ A.
Ausgehend von einem Unabha¨ngigkeitssystem findet sich die Twistmenge
anschließend in jeder Basis wieder:
Lemma 3.6.
Ist F ein Unabha¨ngigkeitssystem und A ⊆ E, dann fu¨gt sich
∀B∈B(F ∆A) A ⊆ B.
Beweis
Sei B ∈ B(F ∆A). Nach Lemma 3.5 (F = (F ∆A) ∆A Unabha¨ngigkeitssy-
stem) ist (B \A)∪A ∈ F ∆A. Da außerdem B ⊆ (B \A)∪A gilt, weil B
Basis und maximale Menge ist,6 weiß man B = (B \ A) ∪ A, also A ⊆ B.
Wann nun la¨sst das Twisten schon vorgegebenen Unabha¨ngigkeitssystemen
wie Matroiden ihren Status?
6siehe Bem. 2.1
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Proposition 3.7.
Ist F ein Unabha¨ngigkeitssystem, so sind folgende Aussagen a¨quivalent:
(1) F ∆ A ist ein Unabha¨ngigkeitssystem.
(2) Fu¨r alle B ∈ B(F) ist A ⊆ B.
(3) F = F ∆ A.
Beweis
′(1)⇒ (2) ′ : Lemma 3.6 mit vertauschten Rollen von F und F ∆ A.
′(2)⇒ (3) ′ : Sei X ∈ F . Nach Bem. 1.1 existiert B ∈ B(F) so,
dass X ⊆ B. A ⊆ B nach Vor. ⇒ X ∆ A ⊆ (X \ A) ∪ A ⊆ B,
also X ∆ A ∈ F . Mit F ⊆ F ∆ A gilt, da A selbstinvers ist
(A∆ A = ∅), auch die Gleichheit.
′(3)⇒ (1) ′ : offensichtlich.
Es ergibt sich, dass verschiedene Matroide niemals zueinander a¨quivalent
sind:
Korollar 3.8.
Das getwistete Matroid ist genau dann wieder ein Matroid, wenn die
∆-Operation mit einer Teilmenge des Schnitts aller Basen durchgefu¨hrt wird.
Zwangsla¨ufig ist dann das getwistete Matroid mit dem Ursprungs-Matroid
identisch. Fu¨r Matroide M1,M2:
M1 = M2 ∆ A ⇒ M1 = M2.
3.3 Derivate und Zerlegung
Eine besonders erwa¨hnenswerte Eigenart der getwisteten Matroide besteht
darin, dass sie die Abgeschlossenheit bezu¨glich der Bildung von Minoren von
den allgemeinen Greedoiden u¨bernimmt.
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3.3.1 Kontraktion
Befindet sich die Kontraktionsmenge selbst im getwisteten Matroid, was an
sich schon Voraussetzung ist, u¨berhaupt wieder ein Greedoid zu erhalten,
dann ist die Kontraktion des getwisteten Matroids wiederum ein getwistetes
Matroid.
Proposition 3.9.
Ist M ein Matroid, A ∈M und T ⊆ E so, dass T ∆ A ∈M, dann gilt
(M∆ A) / T = (M / (T \ A) \ T ) ∆ (A \ T ).
Wobei zusa¨tzlich A\T ∈ M/(T \A) \ T ; die Kontraktion ist ein getwistetes
Matroid.
Beweis
Wegen T ∈ M∆ A ist die Kontraktion gema¨ß [KLS91], S.68, ein Greedoid.
T \A ist die Basis von T \A inM, weil T \A ⊆ T ∆A ∈M. Das Mengen-
systemM/(T \A) \ T ist nach den Gesetzen, welchen die Matroid-Minoren
gehorchen, auch ein Matroid. Das mit T disjunkte A \ T ist darin enthalten
wegen (A \ T ) ∪ (T \ A) = T ∆ A ∈ M und darum ist die abschließen-
de Behauptung richtig, wenn die Gleichung unter Mithilfe von Lemma 1.5
besta¨tigt werden kann:
′ ⊆ ′ : Y ∈ (M∆ A) / T ⇒ Y ∩ T = ∅, Y ∪ T ∈M∆ A
⇒ (Y ∪ T ) ∆ A ∈M. Um sicherzustellen, dass
Y ∆ (A \ T ) ∈ M / (T \ A) \ T sind zwei Punkte zu betrachten:
1.) (Y ∆ (A \ T )) ∩ T ⊆ (Y ∪ (A \ T )) ∩ T =
Y ∩ T = ∅
∅.
2.) (Y ∆ (A \ T )) ∈ M / (T \ A).
Der leere Schnitt mit T \ A folgt aus demjenigen mit T aus 1.).
(Y ∆ (A \ T )) ∪ (T \ A) = (Y \ (A \ T )) ∪ ((A \ T ) \ Y ) ∪ (T \ A)
= (Y \ A) ∪ (Y ∩ T ) ∪ (T \ A) ∪ (A \ (T ∪ Y ))
= (Y ∪ T ) ∆ A ∈ M, weil T ∩ A verschwindet.
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′ ⊇ ′ : Nun gelte Y ∈ (M / (T \ A) \ T ) ∆ (A \ T ). Die erste
Untersuchung widmet sich Y ∩ T : Die Herkunft von Y bedingt
(Y ∆ (A \ T )) ∩ T = ∅ ⇒ T ∩ Y ⊆ Y \ (A \ T ) ⊆ Y ∆ (A \ T )
⇒ T ∩ Y = T ∩ Y ∩ T ⊆ (Y ∆ (A \ T )) ∩ T ⇒ T ∩ Y = ∅.
Mit dieser Erkenntnis bewahrt obige Gleichungskette ihre Gu¨ltigkeit:
(Y ∪ T ) ∆ A = (Y ∆ (A \ T )) ∪ (T \ A). Die Mengen liegen in M,
was man rechterhand auf Grund der Herkunft von Y erkennt. Also
Y ∈ (M∆ A) / T.
3.3.2 Restriktion
Das Gleiche gilt fu¨r Einschra¨nkungen, jedoch ohne Bedingung an die Fil-
termenge stellen zu mu¨ssen. Bei der Minorenbildung, wie sie fu¨r Matroide
definiert ist, bewegt man sich zusammenfassend also, ausgehend von einem
getwisteten Matroid, fortwa¨hrend in dieser Klasse.
Proposition 3.10.
Befindet sich A inM, seines Zeichens Matroid, dann resultiert fu¨r beliebiges
T ⊆ E:
M∆ A T = M∆ (A \ T ) T ∆ (A ∩ T ).
Wobei M∆ (A \ T ) T = M/(A \ T ) T und (A ∩ T ) ∈M∆ (A \ T ) T , so
dass die Restriktion M∆ A T erneut ein getwistetes Matroid repra¨sentiert.
Beweis
Die Restriktion ist, [KLS91], S.68 folgend, ein Greedoid. A \ T ist die Basis
von A\T inM, weil A\T ⊆ A ∈M. Das MengensystemM/(A\T ) T ist
als Minor eines Matroids selbst ein Matroid. Daher handelt es sich insgesamt
in der Tat um ein getwistetes Matroid, wenn A ∩ T dort enthalten ist und
sich die Gleichungen als wahr erweisen. Zuna¨chst ergibt die Untersuchung
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der abgesetzten Gleichung:
′ ⊆ ′ : Vorausgesetzt Y ∈M∆ A T, das bedeutet Y ⊆ T, Y ∆ A ∈M,
ero¨ffnet die Assoziativita¨t
Y ∆ (A ∩ T ) (= (Y ∆ A) ∆ (A \ T )) ∈M∆ (A \ T ).
Y ∆ (A ∩ T ) ⊆ T, weil beide Mengen der symmetrischen Differenz in T
liegen. Damit hat man Y ∆ (A ∩ T ) ∈M∆ (A \ T ) T
⇒ Y ∈M∆ (A \ T ) T ∆ (A ∩ T ).
′ ⊇ ′ : Wenn hingegen Y ∆ (A ∩ T ) ∈M∆ (A \ T ) T , dann heißt das
einerseits Y ∆ A (= Y ∆ (A ∩ T ) ∆ (A \ T )) ∈M, andererseits
Y ∆ (A ∩ T ) ⊆ T und so Y ⊆ T , weil Y = Y ∆ (A ∩ T ) ∆ (A ∩ T )︸ ︷︷ ︸
⊆T
.
Insgesamt folgt Y ∈M∆ A T.
Die Identita¨tM∆ (A\T ) T = M/(A\T ) T ist Gegenstand der folgenden
Inspektion:
′ ⊆ ′ : X ∈M∆ (A \ T ) T meint X ⊆ T und
X ∪ (A \ T ) =
X ∩ (A \ T ) = ∅
X ∆ (A \ T ) ∈M also X ∈M/(A \ T ) T .
′ ⊇ ′ : Auch in der anderen Richtung bewirkt X ⊆ T, dass
X ∩ (A \ T ) = ∅, somit die Gleichheit der symmetrischen Differenz mit
der Vereinigung und alles weitere.
Schließlich A ∩ T ⊆ T, (A ∩ T ) ∆ (A \ T ) = A ∈M
⇒ (A ∩ T ) ∈M∆ (A \ T ) T .
3.3.3 Partitionierung
Ein getwistetes Matroid ist partitionierbar in Einzelteile, welche als
”
geshif-
tete“ Matroide bezeichnet werden ko¨nnten. Es handelt sich bei jedem dieser
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Einzelteile um einen Minor von M. Dieser bewegt sich innerhalb einer zur
Teilmenge X von A fremden Grundmenge und anschließend werden alle seine
enthaltenen Mengen um diese Menge X bereichert. Fu¨r jedes X ⊆ A wird
ein solches Teil beno¨tigt.
Proposition 3.11.
Das getwistete Matroid kann wie folgt in disjunkte Teile zerlegt werden:
M∆ A =
⋃
X⊆A
((M\X) / (A \X)) ⊕ {X}.
Beweis
Da bereitsM\X ⊆ P(E\X) ist das
”
Shiften“, also das Vereinigen der jewei-
ligen Mengen des Minors mit X, ein disjunktes Vereinigen. Das heißt, es wird
eine direkte Summe gebildet. Zuvorderst der Nachweis, dass die vereinigten
Terme getrennte Bereiche umfassen:
X, Y ⊆ A, C ∈ ((M\X) / (A \X)) ⊕ {X},
C ∈ ((M\ Y ) / (A \ Y )) ⊕ {Y } ⇒ X ⊆ C, Y ⊆ C. Nach obigem und
der Kontraktionsdefinition gilt (C \X) ∩ (A \X) = ∅
⇒ C ∩ A ⊆ X = X ∩ A ⊆ C ∩ A ⇒ X = C ∩ A und analog
Y = C ∩ A, also schließlich X = Y erzwingend. Nun zur Gleichung:
′ ⊆ ′ : Y ∈M∆ A, X := Y ∩ A ⇒ A \X = A \ Y, X ⊆ A.
Y \ A (⊆ Y ∆ A) ∈M ⇒ Y \ A ∈M \X.
(A \ Y ) ∩ X = ∅ ⇒ Y ∆ A ∈M \X
⇒ (Y \ A) ∪ (A \ Y ) (= Y ∆ A) ∈M \X
⇒ Y = (Y \ A) ∪X ∈ ((M\X) / (A \X)) ⊕ {X}.
′ ⊇ ′ : Wa¨re umgekehrt Y = C ∪X, X ⊆ A,
C ∈ ((M\X) / (A \X)) , dann C ∪ (A \X) ∈M \X, weil
A \X ∈M \X. Zudem C ∩ X = ∅, C ∩ (A \X) = ∅ ⇒ C ∩ A = ∅
und so (C ∪X) ∆ A = (C \ A) ∪ (X \ A)︸ ︷︷ ︸
=∅
∪ (A \ (C ∪X))
=
C ∩ A = ∅
C ∪ (A \X).
Dies ist, da in M\X, auch in M, das heißt C ∪X ∈M∆ A.
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3.3.4 Dualita¨t
Dualbildung bei Mengensystemen ha¨ngt maßgeblich mit der Twistoperation
zusammen, indem das Komplemente-Dual eines Mengensystems F nichts
anderes als F ∆ E ist und auch das Dual als H(B(F) ∆ E) notiert werden
kann. Zuna¨chst drei hilfreiche Beobachtungen:
Lemma 3.12.
M Matroid, A ⊆ E:
(1) (M∆ A)(∗) = M(∗) ∆ A = M∆ (E \ A).
(2) B(M∆ A) = B(M\ A) ⊕ {A}.
(3) MIN(M∆ A) = B(M A)(∗) = B((M A)∗)
(Komplementbildung in A).
Beweis
(1): Die Gruppeneigenschaften der symmetrischen Differenz implizieren
(M∆ A)(∗) = M∆ A∆ E = M∆ (E \ A)
= (M∆ E) ∆ A = M(∗) ∆ A.
(2):
′ ⊆ ′ : B ∈ B(M∆ A). Lemma 3.6 sagt aus, dass A ⊆ B
⇒ B \ A (= B ∆ A) ∈M ⇒ B = (B \ A) ∪ A ∈M \ A⊕ {A}.
Ga¨be es x ∈ E \ A mit (B \ A) ∪ x ∈M \ A, dann
B ∪ x = ((B \ A) ∪ x) ∆ A ∈M∆ A . Also B \ A ∈ B(M\ A)
⇒ B ∈ B(M\ A)⊕ {A}.
′ ⊇ ′ : B ∈ B(M\ A) ⊕ {A} ⇒ B = B1 ∪ A, B1 ∈M \ A
⇒ B = B1 ∆ A ∈M∆ A. Ga¨be es x ∈ E \B ⊆ E \ A mit
B ∪ x ∈M∆ A, dann B1 ∪ x = (B \ A) ∪ x = (B ∪ x) ∆ A ∈M bzw.
in M\ A . Also ist B ∈ B(M∆ A).
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(3):
′ ⊆ ′ : Sei X eine beliebige Menge, aber minimal bezu¨glich X ∆ A ∈M.
X ⊆ A, denn (X \ x) ∆ A = (X ∆ A) \ x wa¨re in M fu¨r x ∈ X \ A.
Das heißt , A \X ∈M und auch noch Basis von A, weil a ∈ A ∩ X
und (A \X) ∪ a ∈M zur Konsequenz ha¨tten, dass
(X \ a) ∆ A = (X ∆ A) ∪ a = (A \X) ∪ a in M wa¨re .
′ ⊇ ′ : Andersherum ist fu¨r A \ Y, Y ∈ B(M A) :
Y ∈M ⇒ (A \ Y ) ∆ A (= Y ∩ A) ∈M, also A \ Y ∈M∆ A.
Wa¨re X ∈M∆ A, X ⊂ A \ Y, dann X ∆ A = A \X ∈M A und
Y ⊂ A \X . Demnach ist A \ Y ∈ MIN(M∆ A).
Dual
Proposition 3.13.
Das Dual des getwisteten Matroids ist ein Matroid:
(M∆ A)∗ = (M\ A)∗.
Dabei findet die Dualbildung in der jeweils zusta¨ndigen Grundmenge statt,
also links in E und rechts in E \ A.
Beweis
Aus (2) in Lemma 3.12 la¨sst sich mit Hilfe von Lemma 1.5
B(M∆ A)(∗) = B(M\ A)(∗) ⊕ {A}(∗) = B(M\ A)(∗)
in den Grundmengen E,E \ A bzw. A ableiten, weshalb auch {A}(∗) = {∅}.
Daraus erha¨lt man
(M∆ A)∗ = H(B(M∆ A)(∗)) = H(B(M\ A)(∗)) = (M\ A)∗,
wobei Letzteres laut Prop. 2.8 Matroid ist.
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(k, `)-Greedoide
Um die Aspekte rund um das Komplemente-Dual besser beleuchten zu
ko¨nnen, wird das Gebot der leeren Menge voru¨bergehend gebrochen und
eine Art
”
Greedoid-Streifen“ eingefu¨hrt. Ein nicht leeres Mengensystem F
wird (k, `)-Greedoid genannt, wenn zwei Bedingungen erfu¨llt sind:
• Die Augmentierungseigenschaft (AE) gilt in F und
` = |X| , X ∈ MAX(F).
• Alle minimalen Mengen sind von gleicher Kardinalita¨t und
k = |X| , X ∈ MIN(F).
Aus Bem. 2.12 wissen wir, dass auch die maximalen Mengen alle
gleichma¨chtig sind und darum ` eine wohldefinierte Gro¨ße darstellt.
Bemerkung 3.14.
Folgendes la¨sst sich, auch im Zusammenhang mit normalen Greedoiden, er-
kennen:
(1) Ist Gˆ ein (k, `)-Greedoid, dann gilt k ≤ |X| ≤ ` fu¨r alle X ∈ Gˆ.
Alle Mengen der Gro¨ße k bzw. ` sind minimal bzw. maximal.
(2) Die (0, `)-Greedoide sind genau die Greedoide G vom Rang ` = r(G).
(3) Fu¨r ein Greedoid G ist G(`) \ G(k−1) ein (k, `)-Greedoid, falls
0 < k ≤ ` ≤ r(G).
Beweis
(1): Mengen in Gˆ mit mehr als ` oder weniger als k Elementen wa¨ren, wegen
Bem. 1.1, mit der Definition nicht zu vereinbaren. Die zweite Aussage ist
trivial.
(2): Im Greedoid, wo (AE) außer Zweifel steht, haben alle maximalen Mengen
die Ma¨chtigkeit r(G) (Bem. 2.12) und ∅ ist die einzige minimale Menge.
Umgekehrt muss jene vorhanden sein, wenn eine minimale Menge die Gro¨ße
0 haben soll. Der Rang des so demaskierten Greedoids steht eben fu¨r die
Kardinalita¨t maximaler Mengen.
(3): Sind k und ` in den erlaubten Grenzen, dann geht es um das Kon-
strukt {X ∈ G | k ≤ |X| ≤ `} 6= ∅. (AE) u¨bertra¨gt sich von G, weil das
X ∪ y ∈ G, y ∈ Y \ X, das dort fu¨r X, Y ∈ G, |X| < |Y | garantiert
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ist, hier weiter verwendet werden kann wegen k ≤ |X| < |X ∪ y| ≤ |Y | ≤ `.
Auf Grund der Heredita¨t gibt es jedenfalls Mengen vom Betrag k bzw. `,
aber keine kleineren bzw. gro¨ßeren, wie oben zu sehen ist. Die Heredita¨t be-
wirkt außerdem, dass eine Menge mit mehr als k Elementen nicht minimal
sein kann. Eine maximale Menge mit weniger als ` Elementen ließe sich mit
(AE) widerspru¨chlicherweise augmentieren.
Nun darf das Wort Greedoid beim Twisten von Matroiden auch ausgespro-
chen werden, wenn das Vorhandensein der Twistmenge im Matroid ungewiss
ist.
Proposition 3.15.
Mit einem Matroid M und A ⊆ E ergibt sich:
M∆ A ist ein ( |A| − rM(A) , |A|+ rM(E \ A) )−Greedoid.
Beweis
(AE) wird von Prop. 3.3 geliefert.
Lemma 3.12(3) auswertend, erweisen sich alle minimalen Menge von der Kar-
dinalita¨t r((M A)∗) = |A| − r(M A) = |A| − rM(A) (Prop. 2.8).
Sei nun Y maximal inM∆A. A ⊆ Y , sonst (Y ∪a)∆A = (Y ∆A)\a ∈M
fu¨r a ∈ A \ Y . Zudem ist Y \ A ∈ B(M \ A), weil y ∈ E \ (A ∪ Y ) mit
(Y \ A) ∪ y ∈M \ A implizierte, dass
(Y ∪ y) ∆ A = (Y ∆ A) ∪ y = (Y \ A) ∪ y ∈M .
Hinreichend bekannt ist r(M \ A) = rM(E \ A) und das Resume´e lautet
|Y | = |A|+ |Y \ A| = |A|+ rM(E \ A).
Greedoid-Abschluss
Die schon geschilderte Tatsache, dass es nur vollen Greedoiden mo¨glich ist,
Greedoide zum Komplemente-Dual zu haben, animierte Goecke in [Goe86]
dazu, eine Art Abschluss fu¨r Greedoide zu definieren, um simultan dem Gauß-
Greedoid und dem getwisteten Matroid zu einem Greedoid-Komplemente-
Dual zu verhelfen. Dazu wird G bis zu E ∈ G aufgestockt. Dies soll hier noch
einmal ausfu¨hrlicher besehen werden.
Ein Hilfssatz erla¨utert, wie Greedoid-Streifen
”
zusammengeklebt“ werden
ko¨nnen:
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Lemma 3.16.
Ist Gˆ1 ein (k,m)-Greedoid und Gˆ2 ein (m, `)-Greedoid, wobei k,m, ` ∈ IN,
0 ≤ k ≤ m ≤ ` ≤ |E| und begibt sich ferner MAX(Gˆ1) = MIN(Gˆ2), dann
kann Gˆ1 ∪ Gˆ2 attestiert werden, ein (k, `)-Greedoid zu sein.
Beweis
Die Augmentierung muss nur kritisch hinterfragt werden, wenn X und
Y, |X| < |Y |, aus verschiedenen Komponenten stammen. Das erzwingt
X ∈ Gˆ1 \ Gˆ2, Y ∈ Gˆ2. Nach Bem. 1.1 existiert D ⊆ Y, D ∈ MIN(Gˆ2)
⇒ D ∈ MAX(Gˆ1). |X| < |D|, sonst wa¨re X ∈ MAX(Gˆ1) ⊆ Gˆ2. Also zeigt
sich ein y ∈ D \X ⊆ Y \X fu¨r X ∪ y ∈ Gˆ1.
Jede minimale Menge der Vereinigung ist auch eine von Gˆ1 und weil alle jene
k Elemente besitzen, mu¨ssen sie gleichfalls genau die minimalen Mengen
der Vereinigung sein (Bem. 3.14(1)). Die maximalen Mengen haben, analog
begru¨ndet, ` Elemente.
Nun ist der Beiname Greedoid-Streifen insofern nicht ganz passend, als nicht
alle davon nach unten zu einem echten Greedoid erweitert werden ko¨nnen.
Bei {{1, 2}, {3, 4}} geht dies exemplarisch nicht. Nach oben hin funktioniert
dies aber sehr wohl:
Lemma 3.17.
Ist Gˆ ein (k, `)-Greedoid, k, ` ∈ IN, k ≤ `, dann ist Gˆ ∪ (B(Gˆ) ∨ 2E) ein
(k, |E|)-Greedoid.
Beweis
G ′ := B(Gˆ) ∨ 2E ist ein (`, |E|)-Greedoid:
Man lege sich X, Y ∈ G ′ zurecht mit |X| < |Y | , X = B ∪ C, B ∈ B(Gˆ),
C ⊆ E. Da Y ⊆ X ausgeschlossen werden kann, nehme man irgendein
y ∈ Y \ X und sofort wird X ∪ y = B ∪ (C ∪ y) ∈ B(Gˆ) ∨ 2E fu¨r (AE)
deutlich.
X ∈ MIN(G ′) ⇒ X ∈ B(Gˆ) ⇒ |X| = `, denn X = B ∪ C, B ∈ B(G),
C ⊆ E, C 6= ∅ induziert B ∈ G ′, B ⊂ X . Schließlich ist fu¨r den
”
Oberrang“
noch E ∈ G ′.
Offenbar sind aber auch die Mengen in B(Gˆ) die minimalen in G ′. Lemma
3.16 la¨sst wegen MIN(G ′) = B(Gˆ) = MAX(Gˆ) die Vereingung zum
(k, |E|)-Greedoid geschehen.
Das Prinzip wird beim eingangs erwa¨hnten Abschluss fu¨r Greedoide genutzt,
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dessen Gestalt nunmehr enthu¨llt wird:
G := G ∪ (B(G) ∨ 2E).
Korollar 3.18.
G ist ein volles Greedoid.
Beweis
Es liegt die Anwendung von Lemma 3.17 vor, diesmal mit dem Ergebnis
eines (0, |E|)-Greedoids, das ein volles Greedoid ist, unter Beachtung von
Bem. 3.14(2).
Komplemente-Dual
Schon (1) in Lemma 3.12 vermittelt, dass das Komplemente-Dual eines ge-
twisteten Matroids selbst von
”
getwisteter Machart“ ist. Fu¨r die umweglose
Existenz des Komplemente-Duals als Greedoid wa¨re ein volles Greedoid not-
wendig. Dies deckt sich mit der aus der Gleichung deduzierten Notwendigkeit
von E\A ∈M (⇔ E ∈M∆A). Dann aber liegt augenscheinlich auch wirk-
lich eines vor. Zum mittleren Term ist zu sagen, dass M(∗) nur fu¨r M = 2E
Matroid sein kann, wie Prop. 3.7 zeigt.
Die Vorarbeiten protegieren nun aber folgende Mo¨glichkeit:
Proposition 3.19.
Das Komplemente-Dual vom Abschluss des getwisteten Matroids, allgemeiner
von M∆ A, A ⊆ E, M∆ A(∗), ist ein Greedoid.
Vor dem Beweis steht ein Hilfssatz:
Lemma 3.20.
(B(M∆ A) ∨ 2E)(∗) = (M\ A)∗.
Beweis
Aus Lemma 3.12 wird B(M∆ A) = B(M\ A) ⊕ {A} verwendet:
X ∈ (B(M∆ A) ∨ 2E)(∗) ⇔ E \X = B ∪ C, B ∈ B(M∆ A), C ⊆ E
⇔ E \X = B′ ∪ C ′, B′ ∈ B(M\ A), C ′ ⊆ E, A ⊆ C ′
⇔ X = E \ (B′ ∪ C ′), B′ ∈ B(M\ A), C ′ ⊆ E, A ⊆ C ′
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⇔ X ⊆ (E \ A) \B′, (E \ A) \B′ ∈ B(M\ A)(∗)
⇔ X ∈ H(B(M\ A)(∗)) ⇔ X ∈ (M\ A)∗,
wo bei der Komplementbildung auf die Grundmenge zu achten ist.
Anschließend der Beweis der vorangegangenen Prop. 3.19:
Da M∆ A = M∆ A ∪ (B(M∆ A) ∨ 2E) ist, gilt mit Lemma 1.5(8):
M∆ A(∗) = (M∆ A)(∗) ∪ (B(M∆ A) ∨ 2E)(∗)
=
Lemma 3.20, Lemma 3.12
(M∆ (E \ A)) ∪ (M\ A)∗.
Die linke Seite steht nach Prop. 3.15 fu¨r ein
(|E \ A|−rM(E\A) , |E \ A|+rM(A))-Greedoid. Das andere ist als Matroid
ein (0,m)-Greedoid, wo m = |E \ A|−r(M\A) = |E \ A|−rM(E\A) (Prop.
2.8). Die Vereinigung unter Anleitung von Lemma 3.16 gelingt wegen
MIN(M∆ (E \ A)) =
Lemma 3.12
B(M E \ A)(∗) = B(M\ A)(∗)
= B((M\ A)∗).
Es entsteht ein (0, |E \ A| + rM(A) )-Greedoid, also ein Greedoid, welches
voll ist, wenn rM(A) = |E| zutrifft. Das trifft zu, falls A ∈M, folglich wenn
ein getwistetes Matroid gema¨ß Definition die Grundlage ist.
Es ist leicht einzusehen, dass der Augmentierungseigenschaft gewissermaßen
eine Diminuierungseigenschaft dual gegenu¨bersteht, die dafu¨r sorgt, dass das
Komplemente-Dual eines Mengensystems F u¨ber (AE) verfu¨gt:
X, Y ∈ F , |X| < |Y | =⇒ ∃y∈Y \X Y \ y ∈ F .
3.4 M∆ A als Greedoid
Schon in [BZ92] und [Goe86] wird festgestellt, dass die Hu¨lle des getwisteten
Matroids der direkten Summe zweier Matroide entspricht und die dadurch
ausgelo¨ste Konsequenz, na¨mlich:
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Proposition 3.21.
H(M∆ A) = (M\ A) ⊕ 2A
und das getwistete Matroid ist ein ausgedu¨nntes Matroid.
Beweis
Lemma 3.12 in Verbindung mit Lemma 1.3 und Bem. 2.14.
Alternativ ergibt sich die untere Aussage wegen Bem. 2.14 auch aus der
Betrachtung des Duals in Prop. 3.13. Die Hu¨llengleichung zeigt, dass das
urspru¨ngliche Matroid sich in der monotonen Hu¨lle des getwisteten Matroids
wiederfindet.
M ⊆ H(M∆ A),
denn C ∈ M heißt C = (C \ A) ∪ (C ∪ A) ∈ (M\ A) ⊕ 2A. Die monotone
Hu¨lle von M∆ A ist das Mengensystem, in dem alle Mengen des Matroids
um alle mo¨glichen Elemente aus A angereichert werden, und ko¨nnte damit
auch durch H(M ∨ {A}) beschrieben werden.
3.4.1 Spezifizierung
Der Matroid-Abko¨mmling erbt die im Hinblick auf Optimierung nutzenbrin-
gende basisbezogene strukturelle Eigenschaft aus 2.3.4.
Satz 3.22.
Getwistete Matroide besitzen die starke Austauscheigenschaft.
Beweis
Vorgegeben X ∈M∆A, B ∈ B(M∆A), X ⊆ B, x ∈ E\B, X∪x ∈M∆A
Zu zeigen wa¨re, dass ∃y∈B\X X ∪ y ∈M∆ A, B \ y ∪ x ∈M∆ A.
Klar ist A ⊆ B nach Lemma 3.6. Darum ist x (∈ E \ B) /∈ A.
Um Fallunterscheidung zu vermeiden, wird die kleinere der beiden Mengen
B \ A (= B ∆ A) ∈ M und (X ∆ A) ∪ x (= (X ∪ x) ∆ A) ∈ M zuna¨chst
auf das Niveau der anderen in M gehoben. Behauptet wird demgema¨ß die
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Existenz von C1 und C2, die folgendem genu¨gen:
(X ∆ A) ∪ x ∪ C1 ∈ M, (B \ A) ∪ C2 ∈ M,
|(X ∆ A) ∪ x ∪ C1| = |(B \ A) ∪ C2| , C1 ⊆ B \ (A ∪X), C2 ⊆ A \X.
Wenn ohnehin |(X∆A) ∪ x| = |(B \ A)| , begnu¨ge man sich mit
C1 = C2 = ∅. Hat die Menge links geringere Anzahl, so nutze
Lemma 2.5 fu¨r die Existenz von C1 ⊆ (B \ A) \ ((X \ A) ∪ x ∪ (A \X))
bei (X∆A) ∪ x ∪ C1 ∈M und gewu¨nschter Anzahlgleichheit
(C2 = ∅). Sofort wird C1 ⊆ B \X sichtbar.
Ist die Menge rechts kleiner, dann existiert
C2 ⊆ ((X \ A) ∪ x ∪ (A \X)) \ (B \ A) fu¨r (B \ A) ∪ C2 ∈M und die
gewu¨nschte Anzahlgleichheit (C1 = ∅). Ga¨be es c ∈ C2 ∩ ((X \ A) ∪ x),
also c /∈ A, dann (B \ A) ∪ c (⊆ (B \ A) ∪ C2) ∈M
⇒ B ∪ c = B ∪ A ∪ c = ((B \ A) ∪ c) ∆ A ∈ M∆ A,
widerspru¨chlich der Natur B’s. Daher C2 ⊆ A \X.
Y := {y ∈ B \ (A ∪X ∪ C1) | (X ∆ A) ∪ y ∪ C1 ∈M} soll spa¨ter das y
entnommen werden. Y 6= ∅, da wegen (AE) ein
yˆ ∈ ((B \ A) ∪ C2) \ ((X \ A) ∪ (A \X) ∪ C1) existiert, so dass
(X ∆ A) ∪ yˆ ∪ C1 ∈M. C2 ⊆ A \X impliziert yˆ ∈ B \ A, dadurch
zudem yˆ /∈ X und yˆ /∈ C1 ist klar.
(B \ A) \ Y ∪ C3 ist eine weitere Menge in M auf diesem Niveau
(|(B \ A) \ Y ∪ C3| = |(X ∆ A) ∪ x ∪ C1|), wenn
C3 ⊆ ((X ∆ A) ∪ x ∪ C1) \ ((B \ A) \ Y ), weil |(B \ A) \ Y | < |B \ A|
≤ |(X ∆ A) ∪ x ∪ C1| .
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x ∈ C3 muss dabei gelten, denn angenommen nicht, nehme
w ∈ ((B \ A) \ Y ∪ C3) \ ((X ∆ A) ∪ C1) ⊆ (B \ A) \ Y fu¨r
(X ∆ A) ∪ w ∪ C1. Da aber auch
w ∈ (B \ A) \ ((X ∆ A) ∪ C1) = B \ (X ∪ A ∪ C1), ergibt sich sowohl
w ∈ Y als auch w /∈ Y  .
Es gilt also (B \ A) \ Y ∪ x (⊆ (B \ A) \ Y ∪ C3) ∈M,
|(B \ A) \ Y ∪ x| ≤ |B \ A| , B \ A ∈M. Darum liefert Lemma 2.5
C4 ⊆ (B \ A) \ ((B \ A) \ Y ∪ x ⊆ (B \ A) ∩ Y fu¨r
D := (B \ A) \ Y ∪ x ∪ C4 ∈M. Nun erzwingen
|D| = |B \ A| und D ⊆ (B \ A) ∪ x, dass D = (B \ A) \ y ∪ x
mit einem y 6= x und y /∈ (B \ A) \ Y. Folglich y ∈ (B \ A) ∩ Y ⊆ Y.
Zusammen B \ y ∪ x (= ((B \ A) \ y ∪ x) ∆ A) ∈M∆ A wegen y /∈ A
und (X ∆ A) ∪ y (⊆ (X ∆ A) ∪ y ∪ C1) ∈M wegen y ∈ Y
⇒ X ∪ y (= ((X ∆ A) ∪ y) ∆ A) ∈M∆ A.
Nun erweist sich die Abgeschlossenheit hinsichtlich der Restriktionsbildung
als sehr gewinnbringend fu¨r die Einordnung der getwisteten Matroide in die
enger gefasste Klasse aus 2.3.4.
Korollar 3.23.
Getwistete Matroide besitzen die restriktionsstabile starke Austauscheigen-
schaft.
Beweis
Jede Restriktion ist als getwistetes Matroid, siehe Prop. 3.10, Inhaber der
starken Austauscheigenschaft nach Satz 3.22.
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Damit du¨rfen die Objekte natu¨rlich auch ins Fach fu¨r Austausch-Systeme
einsortiert werden.
Korollar 3.24.
Getwistete Matroide sind Austausch-Systeme.
Beweis
Bem. 2.19.
3.4.2 Abgrenzung
Damit sind die Tests mit positivem Befund auf Mitgliedschaft in vor-
her pra¨sentierten Greedoid-Klassen aufgeza¨hlt und es muss die Liste der
Greedoid-Klassen eingestanden werden, zu denen sich nur ausgewa¨hlte get-
wistete Matroide zugeho¨rig fu¨hlen du¨rfen.
XV) Das getwistete Matroid ist im Allgemeinen kein Gauß-Greedoid. Dies
ist ersichtlich aus folgendem Gegenbeispiel, einem Matroid-Basis-
System in E = {1, 2, 3}:
M GXV =M∆ 3
{1, 2, 3}
{1, 2} {2, 3} −→ {1, 3} {2, 3}
{1} {2} {3} {2} {3}
∅ ∅
Die fu¨r Gauß-Greedoide notwendige Eigenschaft bleibt dem getwisteten
Matroid hier bei C = {2} mit z = 2, y = 1 und x = 3 versagt, weil
trotz {2}, {1, 3} ∈ M1 ∆ A weder {1, 2} noch {1} dort auftauchen.
XVI) Das getwistete Matroid ist aber nicht zwingend ein Matroid-Basis-
System. GXV I := M˜∆ 4, E = {1, 2, 3, 4, 5}:7
7siehe Bsp. I, S. 19
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{1, 2, 3, 4} {2, 3, 4, 5}
{1, 2, 4} {1, 3, 4} {2, 3, 4} {2, 4, 5} {3, 4, 5}
{1, 2} {1, 4} {2, 4} {2, 5} {3, 4} {4, 5}
{1} {2} {4} {5}
∅
Die Menge {3, 4}muss beim Versuch, die 4 gegen ein Element aus {1, 2}
einzutauschen, kapitulieren.
XVII) M Matroid und A ∈ M implizieren nicht generell, dass M ∆ A
Transpositions- oder gar Intervall-Greedoid wa¨re. Daher handelt es
sich fu¨r gewo¨hnlich beim getwisteten Matroid auch nicht um ein
Antimatroid. Das zeigt folgendes Gegenbeispiel, gru¨ndend auf M,
(E = {1, 2, 3, 4})
{1, 2} {1, 3} {2, 3} {2, 4} {3, 4}
{1} {2} {3} {4}
∅
resultierend in GXV II :=M∆ {3}
{1, 2, 3} {2, 3, 4}
{1, 3} {2, 3} {3, 4}
{1} {2} {3} {4}
∅
Obwohl sich ∅, {1} und {2}, aber nicht {1, 2} in GXV II aufhalten, sind
{1} und {2} keine Zwillinge, weil {2, 3, 4} auftaucht, {1, 3, 4} jedoch
nicht. Also liegt die Transpositionseigenschaft8 nicht vor.
XVIII) Auch das Hinzunehmen der ∆-Matroid-Eigenschaft zu den Greedoid-
Klassifizierungen reicht nicht, getwistete Matroide eindeutig zu kenn-
zeichnen. Das Greedoid GXV III , E = {1, 2, 3}:
{1, 2} {1, 3} {2, 3}
{1} {2}
∅
8siehe 2.3.8
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ist unmo¨glich durch Twisten auf Matroidform zu bringen, da dort E
fehlen mu¨sste, dies aber nur durch Twisten mit ∅ oder {1, 2} mo¨glich
wa¨re, wo dann jeweils {3} fehlt. Da in einem Mengensystem minde-
stens zwei benachbart große Mengen fehlen mu¨ssen, um die ∆-Matroid-
Qualita¨t zu Fall zu bringen, ist GXV III ein solches. Auch mu¨ssen
grundsa¨tzlich immer mindestens zwei Mengen von ho¨chstens der Basis-
gro¨ße fehlen, um die starke Austauscheigenschaft anzweifeln zu ko¨nnen.
Also ist das Beispielsystem Eigner der restriktionsstabilen starken Aus-
tauscheigenschaft (außerdem sogar Gauß-Greedoid).
3.5 Beschreibende Funktionen
Bei der Na¨he der getwisteten Matroide zu solch wohlgeformten Systemen
wie Matroiden erwartet man sich von systembeschreibenden Funktionen wie
Rang und Hu¨llenoperator die Vermittlung von weiteren Einsichten in die
Gewebestruktur.
3.5.1 Rang
Im Gegensatz zur Matroid-Rangfunktion9 ist es fu¨r die Greedoid-
Rangfunktion10 bezogen auf das allgemeine Greedoid nicht mo¨glich, eine
konstante Wachstumsbeschra¨nkung anzugeben, wenn ein beliebiges Element
einer Menge zugefu¨gt wird. Ein solches Maß sagt intuitiv etwas u¨ber die
Verteilung der Greedoid-Mengen unterhalb einer jeden Menge bzw. in jeder
Restriktion aus. Etwas konkreter formulieren ließe sich das beispielsweise so:
Bemerkung 3.25.
Gilt fu¨r die Rangfunktion eines Greedoids G mit k ∈ IN
∀X⊆E, y∈E\X r(X ∪ y) ≤ r(X) + k,
dann la¨sst sich eine Greedoid-Menge, die eine andere solche entha¨lt, von
dieser aus u¨ber eine Teilmengenkette erreichen, deren Zwischenglieder im
Abstand von ho¨chstens k ebenfalls zu G geho¨ren:
X, Y ∈ G, X ⊂ Y, |X| < |Y | − k ⇒ ∃Z∈G X ⊂ Z ⊂ Y.
9siehe 2.2.5
10siehe 2.3.2
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Beweis
Wa¨hle y ∈ Y \X, beide Mengen in G, X ⊂ Y, |X| < |Y | − k. Dazu
Z ′ ∈ G als Basis von Y \ y. Dann hat man
|Y | > |Y \ y| ≥ |Z ′| = r(Y \ y) ≥ r(Y )− k = |Y | − k > |X| .
(AE) verhilft zu Z := X ∪ C, |Z| = |Z ′| , Z ∈ G. C ⊆ Z ′ ⊆ Y \ y ⊆ Y
⇒ Z ⊆ Y. Die Anzahlgleichung besta¨tigt echte Teilmengenbeziehungen.
Wie wir sehen werden, existiert eine solche Schranke fu¨r das getwistete Ma-
troid.
Die Berechnung der Rangfunktion
Der anschließende Hilfssatz erinnert zuna¨chst an die Beziehung, in der die
Rangfunktion eines Matroids mit der einer Kontraktion steht.
Lemma 3.26.
Ist M ein Matroid mit A, T ⊆ E und A ∩ T = ∅, so ist
rM/T (A) + rM(T ) = rM(A ∪ T ).
Beweis: [Wel76], S.62
Die Rangfunktion eines getwisteten Matroids kann unter Zuhilfenahme der
Rangfunktion des urspru¨nglichen Matroids berechnet werden.
Lemma 3.27.
Fu¨r ein Matroid M auf E und eine Menge A ∈M darf fu¨r jedes C ⊆ E mit
Recht gesagt werden:
rM∆A(C) = rM/(A\C)(C \ A) + |A ∩ C| .
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Beweis
Ausgehend von beliebigen Mengen, die den Voraussetzungen genu¨gen:
′ ≥ ′ : Begutachte ein X ∈M/(A \ C), X ⊆ C \ A mit
|X| = rM/(A\C)(C \ A). Nach Def. ist eine Basis B′ von A \ C in M
verfu¨gbar, bewirkend X ∪B′ ∈M. A \ C (⊆ A) ∈M ⇒ B′ = A \ C
⇒ X ∪ (C ∩ A) =
X ∩ A = ∅
(X ∪ (A \ C)) ∆ A) ∈ M∆ A.
X ∪ (C ∩ A) ⊆ C
⇒ rM∆A(C) ≥ |X| + |C ∩ A| = rM/(A\C)(C \ A) + |A ∩ C| .
′ ≤ ′ : Nun bringe eine Basis X von C in M∆ A zum Einsatz:
(X \ A) ∪ (A \ C) (⊆ (X \ A) ∪ (A \X) ⊆ X ∆ A) ∈M
⇒
A \ C ∈ M
X \ A ∈M/(A \ C). Insgesamt rM/(A\C)(C \ A) ≥ |X \ A|
= |X| − |A ∩ X| ≥ |X| − |A ∩ C| = rM∆A(C)− |A ∩ C| .
Dies fu¨hrt zur gewu¨nschten Formel in Abha¨ngigkeit von rM:
Proposition 3.28.
Fu¨r ein Matroid M auf E und eine Menge A ∈ M ist fu¨r jedes C ⊆ E
folgendes wahr:
rM∆A(C) = rM(C ∆ A) + |A ∩ C| − |A \ C| und
rM(C) = rM∆A(C ∆ A) + |A ∩ C| − |A \ C| .
Beweis
Mit Lemma 3.26 berechnet sich
rM/(A\C)(C \ A) = rM((C \ A) ∪ (A \ C))− rM(A \ C).
Wegen A \ C ∈ M ist der subtrahierte Term gleich |A \ C|, also entnimmt
man die erste gewu¨nschte Gleichung dem obigen Lemma 3.27. A ∆ A = ∅
bewirkt, dass die zweite Gleichung aus der ersten hervorgeht, wenn man C∆A
fu¨r C einsetzt und A ∩ (C∆A) = A\C sowie A\ (C∆A) = A ∩ C bedenkt.
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Das Wachstumsverhalten
Mit Hilfe dieser Formel und den Eigenschaften der Matroid-Rangfunktion
kann nun gezeigt werden, dass der Anstieg fu¨r die
”
getwistete“ Rangfunktion
tatsa¨chlich durch 2 begrenzt ist.
Proposition 3.29.
M sei ein Matroid, A ∈M, X ⊆ E, y /∈ X. Dann gilt fu¨r die Rangfunktion
r := rM∆A des getwisteten Matroids:
y ∈ A ⇒ r(X) + 1 ≤ r(X ∪ y) ≤ r(X) + 2.
y /∈ A ⇒ r(X) ≤ r(X ∪ y) ≤ r(X) + 1.
Beweis
y ∈ A : r(X ∪ y)− r(X) entspricht nach Prop. 3.28
rM((X ∪ y) ∆ A) + |(A ∩ X) ∪ y| − |(A \X) \ y| − rM(X ∆ A)
− |A ∩ X| + |A \X| = rM((X ∆ A) \ y) − rM(X ∆ A) + 2.
Die Eigenschaften der Matroid-Rangfunktion garantieren eine Differenz
der beiden Ra¨nge −1 oder 0, der Ausdruck hat also den Wert 1 oder 2.
y /∈ A : r(X ∪ y)− r(X) gleicht nach Prop. 3.28
rM((X ∪ y) ∆ A) + |(A ∩ X)| − |(A \X)| − rM(X ∆ A)
− |A ∩ X| + |A \X| = rM((X ∆ A) ∪ y) − rM(X ∆ A).
Die Wachstumsbeschra¨nkung von rM besta¨tigt hier den Wert 0 oder 1.
Fu¨r einige Elemente der Grundmenge spielt es keine Rolle, ob man sie beim
Twisten zu A hinzunimmt oder nicht.
Proposition 3.30.
Vorgegeben ist ein Matroid M, A ∈M, x ∈ E. Bezu¨glich r := rM∆A erha¨lt
man folgende A¨quivalenz:
∀X⊆E\x r(X ∪ x) = r(X) + 1 ⇐⇒ M∆ {x} = M
⇐⇒ M∆ (A∆ {x}) = M∆ A.
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Beweis
Die zweite A¨quivalenz kann aus den Eigenschaften gefolgert werden, die P(E)
mit der ∆−Operation zur kommutativen Gruppe machen.11 Und zur ersten
A¨quivalenz begreife man:
′ ⇒ ′ : Aus gleichem Grund genu¨gt hier: ∀Y⊆E Y ∈M ⇒ Y ∆ x ∈M.
Sei also Y ∈M (rM(Y ) = |Y |). Die Voraussetzung dieser Richtung
la¨sst sich auch schreiben als r(X ∆ x)− r(X) = 1 − 2 |{x} ∩ X|
fu¨r beliebige X ⊆ E. Es ergibt sich
rM(Y ∆ x) − rM(Y )
=
Prop. 3.28
r(Y ∆ x∆ A) + |A ∩ (Y ∆ x)| − |A \ (Y ∆ x)|
− ( r(Y ∆ A) + |A ∩ Y | − |A \ Y | )
= 1 − 2 |{x} ∩ (Y ∆ A)| + |A| − 2 |A ∩ Y |
− ( |A| − 2 |A ∩ (Y ∆ x)| ) mit Lemma 1.5 (3) fu¨r die Differenzen
= 1 − 2 ( |A ∩ Y | + |{x} ∩ (Y ∆ A)| − |A ∩ (Y ∆ x)| )
= 1 − 2 ( |A ∩ Y | + |{x} ∩ (Y \ A)| + |{x} ∩ (A \ Y )|
− |A ∩ (Y \ {x})| − |A ∩ ({x} \ Y )| )
=
Lemma 1.5
1 − 2 ( |A ∩ Y | − |(A ∩ Y ) \ {x})| + |({x} ∩ Y ) \ A)| )
= 1 − 2 ( |A ∩ Y ∩ {x}| + |({x} ∩ Y ) \ A| )
= 1 − 2 |{x} ∩ Y | = |Y ∆ x| − |Y |
⇒ rM(Y ∆ x) = |Y ∆ x| .
′ ⇐ ′ : Wa¨re X ⊆ E \ x, so rechnete man
r(X ∪ x) =
Lemma 1.5, Prop. 3.28
rM(X ∆ A∆ x) + |A ∩ (X ∪ x)| − |A \ (X ∪ x)|
=
Prop. 3.28
rM∆ {x}(X ∆ A) − |{x} ∩ (X ∆ A)| + |{x} \ (X ∆ A)|
+ |A ∩ X| + |A ∩ {x}| − ( |A \X| − |A ∩ {x}| )
=
Vor., x /∈ X
rM(X ∆ A) + |A ∩ X| − |A \X| − |{x} ∩ A| + |{x} \ A|
+ |{x} ∩ A| + |{x} ∩ A|
11siehe 1.1.4
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=
Prop. 3.28
rM∆A(X) + |{x}| = r(X) + 1.
Eine Charakterisierung des getwisteten Matroids
Zeigt die Greedoid-Rangfunktion eines Greedoids G das in Prop. 3.29 be-
schriebene Wachstumsverhalten, dann reicht das, um sicher sagen zu ko¨nnen,
dass Twisten mit A zu einem Unabha¨ngigkeitssystem G∆A fu¨hrt. Denn die
Bedingung aus Lemma 3.5 ist dann durch induktives Anwenden der Wachs-
tumsbeschra¨nkung fu¨r A- und Nicht-A-Elemente erfu¨llt:
C ∈ G, X1 ⊆ C \ A, C ∩ A ⊆ X2 ⊆ A :
r(X1 ∪X2) ≥ r((C \ A) ∪X2)− |(C \ A) \X1|
≥ r((C \ A) ∪ (C ∩ A))︸ ︷︷ ︸
=r(C)=|C|
− |(C \ A) \X1|+ |X2 \ (C ∩ A)|
= |C \ A| − |(C \ A) \X1|+ |C ∩ A|+ |X2 \ (C ∩ A)| = |X1|+ |X2|
⇒ X1 ∪X2 ∈ G.
Das garantiert aber noch nicht, dass G∆A auch Matroid wa¨re. Eine Charak-
terisierung fu¨r Rangfunktionen getwisteter Matroide macht zusa¨tzlich eine
”
getwistete“ Submodularita¨t erforderlich. Zur Eingrenzung der getwisteten-
Matroid-Rangfunktion wu¨rde zwar auch eine
”
getwistete“ lokale Submodu-
larita¨t ausreichen, die aber sehr unelegant zu notieren ist.
Satz 3.31.
Eine Funktion r : 2E −→ Z ist genau dann Rangfunktion eines getwisteten
Matroids, wenn man eine Menge A ⊆ E angeben kann, die dazu fu¨hrt, dass
r fu¨r X, Y ⊆ E, y ∈ E \X vier Anforderungen gerecht wird:
• r(∅) = 0.
• r(X) ≤ |X|.
• y ∈ A ⇒ r(X) + 1 ≤ r(X ∪ y) ≤ r(X) + 2.
y /∈ A ⇒ r(X) ≤ r(X ∪ y) ≤ r(X) + 1.
• r(X ∆ A) + r(Y ∆ A) ≥ r((X ∩ Y ) ∆ A) + r((X ∪ Y ) ∆ A).
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Beweis
Die Rangfunktion r von M ∆ A besitzt mit genau diesem A als Greedoid-
Rangfunktion und nach Prop. 3.29 die drei ersten Eigenschaften. Die getwi-
stete Submodularita¨t folgt aus der Modularita¨t der
”
Betragsanha¨ngsel“
θ1 := |A ∩ X|+ |A ∩ Y | = |A ∩ (X ∩ Y )|+ |A ∩ (X ∪ Y )| und
θ2 := |A \X|+ |A \ Y | = |A \ (X ∩ Y )|+ |A \ (X ∪ Y )| mit Prop. 3.28:
r(X ∆ A) + r(Y ∆ A) = rM(X) + rM(Y ) − θ1 + θ2
≥ rM(X ∩ Y ) + rM(X ∪ Y ) − θ1 + θ2
= r((X ∩ Y ) ∆ A) + r((X ∪ Y ) ∆ A)
Umgekehrt soll Satz 2.9 genutzt werden. Bewirbt sich eine Funktion r mit den
vier Voraussetzungen, dann definiert man zuna¨chst eine Funktion f , fußend
auf der zweiten Gleichung in Prop. 3.28, stellt dann die Submodularita¨t von
f fest,
f(X) + f(Y ) = r(X ∆ A) + r(Y ∆ A) + θ1 − θ2
≥ r((X ∩ Y ) ∆ A) + r((X ∪ Y ) ∆ A) + θ1 − θ2
= f(X ∩ Y ) + f(X ∪ Y ),
folgert die Monotonie von f iterativ aus dem Extrakt r(X ∪ y) ≥ r(X)
der Wachstumseigenschaften von r und berechnet f(∅) = r(A) − |A| ≤ 0,
aber auch r(A = {a1, . . . , am}) ≥ r(A \ am) + 1 ≥ . . . ≥ r({a1}) + |A \ a1|
≥ r(∅) + |A| = |A| . f also ist Matroid-Rangfunktion von M. Wegen
f(A) = r(∅) + |A| ist A ∈ M. Nun existiert also das getwistete Matroid
M∆ A. Zieht man wiederum Prop. 3.28 zu Rate, dann wird klar, dass des-
sen Rangfunktion mit r u¨bereinstimmt.
Durch das Wachstumsverhalten des Rangs12 wird die Grundmenge E in drei
Teile aufgespalten. La¨ge also ein Mengensystem vor, von dem man wu¨sste, es
wa¨re getwistetes Matroid, und wa¨ren die Werte seiner Rangfunktion bekannt,
dann ko¨nnte man versuchen, die Menge A zu ermitteln, indem man Elemente
dort einsortiert, die irgendwo den Rang um 2 springen lassen, und Elemente
ignoriert, die den Rang bei irgendeiner Menge nicht erho¨hen. Die Elemente,
bei denen beides nicht eintritt, behandelt man nach Belieben. Es scheint
12siehe Prop. 3.30
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jedoch keine Suchstrategie fu¨r solche Indikatormengen ad hoc verfu¨gbar, um
ein solches Verfahren effektiv umzusetzen.
3.5.2 Hu¨llenoperator
A¨hnlich der Rangfunktion gelingt es auch dem Hu¨llenoperator, sich in
Abha¨ngigkeit seines Pendants vom Ursprungs-Matroid berechnen zu lassen.
Proposition 3.32.
Der Hu¨llenoperator des getwisteten Matroids M∆ A, hat die Gestalt
σM∆A(X) = ( σM(X ∆ A) \ A ) ∪ X, X ⊆ E.
Beweis
Es genu¨gt wegenX ⊆ σ(X) der Nachweis von σ(X)\X = σM(X∆A)\(A∪X)
bei σ := σM∆A. Betrachtet man y /∈ X, dann ergibt sich zuna¨chst
r(X ∪ y) =
Prop. 3.28
rM((X ∪ y) ∆ A) + |A ∩ (X ∪ y)| − |A \ (X ∪ y)|
=
Lemma 1.5
rM(X ∆ A∆ y) + |A ∩ X| + |A ∩ {y}| − ( |A \X| − |A ∩ {y}| )
=
Prop. 3.28
rM(X ∆ A∆ y) − rM(X ∆ A) + r(X) + 2 |A ∩ {y}| .
′ ⊇ ′ : Entstammt y dem Term der rechten Seite der nachzuweisenden
Gleichung, wird das vorige, weil y /∈ A, zuna¨chst zu
r(X ∪ y) = rM((X ∆ A) ∪ y) − rM(X ∆ A) + r(X) und damit zu
r(X ∪ y) = r(X).
′ ⊆ ′ : Fu¨r y ∈ σ(X) \X formiert sich obiges zu
rM(X ∆ A) − rM(X ∆ A∆ y) = 2 |A ∩ {y}| . Angesichts des
beschra¨nkten Wachstums der Matroid-Rangfunktion betra¨gt der
Ausdruck links 0, 1 oder −1 und folglich muss die rechte Seite nullwertig
sein, also y /∈ A, und damit auch rM(X ∆ A) = rM((X ∆ A) ∪ y),
mithin y ∈ σM(X ∆ A) \ A.
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Zu den Aussagen, die mit dem Hu¨llenoperator u¨ber abgeschlossene Mengen
getroffen werden ko¨nnen, geho¨ren solche u¨ber starke Abbildungen. Gleich-
wohl folgt auch bereits aus Satz 2.17 und Satz 3.22
Korollar 3.33.
M∆ A ist starkes Abbild von H(M∆ A) : H(M∆ A) ↪→ M∆ A.
Der Hu¨llenoperator σH der monotonen Hu¨lle selbst wird kalkuliert per
Proposition 3.34.
σH(X) = ( σM(X \ A) \ A ) ∪ X, X ⊆ E.
Beweis
Weil X in beiden Mengen vollsta¨ndig enthalten ist, ko¨nnen wir uns auf
σH(X) \ X = σM(X \ A) \ (A ∪ X) konzentrieren, im Vorgriff auf Prop.
3.39:
σH(X) \X = σH(X) \ (X ∪ A), weil A ∩ (σH(X) \X) = ∅, denn
rH(X ∪ y) = rM(X \ A) + |A ∩ X|+ 1 = rH(X) + 1 fu¨r y ∈ A.
Fu¨r y /∈ X ∪ A ist rH(X ∪ y) − rH(X)
= rM((X ∪ y) \ A) − rM(X \ A) + |(X ∪ y) ∩ A| − |X ∩ A|
= rM((X \ A) ∪ y) − rM(X \ A).
Die erstrebte Gleichung erfu¨llt sich nun, weil y ∈ σM(X \A) ⇔ y ∈ σH(X)
deutlich wurde.
Korollar 3.35.
M ist starkes Abbild von H(M∆ A) : H(M∆ A) ↪→ M.
Beweis
X sei abgeschlossen in M, formuliert als σM(X) ⊆ X, begru¨ndet
σH(X) = (σM(X \A) \A)∪X ⊆ (σM(X) \A)∪X ⊆ (X \A)∪X = X
mit der Monotonie des Matroid-Operators.
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3.5.3 ∆-Rang
Um die Betrachtungen noch ein wenig Richtung ∆-Matroide zu treiben,
ru¨cken wir die ∆-Rang-Funktion13 in den Blickpunkt.
Die ∆-Rang-Funktion eines jeden getwisteten Mengensystems kann ganz all-
gemein aus derjenigen des Ursprungssystems hergeleitet werden.
Lemma 3.36.
Sei A ⊆ E beliebig. Dann gilt fu¨r (X,Y ) ∈ 3E in jedem Mengensystem F
r∆F ∆A(X, Y ) = r
∆
F ( (X \ A) ∪ (Y ∩ A) , (X ∩ A) ∪ (Y \ A) )
+ |A ∩ X| − |A ∩ Y | .
Beweis
|X ∩ (C ∆ A)| − |Y ∩ (C ∆ A)|
= |(X ∩ C) \ A| + |(X ∩ A) \ C| − |(Y ∩ C) \ A| − |(A ∩ Y ) \ C|
= |C ∩ ((X \ A) ∪ (Y ∩ A))| − |C ∩ ((X ∩ A) ∪ (Y \ A))|
+ |A ∩ X| − |A ∩ Y | .
Nun kann wegen r∆F ∆A(X, Y ) = max
C : C∆A ∈ F
( |X ∩ C| − |Y ∩ C| )
= max
C∈F
( |X ∩ (C ∆ A)| − |Y ∩ (C ∆ A)| ) die gewu¨nschte Gleichung aus
der Definition des ∆-Rangs gewonnen werden, ohne dass die beiden letzten
konstanten Betragsterme in die Maximumbildung eingreifen wu¨rden.
Um auf die spezielle Funktion r∆ := r∆M∆A hinzuarbeiten, bedenken wir,
dass r∆M zu einem Unabha¨ngigkeitssystem geho¨rt, was r
∆
M(X, Y ) = rM(X)
impliziert14 und folgern nun die Darstellung des ∆-Rangs in Abha¨ngigkeit
der Matroid-Rangfunktion.
13siehe 1.3.3
14siehe Bem. 2.3
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Proposition 3.37.
r∆(X, Y ) = rM((X \ A) ∪ (Y ∩ A)) + |A ∩ X| − |A ∩ Y | .
Diese Funktion besitzt damit die in Satz 2.30 aufgeza¨hlten Eigenschaften
und ist insbesondere bisubmodular, wie damit auch die Funktion rechterhand
ohne die Betragsterme.15 Die bisherigen Aussagen u¨ber die ∆-Rangfunktion
sind nicht darauf angewiesen, dass A ∈M vorliegt.
Durch Einsetzen von Y = E \X erha¨lt man schließlich
r∆(X,E \X) = rM(X ∆ A) + |A ∩ X| − |A \X| = r(X)
mit Prop. 3.28.
Zu den Mengensystemen, die die leere Menge enthalten und dieses Kriterium
erfu¨llen, geho¨ren nicht nur alle Unabha¨ngigkeitssysteme, sondern z.B. auch
die ∆-Matroide D mit ∅ ∈ D, denn es stellt sich heraus, dass das Kriterium
hinreichend und notwendig fu¨r eine Wachstumsbeschra¨nkung a` la Prop. 3.29
ist, die in ihrer Konsequenz16 auch an die Definition fu¨r ∆-Matroide erinnert.
Bemerkung 3.38.
Ist F ein Mengensystem mit ∅ ∈ F , dann
r∆(X,E\X) = r(X) ∀X⊆E ⇐⇒ r(X∪y) ≤ r(X)+2 ∀X⊆E, y∈E\X .
Beweis
′ ⇒ ′ : Z ∈ F realisiere den ∆-Rang von X ∪ y, X ⊆ E, y ∈ E \X im
Sinne von r(X ∪ y) = r∆(X ∪ y , E \ (X ∪ y))
= |Z ∩ (X ∪ y)| − |Z \ (X ∪ y)| = |Z ∩ X| − |Z \X|
+ 2 |{y} ∩ Z| ≤ r∆(X,E \X) + 2 = r(X) + 2.
15siehe Lemma 2.27
16siehe Bem. 3.25
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′ ⇐ ′ : Angenommen man fa¨nde X ⊆ E, Y, Z ∈ F , Y ⊆ X mit
r∆(X,E \X) = |Z ∩ X| − |Z \X| > |Y | = r(X). Es ist
Z ⊆ X ∪ Z und so
r(X ∪ (Z \X)) ≥ |Z| = |Z ∩ X| + |Z \X|
> |Y | + 2 |Z \X| = r(X) + 2 |Z \X| . Das bringt die induktiv
erschließbare Gewissheit, dass im Widerspruch zur Voraussetzung auf
dem Weg von X nach X ∪ (Z \X) ein Sprung des Rangs vorkommt,
der 2 u¨bersteigt.
Zu diesen Mengensystemen za¨hlen nicht nur Unabha¨ngigkeitssysteme und
∆-Matroide, sondern beispielsweise auch {∅, {1, 2}, {3, 4}}.
3.5.4 Hu¨llen- und Basis-Rang
Proposition 3.39.
Die Matroid-Rangfunktion rH der monotonen Hu¨lle H(M∆A) hat folgendes
Aussehen:
rH(X) = rM(X \ A) + |X ∩ A| .
Beweis
Der Rang einer Menge in der direkten Summe zweier Matroide, in diesem Fall
die aus Prop. 3.21, ist gleich der Summe der jeweiligen Werte der Rangfunk-
tion der beiden einzelnen Matroide und zwar vom Schnitt der Menge mit der
jeweiligen Grundmenge.17 Zusa¨tzlich gilt trivialerweise rM\A(Y ) = rM(Y )
fu¨r Y ∈ E \ A.
Der Basis-Rang des getwisteten Matroids18 berechnet sich damit zu
β(X) = r∆(X, ∅) = rM(X \ A) + |X ∩ A| = rH(X),
17vgl. [Wel76], S. 73
18siehe 2.3.2
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gleicht also dem Rang der Hu¨lle. Eine rang-zula¨ssige Menge des getwisteten
Matroids ist demnach eine Menge X, deren sa¨mtliche Basen X ∩A enthalten.
3.6 Optimierung
Die Zerlegung aus Prop. 3.11 fu¨r einen Optimierungsalgorithmus zu verwen-
den, erfordert neben der Kenntnis von A auch die Anwendung des Matroid-
Greedy-Algorithmus (MGA) fu¨r alle X ⊆ A auf den entsprechenden Matro-
iden, um dann noch das Maximum aller dieser Ergebnisse zu bestimmen, und
ist daher keine plausible Idee.
3.6.1 Der getwistete Matroid-Greedy
Der na¨chste Gedanke, der sich einstellen mag, besteht darin, a¨hnlich wie in
2.4.2 den Matroid-Greedy-Algorithmus durch
”
Twisten“ dazu zu bewegen,
auf der symmetrischen Differenz F :=M∆A zu arbeiten. Dies kann auch hier
durch passende Vorzeicheninversion bei der Gewichtsfunktion und modifizier-
te Orakelbefragung erreicht werden, natu¨rlich nur unter der Voraussetzung,
dass ein solches Mengensystemorakel tatsa¨chlich vorliegt.
Der Greedy-Algorithmus (twGA) zum Auffinden von X ∈ F =M∆A mit
maximalem c(X) bei Gewichtsfunktion c : E −→ IR lautet:
1. Def. c(e) :=
{
c(e), e ∈ E \ A
−c(e), e ∈ A
2. Ordne E so zu E = {e1, . . . en}, dass c(ei) ≥ c(ei+1) fu¨r i = 1 . . . n− 1
3. X := A, i := 1
4. Wenn i = n+ 1 oder c(ei) ≤ 0 STOP
5. Wenn ei ∈ A und X \ ei ∈ F , dann X := X \ ei
6. Wenn ei /∈ A und X ∪ ei ∈ F , dann X := X ∪ ei
7. i := i+ 1; gehe zu 4.
Der Algorithmus ist offenkundig polynomiell bei gewo¨hnlichem Orakel. Ist Y
die Menge maximalen Gewichts bezu¨glich c in M∆A, so bringt Y ∆A das
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maximale Gewicht bezu¨glich c im M auf, denn es fu¨gt sich fu¨r X ⊆ E:
c(X ∆ A) =
∑
e∈X\A
c(e) +
∑
e∈A\X
c(e) =
∑
e∈X\A
c(e) − ∑
e∈A\X
c(e)
=
∑
e∈X\A
c(e) −
(
c(A) − ∑
e∈X ∩A
c(e)
)
= c(X) − c(A).
Es wird demgema¨ß der (MGA) bezu¨glich c durchgefu¨hrt, wobei die im jewei-
ligen Durchlauf betrachtete Menge X hier in der Form ihrer symmetrischen
Differenz mit A notiert ist (A ∆ A = ∅). So kommt der Modifikationsschritt
von X auf Grund der Beziehung
(X ∆ A) ∪ e ∈ M ⇐⇒ X \ e ∈ M∆ A, e ∈ A oder
X ∪ e ∈ M∆ A, e /∈ A
zu Stande.
So suggestiv der Algorithmus auch erscheint und sich aufdra¨ngt, ist er doch
nicht nur von der Pra¨senz eines Mengensystemorakels fu¨r F abha¨ngig, son-
dern auch davon, dass man sich in Kenntnis der Menge A befindet, die F
zum getwisteten Matroid macht. Allgemeiner verwendbar wa¨re ein Verfah-
ren, dass ohne die Information auskommt, ob einzelne Elemente zu A geho¨ren
oder nicht.
3.6.2 Der allgemeinere Ansatz
Dieses steht aber schon bereit. Denn das getwistete Matroid ist, wie in die-
sem Kapitel herausgearbeitet wurde, ein ∆-Matroid und ein Greedoid mit
restriktionsstabiler starker Austauscheigenschaft.
Satz 3.40.
SeiM ein Matroid und A ∈M. Außerdem gegeben sei eine Gewichtsfunktion
c : E −→ IR mit nicht notwendigerweise positiven Gewichten auf Elementen
von E. Steht nun ein Orakel zur Verfu¨gung, welches das Enthaltensein im
getwisteten MatroidM∆A in polynomieller Zeit entscheiden kann, dann gibt
es einen Greedy-Algorithmus, den (KGA) aus 2.5, der das gewichtsmaximale
X ∈M∆ A in polynomieller Zeit findet.
Beweis
Kor. 2.36, Kor. 3.23 und Prop. 3.1.
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Eine Alternative bietet sich freilich auch mit dem Worst-Out-Greedy (WOA)
fu¨r ausgedu¨nnte Matroide an, sofern man das dazu beno¨tigte Orakel zur
Verfu¨gung hat.19
3.7 Schnitt
Soll ein Schnitt von getwisteten Matroiden betrachtet werden, so beschra¨nkt
sich eine allgemeine Darstellung auf u¨bereinstimmende Twistmengen, da
selbst bei identischen Ausgangsmatroiden etwa M ∩ (M∆ A) weder Gree-
doid noch ∆-Matroid sein muss.
XIX) M∩ (M∆A), wobeiM durch die blauen,M∆A mit A = {4, 5} durch
die roten und der Schnitt durch die schwarzen Mengen wiedergegeben
wird (E = {1, 2, 3, 4, 5}).
{1, 2, 3, 4, 5}
{1, 2, 4, 5} {1, 3, 4, 5} {2, 3, 4, 5}
{1, 2, 3} {1, 2, 5} {2, 3, 4} {1, 3, 4} {1, 3, 5} {1, 4, 5}
{2, 4, 5} {3, 4, 5} {1, 2, 4} {2, 3, 5}
{1, 2} {1, 3} {2, 3} {1, 4} {1, 5} {2, 4} {2, 5}
{3, 4} {3, 5} {4, 5}
{1} {2} {3} {4} {5}
∅
Dieser Schnitt ist kein Greedoid, weil sich {2, 5} nicht von {1, 3, 5}
aus augmentieren la¨sst und kein ∆-Matroid, weil zu X = {1, 3, 4},
Y = {2, 4, 5} und y = 2 von {1, 2, 3, 4}, {1, 2, 3, 4, 5}, {1, 2, 3},
{1, 2, 4} und {2, 3, 4} kein einziges Exemplar zu beiden getwisteten Ma-
troiden geho¨rt.
19siehe 2.3.3
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Beschra¨nkt man sich aber auf ein fixiertes A ⊆ E, dann ko¨nnen auf recht
triviale Weise verschiedene Matroide zum Twist mit anschließendem Schnitt
gebracht werden.
Proposition 3.41.
M1,M2 Matroide, A in beiden enthalten. Dann
(M1 ∆ A) ∩ (M2 ∆ A) = (M1 ∩ M2) ∆ A.
Die Matroid-Eigenschaften gehen hier nicht ein; der Ausdruck bleibt fu¨r be-
liebige Mengensysteme F1,F2 anwendbar.
Beweis
Ein X ⊆ E links bzw. rechts enthalten, entspricht beide Male X ∆ A ∈ M1
und X ∆ ∈M2.
Es ist darum keine U¨berraschung, dass der gewichtete Matroid-Schnitt-
Algorithmus (MSA) von Frank20 ohne weiteres so
”
getwistet“ werden kann,
dass er auch auf diesem Schnitt jede Gewichtsfunktion c : E → IR optimiert.
Wieder ist die Kenntnis von A dazu vonno¨ten.
Ebenso leicht einsichtig liegt der Fall bei der Vereinigung zweier getwisteter
Matroide (Mengensysteme) vermo¨ge
Proposition 3.42.
(M1 ∆ A) ∪ (M2 ∆ A) = (M1 ∪M2) ∆ A.
Unter Umsta¨nden sind unterschiedliche Twistmengen mo¨glich. Ein durch die
Verwendung der Vereinigung komponiertes Mengensystem ist Gegenstand
des na¨chsten Kapitels.
20siehe 2.2.6
Kapitel 4
Matroid-Twistvereinigungen
Nun wird ein Objekt ins Blickfeld der Betrachtungen dieser Arbeit gestellt,
welches aus einer Komposition von getwisteten Matroiden besteht, die alle
vom gleichen Matroid ausgehen, das um jeweils ein einzelnes Element ge-
twistet wird. Diese getwisteten Matroide werden vereinigt, und zwar auf die
klassische Art, nicht mengenweise. Obwohl solche Vereinigungen selten die
strukturellen Gesetzma¨ßigkeiten ihrer Komponenten bewahren ko¨nnen, ge-
lingt es in diesem Fall, einige der bisher vorgestellten Aspekte vom getwiste-
ten Matroid auf die Zusammensetzung zu u¨bertragen.
Abha¨ngig vom Umfang der gewa¨hlten Twistmenge entsteht unter Umsta¨nden
wieder ein Matroid. Solche Matroide werden im Zusammenhang mit dem
Traveling-Salesman-Problem betrachtet.1
4.1 Die Twistvereinigung
Die Twistvereinigung wird durch folgende, fu¨r die Formulierungen hilfrei-
che Abbildung UX , X ⊆ E, X 6= ∅ illustriert:
UX : P(P(E)) −→ P(P(E))
F 7→ ⋃
e∈X
F ∆ e.
1siehe 4.4
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UkX (= UX ◦Uk−1X ) bezeichnet in u¨blicher Weise die k-malige Hintereinander-
ausfu¨hrung der beschriebenen Abbildung fu¨r k ∈ IN.
4.1.1 Die Matroid-Twistvereinigung
Die Matroid-Twistvereinigung UA(M) eines Matroids M bezu¨glich der
Twistmenge A ⊆ E ist also die Vereinigung getwisteter Matroide:
UA(M) =
⋃
a∈A
M∆ a.
Die Aussage oben steht unter dem Vorbehalt, dass fu¨r jedes a ∈ A die Men-
ge {a} in M vorkommt, wenn man die Definition fu¨r getwistete Matroide
erinnert.2 Ein Element der Grundmenge, das in Kontradiktion dazu in kei-
ner Menge des Matroids auftaucht, wird Schleife genannt. Beim Bilden der
Matroid-Twistvereinigung sollen Schleifen aber toleriert werden.
Die noch scha¨rfere Forderung A ∈ M des vorangegangenen Kapitels ist
in diesem Zusammenhang nicht von weiterem Nutzen. A 6= ∅ soll jedoch
durchga¨ngig Bestandteil der Voraussetzungen sein, ohne sta¨ndig hingeschrie-
ben werden zu mu¨ssen.
4.1.2 Die Augmentierungseigenschaft
Proposition 4.1.
Die Twistvereinigung UA(M) verfu¨gt fu¨r ein zu Grunde liegendes Matroid
M und A ⊆ E u¨ber die Augmentierungs-Eigenschaft (AE).
Beweis
U := UA(M), X, Y ∈ U , |X| < |Y | ,
X ∈M∆ a1, Y ∈M∆ a2, a1, a2 ∈ A.
Fall 1: a1 ∈ X, a2 ∈ Y ⇒ X \ a1, Y \ a2 ∈M, |X \ a1| < |Y \ a2|
⇒ ∃y∈(Y \a2)\(X\a1) X \ a1 ∪ y ∈M.
Fall 1.1: y = a1, a2 ∈ X ⇒ X ∈M ⇒ X \ a2 ∈M
⇒ ∃z∈(Y \a2)\(X\a2) = Y \X, z 6=a2 X \ a2 ∪ z ∈M ⇒ X ∪ z ∈M∆ a2.
2siehe 3.1
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Fall 1.2: y = a1, a2 /∈ X ⇒ X ∈M ⇒ X ∪ a2 ∈M∆ a2, a2 ∈ Y \X.
Fall 1.3: y 6= a1 ⇒ y ∈ Y \X, X ∪ y ∈M∆ a1 (⊆ U).
Fall 2: a1 ∈ X, a2 /∈ Y ⇒ X \ a1, Y ∪ a2 ∈M ⇒ Y \ {a1} ∈ M.
|X \ a1| = |X| − 1 < |Y | − 1 ≤ |Y \ {a1}|
⇒ ∃y∈(Y \{a1})\(X\a1) = Y \X, y 6=a1 X \ a1 ∪ y ∈M ⇒ X ∪ y ∈M∆ a1.
Fall 3: a1 /∈ X, a2 /∈ Y ⇒ X ∪ a1, Y ∪ a2 ∈M, |X ∪ a1| < |Y ∪ a2|
⇒ ∃y∈(Y ∪a2)\(X∪a1) X ∪ a1 ∪ y ∈M.
Fall 3.1: a1 ∈ Y : X ∈M ⇒ X ∪ a1 ∈M∆ a1 (⊆ U), a1 ∈ Y \X.
Fall 3.2: a1 /∈ Y, y 6= a2 ⇒ y ∈ Y \X, X ∪ y ∈M∆ a1 (⊆ U).
Fall 3.3: a1 /∈ Y, y = a2 ⇒ |X ∪ a2| < |Y ∪ a2| , X ∪ a2 ∈M
⇒ ∃z∈(Y ∪a2)\(X∪a2) = Y \X X ∪ a2 ∪ z ∈M ⇒ X ∪ z ∈M∆ a2.
Fall 4: a1 /∈ X, a2 ∈ Y ⇒ X ∪ a1, Y \ a2 ∈M.
Fall 4.1: a2 ∈ X ⇒ X \ a2 ∈M, |X \ a2| < |Y \ a2|
⇒ ∃y∈(Y \a2)\(X\a2) = Y \X X \ a2 ∪ y ∈M ⇒ X ∪ y ∈M∆ a2 (⊆ U).
Fall 4.2: a2 /∈ X ⇒ X ∈M ⇒ X ∪ a2 ∈M∆ a2 (⊆ U), a2 ∈ Y \X.
Das folgende Korollar zeigt, dass im Normalfall davon ausgegangen wer-
den kann, dass mit UA(M) ein Greedoid vorliegt. Lediglich wenn A nur aus
Schleifen des Matroids besteht, ist dies nicht gegeben. Schleife zu sein, ist
trivialerweise gleichbedeutend damit, nicht in der Vereinigung aller Matroid-
Basen enthalten zu sein.
Korollar 4.2.
A ∩
⋃
B∈B(M)
B 6= ∅ ⇐⇒ UA(M) ist ein Greedoid.
Beweis
Nachdem Prop. 4.1 die Augmentierungseigenschaft bereit gestellt hat, muss
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sich nur noch die leere Menge einfinden.
∃a∈A, B∈B(M) a ∈ B ⇔
Bem. 1.1
∃a∈A {a} ∈ M ⇔ ∃a∈A ∅ ∈ M∆ a
⇔ ∅ ∈ UA(M).
4.2 Die Matroid-Twistvereinigung als
Matroid
4.2.1 Die Bedingung an die Twistmenge
Nun soll ein Spezialfall genauer betrachtet werden, in dem durch die Kon-
struktion wieder ein Matroid hervorgerufen wird. Dies ist grundsa¨tzlich
immer durch die Aufstockung der Twistmenge um geeignete Elemente
mo¨glich. Denn ist die Menge A dermaßen beschaffen, dass sich in jeder Ba-
sis von M Elemente von ihr einmischen, dann entpuppt sich die Matroid-
Twistvereinigung selbst als Matroid.
Proposition 4.3.
∀B∈B(M) A ∩ B 6= ∅ ⇐⇒ UA(M) ist ein Matroid.
Beweis
′ ⇒ ′ : Nachdem bei Betrachtung des vorigen Kor. 4.2 klar ist, dass unter den
gegebenen Voraussetzungen mit U := UA(M) ein Greedoid vorliegt, bleibt
noch, U als Unabha¨ngigkeitssystem zu entlarven:
Y ∈ U , X ⊆ Y vermo¨ge Y ∈M∆ a, a ∈ A.
Fall 1: a ∈ X ⇒ X \ a (⊆ Y ∆ a) ∈M ⇒ X ∈M∆ a (⊆ U).
Fall 2: a /∈ X ⇒ X ⊆ Y ∆ a ⇒ X ∈M ⇒
Bem. 1.1
∃B′∈B(M) X ⊆ B′.
Fixiere a′ ∈ A ∩ B′ ⇒ X ∆ a′ ⊆ B′ ⇒ X ∈M∆ a′ (⊆ U).
′ ⇐ ′ : Ein fiktives B′ ∈ B(M) ohne Elemente aus A beschwo¨rt ein
B′ ∆ a = B′ ∪ a, a ∈ A in U herauf. Damit befindet sich aber auch
B′ im Unabha¨ngigkeitssystem U . Dieses verlangt nach einem Verursacher
C ∈ M, C ∆ a′ = B′, a′ ∈ A. Das provoziert B′ ∪ a′ = B′ ∆ a′ ∈ M, was
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einen Widerspruch zu B′ ∈ B(M) hervorruft. 
Neben dem Begriff Schleife fu¨r die Kanten mit identischem Anfangs- und
Endknoten, gibt es weitere Bezeichnungen aus dem Matroid-Kontext, die
durch die graphischen Matroide3 angeregt wurden. So ist ein Kreis eine
minimale nicht unabha¨ngige Menge in M und ein Cokreis ist ein Kreis im
Dual des MatroidsM∗. Kreise sind wichtige Objekte in der Matroid-Theorie,
die nicht nur eine Axiomatisierung der Matroide erlauben, sondern auch in
hohem Maße dazu beitragen, die Struktur dieser Systeme besser zuga¨nglich
zu machen. Zur Vertiefung dieser Gesichtspunkte ist [Wel76] zu empfehlen.
Dort findet sich eine Charakterisierung von Cokreisen eines Matroids, die Ge-
legenheit zur sprachlich eleganteren Beschreibung der Matroid-Bedingung fu¨r
Twistvereinigungen bietet. Cokreise sind genau die minimalen Mengen unter
denjenigen Mengen, die mit jeder Basis einen nicht leeren Schnitt aufweisen.
Korollar 4.4.
A entha¨lt einen Cokreis von M ⇐⇒ UA(M) ist ein Matroid.
Spa¨testens fu¨r die Twistvereinigung selbst, als entstandenes Matroid, ist diese
Bedingung dann aber sicher erfu¨llt, d.h. A entha¨lt einen Cokreis des Matroids
UA(M) genau dann, wenn es einen Cokreis des Matroids M entha¨lt:
Bemerkung 4.5.
Fu¨r die Matroid-Twistvereinigung UA(M) wird A ∩ B 6= ∅ von allen
B ∈ B(UA(M)) erreicht.
Beweis
Betrachte ein B ∈ B(UA(M)). Wa¨re A ∩ B = ∅, dann wa¨re B ∪ a ∈M mit
einem a ∈ A, weil eines existieren mu¨sste, welches B ∈M∆a erwirkt. Dann
wa¨re aber auch B ∈ M und deshalb B ∪ a ∈ M∆ a also in UA(M), was B
jedoch als Basis nicht dulden kann. 
Wird die Twistmenge genu¨gend groß gemacht, kann man jede Matroid-
Twistvereinigung zum Matroid machen, spa¨testens bei Aufstockung bis zur
kompletten Grundmenge.
Korollar 4.6.
Fu¨r ein Matroid, das nicht nur aus der leeren Menge besteht, ist das Kon-
strukt
⋃
e∈E
M∆ e wiederum Matroid.
3siehe 2.2.3
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4.2.2 Die Beziehung zum Ausgangs-Matroid
Ein Matroid UA(M) entha¨lt sein Ausgangssystem. A¨hnlich wie beim get-
wisteten Matroid vera¨ndert sich nichts, wenn jede Basis die Twistmenge A
schon ganz entha¨lt.
Proposition 4.7.
Das Verha¨ltnis der Twistvereinigung zum Ausgangs-Matroid wird bestimmt
durch:
(1) UA(M) ist Matroid =⇒ M ⊆ UA(M).
(2) A ⊆ ⋂
B∈B(M)
B ⇐⇒ M = UA(M).
(3) A *
⋂
B∈B(M)
B =⇒ r(UA(M)) = r(M) + 1.
Beweis
(1): X ∈M vorausgesetzt, ergibt sich:
Fall 1: X ∩ A 6= ∅ ⇒ X \ a ∈M fu¨r a ∈ X ∩ A ⇒ X ∈M∆ a.
Fall 2: X ∩ A = ∅ ⇒
Bem. 1.1
∃B∈B(M) X ⊆ B. Erfasse a ∈ A ∩ B,
existent nach Prop. 4.3. X ∪ a (⊆ B) ∈M ⇒ X ∈M∆ a.
(2): Ist ∀B∈B(M) A ⊆ B also insbesondere ∀a∈A, B∈B(M) a ∈ B, liefert
Prop. 3.7, dass ∀a∈A M∆ a =M und somit M = UA(M).
(3): Findet man andererseits ein Paar a ∈ A, B ∈ B(M), das a /∈ B
genu¨gt, dann ist B ∪ a ∈M∆ a und darum r(UA(M)) ≥ r(M) + 1. Gro¨ßer
kann der Rang von UA(M) aber nicht werden, weil fu¨r jedes X ∈ UA(M) ein
X ∆ a ∈M, a ∈ A vorliegt, das |X| − 1 ≤ |X ∆ a| ≤ r(M) impliziert.
Eine recht triviale Erkenntnis ist zur Gestalt der Basen der Twistvereinigung
verfu¨gbar.
Bemerkung 4.8.
Jede Basis einer vom Matroid M ausgehenden Twistvereingung entsteht
durch das Hinzufu¨gen eines Elements aus A zu einer Basis von M, sofern
die Twistvereinigung eine echte Erweiterung von M ist.
UA(M) 6=M, B ∈ B(UA(M)) =⇒ ∃a∈A∩B B \ a ∈ B(M).
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Beweis
Ein solches B ∈ B(UA(M)) von der Anzahl r(UA(M)) erzwingt die Existenz
eines a ∈ A fu¨r B ∈ M ∆ a. Dieses a muss sich innerhalb von B befinden,
da ansonsten B ∆ a = B ∪ a ∈ M dem M einen ihm nach Prop. 4.7 nicht
gebu¨hrenden Rang gro¨ßer als r(UA(M)) zugestehen wu¨rde. Diese Argumen-
tationsquelle ausscho¨pfend begru¨ndet man, dass B \ a ∈M, weil es von der
Anzahl r(UA(M))− 1 = r(M) ist, Basis von M sein muss.
Nun steht eine echte Twistvereinigung, die Matroid ist, ohne auf dem Aus-
gangssytem zu verharren, in einer engen strukturellen Beziehung zu diesem
Ausgangssystem.
Bemerkung 4.9.
Korreliert die Menge A mit jeder Basis eines Matroids M, ohne dass sie
Teilmenge einer jeden dieser Basen ist, dann ist M eine starkes Abbild der
Twistvereinigung UA(M) :
UA(M) ↪→ M.
Beweis
Erkla¨rt man die Voraussetzungen aus Lemma 2.11 fu¨r gegeben, das heißt
B ∈ B(M), z ∈ B, x, y /∈ B, B \ z ∪ {x, y} ∈ B(UA(M)), entstehen zwei
Mo¨glichkeiten fu¨r y:
Fall 1: y ∈ A ⇒ B ∪ y ∈M∆ y, |B ∪ y| = r(M) + 1
⇒
Prop. 4.7
B ∪ y ∈ B(UA(M)).
Fall 2: y /∈ A ⇒
Bem. 4.8
∃a∈A B \ {a, z} ∪ {x, y} ∈ B(M).
Fall 2.1: a = x ⇒ B \ z ∪ y ∈ B(M).
Fall 2.2: a ∈ B \ z
⇒
(AA)
∃q∈B\(B\{a,z}∪{x,y}) B \ {a, z} ∪ {x, y} \ x ∪ q ∈ B(M)
⇒ q ∈ {a, z}, B \ {a, z} ∪ {q, y} ∈ B(M).
Fall 2.2.1: q = a ⇒ B \ z ∪ y ∈ B(M).
Fall 2.2.2: q = z ⇒ B \ a ∪ y ∈M ⇒ B ∪ y ∈M∆ a,
|B ∪ y| = r(M) + 1 ⇒ B ∪ y ∈ B(UA(M)).
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4.3 Die iterierte Twistvereinigung
Die Abbildung U erzeugt, hintereinandergeschaltet mit fixierter Twistmen-
ge, bei jeder Anwendung ein weiteres Mengensystem. Da hier nur Matroid-
Twistvereinigungen Untersuchungsgegenstand sind, muss das Ausgangssy-
stem jeder Iteration ein Matroid sein. Es zeigt sich, dass dann sukzessiv
immer Matroide hervorgebracht werden.
Die na¨chste Aussage belegt, dass es sich dabei zudem jeweils um die klas-
sische Vereinigung von getwisteten Matroiden handelt. Bei strenger Ausle-
gung mu¨sste in diesem Fall jedoch zur Verwendung obiger Ausdrucksweise
die Twistmenge zum Ursprungs-Matroid za¨hlen (A ∈M).
Proposition 4.10.
Wenn A ∩B 6= ∅ fu¨r alle B ∈ B(M), dann gilt fu¨r jedes k ∈ IN0:
U2kA (M) =
k⋃
j=0
⋃
D⊆A, |D|=2j
M∆D und
U2k+1A (M) =
k⋃
j=0
⋃
D⊆A, |D|=2j+1
M∆D sind Matroide.
Beweis
Zuna¨chst soll demonstriert werden, dass sich fu¨r jedes k ∈ IN0 die Richtigkeit
der unteren der beiden Gleichungen aus derjenigen der oberen ergibt. Ziel
ist, dass sich
UA
(
k⋃
j=0
⋃
D⊆A, |D|=2j
M∆D
)
=
⋃
a∈A
(
k⋃
j=0
⋃
D⊆A, |D|=2j
M∆D
)
∆ a
=
Prop. 3.42
k⋃
j=0
⋃
a∈A
⋃
D⊆A, |D|=2j
M∆ (D ∆ a)
als gleichwertig zu
k⋃
j=0
⋃
D⊆A, |D|=2j+1
M∆D erweist.
Akkuraterweise sei erwa¨hnt, dass die Assoziativita¨t der symmetrischen Dif-
ferenz trotz Einfu¨hrung der abku¨rzenden Schreibweisen fu¨r Mengensysteme
direkt anwendbar bleibt, da beispielsweise der erste Term lediglich eine an-
dere Gestalt von
{X ∆D ∆ {a} | X ∈M, a ∈ A, D ⊆ A, |D| = 2j, 0 ≤ j ≤ k} ist.
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Darob la¨sst sich einsehen, dass die gewu¨nschte U¨bereinstimmung aus
{D ∆ a | a ∈ A, D ⊆ A, |D| = 2j, 0 ≤ j ≤ k}
= {D′ | D′ ⊆ A, |D′| = 2j′ + 1, 0 ≤ j′ ≤ k} hervorgeht, weil jeweils
dieselben Mengen zum Twisten von M versammelt werden.
Entstammt eine Menge D∆a dem ersten Gefu¨ge, so trifft jedenfalls D∆a ⊆ A
zu und |D ∆ a| ist eine ungerade Zahl, die 2k+1 nicht u¨bersteigt. Umgekehrt
kann ein D′ aus der zweiten Menge nicht leer sein, demnach sich ein a ∈ A
finden la¨sst, das D′ = (D′ \ a) ∆ a bei geradem |D′ \ a| ≤ 2k sichert.
Damit bietet es sich an, eine Induktion u¨ber k ∈ IN0 anzustrengen, um die
allgemeine Gu¨ltigkeit der Gleichung versichern zu ko¨nnen. Mit dem Start
bei U0A(M) = M = M ∆ ∅ soll in vergleichbarer Weise wie oben, von der
Darstellung des U2k+1A auf die von U2(k+1)A geschlossen werden.
UA
(
k⋃
j=0
⋃
D⊆A, |D|=2j+1
M∆D
)
=
⋃
a∈A
(
k⋃
j=0
⋃
D⊆A, |D|=2j+1
M∆D
)
∆ a
=
Prop. 3.42
k⋃
j=0
⋃
a∈A
⋃
D⊆A, |D|=2j+1
M∆ (D ∆ a)
soll u¨bereinstimmen mit
k+1⋃
j=0
⋃
D⊆A, |D|=2j
M∆D.
{D ∆ a | a ∈ A, D ⊆ A, |D| = 2j + 1, 0 ≤ j ≤ k}
= {D′ | D′ ⊆ A, |D′| = 2j′, 0 ≤ j′ ≤ k + 1} bleibt daher einzusehen.
Ein der ersten Menge entnommenes D ∆ a besitzt offensichtlich eine gerade
Anzahl ho¨chstens 2k + 2 und ist Teilmenge von A. Ein nicht leeres D′ der
zweiten Menge entha¨lt a ∈ A zum Zusammenbau D′ = (D′ \ a) ∆ a bei
ungeradem |D′ \ a| ≤ 2k + 1. Schließlich wird auch D′ = ∅ = {a}∆ a
(A 6= ∅ nach Voraussetzung), a ∈ A, |{a}| = 1 (j = 0) erfasst.
Bem. 4.5 steht dafu¨r gerade, dass die fortdauernden Operationen immer wie-
der Matroide hervorbringen, da sich die dazu notwendige Bedingung, ausge-
hend von der urspru¨nglichen Voraussetzung, mit fortpflanzt.
Die Basen, die so sukzessive geschaffen werden, bestehen nach Bem. 4.8 je-
weils aus Basen der Vorstufe um ein Element aus A augmentiert. Da sich dies
nicht ewig fortsetzen la¨sst, weil irgendwann die Twistmenge in allen Basen
eingeschlossen ist und sich der Rang nicht immer weiter erho¨hen la¨sst, bleibt
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die Anwendung von UA dereinst stationa¨r:
∃k0∈IN ∀m∈IN, m≥k0 UmA (M) = Uk0A (M).
Dies ist auch der Formel oben anzusehen, weil es keine Teilmengen von A
von beliebig großer Anzahl geben kann.
4.4 1- und K-Ba¨ume
Die Kenntnis einiger weniger grundlegender Begriffe der Graphentheorie ist
notwendig fu¨r das Versta¨ndnis dieses Abschnitts. Man kann sie aus der
Lektu¨re von [Bol79] oder [Ber85] gewinnen.
4.4.1 1-Ba¨ume
1-Ba¨ume und das TSP
Als eins der hervorstechendsten Probleme der kombinatorischen Optimierung
wird das (symmetrische) Traveling-Salesman-Problem (TSP) erachtet. Dabei
wird der gu¨nstigste Weg angestrebt, eine vorgegebene Menge von Sta¨dten zu
besuchen. [LLKS85] ist eine ausfu¨hrliche Referenz zu diesem Thema.
Aus graphentheoretischer Sicht ist ein optimaler Hamilton-Kreis gesucht. Sei
G = (V,E) ein zusammenha¨ngender, ungerichteter Graph mit Knotenmen-
ge V und Kantenmenge E ⊆ V 2. Hamilton-Kreise sind diejenigen Kreise,
die genau einmal durch alle Knoten fu¨hren. Die Kanten des Graphen sind
mit Gewichten c(v,w), (v, w) ∈ E ausgestattet, damit von einem optimalen
Hamilton-Kreis gesprochen werden kann, als einem, fu¨r den die Summe der
Kantengewichte (Kosten) die geringstmo¨gliche ist. Die Hamilton-Kreise wer-
den im Zusammenhang mit dem TSP auch Touren genannt.
Ein klassischer Ansatz fu¨r dieses schwer4 lo¨sbare Problem stammt von Held
und Karp5. Sie untersuchten eine sogenannte 1-Baum-Relaxierung und taten
damit einen großen Schritt in Richtung Optimallo¨sung, d.h. Anna¨herung an
eine solche, mit vertretbarem Zeitaufwand. Nachfolgend wurde die 1-Baum-
Relaxierung auch in [ST77], [VJ82], [VJ83] und [MF90] zur Verbesserung des
Verfahrens betrachtet. Der Beitrag lo¨ste eine Anzahl weiterer Ero¨rterungen
4vgl. [GJ79]
5vgl. [HK70] und [HK71]
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aus, die sich mit Lagrange-Relaxierung in der kombinatorischen Optimierung
befassen.6
Ein 1-Baum bezu¨glich v ∈ V ist ein aufspannender Baum auf dem von
V \ v induzierten Untergraphen, erga¨nzt um zwei Kanten an v. A¨quivalent
dazu wa¨re das Hinzufu¨gen einer zu v inzidenten Kante zu einem gegebenen
aufspannenden Baum von G. Allgemein gehalten ist ein 1-Baum ein 1-Baum
bezu¨glich irgendeines Knotens aus V , was wiederum gleichbedeutend damit
ist, dass ein aufspannender Baum von G um eine beliebige Kante erga¨nzt
wird. Folgende Beobachtungen von Held und Karp bringen die 1-Ba¨ume mit
dem TSP in Verbindung:
• Eine Tour ist ein 1-Baum.
• Ein 1-Baum ist genau dann eine Tour, wenn jeder Knoten den Grad 2
besitzt, d.h., wenn er 1-Baum bezu¨glich aller v ∈ V ist. Ist ein 1-Baum
von minimalem Gewicht eine Tour, dann handelt es sich ergo um eine
optimale TSP-Tour.
• Eine Transformation der Kantengewichte c(v,w) → c(v,w) + piv + piw,
die Transformationswerte pi fu¨r jeden einzelnen Knoten addiert, a¨ndert
nichts an der Anatomie der optimalen TSP-Tour, wohl aber an der
Gestalt der minimalen 1-Ba¨ume.
Die minimalgewichtigen 1-Ba¨ume liefern also eine untere Schranke fu¨r die
Kosten einer optimalen TSP-Tour. Die Folge ist, dass durch solche Trans-
formationen der Kantengewichte eine große Anzahl an unteren Schranken
generiert werden kann. Durch die Wahl der Transformationswerte kann zu-
dem versucht werden, so auf die minimalgewichtigen 1-Ba¨ume einzuwirken,
dass sie sich in Richtung der 2-Regularita¨t bewegen.
Mo¨glichst große untere Schranken werden in [HK71] genutzt, um ein
”
Branch
& Bound-Verfahren“7 zur Lo¨sung des TSP durch Abschneiden tunlichst vie-
ler Zweige abzuku¨rzen. Bei dem Verfahren, das diese Schranken sukzessive
verbessert, muss in jedem Schritt ein minimaler 1-Baum berechnet werden.
Eine der ga¨ngigen Branch & Bound-Prozeduren realisiert die Einschra¨nkung
der Mengen zula¨ssiger Lo¨sungen in den Zweigen dadurch, dass Elemente aus
E verboten oder obligatorisch gemacht werden, so dass die Schrankensuche
jeweils unter dieser Einschra¨nkung durchgefu¨hrt wird.
6siehe auch [Sch86]
7vgl. [Sch86]
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Die Berechnung der minimalen 1-Ba¨ume wird in den Verfahren umgesetzt
u¨ber minimal aufspannende Ba¨ume, z.B. mit dem Algorithmus von Kruskal8,
der dem (MGA) aus 2.2.4 entspricht.
1-Ba¨ume sind Matroid-Basen
Inspiziert man die Menge der 1-Ba¨ume etwas genauer, dann kann man sie als
Basismenge eines Matroids demaskieren. Wir gehen dazu vom graphischen
Matroid M(G) aus, das vom vorgegebenen Graphen induziert ist.9
Satz 4.11.
Bezeichnet ε(v) die Menge der zu v ∈ V inzidenten Kanten, so gilt: Die
1-Ba¨ume bezu¨glich v sind genau die Basen der Twistvereinigung
Uε(v) (M(G)) des graphischen Matroids. Die Menge der 1-Ba¨ume generell
entspricht B(UE(M(G))).
Beweis
Zuna¨chst sei angemerkt, dass die Existenz der 1-Ba¨ume mit der Tatsache ein-
hergeht, dass es bei den Twistvereinigungen um echte Erweiterungen geht.
Denn sonst wa¨re ε(v) bzw. E in allen Basen von M(G), also in allen auf-
spannenden Ba¨umen enthalten und dann wa¨re ε(v) Schnitt bzw. alle Kanten
wa¨ren Schnittkanten von G und es existierte kein aufspannender Baum, der
im Sinne der Definition noch erga¨nzt werden ko¨nnte.
Nimmt man Tv, Kantenmenge eines 1-Baums bezu¨glich v ∈ V wie oben defi-
niert, eine passende, zu v inzidente Kante e ∈ ε(v) weg, dann landet man mit
Tv \ e bei einem aufspannenden Baum in G, also bei einer Basis von M(G).
Dann aber ist Tv = (Tv \ e) ∆ e ∈ Uε(v)(M(G)). Mit dem Rangargument
aus Prop. 4.7 ist Tv sogar Basis der Twistvereinigung. Genauso wird fu¨r den
allgemeinen 1-Baum mit beliebiger Kante argumentiert.
Umgekehrt entsteht nach Bem. 4.8 jede Basis der Twistvereinigung
Uε(v)(M(G)) durch Hinzufu¨gen eines Elements aus ε(v) bzw. E zu einer Ba-
sis vonM(G), also zu einem aufspannenden Baum. Dies trifft die Definition
der 1-Ba¨ume.
Da jeder Baum eine Kante aus ε(v) vorweisen muss, wenn er alle Knoten
verbinden will, ist die Twistvereinigung mit Prop. 4.3 immer ein Matroid,
8vgl. [Kru56]
9siehe 2.2.3
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selbstredend auch fu¨r die Twistmenge aller Kanten.10
Beim Auffinden der minimalen 1-Ba¨ume als Bestandteil des Verfahrens aus
obigem Abschnitt wird demnach realiter jeweils Optimierung auf einem Ma-
troid mit positiver Gewichtsfunktion durchgefu¨hrt, weshalb u¨berhaupt nur
die Basen in Frage kommen und sich auch Minimierung durch Umkehrung
der Gewichtung einpasst.
Das Ge- und Verbieten von Kanten ist aus der Matroid-Theorie als Kon-
traktion und Restriktion, also Minorenbildung, bekannt. Somit bleibt es im
gesamten Gea¨st des Branch & Bound-Baums bei Matroid-Optimierung.
4.4.2 K-Ba¨ume
Vehicle Routing
Eine Verallgemeinerung des TSP weist auf ein verwandtes Praxis-Problem.
Dabei sind K Touren, K ∈ IN, ausgehend von einem Depot gesucht, be-
gru¨ndet bspw. durch die von K begrenzte Anzahl von Fahrzeugen. Es mu¨ssen
n−1 Kunden, n ∈ IN, besucht werden. Die Touren sollen eine geringstmo¨gli-
che Summe von Kosten verursachen, die auf einzelnen Wegen zwischen den
Kunden oder vom Depot zum Kunden verursacht werden. Das Problem ist als
”
Vehicle Routing Problem“ (VRP) bekannt und wird u.a. in [Chr85] ero¨rtert.
Zusa¨tzlich sind beim VRP meist noch weitere Einschra¨nkungen wie Fahr-
zeugkapazita¨ten oder zeitliche Vorgaben in Betracht zu ziehen.
Wieder kann das Problem durch einen Graphen modelliert werden, diesmal
mit einem ausgezeichneten Depotknoten v0 ∈ V . So kann auch die Lagrange-
Relaxierung auf die neue Situation transferiert werden, was ein Branch &
Bound-Verfahren ermo¨glicht, wie es in [Fis94a] beschrieben wird.
Ein K-Baum, K ∈ IN, ist eine den Graphen aufspannende Kantenmenge der
Anzahl n−1+K, wenn |V | = n, also ein aufspannender Baum, demK Kanten
beigefu¨gt wurden. Analog zum TSP ist jeder zula¨ssige Tourenplan ein solcher
K-Baum, was untere Schranken erha¨ltlich macht. Umgekehrt braucht ein
K-Baum einen Grad von 2K beim Depotknoten, um realisierbarer Touren-
plan zu sein. Außerdem muss dazu fu¨r alle anderen Knoten wieder der Grad 2
garantiert werden. Einschra¨nkungen wie Fahrzeugkapazita¨ten ko¨nnen in die
Lagrange-Relaxierung eingearbeitet werden.
10siehe auch Kor. 4.6
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Etwas einschra¨nken ließe sich die Auswahl der K-Ba¨ume zuvor noch u¨ber
die Definition des K-Baums bezu¨glich v ∈ V , bei der man die K hin-
zuzufu¨genden Kanten dem ε(v) entna¨hme. Alle zula¨ssigen Lo¨sungen wa¨ren
nach wie vor erfasst, na¨mlich in den K-Ba¨umen bezu¨glich des Depots.
K-Ba¨ume sind Matroid-Basen
Satz 4.12.
Die K-Ba¨ume sind genau die Basen der iterierten Twistvereinigung
UKE (M(G)) des graphischen Matroids. Die Menge der K-Ba¨ume bezu¨glich
v0 ∈ V ist die Basismenge B(UKε(v0) (M(G))).
Beweis
Auch hier geht die Erfu¨llbarkeit der Definitionsbedingung der K-Ba¨ume
damit einher, dass die iterierte Twistvereinigung K-mal als echte Erweite-
rung ausfu¨hrbar ist, a¨quivalent dazu, dass es u¨berhaupt einen aufspannenden
Baum in G gibt, der mindestens K Kanten aus E bzw. ε(v0) als Rest u¨brig
la¨sst.
Ist T Kantenmenge eines K-Baums allgemein bzw. bezu¨glich v0 ∈ V , dann
induziert T \D fu¨r ein D ⊆ E bzw. D ⊆ ε(v0), |D| = K einen aufspannenden
Baum in G und findet sich folglich als B ∈ B(M(G)) wieder. T = B ∆ D
ist nun, Prop. 4.10 gema¨ß, in UKE (M(G)) bzw. UKε(v0)(M(G)). Die schiere
Elementanzahl von T zwingt dieses in die Rolle einer Basis der iterierten
Twistvereinigung nach Iterieren von Prop. 4.7(3) zu
r(UKε(v0)(M(G))) = r(UKE (M(G))) = r(M(G)) +K.
Umgekehrt ringt man der gleichen Formel in Koalition mit Prop. 4.10 eben
auch ab, dass eine maximal große Menge der iterierten Twistvereinigung aus
der disjunkten Vereinigung B ∪ D = B ∆ D mit einer Basis B von M(G)
hervorgeht, wobei D ⊆ E (ε(v0)) die maximale Anzahl K erreichen muss,
was der Vereinigung das Pra¨dikat K-Baum verleiht.
In [Fis94b] wird ein polynomieller Algorithmus zur Bereitstellung minimaler
K-Ba¨ume dargelegt, der als Teil im zitierten Branch & Bound-Verfahren Ver-
wendung findet. Dabei gelingt es, das Sortiment an schrankengenerierenden
K-Ba¨umen weiter einzuschra¨nken, indem nach Erreichen eines minimalen
K-Baums mittels Austauschoperationen die Gradbedingung 2K am speziel-
len Depotknoten durchgesetzt wird.
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Aus den gleichen Gru¨nden wie beim 1-Baum ist auch diese iterierte Twist-
vereinigung selbst ein Matroid.11 Mit dem Wissen um Satz 4.12 kann fu¨r
die wie oben bedingte Optimierung mithin auch der ebenfalls polynomielle,
etwas schnellere Algorithmus aus [GT84] zum Einsatz kommen, der optimale
Matroid-Basen berechnet, die eine vorgeschriebene Anzahl Elemente einer
vorgegebenen Menge, hier ε(v0), beinhalten.
4.5 UA(M) als Greedoid
Auch in der Situation, wo die Twistmenge nicht jede Basis des Ausgangs-
Matroids schneidet, also mit der Twistvereinigung kein Matroid vorliegt, hat
diese Konstruktion auch als Greedoid noch eine ordentlich fassbare Struktur.
Die anschließenden Untersuchungen erstrecken sich nur auf die Twistvereini-
gungen, die Greedoide sind. Wie oben dargelegt bedeutet das, dass die Menge
A ein gemeinsames Element mit mindestens einer der Basen von M hat.
4.5.1 Die starke Austauscheigenschaft
Die Twistvereinigungen du¨rfen zu den Greedoiden mit restriktionsstabiler
starker Austauscheigenschaft geza¨hlt werden.
Satz 4.13.
Fu¨r beliebiges T ⊆ E besitzt die Restriktion UA(M) T die starke Aus-
tauscheigenschaft.
Beweis
Bezeichne U ′ die Restriktion UA(M) T von U := UA(M) und stehe
B ∈ B(U ′), X ⊆ B, X ∈ U ′, X ∪ x ∈ U ′, x ∈ E \ B zur Verfu¨gung,
wobei dann notwendigerweise B ⊆ T, x ∈ T (weil X ∪ x ⊆ T ). Gema¨ß Ei-
genschaftsdefinition muss ein y ∈ B \X gefunden werden, welches X∪y ∈ U ′
und B \ y ∪ x ∈ U ′ realisiert. Durchga¨ngig genu¨gt es dazu, die betreffenden
Mengen in U aufzuspu¨ren, weil sie wegen der Vorgaben ohnehin beide als
Teilmengen von T daherkommen.
Gearbeitet wird mit der Vorgabe |X| ≤ |B| − 2. Ansonsten erga¨be sich
|X| = |B| − 1 ⇒ X = B \ y, y ∈ B \X ⇒ X ∪ y (= B) ∈ U ,
B \ y ∪ x (= X ∪ x) ∈ U . |X| = |B| ist per se unmo¨glich, da X ∪ x den
Rang von U ′ nicht außer Acht lassen darf.
11siehe Prop. 4.10
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Eine verzweigte Fallunterscheidung tra¨gt der Natur der symmetrischen Diffe-
renz Rechnung. Zuna¨chst geht es um die Basen, die nicht mit der Twistmenge
korrelieren.
Fall 1: B ∩ A = ∅ ∃a∈A B ∆ a ∈M ⇒ B ∪ a ∈M.
Fall 1.1: x ∈ A Nehme willku¨rlich y ∈ B \X. B \ y (⊆ B ∪ a) ∈M
⇒ B \ y ∪ x ∈M∆ x (⊆ U).
X ∪ y ∪ a (⊆ B ∪ a) ∈M ⇒ X ∪ y ∈M∆ a (⊆ U).
Fall 1.2: x /∈ A ∃a′∈A (X ∪ x) ∆ a′ ∈M ⇒
(X ∪ x) ∩ A = ∅
X ∪ x ∪ a′ ∈M.
|X ∪ x ∪ a′| = |X|+ 2 < |B|+ 1 = |B ∪ a|
⇒
Lemma 2.5
∃D⊆(B∪a)\(X∪x∪a′) B′ := X ∪ x ∪ a′ ∪D ∈M, |B′| = |B ∪ a|
⇒
(AA)
∃z∈(B∪a)\B′ B ∪ a ∪ x \ z ∈M (⊆ U).
Fall 1.2.1: z 6= a y := z /∈ B′ ⇒ y ∈ B \X, B \ y ∪ x ∈M∆ a.
X ∪ y ∪ a (⊆ B ∪ a) ∈M ⇒ X ∪ y ∈M∆ a (⊆ U).
Fall 1.2.2: z = a ⇒ B ∪ x ∈M, a′ ∈ B′ \ (B ∪ x)
⇒ ∃y∈(B∪x)\B′ B ∪ x ∪ a′ \ y ∈M, y /∈ B′ ⇒ y 6= x
⇒ y ∈ B \X. B ∪ x \ y ∈M∆ a′. y ∈ B ∪ x ⇒ y 6= a
⇒ X ∪ a ∪ y (⊆ B ∪ a) ∈M ⇒ X ∪ y ∈M∆ a.
Was geschieht, wenn die Basis B doch Gemeinsamkeiten mit A aufweist?
Fall 2: B ∩ A 6= ∅ ∃a∈A∩B B \ a ∈M, also auch a 6= x, denn:
∃aˆ∈A B ∆ aˆ ∈M. Aus aˆ ∈ B folgt B \ aˆ ∈M; wa¨hle a := aˆ.
Sollte aˆ /∈ B sein, dann B ∪ aˆ ∈M; wa¨hle beliebiges a ∈ A ∩ B
⇒ B \ a (⊆ B ∪ aˆ) ∈M. Daneben sei a′ ∈ A verantwortlich fu¨r
(X ∪ x) ∆ a′ ∈M.
Lag das X schon in der Basis, bevor diese um a aufgestockt wurde, so kann
das a einfach die Rolle des y spielen, wenn x selber ein Twistelement ist:
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Fall 2.1: a /∈ X
Fall 2.1.1: x ∈ A y := a ∈ B \X, B \ y ∪ x ∈M∆ x (⊆ U),
X (⊆ B \ a) ∈M ⇒ X ∪ y ∈M∆ a (⊆ U).
Ist x kein Twistelement, zeigt sich der Vorgang komplexer. Der erste Teil
dazu bescha¨ftigt sich mit einem gegenu¨ber M reduzierten X ∪ x:
Fall 2.1.2: x /∈ A
Fall 2.1.2.1: a′ /∈ X ⇒ X ∪ x ∪ a′ ∈M (a′ 6= x).
Fall 2.1.2.1.1: |X| = |B| − 2 ⇒ X = B \ {a, y}, y ∈ B \X.
X ∪ x ∈M ⇒ B \ y ∪ x (= X ∪ x ∪ a) ∈M∆ a (⊆ U).
|B \ a| = |X ∪ x ∪ a′| − 1 ⇒ ∃z∈(X∪x∪a′)\(B\a) B \ a ∪ z ∈M.
X ⊆ B \ a ⇒ z ∈ {x, a′}. Wa¨re z = x, so B \ a ∪ x ∈M
⇒ B ∪ x ∈M∆ a ⊆ U , B ∪ x ⊆ T ⇒ B ∪ x ∈ U ′, im
Widerspruch zu B ∈ B(U ′). Also z = a′
⇒ X ∪ y ∪ a′ (= B \ a ∪ a′) ∈M⇒ X ∪ y ∈M∆ a′ (⊆ U).
Fall 2.1.2.1.2: |X| ≤ |B| − 3 Lemma 2.5 garantiert das Dasein
eines D ⊆ (B \ a) \ (X ∪ x ∪ a′) mit X ∪ x ∪ a′ ∪D ∈M
und |X ∪ x ∪ a′ ∪D| = |B \ a| . Wegen x /∈ B \ a kann
Lemma 2.6 fu¨r y ∈ (B \ a) \ (X ∪ x ∪ a′ ∪D) ⊆ B \X
bu¨rgen, so dass B \ {a, y} ∪ x ∈M und X ∪ a′ ∪D ∪ y ∈M
⇒ B \ y ∪ x ∈M∆ a, X ∪ a′ ∪ y ∈M ⇒ X ∪ y ∈M∆ a′.
Der zweite Teil sieht hingegen ein augmentiertes X ∪ x:
Fall 2.1.2.2: a′ ∈ X ⇒ X \ a′ ∪ x ∈M. Lemma 2.5 pra¨sentiert
nun das Vorhandensein von D ⊆ (B \ a) \ (X \ a′ ∪ x) bei
X \ a′ ∪ x ∪D ∈M und |X \ a′ ∪ x ∪D| = |B \ a| . Dank
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dessen und X \ a′ ∪ x ∪D ⊆ B \ a ∪ x findet sich z ∈ B \ a ∪ x
fu¨r X \ a′ ∪ x ∪D = B \ {a, z} ∪ x ∈M, wobei x links
enthalten ist und darum z ∈ B.
Fall 2.1.2.2.1: z 6= a′ ⇒ z ∈ B \X, weil X \ a′ links enthalten
war. Nun bewirkt y := z, dass B \ y ∪ x ∈M∆ a (⊆ U)
sowie X \ a′ ∪ y (⊆ X ∪ y ⊆ B \ a) ∈M ⇒ X ∪ y ∈M∆ a′.
Fall 2.1.2.2.2: z = a′ fu¨hrt zur Wahl y := a mit
X (⊆ B \ a) ∈M ⇒ X ∪ a ∈M∆ a und
B \ y ∪ x (= B \ {a, z} ∪ x ∪ a′) ∈M∆ a′.
Nun mu¨ssen wir damit rechnen, dass a schon vorher zu X geho¨rte:
Fall 2.2: a ∈ X
Fall 2.2.1: a′ /∈ X
Fall 2.2.1.1: x = a′ ⇒ X ∈M. Wie u¨blich
∃D⊆(B\a)\X X ∪D ∈M, |X ∪D| = |B \ a| ⇒ X ∪D = B \ y,
y ∈ B \X ⇒ B \ y ∪ x ∈M∆ a′ (⊆ U). a ∈ X ⇒ y 6= a
⇒ X \ a ∪ y (⊆ B \ a) ∈M ⇒ X ∪ y ∈M∆ a (⊆ U).
Fall 2.2.1.2: x 6= a′ ⇒ X ∪ x ∪ a′ ∈M ⇒ X \ a ∪ x ∈M.
Also ∃D⊆(B\a)\(X\a∪x) X \ a ∪ x ∪D ∈M,
|X \ a ∪ x ∪D| = |B \ a|
⇒ X \ a ∪ x ∪D (⊆ B \ a ∪ x) = B \ {a, y} ∪ x, y ∈ B \X,
y 6= x und B \ y ∪ x ∈M∆ a (⊆ U),
X \ a ∪ y (⊆ B \ a) ∈M ⇒ X ∪ y ∈M∆ a (⊆ U).
Fall 2.2.2: a′ ∈ X ⇒ X \ a′ ∪ x ∈M, x 6= a′.
So ∃D⊆(B\a)\(X\a′∪x) X \ a′ ∪ x ∪D ∈M,
|X \ a′ ∪ x ∪D| = |B \ a| .
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Fall 2.2.2.1: a′ /∈ D
⇒ X \ a′ ∪ x ∪D (⊆ B \ a′ ∪ x) = B \ {a′, y} ∪ x,
y ∈ B \X, y 6= x, y 6= a ⇒ B \ y ∪ x ∈M∆ a′ (⊆ U),
X \ a ∪ y (⊆ B \ a) ∈M ⇒ X ∪ y ∈M∆ a (⊆ U).
Fall 2.2.2.2: a′ ∈ D Noch einmal kommt das Austauschaxiom zum
Zug: ∃y∈(B\a)\(X\a′∪x∪D) ⊆ B\X B \ {a, y} ∪ x ∈M
⇒ B \ y ∪ x ∈M∆ a. y 6= a ⇒ X \ a ∪ y (⊆ B \ a) ∈M
⇒ X ∪ y ∈M∆ a (⊆ U).
Korollar 4.14.
UA(M) besitzt die starke Austauscheigenschaft.
Mit den folgenden Korollaren wird wieder extensiv von den Inhalten aus
Kapitel 3 profitiert.
Korollar 4.15.
UA(M) ist ein Austausch-System.
Korollar 4.16.
UA(M) ist ein ausgedu¨nntes Matroid.
4.5.2 Die Abgrenzung der Twistkonstruktionen
Mit Hilfe der Beispiele XV bis XVII,12 wo die Twistmengen einelementig sind,
ist auch fu¨r die Twistvereinigung einzusehen, dass sie sich außerhalb der Klas-
sen der Gauß-Greedoide, Matroid-Basis-Systeme oder Intervall-Greedoide be-
wegen kann.
XX) Ein Beispiel mit nicht trivialer Twistmenge soll nicht fehlen:
U{1,2}(M̂), E = {1, 2, 3, 4}13
12siehe S. 83
13siehe Bsp. II, S. 19
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{1, 2, 3} {1, 2, 4} {1, 3, 4} {2, 3, 4}
{1, 2} {1, 3} {1, 4} {2, 3} {2, 4}
{1} {2} {3} {4}
∅
Diese Twistvereinigung ist also gleich P(E)(3) \ {{3, 4}} und darum
auch Gauß-Greedoid. Es liegt hier eine Twistvereinigung vor, die mit
dem gleichen Argument wie in Bsp. XVIII kein getwistetes Matroid
ist.14
XXI) Umgekehrt gibt es getwistete Matroide, die sich nicht als Twistvereini-
gungen darstellen lassen. GXXI = P(E) \ {{4}}
= P(E)(3) ∆ {1, 2, 3}, E = {1, 2, 3, 4} ist ein solches Beispiel.
Angenommen GXXI = UA(M) =: U , M Matroid. Der Rang von M
muss 3 sein, {4} /∈ U ⇒ 4 /∈ A, E ∈ U . O.E. 3 ∈ A, {1, 2, 4} ∈ M
⇒ {1, 4}, {2, 4} ∈ M ⇒ 1, 2 /∈ A ⇒ A = {3} ⇒ {1, 3, 4} ∈ M
⇒ {3, 4} ∈ M ⇒ 3 /∈ A .
XXII) Schlussendlich ko¨nnen die Beweismittel aus dem vorigen Beispiel und
Bsp. XVIII kombiniert werden, um anerkennen zu ko¨nnen, dass
GXXII := P({1, 2, 3, 4, 5}) \ {{4}, {1, 2, 3, 4, 5}} ein Beleg ist fu¨r das
Dasein von ∆-Matroiden, die auch Gauß-Greedoide (restriktionsstabile
starke Austauscheigenschaft) sind, aber in keine der beiden Twistklas-
sen hineinpassen.
4.5.3 Eine Beziehung zum Ausgangs-Matroid
Die spezielle Restriktion auf A-freie Mengen ist eine besondere.
Bemerkung 4.17.
Die Lo¨schung der Twistmenge aus dem Twistvereinigungs-Greedoid ist ein
Matroid und es gilt
UA(M) \ A ⊆ M\ A ⊆ M.
Beweis
Wenn U := UA(M) die Greedoid-Eigenschaften besitzt, dann la¨sst sich das
bekanntermaßen auch fu¨r die Restriktion U \A konstatieren. Zu zeigen bleibt
14siehe S. 84
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die Abgeschlossenheit der Restriktion bezu¨glich Teilmengenbildung:
Y ∈ U \ A, X ⊆ Y ⇒ Y ∩ A = ∅, Y ∆ a ∈M, a ∈ A ⇒ Y ∪ a ∈M
⇒ X ∪ a ∈M ⇒
a /∈ X
X (= (X ∪ a) ∆ a) ∈ U , X ∩ A = ∅.
Fu¨r ein gegebenes Y ∈ U \A gilt danach, betreffend die erste Teilmengenbe-
ziehung der Behauptung, Y ∪ a ∈M, also Y ∈M bei Y ∩ A = ∅.
4.5.4 Abschlussbildung
Wo UA(M) schon Matroid ist, bleibt die Bildung der monotonen Hu¨lle wir-
kungslos. Wenn dies nicht gegeben ist, kann mit der monotonen Hu¨lle eine Art
Abschluss der Twistvereinigung kreiert werden, der die iterative Ausfu¨hrung
dann erlaubt, da die Twistvereinigung ausgedu¨nntes Matroid ist.
UX : P(P(E)) −→ P(P(E)), X ⊆ E, X 6= ∅
F 7→ H( ⋃
e∈X
F ∆ e).
Mit anderen Zeichen also UA(F) = H(UA(F)). Die Hu¨lle la¨sst sich genauer
beschreiben:
Proposition 4.18.
H(UA(M)) = M ∪ UA(M) = M ∨ P(A)(1).
Der hinten stehende Ausdruck ist als 1-Abschnitt des vollen Matroids unter
A ein Matroid. Es entha¨lt alle einelementigen Mengen mit A-Elementen und
die leere Menge. War also A schon Cokreis-frei in M, dann ist die Twist-
vereinigung UA(M) = M∨ P(A)(1) das Hinzufu¨gen der Aufstockung aller
Matroidmengen um jedes A-Element.15
Beweis
Entstammt X der monotonen Hu¨lle, dann X ⊆ Y, Y ∈M∆ a, a ∈ A.
Ist auch schon X ⊆ Y ∆ a, dann X ∈M und in M∨ {∅}.
15siehe Prop. 4.7(1)
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Sonst a ∈ X, aber X \ a (⊆ Y \ a) ∈M
⇒ X = (X \a)∆a = (X \a)∪{a} ∈ M∨P(A)(1) und inM∆a ⊆ UA(M).
Da UA(M) ⊆ H(UA(M)) und fu¨r X ∈M entweder X ∪ a ∈M∆ a (a /∈ X)
oder X = (X \ a) ∪ a ∈ M ∆ a, folgt X ∈ H(UA(M)) fu¨r ein X aus dem
System in der Mitte.
Ein X von rechts ist entweder in M, so dass der vorherige Absatz erneut
gelesen werden darf, oder X = Y ∪ a, Y ∈ M, a ∈ A, gleichbedeutend mit
X ∈M∆ a.
Wie man an der zuletzt gegebenen Darstellung von UA(M) sieht, schneidet
A in diesem System jede Basis. Daraus entwickelt sich ein genaueres Bild der
Iteration, die aus diesem Grund erst ohne weitere Voraussetzung machbar
wird.
Proposition 4.19.
UAk(M) = M ∨ P(A)(k), k ∈ IN.
Ist A Cokreis-frei in M ergibt sich daher alternativ zu Prop. 4.10:
UkA(M) = M ∨ P(A)(k), k ∈ IN.
Beweis
Die Verankerung der angestrebten Induktion fu¨r k = 1 steht in Prop. 4.18.
Hat sich die Gleichung schon fu¨r k − 1, k ≥ 2 bewahrheitet, dann gilt fu¨r
alle B ∈ B(UAk−1(M)), dass A ∩ B 6= ∅ ist, weil maximale Mengen aus
M ∨ P(A)(k−1) nicht ohne A-Elemente erha¨ltlich sind. Das impliziert
UAk(M) = UA(UAk−1(M))) = UA(M ∨ P(A)(k−1))
= M ∨ P(A)(k−1) ∨ P(A)(1) = M ∨ P(A)(k) erneut mit Prop. 4.18.
Das heißt, bei iterativer Ausfu¨hrung verha¨lt sich UA nach dem ersten Schritt
wie UA (ebenfalls induktiv einsehbar):
UAk(M) = Uk−1A (UA(M)), k ∈ IN, k ≥ 2.
Und damit entfaltet sich die zweite Gleichung, wenn UA(M) = UA(M), d.h.
wenn die Twistvereinigung schon Matroid ist.
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4.6 UA(M) als ∆-Matroid
Auch die Nicht-Matroide unter den Twistvereinigungen, einschließlich gar
der Nicht-Greedoide, du¨rfen nutzbringend als ∆-Matroide eingestuft werden.
Satz 4.20.
UA(M) ist ein ∆-Matroid.
Beweis
U := UA(M). Um den Nachweis entlang der Definition fu¨r ∆-Matroide zu
fu¨hren, werden X, Y ∈ U und x ∈ X∆Y vorgegeben. a1 und a2 seien die Ele-
mente aus A, die fu¨r die Mitgliedschaft von X und Y in U verantwortlich sind:
X∆a1 ∈M, Y ∆a2 ∈M. Getrachtet wird nach y ∈ X∆Y, X∆{x, y} ∈ U .
a1 6= a2 darf unterstellt werden, weil sonst die ∆-Matroid-Natur vonM∆ a1
alleine fu¨r die gewu¨nschten Folgen sorgt. Damit sich der U¨berblick nicht in
der Vielzahl der mo¨glichen Auspra¨gungen der Voraussetzungen verliert, die
in einer ausufernden Fallunterscheidung Gestalt annehmen, wird der jeweilige
Mo¨glichkeitsraum immer bina¨r in Fa¨lle aufgespalten.
Zuerst pra¨sentiert sich ein x ∈ X ∆ Y , das aus X entfernt werden mo¨chte.
Aufwendig wird es dabei nur, wenn X durch Hinzufu¨gen von a1 in die Twist-
vereinigung geraten ist und jenes a! auch noch das x selber ist:
Fall 1: x ∈ X \ Y
Fall 1.1: a1 ∈ X ⇒ X \ a1 ∈M.
Fall 1.1.1: a1 = x ⇒ X \ x ∈M.
Fall 1.1.1.1: a2 /∈ X
Fall 1.1.1.1.1: a2 ∈ Y ⇒ y := a2 ∈ Y \X, X \ x ∪ a2 ∈M∆ a2.
Fall 1.1.1.1.2: a2 /∈ Y ⇒ Y ∪ a2 ∈M.
Fall 1.1.1.1.2.1: X \ x ⊆ Y ⇒ X \ x ∪ a2 (⊆ Y ∪ a2) ∈M
⇒ X \ x ∈M∆ a2 (y := x).
Fall 1.1.1.1.2.2: (X \ x) \ Y 6= ∅ ⇒ |X ∩ Y | ≤ |X| − 2,
x ∈ X \ Y ⇒ |(X ∩ Y ) ∪ a2| ≤ |X \ x| ,
(X ∩ Y ) ∪ a2 (⊆ Y ∪ a2) ∈M. Nach Lemma 2.5
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∃D⊆X\x F := (X ∩ Y ) ∪ a2 ∪D ∈M, |F | = |X \ x| .
F ⊆ X \ x ∪ a2 (x /∈ Y ) ⇒ ∃y∈X∪a2 F = X \ {y, x} ∪ a2
⇒ X \ {x, y} ∈ M∆ a2,
a2 ∈ F, (X ∩ Y ) ⊆ F ⇒ y ∈ X \ Y
Fall 1.1.1.2: a2 ∈ X X \ {x, a2} ∈ M (a1 6= a2)
⇒ X \ x ∈M∆ a2 (y := x).
Fall 1.1.2: a1 6= x X \ {x, a1} ∈ M ⇒ X \ x ∈M∆ a1 (y := x).
Fall 1.2: a1 /∈ X ⇒ X ∪ a1 ∈M ⇒ X ∪ a1 \ x ∈M
⇒ X \ x ∈M∆ a1 (y := x).
Komplexer wird es, wenn x hinzugefu¨gt werden will. Die Strategie ist, jeweils
eine Menge inM, die x schon entha¨lt, auf eine geeignete Menge zu augmen-
tieren. Man sieht etwas klarer, wenn inM die Ursprungsmenge von X in der
von Y enthalten ist:
Fall 2: x ∈ Y \X
Fall 2.1: a1 ∈ X ⇒ X \ a1 ∈M, x 6= a1.
Fall 2.1.1: a2 ∈ Y ⇒ Y \ a2 ∈M.
Fall 2.1.1.1: X \ a1 ⊆ Y \ a2
Fall 2.1.1.1.1: x 6= a2 ⇒ X \ a1 ∪ x (⊆ Y \ a2) ∈M
⇒ X ∪ x ∈M∆ a1 (y := x).
Fall 2.1.1.1.2: x = a2
Fall 2.1.1.1.2.1: a1 ∈ Y ⇒ X (⊆ Y \ a2) ∈M
⇒ X ∪ x ∈M∆ a2 (y := x).
Fall 2.1.1.1.2.2: a1 /∈ Y ⇒ X \ a1 ∪ x ∈M∆ a2
(y := a1 ∈ X \ Y ).
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Andernfalls muss ausfu¨hrlicher augmentiert werden:
Fall 2.1.1.2: |(X \ a1) \ (Y \ a2)| ≥ 1
Fall 2.1.1.2.1: x 6= a2 ⇒ X ∩ Y \ {a1, a2} ∪ x (⊆ Y \ a2) ∈M.
|X ∩ Y \ {a1, a2} ∪ x| = |(X \ a1) ∩ (Y \ a2)|+ 1
= |X \ a1| − |(X \ a1) \ (Y \ a2)|+ 1 ≤ |X \ a1| .
Also ex. F := X ∩ Y \ {a1, a2} ∪ x ∪D ∈M, D ⊆ X \ a1,
|F | = |X| − 1, F ⊆ X \ a1 ∪ x ⇒ F = X \ {a1, z} ∪ x,
z ∈ (X \ a1) \ (Y \ a2) ⊆ (X \ Y ) ∪ ({a2} ∩ X).
Fall 2.1.1.2.1.1: z 6= a2 ⇒ z ∈ X \ Y,
X \ z ∪ x (= F ∆ a1) ∈M∆ a1, (y := z).
Fall 2.1.1.2.1.2: z = a2 ⇒ X \ {a1, a2} ∪ x ∈M, a2 ∈ X.
Fall 2.1.1.2.1.2.1: a1 /∈ Y ⇒ X \ a1 ∪ x ∈M∆ a2
(y := a1 ∈ X \ Y ).
Fall 2.1.1.2.1.2.2: a1 ∈ Y
Fall 2.1.1.2.1.2.2.1: X ⊆ Y ⇒ X \ a2 ∪ x (⊆ Y \ a2) ∈M
⇒ X ∪ x ∈M∆ a2 (y := x).
Die gro¨ßte Koplexita¨t bereiten folgende Fa¨lle:
Fall 2.1.1.2.1.2.2.2: |X ∩ Y | ≤ |X| − 1
⇒ |(X ∩ Y ) \ a2 ∪ x| ≤ |X| − 1,
(X ∩ Y ) \ a2 ∪ x (⊆ Y \ a2) ∈M
⇒ F¯ := (X ∩ Y ) \ a2 ∪ x ∪ D¯ ∈M,
D¯ ⊆ X \ {a1, a2} ∪ x,
∣∣F¯ ∣∣ = |X| − 1, F¯ ⊆ X \ a2 ∪ x,
x ∈ F¯ ⇒ F¯ = X \ {a2, y} ∪ x, wo y ∈ X \ a2
⇒ X \ y ∪ x (= F¯ ∆ a2) ∈M∆ a2.
(X \ a2) ∩ Y ⊆ F¯ ⇒ y ∈ X \ Y.
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Fall 2.1.1.2.2: x = a2 ⇒ a2 /∈ X ⇒ |X ∩ Y | ≤ |X| − 1, denn
aus X ⊆ Y folgte sonst X \ a1 ⊆ Y \ a2.
X ∩ Y (⊆ Y \ a2) ∈M. Es ex. D ⊆ X \ a1,
F = (X ∩ Y ) ∪D ∈M, |F | = |X| − 1, F ⊆ X ⇒ F = X \ y,
y ∈ X \ Y, weil X ∩ Y ⊆ F und dazu X \ y ∪ x ∈M∆ a2.
Y ∪ a2 ∈M bedeutet etwas weniger Verwicklung:
Fall 2.1.2: a2 /∈ Y ⇒ Y ∪ a2 ∈M.
Fall 2.1.2.1: (X \ a1) ⊆ Y ⇒ X \ a1 ∪ x (⊆ Y ) ∈M
⇒ X ∪ x ∈M∆ a1 (y := x).
Fall 2.1.2.2: (X \ a1) \ Y 6= ∅ ((X \ a1) ∩ Y ) ∪ x (⊆ Y ) ∈M,
|((X \ a1) ∩ Y ) ∪ x| = |X \ a1| − |(X \ a1) \ Y |+ 1 ≤ |X \ a1|
⇒ F := ((X \ a1) ∩ Y ) ∪ x ∪D ∈M, D ⊆ X \ a1,
|F | = |X \ a1| , F ⊆ X \ a1 ∪ x ⇒ F = X \ {a1, y} ∪ x,
y ∈ X \ a1, (X \ a1) ∩ Y ⊆ F ⇒ y ∈ X \ Y,
X \ y ∪ x ∈M∆ a1.
Auch X ∪ a1 ko¨nnte schon im Matroid gewesen sein:
Fall 2.2: a1 /∈ X ⇒ X ∪ a1 ∈M.
Fall 2.2.1: x = a1 oder x = a2 X ∈M
⇒ X ∪ x ∈M∆ ai (y := x).
Fall 2.2.2: x 6= ai, i = 1, 2
Fall 2.2.2.1: a2 ∈ Y ⇒ Y \ a2 ∈M.
Fall 2.2.2.1.1: a2 ∈ X
Fall 2.2.2.1.1.1: X ⊆ Y ⇒ X \ a2 ∪ x (⊆ Y \ a2) ∈M
⇒ X ∪ x ∈M∆ a2 (y := x).
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Fall 2.2.2.1.1.2: |X ∩ Y | ≤ |X| − 1
(X ∩ Y ) \ a2 ∪ x (⊆ Y \ a2) ∈M. X \ a2 ∈M ⇒ Es ex.
D ⊆ X \ a2, F = (X ∩ Y ) \ a2 ∪ x ∪D ∈M, |F | = |X| − 1,
F ⊆ X ∪ x \ a2 ⇒ F = X ∪ x \ {a2, y}, y ∈ X \ Y, weil
y ∈ X \ a2 (x ∈ F ), (X \ a2) ∩ Y ⊆ F und dann
X \ y ∪ x ∈M∆ a2.
Fall 2.2.2.1.2: a2 /∈ X ⇒ a2 ∈ Y \X.
(X ∩ Y ) ∪ x (⊆ Y \ a2) ∈M, |(X ∩ Y ) ∪ x| ≤ |X|+ 1
⇒ Es gibt D ⊆ X ∪ a1, F = (X ∩ Y ) ∪ x ∪D ∈M,
|F | = |X|+ 1. F ⊆ X ∪ {x, a1} ⇒ F = X ∪ {a1, x} \ z,
z ∈ X ∪ a1 (x ∈ F ).
Fall 2.2.2.1.2.1: z = a1 ⇒ F = X ∪ x ∈M
⇒ X ∪ {x, a2} ∈ M∆ a2 (y := a2).
Fall 2.2.2.1.2.2: z 6= a1 ⇒ z ∈ X ⇒ z ∈ X \ Y (X ∩ Y ⊆ F ).
X ∪ x \ z ∈M∆ a1 ⊆ U (y := z).
Schließlich wieder die Variante mit Y als bei der Twistvereinigung reduzierte
Menge:
Fall 2.2.2.2: a2 /∈ Y ⇒ Y ∪ a2 ∈M.
Fall 2.2.2.2.1: a2 ∈ X ⇒ a2 ∈ X \ Y ⇒ |X ∩ Y | ≤ |X| − 1.
(X ∩ Y ) ∪ x (⊆ Y ) ∈M. Mo¨glich wird
F := (X ∩ Y ) ∪ x ∪D ∈M, D ⊆ X, |F | = |X| , F ⊆ X ∪ x
⇒ F = X ∪ x \ z, z ∈ X \ Y.
Fall 2.2.2.2.1.1: z = a2 ⇒ X ∪ x ∈M∆ a2 (y := x).
Fall 2.2.2.2.1.2: z 6= a2 ⇒ X ∪ x \ {z, a2} (⊆ X ∪ x \ z) ∈M
⇒ X ∪ x \ z ∈M∆ a2 (y := z).
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Fall 2.2.2.2.2: a2 /∈ X (X ∩ Y ) ∪ x (⊆ Y ) ∈M. So geht
F := (X ∩ Y ) ∪ x ∪D ∈M mit D ⊆ X ∪ a1, |F | = |X|+ 1,
F ⊆ X ∪ {x, a1} ⇒ F = X ∪ {x, a1} \ z, z ∈ X ∪ a1.
Fall 2.2.2.2.2.1: z 6= a1 ⇒ z ∈ X \ Y (X ∩ Y ⊆ F ) und
X ∪ x \ z ∈M∆ a1 (y := z).
Fall 2.2.2.2.2.2: z = a1 ⇒ X ∪ x ∈M.
Fall 2.2.2.2.2.2.1: X ⊆ Y ⇒ X ∪ {x, a2} (⊆ Y ∪ a2) ∈M
⇒ X ∪ x ∈M∆ a2 (y := x).
Fall 2.2.2.2.2.2.2: |X ∩ Y | ≤ |X| − 1
(X ∩ Y ) ∪ {x, a2} (⊆ Y ∪ a2) ∈M.
Aus |(X ∩ Y ) ∪ {x, a2}| ≤ |X|+ 1 folgt die Existenz
von F¯ := (X ∩ Y ) ∪ {x, a2} ∪ D¯ ∈M, D¯ ⊆ X ∪ x,∣∣F¯ ∣∣ = |X|+ 1, F¯ ⊆ X ∪ {x, a2} ⇒ F¯ = X ∪ {x, a2} \ y,
y ∈ X, weil x, a2 ∈ F¯ . X ∩ Y ⊆ F¯ ⇒ y ∈ X \ Y,
X ∪ x \ y ∈M∆ a2 (⊆ U).
4.7 Optimierung
Sofern man sicher gehen kann, dass die Twistvereinigung wieder Matroid ist,
eventuell durch Kenntnis der Twistmenge, bedarf es keiner Diskussion, wie
lineare Optimierung zu betreiben ist. Abgesehen davon fu¨hrt auch ohne diese
Beschra¨nkung eine a¨hnliche U¨berlegung wie in Kapitel 3 zum Erfolg.
Auch hier sollte wieder unterschieden werden, ob die Twistmenge A vorliegt
oder ob ohne weiteres Wissen nur mit dem gewo¨hnlichen Mengensystem-
Orakel gearbeitet werden kann, wenn eine Gewichtsfunktion c : E −→ IR zur
Maximierung anfa¨llt.
4.7. OPTIMIERUNG 129
Im ersten Fall mutet es stringent an, direkt auf die Definition zu schauen und
fu¨r alle a ∈ A jeweils den getwisteten Matroid-Greedy (twGA) aus 3.6.1 auf
das getwistete Matroid M∆ a anzuwenden, zum Schluss die |A| Ergebnisse
zu vergleichen und das Maximum zu postulieren.
Etwas Aufmerksamkeit erfordern dabei noch die Schleifen in A, da M ∆ a
dann kein getwistetes Matroid ist, so wie es in Kapitel 3 definiert wurde. Der
(twGA) zieht also nicht. Dies bringt aber kein nachhaltiges Problem auf, weil
dann direkt aufM optimiert wird und das a zuletzt dem Ergebnis beigefu¨gt
werden kann, mit der Begru¨ndung, dass dann ohnediesM∆ a =M∨{{a}}
sein muss.
Mo¨chte man jedoch einen universalen Algorithmus auf dem Mengensystem
ausu¨ben bzw. spa¨testens, wenn A sich der Kenntnis entzieht, zahlen sich die
U¨berlegungen der vorangegangenen Abschnitte aus, falls die Twistvereini-
gung Greedoid ist.
Satz 4.21.
Besteht die Twistmenge nicht nur aus Schleifen des Matroids, so la¨sst sich
fu¨r jede Gewichtung der Elemente der Grundmenge die Menge in der Twist-
vereinigung, die das gro¨ßte Gesamtgewicht besitzt, mit polynomiellem Zeit-
aufwand bestimmen, sofern ein gewo¨hnliches Orakel zur Verifizierung der
Mitgliedschaft in der Twistvereinigung vorliegt.
Beweis
Kor. 2.36 im Bu¨ndnis mit Kor. 4.2, Satz 4.13 und Satz 4.20.
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Kapitel 5
Twisten und Polyeder
Zwangsla¨ufig formiert sich das Ziel, eine Optimierung auf Mengensystemen,
wie sie in den vorangegangenen Kapiteln besprochen wurde, in die gela¨ufige
Theorie der linearen bzw. ganzzahligen Programmierung1 einzubetten, um
neue Betrachtungsweisen einfließen zu lassen und ein allgemeineres Funda-
ment zu schaffen. Die Grundlagen in Bezug auf Matroide legte vor allem
Edmonds.2 Der Gewinn, der dadurch erzielt wurde, bestand beispielsweise
in der Bewa¨ltigung der Optimierung auf Systemen zweier zum Durchschnitt
gebrachter Matroide.3
In diesem Zusammenhang wird die Grundmenge E mit {1, . . . , n} fu¨r |E| = n
identifiziert, um die Untersuchungen wie gewohnt im IRn durchfu¨hren zu
ko¨nnen.
Mengen ko¨nnen durch Inzidenzvektoren repra¨sentiert werden. Dabei steht
i(X) fu¨r den Inzidenzvektor aus {0, 1}n zu X ⊆ E mit
i(X)j = 1 ⇔ j ∈ X. Umgekehrt definiert man die Inzidenzmenge I(x) ⊆ E
zu einem Vektor x ∈ {0, 1}n durch I(x) := {j ∈ E | xj = 1}.
Die geometrischen Resultate sollen mit Mengensystemen in Verbindung ge-
bracht werden. Dazu ku¨rzt i(F) als Inzidenzvektormenge {i(X) | X ∈ F } ab
und I(C) steht fu¨r die Menge von Mengen, die durch die Inzidenzvektoren
in C angezeigt werden: {I(x) | x ∈ C ∩ {0, 1}n}; mit der Konsequenz
F = I(i(F)) und C = i(I(C)),
wenn C ⊆ {0, 1}n.
1vgl. [Sch86] und [Mar99]
2vgl. [Edm70]
3siehe 2.2.6
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Die konvexe Hu¨lle co(C) einer Menge C ⊆ IRn vereinigt C mit allen Punk-
ten, die auf der Verbindungslinie zweier ihrer Punkte liegen.
Bemerkung 5.1.
Untersucht man i(F) ⊆ {0, 1}E bezogen auf F ⊆ P(E), dann ist jeder Inzi-
denzvektor darin eine Ecke der konvexen Hu¨lle co(i(F)), die somit ein spitzes
Polyeder repra¨sentiert.
Beweis
Nehme X ∈ F und zeige mit einem Kriterium aus [Sch86], dass i(X) Ecke
ist, weil ∀y∈co(i(F)), y 6=i(X) i(X) i(X) > i(X) y :
Also y ∈ co(i(F)), y 6= i(X) ⇒ y = ∑
Y ∈F
λY i(Y ),
∑
Y ∈F
λY = 1, λY ′ > 0
fu¨r ein Y ′ 6= X. Sodann i(X) y = ∑
Y ∈F
λY i(X) i(Y )
= λY ′ |X ∩ Y ′|+
∑
Y ∈F , Y 6=Y ′
λY |X ∩ Y |
< λY ′ |X|+
∑
Y ∈F , Y 6=Y ′
λY |X| = |X| = i(X) i(X).
Zur abku¨rzenden Schreibweise werden Vektorfunktionen fu¨r x ∈ IRE auf 2E
bzw. 3E eingefu¨hrt durch
x(X) =
∑
j∈X
xj und x(X, Y ) =
∑
j∈X
xj −
∑
j∈Y
xj, X ⊆ E, Y ⊆ E \X.
Leicht nachzurechnen sind
x(X,Y ) = −x(Y,X), (x+ y)(X) = x(X) + y(X) und
(x+ y)(X, Y ) = x(X, Y ) + y(X, Y ).
Bemerkung 5.2.
x ∈ IRE in diesem Sinne ist (sub)modular bzw. bi(sub)modular und kann als
Funktion zu anderen (bi)submodularen Funktionen addiert werden.4
4siehe Lemma 2.27
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Beweis
Nachza¨hlen enthu¨llt∑
j∈X
xj +
∑
j∈Y
xj =
∑
j∈X\Y
xj +
∑
j∈Y \X
xj + 2
∑
j∈X ∩Y
xj
=
∑
j∈X∪Y
xj +
∑
j∈X ∩Y
xj und im Gefolge
x(X1, Y1) + x(X2, Y2)
= x ( X1 ∩ X2 , Y1 ∩ Y2 ) + x ( X1 ∪X2 , Y1 ∪ Y2 )
+ x((X1 ∪X2) ∩ (Y1 ∪ Y2)) − x((X1 ∪X2) ∩ (Y1 ∪ Y2))
= x ( X1 ∩ X2 , Y1 ∩ Y2 )
+ x ( (X1 ∪X2) \ (Y1 ∪ Y2) , (Y1 ∪ Y2 ) \ (X1 ∪X2)).
Die Herkunft der Mengen bleibt aus verbandstheoretischer Sicht in diesem
Kapitel auf P(E) mit den Standardoperationen des Schnitts und der Ver-
einigung beschra¨nkt, jedoch lassen sich große Teile der hier vorgestellten
Polyeder-Theorie auf das Agieren in allgemeineren Verba¨nden u¨bertragen.5
5.1 Polymatroide
Was Matroide angeht, hat die Polyeder-Theorie, ausgehend von Edmonds,
zu sehr interessanten Einblicken gefu¨hrt. Rang und Hu¨llenoperator sind hier
wichtige Instrumente und fu¨hren im Lichte der linearen Programmierung zur
Definition von Polymatroiden.
Ein Polymatroid ist eine kompakte Menge im IRn+, die durch Bedingungen
an ihre Vektoren bestimmt werden kann, die analog zu Unabha¨ngigkeit und
Rangbedingungen an Matroide wirken.6 Eine alternative Definition bedient
sich direkt der submodularen Funktionen. Sie besagt, dass Polymatroide
die Polyeder der Gestalt
P (f) =
{
x ∈ IRn+
∣∣∣∣∣ ∀S⊆E ∑
j∈S
xj ≤ f(S)
}
.
sind, wobei f : P(E)→ IR
5vgl. [Edm70] und [Fuj91]
6vgl. [Edm70]
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• monoton bezogen auf die Teilmengenordnung
(X ⊆ Y ⇒ f(X) ≤ f(Y )),
• submodular und
• nullpunktgeeicht (f(∅) = 0)
sein muss. Damit ergibt sich auch schon die Nichtnegativita¨t von f . Betrach-
tet man das definierende Ungleichungssystem in der Form Ax ≤ b, so ist
klar, dass A den vollen Rang n aufweist und damit von Ecken von P (f)
geschrieben werden darf, da P (f) ein spitzes Polyeder ist.7
Polymatroide bestimmen die zu Grunde liegende Funktion eindeutig.
Bemerkung 5.3.
Wenn f, g : 2E −→ IR den Voraussetzungen von oben genu¨gen, dann
P (f) = P (g) ⇒ f = g.
Beweis: [Fuj91], Satz 2.5
5.1.1 Lineare Optimierung
Das erwartete, nichtsdestotrotz vorteilhafte Resultat, dass ein Greedy-artiger
Algorithmus zur Ermittlung von max
x∈P (f)
c x fu¨r c : E −→ IR angegeben
werden kann, stellte sich mit einem Verfahren (PMA), das dem Matroid-
Greedy entspricht, dann auch ein:8
1. Sortiere E zu {j1, . . . , jn} gema¨ß |c(ji)| ≥ |c(ji+1)| , 1 ≤ i ≤ n− 1
2. Ti := {j1, . . . , ji}, 1 ≤ i ≤ n
3. i := 1; x∗j1 := f(T1)
4. Wenn c(ji) < 0, dann x
∗
jk
:= 0 fu¨r i ≤ k ≤ n; STOP
5. Wenn c(ji) ≥ 0, dann x∗ji := f(Ti)− f(Ti−1)
6. Wenn i = n STOP; sonst i = i+ 1
7. Gehe zu 4.
Dieser Vorgang endet auf dem x∗ ∈ P (f) mit dem maximalen Gewicht c x∗.
7vgl. [Sch86], Kap. 8
8vgl. [Edm70]
5.1. POLYMATROIDE 135
5.1.2 Matroid-Polyeder
Die Eigenschaften der bestimmenden Funktion f a¨hneln sehr den Gegeben-
heiten aus Satz 2.9 und tatsa¨chlich sind diese Polymatroid-definierenden
Funktionen auch schon Rangfunktionen eines Matroids M, wenn sie nur
ganzzahlige Werte annehmen und die einelementigen Mengen auf 0 oder 1
abbilden, weil dieses sich dank der Submodularita¨t als gleichbedeutend mit
f(X) ≤ |X| erweist.
Genu¨gt die ganzzahlige Funktion f diesen Anspru¨chen, spricht man bei P (f)
von einem Matroid-Polyeder. Dieses befindet sich komplett in {0, 1}n und
die Ecken sind genau die Inzidenzvektoren, die die Mengen ausM anzeigen.
Satz 5.4.
Ist M Matroid mit Rangfunktion rM, so gilt fu¨r X ⊆ E
X ∈M ⇔ i(X) ∈ P (rM)
oder genauer
co(i(M)) = P (rM).
Beweis: [Edm70]
Bei der Beschreibung eines volldimensionalen (∀j∈E {j} ∈ M) Matroid-
Polyeders P (rM) mit linearen Ungleichungen reicht es, neben den trivialen
Ungleichungen xj ≥ 0, j ∈ E, die Ungleichungen
∑
j∈C
xj ≤ f(C) heranzuzie-
hen, die von den abgeschlossenen Mengen C ⊆ E, C 6= ∅ herru¨hren. Faktisch
sind die Facetten sogar nur durch Mengen gegeben, die abgeschlossen und
unzerlegbar (∀X⊆C r(C \X) 6= r(C)− r(X)) sind.9
5.1.3 Induziertes Matroid
Jedes beliebige Polymatroid induziert aber auch ein Matroid:
Proposition 5.5.
Ist f eine submodulare, monotone und nullpunktgeeichte Funktion, dann ist,
ausgehend vom Polymatroid P = P (f),
M(P ) = {X ⊆ E | ∀Y⊆X |Y | ≤ f(Y )}
9vgl. [Edm70]
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ein Matroid und in diesem Fall gilt: P (f) ∩ {0, 1}n entha¨lt genau die In-
zidenzvektoren der Mengen aus M(P ), denn |S ∩ I(x)| = ∑
j∈S
xj fu¨r alle
S ⊆ E. Fu¨r X ⊆ {1, . . . , n} somit
X ∈M(P (f)) ⇐⇒ i(X) ∈ P (f) bzw. M(P (f)) = I(P (f)).
Beweis: [Edm70]
Einfach nachzurechnen bleibt das Schließen des Kreislaufs durch
Bemerkung 5.6.
M(P (rM)) = M fu¨r Matroide M.
Beweis
X ∈M(P (rM)) ⇔ ∀Y⊆X |Y | ≤ rM(Y ) ⇔ ∀Y⊆X Y ∈M ⇔ X ∈M.
5.1.4 TDI-Systeme
Die oben erwa¨hnte Matrix A der Ungleichungskoeffizienten ist leicht als to-
tal unimodular10 zu identifizieren und daher darf das System Ax ≤ b als
total dual integrales (TDI)-System gelten.11. Die durch solche Systeme
beschriebenen Polyeder fu¨hren bei linearer Optimierung immer zu ganzzah-
ligen Lo¨sungen, da alle Ecken des Polyeders ganzzahlig sind, wenn die rechte
Seite b ganzzahlig ist. Ein Polyeder mit ausschließlich ganzzahligen Ecken
wird als ganzzahliges Polyeder tituliert.
Entsprechend werden die Polymatroide, die auf einer submodularen Funkti-
on basieren, die ihren Wertebereich in ZZ hat, ganzahlige Polymatroide
genannt. Die Matroid-Polyeder geho¨ren offensichtlich dazu.
5.1.5 Basis-Polyeder
Nimmt man zu dem Ungleichungssystem, das das Polymatroid beschreibt,
die Gleichung
∑
j∈E
xj = f(E) hinzu, erha¨lt man das mit dem Polymatroid
assoziierte Basis-Polyeder B(f) ⊆ P (f).
B(f) = {x ∈ P (f) | x(E) = f(E)} .
10zu diesem Begriff vgl. [Sch86]
11vgl. [EG77] und [GP79]
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Im Fall eines Matroid-Polyeders ergibt sich so die konvexe Hu¨lle der Basis-
Inzidenzvektoren, d.h. die Ecken des Basis-Polyeders sind die Inzidenzvekto-
ren zur Basismenge. Hierzu und zur Verallgemeinerung der Polymatroide zu
submodularen Systemen empfiehlt sich die Lektu¨re von [Fuj91]. Das Basis-
Polyeder ist nie leer und darum ist auch jede der Ungleichungen des Systems
scharf.
Satz 5.7.
Ist P = P (f) ein Polymatroid, so ist B(f) nicht leer und zu jedem x ∈ P (f)
findet sich ein dominierendes y ∈ B(f), will heißen x ≤ y.
Beweis: Satz 2.3 in [Fuj91]
Daru¨ber hinaus gilt dann auch das spa¨ter zur Anwendung kommende
Lemma 5.8.
Ist f : P(E) −→ IR submodular, monoton und nullpunktgeeicht, dann ist
fu¨r ineinanderliegende Mengen U, V ⊆ E, U ⊆ V stets ein Vektor w im
Basis-Polyeder zum zugeho¨rigen Polymatroid vorhanden, der auf den Be-
grenzungsebenen zu U und V liegt:
∃w∈B(f) w(U) = f(U) und w(V ) = f(V ).
Beweis
Gearbeitet wird mit der eingeschra¨nkten Abbildung
fV = f P(V ) : P(V ) −→ IR, fV (X) = f(X) und dem analog de-
finierten fU . Diese haben ebenfalls die drei zur Polymatroid-Bildung
notwendigen Eigenschaften, so dass P (fV ) ⊆ IRV und P (fU) ⊆ IRU
verwendet werden du¨rfen.
Nach Satz 5.7 ist das Basis-Polyeder von P (fU) nicht leer. Darum existiert
ein x ∈ P (fU) mit x(U) = fU(U). Wenn x′ ∈ IRV als Erweiterung konstruiert
wird per x′j := xj, j ∈ U, x′j = 0 sonst, dann x′ ∈ P (fV ) wegen
x′(X) = x(X ∩ U) ≤ fU(X ∩ U) = fV (X ∩ U) ≤ fV (X)
fu¨r alle X ⊆ V und x′(U) = x(U) = f(U). Die zusa¨tzliche Lehre aus
Satz 5.7 besteht in der Existenz eines x′′ ∈ P (fV ) mit
x′ ≤ x′′ (∀j∈V x′j ≤ x′′j ), x′′(V ) = fV (V ). Wiederum wird x′′ erweitert zum
w′ ∈ IRE mit w′j := x′′j , j ∈ V, w′j = 0 sonst. w′ ∈ P (f) wegen
w′(X) = x′′(X ∩ V ) ≤ fV (X ∩ V ) = f(X ∩ V ) ≤ f(X)
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fu¨r alle X ⊆ E und f(U) ≥ w′(U) = x′′(U) ≥ x′(U) = f(U) ergo
w′(U) = f(U) und w′(V ) = x′′(V ) = fV (V ) = f(V ). Ein w ∈ B(f) schließ-
lich, mit w ≥ w′ (Satz 5.7), befriedigt mit gleichartiger Begru¨ndung alle
gea¨ußerten Bedu¨rfnisse.
5.2 Bisubmodulare Polyeder
Mit Einfu¨hrung der Bisubmodularita¨t12 als Abstraktion des Submodula-
rita¨tsbegriffs wird es plausibel, fu¨r f : 3E −→ IR ein zugeho¨riges Polyeder
P∆(f) =
{
x ∈ IRn ∣∣ ∀(X,Y )∈3E x(X, Y ) ≤ f(X, Y )}
zu definieren, welches bisubmodulares Polyeder genannt wird, wenn f
gerade eine bisubmodulare Funktion auf 3E ist und f(∅, ∅) = 0 vorliegt.
5.2.1 Generalisierung von Polymatroiden
Polymatroide und Basis-Polyeder sind ins Konzept der bisubmodularen Po-
lyeder integriert.
Bemerkung 5.9.
Sei f : 2E −→ IR submodular, monoton und nullpunktgeeicht.
Dann gilt fu¨r die Funktionen fˆ , bˆ : 3E −→ IR mit fˆ(X,Y ) = f(X) bzw.
bˆ(X,Y ) = f(X) + f(E \ Y )− f(E)
P∆(fˆ) = P (f) und P∆(bˆ) = B(f).
Beweis
Die bisubmodularen Polyeder sind wohldefiniert, da sich neben dem offen-
sichtlichen fˆ(∅, ∅) = bˆ(∅, ∅) = 0 die Bisubmodularita¨t der Funktionen aus
Lemma 2.27 bzw. Kor. 2.29 gewinnen la¨sst.
12siehe 2.4.3
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Ist nun einerseits x ∈ P∆(fˆ) bzw. x ∈ P∆(bˆ), dann ist x ≥ 0 wegen
−xi = x(∅, {i}) ≤ fˆ(∅, {i}) = 0 bzw.
x(∅, {i}) ≤ bˆ(∅, {i}) = f(E \ i)− f(E) ≤ 0. Fu¨r X ⊆ E ist
x(X) = x(X, ∅) ≤ fˆ(X, ∅) = bˆ(X, ∅) = f(X). Dazu kommt im zweiten Fall
x(E) = −x(∅, E) ≥ −bˆ(∅, E) = f(E). Mithin x ∈ P (f) bzw. x ∈ B(f).
Andererseits erweckt (X, Y ) ∈ 3E x ∈ P (f) ⇒ x(X, Y ) = x(X)− x(Y )
≤ x(X) ≤ f(X) = fˆ(X,Y ) wegen x ≥ 0. Und x ∈ B(f)
⇒ x(X)− x(Y ) = x(X)− x(E) + x(E \ Y ) ≤ f(X) + f(E \ Y )− f(E)
= bˆ(X, Y ) wegen x(E) = f(E). Also x ∈ P∆(fˆ) bzw. x ∈ P∆(bˆ).
Das definierende Ungleichungssystem ist auch hier total dual integral13 und
eine nur ganzzahlige Werte annehmende Funktion f bewirkt wiederum ein
ganzzahliges Polyeder P∆(f), das ganzzahlige bisubmodulare Polyeder.
Als Objekte der linearen Optimierung werden diese in Abschnitt 5.3.3 be-
handelt. Das Polyeder bestimmt die Funktion wieder eindeutig.
Satz 5.10.
Wenn f, g : 3E −→ IR bisubmodular sind und f(∅, ∅) = g(∅, ∅) = 0, dann
P∆ := P∆(f) = P∆(g) ⇒ f = g,
wobei fu¨r (X, Y ) ∈ 3E
f(X, Y ) = g(X, Y ) = max
{
x(X)− x(Y ) ∣∣ x ∈ P∆} .
Beweis: [Fuj91], S. 94
5.2.2 Die Beziehung zum ∆-Matroid
Mit den bisubmodularen Polyedern entsteht analog zum Matroid-Polyeder
eine Art ∆-Matroid-Polyeder.
13vgl. [KC90] und [Fuj91]
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Satz 5.11.
Das Vorhandensein einer Funktion f hat, wenn diese die Forderungen der
Punkte aus Satz 2.30 einlo¨st, zur Konsequenz, dass die Ecken von P∆(f)
genau die Inzidenzvektoren eines ∆-Matroids D verko¨rpern.
X ∈ D ⇔ i(X) ∈ P∆(f) bzw. I(x) ∈ D ⇔ x ∈ P∆(f),
oder genauer
co(i(D)) = P∆(f).
Beweis: Satz 3, [CK88]
Korollar 5.12.
Ein solches f ist die ∆-Rangfunktion des genannten ∆-Matroids D und
co(i(D)) = P∆(r∆D).
Beweis
Ist D das aus Satz 5.11 gewonnene ∆-Matroid D, dann besagt Satz 4, [CK88],
dass auch co(i(D)) = P∆(r∆D) gilt, also P∆(f) = P∆(r∆D).
Daraus folgt f = r∆D mit Satz 5.10.
Die bisubmodularen Polyeder werden auch als Polypseudomatroide14 be-
zeichnet und geben Anlass zu weiterer Verallgemeinerung.15
5.3 Twisten und Spiegeln
Die Affinita¨t, die ∆-Matroide zur ∆-Operation zeigen,16 und die Bru¨cken,
die mittels monotoner Hu¨llen zu Matroiden gebaut sind,17 zeigen weitere
Konsequenzen. So korrespondiert das Twisten von Mengensystemen unter E
augenscheinlich mit dem Spiegeln von Mengen im IRE.
14vgl. [CK88]
15vgl. [Fuj91] und [Qi88]
16siehe Prop. 2.23
17siehe Lemma 2.25
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5.3.1 Spiegelrechnerei
Die
”
Spiegelung“ φA(C) einer Menge C ⊆ IRE am Untervektorraum
IRE\A, A ⊆ E wird verstanden als φA(C) = {φA(x) | x ∈ C }, induziert
durch
φA : IR
n −→ IRn, φA(x)j =
{ −xj fu¨r j ∈ A
xj sonst
.
Mit positivem Abschluss von C, definiert fu¨r C ⊆ IRn+, ist hier die
Umhu¨llung
H(C) =
{
x ∈ IRn+ | ∃y∈C ∀1≤i≤n xi ≤ yi
}
gemeint, die an die monotone Hu¨lle erinnert. Eine Verschiebung oder
Translation C + y, y ∈ IRn soll fu¨r {x ∈ IRn | x = y + z, z ∈ C } stehen.
Lemma 5.13.
Spiegelung und Verschiebung, x, y ∈ IRn, A,X, Y ⊆ E, fu¨hren zu den Glei-
chungen:
(1) φA(φA(x)) = x.
(2) φA(x)(X) = x(X \ A) − x(X ∩ A) = x(X \ A,X ∩ A).
(3) φA(x+ y) = φA(x) + φA(y).
(4) φA(i(X)) = i(X \ A) − i(X ∩ A).
Diese unschwer nachzurechnenden Gegebenheiten sind mitverantwortlich fu¨r:
Lemma 5.14.
Wenn F ⊆ P(E), A ⊆ E, C ⊆ IRn, dann
(1) H(i(F)) ∩ {0, 1}n = i(H(F)).
(2) H(I(C)) ⊆ I(H(C)). Gleichheit gilt, wenn C ⊆ {0, 1}n.
(3) i(F ∆ A) = φA(i(F)) + i(A).
(4) I(φA(C) + i(A)) = I(C) ∆ A.
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Beweis
(1): x ∈ H(i(F)) ∩ {0, 1}n ⇔ x ∈ {0, 1}n, ∃z∈i(F) x ≤ z
⇔ ∃z:I(z)∈F I(x) ⊆ I(z) ⇔ I(x) ∈ H(F) ⇔ x ∈ i(H(F)).
(2): X ∈ H(I(C)) ⇔ ∃z:I(z)∈I(C) X ⊆ I(z) ⇔ ∃z∈C ∩{0,1}n i(X) ≤ z
⇒ (bei C ⊆ {0, 1}n :⇔) ∃z∈C i(X) ≤ z ⇔ i(X) ∈ H(C)
⇔ X ∈ I(H(C)).
(3): x ∈ i(F ∆ A) ⇔ I(x) ∆ A ∈ F
⇔ φA(i(I(x) ∆ A)) + i(A) ∈ φA(i(F)) + i(A) ⇔ x ∈ φA(i(F)) + i(A),
weil φA(i(I(x) ∆ A)) + i(A) = i(I(x) \ A)− i(A \ I(x)) + i(A)
= i(I(x) \ A) + i(I(x) ∩ A) = i(I(x)) = x.
(4): X ∈ I(φA(C) + i(A)) ⇔ i(X)− i(A) ∈ φA(C)
⇔ φA(i(X)) + i(A) ∈ C ⇔ i(X \ A) + i(A \X) ∈ C ⇔ X ∆ A ∈ I(C).
Leicht nachvollziehbar ist die Transparenz bei der Bildung konvexer Hu¨llen.
Bemerkung 5.15.
U ⊆ IRE, y ∈ IRE, A ⊆ E:
(1) co(H(U)) = H(co(U)).
(2) co(U + y) = co(U) + y.
(3) co(φA(U)) = φA(co(U)).
5.3.2 Der verallgemeinerte Polymatroid-Algorithmus
Dunstan und Welsh18 stellten, angeregt von Edmonds’ (PMA), einen mit
Vektoren arbeitenden Algorithmus zur Optimierung auf kompakten Mengen
des IRE vor, der sukzessiv bestmo¨gliche Punkte in Projektionen bestimmt,
welche immer weniger restriktiv werden. Vorgegeben ist ein kompaktes
18vgl. [DW73]
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C ⊆ IRn, C 6= ∅. Gefunden werden soll x ∈ C so, dass die Linearform
c x =
n∑
j∈E
c(j) xj = max
y∈C
c y, c = (c(1), . . . , c(n)) ∈ IRE, maximiert wird.
Als Bezeichnung fu¨r die Projektion eines Vektors x ∈ IRE, E = {1, . . . , n},
auf den Untervektorraum IRT , T ⊆ E, sei x T = (xj1 , . . . , xjm),
T = {j1, . . . , jm}, gewa¨hlt und konform dazu die Projektion von C ⊆ IRE als
C T =
{
x T | x ∈ C
}
. Der Wortlaut dieses Algorithmus (DWA) besteht
in
1. Sortiere E zu {j1, . . . , jn} gema¨ß |c(ji)| ≥ |c(ji+1)| , 1 ≤ i ≤ n− 1
2. Ti := {j1, . . . , ji}, 1 ≤ i ≤ n
3. i := 1
4. Wenn c(ji) ≥ 0, dann gji := max
{
xji
∣∣∣ (gj1 , . . . , gji−1 , xji) ∈ C Ti}
5. Wenn c(ji) < 0, dann gji := min
{
xji
∣∣∣ (gj1 , . . . , gji−1 , xji) ∈ C Ti}
6. Wenn i = n STOP, sonst i = i+ 1
7. Gehe zu 4.
Zuletzt befindet sich g = (g1, . . . , gn) in C und eins der Resultate in [DW73]
besagt, dass dieses g das gesuchte Maximum ist, wenn C ein Polymatroid
repra¨sentiert.
Dieser Algorithmus (DWA) hat gegenu¨ber dem urspru¨nglich von Edmonds19
bereitgestellten (PMA) den Vorteil, dass das Polymatroid nicht unbedingt
als bezu¨glich der zugeho¨rigen submodularen Funktion vollsta¨ndiges Unglei-
chungssystem vorliegen muss.
Daru¨ber hinaus absolviert er die Optimierung auf einer gro¨ßeren Auswahl
von kompakten Mengen. Beispielsweise hat er Erfolg auf allen kompakten
Mengen C ⊆ IRn, C 6= ∅, deren konvexe Hu¨lle co(C) sich um ein y ∈ IRn
verschieben la¨sst, so dass der positive Abschluss H(co(C) + y) Polymatroid
ist, wenn die Zielfunktion c positiv auf E ist.
Das demgegenu¨ber etwas eingeschra¨nkte Sortiment kompakter Mengen, auf
denen die Optimierung bei beliebiger Zielfunktion zum Erfolg kommt, la¨sst
sich genau beschreiben.
19vgl. [Edm70]
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Satz 5.16.
Der Algorithmus (DWA) endet fu¨r alle c : E −→ IR auf dem maximalge-
wichtigen Vektor der kompakten Menge C ⊆ IRn genau dann, wenn fu¨r jedes
A ⊆ E die Spiegelung φA(C) von C an IRE\A so um ein y ∈ IRn in den ersten
Quadranten (IRn+) verschoben werden kann, dass der positive Abschluss der
konvexen Hu¨lle H(co(φA(C) + y)) Polymatroid ist.
Beweis: [DW73]
Die Polymatroide selbst genu¨gen allen diesen Umschreibungen, weil
y(X) ≤ x(X) fu¨r x ≥ y ≥ 0 und darum H(P (f)) = P (f).
Verwandtschaft zum ∆-Matroid-Algorithmus
Nimmt man einmal ein ∆-Matroid D mit zugeho¨rigem bisubmodularem
∆-Rang r∆ zur Hand und u¨bersetzt den zugeho¨rigen Optimierungsalgorith-
mus, auf dass er mit Inzidenzvektoren in IRn fu¨r die Optimierung bezu¨glich
P∆(r∆D) arbeite, dann fu¨hrt dies nach 5.2 zum Erfolg, weil auf den Ecken
die Linearform c · x den u¨blichen Wert c(I(X)) annimmt und jeder optimale
Wert an einer Ecke erwartet werden darf.20
Die erlangte U¨bersetzung wird sich als Verfahren herausstellen, das genau
die Schritte des Algorithmus (DWA) verrichtet, wenn man die X aus dem
∆-Matroid-Algorithmus (DMA) mit I((gj1 , . . . , gji−1)) dort identifiziert, denn
es gilt die Verallgemeinerung:
Lemma 5.17.
Wird dem Algorithmus (DWA) eine kompakte Menge C ⊆ IRn+, C 6= ∅ ange-
tragen, die sa¨mtliche Ecken in {0, 1}n verortet, soll heißen
∃V⊆{0,1}n V ⊆ C ⊆ co(V ), dann gilt fu¨r die zu ermittelnden Werte aus
Schritt 4 und 5:
gji ∈ {0, 1}, 1 ≤ i ≤ n und im Falle des Maximums betra¨gt dieses genau
dann 1, wenn eine Menge F ∈ I(C) existiert mit
I((gj1 , . . . , gji−1)) ∪ ji ⊆ F ⊆ I((gj1 , . . . , gji−1)) ∪ {ji, . . . , jn}.
Entsprechend bela¨uft sich das Minimum dann und nur dann auf 0, wenn
I((gj1 , . . . , gji−1)) ⊆ F ⊆ I((gj1 , . . . , gji−1)) ∪ {ji+1, . . . , jn} keinem
F ∈ I(C) mo¨glich ist.
20vgl. [Mar99]
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Beweis
Wir beschra¨nken uns auf die Maximumkonstruktion, da das Minimum in glei-
cher Weise untersucht werden kann und nehmen E, ohne Einschra¨nkungen
zu erleiden, als so gu¨nstig vorliegend an, dass sich ji = i, 1 ≤ i ≤ n ergibt.
Alsdann gehen wir induktiv bezu¨glich i vor, die Verankerung geht konform.
gˆi vertrete (g1, . . . , gi) und Ti := {1, . . . , i}.
0 ≤M := max
{
xi
∣∣∣ (g1, . . . , gi−1, xi) ∈ C Ti} ≤ 1 ist sicher, weil
gˆi−1 ∈ C Ti−1 aus dem vorhergehenden Schritt bzw. C 6= ∅ (i = 1) die Exi-
stenz eines projezierbaren Vektors in C garantiert und C ⊆ [0, 1]n gesichert
ist.
Die Bedingung V ⊆ C ⊆ co(V ) mit V ⊆ {0, 1}n dient dazu, dass jede
lineare Abblidung der Form x 7→ c · x, c ∈ IRn einen den Maximalwert fu¨r
C erzeugenden Vektor in V besitzt, da co(V ) Polyeder ist und sich daher ein
diesbezu¨glicher Maximumsvektor in V befindet.21 Wegen V ⊆ C bewegt der
sich dann auch in C.
Sei y ∈ V nun eine Ecke von C, die die Linearform d · x, x ∈ C optimiert,
wobei d ∈ IRn festgelegt ist durch
dj := −1, j < i, gj = 0, dann dj := 1, j < i, gj = 1 sowie di := 12 und
dj := 0, j > i.
(⇒ gj − djyj = |gj − yj| , djgj = gj).
Es ergibt sich y Ti−1
= gˆi−1 und yi ≥M .
Denn fu¨r x′ ∈ C mit x′ Ti = (g1, . . . , gi−1,M) errechnet man nun
d · x′ − d · y = 1
2
(M − yi) +
∑
j<i
dj (gj − yj) = 12(M − yi) +
∑
j<i
|gj − yj| ,
was andernfalls wegen
∣∣1
2
(M − yi)
∣∣ < 1 zuna¨chst fu¨r yk 6= gk
(⇒ |gk − yk| ≥ 1 nach I.A.) und anschließend fu¨r yi < M im
Widerspruch zum optimierenden y zu positivem Resultat fu¨hren wu¨rde.
Fu¨r yi = 0 fu¨gt sich also gi = M = 0 und die Existenz von
F ∈ I(C), I(gˆi−1) ∪ i ⊆ F ⊆ I(gˆi−1) ∪ {i, . . . , n}, bedeutete einen Inzidenz-
vektor i(F ) ∈ C, der i(F ) Ti−1 = gˆi−1 und i(F )i = 1 genu¨gte und so M = 1
nach sich zo¨ge .
21vgl. [Mar99]
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Umgekehrt bedeutet yi = 1 eben, dass M definitionsgema¨ß auf 1 gesetzt
werden kann und F := I(y) ∈ I(C) ermo¨glicht wird durch
I(gˆi−1) ∪ i ⊆ I(y) ⊆ I(gˆi−1) ∪ {i, . . . , n}.
Proposition 5.18.
Sind c : E −→ IR, ein Mengensystem F und eine kompakte Menge
C ∈ IRE, i(F) ⊆ C ⊆ co(i(F)), vorgegeben, dann maximiert der
(DMA) c(X), X ∈ F , genau dann, wenn der (DWA) c ·x, x ∈ C maximiert.
Beweis
Es gilt F = I(C) und in jedem Schritt i der beiden Verfahren entspricht das
Xi des (DMA) dem I(gˆi) des (DWA), wenn man Lemma 5.17 induktiv folgt.
Insbesondere gilt also fu¨r die Endresultate Xn = I(gˆn).
Die A¨quivalenz ergibt sich so aus der U¨bereinstimmung der Zielfunktions-
werte von Linearfunktion und Mengenbewertung.
c(X) =
∑
j∈X
cj =
∑
j:i(X)j=1
cj = c · i(X), X ⊆ E und somit
max {c(X) | X ∈ F } = max {c · i(X) | X ∈ F } = max {c · y | y ∈ i(F)}
= max {c · y | y ∈ C } (zu letzterem siehe den entsprechenden Absatz im Be-
weis von Lemma 5.17, V = i(F)).
5.3.3 Eine Charakterisierung bisubmodularer
Polyeder
Die Analogie der beiden Algorithmen, d.h. das Funktionieren des zuletzt vor-
gestellten auf den
”
Inzidenzpolyedern“ der ∆-Matroide, suggeriert, dass im
Grunde schon Dunstan und Welsh eine Charakterisierung der bisubmodula-
ren Polyeder vornahmen, ohne dass dort von einer solchen Polyeder-Klasse
die Rede gewesen wa¨re. Es soll nun hier gezeigt werden, dass es sich in der
Tat bei den dort beschriebenen22 kompakten Mengen, bis auf die Konvexita¨t,
um die bisubmodularen Polyeder handelt, wie auch in [BC95] bemerkt.
Satz 5.19.
Vorgegeben sei mit P ⊆ IRE eine kompakte und konvexe Menge. P ist genau
dann ein bisubmodularer Polyeder, wenn fu¨r jedes A ⊆ E die Spiegelung von
P an IRA so um ein yA ∈ IRn in den ersten Quadranten (IRn+) verschoben
werden kann, dass der positive Abschluss H(φA(P ) + yA) Polymatroid ist.
22siehe Satz 5.16
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Beweis
′ ⇐ ′ :
Unterstelle also zu jedem A ⊆ E ein yA ∈ IRE, das φA(P ) + yA ≥ 0 und
H(φA(P ) + yA) = P (fA) gewa¨hrleistet, wobei fA : P(E) −→ IR+ submo-
dular und monoton ist und fA(∅) = 0 leistet. Zuna¨chst wird die Funktion
r : 3E −→ IR aufgestellt durch
r(S, T ) := max {x(S, T ) | x ∈ P } . (#1)
Offenkundig ist so P ⊆ P∆(r).
Der Wert fu¨r (S, T ) ∈ 3E kann, weil jede Spiegelung Polymatroid ist, auf
variable Weise ausgedru¨ckt werden:
T ⊆ A, A ∩ S = ∅ ⇒ r(S, T ) = fA(S ∪ T )− yA(S ∪ T ). (#2)
Dazu (S, T ) ∈ 3E, T ⊆ A, A ∩ S = ∅. Fixiere mit Hilfe der Kompakt-
heit von P ein w ∈ P mit w(S, T ) = r(S, T ). Fu¨r beliebiges x ∈ P (fA)
existiert z ∈ φA(P ) + yA mit x ≤ z. Daraus folgt
x(S ∪ T ) ≤ z(S ∪ T ) = (z − yA)(S ∪ T ) + yA(S ∪ T )
=
Lemma 5.13
φA(z − yA) ((S ∪ T ) \ A, (S ∪ T ) ∩ A) + yA(S ∪ T )
= φA(z − yA)(S, T ) + yA(S ∪ T ) ≤
φA(z − yA) ∈ P
w(S, T ) + yA(S ∪ T ).
Weil x ∈ P (fA) beliebig gewa¨hlt war, muss nach Lemma 5.8
w(S, T ) + yA(S ∪ T ) ≥ fA(S ∪ T )
≥
φA(w) + yA ∈ φA(P ) + yA ⊆ P (fA)
(φA(w) + yA)(S ∪ T ) = w(S, T ) + yA(S ∪ T )
sein und somit w(S, T ) = fA(S ∪ T )− yA(S ∪ T ).
Klar ist wegen P ⊆ P∆(r)
φA(P ) + yA ⊆ φA(P∆) + yA fu¨r alle A ⊆ E. (#3)
Es soll P = P∆(r) erbracht werden. Vorab noch
B(fA) ⊆ φA(P ) + yA fu¨r alle A ⊆ E, (#4)
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denn zu x ∈ B(fA) ⊆ H(φA(P ) + yA), A ⊆ E, gibt es z ∈ φA(P ) + yA
mit x ≤ z ⇒ fA(E) = x(E) ≤ z(E) ≤ fA(E), also x(E) = z(E),
was nur bei x = z mo¨glich ist. Also x ∈ φA(P ) + yA.
Außerdem
φA(P
∆(r)) + yA ⊆ P (fA) fu¨r alle A ⊆ E, (#5)
denn x ∈ φA(P∆(r)) + yA bedeutet φA(x− yA) ∈ P∆(r). Nun Y ⊆ E :
x(Y ) = (x− yA)(Y ) + yA(Y ) = φA(x− yA) (Y \ A, Y ∩ A) + yA(Y )
≤ r(Y \ A, Y ∩ A) + yA(Y ) =
(#2)
fA(Y ),
was fu¨r x ∈ P (fA) ausreicht, wenn x ≥ 0 :
Fu¨r j /∈ A nehme ein w ∈ P mit − wj = w(∅, {j}) = r(∅, {j}).
Die Voraussetzung liefert φA(P ) + yA ≥ 0, also
yA,j ≥ −φA(w)j = −wj und so mit (#1) − xj + yA,j
= φA(x− yA) (∅, {j}) ≤ r(∅, {j}) = −wj ≤ yA,j, sprich xj ≥ 0.
Auch bei j ∈ A ist analog xj ≥ 0 u¨ber
−xj + yA,j = φA(x− yA) ({j}, ∅) ≤ r({j}, ∅) = w′j ≤ yA,j, wenn
w′ ∈ P mit w′j = w′({j}, ∅) = r({j}, ∅) und yA,j ≥ −φA(w′)j = w′j.
Nun soll fu¨r P∆(r) ⊆ P darauf hingearbeitet werden, dass die Eckenmenge V
von P∆(r), welches auf Grund seiner Definition ein Polyeder ist, vollsta¨ndig
in P enthalten ist:
V ⊆ P.
Das P∆(r) aufbauende System von Ungleichungen formt offensichtlich eine
zugeho¨rige Matrix vom Rang n, so dass das Polyeder spitz ist und der
Begriff Eckenmenge sinnvoll wird, auch als Menge, deren konvexe Hu¨lle
dem Polyeder entspricht, siehe [Sch86], Kap. 8. Dort ist weiter nachzulesen,
dass jede Ecke v ∈ V als minimale Seitenfla¨che genau die Menge ist, die
eine Linearfunktion c · x, c ∈ IRn optimiert. Das heißt c · v > c · x fu¨r
sa¨mtliche x 6= v in P∆(r).
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Nun wird zu einem solchen c zu einem konkreten v ∈ V ein
A = {j ∈ E | cj < 0} ⊆ E festgelegt, um φA(c) ≥ 0 zu erwirken. Da
grundsa¨tzlich φA(c) φA(x) = cx, gilt fu¨r alle x ∈ φA(P∆(r)) + yA,
x 6= φA(v) + yA, dass
φA(c) (φA(v) + yA) = cv + φA(c) yA > c φA(x− yA) + φA(c) yA
= φA(c) (x− yA) + φA(c) yA = φA(c) x.
Wegen (#3) u¨bertra¨gt sich dies auf alle x ∈ φA(P ) + yA. Der Vektor
φA(v) + yA liegt, begru¨ndet durch (#5), in P (fA). Es gibt nach Satz 5.7
ein w ∈ B(fA), φA(v) + yA ≤ w. Dieses w befindet sich dank (#4) in
φA(P ) + yA.
Wenn nun w 6= φA(v) + yA wa¨re, dann erfu¨llte sich (wegen φA(c) ≥ 0E)
φA(c) (φA(v) + yA) ≤ φA(c) w im Widerspruch zur scharfen Ungleichung
oben.
φA(v) +yA ist also w selbst und damit in B(fA) und φA(P ) +yA. Das aber
bedeutet v ∈ P .
So erstrahlt durch das konvexe P die erlo¨sende Teilmengenkette
P∆(r) = co(V ) ⊆ co(P ) = P.
Nachdem P nun als Polyeder P∆(r) entlarvt wurde, ist noch die Bisub-
modularita¨t von P , das heißt, die von r abzusichern. Man ergreife hierzu
X1, X2, Y1, Y2 ⊆ E, X1 ∩ Y1 = X2 ∩ Y2 = ∅ und u¨berpru¨fe
r ( (X1 ∪X2) \ (Y1 ∪ Y2) , (Y1 ∪ Y2) \ (X1 ∪X2) )
+ r ( X1 ∩ X2 , Y1 ∩ Y2 ) − r(X2, Y2) ≤ r(X1, Y1)
Dies muss durch Spiegeln eines geeigneten Quadranten, der von den vier
Mengen vorgegebenen wird, nach IRE+ und das Ausnutzen der Submodularita¨t
der begrenzenden Funktion dort geschehen.
Damit die zahlreichen Teilmengenbeziehungen bzw. Gleichungen, die dabei
zu u¨berpru¨fen sind, nicht zu sehr in der Schriftform ausufern, werden die Men-
genterme mit Ziffern unterlegt, die die atomaren Bestandteile, d.h die jewei-
ligen Elementgruppen, die bezu¨glich dieser vier Mengen nicht unterscheidbar
sind, symbolisieren. Mit Hilfe des folgenden Diagramms sind die auftretenden
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Rechnungen dann leichter nachzuvollziehen. Die Spiegelung wird ausgefu¨hrt
an IRE\A, A = (Y1 ∪ Y2) \X2
2345
.
Abbildung 5.1: Diagramm zur Bisubmodularita¨t
r ( (X1 ∪X2) \ (Y1 ∪ Y2) , (Y1 ∪ Y2) \ (X1 ∪X2) )
+ r ( X1 ∩ X2 , Y1 ∩ Y2 ) − r(X2, Y2)
=
(#2)
fA((X1 ∪X2) ∆ (Y1 ∪ Y2)) − yA((X1 ∪X2) ∆ (Y1 ∪ Y2))
+ fA((X1 ∩ X2) ∪ (Y1 ∩ Y2)) − yA((X1 ∩ X2) ∪ (Y1 ∩ Y2)
48
)
− fA(X2 ∪ Y2) + yA(X2 ∪ Y2
234678
) = . . .
Denn (Y1 ∪ Y2) \ (X1 ∪X2)
345
⊆ A, A ∩ (X1 ∪X2) \ (Y1 ∪ Y2)
178
= ∅,
Y2
234
⊆ A, A ∩ X2
678
= ∅ und Y1 ∩ Y2
4
⊆ A, A ∩ X1 ∩ X2
8
= ∅.
Nun kommt Lemma 5.8 zur Anwendung und liefert ein z ∈ B(fA),
das z((X1 ∪X2) ∆ (Y1 ∪ Y2)) = fA((X1 ∪X2) ∆ (Y1 ∪ Y2)) und
z((X1 \ Y2) ∪ (Y1 \X2)) = fA((X1 \ Y2) ∪ (Y1 \X2)) erfu¨llt, denn
(X1 \ Y2) ∪ (Y1 \X2)
1458
⊆ (X1 ∪X2) ∆ (Y1 ∪ Y2)
134578
.
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. . . = z((X1 ∪X2) ∆ (Y1 ∪ Y2)
134578
) − yA((X1 ∪X2) ∆ (Y1 ∪ Y2)
134578
)
+ fA((X1 ∩ X2) ∪ (Y1 ∩ Y2)) − fA(X2 ∪ Y2)
+ yA((X2 \X1) ∪ (Y2 \ Y1)
2367
)
= z(X1 ∪X2 ∪ Y1 ∪ Y2
12345678
) − z((X1 ∩ Y2) ∪ (X2 ∩ Y1)
26
)
+ fA((X1 ∩ X2) ∪ (Y1 ∩ Y2)) − fA(X2 ∪ Y2)
+ yA((X1 ∩ Y2) ∪ (X2 ∩ Y1)
26
) − yA((X1 \ Y2) ∪ (Y1 \X2)
1458
)
≤
z ∈ P (fA)
fA(X1 ∪X2 ∪ Y1 ∪ Y2
12345678
) + fA((X1 ∩ X2) ∪ (Y1 ∩ Y2)
48
)
− fA(X2 ∪ Y2
234678
) + (yA − z) ((X1 ∩ Y2) ∪ (X2 ∩ Y1)
26
)
− yA((X1 \ Y2) ∪ (Y1 \X2)
1458
)
≤ fA((X1 \ Y2) ∪ (Y1 \X2)
1458
) + (yA − z) ((X1 ∩ Y2) ∪ (X2 ∩ Y1)
26
)
− yA((X1 \ Y2) ∪ (Y1 \X2)
1458
) = . . .
Letzteres passt kraft der Submodularita¨t von fA wegen
((X1 \ Y2) ∪ (Y1 \X2)
1458
) ∩ (X2 ∪ Y2
234678
) = (X1 ∩ X2) ∪ (Y1 ∩ Y2)
48
und
((X1 \ Y2) ∪ (Y1 \X2)
1458
) ∪ (X2 ∪ Y2
234678
) = X1 ∪X2 ∪ Y1 ∪ Y2
12345678
. Nun erinnere
man sich an die Eigenschaften von z.
. . . = (z − yA) ((X1 \ Y2) ∪ (Y1 \X2)
1458
) + (yA − z) ((X1 ∩ Y2) ∪ (X2 ∩ Y1)
26
)
= (z − yA) (X1 \ A
18
, X1 ∩ A
2
) − (z − yA) (Y1 \ A
6
, Y1 ∩ A
45
)
= φA(z − yA)(X1) − φA(z − yA)(Y1) = φA(z − yA) (X1, Y1) ≤
(#1)
r(X1, Y1),
denn gema¨ß (#4) ist z ∈ φA(P ) + yA, also φA(z − yA) ∈ P.
Bei P handelt es sich also wirklich um ein bisubmodulares Polyeder!
′ ⇒ ′ :
Es liegt ein bisubmodulares Polyeder P = P∆(f) vor, x(S, T ) ≤ f(S, T ) fu¨r
alle x ∈ P, (S, T ) ∈ 3E, f bisubmodular, f(∅, ∅) = 0 und eine Menge A ⊆ E.
Wir legen uns fest auf ein yA ∈ IRn vermo¨ge
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yA,j := f({j} ∩ A, {j} \ A), j ∈ E, damit
φA(P ) + yA ≥ 0
steht,
weil fu¨r x ∈ φA(P ) + yA :
xj = yA,j + (x− yA) ({j}) = yA,j + φA(x− yA) ({j} \ A, {j} ∩ A)
= f({j} ∩ A, {j} \ A) − φA(x− yA) ({j} ∩ A, {j} \ A) ≥ 0
mit Hilfe von Lemma 5.13, denn φA(x− yA) ∈ P.
Nun wird g : P(E) −→ IR erzeugt via
g(U) = f ( U \ A , U ∩ A ) + yA(U), U ⊆ E.
g(∅) = 0 springt ins Auge, wa¨hrend die Submodularita¨t Lemma 2.27 und
Bem. 5.2 abgerungen werden kann. Die Bisubmodularita¨t von f gereicht
auch noch zur Monotonie von g.
Dabei wird Lemma 3.23 aus [Fuj91] genutzt, demzufolge die
Nichtnegativita¨t von g(E) − g(E \ j)
= f(E \ A, A) − f(E \ (A ∪ {j}), A \ {j}) + yA(E) − yA(E \ j)︸ ︷︷ ︸
=yA,j
= f(E \ A, A) + f({j} ∩ A, {j} \ A) − f(E \ (A ∪ {j}), A \ {j})
≥ f(∅, ∅) + f(E \ (A ∪ {j}), A \ {j}) − f(E \ (A ∪ {j}), A \ {j})
= 0 fu¨r beliebige j ∈ E die Monotonie von g sichert.
Nun steht mit P (g) ein Polymatroid zur Verfu¨gung, welches die Aussage des
Satzes in Form von
H(φA(P ) + yA) = P (g)
realisieren soll.
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Ein beliebiges x ∈ H(φA(P ) + yA) (⇒ x ≥ 0) fu¨r ′ ⊆ ′ kennt ein
dominierendes z ∈ φA(P ) + yA (⇒ φA(z − yA) ∈ P ) und verfu¨hrt zur
Abscha¨tzung (U ⊆ E) : x(U) ≤ z(U) = (z − yA) (U) + yA(U)
= φA(z − yA) (U \ A, U ∩ A) + yA(U)
≤ f(U \ A, U ∩ A) + yA(U) = g(U) und so ist x ∈ P (g) gewiss.
So eines wiederum hergenommen fu¨r ′ ⊇ ′ la¨sst mit Satz 5.7 auf ein
z ≥ x, z ∈ B(g) schließen und mit (S, T ) ∈ 3E kommt es zur Bewertung
φA(z − yA) (S, T )
= (z − yA) ((S \ A) ∪ (T ∩ A)) − (z − yA) ((S ∩ A) ∪ (T \ A))
≤ g ( (S \ A) ∪ (T ∩ A) ) − yA ( (S \ A) ∪ (T ∩ A) )
− z(E) + z ( E \ ((S ∩ A) ∪ (T \ A)) )
+ yA(E) − yA ( E \ ((S ∩ A) ∪ (T \ A)) )
≤
z(E) = g(E)
f ( (S \ A) , (T ∩ A) ) − f(E \ A, A)
+ g ( (A \ S) ∪ ((E \ T ) \ A) ) − yA ( (A \ S) ∪ ((E \ T ) \ A) )
= f ( (S \ A) , (T ∩ A) ) − f(E \ A, A) + f ( (E \ T ) \ A , A \ S )
≤ f(S, T ) wegen des bisubmodularen f ’s. Die notwendigen Identita¨ten
E
123456
\ ((S ∩ A)
5
∪ (T \ A)
2
) = (A \ S)
34
∪ ((E \ T ) \ A
16
),
(S ∪ (E \ A))
1256
\ (A ∪ T )
2345
= (E \ T )
1456
\ A
345
und
(A ∪ T ) \ (S ∪ (E \ A)) = A \ S dazu pru¨fe man anhand von Abb. 5.2.
Folglich φA(z − yA) ∈ P, z ∈ φA(P ) + yA und x ∈ H(φA(P ) + yA).
154 KAPITEL 5. TWISTEN UND POLYEDER
Abbildung 5.2: Zweites Diagramm zur Bisubmodularita¨t
Korollar 5.20.
Der Algorithmus (DWA) endet fu¨r alle Gewichtsfunktionen c : E −→ IR auf
dem maximalgewichtigen Vektor der kompakten Menge C ⊆ IRn genau dann,
wenn die konvexe Hu¨lle co(C) von C ein bisubmodulares Polyeder ist.
Beweis
Satz 5.19 und Bem. 5.15.
5.3.4 Ein Ru¨ckschluss auf Mengensysteme
Da der ∆-Matroid-Algorithmus (DMA) ∆-Matroide charakterisiert und
der zuletzt beschriebene (DWA) die Polyeder mit mo¨glichem Polymatroid-
Abschluss einer jeden Spiegelung, dra¨ngt sich durch Lemma 5.17 eine zusa¨tz-
liche Charakterisierung fu¨r ∆-Matroide auf:
Proposition 5.21.
Ist F ein Mengensystem, so la¨sst sich feststellen:
F ist ein ∆-Matroid ⇔ Fu¨r alle A ⊆ E ist H(F∆A) ein Matroid.
5.3. TWISTEN UND SPIEGELN 155
Beweis
′ ⇒ ′ : Eine Folgerung aus Prop. 2.23 und Lemma 2.25 ist, dass
MAX (F ∆ A) fu¨r willku¨rliche A ⊆ E Basismenge eines Matroids ist.
Nach Lemma 1.3(3) ist also MAX(H(F ∆ A)) Matroid-Basis, was
nach Bem. 2.1 und Lemma 1.3(2) H(F ∆ A) zum Matroid macht.
′ ⇐ ′ : X, Y ∈ F , x ∈ X ∆ Y : Wa¨hle A := E ∆X ∆ x und sehe
X ∆ A = E \ x, also |X ∆ A| = |E| − 1. Ist nun E ∈ H(F ∆ A), so
muss X ∆ x = E ∆ A ∈ F sein und befriedigt mit y = x die Definition
fu¨r ∆-Matroide.23 Andernfalls ist X ∆ A zwangsla¨ufig Basis von
H(F ∆ A) und provoziert so mit (AE) eine Augmentierung von Y ∆ A
zu einer Basis B ∈ B(H(F ∆ A)). |B| = |E| − 1 ⇒ ∃y∈E B = E \ y,
y /∈ Y ∆ A = E ∆X ∆ Y ∆ x. Infolgedessen ist y ∈ (X ∆ Y ) \ x.
Schließlich X ∆ x∆ y = E ∆ A∆ y = B ∆ A ∈ F nach wiederholter
Anwendung von Lemma 1.5(4), weil B in F ∆ A sein muss.
Man sieht erneut, dass ein Matroid vorliegt, wenn ein ∆-Matroid auch Un-
abha¨ngigkeitssystem ist.
Zusammenfassung der wechselseitigen Beziehungen
Abschließend sollen die Zusammenha¨nge zwischen Erkenntnissen um
∆-Matroide und ihre geometrischen Pendants, die bisubmodularen Polyeder,
noch einmal in Form einer Zusammenfassung der Charakterisierungen deut-
lich gemacht werden.
23 siehe 2.4
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Satz 5.22.
Sei F ⊆ P(E) ein Mengensystem und U ⊆ IRn+ so, dass
i(F) ⊆ U ⊆ co(i(F)). Dann sind die folgenden Aussagen a¨quivalent:
(1) F ist ein ∆-Matroid.
(2) Fu¨r alle A ⊆ E ist die monotone Hu¨lle H(F ∆ A) ein Matroid.
(3) Fu¨r alle c : E −→ IR endet der (DMA) aus 2.4.2 bei der optimalen
Menge von F .
(4) Fu¨r alle c : E −→ IR endet der (DWA) aus 5.3.2 beim optimalen Vektor
aus co(i(F)).
(5) Fu¨r alle A ⊆ E ist H( φA( co(i(F)) ) + i(A) ) ein Polymatroid.
(6) co(i(F)) ist ein bisubmodulares Polyeder.
Insbesondere ist also auch H(co(i(D))) Polymatroid im Gefolge eines
∆-Matroids D (A = ∅).
Beweis
(1)⇔ (2) ist Prop. 5.21, (1)⇔ (3) steht in Satz 2.26, (1)⇔ (6) ist Satz 5.11,
(3) ⇔ (4) ist die Aussage von Prop. 5.18 mit C = co(i(F)) und (6) folgt aus
(5) direkt mit Satz 5.19.
Wir wollen nun noch von (1) auf (5) schließen und geben dazu ein A ⊆ E vor.
Zieht man in Betracht, dass nach Prop. 5.21 H(F ∆ A) Matroid und damit
nach Satz 5.4 co(i(H(F ∆A))) Polymatroid ist, dann kommt man durch die
folgende Transformation zum Erfolg:
H( φA(co(i(F))) + i(A) ) =
Bem. 5.15
co(H( φA(i(F)) + i(A) ) )
=
Lemma 5.14(3)
co(H(i(F ∆ A)) ) = co(i( I(H( i(F ∆ A) )) ))
=
Lemma 5.14(2), i(F ∆A) ⊆ {0, 1}n
co(i( H(I( i(F ∆ A) )) )) = co( i(H(F ∆ A)) ).
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5.4 Das getwistete Polymatroid
Fu¨r die allgemeinen Greedoide liegt eine ansprechende Polyeder-Theorie
in weiter Ferne. Lediglich fu¨r Antimatroide oder ausgewa¨hlte Intervall-
Greedoide gibt es Beschreibungen in Form von Ungleichungssystemen.24
Umgekehrt fu¨hrt ein beliebiges Polymatroid, auf a¨hnliche Weise wie beim
induzierten Matroid, zur Definition eines Polymatroid-Greedoids25
GP (f) = {X ⊆ E | ∃e1,...,em∈E m = |X| , X = {e1, . . . , em},
∀1≤i≤m f({e1, . . . , ei}) = i} .
Die Polymatroid-Greedoide sind Intervall-Greedoide und geho¨ren sichtlich zu
den Greedoiden, die im Kontext der geordneten Mengen und Sprachen besser
interpretierbar sind.
Fu¨r das getwistete Matroid gestaltet sich die Suche nach der Umschreibung
des Polyeders naturgema¨ß freundlicher. Einmal steht uns eine bisubmodulare
∆-Rangfunktion zur Verfu¨gung, weil es zu den ∆-Matroiden za¨hlt. Zudem
entspricht das Twisten, wie oben ausgefu¨hrt, dem Spiegeln, und schon daraus
kann eine Polyeder-Darstellung generiert werden.
5.4.1 Das Polyeder zum getwisteten Matroid
Als Polyeder zum getwisteten Matroid soll, analog zum Matroid-Polyeder,
die konvexe Hu¨lle der Inzidenzvektoren gelten. Dieses Polyeder kann auf zwei
verschiedene Arten als Ungleichungssystem beschrieben werden, jeweils de-
terminiert durch die Rangfunktion des Ursprungs-Matroids. Die zum Twisten
verwendete Menge muss fu¨r die erste Variante nicht zwingend Mitglied des
Matroids sein.
24vgl. [KLS91], Kap. 11.3
25vgl. [BZ92], 3.4
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Proposition 5.23.
Sei M ein Matroid, A ⊆ E und r die Rangfunktion von M. Dann gilt
co(i(M∆ A)) = P∆(r∆M∆A)
= {x ∈ IR | x(S)− x(T ) ≤ r( (S \ A) ∪ (T ∩ A) ) + |A ∩ S| − |A ∩ T | ,
(S, T ) ∈ 3E.} .
Ist noch A ∈M, dann ist das Polyeder zudem
= φA(P (r)) + i(A)
= {x ∈ IR | x(S \ A)− x(S ∩ A) ≤ r(S) − |A ∩ S| , S ⊆ E,
xj ≥ 0, j /∈ A,
xj ≤ 1, j ∈ A } .
Beweis
Kor. 5.12 fruchtet fu¨r die erste Gleichung, wo dann die Definition des Poly-
eders mit dem Wissen u¨ber die ∆-Rangfunktion aus Prop. 3.37 zum zweiten
Term kombiniert wird.
co(i(M∆ A)) = co( φA(i(M)) + i(A) ) = φA(co(i(M))) + i(A)
= φA(P (r)) + i(A) ist u¨ber Lemma 5.14, Bem. 5.15 und Satz 5.4
erreichbar. Dies bedeutet, dass φA(x− i(A)) genau im Polymatroid liegt,
also neben φA(x− i(A)) (S) ≤ r(S), wobei φA(x− i(A)) (S)
=
Lemma 5.13
(x− i(A)) (S \ A, S ∩ A) = x(S \ A, S ∩ A) + |S ∩ A| fu¨r
willku¨rliches S ⊆ E, dass außerdem φA(x− i(A)) ≥ 0 verantwortlich
fu¨r die Schranken der Koeffizienten ist.
Diese polyedrischen Beschreibungen reflektieren die beiden algorithmischen
Herangehensweisen aus 3.6 in der linearen Programmierung. Die untere Dar-
stellung mit ihrer submodularen rechten Seite passt zu einem direkteren Vor-
gehen wie dem (twGA) aus 3.6.1, la¨sst dafu¨r aber auf der linken Seite die
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Gestalt von A sta¨rker hervortreten. Dies vermeidet die obere Darstellung mit
bisubmodularer rechter Seite. Ein solches Polyeder kann mit dem (DWA) aus
5.3.2 angegangen werden.
5.4.2 Das induzierte getwistete Matroid
Auch bei vorgegebener geeigneter submodularer Funktion werden die Mengen
des getwisteten induzierten Matroids durch die Inzidenzvektoren im verscho-
benen gespiegelten Polymatroid angezeigt.
Proposition 5.24.
Ist P (f) ein von einer submodularen, monotonen und nullpunktgeeichten
Funktion f erzeugtes Polymatroid und M(P ) das davon induzierte Matroid
wie in 5.1.3, dann gilt fu¨r X ⊆ E:
X ∈M(P ) ∆ A ⇐⇒ i(X) ∈ φA(P (f)) + i(A)
bzw.
I(P (f)) ∆ A = I(φA(P (f)) + i(A)).
Beweis
(4) aus Lemma 5.14 entspricht der Gleichung unten, die man mit Prop. 5.5
zum Erhalt der A¨quivalenz oben kombinieren kann.
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Symbolverzeichnis
∃ : es existiert
∀ : fu¨r alle
IR+ : {x ∈ IR | x ≥ 0}
nicht negative reelle Zahlen
X ⊂ Y : X ⊆ Y, X 6= Y
”
echte“ Teilmengenbeziehung
F1 ∨ F2 : {X ∪ Y | X ∈ F1, Y ∈ F2}
mengenweise Vereinigung
F1 ⊕F2 : {X ∪ Y | X ∈ F1, Y ∈ F2} , Fj ⊆ P(Ej), j = 1, 2, E1 ∩ E2 = ∅
direkte Summe
X \ e : X \ {e} bei e ∈ X
X ∪ e : X ∪ {e} bei e /∈ X
MAX(F) : {X ∈ F | ∀Y : X⊆Y, Y ∈F Y = X }
maximale Mengen
MIN(F) : {X ∈ F | ∀Y : Y⊆X, Y ∈F Y = X }
minimale Mengen
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B(F) : {X ∈ F ∣∣ ∀x∈E\X X ∪ x /∈ F }
Basismenge (Menge der Basen)
H(F) : {X ⊆ Y | Y ∈ F }
monotone Hu¨lle
F T : {X ∈ F | X ⊆ T }
Restriktion von F auf T
F \T : {X ∈ F | X ∩ T = ∅}
Lo¨schung von T ⊆ E aus F
F/T :
{
X ∈ F
∣∣∣ X ∩ T = ∅ und X ∪B ∈ F , B ∈ B(F T )}
Kontraktion von T ∈ F
F (k) : {X ∈ F | |X| ≤ k}
k-Abschnitt von F
2T : P(T )
Boole’sche Algebra
3E : (U, V ) ∈ P(E)× P(E), U ∩ V = ∅
X ∆ Y : (X \ Y ) ∪ (Y \X)
symmetrische Differenz (Twisten)
X ∆ e : X∆{e}, X ⊆ E, e ∈ E
getwistete Menge
F ∆ X : {Y∆X | Y ∈ F } , X ⊆ E, F ⊆ P(E)
getwistetes Mengensystem
F ∆ e : {Y∆ e | Y ∈ F } , e ∈ E, F ⊆ P(E)
F2 ↪→ F1 : σF1(X) = X ⇒ σF2(X) = X
starkes Abbild
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UX(F) :
⋃
e∈X
F∆ e
Twistvereinigung
RS : {(xj)j∈S | xj ∈ R} , |S| <∞, R ⊆ IR
Vektorraum
0S ∈ RS : (xj)j∈S mit xj = 0∀j∈S , 0 ∈ R
Nullvektor
1S ∈ RS : (xj)j∈S mit xj = 1∀j∈S , 1 ∈ R
Einsvektor
ei : (ei,j)j∈S{0, 1}S, ei,j = 1 ⇔ i = j, i ∈ S
i-ter Einheitsvektor in IRS
i(X) : x ∈ {0, 1}S, xj = 1 ⇔ j ∈ X, X ⊆ S
Inzidenzvektor zu X
i(F) : {i(X) | X ∈ F } , F ⊆ P(E)
Inzidenzvektormenge zu F
I(x) : {j ∈ S | xj = 1} , x ∈ {0, 1}S
Inzidenzmenge zu x
I(C) :
{
I(x)
∣∣ x ∈ C ∩ {0, 1}S } , C ⊆ RS
Inzidenzmengensystem zu C
c(X) :
∑
x∈X
c(x), c : E −→ IR, X ⊆ E, c(∅) = 0
Gewicht der Menge X bezu¨glich c
x(X) :
∑
j∈S
xj, x ∈ RS, X ∈ 2S
Vektorabbildung x : 2S −→ R
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x(X,Y) :
∑
j∈X
xj −
∑
j∈Y
xj, x ∈ RS, (X, Y ) ∈ 3S
Vektorabbildung x : 3S −→ R
f1 + f2 : (f1 + f2)(x) = f1(x) + f2(x), f1, f2 : Ω −→ R, x ∈ Ω
Summe von Abbildungen f1 + f2 : Ω −→ R
λ f : (λ f)(x) = λ f(x), f : Ω −→ R, x ∈ Ω, λ ∈ R
skalar multiplizierte Abbildung λ f : Ω −→ R
f + θ : (f + θ)(x) = f(x) + θ, f : Ω −→ R, x ∈ Ω, θ ∈ R
um Konstante verschobene Abbildung f + θ : Ω −→ R
x T : (xj)j∈T , (xj)j∈S ∈ RS, T ⊆ S
Projektion von x auf RT
C T :
{
x T | x ∈ C
}
, C ⊆ RS
Projektion von C auf RT
co(U) : {λx+ (1− λ)y) | x, y ∈ U, 0 ≤ λ ≤ 1} , U ⊆ RS
konvexe Hu¨lle
U + y :
{
x ∈ RS | x = y + z, z ∈ U } , U ⊆ RS, y ∈ RS
Translation um y
H(U) :
{
x ∈ IRS+ | ∃y∈U ∀j∈S xj ≤ yj
}
, U ⊆ IRS
positiver Abschluss
φA(x) : (φA(x)j)j∈S, φA(x)j :=
{ −xj fu¨r j ∈ A
xj sonst
, A ⊆ S
Spiegelung von x ∈ RS an IRA
φA(U) : {φA(x) | x ∈ U } , U ⊆ RS, A ⊆ S
Spiegelung von U an IRA
x ≥ y : ∀j∈S xj ≥ yj, x, y ∈ RS
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U ≥ y : ∀x∈U x ≥ y, U ⊆ IRS, y ∈ IRS
[a,b] : {x ∈ IR | a ≤ x ≤ b} , a, b ∈ IR, b > a
Intervall von a nach b
P(f) :
{
x ∈ IRn+ | ∀Y⊆E x(Y ) ≤ f(S)
}
Polyeder zu f : 2E −→ IR+, f(∅) = 0
B(f) :
{
x ∈ IRn+
∣∣∣∣∣ ∀S⊆E ∑
i∈S
xi ≤ f(S), x(E) = f(E)
}
Basis-Polyeder zu P (f)
P∆(f) :
{
x ∈ IRn ∣∣ ∀(X,Y )∈3E x(X, Y ) ≤ f(X, Y )}
∆-Polyeder zu f, f : 3E −→ IR, f(∅, ∅) = 0
 : erfolgreich herbeigefu¨hrter Widerspruch
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Zusammenfassung
Das Twisten von Matroiden steht fu¨r das Versammeln der symmetrischen Dif-
ferenzen aller Matroid-Mengen mit einer vorgegebenen Teilmenge der Grund-
menge, die Matroide dabei im Kontext der Mengensysteme interpretierend.
In dieser Arbeit werden die so entstehenden Mengensysteme eingehend un-
tersucht, samt einiger Derivate und beschreibender Funktionen. Ein Schwer-
punkt besteht in der Einordnung der getwisteten Matroide in ein Gefu¨ge von
bekannten Greedoid-Klassen, beschra¨nkt hier auf Systeme, die auf ungeord-
neten Mengen basieren und eine Affinita¨t zu Greedy-Algorithmen bezu¨glich
linearer Optimierung aufweisen. Diese Beziehungen werden beschrieben und
die Klassen voneinander abgegrenzt.
Zusa¨tzlich wird eine Greedoid-Eigenschaft hervorgehoben, die die Bildung
einer weiteren Klasse rechtfertigen soll, mit der Begru¨ndung, dass diese Sy-
steme, falls sie gleichzeitig ∆-Matroide sind, die lineare Optimierung einem
hier dargelegten Greedy-Algorithmus anvertrauen du¨rfen. Dieser beno¨tigt
lediglich das gewo¨hnliche Mengensystem-Orakel, um in polynomiell vielen
Zeitschritten, abha¨ngig von der Gro¨ße der Grundmenge, erfolgreich zu sein.
In diese Klasse geho¨ren neben den getwisteten Matroiden auch die Matroid-
Twistvereinigungen, die hier vorgestellt und diesbezu¨glich untersucht wer-
den. Das Auftreten dieser Konstrukte im Rahmen des Traveling-Salesman-
Problems und des verwandten Vehicle-Routing-Problems wird beschrieben.
Ein Exkurs in die Polyedertheorie beinhaltet den Nachweis, dass der von
Dunstan und Welsh vorgestellte verallgemeinerte Polymatroid-Algorithmus
eine Charakterisierung bisubmodularer Polyeder bereitstellt. Dabei kommt
der Spiegelung, als Vektorraum-Analogon zum Twisten, eine Funktion zu,
die auch zu weiteren Beschreibungen fu¨r ∆-Matroide fu¨hrt.
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Twisting Matroids
Twisting matroids means collecting the symmetric differences of all the sets
in a matroid with a previously fixed subset of the ground set, thereby inter-
preting matroids in the context of set systems. In this thesis the set systems
arising this way are extensively examined including some derivations and de-
picting functions. A main focus lies in the classification of twisted matroids
inside a framework of well-known greedoid classes. We restrict ourselves to
systems which are based on unordered sets and show some affinity to greedy
algorithms regarding linear optimization. The relations are described and the
classes are dissociated one from another.
In addition, a special property of greedoids is stressed, which justifies the
introduction of a new class, on the basis that these systems, if they are at
the same time ∆-matroids, can leave linear optimization to a greedy algo-
rithm. This algorithm only needs the ordinary set system oracle to succeed
in polynomial many time steps, dependent on the size of the ground set.
Aside from the twisted matroids, which belong to the class, this also holds
for matroid twistunions, which are presented and analyzed in this respect.
The occurrence of these objects within the scope of the traveling salesman
problem and the related vehicle routing problem is described.
An excursion into the theory of polyhedra contains the proof that the gene-
ralized polymatroid algorithm presented by Dunstan and Welsh provides a
characterization of bisubmodular polyhedra. There, the concept of reflection,
being the vector space analogon of twisting, plays a role that leads to further
descriptions of ∆-matroids.
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