This paper investigates the relationship between anisotropic diffusion and local monotonicity. A diffusion technique that has locally monotonic root signals is presented. The enhancement algorithm rapidly converges to a locally monotonic signal of the desired degree. It is shown that the diffusion coefficient used here is the only formation that guarantees idempotence for locally monotonic signals. The signals resulting from locally monotonic diffusion are closer to the original signals than the corresponding median root signals. Furthermore, the diffusion algorithm does not have a difficulty with alternating signals, as does the median filter. In contrast to other anisotropic diffusion techniques, the diffusion method given here does not preserve outliers and does not require a gradient magnitude threshold in the diffusion coefficient.
INTRODUCTION
The success of a signal enhancement technique depends upon the metric used to evaluate signal smoothness. Qualitatively, an enhancement process is desired that eradicates noise while preserving information-rich signal transitions -the edges. For discrete signals, the traditional notion of evaluating smoothness by continuity does not apply. Moreover, limiting the instantaneous rate of change in a signal leads to destruction of the signal edges.
The smoothness of a discrete signal may be assessed by computing its degree of local monotonicity. Locally monotonic signals are nonincreasing or nondecreasing within all contiguous subsequences of specified lengths. Therefore, local monotonicity limits the oscillations in the signals without constraining the magnitude of signal transitions. Specifically, a length4 signal I is locally monotonic of degree d (or LOMO-6) if each contiguous subsequence of length d (e.g., (Z(x), Z(x+l), ... , Z(x+d-1)} is monotonic. Every signal is LOMO-2, and LOMO-N is the highest degree possible. The Zomotonicity of a signal is the highest degree of local monotonicity maintained by the signal. Of course, ford > e, a LOMO-d signal is also LOMO-e.
The power of local monotonicity was first discovered in the analysis of root signals produced by the median filter 161. Since that time, Restrepo and Bovik [4] and Sidiropoulos [5] have developed methods to solve the LOMO regression problem. In this framework, the computation of a LOMO signal that resembles the original (and possibly noisy) signal is treated as an optimization problem. This paper investigates the creation of LOMO signals via a simple adaptive diffusion mechanism.
DIFFUSION
Diffusion processes implemented by partial differential equations are useful for enhancing signals and producing a family of signal descriptions that form a scale-space. Anisotropic diffusion algorithms are distinguished by the ability to avoid diffusion (and thus smoothing) across signal edges [3] . The rate of diffusion is controlled by a diffusion coefficient, which is typically a decreasing function of gradient magnitude. For continuousdomain signals, the diffusion process may be modeled by A number of diffusion coefficients have been explored in the literature. Traditionally, the coefficients take the form of [3] 
where k is an gradient magnitude threshold and determines which edges will be retained in the diffusion process. The parameter k is difficult to define analytically for general application. In addition, diffusion coefficients of the form of (6) preserve outliers due to noise where the outliers have large gradient magnitudes. TO correct this limitation, new diffusion coefficients have been proposed [l] that use a pre-smoothed image to estimate the gradient magnitudes. This approach, however, introduces a linear diffusion process into the nonlinear diffusion process, limiting edge retention and localization.
Diffusion coefficients have been designed that allow the diffusion operation to converge to a constant or piecewise constant signal [7] . An anisotropic diffusion algorithm that converges to LOMO signals has not yet been explored.
LOCALLY MONOTONIC DIFFUSION
Consider the following diffusion coefficient function:
Given the restriction that the diffusion coefficient be a smooth and nonincreasing function of gradient magnitude, we must modify (7) for the cases vZw(x) = 0 and vZ,,(x) = 0 . We set 
Id7 (I) = Id(ld(ld (I,3,3 ),2,3),1,2),
(1 1)
ld9 (I) = ld(ld(1d(ld(1,4,4),3,4),2,3),1,2),
IdlO ( 
and so on. In general, when iterating toward a LOMO-(2m+l) signal, the first LOMO diffusion is ld (1, m, m) . For a LOMO-(2m+2) signal, the first operation is Id (1, m, m+l) . The subsequent diffusion is ld (1, m-1, m) and then ld(1, m-2, m-1) . This progression continues until ld(1, 1,2) is implemented. . So, only diffusion using (7) will leave the length-3 (or greater) monotonic subsequences unchanged. Proof that (7) will always change the non-LOMO points can be given by examination of (8) Corollary: ld(1,lJ) will converge to a LOMO-3 signal in a finite number of iterations that is bounded above by the absolute value of the largest difference between two neighboring samples.
ANALYSIS

Proof:
The only non-LOMO points possible are positive-going and negative-going outliers. By inspection of (8) and use of Theorem 1, each positive-going outlier will be reduced by a value of 1 until it is equal to one of its neighbors. Negative-going outliers will be incremented with each diffusion iteration. So, the solution will converge to a LOMO-3 signal. Let From Theorem 2, we can note that the median filter will require a significant number of iterations to reach the root signal on long signals. Also, a restriction is placed on the initial signal -it must contain a monotonic subsequence. With LOMO diffusion, the convergence to a root is not dependent on the length of the signal, and LOMO diffusion will produce a LOMO signal of the desired degree regardless of the input signal (see Fig. 1 ). Unlike traditional diffusion algorithms, LOMO diffusion does not retain outliers due to noise (see Fig. 2 ). 
RESULTS AND CONCLUSIONS
To demonstrate the efficacy of LOMO diffusion, we generated LOMO root signals using the median filter and LOMO diffusion from 50 signals that were corrupted by Laplacian-distributed additive noise (SNR=lOdB). Tables I and I1 summarize Note that the signals of increasing lomotonicity form a scalespace that varies from fine to coarse. Also compare the LOMO diffusion of Fig. 4 to the noisy results of diffusion (using the same number of iterations) with the diffusion coefficient (6) in Fig. 5 . A diffusion that converges to locally monotonic signals of the desired degree is presented. Analysis of the 1-D convergence properties is given and the imdempotence for LOMO signals is discussed. The results show multi-scale signal enhancement that preserves edges and removes impulses without additional filtering. LOMO diffusion does not utilize an ad hoc threshold nor does its convergence time depend on signal length. In future work, the extension of this powerful diffusion mechanism to 2-D signals will be analyzed. An example of LOMO diffusion on a noisy image (Fig. 6 ) is given in Fig. 7 .
