We have determined the acoustic and microwave frequencies of a misaligned spherical resonator maintained near the temperature of the triple point of water and filled with helium with carefully characterized molar mass M = (4.002 6032 ± 0.000 0015) g mol 
, with a relative standard uncertainty ur(M) = 0.37×10 -6 . From these data and traceable thermometry we estimate the speed of sound in our sample of helium at T TPW = 273. 16 for the Boltzmann constant using the currently accepted value of the Avogadro constant N A . These estimates of R and k, with a relative standard uncertainty of 1.06 × 10 1. Introduction
Motivation and context
The main motivation of this work is to contribute to the ongoing research effort made in support of the proposed new definition of the kelvin [1] . This has the accurate determination of the Boltzmann constant, k, by multiple experimental methods as a prerequisite, in view of the role of k as the conversion factor between mechanical and thermal energy required by the current choice of the fundamental units of the SI.
In this context, several experimental determinations of k have been recently accomplished. These have been performed by (i) the measurement of a thermodynamic or electromagnetic intensive property of a macroscopic sample of gas, or (ii) the measurement of the electrical noise in a sense resistor, or (iii) the optical measurement of the absorption spectra of simple molecules. Remarkably, developments in all these methods has achieved a significant reduction of uncertainties: acoustic gas thermometry (AGT) now stands at the relative uncertainty level of 1 ppm or below [2, 3, 4, 5, 6] , while dielectric constant gas thermometry (DCGT), refractive index gas thermometry (RIGT), Johnson noise thermometry (JNT) demonstrated overall uncertainties at the level of a few ppm [7, 8, 9] , and Doppler broadening thermometry (DBT), shows a potential accuracy at the level of a few ppm or below [10, 11] . This outstanding progress in several different primary thermometry techniques is important in view of their possible future application to the practical realization of the newly defined kelvin [12] , allowing metrological laboratories across the world to realize a thermodynamic temperature standard by choosing the method which is best suited to the particular facilities, experience and knowledge available in the host institution. Also, the consistency of the results from primary thermometers using different physical principles would provide valuable assurance that there are no major systematic effects hidden in any of the experimental techniques. In perspective, current and future research in primary thermometry aims to demonstrate that the accuracy of different methods can be extended over wide temperature ranges, by contextually reducing the cost and complexity of the experimental techniques.
Within this framework of activities, an AGT experiment was started at INRiM, aiming at achieving low uncertainty determinations of the differences between thermodynamic temperature and temperature on the 1990 international temperature scale (ITS-90), T -T90, over the temperature range between the mercury and the indium fixed points (234 K -430 K). For this work, the AGT is operated in relative mode [13] using speed of sound measurements in helium near the temperature of the triple point of water TTPW as a reference. The good performance demonstrated by the experiment in the initial evaluation of this reference indicated that an absolute determination of the product kTTPW with useful accuracy could be achieved, after the accomplishment of some additional measurements and tests, including an estimate of the average molar mass M of the helium sample used in the experiment. These activities led to the acoustic determination of R and k as described and discussed in the remainder of this work.
Synopsis of data analysis and results
We have determined the speed of sound in continuously flowing helium, at pressures between 60 kPa and 690 kPa, through a 3-litre internal volume spherical copper cavity which is temperature controlled near TTPW, by measuring several acoustic and microwave resonances of the cavity at each pressure.
From the analysis of the complete set of microwave results, which comprises nine triply degenerate modes in the frequency range between 1.45 GHz (TM11) and 10.79 GHz (TE16), we estimated the mean internal radius of the cavity at zero pressure, TTPW:
  0 90.069 276 0.000 024 mm a   ,
and the volume isothermal compressibility kT of the cavity at the same temperature: K and 303 K, we estimated the linear coefficient of thermal expansion  th of the cavity as:
.
Together, these estimates govern the variation with pressure and temperature of the cavity radius       
which is needed to calculate the speed of sound in helium at different pressures, and 273.16 K, from the acoustic frequency data recorded along the isotherm.
The complete recorded set initially comprises nine acoustic radial modes (0,2) to (0,10) measured between 60 kPa and 690 kPa. Upon correcting the experimental frequencies for all known perturbing effects, the speed of sound data for modes (0,4) to (0,7) between 170 kPa and 690 kPa were selected for the final analysis. Data for modes (0,8), (0,9) and (0,10) were excluded because their frequency and half-width data exhibited clearly deviating trends at low pressures as a result of overlap with neighbouring non-radial modes. The lowest order (0,2) and (0,3) modes were excluded from the final subset because of their evident interference with elastic shell resonances. The choice of a limited pressure range reduces the uncertainty contribution due to the imperfect estimate of the thermal accommodation coefficient h in the results of a fit with a linear function of pressure:
where A 
as estimated from mass spectrometry and the comparative acoustic measurements discussed in section 5. Finally, our estimates of the quantities u 0
2
, T TPW and M in (6) and the quadrature sum of their corresponding relative uncertainties, as summarized in table 1 provide an estimate for the molar gas constant R   
and, using R = kN A , where N A is the 2010 CODATA value [14] of the Avogadro constant, we deduce the following value for the Boltzmann constant k determined in this work:
  
1.06
The present values of R and k, which are 1.47 parts in 10 6 higher than the corresponding 2010 CODATA values [14] , are compared to other determinations obtained by AGT in figure 1 . Unless otherwise stated, all uncertainties in this work are standard uncertainties with coverage factor k = 1, corresponding to a 68% confidence interval. [6] ; CODATA-06 [15] ; LNE-09 [16] ; NPL-10 [17] ; INRiM-10 [18] ; LNE-11 [4] ; NIM-11 [19] ; CODATA-10 [14] ; NPL-13 [2, 3] ; NIM-13 [20] ; LNE-15 [5] ;
Overview of the technique and organization of the manuscript
The basic principles, techniques and relevant uncertainty contributions of absolute and relative AGT were recently reviewed [15] , providing a reference to a more comprehensive discussion of the assumptions, methods, supporting models and results than can be illustrated here.
In the initial part of section 2 we describe the salient design features of the resonator and the results of a characterization, by coordinate measurement machine (CMM), of the dimensions and shape of the two hemispheres that comprise the assembled cavity. In contrast to other experiments which recently achieved accurate determinations of k using ellipsoidal or cylindrical cavities [3, 5, 10] , the internal geometry of our assembled resonator was designed to be nearly spherical. Given this 
choice, the lifting of the degeneracy of the microwave modes which is needed for their precise measurement is obtained by a micrometric intentional misalignment of the two hemispheres. The remarkable consistency of a microwave determination of the internal radius of the resulting geometrical shape, with data from several modes, represents a positive test of the validity of our design, as described in section 3. Later in section 2, we illustrate the main distinctive features of the instrumentation and the experimental configuration, with emphasis on the description of the system used to measure and control gas pressure and flow rate.
In the remainder of the manuscript we present and critically discuss the mutual consistency and the uncertainty of the results on which our determination of R and k is based. In particular, the measurement procedure and the analysis of microwave data which leads to the results and the uncertainties in (1 ̵ 3), are illustrated in section 3; the model used to correct the experimentally observed acoustic frequencies and the final fitting procedure leading to (5, 6 ) and the associated uncertainties are discussed in section 4. The purification procedure used to minimize the contamination of the helium, and the measurements of the contamination levels are described in section 5, including the sampling procedure for mass-spectrometric analysis and its results, and a discussion of the overall uncertainty affecting the estimate in (7). Section 6 discusses the instrumentation and the calibration procedures used to link the average temperature of the gas inside the cavity, using capsule-type standard platinum resistance thermometers (cSPRTs), to the current definition of the kelvin, as realized at INRiM, along with the overall uncertainty of our temperature measurements.
Experimental apparatus and measurement techniques

Design, fabrication and mechanical dimensional characterization of the resonator
The resonator used in this work was constructed from two nominally identical hemispheres, designed to have an internal radius of 90.000 mm. The hemispheres were fabricated at Savimex 1 , in electrolytic copper (ETP-Cu), by two procedures of progressively finer machining on a numerically controlled lathe, alternated with stress relieving heat treatments, before final precision turning of their internal shape and their mating equatorial flanges on a temperature controlled lathe equipped with a diamond tipped-tool bit. A diamond turned, cylindrical aluminum holder was bolted to each hemisphere for mounting in the vacuum chuck of the lathe. This procedure was expected to guarantee maximum shape errors of ± 2.0 m and a surface finish of 10 nm, as declared by the manufacturer. To completely remove scratches left from the initial rougher machining, the final diamond cut increased the internal radius of both hemispheres to (90.100 ± 0.003) mm at 20 °C, as estimated by preliminary CMM measurements.
In order to check that the machined hemispheres were free from relevant shape errors, upon completion of machining, they underwent careful CMM dimensional measurements at the National Physical Laboratory (NPL) using the procedures, instrumentation and expertise previously developed for the dimensional characterization of similar hemispheres [21] . The procedure included comparative measurements with a silicon sphere of well-characterized shape and volume, previously used as a density standard, to estimate scale errors and probe anisotropy of the CMM. Deviations from sphericity and planarity of the internal surface and the equatorial flange of the two hemispheres comprising the resonator as revealed by the analysis of a large set of CMM data points (dots). Figure 2 summarizes the most significant information obtained by a dataset of about 2500 measurement points per each hemisphere in the form of a colour map which is scaled to the observed shape errors with respect to mean fitted surfaces. From this representation we observed that, while most of the points on the internal surface showed deviations from sphericity within ± 2 m, larger deviations from planarity affected the equatorial flanges. These deviations were found to be nearly sinusoidal as a function of the azimuthal angle  with periodicity 2 and mean approximate amplitudes of ± 3.5 m and ± 2.0 m for the two hemispheres. The cause of this defect was not identified, though we speculate that it might have been caused by elastic deformation of the hemispheres by excessive force exerted by the bolts used to fix them to the chuck holder during final machining. The complete dataset of CMM measurements for the internal surface of each hemisphere was analyzed by regression with a spherical harmonic expansion [22] , providing an estimate of their equivalent radii at 20 °C: aeq up = (90.098 603 ± 0.000 394) mm and aeq low = (90.098 220 ± 0.000 225) mm, where the superscripts up and low identify the upper and lower hemisphere when assembled in the apparatus. For these results, the reported uncertainties are statistically determined from the regression, and are not representative of the overall uncertainty which is dominated by much larger type B contributions from the CMM instrumentation and procedure. Though these type of contributions may in principle be significantly reduced [21] , their assessment requires an estimate of the elastic deformation of the assembled cavity upon tightening of the equatorial bolts, and the amplitude of the equatorial gap caused by the imperfect flatness of the mating equatorial flanges. A careful evaluation of these effects was not attempted here. However, we remark that the microwave estimate of the cavity radius as a function of temperature, as anticipated in (1) and (3), agrees fortuitously well with our incomplete CMM estimate, being about 500 nm larger than the mean of aeq up and aeq low .
At an intermediate step in the course of the machining procedure, seven conically tapered ports were bored through the wall of the resonator. Five of these ports, with nominally identical shape and dimensions can accept matching adapters to support microwave waveguides and antennas or, alternatively, 1/4-inch condenser microphones. The varied distribution and angular positioning of these ports across the two hemispheres allowed the relative position of two microphones and two antennas to be chosen from a great number of combinations. The final position of the acoustic and microwave transducers (figure 3) was selected, by trial and error, to minimize the overlap of purely radial acoustic modes with neighbouring degenerate modes, and to achieve efficient excitation and detection of all the components of triply degenerate TM and TE microwave modes. The two remaining ports were designed to accept mounts for gas inlet and outlet ducts. Their relative position on the assembled resonator (figure 3) was chosen to ease mixing of the in-flowing gas before leaving the cavity through the outlet duct.
A complete set of matching blank copper plugs were mounted in the corresponding ports, with their front surface initially slightly protruding beyond the cavity surface, during the final diamond turning of the hemispheres. After the final cut, the mounted plugs were not visible by eye, nor was a relevant discontinuity of their front surface position with respect to the surrounding cavity surface detected by probing CMM measurements (figure 2). For measurements, the blank copper plugs were replaced by a set of carefully machined replicas (figures 5, 7, 8) bored along their axis to adapt mounting of two 1/4-inch condenser microphones, two microwave cables terminated to form antennas; two variable section ducts for flowing gas in and out of the cavity by connection to a gas manifold and one duct directly leading from the cavity to a pressure transducer. The design features and the dimensions of these adapters are described in the following sections.
Preparation of the resonator
The resonator was initially assembled by coarsely aligning the two hemispheres in a position determined by the match of mating equatorial flanges. Using a system composed of four fine-threaded knobs positioned 90° apart on the side vertical edge of the flanges (figure 4), we then finely adjusted the relative position of the two hemispheres, while simultaneously observing the microwave response of the cavity from a few triply degenerate TM and TE modes. In the course of this adjustment, the relative frequency separation of the single peaks within the triplets could be varied significantly (over two orders of magnitude), in proportion to misalignment. Also, the perturbing effect induced by increasing misalignment was observed to be approximately linear and symmetric (equal and opposite in sign) for the higher and lower frequency components of each triplet. The simple mechanical system used to vary the relative position of the hemispheres was not suitable to transform these qualitative observations into an independent mechanical estimate of the variable geometry of the assembled cavity, and no attempt was made to characterize the resulting perturbation on the microwave field quantitatively. Instead, the alignment procedure was simply terminated when the relative separation of the triplets was close to an observable minimum, but still wide enough to obtain stable, precise and robust fitting results for all the investigated triplets (section 2.3). The final relative position of the hemispheres was fixed by tightening the equatorial bolts. The progressively increased torque applied to the bolts was observed to increase the mean frequency and decrease the mean half-width of the triplets. These changes are similar to others previously reported [21] and were interpreted to be a reduction of the internal dimensions of the cavity, mainly along its vertical axis. Increase in the torque was stopped when no further variation of the microwave parameters was observed. The geometrical interpretation of microwave results, based on data recorded in controlled temperature and pressure conditions, is discussed in section 3.3. 
Microwave probes and instrumentation
Two different types of antennas (figure 5) were prepared. The first type (figure 5a), a straight probe obtained by cross cutting a section of semi-rigid RG405 coaxial cable (o. d. 2.26 mm), was snugly inserted and fixed in a bored copper microwave adapter so that the central cable conductor, the surrounding PTFE dielectric, and the external copper shield were all flush with the front part of the adapter and the cavity surface. This type of probe weakly couples to TM modes, however, the perturbations induced by its coupling with the microwave field within the cavity are well known and calculable from previous work [23] . The second type (figure 5b), was prepared from the same cable by stripping back the PTFE dielectric for a length of 1 mm, and filling the tiny resulting volume with a temperature resistant epoxy resin (Epotek 353ND) 2 . The central conductor was left protruding within the cavity by approximately 2 mm and was bent at a right angle for 1.5 mm. This design allowed efficient detection of both classes of TM and TE modes, but does not allow a reliable calculation of the perturbation induced on the microwave field. In the course of a preliminary substitution test (section 3.1), this perturbation was estimated by comparing the difference in the microwave response of the two probe types.
Standard instrumentation and procedures, based on the use of a network analyzer (Agilent E5071C) locked to a suitable frequency reference (SRS FS725), were used to record microwave data by a scan of 201 frequencies spanning the resonance curves of several triply degenerate modes. These data were fitted to the sum of three resonance functions plus a quadratic background, for a total of 18 adjustable parameters [15] . The variable geometry of our misaligned resonator allowed us to lift the degeneracy of the triplets to a variable extent. In our final configuration the separation of the single peaks varied between 3g N for mode TM11 to 5g N for mode TE16, where g N is the measured halfwidth of each singlet. The corresponding frequency separation between the highest and the lowest peak of the TM11 mode was ± 60 kHz with respect to its mean frequency of 1.453 GHz, or relatively ± 40 ppm; the relative separation of the peaks of the TE16 mode at 10.45 GHz was ± 20 ppm. As an example of the precision which is achievable in this condition, figure 6 shows the recorded data and the results and the residuals of a fit to mode TM15. Identification of commercial equipment and materials in this paper does not imply recommendation or endorsement by INRiM, PTB, LNE-Cnam or SUERC nor does it imply that the equipment and materials identified are necessarily the best available for the purpose. To increase our confidence that the fitting results are accurate at the same level of precision we performed tests with synthetic data which were prepared using the same function used for fitting, with the addition of pseudo-gaussian noise to simulate the characteristic features of an experimental resonance in terms of frequency separation and signal to noise ratio. The results of tests where the halfwidths were progressively increased up to a factor five with respect to their original value, confirmed that, even in this strongly overlapping condition, the fitting results were always consistent with the synthetized parameters.
Acoustic transducers and instrumentation
We used two 1/4-inch condenser microphones (G.R.A.S. 40 BF) to excite and detect the acoustic field within the resonator. These transducers were mounted into copper adapters (figure 7) which were precisely bored along their axis to minimise the presence and the perturbation from annular gaps between the microphone cartridge and the adapter, and are internally threaded to facilitate the precise alignment of the front part of the microphone with the internal surface of the resonator. The resulting alignment is necessarily imperfect as the mechanical connection between the front outer rim of the microphone body and the membrane has a convoluted radial profile of variable height. We used an optical microscope equipped with a position readout system (5 m resolution) to estimate this profile and calculate the change in volume that was caused by the replacement of each blank plug with its corresponding microphone adapter (section 3.1). The measurement of the first nine (0,2) to (0,10) purely radial modes of the cavity at 273.16 K, occurs in the frequency range 7.74 kHz < f < 51.4 kHz. The electrical sinusoidal signal fed to the source microphone, left unpolarized, was synthesized at 2f, with an amplitude of 1 VRMS, by a waveform generator, locked to the same frequency reference used by the network analyzer, and successively amplified to approximately 95 VRMS using a high gain, high voltage electrostatic actuator amplifier (G.R.A.S. 14 AA). This arrangement minimizes electrical cross-talk between the source and the detector microphone. The latter is triaxially connected to a 1/4-inch preamplifier through a microphonic voltage supply which allows the polarization voltage Vpol of the detector to be set at 200 V or 28 V. Despite a significant reduction of the signal to noise ratio (S/N), the 28 V setting was found to be necessary to avoid occasional malfunction of the detector microphone. Similar malfunctioning, with capacitive microphones damaged by arcing were previously reported [6] and eliminated by setting a 150 V polarization [24] . Although we did not find a convincing explanation for microphonic failure (with no evidence of permanent damage by visual inspection of the detector membrane), we noticed that it did not occur at pressures below 100 kPa. Operating at low pressure allows compensation for the reduction of the quality factor of the acoustic modes by conducting measurements with Vpol = 200 V.
Standard instrumentation and procedures [15] , based on the use of a lock-in analyzer with the reference input set at 2f, were used to measure and fit acoustic data.
Control of pressure and flow
For operation at controlled variable pressure, the resonator is enclosed in a vacuum-and pressuretight cylindrical steel vessel. The resonator is attached to the top flange of the vessel, in a suspended position, by four stainless steel M6 tension rods clamped on the upper cylindrical boss. This provides a weak thermal link to the surrounding thermostatting bath (Section 6.1). A set of electrical feed-throughs positioned on the top flange of the vessel make a liquid-proof connection to the microwave and acoustic transducers and the thermometers installed on the resonator. A set of mechanical feed-throughs on the flange provide a pressure-tight link for three ducts used to connect the interior of the assembled cavity to a gas manifold located outside the bath, at ambient temperature. The ducts are used for flowing gas into and out of the cavity, and for a direct connection from the interior of the cavity to a pressure transducer. They are assembled from single or multiple stages of electropolished stainless steel tubing with variable internal diameters and lengths as shown in figure 8 . We discuss the perturbation induced by these ducts on the microwave and acoustic frequencies in sections 3.4 and 4.2.5, respectively.
To contrast the sensitivity of the speed of sound in helium to even sub-ppm fractions of common impurities, the manifold design ( Figure 9 ) was envisaged to minimize and estimate the effects of contamination. In this work, the manifold was used in three ways: 1) during normal operation, to continuously flow helium at a constant rate of 7.5×10 -5 mol s -1 (100 sccm) from a gas supply, through a mass flow controller (MFC) and a heated zirconium-aluminum getter, across the cavity, to the manifold, using the inlet and outlet ducts. The manifold design allows continuous flow by-passing the MFC, to estimate the possible contamination by chemically reactive impurities; 2) for the evacuation of the cavity and the containing vessel; 3) for isolating the resonator in a no-flow condition in order to estimate the rate of possible water vapor outgassing [25] or contamination from virtual leaks (section 5.2) over long period recordings of the acoustic frequencies. The internal surface of the gas inlet tubing, which may contribute to contamination by outgassing downstream of the getter section was reduced to a minimum. To eliminate the possible uncertainty arising from an imperfect estimate of the pressure during normal flow conditions, a dedicated duct (0.8 m long, 0.75 mm i.d.) is permanently connected to the resonator and the pressure transducer (Paroscientific Digiquartz 745-100). With this arrangement, the dead volume of this dedicated gas line may now represent a source of pollution directly into the sphere. The experimental tests described in section 5.2 demonstrate that the possible contamination from this source was maintained at an acceptable level.
An auxiliary capacitive pressure transducer was used to monitor the pressure within the vessel. In normal operation, an equalization duct bored through the outlet gas tube maintains a small positive pressure difference between the interior of the cavity and the vessel, avoiding drifts or transient relevant pressure gradients across these two volumes.
To control the pressure within the resonator, the outlet section of the manifold comprises an electrically driven needle valve of finely variable conductance. This valve is inserted in a software PID-controlled feedback loop which directly regulates the pressure in the resonator at the level of ± 1 Pa over the whole pressure range of interest for this work.
The evacuating system is composed of a primary membrane pump used to vent the outlet flow preventing back streaming and a turbo-molecular pump for evacuation of the cavity and the vessel.
Pressure measurements and calibration
The pressure transducer used in this work (Paroscientific 745-100A) is a quartz sensor with a full scale range of 690 kPa, a resolution of ± 0.5 Pa, and an expected accuracy of 0.008 % of the full scale range, or equivalently 55 Pa, as declared by the manufacturer. The transducer is located approximately 0.7 m above the position of the resonator, with a corresponding head correction of 0.6 Pa at 50 kPa and 8.0 Pa at 690 kPa, which is equivalent to a relative correction of the experimental pressure by 11.6 ppm.
An incorrect estimate of the pressure, or an underestimate of its uncertainty, may affect our determination of R and k in a convoluted way [15] , with variable impact depending on the amplitude and trend of the type of pressure error. To get insight on possible errors, the pressure transducer was calibrated against a standard piston gauge used in absolute mode, over the pressure range between 60 kPa and 690 kPa shortly after completing the measurements presented in this work. The mean results of this comparison, based on three repeated cycles, each conducted by taking readings at the calibration points by first increasing and successively by decreasing pressure, are displayed in figure  10 . These errors were interpolated with a cubic function of the pressure which was used to calculate pressure corrections to the experimental records before proceeding with data analysis. The overall uncertainty of this correction, which includes contributions from the inherent uncertainty of the reference standard, repeatability and hysteresis, varies between 5 Pa and 10 Pa. We estimated the impact of such a pressure error to our final determination of the squared speed of sound in helium u 0 2 by applying a constant offset of 10 Pa to our experimental pressure records before repeating the calculation of boundary layer corrections and the final fit procedure to our acoustic data (section 4.3). This repetition resulted in a change of our estimated value of u 0 2 by -0.1 ppm (table 3). 
Measurement procedure and datasets
Our determination of R is mainly based on the results of nearly simultaneous measurements of acoustic and microwave frequencies, temperature and pressure, conducted while continuously flowing helium at variable pressures through the resonator, which is held within a few mK of our estimate of TTPW. Altogether these results comprise a single dataset, or isotherm, recorded over 15 days, starting at the maximum pressure of 690 kPa (chosen to match the full scale range of the pressure transducer) and continued by progressively reducing the pressure at 18 different steps down to 60 kPa. Following each pressure reduction, a suitable period of time (10 hours recording of the microwave frequencies and temperature, taken while the resonator is being evacuated to residual pressures below 0.01 Pa, completes the data set, providing a direct experimental estimate of the resonator radius whose consistency can be checked with the result of an extrapolation of microwave data to zero pressure. The low conductance of the manifold connecting the pumps to the resonator was found to require at least 24 hours of continuous evacuation before a stable estimate of this quantity could be achieved.
At each pressure step, we repeatedly recorded temperatures, pressures and frequencies of several acoustic and microwave modes over an interval of 9.5 hours, which is the time needed for 24 consecutive acquisitions and fitting of a complete set of nine acoustic modes. The analysis of all these redundant data allowed verification of the expected correlation between small variations of frequencies and temperature and to compute mean experimental values and the associated standard uncertainty of each acoustic and microwave mode at each pressure (online supplement), after correcting to 273.16 K, using
for the acoustic frequencies, and
for the average frequencies of microwave triplets. In these corrections, which introduce negligible additional uncertainty, u(p, T) is calculated from the independently known thermodynamic properties of helium, and th is a preliminary estimate of the linear thermal expansion coefficient of the cavity.
Finally, before proceeding with the final extrapolations to zero pressure, the microwave and acoustic frequency datasets prepared by this procedure need to be corrected for all known perturbing effects (online supplement), as discussed in section 3 and section 4, respectively.
Microwave determination of the mean resonator radius
Throughout this work we refer to an ideal quantity, denominated mean radius a, which characterizes the internal dimensions of our resonator, and is defined as the radius of a perfect sphere of internal volume V = 4a 3 /3, supposed to be equivalent to the internal volume of our imperfectly spherical cavity as determined by the experimental conditions. For the sake of an acoustic determination of R, we make an additional assumption, i.e. that the same volume V delimits mechanically the acoustic field and electrically the microwave field. To fulfil the latter assumption, we need to correct the eigenfrequencies of both fields from their perturbed, experimentally measured, f ' values to their corresponding unperturbed values f 0 . For microwaves, this correction takes the form:
In the following sections we discuss the perturbations considered for inclusion in the sum in (12) and their uncertainty contributions to our microwave determination of the mean radius a 0 at zero pressure, 273.16 K, anticipated in (1). Finally, a 0 is obtained from a linear fit (section 3.5) to the radii calculated from the unperturbed frequencies f 0 , upon correcting for the calculated refractive index of helium n He (p,T): 
In (13), c is the speed of light in vacuum and z m is the eigenvalue of the chosen triplet.
Microwave perturbations induced by antennas and microphones
The tests described in this section, made to assess the perturbation induced by antennas and microphones onto the microwave field, were conducted while the cavity was at ambient temperature and pressure. To make the results statistically comparable, we kept helium flowing through the resonator at a constant rate, and applied corrections to exactly 100.00 kPa and 296.00 K to account for minor temperature and density variations. For a first reference test of our microwave measurements, we prepared antennas by simply cross-cutting coaxial cables, and fixed the position of the cut section to be flush with the internal cavity surface (figure 5a). These waveguides coupled very weakly only to the TM modes, causing a minimum calculable [23] perturbation. In figure 11 we plot the radii aTM1n determined from the frequencies of the modes TM11 to TM15 in this configuration, after applying corrections for all known perturbations. All these determinations are consistent, with a maximum, barely significant difference of 12 nm between the radii determined from modes TM13 and TM15. We notice that the consistency of the mode TM11 with the other TM1n sets an upper limit, which we estimate at 15 nm to the thickness of a possible cupric oxide layer on the surface of the cavity [21] ; this possibility may lead to an overestimate of the mechanical radius, with a dedicated uncertainty contribution (table 2) . Finally, from the measured average half-widths of the triplets <g m > we estimated the resistivity of our copper surface  Cu at 296 K to be (1.772 ± 0.009) × 10 -8  m. The corresponding relative excess half-widths for the five modes TM11 to TM15, are displayed in the lower part of Figure 11 . In a second test we replaced the reference waveguides with right angle probes formed by bending a slightly protruding section of the central conductor of the cables (figure 5b). These loop probes coupled efficiently to both families of TM and TE modes, with the exception of mode TE11 whose coupling was always too weak to be useful. Also, when the angular position of these probes was definitively fixed for measurements at controlled temperature and pressure, the extremely low coupling of one of the single components of the TM16 and TE12 triplets, restricted the achievable precision from the recorded data of these modes.
From the comparison of the radii previously determined with waveguides, we observed (figure 11) a mean difference of (21 ± 12) nm for modes TM12 to TM14 and (48 ± 14) nm for the single TM11 mode. These observed differences may be interpreted as a perturbation induced from this specific type of antennas, or as an estimate of the reproducibility of the insertion of any type of antennas in tests conducted at ambient temperature. In table 2 we account for this interpretative limit with a specific uncertainty contribution. The larger difference observed for mode TM11, which was found to be statistically significant in the course of repeated tests, makes this mode inconsistent with all the others, supporting its rejection from our final estimates of the mean cavity radius.
We did not observe any additional energy loss upon the substitution of straight probes with loop probes, with a nearly coincident estimate Cu = (1.768 ± 0.005) × 10 -8
 m of the surface resistivity as measured by the half-widths (figure 12) of 10 TM and TE modes. Finally, we discuss the effect of replacing two blank copper plugs with the acoustic transducers, mounted within their adapters (figure 7), in previously characterized (by microscopy) positions. This replacement was observed to have a twofold effect on the microwave resonances: i) the mean radius varies by (−42 ± 15) nm, in reasonable agreement with the variation of −28 nm expected from our optical estimate of the profile of the microphones within their adapters. The variation of mode TM11 (−44 ± 6) nm is consistent with that of the other modes, as an additional indicator that the surface of the microphones is not significantly protruding or recessing from that of the cavity [4] ; ii) the measured resistivity at 296 K increases on average by 4.3 %, and it is no longer consistent for all the modes, increasing smoothly from (1.845 ± 0.003) ×10 -8  m, if determined from the lowest frequency TM11 mode, to (1.996 ± 0.006) ×10 -8  m if determined from mode TE16. This variation is only partially accounted for by the relative variation of 2.5 %, which is expected due to the increase of the mean resistivity of the cavity surface caused by the substitution of copper plugs with microphones made of steel, steel = 7.5 × 10 -7  m.
Skin effect and thermal expansion
We used microwave data from additional isotherms measured in helium between 235 K and 302 K to calculate the variation of the surface resistivity as a function of temperature, in our experimental configuration, i.e. with microphones inserted. When fitted as a linear function of temperature (figure 12) these data provide an estimate of the apparent resistivity in this configuration:
. To calculate the perturbation due to the finite conductivity of the surface at 273.16 K, we correct this result by first subtracting the increase in surface resistivity due to the insertion of the microphones (previously measured at 296 K) with the intermediate result ×10 -8 m, in good agreement with other determinations for the same type of copper [3, 4] . Finally, we correct our estimate of the expected resistivity at 273. 16 K, in our experimental configuration, to ×10 273.16 K and 296 K, with previous estimates for the same type of copper [4, 21] . Arrows connecting points at the same temperature show the increase in resistivity due to the insertion of the microphones.
We use this value to calculate the expected mode half-widths g calc at 273.16 K, and evaluate the uncertainty of the skin correction <f m > = <g calc > from the comparison with experimental half-widths measured in vacuum at the same temperature ( figure 13 ). This comparison shows that the relative excess half-width <g Exp -g calc >/ <f> is always less than 0.2 ppm for all modes, with a mean associated (table 2) . If this comparison is separately made for the single components of the triplets, none appear to be significantly larger, seemingly indicating a minor influence of the mechanical imperfections at the equatorial joint.
The complete set of microwave data measured as a function of T can be used to define the thermal expansion of the cavity by the estimate of  th = (1/a)(da/dT) = (1.641 ± 0.006) × 10
. This quantity is used to correct microwave data measured at temperatures slightly different from 273.16 K with negligible additional uncertainty. 
Geometrical correction
We know that the internal geometrical shape of our assembled cavity is not perfectly spherical because of the intrinsic shape errors of each comprising hemisphere which were recorded by the CMM measurements (section 2.1) and, more importantly, because the hemispheres were intentionally misaligned (section 2.2) to lift the degeneracy of microwave modes and enhance the precision achievable in the measurement of their frequency. In these experimental conditions, an estimate of the perturbation induced by the geometrical imperfections onto the microwave eigenfrequencies is needed. An analytical model of the microwave perturbation in quasi-spherical geometries was recently achieved for spheroids and ellipsoids [26, 27] , and further generalized for cavities with arbitrary shapes which result from a smooth and sufficiently small perturbation of a spherical geometry [28] . Unfortunately, no model is currently available to account for the non-smooth singularity resulting from the sharp edge formed at the equatorial joint by misaligning two hemispheres. Thus, we make the simplifying hypothesis that the internal shape of our misaligned resonator may be conveniently approximated as an ellipsoid, and test this hypothesis against the effectiveness of its practical application to our experimental data. In assuming the validity of this approximation, we are supported by the observation that the shape parameters . In fact, the reaction of the microwave modes to misalignment is not discernible from what would be observed in an ellipsoid with semiaxes differing by only 18 m and 9 m from the nominal reference of 90 mm. g / g Additionally, the shape parameters  1 and  2 were found to be stable over the whole investigated temperature and pressure range. These small deviations from sphericity determine correspondingly small geometrical corrections to the mode eigenvalues, tabulated in an online supplement to this paper (stacks.iop.org/Met/xxx), which vary between 0.005 ppm for mode TM11 to 0.35 ppm for mode TE16. Altogether these corrections increased our microwave estimate of the mean radius by 13.5 nm, equivalent to 0.15 ppm. In order to estimate the uncertainty associated with the geometrical correction to our estimate of the squared speed of sound in helium, in section 4.2.4 we discuss the combined effect of its application to both the microwave and the acoustic eigenvalues.
Microwave perturbations by ducts and waveguides
We corrected our measured average microwave frequencies to account for the perturbing effect of two antennas (figure 5b) and three ducts (figure 8) using the models and the results in [23] . However, the effect of the antennas was calculated as if they were simple coaxial waveguides (figure 5a) instead of protruded loops. We note that the possible underestimate of the perturbation which comes from this simplification was accounted for with a dedicated uncertainty contribution, estimated from the change of the mean radius upon substitution of the antennas (section 3.1). The total relative amount of all the corrections for antennas and ducts is less than 0.16 ppm; the uncertainty of this correction is therefore negligible, due to the favourably large ratio between the surface of the cavity and the total surface of the waveguides and holes. Figure 14 shows the effect of successively applying skin, geometrical, and waveguides and ducts corrections, as tabulated in an online supplement (stacks.iop.org/Met/), to the radii determined from different microwave modes while the cavity was kept under vacuum near 273.16 K. The displayed uncertainties are scaled by the excess half-width of each mode ( figure 13 ) and are not representative of the final uncertainty in our estimate of the radius (section 3.6). Upon rejection of mode TM11, a weighted mean of the data in figure 14 , estimates a 0 vac = (90.069 277 ± 0.000 003) mm at 273.16 K. This result is in remarkable agreement with an alternative estimate of the same quantity obtained from the extrapolation to zero pressure of microwave data recorded in helium along an isotherm (section 3.5). For helium, several thermophysical properties (online supplement) are calculable from theory with remarkably small uncertainties, making it a useful calibration standard for gas metrology [29] . These properties include the leading terms in a virial equation of state [30, 31, 32] , i.e. an accurate estimate of the density  as a function of the experimental temperature and pressure. Additionally, calculated values of the polarizability of helium at zero density A  [33] and the leading dielectric virial coefficients are also available from theory or experiment [34, 35, 36, 37] . We take advantage of these unique features of helium, and prepare our microwave data, as displayed in the upper part of Figure  15 , by applying the corrections for all known perturbations discussed in the preceding section and, using (13) , by compensating for the calculated refractive index of helium with negligible additional uncertainty. These data show the contraction of the cavity internal radius caused by the equal increase of internal (within the shell) and external (in the vessel) pressure. In spite of this being a small effect, the small residuals (± 5 nm for dispersed mode data; < 1 nm for the mean of all modes) displayed in the bottom part of figure 15 highlight the remarkable precision of microwave measurements. The fitted coefficients in: TM12  TM13  TM14  TM15  TE13  TE14  TE15  TE16 mean radius as a function of p mean radius measured in vacuum radius / mm pressure / kPa
Extrapolation to zero pressure and isothermal compressibility
determine: i) our fitted estimate a 0 = (90.069 2765 ± 0.000 0003) mm of the mean radius of the cavity at zero pressure, 273.16 K, with negligible uncertainty from the fit, and consistent with our estimate of the same quantity by a direct measurement in vacuum, a 0 vac ; ii) the elastic compliance of the shell k T = (3/a)(da/dp) with the result k T /3 = − (7.484 ± 0.029) × 10
, previously reported in (2), and consistent with an other determination of the same quantity for a copper cavity [38] . Table 2 summarizes the relevant (larger than 0.05 ppm) uncertainty contributions to our microwave determination of the resonator radius. The absence in Table 2 of relevant uncertainty contributions from the extrapolation of microwave data to zero pressure, or from the discrepancies among the corrected data of several modes, demonstrates the remarkable validity of the perturbation model for the modes other than TM11. The different response of the mode TM11, which is inherent to its peculiar interaction with the electrical properties of the cavity boundary, is a major limiting factor to a further reduction of the uncertainty of a microwave determination of the mean volume of the cavity.
Uncertainty budget and final microwave estimate of the cavity radius
Acquisition and fitting of acoustic data
At each pressure along the experimental isotherm we determined the resonance frequencies f (0, n) and the halfwidths g (0, n) of nine radial acoustic modes (0,2) to (0,10) by fitting the complex voltage data recorded from the detector microphone while the frequency of the signal fed to the source microphone was swept over the range f N ± 3g N in 22 discrete steps, where f N and g N are approximate estimates of f (0, n) and g (0, n) . The fitting function included a quadratic background term, as in eq. (7) in [15] , to account for the influence of neighbouring modes in the acoustic spectrum. By comparison with the fitting results obtained with a linear background, the inclusion of the quadratic term was found to be statistically significant for the majority of the modes and particularly at low pressure, as expected by the increase of the resonance halfwidths. In a number of tests with alternative measurement protocols, by reducing or increasing the swept frequency interval and the number of points, and repeating sweeps by first increasing and then decreasing frequency, the fitted parameters remained consistent within the fitting uncertainty estimated by the covariance matrix. The fitting uncertainty increases at low pressure (∝ p -2 ) due to the combined effect of the reduction in the S/N ratio and the broadening of the resonances. The final type A uncertainty associated to the resonance frequency of each mode was the standard deviation of 24 repeated acquisitions at each pressure (Figure 16 ), which varied between a relative minimum of 0.1 ppm and a maximum of 1 ppm, depending on the mode, the pressure and the polarization voltage of the detector microphone. These uncertainties were used as weights in the final fits of the acoustic data to zero pressure (Section 4.3).
In principle, the frequency dependence of the halfwidths in the fitting function requires an additional correction to the fitted parameters f (0, n) and g (0, n) of the order Q N -2 [39] . In practice, the maximum relative value of this correction for mode (0, 2) is 0.08 ppm at 60 kPa and 0.02 ppm at 170 kPa, with a negligible impact on our final determination of the speed of sound at zero pressure. In this section we illustrate the corrections which were applied to the experimentally measured acoustic frequencies f' (0,n) to determine their corresponding unperturbed values f
Acoustic model
as needed to calculate experimental values the speed of sound in helium for each mode at each pressure
where a is our microwave estimate (4) of the mean cavity radius and the eigenvalues z (0,n) are determined by our interpretation of the geometry of our cavity (sections 3.3, 4.2.3). Figure 17 compares the values u 2 (0,n) determined from our experimental data for 9 radial acoustic modes with a reference function of pressure u In our model, the sum in (15) has contributions from the thermal boundary layer, the coupling of radial acoustic modes within the cavity with a radial elastic mode in the shell, and the finite impedance of three ducts and two microphones (online supplement). In most cases, these frequency perturbations are accompanied by energy losses which contribute to the resonance half-widths g (0,n) . Additional contributions to g (0,n) are given by thermo-viscous losses in the bulk of the fluid and by second-order corrections to heat exchange in the thermal boundary layer [41] . All these contributions are used to calculate an estimate of the half-widths g c (0,n) . Then, the adequateness of our model can be verified by the agreement of g c (0,n) with our experimental estimate of the same quantities. The comparison of figures 17 and 18 highlights the limits in the validity of our model and indicates that only a subset of the investigated modes may be used for the sake of an accurate determination of R and k. Particularly, the corrected frequency (and speed of sound) data of the (0,2) and (0,3) modes show relevant systematic differences from the other modes over the whole investigated pressure range; for mode (0,2) these differences increase linearly as a function of pressure. These same modes are also characterized by the largest excess half-widths in the dataset. Most likely, these features are a consequence of the vicinity with the breathing mode of the shell, which is calculated (section 4.2.3) at a frequency which is intermediate between that of modes (0,2) and (0,3). Both the frequencies and the half-widths of the high frequency modes (0,8), (0,9) and (0,10) show non-linear convoluted deviating trends at low pressure. Also, the half-width of mode (0,7) shows an anomalous increase below 100 kPa. As reported in previous work with helium [6, 42] these anomalous trends are a consequence of the overlap from neighboring nonradial modes in the acoustic spectrum. Due to the elevated number of components in these multiplets, with different associated amplitudes and phases, the consequences of overlapping are extremely hard to predict, apart from the general expected features that these effects will increase proportionally to p -2 , due to increase of the mode half-widths, and that the combination of phases within the single components of the multiplets may result, depending on the mode and the pressure in an increase, or a decrease of the frequency and half-width of neighbouring radial modes.
The previous observations motivate our choice of a subset of the acoustic data comprising 4 radial modes (0,4), (0,5), (0,6) and (0,7) over the limited pressure range between 170 kPa and 690 kPa to preserve the accuracy of our determination of R and k.
To highlight the limits of our model, in figure 19 we anticipate the residuals of a single global fit to our selected acoustic data as a function of pressure using eq. p / kPa a b <u 2 fit >. Remarkably, the fractional residuals span an interval of about ±1.2 ppm at 690 kPa, decreasing to ±0.5 ppm at 170 kPa. However, particularly at high pressure, where precision is comparatively better and many of the corrections in (16) are larger, it is evident that the residuals are not randomly distributed and are clearly mode dependent. The amplitude of these systematic differences are an estimator of our limited understanding of the perturbations to the acoustic eigenfunctions. As a second estimator of this limit, we considered the zero pressure limit obtained by fitting the relative excess half-widths 2g (0,n) / f (0,n) with a quadratic function of the pressure, i.e. the same function which is used to interpolate the squared acoustic frequencies. The intercept of these fits was 0.58 ppm for mode (0,4), 0.14 ppm for mode (0,5), − 0.12 ppm for mode (0,6). For mode (0,7) this estimator is biased at low pressure by the deviating trend caused by overlapping with mode (13, 2) . Finally, in figure 20 we plot the functions 2g (0,n) /(g (0,n) f (0,n) ) , which accounts for the increase of the relative fit residuals / ppm pressure / kPa half-widths at low pressure which is driven by thermal boundary layer losses. We positively interpret the trend to zero as an indication of the absence of relevant flaws in the acoustic model at low pressure. 
Boundary layer correction.
The theory of the interaction of acoustically driven gas motion in a boundary layer near the cavity wall is well established [43] . For the radial modes and the pressure range of interest in this work the relative perturbation to the resonance frequencies varies between a minimum of -54 ppm for mode (0,7) at 690 kPa and a maximum of -148 ppm for mode (0,4) at 170 kPa, representing the largest correction to the experimental frequencies and the largest contribution to the half-widths. The uncertainty associated to the calculation of this correction is small because of the recent improvements in the theoretical calculation of the thermophysical properties of helium [31] , which predict  He = (146.0349 ± 0.0014) mW m
for the thermal conductivity of helium at 273.16 K and zero pressure, with a negligible (< 0.01 ppm) impact on our determination of the squared speed of sound in helium u 0 2 . The thermal boundary layer correction also depends on pressure (or density) in a two-fold way: i) by the pressure dependence of the density and the isobaric heat capacity of the gas in the thermal penetration length; ii) by the density correction d/d of the thermal conductivity, with different literature sources [6, 44, 45] 
Thermal accommodation.
The imperfect accommodation of temperature at the interface between the gas and the cavity wall leads to a correction of the frequencies of an acoustic resonator [46] which is particularly important at low pressure. This correction is a non linear function of pressure, increasing as p -1 , so that a suitable term must be added to the acoustic virial expansion (5) used for the final fit of u 2 (p) to cancel out its effect on u 0 2 . When this is done to the present data, as recorded in July 2014, for the selected set of modes (04, 05, 06) which were found in better agreement with the perturbation model (15) over the whole pressure range between 60 kPa and 690 kPa ( figure  18) , we obtain h July = (0.410 ± 0.004). Unfortunately, this estimate is not consistent with a previous result h March = (0.389 ± 0.006) obtained from the analysis of acoustic data recorded in March 2014 in the same experimental conditions. While we do not have a convincing explanation for this inconsistency, we note that previous experimental estimates of the thermal accommodation coefficient h for helium in contact with copper vary between a minimum of (0.38 ± 0.01) [42] and a maximum of (0.41 ± 0.01) [47] . Recently, an extremely precise estimate h = (0.393 ± 0.001) was reported [5] for helium in contact with a surface of electrolytic copper with the same finishing as that of the cavity used in this work. Previous work also demonstrated that h, or the strictly related momentum accommodation coefficient are extremely sensitive to the nature of the surface of the cavity wall, and particularly to the adsorbed layer of molecules [48] , so that an independent (obtained from a different apparatus) estimate of h can not safely be assumed for the calculation of the correction needed in this work. In principle, the inconsistency between our two values h March and h July may reveal a time-dependent variation of the condition of the surface of our cavity. However, a closer observation (Figure 21 ) to the results of the fitting procedures which led to our estimates of h reveals that the residuals of the July data are increasingly deviating at the lowest pressures, a trend that was absent from the data recorded in March, seemingly more reliable. These observations drive our final choice for a mean value of the thermal accommodation coefficient h = (h March + h July )/2 = (0.399 ± 0.015), where the conservative estimate of the uncertainty encompasses all the discrepant estimates and results discussed above. The relative contribution of this uncertainty to our final determination of u 0 2 is 0.43 ppm, as reported in table 3. 
Shell coupling.
Using a classical model [49] for the acoustic admittance of our shell and tabulated values for the density and the elastic properties of copper we initially calculated the breathing mode frequency f br = 10.63 kHz. Successively, we refined our estimate of this parameter by fitting the mode-dependent acoustic slopes (∝ p) of acoustic data, previously corrected for the thermal boundary layer, as measured in helium and in argon (from an additional available dataset) with the result f br = (10.0 ± 0.1) kHz, where the reported uncertainty spans different estimates obtained by imposing different combination of fitting constraints on the elastic compliance of the shell and the second acoustic virials of helium and argon. We then used this refined estimate of f br to calculate shell corrections f (0,n) / f (0,n) using the simplified model
where int = 4.68 × 10
is the compliance of the shell to an increase in the internal pressure. Figure 22 shows the effect of applying these corrections to our acoustic data in helium. It is evident from the residual slope of mode (0,2), and to a much lesser extent of mode (0,3), that the simplified model (17) does not properly and fully account for shell coupling with these modes; however, the model drastically reduces the relative dispersion of modes (0,4) 
Geometrical correction.
Based on our microwave interpretation (section 3.3) of the cavity geometry as being suitably described by an ellipsoid with semi-axes defined by two shape parameters , we used the perturbation model for the acoustic radial modes of a triaxial ellipsoid [50] to calculate appropriate geometrical corrections to the acoustic eigenvalues. The relative difference of the corrected eigenvalues from those of a perfect sphere varies between 0.017 ppm for z (0,2) and 0.77 ppm for z (0,10) (online supplement). If, alternatively, the geometrical correction would not be applied to the microwave and the acoustic eigenvalues, our estimate of u 0 2 would be found to vary by 0.15 ppm. We account for the possible error associated to treating our misaligned cavity as an ellipsoid with an uncertainty contribution (table 3) equal to half of this variation, i.e. 0.08 ppm.
Acoustic perturbation from ducts and microphones.
The input acoustic admittance of the three ducts illustrated in figure 7 was calculated using a method based on transmission line theory [51] . The overall relative perturbation to the real and imaginary parts of the eigenfrequencies of modes (0,4) to (0,7) of our AGT is illustrated in figure 23 . As a first estimator of the uncertainty associated to the ducts corrections we repeated the calculation of the acoustic impedance of the ducts using an alternative method [52] . The compared relative differences between the predictions of these two methods was found to be always less than 0.05 ppm. As a second estimator of the possible error associated with the ducts corrections, we considered the variation in the perturbations induced by slight changes (± 5%, ± 10%) of the radius and length of the various sections comprising each duct. The gas outlet duct was found to be most sensitive to these changes, with corresponding variations of the relative frequency perturbation as large as 0.1 ppm. We finally account for the possible error of the duct correction with an uncertainty contribution to u 0 2 of 0.12 ppm. The frequency shifts and the contribution to the half-widths due to the finite acoustic impedance of two acoustic transducers (1/4-inch free-field condenser microphones) were calculated using the procedures and the model in [53] with the results displayed in figure 24 . To estimate an uncertainty contribution for these corrections, we varied those structural parameters of the microphones to which the impedance is most sensitive, i.e. the membrane tension which was varied by ± 10% and the volume of the backing-cavity which was varied by ± 30%; we found that the relative frequency corrections induced by any combination of these changes was always less than 0.05 ppm. 
Isotherm analysis and final acoustic results
We estimate the speed of sound in helium at zero pressure, 273. by a single fit of combined acoustic data for modes (0,4) to (0,7) to the following linear function of the pressure between 690 kPa and 170 kPa:
where from theory [32] . The opportunity of the latter assumption relies on the observation that when A 2 is left as a free parameter in fitting (18) , it is found to be not significantly different from zero: is based on the analysis of a significantly restricted dataset which excludes several modes and all the low-pressure data below 170 kPa. As discussed in section 4.2, we believe that such significant data rejection has a firm justification. However, for the sake of evaluating whether our final assessment of the uncertainty of u 0 2 is adequate, we now discuss the consequences of alternative choices of the final dataset. Firstly, we consider the consequences of enlarging the number of modes while maintaining the restriction of the pressure range (170 kPa to 690 kPa): i) a combined fit to seven radial modes, (0,4) to (0,10) increases u 0 2 by 0.65 ppm; ii) if the mode (0,3) is additionally included, the relative increase with respect to the same reference is 0.14 ppm. Secondly, we consider the consequences of including low-pressure data, covering the overall pressure interval between 60 kPa and 690 kPa: i) a combined fit to our original choice of the four radial modes (0,4) to (0,7) brings a relative change of u 0 2 by −0.31 ppm; ii) the additional inclusion of mode (0,3) brings a relative change of u 0 2 by −0.55 ppm. All these alternative results are consistent with our original estimate of u 0 2 within the combined standard uncertainties. Predictably, due to shell coupling and overlapping with neighbouring modes (figures 17 and 18), the inclusion in these tests of the (0,2) mode or the low-pressure data for modes (0,8) to (0,10) do not represent reasonable options, due to the large systematic residuals which lead to a dramatic increase of the associated fitting uncertainty.
Finally, the various contributions to the overall uncertainty of our determination of the squared speed of sound in helium are summarized in table 3. 
Estimate of the molar mass of helium
The choice of using helium as the working gas for AGT requires a careful assessment of the possible presence of contaminants in the test sample, including trace amounts of inert gases other than helium. In this work, our final estimate of the molar mass of the working gas relies on the results of precise mass spectrometric analyses (section 5.1) for three different samples: i) a sample of helium, denoted 7L purchased from Linde AG. This sample was analyzed to determine the isotopic ratio 3 He/ 4 He and the concentration of inert gas impurities; ii) a sample of helium purchased from Messer-Griesheim, denoted MG1, which was used for a preliminary determination of the speed of sound in our apparatus. This sample was analyzed to determine the abundances of several possible impurities including inert gases other than He, water vapor and other common contaminants; iii) a sample of helium purchased from Messer-Griesheim, denoted HeMG2, which was used for the speed of sound measurements presented and discussed in this work. This sample underwent the same type of analysis as HeMG1, and is seemingly even purer.
The speed of sound in these three samples were compared in our apparatus at the reference pressure of 105 kPa, 273.16 K (section 5.2). Within their limited precision, the results of these comparative tests were consistent with the results of the mass spectrometric analyses.
To minimize the possible contaminating effect due to outgassing or virtual leaks, acoustic measurements were conducted while continuously purging helium through the internal volume of the resonator at the large flow rate of 7.5 × 10 (100 sccm). In section 5.3 we describe a test made to obtain a quantitative estimate of the possible influence of outgassing in our experimental conditions. Our final estimate of the molar mass of our working sample and its associated uncertainty is discussed in section 5.4.
Mass spectrometric analyses
As noted previously for argon [3, 4, 6] , the variation of the isotopic composition of helium is expected to have a minor impact on the uncertainty of an absolute AGT. The origin of commercially-produced He is from the natural accumulations of 4 He rich gas in the continental crust, rendering the isotopic ratio R in bottled He significantly lower than its reference value in air R atm = ( [40] . Assuming atmospheric composition leads to an underestimate of M, due to the different origin of commercial samples [20] . To support this statement, in table 4 we list the results of mass spectrometric analyses that include the determination of R of one sample of helium previously used at INRiM -7L -from two different laboratories: i) Linde AG Central Analytics (LAG); ii) the Scottish Universities Environmental Research Centre (SUERC). In spite of their being inconsistent, with RLAG = (0.38 ± 0.02) mol mol He ratio for L7 is significantly lower than the natural abundance in air. Concentrations of residual noble gases are low (Table 4) .
Gas impurities in the helium are likely a larger contribution to speed of sound measurement than the He isotope composition. For the speed of sound measurements, helium was simply drawn from the source cylinders and purified by passing through a heated zirconium aluminum getter (SAES Getter PS2 GC50-R) designed to reduce reactive gas impurities like O 2 , H 2 O, CO, CO 2 , H 2 , CH 4 and N 2 to low parts per billion (ppb) levels or below, when operated within its maximum flow rate specification of 1.5 × 10 -4 mol s -1 (200 sccm). In a preliminary test, we alternatively routed the gas flow through the getter, or through a by-pass branch of the manifold (figure 9), to test the possible level of reactive gas impurities and estimate the effectiveness of the getter. Based on the comparison of the resonance frequencies of 4 radial acoustic modes of our resonator, this test produced a relative mean variation of the frequency of the modes by (-1.03 ± 0.02) ppm when the getter was by-passed. This could be caused by 0.5 ppm of H 2 O, 0.32 ppm of N 2 , or 0.2 ppm of CO 2 . In order to sample working gases for the identification of impurities we realized a collecting system comprising an auxiliary manifold composed by all-metal parts (gaskets, fittings, valves), 1/4-inch and 1/8-inch tube sections with electropolished internal surfaces and stainless steel gas cylinders of 1 litre volume with electropolished internal surface. The manifold was evacuated and the sampling cylinder baked (at 160 °C) for several days until the residual pressure reading from a Penning vacuum gauge was less than 5×10 -5 Pa (5×10 -7 mbar). At this point the inlet valve of the cylinder was closed and the cylinder left to cool back to ambient temperature. The cylinder was then connected to the main experimental manifold at a sampling point (figure 8) located downstream from the heated getter and upstream from the internal volume of the resonator. The sampling cylinders were filled up to 1.5 MPa by flowing at 100 sccm. We assume that the composition of the sampled gas at this point is representative of the composition of the gas within the resonator in ordinary experimental conditions. Two samples, denoted MG1 and MG2, were prepared at INRiM with this procedure, separated by a few months. The samples were drawn from two different source cylinders supplied from the manufacturer with the same purity specification (Messer-Griesheim 6.0). Within a couple of weeks after their preparation, the samples were analysed by PTB with the same instrumentation previously used for a determination of k by dielectric constant gas thermometry [7] . The gas-handling system for the inlet of the gas-sample was designed as an ultra-high-purity system using metal gaskets (VCR metal gasket), ultra-high-purity stainless-steel tubing (EN standard number 1.4435/ X2CrNiMo18-14-3), and electro-polished internal surfaces (mean roughness index Ra ≤ 0.25 μm) in all parts (tubes, valves etc.). The mass spectrometer (GAM 400, InProcess Instruments) is integrated in the gas-handling system. Its mass resolution ranges from 0.5 amu to 2 amu, with a detection limit less than 300 ppb for H2, 100 ppb for N2, 50 ppb for CO2, 20 ppb for CH4, and less than 10 ppb for most other elements and molecules. The mass spectrometer is equipped with a permanently heated gas-inlet system and a measuring chamber which was baked out for months to minimise water vapour. With this system, a measurement of spectra over at least half an hour, leads to a detection limit of 20 ppb for water. In the present measurements the relatively small sample allows for measurement times of at most 5 minutes, decreasing the S/N ratio. Therefore, a detection limit for water molecules of 100 ppb in the helium samples is a realistic upper limit. The spectra have been taken using two different methods. The first method is the measurement of spectra with reference to the residual gas in the analysis chamber. This yields correct values for noble gases. The second method is a measurement with reference to highly pure helium (nominal purity of 99.99999 %), as used in [7] . The reference helium was further purified via a purifier (adsorber) MicroTorr SP70 from SAES Pure Gas, Inc., and a helium purifier (getter) HP2 from Valco Instruments, Co. Inc. This second method is helpful for excluding gases desorbed from the inner surface of the chamber. A frequent switching between measuring the gas under test and the reference gas from the gas supply allows for correction of the mass-spectrometer drifts.
The results of these analyses are listed in table 5 and graphically shown in figure 26 . For the sample MG1 only two signals were measured above the detection limit, corresponding to small but significant amounts of argon (82 ppb) and neon (20 ppb) . For the working gas sample MG2 the only detectable impurity was neon (13 ppb). Relative differences between the squared speed of sound measured at 105 kPa, 273.16 K in two working helium samples (MG1 and MG2) and the reference value of the same quantity measured in sample L7, whose isotopic composition is known from the mass spectrometric analysis in Table 5 .1. The observed differences are consistent with those expected (dashed lines) due to the different amounts of Ne and Ar impurities measured in the three samples (Table 5.1 and Table 5 .2). The (0,5) mode datum for MG1 is not displayed on the plot because of its comparatively large uncertainty.
Comparison of speed of sound in different helium samples
Estimate of outgassing
The results reported and discussed in the previous section refer to the estimated composition of our working sample of helium at a point of our gas manifold ("sampling point" in figure 9 ) which is located upstream of the resonator where the speed of sound is measured.
In this section we address the possible contamination of the sample due to outgassing from the metal surfaces to which the measurement volume is exposed, including the internal surface of the resonator itself. For AGT conducted at high temperature, the significant impact of hydrogen outgassing from stainless steel has been previously reported [54] . At ambient temperature and below, outgassing of water is a more likely cause of concern [25] . The influence of outgassing might be minimised by continuously flushing the internal measuring volume at a high flow rate. However, a systematic dependence of speed of sound on the flow-rate was previously reported for argon [3, 4] , possibly due to thermal gradients induced by the expansion of the gas jet as it enters the cavity [15] . To assess such possible influence of the flow rate on the measured speed of sound, in a preliminary test at 300 kPa, 273.16 K, we varied the flow rate in four steps between 10 sccm and 100 sccm while continuously recording the resonance frequencies of three radial modes, observing no significant variation of the measurand within the limited relative precision of 0.3 ppm. This observation was confirmed, for flow rates up to 50 sccm, in another recent AGT experiment with helium [5] .
Subsequently we conducted a test at the lower pressure of 105 kPa to enhance the effects of outgassing in no-flow conditions. We obtained a quantitative estimate of these effects by initially recording the frequency of mode (0,4) at a constant flow rate of 100 sccm, and subsequently stopping the flow and measuring the progressive negative drift of the frequency of mode (0,4) over 20 , which is compatible with typical outgassing rates of metal surfaces after extended evacuation [25] . We used this estimate to calculate the maximum possible concentration of water vapour x H2O in our working gas in our normal experimental conditions, i.e. while flowing at 100 sccm, with the result x H2O = 0.03 ppm and a corresponding possible effect on our estimate of M of −0.12 ppm. If our assumption that the observed drift of f (0,4) is caused by outgassing of water vapour is wrong, and the cause was instead a virtual leak of nitrogen from a small volume communicating with the resonator with a large impedance to flow, then the concentration of nitrogen in our working gas would be x N2 = 0.02 ppm. We finally account for the possible effect of outgassing onto our estimate of M with a dedicated uncertainty contribution of 0.07 ppm (table 6). is derived from the slope of the negative drift of the frequency as a function of time.
Determination of the molar mass of the working helium sample
The assumption R MG2 = R L7 discussed in section 5.2, and the composition listed in table 5 for MG2 lead to our final estimate M MG2 = (4.002 6032 ± 0.000 0015) g mol -1 , where the reported uncertainty is the quadrature sum of the contributions listed in table 6. There, the relative contribution u r (M MG2 ) = 0.32 ppm of the uncertainty associated to the mass spectrometric analysis of impurities at PTB, was calculated using the sensitivity factors from table 2 in [15] , the measurement uncertainty of a detected trace amount (13 ppb) of neon, and the detection limits for the possible undetected impurities Ar, Kr, Xe and H 2 O. This calculation assumes an asymmetric rectangular distribution. 
Thermometry
To provide traceability to the current definition of the kelvin for our measurement of the temperature of the gas, we used three calibrated capsule-type standard platinum resistance thermometers (cSPRTs) in thermal contact with the shell of the resonator. In doing so, we assume that the thermal stability of our experiment was sufficient to relax any significant thermal gradient within the shell and that the relaxation time for the gas injected into the cavity to come into thermal equilibrium with the shell was sufficiently small. The slow temperature drifts which are typical of our apparatus, in the order of ± 1mK/day, compared to the time constant needed to record a complete set of acoustic and microwave data (25 mins) confirm the validity of the first assumption; the absence of changes in the measured frequencies and temperatures when the flow is abruptly switched from the normal operating conditions (100 sccm) to a no-flow condition (figure 28) support the second assumption. With minor differences, the design features of the temperature control, the thermal enclosure surrounding the resonator within its containing vessel, the circulating liquid bath thermostat and the instrumentation and the procedures used for temperature measurements in this work are the same as previously described in section 4.1 of [55] . With respect to previously published AGT work at INRiM [20, 55] , the relevant differences include the different material comprising the resonator, copper instead of stainless steel, and its larger dimensions and mass. In reason of the larger thermal conductivity of copper with respect to steel, this change was expected to reduce temperature gradients significantly, however this expectation was only partially confirmed in the course of the experiments.
Thermal gradients
The location of the three cSPRTs, respectively denoted HS156, HS157, and HS124 was approximately symmetrical along the vertical profile of the shell as illustrated in figure 3 . The mean temperature of the resonator and the maximum difference in the temperature readings from the three thermometers was found to vary only slightly depending on the experimental pressure when the resonator and the vessel were filled with helium, but increased significantly when the resonator was evacuated (figure 29). In both experimental conditions, HS124 (located in the bottom part of the shell) always indicated a higher temperature than HS157 (located slightly above the equatorial flange) and HS156 (located in the upper part of the shell); in vacuum, a vertical temperature gradient of ± 250 K was found to be symmetrical around the equator. When pressurized gas was admitted in the shell and the containing vessel, i.e. in the working experimental condition, the temperature difference between the lower and the upper part of the shell was 140 K, while the temperature difference between the lower and the equatorial part of the shell was 290 K. We interpreted all these observations as a possible indication of: i) vertical stratification of the temperature of the liquid bath surrounding the pressure vessel; ii) prevalence of a thermal link between the cavity and the bath by heat conduction through the gas contained within the vessel; iii) prevalence of a thermal link between the cavity and the bath by heat conduction through its mechanical support to the top lid of the vessel when the cavity and the vessel are evacuated. The reported thermal gradients were obtained by maximizing the depth of immersion of the pressure vessel within the bath and maximizing stirring of the liquid within the bath to remove stratification. We finally estimated the contribution of the thermal gradients (± 84 K) to the uncertainty of our determination of the gas temperature by assuming a range of uniform probability for the readings of the cSPRTs, with u r (T) = 0.31 ppm.
Calibration procedures and results
The three capsule cSPRTs were calibrated twice at the fixed points of the ITS-90 between the triple point of mercury and the freezing point of indium, as maintained at INRiM: in December 2013, before starting the AGT measurements reported in this work, and in December 2014 after their completion. In both occasions, calibration data were collected with the following measurement sequence: (1) triple point of water, T TPW ; (2) freezing point of indium T fIn ; (3) T TPW ; (4) melting point of gallium, T mGa ; (5) T TPW ; (6) triple point of mercury T Hg ; (7) T TPW . Calibration data at fixed points different from T TPW were collected in view of using the AGT for T-T90 determinations over this temperature range. For calibration of the cSPRTs in the fixed point cells an adapter stem was used, allowing measurements with the usual instrumentation and procedures used for long-stem SPRTs. The temperature excursion up to the indium point was observed to cause some annealing effect on the resistance of the thermometers. Thus, only TPW readings after annealing were considered. After letting the TPW stabilize for about one week, after mantle creation, and checking for free rotation of the mantle, the resistance of each cSPRT was measured. Special care was taken for reaching adequate thermal equilibrium in the cell before taking data. The national standard for the triple point of water as maintained at INRiM is well characterized from international comparisons [56, 57] with an estimated uncertainty of 20 K. The resistance values for each thermometer were corrected to account for the immersion depth in the cell, self heating and isotopic composition (table 7) . During resistance measurements the short term stability amounted to 10 K corresponding to 0.04 ppm. From the comparison of repeated calibrations at the TPW for each cSPRT, we determine two additional uncertainty contributions to our estimate of T: i) a contribution, denoted repeatability within calibration sequence, which represents the repeatability of the results at T TPW in the course of each calibration sequence, where the estimate 0.07 mK is the mean for the three cSPRTs; ii) a contribution, denoted thermometer stability, from the comparison of the 2013 and 2014 calibration results. For the three SPRTs a relative variation was found of 0.094 mK for HS157, 0.164 mK for HS156, −0.046 mK for HS 124. We used these data to calculate a correction to T Exp corresponding to half the mean variation for the three cSPRTs, i.e. (0.036 ± 0.030) mK, equivalent to (0.13 ± 0.11 ppm (table 7).
Resistance measurements
Three different resistance bridges, F900 cal , F18 cal and F18 Exp , were involved for the temperature calibrations and measurements related to this work. F900 cal was used for the initial calibrations in 2013, but it was no longer available and it was substituted by F18 cal when the ex-post calibration was carried out in 2014. F18 Exp was used for temperature readings associated with the acoustic and microwave measurements discussed in this work. To minimize the measurement uncertainty we adopted the same bridge settings (carrier frequency 25 Hz, sensor current 2 mA, 100  impedance, 10 4 gain, 10 Hz bandwidth) during both calibrations and measurement. Also, the same 100  Standard Resistor (R100) was employed for both calibrations and measurements (a 100  Standard Resistor was needed for scheduled calibration and measurements up to the Indium point, where the cSPRTs resistance is about 41 .
As a major drawback of this choice of instrumentation and procedures, we discovered that the three bridges read significantly different values of the ratio R25/R100 between the same 25  standard resistor (R25) and the aforementioned 100  resistor. These systematic differences in reading our reference ratio R25/R100 were found to be extremely repeatable by the following relative amounts: (F900 cal − F18 cal ) = (0.48 ± 0.03) ppm and (F900 cal − F18 Exp ) = (−0.31 ± 0.09) ppm. We used the estimated difference (F900 cal − F18 cal ) to correct calibration results in 2013 and 2014 before their comparison as discussed in the previous section. We used the estimated difference (F900 cal − F18 Exp ) to calculate an additional correction to T Exp , with an additional relative uncertainty contribution of 0.09 ppm. figure 1 ). However, they are slightly inconsistent with our previously published results, which were based on speed of sound measurements in helium at a single thermodynamic state [20] . In retrospect, we suspect that those previous results may have been biased by an underestimate of the molar mass of the helium sample and/or by the imperfect acoustic model. The contribution of these two sources of uncertainty were substantially reduced in this work, increasing confidence that the results presented in this work should supersede those previously published. Speculating about possible future improvements of the AGT technique, we observe that the imperfect acoustic performance of our experiment still represents the most relevant contribution to the overall uncertainty budget. Some practical design modifications, including the use of alternative geometries for the realization of resonators (cylinders or spherical shells with increased wall thickness) and the use of low admittance acoustic waveguides in place of condenser microphones, were recently suggested in [15] . The future adoption of these design features may reduce the uncertainty contributions of acoustics, while reducing the economic cost and the modelling and experimental effort at levels which would be more acceptable for practical applications of AGT. Also, we believe that the advantages of using helium as the working gas of an AGT -thermophysical and electrical properties calculable from theory, minor variability of the isotopic composition -may overcome the disadvantages -extreme sensitivity to common impurities. With foresight, we believe that a sealed resonant cavity containing helium maintained in permanent contact with a suitable getter material would be useful for practical AGT.
Thermometry uncertainty budget
