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Abstract
A variety of large-scale machine learning prob-
lems can be cast as instances of constrained sub-
modular maximization. Existing approaches for
distributed submodular maximization have a crit-
ical drawback: The capacity – number of in-
stances that can fit in memory – must grow with
the data set size. In practice, while one can
provision many machines, the capacity of each
machine is limited by physical constraints. We
propose a truly scalable approach for distributed
submodular maximization under fixed capacity.
The proposed framework applies to a broad class
of algorithms and constraints and provides the-
oretical guarantees on the approximation factor
for any available capacity. We empirically eval-
uate the proposed algorithm on a variety of data
sets and demonstrate that it achieves performance
competitive with the centralized greedy solution.
1. Introduction
Submodularity is a powerful concept that captures the nat-
ural notion of diminishing returns. As such, many im-
portant machine learning problems can be formulated as
constrained submodular maximization. Examples include
influence maximization (Kempe et al., 2003), document
summarization (Lin & Bilmes, 2011), and active learn-
ing (Golovin & Krause, 2011). Solving these optimization
problems on a massive scale is a great challenge and trading
off computational resources and the approximation quality
becomes paramount.
Consequently, distributed computing has received a great
deal of interest. One of the most desirable properties of dis-
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tributed algorithms is horizontal scaling – scaling to larger
instances by adding more machines of fixed capacity.
Prominent approaches in distributed submodular optimiza-
tion are often based on a two-round divide and conquer
strategy. In the first round, the data is partitioned so that
each partition can fit on one machine. Then, the sub-
problems are solved for each partition in parallel. In the
second round, the partial solutions are collected on one ma-
chine and used to calculate the final solution. It was re-
cently shown that this class of algorithms enjoys good em-
pirical and theoretical performance, often matching those
of the centralized solution (Mirzasoleiman et al., 2013).
However, existing algorithms for distributed submodular
maximization are not truly horizontally scalable. In fact,
they rely on the implicit assumption that the capacity of
each machine grows with the data set size. Consider the
submodular maximization problem with a large ground
set of size n and cardinality constraint k. Existing ap-
proaches perform well in distributing computation in the
initial round. However, problems materialize when the size
of the union of all solutions computed across the cluster ex-
ceeds the capacity of a single machine. At that point, one
cannot scale the existing approaches by adding more ma-
chines and they will simply break down. For the popular
GREEDI algorithm, this occurs if the capacity is less than
O(√nk) (Mirzasoleiman et al., 2013). Since this will in-
variably happen as n grows, this aspect is critical for true
horizontal scaling and cannot be neglected.
Our contribution. We investigate and address the prob-
lems arising from fixed machine capacity. To the best
of our knowledge, we present the first horizontally scal-
able framework for constrained submodular maximization.
For a broad class of underlying algorithms, it enables dis-
tributed submodular maximization under cardinality con-
straints. For the popular greedy algorithm, the results ex-
tend to hereditary constraints. We empirically evaluate the
proposed approach and demonstrate that it achieves perfor-
mance close to the centralized greedy solution.
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2. Background and Related Work
Let V be a ground set with cardinality n. Consider a set
function f : 2V → R+ ∪ {0}. Function f is monotone iff
for any two subsets X ⊆ Y ⊆ V , f(X) ≤ f(Y ). Function
f is submodular if and only if for any two subsets X ⊆
Y ⊆ V , and an item e ∈ V \ Y it holds that
f(X ∪ {e})− f(X) ≥ f(Y ∪ {e})− f(Y ).
We focus on the problem of maximizing a non-negative
monotone submodular function subject to a cardinality
constraint. Given an integer k, the maximizer of f is
OPT = arg max
S⊆V :|S|≤k
f(S).
The classic GREEDY algorithm (Nemhauser et al., 1978)
which starts with an empty set and iteratively adds
items with highest marginal gain achieves a (1 − 1/e)-
approximation. As the algorithm is not feasible for mas-
sive datasets, our goal is to find OPT using a distributed
algorithm with value oracle access to f .
Mirzasoleiman et al. (2013) developed the first two-round
algorithm whereby in the first round the data is arbitrar-
ily partitioned to m machines and each machine runs
GREEDY to select at most k items. The partial solutions
are then placed on a single machine for another run of
GREEDY. This approach guarantees an approximation fac-
tor of 1/Θ(min(
√
k,m)). Recently, Barbosa et al. (2015a)
showed that instead of assuming an arbitrary partitioning of
the data, one obtains an approximation factor of (1−1/e)/2
if the data is randomly partitioned. Mirrokni & Zadi-
moghaddam (2015) prove that GREEDY computes repre-
sentative subsets – coresets, and that by selecting O(k) in-
stead of k items on each machine in the first round one
obtains an approximation factor of 0.545.
The implicit assumption in these algorithms is that that the
capacity per machine µ ≥ max(n/m,mk), which implies
µ ≥ √nk, optimizing overm. Hence, the capacity needs to
grow with the data set size! As a result, they are not truly
horizontally scalable, as the maximum available memory
on each machine is essentially fixed.
Kumar et al. (2013) provide two multi-round algo-
rithms for cardinality constrained submodular maximiza-
tion. The THRESHOLDMR algorithm provides a (1/2−ε)-
approximation with high probability, inO(1/δ) rounds and
using O(knδ log n) memory per machine. Furthermore,
a variant of the algorithm, GREEDYSCALING, provides a
(1−1/e)/(1 + ε) approximation inO((log ∆)/εδ) rounds
using O(n log(n)/µ) machines with O(knδ log n) capac-
ity per machine, with high probability. There are four crit-
ical differences with respect to our work. Firstly, each call
to the pruning procedure requires a capacity of
√
2nk log n,
with high probability. However, given this capacity our
algorithm always terminates in two rounds and we em-
pirically observe approximation ratios very close to one.
Secondly, our algorithm requires capacity of knδ to com-
plete in 1/δ rounds, while their result requires capacity of
knδ log n. As a result, we require capacity greater than k,
while they require capacity of at least k log n which grows
with n. In the case of GREEDYSCALING the number of
rounds is even greater than O(1/δ), especially for a small
ε or a large ∆. Thirdly, for the THRESHOLDMR algorithm
one needs to try log(∆)/ thresholds which necessitates
n(log ∆)/(µ) machines compared to our n/µ machines,
which is optimal and critical in practice where small ε is
desired. Finally, the pruning subprocedure that the afore-
mentioned approach relies on has to be monotone, which
is not the case for both the classic greedy and stochastic
greedy. In contrast, we can use their thresholding-based
algorithm as a compression subprocedure.
Barbosa et al. (2015b) proved that for any sequential al-
gorithm that achieves an approximation factor of α and
is consistent, there exists a randomized distributed algo-
rithm that achieves a (α − ε)-approximation with con-
stant probability in O(1/ε) rounds. In particular, one can
achieve a (1 − 1/e − ε)-approximation in O(1/ε) rounds
and Θ(k
√
nk/ε2) capacity per machine.
ALGORITHM MIN. CAPACITY ROUNDS ORACLE EVALUATIONS APPROXIMATION
GREEDI
√
nk 2 O(nk) 1/Θ(min(√k,m))
RANDGREEDI
√
nk 2 O(nk) (1− 1/e)/2
RANDOMIZED CORESET
√
nk 2 O(nk) 0.545
GREEDY SCALING O(nδk logn) O( 1
εδ
log ∆
) O(n
ε
log ∆
)
1− 1/e− ε
THRESHOLDMR O(nδk logn) O( 1
δ
) O(n
ε
log k
)
1/2− ε
DTHRESHGREEDY Θ(
√
nk/ε) O(1/ε) O(nk3/ε) 1− 1/e− ε
n 1 O(nk) 1− 1/e
OUR RESULTS
√
nk 2 O(nk) (1− 1/e)/2
µ > k r = dlogµ/k n/µe+ 1 O(nk) 1/2r
Table 1. Distributed algorithms for submodular maximization with a cardinality constraint. The minimum capacity for existing algo-
rithms grows with the ground set size. If necessary, the proposed algorithm trades off the capacity and the approximation factor.
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3. A Practical Multi-Round Framework
In contrast to the previous approaches, we focus on scalable
constrained submodular maximization with fixed machine
capacity. We will first focus on cardinality constrained op-
timization and later extend the results to optimization under
hereditary constraints. To this end, we first formally define
the problem and introduce the framework.
Problem definition. We are given oracle access to a mono-
tone non-negative submodular function f defined over a
ground set V of size n and an integer k. Furthermore, we
have access to a potentially unlimited set of machines M
where each machine has limited capacity µ. Our goal is to
compute a solution S ⊆ V, |S| ≤ k under these capacity
constraints such that f(S) is competitive with the optimal
solution in the case of unlimited capacity.1
Framework. We propose the following multi-round
framework which trades off machine capacity for approxi-
mation quality. The main idea is to maintain a set of items
A and keep compressing it until it fits on one machine. The
compression is performed by a single machine algorithmA
which receives a set of items as input and outputs a set of
at most k items.
In the first round, we set A0 = V , provision m0 = dn/µe
machines and randomly partition A0 to those machines. To
ensure that different parts of the random partition have al-
most equal size we perform the partitioning as follows. To
partition N items to L parts, we assign each of the L parts
dN/Le virtual free locations. We pick items one by one,
and for each one we find a location uniformly at random
among the available locations in all machines, and assign
the item to the chosen location.
Each machine then runs algorithm A to select at most k
items from the items assigned to it. For the second round,
we set A1 to be the union of all m0 partial solutions and
provision m1 = d|A1|/µe ≤ dkm0/µe = dkn/µ2e ma-
chines. The algorithm proceeds iteratively until |At| ≤ µ.
We return the set with the maximum value among all partial
solutions and the solution on At. Pseudo-code is provided
in Algorithm 1 and one round is illustrated in Figure 1. We
note that at this point the compression algorithm A is not
yet specified.
To obtain the approximation guarantee of this framework
we first upper bound the number of rounds and then the
expected loss in each round. In this tree-based compres-
sion scheme, the number of rounds depends on the max-
imum branching factor allowed by the capacity. On the
other hand, the expected loss depends on the probability of
pruning elements from the optimal solution in each round.
1For the moment assume that f can be computed without ac-
cess to the full dataset (e.g. as in the active set selection problem).
Algorithm 1 TREE-BASED COMPRESSION
1: Input: Set V , β-nice algorithm A, k, capacity µ.
2: Output: Set S ⊆ V with |S| ≤ k.
3: S ← ∅
4: r ← dlogµ/k n/µe+ 1
5: A0 ← V
6: for t← 0 to r − 1 do
7: mt ← d|At|/µe
8: Partition At randomly into mt sets T1, . . . , Tmt .
9: for i← 1 to mt in parallel do
10: Si ← A(Ti)
11: if f(Si) > f(S) then
12: S ← Si
13: At+1 ← ∪mti=1Si
14: return S
Proposition 3.1. Let n ≥ µ > k. Then, the number of
rounds performed by Algorithm 1 is bounded by
r ≤ ⌈ ln(µ/n)/ ln(k/µ)⌉+ 1 = ⌈ logµ/k n/µ⌉+ 1.
The result follows from the fact that in each round we re-
duce the size of A by a factor of µ/k.
To instantiate the framework, one needs to provide the
compression algorithm A that will be run in each round
on each machine in parallel. A natural choice is the class
of β-nice algorithms (Mirrokni & Zadimoghaddam, 2015)
which was introduced in the context of randomized com-
posable coresets for submodular optimization.
Definition 3.2. (Mirrokni & Zadimoghaddam, 2015) Con-
sider a submodular set function f . Let A be an algorithm
that given any T ⊆ V returns subset A(T ) ⊆ T with size
at most k. AlgorithmA is a β-nice algorithm for function f
and some parameter β iff for any set T ⊆ V and any item
x ∈ T \ A(T ) the following two properties hold:
A(T \ {x}) = A(T ) (1)
f(A(T ) ∪ {x})− f(A(T )) ≤ βf(A(T ))/k (2)
Intuitively, (1) ensures that the output of the algorithm does
not depend on the items it did not select, and (2) guarantees
that the marginal value of any item that was not selected is
bounded by the average contribution of selected items. For
instance, the classic GREEDY with consistent tie-breaking
is 1-nice, and the THRESHOLDING GREEDY algorithm of
Badanidiyuru & Vondra´k (2014) is (1 + 2ε)-nice. The
STOCHASTIC GREEDY algorithm (Mirzasoleiman et al.,
2015) is a good choice for some problems. While the afore-
mentioned algorithm has not been shown to be a β-nice, we
demonstrate that it performs well empirically in Section 4.4
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Figure 1. Illustration of distributed submodular maximization using Algorithm 1. The example displays a problem where n = 16k and
µ = 2k. Initially, the ground set V is randomly partitioned to 8 machines and solutions of size k are generated using A. The resulting
8k elements are again randomly partitioned in the second round. This continues until in the fourth round there are 2k elements left on a
single machine at which point the final solution of k elements is computed.
3.1. Approximation Factor for Cardinality Constraints
For a fixed β-nice algorithm, the approximation factor af-
ter multiple rounds depends only on the number of rounds
and β. The following theorem relates the available capac-
ity with the approximation guarantee of the proposed dis-
tributed multi-round framework.
Theorem 3.3. Let f be a monotone non-negative submod-
ular function defined over the ground set V of cardinality
n, and k the cardinality constraint. Let A in Algorithm 1
be a β-nice algorithm and µ the capacity of each machine.
Then, Algorithm 1 yields a set S of size at most k with
E
[
f(S)
] ≥

1
1+β f(OPT), if µ ≥ n
1
2(1+β)f(OPT), if n > µ ≥
√
nk
1
r·(1+β)f(OPT), otherwise,
with r = dlogµ/k n/µe + 1, using at most O(n/µ) ma-
chines. If we use GREEDY as the β-nice algorithm, the
approximation factor will be at least (1 − 1/e) for µ ≥ n,
(1− 1/e)/2 for µ ≥ √nk, and 1/2r for arbitrary r.
The first two cases are due to the classic analysis of
GREEDY and the result of Barbosa et al. (2015a), respec-
tively. We will focus on the third case in which the limited
machine capacity gives rise to multiple rounds. To esti-
mate the quality of the compression scheme, we will track
how much of OPT is pruned in each round. Clearly, losing
a constant fraction would lead to an exponential decrease
of the approximation quality with respect to the number of
rounds. A more promising approach is based on bound-
ing the additive loss incurred in each round. The follow-
ing Lemma is a generalization of a result from Mirrokni &
Zadimoghaddam (2015) in that it holds for any subset, not
only OPT. The proof is provided in the Section A of the
supplementary materials.
Lemma 3.4. Consider an arbitrary subset B ⊆ V , and a
random partitioning of B into L sets T1, T2, · · · , TL. Let
Si be the output of algorithm A on Ti. If A is β-nice, for
any subset C ⊆ B with size at most k, it holds that
E
[
f(CS)
] ≥ f(C)− (1 + β)E [ max
1≤i≤L
f(Si)
]
where CS = C ∩ ( ∪1≤i≤L Si).
The proof of Theorem 3.3 follows from an iterated appli-
cation of Lemma 3.4 and a bound on the number of rounds
for a fixed capacity.
Proof of Theorem 3.3 Let OPTt be OPT∩At for 0 ≤ t ≤
r+1. In particular, OPT0 is OPT, and OPTr+1 is the items of
OPT that survive till the end of algorithm and are present in
the last set that the only machine in round r outputs. Since
the output set S of Algorithm 1 has the maximum value
among the returned sets by all machines in all rounds,
f(S) ≥ f(OPTr+1).
To get the desired approximation factor, it suffices to bound
the reduction in the value of remaining optimum items
from round t to t + 1 for each 0 ≤ t ≤ r. By applying
Lemma 3.4, and setting B = At, L = mt, and C = OPTt,
it follows that E[f(OPTt) − f(OPTt+1)] is at most 1 + β
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times the maximum value of the mt output sets in round t,
and consequently it is at most (1 +β)E[f(S)] by definition
of S. Since in the last round we have only one machine, we
can get a better bound on f(OPTr)−f(OPTr+1) as follows.
From the fact that A is a β-nice algorithm, it follows that
f(OPTr+1 ∪ {x})− f(OPTr+1) ≤ βf(OPTr+1)/k (3)
for any x ∈ OPTr. By submodularity of f , for any pair of
sets A and B, it holds that∑
x∈A
f(B ∪ {x})− f(B) ≥ f(A)− f(B).
In particular, summing over all x ∈ OPTr in Equation 3
yields f(OPTr) − f(OPTr+1) ≤ βf(OPTr+1), since there
are at most k items in OPTr. We conclude that
E[f(S)] ≥ E[f(OPTr+1)]
≥ E[f(OPTr)]/(1 + β)
≥ (f(OPT)− (r − 1)(1 + β)E[f(S)])/(1 + β)
which implies
E[f(S)] ≥ 1
r · (1 + β)f(OPT).

3.2. Approximation Factor for Hereditary Constraints
A constraint I is a family of feasible subsets of the ground
set V . The constraint I is hereditary if for any S ∈ I all
subsets of S are also in I. In submodular maximization
under hereditary constraints the goal is to find a feasible set
that maximizes f , i.e.,
OPT = max
S∈I
f(S).
Examples include cardinality constraints I = {A ⊆ V :
|A| ≤ k}, matroid constraints, where I corresponds to
the collection of independent sets of the matroid, knapsack
constraints, where I = {A ⊆ V : ∑i∈A wi ≤ b}, as well
as arbitrary combinations of such constraints.
In this section, we prove that the proposed algorithm can
be used for submodular maximization with any arbitrary
hereditary constraint I. In particular, if GREEDY is used
as the compression procedure, the algorithm achieves ap-
proximation factor ofO(αr ), where α is the approximation
factor of centralized GREEDY for submodular maximiza-
tion under hereditary constraint I. As such, the results in
this section generalize Theorem 3.3.
The following theorem relates the available capacity with
the approximation guarantee of the distributed multi-round
framework using algorithm GREEDY as the β-nice algo-
rithm for any hereditary constraint.
Theorem 3.5. Let f be a monotone non-negative submod-
ular function defined over the ground set V of cardinality
n, and I the hereditary constraint. Let A in Algorithm 1
be GREEDY and µ the capacity of each machine such that
n ≥ µ > k. Then, Algorithm 1 yields a set S ∈ I with
E[f(S)] ≥ α
r
f(OPT)
with r = dlogµ/k n/µe + 1, using at most O(n/µ) ma-
chines where α is the approximation factor of GREEDY for
maximizing f with constraint I on a single machine.
The proof builds upon the rather elegant technique from
Barbosa et al. (2015a). We start with defining the Lova´sz
extension of submodular function f . For any vector v =
{v1, v2, · · · , vn}, the Lova´sz extension is defined as
fL(v) = Eτ∼U [0,1][f({i | vi ≥ τ})].
We note that τ is drawn from the uniform distribution on
the interval [0, 1]. Submodularity of f implies the follow-
ing three properties on fL:
(A) fL(c · v) ≥ c · fL(v) for any 0 ≤ c ≤ 1.
(B) Function fL is convex.
(C) For any S ⊆ V , fL(1S) = f(S) where 1S is the
vector with 1 at the i’th entry if i ∈ S, and 0 otherwise.
We now have all the prerequisites to prove the main result.
Intuitively, our goal is to lower-bound the expected value
of the selected elements by a fraction of the expected value
of the pruned elements in each round.
Proof of Theorem 3.5 Denote the output of GREEDY on
set A by GREEDY(A). For any round 1 ≤ t ≤ r, and
machine index 1 ≤ i ≤ mt, let T ti be the set of items sent
to machine i at round t. For any item x ∈ V , and round
1 ≤ t ≤ r, let ptx be the probability that item x is not
selected by GREEDY if it is sent to a random machine in
round t. In other words,
ptx = P(x /∈ GREEDY(T ti ∪ {x})),
for i is chosen uniformly at random from {1, 2, . . . ,mt}.
Let Ot be the set of these omitted items, i.e.
Ot = {x | x /∈ GREEDY(T ti ∪ {x})}
for a random i. Since these items are not selected by
GREEDY, adding them to T ti will not change the solu-
tion. Therefore GREEDY(T ti ) = GREEDY(T
t
i ∪ Ot). Let
Sti = GREEDY(T
t
i ) be the solution of machine i in round
t. Since GREEDY provides an α approximation, and f is
monotone, it holds that
f(Sti ) = GREEDY(T
t
i ∪Ot) ≥ α · f(Ot).
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We conclude that expected value of the solution of a ran-
dom machine in round t is at least α · E[f(Ot)]. Since the
final returned set S has the maximum value over all inter-
mediate solutions it follows that
E[f(S)] ≥ α · E[f(Ot)]. (4)
On the other hand, in the last round all items Ar are col-
lected on one machine, and GREEDY selects a solution
among them. For any x ∈ OPT, let qx be the probability
that item x is present in the last round (not pruned in any
round). Let OPTS to be the set of these items, i.e.
OPTS = OPT ∩Ar.
Since GREEDY is an α approximation, the expected value
of solution in the last round and consequently the expected
value E[f(S)] are both at least α · E[f(OPTS)]. To con-
clude, we exploit the properties of the Lova´sz extension as
follows. Let q and pt be vectors with qx and ptx at compo-
nent x, respectively. It follows that
E[f(OPTS)] +
r−1∑
t=1
E[f(Ot)]
= E[fL(1OPTS )] +
r−1∑
t=1
E[fL(1Ot)]
≥ fL(E[1OPTS ]) +
r−1∑
t=1
fL(E[1Ot ])
≥ fL(q) +
r−1∑
t=1
fL(pt)
≥ fL(1OPT) = f(OPT).
The first equality is implied by the Lova´sz extension. It is
followed by Jensen’s inequality exploiting the convexity of
fL. The second inequality follows by definition. The last
inequality is implied by the fact that each x ∈ OPT is either
omitted in one of the rounds, or is present in OPTS . We
note that the probability of x being omitted in round t is
upper bounded by ptx, because it might have been omitted
in one of the earlier rounds.
Therefore, by applying (4) we conclude that
f(OPT) ≤ E[f(OPTS)] +
r−1∑
t=1
E[f(Ot)]
≤ 1
α
E[f(S)] +
r − 1
α
E[f(S)]
≤ r
α
E[f(S)]
which completes the proof. 
4. Experiments
In this section we empirically validate two main claims of
the paper. We first demonstrate that the proposed algorithm
scales horizontally. We then show that the available capac-
ity does not have a significant effect on the approximation
quality. We compare the performance of the proposed al-
gorithm to the the two-phase RANDGREEDI, centralized
GREEDY run on the entire data set, and a randomly selected
subset of size k. Finally, in a set of large-scale experi-
ments we investigate the usage of STOCHASTIC GREEDY
as the compression subprocedure. The data sets and objec-
tive functions are summarized in Table 2.
4.1. Data Sets
CSN. The Community Seismic Network uses smart
phones with accelerometers as inexpensive seismometers
for earthquake detection. In Faulkner et al. (2011), 7 GB
of acceleration data was recorded from volunteers carrying
and operating their phone in normal conditions (walking,
talking, on desk, etc.). From this data, 17-dimensional fea-
ture vectors were computed (containing frequency infor-
mation, moments, etc.).
TINY IMAGES. In our experiments we used two subsets of
the Tiny Images data set consisting of 32×32 RGB images,
each represented as a 3072 dimensional vector (Torralba
et al., 2008). We normalized the vectors to zero mean and
unit norm. Following Mirzasoleiman et al. (2013), we se-
lect a fixed random subsample of 10 000 elements for eval-
uation on each machine.
PARKINSONS. The data set consists of 5875 biomedical
voice measurements with 22 attributes from people with
early-stage Parkinsons disease (Tsanas et al., 2010). We
normalized the vectors to zero mean and unit norm.
YAHOO! WEBSCOPE R6A. This data set contains a frac-
tion of the user click log for news articles displayed in the
Featured Tab of the Today Module on Yahoo! Front Page
during the first ten days in May 2009. The data set contains
approximately 45 000 000 user visits to the Today Module.
In addition to the full data set, we also considered a subset
of size 100 000.
DATA SET N D f(S)
PARKINSONS 5800 22 LOGDET
WEBSCOPE-100K 100 000 6 LOGDET
CSN-20K 20 000 17 EXEMPLAR
TINY-10K 10 000 3074 EXEMPLAR
TINY 1 000 000 3074 EXEMPLAR
WEBSCOPE 45 000 000 6 LOGDET
Table 2. Data set size, dimension, and the objective function.
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4.2. Objective Functions
Exemplar-based clustering. A classic way to select a
set of exemplars that best represent a massive data set is
to solve the k-medoid problem (Kaufman & Rousseeuw,
1987) by minimizing the sum of pairwise dissimilarities
between exemplars A and elements of the data set V . This
problem can be converted to a submodular maximization
problem subject to a cardinality constraint as follows: First,
define L(S) := 1V minv∈S d(e, v) where d : V ×V → R+
is a distance function, encoding the dissimilarity between
elements. Then, the function that measures the reduction
in quantization error by using elements in S,
f(S) = L({e0})− L(S ∪ {e0}),
is monotone submodular and maximizing f is equivalent to
minimizing L (Krause & Golovin, 2012). We performed
several exemplar-based clustering experiments with the
distance function set to d(x, y) = ||x − y||2 and using the
zero vector as the auxiliary element e0. To exactly evaluate
f in examplar-based clustering, one needs to have access
to the full data set on each machine. Nevertheless, as this
function is additively decomposable and bounded, it can
be approximated to arbitrary precision by an appropriately
scaled sum over a random subsample (Chernoff bound).
We select a set of k most representative signals using ex-
emplar based clustering.
Active set selection. In nonparametric learning (e.g.
Sparse Gaussian Processes) we wish to find a set of repre-
sentative samples. Formally a GP is a joint probability dis-
tribution over a (possibly infinite) set of random variables
XV , indexed by our ground set V , such that every (finite)
subset XS for S = {e1, . . . , es} is distributed according to
a multivariate normal distribution, i.e., P (XS = xS) =
N(xS ;µS ,ΣS,S). µS = (µe1 , . . . , µes) and ΣS,S =
[Kei,ej ](1 ≤ i, j ≤ k) are the prior mean vector and prior
covariance matrix, respectively. The covariance matrix is
parametrized via a (positive definite kernel) function K. A
commonly used kernel function is the squared exponential
kernel K(ei, ej) = exp−||ei − ej ||2/h2. Upon observa-
tions yA = xA + nA (where nA is a vector of independent
Gaussian noise with variance σ2), the predictive distribu-
tion of a new data point e ∈ V is a normal distribution
P (Xe|yA) = N (µe|A,Σ2e|A), where
µe|A = µe + Σe,A(ΣA,A + σ2I)−1)(xA − µA)
σ2e|A = σ
2
e − Σe,A(ΣA,A + σ2I)−1ΣA,e
Note that evaluating the latter is computationally expensive
as it requires a matrix inversion. Instead, most efficient
approaches for making predictions in GPs rely on choos-
ing a small – so called active – set of data points. For in-
stance, in the Informative Vector Machine, one seeks a set
DATASET K µ1 µ2 µ3 RANDOM
WEB-100K 50 0.01 0.00 0.02 21.17
WEB-100K 100 0.01 0.01 0.00 23.06
CSN 50 0.05 0.07 0.04 51.21
CSN 100 0.05 0.05 0.04 41.40
PARKINSONS 50 0.36 0.04 0.14 31.36
PARKINSONS 100 0.11 0.06 0.13 33.38
TINY-10K 50 0.08 0.15 0.04 59.41
TINY-10K 100 0.34 0.32 0.13 47.37
Table 3. Relative error (in percentage) with respect to the central-
ized GREEDY for three fixed capacities µ (200, 400 and 800).
S such that the information gain f(S) = I(YS ;XV ) =
H(XV )−H(XV |YS) = 12 log det(I + σ−2ΣS,S) is max-
imized. This choice of f(S) is monotone submodular
(Krause & Golovin, 2012). We perform several experi-
ments optimizing the active set selection objective with a
Gaussian kernel (h = 0.5 and σ = 1).
4.3. Impact of Capacity on the Approximation factor
In the first set of experiments, we study the objective func-
tion value as a function of the available capacity. We con-
sider three baseline methods: random subset of k elements,
centralized GREEDY on the full data set, and the two-round
RANDGREEDI by Barbosa et al. (2015a). We use the lazy
variant of the GREEDY algorithm (Minoux, 1978) as the
β-nice algorithm in our multi-round proposal. For each al-
gorithm we report the ratio between the obtained function
value and the one obtained by the centralized GREEDY av-
eraged over 10 trials.
Figures 2 (a) and (c) show the results of active set selec-
tion with k = 50. Figures 2 (b) and (d) show the results of
exemplar-based clustering with k = 50. The vertical line
represents the lower-bound on the capacity required for the
two-round algorithms as per Table 1. We observe that the
proposed algorithm TREE achieves performance close to
the centralized greedy solution, even with extremely lim-
ited capacity of 2k. As expected, if the capacity exceeds√
nk, the performance matches that of RANDGREEDI.
Table 3 shows the impact of the available capacity on the
relative approximation error for various values of k. The
last column represents the relative error of a randomly se-
lected subset of size k. We remark that the algorithm
achieves a relative error of less than 1% across all data sets.
4.4. Large-scale Experiments
In the second set of experiments, we apply both GREEDY
and STOCHASTIC GREEDY (TREE and STOCHASTIC-
TREE, respectively) as pruning subprocedures. We con-
sider the full WEBSCOPE data set and a subset of 1 000 000
Horizontally Scalable Submodular Maximization
102 103 104
Capacity
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
A
p
p
ro
x
im
a
ti
o
n
ra
ti
o
(a) parkinsons
Greedy
Random
Tree
RandGreeDI
102 103 104
Capacity
0.5
0.6
0.7
0.8
0.9
1.0
A
p
p
ro
x
im
a
ti
o
n
ra
ti
o
(b) csn
Greedy
Random
Tree
RandGreeDI
102 103 104 105
Capacity
0.75
0.80
0.85
0.90
0.95
1.00
A
p
p
ro
x
im
a
ti
o
n
ra
ti
o
(c) webscope-100k
Greedy
Random
Tree
RandGreeDI
102 103 104
Capacity
0.4
0.5
0.6
0.7
0.8
0.9
1.0
A
p
p
ro
x
im
a
ti
o
n
ra
ti
o
(d) tiny-10k
Greedy
Random
Tree
RandGreeDI
20 30 40 50 60 70 80 90 100
Cardinality k
3
4
5
6
7
8
9
f
(S
)
(e) webscope
random
Greedy 0.05%
Greedy 0.1%
Stochastic ε=0.2
Stochastic ε=0.5
20 30 40 50 60 70 80 90 100
Cardinality k
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
f
(S
)
×102 (f) tiny
random
Greedy 0.05%
Greedy 0.01%
Stochastic ε=0.2
Stochastic ε=0.5
Figure 2. (a)-(d) show the approximation ratio with respect to the centralized GREEDY for varying capacity. The vertical gray line
represents the necessary capacity for the two-round algorithms. We observe that the TREE algorithm is able to cope with extremely
limited capacity (e.g. 2k). Figures (e) and (f) show the results of the large-scale experiments using both GREEDY and STOCHASTIC
GREEDY as pruning subprocedures. A slight decrease in approximation quality due to stochastic optimization is visible in (f).
TINY IMAGES. The capacity is set to a small percentage
of the ground set size (0.05% and 0.1%). Furthermore, we
consider two instances of STOCHASTIC GREEDY, one with
ε = 0.5 and the other with ε = 0.2, both with capacity of
0.05% of the ground set size.
Figure 2(e) shows the results of active set selection on
WEBSCOPE. We observe that both versions of the proposed
algorithm match the performance of centralized GREEDY,
even when the available capacity is extremely limited. Fig-
ure 2(f) shows the results of exemplar-based clustering on
TINY. We observe a slight loss in the approximation qual-
ity when using STOCHASTIC GREEDY. Our intuition is that
the variance introduced by stochastic optimization is larger
in the context of exemplar-based clustering.
5. Conclusion
Existing approaches to distributed submodular maximiza-
tion rely on the implicit assumption that the capacity of
each machine grows as the data set size increases. To the
best of our knowledge, we present the first framework for
constrained distributed submodular maximization that is
horizontally scalable: It scales to larger problem instances
by using more machines of limited capacity. Our frame-
work is based on a multi-round approach, whereby in each
round a fraction of the elements are discarded until all the
remaining elements fit on one machine. We provide ap-
proximation guarantees for distributed submodular maxi-
mization under cardinality constraints and extend the re-
sults to hereditary constraints. The proposed framework
adapts to the available capacity: If the capacity is larger
than the data set size, it emulates the centralized GREEDY.
If the capacity is at least
√
nk, it reduces to the existing
two-round approaches. Otherwise, it proceeds in multiple
rounds. We empirically evaluate the proposed approach on
a variety of data sets and demonstrate that the algorithm
achieves performance close to the centralized GREEDY so-
lution, even with extremely limited capacity.
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A. Detailed Analysis of Lemma 3.4
Let ∆(x,X) denote the marginal value of adding item x to set X , i.e., ∆(x,X) def= f(X ∪ {x}) − f(X). The sub-
modularity property for X ⊆ Y ⊆ V and item x ∈ V \ Y can now be expressed as ∆(x,X) ≥ ∆(x, Y ). Let
OPT = arg max|S|≤k f(S), and OPT
S be the set of selected items of OPT in the partial solutions
OPTS
def
= OPT ∩ (∪mi=1Si).
Lemma 3.4. Consider an arbitrary subset B ⊆ V , and a random partitioning of B into L sets T1, T2, · · · , TL. Let Si be
the output of algorithm A on Ti. If A is β-nice, for any subset C ⊆ B with size at most k, it holds that
E
[
f(CS)
] ≥ f(C)− (1 + β)E [ max
1≤i≤L
f(Si)
]
where CS = C ∩ ( ∪1≤i≤L Si).
Proof of Lemma 3.4 The proof builds on the result of Mirrokni & Zadimoghaddam (2015). The critical difference is
that it holds for any subset of C, not only OPT. To quantify the contributions of items in C, we introduce the following
formalization. Let pi be an arbitrary permutation on items of C. For each x ∈ C, define pix to be the set of items that
appear prior to x in pi. Hence, f(C) =
∑
x∈C ∆(x, pi
x). Let Gi = (C ∩ Ti) \ Si. We are going to show the following:
f(CS) ≥ f(C)−
∑
x∈C\CS
∆(x, pix) (5)
∑
x∈C\CS
∆(x, pix) =
L∑
i=1
∑
x∈Gi
∆(x, pix) ≤ β max
1≤i≤L
f(Si) +
L∑
i=1
∑
x∈Gi
(∆(x, pix)−∆(x, Si)) (6)
E
[
L∑
i=1
∑
x∈Gi
∆(x, pix)−∆(x, Si)
]
≤ 1
L
E
[
L∑
i=1
f(Si)
]
≤ max
1≤i≤L
f(Si) (7)
Given these results, we can prove the claim as follows:
E[f(CS)] ≥ f(C)−
∑
x∈C\CS
E[∆(x, pix)]
≥ f(C)− βE
[
max
1≤i≤L
f(Si)
]
+
L∑
i=1
∑
x∈Gi
E [∆(x, pix)−∆(x, Si)]
≥ f(C)− βE
[
max
1≤i≤L
f(Si)
]
+ max
1≤i≤L
f(Si).
where the expectation is taken over the random partitioning {T1, · · · , TL}. We now prove the intermediate results.
Inequality (5) follows from submodularity of f . In particular, by definition of ∆ and pix, it holds that f(C) − f(CS) =∑
x∈C\CS ∆(x, pi
x ∪ CS). By submodularity, it holds that ∆(x, pix ∪ CS) ≤ ∆(x, pix) since pix is a subset of pix ∪ CS .
Therefore f(C)− f(CS) ≤∑x∈C\CS ∆(x, pix).
Inequality (6) follows from the following decomposition. Since x ∈ C is sent to one of the L machines (x ∈ Ti for some
1 ≤ i ≤ L) it holds that∑
x∈C\CS
∆(x, pix) =
∑
1≤i≤L
∑
x∈Gi
∆(x, pix)
=
L∑
i=1
∑
x∈C∩Ti\Si
(∆(x, pix ∪ Si) + (∆(x, pix)−∆(x, pix ∪ Si)))
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By submodularity, the first term is at most ∆(x, Si). Furthermore, since x was not selected in machine i, we can upper-
bound the first term by β f(Si)k . The result follows from f(Si) ≤ max1≤i′≤L f(Si′), and the fact that there are at most k
items in C \ CS = ∪Li=1(C ∩ Ti \ Si).
Finally, to prove Inequality (7) we use randomness of partition {T1, T2, · · · , TL}. The main idea is to show that the sum
of the ∆ differences in the third claim is in expectation at most 1m fraction of sum of ∆ differences for a larger set of pairs
(i, x). In particular, we show that
E
 L∑
i=1
∑
x∈C∩Ti\Si
∆(x, pix)−∆(x, pix ∪ Si)
 ≤ 1
L
· E
[
L∑
i=1
∑
x∈C
∆(x, pix)−∆(x, pix ∪ Si)
]
.
To simplify the rest of the proof, let A be the left hand side of the above inequality, and B be its right hand side. Also to
simplify expressions A and B, we introduce the following notation: For every item x and set T ⊆ B ⊆ V , let h(x, T )
denote ∆(x, pix) − ∆(x, pix ∪ A(T )). Also let 1[x /∈ A(T ∪ {x})] be equal to one if x is not in set A(T ∪ {x}), and
zero otherwise. We note that A and B are both separable for different choices of item x and set Ti, and can be rewritten
formally using the new notation as follows:
A =
L∑
i=1
∑
x∈C
∑
T⊆V \{x}
Pr[Ti = T ∪ {x}]1[x /∈ A(T ∪ {x})]h(x, T ∪ {x})
B =
L∑
i=1
∑
x∈C
∑
T⊆V \{x}
(Pr[Ti = T ∪ {x}]h(x, T ∪ {x}) + Pr[Ti = T ]h(x, T ))
≥
L∑
i=1
∑
x∈C
∑
T⊆V \{x}
1[x /∈ A(T ∪ {x})]h(x, T ∪ {x}) (Pr[Ti = T ∪ {x}] + Pr[Ti = T ])
where the inequality is implied by the following observations. Function h is non-negative, so multiplying the sum by
1[x /∈ A(T ∪ {x})] (which is either zero or one) can only decrease its value. We can also replace one h(x, T ) with
h(x, T ∪ {x}) which does not change the value of the sum at all because when 1[x /∈ A(T ∪ {x})] = 1 (its only non-zero
value), A(T ∪ {x}) is identical to A(T ) using the first property of β-nice algorithms, and thus h(x, T ) = h(x, T ∪ {x}).
Now we can compare A, and B as follows: For any set T ⊆ V \ {x}, we have Pr[Ti = T ] and Pr[Ti = T ∪ {x}] are
equal to
(
1
L
)|T | (
1− 1L
)|V |−|T |
and
(
1
L
)|T |+1 (
1− 1L
)|V |−|T |−1
respectively. As a result, it holds that
Pr[Ti = T ∪ {x}]
Pr[Ti = T ∪ {x}] + Pr[Ti = T ] =
1
L
which implies that A ≤ B. To complete the proof, it suffices to prove that B ≤ 1LE
[∑L
i=1 f(Si)
]
. For any i,∑
x∈C
∆(x, pix ∪ Si) = f(C ∪ Si)− f(Si)
and
∑
x∈C ∆(x, pi
x) = f(C). As f is monotone it holds that f(OPT ∪ Si) ≥ f(OPT) which completes the proof. 
