Master equations are common descriptions of mesoscopic systems. Analytical solutions to these equations can rarely be obtained. We here derive a closed-form approximation of the probability distribution of the Master Equation using van Kampen's system size expansion. The solution is given in two alternative formulations: a series with continuous and a series with discrete support that can be systematically truncated. We show that the continuous distribution approximations become increasingly negative and tend to oscillations with increasing truncation order. In contrast, the discrete approximations rapidly converge to the underlying non-Gaussian distributions.
Master equations provide simple descriptions of fluctuations in mesoscopic systems. In most instances, however, the number of reachable states is so large that their combinatorial complexity prevents one from obtaining analytical solutions to these equations. A common approximate technique addressing this issue was given by van Kampen in terms of the system size expansion (SSE) [1] . The leading order term is given by the macroscopic rate equations, the next to leading order term is the linear noise approximation (LNA) whose solution is a Gaussian distribution for fluctuations about the macroscopic concentrations. This approximation has been widely applied, as for instance in biochemical kinetics [2, 3] , polymer assembly [4] , epidemics [5] , predator-prey dynamics [6] , quantum optics [7] , and machine learning [8] . In this letter, we use the higher order terms in the SSE to obtain systematic estimates of the probability distribution of the Master Equation. These new approximations are highly accurate far beyond the Gaussian approximation provided by the LNA.
Higher than LNA terms in the SSE have long been dismissed because there is no apparent probabilistic interpretation of the terms beyond the LNA. Few authors have challenged this view by calculating the next to leading order corrections to the first few moments of the distribution [9] [10] [11] . However, to-date, a systematic resolution of the distributions underlying the SSE is still missing. The resolution of this problem is crucial because it allows assessing to which extent the solution of the Master equation can be approximated through successive orders in perturbation theory. Recent work in this direction by Cianci et al. [12] proposed a continuous approximation to the distribution function by solving the SSE for the moments two orders beyond the LNA for a particular case and applying the inverse Fourier transform to the truncated moment generating function. It remains however elusive whether these solutions generally provide systematic estimates to the discrete distribution underlying the Master equation.
We here analytically derive, for the first time, a closedform series expansion of the probability distribution that can be systematically truncated to any desired order in the inverse system size. We thereby establish two alternative formulations of the expansions: a continuous and a discrete one. We further establish a connection formula between the continuous and discrete approximations. We then show that for linear birth-death processes, the continuous approximation often fails to converge reasonably fast. In contrast, the novel discrete approximation accurately converges to the true distribution with increasing truncation order. For nonlinear birth-death processes, we show that for achieving rapid convergence one requires an appropriate renormalization of the series solution.
As a starting point, we focus on the Master Equation formulation of biochemical kinetics. We therefore consider a set of R chemical reactions involving a single species confined in a volume Ω. Note that for chemical systems the system size coincides with the reaction volume. We denote by S j the net-change in the molecule numbers in the j th reaction and by Ωf j the probability per unit time for this reaction to occur. The probability of finding n molecules in the volume Ω at time t, denoted by P (n, t), then governs the CME:
where E −Sj is the step operator defined as E −Sj g(n) = g(n − S j ) for any function g(n) of the molecule numbers [1] . The system size expansion now proceeds by separating the instantaneous concentration into a deterministic and a fluctuating part using van Kampen's ansatz 
Here the probability of molecule numbers transforms as
. Equating terms to order Ω 1/2 yields the deterministic equation
The higher order terms L k can be written out explicitly
where
). In the following, we omit the superscript for s = 0, i.e., D
For example, the first term to order Ω 0 is given by the linear Fokker-Planck operator
, where we denote with J = D 1 1 the Jacobian of the deterministic rate equations.
Expanding now Π( , t) =
and equating terms to order O(Ω 0 ) we find ∂ ∂t − L 0 π 0 = 0 which is the LNA. The probability density of fluctuations about the macroscopic concentrations, described by , is given by a centered Gaussian π 0 ( ) = (
2 ) with variance σ 2 . Rearranging the remaining terms and equating terms to order Ω −n/2 , we find
This system of partial differential equations can now be solved using the eigenfunction approach. For simplicity, here, we focus on the stationary case. An extension to the time-dependent probability distribution is devised in the supplemental material (SM) [13] . Under stationary conditions, the LNA variance is σ 2 = D 0 2 /(−2J) and the time-derivative on the left hand side of Eq. (4) is taken to be zero. The eigenfunctions of L 0 with eigenvalue λ n = nJ are given by the Hermite polynomials H n ( σ )π 0 ( ) = (−σ∂ ) n π 0 ( ) [14] . We can therefore write
m H m ( σ )π 0 ( ) and hence the continuous SSE approximation is given by 
Linear birth-death process: We consider the Master Equation for a simple reaction system described yielding a Poisson distribution in steady-state conditions. (A) We compare the continuous SSE approximation to the exact distribution (gray) for different truncation orders N = 0 (LNA, blue line), 2 (green), 6 (red) and parameter values (k0 = 0.5, k1 = 1, Ω = 1) giving half a molecule on average. We observe that the continuous approximation becomes increasingly negative and tends to oscillations with increasing truncation order. (B) In contrast the discrete approximation shows no oscillations, and the overall agreement with the true distribution (gray bars) improves with increasing truncation order.
We verify after Eq. (7) below that the polynomial degree of the j th order term in the expansion is finite and given by N j = 3j.
The coefficients a
n in Eqs. (5) are now determined by multiplying Eq. (2) with
Using the eigenfunction property, the left hand side becomes −
n . Calculation of the right hand side of Eq. (2) then involves an integral of the form I
Using the latter abbreviation and setting the timederivative on the left hand side to zero we find the recurrence relation
Hence the coefficients of Eq. (5) can be expressed in terms of the coefficients to lower order in the system size expansion. Explicitly, the non-zero integrals are given by
and zero for odd (α + β) − (m + n) [13] . It can further be shown that the integral I αβ mn is non-zero only if n = m + α ± 2l for even β = 2k or n = m + α ± (2l + 1) when β = (2k + 1) is odd, where l = 0, . . . , k. The polynomial degree can be obtained by noting that a and hence using Eq. (7) and N 0 = 0 we have N j = 3j. The scaling of the rate functions given after Eq.
( [13] . Explicit expressions for the approximate probability density can now be evaluated to any desired order.
For example, truncating after terms of order Ω −1 , we obtain
6 H 6 σ π 0 ( )
To order Ω −1/2 , the non-zero coefficients are given by
while those to order Ω −1 are
3 ) 2 .
We now study the SSE solution for a linear birth-death process, i.e., those whose propensities depend at most linearly on the molecular populations. Though the continuous approximation performs well at large values of Ω, we are particularly interested in its performance when the value of Ω is decreased. Since the expansion is carried at constant average concentration, low values of Ω typically imply low numbers of molecules and non-Gaussian distributions. We consider S 1 = +1,f 1 = Ωk 0 , and S 2 = −1, f 2 = k 1 n. The exact steady state solution of the Master Equation is a Poisson distribution in this case. In Fig.  1A we show that for parameters yielding half a molecule on average, this approximation is unsatisfactory since as the higher orders beyond the LNA are included, one obtains large oscillations in the tails of the distribution. We show next that this disagreement arises due to the assumption that the support of the distribution is continuous rather than discrete as it is understood for the probability P (n, t). To clarify this issue we express the probability in terms of the characteristic function P (n, t) = 5). One now straight-forwardly establishes a connection formula between these discrete and continuous approximations via the convolution
with kernel K(s) = sin(πs)
πs . The convolution can be used to define the derivatives of the discrete probability via
and hence satisfies E −Sj P (n, t) =
analyticf . It then follows from substituting Eq. (11) in Eq. (1), that (i) P (n, t) and Π( , t) lead the same moments, and (ii) that they satisfy the same Master Equation.
Consider for example, the case where Π( ) is approximated by the LNA, the discrete approximation becomes
is the LNA's estimate for the variance in molecule numbers, and erf is the error function. Higher order approximations can then be obtained from
which follows from expressing the Hermite polynomials in terms of Gaussian derivatives and using the property of the convolution given after Eq. (11) . Note that the coefficients in the above equation are exactly those as given in Eq. (6) . For the linear birth-death process above, we show in Fig. 1B that the discrete approximation given by Eq. (9), (10) and (13) is in reasonable agreement with the true distribution when truncated after terms of order Ω −1 and shows no oscillations. The discrete series approximation is almost indistinguishable from the exact result when truncated after Ω −3 terms. Next, we turn our attention to the analysis of nonlinear birth-death processes. A particular feature of these processes is that the LNA estimates for mean and variances are no longer exact, but agree with those of the true distribution only in the limit of large system size Ω. This is for example the case for the process with effective Michaelis-Menten type degradation S 1 = +1, f 1 = Ωk 0 , and S 2 = −1,f 2 = Ωk 1 n n+ΩK . The solution of the Master Equation is a negative binomial distribution in this case [15] . In Fig. 2A and 2B, we consider two parameter sets corresponding to low and moderate numbers of molecules, respectively. We observe that in contrast to the linear case, the discrete We consider a process with nonlinear degradation rate whose exact steady state distribution is a negative binomial. The discrete SSE approximation in (A) the low (k0/k1 = 0.25, 1 molecule on average) and (B) the moderate molecule number regimes (k0/k1 = 0.9, 27 molecules on average) shows increasing oscillations with increasing truncation order. In (C) and (D) we show the approximations corresponding to the parameters used in (A) and (B), respectively, but obtained using the renormalization procedure described in the main text. The renormalized approximations are in excellent agreement with the true probability distributions. Parameters are given by Ω = 10 and K = 0.1.
approximation tends to oscillate with increasing truncation order. A possible renormalization procedure is to calculate mean and variance of to order N using the SSE a priori, and then performing the expansion about these corrected estimates. We denote these by = σ
(j) , respectively, whereσ (12) and associating a new Gaussian P 0 (n) with these estimates. The renormalized expansion is then given by
where the renormalized coefficients can be calculated from the bare ones usinḡ
as shown in the SM [13] . Here, κ
Comparing the renormalized approximations in Fig. 2C and 2D with the respective bare approximations in Fig. 2A and 2B , we observe that the former avoid oscillations, and are in excellent agreement with the true distributions.
We note that given the system size expansion for a finite set moments, the coefficients in Eq. (5) and (13) are uniquely determined similar to an Edgeworth-type expansion [13] . Thus the problem of moments provides an equivalent route of systematically constructing solutions to the Master Equation. Previous approaches have solved the problem numerically for instance using the maximum entropy principle [17] or the truncated moment generating function [12] . While the accuracy of these approximations remains unknown, analytical expressions for the probability density can not be obtained generally or might not exist.
Concluding, we have presented a closed-form resolution of the system size expansion for the probability distribution of a stochastic process described by the Master Equation. The solution is given by a series of Hermite orthogonal polynomials which can be systematically truncated. For low molecule number conditions, we found that the Hermite polynomials need to be replaced by functions with integer support. The latter yield highly accurate approximations to the Master Equation over the whole the range of molecule numbers. A multivariate extension of the result is in preparation.
