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Abstract
The aim of this thesis is to study the role of free fermions in certain classical
and quantum integrable models. The classical models studied are the KP and BKP
hierarchies of partial differential equations. We review the presence of free fermions
in the theory of these hierarchies, a topic which was established in the series of pa-
pers [16], [17], [18], [19], [20], [21], [56], [78], [79] by the Kyoto school. The quantum
models studied are descendents and relatives of the XYZ model, or its lattice equiv-
alent, the eight-vertex model [2], [3], [4], [5]. We give a number of new results in
the context of these models, revealing the presence of fermions in typical quantities
such as Bethe eigenvectors, partition functions and scalar products. The appear-
ance of classical fermions in these quantum mechanical objects has some powerful
accompanying features.
1. Generally speaking, the fermions facilitate the calculation of the objects them-
selves. Often their presence causes complete factorization, and we study a number
of partition functions and scalar products which fall under this category.
2. In special cases, the fermions allow us to prove that the object under consideration
is a solution of a classical hierarchy. Since classical hierarchies and quantum models
are both solved by a variant of inverse scattering, it is natural to expect that their
solutions should be related. We hope that the results of this thesis indicate a deeper
correspondence than that which is presently accepted in the literature.
The first two chapters of this thesis are introductory, and designed to fix the
notations and concepts which appear later. Chapter 1 is based almost exclusively
on [50], and reviews the polynomial solutions of the KP and BKP hierarchies via the
fermionic approach. Chapter 2 describes the quantum inverse scattering method of
the Leningrad school [61], in the setting of a generalized discrete model.
The last four chapters of the thesis contain new material. In chapter 3 we study
the phase model of [9], [10], in parallel with the closely related i-boson model. We
observe that the Bethe eigenvectors of these models admit a natural description in
terms of charged and neutral fermions, respectively. This proves that the scalar
products of these models are solutions of the KP and BKP hierarchies, respectively.
We also derive generating functions for ordinary and strict plane partitions using
the calculus of free fermions [35], [39]. In chapter 4 we consider the q-boson model
of [8], which specializes to the models studied in chapter 3 in the respective limits
3
4q → ∞ and q → i. We provide a description of the Bethe eigenvectors using the
more complicated algebra of t-deformed fermions [51], [52]. This leads to a fermionic
proof of a generating function for t-weighted plane partitions [36], [88].
Chapter 5 studies the trigonometric limit of the XYZ model, the XXZ model.
We review the determinant expressions discovered in [48] and [81] for the partition
function and scalar product, respectively. By writing these objects as expectation
values of charged fermions we prove that they are solutions of the KP hierarchy
[40], [41]. We also derive an explicit expression for the Bethe eigenvectors of the
model. Chapter 6 considers the trigonometric Felderhof model [24], [29], [30], [31],
which generalizes the free fermion point of the six-vertex model, and the elliptic
Deguchi-Akutsu height model [25], which generalizes the free fermion point of the
eight-vertex SOS model [4]. Motivated by the fermionic nature of these models, we
give factorized expressions for their partition functions [37], [38].
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Chapter 1
Free fermions in classical
hierarchies
1.0 Introduction
The study of classical integrable models, in modern times at least, dates back
to the work of C S Gardner, J M Greene, M D Kruskal and R M Miura in [44]. In
this seminal paper, the authors discovered the classical inverse scattering method for
solving the non-linear Korteweg-deVries (KdV) equation. The central idea behind
this method is the observation that the KdV equation can be written as the com-
patibility condition for two linear partial differential equations, the Lax pair [64],
effectively linearizing the problem. Soon afterwards, in [69] and [70], it was shown
that solutions to the KdV equation give rise to infinitely many conserved quantities,
proving that KdV is integrable in the sense of Liouville.
This chapter reviews the polynomial solutions of the KP hierarchy (which con-
tains the KdV equation as a special case), and of the BKP hierarchy. The technique
we employ stems from the collective works of M Sato, Y Sato and E Date, M Jimbo,
M Kashiwara, T Miwa in the 1980s, which culminated in the beautiful paper [50].
It involves embedding the infinite dimensional Lie algebras A∞ and B∞ in the alge-
bra of free fermions, and constructing a highest weight representation for the latter.
The solutions of the bilinear equations of the KP and BKP hierarchies are recovered
from the orbit of the highest weight vector under the corresponding transformation
groups, GL∞ and O∞, respectively.
We have written this chapter in a manner which emphasizes the similarities
between the theory of the KP and BKP hierarchies. The reader will find that
every result which applies to one hierarchy has a parallel result in the context of
the other. Except where otherwise indicated, the material of this chapter is taken
from [50], and we have adopted most of the notations contained therein. Alternative
references for the material on the KP hierarchy include chapter 9 of [1], [55] and the
detailed book [71]. Introductory material on the BKP hierarchy can also be found
in [18], [47], [76] and [90].
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The synopsis of the first part of this chapter, on the KP hierarchy, is as follows.
In section 1.1 we introduce the algebra of charged fermions Clψ and construct a
representation of this algebra on the Fock space Fψ. We write down the partition
basis for Fψ and define a bilinear form between this vector space and its dual. The
Lie algebra A∞ is given as a subalgebra of Clψ, and we define the KP evolution
operator as an element of the corresponding transformation group GL∞. We con-
clude the section by calculating the form between the dual vacuum vector under
time evolution, and a basis vector of Fψ. The result is a Schur polynomial, which
collectively comprise a basis for the space of all polynomials.
In section 1.2 we start from the KP bilinear identity, which is an integral equa-
tion, and show that it gives rise to the infinitely many partial differential equations
of the KP hierarchy. Using the basis of Schur polynomials, we write solutions of the
KP hierarchy as forms between the dual vacuum under time evolution and special
states gψ|0〉 in Fψ. We derive the necessary and sufficient condition on gψ to ensure
KP solubility, and call it the charged fermionic bilinear identity (CFBI).
In section 1.3 we construct solutions of the CFBI. We prove that gψ satisfies the
CFBI if and only if gψ ∈ GL∞. As an example, we write the partition basis vectors
of Fψ in this way, showing that every Schur polynomial is a solution of the KP
hierarchy. There exists another perspective through which the CFBI can be solved.
Expanding gψ|0〉 in the canonical basis of Fψ, we show that the CFBI is satisfied if
and only if the expansion coefficients obey the KP Plu¨cker relations. As an example,
we give an explicit determinant solution of the KP Plu¨cker relations.
The second part of this chapter, on the BKP hierarchy, has an almost identical
structure. In section 1.4 we introduce the algebra of neutral fermions Clφ and
construct a representation of this algebra on the Fock space Fφ. We give a basis
for Fφ and apply the previous bilinear form to this vector space and its dual. The
Lie algebra B∞ is given as a subalgebra of Clφ, and we define the BKP evolution
operator as an element of the corresponding transformation group O∞. We conclude
the section by calculating the form between the dual vacuum vector under time
evolution, and a basis vector of Fφ. The result is a Schur Q-polynomial, which
collectively comprise a basis for the space of polynomials in odd variables.
In section 1.5 we start from the BKP bilinear identity, and show that it gives
rise to the infinitely many partial differential equations of the BKP hierarchy. Using
the basis of Schur Q-polynomials, we write solutions of the BKP hierarchy as forms
between the dual vacuum under time evolution and special states gφ|0〉 in Fφ. We
derive the necessary and sufficient condition on gφ to ensure BKP solubility, and
call it the neutral fermionic bilinear identity (NFBI).
In section 1.6 we construct solutions of the NFBI. We prove that gφ satisfies
the NFBI if and only if gφ ∈ O∞. As an example, we write the strict partition
basis vectors of Fφ in this way, showing that every Schur Q-polynomial is a solution
of the BKP hierarchy. The NFBI can also be solved through another perspective.
Expanding gφ|0〉 in the canonical basis of Fφ, we show that the NFBI is satisfied
if and only if the expansion coefficients obey the BKP Plu¨cker relations. As an
example, we give an explicit Pfaffian solution of the BKP Plu¨cker relations.
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1.1 Charged fermions and related definitions
1.1.1 Charged fermions
Consider two infinite sets {ψm}m∈Z and {ψ∗m}m∈Z, where m is assumed to run
over all integers. The elements in these sets are called charged fermions. Each
fermion ψm is assigned positive charge (+1), while each fermion ψ
∗
m is assigned
negative charge (−1). The charged fermions obey the anticommutation relations
[ψm, ψn]+ = [ψ
∗
m, ψ
∗
n]+ = 0 (1.1.1)
[ψm, ψ
∗
n]+ = δm,n
for all m,n ∈ Z, where we have defined the anticommutator [a, b]+ = ab+ ba. These
equations contain as a special case ψ2m = ψ
∗
m
2 = 0 for all m ∈ Z, which is a defining
property of fermions.
1.1.2 Clifford algebra Clψ
The Clifford algebra Clψ is the associative algebra generated by 1 and the charged
fermions {ψm}m∈Z and {ψ∗m}m∈Z, modulo the anticommutation relations (1.1.1).
Considered as a vector space, Clψ has the basis
Basis(Clψ) =
{
1, ψm1 . . . ψmr , ψ
∗
ns . . . ψ
∗
n1 , ψm1 . . . ψmrψ
∗
ns . . . ψ
∗
n1
}
(1.1.2)
where {m1 > · · · > mr} and {ns < · · · < n1} range over all integers, and the
cardinalities of these sets take all values r, s ≥ 1. The Clifford algebra Clψ splits
into the following direct sum of subalgebras
Clψ =
⊕
i∈Z
Cl
(i)
ψ (1.1.3)
where Cl
(i)
ψ is the linear span of all monomials comprised of r positive (+1) fermions
and s negative (−1) fermions, such that r − s = i. In this chapter we are mainly
interested in the subalgebra Cl
(0)
ψ which has the basis
Basis
(
Cl
(0)
ψ
)
=
{
1, ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1
}
(1.1.4)
where {m1 > · · · > mr} and {nr < · · · < n1} range over all integers, and the
cardinality of these sets takes all values r ≥ 1.
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1.1.3 Fock representations of Clψ
We introduce a vacuum vector |0〉 and dual vacuum vector 〈0|, and define actions
of Clψ on them by setting
ψm|0〉 = ψ∗n|0〉 = 0, 〈0|ψ∗m = 〈0|ψn = 0 (1.1.5)
for all integers m < 0, n ≥ 0. The Fock space Fψ and dual Fock space F∗ψ are the
vector spaces generated linearly by the action of Clψ on |0〉 and 〈0|, respectively.
By virtue of the annihilation relations (1.1.5), they have the bases
Basis(Fψ) =
{
|0〉, ψm1 . . . ψmr |0〉, ψ∗ns . . . ψ∗n1 |0〉, ψm1 . . . ψmrψ∗ns . . . ψ∗n1 |0〉
}
(1.1.6)
where {m1 > · · · > mr ≥ 0} and {ns < · · · < n1 < 0} range over all non-negative
and negative integers, respectively, and the cardinalities of these sets take all values
r, s ≥ 1, and
Basis(F∗ψ) =
{
〈0|, 〈0|ψm1 . . . ψmr , 〈0|ψ∗ns . . . ψ∗n1 , 〈0|ψm1 . . . ψmrψ∗ns . . . ψ∗n1
}
(1.1.7)
where {0 > m1 > · · · > mr} and {0 ≤ ns < · · · < n1} range over all negative and
non-negative integers, respectively, and the cardinalities of these sets take all values
r, s ≥ 1. The representations of Clψ on the vector spaces (1.1.6) and (1.1.7) are
called the Fock representations.
Using the definition of the Clifford subalgebras (1.1.3), we decompose Fψ and
F∗ψ into the following direct sums of subspaces
Fψ =
⊕
i∈Z
F (i)ψ , F∗ψ =
⊕
i∈Z
F∗(i)ψ (1.1.8)
where F (i)ψ and F∗(i)ψ are the subspaces generated linearly by the action of Cl (i)ψ on
|0〉 and 〈0|, respectively. The bases of F (0)ψ and F∗(0)ψ are given by
Basis
(
F (0)ψ
)
=
{
|0〉, ψm1 . . . ψmrψ∗nr . . . ψ∗n1 |0〉
}
(1.1.9)
where {m1 > · · · > mr ≥ 0} and {nr < · · · < n1 < 0} range over all non-negative
and negative integers, respectively, and the cardinality of these sets takes all values
r ≥ 1, and
Basis
(
F∗(0)ψ
)
=
{
〈0|, 〈0|ψm1 . . . ψmrψ∗nr . . . ψ∗n1
}
(1.1.10)
where {0 > m1 > · · · > mr} and {0 ≤ nr < · · · < n1} range over all negative and
non-negative integers, respectively, and the cardinality of these sets takes all values
r ≥ 1.
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Remark 1. In future sections we will occasionally exploit the notation
ψ{m} = ψm1 . . . ψmr , ψ
∗
{n} = ψ
∗
ns . . . ψ
∗
n1 (1.1.11)
for all ordered sets {m} = {m1 > · · · > mr} and {n} = {ns < · · · < n1} with
cardinality r, s ≥ 1. We also define ψ{m} = ψ∗{n} = 1 when {m} and {n} are empty.
For example, using this notation the basis (1.1.9) can be written as
Basis
(
F (0)ψ
)
=
{
ψ{m}ψ∗{n}|0〉
∣∣∣ card{m} = card{n}} (1.1.12)
where {m} and {n} range over all ordered sets of non-negative and negative integers,
with the same cardinality. Similarly the basis (1.1.10) can be written as
Basis
(
F∗(0)ψ
)
=
{
〈0|ψ{m}ψ∗{n}
∣∣∣ card{m} = card{n}} (1.1.13)
where {m} and {n} range over all ordered sets of negative and non-negative integers,
with the same cardinality.
1.1.4 Partition basis
For all integers l ≥ 1 we define the charged vacua
|l〉 = ψl−1 . . . ψ0|0〉, | − l〉 = ψ∗−l . . . ψ∗−1|0〉 (1.1.14)
and the dual charged vacua
〈l| = 〈0|ψ∗0 . . . ψ∗l−1, 〈−l| = 〈0|ψ−1 . . . ψ−l (1.1.15)
It is possible to express the elements of the bases (1.1.9) and (1.1.10) in terms of
the charged vacua, as we see in the following lemma.
Lemma 1. The Fock subspaces F (0)ψ and F∗(0)ψ have the equivalent bases
Basis
(
F (0)ψ
)
=
{
|0〉, ψm1 . . . ψml | − l〉
}
(1.1.16)
where {m1 > · · · > ml > −l} range over all integers greater than −l, and all values
l ≥ 1 are allowed, and
Basis
(
F∗(0)ψ
)
=
{
〈0|, 〈−l|ψ∗nl . . . ψ∗n1
}
(1.1.17)
where {−l < nl < · · · < n1} range over all integers greater than −l, and all values
l ≥ 1 are allowed.
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Proof. Firstly, we show that every element ψm1 . . . ψml |− l〉 of (1.1.16) is an element
of (1.1.9), up to a minus sign. When l = 1 we have ψm1 | − 1〉 = ψm1ψ∗−1|0〉, which
is clearly an element of (1.1.9). For l > 1, there exists some r ≥ 1 such that
ψm1 . . . ψml | − l〉 = ψm1 . . . ψmrψmr+1 . . . ψmlψ∗−l . . . ψ∗−1|0〉 (1.1.18)
with {m1 > · · · > mr ≥ 0 > mr+1 > · · · > ml}. Let {nr < · · · < n1} be the set
{−l < · · · < −1} with the integers {ml < . . . < mr+1} omitted. Using the anti-
commutation relations (1.1.1) and the fact that the string of fermions ψmr+1 . . . ψml
annihilates the vacuum |0〉, equation (1.1.18) becomes
ψm1 . . . ψml | − l〉 = (−)
∑l
i=r+1(mi+i)ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1 |0〉 (1.1.19)
where the right hand side is an element of (1.1.9), up to an irrelevant minus sign.
Secondly, we show that every element ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1 |0〉 of (1.1.9) is an ele-
ment of (1.1.16), up to a minus sign. Defining −l = nr, we have
ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1 |0〉 = ψm1 . . . ψmrψ∗nr . . . ψ∗n1ψ−1 . . . ψ−l| − l〉 (1.1.20)
and we define {mr+1 > · · · > ml} to be the set {−1 > · · · > −l} with the omission
of {n1 > · · · > nr}. Using the anticommutation relations (1.1.1) and the fact that
the string of fermions ψ∗nr . . . ψ
∗
n1 annihilates the charged vacuum | − l〉, equation
(1.1.20) becomes
ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1 |0〉 = (−)
∑r
i=1(ni+i)ψm1 . . . ψmrψmr+1 . . . ψml | − l〉 (1.1.21)
where the right hand side is an element of (1.1.16), up to an irrelevant minus sign.
This concludes the proof that the elements of the bases (1.1.9) and (1.1.16) are in
one-to-one correspondence. The proof that the elements of the bases (1.1.10) and
(1.1.17) are in one-to-one correspondence proceeds along completely analogous lines.
A partition µ = {µ1 ≥ · · · ≥ µl > µl+1 = · · · = 0} is a set of weakly decreasing
non-negative integers, of which finitely many are non-zero. We refer to each integer
µi as a part of µ, and to the sum of all parts
|µ| =
l∑
i=1
µi (1.1.22)
as the weight of µ. The number l of non-zero parts is called the length of µ, and
denoted by ℓ(µ).
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Every partition has a pictorial representation called a Young diagram. This is
a collection of l rows of boxes, such that the ith row is µi boxes long. Throughout
the thesis, we will use the notation [n,m] to denote a rectangular Young diagram
with n rows and m columns. A partition µ will be said to satisfy µ ⊆ [n,m] if its
Young diagram fits inside the rectangle [n,m]. For more information on the theory
of partitions, we refer the reader to section 1 in chapter I of [65].
Figure 1.1: Young diagram of the partition µ = {7, 6, 6, 4, 4, 1}. In this case |µ| =
7 + 6 + 6 + 4 + 4 + 1 = 28 and ℓ(µ) = 6. This partition satisfies µ ⊂ [6, 7].
It is possible to match the elements of the bases (1.1.16) and (1.1.17) with partitions.
We define |0〉 = |∅) and 〈0| = (∅|, and for all sets of integers {m1 > · · · > ml > −l}
we write
ψm1 . . . ψml | − l〉 = |µ1, . . . , µl) = |µ), 〈−l|ψ∗ml . . . ψ∗m1 = (µ1, . . . , µl| = (µ|
(1.1.23)
where µi = mi + i for all 1 ≤ i ≤ l. Under this identification, we let |∅) and (∅|
be copies of the empty partition ∅, and |µ) and (µ| be copies of the partition µ =
{µ1 ≥ · · · ≥ µl > 0}. This gives a one-to-one correspondence between the elements
of the bases (1.1.16) and (1.1.17) and the elements of the set of all partitions. This
will prove useful in later sections, when we encounter functions which are naturally
indexed by partitions.
1.1.5 Charged fermion expectation values
For arbitrary g ∈ Clψ we define its vacuum expectation value 〈g〉 ∈ C by
〈g〉 = 〈0|g|0〉 (1.1.24)
where it is assumed that 〈0|1|0〉 = 1 and
〈0|(g1 + g2)|0〉 = 〈0|g1|0〉 + 〈0|g2|0〉, 〈0|κg1|0〉 = κ〈0|g1|0〉 (1.1.25)
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for all g1, g2 ∈ Clψ and κ ∈ C. It is straightforward to show that the anticommu-
tation relations (1.1.1), the annihilation actions (1.1.5) and the conditions (1.1.25)
define the value of 〈g〉 completely and unambiguously.
Lemma 2. Let {m1, . . . ,mr} and {n1, . . . , nr} be two arbitrary sets of integers. We
claim that
〈ψm1 . . . ψmrψ∗nr . . . ψ∗n1〉 = det
(
〈ψmiψ∗nj〉
)
1≤i,j≤r
(1.1.26)
This is a special case of Wick’s theorem, see chapter 4 of [71].
Proof. The case r = 1 is trivial, since
〈ψm1ψ∗n1〉 = det
(
〈ψmiψ∗nj 〉
)
i,j=1
(1.1.27)
Using this case as the basis for induction, we assume there exists r ≥ 2 such that
〈ψm1 . . . ψmr−1ψ∗nr−1 . . . ψ∗n1〉 = det
(
〈ψmiψ∗nj 〉
)
1≤i,j≤r−1
(1.1.28)
for all sets of integers {m1, . . . ,mr−1} and {n1, . . . , nr−1}. We define
I1 = 〈ψm1 . . . ψmrψ∗nr . . . ψ∗n1〉 (1.1.29)
I2 =
r∑
k=1
(−)k+1〈ψm1ψ∗nk〉〈ψm2 . . . ψmrψ∗nr . . . ψ̂∗nk . . . ψ∗n1〉
where {m1, . . . ,mr} and {n1, . . . , nr} are arbitrary sets of integers, and ψ̂∗nk means
the omission of the indicated fermion. By the annihilation properties (1.1.5) of
the fermions, I1 = I2 = 0 unless both m1 < 0 and m1 = {nk1 , . . . , nkl} for some
1 ≤ k1 < · · · < kl ≤ r. When both these conditions are satisfied it is readily verified
that
I1 = I2 =
∑
k∈{k1,...,kl}
(−)k+1〈ψm1ψ∗nk〉〈ψm2 . . . ψmrψ∗nr . . . ψ̂∗nk . . . ψ∗n1〉 (1.1.30)
which proves that I1 = I2 for all m1. Therefore we obtain
I1 =
r∑
k=1
(−)k+1〈ψm1ψ∗nk〉〈ψm2 . . . ψmrψ∗nr . . . ψ̂∗nk . . . ψ∗n1〉 (1.1.31)
=
r∑
k=1
(−)k+1〈ψm1ψ∗nk〉det
(
〈ψmiψ∗nj 〉
)
2≤i≤r,j 6=k
= det
(
〈ψmiψ∗nj 〉
)
1≤i,j≤r
where we used the assumption (1.1.28) to produce the (r− 1)× (r− 1) determinant
in the second line of (1.1.31). This completes the proof by induction.
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We define a bilinear form 〈, 〉 which maps F∗ψ × Fψ → C. Its action on the
arbitrary vectors 〈0|g1 ∈ F∗ψ and g2|0〉 ∈ Fψ is given by
〈
〈0|g1, g2|0〉
〉
=
〈
g1g2
〉
(1.1.32)
Let (µ| = 〈−l|ψ∗ml . . . ψ∗m1 and |ν) = ψn1 . . . ψnk | − k〉 be partition vectors. By a
straightforward calculation, we obtain
〈
(µ|, |ν)
〉
= 〈−l|ψ∗ml . . . ψ∗m1ψn1 . . . ψnk | − k〉 = δk,l
l∏
i=1
δmi,ni = δµ,ν (1.1.33)
In other words, the bilinear form (1.1.32) induces orthonormality between the par-
tition elements of F∗(0)ψ and F (0)ψ , which confirms that these vector spaces are gen-
uinely dual.
1.1.6 Lie algebra A∞
Let A∞ ⊂ Cl(0)ψ be the vector space whose elements X ∈ A∞ are given by
X =
∑
i,j∈Z
ai,j : ψiψ
∗
j : +κ (1.1.34)
where we have defined the normal ordering : ψiψ
∗
j := ψiψ
∗
j − 〈0|ψiψ∗j |0〉, and where
the coefficients satisfy ai,j = 0 for |i− j| sufficiently large, with κ ∈ C.
Lemma 3. The vector space A∞ becomes a Lie algebra when it is equipped with
the commutator as Lie bracket.
Proof. We prove the closure of A∞ under commutation. Let X be given by (1.1.34)
and define
X1 =
∑
i,j∈Z
a
(1)
i,j : ψiψ
∗
j : +κ1 (1.1.35)
where a
(1)
i,j = 0 for |i− j| sufficiently large. By a simple calculation, we obtain
[X,X1] =
∑
i,j∈Z
a
(2)
i,j : ψiψ
∗
j : +κ2 (1.1.36)
where for all i, j ∈ Z we have defined
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a
(2)
i,j =
∑
k∈Z
(
ai,ka
(1)
k,j − a(1)i,kak,j
)
(1.1.37)
and where
κ2 =
 ∑
i<0,j≥0
−
∑
i≥0,j<0
 ai,ja(1)j,i (1.1.38)
Clearly the right hand side of equation (1.1.36) is also an element of A∞, proving
the closure of the set under commutation.
1.1.7 A∞ Heisenberg subalgebra
We define operators Hm ∈ A∞ which are given by
Hm =
∑
i∈Z
: ψiψ
∗
i+m : (1.1.39)
for all m ∈ Z. Together with the central element 1, the operators {Hm}m∈Z generate
a Heisenberg subalgebra. The closure of this set follows from the commutation
relation
[Hm,Hn] = mδm+n,0 (1.1.40)
for all m,n ∈ Z.1 The Heisenberg generators (1.1.39) also have simple commutation
relations with the charged fermions (1.1.1), given by
[Hm, ψn] = ψn−m, [Hm, ψ∗n] = −ψ∗m+n (1.1.41)
for all m,n ∈ Z.
1.1.8 KP evolution operators
We introduce the Hamiltonian
H{t} =
∞∑
n=1
tnHn (1.1.42)
1For a detailed proof of (1.1.40), see the exercise 5.1 in chapter 4 of [71]. Alternatively, one can
notice that Hm,Hn are obtained from X,X1 by setting ai,j = δi+m,j , a
(1)
i,j = δi+n,j and κ = κ1 = 0.
Substituting these values into (1.1.37) and (1.1.38), we obtain the desired commutator (1.1.40) by
virtue of (1.1.36).
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where {t} = {t1, t2, t3, . . .} is an infinite set of free variables, and define the gener-
ating functions
Ψ(k) =
∑
i∈Z
ψik
i, Ψ∗(k) =
∑
i∈Z
ψ∗i k
−i (1.1.43)
where k is an indeterminate. Using these definitions and the equations (1.1.41), we
obtain the commutation relations
[H{t},Ψ(k)] =
∞∑
n=1
∑
i∈Z
[Hn, ψi]tnk
i =
( ∞∑
n=1
tnk
n
)
Ψ(k) (1.1.44)
[H{t},Ψ∗(k)] =
∞∑
n=1
∑
i∈Z
[Hn, ψ
∗
i ]tnk
−i = −
( ∞∑
n=1
tnk
n
)
Ψ∗(k) (1.1.45)
which, in turn, imply that
eH{t}Ψ(k) = exp
( ∞∑
n=1
tnk
n
)
Ψ(k)eH{t} (1.1.46)
eH{t}Ψ∗(k) = exp
(
−
∞∑
n=1
tnk
n
)
Ψ∗(k)eH{t} (1.1.47)
Following the terminology of [50], the operator eH{t} in this pair of equations is
called a KP evolution operator. As we shall see, the KP evolution operator plays
an essential role in constructing solutions of the KP hierarchy of partial differential
equations.
1.1.9 Schur polynomials
For all m ≥ 0, the one-row Schur polynomial χm{t} in the infinite set of variables
{t} is defined by
χm{t} = Coeffkm
[
exp
( ∞∑
n=1
tnk
n
)]
(1.1.48)
where Coeffkm [f(k)] denotes the coefficient of k
m in the Taylor series expansion of
f(k). We also define χm{t} = 0 when m < 0. From this definition, the Schur
polynomial 2 χµ{t} associated to the arbitrary partition µ = {µ1 ≥ · · · ≥ µl ≥ 0} is
given by
2The polynomials χµ are sometimes called character polynomials, in reference to their connection
with the linear representations of the symmetric groups, see section 7 in chapter I of [65].
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χµ{t} = det
(
χ(µi−i+j){t}
)
1≤i,j≤l
(1.1.49)
where χ(µi−i+j){t} represents a one-row Schur polynomial. The following result
maps the partition elements of F (0)ψ to their corresponding Schur polynomials.
Lemma 4. Let |µ) = |µ1, . . . , µl) = ψm1 . . . ψml | − l〉 be an element of the partition
basis of F (0)ψ , where µi = mi + i for all 1 ≤ i ≤ l. We claim that
χµ{t} = (∅|eH{t}|µ) (1.1.50)
Proof. Using the definition of the one-row Schur polynomials (1.1.48) in the commu-
tation relation (1.1.46) and then extracting the coefficient of km from the resulting
equation, we obtain
eH{t}ψm =
( ∞∑
i=0
ψ(m−i)χi{t}
)
eH{t} (1.1.51)
By definition, we have
(∅|eH{t}|µ) = 〈0|eH{t}ψm1 . . . ψml | − l〉 (1.1.52)
and using the commutation relation(1.1.51) we move the evolution operator eH{t}
in (1.1.52) towards the right, obtaining
(∅|eH{t}|µ) =
∞∑
i1,...,il=0
〈
ψ(m1−i1) . . . ψ(ml−il)ψ
∗
−l . . . ψ
∗
−1
〉
χi1{t} . . . χil{t} (1.1.53)
where we have used the fact that eH{t}| − l〉 = | − l〉. Applying lemma 2 to the
previous vacuum expectation value, we find
(∅|eH{t}|µ) =
∞∑
i1,...,il=0
det
(
〈ψ(mp−ip)ψ∗−q〉
)
1≤p,q≤l
χi1{t} . . . χil{t} (1.1.54)
Collecting the one-row Schur polynomial χip{t} as a factor multiplying the pth row
of the determinant, we obtain
(∅|eH{t}|µ) = det
 ∞∑
ip=0
〈ψ(mp−ip)ψ∗−q〉χip{t}

1≤p,q≤l
(1.1.55)
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Using the anticommutation relations (1.1.1), the annihilation properties (1.1.5), and
the fact that χm{t} = 0 for all m < 0, equation (1.1.55) becomes
(∅|eH{t}|µ) = det
∑
ip∈Z
δip,(mp+q)χip{t}

1≤p,q≤l
(1.1.56)
Finally, using the Kronecker delta to truncate the sum occurring in the previous
determinant, we obtain
(∅|eH{t}|µ) = det
(
χ(mp+q){t}
)
1≤p,q≤l
= det
(
χ(µp−p+q){t}
)
1≤p,q≤l
(1.1.57)
and the final determinant is the Schur polynomial χµ{t}.
Lemma 5. Let (µ ± 1) =
{
(µ1 ± 1) ≥ · · · ≥ (µl ± 1) ≥ 0
}
be a pair of partitions,
and set mi = µi − i for all 1 ≤ i ≤ l. We claim that
χ(µ+1){t} = det
(
χ(µi−i+j+1){t}
)
1≤i,j≤l
= 〈−1|eH{t}ψm1 . . . ψml | − l − 1〉 (1.1.58)
χ(µ−1){t} = det
(
χ(µi−i+j−1){t}
)
1≤i,j≤l
= 〈1|eH{t}ψm1 . . . ψml | − l + 1〉 (1.1.59)
Proof. Using the commutation relation (1.1.51) we move the evolution operator
eH{t} in (1.1.58) and (1.1.59) towards the right, obtaining
χ(µ+1){t} =
〈
ψ−1ψ(m1−i1) . . . ψ(ml−il)ψ
∗
(−l−1) . . . ψ
∗
−1
〉
χi1{t} . . . χil{t} (1.1.60)
χ(µ−1){t} =
〈
ψ∗0ψ(m1−i1) . . . ψ(ml−il)ψ
∗
(−l+1) . . . ψ
∗
−1
〉
χi1{t} . . . χil{t} (1.1.61)
where in both cases summation over all {0 ≤ i1, . . . , il < ∞} is implied. Using the
anticommutation relations (1.1.1) to move ψ−1 and ψ∗0 towards the right in their
respective equations (1.1.60) and (1.1.61), and then applying lemma 2, we find
χ(µ+1){t} = det
(∑
ip∈Z
〈ψ(mp−ip)ψ∗(−q−1)〉χip{t}
)
1≤p,q≤l
(1.1.62)
χ(µ−1){t} =
l∑
j=1
(−)j+1χmj{t}det
(∑
ip∈Z
〈ψ(mp−ip)ψ∗(−q+1)〉χip{t}
)
p 6=j,2≤q≤l
(1.1.63)
with χm{t} = 0 for all m < 0. Finally, evaluating the expectation values within
these determinants explicitly, we recover
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χ(µ+1){t} = det
(
χ(mp+q+1){t}
)
1≤p,q≤l
= det
(
χ(µp−p+q+1){t}
)
1≤p,q≤l
(1.1.64)
χ(µ−1){t} =
l∑
j=1
(−)j+1χmj{t}det
(
χ(mp+q−1){t}
)
p 6=j,2≤q≤l
(1.1.65)
= det
(
χ(mp+q−1){t}
)
1≤p,q≤l
= det
(
χ(µp−p+q−1){t}
)
1≤p,q≤l
where the second line of (1.1.65) follows from the expansion of an l× l determinant
down its first column.
1.1.10 Schur functions
Following section 2 in chapter I of [65], the complete symmetric function hm{x}
in the infinite set of variables {x} = {x1, x2, x3, . . .} is defined as
hm{x} = Coeffkm
[ ∞∏
i=1
1
1− xik
]
(1.1.66)
From this definition, the Schur function3 sµ{x} associated to the partition µ =
{µ1 ≥ · · · ≥ µl ≥ 0} is given by
sµ{x} = det
(
h(µi−i+j){x}
)
1≤i,j≤l
(1.1.67)
Lemma 6. The Schur polynomial χµ{t} and the Schur function sµ{x} are equal
under the change of variables tn =
1
n
∑∞
i=1 x
n
i for all n ≥ 1.
Proof. Fixing tn =
1
n
∑∞
i=1 x
n
i for all n ≥ 1, we obtain
Coeffkm
[
exp
(
∞∑
n=1
tnk
n
)]
= Coeffkm
[
exp
(
∞∑
i=1
∞∑
n=1
1
n
(xik)
n
)]
= Coeffkm
[
∞∏
i=1
1
1− xik
]
(1.1.68)
implying that χm{t} = hm{x} for all m ≥ 0. Therefore under the prescribed change
of variables we have
det
(
χ(µi−i+j){t}
)
1≤i,j≤l
= det
(
h(µi−i+j){x}
)
1≤i,j≤l
(1.1.69)
which completes the proof.
3Notice that we use the words polynomial and function to distinguish between χµ{t} and sµ{x}.
Unlike χµ{t}, which always depends on finitely many of the variables {t}, the function sµ{x} can
depend on infinitely many variables {x}, and it would be improper to call it a polynomial.
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It is well known that the Schur functions sµ{x} comprise a basis for the ring
of symmetric functions in {x}.4 This fact, together with the equality of χµ{t} and
sµ{x} under the previous change of variables, proves that the Schur polynomials
χµ{t} are a basis for the set of all polynomials in {t}.
Throughout the rest of the thesis, we will usually consider Schur functions sµ{x}
in a finite number of variables {x} = {x1, . . . , xN}. These are obtained from the
formulae (1.1.66), (1.1.67) by setting xn = 0 for all n > N . In these cases, sµ{x} = 0
if ℓ(µ) > N , which is explained in section 3, chapter I of [65].
1.2 KP hierarchy
1.2.1 KP hierarchy in bilinear form
The KP hierarchy is an infinite set of partial differential equations in infinitely
many independent variables {t} = {t1, t2, t3, . . .}. This hierarchy of differential equa-
tions actually derives from a single integral equation, called the KP bilinear identity.
A function τ{t} which satisfies every differential equation in the hierarchy, or equiv-
alently, satisfies the KP bilinear identity, is called a KP τ -function.
Define the shifted sets of variables
{t± ǫk} =
{
t1 ± k−1, t2 ± 1
2
k−2, t3 ± 1
3
k−3, . . .
}
(1.2.1)
where k is a free parameter. Using this notation, τ{t± ǫk} should be understood as
a function with nth argument tn ± 1nk−n. The KP bilinear identity is the equation
∮
exp
( ∞∑
n=1
(tn − sn)kn
)
τ{t− ǫk}τ{s + ǫk} dk
2πi
= 0 (1.2.2)
where {t} = {t1, t2, t3, . . .} and {s} = {s1, s2, s3, . . .} are two infinite sets of variables,
and the integration in the k-plane is taken around a small contour at k = ∞.
Equivalently, this equation says that the sum of residues of the integrand in the
k-plane is equal to zero.
In this thesis we will always assume that τ{t} is a polynomial in its variables. In
this special case, τ{t− ǫk} and τ{s+ ǫk} have singularities in k only at k = 0. This
means that the integral (1.2.2) is equal to the coefficient of k−1 in the Laurent series
of the integrand. Therefore, for polynomial τ -functions, the KP bilinear identity
becomes
Coeffk−1
[
exp
( ∞∑
n=1
(tn − sn)kn
)
τ{t− ǫk}τ{s+ ǫk}
]
= 0 (1.2.3)
4See section 3 in chapter I of [65].
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where Coeffk−1 [f(k)] denotes the coefficient of k
−1 in the Laurent series of f(k). We
expose the infinitely many differential equations which underly the equation (1.2.3)
by making the substitutions {t} → {t− s} and {s} → {t+ s}, giving
Coeffk−1
[
exp
(
−2
∞∑
n=1
snk
n
)
τ{t− s− ǫk}τ{t+ s+ ǫk}
]
= 0 (1.2.4)
Using the definition (1.1.48), the exponential term in (1.2.4) can be replaced with a
sum over one-row Schur polynomials, producing the equation
Coeffk−1
[ ∞∑
m=0
χm{−2s}kmτ{t− s− ǫk}τ{t+ s+ ǫk}
]
= 0 (1.2.5)
or equivalently,
∞∑
m=0
χm{−2s}Coeffk−m−1
[
τ{t− s− ǫk}τ{t+ s+ ǫk}
]
= 0 (1.2.6)
In order to progress from this last equation to an infinite set of differential equations,
we need to introduce the notion of bilinear differential operators.
Definition 1. The bilinear differential operators5 {D} = {D1,D2,D3, . . .} act on
ordered pairs of functions f{t} · g{t}. Letting P{D} denote an arbitrary polynomial
combination of these operators, we define
P{D}f{t} · g{t} = P{∂z}
(
f{t+ z}g{t − z}
)
{z}→{0}
(1.2.7)
where {∂z} = {∂z1 , ∂z2 , ∂z3 , . . .} and {t±z} = {t1±z1, t2±z2, t3±z3, . . .}, and where
we have set {z} → {0} after differentiation.
Lemma 7.
τ{t− s− ǫk}τ{t+ s+ ǫk} = exp
( ∞∑
n=1
(sn +
1
n
k−n)Dn
)
τ{t} · τ{t} (1.2.8)
Proof. For an arbitrary function f(z) and κ ∈ C, we have the Taylor series identity
f(κ) =
∞∑
n=0
fn(0)
n!
κn =
(
eκ∂zf(z)
)
z→0
(1.2.9)
5The definition of these operators is due to R Hirota, see [47].
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Extending this identity to infinitely many variables, we find
τ{t+ s+ ǫk}τ{t− s− ǫk} =exp
( ∞∑
n=1
κn∂zn
)(
τ{t+ z}τ{t − z}
)
{z}→{0}
=exp
( ∞∑
n=1
κnDn
)
τ{t} · τ{t} (1.2.10)
where we have defined κn = (sn+
1
nk
−n) for all n ≥ 1. The final line (1.2.10) follows
from the definition (1.2.7) of the action of the operators {D}, and achieves the proof
of (1.2.8).
Returning to equation (1.2.6), we employ the result (1.2.8) to obtain
∞∑
m=0
χm{−2s}Coeffk−m−1
[
exp
( ∞∑
n=1
(sn +
1
n
k−n)Dn
)]
τ{t} · τ{t} = 0 (1.2.11)
Recalling the definition (1.1.48) of the one-row Schur polynomials once again, equa-
tion (1.2.11) becomes
∞∑
m=0
χm{−2s}χ(m+1){D} exp
( ∞∑
n=1
snDn
)
τ{t} · τ{t} = 0 (1.2.12)
where we have defined the set of operators {D} = {D1, 12D2, 13D3, . . .}. For all
{1 ≤ m1 < · · · < ml} and {n1, . . . , nl ≥ 1} the coefficient of the monomial sn1m1 . . . snlml
on the left hand side of (1.2.12) must vanish, giving rise to infinitely many consistency
equations, which are the differential equations of the KP hierarchy.
Example 1. Up to an irrelevant factor the coefficient of s31 on the left hand side of
(1.2.12) is equal to
(
D41 − 4D1D3 + 3D22
)
τ{t} · τ{t}, implying that
(
D41 − 4D1D3 + 3D22
)
τ{t} · τ{t} = 0 (1.2.13)
which is the KP equation in bilinear form. Higher equations in the hierarchy are
obtained from the coefficients of different monomials.
1.2.2 Charged fermion bilinear identity
We turn to constructing solutions of the KP bilinear identity (1.2.2) using the
calculus of the charged fermions {ψm}m∈Z and {ψ∗m}m∈Z. The following result states
that certain special vacuum expectation values are KP τ -functions.
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Theorem 1. Let gψ be a finite element of Cl
(0)
ψ and define
τ{t} = 〈0|eH{t}gψ|0〉 =
〈
eH{t}gψ
〉
(1.2.14)
The polynomial τ{t} satisfies the KP bilinear identity (1.2.2) if and only if gψ satisfies
the charged fermion bilinear identity (CFBI)
∑
i∈Z
ψigψ|0〉 ⊗ ψ∗i gψ|0〉 = 0 (1.2.15)
Proof. We split the proof into three steps. In the first two steps we prove that
if (1.2.15) holds, then τ{t} as given by (1.2.14) satisfies the KP bilinear identity
(1.2.2). In the third step we prove the converse statement.
Step 1. Acting upon the left hand side of (1.2.15) with the tensored dual states
〈1|eH{t} ⊗ 〈−1|eH{s} we have the result
∑
i∈Z
〈1|eH{t}ψigψ|0〉〈−1|eH{s}ψ∗i gψ|0〉 = 0 (1.2.16)
We convert the sum on the left hand side of (1.2.16) into a contour integral, using
the generating functions (1.1.43) to write
∮
〈1|eH{t}Ψ(k)gψ |0〉〈−1|eH{s}Ψ∗(k)gψ |0〉 dk
2πik
= 0 (1.2.17)
where the contour of integration surrounds the pole at k = 0. By virtue of the
commutation relations (1.1.46) and (1.1.47), it is possible to switch the order of
eH{t} and Ψ(k), and likewise eH{s} and Ψ∗(k) in (1.2.17), giving
∮
exp
( ∞∑
n=1
(tn − sn)kn
)
〈1|Ψ(k)eH{t}gψ|0〉〈−1|Ψ∗(k)eH{s}gψ|0〉 dk
2πik
= 0 (1.2.18)
Step 2. (Lemma 8.) We propose the pair of identities
〈1|Ψ(k) = 〈0| exp
(
−
∞∑
n=1
1
n
k−nHn
)
(1.2.19)
〈−1|Ψ∗(k) = k〈0| exp
( ∞∑
n=1
1
n
k−nHn
)
(1.2.20)
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Proof. (Lemma 8.) From the definitions of the dual charged vacua (1.1.15) and the
generating functions (1.1.43), we obtain
〈1|Ψ(k) = 〈0|ψ∗0
∑
i∈Z
ψik
i = 〈0|ψ∗0
∞∑
i=0
ψ−ik−i (1.2.21)
〈−1|Ψ∗(k) = 〈0|ψ−1
∑
i∈Z
ψ∗i k
−i = k〈0|ψ−1
∞∑
i=0
ψ∗i−1k
−i (1.2.22)
where the annihilation properties (1.1.5) have been used to truncate the sums. Re-
arranging the right hand sides of these equations, we find
〈1|Ψ(k) = 〈0| +
∞∑
l=1
(−k)−l〈−l|ψ∗−l+1 . . . ψ∗0 (1.2.23)
〈−1|Ψ∗(k) = k
(
〈0|+
∞∑
i=1
k−i〈−1|ψ∗i−1
)
(1.2.24)
Now consider the expression (1.1.48) for the one-row Schur polynomial. When the
variables {t} are set to tn = ±k−n/n for all n ≥ 1, this expression simplifies greatly.
We obtain
χm{t}
∣∣∣
tn=−k−n/n
=
{
(−k)−m, m ≤ 1
0, m ≥ 2 , χm{t}
∣∣∣
tn=k−n/n
= k−m (1.2.25)
and substitute these formulae into the expression (1.1.49) for the Schur polynomial
associated to µ = {µ1 ≥ · · · ≥ µl > 0}, giving
χµ{t}
∣∣∣
tn=−k−n/n
= (−k)l
l∏
i=1
δµi,1, χµ{t}
∣∣∣
tn=k−n/n
= k−µ1δl,1 (1.2.26)
Using the result of lemma 4, these equations become
〈0| exp
(
−
∞∑
n=1
1
n
k−nHn
)
ψm1 . . . ψml | − l〉 = (−k)−l
l∏
i=1
δmi+i,1 (1.2.27)
〈0| exp
( ∞∑
n=1
1
n
k−nHn
)
ψm1 . . . ψml | − l〉 = k−m1−1δl,1 (1.2.28)
where we have defined |µ) = ψm1 . . . ψml |− l〉 as usual. Finally, due to the orthonor-
mality of partition vectors (1.1.33), we obtain
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〈0| exp
(
−
∞∑
n=1
1
n
k−nHn
)
= 〈0| +
∞∑
l=1
(−k)−l〈−l|ψ∗−l+1 . . . ψ∗0 (1.2.29)
〈0| exp
( ∞∑
n=1
1
n
k−nHn
)
= 〈0| +
∞∑
i=1
k−i〈−1|ψ∗i−1 (1.2.30)
Comparing these equations with (1.2.23) and (1.2.24), we complete the proof of
(1.2.19) and (1.2.20).
Applying (1.2.19) and (1.2.20) to equation (1.2.18), we obtain
∮
exp
( ∞∑
n=1
(tn − sn)kn
)
〈0|eH{t−ǫk}gψ|0〉〈0|eH{s+ǫk}gψ|0〉 dk
2πi
= 0 (1.2.31)
Note the disappearance of the factor of 1k from the integrand of (1.2.18), which is
due to the cancelling factor of k in (1.2.20). Equation (1.2.31) proves that if (1.2.15)
holds, functions given by (1.2.14) satisfy the KP bilinear identity (1.2.2).
Step 3. For any finite gψ ∈ Cl(0)ψ there exists an integer l ≥ 1 and coefficients
κ{m},{n} such that
∑
i∈Z
ψigψ|0〉 ⊗ ψ∗i gψ|0〉 =
∑
card{m}=l
card{n}=l
κ{m},{n}ψ{m}| − l + 1〉 ⊗ ψ{n}| − l − 1〉 (1.2.32)
where the sum is over all sets of integers {m} = {m1 > · · · > ml ≥ −l + 1} and
{n} = {n1 > · · · > nl ≥ −l − 1}, of fixed cardinality l. Acting upon both sides of
this equation with the tensored dual states 〈1|eH{t} ⊗ 〈−1|eH{s} we find
∮
exp
(
∞∑
n=1
(tn − sn)kn
)
〈0|eH{t−ǫk}gψ|0〉〈0|eH{s+ǫk}gψ|0〉 dk
2πi
= (1.2.33)∑
card{m}=l
card{n}=l
κ{m},{n}χ(µ−1){t}χ(ν+1){s}
where the left hand side has already been derived in steps 1 and 2, and the right
hand side follows from lemma 5, with µi = mi + i and νi = ni + i. Assuming that
τ{t} as given by (1.2.14) satisfies the KP bilinear identity, we thus obtain
∑
card{m}=l
card{n}=l
κ{m},{n}χ(µ−1){t}χ(ν+1){s} = 0 (1.2.34)
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which can only be true if all of the coefficients κ{m},{n} = 0, since the Schur poly-
nomials are linearly independent. Substituting this trivial value for the coefficients
into (1.2.32), we recover the CFBI (1.2.15). This completes the proof of the converse
statement.
1.3 Solutions of the CFBI
1.3.1 Orbit of GL∞
Theorem 2. Suppose gψ is a finite element of Cl
(0)
ψ . Then gψ solves the CFBI
(1.2.15) if and only if
gψ|0〉 = eX1 . . . eXl |0〉 (1.3.1)
for some {X1, . . . ,Xl} ∈ A∞. In other words, the solution space of (1.2.15) is
generated by the orbit of the Lie group
GL∞ =
{
eX1 . . . eXl
∣∣∣ Xi ∈ A∞ for all 1 ≤ i ≤ l} (1.3.2)
Proof. We split the proof into two steps. In the first step we prove the forward
statement, in the second step we prove its converse.
Step 1. (Lemma 9.) Let |u〉 and |v〉 be arbitrary state vectors in Fψ, and let
gψ = e
X1 . . . eXl with each Xi ∈ A∞. We have
∑
i∈Z
ψigψ|u〉 ⊗ ψ∗i gψ|v〉 =
∑
i∈Z
gψψi|u〉 ⊗ gψψ∗i |v〉 (1.3.3)
Proof. (Lemma 9.) For m ≥ 0 and arbitrary X ∈ A∞, let Pm denote the proposition
(ψi ⊗ ψ∗i )
m∑
n=0
(
m
n
)
Xn ⊗Xm−n =
m∑
n=0
(
m
n
)
Xn ⊗Xm−n(ψi ⊗ ψ∗i ) (1.3.4)
where summation over all integers i is implied. The proposition P0 is trivial. Fur-
thermore, letting X ∈ A∞ be given by (1.1.34), by direct calculation we obtain the
commutation relations
[ψi,X] = −
∑
j∈Z
aj,iψj , [ψ
∗
i ,X] =
∑
j∈Z
ai,jψ
∗
j (1.3.5)
Using these commutators in the left hand side of P1, we obtain
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(ψi ⊗ ψ∗i )(1⊗X +X ⊗ 1) =(1⊗X +X ⊗ 1)(ψi ⊗ ψ∗i ) + ai,jψi ⊗ ψ∗j − aj,iψj ⊗ ψ∗i
=(1⊗X +X ⊗ 1)(ψi ⊗ ψ∗i ) (1.3.6)
where summation over all integers i, j is implied. This proves P1 is true. Now
suppose Pm is true for some m ≥ 1. Using the identity
(m
n
)
+
( m
n−1
)
=
(m+1
n
)
for all
1 ≤ n ≤ m, we write
(ψi ⊗ ψ∗i )
m+1∑
n=0
(
m+ 1
n
)
Xn ⊗Xm+1−n = (1.3.7)
(ψi ⊗ ψ∗i )
(
m∑
n=0
(
m
n
)
Xn ⊗Xm+1−n +
m+1∑
n=1
(
m
n− 1
)
Xn ⊗Xm+1−n
)
with summation implied over all integers i. Shifting the summation index of the
second sum on the right hand side of (1.3.7), we obtain
(ψi ⊗ ψ∗i )
m+1∑
n=0
(
m+ 1
n
)
Xn ⊗Xm+1−n = (ψi ⊗ ψ∗i )
m∑
n=0
(
m
n
)
Xn ⊗Xm−n(1⊗X +X ⊗ 1)
(1.3.8)
Now it is possible to use Pm and P1 in the right hand side of (1.3.8), to obtain
(ψi ⊗ ψ∗i )
m+1∑
n=0
(
m+ 1
n
)
Xn ⊗Xm+1−n =
m∑
n=0
(
m
n
)
Xn ⊗Xm−n(ψi ⊗ ψ∗i )(1⊗X +X ⊗ 1)
=
m∑
n=0
(
m
n
)
Xn ⊗Xm−n(1⊗X +X ⊗ 1)(ψi ⊗ ψ∗i )
(1.3.9)
Finally, we use the reverse of (1.3.8) in the right hand side of (1.3.9), giving
(ψi ⊗ ψ∗i )
m+1∑
n=0
(
m+ 1
n
)
Xn ⊗Xm+1−n =
m+1∑
n=0
(
m+ 1
n
)
Xn ⊗Xm+1−n(ψi ⊗ ψ∗i )
(1.3.10)
Therefore Pm true =⇒ Pm+1 true, and the proposition (1.3.4) holds for all m ≥ 0
by induction. By virtue of the proposition (1.3.4), for any X ∈ A∞ we have
1.3 Solutions of the CFBI 45
(ψi ⊗ ψ∗i )(eX ⊗ eX)|u〉 ⊗ |v〉 =(ψi ⊗ ψ∗i )
∞∑
m=0
1
m!
m∑
n=0
(
m
n
)
Xn ⊗Xm−n|u〉 ⊗ |v〉
=
∞∑
m=0
1
m!
m∑
n=0
(
m
n
)
Xn ⊗Xm−n(ψi ⊗ ψ∗i )|u〉 ⊗ |v〉
=(eX ⊗ eX)(ψi ⊗ ψ∗i )|u〉 ⊗ |v〉 (1.3.11)
Therefore we have proved that
∑
i∈Z
ψie
X |u〉 ⊗ ψ∗i eX |v〉 =
∑
i∈Z
eXψi|u〉 ⊗ eXψ∗i |v〉 (1.3.12)
for arbitrary X ∈ A∞. Using (1.3.12) l times successively, once for each eXi in gψ,
we obtain equation (1.3.3).
Corollary. Having established the validity of equation (1.3.3) we employ a partic-
ular case of it, namely when |u〉 = |v〉 = |0〉, which gives
∑
i∈Z
ψigψ|0〉 ⊗ ψ∗i gψ|0〉 =
∑
i∈Z
gψψi|0〉 ⊗ gψψ∗i |0〉 = 0 (1.3.13)
where the final equality is due to the fact that for all i ∈ Z either ψi|0〉 = 0 or
ψ∗i |0〉 = 0. Equation (1.3.13) completes the proof that when gψ|0〉 is of the form
(1.3.1), gψ satisfies the CFBI (1.2.15).
Step 2. (Lemma 10.) Let gψ ∈ Cl(0)ψ satisfy the CFBI (1.2.15). Then for suitable
{X1, . . . ,Xl} ∈ A∞ we can write gψ|0〉 = eX1 . . . eXl |0〉.
Proof. (Lemma 10.) We use the method of proof given in chapter 5 of [71]. Since
gψ|0〉 ∈ F (0)ψ we can expand it in terms of the basis (1.1.9) to give
gψ|0〉 = c∅|0〉+
∑
m≥0,n<0
cm,nψmψ
∗
n|0〉+ g(1)ψ |0〉 (1.3.14)
for some suitable coefficients c∅ and cm,n, and where all monomials within g
(1)
ψ ∈ Cl(0)ψ
consist of at least two positive (+1) fermions and two negative (−1) fermions.6 From
here, we need to consider the cases c∅ 6= 0 and c∅ = 0 separately.
Case 1. (c∅ 6= 0) We define elements X1,X2 of A∞ as follows
6Throughout the rest of the proof, we will always use g
(i)
ψ to denote an element of Cl
(0)
ψ with
precisely this property.
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X1 = log c∅, X2 =
∑
m≥0,n<0
c(1)m,nψmψ
∗
n (1.3.15)
where c
(1)
m,n = cm,n/c∅ for all m ≥ 0, n < 0. We trivially obtain
e−X1gψ|0〉 = |0〉+
∑
m≥0,n<0
c(1)m,nψmψ
∗
n|0〉+ g(2)ψ |0〉 (1.3.16)
where we have defined g
(2)
ψ = g
(1)
ψ /c∅. Next, we act on equation (1.3.16) with the
operator e−X2 . Term by term we have
e−X2 |0〉 = |0〉 −
∑
m≥0,n<0
c(1)m,nψmψ
∗
n|0〉+ g(3)ψ |0〉 (1.3.17)
e−X2
∑
m≥0,n<0
c(1)m,nψmψ
∗
n|0〉 =
∑
m≥0,n<0
c(1)m,nψmψ
∗
n|0〉 + g(4)ψ |0〉 (1.3.18)
e−X2g(2)ψ |0〉 = g(5)ψ |0〉 (1.3.19)
for some suitable g
(3)
ψ , g
(4)
ψ , g
(5)
ψ ∈ Cl(0)ψ . Combining these three results, we obtain
e−X2e−X1gψ|0〉 = |0〉+ g(6)ψ |0〉 (1.3.20)
where we have defined g
(6)
ψ = g
(3)
ψ + g
(4)
ψ + g
(5)
ψ . By virtue of equation (1.3.3) and the
fact that gψ obeys the CFBI (1.2.15), we have
0 =
∑
i∈Z
e−X2e−X1ψigψ|0〉 ⊗ e−X2e−X1ψ∗i gψ|0〉 (1.3.21)
=
∑
i∈Z
ψie
−X2e−X1gψ|0〉 ⊗ ψ∗i e−X2e−X1gψ|0〉
Substituting equation (1.3.20) for e−X2e−X1gψ|0〉 into the second line of (1.3.21) and
using the annihilation properties (1.1.5), we find
∑
i≥0
ψi|0〉 ⊗ ψ∗i g(6)ψ |0〉 +
∑
i<0
ψig
(6)
ψ |0〉 ⊗ ψ∗i |0〉 +
∑
i∈Z
ψig
(6)
ψ |0〉 ⊗ ψ∗i g(6)ψ |0〉 = 0
(1.3.22)
We recall that all monomials within g
(6)
ψ ∈ Cl(0)ψ consist of at least two positive (+1)
fermions and two negative (−1) fermions. Therefore the left hand side of (1.3.22)
vanishes if and only if
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ψmg
(6)
ψ |0〉 = ψ∗ng(6)ψ |0〉 = 0 (1.3.23)
for all m < 0, n ≥ 0. The only possible resolution of this equation is that g(6)ψ |0〉 = 0.
Substituting this value of g
(6)
ψ |0〉 into (1.3.20) we see that e−X2e−X1gψ|0〉 = |0〉, or
equivalently, gψ|0〉 = eX1eX2 |0〉. This completes the proof in the case c∅ 6= 0.
Case 2. (c∅ = 0) We begin by stating an identity which we use in the proof.
Fix two integers p ≥ 0, q < 0 and two sets {m} = {m1 > · · · > mr ≥ 0} and
{n} = {n1 < · · · < nr < 0}. The identity reads
e−ψpψ
∗
q eψqψ
∗
pψ{m}ψ∗{n}|0〉 =

(−)i+j+r+1ψ{m\mi}ψ∗{n\nj}|0〉, p = mi
q = nj
ψ{m}ψ∗{n}|0〉 − ψpψ{m}ψ∗{n}ψ∗q |0〉, p 6∈ {m}
q 6∈ {n}
ψ{m}ψ∗{n}|0〉, otherwise
(1.3.24)
where we have used the notation {m\mi}, {n\nj} to denote the omission of the ith
and jth elements from the sets {m} and {n}, respectively. Returning to the proof,
we observe that since c∅ = 0 we can write
gψ|0〉 =
∑
card{m}=r
card{n}=r
c{m},{n}ψ{m}ψ∗{n}|0〉+ g(7)ψ |0〉 (1.3.25)
where the sum is taken over all ordered sets of integers {m1 > · · · > mr ≥ 0} and
{n1 < · · · < nr < 0} of some fixed cardinality r ≥ 1, and all monomials within
g
(7)
ψ ∈ Cl(0)ψ consist of at least r + 1 positive (+1) fermions and r + 1 negative
(−1) fermions. Let c{p},{q} be a particular non-zero coefficient in the sum (1.3.25),
corresponding to the sets {p} = {p1 > · · · > pr ≥ 0} and {q} = {q1 < · · · < qr < 0},
and define
X2i−1 = −ψqiψ∗pi , X2i = ψpiψ∗qi (1.3.26)
for all 1 ≤ i ≤ r. Successively applying the identity (1.3.24) to gψ|0〉, we obtain
e−X2re−X2r−1 . . . e−X2e−X1gψ|0〉 = c(2)∅ |0〉+
∑
m≥0,n<0
c(2)m,nψmψ
∗
n|0〉 + g(8)ψ |0〉 (1.3.27)
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with c
(2)
∅ = (−)r(r−1)/2c{p},{q} and the remaining coefficients c
(2)
m,n suitably chosen,
and where all monomials within g
(8)
ψ ∈ Cl(0)ψ consist of at least two positive (+1)
fermions and two negative (−1) fermions. Since c(2)∅ 6= 0, we can apply the procedure
of case 1 to (1.3.27), ultimately obtaining
gψ|0〉 = eX1eX2 . . . eX2r+1eX2r+2 |0〉 (1.3.28)
where we have defined
X2r+1 = log c
(2)
∅ , X2r+2 =
∑
m≥0,n<0
c(2)m,n/c
(2)
∅ ψmψ
∗
n (1.3.29)
Since all {X1, . . . ,X2r+2} ∈ A∞, equation (1.3.28) completes the proof in the c∅ = 0
case. We have therefore proved lemma 10 which, in turn, finishes the proof of
theorem 2.
1.3.2 Schur polynomials and the orbit of GL∞
Example 2. As a particular case of theorem 2, we show that every Schur polynomial
(1.1.49) is a KP τ -function. Let |µ) = |µ1, . . . , µl) be an arbitrary partition equal to
the Fock space vector ψm1 . . . ψml | − l〉, where mi = µi − i for all 1 ≤ i ≤ l. Using
equation (1.1.21) from the proof of lemma 1, we obtain
χµ{t} = 〈0|eH{t}ψm1 . . . ψml | − l〉 = (−)
∑r
i=1(ni+i)
〈
eH{t}ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1
〉
(1.3.30)
where m1 > · · · > mr ≥ 0 > mr+1 > · · · > ml > −l, and {nr < · · · < n1} is the set
{−l < · · · < −1} with {ml < · · · < mr+1} omitted. Defining
X2i−1 = −ψniψ∗mi , X2i = ψmiψ∗ni (1.3.31)
for all 1 ≤ i ≤ r and using the identity (1.3.24) from the last subsection, we obtain
e−X2re−X2r−1 . . . e−X2e−X1ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1 |0〉 = (−)r(r−1)/2|0〉 (1.3.32)
or equivalently,
ψm1 . . . ψmrψ
∗
nr . . . ψ
∗
n1 |0〉 = (−)r(r−1)/2eX1eX2 . . . eX2r−1eX2r |0〉 (1.3.33)
Substituting (1.3.33) into (1.3.30), we find
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χµ{t} = (−)r+
∑r
i=1 ni
〈
eH{t}eX1 . . . eX2r
〉
(1.3.34)
Hence any Schur polynomial can be written as an expectation value of the form
(1.2.14), with gψ ∈ GL∞. By theorem 2, the Schur polynomials are therefore τ -
functions of the KP hierarchy.
1.3.3 KP Plu¨cker relations
In this subsection we solve the CFBI (1.2.15) from another, more direct perspec-
tive. Let gψ|0〉 be a finite element of F (0)ψ expanded in terms of the basis (1.1.16).
Since gψ|0〉 is finite, there exists some l ≥ 0 and coefficients c{m} such that
gψ|0〉 =
∑
card{m}=l
c{m}ψ{m}| − l〉 (1.3.35)
where the sum is over all sets of integers {m} = {m1 > · · · > ml ≥ −l}. Using this
expansion of gψ|0〉, we obtain
∑
i∈Z
ψigψ|0〉 ⊗ ψ∗i gψ|0〉 =
∑
i∈Z
∑
card{m}=l
card{n}=l
c{m}c{n}ψiψ{m}| − l〉 ⊗ ψ∗i ψ{n}| − l〉 (1.3.36)
where the second sum is over all sets of integers {m1 > · · · > ml ≥ −l} and
{n1 > · · · > nl ≥ −l} of fixed cardinality l. Switching the order of the sums in
(1.3.36) and using the annihilation properties (1.1.5) of the fermions, we find
∑
i∈Z
ψigψ|0〉 ⊗ ψ∗i gψ|0〉 =
∑
card{m}=l
card{n}=l
l∑
i=1
(−)i−1c{m}c{n}ψ{ni,m}| − l〉 ⊗ ψ{n\ni}| − l〉
(1.3.37)
where ψ{ni,m} = 0 if ni ∈ {m}. Changing the indexing sets of the first sum in
(1.3.37), we obtain the equivalent expression
∑
i∈Z
ψigψ|0〉 ⊗ ψ∗i gψ|0〉 =
∑
card{p}=l+1
card{q}=l−1
l+1∑
j=1
(−)j−1c{p\pj}c{pj ,q}ψ{p}| − l〉 ⊗ ψ{q}| − l〉
(1.3.38)
with the first sum taken over all sets of integers {p1 > · · · > pl+1 ≥ −l} and
{q1 > · · · > ql−1 ≥ −l}, and where we have defined
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c{pj ,q} = (−)i−1c{q1,...,qi−1,pj,qi,...,ql−1} (1.3.39)
if qi−1 > pj > qi for some 1 ≤ i ≤ l, and c{pj ,q} = 0 if pj ∈ {q}. The right hand side
of (1.3.38) vanishes if and only if
l+1∑
i=1
(−)i−1c{m\mi}c{mi,n} = 0 (1.3.40)
for all sets {m1 > . . . > ml+1 ≥ −l} and {n1 > · · · > nl−1 ≥ −l}. Collectively, these
conditions are called the KP Plu¨cker relations, and we summarize their significance
with the following statement (which we have already proved).
Lemma 11. gψ ∈ Cl(0)ψ satisfies the CFBI (1.2.15) if and only if the expansion
coefficients (1.3.35) of gψ|0〉 obey the KP Plu¨cker relations (1.3.40).
1.3.4 Determinant solution of KP Plu¨cker relations
With the following result, we present a general determinant solution of the KP
Plu¨cker relations (1.3.40).
Lemma 12. To every set of integers {m} = {m1, . . . ,ml} we associate the coefficient
c{m} = det
(
cmi,j
)
1≤i,j≤l
=
∣∣∣∣∣∣∣
cm1,1 · · · cm1,l
...
...
cml,1 · · · cml,l
∣∣∣∣∣∣∣ (1.3.41)
where the matrix entries ci,j are arbitrary constants. These coefficients satisfy the
Plu¨cker relations (1.3.40).
Proof. The proof is taken from the paper [73]. Define two ordered sets of integers
{m} = {m1 > · · · > ml+1 ≥ −l} and {n} = {n1 > · · · > nl−1 ≥ −l}, and from these
sets construct a 2l × 2l matrix M given by
M
(
{m}, {n}
)
=

cm1,1 · · · cm1,l cm1,1 · · · cm1,l
...
...
...
...
cml+1,1 · · · cml+1,l cml+1,1 · · · cml+1,l
cn1,1 · · · cn1,l 0 · · · 0
...
...
...
...
cnl−1,1 · · · cnl−1,l 0 · · · 0

(1.3.42)
Using Laplace’s formula for the expansion of detM yields
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detM =
l+1∑
i=1
(−)i−1
∣∣∣∣∣∣∣∣∣∣∣∣
cm1,1 · · · cm1,l
...
...
ĉmi,1 · · · ĉmi,l
...
...
cml+1,1 · · · cml+1,l
∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
cmi,1 · · · cmi,l
cn1,1 · · · cn1,l
...
...
cnl−1,1 · · · cnl−1,l
∣∣∣∣∣∣∣∣∣ (1.3.43)
where the ith row has been omitted from the first determinant, and inserted as the
first row of the second determinant. Writing these determinants in terms of the
coefficients (1.3.41), we obtain
detM =
l+1∑
i=1
(−)i−1c{m\mi}c{mi,n} (1.3.44)
which is precisely the left hand side of the KP Plu¨cker relations (1.3.40). All that
remains in the proof is to demonstrate that detM = 0. This is achieved by sub-
tracting the last l columns from the first l columns in detM to obtain an equivalent
determinant detM (1), where
M (1)
(
{m}, {n}
)
=

0 · · · 0 cm1,1 · · · cm1,l
...
...
...
...
0 · · · 0 cml+1,1 · · · cml+1,l
cn1,1 · · · cn1,l 0 · · · 0
...
...
...
...
cnl−1,1 · · · cnl−1,l 0 · · · 0

(1.3.45)
Writing detM (1) =
∑
σ∈S2l sgn(σ)
∏2l
i=1M
(1)
i,σ(i) and using (1.3.45), we see that every
product in this sum has at least one zero term, proving that detM = detM (1) =
0. Hence we have shown that the sum (1.3.44) is equal to zero, proving that the
coefficients (1.3.41) satisfy the KP Plu¨cker relations (1.3.40).
1.4 Neutral fermions and related definitions
1.4.1 Neutral fermions
Consider the infinite set {φm}m∈Z, where m ranges over all integers. The ele-
ments in this set are called neutral fermions, and they are defined as linear combi-
nations of the charged fermions (1.1.1). Explicitly, we set
φm = ψm + (−)mψ∗−m (1.4.1)
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for all m ∈ Z.7 From (1.4.1) and the charged fermion anticommutation relations
(1.1.1), we see that the neutral fermions satisfy
[φm, φn]+ = 2(−)mδm+n,0 (1.4.2)
for all m,n ∈ Z. As a special case of the equations (1.4.2), we obtain
φ2m = δm,0 (1.4.3)
for all m ∈ Z. For our later convenience, we introduce a second set of fermions
{φ∗m}m∈Z, defined as
φ∗m = (−)mφ−m = ψ∗m + (−)mψ−m (1.4.4)
for all m ∈ Z. This second set of fermions is purely a relabelling of the first set.8
1.4.2 Clifford algebra Clφ
Let Clφ be the associative subalgebra of Clψ generated by 1 and the neutral
fermions {φm}m∈Z, modulo the anticommutation relations (1.4.1). Considered as a
vector space, Clφ has the basis
Basis (Clφ) =
{
1, φm1 . . . φmr
}
(1.4.5)
where {m1 > · · · > mr} ranges over all integers, and the cardinality of this set takes
all values r ≥ 1. We decompose Clφ into the direct sum of subalgebras
Clφ =
⊕
i∈{0,1}
Cl
(i)
φ (1.4.6)
where Cl
(i)
φ is the linear span of all neutral fermion monomials of length i mod 2. In
this chapter we are mainly interested in the subalgebra Cl
(0)
φ , which has the basis
Basis
(
Cl
(0)
φ
)
=
{
1, φm1 . . . φm2r
}
(1.4.7)
where {m1 > · · · > m2r} ranges over all integers, and the cardinality of this set
takes all positive even values.
7In [50], the neutral fermions were defined as φm =
1√
2
(ψm + (−)mψ∗−m). We have deliber-
ately omitted the factor 1√
2
from our definition, in order to obtain the correct normalization for
polynomials which we later discuss.
8The neutral fermions φ∗m are genuinely different from the second species defined in [50], which
are given by φˆm =
i√
2
(ψm − (−)mψ∗−m).
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1.4.3 Fock representation of Clφ
Using the annihilation properties (1.1.5) of the charged fermions, the action of
Clφ on the vacuum |0〉 and dual vacuum 〈0| is given by
φm|0〉 = 0, 〈0|φn = 0 (1.4.8)
for all integers m < 0, n > 0. The Fock space Fφ and dual Fock space F∗φ are the
vector spaces generated linearly by the action of Clφ on |0〉 and 〈0|, respectively.
Due to the annihilation relations (1.4.8), they have the bases
Basis (Fφ) =
{
|0〉, φm1 . . . φmr |0〉
}
, Basis
(F∗φ) = {〈0|, 〈0|φ∗mr . . . φ∗m1} (1.4.9)
where in both cases {m1 > · · · > mr ≥ 0} ranges over all non-negative integers, and
the cardinality of this set takes all values r ≥ 1.
Using the definition of the Clifford subalgebras (1.4.6), we decompose Fφ and
F∗φ into the following direct sums of subspaces
Fφ =
⊕
i∈{0,1}
F (i)φ , F∗φ =
⊕
i∈{0,1}
F∗(i)φ (1.4.10)
where F (i)φ and F∗(i)φ are the subspaces generated linearly by the action of Cl(i)φ on
|0〉 and 〈0|, respectively. The bases of F (0)φ and F∗(0)φ are given by
Basis
(
F (0)φ
)
=
{
|0〉, φm1 . . . φm2r |0〉
}
, Basis
(
F∗(0)φ
)
=
{
〈0|, 〈0|φ∗m2r . . . φ∗m1
}
(1.4.11)
where in both cases {m1 > · · · > m2r ≥ 0} ranges over all non-negative integers,
and the cardinality of this set takes all positive even values.
Remark 2. In future sections we will sometimes adopt the notation
φ{m} = φm1 . . . φmr , φ
∗
{m} = φ
∗
mr . . . φ
∗
m1 (1.4.12)
for all ordered sets {m} = {m1 > · · · > mr} with cardinality r ≥ 1. We also define
φ{m} = φ∗{m} = 1 when {m} is empty. For example, using this notation the bases
(1.4.11) can be written as
Basis
(
F (0)φ
)
=
{
φ{m}|0〉
∣∣∣ card{m} even} (1.4.13)
Basis
(
F∗(0)φ
)
=
{
〈0|φ∗{m}
∣∣∣ card{m} even} (1.4.14)
where {m} ranges over all ordered, even-cardinality sets of non-negative integers.
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1.4.4 Strict partitions
A strict partition µ˜ = {µ1 > · · · > µl > µl+1 = · · · = 0} is a set of non-negative
integers whose non-zero elements are strictly decreasing and finite in number.9 When
represented as a Young diagram they consist of l rows of boxes, such that no two
rows have the same length.
Figure 1.2: Young diagram of the strict partition µ˜ = {7, 6, 5, 3, 2, 1}. Every row of
boxes has a different length.
The elements of the bases (1.4.11) can be matched with strict partitions. We define
|0〉 = |∅) and 〈0| = (∅|, and for all sets of integers {µ1 > · · · > µ2r ≥ 0} we write
φµ1 . . . φµ2r |0〉 = |µ1, . . . , µ2r) = |µ˜) (1.4.15)
〈0|φ∗µ2r . . . φ∗µ1 = (µ1, . . . , µ2r| = (µ˜|
We let |∅) and (∅| be copies of the empty partition ∅ as before, and |µ˜) and (µ˜| be
copies of the strict partition µ˜ = {µ1 > · · · > µ2r ≥ 0}. This gives a one-to-one
correspondence between the elements of the bases (1.4.11) and the elements of the
set of all strict partitions. Strict partitions of even length are paired to basis vectors
with µ2r > 0, while strict partitions of odd length are paired to basis vectors with
µ2r = 0. This correspondence is useful in later sections, when we encounter functions
which are indexed by strict partitions.
1.4.5 Neutral fermion expectation values
Since Clφ ⊂ Clψ, the vacuum expectation value of gφ ∈ Clφ is inherited from the
definition (1.1.24). The following result is the neutral fermion analogue of lemma 2.
Lemma 13. Let {m1, . . . ,m2r} be an arbitrary set of integers, with even cardinality.
We claim that
〈φm1 . . . φm2r〉 = Pf
(
〈φmiφmj 〉
)
1≤i<j≤2r
(1.4.16)
9Throughout the rest of this thesis we shall use a tilde to indicate that a partition is strict.
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where Pf() denotes a Pfaffian.
Proof. The case r = 1 is trivial, since
〈φm1φm2〉 = Pf
(
〈φmiφmj 〉
)
1≤i<j≤2
(1.4.17)
Using this case as the basis for induction, we assume there exists r ≥ 2 such that
〈φm1 . . . φm2r−2〉 = Pf
(
〈φmiφmj 〉
)
1≤i<j≤2r−2
(1.4.18)
for all sets of integers {m1, . . . ,m2r−2}. We define
I1 = 〈φm1 . . . φm2r 〉 (1.4.19)
I2 =
2r∑
k=2
(−)k〈φm1φmk〉〈φm2 . . . φ̂mk . . . φm2r〉
where {m1, . . . ,m2r} is an arbitrary set of integers, and φ̂mk means the omission
of the indicated fermion. By the annihilation properties (1.4.8) of the fermions,
I1 = I2 = 0 unless both m1 ≤ 0 and m1 = {−mk1 , . . . ,−mkl} for some integers
2 ≤ k1 < · · · < kl ≤ 2r. When both these conditions are satisfied it is readily
verified that
I1 = I2 =
∑
k∈{k1,...,kl}
(−)k〈φm1φmk〉〈φm2 . . . φ̂mk . . . φm2r 〉 (1.4.20)
which proves that I1 = I2 for all m1. Therefore we obtain
I1 =
2r∑
k=2
(−)k〈φm1φmk〉〈φm2 . . . φ̂mk . . . φm2r 〉 (1.4.21)
=
2r∑
k=2
(−)k〈φm1φmk〉Pf
(
〈φmiφmj 〉
)
2≤i<j≤2r
i,j 6=k
= Pf
(
〈φmiφmj 〉
)
1≤i<j≤2r
where we have used the assumption (1.4.18) to produce the (2r−2)×(2r−2) Pfaffian
in the second line of (1.4.21). This completes the proof by induction.
Since Fφ ⊂ Fψ and F∗φ ⊂ F∗ψ, we inherit a mapping F∗φ × Fφ → C from the
bilinear form (1.1.32). Calculating its action on the strict partition vectors (µ˜| =
〈0|φ∗µ2r . . . φ∗µ1 and |ν˜) = φν1 . . . φν2s |0〉, we obtain
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〈
(µ˜|, |ν˜)
〉
= 〈0|φ∗µ2r . . . φ∗µ1φν1 . . . φν2s |0〉 = 2ℓ(µ˜)δr,s
2r∏
i=1
δµi,νi = 2
ℓ(µ˜)δµ˜,ν˜ (1.4.22)
where ℓ(µ˜) denotes the length of µ˜. In particular, ℓ(µ˜) = 2r if µ2r > 0, and
ℓ(µ˜) = 2r − 1 if µ2r = 0. The factors of 2 which appear in (1.4.22) are due to
the anticommutation relations (1.4.2), and are characteristic of many calculations
in the context of neutral fermions. In analogy with the earlier result (1.1.33), the
bilinear form 〈, 〉 induces orthogonality between the strict partition elements of F (0)φ
and F∗(0)φ .
1.4.6 Lie algebra B∞
Let B∞ ⊂ Cl(0)φ be the vector space whose elements Y ∈ B∞ are of the form
Y =
∑
i,j∈Z
bi,j : φiφj : +κ (1.4.23)
where we have defined the normal ordering : φiφj := φiφj − 〈0|φiφj|0〉, and where
the coefficients satisfy bi,j = 0 for |i + j| sufficiently large, with κ ∈ C.10 Since
: φiφj := − : φjφi : and : φiφi := 0 for all i, j ∈ Z, we can equivalently write the
elements of this vector space as
Y =
∑
i<j
(
bi,j − bj,i
)
: φiφj : +κ (1.4.24)
where the sum is now over all integers i, j such that i < j.
Lemma 14. The vector space B∞ becomes a Lie algebra when it is equipped with
the commutator as Lie bracket.
Proof. We prove the closure of B∞ under commutation. Let Y be given by (1.4.23)
and define
Y1 =
∑
i,j∈Z
b
(1)
i,j : φiφj : +κ1 (1.4.25)
where b
(1)
i,j = 0 for |i+ j| sufficiently large. By direct calculation, we obtain
10In [50], B∞ was defined as the subset of A∞ which is invariant under a certain automorphism
σ0. The vector space (1.4.23) was denoted B
′
∞ and shown to be isomorphic to B∞ ⊂ A∞. Two
different classes of τ -function were obtained for the BKP hierarchy, the first corresponding with
B∞, and the second with B′∞. In this thesis we only consider the second class of τ -function, and
have abbreviated B′∞ = B∞ since there is no potential for confusion.
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[Y, Y1] =
∑
i,j∈Z
b
(2)
i,j : φiφj : +κ2 (1.4.26)
where for all i, j ∈ Z we have defined
b
(2)
i,j = 2
∑
k∈Z
(−)k
(
bi,k − bk,i
)(
b
(1)
−k,j − b(1)j,−k
)
(1.4.27)
and where
κ2 = 2
(∑
k<0
−
∑
k>0
)
(−)k
(
b0,k − bk,0
)(
b
(1)
−k,0 − b(1)0,−k
)
(1.4.28)
+ 4
 ∑
i>0,j<0
−
∑
i<0,j>0
 (−)i+j(bi,−jb(1)−i,j + b(1)i,−jbj,−i)
Clearly the right hand side of equation (1.4.26) is also an element of B∞, proving
the closure of the set under commutation.
1.4.7 B∞ Heisenberg subalgebra
Adopting the notation of exercise 14.15 in chapter 14 of [54], we define operators
λm ∈ B∞ which are given by
λm =
1
4
∑
j∈Z
(−)jφ(−j−m)φj (1.4.29)
for all m ∈ Z˜, where Z˜ = {. . . ,−3,−1, 1, 3, . . .} is the set of odd integers.11 Together
with the central element 1, the operators {λm}m∈Z˜ generate a Heisenberg subalgebra.
The closure of this set follows from the commutation relation
[λm, λn] =
m
2
δm+n,0 (1.4.30)
for all m,n ∈ Z˜.12 The Heisenberg generators (1.4.29) also have a simple commuta-
tion relation with the neutral fermions (1.4.1), given by
[λm, φn] = φn−m (1.4.31)
for all m ∈ Z˜ and n ∈ Z.
11Throughout the remainder of this chapter, a tilde is also used to denote a set containing odd
elements.
12The relation (1.4.30) can be proved by noticing that λm, λn are obtained from Y, Y1 by setting
bi,j =
1
4
(−)jδi+j+m,0, b(1)i,j = 14 (−)jδi+j+n,0 and κ = κ1 = 0. Substituting these values into (1.4.27)
and (1.4.28), we obtain the desired commutator (1.4.30) by virtue of (1.4.26).
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1.4.8 BKP evolution operators
We introduce the Hamiltonian
λ{t˜} =
∑
n∈N˜
tnλn (1.4.32)
where {t˜} = {t1, t3, t5, . . .} is an infinite set of free variables with odd indices, and
define the generating function
Φ(k) =
∑
i∈Z
φik
i (1.4.33)
where k is an indeterminate. Using these definitions and the equation (1.4.31), we
obtain the commutation relation
[λ{t˜},Φ(k)] =
∑
n∈N˜
∑
i∈Z
[λn, φi]tnk
i =
∑
n∈N˜
tnk
n
Φ(k) (1.4.34)
which, in turn, implies that
eλ{t˜}Φ(k) = exp
∑
n∈N˜
tnk
n
Φ(k)eλ{t˜} (1.4.35)
In analogy with the first part of the chapter, the operator eλ{t˜} is called a BKP
evolution operator. It plays an essential role in constructing solutions of the BKP
hierarchy of partial differential equations.
1.4.9 Schur Q-polynomials
For all m ≥ 0, the one-row Schur Q-polynomial Qm{t˜} in the infinite set of odd
variables {t˜} is defined by
Qm{t˜} = Coeffkm
exp
∑
n∈N˜
tnk
n
 = χm{t1, 0, t3, 0, t5, . . .} (1.4.36)
where χm{t1, 0, t3, 0, t5, . . .} is the one-row Schur polynomial (1.1.48) with all even
variables set to zero. We also define Qm{t˜} = 0 for all m < 0. From this, the Schur
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Q-polynomial 13 Qµ˜{t˜} associated to the strict partition µ˜ = {µ1 > · · · > µ2r ≥ 0}
is given by
Qµ˜{t˜} = Pf
(
Qµi{t˜}Qµj{t˜}+ 2
µj∑
k=1
(−)kQ(µi+k){t˜}Q(µj−k){t˜}
)
1≤i<j≤2r
(1.4.37)
where each Qm{t˜} represents a one-row Schur Q-polynomial. The following re-
sult maps the strict partition elements of F (0)φ to their corresponding Schur Q-
polynomials.
Lemma 15. Let |µ˜) = |µ1, . . . , µ2r) = φµ1 . . . φµ2r |0〉 be an element of the strict
partition basis of F (0)φ . We claim that
Qµ˜{t˜} = (∅|eλ{t˜}|µ˜) (1.4.38)
This result may also be found in, for example, [76].
Proof. Using the definition of the one-row Schur Q-polynomials (1.4.36) in the com-
mutation relation (1.4.35) and then extracting the coefficient of km from the resulting
equation, we obtain
eλ{t˜}φm =
( ∞∑
i=0
φ(m−i)Qi{t˜}
)
eλ{t˜} (1.4.39)
By definition, we have
(∅|eλ{t˜}|µ˜) = 〈0|eλ{t˜}φµ1 . . . φµ2r |0〉 (1.4.40)
and using the commutation relation (1.4.39) we move the evolution operator eλ{t˜}
in (1.4.40) towards the right, obtaining
(∅|eλ{t˜}|µ˜) =
∞∑
i1,...,i2r=0
〈
φ(µ1−i1) . . . φ(µ2r−i2r)
〉
Qi1{t˜} . . .Qi2r{t˜} (1.4.41)
where we have used the fact that eλ{t˜}|0〉 = |0〉. Applying lemma 13 to the previous
vacuum expectation value, we find
13The Schur Q-polynomials were introduced in [80], which studied their connection with the
projective representations of the symmetric and alternating groups.
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(∅|eλ{t˜}|µ˜) =
∞∑
i1,...,i2r=0
Pf
(
〈φ(µp−ip)φ(µq−iq)〉
)
1≤p<q≤2r
Qi1{t˜} . . .Qi2r{t˜} (1.4.42)
Collecting the one-row Schur Q-polynomials inside the Pfaffian, we obtain
(∅|eλ{t˜}|µ˜) = Pf
 ∞∑
ip=0
∞∑
iq=0
〈φ(µp−ip)φ(µq−iq)〉Qip{t˜}Qiq{t˜}

1≤p<q≤2r
(1.4.43)
Using the annihilation properties (1.4.8) and defining Qm{t˜} = 0 for all m < 0,
equation (1.4.43) becomes
(∅|eλ{t˜}|µ˜) = Pf
∑
ip∈Z
µq∑
iq=0
〈φ(µp−ip)φ(µq−iq)〉Qip{t˜}Qiq{t˜}

1≤p<q≤2r
(1.4.44)
= Pf
Qµp{t˜}Qµq{t˜}+ ∑
ip∈Z
0≤iq<µq
〈φ(µp−ip)φ(µq−iq)〉Qip{t˜}Qiq{t˜}

1≤p<q≤2r
We evaluate the vacuum expectation value inside the previous Pfaffian, using the
anticommutation relations (1.4.2) and annihilation properties (1.4.8) to obtain
〈φ(µp−ip)φ(µq−iq)〉 = 2(−)µp−ipδµp−ip,iq−µq (1.4.45)
for all iq < µq. Substituting this result into (1.4.44) and using the Kronecker delta
to truncate the sum over ip, we find
(∅|eλ{t˜}|µ˜) = Pf
Qµp{t˜}Qµq{t˜}+ 2 µq−1∑
iq=0
(−)µq−iqQ(µp+µq−iq){t˜}Qiq{t˜}

1≤p<q≤2r
(1.4.46)
The Schur Q-polynomial (1.4.37) is recovered by making the change of indices k =
µq − iq in each entry of the Pfaffian (1.4.46).
Corollary. Let {m} = {m1 > · · · > m2r+1 ≥ 0} be an ordered set of integers
with odd cardinality. Given that 〈φ0φn1 . . . φn2r+1〉 = 〈φn1 . . . φn2r+1φ0〉 for all sets
of integers {n1, . . . , n2r+1}, we find
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〈1|eλ{t˜}φm1 . . . φm2r+1 |0〉 = 〈0|eλ{t˜}φm1 . . . φm2r+1φ0|0〉 (1.4.47)
where we have made use of the fact that 〈1| = 〈0|φ0. Using the result (1.4.38) from
the previous lemma in the right hand side of (1.4.47), we obtain
〈1|eλ{t˜}φm1 . . . φm2r+1 |0〉 = Qµ˜{t˜} (1.4.48)
where we have defined the strict partition
µ˜ =
{ {m1, . . . ,m2r+1, 0}, m2r+1 > 0
{m1, . . . ,m2r}, m2r+1 = 0 (1.4.49)
Equation (1.4.48) will prove useful in later calculations.
1.4.10 Schur Q-functions
Following section 2 in chapter III of [65], the function qm{x} in the infinite set
of variables {x} is defined as
qm{x} = Coeffkm
[ ∞∏
i=1
1 + xik
1− xik
]
(1.4.50)
From this definition, the Schur Q-function Qµ˜{x} associated to the strict partition
µ˜ = {µ1 > · · · > µ2r ≥ 0} is given by
Qµ˜{x} = Pf
(
qµi{x}qµj{x}+ 2
µj∑
k=1
(−)kq(µi+k){x}q(µj−k){x}
)
1≤i<j≤2r
(1.4.51)
Lemma 16. The Schur Q-polynomial Qµ˜{t˜} and the Schur Q-function Qµ˜{x} are
equal under the change of variables tn =
2
n
∑∞
i=1 x
n
i for all n ∈ N˜.
Proof. Fixing tn =
2
n
∑∞
i=1 x
n
i for all n ∈ N˜, we obtain
Coeffkm
exp
∑
n∈N˜
tnk
n
 = Coeffkm
exp
 ∞∑
i=1
∑
n∈N˜
2
n
(xik)
n
 = Coeffkm [ ∞∏
i=1
1 + xik
1− xik
]
(1.4.52)
implying that Qm{t˜} = qm{x} for all m ≥ 0. Comparing the definition (1.4.37) with
(1.4.51), we immediately see that Qµ˜{t˜} = Qµ˜{x} under the prescribed change of
variables.
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From section 8 in chapter III of [65], the Schur Q-functions Qµ˜{x} comprise a
basis for symmetric functions in {x} which are independent of the even power sums
1
2n
∑∞
i=1 x
2n
i . This fact, together with the equality of Qµ˜{t˜} and Qµ˜{x} under the
previous change of variables, proves that the Schur Q-polynomials Qµ˜{t˜} are a basis
for the set of all polynomials in the odd variables {t˜}.
In chapter 3 we will consider Schur Q-functions Qµ˜{x} in finitely many variables
{x} = {x1, . . . , xN}. These are obtained from the formulae (1.4.50), (1.4.51) by
setting xn = 0 for all n > N . In these cases, Qµ˜{x} = 0 if ℓ(µ˜) > N .
1.5 BKP hierarchy
1.5.1 BKP hierarchy in bilinear form
The BKP hierarchy is an infinite set of partial differential equations in the in-
dependent variables {t˜} = {t1, t3, t5, . . .}. As in the case of the KP hierarchy, the
BKP hierarchy derives from a single integral equation, called the BKP bilinear iden-
tity. A function τ{t˜} which satisfies every differential equation in the hierarchy, or
equivalently, satisfies the BKP bilinear identity, is called a BKP τ -function.
Define the shifted sets of variables
{t˜± 2ǫ˜k} =
{
t1 ± 2k−1, t3 ± 2
3
k−3, t5 ± 2
5
k−5, . . .
}
(1.5.1)
where k is a free parameter. The BKP bilinear identity is the equation
∮
exp
∑
n∈N˜
(tn − sn)kn
 τ{t˜− 2ǫ˜k}τ{s˜ + 2ǫ˜k} dk
2πik
= τ{t˜}τ{s˜} (1.5.2)
where {t˜} = {t1, t3, t5, . . .} and {s˜} = {s1, s3, s5, . . .} are two infinite sets of variables
with odd subscripts, and the integration in the k-plane is taken around a small
contour at k =∞.
As in the case of the KP hierarchy, we will assume τ{t˜} is a polynomial in its
variables. In this special case, τ{t˜− 2ǫ˜k} and τ{s˜+2ǫ˜k} have singularities in k only
at k = 0. Therefore, for polynomial τ -functions, the BKP bilinear identity becomes
Coeff1
exp
∑
n∈N˜
(tn − sn)kn
 τ{t˜− 2ǫ˜k}τ{s˜ + 2ǫ˜k}
 = τ{t˜}τ{s˜} (1.5.3)
where Coeff1[f(k)] denotes the coefficient of k
0 in the Laurent series of f(k). We
expose the infinitely many differential equations which underly the equation (1.5.3)
by making the substitutions {t˜} → {t˜− s˜} and {s˜} → {t˜+ s˜}, giving
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Coeff1
exp
−2∑
n∈N˜
snk
n
τ{t˜− s˜− 2ǫ˜k}τ{t˜+ s˜+ 2ǫ˜k}
 = τ{t˜− s˜}τ{t˜+ s˜}
(1.5.4)
Using the definition (1.4.36), the exponential term in (1.5.4) can be replaced with a
sum over one-row Schur Q-polynomials, producing the equation
Coeff1
[ ∞∑
m=0
Qm{−2s˜}kmτ{t˜− s˜− 2ǫ˜k}τ{t˜+ s˜+ 2ǫ˜k}
]
= τ{t˜− s˜}τ{t˜+ s˜} (1.5.5)
or equivalently,
∞∑
m=0
Qm{−2s˜}Coeffk−m
[
τ{t˜− s˜− 2ǫ˜k}τ{t˜+ s˜+ 2ǫ˜k}
]
= τ{t˜− s˜}τ{t˜+ s˜} (1.5.6)
In order to progress further we need the following result, which is a simple modifi-
cation of lemma 7.
Lemma 17.
τ{t˜− s˜− 2ǫ˜k}τ{t˜+ s˜+ 2ǫ˜k} = exp
∑
n∈N˜
(sn +
2
n
k−n)Dn
 τ{t˜} · τ{t˜} (1.5.7)
Proof. We refer the reader to the proof of lemma 7.
Returning to equation (1.5.6), we employ the result (1.5.7) to obtain
∞∑
m=0
Qm{−2s˜}Coeffk−m
exp
∑
n∈N˜
(sn +
2
n
k−n)Dn
 τ{t˜} · τ{t˜} = τ{t˜− s˜}τ{t˜+ s˜}
(1.5.8)
Recalling the definition (1.4.36) of the one-row Schur Q-polynomials once again,
equation (1.5.8) becomes
∞∑
m=0
Qm{−2s˜}Qm{2D˜} exp
∑
n∈N˜
snDn
 τ{t˜} · τ{t˜} = τ{t˜− s˜}τ{t˜+ s˜} (1.5.9)
where we have defined the set of operators {D˜} = {D1, 13D3, 15D5, . . .}. We notice
that the right hand side of (1.5.9) can be expressed as
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τ{t˜− s˜}τ{t˜+ s˜} = exp
∑
n∈N˜
snDn
 τ{t˜} · τ{t˜} (1.5.10)
which cancels with the m = 0 term of the left hand side summation, yielding
∞∑
m=1
Qm{−2s˜}Qm{2D˜} exp
∑
n∈N˜
snDn
 τ{t˜} · τ{t˜} = 0 (1.5.11)
For all odd {1 ≤ m1 < · · · < ml} and {n1, . . . , nl ≥ 1} the coefficient of the monomial
sn1m1 . . . s
nl
ml
on the left hand side of (1.5.11) must vanish, giving rise to infinitely many
consistency equations, which are the differential equations of the BKP hierarchy.
Example 3. Up to an irrelevant factor the coefficient of s23 on the left hand side of
(1.5.11) is equal to (D61 − 5D31D3 − 5D23 + 9D1D5)τ{t˜} · τ{t˜}, implying that
(D61 − 5D31D3 − 5D23 + 9D1D5)τ{t˜} · τ{t˜} = 0 (1.5.12)
which is the BKP equation in bilinear form. Higher equations in the hierarchy are
obtained from the coefficients of different monomials.
1.5.2 Neutral fermion bilinear identity
We now focus on constructing solutions of the BKP bilinear identity (1.5.2) using
the calculus of the neutral fermions {φm}m∈Z. The following result is the neutral
fermion analogue of theorem 1.
Theorem 3. Let gφ be a finite element of Cl
(0)
φ and define
τ{t˜} = 〈0|eλ{t˜}gφ|0〉 =
〈
eλ{t˜}gφ
〉
=
〈
φ0e
λ{t˜}gφφ0
〉
(1.5.13)
where the equality between these two expectation values follows from the fact that
〈φ0φm1 . . . φm2rφ0〉 = 〈φm1 . . . φm2r 〉 for all sets of integers {m1, . . . ,m2r}. The poly-
nomial τ{t˜} satisfies the BKP bilinear identity (1.5.2) if and only if gφ satisfies the
neutral fermion bilinear identity (NFBI)
∑
i∈Z
φigφ|0〉 ⊗ φ∗i gφ|0〉 = gφ|1〉 ⊗ gφ|1〉 (1.5.14)
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Proof. As we did in the proof of theorem 1, we split this proof into three steps. In
the first two steps we prove that if (1.5.14) holds, then τ{t˜} as given by (1.5.13)
satisfies the BKP bilinear identity (1.5.2). In the third step we prove the converse
statement.
Step 1. Acting upon the left hand side of (1.5.14) with the tensored dual states
〈1|eλ{t˜} ⊗ 〈1|eλ{s˜} we have the result
∑
i∈Z
〈1|eλ{t˜}φigφ|0〉〈1|eλ{s˜}φ∗i gφ|0〉 = τ{t˜}τ{s˜} (1.5.15)
We convert the sum on the left hand side of (1.5.15) into a contour integral, using
the generating function (1.4.33) to write
∮
〈1|eλ{t˜}Φ(k)gφ|0〉〈1|eλ{s˜}Φ(−k)gφ|0〉 dk
2πik
= τ{t˜}τ{s˜} (1.5.16)
where the contour of integration surrounds the pole at k = 0. By virtue of the
commutation relation (1.4.35), it is possible to switch the order of eλ{t˜} and Φ(k),
and likewise eλ{s˜} and Φ(−k) in (1.5.16), giving
∮
e
∑
n∈N˜(tn−sn)kn〈1|Φ(k)eλ{t˜}gφ|0〉〈1|Φ(−k)eλ{s˜}gφ|0〉 dk
2πik
= τ{t˜}τ{s˜} (1.5.17)
Step 2. (Lemma 18.) We propose the identity
〈1|Φ(k) = 〈0| exp
(
−
∑
n∈N˜
2
n
k−nλn
)
(1.5.18)
Proof. Using the fact that 〈1| = 〈0|φ0 and the definition of the generating function
(1.4.33), we obtain
〈1|Φ(k) = 〈0|φ0
∑
i∈Z
φik
i = 〈0| +
∞∑
i=1
k−i〈0|φ0φ−i (1.5.19)
where we have used the identity φ20 = 1 and the annihilation properties (1.4.8) to
truncate the sum. Now consider the expression (1.4.36) for the one-row Schur Q-
polynomial. When the variables {t˜} are set to tn = −2k−n/n for all n ∈ N˜, this
expression simplifies greatly. We obtain
Qm{t˜}
∣∣∣
tn=−2k−n/n
=
{
1, m = 0
2(−k)−m, m ≥ 1 (1.5.20)
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and substitute this formula into the expression (1.4.37) for the Schur Q-polynomial
associated to µ˜ = {µ1 > · · · > µ2r ≥ 0}, giving
Qµ˜{t˜}
∣∣∣
tn=−2k−n/n
= 2(−k)−µ1δr,1δµ2,0 (1.5.21)
Using the result of lemma 15, this equation becomes
〈0| exp
(
−
∑
n∈N˜
2
n
k−nλn
)
φµ1 . . . φµ2r |0〉 = 2(−k)−µ1δr,1δµ2,0 (1.5.22)
Finally, due to the orthogonality of strict partition vectors (1.4.22), we obtain
〈0| exp
(
−
∑
n∈N˜
2
n
k−nλn
)
= 〈0| +
∞∑
i=1
(−k)−i〈0|φ∗0φ∗i = 〈0|+
∞∑
i=1
k−i〈0|φ0φ−i
(1.5.23)
Comparing this equation with (1.5.19), we complete the proof of (1.5.18).
Applying (1.5.18) to equation (1.5.17), we obtain
∮
e
∑
n∈N˜(tn−sn)kn〈0|eλ{t˜−2ǫ˜k}gφ|0〉〈0|eλ{s˜+2ǫ˜k}gφ|0〉 dk
2πik
= τ{t˜}τ{s˜} (1.5.24)
Equation (1.5.24) proves that if (1.5.14) holds, functions given by (1.5.13) satisfy
the BKP bilinear identity (1.5.2).
Step 3. For any finite gφ ∈ Cl(0)φ , there exist coefficients κ{m},{n} such that
∑
i∈Z
φigφ|0〉 ⊗ φ∗i gφ|0〉 − gφ|1〉 ⊗ gφ|1〉 =
∑
{m},{n}
κ{m},{n}φ{m}|0〉 ⊗ φ{n}|0〉 (1.5.25)
where the sum is over all sets of integers {m} = {m1 > · · · > m2r+1 ≥ 0} and
{n} = {n1 > · · · > n2s+1 ≥ 0}, whose cardinalities can assume all odd values
(2r + 1), (2s + 1) ≥ 1. Acting upon both sides of this equation with the tensored
dual states 〈1|eλ{t˜} ⊗ 〈1|eλ{s˜} we find
∮
e
∑
n∈N˜
(tn−sn)k
n〈0|eλ{t˜−2ǫ˜k}gφ|0〉〈0|eλ{s˜+2ǫ˜k}gφ|0〉 dk
2πik
− 〈1|eλ{t˜}gφ|1〉〈1|eλ{s˜}gφ|1〉
=
∑
{m},{n}
κ{m},{n}Qµ˜{t˜}Qν˜{s˜} (1.5.26)
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where the left hand side of (1.5.26) has already been derived in steps 1 and 2, and
the right hand side follows from (1.4.48) with µ˜, ν˜ defined by (1.4.49). Assuming
that τ{t˜} as given by (1.5.13) satisfies the BKP bilinear identity, we thus obtain
∑
{m},{n}
κ{m},{n}Qµ˜{t˜}Qν˜{s˜} = 0 (1.5.27)
which can only be true if all of the coefficients κ{m},{n} = 0, since the Schur Q-
polynomials are linearly independent. Substituting this trivial value for the coeffi-
cients into (1.5.25), we recover the NFBI (1.5.14). This completes the proof of the
converse statement.
1.6 Solutions of the NFBI
1.6.1 Orbit of O∞
Theorem 4. Suppose gφ is a finite element of Cl
(0)
φ . Then gφ solves the neutral
fermionic bilinear identity (1.5.14) if and only if
gφ|0〉 = eY1 . . . eYl |0〉 (1.6.1)
for some {Y1, . . . , Yl} ∈ B∞. In other words, the solution space of (1.5.14) is gener-
ated by the orbit of the Lie group
O∞ =
{
eY1 . . . eYl
∣∣∣ Yi ∈ B∞ for all 1 ≤ i ≤ l} (1.6.2)
Proof. As we did in the proof of theorem 2, we split this proof into two steps. In the
first step we prove the forward statement, in the second step we prove its converse.
Step 1. (Lemma 19.) Let |u〉 and |v〉 be arbitrary state vectors in Fφ, and let
g = eY1 . . . eYl with each Yi ∈ B∞. We have
∑
i∈Z
φigφ|u〉 ⊗ φ∗i gφ|v〉 =
∑
i∈Z
gφφi|u〉 ⊗ gφφ∗i |v〉 (1.6.3)
Proof. (Lemma 19.) For m ≥ 0 and arbitrary Y ∈ B∞, let Pm denote the proposi-
tion
(φi ⊗ φ∗i )
m∑
n=0
(
m
n
)
Y n ⊗ Y m−n =
m∑
n=0
(
m
n
)
Y n ⊗ Y m−n(φi ⊗ φ∗i ) (1.6.4)
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where summation over all integers i is implied. The proposition P0 is trivial. Fur-
thermore, letting Y ∈ B∞ be given by (1.4.23), by direct calculation we obtain the
commutation relations
[φi, Y ] = 2(−)i
∑
j∈Z
(b−i,j − bj,−i)φj , [φ∗i , Y ] = 2
∑
j∈Z
(−)j(bi,−j − b−j,i)φ∗j (1.6.5)
Using these commutators in the left hand side of P1, we obtain
(φi ⊗ φ∗i )(1⊗ Y + Y ⊗ 1) = (1⊗ Y + Y ⊗ 1)(φi ⊗ φ∗i ) (1.6.6)
+ 2(−)j(bi,−j − b−j,i)φi ⊗ φ∗j + 2(−)i(b−i,j − bj,−i)φj ⊗ φ∗i
= (1⊗ Y + Y ⊗ 1)(φi ⊗ φ∗i )
where summation over all integers i, j is implied. This proves P1 is true. Using
the inductive procedure from the proof of lemma 9, we find that Pm is true for all
m ≥ 0.14 By virtue of the proposition (1.6.4), for any Y ∈ B∞ we have
(φi ⊗ φ∗i )(eY ⊗ eY )|u〉 ⊗ |v〉 =(φi ⊗ φ∗i )
∞∑
m=0
1
m!
m∑
n=0
(
m
n
)
Y n ⊗ Y m−n|u〉 ⊗ |v〉
=
∞∑
m=0
1
m!
m∑
n=0
(
m
n
)
Y n ⊗ Y m−n(φi ⊗ φ∗i )|u〉 ⊗ |v〉
=(eY ⊗ eY )(φi ⊗ φ∗i )|u〉 ⊗ |v〉 (1.6.7)
Therefore we have proved that
∑
i∈Z
φie
Y |u〉 ⊗ φ∗i eY |v〉 =
∑
i∈Z
eY φi|u〉 ⊗ eY φ∗i |v〉 (1.6.8)
for arbitrary Y ∈ B∞. Using (1.6.8) l times successively, once for each eYi in gφ, we
prove (1.6.3).
Corollary. Having established the validity of equation (1.6.3) we employ a partic-
ular case of it, namely when |u〉 = |v〉 = |0〉, which gives
∑
i∈Z
φigφ|0〉 ⊗ φ∗i gφ|0〉 =
∑
i∈Z
gφφi|0〉 ⊗ gφφ∗i |0〉 = gφ|1〉 ⊗ gφ|1〉 (1.6.9)
14Since the inductive basis P1 holds, the proof of (1.6.4) becomes immediate from the proof of
(1.3.4) by substituting ψi → φi, ψ∗i → φ∗i , X → Y .
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where the final equality is due to the fact that for all i ∈ Z× either φi|0〉 = 0 or
φ∗i |0〉 = 0. Equation (1.6.9) completes the proof that when gφ|0〉 is of the form
(1.6.1), gφ satisfies the NFBI (1.5.14).
Step 2. (Lemma 20.) Let gφ ∈ Cl(0)φ satisfy the NFBI (1.5.14). Then for suitable
{Y1, . . . , Yl} ∈ B∞ we can write gφ|0〉 = eY1 . . . eYl |0〉.
Proof. (Lemma 20.) The proof is analogous to the proof of lemma 10. Since gφ|0〉 ∈
F (0)φ we can expand it in terms of the basis (1.4.11), by writing
gφ|0〉 = c∅|0〉+
∑
m>n≥0
cm,nφmφn|0〉+ g(1)φ |0〉 (1.6.10)
for some suitable coefficients c∅ and cm,n, and where all monomials within g
(1)
φ ∈ Cl(0)φ
consist of at least four neutral fermions.15 From here, we need to consider the cases
c∅ 6= 0 and c∅ = 0 separately.
Case 1. (c∅ 6= 0) We define the elements Y1, Y2 of B∞ as follows
Y1 = log c∅, Y2 =
∑
m>n≥0
c(1)m,nφmφn (1.6.11)
where c
(1)
m,n = cm,n/c∅ for all m > n ≥ 0. We trivially obtain
e−Y1gφ|0〉 = |0〉+
∑
m>n≥0
c(1)m,nφmφn|0〉+ g(2)φ |0〉 (1.6.12)
where we have defined g
(2)
φ = g
(1)
φ /c∅. Next, we act on equation (1.6.12) with the
operator e−Y2 . Since
(∑
m>0 c
(1)
m,0φmφ0
)2
= 0, term by term we have
e−Y2 |0〉 = |0〉 −
∑
m>n≥0
c(1)m,nφmφn|0〉+ g(3)φ |0〉 (1.6.13)
e−Y2
∑
m>n≥0
c(1)m,nφmφn|0〉 =
∑
m>n≥0
c(1)m,nφmφn|0〉 + g(4)φ |0〉 (1.6.14)
e−Y2g(2)φ |0〉 = g(5)φ |0〉 (1.6.15)
for some suitable g
(3)
φ , g
(4)
φ , g
(5)
φ ∈ Cl(0)φ . Combining these three results, we obtain
15Throughout the rest of the proof, we will always use g
(i)
φ to denote an element of Cl
(0)
φ with
precisely this property.
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e−Y2e−Y1gφ|0〉 = |0〉 + g(6)φ |0〉 (1.6.16)
where we have defined g
(6)
φ = g
(3)
φ + g
(4)
φ + g
(5)
φ . By virtue of equation (1.6.3) and the
fact that gφ obeys the NFBI (1.5.14), we have
e−Y2e−Y1gφ|1〉 ⊗ e−Y2e−Y1gφ|1〉 =
∑
i∈Z
e−Y2e−Y1φigφ|0〉 ⊗ e−Y2e−Y1φ∗i gφ|0〉
=
∑
i∈Z
φie
−Y2e−Y1gφ|0〉 ⊗ φ∗i e−Y2e−Y1gφ|0〉 (1.6.17)
Substituting the expression (1.6.16) for e−Y2e−Y1gφ|0〉 into (1.6.17) and using the
annihilation properties (1.4.8), we find
∑
i≥0
φi|0〉 ⊗ φ∗i g(6)φ |0〉 +
∑
i≤0
φig
(6)
φ |0〉 ⊗ φ∗i |0〉+
∑
i∈Z
φig
(6)
φ |0〉 ⊗ φ∗i g(6)φ |0〉 (1.6.18)
= |1〉 ⊗ g(6)φ |1〉+ g(6)φ |1〉 ⊗ |1〉 + g(6)φ |1〉 ⊗ g(6)φ |1〉
We recall that all monomials within g
(6)
φ ∈ Cl(0)φ consist of at least four neutral
fermions. Therefore the first two sums on the left hand side of (1.6.18) contain
terms which do not appear in the rest of the equation. These terms vanish if and
only if φig
(6)
φ |0〉 = 0 for all i < 0. The only possible resolution is that g(6)φ |0〉 = 0.
Substituting this value for g
(6)
φ |0〉 into (1.6.16) we see that e−Y2e−Y1gφ|0〉 = |0〉, or
equivalently, gφ|0〉 = eY1eY2 |0〉. This completes the proof in the case c∅ 6= 0.
Case 2. (c∅ = 0) We begin by stating two identities which we use in the proof. Fix
two integers p > q > 0 and a set {m} = {m1 > · · · > m2r ≥ 0}. The first identity
reads
e−
1
2
φpφqe−
1
2
φ∗pφ∗qφ{m}|0〉 =

2(−)i+j+1φ{m\mi,mj}|0〉, p = mi
q = mj
φ{m}|0〉 + 12φpφqφ{m}|0〉, p 6∈ {m}
q 6∈ {m}
φ{m}|0〉, otherwise
(1.6.19)
where we have used the notation {m\mi,mj} to denote the omission of the ith and
jth elements from the set {m}. The second identity reads
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e−
1
2
φpφ0e−φ
∗
pφ
∗
0φ{m}|0〉 =

2(−)i+1φ{m\mi,m2r}|0〉, p = mi
m2r = 0
2(−)iφ{m\mi}φ0|0〉, p = mi
m2r > 0
φ{m}|0〉+ 12φpφ{m\m2r}|0〉, p 6∈ {m}
m2r = 0
φ{m}|0〉 − 12φpφ{m}φ0|0〉, p 6∈ {m}
m2r > 0
(1.6.20)
where the meaning of the notations {m\mi,m2r}, {m\mi} and {m\m2r} should
be clear from previous explanations. Returning to the proof, we observe that since
c∅ = 0 we can write
gφ|0〉 =
∑
card{m}=2r
c{m}φ{m}|0〉+ g(7)φ |0〉 (1.6.21)
where the sum is taken over all sets of integers {m1 > · · · > m2r ≥ 0} of some fixed
cardinality 2r ≥ 2, and all monomials within g(7)φ ∈ Cl(0)φ consist of at least 2r + 2
neutral fermions. Let c{p} be a particular non-zero coefficient in the sum (1.6.21),
corresponding to the set {p} = {p1 > · · · > p2r ≥ 0}, and define
Y2i−1 =
1
2
(1 + δp2i,0)φ
∗
p2i−1φ
∗
p2i , Y2i =
1
2
φp2i−1φp2i (1.6.22)
for all 1 ≤ i ≤ r. Successively applying the identities (1.6.19) and (1.6.20) to gφ|0〉,
we obtain
e−Y2re−Y2r−1 . . . e−Y2e−Y1gφ|0〉 = c(2)∅ |0〉 +
∑
m>n≥0
c(2)m,nφmφn|0〉 + g(8)φ |0〉 (1.6.23)
with c
(2)
∅ = 2
rc{p} and the remaining coefficients c
(2)
m,n suitably chosen, and where
all monomials within g
(8)
φ ∈ Cl(0)φ consist of at least four neutral fermions. Since
c
(2)
∅ 6= 0, we can apply the procedure of case 1 to (1.6.23), ultimately obtaining
gφ|0〉 = eY1eY2 . . . eY2r+1eY2r+2 |0〉 (1.6.24)
where we have defined
72 1 Free fermions in classical hierarchies
Y2r+1 = log c
(2)
∅ , Y2r+2 =
∑
m>n≥0
c(2)m,n/c
(2)
∅ φmφn|0〉 (1.6.25)
Since all {Y1, . . . , Y2r+2} ∈ B∞, equation (1.6.24) completes the proof in the c∅ = 0
case. We have therefore proved lemma 20 which, in turn, finishes the proof of
theorem 4.
1.6.2 Schur Q-polynomials and the orbit of O∞
Example 4. As a particular case of theorem 4, we show that every Schur Q-
polynomial (1.4.37) is a BKP τ -function. Let |µ˜) = |µ1, . . . , µ2r) be an arbitrary
strict partition equal to the Fock space vector φµ1 . . . φµ2r |0〉. Recalling equation
(1.4.40) from the proof of lemma 15, we have
Qµ˜{t˜} =
〈
eλ{t˜}φµ1 . . . φµ2r
〉
(1.6.26)
Defining
Y2i−1 =
1
2
(1 + δµ2i,0)φ
∗
µ2i−1φ
∗
µ2i , Y2i =
1
2
φµ2i−1φµ2i (1.6.27)
for all 1 ≤ i ≤ r and using the identities (1.6.19) and (1.6.20) from the last subsec-
tion, we obtain
e−Y2re−Y2r−1 . . . e−Y2e−Y1φµ1 . . . φµ2r |0〉 = 2r|0〉 (1.6.28)
or equivalently,
φµ1 . . . φµ2r |0〉 = 2reY1eY2 . . . eY2r−1eY2r |0〉 (1.6.29)
Substituting (1.6.29) into (1.6.26), we find
Qµ˜{t˜} = 2r
〈
eλ{t˜}eY1 . . . eY2r
〉
(1.6.30)
Hence any Schur Q-polynomial can be written as an expectation value of the form
(1.5.13), with gφ ∈ O∞. By theorem 4, the Schur Q-polynomials are therefore
τ -functions of the BKP hierarchy [72], [90].
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1.6.3 BKP Plu¨cker relations
In this subsection we solve the NFBI (1.5.14) from another, more direct per-
spective. Let gφ|0〉 and gφ|1〉 be corresponding finite elements of F (0)φ and F (1)φ .
Expanding gφ|0〉 in terms of the basis (1.4.11), there exist coefficients c{m} such that
gφ|0〉 =
∑
{m}
c{m}φ{m}|0〉 (1.6.31)
where the sum is over all sets of integers {m} = {m1 > · · · > m2r ≥ 0} whose
cardinalities take all values 2r ≥ 0. Because gφ|0〉 is finite, c{m} = 0 if card{m} is
sufficiently large. Similarly, we have
gφ|1〉 =
∑
{m}
c{m}φ{m}|1〉 (1.6.32)
Using these expansions of gφ|0〉 and gφ|1〉, we obtain
∑
i∈Z
φigφ|0〉 ⊗ φ∗i gφ|0〉 − gφ|1〉 ⊗ gφ|1〉 = (1.6.33)
∑
{m},{n}
c{m}c{n}
(∑
i∈Z
φiφ{m}|0〉 ⊗ φ∗iφ{n}|0〉 − φ{m}φ0|0〉 ⊗ φ{n}φ0|0〉
)
where the first sum is over all sets of integers {m} = {m1 > · · · > m2r ≥ 0} and
{n} = {n1 > · · · > n2s ≥ 0}, whose cardinalities take all even values 2r, 2s ≥ 0.
Using the annihilation properties (1.4.8) of the fermions, we find
∑
i∈Z
φigφ|0〉 ⊗ φ∗i gφ|0〉 − gφ|1〉 ⊗ gφ|1〉 = 2
∑
{m},{n}
c{m}c{n}× (1.6.34) 2r∑
i=1
(−)i−1φ{m\mi}|0〉 ⊗ φ{mi,n}|0〉+
2s∑
j=1
(−)j−1φ{nj ,m}|0〉 ⊗ φ{n\nj}|0〉

where we have defined φ{mi,n} = 0 if mi ∈ {n} and φ{nj ,m} = 0 if nj ∈ {m}.
Changing the indexing sets of the first sum in (1.6.34), we obtain the equivalent
expression
∑
i∈Z
φigφ|0〉 ⊗ φ∗i gφ|0〉 − gφ|1〉 ⊗ gφ|1〉 = (1.6.35)
2
∑
{p},{q}
φ{p}|0〉 ⊗ φ{q}|0〉
2r−1∑
i=1
(−)i−1c{p\pi}c{pi,q} +
2s−1∑
j=1
(−)j−1c{qj ,p}c{q\qj}

74 1 Free fermions in classical hierarchies
where the sum is over all sets of integers {p} = {p1 > · · · > p2r−1 ≥ 0} and
{q} = {q1 > · · · > q2s−1 ≥ 0} whose cardinalities take all odd values, and where we
have defined
c{pi,q} = (−)j−1c{q1,...,qj−1,pi,qj,...,q2s−1} (1.6.36)
if qj−1 > pi > qj for some 1 ≤ j ≤ 2s, and c{pi,q} = 0 if pi ∈ {q}. A similar definition
applies to c{qj ,p}. The right hand side of (1.6.35) vanishes if and only if
2r−1∑
i=1
(−)ic{m\mi}c{mi,n} +
2s−1∑
j=1
(−)jc{nj ,m}c{n\nj} = 0 (1.6.37)
for all sets {m1 > · · · > m2r−1 ≥ 0} and {n1 > · · · > n2s−1 ≥ 0}. Collectively, these
conditions are called the BKP Plu¨cker relations, and we summarize their significance
with the following statement (which we have already proved).
Lemma 21. gφ ∈ Cl(0)φ satisfies the NFBI (1.5.14) if and only if the expansion
coefficients (1.6.31) of gφ|0〉 obey the BKP Plu¨cker relations (1.6.37).
1.6.4 Pfaffian solution of BKP Plu¨cker relations
With the following result, we present a general Pfaffian solution of the BKP
Plu¨cker relations (1.6.37).
Lemma 22. To every even-cardinality set of integers {m} = {m1, . . . ,m2r} we
associate the coefficient
c{m} = Pf
(
cmi,mj
)
1≤i<j≤2r
= |m1, . . . ,m2r| (1.6.38)
where the matrix entries ci,j are arbitrary constants that satisfy the antisymmetry
condition ci,j = −cj,i. These coefficients satisfy the BKP Plu¨cker relations (1.6.37).
Proof. The proof is based on identity (2.97) in section 2.8 of [47]. Define two ordered
sets of integers {m} = {m1 > · · · > m2r−1 ≥ 0} and {n} = {n1 > · · · > n2s−1 ≥ 0},
with fixed odd cardinalities. By the definition of the coefficients (1.6.38), we obtain
2r−1∑
i=1
(−)ic{m\mi}c{mi,n} =
2r−1∑
i=1
(−)i|m1, . . . , m̂i, . . . ,m2r−1||mi, n1, . . . , n2s−1|
(1.6.39)
Expanding the second Pfaffian in (1.6.39), we have
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2r−1∑
i=1
(−)ic{m\mi}c{mi,n} =
2r−1∑
i=1
2s−1∑
j=1
(−)i+j|m1, . . . , m̂i, . . . ,m2r−1||mi, nj ||n1, . . . , n̂j , . . . , n2s−1|
(1.6.40)
Similarly, we find that
2s−1∑
j=1
(−)jc{nj ,m}c{n\nj} =
2s−1∑
j=1
(−)j |nj,m1, . . . ,m2r−1||n1, . . . , n̂j , . . . , n2s−1|
(1.6.41)
Expanding the first Pfaffian in (1.6.41), we obtain
2s−1∑
j=1
(−)jc{nj ,m}c{n\nj} =
2s−1∑
j=1
2r−1∑
i=1
(−)j+i|nj , mi||m1, . . . , m̂i, . . . ,m2r−1||n1, . . . , n̂j , . . . , n2s−1|
(1.6.42)
Summing the equations (1.6.40) and (1.6.42) we observe that the right hand side of
the resultant equation vanishes, where we have used the fact that |mi, nj| = −|nj,mi|
for all 1 ≤ i ≤ 2r−1 and 1 ≤ j ≤ 2s−1. This shows that the BKP Plu¨cker relations
(1.6.37) are satisfied.
1.7 Conclusion
Before ending this chapter, we present a brief summary of the material that has
been discussed. We especially wish to emphasize those results which find application
in the remainder of the thesis.
The Clifford algebras Clψ and Clφ provide a basic framework for the study of
the KP and BKP hierarchies, respectively. We defined Fock representations of these
algebras, and constructed partition (1.1.16) and strict partition (1.4.11) bases for
the respective Fock subspaces F (0)ψ and F (0)φ . We demonstrated that the elements of
these bases may be identified with Schur (1.1.49) and Schur Q-polynomials (1.4.37),
via the respective equations (1.1.50) and (1.4.38). These polynomials, in turn, form
a basis for the solution space of the KP and BKP hierarchies. We will continue
to refer to the bases (1.1.16) and (1.4.11) and the polynomials (1.1.49) and (1.4.37)
throughout the rest of the thesis, particularly in chapter 3, where they play a promi-
nent role.
The KP and BKP bilinear identities, (1.2.2) and (1.5.2) respectively, contain all
of the differential equations of their corresponding hierarchies. With theorems 1
and 3 we showed that the solutions of these bilinear identities, the τ -functions, are
expressible as fermionic expectation values. The task of solving (1.2.2) and (1.5.2)
was shown to be equivalent to solving the charged and neutral fermionic bilinear
identities, (1.2.15) and (1.5.14), respectively.
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Solutions of the CFBI and NFBI may be obtained from two different perspectives.
The first perspective was demonstrated with theorems 2 and 4, where we showed that
solutions of (1.2.15) and (1.5.14) are given by the orbit of the vacuum under GL∞
and O∞, respectively. The second perspective depends on finding solutions to the
Plu¨cker relations, (1.3.40) and (1.6.37). Explicit solutions of the Plu¨cker relations
were presented by the formulae (1.3.41) and (1.6.38), respectively. In the coming
chapters we will encounter objects whose expansion coefficients are determinants or
Pfaffians. By virtue of lemmas 12 and 22, we will thus be able to connect these
objects with solutions of the KP and BKP hierarchies.


Chapter 2
Overview of quantum inverse
scattering method
2.0 Introduction
In the 1970s the Leningrad school developed a quantum version of the technique
which had been discovered in [44]. One of the first steps towards this quantization
can be found in [91]. The technique itself became known as the quantum inverse
scattering method and it was introduced in [28], where it was used in the context
of integrable field-theoretical models. During the 1980s the method was extended
to the discrete, lattice versions of these models. In this thesis we shall apply the
quantum inverse scattering method to the descendents and relatives of another type
of discrete model, the XYZ spin-12 chain, which is closely connected with the eight-
vertex model of statistical mechanics [2], [3], [4], [5].
The purpose of this chapter is to provide a brief introduction to the quantum
inverse scattering method, in a sufficiently general setting. All of the models that
we study later are specializations of the generic model discussed here, and this
chapter enables us to unify much of the notation and conventions used throughout
the thesis. In section 2.1 we discuss the basic aspects common to all quantum
integrable models which we study. These include the Hamiltonian H of the model,
and its representation on a lattice of finitely many sites. The complete space of lattice
states is denoted by V, and the goal of the quantum inverse scattering method is to
construct states within V which are eigenvectors of H.
In the context of a quantum mechanical model, integrability means that H be-
longs to a family of commuting operators. The generating function of these opera-
tors is called the transfer matrix t(u), and the quantum inverse scattering method
is the technique through which t(u) is constructed. In section 2.2, we review the
quantum inverse scattering method for a generalized model. We introduce the R-
matrix, which is a solution of the Yang-Baxter equation, as well as the L-matrix
and monodromy matrix, whose entries are operators acting in V. The commutation
relations between these entries are given by the intertwining equations. We conclude
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by expressing the transfer matrix as the trace of the monodromy matrix. All of the
objects defined in this section have graphical representations which we also include,
since they provide a correspondence with the lattice models of statistical physics.
In section 2.3 we describe the algebraic Bethe Ansatz for calculating eigenvectors
of the transfer matrix, and derive the system of equations necessary for the success
of the Ansatz, known as the Bethe equations. We define the scalar product between
two different Bethe eigenvectors, and discuss its graphical representation as a two-
dimensional lattice. The definitions appearing in this section are essential to the
remainder of the thesis, throughout which we focus on Bethe eigenvectors and scalar
products across several different models.
The material presented in this chapter is fairly ubiquitous throughout the liter-
ature, and as such we do not adhere to any particular reference. Essentially we will
provide gleanings from [27], [61], [85], which are three standard introductory works
on the subject. For more information, the reader is referred to these sources.
2.1 Quantum integrable models
2.1.1 Discrete one-dimensional models and their space of states V
In this thesis we will study several discrete one-dimensional quantum mechanical
systems. The playing field for these systems is a one-dimensional integral lattice with
finitely many sites. Particles are placed at each lattice site, and every unique way of
assigning particles to the lattice is called a configuration. The system is allowed to
adopt any state which is a linear combination of individual lattice configurations.
To place these concepts on a more mathematical foundation, it is convenient to
use the language of state vectors. Let M ≥ 1 denote the number of lattice sites, and
associate a local quantum space Vi to the ith site for all 1 ≤ i ≤ M . These vector
spaces have the basis
Basis(Vi) =
{
|n〉i
∣∣∣ n ∈ N} (2.1.1)
where n is a number which can take any value in the set N. The interpretation of
N and the state vectors |n〉i depends on the system under consideration.
In chapters 3 and 4 we study systems which obey Bose-Einstein statistics, and
have no limit on the number of particles per site. For these systems, N = N ∪ {0}
and |n〉i represents the number of particles at the ith lattice site. In this case the
integers n are called occupation numbers. On the other hand, in chapters 5 and 6
we study systems which obey Fermi-Dirac statistics, and have one spin-12 particle
per site. For these systems, N = {+12 ,−12} = {↑, ↓} and |n〉i represents the spin of
a single particle at the ith lattice site.
With the definition of each local space Vi fixed, we introduce the global quantum
space V = V1 ⊗ · · · ⊗ VM . This vector space has the basis
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Basis(V) =
{
|n1〉1 ⊗ · · · ⊗ |nM〉M
∣∣∣ n1, . . . , nM ∈ N} (2.1.2)
where the numbers n1, . . . , nM can take any value in the set N. Every basis vector
|n1〉1⊗· · ·⊗|nM〉M describes an individual lattice configuration. In the Bose-Einstein
case, |n1〉1 ⊗ · · · ⊗ |nM〉M represents a lattice configuration with ni bosons at the
ith site for all 1 ≤ i ≤ M . In the Fermi-Dirac case, |n1〉1 ⊗ · · · ⊗ |nM 〉M represents
a lattice configuration of M fermions, such that the ith fermion has intrinsic spin
ni for all 1 ≤ i ≤ M . As mentioned previously, the system is allowed to adopt any
state in V.
2.1.2 Quantum algebras Ai and their representation on Vi
In addition to the vector space (2.1.2), a quantum model is described by a set
of commuting algebras A1, . . . ,AM . These algebras are in fact copies of a single
algebra, with one copy assigned to each lattice site. For all 1 ≤ i ≤M , the algebra
Ai has a representation on the local space Vi, and from this we deduce the action of
A = A1 ⊗ · · · ⊗ AM on V.
Let us make some general remarks which categorize the algebras A1, . . . ,AM for
the models under our consideration. In all cases, Ai is generated by three elements
{a+i , a−i , a0i }. When these generators act on basis vectors of Vi, both a±i produce a
new state, while a0i returns the original state. More specifically, we can say that
a
+
i |n〉i = a+i (n)|n+ 1〉i, a−i |n〉i = a−i (n)|n − 1〉i, a0i |n〉i = a0i (n)|n〉i (2.1.3)
for all n ∈ N and some suitable constants a±i (n), a0i (n). The interpretation of (2.1.3)
is specific to the model at hand.
When the quantum system obeys Bose-Einstein statistics, a+i /a
−
i play the role of
creation/annihilation operators, adding/deleting particles from the ith lattice site.
In this case, a−i (0) = 0, and all states in Vi can be constructed from the action of a+i
on the vacuum state |0〉i. When the system obeys Fermi-Dirac statistics, a+i /a−i play
the role of raising/lowering operators, raising/lowering the spin of the ith particle.
In this case, a+i (↑) = a−i (↓) = 0 and all states in Vi can be constructed from the
action of a−i on | ↑〉i, or the action of a+i on | ↓〉i. For all physical systems, the state
vector |n〉i is an eigenstate of the operator a0i .
2.1.3 Inner products
Let us define an inner product Ii on the local space Vi. Suppose that |m〉i and
|n〉i are two basis vectors of Vi. The inner product Ii between these vectors is defined
as
Ii
(
|m〉i, |n〉i
)
= ci(m)δm,n (2.1.4)
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where ci(m) denotes a function of the discrete variable m ∈ N, which is specific
to the model under consideration. Typically, this function is chosen such that the
operators a+i and a
−
i are adjoint. Imposing this condition, we find that
Ii
(
a
+
i |m〉i, |n〉i
)
= Ii
(
|m〉i, a−i |n〉i
)
=⇒ a+i (m)ci(n)δm+1,n = a−i (n)ci(m)δm,n−1
(2.1.5)
which follows from the actions (2.1.3) of a±i and the definition (2.1.4) of Ii. Equation
(2.1.5) is trivially satisfied if m+ 1 6= n, while it leads to the constraint
a+i (m)ci(m+ 1) = a
−
i (m+ 1)ci(m) (2.1.6)
on the function ci(m) in the case m+1 = n. The operator a
0
i is self-adjoint without
any further conditions imposed on the function ci(m), since
Ii
(
a
0
i |m〉i, |n〉i
)
= a0i (m)ci(m)δm,n = a
0
i (n)ci(m)δm,n = Ii
(
|m〉i, a0i |n〉i
)
(2.1.7)
Now we construct an inner product I on the global space V, using the definition
(2.1.4) of the local inner products Ii. Let |m〉 = |m1〉1 ⊗ · · · ⊗ |mM 〉M and |n〉 =
|n1〉1⊗· · ·⊗|nM 〉M be basis vectors of V. The inner product I between these vectors
is defined as
I
(
|m〉, |n〉
)
=
M∏
i=1
Ii
(
|mi〉i, |ni〉i
)
=
M∏
i=1
ci(mi)δmi,ni (2.1.8)
That is, I induces orthogonality between the basis vectors of V. The inner product
between more general elements of V can be calculated from the assumption that I
is bilinear.
2.1.4 Dual space of states V∗
Rather than using the inner product notation adopted in the last subsection, a
standard procedure is to introduce vector spaces which are dual to those already
considered. To this end, let V∗i denote the dual of Vi. It has the basis
Basis(V∗i ) =
{
〈m|i
∣∣∣ m ∈ N} (2.1.9)
where the action of each dual state vector 〈m|i is given by
〈m|i() = Ii
(
|m〉i,
)
(2.1.10)
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The generators of Ai act on basis elements of V∗i as follows
〈m|ia+i = a−i (m)〈m− 1|i, 〈m|ia−i = a+i (m)〈m+ 1|i, 〈m|ia0i = a0i (m)〈m|i
(2.1.11)
By virtue of (2.1.3) and (2.1.11), the action (2.1.10) of the dual space V∗i , and the
fact that a±i are adjoint (whilst a
0
i is self-adjoint), we recover the equations
〈m|ia+i
(
|n〉i
)
= Ii
(
a
−
i |m〉i, |n〉i
)
= Ii
(
|m〉i, a+i |n〉i
)
= 〈m|i
(
a
+
i |n〉i
)
(2.1.12)
〈m|ia−i
(
|n〉i
)
= Ii
(
a
+
i |m〉i, |n〉i
)
= Ii
(
|m〉i, a−i |n〉i
)
= 〈m|i
(
a
−
i |n〉i
)
(2.1.13)
〈m|ia0i
(
|n〉i
)
= Ii
(
a
0
i |m〉i, |n〉i
)
= Ii
(
|m〉i, a0i |n〉i
)
= 〈m|i
(
a
0
i |n〉i
)
(2.1.14)
These equations ensure that the quantities 〈m|ia±i |n〉i, 〈m|ia0i |n〉i are well defined
without specifying the direction in which the operators a±i , a
0
i act. We refer to these
quantities as expectation values of the operators a±i , a
0
i . More generally, expectation
values of arbitrary elements of Ai are unambiguously defined.
These ideas can be extended to the dual V∗ of the global vector space V. Its
basis is given by
Basis(V∗) =
{
〈m1|1 ⊗ · · · ⊗ 〈mM |M
∣∣∣ m1, . . . ,mM ∈ N} (2.1.15)
where the action of each dual state vector 〈m| = 〈m1|1 ⊗ · · · ⊗ 〈mM |M is given by
〈m|() = I
(
|m〉,
)
(2.1.16)
By this definition, the inner product I(|m〉, |n〉) can be written as 〈m|(|n〉), or more
simply 〈m|n〉. Expectation values of arbitrary elements of A = A1⊗· · ·⊗AM remain
well defined, regardless of the direction in which operators act.
2.1.5 Hamiltonian H
The physical interactions of a quantum mechanical system are described by its
Hamiltonian H ∈ End(V). In the models which we study, H is an algebraic combi-
nation of the operators a±i , a
0
i . It incorporates the interaction of the i
th lattice site
with its nearest neighbours, the (i−1)th and (i+1)th lattice sites, for all 1 ≤ i ≤M .
Periodicity is imposed, meaning that the 1st and M th sites are considered nearest
neighbours.
To be more explicit, we give some examples of the types of Hamiltonians which
we will encounter. In chapters 3 and 4 we will study models with Hamiltonians of
the form
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H =
M∑
i=1
(
a
+
i a
−
i+1 + a
−
i a
+
i+1 +∆a
0
i
)
(2.1.17)
while in chapters 5 and 6 we will study models with Hamiltonians of the form
H =
M∑
i=1
(
a
+
i a
−
i+1 + a
−
i a
+
i+1 +∆a
0
i a
0
i+1
)
(2.1.18)
with ∆ a constant, and where we assume the periodicity a±M+1 = a
±
1 , a
0
M+1 = a
0
1 in
both (2.1.17) and (2.1.18).
An important goal in the study of a particular quantum mechanical model is
to calculate the spectrum of its Hamiltonian H. That is, one wishes to find state
vectors |Ψ〉 ∈ V which are eigenvectors of H, satisfying
H|Ψ〉 = EΨ|Ψ〉 (2.1.19)
and to compute the corresponding eigenvalues EΨ. In accomplishing such a task,
one is commonly said to have solved the model. All the models studied in this
thesis are exactly solvable, meaning that their Hamiltonian H belongs to a family
of commuting operators. The quantum inverse scattering method/algebraic Bethe
Ansatz are techniques which diagonalize the entire family of commuting operators
simultaneously. We shall devote the remainder of this chapter to describing these
techniques.
2.2 Quantum inverse scattering method
2.2.1 R-matrix and Yang-Baxter equation
The quantum inverse scattering approach to solving a given quantum integrable
model relies on an n2 × n2 matrix called an R-matrix, where n ≥ 2. The value
of n and the entries of the R-matrix are specific to the model under consideration,
however we can make three remarks which apply universally. 1. The R-matrix
depends on two parameters called rapidities, which we typically write as u and v,1
2. The R-matrix is an element of End(Va ⊗ Vb), where Va and Vb are copies of
Cn, and are called auxiliary vector spaces, 3. The R-matrix is a solution of the
Yang-Baxter equation, which will be described in detail below.
In this thesis we will focus on the case n = 2, and models which have 4 × 4
R-matrices of the form
1In later chapters we will also use x and y for the rapidities. In those cases all the theory
established here still applies, if one simply replaces u and v with x and y, respectively.
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Rab(u, v) =

R++++(u, v) R
++
+−(u, v) R
+−
++(u, v) R
+−
+−(u, v)
R++−+(u, v) R
++
−−(u, v) R
+−
−+(u, v) R
+−
−−(u, v)
R−+++(u, v) R
−+
+−(u, v) R
−−
++(u, v) R
−−
+−(u, v)
R−+−+(u, v) R
−+
−−(u, v) R
−−
−+(u, v) R
−−
−−(u, v)

ab
(2.2.1)
=

a+(u, v) 0 0 0
0 b+(u, v) c+(u, v) 0
0 c−(u, v) b−(u, v) 0
0 0 0 a−(u, v)

ab
where the entries are functions of the rapidities u, v which are specific to the model
under consideration. We have placed the subscript ab on the R-matrix to denote
the fact that it is an element of End(Va ⊗ Vb), where Va,Vb are copies of C2. The
R-matrices (2.2.1) are solutions of the Yang-Baxter equation
Rab(u, v)Rac(u,w)Rbc(v,w) = Rbc(v,w)Rac(u,w)Rab(u, v) (2.2.2)
which is an identity acting in the tensor product Va ⊗ Vb ⊗ Vc of three auxiliary
spaces, for general values of the rapidities u, v, w. The Yang-Baxter equation is
a strong restriction on the functions a±, b±, c± which are entries of the R-matrix
(2.2.1). The full strength is revealed when (2.2.2) is written in component notation,
giving
Ri1k1i2k2(u, v)R
k1j1
i3k3
(u,w)Rk2j2k3j3(v,w) = R
i2k2
i3k3
(v,w)Ri1k1k3j3(u,w)R
k1j1
k2j2
(u, v) (2.2.3)
where all indices take values in {+1,−1}, with each of {i1, i2, i3, j1, j2, j3} held fixed,
while {k1, k2, k3} are summed. We see that (2.2.3) gives rise to 26 scalar equations
involving the functions a±, b±, c±, one corresponding to each configuration of the
indices {i1, i2, i3, j1, j2, j3}.
Example 1. Setting {i1, i2, i3, j1, j2, j3} = {−,+,−,−,−,+} in (2.2.3), we recover
the equation
R−++−(u, v)R
+−
−+(u,w)R
−−
++(v,w) +R
−−
++(u, v)R
−−
−−(u,w)R
+−
−+(v,w) (2.2.4)
= R+−−+(v,w)R
−−
++(u,w)R
−−
−−(u, v)
where some terms within the summation have vanished due to their corresponding
R-matrix entries being zero. Substituting the functions which comprise the R-matrix
entries into (2.2.4), we obtain
c−(u, v)c+(u,w)b−(v,w) + b−(u, v)a−(u,w)c+(v,w) = c+(v,w)b−(u,w)a−(u, v)
(2.2.5)
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2.2.2 Graphical representation of R-matrix
It is possible to represent the elements of the R-matrix (2.2.1) graphically, a
procedure which leads to an elegant diagrammatic interpretation of the Yang-Baxter
equation (2.2.3). This graphical correspondence is realized by matching each non-
zero element of (2.2.1) with a vertex, as shown in figure 2.1.
u
R++++(u, v) = a+(u, v)
v
u
R++−−(u, v) = b+(u, v)
v
u
R+−−+(u, v) = c+(u, v)
v
u
R−−−−(u, v) = a−(u, v)
v
u
R−−++(u, v) = b−(u, v)
v
u
R−++−(u, v) = c−(u, v)
v
Figure 2.1: Six vertices of the generalized R-matrix. Each non-zero entry of (2.2.1)
is matched with a vertex.
Each vertex in figure 2.1 is the intersection of a horizontal line with two black
arrows attached, and a vertical line with two black arrows attached. The horizontal
line is considered to have the rapidity u flowing through it, in the direction indicated
by the horizontal white arrow. Similarly, the vertical line is considered to have the
rapidity v flowing through it, in the direction indicated by the vertical white arrow.
When a black arrow points in the direction of variable flow it is assigned the value
+1, and conversely when a black arrow points opposite the direction of variable flow
it is assigned the value −1.
In any given line, the black arrow nearest to the external white arrow is called
incoming, since it precedes the intersection point of the vertex. The black arrow
farthest from the external white arrow is called outgoing, since it succeeds the in-
tersection point of the vertex. A line thus gives rise to an ordered pair of values
(i, j) ∈ {+1,−1}, where i is the value assigned to the incoming arrow, and j is the
value assigned to the outgoing arrow. The R-matrix element Ri1j1i2j2(u, v) is matched
with the vertex having horizontal line values (i1, j1) and vertical line values (i2, j2).
Using these graphical definitions, the Yang-Baxter equation (2.2.3) may be writ-
ten in the form shown in figure 2.2.
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i2
k2 j2
v
i1
k1 j1
u
i3
k3
j3
w
=
u
i1
k1
j1
v
i2 k2
j2
w
i3
k3
j3
Figure 2.2: Graphical depiction of the Yang-Baxter equation.
Both sides of this equation should be interpreted as three conjoined vertices. There
is a vertex at the intersection of the (u, v) lines, another at the intersection of the
(u,w) lines, and yet another at the intersection of the (v,w) lines. The joining of
these vertices is shorthand for multiplication of the three corresponding R-matrix
elements. The absence of black arrows in this picture is a notational convenience,
which requires some explanation.
Examining figure 2.2, we see that a conjoined trio of vertices possesses 6 external
line segments, which have been labelled {i1, i2, i3, j1, j2, j3}. Each i or j represents
an undisclosed black arrow, which is held fixed on both sides of the equation. By
leaving these black arrows unspecified we can write (2.2.3) as a single equation,
when in fact it implies 26 equations, one corresponding to each of the 26 external
configurations.
The 3 internal line segments, which have been labelled {k1, k2, k3}, have a dif-
ferent meaning. Each k is summed over a black arrow that points with the variable
flow, and a black arrow that points opposite the variable flow. By omitting black
arrows from these points we imply summation over 23 terms on each side of the
equation. It should be noted that many terms in this summation vanish, since any
vertex not shown in figure 2.1 is by definition equal to zero.
2.2.3 L-matrix and local intertwining equation
Another fundamental object in the quantum inverse scattering method is the
n×n L-matrix. As before, the value of n and the entries of the L-matrix are specific
to the model under consideration, but we can make three universal remarks. 1.
The L-matrix depends on a single rapidity u, 2. The L-matrix is an element of
End(Va), where Va is a copy of Cn, and its entries are elements of the mth quantum
algebra Am, 3. The L-matrix satisfies the local intertwining equation, which will be
described in detail below.
In this thesis we restrict our attention to models with 2 × 2 L-matrices of the
form
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Lam(u) =
(
L++m (u) L
+−
m (u)
L−+m (u) L−−m (u)
)
a
(2.2.6)
where the entries depend on u and are elements of Am, specific to the model under
consideration. We have placed the subscript a on the L-matrix to denote the fact
that it is an element of End(Va), where Va is a copy of C2. The L-matrix (2.2.6)
satisfies the relation
Rab(u, v)Lam(u)Lbm(v) = Lbm(v)Lam(u)Rab(u, v) (2.2.7)
which is an identity acting in the tensor product Va⊗Vb of two auxiliary spaces, for
general values of the rapidities u, v. The R-matrix Rab(u, v), given by (2.2.1), is said
to intertwine the L-matrices Lam(u) and Lbm(v). For this reason we refer to (2.2.7)
as the local intertwining equation. It is a local equation insofar as the entries of
the L-matrices act only at the mth site in the model. Writing (2.2.7) in component
notation we obtain
Ri1k1i2k2(u, v)L
k1j1
m (u)L
k2j2
m (v) = L
i2k2
m (v)L
i1k1
m (u)R
k1j1
k2j2
(u, v) (2.2.8)
where all indices take values in {+1,−1}, with each of {i1, i2, j1, j2} held fixed,
while {k1, k2} are summed. Hence (2.2.8) gives rise to 24 commutation relations
involving the operators L++m (u), L
+−
m (u), L
−+
m (u), L
−−
m (u), one corresponding to each
configuration of the indices {i1, i2, j1, j2}.
Example 2. Setting {i1, i2, j1, j2} = {+,+,+,−} in (2.2.7), we recover the com-
mutation relation
R++++(u, v)L
++
m (u)L
+−
m (v) = L
+−
m (v)L
++
m (u)R
++
−−(u, v) + L
++
m (v)L
+−
m (u)R
−+
+−(u, v)
(2.2.9)
where some terms within the summation have vanished due to their corresponding
R-matrix entries being zero. Substituting the functions which comprise theR-matrix
entries into (2.2.9), we obtain
a+(u, v)L
++
m (u)L
+−
m (v) = b+(u, v)L
+−
m (v)L
++
m (u) + c−(u, v)L
++
m (v)L
+−
m (u)
(2.2.10)
Remark 1. Let us specialize, for the moment, to models obeying Bose-Einstein
statistics. An important property of the L-matrix (2.2.6) is the action of its entries
on the local vacuum states |0〉m and 〈0|m. In all of the bosonic models which we
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study, these vacuum states will be eigenvectors of L++m (u) and L
−−
m (u), giving rise
to the equations
L++m (u)|0〉m = αm(u)|0〉m, 〈0|mL++m (u) = αm(u)〈0|m (2.2.11)
L−−m (u)|0〉m = δm(u)|0〉m, 〈0|mL−−m (u) = δm(u)〈0|m (2.2.12)
where αm(u) and δm(u) are functions of u which are specific to the model under
consideration. Furthermore, L+−m (u) and L−+m (u) will play the role of creation and
annihilation operators, giving rise to the equations
L+−m (u)|0〉m 6= 0, 〈0|mL+−m (u) = 0 (2.2.13)
L−+m (u)|0〉m = 0, 〈0|mL−+m (u) 6= 0 (2.2.14)
Analogous statements also apply to the models that we study which obey Fermi-
Dirac statistics. In those cases, the equations (2.2.11)–(2.2.14) still hold, but with
|0〉m, 〈0|m replaced by | ↑〉m, 〈↑ |m.
2.2.4 Graphical representation of L-matrix
The objects introduced in the previous subsection admit the following graphical
description. We identify each element of the matrix Lam(u) with a vertex, as shown
in figure 2.3.
u
L++m (u)
m
u
L+−m (u)
m
u
L−+m (u)
m
u
L−−m (u)
m
Figure 2.3: Four vertices of the generalized L-matrix. Each entry of (2.2.6) is
matched with a vertex.
Each vertex in figure 2.3 is the intersection of a horizontal line with two black ar-
rows attached, and a blank vertical line. The variable u flows through the horizontal
line in the direction indicated, and the vertical line is marked with m, to indicate
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the mth quantum space. On the horizontal line, when a black arrow points with the
orientation it is assigned the value +1, and when a black arrow points against the
orientation it is assigned the value −1. The vertical line has no values associated to
it, and for the moment, it serves only to partition the horizontal line. The L-matrix
element Lijm(u) is matched with the vertex having horizontal line values (i, j).
Using these graphical definitions, the local intertwining equation (2.2.8) may be
written in the form shown in figure 2.4.
i2
k2 j2
v
i1
k1 j1
u
m
=
u
i1
k1
j1
v
i2 k2
j2
m
Figure 2.4: Graphical depiction of the local intertwining equation.
Both sides of this equation should be interpreted as three conjoined vertices. There
is an R-matrix vertex at the intersection of the (u, v) lines, and L-matrix vertices at
the remaining two intersection points. The joining of these vertices is shorthand for
multiplication of the three corresponding matrix elements. In this multiplication,
the L-matrix elements are ordered from the one closest the vertical white arrow to
the one farthest.
We label the horizontal external line segments by {i1, i2, j1, j2}. Each i or j
represents an undisclosed black arrow, which is held fixed on both sides of the
equation. The internal horizontal line segments have been labelled {k1, k2}. Each k
is summed over a black arrow that points with the orientation, and a black arrow
that points against the orientation.
2.2.5 Monodromy matrix and global intertwining equation
The monodromy matrix is defined as an M -fold product of L-matrices, where
the product is taken over each site of the model. It is given explicitly by2
2In Chapter 5 we will define the monodromy matrix as Ta(u) = La1(u) . . . LaM (u). This reversal
of the quantum space ordering is merely a convenience and the results of this chapter hold for either
definition.
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Ta(u) = LaM (u) . . . La1(u) =
M∏
←−
m=1
Lam(u) (2.2.15)
where Lam(u) is the L-matrix (2.2.6) of the model, acting at the m
th site. For
the models under our consideration, which have 2 × 2 L-matrices, the monodromy
matrix has the form
Ta(u) =
(
A(u) B(u)
C(u) D(u)
)
a
(2.2.16)
where we have placed the subscript a on the monodromy matrix to denote the fact
that it is an element of End(Va), with Va a copy of C2.
The entries A(u), B(u), C(u),D(u) in (2.2.16) are the operators which result from
performing the multiplication (2.2.15) of L-matrices. They are dependent on u, since
each L-matrix in the product depends on u, and they are sums of 2M−1 monomials.
These monomials, in turn, are products of M local operators, one acting at each
site of the model. Therefore, in general, the entries of the monodromy matrix are
complicated elements of A1⊗· · ·⊗AM . For notational convenience, it is conventional
to suppress the End(V1 ⊗ · · · ⊗ VM ) dependence of these entries.
Lemma 1. The monodromy matrix satisfies the equation
Rab(u, v)Ta(u)Tb(v) = Tb(v)Ta(u)Rab(u, v) (2.2.17)
which is an identity acting in the tensor product Va ⊗ Vb of two auxiliary spaces,
for general values of the rapidities u, v. We refer to this as the global intertwining
equation, since the R-matrix Rab(u, v) now intertwines the monodromy matrices
Ta(u), Tb(v) which act over all sites in the model.
Proof. The result (2.2.17) is a corollary of the local intertwining relation (2.2.7).
Using the definition (2.2.15) of the monodromy matrix, we write
Rab(u, v)Ta(u)Tb(v) = Rab(u, v)
(
M∏
←−
m=1
Lam(u)
)(
M∏
←−
m=1
Lbm(v)
)
(2.2.18)
= Rab(u, v)
M∏
←−
m=1
(
Lam(u)Lbm(v)
)
where we have changed the ordering of the L-matrices by commuting those which
act in different spaces. Applying (2.2.7) M times successively to the right hand side
of (2.2.18), we obtain
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Rab(u, v)Ta(u)Tb(v) =
M∏
←−
m=1
(
Lbm(v)Lam(u)
)
Rab(u, v) (2.2.19)
=
(
M∏
←−
m=1
Lbm(v)
)(
M∏
←−
m=1
Lam(u)
)
Rab(u, v)
= Tb(v)Ta(u)Rab(u, v)
where we have restored the original ordering of the L-matrices to complete the
proof.
As we have done with earlier equations, we can write (2.2.17) in component
notation, obtaining
Ri1k1i2k2(u, v)T
k1j1(u)T k2j2(v) = T i2k2(v)T i1k1(u)Rk1j1k2j2(u, v) (2.2.20)
where all indices take values in {+1,−1}, with each of {i1, i2, j1, j2} held fixed, while
{k1, k2} are summed. Hence (2.2.20) gives rise to 24 commutation relations involving
the operators A(u), B(u), C(u),D(u), one corresponding to each configuration of the
indices {i1, i2, j1, j2}.
Example 3. We will list four of the commutation relations contained in (2.2.20),
since they are used later in this chapter. Setting {i1, i2, j1, j2} = {+,+,−,−} in
(2.2.20), we obtain
R++++(u, v)T
+−(u)T+−(v) = T+−(v)T+−(u)R−−−−(u, v)
=⇒ a+(u, v)B(u)B(v) = a−(u, v)B(v)B(u) (2.2.21)
Setting {i1, i2, j1, j2} = {−,−,+,+} in (2.2.20), we obtain
R−−−−(u, v)T
−+(u)T−+(v) = T−+(v)T−+(u)R++++(u, v)
=⇒ a−(u, v)C(u)C(v) = a+(u, v)C(v)C(u) (2.2.22)
Setting {i1, i2, j1, j2} = {+,+,−,+} in (2.2.20), we obtain
R++++(u, v)T
+−(u)T++(v) = T+−(v)T++(u)R+−−+(u, v) + T
++(v)T+−(u)R−−++(u, v)
=⇒ a+(u, v)B(u)A(v) = c+(u, v)B(v)A(u) + b−(u, v)A(v)B(u) (2.2.23)
Finally, setting {i1, i2, j1, j2} = {−,+,−,−} in (2.2.20), we obtain
R−++−(u, v)T
+−(u)T−−(v) +R−−++(u, v)T
−−(u)T+−(v) = T+−(v)T−−(u)R−−−−(u, v)
=⇒ c−(u, v)B(u)D(v) + b−(u, v)D(u)B(v) = a−(u, v)B(v)D(u)
(2.2.24)
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Lemma 2. Let us consider, once again, models which obey Bose-Einstein statistics.
Defining the global vacua
|0〉 = |0〉1 ⊗ · · · ⊗ |0〉M , 〈0| = 〈0|1 ⊗ · · · ⊗ 〈0|M (2.2.25)
we find that these states are eigenvectors of the operators A(u) and D(u), giving
rise to the equations
A(u)|0〉 = α(u)|0〉 =
M∏
m=1
αm(u)|0〉, 〈0|A(u) = α(u)〈0| =
M∏
m=1
αm(u)〈0| (2.2.26)
D(u)|0〉 = δ(u)|0〉 =
M∏
m=1
δm(u)|0〉, 〈0|D(u) = δ(u)〈0| =
M∏
m=1
δm(u)〈0| (2.2.27)
where αm(u) and δm(u) are the eigenvalues as defined in (2.2.11) and (2.2.12), respec-
tively. In addition, B(u) and C(u) play the role of global creation and annihilation
operators, giving rise to the equations
B(u)|0〉 6= 0, 〈0|B(u) = 0 (2.2.28)
C(u)|0〉 = 0, 〈0|C(u) 6= 0 (2.2.29)
Similar equations apply to models with Fermi-Dirac statistics, by replacing the global
vacua |0〉, 〈0| in (2.2.26)–(2.2.29) with the spin-up states
| ⇑〉 = | ↑〉1 ⊗ · · · ⊗ | ↑〉M , 〈⇑ | = 〈↑ |1 ⊗ · · · ⊗ 〈↑ |M (2.2.30)
Proof. These equations follow immediately from the definition of the monodromy
matrix (2.2.15), and from the actions (2.2.11)–(2.2.14) of the L-matrix entries on
the local vacuum states. For example,
A(u)|0〉 = ( 1 0 )( L++M |0〉M L+−M |0〉M
L−+M |0〉M L−−M |0〉M
)
. . .
(
L++1 |0〉1 L+−1 |0〉1
L−+1 |0〉1 L−−1 |0〉1
)(
1
0
)
=
(
1 0
)( αM |0〉M L+−M |0〉M
0 δM |0〉M
)
. . .
(
α1|0〉1 L+−1 |0〉1
0 δ1|0〉1
)(
1
0
)
=
M∏
m=1
αm(u)|0〉1 ⊗ · · · ⊗ |0〉M (2.2.31)
The remaining equations are proved analogously.
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2.2.6 Graphical representation of monodromy matrix
Using the previous diagrammatic conventions for L-matrix elements, we identify
each element of the matrix Ta(u) with a string of vertices, as shown in figure 2.5.
u
M 1
T++(u) = A(u)
u
M 1
T+−(u) = B(u)
u
M 1
T−+(u) = C(u)
u
M 1
T−−(u) = D(u)
Figure 2.5: Four vertex-strings of the monodromy matrix. Each entry of (2.2.16) is
matched with a string of L-matrix vertices.
These diagrams are interpreted as M conjoined L-matrix vertices which represent,
from left to right, the multiplication of the corresponding L-matrix elements. The
horizontal internal line segments are summed over black arrows that point with the
orientation, and black arrows that point against the orientation, so each string of
vertices implies a sum over 2M−1 terms. The monodromy matrix element T ij(u) is
matched with the string of vertices having external horizontal line values (i, j).
The global intertwining equation (2.2.20) has the diagrammatic form
i2
k2
v
i1
k1
u
j2
j1
M 1
=
u
i1
k1
j1v
i2 k2
j2
M 1
Figure 2.6: Graphical depiction of the global intertwining equation. This follows by
repeated application of the local intertwining equation, which moves the R-matrix
vertex attached on the left until it emerges from the right.
Both sides of this equation contain an R-matrix vertex at the intersection of the
(u, v) lines, and L-matrix vertices at the remaining 2M intersection points. The
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joining of these vertices is shorthand for multiplication of the corresponding matrix
elements. In this multiplication, the L-matrix vertices are ordered from those closest
the vertical white arrows to those farthest.
We write the external line segments as {i1, i2, j1, j2}. Each i or j represents
an undisclosed black arrow, which is held fixed on both sides of the equation. For
simplicity we have not labelled the horizontal internal line segments, which are
summed over black arrows that point with the orientation, and black arrows that
point against the orientation.
2.2.7 Transfer matrix and quantum trace identities
In this subsection we describe the reconstruction of the Hamiltonian H in terms
of a set of commuting operators. This reconstruction allows us to study the spectrum
of H jointly with another operator, the transfer matrix.
Lemma 3. Define the transfer matrix t(u) as the trace of the monodromy matrix,
taken in the auxiliary space Va. In other words, let
t(u) = traTa(u) = A(u) +D(u) (2.2.32)
Then for all u, v ∈ C the transfer matrices t(u), t(v) satisfy
[t(u), t(v)] = 0 (2.2.33)
Proof. Consider the global intertwining equation (2.2.17). Multiplying this equation
from the left by the inverse of the R-matrix (2.2.1) and taking the trace over Va and
Vb, we obtain
traTa(u)trbTb(v) = tratrb
(
R−1ab (u, v)Tb(v)Ta(u)Rab(u, v)
)
(2.2.34)
= tratrb
(
Tb(v)Ta(u)Rab(u, v)R
−1
ab (u, v)
)
= trbTb(v)traTa(u)
where the second line of (2.2.34) follows from the cyclicity of the trace. Recalling
the definition (2.2.32) of the transfer matrix, the final line of (2.2.34) completes the
proof.
The transfer matrix can be viewed as a generating function of the conserved
quantities of a given quantum integrable model. To see this, one expands t(u) in
powers of u or eu (depending on the particular model) to obtain
t(u) =
∑
n
tnu
n, or t(u) =
∑
n
tne
nu (2.2.35)
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where each tn is an element of A1⊗ · · · ⊗AM . Substituting the generating function
(2.2.35) into the commutation relation (2.2.33), it follows that the quantities tm, tn
satisfy
[tm, tn] = 0, for all m,n (2.2.36)
meaning that they are in involution. An integrable quantum model is one whose
Hamiltonian H may be expressed as an algebraic combination of the operators tn,
via a quantum trace identity. Whilst the specifics of this reconstruction depend on
the model being studied, we always recover the equation
[H, t(u)] = 0, for all u ∈ C (2.2.37)
as a consequence. This leads us to the following important result.
Lemma 4. Let |Ψ〉 ∈ V be an eigenvector of H with non-degenerate eigenvalue EΨ.
Then |Ψ〉 is also an eigenvector of t(u).
Proof. Using the commutation relation (2.2.37), we have
Ht(u)|Ψ〉 = t(u)H|Ψ〉 = EΨt(u)|Ψ〉 (2.2.38)
Hence t(u)|Ψ〉 is an eigenstate of H with eigenvalue EΨ. Since this eigenvalue is
non-degenerate, it follows that t(u)|Ψ〉 = τΨ(u)|Ψ〉 for some scalar function τΨ(u).
This proves that |Ψ〉 is also an eigenvector of t(u).
By virtue of lemma 4, we see that all non-degenerate eigenvectors of H are also
eigenvectors of t(u). Hence the non-degenerate spectrum of H can be recovered by
studying the spectrum of t(u). This will be the focus of the next section.
2.3 Algebraic Bethe Ansatz
2.3.1 Construction of the Bethe eigenvectors
Our goal in this subsection is to find vectors |Ψ〉 ∈ V and 〈Ψ| ∈ V∗ such that
t(u)|Ψ〉 = τΨ(u)|Ψ〉, 〈Ψ|t(u) = τΨ(u)〈Ψ| (2.3.1)
where t(u) is the transfer matrix (2.2.32) and τΨ(u) are suitable scalar functions.
This goal is achieved by making an educated guess at the form of the eigenvectors,
known as the algebraic Bethe Ansatz. In the following theorem, the eigenvectors
|Ψ〉 and 〈Ψ| are constructed using the off-diagonal entries of the monodromy matrix
(2.2.16). The action of t(u) = A(u) +D(u) on the proposed eigenvectors can then
be calculated using the commutation relations (2.2.20).
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Theorem 1. Suppose that the entries of the R-matrix (2.2.1) satisfy3
a±(u, v) = a(u, v), b±(u, v) = −b±(v, u), c±(u, v) = c(u, v) = c(v, u) (2.3.2)
Then the state vectors4
|Ψ〉 = B(v1) . . . B(vN )|0〉 =
N∏
−→
n=1
B(vn)|0〉 (2.3.3)
〈Ψ| = 〈0|C(vN ) . . . C(v1) = 〈0|
N∏
←−
n=1
C(vn) (2.3.4)
are solutions of the eigenvector equations (2.3.1), with eigenvalues τΨ(u) given by
τΨ(u) = α(u)
N∏
n=1
a(vn, u)
b−(vn, u)
+ δ(u)
N∏
n=1
a(u, vn)
b−(u, vn)
(2.3.5)
provided that the variables {v1, . . . , vN} satisfy the system of coupled equations
α(vi)
N∏
n 6=i
n=1
a(vn, vi) + (−)Nδ(vi)
N∏
n 6=i
n=1
a(vi, vn) = 0 (2.3.6)
for all 1 ≤ i ≤ N . We refer to (2.3.3) and (2.3.4) as the Bethe eigenvectors of the
model, and to the constraints (2.3.6) as the Bethe equations.
Proof. Following the procedure given in chapter VII of [61], we shall prove the
theorem for (2.3.3), but omit the proof for (2.3.4) as it is very similar. Acting on
the vector (2.3.3) with the transfer matrix t(u), we obtain
t(u)|Ψ〉 =
(
A(u) +D(u)
)
|Ψ〉 = A(u)
N∏
n=1
B(vn)|0〉 +D(u)
N∏
n=1
B(vn)|0〉 (2.3.7)
where the products in (2.3.7) are left unordered, because when a+(vi, vj) = a−(vi, vj)
the commutation relation (2.2.21) yields
[B(vi), B(vj)] = 0, for all 1 ≤ i, j ≤ N (2.3.8)
3The models studied in chapters 3,4,5 have R-matrices which obey (2.3.2). In chapter 6, we
study models which require a slightly separate treatment.
4Throughout the theorem, we specialize to models with Bose-Einstein statistics. The results
obtained apply equally to fermionic models, by replacing all instances of |0〉, 〈0| with | ⇑〉, 〈⇑ |.
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In order to show that |Ψ〉 is an eigenvector of t(u), we must calculate the two terms
on the right hand side of (2.3.7). To this end, let PN denote the proposition
A(u)
N∏
n=1
B(vn)|0〉 = α(u)
N∏
n=1
[ a(vn, u)
b−(vn, u)
B(vn)
]
|0〉 (2.3.9)
−
N∑
i=1
α(vi)
c(vi, u)
b−(vi, u)
B(u)
N∏
n 6=i
n=1
[ a(vn, vi)
b−(vn, vi)
B(vn)
]
|0〉
which we will prove for general N ≥ 1. To begin, we use the commutation relation
(2.2.23) with u→ v1, v → u and equation (2.2.26) to calculate
A(u)B(v1)|0〉 = α(u) a(v1, u)
b−(v1, u)
B(v1)|0〉 − α(v1) c(v1, u)
b−(v1, u)
B(u)|0〉 (2.3.10)
where we have used the fact that a+(v1, u) = a(v1, u), c+(v1, u) = c(v1, u). This
establishes that P1 is true. Now suppose Pm−1 is true for some integer m ≥ 2. Once
again, using the commutation relation (2.2.23) we find that
A(u)
m∏
n=1
B(vn)|0〉 = a(v1, u)
b−(v1, u)
B(v1)A(u)
m∏
n=2
B(vn)|0〉 (2.3.11)
− c(v1, u)
b−(v1, u)
B(u)A(v1)
m∏
n=2
B(vn)|0〉
Since Pm−1 holds, we are able to explicitly calculate the terms on the right hand
side of (2.3.11). Substituting Pm−1 into (2.3.11) we obtain
A(u)
m∏
n=1
B(vn)|0〉 = a(v1, u)
b−(v1, u)
B(v1)α(u)
m∏
n=2
[ a(vn, u)
b−(vn, u)
B(vn)
]
|0〉 (2.3.12)
− a(v1, u)
b−(v1, u)
B(v1)
m∑
i=2
α(vi)
c(vi, u)
b−(vi, u)
B(u)
m∏
n6=i
n=2
[ a(vn, vi)
b−(vn, vi)
B(vn)
]
|0〉
− c(v1, u)
b−(v1, u)
B(u)α(v1)
m∏
n=2
[ a(vn, v1)
b−(vn, v1)
B(vn)
]
|0〉
+
c(v1, u)
b−(v1, u)
B(u)
m∑
i=2
α(vi)
c(vi, v1)
b−(vi, v1)
B(v1)
m∏
n6=i
n=2
[ a(vn, vi)
b−(vn, vi)
B(vn)
]
|0〉
Now consider the single Yang-Baxter equation (2.2.5), as given in example 1. Re-
calling the assumptions (2.3.2) and setting u → v1, v → vi, w → u in this equation,
it becomes
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−b−(vi, v1)a(v1, u)c(vi, u) + c(vi, v1)c(v1, u)b−(vi, u) = c(vi, u)b−(v1, u)a(v1, vi)
(2.3.13)
where we have used b−(v1, vi) = −b−(vi, v1), c(v1, vi) = c(vi, v1) to change the order
of v1, vi on the left hand side. By virtue of (2.3.13) we are able to combine the
second and fourth term on the right hand side of (2.3.12), which yields
A(u)
m∏
n=1
B(vn)|0〉 = α(u)
m∏
n=1
[ a(vn, u)
b−(vn, u)
B(vn)
]
|0〉 (2.3.14)
− α(v1) c(v1, u)
b−(v1, u)
B(u)
m∏
n=2
[ a(vn, v1)
b−(vn, v1)
B(vn)
]
|0〉
−
m∑
i=2
α(vi)
c(vi, u)
b−(vi, u)
B(u)
m∏
n 6=i
n=1
[ a(vn, vi)
b−(vn, vi)
B(vn)
]
|0〉
proving that Pm is true. Therefore by induction PN is true for arbitrary N ≥ 1. By
analogous arguments, which use the commutation relation (2.2.24) and the equation
(2.2.27), we are also able to show that
D(u)
N∏
n=1
B(vn)|0〉 = δ(u)
N∏
n=1
[ a(u, vn)
b−(u, vn)
B(vn)
]
|0〉 (2.3.15)
−
N∑
i=1
δ(vi)
c(u, vi)
b−(u, vi)
B(u)
N∏
n 6=i
n=1
[ a(vi, vn)
b−(vi, vn)
B(vn)
]
|0〉
for arbitrary N ≥ 1. Summing the equations (2.3.9) and (2.3.15), we find that |Ψ〉 is
an eigenvector of t(u) if and only if their sub-leading terms cancel via the equations
α(vi)
c(vi, u)
b−(vi, u)
N∏
n 6=i
n=1
a(vn, vi)
b−(vn, vi)
+ δ(vi)
c(u, vi)
b−(u, vi)
N∏
n 6=i
n=1
a(vi, vn)
b−(vi, vn)
= 0 (2.3.16)
for all 1 ≤ i ≤ N . Cancelling factors which are common to both terms in (2.3.16),
we obtain the Bethe equations (2.3.6). Furthermore, summing the leading terms in
(2.3.9) and (2.3.15), we recover the eigenvalue (2.3.5).
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2.3.2 Scalar product
When studying a quantum integrable model, aside from calculating the spectrum
of its Hamiltonian H, another important problem is the calculation of its scalar
product SN ({u}N , {v}N ). The scalar product is a function of the 2N variables
{u}N = {u1, . . . , uN}, {v}N = {v1, . . . , vN} given by
SN
(
{u}N , {v}N
)
= 〈0|
N∏
←−
m=1
C(um)
N∏
−→
n=1
B(vn)|0〉 (2.3.17)
for Bose-Einstein models, and by
SN
(
{u}N , {v}N
)
= 〈⇑ |
N∏
←−
m=1
C(um)
N∏
−→
n=1
B(vn)| ⇑〉 (2.3.18)
for Fermi-Dirac models. For simplicity, in the remainder of this section we specialize
to the former case, though our treatment may be equally applied to the latter.
In general the variables {u}N and {v}N are kept free. Specializing to the case
where {u}N and {v}N are solutions of the Bethe equations, the scalar product
expresses the action of a dual eigenstate 〈Ψu| on another eigenstate |Ψv〉. If {u}N
and {v}N are different solutions of the Bethe equations, this action is trivially zero.
This follows from the fact that
τΨu(z)SN
(
{u}N , {v}N
)
= 〈0|
N∏
←−
m=1
C(um)t(z)
N∏
−→
n=1
B(vn)|0〉 = τΨv (z)SN
(
{u}N , {v}N
)
(2.3.19)
and since the eigenvalues τΨu(z), τΨv (z) in (2.3.19) are assumed to be different, the
only possible resolution is that SN ({u}N , {v}N ) = 0. On the other hand, when {u}N
and {v}N are equal to the same solution of the Bethe equations, SN ({v}N , {v}N ) is
non-zero and used in the normalization of other physical entities, such as correlation
functions.
In this thesis we will calculate the scalar product in a variety of different models.5
A universal technique for achieving this is to use the commutation relations (2.2.20)
and the annihilation rules (2.2.28), (2.2.29) to manipulate the operators appearing
in (2.3.17). Unfortunately, this is a complicated approach which generally does not
lead to a compact expression. Our approach will be to refrain from the commutation
relations (2.2.20) as much as possible, preferring simpler techniques which pertain
to each individual model.
5In chapters 3 and 4 we will calculate SN ({u}N , {v}N ) when the variables {u}N , {v}N are free.
In chapters 5 and 6 we will consider an intermediate case, when one set of variables {u}N is free
whilst the other, {v}N , satisfies the Bethe equations.
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2.3.3 Graphical representation of scalar product
In this subsection we specialize to models whose basis vectors are orthonormal.
That is, we consider models which satisfy
I
(
|m〉, |n〉
)
=
M∏
i=1
δmi,ni (2.3.20)
for all basis vectors |m〉 = |m1〉1 ⊗ · · · ⊗ |mM 〉M and |n〉 = |n1〉1 ⊗ · · · ⊗ |nM 〉M in
V. Comparing with equation (2.1.8), this corresponds to the case ci(mi) = 1 for all
1 ≤ i ≤ M and mi ∈ N. For such models, the scalar product SN ({u}N , {v}N ) can
be graphically represented as a lattice. In order to demonstrate this, we prepare
some notations.
For all 0 ≤ i ≤ N , let βi, γi denote vectors (βi,1, . . . , βi,M ), (γi,1, . . . , γi,M ) ∈ NM
and define
|βi〉 = |βi,1〉1 ⊗ · · · ⊗ |βi,M 〉M , 〈βi| = 〈βi,1|1 ⊗ · · · ⊗ 〈βi,M |M (2.3.21)
|γi〉 = |γi,1〉1 ⊗ · · · ⊗ |γi,M 〉M , 〈γi| = 〈γi,1|1 ⊗ · · · ⊗ 〈γi,M |M
to be their corresponding states in V and V∗. For all 0 ≤ i, j ≤ N , we insert the
complete sets of states
∑
γi
|γi〉〈γi| and
∑
βj
|βj〉〈βj | into (2.3.17), yielding
SN
(
{u}N , {v}N
)
=
∑
γ0,...,γN
β0,...,βN
δγN ,~0
N∏
←−
i=1
〈γi|C(ui)|γi−1〉δγ0,β0
N∏
−→
j=1
〈βj−1|B(vj)|βj〉δβN ,~0
(2.3.22)
where a term in the sum is equal to zero unless βN = γN = ~0 and β0 = γ0. Using
the diagrammatic conventions discussed earlier in the chapter we identify each term
in (2.3.22) with a string of vertices, as shown in the following figures.
ui
γi,M
γi−1,M
γi,1
γi−1,1
Figure 2.7: Vertex string for 〈γi|C(ui)|γi−1〉.
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vj
βj−1,M
βj,M
βj−1,1
βj,1
Figure 2.8: Vertex string for 〈βj−1|B(vj)|βj〉.
Attaching these strings of vertices along identified indices, we arrive at a lattice
representation of SN ({u}N , {v}N ) as shown in figure 2.9.
uN
u1
v1
vN
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
Figure 2.9: Graphical depiction of the scalar product.
The horizontal lines in this lattice should be interpreted as strings of L-matrix
vertices, corresponding to monodromy matrix elements. The lowest N horizontal
lines, through which the variables ui are flowing, have external line values (−1,+1).
Therefore, they represent the monodromy matrix elements 〈γi|T−+(ui)|γi−1〉 =
〈γi|C(ui)|γi−1〉. The highest N horizontal lines, through which the variables vj
are flowing, have external line values (+1,−1). Therefore, they represent the mon-
odromy matrix elements 〈βj−1|T+−(vj)|βj〉 = 〈βj−1|B(vj)|βj〉. All horizontal inter-
nal line segments are summed over black arrows that point with the orientation, and
black arrows that point against the orientation.
The vertical external line segments have been frozen to zero, to represent the fact
that the vectors βN = γN = ~0. Conversely, the vertical internal line segments are
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summed over all elements of the set N. For simplicity, we have omitted all internal
labels.
2.4 Conclusion
The definitions presented in this chapter will be used ubiquitously throughout
the rest of the thesis. We shall consider a number of quantum integrable models, and
in each case we list their quantum algebras A1, . . . ,AM and define representations
of these algebras on the vector space V. We also state the Hamiltonian H of each
model under our consideration, but this is mainly for completeness and it is not our
aim to study their spectra in any detail.
The most essential material in this chapter is the description of the quantum
inverse scattering method/algebraic Bethe Ansatz. Indeed, we shall apply these
techniques to every model that we encounter, listing its R-matrix and L-matrix,
and constructing its Bethe eigenvectors. The graphical conventions of this chapter
are also prevalent throughout the remainder of our work, particularly in chapter 5
and 6.
Finally, let us remark that scalar products are of key interest in our later studies.
We will calculate the scalar product of almost every model under our consideration,
studying their role as τ -functions in chapters 3,5 and as generating functions of plane
partitions in chapters 3,4.

Chapter 3
Bosonic models and plane
partitions
3.0 Introduction
In this chapter we study two closely related quantum integrable models which
are solvable by the algebraic Bethe Ansatz. We will discuss the relationship of these
models with the hierarchies discussed in chapter 1, and with plane partitions, which
are classical combinatorial objects. Similarly to chapter 1, every result in the context
of the first model is mirrored by an analogous result in the context of the second,
and accordingly we have split this chapter into two parallel parts.
The first part of the chapter considers the phase model, which was introduced
in [9] and subsequently studied in [10] as the limiting case q → ∞ of the more
general q-boson model. In section 3.1 we give the space of states V of the model, the
Hamiltonian H, and review the construction of its eigenvectors using the algebraic
Bethe Ansatz.
An explicit expression for the phase model Bethe eigenvectors was found by
N M Bogoliubov in [7]. To perform this calculation, Bogoliubov defined a simple
correspondence between the basis vectors of V and partitions. Under this corre-
spondence, the Bethe eigenvectors can be written as sums over partitions which are
weighted by Schur functions. In section 3.2 we reproduce these results while ap-
pealing to the charged fermion calculus discussed in chapter 1. We map the basis
vectors of V to partitions in the Fock space Fψ and calculate the image of the Bethe
eigenvectors under this map. At the level of the vector space V, a Bethe eigenvector
is constructed by the action of B-operators acting on the vacuum state. We find
that at the level of the Fock space Fψ, a Bethe eigenvector lies in the orbit of the
Fock vacuum under GL∞.
The connection of the phase model with plane partitions was also discovered
in [7]. Using the diagrammatic interpretation of the monodromy matrix operators,
as we described in chapter 2, Bogoliubov was able to show that the phase model
scalar product is a generating function for plane partitions within a box of size
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N×N×M . In section 3.3 we give another proof of this result, taking the perspective
of A Okounkov and N Reshetikhin in [74], where it was observed that the diagonal
slices of an arbitrary plane partition form a sequence of interlacing partitions. The
proof involves showing that monodromy matrix operators act on a partition state to
generate a sum of partitions which interlace with the original. We end the section
by writing the phase model scalar product in the form of a KP τ -function, that is,
as an expectation value of charged fermionic operators.
In section 3.4 we study the phase model as M →∞, which is the infinite lattice
limit. We prove that in this limit the action of a B-operator on an arbitrary vector in
V is equivalent to the action of a KP half-vertex operator on the image state in Fψ.
This is achieved by showing that KP half-vertex operators act on a partition state
in Fψ to generate a sum of interlacing partitions. Working at the level of fermionic
operators, the infinite lattice scalar product is readily evaluated. In fact, because
KP half-vertex operators have simple commutation relations, we find that the scalar
product factorizes into product form. We thus obtain a fermionic construction of
MacMahon’s generating function for plane partitions, first proposed in [75] and
explained in detail in [39].
In the second part of the chapter we repeat the calculations of the first part, but
in the context of the q → i limit of the q-boson model, where i = √−1. For brevity
we call this the i-boson model, and to the best of our knowledge it has not been
studied in the literature, in its own right. In section 3.5 we give the space of states V˜
of the model, the Hamiltonian H˜, and describe the construction of its eigenvectors
using the algebraic Bethe Ansatz.1
After this, our attention turns to evaluating the Bethe eigenvectors of the i-
boson model. There exists a correspondence between the basis vectors of V˜ and
strict partitions. Under this correspondence, a Bethe eigenvector can be written as
a sum over strict partitions which are weighted by Schur Q-functions. In section
3.6 we make these notions precise by using the neutral fermion calculus discussed
in chapter 1. We map basis vectors of V˜ to strict partitions in the Fock space Fφ,
and calculate the image of the Bethe eigenvectors under this map. At the level of
the vector space V˜, a Bethe eigenvector is constructed by the action of B-operators
acting on the vacuum state. We find that at the level of the Fock space Fφ, a Bethe
eigenvector lies in the orbit of the Fock vacuum under O∞.
In section 3.7 we establish a connection between the i-boson model and strict
plane partitions. Specifically, we prove that the scalar product of the i-boson model
is a generating function for strict plane partitions within a box of size N ×N ×M .
This time around, the diagonal slices of an arbitrary strict plane partition form
a sequence of interlacing strict partitions. Hence the proof involves showing that
monodromy matrix operators act on a strict partition state to generate a sum of
strict partitions which interlace with the original. We end the section by writing
the i-boson model scalar product in the form of a BKP τ -function, that is, as an
1In the second part of the chapter, we distinguish all operators and spaces from their direct
counterparts in the first part by use of a tilde.
3.1 Phase model 107
expectation value of neutral fermionic operators.
Finally, in section 3.8 we study the i-boson model as M → ∞. We prove that
in this limit the action of a B-operator on an arbitrary vector in V˜ is equivalent to
the action of a BKP half-vertex operator on the image state in Fφ. This is achieved
by showing that BKP half-vertex operators act on a strict partition state in Fφ to
generate a sum of interlacing strict partitions. As in the case of section 3.4, the BKP
half-vertex operators have simple commutation relations, meaning that the scalar
product factorizes into product form. We thus obtain a fermionic construction of
the generating function for strict plane partitions, which first appeared in [35] and
later in [39].
The essence of this chapter is the observation that free fermions appear in the
Bethe eigenvectors of two bosonic integrable models. We hope that this result is
indicative of a deeper correspondence between the concerned classical and quantum
models.
3.1 Phase model
3.1.1 Space of states V and inner product I
Following the procedure outlined in the previous chapter, we construct a vector
space V which provides the framework for study of the phase model. Consider a
one-dimensional integral lattice, consisting of M + 1 sites. A configuration of this
lattice corresponds to placing ni ≥ 0 bosons at the ith site, for all 0 ≤ i ≤ M . The
vector space V is defined as the linear span of all lattice configurations.
Mathematically, we represent a configuration by a tensor product of state vectors
|ni〉i, where ni is the ith occupation number in that particular configuration. It
follows that V has the basis
Basis (V) =
{
|n〉 = |n0〉0 ⊗ |n1〉1 ⊗ · · · ⊗ |nM〉M
}
(3.1.1)
where {n0, n1, . . . , nM} range over all non-negative integers. The inner product I
between two basis vectors |m〉 = |m0〉0⊗· · ·⊗ |mM 〉M and |n〉 = |n0〉0⊗· · ·⊗ |nM〉M
is defined as
I
(
|m〉, |n〉
)
=
M∏
i=0
δmi,ni (3.1.2)
which corresponds to setting ci(mi) = 1 for all 0 ≤ i ≤ M , mi ≥ 0 in equation
(2.1.8). We also define a space of states V∗ that is dual to V. We write
Basis (V∗) =
{
〈m| = 〈m0|0 ⊗ 〈m1|1 ⊗ · · · ⊗ 〈mM |M
}
(3.1.3)
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where once again {m0,m1, . . . ,mM} range over all non-negative integers. The action
of a basis vector 〈m| = 〈m0|0⊗ · · · ⊗ 〈mM |M ∈ V∗ on |n〉 = |n0〉0⊗ · · · ⊗ |nM 〉M ∈ V
is given by
〈m|n〉 = I
(
|m〉, |n〉
)
(3.1.4)
Both the vector spaces (3.1.1) and (3.1.3) are infinite-dimensional, since there is no
upper bound enforced on the occupation numbers mi and ni.
3.1.2 Phase algebra
The phase algebra is defined in [7], [10]. It is generated by {φ, φ†,N , π} which
satisfy the relations
[φ, φ†] = π, [N , φ] = −φ, [N , φ†] = φ†, φπ = πφ† = 0 (3.1.5)
This algebra is the q → ∞ case of the q-boson algebra (4.1.4), discussed in the
next chapter. We will consider M + 1 copies of the phase algebra, generated by
{φ0, φ†0,N0, π0} through to {φM , φ†M ,NM , πM}.2 Employing the language of chapter
2, we denote these algebras by A0, . . . ,AM with a+i = φ†i , a−i = φi and where Ni, πi
are both of type a0i . Different copies of the phase algebra are assumed to commute,
giving rise to the equations
[φi, φ
†
j ] = δi,jπi, [Ni, φj ] = −δi,jφi, [Ni, φ†j ] = δi,jφ†i , φiπi = πiφ†i = 0 (3.1.6)
for all 0 ≤ i, j ≤M .
3.1.3 Representations of phase algebras
Following [7], [10], we fix representations of the phase algebras on the vector
space V. We begin with a synopsis of the role played by each operator. Firstly φi
is an annihilation operator, removing particles from the ith lattice site. Conversely
φ†i is a creation operator, adding particles to the i
th lattice site. The operator Ni
counts, but does not change, the number of particles at the ith lattice site. Finally πi
is a vacuum projector, leaving the ith site unchanged if it is unoccupied by particles,
but annihilating any non-empty ith state vector.
Let us more precisely define these representations of A0, . . . ,AM on V. The
operator φi acts on the i
th state vector in a basis element. If the ith occupation
number is zero φi annihilates the basis element, otherwise it lowers the i
th occupation
number by one. This is described by the equation
2The generators φi should not be confused with the neutral fermions of chapter 1.
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φi|n0〉0 ⊗ · · · ⊗ |nM 〉M =

0, ni = 0
|n0〉0 ⊗ · · · ⊗ |ni − 1〉i ⊗ · · · ⊗ |nM〉M , ni ≥ 1
(3.1.7)
The operator φ†i acts on the i
th state vector in a basis element and raises the ith
occupation number by one. This is described by the equation
φ†i |n0〉0 ⊗ · · · ⊗ |nM 〉M = |n0〉0 ⊗ · · · ⊗ |ni + 1〉i ⊗ · · · ⊗ |nM 〉M (3.1.8)
Every basis element of V is an eigenvector of the operator Ni with eigenvalue equal
to the ith occupation number. This is described by the equation
Ni|n0〉0 ⊗ · · · ⊗ |nM 〉M = ni|n0〉0 ⊗ · · · ⊗ |nM 〉M (3.1.9)
Lastly, the operator πi acts on the i
th state vector in a basis element. If the ith
occupation number is zero πi acts identically, otherwise it annihilates the basis
element. This is described by the equation
πi|n0〉0 ⊗ · · · ⊗ |nM〉M =

|n0〉0 ⊗ · · · ⊗ |nM〉M , ni = 0
0, ni ≥ 1
(3.1.10)
The set of definitions (3.1.7)–(3.1.10) provide a faithful representation of the phase
algebras A0, . . . ,AM . Assuming that all operators act linearly, equations (3.1.7)–
(3.1.10) completely determine the action of {φi, φ†i ,Ni, πi} on the vector space V.
Also, from the definition of the inner product (3.1.2) we find that
I
(
φi|m〉, |n〉
)
= I
(
|m〉, φ†i |n〉
)
(3.1.11)
which shows that φi, φ
†
i are adjoint operators, while Ni, πi are clearly self-adjoint.
Following subsection 2.1.4 in the previous chapter, we fix appropriate actions for
A0, . . . ,AM on the basis elements of the dual space V∗. In short, the roles of φi, φ†i
get interchanged, while Ni, πi behave as before. More explicitly, the operator φ†i acts
on the ith state vector in a dual basis element. If the ith occupation number is zero
φ†i annihilates the dual basis element, otherwise it lowers the i
th occupation number
by one. This is described by the equation
〈n0|0 ⊗ · · · ⊗ 〈nM |Mφ†i =

0, ni = 0
〈n0|0 ⊗ · · · ⊗ 〈ni − 1|i ⊗ · · · ⊗ 〈nM |M , ni ≥ 1
(3.1.12)
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The operator φi acts on the i
th state vector in a dual basis element and raises the
ith occupation number by one. This is described by the equation
〈n0|0 ⊗ · · · ⊗ 〈nM |Mφi = 〈n0|0 ⊗ · · · ⊗ 〈ni + 1|i ⊗ · · · ⊗ 〈nM |M (3.1.13)
Every basis element of V∗ is an eigenvector of the operator Ni with eigenvalue equal
to the ith occupation number. This is described by the equation
〈n0|0 ⊗ · · · ⊗ 〈nM |MNi = ni〈n0|0 ⊗ · · · ⊗ 〈nM |M (3.1.14)
Finally, the operator πi acts on the i
th state vector in a dual basis element. If the
ith occupation number is zero πi acts identically, otherwise it annihilates the dual
basis element. This is described by the equation
〈n0|0 ⊗ · · · ⊗ 〈nM |Mπi =

〈n0|0 ⊗ · · · ⊗ 〈nM |M , ni = 0
0, ni ≥ 1
(3.1.15)
The set of definitions (3.1.12)–(3.1.15) provide the dual representation of the algebras
A0, . . . ,AM . Assuming that all operators act linearly, the equations (3.1.12)–(3.1.15)
completely determine the action of {φi, φ†i ,Ni, πi} on the dual vector space V∗.
3.1.4 Calculation of 〈m|n〉
In the interest of self-consistency, in this subsection we check that (3.1.4) is
actually obeyed. By virtue of the equation (3.1.8), it is possible to write any basis
element of V in terms of the operators φ†i acting on the vacuum state. Explicitly
speaking, we have
|n〉 = |n0〉0 ⊗ · · · ⊗ |nM 〉M = (φ†0)n0 . . . (φ†M )nM |0〉0 ⊗ · · · ⊗ |0〉M (3.1.16)
= (φ†0)
n0 . . . (φ†M )
nM |0〉
Similarly, the equation (3.1.13) makes it possible to write any basis element of V∗
in terms of the operators φi acting on the dual vacuum state. We find that
〈m| = 〈m0|0 ⊗ · · · ⊗ 〈mM |M = 〈0|0 ⊗ · · · ⊗ 〈0|M (φ0)m0 . . . (φM )mM (3.1.17)
= 〈0|(φ0)m0 . . . (φM )mM
Using equations (3.1.16) and (3.1.17) and the fact that the vacuum expectation value
of any element in A = A0 ⊗ · · · ⊗ AM is unambiguously defined, we have
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〈m|n〉 = 〈0|(φ0)m0 . . . (φM )mM (φ†0)n0 . . . (φ†M )nM |0〉 (3.1.18)
From the commutation relations (3.1.6) and the fact that φi|0〉 = 〈0|φ†i = 0 for all
0 ≤ i ≤M , we calculate (3.1.18) explicitly to obtain
〈m|n〉 =
M∏
i=0
δmi,ni (3.1.19)
in agreement with equation (3.1.4).
3.1.5 Hamiltonian H
The Hamiltonian of the phase model is given by
H = −1
2
M∑
i=0
(
φ†iφi+1 + φiφ
†
i+1
)
+ N¯ (3.1.20)
with N¯ =∑Mi=0Ni and where the periodicity φM+1 = φ0 and φ†M+1 = φ†0 is imposed.
The problem of finding eigenvectors |Ψ〉 of this Hamiltonian can be solved using the
quantum inverse scattering method/algebraic Bethe Ansatz. In the forthcoming
subsections we recover H from the transfer matrix of the model and construct the
Bethe eigenvectors, using the terminologies which were described in chapter 2.
3.1.6 L-matrix and local intertwining equation
The R-matrix for the phase model depends on two indeterminates x, y and acts
in the tensor product Va ⊗ Vb, where Va,Vb are copies of C2. It is given by
Rab(x, y) =

x 0 0 0
0 0 x
1
2 y
1
2 0
0 x
1
2 y
1
2 x− y 0
0 0 0 x

ab
(3.1.21)
and corresponds to the a±(x, y) = x, b+(x, y) = 0, b−(x, y) = x−y, c±(x, y) = x 12 y 12
case of (2.2.1). The L-matrix for the phase model depends on a single indeterminate
x, and acts in the space Va. Its entries are operators acting at the mth lattice site,
and identically everywhere else. It has the form
Lam(x) =
(
x−
1
2 φ†m
φm x
1
2
)
a
(3.1.22)
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Using these definitions, the local intertwining equation is given by
Rab(x, y)Lam(x)Lbm(y) = Lbm(y)Lam(x)Rab(x, y) (3.1.23)
This is a 4 × 4 matrix equation, which gives rise to sixteen scalar identities. Each
of these identities may be verified by direct calculation. The L-matrix and R-
matrix of the phase model may be found in [7], [10], which use slightly different
parametrizations from those that we have adopted.
3.1.7 Monodromy matrix and global intertwining equation
The monodromy matrix is an (M + 1)-fold product of the L-matrices (3.1.22),
taken in the auxiliary space End(Va). It has the form
Ta(x) = LaM (x) . . . La0(x) =
(
A(x) B(x)
C(x) D(x)
)
a
(3.1.24)
where A(x), B(x), C(x),D(x) are elements of A0⊗· · ·⊗AM . The monodromy matrix
satisfies the global intertwining equation
Rab(x, y)Ta(x)Tb(y) = Tb(y)Ta(x)Rab(x, y) (3.1.25)
which follows immediately from the local intertwining equation (3.1.23).3 The iden-
tity (3.1.25) gives sixteen commutation relations between the A(x), B(x), C(x),D(x)
operators, but for our purposes we will only require two. These are the equations
[B(x), B(y)] = [C(x), C(y)] = 0 (3.1.26)
and they are necessary to show that the Bethe eigenvectors are symmetric in their
rapidity variables.
3.1.8 Recovering H from the transfer matrix
Let t(x) = traTa(x) = A(x) +D(x) be the transfer matrix of the phase model.
The Hamiltonian (3.1.20) may be recovered via the equation
H = 1
2
[
x2
d
dx
(
x−(M+1)/2t(x)
)]
x→∞
− 1
2
[
d
dx
(
x(M+1)/2t(x)
)]
x→0
+ N¯ (3.1.27)
and using the fact that [N¯ , t(x)] = 0, it follows that [H, t(x)] = 0. Hence the
eigenvectors of H may be found by studying the eigenvectors of t(x).
3See lemma 1 in chapter 2.
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3.1.9 Bethe Ansatz for the eigenvectors
As was explained in theorem 1 of the previous chapter, the eigenvectors of the
transfer matrix t(x) are given by
|Ψ〉 = B(y1) . . . B(yN )|0〉, 〈Ψ| = 〈0|C(yN ) . . . C(y1) (3.1.28)
where the variables {y1, . . . , yN} are assumed to obey the Bethe equations (2.3.6).
For the present model, we have a(yi, yj) = yi, α(yi) = y
−(M+1)/2
i , δ(yi) = y
(M+1)/2
i .
Substituting these expressions into (2.3.6), the Bethe equations for the phase model
read
yM+Ni = (−)N−1
N∏
j 6=i
j=1
yj (3.1.29)
for all 1 ≤ i ≤ N . Although these equations are necessary for the success of the
Bethe Ansatz, in our subsequent analysis we will study the vectors (3.1.28) without
imposing the restrictions (3.1.29). We shall continue to call the objects (3.1.28)
Bethe eigenvectors, despite the fact that the Bethe equations are superfluous in our
calculations.
3.2 Calculation of phase model Bethe eigenvectors
In this section we derive an explicit expression for the Bethe eigenvectors (3.1.28).
Although the result that we obtain first appeared in [7], our derivation has some new
features. In particular, we map the Bethe eigenvectors to the charged fermionic Fock
space of chapter 1, and show that they lie in the GL∞ orbit of the Fock vacuum.
3.2.1 The maps Mψ and M∗ψ
Definition 1. Let |n〉 = |n0〉0⊗· · ·⊗ |nM〉M and 〈n| = 〈n0|0⊗· · ·⊗ 〈nM |M be basis
elements of V and V∗, respectively, and define
Σ0 =
M∑
j=0
nj (3.2.1)
From this, let |ν) = |ν1, . . . , νΣ0) and (ν| = (ν1, . . . , νΣ0 | be partitions in the Fock
spaces F (0)ψ and F∗(0)ψ with ni parts equal to i for all 0 ≤ i ≤M . That is, we let
|ν) = |MnM , . . . , 1n1 , 0n0) = |MnM , . . . , 1n1) (3.2.2)
(ν| = (MnM , . . . , 1n1 , 0n0 | = (MnM , . . . , 1n1 | (3.2.3)
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We define linear maps Mψ : V → F (0)ψ and M∗ψ : V∗ → F∗(0)ψ whose actions are
given by
Mψ|n〉 = |ν), 〈n|M∗ψ = (ν| (3.2.4)
Notice that these mappings are not one-to-one since they are insensitive to the value
of n0, which only appears as trivial information in the corresponding partition ν.
Furthermore, they are isometric in the sense that 〈m|n〉 = 〈〈m|M∗ψ,Mψ |n〉〉 for all
〈m| ∈ V∗, |n〉 ∈ V which satisfy m0 = n0. From equation (3.2.4), the action of
Mψ,M∗ψ on any element of V,V∗ can be calculated using linearity.
The maps Mψ and M∗ψ are motivated by section V of [7], which discusses the
same correspondence between basis elements of V and partitions.
Example 1. Fix M = 4 and |n〉 = |2〉0 ⊗ |3〉1 ⊗ |0〉2 ⊗ |2〉3 ⊗ |1〉4. We have
Σ0 = 2 + 3 + 0 + 2 + 1 = 8, and we let
|ν) = |ν1, . . . , ν8) = |41, 32, 20, 13, 02) = |4, 3, 3, 1, 1, 1) (3.2.5)
Then Mψ|n〉 = |ν). This correspondence is also shown in the figure below.
2 3 0 2 1
Figure 3.1: Mapping of |n〉 = |2〉0⊗|3〉1⊗|0〉2⊗|2〉3⊗|1〉4 to |ν) = |4, 3, 3, 1, 1, 1). The
top part of the figure represents the state vector |n〉, while the lower part represents
the Young diagram of ν. Each occupation number ni manifests itself as ni rows of
boxes of length i in the Young diagram.
3.2.2 Admissible basis elements
Definition 2. Let |m〉 = |m0〉0 ⊗ · · · ⊗ |mM 〉M and |n〉 = |n0〉0 ⊗ · · · ⊗ |nM 〉M be
basis elements of V. Define the partial sums of occupation numbers
Σmi =
M∑
j=i
mj, Σ
n
i =
M∑
j=i
nj (3.2.6)
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for all 0 ≤ i ≤ M . We say that |m〉 is admissible to |n〉, and write |m〉 ⊲ |n〉, if and
only if
0 ≤ (Σmi − Σni ) ≤ 1 for all 1 ≤ i ≤M (3.2.7)
and (Σm0 − Σn0 ) = 1
This definition extends in an obvious way to the basis elements of V∗. For 〈m| =
〈m0|0 ⊗ · · · ⊗ 〈mM |M and 〈n| = 〈n0|0 ⊗ · · · ⊗ 〈nM |M , we say that 〈m| is admissible
to 〈n|, and write 〈n| ⊳ 〈m|, if and only if the above condition on the occupation
numbers is satisfied.
Example 2. Fix M = 4, and let
|m〉 = |2〉0 ⊗ |4〉1 ⊗ |0〉2 ⊗ |1〉3 ⊗ |2〉4 (3.2.8)
|n〉 = |2〉0 ⊗ |3〉1 ⊗ |0〉2 ⊗ |2〉3 ⊗ |1〉4 (3.2.9)
The partial sums are given by
{
Σm0 ,Σ
m
1 ,Σ
m
2 ,Σ
m
3 ,Σ
m
4
}
= {9, 7, 3, 3, 2} (3.2.10){
Σn0 ,Σ
n
1 ,Σ
n
2 ,Σ
n
3 ,Σ
n
4
}
= {8, 6, 3, 3, 1} (3.2.11)
and we find that
(Σmi − Σni ) =

1, i = 0
1, i = 1
0, i = 2
0, i = 3
1, i = 4
(3.2.12)
Therefore, these two basis vectors satisfy the condition |m〉 ⊲ |n〉.
3.2.3 Interlacing partitions
Definition 3. Let |µ) = |µ1, . . . , µl+1) and |ν) = |ν1, . . . , νl) be two partitions in
F (0)ψ . We say that |µ) interlaces |ν), and write |µ) ≻ |ν), if and only if
µi ≥ νi ≥ µi+1 (3.2.13)
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for all 1 ≤ i ≤ l. Similarly, for the two partitions (µ| = (µ1, . . . , µl+1| and (ν| =
(ν1, . . . , νl| in F∗(0)ψ we say that (µ| interlaces (ν|, and write (ν| ≺ (µ|, if and only if
the above condition on the partition parts is satisfied.4
Example 3. The partitions
|µ) = |µ1, . . . , µ7) = |4, 4, 3, 1, 1, 1, 1) (3.2.14)
|ν) = |ν1, . . . , ν6) = |4, 3, 3, 1, 1, 1) (3.2.15)
obey µi ≥ νi ≥ µi+1 for all 1 ≤ i ≤ 6. Therefore, we have |µ) ≻ |ν). This example
is further illustrated by the figure below.
Figure 3.2: Interlacing partitions |µ) = |4, 4, 3, 1, 1, 1, 1) and |ν) = |4, 3, 3, 1, 1, 1).
The grey Young diagram represents µ, while the white Young diagram represents
ν. When the smaller Young diagram is stacked on the larger one, the visible grey
boxes comprise the skew diagram µ/ν. Because the partitions interlace, µ/ν is a
horizontal strip, [65].
3.2.4 Admissible basis vectors map to interlacing partitions
Lemma 1. Let |m〉 = |m0〉0⊗ · · · ⊗ |mM 〉M and |n〉 = |n0〉0⊗ · · · ⊗ |nM 〉M be basis
elements of V, and let
|µ) =Mψ|m〉, |ν) =Mψ|n〉 (3.2.16)
be their corresponding partitions in F (0)ψ . Then if |m〉 is admissible to |n〉, the
partition |µ) interlaces |ν). That is,
4The relationship (3.2.13) between two partitions is ubiquitous in the literature, albeit under
different nomenclature. For example, the condition µ ≻ ν is equivalent to saying that the skew
diagram µ/ν forms a horizontal strip, which is the terminology preferred in [65] and most other
references.
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|m〉 ⊲ |n〉 =⇒ |µ) ≻ |ν) (3.2.17)
Similarly, at the level of the dual spaces V∗ and F∗(0)ψ we have
〈n| ⊳ 〈m| =⇒ (ν| ≺ (µ| (3.2.18)
Proof. Due to the assumption |m〉 ⊲ |n〉 we know that Σm0 − Σn0 = 1, which implies
that the corresponding partitions |µ) and |ν) have Σn0 +1 and Σn0 parts, respectively.
The proof is achieved by showing that
µi ≥ νi ≥ µi+1, for all 1 ≤ i ≤ Σn0 (3.2.19)
We will demonstrate this fact by contradiction. Using the definition (3.2.4) of the
map Mψ, we write
|µ) = |MmM , . . . , 1m1 , 0m0), |ν) = |MnM , . . . , 1n1 , 0n0) (3.2.20)
from which we recover the inequalities
Σmµj+1 < j ≤ Σmµj for all 1 ≤ j ≤ Σm0 (3.2.21)
Σnνj+1 < j ≤ Σnνj for all 1 ≤ j ≤ Σn0 (3.2.22)
Now suppose that νi > µi for some 1 ≤ i ≤ Σn0 . Then from (3.2.21) we have
Σmνi ≤ Σmµi+1 < i, while from (3.2.22) we have i ≤ Σnνi . Together these imply that
Σmνi −Σnνi < 0, which contradicts the assumption |m〉 ⊲ |n〉.
Alternatively, suppose that µi+1 > νi for some 1 ≤ i ≤ Σn0 . Then from (3.2.21)
we have i + 1 ≤ Σmµ(i+1) , while from (3.2.22) we have Σnµ(i+1) ≤ Σnνi+1 < i. Together
these imply that 1 < Σmµ(i+1) −Σnµ(i+1) , which once again contradicts the assumption
|m〉 ⊲ |n〉.
Hence we see that to avoid any contradiction the sequence of inequalities (3.2.19)
must hold. The following figure provides an example of admissible basis vectors and
interlacing partitions.
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|n〉
|m〉
0
0
2
3
1
1
1
0
1
1
0
0
1
1
1
2
µ
ν
Figure 3.3: Admissible basis vectors and corresponding interlacing partitions. The
two rows of numbers represent admissible basis vectors. The top row of occupation
numbers gives rise to the white Young diagram, while the bottom row gives rise
to the grey Young diagram. When these Young diagrams are stacked, the skew
diagram is a horizontal strip.
3.2.5 Calculation of B(x)|n〉
Lemma 2. Define B(x) = x
M
2 B(x) and let |n〉 = |n0〉0⊗· · ·⊗|nM〉M be an arbitrary
basis vector of V. The action of B(x) on |n〉 is given by
B(x)|n〉 =
∑
|m〉⊲|n〉
M∏
i=1
xi(mi−ni)|m〉 (3.2.23)
where the sum is over all basis vectors |m〉 = |m0〉0 ⊗ · · · ⊗ |mM 〉M which are
admissible to |n〉.
Proof. Let 〈m| = 〈m0|0⊗· · ·⊗ 〈mM |M be an arbitrary basis vector of V∗. We begin
by writing the B-operator as a contraction on the auxiliary space Va, as follows
B(x) =
(
1 0
)
a
(
A(x) B(x)
C(x) D(x)
)
a
(
0
1
)
a
=↑∗a Ta(x) ↓a (3.2.24)
which leads to the equation
〈m|B(x)|n〉 =↑∗a ⊗〈m|Ta(x)|n〉⊗ ↓a=↑∗a ⊗〈m|LaM (x) . . . La0(x)|n〉⊗ ↓a (3.2.25)
By commuting operators and vectors which reside in different spaces we find that
〈m|B(x)|n〉 =↑∗ L(M)(x) . . . L(0)(x) ↓ (3.2.26)
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where we have dropped the redundant subscripts a, and have defined the modified
L-matrices
L(i)(x) =
(
〈mi|ix− 12 |ni〉i 〈mi|iφ†i |ni〉i
〈mi|iφi|ni〉i 〈mi|ix 12 |ni〉i
)
(3.2.27)
for all 0 ≤ i ≤M . Calculating the entries within these matrices explicitly, we obtain
L(i)(x) =

(
x−
1
2 0
0 x
1
2
)
mi = ni
(
0 1
0 0
)
mi = ni + 1
(
0 0
1 0
)
mi + 1 = ni
(
0 0
0 0
)
otherwise
(3.2.28)
Using the expression (3.2.28) for L(i)(x), we find that
〈m|B(x)|n〉 =↑∗ L(M)(x) . . . L(0)(x) ↓= 0 (3.2.29)
when |m〉 ⊲/ |n〉. In the case when |m〉 ⊲ |n〉, let {p1 < · · · < pr} be the set of all
integers p such that mp = np + 1. Similarly, let {q1 < · · · < qs} be the set of all
integers q such that mq + 1 = nq. The admissibility relation means that necessarily
s = r − 1 and
pi < qi < pi+1, for all 1 ≤ i ≤ r − 1 (3.2.30)
By virtue of the ordering (3.2.30) and the expression (3.2.28) for L(i)(x), we obtain
〈m|B(x)|n〉 =↑∗ L(M)(x) . . . L(0)(x)
(
0 0
1 0
)
↑= (3.2.31)
↑∗
r∏
←−
i=1
( x− 12 0
0 x
1
2
)qi−pi−1(
0 1
0 0
)(
x−
1
2 0
0 x
1
2
)pi−q(i−1)−1(
0 0
1 0
) ↑
where we have defined q0 = −1 and qr = M + 1. Calculating this matrix product
explicitly, we find
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〈m|B(x)|n〉 = x−M2
r−1∏
i=1
xpi−qixpr = x−
M
2
M∏
i=1
xi(mi−ni) (3.2.32)
Combining the equations (3.2.29) and (3.2.32) into a single case, we have
x
M
2 〈m|B(x)|n〉 =

M∏
i=1
xi(mi−ni), |m〉 ⊲ |n〉
0, otherwise
(3.2.33)
The result (3.2.23) follows from the orthonormality (3.1.19) of the basis vectors of
V, and from the definition of B(x).
3.2.6 Calculation of 〈n|C(x)
Lemma 3. Define C(x) = x
M
2 C(1/x) and let 〈n| = 〈n0|0 ⊗ · · · ⊗ 〈nM |M be an
arbitrary basis vector of V∗. The action of C(x) on 〈n| is given by
〈n|C(x) =
∑
〈n|⊳〈m|
M∏
i=1
xi(mi−ni)〈m| (3.2.34)
where the sum is over all basis vectors 〈m| = 〈m0|0 ⊗ · · · ⊗ 〈mM |M which are
admissible to 〈n|.
Proof. A simple modification of the proof of lemma 2.
3.2.7 Calculation of MψB(x)|n〉 and 〈n|C(x)M∗ψ
Let |n〉 and 〈n| be arbitrary basis vectors of V and V∗, respectively, and let |ν)
and (ν| be their corresponding partitions, given by equations (3.2.2) and (3.2.3).
Furthermore, define l = ℓ(ν) to be the number of non-zero parts in the partition ν.
Using the definition (3.2.4) of the maps Mψ and M∗ψ, the expressions (3.2.23) and
(3.2.34) and the result of lemma 1, we obtain
MψB(x)|n〉 =
∑
ν≺µ⊆[l+1,M ]
x|µ|−|ν||µ) (3.2.35)
〈n|C(x)M∗ψ =
∑
ν≺µ⊆[l+1,M ]
x|µ|−|ν|(µ| (3.2.36)
Both sums are over all partitions µ which interlace with ν, and whose Young dia-
grams are contained in the rectangle [l + 1,M ].
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3.2.8 Skew Schur functions
For an arbitrary pair of partitions µ, ν and an indeterminate x, the single variable
skew Schur function sµ/ν(x) is given by
sµ/ν(x) =

x|µ|−|ν|, µ ≻ ν
0, otherwise
(3.2.37)
In the case ν = ∅ we have sµ/ν(x) = sµ(x), where sµ(x) is the ordinary Schur
function in a single variable x. The skew Schur function satisfies the identity
sµ{x1, . . . , xn} =
∑
ν⊆[n−1,∞]
sµ/ν(xn)sν{x1, . . . , xn−1} (3.2.38)
where the sum is taken over all partitions ν whose lengths satisfy ℓ(ν) ≤ n− 1, and
sµ{x1, . . . , xn} and sν{x1, . . . , xn−1} are Schur functions in n and n − 1 variables,
respectively.5
3.2.9 Calculation of MψB(x1) . . .B(xN )|0〉
The purpose of the previous subsection was to provide the equation (3.2.38),
which we now use to calculate the phase model Bethe eigenvectors explicitly.
Lemma 4. Let {x1, . . . , xN} be a finite set of variables. We claim that
MψB(x1) . . .B(xN )|0〉 =
∑
µ⊆[N,M ]
sµ{x1, . . . , xN}|µ) (3.2.39)
where sµ{x1, . . . , xN} is the Schur function in N variables (1.1.67), and the sum is
over all partitions µ whose Young diagrams are contained in the rectangle [N,M ].
This result was originally obtained in [7].
Proof. We begin by specializing equation (3.2.35) to the case |n〉 = |0〉, to obtain
MψB(x)|0〉 =
∑
∅≺µ⊆[1,M ]
sµ/∅(x)|µ) =
∑
µ⊆[1,M ]
sµ(x)|µ) (3.2.40)
where we have used the equation (3.2.37) for the skew Schur function, and the
definition ℓ(∅) = 0. We use equation (3.2.40) as the basis for induction, and assume
that
5For more information on skew Schur functions, the reader is referred to section 5 of chapter I
in [65].
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MψB(x1) . . .B(xN−1)|0〉 =
∑
ν⊆[N−1,M ]
sν{x1, . . . , xN−1}|ν) (3.2.41)
for some N ≥ 2. In terms of the basis vectors of V, this assumption is written as
B(x1) . . .B(xN−1)|0〉 =
∑
|n〉|Σ0=N−1
sν{x1, . . . , xN−1}|n〉 (3.2.42)
where the sum is over all basis vectors |n〉 whose occupation numbers satisfy the
condition
∑M
i=0 ni = N −1, and ν is the partition corresponding to each |n〉. Acting
on (3.2.42) with the composition of operators Mψ ◦ B(xN ) and using the fact that
the B-operators commute (3.1.26), we obtain
MψB(x1) . . .B(xN )|0〉 =
∑
ν⊆[N−1,M ]
sν{x1, . . . , xN−1}
∑
ν≺µ⊆[N,M ]
sµ/ν(xN )|µ)
(3.2.43)
Since sµ/ν(xN ) = 0 if µ 6≻ ν, we may alter the sums appearing in (3.2.43), yielding
MψB(x1) . . .B(xN )|0〉 =
∑
µ⊆[N,M ]
∑
ν⊆[N−1,M ]
sµ/ν(xN )sν{x1, . . . , xN−1}|µ) (3.2.44)
=
∑
µ⊆[N,M ]
∑
ν⊆[N−1,∞]
sµ/ν(xN )sν{x1, . . . , xN−1}|µ)
where the final equality holds since every part of µ is less than or equal to M , and
therefore sµ/ν(xN ) = 0 if any part of ν is greater thanM . Using the identity (3.2.38)
we evaluate the sum over ν explicitly, producing the equation (3.2.39). Therefore
by induction the result (3.2.39) must hold for arbitrary N ≥ 1.
3.2.10 Calculation of 〈0|C(xN) . . .C(x1)M∗ψ
By following essentially the same steps that were used in the previous subsection,
we can also derive the expression
〈0|C(xN ) . . .C(x1)M∗ψ =
∑
µ⊆[N,M ]
sµ{x1, . . . , xN}(µ| (3.2.45)
for the dual Bethe eigenvectors. As before, this sum is taken over all partitions µ
whose Young diagrams are contained in the rectangle [N,M ].
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3.2.11 Charged fermionic expression for Bethe eigenvectors
The first goal of this subsection is to show thatMψ maps the phase model Bethe
eigenvectors B(x1) . . .B(xN )|0〉 to vectors gψ|0〉 ∈ F (0)ψ which satisfy the charged
fermion bilinear identity (1.2.15). In order to do this, we make some definitions. For
all integers i ≥ −N and 1 ≤ j ≤ N we define
ci,j{x} =

hi+j{x}, −N ≤ i < M
0, i ≥M
(3.2.46)
where hi+j{x} is a complete symmetric function (1.1.66) in the finite set of variables
{x} = {x1, . . . , xN}. Using this expression for the functions ci,j{x}, for all ordered
sets of integers {m} = {m1 > · · · > mN ≥ −N} let us also define the coefficients
c{m}{x} = det
(
cmi,j{x}
)
1≤i,j≤N
(3.2.47)
Since ci,j{x} = 0 if i ≥ M , the coefficient c{m}{x} vanishes if m1 ≥ M . Now
suppose that µ = {µ1, . . . , µN} is the partition formed by setting µi = mi+ i for all
1 ≤ i ≤ N . By the definition of the Schur functions (1.1.67), it follows that
c{m}{x} =

sµ{x}, µ ⊆ [N,M ]
0, µ 6⊆ [N,M ]
(3.2.48)
Returning to the expression (3.2.39) for the Bethe eigenvectors, we can use the
coefficients (3.2.48) to write
MψB(x1) . . .B(xN )|0〉 =
∑
card{m}=N
c{m}{x}ψm1 . . . ψmN | −N〉 (3.2.49)
where the sum is over all sets of integers {m} = {m1 > · · · > mN ≥ −N}, and we
have made the identification |µ) = ψm1 . . . ψmN | −N〉. Thanks to their determinant
form (3.2.47) and lemma 12 of chapter 1, we see that the coefficients c{m}{x} satisfy
the KP Plu¨cker relations (1.3.40). This implies that the right hand side of (3.2.49)
satisfies the charged fermion bilinear identity (1.2.15), as we intended to show.
The second goal of this subsection is to express MψB(x1) . . .B(xN )|0〉 in the
orbit of the Fock vacuum under GL∞. We know that this is possible using theorem
2 of chapter 1, and the fact that the right hand side of (3.2.49) satisfies the CFBI.
We begin by writing the formula (3.2.39) for MψB(x1) . . .B(xN )|0〉 in terms of the
canonical F (0)ψ basis (1.1.9), yielding
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MψB(x1) . . .B(xN )|0〉 = |0〉+
∑
1≤m≤M
1≤n≤N
(−)n−1s{m,1n−1}{x}ψm−1ψ∗−n|0〉+ g(1)ψ |0〉
(3.2.50)
where s{m,1n−1}{x} is the Schur function associated to the partition with one part of
sizem and n−1 parts of size 1, and we assume that all monomials within g(1)ψ ∈ Cl(0)ψ
consist of at least two (+1) and two (−1) fermions. Because the right hand side of
(3.2.50) obeys the CFBI, we can use the method adopted in the proof of lemma 10
in chapter 1 to obtain
MψB(x1) . . .B(xN )|0〉 = exp
 ∑
1≤m≤M
1≤n≤N
(−)n−1s{m,1n−1}{x}ψm−1ψ∗−n
 |0〉 (3.2.51)
This result explicitly places MψB(x1) . . .B(xN )|0〉 in the vacuum orbit of GL∞.
Finally, let us remark that all of these results can be extended to the dual
Bethe eigenvectors 〈0|C(xN ) . . .C(x1)M∗ψ. For example, by completely analogous
reasoning it is possible to show that
〈0|C(xN ) . . .C(x1)M∗ψ = 〈0| exp
 ∑
1≤m≤M
1≤n≤N
(−)n−1s{m,1n−1}{x}ψ−nψ∗m−1
 (3.2.52)
3.3 Scalar product, boxed plane partitions
3.3.1 Plane partitions
Definition 4. A plane partition π is a set of non-negative integers π(i, j) which
satisfy
π(i, j) ≥ π(i+ 1, j), π(i, j) ≥ π(i, j + 1) (3.3.1)
for all integers i, j ≥ 1, as well as the finiteness condition
lim
i→∞
π(i, j) = lim
j→∞
π(i, j) = 0 (3.3.2)
An M -boxed plane partition is a set of non-negative integers π(i, j) satisfying the
above properties, as well as the supplementary condition
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0 ≤ π(i, j) ≤M (3.3.3)
for all integers i, j ≥ 1, where M ≥ 1 is some fixed positive integer.
Plane partitions are two-dimensional analogues of ordinary partitions. They are
pictorially represented in one of two ways. The first way uses the notion of a tableau,
whereby the non-negative integer π(i, j) is placed in the coordinate-labelled box (i, j)
for all i, j ≥ 1.
1
2
3
4
1
2
2
1
1
1
1
1 1
Figure 3.4: Tableau representation of a plane partition. An integer π(i, j) is assigned
to each box (i, j). The top row of the tableau corresponds to the boxes (1, n), where
1 ≤ n ≤ 5, while the left-most column corresponds to the boxes (m, 1), where
1 ≤ m ≤ 4.
The second way is by stacking a column of cubes of height π(i, j) over the
coordinate-labelled square (i, j) for all i, j ≥ 1. When viewed in its three-dimensional
representation, an M -boxed plane partition has columns of cubes which are maxi-
mally of height M .
Figure 3.5: Three-dimensional representation of a plane partition. Columns of cubes
of height π(i, j) are stacked above each square (i, j). This plane partition is 4-boxed.
3.3.2 Diagonal slices of plane partitions
Definition 5. Let π be an arbitrary plane partition. For i ≥ 0 define the partitions
|πi) ∈ F (0)ψ whose parts are given by
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(πi)j = π(j, i + j) (3.3.4)
for all j ≥ 1. Similarly for i ≤ 0 define the partitions (πi| ∈ F∗(0)ψ whose parts are
given by
(πi)j = π(−i+ j, j) (3.3.5)
for all j ≥ 1. The partitions |πi) and (πi| are called the diagonal slices of the plane
partition π.
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π−2
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1
π−1
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1
π0
2
1
π1
1
1
π2
1
π3
1
π4
Figure 3.6: Diagonal slices of a plane partition. Each column of boxes represents
a regular partition. For example, the column labelled π0 represents the partition
{4, 2, 1}.
Lemma 5. Let |πi) and (πi| be the diagonal slices of the arbitrary plane partition
π. Then we have
(πi−1| ≺ (πi| for all i ≤ 0, |πi) ≻ |πi+1) for all i ≥ 0 (3.3.6)
Proof. This observation is due to Okounkov and Reshetikhin in [74], where it was
used to define and study the Schur stochastic process. The proof is immediate from
the definition (3.2.13) of interlacing partitions and the defining property (3.3.1) of
plane partitions. Since π is a plane partition we have
π(−i+ j, j) ≥ π(−i+ 1 + j, j) ≥ π(−i+ j + 1, j + 1) for all i ≤ 0, j ≥ 1
=⇒ (πi)j ≥ (πi−1)j ≥ (πi)j+1 for all i ≤ 0, j ≥ 1 (3.3.7)
3.3 Scalar product, boxed plane partitions 127
proving that (πi−1| ≺ (πi| for all i ≤ 0. Similarly we find
π(j, i + j) ≥ π(j, i + 1 + j) ≥ π(j + 1, i+ j + 1) for all i ≥ 0, j ≥ 1
=⇒ (πi)j ≥ (πi+1)j ≥ (πi)j+1 for all i ≥ 0, j ≥ 1 (3.3.8)
proving that |πi) ≻ |πi+1) for all i ≥ 0.
3.3.3 Generating M-boxed plane partitions
In this subsection we reproduce the result of [7], where it was shown that the
scalar product of the phase model onM+1 sites is a generating function forM -boxed
plane partitions. This correspondence may be realized by iterating the |n〉 = |0〉 case
of equation (3.2.35) N times, giving
MψB(x1) . . .B(xN )|0〉 =
∑
[N,M ]⊇π0≻···≻πN=∅
N∏
i=1
x
|πi−1|−|πi|
i |π0) (3.3.9)
where the sum is over all interlacing partitions {π0 ≻ · · · ≻ πN} which are subject
to π0 ⊆ [N,M ] and πN = ∅. Similarly, one can iterate the 〈n| = 〈0| case of (3.2.36)
N times, giving
〈0|C(xN ) . . .C(x1)M∗ψ =
∑
∅=π−N≺···≺π0⊆[N,M ]
N∏
i=1
x
|π−i+1|−|π−i|
i (π0| (3.3.10)
where the sum is over all interlacing partitions {π−N ≺ · · · ≺ π0} which are subject
to π0 ⊆ [N,M ] and π−N = ∅. Due to the isometry of the maps (3.2.4) and the
orthonormality (1.1.33) of partition states, we thus obtain
〈0|C(xN ) . . .C(x1)B(y1) . . .B(yN )|0〉 =
∑
π⊆[N,N,M ]
Aπ
(
{x}, {y}
)
(3.3.11)
where the sum is over all plane partitions π which fit inside the box of dimension
N ×N ×M , and where we have defined the weighting factor
Aπ
(
{x}, {y}
)
=
N∏
i=1
x
|π−i+1|−|π−i|
i y
|πi−1|−|πi|
i (3.3.12)
which depends on the diagonal slices of π. From equation (3.3.11), we see that
the scalar product is a generating function of M -boxed plane partitions. A closed
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form expression for this generating function can be obtained by using the formulae
(3.2.39) and (3.2.45) for the Bethe eigenvectors to show that
〈0|C(xN ) . . .C(x1)B(y1) . . .B(yN )|0〉 =
∑
µ⊆[N,M ]
sµ{x}sµ{y} (3.3.13)
=
∑
M−1≥m1>···>mN≥−N
det
(
x
mj+N
i
)
1≤i,j≤N
det
(
ymi+Nj
)
1≤i,j≤N∏
1≤i<j≤N
(xi − xj)(yi − yj)
where we have used the Jacobi-Trudi identity for Schur functions6
sµ{x} = det
(
hµi−i+j{x}
)
1≤i,j≤N
=
det
(
x
µj−j+N
i
)
1≤i,j≤N∏
1≤i<j≤N
(xi − xj)
(3.3.14)
in conjunction with the definition mi = µi − i for all 1 ≤ i ≤ N . Using the
Cauchy-Binet identity7 to convert the sum in the numerator of (3.3.13) into a single
determinant, we obtain
〈0|C(xN ) . . .C(x1)B(y1) . . .B(yN)|0〉 =
det
(
M+N−1∑
m=0
(xiyj)
m
)
1≤i,j≤N∏
1≤i<j≤N
(xi − xj)(yi − yj)
(3.3.15)
=
det
( (
1− (xiyj)M+N
)/
(1− xiyj)
)
1≤i,j≤N∏
1≤i<j≤N
(xi − xj)(yi − yj)
Equating the right hand sides of (3.3.11) and (3.3.15), we have proved that
∑
π⊆[N,N,M ]
Aπ
(
{x}, {y}
)
=
det
( (
1− (xiyj)M+N
)/
(1− xiyj)
)
1≤i,j≤N∏
1≤i<j≤N
(xi − xj)(yi − yj)
(3.3.16)
which matches the evaluation of this generating function in [7].
6See section 3 of chapter I in [65].
7See subsection 5.2.5 of the thesis.
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3.3.4 Scalar product as a power-sum specialized KP τ-function
We now demonstrate that the phase model scalar product is a specialization of
a KP τ -function. The specialization is achieved by setting the KP time variables to
power sums in the phase model rapidities. Our starting point is the equation
〈0| exp
( ∞∑
m=1
tmHm
)
=
∑
µ
χµ{t}(µ| (3.3.17)
whose sum is over all partitions µ, which follows from lemma 4 in chapter 1 and
the orthonormality (1.1.33) of partitions. Defining tm =
1
m
∑N
n=1 x
m
n for all m ≥ 1,
equation (3.3.17) becomes
〈0| exp
( ∞∑
m=1
N∑
n=1
1
m
xmn Hm
)
=
∑
µ⊆[N,∞]
sµ{x}(µ| (3.3.18)
where the sum is over all partitions µ with maximal length N . Equating the right
hand sides of (3.2.39) and (3.2.51) and using the identity (3.3.18), we find
〈0| exp
( ∞∑
m=1
N∑
n=1
1
m
xmn Hm
)
expX{y}|0〉 =
∑
µ⊆[N,M ]
sµ{x}sµ{y} (3.3.19)
where X{y} ∈ A∞ is defined as
X{y} =
∑
1≤m≤M
1≤n≤N
(−)n−1s{m,1n−1}{y}ψm−1ψ∗−n (3.3.20)
Now consider the polynomial KP τ -function τ{t} = 〈eH{t}eX{y}〉. Comparing the
first line of (3.3.13) with equation (3.3.19), we conclude that
τ{t} = 〈0| exp
( ∞∑
m=1
tmHm
)
expX{y}|0〉 = 〈0|C(xN ) . . .C(x1)B(y1) . . .B(yN )|0〉
(3.3.21)
under the power-sum specialization tm =
1
m
∑N
n=1 x
m
n for all m ≥ 1. This connection
between plane partition generating functions and KP τ -functions was suggested in
[39], albeit in the context of plane partitions whose column heights are unrestricted.
The result of this subsection is at the level of M -boxed plane partitions, and it
specializes to the result of [39] in the limit M →∞.
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3.4 Phase model on an infinite lattice
In this section we study the action of the monodromy matrix operators B(x) and
C(x) when the number of lattice sites becomes infinite. Our main result is lemma 6,
showing that in the limit M → ∞ the operators B(x) and C(x) acquire equivalent
actions to the half-vertex operators Γ−(x) and Γ+(x) from KP theory. This result
rests basically on the works [39], [67], [74], [75] which studied the actions of these
half-vertex operators.
3.4.1 Calculation of MψB(x)|n〉 and 〈n|C(x)M∗ψ as M →∞
Lemma 6. Consider the infinite lattice limit of the phase model, which is obtained
by taking M →∞. Let |n〉 = ⊗∞j=0|nj〉j and 〈n| = ⊗∞j=0〈nj|j be basis vectors of V
and V∗, respectively, in this limit.8 In addition, let |ν) and (ν| be the image states
of these basis vectors under the mappings (3.2.4). We claim that
Mψ
[
lim
M→∞
B(x)|n〉
]
= Γ−(x)|ν),
[
lim
M→∞
〈n|C(x)
]
M∗ψ = (ν|Γ+(x) (3.4.1)
where we have defined the KP half-vertex operators9
Γ−(x) = exp
( ∞∑
n=1
xn
n
H−n
)
, Γ+(x) = exp
( ∞∑
n=1
xn
n
Hn
)
(3.4.2)
and H−n,Hn denote the Heisenberg generators (1.1.39).
Proof. We split the proof into two steps. In the first step, we show that (3.4.1) is
equivalent to the statement (3.4.6). In the second step we prove (3.4.6) using the
calculus of charged free fermions.
Step 1. Taking the M →∞ limit of equations (3.2.35) and (3.2.36), we obtain
Mψ
[
lim
M→∞
B(x)|n〉
]
=
∑
µ≻ν
x|µ|−|ν||µ) (3.4.3)[
lim
M→∞
〈n|C(x)
]
M∗ψ =
∑
µ≻ν
x|µ|−|ν|(µ| (3.4.4)
where the sums are over all partitions µ which interlace with ν, whose parts now have
no size restriction. The equations (3.4.1) are therefore equivalent to the statements
8When considering such basis vectors, we always assume there exists some integer I such that
ni = 0 for all i > I . This is necessary to ensure that the vectors contain a finite amount of non-trivial
information.
9We use the terminology half-vertex operator in reference to the fact that Γ−(x),Γ+(x) each
constitute one half of a charged fermion vertex operator, [50].
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Γ−(x)|ν) =
∑
µ≻ν
x|µ|−|ν||µ), (ν|Γ+(x) =
∑
µ≻ν
x|µ|−|ν|(µ| (3.4.5)
which are entirely at the level of charged free fermions. Due to the orthonormality
(1.1.33) of partition states, equations (3.4.5) may be presented in the alternative
form
(µ|Γ−(x) =
∑
ν≺µ
x|µ|−|ν|(ν|, Γ+(x)|µ) =
∑
ν≺µ
x|µ|−|ν||ν) (3.4.6)
where the sums are now over partitions ν such that ν ≺ µ. We will find it convenient
to prove (3.4.6), as opposed to (3.4.5). The point is that the sums in the former
are finite, whereas the sums in the latter are infinite and inherently more difficult
to handle. When we succeed in showing (3.4.6), we will have achieved the proof of
(3.4.1).
Step 2. Consider the length l partitions
(µ| = 〈−l|ψ∗ml . . . ψ∗m1 , |µ) = ψm1 . . . ψml | − l〉 (3.4.7)
where {m1 > · · · > ml > −l}, and the elements of the partitions are given by
µi = mi + i for all 1 ≤ i ≤ l. In order to prove (3.4.6), we must calculate (µ|Γ−(x)
and Γ+(x)|µ). To progress in this direction, we require the commutation relations
Γ−(x)
( ∞∑
n=0
ψ∗(i−n)x
n
)
= ψ∗i Γ−(x), Γ+(x)ψi =
( ∞∑
n=0
ψ(i−n)xn
)
Γ+(x) (3.4.8)
which are derived following the arguments presented in subsection 1.1.8.10 Applying
the relations (3.4.8) repeatedly to the partitions (3.4.7), we find
(µ|Γ−(x) = 〈−l|
 ∞∑
il=0
ψ∗(ml−il)x
il
 . . .( ∞∑
i1=0
ψ∗(m1−i1)x
i1
)
(3.4.9)
Γ+(x)|µ) =
( ∞∑
i1=0
ψ(m1−i1)x
i1
)
. . .
 ∞∑
il=0
ψ(ml−il)x
il
 | − l〉 (3.4.10)
where we have used the fact that 〈−l|Γ−(x) = 〈−l| and Γ+(x)| − l〉 = | − l〉. Now
for arbitrary integers m > n we have the identities
10Setting tn = x
n/n for all n ≥ 1 in (1.1.46), we obtain Γ+(x)Ψ(k) = 11−xkΨ(k)Γ+(x). Extracting
the coefficients of ki from this equation, we prove the second commutation relation in (3.4.8). The
first commutation relation may be proved similarly.
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( ∞∑
i=0
ψ∗(n−i)x
i
) ∞∑
j=0
ψ∗(m−j)x
j
 = ( ∞∑
i=0
ψ∗(n−i)x
i
)m−n−1∑
j=0
ψ∗(m−j)x
j
 (3.4.11)
( ∞∑
i=0
ψ(m−i)xi
) ∞∑
j=0
ψ(n−j)xj
 = (m−n−1∑
i=0
ψ(m−i)xi
) ∞∑
j=0
ψ(n−j)xj
 (3.4.12)
which, when substituted into (3.4.9) and (3.4.10), lead to the truncated equations
(µ|Γ−(x) = 〈−l|
ml−ml¯−1∑
il=0
ψ∗(ml−il)x
il
 . . .(m1−m2−1∑
i1=0
ψ∗(m1−i1)x
i1
)
(3.4.13)
Γ+(x)|µ) =
(
m1−m2−1∑
i1=0
ψ(m1−i1)x
i1
)
. . .
ml−ml¯−1∑
il=0
ψ(ml−il)x
il
 | − l〉 (3.4.14)
where we have defined l¯ = l + 1 and ml¯ = −l¯. The indices in the sums (3.4.13) and
(3.4.14) can then be modified to produce the equations
(µ|Γ−(x) = 〈−l|
 ∑
ml≥nl>ml¯
ψ∗nlx
ml−nl
 . . .
 ∑
m1≥n1>m2
ψ∗n1x
m1−n1
 = ∑
ν≺µ
x|µ|−|ν|(ν|
(3.4.15)
Γ+(x)|µ) =
 ∑
m1≥n1>m2
ψn1x
m1−n1
 . . .
 ∑
ml≥nl>ml¯
ψnlx
ml−nl
 | − l〉 = ∑
ν≺µ
x|µ|−|ν||ν)
(3.4.16)
where we have defined partitions (ν| = 〈−l|ψ∗nl . . . ψ∗n1 and |ν) = ψn1 . . . ψnl | − l〉,
which correspond to the ordered set {n1 > · · · > nl ≥ −l} via νi = ni + i for all
1 ≤ i ≤ l. Notice that the final equalities of (3.4.15) and (3.4.16) follow from the
relationship
mi ≥ ni > mi+1 for all 1 ≤ i ≤ l =⇒ µi ≥ νi ≥ µi+1 for all 1 ≤ i ≤ l (3.4.17)
as well as the fact |µ| − |ν| = ∑li=1(mi − ni). The equations (3.4.15) and (3.4.16)
complete the proof of (3.4.6).
3.4.2 Generating plane partitions of arbitrary size
In the previous section we demonstrated that the phase model scalar product on
a lattice of size M + 1 generates M -boxed plane partitions. Accordingly, we expect
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that in the limit M → ∞ the scalar product will generate plane partitions whose
column heights are arbitrarily large, giving rise to the equation
lim
M→∞
〈0|C(xN ) . . .C(x1)B(y1) . . .B(yN)|0〉 =
∑
π⊆[N,N,∞]
Aπ
(
{x}, {y}
)
(3.4.18)
where the sum is over all plane partitions π which fit inside the box of dimension
N × N × ∞, with Aπ({x}, {y}) given by (3.3.12). On the other hand, using the
result of lemma 6 we are able to write
lim
M→∞
〈0|C(xN ) . . .C(x1)B(y1) . . .B(yN )|0〉 = (∅|Γ+(xN ) . . .Γ+(x1)Γ−(y1) . . .Γ−(yN )|∅)
(3.4.19)
which lends itself to immediate evaluation, owing to simple commutation relations
between the KP half-vertex operators. Explicitly speaking, using the definition
(3.4.2) of Γ−(y) and Γ+(x) we find that
∞∑
m=1
∞∑
n=1
xmyn
mn
[Hm,H−n] =
∞∑
m=1
∞∑
n=1
xmyn
mn
mδm,n =
∞∑
m=1
(xy)m
m
(3.4.20)
=⇒ Γ+(x)Γ−(y) = exp
( ∞∑
m=1
(xy)m
m
)
Γ−(y)Γ+(x) =
1
1− xyΓ−(y)Γ+(x)
Employing the commutation relation (3.4.20) repeatedly in (3.4.19) and using the
fact that Γ+(x)|∅) = |∅), (∅|Γ−(y) = (∅|, we obtain
lim
M→∞
〈0|C(xN ) . . .C(x1)B(y1) . . .B(yN )|0〉 =
N∏
i,j=1
1
1− xiyj (3.4.21)
Comparing the equations (3.4.18) and (3.4.21), we have proved that
∑
π⊆[N,N,∞]
Aπ
(
{x}, {y}
)
=
N∏
i,j=1
1
1− xiyj (3.4.22)
which is a much simpler evaluation of this generating function than in the finite case
(3.3.16). Let us remark that this calculation could also have been performed using
the first line of (3.3.13) and the identity
∑
µ⊆[N,∞]
sµ{x}sµ{y} =
N∏
i,j=1
1
1− xiyj (3.4.23)
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from section 4, chapter I of [65]. The proof which we have given is independent of
the properties of symmetric functions. As a final observation, let us specialize the
variables {x1, . . . , xN} and {y1, . . . , yN} to
xi = yi = z
i− 1
2 for all 1 ≤ i ≤ N (3.4.24)
giving rise to the equation
∑
π⊆[N,N,∞]
z|π| =
N∏
i,j=1
1
1− zi+j−1 (3.4.25)
where |π| is the weight of the plane partition π, defined equal to the sum of all its
entries π(i, j). Taking the limit N →∞ we obtain
∑
π
z|π| =
∞∏
i=1
1
(1− zi)i (3.4.26)
where the sum is now over plane partitions π of completely arbitrary dimension.
Equation (3.4.26) is a famous generating function for plane partitions, originally
found by MacMahon [66]. The idea of deriving this generating function using charged
fermions is due to [74], [75] and was explained in detail in [39].
3.5 i-boson model
3.5.1 Space of states V˜ and inner product I˜
It is necessary to introduce a space of states V˜ which is a subspace of V, defined
in section 3.1. In brief, a lattice configuration in V˜ can have an unlimited number of
particles occupying the 0th site, but the remaining M sites are occupied by at most
one particle. We represent this mathematically by writing
Basis(V˜) =
{
|n˜〉 = |n0〉0 ⊗ |n1〉1 ⊗ · · · ⊗ |nM 〉M
∣∣∣ 0 ≤ n1, . . . , nM ≤ 1} (3.5.1)
where n0 ranges over all non-negative integers, while the remaining occupation num-
bers are constrained by 0 ≤ n1, . . . , nM ≤ 1. The inner product between two basis
vectors |m˜〉 = |m0〉0 ⊗ · · · ⊗ |mM 〉M and |n˜〉 = |n0〉0 ⊗ · · · ⊗ |nM 〉M is defined to be
I˜
(
|m˜〉, |n˜〉
)
= 2m0θ
(
0 ≤ m0 ≤ 1
)
δm0,n0
M∏
j=1
2−mj δmj ,nj (3.5.2)
3.5 i-boson model 135
where θ(x) is the Boolean function, with θ(x) = 1 if x is true and θ(x) = 0 if x is
false. This corresponds to setting
c0(m0) = 2
m0θ
(
0 ≤ m0 ≤ 1
)
, cj(mj) = 2
−mj for all 1 ≤ j ≤M (3.5.3)
in equation (2.1.8). The dual space of states V˜∗ has the basis
Basis(V˜∗) =
{
〈m˜| = 〈m0|0 ⊗ 〈m1|1 ⊗ · · · ⊗ 〈mM |M
∣∣∣ 0 ≤ m1, . . . ,mM ≤ 1}
(3.5.4)
wherem0 again ranges over all non-negative integers, while the remaining occupation
numbers are constrained by 0 ≤ m1, . . . ,mM ≤ 1. The dual space of states V˜∗ is
prescribed the action
〈m˜|n˜〉 = I˜
(
|m˜〉, |n˜〉
)
(3.5.5)
for all 〈m˜| = 〈m0|0 ⊗ · · · ⊗ 〈mM |M ∈ V˜∗ and |n˜〉 = |n0〉0 ⊗ · · · ⊗ |nM 〉M ∈ V˜.
3.5.2 i-boson algebra
Let us define the i-boson algebra. It is generated by {ϕ,ϕ†,N} which satisfy the
commutation relations
[ϕ,ϕ†] = (−)N , [N , ϕ] = −ϕ, [N , ϕ†] = ϕ† (3.5.6)
This algebra is the q = i =
√−1 case of the q-boson algebra (4.1.4), discussed in
the next chapter. As we did for the phase model, we consider M + 1 copies of the
i-boson algebra, generated by {ϕ0, ϕ†0,N0} through to {ϕM , ϕ†M ,NM}. Recalling the
conventions of chapter 2, we denote these algebras by A˜0, . . . , A˜M with generators
a
+
i = ϕ
†
i , a
−
i = ϕi, a
0
i = Ni. Different copies of the i-boson algebra are assumed to
commute, giving rise to the equations
[ϕi, ϕ
†
j ] = δi,j(−)Ni , [Ni, ϕj ] = −δi,jϕi, [Ni, ϕ†j ] = δi,jϕ†i (3.5.7)
for all 0 ≤ i, j ≤M .
3.5.3 Representations of i-boson algebras
In direct analogy with the first part of the chapter, we fix representations of the
i-boson algebras (3.5.7) on the vector space V (3.1.1). These representations have
much in common with those of the phase algebras (3.1.6). The operator ϕj acts as
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an annihilator, removing particles from the jth lattice site, and ϕ†j acts as a creation
operator, adding particles to the jth lattice site. What is different is that these
operators also produce certain factors, which are necessary to correctly represent
the i-boson algebras. These factors also conspire to ensure that V˜ ⊂ V is closed
under the action of A˜0, . . . , A˜M , as we demonstrate below.
We begin by constructing representations for the algebras A˜1, . . . , A˜M . For all
1 ≤ j ≤M , the operator ϕj has the action
ϕj |n0〉0 ⊗ · · · ⊗ |nM 〉M =

0, nj = 0
1√
2
|n0〉0 ⊗ · · · ⊗ |nj − 1〉j ⊗ · · · ⊗ |nM 〉M , nj ≥ 1
(3.5.8)
while for all 1 ≤ j ≤M the operator ϕ†j has the action
ϕ†j |n0〉0 ⊗ · · · ⊗ |nM 〉M =
1 + (−)nj√
2
|n0〉0 ⊗ · · · ⊗ |nj + 1〉j ⊗ . . . ⊗ |nM〉M (3.5.9)
We construct a slightly different representation for the algebra A˜0. The operator ϕ0
has the action
ϕ0|n0〉0 ⊗ · · · ⊗ |nM 〉M = 1− (−)
n0
√
2
|n0 − 1〉0 ⊗ |n1〉1 ⊗ · · · ⊗ |nM〉M (3.5.10)
while the operator ϕ†0 has the action
ϕ†0|n0〉0 ⊗ · · · ⊗ |nM 〉M =
1√
2
|n0 + 1〉0 ⊗ |n1〉1 ⊗ · · · ⊗ |nM 〉M (3.5.11)
As before, for all 0 ≤ j ≤M the action of Nj is given by
Nj|n0〉0 ⊗ · · · ⊗ |nM 〉M = nj|n0〉0 ⊗ · · · ⊗ |nM 〉M (3.5.12)
It is straightforward to check that (3.5.8)–(3.5.12) faithfully represent the i-boson
algebras A˜0, . . . , A˜M . Assuming all operators act linearly, the equations (3.5.8)–
(3.5.12) completely determine the action of {ϕj , ϕ†j ,Nj} on V. Studying (3.5.9), we
see that for all 1 ≤ j ≤ M the operator ϕ†j annihilates any state with nj = 1. It
follows that V˜ is closed under the action of the i-boson algebras. In addition, from
the definition of the inner product (3.5.2) we see that
I˜
(
ϕj |m˜〉, |n˜〉
)
= I˜
(
|m˜〉, ϕ†j |n˜〉
)
(3.5.13)
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for all |m˜〉, |n˜〉 ∈ V˜. Hence ϕj , ϕ†j are adjoint operators on V˜ for all 0 ≤ j ≤ M ,
while Nj continues to be self-adjoint.
We again follow subsection 2.1.4 to deduce appropriate actions for A˜0, . . . , A˜M on
the dual space V∗. We firstly consider the algebras A˜1, . . . , A˜M . For all 1 ≤ j ≤M ,
the operator ϕ†j has the action
〈n0|0 ⊗ · · · ⊗ 〈nM |Mϕ†j =

0, nj = 0
1√
2
〈n0|0 ⊗ · · · ⊗ 〈nj − 1|j ⊗ · · · ⊗ 〈nM |M , nj ≥ 1
(3.5.14)
while for all 1 ≤ j ≤M the operator ϕj has the action
〈n0|0 ⊗ · · · ⊗ 〈nM |Mϕj = 1 + (−)
nj
√
2
〈n0|0 ⊗ · · · ⊗ 〈nj + 1|j ⊗ · · · ⊗ 〈nM |M (3.5.15)
As before, A˜0 is assigned its own representation. The operator ϕ†0 has the action
〈n0|0 ⊗ · · · ⊗ 〈nM |Mϕ†0 =
1− (−)n0√
2
〈n0 − 1|0 ⊗ 〈n1|1 ⊗ · · · ⊗ 〈nM |M (3.5.16)
while the operator ϕ0 has the action
〈n0|0 ⊗ · · · ⊗ 〈nM |Mϕ0 = 1√
2
〈n0 + 1|0 ⊗ 〈n1|1 ⊗ · · · ⊗ 〈nM |M (3.5.17)
Finally, for all 0 ≤ j ≤M the action of Nj is given by
〈n0|0 ⊗ · · · ⊗ 〈nM |MNj = nj〈n0|0 ⊗ · · · ⊗ 〈nM |M (3.5.18)
The set of definitions (3.5.14)–(3.5.18) provide the dual representation of the algebras
A˜0, . . . , A˜M . Assuming that all operators act linearly, the equations (3.5.14)–(3.5.18)
completely determine the action of {ϕj , ϕ†j ,Nj} on the dual vector space V∗.
3.5.4 Hamiltonian H˜
The Hamiltonian of the i-boson model is given by
H˜ = −1
2
M∑
j=0
(
ϕ†jϕj+1 + ϕjϕ
†
j+1
)
+ N¯ (3.5.19)
where the periodicity ϕM+1 = ϕ0 and ϕ
†
M+1 = ϕ
†
0 is imposed. This Hamiltonian
is deduced simply by taking the q → i limit of the q-boson Hamiltonian (4.1.17).
We now describe the quantum inverse scattering/algebraic Bethe Ansatz scheme for
finding eigenvectors |Ψ〉 ∈ V˜ of (3.5.19).
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3.5.5 L-matrix and local intertwining equation
The R-matrix for the i-boson model depends on two indeterminates x, y and acts
in the tensor product Va ⊗ Vb, where Va,Vb are copies of C2. It is given by
R˜ab(x, y) =

x+ y 0 0 0
0 y − x 2x 12 y 12 0
0 2x
1
2 y
1
2 x− y 0
0 0 0 x+ y

ab
(3.5.20)
and corresponds to the a±(x, y) = x+y, b±(x, y) = ±(y−x), c±(x, y) = 2x 12 y 12 case
of (2.2.1). The L-matrix for the i-boson model depends on a single indeterminate
x, and acts in the space Va. Its entries are operators acting at the mth lattice site,
and identically everywhere else. It has the form
L˜am(x) =
(
x−
1
2 2
1
2ϕ†m
2
1
2ϕm x
1
2
)
a
(3.5.21)
Using these definitions, the local intertwining equation is given by
R˜ab(x, y)L˜am(x)L˜bm(y) = L˜bm(y)L˜am(x)R˜ab(x, y) (3.5.22)
This is a 4× 4 matrix equation, which gives rise to sixteen scalar identities. Each of
these identities may be verified by direct calculation, and by using the commutation
relations (3.5.7) where appropriate.
3.5.6 Monodromy matrix and global intertwining equation
The monodromy matrix is an (M + 1)-fold product of the L-matrices (3.5.21),
taken in the auxiliary space End(Va). It has the form
T˜a(x) = L˜aM (x) . . . L˜a0(x) =
(
A˜(x) B˜(x)
C˜(x) D˜(x)
)
a
(3.5.23)
where A˜(x), B˜(x), C˜(x), D˜(x) are elements of A˜0⊗· · ·⊗A˜M . The monodromy matrix
satisfies the global intertwining equation
R˜ab(x, y)T˜a(x)T˜b(y) = T˜b(y)T˜a(x)R˜ab(x, y) (3.5.24)
the proof of which is immediate from the local intertwining equation (3.5.22). The
identity (3.5.24) gives sixteen commutation relations between the monodromy matrix
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operators A˜(x), B˜(x), C˜(x), D˜(x), but for our purposes we will only require two.
These are the equations
[B˜(x), B˜(y)] = [C˜(x), C˜(y)] = 0 (3.5.25)
and they are necessary to show that the Bethe eigenvectors are symmetric in their
rapidity variables.
3.5.7 Recovering H˜ from the transfer matrix
Let t˜(x) = traT˜a(x) = A˜(x) + D˜(x) be the transfer matrix of the i-boson model.
The Hamiltonian (3.5.19) may be recovered via the equation
H˜ = 1
4
[
x2
d
dx
(
x−(M+1)/2 t˜(x)
)]
x→∞
− 1
4
[
d
dx
(
x(M+1)/2 t˜(x)
)]
x→0
+ N¯ (3.5.26)
from which it follows that [H˜, t˜(x)] = 0. Hence the eigenvectors of H˜ may be found
by studying the eigenvectors of t˜(x).
3.5.8 Bethe Ansatz for the eigenvectors
As was explained in theorem 1 of the previous chapter, the eigenvectors of the
transfer matrix t˜(x) are given by
|Ψ〉 = B˜(y1) . . . B˜(yN )|0〉, 〈Ψ| = 〈0|C˜(yN ) . . . C˜(y1) (3.5.27)
where the variables {y1, . . . , yN} are assumed to obey the Bethe equations (2.3.6).
For the present model, a(yi, yj) = yi + yj, α(yi) = y
−(M+1)/2
i , δ(yi) = y
(M+1)/2
i .
Substituting these expressions into (2.3.6), the Bethe equations for the i-boson model
have the decoupled form
yM+1i = (−)N+1 (3.5.28)
for all 1 ≤ i ≤ N . The equations (3.5.28) may be trivially solved, and reflect the
inherent simplicity of the model under consideration. In the next section we turn
to a more rigorous examination of the eigenvectors (3.5.27), in which the trivial
Bethe equations (3.5.28) are not required. We remark that the vectors (3.5.27) are
genuinely elements of V˜ and V˜∗, owing to the closure of these spaces under the action
of the algebras (3.5.7) and the fact that |0〉 ∈ V˜, 〈0| ∈ V˜∗.
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3.6 Calculation of i-boson model Bethe eigenvectors
In this section we essentially repeat the calculations of section 3.2, but now in
the context of the i-boson model. Our main result is that the i-boson model Bethe
eigenvectors can be mapped to the neutral fermionic Fock space of chapter 1, and
under this mapping they lie in the O∞ orbit of the Fock vacuum.
3.6.1 The maps Mφ and M∗φ
Let us begin by introducing analogues of the maps presented in subsection 3.2.1.
Observing that the basis elements of V˜ ⊂ V and V˜∗ ⊂ V∗ correspond with strict
partitions under the maps Mψ and M∗ψ, we are motivated to make the following
definition.
Definition 6. Let |n˜〉 = |n0〉0⊗· · ·⊗ |nM 〉M and 〈n˜| = 〈n0|0⊗· · ·⊗ 〈nM |M be basis
elements of V˜ and V˜∗, respectively, and define
Σ1 =
M∑
j=1
nj (3.6.1)
From this, let |ν˜) and (ν˜| be the strict partitions in F (0)φ and F∗(0)φ with one part
equal to j if nj = 1, for all 1 ≤ j ≤M . That is, we let
|ν˜) = |MnM , . . . , 1n1), Σ1 even |ν˜) = |MnM , . . . , 1n1 , 0), Σ1 odd (3.6.2)
(ν˜| = (MnM , . . . , 1n1 |, Σ1 even (ν˜| = (MnM , . . . , 1n1 , 0|, Σ1 odd (3.6.3)
We define linear maps Mφ : V˜ → F (0)φ and M∗φ : V˜∗ → F∗(0)φ whose actions are
given by
Mφ|n˜〉 = 2−ℓ(ν˜)|ν˜), 〈n˜|M∗φ = 2−ℓ(ν˜)(ν˜| (3.6.4)
Since these mappings do not depend on the value of n0, they are not one-to-one.
We also remark that the maps (3.6.4) are non-isometric, in the sense that
〈m˜|n˜〉 6=
〈
〈m˜|M∗φ,Mφ|n˜〉
〉
(3.6.5)
To show this, let (µ˜| and |ν˜) be the strict partitions corresponding with the respective
basis vectors 〈m˜| and |n˜〉 under the maps (3.6.4). Using the orthogonality relation
(1.4.22) we find that
〈
〈m˜|M∗φ,Mφ|n˜〉
〉
= 2−ℓ(µ˜)2−ℓ(ν˜)
〈
(µ˜|, |ν˜)
〉
= 2−ℓ(µ˜)δµ˜,ν˜ =
M∏
j=1
2−mj δmj ,nj (3.6.6)
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Comparing (3.5.5) with (3.6.6), we see that in general 〈m˜|n˜〉 6= 〈〈m˜|M∗φ,Mφ|n˜〉〉.
The only difference between these two quantities is that (3.5.5) is sensitive to the
value of m0, n0, whereas (3.6.6) is not. Hence the mappings (3.6.4) essentially filter
out all information from the 0th site of the lattice.
3.6.2 Calculation of B˜(x)|n˜〉
Lemma 7. Define B˜(x) = x
M
2 B˜(x) and let |n˜〉 = |n0〉0⊗· · ·⊗|nM〉M be an arbitrary
basis vector of V˜. The action of B˜(x) on |n˜〉 is given by
B˜(x)|n˜〉 =
∑
|m˜〉⊲|n˜〉
M∏
i=1
2δ(mi−ni),1xi(mi−ni)|m˜〉 (3.6.7)
where the sum is over all basis vectors |m˜〉 = |m0〉0 ⊗ · · · ⊗ |mM 〉M ∈ V˜ which are
admissible to |n˜〉.
Proof. We defer the proof of this equation to the next chapter, where we obtain a
similar result (4.3.6) in the context of the q-boson model. Specializing (4.3.6) to the
value q = i, we obtain (3.6.7) as a corollary.
3.6.3 Calculation of 〈n˜|C˜(x)
Lemma 8. Define C˜(x) = x
M
2 C˜(1/x) and let 〈n˜| = 〈n0|0 ⊗ · · · ⊗ 〈nM |M be an
arbitrary basis vector of V˜∗. The action of C˜(x) on 〈n˜| is given by
〈n˜|C˜(x) =
∑
〈n˜|⊳〈m˜|
M∏
i=1
2δ(mi−ni),1xi(mi−ni)〈m˜| (3.6.8)
where the sum is over all basis vectors 〈m˜| = 〈m0|0 ⊗ · · · ⊗ 〈mM |M ∈ V˜∗ which are
admissible to 〈n˜|.
Proof. Again, we defer the proof to the next chapter. Specializing the later result
(4.3.16) to the value q = i, we obtain (3.6.8) as a corollary.
3.6.4 Calculation of MφB˜(x)|n˜〉 and 〈n˜|C˜(x)M∗φ
Let |n˜〉 and 〈n˜| be arbitrary basis vectors of V˜ and V˜∗, respectively, and let
|ν˜) and (ν˜| be their corresponding strict partitions, given by equations (3.6.2) and
(3.6.3). We fix l = ℓ(ν˜) to be the number of non-zero parts of the strict partition ν˜.
For any two strict partitions µ˜, ν˜ let us also define #(µ˜|ν˜) to be the number of parts
in µ˜ which are not in ν˜. Using the definition (3.6.4) of the maps Mφ and M∗φ, the
expressions (3.6.7) and (3.6.8) and the result of lemma 1, we obtain
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MφB˜(x)|n˜〉 =
∑
ν˜≺µ˜⊆[l+1,M ]
2#(µ˜|ν˜)−ℓ(µ˜)x|µ˜|−|ν˜||µ˜) (3.6.9)
〈n˜|C˜(x)M∗φ =
∑
ν˜≺µ˜⊆[l+1,M ]
2#(µ˜|ν˜)−ℓ(µ˜)x|µ˜|−|ν˜|(µ˜| (3.6.10)
Both sums are over all strict partitions µ˜ which interlace with ν˜, and whose Young
diagrams are contained within the rectangle [l + 1,M ].
3.6.5 Skew Schur Q-functions
Before we progress to the calculation of the i-boson model Bethe eigenvectors, we
present some formulae from the theory of symmetric functions.11 For an arbitrary
pair of strict partitions µ˜, ν˜ and an indeterminate x, the single variable skew Schur
Q-function Qµ˜/ν˜(x) is given by
Qµ˜/ν˜(x) =

2#(µ˜|ν˜)x|µ˜|−|ν˜|, µ˜ ≻ ν˜
0, otherwise
(3.6.11)
In the case ν˜ = ∅ we have Qµ˜/ν˜(x) = Qµ˜(x), where Qµ˜(x) is the ordinary Schur
Q-function in a single variable x. The skew Schur Q-function satisfies the identity
Qµ˜{x1, . . . , xn} =
∑
ν˜⊆[n−1,∞]
Qµ˜/ν˜(xn)Qν˜{x1, . . . , xn−1} (3.6.12)
where the sum is taken over all strict partitions ν˜ whose lengths satisfy ℓ(ν˜) ≤ n−1,
and Qµ˜{x1, . . . , xn} and Qν˜{x1, . . . , xn−1} are Schur Q-functions in n and n − 1
variables, respectively.
3.6.6 Calculation of MφB˜(x1) . . . B˜(xN )|0〉
Lemma 9. Let {x1, . . . , xN} be a finite set of variables. We claim that
MφB˜(x1) . . . B˜(xN )|0〉 =
∑
µ˜⊆[N,M ]
2−ℓ(µ˜)Qµ˜{x1, . . . , xN}|µ˜) (3.6.13)
where Qµ˜{x1, . . . , xN} is the Schur Q-function in N variables (1.4.51), and the sum
is over all strict partitions µ˜ whose Young diagrams are contained in the rectangle
[N,M ].
11For more information on this material, see section 8 in chapter III of [65].
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Proof. Taking the special case |n˜〉 = |0〉 of equation (3.6.9) we obtain
MφB˜(x)|0〉 =
∑
∅≺µ˜⊆[1,M ]
2−ℓ(µ˜)Qµ˜/∅(x)|µ˜) =
∑
µ˜⊆[1,M ]
2−ℓ(µ˜)Qµ˜(x)|µ˜) (3.6.14)
where we have used the equation (3.6.11) for the skew Schur Q-function, and the
definition ℓ(∅) = 0. We use equation (3.6.14) as the basis for induction, and assume
that
MφB˜(x1) . . . B˜(xN−1)|0〉 =
∑
ν˜⊆[N−1,M ]
2−ℓ(ν˜)Qν˜{x1, . . . , xN−1}|ν˜) (3.6.15)
for some N ≥ 2. In terms of the basis vectors of V˜, this assumption is written as
B˜(x1) . . . B˜(xN−1)|0〉 =
∑
|n˜〉|Σ0=N−1
Qν˜{x1, . . . , xN−1}|n˜〉 (3.6.16)
where the sum is over all basis vectors |n˜〉 such that ∑Mj=0 nj = N − 1, and ν˜ is the
strict partition corresponding to each |n˜〉. Acting on (3.6.16) with the composition
of operatorsMφ ◦ B˜(xN ) and using the fact that the B-operators commute (3.5.25),
we obtain
MφB˜(x1) . . . B˜(xN )|0〉 =
∑
ν˜⊆[N−1,M ]
Qν˜{x1, . . . , xN−1}
∑
ν˜≺µ˜⊆[N,M ]
2−ℓ(µ˜)Qµ˜/ν˜(xN )|µ˜)
(3.6.17)
Since Qµ˜/ν˜(xN ) = 0 if µ˜ 6≻ ν˜, we may alter the sums appearing in (3.6.17), yielding
MφB˜(x1) . . . B˜(xN )|0〉 =
∑
µ˜⊆[N,M ]
2−ℓ(µ˜)
∑
ν˜⊆[N−1,M ]
Qµ˜/ν˜(xN )Qν˜{x1, . . . , xN−1}|µ˜)
=
∑
µ˜⊆[N,M ]
2−ℓ(µ˜)
∑
ν˜⊆[N−1,∞]
Qµ˜/ν˜(xN )Qν˜{x1, . . . , xN−1}|µ˜)
(3.6.18)
where the final equality holds since the leading part of µ˜ is less than or equal to M ,
and therefore Qµ˜/ν˜(xN ) = 0 if the leading part of ν˜ exceeds M . Using the identity
(3.6.12) we evaluate the sum over ν˜ explicitly, producing the equation (3.6.13).
Therefore by induction the result (3.6.13) must hold for arbitrary N ≥ 1.
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3.6.7 Calculation of 〈0|C˜(xN) . . . C˜(x1)M∗φ
By following essentially the same steps that were used in the previous subsection,
we can also derive the expression
〈0|C˜(xN ) . . . C˜(x1)M∗φ =
∑
µ˜⊆[N,M ]
2−ℓ(µ˜)Qµ˜{x1, . . . , xN}(µ˜| (3.6.19)
for the dual Bethe eigenvectors. As before, this sum is taken over all strict partitions
µ˜ whose Young diagrams are contained in the rectangle [N,M ].
3.6.8 Neutral fermionic expression for Bethe eigenvectors
In analogy with subsection 3.2.11, we proceed to show thatMφ maps the i-boson
model Bethe eigenvectors B˜(x1) . . . B˜(xN )|0〉 to vectors gφ|0〉 ∈ F (0)φ which satisfy
the neutral fermion bilinear identity (1.5.14). In order to do this, we prepare some
definitions. For all integers m > n ≥ 0 we define
cm,n{x} =

2δn,0
(
1
4qm{x}qn{x}+ 12
n∑
k=1
(−)kqm+k{x}qn−k{x}
)
, m ≤M
0, m > M
(3.6.20)
where qm{x} is the function (1.4.50) in the variables {x} = {x1, . . . , xN}, as defined
in chapter 1. Using this expression for the functions cm,n{x}, for all strict partitions
µ˜ = {µ1 > · · · > µ2r ≥ 0} let us also define the coefficients
cµ˜{x} = Pf
(
cµi,µj{x}
)
1≤i<j≤2r
(3.6.21)
Since cm,n{x} = 0 if m > M , the coefficient cµ˜{x} vanishes when µ1 > M . By the
definition of the Schur Q-functions (1.4.51), it follows that
cµ˜{x} =

2−ℓ(µ˜)Qµ˜{x}, µ˜ ⊆ [N,M ]
0, µ˜ 6⊆ [N,M ]
(3.6.22)
Returning to the expression (3.6.13) for the Bethe eigenvectors, we can use the
coefficients (3.6.22) to write
MφB˜(x1) . . . B˜(xN )|0〉 =
∑
µ˜
cµ˜{x}φµ1 . . . φµ2r |0〉 (3.6.23)
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where the sum is over strict partitions µ˜ = {µ1 > · · · > µ2r ≥ 0} with r taking all
non-negative values, and where we have made the identification |µ˜) = φµ1 . . . φµ2r |0〉.
Owing to their Pfaffian form (3.6.21) and lemma 22 of chapter 1, we see that the
coefficients cµ˜{x} satisfy the BKP Plu¨cker relations (1.6.37). This implies that the
right hand side of (3.6.23) satisfies the neutral fermion bilinear identity (1.5.14), as
we intended to show.
Having established the preceding result, we now express MφB˜(x1) . . . B˜(xN )|0〉
in the orbit of the Fock vacuum under O∞. We know that this is possible using
theorem 4 of chapter 1, and the fact that the right hand side of (3.6.23) satisfies
the NFBI. We begin by expandingMφB˜(x1) . . . B˜(xN )|0〉 in the F (0)φ basis (1.4.11),
yielding
MφB˜(x1) . . . B˜(xN )|0〉 = |0〉+
∑
0≤n<m≤M
2δn,0−2Q{m,n}{x}φmφn|0〉 + g(1)φ |0〉
(3.6.24)
where Q{m,n}{x} is the Schur Q-function associated to the strict partition with one
part of size m, and another part of size n. As usual we assume that all monomials
within g
(1)
φ ∈ Cl(0)φ consist of at least four neutral fermions. Because the right hand
side of (3.6.24) obeys the NFBI, we can use the method adopted in the proof of
lemma 20 in chapter 1 to obtain
MφB˜(x1) . . . B˜(xN )|0〉 = exp
 ∑
0≤n<m≤M
2δn,0−2Q{m,n}{x}φmφn
 |0〉 (3.6.25)
This result explicitly places MφB˜(x1) . . . B˜(xN )|0〉 in the vacuum orbit of O∞.
Finally, let us remark that all of these results can be extended to the dual
Bethe eigenvectors 〈0|C˜(xN ) . . . C˜(x1)M∗φ. For example, by completely analogous
reasoning it is possible to show that
〈0|C˜(xN ) . . . C˜(x1)M∗φ = 〈0| exp
 ∑
0≤n<m≤M
2δn,0−2Q{m,n}{x}φ∗nφ∗m
 (3.6.26)
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3.7.1 Strict plane partitions
Definition 7. A strict plane partition π˜ is a set of non-negative integers π(i, j)
which satisfy
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π(i, j) ≥ π(i+ 1, j), π(i, j) ≥ π(i, j + 1) (3.7.1)
π(i, j) > π(i+ 1, j + 1) (3.7.2)
for all integers i, j ≥ 1, as well as the finiteness condition
lim
i→∞
π(i, j) = lim
j→∞
π(i, j) = 0 (3.7.3)
That is, strict plane partitions obey all of the axioms of ordinary plane partitions,
plus the additional constraint (3.7.2) which imposes strictness on every diagonal.
Similarly, an M -boxed strict plane partition is a set of non-negative integers π(i, j)
satisfying the above properties, as well as the supplementary condition
0 ≤ π(i, j) ≤M (3.7.4)
for all integers i, j ≥ 1, and where M ≥ 1 is some fixed positive integer.
To illustrate this definition, we now give the two and three-dimensional diagrams
of an exemplary strict plane partition.
1
2
3
4
1
2
2
1
1
1 1 1
Figure 3.7: Tableau representation of a strict plane partition. The integers on the
diagonals of this tableau are strictly decreasing. For example, the central diagonal
{π(1, 1) = 4, π(2, 2) = 2, π(3, 3) = 1} is a strictly decreasing sequence.
Figure 3.8: Three-dimensional representation of a strict plane partition. This plane
partition has six connected horizontal plateaux. The strictness imposed on the
diagonals means that all connected horizontal plateaux are one square wide.
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3.7.2 Diagonal slices of strict plane partitions
Definition 8. Let π˜ be an arbitrary strict plane partition. For i ≥ 0 define the
strict partitions |π˜i) ∈ F (0)φ whose elements are given by
(π˜i)j = π(j, i + j) (3.7.5)
for all j ≥ 1. Similarly for i ≤ 0 define the strict partitions (π˜i| ∈ F∗(0)φ whose
elements are given by
(π˜i)j = π(−i+ j, j) (3.7.6)
for all j ≥ 1. The strict partitions |π˜i) and (π˜i| comprise the diagonal slices of the
strict plane partition π˜.
Lemma 10. Let |π˜i) and (π˜i| be the diagonal slices of the strict plane partition π˜.
Then we have
(π˜i−1| ≺ (π˜i| for all i ≤ 0, |π˜i) ≻ |π˜i+1) for all i ≥ 0 (3.7.7)
Proof. This is a trivial corollary of the result in subsection 3.3.2. The diagonal slices
of π˜ are (strict) partitions, and must therefore interlace by lemma 5.
3.7.3 Connected elements, paths in strict plane partitions
Definition 9. The element π(i, j) of π is considered to be connected with both the
elements π(i+1, j), π(i, j+1) and, assuming they exist, with π(i−1, j), π(i, j−1).12
We indicate that two elements are connected by writing, for example, π(i, j) ∼
π(i, j + 1). A set S of more than two elements in π is connected if, for any two
π(i0, j0), π(in, jn) ∈ S, there exists a subset {π(i1, j1), . . . , π(in−1, jn−1)} ⊂ S such
that π(ik, jk) ∼ π(ik+1, jk+1) for all 0 ≤ k ≤ n− 1.
Definition 10. Let π˜ be an arbitrary strict plane partition. A path in π˜ is a set of
connected elements of π˜ which all have the same numerical value. When viewed in
the standard three-dimensional representation, paths in a strict plane partition are
connected horizontal plateaux which are maximally one square wide. We let p(π˜)
denote the number of paths possessed by π˜. This definition of paths within a strict
plane partition was originally given in [35].
Definition 11. Let π˜ be a strict plane partition living inside the box [N,N,M ],
with diagonal slices {∅ = π˜−N ≺ · · · ≺ π˜−1 ≺ π˜0 ≻ π˜1 ≻ · · · ≻ π˜N = ∅}. We
associate to this strict plane partition the weighting Bπ˜({x}, {y}) given by
12If pi(i, j) is on the edge of the plane partition, one or both of pi(i − 1, j), pi(i, j − 1) may not
exist.
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Bπ˜
(
{x}, {y}
)
= 2p(π˜)
N∏
i=1
x
|π˜−i+1|−|π˜−i|
i y
|π˜i−1|−|π˜i|
i (3.7.8)
where p(π˜) is the number of paths in π˜.
4
3
2
1 1
2
2
1
1
2
1
1
1
4
2
2
2
1
1
1
1
1
1
3
2
1
Figure 3.9: Splitting a strict plane partition into its constituent paths.
Lemma 11. Let π˜ be a strict plane partition as described in definition 11. Then
2−ℓ(π˜0)
N∏
i=1
2#(π˜−i+1|π˜−i)
N∏
j=1
2#(π˜j−1|π˜j) = 2p(π˜) (3.7.9)
Proof. The proof is well illustrated by an example, so we consider the strict plane
partition π˜ drawn in figure 3.9. We see that π˜ lives inside the box [5, 5, 4], and its
diagonal slices are given by
π˜−5 = ∅ π˜1 = {2, 1} (3.7.10)
π˜−4 = ∅ π˜2 = {2, 1}
π˜−3 = {1} π˜0 = {4, 2, 1} π˜3 = {1}
π˜−2 = {2} π˜4 = {1}
π˜−1 = {3, 1} π˜5 = ∅
Using these strict partitions, we evaluate
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2#(π˜−4|π˜−5) = 20 2#(π˜0|π˜1) = 21 (3.7.11)
2#(π˜−3|π˜−4) = 21 2#(π˜1|π˜2) = 20
2#(π˜−2|π˜−3) = 21 2#(π˜2|π˜3) = 21
2#(π˜−1|π˜−2) = 22 2#(π˜3|π˜4) = 20
2#(π˜0|π˜−1) = 22 2#(π˜4|π˜5) = 21
Let us consider these factors, progressing from the extremal diagonal slices of π˜
towards its central slice π˜0. We obtain a factor of 2 for every path which begins in
π˜ and does not intersect the central diagonal. Paths that do intersect the central
diagonal are assigned a factor of 22, which is a double counting. We cure this double
counting by dividing by 2 for every element in π˜0, that is, by dividing by 2
ℓ(π˜0) = 23.
The result is
2−ℓ(π˜0)
5∏
i=1
2#(π˜−i+1|π˜−i)
5∏
j=1
2#(π˜j−1|π˜j) = 26 = 2p(π˜) (3.7.12)
as required. It is clear that this method extends to arbitrary strict plane partitions.
3.7.4 Generating M-boxed strict plane partitions
We now derive an analogue of the result given in subsection 3.3.3, this time
relating to the scalar product of the i-boson model on M + 1 sites. The result is
that the scalar product between the image Bethe eigenstates (3.6.13) and (3.6.19)
is a generating function for M -boxed strict plane partitions. This correspondence
may be realized by iterating the |n˜〉 = |0〉 case of equation (3.6.9) N times, giving
MφB˜(x1) . . . B˜(xN )|0〉 =
∑
[N,M ]⊇π˜0≻···≻π˜N=∅
2−ℓ(π˜0)
N∏
i=1
2#(π˜i−1|π˜i)x|π˜i−1|−|π˜i|i |π˜0)
(3.7.13)
where the sum is over all interlacing strict partitions {π˜0 ≻ · · · ≻ π˜N} subject to
π˜0 ⊆ [N,M ] and π˜N = ∅. Similarly, one can iterate the 〈n˜| = 〈0| case of (3.6.10) N
times, giving
〈0|C˜(xN ) . . . C˜(x1)M∗φ =
∑
∅=π˜−N≺···≺π˜0⊆[N,M ]
2−ℓ(π˜0)
N∏
i=1
2#(π˜−i+1|π˜−i)x
|π˜−i+1|−|π˜−i|
i (π˜0|
(3.7.14)
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where the sum is over all interlacing strict partitions {π˜−N ≺ · · · ≺ π˜0} subject to
π˜0 ⊆ [N,M ] and π˜−N = ∅. By the definition (3.7.8) of Bπ˜({x}, {y}), the result
(3.7.9) of lemma 11 and the orthogonality (1.4.22) of strict partition states, we thus
obtain
〈
〈0|C˜(xN ) . . . C˜(x1)M∗φ,MφB˜(y1) . . . B˜(yN )|0〉
〉
=
∑
π˜⊆[N,N,M ]
Bπ˜
(
{x}, {y}
)
(3.7.15)
where the sum is taken over all strict plane partitions π˜ which fit inside the box
of dimension N × N × M . Hence the scalar product between the image Bethe
eigenstates (3.6.13) and (3.6.19) is a generating function for M -boxed strict plane
partitions. This generating function is evaluated explicitly by using the equations
(3.6.13), (3.6.19) and the orthogonality relation (1.4.22) to give
〈
〈0|C˜(xN ) . . . C˜(x1)M∗φ,MφB˜(y1) . . . B˜(yN )|0〉
〉
=
∑
µ˜⊆[N,M ]
2−ℓ(µ˜)Qµ˜{x}Qµ˜{y}
(3.7.16)
where Qµ˜{x}, Qµ˜{y} denote Schur Q-functions. Comparing equations (3.7.15) and
(3.7.16), we have proved the result
∑
π˜⊆[N,N,M ]
Bπ˜
(
{x}, {y}
)
=
∑
µ˜⊆[N,M ]
2−ℓ(µ˜)Qµ˜{x}Qµ˜{y} (3.7.17)
3.7.5 Scalar product as a power-sum specialized BKP τ-function
In this subsection we demonstrate that the scalar product (3.7.16) is a special-
ization of a BKP τ -function. The specialization is achieved by setting the BKP time
variables to power sums in the i-boson model rapidities. This result parallels the
one obtained in subsection 3.3.4, in the context of KP τ -functions. We begin with
the equation
〈0| exp
∑
m∈N˜
tmλm
 =∑
µ˜
2−ℓ(µ˜)Qµ˜{t˜}(µ˜| (3.7.18)
whose sum is over all strict partitions µ˜, which follows from lemma 15 in chapter 1
and the orthogonality (1.4.22) of strict partitions. Defining tm =
2
m
∑N
n=1 x
m
n for all
m ∈ N˜, equation (3.7.18) becomes
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〈0| exp
∑
m∈N˜
N∑
n=1
2
m
xmn λm
 = ∑
µ˜⊆[N,∞]
2−ℓ(µ˜)Qµ˜{x}(µ˜| (3.7.19)
where the sum is over all strict partitions µ˜ with maximal length N . Equating the
right hand sides of (3.6.13) and (3.6.25) and using the identity (3.7.19), we find
〈0| exp
∑
m∈N˜
N∑
n=1
2
m
xmn λm
 expY {y}|0〉 = ∑
µ˜⊆[N,M ]
2−ℓ(µ˜)Qµ˜{x}Qµ˜{y} (3.7.20)
where Y {y} ∈ B∞ is defined as
Y {y} =
∑
0≤n<m≤M
2δn,0−2Q{m,n}{y}φmφn (3.7.21)
Now consider the polynomial BKP τ -function τ{t˜} = 〈eλ{t˜}eY {y}〉. Comparing the
equations (3.7.16) and (3.7.20) we find that
τ{t˜} = 〈0| exp
∑
m∈N˜
tmλm
 expY {y}|0〉 (3.7.22)
=
〈
〈0|C˜(xN ) . . . C˜(x1)M∗φ,MφB˜(y1) . . . B˜(yN )|0〉
〉
under the power-sum specialization tm =
2
m
∑N
n=1 x
m
n for allm ∈ N˜. This connection
between the generating function of strict plane partitions and BKP τ -functions first
appeared in [39], but in the context of strict plane partitions whose column heights
are unrestricted. The result of this subsection is at the level of M -boxed strict plane
partitions, and it specializes to the result of [39] in the limit M →∞.
3.8 i-boson model on an infinite lattice
This section is the i-boson model analogue of the earlier section 3.4 on the phase
model. We study the action of the monodromy matrix operators B˜(x) and C˜(x)
when the number of lattice sites becomes infinite. Our main result is lemma 12,
showing that in the limit M → ∞ the operators B˜(x) and C˜(x) acquire equivalent
actions to the half-vertex operators Γ˜−(x) and Γ˜+(x) from BKP theory. The actions
of these half-vertex operators were studied briefly in [35], and in more detail in [39].
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3.8.1 Calculation of MφB˜(x)|n˜〉 and 〈n˜|C˜(x)M∗φ as M →∞
Lemma 12. Consider the infinite lattice limit of the i-boson model, obtained by
taking M →∞. Let |n˜〉 = ⊗∞j=0|nj〉j and 〈n˜| = ⊗∞j=0〈nj |j be basis vectors of V˜ and
V˜∗, respectively, in this limit. In addition, let 2−ℓ(ν˜)|ν˜) and 2−ℓ(ν˜)(ν˜| be the image
states of these basis vectors under the mappings (3.6.4). We claim that
Mφ
[
lim
M→∞
B˜(x)|n˜〉
]
= 2−ℓ(ν˜)Γ˜−(x)|ν˜),
[
lim
M→∞
〈n˜|C˜(x)
]
M∗φ = 2−ℓ(ν˜)(ν˜|Γ˜+(x)
(3.8.1)
where we have defined the BKP half-vertex operators13
Γ˜−(x) = exp
∑
n∈N˜
2
n
xnλ−n
 , Γ˜+(x) = exp
∑
n∈N˜
2
n
xnλn
 (3.8.2)
and λ−n, λn denote the Heisenberg generators (1.4.29).
Proof. We split the proof into two steps. In the first step, we show that (3.8.1) is
equivalent to the statement (3.8.7). In the second step we prove (3.8.7) using the
calculus of neutral free fermions.
Step 1. Taking the M →∞ limit of equations (3.6.9) and (3.6.10), we obtain
Mφ
[
lim
M→∞
B˜(x)|n˜〉
]
=
∑
µ˜≻ν˜
2#(µ˜|ν˜)−ℓ(µ˜)x|µ˜|−|ν˜||µ˜) (3.8.3)[
lim
M→∞
〈n˜|C˜(x)
]
M∗φ =
∑
µ˜≻ν˜
2#(µ˜|ν˜)−ℓ(µ˜)x|µ˜|−|ν˜|(µ˜| (3.8.4)
where the sums are over all strict partitions µ˜ which interlace with ν˜, whose parts
now have no size restriction. The equations (3.8.1) are therefore equivalent to the
statements
Γ˜−(x)|ν˜) =
∑
µ˜≻ν˜
2#(µ˜|ν˜)−ℓ(µ˜)+ℓ(ν˜)x|µ˜|−|ν˜||µ˜) (3.8.5)
(ν˜|Γ˜+(x) =
∑
µ˜≻ν˜
2#(µ˜|ν˜)−ℓ(µ˜)+ℓ(ν˜)x|µ˜|−|ν˜|(µ˜| (3.8.6)
which are entirely at the level of neutral free fermions. Due to the orthogonality
(1.4.22) of strict partition states, equations (3.8.5) and (3.8.6) may be presented in
the alternative form
13Once again we use the half-vertex nomenclature, since Γ˜−(x), Γ˜+(x) each comprise one half of
a neutral fermion vertex operator, [50].
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(µ˜|Γ˜−(x) =
∑
ν˜≺µ˜
2#(µ˜|ν˜)x|µ˜|−|ν˜|(ν˜|, Γ˜+(x)|µ˜) =
∑
ν˜≺µ˜
2#(µ˜|ν˜)x|µ˜|−|ν˜||ν˜) (3.8.7)
where the sums are now over strict partitions ν˜ such that ν˜ ≺ µ˜. The sums in (3.8.7)
are finite, whereas those in (3.8.5) and (3.8.6) are infinite. As we mentioned earlier,
it is thus easiest to prove (3.8.7), and this will in turn establish the equations (3.8.1).
Step 2. Consider the even-length strict partitions
(µ˜| = 〈0|φ∗µ2r . . . φ∗µ1 , |µ˜) = φµ1 . . . φµ2r |0〉 (3.8.8)
where we assume that {µ1 > · · · > µ2r > 0}. In order to prove (3.8.7), we must
calculate (µ˜|Γ˜−(x) and Γ˜+(x)|µ˜). To achieve this we require the commutation rela-
tions
Γ˜−(x)
(
φ∗i + 2
∞∑
n=1
φ∗(i−n)x
n
)
= φ∗i Γ˜−(x), Γ˜+(x)φi =
(
φi + 2
∞∑
n=1
φ(i−n)xn
)
Γ˜+(x)
(3.8.9)
which are derived following the arguments presented in subsection 1.4.8.14 Applying
the relations (3.8.9) repeatedly to the strict partitions (3.8.8), we obtain
(µ˜|Γ˜−(x) = 〈0|
(
φ∗µ2r + 2
∞∑
i2r=1
φ∗(µ2r−i2r)x
i2r
)
. . .
(
φ∗µ1 + 2
∞∑
i1=1
φ∗(µ1−i1)x
i1
)
= 〈0|
( ∞∑
i2r=0
(2− δi2r ,0)φ∗(µ2r−i2r)xi2r
)
. . .
( ∞∑
i1=0
(2− δi1,0)φ∗(µ1−i1)xi1
)
(3.8.10)
where we have used the fact that 〈0|Γ˜−(x) = 〈0|, and
Γ˜+(x)|µ˜) =
(
φµ1 + 2
∞∑
i1=1
φ(µ1−i1)x
i1
)
. . .
(
φµ2r + 2
∞∑
i2r=1
φ(µ2r−i2r)x
i2r
)
|0〉
=
( ∞∑
i1=0
(2− δi1,0)φ(µ1−i1)xi1
)
. . .
( ∞∑
i2r=0
(2− δi2r ,0)φ(µ2r−i2r)xi2r
)
|0〉
(3.8.11)
14Setting tn =
2
n
xn for all n ∈ N˜ in (1.4.35), we obtain Γ˜+(x)Φ(k) = 1+xk1−xkΦ(k)Γ˜+(x). Extracting
the coefficients of ki from this equation, we prove the second commutation relation in (3.8.9). The
first commutation relation may be proved similarly.
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where we have used the fact that Γ˜+(x)|0〉 = |0〉. The equation (3.8.10) contains
infinite sums which can be truncated by means of the identity
( ∞∑
i=0
(2− δi,0)φ∗(n−i)xi
) ∞∑
j=0
(2− δj,0)φ∗(m−j)xj
 (3.8.12)
=
( ∞∑
i=0
(2− δi,0)φ∗(n−i)xi
)m−n∑
j=0
(2− δj,0 − δj,m−n)φ∗(m−j)xj

which holds for all integers m > n > 0, while the sums in (3.8.11) may be truncated
by means of the identity
( ∞∑
i=0
(2− δi,0)φ(m−i)xi
) ∞∑
j=0
(2− δj,0)φ(n−j)xj
 (3.8.13)
=
(
m−n∑
i=0
(2− δi,0 − δi,m−n)φ(m−i)xi
) ∞∑
j=0
(2− δj,0)φ(n−j)xj

which also holds for all integers m > n > 0. Substituting the identity (3.8.12) into
(3.8.10) we obtain
(µ˜|Γ˜−(x) = 〈0|
(
µ2r∑
i2r=0
(2− δi2r ,0)φ∗(µ2r−i2r)xi2r
)
(3.8.14)
×
µ2˜r−µ2r∑
i
2˜r
=0
(2− δi
2˜r
,0 − δi
2˜r
,µ
2˜r
−µ2r)φ
∗
(µ
2˜r
−i
2˜r
)x
i
2˜r
 . . .
×
(
µ1−µ2∑
i1=0
(2− δi1,0 − δi1,µ1−µ2)φ∗(µ1−i1)xi1
)
where we have defined 2˜r = 2r − 1, and used the annihilation properties (1.4.8) to
truncate the left-most sum. Furthermore, substituting (3.8.13) into (3.8.11) gives
Γ˜+(x)|µ˜) =
(
µ1−µ2∑
i1=0
(2− δi1,0 − δi1,µ1−µ2)φ(µ1−i1)xi1
)
. . . (3.8.15)
×
µ2˜r−µ2r∑
i
2˜r
=0
(2− δi
2˜r
,0 − δi
2˜r
,µ
2˜r
−µ2r)φ(µ2˜r−i2˜r)x
i
2˜r

×
(
µ2r∑
i2r=0
(2− δi2r ,0)φ(µ2r−i2r)xi2r
)
|0〉
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where we have again set 2˜r = 2r − 1, and used the annihilation properties (1.4.8)
to truncate the right-most sum. The indices in (3.8.14) can then be modified to
produce the equation
(µ˜|Γ˜−(x) = 〈0|
 ∑
µ2r≥ν2r≥0
(2− δµ2r ,ν2r)φ∗ν2rxµ2r−ν2r
 (3.8.16)
×
 ∑
µ
2˜r
≥ν
2˜r
≥µ2r
(2− δµ
2˜r
,ν
2˜r
− δµ2r ,ν2˜r)φ∗ν2˜rx
µ
2˜r
−ν
2˜r
 . . .
×
 ∑
µ1≥ν1≥µ2
(2− δµ1,ν1 − δµ2,ν1)φ∗ν1xµ1−ν1
 =∑
ν˜≺µ˜
2#(µ˜|ν˜)x|µ˜|−|ν˜|(ν˜|
where we have defined the strict partitions (ν˜| = 〈0|φ∗ν2r . . . φ∗ν1 , while the indices in
(3.8.15) can be modified to produce the equation
Γ˜+(x)|µ˜) =
 ∑
µ1≥ν1≥µ2
(2− δµ1,ν1 − δµ2,ν1)φν1xµ1−ν1
 . . . (3.8.17)
×
 ∑
µ
2˜r
≥ν
2˜r
≥µ2r
(2− δµ
2˜r
,ν
2˜r
− δµ2r ,ν2˜r)φν2˜rxµ2˜r−ν2˜r

×
 ∑
µ2r≥ν2r≥0
(2− δµ2r ,ν2r)φν2rxµ2r−ν2r
 |0〉 =∑
ν˜≺µ˜
2#(µ˜|ν˜)x|µ˜|−|ν˜||ν˜)
where we have defined the strict partitions |ν˜) = φν1 . . . φν2r |0〉. Notice that the final
equality in (3.8.16) and (3.8.17) follows from the fact that the summation variables
satisfy
µi ≥ νi ≥ µi+1 for all 1 ≤ i ≤ 2˜r, µ2r ≥ ν2r ≥ 0 (3.8.18)
as well as the fact that |µ˜| − |ν˜| =∑2ri=1(µi − νi). It is also straightforward to check
that the correct factors 2#(µ˜|ν˜) are recovered from the sums in (3.8.16) and (3.8.17).
This completes the proof of (3.8.7) for even-length strict partitions µ˜. The proof for
odd-length strict partitions starts by acting on the states
(µ˜| = 〈1|φ∗µ2r−1 . . . φ∗µ1 , |µ˜) = φµ1 . . . φµ2r−1 |1〉 (3.8.19)
with {µ1 > · · · > µ2r−1 > 0}, and is achieved following precisely the same procedure
as above.
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3.8.2 Generating strict plane partitions of arbitrary size
In the previous section we demonstrated that the scalar product (3.7.15) on
a lattice of size M + 1 generates M -boxed strict plane partitions. Accordingly, we
expect that in the limitM →∞ it will generate strict plane partitions whose column
heights are arbitrarily large, giving rise to the equation
lim
M→∞
〈
〈0|C˜(xN ) . . . C˜(x1)M∗φ,MφB˜(y1) . . . B˜(yN )|0〉
〉
=
∑
π˜⊆[N,N,∞]
Bπ˜
(
{x}, {y}
)
(3.8.20)
where the sum is over all strict plane partitions π˜ which fit inside the box of dimen-
sion N ×N ×∞, with Bπ˜({x}, {y}) given by (3.7.8). On the other hand, using the
result of lemma 12 we are able to write
lim
M→∞
〈
〈0|C˜(xN) . . . C˜(x1)M∗φ,MφB˜(y1) . . . B˜(yN)|0〉
〉
= (∅|Γ˜+(xN) . . . Γ˜+(x1)Γ˜−(y1) . . . Γ˜−(yN)|∅)
(3.8.21)
which lends itself to immediate evaluation, owing to simple commutation relations
between the BKP half-vertex operators. Explicitly speaking, using the definition
(3.8.2) of Γ˜−(y) and Γ˜+(x) we find that
4
∑
m∈N˜
∑
n∈N˜
xmyn
mn
[λm, λ−n] = 2
∑
m∈N˜
∑
n∈N˜
xmyn
mn
mδm,n = 2
∑
m∈N˜
(xy)m
m
(3.8.22)
=⇒ Γ˜+(x)Γ˜−(y) = exp
2∑
m∈N˜
(xy)m
m
 Γ˜−(y)Γ˜+(x) = 1 + xy
1− xy Γ˜−(y)Γ˜+(x)
Employing the commutation relation (3.8.22) repeatedly in (3.8.21), we obtain
lim
M→∞
〈
〈0|C˜(xN ) . . . C˜(x1)M∗φ,MφB˜(y1) . . . B˜(yN )|0〉
〉
=
N∏
i,j=1
1 + xiyj
1− xiyj (3.8.23)
Comparing equations (3.8.20) and (3.8.23), we have proved that
∑
π˜⊆[N,N,∞]
Bπ˜
(
{x}, {y}
)
=
N∏
i,j=1
1 + xiyj
1− xiyj (3.8.24)
which is a simpler evaluation of this generating function than in the finite case
(3.7.17). This calculation could also have been performed using (3.7.16) and the
identity
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∑
µ˜⊆[N,∞]
2−ℓ(µ˜)Qµ˜{x}Qµ˜{y} =
N∏
i,j=1
1 + xiyj
1− xiyj (3.8.25)
from section 8 in chapter III of [65]. We believe our proof is more fundamental, since
it is independent of the properties of symmetric functions. As a final observation,
let us specialize the variables {x1, . . . , xN} and {y1, . . . , yN} to
xi = yi = z
i− 1
2 for all 1 ≤ i ≤ N (3.8.26)
giving rise to the equation
∑
π˜⊆[N,N,∞]
2p(π˜)z|π˜| =
N∏
i,j=1
1 + zi+j−1
1− zi+j−1 (3.8.27)
where p(π˜) and |π˜| are the number of paths and weight of the strict plane partition
π˜, respectively. Taking the limit N →∞ we obtain
∑
π˜
2p(π˜)z|π˜| =
∞∏
i=1
(1 + zi)i
(1− zi)i (3.8.28)
where the sum is over strict plane partitions π˜ of completely arbitrary dimension.
The generating function (3.8.28) first appeared in [35]. It was used independently
in [87] to study the shifted Schur process, extending the earlier work of [74].
3.9 Conclusion
In this chapter we studied the Bethe eigenvectors of the phase and i-boson mod-
els. Both models admit a representation on the vector space V, and we showed that
the basis elements of V can be mapped quite naturally to partitions in F (0)ψ ,F (0)φ .
Our main observation was that under these maps, the Bethe eigenvectors of these
models lie in the orbit of the vacuum under GL∞ and O∞, respectively. This
proved that the corresponding scalar products are power-sum specializations of KP
and BKP τ -functions, respectively.
The other key results in this chapter are the lemmas 6 and 12, which pertain
to the infinite lattice limit of the phase and i-boson models. We found that when
M → ∞, the action of a B-operator on a general state maps to the action of a
charged/neutral half-vertex operator on the image state. Owing to the elementary
commutations between the half-vertex operators, we could easily evaluate the scalar
products of these models in the M → ∞ limit. Hence we obtained new proofs of
the generating functions for ordinary and strict plane partitions.
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This chapter raises several questions which might lead to interesting research in
the future. We list two such questions below.
1. Why do the Bethe eigenvectors of the phase and i-boson models lead to solu-
tions of the KP and BKP hierarchies? At a superficial level we would expect these
two areas of integrability to be unrelated, and yet we have considerable evidence to
indicate that this is not the case. Ultimately, we desire a more fundamental expla-
nation for this link between classical and quantum integrable models. Let us also
remark that our work complements that of [92], where it was shown that one-point
boundary correlation functions of the phase model are τ -functions of the 2-Toda
hierarchy [83]. It would be worthwhile to repeat these calculations in the context of
the i-boson model.
2. Is it possible to obtain fermionic proofs of the generating functions for various
symmetry classes of plane partitions? There are many different symmetry classes of
plane partitions, whose enumerations are in factorized form.15 It is possible that the
techniques of this chapter could be extended to constructing these restricted plane
partitions, and to calculating their generating functions.
15See, for example, chapter 6 of [12].


Chapter 4
q-boson model and
Hall-Littlewood plane partitions
4.0 Introduction
In chapter 3 we studied the q → ∞ and q → i limits of the q-boson model.
In the q → ∞ case we reviewed the work of [7], before showing that the Bethe
eigenvectors map to elements of Fψ which satisfy the charged fermionic bilinear
identity. We obtained an analogous result in the context of the q → i limit, where
the Bethe eigenvectors map to elements of Fφ which satisfy the neutral fermionic
bilinear identity. The aim of this chapter is to provide a fermionic description of the
q-boson model itself.
The q-boson model was introduced in [8] by applying the Primakov-Holstein
transformation to the L-matrix of the spin-12 XXZ model. The bosons which appear
in this model generate a q-deformed Heisenberg algebra, which has several different
representations on the vector space discussed in section 3.1. In section 4.1 we discuss
one such representation on V [86], give the q-boson model Hamiltonian H, and
construct its eigenvectors using the algebraic Bethe Ansatz.
After this we will find it necessary to introduce a set of t-fermions, where t is a
deformation parameter,1 which generalize the charged fermions of chapter 1. These
fermions originally appeared in the papers [51] and [52] by N Jing, where they were
used in the context of Hall-Littlewood functions, and their connection with the q-
boson model was proposed by P Sulkowski in [82]. In section 4.2 we study the
algebra generated by the t-fermions, deriving several useful identities. We define
a representation of this algebra on the t-deformed Fock space Fψ(t), and calculate
inner products between the partition elements of Fψ(t). We also state a t-deformed
version of the KP half-vertex operator, which is used later in the chapter.
An explicit expression for the q-boson model Bethe eigenvectors was found by
1Throughout this chapter the parameters q and t play the same role, and they are related via
the equation t = q−2. Generally we will work in terms of t, which is the parameter used in the
study of Hall-Littlewood functions.
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N Tsilevich in [86]. Tsilevich extended the earlier work of Bogoliubov, writing the
Bethe eigenvectors as sums over partitions which are weighted by Hall-Littlewood
functions. In section 4.3 we reproduce this result and transfer it to the language of
the t-deformed fermions, as was suggested in [82]. We map the basis vectors of V to
partitions in the Fock space Fψ(t) and calculate the image of the Bethe eigenvectors
under this map.
The remainder of the chapter consists of original work. In section 4.4 we extend
the results of chapter 3, by showing that the q-boson model scalar product is a
generating function for plane partitions inside a box of size N × N ×M . Within
this generating function, each plane partition is assigned a weight which depends on
the deformation parameter t. All the weights collapse to 1 in the t → 0 (q → ∞)
limit, giving rise to Bogoliubov’s generating function as discussed in section 3.3. In
the t→ −1 (q → i) limit, all weights assigned to non-strict plane partitions collapse
to 0, giving rise to the generating function discussed in section 3.7. The t-weighted
generating function for plane partitions was originally found by M Vuletic´ in [88],
using purely combinatorial arguments.
The most interesting result of the chapter is given in section 4.5, which considers
the M →∞ limit of the q-boson model. In this limit, we prove that the action of a
B-operator on an arbitrary vector in V is equivalent to the action of a t-deformed
half-vertex operator on the image state in Fψ(t).2 This is an extension of the results
obtained in chapter 3, and allows the infinite lattice scalar product to be easily
evaluated. The t-deformed half-vertex operators have simple commutation relations,
meaning that the scalar product once again factorizes into product form. We thus
obtain a fermionic proof of Vuletic´’s generating function, first proposed in [36].
4.1 q-boson model
In this section we gather together a number of preliminary results pertaining to
the q-boson model. We mainly follow [10] and [86]. The sections 3.1 and 3.5 from
the previous chapter can be viewed as specializations of the material presented here.
4.1.1 Space of states V and inner product It
Like the phase model in the previous chapter, the q-boson model consists of a
lattice ofM+1 sites which can each be occupied by an unlimited number of particles.
For this reason, its space of states V is the same as that defined in subsection 3.1.1.
For any two basis vectors |m〉 = |m0〉0⊗ · · · ⊗ |mM 〉M , |n〉 = |n0〉0⊗ · · · ⊗ |nM 〉M we
define a bilinear inner product It given by
2This connection was also noticed in [82], by identifying the basis vectors of V and partitions in
Fψ(t) with Hall-Littlewood functions. Our derivation is distinct from that of [82], in that it relies
solely on the calculus of the t-deformed fermions.
4.1 q-boson model 163
It
(
|m〉, |n〉
)
=
[m0]t!∏M
i=1[mi]t!
M∏
i=0
δmi,ni (4.1.1)
where we have adopted the notations
[n]t! =
n∏
i=1
(1 − ti) for all n ≥ 1, and [0]t! = 1 (4.1.2)
The inner product between more general states of V is deduced using bilinearity.
Here t = q−2 is the deformation parameter characteristic of the model. By setting
t = 0 (q →∞) we recover the inner product (3.1.2) used for the phase model. Also,
letting the basis vectors in (4.1.1) be elements of V˜ and setting t = −1 (q = i), we
recover the inner product (3.5.2) used for the i-boson model.
The dual space of states V∗ acts according to
〈m|n〉 = It
(
|m〉, |n〉
)
(4.1.3)
for all 〈m| = 〈m0|0 ⊗ · · · ⊗ 〈mM |M ∈ V∗ and |n〉 = |n0〉0 ⊗ · · · ⊗ |nM 〉M ∈ V.
4.1.2 q-boson algebra
The q-boson algebra is generated by {b, b†,N} which satisfy the commutation
relations
[b, b†] = q−2N = tN , [N , b] = −b, [N , b†] = b† (4.1.4)
where we have again identified q−2 = t, and now retain this definition throughout
the entire chapter without further comment. This algebra collapses to the phase
algebra (3.1.5) in the limit q → ∞, and to the i-boson algebra (3.5.6) in the limit
q → i. As in the previous chapter, we consider M +1 copies of the q-boson algebra,
generated by {b0, b†0,N0} through to {bM , b†M ,NM}. Adopting the labelling system
of chapter 2, we denote these algebras by A0, . . . ,AM with a+i = b†i , a−i = bi, a0i = Ni.
As usual different copies are commuting, giving rise to the equations
[bi, b
†
j ] = δi,jt
Ni , [Ni, bj ] = −δi,jbi, [Ni, b†j ] = δi,jb†i (4.1.5)
for all 0 ≤ i, j ≤M .
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4.1.3 Representations of q-boson algebras
In this subsection, following [86], we fix representations of the q-boson algebras
on the vector space V. Quite generally speaking, bi plays the role of an annihilation
operator, removing particles from the ith lattice site. Conversely, b†i is a creation
operator, adding particles to the ith lattice site. In order to represent the q-boson
algebras correctly, these operators must also produce accompanying factors that
depend on t. It transpires that there is a certain amount of freedom in choosing
these factors. We will make one choice for the representation of A1, . . . ,AM and a
different choice for the representation of A0, as we describe below.
Firstly we consider the algebras A1, . . . ,AM . For all 1 ≤ i ≤M , the operator bi
has the action
bi|n0〉0 ⊗ · · · ⊗ |nM 〉M =

0, ni = 0
(1− t)− 12 |n0〉0 ⊗ · · · ⊗ |ni − 1〉i ⊗ · · · ⊗ |nM 〉M , ni ≥ 1
(4.1.6)
while for all 1 ≤ i ≤M the operator b†i has the action
b†i |n0〉0 ⊗ · · · ⊗ |nM 〉M =
1− tni+1
(1− t) 12
|n0〉0 ⊗ · · · ⊗ |ni + 1〉i ⊗ · · · ⊗ |nM 〉M (4.1.7)
Secondly we consider the algebraA0, for which the representation is slightly different.
The operator b0 has the action
b0|n0〉0 ⊗ · · · ⊗ |nM 〉M = 1− t
n0
(1− t) 12
|n0 − 1〉0 ⊗ |n1〉1 ⊗ · · · ⊗ |nM 〉M (4.1.8)
while the operator b†0 has the action
b†0|n0〉0 ⊗ · · · ⊗ |nM 〉M = (1− t)−
1
2 |n0 + 1〉0 ⊗ |n1〉1 ⊗ · · · ⊗ |nM 〉M (4.1.9)
For all 0 ≤ i ≤M the action of Ni is given by
Ni|n0〉0 ⊗ · · · ⊗ |nM 〉M = ni|n0〉0 ⊗ · · · ⊗ |nM 〉M (4.1.10)
The set of definitions (4.1.6)–(4.1.10) faithfully represent the algebras A0, . . . ,AM .
The representations of the phase algebras in subsection 3.1.3 are obtained by setting
t = 0. Similarly, the representations of the i-boson algebras in subsection 3.5.3 are
obtained by setting t = −1.
By virtue of the definitions (4.1.1) and (4.1.6)–(4.1.9), we notice that for all
|m〉, |n〉 ∈ V and 0 ≤ i ≤M the operators bi, b†i satisfy the equation
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It
(
bi|m〉, |n〉
)
= It
(
|m〉, b†i |n〉
)
(4.1.11)
meaning that they are adjoint. Once again, the operator Ni is self-adjoint. Hence
we can immediately deduce actions for {bi, b†i ,Ni} on the dual space V∗, as follows.
For all 1 ≤ i ≤M , the operator b†i has the action
〈n0|0 ⊗ · · · ⊗ 〈nM |Mb†i =

0, ni = 0
(1− t)− 12 〈n0|0 ⊗ · · · ⊗ 〈ni − 1|i ⊗ · · · ⊗ 〈nM |M , ni ≥ 1
(4.1.12)
while for all 1 ≤ i ≤M the operator bi has the action
〈n0|0 ⊗ · · · ⊗ 〈nM |Mbi = 1− t
ni+1
(1− t) 12
〈n0|0 ⊗ · · · ⊗ 〈ni + 1|i ⊗ · · · ⊗ 〈nM |M (4.1.13)
As before, the algebra A0 is prescribed its own representation. The operator b†0 has
the action
〈n0|0 ⊗ · · · ⊗ 〈nM |Mb†0 =
1− tn0
(1− t) 12
〈n0 − 1|0 ⊗ 〈n1|1 ⊗ · · · ⊗ 〈nM |M (4.1.14)
while the operator b0 has the action
〈n0|0 ⊗ · · · ⊗ 〈nM |M b0 = (1− t)− 12 〈n0 + 1|0 ⊗ 〈n1|1 ⊗ · · · ⊗ 〈nM |M (4.1.15)
For all 0 ≤ i ≤M the action of Ni is given by
〈n0|0 ⊗ · · · ⊗ 〈nM |MNi = ni〈n0|0 ⊗ · · · ⊗ 〈nM |M (4.1.16)
The set of definitions (4.1.12)–(4.1.16) provide the dual representation of the algebras
A0, . . . ,AM .
4.1.4 Hamiltonian H
The Hamiltonian of the q-boson model is given by
H = −1
2
M∑
i=0
(
b†ibi+1 + bib
†
i+1
)
+ N¯ (4.1.17)
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where the periodicity bM+1 = b0 and b
†
M+1 = b
†
0 is imposed. The Hamiltonians
(3.1.20) and (3.5.19) are trivially recovered by taking the limits t→ 0 and t→ −1.
It follows that the eigenvectors of these earlier Hamiltonians can be recovered by
constructing the eigenvectors of (4.1.17) directly, as we do in the remainder of this
section.
4.1.5 L-matrix and local intertwining equation
The R-matrix for the q-boson model depends on two indeterminates x, y and
acts in the tensor product Va ⊗ Vb, where Va,Vb are copies of C2. It is given by
Rab(x, y, t) =

x− ty 0 0 0
0 t(x− y) (1− t)x 12 y 12 0
0 (1− t)x 12 y 12 x− y 0
0 0 0 x− ty

ab
(4.1.18)
and corresponds to choosing a±(x, y) = x − ty, b+(x, y) = t(x − y), b−(x, y) =
x−y, c±(x, y) = (1−t)x 12 y 12 in (2.2.1). The L-matrix for the q-boson model depends
on a single indeterminate x, and acts in the space Va. Its entries are operators acting
at the mth lattice site, and identically everywhere else. It has the form
Lam(x, t) =
(
x−
1
2 (1− t) 12 b†m
(1− t) 12 bm x 12
)
a
(4.1.19)
Notice that both the R-matrix (4.1.18) and L-matrix (4.1.19) collapse to their phase
model counterpart in the limit t→ 0, and to their i-boson model counterpart in the
limit t → −1. Returning to the parent model, the local intertwining equation has
the usual form
Rab(x, y, t)Lam(x, t)Lbm(y, t) = Lbm(y, t)Lam(x, t)Rab(x, y, t) (4.1.20)
This is a 4× 4 matrix equation, which gives rise to sixteen scalar identities. Each of
these identities may be verified by direct calculation, and by using the commutation
relations (4.1.5) where appropriate.
4.1.6 Monodromy matrix and global intertwining equation
The monodromy matrix is an (M + 1)-fold product of the L-matrices (4.1.19),
taken in the auxiliary space End(Va). It has the form
Ta(x, t) = LaM (x, t) . . . La0(x, t) =
(
A(x, t) B(x, t)
C(x, t) D(x, t)
)
a
(4.1.21)
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where A(x, t), B(x, t), C(x, t),D(x, t) are elements of A0⊗· · ·⊗AM . The monodromy
matrix satisfies the global intertwining equation
Rab(x, y, t)Ta(x, t)Tb(y, t) = Tb(y, t)Ta(x, t)Rab(x, y, t) (4.1.22)
the proof of which is immediate from the local intertwining relation (4.1.20). The
equation (4.1.22) contains sixteen commutation relations between the monodromy
matrix operators A(x, t), B(x, t),C(x, t),D(x, t), but for our purposes we will only
require two. These are the equations
[B(x, t), B(y, t)] = [C(x, t), C(y, t)] = 0 (4.1.23)
and they are necessary to show that the Bethe eigenvectors are symmetric in their
rapidity variables.
4.1.7 Recovering H from the transfer matrix
Let traTa = A(x, t) +D(x, t) be the transfer matrix of the q-boson model. The
Hamiltonian (4.1.17) may be recovered via the equation
H = 1
2(1− t)
[
x2
d
dx
(
x−(M+1)/2traTa
)]
x→∞
− 1
2(1− t)
[
d
dx
(
x(M+1)/2traTa
)]
x→0
+ N¯
(4.1.24)
from which it follows that [H, traTa] = 0. Hence the eigenvectors of H may be found
by studying the eigenvectors of the transfer matrix.
4.1.8 Bethe Ansatz for the eigenvectors
The eigenvectors of the transfer matrix traTa are obtained via the Ansatz
|Ψ〉 = B(y1, t) . . . B(yN , t)|0〉, 〈Ψ| = 〈0|C(yN , t) . . . C(y1, t) (4.1.25)
where the variables {y1, . . . , yN} are assumed to obey the Bethe equations (2.3.6).
For the present model, a(yi, yj) = yi − tyj, α(yi) = y−(M+1)/2i , δ(yi) = y(M+1)/2i .
Substituting these expressions into (2.3.6), the Bethe equations for the q-boson
model read
yM+1i =
N∏
j 6=i
j=1
tyi − yj
yi − tyj (4.1.26)
for all 1 ≤ i ≤ N . As was the case in the previous chapter, we now proceed
towards an explicit evaluation of the eigenvectors (4.1.25) without assuming the
Bethe equations (4.1.26).
168 4 q-boson model and Hall-Littlewood plane partitions
4.2 Charged t-fermions and related definitions
Before we begin our calculation of the Bethe eigenvectors, we digress briefly to
discuss a t-deformed species of fermions and its corresponding Fock space Fψ(t).
These fermions were introduced in [51], and appeared in a slightly modified form
in [52]. The material of this section is mostly taken from [36], and will be necessary
when we map the Bethe eigenvectors to elements of Fψ(t).
4.2.1 Charged t-fermions
Following [52], consider two infinite sets {ψm(t)}m∈Z and {ψ∗m(t)}m∈Z, where m
runs over all integers. The elements in these sets are called charged t-fermions and
they satisfy the anticommutation relations
ψmψn + ψnψm = tψ(m+1)ψ(n−1) + tψ(n+1)ψ(m−1) (4.2.1)
ψ∗mψ
∗
n + ψ
∗
nψ
∗
m = tψ
∗
(m−1)ψ
∗
(n+1) + tψ
∗
(n−1)ψ
∗
(m+1) (4.2.2)
ψmψ
∗
n + ψ
∗
nψm = tψ(m−1)ψ
∗
(n−1) + tψ
∗
(n+1)ψ(m+1) + (1− t)2δm,n (4.2.3)
for allm,n ∈ Z.3 In these equations t ∈ C plays the role of a deformation parameter,
and for simplicity we will always assume that |t| < 1. The charged free fermions of
section 1.1 are recovered as the t = 0 specialization of equations (4.2.1)–(4.2.3).
4.2.2 Clifford algebra Clψ(t) and identities
The Clifford algebra Clψ(t) is the associative algebra generated by 1 and the
charged t-fermions {ψm(t)}m∈Z and {ψ∗m(t)}m∈Z, modulo the equations (4.2.1)–
(4.2.3). For the purposes of calculation, the t-deformed anticommutation relations
can be rather cumbersome. For this reason, we will prove several identities which
make the algebra Clψ(t) easier to handle.
4
Lemma 1. For all m,n ∈ Z, we have
ψ∗mψn = tψ(n−1)ψ
∗
(m−1) + (t
2 − 1)
∞∑
i=0
ψ(n+i)ψ
∗
(m+i)t
i + (1− t)δm,n (4.2.4)
Proof. Rearranging the anticommutation relation (4.2.3), we have
ψ∗mψn = tψ(n−1)ψ
∗
(m−1) − ψnψ∗m + tψ∗(m+1)ψ(n+1) + (1− t)2δm,n (4.2.5)
3To reduce notational complexity, we will often abbreviate ψm(t) = ψm, ψ
∗
m(t) = ψ
∗
m throughout
this chapter. This notation is not to be confused with the charged fermions of chapter 1, and the
reader should assume that all fermions appearing in this chapter obey the deformed anticommuta-
tion relations (4.2.1)–(4.2.3).
4These identities were originally proved in [36].
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and repeating this rearrangement to replace the term tψ∗(m+1)ψ(n+1) in (4.2.5), we
recover
ψ∗mψn = tψ(n−1)ψ
∗
(m−1) + (t
2 − 1)ψnψ∗m − tψ(n+1)ψ∗(m+1) + t2ψ∗(m+2)ψ(n+2)
+ (1− t)2(1 + t)δm,n (4.2.6)
Iterating this substitution procedure infinitely, we arrive at the equation
ψ∗mψn = tψ(n−1)ψ
∗
(m−1) + (t
2 − 1)
∞∑
i=0
ψ(n+i)ψ
∗
(m+i)t
i + (1− t)2
∞∑
i=0
tiδm,n (4.2.7)
and the proof is achieved by the geometric series identity
∑∞
i=0 t
i = 11−t .
Lemma 2. For arbitrary m,n ∈ Z, we have
ψmψ
∗
n = tψ
∗
(n+1)ψ(m+1) + (t
2 − 1)
∞∑
i=0
ψ∗(n−i)ψ(m−i)t
i + (1− t)δm,n (4.2.8)
Proof. Analogous to the proof of lemma 1.
Lemma 3. For arbitrary m ∈ Z and n ≥ 0, we propose the identity
ψ(m−n)ψm + (1− t)
n∑
i=1
ψ(m−n+i)ψ(m−i) = tψ(m+1)ψ(m−n−1) (4.2.9)
Proof. Let Pn denote the proposition (4.2.9). Using the anticommutation relation
(4.2.1) we obtain the equations
ψmψm = tψ(m+1)ψ(m−1) (4.2.10)
ψ(m−1)ψm + (1− t)ψmψ(m−1) = tψ(m+1)ψ(m−2) (4.2.11)
which prove that P0 and P1 are true. For n ≥ 2, we rearrange the left hand side of
the proposition Pn to give
ψ(m−n)ψm + (1− t)
n∑
i=1
ψ(m−n+i)ψ(m−i) (4.2.12)
=ψ(m−n)ψm − tψ(m−n+1)ψ(m−1) + (1− t)ψmψ(m−n)
+
(
ψ(m−n+1)ψ(m−1) + (1− t)
n−2∑
i=1
ψ(m−n+1+i)ψ(m−1−i)
)
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Assuming that the proposition Pn−2 is true, the parenthesized term in (4.2.12) is
equal to tψmψ(m−n), and we recover
ψ(m−n)ψm + (1− t)
n∑
i=1
ψ(m−n+i)ψ(m−i) (4.2.13)
=ψ(m−n)ψm − tψ(m−n+1)ψ(m−1) + ψmψ(m−n)
Finally, applying the anticommutation relation (4.2.1) to the right hand side of
(4.2.13), we prove that Pn is true. Therefore Pn−2 true =⇒ Pn true, and by
induction the proposition (4.2.9) holds for all n ≥ 0.
4.2.3 Fock representations of Clψ(t)
As we did in section 1.1, we introduce a vacuum vector |0〉 and dual vacuum
vector 〈0|. We define actions of Clψ(t) on these vacuum states by setting
ψm(t)|0〉 = ψ∗n(t)|0〉 = 0, 〈0|ψ∗m(t) = 〈0|ψn(t) = 0 (4.2.14)
for all integers m < 0, n ≥ 0. The t-deformed Fock space Fψ(t) and its dual F∗ψ(t)
are the vector spaces generated linearly by the action of Clψ(t) on |0〉 and 〈0|,
respectively.
Lemma 4. For all l ≥ 1 we define the charged vacuum states
| − l〉 = ψ∗−l(t) . . . ψ∗−1(t)|0〉, 〈−l| = 〈0|ψ−1(t) . . . ψ−l(t) (4.2.15)
and propose the identities
ψm(t)| − l〉 =
{
0, m < −l
| − l + 1〉, m = −l and 〈−l|ψ
∗
m(t) =
{
0, m < −l
〈−l + 1|, m = −l
(4.2.16)
Proof. We prove only the first of the propositions in (4.2.16), as the proof of the
second is completely analogous. Let us denote this first proposition by Pl. In the
case m < −1 we can use the identity (4.2.8) and the annihilation properties (4.2.14)
to show that ψm| − 1〉 = ψmψ∗−1|0〉 = 0. Furthermore, when m = −1 we use the
anticommutation relation (4.2.3) to obtain
ψ−1ψ∗−1|0〉 =
{
(1− t)2 + tψ−2ψ∗−2 + tψ∗0ψ0
}
|0〉
=
{
(1 + t)(1− t)2 + tψ−2ψ∗−2 + t2ψ−1ψ∗−1 + t2ψ∗1ψ1
}
|0〉 (4.2.17)
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and by application of (4.2.8) we have ψ−2ψ∗−2|0〉 = (1− t)|0〉, while by (4.2.4) we see
that ψ∗1ψ1|0〉 = (1− t)|0〉. Substituting these results into (4.2.17), we obtain
ψ−1ψ∗−1|0〉 = t2ψ−1ψ∗−1|0〉+ (1− t2)|0〉 (4.2.18)
and therefore ψ−1| − 1〉 = |0〉. Hence we have shown that P1 is true. Now assume
that Pl is true for some l ≥ 1. In the case m < −(l + 1) we use the identity (4.2.8)
to write
ψm| − l − 1〉 = ψmψ∗−(l+1)| − l〉 (4.2.19)
=
{
tψ∗−lψ(m+1) + (t
2 − 1)
∞∑
i=0
ψ∗−(i+l+1)ψ(m−i)t
i
}
| − l〉 = 0
where every term on the right hand side vanishes, because Pl holds. In the case
m = −(l + 1) we again use identity (4.2.8) to write
ψ−(l+1)ψ∗−(l+1)| − l〉 =
{
tψ∗−lψ−l + (t
2 − 1)
∞∑
i=0
ψ∗−(i+l+1)ψ−(i+l+1)t
i + (1− t)
}
| − l〉
= | − l〉 (4.2.20)
where, again, the final equality holds because Pl is true. This establishes the identity
ψ−(l+1)| − l− 1〉 = | − l〉. Hence Pl true =⇒ Pl+1 true, and the proof of (4.2.16) is
complete by induction.
4.2.4 Partitions
In direct analogy with section 1.1, we now identify elements of the deformed
Fock spaces Fψ(t) and F∗ψ(t) with partitions. The correspondence is essentially the
same as equation (1.1.23), except that all charged fermions are replaced with their
t-deformed counterparts. Explicitly, we write
ψm1(t) . . . ψml(t)| − l〉 = |µ1, . . . , µl), 〈−l|ψ∗ml(t) . . . ψ∗m1(t) = (µ1, . . . , µl|
(4.2.21)
where µi = mi + i for all 1 ≤ i ≤ l. The following result is an extension of (1.1.33),
and evaluates the form 〈, 〉 between t-deformed partitions.
Lemma 5. Let µ be an arbitrary partition having pi(µ) ≥ 0 parts of size i, for all
i ≥ 1. We associate to this partition a function bµ(t), defined as
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bµ(t) =
∞∏
i=1
pi(µ)∏
j=1
(1− tj)
 = ∞∏
i=1
[pi(µ)]t! (4.2.22)
This product is actually finite, since there must exist an I ≥ 1 such that pi(µ) = 0
for all i > I. Let (µ| ∈ F∗ψ(t) and |ν) ∈ Fψ(t) be two arbitrary partitions, given by
(µ| = 〈−l|ψ∗ml(t) . . . ψ∗m1(t), |ν) = ψn1(t) . . . ψnk(t)| − k〉 (4.2.23)
We claim that
〈
(µ|, |ν)
〉
= 〈−l|ψ∗ml(t) . . . ψ∗m1(t)ψn1(t) . . . ψnk(t)| − k〉 = bµ(t)δµ,ν (4.2.24)
where δµ,ν = 1 if µ = ν, and δµ,ν = 0 if µ and ν are different.
Proof. We take the proof from [36]. Using the identity (4.2.4) and the annihilation
properties (4.2.14) of the charged t-fermions, it follows that 〈(µ|, |ν)〉 = 0 if m1 6= n1.
In the case when m1 = n1, we assume that {m1, . . . ,ms} are nearest neighbours for
some 1 ≤ s ≤ l.5 That is, we fix
mi = m(i+1) + 1, for all 1 ≤ i ≤ s− 1 (4.2.25)
but take ms > m(s+1) + 1. Commuting the central pair of t-fermions ψ
∗
m1ψm1 using
(4.2.4) and annihilating terms with (4.2.14), we obtain
〈
(µ|, |ν)
〉
= (1− t)〈−l|ψ∗ml . . . ψ∗m2ψn2 . . . ψnk | − k〉 (4.2.26)
+ t〈−l|ψ∗ml . . . ψ∗m2ψm2ψ∗m2ψn2 . . . ψnk | − k〉
where we have recalled that m2 = m1 − 1. Iterating this calculation on the second
term on the right hand side of (4.2.26), we ultimately find
〈
(µ|, |ν)
〉
= (1− ts)〈−l|ψ∗ml . . . ψ∗m2ψn2 . . . ψnk | − k〉 (4.2.27)
and we have reduced, by two, the number of fermions appearing in the expectation
value. Repeating this overall procedure, we find that 〈(µ|, |ν)〉 = 0 if mi 6= ni for
any 1 ≤ i ≤ s. In the case when mi = ni for all 1 ≤ i ≤ s, we obtain
5This is equivalent to assuming that the first s parts of µ have the same size.
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〈
(µ|, |ν)
〉
=
s∏
i=1
(1− ti)〈−l|ψ∗ml . . . ψ∗m(s+1)ψn(s+1) . . . ψnk | − k〉 (4.2.28)
and we have acquired a factor of
∏s
i=1(1 − ti) when the first s parts of µ have the
same size, as desired. Finally we can see that 〈(µ|, |ν)〉 = 0 unless l = k and mi = ni
for all 1 ≤ i ≤ l, or equivalently, µ = ν. If this condition holds, we clearly have
〈(µ|, |ν)〉 = bµ(t).
4.2.5 t-deformed Heisenberg algebra
In this subsection, once again following [52], we give t-deformed analogues of the
operators (1.1.39). We define
Hm(t) =
1
1− t
∑
i∈Z
ψi(t)ψ
∗
(i+m)(t) (4.2.29)
for all integers m > 0, and
Hm(t) =
1
(1− t)(1− t|m|)
∑
i∈Z
ψi(t)ψ
∗
(i+m)(t) (4.2.30)
for all integers m < 0. Using the t-anticommutation relations (4.2.1)–(4.2.3), it is
possible to show that these operators obey the commutation relation6
[Hm(t),Hn(t)] =
m
1− t|m| δm+n,0 (4.2.31)
for all m,n ∈ Z×. Extending the identities (1.1.41), we also have the commutation
relations
[Hm(t), ψn(t)] = ψn−m(t), [Hm(t), ψ∗n(t)] = −ψ∗m+n(t) (4.2.32)
Lastly, we state the annihilation identities
Hm(t)| − l〉 = 0, 〈−l|H−m(t) = 0 (4.2.33)
which are true for all l ≥ 0 and m ≥ 1. The relations (4.2.33) are proved by using
the definitions (4.2.29) and (4.2.30), the annihilation properties (4.2.14), as well as
the algebraic relations (4.2.1)–(4.2.3). For brevity, we omit this proof.
6See section III of [52] for a detailed proof of (4.2.31).
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4.2.6 t-deformed half-vertex operators
We introduce the Hamiltonians
H±(x, t) =
∞∑
n=1
1− tn
n
xnH±n(t) (4.2.34)
where x is an indeterminate. We also define t-analogues of the generating functions
(1.1.43), given by
Ψ(k) =
∑
i∈Z
ψi(t)k
i, Ψ∗(k) =
∑
i∈Z
ψ∗i (t)k
−i (4.2.35)
Using these definitions and the commutation relations (4.2.32), we obtain
[H+(x, t),Ψ(k)] =
∞∑
n=1
∑
i∈Z
[Hn(t), ψi(t)]
1 − tn
n
xnki = Ψ(k)
∞∑
n=1
1− tn
n
(xk)n (4.2.36)
[Ψ∗(k), H−(x, t)] =
∞∑
n=1
∑
i∈Z
[ψ∗i (t), H−n(t)]
1− tn
n
xnk−i = Ψ∗(k)
∞∑
n=1
1− tn
n
(x
k
)n
(4.2.37)
which, in turn, imply that
eH+(x,t)Ψ(k) =
1− txk
1− xk Ψ(k)e
H+(x,t) (4.2.38)
Ψ∗(k)eH−(x,t) =
k − tx
k − x e
H−(x,t)Ψ∗(k) (4.2.39)
where we have used the formal power series identity
∞∑
n=1
1− tn
n
zn = log
(
1− tz
1− z
)
(4.2.40)
Defining Γ±(x, t) = eH±(x,t) and eliminating the generating parameter k from the
equations (4.2.38) and (4.2.39), we obtain
Γ+(x, t)ψi =
(
ψi + (1− t)
∞∑
n=1
ψ(i−n)xn
)
Γ+(x, t) (4.2.41)
ψ∗i Γ−(x, t) = Γ−(x, t)
(
ψ∗i + (1− t)
∞∑
n=1
ψ∗(i−n)x
n
)
(4.2.42)
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for all i ∈ Z. The operators Γ±(x, t) are t-generalizations of Γ±(x) as defined in
subsection 3.4.1. They each constitute one half of the t-fermion vertex operators
in [52], and for this reason we call them t-deformed half-vertex operators.
Equations (4.2.41) and (4.2.42) play an important role when we consider the
q-boson model on an infinite lattice, in section 4.5. Essentially they extend the
equations (3.4.8) from the last chapter to arbitrary t values.
4.3 Calculation of Bethe eigenvectors
4.3.1 The maps Mψ(t) and M∗ψ(t)
We begin by defining the maps Mψ(t) and M∗ψ(t), which take the basis vectors
of V and V∗ to partitions in the deformed Fock spaces Fψ(t) and F∗ψ(t), respectively.
These maps are the natural t-extension of those defined in section 3.2.
Definition 1. Let |n〉 = |n0〉0⊗· · ·⊗ |nM〉M and 〈n| = 〈n0|0⊗· · ·⊗ 〈nM |M be basis
elements of V and V∗, respectively, and define
Σ0 =
M∑
j=0
nj (4.3.1)
From this, let |ν) = |ν1, . . . , νΣ0) and (ν| = (ν1, . . . , νΣ0 | be the partitions in Fψ(t)
and F∗ψ(t) with ni parts equal to i for all 0 ≤ i ≤M . That is, we let
|ν) = |MnM , . . . , 1n1 , 0n0) = |MnM , . . . , 1n1) (4.3.2)
(ν| = (MnM , . . . , 1n1 , 0n0 | = (MnM , . . . , 1n1 | (4.3.3)
We define linear maps Mψ(t) : V → Fψ(t) and M∗ψ(t) : V∗ → F∗ψ(t) whose actions
are given by
Mψ(t)|n〉 = 1
bν(t)
|ν), 〈n|M∗ψ(t) =
1
bν(t)
(ν| (4.3.4)
where bν(t) denotes the factor (4.2.22) assigned to the partition ν. These maps are
motivated by the orthogonality relation (4.2.24), from which we see that
〈
〈m|M∗ψ(t),Mψ(t)|n〉
〉
=
〈(µ|, |ν)〉
bµ(t)bν(t)
=
δµ,ν
bµ(t)
=
M∏
i=1
δmi,ni
[mi]t!
(4.3.5)
In other words, the maps (4.3.4) preserve the inner product (4.1.1) on all sites
{1, . . . ,M}, but project out all information from the 0th site.
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4.3.2 Calculation of B(x, t)|n〉
Lemma 6. Define B(x, t) = x
M
2 B(x, t) and let |n〉 = |n0〉0 ⊗ · · · ⊗ |nM 〉M be an
arbitrary basis vector of V. The action of B(x, t) on |n〉 is given by
B(x, t)|n〉 =
∑
|m〉⊲|n〉
M∏
i=1
xi(mi−ni)
(
1− δmi,ni+1tmi
)
|m〉 (4.3.6)
where the sum is over all basis vectors |m〉 = |m0〉0 ⊗ · · · ⊗ |mM 〉M which are
admissible to |n〉. In the case t = 0 (q → ∞), this equation clearly reduces to
lemma 2 from chapter 3. Furthermore, when acting on basis vectors |n˜〉 ∈ V˜ and
with t = −1 (q = i), the weighting factor in (4.3.6) vanishes if mi = 2, ni = 1 for
any 1 ≤ i ≤ M . In this case, the right hand side of (4.3.6) becomes a sum over
admissible basis vectors |m˜〉 ∈ V˜, and we recover lemma 7 from chapter 3.
Proof. We proceed along similar lines to the proof of lemma 2 in chapter 3. Let
〈m| = 〈m0|0 ⊗ · · · ⊗ 〈mM |M be an arbitrary basis vector of V∗. We write the
B-operator as a contraction on the auxiliary space Va, as follows
B(x, t) =
(
1 0
)
a
(
A(x, t) B(x, t)
C(x, t) D(x, t)
)
a
(
0
1
)
a
=↑∗a Ta(x, t) ↓a (4.3.7)
which leads to the equation
〈m|B(x, t)|n〉 =↑∗a ⊗〈m|Ta(x, t)|n〉⊗ ↓a=↑∗a ⊗〈m|LaM (x, t) . . . La0(x, t)|n〉⊗ ↓a
(4.3.8)
By commuting operators and vectors which reside in different spaces we obtain
〈m|B(x, t)|n〉 =↑∗ L(M)(x, t) . . . L(0)(x, t) ↓ (4.3.9)
where we have dropped the redundant subscripts a, and have defined the modified
L-matrices
L(i)(x, t) =
(
〈mi|ix− 12 |ni〉i 〈mi|i(1− t) 12 b†i |ni〉i
〈mi|i(1− t) 12 bi|ni〉i 〈mi|ix 12 |ni〉i
)
(4.3.10)
for all 0 ≤ i ≤M . Calculating the entries within these matrices explicitly yields
4.3 Calculation of Bethe eigenvectors 177
[mi]t!L
(i)(x, t) =

(
x−
1
2 0
0 x
1
2
)
mi = ni
(1− tmi)
(
0 1
0 0
)
mi = ni + 1
(
0 0
1 0
)
mi + 1 = ni
(
0 0
0 0
)
otherwise
(4.3.11)
for all 1 ≤ i ≤M , as well as
L(0)(x, t)
[m0]t!
=

(
x−
1
2 0
0 x
1
2
)
m0 = n0
(
0 1
0 0
)
m0 = n0 + 1
(1− tn0)
(
0 0
1 0
)
m0 + 1 = n0
(
0 0
0 0
)
otherwise
(4.3.12)
Using the expressions (4.3.11) and (4.3.12) for L(i)(x, t) and L(0)(x, t) respectively,
we see that
〈m|B(x, t)|n〉 =↑∗ L(M)(x, t) . . . L(0)(x, t) ↓= 0 (4.3.13)
when |m〉 ⊲/ |n〉. In the case |m〉 ⊲ |n〉, we follow essentially the same argument that
was used to calculate ↑∗ L(M)(x) . . . L(0)(x) ↓ when proving lemma 2 in chapter 3.
The calculation of ↑∗ L(M)(x, t) . . . L(0)(x, t) ↓ deviates only up to overall factors
depending on t, and we easily surmise that
↑∗ L(M)(x, t) . . . L(0)(x, t) ↓=
x−
M
2 [m0]t!
M∏
i=1
xi(mi−ni)
(
1− δmi,ni+1tmi
)
M∏
i=1
[mi]t!
(4.3.14)
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when |m〉 ⊲ |n〉. Combining the equations (4.3.13) and (4.3.14) into a single case, we
have
x
M
2 〈m|B(x, t)|n〉 =

[m0]t!
M∏
i=1
xi(mi−ni)
(
1− δmi,ni+1tmi
)
M∏
i=1
[mi]t!
, |m〉 ⊲ |n〉
0, otherwise
(4.3.15)
The result (4.3.6) follows from the orthogonality (4.1.1) of the basis vectors of V,
and from the definition of B(x, t).
4.3.3 Calculation of 〈n|C(x, t)
Lemma 7. Define C(x, t) = x
M
2 C(1/x, t) and let 〈n| = 〈n0|0 ⊗ · · · ⊗ 〈nM |M be an
arbitrary basis vector of V∗. The action of C(x, t) on 〈n| is given by
〈n|C(x, t) =
∑
〈n|⊳〈m|
M∏
i=1
xi(mi−ni)
(
1− δmi,ni+1tmi
)
〈m| (4.3.16)
where the sum is over all basis vectors 〈m| = 〈m0|0 ⊗ · · · ⊗ 〈mM |M which are
admissible to 〈n|. Once again, we notice that this result reduces to lemma 3 of
chapter 3 in the case t = 0 (q → ∞), and to lemma 8 of chapter 3 in the case
t = −1 (q = i).
Proof. A simple modification of the proof of lemma 6.
4.3.4 Calculation of Mψ(t)B(x, t)|n〉 and 〈n|C(x, t)M∗ψ(t)
Throughout the rest of the chapter we will require the function pµ/ν(t),
7 which
compares the part multiplicities of the partitions µ, ν and returns
pµ/ν(t) =
∞∏
i=1
(
1− δpi(µ),pi(ν)+1tpi(µ)
)
(4.3.17)
Let |n〉 and 〈n| be arbitrary basis vectors of V and V∗ respectively, and let |ν) and
(ν| be their corresponding partitions, given by equation (4.3.4). We also fix l = ℓ(ν).
Using the definition of the maps (4.3.4), the expressions (4.3.6) and (4.3.16) and the
7To translate to the notation of chapter III in [65], we remark that pµ/ν(t) = ϕµ/ν(t) and
pν/µ(t) = ψµ/ν(t).
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relationship between admissible basis vectors and interlacing partitions (lemma 1 of
chapter 3), we obtain
Mψ(t)B(x, t)|n〉 =
∑
ν≺µ⊆[l+1,M ]
x|µ|−|ν|
pµ/ν(t)
bµ(t)
|µ) (4.3.18)
〈n|C(x, t)M∗ψ(t) =
∑
ν≺µ⊆[l+1,M ]
x|µ|−|ν|
pµ/ν(t)
bµ(t)
(µ| (4.3.19)
Both sums are over all partitions µ which interlace with ν, and whose Young dia-
grams are contained in the rectangle [l + 1,M ]. These equations may be written in
the equivalent form
Mψ(t)B(x, t)|n〉 =
∑
ν≺µ⊆[l+1,M ]
x|µ|−|ν|
pν/µ(t)
bν(t)
|µ) (4.3.20)
〈n|C(x, t)M∗ψ(t) =
∑
ν≺µ⊆[l+1,M ]
x|µ|−|ν|
pν/µ(t)
bν(t)
(µ| (4.3.21)
where the weighting factors in the sums (4.3.18) and (4.3.19) have been adjusted
using the identity8
pµ/ν(t)
pν/µ(t)
=
bµ(t)
bν(t)
(4.3.22)
4.3.5 Hall-Littlewood functions
Let {x1, . . . , xn} be free variables, and t an additional parameter. Following
chapter III of [65], the Hall-Littlewood function Pµ({x1, . . . , xn}, t) associated to the
partition µ is defined as
Pµ({x1, . . . , xn}, t) = 1
vµ(t)
∑
σ∈Sn
σ
xµ11 . . . xµnn ∏
1≤i<j≤n
xi − txj
xi − xj
 (4.3.23)
where the function vµ(t) is given by
vµ(t) =
∞∏
i=1
pi(µ)∏
j=1
(
1− tj
1− t
)
(4.3.24)
8See equation (5.12) in chapter III of [65].
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The Hall-Littlewood function Pµ({x}, t) specializes to the Schur function sµ{x} in
the limit t→ 0. Also, for all strict partitions µ˜ the function Pµ˜({x}, t) specializes to
the Schur Q-function 2−ℓ(µ˜)Qµ˜{x} by setting t = −1. Hence the material of chapter
3 is recovered by suitable specializations of the results stated below.
For an arbitrary pair of partitions µ, ν and indeterminates x, t the single variable
skew Hall-Littlewood function Pµ/ν(x, t) is given by
9
Pµ/ν(x, t) =

x|µ|−|ν|pν/µ(t), µ ≻ ν
0, otherwise
(4.3.25)
In the case ν = ∅ we have Pµ/ν(x, t) = Pµ(x, t), where Pµ(x, t) is the ordinary
Hall-Littlewood function in a single variable x. The skew Hall-Littlewood function
satisfies the identity10
Pµ({x1, . . . , xn}, t) =
∑
ν⊆[n−1,∞]
Pµ/ν(xn, t)Pν({x1, . . . , xn−1}, t) (4.3.26)
where the sum is over all partitions ν with length ℓ(ν) ≤ n−1, and Pµ({x1, . . . , xn}, t)
and Pν({x1, . . . , xn−1}, t) are Hall-Littlewood functions in n and n − 1 variables,
respectively.
4.3.6 Calculation of Mψ(t)B(x1, t) . . .B(xN , t)|0〉
Equipped with the necessary symmetric function identities, we are now able to
calculate the q-boson model Bethe eigenvectors explicitly.
Lemma 8. Let {x1, . . . , xN} be a finite set of variables and t an extra parameter.
We claim that
Mψ(t)B(x1, t) . . .B(xN , t)|0〉 =
∑
µ⊆[N,M ]
Pµ({x1, . . . , xN}, t)|µ) (4.3.27)
where Pµ({x1, . . . , xN}, t) is the Hall-Littlewood function in N variables (4.3.23),
and the sum is over all partitions µ whose Young diagrams are contained in the
rectangle [N,M ]. This formula was originally proved in [86].
Proof. We begin by specializing equation (4.3.20) to the case |n〉 = |0〉, to obtain
Mψ(t)B(x, t)|0〉 =
∑
∅≺µ⊆[1,M ]
Pµ/∅(x, t)|µ) =
∑
µ⊆[1,M ]
Pµ(x, t)|µ) (4.3.28)
9This definition is consistent with equation (5.14′) in chapter III of [65], if one replaces pν/µ(t)
with ψµ/ν(t).
10See equation (5.5′) in chapter III of [65].
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where we have used the equation (4.3.25) for the skew Hall-Littlewood function,
and the definitions b∅(t) = 1, ℓ(∅) = 0. We use equation (4.3.28) as the basis for
induction, and assume that
Mψ(t)B(x1, t) . . .B(xN−1, t)|0〉 =
∑
ν⊆[N−1,M ]
Pν({x1, . . . , xN−1}, t)|ν) (4.3.29)
for some N ≥ 2. In terms of the basis vectors of V, this assumption is written as
B(x1, t) . . .B(xN−1, t)|0〉 =
∑
|n〉|Σ0=N−1
Pν({x1, . . . , xN−1}, t)bν(t)|n〉 (4.3.30)
where the sum is over all basis vectors |n〉 whose occupation numbers satisfy the
condition
∑M
i=0 ni = N −1, and ν is the partition corresponding to each |n〉. Acting
on (4.3.30) with the composition of operators Mψ(t) ◦ B(xN , t) and using the fact
that the B-operators commute (4.1.23), we obtain
Mψ(t)B(x1, t) . . .B(xN , t)|0〉 =
∑
ν⊆[N−1,M ]
Pν({x1, . . . , xN−1}, t)
∑
ν≺µ⊆[N,M ]
Pµ/ν(xN , t)|µ)
(4.3.31)
Since Pµ/ν(xN , t) = 0 if µ 6≻ ν, we may alter the sums appearing in (4.3.31), yielding
Mψ(t)B(x1, t) . . .B(xN , t)|0〉 =
∑
µ⊆[N,M ]
∑
ν⊆[N−1,M ]
Pµ/ν(xN , t)Pν({x1, . . . , xN−1}, t)|µ)
=
∑
µ⊆[N,M ]
∑
ν⊆[N−1,∞]
Pµ/ν(xN , t)Pν({x1, . . . , xN−1}, t)|µ)
(4.3.32)
where the final equality holds since every part of µ is less than or equal to M , and
therefore Pµ/ν(xN , t) = 0 if any part of ν is greater than M . Using the identity
(4.3.26) we evaluate the sum over ν explicitly, producing the equation (4.3.27).
Therefore by induction the result (4.3.27) must hold for arbitrary N ≥ 1.
4.3.7 Calculation of 〈0|C(xN , t) . . .C(x1, t)M∗ψ(t)
By following essentially the same steps that were used in the previous subsection,
we can also derive the expression
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t) =
∑
µ⊆[N,M ]
Pµ({x1, . . . , xN}, t)(µ| (4.3.33)
for the dual Bethe eigenvectors. As before, this sum is taken over all partitions µ
whose Young diagrams are contained in the rectangle [N,M ].
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4.4 Scalar product, weighted plane partitions
4.4.1 Levels of paths within plane partitions
Definition 2. Let π be a plane partition. The element π(i, j) is said to be at level
l if
π(i, j) = · · · = π(i+ l − 1, j + l − 1) > π(i+ l, j + l) (4.4.1)
for some l ≥ 1. A path at level l is a set of connected elements in π which have the
same numerical value and the same level l. We let pl(π) denote the number of paths
in π at level l. This definition of levels within a plane partition originally appeared
in [88].
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level 1
Figure 4.1: Paths at various levels within a plane partition.
4.4.2 Path-weighted plane partitions
In this subsection we assign a t-weighting to plane partitions, which was originally
introduced in [88]. In the limit t = 0 the weighting becomes 1 for all plane partitions.
In the limit t = −1 the weighting collapses to zero for all plane partitions which
contain paths at level 2, or equivalently, for all plane partitions which are non-strict.
Definition 3. Let π be a plane partition living inside the box [N,N,M ], with
diagonal slices {∅ = π−N ≺ · · · ≺ π−1 ≺ π0 ≻ π1 ≻ · · · ≻ πN = ∅}. We associate to
this plane partition the weighting Aπ({x}, {y}, t), given by
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Aπ
(
{x}, {y}, t
)
=
N∏
i=1
(
1− ti
)pi(π)
x
|π−i+1|−|π−i|
i y
|πi−1|−|πi|
i (4.4.2)
where pi(π) is the number of paths in π at level i. Notice that Aπ({x}, {y}, t) only
takes contributions from paths whose levels are less than or equal to N , but in fact
paths at greater levels cannot exist, since π ⊆ [N,N,M ].
Lemma 9. Let π be a plane partition as described in definition 3. Then
1
bπ0(t)
N∏
i=1
pπ−i+1/π−i(t)
N∏
j=1
pπj−1/πj (t) =
N∏
i=1
(
1− ti
)pi(π)
(4.4.3)
Proof. The proof is best illustrated by an example, so we consider the plane partition
drawn in figure 4.1. This plane partition lives inside the box [5, 5, 3], and its diagonal
slices are given by
π−5 = ∅ π1 = {3, 3, 2} (4.4.4)
π−4 = {1} π2 = {3, 2}
π−3 = {3, 1} π0 = {3, 3, 3} π3 = {2, 2}
π−2 = {3, 1} π4 = {2}
π−1 = {3, 3} π5 = ∅
Using these partitions and the definition (4.3.17), we evaluate
pπ−4/π−5(t) = 1− t pπ0/π1(t) = 1− t3 (4.4.5)
pπ−3/π−4(t) = 1− t pπ1/π2(t) = 1− t2
pπ−2/π−3(t) = 1 pπ2/π3(t) = 1− t
pπ−1/π−2(t) = 1− t2 pπ3/π4(t) = 1− t2
pπ0/π−1(t) = 1− t3 pπ4/π5(t) = 1− t
Multiplying all of these terms together, we obtain a factor of (1− ti) for every level
i path which does not intersect the central diagonal. All level i paths which do
intersect the central diagonal obtain a factor of (1 − ti)2. This double counting is
cured by dividing by bπ0(t) = (1− t)(1 − t2)(1− t3). The result is
1
bπ0(t)
5∏
i=1
pπ−i+1/π−i(t)
5∏
j=1
pπj−1/πj(t) = (1− t)3(1− t2)2(1− t3)
=
5∏
i=1
(
1− ti
)pi(π)
(4.4.6)
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as required. This method can be easily extended to an arbitrary plane partition.
4.4.3 Generating M-boxed path-weighted plane partitions
Aided by the results of the previous subsections, we are now able to calculate
the generating function for M -boxed plane partitions with the prescribed weighting
(4.4.2). We will see that this generating function is intrinsically related to the scalar
product of the q-boson model. We start by iterating the |n〉 = |0〉 case of equation
(4.3.18) N times successively, which gives
Mψ(t)B(x1, t) . . .B(xN , t)|0〉 =
∑
[N,M ]⊇π0≻···≻πN=∅
1
bπ0(t)
N∏
i=1
pπi−1/πi(t)x
|πi−1|−|πi|
i |π0)
(4.4.7)
where the sum is over all interlacing partitions {π0 ≻ · · · ≻ πN} which are subject
to π0 ⊆ [N,M ] and πN = ∅. Similarly, one can iterate the 〈n| = 〈0| case of (4.3.19)
N times successively, obtaining
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t) =
∑
∅=π−N≺···≺π0⊆[N,M ]
1
bπ0(t)
N∏
i=1
pπ−i+1/π−i(t)x
|π−i+1|−|π−i|
i (π0|
(4.4.8)
where the sum is over all interlacing partitions {π−N ≺ · · · ≺ π0} which are subject
to π0 ⊆ [N,M ] and π−N = ∅. By the definition (4.4.2) of Aπ({x}, {y}, t), the result
(4.4.3) of lemma 9 and the orthogonality relation (4.2.24), we therefore obtain
〈
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t),Mψ(t)B(y1, t) . . .B(yN , t)|0〉
〉
=
∑
π⊆[N,N,M ]
Aπ
(
{x}, {y}, t
)
(4.4.9)
where the sum is taken over all plane partitions π which fit inside the box [N,N,M ].
Hence the scalar product between the image Bethe eigenstates (4.3.27) and (4.3.33) is
a generating function for M -boxed path-weighted plane partitions. This generating
function is evaluated explicitly by using the equations (4.3.27), (4.3.33) and the
orthogonality relation (4.2.24) to give
〈
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t),Mψ(t)B(y1, t) . . .B(yN , t)|0〉
〉
=
∑
µ⊆[N,M]
bµ(t)Pµ({x}, t)Pµ({y}, t)
(4.4.10)
Comparing equations (4.4.9) and (4.4.10), we have proved the result
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∑
π⊆[N,N,M ]
Aπ
(
{x}, {y}, t
)
=
∑
µ⊆[N,M ]
bµ(t)Pµ({x}, t)Pµ({y}, t) (4.4.11)
We remark that the finite generating functions (3.3.16) and (3.7.17) in the previous
chapter are obtained from (4.4.11) by setting t = 0 and t = −1, respectively.
4.5 q-boson model on an infinite lattice
In this section we elaborate upon results which were obtained in [36]. Most of
our attention centres on proving theorem 1, which is the t-deformation of lemma 6 in
the previous chapter. An independent derivation of theorem 1, using the properties
of Hall-Littlewood functions, can be found in [82].
4.5.1 Mψ(t)B(x, t)|n〉 and 〈n|C(x, t)M∗ψ(t) as M →∞
Theorem 1. Consider the infinite lattice limit of the q-boson model, obtained by
taking M → ∞. Let |n〉 = ⊗∞i=0|ni〉i and 〈n| = ⊗∞i=0〈ni|i be basis vectors of V and
V∗, respectively, in this limit. Similarly, let 1bν(t) |ν) and 1bν(t)(ν| be the image states
of these basis vectors under the mappings (4.3.4). We claim that
Mψ(t)
[
lim
M→∞
B(x, t)|n〉
]
=
1
bν(t)
Γ−(x, t)|ν) (4.5.1)[
lim
M→∞
〈n|C(x, t)
]
M∗ψ(t) =
1
bν(t)
(ν|Γ+(x, t) (4.5.2)
where Γ±(x, t) denote the t-deformed half-vertex operators
Γ±(x, t) = exp
( ∞∑
n=1
1− tn
n
xnH±n(t)
)
(4.5.3)
which were studied in subsection 4.2.6.
Proof. We split the proof into four steps. In the first step, we translate the equations
(4.5.1), (4.5.2) to the equivalent statements (4.5.8), (4.5.9) at the level of the t-
deformed Fock spaces. Thereafter we focus on proving (4.5.9), since (4.5.8) follows
by direct analogy. In the second step we define the function f0 and use it to express
(4.5.9) in the alternative form (4.5.22). The third step contains several identities and
a useful change of notation. In the fourth step we prove (4.5.22) using induction.
Step 1. Taking the M →∞ limit of equations (4.3.20) and (4.3.21), we obtain
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Mψ(t)
[
lim
M→∞
B(x, t)|n〉
]
=
∑
µ≻ν
x|µ|−|ν|
pν/µ(t)
bν(t)
|µ) (4.5.4)
[
lim
M→∞
〈n|C(x, t)
]
M∗ψ(t) =
∑
µ≻ν
x|µ|−|ν|
pν/µ(t)
bν(t)
(µ| (4.5.5)
where the sums are over all partitions µ which interlace ν, but whose parts have
no size restriction. The equations (4.5.1) and (4.5.2) are therefore equivalent to the
statements
Γ−(x, t)|ν) =
∑
µ≻ν
x|µ|−|ν|pν/µ(t)|µ) (4.5.6)
(ν|Γ+(x, t) =
∑
µ≻ν
x|µ|−|ν|pν/µ(t)(µ| (4.5.7)
Due to the orthogonality (4.2.24) of partition states, equations (4.5.6) and (4.5.7)
may be presented in the alternative form
(µ|Γ−(x, t) =
∑
ν≺µ
x|µ|−|ν|pν/µ(t)
bµ(t)
bν(t)
(ν| =
∑
ν≺µ
x|µ|−|ν|pµ/ν(t)(ν| (4.5.8)
Γ+(x, t)|µ) =
∑
ν≺µ
x|µ|−|ν|pν/µ(t)
bµ(t)
bν(t)
|ν) =
∑
ν≺µ
x|µ|−|ν|pµ/ν(t)|ν) (4.5.9)
where the sums are now over all partitions ν such that ν ≺ µ. In contrast with
(4.5.6) and (4.5.7), equations (4.5.8) and (4.5.9) contain only finite sums, which
simplifies their analysis. We will give an explicit proof of (4.5.9). The proof of
(4.5.8) is omitted, but as it is of such a similar nature we will claim it as a corollary
of (4.5.9).
Step 2. (Definition 4.) To every set {m} = {m1 > · · · > ml > −l} we associate
a unique collection of integers {s} = {0 = s0 < s1 < · · · < sr < sr+1 = l} such that
the subsets
Sk = {m(sk+1) > · · · > ms(k+1)} (4.5.10)
are comprised of nearest neighbours, for all 0 ≤ k ≤ r, with r minimized. We call
this the nearest neighbour partitioning of {m}.
Let {m} = {m1 > · · · > ml > −l} and {n} = {n1 > · · · > nl ≥ −l} be two
arbitrary sets of integers, and fix n0 =∞. For all 0 ≤ j ≤ r, we define the functions
fj({m}, {n}, t) by the equation
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fj
(
{m}, {n}, t
)
=
r∏
k=j
(
1− θ(nsk > m(sk+1) + 1)θ(ms(k+1) > ns(k+1))t∆k
)
(4.5.11)
where {s} is the set of nearest neighbour points associated to {m}, ∆k = sk+1− sk,
and θ(z) is the Boolean function
θ(z) =
{
1, z true
0, z false
(4.5.12)
(Lemma 10.) Let µ = {µ1 ≥ · · · ≥ µl > 0} and ν = {ν1 ≥ · · · ≥ νl ≥ 0} be
partitions whose Fψ(t) equivalents are given by
|µ) = ψm1(t) . . . ψml(t)| − l〉, |ν) = ψn1(t) . . . ψnl(t)| − l〉 (4.5.13)
where mi = µi − i, ni = νi − i for all 1 ≤ i ≤ l. Then if µ ≻ ν, we have
pµ/ν(t) = f0
(
{m}, {n}, t
)
(4.5.14)
Proof. (Lemma 10.) Since µ ≻ ν, we know that mi ≥ ni > mi+1 for all 1 ≤ i ≤ l. It
follows that the inequality mi > ni is only allowed if i ∈ {s}. Hence all differences
between the sets {m}, {n} occur at the points {s}.
Now we notice that each Sk ⊂ {m} corresponds to ∆k parts in µ of the same
size. The necessary and sufficient condition for there to be one less part in ν is that
ms(k+1) > ns(k+1) and nsk > m(sk+1) + 1. In such a case f0({m}, {n}, t) returns a
factor of (1− t∆k), which is precisely the same factor returned by pµ/ν(t). Iterating
this argument across all 0 ≤ k ≤ r, we obtain the equality (4.5.14).
To further clarify the proof, we present a short example. Let the partitions µ
and ν be given by
µ = {µ1, µ2, µ3, µ4, µ5, µ6, µ7} = {7, 6, 6, 6, 4, 4, 2} (4.5.15)
ν = {ν1, ν2, ν3, ν4, ν5, ν6, ν7} = {7, 6, 6, 4, 4, 3, 1} (4.5.16)
These partitions satisfy µ ≻ ν. Furthermore, using the definition (4.3.17) we obtain
pµ/ν(t) =
7∏
i=1
(
1− δpi(µ),pi(ν)+1tpi(µ)
)
= (1− t3)(1− t) (4.5.17)
Now let {m} and {n} be the sets formed by fixing, respectively, mi = µi − i and
ni = νi − i for all 1 ≤ i ≤ 7. We find that
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{m} = {m1,m2,m3,m4,m5,m6,m7} = {6, 4, 3, 2,−1,−2,−5} (4.5.18)
{n} = {n1, n2, n3, n4, n5, n6, n7} = {6, 4, 3, 0,−1,−3,−6} (4.5.19)
Each of {m1}, {m2 > m3 > m4}, {m5 > m6}, {m7} are nearest neighbours, and this
is the smallest possible decomposition of {m} into such subsets. Hence the set {s}
of nearest neighbour points associated to {m} is given by
{s} = {s0, s1, s2, s3, s4} = {0, 1, 4, 6, 7} (4.5.20)
Finally, setting n0 =∞ and using the definition (4.5.11) we obtain
f0
(
{m}, {n}, t
)
=
(
1− θ(n0 > m1 + 1)θ(m1 > n1)t
)
(4.5.21)
×
(
1− θ(n1 > m2 + 1)θ(m4 > n4)t3
)(
1− θ(n4 > m5 + 1)θ(m6 > n6)t2
)
×
(
1− θ(n6 > m7 + 1)θ(m7 > n7)t
)
= (1− t3)(1− t)
which is in agreement with (4.5.17).
By virtue of lemma 10, we are able to write (4.5.9) in the equivalent form
Γ+(x, t)ψm1 . . . ψml | − l〉 =
∑
ν≺µ
x|µ|−|ν|f0
(
{m}, {n}, t
)
ψn1 . . . ψnl | − l〉 (4.5.22)
where we have assumed that ℓ(µ) = l and defined mi = µi − i, ni = νi − i for all
1 ≤ i ≤ l. We now proceed to calculate the left hand side of (4.5.22), aiming to
show that it evaluates to the sum on the right hand side. In order to achieve this
we need several identities, which are introduced in the next step.
Step 3. (Identity 1.) Let x be an indeterminate and m an arbitrary integer. We
have
( ∞∑
n=0
ψ(m−n)xn+1
)(
ψm + (1− t)
∞∑
n=1
ψ(m−n)xn
)
(4.5.23)
=
∞∑
n=0
(
ψ(m−n)ψm + (1− t)
n∑
i=1
ψ(m−n+i)ψ(m−i)
)
xn+1 = tψ(m+1)
∞∑
n=1
ψ(m−n)xn
where the first equality follows trivially by collecting the coefficient of xn+1 for all
n ≥ 0, and the second equality holds due to lemma 3.
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(Identity 2.) Let x be an indeterminate, m an arbitrary integer, and fix another
integer s ≥ 1. We obtain
(
ψ(m+1) + (1− ts)
∞∑
i=1
ψ(m+1−i)x
i
)(
ψm + (1− t)
∞∑
i=1
ψ(m−i)x
i
)
(4.5.24)
= ψ(m+1)
(
ψm + (1− t)
∞∑
i=1
ψ(m−i)x
i
)
+ (1− ts)
( ∞∑
i=0
ψ(m−i)x
i+1
)(
ψm + (1− t)
∞∑
i=1
ψ(m−i)x
i
)
= ψ(m+1)
(
ψm + (1− ts+1)
∞∑
i=1
ψ(m−i)x
i
)
where the second line follows trivially by expanding the first, and the final line holds
by application of identity 1.
(Identity 3.) Let x be an indeterminate, m an arbitrary integer, and fix two more
integers n ≥ 2, s ≥ 1. We find
(
ψ(m+n) + (1− ts)
∞∑
i=1
ψ(m+n−i)xi
)(
ψm + (1− t)
∞∑
i=1
ψ(m−i)xi
)
(4.5.25)
=
(
ψ(m+n) + (1− ts)
n−1∑
i=1
ψ(m+n−i)xi
)(
ψm + (1− t)
∞∑
i=1
ψ(m−i)xi
)
+ (1− ts)xn−1
( ∞∑
i=0
ψ(m−i)xi+1
)(
ψm + (1− t)
∞∑
i=1
ψ(m−i)xi
)
=
(
ψ(m+n) + (1− ts)
n−2∑
i=1
ψ(m+n−i)xi
)(
ψm + (1− t)
∞∑
i=1
ψ(m−i)xi
)
+ (1− ts)xn−1ψ(m+1)
(
ψm +
∞∑
i=1
ψ(m−i)xi
)
where the second line follows trivially by expanding the first, and the final line holds
by application of identity 1.
(Change of notation.) We introduce the notation
Ψm(x, t
s) = ψm + (1− ts)
∞∑
i=1
ψ(m−i)xi (4.5.26)
which allows us to abbreviate identity 2 as follows
Ψ(m+1)(x, t
s)Ψm(x, t) = ψ(m+1)Ψm(x, t
s+1) (4.5.27)
and identity 3 as follows
190 4 q-boson model and Hall-Littlewood plane partitions
Ψ(m+n)(x, t
s)Ψm(x, t) =
(
ψ(m+n) + (1− ts)
n−2∑
i=1
ψ(m+n−i)xi
)
Ψm(x, t)
+ (1− ts)xn−1ψ(m+1)Ψm(x, t∞) (4.5.28)
where we have defined t∞ = 0, which is perfectly sensible given the assumption
|t| < 1. The equations (4.5.27) and (4.5.28) are essential to the calculations of the
final step.
Step 4. Let us return to the proof of (4.5.22). Our starting point is the commutation
relation (4.2.41), which can be expressed in the more succinct form
Γ+(x, t)ψm = Ψm(x, t)Γ+(x, t) (4.5.29)
using the notation (4.5.26). Applying the identity (4.5.29) repeatedly to the left
hand side of (4.5.22), we find that
Γ+(x, t)ψm1 . . . ψml | − l〉 = Ψm1(x, t) . . .Ψml(x, t)Γ+(x, t)| − l〉 (4.5.30)
= Ψm1(x, t) . . .Ψml(x, t)| − l〉
where the final line follows from the fact that Γ+(x, t)| − l〉 = eH+(x,t)| − l〉 = | − l〉,
which is a simple consequence of the annihilation relation (4.2.33). Hence we see
that (4.5.22) is equivalent to the proposition
Ψm1(x, t) . . .Ψml(x, t)| − l〉 =
∑
ν≺µ
x|µ|−|ν|f0
(
{m}, {n}, t
)
ψn1 . . . ψnl | − l〉 (4.5.31)
In order to prove (4.5.31), fix {s} = {0 = s0 < s1 < · · · < sr < sr+1 = l} as the
set arising from the nearest neighbour partitioning of {m}. We let P(1)j denote the
proposition
ψm1 . . . ψmsj
l∏
−→
k=s¯j
Ψmk(x, t)| − l〉 =
∑
ν≺µ
[ν]sj=[µ]sj
x|µ|−|ν|fj
(
{m}, {n}, t
) l∏
−→
k=1
ψnk | − l〉
(4.5.32)
and similarly let P(2)j denote the proposition
ψm1 . . . ψmsjΨms¯j (x, 0)
l∏
−→
k=s¯j+1
Ψmk (x, t)| − l〉 =
∑
ν≺µ
[ν]sj=[µ]sj
x|µ|−|ν|fj+1
(
{m}, {n}, t
) l∏
−→
k=1
ψnk | − l〉
(4.5.33)
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where we have abbreviated s¯j = sj +1 for convenience, and where in both cases the
sum is over all partitions ν which satisfy
νi = µi, for all 1 ≤ i ≤ sj, µi ≥ νi ≥ µi+1, for all s¯j ≤ i ≤ l (4.5.34)
Our aim is to prove that P(1)0 is true, because equation (4.5.32) specializes to (4.5.31)
in the case j = 0. Firstly we prove the propositions P(1)r and P(2)r . By definition
the integers {ms¯r > · · · > ml} are nearest neighbours, so we may use the identity
(4.5.27) repeatedly to obtain
ψm1 . . . ψmsrΨms¯r (x, t
δ+1)
l∏
−→
k=s¯r+1
Ψmk(x, t)| − l〉 =
l−1∏
−→
k=1
ψmkΨml(x, t
δ+∆r)| − l〉
(4.5.35)
where we have defined ∆r = sr+1 − sr = l − sr, and at this stage δ is unspecified.
Now due to the annihilation properties (4.2.16), we obtain the truncation
Ψml(x, t
δ+∆r )| − l〉 =
ψml + (1− tδ+∆r) ∑
ml>nl≥−l
ψnlx
ml−nl
 | − l〉 (4.5.36)
Substituting this result into (4.5.35), we take the limit δ → 0 to recover
ψm1 . . . ψmsr
l∏
−→
k=s¯r
Ψmk(x, t)| − l〉 =
∑
ν≺µ
[ν]sr=[µ]sr
x|µ|−|ν|fr
(
{m}, {n}, t
) l∏
−→
k=1
ψnk | − l〉
(4.5.37)
and the limit δ →∞ to recover
ψm1 . . . ψmsrΨms¯r (x, 0)
l∏
−→
k=s¯r+1
Ψmk(x, t)| − l〉 =
∑
ν≺µ
[ν]sr=[µ]sr
x|µ|−|ν|fr+1
l∏
−→
k=1
ψnk | − l〉
(4.5.38)
where we have used the definition (4.5.11) of fr({m}, {n}, t) to produce (4.5.37),
and fixed fr+1 = 1 to produce (4.5.38). Therefore P(1)r and P(2)r are true. Now
assume that P(1)j and P(2)j are true for some 1 ≤ j ≤ r, and adopt the notation
˜ = j − 1. Since the integers {ms¯˜ > · · · > msj} are nearest neighbours, we may use
the identity (4.5.27) repeatedly to show that
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ψm1 . . . ψms˜Ψms¯˜ (x, t
δ+1)
l∏
−→
k=s¯˜+1
Ψmk (x, t)| − l〉 =
sj−1∏
−→
k=1
ψmkΨmsj (x, t
δ+∆˜)
l∏
−→
k=s¯j
Ψmk (x, t)| − l〉
(4.5.39)
By definition the integers msj and ms¯j are not nearest neighbours, so we may apply
the identity (4.5.28) to the right hand side of (4.5.39), giving
ψm1 . . . ψms˜Ψms¯˜ (x, t
δ+1)
l∏
−→
k=s¯˜+1
Ψmk(x, t)| − l〉 = (4.5.40)
sj−1∏
−→
k=1
ψmk
(ψmsj + (1− tδ+∆˜) ∑
msj>nsj>ms¯j+1
ψnsj x
msj−nsj
) l∏
−→
k=s¯j
Ψmk(x, t)| − l〉
+(1− tδ+∆˜)xmsj−ms¯j−1ψ(ms¯j+1)Ψms¯j (x, 0)
l∏
−→
k=s¯j+1
Ψmk(x, t)| − l〉

Applying the assumptions P(1)j and P(2)j to (4.5.40), we take the limit δ → 0 to
recover
ψm1 . . . ψms˜
l∏
−→
k=s¯˜
Ψmk(x, t)| − l〉 =
∑
ν≺µ
[ν]s˜=[µ]s˜
x|µ|−|ν|f˜
(
{m}, {n}, t
) l∏
−→
k=1
ψnk | − l〉
(4.5.41)
and the limit δ →∞ to recover
ψm1 . . . ψms˜Ψms¯˜ (x, 0)
l∏
−→
k=s¯˜+1
Ψmk(x, t)| − l〉 =
∑
ν≺µ
[ν]s˜=[µ]s˜
x|µ|−|ν|fj
(
{m}, {n}, t
) l∏
−→
k=1
ψnk | − l〉
(4.5.42)
Hence P(1)j ,P(2)j true =⇒ P(1)˜ ,P(2)˜ true, proving the propositions (4.5.32) and
(4.5.33) in general by induction. Therefore P(1)0 holds, completing the proof of the
theorem.
4.5.2 Generating path-weighted plane partitions of arbitrary size
In the previous section we demonstrated that the scalar product (4.4.9) on a
lattice of sizeM+1 generatesM -boxed path-weighted plane partitions. Accordingly,
we expect that in the limit M →∞ it will generate path-weighted plane partitions
whose column heights are arbitrarily large, giving rise to the equation
4.5 q-boson model on an infinite lattice 193
lim
M→∞
〈
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t),Mψ(t)B(y1, t) . . .B(yN , t)|0〉
〉
=
∑
π⊆[N,N,∞]
Aπ
(
{x}, {y}, t
)
(4.5.43)
where the sum is over all plane partitions π which fit inside the box of dimension
N × N × ∞, with Aπ({x}, {y}, t) given by (4.4.2). On the other hand, using the
result of theorem 1 we are able to write
lim
M→∞
〈
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t),Mψ(t)B(y1, t) . . .B(yN , t)|0〉
〉
(4.5.44)
= (∅|Γ+(xN , t) . . .Γ+(x1, t)Γ−(y1, t) . . .Γ−(yN , t)|∅)
which lends itself to immediate evaluation. This is because the t-deformed half-
vertex operators, like their counterparts in the previous chapter, obey a simple
commutation rule. To derive this rule, we use the commutator (4.2.31) to obtain
the equation
∞∑
m=1
∞∑
n=1
(1− tm)(1 − tn)xmyn
mn
[Hm(t),H−n(t)] (4.5.45)
=
∞∑
m=1
∞∑
n=1
(1− tm)(1 − tn)xmyn
mn
mδm,n
1− tm =
∞∑
m=1
(1− tm)xmym
m
which, in turn, implies that
Γ+(x, t)Γ−(y, t) = exp
( ∞∑
m=1
(1− tm)(xy)m
m
)
Γ−(y, t)Γ+(x, t) (4.5.46)
=
1− txy
1− xy Γ−(y, t)Γ+(x, t)
Employing the commutation relation (4.5.46) repeatedly in (4.5.44) yields
lim
M→∞
〈
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t),Mψ(t)B(y1, t) . . .B(yN , t)|0〉
〉
=
N∏
i,j=1
1− txiyj
1− xiyj
(4.5.47)
Comparing equations (4.5.43) and (4.5.47), we have proved that
∑
π⊆[N,N,∞]
Aπ
(
{x}, {y}, t
)
=
N∏
i,j=1
1− txiyj
1− xiyj (4.5.48)
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which is a simpler evaluation of this generating function than in the finite case
(4.4.11). As we observed in the previous chapter, this type of calculation could be
performed using a symmetric function identity. This continues to be the case here,
and we remark that (4.5.48) could also be obtained using (4.4.11) and the identity
∑
µ⊆[N,∞]
bµ(t)Pµ({x}, t)Pµ({y}, t) =
N∏
i,j=1
1− txiyj
1− xiyj (4.5.49)
from section 4, chapter III of [65]. As we have done in the previous chapter, let us
specialize the variables {x1, . . . , xN} and {y1, . . . , yN} to
xi = yi = z
i− 1
2 for all 1 ≤ i ≤ N (4.5.50)
giving rise to the equation
∑
π⊆[N,N,∞]
N∏
i=1
(
1− ti
)pi(π)
z|π| =
N∏
i,j=1
1− tzi+j−1
1− zi+j−1 (4.5.51)
where |π| is the weight of the plane partition π, and pi(π) is the number of paths in
π at level i. Taking the limit N →∞ we obtain
∑
π
∞∏
i=1
(
1− ti
)pi(π)
z|π| =
∞∏
i=1
(1− tzi)i
(1− zi)i (4.5.52)
where the sum is now over plane partitions of completely arbitrary dimension. This
result specializes to the generating function (3.4.26) by setting t = 0, and to (3.8.28)
by setting t = −1. The generating function (4.5.52) first appeared in [88], where
it was proved using combinatorial methods. The fermionic proof which we have
described was the key result of [36].
4.6 Conclusion
In this chapter we studied the Bethe eigenvectors of the q-boson model. We
gave a representation of the q-boson algebra on the vector space V, which collapses
to the previously encountered representations of the phase and i-boson algebras in
the respective limits q → ∞ and q → i. We defined a map taking basis elements
of V to partitions in the deformed Fock space Fψ(t), and calculated the image of
the Bethe eigenvectors under this map. However, since the underlying fermions are
more complicated than in the previous chapter, we were unable to connect the finite
lattice scalar product with a solution of a classical hierarchy.
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On the other hand, in the infinite lattice limit of the q-boson model we were able
to obtain a result which logically extends the material of chapter 3. We refer to theo-
rem 1, which shows that whenM →∞ the action of a B-operator on a general state
maps to the action of a t-deformed half-vertex operator on the image state. Since
the t-deformed half-vertex operators obey simple commutation relations, we could
evaluate the scalar product in product form in the M → ∞ limit. This provided a
new proof of Vuletic´’s path-weighted generating function for plane partitions.
We now list two questions which arise from this work, which are worthy of further
investigation.
1. Does there exist a t-deformed hierarchy admitting Hall-Littlewood polynomials
as τ -functions? This question does not seem to have been properly addressed in the
literature. The closing remarks of [52] discuss this possibility, but in the context of a
slightly different t-deformed Clifford algebra than the one presented in this chapter.
Assuming the existence of such a hierarchy, we would expect that individual Hall-
Littlewood polynomials and the finite lattice q-boson scalar product should be valid
solutions.
2. Can we extend our procedure to calculating the generating functions for other
weighted plane partitions? A more general generating function for plane partitions,
related to the Macdonald polynomials, was obtained in [88]. Furthermore, a more
general species of deformed fermions appeared in [53], where they were used once
again in the context of Macdonald polynomials. It was realized in [36] that the
generating function for Macdonald-type plane partitions could be obtained using
the fermions of [53], but an explicit proof is yet to be presen

Chapter 5
XXZ model and the KP
hierarchy
5.0 Introduction
The one-dimensional Heisenberg magnet was introduced in 1928 [46] and first
solved in 1931 [6], marking the invention of the Bethe Ansatz. It is a model for a
one-dimensional lattice of spin-12 fermions with nearest neighbour interactions, and
its Hamiltonian contains three parameters Jx, Jy, Jz which describe the anisotropy of
the system.1 When these three parameters are different, it is called the XYZ model.
In this chapter we will consider the case of partial isotropy, with Jx = Jy 6= Jz, which
is known as the XXZ model or XXZ spin-12 chain. Despite its extensive history, the
XXZ model continues to be of great interest to researchers in the field of quantum
integrable models. In this chapter we will describe several original contributions
which we have made to the study of this model, outlining in particular its apparent
connection with the KP hierarchy.
In section 5.1 we introduce the basics of the XXZ model, including its space of
states V, Hamiltonian H, and review the construction of its eigenvectors using the
algebraic Bethe Ansatz. Following chapter 2, we also provide graphical representa-
tions for the entries of the R-matrix and the monodromy matrix.
One of the most fundamental quantities pertaining to the XXZ model is the do-
main wall partition function. This object acquires its name because it is equal to the
partition function of the six-vertex model [5], under domain wall boundary condi-
tions. In [60], V E Korepin found a set of conditions on the partition function which
determine it uniquely. These conditions were subsequently solved by A G Izergin
in [48], where a determinant expression for the partition function was obtained. We
reproduce these results in section 5.2, working from both an algebraic and a graph-
ical perspective. We conclude the section with the first of our new results, showing
that the partition function is a power-sum specialization of a KP τ -function [40].
The scalar product is another object of essential interest in the XXZ model. It
1See, for example, chapter II of [61].
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is a function of two sets of auxiliary rapidities {u}N and {v}N , and its evaluation
depends on the restrictions imposed on these rapidities. When {u}N and {v}N
are unrestricted, the scalar product can be expressed as a complicated sum over
a product of two determinants [61]. On the other hand, when {u}N and {v}N are
equal and satisfy the Bethe equations, the scalar product has a compact determinant
expression proposed by M Gaudin [45] and proved by Korepin in [60]. In this chapter
we are interested in the intermediate case when {v}N satisfies the Bethe equations,
but {u}N is unrestricted. Although these conditions are weaker than in Gaudin’s
case, the scalar product remains expressible as a determinant, as was discovered
by N A Slavnov in [81]. This determinant formula has been crucial to the work of
N Kitanine et al. on correlation functions, see for example [57], [58], [59].
In section 5.3 we outline a new proof of the Slavnov scalar product formula, which
is inspired by the Izergin-Korepin procedure for the partition function. Our proof
is based on a sequence of incremental scalar products, S0 through to SN , where S0
is equal to the partition function up to a multiplicative factor, and SN is the actual
scalar product. These scalar products were defined and calculated in [59], but this
earlier proof was less elementary and relied on the Drinfel’d twist technique of [68].
We end the section with a new result which extends that of [40], showing that the
Slavnov scalar product is a power-sum specialization of a KP τ -function [41].
Motivated by chapters 3 and 4, in section 5.4 we derive an explicit expression for
the XXZ model Bethe eigenvectors. That is, we write the Bethe eigenvectors as sums
over elementary spin states, and calculate the coefficients within these sums. We
find that the coefficients can be expressed as objects which generalize determinants.
We name these objects weighted determinants, since they are determinant-like sums
over permutations, only each term in the sum is weighted with a factor that de-
pends on pairs of elements in the permutation. It transpires that Hall-Littlewood
functions are weighted determinants, which allows us to compare our form for the
XXZ eigenvectors with Tsilevich’s form for the q-boson eigenvectors, as was given
in section 4.3.
5.1 XXZ spin-12 chain
In this section we introduce the basics of the XXZ spin-12 chain, describing its
solution via the quantum inverse scattering method/algebraic Bethe Ansatz. The
notations and conventions that we adopt are basically consistent with those of [59].
For a more general introduction, the reader is referred to chapters VI and VII of the
book [61].
5.1.1 Space of states V and inner product I
The finite length XXZ spin-12 chain consists of a one-dimensional lattice with
M sites. As we mentioned in chapter 2, each site is populated by a single spin-12
fermion. To each site m we therefore associate a two-dimensional vector space Vm
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with the basis
Basis(Vm) =
{
↑m, ↓m
}
(5.1.1)
where for convenience we have adopted the notations
↑m =
( 1
0
)
m
, ↓m =
( 0
1
)
m
(5.1.2)
Physically speaking, ↑m and ↓m represent the spin eigenstates of a spin-12 fermion
at site m. The global vector space V = V1 ⊗ · · · ⊗ VM has the basis
Basis(V) =
|λ〉 = ⊗
m∈λ
↑m
⊗
m6∈λ
↓m
 (5.1.3)
where λ = {λ1, . . . , λl} ranges over all strict partitions {M ≥ λ1 > · · · > λl > 0}
and all lengths 0 ≤ l ≤ M are allowed. The partition λ = {M, . . . , 1} corresponds
with the state in which all spins are up, while λ = ∅ corresponds with the state in
which all spins are down. Since they play an important role in our calculations, we
prescribe these states their own special notation, by defining
| ⇑M 〉 =
M⊗
m=1
↑m, | ⇓M〉 =
M⊗
m=1
↓m (5.1.4)
We will also make use of the notation
| ⇑N/M 〉 =
⊗
1≤m≤N
↑m
⊗
N<m≤M
↓m, | ⇓N/M 〉 =
⊗
1≤m≤N
↓m
⊗
N<m≤M
↑m (5.1.5)
for states whose first N spins are up (down), with all the remaining spins being
down (up), respectively. As always, we fix a bilinear inner product I acting on V.
Its action is given by
I
(
|λ〉, |µ〉
)
= δλ,µ (5.1.6)
for all basis vectors |λ〉, |µ〉. In other words, I induces orthonormality between the
elements of the basis (5.1.3).
As was explained in chapter 2, it is advantageous to define vector spaces dual
to those already introduced. To each site m we associate the dual vector space V∗m
with the basis
200 5 XXZ model and the KP hierarchy
Basis(V∗m) =
{
↑∗m, ↓∗m
}
(5.1.7)
where we have adopted the notations
↑∗m =
(
1 0
)
m
, ↓∗m =
(
0 1
)
m
(5.1.8)
From this, we construct the dual space of states V∗ = V∗1 ⊗ · · · ⊗ V∗M whose basis is
given by
Basis(V∗) =
〈λ| = ⊗
m∈λ
↑∗m
⊗
m6∈λ
↓∗m
 (5.1.9)
where, as before, λ = {λ1, . . . , λl} ranges over all strict partitions which satisfy
{M ≥ λ1 > · · · > λl > 0} and all lengths 0 ≤ l ≤ M are allowed. Similarly to
above, we also introduce the notations
〈⇑M | =
M⊗
m=1
↑∗m, 〈⇓M | =
M⊗
m=1
↓∗m (5.1.10)
for the dual total spin up/down states, and
〈⇑N/M | =
⊗
1≤m≤N
↑∗m
⊗
N<m≤M
↓∗m, 〈⇓N/M | =
⊗
1≤m≤N
↓∗m
⊗
N<m≤M
↑∗m (5.1.11)
for the dual partial spin up/down states. Finally, we fix an action of V∗ on V by
defining
〈λ|µ〉 = I
(
|λ〉, |µ〉
)
(5.1.12)
for all basis vectors 〈λ| ∈ V∗ and |µ〉 ∈ V. Notice that this definition is consistent
with treating 〈λ|µ〉 as a product of the matrices (5.1.2) and (5.1.8).
5.1.2 slq(2) algebra
The algebra which underpins the theory of the XXZ model is a q-deformation
of the Lie algebra sl(2). It is denoted slq(2) and generated by {σ+, σ−, σz} which
satisfy the commutation relations
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[σ+, σ−] =
qσ
z/2 − q−σz/2
q1/2 − q−1/2 , [σ
z, σ+] = 2σ+, [σz , σ−] = −2σ− (5.1.13)
By taking the limit q → 1, one recovers the commutation relations of sl(2). As in
previous chapters, we will consider M copies of slq(2), generated by {σ+1 , σ−1 , σz1}
through to {σ+M , σ−M , σzM}. In accordance with our chapter 2 conventions, we denote
these algebras by A1, . . . ,AM with a+m = σ+m, a−m = σ−m, a0m = σzm. Different copies
of slq(2) commute, giving rise to the equations
[σ+m, σ
−
n ] = δm,n
qσ
z
m/2 − q−σzm/2
q1/2 − q−1/2 , [σ
z
m, σ
+
n ] = 2δm,nσ
+
m, [σ
z
m, σ
−
n ] = −2δm,nσ−m
(5.1.14)
for all 1 ≤ m,n ≤M .
5.1.3 Representations of slq(2) algebras
It is possible to provide representations of the algebras A1, . . . ,AM by identifying
each of the generators {σ+m, σ−m, σzm} with a 2× 2 matrix. In particular, let us define
the Pauli matrices
σxm =
(
0 1
1 0
)
m
, σym =
(
0 −i
i 0
)
m
, σzm =
(
1 0
0 −1
)
m
(5.1.15)
with i =
√−1, and the spin-changing matrices
σ+m =
1
2
(σxm + iσ
y
m) =
(
0 1
0 0
)
m
, σ−m =
1
2
(σxm − iσym) =
(
0 0
1 0
)
m
(5.1.16)
where in all cases the subscriptm is used to indicate that the matrices belong to the
algebra Am. It is easy to show that the relations (5.1.14) are faithfully represented
with σzm as defined by (5.1.15) and σ
±
m as defined by (5.1.16).
By virtue of these identifications and the interpretation (5.1.2) of ↑m, ↓m we
automatically obtain actions of A1, . . . ,AM on V. For all 1 ≤ m ≤M we have
σ+m ↑m= 0, σ+m ↓m=↑m, σ−m ↑m=↓m, σ−m ↓m= 0, σzm ↑m=↑m, σzm ↓m= − ↓m
(5.1.17)
Similarly, using the interpretation (5.1.8) of ↑∗m, ↓∗m we deduce actions of A1, . . . ,AM
on V∗. For all 1 ≤ m ≤M we obtain
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↑∗m σ+m =↓∗m, ↓∗m σ+m = 0, ↑∗m σ−m = 0, ↓∗m σ−m =↑∗m, ↑∗m σzm =↑∗m, ↓∗m σzm = − ↓∗m
(5.1.18)
Notice that the actions (5.1.17) and (5.1.18) are consistent with those of the most
general context, that is, with equations (2.1.3) and (2.1.11) from chapter 2. The
correspondence is realized by setting ↑m= |12〉m, ↓m= | − 12〉m, ↑∗m= 〈12 |m, ↓∗m=
〈−12 |m.
5.1.4 Hamiltonian H
The Hamiltonian of the finite length XXZ spin-12 chain is given by
H =
M∑
m=1
(
σxmσ
x
m+1 + σ
y
mσ
y
m+1 +∆(σ
z
mσ
z
m+1 − 1)
)
(5.1.19)
where ∆ = 12(q
1/2 + q−1/2) is the anisotropy parameter of the model, and the peri-
odicity conditions σxM+1 = σ
x
1 , σ
y
M+1 = σ
y
1 , σ
z
M+1 = σ
z
1 are assumed. Alternatively,
the Hamiltonian (5.1.19) may be expressed as
H =
M∑
m=1
(
2σ+mσ
−
m+1 + 2σ
−
mσ
+
m+1 +∆(σ
z
mσ
z
m+1 − 1)
)
(5.1.20)
where we assume σ±M+1 = σ
±
1 . This is the form which corresponds with the general
Hamiltonian (2.1.18) discussed in chapter 2. Once again, we follow the quantum
inverse scattering/algebraic Bethe Ansatz procedure for finding the eigenvectors
|Ψ〉 ∈ V of H.
5.1.5 R-matrix, crossing symmetry, Yang-Baxter equation
The R-matrix corresponding to the XXZ spin-12 chain is given by
Rab(u, v) =

[u− v + γ] 0 0 0
0 [u− v] [γ] 0
0 [γ] [u− v] 0
0 0 0 [u− v + γ]

ab
(5.1.21)
where we have defined [u] = 2 sinhu. The R-matrix is an element of End(Va ⊗ Vb).
The variables u, v are rapidities associated to the vector spaces Va,Vb, and γ is the
crossing parameter, related to q via the equation q = e2γ . Recalling the conventions
of chapter 2 we identify the entries of (5.1.21) with vertices, as shown in figure 5.1.
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u
a+(u, v) = [u− v + γ]
v
u
b+(u, v) = [u− v]
v
u
c+(u, v) = [γ]
v
u
a−(u, v) = [u− v + γ]
v
u
b−(u, v) = [u− v]
v
u
c−(u, v) = [γ]
v
Figure 5.1: Six vertices associated to the XXZ R-matrix. Each entry of the R-matrix
(5.1.21) is matched with a vertex.
The entries in the R-matrix (5.1.21) are parametrized in terms of trigonometric
functions. An alternative parametrization is obtained by defining
x = e2u, y = e2v , q = e2γ (5.1.22)
Letting eu+v+γRab(u, v) = R
′
ab(x, y) under the change of variables (5.1.22), we find
R′ab(x, y) =

qx− y 0 0 0
0 q
1
2 (x− y) x 12 y 12 (q − 1) 0
0 x
1
2 y
1
2 (q − 1) q 12 (x− y) 0
0 0 0 qx− y

ab
(5.1.23)
Either of the parametrizations (5.1.21) or (5.1.23) may be used in the quantum
inverse scattering approach to the XXZ spin-12 chain. We will generally prefer to use
(5.1.21), since its matrix entries are neater. However the parametrization (5.1.23)
is necessary to produce polynomial KP τ -functions. We reconcile this problem by
performing all calculations in terms of (5.1.21), and then making the simple change
of variables (5.1.22) in those places where we discuss KP τ -functions.
Lemma 1. Define u¯ = u + γ for all rapidities u. The R-matrix has the crossing
symmetry property
Rab(u, v) = −σybRba(v, u¯)tbσyb (5.1.24)
where σyb is the second of the Pauli matrices (5.1.15) acting in Vb, and tb denotes
transposition in the space End(Vb
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Proof. We have
Rba(v, u¯)
tb =

[v − u¯+ γ] 0 0 [γ]
0 [v − u¯] 0 0
0 0 [v − u¯] 0
[γ] 0 0 [v − u¯+ γ]

ba
(5.1.25)
which leads to the equation
−σybRba(v, u¯)tbσyb =

[u¯− v] 0 0 0
0 [u¯− v − γ] [γ] 0
0 [γ] [u¯− v − γ] 0
0 0 0 [u¯− v]

ba
(5.1.26)
Finally, using the definition u¯ = u + γ and the fact that Rba(u, v) = Rab(u, v),
we prove (5.1.24). The crossing symmetry relation (5.1.24) will be essential in the
calculations of later sections.
Lemma 2. The R-matrix obeys the Yang-Baxter equation
Rab(u, v)Rac(u,w)Rbc(v,w) = Rbc(v,w)Rac(u,w)Rab(u, v) (5.1.27)
which holds in End(Va ⊗ Vb ⊗ Vc) for all u, v, w.
Proof. This is one of the most essential identities in quantum integrable models, [49].
It can be verified by direct calculation, but for simplicity we omit these details.
5.1.6 L-matrix and local intertwining equation
The L-matrix for the XXZ model depends on a single indeterminate u, and acts
in the space Va. Its entries are operators acting at themth lattice site, and identically
everywhere else. It has the form
Lam(u) =
(
[u+ γ2σ
z
m] [γ]σ
−
m
[γ]σ+m [u− γ2σzm]
)
a
(5.1.28)
where we have defined, as before, [u] = 2 sinhu. Using the definition of the R-matrix
(5.1.21) and the L-matrix (5.1.28), the local intertwining equation is given by
Rab(u, v)Lam(u)Lbm(v) = Lbm(v)Lam(u)Rab(u, v) (5.1.29)
This is 4 × 4 matrix equation, which gives rise to sixteen scalar identities. Each of
these identities may be checked by direct calculation, and by using the commutation
relations (5.1.14).
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Specializing to the spin-12 representation of {σ+m, σ−m, σzm} given by equations
(5.1.15) and (5.1.16), we find that the L-matrix (5.1.28) takes the form
Lam(u) =

[u+ γ2 ] 0 0 0
0 [u− γ2 ] [γ] 0
0 [γ] [u− γ2 ] 0
0 0 0 [u+ γ2 ]

am
= Ram(u, γ/2) (5.1.30)
from which we see that it is equal to the R-matrix Ram(u,wm) with wm =
γ
2 . In
this representation, the local intertwining equation (5.1.29) becomes
Rab(u, v)Ram(u, γ/2)Rbm(v, γ/2) = Rbm(v, γ/2)Ram(u, γ/2)Rab(u, v) (5.1.31)
which is simply a corollary of the Yang-Baxter equation (5.1.27).
5.1.7 Monodromy matrix and global intertwining equation
In the last subsection we observed that the XXZ L-matrix Lam(u) is equal to
the R-matrix Ram(u,wm) under the specialization wm =
γ
2 . Using this observation,
it is convenient to construct the monodromy matrix as an ordered product of the
R-matrices Ram(u,wm), without restricting the variables wm. That is, we define
Ta(u, {w}M ) = Ra1(u,w1) . . . RaM (u,wM ) (5.1.32)
The variables {w1, . . . , wM} are called inhomogeneities and the usual monodromy
matrix is recovered by setting wm =
γ
2 for all 1 ≤ m ≤ M . It turns out that the
inclusion of the variables {w1, . . . , wM} simplifies many later calculations. As usual,
the contribution from the space End(Va) can be exhibited explicitly by defining
Ta(u, {w}M ) =
(
A(u, {w}M ) B(u, {w}M )
C(u, {w}M ) D(u, {w}M )
)
a
(5.1.33)
where the matrix entries are all operators acting in V = V1⊗· · ·⊗VM . When writing
the monodromy matrix and its entries, it is conventional to display dependence only
on the variable associated to Va, letting Ta(u, {w}M ) = Ta(u), A(u, {w}M ) = A(u),
B(u, {w}M ) = B(u), C(u, {w}M ) = C(u), D(u, {w}M ) = D(u). The diagrammatic
version of these operators is given in figure 5.2.
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u
w1 wM
A(u, {w}M )
u
w1 wM
B(u, {w}M )
u
w1 wM
C(u, {w}M )
u
w1 wM
D(u, {w}M )
Figure 5.2: Four vertex-strings of the XXZ monodromy matrix. Each entry of
(5.1.33) is matched with a string of R-matrix vertices.
Owing to the Yang-Baxter equation (5.1.27) and the definition of the monodromy
matrix (5.1.32), we obtain the global intertwining equation
Rab(u, v)Ta(u)Tb(v) = Tb(v)Ta(u)Rab(u, v) (5.1.34)
Explicitly writing out the entries of the monodromy matrix, we find that
Rab(u, v)

A(u)A(v) A(u)B(v) B(u)A(v) B(u)B(v)
A(u)C(v) A(u)D(v) B(u)C(v) B(u)D(v)
C(u)A(v) C(u)B(v) D(u)A(v) D(u)B(v)
C(u)C(v) C(u)D(v) D(u)C(v) D(u)D(v)

ab
(5.1.35)
=

A(v)A(u) B(v)A(u) A(v)B(u) B(v)B(u)
C(v)A(u) D(v)A(u) C(v)B(u) D(v)B(u)
A(v)C(u) B(v)C(u) A(v)D(u) B(v)D(u)
C(v)C(u) D(v)C(u) C(v)D(u) D(v)D(u)

ab
Rab(u, v)
This equation contains sixteen commutation relations between the entries of the
monodromy matrix. In the forthcoming calculations we will require
B(u)B(v) = B(v)B(u) (5.1.36)
[γ]B(u)D(v) + [u− v]D(u)B(v) = [u− v + γ]B(v)D(u) (5.1.37)
C(u)C(v) = C(v)C(u) (5.1.38)
[u− v + γ]C(u)D(v) = [u− v]D(v)C(u) + [γ]C(v)D(u) (5.1.39)
D(u)D(v) = D(v)D(u) (5.1.40)
which are obtained by multiplying the matrices in (5.1.35) and equating components.
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Lemma 3. Let {u}L = {u1, . . . , uL} and {w}M = {w1, . . . , wM} be two sets of
variables, with cardinalities L,M ≥ 1. To each variable ul we associate an auxiliary
space Val , while to each variable wm we associate a quantum space Vm. Define
T
(
{u}L, {w}M
)
= TaL(uL, {w}M ) . . . Ta1(u1, {w}M ) (5.1.41)
We claim that
T
(
{u}L, {w}M
)
= (−)LMT 1(w1, {u¯}L) . . . TM (wM , {u¯}L) (5.1.42)
where for all 1 ≤ m ≤M we have defined
Tm(wm, {u¯}L) =
(
D(wm, {u¯}L) −B(wm, {u¯}L)
−C(wm, {u¯}L) A(wm, {u¯}L)
)
m
(5.1.43)
with {u¯}L = {u1 + γ, . . . , uL + γ}.
Proof. By the definition (5.1.41), we have
T
(
{u}L, {w}M
)
= (5.1.44)(
RaL1(uL, w1) . . . RaLM (uL, wM )
)
. . .
(
Ra11(u1, w1) . . . Ra1M (u1, wM )
)
Commuting R-matrices which act in different spaces leads to the equation
T
(
{u}L, {w}M
)
= (5.1.45)(
RaL1(uL, w1) . . . Ra11(u1, w1)
)
. . .
(
RaLM (uL, wM ) . . . Ra1M (u1, wM )
)
and using the crossing symmetry relation (5.1.24) on every R-matrix in (5.1.45) we
obtain
T
(
{u}L, {w}M
)
= (−)LMσy1
(
R1aL(w1, u¯L)
t1 . . . R1a1(w1, u¯1)
t1
)
σy1 (5.1.46)
× . . .×σyM
(
RMaL(wM , u¯L)
tM . . . RMa1(wM , u¯1)
tM
)
σyM
Using a standard identity of matrix transposition we may reverse the order of the
R-matrices in (5.1.46), yielding
T
(
{u}L, {w}M
)
= (−)LMσy1
(
R1a1(w1, u¯1) . . . R1aL(w1, u¯L)
)t1
σy1 (5.1.47)
× . . .×σyM
(
RMa1(wM , u¯1) . . . RMaL(wM , u¯L)
)tM
σyM
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Finally we replace each parenthesized term in (5.1.47) with its corresponding mon-
odromy matrix, which gives
T
(
{u}L, {w}M
)
= (−)LMσy1T1(w1, {u¯}L)t1σy1 . . . σyMTM (wM , {u¯}L)tMσyM (5.1.48)
Letting the monodromy matrices in (5.1.48) be written in the form
Tm(wm, {u¯}L) =
(
A(wm, {u¯}L) B(wm, {u¯}L)
C(wm, {u¯}L) D(wm, {u¯}L)
)
m
(5.1.49)
for all 1 ≤ m ≤ M and contracting on the quantum spaces V1, . . . ,VM , we recover
the result (5.1.42).
Lemma 4. The spin-up states | ⇑M〉 and 〈⇑M | are eigenvectors of the diagonal
elements of the monodromy matrix. Explicitly, we have
A(u, {w}M )| ⇑M〉 =
M∏
j=1
[u− wj + γ]| ⇑M 〉, D(u, {w}M )| ⇑M〉 =
M∏
j=1
[u− wj]| ⇑M 〉
(5.1.50)
〈⇑M |A(u, {w}M ) =
M∏
j=1
[u− wj + γ]〈⇑M |, 〈⇑M |D(u, {w}M ) =
M∏
j=1
[u− wj]〈⇑M |
(5.1.51)
In addition, the spin-down states | ⇓M〉 and 〈⇓M | are eigenvectors of the diagonal
elements of the monodromy matrix. Explicitly, we have
A(u, {w}M )| ⇓M〉 =
M∏
j=1
[u− wj]| ⇓M 〉, D(u, {w}M )| ⇓M 〉 =
M∏
j=1
[u− wj + γ]| ⇓M 〉
(5.1.52)
〈⇓M |A(u, {w}M ) =
M∏
j=1
[u− wj]〈⇓M |, 〈⇓M |D(u, {w}M ) =
M∏
j=1
[u− wj + γ]〈⇓M |
(5.1.53)
Proof. See lemma 2 in chapter 2.
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5.1.8 Recovering H from the transfer matrix
Let t(u, {w}M ) = A(u, {w}M ) + D(u, {w}M ) denote the transfer matrix of the
XXZ model. The Hamiltonian (5.1.19) is recovered via the formula
H = [γ] d
du
log t˘(u)
∣∣∣∣
u= γ
2
where t˘(u) =
t(u, {w}M )∏M
j=1[u− wj + γ]
∣∣∣∣∣
w1=···=wM= γ2
(5.1.54)
Therefore all eigenvectors of t(u, {w}M ) are also eigenvectors of H. Our attention
turns, therefore, to finding vectors |Ψ〉 ∈ V satisfying
(
A(u, {w}M ) +D(u, {w}M )
)
|Ψ〉 = τΨ(u, {w}M )|Ψ〉 (5.1.55)
for some suitable constants τΨ(u, {w}M ).
5.1.9 Bethe Ansatz for the eigenvectors
As we explained in a general setting in chapter 2, the eigenvectors of t(u, {w}M )
are given by the Ansatz
|Ψ〉 = B(v1, {w}M ) . . . B(vN , {w}M )| ⇑M〉 (5.1.56)
where we assume that N ≤M , since we annihilate the state | ⇑M 〉 when acting with
more B-operators than the number of sites in the spin chain. Similarly, we construct
eigenvectors of t(u, {w}M ) in the dual space of states via the Ansatz
〈Ψ| = 〈⇑M |C(vN , {w}M ) . . . C(v1, {w}M ) (5.1.57)
where we again restrict N ≤ M . To ensure that (5.1.56) and (5.1.57) are genuine
eigenvectors, the variables {v1, . . . , vN} are required to satisfy the Bethe equations.
Using the commutation relations (5.1.35) and the actions (5.1.50), it is possible to
show that |Ψ〉, 〈Ψ| are eigenvectors of t(u, {w}M ) if and only if
M∏
j=1
[vi − wj + γ]
[vi − wj ] =
N∏
j 6=i
[vi − vj + γ]
[vi − vj − γ] (5.1.58)
for all 1 ≤ i ≤ N .2 Later in the chapter we will find an explicit expression for the
Bethe eigenvectors (5.1.56) and (5.1.57) by expanding them in terms of the bases
(5.1.3) and (5.1.9), whereby we have
2See theorem 1 in chapter 2. Notice that for the present model
a(vi, vj) = [vi − vj + γ], α(vi, {w}M ) =
M∏
j=1
[vi − wj + γ], δ(vi, {w}M ) =
M∏
j=1
[vi − wj ] (5.1.59)
which, when substituted into (2.3.6), produce the equations (5.1.58).
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N∏
i=1
B(vi, {w}M )| ⇑M 〉 =
∑
λ|ℓ(λ)=M−N
bλ
(
{v}N , {w}M
)
|λ〉 (5.1.60)
〈⇑M |
N∏
i=1
C(vi, {w}M ) =
∑
λ|ℓ(λ)=M−N
cλ
(
{v}N , {w}M
)
〈λ| (5.1.61)
with both sums taken over all strict partitions λ of M − N integers which satisfy
{M ≥ λ1 > · · · > λM−N ≥ 1}. The focus of section 5.4 will be the calculation of
the coefficients bλ({v}N , {w}M ) and cλ({v}N , {w}M ).
5.2 Domain wall partition function
In this section we will study ZN , the domain wall partition function of the XXZ
spin-12 chain. This quantity acquires its name because it is equal to the partition
function of the six-vertex model under domain wall boundary conditions. As we
will see in sections 5.3 and 5.4, the calculation of ZN is essential for the explicit
evaluation of more complicated objects within the XXZ model, such as its scalar
product and Bethe eigenvectors.
5.2.1 Definition of ZN({v}N , {w}N)
Let {v}N = {v1, . . . , vN} and {w}N = {w1, . . . , wN} be two sets of variables.
The domain wall partition function has the algebraic definition
ZN
(
{v}N , {w}N
)
= 〈⇓N |
N∏
i=1
B(vi, {w}N )| ⇑N〉 (5.2.1)
where the ordering of the B-operators is irrelevant, since from equation (5.1.36) we
know that they commute.
The relationship of ZN ({v}N , {w}N ) to the coefficients in equation (5.1.60) is
easily exposed. Consider the Bethe eigenstate (5.1.60) in the case when M = N ,
which corresponds to acting with the same number of B-operators as the number of
sites on the spin chain. In this situation we obtain
N∏
i=1
B(vi, {w}N )| ⇑N 〉 = b∅
(
{v}N , {w}N
)
| ⇓N〉 (5.2.2)
from which we see that b∅({v}N , {w}N ) = ZN ({v}N , {w}N ). Hence the domain wall
partition function is, in some sense, the simplest non-trivial example amongst the
coefficients bλ({v}N , {w}M ).
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5.2.2 Graphical representation of partition function
Using the graphical conventions described in the previous section, the domain
wall partition function may be represented as the N ×N lattice shown in figure 5.3.
vN
v1
w1 wN
Figure 5.3: Domain wall partition function of the six-vertex model. The top row of
upward pointing arrows corresponds with the state vector | ⇑N 〉. The bottom row
of downward pointing arrows corresponds with the dual state vector 〈⇓N |. Each
horizontal lattice line corresponds to multiplication by a B-operator.
5.2.3 Conditions on ZN({v}N , {w}N)
In [60] Korepin showed that the function ZN ({v}N , {w}N ) satisfies a set of four
conditions which determine it uniquely. We reproduce these facts below, with the
following two lemmas.
Lemma 5. Let us adopt the shorthand ZN = ZN ({v}N , {w}N ). For all N ≥ 2 we
claim that
1. ZN is symmetric in the {w}N variables.
2. ZN is a trigonometric polynomial of degree N − 1 in the rapidity variable vN .
3. Setting vN = wN − γ, ZN satisfies the recursion relation
ZN
∣∣∣
vN=wN−γ
= [γ]
N−1∏
i=1
[vi −wN ][wN − wi − γ]ZN−1 (5.2.3)
where ZN−1 is the domain wall partition function on a square lattice of size N − 1.
In addition, we have the supplementary condition
4. The partition function on the 1× 1 lattice is given by Z1 = [γ].
Proof.
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1. We write the domain wall partition function in the form
ZN
(
{v}N , {w}N
)
= 〈⇑aN | ⊗ 〈⇓N |T
(
{v}N , {w}N
)
| ⇑N 〉 ⊗ | ⇓aN 〉 (5.2.4)
with T ({v}N , {w}N ) given by (5.1.41), and where we have defined the auxiliary
states
〈⇑aN | =
N⊗
i=1
↑∗ai , | ⇓aN 〉 =
N⊗
i=1
↓ai (5.2.5)
Using the expressions (5.1.42), (5.1.43) for T ({v}N , {w}N ) and contracting on the
quantum spaces V1, . . . ,VN gives
ZN
(
{v}N , {w}N
)
= 〈⇑aN |C(w1, {v¯}N ) . . . C(wN , {v¯}N )| ⇓aN 〉 (5.2.6)
The diagrammatic interpretation of the equivalence (5.2.6) is shown in figure 5.4.
vN
v1
w1 wN
=
w1
wN
v¯1 v¯N
Figure 5.4: Equivalent expressions for the domain wall partition function. The
diagram on the left represents a stacking of the operators B(vi, {w}N ). The diagram
on the right represents a stacking of the operators C(wi, {v¯}N ).
Thanks to equation (5.1.38) the C(wi, {v¯}N ) operators all commute, proving that
ZN ({v}N , {w}N ) is symmetric in {w}N .
2. By inserting the set of states
∑N
n=1 σ
+
n | ⇓N 〉〈⇓N |σ−n after the first B-operator
appearing in (5.2.1), we obtain the expansion
ZN
(
{v}N , {w}N
)
=
N∑
n=1
〈⇓N |B(vN , {w}N )σ+n | ⇓N〉〈⇓N |σ−n
N−1∏
i=1
B(vi, {w}N )| ⇑N 〉
(5.2.7)
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in which all dependence on vN appears in the first factor within the sum. Hence we
proceed to calculate 〈⇓N |B(vN , {w}N )σ+n | ⇓N 〉 for all 1 ≤ n ≤ N , as shown below.
vN
w1 wn wN
= vN
w1 wn wN
Figure 5.5: Peeling away the bottom row of the partition function. The diagram
on the left represents 〈⇓N |B(vN , {w}N )σ+n | ⇓N 〉, with the internal black arrows
being summed over all configurations. The diagram on the right represents the only
surviving configuration.
The right hand side of figure 5.5 is simply a product of vertices. Replacing each
vertex with its corresponding trigonometric weight, we conclude that
〈⇓N |B(vN , {w}N )σ+n | ⇓N 〉 =
∏
1≤i<n
[vN − wi][γ]
∏
n<i≤N
[vN − wi + γ] (5.2.8)
Substituting (5.2.8) into the expansion (5.2.7) gives
ZN
(
{v}N , {w}N
)
= (5.2.9)
[γ]
N∑
n=1
∏
1≤i<n
[vN − wi]
∏
n<i≤N
[vN − wi + γ]〈⇓N |σ−n
N−1∏
i=1
B(vi, {w}N )| ⇑N 〉
From this equation we see that every term in ZN ({v}N , {w}N ) contains a product of
exactly N−1 trigonometric functions with argument vN . Therefore ZN ({v}N , {w}N )
is a trigonometric polynomial of degree N − 1 in the variable vN .
3. We start from the expansion (5.2.9) of the domain wall partition function, and
set vN = wN−γ. This causes all terms in the summation over 1 ≤ n ≤ N to collapse
to zero except the n = N term, giving
ZN
(
{v}N , {w}N
)∣∣∣
vN=wN−γ
= [γ]
N−1∏
i=1
[wN − wi − γ]〈⇓N |σ−N
N−1∏
i=1
B(vi, {w}N )| ⇑N 〉
(5.2.10)
We then consider the graphical representation of 〈⇓N |σ−N
∏N−1
i=1 B(vi, {w}N )| ⇑N 〉,
as shown below.
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vN−1
v1
w1 wN
=
vN−1
v1
w1 wN
Figure 5.6: Peeling away the right-most column of the partition function. The
diagram on the left hand side represents 〈⇓N |σ−N
∏N−1
i=1 B(vi, {w}N )| ⇑N 〉, with the
internal black arrows being summed over all configurations. The diagram on the
right contains all surviving configurations.
The right hand side of figure 5.6 represents the (N − 1) × (N − 1) domain wall
partition function, multiplied by a column of vertices. Replacing these vertices with
their trigonometric weights, we find that
〈⇓N |σ−N
N−1∏
i=1
B(vi, {w}N )| ⇑N〉 =
N−1∏
i=1
[vi − wN ]ZN−1
(
{v}N−1, {w}N−1
)
(5.2.11)
Substituting (5.2.11) into (5.2.10) produces the required recursion relation (5.2.3).
4. Specializing the definition (5.2.1) to the case N = 1 gives
Z1(v1, w1) = 〈⇓1 |B(v1, w1)| ⇑1〉 =↑∗a1 ⊗ ↓∗1 Ra11(v1, w1) ↑1 ⊗ ↓a1= [γ] (5.2.12)
as required. Alternatively, the lattice representation of Z1 is simply the top right
vertex in figure 5.1, whose weight is equal to [γ].
Lemma 6. Let {Z˘N}N∈N denote a set of functions Z˘N ({v}N , {w}N ) which satisfy
the four conditions of the previous lemma. Then Z˘N = ZN for all N ≥ 1. In other
words, the conditions imposed on the domain wall partition function determine it
uniquely.
Proof. From condition 4 on Z˘1, Z1 we know that Z˘1 = Z1. Hence we may assume
that Z˘N−1 = ZN−1 for some N ≥ 2. Using this assumption together with condition
3 on Z˘N , ZN yields
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Z˘N
∣∣∣
vN=wN−γ
= [γ]
N−1∏
i=1
[vi − wN ][wN − wi − γ]Z˘N−1 (5.2.13)
= [γ]
N−1∏
i=1
[vi − wN ][wN − wi − γ]ZN−1 = ZN
∣∣∣
vN=wN−γ
Condition 1 on Z˘N , ZN states that both are symmetric in the variables {w}N . Using
this fact in the previous equation, we find that
Z˘N
∣∣∣
vN=wi−γ
= ZN
∣∣∣
vN=wi−γ
for all 1 ≤ i ≤ N (5.2.14)
which proves that Z˘N and ZN are equal at N distinct values of vN . By condition 2,
both functions are trigonometric polynomials of degree N−1 in vN , so their equality
at N points implies Z˘N = ZN everywhere. This completes the proof by induction.
5.2.4 Determinant expression for ZN
In [48] Izergin found a function which satisfies the four conditions of the previous
subsection, and is therefore equal to the domain wall partition function. We present
this formula below.
Lemma 7. For all N ≥ 1 we define
Z˘N
(
{v}N , {w}N
)
=
N∏
i,j=1
[vi − wj + γ][vi − wj ]∏
1≤i<j≤N
[vi − vj ][wj − wi]
det
(
[γ]
[vi − wj + γ][vi −wj ]
)
1≤i,j≤N
=
det
[γ] N∏
k 6=i
[vk − wj + γ][vk − wj]

1≤i,j≤N∏
1≤i<j≤N
[vi − vj ][wj − wi]
(5.2.15)
The functions {Z˘N}N∈N satisfy the four conditions of lemma 5. Equivalently, the
domain wall partition function ZN is equal to the right hand side of (5.2.15).
Proof.
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1. Permuting wm ↔ wn in det
(
[γ]
∏N
k 6=i[vk − wj + γ][vk − wj]
)
1≤i,j≤N
swaps two
columns of the determinant, which introduces a minus sign into the numerator of
(5.2.15). Similarly, permuting wm ↔ wn in
∏
1≤i<j≤N [wj − wi] introduces a minus
sign into the denominator of (5.2.15). These minus signs cancel, leaving Z˘N invariant
under permutations of the {w}N variables.
2. The numerator of (5.2.15) is a trigonometric polynomial of degree 2N − 2 in vN ,
with zeros at the points vN = vn for all 1 ≤ n ≤ N − 1, since such a substitution
would render two rows of the determinant equal. The denominator of (5.2.15) is
a trigonometric polynomial of degree N − 1 in vN , with zeros at the same points.
Cancelling these common zeros, Z˘N is a trigonometric polynomial of degree N − 1
in vN .
3. Expanding the determinant in Z˘N along its N
th row, we find
Z˘N
(
{v}N , {w}N
)
=
N∑
j=1
Z˘N−1
(
{v}N−1, {w1, . . . , ŵj , . . . , wN}
)
(5.2.16)
×
[γ]
N−1∏
k=1
[vk − wj + γ][vk − wj ]
N∏
k 6=j
[vN − wk + γ][vN − wk]
N−1∏
k=1
[vk − vN ]
N∏
k 6=j
[wj − wk]
where ŵj denotes the omission of that variable. Setting vN = wN − γ in the above
expression, all terms in the summation over 1 ≤ j ≤ N vanish except the j = N
term, and we obtain
Z˘N
∣∣∣
vN=wN−γ
= [γ]
N−1∏
k=1
[wN − wk − γ][vk − wN ]Z˘N−1
(
{v}N−1, {w}N−1
)
(5.2.17)
which is the desired recursion relation.
4. From the definition (5.2.15) it is clear that Z˘1 = [γ].
5.2.5 Partition function as a power-sum specialized KP τ-function
In this subsection we reproduce the main result of [40] where it was shown
that, after a normalization and trivial change of variables, the domain wall partition
function is a power-sum specialization of a KP τ -function. We start by defining the
function Z ′N as follows
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Z ′N
(
{y}N , {z}N
)
= eN
2γ
N∏
i=1
e(N−1)(vi−wi)ZN
(
{v}N , {w}N
)
(5.2.18)
where we have made the change of variables e2vi = yi, e
−2wi = −zi, e2γ = q. In
contrast to ZN , which is a trigonometric function, Z
′
N is a genuine polynomial in
its variables {y}N and {z}N . Applying the normalization (5.2.18) to (5.2.15) and
performing the prescribed change of variables, we obtain the explicit formula
Z ′N
(
{y}N , {z}N
)
=
(q − 1)N det
 N∏
k 6=j
(1 + qyizk)(1 + yizk)

1≤i,j≤N∏
1≤i<j≤N
(yi − yj)(zj − zi)
(5.2.19)
In order to progress further, we need to define the elementary symmetric functions
em{x} in the set of variables {x} = {x1, . . . , xN}. Following section 2 of chapter I
in [65], they are given by
em{x} = Coeffzm
[
N∏
i=1
(1 + xiz)
]
(5.2.20)
Using the definition (5.2.20) of the elementary symmetric functions, the entries of
the determinant (5.2.19) can be expanded to produce the equation
Z ′N
(
{y}N , {z}N
)
=
(q − 1)N det
(
2N−1∑
k=1
yk−1i ek−1{qẑj} ∪ {ẑj}
)
1≤i,j≤N∏
1≤i<j≤N
(yi − yj)(zj − zi)
(5.2.21)
where {qẑj} ∪ {ẑj} denotes the set of 2N variables {qz1, . . . , qzN , z1, . . . , zN} with
the omission of the pair {qzj , zj}. The determinant in (5.2.21) can be manipulated
further using the Cauchy-Binet identity, which we state below.
Lemma 8. Fix two positive integers M ≥ N ≥ 1. Let A be an arbitrary N ×M
matrix with entries (A)i,j = Ai,j, and B an arbitrary M × N matrix with entries
(B)i,j = Bi,j. The Cauchy-Binet identity states that
det
(
M∑
k=1
Ai,kBk,j
)
1≤i,j≤N
=
∑
M≥k1>···>kN≥1
det
(
Ai,kj
)
1≤i,j≤N
det
(
Bki,j
)
1≤i,j≤N
(5.2.22)
where the sum is taken over all strict partitions satisfying {M ≥ k1 > · · · > kN ≥ 1}.
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Proof. See section 2 of chapter I in [43].
Applying the Cauchy-Binet identity (5.2.22) to the determinant (5.2.21) gives
Z ′N
(
{y}N , {z}N
)
=
(q − 1)N∏
1≤i<j≤N
(yi − yj)(zj − zi)
× (5.2.23)
∑
2N−1≥k1>···>kN≥1
det
(
y
kj−1
i
)
1≤i,j≤N
det
(
eki−1{qẑj} ∪ {ẑj}
)
1≤i,j≤N
We perform a change in summation variables, writing ki − 1 = µi − i + N for all
1 ≤ i ≤ N . Making this substitution in (5.2.23) yields
Z ′N
(
{y}N , {z}N
)
=
(q − 1)N∏
1≤i<j≤N
(yi − yj)(zj − zi)
× (5.2.24)
∑
µ⊆[N,N−1]
det
(
y
µj−j+N
i
)
1≤i,j≤N
det
(
eµi−i+N{qẑj} ∪ {ẑj}
)
1≤i,j≤N
where the sum is over all partitions µ whose Young diagrams are contained in the
rectangle N × (N − 1). By virtue of the Jacobi-Trudi identity (3.3.14), the first
determinant in (5.2.24) matches the numerator of a Schur function. Hence we are
able to write
Z ′N
(
{y}N , {z}N
)
=
∑
µ⊆[N,N−1]
sµ{y}ζµ({z}, q) (5.2.25)
where we have defined the functions3
ζµ({z}, q) =
(q − 1)N det
(
eµi−i+N{qẑj} ∪ {ẑj}
)
1≤i,j≤N∏
1≤i<j≤N
(zj − zi)
(5.2.26)
We have thus shown that Z ′N is equal to
τPF{t} =
∑
µ⊆[N,N−1]
χµ{t}ζµ({z}, q) (5.2.27)
under the power-sum specialization tn =
1
n
∑N
i=1 y
n
i for all n ≥ 1. In the next
subsection we show that the polynomial τPF{t} is a KP τ -function, by writing it as
an expectation value of charged fermions.
3The coefficients ζµ({z}, q) allow an even simpler expression than (5.2.26) by cancelling the
Vandermonde factor in the denominator, as was done in [63].
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5.2.6 τPF{t} as an expectation value of charged fermions
Our aim is to transform the right hand side of (5.2.27) to the fermionic form
(1.2.14) of a KP τ -function. To achieve this, we follow the procedure of subsection
3.2.11. For all integers i ≥ −N and 1 ≤ j ≤ N we define
ci,j =

ei+N{qẑj} ∪ {ẑj}, −N ≤ i < N − 1
0, i ≥ N − 1
(5.2.28)
where ei+N{qẑj} ∪ {ẑj} is an elementary symmetric function (5.2.20) in the vari-
ables {qz1, . . . , qzN , z1, . . . , zN} with {qzj , zj} omitted. Using this expression, for all
ordered sets of integers {m} = {m1 > · · · > mN ≥ −N} we define the coefficients
c{m}
(
{z}, q
)
=
(q − 1)N∏
1≤i<j≤N
(zj − zi)
det
(
cmi,j
)
1≤i,j≤N
(5.2.29)
Since ci,j = 0 if i ≥ N − 1, the coefficient c{m}({z}, q) vanishes if m1 ≥ N − 1.
Letting µ be the partition formed by setting µi = mi + i for all 1 ≤ i ≤ N , we
conclude that
c{m}
(
{z}, q
)
=

ζµ({z}, q), µ ⊆ [N,N − 1]
0, µ 6⊆ [N,N − 1]
(5.2.30)
where ζµ({z}, q) denotes the function (5.2.26). This enables us to write (5.2.27) in
the form
τPF{t} = 〈0|eH{t}
∑
card{m}=N
c{m}
(
{z}, q
)
ψm1 . . . ψmN | −N〉 (5.2.31)
where the sum is over all sets of integers {m} = {m1 > · · · > mN ≥ −N}, with the
identification |µ) = ψm1 . . . ψmN | − N〉. Expanding in the basis (1.1.9) of F (0)ψ , we
have
∑
card{m}=N
c{m}
(
{z}, q
)
ψm1 . . .ψmN | −N〉 = ζ∅|0〉 +
N−1∑
m=1
N∑
n=1
(−)n−1ζ{m,1n−1}ψm−1ψ∗−n|0〉 + g(1)ψ |0〉
(5.2.32)
where we have abbreviated ζµ({z}, q) = ζµ for all partitions µ, and where all mono-
mials within g
(1)
ψ ∈ Cl(0)ψ consist of at least two positive and two negative fermions.
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Up to an overall constant, the coefficients (5.2.29) are determinants. Therefore
they satisfy the Plu¨cker relations (1.3.40) automatically, and the right hand side of
(5.2.32) must obey the charged fermion bilinear identity (1.2.15). Hence we may
follow the procedure used to prove lemma 10 in chapter 1 to obtain
∑
card{m}=N
c{m}
(
{z}, q
)
ψm1 . . . ψmN | −N〉 = ζ∅ exp
(
N−1∑
m=1
N∑
n=1
(−)n−1 ζ{m,1n−1}
ζ∅
ψm−1ψ
∗
−n
)
|0〉
(5.2.33)
Substituting (5.2.33) into (5.2.31), we arrive at the equation
τPF{t} = ζ∅〈0|eH{t} exp
(
N−1∑
m=1
N∑
n=1
(−)n−1 ζ{m,1n−1}
ζ∅
ψm−1ψ∗−n
)
|0〉 (5.2.34)
which expresses τPF{t} in the canonical form of a KP τ -function. The fermionic
expression (5.2.34) was originally derived in [40], using a relatively complicated
inductive argument. The preceding derivation is simpler in that it only requires
lemma 10 of chapter 1.
5.3 Scalar products
In this section we define and calculate a sequence of intermediate scalar products
Sn, which interpolate between the domain wall partition function and the full scalar
product. The domain wall partition function corresponds to the case n = 0, whereas
the full scalar product is given by the case n = N . These functions were originally
studied in [59], using Drinfel’d twists in the algebraic Bethe Ansatz setting [68]. Our
approach is more elementary, and inspired by the Izergin-Korepin procedure for eval-
uating the domain wall partition function. The results of this section subsequently
appeared in [89].
5.3.1 Definition of Sn({u}n, {v}N , {w}M)
Let {u}n = {u1, . . . , un}, {v}N = {v1, . . . , vN}, {w}M = {w1, . . . , wM} be three
sets of variables whose cardinalities satisfy 0 ≤ n ≤ N and 1 ≤ N ≤M . We proceed
to introduce functions Sn({u}n, {v}N , {w}M ) for all 0 ≤ n ≤ N . In the case n = 0
we define
S0
(
{v}N , {w}M
)
= 〈⇓N/M |
N∏
j=1
B(vj, {w}M )| ⇑M〉 (5.3.1)
where, for conciseness, we have suppressed dependence on the set {u}0 = ∅. As we
will soon show, up to an overall normalization the scalar product S0 is equal to the
domain wall partition function ZN . Next, for all 1 ≤ n ≤ N − 1 we define
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Sn
(
{u}n, {v}N , {w}M
)
= 〈⇓
N˜/M
|
n∏
i=1
C(ui, {w}M )
N∏
j=1
B(vj, {w}M )| ⇑M〉 (5.3.2)
where we have adopted the notation N˜ = N −n, which is used frequently hereafter.
Finally, for n = N we define
SN
(
{u}N , {v}N , {w}M
)
= 〈⇑M |
N∏
i=1
C(ui, {w}M )
N∏
j=1
B(vj, {w}M )| ⇑M〉 (5.3.3)
which represents the usual scalar product. In all cases (5.3.1)–(5.3.3) we shall assume
that the parameters {v}N obey the Bethe equations (5.1.58), while the remaining
variables {u}n are considered free. Accordingly, we name these objects Bethe scalar
products. It turns out that {Sn}0≤n≤N are related by a simple recursion. Hence
they provide a convenient way of calculating SN , starting from Izergin’s determinant
formula (5.2.15) for ZN .
5.3.2 Graphical representation of scalar products
We now provide lattice representations of the Bethe scalar products {Sn}0≤n≤N .
As in the case of the domain wall partition function, these lattices simplify the
calculation of the functions themselves.
v
N
1
w1 N N + 1 M
Figure 5.7: Lattice representation of S0. The top row of arrows corresponds with
the state | ⇑M 〉, while the bottom row of arrows corresponds with the dual state
〈⇓N/M |. Each horizontal lattice line represents a B-operator B(vj, {w}M ).
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u
n
1
v
N
1
w1 N˜ N˜ + 1 M
Figure 5.8: Lattice representation of Sn. The top row of arrows corresponds with
the state | ⇑M〉, while the bottom row of arrows corresponds with the dual state
〈⇓
N˜/M
|. The highest N horizontal lines represent B-operators B(vj , {w}M ), while
the lowest n horizontal lines represent C-operators C(ui, {w}M ).
u
N
1
v
N
1
w1 M
Figure 5.9: Lattice representation of SN . The top row of arrows corresponds with
the state | ⇑M〉, while the bottom row of arrows corresponds with the dual state
〈⇑M |. The highest N horizontal lines represent B-operators B(vj , {w}M ), while the
lowest N horizontal lines represent C-operators C(ui, {w}M ).
5.3.3 Conditions on Sn({u}n, {v}N , {w}M)
Progressing in the same manner as the previous section, we will show that the
Bethe scalar products Sn({u}n, {v}N , {w}M ) satisfy a set of properties which deter-
mine them uniquely.
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Lemma 9. Let us adopt the usual shorthand Sn = Sn({u}n, {v}N , {w}M ). For all
1 ≤ n ≤ N we claim that
1. Sn is symmetric in the variables {wN˜+1, . . . , wM}.
2. Sn is a trigonometric polynomial of degree M − 1 in un, with zeros occurring at
the points un = wi − γ, for all 1 ≤ i ≤ N˜ .
3. Setting un = wN˜+1, Sn satisfies the recursion relation
Sn
∣∣∣
un=wN˜+1
=
M∏
i=1
[wN˜+1 − wi + γ]Sn−1 (5.3.4)
where Sn−1 denotes the Bethe scalar product Sn−1({u}n−1, {v}N , {w}M ).
In addition, we have the supplementary condition
4. S0 and ZN are related via the equation
S0
(
{v}N , {w}M
)
=
N∏
i=1
M∏
j=N+1
[vi − wj ]ZN
(
{v}N , {w}N
)
(5.3.5)
where we have defined {w}N = {w1, . . . , wN}.
Proof.
1. We introduce the auxiliary state vectors
〈⇑aN | =
N⊗
i=1
↑∗ai , 〈⇓bn | =
n⊗
i=1
↓∗bi , | ⇓aN 〉 =
N⊗
i=1
↓ai , | ⇑bn〉 =
n⊗
i=1
↑bi (5.3.6)
which allow us to write
Sn
(
{u}n, {v}N , {w}M
)
= (5.3.7)
〈⇓N˜/M | ⊗ 〈⇑aN | ⊗ 〈⇓bn |T
(
{v}N ∪ {u}n, {w}M
)
| ⇑bn〉 ⊗ | ⇓aN 〉 ⊗ | ⇑M 〉
where we have defined
T
(
{v}N ∪ {u}n, {w}M
)
= (5.3.8)
Tbn(un, {w}M ) . . . Tb1(u1, {w}M )TaN (vN , {w}M ) . . . Ta1(v1, {w}M )
By application of lemma 3 we thus obtain
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T
(
{v}N ∪ {u}n, {w}M
)
= (−)MN˜T 1(w1, {v¯}N ∪ {u¯}n) . . . TM (wM , {v¯}N ∪ {u¯}n)
where for all 1 ≤ i ≤M we have set
T i(wi, {v¯}N ∪ {u¯}n) =
(
D(wi, {v¯}N ∪ {u¯}n) −B(wi, {v¯}N ∪ {u¯}n)
−C(wi, {v¯}N ∪ {u¯}n) A(wi, {v¯}N ∪ {u¯}n)
)
i
(5.3.9)
with {v¯}N ∪{u¯}n = {v1+ γ, . . . , vN + γ, u1+ γ, . . . , un+ γ}. Finally, contracting on
the quantum spaces V1, . . . ,VM gives
Sn
(
{u}n, {v}N , {w}M
)
= (−)(M+1)N˜× (5.3.10)
〈⇑aN | ⊗ 〈⇓bn |
N˜∏
i=1
C(wi, {v¯}N ∪ {u¯}n)
M∏
j=N˜+1
D(wj, {v¯}N ∪ {u¯}n)| ⇑bn〉 ⊗ | ⇓aN 〉
The diagrammatic interpretation of (5.3.10) is shown in figure 5.10.
w
1
N˜
N˜ + 1
M
v¯1 v¯N u¯1 u¯n
Figure 5.10: Alternative graphical representation of Sn. Neglecting an overall minus
sign, Sn is equal to this lattice, which is essentially a rotation of figure 5.8. The top
row of arrows represents the state | ⇓aN 〉 ⊗ | ⇑bn〉, while the bottom row of arrows
represents the dual state 〈⇑aN | ⊗ 〈⇓bn |. The lowest N˜ horizontal lines represent
C-operators, with the remaining lines representing D-operators.
By virtue of (5.1.40) the D-operators in (5.3.10) commute, proving that Sn is sym-
metric in the variables {wN˜+1, . . . , wM}.
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2. Inserting the set of states
∑
m>N˜ σ
−
m| ⇓N˜/M 〉〈⇓N˜/M |σ+m after the first C-operator
appearing in (5.3.2), we obtain the expansion
Sn
(
{u}n, {v}N , {w}M
)
=
∑
m>N˜
〈⇓
N˜/M
|C(un, {w}M )σ−m| ⇓N˜/M 〉 (5.3.11)
×〈⇓N˜/M |σ+m
n−1∏
i=1
C(ui, {w}M )
N∏
j=1
B(vj , {w}M )| ⇑M 〉
in which all dependence on un appears in the first factor of the sum. We therefore
wish to calculate 〈⇓
N˜/M
|C(un, {w}M )σ−m| ⇓N˜/M 〉 for all N˜ < m ≤M , and do so by
identifying it with the string of vertices shown below.
un
1 N˜ N˜ + 1 m M w
= un
1 N˜ N˜ + 1 m M w
Figure 5.11: Peeling away the bottom row of Sn. The upper diagram represents
〈⇓N˜/M |C(un, {w}M )σ−m| ⇓N˜/M 〉, with the internal black arrows being summed over
all configurations. The lower diagram represents the only surviving configuration.
Replacing each vertex in figure 5.11 with its corresponding trigonometric weight, we
find that
〈⇓N˜/M |C(un, {w}M )σ−m| ⇓N˜/M 〉 =
N˜∏
i=1
[un − wi + γ]
∏
N˜<i<m
[un − wi][γ]
∏
m<i≤M
[un − wi + γ]
(5.3.12)
Substituting (5.3.12) into the expansion (5.3.11) gives
Sn = [γ]
N˜∏
i=1
[un − wi + γ]
∑
m>N˜
∏
N˜<i<m
[un − wi]
∏
m<i≤M
[un −wi + γ] (5.3.13)
×〈⇓N˜/M |σ+m
n−1∏
i=1
C(ui, {w}M )
N∏
j=1
B(vj , {w}M )| ⇑M 〉
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From the last expression it is apparent that Sn is a trigonometric polynomial of
degree M − 1 in un. Furthermore, N˜ of the zeros of this polynomial are contained
in the factor
∏N˜
i=1[un − wi + γ].
3. Setting un = wN˜+1 in equation (5.3.13), all terms in the sum collapse to zero
except the term corresponding to m = N˜ + 1, and we obtain
Sn
∣∣∣
un=wN˜+1
=
M∏
i=1
[wN˜+1 − wi + γ]〈⇓N˜+1/M |
n−1∏
i=1
C(ui, {w}M )
N∏
j=1
B(vj, {w}M )| ⇑M〉
=
M∏
i=1
[wN˜+1 − wi + γ]Sn−1
(
{u}n−1, {v}N , {w}M
)
(5.3.14)
where we have performed the trivial rearrangements [γ] = [w
N˜+1
− w
N˜+1
+ γ] and
〈⇓
N˜/M
|σ+
N˜+1
= 〈⇓
N˜+1/M
| to produce the first line of (5.3.14), while the second line
follows directly from the definition of Sn−1. Hence we have proved the recursion
relation (5.3.4). The diagrammatic interpretation of this identity is given below.
u
n
1
v
N
1
w1 N˜ N˜ + 1 M
Figure 5.12: Freezing the last row of the Sn lattice. In general, the vertex at the
intersection of the un and wN˜+1 lines can be of type b−(un, wN˜+1) or c−(un, wN˜+1).
Setting un = wN˜+1 causes all configurations with a b−(un, wN˜+1) vertex to vanish,
and we are left with a frozen row of vertices as shown. This row of vertices produces
the prefactor in (5.3.4), whilst the remainder of the lattice represents Sn−1.
4. From the definition of the state vectors (5.3.6) we obtain
S0
(
{v}N , {w}M
)
= 〈⇓N/M | ⊗ 〈⇑aN |T
(
{v}N , {w}M
)
| ⇓aN 〉 ⊗ | ⇑M 〉 (5.3.15)
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with T ({v}N , {w}M ) given by (5.1.41). Using lemma 3 and contracting on the
quantum spaces V1, . . . ,VM gives
S0
(
{v}N , {w}M
)
= (−)(M+1)N 〈⇑aN |
N∏
i=1
C(wi, {v¯}N )
M∏
j=N+1
D(wj , {v¯}N )| ⇓aN 〉
(5.3.16)
Now since | ⇓aN 〉 is an eigenvector of the D-operators, as can be seen from equation
(5.1.52), we have
S0
(
{v}N , {w}M
)
= (−)(M+1)N
N∏
i=1
M∏
j=N+1
[wj − v¯i + γ]〈⇑aN |
N∏
i=1
C(wi, {v¯}N )| ⇓aN 〉
(5.3.17)
or equivalently, substituting v¯i = vi+γ for all 1 ≤ i ≤ N into the previous equation,
S0
(
{v}N , {w}M
)
=
N∏
i=1
M∏
j=N+1
[vi − wj]〈⇑aN |
N∏
i=1
C(wi, {v¯}N )| ⇓aN 〉 (5.3.18)
Comparing with the alternative expression (5.2.6) for the domain wall partition
function, equation (5.3.18) completes the proof of (5.3.5). A graphical version of
this identity is given below.
v
N
1
1 N N + 1 M w
Figure 5.13: Equivalence between S0 and ZN . The final M −N columns of the S0
lattice must assume the configuration shown. All other configurations vanish. The
block of vertices thus obtained corresponds with the prefactor in (5.3.5), whilst the
remainder of the lattice represents ZN .
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5.3.4 Determinant expression for Sn({u}n, {v}N , {w}M)
Lemma 10. Let us define the functions
fi(w) =
[γ]
[vi − w]
N∏
k 6=i
[vk − w + γ] (5.3.19)
gi(u) =
[γ]
[vi − u]
 N∏
k 6=i
[vk − u+ γ]
M∏
k=1
[u− wk + γ]−
N∏
k 6=i
[vk − u− γ]
M∏
k=1
[u− wk]

(5.3.20)
Using these definitions, we construct the N ×N matrix
Mn
(
{u}n, {v}N , {w}M
)
=
 f1(w1) · · · f1(wN˜ ) g1(un) · · · g1(u1)... ... ... ...
fN (w1) · · · fN (wN˜ ) gN (un) · · · gN (u1)

(5.3.21)
Assuming that the parameters {v}N satisfy the Bethe equations (5.1.58), we have
Sn =
N∏
i=1
M∏
j=1
[vi − wj ] detMn
(
{u}n, {v}N , {w}M
)
n∏
i=1
N˜∏
j=1
[ui − wj ]
∏
1≤i<j≤n
[ui − uj]
∏
1≤i<j≤N
[vi − vj]
∏
1≤i<j≤N˜
[wj − wi]
(5.3.22)
The expression (5.3.22) for the intermediate Bethe scalar product Sn originally ap-
peared in appendix C of [59].
Proof. Firstly, one must show that Sn is uniquely determined by the set of conditions
in lemma 9. This is accomplished using similar arguments to those presented in
lemma 6, and we shall assume this fact a priori. Hence it will be sufficient to show
that the expression (5.3.22) satisfies the list of properties given in lemma 9.
1. All dependence of (5.3.22) on the variables {wN˜+1, . . . , wM} occurs in the factor∏N
i=1
∏M
j=1[vi − wj ] and in the functions gi(uj) in the determinant. Clearly, these
terms are invariant under the permutation wi ↔ wj for all i 6= j. Hence the
expression (5.3.22) is symmetric in {wN˜+1, . . . , wM}.
2. Consider the expression (5.3.20) for gi(un). Since the variables {v}N satisfy the
Bethe equations (5.1.58), the numerator of gi(un) vanishes in the limit un → vi. It
follows that the pole in (5.3.20) is removable, and therefore gi(un) is a trigonometric
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polynomial of degree M + N − 2 in un. Using this fact, we see that (5.3.22) is a
quotient of trigonometric polynomials in un. The polynomial in the numerator has
degree M + N − 2, while the polynomial in the denominator has degree N − 1.
We must show that every zero in the denominator is cancelled by a zero in the
numerator.
Setting un = uj for 1 ≤ j ≤ n − 1 causes two columns of the determinant to
become equal, producing n − 1 zeros in the numerator which cancel n − 1 of the
zeros in the denominator. Furthermore since
gi(wj) =
[γ]
[vi − wj]
N∏
k 6=i
[vk − wj + γ]
M∏
k=1
[wj − wk + γ] =
M∏
k=1
[wj − wk + γ]fi(wj)
(5.3.23)
it follows that by setting un = wj for 1 ≤ j ≤ N˜ , two columns of the determinant
are equal up to a multiplicative factor, producing N˜ zeros in the numerator which
cancel N˜ of the zeros in the denominator. This proves that the expression (5.3.22)
is a trigonometric polynomial of degree M − 1 in un.
Finally, since
gi(wj − γ) = −[γ]
[vi − wj + γ]
N∏
k 6=i
[vk − wj]
M∏
k=1
[wj − wk − γ]
= −
M∏
k=1
[wj − wk − γ]
N∏
k=1
[vk − wj]
[vk − wj + γ]fi(wj) (5.3.24)
we see that by setting un = wj−γ for all 1 ≤ j ≤ N˜ , two columns of the determinant
are equal up to a multiplicative factor, producing the N˜ zeros which (5.3.22) requires
in order to satisfy property 2.
3. Using equation (5.3.23) and the definition of the matrix (5.3.21), it is clear that
detMn
(
{u}n, {v}N , {w}M
)∣∣∣
un=wN˜+1
=
M∏
k=1
[wN˜+1 − wk + γ] (5.3.25)
× detMn−1
(
{u}n−1, {v}N , {w}M
)
Furthermore, we notice the trivial product identity
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 n∏
i=1
N˜∏
j=1
[ui − wj ]
∏
1≤i<j≤n
[ui − uj]
∏
1≤i<j≤N˜
[wj − wi]
∣∣∣∣∣∣
un=wN˜+1
= (5.3.26)
n−1∏
i=1
N˜+1∏
j=1
[ui − wj]
∏
1≤i<j≤n−1
[ui − uj]
∏
1≤i<j≤N˜+1
[wj − wi]
Combining the results (5.3.25) and (5.3.26), we find that the expression (5.3.22)
satisfies the recursion relation (5.3.4).
4. Taking the n = 0 case of (5.3.22) yields
S0
(
{v}N , {w}M
)
=
N∏
i=1
M∏
j=1
[vi − wj] detM0∏
1≤i<j≤N
[vi − vj ][wj − wi]
(5.3.27)
with the matrix M0 given by
M0 =

[γ]
[v1−w1]
∏
k 6=1[vk − w1 + γ] · · · [γ][v1−wN ]
∏
k 6=1[vk −wN + γ]
...
...
[γ]
[vN−w1]
∏
k 6=N [vk − w1 + γ] · · · [γ][vN−wN ]
∏
k 6=N [vk − wN + γ]

(5.3.28)
Comparing (5.3.27) with the determinant expression (5.2.15) for the domain wall
partition function, we see that S0 =
∏N
i=1
∏M
j=N+1[vi − wj]ZN , as required.
5.3.5 Evaluation of SN({u}N , {v}N , {w}M)
Let us now consider the n = N case of equation (5.3.22) in more detail. For
purely aesthetic purposes, we simultaneously reverse the order of the columns in the
matrix MN and the order of the variables in the Vandermonde
∏
1≤i<j≤N [ui − uj].
We also take the transpose of the matrix MN . The formula (5.3.22) is invariant
under these transformations, and we obtain
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SN
(
{u}N , {v}N , {w}M
)
=
[γ]N
N∏
i=1
M∏
j=1
[vi − wj]∏
1≤i<j≤N
[uj − ui][vi − vj]
× (5.3.29)
det

N∏
k 6=j
[vk − ui − γ]
M∏
k=1
[ui − wk]−
N∏
k 6=j
[vk − ui + γ]
M∏
k=1
[ui − wk + γ]
[ui − vj ]

1≤i,j≤N
The expression (5.3.29) for the Bethe scalar product was first proved by Slavnov
in [81]. The original proof required a recursion relation between scalar products
of dimension N and N − 1, which can be found in section 3, chapter IX of [61].
Although this earlier proof applies universally to quantum models with the R-matrix
(5.1.21), it seems less transparent than the simple Izergin-Korepin proof which we
have proposed in the context of the XXZ spin-12 chain.
5.3.6 Scalar product as a power-sum specialized KP τ-function
In this subsection we consider the Bethe scalar product S′N , which arises from a
normalization and change of variables applied to SN . We will show that, by virtue of
its determinant form, S′N is a specialization of a polynomial KP τ -function [41]. As in
the case of the domain wall partition function Z ′N , this specialization is achieved by
setting the τ -function time variables to power sums of rapidities. The procedure we
follow is fairly unremarkable, and requires only elementary determinant operations.
However the result itself is certainly interesting, since it provides a link between
solutions of a quantum model (Bethe eigenvectors of the XXZ spin-12 chain) and
solutions of a classical hierarchy (KP τ -functions).
Letting SN ({u}N , {v}N , {w}M ) denote the full Bethe scalar product, we define
S′N
(
{x}N , {y}N , {z}M
)
= eN
2γ
N∏
i=1
e(M−1)(vi−ui)
M∏
j=1
e2NwjSN
(
{u}N , {v}N , {w}M
)
(5.3.30)
where we have set e−2ui = xi, e2vi = yi, e2wi = zi, e2γ = q. Applying this change
of variables to (5.3.29) and extracting a factor of (−)N−1 from each row of the
determinant leads to the explicit formula
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S′N
(
{x}N , {y}N , {z}M
)
=
(q − 1)N
N∏
i=1
M∏
j=1
(yi − zj)∏
1≤i<j≤N
(xi − xj)(yi − yj)
× (5.3.31)
det

qN−1
N∏
k 6=j
(
1− xi yk
q
) M∏
k=1
(1− xizk)− qM2
N∏
k 6=j
(1− qxiyk)
M∏
k=1
(
1− xi zk
q
)
1− xiyj

1≤i,j≤N
Expanding the numerator of the determinant in (5.3.31) in terms of elementary
symmetric functions (5.2.20), we obtain the equivalent expression
S′N
(
{x}N , {y}N , {z}M
)
=
(q − 1)N
N∏
i=1
M∏
j=1
(yi − zj)∏
1≤i<j≤N
(xi − xj)(yi − yj)
× (5.3.32)
det

M+N−1∑
k=0
(−xi)k
[
qN−1ek
{ ŷj
q
}
∪ {z} − qM2 ek{qŷj} ∪
{z
q
}]
1− xiyj

1≤i,j≤N
From here, we wish to remove the pole within the determinant in (5.3.32). This
is done using the fact that the rapidities {v}N obey the Bethe equations (5.1.58).
Employing the change of variables e2vi = yi, e
2wi = zi, e
2γ = q in (5.1.58), the Bethe
equations take the form
βi = q
N−1
N∏
j 6=i
(
1− yj
qyi
) M∏
j=1
(
1− zj
yi
)
− qM2
N∏
j 6=i
(
1− qyj
yi
) M∏
j=1
(
1− zj
qyi
)
= 0
(5.3.33)
or in terms of elementary symmetric functions
βi =
M+N−1∑
k=0
(−yi)−k
[
qN−1ek
{ ŷi
q
}
∪ {z} − qM2 ek{qŷi} ∪
{z
q
}]
= 0 (5.3.34)
where we have denoted the left hand side of (5.3.33) and (5.3.34) by βi, since these
equations correspond with the ith Bethe equation. Using (5.3.34), we see that the
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numerator of the determinant (5.3.32) collapses to zero when xi = 1/yj . Hence we
may remove the pole in this determinant, yielding4
S′N
(
{x}N , {y}N , {z}M
)
=
(q − 1)N
N∏
i=1
M∏
j=1
(yi − zj)∏
1≤i<j≤N
(xi − xj)(yi − yj)
× (5.3.35)
det
(
M+N−2∑
k=0
xki y
k
j
k∑
l=0
(−yj)−l
[
qN−1el
{ ŷj
q
}
∪ {z} − qM2 el{qŷj} ∪
{z
q
}])
1≤i,j≤N
or more succinctly
S′N
(
{x}N , {y}N , {z}M
)
=
(q − 1)N
N∏
i=1
M∏
j=1
(yi − zj)∏
1≤i<j≤N
(xi − xj)(yi − yj)
det
(
M+N−2∑
k=0
xki
[
ykj βj
]
+
)
1≤i,j≤N
(5.3.36)
where [ykj βj ]+ denotes all terms in y
k
j βj which have non-negative degree in yj. Now
we may follow the procedure of subsection 5.2.5 to bring (5.3.36) towards the form
of a KP τ -function. Applying the Cauchy-Binet identity (5.2.22) to the determinant
in (5.3.36), we obtain
S′N
(
{x}N , {y}N , {z}M
)
=
(q − 1)N
N∏
i=1
M∏
j=1
(yi − zj)∏
1≤i<j≤N
(xi − xj)(yi − yj)
× (5.3.37)
∑
M+N−1≥k1>···>kN≥1
det
(
x
kj−1
i
)
1≤i,j≤N
det
([
yki−1j βj
]
+
)
1≤i,j≤N
We perform a change in summation variables, writing ki − 1 = µi − i + N for all
1 ≤ i ≤ N , which gives
4If the arbitrary degree-m polynomial P (x) =
∑m
k=0 x
kpk has a zero at the point x = 1/y, then
P (x)
1−xy =
∑m−1
k=0 x
k∑k
l=0 y
k−lpl. We use this fact to establish equation (5.3.35).
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S′N
(
{x}N , {y}N , {z}M
)
=
(q − 1)N
N∏
i=1
M∏
j=1
(yi − zj)∏
1≤i<j≤N
(xi − xj)(yi − yj)
× (5.3.38)
∑
µ⊆[N,M−1]
det
(
x
µj−j+N
i
)
1≤i,j≤N
det
([
yµi−i+Nj βj
]
+
)
1≤i,j≤N
where the sum is taken over all partitions µ = {µ1 ≥ · · · ≥ µN ≥ 0} whose Young
diagrams fit inside the rectangle [N,M − 1]. Finally, by virtue of the Jacobi-Trudi
identity (3.3.14) we have
S′N
(
{x}N , {y}N , {z}M
)
=
∑
µ⊆[N,M−1]
sµ{x}ςµ({y}, {z}, q) (5.3.39)
with sµ{x} a Schur function in the variables {x} = {x1, . . . , xN} and where we have
defined the function
ςµ({y}, {z}, q) =
(q − 1)N
N∏
i=1
M∏
j=1
(yi − zj) det
([
yµi−i+Nj βj
]
+
)
1≤i,j≤N∏
1≤i<j≤N
(yi − yj)
(5.3.40)
This expression for the coefficients ςµ({y}, {z}, q) is significantly more compact than
the one which appeared in [41]. Written in the form (5.3.40), ςµ({y}, {z}, q) is not
far removed from a Schur function in the variables {y}. The only difference is the
presence of the Bethe variables βj in each entry of the determinant.
We have thus shown that S′N ({x}N , {y}N , {z}M ) is equal to
τSP{t}
∑
µ⊆[N,M−1]
χµ{t}ςµ({y}, {z}, q) (5.3.41)
under the power-sum specialization tn =
1
n
∑N
i=1 x
n
i for all n ≥ 1. In the next
subsection we show that the polynomial τSP{t} is a KP τ -function, by writing it as
an expectation value of charged fermions.
5.3.7 τSP{t} as an expectation value of charged fermions
Proceeding in direct analogy with subsection 5.2.6, it is possible to express the
right hand side of (5.3.41) in the canonical form (1.2.14) of a KP τ -function. As
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usual, this is made possible by the fact that the coefficients ςµ({y}, {z}, q) are de-
terminants. To avoid needless repetition we omit the details of this calculation and
quote only the result, which reads
τSP{t} = ς∅〈0|eH{t} exp
(
M−1∑
m=1
N∑
n=1
(−)n−1 ς{m,1n−1}
ς∅
ψm−1ψ∗−n
)
|0〉 (5.3.42)
where we have abbreviated ςµ({y}, {z}, q) = ςµ for all partitions µ. As was noticed
in [41], equation (5.3.42) allows us to identify the XXZ Bethe eigenvectors with
elements of F (0)ψ which lie in the GL∞ orbit of the Fock vacuum. By writing the
scalar product (5.3.30) in the form
S′N
(
{x}N , {y}N , {z}M
)
= 〈0|
N∏
i=1
C(xi, {z}M )
N∏
j=1
B(yj, {z}M )|0〉 (5.3.43)
for some suitably renormalized monodromy matrix operators, we have
〈0|
N∏
i=1
C(xi, {z}M )
N∏
j=1
B(yj, {z}M )|0〉 = ς∅
〈
N∏
i=1
(
e
∑∞
n=1
1
n
xni Hn
)
eX({y},{z},q)
〉
(5.3.44)
where X({y}, {z}, q) ∈ A∞ is given by
X({y}, {z}, q) =
M−1∑
m=1
N∑
n=1
(−)n−1 ς{m,1n−1}
ς∅
ψm−1ψ∗−n (5.3.45)
The identity (5.3.44) is suggestive of a map from V to F (0)ψ under which
N∏
j=1
B(yj, {z}M )|0〉 7−→ ς∅eX({y},{z},q)|0〉 (5.3.46)
Such a mapping is reminiscent of those which were discussed in chapter 3, albeit in
the context of simpler models.
5.4 Calculation of Bethe eigenvectors
In this section we calculate the Bethe eigenvector coefficients bλ({v}N , {w}M ),
as given in equation (5.1.60). We claim an analogous result for the coefficients
cλ({v}N , {w}M ) in equation (5.1.61), but for the sake of brevity we do not present
an explicit proof.
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5.4.1 Weighted determinants
Definition 1. Let W and M be M ×M matrices and fix an integer l ≤ M . The
weighted determinant detl(W,M) is defined as
detl(W,M) =
∑
σ∈SM
 ∏
1≤i<j≤l
Wσi,σj
 sgn(σ) M∏
i=1
Mi,σi (5.4.1)
where the sum is over all permutations σ of the integers {1, . . . ,M}, and the sign of
the permutation sgn(σ) is given by
sgn(σ) =
∏
1≤i<j≤M
sgn(σj − σi) (5.4.2)
We will call W a weighting matrix, and the ordinary determinant is recovered by
setting its entries to Wi,j = 1 for all 1 ≤ i, j ≤ M . Hence equation (5.4.1) may
be viewed as a generalization of the determinant. In a regular determinant, each
term in the sum is weighted with the sign (5.4.2) that depends on pairs of elements
{σi, σj} in the permutation. The weighted determinant is different in that it allows
the weighting to be a more general function of pairs of elements in the permutation.
Example 1. Let us consider the Hall-Littlewood function Pµ({x}, t), as given by
the sum (4.3.23) in chapter 4. By explicitly performing the permutation σ of the
variables {x1, . . . , xN} within this sum, we obtain
Pµ({x}, t) =
∑
σ∈SN
 ∏
1≤i<j≤N
(xσi − txσj )
 sgn(σ) N∏
i=1
xµiσi
vµ(t)
∏
1≤i<j≤N
(xi − xj)
(5.4.3)
where the constant term vµ(t) is given by (4.3.24). We defineN×N matricesMµ{x}
and W({x}, t) whose entries are given by
(
Mµ{x}
)
i,j
= xµij ,
(
W({x}, t)
)
i,j
= xi − txj (5.4.4)
for all 1 ≤ i, j ≤ N . Then the Hall-Littlewood function Pµ({x}, t) can be expressed
in the form
Pµ({x}, t) =
detN
(
W({x}, t),Mµ{x}
)
vµ(t)
∏
1≤i<j≤N
(xi − xj)
(5.4.5)
5.4 Calculation of Bethe eigenvectors 237
which is a ratio of a weighted determinant and the Vandermonde in {x1, . . . , xN}.
One can view (5.4.5) as the Hall-Littlewood analogue of equation (3.3.14) for Schur
functions. We remark that (5.4.5) in conjunction with (4.3.27), (4.3.33) allows us to
write the q-boson model Bethe eigenvectors in the form
Mψ(t)B(x1, t) . . .B(xN , t)|0〉 =
∑
µ⊆[N,M ]
detN
(
W({x}, t),Mµ{x}
)
vµ(t)
∏
1≤i<j≤N
(xi − xj)
|µ) (5.4.6)
〈0|C(xN , t) . . .C(x1, t)M∗ψ(t) =
∑
µ⊆[N,M ]
detN
(
W({x}, t),Mµ{x}
)
vµ(t)
∏
1≤i<j≤N
(xi − xj)
(µ| (5.4.7)
The aim of this section is to obtain an analogous result in the context of the XXZ
model Bethe eigenvectors. That is, we wish to evaluate the expansion coefficients
in (5.1.60), (5.1.61) as weighted determinants divided by a Vandermonde. This
proposal is motivated by the preceding equations and the close relationship of the
q-boson and XXZ models.
5.4.2 Isolating coefficients
Starting from (5.1.60) and using the orthonormality of the basis vectors (5.1.3),
we isolate coefficients as follows
bλ
(
{v}N , {w}M
)
= 〈λ|
N∏
i=1
B(vi, {w}M )| ⇑M〉 (5.4.8)
For the purpose of computation, the formula (5.4.8) is not immediately helpful. In
order to bring it into a more convenient form, we begin by writing
bλ
(
{v}N , {w}M
)
= 〈λ| ⊗ 〈⇑aN |T
(
{v}N , {w}M
)
| ⇓aN〉 ⊗ | ⇑M 〉 (5.4.9)
where we have defined
T
(
{v}N , {w}M
)
= TaN (vN , {w}M ) . . . Ta1(v1, {w}M ) (5.4.10)
Here the spaces Va1 , . . . ,VaN assigned to the monodromy matrices are auxiliary, and
we have defined the auxiliary state vectors
〈⇑aN | =
N⊗
i=1
↑∗ai , | ⇓aN 〉 =
N⊗
i=1
↓ai (5.4.11)
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Using the result of lemma 3 we may then write
T
(
{v}N , {w}M
)
= (−)MNT 1(w1, {v¯}N ) . . . TM (wM , {v¯}N ) (5.4.12)
where for all 1 ≤ i ≤M we have defined
T i(wi, {v¯}N ) =
(
D(wi, {v¯}N ) −B(wi, {v¯}N )
−C(wi, {v¯}N ) A(wi, {v¯}N )
)
i
(5.4.13)
with {v¯}N = {v1 + γ, . . . , vN + γ}. Substituting the expression (5.4.12) into (5.4.9)
and contracting on the quantum spaces V1, . . . ,VM gives
bλ
(
{v}N , {w}M
)
= (−)(M+1)N 〈⇑aN |
M∏
−→
i=1
Oi(wi, {v¯}N )| ⇓aN 〉 (5.4.14)
where we have recalled the fact ℓ(λ) =M −N and defined the operators
Oi(wi, {v¯}N ) =
{
D(wi, {v¯}N ), i ∈ λ
C(wi, {v¯}N ), i 6∈ λ (5.4.15)
Throughout the rest of this section we will set l =M −N for convenience. In terms
of this notation, the expression (5.4.14) contains l D-operators and N C-operators.
5.4.3 Eliminating operators
The expression (5.4.14) is more amenable to calculation than (5.4.8). It allows
us to employ the strategy that was used in [11], [33] and [15] to calculate the one and
two-point boundary correlators of the six-vertex model, respectively. Our method is
purely algebraic and therefore closest to that of [11], while [33] took a more graphical
perspective.
The idea is to eliminate the l operators D(wλi , {v¯}N ) from (5.4.14) by employing
the commutation relation (5.1.39) repeatedly. This will have the effect of shuffling
these l operators to the right until they act on the eigenvector | ⇓aN 〉. This ultimately
leaves us with a domain wall partition function (5.2.6), whose explicit form is given
by lemma 7. To begin in this direction, we use (5.1.39) and (5.1.52) repeatedly to
establish that
D(wλ, {v¯}N )
∏
j∈J
C(wj , {v¯}N )| ⇓aN〉 =
∑
i∈J∪λ
N∏
j=1
[wi − vj ]
∏
j∈J
[wi − wj − γ]∏
j∈J∪λ
j 6=i
[wi − wj ]
∏
j∈J∪λ
j 6=i
C(wj , {v¯}N )| ⇓aN〉
(5.4.16)
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where J is an arbitrary indexing set, and λ an arbitrary extra label. By employing
this identity l times, once for each operator D(wλi , {v¯}N ) in (5.4.14), we obtain
bλ
(
{v}N , {w}M
)
=
M∑
σ1=λ1
· · ·
M∑
σl=λl
σl 6=σ1,...,σl−1
N∏
i=1
[wσ1 − vi]
M∏
i=λ1+1
[wσ1 − wi − γ]
M∏
i=λ1
i 6=σ1
[wσ1 − wi]
· · ·
×
N∏
i=1
[wσl − vi]
M∏
i=λl+1
i 6=σ1,...,σl−1
[wσl − wi − γ]
M∏
i=λl
i 6=σ1,...,σl
[wσl − wi]
〈⇑aN |
M∏
j 6=σ1,...,σl
C(wj , {v¯}N )| ⇓aN 〉 (5.4.17)
The final term in the sum (5.4.17) is the domain wall partition function, given
explicitly by
〈⇑aN |
M∏
j 6=σ1,...,σl
C(wj , {v¯}N )| ⇓aN 〉 =
det
(
[γ]
N∏
k 6=i
[vk − wj + γ][vk − wj]
)
1≤i≤N
j 6=σ1,...,σl∏
1≤i<j≤N
[vi − vj ]
∏
1≤i<j≤M
i,j 6=σ1,...,σl
[wj − wi]
(5.4.18)
We manipulate the factors which occur in the denominator of the summand of
(5.4.17), and in the denominator of the partition function (5.4.18). We find that
M∏
i=λ1
i 6=σ1
1
[wσ1 − wi]
· · ·
M∏
i=λl
i 6=σ1,...,σl
1
[wσl − wi]
∏
1≤i<j≤M
i,j 6=σ1,...,σl
1
[wj − wi] = (5.4.19)
∏
1≤i<j≤l
sgn(σj − σi)
(−)M+σ1
λ1−1∏
i=1
[wσ1 − wi] . . . (−)M+σl
λl−1∏
i=1
[wσl − wi]∏
1≤i<j≤M
[wj − wi]
Substituting (5.4.19) into (5.4.17) gives
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bλ
(
{v}N , {w}M
)
=
M∑
σ1,...,σl=1
∏
1≤i<j≤l
sgn(σj − σi)∏
1≤i<j≤N
[vi − vj ]
∏
1≤i<j≤M
[wj − wi]
(5.4.20)
× (−)M+σ1
N∏
i=1
[wσ1 − vi]
λ1−1∏
i=1
[wσ1 −wi]
M∏
i=λ1+1
[wσ1 −wi − γ] . . .
× (−)M+σl
N∏
i=1
[wσl − vi]
λl−1∏
i=1
[wσl − wi]
M∏
i=λl+1
i 6=σ1,...,σl−1
[wσl − wi − γ]
× det
(
[γ]
N∏
k 6=i
[vk − wj + γ][vk −wj ]
)
1≤i≤N
j 6=σ1,...,σl
where the summation indices σ1, . . . , σl are assumed to be distinct but are now
allowed to range from 1 to M , since all terms corresponding to σi < λi vanish
trivially on account of the products
∏λi−1
j=1 [wσi − wj]. Manipulating the summand
of (5.4.20) slightly, we obtain
bλ
(
{v}N , {w}M
)
=
M∑
σ1,...,σl=1
∏
1≤i<j≤l
(
sgn(σj − σi)
/
[wσi − wσj + γ]
)
∏
1≤i<j≤N
[vi − vj]
∏
1≤i<j≤M
[wj − wi]
(5.4.21)
× (−)1+σ1
N∏
i=1
[vi − wσ1 ]
λ1−1∏
i=1
[wi − wσ1 ]
M∏
i=λ1+1
[wi − wσ1 + γ] . . .
× (−)l+σl
N∏
i=1
[vi − wσl ]
λl−1∏
i=1
[wi − wσl ]
M∏
i=λl+1
[wi − wσl + γ]
× (−)lN det
(
[γ]
N∏
k 6=i
[vk − wj + γ][vk − wj ]
)
1≤i≤N
j 6=σ1,...,σl
The expression (5.4.21) allows us to put bλ({v}N , {w}M ) in the form of a weighted
determinant, as we will show in the next subsection.
5.4.4 Weighted determinant expression for bλ({v}N , {w}M)
By expanding the determinant in the summand of (5.4.21) we arrive at the
expression
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bλ
(
{v}N , {w}M
)
=
N∏
i=1
M∏
j=1
[vi − wj ]∏
1≤i<j≤N
[vi − vj ]
∏
1≤i<j≤M
[wj − wi]
× (5.4.22)
∑
σ∈SM
∏
1≤i<j≤M
sgn(σj − σi)∏
1≤i<j≤l
[wσi −wσj + γ]
l∏
i=1
bλi (wσi , {w}M )
N∏
i=1
fi
(
wσl+i , {v}N
)
where the sum is now taken over all permutations σ ∈ SM , and where we have
defined the functions
fi (w, {v}N ) = [γ]
[vi − w]
N∏
k 6=i
[vk − w + γ] (5.4.23)
bλi (w, {w}M ) =
λi−1∏
j=1
[wj − w]
M∏
j=λi+1
[wj −w + γ] (5.4.24)
Recalling the definition of the weighted determinant (5.4.1), we are able to write
bλ
(
{v}N , {w}M
)
=
N∏
i=1
M∏
j=1
[vi − wj ]detl
(
W{w},Bλ{v}N
)
∏
1≤i<j≤N
[vi − vj]
∏
1≤i<j≤M
[wj − wi]
(5.4.25)
where the components of the M ×M weighting matrix W{w} are given by
(
W{w}
)
i,j
=
1
[wi − wj + γ] (5.4.26)
and the M ×M matrix Bλ{v}N , whose form depends only on the strict partition λ,
is defined as
Bλ{v}N =

bλ1 (w1, {w}M ) · · · bλ1 (wM , {w}M )
...
...
bλl (w1, {w}M ) · · · bλl (wM , {w}M )
f1 (w1, {v}N ) · · · f1 (wM , {v}N )
...
...
fN (w1, {v}N ) · · · fN (wM , {v}N )

(5.4.27)
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As a consistency check, we evaluate some special cases of (5.4.25). When λ is equal
to the staircase partition {M, . . . , 1} we have N = 0, and accordingly we require
that b{M,...,1} = 1. We observe that the matrix B{M,...,1} is given by
B{M,...,1} =
 0 0 bM (wM , {w}M )0 . . . 0
b1(w1, {w}M ) 0 0
 (5.4.28)
where all entries which are not on the indicated diagonal are zero. The weighted
determinant in (5.4.25) is trivially evaluated in this case, and we obtain b{M,...,1} = 1,
as expected. Similarly, when λ is equal to the empty partition ∅ we have M = N ,
and accordingly we require b∅ = ZN . In this case the weighted determinant (5.4.25)
collapses to the Izergin-Korepin expression (5.2.15), as required. In general, the
formula (5.4.25) serves to interpolate between these extremal cases.
Substituting the coefficients (5.4.25) into (5.1.60), we can write the Bethe eigen-
vector
∏N
i=1B(vi, {w}M )| ⇑M〉 in the form
N∏
i=1
B(vi, {w}M )| ⇑M 〉 =
∑
λ|ℓ(λ)=l
N∏
i=1
M∏
j=1
[vi − wj ]detl
(
W{w},Bλ{v}N
)
∏
1≤i<j≤N
[vi − vj ]
∏
1≤i<j≤M
[wj − wi]
|λ〉 (5.4.29)
where the sum is taken over all strict partitions λ of l integers which satisfy the
inequalities {M ≥ λ1 > · · · > λl ≥ 1}.
5.4.5 Weighted determinant expression for cλ({v}N , {w}M)
By proceeding in an analogous fashion, it is possible to show that
cλ
(
{v}N , {w}M
)
=
N∏
i=1
M∏
j=1
[vi − wj + γ]detl
(
W ′{w}, Cλ{v}N
)
∏
1≤i<j≤N
[vi − vj ]
∏
1≤i<j≤M
[wj − wi]
(5.4.30)
where the components of the M ×M weighting matrix W ′{w} are given by
(
W ′{w}
)
i,j
=
1
[wi −wj − γ] (5.4.31)
and the M ×M matrix Cλ{v}N , whose form depends only on the strict partition λ,
is defined as
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Cλ{v}N =

cλ1 (w1, {w}M ) · · · cλ1 (wM , {w}M )
...
...
cλl (w1, {w}M ) · · · cλl (wM , {w}M )
f ′1 (w1, {v}N ) · · · f ′1 (wM , {v}N )
...
...
f ′N (w1, {v}N ) · · · f ′N (wM , {v}N )

(5.4.32)
with the functions
f ′(w, {v}N ) = [γ]
[vi − w + γ]
N∏
k 6=i
[vk − w] (5.4.33)
cλi (w, {w}M ) =
λi−1∏
j=1
[wj − w]
M∏
j=λi+1
[wj − w − γ] (5.4.34)
Substituting the coefficients (5.4.30) into (5.1.61), we can write the dual Bethe
eigenvector 〈⇑M |
∏N
i=1 C(vi, {w}M ) in the form
〈⇑M |
N∏
i=1
C(vi, {w}M ) =
∑
λ|ℓ(λ)=l
N∏
i=1
M∏
j=1
[vi − wj + γ]detl
(
W ′{w}, Cλ{v}N
)
∏
1≤i<j≤N
[vi − vj]
∏
1≤i<j≤M
[wj − wi]
〈λ|
(5.4.35)
where the sum is taken over all strict partitions λ of l integers which satisfy the
inequalities {M ≥ λ1 > · · · > λl ≥ 1}.
5.5 Conclusion
In this chapter we presented several new results in the context of the XXZ spin-12
model. Admittedly these results are rather distinct in nature, but we believe that
they are each interesting in their own right. We summarize our findings in the
following paragraphs.
1. In section 5.3 we gave a new proof of the Slavnov determinant formula for the
Bethe scalar product. Our proof relied on evaluating the intermediate Bethe scalar
products S0 through to SN , which obey a set of Izergin/Korepin type conditions.
We believe this method refines Slavnov’s original proof insofar as our recursion
relations have a simple graphical representation, whereas the recursion relation used
in [81] can only be derived by complicated arguments, and we feel it presents a more
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elementary alternative to the method of [59]. We hope there is potential to extend
our graphical proof to the calculation of scalar products in a variety of lattice models.
For example, starting from the domain wall partition functions obtained in [13], it
should be possible to apply our method to the calculation of scalar products of the
higher spin XXZ models [26].
2. By virtue of their determinant form, we were able to show that the partition
function and Bethe scalar product are power-sum specializations of KP τ -functions.
These provide further examples of quantum mechanical quantities which unexpect-
edly solve a classical hierarchy. At present we lack a deeper understanding of this
classical/quantum relationship, but there is sufficient evidence to suggest that one
exists. To achieve this aim, it may be necessary to study the link between these
XXZ quantities and the discrete version of the KP hierarchy, as was done in [34].
In particular, it would be worthwhile to relate the results of [34] to those of [62], in
which a family of transfer matrices were shown to obey a discrete KP equation. The
review article [84] also provides some insights on a connection with the 2-component
KP hierarchy.
3. In section 5.4 we evaluated the XXZ Bethe eigenvectors by writing them in
terms of the elementary spin basis, and evaluating the expansion coefficients. We
found that these coefficients can be expressed as a generalization of the determinant,
which we called a weighted determinant. Importantly, the Bethe equations were not
used in these calculations. If it were possible to incorporate the Bethe equations in
some way, it is conceivable that even simpler expressions could be obtained.


Chapter 6
Free fermion condition in lattice
models
6.0 Introduction
In the preceding chapters we have noticed the appearance of fermions in the
scalar product of the q-boson model and its limiting cases, and the XXZ spin-12
model. The fermionization in sections 3.4, 3.8 and 4.5 was particularly special, in
that it caused the scalar product to factorize into product form. In this chapter we
calculate the partition function and scalar product of several different lattice models.
We find that these quantities also admit a factorization into product form, a fact
which reflects the free fermionic nature of the corresponding models.
The starting point of our studies is the six-vertex model with crossing parameter
set to γ = πi/2. Following the literature, we refer to this as the free fermion point
of the six-vertex model. At the free fermion point the Izergin-Korepin formula for
the partition function becomes a Cauchy determinant, and therefore factorizes into
product form. We review this fact in section 6.1, writing the partition function as
an expectation value of KP vertex operators. We will also show that the Slavnov
formula for the scalar product admits a similar factorization. This leads to a product
expression for the Bethe scalar product at the free fermion point.
In [29], [30], [31], B U Felderhof introduced an elliptic eight-vertex model whose
weights depend not only on rapidity variables, but on two additional parameters
called external fields. In contrast to the eight-vertex model of R J Baxter [5], where
vertices are invariant under conjugation of state variables, in the Felderhof model
no such symmetry exists between vertices, creating an extra degree of anisotropy in
the corresponding lattice model. We consider the trigonometric limit of Felderhof’s
model in section 6.2. In this limit two of the vertices collapse to zero, leading to the
model studied by T Deguchi and A Akutsu in [24] which generalizes the free fermion
point of the six-vertex model. We are able to calculate the partition function [14] and
scalar product of this model, aided by the asymmetry of its vertex weights. Both
the partition function and scalar product factorize into product form, indicating
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that the trigonometric Felderhof model remains free fermionic despite the presence
of external fields.
In the remainder of the chapter we turn our attention to a more general class
of lattice models. The most fundamental of these was derived from the eight-vertex
model by Baxter [4], and is called the eight-vertex solid-on-solid (SOS) model. The
weights of the SOS model are parametrized by elliptic functions, and they are graph-
ically represented by squares with a dynamical or height variable attached at their
corners. The six-vertex model is recovered as a special case by taking, simultane-
ously, the trigonometric and heightless limits of the SOS model. In section 6.3 we
review these facts and define the domain wall partition function of the SOS model.
We do this algebraically, by following the quantum inverse scattering method for
models with a height parameter, see for example [32]. As we did for the six-vertex
model in section 6.1, we study the γ = πi/2 specialization of the crossing parameter.
In this limit the partition function factorizes into product form. This suggests the
existence of a free fermion point even in models which possess a height parameter.
Motivated by the results of section 6.2, in section 6.4 we introduce external
fields into the weights of the SOS model at its free fermion point. This was origi-
nally achieved by Deguchi and Akutsu [25] at the level of trigonometric functions,
and extended to an elliptic parametrization in [38], so we refer to this as the el-
liptic Deguchi-Akutsu height model. Due to the inherent asymmetry between the
weights of this model, we are able to calculate its domain wall partition function
using essentially the same techniques that were employed in section 6.2. The par-
tition function is obtained in factorized product form [38], showing that the elliptic
Deguchi-Akutsu height model is free fermionic despite the presence of height and
external field parameters.
6.1 Free fermion point of six-vertex model
6.1.1 The limit γ = pii/2
The free fermion point of the XXZ/six-vertex model is obtained by setting the
crossing parameter to γ = πi/2.1 In this limit the anisotropy parameter ∆ =
1
2(e
γ + e−γ) vanishes, and the Hamiltonian (5.1.19) for the model becomes
H =
M∑
j=1
(
σxj σ
x
j+1 + σ
y
jσ
y
j+1
)
= 2
M∑
j=1
(
σ+j σ
−
j+1 + σ
−
j σ
+
j+1
)
(6.1.1)
This Hamiltonian incorporates only interactions of the x and y components of the
spin, and so it is said to correspond to the XX0 model. In the same limit, the
R-matrix (5.1.21) reads
1Throughout the entire chapter, we will reserve the letter i to represent
√−1.
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Rab(u, v) =

〈u− v〉 0 0 0
0 [u− v] 〈0〉 0
0 〈0〉 [u− v] 0
0 0 0 〈u− v〉

ab
(6.1.2)
where we have employed the notations [u] = 2 sinhu, 〈u〉 = 2i cosh u and made use
of the fact that [u + πi/2] = 〈u〉. We will carry these conventions throughout the
next few subsections.
6.1.2 Domain wall partition function in the limit γ = pii/2
Recalling Izergin’s determinant expression (5.2.15) for the domain wall partition
function, we set γ = πi/2 to obtain
ZN
∣∣∣
γ=πi/2
=
〈0〉N
N∏
j,k=1
〈vj −wk〉[vj − wk]∏
1≤j<k≤N
[vj − vk][wk − wj ]
det
(
1
〈vj − wk〉[vj − wk]
)
1≤j,k≤N
(6.1.3)
The determinant in (6.1.3) is in Cauchy form, and obeys the factorization2
det
(
1
〈vj − wk〉[vj − wk]
)
1≤j,k≤N
=
∏
1≤j<k≤N
〈vj − vk〉[vj − vk]〈wk −wj〉[wk − wj]
N∏
j,k=1
〈vj − wk〉[vj − wk]
(6.1.5)
Substituting (6.1.5) into (6.1.3) and performing various cancellations, the domain
wall partition function has the factorized expression
ZN
∣∣∣
γ=πi/2
= 〈0〉N
∏
1≤j<k≤N
〈vj − vk〉〈wk − wj〉 (6.1.6)
2By using the identity 〈v〉[v] = i[2v] we can express (6.1.5) in the more standard form
det
(
1
[2vj − 2wk]
)
1≤j,k≤N
=
∏
1≤j<k≤N
[2vj − 2vk][2wk − 2wj ]
N∏
j,k=1
[2vj − 2wk]
(6.1.4)
250 6 Free fermion condition in lattice models
Equation (6.1.6) may also be found, for example, in [11]. The aim of this chapter is
to find analogues of the formula (6.1.6) across several different free fermionic models.
6.1.3 Partition function and free fermions
In this subsection we study the appearance of free fermions in the partition
function at the point γ = πi/2. We achieve this by writing lemma 2 from chapter 1
in terms of charged fermion generating functions, as follows
〈
Ψ(y1) . . .Ψ(yN )Ψ
∗(1/zN ) . . .Ψ∗(1/z1)
〉
= det
(∑
k∈Z
∑
l∈Z
〈ψkψ∗l 〉ykpzlq
)
1≤p,q≤N
(6.1.7)
where Ψ(yp) and Ψ
∗(1/zq) are given by (1.1.43). Evaluating the vacuum expectation
value within this determinant, we find
〈
Ψ(y1) . . .Ψ(yN )Ψ
∗(1/zN ) . . .Ψ∗(1/z1)
〉
= det
( ∞∑
k=1
∞∑
l=1
δk,ly
−k
p z
−l
q
)
1≤p,q≤N
= det
(
1
ypzq − 1
)
1≤p,q≤N
(6.1.8)
for arbitrary {y1, . . . , yN} and {z1, . . . , zN}. Using this result in the expression
(5.2.19) for the rescaled partition function, we obtain
Z ′N
∣∣∣
q=−1
=
2N
N∏
j,k=1
(1− y2j z2k)∏
1≤j<k≤N
(yj − yk)(zk − zj)
det
(
1
y2j z
2
k − 1
)
1≤j,k≤N
(6.1.9)
=
2N
N∏
j,k=1
(1− y2j z2k)∏
1≤j<k≤N
(yj − yk)(zk − zj)
〈
Ψ(y21) . . .Ψ(y
2
N )Ψ
∗(1/z2N ) . . .Ψ
∗(1/z21)
〉
Equation (6.1.9) demonstrates the presence of charged fermions in the partition
function when e2γ = q = −1, and provides a justification for the free fermionic
nomenclature which is assigned to this point.
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6.1.4 Bethe scalar product in the limit γ = pii/2
Consider the determinant expression (5.3.29) for the Bethe scalar product of the
XXZ model. Setting γ = πi/2, we find that
SN
(
{u}N , {v}N , {w}M
)∣∣∣
γ=πi/2
=
〈0〉N
N∏
j=1
M∏
k=1
[vj − wk]
N∏
j,k=1
〈uj − vk〉∏
1≤j<k≤N
[uk − uj][vj − vk]
(6.1.10)
× det

M∏
l=1
[uj − wl] + (−)N
M∏
l=1
〈uj − wl〉
〈uj − vk〉[uj − vk]

1≤j,k≤N
where we have obtained the prefactor
∏N
j,k=1〈uj − vk〉 in (6.1.10) using the fact that∏N
k=1〈uj − vk〉 = (−)N
∏N
k=1〈uj − vk − πi〉. Since the numerator of the determinant
in (6.1.10) is common to the entire jth row, we extract it as another prefactor, which
gives
SN
(
{u}N , {v}N , {w}M
)∣∣∣
γ=πi/2
=
〈0〉N
N∏
j=1
M∏
k=1
[vj − wk]
N∏
j,k=1
〈uj − vk〉∏
1≤j<k≤N
[uk − uj ][vj − vk]
× (6.1.11)
N∏
j=1
(
M∏
k=1
[uj − wk] + (−)N
M∏
k=1
〈uj − wk〉
) ∏
1≤j<k≤N
〈uj − uk〉[uj − uk]〈vk − vj〉[vk − vj ]
N∏
j,k=1
〈uj − vk〉[uj − vk]
where we have used the factorization of the resulting Cauchy determinant to produce
the final term in (6.1.11). Cancelling various factors within (6.1.11), we obtain the
formula
SN
∣∣∣
γ=πi/2
= 〈0〉N
∏
1≤j<k≤N
〈uk − uj〉〈vj − vk〉
N∏
j=1
M∏
k=1
[vj − wk] (6.1.12)
×
N∏
j,k=1
1
[uj − vk]
N∏
j=1
(
M∏
k=1
[uj − wk] + (−)N
M∏
k=1
〈uj − wk〉
)
Let us remark that when γ = πi/2 the Bethe equations (5.1.58) decouple into the
form
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M∏
k=1
[vj − wk] + (−)N
M∏
k=1
〈vj − wk〉 = 0 (6.1.13)
for all 1 ≤ j ≤ N . Hence all poles present in (6.1.12) are removable, by virtue of
the constraints (6.1.13) on {v}N . In the next section we will derive an analogue of
(6.1.12) in the context of a more general free fermionic model.
6.2 Trigonometric Felderhof model
In this section we devote our attention to the trigonometric Felderhof model.
Most of the material that we present originally appeared in [14], [37].
6.2.1 R-matrix and Yang-Baxter equation
The R-matrix (6.1.2) may be generalized to include extra variables, in such a way
that the Yang-Baxter equation remains satisfied. This leads to the trigonometric
limit of the model introduced by Felderhof in [29], [30], [31], and accordingly we call
it the trigonometric Felderhof model. This model was also studied in [24], as the
first in a hierarchy of vertex models with increasing spin. Explicitly speaking, the
R-matrix for the trigonometric Felderhof model is given by
Rab(u, p, v, q) =

a+(u, p, v, q) 0 0 0
0 b+(u, p, v, q) c+(u, p, v, q) 0
0 c−(u, p, v, q) b−(u, p, v, q) 0
0 0 0 a−(u, p, v, q)

ab
(6.2.1)
where we have defined the functions
a±(u, p, v, q) = [±(u− v) + p+ q] (6.2.2)
b±(u, p, v, q) = [u− v ± (q − p)] (6.2.3)
c±(u, p, v, q) = [2p]
1
2 [2q]
1
2 (6.2.4)
with [u] = 2 sinhu as usual.3 The R-matrix is an element of End(Va ⊗ Vb), and the
variables u, v are rapidities associated to the respective vector spaces Va,Vb. The
new features of this R-matrix are the variables p, q. These are called external fields,
and are associated to the respective vector spaces Va,Vb. We recover the free fermion
point of the six-vertex model by setting p = q = πi4 .
3The parametrization of [24] is recovered by multiplying all weights by eu−v+p+q and setting
e2p = α, e2q = β.
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The entries of the R-matrix (6.2.1) admit the same graphical representation as
those of the R-matrix (5.1.21) in chapter 5. The only difference is that each vertex
line now accommodates a rapidity variable and an external field. Hence we identify
the functions (6.2.2)–(6.2.4) with the vertices shown below.
u, p
a+(u, p, v, q)
v, q
u, p
b+(u, p, v, q)
v, q
u, p
c+(u, p, v, q)
v, q
u, p
a−(u, p, v, q)
v, q
u, p
b−(u, p, v, q)
v, q
u, p
c−(u, p, v, q)
v, q
Figure 6.1: Six vertices of the trigonometric Felderhof model.
With the following result we see that the Yang-Baxter equation continues to hold,
even in the presence of the external fields.
Lemma 1. The R-matrix (6.2.1) obeys the Yang-Baxter equation
Rab(u, p, v, q)Rac(u, p, w, r)Rbc(v, q, w, r) = Rbc(v, q, w, r)Rac(u, p, w, r)Rab(u, p, v, q)
(6.2.5)
This is an identity in End(Va ⊗ Vb ⊗ Vc), true for all u, v, w and p, q, r.
Proof. By direct computation.
ib
kb jb
v, q
ia
ka ja
u, p
ic
kc
jc
w, r
=
u, p
ia
ka
ja
v, q
ib kb
jb
w, r
ic
kc
jc
Figure 6.2: Yang-Baxter equation for the trigonometric Felderhof model.
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6.2.2 Monodromy matrix and intertwining equation
The monodromy matrix is an ordered product of R-matrices, given by
Ta(u, p, {w, r}M ) = Ra1(u, p, w1, r1) . . . RaM (u, p, wM , rM ) (6.2.6)
with the multiplication taken in the space End(Va). We write the contribution from
the space End(Va) explicitly, by defining
Ta(u, p, {w, r}M ) =
(
A(u, p, {w, r}M ) B(u, p, {w, r}M )
C(u, p, {w, r}M ) D(u, p, {w, r}M )
)
a
(6.2.7)
where the matrix entries are all operators acting in V1 ⊗ · · · ⊗ VM . For a graphical
representation of these operators, we refer the reader to figure 5.2 in chapter 5. The
correspondence is exactly the same, except that the rapidity u is now accompanied
by the external field p, and each wj by an rj. Due to the Yang-Baxter equation
(6.2.5), we obtain the intertwining equation
Rab(u, p, v, q)Ta(u, p, {w, r}M )Tb(v, q, {w, r}M ) = (6.2.8)
Tb(v, q, {w, r}M )Ta(u, p, {w, r}M )Rab(u, p, v, q)
As usual, this leads to sixteen commutation relations amongst the entries of the
monodromy matrix (6.2.7). Of these commutation relations, two have particular
significance in our later calculations. They are given by
[u− v + p+ q]B(u, p, {w, r}M )B(v, q, {w, r}M ) = (6.2.9)
[v − u+ p+ q]B(v, q, {w, r}M )B(u, p, {w, r}M )
[v − u+ p+ q]C(u, p, {w, r}M )C(v, q, {w, r}M ) = (6.2.10)
[u− v + p+ q]C(v, q, {w, r}M )C(u, p, {w, r}M )
6.2.3 Domain wall partition function ZN({v, q}N , {w, r}N)
The domain wall partition function of the trigonometric Felderhof model has the
algebraic definition
ZN
(
{v, q}N , {w, r}N
)
= 〈⇓N |
N∏
←−
j=1
B(vj , qj, {w, r}N )| ⇑N 〉 (6.2.11)
This naturally extends the definition of the domain wall partition function (5.2.1)
to a model containing external fields. Notice that we must define an ordering of the
B-operators in (6.2.11), since by (6.2.9) they do not commute.
6.2 Trigonometric Felderhof model 255
Similarly to the previous chapter, we represent the domain wall partition function
by an N ×N lattice, as shown in figure 6.3.
vN , qN
v1, q1
w1, r1 wN , rN
Figure 6.3: Domain wall partition function of the trigonometric Felderhof model.
The top row of arrows corresponds with the state vector | ⇑N 〉. The bottom row
of arrows corresponds with the dual state vector 〈⇓N |. Each horizontal lattice
line corresponds to multiplication by a B(vj, qj , {w, r}N ) operator. Notice that the
ordering of these lattice lines respects the ordering of B-operators defined in (6.2.11).
6.2.4 Conditions on ZN({v, q}N , {w, r}N)
We now progress towards calculating the domain wall partition function (6.2.11).
The procedure begins with the following result from [37], which establishes a set of
Korepin-type conditions on ZN ({v, q}N , {w, r}N ).
Lemma 2. We adopt the shorthand ZN = ZN ({v, q}N , {w, r}N ). For all N ≥ 2 we
claim that
1. ZN is a trigonometric polynomial of degree N − 1 in the rapidity variable vN .
2. The zeros of ZN occur at the points vN = vj + qj + qN , for all 1 ≤ j ≤ N − 1.
3. Setting vN = wN + qN + rN , ZN satisfies the recursion relation
ZN
∣∣∣
vN=wN+qN+rN
= [2qN ]
1
2 [2rN ]
1
2
N−1∏
j=1
[wN − wj + rj + rN ][vj − wN + qj − rN ]ZN−1
(6.2.12)
where ZN−1 is the domain wall partition function on a square lattice of size N − 1.
In addition, we have the supplementary condition
4. The partition function on the 1× 1 lattice is given by Z1 = [2q1] 12 [2r1] 12 .
Proof.
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1. By inserting the set of states
∑N
n=1 σ
+
n | ⇓N 〉〈⇓N |σ−n after the first B-operator
appearing in (6.2.11), we obtain the expansion
ZN
(
{v, q}N , {w, r}N
)
=
N∑
n=1
〈⇓N |B(vN , qN , {w, r}N )σ+n | ⇓N 〉 (6.2.13)
× 〈⇓N |σ−n
N−1∏
←−
j=1
B(vj , qj, {w, r}N )| ⇑N 〉
in which all dependence on vN appears in the first factor within the sum. Hence we
shall calculate 〈⇓N |B(vN , qN , {w, r}N )σ+n | ⇓N 〉 for all 1 ≤ n ≤ N , as shown below.
vN
qN
w1, r1 wn, rn wN , rN
=
vN
qN
w1, r1 wn, rn wN , rN
Figure 6.4: Peeling away the bottom row of the trigonometric Felderhof partition
function. The diagram on the left represents 〈⇓N |B(vN , qN , {w, r}N )σ+n | ⇓N 〉, with
the internal black arrows being summed over all configurations. The diagram on the
right represents the only surviving configuration.
The right hand side of figure 6.4 represents a product of vertices. Replacing each
vertex with its corresponding trigonometric weight, we have
〈⇓N |B(vN , qN , {w, r}N )σ+n | ⇓N〉 = (6.2.14)
[2qN ]
1
2 [2rn]
1
2
∏
1≤j<n
[vN − wj + rj − qN ]
∏
n<j≤N
[wj − vN + qN + rj ]
Substituting (6.2.14) into the expansion (6.2.13) gives
ZN
(
{v, q}N , {w, r}N
)
=
N∑
n=1
[2qN ]
1
2 [2rn]
1
2
∏
1≤j<n
[vN − wj + rj − qN ] (6.2.15)
×
∏
n<j≤N
[wj − vN + qN + rj ]〈⇓N |σ−n
N−1∏
←−
j=1
B(vj , qj , {w, r}N )| ⇑N 〉
From (6.2.15) we see that every term in ZN ({v, q}N , {w, r}N ) contains a product of
exactly N−1 trigonometric functions with argument vN . Thus ZN ({v, q}N , {w, r}N )
is a trigonometric polynomial of degree N − 1 in the variable vN .
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2. We multiply the partition function (6.2.11) by
∏N−1
j=1 [vN − vj + qj + qN ] and
repeatedly use the commutation relation
[vN − vj + qj + qN ]B(vN , qN , {w, r}N )B(vj , qj, {w, r}N ) = (6.2.16)
[vj − vN + qj + qN ]B(vj , qj, {w, r}N )B(vN , qN , {w, r}N )
which is a rewriting of (6.2.9), to change the order of the B-operators. We obtain
N−1∏
j=1
[vN − vj + qj + qN ]ZN
(
{v, q}N , {w, r}N
)
= (6.2.17)
N−1∏
j=1
[vj − vN + qj + qN ]〈⇓N |
N−1∏
←−
j=1
B(vj, qj , {w, r}N )B(vN , qN , {w, r}N )| ⇑N〉
Graphically, we depict (6.2.17) with the following diagrams.
vN
qN
v1
q1
w1
r1
wN
rN
=
v1
q1
vN
qN
w1
r1
wN
rN
Figure 6.5: Reordering the lattice lines of the trigonometric Felderhof partition
function. The diagram on the left is the domain wall partition function multiplied
by the string of vertices
∏N−1
j=1 a−(vj , qj, vN , qN ), and it corresponds with the left
hand side of (6.2.17). Each vertex can be threaded through the lattice using the
Yang-Baxter equation, which ultimately produces the diagram on the right. This
diagram represents the domain wall partition function with its N th row transferred
to the top of the lattice, multiplied by the string of vertices
∏N−1
j=1 a+(vj , qj , vN , qN ).
Clearly, this corresponds with the right hand side of (6.2.17).
The right hand side of (6.2.17) is a trigonometric polynomial of degree 2N − 2 in
vN , with zeros at the points vN = vj + qj + qN for all 1 ≤ j ≤ N − 1. Therefore the
partition function ZN ({v, q}N , {w, r}N ) must have zeros at the same points.
3. We start from the expansion (6.2.15) of the domain wall partition function, and
set vN = wN + qN + rN . This causes all terms in the summation over 1 ≤ n ≤ N to
collapse to zero except the n = N term, and we obtain
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ZN
(
{v, q}N , {w, r}N
)∣∣∣
vN=wN+qN+rN
= (6.2.18)
[2qN ]
1
2 [2rN ]
1
2
N−1∏
j=1
[wN − wj + rj + rN ]〈⇓N |σ−N
N−1∏
←−
j=1
B(vj, qj , {w, r}N )| ⇑N 〉
This equation can be further simplified by considering the graphical representation
of 〈⇓N |σ−N
∏←−N−1j=1 B(vj, qj, {w, r}N )| ⇑N 〉, as shown below.
vN−1
qN−1
v1
q1
w1, r1 wN , rN
=
vN−1
qN−1
v1
q1
w1, r1 wN , rN
Figure 6.6: Peeling the right-most column of the trigonometric Felderhof partition
function. The diagram on the left represents 〈⇓N |σ−N
∏←−N−1j=1 B(vj , qj, {w, r}N )| ⇑N 〉,
with the internal black arrows being summed over all configurations. The diagram
on the right contains all surviving configurations.
The right hand side of figure 6.6 represents the (N −1)× (N −1) partition function,
multiplied by a column of vertices. Replacing these vertices with their trigonometric
weights, we have
〈⇓N |σ−N
N−1∏
←−
j=1
B(vj, qj , {w, r}N )| ⇑N 〉 =
N−1∏
j=1
[vj − wN + qj − rN ]ZN−1 (6.2.19)
Substituting (6.2.19) into (6.2.18) we recover the required recursion relation (6.2.12).
4. Specializing the definition (6.2.11) to the case N = 1 gives
Z1(v1, q1, w1, r1) = 〈⇓1 |B(v1, q1, {w, r}1)| ⇑1〉 (6.2.20)
=↑∗a1 ⊗ ↓∗1 Ra11(v1, q1, w1, r1) ↑1 ⊗ ↓a1= [2q1]
1
2 [2r1]
1
2
as required. Alternatively, the 1 × 1 partition function is the top-right vertex in
figure 6.1, whose weight is equal to [2q1]
1
2 [2r1]
1
2 .
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6.2.5 Factorized expression for ZN({v, q}N , {w, r}N)
The conditions 1–4 are strong constraints on ZN ({v, q}N , {w, r}N ). Not only do
they specify ZN ({v, q}N , {w, r}N ) uniquely, they lead to its direct evaluation, as we
demonstrate below.
Lemma 3. The domain wall partition function has the factorized expression
ZN
(
{v, q}N , {w, r}N
)
=
N∏
j=1
[2qj]
1
2 [2rj ]
1
2
∏
1≤j<k≤N
[vj − vk + qj + qk][wk − wj + rj + rk]
(6.2.21)
Specializing the external fields to qj = rj =
πi
4 for all 1 ≤ j ≤ N , we recover the
partition function of the six-vertex model at its free fermion point (6.1.6). The result
(6.2.21) was first obtained in [14] using a complicated recursion relation. A more
straightforward proof, based on solving the conditions 1–4, subsequently appeared
in [37]. It is the latter proof which we present below.
Proof. From condition 1 and 2 on ZN ({v, q}N , {w, r}N ), we know that it must have
the form
ZN
(
{v, q}N , {w, r}N
)
= C
(
{v}N−1, {q}N , {w, r}N
)N−1∏
j=1
[vj − vN + qj + qN ]
(6.2.22)
where C does not depend on vN , but depends on all other variables. Evaluating
(6.2.22) at vN = wN + qN + rN and comparing with condition 3 on ZN , we obtain
ZN
∣∣∣
vN=wN+qN+rN
= C
(
{v}N−1, {q}N , {w, r}N
)N−1∏
j=1
[vj − wN + qj − rN ] (6.2.23)
= [2qN ]
1
2 [2rN ]
1
2
N−1∏
j=1
[wN − wj + rj + rN ][vj − wN + qj − rN ]ZN−1
from which we extract the equation
C = [2qN ] 12 [2rN ] 12
N−1∏
j=1
[wN − wj + rj + rN ]ZN−1
(
{v, q}N−1, {w, r}N−1
)
(6.2.24)
Substituting this expression for C into (6.2.22), we obtain the recurrence
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ZN
(
{v, q}N , {w, r}N
)
= [2qN ]
1
2 [2rN ]
1
2× (6.2.25)
N−1∏
j=1
[vj − vN + qj + qN ][wN − wj + rj + rN ]ZN−1
(
{v, q}N−1, {w, r}N−1
)
whose basis is given by condition 4. This recurrence is trivially solved to produce
the formula (6.2.21).
6.2.6 Scalar products Sn({u, p}n, {v, q}N , {w, r}M)
Let {u}n = {u1, . . . , un}, {v}N = {v1, . . . , vN}, {w}M = {w1, . . . , wM} be sets of
rapidities, and {p}n = {p1, . . . , pn}, {q}N = {q1, . . . , qN}, {r}M = {r1, . . . , rM} the
corresponding sets of external fields. The cardinalities of these sets are assumed to
satisfy 0 ≤ n ≤ N and 1 ≤ N ≤M . For n = 0 we define
S0
(
{v, q}N , {w, r}M
)
= 〈⇓N/M |
N∏
←−
k=1
B(vk, qk, {w, r}M )| ⇑M 〉 (6.2.26)
Similarly to the last chapter, we will find that S0 is equal to the trigonometric
Felderhof partition function ZN , up to an overall normalization. Next, for all 1 ≤
n ≤ N − 1 we define
Sn
(
{u, p}n, {v, q}N , {w, r}M
)
= 〈⇓N˜/M |
n∏
←−
j=1
C(uj , pj , {w, r}M )
N∏
←−
k=1
B(vk, qk, {w, r}M )| ⇑M 〉
(6.2.27)
with N˜ = N − n. Finally, in the case n = N we fix
SN
(
{u, p}N , {v, q}N , {w, r}M
)
= 〈⇑M |
N∏
←−
j=1
C(uj , pj , {w, r}M )
N∏
←−
k=1
B(vk, qk, {w, r}M )| ⇑M 〉
(6.2.28)
The scalar products (6.2.26)–(6.2.28) are the trigonometric Felderhof analogues of
those defined in subsection 5.3.1. They have identical graphical representations
to those described in subsection 5.3.2, except that every rapidity variable is now
accompanied by an appropriate external field. In the following subsection we give a
set of conditions on these scalar products, using similar techniques to those of the
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6.2.7 Conditions on Sn({u, p}n, {v, q}N , {w, r}M)
Lemma 4. For all 1 ≤ n ≤ N we claim that
1. Sn is invariant under the simultaneous permutation of variables {wj , rj} ↔
{wk, rk} for all j, k ∈ {N˜ + 1, . . . ,M}.
2. Sn is a trigonometric polynomial of degree M − 1 in un, with zeros occurring at
the points un = pn + wj + rj, for all 1 ≤ j ≤ N˜ .
3. Setting un + pn = wN˜+1 + rN˜+1, Sn satisfies the recursion relation
Sn
∣∣∣
un+pn=wN˜+1+rN˜+1
= [2pn]
1
2 [2rN˜+1]
1
2
∏
1≤j<N˜+1
[wj − wN˜+1 + rj − rN˜+1 + 2pn]
×
∏
N˜+1<j≤M
[w
N˜+1
− wj + rj + rN˜+1]Sn−1 (6.2.29)
where we have abbreviated Sn−1 = Sn−1({u, p}n−1, {v, q}N , {w, r}M ).
In addition, we have the supplementary condition
4. S0 and ZN are related via the equation
S0
(
{v, q}N , {w, r}M
)
=
N∏
j=1
M∏
k=N+1
[vj − wk + qj − rk]ZN
(
{v, q}N , {w, r}N
)
(6.2.30)
Proof. The proof of properties 1–4 is analogous to the proof of lemma 9 in chapter
5. There, we presented an algebraic proof of the properties. Here, we outline a less
technical graphical proof.
1. For any N˜+1 < j ≤M , multiplying Sn({u, p}n, {v, q}N , {w, r}M ) by the function
a+(wj , rj , wj−1, rj−1) is equivalent to attaching an a+ vertex at the base of the
lattice, as shown in figure 6.7.
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u, p
n
1
v, q
N
1
1 N˜ N˜ + 1 j − 1j M
w, r
Figure 6.7: Attaching an a+(wj , rj , wj−1, rj−1) vertex to the Sn lattice. The points
marked with grey arrows are considered to be summed over all arrow configurations,
but the only non-zero configuration is the one shown.
The attached vertex can be translated vertically through the lattice using the graphi-
cal version of the Yang-Baxter equation, as given by figure 6.2. It ultimately emerges
from the top of the lattice, still as an a+(wj , rj , wj−1, rj−1) vertex, and the (j− 1)th
and jth lattice columns are swapped in the process. The result of this procedure is
shown in figure 6.8.
u, p
n
1
v, q
N
1
1 N˜ N˜ + 1 j j − 1 M w, r
Figure 6.8: Extracting the a+(wj , rj , wj−1, rj−1) vertex from the Sn lattice. Once
again, the grey arrows indicate the only surviving configuration in the summation
at those points.
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Cancelling the common factor a+(wj , rj , wj−1, rj−1) from figures 6.7 and 6.8, we
conclude that Sn is invariant under swapping the (j − 1)th and jth lattice columns,
for all N˜ + 1 < j ≤ M . An arbitrary permutation of the lattice columns is just a
composition of such swaps. Therefore Sn is invariant under permuting its j
th and
kth columns, for all N˜ + 1 ≤ j, k ≤M .
2. Consider the graphical representation of the scalar product Sn, as given below.
u, p
n
1
v, q
N
1
1 N˜ N˜ + 1 M w, r
Figure 6.9: Lattice representation of Sn, with frozen vertices included. The grey
arrows indicate points which are summed over all configurations, but whose only
non-zero configuration is the one shown.
We examine the final row of this lattice, through which the variable un flows. Every
non-zero configuration of this row contains a c−(un, pn, wj , rj) vertex, which by
(6.2.4) does not depend on un, and M − 1 other vertices which are trigonometric
polynomials of degree 1 in un. It follows that Sn is a trigonometric polynomial of
degree M − 1 in un.
Furthermore, all surviving configurations of the final row contain the N˜ vertices
as shown in figure 6.9. Consequentially, Sn contains the factor
N˜∏
j=1
a−(un, pn, wj , rj) =
N˜∏
j=1
[wj − un + pn + rj] (6.2.31)
which gives rise to zeros at un = pn + wj + rj for all 1 ≤ j ≤ N˜ .
3. Consider the vertex at the intersection of the un and wN˜+1 lines in figure 6.9.
In any given lattice configuration, this can be of type b−(un, pn, wN˜+1, rN˜+1) or
c−(un, pn, wN˜+1, rN˜+1). Setting un + pn = wN˜+1 + rN˜+1 results in the cancellation
of all terms containing b−(un, pn, wN˜+1, rN˜+1), and freezes the entire final row of the
lattice to the configuration below.
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u, p
n
1
v, q
N
1
1 N˜ N˜ + 1 M w, r
Figure 6.10: Freezing the entire last row of the Sn lattice. The last row of vertices
produces the prefactor in (6.2.29), while the remainder of the lattice represents Sn−1.
From the diagram we see that setting un + pn = wN˜+1 + rN˜+1 reduces Sn to Sn−1,
up to a multiplicative factor. This factor is evaluated by matching each vertex in
the final row with its trigonometric weight, giving
Sn
∣∣∣
un+pn=wN˜+1+rN˜+1
=
∏
1≤j<N˜+1
a−
(
wN˜+1 + rN˜+1 − pn, pn, wj , rj
)
× (6.2.32)
c−
(
wN˜+1 + rN˜+1 − pn, pn, wN˜+1, rN˜+1
) ∏
N˜+1<j≤M
a+
(
wN˜+1 + rN˜+1 − pn, pn, wj , rj
)
Sn−1
Using the explicit formulae (6.2.2) and (6.2.4) for the functions appearing in (6.2.32),
we obtain the required recursion relation (6.2.29).
4. The scalar product S0 is represented by the lattice below.
v, q
N
1
1 N N + 1 M w, r
Figure 6.11: Frozen vertices within S0. The finalM−N columns of vertices produce
the prefactor in (6.2.30), while the remainder of the lattice represents ZN .
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The vertices in the last M − N columns of a given lattice configuration must be
of the form b−(vj , qj , wk, rk), or else the configuration vanishes. Peeling away this
block of frozen vertices, we find that S0 is equal to ZN up to the overall factor∏N
j=1
∏M
k=N+1 b−(vj , qj, wk, rk).
6.2.8 Factorized expression for Sn({u, p}n, {v, q}N , {w, r}M)
Lemma 5. We shall assume that (vj + qj) satisfies the equation
(−)N
M∏
k=1
[vj + qj − wk + rk] +
M∏
k=1
[vj + qj − wk − rk] = 0 (6.2.33)
for all 1 ≤ j ≤ N .4 In the presence of this constraint, the scalar product Sn has the
factorized expression
Sn
(
{u, p}n, {v, q}N , {w, r}M
)
=
n∏
j=1
[2pj]
1
2
N∏
j=1
[2qj]
1
2
N˜∏
j=1
[2rj ]
1
2× (6.2.34)
∏
1≤j<k≤n
[uk − uj + pj + pk]
∏
1≤j<k≤N
[vj − vk + qj + qk]
∏
1≤j<k≤N˜
[wk − wj + rj + rk]×
n∏
j=1
N˜∏
k=1
[wk − uj + pj + rk]
N∏
j=1
M∏
k=N˜+1
[vj − wk + qj − rk]×
n∏
j=1
N∏
k=1
1
[uj − vk + pj − qk]
n∏
j=1
(
(−)N
M∏
k=1
[uj − wk + pj + rk] +
M∏
k=1
[uj − wk + pj − rk]
)
Proof. We begin by stating that the conditions 1–4 are uniquely determining.5
Hence we need only verify that (6.2.34) satisfies properties 1–4.
1. By studying (6.2.34) we see that Sn has dependence on {wN˜+1, . . . , wM} and
{rN˜+1, . . . , rM} only through the terms
N∏
j=1
M∏
k=N˜+1
[vj − wk + qj − rk],
n∏
j=1
(
(−)N
M∏
k=1
[uj − wk + pj + rk] +
M∏
k=1
[uj − wk + pj − rk]
)
Both of these terms are invariant under the permutation {wj , rj} ↔ {wk, rk} for all
j, k ∈ {N˜ + 1, . . . ,M}.
4The equations (6.2.33) constitute the Bethe equations for the trigonometric Felderhof model.
By this, we mean that the state vector
∏←−Nj=1B(vj , qj , {w, r}M )| ⇑M 〉 is an eigenvector of
A(u, p, {w, r}M ) + D(u, p, {w, r}M ) if and only if the equations (6.2.33) are obeyed. We will not
prove this fact explicitly, but it can be derived by extending theorem 1 in chapter 2 to models with
external fields.
5This is proved along very similar lines to lemma 6 in the previous chapter.
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2. Since (vj + qj) is a root of the equation (6.2.33) for all 1 ≤ j ≤ N , it follows that
n∏
j=1
N∏
k=1
1
[uj − vk + pj − qk]
n∏
j=1
(
(−)N
M∏
k=1
[uj − wk + pj + rk] +
M∏
k=1
[uj − wk + pj − rk]
)
is a trigonometric polynomial in un of degree M − N . The remaining terms in
(6.2.34) comprise a trigonometric polynomial of degree N − 1 in un. Therefore the
entire expression (6.2.34) is a trigonometric polynomial of degree M − 1 in un. In
addition, the required factor
∏N˜
j=1[wj − un + pn + rj ] is present in (6.2.34).
3. The recursion relation (6.2.29) is proved by setting un + pn = wN˜+1 + rN˜+1 in
(6.2.34) and rearranging the factors in the resulting equation. Since this procedure
is elementary in nature, we shall omit the details.
4. Setting n = 0 in (6.2.34) gives
S0
(
{v, q}N , {w, r}M
)
=
N∏
j=1
M∏
k=N+1
[vj − wk + qj − rk]× (6.2.35)
N∏
j=1
[2qj ]
1
2 [2rj ]
1
2
∏
1≤j<k≤N
[vj − vk + qj + qk][wk − wj + rj + rk]
Comparing equation (6.2.35) with the factorized expression (6.2.21) for the domain
wall partition function, we verify (6.2.30).
6.2.9 Evaluation of SN({u, p}N , {v, q}N , {w, r}M)
For completeness, we write the n = N case of equation (6.2.34) explicitly. We
have
SN
(
{u, p}N , {v, q}N , {w, r}M
)
=
N∏
j=1
[2pj]
1
2 [2qj]
1
2× (6.2.36)
∏
1≤j<k≤N
[uk − uj + pj + pk][vj − vk + qj + qk]
N∏
j=1
M∏
k=1
[vj − wk + qj − rk]×
N∏
j,k=1
1
[uj − vk + pj − qk]
N∏
j=1
(
(−)N
M∏
k=1
[uj − wk + pj + rk] +
M∏
k=1
[uj − wk + pj − rk]
)
Specializing the external fields to pj = qj =
πi
4 , rk =
πi
4 for all 1 ≤ j ≤ N , 1 ≤ k ≤M
gives the XXZ Bethe scalar product at the free fermion point (6.1.12).
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6.3 Free fermion point of SOS model
6.3.1 Jacobi theta functions
We begin by presenting some basic theory on elliptic functions, taken from chap-
ter 15 of [5]. Up to overall normalization and scaling of the variable u, the Jacobi
theta functions H(u),H1(u) are given by
H(u) = 2 sinhu
∞∏
n=1
(
1− 2q2n cosh(2u) + q4n) (1− q2n) (6.3.1)
H1(u) = 2i cosh u
∞∏
n=1
(
1 + 2q2n cosh(2u) + q4n
) (
1− q2n) (6.3.2)
where 0 < q < 1 is the elliptic nome. Taking the limit q→ 0, these functions collapse
to their trigonometric versions, 2 sinhu and 2i cosh u respectively. Henceforth, we
will find it convenient to define
[u] = H
(
πiu
2
)
, 〈u〉 = H1
(
πiu
2
)
= [u+ 1] (6.3.3)
which should not be confused with the previous usage of this notation, in the first
part of the chapter. The theta function [u] is entire and has the quasi-periodicity
properties
[u+ 2] = −[u], [u− 2i log(q)/π] = −1
q
exp(−πiu)[u] (6.3.4)
From these properties we obtain the following result, which will be used later in the
chapter.
Theorem 1. If f(u) is an entire function that satisfies the quasi-periodicity condi-
tions
f(u+ 2) = (−)Nf(u), f(u− 2i log(q)/π) = (−)
N
qN
exp
(
πi(η −Nu)
)
f(u) (6.3.5)
for some constant η, then
f(u) = C
N−1∏
j=1
[u− ζj]
 [u− η + N−1∑
j=1
ζj] (6.3.6)
where C and ζ1, . . . , ζN−1 are suitably chosen constants.
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Proof. Choose a period rectangle R such that f(u) has no zeros on the boundary
∂R, and integrate f
′(u)
f(u) around the anti-clockwise contour formed by ∂R. From the
quasi-periodicity conditions it follows that
∮
∂R
f ′(u)
f(u)
du = 2πiN (6.3.7)
Hence the sum of residues of f
′(u)
f(u) in R is equal to N , proving that f(u) has exactly
N zeros in R, if we count a zero of order n with multiplicity n. Write the zeros as
ζ1, . . . , ζN , and define the function φ(u) =
∏N
j=1[u−ζj ]. By construction f
′(u)
f(u) − φ
′(u)
φ(u)
is doubly periodic and holomorphic, and therefore
f ′(u)
f(u)
− φ
′(u)
φ(u)
=
d
du
log
f(u)
φ(u)
= κ (6.3.8)
where κ is a constant. Integrating, we obtain f(u) = Ceκu∏Nj=1[u − ζj]. Finally,
using the quasi-periodicity properties of f(u) we obtain κ = 0 and η =
∑N
j=1 ζj,
which concludes the proof.
6.3.2 R-matrix and dynamical Yang-Baxter equation
The eight-vertex solid-on-solid (SOS) model was introduced by Baxter in [4],
using the vertex/interaction-round-a-face(IRF) correspondence. The main feature
distinguishing this model from its vertex counterpart is the dynamical or height
parameter appearing in its weights, as we describe below. In the parametrization
of [23], the R-matrix for the SOS model is given by
Rab(u, v, h) =

a+(u, v) 0 0 0
0 b+(u, v, h) c+(u, v, h) 0
0 c−(u, v, h) b−(u, v, h) 0
0 0 0 a−(u, v)

ab
(6.3.9)
where we have defined the weights
a±(u, v) = H(γ(u− v + 1)) (6.3.10)
b±(u, v, h) = ±iH(γ(ξ + h∓ 1))
H(γ(ξ + h))
H(γ(u− v)) (6.3.11)
c±(u, v, h) =
H(γ(ξ + h± v ∓ u))
H(γ(ξ + h))
H(γ) (6.3.12)
with H(u) given by (6.3.1), γ denoting the crossing parameter, h the height variable,
and ξ an arbitrary extra parameter which we shall hereafter fix to ξ = 1. The factors
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of ±i appearing in the b± weights constitute a trivial gauge transformation which
does not affect the Yang-Baxter equation. We have introduced these factors to unify
this model with the one discussed in the next section.
h h+ 1
h+ 1 h+ 2
u
a+(u, v)
v
h h− 1
h+ 1 h
u
b+(u, v, h)
v
h h+ 1
h+ 1 h
u
c+(u, v, h)
v
h h− 1
h− 1 h− 2
u
a−(u, v)
v
h h+ 1
h− 1 h
u
b−(u, v, h)
v
h h− 1
h− 1 h
u
c−(u, v, h)
v
Figure 6.12: Weights of the SOS model. Each entry of the R-matrix (6.3.9) is paired
with a face. The faces contain all the information normally present in a vertex,
plus four surrounding points with prescribed dynamical variables. The dynamical
variable in the top-left corner matches that of the R-matrix itself. The values at
the remaining corners are obtained by circuiting the face clockwise from the top-
left, adding 1 to the previous value each time a black arrow points outward, and
subtracting 1 from the previous value each time a black arrow points inward.
Often, when the variables of a particular R-matrix are clear from context, we will
abbreviate Rab(u, v, h) = Rab(h). As usual, we have placed the subscript ab on the
R-matrix to denote the fact that it is an element of End(Va ⊗ Vb). Let
e+a =↑a, e−a =↓a (6.3.13)
be the canonical basis vectors of the two dimensional vector space Va. The dynamical
R-matrix Rab(h+ σ
z
c ) is an element of End(Va ⊗ Vb ⊗ Vc), whose action is given by
Rab(h+ σ
z
c )(e
i
a ⊗ ejb ⊗ ekc ) = Rab(h+ k)(eia ⊗ ejb)⊗ ekc (6.3.14)
where σzc denotes the third of the Pauli matrices (5.1.15) acting in Vc, and i, j, k ∈
{+1,−1} are fixed indices.
Lemma 6. Associate the variables u, v, w to the respective vector spaces Va,Vb,Vc
so that, for example, Rab(h) is understood to equal Rab(u, v, h). The dynamical
Yang-Baxter equation is the identity
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Rab(h)Rac(h+ σ
z
b )Rbc(h) = Rbc(h+ σ
z
a)Rac(h)Rab(h+ σ
z
c ) (6.3.15)
which holds in End(Va ⊗ Vb ⊗ Vc).6
Proof. We act with the equation (6.3.15) on the vector ejaa ⊗ejbb ⊗ejcc , where ja, jb, jc ∈
{+1,−1} are fixed indices. We obtain
Rab(h)Rac(h+ σ
z
b )Rbc(h)e
ja
a ⊗ ejbb ⊗ ejcc =Rab(h)Rac(h+ σzb )Rkbjbkcjc (h)e
ja
a ⊗ ekbb ⊗ ekcc
=Rab(h)R
kaja
ickc
(h+ kb)R
kbjb
kcjc
(h)ekaa ⊗ ekbb ⊗ eicc
=Riakaibkb (h)R
kaja
ickc
(h+ kb)R
kbjb
kcjc
(h)eiaa ⊗ eibb ⊗ eicc
for the left hand side of (6.3.15), and
Rbc(h+ σ
z
a)Rac(h)Rab(h+ σ
z
c )e
ja
a ⊗ ejbb ⊗ ejcc =Rbc(h+ σza)Rac(h)Rkajakbjb (h+ jc)e
ka
a ⊗ ekbb ⊗ ejcc
=Rbc(h+ σ
z
a)R
iaka
kcjc
(h)Rkajakbjb (h+ jc)e
ia
a ⊗ ekbb ⊗ ekcc
=R
ibkb
ickc
(h+ ia)R
iaka
kcjc
(h)Rkajakbjb (h+ jc)e
ia
a ⊗ eibb ⊗ eicc
for the right hand side of (6.3.15), where in both cases all repeated indices are
summed over {+1,−1}. Equating these two sides again, we have
Riakaibkb (h)R
kaja
ickc
(h+ kb)R
kbjb
kcjc
(h) = Ribkbickc(h+ ia)R
iaka
kcjc
(h)Rkajakbjb (h+ jc) (6.3.16)
for all fixed indices {ia, ib, ic, ja, jb, jc} ∈ {+1,−1}, where summation is implied over
ka, kb, kc. Equation (6.3.16) matches the Yang-Baxter equation listed in [22] and
can be verified directly using the entries of the R-matrix (6.3.9).
ib
ia
ka
kb
ja
jb
ic
kc
jch
h+ kb
v
u
w
=
ib
ia
kb
ka
ja
jb
ic
kc
jc
h+ ia
h h+ jc
u
v
w
Figure 6.13: Yang-Baxter equation for the SOS model. The external indices
{ia, ib, ic, ja, jb, jc} are held fixed on both sides of the equation, while {ka, kb, kc}
are summed over {+1,−1}. This figure is the graphical equivalent of (6.3.16), as
can be seen by matching each face with its corresponding R-matrix entry.
6See [32].
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Remark 1. Consider the case when the crossing parameter is set to γ = πi/2. From
the form of the R-matrix weights (6.3.10)–(6.3.12), the fact that [u] = H(πiu/2) and
the first of the quasi-periodicity conditions (6.3.4), we see that
Rab(u, v, h + 1) = Rab(u, v, h − 1) (6.3.17)
at this special value of γ. This means that the action of the dynamical R-matrix
trivializes, because
Rab(h+ σ
z
c )(e
i
a ⊗ ejb ⊗ ekc ) = Rab(h+ 1)(eia ⊗ ejb)⊗ ekc (6.3.18)
regardless of the value of k ∈ {+1,−1}. Therefore when γ = πi/2, the Yang-Baxter
equation (6.3.15) becomes
Rab(h)Rac(h+ 1)Rbc(h) = Rbc(h+ 1)Rac(h)Rab(h+ 1) (6.3.19)
which is the form more typical of a vertex model. In the next section we will consider
a model whose R-matrix satisfies a more general version of (6.3.19).
6.3.3 Important commutation relation
Lemma 7. We have the commutation relation
Rab(ua, vb, h+ σ
z
c + σ
z
d)Rcd(uc, vd, h) = Rcd(uc, vd, h)Rab(ua, vb, h+ σ
z
c + σ
z
d)
(6.3.20)
in End(Va ⊗ Vb ⊗ Vc ⊗ Vd).
Proof. We act with (6.3.20) on the vector ejaa ⊗ ejbb ⊗ ejcc ⊗ ejdd , where ja, jb, jc, jd ∈
{+1,−1} are fixed indices. We obtain
Rab(h+ σ
z
c + σ
z
d)Rcd(h)e
ja
a ⊗ ejbb ⊗ ejcc ⊗ ejdd =Rab(h+ σzc + σzd)Rkcjckdjd(h)e
ja
a ⊗ ejbb ⊗ ekcc ⊗ ekdd
=Rkajakbjb (h+ kc + kd)R
kcjc
kdjd
(h)ekaa ⊗ ekbb ⊗ ekcc ⊗ ekdd
for the left hand side of (6.3.20), and
Rcd(h)Rab(h+ σ
z
c + σ
z
d)e
ja
a ⊗ ejbb ⊗ ejcc ⊗ ejdd =Rcd(h)Rkajakbjb (h+ jc + jd)e
ka
a ⊗ ekbb ⊗ ejcc ⊗ ejdd
=Rkcjckdjd(h)R
kaja
kbjb
(h+ jc + jd)e
ka
a ⊗ ekbb ⊗ ekcc ⊗ ekdd
for the right hand side of (6.3.20), with all repeated indices summed over {+1,−1}.
These two sides are equal since Rkcjckdjd(h) is zero unless kc + kd = jc + jd.
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6.3.4 Dynamical monodromy matrix
The dynamical monodromy matrix is defined as
Ta(u, {w}M , h) = Ra1(u,w1, h) . . . RaM
(
u,wM , h+
M−1∑
j=1
σzj
)
(6.3.21)
=
M∏
−→
m=1
Ram
(
u,wm, h+
m−1∑
j=1
σzj
)
with the multiplication taken in the space End(Va). We write the contribution from
the space End(Va) explicitly, by defining
Ta(u, {w}M , h) =
(
A(u, {w}M , h) B(u, {w}M , h)
C(u, {w}M , h) D(u, {w}M , h)
)
a
(6.3.22)
Lemma 8. By virtue of the dynamical Yang-Baxter equation (6.3.15), we obtain
the intertwining equation
Rab(u, v, h)Ta(u, {w}M , h+ σzb )Tb(v, {w}M , h) = (6.3.23)
Tb(v, {w}M , h+ σza)Ta(u, {w}M , h)Rab
(
u, v, h +
M∑
j=1
σzj
)
Proof. Starting from the definition (6.3.21) of the dynamical monodromy matrix,
we find
Rab(u, v, h)Ta(u, {w}M , h+ σzb )Tb(v, {w}M , h) = (6.3.24)
Rab(u, v, h)
M∏
−→
m=1
Ram
(
u,wm, h+ σ
z
b +
m−1∑
j=1
σzj
) M∏
−→
n=1
Rbn
(
v,wn, h+
n−1∑
j=1
σzj
)
Using the commutation relation (6.3.20) we can change the order of the R-matrices
appearing on the right hand side of (6.3.24), giving
Rab(u, v, h)Ta(u, {w}M , h+ σzb )Tb(v, {w}M , h) = (6.3.25)
Rab(u, v, h)
M∏
−→
m=1
Ram(u,wm, h+ σzb + m−1∑
j=1
σzj
)
Rbm
(
v,wm, h+
m−1∑
j=1
σzj
)
Successively applying the dynamical Yang-Baxter equation (6.3.15) to the right hand
side of (6.3.25), we obtain
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Rab(u, v, h)Ta(u, {w}M , h+ σzb )Tb(v, {w}M , h) = (6.3.26)
M∏
−→
m=1
Rbm(v,wm, h+ σza + m−1∑
j=1
σzj
)
Ram
(
u,wm, h+
m−1∑
j=1
σzj
)Rab(u, v, h+ M∑
j=1
σzj
)
Using the commutation relation (6.3.20) we then restore the previous ordering of
R-matrices on the right hand side of (6.3.26), giving the result (6.3.23).
Remark 2. By virtue of equation (6.3.18), in the limit γ = πi/2 the dynamical
monodromy matrix (6.3.21) becomes
Ta(u, {w}M , h) = Ra1(u,w1, h) . . . RaM (u,wM , h+M − 1) =
M∏
−→
m=1
Ram(u,wm, h+m− 1)
(6.3.27)
and satisfies the intertwining equation
Rab(u, v, h)Ta(u, {w}M , h+ 1)Tb(v, {w}M , h) = (6.3.28)
Tb(v, {w}M , h+ 1)Ta(u, {w}M , h)Rab(u, v, h +M)
In the next section, we will consider a model whose monodromy matrix is a gener-
alization of (6.3.27), and satisfies a more general version of (6.3.28).
6.3.5 Domain wall partition function
The domain wall partition function of the SOS model is defined as
ZN
(
{v}N , {w}N , h
)
= 〈⇓N |
N∏
←−
j=1
B(vj , {w}N , h+ j − 1)| ⇑N 〉 (6.3.29)
An explicit expression for (6.3.29) was obtained by H Rosengren in [77]. It was
observed that ZN ({v}N , {w}N , h) does not admit a determinant representation for
general values of the crossing parameter γ. However in the limit γ = πi/2, we have
the following result.
Lemma 9. Setting γ = πi/2 the domain wall partition function (6.3.29) has the
factorized form
ZN
∣∣∣
γ=πi/2
=
[
h+N +
N∑
j=1
(wj − vj)
]
[h+N ]
〈0〉N
∏
1≤j<k≤N
〈vj − vk〉〈wk − wj〉 (6.3.30)
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This is the height model analogue of equation (6.1.6). The vertex model expression
(6.1.6) can be recovered by taking the trigonometric q → 0 and heightless h → i∞
limits. We also remark that just as (6.1.6) is related to the factorization of a Cauchy-
type determinant, the expression (6.3.30) seems to be related to the factorization of
a Frobenius-type determinant [42].
Proof. We will defer the proof to the next section. There, we will calculate the
domain wall partition function of a model which generalizes the γ = πi/2 limit of
the SOS model. Specializing that result, we will recover (6.3.30) as a corollary.
6.4 Elliptic Deguchi-Akutsu height model
In this section we study an elliptic extension of the height model discovered by
Deguchi and Akutsu in [25]. The results which we present were originally obtained
in [38].
6.4.1 R-matrix and Yang-Baxter equation
The R-matrix for the elliptic Deguchi-Akutsu height model is given by
Rab(u, p, v, q, h) =

a+(u, p, v, q) 0 0 0
0 b+(u, p, v, q, h) c+(u, p, v, q, h) 0
0 c−(u, p, v, q, h) b−(u, p, v, q, h) 0
0 0 0 a−(u, p, v, q)

ab
(6.4.1)
where we have defined the functions
a±(u, p, v, q) = [±(u− v) + p+ q] (6.4.2)
b±(u, p, v, q, h) =
[h]
1
2 [h+ 2p+ 2q]
1
2
[h+ 2p]
1
2 [h+ 2q]
1
2
[u− v ± (q − p)] (6.4.3)
c±(u, p, v, q, h) =
[2p]
1
2 [2q]
1
2
[h+ 2p]
1
2 [h+ 2q]
1
2
[±(v − u) + p+ q + h] (6.4.4)
with [u] given by (6.3.3). We have placed the subscript ab on the R-matrix to denote
the fact that it is an element of End(Va ⊗ Vb). When the variables of a particular
R-matrix are clear from context, we will abbreviate Rab(u, p, v, q, h) = Rab(h). The
γ = πi/2 limit of the SOS R-matrix (6.3.9) is recovered by setting p = q = 12 in
(6.4.1).
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h h + 2q
h+ 2p h + 2p + 2q
u, p
a+(u, p, v, q)
v, q
h h + 2q
h+ 2p h + 2p + 2q
u, p
b+(u, p, v, q, h)
v, q
h h+ 2q
h+ 2p h+ 2p + 2q
u, p
c+(u, p, v, q, h)
v, q
h h + 2q
h+ 2p h + 2p + 2q
u, p
a−(u, p, v, q)
v, q
h h + 2q
h+ 2p h + 2p + 2q
u, p
b−(u, p, v, q, h)
v, q
h h+ 2q
h+ 2p h+ 2p + 2q
u, p
c−(u, p, v, q, h)
v, q
Figure 6.14: Weights of the elliptic Deguchi-Akutsu height model. Each entry of
the R-matrix (6.4.1) is paired with a face. Similarly to the SOS model, the dynam-
ical variable at the top-left corner matches that of the R-matrix. In contrast, the
dynamical variables at the remaining corners are fixed and do not depend on the
black arrows.
Lemma 10. Associate the variables {u, p}, {v, q}, {w, r} to the respective vector
spaces Va,Vb,Vc so that, for example, Rab(h) is understood to equal Rab(u, p, v, q, h).
The R-matrix (6.4.1) satisfies the Yang-Baxter equation
Rab(h)Rac(h+ 2q)Rbc(h) = Rbc(h+ 2p)Rac(h)Rab(h+ 2r) (6.4.5)
which holds in End(Va ⊗ Vb ⊗ Vc). Setting p = q = r = 12 , we recover (6.3.19).
Proof. By direct computation. To check each component of (6.4.5) one needs various
theta function identities, which may be found in chapter 15 of [5].
ib
ia
ka
kb
ja
jb
ic
kc
jch
h + 2q
v, q
u, p
w, r
=
ib
ia
kb
ka
ja
jb
ic
kc
jc
h + 2p
h h + 2r
u, p
v, q
w, r
Figure 6.15: Yang-Baxter equation for the elliptic Deguchi-Akutsu height model.
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6.4.2 Monodromy matrix and intertwining equation
For all integers n ≥ 1, we define partial sums of the external field variables
{p}, {q}, {r} as follows
pn =
n∑
j=1
pj , qn =
n∑
j=1
qj, rn =
n∑
j=1
rj (6.4.6)
In addition, we fix p0 = q0 = r0 = 0. The monodromy matrix is an ordered product
of R-matrices, given by
Ta(u, p, {w, r}M , h) = Ra1(u, p, w1, r1, h) . . . RaM (u, p, wM , rM , h+ 2rM−1) (6.4.7)
=
M∏
−→
m=1
Ram(u, p, wm, rm, h+ 2rm−1)
with the multiplication taken in the space End(Va). We write the contribution from
the space End(Va) explicitly, by defining
Ta(u, p, {w, r}M , h) =
(
A(u, p, {w, r}M , h) B(u, p, {w, r}M , h)
C(u, p, {w, r}M , h) D(u, p, {w, r}M , h)
)
a
(6.4.8)
h h + 2rM
h + 2p + 2rMh+ 2p
u, p
w1, r1 wM , rM
Figure 6.16: Graphical representation of the operator B(u, p, {w, r}M , h). This
should be viewed as a string of M conjoined faces, each representing an entry of the
R-matrix (6.4.1). The external horizontal black arrows are frozen to values which
select the (+1,−1) component of the matrix (6.4.8), while the internal horizontal
black arrows are summed over all configurations.
Lemma 11. By virtue of the Yang-Baxter equation (6.4.5), we obtain the inter-
twining equation
Rab(u, p, v, q, h)Ta(u, p, {w, r}M , h+ 2q)Tb(v, q, {w, r}M , h) = (6.4.9)
Tb(v, q, {w, r}M , h+ 2p)Ta(u, p, {w, r}M , h)Rab(u, p, v, q, h + 2rM )
Setting p = q = 12 and rj =
1
2 for all 1 ≤ j ≤M , we recover the equation (6.3.28).
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Proof. Starting from the definition (6.4.7) of the monodromy matrix, we find
Rab(u, p, v, q, h)Ta(u, p, {w, r}M , h+ 2q)Tb(v, q, {w, r}M , h) = (6.4.10)
Rab(h)
M∏
−→
m=1
Ram(h+ 2q + 2rm−1)
M∏
−→
n=1
Rbn(h+ 2rn−1)
We change the order of the R-matrices on the right hand side of (6.4.10), by com-
muting those which act in different spaces to obtain
Rab(u, p, v, q, h)Ta(u, p, {w, r}M , h+ 2q)Tb(v, q, {w, r}M , h) = (6.4.11)
Rab(h)
M∏
−→
m=1
(
Ram(h+ 2q + 2rm−1)Rbm(h+ 2rm−1)
)
Successively applying the Yang-Baxter equation (6.4.5) to the right hand side of
(6.4.11), we have
Rab(u, p, v, q, h)Ta(u, p, {w, r}M , h+ 2q)Tb(v, q, {w, r}M , h) = (6.4.12)
M∏
−→
m=1
(
Rbm(h+ 2p + 2rm−1)Ram(h+ 2rm−1)
)
Rab(h+ 2rM )
Restoring the previous ordering to the R-matrices on the right hand side of (6.4.12),
we recover the result (6.4.9).
As always, (6.4.9) generates sixteen commutation relations amongst the entries
of the monodromy matrix (6.4.8). For our purposes, the most important of these is
[u− v + p+ q]B(u, p, {w, r}M , h+ 2q)B(v, q, {w, r}M , h) = (6.4.13)
[v − u+ p+ q]B(v, q, {w, r}M , h+ 2p)B(u, p, {w, r}M , h)
and is graphically depicted by the diagrams below.
h+ 2p
h
h + 2p + 2q
h+ 2q
h+ 2rM
h+ 2q + 2rM
h+ 2p + 2q + 2rM
v, q
u, p
w1, r1 wM , rM
Figure 6.17: Product of two B-operators before commutation.
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h h+ 2rM
h+ 2p h + 2q + 2rM
h+ 2p + 2q h + 2p + 2q + 2rM
v, q
u, p
w1, r1 wM , rM
Figure 6.18: Product of two B-operators after commutation.
Similarly to equation (6.2.9) in the context of the trigonometric Felderhof model,
(6.4.13) plays a crucial role in the evaluation of the domain wall partition function,
which we define in the next subsection.
6.4.3 Domain wall partition function
The domain wall partition function of the elliptic Deguchi-Akutsu height model
is defined as
ZN
(
{v, q}N , {w, r}N , h
)
= 〈⇓N |
N∏
←−
j=1
B
(
vj, qj , {w, r}N , h+ 2qj−1
)
| ⇑N〉 (6.4.14)
h+ 2qN h + 2qN + 2rN
h h + 2rN
vN , qN
v1, q1
w1, r1 wN , rN
Figure 6.19: Domain wall partition function of the elliptic Deguchi-Akutsu model.
The top row of arrows corresponds with the state vector | ⇑N 〉. The bottom row
of arrows corresponds with the dual state vector 〈⇓N |. Each horizontal lattice line
represents multiplication by a B(vj , qj, {w, r}N , h + 2qj−1) operator. The ordering
of lattice lines agrees with the ordering of B-operators in (6.4.14).
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6.4.4 Conditions on ZN({v, q}N , {w, r}N , h)
We provide a set of Korepin-type conditions on ZN ({v, q}N , {w, r}N , h), which
were originally obtained in [38].
Lemma 12. As always, we make the abbreviation ZN = ZN ({v, q}N , {w, r}N , h).
For all N ≥ 2 we claim that
1. ZN is an entire function in vN that satisfies the quasi-periodicity conditions
ZN
∣∣∣
vN→vN+2
= (−)NZN (6.4.15)
ZN
∣∣∣
vN→vN−2i log(q)/π
=
(−)N
qN
exp
(
πi(η −NvN )
)
ZN (6.4.16)
where we have defined
η = h+ 2
N−1∑
j=1
qj +NqN +
N∑
j=1
(wj + rj) (6.4.17)
2. ZN has simple zeros at the points vN = vj + qj + qN , for all 1 ≤ j ≤ N − 1.
3. Setting vN = wN + qN + rN , ZN satisfies the recursion relation
ZN
∣∣∣
vN=wN+qN+rN
=
[h+ 2qN−1]
1
2 [h+ 2rN−1]
1
2
[h+ 2qN ]
1
2 [h+ 2rN ]
1
2
[2qN ]
1
2 [2rN ]
1
2 (6.4.18)
×
N−1∏
j=1
[wN − wj + rj + rN ][vj − wN + qj − rN ]ZN−1
where ZN−1 is the domain wall partition function on a square lattice of size N − 1.
In addition, we have the supplementary condition
4. The partition function on the 1× 1 lattice is given by
Z1(v1, q1, w1, r1, h) =
[2q1]
1
2 [2r1]
1
2
[h+ 2q1]
1
2 [h+ 2r1]
1
2
[w1 − v1 + q1 + r1 + h] (6.4.19)
Proof.
1. Inserting the set of states
∑N
n=1 σ
+
n | ⇓N〉〈⇓N |σ−n after the first B-operator ap-
pearing in (6.4.14), the domain wall partition function may be written in the form
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ZN
(
{v, q}N , {w, r}N , h
)
=
N∑
n=1
〈⇓N |B
(
vN , qN , {w, r}N , h+ 2qN−1
)
σ+n | ⇓N 〉
× 〈⇓N |σ−n
N−1∏
←−
j=1
B
(
vj, qj , {w, r}N , h+ 2qj−1
)
| ⇑N〉
(6.4.20)
in which all dependence on vN appears in the first factor within the sum. We
therefore proceed to calculate 〈⇓N |B(vN , qN , {w, r}N , h + 2qN−1)σ+n | ⇓N 〉 for all
1 ≤ n ≤ N , as shown below.
h + 2qN h + 2qN + 2rN
h + 2qN−1 h + 2qN−1 + 2rN
vN , qN
w1, r1 wn, rn wN , rN
=
h + 2qN h + 2qN + 2rN
h + 2qN−1 h + 2qN−1 + 2rN
vN , qN
w1, r1 wn, rn wN , rN
Figure 6.20: Peeling away the bottom row of the elliptic Deguchi-Akutsu partition
function. The top diagram represents 〈⇓N |B(vN , qN , {w, r}N , h + 2qN−1)σ+n | ⇓N 〉,
with the internal black arrows being summed over all configurations. The lower
diagram represents the only surviving configuration.
Replacing each face in figure 6.20 with its corresponding elliptic weight, we thus
obtain
〈⇓N |B
(
vN , qN , {w, r}N , h+ 2qN−1
)
σ+n | ⇓N 〉 = c+(vN , qN , wn, rn, h+ 2qN−1 + 2rn−1)×∏
1≤j<n
b+(vN , qN , wj , rj , h+ 2qN−1 + 2rj−1)
∏
n<j≤N
a−(vN , qN , wj , rj) (6.4.21)
Recalling the explicit form of these functions, as given by equations (6.4.2)–(6.4.4),
it is clear that 〈⇓N |B(vN , qN , {w, r}N , h+2qN−1)σ+n | ⇓N 〉 is entire in vN . Further-
more, we immediately see that
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〈⇓N |B
(
vN + 2, qN , {w, r}N , h+ 2qN−1
)
σ+n | ⇓N 〉 = (6.4.22)
(−)N 〈⇓N |B
(
vN , qN , {w, r}N , h+ 2qN−1
)
σ+n | ⇓N 〉
which proves that the first quasi-periodicity condition (6.4.15) holds. The proof of
the second quasi-periodicity condition (6.4.16) is established using the identities
b+(vN − 2i log(q)/π, qN , wj , rj , h+ 2qN−1 + 2rj−1) = (6.4.23)
− 1
q
exp
(
πi(wj − rj + qN − vN )
)
b+(vN , qN , wj , rj , h+ 2qN−1 + 2rj−1)
c+(vN − 2i log(q)/pi, qN , wn, rn, h+ 2qN−1 + 2rn−1) = (6.4.24)
− 1
q
exp
(
pii(wn + qN + rn + h+ 2qN−1 + 2rn−1 − vN )
)
c+(vN , qN , wn, rn, h+ 2qN−1 + 2rn−1)
a−(vN − 2i log(q)/π, qN , wj , rj) = −1
q
exp
(
πi(wj + rj + qN − vN )
)
a−(vN , qN , wj , rj)
(6.4.25)
which, when substituted into (6.4.21), produce the equation
〈⇓N |B
(
vN − 2i log(q)/π, qN , {w, r}N , h+ 2qN−1
)
σ+n | ⇓N 〉 = (6.4.26)
(−)N
qN
exp
(
πi(η −NvN )
)
〈⇓N |B
(
vN , qN , {w, r}N , h+ 2qN−1
)
σ+n | ⇓N 〉
where η is given by (6.4.17). Hence the second quasi-periodicity condition (6.4.16)
also holds.
2. We rearrange the expression (6.4.14) for the partition function by using the
commutation relation
[vN − vj + qj + qN ]B
(
vN , qN , {w, r}N , h+ 2qj
)
B
(
vj , qj , {w, r}N , h+ 2qj−1
)
= (6.4.27)
[vj − vN + qj + qN ]B
(
vj , qj , {w, r}N , h+ 2qj−1 + 2qN
)
B
(
vN , qN , {w, r}N , h+ 2qj−1
)
repeatedly to change the order of the B-operators. This effectively amounts to using
figures 6.17 and 6.18 to reorder the horizontal lattice lines in figure 6.19. We obtain
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N−1∏
j=1
[vN − vj + qj + qN ]ZN
(
{v, q}N , {w, r}N , h
)
= (6.4.28)
N−1∏
j=1
[vj − vN + qj + qN ]〈⇓N |
N−1∏
←−
j=1
B
(
vj , qj , {w, r}N , h+ 2qj−1 + 2qN
)
B
(
vN , qN , {w, r}N , h
)
| ⇑N〉
The right hand side of (6.4.28) is an entire function in vN , with simple zeros at the
points vN = vj + qj + qN for all 1 ≤ j ≤ N − 1. Therefore the partition function
ZN ({v, q}N , {w, r}N , h) must have simple zeros at the same points.
3. We start from the expansion (6.4.20) of the domain wall partition function and
set vN = wN + qN + rN . This causes all terms in the summation over 1 ≤ n ≤ N to
collapse to zero except the n = N term, giving
ZN
∣∣∣
vN=wN+qN+rN
= c+(wN + qN + rN , qN , wN , rN , h+ 2qN−1 + 2rN−1)
×
N−1∏
j=1
b+(wN + qN + rN , qN , wj , rj , h+ 2qN−1 + 2rj−1)
× 〈⇓N |σ−N
N−1∏
←−
j=1
B
(
vj , qj, {w, r}N , h+ 2qj−1
)
| ⇑N 〉 (6.4.29)
We then calculate 〈⇓N |σ−N
∏←−N−1j=1 B(vj, qj , {w, r}N , h + 2qj−1)| ⇑N 〉 using the dia-
gram shown below.
h+ 2qN−1 h+ 2qN−1 + 2rN
h h+ 2rN
vN−1, qN−1
v1, q1
w1, r1 wN , rN
Figure 6.21: Peeling the right-most column of the elliptic Deguchi-Akutsu partition
function. This diagram represents 〈⇓N |σ−N
∏←−N−1j=1 B(vj, qj , {w, r}N , h+2qj−1)| ⇑N 〉,
with the internal black arrows being summed over all configurations. Each surviving
configuration must contain the column of faces shown on the right of the lattice.
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Figure 6.21 represents the (N−1)×(N−1) domain wall partition function, multiplied
by a column of faces. Replacing these faces with their elliptic weights, we obtain
〈⇓N |σ−N
N−1∏
←−
j=1
B
(
vj, qj , {w, r}N , h+ 2qj−1
)
| ⇑N〉 = (6.4.30)
N−1∏
j=1
b−(vj , qj , wN , rN , h+ 2qj−1 + 2rN−1)ZN−1
(
{v, q}N−1, {w, r}N−1, h
)
Finally, substituting (6.4.30) into (6.4.29) gives
ZN
∣∣∣
vN=wN+qN+rN
= c+(wN + qN + rN , qN , wN , rN , h+ 2qN−1 + 2rN−1) (6.4.31)
×
N−1∏
j=1
b+(wN + qN + rN , qN , wj , rj , h+ 2qN−1 + 2rj−1)
×
N−1∏
j=1
b−(vj , qj , wN , rN , h+ 2qj−1 + 2rN−1)ZN−1
Using the explicit formulae (6.4.3) and (6.4.4) for the functions in (6.4.31), it is
straightforward to recover the recursion relation (6.4.18).
4. Specializing the definition (6.4.14) to the case N = 1 gives
Z1(v1, q1, w1, r1, h) = 〈⇓1 |B(v1, q1, {w, r}1, h)| ⇑1〉 (6.4.32)
=↑∗a1 ⊗ ↓∗1 Ra11(v1, q1, w1, r1, h) ↑1 ⊗ ↓a1= c+(v1, q1, w1, r1, h)
as required. Alternatively, the 1× 1 partition function is the top-right face in figure
6.14, whose weight is equal to c+(v1, q1, w1, r1, h).
6.4.5 Evaluation of ZN ({v, q}N , {w, r}N , h)
The conditions 1–4 determine ZN ({v, q}N , {w, r}N , h) uniquely and give a direct
algorithm for its evaluation.
Lemma 13. The domain wall partition function has the factorized expression
ZN
(
{v, q}N , {w, r}N , h
)
=
[h+ wN − vN + qN + rN ]
[h+ 2qN ]
1
2 [h+ 2rN ]
1
2
× (6.4.33)
N∏
j=1
[2qj ]
1
2 [2rj ]
1
2
∏
1≤j<k≤N
[vj − vk + qj + qk][wk − wj + rj + rk]
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This expression was originally proved in [38]. Setting qj = rj =
1
2 for all 1 ≤ j ≤ N ,
we recover the formula (6.3.30) for the partition function of the SOS model at its free
fermion point. In addition, taking the trigonometric q → 0 and heightless h → i∞
limits of (6.4.33), we recover the partition function of the trigonometric Felderhof
model (6.2.21).
Proof. From theorem 1 and conditions 1 and 2 on ZN ({v, q}N , {w, r}N , h), we know
that it must have the form
ZN
(
{v, q}N , {w, r}N , h
)
= C
(
{v}N−1, {q}N , {w, r}N , h
)
× (6.4.34)
N−1∏
j=1
[vj − vN + qj + qN ][h+ wN − vN + qN + rN ]
where C does not depend on vN , but depends on all other variables. Evaluating
(6.4.34) at vN = wN + qN + rN , we obtain
ZN
∣∣∣
vN=wN+qN+rN
= C
(
{v}N−1, {q}N , {w, r}N , h
)
× (6.4.35)
N−1∏
j=1
[vj − wN + qj − rN ][h+ wN−1 − vN−1 + qN−1 + rN−1]
Comparing (6.4.35) with condition 3 on ZN ({v, q}N , {w, r}N , h), we arrive at the
expression
C
(
{v}N−1, {q}N , {w, r}N , h
)
=
[h+ 2qN−1]
1
2 [h+ 2rN−1]
1
2
[h+ 2qN ]
1
2 [h+ 2rN ]
1
2
× (6.4.36)
[2qN ]
1
2 [2rN ]
1
2
N−1∏
j=1
[wN − wj + rj + rN ]
[h+ wN−1 − vN−1 + qN−1 + rN−1]
ZN−1
(
{v, q}N−1, {w, r}N−1, h
)
Finally, substituting this expression for C into (6.4.34), we obtain the recurrence
ZN
(
{v, q}N , {w, r}N , h
)
= (6.4.37)
[h+ 2qN−1]
1
2 [h+ 2rN−1]
1
2
[h+ 2qN ]
1
2 [h+ 2rN ]
1
2
[h+ wN − vN + qN + rN ]
[h+wN−1 − vN−1 + qN−1 + rN−1]
[2qN ]
1
2 [2rN ]
1
2×
N−1∏
j=1
[vj − vN + qj + qN ][wN −wj + rj + rN ]ZN−1
(
{v, q}N−1, {w, r}N−1, h
)
whose basis is given by condition 4. This recurrence is trivially solved to produce
the formula (6.4.33).
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6.5 Conclusion
In this chapter we have investigated the free fermion condition in lattice models.
The starting point in our studies was the free fermion point of the six-vertex model,
whose partition function and Bethe scalar product both factorize into product form.
The main result of the chapter is that this factorization persists when non-trivial
external fields are introduced into the model. Indeed, we found that the partition
function and Bethe scalar product both factorize when considering the trigonometric
Felderhof model, which is an external field deformation of the free fermionic six-
vertex model.
Another key result was the observation that these ideas can be extended to
models with a height parameter. We claimed that at its free fermion point, the SOS
model has a factorized domain wall partition function. This result indicates that
the free fermion point is a powerful restriction, since for general values of the cross-
ing parameter the partition function has a relatively complicated non-determinant
expression [77]. Furthermore, we showed that this factorization persists at the level
of the elliptic Deguchi-Akutsu height model, which contains external fields.
There is potential for further work in the context of these models. We list some
of these problems below.
1. It should be possible to extend the results obtained for the trigonometric
Felderhof model to the calculation of its one and two-point correlation functions. In
particular, drawing on the work of [59], one could express the local spin operators
σ±m, σzm in terms of the monodromy matrix operators. At the very least, the calcu-
lation of the one-point functions is then facilitated by our expression for the Bethe
scalar product.
2. The situation is more complicated for the elliptic Deguchi-Akutsu height
model, and the evaluation of its scalar product remains unsolved. The difficulty
essentially arises from the fact that the c± faces depend on the rapidities, unlike the
c± vertices in the trigonometric Felderhof model. This leads to an extra zero in the
height model scalar product, compared with its vertex model counterpart.
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