Abstract. A survey is presented of the more important solution methods of the equation of the title. When space permits, a brief description of the methods and numerical examples are also given. The paper concludes with an incomplete list of 218 primitive nontrivial solutions in rational integers not exceeding 106.
1. Introduction. The Diophantine equation (1) A*+BA= C4 + 7)4
was first proposed by Euler [1] in 1772 and has since aroused the interest of numerous mathematicians. Among quartic Diophantine equations it has a distinct feature for its simple structure, the almost perfect symmetry between the variables and the close relationship with the theory of elliptic functions. The latter is demonstrated by the fact that Eq. (1) is satisfied by the four elliptic theta functions of Jacobi, êx,ê2,ê2 and #4, in that order [6] . One of the intriguing aspects of the equation is that numerical solutions are not easy to come by. Naturally, we are interested only in primitive and nontrivial solutions in real (and, occasionally, in Gaussian complex**) integers. The first known examples of solutions, and among these the solution in "least integers", i.e.
(A, B, C, D) = (134,133,158,59), were computed already by Euler [1] , [2] , [3] . Some others were found by later researchers (see [4, pp. 644-647] ), but it was not until the advent of computers that systematic searches could be conducted. The most extensive lists published to date are due to Lander and Parkin [16] and Lander, Parkin and Self ridge [17] . These lists, to be called LPS lists, contain 31 and 15 solutions, respectively, and are complete in their respective ranges.
In this paper we discuss the more important solution methods and in conclusion present a list of 218 numerical solutions. This contains all presently known primitive and nontrivial solutions in the range max(yi, B, C, D) < 106. Motivation to produce the list has come from the need for empirical material to study Eq. (1). To produce a largest possible selection of varied numerical examples, we have used all available methods at our disposal, while making no effort for completeness. (ii) B and D are odd.
(iii) The peak, i.e. ma\(A, B, C, D), is equal to B when it is odd and to C when it is even.
When there is no reason to do otherwise, the numerical solutions are quoted in their normal forms.
Following Euler, we shall use the notations p = (C + A)/2, q = (C -A)/2, r = (B + D)/2,s = (B -D)/2. With these substitutions we have (5) pqip2 + q2)=rsir2 + s2),
an equation equivalent to (1) . When computed from normal forms, all four numbers p, q, r, s are integers and positive.
3. Solution Methods. In contrast to the analogous cubic equation, no formula exists for the complete solution of Eq. (]). In its absence we have a large variety of methods at our disposal, each of which supplies a different set of solutions. The methods can be classified as (i) arithmetic methods, (ii) computer methods and (iii) mixed methods.
In the case of arithmetic methods we make special assumptions and use existing solutions to derive new ones. Since both the initial and derived solutions necessarily satisfy the same special conditions, no arithmetic method can yield all the solutions. However, it is possible to produce, at least in principle, a complete list of solutions in any given range by the application of computer methods.*** Naturally, in practice, the range of search is limited by the processing capacities of the computer used.
A pure computer method was used to produce the LPS lists. This is described in [16] and hence will not be discussed here.
In the case of mixed methods the computer search is coupled with an arithmetic preparation and subsequent algebraic calculations. In all known mixed methods the computer is used to check if a given algebraic expression takes the value of a perfect square. When this occurs, a solution of (1) is obtained by a further simple calculation.
Of all the methods the simplified " Pythagorean triplets" method, a mixed method, has proved in practice the most efficient. The majority of solutions in the list was obtained by this method. We shall discuss it within the next section.
The Method of Pythagorean Triplets (PT)
. This method, in its original form, can be summed up as follows. Let (a,,Z>,,c,) and (a2,b2,c2) be Pythagorean triplets, i.e. numbers representable in the forms: a, = 2t/,u,, bx = u2 -v\, c, = u2 + v2 and a2 = 2u2v2, b2 = u\ -v\, c2 = u\ + v\ for some integers m,, o" u2, v2. If the triplets are such that (6) (axcl + a2c2f + (¿>,c, + b2c2) = perfect square, then a solution of Eq. (1) is readily at hand. To obtain it, we first remove the common factor p of { ■ (a,c, + a2c2) and ¿>,c, + b2c2 and then solve for U and V the system
Then with (8) 
we have A = p -q, B = r + s, C = p + q, D = r -s as solution of Eq. (1). Finally, we simplify by possible common factors of A, B, C, D and set them in normal form. The solution is nontrivial if the greatest common factor of u2 + v2, u\ + v\ and uxu2 + vxv2 equals 1. The formulas used in the method can easily be verified by applying (5).
When using this method, every solution will be obtained sooner or later. Moreover, it can be shown that every nontrivial solution can be computed from four different sets of parameters ux, vx, u2, v2, if their selection is subject to the restrictions (i) «,, u,, u2 > 0, (ii) M|>u,, u2, \v2\, (iii) the greatest common factor of u2 + v2, u\ + v\ and m,«2 + üiü2 1S equal to 1 The disadvantage of the method lies in the difficulty of computing with high enough precision square roots of functional values of 8th degree polynomials. Nevertheless, when the method was first tried at the University of Zambia in 1972, 47 non trivial solutions of (6) were obtained during one weekend night. Of these, 17 correspond to solutions not present in the LPS lists. The computer search was conducted by my former colleague, Jorma Pihlatie, using a relatively simple FOR-TRAN program and an IBM 1130 computer.
In a significant number of cases we have t>, = u2 or «, = v2, and this observation has led to a modification of the method. For, if u, = u2, then a,c, + a2c2 = 2x(k, + v2)[u2 -uxv2 + v\ + x2) and bxcx + b2c2 = «f -«2 = (m, + i>2)(m, -v2)(u2 + of), where x denotes the common value v{ = u2. Hence (w, + v2)2 can be removed from the left-hand side of (6), which then reduces to (9) 4x2(m2 -«,o2 + v\ + x2)2 + (m, -u2)2(m2 + ü|)2 = D.
This equation, or its simplified form, (10) x2(x2 + 3y2 + z2)2 + 4.y2(.y2 + z2)2 = □ .
(wherey = (u] -v2)/2 and z = (ux + v2)/2), contains only 6th degree polynomials in three variables. Both the numerical work of polynomial evaluations and the dimension of search are hence reduced. The majority of solutions marked by "PT" in the list was obtained by this simplified method. A search on the PDP-10 computer of the State University of Campinas has produced 222 nontrivial primitive solutions of (9) in the range ux,vx < 1061, «, >\v2\. However, not all corresponding solutions of Eq. (1) are contained in the list. Excluded are 26 solutions whose peaks exceed 106. Further, there are many instances of coincidence, i.e. different solutions of (9) Quite frequently, in lieu of A, B, C, D, the numbers p, q, r, s are given as functions of u, v, t, as e.g. in the semisolution (11) p=ft, q = gu(f2u-g2v), r = gt, s=fv(f2u-g2v), which goes back to Euler [2] . Here / and g are integral constants (free parameters) and (12) t2 = if2u-g2v)(fV-g2u').
The equation Qiu,v) = t2 will be referred to as the quartic equation of the semisolution in question. We shall agree that a solution of a quartic equation is termed non trivial, if it leads to a nontrivial solution of Eq. (1).
The importance of solving quartic equations was recognized already by Euler who himself gave three different methods to make a quartic a perfect square. Following Euler several other methods have become known, but the basic problem, namely to find the complete solution of any given quartic equation has still remained unsolved. A method most frequently used is the following. Suppose we have found a representation of the quartic Qiu, v) in discriminant form, i.e. (13) Qiu Now the equation (14) a(u, v) ■ x2 -2ß(u, v) ■ xy + y(u, v) ■ y2 = 0 is quadratic and homogeneous in u and v. Moreover, when we put x/y = xn/yn, n = 0,1 it has one rational solution for u/v, namely u0/vQ. It follows that the other solution must also be rational. In this way we obtain solutions u_x/v_x (when x/y = x0/y0) and m,/ü, (when x/y = x,/y,). Repeating this argument with the new values m_,, ü_¡ and u,, t>,, we obtain further solutions, etc. The ratios un/vn and x"/y" form, in general, a doubly infinite chaina
determined by the equation (14) and an initial ratio u0/v0. Accordingly, we shall call Eq. (14) a chain-generating equation.
For a detailed account of the various arithmetic methods see Dickson [4, pp. 639-644] . All these are equivalent, in one way or another, to the chord and tangent process of finding rational points on an elliptic curve (see [8, Chapter 16] ). It is a well-known fact that, by applying this process, all rational points can be generated from a finite set of them. Consequently, all solutions of a quartic Diophantine equation, Q(u, v) = t2, can be found from a finite set of solutions by arithmetic methods. The main difficulty is that no known method exists to determine this finite set in the general case. Otherwise it would be possible to determine it e.g. for the quartic equation
with general integral M. For this equation it is known that when M is representable in the form a4 + b4, it has the independent solutions u = a2 + ab + b2, v = a + b, t = ab ■ (2a2 + 3ab + 2b2) and u = a2-ab
When M is representable as a sum of two. biquadrates in two different ways, we have two more solutions of this kind. The number of solutions in the finite set hence depends, among others, on the number of ways of representing M in the form a4 + b4. Thus the problem goes back to solving Eq. (1).
The other possibility is a cycle.
The possible failure of arithmetic methods notwithstanding, computers can always be used within the limits of their capacities to solve quartic equations. Then the result is a complete list of solutions in the range of search. When the quartic equation of a semisolution is solved this way, we have another instance of solution methods of mixed type. 6 . Some Examples of Semisolutions. The second example of semisolutions that appeared in the literature, was also given by Euler [3] . In simplified formulation we quote it as follows: A = 2Pu2 + Qv2, SB = t, C = 27V + 2(0 -P)uv -Qv2, SD = -2P(Q -P)u2 + 4PQuv + QiQ -P)v2, with the quartic equation, t2 = 4P2(Q -P)2u4 + 8P(Q -P)(Q2 + P2)u^v
The parameters P, S, Q form a Pythagorean triplet, i.e. P2 + S2 = Q2, but are otherwise unspecified. We have nontrivial solutions when Q2 + QP + P2 is a perfect square, as in the case P = 3, 0 = 5, observed by Euler and leading to Solution 5, (see also [9] ). However, these are not the only nontrivial solutions. An example when Q2 + QP + P2 is not a perfect square is the following: P = 400, Q = 689, 5 = 561. Then we have the solution u = 51, c = 20, t= 761210360, leading to Solution 43 of the list.
Strictly speaking, the simplified PT method is also a semisolution method, since Eq. (10) turns into a quartic equation by substituting u/v for z and multiplying every term by ü4. Another semisolution can be derived from the original PT method by assuming that v2 = 0. Then we have a2 = 0, b2 = c2 = u\, and hence by (7) 2UV=--2u¡V](u2 + v2) and U2 -V2 = -■ (u4 -v4 + u4).
Without loss of generality we may set U = k(m2 + t>2), V = uxvx/(itp), with k denoting an appropriate constant. Substituting these in the second equation, we have
In the simplest case, i.e. when n2p = 1, this last equation reduces to u2v] = u\-2v\.
Now the equation
is known to have infinitely many nontrivial solutions (see [8, pp. 72-74] ). Using these, we have the following expressions for uxvx, u2 and vx: «,u, = a2t, u2 = au, v | = av, whence, by choosing a = v, «, = t, u, = v2 and u2 = uv follow. For p, q, r, s then we have, by (8) , (17) p = u4t, q = vb, r = uv(u4 -v4), s = uv3t.
Applying the simplest nontrivial solution of (16), i.e. (u,v,t) = (3,2,7), the result is Solution 6 of the list.
Finally, let us mention the semisolution of Fauquembergue [10] , who gave it as an identity. We present it in the following formulation: (18) A=t,
with the quartic equation,
t2 = 4m4 + I32u3v + 17mV + 132m;3 + 4d4.
Fauquembergue's example can be easily generalized and developed into a full-scale theory. In the next section, however, we shall give only the main results, owing to the considerable length of calculations.
7. Fauquembergue Type Semisolutions. Observing that a sum of two biquadrates in two ways is also a sum of two squares in two ways and that as such it can be represented as a product of two sums of two squares each, we set Here we use, for brevity, the notations
The solution of (27) is straightforward (see, e.g., [5, Chapter 4, Section 29]). Using a known solution, tp0, \(), e(), and two free parameters, u and v, the complete solution of (27) may be written as follows: with p denoting a proportionality factor. This can be dropped (or its value set to be equal to 1) since we are interested only in the ratios <p : A : e. The initial solution, <p0, A(), e0, is returned by the choice u = 1, v = 0.
An initial solution <p(l, A0, e" of (27) is readily available from a known solution A0, ß(), C", D0 of Eq. (1), using the linear relations (21), (24), (25) and (26). As a result, the complete solution of (27) can be expressed in the terms of B{), C0,DQ instead of cp(), A0, e", and so can the parameters a, b, c, d and the variables B, C, D. The formulas for the latter are quoted as follows: Here on the right-hand side, the expressions given at (30)-(32) are to be substituted for B, C and D. The relation (34) is an immediate consequence of (22.b) and (33). The semisolution just derived has a structure similar to the one of Fauquembergue's example (18)- (19) . We can obtain infinitely many others from it by subjecting the parameters u, v to linear (nonsingular) transformations. We shall refer to all these as Fauquembergue type semisolutions, or briefly F-solutions.
The quartic in (34) can be brought into a discriminant form (13) in various ways and thus be solved arithmetically. Following are some discriminant forms of which the last two are symmetric in C and D. (39) t2 = 85264m4 -477344m3ü + 999100mV -927096mu3 + 273420t;4.
The discriminant form (37) of the quartic is as follows: t2 = -1.
• (4561m2 -12772MU + 7995t;2)2 --• (377m2 -1438MU + 1385t;2)(337m2 -602mi; + 28V). In the special case when 4t + 1 is equal to a rational square, say (2n + l)2. i.e. t = n(n + 1) for some rational n, the complete solution of (27) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use When using this form to generate a chain (15), the resulting new solutions of Eq. (I) are in general different from those obtainable through the use of the other discriminant forms (35)-(37).
8. Algebraic Reductions. By making special assumptions, Eq. (1) can be reduced to a linear one and thus solved promptly. One way to do this is by applying Cauchy 's method of reducing cubic homogeneous Diophantine equations in three unknowns [7] . For this we start from Eq. (5), which is already of 3rd degree in each of its four variables, and observe with Desboves [11] that it can be made a 3-variable homogeneous equation, e.g. by assuming that p/r = ¡x = const and eliminating/?. However, the same results can be obtained more quickly by direct methods which are possible due to the special symmetric character of Eq. (1). Depending on the assumptions to be made, we arrive at the methods (i) of Lander [ 18] , (ii) of Swinnerton-Dyer [ 13] , (iii) the perfect cube method and (iv) the two-solution method.
In the case of Lander's method we add to the assumption where p is an appropriate proportionality factor. Substituting (50) and (51) in (46) and (48), we obtain/?', q', r', s' as 5th degree functions of p, q, r, s. The relationship between the original and the new solutions is symmetric as is evident from the formulas (46) and (47). That means that the initial variables p, q, r, s, are also 5th degree functions of p', q', r', s'. (For this reason the author terms the method as a dual transform of the variables.) It is also evident that by changing the signs of A, B, C, D, each of the eight, essentially different, sign-combinations yield a different solution. Thus any nontrivial solution leads to 8 new solutions. Each of these 8 solutions can of course be employed again to obtain 8 other solutions and so on up to infinity. However, among the 8 solutions obtained from any of the first eight there are only seven new ones, the other one being identical to the initial solution for the symmetry mentioned above.
To illustrate this point, in Tables 1 and 2 , respectively, we list the 8 solutions, in normal forms and in increasing order of their peaks, that are obtained from the solutions 2 and 3, i.e. (7, 239, 227, 157) and (256, 257, 292, 193) , respectively. These examples serve also to show how widely the order of magnitude of the new solutions varies. Other examples were given in [18] and [19] . In the case of Swinnerton-Dyer's method we keep the transformation formulas (46), but replace (48) by the following ones:
(52) q' = qx + vy, s' = sx + uy.
Substituting these in (49) and simplifying by x and y, we obtain a quadratic equation in x and y, i.e. Substituting x and y-in (46) and (52), we obtain a new solution.
As an example, let us start from the semisolution, (/>, q, r, s) = (u4t, v6, uv3t, mü(m4 -v4)), where t2 = u4 -2v4 (a variant of semisolution (17)). Since p/r = u3/v3, the method can be applied. Thus, by (56), px = 3mVí2 and py = m2í2(m8 -3mV -ü8).
Letting p = u2t3, from (46) and (52) we obtain for the new variables:
(57) p' = 3u4v3, q'= vtiu4 -v4), r'= 3uv6, s' = m/(m4 + 2t;4).
This new solution represents, of course, also a semisolution with the same quartic equation. Substituting (m, v, t) = (3,2,7), the result is Solution 12.
We wish to remark that Euler's well-known 7th degree parametric solution can also be deduced this way. For the initial solution we choose the trivial solution (/?, q, r, s) = (m3, v3, v3, u3) and have, by (56), px = 3mV(m2 -v2), py = (m2 -u2)(m6 -2mV -2mV + vb).
Letting p = u2 -v2, from (46) and (52) we obtain p' = 3mV, q' = ü(m6 -2mV + mV + u6),
which is a variant of Euler's solution.
AUREL J.ZAITA Finally we discuss the two-solution method. We denote the known solutions of (5) by (P\, qx, rx, sx) and (p2, q2, r2, s2), and assume that (58) /»,//■, = p2/r2 = P--const.
The variables of the new solution are set as (59) p' = ptx + p2y, q' = g,x + q2y, r' = rxx + r2y, s' = sxx + s2y.
Since by (58)/)'//-' = /?,//-, = p2/r2, the equation (49) In this equation the coefficients of x3 and j'3 are equal to zero (because (/?,, a,, r,, 5,) and (p2,q2,r2,s2) satisfy (5)), and the ratio x/y can thus be readily computed:
,iM P* = />i(<7i/>2 + 2p[p2q2 + 3a,a22) -/-,(5,r22 + 2r,r2»i2 + 3s,.ï22), py = -P\\q2P\ + 2PiP2<1\ + 3»72»72) + rx(s2r2 + 2rxr2sx + 3s2s2).
Substituting x and y in (59), the variables of the new solution are obtained as 5th degree functions of the initial variables. The relationship between the two initial solutions and the derived solution, however, is quite symmetric, as is evident from (59). That means that by choosing e.g. (px,qx,rx,sx) and (p',q',r',s') as initial solutions, ip2, q2, r2, s2) is obtained as a derived solution.
It should further be noted that from any two solutions satisfying (58) there can actually be obtained one more solution by this method. For this we change the signs of p2 and r2 in (59) and (60). The two-solution method includes, as a special case, the method of Lander. To show this, we choose for initial solutions a known solution, (px,qx,ri,sx) = (p, q, r, s), and an associated trivial solution, (p2, q2, r2, s2) = (p, r, r, p). Substituting these in (60), for the ratio x/(x + y) we have
Hence, in view of (50) and (51), we are back at the method of Lander. The two-solution method can thus be regarded as a generalization of Lander's method.
In all four methods discussed in this section we have p/r = const, and this same condition is satisfied also by the semisolution (11)- (12) . In fact, all derived solutions can also be obtained from the semisolution formulas by using different techniques to solve the quartic equation ( 12) . For instance, when we use the discriminant-form, (61) [ 9. Parameter Transformations. In the context of parameter transformations by parameter we mean intrinsic parameters, such as the integral-valued solutions u, vj of quartic Diophantine equations, t2 = Q(u, v). with u and v having no common prime factors. The term "intrinsic" is used to convey their characteristic behavior and to distinguish them from the "free" parameters, not subject to any constraints.
We arrive at the concept of intrinsic parameters through "homogenization". E.g. instead of considering the problem of finding the rational points P(x. y) on a quartic (or cubic when e0 = 0) elliptic curve v2 = e0x4 + e,x3 + e2x2 + e3x + e4 = Qix, 1).
we apply the substitutions, x = u/v, y = t/v2, and consider the equivalent problem of finding integral-valued solutions of t2 = Q(u, v). The numerators and denominators, m and v, thus divorced from each other, that is liberated from being formal parts of a fraction, will then behave as independent entities in the course of further calculations. For example, they will transform independently of each other.
Theoretically, all quartic and cubic Diophantine equations, which can also be looked upon as functional equations satisfied by certain elliptic functions, have their own systems of intrinsic parameters. Due to the large variety of functional equations between elliptic functions, the number of possible parameters is also large. For Eq.
( 1 ) alone the number of parameters that are more significant is over 50.
When applying a parameter transformation, some parameters take on new values while others remain invariant. Examples of ratios (in the case of Eq. (1) The transformations can be characterized and classified according to which of these and other ratios remain invariant. We shall call a transformation dual, if the transformation formulas are symmetric in terms of the old and new values of transforming parameters. Of the presently known transformations only two types are dual, but the methods based on these two supply the largest number of new solutions in relatively small integers.
The Simple Dual Transformation (SD) is characterized by having two invariants of type 7, and four invariants of type 76. As a method, it is equivalent to the method of Lander, thus in general it results in the same eight new solutions.
The Composite Dual Transformation (CD) has 76 = t (or any of the other 15 similar expressions) as its main invariant. A further invariant is 77 or a similarly built expression. When using it as method, it is more prolific than the SD, since the number of new solutions obtainable from a nontrivial solution is equal to 32. If the method is applied to one of the derived solutions (and this itself is nontrivial), then of the 32 newer solutions one is identical to the solution used at the outset.
Invariably, all methods of solving Eq. (1), which use one known solution to derive another, imply also a simultaneous transformation of parameters. However, when we talk about parameter transformations as methods, we mean carrying out the computations in terms of the parameters. This means a reduction of computational efforts, since the parameters are in general numerically smaller than the original variables A, B, C, D or p, q, r, s.
The dual transformations were discovered by the author in the years 1973-1974. Since then they have been used with success, as witnessed by the great number of solutions marked by SD or CD in Table 3 . Unfortunately, lack of space does not permit to present here a more detailed account of them.
However, there exist equivalent methods that can readily be defined. For the SD this is Lander's method, already mentioned (see Section 8), or the semisolution method using (11), (12) These find their origin in Euler [2] , but in their present form are due to Gérardin [12] .
In contrast to the intrinsic parameters, the parameters u, v of two-parameter formulas are without any constraints. However, to avoid obvious common factors in the values of A, B, C, D, we choose for u and v integers that are relatively prime.
The modern way of computing sets of two-parameter solutions is by applying one of the existing parameter transformation methods to an already known parametric solution. E.g. E(u, v) can be derived by applying the simple dual transformation to the trivial solution i A, B,C, D) = (u,v, u, -v). Similarly, by applying SD to E(u, v), four new sets of parametric solutions are obtained [18] , [19] . Including CD in the process will result in further sets of solutions. Of the rich variety of solutions found in this way we cite below the two simplest ones, denoted Px(u, v) and P2(u, v). They are of 11th and 13th degree, respectively. A = (-1,-1,4 Some of the simplest numerical solutions are special instances of these parametric solutions. E.g. Solution 3 can be obtained as P,(l, 1) as well as P2(\, 1), Solution 2 as P,(l,-2) and Solution 4 as P,(2, -1).
Obviously, the number of numerical solutions obtainable from two-parameter formulas and the number of two-parameter formulas themselves is infinite. However, it is not known whether or not every numerical solution of Eq. (1) can be represented as a special case of a parametric solution.
11. The List of Numerical Solutions. In Table 3 we present all known primitive and nontrivial solutions of Eq. (1) whose peaks do not exceed 106. Accordingly, the list includes the solutions of the LPS lists, too, these occupying the first 46 entries.
The solutions are listed in their normal forms (see Section 2) and in the increasing order of their peaks. For reference purposes they are numbered with serials 1 through 218. The klh solution in the list will be denoted by Sk.
In the " Remark" column the abbreviations PT (Pythagorean triplets), SD (Simple dual transformation), CD (Composite dual transformation), 2S (Two-solution method, see Section 8), SS (Semi-solution method), refer to particular methods by which the solutions were obtained. The notation FS(... ), with a numerical value between the parentheses, refers to F-solutions of the type (41)-(42). The inscribed number gives the value of the invariant t. E(u, v), Px(u, v) and P2iu, v) denote, respectively, solutions computed from sets of two-parameter formulas given by (62), (63) and (64), respectively, with parameter values u and v.
At some of the first 46 solutions the Remark box is left blank, indicating that these solutions would not have been discovered yet without the special computer method producing the LPS lists. Keeping one equation at a time and simplifying by possible common factors, we obtain S107, S1)8 and SXM. The last solution, S,64, was discovered by this observation. Table 3n A list of primitive nontrivial solutions of the equation 
