Abstract. In this paper we study the following stochastic Hamiltonian system in R 2d (a second order stochastic differential equation), p is the Bessel potential space with differentiability indices α in x and β in v, then the above stochastic equation admits a unique strong solution so that (x, v) → Z t (x, v) := (X t ,Ẋ t )(x, v) forms a stochastic homeomorphism flow, and (x, v) → Z t (x, v) is weakly differentiable with ess.
Introduction
Consider the following second order time dependent stochastic differential equation (abbreviated as SDE):
where b t (x, v) : R + × R 2d → R d and σ t (x, v) :
Borel measurable functions,Ẋ t denotes the first order derivative of X t with respect to t, and W t is a d-dimensional standard Brownian motion on some probability space (Ω, F , P). When σ = 0, the above equation is the classical Newtonian mechanic equation, which describes the motion of a particle. When σ 0, it means that the motion is perturbed by some random external force. More backgrounds about the above stochastic Hamiltonian system are referred to [29, 32] , etc.
It is noticed that if we let Z t := (X t ,Ẋ t ), then Z t solves the following one order (degenerate) SDE: (σ t σ * t )(x, v), ∇ 2 v f (x, v) stands for the Hessian matrix, the asterisk and tr(·) denote the transpose and the trace of a matrix respectively. Moreover, let µ t be the probability distributional measure of Z t in R 2d . By Itô's formula, one knows that µ t solves the following Fokker-Planck equation in the distributional sense:
3) where δ z is the Dirac measure at z. More precisely, for any f ∈ C 2 c (R 2d ),
where µ t ( f ) = f dµ t = E f (Z t ). In the literature L a,b t is also called kinetic Fokker-Planck or Kolmogorov's operator.
During the past decade, there is an increasing interest in the study of SDEs with singular or rough coefficients. In the non-degenerate case, Krylov and Röckner [21] showed the strong uniqueness to the following SDE in R d :
The argument in [21] is based on Girsanov's theorem and some estimates from the theory of PDE. In this framework, Fedrizzi and Flandoli [12, 11] studied the well-posedness of stochastic transport equations with rough coefficients. When b is bounded measurable, the Malliavin differentiability of X t with respect to sample path ω and the weak differentiability of X t with respect to starting point x were recently studied in [23] and [25] respectively. We also mention that weak uniqueness was studied in [1] and [17] under rather weak assumptions on b (belonging to some Kato's class). Moreover, the multiplicative noise case was studied in [38, 39, 41] by using Zvonkin's transformation [42] and some careful estimates of second order parabolic equations.
In the degenerate case, Chaudru de Raynal [7] firstly showed the strong well-posedness for SDE (1.1) under the assumptions that σ is Lipschitz continuous and b is α-Hölder continuous in x and β-Hölder continuous in v with α ∈ ( 2 3 , 1) and β ∈ (0, 1). The proofs in [7] strongly depend on some explicit estimates for Kolmogorov operator with constant coefficients and Zvonkin's transformation. In a recent joint work [36] with F.Y. Wang, we also showed the strong uniqueness and homeomorphism property for (1.1) under weaker Hölder-Dini's continuity assumption on b. The proofs in [36] rely on a characterization of Hölder-Dini's spaces and gradient estimates for the semigroup associated with the kinetic operator. Notice that in [7] and [36] , more general degenerate SDEs are considered, while, the case with critical differentiability indices α = 2 3 and β = 0 is left open. The purpose of this work is to establish a similar theory for degenerate SDE (1.1) as in Krylov and Röckner's paper [21] (see also [41] ). In particular, the critical indices α = 2 3 and β = 0 are covered. More precisely, we aim to prove that Theorem 1.1. Suppose that for some K 1 and all (t, x, v) ∈ R + × R 2d ,
where σ * denotes the transpose of matrix σ, and for some p > 2(2d + 1), Then for any z = (x, v) ∈ R 2d , SDE (1.1) admits a unique strong solution Z t (z) = (X t ,Ẋ t ) so that (t, z) → Z t (z) has a bi-continuous version. Moreover, (A) There is a null set N such that for all ω N and for each t 0, the map z → Z t (z, ω) is a homeomorphism on R 2d . 
As a corollary, we have the following local well-posedness result by a standard localization argument.
Corollary 1.2. Suppose that for any T, R
where B R := {(x, v) : |(x, v)| R}, and for some p > 2(2d + 1),
is a smooth function with χ R (z) = 1 for |z| R and χ R (z) = 0 for |z| > 2R. Then for any fixed (x, v) ∈ R 2d , SDE (1.1) admits a unique local strong solution (X t ,Ẋ t ) up to the explosion time ζ.
By the assumptions, one sees that (σ R , b R ) satisfies the conditions of Theorem 1.1. Hence, there exists a unique solution to the following SDE:
where
for R ′ > R, one sees that R → ζ R is increasing and the above Z t is well-defined. Clearly, ζ = lim R→∞ ζ R is the explosion time of Z t , and Z t uniquely solves (1.1) before ζ.
The strategy of proving Theorem 1.1 is still based on Zvonkin's transformation. As in the non-degenerate case [41] , we need to establish the L p -maximal regularity estimate to the following degenerate parabolic equation (see Theorem 3.2 below):
Here we shall use the freezing coefficient argument and the L p -estimate established in [6] and [5] for degenerate operators with constant coefficients (see also [8] for the case of nonlocal operators). Compared with [6] and [27] , we not only consider the optimal regularity of u along the nondegenerate v-direction, but also the optimal regularity of u along the degenerate x-direction.
On the other hand, from the viewpoint of PDE, the well-posedness of Fokker-Planck equation (1.3) (especially uniqueness) with rough coefficients is a quite involved problem. Since a and b possess less regularities and L a,b t is a degenerate operator, the direct analytical approach seems not work (cf. [3, 4] ). Let P(R 2d ) be the set of all probability measures on R 2d . We shall use a probabilistic method to prove the following result. Theorem 1.3. Suppose that σ satisfies (UE) and for any T > 0,
Then for any ν ∈ P(R 2d ), there exists a unique probability measure-valued solution µ t ∈ P(R 2d ) to (1.3) in the distributional sense in the class that t → µ t is weakly continuous with µ 0 = ν and
The proof of this result is based on Figalli and Trevisan's superposition characterization for the solutions of Fokker-Planck equation in terms of martingale problem associated with σ and b. More precisely, Figalli [14] and Trevisan [33] showed that for any weakly continuous probability measure-valued solution µ t of (1.3) with initial value ν ∈ P(R 2d ), there exists a martingale solution for operator L a,b t (a probability measure P ν over the space of all continuous functions from R + to R 2d denoted by Ω) such that for all t ∈ R + ,
where t → ω t is the coordinate process over Ω. Hence, in order to prove Theorem 1.3, it suffices to show the well-posedness of martingale problem for L a,b t in the sense of Stroock and Varadhan [31] . This will be achieved by proving some Krylov's type estimate (see Theorem 4.3 below), which is also a key tool for proving Theorem 1.1. It is remarked that in [28] , we have already used this technique to show the uniqueness of measure-valued solutions and L p -solutions to possibly degenerate second order Fokker-Planck equations under some weak conditions on the coefficients (but not the case of Theorem 1.3). This paper is organized as follows: in Section 2, we introduce some anisotropic fractional Bessel potential spaces, and prepare some useful estimates for later use. In Section 3, we show the L p -maximal regularity estimate for kinetic Fokker-Planck equations. In Section 4, we study the martingale problem associated with (σ, b) under the same assumptions as in Theorem 1.3 by showing the basic Krylov's type estimate. In particular, we first prove Theorem 1.3. In Section 5, we then prove Theorem 1.1 by using Zvonkin's transformation and Krylov's estimate obtained in the previous section. In Appendix, a stochastic Gronwall's type lemma used in Section 5 is given.
Convention: The letter C with or without subscripts will denote an unimportant constant, whose value may change in different places. Moreover, A B means that A CB for some constant C > 0, and A ≍ B means that C −1 B A CB for some C > 1. After this work was finished, I was informed by Professor Enrico Priola during "The 8th International Conference on Stochastic Analysis and its Applications" held at BIT that, very recently, Fedrizzi, Flandoli, Priola and Vovelle [13] also obtained the strong well-posedness together with their flow property of SDE (1.1) under the conditions σ t (z) = I and b t (z) = b(z) possessing the following regularity
for some s > 2/3 and p > 6d.
Preliminaries
For α 0 and p 
We will frequently use such a definition below. It is well-known that by the boundedness of Riesz's transformation (cf. [30] ),
where [α] is the integer part of real number α, and we have used the convention ∆ 0 := I. Notice that for α ∈ (0, 1] and p > 1, 4) and in particular,
Moreover, we also have the following interpolation inequality: for any 0 α < β < ∞, 6) and the following Sobolev embedding results hold: for any α ∈ (0, 1), if
(2.8)
All the above facts are standard and can be found in [2] and [30] . 
In the following, we simply write
In particular, for any α 0, β 1 and p > 1, we have . Set
Proof. (i) It follows by the Mihlin multiplier theorem and (2.2).
(ii) For (2.12), by (2.7), (2.8) and (2.9) with θ = β α+β , we have
where the second inequality is due to Minkovskii's inequality.
Let a :
Moreover, it is easy to see that
Combining the above calculations, we get for some
On the other hand, by the interpolation inequality (2.6) and Young's inequality, we have for any ε ∈ (0, 1),
Estimate (2.13) now follows by (2.14).
Lemma 2.3.
For any α, β ∈ (0, 1) and p
Proof. Notice that by (2.3),
, by (2.12) with q = ∞, we have
For I 3 , by (2.5) and (2.7) again, we have for any
On the other hand, notice that by pβ > d and (2.7),
and similarly,
Combining the above calculations, we obtain the desired estimate.
Let ̺ : R 2d → [0, ∞) be a smooth function with support in the unit ball and ̺ = 1. Define 15) and for a locally integrable function u :
Let P be an operator on the space of locally integrable functions. We define
We need the following commutator estimate results. (ii) By definition, we can write for z = (x, v),
Lemma 2.4. (i) Let p ∈ [1, ∞) and q, r ∈ [p, ∞] with
, by Jensen's inequality and the assumption, we have
For I ε 2 (t, z), by the integration by parts and Hölder's inequality, we have
Combining the above calculations, we get
Hence, for any u ∈ H 0,2 p , it is easy to see that lim
which together with (2.19) implies (2.18).
Let σ t (x, v) = σ t be independent of (x, v). Define for t < s,
We need the following basic L p -regularity estimates related to P t,s , which plays a basic role in the next section. 
22)
where u 
(ii) It is a consequence of [6] and [5, Theorem 2.1] (see also [8, Theorem 3.3] ). [36] and [8] , the positions of t and s are exchanged.
Remark 2.6. Notice that in the references

Maximal L p -solutions of kinetic Fokker-Planck equations
Throughout this section, we fix T > 0. Let p ∈ (1, ∞) and α, β 0. For t ∈ [0, T ], we introduce the following Banach spaces with natural norms:
For simplicity of notation, we write
is symmetric and satisfies that for some K 1 and δ ∈ (0, 1),
where C p is the same as in (2.22) . Here and in the remainder of this paper, · denotes the Hilbert-Schmidt norm. For λ 0, consider the following backward kinetic Fokker-Planck equation
We first introduce the following notion of solutions to the above equation.
where u t , ϕ :
The main aim of this section is to show that
. Suppose that a satisfies (H δ,p K ), and for some q
, ∞], 
3)
and for all t ∈ [0, T ], and
, the unique solution u also satisfies 5) and for all t ∈ [0, T ],
where the constant C only depends on d, δ, K, α, β, p, T and κ 1 .
Remark 3.3. In order to emphasize the dependence of the unique solution u on a, b and T, λ, f , we sometimes denote u
In this subsection we first consider the case of b = 0 by using the freezing coefficient argument, and show the following basic existence and uniqueness result for equation (3.1). 
and for
. By definition, it is easy to see that
and for j = 1, 2,
Define the freezing functions at point
. By (3.1) and easy calculations, one sees that
where for z = (x, v),
. We have the following claim:
Proof of the claim: Observe that
, since the support of φ δ is in B δ := {z ∈ R 2d : |z| δ}, by the definition of ω a (δ) and (3.9), we have
, by (3.10) we have
, we similarly have
Combining the above calculations, and by the interpolation inequality (2.6) and Young's inequality, we get the claim. Now by (3.9), we have
(3.13)
For I 1 , by (3.10) and the interpolation inequality, we have
For I 2 , noticing that by (3.11) and Duhamel's formula, 
Substituting these two estimates into (3.13) and by ω a (δ)
Similarly, one can show that (see also step (c) below)
(b) By (3.14) and the contraction of operator P
which yields by Gronwall's inequality that
Substituting it into (3.15) and (3.16), we obtain (3.7), and also by (3.12),
). By (3.14), (2.21) and Hölder's inequality, we have 
By (3.9) again, we have
(3.20)
By (3.19) and (3.18), we have
On the other hand, noticing that by definition (2.1),
and sup
by Minkovskii's inequality, we have 
. Similarly, for any β ∈ (0, 2), one can show that
. Combining the above two estimates, we obtain (3.8).
(d) Below we assume that u ∈ H 0,2 p (T ) is a solution of (3.1) in the sense of Definition 3.1. Let ̺ ε be defined by (2.15) and set 
, by the property of convolutions and (ii) of Lemma 2.4, we get (3.7) by taking limits. Similarly, we also have (3.8).
(e) Finally, we use the standard continuity argument to show the existence of a solution (see [20] ). Consider the following parametrized equation:
where τ ∈ [0, 1] and a τ := K(1 − τ)I + τa. Since K −1 · I a K · I, we obviously have
Hence the apriori estimate (3. ), where C 1 is the constant in (3.7). Let u 0 = 0 and for n ∈ N, define u n recursively by
By the apriori estimate (3.7), we have
, and similarly,
(T ) , which imply that u n is a Cauchy sequence in H 2/3,2 p (T ). It is easy to see that the limit u of u n satisfies (3.23). Since (3.23) is solvable for τ = 0 by (ii) of Theorem 2.5, by repeatedly using what we have proved finitely many times, we get the solvability of (3.23) for τ = 1.
Next we show further regularity of the solution under extra assumption. 
) and
Proof. As in the proof of Theorem 3.4, it suffices to show the apriori estimates (3.24) and (3.25). Notice that using (2.11) with α = 2 3 , β = 2 and by (3.7),
) and let w t (x, v) := ∆ 1 3
x u t (x, v). By (3.1) we have
x f = 0, w T = 0. By definition (2.1) and the assumptions, it is easy to see that
Hence, by (3.26), (3.7) and (2.13), we have for any ε > 0,
, which implies the desired estimate (3.24) by letting ε be small enough. As for (3.25), it follows by applying (3.8) to w and using the above estimate.
Proof of Theorem 3.2.
By a standard fixed point argument or Picard's iteration, it suffices to prove the apriori estimate (3.3). Let α ∈ (0, 2 3 ), β ∈ (1, 2) and p > 2 (2−3α)∧(2−β) be not equal to
, ∞] and r ∈ [p, ∞] with
. Notice that by Hölder's inequality and (2.11), and using (α(β − 1)/β, β − 1) in place of (α, β) in (2.12), On the other hand, by (3.7) we have
. By Lemma 2.3 with α = 
x u s p 0,β;p ds, which yields (3.6) by Gronwall's inequality. Moreover, by (3.24) we have
, which gives (3.5). The proof is complete.
Well-posedness of martingale problem
Let Ω = C(R + ; R 2d ) be the space of all continuous functions from R + to R 2d , which is endowed with the locally uniform convergence topology. Let Z t (ω) := ω t be the coordinate process on Ω. For t 0, let
We first recall the following notions of martingale solution and weak solution (see [31] ). 
is an F t -martingale with respect to P after time r. We denote by P 1) with starting point (r, z) , and r t 0 < t 1 T and f ∈ L p (T ),
Proof. Without loss of generality, we assume (r, z) = (0, 0) and drop the tilde in the definition of weak solutions for simplicity. We divide the proof into four steps.
( f ) be the solution of PDE (3.1) with terminal time T = t 1 . By (2.12) and (3.4) with α = 4d 3(2d+1) and 5) where the C in the above only depend on d, p, q, K, T, ω a (δ) and b L q (T ) . Now, for any R > 0, define a stopping time
Let ̺ ε be as in (2.15). We introduce a d × d matrix-valued function, which is crucial for us below. For t 0 and z ∈ R 2d , let
By (UE) and the definitions, we have
and for all |z − z ′ | ε,
Let C 0 be the same as in (2.22) . By (4.2), one may choose δ 0 small enough such that for all ε ∈ (0, δ 0 ) and R > 0,
(4.7)
(b) In this step we show that for any p > 2(2d + 1) and f ∈ L p (T ),
By a standard density argument, we may assume
By Itô's formula, we have
Noticing that by Definition 3.1,
ε,s + f ε = 0, and by the definitions of u ε,R ε and a ε,R ,
Substituting this into (4.9), we obtain
By (4.7), (4.4) and (4.5) with b ≡ 0, there is a C = C(d, p, K, T, ω a (δ 0 )) > 0 such that for all ε ∈ (0, δ 0 ) and λ > 1,
which implies, by letting ε → 0 and λ large enough, that for any δ > 0, there is a
In particular, choosing f s = |b s | and
Substituting this into (4.10) and letting R → ∞, we get (4.8).
(c) In this step we show that (4.3) holds for p = q > 2(2d + 1). Let 0 t 0 < t 1 T and f ∈ L q (t 0 , t 1 ), and write
Noticing that by definitions,
where E F t 0 (·) = E(·| F t 0 ). Since by (4.8), (4.5) and Lemma 2.4,
taking limits ε → 0 for both sides of (4.11) and by (4.4), we obtain
By (4.12) with f s = |b s | and Corollary 4.4 below, we have for any λ > 0,
(ii) For λ > 0, let us choose n such that for
Then by (i) we have
Hence,
The proof is complete. 
and b ∈ L q (T ) for some q ∈ (2(2d + 1), ∞]. For each (r, z) ∈ R + × R 2d , the set P Proof. Below, we shall fix starting point (r, z) ∈ R + × R 2d and divide the proof into three steps. 
is an F t -martingale under P after time r. Thus, by (4.16), we have
By Theorem 4.3 and Lemma 2.4, taking limits ε → 0 for both sides yields
In particular, we have for any
r,z and t r,
By [31, Theorem 6.2.3], we get the uniqueness.
(b) For n ∈ N, let ̺ 1/n be defined by (2.15) with ε = 1/n, and define
, ω a n (δ) ω a (δ). By the classical theory of SDEs, the following SDE admits a unique strong solution
By Corollary 4.4, for any m ∈ N and T > 0, there is a constant C = C(m, T ) > 0 such that for all r t 0 < t 1 T and n ∈ N,
Let P n be the probability distribution of Z n in Ω. By the above moment estimate, it is by now standard to show that (P n ) n∈N is tight.
(c) By extracting a subsequence, without loss of generality, we may assume that P n weakly converges to some probability measure P. To see that
defined by (4.1) is an F t -martingale under P. Equivalently, for any r t 0 t 1 and any bounded continuous F t 0 -measurable G,
(4.17)
Notice that
Let us prove the following limit: for i = 0, 1,
For any p ∈ (2d +1, q) and T > 0, by Theorem 4.3, there is a constant C > 0 such that for all n ∈ N and f ∈ L p (T ),
. By taking weak limits, we have
By a monotone class argument, the above estimate still holds for all f ∈ L p (T ). Let the support of ϕ be contained in B R . Thus, if we let P ∞ = P, then
On the other hand, for each m ∈ N, since ω → G(ω)
)ds is a continuous and bounded functional, we have
Combining this with (4.20), we get (4.19) . Similarly, one can show
Finally, by taking weak limits for both sides of (4.18) and using (4.19) In this section we assume that σ satisfies (UE) and for some p > 2(2d+1),
For n ∈ N, let ̺ 1/n be defined by (2.15) with ε = 1/n, as in the previous, define 
Proof. Since p > 2d, by Morrey's inequality, there is a constant
From this, it is easy to see that (H δ,p K ) holds for a n = 1 2 σ n (σ n ) * uniformly with respect to n, and
Moreover, since p > 4d, by (2.7) and (2.10), we have 1 2 σ n (σ n ) * . By Lemma 5.1 and Theorem 3.2, there is a constant
and by (2.11), (2.12), (3.4) with α = 
. By (2.12) and (3.4) with α = , we have
, and by (2.11), (2.12), (3.4) with α = By (5.4), one can choose λ large enough (being independent of n and fixed below) so that 6) and thus,
Observing that and for the given p > 2(2d 
Proof. By (5.8) and Itô's formula, we have
and also,
If we set
n,m , and by (6.6) and (5.12), Now, by a result of Cherny [9] , the existence of strong solutions together with the weak uniqueness (see Theorem 4.5) implies the pathwise uniqueness. However, to show the homeomorphism property of z → Z t (z), one needs the following q-order moment estimate for all q ∈ R, which clearly implies the pathwise uniqueness. [22, 39] ). 
