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1 Einleitung
In der empirischen Wirtschaftsforschung war die Parametersch

atzung in Probitmodellen mit
der Maximum-Likelihood-Methode (MLM) und der Verallgemeinerten Momentenmethode
(GMM) in der Vergangenheit auf bestimmte Spezikationen beschr

ankt. So wurde die MLM
vor allem bei einfach strukturierten bzw. einperiodigen Probitmodellen eingesetzt (vgl. z.B.
Hausman/Wise, 1978, Ronning, 1991). Die fr

uhere Konzentration auf einperiodige diskrete
Entscheidungsmodelle h

angt auch damit zusammen, da kaum entsprechende Paneldaten,
bei denen qualitative Variablen

uber mehrere Perioden beobachtet werden, vorlagen. Mit der
zunehmenden Verf

ugbarkeit derartiger Datens

atze k

onnen und sollten aber zeitliche Aspekte
ber

ucksichtigt werden, da viele

okonomische Entscheidungsprozesse durch komplexe inter-
temporale Abh

angigkeiten beeinut sind. Nun wurde mit der Entwicklung der GMM (vgl.
z.B. Hansen, 1982, Newey, 1990, 1993) die Sch

atzung im bin

aren mehrperiodigen Probit-
modell ohne strenge intertemporale Restriktionen erm

oglicht (vgl. Lechner/Breitung, 1996,
Bertschek/Lechner, 1998, Inkmann, 1999). Bei der Untersuchung vieler

okonomischer Fra-
gestellungen ist es jedoch sinnvoll, Mehralternativen-Probitmodelle zu verwenden. Beispiele
sind die Analyse der Wohnungsnachfrage

alterer Personen (vgl. z.B. B

orsch-Supan u.a.,
1992), der Produktmarkenwahl von Konsumenten (vgl. z.B. Chintagunta, 1992), der Nach-
frage nach verschiedenen medizinischen Behandlungsformen (vgl. z.B. Bolduc u.a., 1996), der
Form des Arbeitsstatus verheirateter Frauen (vgl. z.B. Weeks, 1997) sowie der Portfoliowahl
von Haushalten (vgl. z.B. Asea/Turnovsky, 1998).
Die Parametersch

atzung in einem allgemein formulierten Mehralternativen-Mehrperioden-
Probitmodell (MMPM) ist aber ohne restriktive Verteilungsannahmen grunds

atzlich weder
mit der MLM noch mit der GMM m

oglich. Dies liegt darin begr

undet, da eine derar-
tige Sch

atzung wegen auftauchender Mehrfachintegrale rechnerisch nicht handhabbar ist.
Erst durch die Entwicklung von Simulationsmethoden (vgl. z.B. die

Ubersichten in Ha-
jivassiliou u.a., 1996 oder Vijverberg, 1997) ist man in der Lage, diese Vielfachintegrale
schnell und genau zu approximieren. Mit der Verkn

upfung solcher Simulationsmethoden
mit klassischen Sch

atzverfahren wurden in der Literatur verschiedene simulierte klassische
Sch

atzer entwickelt und diskutiert (vgl. z.B. Lerman/Manski, 1981, McFadden, 1989, B

orsch-
Supan/Hajivassiliou, 1993, B

orsch-Supan, 1994, Hajivassiliou, 1993, Hajivassiliou/Ruud,
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1994, Keane, 1994, Lee, 1992, 1995, Gourieroux/Monfort, 1991, 1993, 1996, Hajivassiliou/Mc-
Fadden, 1998).
Im Hinblick auf empirische Untersuchungen werden in dieser Arbeit die Simulierte Maximum-
Likelihood-Methode (SMLM), die Simulierte Verallgemeinerte Momentenmethode (SGMM)
sowie die Methode der Simulierten Scores (MSS) systematisch im Rahmen des MMPM
erl

autert. Damit gewinnt man hinsichtlich des Einsatzes des MMPM einen kompakten

Uber-
blick

uber derartige Sch

atzer, die bisher in der Literatur

uber viele Artikel verstreut betrach-
tet werden (vgl. oben). Ausf

uhrlich wird die auf der Grundlage der GMM entwickelte SGMM
diskutiert. Bei der Ableitung von SGMM- (bzw. GMM-) Sch

atzern ist insbesondere die kon-
krete Ausgestaltung der (bedingten) Momentenfunktionen entscheidend. In dieser Arbeit
werden zwei denkbare Formulierungen solcher Momentenfunktionen in Probitmodellen ge-
gen

uber gestellt. Da sich die Darstellung auf ein allgemein formuliertes MMPM bezieht,
werden die bisher in der Literatur lediglich f

ur spezielle Probitmodelle vorgeschlagenen Mo-
mentenrestriktionen im Rahmen der GMM bzw. SGMM (vgl. z.B. McFadden, 1989, Geweke
u.a., 1994, Bertschek/Lechner, 1998, Inkmann, 1999, Stern, 1999) erweitert. F

ur die Para-
metersch

atzung im MMPM k

onnen somit die vorgeschlagenen Versionen der SGMM direkt
implementiert werden.
Das wesentliche Anliegen dieser Arbeit ist die Darstellung der besonderen statistischen Bezie-
hungen zwischen den betrachteten simulierten klassischen Sch

atzverfahren im MMPM. Eine
derartige systematische Diskussion der Interdependenzen zwischen diesen Sch

atzern speziell
in Probitmodellen wurde bislang in der Literatur weitgehend vernachl

assigt. Die vergleichen-
de Analyse bezieht sich zun

achst direkt auf die einzelnen Sch

atzans

atze. Dabei wird insbeson-
dere (auf der Grundlage des Zusammenhangs zwischen der MLM und der GMM) die spezielle
Beziehung zwischen der SMLM und der SGMM erl

autert. Es wird aber auch herausgearbei-
tet, inwiefern die MSS eine ganze Klasse von Sch

atzverfahren darstellt, die die SMLM sowie
bestimmte Versionen der SGMM als Spezialf

alle enth

alt. Die vergleichende Betrachtung in
dieser Arbeit richtet sich jedoch vor allem auf die in der Literatur beschriebenen asympto-
tischen Eigenschaften der betrachteten Sch

atzer. Hinsichtlich der Asymptotik spielt bei der
SGMM (bzw. auch bei der GMM) die Ausgestaltung der Instrumentenmatrix eine zentrale
Rolle. Durch die Beleuchtung des Zusammenhangs zwischen der SMLM und der SGMM wird
die optimale Formulierung der Instrumentenmatrix speziell im MMPM abgeleitet. Daran an-
kn

upfend wird eine in der Literatur vorgeschlagene (mehrstuge) Sch

atzstrategie erl

autert
und kritisch hinterfragt. Letztlich wird argumentiert, warum wir im Hinblick auf empirische
Arbeiten nach der Abw

agung aller Vor- und Nachteile der betrachteten Sch

atzverfahren zur
Parametersch

atzung in einem allgemein formulierten MMPM die SMLM vorschlagen.
Die vorliegende Arbeit ist wie folgt strukturiert. Der zweite Abschnitt beschreibt zun

achst
einen allgemeinen Ansatz des MMPM und weist dabei auf die Problematik auftauchender
Vielfachintegrale hin. Im dritten und vierten Abschnitt wird im Rahmen des MMPM auf
der Grundlage der MLM die SMLM sowie auf der Grundlage der GMM die SGMM beschrie-
ben. Im f

unften Abschnitt wird dann ankn

upfend an die im dritten und vierten Abschnitt
diskutierten asymptotischen Eigenschaften der SMLM und der SGMM der Zusammenhang
zwischen diesen beiden Sch

atzverfahren speziell im MMPM beleuchtet. Der sechste Ab-
schnitt erl

autert die MSS, die Ideen der SMLM und der SGMM miteinander verkn

upft. Im
siebten Abschnitt nehmen wir abschlieend zu praktischen Aspekten simulierter klassischer
Sch

atzverfahren Stellung.
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2 Mehrperioden-Mehralternativen-Probitmodelle
Ausgangspunkt der

okonomischen Ableitung diskreter Mehrperioden-Mehralternativen-Ent-
scheidungsmodelle ist die M

oglichkeit einer Untersuchungseinheit i, zum Zeitpunkt t unter J
verschiedenen Alternativen einer qualitativen Variablen zu w

ahlen. Beispielsweise l

at sich
folgende hypothetische Nutzenfunktion zugrunde legen:

ijt
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0
j
x
it
+ 
0
z
ijt
+ "
ijt
i = 1; : : : ; N ; j = 1; : : : ; J ; t = 1; : : : ; T (1)
Dabei gliedern sich die erkl

arenden Variablen in einen K
1
-dimensionalen Vektor x
it
=
(x
it1
; : : : ; x
itK
1
)
0
individuenspezischer Charakteristika, der

uber alle Kategorien j = 1; : : : ; J
konstant ist, und in einen K
2
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ijt
= (z
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ijtK
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alternativenspe-
zischer Attribute bezogen auf die Untersuchungseinheit i. F

ur die Parametervektoren gilt
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ijt
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2
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0
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0
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)
0
sowie dann die x
it
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it
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1
+J K
2
)-
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0
i1
; : : : ; x
0
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zusammengefat.
Der Nutzen 
ijt
in (1) kann nicht beobachtet werden und h

angt insbesondere von der stocha-
stischen Komponente "
ijt
ab, die alle nicht beobachteten Faktoren, welche die Entscheidung
f

ur eine Alternative j zum Zeitpunkt t beeinussen, zusammenfat. Beobachtbar sind dage-
gen die Realisationen folgender Indikatorvariablen (i = 1; : : : ; N ; j = 1; : : : ; J ; t = 1; : : : ; T ):
D
ijt
=
(
1 falls Beobachtungseinheit i zum Zeitpunkt t Kategorie j w

ahlt
0 sonst
(2)
Je nach der Verteilungsannahme bzgl. der "
ijt
gelangt man zu unterschiedlichen diskreten
Entscheidungsmodellen. Probitmodelle gr

unden auf folgender Annahme:
"
i
= ("
i11
; : : : ; "
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 NV (0; )
Daraus folgt, da auch Dierenzen unbeobachtbarer stochastischer Nutzenkomponenten ge-
meinsam normalverteilt sind mit Erwartungsvektor 0.
Im folgenden werden alle (freien) Parameter des jeweils betrachteten Probitmodells im Vek-
tor  zusammengefat. Gem

a der stochastischen Nutzenmaximierungshypothese (vgl. z.B.
B

orsch-Supan, 1987, S. 12 ) entscheidet sich Untersuchungseinheit i zum Zeitpunkt t f

ur
Kategorie j, falls 
ijt
> 
ikt
(8k 6= j; k; j = 1; : : : ; J ; i = 1; : : : ; N ; t = 1; : : : ; T ). Daraus
lassen sich die Wahrscheinlichkeiten P
ijt
(), da Untersuchungseinheit i zu einem bestimm-
ten Zeitpunkt t eine Kategorie j w

ahlt, ableiten. Diese Auswahlwahrscheinlichkeiten sind
im allgemeinen (ohne vereinfachende Verteilungsannahmen bzgl. der "
ijt
) durch (J   1)-
dimensionale Integrale gekennzeichnet (vgl. Eymann/Ziegler, 2000).
Im Zeitablauf steht jede Untersuchungseinheit i vor der Wahl zwischen J
T
verschiedenen
potentiellen Kategoriensequenzen. Dementsprechend mu sich eine Beobachtungseinheit i
im Hinblick auf die tats

achlich gew

ahlte Kategoriensequenz s in jeder Periode t f

ur eine
bestimmte Kategorie j
it
(mit j
it
= 1; : : : ; J) entscheiden. Die entsprechende Wahrscheinlich-
keit P
is
() f

ur die Auswahl einer bestimmten Sequenz s durch Untersuchungseinheit i ist im
allgemeinen (ohne vereinfachenden Verteilungsannahmen bzgl. der "
ijt
) durch (J   1)  T -
dimensionale Integrale gekennzeichnet (vgl. Eymann/Ziegler, 2000).
Bei groen J und/oder T lassen sich diese durch Vielfachintegrale gekennzeichneten Aus-
wahlwahrscheinlichkeiten mit herk

ommlichen (deterministischen) numerischen Integrations-
methoden nicht berechnen. Stattdessen k

onnen die Wahrscheinlichkeiten aber schnell und
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genau mit Hilfe von (stochastischen) Simulationsmethoden, d.h. mitR wiederholten transfor-
mierten Ziehungen von Pseudo-Zufallszahlen, approximiert werden. Eine Diskussion verschie-
dener (erwartungstreuer) Simulationsverfahren ndet sich z.B. in Hajivassiliou u.a., 1996,
Vijverberg, 1997 oder Wilde, 1999. Damit gelangt man zu den simulierten Auswahlwahr-
scheinlichkeiten
e
P
ijt
() bzw.
e
P
is
(). Diese Simulatoren lassen sich dann mit verschiedenen
Sch

atzverfahren verkn

upfen.
Ausgangspunkt der Parametersch

atzungen in dieser Arbeit sind N unabh

angige Beobach-
tungspaare (Y
i
; X
i
). Im Mehrperioden-Mehralternativen-Probitmodell (MMPM) sind im
Vektor X
i
alle erkl

arenden Variablen (vgl. oben) und im J
T
-dimensionalen Vektor Y
i
=
(Y
i1
; Y
i2
; : : :)
0
die beobachtbaren endogenen Variablen enthalten mit:
Y
is
=
(
1 falls Untersuchungseinheit i die Kategoriensequenz s w

ahlt
0 sonst
(3)
Dabei gilt s 2 S, wobei S die Menge aller J
T
potentiellen Kategoriensequenzen darstellt.
Der wahre unbekannte und zu sch

atzende Parametervektor wird speziell mit
_
 bezeichnet.
Mit f(y
i
jx
i
; ) wird im folgenden die (bedingte) Masse- oder Dichtefunktion von Y
i
gegeben
X
i
symbolisiert.
3 Simulierte Maximum-Likelihood-Methode
3.1 Ausgangspunkt: Maximum-Likelihood-Methode
Grundlage der Simulierten Maximum-Likelihood-Methode (SMLM) ist der herk

ommliche
Sch

atzer aus der Maximum-Likelihood-Methode (MLM):
^

MLM
= argmax

[lnL()] = argmax

"
N
X
i=1
lnf(Y
i
jX
i
; )
#
Im MMPM ist Y
i
(gegeben X
i
) multinomialverteilt mit den Parametern 1 und allen P
is
()
(s 2 S). Somit ergibt sich im MMPM der MLM-Sch

atzer:
^

MLM
= argmax

"
N
X
i=1
X
s2S
Y
is
lnP
is
()
#
(4)
Dieser MLM-Sch

atzer ist eine L

osung folgender Score- bzw. Likelihoodgleichungen:
^

MLM
= argsolves
"
N
X
i=1
X
s2S
Y
is
@lnP
is
()
@
= 0
#
(5)
F

ur die Scorefunktionen S
i
() =
@lnf(Y
i
jX
i
;)
@
und speziell im MMPM S
i
() =
P
s2S
Y
is
@lnP
is
()
@
gilt (vgl. Ruud, 1998, S. 376 f):
E
h
S
i
(
_
)
i
= 0 (6)
Bekanntermaen liegen f

ur den MLM-Sch

atzer (unter gewissen Regularit

atsbedingungen)
hinsichtlich
_
 Konsistenz und eine asymptotische Normalverteilung vor (vgl. z.B. Amemiya,
1985), d.h.
p
N(
^

MLM
 
_
)
d
 ! NV [0; I(
_
)
 1
], wobei I(
_
) die Informationsmatrix bezeichnet.
Insbesondere ist die MLM (vor allem im Gegensatz zur GMM, vgl. n

achsten Abschnitt) in der
Klasse der bzgl.
_
 konsistenten Sch

atzer
^
, bei denen
p
N(
^
 
_
) gleichf

ormig

uber kompakte
Teilmengen des Parameterraumes asymptotisch gegen eine Normalverteilung konvergiert,
asymptotisch eÆzient (vgl. z.B. Fomby u.a., 1984, S. 52 ).
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3.2 Einbeziehung von Simulatoren
Falls f(Y
i
jX
i
; ) im MLM-Ansatz durch Mehrfachintegrale gekennzeichnet ist, kann
f(Y
i
jX
i
; ) durch einen (unverzerrten) Simulator
e
f(Y
i
; X
i
; V
i
; ) substituiert werden. Da-
bei h

angt
e
f(Y
i
; X
i
; V
i
; ) im allgemeinen von einem Zufallsterm V
i
(d.h. von einem Zu-
fallsvektor oder von einer Zufallsmatrix mit den Zufallsvektoren V
1
i
; V
2
i
; : : : als Komponen-
ten) mit bekannter Verteilung ab. Mit den entsprechend dieser Verteilung gezogenen V
ir
(i = 1; : : : ; N ; r = 1; : : : ; R) (wobei R die Anzahl der Simulationsreplikationen bezeichnet)
gelangt man (vgl. Gourieroux/Monfort, 1996, S.42) zur Simulierten Maximum-Likelihood-
Methode (SMLM) mit dem Sch

atzer:
^

SMLM
= argmax

(
N
X
i=1
ln
"
1
R
R
X
r=1
e
f(Y
i
; X
i
; V
ir
; )
#)
(7)
Im MMPM enth

alt f(Y
i
jX
i
; ) die Auswahlwahrscheinlichkeiten P
is
(), die bei einer groen
Anzahl an Kategorien J und/oder Perioden T aufgrund vorliegender Vielfachintegrale rech-
nerisch nicht handhabbar sind. Jedoch k

onnen die P
is
() durch die Simulatoren
e
P
is
() ap-
proximiert werden (vgl. zweiten Abschnitt). Bei der Verkn

upfung des MLM-Ansatzes in (4)
mit einem derartigen Simulator
e
P
is
() gelangt man zum SMLM-Sch

atzer im MMPM:
^

SMLM
= argmax

(
N
X
i=1
X
s2S
Y
is
ln
e
P
is
()
)
(8)
In Analogie zu (5) ist
^

SMLM
im MMPM somit eine L

osung folgender simulierter Scoreglei-
chungen:
^

SMLM
= argsolves
"
N
X
i=1
X
s2S
Y
is
@ln
e
P
is
()
@
= 0
#
(9)
Im Hinblick auf die numerische Stabilit

at und die asymptotische Theorie ist f

ur den SMLM-
Sch

atzer zu beachten, da die Verkn

upfung der MLM mit einem Simulator wie z.B. dem
H

augkeitssimulator (vgl. Hajivassiliou u.a., 1996) (bei endlichem R) eine vom Parameter-
vektor  abh

angige diskrete Likelihoodfunktion verursacht. So gelangt man bei derartigen
diskreten Simulatoren schon mit einer kleinen Modikation der Parameterwerte zu einer
Ver

anderung der Zielfunktion in diskreten Schritten. Dies f

uhrt einerseits zu numerischen
Problemen bei der Optimierung nach  (vgl. B

orsch-Supan/Hajivassiliou, 1993), andererseits
zu einer komplexeren asymptotischen Theorie hinsichtlich der simulierten Sch

atzverfahren.
Aus diesem Grund wird bei der Untersuchung der asymptotischen Eigenschaften in diesem
(und auch n

achsten) Abschnitt davon ausgegangen, da in die MLM (und in die GMM)
ein stetiger Simulator (z.B. der GHK-Simulator, vgl. z.B. B

orsch-Supan/Hajivassiliou, 1993,
Keane, 1994, Geweke u.a., 1997, Wilde, 1999) eingebettet wird. Zus

atzlich sollte beachtet
werden, da die anf

anglich erzeugten realisierten Pseudo-Zufallszahlen (Ausgangspunkt sind
h

aug Realisationen [0;1]-rechteckverteilter Pseudo-Zufallsvariablen) im iterativen Suchpro-
ze des jeweiligen Sch

atzers nicht mit den Parametern ver

andert werden (vgl. Hajivassi-
liou/Ruud, 1994 bzw. Stern, 1999).
Zu ber

ucksichtigen ist auerdem, da die N  R gezogenen Zufallsterme V
ir

uber alle Be-
obachtungseinheiten i = 1; : : : ; N unabh

angig sind. Es wird also unterstellt, da f

ur je-
de Untersuchungseinheit i unabh

angig voneinander jeweils R unterschiedliche Zufallsterme
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repliziert werden. Damit sind auch die simulierten Auswahlwahrscheinlichkeiten
e
P
is
() im
MMPM

uber alle Beobachtungseinheiten voneinander unabh

angig. Im Gegensatz dazu k

onn-
ten die origin

ar gezogenen Zufallszahlen f

ur alle Untersuchungseinheiten zur Approximati-
on der Auswahlwahrscheinlichkeiten verwendet werden. Im Unterschied zu den im folgen-
den dargestellten asymptotischen Eigenschaften w

urde man in diesem Fall zu abweichen-
den asymptotischen Eigenschaften der SMLM-Sch

atzer gelangen (vgl. Gourieroux/Monfort,
1991, Lee, 1992 bzw. 1995).
Im MMPM k

onnen zwar die Wahrscheinlichkeiten P
is
() durch
e
P
is
() (in Abh

angigkeit von
den erkl

arenden Variablen in X
i
) erwartungstreu approximiert werden. Allerdings ist die re-
sultierende unverzerrte Simulation der Likelihoodfunktion weder notwendig noch hinreichend
f

ur die Konsistenz des SMLM-Sch

atzers (vgl. Hajivassiliou/Ruud, 1994). Unter einer Reihe
von Regularit

atsbedingungen l

at sich (z.B. im Rahmen des MMPM) zeigen (vgl. z.B. Lee,
1995, Hajivassiliou/Ruud, 1994, Gourieroux/Monfort, 1991, 1996), da der SMLM-Sch

atzer
^

SMLM
f

ur eine feste Anzahl R an Simulationsreplikationen und f

ur N ! 1 hinsichtlich
_

inkonsistent ist. Diese Inkonsistenz resultiert aus der Wahl von
e
P
is
() als erwartungstreuer
Simulator von P
is
(). F

ur die Konsistenz w

are es aber notwendig, lnP
is
() unverzerrt zu ap-
proximieren. Eine derartige erwartungstreue Simulation ist mit stetigen Simulatoren generell
unm

oglich. F

ur R;N !1 ist
^

SMLM
dagegen bzgl.
_
 ein konsistenter Sch

atzer. Trotz dieser
Konsistenz kann bei
^

SMLM
eine Verzerrung hinsichtlich der asymptotischen Verteilung von
p
N(
^

SMLM
 
_
) vorliegen, falls R im Verh

altnis zu N nicht ausreichend schnell gegen unend-
lich w

achst. Lediglich f

ur lim
N!1
p
N=R = 0 ist der SMLM-Sch

atzer
^

SMLM
asymptotisch

aquivalent mit dem MLM-Sch

atzer
^

MLM
und damit asymptotisch eÆzient (vgl. oben).
4 Simulierte Verallgemeinerte Momentenmethode
4.1 Ausgangspunkt: Verallgemeinerte Momentenmethode
Die Basis der Simulierten Verallgemeinerte Momentenmethode (SGMM) ist der herk

omm-
liche Sch

atzer aus der Verallgemeinerten Momentenmethode (GMM). Ausgehend von den
unabh

angigen Beobachtungspaaren (Y
i
; X
i
) sind (vgl. z.B. Newey, 1993) mit der (p 1)-di-
mensionalen Funktion m(Y
i
; X
i
; ) bedingte Momentenrestriktionen ableitbar:
E
h
m(Y
i
; X
i
;
_
jX
i
)
i
= 0
Mit einer Instrumentenmatrix A(X
i
), d.h. einer (lp)-dimensionalen Matrix von Funktionen
der erkl

arenden Variablen in X
i
(wobei l  dim ) erh

alt man durch die Minimierung einer
quadratischen Form des (l1)-dimensionalen Vektors A(X
i
)m(Y
i
; X
i
; ) den GMM-Sch

atzer:
^

GMM
= argmin

8
<
:
"
1
N
N
X
i=1
A(X
i
)m(Y
i
; X
i
; )
#
0
W
N
"
1
N
N
X
i=1
A(X
i
)m(Y
i
; X
i
; )
#
9
=
;
(10)
Dabei stelltW
N
eine positiv semidenite (l l)-dimensionale Gewichtungsmatrix dar, wobei
W
N
stochastisch gegen eine beliebige Matrix W konvergiert. Durch die Wahl unterschiedli-
cher Gewichtungsmatrizen W
N
bzw. unterschiedlicher Instrumentenmatrizen A(X
i
) gelangt
man mit diesem Minimierungsansatz zu verschiedenen GMM-Sch

atzern
^

GMM
(vgl. unten).
Wenn die Anzahl der (unbedingten) Momentenrestriktionen der Anzahl der zu sch

atzenden
Parameter entspricht (d.h. f

ur l = dim) spielt die Wahl von W
N
keine Rolle. In diesem Fall
6
erh

alt man durch das Gleichsetzen von 1=N
P
N
i=1
A(X
i
)m(Y
i
; X
i
; ) mit dem Nullvektor den
GMM-Sch

atzer
^

GMM
in (10).
Bei der Ableitung eines GMM-Sch

atzers spielt insbesondere die konkrete Ausgestaltung der
Funktion m(Y
i
; X
i
; ) eine entscheidende Rolle. Im Rahmen des MMPM ergibt sich mit
der Auswahlwahrscheinlichkeit P
ijt
() eine denkbare Spezikation der Momentenrestriktio-
nen. F

ur die entsprechend (2) bernoulliverteilten Indikatorvariablen D
ijt
, wobei P (D
ijt
= 1j
x
it
; z
it
; ) = P
ijt
(), giltE(D
ijt
jx
it
; z
it
;
_
) = P
ijt
(
_
). Daraus folgtE[(D
ijt
 P
ijt
(
_
))jx
it
; z
it
] = 0.
Mit den J  T -dimensionalen Vektoren D
i
= (D
i11
; : : : ; D
iJ1
; D
i12
; : : : ; D
iJ2
; : : : : : : ; D
i1T
; : : : ;
D
iJT
)
0
und P
i
() = [P
i11
(); : : : ; P
iJ1
(); P
i12
(); : : : ; P
iJ2
(); : : : : : : ; P
i1T
(); : : : ; P
iJT
()]
0
er-
h

alt man (bei strikter Exogenit

at der erkl

arenden Variablen, vgl. Lechner/Breitung, 1996)
folgende Momentenfunktion:
m(Y
i
; X
i
; ) = D
i
  P
i
() (11)
Damit lautet die erste Variante des GMM-Sch

atzers im MMPM:
^

GMM
= argmin

8
<
:
"
1
N
N
X
i=1
A(X
i
)(D
i
  P
i
())
#
0
W
N
"
1
N
N
X
i=1
A(X
i
)(D
i
  P
i
())
#
9
=
;
(12)
Bertschek/Lechner (1998) wenden diese Version der GMM zur Parametersch

atzung im bin

a-
ren mehrperiodigen Probitmodell an. Da J = 2 erfordert die Berechnung der Komponenten
P
ijt
() des Vektors P
i
() nicht die L

osung mehrdimensionaler Integrale. Im Gegensatz zu
dieser Form der GMM steht man bei der MLM in bin

aren mehrperiodigen Probitmodellen vor
dem Problem der Berechnung T -dimensionaler Integrale (vgl. oben). Der wesentliche Nachteil
dieser Variante der GMM-Sch

atzung ist die eingeschr

ankte M

oglichkeit der Erweiterung
des rechnerisch vereinfachenden Ansatzes auf Mehralternativen-Probitmodelle. Sowohl in
mehrperiodigen als auch in einperiodigen Mehralternativen-Probitmodellen m

ussen bei der
Verwendung der Momentenfunktion (11) die Auswahlwahrscheinlichkeiten P
ijt
() berechnet
werden, die im allgemeinen durch (J 1)-dimensionale Integrale gekennzeichnet sind. Damit
k

onnen bei groem J erneut rechnerische Probleme entstehen, so da Simulationsverfahren
verwendet werden m

ussen.
Eine alternative Spezikation von Momentenrestriktionen im MMPM ergibt sich durch die
Ber

ucksichtigung der einzelnen Kategoriensequenzen s 2 S. F

ur die entsprechend (3) ber-
noulliverteilten Zufallsvariablen Y
is
, wobei P (Y
is
= 1jX
i
; ) = P
is
(), gilt E(Y
is
jX
i
;
_
) =
P
is
(
_
). Daraus folgt E[(Y
is
  P
is
(
_
))jX
i
] = 0. Mit den J
T
-dimensionalen Vektoren Y
i
=
(Y
i1
; Y
i2
; : : :)
0
bzw. P

i
() = [P
i1
(); P
i2
(); : : :]
0
ergibt sich folgende Momentenfunktion:
m(Y
i
; X
i
; ) = Y
i
  P

i
() (13)
Damit lautet die zweite Variante des GMM-Sch

atzers im MMPM:
^

GMM
= argmin

8
<
:
"
1
N
N
X
i=1
A(X
i
)(Y
i
  P

i
())
#
0
W
N
"
1
N
N
X
i=1
A(X
i
)(Y
i
  P

i
())
#
9
=
;
(14)
Demnach m

ussen bei dieser Version der GMM die im allgemeinen durch (J   1)  T -dimen-
sionale Integrale gekennzeichneten Auswahlwahrscheinlichkeiten P
is
() berechnet werden.
Somit ergeben sich schon bei einer moderaten Anzahl an Kategorien J und/oder Perioden T
7
rechnerische Probleme bei der Parametersch

atzung, die selbst im bin

aren Probitmodell bei
groem T auftauchen. Bei einperiodigen Probitmodellen gilt Y
i
= D
i
sowie P
i
() = P

i
(),
so da die Momentenfunktionen in (11) und in (13) ineinander

uberieen. In diesem Fall
m

ussen dementsprechend (J   1)-dimensionale Integrale berechnet werden.
Ebenso wie beim MLM-Sch

atzer
^

MLM
liegen f

ur den GMM-Sch

atzer
^

GMM
unter bestimmten
Regularit

atsbedingungen (vgl. Hansen, 1982) hinsichtlich
_
 Konsistenz und eine asympto-
tische Normalverteilung vor. Im Gegensatz zur MLM ist die GMM jedoch nicht in einer
allgemeinen Klasse von Sch

atzverfahren asymptotisch eÆzient. Zu beachten ist, da der
MLM-Sch

atzer selbst zur Klasse der GMM-Sch

atzer geh

ort. Fallsm(Y
i
; X
i
; ) = S
i
() ist ent-
sprechend (6) eine Momentenrestriktion gegeben, so da der Optimierungsansatz der MLM

aquivalent mit dem Minimierungsansatz der GMM ist, falls bei beliebiger Gewichtungsma-
trix W
N
die Instrumentenmatrix A(X
i
) die (dim  dim)-Einheitsmatrix I darstellt (vgl.
auch Ruud, 1998).
4.2 Einbeziehung von Simulatoren
Allgemein ausgehend vom herk

ommlichen GMM-Sch

atzer in (10) kann m(Y
i
; X
i
; ) beim
Vorliegen von Mehrfachintegralen durch einen (unverzerrten) Simulator
f
m(Y
i
; X
i
; V
i
; ) sub-
stituiert werden, wobei
f
m(Y
i
; X
i
; V
i
; ) von einem Zufallsterm V
i
mit bekannter Verteilung
abh

angt. Mit den entsprechend dieser Verteilung wiederholt gezogenen V
ir
(i = 1; : : : ; N ; r =
1; : : : ; R) gelangt man zur Simulierten Verallgemeinerten Momentenmethode (SGMM) mit
dem Sch

atzer (vgl. Gourieroux/Monfort, 1996, S. 27):
^

SGMM
= argmin

("
1
N
N
X
i=1
A(X
i
)
1
R
R
X
r=1
f
m(Y
i
; X
i
; V
ir
; )
#
0
W
N
 (15)
"
1
N
N
X
i=1
A(X
i
)
1
R
R
X
r=1
f
m(Y
i
; X
i
; V
ir
; )
#)
Im MMPM enth

alt die Momentenfunktion m(Y
i
; X
i
; ) in (11) die Komponenten P
ijt
() von
P
i
(), die analog den obigen

Uberlegungen mit Hilfe von Simulatoren
e
P
ijt
() approximiert
werden. Damit erh

alt man den Simulator
e
P
i
() = [
e
P
i11
(); : : : ;
e
P
iJ1
(); : : : : : : ;
e
P
i1T
(); : : : ;
e
P
iJT
()]
0
des J T -dimensionalen Vektors P
i
(). Bei der Verkn

upfung des GMM-Ansatzes in
(12) mit einem derartigen Simulator ergibt sich:
^

SGMM
= (16)
argmin

8
<
:
"
1
N
N
X
i=1
A(X
i
)(D
i
 
e
P
i
())
#
0
W
N
"
1
N
N
X
i=1
A(X
i
)(D
i
 
e
P
i
())
#
9
=
;
In der Literatur wurde diese Variante der SGMM im allgemein formulierten MMPM (nach
meiner Kenntnis) noch nicht verwendet bzw. mit der SMLM verglichen. Festzuhalten bleibt,
da bei diesem Sch

atzansatz die Auswahlwahrscheinlichkeiten P
ijt
() f

ur jede Untersuchungs-
einheit i = 1; : : : ; N und f

ur alle Kategorien j = 1; : : : ; J in s

amtlichen Perioden t = 1; : : : ; T
zu simulieren sind.
Die zweite Spezikation der Momentenfunktion m(Y
i
; X
i
; ) im MMPM entsprechend (13)
enth

alt die Komponenten P
is
() von P

i
(), die mit Hilfe von Simulatoren
e
P
is
() approxi-
miert werden k

onnen. Damit gelangt man zum Simulator
e
P

i
() = [
e
P
i1
();
e
P
i2
(); : : :]
0
des
8
JT
-dimensionalen Vektors P

i
(). Der GMM-Ansatz in (14) kann nun mit einem solchen
Simulator verkn

upft werden, und es folgt:
^

SGMM
= (17)
argmin

8
<
:
"
1
N
N
X
i=1
A(X
i
)(Y
i
 
e
P

i
())
#
0
W
N
"
1
N
N
X
i=1
A(X
i
)(Y
i
 
e
P

i
())
#
9
=
;
Im Gegensatz zur SMLM, bei der f

ur eine Beobachtungseinheit i lediglich die Wahrscheinlich-
keit P
is
() f

ur die tats

achlich gew

ahlte Kategoriensequenz s zu approximieren ist, m

ussen bei
dieser Version der SGMM die Wahrscheinlichkeiten P
is
() f

ur die Wahl aller J
T
potentiellen
Kategoriensequenzen s 2 S simuliert werden. Bei groen J und/oder T f

uhrt dies schnell zu
einem immensen Rechenaufwand, so da diese Variante der SGMM dann nicht handhabbar
ist. Einen m

oglichen Ausweg aus diesen rechnerischen Problemen bietet eine modizierte
SGMM nach Keane (1993, 1994). Durch die Formulierung der Loglikelihoodfunktion im
MMPM mit einer Summe logarithmierter (nicht nur bzgl. X
i
) bedingter Wahrscheinlich-
keiten m

ussen hier f

ur jede Beobachtungseinheit i anstatt J
T
lediglich J  T verschiedene
Wahrscheinlichkeiten approximiert werden (vgl. auch Geweke u.a., 1997). Zu beachten ist
allerdings, da sich die asymptotischen Eigenschaften dieses modizierten SGMM-Sch

atzers
(insbesondere auch hinsichtlich der Konsistenz) von den (im folgenden dargelegten) asym-
ptotischen Eigenschaften des herk

ommlichen SGMM-Sch

atzers unterscheiden.
Der in theoretischer Hinsicht wesentliche Unterschied zwischen der (herk

ommlichen) SGMM
und der SMLM besteht darin, da bei der SGMM in den zugrunde liegenden Momentenbe-
dingungen die origin

aren Auswahlwahrscheinlichkeiten P
is
() (bzw. P
ijt
()) linear erschei-
nen (vgl. McFadden, 1989). Durch die angenommene erwartungstreue Simulation
e
P
is
() von
P
is
() verschwinden die Simulationsverzerrungen

uber das Gesetz der groen Zahlen f

ur
N !1 (vgl. Stern, 1999). Damit ist es im Gegensatz zum SMLM-Sch

atzer
^

SMLM
hinsicht-
lich der Konsistenz des SGMM-Sch

atzers
^

SGMM
nicht notwendig, die Anzahl R an Simulati-
onsreplikationen gegen unendlich wachsen zu lassen. Unter einer Reihe von Regularit

atsbe-
dingungen ist der SGMM-Sch

atzer
^

SGMM
(vgl. McFadden, 1989, Hajivassiliou/Ruud, 1994,
Gourieroux/Monfort, 1991, 1993 und 1996) f

ur eine feste Anzahl R an Simulationsreplika-
tionen und f

ur N !1 hinsichtlich
_
 konsistent. Dar

uber hinaus liegt f

ur eine feste Anzahl
R an Simulationsreplikationen und f

ur N ! 1 eine asymptotische Normalverteilung vor,
d.h.
p
N(
^

SGMM
 
_
)
d
 ! NV (0;V
SGMM
). V
SGMM
setzt sich aus zwei additiven Teilen zusam-
men. Der erste Summand ist die asymptotische Varianz-Kovarianzmatrix V
GMM
, die sich aus
der GMM-Sch

atzung ergibt. Der zweite Summand beinhaltet den Einu der Simulationen.
Dabei spielt insbesondere die Varianz des verwendeten Simulators eine wichtige Rolle. F

ur
R!1 und N !1 besteht zwischen dem SGMM-Sch

atzer
^

SGMM
und dem GMM-Sch

atzer
^

GMM

Aquivalenz. Diese asymptotischen Eigenschaften bzgl.
^

SGMM
beziehen sich auf eine je-
weilige Klasse von SGMM-Sch

atzern, f

ur die bestimmte Momentenbedingungen vorliegen.
Nun k

onnen hier (genauso wie bei der GMM) sowohl die Gewichtungsmatrix W
N
als auch
die Instrumentenmatrix A(X
i
) in verschiedener Weise gew

ahlt werden. Einzelheiten

uber die
optimale Wahl dieser Matrizen bei der SGMM und

uber den Zusammenhang zur optimalen
Wahl dieser Matrizen bei der GMM werden in Gourieroux/Monfort (1996, S. 31 ) beschrie-
ben. Letztlich gelangt man f

ur R ! 1 und N ! 1 bei der SGMM aber lediglich zur
asymptotischen Varianz-Kovarianzmatrix V
GMM
von
p
N(
^

GMM
 
_
) der GMM-Sch

atzung.
Die GMM ist jedoch im allgemeinen nicht asymptotisch eÆzient. Beim SMLM-Sch

atzer
9
erh

alt man dagegen mit lim
N!1
p
N=R = 0 den asymptotisch eÆzienten MLM-Sch

atzer
^

MLM
. Es stellt sich nun die Frage, inwieweit speziell im MMPM mit der SGMM die asym-
ptotische EÆzienz des MLM-Sch

atzers erreicht werden kann. Zu beachten ist, da der (oben
beschriebene) allgemeine Zusammenhang zwischen der MLM und der GMM nicht direkt auf
die Beziehung zwischen der SMLM und der SGMM

ubertragen werden kann.
5 Zusammenhang zwischen der Simulierten Maximum-
Likelihood-Methode und der Simulierten Verallge-
meinerten Momentenmethode
5.1 Ausgangspunkt: Zusammenhang zwischen der Maximum-Li-
kelihood-Methode und der Verallgemeinerten Momentenme-
thode
Im MMPM gilt entsprechend (4) bzw. (5) @lnL()=@ =
P
N
i=1
P
s2S
Y
is
[@lnP
is
()=@]. Dar

u-
ber hinaus ist im MMPM
P
s2S
P
is
() = 1 und somit @
P
s2S
P
is
()=@ =
P
s2S
@P
is
()=@ =
0. Zudem gilt @P
is
()=@ = P
is
()[@lnP
is
()=@]. Daraus ergibt sich:
X
s2S
P
is
()
@lnP
is
()
@
= 0
Somit erh

alt man:
@lnL()
@
 
X
s2S
P
is
()
@lnP
is
()
@
=
N
X
i=1
X
s2S
Y
is
@lnP
is
()
@
 
X
s2S
P
is
()
@lnP
is
()
@
@lnL()
@
=
N
X
i=1
X
s2S
[Y
is
  P
is
()]
@lnP
is
()
@
@lnL()
@
=
N
X
i=1
@lnP

i
()
0
@
[Y
i
  P

i
()] (18)
Dabei gilt erneut f

ur die J
T
-dimensionalen Vektoren P

i
() = [P
i1
(); P
i2
(); : : :]
0
und Y
i
=
(Y
i1
; Y
i2
; : : :)
0
. Durch das Gleichsetzen von (18) mit dem Nullvektor gelangt man zum MLM-
Sch

atzer
^

MLM
. Allerdings leidet dieser Ansatz darunter, da f

ur jede Untersuchungseinheit
i = 1; : : : ; N die Auswahlwahrscheinlichkeiten P
is
() f

ur alle Kategoriensequenzen s 2 S
berechnet werden m

ussen.
Aufgrund von E(Y
is
jX
i
;
_
) = P
is
(
_
) bzw. E(Y
i
jX
i
;
_
) = P

i
(
_
) und E[Y
i
 P

i
(
_
)jX
i
] = 0 erge-
ben sich durch m(Y
i
; X
i
; ) = Y
i
 P

i
() entsprechend (13) bedingte Momentenrestriktionen
mit E[m(Y
i
; X
i
;
_
jX
i
)] = 0. Bei der Ber

ucksichtigung einer Instrumentenmatrix A(X
i
) las-
sen sich unbedingte Momentenrestriktionen mit E[A(X
i
)m(Y
i
; X
i
;
_
)] = 0 und somit GMM-
Sch

atzer konstruieren. Die Instrumentenmatrix A(X
i
) kann von  bzw. konkreter von einem
(xierten) Parametervektor  abh

angen, der im iterativen Optimierungsproze nicht modi-
ziert werden darf (vgl. McFadden, 1989). Aus obigem MLM-Ansatz ergibt sich die opti-
male Instrumentenmatrix A(X
i
)

= @lnP

i
(
_
)
0
=@. Dabei wird hinsichtlich der Durchf

uhr-
barkeit die Instrumentenmatrix mit einem bzgl.
_
 konsistenten Sch

atzer  berechnet, ohne
die asymptotischen Eigenschaften des resultierenden GMM-Sch

atzers zu ver

andern. Durch
10
diese Spezikation der Instrumentenmatrix kann man f

ur den GMM-Sch

atzer Bedingungen
erhalten, die den Ableitungen der Loglikelihoodfunktion asymptotisch entsprechen. Damit
gelangt man zu einem GMM-Sch

atzer, der mit dem MLM-Sch

atzer asymptotisch

aquivalent
ist. Daraus folgt, da der GMM-Sch

atzer bei dieser Spezikation von A(X
i
) auch asympto-
tisch eÆzient ist. Die Anzahl der unbekannten Parameter entspricht dann der Anzahl der
unbedingten Momentenrestriktionen. Somit erh

alt man den optimalen GMM-Sch

atzer im
MMPM:
^


GMM
= argsolves
(
N
X
i=1
@lnP

i
()
0
@
[Y
i
  P

i
()] = 0
)
(19)
Zu beachten ist bei dieser (bzgl. der asymptotischen EÆzienz interessanten) Sch

atzstrate-
gie, da zun

achst ein konsistenter Sch

atzer  berechnet werden mu. Damit liegt ein zwei-
stuges Sch

atzverfahren vor. Hinsichtlich der Praktikabilit

at in empirischen Anwendungen
verliert somit dieser Sch

atzer insbesondere gegen

uber der (einstugen) MLM an Attrak-
tivit

at. Bei der Verwendung alternativer Instrumentenmatrizen A(X
i
) oder anderer Funk-
tionen m(Y
i
; X
i
; ) liegen f

ur den GMM-Sch

atzer zwar hinsichtlich
_
 Konsistenz und eine
asymptotische Normalverteilung vor, aber keine asymptotische EÆzienz in einer allgemei-
nen Klasse von Sch

atzverfahren (vgl. Bertschek/Lechner, 1998, f

ur das bin

are mehrperiodige
Probitmodell).
5.2 Einbeziehung von Simulatoren

Ubertragen auf die SMLM und die SGMM im MMPM ergeben sich f

ur den Fall, da
P
s2S
e
P
is
() = 1 (vgl. Lee, 1995, S. 441) entsprechend (18) und (9) folgende simulierten
Scoregleichungen:
@ln
e
L()
@
=
N
X
i=1
X
s2S
@ln
e
P
is
()
@
h
Y
is
 
e
P
is
()
i
=
N
X
i=1
@ln
e
P

i
()
0
@
h
Y
i
 
e
P

i
()
i
(20)
Dabei gilt wieder f

ur die J
T
 dimensionalen Vektoren
e
P

i
() = [
e
P
i1
();
e
P
i2
(); : : :]
0
und Y
i
=
(Y
i1
; Y
i2
; : : :)
0
. Ausgehend von dieser

Uberlegung gelangt man in Anlehnung an (17) mit einer
(dim   J
T
)-dimensionalen Instrumentenmatrix A(X
i
) durch das Gleichsetzen von
N
X
i=1
A(X
i
)
h
Y
i
 
e
P

i
()
i
mit dem Nullvektor zu einem SGMM-Sch

atzer. Allerdings kann die Matrix @ln
e
P

i
()
0
=@
aus der SMLM, berechnet mit einem (hinsichtlich
_
) konsistenten Sch

atzer , nicht di-
rekt

ubernommen werden. Zu beachten ist, da selbst @ln
e
P

i
(
_
)
0
=@ mit den Komponenten
@ln
e
P
is
(
_
)=@ = @ln
e
P
is
(V
s
i1
; : : : ; V
s
iR
;
_
)=@, wobei V
s
ir
= (V
s
i1r
; : : : ; V
s
iHr
)
0
(r = 1; : : : ; R) gilt,
keine Instrumentenmatrix darstellt (vgl. Gourieroux/Monfort, 1996, S. 95). Durch die Zu-
fallsvektoren V
s
ir
, die sowohl in @ln
e
P
is
(
_
)=@ als auch in
e
P
is
(
_
) im Rahmen von [Y
is
 
e
P
is
(
_
)]
eingehen, entsteht eine Korrelation zwischen @ln
e
P
is
(
_
)=@ und [Y
is
 
e
P
is
(
_
)]. Damit liegt eine
11
Korrelation zwischen @ln
e
P
is
()=@ und [Y
is
 
e
P
is
()] vor, selbst wenn diese Gr

oen mit Hilfe
eines konsistenten Sch

atzers  simuliert werden. Mit anderen Worten entspricht
E
(
@ln
e
P
is
(
_
)
@
h
Y
is
 
e
P
is
(
_
)
i
)
nicht notwendigerweise dem Nullvektor. Um diese Korrelation zu beseitigen, k

onnen die
@ln
e
P
is
()=@ mit alternativen Zufallsvektoren

V
s
ir
= (

V
s
i1r
; : : : ;

V
s
iHr
)
0
(r = 1; : : : ;

R) si-
muliert werden. Die Voraussetzung f

ur das Vorliegen einer Instrumentenmatrix ist dabei
die Unabh

angigkeit der

V
s
ir
und V
s
ir
. Damit ist @ln
e
P
is
(

V
s
i1
; : : : ;

V
s
i

R
;
_
)=@ unabh

angig von
e
P
is
(V
s
i1
; : : : ; V
s
iR
;
_
), so da gilt:
E
8
<
:
@ln
e
P
is
(

V
s
i1
; : : : ;

V
s
i

R
;
_
)
@
h
Y
is
 
e
P
is
(V
s
i1
; : : : ; V
s
iR
;
_
)
i
9
=
;
= 0
Mit Hilfe eines konsistenten Sch

atzers  gelangt man im MMPM zum simulierten Analogon
von (19), d.h. zu einem SGMM-Sch

atzer, der die simulierte optimale Instrumentenmatrix
enth

alt:
^


SGMM
= argsolves
8
<
:
N
X
i=1
X
s2S
@ln
e
P
is
(

V
s
i1
; : : : ;

V
s
i

R
; )
@
h
Y
is
 
e
P
is
(V
s
i1
; : : : ; V
s
iR
; )
i
= 0
9
=
;
= argsolves
(
N
X
i=1
@ln
e
P

i
(

V
i1
; : : : ;

V
i

R
; )
0
@
h
Y
i
 
e
P

i
(V
i1
; : : : ; V
iR
; )
i
= 0
)
(21)
Dabei beinhalten

V
ir
(r = 1; : : : ;

R) bzw. V
ir
(r = 1; : : : ; R) jeweils die Vektoren

V
s
ir
(s 2 S)
bzw. V
s
ir
(s 2 S). Zu beachten ist, da die Komponenten @ln
e
P
is
()=@ von @ln
e
P

i
()
0
=@ f

ur
eine feste Anzahl

R an Simulationsreplikationen nicht erwartungstreu approximiert werden
k

onnen. Wegen der vorliegenden Simulationsverzerrungen mu mit N ! 1 sowohl R als
auch

R gro sein, um der asymptotischen EÆzienz des MLM-Sch

atzers
^

MLM
hinreichend
nahezukommen (vgl. Gourieroux/Monfort, 1996, S. 95 bzw. Keane, 1993, S. 549).
Hinsichtlich der asymptotischen EÆzienz bietet sich damit f

ur die SGMM-Sch

atzung im
MMPM als Alternative zur SMLM-Sch

atzung im MMPM bei empirischen Anwendungen
folgende mehrstuge Vorgehensweise an (vgl. McFadden, 1989, Stern, 1999). Zun

achst ist
ein SGMM-Sch

atzer
^

SGMM
mit Hilfe einer leicht handhabbaren Instrumentenmatrix abzulei-
ten. Dieser ist hinsichtlich
_
 bei einer beliebigen festen Anzahl an Simulationsreplikationen
konsistent. Danach kann unter der Verwendung von
^

SGMM
aus der ersten Stufe die obige
optimale Instrumentenmatrix mit einer sehr groen Anzahl

R an Simulationsreplikationen
approximiert werden. Dies ist rechnerisch weniger aufwendig, da dieser Simulationsvorgang
nur einmal durchgef

uhrt werden mu. Schlielich kann mit der approximierten idealen In-
strumentenmatrix der optimale SGMM-Sch

atzer
^


SGMM
berechnet werden.
6 Methode der Simulierten Scores
Die von Hajivassiliou/McFadden (1998) vorgeschlagene Methode der Simulierten Scores
(MSS) verbindet Ideen der SMLM und der SGMM. Ausgangspunkt sind die Scorefunk-
tionen aus der MLM mit
P
N
i=1
S
i
() =
P
N
i=1
@lnf(Y
i
jX
i
; )=@, wobei man (vgl. auch dritten
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Abschnitt) durch die Gleichsetzung des Ausdrucks mit dem Nullvektor zum MLM-Sch

atzer
^

MLM
gelangt. F

ur den Fall, da die Scorefunktionen wegen vorliegender Vielfachintegrale
rechnerisch nicht handhabbar sind, versucht die MSS die S
i
() direkt durch Simulatoren
e
S
i
() zu approximieren. Damit erh

alt man allgemein den MSS-Sch

atzer:
^

MSS
= argsolves
"
N
X
i=1
e
S
i
() = 0
#
Im MMPM konkretisiert sich
e
S
i
() zu
P
s2S
Y
is
g

@lnP
is
()
@

, wobei
g
@lnP
is
()
@
einen Simulator f

ur
@lnP
is
()=@ darstellt. Es ergibt sich:
^

MSS
= argsolves
2
4
N
X
i=1
X
s2S
Y
is
g
 
@lnP
is
()
@
!
= 0
3
5
Diese Denition der MSS beinhaltet eine ganze Klasse denkbarer Sch

atzer. Beispielswei-
se k

onnen die S
i
() = @lnf(Y
i
jX
i
; )=@ mit Hilfe einer (erwartungstreuen) Simulation
e
f(Y
i
; X
i
; V
i
; ) f

ur f(Y
i
jX
i
; ) approximiert werden, wobei V
i
entsprechend obiger

Uberlegun-
gen einen bestimmten Zufallsterm mit bekannter Verteilung bezeichnet. Mit den aus dieser
Verteilung gezogenen V
ir
(i = 1; : : : ; N ; r = 1; : : : ; R) gelangt man zu folgendem speziellen
MSS-Sch

atzer:
^

MSS
= argsolves
8
>
>
>
>
<
>
>
>
>
:
N
X
i=1
@ln
"
1
R
R
P
r=1
e
f(Y
i
; X
i
; V
ir
; )
#
@
= 0
9
>
>
>
>
=
>
>
>
>
;
(22)
Zu erkennen ist, da dieser MSS-Sch

atzer entsprechend obiger

Uberlegungen identisch mit
dem SMLM-Sch

atzer in (7) ist, solange dieselben Simulatoren
1
R
P
R
r=1
e
f(Y
i
; X
i
; V
ir
; ) ver-
wendet werden. Im MMPM ergibt sich entsprechend (8) und (9):
^

MSS
= argsolves
"
N
X
i=1
X
s2S
Y
is
@ln
e
P
is
()
@
= 0
#
(23)
Der Zusammenhang zwischen der MSS und der SGMM ergibt sich aus der

Uberlegung, da
im allgemeinen entsprechend (6) f

ur die Scores E[S
i
(
_
)] = 0 gilt. Falls
e
S
i
() einen unver-
zerrten Simulator von S
i
() darstellt, ist der resultierende MSS-Sch

atzer auch ein SGMM-
Sch

atzer (vgl. Gourieroux/Monfort, 1996, S. 35). Hierin liegt der wesentliche Reiz der MSS.
Eine erwartungstreue Simulation von S
i
() w

urde auch bei einer festen Anzahl R an Simula-
tionsreplikationen zur Konsistenz von
^

MSS
f

uhren. Dar

uber hinaus werden durch die direkte
Simulation der Scores die im Hinblick auf die asymptotische EÆzienz optimalen Instrumente
verwendet (vgl. f

unften Abschnitt). Somit ist im Rahmen des MMPM der in (21) dargestell-
te SGMM-Sch

atzer als MSS-Sch

atzer zu interpretieren. In diesem Fall werden die S
i
() mit
den einzelnen unabh

angigen Zufallsvektoren in

V
ir
(r = 1; : : : ;

R) bzw. in V
ir
(r = 1; : : : ; R)
simuliert:
^

MSS
= argsolves
(
N
X
i=1
@ln
e
P

i
(

V
i1
; : : : ;

V
i

R
; )
0
@
h
Y
i
 
e
P

i
(V
i1
; : : : ; V
iR
; )
i
= 0
)
(24)
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Allerdings ist die erwartungstreue Simulation der optimalen Instrumentenmatrix und da-
mit der Scorefunktionen nicht einfach. Hajivassiliou/McFadden (1998) schlagen hierf

ur den
Acceptance-Rejection-Simulator sowie den Gibbs-Resampling-Simulator vor. Eine Diskussi-
on der Einschr

ankungen dieser beiden Simulationsverfahren sowohl hinsichtlich der Prak-
tikabilit

at als auch hinsichtlich der asymptotischen Eigenschaften ndet sich z.B. in Wilde
(1999). Voraussetzung f

ur das Erreichen der asymptotischen EÆzienz von
^

MSS
in (24) bei
Vernachl

assigung dieser beiden Simulatoren ist, da

R gegen unendlich w

achst (vgl. McFad-
den, 1989, S. 1004).
Eine weitere von Hajivassiliou/McFadden (1998) vorgeschlagene Form der MSS-Sch

atzung
ist die getrennte Simulation der Komponenten f(Y
i
jX
i
; ) und @f(Y
i
jX
i
; )=@ von S
i
() =
@lnf(Y
i
jX
i
; )=@. Im allgemeinen Fall k

onnen diese Komponenten durch erwartungstreue
Simulatoren
e
f(Y
i
; X
i
; V
i
; ) bzw.
g
@f(Y
i
; X
i
;

V
i
; )
@
approximiert werden. Mit den aus den jeweiligen Verteilungen von V
i
bzw.

V
i
gezogenen V
ir
(i = 1; : : : ; N ; r = 1; : : : ; R) und

V
ir
(i = 1; : : : ; N ; r = 1; : : : ;

R) gelangt man zu folgendem
speziellen MSS-Sch

atzer:
^

MSS
= argsolves
2
6
6
6
6
4
N
X
i=1
1

R

R
P
r=1
g
@f(Y
i
;X
i
;

V
ir
;)
@
1
R
R
P
r=1
e
f(Y
i
; X
i
; V
ir
; )
= 0
3
7
7
7
7
5
(25)
Im MMPM ergibt sich mit einem Simulator
g
@P
is
()
@
f

ur
@P
is
()
@
:
^

MSS
= argsolves
2
6
4
N
X
i=1
X
s2S
Y
is
g
@P
is
()
@
(

V
s
i1
; : : : ;

V
s
i

R
)
e
P
is
(V
s
i1
; : : : ; V
s
iR
; )
= 0
3
7
5
(26)
Allerdings werden durch diese Variante die S
i
() wegen der zugrunde liegenden nicht-linearen
Transformation wiederum nicht erwartungstreu simuliert. Voraussetzung f

ur die Konsistenz
des MSS-Sch

atzers
^

MSS
in (25) bzw. (26) sowie der asymptotischen Normalverteilung von
p
N(
^

MSS
 
_
) ist, da N !1 und R=
p
N !1. Die Anzahl

R an Simulationsreplikationen
besitzt einen Einu auf die asymptotische EÆzienz dieses MSS-Sch

atzers (vgl. Hajivassi-
liou/Ruud, 1994, S. 2432 f). Vorteilhaft ist es, wenn V
ir
=

V
ir
und damit R =

R. Mit
g
@f(Y
i
; X
i
; V
i
; )
@
=
@
e
f (Y
i
; X
i
; V
i
; )
@
erh

alt man dann wieder den MSS-Sch

atzer in (22) sowie (23) und damit den SMLM-Sch

atzer
in (8) bzw. (9).
7 Praktische Aspekte
Die asymptotischen Eigenschaften der SMLM, der SGMM sowie der MSS wurden in der Ver-
gangenheit in der Literatur ausf

uhrlich analysiert. Hinsichtlich der Asymptotik sind auch die
wesentlichen Vorz

uge der SGMM sowie der MSS gegen

uber der SMLM zu sehen (vgl. oben).
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Bei dem Einsatz in empirischen Arbeiten ist f

ur die Wahl eines bestimmten Sch

atzverfahrens
aber insbesondere die Praktikabilit

at sowie das Verhalten bei beschr

anktem Beobachtungs-
umfang N und bei beschr

ankter Anzahl R an Simulationsreplikationen entscheidend.
Im Hinblick auf die Praktikabilit

at besitzt die SMLM insofern Vorteile, als f

ur die Imple-
mentierung die

ublichen Maximum-Likelihood-Programme verwendet werden k

onnen, ledig-
lich erg

anzt durch die Simulation der einzelnen Auswahlwahrscheinlichkeiten des MMPM in
der Likelihoodfunktion. Insbesondere steht die SMLM in Verbindung z.B. mit dem GHK-
Simulator im Rahmen der Programmpakete LIMDEP und GAUSSX direkt zur Verf

ugung.
Bei der SGMM (und vor allem bei der modizierten SGMM nach Keane) sowie bei verschie-
denen Varianten der MSS ist dagegen eine viel speziellere Software notwendig.
Die wesentliche Einschr

ankung verschiedener Versionen der SGMM und der MSS ist je-
doch die numerische Instabilit

at. Wiederholt tauchten bei eigenen Versuchen sowie in der
Literatur (vgl. z.B. M

uhleisen, 1994, Geweke u.a., 1994, Lee, 1995) bei der SGMM- und
MSS-Sch

atzung Konvergenz- und Ausreierprobleme auf. Im Hinblick auf die SGMM l

at
sich dies damit erkl

aren, da die Minimierung der quadratischen Form numerisch schwierig
ist. Zudem reagieren SGMM-Sch

atzungen h

aug sehr sensibel auf verschiedene Startwerte
f

ur den iterativen Minimierungsproze. Bei der MSS steht man insbesondere bei der erwar-
tungstreuen Simulation der Scores vor groen Problemen (vgl. sechsten Abschnitt). Dagegen
werden in der Literatur bei der Maximierung der simulierten Likelihoodfunktion keinerlei
derartige Schwierigkeiten beschrieben. Eigene Untersuchungen best

atigen die Stabilit

at von
SMLM-Sch

atzungen.
Dar

uber hinaus ist zu ber

ucksichtigen, da die G

ute der SGMM-Sch

atzung sehr stark von
der Ausgestaltung der Instrumentenmatrix abh

angt. So simulieren z.B. Geweke u.a. (1994)
bei der SGMM-Sch

atzung die Instrumente zum Teil mit Hilfe der SMLM-Sch

atzer und ver-
wenden diese auch als Startwerte des Suchalgorithmus. Damit liegt de facto ein zweistuges
Sch

atzverfahren vor, wodurch der direkte Vergleich dieses Sch

atzers mit der SMLM nicht le-
gitim ist. Zudem dokumentiert Stern (1999) in seinen Monte-Carlo-Studien eine klare

Uber-
legenheit der SMLM gegen

uber der SGMM hinsichtlich der durchschnittlichen mittleren
quadratischen Fehler in einperiodigen Sechs-Alternativen-Probitmodellen.
Falls man sich schlielich vergegenw

artigt, da bei der SMLM im Gegensatz zur SGMM und
MSS die

Uberpr

ufung statistischer Hypothesen (vgl. Lee, 1997b, 1999) sehr einfach ist, emp-
ehlt sich nach der Abw

agung aller Vor- und Nachteile im Hinblick auf empirische Studien
f

ur die Parametersch

atzung im MMPM die SMLM (insbesondere in Verbindung mit dem
GHK-Simulator). Allerdings scheint die systematische Analyse der SMLM in Probitmodel-
len bei beschr

anktem Beobachtungsumfang N und bei beschr

ankter Anzahl R an Simulati-
onsreplikationen in der Literatur (vgl. z.B. B

orsch-Supan/Hajivassiliou, 1993, Geweke u.a.,
1994, 1997, Keane, 1994, Lee, 1995, 1997a, Kaltenborn, 1997, Hyslop, 1999, Stern, 1999,
Eymann/Ziegler, 2000) bei weitem noch nicht abgeschlossen. Hierin liegt auch im Hinblick
auf die Untersuchung simulierter Testverfahren noch Forschungsbedarf.
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