Unscented Kalman filter (UKF) has its origin in transforming the Gaussian random variables for nonlinear estimation and has received little attention in the context of state estimation of conceptual hydrological models. This paper introduces UKF to estimate state variables of a conceptual hydrologic model. A symmetric point approach and a scaling framework are used for performing the sample generation process of UKF. This paper investigates the application of UKF for state estimation with a synthetic case study in which both the simulated state, the true state, and the corrected state are precisely known. The results show that the use of UKF can improve the performance of both the model outputs and the state variables as the difference between the corrected trajectories and the true trajectories decreases rapidly and tends to vanish after only a few iterations. Our results and comparisons also demonstrated the capability and usefulness of UKF for state estimation in two real basins.
INTRODUCTION
Hydrologic models are designed to describe the rainfallrunoff physical process which is generally considered to be highly nonlinear and time-varying (Singh ; Pilgrim ). Conceptual rainfall-runoff models simplify and conceptualize these complex processes using a set of simple mathematical equations (Moradkhani et al. a) . The main purpose of these models is to predict the future evolution of the system variables. Conceptual rain-runoff models are generally reported to be robust and reliable when applied to flood forecasting (Hsu et al. ) . However, it is generally accepted that the satisfactory application of such a model can be hampered by many factors including uncertainty in the inputs (Bárdossy & Das ; Kavetski et al. ) , inadequacy of the model which generally includes uncertainty in the model structure (Gupta et al. ) , uncertainty in the model parameters (Vrugt et al. ) , and uncertainty in the initial model conditions. As a result, the error correction and updating techniques have been applied to handle these problems. is often used to achieve the optimal representation of the posterior probability distribution. For SIS, the so-called degeneracy problem typically arises, resulting in only a small number of particles being valid for the procedure. In practice, the sampling importance resampling (SIR) is proposed to handle this problem. The SIR technique has been successfully utilized to achieve state-parameter estimation of a hydrologic model (Moradkhani et al. a) . However, this resampling procedure can lead to another problem, which is known as the sample impoverishment problem (Liu & Gupta ) . In this paper, we strive to investigate the application of UKF for state estimation of hydrologic models. We seek here to: (1) introduce the basic theory of UKF and the framework of the application of UKF in state estimation in a conceptual hydrological model; and (2) evaluate its performance with a synthetic case study and real basins.
METHODOLOGY Limitations of the Kalman filter (KF) and the nonlinear extensions
The Kalman filter is proposed to address the problem of estimating the state of a linear dynamic process which can be described by the linear stochastic equations. For the nonlinear cases, the EKF has been widely applied to these cases by linearizing the estimation around the current estimate (Welch & Bishop ) . However, there has been a long discussion about the divergence and unstable performance of EKF ( Jazwinski ; Gauthier 
General procedures of unscented Kalman filter
In presenting the UKF algorithm, we begin by presenting the general procedures which exclude the sampling algorithm.
The equations are obtained under the assumption that both the process noise and the measurement are additive noise (with zero mean). This can significantly reduce the computational complexity (Crassidis & Junkins ) . Let us assume that using some kind of sampling strategy we get access to a set of sigma points χ kÀ1 at time k-1 and the corresponding weight factors W 
Using the weight factors, we can obtain:
where χ i,kjkÀ1 represents the ith column of χ kjkÀ1 , and Q represents the covariance of the process noise. To avoid additional computational costs, here we implement a resample procedure, rather than augment the sigma points vector, which means that the sigma points are recalculated
We will distinguish this new set of sigma points from the previous one by calling it χ r kjkÀ1 (hence χ r i,kjkÀ1 ). Again, χ r kjkÀ1 is propagated through the measurement model:
We obtain the expected value:
Using the measurement Y k , the posterior state estimate can be obtained by:
K is the gain defined as:
with:
and:
where R represents the covariance of the measurement noise. 
where κ represents the scaling parameter. It is recommended that the choice of κ should satisfy L þ κ ¼ 3 to achieve higher order accuracy ( Julier & Uhlmann ) .
However, such a choice of κ may lead to a non-positive semidefinite estimation of PŶ k jŶ k since κ is a negative value when the dimension of a model state is higher than 3. Then, a matrix χ kÀ1 of 2L þ 1 vectors of sigma points (at time k-1) is obtained by:
whereX kÀ1 is the n-dimensional state at time k-1,
is the ith column of the matrix square root, χ i kÀ1 is the ith column of the matrix χ kÀ1 . To ensure the numerical stability, the Cholesky decomposition is used to obtain the matrix square root in this study.
The spherical simplex algorithm and the minimal skew simplex point algorithm can significantly reduce the number of sigma points when compared to the symmetric point algorithm (from 2L þ 1 points to L þ 2 points) and therefore reduce the computational costs. The spherical simplex algorithm was proposed as a modified version of the minimal skew simplex point algorithm. The radius of the sphere, which bounds the sigma points, will decrease when substituting the spherical simplex algorithm for the minimal skew simplex point algorithm. For detailed information about these algorithms, we refer to Julier & Uhlmann () and Julier (). Despite the appealing features of UKF mentioned above, some difficulties may arise due to the fact that the radius of the sphere increases with an increase in the state dimension. The increase in the radius can introduce non-local effects. A general scaling framework was proposed to overcome these difficulties (Julier ) . The main idea of this approach is to generate a new set of sigma points scaled by a small positive number while maintaining the second order accuracy and ensuring the positive semi-definite of the covariance if all the untransformed weight factors are non-negative. The scaling scheme is given as:
where the scaling parameter α is a small positive parameter 
where the parameter β is utilized to incorporate the prior knowledge of the distribution. It is recommended that β is set to 2 when the distribution is assumed to be a Gaussian distribution (Julier & Uhlmann ) . Unfortunately, there is no general criterion for choosing the best sampling algorithm and it is beyond the goal of this study to present a detailed comparison of different sampling algorithms.
Hence, in this study, we use only the symmetric point algorithm and the scaling framework and we can obtain the scaling symmetric point algorithm derived in Wan & Van Der Merwe (). The operation of UKF is illustrated in Figure 1 . 'T' represents the duration (total time steps).
Note that in practice the positive semi-definiteness of the covariance may be violated after a few iterations and then the filtering process breaks down since the Cholesky factorization cannot be operated. For these cases, we restart the UKF with the state obtained by the XAJ model.
CASE STUDIES
To examine the capability of the UKF for state estimation, we present a synthetic study and a real case study using a simple conceptual rainfall-runoff model. The first study mainly serves to evaluate the performance of state estimation since we cannot get access to the actual state in the real cases. In the second case, we further applied the UKF to two real basins to test its performance and applicability. The Nash-Sutcliffe efficiency (NSE) (Nash & Sutcliffe ) and the root mean squared error (RMSE) were used as performance criteria in the synthetic case and the real case. The NSE value is a widely used measure that serves to compare the performance of a given model to the mean of the observations (Schaefli & Gupta ) . An NSE value of 1 indicates a perfect match of the model output to the observed data, while an NSE value of 0 means that the performance of the model is only as accurate as the mean of the observations. In this study, the RMSE was utilized to evaluate the performance of both the state estimation and the output estimation, while the NSE was only used to evaluate the output (discharge) estimation.
Hydrological model
The Xinanjiang (XAJ) rainfall-runoff model was used in this The state vector used in this study is given as:
Descriptions of the variables in Equation (15) are presented in Table 2 . The time designations are omitted for simplicity.
Synthetic case
In this study, we present a synthetic case study to demonstrate the usefulness of the UKF by using this technique and the XAJ model. This synthetic case study is similar to the synthetic Table 3 .
The measured pan evaporation is assumed to be a constant value (4) and the potential evaporation is evaluated by Zhao ():
where EM represents the measured pan evaporation (mm) and K is one of the model parameters which determines the ratio of potential evaporation with respect to the measured pan evaporation. A sample of size 20 was generated to provide the starting points for the state variables using the Latin hypercube sampling ( 
is obtained by selecting random numbers from the intervals 
where WM is the total tension water storage capacity, WUM is the tension water storage capacity of the upper layer, WLM is the tension water storage capacity of the lower layer and SM is the free water storage capacity. These bounds (parameters) also satisfy the relationship:
where WDM is the tension water storage capacity of the deeper layer. The true state is obtained by operating the XAJ model with the following starting points:
The procedures for generating the weight factors of the starting points e i ¼ [e i1 , e i2 , e i3 , e i4 , e i5 , e i6 , e i7 ], i ¼ 1, 2, . . . , 20 are illustrated by Figure 3 . As evident from Figure 3 , for j ¼ 2, 3, 4, 5, 6 and 7, the starting points are directly generated by multiplying the weight values and the upper bounds. For j ¼ 1, e i1 is the sum of the perturbed values of tension water storage of the three layers. Table 4 lists the parameters of this synthetic model.
For simplicity, the current study assumes uniform parameter fields and the area is 3,000 km 2 . Measurement noise (additive white noise) is generated to perturb the true measurement. Hence the measured discharge vector is obtained by:
where δQ is the measurement noise vector, Q true is the true measurement vector (free of noise) and Q obs is the measurement noise vector (with noise). The measurement noise is generated with a normal distribution with a mean of zero Observed runoff data was based on the Chaihepu hydrologic station, which is located at the outlet of the basin. Note that for Chai River basin, since we cannot get access to the measured pan evaporation data, the potential evaporation inputs were obtained using an empirical method in Yingpan evaporation experimental station, which is located in Liaoning, China. A brief description of this method is illustrated in Figure 4 . To simplify the parameter calibration problem, some of the insensitive parameters are set to plausible constants and are not further calibrated. This applies for the parameters WUM, WLM, WDM, B, C, IMP and EX. In addition, the sum of KI and KG is set to a fixed value (0.7) and therefore we only calibrated KI in this study. The 'Lag' L can be directly obtained by using the 'trial-and-error' method since this parameter is a positive integer, which mainly serves to determine the 'translation' effect of the hydrograph. The remaining parameters were calibrated using the Particle swarm optimization algorithm (Kennedy ) . To reduce the dimensionality of the parameters, the parameter fields are assumed uniform. The optimization process was operated by maximizing the error function, as measured by NSE. The optimization algorithm uses fifty particles and the value of maximum iterations (epochs) is set to 500. Table 5 lists the parameters for the two basins.
RESULTS AND DISCUSSION
Synthetic case original case is mainly caused by the model structure of the SRP module. For the XAJ model, if R is greater than 0, the total increment of tension water storage (W ) is calculated by:
where PE is the net rainfall (mm), R is the runoff (mm). If PE 0 (hence R ¼ 0), the total increment is only determined by the potential evaporation and therefore the difference between the simulated value and the true value remains unchanged. Specifically, for the period 193-232, there is almost no positive net rainfall and hence the difference remains unchanged. After the time 233, the tension water storage starts to increase due to the positive net rain. Obviously, However, for the variable S, both the overall trajectories (the trajectory using UKF and the original trajectory of the XAJ model) are similar to the actual trajectory ( Figure 9 ).
Actually, the overall performance of S decreases slightly when using UKF. For both cases (UKF and without UKF), the difference between the simulated values and the true values decreases rapidly and vanishes after a few iterations even without using UKF. In other words, the additional initial perturbation imposed on S is automatically eliminated. To illustrate this, we begin by writing the equation for recursively calculating S:
where R, RS, RI, RG and PE are the model variables (not state variables). Descriptions of these variables are presented in Table 6 .
As mentioned before, the sum of the parameters KI and KG is set equal to 0.7 and therefore Equation (23) is rewritten as:
Obviously, the difference between the true values and the simulated values will rapidly decrease and finally vanish after a few iterations because the coefficient of the first component (0:3ÃS(t À 1)) in Equation (25) 
