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1. INTRODUCTION 
Throughout this paper we denote by T the unit circle in the complex 
plane: 
T = [@ : x E [ -27, T]]. 
The letter H is used to represent a Hilbert space, which, without exception, 
is assumed to be both complex and separable. 
Given such a space H, we then let LzH be the class of all functions F 
defined on T and with range in H, such that 
and 
(F(eis), e) ELM for all e E H, (1) 
s /IF II2 du < 00.~ (2) 
As is well known, L2, is a Hilbert space with inner product given by 
(F, GkH = s (F, G) da 
for F, G E L2H .2 
The subspace of L2, consisting of those F E L2, which satisfy 
(F(eis), e) E H2( T) for e E H (1’) 
will be denoted by H2H. We will often refer to elements of this latter space as 
* The contents of this paper represent a portion of my dissertation written at the 
University of California. I would like to take this opportunity to express my indebted- 
ness and gratitude to Professor H. Helson who directed the thesis. 
i o will denote Lebesgue measure on T normalized so that u(T) = 1. 
a We distinguish inner products and norms in Lag from those in H by supplying 
the former with subscripts. 
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analytic vector functions. Similarly, those elements F E L2, satisfying 
(e, F(eiz)) E H”(T) for e E H (1”) 
will be called conjugate analytic. 
Each element F E L2, possesses a harmonic decomposition3 
F- pk?? 
k=-cc 
where pFLk is given by 
pk = 
.c 
x-‘“F da, 
the integral taken in the vector sense. F belongs to the subspace Hz, if and 
only if p-Lk = 0 for all k < - 1. 
By a range function we will mean a function J with domain T and with 
range in the family of closed subspaces of a fixed space H of the type con- 
sidered. The usual conventions are in effect: we do not distinguish between 
two range functions J and K if J(eis) = K(eiz) for almost all eix E T. Next 
denote by P(eiz) the orthogonal projection of H onto J(eiz). Then J will be 
called measurable if for each pair of constant vectors d, e E H, (P(eiz)d, e) 
is a measurable scalar function. 
In what follows we will be interested in those range functions J which are 
analytic in the sense that J(eiz) ’ IS s p anned a.e. by a countable set of analytic 
vector functions. J will be called conjugate analytic if J(eia) is pointwise the 
closed linear span of a countable set of conjugate analytic functions. 
It is readily seen that if the range function J is analytic, then J(eis) is 
spanned almost everywhere by a countable, pointwise orthonormal set of 
analytic vectors. For let J(ei2) be spanned a.e. by the set 
[F,(eiz) : h > 1, F, E HzH] 
and let M denote the closure in HzH of the linear span of [x”F~ : K > 1, 
n > 01. Then by a theorem of Lax, M is equal to UHzEI , where HI is a 
complex, separable Hilbert space of dimension not greater than that of H, 
and U is an operator-valued function defined on T which, pointwise, maps HI 
isometrically into H.* If, therefore, [ek : K > l] is an orthonormal basis for 
HI , the vectors UE~ are analytic, pointwise orthonormal, and it is clear that 
their closed linear span is a.e. equal to that of the Fk . 
3 For k = . . . . -2, -l,O, 1,2, . . . we denote by xk that scalar function on T the 
value of which at eiz is I?. 
4 See, for example, [l]. 
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We note two easy consequences of this observation. First of all, an analytic 
range function is measurable. Secondly, the dimension of an analytic range 
function J(eir) is either a fixed, finite constant n almost everywhere, or else 
is almost everywhere infinite. 
Now if J is an arbitrary measurable range function, it is clear that the 
range function J” defined by 
JL(.&) = J(T(eiz)’ 
is measurable. The question thus arises: if J is analytic, what properties 
are thereby imposed on Jl? One may inquire whether J’ is analytic, or 
conjugate analytic. A similar problem is whether the analyticity of J implies 
constancy of dimension for J”. 
In the following pages we will attempt to answer these, and related, 
questions. They were posed by H. Helson and D. Lowdenslager [2] in 
1961. 
2. ANALYTICITY AND CONJUGATE ANALYTICITY IN 
FINITE DIMENSIONAL HILBERT SPACES H 
An operator-valued function U defined on T, mapping H to H (H as 
above) will be called inner if U(eiz) is unitary for almost all eis E T and if, 
in addition, (Ud, e) E H” for all pairs of vectors d, e E H. Suppose now that 
H is of finite dimension n and U is inner on H to H. Suppose further that 
with respect to a given orthonormal basis for H the matrix of U is [pi,]. 
Then it is an observation due to Professor Helson that there exists a SC&~ 
inner function,5 Q, such that 
dL E H*, 
j, k, = 1, . . . . n. This may be seen by defining q to be given by 
q = det U, 
noting that the matrix of U* is [&], and recalling the algorithm for computing 
the inverse of a nonsingular matrix. We now employ this fact to establish 
the following: 
THEOREM 1. There exist analytic range functions J such that JL is not 
analytic. 
PROOF. Let H be a two-dimensional Hilbert space with orthonormal 
basis [e, , es]. Suppose that f is a nonconstant H” function, the real part of 
5 This terminology was introduced by A. Beurling [3]. 
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which vanishes on a subset S C T with 0 < o(S) < 1. Multiplying f by an 
appropriate nonzero real constant, we may assume that ] f(ei2)I < $ a.e. on T. 
Hence log(1 - [ f 1”) is integrable, and there exists g E Hz such that 
1 g I2 = 1 - 1 f I2 a.e.6 
We now define FE H2H by 
F =fe, i-ge,, 
and observe that /I F(eiz)li = 1 a.e. Denote by / the analytic range function 
spanned by F(eiz) and suppose that J” were also analytic. Then there would 
exist G = he, + Ire, E H2,, with II G(eiz)li = 1 a.e., such that G(ei@) spans 
J1(eix). 
Next consider the inner operator function defined (with respect to the 
basis [e, , e2]) by the matrix 
h 
Lf I g k. 
By the preceding remarks there exists a scalar inner function q such that 
qfE H”. 
But clearly qf E H”, and thus 
df +f)EHm* 
Since this function vanishes on a set of positive measure, it must vanish 
identically. Thus f = -f on T, which implies that f is constant. But this 
contradicts the choice off, thereby proving the theorem. 
Although the analyticity of J is not sufficient to imply analyticity for its 
complementary range function, we may nevertheless obtain a positive 
result concerning the nature of J” when J is analytic. 
THEOREM 2. Let H be a Hilbert space of dimension N, finite, with ortho- 
normal basis [e, : n = 1, . . . . N]. Let J be an analytic range function with 
J(eis) C H. Then J” is conjugate analytic. 
PROOF. We know that J(eix) is spanned a.e. by a pointwise orthonormal 
set [E,(eiz) : m = 1, . . . . k; k < N] of elements of H2H. Suppose that Em is 
given by 
and consider the matrix 
[p,,J, m = 1, . . . . k; n = 1, . . . . N. 
B See, for example, [4]. 
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The linear independence of the E,(ei”) a.e. on T implies that for almost 
all eis we can find a (K x k) submatrix of [pmn] with nonzero determinant. 
Hence (as the determinants in question are H” functions) we can find a 
fixed (K x K) submatrix of [&,] the determinant of which vanishes on no 
set of positive measure. 
Denote the rth column of [&,J by C, . Relabeling, if necessary, the basis 
vectors of H, we may assume det [CrC, . . . C,] is not identically zero on any 
subset S of T with o(S) > 0. Thus we define the nonzero H” function A by 
A = det[C,C, . . . C,]. 
Next, for j = k + 1, . . . . N, and n = 1, . . . . k, denote by An9 that H” function 
which is (- l)k+n+l times the determinant of the matrix obtained by deleting 
the nth column from [C,C, . . . C,C,]. 
Now for j = K + 1, . . . . N, define Fj by 
Fj = 2An,e, + de, . 
n=1 
We obtain in this manner N - k conjugate analytic functions Fj(eiz), which 
constitue a.e. a linearly independent set of vectors in H. Hence to complete 
the proof, it suffices to show that the Fj(eiz), j = k + 1, . . . . N are pointwise 
orthogonal in H to J(eie). 
Thus note that for m = 1, . . . . k, and j > K + 1, 
(Em , Fj) = f$~mA; + P,,A. 
7l=l 
But this sum is precisely the expansion, via cofactors of the elements in the 
last row, of the determinant 
PI1 Pl2 ... Plk Plj . . . . . . . . . . . . 
and hence is zero a.e. 
COROLLARY. If H is a jinite dimensional Hilbert space and J, K are 
analytic range functions with J(eix) _C H, K(eir) C H, then J n K is analytic. 
PROOF. (J n K)l = J” + KL. 
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3. ANALYTICITY AND CONJUGATE ANALYTICITY IN 
INFINITE DIMENSIONAL HILBERT SPACES H 
It will be shown in Section 4 that the intersection of two arbitrary 
analytic range functions J, K, where J(eir) and K(ei”) are closed subspaces 
of an infinite dimensional Hilbert space H, is not, in general, analytic. 
However, if we impose the additional condition of finiteness of dimension 
upon both J(eis) and K(eis), the previous corollary has an immediate general- 
ization which we now wish to consider. 
To this end we introduce some notation which will be of use in much of 
what follows. Given a measurable range function J, we will denote by MJ the 
set [F E L2, : F(ei”) E J(eiz) a.e.1. It is readily seen that MJ is a closed subspace 
of L2, which is invariant under multiplication by x and x-l. 
THEOREM 3. Let H be a separable Hilbert space. Let J and K be analytic 
range functions with J(eix) C H, K(eie) C H. We further suppose the dimensions 
of J(eix) and K(eix) are$nite and equal, respectively, to m and n. Then J n K 
is analytic. 
PROOF. Consider the subspace AJiK of L2, defined by 
A - MJ+K n H2H. J+K - 
A J+K is a closed subspace of H2H invariant under multiplication by x. Thus 
by the theorem of Lax previously cited, there exists a Hilbert space HI, 
with orthonormal basis [EJ, and an isometric operator function U(eia) such 
that AJ+K = UH; . Furthermore, since the functions U(eiz)cJz span 
(J + K)(eiz) a.e., itlfollows that [Ed] is a finite set, say [eli : k = 1, . . . . p]. 
We know that J(eiz) is spanned almost everywhere by a pointwise ortho- 
normal set [Ej(eiz) :j = 1, . . . . m] of elements of H2,. Also K(eie) is spanned 
a.e. by such a set [Fj(ei2) : j = 1, . . . . a]. Since for j = 1, . . . . m, Ej belongs 
to UH;, , U*Ej belongs to HiI. Similarly, U*F, E Hi, , j = 1, . . . . n. 
Define p(eiz) to be the span in HI of [U*Ej(eiz) : j = I, . . . . m] and R(eiz) 
to be the span of [U*Fj(ei”) : j = 1, . . . . n]. By the corollary g n R is analytic. 
Hence J n K == U(f n g) is analytic. 
Thus if we place the restriction of finite dimensionality upon J and K, 
the corollary to Theorem 2 remains valid when the Hilbert space in question, 
H, is of infinite dimension. Therefore one may ask whether the theorem itself 
remains true in the presence of a condition on the dimensionality of the 
range function involved. 
THEOREM 4. Let H be a separable Hilbert space of injinite dimension, with 
orthonormal basis [e, : n 2 11. Let / be an analytic range function of jinite 
dimension k, with J(eix) C H. Then JL is conjugate analytic. 
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PROOF. Suppose that J is spanned a.e. by the pointwise orthonormal set 
[E,(eiz) :m=l , . . . . K] of elements of Hz,. Let Em be given by 
with p,, E H”. Then it is known that, pointwise, the matrix 
rPmn1, 772 = I, . ..) k; n > 1, 
possesses K linearly independent columns. It follows, as in the proof of 
Theorem 2, that there exists some (k x K) submatrix of [pmn], the determinant 
of which vanishes on no set of positive measure, and we may suppose this 
submatrix to consist of the first K columns of [pmn]. We thus proceed, exactly 
as in Theorem 2, to define for j 3 k f 1, n = 1, . . . . K, the functions d, Anj and 
Fj , this time obtaining an infinite set [Fj : j > k + l] of conjugate analytic 
vector functions which are pointwise orthogonal to J(eiz). There remains 
only the question of whether this set spans F(eiz) for almost all eiz. 
To answer this question we let K be the measurable range function such 
that K(eiz) is pointwise the closed linear span of the set 
[Em(eiz), Fj(eis) : m = 1, . . . . K; j > K + l] 
and demonstrate that K(eiz) = H a.e. 
Suppose, then, that G eLzH, and G is an element of MKl. We show that 
G = 0. Let 
G = $&en, gn EL2(T). 
n=1 
Then for j > K + 1, we have 
(G, FJ = $gnAnj +giA = 0. 
7X=1 
But this equation may be written in the form 
Pll Pl2 .‘. Plk Plj 
P21 P22 “’ PZk PZj 
. . . . 
. . . .= 0. . . . . 
Pkl Pk2 “’ Pkk pkj 
gl g2 ..’ fk gf 
(*) 
Moreover, if 1 < j < k, the equation is still valid, for then in the determinant 
of (*) two columns are identical. Thus the equation (*) holds for all positive 
integers j. 
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Nowform = 1 , . . . . k, define D, to be the cofactor ofp,, in the determinant 
of (*). If we expand this determinant, now via the elements of the last 
column, we obtain 
2 DmPvnj + Agj = 0 
W&=1 
all j 3 1. Hence 
for j > 1. But this latter equation states that 
and so G belongs to MK . Thus, since G(eiz) E K(eiz) n KL(eiz) a.e., G = 0, 
as was to be proven. 
We next turn to the question of whether JL, for an infinite dimensional 
analytic range function J, is necessarily conjugate analytic. It is not, as we 
will soon demonstrate. Indeed, even in the presence of most restrictive side 
conditions, J’ may fail to be conjugate analytic. In the following pages it 
will be seen that if we restrict J to be of finite codimension, we do not insure 
that its complement is conjugate analytic. Nor is the restriction that the 
codimension be both finite and constant sufficient. In fact, even if we require 
J to be analytic, of constant finite codimension, and to possess an analytic 
complement, the complement may fail to be conjugate analytic. 
A priori, there is some hope that such restrictions might be sufficient to 
permit a generalization of Theorem 2. The first condition mentioned was 
finite codimensionality. Now the obvious restatement of Theorem 4, with the 
roles of analyticity and conjugate analytiticy interchanged, implies that each 
conjugate analytic, finite dimensional range function determines (uniquely) 
an analytic range function with codimension which is finite and constant. 
Hence one may reasonably inquire whether every analytic range function 
having these codimensional properties is so determined. That is, does J 
analytic and of finite constant codimension imply that J’- is conjugate analytic ? 
A second restriction mentioned was analyticity for JL. Suppose that J is 
an analytic range function and that JL as well as J is analytic. Then if H is 
finite dimensional, the proof that J’ is also conjugate analytic is greatly 
facilitated. One simply applies the observation of the first paragraph of 
Section 2. 
However, if H is of infinite dimension, neither of these conditions suffices 
to permit the desired generalization of Theorem 2. For as we next show, 
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the restrictions mentioned above for analytic J-constant finite codimen- 
sionality, analyticity of the complementary range function-even when 
imposed simultaneously, do not imply conjugate analyticity for the 
complement. 
LEMMA 1. Let H be a separable Hilbert space, and let J be an analytic 
range function with J(eio) C H. Supp ose that J(eix) is pointwise the closed 
linear span of the set [Fj(eir) : j > l] and that Fj has harmonic decomposition 
Then for there to exist a nonzero conjugate analytic function G in L2, with 
G(eix) E J1(eix) a.e., it is necessary that the closed linear span in H of the set 
[poj : j 3 l] be a proper subspace of H. 
PROOF. Suppose M,I contains a nonzero conjugate analytic function G, 
with 
G- 2 rlnX”. n=--m 
Multiplying G, if necessary, by an appropriate power of x, we may assume 
that y. # 0. 
Now for all j 3 1, (Fj , G) is an element of HI, with Fourier series 
(Fj 3 G) - 2 ($ (PM > s-kin)) x”- 
k=O n=O 
Since this scalar function is zero a.e. on T, its Fourier coefficients must vanish. 
In particular (poj , qo) is zero for all j, and since 7. # 0, the linear span of 
[poi : j > l] cannot be dense in H. 
THEOREM 5. Let H be a separable Hilbert space of in$nite dimension, 
with orthonormal basis [e, : n > I]. Then there exists an analytic range function 
J, with J(eie) C H, such that J” is of constant dimension one, analytic, but not 
conjugate analytic. 
PROOF. Forj > 1, defineFi by 
Fj = - - ! -  
1 
j + 1 ei - 7 xh ’ 
Then let J denote the analytic range function such that J(eiz) is pointwise 
the closed linear span of the set [Fj(eiz) : j 3 I]. 
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In the notation of the lemma 
1 --ei,j 3 1, poi = j + 1 
and hence M,I can contain no nonzero conjugate analytic vector function. 
Thus in order to prove the theorem, we need only to establish that /’ is 
analytic, and of constant dimension one a.e. on T. To this end, we define 
the analytic vector function E by 
E = 2 1 xn-le, 
11=1 n 
and show that E(eio) spans JL(ei5) for almost all eix E T. 
It is evident that Fj(eiz) is orthogonal in H to E(eiz), all i 3 1, so that 
EEM~‘. Thus we must show that given an arbitrary element G E M,I , 
G(ei”) is pointwise a scalar multiple of E(eiz). Hence suppose G E M,L is 
given, with 
G = $gnen , g, E L2. 
r&=1 
We have 
and therefore 
0 = (G, FJ = +gl - x&a , 
g, = &ygl a.e. on T. 
Assume that for n = 2, 3, . . . . K it is true that 
Then 
a.e. 
0 = (G,F,) = kj&k - ; x-%!k-tl > 
so that, employing the induction hypothesis, we obtain 
k 
gk+l = R+1 xgk = k + 1 
and thusg” is given by (l/n)$-lg, for all n > 1. It follows that 
G = n$ (i x”%) en = glE 
a.e. on T, and thus J”(eiz) is spanned pointwise by E(eiz). 
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4. DIMENSIONALITY OF THE COMPLEMENTARY RANGE FUNCTION 
We wish finally to consider the question of whether Jl(eis) need have 
constant dimension a.e. if J is analytic. The answer, which is a triviality if 
the space H considered is finite dimensional, is somewhat less obvious in 
the infinite dimensional case. In order to settle this dimensionality problem, 
we first return to the question of whether the intersection of two analytic 
range functions is necessarily analytic, if we drop the condition that the 
range functions involved are both of finite dimension. 
LEMMA 2. Let H be an in$nite dimensional, separable Hilbert space with 
orthonormal basis [e, : n 3 11. Then there exists an analytic range function J 
of infinite dimension, and an analytic range function K of dimension one, 
J(eiz) 2 H, K(eiz) C H, such that K(eiz) C J(eiz) on a subset S of T with 
0 < O(S) < 1, while K(eis) $ J(eiz) on the complement of S. 
Thus J n K need not be analytic, for analytic J and K, even if K is one 
dimensional. 
PROOF. We exhibit an infinite dimensional analytic range function 1 and 
an element G E HzH such that G(eiz) belongs to J(ei2) on a subset SC T 
with 0 < a(S) < 1, but does not belong to J(ei2) on T - S. Then, if we 
denote by K the analytic range function spanned pointwise by G(eiz), the 
lemma is established. 
To this end, let f be an element of L1(T) having absolutely convergent 
Fourier series, which vanishes on a subset SC T, and is never zero on 
T - S, with u(S) and o(T - S) positive. Suppose that the Fourier series 
of f is ZrCPm c,x’~. Let [c,,~ : k > 0] denote the subset of [c, : n > 0] 
consisting of all nonzero c,‘s, n 3 0, and let [cn, : k < 0] denote the 
corresponding subset of [c, : n < 01. We may thus write 
Next, for each integer K, let an, be a fixed square root of cnk . Then for 
k > 0, define F2k+l by 
Fs+, = f%Lkclxno 5 - (Znoxn”+leZk+Z T 
while for k 3 1, let Fzk be given by 
F,, = 4-,xno e, - znae2k+l . 
Now let J denote the analytic range function which is spanned pointwise 
by the functions [Fj(eix) : j > l] and define E E H2H by 
E = a,#0 e, + a,lxnl e2 + anele, + a,&2 e4 + anm2e5 + *** . 
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Obviously E(&) is pointwise orthogonal to J(eiz) a.e., and proceeding as in 
Theorem 5, one establishes that E(eiz) actually spans S(&) a.e. on T. 
Next consider the element G of Hz, defined by 
G = inoel + cin,ez + cine,x-n-les + c&e4 + cinn_2x-n-ze5 + ... 
and note that 
Thus (E, G) is zero on a subset S of the circle having positive measure, and 
hence on S, K (the range function spanned by G) lies inside J: 
(J n K)(eiz) = K(eiz). 
But (E, G) is nonzero on T - S, and thus on this latter set 
(J n K)(eiz) = [O]. 
Since T - S also has positive measure, (J n K)(ei”) does not have constant 
dimension a.e. on T, and so cannot be analytic. 
THEOREM 6. There exist analytic range functions with nonconstant 
codimension. 
PROOF. We employ throughout the notation of the lemma. Let H, J, K 
be as above and consider the analytic range function J + K. J has constant 
codimension equal to one on T, and thus on the subset SZ T on which 
K(eia) C J(ei2), it is clear that (J + K)(eiz) has codimension one. However 
on T - S, (J + K)(ei”) = H, and hence the codimension of J + K is 
nonconstant. 
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