Recently, an efficient and stable method to compute moments of first passage times from a subset of states classified as safe to the other states in ergodic discrete-time Markov chains (DTMCs) has been proposed. This paper shows that the same method can be used to compute moments of discrete phase-type (DPH) distributions, analyzes its complexity on various acyclic DPH (ADPH) distributions, and presents results on a set of DPH distributions arising in a test suite of DTMCs.
Introduction
Discrete and continuous phase-type (PH) distributions have been introduced by Neuts [12, 13] more than two decades ago. Although continuous PH distributions have been extensively used over the years in stochastic modeling, discrete PH (DPH) distributions have not been as widely studied, and there seems to be room for research to understand their merits and properties (see, for instance, [1, 2, 16] ). This paper aims at rectifying the situation from a moment computation point of view.
Recently, an efficient and stable method to compute moments of first passage times from a subset of states classified as safe to the other states in ergodic discrete-time Markov chains (DTMCs) has been proposed in [4] . Although a recurrence for the moment vector of first passage times involving a common coefficient matrix and the previous moment vector on the right-hand side for the continuous-time case had been known for some time (see, for instance, [9] ), a similar recurrence had not been given for the discrete-time case. The difficulty in the discrete-time case lied in the fact that equations involved factorial moments rather than moments and there was no obvious way to go from factorial moments to moments. The method proposed in [4] reduced the computation of the first k moment vectors of first passage times from a subset of states to the solution of k linear systems with a common coefficient matrix and right-hand sides governed by a novel recurrence involving the binomial coefficients and the first (k − 1) moment vectors. The efficiency and stability of the proposed method rest respectively on the smaller linear systems solved with a common coefficient matrix and the particular implementation of the Grassmann-Taksar-Heyman (GTH) method [8] used in factorizing the coefficient matrix.
Since the first passage time from a given set of states to the other states in an ergodic DTMC is also the absorption time in the other states, it is possible to use the method proposed in [4] to compute moments of DPH distributions. It is our belief that moment matching techniques will benefit from the ability to compute higher moments of DPH distributions without having to resort to generating functions, transform techniques, or factorial moments. Therefore, in this paper we investigate the effects of using the proposed method of computing moments on various DPH distributions by concentrating on complexity issues.
The organization of the paper is as follows. In section 2, we provide a background on DPH distributions and introduce the moment computation method. In section 3, we give two examples of nonacyclic DPH distributions that have been used in stochastic modeling. In section 4, we investigate the computation of moments of acyclic DPH distributions and give an example. In section 5, we present results on moments of DPH distributions obtained from a test suite of DTMCs, and in section 6 we conclude.
Discrete Phase-Type Distributions
Let H be the random variable associated with the time to absorption in a finite DTMC, P , of order (n S + 1) with n S transient states and one absorbing state conditioned on an initial probability (row) vector, τ . Then f H (h) = Pr{H = h} is said to be the probability mass function of a discrete phase-type (DPH) distribution of order n S .
Let us assume that the transient states are those in S = {0, 1, . . . , n S − 1} and the absorbing state is n S ; otherwise, the states can always be renumbered. In matrix form, we have
where p S = (I − P S,S )e and e is the column vector of ones of appropriate length. Now, let τ S = (τ 0 , τ 1 , . . . , τ nS −1 ), and note that P S,S and τ S uniquely determine p S and τ nS , respectively. The pair (τ S , P S,S ) is called the representation of the DPH random variable H. When P S,S (can be symmetrically permuted to or) is in upper-triangular form, the DPH distribution is said to be acyclic [1] . In this paper, for brevity, we consider only those DPH distributions for which τ nS = 0 (implying that an absorption time of zero in (1) is not possible), and therefore we have
When a DPH distribution (τ S , P S,S ) is used to model a stochastic process which upon absorption starts anew according to the initial probability distribution τ S , we say we have a DPH renewal process with interrenewal times that are DPH distributed.
Noticing that H with the probability mass function in (2) is also the random variable associated with time of first passage from the transient states in S to the absorbing state n S as in [4] , its (i + 1)st moment is given by
Here, m (i+1) is the (i + 1)st moment vector of time to absorption and satisfies the recurrence
denotes the binomial coefficient in Pascal's triangle that is read "(i + 1) choose j" [7] . The proof of this result appears in the appendix of [4] and follows from various identities involving binomial coefficients and Stirling numbers [7] . In passing, we remark that the coefficient matrix, (I − P S,S ), of the linear system in (4) is nonsingular when P is ergodic (due to the irreducibility assumption in its definition).
Using the identity
of binomial coefficients [7] , the following algorithm to compute the moment vectors, m (i+1) , i ≥ 0, has been given in [4] . Here, we have added one more line to compute the moments, E[H i+1 ], i ≥ 0, as well. When a DPH distribution is used to model a stochastic process which upon absorption starts anew according to the given initial probability distribution, Algorithm 1 computes moment vectors and moments associated with DPH distributed interrenewal times.
Algorithm 1 Computing the kth moment vector and moment of a DPH distribution.
LU factorize (I − P S,S ) using GTH; a 0 = 1; a 1 = −1; m (0) = e; Solve for m (1) in LU m (1) 
The order, n S , of the DPH distribution is mostly small, in the order of tens, thereby suggesting the use of a direct method for the solution of (4). The GTH implementation proposed in [4] for the factorization (I − P S,S ) = LU at the outset of Algorithm 1 executes on a nonhomogeneous, but consistent linear system with a singular coefficient matrix of order (n S + 1) in the form of a modified Gaussian elimination. Other than ensuring stability, this implementation turns out to be very efficient since it can be coded completely in row-wise sparse format with delayed row updates [15] . Now, let nz LU denote the sum of the nonzeros in the strictly lower-triangular part of L (since ones along its diagonal are not stored) and U . Also let k denote the order of the highest moment vector to be computed. Then, in addition to the time to sparse factorize (I −P S,S ) at the outset, which is cubic in n S in the worst case when the matrix is full, Algorithm 1 takes (k − 1)[2nz LU + n s (k + 3) + k/2] floating-point arithmetic operations for a total of (k − 1) passes. In terms of space complexity, it requires (nz LU + (k + 2)n S + (k + 1)) floating-point and (nz LU + n S + 1) integer storage space. See [4] for details. Here, we have also accounted for the time and space required by the computation of each moment as in the last line of the outer for-loop of Algorithm 1.
In the next section, we give two examples of nonacyclic DPH distributions used as renewal processes.
Examples
We provide two DPH distributions that have been used in traffic modeling. ets to a node in a communication network is of bursty nature, one may use the interrupted Bernoulli process (IBP) to model the arrival of packets. This form of arrivals is inspired by the fact that, most of the time packets arrive to a node from several external sources and they happen to be grouped in bursts. The IBP is a DPH renewal process which is governed by busy and idle periods. Time is thought of as being slotted and state changes may only occur at points that are multiples of a slot duration. The IBP interrenewal distribution in Figure  1 is represented by the DTMC
whose (2×2) principal submatrix is nonacyclic, and the initial probability vector τ S = (0, 1). After an absorption, the DPH renewal process starts anew so as to remain in the busy period where renewals (that is, arrivals) can take place. It is also possible to view the transition probabilities in (5) as given by
where λ is the probability of a renewal in the particular slot within a busy period [11] . Note that when λ = 1, the self-loop in state 1 does not exist. This is understandable since then at each slot in the busy period a renewal takes place. Using the (2 × 2) principal submatrix of P IBP , we obtain
which has the L and U factors
Then the remaining steps of Algorithm 1 can be executed to compute moments of the IBP interrenewal distribution.
Example 2. Markov modulated Bernoulli process (MMBP). Consider a slightly different version of the Markov modulated Bernoulli process (MMBP) that has been proposed to emulate self-similarity in [14] with initial probability vector τ S = (0, 0, . . . , 0, 1) and absorbing DTMC
Observe that IBP is a special case of MMBP in which n S = 2, α = 1/a, and β = q/a.
Using the nonacyclic (n S × n S ) principal submatrix of P MMBP in (6), we obtain
Then the remaining steps of Algorithm 1 can be executed to compute the moments of the MMBP interrenewal distribution.
See, for instance, section 2.5 of [10] for other examples, and observe that there is a lot of sparsity in P S,S as in Example 2. In fact, no fill-in (i.e., nonzeros in the L and U factors replacing zeros in the coefficient matrix) is introduced during the LU factorization of (I − P S,S ) since it is a matrix with arrowhead nonzero structure.
Although we were able to give explicitly the LU factorization of (I −P S,S ) for the examples considered in this section, in general this cannot be done, and the factorization needs to be performed numerically using the GTH implementation discussed in [4] . However, for the class of DPH distributions discussed in the next section, the factorization is available explicitly.
Acyclic Discrete Phase-Type Distributions
We consider three types of acyclic discrete phase-type (ADPH) distributions. It is our assumption that the matrix P S,S in the ADPH representation is already in upper-triangular form. This implies that there is no need to LU factorize (I −P S,S ) at the outset of Algorithm 1. In other words, L = I and U = (I −P S,S ). Now, let us define
In the general acyclic case, when (I − P S,S ) is upper-triangular, the last to next step in the outer for-loop of Algorithm 1 can be rewritten as
When (I − P S,S ) is upper-bidiagonal, the same step can be rewritten as
Note that this is the case when the ADPH distribution is discrete Erlang (DE) with n S phases. When S is a diagonal matrix, the last step reduces to
Then, for a total of (k−1) passes Algorithm 1 takes (k−1)[2nz U +n s (k+3)+k/2] floating-point arithmetic operations, and requires (nz U + (k + 2)(n S + 1) − 1) floating-point and (nz U +n S +1) integer storage space for ADPH distributions of order n S . Observe that when (I −P S,S ) is upper-triangular, nz U can be anywhere between n S and n S (n S + 1)/2.
Next is an example of an acyclic DPH renewal process.
Example 3. The discrete Erlang process (DEP). Discrete Erlang process (DEP) is a DPH renewal process with l(= n S ) phases and the interrenewal distribution in Figure 2 . It is represented by the initial probability vector τ S = (1, 0, . . . , 0) and the order (l + 1) DTMC
1 0
Absorbing state a Fig. 2 . The DEP interrenewal distribution whose (l × l) principal submatrix is acyclic; DEP reduces to the geometric distribution with parameter a when l = 1. In the general case, it can be conceived as the convolution of l independent geometric distributions with parameter a.
Using the acyclic (n S × n S ) principal submatrix of P DEP in (7), we obtain the upper-bidiagonal matrix
Then the moments of the DEP interrenewal distribution can be computed by following Algorithm 1 after its first step.
Numerical Results
In this section, we present results that illustrate the computation of moments of DPH distributions. We have implemented the proposed method in C using double-precision IEEE floating-point arithmetic [3] , performed and timed all experiments under Cygwin 1.5.15-1 on a Pentium IV 3.4 GHz processor and a 1 GB main memory running Windows XP. In each problem, the degree of coupling, p S ∞ , and the average degree of coupling, p S 1 /n S (see (1)), are reported so as to indicate the inherent difficulty associated with computing the moments accurately [4] . We have experimented with two groups of problems. The first group consists of order 10, 20, 30, and 40 versions of MMBP (Example 2) and order 10 1 , 10 2 , 10 3 , 10 4 versions of DEP (Example 3), and the particular initial distributions. The second group consists of order 10 1 , 10 2 , 10 3 , 10 4 principal submatrices of the test suite of twelve DTMCs [6] that have been used in [5] and uniform initial distributions. In all problems, we have computed the first ten moments (whenever possible) in double precision floating-point arithmetic, but report results regarding only the first, second, fifth, and tenth moments in order to save space. The computation of binomial coefficients does not pose problems since the largest entry in the tenth row of Pascal's triangle, 10 choose 5, is equal to, 252. Note that 10 308 is about the size of the largest positive number in double precision floating-point arithmetic, and any attempt to compute moment vectors with larger values than this will be futile. When we detect overflow in any of the moment vectors, we indicate it with n/a in the tables and do not compute further moment vectors.
All times are reported in seconds of CPU time. In the tables, T s denotes the time to generate in core the absorbing DTMC in row-wise sparse format, to transform the rows corresponding to S of the sparse DTMC so that elements of those rows are ordered according to column indices when the matrix is input from a file, and to determine the number of nonzeros in P S,S ; T LU denotes the time to perform symbolic LU analysis on (I − P S,S ) and its sparse factorization (step 1 of Algorithm 1) as discussed in section 2; and T m denotes the time to compute the first ten moments using Algorithm 1. Hence, the sum of T LU and T m is the time it takes Algorithm 1 to execute. In order to improve the confidence in the timing results, we have timed each experiment three times and have reported the average. In the tables, nz S denotes the number of nonzeros in (I − P S,S ), which can be different than that in P S,S due to zero diagonal elements. We have reported nz S and nz LU so that the amount of fill-in resulting from the LU factorization can be observed.
In P MMBP and P DEP , p S has a single nonzero element such that p S ∞ = λ 0 and p S ∞ = a (see (6) and (7)), respectively. Hence, p S 1 = p S ∞ and for these two examples we only report p S ∞ . Furthermore, since (I − P S,S ) has symmetric nonzero structure in both examples and does not yield any fillin during the factorization, it also turns out to be the case that nz S = nz LU . The CPU timings (T s , T LU , T m ) in order 10, 20, 30, 40 versions of MMBP are all zero. The CPU timings in order 10 1 , 10 2 , 10 3 versions of DEP are all zero and the CPU timings in order 10 4 version of DEP are (T s , T LU , T m ) = (0, 3, 0). Therefore, these timings do not appear in Tables 1 and 2. Observe that it is more the average degree of coupling than the degree of coupling which determines the value of the first moment in MMBP with q = 1.0 and DEP, and hence their other moments. There is a high degree of variability in the MMBP interrenewal distribution even for small orders and that moments exceeding 10 100 appear for order 30 or larger. On the other hand, the DEP interrenewal distribution approaches the deterministic distribution as the order increases. For a = 1.0, P S,S has only an upper-diagonal resulting in immediate determinism. Recall that it takes only 3 seconds to find the first ten moments of the DEP interrenewal distribution of order 10 4 and that this time is spent in the first step of Algorithm 1.
Regarding the twelve test matrices used in the set of experiments reported in Table 5 , we remark that they arise in six applications, namely 2D, pushout, mutex, ncd, qn, telecom, and that (easy, hard, medium), (mutex, mutex alt1, mutex alt2), and (ncd, ncd alt1, ncd alt2) are respectively three different versions of the pushout, mutex, and ncd problems. Furthermore, all test matrices except those of pushout are uniformized continuous-time MCs. With this second group of problems, we aim at having an understanding of the kind of moment values that arise in DPH distributions and assessing the performance of Algorithm 1 in computing these moments. Six of the DTMCs (ncd, ncd alt1, ncd alt2, mutex, mutex alt1, mutex alt2) have symmetric nonzero structure; however, all DPH distributions arising from the twelve test matrices yield some fill-in. For the mutex, mutex alt1, mutex alt2, and qn test matrices, nz LU for the order 10 4 DPH distribution is larger than 10 7 , thereby making it the most difficult to solve. Otherwise, the first ten moments of all DPH distributions of order 10 3 and smaller can be computed in 8 seconds. If the mutex, mutex alt1, mutex alt2, and qn problems are excluded, the first ten moments of DPH distributions of order 10 4 can be computed in 38 seconds. The time spent by Algorithm 1 after its first step in all of these problems is within 4 seconds. Hence, it is again the LU factorization which dominates the computation, and it becomes excessive in the mutex, mutex alt1, and mutex alt2 problems with order 10 4 (note that the discrepancy in the T LU timings in this case is less than 5% and is immaterial). But then again, 10 4 is a relatively large order to consider in practice. Furthermore, when overflow is encountered in computing a particular moment, we notice that the computation time for that particular moment in T m increases considerably. See, for instance, mutex alt2 with order 10 4 . This situation can be attributed to the exceptions generated during the forward and backward solutions with the L and U factors in the body of the outer for-loop of Algorithm 1 when there is overflow.
As in the first set of experiments, we again observe that the smaller the average degree of coupling, the larger the moments become and the more difficult it is to obtain accurate results. However, through the particular DPH distributions arising in the twelve test matrices, we also understand that it is not only the average degree of coupling but also the values of the nonzeros in the L and U factors (and therefore the values in (I − P S,S )) that determine how the moments grow. See, for instance, the value of the first moment in telecom with order 10 4 , which has an average degree of coupling 2.3 × 10 −4 .
Conclusion
In this paper, we have presented a recently introduced method to compute higher moments of DPH distributions in row-wise sparse format and have conducted numerical experiments on a test suite of DTMCs with it. The method is based on factorizing a nonsingular matrix as large as the order of the DPH distribution using a form of GTH with delayed row updates and solving as many linear systems with different right-hand sides as the number of moments desired. It has been shown that the factorization is available explicitly up to a symmetric permutation when the DPH distribution is acyclic, and therefore need not be computed. Timing results have been given to indicate the efficiency of the proposed method. First moments much larger than the reciprocal of the average degree of coupling have been reported, especially when the order of the DPH distribution becomes large. When the order is 10 4 or larger, there are cases which show that it will be useful to consider a fill reducing ordering of the coefficient matrix since the amount of fill-in during factorization may become excessive.
