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Resumen
El problema de Bin Packing (BPP) es NP-duro, por lo que un método exacto 
para resolver instancias del BPP requiere un gran número de variables y 
demasiado tiempo de ejecución. En este trabajo se propone una nueva estra-
tegia heurística para resolver instancias del BPP en donde se garantiza la 
solución óptima. La estrategia propuesta incluye el uso de un nuevo modelo 
¡ȱȱȱȱȱĚǯȱȱȱȱǰȱȱøȱȱ-
bles se redujo asignando objetos en contenedores. Adicionalmente se incluye 
una heurística que mediante el preprocesado de la instancia permite reducir 
su tamaño y con ello el espacio de búsqueda del algoritmo de solución. Para 
validar el enfoque propuesto, se realizaron experimentos usando los conjun-
tos de prueba hard28, 53nirup, bin1data, uniform, triplets y subconjuntos de 
otras instancias, todos ellos conocidos en el estado del arte. Los resultados 
muestran que empleando nuestro enfoque es posible encontrar la solución 
óptima de todas las instancias de prueba. Además,  el tiempo de ejecución  se 
ȱȱàȱȱȱȱȱȱȱȱȱȱȱĚǯȱ
Las reducciones de tiempo fueron de 19.7 y 43% para los conjuntos 53nirup 
y hard28, respectivamente.
doi:10.1016/j.riit.2016.06.001
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Introducción
El problema de Bin Packing se puede formular de la si-
guiente manera: dados n objetos de tamaño w1, .., wn y 
contenedores de tamaño C, el objetivo es encontrar el 
menor número de contenedores en donde se coloquen 
todos los objetos. De acuerdo con Garey y Johnson 
(1979) el problema de Bin Packing (BPP) es un problema 
combinatorio, que pertenece a la clase de problemas 
NP-duros y existen problemas reales de la industria 
que pueden mapearse a dicho problema.  
Algunos investigadores dirigen sus esfuerzos hacia 
el desarrollo de modelos matemáticos que representen 
el problema, con el objetivo de obtener soluciones ópti-
mas, por ejemplo,  los modelos desarrollados por Vale-
rio (1999, 2000) y Martello y Toth (1990). El trabajo 
desarrollado por  Shawn (2004) es otra alternativa que 
propone darle solución al problema BPP realizando 
ȱęàȱȱȱȱȱȱ
el problema de la mochila multidimensional. La limi-
tante de esta propuesta es que no resuelve conveniente-
mente todas las instancias de los conjunto uniform y 
triplets (Falkenahuer, 1996). Una mejora a este trabajo 
se propuso por Schaus en su tesis doctoral (2009), don-
ȱȱȱȱȱȱȱĚȱȱȱȱ
las instancias de los conjuntos uniform y triplets, ade-
más se mejoran los tiempos de cómputo presentados 
por Shawn.
Cambazard y O’Sullivan (2010) propusieron intro-
ȱȱȱȱȱȱȱȱĚȱȱȱ
criterios utilizados por Shawn, lo que les permitió redu-
cir los tiempos de ejecución y resolver las instancias 
uniform y bin1data (Scholl et al., 1997), sin embargo, no 
lograron resolver de forma óptima todas las instancias 
de los conjuntos triplets y bin2data (Scholl et al., 1997). 
Alves (2012) por su parte, propuso un modelo basado 
ȱȱȱĚǰȱȱȱȱøȱȱȱȱ
contenedor en las restricciones, lo cual provoca que tan-
to el número de variables como el tiempo de ejecución 
se reduzcan. Sin embargo, no  garantiza que se llegue al 
óptimo para todas las instancias. 
Los trabajos anteriores, en su mayoría, se basan en 
los modelos de Valerio, ya que dichos modelos utilizan 
ȱ ·ȱ ȱ £àȱ ȱ ȱ ȱ Ěȱ
(Taha, 2004), que permite representar todas las posibles 
formas de acomodar los objetos en los contenedores. 
ȱȱȱȱȱȱȱĚȱȱ£ȱȱ
representación del problema mediante un grafo, donde 
ȱȱ£ȱȱ¢ȱȱàȱȱĚǯȱ
Sin embargo, la limitante general de estos algoritmos es 
la gran cantidad de variables utilizadas y el tiempo em-
pleado para encontrar la solución óptima del problema, 
por lo que es importante diseñar nuevos modelos cuya 
formulación permitan generar algoritmos que consu-
man menos tiempo de cálculo, pero que permitan en-
contrar la solución óptima.
En este sentido, el presente trabajo propone un nue-
vo modelo para el problema BPP de una dimensión, en 
donde todos los contenedores deben tener la misma ca-
pacidad. El método  propuesto se basa en los modelos 
formulados por Valerio (1999) para el BPP de una di-
mensión y de tamaño variable (Valerio, 2002). Cada 
arco en el grafo corresponde a una variable en el  mode-
ǯȱȱȱȱàȱȱȱȱęȱȱ-
bles, donde el peso es mayor a la mitad de la capacidad 
del contenedor.  Además, se introducen restricciones 
considerando los límites propuestos por Martello y 
Toth (1990), Scholl et al. (1997) y  Jarboui et al. (2012). 
Para encontrar el límite inferior de cada instancia de 
prueba, se propone una nueva metaheurística basada 
en las características de las instancias. Otra característi-
ca de la estrategia propuesta es la incorporación de dos 
Abstract
The Bin Packing problem (BPP) is NP-hard, the use of exact methods for solving 
BPP instances require a high number of variables and therefore a high computa-
tional cost. In this paper a new heuristic strategy for solving the BPP instances, 
which guarantees obtain optimal solutions, is proposed. The proposed strategy in-
ȱȱȱȱȱ ȱȱȱȱĚ ȱǯȱȱȱȱǰȱȱȱ
of variables was reduced by previous allocation of objects in bins. Additionally, our 
approach includes a heuristic that allows reducing the instance size and thereby the 
solution algorithm search space. To validate the proposed approach, experiments 
were performed using the test sets hard28, 53nirup, bin1data and falkenauer, all of 
them well known in the state of the art. The results show that it using our approach 
ȱȱȱęȱȱȱȱȱȱȱǯȱǰȱȱ¡ȱȱ ȱ
ȱȱȱȱȱȱȱ¢ȱȱȱĚ ȱȱǯȱȱ-
ductions were up to 19.7 and 43% for 53nirup and hard28 test set, respectively. 
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criterios de reducción de la instancia, inspirados en el 
trabajo de Alvim et alǯȱǻŘŖŖŚǼǰȱȱȱęȱȱ
a contenedores, provocando que el número de objetos 
de la instancia se reduzca, sin que por ello se pierda la 
optimización del resultado. Esto también provoca que 
se reduzca considerablemente el número de variables 
en el modelo. Todos los criterios comentados aceleran 
el proceso de generación de arcos en el modelo pro-
puesto. 
Los resultados muestran que utilizando los crite-
rios de reducción propuestos y el modelo desarrolla-
do, es posible encontrar las soluciones óptimas para 
ȱȱȱȱŘŞǰȱśřȱǻęǰȱ
2002) y bin1data. Es importante mencionar que no to-
das las instancias cuentan con las características ade-
cuadas para aplicar los criterios propuestos en este 
trabajo. En estas circunstancias se encuentra el conjun-
to triplets, sin embargo, con el modelo propuesto se 
encontraron todas las soluciones óptimas de las ins-
tancias de este conjunto. También se experimentó con 
el conjunto uniform y una muestra de los conjuntos 
bin2data, schwerin y dualdistribution. Se contrastaron 
los tiempos utilizados por el modelo propuesto por 
Valerio y el modelo desarrollado, y se observó que 
este último empleó 43% menos de  tiempo que el mo-
delo de Valerio para el conjunto hard28, y para el con-
junto 53nirup el modelo propuesto utilizó 19.7% 
menos tiempo que el modelo de Valerio. El modelo de 
programación entera generado se resuelve utilizando 
LINGO (2008).
Lo que resta del documento se estructura de la si-
guiente forma: en la segunda sección se presentan dos 
modelos matemáticos que sirven como base del modelo 
propuesto para resolver el problema BPP. En la sección 
3 se describe el modelo matemático, en la sección 4 se 
presenta una metaheurística para calcular el límite infe-
rior, en la sección 5 se desarrolla una heurística de pre-
procesamiento que permite reducir el tamaño de la 
instancia. En la sección 6 se discute la implementación 
del sistema de pruebas, en la sección 7 se presentan los 
ȱ¡ȱ¢ȱęȱȱȱȱ
conclusiones y el trabajo a futuro.
Modelos matemáticos de Valerio J.M. y Martello  
y Toth para el BPP
De acuerdo con la literatura especializada, los modelos 
matemáticos más relevantes que se han desarrollado 
para dar solución al problema de Bin Packing son los de 
Martello y Toth (1990) y el de  Valerio (1999, 2002). 
ȱȱ ȱȱ ¢ȱ ǰȱ ȱ ȱ ęȱ
como un modelo de programación binaria mixta,  que 
involucra un gran número de variables binarias, por lo 
que es costoso computacionalmente encontrar la solu-
ción óptima (Balas, 1979).  
La descripción del modelo de Martello y Toth  (1990) 
se presenta a continuación
Dados W={w1, w2, … , wn}, 
que es el conjunto de pesos de los n objetos de una ins-
tancia y también el número de contenedores, se deben 
asignar objetos a contenedores, de tal forma que la su- 
ma de los pesos de los objetos no exceda la capacidad 
del contenedor y el número de contenedores utilizados 
sea el mínimo. La capacidad de cualquier contenedor es 
C y estos se representan en el modelo por yi, que es una 
variable binaria, así si yiȱȱȱȱŖȱęȱȱȱ-
tenedor i no se utilizó. La formulación del modelo es la 
siguiente
Minimizar z1 = 
Sujeto a:
(1)
(2)
yi = 0  ó  1
xij = 0 ó 1
donde
wj Z 
+, es el peso del j - ésimo objeto
Las restricciones numeradas como (1) garantizan que 
los objetos que se ubican en un contenedor no excedan 
la capacidad del mismo, las restricciones numeradas 
como (2) garantizan que cada objeto se asigne una sola 
vez.
Un algoritmo que resuelve de manera óptima un 
problema que involucra variables binarias es el méto-
1
0, para {1,... , }
n
j ij i
j
w x Cy i n
 
 d  ¦
1
1, para {1,... , }
n
ij
j
w j n
 
  ¦
1
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i iy ¦
1
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0 en caso contrario
1 si el objeto esta asignado al contenedor
0 en caso contrarioij
i
y
j i
x
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 se signa l contenedor i
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do de Balas (1979), el cual tiene un costo temporal ex-
ponencial. Este algoritmo introduce cuatro criterios 
de eliminación, considerando la forma en que cons-
truye la familia de problemas que genera el proceso 
ȱȱȱęȱȱȱȱȱȱŗǰȱ¢ȱȱȱȱ
àȱȱȱȱȱȱȱȱȱę-
cación.  
Por otro lado, Valerio (1999, 2002) propuso un mo-
delo basado en programación lineal entera que utiliza 
ȱ·ȱȱȱȱĚȱǻǰȱŘŖŖŚǼȱȱȱȱ
problema de Bin Packing de tamaño variable y el de una 
sola dimensión. A continuación se describe brevemente 
el modelo para el BPP de una dimensión, donde todos 
los contenedores tienen la misma capacidad.
En este modelo los diferentes pesos de los objetos de 
una instancia se agrupan en un conjunto P = {p1, p2, …, 
pm}, donde m representa el número de valores distintos 
de los pesos de los objetos en una instancia y p1,> p2, …,> 
pmǯȱ¤ǰȱȱęȱȱȱB = {b1, b2, …, bm}, don-
de bi representa la demanda (número de objetos) aso-
ciada al peso pi. 
ȱȱȱ£ȱȱȱȱĚȱ-
presentado por z1, que circula por todo el grafo. Cada 
arco en el grafo corresponde a una variable xij , que re-
presenta la demanda del objeto con peso j-i en la solu-
àȱ ęǯȱ ȱ ȱ ¡ȱ ȱ ȱ ȱ ȱ
ęȱȱȱȱȱȱȱȱd (del vértice 
del grafo), para crear  el arco (d, d+wi), se suma el valor 
de d al valor de wiȱ¢ȱȱȱȱȱȱęȱ
del vértice destino del arco; algo similar ocurre con el 
nombre de las variables, por ejemplo en xd, d+wi. 
ȱȱ¤ȱȱȱȱȱĚȱ-
puesto por Valerio (1999) se formula a continuación
Minimizar z
Sujeto a:
(3)
(4)
donde
xij, A’  = al arco (i, j) del grafo
A’A, donde A son los arcos que forman el grafo del 
modelo antes de aplicar los criterios de reducción 
ŗǰȱŘȱ¢ȱřȱęȱȱȱǻŗşşşǼ
bi = demanda del i-ésimo objeto
C = capacidad del contenedor
m = número de elementos de P
Las restricciones numeradas como (3) son las que ga-
£ȱȱàȱȱĚȱȱȱǰȱȱǰȱ
ȱȱ·ȱȱĚȱȱȱȱ¡ȱȱ
ȱĚȱȱǯȱȱȱȱĚȱȱȱȱȱ
el grafo es z. Las restricciones numeradas como (4) son 
las que garantizan no asignar más objetos que la de-
manda dada para cada uno de ellos.
Modelo propuesto para el BPP
En esta sección se presenta una de las principales con-
tribuciones de esta investigación. El modelo  propues-
to en este trabajo se cimenta en los modelos formu- 
lados por Valerio para el BPP de una dimensión 
(1999) y de tamaño variable (2002). Cada arco en el 
grafo corresponde a una variable del modelo. En el 
ȱȱęȱȱȱ¢ȱȱȱ¢ȱȱȱ
mitad de la capacidad del contenedor, logrando con 
ello reducir la dimensión del problema. Esto se reali-
zó porque para muchas instancias del benchmark para 
el BPP, se observó que el peso de los objetos es mayor 
a la mitad de la capacidad del contenedor, por lo que 
cada objeto que cumple con esta condición debe ubi-
carse en un contenedor donde no pueda ubicarse otro 
objeto con la misma característica, lo que provoca 
que el valor de las variables asociadas puedan tomar 
un valor constante.  
Cada variable del modelo se asocia a un arco del 
grafo y el valor que toma representa el número de veces 
que un arco aparece en la solución, es decir, representa 
la demanda del objeto. Por lo que en el modelo pro-
puesto, las variables asociadas a arcos donde el peso 
sobrepasa la mitad de la capacidad del contenedor se 
sustituyen por la demanda respectiva. 
En este modelo se introducen restricciones cuyo tér-
mino independiente se corresponde con el límite infe-
rior del problema. Para encontrar este límite inferior se 
desarrolla una nueva metaheurística, la cual se discute 
en la siguiente sección. La formulación del modelo pro-
puesto es la siguiente
Minimizar z
sujeto a:
( , ) ' ( , ) '
, si 0
0, para 1, ... , 1
, si
de ef
d e A e f A
z e
x x e C
z e C 
­  
°   ®
°  ¯
¦ ¦
,
( , ) '
, 1,... ,
{0}, ( ) '
i
i
d d w i
d d w A
de
x b i m
x Z d,e A

 

t  
   
¦
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ȱȱȱȱȱȱ£ȱȱĚȱ
en el grafo generado a partir de los pesos de los objetos 
y la capacidad del contenedor. El grafo se construye de 
la misma forma que en los modelos de Valerio (1999, 
2002), aplicando los criterios de reducción 1, 2 y 3, des-
critos en ese trabajo. Las restricciones (5) corresponden 
ȱȱàȱȱĚȱȱȱǯȱȱȱȱȱȱ
propone además, que las variables que corresponden a 
objetos con pesos mayores a la mitad de la capacidad 
del contenedor, tomen el valor de la demanda asociada. 
Las restricciones (6), garantizan que no se coloquen ob-
jetos  que excedan la capacidad del contenedor. Las res-
tricciones (7) permiten limitar el número de contene- 
dores utilizados, lo que reduce  el espacio de búsqueda.
ȱȱȱȱȱęȱȱȱ-
te forma: 
C   = capacidad de cualquier contenedor 
A’ = conjunto de arcos asociados al grafo después de 
  aplicar los criterios de reducción propuestos por 
   Valerio
lowerBound = límite inferior de la instancia, el cálculo de 
   este valor se describe más adelante 
xde  = variable que representa al arco (d,e)  
bt   = la demanda asociada al t-ésimo peso
La restricción de acotación de la variable z con el límite 
inferior se creó a partir del modelo de Valerio para BPP 
de tamaño variable, pero con la diferencia de que en el 
modelo propuesto z se restringe por una constante y no 
por una variable (Valerio, 2002). Mediante esta restric-
ción se busca reducir el espacio de soluciones y garanti-
zar la solución óptima de la instancia. Si por alguna 
razón el óptimo no coincide con el límite inferior, es 
ǰȱȱȱȱȱàȱǰȱȱęȱȱ
valor del límite inferior agregando un contenedor. 
El límite inferior lowerBound para una instancia del 
BPP representa el número de contenedores que al me-
nos se deben utilizar para acomodar todos los objetos 
de esa instancia. 
A continuación, se muestra un ejemplo de la aplica-
ción del modelo desarrollado para solucionar  una ins-
tancia del BPP.
Sea W={6, 5, 4, 3, 2, 1} el conjunto de pesos de los 
objetos, b={2, 2, 1, 2, 4, 3} la demanda correspondiente a 
cada peso (wi tiene una demanda de bi),  y C=7 la capa-
cidad del contenedor. En total son 14 objetos. 
ȱȱ·ȱȱȱȱĚȱ¢ȱȱȱ
de reducción propuestos en Valerio (1999) se obtiene el 
siguiente conjunto de arcos, arcos={(0,1), (0,2), (0,3), 
(0,4), (0,5), (0,6), (1,2), (2,3), (2,4), (3,4), (3,5), (3,6), (4,5), 
(4,6), (4,7), (5,6), (5,7), (6,7)}. Para esta instancia se calcu-
la el límite inferior con la metaheurística que se descri-
be en la siguiente sección. El límite inferior calculado es 
de 7 (LowerBound).
Figura 1. Grafo asociado al modelo de PLE ejemplo
ȱȱęȱŗȱȱȱȱȱȱȱȱ
conjunto de arcos del ejemplo. Para este ejemplo se aso-
cian variables xde, a cada uno de los arcos. Las variables 
asociadas a arcos donde el peso es mayor a la mitad de 
la capacidad del contenedor son: x04, x05 y x06. Por lo que 
estas variables toman el valor de la demanda corres-
pondiente, es decir,  la variable x04 toma el valor 1,  la 
variable x05 toma el valor 2 y la variable x06 también 
toma el valor 2.
El modelo de programación lineal entera (PLE) se 
formula para este ejemplo de la siguiente forma
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El óptimo se alcanza para  z=7 y el valor de la solución 
obtenida es: x01=1, x02=1, x12=1, x23=1, x24=1, x34=1, x45=1, 
x56=1, x57=2, x67=3. Se agregan a la solución las variables 
x04, x05 y x06,  que tomaron el valor de la demanda, de 
acuerdo con el criterio aplicado.
ȱ ȱęȱ Řȱ ȱȱȱ ȱ ȱȱ ȱ
pueden acomodar los objetos en los contenedores.
Figura 2. Ubicación de los objetos en los contenedores de 
acuerdo con la solución óptima encontrada
Metaheurística para calcular el límite inferior
El límite inferior de una instancia del BPP, indica el nú-
mero de contenedores que al menos deberán utilizarse 
para colocar los n objetos de la instancia. Si el límite in-
ferior coincide con el número de contenedores óptimo 
que una instancia debe utilizar, sería de mucha utilidad 
como en algunos casos que a continuación se describen. 
Una solución obtenida del BPP al aplicar una heurística 
se puede decir que es la óptima si coincide con el valor 
de alguno de los límites inferiores.
Para el  modelo propuesto en este trabajo, el uso del 
límite inferior permite reducir el espacio de soluciones. 
Por lo que conseguir un límite inferior lo más cercano al 
óptimo es importante.
Los investigadores han propuesto varios métodos 
para calcular el límite inferior de una instancia, algunos 
de ellos  se aproximan más al número de contenedores 
de la solución óptima que otros. 
En Pérez et al. (2014) se propone una metaheurísti-
ca que permite calcular el límite inferior de una ins-
tancia de tal manera que sea lo más aproximado 
posible al óptimo. La metaheurística hace uso de va-
rios métodos para calcular el límite inferior y seleccio-
na al más adecuado dependiendo de las características 
de la instancia.
En ese trabajo se realizó una evaluación de los lími-
tes propuestos por Martello y Toth (1990) (LB1, LB2 y 
LB3), los propuestos por Scholl et al. (1997) (LB4), y el 
límite propuesto por Jarboui et al. (2010) (LBJ). El límite 
LB3 para muchas instancias coincide con el valor ópti-
mo, sin embargo la limitante de esta cota es su tiempo 
de respuesta para algunas instancias, por lo que se hi-
cieron experimentos para averiguar qué tipo de instan-
ȱȱȱǯȱȱȱęȱȱ
evaluaron las métricas, para caracterizar instancias, 
propuestas por Cruz (2004) y Álvarez (2006).  Las mé-
ȱȱęȱ£ȱȱȱ-
da a cada instancia estudiada fueron la Kurtosis y 
MaxRepe. A partir de los resultados obtenidos, se desa-
rrolló una metaheurística para el cálculo del límite infe-
rior, el pseudocódigo de esta se muestra en el Algoritmo 
1, publicado en Pérez et al. (2014). La descripción de las 
variables del algoritmo se muestra en la tabla 1.
En esta metaheurística además de la Kurtosis y 
MaxRepe se introducen dos métricas más: porcItem1 y 
porcMaxRepe, para medir la proporción de lo que ocu-
pa un objeto en un contenedor. La primera de ellas se 
ęȱȱȱȱȱȱ¤ȱȱȱȱ-
tancia ocupa dentro del contenedor, y la segunda se re-
ęȱȱȱȱȱ¡ȱȱȱ
número de objetos de la instancia.
Como se mostró en el trabajo de Pérez et al. (2014), 
se realizaron pruebas a 16,413 instancias, a las que se les 
calculó cada uno de los límites, obteniéndose varios pa-
trones de comportamiento. Este análisis permitió iden-
ęȱ ·ȱ Çȱ ȱȱ ȱ ȱ ȱ
ȱȱȱȱÇȱȱęǯȱȱàȱ
se explican estos patrones de comportamiento asocián-
ȱȱȱøȱȱÇȱęȱȱȱȱŗǱ
Línea 5. Esta condición hace referencia a las instan-
cias donde los objetos no ocupan más de 25% de  capa-
cidad del contenedor y donde el porcentaje de MaxRepe 
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es menor a 20%, esto indica que los objetos son muy 
pequeños y es posible encontrar objetos con el mismo 
peso. 
Línea 6. Esta condición la cumplen aquellas instan-
cias en donde el peso de objeto más grande no excede 
57% de la capacidad del contenedor y MaxRepe es me-
nor a 10%, indicando que el número de objetos con 
igual peso no debe exceder 10%.
Línea 7 y 8. Esta condición la cumplen aquellas ins-
tancias donde el objeto más grande ocupa entre  57 y 
59% de la capacidad del contenedor y MaxRepe es 
menor a 3%.
Línea 9 y 10. En este caso se habla de las instancias, 
cuyo objeto más grande sobrepasa la mitad de la capa-
cidad del contenedor (ocupa entre 59 y 65% de la capa-
cidad del contenedor) y MaxRepe es menor a 1.5%, es 
decir, casi no hay objetos con el mismo peso. 
Esto permite concluir que si se cumple alguna de 
las condiciones anteriores, entonces el límite inferior 
se calcula como el máximo valor de los valores obte-
nidos entre LB1 y LBJ. Se puede observar que entre 
mayores sean los objetos, el valor de MaxRepe dismi-
nuye. 
En el caso de que no se cumpla ninguna de las con-
ȱȱ¡ǰȱȱȱęȱ
el valor de la Kurtosis, si esta es mayor a 8000 y los lími-
tes LB1 y LB2 son iguales o simplemente la Kurtosis 
excede los 15000, entonces esto indica que obtener LB3 
puede ser un proceso demasiado costoso en tiempo, 
por lo que no se debe calcular LB3 y se asigna cero a 
LB3. En cualquier caso el límite inferior es el máximo de 
LB1, LB2, LB3 y LBJ. 
Heurística de preprocesamiento para reducir el 
tamaño de la instancia 
Para solucionar instancias del BPP bajo cualquier enfo-
ǰȱȱȱȱȱęȱȱȱȱ-
lizado en solucionar el problema, sobre todo cuando el 
número de elementos es muy grande. Por lo que es im-
portante reducir el número de objetos de la instancia. 
En este trabajo se presenta una heurística de prepro-
cesamiento que permite disminuir el tamaño de la ins-
tancia, esta es una de las principales contribuciones de 
esta investigación. Esta heurística aplica dos criterios 
de reducción que eliminan de manera temporal objetos, 
provocando que el tamaño de la instancia se reduzca, 
sin que por ello se pierda la optimalidad del resultado. 
Esta heurística puede aplicarse como una etapa de pre-
procesamiento para cualquier método de solución del 
BPP. A la solución obtenida se le agregan los objetos 
eliminados temporalmente. Si se utiliza el modelo pro-
puesto en este trabajo para solucionar la instancia redu-
cida, entonces el número de variables es menor que si 
se modela la instancia completa.
Al analizar los datos de las instancias de los conjun-
tos hard28 y 53nirup, se observaron 2 patrones de com-
portamiento que permitieron proponer dos criterios de 
reducción (criterio 1A y criterio 2A), los cuales se pre-
sentan a continuación:
Algoritmo 1 Metaheurística LBMH para calcular el límite inferior
Entrada: w = {w1, w2, …, wn}, W
Salida: lowerBound valor del límite inferior calculado
1.   porcItem1=w1*100/C
2.   porcMaxRepe=MaxRepe*100/n
3.   kurt=Kurtosis()
4.   if      
5.    (porcItem1<25 and porcMaxRepe<20) or
6.    (porcItem1<=57 and porcMaxRepe<10) or 
7.    (porcItem1>57 and porcItem1<=59 and    
8.     porcMaxRepe<3) or
9.    (porcItem1>59 and porcItem1 <=65 and  
10.    porcMaxRepe<1.5) then
11.        lowerBoundmmax{LB1, LBJ}
12   else
13.    if 
14.      (LB1=LB2 and kurt>8000) or (kurt>
15.       15000) then
16            LB3m0
17.    lowerBoundmmax {LB1, LB2, LB3, LBJ}
18.  return lowerBound
Tabla 1. Descripción de las variables empleadas en el 
algoritmo 1
Variable Descripción
porcItem1
Porcentaje del espacio que ocupa el 
objeto más grande de la instancia en 
el contenedor
porcMaxRepe
Porcentaje asociado con la métrica 
MaxRepe de acuerdo al número de 
objetos en la instancia
MaxRepe Número máximo de repeticiones
Kurt Valor de la curtosis de la instancia
w1
Peso del objeto más grande de la 
instancia
lowerBound Límite inferior de la instancia
N Número de elementos
C Capacidad del contenedor
LB1, LB2, LB3, LBJ Límites calculados
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Criterio1A 
Sea wi el peso asociado al i-ésimo objeto y n el núme-
ro de objetos de la instancia. Si wi=1, entonces eliminar-
lo del conjunto de datos, { i,  0 < iȱǂȱn}. Las variables 
que representan los objetos con peso de longitud 1 no 
son consideradas en el modelo.
Cada objeto i eliminado por el criterio 1A, se incor-
ȱ ȱ ȱ àȱ ęǰȱ ȱ ȱ ȱ -
mente llenos. Si a un contenedor le queda espacio, al 
menos deberá ubicarse un objeto de tamaño 1. Si no hay 
contenedores disponibles, entonces se abre un nuevo 
contenedor. 
Criterio 2A 
Sean wi y wj los pesos asociados al i-ésimo y al j-ésimo 
objeto de la instancia, y C la capacidad del contenedor. 
Si wi + wj = C entonces eliminar los objetos i y j de la 
instancia y depositarlos en un contenedor. Esta opera-
ción se realiza para todos los objetos de la instancia. 
Esto se explica de la siguiente manera: si dos objetos 
llenan el contendor, no existe otra combinación de obje-
tos que permita mejorar esta solución, por lo que es 
conveniente no considerar estos objetos para la cons-
trucción del modelo. 
A continuación se aplican los criterios de reducción 
(1A y 2A) en la etapa de preprocesamiento a la instancia 
de entrada del ejemplo de la sección 3. La instancia re-
ducida se resuelve con el modelo propuesto.
Al aplicar el criterio 1A, la instancia reducida queda 
de la siguiente manera: W={6, 5, 4, 3, 2} y b={2, 2, 1, 2, 4}, 
se eliminaron temporalmente 3 objetos cuyo peso es 1.
A la instancia reducida se le aplica el criterio 2A. 
Con la aplicación del criterio 2A se eliminaron 6 obje-
tos, y con ellos se llenaron 3 contenedores: Bin1={5,2}, 
Bin2={5,2}, Bin3={4,3}. Por consiguiente, la instancia 
reducida se presenta a continuación: W={6,3,2}  y 
b={2,1,2}, esta instancia cuenta ahora con 5 objetos. La 
instancia reducida se soluciona mediante la técnica 
ȱȱȱĚȱ£ȱȱȱǯȱȱ
conjunto de arcos, modelo y solución se describen a 
continuación.
Para la instancia reducida, los arcos correspondien-
tes son: arcos={(0,2), (0,3), (0,6), (2,3), (2,4), (3,4), (3,5), 
ǻŚǰśǼǰȱǻśǰŜǼǰȱǻśǰŝǼǰȱǻŜǰŝǼȀǯȱȱȱȱȱ¤ę-
ȱȱȱęȱřǯ
ȱȱȱȱęȱȱȱȱȱȱx06 que está 
asociada al arco (0,6), esta variable se sustituye por su 
demanda, x06=2. El modelo se presenta a continuación
Minimizar z
Sujeto a:
Resolviendo el modelo para esta instancia reducida, se 
obtiene después: z=4, x03=2, x35=2, x57=2, x67=2. Se agrega 
ȱȱȱȱęàǰȱx06=2. Una vez que se obtiene la 
solución del modelo se interpreta para ubicar de mane-
ra adecuada los objetos en los contenedores.
Una forma de ubicar los objetos en los contenedo-
ȱȱȱȱȱęȱŚǯȱȱȱȱȱ
los contenedores parcialmente llenos los objetos con 
peso 1 y se agregan los contenedores que se llenaron 
ȱȱȱŘǯȱȱȱȱȱȱȱęȬ 
ra 4b y c.  
ȱȱęȱŚȱȱȱȱȱȱȱ
número de contenedores mínimos necesarios para ubi-
car los objetos se mantuvo.
Implementación de un sistema para pruebas
El sistema de pruebas que se desarrolló incluye: el algo-
ritmo para resolver el modelo y los criterios de reduc-
ción propuestos por Valerio (1999), el modelo y los 
criterios 1A y 2A propuestos en este trabajo. Los algo-
ritmos se implementaron en el lenguaje de programa-
ción C++. Sin pérdida de generalidad, para todas las 
ejecuciones se asume que los datos de entrada son nú-
meros enteros.
El equipo de pruebas tiene las siguientes caracte-
rísticas: procesador Intel Core Quad y 2Gb de memo-
ria RAM. Para resolver el modelo de programación 
entera construido se utilizó el software Lingo 11.0 para 
Windows.
Figura 3. Grafo asociado al modelo ejemplo, después de aplicar 
los criterios de reducción propuestos en este trabajo
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El sistema posee tres módulos principales. El primer 
módulo denominado PreInstancia se encarga de prepa-
rar la entrada de datos al formato requerido, para pos-
teriormente aplicar los criterios 1A y 2A a la instancia 
de entrada. Como los objetos se encuentran ordenados 
en forma decreciente, el criterio 1A se aplica únicamen-
te si el último elemento es 1. Y el criterio 2A se aplica 
únicamente si el primer elemento es mayor o igual a la 
mitad de la capacidad del contenedor. 
El segundo módulo toma como entrada de datos la 
instancia de salida del módulo PreInstancia y genera el 
modelo desarrollado. Este modelo se soluciona utili-
zando Lingo, la salida que proporciona este software se 
interpreta al formato que utiliza el sistema de pruebas. 
El tercer módulo, PostInstancia, se encarga de ubicar 
los objetos con peso igual a 1 en los contenedores que 
no estén completamente llenos, en el caso de que no 
existan contenedores parcialmente llenos entonces se 
abre un nuevo contenedor. Además se encarga de ge-
ȱ ȱ àȱ ęȱ ȱ ȱ ȱ
completamente llenos, resultantes de la aplicación del 
criterio 2A, a la solución obtenida del modelo. En la 
ęȱśȱȱȱȱȱȱȱȱȱȱ
sistema de pruebas.
Resultados experimentales
Para validar el modelo desarrollado y los criterios 1A y 
2A propuestos se realizó una gran cantidad de experi-
mentos. La experimentación se dividió en dos partes, 
en la primera se evaluaron los criterios 1A y 2A y en la 
segunda se evaluó el modelo propuesto. A continua-
ción se describen ambas partes de la experimentación.
En la primera parte los criterios 1A y 2A se aplicaron a 
16413 instancias, estas instancias se agrupan en los con-
juntos que se enlistan a continuación: Falk- 
enauer (1996), que contiene a los conjuntos conocidos 
Figura 5. Fases de las que consta el sistema de pruebas
Figura 4. a) ubicación de los objetos 
de acuerdo con la solución del modelo 
reducido, b) ubicación de los objetos 
al agregarse los 1’s eliminados con el 
criterio 1A, c) a la solución parcial se 
le agregan los contenedores con los 
objetos eliminados con el criterio 2A, 
obteniéndose la solución final
Finalmente, se agregan los contenedores completamente llenos 
con los objetos que se eliminaron con el criterio 2A.
b) 
c)
1        2      3        4 Contenedores
Solución obtenida 
mediante el modelo 
de PLE.
Se agregan los 
objetos con peso 
igual a 1 que se 
eliminaron con el 
criterio 1A.   
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Módulo para preprocesamiento de la instancia 
(PreInstancia)
Solución del modelo mediante Lingo
Generación del modelo
Módulo para solucionar el modelo 
(SolModelo)
Generación de la solución final
Ubicar objetos con peso 1 en contenedores
Módulo para postprocesamiento de la instancia 
(PostInstancia)
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como uniform y triplets; bin1data, bin2data y bin3data 
(Scholl et al., 1997); Schwerin y Waescher (Schwerin y 
§ǰŗşşşǼǲȱ ȏȱ ǻǰȱ ŘŖŗŖǼǲȱ ěȬ
ǰȱěȬǰȱěȬȱ¢ȱěȬȱ ǻ ȱ¢ȱ
§ǰȱŗşşşǼǲȱŘŞȱ¢ȱśřȱǻęǰȱŘŖŖŘǼǯȱ
La aplicación de estos criterios hizo posible la re-
ducción del número de objetos de las instancias que 
contenían objetos con peso igual a 1 y objetos cuyo peso 
es mayor a la mitad de la capacidad del contenedor. De 
acuerdo con la evaluación realizada, los conjuntos de 
instancias de nuestro caso de estudio que no cumplen 
con estas condiciones son: bin3data, schwerin y waes-
cher. En total, 51.6% de las instancias no cuentan con las 
características antes mencionadas.
En la tabla 2 se presenta el número de objetos en 
promedio que se eliminaron aplicando los criterios 1A 
y 2A en cada conjunto de instancias. La primera colum-
na, NomInstancia, representa el nombre del conjunto de 
instancia, nObjetos es el número de objetos en promedio 
del conjunto de instancias y nObjetos eliminados es el 
promedio de objetos que se eliminaron por conjunto de 
instancias. Se observa que los conjuntos de instancias 
más favorecidos con la aplicación de estos criterios fue 
dualdistribution cuya reducción fue de 50.95%,  y falke-
nauer con una reducción de 33.03%.
El tiempo empleado para la reducción en cada uno 
ȱȱȱȱȱȱȱȱȱęȱŜǯȱȱ
ȱ ¤ęȱ ȱȱȱȱ ȱ ȱ ȱ
para llevar a cabo la eliminación temporal de objetos 
ȱȱȱŗȱ¢ȱŘȱȱȱęǯȱȱ-
portante mencionar que existen conjuntos de instancias 
que no cumplen con las características necesarias para 
aplicarles los criterios 1A y 2A, tales conjuntos son bin-
3data, triplets que pertenece al conjunto falkenauer, 
Schwerin y waescher.
La segunda parte de la experimentación consistió en 
comparar los resultados que ofrece el sistema e integra 
los criterios 1A y 2A y la implementación del modelo 
desarrollado con el modelo de  Valerio. Para esta activi-
dad se seleccionaron a los conjuntos hard28, por consi-
derarse uno de los más difíciles en calcular su solución, 
así como 53nirup, porque los límites inferiores calcula-
dos no coinciden con el número de contenedores de las 
soluciones obtenidas, además de ser interesante calcu-
lar las soluciones mediante el modelo de Valerio y el 
modelo propuesto en este trabajo.  
Se realizó una comparación del tiempo y la cantidad 
de arcos que se generaron utilizando el modelo de Va-
lerio frente al modelo desarrollado en este trabajo, in-
cluyendo las reducciones propuestas. Mediante estas 
evaluaciones se llegó a la conclusión de que utilizando 
esta propuesta es posible reducir el número de arcos y 
el tiempo de solución de la mayoría de las instancias.  
ȱȱęȱŝȱ¢ȱŞȱȱȱȱȱøȱȱ-
cos para los conjuntos hard28 y 53nirup es mucho me-
nor  que el utilizado en el modelo de Valerio. En las 
ęȱ ȱ ȱ ȱ ȱ ȱ ȱ ȱ
únicamente como Modelo Valerio.
Se obtuvieron las soluciones óptimas de todas las ins-
tancias del conjunto hard28 reportadas en la literatura 
Figura 6. Tiempo utilizado en la aplicación de los criterios 1A y 
2A a los diferentes conjuntos de datos
Tabla 2. Número de objetos en promedio eliminados en cada 
conjunto de instancia y el porcentaje de reducción
NomInstancias nObjetos nObjetos eliminados % reducción
53nirup 124 15 12.47
bin1data 212 112 22.34
bin2data 213 26 12.28
bin3data 200 0 0.00
dualdistribution 4654 2371 50.95
falkenauer 383 126 33.03
ěȬ 150 15 9.84
ěȬ 143 14 9.93
ěȬ 121 18 15.11
ěȬ 118 25 21.17
hard28 181 25 13.72
schwerin 110 0 0.00
waescher 127 0 0.00
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(Mexicano, 2004). Las soluciones óptimas que se encon-
traron para el conjunto de instancias 53nirup, son las 
mismas que utilizando el modelo de Valerio. 
ȱȱęȱşȱȱȱȱ¤ęȱȱȱȱ
el conjunto hard28, por motivos de espacio no se mues-
ȱ ȱ ȱ ȱ ȱ ȱ ǯȱ ȱ ¤ęȱ
muestra el tiempo en minutos empleado por el modelo 
de Valerio para resolver el conjunto de instancias 
hard28 y el tiempo empleado por el modelo desarrolla-
do, que incluye los criterios de reducción 1A y 2A. El 
tiempo que consume el modelo es en promedio 43% 
menor al empleado utilizando el modelo de Valerio.
ȱ ȱęȱ ŗŖȱ ȱȱȱ¤ęȱȱ ȱ
utilizado por el modelo de Valerio y el tiempo utilizado 
por el modelo desarrollado junto con las reducciones, 
para el conjunto de instancias 53nirup. En este caso, el 
modelo utiliza en promedio 19.7% menos tiempo que el 
que utiliza el modelo de Valerio (1999). El nombre de 
ȱȱȱȱśřȱǻęǰȱŘŖŖŘǼȱ
ȱȱȱȱȱȱȱ¡¤ęǰȱ¢ȱ
Figura 8. Número de arcos generados por el modelo desarrollado y el modelo de Valerio para 53nirup
Figura 7. Número de arcos generados por el 
modelo desarrollado y el modelo de Valerio 
para hard28
Figura 9. Comparación del tiempo empleado 
utilizando el modelo de Valerio y el modelo 
desarrollado para el conjunto de instancias hard28
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este número es el que aparece como etiqueta en el eje 
horizontal.
Se redujo el número de arcos en un 9.4% para el con-
junto 53nirup y 5.5% para el conjunto hard28.  Redu-
ciendo el tamaño de las instancias se logra que el 
número de arcos utilizados en el modelo desarrollado 
sea menor, provocando con ello disminuir el número 
ȱȱęȱ£ȱȱȱǯ
En aras de ampliar la experimentación con el siste-
ma  se aplicaron los criterios de reducción y el modelo 
a la familia de problemas: bin1data, falkenauer (uni-
form y triplets) y un subconjunto de bin2data, dualdis-
tribution y schwerin. En torno a los resultados obtenidos 
se llegó a las siguientes conclusiones:
1. Para bin1Data y el subconjunto de bin2data se en-
contró la solución óptima reportada.
2. En el caso del conjunto triplets de falkenauer y 
para schwerin se encontró la solución óptima de 
todas las instancias tomando como base que se lle-
ga al óptimo cuando el número de contenedores de 
la solución encontrada coincide con el límite infe-
rior calculado. 
3. A los conjuntos triplets y schwerin no se les pueden 
aplicar los criterios de reducción,  porque los objetos 
a ubicar tienen un peso menor a la mitad de la capa-
cidad del contenedor y no tienen objetos con peso 
igual a 1.
4. Una particularidad del conjunto dualdistribution es 
su dimensión, es decir, el número de objetos a ubi-
car es de 5000. Gracias a los criterios de reducción 
aplicados,  el tiempo para encontrar la solución óp-
tima para este subconjunto fue razonable.
5. Los resultados obtenidos para el conjunto dualdis-
tribution puede ser el valor óptimo, pero no está ga-
rantizado debido a que el valor del límite inferior no 
siempre coincidió con el valor óptimo alcanzado.
6. El modelo y los criterios desarrollados permiten al-
canzar la solución óptima de 6 conjuntos de datos 
con características diferentes. En la tabla 3 se mues-
tra el número de  instancias en donde se asume que 
se llegó al óptimo debido a que el número de conte-
nedores de la solución coincide con el límite infe-
rior. Para el caso de bin1data y de bin2data se 
encontraron los óptimos de todas las instancias de 
prueba.
Figura 10. Comparación de los 
tiempos empleados por el modelo 
de Valerio y el modelo propuesto, 
aplicados al conjunto de instancias 
53nirup
Tabla 3. Número de instancias por conjunto de datos en donde se encontró garantizada la solución óptima
Conjuntos de instancias
Núm. de instancias de 
la muestra
Núm. de instancias que 
coincidieron con el límite 
inferior calculado
Núm. de instancias que 
coincidieron con el valor 
Núm. óptimo conocido
hard28 28 23 28
53nirup 53 3 53
bin1data 720 664 720
bin2data 55 55 55
dualdistribution 68 46 -
falkenauer 140 139 -
schwerin 11 11 -
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Conclusiones
En este trabajo se muestra que es posible resolver el pro-
blema de Bin Packing de una sola dimensión, mediante la 
reducción de instancias y la preasignación de objetos en 
ǰȱȱȱ·ȱȱȱȱĚȱȱȱ
instancia reducida, sin perder la optimización del pro-
blema original para aquellos conjuntos en donde el ópti-
mo coincide con el límite inferior o es conocido.
El nuevo modelo propuesto en este trabajo, incorpo-
ra directamente a las restricciones del problema el lími-
te inferior, permitiendo reducir el espacio de soluciones. 
Las suposiciones en cuanto a la aplicación de los cri-
terios 1A y 2A propuestos en este artículo son válidas 
de acuerdo con los resultados obtenidos en el caso de 
estudio, y se pueden utilizar como parte del preproce-
samiento de una instancia de entrada. 
Con base en los resultados experimentales se mostró 
que el uso de los criterios 1A  y 2A, junto con el modelo 
propuesto, reducen el tiempo de solución comparado 
con el tiempo utilizado por el modelo de Valerio.  
El modelo propuesto es particularmente útil en aque-
llas instancias que incluyan objetos donde el peso sea 
mayor a la mitad de la capacidad del contenedor. En el 
ȱȱȱȱĚǰȱȱȱȱÛȱȱȱ-
cia, el número de arcos del modelo también se reduce. 
La introducción de los criterios de reducción desa-
rrollados en este trabajo permitió para el conjunto 
hard28  reducir sustancialmente el tiempo de cálculo 
para la obtención de las soluciones óptimas de casi to-
das las instancias. Se destaca la reducción en tiempo 
para el conjunto hard28, que fue de 43% respecto al 
tiempo empleado por el modelo de Valerio. Para este 
conjunto se encontraron las soluciones óptimas de to-
das las instancias. 
Al conjunto bin1data se le pueden aplicar los crite-
rios de reducción y se llega al óptimo de todas las ins-
tancias. Se tomó una muestra del conjunto bin2data y 
ofreció el mismo comportamiento.
A pesar de que al conjunto triplets no se le pueden 
aplicar los criterios de reducción se llegó al óptimo en 
todos los casos.
Los resultados muestran que mediante esta estrate-
gia para solucionar el BPP es posible mejorar los resul-
tados en cuanto a calidad de la solución, debido a que 
va encaminada a obtener siempre la solución óptima. 
Consideramos que la metaheurística utilizada para cal-
cular el límite inferior se puede mejorar mediante el uso 
y el análisis de nuevas métricas de caracterización de 
instancias. También es posible mejorar el proceso de ge-
àȱȱȱȱȱęàȱȱȱ
propuesto. Es importante mencionar que se está traba-
jando en el desarrollo de nuevos criterios para reducir 
el tamaño de la instancia.
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