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Résumé – Dans le domaine de l’indexation d’images, les méthodes de reconnaissance d’objets couleur ont tendance à échouer lorsque les
conditions d’éclairage lors des acquisitions diffèrent d’une image à l’autre. Dans cet article, nous proposons une nouvelle approche pour la
recherche d’objets dans des bases d’images couleur qui permet de s’affranchir des variations d’éclairage. Pour cela, nous considérons qu’un
changement d’illuminant ne perturbe que très légèrement l’ordre des niveaux des composantes couleur des pixels d’une même image. Pour
comparer deux images, nous transformons les composantes couleur de manière spécifique à chaque couple formé par une image-modèle et
une image-requête. Les composantes couleur des pixels de chaque couple d’images considéré sont transformées par une analyse spécifique des
mesures de rang des pixels. Des tests effectués sur une base publique d’images montrent l’amélioration obtenue par notre méthode en terme de
reconnaissance d’objets.
Abstract – The main problem of most of object recognition schemes is that they tend to fail in case of illumination changes between the
color image acquisitions. In this paper, we propose new color features which are invariant across illumination changes. These features, which
are adapted to query-target color images, are based on a new model of illumination change. Unlike the classical invariant features which are
generally based on identical transformations for all the database images, we propose to consider each pair constituted by the query and one of the
target images. Then, we evaluate the adapted target color features of each pixel in the target image so that they are similar to the adapted query
color features of the pixel representing the same elementary surface in the query image. Experimental tests on a public image database show the
effectiveness of our approach in the context of object recognition.
————————————–
1 Introduction
Dans cet article, nous traitons un problème particulier de
l’indexation d’images qui consiste à rechercher des objets dans
une base d’images. Chaque image de la base contient un seul
objet placé sur un fond uniforme. Le système d’indexation que
nous proposons a pour objectif de retrouver les images mo-
dèles contenant le même objet que celui contenu dans l’image
requête. Les acquisitions des images de chaque objet respectent
les conditions suivantes (1):
– les images sont acquises avec la même caméra réglée de
manière identique,
– l’objet peut subir une rotation ou une translation dans un
plan perpendiculaire à l’axe optique de la caméra,
– l’éclairage change d’une image à l’autre.
Nous nous focalisons sur les problèmes induits par des condi-
tions d’éclairage non contrôlées lors des acquisitions des im-
ages de la base. Pour cela, nous nous attachons à définir des si-
gnatures aussi peu sensibles que possible aux conditions d’éclai-
rage de manière à pouvoir les exploiter pour mesurer la simila-
rité entre les images à comparer.
Deux approches principales permettent de s’affranchir des
variations d’éclairage entre deux images. La première, dénom-
mée "color constancy", consiste à estimer la réflectance spec-
trale de chaque élément de surface représenté par chaque pixel,
afin d’obtenir une caractérisation de l’objet contenu dans l’im-
age indépendante des conditions d’éclairage [1, 2]. Cette esti-
mation ne peut être que grossière car elle est effectuée à partir
des trois composantes du vecteur couleur      ,    ,
 

  
 de chaque pixel  . En effet, elles sont les résultats
des intégrations des stimuli générés par l’élément de surface
représenté par  dans les domaines de sensibilité spectrale des
capteurs   et .
C’est la raison pour laquelle nous adoptons la seconde ap-
proche qui consiste à déterminer, à partir du vecteur couleur
  
 
  , 

  , 

  
 de chaque pixel  , un vecteur d’in-
variants couleurs, noté     ,   ,   . Ces invariants
sont des fonctions descriptives de la couleur de l’élément de
surface représenté par  , indépendantes des conditions d’éclai-
rage, sans toutefois tenter d’accéder à la réflectance spectrale
de l’élément de surface considéré [3].
Comme de nombreux auteurs, la signature d’image que nous
retenons est l’histogramme des vecteurs d’invariants couleur.
Swain a montré que l’intersection des histogrammes couleur
est une mesure de similarité pertinente, même dans le cas d’oc-
cultation des objets présents dans les images [4]. Ainsi, la me-
sure de similarité entre deux images est l’intersection entre les
histogrammes 

d’une image requête 

et 
	
d’une
image modèle 
	
. Cette intersection est exprimée de la ma-
nière suivante:
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où 

 
 
 

 

 et 
	
 
 
 

 

 représentent les cel-
lules de chacun des histogrammes des vecteurs d’invariants
couleur. Plusieurs travaux ont comparé les résultats de recon-
naissance d’objets obtenus par l’intersection d’histogrammes
des vecteurs d’invariants couleur classiques [5]. Ils concluent
qu’aucun des invariants couleur ne permet d’obtenir des ré-
sultats réellement satisfaisants pour la reconnaissance d’objets
éclairés lors de l’acquisition de chaque image par différents
illuminants.
Dans cet article, nous proposons une méthode de calcul de
composantes couleur insensibles à un changement d’illuminant
entre les acquisitions de deux images d’un même objet. Ces
composantes, appelées "composantes couleur adaptées", sont
issues d’un modèle original de transformation des niveaux des
composantes couleur d’un pixel provoqué par un changement
d’illuminant. Ce modèle, présenté dans la seconde partie de
cet article, suppose que pour deux images contenant le même
objet, le changement d’illuminant entre les acquisitions des
deux images ne modifie que très légèrement l’ordre des niveaux
d’une composante couleur des pixels. Pour comparer deux im-
ages qui sont acquises sous différentes conditions d’éclairage,
nous proposons de ne pas suivre la démarche classique qui
consiste à trouver une transformation unique qui fournit des
invariants couleur insensibles à tous les changements possibles
d’éclairage. Nous proposons d’adapter les niveaux des compo-
santes couleur de manière spécifique à chaque couple formé
par l’une des images modèles et l’image requête. L’algorithme
de calcul des niveaux des composantes couleur adaptées des
pixels de chaque couple d’images est présenté dans la troisième
partie. Afin d’évaluer les performances de cette méthode, nous
avons effectué des tests expérimentaux sur la base d’images
publiée par l’Université de East Anglia [6] qui contient les im-
ages de  objets multicolores éclairés avec trois illuminants
différents. Des méthodes d’indexation utilisant des invariants
classiques ont été testées sur cette base et la comparaison des
résultats fait l’objet de la discussion présentée dans la dernière
partie de cet article.
2 Modèles de transformation de la cou-
leur due à un changement d’éclairage
2.1 Formation spectrale de la couleur
Comme nous ne disposons d’aucune information, ni sur la
formation des images, ni sur les illuminants utilisés lors de leur
acquisition, nous considérons un élément de surface Lamber-
tienne plan, perpendiculaire à l’axe optique de la caméra et
éclairé de manière uniforme. Sous ces hypothèses,    , le
niveau de la composante couleur , avec    , du pixel
 représentant cet élément de surface dépend de  , la dis-
tribution spectrale de l’illuminant incident, de   , la ré-
flectance spectrale de l’élément de surface représenté par  , et
de  , l’une des fonctions de sensibilité spectrale des trois
capteurs   de la caméra:
 

   


 


         (2)
Cette équation montre qu’un vecteur couleur           
 

  
 ne peut pas être considéré comme représentant la
propriété intrinsèque de l’élément de surface représenté par le
pixel  .
2.2 Le modèle diagonal
Le modèle spectral de formation de la couleur étant trop
complexe pour définir la relation unissant la couleur et les condi-
tions d’éclairage, de nombreux auteurs préfèrent utiliser le mo-
dèle diagonal de transformation de la couleur par changement
d’éclairage [7]. Ce modèle suppose que les capteurs, définis
par  , ne sont sensibles que sur des intervalles étroits de
longueurs d’onde. Cette hypothèse permet de simplifier l’équa-
tion (2) afin d’exprimer la transformation de la couleur des
pixels de deux images acquises selon les conditions d’acqui-
sition décrites en (1) et contenant le même objet. Ce modèle
stipule que   

, le niveau de la composante couleur 
du pixel 

représentant un élément de surface éclairé par
l’illuminant de l’image requête, peut être exprimé à partir de
 

 
	
, le niveau de la composante couleur  du pixel 
	
représentant le même élément de surface que 

, mais éclairé
par l’illuminant de l’image modèle par :
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  

   

 
	
     (3)
où  est un paramètre constant pour tous les pixels des deux
images considérées et déterminé pour chaque composante cou-
leur . Les hypothèses sur lesquelles sont fondées ce modèle
diagonal sont trop restrictives pour qu’il décrive sans erreur
la transformation de la couleur provoquée par un changement
d’éclairage [8].
2.3 Le modèle de Hordley
Hordley propose un modèle fondé sur des hypothèses moins
restrictives que le modèle diagonal. Ce modèle exprime le ni-
veau   

 en fonction du niveau   
	
 à l’aide d’une
fonction monotone croissante   [9]:
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 

  

  

 
	
     (4)
La fonction   n’étant pas forcément linéaire, ce modèle de
transformation est moins restrictif et donc beaucoup mieux ad-
apté que le modèle diagonal à une transformation de la cou-
leur provoquée par un changement d’éclairage [9]. Ce modèle
suppose que tous les pixels caractérisés par un même niveau
pour la composante couleur  dans l’image modèle 
	
soient
aussi caractérisés par un même niveau pour la composante cou-
leur  dans l’image requête 

. Cependant cette hypothèse est
contredite par l’équation (2) de la formation spectrale de la cou-
leur qui implique que les niveaux d’une composante couleur de
deux pixels peuvent être égaux lorsqu’un illuminant éclaire les
deux éléments de surface considérés, et peuvent être différents
avec un autre illuminant.
2.4 Modèle proposé
Nous proposons un modèle dérivé du modèle de Hordley qui
tient compte de ce phénomène:
 
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
  

  

 
	
  

 
	
     (5)
où, pour chaque composante couleur ,   est une fonction
monotone croissante et  est une fonction représentant la dis-
persion des niveaux qui peut être causée par la formation spec-
trale de la couleur décrite par l’équation (2). Considérons deux
éléments de surface représentés respectivement par deux pixels

	
, 
	
dans l’image modèle et par 

, 

dans l’im-
age requête, les deux images contenant le même objet et étant
acquises selon les conditions décrites en (1). La relation sui-
vante est vérifiée par la fonction  , monotone croissante:
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Par contre, bien que   
	
 soit supérieur ou égal à   
	
,
nous ne pouvons pas conclure que   

 est supérieur ou
égal à   

, à cause de la fonction  , .
2.5 Mesure de rang des pixels
Ce modèle peut être exploité en triant les pixels d’une im-
age  par ordre croissant de leurs niveaux pour la composante
couleur ,    . On peut alors associer à chaque pixel
 de l’image une mesure de rang notée 

   de telle sorte
que la mesure de rang des pixels qui ont le niveau le plus faible
 
 soit égale à , tandis que celle des pixels qui ont le niveau le
plus élevé soit égale à . Soit   le nombre de pixels  dans
l’image  dont le niveau     de la composante  est égal à
. La mesure de rang d’un pixel  dans cette image  pour la
composante  est évaluée de la manière suivante:
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   
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 (7)
où  indique le nombre de niveaux avec lequel la composante
 est quantifiée. Soit le couple de pixels (

,
	
) qui re-
présentent respectivement le même élément de surface dans les
deux images 

et 
	
, ces deux images contenant le même
objet et étant acquises selon les conditions décrites en (1). Alors
que le modèle de Hordley suppose que:



 

  

	
 
	
 (8)
notre modèle est basé sur l’hypothèse moins restrictive sui-
vante:
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Ainsi, le modèle proposé de transformation de la couleur due
à un changement d’éclairage suppose que pour deux images
contenant le même objet et acquises selon les conditions dé-
crites en (1), la mesure de rang d’un pixel dans 

est la plus
proche de la mesure de rang du pixel représentant le même
élément de surface dans 
	
. Nous en déduisons que l’ordre
des niveaux d’une composante couleur entre deux pixels d’une
même image est conservé, à un biais près, dans l’autre image,
et ce quels que soient les illuminants utilisés lors des acquisi-
tions des images.
3 Composantes couleur adaptées
Afin de comparer les contenus des images du couple formé
par l’une des images modèles et l’image requête, nous pro-
posons d’éliminer les conséquences du changement d’illumi-
nant entre ces deux images. Les niveaux des composantes cou-
leur   

 et   
	
 des pixels 

dans l’image re-
quête 

et 
	
dans l’image modèle 
	
sont respecti-
vement transformés en niveaux des composantes couleur adap-
tées 
	_
 

 et 
	_	
 
	
. Pour éliminer l’effet
du changement d’illuminant entre les deux images, nous pro-
posons de transformer les niveaux des composantes couleur des
pixels de telle sorte que 
	_	
 
	
 et 
	_
 


soient égaux lorsque les pixels 
	
et 

représentent le
même élément de surface respectivement dans les images mo-
dèle et requête. Comme les objets peuvent être déplacés d’une
image à l’autre, le principal problème est de mettre en corres-
pondance chaque pixel 
	
de l’image modèle avec le pixel


de l’image requête qui représente le même élément de
surface que 
	
. Nous supposons que le changement d’illu-
minant ne perturbe que très légèrement les mesures de rang des
pixels 

et 
	
pour chaque composante couleur. Ainsi,
pour chaque composante couleur , le pixel 
	
de l’image
modèle est mis en correspondance avec le pixel

de l’image
requête dont la mesure de rang dans l’image requête est la plus
proche de celle de 
	
dans l’image modèle. En généralisant
cette règle à tous les pixels du couple d’images considéré, le
calcul de chaque composante couleur adaptée analyse chaque
composante couleur  des deux images. Elle s’exécute selon les
trois étapes successives suivantes afin que pour chaque com-
posante couleur d’un couple d’images, les histogrammes des
niveaux des composantes adaptées soient les plus semblables
possibles.
La première étape détermine les niveaux de la composante
couleur adaptée 
	_	
des pixels de l’image modèle. Elle
recherche pour chaque pixel 
	
de l’image modèle, le pixel
correspondant 

de l’image requête qui minimise l’écart
entre les rangs:
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Le niveau 
	_	
 
	
 est alors rendu égal à   

:


	_	
 
	
   

 

 (11)
Lors de la seconde étape, les niveaux de chaque composante
couleur adaptée 
	_
 

 des pixels 

de l’image re-
quête qui ont été mis en correspondance lors de la première
étape, sont rendus égaux aux niveaux   

 de la compo-
sante couleur . Ainsi, les niveaux de chaque composante cou-
leur adaptée des couples de pixels mis en correspondance lors
de l’étape 1 sont égaux.
Enfin, la troisième étape détermine les niveaux 
	_
 


 de chaque composante couleur adaptée des pixels  

de l’image requête qui n’ont pas été mis en correspondance lors
de la première étape. Le niveau 
	_
 


 d’un tel pixel



est rendu égal au niveau du pixel mis en correspondance
lors de la première étape, immédiatement supérieur à    

.
4 Résultats
Afin d’évaluer les performances de cette méthode, nous avons
effectué des tests expérimentaux sur la base d’images publiée
par l’Université de East Anglia [6] qui contient les images ac-
quises selon les conditions décrites en (1) de  objets multi-
colores éclairés avec l’un des trois illuminants différents. La
figure 1 présente six images de deux objets éclairés par les
trois illuminants disponibles. Le tableau 1 montre les résul-
(a) Objet 1 sous
illuminant A.
(a) Objet 1 sous
illuminant D65.
(a) Objet 1 sous
illuminant TL84.
(a) Objet 2 sous
illuminant A.
(a) Objet 2 sous
illuminant D65.
(a) Objet 2 sous
illuminant TL84.
FIG. 1: Deux objets éclairés par l’un des trois illuminants dif-
férents.
tats de reconnaissance d’objets sur cette base d’images obtenus
par la méthode d’indexation utilisant soit l’un des deux vec-
teurs d’invariants couleur classiques retenus pour leur effica-
cité dans [5, 9], à savoir les invariants par Greyworld [10] et les
invariants par égalisation d’histogrammes [9], soit le vecteur
des composantes couleur adaptées de chaque pixel. La valeur
contenue dans la case correspondant au rang  indique le pour-
centage de recherches d’images où l’image modèle qui repré-
sente le même objet que l’image requête a obtenu au moins le

 rang du classement des images modèles. Ainsi, l’exploita-
tion d’un invariant permet d’obtenir une recherche parfaite si la
valeur correspondant au rang  est égale à . La comparai-
son des résultats indique que la méthode d’indexation utilisant
les composantes couleur adaptées obtient les meilleurs résultats
pour la reconnaissance des 28 objets éclairés lors de l’acquisi-
tion de chaque image par l’un des trois illuminants disponibles.
Deux raisons principales expliquent l’amélioration des résul-
Vecteurs d’invariants
testés


rang
 

rang
 	

rang
Invariants couleur
par Greyworld [10] 

  
Invariants par
égalisation d’histo-
gramme [9]

  
Composantes cou-
leur adaptées  	 	
TAB. 1: Résultats de reconnaissance d’objets obtenus par 3
vecteurs d’invariants couleur avec la base d’images de l’Uni-
versité de East Anglia.
tats de reconnaissance d’objets. D’une part, les invariants sont
évalués pour chaque couple d’image modèle - image requête
afin de déterminer les effets provoqués par des changements
d’éclairage entre les acquisitions. D’autre part, le modèle pro-
posé, sur lequel sont basées les composantes adaptées respecte
le modèle spectral de formation de la couleur.
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