membership-based, not-for-profit organization serving member colleges and universities in the United States and abroad.
[The] ICPSR provides access to the world's largest archive of computerized social science data, training facilities for the study of quantitative social analysis techniques, and resources for social scientists using advanced computer technologies. 2 During recent years, the ICPSR has provided data over the Internet by file transfer protocol (FTP) free to member institutions and for a moderate fee to others. Much effort has gone into producing electronic versions of the codebooks that describe all the variables in the most important data sets, but the process of obtaining data remains cumbersome and timeconsuming. It is not possible, for example, to browse online across multiple data sets looking for particular data, nor is it possible to combine information from several data sets without first obtaining copies of all of them and writing elaborate software routines from scratch.
The ICPSR is by no means the only social science archive, and several others have received NSF support. For example, the Roper Center was established at the University of Connecticut with the help of a grant from the NSF and has been the repository for the longrunning NSF-supported General Social Survey (GSS), which is the foundation for the International Social Survey Program. 3 Over the years, SBE has supported the creation of public use samples from many of the decennial U.S. censuses, and the Social History Research Laboratory at the University of Minnesota has created a system for integrating them and distributing the data freely to anyone over the Internet. 4 The Henry A. Murray Research Center of Radcliffe College received NSF support to create a collection of racially and ethnically diverse behavioral science data sets. 5 The NSF contributed to the National Longitudinal Study of Adolescent Health, which was chiefly supported by the Demographic and Behavioral Sciences branch of the National Institute of Child Health and Human Development. A public use extract of the data is available from the Sociometrics Corporation, which serves as a commercial archive for several data sets. 6 Recently, several researchers have simply placed their data on the Internet from their universities' own servers. For example, the data from the NSF-supported Russia Longitudinal Monitoring Survey are available directly from the University of North Carolina. 7 The net result is that data are available from so many different sites, in so many different formats, and under so many different financial arrangements that it requires great tenacity to locate and obtain data for secondary analysis. Specialists might have both the knowledge and motivation to get the chief data sets in their own narrow area, but the current situation inhibits interdisciplinary research and severely discourages use of the data by students, policymakers, journalists, and the general public.
Many users of social scientific data and the archive managers themselves have long recognized the high desirability of developing a web-based system for providing social science data swiftly and flexibly to a wide range of users. On June 18, 1996, the prototype General Social Survey Data and Information Retrieval System was launched on the World Wide Web by the ICPSR, the National Opinion Research Center of the University of Chicago, and the Computer-Assisted Survey Methods Program at the University of California, Berkeley, supported by SBE in collaboration with the NSF's Directorate for Computer and Information Science and Engineering and its Directorate for Education and Human Resources. 8 Anywhere in the world, students and researchers can, without cost, access and analyze data from more than 35,000 questionnaire respondents at this site. Well-organized codebooks list the 3,000 questions that have been included in the GSS since its inception in 1972, and a hyperlink goes from each item to tables of data and to abstracts of any of the 3,000 GSS-related publications that used the item. Statistical analysis adequate for most purposes can be done online, and researchers who need to use their own software for more advanced analyses can download the data. This site receives very heavy use and demonstrates both the scientific and educational values of such a service. However, the GSS is only one of many data sets that need to be provided, and the Web-based system still is very primitive in many respects.
The next step in the development of a comprehensive system for providing social survey data is to build a prototype with multiple data sets, multiple sites, and sophisticated search technology. The NSF-led, multi-agency Digital Library Initiative has taken the first step through a $1.8 million grant to Sidney Verba and colleagues at Harvard University to create an operational social science digital data library. This "Virtual Data Center" (VDS) will develop and demonstrate robust scalable methods for linking multiple distributed collections of social science data including creation of system protocols and modular software that will be made freely available. The VDS also will be an applications testing ground, evaluating and improving the capability of digital library technology to serve a variety of users simultaneously. These users include "fact seekers" who need particular pieces of information that might be strewn across several unfamiliar data sets, teachers and students involved in social science education at all levels, and advanced researchers.
The VDS is an outgrowth of the system that Harvard already has created for its own campus, and the distributed survey archive of the future might be located on hundreds of campuses around the world rather than concentrated at the ICPSR or another central archive. An institution like the ICPSR still might be necessary to coordinate efforts, catalog data sets, and lead efforts in survey research education and methodological development. If researchers use modern software and properly document their data sets while they are creating them, then placing the data on the web will be a trivial task. Long-term preservation of data might require mirror site arrangements among groups of universities and a few physically secure repositories. But these are organizational rather than technical problems, and the VDS project will begin to solve them. The chief technological challenges related to survey archives concern data reliability, confidentiality, and retrieval.
The fiscal year 1999 SBE special competition announcement, Enhancing Infrastructure for the Social and Behavioral Sciences, included among its four funding thrusts "Web-based data archiving systems that enable worldwide access to linked databases and that incorporate innovative capabilities for metadata, file searching, and data confidentiality protection" (NSF, 1999a). If an efficient, comprehensive, web-based archive for social and behavioral science data existed, then new research could be solidly based on earlier studies and fresh data could be linked to the existing databases for comparison and calibration.
Equally important will be the development of technology, commonly accepted standards, and social organizations for archiving diverse types of data that go beyond traditional textual and numerical forms. Some progress already has been achieved in the area of linguistics, for example, through the Child Language Data Exchange System at Carnegie Mellon University, which has been developing a cooperative database of children's speech, methods for computer analysis of transcripts, and systems for linking transcripts to digitized audio and video. 9 Very recently, samples of recorded human speech have become available over the web from the Linguistic Data Consortium and the Phonological Atlas of North America, the latter of which keys the samples to clickable maps of the speakers' locations in the United States, vividly demonstrating the geographic variations in how Americans talk. 10 Carnegie Mellon's Informedia, one of the original six projects of the Digital Library Initiative, pioneered integration of speech, images, and text in digital video libraries. 11 A major new digital library for the spoken word will be announced shortly.
WEB-BASED SURVEYS
The widespread adoption of the Internet and the web makes it possible to administer questionnaire surveys electronically, potentially achieving much greater cost-effectiveness and permitting the integration of data from many sources. At the same time, there are significant technical challenges that must be met, especially in the areas of logistics and sampling. Recognizing the need for innovation in this and related areas, the NSF Methodology, Measurement, and Statistics Program, in collaboration with a consortium of federal statistical agencies represented by the Interagency Council of Statistical Policy and the Federal Committee on Statistical Methodology, has held a special competition on survey research methods. Included among the topic areas in the competition announcement is "secure and easy-to-use methods of collecting survey data via the Web" (NSF, 1999b).
Today's leading social scientific surveys are very expensive interview studies of national samples. For example, the GSS administers a 90-minute face-to-face interview to 1,500 American adults at a cost of about $500 per interview. However, the respondents are not a true random sample because cost considerations with respect to the interviewer's travel require that respondents be recruited in a limited number of geographic clusters, and there is no list of residents from which a random sample could be drawn. The small number of geographic areas surveyed limits scientists' ability to link GSS data to other geographically based data such as the U.S. census. Because of the high cost and the many research communities that seek time in the GSS, it is impossible to include more than a handful of questions on any particular topic. This prevents the GSS from employing much of the best methodology of measurement scale construction, which requires inclusion of a large number of items. Surveys like the GSS will be needed in future decades to chart the changing social, economic, and political conditions of the American public. But many types of social science will advance more rapidly through surveys administered over the web.
Web-based surveys can reach very large numbers of respondents at low cost. They will be geographically dispersed so that their data can be linked to the census, to local economic information, and to data from other web-based surveys. It might not be possible to hold the interviewees' interest for the full 90-minute questionnaire of the GSS, but shorter duration surveys administered to very large numbers of respondents can in aggregate include far more items, thereby permitting much finer measurement of scientifically interesting variables. The high cost of major national surveys generally has restricted the topics studied to those that especially require highly representative samples such as family structure and economic status in the Panel Study of Income Dynamics 12 and voting behavior in the American National Election Study, 13 data from both of which are now freely available over the web. A vast array of other scientific research areas, therefore, have languished for many years without the large-scale survey data that would permit knowledge to progress.
Although conventional surveys such as the GSS do not achieve true random samples, they are more representative than the populations who currently would respond to a web-based survey. Methodologies must be developed to calibrate the respondent pools of web-based surveys to simulate as closely as possible a true random sample, for example, by inclusion of demographic and other variables that can be used in statistical weighting of responses. In addition, the objectivity of experimental methods can be employed, giving randomly selected subsets of respondents somewhat different stimulus items and measuring their alternative reactions. Indeed, computer techniques make it possible to give each of thousands of respondents a uniquely different survey compounded of a subset of a large collection of Bainbridge / INTERNATIONAL NETWORK 409 items and then to analyze items across respondents to identify commonalties and patterns that would not be visible in a traditional survey project.
One drawback of existing national samples is that only small fractions of the population often have the personal characteristics, life experiences, and/or levels of education that would make them appropriate respondents for many types of surveys. For example, research supported by SBE's Science Resources Studies division indicates that only about 14% of Americans are attentive to issues concerning science and technology (National Science Board, 1998, p. 7). A general-purpose web-based survey system could recruit large numbers of respondents, give them a few preliminary questions to categorize them, and then allocate them in real time to the specific studies for which they are the most appropriate respondents. The issue of generalizability of results can be addressed not by investing in prohibitively expensive random samples but rather by replicating results across a variety of subsets of respondents who are likely to have different patterns of response to the key items. When significant differences in results are found across subpopulations, further research can be done to discover the factors responsible for the variations and to explain them theoretically.
Some researchers are conducting surveys both on the web and by other means, thereby making it possible to compare results across methodologies. For example, Trudy Ann Cameron at the University of California, Los Angeles, is doing a web-based survey of beliefs about future climate change in collaboration with faculty collaborators at several universities who will recruit student respondents as well as a conventional mailed survey of the general population.
14 A team headed by David Weimer at the University of Rochester is evaluating the potential of Web-based surveys in comparison with those done by telephone in a study of people's willingness to pay to reduce emissions of greenhouse gasses. 15 Probably the most extensive web-based survey demonstration project yet completed is James Witte's Survey 2000, administered on the web in November 1998 by the National Geographic Society. More than 50,000 adults and 16,000 children completed one or another version of this complex survey, which focused on geographic migration, regional culture, social environment, Internet use, interests, and attitudes. Most respondents were residents of the United States or Canada, and the geographic database includes their detailed postal codes, but at least 100 respondents came from 1 of 33 other nations.
The computers administering Survey 2000 followed extremely complex instructions that used respondents' answers to early questions to determine which later questions to ask, for example, obtaining a mobility history throughout the person's life and collecting data about preferences for foods and musical styles that belonged to the respondent's region of birth or current region of residence. In addition, one or another of four major topical modules was included at random. The ability of surveys to employ audiovisual stimuli is demonstrated by the fact that many respondents had the opportunity to respond to questions about clips of music that were transmitted. The survey was specifically designed to be linked to other geographically based data, and the National Geographic Society plans to place the data on the web in a system that would make it valuable for students and researchers everywhere.
Computer administration of questionnaires permits the researcher to collect information of many types that cannot be obtained through paper surveys or telephone interviews. For example, questions can incorporate graphics, photographs, sounds, and moving images, and the computer can measure nonverbal behavior of the respondent such as the time it takes to react to various stimuli. This last point is the fundamental principle of the Implicit Association Test, developed by Anthony Greenwald and Mahzarin Banaji. 16 Twin web sites demonstrating this methodology, at the University of Washington and Yale University, have received more than 200,000 "visits." The researchers note that people often are unaware of important components of their own cognitive processes, so these phenomena cannot be 410 SOCIAL SCIENCE COMPUTER REVIEW studied effectively through conventional self-report questionnaire items. Web-based demonstration tests using the new implicit association technology have explored its value for research on social stereotypes of age, race, and gender; on attitudes toward oneself; and on preferences for academic subjects such as mathematics.
A form of research that is methodologically related to surveys is content analysis of material that already is flowing freely over the Internet or that can be obtained for a fee through various online data services. Political scientist Joshua Goldstein has employed machine coding of news stories carried by the Reuters news service to study the actions of national leaders in regional conflicts such as that in Bosnia.
17 Philip Schrodt and Deborah Gerner are doing similar research using machine coding of Reuters reports of political events in the Middle East.
18 Sociologist J. Craig Jenkins has used automatic event coding to analyze text from Reuters.
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All of the new Internet-based research methodologies require calibration studies to determine their biases and to find methods to compensate for them. In wide-ranging research on political demonstrations in the United States, Germany, and Belarus, John McCarthy, Clark McPhail, and Pamela Oliver examined the factors that determined the extent and type of media coverage devoted to such events. 20 Once appropriate validation and calibration procedures have been developed, information from news services and other sources concerning events can be attached to the geographic location where they took place for combination with data from opinion surveys, economic indicators, and even broadly based experiments on people's actual behavior.
WEB-BASED INTERACTION COLLABORATORIES
The importance of rigorous experimental methods has long been recognized in several of the social sciences, but very recently two developments have given this type of research a fresh urgency. First, the development of new technologies has rendered large-scale experimental research far more cost-effective and feasible for a much wider range of scientific questions than in the past. Second, throughout the social sciences, there is a widespread recognition that it is necessary to go beyond the speculative or exploratory work of the past to achieve a high degree of reliability in research findings, which in turn requires improved rigor and greater attention to replication of results by multiple teams and methodologies.
Many of the most challenging social scientific questions involve interactions among larger numbers of people than can be accommodated in conventional laboratories including markets, election systems, and social networks. In addition, the educational value of social science laboratories is limited by the fact that few universities have them. Both the replication and extension of experimental results are hampered by the small number of research teams. Now, it is possible to build Internet-based distributed laboratories, which require new software and organizational frameworks. By these means, experiments now can be scaled up to include hundreds or even thousands of participants. Future "Netlabs" will cross national and cultural boundaries, bringing new population samples into the laboratory. The time duration of many experiments can be greatly expanded to cover evolutionary processes never before studied. Perhaps most important, laboratory experimentation now can become part of the routine education of undergraduates in the social sciences. This Net-based research will have the added benefit of allowing scientists to compare how people interact electronically to how they behave in conventional laboratory settings, thus examining the distinctive qualities of electronic communication through highly rigorous research.
Researchers in several disciplines have pioneered the construction of modest experimental laboratories to study social interaction that are based on LANs of computers. For Bainbridge / INTERNATIONAL NETWORK 411 example, teams of sociologists at the University of South Carolina (led by David Willer) and the University of Iowa (led by Barry Markovsky) have collaborated on several projects developing and testing mathematically based theories of how the structure of social networks confers power on the people occupying certain locations in those networks. Each university has a very modest laboratory for running experiments on social interaction among small numbers of human participants, but the current technology does not permit them to link the two laboratories in real time or to open up the experimental systems to include large numbers of research participants arranged in realistically complex social networks. Over a decade, SBE invested $1,052,033 in a dozen peer-reviewed awards 21 to conduct this scientifically excellent pioneering research in this pair of laboratories. Then in 1999, an award of $1,199,215 was made under the Digital Library Initiative to support development of a prototype Internet-based laboratory for social interaction research.
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Another extremely important area for research is the functioning of various types of economic markets. SBE awards to economist Charles R. Plott, of the California Institute of Technology, totaling $1,204,974 have supported development of a laboratory capable of exploring the properties of experimental markets that are larger and operate over a longer time scale than those studied previously. 23 This work is establishing the knowledge base required to scale such experimental research up to much larger and more complex systems that are far more realistic models of securities and commodities markets in the real world.
Several other researchers also are exploring this promising approach. David LuckingReiley has been comparing the dynamics of Internet-based auctions employing different formats and contrasting them to results from laboratory studies of face-to-face auctions. 24 Robert Mauro is developing an Internet-Based Decision Research System to carry out experiments at multiple remote locations. 25 Daniel McFadden is experimenting with the effect of anchoring and focal points in the response choices offered in Internet-based surveys, and with Paul Ruud he also has been pioneering the online distribution of social science software.
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To determine the scientific needs and opportunities in this rapidly developing field, SBE sponsored a workshop in October 1997 titled "NetLab" (see Appendix). A total of 20 social and behavioral scientists who are experts in this area combined their knowledge and produced a comprehensive report. 27 They agreed that the new computing and communications technologies permit experiments to be scaled up to include as many as 1,000 or more human participants. For example, courses at several colleges could link the laboratory sessions of their social psychology courses so that hundreds of students were engaged in the same experiment on all their campuses simultaneously. Other experiments could be run with hundreds of ordinary citizens over the web, interacting simultaneously in a realistic economic market or a simulated political election campaign. Corporations frequently invite researchers to conduct studies in management science or the sociology of organizations, often involving many hundreds of employees, and they often might find it more efficient to set aside a particular block of time when the selected employees participate simultaneously over the LAN using their office computers.
The NetLab workshop gave equal importance to the capability of web-based laboratories to reach across national boundaries, drawing people from a variety of cultures and populations into the research. A severe limitation of much conventional social science laboratory research is that the human participants often are highly homogeneous in their characteristics-proverbially middle-class college sophomores-so that the generalizability of the results to other groups is in severe doubt. In addition, because so few laboratories and teams currently exist, important research results seldom are verified in fresh studies, and Netlabs would greatly facilitate replication. Workshop participants also envisioned experiments of much longer duration, examining dynamic processes of change, as the Internet made it much 412 SOCIAL SCIENCE COMPUTER REVIEW more convenient to hold multiple experimental sessions with the same research participants. The Netlab has great educational potential. Advanced undergraduate and graduate students would have the crucial educational experience of setting up the local portion of the collaboratory, recruiting research participants, and analyzing the prompt results that can be available immediately after conclusion of the data collection sessions.
The NetLab workshop report also recognized that several major challenges must be met to bring these visions to reality. New software must be written that will run reliably on various platforms at multiple locations. Workshop participants enthusiastically advocated development of a universal modular software system that would facilitate running experiments with a wide range of designs, vastly reducing the effort required to prepare for a new experiment. There was a consensus that "large-scale centers and 'collaboratories' are necessary to help push the development of these new tools and approaches." As the physical hubs of the distributed Netlab, these centers would require special hardware and also would take on training and technical support functions. The report concluded that "social science Netlabs will have a massive impact on knowledge development and instruction."
One of the goals of SBE's special infrastructure competition is to "create Web-based collaboratories to enable real-time controlled experimentation, to share the use of expensive experimental equipment, and/or to share widely the process and results of research in progress" (NSF, 1999a). Whether the fiscal year 1999 or 2000 competitions support Netlab development will depend on the outcome of the regular NSF peer review process, but by listing experimentation collaboratories as a priority, SBE has recognized the importance of these facilities across numerous fields.
SOCIAL SCIENCE GEOGRAPHIC INFORMATION SYSTEMS
During recent years, there has been tremendous progress in computerized display and analysis of geographic data. Largely in the private sector, geographic information systems (GIS) have become a major industry, and rigorous methods of geographic information analysis (GIA) have developed rapidly in academia. These two parallel lines of development need to be combined, and GIS needs to transcend its emphasis on physical geography by including a greater number and variety of social variables and techniques of analysis. Perhaps the most fruitful realm for accomplishing this is in the linkage of geographically based data from multiple sources, permitting analysis at both the level of the geographic unit (community, city, state, nation) and the level of the individual human being.
It is worth distinguishing two very general social science conceptualizations of the linkage between geographically based data and data about individual human beings. First, geographic data can describe the environment in which the individual lives. For example, the GSS has long measured White people's attitudes toward African Americans, but respondents live in very different racial environments, some coming into constant contact with minorities and some living in parts of the country where there simply are very few minorities with whom to come into contact. Logically, the racial mix in the community should significantly influence racial attitudes, so it was an important step when researchers such as Marylee C. Taylor began adding to the GSS data set information from the census about the percentage of the local population who were African Americans. 28 Similarly, census data about the occupational structure of the local economy can illuminate the career options open to GSS respondents.
The second way in which geographic data can be combined with individual data is to treat the geographic data as an indirect but useful source of information about the individuals. For example, many studies have found that crime rates (notably larceny) are higher in communiBainbridge / INTERNATIONAL NETWORK 413 ties with high rates of residential moving. It would be wrong simply to conclude that all thieves are transients, but it is reasonable to infer that they tend to have some characteristics related to transience such as weak social bonds.
A classical challenge in this type of research is called the ecological fallacy, which is the mistake of assuming that individuals have the typical characteristics for their areas. Theorists and methodologists have developed ways of meeting this challenge. First, we can recognize that all scientific findings are somewhat tentative, and we always must be looking for alternative explanations and fresh ways of testing the ideas empirically. Another approach is to recognize that the ecological fallacy usually is just a special case of the problem of spuriousness, the distorting effect of an unmeasured variable on the correlation between two other variables (Bainbridge, 1992 , pp. 385-386, 452-453) . The solution, then, is to make sure that we measure as many of the relevant variables as possible, which in this context we can do by combining several geographically based data sets. A host of multivariate statistical techniques already is available to help analyze geographically based data accurately, and new methods undoubtedly will be created if we invest seriously in developing this area of research.
In June 1996, representatives of the 29 research institutions that had formed the University Consortium for Geographic Information Science met to set research priorities in their field. Among these priorities were the societal implications of GIS, and the published report of this conference notes the great significance of the new technology for social science disciplines as varied as demography, econometrics, and political science. While listing unanticipated impacts of GIS on society, the report stated, "GIS can be used to link together digital street maps and telephone directories so that the telephone number of a house can be found by pointing to the image of the house on a computer screen. Marketing campaigns can be targeted to the imputed socioeconomic status of each household" (University Consortium for Geographic Information Science, 1996, p. 117). Whatever social benefit or risk these technical possibilities will raise when used in commercial applications, GIS offers entirely new possibilities to the social sciences, especially when used to combine detailed data from different sources.
The European Science Foundation sponsored a series of 12 workshops on different aspects of GIS, culminating in a conference held near Strasbourg, France, in September 1997. "Geographic Information Research at the Millennium" (see Appendix) stressed that interoperability across different systems and types of data was a very important new area for research. The published report noted, "In the social sciences in general, and in quantitative geography and regional economics in particular, a wide range of spatial models has been developed in the past decades for the purposes of describing, analyzing, forecasting, and policy appraisal of economic developments within a set of localities or regions." However, these methods have not been incorporated into GIS software, and across the social sciences many powerful statistical techniques exist but are not available in a practical form to users of GIS. Also crucial is the development of new techniques of statistical analysis and data modeling that will take advantage of the new computing power.
SBE has sponsored workshops on the application of geographic analysis in two substantive social science areas: (a) democratization and market transition and (b) human capital. These areas earlier had been identified by other workshops as very high priorities for the social sciences. The first of these topics concerns the huge changes taking place in state socialist societies such as the former Soviet Union and China as well as in other countries undergoing dramatic upheavals. As the original democratization workshop report noted, "The political, social, and economic transformations currently under way in the world provide a veritable social scientific laboratory for research on the dynamics and probable consequences of these global transformations" (NSF, 1993 (NSF, -1994 .
The NSF-sponsored workshop, "Geographic Approaches to Democratization" (see Appendix), identified many needs for large, international databases in three general domains: (a) territoriality, (b) spatial structures and flows, and (c) human-environment relations. Examples of territoriality include changing national boundaries and political systems. One of the most striking spatial flows during recent years has been international migration. Among the crucial needs for vastly increased information and advanced systems for analyzing it is the complex pattern of natural resource scarcity and abundance across regions, nations, and communities. Many crucial research topics cross all three domains and require greatly improved information systems, for example, the interplay among political transformation, migration, and natural resources in relation to the rate of economic development.
Human capital sometimes is described as the skills and knowledge that human beings learn that make them valuable in the workplace, but the term also includes the valueenhancing aspects of individuals' social network and of the surrounding moral order. The original human capital workshop identified research needs in six areas that are of great substantive importance to the nation: (a) employing a productive workforce, (b) educating for the future, (c) fostering successful families, (d) building strong neighborhoods, (e) reducing disadvantage in a diverse society, and (f) overcoming poverty and deprivation (NSF, 1994) .
The report of the 1995 workshop on "Geographic Information Analysis and Human Capital Research" (see Appendix) noted, "There is virtually no limit to the volume and variety of data that can be linked using space as the reference grid." At the same time, this workshop's participants agreed with those of the conference held by the European Science Foundation that the "coupling of GIS with more powerful statistical routines characteristic of GIA is yet in its infancy" (p. 7). Although noting methodological challenges such as the ecological fallacy, the report confidently asserted, "Geographic space can be utilized in social science research as a proxy for association or relatedness among social phenomena" (p. 8). To illustrate the range of human capital issues that can be studied geographically, the workshop examined scientific research that had been performed on three specific topics: (a) the relationship between human capital and the distribution of violent crime; (b) the role that neighborhoods and social networks play in creating and sustaining human capital; and (c) the interrelations of migration, demographic change, and human capital.
A scientific workshop examining geographic information science and geospatial activities at the NSF, "Geographic Information Science: Critical Issues in an Emerging CrossDisciplinary Research Domain" (see Appendix), reported, Scenarios for geographic information use in the year 2010 suggest great potential to extend the capabilities of scientific researchers, decision makers, and the public. This potential, however, will only be realized if there are substantial advances in [GIS] , enhancing knowledge of geographic concepts and their computational implementations. . . . Information technology, communications infrastructure, microelectronics, and related technologies could enable unprecedented opportunities for discovery and new ways to do research. in all the nations. Personnel at the LIS would do the necessary computer runs and send only the summary results to the researcher. If the LIS personnel are alert and follow well-designed protocols, then this will prevent anyone from identifying particular individuals described in any of the data sets.
However, a determined and unscrupulous person hypothetically could submit a series of apparently innocent analysis requests, from which individual data could be reconstructed, using various statistical inference methods. This has been called the problem of "deductive disclosure" or "inferential security" (Keller-McNulty & Unger, 1993). To achieve the maximum potential of integrated Internet-based social science databases, research must be carried out on how to prevent inferential attacks on database integrity, and technology has to be developed to permit maximum use of the data by students and the general public while preserving confidentiality of individual identity. Integrating separate databases multiplies both the scientific value and risk that a determined attacker can compromise security by combining information from many variables.
Giving responsible social scientists greater access to sensitive government data can provide policymakers with much better information on which to base their decisions. For example, Lingxin Hao at Johns Hopkins University has obtained access to confidential data at the census bureau's site in the Washington, D.C., area to study the factors that determine the extent to which immigrants to the United States make use of public assistance when they run into economic difficulty. 37 To do this research, she must link data from the Survey of Income and Program Participation with the respondents' residential addresses to allow the addition of much information from the 1990 census about the social context in each individual's immediate geographic area.
Any security breach in the use of such sensitive data not only might harm the individuals described in the data but also could discredit the archive involved and possibly even the whole system of providing information confidentially to researchers. Therefore, early versions of integrated Internet-based social science databases, in which the unit of analysis is the individual respondent, might withhold some key variables except to approved researchers working at high-security sites. Some initial research might emphasize variables that respondents do not mind making public, for example, general attitudes and preferences. At the same time, sensitive information can be reported carefully in aggregated form in geographically based data sets, for example, in terms of rates per million population in states or metropolitan areas. Over time, further development of secure sites and of inferential security technology will expand the legitimate possibilities for data availability while fulfilling the duty of preserving individual confidentiality.
CONCLUSION
Research and development projects already supported by SBE and the Digital Library Initiative have established a foundation of practical experience and scientific expertise on which to build the integrated social science of the future. Although the NSF has long funded online data archives, it has only begun to provide support for web-based questionnaire surveys despite the great potential in this area. Although support has been provided for webbased experimentation, the range of scientific fields that could advance through development in this area is so great, and laboratory research designs are so varied, that additional projects are needed to run parallel to the few that already are funded. A major methodological gap is the fact that GIS have lagged behind in their application to social geography and in the development of software to carry out social science analysis. Centers have been established to develop procedures for sharing sensitive data with small numbers of researchers under Bainbridge / INTERNATIONAL NETWORK 417 secure conditions, but research has not been carried out on statistical and computational methods that would permit the most sensitive variables to be included in public use data systems. Practically nothing has been done as yet to integrate across the methodologies.
