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1CHAPTER 1. INTRODUCTION
In 1972, Philip Warren Anderson published in Science a well-known article called
“More Is Different” [6], writing
The behavior of large and complex aggregates of elementary particles, it
turns out, is not to be understood in terms of a simple extrapolation of the
properties of a few particles.
which suggests that the correlated behavior of many microscopic particles can lead to an
unexpected collective phenomena. This is the so-called emergence. In condensed matter
physics, the collective properties of electrons are of great importance in understanding
many phenomena, such as superconductivity, magnetism, phase transitions, and spin-
charge coupling. Despite that theoretical tools like density functional theory (DFT)
[7, 8] have successfully explained physical properties of numerous materials, we still have
many phenomena hard to understand in strongly correlated electron systems with open d
and f shells. These localized orbitals enhance the Coulomb repulsion, and therefore the
strongly correlated electrons cannot be described as non-interacting independent ones.
Furthermore, the interplay of strong correlation, spin-orbit coupling, crystal field, and
spin-charge coupling causes the d and f electron systems to show a collection of exotic
phenomena and display a great sensitivity to the external influences, including temper-
ature, doping, pressure, stress, or applied magnetic field. Understanding the underlying
principles are great challenges for modern experimental and theoretical physics.
A variety of quantum many-body methods have been developed for studying the
strongly correlated electron systems. We have also proposed a computationally efficient
2and accurate approach, named the correlation matrix renormalization (CMR) method
[9–11], to address the challenges. The initial implementation of the CMR method is
designed for molecules which have theoretical advantages, including small size of system,
manifest mechanism and strongly correlation effect such as bond breaking process. The
theoretic development and benchmark tests of the CMR method are included in this the-
sis. Meanwhile, ground state total energy is the most important property of electronic
calculations. We also investigated an alternative approach to calculate the total energy,
and extended this method for magnetic anisotropy energy (MAE) of ferromagnetic ma-
terials. In addition, another theoretical tool, dynamical mean-field theory (DMFT) on
top of the DFT [12–14] , has also been used in electronic structure calculations for an
Iridium oxide to study the phase transition, which results from an interplay of the d
electrons’ internal degrees of freedom.
The thesis is organized as follows.
Chapter 2 offers a brief introduction to the theoretical background of many-body
quantum theory. After introducing the Hamiltonian, we start with the classical Hartree-
Fock (HF) approximation, which contains some elementary concepts and is still the
cornerstone of many modern quantum techniques. Later we present the basics of DFT,
including the theorems of Hohenberg and Kohn [7] as well as the Kohn-Sham equations
[8]. After the theoretical background, we discuss the practical aspects of the HF an DFT
method, such as the linear-combination-of-atomic-orbitals (LCAO) ansatz [15], single-
particle equations, and basis sets. A large fraction is devoted to the basis sets, in that
it is a central concept in the computational implementations of many stat-of-the-art
quantum methods.
Chapter 3 describes the formalism, methodology, and application of the CMR method.
Employing the Gutzwiller wavefunction [16, 17], the CMR method can evaluate the lo-
cal on-site Hamiltonian accurately, and further approximate the nonlocal one- and two-
electron density matrix with renormalization factors. Firstly, we applied the CMR on an
3analytically solvable system, the hydrogen dimer with minimal basis set. Through com-
parison of the exact analytical solution, we proposed two approaches to reduce the errors
introduced by the CMR: a modified form of the renormalization factor and a sum-rule
term added in the many-body Hamiltonian. Then we performed benchmark calculations
on multiple molecules composed of light elements, and further compared the results of
CMR with that of full configuration interaction (FCI) method and experiments. Here
the CMR calculations were carried out involving the quasi-atomic minimal-basis-set or-
bitals (QUAMBO), which was developed previously by our group and can recover a large
percentage of the electron correlation energy [18, 19].
Chapter 4 addresses an alternative method for MAE calculations, together with the
practical analysis of MAE in ferromagnetic materials. After introducing the formalism
of coupling constant integration (CCI) method, we report numerical evaluations of the
efficiency and accuracy for this approach as an alternative way for total energy calcula-
tions. We then compared the CCI method with self-consistent-field calculations (SCC)
for energy changes due to spin-orbit effects. The results show that the CCI can reach
the accuracy of SCC with only few sampling points, proving the future applicability
for perturbation theory. We further illustrate that the MAE, defined as the difference
between total energies, can also be calculated through the CCI method with high accu-
racy in ferromagnetic materials. The CCI also justifies the analysis of MAE in terms of
the spin-orbit energy, where we show it can provide useful detailed orbital contribution
information.
Chapter 5 explains how we employ the DFT+DMFT method to study the ground
state transition in CaIrO3 [20]. We first briefly introduce the DMFT method and its
combination with the DFT. Then we performed DFT+DMFT calculations for CaIrO3
at different temperatures to investigate the metal-insulator transition (MIT), which re-
sults from the interplay of on-site Coulomb repulsion, spin-orbit coupling, and crystal
field. The calculations show that the MIT is accompanied with a magnetic transition,
4indicating that the insulating ground state of CaIrO3 should be classified into Slate
insulator instead of Mott insulator.
5CHAPTER 2. METHODS IN MANY-BODY QUANTUM
THEORY
Before reviewing fundamental background of many-body theory, we first state that
all equations in this thesis are in form of atomic units, in which the elementary charge
e, the rest mass of electron me, the reduced Planck constant ~, and the permittivity of
vacuum 4pi0 are all defined as unity.
2.1 Many-body Hamiltonian
A molecule or solid can be considered as a collection of nuclei and electrons which
are interacting electromagnetically. The many-body hamiltonian for this system is:
H =− 1
2
∑
i
∇2Ri
Mi
− 1
2
∑
i
∇2ri −
∑
i,j
Zi
|Ri − rj|
+
1
2
∑
i 6=j
1
|ri − rj| +
1
2
∑
i 6=j
ZiZj
|Ri −Rj| .
(2.1)
The nucleus with mass Mi is located at Ri, while the electron is at ri. The first term is
kinetic energy operator for nuclei, the second term for electrons. The last three terms
are electron-nucleus Coulomb interactions, electron-electron interactions, nucleus-nucleus
interactions respectively. It can be seen that each particle is coupled with all other
particles. The scale of number of particles in large molecules and bulk solid is far beyond
the capability of supercomputers today. To solve this many-body problem, it is inevitable
to introduce approximations. The Born-Oppenheimer approximation keeps the nuclei
fixed, and assumes electrons to be in equilibrium instantaneously due to the external
6field from interactions of nuclei. Now the kinetic energy operator of nuclei disappears,
and nucleus-nucleus interaction becomes a constant term. The problem is reduced to
a many-electron problem, which can be written as the sum of electronic kinetic term,
electron-electron term and external field term:
H =T + V + Vext
=− 1
2
∑
i
∇2ri +
1
2
∑
i 6=j
1
|ri − rj| −
∑
i,j
Zie
2
|Ri − rj| .
(2.2)
Since we have the many-body Hamiltonian, the variational principle provides a direct
way to determine the ground-state wavefunction Ψ and total energy E0, expressed as,
E0 = min
Ψ
E[Ψ]
= min
Ψ
〈Ψ|T + V + Vext|Ψ〉.
(2.3)
However, it is impossible to search over all eligible N-electron wavefunctions {Ψ}, so
further approximations are still needed.
2.2 Hartree-Fock approximation
The Hartree-Fock (HF) approximation searches the ground-state wavefunction not
through all eligible wavefunctions but only from a small subset which includes all anti-
symmetrized products (Slater determinants) of spin orbitals. The HF approximation is of
conceptual importance, and also a cornerstone of wavefunction-based quantum chemical
methods. In HF scheme, the N -electron wavefunction is approximated by an antisym-
metrized product of N one-electron spin orbitals, referred as Slater determinants ΨHF:
7ΨHF =
1√
N !
det{ψν1(r1)ψν2(r2) . . . ψνN (rN)}
=
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
ψν1(r1) ψν1(r2) . . . ψν1(rN)
ψν2(r1) ψν2(r2) . . . ψν2(rN)
...
...
. . .
...
ψνN (r1) ψνN (r2) . . . ψνN (rN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
(2.4)
The only flexibility in the Slater determinants is the variation of spin orbitals {ψi}. The
”best” Slater determinant minimizes the expectation of Hamiltonian. The HF energy
has the form of [21],
EHF = 〈ΨHF|H|ΨHF〉
= THF + VH + Vx
=
N∑
i=1
tii +
1
2
N∑
i,j
u(ii; jj)− 1
2
N∑
i,j
u(ij; ji)
(2.5)
where
tii =
∫
ψ∗i (r)
{
−1
2
∇2 −
∑
j
Zje
2
|Rj − r|
}
ψi(r) dr (2.6)
defines the contribution due to kinetic energy of on-site electrons and Coulomb interac-
tion between nucleus and electron,
u(ii; jj) =
∫ ∫
|ψi(r1)|2 1|r1 − r2| |ψj(r2)|
2 dr1dr2 (2.7)
is the Coulomb integral, and
u(ij; ji) =
∫ ∫
ψ∗i (r1)ψ
∗
j (r2)
1
|r1 − r2|ψj(r1)ψi(r2) dr1dr2 (2.8)
is the exchange integral. We utilize the Slater determinant as approximation to the true
N -electron wavefunction. In the other way, the Slater determinant can be considered as
an exact wavefunction of a system consisting of N non-interacting electrons. In Eq. 2.5,
the first term THF is then regarded as the kinetic energy of the non-interacting N-electron
8system, the second term VH stands for the Hartree contribution, and the third one Vx
stands for the exchange contribution.
In order to minimize the HF energy, we need introduce Lagrangian multipliers to
satisfy the orthonormal conditions of spin orbitals, and then the HF equations can be
derived [21] as,
fˆψi(r) = εiψi(r). (2.9)
The Lagrangian multipliers εi have the physical meaning of orbital energies, and fˆ is the
so-called Fock operator defined as,
fˆi = − ~
2
2me
∇2 − 1
4pi0
∑
j
Zje
2
|Rj − r| +
∑
j
[
Jˆj(r)− Kˆj(r)
]
(2.10)
where
Jˆj(r) =
∫ |ψj(r′)|2 1|r−r′| dr′ (2.11)
Kˆj(r)ψi(r) =
∫
ψj(r
′) 1|r−r′|ψi(r
′) dr′ψj(r). (2.12)
2.3 Density functional theory
In 1964, the framework of DFT was formally established by Hohenberg and Kohn [7].
The fundamental theorem in DFT states that, all observable quantities for the ground-
state of a many-electron system with an external potential can be determined uniquely
by the ground state electron density. The ground-state total energy for the many-body
Hamiltonian H can be written as a functional of the ground-state electron density:
E[ρ] =〈Ψ|T + V|Ψ〉+ 〈Ψ|Vext|Ψ〉
=F [ρ] +
∫
ρ(r)Vext(r)dr.
(2.13)
9The density operator ρˆ is defined as ρˆ(r) =
∑N
i=1 δ(ri − r) , and its evaluation has the
form of,
ρ(r) =〈Ψ|ρˆ|Ψ〉
=
N∑
i=1
∫
Ψ∗(r1, · · · , rN)δ(ri − r)Ψ(r1, · · · , rN) dr1 · · · drN .
(2.14)
The theorem also states that, the total energy E[ρ] reaches the minimal value for the
ground-state density. In other words, we can minimize the energy functional in order to
find the correct ground state density.
The Hohenberg-Kohn theorems states the unique mapping between the density and
the ground-state energy, but no guidance at how the functional can be constructed. To
tackle the problem, Kohn and Sham proposed an approach in 1965 [8], which puts the
density functional theorems into practice.
The functional F [ρ] in Eq. 2.13 contains the kinetic energy, the classical Coulomb
interaction and non-classical part. The non-classical portion includes the exchange in-
teraction, the self-interaction correction, and electron correlation effects. F [ρ] has the
form of
F [ρ] = T [ρ] + VH [ρ] + Encl[ρ]. (2.15)
Here the classical electrostatic energy functional VH [ρ] is written as,
VH [ρ] =
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′ (2.16)
The kinetic energy can be approximated from a non-interacting reference system, and
the remainder is merged to the non-classical electron-electron interaction:
F [ρ] = T [ρ] + VH [ρ] + Encl[ρ]
= THF[ρ] + Vc[ρ]︸ ︷︷ ︸
T [ρ]
+VH [ρ] + Encl[ρ]
= THF[ρ] + VH [ρ] + Encl[ρ] + Vc[ρ]︸ ︷︷ ︸
Exc[ρ]
.
(2.17)
10
Here Exc[ρ] is the so-called exchange-correlation energy functional, which contains ev-
erything that is unknown.
Suppose that nucleus-electron attraction is the only external field, the total energy
functional can then be written as,
E[ρ] =THF[ρ] + VH [ρ] + Exc[ρ] + EN−e[ρ]
=− 1
2
N∑
i
〈ψi|∇2|ψi〉+ 1
2
N∑
i,j
∫ ∫
|ψi(r)|2 1|r− r′| |ψj(r) drdr
′
+ Exc[ρ]−
∑
i,j
∫
Zi
|Ri − r| |ψj(r)|
2 dr.
(2.18)
Many approximations to the form of Exc[ρ] have been proposed, like the local density
approximation (LDA), the local spin-density approximation (LSDA), and the generalized
gradient approximation (GGA).
Similar to the HF equations, the variational principle gives the famous Kohn-Sham
(KS) equations:
HˆKSψi(r) = iψi(r) (2.19)
where
HˆKS = −1
2
∇2i +
∫
ρ(r′)
|r− r′| dr
′ + Vˆxc + Vˆext. (2.20)
Here the exchange-correlation potential is defined by,
Vˆxc =
δExc[ρ]
δρ
. (2.21)
One point to mention is that the single-particle wave functions {ψi} are not physical
orbitals of electrons. Similarly, the eigenvalues i are also not single-electron energies.
Only the total density has a direct physical meaning and it is equal to the electron density
of our real target system,
ρ(r) =
N∑
i
|ψi(r)|2. (2.22)
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2.4 Basic machinery for solving self-consistent equations
A self-consistency problem
Either HF or DFT approximation ends up with a similar set of one-electron equations:
Hˆspψi(r) = iψi(r). (2.23)
Here the Hˆsp is called the single-particle Hamiltonian. For HF, the Hˆsp depends on
the one-electron spin orbitals ψi(r). For DFT, the Hˆsp is a functional of density ρ(r),
which in turn depends on the quasi-particle orbitals ψi(r). This means that it is a self-
consistency problem: the equations depend on the solutions. A general procedure to
solve this paradox is to make use of the iterative approach. Initially, a guessed solution
is used to construct the Hˆsp, and the equation results in a new solution. If the input and
output solutions are different, then the output solution can construct a new Hˆsp, etc.
Finally, this series of solutions will converge to a final one that is the target solution. A
flow chart is shown to solve the KS equations in Fig. 2.1.
LCAO ansatz
To solve Eq. 2.23 in practice, people make use of the linear-combination-of-atomic-
orbitals (LCAO) ansatz, which is introduced by Roothaan in 1951 [15]. In the LCAO
scheme, the ψi(r) orbitals are expanded by a set of L predefined basis functions {φν}:
ψi =
L∑
ν=1
φνcνi. (2.24)
A complete basis set requires the number L to be infinite, and then every function ψi
can be exactly expressed by {φν}. In real situation, however, one works with a finite
set of basis functions, so it is of importance that such limited set of basis can provide
approximation of the exact orbitals ψi as accurate as possible. Historically, the basis
12
Figure 2.1: Flow chart of self-consistent procedure in solving KS equations.
set was inspired by atomic orbitals for the hydrogen atom, and that is where the name
LCAO came from.
The LCAO scheme helps simplify the originally non-linear optimization problem into
a linear one. Given a basis set with size L, the Eq. 2.23 becomes,
Hˆsp
L∑
ν=1
|φν〉cνi = i
L∑
ν=1
|φν〉cνi. (2.25)
Left multiplied 〈ψµ|, the equation is given by,
L∑
ν=1
〈ψµ|Hˆsp|φν〉cνi = i
L∑
ν=1
〈ψµ|φν〉cνi. (2.26)
It leads to a matrix form:
· · · · · · · · ·
... Hµν − iSµν ...
· · · · · · · · ·


c1i
c2i
...
cLi

=

0
0
...
0

(2.27)
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where the matrix element of single-particle Hamiltonian in such basis set is Hµν =
〈ψµ|Hˆsp|φν〉 and the matrix element of overlap matrix is
Sµν = 〈ψµ|φν〉. (2.28)
Eq. 2.27 is a typical secular equation of matrix {Hµν}. Diagonalization of {Hµν} will lead
to L eigenvectors and eigenvalues, which correspond to the set of expansion coefficients
{cνi} and Lagrangian multipliers i, i = 1, 2, · · · , L.
The electron density in Eq. 2.22 can now be computed by:
ρ(r) =
N∑
i
|ψi(r)|2
=
N∑
i
L∑
µ,ν
c∗µicνiφ
∗
µ(r)φν(r).
(2.29)
From the expression of ρ, it can be seen that the expansion coefficients also contain all
information about the electron density, which is usually expressed by a density matrix
P defined as:
Pµν =
N∑
i
c∗µicνi (2.30)
2.5 Basis sets in molecular systems
As mentioned previously, the basis functions are in practice finite, and the choice in
the past could be atomic orbitals of the hydrogen atom. Nowadays, a collection of basis
functions have been generated according to different criteria, and some of them do not
resemble atomic orbitals anymore. In the following, some typical types of basis sets,
which are widely used in quantum chemistry calculations, are introduced briefly.
The Gaussian-type-orbitals (GTO) is has the general form of:
φGTO = Nxlymzne−αr
2
(2.31)
where N is the normalization factor ensuring that 〈φµ|φν〉 = δµν . The sum of l,m, n,
denoted as L, is used to classify the GTO as s-functions (L = 0), p-functions (L = 1),
14
and so on. One may find that the number of GTO functions exceeds (2l + 1) for L > 1.
For example, when L = 2, it contains six basis functions, but one of them is not d-type
but an s-type.
The Slater-type-orbitals (STO) seems more natural from the physical point of view,
which has the form:
φSTO = Nrn−1e−αrYlm(θ, ϕ). (2.32)
However, two-electron integrals for these STO functions are very time consuming, whereas
efficient algorithms exist for GTOs since analytical integrations are available.
The contracted Gaussian function (CGF) is designed to resemble a single STO func-
tion from GTO functions. It can be expressed as,
φCGF =
∑
a
caφ
GTO
a . (2.33)
One general category of basis sets is the minimal basis set. It is a collection of CGF
sets, in which one CGF is utilized for each atomic orbital up to the valence orbitals. For
example, in STO-3G basis set [22], three primitive GTO functions comprise one CGF,
and one hydrogen atom has only one CGF function.
Another category of basis sets is the extended basis set. Clearly, minimal basis set is
not sophisticated for quantitative calculations in real world. The double-zeta functions
are therefore introduced, in which a linear combination of two CGFs is utilized for
one atomic orbital. The triple- and quadruple-zeta basis sets perform the same way,
except the set of CGFs is tripled or quadrupled. However, it takes too much effort to
apply double-zeta for every atomic orbital, so in split-valence method, the doubled set
of functions is limited only to the valence orbitals. For example, one core-orbital CGF
in 3-21G basis set [23] is formed by three GTO functions, and one valence orbital is
comprised by two CGFs, one with two GTO and the other with one GTO:
φ = c1φ
CGF
1 + c2φ
CGF
2
= c1(φ
GTO
1 + φ
GTO
2 ) + c2φ
GTO
3
(2.34)
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In some applications, the extended basis set is also augmented with polarization func-
tions, that is, functions of higher angular momentum than occupied atomic orbitals in
these atoms. The purpose is to consider the distortion of atomic orbitals when atoms
are brought together. Typical examples are the 6-31G(d) and 6-31G(d,p) basis sets
developed by George Petersson and coworkers [24].
Modern examples of basis sets usually contain triple-, quadruple-, or even quintuple-
zeta basis sets augmented by polarization functions with higher angular momentum, like
the cc-pVDZ, cc-pVTZ, and cc-pVQZ, also named as Dunning’s correlation consistent
basis sets [25].
2.6 Basis sets in periodic materials
With the advances in computing capability during last decades, the density func-
tional theory has proved to be a computationally tractable tool in materials science.
Practitioners at that time are divided into two communities: one using pseudopotentials
with simple plane waves basis sets and the other using all-electron methods with basis
sets like the linearized muffin-tin orbital (LMTO) and linearized augmented plane wave
(LAPW).
2.6.1 Plane waves and pseudopotential
In periodic materials, plane wave functions serves as the basis set, generally written
as,
φPW = eik·r. (2.35)
Here the momentum k is a good quantum number of periodic Hamiltonian. According to
Bloch’s theorem, any eigenfunction ψk of a crystal lattice with reciprocal lattice vectors
G has the form of ψk(r) = e
ik·r∑
G c
k
Ge
iG·r. The basis function for ψk(r) is therefore:
φk,G = e
i(k+G)·r. (2.36)
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It can be seen that this set of basis functions is k-dependent. The size of basis set
should also be finite for practical reason, and it can be done by limiting momentum with
(k + G) ≤ Kmax. The corresponding free electron energy is the so-called cut-off energy:
Ecut = K
2
max/2. Given the momentum k and L basis functions {φk,G}, the eigenfunction
problem will provide actually L sets of eigenvalues k,n and eigenvectors ψk,n, where n
is the index for eigenvectors within the same momentum and is usually called the band
index. Therefore, each eigenfunction is labeled uniquely by n and k.
However, it requires a huge number of plan wave basis to describe the oscillating
portion of the wave function in the region close to the nucleus, while it is the outer
regions where chemistry happens. Therefore an approximation is proposed to replace
the strong core potential with a pseudopotential that yields smooth wavefunctions inside
the atom. The pseudopotential wave functions can then be well represented by plane
waves with low cut-off energy.
2.6.2 LAPW methods
LAPW basis set is one typical member of a family of basis sets that treats the inner
and interstitial regions differently. The fundamental one is the augmented plane wave
(APW) basis set, and LAPW is a modification of it.
The idea of the APW method [26–28] is to divide the space into two regions shown
in Fig. 2.2, and to use different basis functions for these regions. The region close to
the nucleus is called muffin-tin region (denoted as S), in which wavefunction is described
by atomic like functions. In the interstitial region (denoted as I) between atoms, the
potential is smoother and wavefunction is expanded by plane waves.
Hence, one APW basis φk,G(r) at a particular k-point can then be divided into two
parts. In the interstitial region I, the basis has the form of plane wave:
φk,G(r) = Ω
−1/2ei(k+G)·r, r ∈ I. (2.37)
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Figure 2.2: Sketch of muffin-tin (S) and interstitial (I) regions in a unit cell.
Here, Ω is the cell volume. In the muffin-tin region Sα for atom α, the basis φk,G(r) is
expanded with spherical harmonics Ylm:
φαk,G(r) =
∑
lm
Aα,k+Glm u
α
l (r
′, E)Ylm(r′), r ∈ Sα. (2.38)
Here, r′ defines the distance with respect to the center rα of the muffin-tin sphere, given
by r′ = r− rα. uαl is the regular solution of the radial Schro¨dinger equation for atom α:[
− d
2
2dr2
+
l(l + 1)
2r2
+ V (r)− E
]
rul(r) = 0. (2.39)
The E is yet undetermined parameter. The expansion coefficient Aα,k+Glm is actually
known according to the requirement of continuity on the sphere boundaries where r′ = Rα
, given by [28],
Aα,k+Glm =
4piil√
Ωuαl (Rα)
jl(|k + G|Rα)Y ∗lm(k + G). (2.40)
where jl(·) is the Bessel function of order l. The set of spherical harmonics is supposed
to be infinite, but in practice it is truncated at a maximal limit lmax for the summation
in Eq. 2.38. To sum up, one APW basis can be written like a piecewise function [28]:
φk,G(r) =
 Ω
−1/2ei(k+G)·r r ∈ I∑
lmA
α,k+G
lm u
α
l (r
′, E)Ylm(r′) r ∈ Sα.
(2.41)
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Then, an eigenfunction expanded by such APW basis is the same as the plane wave
expansion, written as,
ψk,n =
∑
G
ckGφk,G. (2.42)
However, the parameter E is unknown yet. At the beginning, a guessed E is required to
construct the basis set as well as the Hamiltonian. The diagonalization will give a series
of eigenvalues, and E is supposed to be one of them. If it is not true, a second trial is
needed. The procedure is repeated for every band energies at a particular k-point, which
causes the APW method much slower than pseudopotential.
The LAPW method makes it possible to calculate the radial function uαl (r
′) from
some energy E0 instead of the exact band energy. According to the Taylor expansion of
uαl (r
′, ) ≈ uαl (r′, E0) + (− E0)u˙αl (r′, E0) +O((− E0)2), (2.43)
the basis can then be defined as [28],
φk,G(r) =
 Ω
−1/2ei(k+G)·r r ∈ I∑
lm
[
Aα,k+Glm u
α
l (r
′, El) +B
α,k+G
lm u˙
α
l (r
′, El)
]
Ylm(r
′) r ∈ Sα.
(2.44)
where the function forms of Aα,k+Glm and B
α,k+G
lm need satisfy the continuous boundary
conditions in both zero order and first order (slope). Here uαl with different angular
momentums do not use a universal energy, but El for every l. The reason is that the
LAPW method does not need exact band energy like APW to form the wavefunction.
The choice of E0 of Eq. 2.43 has a relatively large range, so that multiple bands can be
treated together with a single set of El. This procedure makes it possible to yield energy
bands at a given k-point with only one single diagonalization [28].
19
CHAPTER 3. CORRELATION MATRIX
RENORMALIZATION THEORY
3.1 Introduction
One of the major challenges in condensed matter physics is to develop an efficient ab
initio method that can provide accurate descriptions even for strongly correlated electron
systems. Multiple classes of methods are widely used: density functional theory (DFT),
quantum-chemistry method, quantum Monte Carlo method and hybrid approaches.
The Kohn-Sham density functional theory (KS-DFT) [7, 8], has been the dominant
computational tool in calculations for physical properties of many materials, but current
available approximations for KS-DFT fail at describing the strongly electron correlation
effects. However, the computational cost is relatively lower than traditional quantum-
chemistry methods, such as the Hartree-Fock (HF) theory.
Wavefunction-based quantum-chemical methods can provide very accurate descrip-
tion, and the computational cost has also been greatly reduced recently, e.g., by using
density-matrix renormalization group [29–31]. However, due to the computational com-
plexity, the application is still limited to finite systems.
In recent years, the quantum Monte Carlo (QMC) method has emerged as a tool
to provide reference many-electron energies for a variety of solid materials. It has also
improved recently, and some studies have been reported for realistic correlated materials
[32–34]. Nevertheless, this method, like advanced quantum chemical calculations, still
has heavy computational load, which restricts the system sizes that can be studied.
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In the same time, hybrid approaches, which combine traditional DFT with many-
body techniques, are highly successful for realistic correlated materials. These approaches
include DFT+dynamical mean-field theory (DFT+DMFT) [12–14], DFT+onsite Coulomb
interaction (DFT+U) [35, 36], and DFT+Gutzwiller approximation (DFT+GA) [37–42].
Nevertheless, the on-site Coulomb repulsion and the exchange energies are treated as
adjustable parameters, so these methods are considered as a semiphenomenological ap-
proach. Moreover, the so-called double-counting term is used to subtract the local onsite
correlation contributions in DFT, but this term is not well understood theoretically and
the choice of it remains open [43–47].
In the last few years, we have developed a computationally efficient and accurate ap-
proach, the correlation matrix renormalization (CMR) method, to address the problems
[9–11]. This method aims for the ground state total energy calculations for strongly
correlated electron systems. We adopt Gutzwiller type variational wavefunctions to
calculate the expectation value of many-electron Hamiltonian directly. One of the ad-
vantages of this method is the aversion to screened Coulomb parameters and so it is
free of double-counting issues. Another advantage is the relative lower computational
cost, which scales as N4 with respect to the system size N , comparable to Hartree-Fock
method. We firstly performed benchmark results on a series of molecules, and the calcu-
lations for solid materials are under process. When calculating the molecules, we found
errors originating from approximations in our CMR method. At first, we introduced a
fitted functional of the one-electron renormalization factor to minimize the errors [10].
The disadvantage of this approach is that we need exact results for each element in the
reference systems. Later, we proposed a way involving sum-rule corrections to achieve
similar accuracy without the fitting procedure [11].
In this chapter, we first briefly review the second quantization for many-particle sys-
tems. The second quantization provides a way to formulate quantum theory in terms of
occupation numbers of single-particle states, which is used in the formalism of our CMR
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method. Next, we discuss the approximations to density matrix, sum rule corrections
to minimize the error, and iterative procedure for CMR calculations. Lastly, benchmark
results for a series of molecules are presented.
3.2 Second quantization
3.2.1 First quantization
In many-body quantum theory, the system often contains N identical particles, say,
electrons. A fundamental assumption for N -particle systems is that particles character-
ized by the same quantum numbers, namely identical particles, are in principle indis-
tinguishable. If two coordinates are interchanged, the state function can differ from the
original one by +1 or −1. The corresponding two type of particles are so-called bosons
and fermions. For fermions, the indistinguishability leads to the Pauli exclusion princi-
ple, that is, two electrons cannot occupy the same state. Another assumption is that any
state function for N -particle system can be expressed as a linear combination of products
by single-particle basis states. Using the Pauli principle, the N -particle state function
for fermions can be built from complete orthonormal single-particle basis {ψν(r)} with
expansion coefficients Aν1,...,νN , written as,
ψ(r1, r2, . . . , rN) =
∑
ν1,...,νN
Aν1,...,νN |ψν1(r1)ψν2(r2) . . . ψνN (rN)| (3.1)
where |ψν1(r1)ψν2(r2) . . . ψνN (rN)| is denoted as Slater determinants:
|ψν1(r1)ψν2(r2) . . . ψνN (rN)| =
∣∣∣∣∣∣∣∣∣∣∣∣∣
ψν1(r1) ψν1(r2) . . . ψν1(rN)
ψν2(r1) ψν2(r2) . . . ψν2(rN)
...
...
. . .
...
ψνN (r1) ψνN (r2) . . . ψνN (rN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (3.2)
A local one-particle operator Ti = T (ri,∇ri) defined on single-particle states de-
scribed by ri can be written as,
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Ti =
∑
νa,νb
Tνbνa|ψνb(ri)〉〈ψνa(ri)| (3.3)
where
Tνbνa =
∫
dri ψ
∗
νb
(ri)T (ri,∇ri)ψνa(ri) (3.4)
The corresponding operator in N -particle system is therefore
Ttot =
N∑
i
Ti (3.5)
Two-particle operators Vjk, such as the Coulomb repulsion
e2
4pi0
1
|rj−rk| , can be written
as,
Vjk =
∑
νa,νb
νc,νd
Vνaνb;νcνd |ψνa(rj)〉|ψνc(rk)〉〈ψνd(rk)|〈ψνb(rj)| (3.6)
where
Vνaνb;νcνd =
∫
drjdrk ψ
∗
νa(rj)ψ
∗
νc(rk)V (rj − rk)ψνd(rk)ψνb(rj). (3.7)
Then the operator of the total interaction is usually written as two forms of summation,
Vtot =
N∑
j>k
Vjk =
1
2
N∑
j,k 6=j
Vjk. (3.8)
3.2.2 Basic concepts of second quantization
The second quantization representation formulates the many-body quantum theory
in terms of occupation numbers of single-particle states. This space is denoted as the
Fock space F . The N -particle basis state is built from single-particle basis {|ν〉}, written
as
|nν1nν2 · · · 〉, (3.9)
and the summation of occupation numbers must be the total number of particles, that
is, ∑
j
nνj = N. (3.10)
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For electrons, nνj = 0 or 1. In terms of creation and annihilation operators, denoted c
†
νj
and cνj respectively, the single Slate determinant |ψνn1 (r1)ψνn2 (r2) . . . ψνnN (rN)| can be
written as,
c†νn1c
†
νn2
· · · c†νnN |0〉 (3.11)
where vnj denotes the occupied single-particle state in the N -particle system. The
fermion creation and annihilation operators are defined to satisfy the following anti-
commutation relations in accordance with the Pauli exclusion principle:
{c†νj , c†νk} = 0, (3.12)
{cνj , cνk} = 0, (3.13)
{cνj , c†νk} = δνjνk , (3.14)
where the anti-commutator {A,B} for operators A and B is defined as,
{A,B} = AB +BA. (3.15)
In terms of the creation and annihilation operators and their anti-commutation rela-
tions, the one- and two-particle operators can be written in second quantization form:
Ttot =
∑
νiνj
Tνiνjc
†
νi
cνj , (3.16)
Vtot =
1
2
∑
νiνj
νkνl
Vνiνj ;νkνlc
†
νi
c†νkcνlcνj (3.17)
3.2.3 Mean-field theory and Hartree-Fock approximation
In second quantization form, the full nonrelativistic Hamiltonian for a system of
electrons can be written as,
H =
∑
νµ
tνµc
†
νcµ +
∑
νµ
ν′µ′
u(νµ; ν ′µ′)c†νc
†
ν′cµ′cµ, (3.18)
where ν, µ are basis states. The interaction between electrons is very complicated because
not only the number of electrons can be large but also the motions of electrons are
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correlated. The mean-field approximation assumes that a single particle is correlated
with a mean field provided by other particles. Hartree-Fock approximation is a mean-
field version, simplifying a four-term as,
c†νc
†
ν′cµ′cµ ≈
[
c†νcµ〈c†ν′cµ′〉+ c†ν′cµ′〈c†νcµ〉 − 〈c†νcµ〉〈c†ν′cµ′〉
]
−
[
c†νcµ′〈c†ν′cµ〉+ c†ν′cµ〈c†νcµ′〉 − 〈c†νcµ′〉〈c†ν′cµ〉
]
.
(3.19)
Wick’s theorem [48] states that a four-term expectation value can be factorized into
two-term averages,
〈c†νc†ν′cµ′cµ〉 = 〈c†νcµ〉〈c†ν′cµ′〉 − 〈c†νcµ′〉〈c†ν′cµ〉 (3.20)
We can see that the Hartree-Fock approximation obeys the Wick’s theorem.
Within the Hartree-Fock approximation, the final mean-filed Hamiltonian is
HHF =
∑
νµ
tνµc
†
νcµ + V
Hartree + V Fock (3.21)
where
V Hartre =
1
2
∑
u(νµ; ν ′µ′)
(
c†νcµ〈c†ν′cµ′〉+ c†ν′cµ′〈c†νcµ〉 − 〈c†νcµ〉〈c†ν′cµ′〉
)
(3.22)
V Fock = −1
2
∑
u(νµ; ν ′µ′)
(
c†νcµ′〈c†ν′cµ〉+ c†ν′cµ〈c†νcµ′〉 − 〈c†νcµ′〉〈c†ν′cµ〉
)
. (3.23)
The HF energy is therefore written as,
EHF =
∑
νµ
tνµ〈c†νcµ〉+
1
2
∑
u(νµ; ν ′µ′)
[
〈c†νcµ〉〈c†ν′cµ′〉 − 〈c†νcµ′〉〈c†ν′cµ〉
]
(3.24)
3.3 CMR formalism
In principle, the Hohenberg-Kohn density functional should yield correct ground-state
density and total energy for any electron system, including strongly correlated electron
systems. In our view [37], the approximation in KS-DFT framework, which chooses
noninteracting electron as the reference system, accounts for the failure at systems con-
taining strongly electron correlation. To avoid such problem, we adopted Gutzwiller
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wavefunction (GWF) and Gutzwiller approximation in DFT+Gutzwiller approximation
[37–42] to evaluate one-body density matrix. Later in the CMR method [9], we further
utilized the Gutzwiller approximation to evaluate the two-body operators in terms of
noninteracting one-particle density matrix with renormalization factors.
Many-body Hamiltonian
The model Hamiltonian is commonly written as the sum of local and nonlocal parts:
H =
∑
i
Hi,loc +Hnonloc (3.25)
where i is the site index.
The local part Hi,loc at site i can be written in the form of second quantization as
Hi,loc =
∑
αβ
tiαiβc
†
iασciβσ +
∑
αβγδ,σσ′
u(iαiβ; iγiδ)c†iασc
†
iβσ′ciδσ′ciγσ. (3.26)
Here the α, β, γ, δ are orbital indices, and σ, σ′ are the spin indices. The coefficient t is
the one-electron hopping integral defined as,
tiαjβ = 〈φiα|Tˆ + Vˆion|φjβ〉, (3.27)
which is the expectation value of kinetic energy operator Tˆ and electron-ion interaction
operator Vˆion. Here u is the two-electron Coulomb integral defined as,
u(iαjβ; kγlδ) =
∫
dr
∫
dr′φ∗iα(r)φ
∗
jβ(r
′)Uˆ(|r− r′|)φlδ(r′)φkγ(r) (3.28)
with Uˆ(|r− r′|) = 1|r−r′| .
In Eq. 3.25, the nonlocal term containing contributions from nonlocal one-body and
two-body interactions is given by,
Hnonloc =
′∑
iαjβ,σ
tiαjβc
†
iασcjβσ +
1
2
′∑
iαjβ
kγlδ,σσ′
u(iαjβ; kγlδ)c†iασc
†
jβσ′clδσ′ckγσ (3.29)
where
∑′ means that the pure local on-site terms (i = j for one-body part and i = j =
k = l for two-body part) are excluded from the summation.
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Gutzwiller wavefunction
The GWF was first introduced by Gutzwiller [16] to study ferromagnetism in one-
band Hubbard model. The basic idea is to construct GWF by starting from uncorrelated
state and to reduce the probability of doubly occupied states. The GWF of an interacting
system is constructed from wavefunction |Ψ0〉 of the noninteracting system by Gutzwiller
correlator PˆG, being expressed as,
|ΨG〉 = PˆG |Ψ0〉
PˆG ≡
∏
i
(∑
Γ
giΓ |Γi〉 〈Γi|
)
,
(3.30)
where giΓ is the Gutzwiller variational parameter of the local atomic eigenstates |Γi〉 on
site i, being chosen to minimize the ground-state total energy. Note that if the local
Hamiltonian includes only density-density interaction, it is also possible to choose Slater
determinants as local configurations since the density-density Hamiltonian is diagonal,
but it is better to choose the local eigenstates instead of spin-orbit product state when
we consider realistic situations and also symmetry requirements [17].
For any operator O and wavefunction |ΨX〉, we now define a short-hand notation:
〈O〉X ≡ 〈ΨX |O|ΨX〉. (3.31)
Here |ΨX〉 can be the Gutzwiller wavefunction |ΨG〉, the uncorrelated wavefunction |Ψ0〉,
or the wavefunction |ΨFCI〉 from the full configuration interaction (FCI) method.
In the CMR framework, we adopt the GWF to evaluate the many-body Hamiltonian
since the GWF can take care of the dominant local electron correlations. Given the
eigenstates {Γi} of the local onsite many-body Hamiltonian, the spectral representation
of Hi,loc can be written as,
∑
i
Hi,loc =
∑
iΓ
EiΓ |Γi〉 〈Γi| (3.32)
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where EiΓ is the corresponding energy for the local configuration |Γi〉, and the total
energy evaluated by the CMR approximation becomes,
ECMR =
∑
iΓ
piΓEiΓ +
′∑
iαjβ,σ
tiαjβ
〈
c†iασcjβσ
〉
CMR
+
1
2
′∑
iαjβ
kγlδ,σσ′
u(iαjβ; kγlδ)
〈
c†iασc
†
jβσ′clδσ′ckγσ
〉
CMR
(3.33)
where piΓ is the occupation probability of |Γi〉.
Approximation for nonlocal one-electron part
The second term in Eq. 3.33, the local one-electron part, can be evaluated with
the approximated nonlocal one-electron density matrix (1PDM), which is the idea of
Gutzwiller approximation [16, 17, 49]. Then the one-electron term can be approximated
as, 〈
c†iασcjβσ
〉
CMR
≈ zjβiασ
〈
c†iασcjβσ
〉
0
. (3.34)
Here zjβiασ is defined as
zjβiασ ≡
 ziασzjβσ if iα 6= jβ1 otherwise (3.35)
with the one-electron renormalization factor ziασ.
The most general form of the ziασ is complicated [50]. Nevertheless, the form is much
simpler and manageable when the local onsite eigenstates {Γ} are identical with Fock
states {F}. This condition exists for single-orbital systems like hydrogen molecules with
minimal basis set, and also holds approximately if the classical Coulomb interaction and
exchange integrals are dominant in local Hamiltonian. The z-factor is then written as,
zGAiασ =
∑
FF ′
√
piFpiF ′|〈Fi|c†iασ|F ′i〉|√
n0iασ(1− n0iασ)
. (3.36)
Here, n0iασ is the expectation value of occupation operator with |Ψ0〉, given by,
n0iασ = 〈c†iασciασ〉0 ≡ 〈Ψ0| c†iασciασ |Ψ0〉 . (3.37)
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The redefined variational parameters {piF} are occupation probabilities of Fock states
|Fi〉. A Fock state can be generated by applying creation operator on vacuum state. We
can use the occupation number nFiασ (0 or 1) to indicate whether the spin-orbital state
iασ is occupied or not in Fock state |Fi〉:
|Fi〉 =
∏
ασ
(c†iασ)
nFiασ |0〉, (3.38)
The work presented here focuses mostly on molecules, so the above form of z-factor
is used for simplicity, i.e., the form is presented with the Fock states from now on.
Approximation for nonlocal two-electron part
The evaluation for the third term in Eq. 3.33 remains difficult with the GWF, in that
the two-electron density matrix or correlation matrix (2PCM)
〈
c†iασc
†
jβσ′clδσ′ckγσ
〉
CMR
needs be approximated. The generalized GA scheme introduces Gutzwiller renormaliza-
tion factors zc†iασc
†
jβσ′clδσ′ckγσ
to evaluate the expectation of two-electron operator, but this
renormalization factor is not completely factorizable. In the CMR method, we assume
that the Wick’s theorem still holds, and then the two-electron term can be factorized
like HF method with additional renormalizations:〈
c†iασc
†
jβσ′clδσ′ckγσ
〉
CMR
=zkγiασz
lδ
jβσ′
〈
c†iασckγσ
〉
0
〈
c†jβσ′clδσ′
〉
0
− δσσ′zlδiασzkγjβσ
〈
c†iασclδσ
〉
0
〈
c†jβσckγσ
〉
0
.
(3.39)
Note that if the renormalization factor is equal to one, then the expectation of two-
electron operator is identical with the Hartree and exchange terms in HF method. There-
fore, the CMR method renormalizes both the one-electron and two-electron density ma-
trix from the mean-field HF values by renormalization z-factors. Now with the CMR
approximations, the total energy can be written as,
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ECMR =
∑
iΓ
piΓEiΓ +
′∑
iαjβ,σ
tiαjβz
jβ
iασ
〈
c†iασcjβσ
〉
0
+
1
2
′∑
iαjβ
kγlδ,σσ′
u(iαjβ; kγlδ)
[
zkγiασz
lδ
jβσ′
〈
c†iασckγσ
〉
0
〈
c†jβσ′clδσ′
〉
0
− δσσ′zlδiασzkγjβσ
〈
c†iασclδσ
〉
0
〈
c†jβσckγσ
〉
0
]
.
(3.40)
3.4 Reducing errors introduced by CMR approximation
If the CMR total energy shown in Eq. 3.40 is compared with the FCI one given by
EFCI =
∑
iΓ
piΓEiΓ +
′∑
iαjβ,σ
tiαjβ
〈
c†iασcjβσ
〉
FCI
+
1
2
′∑
iαjβ
kγlδ,σσ′
u(iαjβ; kγlδ)
〈
c†iασc
†
jβσ′clδσ′ckγσ
〉
FCI
,
(3.41)
it can be seen that they have the same form of the first term. The equality is as expected
since the CMR method utilizes the GWF to treat the local onsite terms exactly.
However, in the evaluation of the nonlocal one-electron and two-electron terms, the
CMR method inevitably introduces errors with the approximations. Two key issues need
be considered when we want to apply the CMR approach in real systems. The first one is
the form of the z-factor in finite dimensions. The standard z-factor in GA shown above
is only exact in infinite dimension, while the best form in finite dimensions (e.g., 0, 1, 2
or 3 dimensions) is complicated [50]. The second concern is whether the Wick’s theorem
remains valid for GWF. The answer is that it does not hold true. That is why the
factorization of the 2PCM through CMR approach introduces additional errors, thereby
violating sum rules, i.e.,
∑
βσ′
〈nˆασnˆβσ′〉CMR 6= Ne〈nˆασ〉CMR. (3.42)
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One way to evaluate the two issues is to examine the CMR behavior in a analytically
solvable model. Comparing the exact result and CMR in the case of hydrogen dimer
with minimal basis, we found two approaches to reduce the errors.
3.4.1 Analytical expression for H2 with minimal basis
In the case of H2 with minimal basis set, the analytical expression for total energies
can be obtained [9] through different methods, like HF, CMR and Gutzwiller variational
method. The variational approach with GWF can produce exact result. Therefore it is
possible to find the differences between the CMR method and the exact result, which
indicates two approaches to reduce the approximation errors.
In the H2 system with minimal basis set, one hydrogen atom has only one spatial
orbital. The Hamiltonian is then written as [9],
H =
2∑
i=1
(∑
σ
c†iσciσ +
1
2
∑
σσ′
u0c
†
iσc
†
iσ′ciσ′ciσ
)
−
∑
σ
t(c†1σc2σ + H.C.)
+
1
2
2′∑
i,j=1
∑
σσ′
u1(c
†
iσc
†
iσ′ciσ′cjσ + c
†
iσc
†
iσ′cjσ′ciσ + c
†
iσc
†
jσ′ciσ′ciσ + c
†
jσc
†
iσ′ciσ′ciσ)
+
1
2
2′∑
i,j=1
∑
σσ′
u2(c
†
iσc
†
iσ′cjσ′cjσ + c
†
iσc
†
jσ′ciσ′cjσ) +
1
2
2′∑
i,j=1
∑
σσ′
u3(c
†
iσc
†
jσ′cjσ′ciσ),
(3.43)
where the symbols are defined as integrals using the notations in Eq. 3.27 and 3.28:
−t = t1σ,2σ (3.44)
u0 = u(11; 11) (3.45)
u1 = u(11; 12) (3.46)
u2 = u(11; 22) (3.47)
u3 = u(12; 12). (3.48)
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They also have physical contents: −t is the one-electron inter-site hopping integral, 
is the 1s energy level, u0 is the onsite classical Coulomb interaction, u2 is the inter-site
exchange integral, and u3 is the inter-site classical Coulomb interaction.
HF For the HF method, the molecular wavefunction for H2 is well-known, written
as,
ψσ =
1√
2
(φ1sσ + φ2sσ) . (3.49)
Therefore, the non-interacting ground state wavefunction is written as,
|Ψ0〉 = 1√
2
(
c†1↑|0〉+ c†2↑|0〉
) 1√
2
(
c†1↓|0〉+ c†2↓|0〉
)
. (3.50)
The expectation of Hamiltonian in Eq. 3.43 is then given by,
EHF = 〈Ψ0|H|Ψ0〉
=
(
2+
1
2
u0
)
− 2t+ 2u1 + u2 + 1
2
u3.
(3.51)
GWF In the Gutzwiller variational method, there are four local eigenstates for each
hydrogen atom:
{|F〉} = {|0〉, |↑〉, |↓〉, |↑↓〉}. (3.52)
According to symmetry, the corresponding variational parameters have the following
equalities:
g1|0〉 = g2|0〉 = g1|↑↓〉 = g2|↑↓〉 ≡ g0
g1|↑〉 = g2|↑〉 = g1|↓〉 = g2|↓〉 ≡ g1
(3.53)
Following the definition in Eq. 3.30, the GWF can then be written as,
|ΨGWF〉 =
2∏
i
(∑
Γ
giΓ |Γi〉 〈Γi|
)
|Ψ0〉
/
〈Ψ0|Pˆ †GPˆG|Ψ0〉
=
2∏
i
[
g0
(
|0〉〈0|+ |↑↓〉〈↑↓|
)
+ g1
(
|↑〉〈↑|+ |↓〉〈↓|
)]
|Ψ0〉
/
〈Ψ0|Pˆ †GPˆG|Ψ0〉
=
√
d
(
c†1↑c
†
1↓|0〉+ c†2↑c†2↓|0〉
)
+
√
1
2
− d
(
c†1↑c
†
2↓|0〉+ c†1↓c†2↑|0〉
)
.
(3.54)
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where d = g40/(2(g
4
0 +g
4
1)) is the double occupancy pi|↑↓〉, that is, the occupation probabil-
ity of two electrons on one site. Accordingly, the GWF energy in terms of d is expressed
as [9],
EGWF (d) = 2+ 2du0 + 8
√
d(
1
2
− d)(−t+ u1) + u2 + (1− 2d)u3. (3.55)
Through variational method with respect to d, the ground state energy can be given by,
EGWF = 2+
1
2
u0 + u2 +
1
2
(
u3 −
√
16(−t+ u)2 + (u0 − u3)2
)
. (3.56)
At the same time, the zGA factor used in GA approximations can also be determined
in this case. For 〈n01σ〉 = 1/2, pi|0〉 = pi|↑↓〉 = d and pi|↑〉 = pi|↓〉 = 1/2− d, the zGA factor
is written as,
zGA =
√
p1|↑↓〉p1|↓〉|〈↑↓ |c†1↑| ↓〉|+√p1|↑〉p1|0〉|〈↑ |c†1↑|0〉|√
n0iασ(1− n0iασ)
= 4
√
d(
1
2
− d).
(3.57)
Therefore, the coefficient ahead of the (−t+ u1) is equal to 2zGA, like [9]:
EGWF = 2+ 2du0 + 2zGA(−t+ u1) + u2 + (1− 2d)u3. (3.58)
CMR Following Eq. 3.40, we can obtain the total energy evaluation in the CMR
method [9], given by,
ECMR = 2+ 2du0 + 2z
2(−t+ u1) + 1
2
(3z4 − 1)u2 + (1− z4/2)u3. (3.59)
The details are lengthy, so only a few examples of evaluations are listed here:
〈c†1↑c1↑〉CMR = (p1|↑〉 + p1|↑↓〉) =
1
2

u0〈c†1↑c†1↓c1↓c1↑〉CMR = u0p1|↑↓〉 = du0
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−t〈c†1↑c2↓〉CMR =(−t)z2〈c†1↑c2↓〉0 =
z2
4
(−t)
u1〈c†1↑c†1↓c1↓c2↑〉CMR =u1z2↑1↑z1↓1↓〈c†1↑c2↑〉0〈c†1↓c1↓〉0
=u1z
2(
1
2
)(
1
2
)
u2〈c†1↑c†2↑c1↑c2↑〉CMR =u2
(
z2↑1↑z
1↑
2↑〈c†1↑c2↑〉0〈c†2↑c1↑〉0
− z1↑1↑z2↑2↑〈c†1↑c1↑〉0〈c†2↑c2↑〉0
)
=u2
(
z2(
1
2
)(
1
2
)− (1
2
)(
1
2
)
)
.
3.4.2 The form of z-factor and sum rules
We studied the form of the z-factors in our early work and proposed a functional
form f(z) [10] during the renormalization of the 1PDM and 2PCM. This scheme is
performed well on small molecules, such as hydrogen clusters Hn, nitrogen clusters Nn,
and ammonia NH3. The disadvantage within this approach is that the functional f(z)
is not analytically available. The functional can only be parametrized through fitting to
exact results. For example, the functional f(z) used in calculations for hydrogen clusters
Hn is obtained from fitting to total energy data of H2 in which the exact total energies
are presented as a function of bond length. It is desired to have a functional form f(z)
without fitting. The analytically solvable case to examine the functional form is the
hydrogen dimer H2. Despite that the system is simple, the electron correlation still has
a transition from weak to strong as the bond length increases. The exact energy can
be obtained through Gutzwiller variation approach as we have shown in Eq. 3.41. We
rewrite the total energies here for comparison:
Eexact =2+ 2du0 + 2zGA(−t+ u1)
+ u2 + u3 − 2du3,
ECMR =2+ 2du0 + 2z
2(−t+ u1)
+
1
2
(3z4 − 1)u2 + u3 − z
4
2
u3,
(3.60)
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where the symbols hold their meanings. Note that in general the two-body integrals hold
the relation: u0 > u3  u2 > u1.
The exact result and CMR energy both show indeed the same on-site treatment.
Besides, the limiting behavior of the CMR approach is also correct. At small separation
where d→ 1/4 and z, zGA → 1, the CMR energy is expressed by,
E = 2+
1
2
u0 + 2(−t+ u1) + u2 + 1
2
u3. (3.61)
which is the same with exact result. At large separation limit where d, z, zGA → 0 and
u2, u3 → 0, the CMR also shows correct atomic limit of
E = 2. (3.62)
In the intermediate range where the bond breaking phenomenon happens, there are still
deviations though.
For terms including t and u1 in Eq. 3.60, a simple square root transformation of the
z-factor, i.e., z =
√
zGA, can help the CMR method match the corresponding part of
the exact result. However, the term including inter-site Coulomb interaction u3, which
contributes significantly to the total energy, still remains different. Fortunately, sum-rule
terms can reorganize the Coulomb contributions into the local onsite part that is treated
accurately in the CMR approach. In addition to the original Hamiltonian of H2, the
sum-rule Hamiltonian is given by,
Hs.r. = 1
2
2∑
i=1
∑
σ
(−u3)nˆiσ
(
2∑
j=1
∑
σ′
nˆjσ′ −Ne
)
. (3.63)
Note that the additional sum-rule Hamiltonian does not change the total energy, since
the expectation value of such term always remains zero with respect to many-body
wave functions. However, the two-electron density matrix approximation in the CMR
method violates the sum rules. The good thing is that onsite evaluations in the CMR are
accurate. Therefore the sum-rule terms help reduce the approximation errors by shifting
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the inter-site Coulomb terms into local onsite evaluations. As a result, the CMR total
energy with the sum rules can be expressed by,
ECMR = Eexact +
3
2
(z2GA − 1)u2. (3.64)
There is still a residual term including inter-site exchange integral u2, but the contribu-
tion of such term is relatively very small. The reasons are that u2 is much smaller than
u0 and u3, and that u2 decays much fast when separation of atoms is increasing. Besides,
this term will also vanish at small atomic separation where zGA is approaching unity.
The sum-rule terms in H2 case completely cancel the inter-site Coulomb interactions.
Nevertheless, such scheme is unable to work perfectly when extended to general multi-
orbital molecular systems. In order to shift the inter-site interactions as much as possible,
we introduce the following sum-rule correction for general cases:
Hs.r. = 1
2
∑
iα
λiασ
(
nˆiασ
(∑
jβσ′
nˆjβσ′ −Ne
))
(3.65)
with the prefactor λiα defined as
λiα = −
∑
j 6=i,βσ′ u(iαjβ; iαjβ)R
−6
ij∑
j 6=i,βσ′ R
−6
ij
(3.66)
where Rij is the distance from atom j to atom i. Note that the λiα is actually the weighted
average of the inter-site two-electron Coulomb integrals with weighting factor set as R−6ij .
Such form is only derived from practical convenience. The power index six can limit the
interactions to be considered only within a small range of the orbital α at atom i, which
is reasonable because the inter-site interaction decays fast. The determination of λ is
certainly not unique, and a sophisticated approach can be referenced in the supporting
material of our published article [11].
3.5 Construction of quasi-atomic minimal-basis-set orbitals
If we want to apply the CMR method into real systems and compare the results with
experimental data or exact quantum chemistry results, one concern is the selection of
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basis set. In principle, a larger basis set is supposed to provide more accurate result, but
the quantum calculation with large basis set is demanding. In our work, we utilized the
quasi-atomic minimal-basis-set orbitals (QUAMBO) developed previously by our group
[18, 19]. Here a detailed formalism is presented for construction of QUAMBO under the
scheme of CMR method.
Formulation
The basis set is denoted as |φi〉, which is not necessarily orthonormal. The overlap
matrix is then defined as Sij = 〈φi|φj〉. Molecular orbital (MO) from self-consistent-field
(SCF) calculations, like the Hartree-Fock method or DFT, is denoted as ψi, which is
expanded by basis orbitals as,
|ψi〉 =
∑
j
|φj〉Mji. (3.67)
The orthonormal condition should hold true, given by
〈ψi|ψj〉 =
(∑
m
M∗mi〈φm|
)(∑
n
Mnj|φn〉
)
=
∑
m,n
M †imSmnMnj
= (M †SM)ij
= δij.
(3.68)
The SCF MOs can be divided into two parts: one part has Nocc occupied MOs denoted
as ψocc with expansion coefficients Mocc, and the other part has Nv unoccupied MOs
denoted as ψv with expansion coefficients Mv. The atomic orbitals (AO) of free atoms
are also expanded by basis, expressed as,
ϕi =
∑
j
|φj〉Aji. (3.69)
Here the number of free-atomic AOs is the same as the number of QUAMBOs, denoted
as N . Usually, Nocc is smaller than or equal to N .
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The problem of finding the QUAMBOs is to recover a set of deformed quasi-atomic
orbitals from a space of occupied SCF MOs. The procedure can be broken down into
the following steps:
1. Keep the occupied SCF MOs unchanged.
2. If we expand the AOs by SCF MOs, the expansion coefficients are given by,
Cij =
∑
k
〈ϕi|ψocck 〉〈ψocck |ϕj〉, (3.70)
C = (M †SA)†(M †SA). (3.71)
In the diagonalization of matrix C, eigenvectors ϕ0 with eigenvalues zero consist
of a space C0, which is orthogonal with respect to occupied SCF MOs in the space
of free-atomic AOs. The expansion coefficients are denoted as C0.
ϕ0 = φC0 (3.72)
3. Find the projection of C0 in the unoccupied SCF MOs space consisting of ψv.
Dij =
∑
k
〈ψvi |ϕ0k〉〈ϕ0k|ψvj 〉 (3.73)
D = (C†0SMv)
†(C†0SMv) (3.74)
In the diagonalization of D, eigenvectors ψ1 with eigenvalues one compose of a new
space D1, which is expanded as
ψ1 = φD1. (3.75)
4. The new subset F of SCF MO space is composed by ψ˜ ≡ (ψocc, ψ1). The transfor-
mation matrix is written as,
F = (Mocc, D1) (3.76)
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5. Find orbitals which are as similar as possible with the free-atomic AOs in subset
F formed by SCF MO space,
ϕ˜i =
∑
k
|ψ˜k〉〈ψ˜k|ϕi〉
=
∑
k,j
|φj〉Fjk(F †SA)ki
=
∑
j
|φj〉(FF †SA)ji,
(3.77)
which are the QUAMBOs with expansion coefficients defined as,
ϕ˜i =
∑
j
|φj〉Qji
Q = (FF †SA).
(3.78)
In the implementation of CMR, the Hamiltonian integrals are firstly obtained by inte-
gration over basis sets. Then a rotation is required to have the Hamiltonian represented
in the basis of QUAMBOs or SCF MOs. The Hamiltonian is composed of one-body part
and two-body part:
H = T + V (3.79)
The integral for one-body operator expressed in basis set is defined as,
Tij = 〈φi|T |φj〉 (3.80)
If one wants to express it in QUAMBOs or SCF MOs, the matrix representation is given
by,
〈ψi|T |ψj〉 =
∑
m,n
M∗mi〈φm|T |φn〉Mnj
= (M †TM)ij
Tψ = M †T φM
(3.81)
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where Tψ is the matrix representation of T in space composed of ψ. Similarly, the
transformation is a high order tensor product for two-body part, given by,
〈ψi(r)|〈ψk(r′)|U|ψl(r′)〉|ψj(r)〉 =
∑
m,n,q,p
M∗miM
∗
qk〈φm|〈φk|U|φp〉|φn〉MplMnj
Uψij;kl =
∑
m,n,q,p
M †imM
†
kqU
φ
mn;qpMplMnj
(3.82)
Frozen core approximation
It is common in correlated calculations to invoke frozen core approximation, in which
the lowest-lying orbitals (core orbitals) are constrained to remain doubly-occupied. The
total energy and other physical quantities, are supposed to be insensitive to whether
the core is frozen or not. However an issue exists in our construction of QUAMBOs,
in which the lowest-lying QUAMBOs are constructed from the full SCF MOs. The
core QUAMBOs are not supposed to be perfectly doubly-occupied, especially at small
separation. Therefore, a practical way to solve this issue is to divide the QUAMBOs
into core and valence parts, and the core QUAMBOs are constructed solely from lowest
lying SCF MOs.
The frozen core approximation simplifies the expectation value of the full Hamitonian
given in Eq. 3.18, in which some terms are evaluated directly and some two-body integrals
are contracted into one-body integral:
〈H〉 =Efc +
∑
iα,jβ∈Sv
∑
σ
t˜iαiβ〈c†iασciβσ〉
+
1
2
∑
iα,jβ∈Sv
kγ,lδ∈Sv
∑
σσ′
u(iαjβ; kγlδ)〈c†iασc†jβσ′clδσ′ckγσ〉
(3.83)
where Sv is the subspace composed by valence orbitals, and Efc is the energy contribution
from core orbitals, given by
Efc =
∑
iα∈Sv
2tiαiα +
∑
iα,jβ∈Sv
2
[
u(iαjβ; iαjβ)− u(iαjβ; jβiα)
]
. (3.84)
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The one-electron integral in Eq. 3.83 includes not only the original one-electron integral
but also the Coulomb interaction from two-body part, which is redefined as,
t˜iαiβ = tiαiβ +
∑
kγ∈Sv
[
2u(iαkγ; jβkγ)− u(iαkγ; kγjβ)
]
. (3.85)
3.6 Self-consistent loop
According to the factorization for two-electron density matrix, we can deduce the
same form of one-electron equations as HF and DFT shown in Chapter 2. However, the
self-consistent solver in the CMR method includes two loops: one is the equations with
effective Hamiltonian and the other is the optimization for local configurations. Details
can be referred to our published paper [9]. The flow chart of current solver with sum-rule
terms and QUAMBOs is shown in Figure 3.1. The initial step is the preparation for one-
and two-electron integrals, that is, the matrix element of Hamiltonian in terms of basis
sets. Then the QUAMBOs and the corresponding Hamiltonian matrix are constructed,
and the sum-rule terms are added into the system. If the self-consistent calculations does
not yield minimum energy, then we determine to further optimize the QUAMBOs until
obtain the ground-state energy.
3.7 Results and discussions
Through the examination of analytical solutions in hydrogen dimer case, we have
adopted a square root form of the renormalization factor and also added sum-rule terms
to the Hamiltonian in order to reduce the errors introduced by the approximations in
the CMR method. In this section are presented a series of numerical results generated
by the CMR method. Firstly, we performed calculations on hydrogen systems in mini-
mal basis set. Here, hydrogen atoms form one-, two- and three-dimensional structures,
showing different bonding environments. Secondly we report the practicability of using
QUAMBOs in the CMR method. Thirdly, we further apply the QUAMBO-based CMR
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Figure 3.1: Flow chart of the CMR program with sum-rule terms through the approach
of QUAMBO. The orange boxes are also self-consistent loops inside for solving the single-
particle equations and local configurations.
method in more challenging molecular systems with multi-active orbitals, including N2,
F2, HF, CO, NH3 and CH4.
3.7.1 Hydrogen clusters
The CMR method was performed on multiple hydrogen clusters with STO-3G min-
imal basis-set orbitals [22], including H2, H6 ring, H6 prism, H8 ring, H8 gird, and H8
cube. The energy calculations of these hydrogen clusters cover one-, two- and three-
dimensional structures. The results are presented in the following figures (Figure 3.2,
3.3, 3.4, 3.5, 3.6, and 3.7), showing the potential energy curves and local onsite double
occupancies as a function of bond length. Calculations from multiple quantum methods
42
are included. The results from FCI calculations are exact solutions. In the H2 case, FCI
and the CMR method produce indeed identical results for both the ground state ener-
gies and double occupancies, which is as expected based on our analytical discussions.
In other systems with different bonding environments, the CMR approach also produces
close results compared with FCI.
Note that the local onsite double occupancy presented by FCI is gradually suppressed
as the bond length increases. The double occupancy has significant importance in in-
dicating the strength of correlation, while this quantity is fixed at 0.25 for LDA and
HF methods. From Eq. 3.41, we can see that the onsite contribution to total energy is
proportional to the double occupancy, which is why HF and LDA results show significant
deviations from FCI result especially at large atomic separations.
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Figure 3.2: Potential energy curve and double occupancy behavior of hydrogen dimer.
The upper plot shows potential energy curves. The lower plot shows the corresponding
double occupancies as a function of bond length.
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Figure 3.3: Potential energy curve and double occupancy behavior of H6 prism. The
upper plot shows potential energy curves. The lower plot shows the corresponding double
occupancies as a function of bond length.
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Figure 3.4: Potential energy curve and double occupancy behavior of H6 ring. The upper
plot shows potential energy curves. The lower plot shows the corresponding double
occupancies as a function of bond length.
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Figure 3.5: Potential energy curve and double occupancy behavior of H8 ring. The upper
plot shows potential energy curves. The lower plot shows the corresponding double
occupancies as a function of bond length.
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Figure 3.6: Potential energy curve and double occupancy behavior of H8 grid. The upper
plot shows potential energy curves. The lower plot shows the corresponding double
occupancies as a function of bond length.
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Figure 3.7: Potential energy curve and double occupancy behavior of H8 cube. The
upper plot shows potential energy curves. The lower plot shows the corresponding double
occupancies as a function of bond length.
3.7.2 Large basis through QUAMBO approach
It is convenient to study the performance, calculate the energies and examine the
theory from simple systems, like the hydrogen clusters with minimal basis set. However,
it is the system with large basis sets that allows us to make quantitative predictions and
to compare the calculations with experiments. To efficiently construct the GWF from
large basis-set orbitals in the CMR method, we utilize the QUAMBO approach, which
has proven to be an efficient approximation to the multi-configurational SCF orbitals
that can recover a large percent of correlation energy [18, 19].
The performance for QUAMBO-based CMR calculation is demonstrated here by
testing the H2 system with 6-311G(p) basis-set [51] (3 s-orbitals and 1 p-orbital for each
hydrogen atom). Based on SCF HF calculations, the 1s-QUAMBO is constructed as
a linear combination of the large basis set, and the expansion coefficients are further
optimized to minimize the ground state total energy in CMR method. Figure 3.8 shows
the QUAMBO-based CMR potential energy curve, together with the large-basis FCI
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result and QUAMBO-FCI curve. Note that the QUAMBO-CMR agrees well with the
QUAMBO-FCI result, and the binding energy of QUAMBO-CMR is about 9 mhartrees
higher than that of large-basis FCI.
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Figure 3.8: Energy curve of H2 calculated by QUAMB-based CMR, as well as QUAMBO-
based FCI and large-basis FCI results. The QUAMBOs are constructed from 6-311G(p)
basis-set orbitals.
3.7.3 Molecules with multiple active orbitals
We further performed CMR calculations on more challenging systems including homonu-
clear and heteronuclear molecules. To compare with experiments, we constructed QUAM-
BOs from aug-cc-pVTZ basis functions, the dunning’s correlation consistent basis sets
[25]. Three categories of molecules are considered here: homonuclear dimers (N2 and
F2), heteronuclear dimers (HF and CO), and polyatomic molecules (NH3 and CH4), of
which the energy curves are shown in Figure 3.9, Figure 3.10 and Figure 3.11. Overall
the QUAMBO-CMR results overlap well with the QUAMBO-FCI calculations, and the
both curves show good agreement with experimental data. The difference between bind-
ing energies of QUAMBO-CMR and experiments is about 11 mhartrees in average for all
the molecules considered here, which is summarized in the Table 3.1. The equilibrium
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bond lengths produced by QUAMB-CMR also yield close values to the experimental
data, since the standard deviation is 0.024 A˚. Note that the dissociation curve of N2 is
a challenge in that the nitrogen atom is highly open-shell with three unpaired electrons.
The energy curve of F2 has also proven to be difficult to obtain accurate results fully by
ab initio calculations [52].
Table 3.1: Summary of equilibrium bond length Re and binding energy Eb for a series of
molecules. QUAMBO-FCI, QUAMBO-CMR and experimental data [1, 2] are included.
Re (A˚) Eb (Har./atom)
FCI CMR Exp. FCI CMR Exp.
H2 0.744 0.744 0.741 0.073 0.076 0.082
N2 1.100 1.118 1.098 0.164 0.160 0.180
F2 1.467 1.467 1.412 0.022 0.030 0.030
CO 1.133 1.121 1.128 0.192 0.186 0.204
HF 0.909 0.942 0.917 0.105 0.100 0.108
CH4 1.115 1.112 1.087 0.126 0.132 0.126
NH3 1.012 1.033 1.012 0.106 0.110 0.110
σ 0.024 0.027 0.009 0.011
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Figure 3.9: Potential energy curves of N2 and F2. Included are the CMR and FCI
results performed on QUAMBOs constructed from aug-cc-pVTZ basis set. Available
experimental data [3, 4] are also included.
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Figure 3.10: Potential energy curves of CO and HF. Included are the CMR and FCI
results performed on QUAMBOs constructed from aug-cc-pVTZ basis set. Available
experimental data [5] are also included.
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Figure 3.11: Potential energy curves of NH3 and CH4. Included are the CMR and FCI
results performed on QUAMBOs constructed from aug-cc-pVTZ basis set.
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CHAPTER 4. COUPLING CONSTANT INTEGRATION
METHOD FOR TOTAL ENERGY CALCULATION
4.1 Introduction
Nowadays density functional theory based on Kohn-Sham approach (KS-DFT) [7]
has provided an elegant framework for electronic structure and total energy calculations.
KS-DFT provides highly accurate descriptions of the ground state properties of many
materials, but it fails in part or completely for systems with significant electron corre-
lation effects. For instance, KS-DFT often gives very poor estimations of the magnetic
anisotropic energy (MAE), which is related with the coercivity—a crucial parameter for
the applications of ferromagnetic materials.
In the framework of KS-DFT, great efforts have been made for the magnetic anisotropy
calculation based on local spin-density approximation (LSDA) [8], as well as the LDA+U
method [35, 36]. However, the total energy calculation with spin-orbit coupling (SOC)
added requires large amount of computational time with the pursuit of high accuracy.
The calculation of magnetic anisotropy usually demands a denser k-point mesh and strict
convergence criteria because the scale of MAE is much smaller compared to the total
energy. The dynamical mean-field theory (DMFT) [12] has also been extensively used to
study the strongly correlated electron systems, but the implementations of DMFT are
computationally intensive for systems with SOC. Being one of the many-body theory
based methods, the GW method [53] has also been successfully applied to the con-
densed matter physics. However, one-shot GW method, as well as the quasi-particle
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self-consistent GW method [54, 55], is not conserving and difficult to calculate the total
energy in systems with SOC.
The magnetic anisotropy, as one of the most important properties of magnetic ma-
terials, has drawn considerable attentions in fundamental and technical researches over
the years. Materials with the magnetic anisotropy also have attracted industrial inter-
ests as promising materials for manufacturing permanent magnets, information storage
media or magnetic recording heads. Therefore, there is a need for accurate and time-
effective approach to calculate the MAE using electronic structure methods, and also it
is necessary to have a better understanding the microscopic origin of the MAE.
In this work, a scheme based on the coupling constant integration (CCI) is applied
for magnetic anisotropy calculations in the frame work of DFT. The CCI method [56–59]
has provided a lot of insights in the field of DFT, especially in the construction of density
functionals for many-body systems. It is known that when the effect of SOC is consid-
ered, there would be a small change for the total energies. Through the CCI approach,
this change can be computed directly from SOC energies, not from the traditional self-
consistent calculations (SCC), which is especially advantageous when the calculations
for spin-orbit coupling interaction are less demanding than the total energies. In addi-
tion, the MAE, the difference of total energies, can then be expressed by the integration
over the difference for SOC energies in different directions. From this viewpoint, we can
further decompose the SOC energies and orbital moments dependent on spin and atomic
sites, in order to elucidate the origins of MAE.
The following sections begin with an introduction to MAE. Then we presented the
formalism and implementation to the CCI method for total energy calculations as well
as MAE calculations. Later we performed the CCI method on three non-magnetic bulk
materials for total energy calculations, which agrees well with the SCC results. In ad-
dition, we also present results for MAE calculations for ferromagnetic materials, CoPt
and FePt. Furthermore, we discuss the contributions to MAE in terms of spin and
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atomic sites. Though we performed our simulations by DFT within LDA, this inte-
gration method is a general approach for total energy calculations with SOC, and it is
independent of electronic structure methods.
4.2 Magnetic anisotropy energy
Permanent magnets play an important role in today’s industry and technology, rang-
ing from generators and motors to information storage and processing devices. Such
wide applications result from the MAE property, which describes the tendency of the
magnetization along specific axes. The most preferred axis in ferromagnetic materials is
called the easy axis, in contrast to the least preferred axis that is called the hard axis.
Materials with high MAE usually have high coercivity, which describes the stability of
the magnetization in bulk systems as well as thin films. Extensive research focuses on
the search for permanent magnets with higher MAE, and also on the microscopic origins
of MAE.
The sources can be divided into the extrinsic and the intrinsic. The extrinsic modi-
fications of the shape, thickness, and stress can tune the MAE, especially in the case of
thin films. The intrinsic origin of MAE should not result from the exchange interaction
between spins, due to the invariance for a rotation of the magnetization direction. The
true origin should be linked to the crystal symmetry and atomic composition. One pro-
posed explanation is the classical magnetic dipole-dipole interaction between spins, but
calculations show that the contribution is several orders smaller than experimental re-
sults [60]. In most cases, there should be more dominant sources of anisotropy. The SOC,
the interaction between the spin of electron and orbital magnetization, was proposed by
Van Vleck [61] to contribute to the anisotropy energy. This statement is generally valid,
but it is still not clear that what kind microscopic mechanisms are responsible for the
origins and variations of the MAE.
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One way to calculate MAE is using ab initio electronic structure methods with DFT,
in which the spin-orbit term needs be incorporated. The SOC is one of the relativistic
effects. In the full potential relativistic linearized augmented plane-wave (LAPW) [62]
method that is used in our work, the relativistic effects are implemented in different
levels. As we have mentioned in previous chapters, the space in a unit cell is divided into
the muffin-tin and interstitial regions. There is no implementation of relativistic effect
in interstitial regions, in that the SOC is considered as a localized interaction that is
large in the neighborhood around nucleus. In the muffin-tin region, the core states are
fully occupied and calculated with spin-compensated Dirac equations that contain the
SOC. Therefore, the core electrons are fully relativistic, whereas the valence electrons
are treated within a scalar relativistic approximation that is the Dirac equation without
SOC term. If the SOC is included in the Dirac equations, the l, s will no longer be
good quantum numbers (j and κ instead), and the construction and diagonalization of
Hamiltonian are time-consuming. Rather the SOC can be added in second variational
treatment of wavefunctions. The comparison is illustrated in the diagram shown in
Figure 4.1.
4.3 Formulation
4.3.1 Total energy and MAE from CCI
The total Hamiltonian with SOC term is usually written as,
H = H0 + ξL · S, (4.1)
where H0 is the Hamiltonian with scalar relativistic effects, and ξL ·S denotes the SOC
Hamiltonian. We now define a coupling-constant-dependent Hamiltonian by adding a
coupling constant λ for SOC term,
H = H0 + λV, (4.2)
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Figure 4.1: Comparison of direct treatment and second variational treatment for spin-
orbit effects. The left plot shows the direct treatment including SOC in Dirac equations,
which requires setting up and diagonalizing a large matrix. The right plot shows the
second variational treatment, in which the SOC is treated as the perturbation only for
lowest-lying orbitals.
where V = ξL · S. The expectation value of total energy is given by,
E(λ) = 〈Ψ(λ)|H |Ψ(λ)〉 . (4.3)
Especially, E(λ = 0) denoted as Escalar is the total energy with scalar relativistic effects,
and E(λ = 1) denoted as Er is the total energy with SOC added. The expectation value
of spin-orbit interaction becomes,
Eso(λ) = 〈Ψ(λ)|λV |Ψ(λ)〉 . (4.4)
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According to the Hellmann-Feynman theorem, we can express the derivative of total
energy in terms of λ as,
E ′(λ) =
∂E
∂λ
= 〈Ψ(λ)| ∂(H0 + λV )
∂λ
|Ψ(λ)〉
= 〈Ψ(λ)|V |Ψ(λ)〉
=
Eso(λ)
λ
.
(4.5)
Thus we can calculate the total energy from integration over the coupling constant,
E(λ) = Escalar +
∫ λ
0
ESO(λ′)
λ′
dλ′, (4.6)
and also,
Er = Escalar +
∫ 1
0
ESO(λ′)
λ′
dλ′. (4.7)
Put differently, when SOC is added to the scalar-relativistic Hamiltonian, the induced
energy change can be expressed by the integration over SOC energies divided by the
coupling constant. Finally, we can find the MAE, the difference in energies for two
different magnetization directions (e.g., [100] and [001]), to be expressed by,
MAE =
∫ 1
0
ESO100(λ)− ESO001(λ)
λ
dλ (4.8)
4.3.2 Decomposition of SOC energy
In order to obtain an understanding of the microscopic origin of MAE, we can de-
compose the spin-orbit coupling energy to different spin components. We have known
that the ensemble average for an operator A can be written as the trace of the product
of density matrix ρ and A in terms of a basis set {i},
〈A〉 = Tr(ρA)
=
∑
i
∑
i′
〈i|ρ|i′〉〈i′|A|i〉.
(4.9)
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Considering collinear spin systems, the basis {i} can be split into two sets, {α} with
spin-up wavefunctions and {β} with spin-down wavefunctions, giving the expectation of
A as,
〈A〉 =
∑
α
〈α|ρ|α〉〈α|A|α〉
+
∑
αβ
〈β|ρ|α〉〈α|A|β〉
+
∑
αβ
〈α|ρ|β〉〈β|A|α〉
+
∑
β
〈β|ρ|β〉〈β|A|β〉
(4.10)
Based on the decomposition, we can study the contributions of the atomic site and
spin-transition process to the spin-orbit interactions, as well as the MAE.
4.4 Results and discussions
4.4.1 Total energy from CCI
To confirm the validity of the CCI given in Eq. 4.6, we carried out all-electron first-
principle density-functional calculations using the full potential relativistic linearized
augmented plane-wave (LAPW) [62] package (Wien2K) [63]. Three single-element face-
centered cubic (FCC) crystals Al, Pt and Pu, which have increasing spin-orbit inter-
actions, are of our interest. Through our calculations, the values we used as lattice
constants are, 7.653a.u., 7.417a.u. and 8.754a.u.. The self-consistent calculations are
done with a 21 × 21 × 21 k-point mesh using LSDA as the exchange-correlation func-
tional, and the temperature broadening method is used for summation over k-points in
the first Brillouin zone corresponding to the unit cell of FCC structure.
When the SOC is considered, we want to compare the CCI with SCC for the change
in total energies at different coupling strength. For multiple values of λ, we can calculate
the change in total energies from integration over ESO(λ)/λ through the CCI approach.
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The energy change can also be acquired from the SCC. These two methods are compared
in Fig. 4.2, in which the curve calculated from CCI exactly goes through all the data
points from SCC. To simplify the discussion, we exclude the energy with scalar relativistic
effects from total energies for clarity and focus on the change of the total energies when
SOC is considered.
At λ = 1, numerical values for thorough comparisons are given in Table 4.1. The
relative errors are smaller than half percent, indicating that the CCI method is a good
approach to the total energy calculations.
Table 4.1: Comparison of the total energy change, calculated from the CCI and from the
SCC.
Al Pt Pu
ESCC/meV -0.57253 -1211.84 -2591.67
ECCI/meV -0.57244 -1208.57 -2594.06
Error (%) 0.016 0.270 0.092
4.4.2 MAE from CCI
With Eq. 4.8, we can further apply the CCI method to compute MAE of realistic
systems, by means of relativistic band-structure calculations within LSDA. Two typical
examples of ferromagnetic materials with high MAE are FePt and CoPt that both have
the L10 structure. We took experimental values as lattice constants: a = 5.218a.u,
c = 7.058a.u. for FePt and a = 5.070a.u., c = 6.97a.u. for CoPt [64]. The MAE we
calculated amounts to the difference for two magnetization orientations [100] and [001]
([001] axis is set perpendicular to the alternating Fe/Co and Pt planes and the second
nearest in-plane neighbor lies on the [100] axis.). In order to reduce the numerical errors,
we use the same symmetry group for two orientations, and so is the k-point mesh being
set to 40× 40× 29. Even though FePt and CoPt both exhibit large MAE compared to
other materials, the scale is still just around meV, much smaller than total energy. Hence
the tiny energy scale in MAE calculation is a serious challenge for numerical methods.
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Figure 4.2: Comparison of two methods for the total energy change in terms of λ for
FCC crystals Al(top), Pt(middle) and Pu(bottom). Energies from SCC at different λs
are indicated as red solid circles, and the solid curves are calculated from CCI.
However, the results from the CCI method still show impressive agreement with those
from SCC in Fig. 4.3. Our calculations for MAE also present a reasonable agreement
with previous studies [65–67].
In order to further study the efficiency and accuracy of the CCI method, we varied
the number of data points for integration. The results are presented in Table 4.2. Ten
points integration is constructed by data from 0.0 to 1.0 incremented by 0.1. Five data
points integration are from 0.0 to 1.0 incremented by 0.2, and three points integration
chooses data at 0.0, 0.5 and 1.0. The errors are consistently relative small even for less
number of data points.
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Table 4.2: Comparison of the MAE per formula unit for FePt and CoPt calculated from
two methods. The MAE with its relative errors from the CCI method is also listed
according to three different numbers of data points.
FePt CoPt
ESCC/meV 2.505 1.269
ECCI/meV (Error)
3 points 2.426 (3.1%) 1.264 (0.4%)
5 points 2.429 (3.0%) 1.258 (0.9%)
10 points 2.474 (1.2%) 1.257 (0.9%)
Figure 4.3: Comparison of two methods for magnetic anisotropy energy calculations for
FePt and CoPt at different values of λ. Red dots indicate the MAE calculated from
self-consistent calculations, while the solid line is the MAE acquired from integration
over the coupling constant.
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4.4.3 Decomposition of ESO
Table 4.3: Decomposition of spin-orbit coupling energy ESO(meV) and orbital magnetic
moment Ml(mµB) into different atomic sites and spin components. The anisotropies
of ESO and Ml for two different orientations are defined as KSO = E
x
SO − EzSO and
Kl = M
z
l −Mxl .
FePt Pt Fe
↑↑ ↑↓ ↓↑ ↓↓ Total ↑↑ ↑↓ ↓↑ ↓↓ Total
z -393.1 -806.1 -806.1 -404.2 -2409.5 -4.5 -9.1 -9.1 -6.1 -28.8
ESO x -389.8 -804.3 -804.3 -405.5 -2403.9 -4.9 -9.6 -9.6 -6.2 -30.3
KSO 3.3 1.8 1.8 -1.3 5.6 -0.4 -0.5 -0.5 -0.1 -1.5
z -173 222 49 -16 79 63
Ml x -160 220 60 -25 83 58
Kl -13 2 -11 9 -4 5
CoPt Pt Co
↑↑ ↑↓ ↓↑ ↓↓ Total ↑↑ ↑↓ ↓↑ ↓↓ Total
z -393.1 -809.9 -809.9 -407.2 -2420.1 -5.5 -10.7 -10.7 -8.7 -35.6
ESO x -389.1 -809.1 -809.1 -409.7 -2417.0 -6.0 -11.4 -11.4 -7.8 -36.6
KSO 4.0 0.8 0.8 -2.5 3.1 -0.5 -0.7 -0.7 0.9 -1.0
z -172 229 57 -21 109 88
Ml x -160 234 74 -30 85 55
Kl -12 -5 -17 9 24 33
According to Bruno’s relation [68], the MAE is proportional to the anisotropy of
the orbital magnetic moment, but the previous study [69] on FePt and CoPt shows
that the easy axis does not coincide with the direction with the largest orbital magnetic
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moment. Calculated by the LAPW package WIEN2K, results in Table 4.3 show the
decomposition of SOC energies and orbital magnetic moment into different atomic sites
and spin-transition processes for FePt and CoPt. We found that the Pt site makes a
considerable and positive contribution to the MAE, while Fe/Co site makes a smaller
negative contribution. Furthermore, the anisotropy of spin-conservation terms in Pt site,
especially the term for the majority spin channel, makes larger contribution compared to
spin-flip terms, which is more obvious in CoPt. These discussions are in agreement with
previous work [67] through perturbation theory using the Vienna ab initio simulation
package.
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CHAPTER 5. INVESTIGATION OF GROUND STATE
TRANSITION IN CaIrO3 BY DFT+DMFT
5.1 Introduction
The discovery of cuprate superconductors has aroused wide interests in electron cor-
relation effects in transition metal compounds, which has been one of the most important
areas in condensed matter physics. Many of these compounds exhibit metal-insulator
transitions (MIT). In 3d transition metal compounds, the MIT is classified as Mott
transition that is driven by on-site Coulomb repulsion, due to the localized 3d orbitals.
However, the electron correlation effects that are significant in 3d transition metal com-
pounds become weaker in 4d and 5d transition-metal oxides since the orbitals of valance
electrons are more delocalized. On the other hand, the spin-orbit interaction increases for
heavier elements, and the strength can be comparable with correlation effects of 5d elec-
tron systems. Therefore, intriguing physics is expected to observe for 5d transition metal
compounds due to the interplay between the spin-orbit interaction, electron correlation,
inter-site hopping, and crystal-field splitting.
One of the most representative 5d model system is Iridium oxides, including Sr2IrO4
[70–72], Ba2IrO4 [73] and CaIrO3 [74, 75]. In our work, we investigated the electronic
structure of the postperovskit CaIrO3, of which the nature of ground state is in debate
[74, 75]. The MIT in CaIrO3 is accompanied by the emergence of antiferromagnetic
(AFM) order, in contrast to conventional Mott insulators. Even though various mag-
netic transitions are very common in tradition Mott insulators, the transition itself is
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not correlated with any magnetic transition, but the insulating ground state in CaIrO3
appears only when the AFM order emerges. Thus they are supposed to be classified into
Slater insulators instead of Mott insulators.
We need reliable tools to study the electronic structure of these 5d electron systems.
The Kohn-Sham density functional theory (KS-DFT) is unable to describe strongly cor-
related systems, in that the approximations to the unknown exchange-correlation func-
tional from non-interacting systems cannot fully capture the strong interactions. A pow-
erful theory successful in studying these materials is the dynamical mean-field theory
(DMFT) [12–14], in which the model many-body Hamiltonian is mapped on a quantum
impurity model self-consistently. Only a small number of degree of freedoms needs to be
solved in the quantum impurity model, in which the interacting system is immersed in a
bath of non-interacting system. The DMFT requires to start from a model Hamiltonian,
which can be constructed from the traditional DFT calculations for realistic materials.
Therefore, we employed the DMFT problem on top of DFT computation, and demon-
strated that the gap formation in CaIrO3 is resulting from Slater mechanism.
5.2 A combination of the DFT and DMFT
Correlation effects can be understood as the effects beyond factorization approxima-
tions, that is, the expectation value of the product of two correlated operators is not
equal to the product of the two corresponding expectation values. Mathematically, it
can be expressed by:
〈OˆiOˆj〉 6= 〈Oˆi〉〈Oˆj〉. (5.1)
A mean-field theory aims to approximate the whole problem by an effective single-site
(single spin) problem. A simple illustration is the Weiss mean field theory in Ising model
with ferromagnetic coupling, which is given by,
H = −
∑
ij
JijSiSj − h
∑
i
Si. (5.2)
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For the effective Hamiltonian at a given site i, all the degree of freedoms from other sites
can be approximated by an effective field heff:
Hi,eff = −heffSi (5.3)
where
heff = h+
∑
j
Jij〈Si〉. (5.4)
Given the coordination number z, J = Jij, and 〈S〉 ≡ 〈Si〉, this yields the mean-field
equation:
〈S〉 = tanh
(
βh+ zβJ〈S〉
)
(5.5)
where β ≡ 1/(kBT ). This equation is the true solution of the Ising model when z goes
large, and the coupling J need be rescaled as J∗/z.
The mean-field idea can be extended to Hubbard model as well:
H = −tij
∑
〈i,j〉,σ
c†iσcjσ + U
∑
i
ni↑ni↓ (5.6)
where tij is the electron hopping energy from site i to site j, and U is the on-site
Coulomb repulsion energy. The mean-field idea can be implemented through a single-site
(”impurity”) action:
Seff =−
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
c†oσ(τ)G
−1
0 (τ − τ ′)coσ(τ ′)
+ U
∫ β
0
dτ no↑(τ)no↓(τ)
(5.7)
where the operators with symbol o indicate that they are at site o. G −10 (τ − τ ′) is the
inverse effective local propagator or bath Green function, which plays the role like the
effective field in Weiss mean-field theory. The physical meaning is an effective amplitude
for an electron to be created on the site o at time τ and destroyed at time τ ′. The
effective action can yield local Green function [12], written as G(iω) =
∫ β
0
dτG(τ)eiωnτ
where wn ≡ (2n+ 1)pi/β and
G(τ − τ ′) ≡ −〈Tc(τ)c†(τ ′)〉Seff . (5.8)
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On the other hand, Dyson equations can also produce the lattice Green function in terms
of self-energy:
G(iω) ≡ Gii(iω)
=
1
VB
∑
k
1
ω + Ef − k − Σ(ω)
=
∫ ∞
−∞
N0()
ω + Ef − k − Σ(ω) .
(5.9)
It can be shown that the lattice Green function is equal to the local Green function [12].
The effective on-site problem will in turn yield the self-energy, given by
Σ(iωn) = G
−1
0 (iωn)−G−1(iωn). (5.10)
The Eq. 5.7, Eq. 5.8, Eq. 5.9 and Eq. 5.10 form a self-consistency cycle in DMFT
implementations demonstrated in Figure 5.1 [76].
Figure 5.1: The self-consistency cycle in DMFT calculations.
Though the DMFT methods can successfully describe the strongly electron correla-
tion, they are still model Hamiltonian-based, in which the input parameters are unknown.
The application of DMFT methods for realistic materials requires the model to be system
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specific, that is, the input parameters are determined by the lattice structure and orbital
degeneracy that is unique for each compound. One approach is to incorporate the mate-
rial specific ab initio electronic structure calculations. The DFT methods already have
a great success for studying weakly correlated materials but not for strongly correlated
phenomena, and the code packages are reliable, robust, fast and actively maintained.
Hence, the two complementary methods, DFT and DMFT, can be merged together,
shown in Figure 5.2 [12, 14].
Figure 5.2: The self-consistency cycle in DFT+DMFT calculations.
The whole DFT+DMFT program contains two cycles: the DFT cycle and the DMFT
cycle. In DFT cycle, the electronic potential is constructed by initial guess of charge
density, and eigenvalue problem is solved for Kohn-Sham orbitals. Next, the spin-orbit
coupling is then added as a perturbation and charge densities are mixing for input. After
certain number of loops, the DFT part provides the Hamiltonian to the DMFT part,
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meanwhile an initial guess of self-energy is also required for the model Hamiltonian. The
DMFT cycle uses impurity solver to update the self-energy and charge density iteratively.
After certain number of iterations, the DMFT then outputs the band energies to help
the DFT part improve the electronic density.
5.3 Computational details of the DFT+DMFT calculation
In 5d electron systems, the on-site Coulomb repulsion is much weaker than in 3d and
4d, due to the delocalized valence orbitals. However, the Ir compound, CaIrO3, has an
AFM insulating ground state. Such unusual behavior can be elucidated in a scenario
of Slater mechanism. The Ir t2g orbital is at first split into completely filled jeff = 3/2
bands, and a half-filled jeff = 1/2 band around the Fermi level due to the spin-orbit
coupling (SOC). The latter band is further split into a lower occupied band and an
unoccupied one. Here, for clarity, we should use “doublet” and “singlet” notations for
these bands, in that the theory of Mott-Hubbard transition also adopts the effective j
notation. However, it is more straightforward to present the degeneracy of orbitals using
effective j.
Figure 5.3 shows the postperovskit structure of CaIrO3 [20], in which the IrO6 octa-
hedra share edges along the a axis and share corners along the c axis.
Our DMFT calculations were performed in a fully charge self-consistent way com-
bined with DFT using the projection-embedding implementation [14, 77]. The DFT
calculations within the generalized gradient approximation (GGA) [78] were carried out
on the full-potential linearized augmented plane-wave (FLAPW) method as implemented
in the WIEN2K package [63]. In the DMFT part, we solve the quantum impurity model
using the continuous-time quantum Monte Carlo method [79, 80]. The functional [14, 81]
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Figure 5.3: The left panel is the postperovskit structure of CaIrO3 projected on the
bc plane, and the right one is the projection on the ab plane. Ca, Ir, and O atoms are
represented by circles with large, medium, and small sizes, respectively. The conventional
unit cell is indicated by dash lines.
that we want to extremize has the form of,
Γ[ρ, VKS, Gloc,Σ, Vdc, nd] =− Tr ln
{
(iω + µ+∇2 − VKS)δ(r− r′)
−
∑
τLL′
P (rr′, τLL′)(Σ− Vdc)L′L
}
−
∫
(VKS − Vext)ρ d3r − Tr(ΣGloc) + Tr(Vdcnd) + ΨH [ρ]
+ Ψxc[ρ] + ΨDMFT[Gloc]−Ψdc[nd].
(5.11)
The stationarity requires the following derivatives to be zero:
δΓ
δVkS
= 0⇒
Trω
(
G(rr′δ(r− r′))
)
− ρ(r) = 0
δΓ
δρ
= 0⇒
− (VKS − Vext) + δ[ΨH + Ψxc]
δρ
= 0
δΓ
δGloc
= 0⇒
− Σ + δΨ
DMFT[Gloc]
δGloc
= 0,
(5.12)
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δΓ
δΣ
= 0⇒
Trr
(
P (rr′, τLL′)G
)
−Gloc = 0,
δΓ
δVdc
= 0⇒
− Trωr
(
P (rr′, τLL′)G
)
+ nd = 0,
δΓ
δnd
= 0⇒
− Vdc − δΨdc
δnd
= 0
(5.13)
where Trω = T
∑
iωn
and Trr =
∫
d3rd3r′. Here ρ is the electronic charge density, VKS
is the Kohn-Sham potential, Gloc is the local Green’s function, Σ is the self-energy, Vdc
is the potential of double-counting, nd is the occupancy of the correlated orbital, ΨH [ρ]
is the Hartree functional of charge density, Ψxc[ρ] is the exchange-correlation energy
functional, ΨDMFT [Gloc] is the sum of all skeleton diagrams constructed from Gloc and
Coulomb repulsion U , Vext is the external potential, P (rr
′, τLL′) is the projector to the
local correlated orbital at atom τ with angular momentum L,L′.
The local correlated orbitals are projected from a 20eV energy window around the
Fermi level. The double-counting functional is expressed as Φdc(nd) = ndEdc, where
Edc = U(n
0
d− 1/2)− J/2(n0d− 1) and the nominal occupancy n0d of Ir4+ ion in CaIrO3 is
5. Due to the large energy window, the local Coulomb interaction parameters are system-
independent and estimated [82] as U ≈ 4.5 eV and J ≈ 0.8 eV [81]. We set up different
local coordinates on each Ir atom in order to simulate the non-collinear antiferromagnetic
structure. With the crystal-field and spin-orbit coupling (SOC) interactions considered,
the effective Jeff = 1/2 states are constructed [81] as,
|ψ+ 1
2
〉 = −
√
3− 2γ(ω)2
3
|dxy,−σ〉+ γ(ω)√
3
(|dyz,+σ〉 − i|dxz,+σ〉)
|ψ− 1
2
〉 = +
√
3− 2γ(ω)2
3
|dxy,+σ〉+ γ(ω)√
3
(|dyz,−σ〉+ i|dxz,−σ〉)
(5.14)
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where σ describes the spin. The value of γ at low-frequency limit is adopted in our
transformation in which γ(ω = 0) ≈ 1.2, since it is more related to spin dynamics. The
expectation value of orbital and spin moments under the subspace of |ψ±1/2〉 can thus
be evaluated by,
〈Lˆ〉 =
〈ψ+ 12 |Lˆ|ψ+ 12 〉 〈ψ+ 12 |Lˆ|ψ− 12 〉
〈ψ− 1
2
|Lˆ|ψ+ 1
2
〉 〈ψ− 1
2
|Lˆ|ψ− 1
2
〉
 (5.15)
where Lˆ can be the orbital or spin moment operator. The magnitudes of magnetic
moments along the magnetization axis can be calculated as
〈µzL〉 = 2γ2∆n/3, (5.16)
〈µzS〉 = (4γ2 − 3)∆n/3 (5.17)
where ∆n is the difference of the occupation numbers of |ψ±1/2〉.
Our calculations show that the jeff = 1/2 band has dominant dyz and dxz characters
[20], which stabilizes the superexchange interaction between the spins on Ir4+ ions and
helps formation of the AFM order. It is thus demonstrated that the interplay of SOC
and magnetic correlation both play important roles in the gap formation of CaIrO3.
5.4 Results and discussions
We performed DFT+DMFT calculations for CaIrO3 with AFM order at a series
of temperatures: 464K, 232K, 203K, and 116K. The one-particle spectra are shown
in Figure 5.5, Figure 5.6, Figure 5.7, and Figure 5.8. The spectral function for the
insulating ground state at 116K is also presented in Figure 5.9, which can be directly
compared to experiments if they are available. By observing the density of states, we
can see that the gap formation happens around 230K. Above this temperature, it is
paramagnetic metallic phase since the symmetry of spin-up and spin-down density of
states of 5d projection. Below 230K, the jeff = 1/2 begins to split into two bands,
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and the symmetry between spin-up and spin-down is broken. In addition, the energy
range around Fermi energy is dominated by Ir-5d orbitals, in which lies the interplay
of cystal-field potential, magnetic correlation and electron correlation. The result states
that the transition happens around 230K from paramagnetic metallic phase into AFM
insulating phase, which can be further corroborated by the behavior of magnetic moments
obtained through Eq. 5.16 and Eq. 5.17. The magnetic moments are shown in Figure
5.4. It can be seen that the magnetic moment increases sharply at the MIT temperature,
indicating that the MIT is accompanied with the magnetic transition. The conclusion
from DFT+DMFT calculations is also supported by resonant inelastic x-ray scattering
(RIXS) [83], and DFT+SOC calculations [20].
Figure 5.4: Magnetic momentum of Ir atom in CaIrO3 as a function of temperature.
Included are total, orbital, and spin magnetic moments.
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Figure 5.5: Density of states of CaIrO3 at 464K obtained from DFT+DMFT calculations.
The upper plot shows the total and partial-d density of states. The lower plot shows the
spin-up and spin-down projected density of states for jeff = 1/2 and jeff = 3/2.
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Figure 5.6: Density of states at 232K obtained from DFT+DMFT calculations. The
upper plot shows the total and partial-d density of states. The lower plot shows the
spin-up and spin-down projected density of states for jeff = 1/2 and jeff = 3/2.
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Figure 5.7: Density of states at 203K obtained from DFT+DMFT calculations. The
upper plot shows the total and partial-d density of states. The lower plot shows the
spin-up and spin-down projected density of states for jeff = 1/2 and jeff = 3/2.
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Figure 5.8: Density of states at 116K obtained from DFT+DMFT calculations. The
upper plot shows the total and partial-d density of states. The lower plot shows the
spin-up and spin-down projected density of states for jeff = 1/2 and jeff = 3/2.
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Figure 5.9: Band structure at 116K, obtained by DFT+DMFT calculations.
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CHAPTER 6. CONCLUSION
In this thesis, we made two modifications into the existing CMR formalism in order
to mitigate the errors introduced by the CMR approximations. We proposed a fixed form
for the one-electron renormalization factor and included a sum-rule term into the CMR
energy functional, which successfully shift major inter-site two-electron contribution to
the local on-site interactions. The new CMR method has also proved to be reasonably
close to exact results for a series of molecules including Hn clusters, homonuclear and
heteronuclear molecules. This study will benefit our future development of the CMR
method in bulk materials.
We also demonstrated the feasibility of calculating the MAE from the CCI method
in electronic systems. For practical applications, we performed calculations on the total
energies for Al, Pt and Pu crystals and the MAE for CoPt and FePt. The results also
show satisfactory agreement with what are calculated from self-consistent calculations.
By resolving the SOC energies and orbital magnetic moments into different atomic sites
and spin-transition processes, we also found that the MAE is attributed predominantly
to the majority spin conservation term at Pt site, giving us a better understanding of
the microscopic origin of MAE.
We also employed the DFT+DMFT method to clarify the effects of tetragonal crystal
field, AFM order and SOC on d orbitals of CaIrO3. By investigating the density of
states and magnetic moments at different temperature, we found that the insulating-gap
formation is concomitant with the magnetic transition, indicating that the long range
AFM order should also contribute to the open gap as well as the SOC. These calculations
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indicate that CaIrO3 should be classified into Slater insulator rather than Mott insulator.
These findings change the understanding of MITs in Iridium oxides, in which compounds
like Sr2IrO4 and Na2IrO3 that are previously proposed to be Mott-Hubbard insulators
probably need further studies.
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