Abstract-Singing pitch estimation and singing voice separation are challenging due to the presence of music accompaniments that are often nonstationary and harmonic. Inspired by computational auditory scene analysis (CASA), this paper investigates a tandem algorithm that estimates the singing pitch and separates the singing voice jointly and iteratively. Rough pitches are first estimated and then used to separate the target singer by considering harmonicity and temporal continuity. The separated singing voice and estimated pitches are used to improve each other iteratively. To enhance the performance of the tandem algorithm for dealing with musical recordings, we propose a trend estimation algorithm to detect the pitch ranges of a singing voice in each time frame. The detected trend substantially reduces the difficulty of singing pitch detection by removing a large number of wrong pitch candidates either produced by musical instruments or the overtones of the singing voice. Systematic evaluation shows that the tandem algorithm outperforms previous systems for pitch extraction and singing voice separation.
alignment which aligns speech and subtitle to automatic lyric alignment [28] which can be used in a karaoke system. These applications also encounter similar problems. They perform substantially worse in the presence of background noise or music accompaniment. Compared to speech separation, separation of singing voice could be simpler with less pitch variation. On the other hand, there are several major differences. For speech separation, or the cocktail party problem, the goal is to separate the target speech from various types of background noise which can be broadband or narrowband, periodic or aperiodic. In addition, the background noise is independent of speech in most cases so that their spectral contents are uncorrelated. For singing voice separation, the goal is to separate singing voice from music accompaniments which in most cases are broadband, periodic, and strongly correlated to the singing voice. Furthermore, the upper pitch boundary of singing can be as high as 1400 Hz for soprano singers [29] while the pitch range of normal speech is between 80 and 500 Hz. These differences make the separation of singing voice and music accompaniment potentially more challenging.
For monaural singing voice separation, existing methods can be generally classified into three categories depending on their underlying methodologies: spectrogram factorization (e.g., [19] , [22] ), model-based methods (e.g., [16] , [19] ), and pitch-based methods (e.g., [13] , [23] ). Spectrogram factorization methods utilize the redundancy of the singing voice and music accompaniment by decomposing the input signal into a pool of repetitive components. Each component is then assigned to a sound source. Model-based methods learn a set of spectra from music accompaniment only segments. Spectra of the vocal signal are then learned from the sound mixture by fixing accompaniment spectra. Pitch-based methods use extracted vocal pitch contours as the cue to separate the harmonic structure of the singing voice.
These methods have their limitations. Spectrogram factorization methods encounter difficulties in assigning repetitive components or bases to the corresponding sound sources. The performance drops significantly when the number of musical instruments increases. Furthermore, it is difficult to separate singing voice from a short mixture since vocal signals typically have more diverse spectra than that of each instrument [23] . Model-based methods require a considerable amount of music accompaniment only segments so that they can model the characteristics of the background music.
Compared to spectrogram factorization and model-based methods, pitch-based methods potentially have fewer limitations. The only required cue is the pitch contours of the singing voice which can be extracted from a very short mixture and 1558-7916/$31.00 © 2012 IEEE does not need the accompaniment only parts. In [8] , a predominant-F0 estimation method is proposed to estimate fundamental frequency (F0) using maximum a posteriori probability estimation and pitch trajectories based on pitch continuity. Li and Wang [13] proposed a computational auditory scene analysis (CASA) system which is effective for singing voice separation. In their system, pitch is detected based on a hidden Markov model (HMM). In [6] , a source/filter model based approach is used to model singing voice. This model together with a music accompaniment model is used to perform a maximum likelihood estimation of the mixture. Pitch contours are estimated via a Viterbi-type algorithm based on source model parameters and pitch continuity. Tachibana et al. performed pitch estimation based on singing voice enhanced by a harmonic/percussive sound separation. They use matched filtering to model pitch likelihoods and a Gaussian mixture model (GMM) to model pitch transitions [21] . In a model-based method [7] , sinusoidal models are used to model harmonic partials given detected pitch. The models are used to create smooth amplitude and phase trajectories over time and sinusoids are generated and summed to produce an estimate of the vocal signal. However, as pointed out in [23] , a drawback of this method is that it will overestimate partials in the case of music interference.
In aforementioned methods, either separation of singing voice is based on detected pitch or pitch detection benefits from enhanced singing voices. As pointed out in [4] , this interdependency between pitch estimation and pitch-based separation creates a "chicken and egg" problem for pitch estimation and voice separation. In order to escape from this dilemma in the context of speech separation, Hu and Wang [11] recently proposed a tandem algorithm which performs pitch estimation and voice separation jointly and iteratively. It is observed that the target pitch can be estimated from a few harmonics of the target signal. On the other hand, one can separate some target signals without perfect pitch estimation. Thus, their strategy is to have a rough estimate of the target pitch first and then separate the target speech by considering harmonicity and temporal continuity. The separated speech and the estimated target pitch are then used to improve upon each other iteratively. In [11] , they show a consistent performance improvement for all types of intrusion except rock music, presumably because of the strong harmonicity of the music accompaniment. This indicates that separating speech from music is challenging to their tandem algorithm.
In this study, we investigate and extend the tandem algorithm to separate the voiced portions of singing voice from music accompaniment. To improve the performance of pitch-based voice separation, the most important issue is to improve pitch estimation. Most of pitch detection methods operate in a plausible pitch range chosen heuristically. The pitch range is usually large to cover most of the possible pitches of singing voice such as from 80 Hz to 500 Hz. However, as mentioned earlier the pitch of singing can be as high as 1400 Hz. On the other hand, it is unlikely that pitch changes in such a wide range in a short period of time.
To address the above problems, we propose a trend estimation algorithm to bound the singing pitch contours in a series of time-frequency (T-F) blocks that have much narrower pitch The rest of this paper is organized as follows. In Section II, we give an overview of the extended tandem algorithm. In Section III, we describe the proposed trend estimation in detail. Two key steps of the tandem algorithm, mask estimation and pitch determination, are then presented in Section IV. The iterative procedure of the tandem algorithm is explained in Section V. Section VI describes singing voice detection. The systematic evaluation on pitch estimation and singing voice separation is given in Section VII. Finally, we conclude this work in Section VIII.
II. SYSTEM OVERVIEW The proposed system is illustrated in Fig. 1 . A trend estimation algorithm first estimates the pitch ranges of the singing voice. The estimated trend is then incorporated in the tandem algorithm to acquire the initial estimate of the singing pitch. Singing voice is then separated according to the initially estimated pitch. The above two stages, i.e., pitch determination and voice separation then iterate until convergence. A postprocessing stage is introduced to deal with the "sequential grouping" problem, i.e., deciding which pitch contours belong to the target [2] , [27] , an issue unaddressed in the original tandem algorithm [11] . Finally, singing voice detection is performed to discard the nonvocal parts of the separated singing voice. As will be clear later, these improvements contribute to significantly better performance compared to the version for speech separation.
Our tandem algorithm detects multiple pitch contours and separates the singer by estimating the ideal binary mask (IBM), which is a binary matrix constructed using premixed source signals. In the IBM, 1 indicates that the singing voice is stronger than interference in the corresponding time-frequency unit and 0 otherwise. The IBM has been shown to be a reasonable goal of CASA [25] and used as a measure of ceiling performance for speech separation in many studies.
III. TREND ESTIMATION
This section describes the proposed trend estimation algorithm. The purpose of trend estimation is to bound the singing pitch in a plausible range. As a result of placing a tight bound on the pitch range, we hope to reduce spurious pitches caused by music accompaniments or higher harmonics. First, the singing voice is enhanced by considering temporal and spectral smoothness. As the fundamental frequency of a singing voice tends to be smooth across time, we bound the vocal F0s in a series of time-frequency blocks. These T-F blocks give rough pitch ranges along time which are much narrower than the possible pitch range.
A. Vocal Component Enhancement
It can be observed in a spectrogram that frequencies of the sounds generated by harmonic musical instruments (e.g., violin) are very smooth along the temporal direction while those from percussive instruments (e.g., drum) are smooth along the spectral direction. Ono et al. [15] handled harmonic/percussive source separation (HPSS) by using this characteristic to separate the mixture into harmonic components and percussive components. Specifically, HPSS is devised as an optimization problem that minimizes the following objective function: (1) under the constraint that , where and are the complex spectrogram components of harmonic sound and percussive sound to be estimated, is the spectrogram of the input mixture, where and index the time frame and frequency bin, respectively. is an exponential constant (around 0.6) to imitate the auditory system.
Tachibana et al. [21] extended the original method to a multistage HPSS version to enhance the singing voice by tuning the smoothness along the time and frequency axes. The idea comes from the observation that the partials of singing voice are not as smooth as those of harmonic instruments along the temporal direction but much smoother than those of percussive instruments. They first apply a larger size window (e.g., 256 ms) to compute short time Fourier transform (STFT) so that the spectrum has a high spectral resolution and low temporal resolution. This biased resolution makes the partials of harmonic instruments smooth in the temporal direction since window lengths are long and bandwidths are narrow. Thus, more energy of harmonic instruments is assigned to the harmonic component. In other words, most of the energy of singing voice and percussive sounds are assigned to the percussive component. Afterward, HPSS is applied to the percussive component again but with a shorter window (e.g., 30 ms) to separate the singing voice from percussive sounds.
In this study, we only apply the first stage of the multistage HPSS which attenuates the energy of harmonic instruments. The reason is that the sounds of percussive instruments are aperiodic and do not create much difficulty in estimating target pitch. Fig. 2 (a) and (b) shows the spectrograms of an input mixture before and after applying HPSS, respectively, and the solid lines represent the pitch contours of the singing voice. As we can see, the energy of the sounds produced by harmonic instruments is attenuated significantly.
B. Pitch Range Estimation
The goal of this stage is to find a sequence of relatively tight pitch ranges where the F0s of the singing voice are present. The main idea to achieve this goal is to remove unreliable peaks not originating from periodic sounds and then higher harmonics of the singing voice. The remaining peaks approximate fundamentals and we estimate the F0 range by bounding the peaks in a sequence of T-F blocks.
First, we apply the multi-resolution fast Fourier transform (MR-FFT) proposed by Dressler [5] . The MR-FFT method analyzes sounds in different time-frequency resolutions by using different window lengths. Based on the local sinusoidality criteria, it deletes unreliable peaks which do not originate from periodic sounds by considering local characteristics of phase spectrum, or more precisely, the instantaneous frequencies of neighboring frequency bins; a detailed discussion on phase and the instantaneous frequency can be found in [1] .
Because some peaks in the same time frame may correspond to the same sinusoidal component, we first check the instantaneous frequencies of the peaks in each time frame. If their instantaneous frequencies are close enough (less than 0.2 semitone), the one with the largest magnitude is selected. Harmonics are then deleted based on the observation that a vocal F0 can only be the lowest frequency within a frame. Fig. 2(c) shows the result of MR-FFT and the result of deleting harmonics is shown in Fig. 2(d) .
The remaining peaks are used to estimate the pitch range of singing voice. We first downsample the magnitudes of the peaks by summing the largest peak values in the frames within a T-F block, which is a rectangular area whose vertical side represents a frequency range and horizontal side a time duration. The entire plane is divided into a fixed set of T-F blocks with 50% overlap in time and in frequency. Then, given a multi-resolution spectrogram produced by MR-FFT, the downsampled magnitude of the T-F block structure is defined as and (2) where and indicate the time and frequency indices of a T-F block, respectively. and indicate the ranges of T-F blocks in time and frequency, respectively. and are the numbers of time frames and frequency bins of a T-F block, respectively, and and are the shifts in frame and frequency bins of a T-F block, respectively.
Note that, although is fixed for all T-F blocks, the bandwidths are different for T-F blocks with different frequency indices. This is because frequency bins in MR-FFT are spaced by 0.25 semitone. In other words, a T-F block with a smaller frequency index has a narrower bandwidth, consistent with human audition.
Finally, we find an optimal path consisting of a sequence of T-F blocks that contain the largest magnitudes by using dynamic programming (DP). The problem is defined as finding an optimal path that maximizes the following score: (3) where the first term is the sum of strengths of the T-F blocks along the path, and the second term controls the smoothness of the path with the use of a penalty coefficient . The larger is , the smoother is a computed path. In this study, is set to half of the average strength of the largest for each time index of T-F blocks: (4) and the Viterbi algorithm [18] is used to find the optimal path. Fig. 2(e) shows an example of a magnitude-downsampled diagram. A color represents the energy strength of a T-F block. The solid line indicates the optimal path found by DP.
While the optimal path is a sequence of T-F blocks, the neighbors of these blocks also provide useful information which reveals the energy distribution of vocal partials since they are half overlapped. Specifically, given a T-F block in the optimal path with frequency boundaries and , we extend the lower and upper boundaries as follows:
where is the amount of extension and is set to 4 semitones in this study. The upper boundary of the selected T-F block is extended if its upper neighbor has much larger energy than its lower neighbor . In this case, most of the energy of a vocal partial is likely concentrated at higher frequencies and we therefore extend the upper boundary to cover possible dynamics of vocal partials. The same procedure is also applied to extend a lower boundary. The estimated trend is then formed by these extended pitch ranges. This makes trend estimation capable of locating dominant partials in the first step and then extending its boundary to tolerate the possible pitch changes of the singing voice. Fig. 2(b) shows the extended boundaries of the estimated trend (dashed lines). As can be seen, the estimated trend bounds the singing F0s successfully.
IV. MASK ESTIMATION AND PITCH DETERMINATION
Two key steps of our tandem algorithm are: 1) IBM estimation given target pitch and 2) pitch determination given a binary mask. Since results of one stage are inputs to the other one, the two stages are used to improve each other iteratively. This section describes these two stages in detail.
A. Front-End Processing
We first perform time-frequency decomposition by using similar settings to those in [11] . The input song mixture is decomposed into 128 channels using the gammatone filterbank [17] whose center frequencies are quasi-logarithmically spaced from 50 Hz to 8 kHz. The signals in different frequency channels are then split into 40-ms frames with 20-ms overlap. Let denote a T-F unit at channel and frame , and the filtered signal at channel and time . The corresponding normalized correlogram at is computed by the following autocorrelation function (ACF): (6) where is the time delay.
is the frame shift and is the sampling time. The above summation is over 40 ms, the length of a time frame. The peaks of the ACF indicate the periodicity of the filter response, and the corresponding delays indicate the periods.
Two adjacent channels triggered by the same harmonic have highly correlated responses [3] , [26] , and we compute the crosschannel correlation between and by (7) where denotes the average of over .
In high frequencies, a filter responds to multiple harmonics and the filtered signal is amplitude-modulated [10] . We thus calculate the ACF using the envelopes of filtered signals. The corresponding cross-channel correlation is calculated similarly to (7) . Here, we extract envelopes by halfwave rectification and bandpass filtering [11] .
B. IBM Estimation Given Target Pitch
To estimate the IBM given the pitch of the target (singing voice), we first obtain a statistical model for generating the likelihoods of target-dominant and interference-dominant T-F units by a supervised learning scheme. Following [11] , 6 features are extracted from each T-F unit, resulting in the following feature vector, shown in (8) at the bottom of the page, where the first 3 correspond to the filter response and the last 3 the envelope response. The function int returns the nearest integer. Previous work [10] , [13] shows that is a good indicator of similarity between estimated pitch and the response period of . is the average instantaneous frequency of the filter response within . If the filter response has a period close to , is close to an integer that indicates the harmonic number of the pitched sound. The second feature shows the difference of and its nearest integer, which measures how likely corresponds to a harmonic of the estimated pitch. The last 3 features are obtained similarly to the first 3 by replacing filter responses with response envelopes.
Let be the hypothesis that a T-F unit is target dominant and otherwise. is labeled as target if
Since and add to 1, we can perform the classification by (10) For classification, we obtain by training a multilayer perceptron (MLP) [20] to estimate the posterior probability with one hidden layer and 5 units for each filter channel, the same configuration as in [11] . During MLP training, ground truth pitch is used.
If more than one pitch candidate are detected at a frame, an additional probability comparison at the target pitch period and the interference pitch period is made within . Furthermore, the neighborhood of is considered for unit labeling. See [11] for details.
C. Pitch Estimation Given Binary Mask
A common way to estimate target pitch is to sum autocorrelations across all the channels and then identify the most dominant peak in the summary correlogram [4] . This can be improved by calculating the summary correlogram only from target-dominant T-F units according to the given binary mask where a value of 1 indicates that is dominated by the target and 0 otherwise. Also, as shown in [11] , replacing ACF with improves pitch estimation so we estimate the pitch period by (11) We have found that only 0.07% (about 0.5% for speech in [11] ) of consecutive frames in singing voice have more than 20% relative pitch changes in our training set. Hence, temporal continuity is used to check the reliability of the estimated pitch. If pitch changes of three consecutive frames are less than 20%, the estimated pitch periods of these three frames are considered reliable. Otherwise, an unreliable pitch is reestimated by limiting the plausible pitch range to 20% of a neighboring reliable pitch.
V. TANDEM ALGORITHM
Our tandem algorithm has the same general steps in [11] but is different in the following ways: 1) the results of the trend estimation are provided to the tandem algorithm; 2) all statistical models used for estimating the IBM are re-trained by using music data instead of speech data; 3) input mixtures are pre-processed by HPSS; 4) since the tandem algorithm usually gives more than one pitch candidate for each frame, we add a sequential grouping step which selects one pitch value as the target as postprocessing. In the following subsections, we describe the tandem algorithm by highlighting the above aspects.
A. Initial Estimation
The iterative procedure starts with pitch estimation. Instead of using the original mixture as in [11] , we use the output from HPSS as the input signal.
(8)
We first treat all T-F units with high cross-channel correlations as dominated by a single source. The estimated pitch period is then selected as the one supported by most active (value 1) T-F units. A T-F unit is considered supporting a pitch period if the corresponding is higher than 0.75; this threshold is relaxed, if needed, to ensure that there is at least one active unit in each frame. The T-F units that do not meet the threshold are then used to estimate the second pitch period if such units exist. Note that the possible pitch periods are now confined to the pitch range of the estimated trend. With the estimated pitch period , the corresponding mask is reestimated as the target if . After the above estimation, individual pitch periods are combined into pitch contours based on temporal continuity of both pitch periods and corresponding masks. As a result of this step, we obtain multiple pitch contours and their associated T-F masks.
B. Iterative Estimation
The key idea of this step is to expand the pitch contours according to temporal continuity. Let be a pitch contour containing a sequence of pitch points in a continuous set of frames and be the associated mask at frame . We first expand the mask by letting and , where and are the first and last frame of the pitch contour, respectively. A new is then estimated from this new mask [11] . If the newly estimated pitch points pass the continuity criterion [11] , it is considered a reliable pitch. Otherwise, it is discarded.
Since the pitch periods in are reestimated, we update the mask for each pitch contour as described in Section IV-B. The above two steps thus iterate until the estimation of pitch and mask converges, i.e., the estimated pitch contours and the corresponding masks do not change. This typically happens within 20 iterations.
We note here that the estimated pitches are not limited within the estimated trend during the iterative estimation. Thus, it is possible to detect the pitch points outside the trend if they have high temporal continuity. However, most estimated pitch contours are still within the trend because of the temporal continuity criterion. Fig. 3 shows the pitch estimation result of the tandem algorithm where the input mixture is the same as that in Fig. 2 . Fig. 3(a) shows the result without HPSS and trend estimation. Fig. 3(b) shows the result when HPSS is applied and Fig. 3(c) shows the result with both HPSS and trend estimation. Each color represents a pitch contour. Note that some pitch points are outside the trend around 3.8 seconds and are correctly detected because they have high temporal continuity with the previous pitch points. The raw-pitch accuracy of Fig. 3(a)-3(c) is 58%, 75%, and 90%, respectively. In this example, HPSS and trend estimation improve the singing pitch extraction significantly.
C. Postprocessing
Since the pitch estimation algorithm outputs up to two pitch values for each frame, some pitch contours may overlap in time. This creates a sequential grouping problem that each pitch contour has to be assigned either to target voice or background noise. Sequential grouping is a difficult problem and the existing methods are not yet mature [27] . Fortunately, the proposed trend estimation algorithm is able to remove most of the time-overlapped pitch contours because it is unlikely that more than one pitch candidate are dominant in a narrow pitch range [see Fig. 3(c) ]. This makes the sequential grouping problem much easier to address.
We group pitch contours as follows. First, we assign pitch points to the target pitch track for the frames that only have one pitch candidate. For the frames that contain more than one pitch candidate, we pick the one supported by most channels as the target pitch. Here, a channel is considered as supporting pitch candidate if (10) is met. After that, we fill the gaps where no reliable pitch is estimated by using the most dominant pitch period in the initial estimation and thus generate a continuous pitch track. The corresponding mask to the target pitch track forms the estimated IBM.
VI. SINGING VOICE DETECTION
This stage employs a continuous HMM to decode an input mixture into vocal and nonvocal sections. We use the signals after applying HPSS which attenuates the energy from music accompaniment instead of the original mixture. Given the feature vectors of an input mixture, the problem is to find the most likely sequence of vocal/nonvocal states, :
where is the output probability density function (pdf) of binary state (vocal or nonvocal), and is the transition probability from state to . The state output pdfs and features will be specified below in the evaluation section. As shown in [12] , HMM generally outperforms static-classifier-based methods, such as GMM or perceptrons, for speech detection.
VII. EVALUATION
In this section, we evaluate our proposed algorithm in four parts. The first part evaluates the performance of singing voice detection. The performance of trend estimation is evaluated in the second part. The third and the fourth parts evaluate pitch estimation and singing voice separation, respectively.
We use MIR-1K, a publicly available dataset introduced in our previous work [9] , to evaluate our proposed system. Although there are several publicly available datasets that are commonly used in speech separation, as far as we know, MIR-1K is the only one designed for singing voice separation. It contains 1000 song clips recorded at 16-kHz sampling rate with 16-bit resolution. The duration of each clip ranges from 4 to 13 seconds, and the total length of the dataset is 133 minutes. These clips were extracted from 110 karaoke songs which contain a mixed track and a music accompaniment track. These songs were selected from 5000 Chinese pop songs and sung by 8 females and 11 males. Most of the singers are amateurs with no professional training. The music accompaniment and the singing voice were recorded at the left and right channels, respectively. The ground truth of the target pitch is estimated by using clean singing voice with manual adjustment. All songs are mixed at 5, 0, and 5 dB for evaluation.
A. Evaluation of Singing Voice Detection 1) Dataset Description:
We use all 1000 clips of MIR-1K for training and evaluating the HMM for singing voice detection. The dataset is divided into two subsets of similar sizes (487 versus 513, recorded by disjoint subjects) for two-fold cross validation. Singing voices and music accompaniments are mixed at 0-dB SNR to generate the training samples. Here the singing voice is the signal and the music accompaniment the noise.
2) Acoustic Features: 39-dimensional MFCCs (12 cepstral coefficients plus log energy, together with their first and second derivatives) are extracted from each frame. The MFCCs are computed from STFT with a half-overlapped 40-ms Hamming window. Cepstral mean subtraction (CMS) is used to reduce channel effects.
3) Performance Measure: The performance of singing voice detection is represented by precision, recall, and overall accuracy. The recall for vocal frame detection is the percentage of the frames that are correctly classified as vocal over all the vocal frames; the precision is the percentage of the frames that are correctly classified as vocal over the frames that are classified as vocal. The overall accuracy is the percentage of all the frames correctly classified.
4) Experimental Settings and Results:
Two 32-components GMMs are trained for vocal frames and nonvocal frames, respectively. Both GMMs have diagonal covariance matrices. Parameters of the GMMs are initialized via a K-means clustering algorithm [14] and are iteratively adjusted via an expectation-maximization algorithm with 20 iterations. Each of the GMMs is considered as a state in a fully connected HMM, where the transition probabilities are obtained through frame counts of the labeled dataset. For a given new mixture, the Viterbi algorithm is used to decode the mixtures into vocal and nonvocal segments. Fig. 4 shows the performance of singing voice detection. We evaluate the algorithm for the signals mixed at 5, 0 dB, and 5 dB. The gray bars and white bars show the average performance without and with HPSS as preprocessing, respectively. For each mean, the error bars show the 95% confidence intervals. As can be seen, the results with HPSS perform uniformly better, especially for lower SNR levels. The results show that singing voice detection benefits significantly from HPSS which attenuates the energy of music accompaniment. We also tried other features such as perceptual linear prediction, but found no performance gain.
B. Evaluation of Trend Estimation 1) Dataset Description:
All 1000 song clips in MIR-1K are used for evaluating the performance of trend estimation.
2) Performance Measure: The estimated trend is treated as correct if the ground truth pitch is located within the lower bound and upper bound of the trend. The correct rate is calculated for vocal frames.
3) Experimental Settings and Results:
The duration and pitch range for each T-F block is set to be 1.5 second and 8 semitones, respectively, with 50% overlap for both time and frequency. The bandwidth of the trend is equal to one octave (12 semitones) after boundary extension. Fig. 5 shows the performance of trend estimation and singing pitch detection at different SNR levels. Means together with 95% confidence intervals are shown. As we can see in Fig. 5(a) , our trend estimation performs very well. Accuracy of the trend estimation rises slightly when the SNR increases. It is expected since the energy of vocal sounds is more prominent at higher SNRs. Nevertheless, the trend estimation achieves at least 90% accuracy on average and is robust at different SNRs.
C. Evaluation of Singing Pitch Extraction 1) Dataset Description:
The dataset is divided into two subsets in the same way as described in Section VII-A for two-fold cross validation. Singing voices and music accompaniments are mixed at 0-dB SNR to generate the samples for training the MLP mentioned in Section IV-B.
2) Performance Measure: The estimated pitch is treated as correct if the difference to the ground truth pitch is less than 5% in Hz. In addition, we calculated correct detection rate for voiced parts and whole recordings with and without singing voice detection.
3) Experimental Results: The results of singing pitch extraction are shown in Fig. 5 , where the voiced only results in Fig. 5(a) show the performance of different pitch extraction algorithms when voiced singing is present (according to the ground truth). Fig. 5(b) and (c) gives the overall results with and without singing voice detection, where an overall result is the percentage of all the frames (voiced or unvoiced) with correct pitch detection; in other words, both voiced/unvoiced classification errors and pitch estimation errors (for correctly classified voiced frames) are counted in the overall results. In each case, the performance of the tandem algorithm before and after postprocessing is shown. In addition, we show the performance of the original tandem algorithm [11] with and without applying HPSS; note that the plausible pitch range in [11] has been widened to 80-800 Hz to account for singing voice. The results of the singing pitch detection algorithm proposed by Li and Wang [13] are also given. An asterisk after a method indicates the ceiling performance of the algorithm where we treat a result as correct if one of the two estimated pitch candidates is correct. The algorithms without an asterisk only produce one pitch value for a frame. Note that in the figure we slightly shift some curves to avoid overlapping.
As can be seen in Fig. 5(a) , the results of the proposed algorithm with sequential grouping as postprocessing are very close to the ceiling performance before postprocessing. This confirms that our postprocessing step deals with the sequential grouping problem successfully with the help of trend estimation that eliminates most of overlapped pitch contours.
Comparing with previous methods, our proposed algorithm performs substantially better. It is worth noting that applying HPSS to the original tandem algorithm improves its ceiling performance significantly. This shows that vocal enhancement using HPSS is clearly helpful for singing pitch extraction. However, our proposed algorithm still outperforms theirs in this case and shows the effectiveness of our trend estimation. Comparing Fig. 5(b) and (c), the performance is significantly improved for all algorithms when singing voice detection is applied and this shows the importance of singing voice detection.
We also submitted a preliminary version of the pitch extraction algorithm to the Music Information Retrieval Evaluation eXchange (MIREX) 2010 audio melody extraction competition. Each submission has been tested on six datasets which are hidden to the participants. Our algorithm achieved the best average raw-pitch accuracy for vocal songs comparing to the other 16 submissions in the last two years. Details can be found at http://nema.lis.illinois.edu/nema_out/mirex2010/results/ame/. These results indicate the effectiveness of our pitch detection in corpora in addition to MIR-1K. Since we have improved both trend estimation and pitch extraction, we expect that better performance will be achieved by the proposed algorithm.
D. Evaluation of Singing Voice Separation 1) Performance Measure:
To compare the waveforms directly, we measure the SNR of the separated singing voice in decibels [10] : (13) where is the target signal which is generated by applying an all-one mask to clean singing voice and is the separated singing voice.
2) Experimental Results: Fig. 6 shows SNR gains of the separated singing voice for different methods. Fig. 6(a) and (b) shows the results for voiced parts and for whole recordings with singing voice detection, respectively. The IBM results show the ceiling performance of a binary mask based algorithm. The results with ideal pitch show the performance when ground truth pitch is given to the tandem algorithm. The performance of the proposed algorithm is shown by circle line. The results of a previous CASA-based singing voice separation method [13] and a model-based method proposed by Ozerov et al. [16] are also shown for comparison. The latter results were generated by the authors of [16] .
As can be seen, the proposed algorithm outperforms the previous systems significantly. Even with provided target pitch, the Li-Wang system does not perform as well as the proposed algorithm except for 5 dB SNR. This is because classificationbased mask estimation performs much better than the rule-based one used in their system. By providing ideal pitch to both the proposed and the Li-Wang system, we can see that the separation results of the current system are significantly better and much closer to the IBM results.
VIII. CONCLUSION
We have proposed an extended tandem algorithm that estimates target pitch and separates singing voice from music accompaniment iteratively. By coupling with the proposed trend estimation, the tandem algorithm is improved significantly for both pitch estimation and voice separation in musical recordings. Systematic evaluation shows that the proposed algorithm performs significantly better than a previous CASA and a model-based system. Together with our previous system for unvoiced singing voice separation [9] , we have a CASA system to separate both voiced and unvoiced portions of singing voice from music accompaniment.
In this study, we use the MIR-1K corpus which contains song mixtures synthetically created so that the ground truth is available for evaluation purposes [9] . Whether the observed performance from MIR-1K extends to recorded mixtures with professional singers needs to be investigated in future research. Another interesting issue is the tradeoff between the pitch range of a trend and the utility of trend estimation in pitch estimation. A broader range increases the chance of enclosing the true pitch point, leading to more accurate trend estimation; on the other hand, it is less useful as a constraint for pitch estimation. In this paper, trend estimation is performed prior to pitch estimation. Future work needs to analyze this tradeoff to see if there is an optimal trend range for pitch detection.
