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Abstract
This paper considers the problem of recovering a one or two dimensional discrete signal which
is approximately sparse in its gradient from an incomplete subset of its Fourier coefficients which
have been corrupted with noise. We prove that in order to obtain a reconstruction which is robust
to noise and stable to inexact gradient sparsity of order s with high probability, it suffices to draw
O (s logN) of the available Fourier coefficients uniformly at random. However, we also show that
if one draws O (s logN) samples in accordance with a particular distribution which concentrates on
the low Fourier frequencies, then the stability bounds which can be guaranteed are optimal up to log
factors. Finally, we prove that in the one dimensional case where the underlying signal is gradient
sparse and its sparsity pattern satisfies a minimum separation condition, to guarantee exact recovery
with high probability, for some M < N , it suffices to draw O (s logM log s) samples uniformly at
random from the Fourier coefficients whose frequencies are no greater than M .
1 Introduction
This paper revisits the theory behind one of the first instances of compressed sensing: the recovery of
a gradient sparse signal from a small subset of its discrete Fourier data. This problem was first studied
in [8], where it was shown that one can achieve exact recovery with highly incomplete measurements by
drawing the measurements uniformly at random. We recall the main result of [8] in Theorem 1.1. In the
following result and throughout this paper, for N ∈ N and for each p ≥ 1, ‖·‖p denotes the norm over
the complex vector space of CN defined by ‖z‖pp :=
∑N
j=1 |zj |p for each z ∈ CN . Also, given ∆ ⊂ Z, let
P∆ denote the projection matrix, which restricts a vector to its entries indexed by ∆.
Theorem 1.1 ([8]). Let N ∈ N and let D : CN → CN be such that for any z ∈ CN , Dz = (zj − zj+1)Nj=1
where zN+1 := z1. Define ‖z‖TV := ‖Dz‖1. Let A ∈ CN×N be the discrete Fourier transform on CN ,
such that given z ∈ CN ,
Az =
 N∑
j=1
zje
2piikj/N
dN/2e
k=−bN/2c+1
. (1.1)
Let x ∈ CN be gradient s-sparse, i.e. |{j : |(Dz)j | 6= 0}| = s and let  ∈ (0, 1). Suppose that Ω = Ω′∪{0}
where Ω′ ⊂ {−bN/2c+ 1, . . . , dN/2e} consists of m indices chosen uniformly at random with
m ≥ C · s · (log(N) + log(−1))
for some numerical constant C. Then, with probability exceeding 1− , x is the unique solution to
min
z∈CN
‖z‖TV subject to PΩAz = PΩAx. (1.2)
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This result can be easily extended to two dimensions and was significant because of its close links
to practical applications – the total variation norm is widely used in imaging applications [10, 31] since
natural images are generally assumed to be compressible in their gradient, and furthermore, many
imaging devices can be modelled as sampling the Fourier transform of an unknown object of interest.
The original motivation behind Theorem 1.1 was a reconstruction problem in parallel-beam tomography
from [11], however, this result has since generated much interest for other applications where one directly
samples the Fourier transform, such as magnetic resonance imaging [22] and also applications linked to
the Radon transform, such as electron tomography [20] and radio interferometry[34]. As mentioned in
the cited works, although the latter two applications are associated with the Radon transform instead
of the Fourier transform, the Fourier slice theorem can be exploited to model the sampling process as
samples of the Fourier transform.
Theorem 1.1 suggests that a significant saving in the data acquisition process can be achieved since for
s N , this sampling cardinality of O (s logN) is significantly smaller than the number specified by its
Nyquist rate. This result was rather spectacular because prior to this, the frequently discussed approach
of filtered backprojection algorithms led only to reconstructions with a large number of artefacts. Note
also that while solving (1.2) perfectly recovers x ∈ CN , if ‖·‖TV was replaced with ‖D·‖2 such that we
simply solve a Tikhonov regularization problem, the solution necessarily belongs to an m dimensional
subspace [24, Theorem 13.1] if m is the number of samples and one cannot expect an exact reconstruction.
However, in order to fully understand the role of total variation in compressed sensing for such
practical applications, there are two immediate challenges.
1. For some unknown signal x ∈ CN , it is more realistic to assume that we do not observe PΩAx, but
y such that ‖PΩAx− y‖2 ≤ δ
√
m with m = |Ω| and for some noise level δ > 0. Furthermore, often
x is compressible only in its gradient rather than sparse, i.e., x can be approximated by P∆x for
some ∆ ⊂ {1, . . . , N} with |∆| = s  N . So, in practice, the following minimization problem is
solved in place of (1.2).
min
z∈CN
‖z‖TV subject to ‖PΩAz − y‖2 ≤
√
m · δ. (1.3)
An immediate question is whether the uniform random choice of Ω from Theorem 1.1 guarantees
robust and stable recovery of x. (Robustness and stability refer to control over the reconstruction
error by δ and ‖P⊥∆Dx‖1 respectively.)
2. Since the publication of [8], there has been much empirical work on how to choose Ω such that we
minimize its cardinality, while retaining properties of stability and robustness. In practice, Ω is
often chosen in accordance with some variable density distribution [22, 23, 3], which concentrates
more on low Fourier frequencies and less on high Fourier frequencies. Furthermore, in practice, Ω is
not chosen in the uniform random manner as specified by Theorem 1.1, because empirically, it has
been observed to result in inferior reconstructions when compared with variable density sampling
schemes. Thus, it is of interest to derive theoretical statements to understand the reconstruction
qualities of solutions to (1.3) with a non-uniform choice of Ω.
This paper will derive theoretical results for the first question and partially address the second
question. Note that the finite differences operator considered in [8] was defined with periodic boundary
conditions and this formulation will be assumed throughout this paper. However, the use of periodic
boundary conditions is not essential in practice and is used here only to simplify the analysis (we will
exploit the fact that the periodic gradient operator satisfies a commutative property with the discrete
Fourier transform) and because it allows for significant simplifications in the numerical implementation
of (1.3). See [14] for algorithmic details.
Related results and overview
Prior work relating to the use of total variation in compressed sensing for the stable and robust recovery
of signals in two or higher dimensions include [26, 25]. Their work considered the recovery of gradient
sparse signals by solving (1.3) where A is a matrix which satisfies a restricted isometry property (defined
in Section 4.1.2) when composed with the discrete Haar transform. Although this property is not satisfied
by the discrete Fourier transform, [18] demonstrated that one can exploit these results to derive recovery
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results for the case of weighted Fourier samples. More recently, recovery guarantees for total variation
minimization from random Gaussian samples in the one dimensional case have also been derived [4].
However, to date, there have been few works directly analysing the use of total variation when
sampling the Fourier transform and the purpose of this paper is to extend the result of [8] to include
the case of inexact gradient sparsity and noisy Fourier measurements. The main results are presented
in Section 2.2. We prove that reconstructions obtained through uniform random sampling are robust to
noise and stable to inexact sparsity, although the recovery estimates are not optimal. We also prove that
if uniform random sampling is combined with one particular type of variable density sampling (which
was introduced in [18]), the reconstructions are, up to log factors, guaranteed to be robust and optimally
stable. This suggests that one of the benefits of variable density sampling is added stability and Section
3.2 will present some numerical examples to support this claim. These two results are proved for the
recovery of one or two dimensional signals, although the techniques are applicable in higher dimensions
also.
In contrast to the results of [26, 25, 18], the results of this paper are not concerned with universal
recovery where we guarantee the recovery of all gradient s-sparse signals from one random sampling set
Ω. Instead, we derive results for the recovery of one specific signal from a random choice of Ω. For this
reason, the proofs in this paper do not rely completely on the restricted isometry property and we require
only O (s logN) samples for recovery up to sparsity level s, as opposed to O (s log5N log3 s) samples as
derived in [18].
This paper will also consider the recovery of one dimensional signals whose gradient sparsity pattern
satisfies some minimum separation condition from low frequency Fourier samples. This is presented
in Theorem 2.6. Due to the close relationship between the discrete Fourier transform and the discrete
gradient operator, this result is closely related to the idea of super-resolution, which considers the recovery
of a sum of diracs from its low frequency Fourier samples [5, 6, 32]. Even though super-resolution is
studied in an infinite dimensional setting, the proof of Theorem 2.6 will make use of finite dimensional
versions of the results in [5, 6, 32].
2 Main results
2.1 Near-optimal sampling and error bounds
This section presents results for the recovery of one dimensional and two dimensional vectors, showing
how one can recover elements of CN (or CN×N ) from O (s logN) samples, with accuracy up to the best
gradient s-sparse approximation. Throughout, given a, b ∈ R, let a . b denote a ≤ C · b, for some
numerical constant C which is independent of all variables under consideration.
Theorem 2.1. For N = 2J with J ∈ N, let A be the discrete Fourier transform and let D be the discrete
gradient operator on CN from Theorem 1.1. Let  ∈ (0, 1) and let ∆ ⊂ {1, . . . , N} with |∆| = s. Let
x ∈ CN . Let Ω1,Ω2 ⊂ {−N/2 + 1, . . . , N/2} be such that |Ω1| = |Ω2| = m with
m & s · log(N)(1 + log(−1)).
Let Ω1 be chosen uniformly at random, and let Ω2 = {k1, . . . , km} consist of m indices which are inde-
pendent and identically distributed (i.i.d.) such that for each j = 1, . . . ,m,
P(kj = n) = p(n), p(n) = C (log(N) max {1, |n|})−1 , n = −N/2 + 1, . . . , N/2,
where C is an appropriate constant such that p is a probability measure. Let Ω = Ω1 ∪ Ω2 and suppose
that y ∈ CN is such that ‖y − PΩAx‖2 ≤
√
m · δ for some δ ≥ 0. Let xˆ be a minimizer of
min
z∈CN
‖z‖TV subject to ‖PΩAz − y‖2 ≤
√
m · δ.
Then with probability exceeding 1− ,
‖Dx−Dxˆ‖2 .
(
δ
√
s+ L2 · ‖P
⊥
∆Dx‖1√
s
)
,
‖x− xˆ‖2√
N
. L1 ·
(
δ√
s
+ L2 · ‖P
⊥
∆Dx‖1
s
)
,
where L1 = log2(s) log(N) log(m) and L2 = log(s) log1/2(m).
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Remark 2.1 To address the optimality of this result, first observe that in the case where there is exact
sparsity of level s and no noise, this result guarantees exact recovery from O (s logN) samples, which is
the optimal sampling cardinality for gradient s-sparse signals [8]. In the presence of noise and inexact
sparsity, recall from [24, Theorem 9.14] that if f ∈ BV [0, 1) (the space of bounded variation functions
which is formally defined in Definition 4.4), then the optimal error-decay rate for all bounded variation
functions by any type of nonlinear approximation f˜ from s samples is ‖f˜ − f‖L2[0,1) = O
(‖f‖V · s−1).
Ignoring the contribution from the noise level δ and the log factors, the error decay obtained by our
theorem is bounded by O (‖x‖TV · s−1) and this is optimal by comparison to the optimal error bounds
achievable for bounded variation function. Thus, one can improve upon this result only by removing the
log factors in the error bound.
Note also that the factor of N−1/2 on the left hand side of the error bound on the recovered signal
naturally arises from the discretization of functions when one links functions of infinite dimensions with
their discrete counterparts (see for example, [21]). In general, given v ∈ CNd , the discrete `p norm is
defined to be
‖v‖pp,discrete :=
∑
j∈[N ]d
|vj |pN−d,
where [N ] = {1, . . . , N}. Furthermore, the gradient operator considered in the context of discretized
functions is D˜ = ND, where D is the finite differences operator defined previously. In the case of d = 1,
given v ∈ CN ,
‖v‖2,discrete = N−1/2‖v‖2, ‖D˜v‖1,discrete = ‖Dv‖1.
So the occurrence of the
√
N above is natural. Note, however, that there is no discrepancy of N1/2 in the
case of d = 2: by letting D˜ = ND, where D is now the differences operator for two dimensional vectors
(defined in (2.2), given any v ∈ CN2 ,
‖v‖2,discrete = N−1‖v‖2, ‖D˜v‖1,discrete = N−1‖Dv‖1.
Remark 2.2 The restriction of N = 2J arises because part of this result will exploit the relation between
Haar wavelet coefficients and total variation. However, this restriction is likely to be an artefact of the
proof techniques applied in this paper and not required in practice.
Remark 2.3 Throughout this paper, drawing m samples uniformly at random refers to sampling without
replacement. Note however that the samples indexed by Ω2 are chosen independently and are not
necessarily unique.
To state the two dimensional result, we define the two dimensional `p norm, the discrete Fourier
transform, and the discrete gradient operator for two dimensional vectors. For p ≥ 1, given any z ∈
CN×N , let ‖z‖pp =
∑N
j=1
∑N
k=1 |zk,j |p. Let A be the discrete Fourier transform on CN×N such that given
z ∈ CN×N ,
Az =
 N∑
j1=1
N∑
j2=1
zj1,j2e
2pii(j1k1+j2k2)/N
dN/2e
k1,k2=−bN/2c+1
(2.1)
Define the vertical gradient operator as
D1 : CN×N → CN×N , x 7→ (xj+1,k − xj,k)Nj,k=1
with xN+1,k = x1,k for each k = 1, . . . , N and the horizontal gradient operator as
D2 : CN×N → CN×N , x 7→ (xj,k+1 − xj,k)Nj,k=1
with xj,N+1 = xj,1 for each j = 1, . . . , N . Now define the gradient operator D : CN×N → CN×N as
Dx = D1x+ iD2x, (2.2)
and the isotropic total variation (semi) norm as
‖x‖TV = ‖Dx‖1.
Given any Λ ⊂ Z2, and x ∈ CN×N , PΛ : CN×N → CN×N is the projection operator such that PΛx is
the restriction of x to its entries indexed by Λ.
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Theorem 2.2. Let N = 2J for some J ∈ N. Let x ∈ CN×N . Let  ∈ (0, 1), and let ∆ ⊂ {1, . . . , N}2
with |∆| = s. Let Ω = Ω1 ∪ Ω2 where Ω1,Ω2 ⊂ {−bN/2c+ 1, . . . , dN/2e}2 consist of m indices each,
with
m & s · (1 + log(−1)) · log (N) .
Let Ω1 be chosen uniformly at random, and let Ω2 = {k1, . . . , km} consist of i.i.d. indices such that for
each j = 1, . . . ,m, and n,m = −N/2 + 1, . . . , N/2,
P(kj = (n,m)) = p(n,m), p(n,m) = C ′
(
log(N) max
{
1, |n|2 + |m|2
})−1
,
where C ′ > 0 is such that p is a probability measure. Let Ω = Ω1 ∪ Ω2 and suppose that y ∈ CN is such
that ‖y − PΩAx‖2 ≤
√
m · δ for some δ ≥ 0. Then, with probability exceeding 1− , any minimizer xˆ of
min
z∈CN×N
‖z‖TV subject to ‖PΩAz − y‖2 ≤
√
m · δ (2.3)
satisfies
‖Dx−Dxˆ‖2 .
(
δ · √s+ L2 · ‖P
⊥
∆Dx‖1√
s
)
, ‖x− xˆ‖2 . L1 ·
(
δ + L2 · ‖P
⊥
∆Dx‖1√
s
)
,
where L1 = log(s) log(N2/s) log1/2(N) log1/2(m), and L2 = log1/2(m) log(s).
Remark 2.4 Up to the log factors, the error bound is typical of compressed sensing results. To un-
derstand the optimality of this result, we first recall from [9] (which used results of Kashin [17] and
Garnaev and Gluskin [13]) that given any reconstruction method F and any s log(N/s) non-adaptive
linear measurements of a signal x ∈ CN , which we will denote by S(x), we have that
sup
x:‖x‖1≤1
{‖x− F(y)‖2 : y = S(x)} ≥
C√
s
for some constant C > 0, and the reconstruction error bound is necessarily bounded from below by a
constant times s−1/2. Thus, as argued in [26], the best error bound which one can hope for is
‖x− xˆ‖2 ≤ C
∥∥P⊥∆Dx∥∥1s−1/2,
otherwise we would arrive at a contradiction by using ‖Dx−Dxˆ‖2 . ‖x− xˆ‖2. Therefore, the error
bounds of Theorem 2.2 can only be improved by removing log factors.
Remark 2.5 The results of this section consider the case where the sampling set is a combination
of uniform random sampling and sampling in accordance with a decaying distribution. This decaying
distribution was also studied in [18] for the recovery of vectors from their Fourier coefficients using total
variation regularization, however, there are substantial differences between our results and the results
in [18]. First, the results in [18] considered a nonstandard noise model, where the Fourier transform
is multiplied by a weighted diagonal matrix and do not cover the recovery of one dimensional vectors.
Second, even in the two dimensional case, their results guarantee recovery only up to gradient sparsity
level s from O (s log5(N) log3(s)) samples, as opposed to O (s log(N)) samples in our results.
2.2 Stable and robust recovery from uniform random sampling
The previous section demonstrated how one can combine uniform random sampling and variable density
sampling to guarantee recovery which is optimal up to log factors. This section will show that uniform
random sampling on its own can still achieve stable and robust recovery, albeit with non-optimal error
estimates. Even though it is open as to whether better error bounds are possible if one restricts to
uniform random sampling, we will present some numerical examples in Section 3.2 to suggest that any
improvement over the results of this section will be limited.
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Theorem 2.3. For N ∈ N, let A be the discrete Fourier transform and let D be the discrete gradient
operator on CN from Theorem 1.1. Let x ∈ CN . Let  ∈ (0, 1), and let ∆ ⊂ {1, . . . , N} with |∆| = s.
Let x ∈ CN and let Ω = Ω′ ∪ {0} where Ω′ ⊂ {−bN/2c+ 1, . . . , dN/2e} consists of m indices chosen
uniformly at random with
m & s · (1 + log(−1)) · log (N) (2.4)
for some numerical constant C. Suppose that y = PΩAx+ η where ‖η‖2 ≤
√
m · δ. Then with probability
exceeding 1− , any minimizer xˆ of
min
z∈CN
‖z‖TV subject to ‖PΩAz − y‖2 ≤
√
m · δ
satisfies
‖Dx−Dxˆ‖2 .
(
δ · √s+ L · ‖P
⊥
∆Dx‖1√
s
)
,
‖x− xˆ‖2√
N
.
(
δ · √s+ L · ‖P⊥∆Dx‖1
)
,
where L = log1/2(m) log(s).
Note that although the bound for the signal error is no longer optimal, the bound on the gradient error
is still optimal up to log factors by the optimality discussion of Remark 2.1. For the case of recovering
two dimensional vectors, we have the following result.
Theorem 2.4. Let N ∈ N. Let A be the discrete Fourier transform, let D be the discrete gradient opera-
tor, and let ‖·‖TV be the total variation norm for two dimensional vectors in CN×N . Let x ∈ CN×N . Let
 ∈ (0, 1), and let ∆ ⊂ {1, . . . , N}2 with |∆| = s. Let Ω = Ω′∪{0}, where Ω′ ⊂ {−bN/2c+ 1, . . . , dN/2e}2
consists of m indices chosen uniformly at random with
m & s · (1 + log(−1)) · log (N) .
Suppose that y = PΩAx+ η where ‖η‖2 ≤
√
m · δ. Then, with probability exceeding 1− , any minimizer
xˆ of
min
z∈CN×N
‖z‖TV subject to ‖PΩAz − y‖2 ≤
√
m · δ
satisfies
‖Dx−Dxˆ‖2 .
(
δ · √s+ L · ‖P
⊥
∆Dx‖1√
s
)
, ‖x− xˆ‖2 .
(
δ · √s+ L · ‖P⊥∆Dx‖1
)
,
where L = log1/2(m) log(s).
2.3 Sampling from low Fourier frequencies
The final result of this paper considers the reconstruction of one dimensional vectors when we sample
only the low Fourier frequencies. We first require a definition.
Definition 2.5. Given N ∈ N and ∆ = {t1, . . . , ts} ⊂ {1, . . . , N} with t1 < t2 < · · · < ts, let t0 =
−N + ts. Then, the minimum separation distance is defined to be
νmin(∆, N) =
s
min
j=1
|tj − tj−1|
N
.
The following result essentially demonstrates that when the large discontinuities of the underlying
signal to be recovered are sufficiently large apart, then we need only to sample from low Fourier frequen-
cies.
Theorem 2.6. Let N ∈ N. Let A and ‖ · ‖TV be as in Theorem 2.3. Let x ∈ CN . Let  ∈ [0, 1], and
let M ∈ N be such that N/4 ≥ M ≥ 10. Suppose that νmin(∆, N) = 1M . Let Ω = Ω′ ∪ {0}, where
Ω′ ⊂ {−2M, . . . , 2M} consists of m indices chosen uniformly at random with
m & max
{
log2
(
M

)
, log
(
N

)
, s · log
(s

)
· log
(
M

)}
. (2.5)
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Then with probability exceeding 1 − , any minimizer xˆ of (1.3) with y = PΩx + η and ‖η‖2 ≤ δ ·
√
m
satisfies
‖x− xˆ‖2√
N
. N
2
M2
· (δ · s+√s · ‖P⊥∆Dx‖1) . (2.6)
Furthermore, if m = 4M + 1, then the error bound (2.6) holds with probability 1.
3 Explanation of the results
In this section, we will explain the significance of the main results through the presentation of several
numerical experiments. The numerical algorithm used throughout this section is the split Bregman
method described in [14]1. The relative error of a reconstruction R from samples of some underlying
signal I is defined as ‖R− I‖2 / ‖I‖2. We use the standard definition of signal to noise ratio (SNR) of a
perturbed signal xˆ = x+ e and say that the SNR of e relative to x is SNR = 10 log10 (‖x‖2/‖e‖2).
3.1 Uniform random sampling is robust and stable
This section presents some numerical examples to demonstrate the stability and robustness of uniform
random sampling. We first consider the robustness of the reconstructions of the two gradient sparse
signals in Figure 1 (each of length 512). The graphs in Figure 2 shows the relative errors of solutions
of (1.3), given noisy measurements of the form y = PΩAx + e for different SNR values of e relative to
PΩAx, where e is the noise vector drawn at random in accordance with a uniform random distribution,
x is a sparse signal from Figure 1 to be recovered, and Ω is drawn uniformly at random such that it
includes zero and indexes 10% of the 512 possible samples.
To illustrate the stability of solving (1.3), we consider the reconstruction of approximately gradient
sparse signals of the form x+e, where x is one of the gradient sparse signals of Figure 1 and e is a random
perturbation. We will consider the reconstructions of signals of this form for different SNR values of e
relative to x such that SNR = 10 log10 (‖x‖2/‖e‖2). The graphs in Figure 3 shows the relative errors
(the clean signal is now considered to be x + e which is not perfectly sparse) against the different SNR
values when reconstructing from samples of the form y = PΩA(x + e), where Ω is drawn uniformly at
random such that it includes zero and indexes 10% of the 512 possible samples.
Figure 4 illustrates the use of uniform random sampling in the two dimensional case, where we
reconstruct a 512 by 512 test image from 35% of its noise corrupted Fourier coefficients, chosen uniformly
at random.
x1 x2 Zoom of x2
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Figure 1: Two signals consisting of 512 values (left and centre). For the zoom of x2 (right), the value of
the signal at each index is marked with a cross.
1Matlab code can be downloaded from http://www.ece.rice.edu/˜ tag7/Tom Goldstein/Split Bregman.html
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Figure 2: Relative errors for reconstructions of x1 (left) and x2 (right) from noisy samples. The original
signals x1 and x2 are shown in Figure 1.
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Figure 3: Relative errors for reconstructions of perturbations of x1 (left) and x2 (right). The original
signals x1 and x2 are shown in Figure 1.
Original SNR =∞, rel = 0.20 SNR = 10, rel = 0.22 SNR = 5, rel = 0.46
Figure 4: Reconstruction of a 512× 512 test image from 35% of its noise corrupted Fourier coefficients,
chosen uniformly at random.
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3.2 Stability
The theoretical results of Section 2.2 demonstrated that uniform random sampling maps are stable to
inexact sparsity. To recap, for the recovery of elements of CN up to sparsity level s, the following two
sampling strategies were considered in Theorem 2.3 and Theorem 2.1 respectively.
(S1) Draw O (s logN) samples uniformly at random.
(S2) Draw O (s logN) samples uniformly at random. Then, add another O (s logN) i.i.d. samples such
that
P(Xj = n) = p(n), p(n) = C (log(N) max {1, |n|})−1 , n = −N/2 + 1, . . . , N/2,
where Xj indexes the j
th samples drawn in this second phase of sampling and C is such that p is
a probability measure.
As discussed, the provable error bounds obtained with sampling strategy (S1) are suboptimal, whereas,
by adding the samples which are chosen in accordance with the nonuniform distribution in (S2), one can
guarantee near-optimal error bounds. A natural question to ask is whether sampling in accordance with
a nonuniform distribution actually improves stability, or whether the improved stability between the
theorems of Section 2.1 and Section 2.2 is simply an artefact of the proofs in this paper. To empirically
address this question, consider the following experiment.
Given N ∈ N, a gradient sparse vector x ∈ RN and an inexact sparsity level S, let us perturb x by a
randomly generated vector h ∈ RN , where h is such that S = 10 log10 (‖x‖2/‖h‖2). Note that this is the
SNR of h relative to x, and smaller values of S represent larger magnitudes of perturbations. We now
consider the reconstruction of the approximately sparse signal x+h from PΩA(x+h). The sampling set
Ω will be such that its cardinality is d0.15Ne, and it is either chosen uniformly at random (as described
in Theorem 2.3), which we will denote by ΩU ; or as a union of a uniform random sampling set and a
variable density sampling set (as described in Theorem 2.1), which we will denote by ΩP .
We performed this experiment for perturbations of two sparse signals, shown in Figure 5, and the
relative errors of reconstructing the approximately sparse versions of theses signals via solving (1.3) with
δ = 0 (since we are investigating stability rather than robustness) are shown in Figure 6. Observe that
both samplings with ΩP and ΩU exhibit stability with respect to inexact sparsity, since the relative errors
all decay as the SNR values increase. However, the relative errors obtained when sampling with ΩP are
much lower, suggesting that one of the benefits offered by dense sampling around the zero frequency is
increased stability. Finally, it is perhaps interesting to note that the results of both Theorem 2.1 and
Theorem 2.3 guarantee optimal error bounds (up to log factors) on the recovered gradient, and Figure 7
confirms this result by showing that there is no substantial difference between the error on the recovered
gradient between ΩU and ΩP . This is illustrated in Figure 8 which shows the recovered signals and
recovered gradients of this experiment when x1 in Figure 5 has been perturbed by h with an SNR of 17.
Note that while reconstruction obtained via (S2) is clearly superior to the reconstruction obtained via
(S1), the difference in the quality of the recovered gradients is far less substantial. So, experimentally,
it appears as though dense sampling at low frequencies will significantly improve the stability of the
recovered signal, although not the stability of the recovered gradient.
This improvement in stability is particularly visible in two dimensions - consider the recovery of the
256×256 test image shown in Figure 9. This figure shows the reconstruction from when the sampling set
is the two dimensional analogue of either (S1) or (S2) (as described in Theorem 2.2). The reconstructions
are obtained by solving (2.3) with δ = 0, so we consider only the sparsity stability rather than noise
robustness. The improvement in reconstruction quality is substantial, and, as suggested by this section
and our theoretical result, one possible reason for this is that additional samples at low frequencies are
required for optimal stability.
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Figure 5: The coarse signal, x1, which will be perturbed (left). The fine signal x2 which will be perturbed
(centre), and a zoom of x2 (right) on indices between 90 and 160. For clarity, the values of x2 on each
index is marked by a cross.
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Figure 6: Left: plot of relative error ‖xˆ− (x+ h)‖2/‖x+ h‖2 against SNR = 10 log10 (‖x‖2/‖h‖2), where
x := x1 is shown in Figure 5 and xˆ is the reconstruction. The blue line refers to choosing Ω := ΩU . The
red line refers to choosing Ω := ΩP . Right: the equivalent plot for x := x2.
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Figure 7: Left: y-axis shows the relative error of the recovered gradient: ‖D(x+ h− xˆ)‖2/‖D(x+ h)‖2,
where xˆ is the recovered signal, x := x1 is the sparse signal shown in Figure 5, and h is the perturbation.
The x-axis shows the SNR of h relative to x. The blue line corresponds to sampling uniformly at random,
and the red line corresponds to uniform plus variable sampling of Theorem 2.1. Right: same as the left
graph, except that x := x2, where x2 is as shown in Figure 5.
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Figure 8: Top left: the approximately sparse signal to be recovered (in black) and the signal recovered
from sampling in accordance with (S2). Top right: the gradient of the approximately sparse signal to be
recovered (in black) and the gradient of the signal recovered from sampling in accordance with (S2) (in
red). Each value in the gradient vectors is marked with ‘x’ for clarity. Bottom left: the approximately
sparse signal to be recovered (in black) and the signal recovered from sampling in accordance with (S1)
(in red). Bottom right: the gradient of the approximately sparse signal to be recovered (in black) and
the gradient of the signal recovered from sampling in accordance with (S1) (in red). Each value in the
gradient vectors is marked with ‘x’ for clarity.
(a) (b) (c) (d)
Figure 9: (a) & (b): reconstructions from sampling uniformly at random (plus the zero frequency sample);
(a) is from sampling at 10%, with a relative error of 0.3318; (b) is from sampling at 30% samples with
a relative error of 0.2465. (c) & (d): reconstruction from sampling in the semiuniform random manner
described in Theorem 2.2; (c) is from sampling at 10% with a relative error of 0.0683l (d) is from sampling
at 30% with a relative error of 0.0385.
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3.3 The price of randomness
The previous section demonstrated that one of the benefits of dense sampling at low frequencies is
increased stability to inexact sparsity. This section will demonstrate that another benefit is the recovery
of certain types of signals up to sparsity level s from sub-O (s logN) samples. More specifically, although
O (s logN) is the optimal sampling cardinality for s-sparse signals [8], and this can be attained through
drawing samples uniformly at random, when one is interested in a subset of the possible s-sparse signals
(e.g. signals whose discontinuities are sufficiently far apart), it may be unnecessary to pay the price of
this log factor.
3.3.1 Sampling high frequencies is not necessary for coarse signals
Theorem 2.3 and Theorem 2.6 offer additional insight into why dense sampling at low frequencies can
outperform uniform random sampling. Theorem 2.3 tells us that one can recover a gradient s-sparse
signal from O (s logN) samples by choosing the samples uniformly at random regardless of where the
nonzero gradient entries occur. Moreover, such a recovery is stable to inexact sparsity and robust to
noise. However, under an additional assumption that the separation of the nonzero gradient entries is at
least 1/M , Theorem 2.6 stipulates that we can sample uniformly at random from the first 4M samples at
a slightly smaller sampling order of O (s log(M) log(s)) (although the provable stability and robustness
bounds are worse by a factor of
√
s, where s is the approximate sparsity). This first suggests that an
understanding of the gradient structure of the underlying signal can lead to sampling patterns which
will outperform uniform random sampling. Second, in order to recover an s-sparse signal of length N ,
one requires O (s log(N)) random samples and this sampling cardinality is sharp for sparse signals [8].
Thus, although such a statement guarantees the recovery of any s-sparse signal, there is a price of log(N)
associated with the randomness introduced. However, suppose that our signal of interest (denote by x)
is of length N and is M -sparse in its gradient and that these nonzero gradient entries have minimum
separation of 1/M . Then, Theorem 2.6 tells us that x can be perfectly recovered from its first 4M + 1
Fourier samples of lowest frequencies. Note that there is no randomness in the choice of sampling set Ω,
and the cardinality of Ω is linear with respect to sparsity. Observe also that a uniform random choice
of Ω is guaranteed to result in accurate reconstructions and allow for significant subsampling only if
M log(N)  N . So in the case that M ≥ N/ log(N), it will be better to choose Ω to index the first M
samples, rather than draw the samples uniformly at random.
3.3.2 A numerical example
To illustrate the remarks above, consider the recovery of x1 of length N = 512 shown on the left of Figure
1. It can be perfectly recovered by solving the following minimization problem with Ω indexing the first
20 Fourier frequencies. This accounts for 3.9% of the available Fourier coefficients. For simplicity, we will
present this experiment without adding noise to the samples, although similar results can be observed if
noise is added.
min
z∈CN
‖z‖TV subject to PΩAz = PΩAx1.
The result of repeating this experiment over 5 trials with Ω taken to be 3.9%, 7%, 10% of the available
indices, drawn uniformly at random, is shown in Table 1. By sampling uniformly at random, we cannot
achieve exact recovery from drawing only 3.9% and it is only when we sample at 10% that we obtain
exact recovery across all 5 trials.
3.3.3 The need for further investigation: Structured sampling
To conclude, we present a numerical example to show that despite the advances in the theoretical
understanding of total variation regularization for compressed sensing, there is still room for substantial
improvement. Consider the following reconstruction of the resolution chart of size 528 × 500 in Figure
10 from 6.5% of its available Fourier coefficients using different sampling maps:
(i) (Uniform sampling) ΩU indexes samples drawn uniformly at random,
(ii) (Low frequency sampling) ΩL indexes the samples of lowest Fourier frequencies,
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Trial Sampling Sampling Sampling Sampling
3.9% 7% 9% 10%
1 0.9096 0.2150 0 0
2 0.7739 0.1915 0 0
3 0.4388 0 0.1132 0
4 0.7287 0.4396 0.1603 0
5 0.7534 0.3044 0 0
Table 1: Relative error of reconstructions obtained by sampling the Fourier transform of Signal 1 uni-
formly at random.
(iii) (Uniform + power law) ΩP is chosen in accordance with Theorem 2.2,
(iv) (Multilevel sampling) ΩV = ΩV,1 ∪ ΩV,2, is constructed such that ΩV,1 indexes all samples with
frequencies no greater than 5, and ΩV,2 is constructed by first dividing up the available indices
into L levels in increasing order of frequency such that P(Xj = k) = C · exp(−(bn/L)a) for some
appropriate constant C such that we have a probability measure, Xj is the j
th element of ΩV,2 and
k belongs to the Lth level. In this experiment, we chose L = 25, a = 2.2, and b = 6.5.
Conclusion of the experiment
The following observations can be made from the sampling maps and the reconstructions shown in Figure
11.
(i) (Uniform sampling) Uniform random sampling yields a high relative error.
(ii) (Low frequency sampling) Sampling only the low Fourier frequencies recovers only the coarse
details.
(iii) (Uniform + power law) Concentrating on low Fourier frequencies but also sampling high Fourier
frequencies allowed for the recovery of both the coarse and fine details.
(iv) (Multilevel sampling) Similarly to (iii), this allowed for the recovery of both the coarse and fine
details, but the reconstruction is substantially better than that of the uniform + power law.
So, uniform random sampling maps are applicable only in the case of extreme sparsity due to the
price of a log factor, while either fully sampling or subsampling the low frequencies will be applicable
when we aim to only recover low resolution components of the underlying signal. This suggests that
variable density sampling patterns are successful because they accommodate for a combination of these
two scenarios – when there are both high and low resolution components which we want to recover and
some sparsity – sampling fully at the low frequencies will allow for recovery of coarse details without the
price of a log factor, while increasingly subsampling at high frequencies will allow for the recovery of fine
details up to a log factor. One can essentially repeat this experiment for any natural image to observe
the same phenomenon: by choosing the samples uniformly at random, we will be required to sample
more than is necessary.
Note that the theoretical results (Theorem 2.6) of this paper provide only a very basic understanding
of how the distribution of the Fourier coefficients favours the recovery of certain types of signals and can
allow for sub-O (s logN) samples. However, Figure 11 suggests that there exists a much deeper connection
between the gradient sparsity structure of a signal and the distribution of the Fourier samples, and a
thorough understanding of this connection could lead to more efficient sampling strategies.
Relationship to the recovery of wavelet coefficients from Fourier samples
Theorem 2.6 shows that under an additional assumption on the minimum separation distance on the
sparsity structure of the underlying signal, we may draw the samples from only samples of low Fourier
frequencies. Furthermore, the last sentence of Theorem 2.6 implies that if the underlying signal has
gradient support ∆ with νmin(∆, N) = M
−1, then the number of samples required for perfect recovery is
O (M), and in this case, there is no probability or log factor involved. As explained in this section, this
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Figure 10: The 1951 USAF resolution test chart of size 528× 500.
ΩU ΩL ΩV ΩP
Reconstruction from ΩU Reconstruction from ΩL Reconstruction from ΩV Reconstruction from ΩP
rel = 0.3909 rel = 0.0698 rel = 0.0273 rel = 0.0940
Figure 11: The top row shows the Fourier sampling maps, each indexing 6.5% of the available Fourier
samples. The middle row shows the reconstructed images and their relative errors. The bottom row
zooms in on the reconstructions for pixels in [180, 300]× [220, 340].
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explains why sampling only low frequency coefficients can lead to superior reconstruction quality when
compared with sampling at random. This result is reminiscent of the result from [28] which shows that
the first M Fourier coefficients of lowest frequencies will stably recover the first cM wavelet coefficients
of lowest dilation factors for some constant c ≤ 1. Furthermore, this recovery can be achieved by solving
an appropriate `1 minimization problem. Note that this is a linear relationship between the number
of samples and the number of recovered wavelet coefficients and there is no log factor involved. The
recovery of wavelet coefficients from Fourier samples is also another application of compressed sensing
in which variable density sampling patterns are preferred over uniform random sampling patterns. The
work of [1] provides analysis to explain this phenomenon and shows that the strength of variable density
sampling patterns exists because they combine the linear relationship between the Fourier samples of
lowest frequencies and the wavelets of lowest dilation factors, and exploit the benefits of randomness at
the expense of log factors in the sampling cardinality.
4 Proofs
Throughout this section, given a, b ∈ R, a . b denotes a ≤ C · b for some numerical constant C and
a & b denotes a ≥ C · b for some numerical constant C. Given x ∈ CN , sgn(x) ∈ CN is such that
sgn(x)j = xj/ |xj | if xj 6= 0 and sgn(x)j = 0 otherwise. Also, for j ∈ Z, ej is the vector whose jth entry
is 1 and is zero elsewhere. Given α ∈ CN , let diag(α) denote the diagonal matrix whose diagonal is α.
First, by standard compactness arguments, a minimizer to (1.3) necessarily exists for any choice of
Ω, so we will henceforth derive error bounds given a minimizer of (1.3). To outline our proof strategy,
we begin with a brief description of a typical compressed sensing approach towards establishing recovery
guarantees. In order to show that one can guarantee the recovery of a signal x ∈ CN in a manner
which is stable to noisy observations y = PΩAx + η with ‖η‖2 ≤ δ and inexact sparsity (up to some
∆ ⊂ {1, . . . , N}) by solving
min
z∈CN
‖z‖1 subject to ‖PΩAz − y‖2 ≤ δ, (4.1)
standard compressed sensing arguments carry out the following two steps.
(i) Show that stable and robust recovery holds provided that PΩAP∆ is close to an isometry, and there
exists some ρ = A∗PΩw (often referred to as the dual certificate) satisfying ‖P∆ρ− P∆sgn(x)‖2 ≤
β1,
∥∥P⊥∆ρ∥∥∞ ≤ β2 and ‖w‖2 ≤ √s · γ for some appropriate β1, β2 ∈ (0, 1) and γ > 0.
(ii) Derive conditions on the sampling index set Ω such that the sufficient conditions from (i) are
satisfied, i.e. PΩAP∆ is close to an isometry and the dual certificate can be constructed.
The minimization problem which we are interested in is slightly different from (4.1) since we minimize
‖D·‖1 rather than ‖·‖1, nonetheless, the proofs of Theorems 2.3 and 2.6 will follow the strategy outlined
above. In particular, we will first show that stable gradient recovery implies stable signal recovery then
follow the above procedure to show that stable gradient recovery can be achieved under the hypotheses
of our theorems.
Note that the difficulty in proving recovery estimates is often in the construction of the dual certificate
in step (ii) which, in our case, where A is the discrete Fourier transform, is the problem of constructing
a trigonometric polynomial f(t) =
∑
j∈Ω wje
2piitj such that f almost interpolates P∆(sgn(Dx)) on ∆˜ =
{j/N : j ∈ ∆} and such that the absolute value of f is sufficiently small away from the support set ∆˜.
However, we will exploit some existing constructions from the study of (4.1), where A is the discrete
Fourier transform – the proof of Theorem 2.3 will utilize a dual certificate from [7], which was constructed
using the golfing scheme introduced by Gross in [15, 19]; the proof of Theorem 2.6 will utilize a dual
certificate constructed in [32] through interpolation via a squared Feje´r kernel. The bulk of our proofs
will essentially show that the existence of these dual certificates is sufficient to guarantee stable gradient
recovery.
4.1 Stable gradient recovery implies stable signal recovery
As explained, the crucial step of our proofs will be to show that for z ∈ CN , and γ > 0 such that
‖PΩAz‖2 ≤ γ
‖z‖2 ≤ CN (γ + ‖z‖TV ),
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for some CN > 0 which may depend on Ω and N . We first show in Section 4.1.1 that a result of this
form follows easily from the Poincare´ inequality, and we will use the results of Section 4.1.1 to establish
the proofs for Theorems 2.3, 2.4 and 2.6 where Ω is chosen uniformly at random. In the case where Ω is
constructed by a combination of uniform random sampling and variable density sampling, Section 4.1.2
will demonstrate that we can obtain a stronger result via the restricted isometry property, and its main
result will be used to establish the stronger statements of Theorems 2.1 and 2.2.
4.1.1 Stability via the Poincare´ inequality
In Theorems 2.3, 2.6 and 2.4, the constraint satisfied by the minimizer xˆ to be analysed is of the form
‖PΩAxˆ− y‖2 ≤
√
m · δ. Since it is always assumed that 0 ∈ Ω, we know that the error z = xˆ − x
necessarily satisfies
|(Az)0| =
∣∣∣∣∣∣
N∑
j=1
zj
∣∣∣∣∣∣ ≤ ‖PΩAxˆ− y‖2 + ‖PΩAx− y‖2 ≤ 2δ√m.
We will utilize this fact and the Poincare´ inequality in Lemma 4.2, which shows that it suffices to only
derive error bounds for the recovered gradient, ‖Dz‖1, when proving Theorems 2.3, 2.4 and 2.6. We
first state the discrete Poincare´ inequality, which is a direct corollary of the classical Sobolev embedding
inequality for functions of bounded variation [2].
Lemma 4.1 (Poincare´ inequality, see [26, 2]). (i) Let z ∈ CN be such that ∑Nj=1 zj = 0. Then
‖z‖2 ≤
√
N · ‖z‖TV
(ii) Let z ∈ CN×N be such that ∑Nk=1∑Nj=1 zj,k = 0. Then
‖z‖2 ≤ ‖z‖TV .
Lemma 4.2. Let N ∈ N. Let m ∈ N be such that m ≤ N and let δ > 0.
(i) Let D be the finite differences operator on CN . Let z ∈ CN and suppose that |∑Nj=1 zj | . δ√m.
Then,
‖z‖2√
N
. δ + ‖Dz‖1.
(ii) Let D be the finite differences operator on CN×N . Let z ∈ CN×N and suppose that |∑Nj=1 zj | .
δ
√
m. Then,
‖z‖2 . δ + ‖Dz‖1.
Proof. We prove only (i), the proof of (ii) is identical except for the application of (ii) of the Poincare´
inequality. First note that z˜ = (z˜j)
N
j=1, where z˜j = zj − 1N
∑N
j=1 zj has mean zero. So, by the Poincare´
inequality,
1√
N
‖z˜‖2 . ‖Dz‖1.
Therefore,
‖z‖2√
N
.
∣∣∣∣∣∣ 1N
N∑
j=1
zj
∣∣∣∣∣∣+ ‖Dz‖1.
Since
∣∣∣∑Nj=1 zj∣∣∣ ≤ 2δ√m, this implies that
‖z‖2√
N
. δ
√
m
N
+ ‖Dz‖1 ≤ δ + ‖Dz‖1.
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4.1.2 Stability via the restricted isometry property
To prove Theorem 2.1, we will first show that since Ω includes m samples drawn uniformly at random,
we can obtain a stable and robust error bound on the recovered gradient. Then, we will show that stable
gradient recovery implies stable signal recovery in a strong sense when Ω contains m i.i.d. samples drawn
in accordance with the probability distribution p defined in Theorem 2.1. The main result of this section
will establish the latter, specifically, we will show that if we obtain a bound on ‖xˆ− x‖TV for a minimizer
xˆ of (1.3), then we have a bound on ‖xˆ− x‖2.
Proposition 4.3. Let N = 2R for some R ∈ N. Let A be the (non-unitary) discrete Fourier transform
on CN as defined in Theorem 1.1. Suppose that z is such that ‖PΩAz‖2 ≤
√
mγ, where Ω = {k1, . . . , km}
is chosen i.i.d. such that for each j = 1, . . . ,m,
P(kj = n) = p(n)−1, p(n) = C log(N) max {1, |n|}
for some appropriate C > 0 and m & s · (log(N) + log(−1)). Then with probability exceeding 1− ,
‖z‖2 .
√
log(N) · γ + ‖z‖TV ·
√
N · log2(s) log(N)(log(s) + log log(N))
s
.
The proof of this result follows the proof of a synonymous two dimensional result from [26] (see also
[18]); we will require the following two ingredients.
1. The discrete version of the fact that the decay in the Haar wavelet coefficients of a function of
bounded variation can be controlled by its bounded variation norm.
2. Bounds concerning when a matrix constructed from a discrete Fourier system and a discrete Haar
system satisfies a restricted isometry property (defined in Definition 4.8).
Note however that the arguments in [26] deal only with the recovery of two (or higher) dimensional
vectors and cannot be directly applied to deduce Proposition 4.3.
The decay of Haar coefficients and total variation
In this section, we present some results which demonstrate how the Haar coefficients in a nonlinear
approximation of a signal are controlled by its total variation norm. First, we begin with some definitions.
Definition 4.4. Let n ∈ N. Given f ∈ L1([0, 1)n), the total variation of f is defined to be
‖f‖V = sup
{∫
[0,1)n
u(t)φ(t)dt : φ ∈ C1c ([0, 1)n), ‖φ‖L∞([0,1)n) ≤ 1
}
where C1c ([0, 1)
2) denotes the space of continuously differentiable functions of compact support on [0, 1)n.
The space of bounded variation functions on [0, 1)n is defined to be
BV ([0, 1)n) =
{
f ∈ L1([0, 1)n) : ‖f‖V <∞
}
.
Definition 4.5 (The Haar wavelet system). We define the Haar transform for functions in L2[0, 1) and
the discrete Haar transform for vectors in CN . Let Φ = χ[0,1) and let Ψ = χ[0,1/2)−χ[1/2,1), where given
an interval I, χI is the characteristic function on I. Let
Ψj,k =
√
2jΨ(2j · −k), j ∈ N, k = 0, . . . , 2j − 1.
Then,
{Φ} ∪ {Ψj,k : j ∈ N ∪ {0} , k = 0, . . . , 2j − 1}
forms an orthonormal basis for L2[0, 1). Order the functions in order of increasing dilation factor such
that
{ϕj}j∈N =
{
Φ,Ψ,Ψ1,0,Ψ1,1, . . . ,Ψj,0,Ψj,1 . . . ,Ψj,2j−1,Ψj+1,0, . . .
}
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The Haar transform on L2[0, 1) is defined by
W : L2[0, 1)→ `2(N), f 7→ (〈f, ϕj〉)j∈N.
For N = 2J for some J ∈ N, define
T : L2[0, 1)→ CN , f 7→ N1/2
(∫ k/N
(k−1)/N
f(t)dt
)N
k=1
.
Let Hj = T ϕj. Then {Hj}Nj=1 forms an orthonormal basis for the vector space CN . The discrete Haar
transform on CN is defined by
W : CN → CN , z 7→ (〈z,Hj〉)Nj=1. (4.2)
Lemma 4.6. [24, equation (9.53)] Let f ∈ BV [0, 1) and suppose that ∫ 1
0
f(t)dt = 0. Let cj be the
jth largest entry in magnitude of Wf , the Haar coefficients of f . Then, there exists some constant C,
independent of f such that
|cj | ≤ C · ‖f‖V
j3/2
Lemma 4.7. Let z ∈ CN be mean zero (i.e. ∑Nj=1 zj = 0). Let h = Wz be the discrete Haar coefficients
of z and let pi : {1, . . . , N} → {1, . . . , N} be a permutation such that ∣∣hpi(j)∣∣ ≥ ∣∣hpi(j+1)∣∣ for j = 1, . . . , N−
1. Then, for some constant C independent of z and h,∣∣hpi(j)∣∣ ≤ C · √N · ‖z‖TV
j3/2
.
Proof. Define f ∈ BV [0, 1) by
f(t) =
√
N · zj , j − 1
N
≤ t < j
N
, j = 1, . . . , N.
Then, h = Wz = (Wf)Nj=1. Note also that (Wf)k = 0 for all k > N . Also, ‖f‖V ≤
√
N‖z‖TV and∫ 1
0
f(t)dt = 0. Therefore, we can apply Lemma 4.6 to obtain
∣∣hpi(j)∣∣ ≤ ∣∣(Wf)pi(j)∣∣ ≤ C · ‖f‖V
j3/2
=
C · √N · ‖z‖TV
j3/2
.
The restricted isometry property
Definition 4.8. Let U ∈ Cm×N . Let s ≤ N and let δ ∈ (0, 1), U is said to satisfy the restricted isometry
property (RIP) of order s and level δ, if
(1− δ)‖z‖22 ≤ ‖Uz‖22 ≤ (1 + δ)‖z‖22
for all s-sparse vectors z ∈ CN .
Definition 4.9. Let T ∈ CN be endowed with a probability measure ν, then the set of functions
{ψj : T → C, j = 1, . . . , N} is said to be a bounded orthonormal system with respect to ν and bound
K if
∫
T
ψj(x)ψk(x)dν(x) = δj,k where δj,k is the Knonecker delta, and max
N
j=1‖ψj‖∞ ≤ K. A random
sample of an orthonormal system is the vector (ψ1(x), . . . , ψN (x)) where x is a random variable drawn
in accordance with ν.
Theorem 4.10. [12, Theorem 12.32] Let A ∈ Cm×N be a matrix whose rows are independent random
samples of an orthonormal system with bound K. For , δ ∈ (0, 1), if
m ≥ C ·K2δ−2smax{log2(s) log(K2δ−2s log(N)) log(N), log(−1)}
for some constant C, then with probability exceeding 1− , m−1/2A satisfies the RIP of order s at level
δ.
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Lemma 4.11. Let N = 2J for some J ∈ N and let U = 1√
m
XPΩVW
∗ where V is the unitary discrete
Fourier transform on CN , and X = diag
(
(p(k))
N/2
k=−N/2+1
)
is such that for k = −N/2 + 1, . . . , N/2,
p(k) = C
√
log(N) max
{
1,
√
|k|
}
,
C is an appropriate constant such that p−2 is a probability measure on {−N/2 + 1, . . . , N/2}. Then,
with probability exceeding 1− , U satisfies the RIP of order s and level δ provided that Ω consists of m
i.i.d. indices chosen in accordance with the probability measure p−2 and
m ≥ C · δ−2smax{log2(s) log(δ−2s log2(N)) log2(N), log(−1)}
Proof. This result was essentially derived in [18], and the proof is virtually identical to the proof of
Theorem 4 in Section VI of [18]. However, this result was not explicitly stated in [18] as their results did
not consider the case of one-dimensional total variation. Furthermore, we will use Theorem 4.10, which
is a slightly more general version of the result used in [18] and this will allow us to state the probability
that the RIP is satisfied in terms of . we will outline only the key arguments about why this result is
true.
• First, suppose that we are given two orthonormal bases {ϕj}Nj=1 and {ψj}Nj=1 and suppose that
maxNk=1 |〈ϕk, ψj〉| ≤ κj . Define a probability measure on {1, . . . , N} by ν(j) = κ2j/‖κ‖22.
• Let dj = ‖κ‖2/κj , let Ψ ∈ CN×N be the matrix whose jth row is the vector ψj and let Φ ∈ CN×N be
the matrix whose jth row is the vector ϕj . Then, by letting ηl(dj〈ϕl, ψj〉)Nj=1 for each l = 1, . . . , N ,
one can apply Definition 4.9 to verify that {ηl}Nl=1 is a bounded orthonormal system with respect
to ν and bound ‖κ‖2.
• Then, by Theorem 4.10, with probability at least 1− , the matrix PΩΨΦ∗, where Ω consists of m
i.i.d. indices from {1, . . . , N} chosen in accordance with ν, satisfies the RIP of order s and level δ
provided that
m ≥ C · ‖κ‖22δ−2smax
{
log2(s) log(‖κ‖22δ−2s log(N)) log(N), log(−1)
}
.
So, to prove this result, we need only derive bounds on κj and ‖κ‖2 for the case of the Fourier and
Haar bases, where ϕj = Hj , with Hj as defined in Definition 4.5, and ψk = N
−1/2(e2piikj/N )Nj=1,
and we will index the system of Ψ with k = −N/2, . . . , N/2. By [18, Section VI, Corollary 2],
|〈ψk, ϕj〉| ≤ 3
√
2pi/
√|k| for k 6= 0 and one can check that |〈ψk, ϕj〉| = 1 for k = 0. Thus, in the
Fourier with Haar case, we can let κj = min
{
3
√
2pi/
√|j|, 1}, and
‖κ‖22 = 1 + 2
N/2∑
j=1
18pi
j
≤ 36pi + 1 +
∫ N/2
1
18pi
x
dx ≤ 36(1 + pi log(N)).
Proof of Proposition 4.3
We will first show how a combination of the RIP and the relationship between the decay of Haar wavelet
coefficients and the total variation of a signal can lead to stronger control (in comparison with the
standard Poincare´ result) of ‖·‖2 by ‖·‖TV , then the proof of Proposition 4.3 will be completed by
applying specific bounds from Lemma 4.11.
Lemma 4.12. Let N = 2J for some J ∈ N and let U = VW∗ where W is the discrete Haar transform
on CN defined in (4.2) and V ∈ Cm×N . Let z ∈ CN . Suppose that U satisfies the RIP of order 2r + 1
and level δ, and suppose that ‖Vz‖2 ≤ . Then,
‖z‖2 .

1− δ +
1 + δ
1− δ ·
‖z‖TV ·
√
N
r
.
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Proof. Let c = Wz. Let cL, cH ∈ CN be such that cL = P{1}c and cH = P{2,...,N}c. Note that cL
has only one non-zero entry, which is the scaling coefficient 〈z,H0〉 = N−1/2
∑
j zj . Decompose z as
z = zL + zH , where zL is the vector whose entries are all of the constant value N−1
∑
j zj . Then z
H is
mean-zero, WzH = cH and WzL = cL. Note also that
∥∥zH∥∥
TV
= ‖z‖TV . We will apply Lemma 4.7 to
zH .
Let pi : {1, . . . , N} → {1, . . . , N} be a permutation such that |cHpi(j)| ≥ |cHpi(j+1)| for j = 1, . . . , N − 1.
Let ∆0 index the largest r entries of c
H in magnitude, let ∆1 index the next largest r entries of c
H in
magnitude, and so on. Then, by applying Lemma 4.7,
∥∥P⊥∆0cH∥∥1 = N∑
j=r+1
∣∣∣cHpi(j)∣∣∣ ≤ C‖z‖TV√N N∑
j=r+1
1
j3/2
≤ 2C‖z‖TV
√
N√
r
, (4.3)
where C is the constant from Lemma 4.7. Similarly, we can also obtain an `2 bound,
∥∥P⊥∆0cH∥∥2 =
√√√√ N∑
j=r+1
∣∣cpi(j)∣∣2 ≤ C‖z‖TV
√√√√N N∑
j=r+1
1
j3
=
C‖z‖TV
√
N√
2 · r . (4.4)
Recalling the assumption that  ≥ ‖Vz‖2, we have that
 ≥ ‖Vz‖2 = ‖VW∗Wz‖2 =
∥∥U(cL + P∆0cH + P⊥∆0cH)∥∥2
≥ ∥∥U(cL + P∆0cH + P∆1cH)∥∥2 −∑
j≥2
∥∥UP∆jcH∥∥2
≥ (1− δ)∥∥cL + P∆0cH + P∆1cH∥∥2 − (1 + δ)∑
j≥2
∥∥P∆jcH∥∥2
≥ (1− δ)∥∥cL + P∆0cH∥∥2 − (1 + δ)√r ∑
j≥1
∥∥P∆jcH∥∥1
= (1− δ)∥∥cL + P∆0cH∥∥2 − (1 + δ)√r ∥∥P⊥∆0cH∥∥1.
Rearranging and combining with (4.3) yields
∥∥cL + P∆0cH∥∥2 ≤ (1− δ) + (1 + δ) ·
∥∥P⊥∆0cH∥∥1
(1− δ) · √r .

(1− δ) +
(1 + δ)‖z‖TV
√
N
(1− δ) · r .
Finally, combining with (4.4) yields
‖z‖2 =
∥∥cL + P∆0cH∥∥2 + ∥∥P⊥∆0cH∥∥2 . (1− δ) + (1 + δ)‖z‖TV
√
N
(1− δ) · r .
Proof of Proposition 4.3. Let A˜ = N−1/2A and note that it is unitary. We may assume that
s
log2(s) log(N) log(s log(N))
≥ 1
since the result of Proposition 4.3 follows from Lemma 4.2 otherwise. Let X := diag
(
(p(k))
N/2
k=−N/2+1
)
such that for k = −N/2 + 1, . . . , N/2,
p(k) = C
√
log(N) max
{
1,
√
|k|
}
,
where C is an appropriate constant such that p−2 is a probability measure on {−N/2 + 1, . . . , N/2}.
Then, recall from Lemma 4.11 that by our choice of m, U = 1√
m
XPΩA˜W
∗ satisfies the RIP of level 1/2
and order
r ≤ s
log2(s) log(N) log(s log(N))
.
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Also, since ‖p‖∞ .
√
N log(N), it follows that∥∥∥∥ 1√mXPΩA˜z
∥∥∥∥
2
.
√
log(N) ·
∥∥∥∥ 1√mPΩAz
∥∥∥∥
2
≤
√
log(N) · γ.
So, by Lemma 4.12,
‖z‖2 .
√
log(N) · γ + ‖z‖TV ·
√
N · log2(s) log(N) log(s log(N))
s
.
The two dimensional case
We have the following strong Sobolev inequality in the case of two dimensional vectors. The proof of
this result is similar to the one dimensional case and directly applies the results of [26].
Proposition 4.13. Let N = 2R for some R ∈ N. Let A be the (non-unitary) discrete Fourier transform
on CN as defined in (2.1). Suppose that z is such that ‖PΩAz‖2 ≤
√
mγ, where Ω = {k1, . . . , km} ⊂
{−N/2 + 1, . . . , N/2}2 is chosen i.i.d. such that for each j = 1, . . . ,m,
P(kj = (n,m)) = p(n,m)−1, p(n,m) = C log(N) max
{
1, |n|2 + |m|2
}
for some appropriate C > 0 and m & s · (log(N) + log(−1)). Then with probability exceeding 1− ,
‖z‖2 .
√
log(N) · γ + ‖z‖TV · log(N
2/s) · log2(s) log(N)(log(s) + log log(N))√
s
.
The key difference between the proof of this proposition and its one dimensional counterpart in
Proposition 4.3 is the relationship between Haar coefficients and bounded variation norms for bivariate
functions. We will first define the bivariate Haar system, then present the results from [26, 18] which
will allow us to deduce Proposition 4.13.
Definition 4.14 (The bivariate Haar system). Let
Φ˜(x, y) = Φ(x)Φ(y), Ψ˜v(x, y) = Φ(x)Ψ(y), Ψ˜h(x, y) = Ψ(x)Φ(y), Ψ˜d(x, y) = Ψ(x)Ψ(y).
Also, for j ∈ N and k ∈ {0, . . . , 2j − 1}2, let Ψ˜ej,k = 2jΨ˜e(2j · −k) for each e ∈ {v, d, h}. Then,{
Φ˜
}
∪
{
Ψ˜ej,k : e ∈ {v, d, h} , j ∈ N, k ∈
{
0, . . . , 2j − 1}2}
forms an orthonormal basis for L2
(
[0, 1)2
)
. Let {ϕ˜j}j∈N2 denote these basis elements after ordering in
(any) increasing order of dilation factor, such that{
ϕ˜j1,j2 : j1, j2 = 1, . . . , 2
J
}
=
{
Φ˜
}
∪
{
Ψ˜ej,k : e ∈ {v, d, h} , j = 0, . . . , J − 1, k ∈
{
0, . . . , 2j − 1}2}
Given N = 2J for some J ∈ N, define
T˜ : L2 ([0, 1)2)→ CN×N , f 7→ N (∫ k1/N
(k1−1)/N
∫ k2/N
(k2−1)/N
f(t1, t2)dt1dt2
)N
k1,k2=1
.
Then, let H˜j1,j2 := T˜ ϕj1,j2 , and
{
H˜j1,j2 : j1, j2 = 1, . . . , N
}
forms an orthonormal basis for the vector
space CN×N . Let the two dimensional discrete Haar transform be denoted by
W˜ : CN×N → CN×N , z 7→
(
〈z, H˜j1,j2〉
)N
j1,j2=1
.
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All the lemmas used to deduce Proposition 4.3 can be directly extended to two dimensions, except for
Lemmas 4.6 and 4.7. The following lemma reveals the relationship between bivariate Haar coefficients
and the total variation norm which will be used instead of the latter lemma. Lemma 4.15 is the finite
dimensional version of a result on bounded variation functions from [27]. Although this paper deals only
with the one and two dimensional case, analogous statements to the following lemma also exist for higher
dimensions (see [25]), so one can extend the results of this section to multidimensional cases.
Lemma 4.15. [26] Let z ∈ CN×N be mean zero (i.e. ∑Nk,j=1 zk,j = 0). Let cj be the jth largest entry
in magnitude of W˜z, the discrete Haar coefficients of z. Then, for some constant C independent of z
and h,
|cj | ≤ C · ‖z‖TV
j
.
Remark 4.1 Note that [26] actually proved that |cj | ≤ C · ‖z‖′TV /j, where ‖·‖′TV is the isotropic total
variation norm with Neumann boundary conditions. However, Lemma 4.15 holds since ‖z‖′TV ≤ ‖z‖TV
for all z ∈ CN×N .
Now, applying this bound on the bivariate Haar coefficients (just as in the proof of Lemma 4.12)
yields the following result.
Lemma 4.16. [26] Let N = 2J for some J ∈ N and let U = VW∗ where W is the discrete Haar
transform on CN×N and V : CN×N → Cm. Let z ∈ CN×N . Suppose that U satisfies the RIP of order
2r + 1 and level δ, and suppose that ‖Vz‖2 ≤ . Then,
‖z‖2 .

1− δ +
1
1− δ ·
‖z‖TV · log(N2/s)√
r
.
The final lemma which we require to deduce Proposition 4.13 is the following, which considers how
one can combine the discrete Fourier transform and the discrete Haar transform such that the RIP is
satisfied.
Lemma 4.17. [18] Let N = 2J for some J ∈ N and let U = 1√
m
XPΩVW˜
∗ where V is the unitary discrete
Fourier transform on CN×N , W˜ is the discrete bivariate Haar transform and X : CN×N → CN×N is
such that Xz = p˜ ◦ z, where ◦ denotes pointwise multiplication and p˜ ∈ CN×N is defined by
p˜ = (p(k1, k2))
N/2
k1,k2=−N/2+1, p(k1, k2) = C
√
log(N) max
{
1,
√
|k1|2 + |k2|2
}
,
where C is an appropriate constant such that p−2 is a probability measure on {−N/2 + 1, . . . , N/2}2.
Then, with probability exceeding 1− , U satisfies the RIP of order s and level δ provided that Ω consists
of m i.i.d. indices chosen in accordance with the probability measure p−2 and
m ≥ C · δ−2smax{log2(s) log(δ−2s log2(N)) log2(N), log(−1)}
Proof of Proposition 4.13. Let V = N−1A and note that it is unitary. Recall the definition of p˜ and
X from Lemma 4.17. Since m = O (s · log(N) · (1 + log(−1))), it follows from Lemma 4.17 that with
probability at least 1− , U = 1√
m
XPΩVW
∗ satisfies the RIP of order
r =
s
log2(s) log(N)(log(s) + log log(N))
and level 1/2. Also, since ‖p˜‖∞ . N
√
log(N)∥∥∥∥ 1√mXPΩVz
∥∥∥∥
2
.
√
log(N) ·
∥∥∥∥ 1√mPΩAz
∥∥∥∥
2
≤
√
log(N) · γ.
So, by Lemma 4.16,
‖z‖2 .
√
log(N) · γ +
‖z‖TV · log(N2/s) ·
√
log2(s) log(N)(log(s) + log log(N))
√
s
.
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4.2 Proofs of Theorem 2.1, Theorem 2.2, Theorem 2.3 and Theorem 2.4
We first prove Theorem 2.3, then mention the modifications required to prove Theorem 2.1, Theorem
2.2 and Theorem 2.4. To begin, we recall some definitions from [7].
Definition 4.18. Let U ∈ CN×N .
1. For U such that N−1/2U is an isometry, the coherence of U is µ(U) := maxi,j |Ui,j |2.
2. Given ∆ ⊂ {1, . . . , N}, δ ∈ (0, 1) and r ∈ N, U is said to satisfy the weak restricted isometry
property (RIP) if for all v supported on ∆ ∪ Γ with |Γ| ≤ r,
(1− δ)‖v‖22 ≤ ‖Uv‖22 ≤ (1 + δ)‖v‖22.
Note that given two orthonormal bases Φ = {φj}Nj=1 and Ψ = {ψj}Nj=1 for CN , the columns of the
matrix U =
√
N (〈ψj , φk〉)Nk,j=1 form a bounded orthonormal system with respect to the uniform measure
ν on [N ] with ν(S) = |S| /N for S ⊂ [N ]. The coherence of this matrix U is such that µ(U) ∈ [1, N ] and
can be understood as a measure for the correlation between the two bases Φ and Ψ. To prove Theorem
2.3, we will make use of the fact that the discrete Fourier transform matrix satisfies µ(U) = 1 and the
following result, which was essentially derived in [7] (see assumptions (i)-(iii) at the start of the proof
of Theorem 1.2 in [7]). This result shows the existence of a dual certificate, which we will show is a
sufficient dual vector to guarantee the recovery bounds in Theorem 2.3.
The actual proof of Theorem 2.3 is similar to the proof of Theorem 1.2 in [7], however, as the
minimization problem (1.3) is slightly different from the setup in [7], for completeness, we will repeat
many steps of the argument from [7].
Proposition 4.19. [7] Let  ∈ (0, 1). Let U ∈ CN×N be such that N−1/2U is unitary. Let m ∈ N with
0 < m ≤ N . Let Λ ⊂ {1, . . . , N} and let x0 ∈ CN . Let s = |Λ|. Let Γ ⊂ {1, . . . , N} be m indices drawn
uniformly at random. Let UΓ,Λ = m
−1/2PΓUPΛ. If
m ≥ C · (1 + log(−1)) · µ(U) · log(N) · s,
for some appropriate numerical constant C, then the following hold with probability exceeding 1− .
(i) ‖(U∗Γ,ΛUΓ,Λ)−1‖2→2 ≤ 2
(ii) m−1/2 maxi∈Λc ‖U∗Γ,ΛPΓUei‖2 ≤ 1
and there exists ρ = U∗PΓw such that
(iii) ‖PΛρ− sgn(PΛx0)‖2 ≤ 1/4
(iv) ‖P⊥Λρ‖∞ ≤ 1/4
(v) there exists some numerical constant C0 such that ‖w‖2 ≤ C0 · |Λ|1/2 ·m1/2.
(vi) m−1/2PΓU satisfies the weak RIP with respect to Λ, δ = 1/4 and
r =
⌊
m
C (1 + log(−1))µ(U) log(N) log(m) log2(s)
⌋
.
Remark 4.2 Instead of the sampling without replacement model stated in Proposition 4.19, the version
proved in [7] actually considered a slightly different probability model, where Γ is drawn independently,
so that its elements are not necessarily unique. However, their proofs rely on arguments from [15] and
[30] which allow for the same statements to be made in the case of sampling without replacement (see
also [16]).
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Proof of Theorem 2.3. First, the discrete Fourier transform A is such that N−1/2A is unitary and µ(A) =
1. So, by letting
U := A, Γ := Ω′, Λ := ∆, x0 := x
in Proposition 4.19, conditions (i)-(vi) of Proposition 4.19 are true with probability exceeding 1 − 
provided that the number of samples m is chosen in accordance with (2.4). The rest of this proof will
show that these conditions imply stable gradient recovery. Let z = xˆ− x.
Step I: We will show that
‖P⊥∆Dz‖1 . ‖P⊥∆Dx‖1 + δ ·
(
1 +
√
s
)
.
To do this, we first demonstrate that ‖P∆Dz‖2 can be controlled by δ and ‖P⊥∆Dz‖1. Since m−1/2PΩA
satisfies the weak RIP with respect to δ = 1/4 and ∆, we have that
∥∥m−1/2PΩAP∆∥∥2 ≤ √5/2. So,
combining this with properties (i) and (ii) of Proposition 4.19, repeated application of Ho¨lder’s inequality
yields the following.
‖P∆Dz‖2 =
∥∥(A∗Ω′,∆AΩ′,∆)−1A∗Ω′,∆AΩ′,∆P∆Dz∥∥2
≤ 2
(∥∥∥∥ 1mP∆A∗PΩ′ADz
∥∥∥∥
2
+
∥∥∥∥ 1mA∗Ω′,∆PΩ′AP⊥∆Dz
∥∥∥∥
2
)
≤
√
5 · 1√
m
‖PΩ′ADz‖2 + 2 maxj∈∆c
1√
m
∥∥A∗Ω′,∆PΩ′Aej∥∥2‖P⊥∆Dz‖1
=
√
5 · 1√
m
‖PΩ′ADz‖2 + 2‖P⊥∆Dz‖1
≤ 4
√
5 · δ + 2‖P⊥∆Dz‖1.
(4.5)
In the last line of the above computation, note that for all k 6= 0, vk · (Az)k = (ADz)k where vk =
1 − e2piik/N . Also, (ADz)0 = 0. Thus, since ‖PΩAz‖2 ≤ ‖PΩAx− y‖2 + ‖PΩAxˆ− y‖2 ≤ 2δ
√
m by the
enforced constraint in the minimization problem, we have that
‖PΩ′ADz‖2 ≤ ‖PΩADz‖2 = ‖diag ((vk)k∈Ω) · PΩAz‖2 ≤ 2‖PΩAz‖2 ≤ 4δ
√
m,
since |vk| ≤ 2.
To bound ‖P⊥∆Dz‖1, first observe that by algebraic manipulation,
‖Dxˆ‖1 ≥ ‖P⊥∆Dz‖1 − 2‖P⊥∆Dx‖1 + ‖Dx‖1 + Re 〈P∆Dz, sgn(P∆Dx)〉,
and by applying the assumption that xˆ is a minimizer, so ‖Dxˆ‖1 ≤ ‖Dx‖1, we have that
‖P⊥∆Dz‖1 ≤ 2‖P⊥∆Dx‖1 + |Re 〈P∆Dz, sgn(P∆Dx)〉| .
By properties (iii)-(v) of the dual certificate ρ from Proposition 4.19,
|Re 〈P∆Dz, sgn(P∆Dx)〉| ≤ |〈P∆Dz, sgn(P∆Dx)− P∆ρ〉|+ |〈P∆Dz,P∆ρ〉|
≤ ‖P∆Dz‖2 ·
1
4
+ |〈Dz, ρ〉|+ ∣∣〈P⊥∆Dz, ρ〉∣∣
≤ ‖P∆Dz‖2 ·
1
4
+ |〈PΩ′ADz, w〉|+ ‖P⊥∆Dz‖1 ·
1
4
≤ δ ·
(√
5 + 4C0 ·
√
s
)
+
3
4
· ‖P⊥∆Dz‖1
where we have applied the Cauchy-Schwarz inequality with the fact that ‖PΩ′ADz‖2 ≤ 4δ
√
m and
‖w‖2 ≤ C0 ·
√
sm. So,
‖P⊥∆Dz‖1 ≤ 8‖P⊥∆Dx‖1 + δ ·
(
4
√
5 + 16 · C0 ·
√
s
)
. (4.6)
Step II: Assume that r ≥ 1 (recall that the m−1/2PΩ′A satisfies the weak RIP with respect to r).
Let h = Dz and partition ∆c into subsets of at most cardinality r by letting ∆1 be the indices of the r
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largest entries of P⊥∆h, ∆2 be the next r largest entries and so on. Let ∆˜ = ∆ ∪∆1. Since m−1/2PΩ′A
satisfies the weak RIP condition (vi) from Proposition 4.19,
‖P∆˜h‖22 ≤
4
3
‖AΩ′,∆˜P∆˜h‖22
=
4
3
√
m
(
〈AΩ′,∆˜P∆˜h,PΩ′Ah〉 − 〈AΩ′,∆˜P∆˜h,PΩ′AP⊥∆˜h〉
)
.
(4.7)
By applying the weak RIP condition and since ‖PΩ′Ah‖2 ≤ 4 ·
√
m · δ (as shown in Step I),
∣∣∣m−1/2〈AΩ′,∆˜P∆˜h,PΩ′Ah〉∣∣∣ ≤
√
5
4
· ‖P∆˜h‖2 ·m1/2‖PΩ′Ah‖2 ≤ 2
√
5 · ‖P∆˜h‖2 · δ. (4.8)
Also, using the standard compressed sensing result (see [7, proof of Theorem 1.2]) that∑
j≥2
‖P∆jh‖2 ≤
1√
r
‖P⊥∆h‖1,
one obtains
m1/2
∣∣∣〈AΩ′,∆˜P∆˜h,PΩ′AP⊥∆˜h〉∣∣∣ ≤ 12√r‖P∆˜h‖2‖P⊥∆h‖1. (4.9)
Therefore, by combining (4.7), (4.8) and (4.9),
‖P∆˜h‖2 ≤
(
8
√
5
4
· δ + 2‖P
⊥
∆h‖1
3
√
r
)
(4.10)
and
‖h‖2 ≤ ‖P∆˜h‖2 +
∑
j≥2
‖P∆jh‖2 ≤
(
8
√
5
4
· δ + 7‖P
⊥
∆h‖1
6
√
r
)
.
Combining with the result of step I and observing that r−1 ≤ 1 yields
‖h‖2 ≤ δ(15 + 19C0
√
s) +
10‖P⊥∆Dx‖1√
r
(4.11)
and by (4.10) and the bound on
∥∥P⊥∆h∥∥1 from step I,
‖h‖1 ≤
√
s · ‖P∆h‖2 + ‖P⊥∆h‖1 ≤
√
s‖P∆˜h‖2 + ‖P⊥∆h‖1 .
(
δ(1 + C0
√
s) +
√
s
r
‖P⊥∆Dx‖1
)
. (4.12)
Recalling r from (vi) of Proposition 4.19, we have that
s
r
≤ log(m) log2(s)
and
‖h‖1 . δ(1 + C0
√
s) + log1/2(m) log(s)‖P⊥∆Dx‖1. (4.13)
Note that if r 6≥ 1, then (4.12) and (4.13) are still true by combining (4.5) and (4.6) from Step I.
Finally, having shown stable gradient recovery, an application of (i) of Lemma 4.2 with (4.13) con-
cludes this proof.
4.2.1 Remark on Theorem 2.1, Theorem 2.2 and Theorem 2.4
The proofs of Theorems 2.1, 2.2 and 2.4 are almost identical to the proof of Theorem 2.3 and we mention
only the necessary modifications in this section.
For the proof of Theorem 2.4, first recall that the proof of Theorem 2.3 relies on Proposition 4.19,
the coherence of the discrete Fourier transform and the Poincare´ inequality. In two dimensions, since
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the two dimensional discrete Fourier transform A also has coherence µ(A) = 1, we may apply the two
dimensional statement of Lemma 4.2 in the last sentence of the above proof.
For the proof of Theorem 2.1, we first use the assumption that Ω consists of a uniform random
subsampled part Ω1 to derive the stable gradient recovery bounds of (4.11) and (4.12) as in the proof of
Theorem 2.3 above. Then, in the last sentence, instead of applying Lemma 4.2 (which was a consequence
of the Poincare´ inequality), note that by the choice of Ω2 ⊂ Ω, we have that ‖PΩ2A(x− xˆ)‖2 ≤ δ
√
m and
the hypothesis of Proposition 4.3 is satisfied. So, Proposition 4.3 may be applied to reach the conclusion
of Theorem 2.1.
Similarly, the proof of the two dimensional case in Theorem 2.2 is the same as the proof of Theorem
2.4, but, we apply the two dimensional result Proposition 4.13 instead of the two dimensional statement
of Lemma 4.2 in the last part of the proof.
4.3 Proof of Theorem 2.6
Throughout this section, for M ∈ N, let [M ] := {−M, . . . ,M} and let ∆ := {t1, · · · , ts} ⊂ {1, . . . , N} be
such that t1 < t2 < · · · < ts and νmin(∆, N) ≥ 1M , where νmin is as defined in Definition 2.5.
For the proof of Theorem 2.3, we showed that stable gradient recovery is implied by conditions (i)
to (vi) of Proposition 4.19, however, the following result shows that a weaker stable gradient recovery
statement is still possible even when the last condition (vi) relating to the weak RIP is missing.
Proposition 4.20. Suppose that 0 ∈ Ω and the following conditions hold.
(i) there exists U ∈ CN×N such that L˜ = 1mP∆UPΩAP∆ is invertible on the subspace span {ej : j ∈ ∆},
‖L˜−1‖2→2 ≤ 43 and ‖m−1/2P∆UPΩ‖2→2 ≤ 54 .
(ii) maxj∈∆c ‖ 1√mPΩAP⊥∆ej‖2 ≤ 6.
and there exists ρ = A∗PΩw such that
(iii) ‖P⊥∆ρ‖∞ ≤ c0.
(iv) ‖P∆ρ− sgn(P∆Dx)‖2 ≤ c1
(v) ‖w‖2 ≤ c2
√
s√
m
with constants c0, c1, c2 > 0 such that C0 = (10c1 + c0) < 1. Let xˆ be a minimizer of (1.3). Then
‖Dxˆ−Dx‖2 . (1− C0)−1
(
(c1 + c2
√
s) · δ + ‖P⊥∆Dx‖1
)
.
and ‖xˆ− x‖2√
N
. (1− C0)−1
(
(c1
√
s+ c2s) · δ +
√
s‖P⊥∆Dx‖1
)
.
Proof. Let z = xˆ− x. We first demonstrate that ‖P∆Dz‖2 can be controlled by δ and ‖P⊥∆Dz‖1.
‖P∆Dz‖2 =
∥∥∥L˜−1L˜P∆Dz∥∥∥
2
≤ 4
3
(∥∥∥∥ 1mP∆UPΩADz
∥∥∥∥
2
+
∥∥∥∥ 1mP∆UPΩAP⊥∆Dz
∥∥∥∥
2
)
≤ 4
3
·
∥∥∥∥ 1√mP∆UPΩ
∥∥∥∥
2→2
·
(
1√
m
‖PΩADz‖2 + maxj∈∆c
1√
m
∥∥PΩAP⊥∆ej∥∥2∥∥P⊥∆Dz∥∥1)
=
5
3
·
(
1√
m
‖PΩADz‖2 + 6
∥∥P⊥∆Dz∥∥1)
≤ 20δ
3
+ 10
∥∥P⊥∆Dz∥∥1
Similarly to the proof of Theorem 2.3, the last line of the above calculation follows because for k 6= 0,
vk · (Az)k = (ADz)k where vk = 1− e2piik/N . Also, (ADz)0 = 0. Thus,
‖PΩADz‖2 = ‖diag ((vk)k∈Ω) · PΩAz‖2 ≤ 2‖PΩAz‖2 ≤ 4δ
√
m,
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since |vk| ≤ 2 and ‖PΩAz‖2 ≤ 2δ
√
m by the enforced constraint in the minimization problem.
To bound ‖P⊥∆Dx‖1, first observe that since xˆ is a minimizer and
‖Dxˆ‖1 ≥ ‖P⊥∆Dz‖1 − 2‖P⊥∆Dx‖1 + ‖Dx‖1 + Re 〈P∆Dz, sgn(P∆Dx)〉,
we have that
‖P⊥∆Dz‖1 ≤ 2‖P⊥∆Dx‖1 + |Re 〈P∆Dz, sgn(P∆Dx)〉| .
By the assumed properties (iii)-(v) of the dual vector,
|Re 〈P∆Dz, sgn(P∆Dx)〉| ≤ |〈P∆Dz, sgn(P∆Dx)− P∆ρ〉|+ |〈P∆Dz,P∆ρ〉|
≤ ‖P∆Dz‖1 · c1 + |〈Dz, ρ〉|+
∣∣〈P⊥∆Dz, ρ〉∣∣
≤ ‖P∆Dz‖1 · c1 + |〈PΩADz, w〉|+ ‖P⊥∆Dz‖1 · c0
≤ δ ·
(
20c1
3
+ 4c2 ·
√
s
)
+ (10c1 + c0) · ‖P⊥∆Dz‖1
where we use the fact that ‖PΩADz‖2 ≤ 4δ
√
m. So,
‖Dz‖1 ≤
√
s‖P∆Dz‖2 + ‖P⊥∆Dz‖1 ≤ (1− C0)−1 ·
(
δ ·
(
20c1
√
s
3
+ 4c2 · s
)
+ 2
√
s‖P⊥∆Dx‖1
)
Finally, the bound on ‖z‖2 follows from a direct application of Lemma 4.2.
It remains to show that conditions (i) to (v) of Proposition 4.20 are satisfied with high probability
when Ω is chosen uniformly at random in accordance with Theorem 2.6. For ease of analysis, it has
become customary in compressed sensing theory to deduce recovery statements for the uniform sampling
models by first proving statements of some alternative sampling model. One approach (considered
in [7, 15]) is sampling with replacement where each sample is drawn independently, another popular
approach is to consider a Bernoulli sampling model. To understand the use of the Bernoulli model, first
recall the argument from [8, Section II.C], which shows that the probability that one of the conditions
(i)-(v) of Theorem 2.6 fails for Ω chosen uniformly at random is up to a constant bounded from above
by the probability that one of these conditions fails when Ω is chosen in accordance with a Bernoulli
sampling model: Ω = {δj · j : j = −2M, . . . , 2M} where δj are independent random variables such that
P(δj = 1) = q and P(δj = 0) = 1−q, where q = m/M with m as defined in (2.5). We denote such a choice
of Ω by Ω ∼ Ber(q, 2M). Thus, it suffices to show that the conditions hold choosing Ω in accordance
with this Bernoulli sampling model. We assume throughout the rest of this section that Ω ∼ Ber(q, 2M).
Proposition 4.20 presents conditions under which the gradient of x (and hence x by the Poincare´
inequality) can be stably recovered by solving (1.3). These conditions are essentially the conditions
required for stable recovery of a discrete signal from its low frequency Fourier data, and the proof of
Theorem 2.6 will heavily rely on results from the analysis of super-resolution in [6, 5, 32]. As mentioned
before, the problem of constructing the dual certificate which satisfies the conditions of Proposition 4.20
is a problem of interpolating a trigonometric polynomial. A common approach of tackling these problems
is via the use of the squared Feje´r kernel. Furthermore, P[2M ]AP∆ is a Vandermonde type matrix, and
its invertability can also be analysed via the squared Feje´r kernel [29].
We first recall a discrete version of a result from [6] which shows that P[2M ]AP∆ has a left inverse.
Lemma 4.21. [6] Let KM (t) be the squared Feje´r kernel
KM (t) =
(
sin(piMt)
M sin(pit)
)4
=
1
M
2M∑
j=−2M
gM (j)e
− 2piitjN
where
gM (j) =
1
M
min(j+M,M)∑
k=max(j−M,−M)
(
1−
∣∣∣∣ kM
∣∣∣∣)(1− ∣∣∣∣ jM − kM
∣∣∣∣) .
Define L = (Lj,k)
s
j,k=1 ∈ Cs×s by Lj,k = KM (tj − tk). Then,
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1. L = P∆A
∗VAP∆ where V = (vj,k)
dN/2e
j,k=−bN/2c+1, is a diagonal matrix such that vk,k = gM (k) for
k = −2M, . . . , 2M and has zero entries otherwise.
2. ‖gM‖∞ ≤ 1
3. ‖L− I‖2→2 ≤ 6.253× 10−3 which implies that
(a) L is invertible and ‖L−1‖2→2 ≤ 0.993747
(b) ‖L‖2→2 ≤ 1 + 6.253× 10−3.
In the following two lemmas, we will prove that conditions (i) and (ii) of Proposition 4.20 are satisfied
with high probability under the conditions of Theorem 2.6 by making use of the matrix Bernstein
inequality [33] and Lemma 4.21.
Lemma 4.22. Consider the setup of Lemma 4.21. Let Ω ∼ Ber (q, 2M) with q = mM . For each  ∈ (0, 1],
if
m & log
(s

)
· s.
Then with probability exceeding 1− ,
(i) L˜ = 1mP∆A
∗VPΩAP∆ is invertible.
(ii) ‖L˜‖2→2 ≤ 54 and ‖L˜−1‖2→2 ≤ 43 . Note that since V is a diagonal matrix, it is self adjoint and
L˜ = 1mP∆A
∗V1/2PΩV1/2AP∆. So, ‖ 1√mP∆A∗V1/2PΩ‖2→2 = ‖L˜‖
1/2
2→2 ≤
√
5
4 and ‖V1/2‖2→2 ≤ 1
since ‖gM‖∞ ≤ 1.
If q = 1, then (i) and (ii) hold with probability 1.
Proof. First, if q = 1, then L˜ = L and the result follows from Lemma 4.21. For the case when q < 1,
observe that from Lemma 4.21, we have that ‖L− I‖2→2 ≤ 6.253× 10−3, which implies that ‖L‖2→2 −
6.253 × 10−3 ≤ ‖LL−1‖2→2 and ‖L−1‖2→2 ≥ 1 − 6.253×10
−3
‖L‖2→2 ≥ 1 −
6.253×10−3
1−6.253×10−3 ≥ 0.99. Thus, if
‖L˜− L‖2→2 ≤ 14·0.99 , then ‖L˜− L‖2→2 ≤ 14·‖L−1‖2→2 and
1. L˜ is invertible and ‖L˜−1‖2→2 ≤ 43 · 0.99.
2. ‖L˜‖2→2 ≤ 14 + 0.99.
So, it suffices to show that with probability exceeding 1− ,
‖L˜− L‖2→2 ≤
1
4 · 0.99 .
We will do so using the matrix Bernstein inequality. Let (δj)
2M
j=−2M be independent Bernoulli random
variables such that P(δj = 1) = q and P(δj = 0) = 1 − q. Let K˜M (t) = 1m
∑2M
j=−2M δjgM (j)e
− 2piitjN and
observe that (L˜)j,k = K˜M (tj − tk).
Let ηj =
(
e−2piit1j , e−2piit2j , . . . , e−2piitsj
)T
. Then
L˜− L =
2M∑
j=−2M
gM (j)δj
m
(
ηj ⊗ ηj
)− 2M∑
j=−2M
gM (j)
M
(
ηj ⊗ ηj
)
=
2M∑
j=−2M
gM (j)
M
(
δj
q
− 1
)(
ηj ⊗ ηj
)
=
2M∑
j=−2M
Xj ,
where ⊗ is the Kronecker product, and Xj := gM (j)M
(
δj
q − 1
) (
ηj ⊗ ηj
)
are independent random self-
adjoint matrices of zero mean. In order to apply the matrix Bernstein inequality, we require bounds on
maxj ‖Xj‖2→2 and ‖
∑2M
j=−2M E(X2j )‖2→2.
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1.
‖Xj‖2→2 ≤
|gM (j)|
M
· 1
q
· ‖ηj‖22 ≤
s
m
,
since ‖ηj‖22 = s and ‖gM (j)‖∞ ≤ 1. So,
R = max
|j|≤2M
‖Xj‖2→2 ≤
s
m
.
2.
σ2 =
∥∥∥∥∥∥
2M∑
j=−2M
E(X2j )
∥∥∥∥∥∥
2→2
=
∥∥∥∥∥∥
2M∑
j=−2M
(
1
q
− 1
)(
gM (j)
2‖ηj‖22
M2
)(
ηj ⊗ ηj
)∥∥∥∥∥∥
2→2
≤
(
1
q
− 1
)(
gM (j) · s
M
)∥∥∥∥∥∥
2M∑
j=−2M
gM (j)
M
(
ηj ⊗ ηj
)∥∥∥∥∥∥
2→2
≤
(
1
q
− 1
)( s
M
)
‖L‖2→2
since ‖gM‖∞ ≤ 1 and ‖ηj‖22 = 2. Finally, because ‖L‖2→2 ≤ 1.1, it follows that
σ2 ≤ 1.1
(
1
q
− 1
)( s
M
)
.
Let γ = 14·0.99 . Then by matrix Bernstein,
P
(
‖L˜− L‖2→2 ≥ γ
)
≤ s · exp
( −γ2/2
σ2 +Rγ/3
)
≤ 
provided that
log
(s

)
·
(
1.1 +
γ
2
)
· s
m
≤ γ
2
2
Lemma 4.23. Let  ∈ (0, 1] and suppose that Ω ∼ Ber(q, 2M) with q = m/M and
m & log
(
N

)
.
Then,
P
(
N
max
j=1
∥∥∥∥ 1mP{j}A∗PΩAP{j}
∥∥∥∥
2→2
≥ 5.5
)
≤ .
If q = 1, then maxNj=1 ‖ 1mP{j}A∗PΩAP{j}‖2→2 ≤ 5.5 holds with probability 1.
Proof. First, if q = 1, then for each j = 1, . . . , N ,∥∥∥∥ 1M P{j}A∗P[2M ]AP{j}
∥∥∥∥
2→2
=
4M + 1
M
≤ 5 (4.14)
and so
P
(
N
max
j=1
∥∥∥∥ 1mP{j}A∗PΩAP{j}
∥∥∥∥
2→2
≥ 5.5
)
= 0.
For q < 1, let (δk)
2M
k=−2M be independent Bernoulli random variables such that P(δj = 1) = q and
P(δj = 0) = 1− q. Then
1
m
P{j}A∗PΩAP{j} − 1
M
P{j}A∗P[2M ]AP{j} =
2M∑
k=−2M
δk
m
−
2M∑
k=−2M
1
M
=
2M∑
k=−2M
1
M
(
δk
q
− 1
)
=
2M∑
k=−2M
Xk
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where Xk =
1
M
(
δk
q − 1
)
are independent random variables of zero mean. So, combining with (4.14)
gives that for each j = 1, . . . , N ,
P
(∥∥∥∥ 1qM P{j}A∗PΩAP{j}
∥∥∥∥
2→2
≥ 5.5
)
≤ P
(∣∣∣∣∣
2M∑
k=−2M
Xk
∣∣∣∣∣ ≥ 0.5
)
We will apply Bernstein’s inequality [12] to bound the right hand side of the above inequality. Observe
that |Xk| ≤ 1qM = 1m and
2M∑
k=−2M
E(X2k) =
2M + 1
M2
·
(
1
q
− 1
)
≤ 3
m
.
Therefore,
P
(∣∣∣∣∣
2M∑
k=−2M
Xk
∣∣∣∣∣ ≥ 0.5
)
≤ 2 exp
(
− 1/8
3/m+ 1/6m
)
.
So, by applying the union bound, the conclusion follows.
We will consider the existence of ρ = A∗PΩw which satisfies conditions (iii) - (iv) in Proposition 4.20
with c1 = 0, c2 = 1 and some constant c0 < 1. This dual certificate is actually identical to a discrete
version of the dual certificate constructed in [32]. We simply recall a few results from [32] and provide a
bound for ‖w‖2.
Lemma 4.24. [32, Section IV.C.] Let (δk)
2M
k=−2M be independent Bernoulli random variables such that
P(δj = 1) = q and P(δj = 0) = 1 − q with q = m/M . Let ∆ = {t1, . . . , ts} and let x ∈ CN . If
νmin(∆, N) ≥ 1M and
m & max
{
log2
(
M

)
, log
(
N

)
, s · log
(s

)
· log
(
M

)}
,
then with probability exceeding 1− , there exists constants (αk)sk=1, (βk)sk=1 ∈ Rs such that the trigono-
metric polynomial
Q(t) =
s∑
k=1
αkKM (t− tk) +
s∑
k=1
βkK
′
M (t− tk)
where KM (t) =
∑
|j|≤2M δjgM (j)e
−2piitj/N and K
′
M is the first derivative of KM , satisfies the following.
1. Q(t) = (sgn(P∆x))t for each t ∈ ∆,
2. |Q(t)| < 1 for all t 6∈ ∆
3.
√∑s
k=1 |αk|2 +
∑s
k=1 |K ′′M (0)| |βk|2 ≤ 2
√
s · q−1 · 1.568.
where K ′′M is the second derivative of the squared Feje´r kernel and K
′′
M (0) = − 4pi
2(M2−1)
3 . Further-
more,for each k ∈ {1, . . . , N} \∆,
|Q(k)| ≤ max
{
1− 0.92(M
2 − 1)
N2
, 0.99993
}
. (4.15)
Remark 4.3 This lemma is essentially proved in [32]. The inequality (4.15) is a result of combining the
result of Proposition 4.12 and equation (IV.38) from [32].
Lemma 4.25. Suppose that M ≥ 10 and
m & max
{
log2
(
M

)
, s · log
(s

)
· log
(
M

)}
.
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Let E be the event that conditions (i)-(v) of Proposition 4.20 are satisfied, with
c0 := max
{
1− 0.92(M
2 − 1)
N2
, 0.99993
}
, c1 := 0, c2 := 1
and U = A∗V where V is the diagonal matrix defined in Lemma 4.21 and Ω = {0} ∪ Ω′ where Ω′ ∼
Ber(m/M, 2M). Then P(E) > 1− .
Proof. Let ρ = (Q(j))Nj=1 where Q is as defined in Lemma 4.24. Recall conditions (i) to (v) of Proposition
4.20. Let E1 be the event that the conclusions of Lemma 4.22 holds (so (i) holds), E2 be the event that
(ii) holds and E3 be the event that the conclusions of Lemma 4.24 holds (so ρ satisfies both conditions
(iii) and (iv)). Suppose that the events E1 and E3 imply condition (v), then to show that P(E) > 1− ,
it suffices to show that
P(Ec1) ≤ /3, P(Ec2) ≤ /3, P(Ec3) ≤ /3. (4.16)
Observe that if the inequalities in (4.16) are satisfied for the index set Ω′, then they are satisfied for the
index set Ω ⊃ Ω′. By the choice of Ω′, P(Ec1) ≤ /3 follows from Lemma 4.22, P(Ec2) ≤ /3 follows from
Lemma 4.23 and P(Ec3) ≤ /3 follows from Lemma 4.24.
It remains to demonstrate that if E1 and E3 both occur, then ρ = A
∗PΩw with ‖w‖2 ≤
√
s√
m
(so
condition (v) holds): By definition, for each j = 1, . . . , N ,
ρj =
1
M
∑
|l|≤2M
δlgM (l)e
2piijl/N
s∑
k=1
αke
2piitkl/N +
1
M
∑
|l|≤2M
(−2piil)δlgM (l)e2piijl/N
s∑
k=1
βke
2piitkl/N
=
∑
l∈Ω
wle
2piijl/N
where
wl :=
gM (l)
M
(
s∑
k=1
αke
2piitkl/N − 2piil
s∑
k=1
βke
2piitkl/N
)
.
To bound ‖PΩw‖2, observe that
1
q
‖PΩw‖22 =
∑
j∈Ω
1
q
|wj |2 ≤ 2
q
∑
j∈Ω
∣∣∣∣∣gM (j)M
s∑
k=1
αke
2piitkj/N
∣∣∣∣∣
2
+
2
q
∑
j∈Ω
∣∣∣∣∣gM (j)M · 4pi2 |j|2 ·
s∑
k=1
βke
2piitkj/N
∣∣∣∣∣
2
≤ 2
q
∑
j∈Ω
∣∣∣∣∣gM (j)M
s∑
k=1
αke
2piitkj/N
∣∣∣∣∣
2
+
2
q
∑
j∈Ω
∣∣∣∣∣gM (j)M · 14 |K ′′M (0)| ·
s∑
k=1
βke
2piitkj/N
∣∣∣∣∣
2
,
if we assume that M ≥ 10 and since K ′′M (0) = − 4pi
2(M2−1)
3 . Furthermore, since L˜ = m
−1P∆A∗VPΩAP∆,
1
q
‖PΩw‖22 ≤ 2
‖gM‖∞
M
〈L˜α, α〉+ 2‖gM‖∞
M
· 14 |K ′′M (0)| · 〈L˜β, β〉
≤ 28
M
‖L˜‖2→2
(
‖α‖22 + |K ′′M (0)| ‖β‖22
)
,
where we have used ‖gM‖∞ ≤ 1. By assumption, ‖L˜‖2→2 ≤ 5/4 (from Lemma 4.22) and√√√√ s∑
k=1
|αk|2 +
s∑
k=1
|K ′′M (0)| |βk|2 ≤ 2
√
s · q−1 · 1.568
(from Lemma 4.24), therefore,
‖PΩw‖2 .
√
q
M
·
√
s
q
=
√
s
m
.
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5 Concluding remarks
This paper studied one type of variable density sampling which concentrates near low frequency Fourier
samples. The recovery guarantees derived are optimal up to log factors. We also showed that in the
case where the discontinuities of the underlying signal are sufficiently far apart, one need only sample
from low Fourier frequencies to ensure exact recovery. Our results provided some initial justification for
the use of variable density sampling patterns over uniform random sampling patterns. First, variable
density sampling guarantees near-optimal stability, and, although we do not prove that uniform random
sampling cannot achieve the same stability guarantees, our numerical results suggest that dense sampling
near the zero frequency does indeed substantially improve stability. Second, Theorem 2.6 demonstrated
that the number of samples required can be substantially decreased under the additional assumption that
the discontinuities of the underlying signal are sufficiently far apart. It is possible that this result is only
a special case of a much more general theory, since our numerical examples suggest that variable density
sampling patterns can be optimized to account for the gradient sparsity structure of the underlying
signal.
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