RNA/protein interactions play crucial roles in controlling gene expression. They are becoming important targets for pharmaceutical applications. Due to RNA flexibility and to the strength of electrostatic interactions, standard docking methods are insufficient. We here present a computational method which allows studying the binding of RNA molecules and charged peptides with atomistic, explicit-solvent molecular dynamics. In our method, a suitable estimate of the electrostatic interaction is used as an order parameter (collective variable) which is then accelerated using bi-directional pulling simulations. Since the electrostatic interaction is only used to enhance the sampling, the approximations used to compute it do not
Introduction
Peptidic ligands are providing increasingly attractive drug leads for many proteins. They have recently been applied to RNA as well. [1] [2] [3] Targeting RNA is, however, more challenging than targeting proteins due to the highly charged nature and flexibility of RNA. [4] [5] [6] [7] [8] In addition, designing RNA-binding drugs is limited by the poor understanding of RNA/ligand molecular recognition events. [9] [10] [11] [12] The latter are intricate processes strongly dominated by a conformational selection and/or induced fit mechanisms. 13, 14 Structural information by X-ray and NMR experiments is crucial to provide insights on the binding poses of RNA/peptide complexes. 15 NMR techniques further give useful information on dynamics. 16, 17 Computational approaches have proved to be useful for studying nucleic-acid/ligand complexes. On one hand, docking approach using coarse-grained modeling allows efficient and systematic search for the native-like binding poses. 18 On the other hand, Molecular Dynamics (MD) simulations with implicit-solvent representations have shown to provide a relatively good agreement with experiments in structural and dynamical properties of the complexes. 12, 19, 20 Finally, using an explicit representation of solvent and ions could shed light on the RNA structural adaptation and molecular recognition under realistic conditions of the ionic solution, which is known to play important roles in RNA stability and inter-molecular electrostatic interactions. 21, 22 However, an explicit representation of solvent and ions implies a significant increment in the number of atoms to be simulated. 23 Therefore, a well-known difficulty of atomistic MD simulations is that they can only follow the system dynamics on the microsecond timescale at most.
Although recent developments allowed reaching the millisecond timescale at least for small proteins, 24 ,25 the study of slower conformational transitions of larger molecules require some form of acceleration. Several methods have been proposed to alleviate this problem, and many of them are based on the a priori choice of proper reaction coordinates, or Collective Variables (CVs), which are biased during the simulation (see e.g. [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] ) A common difficulty of these algorithms is to properly choose an effective CV which is highly dependent on the specific problem. Several authors have proposed to bias the potential energy of the system as a solution. [36] [37] [38] [39] [40] However, the potential energy should not be interpreted as a proper CV in solvated systems where large fluctuating contributions arise from the solvent-solvent interactions. Indeed, these methods are efficiently used in solvated systems in a spirit more related to that of parallel tempering, 41 simulated tempering, 42 and multicanonical sampling, 43 i.e. to let the system evolve in an ensemble where effective barriers are decreased and conformational transitions are more likely to occur. In this respect, it appears fascinating to push this idea further and to use as a CV only the component of the energy which is relevant for the transition of interest such that the solvent fluctuations are averaged out.
In this paper, we propose to use an approximation of the electrostatic interaction free-energy between two molecules as a CV for binding problems. This free energy can be easily computed on the fly within the Debye-Hückel formalism and can be used as a descriptor to distinguish the bound (low free energy) and unbound (high free energy) states. The so-called Debye-Hückel energy (DHEN) is only an approximate evaluation of the intermolecular interactions, and is here merely used as a CV on top of which a suitable bias is added. In this manner, the accuracy of the free energy calculation is not dictated by the Debye-Hückel approximation.
We here perform bi-directional Steered Molecular Dynamics (SMD) simulations 28, 34 with bias applied on our proposed DHEN CV. The case-study system is the HIV Trans-Activation Responsive (TAR) RNA element in complex with a cyclic peptide inhibitor. TAR is a stem-bulge-loop RNA structure, formed by the first 59 nucleotides of the nascent HIV-1 mRNA molecules. Its apical portion (nucleotides G17 -G45, see Figure 1 (a) directly binds to the arginine-rich viral trans-activator of transcription protein (Tat), enhancing a key step in the viral replication, i.e. the transcription from the pro-viral DNA into the full-length viral mRNA. [44] [45] [46] [47] Therefore, the TAR/Tat interaction is a potential target for developing new anti-HIV drugs. Due to conserved structure of TAR, 48, 49 drug resistance development against TAR-binding inhibitors is expected to be slower than with other conventional HIV-1 protein targets. As a new approach to tackling TAR/Tat interaction, Davidson et al., focused on the development of conformationally constrained mimics of HIV-1 Tat and discovered a family of beta-hairpin cyclic peptides that bind to TAR with nanomolar affinity and greatly improved specificity compared with previous ligands. 50 Among more than 100 peptides in the investigated family, the arginine-rich sequence cyclo-RVRTRKGRRIRIPP (L22 hereafter, see Figure 1 (b)) stands out for its potency. L22 binds to TAR with the affinity of 1 nM.
NMR experiments also showed that L22 peptide binds to the major groove of the upper RNA helix (nucleotides 26-29 and 36-39, see Figure 1 (c)), which is also the binding pocket of Tat. 44, 46 Figure 1: (a) Apical portion (nucleotides G17 -G45) of HIV-1 TAR RNA; (b) Sequence of the so-called L22 peptide, a cyclic peptide mimic of Tat protein; (c) NMR structure of the TAR/L22 complex.
In a recent work, we employed atomistic MD simulations to investigate structural and dynamical properties of the TAR/L22 complex. 51 Our simulations also confirmed that binding between an RNA and a positively-charged peptide is a spontaneous process strongly driven by electrostatic interactions. In this work, using bi-directional SMD simulations with our proposed DHEN CV, we are able to predict the correct binding pocket and binding pose without any a priori structural information of the complex. We here also generalize a reweighting technique to compute the Potential of Mean Force (PMF) in a bi-directional steering scheme on any a posteriori chosen CV, which is not necessarily the steered CV.
Materials and Methods

Theoretical Approaches Electrostatic Interaction as a Collective Variable
We construct a CV describing in an approximate manner the electrostatic interaction free energy between the ligand B and its target A. Our CV aims to be highly general, computationally efficient, and to use a small number of parameters. This obviously comes at the cost of accuracy, which appears to be well justified here because the approximate electrostatic free energy of the system is used only as a CV for guiding the exploration of the conformational space.
To derive our CV, we make several simplifying assumptions: (i) the ionic solution is highly dilute such that the relation e c Φ(r) k B T holds, here e c , k B , T are the constants denoting the electronic charge, Boltzmann constant, and temperature of the system respectively, and Φ(r) represents the electrostatic potential at a position r; (ii) the difference in electrostatic interactions due to different atomic sizes are negligible; and (iii) the ionic solution is considered homogeneous; i.e.
the decreasing in solution-screening effect at the region close to or inside the molecules, which causes an increasing in strength of electrostatic interactions, is also negligible. These assumptions do not affect the accuracy of free-energy calculations, which is obtained from the work performed along steered MD simulations.
Let us consider the electrostatic potential Φ(r) of a target/ligand complex system in an aqueous solution containing a dilute 1:1 electrolyte (K + and Cl − featuring an ionic strength of 10 mM in our case The general analytical solution of Equation (1) in the solvent region is given by
From the electrostatic potential in Equation (2), one can easily derive the electrostatic-interaction term in the free energy of a two-non-overlapping-molecule system as:
where A (B) is the set of all the atoms of the target (ligand) molecule; i and j are the atom indexes in the two sets A and B; |r i j | = |r i − r j | denotes the distance between atoms i and j. Here we introduce a further simplification by assuming that only the inter-molecular electrostatic interactions contribute significantly to the free-energy difference between the bound and unbound states of a complex. We thus ignore the intramolecular relaxation in the Equation (3).
Validation against Poisson-Boltzmann Equation
To compare the estimated electrostatic free energy using nonlinear and linearized PBEs, we performed electrostatic calculations on our case study, the L22-TAR complex system. To build our initial molecular configuration, we first placed L22 at the origin of an arbitrarily selected coordinate system and then placed TAR at 40 Å on an axis, e.g. the x-axis in our setup. This choice of distance ensured that L22 and TAR were far enough to have no inter-molecular contacts. The dipole moments of both molecules were aligned with another direction, e.g. the z-axis in our setup.
We next progressively rotated both L22 and TAR molecules about the x-, y-, and z-axes. The combination of these rotations is equivalent to placing the ligand in all three-dimensional rotations everywhere on the surface of a sphere with a radius of 40 Å around the RNA. The "angle-step" of the rotation was 1 • . At every step, the electrostatic-interaction free energy was calculated by two methods: (i) numerically solving the nonlinear PBE using APBS 1.3 53 and (ii) using Equation (3), which is resulted from the analytical solution of the linearized PBE. These calculations provided the orientation dependence of the electrostatic interaction. Obviously, the performance of numerical PBE solving depends on the softwares, grid spacing, and other procedures as well as input parameters. Although we did not optimize our PBE-solving procedures, the evaluation of our DHEN CV has a clear computational advantage compared to solving PBE numerically. The results, however, were not considerably different from one another.
That can be observed in Figure 2 , which shows the dependence of electrostatic free energy on the two angles α and γ describing the rotation of TAR about the x-and y-axes. Both calculation methods agreed on the two minima representing two orientations of TAR at which the electrostatic free energy of the system had the lowest values. In these configurations, L22 faced both the upper and lower major groove of TAR. This result further suggested that there are two possible low-energy funnels in which L22 can approach TAR (see Figure 3 ). This agreement can become weaker as the two molecules get closer and their low dielectric interiors approach each other. However, under this condition, the full solution of the nonlinear PBE could underestimate the change in molecular flexibility, thus giving a poor estimate of the interaction free energy anyway. We therefore believe that our DHEN provides a good compromise between accuracy and computational cost. These observations provided us with more confidence when using the electrostatic free energy in Equation (3) as a CV to accelerate the simulations.
We therefore propose to use the expression (3), hereafter referred to as Debye-Hückel free energy (DHEN), as a CV. The DHEN CV was implemented in an in-house version of PLUMED 1.3. 54 Reconstruction of the PMF from Bi-directional Pullings PMF as a Function of the Steered CV To reconstruct the PMF as a function of the steered CV, we employed the bi-directional PMF estimator developed by Minh and Adib: 55
where G 0 (z) denotes the PMF as a function of the CV z; τ is the total time of each pulling; z t is the value of the CV z at time t; F and B denote the averages taken over all forward and backward realizations respectively; n F and n B are the number of realizations in forward and backward pullings; W t 0 is the cumulative pulling work at time t; W is the total work at time τ;
Figure 3: Possible approaches of L22 to TAR predicted by electrostatic-free-energy calculations: (i) upper major groove, which is as well the binding site of Tat and (ii) lower major groove.
is the harmonic potential acting on the CV at time t, where z restr (t)
denotes the value of the restrained CV; F t is the free-energy difference between the equilibrium state at time t and the initial equilibrium state of the forward process, whose value is given by:
in which F = F τ is the free-energy difference between the initial and final equilibrium states of the pulling, which can be calculated from the Bennett acceptance ratio (BAR) method. 56 Equation (5) can also be rearranged to give BAR formula at the particular case where t = τ:
PMF as a Function of an Arbitrary CV -Reweighting Scheme for Bi-directional Pullings
The PMF computed as a function of the steered CV does not necessarily provide a good picture of the investigated transition, as the steered CV is not guaranteed to properly distinguish all the relevant states. Moreover, in many cases it is instructive to look at the same result from a different perspective, i.e. computing the PMF as a function of a different, a posteriori chosen CV. Such task can be performed by employing a reweighting scheme. Suitable schemes have been proposed for other kinds of non-equilibrium simulations including metadynamics. 57 For SMD simulations, a reweighting algorithm for uni-directional pullings was introduced by some of us in a recent work. 58 Here we extend this scheme to bi-directional pullings. As introduced in ref, 58 at each frame along the i th trajectory, a so-called weighting factor can be derived as:
where t denotes the time frame; W i (t) is the work at time t done on the i th pulling; V (z t ,t ) = k/2[z t − (z 0 + vt )] 2 is the harmonic potential with a spring constant k and the center of oscillation at z 0 + vt acting on the CV at time t whose value is z t ; F t is a normalization factor that adopts the value of the free-energy difference between the equilibrium state at time t and the initial equilibrium state and can be calculated as in Equation (5).
For bi-directional pulling, the weighting factor for both forward and backward trajectories can be written as:
Note that F t has been adjusted to F τ−t in Equation (9) since the backward process is actually a reverse of the forward one.
We notice that Equations (8) and (9) do not fix the relative weight of forward and backward trajectories. In the same spirit as in ref. 55 this can be optimally done using the weighted-histogram analysis method (WHAM), 59 ,60 which provides the optimal relative weight. Therefore, the weighting factors in Equations (8) and (9) can be rewritten as:
Equations (10) and (11) are the combinations of the equations derived in 55, 58 and provide a weight to each of the sampled configurations. Based on these weights, the PMF can be estimated as a function of any a posteriori chosen CVz as:
Our reweighting scheme (Equation (12)) can be rearranged to give an identical expression to the Minh-Adib bi-directional PMF estimator (Equation (4)) whenz ≡ z. However, it is more general as it allows estimating the PMF as a function of a different, a posteriori chosen CV. Applying this algorithm, one can be flexible in choosing the appropriate CVs for different purposes.
Computational Details
All standard MD simulations were performed using GROMACS 4.5.5. 61 A truncated octahedral box of explicit water at large size was used to ensure that TAR and L22 can reach the center-tocenter distance of at least 40 Å. The box turned out to contain 11,780 water molecules. An excess ion concentration of 10 mM was set in all simulations to reproduce the experimental conditions, 50 which resulted in 23 K + cations and 2 Cl − anions. We employed TIP3P model 62 for water, AM-BER ff99SB-ILDN force field 63 for L22, and ff99SB-ILDN with parmbsc0 reparametrization 64 for TAR. When using the standard ff99SB-ILDN force field for K + and Cl − ions at the ion concentration of 150 mM, we experienced the growing of ion crystallization after the first 5 ns of MD simulation (data not shown). In fact, the AMBER ff9X force fields, i.e. ff94, 65 ff98, 66 and ff99 67, 68 and their variants, have been reported to facilitate the ion crystallization due to the incorrect parametrizations which cause the imbalance between cation-anion interactions. [69] [70] [71] Therefore, the ff99SB-ILDN force field corrected with new ions' reparametrization by Joung and
Cheatham 72 was used for the K + and Cl − ions in our simulations. In all simulations, temperature was kept constant at 300 K using the velocity rescaling algorithm. 73 When indicated, pressure was kept constant at 1 atm using a Parrinello-Rahman barostat. 74 A total of 4.2 microseconds of simulations were performed in a bi-directional steering scheme.
Hereafter we refer to the unbinding direction as forward SMD and the binding direction as backward SMD.
Our forward SMD scheme included:
(1f) 20 ns of constant-pressure MD simulation starting from the NMR structure of L22-TAR com-
plex. An average DHEN (−140 kJ/mol), and its standard deviation (σ = 3 kJ/mol) were calculated from this equilibrium simulation. Among 64 bound configurations at the end of the backward SMD simulations, we found two dominant classes in which L22 binds to the TAR's upper major groove, i.e. the same binding pocket observed in NMR studies. To further quantify the difference between these two classes, for each class, we selected the structure associated with the lowest steering work. We then repeated the same forward SMD procedure as described above, which, for each selected structure, included (i) 30 ns of MD equilibration for step (1f), (ii) 12 ns of CV-restraint MD for step (2f) at the same DHEN value (−140 kJ/mol ) and spring constant (0.2 kJ mol −1 nm −2 ), and (iii) 12 forward SMD simulations (25 ns each) for step (3f).
SMD and CV-restrained simulations were performed using our modified version of PLUMED 1.3 integrated with GROMACS 4.5.5. In all these simulations, Equation (3) was used to determine the DHEN CV. All atoms of L22 and TAR are involved in the sets A and B respectively. Atomic charges were extracted from the ff99SB-ILDN force field. The value of 80 was chosen for the dielectric constant of water ε w , which, together with the ionic strength I = 10 mM, resulted in the Debye-Hückel parameter κ 0.033 Å −1 .
Results
PMF Reconstruction from Bi-directional SMD Simulations
The PMF as a function of DHEN was reconstructed from bi-directional pullings using the MinhAdib PMF estimator as in Equation (4) (see Figure 4) . However, within this framework, it is difficult to quantify the entropic contribution to the free energy arising from the larger conformational space available as the intermolecular distance increases, which is expected to diverge for the unbound state. We then apply the reweighting scheme (Equation (12)) to compute the PMF as a function of the distance between the centers of mass of the two molecules (see Figure 5 ).
This entropic contribution can be easily evaluated and added to the PMF, and hence allows estimating the free-energy difference between the bound and unbound states, which turns out to be approximately 85 ± 5 kJ/mol. This value is larger than that obtained from experiment, which was approximately 52 kJ/mol. 50 In the Section Discussions, we prove that this discrepancy does not come from sampling problems, and it is presumably due to the inaccuracy of the force fields.
Binding Poses from Backward SMD Simulations
A total of 64 binding (backward) SMD simulations, in which the DHEN CV was pulled from −30 kJ/mol to −140 kJ/mol, all ended up with L22-TAR complexes. The binding poses of L22 to TAR can be classified as followed (see Table 1 ) (i) L22 binds to TAR at the major groove in 51 complexes (80%), among which 33 complexes (52%) can be classified as upper-major-groove binding (i.e. the same binding pocket as of A more appropriate assessment of relative pose stability can be done by considering the works performed in the pulling simulations. Among the five simulations with lowest pulling works, only the one with the second-lowest work ended up in pose (3) (see Table 1 ). The rest of them are classified as pose (1). The sixth-lowest-work process results in a complex of pose (2).
Quantitative Comparison in the Stability of the Two Dominant Upper-Major-
Groove Binding Poses
As discussed in the previous Section, pose (1) in Figure 6 is not only the most probable pose but also the pose for which the lowest work is performed. In pose (2), the ligand occupy the same binding pocket in a different orientation, which is consistent with that obtained from NMR To verify the robustness of the comparison, we performed a bootstrapping algorithm by repeating 500 times of solving the BAR equation (6) (which is a special case of Equation (5) Applying the proposed reweighting scheme on the center-to-center distance CV, we again found that the free-energy differences as functions of distance of both poses (1) is larger than that of pose (2) and the NMR structure (see Figure 8 ). Figure 8 : PMF as a function of the center-to-center distance obtained by the reweighting scheme performed on the whole set of simulations starting from the NMR structure (black solid line) and the set of simulations coming from and to pose (1) (blue dotted line) and pose (2) (red dashed line). Free-energy difference between the bound and unbound states of pose (1) is larger than those of the NMR structure and pose (2).
Discussions
Effectivity, Computational Efficiency, and Generality of the Proposed Electrostatic-
Based Collective Variable
Our proposed DHEN CV (Equation (3)) includes only the intermolecular electrostatic interactions thus does not contain the noise coming from intramolecular interactions or interactions with the ionic solvent. Our CV is a function of not only atomic coordinates but also ionic strength, temperature, solvent dielectric constant, and atomic charges accessible from the force fields. Therefore, it is expected to be more "selective" and effective than the conventional center-to-center distance CV in describing RNA/peptide binding/unbinding processes. Indeed, the distance CV may disfavor the right complex formation by not taking into account the charge-charge interactions, an important driving force in most RNA/peptide recognition events.
Besides the parameters that are trivially determined from the simulation setups, our proposed CV does not requires any other extra parameters that need to be updated during the simulations.
This is the computational advantage of this CV.
In addition, our proposed CV has a general formalism that, in theory, is applicable for any binding event that is driven by electrostatics, which is the case of most nucleic acid/ligand bindings.
Bi-directional Steering Outperforms Uni-directional Steering
Steering involves out-of-equilibrium processes. Although the uni-directional Jarzynski's equality 75 and the Hummer-Szabo PMF estimator 76 allow reconstructing the free energy from nonequilibrium works, the resulted free energy is strongly dominated by the low work values due to the behavior of the exponential average. These low work values are associated with the trajectories of the "rare" events which are poorly sampled. This poses a convergence challenge to uni-directional SMD simulations. Indeed, the more a system departs from its initial equilibrium state, the more uni-directional estimators tend to overestimate the free energy change.
The bi-directional estimators such as the one introduced by Minh-Adib 55 and our proposed reweighting scheme provide an optimal combination of the works from both forward and backward processes. When the forward and backward processes are properly combined, the overestimation of free energy in both directions are then "averaged" out. Bi-directional estimators hence outperform uni-directional ones.
Verification of the Statistical Accuracy
The bootstrapping procedure of analyzing a selected subset of the binding and unbinding trajectories allows us to assess the statistical accuracy of the results. Indeed, bi-directional pulling protocols can still exhibit large statistical errors when backward pullings do not properly bring the system to the correct starting point. However, by performing the pulling out of the actually reached bound pose, we can guarantee that their stability is fairly evaluated.
"Blind" Prediction of the Binding Pocket
By employing bi-directional SMD simulations with our proposed DHEN CV, we were able to find the binding pocket in agreement with the experimental structure, i.e. the upper major groove.
Although the L22-TAR binding pose and its structural properties were well characterized in experiments, we did not use any of these experimental observations to bias or constraint the simulations.
Indeed, our pullings were performed in a "blind" manner, in which L22 is not constrained to bind to the known NMR binding pocket but rather free to decide its encounter paths guided by the electrostatic interactions. In such manner, we are still able to find two dominant binding poses, in both of which L22 binds to the correct pocket as observed by experiments. Figure S3 in Supporting Information shows the positive correlation between the total works and the last values of DHEN in 64 backward simulations. It is clear that the DHEN CV points to the upper major groove as the best binding site. However, we also observe that the total work is a better estimator of the reliability of the final conformation reached by a steered simulation since (i) it takes into account the entire binding process and (ii) it has a rigorous foundation which, in the limit of an infinite number of pulling simulations, is independent of the way the DHEN is estimated. We recalculated the DHEN using 100 mM as the ionic strength for the final conformations resulted from the backward steered trajectories. A positive correlation between these new DHEN values and the total works (see Figure S4 in Supporting Information) suggests that this method would be able to distinguish the two grooves also at higher ion concentrations. These results not only confirms the assumption that electrostatics plays an important role in L22-TAR binding but also strongly justifies the use of DHEN, an approximation of the electrostatic interaction free energy, as a CV in accelerated simulations.
TAR is an RNA containing 29 nucleotides featuring two stems, a bulge, and an apical loop. The apical loop partially closes the access to the upper major groove associated with the upper stem, which is also the binding pocket of Tat. Any designed molecule able to bind to TAR at this pocket is a promising candidate for HIV-transcription inhibition. L22 is a ligand with a rigid β −hairpin backbone and long side-chains (i.e. mostly composed of Arginine side-chains), which make it difficult to navigate and end up inside a partially closed pocket. Interestingly, in experiments, L22
was reported to bind and fit completely in this pocket. We were able to reproduce such a non-trivial binding mode only by using SMD simulations pulling on an electrostatic-potential-energy-based CV without any further guidance from experiments. The self-guiding feature of this methodology is very important since it is applicable even when experimental information in unavailable, which is the case of most computational drug design efforts. This feature could further help designing a robust and automatic computational strategy for studying biomolecular complexes and hence help cutting experimental expenses.
Predicted Affinity
As we discussed above, we are confident in the statistical accuracy of our calculations. Moreover, contributions such as the conformational entropy loss upon binding are implicitly taken into account in our approach. Thus, the discrepancy between our estimate of the affinity and the one reported in ref. 50 should be ascribed to other causes such as the difference between the anion type we used (Cl − ) and the one used in the experiments (mixture of HPO 2− 4 and H 2 PO − 4 ); the not so large simulation box and the resulting periodic boundary artifacts which are even more amplified in smaller simulation boxes; and finally, force field inaccuracies. These latter inaccuracies could be likely associated with (i) the challenging description of the multi-degree-of-freedom sugarphosphate backbone using a constant-point-charge model, 77, 78 (ii) the difficulties in describing the RNA non-canonical structural elements, [79] [80] [81] [82] i.e. the bulge and hairpin loop in our case, (iii) subtle force-field dependence on ionic strength and types, 83, 84 and most importantly (iv) the well-known inaccuracies of the non-polarizable force fields in describing the electrostatic interaction between the RNA and the anions (i.e, Cl − ions) as well as the strong electrostatic interaction between the highly polarizable phosphodiester moiety of RNA and the positively charged atoms 12, 85 including the cations K + and those of the peptidic ligand L22 in our case.
Sufficiency of DHEN as a CV
A physics-based CV is expected to outperform a geometrical CV in guiding the transition process.
However, it is not guaranteed that our DHEN CV is sufficient, since it may not distinguish some degenerated conformations. In this work, the effect of this drawback is reduced by performing multiple steered simulations to sample other possibly hidden relevant degrees of freedom with a brute-force approach. Subsequently, the obtained conformations can be interpreted with their correct statistical weights using our reweighting scheme. In other simulation frameworks, such as metadynamics or umbrella sampling with weighted histogram analysis method, orthogonal CVs could be biased simultaneously with DHEN CV to alleviate this issue.
Conclusions
Motivated by the idea of using potential energy of a system as a collective variable and based on the observation that binding between an RNA and a positively charged ligand is driven by electrostatic interaction, we have proposed an electrostatic-based collective variable that is an approximation of the intermolecular electrostatic component of the free energy. Our proposed collective variable is a physics-based indicator which is computationally efficient and simple to be integrated with atomistic simulations. 86 By performing bi-directional steered molecular dynamics on this collective variable, and taking advantage of a novel reweighting scheme, we provide quantitative insight on the binding energetics of L22-TAR complex, and blindly reproduce the correct binding pocket and pose as observed in NMR experiments. This shows an efficient self-guiding feature of our simulation protocol, which is extremely important for drug design when experimental structures are not available. A statistical validation of our results allows the overestimation of the binding affinity to be ascribed to the well-known force-field deficiencies and/or to other differences between the computational and experimental setups. We foresee the application of this technique in studying other electrostatics-driven processes, such as assembly of complexes of charged molecules including ligand/nucleic acid, protein/nucleic acid, protein/protein interactions. The DHEN collective vari-able can also be used within the framework of other biasing techniques such as umbrella sampling, adaptive biasing force, and metadynamics, and with temperature-based schemes. As a possible extension, more advanced estimates of the electrostatic interaction free-energy, such as those based on Generalized Born model, 87 could be used as collective variables for biased sampling.
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