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 The need for reliable performance measures of urban arterial roadways is 
increasing because of the rise in traffic congestion and the high value of travel time. 
Consequently, travel time reliability (TTR), which combines components of measures of 
central tendency and measures of dispersion of travel times, has recently received 
considerable research interest.  
 The basis of all TTR metrics is the travel time distribution (TTD). Estimating and 
forecasting arterial TTDs for TTR analysis is the focus of this dissertation. This 
dissertation proposes a new TTR methodology that is a marked improvement on recent 
TTR estimation and forecasting methodologies including the current US state of the art 
methodology which was published in the 6th edition of the Highway Capacity Manual 
(HCM6). The HCM6 TTR methodology is a very important step because it is the first 
reliability methodology proposed in the HCM. However, there is no evidence that the 
HCM6 TTR methodology has been calibrated with empirical TTD data.  
 The HCM6 TTR methodology was analyzed on four principal arterials in 
Nebraska. These corridors have historical empirical Bluetooth and INRIX TTD data. It 
was found that there were statistically significant differences between the HCM6 and 
 
 
empirical TTDs at a 5% significance level. More importantly, the HCM6 tends to 
severely overestimate the corridor’s reliability.  
 The sources and magnitude of the HCM6 error were investigated and a calibration 
methodology was proposed. It was shown that the calibrated HCM6 TTR methodology 
can replicate the empirical TTDs. Based on the preliminary work a new TTR estimation 
and prediction methodology was developed. 
  The contributions of this dissertation are threefold: (1) it provided the first 
comprehensive performance analysis of the HCM6 TTR methodology, (2) it developed a 
methodology for calibrating TTR methodologies, including that used in the HCM6, and 
(3) it developed a new TTR methodology that addresses the limitations of the HCM6 
TTR methodology. Unlike the HCM6, the new TTR methodology can be used to estimate 
the population TTD and analyze changes in arterial roadway supply and demand 
components that impact travel time. Such changes may include the adoption of automated 
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Arterial roadways play a very important role in the urban street system. For example, 
arterials account for nearly half of all vehicle-miles traveled but amount to less than 10% 
of the United States street system mileage (Reid, 2004). Arterial roadways serve major 
urban activity centers and the highest traffic volume corridors, and service demand for 
intra-area travel between the central business district and outlying residential areas 
(FHWA, 2017). 
Figure 1 – 1 shows the layout of an urban street system and pictures of a typical 
arterial. The traffic movements on arterial roadways are often interrupted with frequent 
stop and yield signs at signalized intersections and access points. Not surprisingly, 
arterial roadways tend to have large variability in travel times (Chen et al., 2018) 







       Source: www.google.com/maps 
Figure 1 - 1. A typical urban street system (source: AASHTO, 2011) 
  2 
 
 
In relation to the other functional class of urban streets, such as collectors and 
local streets as shown in Figure 1 – 1, arterial roadways are characterized by relatively 
higher speeds, higher travel volumes, more lanes, and less access (entry/exit) points.  
The characteristics of the services provided by arterial roadways are known as 
performance measures or level of service (e.g. safety, travel time, riding comfort, 
congestion, etc.). The performance measures are evaluated for operating, planning, and 
design purposes with the ultimate aim of improving services for road users (Turnbull, 
2005). These underlie the reasons in the literature for the ever-growing importance of 
roadway performance measurement (Wells and Raad, 2007). 
The performance measure (𝑃) of a given arterial roadway is a function of two 
main components and their interactions: demand and supply. It can be expressed by 
Equation 1 - 1. 
𝑃 = 𝑓(𝐷𝑒𝑚𝑎𝑛𝑑,  𝑆𝑢𝑝𝑝𝑙𝑦, 𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠𝑑𝑒𝑚𝑎𝑛𝑑,𝑠𝑢𝑝𝑝𝑙𝑦,& 𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡) (1 - 1) 
The demand is the number of vehicles that want to use the arterial roadway at a 
given time. It is derived from the need for road users to access urban functions or 
services. It is estimated by considering characteristics such as the distribution of 
households, urban attractions, and mobility choices (Cascetta, 2009). These 
characteristics change over time and space. For instance, the household makes long-term 
mobility decisions of when to own a car? or where to reside? and also makes short-term 
trip choices (e.g., when to make a trip and by what mode or route?).  
The supply component includes elements such as the physical road facilities, 
services (e.g. bus scheduling), regulations, and prices that provide travel opportunities. 
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These elements interact to affect the ease of accessing locations within an urban area 
(Cascetta, 2009).  
The demand and supply components are interdependent. For example, travel 
choices are influenced by the travel opportunities provided by the supply component. 
Conversely, the provision of the supply elements is dependent on the level of demand. 
The complex nature of the interaction between demand and supply is further 
compounded by random external factors such as inclement weather. The complexity 
causes the variability in the arterial roadway performance to change over time and space. 
The performance measures exhibit non-linear properties. In other words, the roadway 
performance may not change in proportion to a change in demand or supply. 
Because of the inherent unpredictability of arterial roadway performance, 
measures of central tendency (e.g. mean) and aggregation of the quality of services are 
often reported. For example, the previous editions of the Highway Capacity Manual 
(HCM) express roadway performance as a quantitative stratification of the quality of 
roadway service referred to as the level of service (LOS) (HCM, 2010). The LOS intends 
to simplify the communication of performance measures (Roess and Prassas, 2014). 
However, much of the complexity in roadway performance is hidden in the LOS. Arterial 
roadway users, such as logistic/commercial entities and commuters are interested not 
only in the measures of central tendency but also in measures of dispersion (e.g. variance) 
of the roadway performance because both affect their daily travel (Figliozzi et al., 2011). 
Consequently, performance reliability, which combines components of measures of 
central tendency and measures of dispersion, have received considerable research interest 
over the past decade (Taylor, 2013). 
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There are many arterial performance metrics (e.g. travel time, speed, delay, 
congestion) that can be examined from a reliability perspective without loss of generality. 
At present, arterial roadway reliability research focuses on travel time, connectivity, and 
network capacity (Ma, 2020). Arterial roadway travel time reliability (TTR) will be the 
focus of this dissertation. Inevitably, with increasing traffic congestion in urban centers 
and the high value of travel time, reliable transportation systems are increasingly 
becoming very important to the trip maker and the road manager. Consequently, TTR 
studies to improve roadway service provision is of great significance.  
1.2 Arterial Roadway Travel Time Reliability 
Travel time reliability has many different definitions in the literature. It can be 
defined as the probability of a trip maker to complete a trip on a roadway within an 
acceptable or specified travel time threshold. The concept can be generally expressed by 
Equation 1-2. 
 𝑇𝑇𝑅𝑡 = 𝑃𝑟𝑜𝑏. (𝑇 ≤ 𝑡0)   (1 - 2) 
  Where 
   𝑇𝑇𝑅𝑡 = the roadway TTR for a certain period of time t 
   𝑇 = the roadway travel time between two points 
   𝑡0 = the specified travel time threshold. 
From Equation 1 - 2, the TTR can be expressed in terms of the probability density 
function of travel time between two points on the roadway 𝑓(𝑡) as shown in Equation 1 - 
3. 
 𝑇𝑇𝑅𝑡 = 𝑃𝑟𝑜𝑏. (𝑇 ≤ 𝑡0) =  ∫ 𝑓(𝑡)𝑑𝑡
𝑡0
0
 (1 - 3) 
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Equation 1 - 3 implies that the TTR directly relates to the travel time distribution 
function, thus TTR = 𝐹(𝑡0). Therefore without the TTD or at least measures of it (e.g. 
mean, variance), TTR cannot be completely estimated. Not surprisingly, most past 
studies used the statistics of the distribution of travel times as the underlying basis to 
estimate reliability metrics (Arezoumandi and Bham, 2011). For example, the Strategic 
Highway Research Project 2 report L04 (Mahmassani et al., 2014) described reliability as 
“the lack of variability of travel times.” Van Lint et al. (2008) used statistical derivations 
that are based on the skewness of a travel time distribution (TTD) to represent travel time 
reliability. Dowling et al. (2009) used the standard deviation of a TTD as a proxy for 
several reliability metrics. A comprehensive review of the different TTR metrics can be 
found in Pu (2011). 
The U.S. Federal Highway Administration (FHWA) has identified TTR as a key 
road mobility performance indicator (MAP21, 2012; FAST-ACT, 2015). Subsequently, 
the latest edition of the Highway Capacity Manual (HCM6) included, for the first time, a 
methodology for estimating and predicting the TTR on urban arterials (HCM, 2016).  
The Highway Capacity Manual (HCM) is widely used by United States 
transportation engineers for evaluating roadway performance including travel time, 
congestion, delay, etc. (Zegeer et al., 2014). It has also been used by other nations to 
develop HCM estimation and prediction methodologies for their national conditions 
(Roess and Prassas, 2014).   
In the United States “no highway can be designed without using it; no analysis of 
traffic impacts can be conducted without using it; no comprehensive highway plan can be 
developed without using the HCM” (Roess and Prassas, 2014). Therefore, the inclusion 
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of a TTR procedure in the HCM6 is a very important and impactful step for urban arterial 
road analysis. An overview and application of the HCM6 TTR methodology will be 
provided in subsequent sections. 
The HCM6 states that “travel time reliability reflects the distribution of trip travel 
time over an extended period. The distribution arises from the occurrence of several 
factors that influence travel time (e.g., weather events, incidents, work zone presence).” 
Specifically, the HCM6 TTR methodology estimates and forecasts the distribution of 
average travel times (TTD) by explicitly considering the effect of inclement weather, 
traffic incidents, demand variations, work zones, and special events (e.g. festivals and 
game days). TTR metrics such as the travel time index, planning time index, buffer index, 
etc, can then be determined from the estimated TTD. These TTR metrics will be later 
discussed. 
The HCM6 uses as input (1) supply data (e.g. roadway geometric features), (2) a 
single-day observed traffic volume, and (3) historical data on random events including 
weather, traffic incidents, and demand variations. The output is an estimated TTD over a 
user-defined period. 
Critically, there is no evidence or documentation on the calibration or validation 
of the HCM6 TTR methodology with empirical TTD data. This was confirmed by the 
developers of the HCM6 methodology at the 2019 meeting of the Interrupted Flow Group 
of the Transportation Research Board Committee on Highway Capacity and Quality of 
Service (AHB40). A literature search showed that an output from a corridor simulation 
model, CORSIMTM (version 5.1), was used to validate the HCM6 estimated through-
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vehicle delay model of three urban street segments in Arizona and Oregon (Zegeer et al., 
2014). 
 The HCM6 TTR methodology does not address the following. 
1. Model the population TTD, rather than simply the average TTD. The 
distribution of average travel times and the distribution of the entire 
vehicle population are important to both the arterial traffic manager and 
the road user to make operational and travel decisions. Intuitively, the 
population TTD will have greater variance than the average TTD and they 
are, by definition, related to each other. If you have the population TTD a 
user may derive the average TTD. Of course, the corollary is not true.   
2. Model changes in arterial roadway supply and demand components that 
impact travel time. These changes include the adoption of automated 
vehicles, the use of advanced signal controls, and the implementation of 
new traffic signal preemption strategies.  
Arguably, the most noticeable limitation is the use of one-day traffic demand data 
as the basis for predicting the daily arterial performance for all other days in the 
reliability reporting period. Intuitively, if the one-day volume is atypical, the final TTD 
may also be inaccurate. 
The recent advancement in Intelligent Transportation System (ITS), computer 
technology, and the internet-of-things bring with it the potential of collecting more 
detailed and consistent real-time arterial traffic data to develop ‘better’ arterial 
performance prediction models than the HCM6 TTR methodology. 
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 The goal of this dissertation is to develop a new TTR methodology to estimate 
and predict travel time distributions on arterial roadways that is a marked improvement 
on the current  HCM6 TTR methodology. Subsequently, this dissertation also improves 
on the state of the art of the current HCM6 TTR methodology by validating and 
calibrating the estimated TTD from the HCM6 TTR methodology.  
1.3 The Scope of the Dissertation 
The scope of this dissertation will be on the following: 
1. Conditions: The study will consider the effect of inclement weather, traffic 
incidents, the presence of work zones, and demand fluctuations on arterial 
roadway performance. 
2. Analysis period: Only the PM and AM peak periods will be considered because 
they are the most difficult periods to estimate/forecast TTR. These peak periods 
are mostly congested and the interactions between supply and demand are more 
complicated. It is hypothesized that if the approach is successful for these periods 
then it will be successful for other periods as well.  
3. Study period: A short-term period of one (1) year is chosen because it includes all 
four weather seasons, annual incidents, and all year round demand fluctuations 
but physical supply can be assumed to be fixed except for changes during work 
zone periods. 
4. Data source: Point-to-point real-time travel data will be examined. However, the 
proposed methodology can be generalized to account for other travel time data 
sources. Empirical travel time data from Bluetooth (BT) detectors and INRIXTM 
data will be considered in this dissertation. Bluetooth is one of the recent but 
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popular low-cost intelligent transportation system technologies for travel time 
studies (Singer et al., 2013).  
5. Tools: Traffic microsimulation tools (i.e. models that simulate the movement of 
individual vehicles based on car-following and lane-changing theories) will be 
applied in this dissertation. Traffic microsimulation tools are ideal for capturing 
both endogenous (e.g. driver behavior) and exogenous (e.g. stressors) variability 
because they can simulate the movement of individual vehicles through a traffic 
network and represent the stochastic and dynamic nature of traffic flow when 
calibrated to field data (FHWA, 2016). 
1.4 Problem Statement 
1.4.1 The Need to Test and Validate the HCM6 TTD Estimations 
The latest and 6th edition of the Highway Capacity Manual (HCM6) includes, for the first 
time, a TTR methodology to estimate and predict TTD which is the basis for all TTR 
metrics. The HCM6 TTR methodology is a very important step for arterial TTD analysis 
because it is the first reliability methodology proposed in the HCM. Critically, there is no 
evidence or documentation on the validation of the HCM6 TTR methodology with 
empirical TTD data. 
As part of this dissertation, a preliminary study was undertaken to test the 
performance of the HCM6 estimated TTD on a 0.5-mile testbed. It was found that there 
were statistically significant differences between the HCM6 estimated TTD and the 
corresponding empirical BT TTD. The difference in average travel time was 4-seconds 
which, while statistically significant, is not important from a practical perspective. More 
importantly, the TTD variance was underestimated by 70%. Not surprisingly, the HCM6 
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TTR methodology also underestimated the TTR metrics. In other words, the HCM6 
results reflected a more reliable testbed than would have been measured on the field. It is 
hypothesized that due to the central limit theorem, the HCM6 TTR methodology will 
perform better on a longer testbed.  
 This dissertation will validate the HCM6 TTR methodology on longer corridors in 
Nebraska and propose improvement strategies. The question to be answered is whether 
the HCM6 estimated TTD replicates field observations? Because the HCM6 TTR 
methodology only estimates average TTD and not the population TTD, it is unlikely to 
capture the variability in observed TTDs. It is hypothesized that the HCM6 TTR 
methodology does not adequately capture the variability in observed TTDs.  
1.4.2 The Need to Improve the HCM6 TTD Estimations 
To improve the HCM6 TTD estimations it is important to identify and analyze the 
component errors within the HCM6 TTR methodology as this would provide insight into 
where the considerable differences in the HCM6 and the empirical TTD variance 
originated. Understanding the potential sources of error, and their quantitative values, are 
the first steps in improving the HCM6 TTR methodology to better reflect actual 
conditions. Critically, there is no evidence or documentation on the calibration of the 
HCM6 TTR methodology with empirical TTD data.  
 In addition, the HCM6 TTR methodology uses a Monte Carlo logic to randomly 
sample the occurrences of stochastic events of the sources of travel time variability. The 
procedure requires a lot of weather, demand, and incident input variables that are 
application-specific. Therefore, the calibration of the HCM6 TTR methodology will 
require the optimization of the combination of all these factors which can be time-
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consuming. Alternatively, the Monte Carlo logic can be improved by using standard 
optimization techniques that will require only a few input parameters which will be 
investigated in this dissertation. 
This dissertation will identify and quantify the potential sources of the errors in 
the TTD estimations and propose a methodology for calibrating the HCM6 TTR 
methodology so that the predicted TTD replicates the field TTD. The results will show 
how to improve the HCM6 TTR methodology and will allow HCM6 users to obtain 
‘better’ TTR estimates for arterial analysis and decision-making. It is hypothesized that 
the HCM6 estimations will be improved by calibrating the HCM6 TTR methodology 
with empirical TTD. 
1.4.3 The Need for a New TTR Methodology 
Widely used ITS data collection systems such as INRIXTM, HERE, Bluetooth, Wi-Fi, Li-
Fi, and many others bring with it the potential of collecting, modeling, and analyzing 
more detailed and consistent real-time arterial traffic data. It is plausible to use the ITS 
data to calibrate and validate a traffic microsimulation model to produce realistic arterial 
roadway performance measures. Unlike the HCM, a traffic microsimulation model does 
not only model TTD of sample averages but estimates the population TTD, and it can 
also be used to determine the effect of supply and demand changes on TTD and TTR 
metrics. These changes include the adoption of automated vehicles, the use of advanced 
signal controls, and the implementation of new traffic signal preemption strategies. 
 It is important to note that the HCM has begun to utilize discrete traffic 
microsimulation models for estimating capacity adjustment factors and passenger car 
equivalents (e.g. HCM, 2016, Chapters 12 and 26). It might be useful to apply similar 
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microsimulation-based methods to estimate and predict TTD and the corresponding TTR 
metrics. It is hypothesized that a methodology that uses a traffic microsimulation-based 
model will be able to estimate and predict TTDs that can address the limitations of the 
HCM6 TTR methodology.  
1.5 Research Objectives 
The specific objectives of this research are to:  
1. Test and validate the performance of the HCM6 TTR methodology. This will be 
important to determine whether the HCM6 TTR methodology can replicate empirical 
TTD. Subsequently, the source and magnitude of any error will be investigated and 
the necessary improvement strategies proposed.  
2. Improve the HCM6 TTR methodology through a statistically-based calibration 
procedure. Because there is no evidence or documentation on the calibration of the 
HCM6 TTR methodology with empirical TTD data, this dissertation will propose a 
methodology to calibrate the HCM6 TTR methodology to replicate empirical TTD. 
3. Develop a new TTR estimation and prediction methodology that can address the 
limitations of the current TTR methodologies including the US state of the art HCM6 
TTR methodology. 
1.6 Contribution of Research 
The expected contributions of this dissertation are threefold:  
1. Provides the first comprehensive performance analysis of the HCM6 TTR 
methodology. 
2. Develops a methodology for calibrating TTR methodologies, including that used 
in the HCM6, by using commonly available TTD data.  
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3. Develops a new TTR methodology that addresses the limitations of current TTR 
estimation and prediction methodologies including the US state of the art HCM6 
TTR methodology.  
1.7 Structure of the Dissertation 
The remaining part of this dissertation is organized into seven chapters, beginning with 
the literature review as Chapter 2. The purpose of the literature review is to ensure that no 
research relevant to this research is overlooked or duplicated. Critical areas of review 
interest include arterial performance data collection and measurement, and the estimation 
and prediction of arterial travel time reliability metrics.  
The body of this research is presented from Chapter 3 through Chapter 7. These 
chapters include an additional review of the literature on the background of each 
chapter’s research objective. Chapter 3 provides detailed discussions on the components 
of the HCM6 TTR methodology. Chapter 4 through Chapter 7 are either peer-reviewed 
published technical papers or currently under preparation or consideration by a technical 
journal for publication.  
Chapter 4 examines the validation of the  HCM6 TTR methodology.  It is 
important to note that a significant part was published in the Transportation Research 
Record journal (Tufuor and Rilett, 2019).  The chapter contributes to the narrative of this 
dissertation by providing the analysis and the test results of the differences between the 
TTD estimated using the HCM6 TTR methodology and empirical TTD from four test 
corridors.  
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Chapter 5 provides an analysis of the sources and magnitude of the component 
errors in the HCM6 estimations. Note that a significant part of this chapter was published 
in the Transportation Research Record journal (Tufuor and Rilett, 2020). 
Chapter 6 contributes to the dissertation narrative by providing a practical 
calibration methodology for HCM users to improve the HCM6 TTD estimations. A 
significant part of this will be published in a forthcoming edition of the American Society 
of Civil Engineers Journal of Transportation Engineering (Tufuor et al., 2020).  
The new TTR methodology developed in this dissertation for estimating and 
predicting TTD is introduced and illustrated in Chapter 7. A comparative analysis of the 
results of the new TTR methodology and the HCM6 TTR methodology is discussed.   
The concluding remarks and future research recommendations for the dissertation 
are summarized in Chapter 8. 
  





This chapter reviews the conceptual, theoretical, and methodological approaches used in 
arterial traffic performance measurement and in particular travel time data collection, 
estimations, and predictions. The purpose of this chapter is to ensure that no research 
relevant to this dissertation is overlooked or duplicated. 
2.1 Arterial Performance Measurement 
Arterial roadways are characterized by traffic flow interruptions caused by traffic 
signals, access points, and stop/yield signs. Not surprisingly, arterial roadways tend to 
have large variability in performance measurement (Chen et al., 2018) compared to an 
uninterrupted flow system such as freeways. The challenges in arterial performance 
measurement are well-documented in the National Cooperative Highway Research 
Program project 3 -79 (NCHRP, 2005). Specifically, arterial performance measurements 
have been resource-intensive and are typically estimated from data collected over a short 
period (NCHRP, 2005). The authors identified inadequate data as a key shortfall 
measuring arterial performance metrics. For example, day-to-day, week-to-week, or 
month-to-month arterial roadway data have not been readily available.  
Several measurements are used to quantify the operational performance of arterial 
roadways. The key mobility performance measurements can be described as follows. 
• Speed is a measure of how fast a motorist can traverse an arterial from an origin to 
a destination. 
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• Control delay is the time that a motorist is slowed (typically at speeds ≤ 5 mph) or 
stopped as a result of traffic control devices such as signal heads or stop signs.  
• Queue length is a measure of how far from a control device or an access point that 
traffic backs up. 
• Volume-to-capacity ratio measures how close the volume of vehicles or demand 
is to the arterial roadway designed capability.  
• Stop rate reflects the frequency of stops of motorists as they travel along the 
arterial. 
• Travel time is the period in minutes or seconds used by a motorist to travel on the 
arterial from one point to another.  
• Congestion refers to as the “travel time or delays in excess of that normally 
incurred under light or free-flow travel conditions” (Levinson and Margiotta, 
2011). 
   Among these and many other performance measures, travel time and its 
variability have been identified as critical inputs for monitoring the objectives of 
sustainable transportation infrastructure (Abrams and DiRenzo, 1979; Turner et al., 1996, 
Zietsman and Rilett, 2000). These objectives include the following. 
• Minimize the cost of travel.  
• Minimize congestion costs and its externalities such as air pollution, noise 
pollution, and energy consumption. 
• Maximize mobility and accessibility – where mobility refers to the movement of 
people and freight, and accessibility is the ease of reaching an opportunity which 
can be the desired services, goods, activities, and destinations (Litman, 2017). It 
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can be said to be the ultimate goal of travel and mobility is one of the ways of 
achieving the goal.  
• Maximize fairness or justice (known as equity) in the distribution of travel costs 
and benefits. 
   The variability or changes in travel time on urban arterial roadways are caused by 
both recurrent and non-recurrent congestion. Recurrent congestion occurs each day 
during the same period (e.g. weekday peak periods) at the same location on the roadway. 
Non-recurrent congestion is the result of unplanned or random events such as inclement 
weather and traffic incidents. Road users are usually familiar with recurrent congestion 
and understand how travel time varies with time of day. However, non-recurrent 
congestion, by definition, is unpredictable and causes the most frustration to road users 
(Tan et al., 2015).  
 Because of the inherent unpredictability of arterial roadway performance, 
measures of central tendency (e.g. mean) are often reported. For example, the Highway 
Capacity Manual (HCM) expresses roadway performance as a quantitative stratification 
of a performance metric(s), such as travel time, that represents the quality of roadway 
service known as the level of service (LOS) (HCM, 2010). The LOS is intended to 
simplify the communication of quantitative performance metrics related to measures of 
central tendency such as average speed, average delay, etc. (Roess and Prassas, 2014). 
Logistics companies and commuters are, however, interested not only in the measures of 
central tendency but also in the measures of dispersion (e.g. variance) as both affect their 
arrival/travel times (Figliozzi et al., 2011).  
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 Travel time and travel time variability are vital for road users to make informed 
travel decisions about which route to take or schedule a new departure time. This can 
potentially decrease downstream delays and congestions when the travel time information 
is provided in an accurate and timely manner.  Traditionally, travel time information has 
been provided by transportation agencies on freeways. However, with the recent 
advancement in technology, travel time information and dynamic messaging signs are 
being provided on urban arterials (Singer et al., 2013).  
 Real-time travel time is also important to transportation agencies for the 
monitoring of roadway performance, identify bottlenecks, and for forecasting and 
evaluation of future alternative road projects. In addition, real-time travel time can assist 
local transportation agencies to meet the basic Federal requirements for operating and 
managing surface transportation. For example, the Real-Time System Management 
Information Program of the Safe, Accountable, Flexible, Efficient Transportation Equity 
Act: A Legacy for Users (SAFETEA-LU Section(s): 1201) requires states to explicitly 
address real-time travel information needs for surface transportation (FHWA, 2005). 
 According to Singer et al. (2013), the collection and use of arterial travel times are 
still limited. However, the authors identified a high interest among transport agencies and 
asserted that researchers are studying a variety of methods that can be suitable for arterial 
real-time travel time data collection settings.  
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2.2 Arterial Travel Time Data Collection Systems 
This section discusses the available and emerging arterial travel time data 
collection systems. Particular emphasis will be on the system's advantages and 
limitations.  
In recent years there has been considerable technological advancement in 
collecting real-time arterial travel data via intelligent transportation systems (ITS). The 
data collection systems have evolved from the commonly used systems such as inductive 
loops (e.g. Klein et al., 2006), toll tag readers (e.g. Kwon et al., 2005), automatic number 
plate recognition (e.g. Chang et al., 2004), and radar/microwave/LiDAR (e.g. Coifman, 
2005) to crowdsourcing (e.g. INRIX, 2020), connected and automated vehicles (e.g. 
Datta et al, 2016), and Bluetooth/Wi-Fi (Wireless Fidelity)/Li-Fi detectors (e.g. 
Gudishala et al., 2016). The usage and efficiency of these applications depend on the size 
of the data collected, the nature of the data dispersion, and the associated cost of 
installation and maintenance (Singer et al., 2013). As previously stated, most of these 
data collection systems have traditionally been applied to uninterrupted traffic flow 
systems such as freeways. However, these are now being provided on arterials to reduce 
the increasing rates in the level of urban congestion and the associated externalities in 
recent years (Schrack et al., 2019). Table 2 - 1 shows a general overview of the common 
arterial data collection systems. Specifically, the placement, coverage, and capacity of 
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Note: * Estimates are an approximation of user perception. It can vary depending on a 
variety of factors such as device configuration. 
 
A full description of each of the data collection system can be found elsewhere 
(Singer et al., 2013). A brief description of the general features, advantages, and 
limitations of each of the data collection system is as follows: 
1. Inductive loops – these are made up of magnetic loops installed in road 
pavements to detect the presence of vehicles. It is a well-established and 
widely used system for traffic volume counts. Several loops arranged in series 
can be used to measure spot speeds and indirect travel times. According to 
Kwon et al. (2007), the annual estimates of roadway total delay and average 
congestion can be estimated at a minimum error of less than 10% with 
  21 
 
 
inductive loops. The system component is inexpensive, but it has a very high 
installation and maintenance cost. It does not capture driver or specific vehicle 
information, therefore there are no privacy concerns. 
2. Toll tag readers – these are automated toll tags sensors that are installed at 
different locations on the road to detect the unique radio frequency IDs of 
vehicles that can be used to determine the vehicle arrival times. The 
penetration rate is determined by the number of vehicles with toll tags (e.g. 
FasTrak) hence it is limited to specific areas with toll tags. Longer distances 
between the location of detectors can reduce the accuracy level. Toll tag 
readers have been used for more than 30 years for real-time travel time data 
and the installation per arterial location can cost more than US$75,000 (Singer 
et al., 2013). Some private issues exist as vehicle readers can be matched to 
owners. 
3. Automatic Number Plate Recognition – the system involves the use of 
cameras and video processing algorithms to capture and read vehicle license 
plates. Information from different sensor locations is matched to generate 
travel times. The technology is widely used over 30 years though it has 
potential privacy issues and is very sensitive to environmental factors that 
reduce visibility. According to Eberline (2008), each system camera cost 
approximately $24,000. 
4. Microwave/Radar/LiDAR – these systems involve the use of microwaves, 
radio waves (radar), or a light beam (LiDAR) to reflect off vehicles. The 
reflection return time or reflected energy between frequencies is used to 
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determine vehicle spot speed. The technology is widely used over many 
decades and it does not have any privacy issues. Based on a typical sensor 
spacing, the microwave sensors are estimated to cost approximately $48,600 
for every mile (Singer et al., 2013).  
5. Crowdsourcing – this technology involves the use of vehicles or mobile 
devices from the general public or private companies to generate traffic data 
e.g. travel time. No roadside infrastructure is needed but the devices should be 
capable of transmitting the needed information. Currently, the private sector 
collates information and sells the data. Vehicles can be tracked in real-time 
and privacy issues are usually resolved by the private data provider. The 
report on such third-party travel information is detailed by Crowson and 
Deeter (2012).  
6. Connected and Automated Vehicles – the technology involved a short-range 
radio communication between vehicles and roadway infrastructure. Specific 
vehicle and infrastructure information such as speed, headings, locations, road 
conditions, collision warnings, etc. are communicated to other vehicles to 
avoid potential threats. The road infrastructure uses the information in various 
ways e.g. for traffic signal actuation, automatic tolling, incident detections, 
and to provide volume, speed, and travel time data. This technology is 
developing very fast and it is expected to be inexpensive. 
7. Bluetooth/Wi-fi/Li-fi – these are wireless technologies that allow devices to 
communicate with each other over a short-range using radiofrequency. They 
work by actively searching and capturing the Media Access Control (MAC) 
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address other enabled-devices within the range. The difference between the 
timestamps of when a MAC address of a device on a vehicle is captured 
between two detectors is a measure of travel time between the two detectors 
on the roadway.  
Most of the data collection systems discussed rely heavily on technologies that are 
relatively expensive and challenging to maintain. Bluetooth/Wi-Fi/Li-Fi is the most 
popular low-cost communication protocols available (Singer et al., 2013; Abedi et al., 
2015). According to Quayle et al., (2010), tracking MAC devices is more promising. 
Bluetooth has a short-range that is mostly used for mobile-to-mobile communication and 
commonly uses a 2.4 GHz spectrum for transmission. Wi-Fi/Li-Fi has a relatively long-
range that provides internet access to mobile devices and utilizes 2.4 GHz to 5 GHz on 
the communication spectrum. 
In developed countries, nearly every person has a mobile phone, and the global 
penetration rate is about 100 connections per 100 citizens (ITU, 2016). Communication 
and data sharing of these connections are mostly via Bluetooth and Wi-Fi. Therefore, 
there is a high probability of collecting a large amount of data when these technologies 
are used to track the movement of these communication devices. They can give a good 
understanding of the spatial and temporal nature of travel (Malinovskiy et al., 2012). 
Using Bluetooth (BT) to track unique MAC (media access control) addresses of 
communication devices for travel time studies is a recent but popular technology (Jason, 
2008; Abbott-Jard et al., 2013; Nantes et al., 2014). The travel time of vehicles can be 
determined in real-time by re-identifying Bluetooth devices in vehicles between multiple 
sites. The future sustainability of the BT detection system depends on the continuous 
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usage of BT-enabled communication devices. However, one feature that makes this 
technology attractive, relative to the other tracking technologies, is that privacy concerns 
are reduced because “there is no database anywhere associating BT devices with their 
owners” (Palen and Kwon, 2016).  
It cost about $30,000-$100,000 to install and operate other vehicle detectors 
whereas a solar-powered BT device for the same purpose may cost $1,000-$8,000 when 
purchased from a vendor (Purser et al., 2017; Singer et al., 2013). It must be noted that, 
because the BT technology is relatively new in traffic studies, there is limited information 
on the BT life span and maintenance cost (Singer et al., 2013). Vendor operated BT 
systems may be susceptible to these costs. Additionally, strong data encryption is always 
required for vendors to safeguard public data because there are indirect methods that 
could hypothetically unmask individual MAC addresses (Singer et al., 2013).  
BT was invented in 1994 and it is a non-proprietary wireless technology for short-
distance communication. One of the first studies to use Bluetooth MAC addresses to 
monitor vehicle traffic was Ahmed et al. (2008). Other research such as Tarnoff et al. 
(2009) evaluated the MAC address detection system and concluded that the travel times 
were within a 10% margin of error. Haghani et al. (2010) showed that the Bluetooth 
technology is a promising method for collecting high-quality travel time on freeways. 
Quayle et al. (2010) used the Bluetooth technology to measure arterial segment travel 
time, average running speed, and O-D estimates in Portland. The study provided an 
opportunity to include new performance monitoring capability to the ITS component. 
Day et al. (2010) explored the potential of the system to effectively evaluate arterial 
signal offsets. 
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Pedestrian and bicyclist Bluetooth data collection are recently gaining significant 
attention (Malinovskiy, 2012). Current developments involve the use of dwell time and 
hourly paired match counts from the Bluetooth data as a surrogate to traffic delay 
estimates at signalized intersections (Romancyshyn et al., 2017) and hourly traffic 
volume distributions (Gudishala et al., 2016). Numerous travel time studies have adopted 
vendor purchased BT detecting devices that have been proven to be reliable and accurate 
(e.g., Puckett et al., 2010; Hardigree, 2011; Quayle et al., 2010) 
Some of the key challenges in collecting MAC addresses include (1) multiple 
devices per person, which may inflate the penetration rate and lead to biased estimates; 
and (2) data filtering (i.e., differentiating between modes and tracking reasonable 
trajectories). Several research methodologies have been adopted for validation analysis. 
Researchers usually set a cap for the estimated travel times between two data collection 
points as a simple filtering mechanism (e.g. Jason et al., 2008; Richardson et al., 2016) 
This dissertation will apply travel time data collected from BT detectors from 
Iteris VelocityTM. The device configuration and settings are fully provided in the user 
guide (ITERIS, 2019). The data collection system layout, filtering algorithm, and 
validation will be provided in Chapter 4 of this dissertation.   
2.3 Modeling Travel Time Distributions and its Reliability  
Travel time reliability (TTR) has been defined in several different ways 
depending on the focus of the TTR research. Two focus areas are identified by Taylor 
(2013). The first is when the interest is on the attitudes of road users with the high 
consequence of late arrival. Interest areas include departure time choice, route choice, 
and mode choice. The other focus area is when the performance of both steady-state 
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variations and irregular or non-recurrent variations in travel times are of interest. This 
dissertation focuses strongly on the second area - however it must be noted that the two 
foci share common elements. 
The New Zealand Transport Agency (2013) provides a general definition that 
entails both focus areas of TTR research as follows - “Trip time reliability is measured by 
the unpredictable variations in journey times, which are experienced for a journey 
undertaken at broadly the same time every day. The impact is related to the day-to-day 
variations in traffic congestion, typically as a result of day-to-day variations in traffic 
flow. This is distinct from the variations in individual journey times, which occur within 
a particular period.” 
The United States Federal Highway Administration formally defines TTR as the 
“consistency or dependability in travel times, as measured from day-to-day and across 
different times of the day” (FHWA, 2017). A broad definition is proposed in the Strategic 
Highway Research Program (SHRP) report 2 project L08 as “TTR aims to quantify the 
variation of travel time. It is defined using the entire range of travel times for a given trip, 
for a selected period (e.g., the PM peak hour during weekdays) over a selected horizon 
(e.g., a year). To measure reliability, a trip can be defined as occurring on a specific 
segment, facility (a combination of multiple consecutive segments), or any subset of the 
transportation network or the definition can be broadened to include a traveler’s initial 
origin and final destination. Measuring TTR requires that a sufficient history is described 
by the travel time distribution for a given trip” (Zegeer et al., 2014). 
The Highway Capacity Manual (HCM), a widely used transportation engineers’ 
manual for evaluating roadway performance, defines TTR as “the distribution of trip 
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travel time over an extended period. The distribution arises from the occurrence of 
several factors that influence travel time (e.g., weather events, incidents, work zone 
presence). The distribution describes how often these factors occur and how bad 
operations are as a result” (HCM, 2016). 
Accurate travel time distributions are critical for reliability measurements. 
Different functional forms have been proposed in the literature to represent the 
distribution of travel times. Most authors assume symmetric distributions (e.g., normal 
and log-normal distributions) that may not fit well because empirical travel time 
distributions are often positively skewed (Susilawati et al., 2011; Van Lint et al., 2005) 
because of the random occurrence of extreme events.  
Several parametric travel time distributions have been proposed. For example, 
stable distribution was suggested by Fosgerau and Fukuda (2012). Susilawati et al. (2011) 
recommended the Burr distribution because its density function (i.e., cumulative and 
probability) can be algebraically tractable and percentiles determined from the parameters 
of the distribution (Burr, 1942). Tufuor and Rilett (2019) used travel time data collected 
by Bluetooth detectors over a year and suggested a lognormal distribution for links and a 
gamma distribution for routes. 
 These differences in distributions are highly dependent on the data collection 
method, the geographical or spatial and temporal characteristics of the travel time data. 
The travel time distribution can be characterized by using either the individual travel 
times or an aggregation of the individual travel times over a period by assuming a static 
traffic condition (e.g., 15-mins aggregates). The individual travel times are often 
collected and stored by using spatial systems (e.g., Bluetooth detection), probe vehicles 
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(e.g., Global Positioning System), and spot speed measurement (e.g., inductance loop). 
Historical archived data from a Bluetooth detection system will be applied in this 
dissertation. 
Previous researchers have proposed several methods to statistically estimate and 
predict link travel times. These methods can be generalized into four categories and a 
brief review is as follows: 
1. Flow Theory: The models apply the speed, flow, and density relationship to 
approximate the link travel times. Carey et al. (2003) expressed the link travel 
time as the weighted average of the rate of traffic inflow at the specific time a 
vehicle enters the link and the outflow rate when it exits. Other models use the 
supply and demand characteristics of the links to associate the traffic flows 
and derive travel times within a time interval. An example is an application 
within the Highway Capacity Manual (HCM, 2010). 
2. Kalman Filtering: This is the process of using recursive algorithms with 
existing inaccurate data and prior knowledge about a dynamic system to 
estimate the state of a desirable variable (e.g. travel time) in a way that 
minimizes the errors. Kalman filters can filter noise (Kalman, 1960). Chu et 
al. (2005) used the Kalman filter to fuse both probe-vehicle detection data and 
point-detection data to improve travel time estimations. Chien et al. (2003) 
applied the filter to forecast travel times over different periods for identified 
origin-destination pairs. Cathey and Dailey (2003) used the filter to predict 
arrival and departure times. 
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3. Artificial Neural Network: This is a type of machine learning process that can 
handle big data (regardless of the accuracy level) and deal with a complex or 
non-linear relationship between predictors (Jeong and Rilett, 2004). These 
models mimic the biological neuron system of the human brain. The model 
architecture is typically in two parts – (1) use data to train the model to 
acquire knowledge, and (2) store the knowledge in weights (Haykin, 1999). 
Neural networks have been applied in previous studies to predict travel times. 
For example, Park and Rilett (1999) developed a spectral basis neural network 
model to predict corridor travel times. A freeway travel time prediction model 
was developed by Van Lint et al. (2002) using neural networks. 
4. Time Series: In this model observed data is plotted for specific periods and a 
hypothetical probability model is fitted to the data and hence used to generate 
or predict future time series data. It assumes that historical patterns will 
continue in the future. Some of the previous literature on time series analysis 
for travel time predictions include Yang (2005) and Al-Deek et al. (1998). 
 The simplest model commonly applied to estimate route TTD is to independently 
aggregate the corresponding link TTDs that makes up the route (Ramezani and Gerolime, 
2012). For example, consider a route that consists of m links, the route TTD can be 
estimated by Equation 2 – 1 and Equation 2 – 2. 
𝑇𝑇𝐷𝑚 = 𝑇𝑇𝐷1 ∗ 𝑇𝑇𝐷2 ∗ … ∗ 𝑇𝑇𝐷𝑚,   (2 – 1) 
(𝑃𝐷𝐹𝑖,𝑗)𝑡 ≜ ∫ 𝑇𝑇𝐷𝑖
(𝛿𝑡) ∗ 𝑇𝑇𝐷𝑗(𝑡 − 𝛿𝑡)𝑑𝑡,
∞
−∞
  (2 – 2) 
Where 
(*) is the convolution operator, and 
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(𝑃𝐷𝐹𝑖,𝑗)𝑡 is the density over a time (t) for two links (i, j = 1,2,…,m) 
The convolution ignores the spatiotemporal correlation between successive links 
and it is statistically insufficient because the traffic conditions on individual links are not 
independent (Eisele et al., 2015). For example, a bottleneck on a link will likely result in 
a free-flow condition on a downstream link. Also, traffic congestion turns to propagate in 
both temporal and spatial dimensions that result in highly correlated link travel times 
(Rakha et al., 2006; Jha et al., 2018). 
Whereas the sum of the mean values of the link travel times can represent the 
expected route travel time, the variance or percentiles to measure TTR metrics may not 
be estimated so merely (Eisele et al., 2015). Hence, the copula method is used to combine 
link travel time distributions and adequately account for their dependency structure, i.e., 
whether linear or non-linear. 
Since the travel times that make up successive link distributions are random 
variables; the route cumulative distribution function can be expressed in terms of the link 
marginal distribution functions and a copula that describes the dependence between the 
random variables (Sklar, 1973). Copulas can be defined as functions that link multivariate 
distributions to their corresponding one-dimensional marginal distributions (Trivedi and 
Zimmer, 2007). Copulas are widely applied in quantitative finance to minimize tail risk 
(Low et al., 2013) where distributions are highly skewed as in the case of travel time 
distributions. One major limitation of the copula method is the assumption of the 
dependency structure between successive links. 
Other studies also use deterministic equations to estimate link and route travel 
times. For example, consider a sample of 𝑛 vehicles traversing an arterial (𝑟) with 𝑚 
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segments. Let 𝑡𝑖𝑗 be the individual travel time by the 𝑖
𝑡ℎ vehicle along the 𝑗𝑡ℎ segment 
such that 𝑖 ∈ 𝑁 and 𝑗 ∈ 𝑀. Then, the expected travel time and the variance of the arterial 
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Table 2 - 2. Road Segment Travel Time Statistics Deterministic Equations  
Description Deterministic equation 
Arterial travel time for the 
𝑖𝑡ℎ vehicle 
𝑡𝑖𝑟 =  ∑ 𝑡𝑖𝑗, ∀ 𝑖 ∈ 𝑁
𝑗∈𝑀
 
Expected segment travel time 





= 𝑀𝑒𝑎𝑛(𝑡?̅?), ∀ 𝑗 ∈ 𝑀 
Expected arterial travel time 
𝑡?̅? = 𝐸[𝑡𝑖𝑟] = 𝐸 [∑ 𝑡𝑖𝑗
𝑗∈𝑀
] = ∑ 𝐸[𝑡𝑖𝑗] = ∑  𝑡?̅? 
The variance of the segment 
travel time 
𝑣𝑎𝑟𝑗 = 𝐸[(𝑡𝑖𝑗 − 𝑡?̅?)
2] = 𝐸[𝑡𝑖𝑗
2 ] − 𝑡?̅?
2
 
The variance of the arterial 
travel time considering 
segment independence 








2. Rakha et al. (2006) assumed the arterial 
coefficient of variance (CV) is the conditional 












3. Sherali et al. (2006) assumed that the segment 











A major limitation of most of these travel time estimation methods is that they 
only model the characteristics of the travel time distribution. For example, measures of 
central tendency and/or the measures of dispersion and not the entire travel time 
distribution which is the basis for all TTR metrics. The few that attempt to model the 
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entire distribution assumes a theoretical distribution e.g. lognormal or gamma which fails 
to model the often highly skewed characteristics of arterial travel times.  
The travel time distribution will be important to predict what road users are 
expected to experience over time. Figure 2 – 1 shows an illustration of the difference 
between how the travel time statistics are reported and the travel time distribution that 







Figure 2 - 1. Distribution of travel times. Source (FHWA, 2017) 
 Figure 2 – 1 signifies the importance of capturing the daily variability in travel 
times for effective planning and road user consideration. The travel time distribution can 



















































Figure 2 - 2. Common travel time reliability metrics on a travel time distribution.  
 There are several descriptive statistics (e.g. the coefficient of variation - the ratio 
of the standard deviation to the mean value) that have been used to quantify TTR. 
According to the Federal Highway Administration (FHWA, 2017), the most common 
TTR metrics are the travel time index (TTI), the planning time index (PTI), the level of 
travel time reliability (LOTTR), and the buffer index (BI). These can be derived from the 
TTD as illustrated in Figure 2 – 2. These TTR metrics are defined by Equations 2 - 3, 2 - 
4, 2 - 5, and 2 - 6, respectively.  
   𝑇𝑇𝐼 =  
𝑇𝑚𝑒𝑎𝑛
𝑇𝑓𝑟𝑒𝑒𝑓𝑙𝑜𝑤
 (2 - 3) 
   𝑃𝑇𝐼 =  
𝑇95
𝑇𝑓𝑟𝑒𝑒𝑓𝑙𝑜𝑤





























































Buffer time = 
5.9 min. 
Common Reliability Measures 
Planning time = 16.5 minutes 
Planning time index = 16.5/4.5 = 
3.7 minutes 
Buffer index = 5.9/10.6 = 56% 
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   𝐿𝑂𝑇𝑇𝑅 =  
𝑇80
𝑇50
  (2 - 5) 
   𝐵𝐼 =  
𝑇95−𝑇𝑚𝑒𝑎𝑛
𝑇𝑚𝑒𝑎𝑛
 (2 - 6) 
    Where, 
     𝑇𝑚𝑒𝑎𝑛 = mean travel time 
     𝑇𝑓𝑟𝑒𝑒𝑓𝑙𝑜𝑤 = free-flow travel time 
     𝑇95 = 95
th percentile travel time 
     𝑇80 = 80
th percentile travel time 
     𝑇50 = 50
th percentile travel time 
The TTI represents how bad the mean travel time is compared to free-flow 
conditions. This may be used as an indicator to prioritize routes for operational 
improvements. The PTI compares near-worst case travel time to free-flow travel time 
conditions and represents how much time a traveler has to plan to ensure on-time arrival 
(FHWA, 2017). The BI represents the extra time that most travelers need to add to the 
average travel time to ensure on-time arrival for 95 percent of all trips (FHWA, 2017). 
The LOTTR can represent the extent of the effect of the sources of travel time variability.  
There has been significant progress in developing TTR metrics for practical use. 
Pu (2011) provides a comprehensive review of common TTR metrics. Recently, there 
have been several studies on assessing the perceived value of TTR and incorporating 
TTR measures in traffic demand models. Carrion and Levinson (2012) provide a review 
of the studies on the value of TTR. An important but less studied aspect of TTR is 
identifying and measuring the travel time variability sources using analytical (Clark & 
Watling, 2005) and/or simulation models (e.g. HCM6).  The end goal is to better estimate 
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observed TTDs and the corresponding TTR metrics. Specifically, there has been little 
attention in the use of existing traffic microsimulation models to produce realistic 
estimates of TTDs (Kim et al., 2013).  
Traffic simulation models are generally categorized as macroscopic, mesoscopic, 
and microscopic depending on the level of detail that the traffic stream is represented.  
1. Macroscopic models simulate the traffic stream by considering the aggregated or 
deterministic relationship and characteristics between flow, speed, and density. 
Macroscopic models can be used to predict congestion in a temporal and spatial 
extent, but they cannot model the interactions between vehicles (Dowling et al., 





2. Mesoscopic models simulate individual vehicles but the interactions between 
vehicles are described based on macroscopic or aggregated relationships. For 
example, mesoscopic models can simulate the routes of vehicles equipped with 
real-time travel information (Dowling et al., 2005), however, the travel times are 
estimated from the link average speeds which are also from the speed-flow 
relationship at the macro level. Some examples of mesoscopic tools are 
DYNASMARTTM (https://mctrans.ce.ufl.edu/featured/dynasmart/), and 
CONTRAMTM (Taylor, 2003). 
  37 
 
 
3. Microscopic models simulate the interactions between individual vehicles and 
output vehicle trajectories on the road network. Microscopic models include car-
following and lane-changing algorithms that mimic how vehicles move under 
field conditions. According to Dowling et al. (2005), “Microscopic models are 
potentially more accurate than macroscopic simulation models.” Some commonly 
used microscopic tools include TRANSIMTM 
(https://code.google.com/archive/p/transims/), VISSIMTM 
(https://www.ptvgroup.com/en/solutions/products/ptv-vissim/), and CORSIMTM 
(https://ops.fhwa.dot.gov/trafficanalysistools/corsim.htm).  
Recently, the Highway Capacity Manual (HCM) has begun to utilize discrete 
traffic microsimulation models for estimating capacity adjustment factors and passenger 
car equivalents (HCM, 2016, Chapter 12 and 26). The HCM is widely used by United 
States transportation engineers for evaluating roadway performance including travel time, 
congestion, delay, etc. (Zegeer et al., 2014). It has also been used by other nations to 
develop HCM estimation and prediction methodologies for their national conditions 
(Roess and Prassas, 2014).   
The latest and 6th edition of the Highway Capacity Manual (HCM6) includes, for 
the first time, a macroscopic methodology for estimating and predicting the distribution 
of travel times (TTD) of urban arterials. The estimated TTD can then be used to estimate 
TTR metrics. Specifically, the HCM6 TTR methodology estimates and forecasts the TTD 
of average travel times by explicitly considering the effect of five key sources of travel 
time variability such as inclement weather, traffic incidents, demand variations, work 
zones, and special events (e.g. festivals and game days). However, there is no evidence or 
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documentation of any validation and calibration of the HCM6 TTR methodology with 
empirical TTD data. More importantly, a preliminary study of this dissertation showed 
that the HCM6 TTR methodology severely underestimated the variance of the observed 
TTD by 70% (Tufuor and Rilett, 2019). Not surprisingly, all the TTR metrics were 
underestimated by the HCM6 TTR methodology. In other words, the HCM6 estimated a 
reliable arterial performance than what was observed.  
2.4 Calibration of Traffic Simulation Models 
Traffic microsimulation models contain several parameters that are used to describe 
driver behavior, traffic flow characteristics, and traffic controls. Default values of these 
parameters are often provided, however, users are allowed to change the values to 
represent local conditions (Park and Schneeberger, 2003). The process of changing or 
adjusting the values of the parameters to replicate observed conditions is known as model 
calibration (Spiegelman et al., 2010). Applying the default parameters or inappropriate 
calibration may result in misleading and erroneous models (Park and Qi, 2005). 
 Recently, FHWA and several studies have identified the need for systematic 
model calibration. It is known that each model has its specific algorithm and its 
parameters will affect the results of the simulation. Hence there are varying parameters 
for calibrating each model type.  
For example, Schultz and Rilett (2005) proposed a procedure for the calibration of 
commercial motor vehicle distribution in corridor simulation using driver behavior and 
parameters associated with vehicle performance in CORSIM.  Ben-Akiva et al. (2002) 
used optimization techniques to minimize the deviation from observed data. The 
researchers used driver behavior parameters in calibrating a traffic simulator i.e. 
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MITSIMLab. Wu et al. (2003) used distance divergence and desired speed parameters to 
calibrate a fuzzy logic-based simulation model known as FLOWSIM.  
Model parameters for calibration can be optimized with the use of an identified 
objective function (e.g. HCM delay equation) to compare observed data to simulated 
data. The selection of the observed data type (i.e. queue length, speed, volume, etc.) may 
affect the calibration results. Hence the most appropriate data and the best-suited 
optimization algorithm should be carefully selected. Generally, there are three types of 
these algorithms: multidirectional search, gradient estimation, and heuristic search. The 
first two techniques have some characteristics that limit their use for microscopic 
simulation. They are dependent on numerical linear and non-linear programming that 
requires substantial information but has drawbacks in solving complicated real-world 
problems (Lee and Geem, 2005). For example, the multidirectional search such as the 
Simplex methods can converge slowly (Kleijnen, 1995) and the gradient estimation 
requires the derivative of the objective function (Lee and Geem, 2005).  
The heuristic search is extensively used in the calibration of traffic simulation 
models probably because it does not require the derivative of the objective function and 
also uses an artificial intelligence technique to obtain optimal levels of the model 
parameters. It is a stochastic random search technique that demonstrates its robustness. 
Unlike the other techniques, the heuristic starts from multiple points which give a greater 
probability of obtaining a global optimum rather than a local optimum. A typical example 
is a Genetic Algorithm (GA) technique which will be used in this research via a statistical 
computing software package i.e. ‘Matlab’ and ‘R’. The GA method is widely used and 
known to solve difficult and complicated real-world optimization problems (Lee and 
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Geem, 2005). The GA technique is simply described by Bilder and Loughin (2014) as 
follows: 
1. Random sets of explanatory variables of the response variable are put together 
into models. This is commonly known as the “first generation” of models.  
2. The best performing models are identified and new models from these best 
ones are put together to form a “second generation” of models.  
3. This process continues for multiple generations with random additions and 
deletions (mutations) of explanatory variables to determine if better models 
can be formed.  
4. Eventually, the algorithm converges to a “best” model. 
5. It is important to further investigate the explanatory variables and their 
interactions in the best model. This should be considered in the context of the 
problem statement. 
2.5 Concluding Remarks 
 The literature review showed that several arterial roadway performance measures 
can be used in reliability analyses. However, travel time and its variability have been 
identified as critical inputs for monitoring sustainable arterial roadway operational 
objectives and will be adopted for the remainder of this dissertation.  Note that other 
metrics could be used in place of travel time without a loss in generality. 
 In recent years there has been considerable technological advancement in 
collecting real-time arterial travel data via intelligent transportation systems (ITS). 
Widely used ITS data collection systems such as Bluetooth bring with it the potential of 
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collecting, modeling, and analyzing more detailed and consistent real-time arterial TTD 
data.  
Accurate travel time distributions are the basis of all travel time reliability 
metrics. There has been significant progress in estimating and predicting the measures of 
central tendency (e.g. mean) and measures of dispersion (e.g. variance) of the TTD and 
not the model of the TTD itself.  Much more of the research has been on developing 
‘best’ TTR metrics for practical use. Recently, there have been several studies on 
assessing the perceived value of TTR and incorporating TTR measures in traffic demand 
models. An important but less studied aspect of TTR is identifying and measuring the 
sources of travel time variability using analytical and/or simulation models.  
For the first time, the 2016 Highway Capacity Manual, known as the HCM6, has 
included a TTR methodology for estimating and predicting the average TTD on arterial 
roadways. The estimated TTD can then be used to estimate TTR metrics. In other words, 
the HCM6 TTR methodology does not estimate or forecast population TTD and the 
corresponding TTR metrics. More importantly, HCM6 TTR methodology had never been 
validated or calibrated with empirical TTD data. There is therefore the need to validate 
and calibrate the HCM6 TTR methodology to replicate empirical TTD. This will guide 
HCM users on ways to improve the HCM6 TTR methodology to replicate TTDs on local 
arterial roadways. 
Another aspect of TTR analysis that has received little attention is the use of 
existing traffic microsimulation tools with ITS data to produce realistic estimates of 
empirical TTD. A good calibrated traffic microsimulation model is ideal for capturing 
both endogenous (e.g. driver behavior) and exogenous (e.g. stressors) variability because 
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the microsimulation model can simulate the movement of individual vehicles through a 
traffic network and represent the stochastic and dynamic nature of traffic flow. It is 
important to note that the HCM has started to utilize discrete traffic microsimulation 
models for estimating capacity adjustment factors and passenger car equivalents (e.g. 
HCM, 2016, Chapters 12 and 26). It might be useful to apply similar microsimulation-
based methods to model TTD and the corresponding TTR metrics. Unlike the HCM, a 
traffic microsimulation model does not only model TTD of sample averages but estimates 
the population TTD which is essential for a complete arterial roadway travel time 
reliability analysis. The details of the HCM6 TTR methodology will be discussed in the 
next chapter.   




THE HIGHWAY CAPACITY MANUAL TRAVEL TIME RELIABILITY 
METHODOLOGY FOR URBAN ARTERIALS 
 
3.1 Introduction 
The latest and 6th edition of the Highway Capacity Manual, known as HCM6, has 
introduced a new methodology to estimate and predict TTR metrics for urban arterials 
under interrupted flow conditions. Specifically, the HCM6 methodology estimates and 
predicts the distribution of average travel times (TTD) by explicitly accounting for the 
effect of five sources of travel time variability: weather events, demand variations, traffic 
incidents, the presence of work zones, and special events (e.g. festivals and football game 
days). The estimated TTD is then used to estimate common TTR metrics such as the 
travel time index and the planning time index. 
The inclusion of a TTR procedure in the HCM6 is a very important and impactful 
step for urban arterial road analysis. A description of the HCM6 methodology and the 
limitations will be provided in this chapter.  
The following terms are useful in understanding the HCM6 TTR methodology:  
1. The reliability reporting period (I): This is the number of days over which TTR is 
to be estimated (HCM, 2016). The HCM6 recommends using a 6 month to 1-year 
reporting period. Note that the user may specify the type of days to be analyzed 
(e.g. weekdays). 
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2. The study period (Sp): This is the period within a given day (i) that will be 
analyzed for each day in the reliability reporting period (I). Note that the HCM6 
recommends that Sp be a minimum of 60 minutes and a maximum of 360 minutes.  
3. The analysis period (Ap): This is the time interval that is evaluated for each study 
period. Note that the HCM6 allows for either a 15-minute or 60-minute interval.  
4. The number of time periods, of duration Ap, examined in each day (J): This 
parameter is calculated using Equation 3 - 1. Note that J must be an integer so that 




   (3 - 1) 
5. Number of scenarios (N): This parameter refers to the total number of scenarios 
(e.g. each period j on each day i) for which an average travel time will be 
estimated (HCM, 2016). The total number of scenarios is calculated using 
Equation 3 - 2. 
𝑁 = 𝐼𝐽   (3 - 2) 
 If the reliability reporting period (I) is equal to all 261 weekdays in 2019, the 
analysis period (Ap) is 15 minutes, and the study period (Sp) is between 4:30 pm and 5:30 
pm (PM peak) then from Equation 3 - 1, the number of time periods studied in each day 
(J) is 4 (e.g. J = 60/15) and from Equation 3 - 2, the number of scenarios (IJ) is 1044. 
 Figure 3 - 1 shows a general flow chart of the HCM6 Methodology. A detailed 
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(4a) Formulation of TTD




























Figure 3 - 1. HCM6 TTR methodology general framework   
 In summary, the HCM6 TTR methodology as shown in Figure 3 – 1 consists of 
four major steps. In step 1, data from five key sources of travel time variability (e.g. 
weather, demand, incident, work zone, and special events) are input. The base dataset 
describes the base conditions of the urban arterial where no rain/snow, crashes, work 
zones, and special events occur. The alternative datasets are used to describe the work 
zone and/or special event testbed conditions.  




(1) DATASET GENERATION 
a. Base Dataset 
b. Alternative Dataset 









(4b) Estimation of TTR 
Metrics 
95th Percentile Travel Time 
Planning Time Index 
Travel Time Index 
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 In step 2, the traffic and weather conditions for each of the N scenarios (Sij) are 
created. Adjustments are made to traffic demand volumes, saturation flow rates, and 
speeds of the base or alternative dataset according to the conditions (e.g. weather, 
demand, incidents) that occur during the scenario.    
  In step 3, the HCM Core Facility Evaluation, which is described in Chapter 16 of 
the HCM6, is used to estimate the average travel time for each scenario Sij. The estimated 
average travel times are compiled to form the TTD shown as step 4a in Figure 3 - 1. The 
descriptive statistics of the TTD are used to estimate the TTR metrics that are shown in 
step 4b of Figure 3 – 1. 
 The detailed discussion of each of the steps are provided as follows: 
3.2 Dataset Generation Procedure 
The Dataset Generation Procedure shown as step 1 of Figure 3 – 1 can be divided into 
three categories:  
(1a) Base dataset – This dataset is used to describe the base conditions of the 
urban street. It consists of the supply features, the traffic demand, roadway capacity, 
saturation flow rate, and the estimated free-flow speed for a specific day during the 
reliability reporting period where no rain/snow, incidents, work zones, and special events 
occur.  
 (1b) Alternative dataset(s) – These datasets are used to describe the conditions 
when specific work zones (Z) and/or special events (E) occur. The HCM6 user must 
specify the changes in the base dataset (e.g., available lanes, traffic controls) associated 
with the work zone or special event (that are either on the arterial of interest or induced 
traffic from other arterials). A maximum of seven alternative data files can be created and 
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the number of days in I that the work zone or special events occur is specified by the 
user.  
 (1c) Historical data – This dataset represents weather events (rain, snow, and 
temperature data by month), the traffic demand variation factors (e.g. hour-of-day, day-
of-week, and month-of-year), and crash frequencies and crash adjustment factors. Exhibit 
17-3 of the HCM6 (HCM, 2016) provides a comprehensive description of the general 
data required. 
  The HCM6 TTR methodology models traffic demand volume variation using 
three demand factors:  an hour-of-day factor (𝑓ℎ), a day-of-week factor (𝑓𝑤),  and a 
month-of-year factor (𝑓𝑚). The traffic demand volume of each intersection/access point 
movement in each scenario is estimated by a two-step process. First, the demand 









𝑚   ∀ 𝑖 = 1, 𝐼, ∀  𝑗 = 1, 𝐽  (3 - 3) 
Where 
𝐹𝑖𝑗  = demand modification factor for scenario ij.  
𝑓𝑖𝑗
ℎ = hour-of-day demand factor for scenario ij. 
𝑓𝑖𝑗
𝑤 = day-of-week demand factor for scenario ij.  
𝑓𝑖𝑗
𝑚 = month-of-year demand factor for scenario ij.  
𝑓𝑏
ℎ = hour-of-day demand factor for base volume in step 1 of 
Figure 3 – 1. 
𝑓𝑏
𝑤 = day-of-week demand factor for base volume in step 1 of 
Figure 3 – 1.  




𝑚 = month-of-year demand factor for base volume in step 1 of 
Figure 3 – 1.  
The second step is to estimate the traffic demand volume of each movement in each 
scenario ij using Equation 3 - 4. This is the product of the DMF from Equation 3 - 3 and 
the base traffic demand volume that was input in step 1 of Figure 3 – 1. 
𝐃𝐢𝐣 = 𝐹𝑖𝑗 ∙ 𝐃𝐛   (3 - 4) 
Where 
𝐃𝐢𝐣= traffic demand vector containing all volumes on intersections 
and segments in scenario ij. 
𝐃𝐛= traffic demand vector containing all volumes on intersections 
and segments in step 1 of Figure 3 – 1. 
 The HCM6 TTR methodology requires the mean crash frequency for all 
segment-related and intersection-related crashes. Also, crash frequency adjustment 
factors (CFAFs) for four weather events, active work zones, and/or special events are 
required.  
Data from steps 1a, 1b, and 1c are used as the input data in the HCM6 TTR 
methodology. Exhibit 17-3 of the HCM6 provides a comprehensive description of the 
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Table 3 - 1. HCM6 Input Datasets 







The traffic volumes are intersection counts for all movements 
and access point counts at mid-segments of the urban arterial. It 
can be the traffic counts for a typical day in vehicles per hour 
or planning estimates of traffic volume. The hour of the day 







The starting date of the work zone or special events and 
duration in days are applied. The occurrence of an active work 
zone can be on one or more segments and the necessary 





The statistics represent totals over the reliability reporting 
period. Each statistic is quantified by the month of the year. 
The following are required: 
• Total normal precipitation (inches)  
• Total normal snowfall (inches)  
• Number of days of precipitation (days)  
• The normal daily mean temperature (oF)  
The default values of these statistics are provided by the HCM6 
for 284 U.S. cities. The analyst may choose to select default 




There are four demand adjustment factors:  
• Three time period adjustment factors account for 
systematic demand variation by the hour-of-day, day-
of-week, and month-of-year. 
• Weather event adjustment factor accounts for a 
reduction in the traffic volume during snow or rain 
events. 
The HCM6 provides default values for these factors. The 
analyst may choose to select the default factors or modify the 









All segment-related and intersection-related crash frequencies 
that represent the long-run average number of crashes each year 
when there were no active work zone or special events are 
used. CFAFs is multiplied by the segment or intersection-
related average crash frequencies to represent the long-run 
average number of crashes each year if an active work zone or 
special event were present. There are four other CFAFs for 
weather events that are used. E.g. during snow, rain, and when 
the road pavement is wet but not snowing or raining. 
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3.3 Scenario Generation Procedure 
The Scenario Generation procedure shown in step 2 of Figure 3 – 1 estimates values to 
the five sources of variability in travel times for each scenario ij. There are two main 
components of the scenario generation procedure – the deterministic component and the 
stochastic component.  
The deterministic component uses the schedule of the work zone and /or special 
events provided by the analyst in the alternative dataset in step 1b of Figure 3 – 1. The 
output is a dummy variable indicating whether an active work zone occurs in each 
scenario ij (Zij = 1). A dummy variable indicating whether a special event (Eij = 1) occurs 
for a scenario Sij is also output. 
Each of the N scenarios will have stochastic weather and incident values. If the 
analyst chooses a 15-minute evaluation period, then the traffic demand volume values 
will also be stochastic. These values are obtained by sampling an underlying distribution 
using a Monte Carlo simulation procedure.  
The stochastic component of the scenario generation procedure in step 2 of Figure 
3 – 1 is comprised of three sequential procedures. First, weather events values, Wij are 
calculated for each scenario Sij.  Second, the traffic demand volumes Dij, if a 15-mins 
evaluation period is selected, for all scenarios are estimated. Lastly, the weather and 
demand information is used to predict traffic incidents Yij for all scenarios. A description 
of the weather events, demand variations, and traffic incidents are discussed below.   
3.3.1 The Weather Event Procedure 
Figure 3 – 2 shows the sequence of calculations in the weather event procedure. 
 
















































Figure 3 - 2. Weather event procedure (Leveraged from Zegeer et al. 2014) 
Start 
i = 1 
Does i have 
precipitation? 
Determine & save precipitation 
type, rate (intensity), start-time, 
& duration 
Does j have 
precipitation? 
Save precipitation 
type, rate (intensity) 
& pavement status 
(wet/dry) 
Is j = J? 
i = i+1 
Is i = 731 
(two years)? 
precipitation? 
j = 1 
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It may be seen from Figure 3 – 2 that the calculations in the weather event 
proceed on a day-by-day and analysis period-by-analysis period basis. If a day is 
predicted to have precipitation, the start time and duration are saved for the incident event 
procedure. Subsequently, each analysis period within a given day of weather event is 
evaluated in sequence. If the analysis period has a weather event, then the precipitation 
type (rain or snow), precipitation rate (intensity), and whether the pavement is wet or icy 
is stored. 
The predictions in the weather event procedure are based on the weather statistics 
listed in Table 3 – 1. 
3.3.2 The Incident Event Procedure 
Figure 3 – 3 shows the sequence of calculations in the incident event procedure 































































Figure 3 - 3. Traffic incident procedure for intersection incidents 
Start 
i = 1 
Use rain or snow events to 
adjust incident rate, duration, 
and type characteristics 
i = i+1 





Compute incident rate by type 





occur in Sp? 
Save incident by 
type, location, and 
analysis period j 
Compute incident duration and 
location (i.e. which intersection 
approach, lane or shoulder) 
j = 1 
Is i = I? 
j = j+1 
Yes 
No 
  54 
 
 
It may be seen from Figure 3 – 3 that the traffic incident procedure also proceeds 
on a day-by-day and analysis period-by-analysis period basis. Note that all incidents are 
assumed to occur at the start of a given hour. The incident procedure is used to predict the 
incident date, time, duration, and determines the incident type (crash or noncrash), 
severity level, and location (intersection or segment - on the shoulder, one lane or 
multiple lanes). The predictions in the incident procedure are based on a Monte Carlo 
simulation method and the incident statistics listed in Table 3 – 1. 
   There are seven stochastic variables used in the HCM6 TTR methodology. A 
Monte Carlo sampling method to randomly assign a weather event Wij (rain, snow, 
neither rain nor snow), traffic demand volume Dij (if 15-minutes analysis period is 
selected), and incident Yij (incident or no incident) to each scenario Sij. The underlying 
sampling probability distributions and their corresponding properties for the seven 
stochastic variables are shown in Table 3 – 2. 
   Specifically, every scenario Sij will have a binary variable indicating whether a 
weather event occurs or not. The value of this variable is obtained from a Monte Carlo 
simulation. If a weather event is modeled as occurring in Sij, then the precipitation type, 
the amount of precipitation, and the length of time the pavement remains wet after the 
event are also determined using a Monte Carlo simulation. 
   Similarly, every predicted incident (Yij) in a scenario will have the type of incident 
(crash or noncrash) and the location (segment or intersection) on the subject facility also 
determined using a Monte Carlo simulation. 
   If a 15-minute analysis period is chosen, the volume on all segments and 
driveways is also estimated using a Monte Carlo simulation where the mean volume is 
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based on the corresponding 1-hour traffic demand volume. Note that separate Monte 
Carlo sampling is used for roadway segments and driveways as shown in Table 3 – 2 and 
Table 3 – 3. 

















n=1, probability = Np/dm  
Where  
Np = number of days with precipitation of 0.01 
in. or more in month m; and dm = is the 












Mean = Tm, standard deviation = 5
oF 
Where  
Tm is the normal daily mean temperature in 
month m. 
If the randomly selected Tm ≥ 32
 oF then the 
























Rainfall rate (RRd,m) in day d of month m, in./h:  
Mean = Np/dm = standard deviation = Np/dm. 
Total rainfall intensity (TRd,m) on day d of month m, 
in./event:  
Mean = avg.TRm, standard deviation = sd TRm
  
Where 
TRm = total rainfall for the rain event in month 
m, in./event. 
sd TRm = the standard deviation of the total 
rainfall in a month, inches per event. sd TRm = 




























Mean = 0.25𝐷𝑖𝑗 and standard deviation = 𝑓𝑖𝑗√0.25𝐷𝑖𝑗   




√0.25𝐷 𝑖𝑗 exp (−0.00679
+ 0.004 𝑃𝐻𝐹−4) 
𝑃𝐻𝐹 = 𝑃𝑒𝑎𝑘 𝐻𝑜𝑢𝑟 𝐹𝑎𝑐𝑡𝑜𝑟 
 
Traffic demand 







(𝑖𝑓 𝐷𝑖𝑗 ≤ 64 𝑣𝑝ℎ) 





(𝑖𝑓 𝐷𝑖𝑗 > 64 𝑣𝑝ℎ) 
Mean = 0.25𝐷𝑖𝑗  
















Mean = 𝑓𝑠𝑡𝑟,𝑤𝑒𝑎 𝑥 𝑝𝑠𝑡𝑟,𝑤𝑒𝑎,𝑐𝑜𝑛,𝑙𝑎𝑛,𝑠𝑒𝑣 
     Where 
𝑓𝑠𝑡𝑟,𝑤𝑒𝑎 = expected hourly incident frequency 
for street location under a predicted weather 
condition (incidents/hr). 
𝑝𝑠𝑡𝑟,𝑤𝑒𝑎,𝑐𝑜𝑛,𝑙𝑎𝑛,𝑠𝑒𝑣 = proportion of incidents for 













Mean = ?̅?𝑠𝑡𝑟,𝑤𝑒𝑎,𝑐𝑜𝑛,𝑙𝑎𝑛,𝑠𝑒𝑣 and SD = 
0.8 𝑥 ?̅?𝑠𝑡𝑟,𝑤𝑒𝑎,𝑐𝑜𝑛,𝑙𝑎𝑛,𝑠𝑒𝑣 
     Where 
?̅?𝑠𝑡𝑟,𝑤𝑒𝑎,𝑐𝑜𝑛,𝑙𝑎𝑛,𝑠𝑒𝑣 = average incident duration 
for street location type str, weather condition 
wea, event type con, lane location lan, and 
severity sev, (h). 
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In summary, there can be up to seven stochastic variables used in the HCM6 TTR 
methodology. These seven stochastic variables are a function of up to 54 weather, 
demand, and incident variables that are input in step 1 of Figure 3 – 1. However, it must 
be noted that the exact number of variables will be a function of the application. For 
example, a one-hour analysis period will require a maximum of 30 input variables 
because the demand factors for other hourly periods within the day are ignored. 
3.4 Facility Evaluation Procedure 
In the Facility Evaluation process shown in step 3 of Figure 3 – 1, two tasks are 
performed in sequence for each Sij. First, the core HCM facility methodology, which may 
be found in HCM6 Chapter 16 (HCM, 2016), is used to evaluate the first scenario Si1 by 
assuming that there are no initial queues. An estimated average travel time Ti1 and 
estimated residual queue length (Qi1) (if any) are output.  
Second, the next scenario Si2 is evaluated. Specifically, the residual queue at the 
end of the first evaluation (Qi1) becomes the initial queue input value for scenario Si2. The 
corresponding estimated average travel time Ti2 and the estimated residual queue length 
(Qi2) are calculated for every intersection.  
This procedure is done in sequence for each period j on a given day. The process 
is repeated for each day I to give N average travel times Tij.  
3.5 Performance Summary 
The Performance Summary is shown in step 4 of Figure 3 – 1. In this step, two operations 
are undertaken. First, it is essential to note that because the results of each scenario are 
from simulated data, changing the random seed numbers results in different scenario 
values for the weather (Wij), traffic demand volume (Dij), and incidents (Yij). The 
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developers of the HCM6 TTR methodology recommend that the scenario generation 
(step 2) and the evaluation process (step 3) should be repeated ‘M’ times with different 
seed numbers. This is meant to obtain robust travel time reliability estimates (HCM, 
2016; Zegeer et al., 2014). All the travel time results are compiled into the TTD of 
sample size NM as shown in step 4a of Figure 3 – 1. Once the TTD has been determined, 
the TTR metrics can be readily estimated from the TTD. This is done as the second 
operation of the performance summary process which is shown in step 4b of Figure 3 – 1.  
It should be noted that the HCM6 methodology shown in Figure 3 – 1 has been 
automated. The only exception is the M loop and the performance summary (step 4). 
Specifically, the scenario generation (step 2), and the facility evaluation (step 3) are done 
automatically using the HCM6 computational software known as Street eValuation or 
StreetVal (Streetval, 2015). The user then runs this software ‘M’ times and uses the NM 
travel times to form the final TTD. 
3.6 Concluding Remarks 
 It was demonstrated that the HCM6 TTR methodology, while innovative and an 
important step in reliability analyses, does not address the following conditions. 
1. The travel time distributions over the population,  
2. The effect of signal malfunctioning, the implementation of advanced 
controls, the use of stop-and-yield controlled intersections, 
implementation of roundabouts, and traffic signal preemptions due to at-
grade railroad crossings for trains. 
3. Future trends in vehicle characteristics e.g. increase in the market 
penetration of electric, connected, and automated vehicles. 
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 Arguably, one of the shortfalls of the HCM6 TTR methodology is the use of a 
single day observed traffic volume as the basis to determine the traffic demand volume 
for all scenarios. Intuitively, if the one-day volume is atypical, the final TTD may also be 
inaccurate. 
In the next chapter, the HCM6 TTR methodology will be used to model four 
arterial corridors in Nebraska. The HCM6 TTR methodology estimated TTD will be 




















VALIDATION OF THE HCM6 TTR METHODOLOGY USING EMPIRICAL 
BLUETOOTH TRAVEL TIME DATA 
4.1 Introduction 
The focus of this chapter is to validate the HCM6 TTR methodology by comparing the 
empirical BT travel time distributions with the estimated HCM6 distribution and propose 
potential HCM6 augmentation strategies. 
Archived Bluetooth data from a 0.5-mile urban arterial in Lincoln, Nebraska was 
used for the comparison. There were statistically significant differences between the 
HCM6 estimated TTD and the corresponding empirical TTD. The difference in average 
travel time was 4-seconds which, while statistically significant, is not important from a 
practical perspective. More importantly, the TTD variance was underestimated by 70%. 
In other words, the HCM6 results reflected a more reliable arterial roadway than would 
be supported by field measurements. The potential HCM6 augmentation strategies 
proposed were to calibrate the model to empirical travel time distribution under local 
conditions and use robust or disaggregated input data.  
 The remainder of this chapter is organized as follows. First, the details of the 
selected testbed corridor which includes the BT data collection system are provided. This 
is followed by an analysis of the HCM6 estimated TTD of the testbed. Next, a statistical 
comparative analysis of the results of the BT and HCM6 outcomes is presented. The 
results from other arterial roadway corridors are presented. Finally, augmentation 
strategies are proposed and discussed. 
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4.2 Description of Testbed 
  
Figure 4 - 1shows the 3.6-mile study corridor in Lincoln, Nebraska. It is located on the N 




























 (a)                                    (b) 
 
Figure 4 - 1. The case study area (a) Bluetooth detectors and (b) traffic volume 
 There are fourteen signalized intersections, thirty-two exit/entry points per traffic 
direction, and the link distances vary from 0.5 to 1.2 miles. The selected HCM6 testbed, 
shown in Figure 4 - 1b, is 0.5 miles in length and begins at Vine Street in the south and 
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median, protected and permissible left-turn movements, and a speed limit of 35 mph 
(56.33 km/h).  
 The study corridor is part of the Nebraska Transportation Center’s (NTC) arterial 
corridor system data collection and monitoring testbed. The corridor was simulated using 
Synchro™, and Table 4 – 1 shows the relationship between signal delay and the 
estimated level of service (LOS) as a function of the period of day for each signalized 
intersection. 
  
Table 4 - 1. Study Corridor Signal Control Delay as a Function of Time of Day 
 
Note: *HCM testbed for this Chapter 
 It may be seen in Table 4 - 1 that the estimated LOS on the corridor ranges from 
A through E. The HCM6 testbed had control delays ranging from 10.2 seconds to 46.3 
seconds, and corresponding LOS values that range from B to D. 
 
N27th Street Signalized 
Intersections 
Peak Period Signal Delay (sec) & LOS 
AM Mid-day PM 
O St. 58.7 (E) 41.1 (D) 48.4 (D) 
P St. 3.7 (A) 7.2 (A) 16.5 (B) 
Vine St.* 38.8 (D) 33.4 (C) 46.3 (D) 
Y St.* 13.9 (B) 10.2 (B) 20.0 (B) 
Holdrege St.*  26.4 (C) 23.7 (C) 37.9 (D) 
Fair St. 5.2 (A) 3.3 (A) 4.6 (A) 
Cornhusker 39.0 (D) 40.7 (D) 53.3 (D) 
Knox St. 9.0 (A) 16.6 (B) 15.8 (B) 
Fairfield St. 10.0 (A) 13.3 (B) 15.6 (B) 
Old Dairy Rd. 2.6 (A) 4.7 (A) 5.1 (A) 
Superior St. 38.4 (D) 34.9 (C) 38.7 (D) 
Ticonderoga 10.9 (B) 14.2 (B) 16.5 (B) 
Kensington Dr. 3.6 (A) 8.7 (A) 8.1 (A) 
Folkways Blvd. 28.4 (C) 11.4 (B) 13.8 (B) 
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4.2.1 Empirical BT Data Collection and Analysis 
Figure 4 – 2 illustrates the setup of the Bluetooth devices and the data collection system. 
The BT detectors are located in the City of Lincoln's traffic cabinets on the study 
corridor. The detectors capture the date and time of passive BT-enabled devices. The data 




















Figure 4 - 2. Bluetooth detector collection systems (source: Tufuor and Rilett, 2019). 
 For security purposes, the detected unique media access control (MAC) addresses 
of the captured devices within the controller are encrypted and replaced with a new 
identifier. The encrypted data from all the testbed intersections are compared. When an 
exact match is found, the travel time is calculated by taking the difference in the 
timestamps. In this study, the HCM6 free-flow travel time was estimated by applying the 
methodology in HCM6 Chapter 16 (HCM, 2016). The free-flow travel time was 101 
seconds and it was used as the lower bound, and twice the median BT travel time was 
LAN/WAN 
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used as the upper bound. Any travel time that was out of this range was considered as an 
outlier and removed. 
 A total of approximately 300,000 individual vehicle travel times were collected 
from January 2016 to December 2017 on the study corridor. The data was aggregated at 
15-minute intervals and the corresponding TTD determined by using a four-step process 
to ensure consistency with the HCM6 methodology.  
In the first step, the 15-minutes aggregates of the BT dataset are divided into 
several subsets. In this study, five subjects were identified. Each subset contains the 
empirical BT travel times corresponding to the time periods associated with each 
category. Note that these subsets are not mutually exclusive. 
In the second step, a subset can be extracted from the BT dataset depending on the 
objectives of the user. For example, if the goal is to determine travel time reliability for 
rainy days in AM peak periods, then the BT travel times for rainy days within AM peaks 
for the reliability reporting period is selected. In this study, the PM peaks for all 
weekdays were the scenario identified for analysis. 
The third step is to determine the travel time distribution and descriptive statistics 
of the 15-minutes aggregates of the scenario under consideration. The distribution is used 
in the fourth step to determine the corresponding reliability performance metrics for the 
chosen scenario. Lastly, the above steps are performed for each road segment and 
aggregated to estimate the average 15-minute travel time distribution on the corridor. The 
distribution is then used to estimate the TTR metrics. To determine whether the BT is 
reliable, there is the need to test the capability and accuracy of the BT dataset by finding 
the sampling rate and comparing trends to expected field conditions. 
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• BT Penetration Rate - The BT penetration rate or sampling rate is defined as the 
ratio of the number of travel times captured by the BT sensor to the actual volume 
of arriving vehicles within a specific time frame. The penetration rate for the ith 




 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 = 1, 2, … , 𝑁 (𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑠)         (4 - 1) 
  Where, 
𝑉𝐵𝑖 = Number of travel times captured by the BT sensor at the i
th 
intersection 
   𝑉𝐴𝑖 = Number of arriving vehicles at the i
th intersection 
 The penetration rate for each 15-minute analysis period within the observed PM 
peak period (e.g., from 4:30 pm - 5:30 pm) was estimated using Equation 4 - 1.  
 The penetration rate ranged from 4% to 6% (for only a two-day count), which is 
similar to estimated penetration rates from previous studies and is large enough to use for 
statistical inference (Haghani et al., 2010; Brennan et al., 2010). It should be noted that 
the rate does not account for double-counting, (i.e., when two or more BT enabled 
devices are captured from the same vehicle). Consequently, using the BT data for volume 
count is not a viable option. 
• BT Travel Time Trends  
Figure 4 – 3 illustrates the travel time trends for the O Street to Vine Street segment of 
the five chosen subsets. Similar patterns were obtained from the other five segments but 
are not shown because of space constraints. The display format follows standard boxplot 
protocol where the bottom, the middle, and the top of each box represent the 25th 
percentile, the median, and the 75th percentile travel times, respectively. The points 
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marked ‘X’ are the mean travel times and the maximum and minimum values are shown 






Figure 4 - 3. Box plots of Bluetooth travel times of (a) monthly variations, (b) traffic 
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 Figure 4 – 3a shows the average 15-minute aggregates travel time pattern each 
month. It may be seen that the summer months (May, June, July, August) generally have 
higher mean travel times and higher variability in travel time. It is hypothesized that this 
occurs because of increased road construction and repair works. 
 Figure 4 – 3b shows that the highest average 15-minute aggregate travel times 
occur on football game days. This is not surprising because the football stadium, which 
has sold out for every game since 1962, hosts over 90,000 fans per game. On regular 
days, the PM peak has the highest travel times. 
 Concerning different weather conditions, Figure 4 – 3c shows that rainy and 
snowy conditions have the highest travel times. This is not surprising because 
precipitation reduces tire friction, which results in drivers slowing down, increasing 
headways, and increasing travel times.  
 The descriptive statistics of each BT average 15-minute aggregate travel time 














Table 4 - 2. Descriptive Statistics of Averaged 15-min Empirical BT TTDs at 
varying Conditions (s)  
 
 
 It may be seen from Table 4 – 2 that, the mean of each subset is higher than its 
corresponding median value making the distribution patterns positively skewed. The 
measure of dispersion (e.g., the standard deviation) is approximately 38% larger May-
August as compared to other months. It is hypothesized that the difference in the 
Effects Subsets Min. Median Max. Mean SD Skewness 
Traffic 
Condition  
Off-Peak 40.0 53.0 120.0 56.5 11.9 2.0 
AM Peak 40.0 56.0 117.0 58.1 10.7 1.4 
Midday Peak 41.0 61.0 120.0 64.0 12.4 1.5 
PM Peak 42.0 63.0 120.0 65.5 11.6 1.5 
Game Day 
Pre-Game 60.0 73.5 89.0 73.9 8.0 0.2 
Post-Game 57.0 88.0 131.0 86.9 17.9 0.6 
Monthly 
Variations 
Jan 40.0 57.0 120.0 58.7 10.1 1.5 
Feb 40.0 57.0 120.0 59.8 11.4 1.5 
Mar 40.0 56.0 120.0 58.3 10.5 1.7 
Apr 40.0 60.0 118.0 61.5 11.3 1.2 
May 40.0 60.0 120.0 62.9 13.5 1.3 
Jun 40.0 59.0 120.0 62.2 13.8 1.5 
Jul 40.0 59.0 120.0 64.7 16.8 1.2 
Aug 40.0 58.0 120.0 62.0 13.8 1.3 
Sept 40.0 57.0 119.0 59.3 10.5 1.5 
Oct 40.0 58.0 115.0 59.2 10.0 1.2 
Nov 40.0 57.0 111.0 59.2 9.9 1.2 
Dec 40.0 58.0 113.0 59.9 10.3 1.0 
Weather 
Variations 
Clear 40.0 63.0 80.0 63.6 7.7 -0.2 
Snow 58.0 68.5 84.0 69.2 7.6 0.5 
Rain 50.0 61.0 95.0 68.0 15.4 0.8 
Partly Cloudy 44.0 63.0 102.0 65.1 11.7 0.9 
Mostly Cloudy 48.0 65.0 84.0 65.1 9.4 0.0 
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dispersion may be due to the frequent stop and yield control within work zones that often 
occurs during summer.  
The descriptive statistics support the findings in other empirical studies that the 
distribution of link travel times is generally not symmetrical (Quayle et al., 2010; 
Haghani et al., 2010; Tufuor and Rilett, 2018).  
4.3 HCM6 Model of the Testbed 
 For illustrative purposes, the reliability of two testbed segments on the N 27th 
Street, i.e., (a) from Vine St. to Y St. and (b) from Y St. to Holdrege, were used for the 
HCM6 analysis. The period analyzed was the PM peak period (4:30 pm to 5:30 pm). All 
weekdays were selected as the study period, and one year was selected as the reliability 
reporting period. The input data for the HCM6 analysis is shown below in Table 4 – 3.  




Non-Default Value Used 
Geometric design  ☐ Each segment is 0.25 mi  
Functional class 
☐ 
Urban principal arterial 
Analysis period 
☐ 
15-mins for the facility  
Study period 
☐ 






Provided by the City of Lincoln 
Alternative dataset ☒ No work zones considered 
Weather data, demand ratios, 
and factors influencing accident 
duration 
☐ 
Selected HCM6 default data for 
Lincoln Nebraska. 
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 The functional class input of the testbed is used in the HCM6 to determine the 
hour-of-day and month-of-year traffic adjustment factors, which are based on the findings 
from Hallenbeck et al. (1997). 
 It is important to note that the StreetVal has a database of long-term regional 
weather conditions with probabilities developed on 10 years of data for Lincoln, 
Nebraska, and other cities. Consequently, it is assumed that there are no geographic or 
spatial transferability issues related to weather. 
 Figure 4 – 4 and Figure 4 – 5 give a snapshot of the base data input from the 


















Figure 4 - 4. HCM6 methodology computational engine: (a) free-flow speed 
computation and (b) segment and intersection details. 
 
Intersection No.: 1 2 3 4 5 6 7 8 9
Segment No.: 1 2 3 4 5 6 7 8
       N
Downstream intersection in red circle.
Input Data Input Data
NB SB NB SB
Basic Segment Data Mid-seg. delay, s/veh 0 0
Number of through lanes that extend the length of the segment: 2 2
Speed limit, mph 35 35
Segment Length Data
Length of segment (measured stopline to stopline), ft 1320 1320
Width of upstream signalized intersection, ft 50 50
       Adjusted segment length, ft 1270 1270
Length of segment with a restrictive median (e.g, raised-curb), ft 1000 1000
Length of segment with a non-restrictive median (e.g, two-way left-turn lane), ft 0 0
Length of segment with no median, ft 270 270
Percentage of segment length with restrictive median, % 79 79
Access Data Coding Rules for T (3-leg) Intersections
Percentage of street with curb on right-hand side (in direction of travel), % 70 70 1. Code 0 volume, 0 lanes, & 0 det. length
Number of access points on right-hand side of street (in direction of travel) 3 3     for each nonexistent movement. There will
Access point density, access points/mi 25 25     be 6 movements to code in this manner.
Output Data 2. Cross street phase sequence should 
Base free-flow speed, mph (Sfo) 39.9 39.9     be "No exclusive phase for 3 or 7".
Segment length adjustment factor (fL) 0.95 0.95 3. Cross street left-turn mode should be
Free-flow speed, mph (Sf) 37.8 37.8     "3+8/7+4 Split Phasing".
Signalized Intersection Input Data   (In each column, enter the volume and lanes data.  For all other blue cells, enter values only if there is one or more lanes.)
Approach
Movement L T R L T R L T R L T R
Movement number 5 2 12 1 6 16 3 8 18 7 4 14
Volume, veh/h 40 909 24 16 854 52 52 50 8 113 76 69
Lanes 1 2 1 1 2 1 1 2 0 1 2 0
Turn bay length, ft 146 0 165 0 90 90
Sat. flow rate, veh/h/ln 1800 1800 1800 1800 1800 1800 1800 1800 1800 1800
Platoon ratio 1.000 1.000 1.000 1.333 1.000 1.000 1.000 1.000 1.000
Initial queue, veh 0 0 0 0 0 0 0 0 0 0
Speed limit, mph 35 35 35 35 35 35 30 30 30 30 30 30
Stop line det. length, ft 40 40 40 40 40 40
Max. allow. hdwy, s/veh 3.9 3.9 3.9 2.9 3.9 2.9
Opp. rt-turn lane influence Yes Yes Yes Yes
Access Point Input Data 
Access Approach
Point Movement L T R L T R L T R L T R
Location,ft Movement number 1 2 3 4 5 6 7 8 9 10 11 12
300 Volume, veh/h 0 1031 10 6 916 60 0 0 5 0 0 39
South end Lanes 0 2 0 0 2 0 1 0 1 1 0 1
600 Volume, veh/h 71 965 25 20 931 29 5 0 10 25 0 45
Lanes 0 2 0 0 2 0 1 0 1 1 0 1
900 Volume, veh/h 0 965 10 0 975 0 0 0 8 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
North end Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Total volume, veh/h 71 45 26 89 5 23 25 84
Access Point Volume Summary
Total volume, veh/h Northbound Exit: 116 Entry: 48 Southbound Exit: 115 Entry: 89 No. Points: 3
General Information 19
Cross Street: Y Street Analysis Period:  4:30 pm to 4:45 pm
Phase Sequence and Left-Turn Mode
Major street sequence Cross street sequence
(movement numbers show n) (movement numbers show n)
Major street left-turn mode Cross street left-turn mode
(movement numbers show n) (movement numbers show n)
Phase Settings
Approach
Phase number 5 2 1 6 3 8 7 4
Movement L T+R L T+R L T+R L T+R
Lead/lag left-turn phase Lead -- Lead -- Lead -- Lead --
Left-turn mode Prot. -- Prot. -- Pr/Pm -- Pr/Pm --
Passage time, s 2.0 -- 2.0 -- 2.0 2.0 2.0 2.0
Minimum green, s 5 -- 5 -- 5 5 5 5
Yellow + red clear, s 3.0 4.0 3.0 4.0 3.0 4.0 3.0 4.0
Phase split, s 20 45 20 45 20 25 20 25
Recall -- --
Dual entry
Ref. Phase Offset, s: 6 Offset Ref.: Force Mode:
Cycle, s: 110
Enable Simultaneous Gap-Out? Enable Dallas Left-Turn Phasing?




































5/1 Protected-Only 3/7 Protected+Permitted
5 & 1 left leading 3 & 7 left leading
No No No No No No
No Yes No Yes No Yes No Yes
End of Green Fixed2
Intersection No.: 1 2 3 4 5 6 7 8 9
Segment No.: 1 2 3 4 5 6 7 8
       N
Downstre m intersection in red circle.
Input Data Input Data
NB SB NB SB
Basic Segment Data Mid-seg. delay, s/veh 0 0
Number of through lanes that extend the length of the segment: 2 2
Speed limit, mph 35 35
Segment Length Data
t  f s t (measured stopline to stopline), ft 1320 1320
Width of upstream signalized intersection, ft 50 50
       Adjusted segment length, ft 1270 1270
L ngth of segm nt with a restrictive median (e.g, r ised-curb), ft 1000 1000
Length of segment with a non-restrictive median (e.g, two-way left-turn lane), ft 0 0
Length of segment with no median, ft 270 270
Percentage of segment length with restrictive median, % 79 79
Access Data Coding Rules for T (3-leg) Intersections
Percentage of street with curb on right-hand side (in direction of travel), % 70 70 1. Code 0 volume, 0 lanes, & 0 det. length
Number of access points on right-hand side of street (in direction of travel) 3 3     for each nonexistent movement. There will
Access point density, access points/mi 25 25     be 6 movements to code in this manner.
Output Data 2. Cross street phase sequence should 
Base free-flow speed, mph (Sfo) 39.9 39.9     be "No exclusive phase for 3 or 7".
Segment length adjustment factor (fL) 0.95 0.95 3. Cross street left-turn mode should be
Free-flow speed, mph (Sf) 37.8 37.8     "3+8/7+4 Split Phasing".
Signalized Intersection Input Data   (In each column, enter the volume and lanes data.  For all other blue cells, enter values only if there is one or more lanes.)
Approach
Movement L T R L T R L T R L T R
Movement number 5 2 12 1 6 16 3 8 18 7 4 14
Volume, veh/h 40 909 24 16 854 52 52 50 8 113 76 69
Lanes 1 2 1 1 2 1 1 2 0 1 2 0
Turn bay length, ft 146 165 90 9
Sat. flow rate, veh/h/ln 18 1800 18 18 1800 18 18 1800 1800 1800
Platoon ratio 1.000 1.000 1.000 1.333 1.000 1.000 1.000 1.000 1.000
Initial queue, veh 0 0 0 0 0 0 0 0 0 0
Speed limit, mph 35 35 35 35 35 35 30 30 30 30 30 30
Stop line det. length, ft 40 40 40 40 40 40
Max. allow. hdwy, s/veh 3.9 3.9 3.9 2.9 3.9 2.9
Opp. rt-turn lane influence Yes Yes Yes Yes
Access Point Input Data 
Access Approach
i t v t L T R L T R L T R
4 5 6 7 8 9 10 1 12
6 916 60 0 0 5 0 0 39
outh end Lanes 0 2 0 0 2 0 1 0 1 1 0 1
600 Volume, veh/h 71 965 25 20 931 29 5 0 10 25 0 45
Lanes 0 2 0 0 2 0 1 0 1 1 0 1
900 Volume, veh/h 0 965 10 0 975 0 0 0 8 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0
North end Lanes 2 0 2 0 0 0 0 0 0 0
Total volume, veh/h 71 45 26 89 5 23 25 84
Access Point Volume Summary
Total volume, veh/h Northbound Exit: 116 Entry: 48 Southbound Exit: 115 Entry: 89 No. Points: 3
General Information 19
Cross Street: Y Street Analysis Period:  4:30 pm to 4:45 pm
Phase Sequence and Left-Turn Mode
Major stre t sequence Cross street sequence
(movement n mbers show n) (movement numbers show n)
j r tr t left-tur  mode r ss street l ft-tur  mode
(movement numbers show n) (movement numbers show n)
Phase Settings
Approach
Phase number 5 2 1 6 3 8 7 4
Movement L T+R L T+R L T+R L T+R
Lead/lag left-turn phase Lead -- Lead -- Lead -- Lead --
Left-turn mode Prot. -- Prot. -- Pr/Pm -- Pr/Pm --
Passage time, s 2.0 -- 2.0 -- 2.0 2.0 2.0 2.0
Minimum green, s 5 -- 5 -- 5 5 5 5
Y llow + red clear, s 3.0 4.0 3.0 4.0 3.0 4.0 3.0 4.0
ha e split, s 2 45 2 45 2 25 2 25
Recall -- --
Dual entry
Ref. Phase Offset, s: 6 Offset Ref.: Force Mode:
Cycle, s: 110
Enable Simultaneous Gap-Out? Enable Dallas Left-Turn Phasing?




































5/1 Protected-Only 3/7 Protected+Permitted
5 & 1 left leading 3 & 7 left leading
No No No No No No
No Yes No Yes No Yes No Yes
End of Green Fixed2





Figure 4 - 5. A typical intersection base dataset on the testbed. 
 The details of a typical intersection base dataset in the StreetVal is presented in 
Figure 4 – 5. The signal timings are from the City of Lincoln; the PM peak hour settings 
were not changed over the reliability reporting period.  
 Figure 4 – 6 provides the estimated average of the 15-min aggregates travel time 
distribution of each segment for the northbound movement (i.e., segment A, from Vine to 






Intersection No.: 1 2 3 4 5 6 7 8 9
Segment No.: 1 2 3 4 5 6 7 8
       N
Downstream intersection in red circle.
Input Data Input Data
NB SB NB SB
Basic Segment Data Mid-seg. delay, s/veh 0 0
Number of through lanes that extend the length of the segment: 2 2
Speed limit, mph 35 35
Segment Length Data
Length of segment (measured stopline to stopline), ft 1320 1320
Width of upstream signalized intersection, ft 50 50
       Adjusted segment length, ft 1270 1270
Length of segment with a restrictive median (e.g, raised-curb), ft 1000 1000
Length of segment with a non-restrictive median (e.g, two-way left-turn lane), ft 0 0
Length of segment with no median, ft 270 270
Percentage of segment length with restrictive median, % 79 79
Access Data Coding Rules for T (3-leg) Intersections
Percentage of street with curb on right-hand side (in direction of travel), % 70 70 1. Code 0 volume, 0 lanes, & 0 det. length
Number of access points on right-hand side of street (in direction of travel) 3 3     for each nonexistent movement. There will
Access point density, access points/mi 25 25     be 6 movements to code in this manner.
Output Data 2. Cross street phase sequence should 
Base free-flow speed, mph (Sfo) 39.9 39.9     be "No exclusive phase for 3 or 7".
Segment length adjustment factor (fL) 0.95 0.95 3. Cross street left-turn mode should be
Free-flow speed, mph (Sf) 37.8 37.8     "3+8/7+4 Split Phasing".
Signalized Intersection Input Data   (In each column, enter the volume and lanes data.  For all other blue cells, enter values only if there is one or more lanes.)
Approach
Movement L T R L T R L T R L T R
Movement number 5 2 12 1 6 16 3 8 18 7 4 14
Volume, veh/h 40 909 24 16 854 52 52 50 8 113 76 69
Lanes 1 2 1 1 2 1 1 2 0 1 2 0
Turn bay length, ft 146 0 165 0 90 90
Sat. flow rate, veh/h/ln 1800 1800 1800 1800 1800 1800 1800 1800 1800 1800
Platoon ratio 1.000 1.000 1.000 1.333 1.000 1.000 1.000 1.000 1.000
Initial queue, veh 0 0 0 0 0 0 0 0 0 0
Speed limit, mph 35 35 35 35 35 35 30 30 30 30 30 30
Stop line det. length, ft 40 40 40 40 40 40
Max. allow. hdwy, s/veh 3.9 3.9 3.9 2.9 3.9 2.9
Opp. rt-turn lane influence Yes Yes Yes Yes
Access Point Input Data 
Access Approach
Point Movement L T R L T R L T R L T R
Location,ft Movement number 1 2 3 4 5 6 7 8 9 10 11 12
300 Volume, veh/h 0 1031 10 6 916 60 0 0 5 0 0 39
South end Lanes 0 2 0 0 2 0 1 0 1 1 0 1
600 Volume, veh/h 71 965 25 20 931 29 5 0 10 25 0 45
Lanes 0 2 0 0 2 0 1 0 1 1 0 1
900 Volume, veh/h 0 965 10 0 975 0 0 0 8 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Volume, veh/h 0 0 0 0 0 0 0 0 0 0 0 0
North end Lanes 0 2 0 0 2 0 0 0 0 0 0 0
Total volume, veh/h 71 45 26 89 5 23 25 84
Access Point Volume Summary
Total volume, veh/h Northbound Exit: 116 Entry: 48 Southbound Exit: 115 Entry: 89 No. Points: 3
General Information 19
Cross Street: Y Street Analysis Period:  4:30 pm to 4:45 pm
Phase Sequence and Left-Turn Mode
Major street sequence Cross street sequence
(movement numbers show n) (movement numbers show n)
Major street left-turn mode Cross street left-turn mode
(movement numbers show n) (movement numbers show n)
Phase Settings
Approach
Phase number 5 2 1 6 3 8 7 4
Movement L T+R L T+R L T+R L T+R
Lead/lag left-turn phase Lead -- Lead -- Lead -- Lead --
Left-turn mode Prot. -- Prot. -- Pr/Pm -- Pr/Pm --
Passage time, s 2.0 -- 2.0 -- 2.0 2.0 2.0 2.0
Minimum green, s 5 -- 5 -- 5 5 5 5
Yellow + red clear, s 3.0 4.0 3.0 4.0 3.0 4.0 3.0 4.0
Phase split, s 20 45 20 45 20 25 20 25
Recall -- --
Dual entry
Ref. Phase Offset, s: 6 Offset Ref.: Force Mode:
Cycle, s: 110
Enable Simultaneous Gap-Out? Enable Dallas Left-Turn Phasing?




































5/1 Protected-Only 3/7 Protected+Permitted
5 & 1 left leading 3 & 7 left leading
No No No No No No
No Yes No Yes No Yes No Yes
End of Green Fixed2













































































Direction of travel to be evaluated:
System component to be evaluated:
Performance measure of interest:
Advisory Messages
Summary Statistics
Scenario evaluation interval: 1 Average: 32.75 5th percentile: 31.03
Base free-flow speed, mi/h: 39.89 Standard deviation: 1.30 10th percentile: 31.48
Base free-flow travel time, s: 22.56 Skewness: 2.90 80th percentile: 33.48
Reliability rating: 100.0 Median: 32.50 85th percentile: 33.85
Total vehicle-miles travel (1,000's): 121 Number of obs.: 522 95th percentile: 34.93
Performance Summary for HCM Urban Street Evaluation Software




Direction of travel to be evaluated:
System component to be evaluated:
Performance measure of interest:
Advisory Messages
Summary Statistics
Scenario evaluation interval: 1 Average: 36.84 5th percentile: 33.64
Base free-flow speed, mi/h: 39.81 Standard deviation: 2.45 10th percentile: 34.31
Base free-flow travel time, s: 22.61 Skewness: 0.50 80th percentile: 39.26
Reliability rating: 100.0 Median: 36.15 85th percentile: 39.74
Total vehicle-miles travel (1,000's): 101 Number of obs.: 522 95th percentile: 41.13
P rformance Summary for HCM Ur an Street Evaluation Software
EB or NB direction (NEMA 2)
Segment 2
Travel time
(a) Segment 1 
(b) Segment 2 
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 It can be seen from Figure 4 – 6a that the aggregated 15-min. travel time 
distribution of segment 1 is positively skewed with a long tail, where the mean value is 
higher than the median value. Segment 2 has a bimodal distribution, which may be due to 
traffic signal coordination issues.  
 Following the HCM6 protocol, and since the HCM6 methodology was based on a 
single day volume count within the year, and the volumes for the remaining 364 days 
were estimated, a simulation study was conducted on the travel time results to estimate 
the bounds.  
 Table 4 – 4 shows a summary of the predicted motorized vehicle performance 
metrics for the testbed after four repetitions. The simulation was done by varying demand 
and keeping weather, incidents, and all other factors constant. Given that for this study, 
the PM peak period is one hour, four 15-minute analysis periods, and considering all 
weekdays in 2016 resulted in 4176 separate estimates of average travel time for the entire 
testbed. 
 
Table 4 - 4. HCM6 Predicted Motorized Vehicle Performance Measures   
Indicators  
(Averaged 15-min. aggregates, N=4176) 
Mean Std. dev 
of mean 
Median 
Travel Time (seconds) 69.59 3.50 68.94 
Travel Speed (mph) 25.93 1.26 26.11 
Stop Rate (stops/mi) 1.28 0.20 1.21 
Base Free-Flow Travel Time (seconds) 45.17 
Level of Service  
(Reference: Exhibit 16-3, HCM, 2016) 
C 
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 It may be seen from Table 4 – 4 that the HCM6 procedure predicts the average 
travel time of 69.59 seconds and an average speed of 26 mph, which is 65% of the free-
flow speed. The vehicles stop at an average rate of 1.28 per mile, and the testbed operates 
at LOS C during the PM peak throughout the year.   
In summary, the HCM6 methodology forecasts average travel time and associated 
reliability metrics on urban arterials based on a single day volume input by a user. To the 
best of the author’s knowledge, there has been no research conducted to validate the 
HCM6 urban street methodology using empirical data. In the following section, an 
empirical 15-minutes average travel time distribution on the same HCM6 testbed over the 
same period of time was estimated using BT data.  
4.4  Comparative Analysis of Results 
Figure 4 – 7 shows the distributions of the averaged 15-minutes aggregated travel times 
and the corresponding cumulative frequency curves for both the HCM6 forecast average 
travel time distribution and the empirical average travel time distribution for the testbed. 





Figure 4 - 7. Travel time distributions and cumulative distribution functions.  
 It may be seen from Figure 4 – 7 that the mean travel times are relatively close. 
However, the estimated HCM6 distribution is much less dispersed as compared to the 
empirical travel time distribution. The range of the empirical distribution (52 seconds) is 
approximately three times greater than the range of the HCM6 distribution (18 seconds). 
The forecast HCM6 travel time distribution is less dispersed as compared to the empirical 
BT travel time distribution.  
 Table 4 – 5 provides a summary of the results of the mean travel times and the 










































Average 15-minutes Travel Times (s)
BT travel time distribution HCM travel time distribution
BT Cummulative distribution curve HCM Cummulative distribution curveT cumulative distribution curve cu ulative distribution curve 
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Table 4 - 5. Testbed Reliability Performance and Statistics  
Reliability Performance Measures of 








Mean travel time (MTT) in seconds 69.59 (3.5) 65.50 (11.6) -4.1 (-6) 
95% Confidence Interval [69.37, 69.81] [64.78, 66.22]  
Travel time index (TTI) 
 
1.54  1.46  -0.1 (-5) 
Planning time index (PTI) 
 
1.71 1.87 0.2 (9) 
Buffer index (BI) 
 
0.11 0.29 0.2 (62)  
t-statistic (comparing mean travel times 
assuming unequal variance) 
9.70 (p-value = 1.1E-21) 
F-statistic  
(analysis of variance) 
115.01 (p-value = 3.9E-26) 
  
  It may be seen from Table 4 – 5 that there is a statistically significant difference, 
but not a practical difference, between the facility’s mean-travel times for the two 
procedures. The estimated mean travel from the HCM6 is about 4 seconds higher than the 
BT case. More critically, the variability of the BT travel time distribution is about 70% 
higher than the variability in the HCM6 travel time distribution.  
  The travel time index (TTI) in both cases shows that the facility is not very 
congested. The percent of vehicle-miles-traveled associated with a TTI of less than 2.5 is 
more than 95%. This implies that the facility is likely to provide more than 95% of 
vehicle miles traveled associated with LOS D or better in both cases. This is confirmed in 
Table 4 that the testbed operates at LOS C during PM peak periods. 
 The planning time index of 1.71 for the HCM6 method implies that for a trip 
lasting 69.59 seconds, a trip maker must plan a total time of about 119 seconds. Whereas 
in the empirical BT case, a trip maker must plan a total of 122 seconds.  
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 The buffer index depicts the extra time most travelers need to add to the average 
travel time to ensure on-time arrival for most cases. The HCM6 underestimates the buffer 
index by about 62% as compared to the empirical BT results.  
4.4.1 Comparative Analysis on Different Road Corridors and Time Periods 
 It is important to note that similar results were obtained when the AM Peak was 
analyzed on the same Lincoln testbed as previously discussed. Also, Murphy (2020) 
applied the HCM6 TTR methodology discussed in Chapter 3 and undertook a pairwise 
comparison of the differences between the HCM6 estimated TTD and the empirical TTD 
on other arterial roadways in Lincoln and Omaha, Nebraska. The author used INRIXTM 
travel time data, instead of the BT data previously discussed. 
 INRIX is a privately own company that provides travel time data from millions of 
probe vehicles in many countries (INRIX 2020). The travel time data are sourced from 
probe technologies that use location-tracking and internet-enabled (Haghani et al., 2015). 
Kim and Coifman (2014) compared two months of INRIX data to concurrent loop 
detectors on the 14-mile section of I-71 in Columbus-Ohio. The authors found similar 
patterns of congestion and queue growth between the INRIX data and the data from the 
loop detectors.  
 In the U.S., INRIX is responsible for developing the National Performance 
Management Research Data Set (NPMRDS) which is acquired by the FHWA. The 
NPMRDS is currently used by the state Department of Transportation (DOTs) and 
Metropolitan Planning Organizations for research, operational, and performance analysis 
(Siddiqui & Dennis, 2019). This was the basis for the INRIX data used in this 
dissertation.  
  79 
 
 
 In Nebraska, the NPMRDS road network covers major highways and urban 
arterial roadways in major cities. The NPMRDS road networks are uniquely defined by 
TMC (Traffic Message Channel) location codes. The TMC location codes are broken into 
multiple segments across a corridor, usually separated by intersecting roadways.  
 Murphy (2020) collected the INRIX travel time data on three test corridors in 
Lincoln and Omaha, Nebraska.  
 
 
Figure 4 - 8. Testbed corridors aerial maps (Source: Google Earth) 
 The PM peak hour (e.g. 4:00 pm – 5:00 pm) for all weekdays from January to 
December for the year 2017 or 2018 was considered. The travel times were aggregated 
72nd Street, Omaha, NE. (1.50 miles) 
O Street, Lincoln, NE. (2.00 miles) 
Superior St., Lincoln, NE. (2.05 miles) 
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for 15-minute intervals to match the HCM6 analysis period chosen for this dissertation. 
Public holidays and weekends were removed from the data set because the focus was on 
weekday traffic. Table 4 -6 provides the year the INRIX data was collected and the 
sample size of the data distribution from the three test corridors in Lincoln and Omaha, 
Nebraska. Each Lincoln study corridor is bi-directional, and therefore there are 5 
different sets of travel time data to be analyzed for the three testbeds.  
Table 4 - 6. Testbed Data Description   
*Represents random missing data within the year. 
 Murphy (2020) applied the HCM6 TTR methodology discussed in Chapter 3 to 
model these test corridors. The sources and general description of the HCM6 input data 
used are summarized in Table 4 – 7. 











O Street (27th Street Intersection to 
56th Street Intersection), Lincoln, NE. 
(Both EB and WB)  
2018 Jan - Dec 988 
Superior Street (27th Street 
Intersection to Cornhusker Highway 
Intersection), Lincoln, NE.  
(Both EB and WB) 
2017 Jan - Dec 667 & 646* 
72nd Street (Dodge Street 
Intersection to Mercy Street 
Intersection), Omaha, NE.  
(Only NB) 
2017 Jan - Dec 966 
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Table 4 - 7. HCM6 Model Input Data Description  
Input 
Default 
Used Non-Default Value Used 
Testbed geometry 
☐ 
Described from maps and field 
observations. 




The City of Omaha and the City of 
Lincoln weather data. 
 
Incident data  
☐ 
Crash frequencies related to segments 
and intersections were available locally 
from the City of Omaha and the City of 
Lincoln 
Crash frequency 





Crash response time  ☐ 
 




Count data obtained from the City of 





Hour-of-day, day-of-week, and month-of-
year factors from the Nebraska 





Provided by the City of Omaha and the 



















All weekdays for study year (e.g. 2017 or 
2018). 
 
 Figure 4 – 9 through to Figure 4 – 11 show the differences between the HCM6 
estimated TTDs and their corresponding empirical INRIX TTDs for the combined 
conditions when the test corridors were analyzed by Murphy (2020). 


























































































Average 15-mins Travel Time for Testbed (s)
O Street (EB)
INRIX_CDF
Mean = 282 s
SD = 46 s
HCM6_CDF
Mean = 235 s












































































Average 15-mins Travel Time for Testbed (s)
O Street (WB)
INRIX_CDF
Mean = 306 s
SD = 54 s
HCM6_CDF
Mean = 249 s
SD = 34 s












































































































Average 15-mins Travel Time for Testbed (s)
Superior Street (EB)
INRIX_CDF
Mean = 311 s
SD = 160 s
HCM6_CDF
Mean = 236 s









































































Average 15-mins Travel Time for Testbed (s)
Superior Street (WB)
INRIX_CDF
Mean = 331 s
SD = 151 s
HCM6_CDF
Mean = 229 s
SD = 44 s















Figure 4 - 11. HCM6 TTD versus empirical INRIX TTD on 72nd Street in Omaha.  
 From Figures 4 – (9 to 11), it may be seen that the HCM6 estimated TTDs and the 
corresponding empirical INRIX TTDs are visually not the ‘same.’ Specifically, there is 
an average of approximately 20% difference in the mean values and an average of 54% 
difference in the standard deviation values. The differences in the CDFs are similar to the 
previous findings when the N27th Street testbed was analyzed.  
 The Kolmogorov-Smirnov (KS) test was used to test the hypothesis that the 
cumulative distribution function of the HCM6 TTD is equal to the cumulative 
distribution function of the empirical INRIX TTD. Not surprisingly, there were 
statistically significant differences between the CDF of the HCM6 TTD and the empirical 






































































Average 15-mins Travel Time for Testbed (s)
72nd Street (NB)
INRIX_CDF
Mean = 312 s
SD = 52 s
HCM6_CDF
Mean = 325 s
SD = 30 s
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 In summary, four corridors have been tested and, in all cases, the HCM6 TTR 
methodology fails to replicate the corresponding empirical TTD. In other words, there 
were visually considerable differences and statistically significant differences between 
the HCM6 TTD and the corresponding empirical TTD.   
4.5 Potential HCM Augmentation Strategies 
This chapter illustrated that the HCM6 TTR methodology, while useful and an important 
step for traffic operation analyses, might not give accurate results. Some potential reasons 
for this discrepancy were provided. For example, it is hypothesized that one of the 
leading causes is due to the inability of the HCM6 methodology to control both the 
systematic and random elements in the scenario generation process.  
 The systematic variations such as changes in weather and traffic demand on 
periods within the day, month, and year are recognized and predicted by the HCM6 using 
averages. It is also easy to hypothesize that the relative sparsity of the input data (e.g., 
one-day volume data) and the reliance on default aggregate data sets (e.g., monthly 
weather information) may also result in forecast errors. This section discusses two 
potential augmentation strategies that are believed can lead to more accurate results.  
4.5.1 Calibrate the HCM6 Model with Local Empirical Data  
At its heart, the HCM6 TTR methodology relies on Monte Carlo simulation. It is well 
known that simulation models perform best when the key parameters are calibrated and 
validated to local conditions. An overview of a proposed calibration process is leveraged 
from Spiegelman et al. (2010) and illustrated in Figure 4 – 12. 
 





























Figure 4 -12. Proposed STREETVAL calibration process.  
 
 The first step is to collect appropriate empirical performance data on several 
arterial roadways that will be studied. Intuitively, the best data would be individual 
trajectory data that may be aggregated into average travel times for specific periods (e.g., 
15 minutes) that correspond to the HCM6 output. In this chapter, BT data was utilized.  
With the recent growth in vehicle-to-vehicle and vehicle-to-road infrastructure 
communications, there is great potential in using these technologies to obtain accurate 
point-to-point travel times on urban street facilities.  
STREETVAL Engine 
Supply Traffic Weather Incidents 
Calibration 
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 The second step is to model the arterials by using the STREETVAL engine. As 
discussed in this chapter the primary output is the distribution of average travel times for 
the given study period. This information is used to develop the TTR metrics. 
 The third step is to compare the output from the STREETVAL engine with the 
empirical data. Based on experience the author argues that the average travel time 
distributions should be analyzed statistically. This would involve goodness of fit 
measures such as the K-S test or Chi-Square test or some of the more typical non-
parametric tests.  
 If the two distributions were not statistically different, then the process can be 
stopped, and the model can be considered calibrated. Note that it would be useful to 
validate the model using empirical data that was not part of the calibration process 
(Spiegelman et al., 2010). It should also be noted that other output, such as mean travel 
time or absolute percentage error, may also be used to ascertain how similar the travel 
time distributions are to each other. 
 Assuming that the simulated results and empirical data are dissimilar, the user 
may then change the STREETVAL parameters. The process is repeated until the results 
are acceptable or until a set number of iterations has been reached. It is assumed that this 
procedure will be automatic such that the optimization step utilizes standard techniques 
such as genetic algorithms or the Simplex Method. 
 The proposed calibration methodology may also be used to augment the HCM6 
reliability methodology for predicting travel time reliability for other scenarios not 
currently included such as traffic signal malfunction, adverse weather conditions, and 
railroad crossing and preemption events (HCM, 2016). 
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4.5.2 More Robust Input Data 
As shown in Figure 4 – 12 there are four main input classes:  supply, traffic, weather, and 
incidents. The current HCM methodology is designed to provide forecast TTR metrics in 
an input data-poor environment. However, there is the potential to allow for more 
disaggregate input data. For example, cities such as Lincoln have detailed weather data 
disaggregated by day of year and hour of the day. This data may be directly correlated to 
the travel time data that was collected in this study and which was aggregated into 15-
minute averages for each day of the year. It would be useful if users could use this data as 
input to STREETVAL. It is hypothesized that this would result in more accurate travel 
time distributions particularly if coupled with the calibration scheme proposed in Figure 4 
– 12. 
 Similarly, it is possible in many cities to obtain general volume patterns and 
incident/crash patterns at a fairly disaggregate level. This information could also be used 
as input and would potentially allow for more accurate results from the scenario 
degeneration process. It is hypothesized if all four input data input streams were more 
disaggregate and were disaggregated at the same level (e.g., crash, volume, and weather 
data at 15-minute intervals) the resulting travel time distribution from the Monte Carlo 
simulation study would be much more accurate. 
 In summary, two augmentation schemes have the potential to lead to more 
realistic travel time distributions and, ultimately, more accurate TTR metrics. Note that 
these two approaches are not mutually exclusive and it could be argued that using both 
approaches would be superior to using only one. 
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4.6 Concluding Remarks 
The latest and 6th edition of the HCM6 TTR methodology for evaluating travel time 
reliability on an urban street facility explicitly considers nonrecurring congestion effects 
including weather events, incident events, and work zones. The HCM6 approach is based 
on a single-day volume count within the year, and the volume for the remaining 364 days 
is estimated based on this volume, demand factors, predicted weather, and expected 
incident occurrences.  
The objective of this chapter was to evaluate the travel time reliability of an urban 
street facility using low cost archived BT data. The goals were to validate the HCM6 
TTR methodology by comparing the empirical BT TTD with the estimated HCM6 TTD 
and to propose potential HCM6 augmentation strategies. The PM peak travel times for all 
weekdays within the year 2016 were analyzed. The results were as follows. 
1. The testbed mean-travel times differ by approximately 4 seconds. This difference 
was found to be statistically significant at a 5% significance level. However, from 
a practical or engineering perspective, this difference is negligible.  
2. The HCM6 TTD had considerably less variability than the empirical data.  It was 
hypothesized that the differences occurred because of the highly aggregated input 
data designed for the HCM6 TTR methodology, and the fact that the methodology 
was not calibrated to field TTD.  
3. The HCM6 TTR methodology underestimated the buffer index and the planning 
time index by approximately 62% and 9%, respectively. However, both the HCM 
results and the empirical BT results yielded a travel time index that implied that 
the testbed is likely to provide more than 95% of vehicle-miles-traveled 
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associated with a level of service D or better. This was true because the 
predetermined LOS was at ‘C.’ 
4. Similar results were obtained when five other arterial corridors were analyzed 
using INRIX data – a different travel time point-to-point data collection system. 
 In summary, four corridors have been tested and, in all cases, the HCM6 TTR 
methodology failed to replicate the corresponding empirical TTD. In other words, there 
were considerable differences between the HCM6 TTD and empirical TTD, and these 
differences were shown to be statistically significant at the 5% significance level.  It was 
hypothesized that there is a need to investigate the source and magnitude of the error in 
the components of the HCM6 TTR methodology so that the reasonable calibration 














ANALYSIS OF COMPONENT ERRORS IN THE HCM6 TTD ESTIMATIONS 
5.1 Introduction 
This chapter expands the HCM6 TTD analysis on a longer section of the testbed 
in Lincoln Nebraska that was analyzed in the previous Chapter. It identifies the sources 
and magnitude of travel time variability that contribute to the HCM6 error in the previous 
chapter. Understanding the potential sources of error, and their quantitative values, are 
the first steps in improving the HCM6 TTR methodology to better reflect actual 
conditions.    
 Point-to-point empirical travel times from Bluetooth detectors on a 1.16-mile 
testbed in Lincoln, Nebraska. The HCM6 TTR methodology was used to model the 
testbeds and the estimated TTD by the source of travel time variability was compared 
statistically to the corresponding empirical TTD. 
It was found that there were statistically significant differences between the 
HCM6 estimated TTDs and the corresponding empirical TTDs. It was determined that 
the demand component and/or missing variable(s) that were not explicitly considered in 
the HCM6 were found to be the main source of the error in the HCM6 TTD. A focus on 
the demand-estimators as the first step in improving the HCM6 TTR methodology was 
recommended. 
 It is hypothesized that due to the central limit theorem, the HCM6 methodology 
may perform better on a longer testbed. Also, it was decided that the component errors 
within the HCM6 TTR methodology should be analyzed as this would provide insight 
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into where the considerable differences in the HCM6 and the empirical TTD variance 
originated.  
This chapter first compares the HCM6 TTD and the empirical TTD on a 1.16-
mile testbed in Lincoln, Nebraska. Subsequently, the sources of travel time variability 
that contribute to the error in the HCM6 methodology are quantified. Understanding the 
potential sources of error, and their quantitative values are the first step in improving the 
HCM6 TTR methodology so that it better reflects actual conditions.  
This chapter is divided into four sections. In the first part, the empirical TTDs are 
presented and the HCM6 methodology is applied to model the testbeds. The estimated 
HCM6 TTDs are then analyzed and compared with their corresponding empirical TTDs. 
This is followed by a statistical comparative analysis of the TTDs of the sources of travel 
time variability on the 1.16-mile testbed with the observed TTDs for each source. The 
results from other road corridors are presented. Finally, the differences are quantified, 
discussed, and the findings are presented.  
5.2 Travel Time Distributions 
5.2.1 Empirical BT Travel Time Distribution 
As previously discussed, a comprehensive analysis of the BT data collection 
system, its filtering algorithm, and a validation process are discussed in Chapter 4. BT 
data on the 1.16-mile testbed is discussed as follows. 
 A total of 5,893 individual vehicles’ BT data was collected within the PM peak 
hour (4:30 pm - 5:30 pm) for all weekdays from January 2016 to December 2016. The 
BT travel times were aggregated at a 15-minute interval which was the analysis period 
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chosen for this dissertation. The mean number of samples per 15-minute interval was 6 
with a standard deviation of about 3 samples. Public holidays, weekends, and football 
game days were removed from the BT data to eliminate periods that may cause outliers in 
the TTD. The filtering and elimination of these days reduced the sample size of the 
empirical BT data. 
 The resultant BT TTD, which represents the TTD across all conditions, was 
disaggregated into the same categories considered by the HCM6; (a) normal conditions 
(no weather, work zone, or traffic incident), (b) weather (rain/snow) days, (c) work zone 
days, and (d) traffic incident periods. Figure 5 – 1a, 1b, 1c, and 1d show the TTDs based 
on normal, rain/snow, work zone, and combined conditions, respectively. Note that the 
weather and the work zone conditions are not mutually exclusive. For example, there are 







































































































































































































































































































Figure 5 - 1. Empirical TTD for weekdays in 2016 (4:30 pm – 5:30 pm)  
 It may be seen from Figure 5 – 1 that, there were 663 periods of normal 
conditions, 29 periods of snow and rain, and 152 periods when a work zone was active. It 
should be noted that it did not make sense to show the traffic incident histogram because 
it only consists of two data points. The BT for these periods was 189 seconds and 178 
Mean = 158 
SD = 20.4 
Median = 155 
Mode = 156 
Skewness = 2.1 
95th Percentile = 191 
Min = 130 
Max = 291 
Sample Size = 838 
 
 
Mean = 160 
SD = 26.6 
Median = 152 
Mode = 147 
Skewness = 2.3 
95th Percentile = 229 
Min = 132 
Max = 264 
Sample Size = 29 
 
 
Mean = 153 
SD = 13.9 
Median = 154 
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Skewness = 0.5 
95th Percentile = 178 
Min = 130 
Max = 203 
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SD = 21.6 
Median = 156 
Mode = 160 
Skewness = 2.1 
95th Percentile = 194 
Min = 130 
  Max = 291 
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seconds, respectively, with an average of approximately 15% greater than the average 
travel time under the normal condition. 
 Figure 5 – 1 shows that all four BT TTDs are positively skewed and ranges from a 
minimum of 130 seconds to a maximum of 291 seconds. The standard deviations range 
from 13.9 seconds to 26.6 seconds. It may be seen in Figure 5 – 1a that the normal 
conditions constitute about 78% of the sample size of the combined conditions (Figure 5 
– 1d). Not surprisingly, the characteristics of the BT TTDs for the normal and combined 
conditions are similar.  
 The mean of the BT TTD for the rain/snow conditions as shown in Figure 5 – 1b 
is higher than the normal conditions. More importantly, the standard deviation is 23% 
more than the normal conditions. This signifies that the testbed reliability will be lower 
during rain/snow conditions.  
 The work zone BT TTD in Figure 5 – 1c shows that the mean BT is 6 seconds 
faster than the mean BT of the normal conditions. Interestingly the variability is also 
lower, indicating the corridor is more reliable during work zone situations. It is 
hypothesized that drivers may have used alternative routes, which would have reduced 
the demand. Also, most of the work zones occur in the summer months when school is 
out, and demand is comparatively low, resulting in faster travel times.  
5.2.2 HCM6 Estimated Travel Time Distribution 
For the 1.16-mile testbed, there are 261 days examined (I = 261) and there are 4 
periods per day (J = 4) resulting in a total of 1044 scenarios examined. In other words, 
the resulting TTD estimated using the HCM6 procedure will consist of 1044 average 15-
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minute travel times. Using the HCM6 protocol the testbed data and their sources are 
discussed as follows. 
Base dataset – The average annual daily traffic is approximately 26,500 (City of 
Lincoln, 2016). There were four signalized intersections on the testbed and each 
northbound and southbound movement had four driveways. The traffic demand volumes 
at all signalized intersections and all driveways were collected on March 30, 2016. 
Traffic signal data from 2016 was obtained from the City of Lincoln. Traffic 
signal settings can vary by time of day and this may affect the variability in the 
performance of the arterial. The traffic signals on the testbed are operated in semi-
actuated mode. However, because of the high traffic demand volume in the PM peak, the 
traffic signal essentially operates in fixed-time mode. Also, it was confirmed by the City 
of Lincoln that the signal timings were not optimized or changed in 2016. Consequently, 
the signals were assumed to operate under fixed time control for the analysis conducted 
in this dissertation. 
Alternative dataset(s) – Work zone data on the testbed was also provided by the 
City of Lincoln. A total of 38 days within the summer months had lane closure on two 
segments for road repair and maintenance work.  
Because there were no weekday special events in 2016 and data from national 
holidays were not used, the special event source of variability was not studied.  
Historical data – The HCM6 methodology requires weather data for the testbed. 
The following weather data from the Nebraska Mesonet database (University of 
Nebraska, 2016) was used in the analysis. 
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• Total normal precipitation (inches) – In 2016, there was a total of 28.9 inches 
of precipitation. 
• Total normal snowfall (inches) – There was a total of 14.9 inches of snowfall 
in 2016. 
• Number of days of precipitation (days) – The number of days when rainfall or 
liquid-equivalent of snowfall amount was greater than or equal to 0.01 inches. 
There were 85 days of precipitation on the testbed in 2016. 
• The normal daily mean temperature (degrees Fahrenheit) – In 2016, the average 
24-hour temperature was 55 degrees Fahrenheit. 
 The HCM6 methodology requires demand variation factors for the testbed. There 
was no continuous traffic count data on the testbed. Therefore, demand variation factors 
on a similar urban principal arterial near the testbed, provided by the Nebraska 
Department of Transportation (2018), was used. These factors account for the systematic 
traffic demand volume variation by an hour-of-day factor (𝑓ℎ), a day-of-week factor (𝑓𝑤),  
and a month-of-year factor (𝑓𝑚). For the testbed, there were 5 weekdays, and all 12 
months in the year 2016 were applied. Because the analysis period was from 4:30 - 5:30 
pm, two hour-of-day demand factors (e.g. 4:00 pm to 5:00 pm and 5:00 pm to 6:00 pm) 
were applied.  Specifically, the two 15-minute periods from 4:30 pm to 5:00 pm used the 
HCM 4:00 pm to 5:00 pm demand factor and the two 15-minute time periods from 5:00 
to 5:30 pm used the HCM 5:00 pm to 6:00 pm demand factor. In total, there were 120 
unique combinations of demand factors for the testbed example for 2016. Figure 5 – 2a 
and 2b show the demand factors and a histogram of the demand modification factors 
(DMF) Fij from Equation 3 - 3.  












(a)       (b) 
Figure 5 - 2. Distribution of demand factors and demand modification factors. 
 It may be seen from Figure 5 – 2b that the demand modification factor 
distribution has a relatively small range from 0.75 to 1.35 with 95% of the demand 
factors lying between 0.95 and 1.15. Intuitively, the traffic demand volume variability 
across all scenarios will also be relatively narrow. 
 The HCM6 TTR methodology requires the mean crash frequency for all segment-
related and intersection-related crashes. Also, crash frequency adjustment factors 
(CFAFs) for four weather events, active work zones, and/or special events are required.  
 Traffic incident data for 2015 – 2017 on the testbed was provided by the City of 
Lincoln and used to estimate the mean crash frequency for all three segments and four 
intersections. Default CFAF values provided by the HCM6 were used because specific 
CFAFs were not available for the testbed conditions.  
𝑓𝑚  𝑓𝑤 𝑓ℎ 
J 0.829 M 0.980 16:00 0.072* 
F 1.019 T 0.980 17:00 0.077 
M 1.029* W 1.000*   
A 0.980 T 1.030   
M 1.010 F 1.150   
J 1.047     
J 0.989     
A 1.052     
S 1.089     
O 0.948     
N 0.991     
D 0.939     
Note: (*) is the base demand factor (𝑓𝑏
𝑚, 𝑓𝑏
𝑤 , 𝑓𝑏


















Demand Modification Factors (Fij)
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 Figure 5 – 3a, 3b, 3c, and 3d show the HCM6 estimated TTD for the testbed 
under normal conditions, rain/snow conditions, active work zone conditions, and the 














































































Average 15-mins (aggregated) travel times 
(s)
(d) Combined Conditions
Mean = 154 
SD = 6.7 
Median = 154 
Mode = 155 
Skewness = 20 
95th Percentile = 157 
Min = 146 
  Max = 332 




























































Average 15-mins (aggregated) travel times 
(s)
(b) Rain/Snow Conditions
Mean = 161 
SD = 5.0 
Median = 161 
Mode = N/A 
Skewness = 1.0 
95th Percentile = 173 
Min =154  
Max = 173 


























































Average 15-mins (aggregated) travel times 
(s)
(c) Workzone Conditions
Mean = 156 
SD = 14.6 
Median = 154 
Mode = 154 
Skewness = 10.8 
95th Percentile = 158 
Min = 151 
  Max = 332 



























































Average 15-mins (aggregated) travel times 
(s)
(a) Normal Condition
Mean = 153 
SD = 2.2 
Median = 153 
Mode = 154 
Skewness = -0.2 
95th Percentile = 157 
Min = 146 
Max = 160 
Sample Size = 828 
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 It may be seen in Figure 5 – 3 that all the HCM6 TTDs have a relatively small 
range that varies from approximately 146 seconds to approximately 173 seconds. In 
addition, there are very few outliers. The maximum average travel time is 332 seconds. 
There were 828 periods of normal conditions, 24 periods of snow and rain, and 188 
periods of active work zone conditions. It should be noted that the HCM6 had a total of 2 
scenarios with traffic incidents. Similar to the empirical BT TTD, it did not make sense to 
show a histogram with two data points representing the traffic incidents. The estimated 
average travel times for these periods were 176 seconds and 218 seconds respectively, 
which are approximately 29% more than the average travel time estimated during the 
normal condition. The two incident results are included in the combined TTD in Figure 5 
– 3d. 
 Figure 5 – 3a shows the HCM6 TTD for normal conditions (i.e., no weather, 
incidents, or work zones). This condition shows a relatively low variance in average 
travel times. Specifically, the standard deviation is approximately 67% less than the 
combined condition. Also, the travel times have a shorter range from 146 seconds to 160 
seconds which is 92% shorter than the combined condition. This indicates that the normal 
condition is predicted by the HCM6 to be relatively more reliable. 
 From Figures 5 – 3b and 3c, the weather events and the work zone conditions 
have slightly higher mean travel times (e.g. 2%-5% greater) than the normal conditions. 
More importantly, the standard deviation of the weather and work zone events are 
respectively 1.3 and 5.6 times greater than the standard deviation of the normal condition. 
This indicates that the reliability of the arterial testbed will be lower during the weather 
and the work zone events. 
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5.2.3 Quantification of TTR Metrics 
 This section compares common TTR metrics calculated using the HCM6 TTD 
and the empirical BT TTD. Table 5 – 1 shows the TTR metrics which were obtained 
from the estimated TTD. 
Table 5 - 1. Travel Time Reliability Performance Metrics  
  TTR Performance Metrics  
Testbed 
Conditions 












1.52 1.57 -3.2 1.55 1.92 -19.3 1.01 1.11 -9.0 
Rain/Snow 1.59 1.58 0.6 1.71 2.27 -24.7 1.02 1.16 -12.1 
Work zone 1.54 1.52 1.3 1.56 1.77 -11.9 1.01 1.07 -5.6 
Combined 1.52 1.56 -2.6 1.55 1.89 -18.0 1.01 1.1 -8.2 
 
 Not surprisingly, the HCM6 tends to underestimate the TTR metrics. The only 
exceptions were for the TTI for rain/snow and work zone conditions where the difference 
was less than 2%. The HCM6 TTR metrics in Table 5 - 1 show that the testbed is more 
reliable than the empirical data would suggest. For example, the HCM6 PTI estimation of 
1.55 implies that for a trip of 100 seconds the trip maker must plan a total time of 155 
seconds as compared to 190 seconds for the empirical case. 
 The percentage difference between the HCM6 and the empirical data was less 
than 5% for the TTI, ranges between 11% - 25% for the PTI, and ranges between 6% - 
12% for the LOTTR. 
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 Generally, the empirical TTIs are below 2.5 which indicates that congestion is not 
very high on the study facility. Also, the percentage error of the TTR metrics under the 
combined conditions produced similar results for the 0.5-mile testbed analysis.  
5.3 Statistical Comparison of HCM6 and Observed TTDs 
Different functional forms have been proposed in the literature to represent the 
distribution of link and corridor travel times. These include lognormal, gamma, Weibull, 
Burr distributions previously discussed. For the testbed condition, the quality of the best-
fit distribution was determined by using the Kolmogorov-Smirnov, Anderson-Darling, 
and Cramer-von Mises goodness-of-fit (GOF) tests. The lognormal distribution was 
determined to best model the HCM6 TTD and the empirical BT TTD on the corridor. 
This can inform changes in the underlying distributions used in the scenario generation 
procedure in step 2 of Figure 3 – 1. 
 Welch’s t-test was used to test the differences between the mean values of the 
simulated and empirical TTDs. This test was selected because, compared to the Student’s 
t-test, it controls the Type I error when comparing unequal variance and unequal sample 
size datasets (Derrick et al., 2016). The Mann-Whitney-Wilcoxon rank-sum test was used 
to test the differences between the median values. The Mann-Whitney test is one of the 
powerful non-parametric tests (Landers, 1981), its statistical power corresponds to the 
likelihood of rejecting a false null hypothesis (Nachar, 2008). The Kolmogorov-Smirnov 
(KS) test was used to test the differences between cumulative distribution functions 
between the simulated (CDFHCM) and the empirical TTD (CDFBT). 
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 The following hypotheses at a 95% confidence level were tested:  
(a) Welch t-test: The null hypothesis is that the mean of the population of the 
HCM6 simulated travel times (µHCM) is equal to the mean of the population of 
the empirical BT travel times (µBT). The alternative hypothesis is µHCM ≠ µBT. 
(b) Mann-Whitney-Wilcoxon tests: The null hypothesis is that the median of the 
population of the HCM6 simulated travel times (MedHCM) is equal to the 
median of the population of the empirical BT travel times (MedBT). The 
alternative hypothesis is MedHCM ≠ MedBT. 
(c) KS test: The null hypothesis is that the 𝐶𝐷𝐹𝐻𝐶𝑀 = 𝐶𝐷𝐹𝐵𝑇 . The alternative 
hypothesis is that the 𝐶𝐷𝐹𝐻𝐶𝑀 ≠ 𝐶𝐷𝐹𝐵𝑇 . 
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Table 5 - 2. Statistical Test Results – HCM6 versus Empirical BT TTD 
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evidence not to reject the null 
hypotheses of the mean and 
median tests. However, there 
is a statistically significant 
difference in the CDFs. 
 
Work zone 























evidence to reject the null 
hypotheses. 
 
 It was found that there were statistically significant differences between the 
population means and the population medians of the two datasets for the normal 
conditions. The differences were 6 seconds and 3 seconds between sample means and 
medians, respectively as shown in Figure 5 – 1a and Figure 5 – 3a.  
 For weather (snow and rain) conditions it may be seen in Table 5 – 2 that there 
are no statistically significant differences between the population means and the 
population medians of the two datasets. The differences were a single second and 9 
seconds between the sample means and medians, respectively as shown in Figure 5 – 1b 
and Figure 5 – 3b.  
 It can be found in Table 5 - 2 that for the work zone conditions there were no 
statistically significant differences between the mean and the median values of the two 
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population TTDs. The difference in the sample mean was 3 seconds and there were no 
differences in the sample medians as shown in Figure 5 – 1c and Figure 5 – 3c.  
 It may also be seen in Table 5 – 2 that there are statistically significant differences 
between the population mean and the median of the HCM6 TTD and the BT TTD for the 
combined conditions. The difference in average travel time was 4 seconds and the 
difference in median values was a single second as shown in Figure 5 – 1d and Figure 5 – 
3d. While the differences and means and medians were statistically significant, they are 
not important from a practical perspective.  
5.3.1 Error Estimation 
 The pairwise comparison of the differences between the cumulative distributions 
functions (CDFs) and the frequency distributions of the HCM6 and BT TTDs are shown 
in Figure 5 – 4. The root mean square error (RMSE), defined in Equation 5 - 1 is also 
shown in Figure 5 – 4.  











       (5 - 1) 
Where 
𝐻𝐶𝑀𝑖 = The frequency of class 𝑖 of the HCM6 travel times  
𝐵𝑇𝑖     = The frequency of class 𝑖 of the BT travel times  
𝑛        = The number of bins. The bin size was 5 seconds and 
there were 32 bins. 
 
 For each RMSE calculation, the bin width was 5 seconds within the range of 130 
to 290 seconds. The number of bins is 32. 






































Figure 5 - 4. Pairwise comparison of travel time distributions. 
  
 It may be seen from Figure 5 – 4 that the HCM6 TTDs have considerably less 
variability as compared to the observed data. The KS test results in Table 5 – 2 confirmed 
that there were statistically significant differences between the HCM6 and empirical 
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determined to be 67% less than that of the empirical BT TTD. More importantly, the 
HCM6 methodology indicates that the arterial is more reliable than would be indicated by 
field measurements.  
 These results conform to the findings of the previous studies on a shorter testbed 
(Tufuor and Rilett, 2019). Therefore, doubling the length of the testbed did not 
substantially change the performance of the HCM6 predictions. 
 The RMSE quantitatively measures the differences between the TTDs as shown 
in Equation 5 - 1. From Figure 5 – 4a, the differences in the normal condition TTDs has 
the largest RMSE. Specifically, the normal conditions RMSE was 82% of the combined 
condition RMSE. It can be posited that the TTD of normal conditions (no rain/snow, 
incident, work zone, and special events) represent the effect of the demand variations or 
not having detailed volume data (e.g. by day), and/or other missing variable(s) that were 
not explicitly considered in the HCM6 TTR methodology. 
5.4 Concluding Remarks 
This chapter expands the analysis of the HCM6 estimated TTDs on a longer 
testbed. More importantly, it identifies the sources and magnitude of travel time 
variability that contribute to the HCM6 error. These sources were weather events, 
demand variations, traffic incidents, and work zones. Understanding the potential sources 
of error, and their quantitative values are the first step in improving the HCM6 TTR 
methodology to better reflect actual conditions. It was found that: 
• The mean and variance values of the work zone HCM6 estimations were similar 
to the corresponding empirical BT measurement. The number of traffic incidents 
was only two, hence using the default CFAFs will not significantly affect the 
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variability in the final TTD. Consequently, the potential source of error from the 
work zone and incidents was ignored for this testbed condition.  
• One potential source of the error is the use of aggregated data as input in the 
HCM6. For example, monthly aggregations of the weather parameters could 
affect the variability in the resulting TTD. However, the RMSE of the weather 
conditions as shown in Figure 5 – 4b was relatively small. Specifically, the 
weather RMSE was 2% of the RMSE of the combined conditions in Figure 5 – 
4d. Consequently, it was concluded that the weather assumption did not overly 
contribute to the error for this testbed. 
• The analysis indicated that there are two potential sources of error for the 
differences between the estimated and measured TTDs. The first is that the traffic 
demand volume data and/or demand factors do not adequately capture the volume 
variability in the field. The second is that there may be other variables that are not 
considered in the HCM6 estimations. Arguably, one of the limitations of the 
HCM6 TTR methodology is the use of a single-day observed traffic volume as the 
basis to determine the traffic demand volume for all scenarios. Intuitively, if the 
one-day volume is atypical, the final TTD may also be inaccurate. 
 It is hypothesized that the demand estimators are good candidates for improving 
the HCM6 TTR methodology for the testbed examined in this dissertation. The next 
chapter introduces and illustrates a methodology to calibrate the HCM6 TTR 
methodology. 
 




CALIBRATING THE HIGHWAY CAPACITY MANUAL ARTERIAL TRAVEL 
TIME RELIABILITY METHODOLOGY 
6.1 Introduction 
It was shown in the literature review in Chapter 2 that there is no evidence that the 
HCM6 TTR methodology has ever been calibrated with empirical TTD data. More 
importantly, results from Chapter 4 show that there were statistically significant 
differences between the HCM6 estimated TTD and the empirical TTD at a 5% 
significance level on four arterial roadways in Lincoln and Omaha, Nebraska. The HCM6 
underestimated the empirical TTD variability by 70% for one of the testbeds in Lincoln. 
In other words, the HCM6 TTR metrics reflected a more reliable roadway than would be 
supported by field measurements. This chapter proposes a methodology for calibrating 
the HCM6 TTR methodology so that it better estimates the empirical TTD. This 
calibration approach was used on the same testbed in Lincoln, Nebraska, and it was found 
that there were no statistically significant differences between the calibrated HCM6 TTD 
and the empirical TTD at the 5% significance level.  
   It is hypothesized that the relatively large error in the TTD estimate occurred 
because the HCM6 uses a one-day demand as the basis for estimating the demand across 
all other days in the analysis (Zegeer et al 2014). It was found, based on an error 
component analysis in the previous chapter, that the demand component may have been 
responsible for up to 82% of the error on the 1.16-mile testbed in Lincoln. The first step 
to improving the HCM6 TTD estimations is to calibrate the HCM6 TTR methodology to 
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local conditions and the focus of the Lincoln network calibration should be on the 
demand estimator. Consequently, this chapter will use the same testbed and focus on the 
demand component. The proposed calibration methodology, however, is general and can 
be used to calibrate the HCM6 TTR methodology for all sources of variability including 
weather, demand, incident, work zones, and special events. 
  The remainder of this chapter is organized as follows. The next section gives a 
description and discussion of the proposed procedure to calibrate the HCM6 TTR 
methodology. Subsequently, the proposed methodology is verified using real-world data 
on the 1.16-mile testbed in Lincoln. Lastly, the results are interpreted, and relevant 
concluding remarks are provided. 
6.2 The Proposed HCM6 Calibration Methodology 
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 It can be seen from Figure 6 – 1 that the proposed calibration framework is an 
iterative process and it consists of five major steps. 
6.2.1 Step 1: Input Data  
 In this step, two categories of input data are required. The first category referred to as 
step 1a in Figure 6 – 1, is the base dataset, alternative dataset, and historical dataset used 
in the HCM6 TTR methodology. In this dissertation, the testbed weather, volume, and 
incident input data were obtained from local sources. A discussion of the input values is 
provided in Chapter 4.  
  The second category is shown as step 1b in Figure 6 - 1 and it is the observed 
point-to-point travel time data. The recent advancement in Intelligent Transportation 
Systems (ITS), computer technology, and the internet-of-things bring with it the potential 
of collecting more detailed and consistent real-time arterial point-to-point travel time 
data. Examples of widely used ITS data collection systems include crowdsourcing (e.g. 
INRIX 2020), connected and automated vehicles (e.g. Datta et al. 2016), and 
Bluetooth/Wi-Fi (Wireless Fidelity)/Li-Fi detectors (e.g. Cotten et al. 2020).   
 In this dissertation, a point-to-point ITS travel time data from Bluetooth (BT) 
detectors installed on the testbed were utilized. The BT data collection system, its 
validation, and analysis are discussed in Chapter 4. The BT data were aggregated, 
according to the HCM6 protocol, to obtain average 15-minute weekday travel times Tij 
for the analysis period (e.g. 4:30 pm to 5:30 pm). The data was filtered to eliminate 
periods that occurred during special events (e.g. public holidays) in 2016. The resulting 
TTD will form the ‘ground truth’ and the goal will be to adjust the TTR model 
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parameters so that the TTD estimated by the HCM6 TTR methodology replicates this 
empirical distribution.  
6.2.2 Step 2: HCM6 TTR Model of Testbed 
In this step, the current HCM6 parameter set is used to model the testbed and estimate the 
TTD. In the first iteration, the current parameter set corresponds to the uncalibrated 
parameter values. The BT TTD and the HCM6 TTD for the first iteration, as well as their 













Figure 6 - 2. Testbed HCM6 TTD and empirical BT TTD. 
  It may be seen in Figure 6 – 2 that the empirical BT TTD has considerably more 
spread as compared to the corresponding HCM6 TTD. It was these differences, which 
were described earlier, that motivated this dissertation.  
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6.2.3 Step 3: Comparing TTDs 
In this step, the HCM6 estimated TTD (from step 2) is compared to the empirical BT 
TTD (from step 1). Numerous statistical methods exist to test whether two samples from 
different populations are statistically similar (Spiegelman et al. 2010). Parametric tests 
such as the Student t-test and the F-test are popular methods for statistical inference of 
mean and variance values, respectively. There are two disadvantages to these tests for 
this reliability analysis. First, these parametric tests often require a prior assumption of 
the underlying distribution. This is problematic because often the form of the underlying 
travel time distribution is unknown. More importantly, these tests do not indicate whether 
the two distributions are statistically similar, and this can be problematic for urban 
arterial roadway analyses (Kim and Rilett 2005). Because the goal is to calibrate the 
HCM6 TTR methodology to replicate the empirical travel time distribution it was critical 
to use non-parametric or distribution-free tests to statistically determine whether any 
differences between the distributions were statistically significant. Typical non-
parametric tests for comparing two distributions are the Mann-Whitney-Wilcoxon tests 
and the Kolmogorov-Smirnov test.  
  In this dissertation, the Kolmogorov-Smirnov (KS) test was used to test the 
hypothesis that the population of the HCM6 estimated average travel times and the 
population of the empirical BT average travel times in Figure 6 - 2 have the same 
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The null hypothesis, H0:   𝐹𝐻𝐶𝑀(𝑇𝑖𝑗) = 𝐹𝐵𝑇(𝑇𝑖𝑗), ∀ 𝑇𝑖𝑗.  
The alternative hypothesis, Ha:  𝐹𝐻𝐶𝑀(𝑇𝑖𝑗) ≠ 𝐹𝐵𝑇(𝑇𝑖𝑗), ∀ 𝑇𝑖𝑗. 
 Where 
  𝐹𝐻𝐶𝑀 is the HCM6 cumulative distribution function. 
   𝐹𝐵𝑇 is the empirical BT cumulative distribution function. 
  For this test example, a 5% significance level was chosen. Not surprisingly, for 
the HCM6 TTD and the empirical BT TTD as shown in Figure 6 – 2, the KS test showed 
that there were statistically significant differences at a 5% significance level (Tufuor & 
Rilett 2020).   
6.2.4 Step 4: Stopping Criteria 
In this step, the stopping criterion (criteria) is (are) checked to determine whether the 
calibration procedure should continue or not. Because the proposed methodology is an 
iterative process and there is no guarantee of convergence, at a minimum the analyst 
needs to set a stopping criterion that will stop the procedure after a maximum number of 
runs. There is a trade-off between the quality of the results of the iteration and the time 
spent (Agdas et al. 2018). Traditionally, a set number of iteration loops (R) has been used 
or suggested for calibration (Spiegelman et al. 2010, Kramer 2017). For this process, R 
was used, and this was set to 60 because a preliminary study shows that 60 iterations (or 
generations) provided good results for this network. However, if there is no solution after 
60 iterations a new R will be set. When the number of iterations equals R the algorithm 
stops. If not, the algorithm proceeds to step 5. 
  Note that the stopping criteria could be a combination of a maximum number of 
iterations and a specific convergence criterion such as achieving a successful KS test. The 
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algorithm would stop whenever either criterion was met. In addition, the stopping criteria 
will be application-specific and may require some experimentation on the part of the user. 
For example, larger road corridors may need more iterations. 
6.2.5 Step 5: Optimize HCM6 Input Parameter Sets 
In this step, a new set of input parameter values is identified. Several optimization 
algorithms including the simplex method, genetic algorithm (GA), simulated annealing, 
etc. may be used in this step (Kochenderfer et al. 2019). The goal of the algorithm is to 
select a set of HCM6 input parameter values for the rth run that will result, hopefully, in 
an estimated TTD which is ‘better’ than the previous (r-1) estimated TTD. In this 
dissertation, a genetic algorithm (GA) is used to perform this task. A detailed description 
of the GA process may be found elsewhere (Kramer 2017, Appiah et al. 2011). The GA 
parameters for this application were selected based on a literature search of previous 
engineering-related GA application (e.g. Goyal and Gupta 2011, Yao et al. 2012, Yang et 
al. 2016, Hassanat et al. 2019, Cimorelli et al. 2020). The literature review found that the 
GA operators, e.g. the crossover rate and mutation rates ranged from 50% to 90% and 
1.0% to 2.5%, respectively. For the testbed, the mid-rate of the crossover (e.g. 70 %) and 
mutation (e.g. 1.75%) rates were selected. There were 20 parameter-set analyzed in each 
generation and the generation gap was 75% which was also selected based on experience 
and previous studies (e.g. Angelova and Pencheva 2011, Roeva and Vassiley, 2016). As 
before, the best GA values to use will be a function of the application and the best values 
to use will, in all likelihood, need to be identified through a combination of prior 
experience and experimentation. 
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  Given that R was set to 60, then 1200 parameter-sets will be examined for the test 
example. Furthermore, given that M = 4, the process shown in Figure 6 – 1 was run 4800 
times during the calibration process. 
  It should be noted that because a statistical test was used in the example problem, 
once the calibration is complete there may be one solution, a set of acceptable solutions, 
or no solution (Kim and Rilett 2005). If a set of acceptable solutions is found it will be 
necessary to develop criteria to select the ‘best’ solution. Intuitively, there are many ways 
to select the ‘best’ solution. Possible selection criteria include using the lowest error, 
choosing the parameter set that has the least amount of difference to the HCM6 default 
parameter values, and engineering judgment of the ‘best’ representation of local 
conditions. 
6.3 Calibration Results 
As part of the preliminary analysis, the proposed methodology was used to separately 
calibrate the TTR model based on three conditions: (1) modifying only weather 
parameters, (2) modifying only incident parameters, and (3) modifying only demand 
parameters. It was found that calibrating the weather and the incident parameters did not 
significantly improve the final TTD. In other words, the KS test failed to obtain any 
statistically valid solution when the weather and the incident parameters were calibrated. 
Because there were only two incidents and 24 weather events over the reliability 
reporting period it was hypothesized that the poor results were due to the relatively small 
sample size of the weather and incident events on the testbed.  
  Though the proposed calibration methodology can be used to calibrate all three 
conditions at the same time, this analysis will focus on the results when only the demand 
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parameters were allowed to change during the calibration iterations. For the test example, 
this meant the two hour-of-day demand factors, the seven day-of-week, demand factors, 
and 12 month-of-year demand factors were allowed to change.  
  At the end of the calibration, a total of fifteen (15) parameter-sets, out of the 1200 
parameter-sets that were tested, were found to provide statistically significant results. In 
other words, there were no statistically significant differences between the HCM6 TTDs 
derived from these fifteen (15) parameter-sets and the empirical TTD at the 5% 
significance level. 
  Figure 6 – 3 shows the CDFs of the: (a) empirical TTD, (b) HCM6 TTD 
(uncalibrated), and (c) three statistically valid solutions. Note that only three of the 15 
statistically valid solutions were shown in Figure 6 – 3 for clarity, but all 15 acceptable 
solutions provided similar CDF curves.  It may be seen that the calibrated CDFs and the 
















Figure 6 - 3. Cumulative distribution functions of empirical, uncalibrated, and 3 
calibrated TTDs. 
 Figure 6 – 4 shows standard boxplots of (1) the empirical BT TTD, (2) the 
uncalibrated HCM6 TTD, and (3) the 15 statistically valid solutions. The top, middle, and 
bottom of each box represent the 75th percentile, the median, and the 25th percentile travel 
times, respectively. The upper and the lower boundaries are 1.5 times the interquartile 



























































































Average 15-min Travel Time for Testbed (s)
Comparing Travel Time Distributions
Empirical TTD CDF (from Figure 2b)
HCM-6 Uncalibrated TTD CDF (from Figure 2b)
HCM-6 Calibrated TTD1 CDF
HCM-6 Calibrated TTD2 CDF
HCM-6 Calibration TTD3 CDF
(From Figure 6 - 2) 
(From Figure 6 - 2) 




Figure 6 - 4. Boxplot of TTDs for empirical, uncalibrated, and calibrated solutions.  
 The interquartile range of the uncalibrated HCM6 TTD is considerably smaller than 
the empirical TTD. In contrast, the fifteen (15) calibrated solutions have an average 
interquartile range (144 – 168 seconds) that is similar to the interquartile range of the 
empirical TTD (144 – 166 seconds). The only observable difference between the 
empirical and calibrated TTDs is in the outliers. It may be seen that the empirical TTD 
had a heavier tail when compared to the 15 calibrated solutions. It is plausible that this 
difference may be the effect of the weather and incident parameters that were held 
constant in the calibration process. Also, the empirical TTD may reflect other factors that 
affect the variability in travel time, which the HCM6 does not consider.    
 Table 6 – 1 shows the descriptive statistics, the statistical test results, and key TTR 
metrics of the empirical TTD, the uncalibrated HCM6 TTD, and three calibrated 
solutions. Only three calibrated TTDs are presented due to space limitations. However, it 
Fifteen Calibrated TTDs 
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should be noted that the other twelve valid solutions have similar statistics as presented in 
Figure 6 – 4. 













Mean 157.7 153.9 156.8 157.7 156.9 
Median 155.0 153.7 155.1 156.8 155.6 
Std. deviation 20.4 6.7 17.9 18.6 18.4 




















Statistic and (p-value)  
t-test  5.26 (<0.01) 1.03 (0.30) 0.03(0.97) 0.93(0.35) 
KS test  0.41 (<0.01) 0.06 (0.12) 0.07(0.05) 0.06 (0.08) 
 
Mann-Whitney-











Travel time index  
 
1.56 1.52 1.55 1.56 1.55 
Planning time index  
 
1.89 1.55 1.87 1.90 1.87 
Level of TTR  
 
1.10 1.01 1.10 1.10 1.11 
 
  It may also be seen in Table 6 – 1 that there were no statistically significant 
differences between the empirical and calibrated TTDs, their means, and median at the 
5% significance level. On average, the difference in mean travel times for the empirical 
and valid solutions is less than one second. However, the standard deviations of the 
calibrated TTDs were, on average, 12% smaller than the standard deviation of the 
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empirical TTD. This may be due to the contribution of the other sources of travel time 
variability that were not calibrated. 
  For the testbed, there were 15 parameter sets that provided statistically valid 
TTDs.  A natural question is how to choose among these 15 statistically valid TTDs. One 
approach is to measure the variations between the two distributions and pick the ‘best’ 
one. The Mean Absolute Error (MAE) metric estimates the average of the absolute 
differences between the TTDs and is a direct measurement of the variations between 
TTDs. It is calculated using Equation 6 - 1.   





      (6 - 1) 
Where 
𝐻𝑖= The frequency of bin 𝑖 of the HCM6 TTD. 
𝐸𝑖=The frequency of bin 𝑖 of the empirical BT TTD. 
 𝑛 = The number of bins. 
  In this chapter, for each MAE calculation, the bin width was 2 seconds and the 
number of bins was 100 which captured travel times from 100 to 300 seconds. 
  Note that MAE is one of several metrics that measure the variations between two 
distributions.  Others include the Root Mean Square Error (RMSE) and the Sum of 
Squared Errors (SSE).  The  MAE was selected because the error is not weighted, unlike 
the RMSE, and does not change with the variability of the error magnitudes (Willmott 
and Matsuura 2005).  It should be noted that the user can choose any secondary metric or 
metrics they feel is best for their application.   
  The MAE values from the testbed are shown in Table 6 – 1. The three statistically 
valid solutions in Table 6 – 1 represent the highest MAE (e.g. Calibrated 1), the median 
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MAE (e.g. Calibrated 2), and the lowest MAE (e.g. Calibrated 3). The MAE was 17.20 s 
for the uncalibrated TTD when compared to the empirical TTD. When the HCM6 TTR 
methodology was calibrated this value reduced to an average MAE value of 4.00 s for the 
15 statistically significant parameter sets.  The lowest MAE (Calibrated 3) value was 3.39 
s and this was the one recommended for use on this corridor. The MAE values imply that 
there is a 77% difference in error between the uncalibrated and calibrated TTD. Also, 
there is an average of 3% error when calibrated compared to a 17% error when the TTD 
is not calibrated.   
  Not surprisingly, the three commonly used TTR metrics for the calibrated 
conditions are similar to the field TTR metrics. It may be seen from Table 6 - 1 that, the 
travel time index (TTI), the planning time index (PTI), and the level of travel time 
reliability (LOTTR) were 3%, 18%, and 8% different than the empirical TTI, PTI, and 
LOTTR, respectively. In contrast, the TTI, PTI, and LOTTR for the ‘best’ calibrated 
condition were only 1 percent different.    
  The TTI which is estimated as the ratio of the mean travel time to the free-flow 
travel time of the TTD shows that the testbed is not very congested as evidenced by the 
fact that the indexes for the empirical TTD, the uncalibrated TTD, and the calibrated 
TTD are all less than 2.5. This implies that the testbed is likely to provide a level of 
service of ‘D’ or better. 
  The PTI is the ratio of the 95th percentile travel time to the free-flow travel time. 
The PTIs indicate that the testbed is more reliable when uncalibrated than could the 
empirical and calibrated TTDs show. Similar results are observed for the LOTTR, which 
is the ratio of the 80th percentile travel time to the median value. For example, for on-time 
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arrival, a trip maker will have to plan a total of 240 seconds to travel the testbed in the 
uncalibrated scenario as compared to 300 seconds for the empirical case and 
approximately 293 seconds when calibrated.  
6.4 Interpretation of the Calibrated Demand Parameters  
  As discussed previously, the calibration process focused solely on 19 demand 
factors. Table 6 – 2 shows the HCM6 uncalibrated and calibrated demand factors and the 
percentage change between the factors. 











Monday 0.980 0.900 -0.080 (8) 1.147 
Tuesday 0.980 0.411 -0.569 (58) 1.141 
Wednesday 1.000* 0.621 -0.379 (38) 1.110 
Thursday 1.030 1.045  0.015 (1) 0.823 
Friday 1.150 1.200  0.050 (4) 0.851 
        
Jan 0.829 0.870  0.041 (5) 1.004 
Feb 1.019 0.930 -0.089 (9) 0.928 
Mar 1.029* 1.011 -0.018 (2) 1.051 
Apr 0.980 1.032  0.052 (5) 1.153 
May 1.010 1.053  0.043 (4) 0.828 
Jun 1.047 1.068  0.019 (2) 1.003 
Jul 0.989 1.060  0.071 (7) 1.004 
Aug 1.052 1.056  0.003 (0) 1.048 
Sep 1.089 1.020 -0.069 (6) 0.899 
Oct 0.948 1.010  0.062 (7) 0.951 
Nov 0.991 0.980 -0.011 (1) 0.898 
Dec 0.939 0.940  0.001 (0) 0.880 
        
4:00 pm 0.072* 0.060 -0.012 (17) 0.051 
5:00 pm 0.077 0.080  0.003 (4) 0.099 
     
 Note (* base demand factors): 𝑓𝑏
𝑤 = 1.0,  𝑓𝑏
𝑚 = 1.029, 𝑎𝑛𝑑 𝑓𝑏
ℎ = 0.072 
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  It may be seen in Table 6 – 2 that the differences between the uncalibrated and 
calibrated month-of-year and time-of-day adjustment factors are relatively small.  For 
example, the average absolute percentage difference is 4.8%. Also, the largest difference 
is 8.9%. In contrast, the average absolute percentage difference between the uncalibrated 
and calibrated factors for the day-of-week parameter factors is 22.0%. Besides, the 
largest difference for the Tuesday factor is 56.9%.   
  The demand factors for both the calibrated and uncalibrated conditions in Table 6 
- 2 were used to determine their corresponding demand modification factors (DMFs) 
using Equation 3 - 3. Figure 6 – 5 shows the distribution of the demand modification 












Figure 6 - 5. Comparing the distribution of demand modification – uncalibrated vs. 
calibrated.  
(Mean = 1.027, SD = 0.098) 
















Demand Modification Factors (Fij)
Histogram of Demand Modification Factors
Uncalibrated
Calibrated
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  From Figure 6 – 5, it may be seen that the calibrated DMFs have considerably 
more spread, as compared to the uncalibrated DMFs. This is evidenced by the fact that 
the calibrated standard deviation is approximately 78% greater. The calibrated demand 
modification distribution is bi-modal. The appropriateness of the bi-modality will be 
discussed later.  
  To illustrate how the traffic demand volumes and the demand factors interact, 
consider the Northbound through movement on the first segment of the testbed for a 
scenario where the base traffic demand volume is 1100 vph. Figure 6 – 6a and Figure 6 – 
6b respectively show the uncalibrated and calibrated traffic demand volume for only the 
northbound through movement for the first segment of the testbed. These volumes were 
obtained by using the DMF and the baseline volume in Equation 3 - 4.  
  It should be noted that similar histograms can be obtained for all intersections and 
segment movements. The through-movement was selected because the HCM6 TTD is 










                         (a)             (b)  
Figure 6 - 6. Comparing traffic demand volumes – uncalibrated vs. calibrated.  
Mean = 1371 
SD = 504 
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SD = 107 
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  It may be seen in Figure 6 – 6 that the calibration had two effects on the demand 
distribution. First, the average through volume increased by 21% from 1133 vph to 1371 
vph. Second, the dispersion of the volumes in the calibrated condition is much greater as 
evidenced by the fact that the standard deviation increased by 79%. The increase in both 
the mean volume and the variability in volume allowed the resulting HCM6 TTD to 
match the empirical TTD. 
  It could be argued that the calibrated demand factors as shown in Table 6 – 2 no 
longer have a ‘physical’ meaning. For example, why would a Tuesday (e.g. 0.411) have 
66% less traffic than a Friday (e.g. 1.200), all else being equal? However, it is important 
to note that the HCM6 TTD estimation methodology is a mechanistic approach where 
many solutions (e.g. combination of different values of the demand factors) will give the 
same answer. 
  Note that a user may wish the calibrated DMF distribution to have a ‘physical’ 
meaning.  In this situation, the calibrated bi-modal DMF distribution can be transformed 
into an alternative form that 1) fits the user's prior knowledge of the demand factor 
distributions, and 2) will still result in a statistically similar TTD when used in the HCM6 
TTR methodology. A Monte Carlo procedure can be used to randomly simulate and 
substitute the DMF values with the preferred DMF distribution. The values from the 
resultant DMF distribution can be used to derive the corresponding hour-of-day, day-of-
week, and month-of-year demand factors using simple optimization techniques.  
  As an example, the user may wish the DMF distribution to follow a Weibull 
distribution. The transformed DMF distribution and the corresponding traffic demand 
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volume distribution for the northbound through-movement on the first segment is shown 





                  (a)                                                                   (b) 
Figure 6 - 7. Transformed demand distributions. 
  It may be seen that the distribution is approximately bell-shaped and has mean 
and variance values that are similar to the calibrated, bimodal DMF distribution.  
Figure 6 – 7b shows the resulting traffic volume for the same through movements as 
shown in Figure 6 – 6b.  Not surprisingly, this distribution is also bell-shaped.  More 
importantly, it was found that the calibrated DMF distribution in Figure 6 – 5 and the 
transformed DMF distribution in Figure 6 – 7a resulted in similar TTDs when input into 
the HCM6 TTR methodology. These TTDs were compared using the KS test and there 
were no statistically significant differences at the 5% significance level. In other words, 
for this test network, it was relatively straight forward to transform the calibrated DMF 
shown in Figure 6 – 5 to those in Figure 6 – 7a. Both sets of demand factors will result in 
statistically valid TTDs. Note that the above procedure was repeated for a lognormal and 





























Transformed Traffic Demand 
Volumes
Mean = 1.25 
SD = 0.42 
Mean = 1385 
SD = 501 
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6.4.1 Mean and Variance Calibration 
  Following from the previous discussions on the transformation of the DMFs, it is 
plausible to use an alternative procedure to calibrate the HCM6 TTR methodology. In the 
alternative calibration process, the DMF distribution is defined by two parameters (e.g. 
mean and variance).  For a given iteration, the current mean and variance values from the 
GA are used to back-calculate the 19 demand factors using an optimization code. Figure 
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  It may be seen from Figure 6 – 8 that the optimization process involves three 
main steps. First, the default demand factors (𝑓ℎ𝑓𝑤𝑓ℎ) and the corresponding Fij are set up 
in ExcelTM. In the second step, the ExcelTM Solver is coded to obtain a new set of 𝑓ℎ𝑓𝑤𝑓ℎ 
that are subject to certain constraints or span of values depending on the local conditions 
and correspond to a target mean-and-variance values of Fij. The fitness function of the 
Solver is to minimize the MAE by Equation 6 - 2. 
  min 𝑀𝐴𝐸 = 𝑚𝑖𝑛 
|𝜇1−𝜇2|+|𝜎1−𝜎2|
2
      (6 - 2) 
Where 
𝜇1𝑎𝑛𝑑 𝜎1  = The mean and variance of the default Fij  
𝜇2𝑎𝑛𝑑 𝜎2  = The mean and variance of the target Fij  
 
  The new 𝑓ℎ𝑓𝑤𝑓ℎ are used in the HCM6 procedure to calculate the TTD in the final 
step. In essence, for the testbed conditions, the optimization identifies values for the 19 
demand factors that result in the mean and variance and are subject to certain constraints 
(e.g. non-negativity, no demand factor less than 0.8 or greater than 1.2, etc.). These 19 
demand factors are then used in the HCM6 procedure to calculate the TTD. This 
contrasts with the original calibration where at each iteration 19 new demand parameters 
are identified in the GA. In other words, the GA uses only the mean and variance as input 
demand parameters instead of the 19 demand parameters in the original calibration. The 
















Figure 6 - 9. Comparing demand modification factors – calibrated versus mean-and-
variance calibration. 
  It may be seen that both calibrated DMF distributions are bimodal with similar 
means and variances.  However, the values of the DMF distributions are considerably 
different.  The associated demand factors for the DMF distribution shown in Figure 6 – 9, 
are shown in Table 6 - 2.  It may be seen that these demand factors are also considerably 
different than the demand factors for the original calibration that used 19 parameters. 
More importantly, the estimated TTDs from the modified calibration procedure was 
statistically the ‘same’ as the empirical TTD using the KS test at the 5% level of 
significance. There was an average of approximately 5% error between the estimated 
TTDs from the modified calibration procedure and the empirical TTD. In summary, 
equally good results were achieved when two parameters, rather than all 19 of the 
demand factors, were used in the calibration. 
  There was no major difference in the time it took to run the original (e.g. 19 
















Demand Modification Factors (Fij)
Histogram of Demand Modification Factors
Calibrated
Mean&Variance
(Mean = 1.244, SD = 0.459) 
(Mean = 1.245, SD = 0.460) 
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surprising as both used the same number of maximum iterations as the stopping criteria 
and the extra step (e.g. identifying the 19 demand factors given a mean and variance of 
the DMF distribution), did not involve a significant amount of computing time. However, 
the revised calibration procedure was able to identify a statistically significant solution in 
the first iteration as compared to the fifth iteration in the original. In addition, the revised 
procedure identified 26, as opposed to 15, statistically valid solutions. It is easy to 
hypothesize that calibrating two parameters would be more efficient than calibrating 19 
parameters and this was found to be the case for this testbed.  
  As before, the calibrated parameter set using the mean-and-variance process could 
be converted to a standardized bell-shaped histogram if the user desires. Alternatively, 
the calibration procedure could assume that there is an underlying PDF associated with 
the mean and variance identified from the GA. This could potentially obviate the need to 
transform the demand factors although this was not examined in this chapter. 
6.4.2 Transferability of Calibrated Demand Factors 
  Models can generally be transferred in two dimensions e.g. temporally or spatially 
(Fatmi and Habib, 2015). In this dissertation, temporal transferability refers to the ability 
of the calibrated model parameters, developed using input data from a particular time 
(e.g. 2016 dataset), to produce feasible and valid results for the same testbed at a different 
time (e.g. for 2017). If the model parameters produce viable results when they are used 
on a different testbed but for the same analysis and reliability period, then it is spatially 
transferable. 
  The temporal and spatial transferability of calibrated model parameters will 
intuitively help to save the time cost of full-scale modeling and calibration of other 
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arterials. In addition, it will guide the conditions necessary or appropriate when 
transferring the HCM6 calibrated model parameters.  
  To illustrate whether the calibrated parameters can be temporally and spatially 
transferred, the 2016 calibrated demand factors for the 1.16-mile testbed on the N27th 
Street in Lincoln were applied to model and determine the HCM6 estimated TTD for a 
2.05-mile section of the Superior Street in Lincoln which had 2017 input data. Superior 
Street was selected because it has similar characteristics as the 1.16-mile testbed and 
shares a common intersection. Figure 6 - 10 shows the CDFs for the resultant TTD 
(T_HCM6) compared to the uncalibrated TTD (HCM6) and the empirical INRIX TTD 
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It may be seen from Figure 6 – 10 that the temporal and spatial transferability of 
the calibrated demand factors resulted in a 72% difference in the mean average error 
between the uncalibrated and when the calibrated factors are transferred. There is a 10% 
error when transferred compared to a 56% error when the TTD is not calibrated. In other 
words, ‘better’ TTR metrics will be obtained when the calibrated demand factors are 
temporally and spatially transferred. However, the results from the KS-test at the 5% 
significance level show that there is a statistically significant difference between the 
observed INRIX TTD and the estimated HCM6 TTD when the calibrated demand factors 
were transferred.  
 The 1.16-mile testbed was further analyzed to determine the effect of the 
estimated TTD when the calibrated demand factors for 2016 are temporally transferred to 
represent 2017 demand factors. In other words, the 1.16-mile testbed is modeled by using 
the 2017 weather, work zone, incident data, and the 2016 calibrated demand factors as 
the input dataset. The annual traffic growth of 2% obtained from the City of Lincoln’s 
Annual Transportation System Performance Report (City of Lincoln, 2019) is used to 
estimate the 2017 base traffic. The HCM6 TTR methodology was then applied and the 

















Figure 6 - 11. HCM6 Estimated TTD compared to the observed TTD for 2017. 
  Figure 6 – 11 shows that the transferred calibrated demand factors were able to 
result in a TTD that has a lower MAE value than the uncalibrated condition. The MAE 
values imply that there is an approximately 68% difference in error between the 
uncalibrated and calibrated TTD. In other words, there is a 23% error when the 
transferred demand factors were applied compared to a 73% error when they were not 
considered.   
  The difference in the mean travel times for the observed TTD and the resultant 
TTD when the calibrated demand factors were transferred is less than 4 s which may not 
have any practical impact. However, the results from the KS-test at the 5% significance 
level show that there is a statistically significant difference between the observed TTD 
and the estimated HCM6 TTD when the calibrated demand factors were temporally 
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Mean = 162.0 s
SD = 24.3 s
HCM6 Predicted TTD
Mean = 158.3 s




Mean = 155.7 s
SD = 10.7 s
MAE = 73
  136 
 
 
demand factors were applied is approximately twice that of the uncalibrated condition but 
14% less than the observed value. In other words, ‘better’ TTR metrics will be obtained 
when the calibrated demand factors are temporally transferred.  
  Results from Figure 6 - 10 and Figure 6 – 10 shows that when the calibrated 
demand factors are temporally or spatially transferred, they produce TTDs with lower 
errors compared to the respective uncalibrated TTDs. Consequently, the TTDs from the 
transferred calibrated demand factors result in TTR metrics with lower errors than the 
uncalibrated condition. However, the resultant TTDs are statistically significantly 
different from the observed TTDs at the 5% significance level.  
  It must be noted that whether the calibrated demand factors are transferable or not 
is application-specific. In this test case, it can be deduced that if the purpose of the 
transfer is to estimate an appropriate mean value then the calibrated demand factors are 
temporally transferable but may not be appropriate to spatially transfer.  
6.5 Concluding Remarks 
  This chapter proposes a methodology for calibrating the HCM6 TTR 
methodology so that it replicates empirical TTD. It is expected that the proposed 
calibration approach will allow HCM6 users to obtain accurate estimates of both the TTD 
and the associated travel time reliability metrics. 
   A 1.16-mile principal arterial in Lincoln, Nebraska was used as a testbed. The 
HCM6 TTR methodology was calibrated using a genetic algorithm. It was found that: 
1. There were statistically significant differences between the uncalibrated and 
the empirical TTDs at a 5% significance level. The uncalibrated HCM6 TTR 
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methodology resulted in a TTD that is highly peaked, and the standard 
deviation was 67% lower than the empirical data. 
2. There was an average MAE of 3% in the estimated TTD when the HCM6 
TTR methodology was calibrated compared to an MAE of 17%  when the 
TTD is not calibrated. More importantly, there were no statistically significant 
differences between the estimated TTD from the calibration process and the 
empirical TTD. However, on average the standard deviations of the accepted 
calibrated solution were 12% smaller than the empirical BT data. If this were 
a concern, it would be relatively easy to make minimization of the standard 
deviation part of the calibration process. 
3. Not surprisingly, the resultant travel time reliability metrics of the calibrated 
conditions are all similar to the field measurements. The uncalibrated 
condition tends to overestimate reliability performance measures. 
Consequently, the uncalibrated conditions TTR metrics show that the testbed 
is more reliable than what it should be in the field measurements. The 
estimation errors for the travel time index, planning time index, and the level 
of travel time reliability were 3%, 18%, and 8%, respectively. 
4. It was shown that the mean and variance of the calibrated demand factors can 
be readily transformed into alternative distribution forms (e.g. bell-shaped) if 
the user desires. For the test example, this has no impact on the statistical 
significance of the results.  However, this result may be application-specific. 
5. Also, it was shown that the calibrated demand factors can be temporally 
transferred to the preceding year’s analysis. The mean value was not 
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statistically significantly different from the mean value of the observed TTD 
and the standard deviation was approximately 14% less. However, using the 
calibrated demand factors on a different arterial only reduced the error by 72% 
but failed to yield a statistically valid TTD. 
  In summary, the calibration process introduced more variability in the demand as 
compared to the uncalibrated conditions. This increased variability resulted in a ‘better’ 
fit to the empirical TTD.  At first glance, the calibrated demand factors would appear to 
have no ‘physical’ meaning. However, it is easy to show that the calibrated demand can 
be transformed into alternative forms.  Note that it is not being advocated that the 
calibrated demand factors accurately represent demand variation in the field. It is entirely 
plausible, and probably highly likely, that the changes in the demand factors may be 
capturing not only differences in demand but also the effects of other variables not 
considered in the HCM6 TTR procedure.  
While the proposed calibration methodology is an important and significant 
contribution, there are a number of issues related to the HCM6 TTR methodology that 
need to be addressed.  Specifically, there is a need to: (1) Model the population TTD, 
rather than simply the average TTD. These are important to both the arterial traffic 
manager and the road user to make operational and travel decisions, and (2) Analyze 
changes in arterial roadway supply and demand components that impact travel time. 
These changes include the adoption of automated vehicles, the use of advanced signal 
controls, and the implementation of new traffic signal preemption strategies.  
 A new TTR methodology, which is a marked improvement of the HCM6 TTR 
methodology, will be the focus of the next chapter. 




A NEW TRAVEL TIME RELIABILITY METHODOLOGY FOR ARTERIAL 
CORRIDORS 
7.1 Introduction 
As discussed in previous chapters of this dissertation, the HCM includes, for the 
first time, a methodology to estimate and predict TTD by explicitly considering the effect 
of inclement weather, traffic incidents, demand variations, work zones, and special 
events.  As discussed in Chapter 2, the TTD or estimates of its characteristics (e.g. mean, 
variance, percentile), form the basis for all TTR metrics. The HCM6 TTR methodology is 
a very important step for arterial TTD analysis because it is the first reliability 
methodology proposed in the HCM. It was found in the previous analyses that the TTD 
estimated from the HCM6 TTR methodology significantly underestimates the empirical 
TTR. The sources and magnitude of the travel time variability that contribute to the 
HCM6 error were investigated and a calibration methodology was developed. It was 
shown that the calibrated HCM6 TTR methodology can replicate field TTDs for two test 
corridors in Nebraska. While the proposed calibration methodology is an important and 
significant contribution, there are a number of issues related to the HCM6 TTR 
methodology that need to be addressed.  Specifically, there is a need to:  
1. Model the population TTD, rather than simply the average TTD. The distribution 
of average travel times and the distribution of the entire vehicle population are 
important to both the arterial traffic manager and the road user to make 
operational and travel decisions. Intuitively, the population TTD will have greater 
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variance than the average TTD and they are, by definition, related to each other. 
Specifically, if a transportation agency has the population TTD, they may then 
derive the average TTD. Of course, the corollary is not true.   
2. Model the effect of future changes in vehicle characteristics on TTD and the 
corresponding TTR metrics. For example, a traffic manager may wish to 
understand the effect on travel time reliability of a corridor when autonomous 
vehicles are introduced. According to Talebpour et al. (2016), autonomous 
vehicles (AV) promises to enhance traffic throughput and are expected to 
positively impact daily commute times. 
3. Study the impact of changes in traffic control operations on the corridor TTD 
including the implementation of advanced controls, the use of stop-and-yield 
controlled intersections, implementation of roundabouts, and traffic signal 
preemptions due to at-grade railroad crossings for trains. 
To effectively estimate and forecast population TTD, it is important to capture 
both the endogenous variability (e.g. driver behavior) and the external or exogenous 
(stressor) effects that cause the variability in arterial travel times. Traffic microsimulation 
models are ideal for capturing both endogenous and exogenous variability because they 
can simulate the movement of individual vehicles through a traffic network and can 
represent the stochastic and dynamic nature of traffic flow when calibrated to field data 
(FHWA, 2016). It is important to note that the HCM has begun to utilize discrete traffic 
microsimulation models for estimating capacity adjustment factors and passenger car 
equivalents (e.g. HCM, 2016, Chapters 12 and 26). It is hypothesized in this chapter that 
microsimulation-based methods would be an effective tool for estimating and forecasting 
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corridor TTD and their corresponding TTR metrics.  A list of advantages is provided 
below:  
1. Traffic microsimulation models have the potential of modeling longer 
corridors and even entire networks compared to the HCM6 TTR methodology 
which is designed to only accommodate a maximum of 8 segments and 7 
work zones or special events for every analysis (StreetVal, 2015). 
2. Traffic microsimulation models of arterial corridors are becoming ubiquitous 
and many transport agencies already have them calibrated for local conditions. 
3. Calibrated traffic microsimulation models are excellent at capturing the 
interactions between vehicles that directly affect travel times. 
4. If a population TTD is required the best approach is to measure it directly 
(Sun et al., 2003, Rahmani et al. 2013)  However, this is relatively expensive.  
It has been shown that a calibrated microsimulation model does an excellent 
job of estimating corridor travel times (Kim et al., 2013). This hypothesis will 
be analyzed in this chapter. Once the population TTD is estimated, the 
average TTD can be developed. It is hypothesized that this will lead to a better 
TTD than the HCM6 TTR methodology.  This hypothesis will be checked in 
this chapter. 
A new TTR methodology, which is based on a traffic microsimulation model, will 
be developed in this chapter.  It will be used to estimate and predict TTDs and the 
corresponding TTR metrics. This new TTR methodology will be applied to the same 
1.16-mile testbed used in the previous chapters of this dissertation for the HCM6 
analysis. Specifically, this chapter will show how to apply the new TTR methodology to 
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estimate the TTD of each of the sources of variability in travel times (e.g. during 
snow/rain conditions, work zone conditions, normal conditions, and then the combined 
conditions). These estimated TTDs are important for accurately estimating arterial 
roadway TTR performance of each of the identified conditions. For example, if the 
impact of the presence of work zones on TTR is explicitly determined then the necessary 
interventions such as traffic diversions or work zone construction schedules can be 
effectively planned.  
The new TTR methodology will be used to (1) estimate the 2016 average TTD for 
snow/rain conditions, work zone conditions, normal conditions, and all combined 
conditions, (2) estimate the 2016 population TTD, and (3) estimate the 2017 average 
TTD for all combined conditions. Also, the new TTR methodology will be used to show 
how to address some of the HCM6 issues raised at the beginning of this section. 
Specifically, the new TTR methodology will be used to analyze the effect of temporal 
aggregation and the growth of autonomous vehicle usage on arterial TTD.   
The remainder of this chapter is organized as follows. The first is a presentation 
and discussion of the new TTR methodology that is developed in this dissertation. 
Subsequently, the estimated TTD of the new TTR methodology for each of the sources of 
travel time variability is compared using appropriate statistical techniques to the 
corresponding empirical BT TTD. The results are interpreted, and the relevant findings 
are presented. This is followed by a discussion on the temporal transferability of the new 
TTR model. Finally, a discussion on how this new TTR methodology can be used to 
analyze the effects of data aggregation and autonomous vehicles on TTD is provided. 
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7.2 The New TTR Methodology 
The proposed TTR methodology follows a similar logic to the HCM6 TTR 
methodology shown discussed in Chapter 3 of this dissertation. One main difference is 
that a traffic microsimulation model is used instead of the HCM macroscopic model to 
estimate travel times. Another major difference is that because the microsimulation 
model, by definition, can model stochastic elements the HCM6 Monte Carlo logic is no 
longer required. For example, much work was required by the developers of the HCM6 to 
account for the effect of residual queues as the model transitioned from one time period 
to another. By definition, the queues are automatically accounted for in the 
microsimulation model.  In other words, the proposed TTR methodology is not iterative. 
Figure 7 - 1 shows a flowchart of the calibration of the proposed TTR 
methodology (in blue). The key components are described in the following sections.   
Step 0: Select TTD Criteria 
In step 0 the user decides the type of TTD they wish to obtain.  This could be either a 
population TTD (e.g. all vehicles) or an average TTD (e.g. aggregated at 15 minutes).  
Similar to the HCM, the user identifies the reliability reporting period (e.g. 6 months) and 
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Figure 7 - 1. Proposed TTR Methodology Calibration Flowchart 
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Step 1. Input Data  
  In this step, there are two datasets required. The first is the supply and demand 
datasets of the testbed, referred to as step 1a in Figure 7 – 1. The important supply dataset 
consists of the geometry features (e.g. segment lengths, number of lanes, road width), the 
intersection control types and settings (signalized or un-signalized), and the road 
functional class (minor, major, or principal arterial). These are required to model the 
physical road infrastructure that represents existing road conditions. The demand data 
consist of the number of vehicles that want to use the arterial roadway at a given time, 
and it is usually represented as the annual daily traffic in vehicles per hour (vph). The 
demand is typically not controlled by the user (Rilett, 2020).  
  It should be noted that the type and format of the supply and demand input 
datasets depend on the requirement of the traffic simulation tool to be applied. In general, 
the minimum data required for a traffic microsimulation tool can be categorized as the 
supply information (e.g. geometry and control), demand information (e.g. traffic counts at 
intersections), and modeling information (e.g. field observations of driver behavior). 
Meanwhile, there are more datasets required in the HCM6 TTR methodology that are 
discussed in Chapter 3 of this dissertation. It should be noted that the more HCM6 
datasets do not imply a better model output but rather more data is required to simulate 
the random nature of the sources of variability in travel times in the macroscopic model. 
For example, the HCM6 TTR methodology models traffic demand volume variation 
using three demand factors: 24 hour-of-day factors, seven day-of-week factors, and 12 
month-of-year factors. However, most traffic microsimulation tools have built-in 
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randomization algorithms that can be used to replace most of the required data in the 
HCM6 TTR methodology (HCM, 2016). 
  The supply and demand datasets on the testbed to be analyzed in this chapter were 
obtained from the City of Lincoln and by field observations. The modeling information 
was calibrated to field data in the new TTR methodology. 
  The second dataset referred to as step 1b in Figure 7 – 1, represents the empirical 
travel times measured on the testbed over the reliability reporting period (e.g. six months 
to one year). Point-to-point or intersection-to-intersection travel time data from individual 
vehicles will be preferred. In this chapter, the Bluetooth travel time data (BT) set up on 
the testbed by the Nebraska Transportation Center (NTC) that was discussed in Chapter 3 
will be used as the observed point-to-point travel time data. The PM peak (4:30 pm to 
5:30 pm) for all weekdays in 2016 and 2017 were applied. 
  In this step, the user must decide whether the empirical population TTD or the 
empirical average TTD will be applied. However, it is strongly recommended to apply 
the individual travel times if available and then aggregate into user-defined time 
intervals. As previously stated, the population TTD will have greater variance than the 
average TTD and it can, therefore, provide the entire reliability picture of the testbed. 
Step 2. Traffic Microsimulation Modeling  
  In this step, referred to as step 2 in Figure 7 - 1, the supply and demand datasets of 
the testbed are modeled by using a traffic microsimulation tools. The interactions 
between the demand and supply are simulated by the traffic microsimulation tools at set 
time intervals (e.g. 0.1 seconds) for a predefined simulation time (Rilett, 2020). There are 
several available traffic microsimulation tools e.g. TRANSIMSTM, PARAMICSTM, 
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CORSIMTM, and VISSIMTM. A detailed comparison of these tools is provided by the 
FHWA Office of Safety Research and Development (FHWA, 2016). Although these 
tools are similar in components, they differ in the level of fidelity, i.e., the simulation 
level-of-detail and accuracy (Knepell and Arangno, 1993).  In theory, higher fidelity 
models require more data input, provide more output information, require longer 
computation times, and better replicate field conditions. In practice, a simpler model may 
be better (Rilett, 2020) for a number of reasons including simpler data needs and 
comparable accuracy.  In general, the best simulation model will be application-specific 
and will be based on engineering judgment.  
  In this dissertation, VISSIMTM (Version 2020), a microscopic traffic simulation 
software package abbreviated from "Verkehr In Städten - SIMulationsmodell" (German 
for "Traffic in cities - simulation model") is used to model the testbed. VISSIM was 
selected for this dissertation because it can output detailed travel time information of 
individual vehicles (PTV, 2020) to generate individual or aggregated simulated TTD, and 
the staff and students of the Nebraska Transportation Center have calibrated the model to 
various Lincoln corridors over the past ten years. In addition, VISSIM has been used in 
Chapters 12 and 26 of the HCM6. Because most North American cities have calibrated 
VISSIM corridors or networks it is argued that it represents the state of the practice in 
microsimulation modeling of arterial roadway corridors.  
  Note that most traffic microsimulation tools output similar performance measures 
(e.g. delays, proxies to safety, other congestion indicators) that can be examined from a 
reliability perspective. While VISSIM was selected in this dissertation, the new TTR 
methodology can be used with any traffic microsimulation tool without loss of generality. 
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Step 3. Compile Travel Time Data for Each of the Conditions 
  In this step, the VISSIM model is used to derive individual or aggregated travel 
time data for the test corridor depending on the user preference and the level of 
aggregation of the empirical data available. The following scenarios will be derived in 
this chapter: (1) compile the 2016 average TTD (15-mins aggregates) for snow/rain 
conditions, work zone conditions, normal conditions, and all combined conditions. The 
15-mins aggregation was applied to conform to the HCM6 TTR methodology protocol 
used for TTR analysis of the same testbed in the previous chapter, (2) compile the 2016 
population TTD of the combined conditions, and (3) compile the estimated 2017 average 
TTD for the combined conditions. Similarly, the individual travel times from the BT 
collection system are compiled using the same three scenarios.  
Step 4. Comparing Simulated TTD to the Empirical TTD 
  In this step, the output from the simulation is compared, using the appropriate 
statistical tests, to the empirical data. Because the objective was to accurately estimate 
observed TTD, the statistical comparison is made between the simulated TTD (from step 
3a in Figure 7 – 1) and the corresponding observed TTD (from step 3b in Figure 7 – 1). 
Many non-parametric tests can be used to test the differences between the cumulative 
distribution functions (CDFs) and the characteristics of the TTDs e.g. mean values, 
median values. The best comparison to use will be application-specific. 
  The KS test was used in this chapter to test the hypothesis that the simulated TTD 
and the empirical BT TTD are ‘similar.’ Let t1, t2, ..., tn be the empirical BT travel times 
with cumulative distribution function (CDF) FBT, and let the FS be the CDF of the 
simulated travel times. The KS test null hypothesis is as follows.  
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 The null hypothesis, H0:  𝐹𝐵𝑇(𝑡) = 𝐹𝑆(𝑡), ∀ 𝑡.  
The maximum distance D between the CDFs is the KS test statistic and it is defined as 
     𝐷 = 𝑚𝑎𝑥|𝐹𝐵𝑇(𝑡) − 𝐹𝑆(𝑡)|   (7 - 1) 
  The H0 is rejected if D > C. Where C is the critical value in a KS table from any 
standard statistics textbook (e.g. Wackerly et al., 2014). The critical value corresponding 
to a 5% significance level was used in this chapter. 
Step 5. Stopping Criteria 
   This step is used to determine when to stop the iteration process because there is 
no guarantee of convergence as shown in Figure 7 – 1. Usually, the analyst needs to 
decide a priori a criterion to stop the iteration to avoid a waste of computational time. A 
preliminary study on this testbed has shown that the optimization converges when the 
number of iteration loops (N) is set to 600. The stopping criterion is checked in this step 
to decide whether to proceed with the iteration or not. In this chapter, the algorithm stops 
if N is met or else it proceeds to step 6. 
Step 6. Optimization of Traffic Simulation Parameters 
  There are psychophysical driver behavior algorithms used by traffic 
microsimulation models that attempt to replicate human car-following behavior in vehicle 
traffic streams (Wilson et al., 2011). The details of the basic concept of these algorithms 
are provided elsewhere (Brackstone and McDonald, 1999). VISSIM uses several user-
controlled parameters that can be optimized to replicates observed traffic conditions 
including travel times (PTV, 2020). These parameters can be grouped into car-following 
and lane-changing parameters and they are functions of the vehicle interactions which 
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directly affect vehicle trajectories and performance. The effect and default values of some 
of the VISSIM model parameters are shown in Table 7 – 1. 
Table 7 - 1. VISSIM User-controlled Model Parameters  
Parameter (P) Description* Default 
Value 
Min. Max. 
P1-2. Desired safety 
distance (m) 
An additive component used to 
compute the desired safety distance. 
The saturation flow rates are 
determined by using the desired 
safety distance. 
2.0 1.0 10.0 
A multiplicative component used to 
compute the desired safety distance. 
High values imply a greater 
standard deviation of safety 
distance.  
3.0 1.0 10.0 
P3. Waiting time 
before diffusion 
(s) 
This ensures volume balancing 
consistency and it is the maximum 
time a vehicle will wait or stop to 
change lane before it is removed 
from the network. 
60.0 30.0 90.0 
P4. Look-ahead 
distance (m) 
The distance that a vehicle can see 
forward to react to other vehicles. 




This is the average desired distance 
base value between two successive 
stationary cars. 




The number of objects or vehicles 
preceding a vehicle. This affects 
how good a vehicle can predict the 
movement of others and react 
appropriately. 
2 1 4 
P7. Minimum 
headway (m) 
The minimum headway (distance 
between two vehicles) available for 
lane changing to take place. 
0.5 0.1 1.0 
P8. Accepted   
     deceleration rate  
     (m/s2) 
The minimum deceleration for own 
vehicle to change lane.  




The maximum deceleration for own 
vehicle to change lane.  
-4.0 -6.5 -3.0 
  Note: * PTV (2020) provides detailed description. 
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  Every VISSIM run will use a set of parameter values {P1-2, P3, P4, P5, P6, P7, P8, 
P9} within the range shown in Table 7 – 1. The minimum and maximum parameter values 
are selected based on the experience of using the VISIIM to model and validate the 
performance on several roadways.  
  Step 6 of Figure 7 - 1 is used to identify a new set of parameter values Pi. Here, 
several algorithms including a genetic algorithm, simulated annealing, and the simplex 
method are excellent candidates based on past research (Kramer, 2017; Chibante, 2010; 
Maros, 2012). The purpose of the algorithm is not only to select any Pi values but select 
values for the nth run that will hopefully result in a simulated TTD which is ‘similar’ to 
the empirical TTD than the previous (n-1) simulated TTD. The genetic algorithm (GA) is 
coded and used in this chapter for the Pi selection. Since N was set to 600, the GA 
population size was equal to 20, the maximum generation was set to 30, the mutation 
probability was 1.75%, and the crossover rate was 70%. This results in 600 parameter-
sets that will be examined in this chapter. Given that VISSIM is a simulation process, 
changing the random seed number will result in a different TTD. In this chapter, each of 
the 600 parameter-set is repeated m times by changing the random seed number for each 
iteration. The number of repetitions (m) is set as a function of the sample size of the 
observed TTD with the object to output a similar sample size as the empirical TTD. This 
will result in 600 x m iterations of the procedure shown in Figure 7 – 1.  
  Once the 600 x m iterations are completed there may be one accepted TTD, a set 
of acceptable TTDs, or no acceptable TTD. If there are multiple, acceptable solutions 
then it will be necessary to select secondary criteria to identify the ‘best’ TTD. Candidate 
criteria include the comparison of root-mean-square errors, the sum of squared errors, and 
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the mean average percentage errors. In this chapter, the mean average error (MAE) was 
selected as the secondary criteria, and the acceptable solution that had the lowest MAE 
was chosen as the ‘best.’   
7.3 Estimating Travel Time Distribution and Reliability Metrics  
The new TTR methodology that was shown in Figure 7 – 1 was used on the 
Lincoln network discussed in Chapters 4, 5, and 6.  It was decided to use the 1.16-mile 
testbed so that the results can be compared to the results from the HCM6 TTR 
methodology. The average 15-mins TTD were examined for the following – snow/rain 
conditions, work zone conditions, normal conditions, and all combined conditions. The 
TTD of the individual population of the combined condition was also considered. This 
was done to ascertain any correlation or otherwise between resultant TTDs for sample 
averages and the population. 
It is important to note that the new TTR methodology could have been conducted 
using the entire population of travel times (e.g. no aggregation) or other aggregation 
levels (e.g. 10 minutes, 30 minutes, etc.) without loss of generality. 
7.3.1 Analysis of Results for Test Network 
The red dotted line in Figure 7 – 2 shows the CDF of travel times from the first 
iteration of the new TTR methodology for combined conditions. This is the TTD CDF for 
the default parameter set. In other words, this would be the result if the VISSIM default 
parameters were used without any calibration.   
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There are three other TTD CDFs shown in Figure 7 – 2 for the same combined 
conditions:  
1. The average 15-mins empirical BT TTD for combined conditions (blue 
dashed line). This is the CDF of the observed TTD that is being replicated. 
2. The uncalibrated HCM6 TTD for the same average 15-mins travel times 
for combined conditions from Chapter 6 (black line). This is the CDF of 
the estimated TTD when the uncalibrated HCM6 TTR methodology was 
applied. 
3. The resultant TTD for the same average 15-mins travel times for 
combined conditions when the same test network was calibrated by Chen 
(2015) with VISSIM (green dashed line). It is important to note that Chen 
calibrated to volume counts and used 2009 data from the City of Lincoln 











Figure 7 - 2. CDF comparison of observed and simulated TTDs. 
It may be seen from Figure 7 – 2 that, in contrast to the CDF of the uncalibrated 
HCM6 TTD, the CDF of the new TTR methodology (with default parameter set) and the 
CDF from Chen’s calibrated parameters are much closer to the empirical BT TTD. The 
difference between the mean values of the empirical BT TTD and the simulated TTDs is 
an average of 5 s which is negligible from a practical sense. However, the simulated 
TTDs underestimated the standard deviation value of the empirical TTD by 25%, 32%, 
and 67% for Chen’s parameters, the new TTR methodology (default), and the 
uncalibrated HCM6 TTD, respectively. This implies that all three approaches e.g. 
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the uncalibrated HCM6 TTR methodology indicated that the arterial roadway is more 
reliable than what was indicated by field measurements.  
It is important to note that the MAE was 17.2 for the uncalibrated HCM6 TTD 
when compared to the empirical TTD. However, when the new uncalibrated TTR 
methodology was used the MAE value was 13.4, which is a 22% reduction of the error in 
the HCM6 TTD. The MAE of 10.1 error from the TTD of Chen’s calibration indicates 
that starting the new TTR methodology with a previously calibrated microsimulation 
model does not guarantee a good TTR model.  In other words, the microsimulation model 
will still need to be calibrated.  It is important to note that Chen’s model was not 
calibrated to TTD and therefore it is unlikely the field TTD would be replicated.  
Once the new TTR methodology was run to completion it was found that there 
were many acceptable VISSIM parameter-sets for each condition.  As before, an 
acceptable VISSIM parameter set is one in which the simulated TTD is statistically the 
‘same’ as the empirical TTD.  In other words, two TTDs are the same if there is no 
statistically significant difference between the CDFs at a 5% significance level. Table 7 – 
2 shows the number of TTDs that were the ‘same’ as the empirical TTD.  Note that the 
‘best’ parameter set is defined as that parameter set that resulted in the lowest MAE value 
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Table 7 - 2. Calibrated Parameter Sets   
 Average 15-mins TTD Population TTD 
Weather  Work 
Zone 
Normal  Combined  Combined 
The number of 
TTDs that were the 
‘same’ as the 
observed TTD 470 160 125 200 25 
‘Best’ Parameter Set  
P1 8.4 8.7 8.8 10.0 7.6 
P2 4.0 5.2 8.0 6.2 8.8 
P3 76.0 40.0 84.0 76.0 78.0 
P4 300.0 260.0 220.0 213.0 213.3 
P5 2.9 2.6 2.8 3.0 3.7 
P6  1.0 1.0 1.0 2.0 4.0 
P7 0.8 0.4 0.1 0.2 0.2 
P8 -1.3 -1.1 -1.1 -1.1 -1.4 
P9 -6.0 -5.0 -3.0 -3.0 -3.0 
 
It may be seen from Table 7 – 2 that for the average TTDs, the number of 
parameter-sets that were the ‘same’ as the empirical TTD of averages ranged from 125 to 
470.  In contrast, only 25 parameter sets were found to have the ‘same’ TTD when the 
population was used.  It is hypothesized that this result occurred because variability is 
lost in the aggregation process which makes it relatively easy to identify similar TTDs.  
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It should be noted that the values of the individual parameters are internally 
consistent in that they are reasonable for the observed or anticipated driving behavior 
during each condition. For example,  
1. The parameter set for the weather events makes sense because drivers are being 
more cautious during rain/snow conditions. This is evidence by the fact that the 
minimum headway P7 for safe lane changing to take place in the weather 
conditions is approximately 87% more than the value in the normal conditions. It 
may also be seen that, because of poor visibility during snow or rain conditions, 
the distance that a driver can see forward to react to other vehicles (P4) is 27% 
higher than the normal conditions. 
2. The maximum deceleration rates (P9) for the weather and work zone conditions 
are 50% and 40% lower, respectively, than the P9 value for normal conditions. 
This indicates that drivers do not proceed as normal but are more cautious during 
snow/rain conditions and at work zones (Turley et al., 2003).  
Figure 7 – 3 shows the cumulative distribution functions of the ‘best’ simulated 
TTDs and the empirical BT TTD for the average 15-mins distributions for snow/rain 
conditions. This is important to identify if the new TTR methodology can be used to 
replicate field conditions during snow/rain events. 
 
 




Figure 7 - 3. CDF and standard boxplot comparison of observed and simulated TTD 
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It may be seen from Figure 7 – 3 that the CDF and the standard box plot of the 
estimated TTD from the new TTR methodology for snow/rain conditions are visually 
similar to that of the observed TTD. The differences between the mean and standard 
deviation values were 2% and 7%, respectively. Not surprisingly, there were no 
statistically significant differences between the two TTDs at the 5% significance level. 
These results confirm that the new TTR methodology can replicate field TTDs during 
snow/rain events for this test corridor.  
Figure 7 - 4 shows the cumulative distribution functions of the ‘best’ simulated 
TTDs and the empirical BT TTD for the average 15-mins distributions for work zone 
conditions. This is important to identify if the new TTR methodology can be used to 





























Figure 7 - 4. CDF and standard boxplot comparison of observed and simulated data 
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Figure 7 – 4 shows that the CDF and the standard box plot of the estimated TTD 
from the new TTR methodology for work zone conditions are visually similar to that of 
the observed TTD. Also, the mean and standard deviation values are approximately the 
same as the field values. There were no statistically significant differences between the 
two TTDs at the 5% significance level. This implies that the new TTR methodology can 
replicate field TTDs during work zones for this test corridor conditions.  
Figure 7 - 5 shows the cumulative distribution functions of the ‘best’ simulated 
TTDs and the empirical BT TTD for the average 15-mins distributions for the normal (no 
snow/rain, work zones, incidents) conditions. This is important to identify if the new TTR 


















































Figure 7 - 5. CDF and standard boxplot comparison of observed and simulated TTD 








































































































Mean = 157.1 s
SD = 26.6 s
Simulated Frequency
Distribution
Mean = 157.8 s
SD = 26.1 s
CDF_Empirical BT
CDF_Simulated TT
  163 
 
 
It may also be seen from Figure 7 – 5 the CDF and the standard box plot of the 
estimated TTD from the new TTR methodology for normal conditions are visually 
similar to that of the observed TTD. The mean and standard deviation values were 
approximately equal to the field values. There were no statistically significant differences 
between the two TTDs at the 5% significance level. These results confirm that the new 
TTR methodology can replicate field TTDs during normal conditions.   
Figure 7 - 6 shows the cumulative distribution functions of the ‘best’ simulated 
TTDs and the empirical BT TTD for the average 15-mins distributions for the combined 
conditions. This is important to identify if the new TTR methodology can be used to 
replicate field conditions for all combined conditions over the reliability reporting period. 
Also, Figure 7 – 6 has the CDF of the ‘best’ calibrated HCM6 TTD from Chapter 6. This 
is necessary to compare the performance of the new TTR methodology to the improved 
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Figure 7 - 6. CDF and standard boxplot comparison of observed and simulated 
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Figure 7 – 6 shows that the resultant CDFs from both the new TTR methodology 
and the calibrated HCM6 TTD are visually alike and similar to the CDF of the field TTD. 
The mean values of all the TTDs are approximately equal. However, the calibrated 
HCM6 TTR methodology underestimated the standard deviation value of the empirical 
TTD by 10% compared to 4% for the new TTR methodology. Consequently, the 
estimated errors were approximately 3% and less than 1% for the uncalibrated HCM6 
TTD and new TTR methodology, respectively, when compared to the empirical TTD. 
The calibrated HCM6 TTR methodology seems to fail to accurately model the tails of the 
field TTD where the error seems to be originating. However, there were no statistically 
significant differences between the calibrated HCM6 TTD and estimated TTD from the 
new TTR methodology TTD at a 5% significance level. Therefore, the new TTR 
methodology and the calibrated HCM6 TTR methodology can both estimate field TTDs 
considerably well. The new TTR methodology can, therefore, be used to replace the 
HCM6 TTR methodology and can also be used to TTDs over the population. 
Figure 7 – 7 shows the cumulative distribution functions of the ‘best’ simulated 
TTDs and the empirical BT TTD for the population distributions of combined conditions. 
This is important to identify if the new TTR methodology can be used to replicate field 
combined conditions over the population. As previously indicated, the distribution over 
the population will be essential to the road user and more especially to the commercial 
freight operator for effective trip planning.  















Figure 7 - 7. CDF and standard boxplot comparison of observed and simulated 
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Figure 7 – 7 shows that the CDF and the standard box plot of the estimated TTD 
from the new TTR methodology for the combined conditions over the population are 
visually similar to that of the observed TTD. The mean and standard deviation values 
were approximately the same. There were no statistically significant differences between 
the two TTDs at the 5% significance level. This implies that the new TTR methodology 
can replicate field TTD over the population for the combined conditions.   
Table 7 - 3 shows the statistical test results when the TTD of the new TTR 
methodology is compared to the corresponding observed TTD. 
Table 7 - 3. Statistical Results – New TTR Methodology (ST) vs Observed TTD (BT) 
Conditions Test Statistic (p-value) Remarks 
Average 15-
mins. TTD 


















There are no statistically 
significant differences 
between the simulated 
TTDs and the 
corresponding observed 
TTDs at the 5% 
significance level. 
Weather  




































 The statistical test results in Table 7 - 3 shows that there were no statistically 
significant differences between the CDFs, mean values, and median values between the 
TTDs of the new TTR methodology and field data at a 5% significance level. In other 
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words, the new TTR methodology simulated TTDs are the ‘same’ as the observed BT 
TTD.  
 The simulated and observed TTDs were used to estimate the corresponding TTR 
metrics by using Equations 2 – 3, 2 – 4, and 2 – 5 that were previously discussed in 
Chapter 2. Table 7 - 4 shows the estimated TTR metrics for each source of the variability 
in travel time. 
Table 7 - 4. Travel Time Reliability Performance Metrics  
  TTR Performance Metrics  
Testbed 
Conditions 
TTI PTI LOTTR 
ST BT Diff % ST BT Diff% ST BT Diff % 
Normal 
(avg. TTD)  




1.62 1.58 2.5% 2.34 2.27 3.1% 1.19 1.16 2.6% 
Work zone 
(avg. TTD) 
1.52 1.52 0.0% 1.78 1.77 0.6% 1.08 1.07 0.9% 
Combined 
(avg. TTD) 
1.56 1.56 0.0% 1.92 1.89 1.6% 1.10 1.10 0.0% 
Combined 
(pop. TTD) 
1.64 1.64 0.0% 2.09 2.08 -0.5% 1.14 1.12 -1.8% 
Note - Base free-flow travel time, 𝑇𝑓𝑟𝑒𝑒𝑓𝑙𝑜𝑤 = 101 s. 
 Not surprisingly, the new TTR methodology developed in this dissertation results 
in TTR metric estimates that are very close to the observed TTR metrics as shown in 
Table 7 – 4. Specifically, the percentage difference between the simulated and the 
empirical TTR metrics was less than 3% for all the commonly used TTR metrics (TTI, 
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PTI, and LOTTR). It is hypothesized that because the simulated TTD is the ‘same’ as the 
observed TTD, the TTR metrics will all have similar characteristics.  
 It may be seen from Table 7 – 4 that the simulated PTI estimation of 2.34 for the 
rain/snow conditions, which resulted in the largest error, implies that for a trip of 100 
seconds the trip maker must plan a total time of 234 seconds which is just 7 s more than 
the field measurement. In contrast, the HCM6 estimated TTD discussed in Chapter 5 
would indicate that a driver in a rain/snow condition must plan a total time which is 25% 
(56 s) less than the field measurement.  
7.3.2 Testing the Performance of the Population TTD  
 The goal of this section is to test whether the ‘best’ selected population TTD from 
the new TTR methodology will be able to produce the empirical average TTD so that the 
new TTR methodology can be applied once.  Figure 7 – 8 shows the CDFs of the TTD 
obtained from the 15-min aggregation of the ‘best’ population TTD and the average 15-
























Figure 7 - 8. Combined conditions CDFs – aggregation of population TTD and 
empirical BT average TTD 
 Figure 7 – 8 shows that the CDFs of 15-min aggregation of the best population 
TTD and the average 15-mins empirical BT TTD are visually close to each other. Not 
surprisingly, the difference between the mean values and the standard deviation values of 
the two TTDs are only 1% and 4%, respectively. Statistical test results for the differences 
between the CDFs, the mean values, and the median values are presented in Table 7 – 5. 
Table 7 - 5. Statistical Test Results  
 
 
Test Statistic (p-value) 




15-min aggregation of 
population TTD Vs. 
Empirical 15-min 



















































































Average 15-mins Travel Times (s)
CDFs of Combined Conditions - Aggregation of 
Population TTD Vs. Empirical Average TTD
Observed TTD
Mean = 157.7 s
SD = 20.4 s
Simulated TTD
Mean = 159.0 s
SD = 19.6 s
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 Table 7 – 5 shows that there were no statistically significant differences between 
the CDFs, mean values, and the median values of the 15-min aggregation of population 
TTD and the empirical 15-min average TTD at a 5% significance level. This implies that 
applying the population TTD in the new TTR methodology will yield good results for the 
average TTD. However, these findings may be application-specific and dependent on the 
fidelity of the microsimulation model.  
7.4 Temporal Transferability of New TTR Model   
 In the previous sections it was shown that the new TTR methodology was able to 
successfully replicate the empirical population TTD, and the associated TTR metrics, for 
the test network. It is hypothesized that the calibrated parameter set used in 2016 can be 
used to forecast the TTR metrics in future years.  To test this hypothesis the 2016 
parameter-set was used to forecast the 2017 population TTD and the results compared to 
the empirical data. In this section, a one-year period is tested and the ‘best’ parameter-set 
for the combined condition is used. It is hypothesized that the ‘best’ calibrated model 
parameter-set for the 2016 analysis can be used to forecast the population TTD for the 
year 2017. This hypothesis is tested in this section. In this process, only step 1 through to 
step 4 of the new TTR methodology in Figure 7 -1 is applied. Figure 7 - 9 shows the flow 





































Figure 7 - 9. Temporal transferability flow  
 It can be seen from Figure 7 – 9 that there are four steps in the estimation process. 
In step 1 the ‘best’ calibrated VISSIM parameter-set is used, and the supply and demand 
datasets are input. For the testbed in this chapter, the target was to use 2016 parameters to 
estimate the 2017 population TTD and corresponding TTR metrics. The annual traffic 
growth of 2% from the City of Lincoln (2019b) is used to represent the demand growth 
rate from 2016 to 2017. There were no supply or road facility changes on the testbed. 
Subsequently, only the demand was increased by 2% and the other sources of travel time 
variability were assumed to remain constant from 2016 to 2017. The parameter-set for the 
(1a) Traffic Microsimulation 
Model of Testbed  
- Apply ‘best’ VISSIM parameters 
- Make supply and demand changes 








 (3)  Compare TTDs  
-Conduct Statistical Tests at 5% Significance Level  
-Estimate MAE 
 
(1b) Empirical Travel Time 
Data from the Testbed for the 
Year to be Estimated. 
 
 
(4) Compare TTR 
Metrics 
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combined condition model was applied and run 248 times using different seed numbers 
for each run. The 248 runs were selected for each to represent each weekday (excluding 
public holidays) in 2017. It is important to note that every simulation run was set for a 1-
hour PM peak (4:30 pm and 5:30 pm) period for it to have the same basis as the 2017 BT 
travel time data collected on the testbed.   
 In step 2, the simulated travel time data was aggregated for every 15-mins to yield 
a total of 992 average travel time values corresponding to the empirical BT average TTD. 
The simulated average TTD was statistically compared to the empirical BT average TTD 
in step 3. The two average TTDs are then used to estimate the corresponding TTR 
metrics.  
 Figure 7 – 10 shows the resultant cumulative distribution functions and a standard 
boxplot of the estimated and field average TTDs when the flow chart in Figure 7 - 9 was 
applied. In other words, this is the resultant average TTD when the new TTR model was 


































Figure 7 - 10. CDF and standard boxplot comparison of observed and predicted 





















































































Average 15-mins Travel Time for Testbed (s)
Average TTD
New TTR Method Vs Empirical BT
CDF_Observed 2017
TTD Mean = 162.0 s
SD = 24.3 s
CDF_Observed 2016
TTD Mean = 157.7 s
SD = 20.4 s
CDF_Predicted 2017
TTD Mean = 160.8 s
SD = 22.0 s
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 The descriptive statistics of the average TTDs in Figure 7 – 10 show that there is a 
1% decrease in the mean values and an approximately 9% decrease in the standard 
deviation values when the observed and predicted data are compared. Also, the 
interquartile range of the estimated average TTD is approximately 50% smaller than the 
empirical average TTD. It is hypothesized that this difference may be the effect of the 
demand fluctuation where a deterministic 2% traffic growth rate may not adequately 
represent the observed conditions. This is evidenced by the fact that 2016 observed 
average TTD is ‘similar’ to the 2017 estimated average TTD. The arterial corridor 
observed average TTD had considerably more variability in 2017 than in 2016. 
  Figure 7 – 11 shows the comparison of the CDF of the observed average TTD 
and the estimated average TTDs from the new TTR methodology and the HCM6 TTR 
methodology. In other words, the 2017 estimated average TTD from the new TTR 
methodology is compared to the HCM6 TTR methodology estimated average TTD for 
2017 when the calibrated demand factors were temporally transferred for the same 
testbed, the same analysis period (4:30 pm – 5:30 pm), and over the same reliability 
reporting period (24 months in 2017). Also, in Figure 7 – 11 is the MAE values of the 























Figure 7 - 11. Observed and predicted 2017 average TTDs for testbed  
 Figure 7 – 11 shows that the new TTR methodology predicted average TTD has 
an error which is approximately 26% lower than the calibrated HCM6 TTR methodology 
predicted average TTD for the testbed conditions. The percentage differences between 
the mean values and the standard deviation values of the new TTR methodology 
predicted average TTD and the observed 2017 average TTD was 1% and 9%, 
respectively. A similar comparison between the calibrated HCM6 TTR methodology and 
the observed 2017 average TTD was 2% and 14%, respectively.  In other words, the 
mean travel time values between the observed average TTD and the predicted average 





















































































Average 15-mins Travel Time for Testbed (s)
Average TTD Predictions for 2017
New TTR Method vs Calibrated HCM6
CDF_Observed 2017 TTD
Mean = 162.0 s
SD = 24.3 s
CDF_HCM6 Predicted
TTD Mean = 158.3 s
SD = 20.8 s
MAE = 23 s
CDF_Predicted 2017 TTD
Mean = 160.8 s
SD = 22.0 s
MAE = 17 s
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new TTR methodology performed better. Results from three non-parametric statistical 
tests at a 5% significance level show that the calibrated HCM6 predicted average TTD is 
statistically significantly different from the predicted average TTD from the new TTR 
methodology and the observed average TTD for 2017. Table 7 – 6 shows the statistical 
test results and the predicted TTR metrics.   

















Median 160.0 160.8 154.0 
Statistic and p-value  
KS test  0.1059 (<0.01) 0.1648 (< 0.01) 
Welch t-test  1.1745 (0.24) 3.6873 (< 0.01) 
Mann-Whitney-
Wilcoxon test   508186 (0.21)  573261 (< 0.01) 
TTR Metrics 
Travel time index  
 
1.6 1.6 1.6 
Planning time index  
 
2.0 1.9 1.9 
Level of Travel Time 
Reliability 
1.1 1.1 1.1 
  
 Table 7 – 6 shows that there were statistically significant differences between the 
CDFs at a 5% significance level. However, there were no statistically significant 
differences between the mean and median values of the new TTR methodology predicted 
average TTD and the empirical average TTD. This contrasts with the results from the 
HCM6 predicted average TTD where the mean and median values were statistically 
significantly different from the empirical average TTD. Interestingly, the results of the 
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key TTR metrics show that both the HCM6 and the new TTR methodology predictions 
are approximately the same as the observed TTR metrics. The only exception is the PTI 
which is estimated to be 10% less than the observed PTI. In other words, both the new 
TTR methodology and the calibrated HCM6 TTR methodology were able to replicate the 
key TTR metrics of the empirical TTD. However, compared to the HCM6 TTR 
methodology, the new TTR methodology can be used to conduct a sensitivity analysis of 
the effect of temporal aggregation of travel time data on TTD and forecast the 
performance of automated vehicles on corridor reliability. These advantages will be 
demonstrated in the following sections.  
7.5 The Impact of Time Aggregation on TTD and TTR metrics  
 An important factor to consider when utilizing data archived from ITS travel time 
data collection systems is how the travel time data is stored. For example, each vehicle's 
travel time may be stored individually. More commonly, the data across individuals is 
aggregated over a set time interval. The temporal aggregation typically varies from 1 
minute to 60 minutes in duration (Bigazzi et al., 2010) and it is driven by the storage 
capacity available or data management challenges (Gajewski et al., 2000). The extent of 
information lost is a function of the duration, the aggregation method, and the summary 
statistics (Bigazzi et al., 2010). For example, Zietsman and Rilett (2000) found that there 
is up to 40% of the travel time of regular commuters’ that are statistically different from 
aggregated travel times from automatic vehicle identification.  
 Figure 7 – 12 shows the CDF and standard boxplots of non-aggregated versus 
aggregated TTD at different duration when the new TTR methodology was applied for 
the combined conditions.  

























































































Travel Time for Testbed (s)
CDFs of Simulated TTD
as a Function of Aggregation Levels
CDF_1-Min Aggregation
MAE = 138
SD = 24.5 s
CDF_5-Min Aggregation
MAE = 150
SD = 22.6 s
CDF_10-Min Aggregation
MAE = 153
SD = 21.4 s
CDF_No Aggregation
SD = 29.5 s
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 Not surprisingly, as shown in Figure 7 – 12, the aggregation level affects the 
TTD. In general, as aggregation levels increase, the TTD variance decreases. For 
example, the standard deviation is a function of the aggregation level. For the testbed 
analysis, the standard deviation was 17%, 23%, and 27% lower than the non-aggregated 
data for the 1-min, 5-mins, and 10-mins aggregation levels, respectively. The median 
values shown in the standard boxplot between the non-aggregated and all the aggregated 
levels are visually similar. However, the interquartile ranges decrease as the aggregation 
level increase. Specifically, there is a decrease of 14%, 26%, and 60% in the range value 
between the non-aggregated and the 1-min aggregation, 5-mins aggregation, and 10-mins 
aggregation, respectively. The KS-test showed that there were statistically significant 
differences between the non-aggregated data and the aggregated data at all levels. In 
general, as aggregation size increases the travel time variability decreases at an average 
linear rate of 6.5% per every 5-min aggregation. The results from the analysis are not 
surprising because it is a basic statistical theory that aggregation decreases data 
variability. However, the lesson is that to compare TTR metrics, the travel time data has 
to be collected or studied at the same aggregation level. The proper aggregation level 
will, of course, must be application-specific.  
 A similar result was found by Bigazzi et al (2010). The authors investigated video 
imaging of vehicle trajectories on a freeway in California and a disaggregated speed data 
from loop detectors on a freeway in London.  The authors showed that travel speed 
distribution will be underestimated when aggregated speed data is applied. More 
generally, any performance measure with a linear relationship to travel time will be 
altered by temporally aggregated data.  
  181 
 
 
 Table 7 – 7 shows the performance of the common TTR metrics for both the non-
aggregated data and the aggregated data levels.  











Travel time index  1.64 1.62 1.60 1.58 
Planning time 
index  
2.09 2.01 1.98 1.97 
Level of Travel 
Time Reliability 
1.14 1.13 1.11 1.11 
  
 It may be seen from Table 7 - 7 that the TTR metrics tend to decrease as 
aggregation level increases and this trend is linear. Specifically, there is an average of 
4%, 6%, and 3% decrease in TTI, PTI, and LOTTR indices, respectively for the 
aggregation levels that were examined on the testbed. It is hypothesized that the errors in 
the TTR metrics will increase as arterial length and study periods increases. However, 
this hypothesis will need to be tested on other arterial roadways. Not surprisingly, the 
results from the study corridor show that TTR metrics generally decrease as aggregation 
level increases. In other words, when the travel time data is aggregated, the TTR metrics 
will reflect a more reliable corridor than would be experienced by individual drivers. This 
is not surprising as the aggregated TTR metrics reflect variability in average conditions.   
 The new TTR methodology will help the analyst envisage the entire reliability 
performance, store all individual data, and aggregate if needed. It is critical for users to 
decide if reliability analysis is related to individual users e.g. “what can I expect?” or for 
system operators e.g. “how do average conditions vary?” Typically, system managers are 
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not interested in non-aggregated data. On the other hand, driver information on reliability 
performance will be more useful when the non-aggregated TTD is used. The new TTR 
methodology will, therefore, provide the required output for both the traffic manager and 
the driver in a single analysis. The key is to choose the appropriate aggregation level for 
the given application. It is also critical to not compare population TTR metrics with 
average TTR metrics.  
7.5 Predicting the Effect of Autonomous Vehicles on TTR  
  As discussed above one of the advantages of the new TTD methodology 
developed in this dissertation is that it allows the user to study changes in system 
operations. The growing need to improve urban congestion and its associated 
externalities such as emissions has motivated the use of new vehicle technologies in 
transportation (Talebpour et al., 2016).  The recent upsurge in intelligent transportation 
systems (ITS) and computer technology brings with it the potential of an increase in the 
traffic composition of automated and connected vehicles in the future. Many experts view 
the full vehicle automation as much closer to reality than earlier perceived (Pinjari et al., 
2013). New vehicle models already include semi-autonomous features e.g. lane guidance, 
self-parking, adaptive cruise control, etc. There has been advancement in different levels 
of automation to achieve complete automation or level-4 automation which is defined by 
the National Highway Traffic Safety Administration (2013) as “the vehicle is designed to 
perform all safety-critical driving functions and monitor roadway conditions for an entire 
trip.” In the context of this dissertation, autonomous vehicles (AV) refer to vehicles with 
at least the steering, throttle, braking, or some other aspects of a safety-critical control 
function that happen without the direct input of the driver. 
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  Generally, very low AV market penetration rates have been shown to have no 
significant effect on roadway performance (Mahmassani, 2016; Pinjari et al., 2013). In 
this section, the effect of seven (7) scenarios (i.e. 10%, 20%, 30%, 40%, 60%, 70%, and 
80%) of AV market penetration rates on arterial TTD and key TTR metrics will be 
analyzed by using the new TTR methodology. In general, empirical data on the 
operational characteristics of AV are rare (Mahmaasani, 2016). For illustrative purposes, 
the findings from the analysis of empirical AV data used in a European Union-funded 
project known as the CoEXist project (Sukennik and PTV Group, 2018) was applied in 
the new TTR methodology. In this application and to be consistent with the CoEXist 
project, it was assumed that  
1. The supply component (e.g. control devices, signal timing) of the arterial roadway 
remains constant,  
2. The same driver behavior is modeled for all AVs, 
3. There are smaller oscillations with a minimal variation for AV following behavior 
compared to human drivers, and  
4. No acceleration on green signal at intersections and no stochastic variation in 
driveways for all AVs. 
  The CoEXist project seeks to identify transition strategies that will allow 
automated and conventional vehicles to coexist. Specifically, it provides a guide to model 
automated vehicles (AV) by using VISSIM 11 or later versions (Sukennik and PTV 
Group, 2018, p.6). 
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  The following four steps discuss how to apply the new TTR methodology from 
Figure 7 – 1 and the CoEXist project findings to predict the effect of AV market 
penetration on simulated TTD and corresponding TTR metrics.  
  Step 1. In this step, the calibrated parameter set {P1-2, P3, P4, P5, P6, P7, P8, P9} 
from the VISSIM model is applied. In this section, the calibrated parameter set of the 
combined conditions for the distribution of averages (in Table 7 - 2) is used as the no AV 
change or base scenario. It should be noted that any of the calibrated parameter set in 
Table 7 – 2 can be applied if the object is to study the impact of AV during the 
preselected event conditions (e.g. snow/rain events, work zones, normal conditions).   
  Step 2. In this step, the VISSIM model from step 1 is then used to model the AV 
characteristics by applying the CoEXist driving logic. The AV is modeled as a new 
vehicle class by changing driving behavior parameters and assuming factors related to the 
behavior of AVs. CoEXist provides four driving logics that are based on the car 
manufacturer’s logic. These are categorized as rail safe, cautious, normal, and all-
knowing (Sukennik and PTV Group, 2018). In this section, the cautious AV driver 
behavior logic is applied because there is no empirical AV data for the test corridor. Also, 
the cautious driving logic may be more appropriate for basic AV on arterial road types 
(Sukennik and PTV Group, 2018). In the cautious driving logic, AVs adapt to a safe 
driving behavior by enforcing absolute braking distance, maintain large gaps, and 
changes lanes. The Wiedemann 99 model which is traditionally used to model freeways 
is applied to simulate AVs because there are more options to control driver behavior 
(PTV, 2020). The VISSMTM 2020 (SP05) default values for the AV driving behavior 
parameters for ‘following’, ‘lane changing’, and ‘signal control’ were applied in this 
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Chapter. Table 7 – 8 shows the cautious AV driver logic car-following parameters and 
the default values. The full description of the driving behavior parameters can be found in 
the VISSIM User Manual (PTV, 2020). 
 
Table 7 - 8. Cautious AV Driving Logic Car-Following Parameters  




The desired standstill distance between two vehicles.  1.50 
CC1. Following 
distance (s) 
Each vehicle as a time distribution of speed-dependent 
part of desired safety distance which can be empirical or 
normally distributed. Based on this the following 
distance for a vehicle is calculated. The higher CC1 
implies a more cautious driving. CC1, therefore, has a 




This is used to restrict the distance a driver will allow 
before moving closer to the preceding car. For cautious 





This parameter defines the start of the deceleration 





Low values are used to simulate a more sensitive 
reaction to the preceding vehicle’s acceleration or 
deceleration. Default or smaller values are recommended 
for cautious AV driving logic. 
-0.10 
CC5. Positive speed 
difference (m/s) 
Like the CC4, low values are preferred to simulate 






AV reflects smaller oscillations when following a 
vehicle because of the deterministic characteristics. A 






This is the minimum value of the absolute 
acceleration/deceleration. Default or smaller values are 










at 80 km/h 
(m/s2) 
This is the desired acceleration at a speed of 80 km/h. 
 
1.20 
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  The default model parameters in Table 7 – 8 are used because the empirical AV 
data used in the CoEXist study found that there was approximately a linear relationship 
between headway and speed when following another vehicle. Also, the vehicle 
oscillations were small in magnitude and had minimal variations.  
  Step 3. In this step, each of the seven AV market penetration scenarios is run ten 
multiple times with different random seed numbers. This reduces the effect of a “poor” 
random seed number biasing the results. It is realistic to expect as the share of the AV 
increases, non-AV driver behavior and traffic controls might change. However, for this 
analysis, non-AV driver behavior was assumed to be constant. 
  Step 4. In this step, the travel times of the simulated vehicles per scenario are 
aggregated by 15-minute intervals and the resultant TTDs are compared to posit the 
effect of the AV on TTD and TTR metrics.  
  Table 7 – 9 shows the TTD descriptive statistics, the corresponding TTR metrics, 
and the KS test results when the no AV change TTD is compared to the TTDs resulting 
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Table 7 - 9. Descriptive Statistics and TTR Metrics  
Statistics  
Base 
(No AV)  















Mean 157.8 157.7 156.0 154.7 152.4 150.7 149.9 149.2 
SD  20.4 19.1 19.1 18.0 14.7 13.8 13.7 11.7 
95th 
percentile 189.0 191.2 191.2 179.1 174.2 174.3 174.3 170.0 
80th 
percentile 170.4 167.2 172.8 165.0 168.0 165.0 165.0 158.4 
50th 



















metrics   
    
  
TTI 1.56 1.56 1.54 1.53 1.51 1.49 1.48 1.48 
PTI 1.87 1.89 1.89 1.77 1.72 1.73 1.73 1.68 
LOTTR 1.08 1.08 1.11 1.07 1.14 1.13 1.14 1.10 
 
  Table 7 – 9 shows that the standard deviation of the TTD decreases with 
increasing AV market penetration. Specifically, the standard deviation drops by an 
average of 46% when the AV penetration rate is from 60% to 80%. More importantly, the 
KS test results indicate that there are statistically significant differences at a 5% 
significance level between the TTD (when there is no change in AV) and the TTD when 
the AV market penetration is above 60%. In other words, the TTD does not statistically 
change at a low AV market penetration rate, and the TTR roadway performance changes 
when the AV penetration rate is above 60%. This conforms to the findings by Pinjari et 
al. (2013) that lower AV penetration rates have no significant effect on roadway 
performance.  
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7.6 Concluding Remarks 
This chapter proposed a new TTR methodology that can be used to estimate and 
predict arterial TTDs greater accuracy than the HCM6 TTR methodology. The general 
format of the new TTR methodology follows the HCM6 TTR methodology. The major 
difference is that a traffic microsimulation model is used to substitute for the HCM 
macroscopic model, which is the computational engine for the HCM6 TTR methodology. 
Unlike the HCM, the new TTR methodology not only models the TTD of sample 
averages but estimates the TTD over the population.  Therefore, it can also be used to 
determine the effect of supply and demand changes on TTD and TTR metrics. For 
example, the effect of increases in autonomous vehicle usage on TTD was studied with 
the new TTR methodology. 
  The new TTR methodology was illustrated by applying a VISSIM 2020 
microsimulation tool to model the field data from a 1.16-mile principal arterial in 
Lincoln, Nebraska. It was found that - 
1. The new TTR methodology was able to estimate TTDs for snow/rain 
conditions, work zones, normal conditions, and a combination of all 
conditions that were not statistically significantly different from the empirical 
Bluetooth TTD at a 5% significance level. Not surprisingly, the TTR metrics 
were approximately the same as what could have been measured on the field. 
The estimation error was less than 3%. 
2. The new TTR model was tested for temporal transferability. It was shown that 
the new TTR model can be used to predict the TTD for the 12-months with an 
error which is approximately 26% lower than the predicted TTD when the 
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calibrated HCM6 TTR model was also used. The percentage differences 
between the mean values and the standard deviation values of the new TTR 
methodology predicted TTD and the observed 2017 TTD were 1% and 9%, 
respectively. A similar comparison between the calibrated HCM6 TTR 
methodology and the observed 2017 TTD was 2% and 14%, respectively.  In 
other words, the mean travel time values between the observed TTD and the 
predicted TTDs are not considerably different except for the standard 
deviation values where the new TTR methodology performed better.  
3. Not surprisingly, the TTR metrics decrease as the aggregation level increases. 
In other words, when the travel time data is aggregated at any level, the TTR 
metrics will reflect a more reliable corridor than would be experienced by 
individual drivers. With respect to TTR metrics, there is an average of 4%, 
6%, and 3% decrease in travel time index, planning time index, and the level 
of travel time reliability, respectively for the aggregation levels examined on 
the testbed. The important point is that the proper aggregation level depends 
on the application. If interested in a user perspective the travel time data 
should not be aggregated. Equally important, TTDs should never be compared 
directly unless they have the same aggregation level. 
4. TTD variability decreases with increasing AV market penetration. 
Specifically, the standard deviation reduces by an average of 46% when the 
AV penetration rate is from 60% to 80%. In other words, the TTD does not 
statistically change at a low AV market penetration rate, and the TTR 
roadway performance improves when the AV penetration rate is above 60%. 
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It is important to note that while the AV can improve the reliability of arterial 
corridors, the penetration of AV can equally induce additional personal travel. 
The extent of the induced travel may offset the benefits accrued on TTR. 
Future studies may consider the effect of the induced travel on arterial TTR 
performance.  
  The new TTR methodology provides a way of estimating and predicting TTDs 
and TTR metrics for both the population TTD and at any user-defined travel time 
aggregation level.  However, the results in this chapter only apply to a specific arterial 
corridor in Lincoln and further study is recommended. More importantly, now there are 

















CONCLUDING REMARKS AND RECOMMENDATIONS 
This chapter provides a synopsis of the findings in this dissertation, with an emphasis on 
those that correspond to the objectives of this dissertation and provides recommendations 
for future research. 
8.1 Concluding Remarks 
Arterial roadways play a very important role in the urban street system. They serve major 
urban activity centers and the highest traffic volume corridors, and service demand for 
intra-area travel between the central business district and outlying residential areas. The 
need for reliable performance measures of urban arterial roadways is increasing because 
of the rise in traffic congestion and the high value of travel time. Consequently, travel 
time reliability (TTR), which combines components of measures of central tendency and 
measures of dispersion of travel times, has recently received considerable research 
interest. The basis of all TTR metrics is the travel time distribution (TTD). Estimating 
and forecasting arterial TTDs for TTR analysis was the focus of this dissertation.  
 The latest and 6th edition of the Highway Capacity Manual (HCM6) includes, for 
the first time, a TTR methodology to estimate and predict TTD which is the basis for all 
TTR metrics. The HCM6 TTR methodology is a very important step for arterial TTD 
analysis because it is the first reliability methodology proposed in the HCM. Critically, 
there is no evidence or documentation on the validation and calibration of the HCM6 
TTR methodology with empirical TTD data. In addition, the following two issues have 
been identified with the current HCM6 TTR methodology: 
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1. It estimates the average TTD but not the population TTD.  The population TTD is 
important to individual drivers and logistics companies who are interested in what 
the range of travel time individual drivers will be.  In addition, the associated TTR 
metrics will be of more use for trip planning.   
2. It cannot be used to analyze changes in arterial roadway supply and demand 
components that impact travel time. For example, a traffic manager may wish to 
understand the effect on travel time reliability of a corridor when autonomous 
vehicles are introduced, advanced signal controls are installed, or the 
implementation of new traffic signal preemption strategies.  
 One of the objectives of this dissertation was to improve on the state of the art of 
the current HCM6 TTR methodology by validating and calibrating the HCM6 estimated 
TTD.  Another major objective was to develop a new TTR methodology that could 
estimate both population and average travel time distributions on arterial roadways. The 
following provides a summary of the findings for each objective.  
8.1.1 Test and Validate the Performance of the HCM6 TTR Methodology 
 In this dissertation, the HCM6 TTR methodology was used to model four arterial 
roadways in Nebraska. The HCM6 estimated TTD was then compared with the 
corresponding observed TTD. Intelligent transportation data collection system from 
Bluetooth indicators and INRIX travel time data were used to validate the HCM6 
estimated TTDs. The PM peak travel times for all weekdays within the years 2016, 2017, 
and 2018 were analyzed. Four corridors in Nebraska were analyzed and, in all cases, the 
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HCM6 TTR methodology failed to replicate the corresponding empirical TTD based on 
statistical tests.  
8.1.2 Improve the HCM6 Estimated TTD  
 To improve the HCM6 estimated TTD it was important to identify and analyze 
the component errors within the HCM6 TTR model to provide insight into where the 
considerable differences in the HCM6 and the empirical TTD variance originated. 
Understanding the potential sources of error, and their quantitative values, are the first 
steps in improving the HCM6 TTR model to better reflect field conditions.  
 This dissertation identified and quantified the potential sources of the errors in the 
HCM6 TTD estimations and propose a methodology for calibrating the HCM6 TTR 
model so that HCM6 estimated TTD replicates field TTD. The analysis indicated that 
there are two potential sources of error for the differences between the estimated and 
measured TTDs. The first is that the traffic demand volume data and/or demand factors 
that do not adequately capture the volume variability in the field. The second is that there 
may be other variables that are not explicitly considered in the HCM6 TTR model. 
Arguably, one of the limitations of the HCM6 TTR methodology is the use of a single 
day observed traffic volume as the basis to determine the traffic demand volume for all 
scenarios. Intuitively, if the one-day volume is atypical, the final TTD may also be 
inaccurate. 
 This dissertation developed a methodology for calibrating the HCM6 TTR 
methodology so that it better estimates the empirical TTD. The calibration process 
utilized a genetic algorithm to identify the ‘best’ set of input parameters that can replicate 
observed TTD. An application of the calibration approach showed that: 
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1. The calibration process introduced more variability in the demand as 
compared to the uncalibrated conditions. This increased variability resulted in 
a ‘better’ fit to the empirical TTD.   
2. There was an average of 3% error in the estimated TTD when the HCM6 TTR 
model was calibrated compared to a 17% error when the TTD is not 
calibrated. More importantly, there were no statistically significant differences 
between the estimated TTD from the calibration process and the empirical 
TTD.  
3. Not surprisingly, the resultant travel time reliability metrics of the calibrated 
conditions were all similar to the field measurements. The estimation errors 
for the travel time index, planning time index, and the level of travel time 
reliability were 3%, 18%, and 8%, respectively. 
4. Also, it was shown that the calibrated demand factors can be temporally 
transferred for the successive year’s analysis. When this was done, the mean 
value was not statistically significantly different from the mean value of the 
observed TTD and the standard deviation was approximately 14% less. 
  It is important to note that this dissertation is not advocating that the calibrated 
demand factors accurately represent demand variation in the field. It is entirely plausible, 
and probably highly likely, that the changes in the demand factors may be capturing not 
only differences in demand but also the effects of other variables not considered in the 
HCM6 TTR methodology.  
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8.1.3  Develop a New Travel Time Reliability Methodology 
A new TTR methodology that addresses the limitations of the HCM6 TTR methodology 
was developed. Unlike the HCM, the new TTR methodology not only estimated and 
predicted the TTD of sample averages but models the population TTD. The new TTR 
methodology can be used to determine the effect of supply and demand changes on TTD 
and TTR metrics. For example, the effect of increases in autonomous vehicle usage on 
TTD was studied with the new TTR methodology. 
  The new TTR methodology was illustrated by applying a VISSIM 2020 
microsimulation tool to model the field data from a 1.16-mile principal arterial in 
Lincoln, Nebraska. It was found that - 
1. The new TTR methodology was able to estimate TTDs for snow/rain 
conditions, work zones, normal conditions, and a combination of all 
conditions that were not statistically significantly different from the empirical 
Bluetooth TTD at a 5% significance level. Not surprisingly, the TTR metrics 
were approximately the same as what could have been measured on the field. 
The estimation error was less than 3%. 
2. The new TTR model can be used to predict the TTD for the 12-months with 
an error which is approximately 26% lower than the predicted TTD when the 
calibrated HCM6 TTR model was also used. It was found that the mean travel 
time values between the observed TTD and the predicted TTDs are not 
considerably different except for the standard deviation values where the new 
TTR methodology performed better.  
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3. Not surprisingly, the TTR metrics decrease as the aggregation level increases. 
In other words, when the travel time data is aggregated at any level, the TTR 
metrics will reflect a more reliable corridor than would be experienced by 
individual drivers. The important point is that the proper aggregation level 
depends on the application. If interested in a user perspective the travel time 
data should not be aggregated. Equally important, TTDs should never be 
compared directly unless they have the same aggregation level. 
4. TTD variability decreases with increasing AV market penetration. 
Specifically, the standard deviation reduces by an average of 46% when the 
AV penetration rate is from 60% to 80%. In other words, the TTD does not 
statistically change at a low AV market penetration rate, and the TTR 
roadway performance improves when the AV penetration rate is above 60%. 
It is important to note that while the AV can improve the reliability of arterial 
corridors, the penetration of AV can equally induce additional personal travel. 
The extent of the induced travel may offset the benefits accrued on TTR. 
Future studies may consider the effect of the induced travel on arterial TTR 
performance.  
  The new TTR methodology provides a way of estimating and predicting TTDs 
and TTR metrics for both the population of travel times and at any user-defined travel 
time aggregation level.  
  The contributions of this dissertation are threefold: (1) it provided the first 
comprehensive performance analysis of the HCM6 TTR methodology, (2) it developed a 
methodology for calibrating TTR methodologies, including that used in the HCM6, and 
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(3) it developed a new TTR methodology that addresses the limitations of the HCM6 
TTR methodology. Unlike the HCM6, the new TTR methodology can be used to estimate 
the population TTD and analyze changes in arterial roadway supply and demand 
components that impact travel time. 
8.2 Recommendations 
The recent advancement in intelligent transportation systems (ITS) brings with it the 
potential to automatically collect and analyze consistent real-time data in fine detail for 
TTR analysis. Based on the findings from this dissertation there are two foci of 
recommendations that are provided and discussed as follows. 
8.2.1  Recommendations for immediate implementation 
The results of the HCM6 TTR models on four corridors have been tested and, in all cases, 
the HCM6 TTR methodology failed to replicate the corresponding empirical TTD. It is 
therefore strongly recommended that: 
1. The calibrated HCM6 TTR model be used for arterial roadway analysis in 
Nebraska.   
2. Before the HCM6 TTR methodology is used in other locations it should be 
calibrated to empirical TTD following the calibration procedure developed in 
this dissertation. 
3. The HCM6 should consider adopting the calibrated procedure as part of the 
next Highway Capacity update.  
4. The new TTR estimation and prediction methodology should be used for 
analyzing Nebraska roads when the population TTD, rather than the average 
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TTD, is required.  It may also be used for analyzing the effect of new 
technologies such as advanced traffic control and connected and automated 
vehicles.  
5. The new TTR estimation and prediction methodology should be used in other 
locations when a population TTD analysis is required. Because the approach 
was calibrated to Nebraska conditions, it is recommended that the model be 
calibrated to local conditions following the methodology described in this 
dissertation.  
6. The HCM should consider adopting the new TTR methodology in the next 
update.  This methodology will allow HCM users to analyze arterial roadways 
with population-based TTR metrics, average-based TTR metrics, and to 
evaluate new technologies. 
8.2.2 Recommendations for future studies 
The arterial roadway stochastic elements, and in particular driver behavior, are known to 
vary from one location to another. It is therefore recommended that the HCM developers 
should examine whether the large discrepancies found in HCM6 TTD estimations apply 
to other locations in the United States.  If similar discrepancies are found it is 
recommended that the calibration procedure described in this dissertation fixes the issue. 
 Recently, the HCM has begun to use discrete traffic microsimulation modes for 
estimating capacity adjustment factors, capacity, and passenger car equivalents (e.g. 
HCM, 2016, Chapters 12 and 26).  This dissertation has shown that a microsimulation 
approach has a number of advantages over the current macroscopic TTR approach.  
Further study of this methodology on a broader range of arterial roadways from across 
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the US is recommended.  In addition, the model results should be validated with respect 
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GLOSSARY AND KEY ABBREVIATIONS 
Analysis period (Ap) - This is the time interval that is evaluated for each study period. 
Note that the HCM6 allows for either a 15-minute or 60-minute interval.  
AV – Autonomous vehicles refer to vehicles with at least the steering, throttle, braking, or 
some other aspects of a safety-critical control function that happen without the direct input 
of the driver. 
BT – Bluetooth 
Buffer Time Index (BTI) – is the amount of extra time most travelers need to add to the 
average travel time to ensure on-time arrival 95 percent of the time. 
Congestion – is the reduction in roadway capacity under operational conditions. Recurrent 
congestion is caused by inadequate road capacity during high demands whiles non-
recurrent congestion is the cause of stressor or random events such as inclement weather, 
incidents, etc. 
HCM6 – the urban travel time reliability methodology in the 6th edition of the Highway 
Capacity Manual. 
Interrupted Flow – the traffic flow conditions that are controlled (traffic signals) or 
uncontrolled (access points) by external elements. In uninterrupted traffic, flow conditions 
result only in the interactions among vehicles, the road geometry, and environmental 
characteristics. 
ITS – Intelligent Transportation System. 
LOTTR – Level of Travel Time Reliability. This represents the extent of the effect of the 
sources of travel time variability and it is measured as the ratio of the 80th percentile travel 
time and the 50th percentile travel time. 
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Number of scenarios (N) - This parameter refers to the total number of scenarios (e.g. 
each period j on each day i) for which an average travel time will be estimated. 
Planning Time Index (PTI) – is the ratio of the 95th percentile travel time divided by the 
free flow time. It shows the necessary travel time in the worst conditions. 
Reliability reporting period (I) - This is the number of days over which TTR is to be 
estimated.  
Special Events – These are events that cause usual demand or supply changes on the 
arterial roadway. For example, excess demand during festivals and game days. 
Study period (Sp) - This is the period within a given day (i) that will be analyzed for each 
day in the reliability reporting period (I). Note that the HCM6 recommends that Sp be a 
minimum of 60 minutes and a maximum of 360 minutes.  
Travel Time Index (TTI) – is the ratio of the mean travel time to the free flow time. It is 
a surrogate indicator of the level of congestion.  
TTD – Travel Time Distribution.  
TTR – Travel Time Reliability. It can be defined as the probability of a trip maker to 
complete a trip on a roadway within an acceptable or specified travel time threshold. 
VISSIMTM – a microscopic traffic simulation software package abbreviated from "Verkehr 
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A. Validation of Bluetooth Travel Time Data 
A global positioning system (GPS) was considered as the ground truth for validating the 
Bluetooth travel time data used in this dissertation. A floating car method was used to 
collect GPS travel times on the N27th Street arterial corridor. The objective is to compare 
the travel time from the GPS equipment to the Bluetooth travel time data detected within 
the same time interval. It is known that GPS transponders have the potential for obtaining 
accurate travel times (Singer et al., 2013). Therefore, the GPS was used as the ground 
truth for this test corridor analysis. 
 A sedan was equipped with; (1) an Xsens MTi-GTM, an inertial measurement unit 
with a reliable GPS (https://www.xsens .com/wp-content/uploads/2013/12/MTi-User-
Manual.pdf) and a sampling rate of 180 samples per second, (2) a GPS contour camera to 
capture the movement of vehicles and to record any abnormalities during the data 
collection process, and (3) a Bluetooth-enabled smartphone with a known MAC address. 
The smartphone was placed in the vehicle to determine whether the NTC Bluetooth data 
collection system will detect the smartphone during data collection. The vehicle setup 





































(a)                                                              (b) 
Figure A1. Test vehicle setup showing (a) GPS trajectory with time stamps, and (b) 
speed profiles. 
 
 Figure A1(a) shows a sample of the vehicle GPS location and time stamp at two 
consecutive intersections. The vehicle trajectory, speed, and distance traveled from the 
origin including a video of other vehicles in the traffic stream are shown in Figure A1(b).  
 A total of 29-30 runs were undertaken during the peak periods during weekdays 
in the week of March 20, 2017. The travel time from the GPS equipment was compared 
to the travel time detected by the Bluetooth data collection system on the corridor 
(described in Chapter 4). 
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Table A1 shows the statistical analysis of the differences between the travel time data 
detected by the BT device and that estimated from the GPS device in the test vehicle.  
Table A1. Descriptive Statistics of GPS and BT Travel Times on Test Corridor 
Direction O - Vine Vine - Holdrege Holdrege - Vine Vine – O 
Device GPS BT GPS BT GPS BT GPS BT 
Mean 55.7 58.7 88.8 87.4 89.2 82.8 57.8 60.1 
Standard 
Error 0.3 2.5 4.9 5.3 2.3 3.7 0.2 2.2 
Median 56.0 55.0 81.0 78.5 82.0 79.5 58.0 56.0 



















Minimum 52.0 35.0 69.0 50.0 80.0 33.0 56 39.0 
Maximum 102.0 118.0 171.0 194.0 116.0 169.0 160 165.0 
t Statistic 1.20* 0.19* 1.50* 1.00* 
   *No statistically significant difference at a 5% significance level 
 
 It may be seen in Table 1 that there were no statistically significant differences 
between the GPS travel time data and the BT travel times. However, there are practically 
noticeable differences in the statistics. The average error of the median travel times is 
about 3.6%. Also, the standard deviation values of the Bluetooth travel times are 
approximately 10% wider than the GPS travel time data.  
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 Both the GPS and the BT travel time data were simulated 20 times each using 
ordinary Bootstrap procedure (Spiegelman et al., 2010). Each of the bootstrapped 
distribution is used to estimate the travel time index shown in Figure A2. 























                  (c) Holdrege St. to Vine St.                                   (d) Vine St. to O St. 
 
Note:          BT data       GPS data 
 
 
Figure A2. Travel time indices comparison of BT and GPS travel times.  
 
 It may be seen in Figure A2 that a greater percentage of the BT statistics falls 
within the range of the GPS statistics for the travel time reliability index. An average 
percentage difference between the GPS travel time index and the BT travel time index is 
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 Table A2 shows the best fit theoretical travel time distribution for each link when 
all the 20 simulated GPS travel time data are combined. Also, in Table A2 is the best fit 
theoretical TTD per link when the simulated BT travel time data are combined. For the 
testbed condition, the quality of the best-fit distribution was determined by using the 
Kolmogorov-Smirnov, Anderson-Darling, and Cramer-von Mises goodness-of-fit (GOF) 
tests. The GOF statistics measure the distance of the GPS and the BT TTDs from the 
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Link O-Vine (BT) 
Normal 0.023  1.043  0.023  46266 46280 Lognormal 
meanlog=4.072 
Sdlog=0.04  
Lognormal 0.015  0.318  0.015  46182 46197 
Gamma 0.018  0.498  0.018  46204 46219 
Weibull 0.071  20.928  0.071  48208 48222 
O-Vine (GPS) 
Normal 0.024 1.747 10.667 46241 46255 Lognormal 
meanlog=4.071 
Sdlog=0.04 
Lognormal 0.016 0.718 4.353 46151 46166 
Gamma 0.019 1.004 6.099 46176 46190 
Weibull 0.073 22.272 150.457 48157 48171 
Vine-Holdrege (BT) 
Normal 0.012 0.470 3.316 61471 61486 Lognormal 
meanlog=4.47 
Sdlog=0.06 
Lognormal 0.006 0.052 0.402 61417 61432 
Gamma 0.007 0.072 0.612 61424 61438 
Weibull 0.060 15.854 110.420 62969 62984 
Vine-Holdrege (GPS) 
Normal 0.028 2.253 15.167 59847 59861 Lognormal 
meanlog=4.48 
Sdlog=0.05 
Lognormal 0.017 0.778 5.536 59682 59696 
Gamma 0.021 1.179 8.155 59727 59742 
Weibull 0.079 24.054 Inf 61958 61972 
Holdrege-Vine (BT) 
Normal 0.011 0.233 1.290 54047 54062 Lognormal 
meanlog=4.42 
Sdlog=0.04 
Lognormal 0.006 0.049 0.403 54041 54056 
Gamma 0.006 0.046 0.290 54046 54062 
Weibull 0.061 15.535 105.175 55430 55444 
Holdrege-Vine (GPS) 
Normal 0.022 0.951 5.844 44679 44694 Lognormal 
meanlog=4.51 
Sdlog=0.03 
Lognormal 0.017 0.476 2.903 44637 44651 
Gamma 0.018 0.618 3.766 44649 44663 
Weibull 0.074 21.506 145.801 46590 46605 
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 Table A2 shows that the lognormal distribution best fits both the simulated GPS 
TTD and the simulated BT TTD for the test corridor. The mean and standard deviation of 
best-fit distribution in both cases are similar.  
 The analysis of the GPS and BT travel time data shows that their statistics are 
similar. For example, there is only a 4% deviation of the median values, there were no 
statistically significant differences between the mean values of the two TTDs. More 
importantly, the lognormal distribution fits both TTDs with a similar measure of central 
tendency (mean value) and measure of dispersion (standard deviation value). The 
evidence suggests that the BT setup can capture the arterial corridor travel times within a 
minimal or acceptable margin of error of the ground truth (GPS) travel times.  
 
 
 
 
 
 
 
 
 
 
 
 
 
