Abstract. Recently, variational methods have become increasingly more popular for perspective shape from shading due to their robustness under noise and missing information. So far, however, due to the strong nonlinearity of the data term, existing numerical schemes for minimising the corresponding energy functionals were restricted to simple explicit schemes that require thousands or even millions of iterations to provide accurate results. In this paper we tackle the problem by proposing an efficient linearisation approach for the recent variational model of Ju et al. [14] . By embedding such a linearisation in a coarse-to-fine Gauß-Newton scheme, we show that we can reduce the runtime by more than three orders of magnitude without degrading the quality of results. Hence, it is not only possible to apply variational methods for perspective SfS to significantly larger image sizes. Our approach also allows a practical choice of the regularisation parameter so that noise can be suppressed efficiently at the same time.
Introduction
The recovery of the 3-D shape of an object from a single image given only information on the illumination direction and the surface reflectance -so called Shape from Shading (SfS) -is one of the classical tasks in computer vision. In particular in scenarios, in which huge baselines or space constraints do not allow the use of a stereo setup with two or more cameras, monocular SfS can be a highly appealing alternative to traditional stereo. Moreover SfS, in contrast to other 3-D shape reconstruction methods, does not rely on the presence of texture. Hence, it is not surprising that SfS has a wide field of applications, covering large scale reconstruction problems such as astronomy [24] and terrain reconstruction [4] as well as small scale tasks such as dentistry [1] and endoscopy [31] . Further important applications are the reconstruction of archaeological findings [9] and the visual inspection of manufactured parts [17] .
Most of the classical methods for SfS have been developed in the context of astronomy and are hence based on a simple orthographic projection [11, 12] . However, in recent applications in endoscopy or macro photography, camera and light source are relatively close to the photographed scene, so that the consideration of a perspective camera [8, 18, 22] is required. The corresponding camera model not only improves the results in such applications, it also offers a decisive theoretical advantage compared to the orthographic model: When considering a point light source at the optical centre and combining the resulting model with a physically motivated light attenuation term based on a quadratic intensity fall-off, the resulting SfS model is well-posed in the viscosity sense [23] , such that concave-convex ambiguities inherent to orthographic models [29] are dissolved to some extent [5] . This makes explicit that the use of a perspective camera model is very beneficial from both a practical and a theoretical viewpoint.
Taking a closer look at the underlying modelling framework, most approaches for perspective SfS are based on the solution of a hyperbolic partial differential equation (PDE) of Hamilton-Jacobi type; see e.g. [23, 27] . While such approaches allow the application of efficient numerical solvers such as fast marching schemes [15, 26, 30] , they are prone to noise and missing data. In particular, they have no mechanisms to handle such cases, since they rely completely on the correctness of the input data.
In this context, variational methods have proven to be very useful [13, 14] . Since such methods are based on the minimisation of an energy functional that complements a data fidelity term with a smoothness term, they do not strictly enforce the consistency with the input data, as they also regularise by adaptively averaging the information. However, when it comes to numerical schemes for the minimisation, the literature on perspective SfS is restricted so far to the application of simple explicit schemes [2, 13, 14, 31, 32] . Explicit schemes have the advantage that they are easy to code, but the computation of the minimiser as steady state of an artificial time evolution typically requires thousands or even millions of iterations to provide useful results. This slow convergence does not only pose a problem for large image sizes. It also turns out to be problematic in the presence of noise and missing data, since a larger amount of regularisation typically requires a significant decrease of the time step size. As a consequence, the number of iterations has to be increased even further which makes the application of explicit schemes inefficient if not infeasible even for small image sizes. Summarising: While variational methods for perspective SfS offer a high degree of robustness under noise and missing data, their long runtimes make them hardly applicable in practice.
Our Contributions. Using the recent model of Ju et al. [14] that extends previous work of the authors [13] by a depth parametrisation along the optical axis, our paper contributes to the design of efficient solvers for variational perspective SfS in three ways: (i) On the one hand, we propose an efficient numerical scheme that embeds a linearisation approach based on a lagged upwind discretisation into a Gauß-Newton like coarse-to-fine solver. Compared with the alternating explicit scheme in [14] that already relies on a coarse-to-fine estimation with the same discretisation, this solver allows to speed up the computation by more than three orders of magnitude. (ii) On the other hand, when linearising the reflectance model in the data term, we propose to compute its derivatives numerically. As a consequence, the proposed approach can be extended in a straightforward way to more advanced reflection models such as the Oren-Nayar model for rough surfaces [19] or the Phong model for specular reflections [21] . (iii) Finally, we demonstrate that the proposed numerical scheme is highly useful in those cases where large parts of the input information is missing or when a large amount of regularisation is needed, e.g. due to noise. Also significant larger image sizes can be handled than with the alternating explicit scheme from [14] .
Related Work. Since the field of variational perspective SfS is rather new, there exist only a few works that address the problem of the efficient computation. On the one hand, Ju et al. [14] propose to embed an alternating simplified explicit scheme into a coarse-to-fine estimation. However, the overall convergence is still rather slow and the algorithm needs hundreds of thousands of iterations to provide accurate results. On the other hand, Abdelrahim et al. [2] propose to speed up the computation by initialising the explicit scheme with the result of a PDE-based approach. This, however, contradicts the idea of using variational methods to render the estimation more robust, since PDEbased approaches have no mechanisms to handle noise or missing information.
First approaches to linearise the reflectance model go back to the early works of Pentland [20] and Tsai and Shah [28] in the context of local methods for orthographic SfS. Recently, also Barron and Malik [3] suggested to perform such a linearisation within a joint variational approach for estimating shape, illumination, and reflectance. However, also in this case, the camera model was assumed to be orthographic. The only linearisation approach for SfS in the context of a perspective camera so far was proposed by Lee et al. [16] . Their method, however, was specifically designed for a triangular element surface model and did not consider any explicit form of regularisation. Finally, none of the aforementioned approaches considered any form of upwind schemes for discretising occurring derivatives. While such schemes are not often used in computer vision, they are highly important for obtaining a stable numerical method.
Organisation. In Section 2 we review the recent model of Ju et al. [14] as a representative for variational perspective SfS. In Section 3 we then show how this model can be discretised appropriately and minimised efficiently using a linearised coarse-to-fine approach. A qualitative and quantitative evaluation of the model and the minimisation framework is conducted in Section 4. Finally, Section 5 concludes with a summary.
Variational Perspective SfS
In this section, we review the variational method of Ju et al. [14] that serves as a prototype for the development of our efficient linearisation scheme in Section 3. To this end, we first derive the surface parametrisation as well as the underlying model assumptions and then discuss their embedding into a variational framework.
Surface Parametrisation and Model Assumptions. Let us start by discussing the parametrisation of the surface. Assuming a perspective camera the unknown surface S :
, where x = (x, y) ∈ Ω x is the pixel position in the image plane Ω x ⊂ R 2 , f denotes the focal length of the camera and z(x) the depth orthogonal to the image plane.
Furthermore, assuming a Lambertian reflectance model and a light attenuation term that follows the inverse square law, the resulting brightness equation reads [23] :
where
is the direction of incoming light and r = r(x) denotes the distance from the light source to the surface. For a point light source located in the camera centre at the origin, this dis-tance r as well as the direction of the incoming light L read
with Q(x) = f/ |x| 2 + f 2 being the conversion factor between the radial depth r and the Cartesian depth z. Note that light rays and optical rays have opposite direction. Moreover, the surface normal can be computed by taking the normalised crossproduct of the partial derivatives S x , S y of the parametrised surface in x-and y-direction:
Finally, plugging the surface normal (3) and the light direction (2) into the brightness equation (1), we obtain the following constraint for perspective SfS [14] :
Variational Model. Following [14] , we embed the previous constraint as quadratic data term into a variational framework and complement it with a discontinuity-preserving second order smoothness term. Please note that from a theoretical viewpoint first order data terms are not advisable for SfS, since the data term already contains first order derivatives. Consequently, we use a second order smoothness term based on the Hessian and compute the unknown depth z as minimiser of the following energy
where D of the data term and S of the smoothness term are given by
respectively. Here, the penaliser Ψ (s 2 ) = 2λ 2 1 + s 2 /λ 2 is the Charbonnier function [7] with the contrast parameter λ, the weight α is the regularisation parameter that steers the amount of smoothness of the surface, and c : x ∈ Ω x ⊂ R 2 → {0, 1} is a confidence function that allows to exclude unreliable image regions from the data term.
An Efficient Linearisation Approach
Let us now discuss how the minimiser of the previous energy functional in Eq. (6) can be computed efficiently. To this end, we first approximate the spatial derivatives in the data term using a similar scheme as the the one proposed by [28] in the context of non-variational orthographic SfS. In a second step, we then linearise the corresponding constraint in the data term and deduce a numerical scheme motivated by [6] that make use of two nested fixed point iterations and a coarse-to-fine strategy.
Approximation. In order to minimise the proposed energy functional, we first introduce approximations for z x and z y using the upwind scheme from [25] . Please note that standard finite differences schemes (e.g. central differences) are not appropriate, due to the hyperbolic nature of the SfS data term. Employing grid spacings h x , h y in x-and y-direction, respectively, the approximation for z x reads
where, for the simplicity of our presentation, z(·, ·) is identified with the corresponding grid values. Since the forward difference D + z enters Eq. (9) with a negative sign, one has to restore the correct sign afterwards via [5, 14] 
After approximating z y accordingly and replacing all derivatives in the data term with the corresponding approximations, we obtain the following expression for D that only depends on z (at the expense of including values at neighbouring locations):
) Minimisation. According to the calculus of variations [10] any stationary point (and in particular the minimiser) of the approximated energy functional must fulfil the associated Euler-Lagrange equation [10] . In order to write down this equation compactly, let us introduce the following abbreviations
with D xy − and D xy + being defined analogously. Here, the superscripts denote the central point of the approximation. Moreover, we use the same style of notation for the abbreviations of the confidence function c and the smoothness term S. Then, the EulerLagrange equation of our approximated energy is given by [14] do not arise. Instead they are replaced by four terms considering additional points in the neighbourhood. With the purpose of obtaining a linear system of equations, we now introduce a first fixed point iteration on z, with the iteration index k, using a semi-implicit scheme in the terms related to the data term and an implicit scheme in the terms related to the smoothness term. Then z k+1 can be obtained as the solution of
In the first iteration, z 0 is initialised as suggested in [14] . In order to remove the nonlinearity of the terms related to the data term we furthermore linearise D xyk+1 around D xyk using a first order Taylor expansion:
Here, dz denotes the unknown depth increment dz k = z k+1 −z k and the superscripts are used analogously to those of the previous terms. Accordingly, we linearise D
. Thus we introduce an incremental computation as in [6] and only compute the increment dz in each iteration. Please note that our data term is substantially different from linearised data terms in optical flow estimation and stereo reconstruction, since it includes neighbouring locations. To remove the last remaining nonlinearity in Ψ we introduce a second fixed point iteration on dz with the iteration index l, which we initialise with dz k,0 = 0. For the argument of the Ψ -function dz k,l is employed and for the other terms dz k,l+1 . After plugging the linearised expressions in Eq. (15), we finally obtain a linear system of equations with respect to dz k,l+1 .
Coarse-to-Fine Scheme. As in [6, 14] we embed the first fixed point iteration in a coarse-to-fine scheme to overcome local minima and thus better approximate the global minimizer. To this end, we introduce the parameter η ∈ (0, 1) that specifies the downsampling factor between two consecutive resolution levels and the parameter κ that specifies after how many iterations k the resolution level is adopted.
Computation. Finally, we compute the derivatives of D with respect to z numerically. To this end, we vary the current z estimate by ±h z and re-evaluate the D terms. This proceeding allows to compute the derivatives of D with a standard central difference scheme. In addition the contributions of the smoothness term are discretised using standard central differences. In order to solve the sparse linear system of equations in dz k,l+1 efficiently we apply the successive over-relaxation method (SOR). After sufficient solver iterations as well as sufficient fix point iterations l we crop the computed increments dz k,lmax such that |dz k,lmax | ≤ dz limit and then update the depth via z k+1 = z k +dz k,lmax . This avoids that erroneous increments misdirect the computation in case the linearisation provides a poor approximation in x. Let us note that controlling the size of updates is a standard procedure in many numerical algorithms.
Experimental Evaluation
To investigate the performance of our algorithm, we made use of the synthetic test images shown in Fig. 1 that have already been used in Ju et al. [14] . For a suitable comparison we also employ the same error measures as in their original paper: the relative surface error (RSE) which determines how well the reconstructed surface matches the ground truth and the relative image error (RIE) that indicates how well the reprojected image fits the input image. For the purpose of using a minimum number of parameters and of demonstrating that the proposed algorithm does not need a time-consuming fine tuning we choose a set of parameters which will be used throughout the following experiments, namely a downsampling factor of η = 0.9, κ = 5, l max = 9, 10 SOR iterations, dz limit = 0.01, h z = 10 −12 and a contrast parameter of λ = 10 −3 . Further, the confidence function c is set to 0 at the background pixels and otherwise set to 1.
Impact of the Smoothness Term. In our first experiment we investigate the impact of the smoothness term under increasing values of the regularisation parameter α. In Fig. 2 the original input image is shown as well the reprojected images of computations with increasing α. As one can see, increasing α leads to an estimation of a smoothed surface while details are gradually eliminated. This is not only a very important property in the presence of noise, it also allows to specify the level of detail of the reconstruction.
Comparison with other Methods. In the second experiment we compare our method with the PDE-based approach of Vogel et al. [30] with Lambertian reflectance model (= baseline model of Prados et al. [23] ) and the variational approach of Ju et al. [14] . In order to demonstrate the advantages and shortcomings of these approaches we consider the original input images as well as noisy versions (Gaussian noise with σ = 20). The computed error measures are listed in Tab. 1. It can be seen that for the original input images our new linearised approach yields slightly higher error values, especially in the case of the Dragon. However, except for the Dragon, the errors are below one percent. Moreover, the results for the noisy test images show the advantage of variational methods that include a regularisation mechanism contrary to PDE-based SfS approaches. While the PDE-based approach produces strongly deteriorated results due to its crucial dependence on the initialisation at singular points, both variational approaches achieve much lower surface errors. Furthermore, our novel scheme does not suffer from the problem that the regularisation parameter α has to be chosen sufficiently small to allow convergence within a reasonable number of iterations -as in the case of the alternating explicit scheme of Ju et al. [14] . This explains why our optimal parameters do not necessarily have to coincide with the optimal parameters of Ju et al. [14] that have been tuned for a fixed number of 10 6 iterations (to keep runtimes within a day). We repeated the noise experiment with an additional pre-and post-processing step, respectively. While for the pre-processing a variational image denoising method with TV-regularisation was used, we employed a similar method with second order smoothness term corresponding to our regulariser in (6) for the post-processing. The outcome of this experiment is shown in Tab. 2. Although the approach of Vogel et al. [30] ben Table 1 . Comparison between the PDE-based method of Vogel et al. [30] , the variational method of Ju et al. [14] and our approach in terms of error measures (RSE, RIE) for the four test images without and with noise (σ = 20). The parameters of our approach are: Sombrero (α = 0.003), Stanford Bunny (α = 0.08), Dragon (α = 0.2), Suzanne (α = 0.04), Noisy Sombrero (α = 0.02), Noisy Stanford Bunny (α = 3), Noisy Dragon (α = 1), Noisy Suzanne (α = 2). For the other two approaches the same parameters have been used as in the original papers.
Vogel et al. [30] Ju et al. Reconstruction with Inpainting. Our third experiment considers the inpainting capabilities of the smoothness term given via Eqs. (6) and (8) . A similar experiment has been carried out in [13, 14] . However, the inpainted domains were rather small in those works. The explicit schemes used there would have needed more iterations to fill in larger regions resulting in tremendous computation time. In contrast, our new approach may inpaint larger regions without significant increase in runtime. To demonstrate this, we defined a degraded domain for inpainting considerably larger than those in [13, 14] and set the confidence function to 0 in the degraded domain. As shown in Fig. 3 our reprojected image of the reconstruction looks quite reasonable in spite of the huge amount of missing information. In case of rather flat regions no differences to the original image are noticeable, whereas missing regions with varying surface orientations, as e.g. at the ear, seem to be smoothed. However, an RSE of 0.00793 shows that the quality of the reconstruction is comparable to the RSE achieved by computing the reconstruction based on the original input image without missing regions (RSE = 0.00696).
High-Resolution Image. Since variational SfS approaches mainly use simple explicit schemes, they usually require thousands or even millions of iterations to converge. Hence, the runtime becomes a critical issue. As can be noticed in Tab. 3, our approach achieves a speed up of approximately 2000 for small images compared to the explicit approach in [14] . In particular, it allows a reasonable computation time for high resolution images such as Blunderbuss Pete depicted in Fig. 4 , where runtimes with explicit schemes become infeasible. Moreover, the quality is still highly competitive. As shown in Fig. 4 , the reprojected image of our approach is close to the ground truth (RIE = 0.03414), whereas the difference plots reveal some difficulties at the cloak (RSE = 0.02930). In contrast, the approach of Vogel et al. [30] achieves an almost perfect reprojected image (RIE = 0.00067). With respect to the surface it shows similar errors at the cloak, while the reconstruction at the knee and torso is better (RSE = 0.01593). 
Conclusion
In this paper we have introduced an efficient numerical scheme for variational perspective SfS based on a linearisation of the reflectance model. The proposed scheme not only yields speed ups of more than three orders of magnitude compared to standard explicit schemes without significantly compromising the quality of the reconstruction. It also allows to select sufficiently large values for the regularisation parameter without compromising the runtime, which enables us to deal adequately and efficiently with noise and missing information. Finally, the proposed numerical strategy is rather general such that it can be carried over to other variational models form the SfS literature that are based on standard explicit schemes so far.
