Abstract-Given a directed network with two integer weights, cost and delay, associated with each link, Quality-of-Service (QoS) routing requires the determination of a minimum cost path from one node to another node such that the delay of the path is bounded by a specified integer value. This problem, also known as the Constrained Shortest Path problem (CSP), admits an Integer Linear Programming (ILP) formulation. Due to the integrality constraints, the problem is NP-hard. So, approximation algorithms have been presented in the literature. Among these, the LARAC algorithm, based on the dual of the LP relaxation of the CSP problem, is very efficient. In contrast to most of the currently available approaches, we study this problem from a primal perspective. Several issues relating to efficient implementations of our approach are discussed. We present two algorithms of pseudopolynomial time complexity. One of these allows degenerate pivots and uses an anticycling strategy and the other, called the NBS algorithm, is based on a novel strategy which avoids degenerate pivots. Experimental results comparing the NBS algorithm, the LARAC algorithm, and general purpose LP solvers are presented. In all cases, the NBS algorithm compares favorably with others and beats them on dense networks.
OUTING is a fundamental problem in communication networks. In traditional data networks, routing is achieved by best effort routing. Best effort routing is primarily concerned with providing connectivity. FIFO provides best-effort service. Here, flows are not differentiated and are serviced on a first-come, first-served basis. In best effort routing, the routing protocol usually characterizes the network with a single metric, such as hop-count or delay, and uses a shortest path algorithm for path computation. Whereas the best-effort routing paradigm is adequate to serve the needs for traditional applications such as FTP (File Transfer Protocol), it is quite inadequate in providing the stringent Quality of Service (QoS) guarantees demanded by popular multimedia applications such as real-time digital video or audio transmission. To support a broad range of QoS requirements, routing protocols need to consider more complex models that incorporate multiple metrics, such as cost, delay, delay variation, loss probability, and bandwidth. This has triggered efforts toward proposals for QoS-based frameworks such as DiffServe and IntServ, QoS routing protocols that accommodate multiple QoS requirements, such as Q-OSPF and PNNI, and QoS routing algorithms (see [1] , [9] , [10] , [31] ). Despite these efforts, there is no standardized QoS routing protocol for the Internet. To the best of our knowledge, the only standardized QoS routing protocol is ATM PNNI [1] .
Two activities are involved in routing: 1) Capturing the network state information and disseminating the information throughout the network. This requires detection of significant changes, topology updates, distributed broadcasting (flooding) of the information to each node in the network, etc. 2) Routing algorithms that compute the paths that satisfy certain performance guarantees.
In this paper, we are concerned with the latter, namely, QoS routing algorithms. QoS measures can be classified into two types of metrics, nonadditive (also called bottleneck, e.g., bandwidth) and additive constraints. Each measure is modeled by associating a weight with each link. For a nonadditive measure, the QoS weight of a path is the minimum weight along the path. In the case of additive measures such as cost, delay, and delay-jitter, the QoS weight of a path is the sum of the QoS weights of the links on the path. Nonadditive measures can be handled easily by simply removing from the network the links that do not satisfy the required QoS measure.
In this paper, we are concerned with finding paths that satisfy additive QoS metrics. In particular, we are interested in the QoS routing problem that requires the determination of a minimum cost path from a source node to a destination node in a network that satisfies a specified upper bound on the delay of the path. This problem is also known as the Constrained Shortest Path (CSP) problem. The CSP problem is NP-hard [33] . Thus, there have been many efforts to develop efficient approximation algorithms and heuristics.
Heuristics, in general, do not provide performance guarantees on the quality of the solution produced, though they are usually fast in practice. On the other hand, -approximation algorithms deliver solutions within arbitrarily specified precision requirements, but are usually very slow in practice. References [12] , [21] , [29] and the references therein contain most of the current literature on approximation algorithms for the CSP problem. As regards heuristics, the LHWHM algorithm [22] is a simple heuristic which is very fast (requiring only one or two invocations of Dijkstra's shortest path algorithm) and produces solutions which are usually found to be of acceptable quality in practice. Reference [30] also discusses further enhancements of the LHWHM algorithm. There are heuristics that are based on sound theoretical foundation. These algorithms are based on solutions to the dual of the linear programming relaxation of the CSP problem. The first such algorithm was reported in [11] by Handler and Zang. This is based on a geometric approach (what is also called the hull approach [23] ). More recently, in an independent work, Jü ttner et al. [16] developed the LARAC algorithm, which also solves the dual of the CSP problem using the Lagrangian relaxation method. In contrast to the geometric method, they used an algebraic approach. In [40] , Xue developed an algorithm that is similar to the LARAC algorithm. In [5] , Blokh and Gutin defined a general class of combinatorial optimization problems of which the CSP problem is a special case and proposed an approach to this problem. In [35] , [39] , Xiao et al. drew attention to the fact that the algorithms in [11] and [16] are equivalent. In view of this equivalence, we shall refer to these algorithms simply as the LARAC algorithm. In [23] , Mehlhorn and Ziegelmann provided several insights on the QoS routing problem. In [15] , Jü tner established the strong polynomiality of the LARAC algorithm. Ziegelmann [43] provides a fairly complete list of references to the literature on the CSP problem.
Another problem, the Multi-Constrained Path (MCP) problem, has also been a topic of extensive study. In this problem, each link is associated with l > 1 additive weights. The MCP problem is to find an s-t path that satisfies all the l constraints. Key results and algorithms on the MCP problem may be found in [7] , [13] , [14] , [17] , [18] , [19] , [20] , [24] , [25] , [26] , [41] , [42] . Recent works on the QoS routing problem may be found in [3] , [6] , [27] , [37] , [38] .
In this paper, we present a novel approach to the QoS routing problem, making a departure from currently available approaches. We study the problem using the primal simplex method of linear programming and exploiting certain structural properties of networks. This is an extended and detailed version of our work in [36] and includes proofs of all results and more extensive experimental results. The rest of the paper is organized as follows: In Section 2, we define the CSP problem and present its Integer Linear Programming (ILP) formulation as well as its Linear Programming (LP) relaxation. This formulation is the same as the LP formulation of the minimum cost flow problem [2] except for an additional constraint due to the delay requirement. This additional constraint gives rise to several questions that need to be investigated to achieve an efficient implementation of the primal simplex method. This leads us to the definition in Section 3 of an equivalent problem on a transformed network, called the TCSP problem. Section 4 deals with the structure of the basic solutions of the RELAX-TCSP problem, the relaxed form of the TCSP problem. Section 5 discusses the revised simplex method of linear programming, its application on RELAX-TCSP, and several strategies to achieve an efficient implementation. This results in an algorithm that allows degenerate pivots and uses an anticycling strategy developed in Section 5.6. Another algorithm, called the NBS algorithm, presented in Section 6 avoids degenerate pivots completely. Both of these algorithms are of pseudopolynomial time complexity. In Section 6.3.2, we show how to extract an approximate solution to the original CSP problem from the optimum solution to the RELAX-TCSP problem and derive bounds on the quality of this solution with respect to the optimum solution. In Section 7, experimental results comparing the NBS algorithm with the LARAC algorithm [16] , the LHWHM algorithm [22] , and the general purpose LP solvers are presented. Section 8 concludes with a summary of the main contributions. To conserve space, the proofs of a few results are omitted.
THE CSP PROBLEM: LP FORMULATION AND THE LARAC ALGORITHM
In this section, we first define the Constrained Shortest Path (CSP) problem and present an ILP formulation. Due to integrality constraints in the ILP formulation, the problem is NP-hard. Relaxing the integrality constraints results in RELAX-CSP. We then present the LARAC algorithm of [16] , which solves the dual of RELAX-CSP.
Definition 1. Consider a directed network GðV ; EÞ, where V is the set of nodes and E is the set of links of the network. Each link ðu; vÞ 2 E is associated with two integer weights c uv > 0 (representing cost, the expense imposed by using or installing the link) and d uv > 0 (transmission delay along the link). For any path p (or cycle with a given orientation) define the cost cðpÞ and delay dðpÞ of p as
where p þ ðp À Þ is the set of forward (backward) links on p as we traverse p from the start node to the end node of p.
Notice that our assumption that link weights are integers does not involve any loss of generality because, in digital systems, all numbers are represented discretely and can be scaled and rounded to integers. In order to simplify our presentation, we assume all the values to be integers. We also assume that only links impose costs and delays. If the nodes impose costs and delays, we can use the node splitting technique to transform node costs and delays into link costs and delays (see [2, chapter 2.4] ).
We use the terms "link" and "arc" interchangeably. Without loss of generality, we assume that, for every node i, there is a directed path from i to the destination node t. In the rest of the paper, m ¼ jEj and n ¼ jV j.
A path is called a directed path (cycle) if there are no backward links in the path (cycle). Given two nodes s; t and an integer Á > 0, a directed s-t path p is said to be feasible if dðpÞ Á. In the rest of the paper, a directed s-t path will be referred to simply as an s-t path.
CSP (Constrained Shortest Path) problem. Find an s-t path p opt ¼ arg minfcðpÞjp is a feasible s-t pathg. This is illustrated with the example in Fig. 1 .
The CSP problem can be formulated as an integer linear programming problem as below.
CSP:
Minimize X ðu;vÞ2E
c uv x uv ð1Þ subject to X fvjðu;vÞ2Eg
x uv À X fvjðv;uÞ2Eg
Àd uv x uv À w ¼ ÀÁ ð3Þ 8ðu; vÞ 2 E; x uv ¼ 0 or 1:
In (3), w is the slack variable for the delay constraint. The main difficulty with the CSP problem lies with the integrality condition that requires that the variables x uv be 0 or 1. Removing or relaxing this requirement from the above integer linear program leads to RELAX-CSP, the relaxed CSP problem.
RELAX-CSP:
Minimize X 
We will show later that, by using a transformation and applying certain pivot rules, we can enforce x uv 1 (the discussion after Theorem 3, Section 5.5).
Dual-Based Approach: LARAC Algorithm
The dual of the CSP problem involves s-t paths and a variable ! 0. For each link ðu; vÞ, let the aggregated cost c be defined as c uv þ d uv . For a given , let c ðpÞ ¼ cðpÞ þ dðpÞ denote the aggregated cost of the path p. Finally, define LðÞ as:
Note that, in the above, minfc ðpÞjp is an s-t pathg can be easily obtained by applying Dijkstra's algorithm using aggregated link costs c uv þ d uv . Let the s-t path which has minimum aggregated cost with respect to a given be denoted as p . Then, LðÞ ¼ c ðp Þ À Á and the dual of the RELAX-CSP can be presented as follows:
The value of that achieves the maximum LðÞ in DUAL-RELAX-CSP will be denoted by Ã . Note that L Ã , the optimum value of DUAL-RELAX-CSP, is a lower bound on the optimum cost of the path that solves the corresponding CSP problem [16] . From the optimum solution to the RELAX-CSP problem, we can extract an approximate solution to the original CSP problem. The key issue in solving DUAL-RELAX-CSP is how to search for the optimal . The LARAC algorithm of [16] presented in Algorithm 1 is one such efficient search procedure. In this algorithm, Dijkstra(s; t; c), Dijkstra(s; t; d), and Dijkstra(s; t; c ) denote, respectively, Dijkstra's shortest path algorithm using link costs, link delays, and aggregated link costs with respect to the multiplier . In [39] , we have studied several aspects of the dual-based approach, such as optimality conditions, and other approaches such as parametric search and binary search.
A TRANSFORMED PROBLEM AND BASIC CONCEPTS
In contrast to most other approaches in the literature, we study the CSP problem using the primal simplex algorithm. In order to achieve an efficient implementation of the approach, we transform the problem to an equivalent one on a transformed network defined below.
1. the graph of the transformed network is the same as that of the original problem, i.e., GðV ; EÞ, 2. for ðu; vÞ 2 E, d The transformed problem will be referred to as the TCSP problem.
Theorem 1. An s-t path p
Ã is a feasible solution (respectively, an optimal solution) to the CSP problem iff it is a feasible solution (respectively, an optimal solution) to the TCSP problem.
In view of the above result, we consider in the rest of the paper only the relaxed form of the TCSP problem, namely, RELAX-TCSP (the same as RELAX-CSP except that the network is the transformed one as defined above). Also, we use Á (being odd) and d uv (being even) to denote the delay bound and link delay in the transformed problem, respectively. Notice that the transformation does not change the cost of any path in the network.
In the rest of the section, we shall define certain terminology leading to a matrix representation of RELAX-TCSP. Let the links be labeled as e 1 ; e 2 . . . ; e m and the nodes be labeled as 1; 2 . . . ; n. We shall denote the delay of edge e i as d i and the cost of e i as c i . The incidence matrix of G has m columns, one for each link, and n rows, one for each node [8] , [32] . The rank of this matrix is ðn À 1Þ and removing any row of this matrix will result in a matrix of rank ðn À 1Þ. We denote this resulting matrix as H H. We also assume that the row removed from the incidence matrix corresponds to node n. Also, we assume that the column of H corresponding to link e k will be denoted by the vector h h k . Lemma 1. Let GðV ; EÞ be a directed network with at least one cycle W (not necessarily directed). Assigning an arbitrary orientation to W , let U UðW Þ ¼ ðu 1 ; u 2 ; u 3 . . . ; u m Þ t , where
; for e j 2 W and the orientation of e j agrees with the orientation of W À1; for e j 2 W and the orientation of e j disagrees with the orientation of W 0; otherwise:
We shall denote by dðW Þ the signed algebraic sum of the delays of the links in a cycle W as we traverse around the cycle along the given orientation. Since rank (B BÞ ¼ n, we have
Thus, the lemma follows. Thus it follows from the above lemma that the transformation we introduced guarantees that the structure of the basis subgraph will be one of the three forms shown in Fig. 2 (a spanning tree or a spanning tree plus an extra link). In a later section, we shall introduce a pivot rule which will ensure that the basis subgraph will not contain any directed cycle, thereby eliminating the structure in Fig. 2c .
REVISED SIMPLEX METHOD ON THE RELAX-TCSP PROBLEM
In this section, we first briefly present the different steps in the revised simplex method of linear programming that is described in detail in [8] . We then derive formulas required to identify the entering and the leaving variables.
Revised Simplex Method
Consider an arbitrary linear programming (LP) problem in the standard form.
Here, A A is an n Â ðm þ 1Þ matrix with rank ðA AÞ ¼ n,
Each feasible basic solution x x Ã is partitioned into two sets, one set consisting of the n basic variables and the other set consisting of the remaining m þ 1 À n nonbasic variables. This partition induces a partition of A A into B B and A A N , a partition of x x into x x B and x x N , and a partition of c c into c c B and c c N , corresponding to the set of basic variables and the set of nonbasic variables, respectively. The basis matrix B B is nonsingular.
Revised Simplex Method 
Initialization
To construct an initial basic feasible solution, we first determine a spanning tree containing a feasible s-t path. This can be done by applying Dijkstra's algorithm to compute the shortest path tree with respect to the delay from all nodes to the destination node t. If the resulting s-t path in the tree is infeasible, then no feasible path exists and the algorithm terminates. Without loss of generality, we assume that the s-t path is feasible.
Clearly, in the basic solution corresponding to the spanning tree selected as above, the flows in all the links in the s-t path in the spanning tree will be equal to one and flows in all other links will be zero. Since the delay of every link in the TCSP problem is even and the upper bound Á on path delay is odd, the slack variable w > 0 and, so, it is in the initial basic feasible solution.
In Sections 5.3 and 5.4, we solve the systems of equations in Steps 1 and 3 and derive explicit formulas for Y and V . These results are from [37] and are repeated here for the sake of completeness. If a link flow variable is chosen as the entering variable, then the corresponding link is called the in-arc. Out-arcs are similarly defined. This system of equations has n equations in n variables. We get the following from (15 
From the above, we can see that we can set the potential of node n at any constant. In all computations that follow, we shall set the potential of node n equal to zero. It can be seen from (16) that, for any link ði; jÞ in G b ,
From (17), we also have that, for any path p from i to j and any cycle W in G b ,
Proof. If there is no cycle in G b , then the slack variable w is a basic variable and the corresponding column ½0; 0 . . . ; 0; À1 t will be a column of B B. Since the cost of the slack variable is zero, we get from (15) 
Lemma 6. A link is eligible to enter the basis if its reduced cost is negative and the slack variable is eligible to enter the basis if < 0.
Proof. The proof follows from Step 2 of the revised simplex method. t u
Once we have computed the value of as in Lemma 5, the other potentials y i s can be calculated using (18) and selecting the path in G b from node n to node i. Summarizing the above, we have the following procedure for solving Y Y B ¼ c c B and calculating the potentials:
1. Set the potential of node n to zero. 2. Compute as in Lemma 5. 3. For each node i, let p i be a simple path in G b from node n to node i. If there are two paths in G b due to the cycle, we will get the same results no matter which path is selected. where p þ i and p À i are the sets of forward and backward links on p i , respectively, as we traverse the path from node n to node i. Once the potentials are determined, an entering variable, if it exists, can be selected as in Step 2 of the revised simplex method.
Solving the System B BV V ¼ a a k
We next show how to solve the system of equations B BV V ¼ a a k . We consider three cases:
Case 1: G b contains no cycle, that is, G b contains only n À 1 links and the slack variable w is a basic variable. The link e k ¼ ði; jÞ is the entering variable.
Case 2: G b contains a cycle (that is, G b has n links) and the entering variable is e k ¼ ði; jÞ.
Case 3: G b contains a cycle (G b has n links) and the entering variable is the slack variable.
Solutions in all the three cases are summarized in the following theorem. v i ¼ À1; for i < n and the link corresponding to the ith column of B is on W 0 and its orientation agrees with the cycle orientation 1; for i < n and the link corresponding to the ith column of B is on W 0 and its orientation disagrees with the cycle orientation dðW 0 Þ; for i ¼ n 0; otherwise:
2) If G b contains a cycle W and the entering variable is a link Proof. Case 1: G b contains only n À 1 links, i.e., there is no cycle in G b and the slack variable w is a basic variable, and the link e k ¼ ði; jÞ is the entering variable. In this case,
; where H H nÀ1;nÀ1 is associated with the ðn À 1Þ links in G b and n À 1 nodes and D D 1;nÀ1 is the vector of ðn À 1Þ components (corresponding to the basic variables except for w) of the last row of matrix A A. Let W 0 denote the new cycle formed by adding the inarc e k ¼ ði; jÞ and let the orientation of W 0 be chosen to be the same as the orientation of the in-arc. By Lemma 1, it is easy to verify that the vector V V ¼ ðv 1 . . . ; v n Þ t defined as in the theorem solves the system B BV V ¼ a a k .
Case 2: The basic variables are associated with n links and the entering variable is e k ¼ ði; jÞ. In this case,
where H H nÀ1;n is associated with the n links and n À 1 nodes and D D 1;n is the vector of the n components of the last row of A A corresponding to these n links and
We need to solve the system of equations
First, let us consider
Because there are n links in G b , there is exactly one cycle, denoted by W . Therefore, according to Lemma 1,
After adding link e k ¼ ði; jÞ, we get a new cycle W 0 and we choose the orientation of this cycle to be the same as that of e k . Then, by Lemma 1,
So,
Because rankðH H nÀ1;n Þ ¼ n À 1; ÀV V 0 p þ uV V 0 , u 2 R is the solution space of (21) . We can compute u as follows:
Therefore, we have proven that
is the desired solution to B BV V ¼ a a k . Case 3: The basic variables are associated with n links and the entering variable is the slack variable w.
Following the arguments in Case 2, we can show that
A Pivot Rule and Structure of Basic Feasible Solutions
In this subsection, we present a pivot rule and study the structure of subgraphs of basic solutions generated by the simplex method. The subgraph G b of the initial basic feasible solution has ðn À 1Þ links and the nth variable in this basic solution is the slack variable w > 0. At this initial step, ¼ 0 (Lemma 5). Define dðG b Þ ¼ P ðu;vÞ2Gb x uv d uv . By (7), dðG b Þ ¼ Á À w. Now, one of the following two possibilities occurs in the next pivot:
1. The simplex method constructs a new spanning tree solution with the slack variable w remaining nonzero in the new solution. 2. The simplex method constructs a G b that contains one cycle W (formed by adding the in-arc) and w becomes nonbasic with respect to this solution. The cycle W cannot be a directed cycle. If it were a directed cycle, then the reduced cost of the entering link will be equal to the sum of the costs of the links in W . This sum is a positive number, contradicting the requirement that the reduced cost of the entering link must be negative (Step 2 of the revised simplex method). By Lemma 4, there will be exactly two s-t paths in G b . Also, the flow values on all the links in W must be nonzero, for, otherwise, all the link flows will be either 0 or 1, making w nonzero and, hence, basic. Summarizing, the first time a G b with a cycle is encountered, it will necessarily be of the form shown in Fig. 2b . Flows on the links in the cycle will be or 1 À . The simplex method will select the value of > 0 in such a way that dðG b Þ ¼ Á.
Though the cycle in the G b encountered the first time after initialization will not be a directed cycle, in a subsequent step, a G b with a directed cycle may be created. To achieve an efficient implementation of the simplex method, we would like to avoid generating any G b containing a directed cycle. This can be achieved by the pivot rule P1 given next.
Pivot Rule P1. Select the slack variable w as the entering variable if it is eligible to enter.
Theorem 3. If Pivot Rule P1 is followed and the simplex method on the RELAX-TCSP problem is initialized as in Section 5.2, then no basic solution subgraph G b will contain a directed cycle.
Proof. Assume that a G b with a directed cycle W 0 is created and let e ij ¼ ði; jÞ be the in-arc with which this cycle is created.
Suppose W 0 ¼ e ij e jj 1 e j 1 j 2 . . . ; e j k i and p ji is the directed path from j to i in W 0 . Since e ij is an in-arc and Y Y ¼ ðy 1 ; y 2 . . . ; y nÀ1 ; Þ is the potential vector, we have rði; jÞ ¼ y j À y i þ d ij þ c ij < 0 and rðp ji Þ ¼ y i À y j þ dðp ji Þ þ cðp ji Þ ¼ 0.
Summing the above, we obtain dðW 0 Þ þ cðW 0 Þ < 0. Since dðW 0 Þ > 0 and cðW 0 Þ > 0, < 0. This implies that the slack variable is eligible to enter the basis but was not selected. This is a contradiction. t u Theorem 3 implies that Pivot Rule P1 along with the transformation introduced in Section 3 guarantees that G b will take only the structures shown in Fig. 2a and Fig. 2b . Under these conditions, we are also guaranteed that the values of the variables x uv will be restricted to the range 0 x uv 1.
An Anticycling Strategy
A basic solution in which one or more basic variables assume zero values is called degenerate. A degenerate basic solution may result in a pivot that does not alter the basic solution. Such pivots are called degenerate. Furthermore, a basic solution generated at one pivot and reappearing at another will lead to cycling. Since degenerate pivots do not result in any improvement of the solutions, they are also a cause of inefficiency. We present two strategies to handle degeneracy. The first one to be presented in this subsection is the anticycling strategy, which is a variation and extension of Cunningham's anticycling strategy in [2] , [4] , [8] . The second strategy, to be presented in Section 6, is designed to avoid degenerate pivots completely. is strongly feasible, in G iþ1 b , link e must be oriented toward the root node t, which implies that node t belongs to G b ðvÞ (the component of G i b À f containing v). Now, we can obtain the potentials using (27) .
Since r uv ¼ cðe uv ; Þ þ y v À y u < 0, 
A STRATEGY FOR AVOIDING DEGENERATE PIVOTS AND THE NETWORK SIMPLEX-BASED (NBS) ALGORITHM
In this section, we first present, in Section 6.1, a strategy for avoiding degenerate pivots. We then show, in Section 6.2, how to select a leaving variable. In Section 6.3, we present a complete description of the new Network Based Simplex (NBS) algorithm and its complexity analysis. We also show how to extract an approximate solution to the TCSP (hence the original CSP) problem and establish the performance bounds on the approximate solution.
Avoiding Degenerate Pivots
In this subsection, we shall develop a strategy which avoids performing degenerate pivots which is based on the following pivot rule:
Enhanced Pivot Rule P2. If there is a choice for selecting the entering variables, then select an entering variable in the following order of preference:
1. the slack variable if it is eligible to enter, 2. eligible links whose tail nodes are on the directed s-t path(s) in the current G b .
As we discussed in Section 5, rule 1 above guarantees that every G b is of one of the two forms in Fig. 2a and Fig. 2b . Both these subgraphs of basic solutions are strongly feasible. Consider the next rule, 2. Suppose we can find an in-arc e ¼ ðu; vÞ according to rule 2. Let W 0 denote the new cycle in G b þ e with its orientation defined as the direction of e. It can be seen that the flows on all links in W 0 whose directions disagree with that of W 0 are nonzero and, thus, we can push positive amount of flow along the cycle until the flows on some links of the s-t path (whose directions disagree with the orientation of W 0 ) reach zero. By removing one such link with zero flow, we obtain a new G b . In fact, we can select the out-arc in such a way that the resulting G b is also strongly feasible (see the next subsection). This pivot will not lead to degeneracy. On the other hand, if no such link is eligible to enter the basis (note: in this case, is nonnegative), then we have no option but to perform a degenerate pivot. To avoid performing degenerate pivots, we proceed as follows:
Let P be the set of nodes on the s-t path(s) in the current basis subgraph G b . Assign costs to links in the network as follows: Link cost c uv with u 6 2 P and v 2 P is set as cðe uv ; Þ þ y v > 0; otherwise, c uv is set as cðe uv ; Þ (see Fig. 3) . Now, condense all the nodes in P into a single node, say, R, and reverse the directions of all the links. Let the resulting network be called N 0 . Note that none of the links with both its ends in P will be in N 0 . Now, use Dijkstra's algorithm on N 0 and obtain the shortest path tree with node R as the start node. The links of G corresponding to the links of the shortest path tree of N 0 and the links with both end nodes in P will be a new basis subgraph G 0 b (notice that this operation preserves the strong feasibility of G b and will not change the value of ). Let the shortest distance value of the node u computed by the algorithm be dðuÞ. Then, we set the potentials of the nodes with respect to G 0 b as follows: For each node u 6 2 P , y u ¼ dðuÞ and, for all other nodes (all the nodes in P ), the potentials are the same as in the previous G b . Now, 8ðu; vÞ; u 6 2 P , y u ¼ dðuÞ dðvÞ þ cðe uv ; Þ ¼ y v þ cðe uv ; Þ, which implies that, for all such links, rðu; vÞ ¼ y v À y u þ d uv þ c uv ! 0 and those links whose tails are not in P are not eligible for choice as in-arc. Since the above operation does not affect the value of , w is not eligible either. Thus, we can only consider arcs whose tails are in P (part 2 of Enhanced Rule P2). If we still cannot find an in-arc according to Enhanced Rule P2 after the above operation, it implies that we have gotten the optimal basic solution since no entering variable is available.
We will show in the following section how to choose a leaving variable using Theorem 2.
Finding a Leaving Arc (Out-Arc)
Suppose the current feasible basic solution G b is strongly feasible and link e ¼ ðu; vÞ is the in-arc. If G b contains a cycle W , then the flow can be decomposed into exactly two s-t paths. We define the branching point as the first node on W as we traverse the paths from node s to t (see Fig. 2b ). In this subsection, e and e 0 always denote the in-arc and outarc, respectively. Claim 1. If the current basic solution G b is strongly feasible and is not optimal, then one of the arcs e 0 incident to the branching node or the tail node of the in-arc e is eligible for choice as outarc and G b þ e À e 0 is still strongly feasible.
We prove the claim by enumerating all possible cases and determining the leaving variable in each case using Theorem 2 and Step 4 of the revised simplex method. Let the cycle created by adding the in-arc be denoted by W 0 , with its orientation defined as that of the in-arc.
Case 1: Slack variable w is in the basic solution (the current G b is a tree, ¼ 0 and w > 0). This corresponds to Theorem 2.1. According to Step 4 of the revised simplex method, we need to consider only the entries of V V that are 1 or dðW 0 Þ if dðW 0 Þ > 0. Without loss of generality, assume dðW 0 Þ > 0. These entries correspond to the links of W 0 that lie on the s-t path of the current G b or the slack variable w. The corresponding entries in the current basic solution x x Ã B are 1 for the links and its current value for w. The minimum value of t satisfying the constraint x x Ã B À tV V ! 0 will be determined by the inequalities 1 À t ! 0 and w À tdðW 0 Þ ! 0. Thus, the maximum value of t will be minf1; w=dðW 0 Þg. Since w ¼ Á À dðG b Þ is odd and dðW 0 Þ is even, w=dðW 0 Þ 6 ¼ 1. So, if w < dðW 0 Þ, w will leave the basis. Otherwise, the links in W 0 that lie on some s-t path in the current G b are eligible to leave the basis. We shall select the unique link e 0 on the s-t path in G b that is incident to the tail node of the in-arc. This guarantees that the new G b , denoted as G Fig. 2 ).
The value of can be calculated from the equation
Case 2: The basic solution consists of n links, i.e., there is a cycle W with branching point a in the basic solution. The slack variable w is eligible to enter the basis if < 0. Then, according to part 1 of Pivot Rule P2, we let w enter the basis and shall select one of the two links in the current G b that are incident on the branching point a to leave the basis. The choice can be made using Theorem 2.3 of Section 5.4. Suppose > 0. An in-arc will create a new cycle W 0 . This corresponds to Theorem 2.2. We need to consider three subcases that capture all possibilities. Without loss of generality, we assume that the orientation of W is clockwise and the orientation of W 0 agrees with the direction of the in-arc. Case 2.1 ( Fig. 4a) : Possible out-arcs: (1, 2), (3, 5) , and (3, 4). Here, ðx 12 ; x 35 ; x 34 Þ ¼ ð1; ; 1 À Þ and, thus, the outarc corresponds to the first zero component in the following formula as t increases from 0:
Case 2.2 ( Fig. 4b ): Possible out-arcs: (1, 2), (2, 7), and (2, 3). Link (7, 6) is not eligible for out-arc for, otherwise, w 6 ¼ 0 in the next basic solution due to the property of the transformed network. The out-arc is decided by the following formula as in Case 2.1: We now present a complete description of the Network Based Simplex (NBS) algorithm that uses the strategies developed in Sections 6.1 and 6.2 for the RELAX-TCSP problem. We show in Section 6.3.1 that the algorithm is of pseudopolynomial time complexity. In Section 6.3.2, we show how to extract from an optimum solution to the RELAX-TCSP problem a feasible solution to the TCSP problem and, hence, to the original CSP problem and derive bounds on the deviation of this solution from the cost of the optimum solution. Proof. If there is no cycle, the proof is trivial. Assume there is a cycle W . It can be seen that the flow on links not on the two paths is 0 and the flows on the paths but not on the cycle are 1. Since there is a cycle, the flow can be decomposed into two paths, p 1 and p 2 . Consider flows on the cycle W . Suppose the flows on p 1 and p 2 are and 1 À with 0 < < 1. Assume dðp 1 Þ ! dðp 2 Þ. Since dðp 1 Þ and dðp 2 Þ are both even and Á is odd, dðp 1 Þ 6 ¼ Á and dðp 2 Þ 6 ¼ Á. Also, by Lemma 3, dðW
We also have
Similarly, we can prove that 1 À ! 1=dðW Þ. t u Fact 2. If e uv is the in-arc and W 0 and W are the newly created cycle and the old cycle (if it exists), respectively, we have
Proof. Suppose the cycle W 0 is e 1 e 2 . . . e k , where e 1 ¼ e uv . Since all the links but e uv on W 0 are in the basic solution, the reduced costs on all these links but e uv are 0. So, 
Proof. Follows from jcðT T 0 Þ À cðT T Þj ¼ tjy u À y v À d uv À c uv j and Facts 2 and 3.
t u
Theorem 5. The NBS algorithm terminates within 2n 3 D 2 C pivots, where n ¼ jV V j and D (respectively C) is the maximum link delay (resptively cost) and, hence, its time complexity is pseudopolynomial.
Proof. Let T T 0 ; T T 1 . . . T T l be the sequence of consecutive feasible basic solutions. It suffices to show that l 2ðnDÞ 3 .
According to Fact 4, cðT T 0 Þ À cðT T l Þ ! l=ð2ðnDÞ 2 Þ and cðT T 0 Þ nC. This implies that l 2n 3 D 2 C. Since each pivot requires OðmÞ operations, the NBS algorithm is of pseudopolynomial time complexity. t u
Using similar arguments, the revised simplex method that allows degenerate pivots but only uses the anticycling strategy of Section 5.6 can also be shown to be of pseudopolynomial time complexity.
An Approximate Solution to the TCSP/CSP Problem and Performance Bounds
If the optimal basic solution subgraph for the RELAX-TCSP problem contains no cycle, then, clearly, the s-t path in this subgraph is also the optimum solution to the original CSP problem. On the other hand, if the optimal basic solution graph contains a cycle, then the optimum flow can be decomposed into flows along two directed s-t paths, p 1 and p 2 , with positive flow along each path.
Lemma 8. If cðp2Þ cðp 1 Þ, then either cðp 2 Þ cðp Ã Þ cðp 1 Þ and dðp 2 Þ ! Á ! dðp 1 Þ, where p Ã is the optimal path of the original CSP problem or one of the two paths p 1 and p 2 is optimal.
Proof. Let 0 < < 1 and 1 À be the flows on p 1 and p 2 , respectively. We have
It follows from (28) It follows from the above lemma that the path p 1 is a feasible solution to the TCSP problem. We may use this as an approximate solution to the original CSP problem. We next evaluate the quality of this approximate solution.
Theorem 6. Let p 1 and p 2 be the two paths derived from the optimal solution to the RELAX-TCSP problem with cðp 1 Þ ! cðp 2 Þ, then
where is the flow on path p 1 at termination and Á is the delay bound.
Because cðp Ã Þ cðp 1 Þ,
Similarly, we can prove that
Using a special example below, we can show that no constant factor approximation solution based on the relaxation approach (including NBS and the LARAC algorithm) is possible (however, simulations show that the approximate solution is very close to optimum). For closing the gap between the optimum value and the approximate value, see [39] .
Let OP T , OP T S , and Á denote the optimal cost, the cost of the path returned by relaxation method, and the delay upper bound. In Fig. 5 , the solid links correspond to the basic variables in the optimal basis. Thus, OP T S ¼ Á À 4. Since OP T ¼ 4, jOP T S À OP T j=OP T ¼ ðÁ À 8Þ=4, where Á can be specified arbitrarily.
SIMULATION AND COMPARATIVE PERFORMANCE EVALUATION
We compared our NBS algorithm with the general purpose LP solvers, LARAC algorithm [16] , parametric search-based LARAC algorithm [39] (denoted as PARA), and the LHWHM algorithm [22] . The LARAC algorithm has time complexity of Oðm 2 log 4 mÞ [15] , while the parametric search-based LARAC algorithm has better complexity, namely, Oððm þ n log nÞ 2 Þ [39] . However, the complexity results are derived using the worst scenario and, thus, they may not be an accurate indicator of the performance of the algorithms on average basis. So, we compared the four methods using simulations. We use three classes of network topologies: regular graphs H k;n (see [32] ), Power-Law Out-Degree graph [28] , and Waxman's random graph [34] . For a network GðV ; EÞ, the nodes are labeled as 1; 2 . . . ; n ¼ jV j. Nodes n=2 and n are chosen as the source and target nodes. For the PowerLaw Out-Degree graph and Waxman's random graph, the hop number of feasible s-t paths is usually very small even when the network is very large. This will bias the results in favor of the LHWHM algorithm. So, for Waxman's random graphs, a link joining node u and v is added if ju À vj < jV j=50 besides other rules for generating random graphs. We keep the original version of Power-Law Out-Degree graph as in [28] . Even though this kind of graph favors the LHWHM algorithm, the comparison of the performance of the LARAC and NBS algorithms is still an indicator of the merits of NBS. The link costs and delays are randomly independently generated even integers in the range from 1 to 200. The delay bound is 1.2 times the delay of the minimum delay s-t paths in G.
The results are shown in Fig. 6, Fig. 7, Fig. 8 , and Fig. 9 . Experiments show that the NBS algorithm can usually find better solutions than the LARAC algorithm by selecting the best feasible path encountered during the execution instead of the optimum path to the RELAX-TCSP problem. We also find that, for sparse graphs (Fig. 6c) , NBS takes more time than the LARAC algorithm. However, when the network is dense (large out-degree, see Fig. 6d ), NBS beats LARAC. Basically, the NBS algorithm is a neighbor search algorithm in which a better solution is derived from the current solution. At each pivot, the NBS algorithm tries all the nodes in the s-t path in the current basic graph in order to find an in-arc emanating from a node in the path. When the graph is dense, it is more likely that an eligible in-arc can be found in fewer tries. On the other hand, the LARAC algorithm invokes a series of Dijkstra's shortest path algorithm. When the graph is denser, each step in Dijkstra's algorithm takes more time since Dijkstra's algorithm checks all the neighbors of the currently processed node.
We also compared the NBS algorithm with general purpose LP solvers: CPLEX 8.0 (www.ilog.com/products/ cplex), QSopt (www2.isye.gatech.edu/~wcook/qsopt), and CLP (www.coin-or.org). Among all three solvers, CPLEX is always the fastest (this is not surprising because CPLEX is recognized as one of the best LP solvers). So, we only report the experiments with CPLEX. In our experiments with CPLEX, we have used the same graphs as above. Using the CPLEX package, we may choose different optimizers such as the primal dual method, network simplex, etc. Our experiments show that the CPLEX using the primal dual uses the least time and, so, our comparison is with respect to this optimizer. Notice that CPLEX can also retrieve the network structure underlying the CSP problem. But, we found that this does not help decrease the running time. Actually, it takes a longer time to find the optimal solution if CPLEX is directed to use the special structure of the networks. The numerical simulation results in Fig. 9 show that the NBS algorithm is much faster.
SUMMARY
In this paper, we studied the QoS routing problem (or, equivalently, the CSP problem) from the primal perspective in contrast to most of the currently available approaches that studied the problem from a dual perspective. Specifically, we applied the revised simplex method on the primal form of the RELAX-TCSP problem. Several strategies are employed to achieve efficient implementation of the revised simplex method. These strategies include: explicit formulas to solve the systems of equations needed to find entering and leaving variables, an anticycling strategy, and a strategy to avoid degenerate pivots. These result in two algorithms. One of these allows degenerate pivots and uses an anticycling strategy developed in this paper. The other algorithm, called the NBS algorithm, avoids degenerate pivots. We show that both algorithms are of pseudopolynomial-time complexity. We have also shown how to extract an approximate solution to the original CSP problem from the optimum solution to the RELAX-TCSP problem and derive bounds on the quality of this solution with respect to the optimum solution. Extensive simulation results are presented to demonstrate that our approach compares favorably with the LARAC algorithm and is faster on dense graphs. Also, our algorithm is faster than the general purpose LP solvers.
Besides providing insights into the structure of solutions produced, our approach based on the primal simplex offers a framework for studying other classes of problems such as the disjoint QoS paths selection problem and the QoS routing problem with multiple constraints. In [37] , we have reported our results on the disjoint QoS paths selection problem. In the case of multiple constraints, the structure of basic solutions may contain up to l cycles for a problem with l additive constraints. To apply our approach to the case involving multiple constraints, we need to develop efficient methods to solve the two systems of equations studied in Section 5. Our approach, in combination with the approach developed in [24] , is expected to lead to further advances in this area. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
