In this paper, we consider the existence of second-order damped vibration Hamiltonian systems with impulsive effects. We obtain some new existence theorems of solutions by using variational methods. c 2016 All rights reserved.
Introduction and Preliminaries
The pioneering research of impulsive differential equations via variational methods was initiated by Nieto and O'Regan [5] , and study on impulsive differential equations with derivative dependence via variational methods was introduced by Nieto. In [4] the following boundary value problem was investigated    −ü(t) + g(t)u(t) + λu(t) = σ(t), a.e. t ∈ [0, T ], ∆ü(t j ) = d j , j = 1, 2, . . . , p, u(0) = u(T ) = 0, where λ, d j ∈ R, σ ∈ C[0, 1]. The author introduced a variational formulation for the damped linear Dirichlet problem with impulses and the concept of a weak solution for this problem. Since then there is a trend to study differential equation via variational methods which leads to many meaningful results, see [14, 15, 16, 17] and the references therein.
Motivated by the above mentioned work, in [2] , we obtained the existence of at least one classical solution, at least two classical solutions and infinitely many classical solutions of the following damped boundary value problem with impulses    −ü(t) + g(t)u(t) + λu(t) = f (t, u), a.e. t ∈ [0, T ], −∆u(t i ) = I i (u(t i )), i = 1, 2, . . . , p, u(0) = 0, αu(T ) + βu(T ) = 0, where λ is a parameter, T > 0, g ∈ C[0, T ], f ∈ C([0, T ] × R, R) and I i : R → R(i = 1, 2, . . . , p) are continuous, α ≥ 0, β > 0 (or β = 0).
Just as what Nieto said in [5] , "This approach is novel and it may open a new approach to deal with nonlinear problems with some type of discontinuities such as impulses". From then on, the second-order Hamiltonian systems with impulsive effects are also surveyed by variational methods, we refer the readers to [7, 8, 18] and the references therein.
Zhou and Li [18] studied the existence of period solutions of the following impulsive second-order Hamiltonian systems       ü (t) = ∇F (t, u), a.e. t ∈ [0, T ], u i (t j ) = I ij (u i (t j )), i = 1, 2, ..., N ; j = 1, 2, ..., p,
In this paper, we consider the second-order Hamiltonian systems with impulsive damped vibration
where
satisfies the following assumption: (A) F (t, x) is measurable in t for every x ∈ R N and continuously differentiable in x for a.e. t ∈ [0, T ], and there exists a ∈ C(R + ,
for all x ∈ R N and a.e. t ∈ [0, T ].
When g(t) ≡ 0, A(t) is a zero matrix and I ij ≡ 0, Hamiltonian systems (1.1) has been studied extensively, see [3, 9, 10, 11, 12, 13] and the references therein.
More precisely, Mawhin and Willem [3] studied the following Hamiltonian systems
they established existence of at least one period solution when satisfies the following assumption: F (t, x) is measurable in t for every x ∈ R N and continuously differentiable in x for a.e. t ∈ [0, T ], and there exist a ∈ C(R + , R + ) and b ∈ L 1 (0, T ; R + ) such that
for all x ∈ R N and a.e. t ∈ [0, T ] and there exists h ∈ L(0, T ) such that |∇F (t, x)| ≤ h(t), and furthermore T 0 F (t, x) → +∞ when |x| → ∞(Ahmad-Lazer-Paul type coercive condition).
Tang [10] studied the same Hamiltonian systems by using the least action principle and minimax methods when satisfying
For g(t) ≡ 0, A(t) is not a zero matrix and I ij ≡ 0 (i = 1, 2, ..., N ; j = 1, 2, ..., p), the Hamiltonian systems (1.1) is an impulsive damped vibration Hamiltonian systems. In this paper, our aim is to study the existence of second-order Hamiltonian systems with impulsive damped vibration differential equations. The rest of the paper is organized as follows. In Section 2, we give several important lemmas and variational structure. The main theorems are formulated and proved in Section 3. In Section 4, some examples are presented to illustrate our results.
Preliminaries and variational structure
for all u, v ∈ H, where (.,.) denotes the inner product in R N .
Set
For all u ∈ H 2 (0, T ; R N ), we have u(t) =u(t + ) −u(t − ) = 0 for any t ∈ (0, T ). If u ∈ H, we have that u is absolutely continuous andu ∈ L 2 (0, T ; R N ), thus the one side derivativesu(t + ),u(t − ) may not exist, which leads to the impulsive effects.
Let
, a.e. t ∈ [0, T ], thus G(t) is absolutely continuous, which leads to the boundedness of G(t), hence max t∈[0,T ] e G(t) and
and the corresponding norm is defined by
By the similar proof of the corresponding parts in [1] , one has the above norm is equivalent to the usual one
. Now we recall that
and
The Sobolev space H has some properties as follows.
Lemma 2.1 ([3]
). There exists
Lemma 2.2 ([3]).
If the sequence {u k } converges weakly to u in H, then {u k } converges uniformly to u on
In the following we give the variational structure.
Multiply the two sides of the first equality (1.1) by e G(t) to get
By Remark 3 in P.7 of [3] , one hasu is classical derivative of u, thus the above equality implies (e
Now multiply by v(t) ∈ H at both sides and integrate from 0 to T ,
Combining with (2.1), one has
Thus, a weak solution to (1.1) is given below and it is inspired by the weak solution defined in [4] .
For the sake of convenience, we define A = {1, 2, ..., N }, B = {1, 2, ..., p}. Consider the functional ϕ : H → R defined by
we have the following two lemmas.
Lemma 2.5. The functional ϕ is continuously differentiable.
Proof. Let
By assumption (A), L(t, x, y) satisfies all assumptions of Theorem 1.4 in [3] . Hence, by Theorem 1.4 in [3] , we know that φ is continuously differentiable. By the continuity of I ij , i ∈ A, j ∈ B, we know that ψ is continuously differentiable. Thus ϕ is continuously differentiable and ϕ (u) is defined by
Lemma 2.6. If u ∈ H is a solution of the Euler equation ϕ (u) = 0, then u is a weak solution of (1.1).
Proof. Since ϕ (u) = 0, thus for any v ∈ H,
thus by Definition 2.4, u is a weak solution of (1.1).
Main results
Theorem 3.1. Suppose that (A) and the following conditions are satisfied (i) There exist f, e ∈ L 1 (0, T ; R + ) and α ∈ [0, 1) such that
for all x ∈ R N and a.e. t ∈ [0, T ]; (ii) A(t)x · x ≥ 0 for all x ∈ R N , a.e. t ∈ [0, T ]; I i,j (t)t ≥ 0 ∀i ∈ A, j ∈ B, t ∈ R;
(iii) |x| −2α T 0 F (s, x)ds → −∞, as |x| → ∞. Then (1.1) has at least one weak solution in H when λ > 0.
Proof. It follows from (i) and Lemma 2.5 that
, where
By (ii), one has
Noting that [3] , ϕ has a minimum point on H, which is a critical point of ϕ and also is a weak solution of (1.1).
Theorem 3.2. Suppose that assumption (A) and (i) of Theorem 3.1 hold, furthermore, the following conditions are satisfied (iv) There exist b ij , c ij > 0 and β ij ∈ [0, 1), such that
Proof. Let {u n } be a sequence in H such that {ϕ(u n )} is bounded and ϕ(u n ) → 0, as n → +∞, then we will prove {u n } possesses a convergent subsequence. We first prove that {u n } is bounded. LetC
In a way similar to the proof of Theorem 3.1, for all n, one has
Let b = max i∈A,j∈B b ij and c = max i∈A,j∈B c ij . According to (iv), one has
, by (3.3), (3.4), (iv) and Young's inequality, for large n one has
It follows from Wirtinger's inequality that
By (3.5) and (3.6), one has
for all large n and some positive constants C 5 , C 6 , C 7 and C 8 . It follows from (i) and Lemma 2.3 that
Combining (v), (vi), (3.7), (3.8) with (3.9), one has
for large n and some positive constants C 9 and C 10 . We claim that {ū n } is bounded. Otherwise, suppose |ū n | → +∞(n → ∞). It follows from (vi) and (3.10) that
which contradicts the boundedness of ϕ(u n ). Hence, it follows from (3.6), (3.7), and the boundedness of {ū n } that {u n } is bounded in H, then there exists a subsequence denoted by {u n k } of {u n } such that {u n k } weakly converges to some u in H, then the sequence {u n k } converges uniformly to u in C[0, T ]. Hence
as n → +∞. Thus, we have
which follows that u n k → u in H. Thus, ϕ satifies the Palais-Smale condition. LetH = {u ∈ H|ū = 0}. Then H =H R N . To use the saddle point theorem (Theorem 4.6 in [6] ), we only need to verify (
Firstly, we show that (H 1 ) holds. By (vi), one has 
