SUMMARY The presence of the complex scaling behavior in network traffic makes accurate traffic prediction a challenging task. Some conventional prediction tools such as the recursive least square method are not appropriate for network traffic prediction. In this paper we propose a timescale decomposition approach to real time traffic prediction. The raw traffic data is first decomposed into multiple timescales using theà trous Haar wavelet transform. The wavelet coefficients and the scaling coefficients at each scale are predicted independently using the ARIMA model. The predicted wavelet coefficients and scaling coefficient are then combined to give the predicted traffic value. This timescale decomposition approach can better capture the correlation structure of the traffic caused by different network mechanisms, which may not be obvious when examining the raw data directly. The proposed prediction algorithm is applied to real network traffic. It is shown that the proposed algorithm outperforms traffic prediction algorithms in the literature and gives more accurate results.
Introduction
It is well known that some characteristics of Internet traffic fall beyond the conventional framework of Markov traffic modeling. Leland et al. demonstrated self-similarity in a LAN environment (Ethernet) [1] . Paxson et al. showed self-similar burstiness manifesting itself in pre-World Wide Web WAN IP traffic [2] . Beran et al. demonstrated self-similairty in variable-bitrate (VBR) video traffic [3] and Crovella et al. showed self-similarity for WWW traffic [4] . Recent measurements and simulation studies further revealed that wide area network traffic has complex multifractal characteristics on small timescales, and is self-similar on large timescales [5] , [6] . Cao et al. [7] and Furuya et al. [8] analyzed the small timescale behavior of traffic and found that WAN traffic tends to be Poisson on small timescales due to statistical multiplexing.
Accurate forecasting of the traffic is important in the planning, design, control and management of networks. Traffic prediction at different timescales has been used in various fields of networks, such as longterm traffic prediction for network planning, design and routing; and real-time traffic prediction for dynamic bandwidth allocation, and predictive and reactive traf-fic and congestion control. The presence of the complex scaling behavior makes the accurate forecasting of network traffic a challenging task. An implication of the self-similarity in network traffic is that the autocorrelation function r(k) of the traffic rate decays hyperbolically rather than exponentially fast:
where C r is a positive constant and β is related to the Hurst parameter by H = 1 − β/2. Hurst parameter is a measure of the self-similarity. As a result the autocorrelation function is non-summable, i.e.
k r(k) = ∞. Together with the slowly-decaying autocovariance function and the traffic non-stationarity, it suggests that some conventional prediction tools such as the recursive least square method [9] are not appropriate for network traffic prediction [10] .
In this paper, we shall present a timescale decomposition approach to traffic prediction. In addition to the characteristics of the applications generating the traffic, traffic variations at different timescales are caused by different network mechanisms. Traffic variations at small timescales (i.e. in the order of ms or smaller ) are caused by buffers and scheduling algorithms etc. Traffic variations at larger timescales (i.e. in the order of 100ms) are caused by traffic and congestion control protocols, e.g. TCP protocols. Traffic variations at even larger timescales are caused by routing changes, daily and weekly cyclic shift in user populations. Finally long-term traffic changes are caused by long-term increases in user population as well as increases in bandwidth requirement of users due to the emergence of new network applications. This fact motivates us to decompose the traffic into different timescales and predict traffic independently at each timescale. The proposed timescale decomposition approach to traffic prediction allows us to explore the correlation structure of network traffic at different timescales caused by different network mechanisms, which may not be easy to investigate when examining the raw data directly.
The rest of the paper is organized as follows: in section 2, we shall review existing work in the area; in section 3, we shall introduce the use of theà trous Haar wavelet transform to decompose the traffic into different timescales; in section 4 the prediction algorithm will be introduced; simulation results using real traffic traces are given in section 5 and finally some conclusions and further work are summarized in section 6.
Related Work
Some algorithms have been proposed in the literature for real-time traffic prediction, which include traffic prediction based on the FARIMA (fractional autoregressive integrated moving average) model [11] , the neural network approach [12] , [13] and method based on the α-stable model [14] , [15] , etc. Traffic prediction based on the FARIMA model relies on the accurate estimation of the Hurst parameter. Despite a number of estimators reported in the literature, the accurate estimation of the Hurst parameter remains a difficult problem even in off-line conditions [16] . The presence of nonstationarity and complex scaling behavior in network traffic makes the situation even worse. Therefore, traffic prediction based on the FARIMA model is not suitable for real applications. Traffic prediction using the neural network approach can be quite complicated to implement. The accuracy and applicability of the neural network approach to traffic prediction is limited [13] . Finally, traffic prediction based on the α-stable model has the same problem as traffic prediction based on the FARIMA model, which relies on the accurate estimation of the Hurst parameter. Moreover, the α-stable model is based on a generalized central limit theorem and its application is limited by that. It might achieve a good performance in heavy traffic or when there is a high level of traffic aggregations. However when traffic conditions deviate from that, the performance may be poor. Furthermore, the α-stable model is a parsimonious model, which may not be able to capture the complex scaling behavior of the traffic.
Earlier work also exists on using wavelet for traffic prediction. In [17] , Wang et al. use the Daubechies 40 wavelet filter to decompose the raw traffic rate into the wavelet coefficients and the scaling coefficients at one scale only and predict the wavelet coefficients and scaling coefficients using the recursive least square algorithm. The predicted wavelet and scaling coefficients are combined to give the predicted traffic rate. Their approach suffers from the fundamental flaw that in a Daubechies 40 wavelet, the wavelet coefficients and the scaling coefficients at the current time t rely on the future values of the raw signal. Therefore their algorithm actually cannot do any prediction. In [18] , Papagiannaki et al. use theà − trous wavelet transform for long-term traffic prediction. By using a B 3 spline filter, they decompose the raw signal, i.e. an exponentially weighted moving average of the 10s link utilization measurements, into six scales. The wavelet coefficients and the scaling coefficients at each scale are predicted using the ARIMA model. The predicted wavelet coefficients at scale 3 and the predicted scaling coefficients at scale 6, i.e. the largest timescale, are used to construct the predicted traffic value. The B3 spline filter used in their approach suffers the same problem as the Daubechies 40 wavelet filter in that the wavelet coefficients and the scaling coefficient at the current time t rely on the future values of the raw signal. To solve the problem, Papagiannaki et al. use the weekly standard deviation of the wavelet coefficients at scale 3 to replace the wavelet coefficient at scale 3 and use the weekly average value of the scaling coefficients at scale 6 to replace the scaling coefficient at scale 6 for longterm traffic prediction. Their approach may distort the physical meaning of the wavelet transform and is custom made for the traffic being analyzed, which do not have general significance. Moreover, their focus is on the prediction of long term traffic trend, which allows them to discard traffic variations at small scales (i.e. wavelet coefficients at small scales). The same method is not applicable to real time prediction of the instantaneous traffic rate, where the small scale traffic component constitutes a substantial part of the instantaneous traffic rate.
Wavelet transform has been widely used in traffic analysis and modeling, in this paper we use a special kind of redundant wavelet transform, i.e. theà − trous Haar wavelet transform, which is particularly suited for traffic prediction, and the ARIMA model for traffic prediction. A major advantage of theà − trous Haar wavelet transform is the calculation of the scaling coefficients and wavelet coefficients at the current time t uses information before time t only. Hence it solves the problem in [17] , [18] .
Wavelet Traffic Decomposition
Wavelet has many advantages when used for traffic analysis. Fundamentally, this is due to the non-trivial fact that the analyzing wavelet family itself possesses a scale invariant feature, a property not shared by other analysis methods. Quite different kinds of scaling features can be analyzed by the same technique.
Wavelet analysis is based on the decomposition of a signal using orthogonal bases † . Discrete wavelet transform (DWT) consists of the collection of coefficients
where < * , * > denotes inner product, {d j (k)} are the wavelet coefficients and {c J (k)} are the scaling coefficients. Equation (2) compares the signal X to be analyzed with a set of analysis functions
which is constructed from the mother-wavelet ψ(t) by † Some other wavelet bases exist, such as semi-orthogonal or bi-orthogonal wavelet bases. However in this research, we only consider orthogonal bases.
a time-shift operation and a dilation operation. The mother wavelet is a band-pass or oscillating function, hence the name "wavelet". Function ϕ Jk (t) is a time shifted version of the mother scaling function ϕ J (t):
is a low-pass function which can separate the large timescale (low frequency) component of the signal. Thus wavelet transform decomposes a signal into a large timescale approximation and a collection of details at different smaller timescales. Theoretically the scale j can span from −∞ to ∞. For practical signals, i.e. network traffic, we limit the scale to 0 ∼ J, where scale J is the largest timescale and scale 0 is the smallest timescale. Define a dilated and shifted function ϕ jk (t) of ϕ(t) as
Denote the subspace spanned by the basis functions {ϕ jk , k ∈ Z} as V j and the subspace spanned by the basis functions {ψ jk , k ∈ Z} as W j . Multiresolution analysis (MRA) requires the subspaces satisfy
Equation (5) implies that we can zoom into any timescale that we are interested in and use the coefficients of the wavelet transform to directly study the scale dependent properties of the data. For example, if we fix a scale j and investigate certain statistics of the wavelet coefficients at that scale across time we can obtain information about the scaling behavior of the signal as a function of j (the global-scaling behavior). Alternatively, if we fix a point in time t and examine how the wavelet coefficients within the cone of influence of t change across scales as we examine finer and finer scales, we can determine the local irregularity (the local scaling behavior) of the signal about the point t. Moreover the analysis of each scale is largely decoupled from that at other scales [6] . Refer to [19] , [20] for details of the wavelet theory. The roles of the mother scaling function ϕ(t) and the mother wavelet function ψ(t) can also be represented by a low-pass filter h and a high pass filter g. Thus the analysis and synthesis of a signal x(t) can be implemented efficiently as a filter bank [19] . The approximation at scale j, c j (t) is passed through the lowpass filter h and the high pass filter g to produce the approximation c j+1 (t) and the detail d j+1 (t) at scale j + 1. At each stage, the number of coefficients at scale j + 1 is decimated into half of that at scale j, due to downsampling. This decimation reduces the number of data points to be processed at the larger timescales and removes the redundancy information in the wavelet coefficients and the scaling coefficients. Decimation allows us to represent a signal X by its wavelet and scaling coefficients whose total length is the same as the original signal. However decimation has the undesirable effect that we cannot relate information at a given time point at different scales in a simple manner. Moreover, while it is desirable in some applications (e.g. image compression) to remove the redundancy information, in time series prediction the redundancy information can be used to improve the accuracy of the prediction.
In this paper, we use a redundant wavelet transform, i.e. theà − trous wavelet transform [21] , to decompose the signal. Theà − trous wavelet transform is a non-decimated wavelet transform which produces smoother approximations of the signal. Using thè a − trous wavelet transform, the scaling coefficients at different scales can be obtained as:
where 1 ≤ j ≤ J, and h is a low-pass filter with compact support. The wavelet coefficients at scale j are given by:
The set {d 1 , d 2 , ..., d J , c J } represents theà − trous wavelet transform of the signal up to the scale J, and the signal can be expressed as a sum of the wavelet coefficients and the scaling coefficients:
Many wavelet filters are available, such as Daubechies' family of wavelet filters, B3 spline filter, etc. Here we choose the Haar wavelet filter to implement theà − trous wavelet transform. A major reason for choosing the Haar wavelet filter is the calculation of the scaling coefficients and the wavelet coefficients at time t uses information before time t only. This is a very desirable feature in time series prediction. The Haar wavelet uses a simple filter h = (1/2, 1/2) [19] , [20] . The scaling coefficients at the higher scale can be easily obtained from the scaling coefficients at the lower scale:
The wavelet coefficients can then be obtained from Equation (8).
The Prediction Algorithm
In this section, we use the aforementionedà − trous Haar wavelet decomposition for traffic prediction. Instead of predicting the original signal directly, we predict the wavelet coefficients and the scaling coefficients independently at each scale and use the wavelet coefficients and the scaling coefficients to construct the predicted value of the original signal. Fig. 1 Architecture of the prediction algorithm Fig. 1 shows the architecture of the prediction algorithm. Coefficient prediction can be represented mathematically as (12) where m and n j is the number of coefficients taken for prediction and p is the prediction depth. In this paper, we only consider one-step prediction, i.e. p = 1. Multistep prediction can be achieved by using the predicted value as the real value or by aggregating the traffic into larger time interval.
ARIM A(p, d, q) model is used for prediction. An ARMA(p,q) (autoregressive moving average) model can be represented as:
where Z t is a Gaussian distributed random variable with zero mean and variance σ 2 and the polynomials
have no common factors [22] . Equation (13) can also be written in a more concise form as:
where φ and θ are polynomials of degree p and q respectively and B is the backward shift operator:
ARMA model assumes that the time series are stationary. For nonstationary time series, differencing operation can be used to remove the non-stationary trend in the time series. We define the lag-1 difference operator
An ARIMA(p,d,q) model is an ARMA(p,q) model that has been differenced d times: Fig. 2 and Fig. 3 shows the wavelet coefficients and the scaling coefficients of an hour-long LAN traffic trace. The time series being analyzed is the data rate of the LAN trace measured in byte/s during 1s measurement intervals. The details of the traffic trace will be introduced later. A visual inspection of the scaling coefficients and the wavelet coefficients indicates that the wavelet coefficients can be reasonably treated as a stationary time series with zero mean. Therefore wavelet coefficients can be modeled using the ARMA(p,q) model, or equivalently the ARIMA(p,0,q) model. However there is significant non-stationarity in the scaling coefficients. This non-stationarity becomes more obvious when examining the scaling coefficients over a longer time period as shown in Fig. 4 . Therefore for the scaling coefficients it is more appropriate to use the ARIMA(p,d,q) model.
Box-Jenkins forecasting methodology is used to establish the ARIMA(p,d,q) model for prediction at each scale. Box-Jenkins methodology involves four steps [22] :
• The first step is the tentative identification of the model parameters. This is done by examining the sample autocorrelation function and the sample partial autocorrelation function [22] of the time series X. • Estimation step. Once the model is established, the model parameters can be estimated using either a maximum likelihood approach or a least mean square approach. In this paper both the maximum likelihood approach and the least mean square approach were tried and their results are almost exactly the same. Thus we stick to the least mean square approach for its simplicity.
• Diagnostic check step. Diagnostic checks can be used to see whether or not the model that has been tentatively identified and estimated is adequate. This can be done by examining the sample autocorrelation function of the error signal, i.e. the difference between the predicted value and the real value. If the model is inadequate, it must be modified and improved.
• When a final model is determined, it can be used to forecast future time series.
Simulation
In this section, we apply the proposed method to the prediction of real network traffic. Table 1 shows information of the traffic traces. The Hurst parameters of the traffic traces are also shown in the table for reference. The Hurst parameters are obtained using the method in [23] . We use the traffic rate measured in the previous 1s time intervals to predict the traffic rate in the next second. Prediction over a longer or a shorter time interval can be achieved by reducing the length of the time interval or by multistep prediction. To validate the performance of the proposed prediction model, one of the traffic traces (i.e. trace 4) was picked randomly to establish the prediction model and the prediction model is then applied to the other traffic traces for prediction. Table 2 shows the model parameters of the ARIMA(p,d,q) model at each scale. Three scales are chosen. The choice on the number of scales is made based on the tradeoff between the model complexity and accuracy. Further increase in the number of scales significantly increases the complexity of the algorithm but there is only a marginal increase in accuracy. As shown in the table, most noise in the model comes from the wavelet coefficients at scale 1. In comparison with the wavelet coefficients and the scaling coefficients at other scales, the wavelet coefficients at scale 1 has very weak autocorrelations and a white noise like power spectral density. It is almost like white noise. It is the wavelet coefficients at scale 1 that limits the overall performance that can be achieved by the prediction algorithm. Fig. 6 shows the autocorrelation function of the wavelet coefficients at scale 1. The ARIMA models developed from trace 4 are then applied to the other traffic traces to establish the performance of the prediction algorithm. To measure the performance of the prediction algorithm, two metrics are used. One is the normalized mean square error (NMSE):
whereX(n) is the predicted value of X(n) and var(X(n)) denotes the variance of X(n). The other is the mean absolute relative error (MARE), which is defined as:
Since the relative error may be unduely affected by vary small values of X(n), to make meaningful observations, we only consider those samples of X which are not small than E(X) when computing M ARE. Table 3 shows the performance of the prediction algorithm. For comparison purpose, the performance of traffic prediction algorithms using the neural network approach and using ARIMA model without wavelet decomposition are also shown in the table. A number of neural network models with different number of input nodes, hidden nodes and transfer functions are evaluated, including those reported in [13] , [24] . It is found that the 32-16-4-1 network architecture used in [24] gives the best performance. Hyperbolic tangent sigmoid transfer function is used in the hidden layer and linear transfer function is used in the output layer. The performance of the 32-16-4-1 neural network model is shown in Table 3 to represent the prediction performance using the neural network approach. To achieve a fair comparison, the same trace is used to train the neural network parameters.
The very large data size in the training trace ensures the convergence of the neural network, which is also confirmed by a visual inspection of the error signal. The parameters of the ARIMA model without wavelet de-
As shown in Table 3 , the proposed algorithm gives better performance than the neural network prediction in most cases except for trace 2, where the MARE metric of the neural network approach is slightly better than the proposed approach. However, the NMSE metric of the neural network approach is much worse than the proposed algorithm for trace 2. Since when training the neural network and estimating the ARIMA model parameters for the proposed prediction algorithm, the metric used is the mean square error, we conclude that the proposed algorithm performs better than the neural network prediction even for trace 2. The proposed algorithm outperforms the ARIMA model without wavelet decomposition both in NMSE and MARE. Fig. 7 shows the absolute value of the autocorrelation function of the error signal for traffic trace 5 using the proposed algorithm and using the neural network prediction respectively. The autocorrelation function of the error signal using the proposed algorithm is much weaker than that using the neural network prediction and it dies down faster. This also indicates that the performance of the proposed algorithm is better than the neural network prediction. The autocorrelation function of the error signal for other traffic traces demonstrates similar characteristics.
As such, it can be concluded that the proposed algorithm achieves better performance than the neural network prediction. Moreover, only three scales are employed in the proposed prediction algorithm, which requires a memory length (here the memory length refers to the number of past raw data samples required for prediction) of about 16. In comparison, the neural net- work prediction requires a memory length of 32. The computation complexity using the proposed algorithm is also easier than that using neural network.
Conclusion and further work
In this paper we proposed a real-time network traffic prediction algorithm based on a timescale decomposition. The raw traffic data is first decomposed into different timescales using theà trous Haar wavelet transform. The prediction of the wavelet coefficients and the scaling coefficients are performed independently at each timescale using the ARIMA model. The predicted wavelet coefficients and scaling coefficient are then summed to give the predicted traffic value. As traffic variations at different timescales are caused by different network mechanisms, the proposed timescale decomposition approach to traffic prediction can better capture the correlation structure of traffic caused by different network mechanisms, which may not be obvious when examining the raw data directly. The prediction algorithm was applied to the real network traffic. The performance of the prediction algorithm was compared with those using the neural network prediction and using ARIMA model without wavelet decomposition. It was shown that the proposed algorithm outperforms traffic prediction algorithm using the neural network approach and using ARIMA model without wavelet decomposition and gives more accurate prediction. The complexity of the prediction algorithm is also lower than that using the neural network. The autocorrelation of the error signal of the prediction algorithm is very weak, which is an indication of the good performance of the proposed algorithm.
Furthermore, the prediction model developed from a weekday traffic trace showed good performance when it was applied to traffic traces collected in both week- days and weekends where the traffic rate changes significantly. This demonstrated the good generalization capability of the proposed prediction algorithm. It is expected that some work will be done in the future to automate the parameter estimation process for the prediction model, which will enable the proposed algorithm to be easily used in a variety of environments.
