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ABSTRACT 
The symmetric solutions of linear matrix equations like AX = B have been 
considered using the Kronecker product formulation [ 171 and the commutation matrix 
K [5, 111. In this paper a novel approach is followed, using the singular-value, 
generalized singular-value, real Schur, and real generalized Schur decompositions. 
Solvability conditions for the symmetric and nonsymmetric solutions are obtained, 
and the numerical properties of the related solution procedures are discussed briefly. 
1. INTRODUCTION 
Various aspects of the solution of linear matrix equations have been 
considered in [ 10, 141 and the references therein. For symmetric solutions of 
linear matrix equations like 
AX=B, (1) 
A, BE 9PXn, with the unknown matrix X being symmetric, there have 
been investigations by Vetter [17], Magnus and Neudecker [ll-131, Don [S], 
and others. 
In [ll, 13, 171, the dimension of the unknown vector in the Kronecker 
product formulation for Equation (1) is reduced, using the symmetry condi- 
tion. The elimination matrix L [ 131 and the commutation matrix K [ 121 turn 
out to be extremely useful in such reductions. Other patterns in the solution 
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matrix X can also be achieved [ll]. In [5], Don augmented the symmetry 
condition in terms of K to Equation (l), applied results in generalized 
inverses to the augmented linear matrix equation, and obtained some interest- 
ing results on solvability. 
In this paper, Don’s results will be proved and extended, using much 
simpler arguments involving the singular-value and generalized singular-value 
decompositions (SVD and GSVD; see [2, 15, 161 for details of the decomposi- 
tions). 
Symmetric and nonsymmetric solutions of other linear matrix equations, 
ATXB = C, 
ATX + X’A = C, 
ATXB + BTXTA = C. 
AX=B, CX=D 
will also be looked at, using SVD and GSVD as well as the real Schur and real 
generalized Schur decompositions (RSD and RGSD; see [8] for details of the 
decompositions). The related numerical algorithms will be discussed briefly 
when appropriate. 
When SVDs are used in the analysis, QR decompositions may be applica- 
ble or preferable, especially in computer implementations, but the corre- 
sponding modifications will not be pursued here. 
Similar ideas for the solution of linear matrix equations using appropriate 
matrix decompositions can be found in [l, 71. The similarity is strong, 
especially with regard to the work in Sections 5.2.2 and 5.3. 
Other papers by the author on the solutions of linear matrix equations can 
be found in [2, 31. 
2. SYMMETRIC SOLUTION OF AX = B 
In [5], the system AX = B, X = XT was rewritten in the form 
[ f”“,]vec(X) = [ veciB)], 
where the operator vec( .) stacks the columns of a matrix into a column 
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vector, and K is the permutation or commutation matrix [12] which trans- 
forms vec( X) into vec( XT ). 
Don proved the following theorem on the symmetric solution of Equation 
(1) [The notation ( .)- in [S] has been replaced by ( *)- for easier wordpro- 
cessing] 
THEOREM 1 (Don). The system AX = B, X = XT is consistent if and 
only if AA _ B = B and AB* = BAT. In that case it has the general solution 
X=A-B+(Z-A-A)(A-B)'+(Z-A-A)Z(Z-A-A), (2) 
with Z an arbitrary symmetric n X n matrix. The minimum-norm solution 
results for Z = 0. 
(Here (e)- denotes the (1,2,4), or minimum-norm, reflexive generalized 
inverse. See [S, 141 for details.) 
As any (I, 2,4)-generalized inverse can be used in the Equation (2) one 
can use the more readily computable Penrose (1,2,3,4) generalized inverse 
A+ in place of A-. 
An important consequence of the above theorem is: 
THEOREM 2 (Don). The dimension of the solution space fM the linear 
system AX = B, X = XT is (n - r)(n - r + 1)/2, where r = rank(A). 
From Theorem 2, it can be deduced easily that 
rank ‘@A 
[ 1 (n - r)(n - r + 1) Z-K = n2 - 2 * (3) 
The results in Theorems I and 2 can be proved quite simply by looking at 
is in its SVD (cf. [2, 81): the linear matrix equation (1) when the matrix A 
UDV*X=(ui,U,) 
V: 
VT 
2 1 X= B, 
where the matrices U and V are orthogonal and Z positively diagonal. 
Let U*BV and V*XV be denoted respectively by 
(4) 
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Note that the transformation VrXV preserves the symmetry of X. The linear 
matrix equation (1) can now be rewritten in the following unitarily equivalent 
form: 
From the above equation (5) B,, and B,, have to be zero matrices for 
consistency-which is equivalent to the condition (I - AA + ) B = 0 in Theo- 
rem 1 in the transformed coordinates: 
(I-AA+)B=u~u~TB=u,(B,,,B,)v~=o = (B,,,B,,)=o. (6) 
In addition, the submatrices Xi, and Xi, are equal to Y’B,, and 
2 -lB,, respectively. As the solution has to be symmetric, and X2, and X, 
are arbitrary, the solution matrix in the transformed coordinates will be 
Z-‘B,, Z-‘B1, 
BT,Z-’ 1 i? ’ 
where z” is an arbitrary symmetric matrix and Z - ‘B,, has to be symmetric 
-the symmetry condition ABT = BAT in Theorem 1 in the transformed 
coordinates: 
ABT- BAT=U,(ZBr,- B,,Z)U~=O @ Z-‘B,, symmetric, (7) 
as B21 = 0 from Equation (5). 
Interestingly, it is the fact that UZB = 0 [cf. Equation (5) or (6)] which 
makes replacing A - by A+ immaterial. Note, in terms of the SVD of A, that 
which implies A-B = A+ B + V2Z2,U,TB for an arbitrary matrix Z,,. 
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Theorem 2 can then be deduced easily, as the arbitrary symmetric matrix 
z” is of dimension (n - r ) x (n - r ) and has (n - r )( n - r + 1)/2 degrees of 
freedom. Equation (3) then follows straightforwardly. 
Similar to Equation (2), the symmetric solution of the linear matrix 
equation (1) in its original coordinates is 
1 VT=ViZ-lUirB+VsVsTBTUJ-‘V;r+VsZ”V,T 
= BTU,2 - ‘VT + Viz- ‘UirBV,vT + VsZVs*, (8) 
where Z - ‘B,, = Z - ‘UITBVl and z’ are symmetric matrices, with the latter 
being arbitrary. Note that 2 in Equation (2) satisfies V,‘ZV, = z”. 
Equally, Equation (8) can be proved from either Equation (2) or (5). In 
order to implement the solution process described by Equation (2) in a 
numerically stable manner, the matrix A has to be expanded in its SVD and 
one ends up with Equation (8) as a result. However, it is much more 
revealing and clearer to arrive at Equation (8) as well as Theorems 1 and 2 
starting from the SVD of A in Equation (1). 
3. LEAST-SQUARES SOLUTION 
If the consistency and symmetry conditions in Equations (6) and (7) are 
not satisfied, the analysis in Section 2 using the SVD of A enables us to 
consider the least-squares symmetric solution of Equation (1). From Equation 
(4), the transformations represented by the matrices U and V are orthogonal, 
thus preserving the sizes of the solution matrix X and the residual of the 
inconsistent Equation (1) in F-norm (Frobenius norm [8]). 
In Equation (7), the nearest symmetric matrix Xl, to Z-‘B,, in F-norm 
is (Z-‘B,, + BT,Z-‘)/2 [the symmetric part of Z-‘B,,, using the well-known 
result that the nearest symmetric approximation to any matrix P in F-norm is 
sym( I’) = (P + P*)/2]. The characterizations of the least-squares symmetric 
solution are the same as the consistent case, except for Xl1 = sym(Z -lB1,). 
The residual will be 
i 
=Y+‘Bll) 0 
B 21 1 42 ’ 
40 KINGWAH ERIC CHU 
where asym( .) denotes the antisymmetric part of a matrix argument, i.e. 
asym( P) = (P - PT)/2. Note that the symmetry condition in Equation (7) 
can be rewritten in the form asym( Z - ‘B,,) = 0. 
The least-squares symmetric solution of other linear matrix equations will 
not be pursued further in this paper. 
It may be possible to apply the techniques by Davis, Kahan, and 
Weinberger [4] when one is interested in the minimal-2norm symmetric 
solution, as pointed out by the referees, but the problem will not be pursued 
here. 
4. GSVD AND AX = B 
From the discussions in Section 2 and Equations (5) (6) and (7) the 
consistency of the symmetric solution of Equation (1) boils down to checking 
whether or not UsrB = 0 and asym( Z - ‘UirSV,) = 0. Numerically, it will be 
difficult to carry out such tests if the equation is consistent or nearly so [i.e. 
UZTB or asym(Z ‘UrrSV,) is small but nonzero]-one can only claim that a 
system represented by Equation (1) is close to a consistent one, within some 
error tolerance. It will also be interesting to quantify the conditioning of a 
consistent system or the distance of the system to its nearest inconsistent 
neighbor. 
The difficulty in determining whether UZTB is small or zero can be 
avoided by using the GSVD of (A, B) to analyse Equation (1) instead of the 
SVD of A (but one still has to check the symmetry of Z-‘UTBV, if a 
symmetric solution X is required). The use of the GSVD may well be of 
theoretical interest only, but it serves as a good introduction to this interest- 
ing and potentially powerful decomposition [3, 8, 15, 161. 
Let us first recall what a generalized singular-value decomposition (GSVD) 
is. (Warning: All other authors [3, 8, 15, 161 considered a pair of matrices 
with the same number of columns, but it is more natural in this paper 
notationally to consider matrix pairs with the same number of rows.) 
Given two matrices A E smX”, B E 9mxp with the same number of 
rows m, there exist orthogonal matrices U and V and nonsingular matrix M 
such that 
A= MZ,U, B = MZ,V, (9) 
where z, E gmxn, Z, E smxp, and k = rank(C) = rank(& B), r = 
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rank(A), with 
Z,= 
54 
. . 
0 
SB 
. . . 
0 
. . . 
. . 
?4 * . 
1, . . 
k-r ’ 
m-k 
k-r * 
m-k 
00) 
01) 
Here IA and I, are identity matrices, 0, and 0, are zero matrices, and 
S*=diag(cy,,...,cy,), Ss=diag(P,,...,P,), (12) 
with l>a,> ... >cu,>o, o<p,< ... </3,<1, and o~+j3~=1, i= 
1 ,.**, s. 
Some submatrices in Equations (10) and (11) can vanish, depending on 
the structures of the matrices A and B. 
In the situation where the matrix M in Equation (9) has to be inverted, 
ill-conditioning may occur, as the matrix is not orthogonal. In [15], the matrix 
is expressed as 
where the matrices Q and W are orthogonal, and 
where the matrix P is orthogonal. [It can be the SVD in Equation (14).] Thus 
the matrix M wilI be ill-conditioned iff the smallest nonzero singular value of 
C is small, i.e. when the (numerical) rank determination of the matrix C is 
not straightforward. Note that the matrix equation AX = B (without the 
symmetry condition for X) will be consistent if and only if rank( A, B) = 
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rank(A). In other words, the matrix M will only be ill-conditioned iff 
rank( A, B) (and thus the consistency of AX = B) is not clearly determinable. 
Note that the diagonal elements of Z, and Z, can be considered to be 
sines and cosines of canonical angles ei in the CS decomposition of (A, B) in 
[16], where a stable numerical algorithm by Stewart for the computation of 
the GSVD can be found. 
Expanding the matrices A, B in Equation (l), where p = n, using the 
GSVD, one has 
MZJ7.X = MZ,V. (15) 
Let us premultiply by M - ', postmultiply by U ‘, and denote UXU T and VU T 
by r? and v respectively. The above Equation (15) is then equivalent to 
[recall the discussion on the possible ill-conditioning of the matrix M after 
Equation (12), and note that 2 is still symmetric if X is] 
(16) 
From the above Equation (16), it is obvious that the submatrix I, on the 
RHS has to vanish, because of the consistency of the equation. [In other 
words, the canonical angles ei in Equation (16) are all nonzero.] Thus, the 
equation can be rewritten in the following simplified form: 
which is equivalent to 
Xi, Xi, Xi3 0 0 0 
s*x;s s*x, s,x, = S&z, S&2 S&.3 * (18) 
0 0 0 I [ 0 0 0 1 
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From the above discussion and Equation (la), it is easy to deduce the 
following theorem: 
THEOREM 3 
(1) The system AX = B is consistent if and only if the canonical angles fIi 
in Equation (16) are all nonzero. 
(2) For a symmetric solution X = XT, one also has V,, = 0, and X, = 
Si’S,V, has to be symmetric. 
(3) The symmetric solution is characterized by 
Xl,, Xl!&?, Xl, = 0, x, = s,-‘S,V,, x, = s&v,, 
with X, an arbitrary symmetric (n - r)x (n - r) matrix. 
We have thus avoided the testing of UzTB = 0 in Equation (6) by using 
the GSVD-the problem is replaced by the need to calculate the GSVD, 
with the possible ill-conditioning of the matrix M in Equation (9). If a 
symmetric solution X is required, symmetry conditions still have to be 
checked for the Don, SVD or GSVD formulation. 
It is obvious that similar results to those in Theorems 1 and 2 and 
Equation (3) can be deduced easily from the above Theorem 3. In addition, a 
new result is that the symmetric solution X cannot be nonsingular [as 
Xii = 0, j = 1,2,3, from (3) in Theorem 31 unless the canonical angles ei in 
Equation (16) are strictly less than 90” [i.e., the submatrix ZA vanishes in 
Equation (16) in addition to Za]. 
Finally, the numerical algorithm based on the GSVD suggested by 
Theorem 3 has not been proved to be numerically robust, because of the lack 
of a backward error analysis and the possible ill-conditioning of the matrix M 
in Equation (13). However, we have shown above that the matrix M will not 
be “too” ill conditioned unless AX = B is nearly inconsistent [recall the 
discussion after Equation (12)]. Note also that the matrix M (or its inverse) 
does not occur explicitly in the solution process-it only appears implicitly in 
the GSVD of (A, B) and the conversion of the original Equation (15) to 
Equation (16), on which the solution process is based. 
5. RELATED EQUATIONS 
In this section, we shall analyse the solution of some related linear matrix 
equations using SVD, GSVD, RSD, and RGSD. As we have already discussed 
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the case for Equation (1) in detail, the following exposition will be done 
briskly, unless we have something new to add. One should always keep in 
mind the numerical problems discussed in the previous sections, especially 
the one concerning the inversion of the matrix M, discussed after Equation 
(12). 
5.1. ArXB = C 
Using the GSVD of (A, B) (assuming that the solution matrix X is 
square), the equation ArXB = C is equivalent, using the notation in Equa- 
tions (9), (lo), and (ll), to 
UTZTMT-X.MZ V=C A B - g$z,=6, 
where J? and d denote MTXM and UCV T respectively. Note that we have 
again preserved the symmetry in 2. 
Partitioning X and C, compatibly with Z, and Z,, into [Xii; i, j = 
1 ,..., 41 and [Cij; i, j = l,..., 31 respectively, the equation is then equivalent 
to 
[ 
; S?GiB SF;+ [ $ ii, 21, 
0 
and the consistency and symmetry conditions as well as the characterizations 
of the solution can be deduced easily. 
Consistency conditions: 
C,,, Csr, Cs1, Css, C,, = 0. 
Characterizations: 
Xi, = C,,SB l, XL3 = CL3) x,, = s,-‘c&s,‘, x, = s,-‘c,. 
Arbitrary submatrices: 
Xi,, Xi,, X,,,X, and Xi,, i = 3,4, j = l,..., 4. 
If a symmetric solution X is required, not all the above submatrices are 
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arbitrary, as 
45 
xij=x;, 
and X, = Si ‘C&3,’ has to be symmetric. 
Note that the transformations from X to r? and back involve the matrix 
M, and some information will be lost invariably because of its lack of 
orthogonality. 
5.2. ATX+XTA=C 
This equation has been considered in 191. 
5.2.1. Nonsymmetric Solution. Expanding the matrix A using the SVD 
as in Equation (4) or (5), one has 
where 
denote UTXV and VTCV respectively. Note that the symmetry is preserved 
in d but not in x’. Clearly, the equation will be consistent if and only if 
C,, = 0, and the solution can then be characterized by 
xx,, + XT12 = Cl,, x1, = PC,,, 
and with X,, and X, being arbitrary matrices. 
Partitioning the matrices Z, X,, and C,, further into 
where uO, xoo, and c, are scalars, the equation for X,, is then simplified into 
. 
xocl= Ci30/2~,, aor,, + XT&, = C()l, and 
-T C,X,, + X,,Z:, = C,,. 
It is then obvious that xoo is fully determined, and rol and xl0 are 
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underdetermined. As XL1 satisfies a similar equation to X,,, it can be found 
similarly in a recursive fashion. 
5.2.2. Symmetric Solution. The method discussed in this subsection is 
an application of the techniques by Bartels and Stewart in [l]. For the 
symmetric solution of the equation, we have to assume further that the matrix 
A is square. 
Let us expand the matrix A in RSD, i.e. A = VRVr, where R is upper 
block-triangular with 2 ~2 blocks on the diagonal for complex eigenvalue 
pairs, with V being orthogonal. The equation will now be equivalent to 
where X and d denote VTXV and VTCV respectively. Again, the all- 
important symmetry is preserved in both X and 6 
Partitioning the matrices R, X, and d into 
we have the following three equations, using X,, = Xz: 
RTP,, + X,,R,, = Cm %L + X,,R, = C,, - X&, 
RT,X, + X&R, = c, - RT,X,, - X&R,,. 
Solving the problem recursively, the submatrix R,, will be either a scalar 
or a 2 x 2 block similar to 
For the scalar case, the first equation produces a unique answer for X,, = 
C,,/2R,,~ when R,, # 0. For the complex case, the components of X,, can 
be solved easily from a 3 x 3 set of linear simultaneous equations, with the 
determinant equal to &(a2 + p2), implying that the complex eigenvalue 
cannot be zero or purely imaginary. When the eigenvalue is zero or purely 
imaginary, C,, = 0 or is in the range of the operator RTI( .)+( .)R,, for 
consistency, implying that X,, is arbitrary or can be solved for using 
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generalized inverses. The result is consistent with the solvability conditions 
for the Sylvester equation ArX + XA = C. (See [3, 81.) 
After X,, is determined, the second equation is a Sylvester equation for 
Xi, and is solvable when the sums of the eigenvalues of R r1 and R, are 
nonzero. If any of the sums are zero, the corresponding components in the 
RHS have to be zero or in the range of the corresponding operator for 
consistency, with the usual implications on the components of X,,. For given 
X,, and Xi,, the third equation is in the same form as the original equation, 
with a smaller dimension. 
As a result, the eigenvalues of A cannot be zero, or come in pairs like 
f X, because of consistency. 
Note that “cleaner” solvability conditions can be obtained using the 
Jordan canonical form instead of the RSD of A. The submatrix R,, in the 
above equations will then vanish, with Jordan subblocks in R,, and R,, thus 
decoupling the equations. The Jordan canonical form is, of course, ill-condi- 
tioned to obtain numerically (see [8]). The RSD provides more troublesome 
solvability conditions, but forms a better basis for the numerical algorithm, 
because of the orthogonality in V and its use of real arithmetic. 
53 ArXB+BrXrA=C . . 
The method involving the RGSD in this section can be considered to be a 
generalization of the techniques by Bartels and Stewart in [l], and is closely 
related to some methods in [7]. 
The equation can be treated using the GSVD [RGSD] of (A’, Rr) 
[(A, B)] for the nonsymmetric (symmetric) case. Similar results to those in 
the previous subsection can be obtained. 
Using similar notation to that in the previous sections, we have the 
transformed equations 
A*= MZ,U, B*=M&V, z=uxv*, 
z 2'Z*+z A B B X'*2*=C" A 7 
and, for square A and B, 
A=URAVT, B=URBVT, J?=u*xu, 
R*fR A B +R*X"*R =d B A. 
e= M-‘CM-*, 
c= v*cv, 
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Note again that the numerically less well-conditioned Kronecker canonical 
form [6, 81 can be used instead of the RGSD of (A, I?) to obtain “cleaner” 
solvability conditions. 
In the symmetric case, the important trick is to preserve the symmetry in 
X and 6. The results in [3] on the solvability conditions for the generalized 
Sylvester equation of the type AX23 - CXD = E will be useful here. 
5.4. (AX, CX) = (B, D) 
For the simultaneous equations 
AX=B, 
CX=D, 
expand the matrix pair (A’, CT) using the corresponding GSVD, and the 
equations will be equivalent to 
AT=M&U, CT = M&V, X= MTXM, 
s=UBM, O=VDM, 
using the notation in Equation (9). Solvability conditions and characteriza- 
tions for the solution (symmetric and otherwise) can then be obtained in a 
similar fashion. 
For the simultaneous equations 
XA=B, 
XC=D, 
the GSVD of (A, C) can be used analogously. 
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6. CONCLUSIONS AND FURTHER WORK 
We have considered the symmetric solution of some linear matrix equa- 
tions, using various matrix decompositions. The least-squares symmetric 
solution of Equation (1) has been considered, but not those of the other 
equations. This is mainly because of the complications arising from decompo- 
sitions which involve nonorthogonal transformations-the F-norm of the 
solution or the residual is not preserved. Anyway, the matrix decomposition 
techniques discussed in this paper should be helpful in the least-squares 
symmetric solution of various linear matrix equations. 
It will be interesting to test the various numerical algorithms suggested by 
the solution processes in this paper. 
Finally, the results in this paper can obviously be generalized in a trivial 
manner to deal with antisymmetric solution of linear matrix equations, like 
AX = B, XT = - X. It is not so trivial to achieve other patterns in the 
solution, such as diagonality or triangularity, as in [ll]. 
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