We propose a new simplex-based direct search method for unconstrained minimization of a realvalued function f of n variables. As in other methods of this kind, the intent is to iteratively improve an n-dimensional simplex through certain reflection/expansion/contraction steps. The method has three novel features. First, a user-chosen integerm k specifies the number of "good" vertices to be retained in constructing the initial trial simplices-reflected, then either expanded or contracted-at iteration k. Second, a trial simplex is accepted only when it satisfies the criteria of fortified descent, which are stronger than the criterion of strict descent used in most direct search methods. Third, the number of additional function evaluations needed to check a trial reflected/expanded simplex for fortified descent can be controlled. If one of the initial trial simplices satisfies the fortified descent criteria, it is accepted as the new simplex; otherwise, the simplex is shrunk a fraction of the way towards a best vertex and the process is restarted, etc., until either a trial simplex is accepted or the simplex has shrunk to effectively a single point.
Introduction
Consider the unconstrained minimization problem:
where f is a continuous function from ℜ n to ℜ. An interesting class of methods for solving this problem are the direct search methods, which update the iterate based on only a few function evaluations along linearly independent directions. In contrast to gradient methods, these methods do not use the function values to explicitly construct an approximation to the gradient nor do they necessarily move iterates along gradient directions. As is noted in [25] , the direct search methods can be classified into two subclasses: those that modify the search directions at the end of each iteration, as exemplified by the methods of Box [2] , Nelder and Mead [15] , Powell [17] , Rosenbrock [18] , and Zangwill [31] ; and those that use a fixed set of search directions at all iterations, as exemplified by the methods of Box and Wilson [1] , Hooke and Jeeves [10] , Spendley, Hext, and Himsworth [23] , and Dennis and Torczon [6, 25] . Further studies of these and related methods are presented in [3, 4, 7, 8, 24, 26, 29, 30 ].
Motivation for the new method
Three previously proposed direct search methods are based on the intriguing idea of simplicial search, in which an n-dimensional simplex (represented by its vertices) is iteratively "improved" through certain reflection/expansion/contraction steps, possibly interspersed with non-improving shrink (i.e., restart with a smaller simplex) steps. The notion of improvement varies in these methods, although in all cases involves a criterion of strict descent, i.e., whether the function values at certain vertices have strictly decreased.
The first method, proposed by Spendley et al. in 1962 [23] , tries to improve the worst vertex (with highest f -value) by isometrically reflecting it with respect to the centroid of the n best vertices or else reflecting the second-worst vertex with respect to the centroid of the n other vertices. If neither yields an improvement, it is suggested to shrink the simplex a fraction of the way towards the best vertex and restart the process. In this method, the set of interior angles of the simplex remains constant.
The second method, proposed by Nelder and Mead in 1965 [15] as an improvement on the method of Spendley et al., is likely the most popular direct search method. This method tries to improve the worst vertex by reflecting it with respect to the centroid of the n best vertices, and it allows for non-isometric reflections, corresponding to expansion and "outside" contraction, as well as "inside" contraction of the simplex. If none of these steps yields an improvement, it shrinks the simplex a fraction of the way towards the best vertex and restarts the process. In this method, the simplex can assume arbitrary shapes and some of its interior angles can become arbitrarily small.
The third method, proposed by Torczon [24, 25] (also see [6] ) and called multidirectional search (MDS) method, tries to find a new simplex with an improved best vertex by reflecting and then possibly expanding or contracting the n worst vertices with respect to the best vertex. If none of these steps yields an improvement, it shrinks the simplex a fraction of the way towards the best vertex and restarts the process. As in the method of Spendley et al., the set of interior angles of the simplex remains constant.
Motivated by these methods, we propose a simplicial search method with three novel features:
• flexibility in the number of vertices to be retained when constructing trial simplices.
When a trial reflected/expanded/contracted simplex is constructed, the number m of "good" vertices to be retained from the current simplex can be chosen flexibly and dynamically. This number m can be any integer between 1 and n, except when the current simplex was produced by a non-improving step, in which case m would be required to be below a certain consistency index between 1 and n. This index depends on the current simplex and the most recent simplex produced by an improving step.
• new criteria, called fortified descent, for accepting a trial simplex.
Fortified descent criteria are analogous to standard "sufficient descent" conditions in gradientbased methods for unconstrained optimization. In our experience, using fortified descent rather than strict descent does not significantly alter the practical behavior of the method. However, fortified descent is essential for our convergence proofs and cannot be replaced by strict descent.
• flexibility in the number of additional function evaluations required to check for fortified descent.
The number of additional function evaluations needed to check a trial reflected/expanded simplex for fortified descent can be controlled within the method. Detailed discussions of this feature and the associated tradeoffs are given in Sec. 2.
In Sec. 3, we prove various convergence properties of the new method. For convenience of analyis, we count a sequence of non-improving steps followed by an improving step as a single iteration. Letm k denote the number of "good" vertices that are retained when constructing the initial trial simplices at iteration k. This number can be chosen freely between 1 and n. Note that ifm k > 1, the number of vertices retained in a non-improving step of iteration k may be less than m k . Also, there may be an arbitrary number of non-improving steps during a given iteration. We prove the following: If f is continuously differentiable, bounded below, and uniformly continuous on its lower level set, and if we choosem k to have the same value at all iterations k, then every cluster point of the generated sequence of iterates is a stationary point (see Cor. 3.1). If we choosē m k = 1 at all iterations k, the same conclusion holds under milder assumptions on f , namely, f is continuously differentiable and bounded below.
Related work
A recent overview of simplicial direct search methods is given by Wright [28] . Here we mention only a selection of related reseach.
Yu [29] proved that, if f is continuously differentiable and has a bounded lower level set, then at least one cluster point of the iterates generated by a modification of the method of Spendley et al. [23] is a stationary point of f . The modification includes replacing strict descent by a stronger criterion of sufficient descent (in the order of the diameter squared of the simplex) for accepting a reflection.
Despite the popularity of the Nelder-Mead method, very few papers have studied its theoretical properties. In a 1985 Ph.D. thesis, Woods [27] proved that, if f is strictly convex and coercive, a modified Nelder-Mead method generates simplices having certain limiting properties. (The modifications include a "relative decrease" criterion, stronger than strict descent and designed for when f is nonnegative-valued, for accepting a reflection, and a contraction acceptance criterion different from that used by Nelder and Mead.) Woods also gave a pictorial example of a nonconvex differentiable function of two variables (n = 2), for which every iteration of the modified Nelder-Mead method entails a shrink of the simplex towards a non-minimizer of f .
There has been recent interest in theoretical properties of the original Nelder-Mead method. McKinnon [14] presented a family of strictly convex, coercive functions f of two variables (n = 2) with different degrees of smoothness, for which the simplices generated by the Nelder-Mead method, with particular choices for the initial simplex, contract to a non-stationary point. Thus, the NelderMead method can fail to generate a stationary point in dimension two or higher, even when f is "nice." Lagarias et al. [12] proved that, for any strictly convex, coercive function f (not necessarily differentiable) of one variable (n = 1), the simplices generated by the Nelder-Mead method converge to the unique global minimizer of f . In addition, [12] proves that, for n = 2, the diameter of the simplices converge to zero so the function values at the vertices converge to the same value.
For the MDS method, Torczon [24, 25] proved that if f is continuously differentiable and has a bounded lower level set, then at least one cluster point of the generated sequence of iterates is a stationary point of f (also see [26] for extensions to pattern search methods).
Various papers about direct search methods have appeared in the Russian literature; see [11] for a recent survey. Dambrauskas [5] proposed an extension of the method of Spendley et al. in which the simplex may also contract towards its centroid. Rykov [19, 20, 21, 22] proposed modifications of the methods of Spendley et al. and of Nelder and Mead that allow, as in the method proposed here, reflection, expansion, and contraction of the simplex with respect to its m best vertices, with m depending on the simplex. However, Rykov's methods differ from ours in several ways. In Rykov's method, vertices are reflected in specific manners: a subset of them (or centroid of the subset) is reflected through the centroid of the m best vertices and the remaining vertices are moved in parallel with this subset (or centroid of the subset); m is chosen at each iteration by maximizing a certain function of m (six such functions were proposed); each reflection is determined by a criterion of sufficient descent similar to that of Yu (i.e., descent in the order of the diameter squared of the simplex) and requires either 1 or n + 1 − m additional function evaluations (see reflections 1-5 in [21, 22] ). In our method, vertices are reflected only in the general sense that the rays emanating from the reflected vertices towards the m best vertices should contain, in their convex hull, the rays emanating from a weighted centroid of the m best vertices towards the to-be-reflected vertices (see (2.5)); m is chosen freely between 1 and a certain index depending on the current simplex and the most recent simplex produced by an improving step; each reflection is determined by criteria of fortified descent and requires anywhere from 1 to n − m + 1 additional function evaluations. Also, our convergence results require only that f be continuously differentiable and bounded below (for some results, we further require f be uniformly continuous on a lower level set or has a bounded lower level set), whereas the convergence results of Rykov further require f to be convex, has a bounded lower level set, and its gradient be Lipschitz continuous.
Notations
Throughout, ℜ n denotes the vector space of real n-tuples x = (x 1 , ..., x n ), viewed as column vectors and referred to as "points" or "n-vectors". We denote by x the 2-norm of x. For any set S (of points/vectors) in ℜ n , we denote by |S|, conv(S), and diam(S) the cardinality, the convex hull, and the diameter, respectively, of S. In particular,
For any set S = {s 1 , ..., s n+1 } of n + 1 points in ℜ n , we denote
We note that von(S)/n! is the volume of the (normalized) unit-diameter simplex with vertices (s i − s 1 )/diam(S), i = 1, ..., n + 1 (see [9] ). Thus, von(S) = 0 if and only if the simplex with vertex set S has an interior angle equal to zero or, equivalently, the edges emanating from each vertex of this simplex are linearly dependent. For any sets S and S ′ in ℜ n and any number c > 0, we denote S − S ′ = {s − s ′ : s ∈ S, s ′ ∈ S ′ }, S\S ′ = {s ∈ S : s ∈ S ′ } and cS = {cs : s ∈ S}. For any finite set S in ℜ n of cardinality p, we denote by F (S) the p-vector comprising the f -value of the elements of S permuted into increasing order, i.e.,
. . .
and F i (S) denotes the ith smallest element of f (s), s ∈ S. Denote
For any two p-vectors c and d, we define their consistency index by
Finally, let Φ denote the following class of functions:
Description and Discussion of New Method
In this section we formally describe our simplicial search method and discuss its relation to other simplex-based direct search methods. At each iteration k, the method generates a new simplex, with vertex set S k+1 , from the current simplex, with vertex set S k , by constructing trial reflected/expanded/contracted simplices, checking these for fortified descent, and, if needed, shrinking the current simplex a fraction of the way towards a best vertex. The interior angles of the trial simplices are further required to be bounded away from zero.
, and γ e > 1. Choose two functions α ∈ Φ and β ∈ Φ, with α also satisfying
(2.1)
Step 0. Let S = S k and go to Step 1.
Step 1. (Construct a reflection of S). Let ∆ = diam(S).
Choose an integer m satisfying
Partition S into two disjoint subsets S good and S bad such that
Choose a nonempty subset S 0 of S good such that
and scalars µ s , s ∈ S 0 , with µ s ≥ θ r /|S 0 | and s∈S 0 µ s = 1. Define a weighted centroidx and its interpolated function valuef bŷ
Choose a set S r of n + 1 − m points in ℜ n satisfying
(i.e., S good ∪ S r is a "reflection" of S with respect to S good ) and
Step 1 is entered at iteration k for the first time), let x k =x andm k = m. Go to Step 2.
Step 2. (Check whether reflected simplex satisfies fortified descent). Choose a nonempty subset
and a nonempty subset Σ r of S r satisfying
(Since S r satisfies (2.5), Σ r may be chosen to be S r .) If the following fortified descent criteria are satisfied:
then go to Step 3; else go to either Step 4 or Step 5 (the decision is user-specified).
Step 3. (Attempt an expansion and accept either the reflected or the expanded simplex). Choose a set S e of n + 1 − m points in ℜ n satisfying
(S e may be chosen to be S r , if expansion is not desired.) Choose a nonempty subset Σ e of S e . If
then let S k+1 = S good ∪ S e (accept the expanded simplex); else let S k+1 = S good ∪ S r (accept the reflected simplex). In either case, let ∆ k = ∆, m k = m, and terminate iteration k.
Step 4. (Attempt to find a contracted simplex satisfying fortified descent). Choose a set S c of
If S good ∪ S c satisfies the following consistency and fortified descent criteria relative to S k :
, and terminate iteration k. Otherwise, go to Step 5.
Step 5. (Shrink simplex towards a best vertex and check fortified descent). Choose an s best ∈ arg min s∈S f (s) and let
then let S k+1 = S ′ (accept the shrunken simplex), ∆ k = ∆, m k = 1, and terminate iteration k. Otherwise, let S = S ′ , and return to Step 1 (accept a non-improving shrink and restart the process). If Step 1 is returned to an infinite number of times so we never terminate iteration k, output the point to which s best converges and quit the method. (The point s best converges because each time Step 1 is returned, diam(S) is decreased by a factor of γ s and the new S is contained in the convex hull of the previous S.)
Thus, each iteration k of the FDSS method either (i) performs a finite number of non-improving shrinks followed by an improving reflection/expansion/contraction/shrink or (ii) performs an infinite number of nonimproving shrinks, in which case the method outputs the limit point. Below we discuss in more detail the various features of the method.
(Choosing m).
At each iteration k, when we enter Step 1 for the first time (from Step 0), we have S = S k so that l(F (S), F (S k )) = n + 1, implying we can choose m to be any integer between 1 and n. This m is denoted bym k . If we subsequently return to Step 1 from Step 5, then l(F (S), F (S k )) could possibly be less than n, and hence m cannot be chosen as freely. If f is convex or more generally, quasiconvex (see [13] ) in the sense that
then we have l(F (S), F (S k )) ≥ n every time we return to Step 1, so that m can always be chosen freely. This is because when we shrink the simplex S in Step 5 towards the best vertex s best to obtain S ′ = s best + γ s (S − s best ), we have f (s best ) ≤ f (s) for each s ∈ S which, together with (2.14), implies
and so
.., n. An induction argument yields that, each time we return to Step 1 from Step 5, we have
2. (Choosingx and S r ). The set S r is a reflection (in a general sense) of S bad with respect to S good . There are many choices for S 0 and the weights µ s , which definex via (2.4) and S r . Forx, a possible choice is 15) which makesx the centroid of S good . For the reflected vertices S r , a possible choice is
When m = n, the choices (2.15) and (2.16) produce the standard reflected simplex from the methods of Spendley et al. and Nelder and Mead. When m = 1, these choices produce the reflected simplex from the MDS method. Furthermore, the resulting S r automatically satisfies (2.5) with τ r = 1 and diam(S good ∪ S r ) = diam(S). This is illustrated in Figure 1 in the case n = 3, for m = 1, 2, 3. For example, for m = 3, we have S good = {a, b, c}, S bad = {d}, S r = {d ′ }, and, by isometry of reflection,
, we see that
Another possible choice for S r is
where s bad is any element of S bad , [s]
+ H denotes the orthogonal projection of s onto H, and aff( ) denotes the affine hull. With this choice of S r , diam(S good ∪ S r ) = diam(S), but (2.5) is not necessarily satisfied.
3. (Choosing Σ bad ). There are many choices for Σ bad (the subset of S bad used in Step 2 to check fortified descent). Possible choices are the worst vertex in S bad or S bad itself. Choosing Σ bad with a small cardinality may be advantageous in that Σ r , defined by (2.7), may also have a small cardinality. Since |Σ r | additional function evaluations are needed to check the fortified descent criteria in Step 2, a small |Σ r | leads to a more economical acceptance test at a given iteration. For example, if m = 1, so that S bad contains the n worst vertices, and ifx and S r are chosen by (2.15) and (2.16), then, by choosing
only one additional function evaluation is needed to test fortified descent for the reflected simplex. Note, however, that checking fortified descent for the reflected simplex with a smaller number of function evaluations tends to make the reflected simplex less likely to be accepted. A similar tradeoff occurs when choosing Σ e , the analogous set for the expanded simplex. This tradeoff is evidenced in our numerical experience.
(Relation to other methods).
With appropriate algorithmic choices, the FDSS method can be made to generate trial simplices analogous to those produced by other simplex-based direct search methods. For example, when m = min{n, l(F (S), F (S k ))}, the FDSS method may be viewed as similar in spirit to the methods of Spendley et al. and Nelder and Mead. When m = 1, the FDSS method may be viewed as related to the MDS method. On the other hand, the acceptance criteria for a new simplex used in the FDSS method (based on fortified descent) are different and inherently more stringent than strict descent used in these other methods. The FDSS method further differs from the Nelder-Mead method in that it maintains the interior angles of the simplex to be bounded away from zero.
(Finite termination of FDSS method). As described, the FDSS method generates an infinite
sequence of simplices. In practice, suitable termination criteria are needed. Previous suggestions for termination criteria (see, e.g., [24, 28] ) are based on small diameter for the simplex and/or small differences in the vertex function values. Here we consider alternative criteria. For an n-dimensional simplex in ℜ n with vertex set S = {s 1 , ..., s n+1 }, let
where superscript T denotes transpose. Given a tolerance ǫ, one can terminate the FDSS method whenever S in Step 1 satisfies
When f is continuously differentiable, von(S) is bounded away from zero, and diam(S) tends to zero, we have that g(S) approaches ∇f (s 1 ). To avoid solving an n × n linear system, one can use the following alternative criteria:
As long as von(S) is bounded away from zero, g(S) differs from g(S) by only a constant factor. Criteria (2.17), which have the nice feature of yielding an approximate stationary point, were used in our computational tests (see Sec. 4).
6. The quantityf in (2.4) is an approximation to f (x), and may be replaced throughout the FDSS method by f (x) without affecting the theoretical convergence. However, this change significantly increases the total number of function evaluations in practice. Also, τ r need not be constant, provided it is bounded away from 1/θ r .
7. The quantity von(S) may be replaced throughout the FDSS method by any nonnegative continuous function of S (with S viewed as a point in ℜ (n+1)n ) that is zero if and only if the normalized simplex with vertex set (S − s)/diam(S), where s ∈ S, has zero volume.
8. (Significance of fortified descent). In the FDSS method, fortified descent criteria appear in (2.8) and (2.9) for the reflected simplex, in (2.10) for the expanded simplex, in (2.11) and (2.12) for the contracted simplex, and in (2.13) for the shrunken simplex. By requiring an improving simplex to satisfy one of these sets of conditions, we will be able to prove that the simplex diameter converges to zero and that at least one cluster point of {x k } is a stationary point of f .
From a numerial standpoint, there is very little difference between fortified descent criteria and the (less stringent) strict descent required in some other direct search methods. In particular, we can choose the function α, which appears in (2.8), (2.12), and (2.13), to be small everywhere (e.g., α(t) = 10 −5 min{t 2 , 1}); we can choose β, which appears in (2.9), to have fast growth away from zero (e.g., β(t) = 10 5 t 2 ); and we can choose θ r , which appears in (2.9) to have a value near zero. From a theoretical standpoint, however, there is often a large difference between fortified descent and strict (i.e., simple) descent. Almost all the complications in the proof of Lagarias et al. [12] arise because arbitrarily small improvements can be accepted.
The fortified descent condition (2.10) for the expanded simplex can be replaced by the less stringent conditions: 20) where α, β and θ r may differ from their counterparts for the reflected simplex, i.e., (2.8)-(2.9).
The convergence results of Thm. 1 will still apply with only minor modifications in the proofs.
In practice, using (2.19) and (2.20) rather than (2.10) typically yields faster convergence of the simplices.
Convergence Analysis of New Method
In this section we analyze the convergence properties of the FDSS method. In particular, we show that, under mild assumptions on f , there is at least one cluster point of {x k } that is a stationary point of f and, if we choosem k the same value at all iterations k, then every cluster point of {x k } is a stationary point of f . First, we need the following lemma showing that, under appropriate assumptions, {diam(S k )} → 0. The proof of this is based on showing that {F (S k )} is a sufficiently "lexicographically decreasing" sequence.
Lemma 3.1 Assume that the FDSS method does not quit at some iteration k and let {(S k , x k , ∆ k , m k , m k )} k=0,1,... be the generated sequence. Then, f min (S k+1 ) ≤ f min (S k ) and von(S k ) ≥ ν for all k and the following hold:
(a) For all k = 0, 1, ...,
Proof. That f min (S k+1 ) ≤ f min (S k ) for all k follows from the fact that, in reflecting or contracting or shrinking a simplex S, one of the best vertices of S (i.e., an element of arg min s∈S f (s)) is held fixed. That von(S k ) ≥ ν for all k follows from the observation that, in reflecting or contracting S with respect to S good , the new S is always chosen to satisfy von(S) ≥ ν while, in shrinking S towards s best , von(S) is unchanged.
(a). Fix any k ∈ {0, 1, ...}. Consider the last time we pass through Steps 1-2 when generating S k+1 and (x k , ∆ k , m k ) from S k at iteration k. We have either (i) (2.8) holds and S k+1 = S good ∪ S r and m k = m or (ii) (2.8) and (2.10) hold and S k+1 = S good ∪ S e and m k = m or (iii) (2.11) and (2.12) hold and S k+1 = S good ∪ S c and m k = m + 1 or (iv) (2.13) holds and S k+1 = S ′ and m k = 1. In case (i), we have from (2.8) and Σ r ⊆ S r that
and from (2.2) and
where the first inequality also uses the observation that the sum of the first m components of F (S k+1 ) is less than or equal to the sum of any m components of F (S k+1 ). This together with (∆, m) = (∆ k , m k ) shows (3.1) holds in case (i). A similar argument shows that (3.1) holds in case (ii). In cases (iii) and (iv), (3.1) holds trivially.
(b). If m k = 1 for all iterations k, then we have from the choice of x k and part (a) that
for all k so, by (2.1), either {f min (S k )} → −∞ or {∆ k } → 0. Instead, suppose f is uniformly continuous on {x ∈ ℜ n : f (x) ≤ f min (S 0 )} and we will argue by contradiction that either
} is nonincreasing, implies {f min (S k )} converges) and yet {∆ k } → 0. For each i ∈ {1, ..., n + 1}, let
Since (3.1) holds and m k ≤ n + 1 for all k (so, for each k ∈ {0, 1, ...} there exists at least one i ∈ {1, ..., n + 1} such that k ∈ K i ), we have
..} and sō
i = min{i ∈ {1, ..., n + 1} :
is well defined. Since {∆ k } k∈Kī → 0, there exist c > 0 and subsequence K of Kī such that ∆ k ≥ c for all k ∈ K. This implies
for all k ∈ K. For each k ∈ {1, 2, ...}, let r k be the largest t ∈ {1, 2, ..., k} satisfying Fī(S t ) > Fī(S t−1 ) (with r k = 0 if no such t exists). Since {f min (S k )} converges and, by (2.1), the infimum above is a positive constant, we have that r k → ∞ as k → ∞ (for otherwise {Fī(S k )} would have a monotonically decreasing tail, and the above relation would imply {Fī(S k )} → −∞ and so {f min (S k )} → −∞). Also, we have trivially that
Lastly, we have trivially that Fī(S r k ) > Fī(S r k −1 ) for all k sufficiently large so that r k > 0, in which case, since (3.1) holds at all iterations k (so, in particular, at iteration r k − 1), there must exist an i <ī such that r k − 1 ∈ K i . By further passing into a subsequence if necessary, we can assume that r k > 0 and it is the same i for all k ∈ K, implying {r k − 1 : k ∈ K} ⊆ K i . Then, |K i | = ∞ (since r k → ∞ as k → ∞) and so, by the choice ofī, we have {∆ r k −1 } k∈K → 0. Since S k+1 is obtained by reflecting/expanding (by a factor of at most γ e ) or contracting/shrinking a simplex S with diam(S) = ∆ k , we also have that
By using Lemma 3.1, we prove our main convergence result below, showing that if f is continuously differentiable and bounded below (and some other mild conditions hold) and {∆ k } → 0, then at least one cluster point of {x k } is a stationary point of f and, if we choosem k the same value at every iteration k, then every cluster point of {x k } is a stationary point of f . [It can be seen with examples that f being differentiable and bounded below and {∆ k } → 0 are necessary for convergence to a stationary point of f , so our sufficient conditions for convergence are in some sense close to being necessary.] The proof is based on showing, using {∆ k } → 0 and the fortified descent criteria, that, along any subsequence of {x k } where a contraction/shrinking step is taken at each iteration k in the subsequence, any cluster point is a stationary point of f . To show that every cluster point of {x k } is a stationary point whenm k is constant, we show that whenever S k is in a neighborhood of a non-stationary point and diam(S k ) is sufficiently small, the sum m i=1 F i (S k ) decreases by an amount in the order of diam(S k ). Using this fact, we argue that if one of the cluster points is non-stationary, then the above sum cannot converge and thereby obtain a contradiction. Theorem 3.1 Assume that f is continuously differentiable on ℜ n and inf x∈ℜ n f (
.. be generated by the FDSS method. If at some iteration k, the method quits (because Step 1 is returned to an infinite number of times), the output point is a stationary point of f . If the method does not quit at some iteration and {diam(S k )} → 0, then the following hold:
} is bounded, then at least one cluster point of {x k } is a stationary point of f .
(b) If we choose, at all iterations k beyond some number,m k to be a constant between 1 and n, then every cluster point of {x k } is a stationary point of f .
Proof. If at some iteration k, the FDSS method quits because Step 1 is returned to an infinite number of times, then, since each time as we return to to Step 1 we shrink S towards s best (from Step 5) by a factor of γ s , we have that diam(S) → 0. Then, by using an argument analogous to the proof of the claim below, we obtain that the point to which s best converges is a stationary point. For brevity, we omit the argument. Thus, in what follows, we assume that the FDSS method does not quit at some iteration and {σ k } → 0, where for brevity we let σ k = diam(S k ) for all k. We claim that, for any subsequence K of {0, 1, ...} such that a contraction/shrinking step is taken at iteration k for all k ∈ K and {x k } k∈K → some x ∞ , we have that x ∞ is a stationary point of f . To show this, fix any such subsequence K and, for each
r denote the S 0 , S good , S bad , S r , Σ bad , Σ r used when Steps 1-2 are first entered during iteration k. By passing into a subsequence if necessary, we will assume that |S
for some partition (I 1 , I 2 ) of N = {1, ..., n + 1}, some nonempty I 0 ⊆ I 1 , J 2 ⊆ I 2 , J 3 ⊆ I 2 , and some sets of points {s k i } i∈N and {t
by further passing into a subsequence if necessary, we will assume that
for some sets of n-vectors {d ij } i∈I 0 ,j∈N and {e ij } i∈I 1 ,j∈I 2 . Furthermore, we will assume that max j∈J 2 f (s k j ) is attained by the same indexj ∈ J 2 for all k ∈ K. For each k ∈ K, since (2.4) holds with (S 0 ,x) = (S k 0 , x k ), we have (also using (3.4))
for some set of scalars {µ k i } i∈I 0 exceeding θ r /|I 0 | and summing to 1, so that
Similarly, for each k ∈ K, since (2.7) holds with (
, we have (also using (3.4) and (3.5)) s
By further passing into a subsequence if necessary, we will assume that, for each i ∈ I 0 , {µ k i } k∈K converges to some positive scalar µ i . Then, dividing each side of the above two relations by σ k and using {σ k } k∈K → 0 and (3.6) yields in the limit (as k → ∞, k ∈ K)
where {λ ij } i∈I 1 ,j∈J 3 is a set of nonnegative numbers summing to 1 and {d j } j∈I 2 is a set of n-vectors satisfying
For each k ∈ K, since (2.2) and (2.3) hold with
, so dividing both sides by σ k and using {σ k } k∈K → 0 and (3.6) yields in the limit (as k → ∞,
Since a contraction or shrinking step is taken at iteration k for all k ∈ K, by further passing into a subsequence if necessary, we can assume that either (a) (2.8) does not hold with
In case (a), we have (also using (3.4) and (3.5))
, so dividing both sides by σ k and using {σ k } k∈K → 0, α ∈ Φ and (3.6) yield in the limit (as k → ∞, k ∈ K) ∇f (x ∞ ) T e ij ≥ 0 for i ∈ I 1 , j ∈ J 3 , so, by (3.8) and λ ij ≥ 0 for all i ∈ I 1 , j ∈ J 3 ,
In case (b), we have (also using (3.4))
so dividing both sides by σ k and using {σ k } k∈K → 0, β ∈ Φ and (3.6) yield in the limit (as k → ∞,
where the equality follows from (3.7). This, together with (3.8) and λ ij ≥ 0 for all i ∈ I 1 , j ∈ J 3 and i∈I 1 ,j∈J 3 λ ij = 1, yields
so, by θ r ∈ (0, 1/τ r ), (3.10) holds. Thus, in either case (3.10) holds. Since by (3.7) and (3.9) we also have
) so that (also using (3.4) and (3.5)) i∈I 0
Dividing both sides by σ k and using {σ k } k∈K → 0 and (3.6) yield in the limit (as k → ∞, k ∈ K)
By (3.7), the lefthand side of this inequality equals −∇f (x ∞ ) T dj which was just shown to equal zero, so (3.9) and the fact µ i > 0 for all i ∈ I 0 imply
We show below that the elements of {d ij } i∈I 0 ,j ∈I 0 span ℜ n , which together with (3.11) would imply ∇f (x ∞ ) = 0, thus proving the claim. Fix anyī ∈ I 0 . By (3.4) and Lemma 3.1, we have
) and the continuity of det[ ] yield in the limit (as k → ∞, k ∈ K) |det [ dī i ] i∈N \{ī} | ≥ ν. Thus the elements of {dī i } i∈N span ℜ n . Since, by (3.6), dī i = dī j − d ij for all i ∈ I 0 and j ∈ I 0 , so these elements may be expressed as linear combinations of the elements of {d ij } i∈I 0 ,j ∈I 0 , the latter must also span ℜ n . (a). Suppose {x ∈ ℜ n : f (x) ≤ f min (S 0 )} is bounded. Since f min (S k ) ≤ f min (S 0 ) for each k so at least one element of S k is in this set, it follows from {σ k } → 0 that {x k } approaches this set and hence is bounded. Since {σ k } → 0 and σ k+1 < σ k only if at least one contraction or shrinking step is taken at iteration k, there must exist a subsequence K of {0, 1, ...} such that a contraction or shrinking step is taken at iteration k for all k ∈ K. By the above claim, any cluster point x ∞ of {x k } k∈K is a stationary point of f . (b). Suppose that we choose, at all iterations k beyond some numberk,m k =m withm ∈ {1, ..., n}. Let x ∞ be any cluster point of {x k }. Suppose x ∞ is not a stationary point of f and we will arrive at a contradiction. Since f is continuously differentiable, this implies there exists a δ > 0 such that B(x ∞ , δ) = {x ∈ ℜ n : x − x ∞ ≤ δ} contains no stationary point of f . Let
There must exist ak ≥k such that no contraction nor shrinking step is taken at iteration k for all k ∈ K with k ≥k (for otherwise there would exist a subsequence K ′ of K such that a contraction or shrinking step is taken at iteration k for all k ∈ K ′ so, by the preceding claim, any cluster point of {x k } k∈K ′ , which would lie in B(x ∞ , δ), would be a stationary point of f , contradicting our choice of δ). Then, at each iteration k ∈ K with k ≥k, since no contraction nor shrinking step is taken so that Step 1 is entered only once, we have m k =m.
For each k ∈ K, letf k denote thef computed when Step 1 is first entered during iteration k. If there exists a subsequence 12) then, by passing into a subsequence if necessary, we can assume from the boundedness of {x k } k∈K that {x k } k∈K ′ → somex ∈ B(x ∞ , δ) and from (2.4) that
for all k ∈ K ′ , where I 0 ⊂ N = {1, ..., n + 1} and, for each k ∈ K ′ , {s k i } i∈N is some set of points in ℜ n and {µ k i } i∈I 0 is some set of scalars exceeding θ r /|I 0 | and summing to 1. Also, we can assume that
for some set of n-vectors {d ij } i∈I 0 ,j∈N in ℜ n , and that, for each i ∈ I 0 , {µ k i } k∈K ′ converges to some positive scalar µ i . Then, we would have from (3.12) (and passing into the limit as
and, as in the proof of (3.9) , that ∇f (x) T d ij ≥ 0 for all i ∈ I 0 , j ∈ I 0 . These together would imply
and, since von(S k ) ≥ ν for all k so the elements of {d ij } i∈I 0 ,j ∈I 0 span ℜ n as argued earlier, it would follow that ∇f (x) = 0, a contradiction of B(x ∞ , δ) containing no stationary point of f . Thus, there cannot exist a subsequence K ′ of K satisfying (3.12) or, equivalently, we must have
On the other hand, at each iteration k ∈ K with k ≥k, since no contraction nor shrinking step is taken, then during the first pass through Steps 1-2 (so |S good | = m =m and (S,x, ∆) = (S k , x k , σ k )), we have that (2.8)-(2.9) hold and either (i) S k+1 = S good ∪ S r or (ii) (2.10) holds and S k+1 = S good ∪ S e . In case (i), we have from Σ r ⊆ S r and (2.6) and (2.9) that
and from (2.2) and S good ∪ S bad = S = S k that F i (S good ) = F i (S) = F i (S k ) for i = 1, ..., m, so the facts m =m and
where the first inequality also uses the observation that the sum of the firstm components of F (S k+1 ) is less than or equal to the sum of anym components of F (S k ). A similar argument shows that the above relation holds in case (ii) also. Since {σ k } → 0 and β ∈ Φ so {β(σ k )/σ k } → 0, then (3.13) implies there existk ≥k and a constant c < 0 such that the righthand side of the above relation is bounded above by cσ k for all k ∈ K with k ≥k, i.e.,
On the other hand, since {σ k } → 0 (so there is an infinite number of iterations in which a contraction or shrinking step is taken), then {1, 2, ...}\K is also an infinite subsequence, so {x k } enters and exits B(x ∞ , δ) an infinite number of times. Since x ∞ is a cluster point of {x k } and {σ k } → 0, this implies x k must cross between R 1 and R 3 through R 2 an infinite number of times, where we let
More precisely, there exist integers
for t = 1, 2, .... Then, we have {k t , k t + 1, ..., l t } ⊂ {k ∈ K : k ≥k} for all t, so (3.14) yields
≤ cδ/(3(γ e + 1)),
where the second inequality follows from c < 0 and the observation x k+1 − x k ≤ σ k+1 + σ k ≤ (γ e + 1)σ k for all k; the third inequality follows from the triangle inequality; the last inequality follows from the observation that the Euclidean distance between a point in R 1 and a point in R 3 is at least δ/3. Since the above inequality holds for all t = 1, 2, .., we see that
On the other hand, we have that {f min (S k )} converges (since it is monotonically decreasing and bounded below) and {σ k } → 0, so, by x k ∈ B(x ∞ , δ) for all k ∈ K and the uniform continuity of f on B(x ∞ , δ), we see that {F i (S k )} k∈K also converges (to the same limit as does {f min (S k )}) for i = 1, ...,m. This contradicts the non-convergence of
By combining Lemma 3.1 and Thm. 3.1, we immediately obtain the following convergence result for the FDSS method. Recall thatm k can be chosen freely between 1 and n, so, in particular, we can choosem k to be any constant between 1 and n.
.. be generated by the FDSS method. Then the following hold:
} is bounded, then either the method quits at some iteration k with a stationary point of f or the method does not quit at some iteration and at least one cluster point of {x k } is a stationary point of f .
(b) If we choose, at all iterations k beyond some number, m = 1 each time we enter Step 1, then either the method quits at some iteration k with a stationary point of f or the method does not quit at some iteration and every cluster point of {x k } is a stationary point of f . The same conclusion holds if f is uniformly continuous on {x ∈ ℜ n : f (x) ≤ f min (S 0 )} and we choose, at all iterations k beyond some number,m k to be a constant between 1 and n.
As a consequence of Cor. 3.1(a), we have that if, in addition to the assumptions therein, it is assumed that f has a unique stationary point on {x ∈ ℜ n : f (x) ≤ f min (S 0 )}, then {x k } generated by the FDSS method converges to this stationary point (which in fact would be the global minimizer of f ). We note that the assumption that f be uniformly continuous on {x ∈ ℜ n : f (x) ≤ f min (S 0 )} is fairly mild and is satisfied by many functions that are continuously differentiable and bounded below. An example of a function that is continuously differentiable and bounded below but does not satisfy this assumption is f (x) = e −x + cos(x 2 ) with
Preliminary Numerical Experience
While the focus of our work is on the convergence analysis of the FDSS method, we also implemented and tested the method to gain an understanding of its empirical behavior. We report our preliminary experience below.
First we describe the implementation. We coded the FDSS method in Matlab withx and S r chosen by (2.15), (2.16) and with S e and S c chosen by S e = 3x − 2S bad , S c = 1.5x − .5S bad if f min (Σ r ) < f min (S bad ) .5x + .5S bad otherwise , as motivated by the Nelder-Mead method. Also, for a given Σ bad , we chose Σ r = 2x − Σ bad , and, accordingly, τ r = 1 and γ e = 2. Lastly, we chose θ r = .01, ν = 10 −5 , γ s = .5, α(t) = 10 −5 min{.5t 2 , t}, β(t) = 10 6 t 2 , and, whenever we had a choice of going to either Step 4 or Step 5 from Step 2, we always went to Step 4. [This still leaves us with the freedom to choose m, S 0 and Σ bad .] We run our Matlab code on four test functions: two functions of Powell [16, 17] (n = 4 and n = 3, respectively), a function of Rosenbrock [18] (n = 2), and a quadratic function of Zangwill [31] (n = 3). For each test function, the initial simplex was constructed by taking the starting point used in the above references and adding to this point the ith unit coordinate vectors in ℜ n for i = 1, ..., n. Termination occurs when the current simplex S = {s 1 , ..., s n+1 } satisfies (2.17) and (2.18) with ǫ = 10 −3 . This yields ∇f (s 1 ) ≈ 0 upon termination.
Next we describe our numerical experience. We found that the best performance of the implemented method, as measured by the total number of function evaluations, was achieved by choosing m as high as possible, i.e., m = min{n, l(F (S), F (S k ))}, and choosing the sets S 0 and Σ bad as large as possible, i.e., S 0 = S good and Σ bad = S bad . [Smaller Σ bad reduces the number of function evaluations per check for reflection, but it increases the number of iterations and total number of function evaluations.] In other words, the implementation that most closely resembles the Nelder-Mead method worked the best. 1 We also found the criterion (2.19)-(2.20) to yield better performance than (2.10). The resulting implementation is then effectively the Nelder-Mead method with two modifications: strict descent is replaced by fortified descent and the interior angles of the simplex are kept away from zero. Table 1 tabulates the performance of this implementation, as well as our Matlab implementation of the Nelder-Mead method (as interpreted from the original paper [15] ) using the same initial simplex and termination criterion, on the test functions. As can be seen from Table 1 , the two methods have identical performance on the last three functions. On the first function, the FDSS method performed slightly better, apparently due to the interior angles of the simplex being kept away from zero. 1 This is the number of times that f was evaluated upon termination.
2 This is the value of f at the best vertex upon termination.
As with the Nelder-Mead method, the above implementation of the FDSS method can suffer from poor performance even for moderately large n. In particular, the method also exhibited slow convergence on a quadratic example of Wright [28, Sec. 7] in which n = 32 and f (x) = x 2 1 +· · ·+x 2 32 , and the initial simplex was constructed by taking (1, 2, ..., 32)
T and adding to this point the ith unit coordinate vector in ℜ 32 , for i = 1, ..., 32. This shows that alternative techniques, such as those described in [3, 24, 28] , are needed to make simplicial search methods effective on higher dimensional problems. 
