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Abstract
When prior estimates of regression coecients along with their stan
dard errors or their variance covariance matrix are available they can be
incorporated into the estimation procedure through minimax linear and
mixed regression approaches It is demonstrated that the mixed regres
sion approach provides more ecient estimators at least asymptotically
in comparison to the minimax linear approach with respect to the criterion
of variance covariance matrix
keywords linear regression mixed model
  Introduction
Recent studies past experience and pilot investigations often provide some use
ful information in the form of estimates of coecients in a linear regression
model along with their standard errors or their variance covariance matrix
Such a prior information can be incorporated into the estimation procedure in
two simple ways based on point and interval estimation of parameters One is
to express it as a set of stochastic linear restrictions and to apply the method
of mixed regression estimation And the other is to form a condence ellipsoid
for the regression coecients and to apply the method of minimax linear esti
mation The latter approach generally does not lead to a simple form of the
estimators and iterative procedures are to be followed see eg Schipp 	


for an interesting exposition However if we take the matrix involved in the
quadratic loss function to be of rank one the estimators have a closed form
see eg Rao and Toutenburg 	


 Chap  Here we restrict our attention
to such estimators
Superiority of estimators arising from both the mixed regression and mini
max linear estimation procedures over the conventional estimators ignoring the
prior information is well discussed in the literature but explicit attention does
not seem to have been paid to the relative eciency of one approach over the
other see eg Rao and Toutenburg 	


 for the details This has formed the
subject matter of this note Taking the performance criterion to be the variance
	
covariance matrix it is found that the mixed regression approach provides more
ecient estimators than the minimax linear approach at least asymptotically
 Main Result
Consider a linear regression model
y  X  u 	
wehere y is a n   	 vector of n observations on the study variable X is a
n   K matrix of n observations on K explanatory variables  is a K   	
vector of regression coecients and u is a n  	 vector of disturbances following
a multivariate normal distribution with null mean vector as  and variance
covariance matrix as 
 
times an identity matrix
It is assumed that the matrix X has full column rank and the scalar 
 
is
unknown
Further let us assume to be given the prior information specifying an unbi
ased estimate b

along with the variance covariance matrix s
 

X
 

X



based
on n

observations from some extraneous source This prior information can
be expressed in two forms for the purpose of utilizing it in the estimation of 
From the viewpoint of point estimation we may write it as
b

   v 
where v is a K 	 random vector with mean vector as  and variance covariance
matrix as s
 

X
 

X




Alternatively from the viewpoint of interval estimation we can formulate it
as a condence ellipsoid given by
b

 
 
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 
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
b

   s
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n
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where C denotes the 	  quantile of the 
 
distribution with n

degrees of
freedom with 	  indicating the level of condence like 
 or 


The least squares estimator of  in 	 is given by
b  X
 
X

X
 
y 
which ignores the prior information all together
If we use the formulation  of the prior information and employ the
method of mixed regression introduced by Theil and Goldberger 	
	 the
estimator of  is given by

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where
s
 

	
nK
y Xb
 
y Xb 
Similarly if we consider a quadratic loss function with loss matrix of rank one
and apply the method of minimax linear estimation using the formulation 

of the prior information on the lines of Kuks and Olman 	
 the following
estimator of  is obtained
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which can be termed as pseudo minimax estimator see Rao and Toutenburg
	


 Chap  for the details
Eciency properties of

 and

 in relation to b are well discussed in the
literature but a comparison of

 and

 does not seem to have been made see
eg Rao and Toutenburg 	


 for an interesting account
It can be easily seen following Kakwani 	
 that all the three estimators
b

 and

 are unbiased Further the variance covariance matrix of b is given
by
Vb  Eb b 
 
 
 
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 
X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 
Exact expressions for the variance covariance matrices of

 and

 can be
obtained following Swamy and Mehta 	

 but their comparison fails to pro
vide any clear inference regarding their eciency We therefore consider their
large sample approximations For this purpose we assume that the explanatory
variables are asymptotically cooperative so that the limiting form of the matrix
n

X
 
X is nite and nonsingular
Using 	 and  we observe that
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by virtue of mutual independence of X
 
u s
 
and v
If we assume that the limiting form of the matrix n

X
 
X is nite and
nonsingular it is shown in the Appendix that
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Similarly the variance covariance matrix of the estimator

 is given by
V

  
 
X
 
X




s
 

n

C
 

	
n

C

X
 
X

X
 

X

X
 
X

On

 		
From  	 and 		 we observe that both

 and

 are more e
cient than b with respect to the criterion of variance covariance matrix to order
On
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Further we have
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whence it follows that the variance covariance matrix of

 exceeds the variance
covariance matrix of

 by a positive denite matrix implying the superiority
of the mixed regression approach over the minimax linear approach for the
estimation of regression coecients
It may be remarked that a similar comparison is made by Toutenburg and
Srivastava 	

 but they deal with the case of interval constraints and con
sequently the estimators arising from the frameworks of mixed regression and
minimax linear estimators do not have the same eciency properties as

 and

 in the present context
Let us write
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If g is any xed scalar we can express
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Using it along with
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Substituting g  	 and g  n

C we obtain the expression 	 and 		
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