Massive parallelization boosts big Bayesian multidimensional scaling by Holbrook, Andrew et al.
Massive parallelization boosts big Bayesian
multidimensional scaling
Andrew Holbrook
Department of Human Genetics
University of California, Los Angeles
Philippe Lemey Guy Baele Simon Dellicour
Department of Microbiology, Immunology and Transplantation
Rega Institute, KU Leuven, Herestraat 49, 3000 Leuven, Belgium
Dirk Brockmann
Institute for Theoretical Biology
Humboldt University Berlin
Andrew Rambaut
Institute of Evolutionary Biology
University of Edinburgh
Marc A. Suchard
Departments of Biomathematics, Biostatistics and Human Genetics
University of California, Los Angeles
1
ar
X
iv
:1
90
5.
04
58
2v
1 
 [s
tat
.C
O]
  1
1 M
ay
 20
19
Abstract
Big Bayes is the computationally intensive co-application of big data and large, ex-
pressive Bayesian models for the analysis of complex phenomena in scientific inference
and statistical learning. Standing as an example, Bayesian multidimensional scaling
(MDS) can help scientists learn viral trajectories through space-time, but its compu-
tational burden prevents its wider use. Crucial MDS model calculations scale quadrat-
ically in the number of observations. We circumvent this limitation through massive
parallelization using multi-core central processing units, instruction-level vectorization
and graphics processing units (GPUs). Fitting the MDS model using Hamiltonian
Monte Carlo, GPUs can deliver more than 100-fold speedups over serial calculations
and thus extend Bayesian MDS to a big data setting. To illustrate, we employ Bayesian
MDS to infer the rate at which different seasonal influenza virus subtypes use world-
wide air traffic to spread around the globe. We examine 5392 viral sequences and their
associated 14 million pairwise distances arising from the number of commercial airline
seats per year between viral sampling locations. To adjust for shared evolutionary
history of the viruses, we implement a phylogenetic extension to the MDS model and
learn that subtype H3N2 spreads most effectively, consistent with its epidemic success
relative to other seasonal influenza subtypes. We provide an open-source, stand-alone
library along with a rudimentary R package and discuss program design and high-level
implementation with an emphasis on important aspects of computing architecture that
become relevant at scale.
Keywords Massive parallelization; GPU; SIMD; Hamiltonian Monte Carlo; Bayesian
phylogeography
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1 Introduction
The Bayesian integral exacerbates the general difficulties of big data statistical inference.
Bayesian scientists use the language of conditional probability to piece together large, flexible
models with ease. Perversely, the integral and its myriad workarounds become less feasible
as model complexity grows. Brute force computing rarely suffices for big Bayesian inference,
the doubly dangerous collision between big data and massive model. As a field, Bayesian
phylogeography illustrates the challenges presented by big Bayes and the practical payoff in
overcoming these challenges.
The speed of transport in the global economy is matched by the complexity of travel
patterns, which affect the emergence and spread of pathogens (Bloom et al., 2017). Scientists,
epidemiologists, and policymakers must quickly visualize, draw actionable conclusions and
make predictions from huge swaths of viral sequence data collected from all around the
world. Although various approaches exist to study the spread of infectious diseases, recent
developments for rapidly evolving pathogens take a probabilistic perspective simultaneously
on the spatiotemporal spread and pathogen sequence mutation process. Here, phylogenetic
diffusion models represent relatively simple and computationally efficient yet flexible tools
to connect spatial dynamics to sequence evolution, and specific implementations of random
walk models are available for both discrete and continuous location data for the sampled
sequences (Lemey et al., 2009, 2010).
The discrete approach models transitioning between a limited set of discrete states
throughout the ancestral history of the pathogen sequences according to a continuous-time
Markov chain process and has facilitated the study of global movement patterns of influenza
viruses, with most efforts for human flu focusing on influenza A/H3N2 (Bahl et al., 2011;
Nelson et al., 2015). A recent study has broadened the focus to all four seasonal influenza
viruses, including two influenza A subtypes (H3N2 and H1N1) and two influenza B sub-
types (Yamagata and Victoria) (Bedford et al., 2015). This study shows the viruses varying
in their degree of persistence and discretized-location switching frequency, with A/H1N1
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evincing lower switching rates compared to A/H3N2 and the two B subtypes showing even
lower rates. The study associates these differences with how quickly the viruses evolve anti-
genically. A key element in the connection between antigenic drift and global movement
are differences in age distributions of infection and age-specific mobility patterns: viruses
capable of evolving faster antigenically will be better at infecting adults, who tend to travel
more frequently than children, providing more opportunities for the virus to spread (Bedford
et al., 2015).
Discrete phylogeographic reconstructions have important limitations such as their sensi-
tivity to sampling biases and the need to specify arbitrary spatial partitions. The continuous
diffusion model offers an interesting alternative in this respect, but geographic space is ill-
suited for tracking pathogens in humans and other hosts that frequently travel long distances.
However, a recent modeling study has demonstrated that complex spatiotemporal patterns
of spread evince surprisingly simple and regular wave-like patterns for distances measured
along transport networks instead of spatial distances (Brockmann and Helbing, 2013).
We use this concept of ‘effective distance’ to perform phylogeographic inference in latent
effective space by adopting a Bayesian MDS approach that enables the quantification and
comparison of differences in the rate at which the different seasonal influenza variants travel
the air transportation network. Bayesian MDS (Oh and Raftery, 2001) probabilistically
projects relationships between high dimensional objects onto low-dimensional space and thus
accounts for uncertainty by integrating over constellations of latent locations. To adjust for
shared evolutionary history between viral samples, Bedford et al. (2014) combines Bayesian
MDS with a latent phylogenetic diffusion model. With pairwise distances between flu samples
arising from biochemical assays, those authors used their Bayesian phylogenetic MDS model
to draw insights into the changing antigenicity of the four major seasonal influenza subtypes.
Unfortunately, the Markov chain Monte Carlo (MCMC) computations required for a
Bayesian MDS (phylogenetic or otherwise) analysis are onerous. The MDS likelihood pre-
vents Gibbs sampling, and complexity of the likelihood evaluations necessary for Metropolis-
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Hastings grows quadratically with the data. Fosdick et al. (2019) circumvent MCMC compu-
tations by fiiting the MDS model with an optimization routine. Bedford et al. (2014) partly
avoid the issue by completely leaving out the truncation term on the non-negative pair-
wise distances—the computational bottleneck of the likelihood evaluation—and effectively
draw inference based on an incorrect model. Those authors witness high autocorrelation
between Markov chain states regardless. Hamiltonian Monte Carlo (HMC) (Neal, 2011), an
advanced MCMC algorithm that uses gradient information to craft proposals, could help
improve this poor mixing, but the log-likelihood gradient evaluations required by HMC also
scale quadratically with the data.
Nonetheless, we assert that correct inference from Bayesian MDS is possible, even scal-
able, with the help of massively parallel computing that we exploit here to quickly calculate
the MDS likelihood and log-likelihood gradient in the context of HMC. We are not the first to
investigate parallel implementations in statistical computing: Suchard and Rambaut (2009),
Suchard et al. (2010a) and Suchard et al. (2010b) apply graphics processing unit (GPU)
computing to optimization and Bayesian inference for phylogenetics and flow cytometry;
Lee et al. (2010) perform sequential Monte Carlo with the aid of GPUs; Zhou et al. (2010)
leverage GPUs for statistical optimization; and Beam et al. (2016) compute the likelihood
and its gradient for a multinomial model with GPUs and thus accelerate HMC for that
model.
While GPUs also deliver the greatest speed gains for the inference problem considered
here, we find that multi-core central processing units (CPUs) combined with on-chip vec-
torization follow closely behind in scaling Bayesian MDS for millions of data points. To
understand why, we first present Bayesian MDS and its phylogenetic instantiation.
5
2 Methods
2.1 From dissimilarity to a latent space
Multidimensional scaling (MDS) encompasses a class of ordination methods that project
a collection of objects into a low-dimensional Euclidean space based on dissimilarity mea-
surements between pairs of objects (Kruskal, 1964). Through MDS, objects with smaller
dissimilarity generally find themselves nearer in L2 distance to each other in this latent
space than objects with larger dissimilarity. While MDS traditionally has found use as an
exploratory data analysis tools, model-based MDS variants exist within the Bayesian frame-
work (DeSarbo et al., 1998; Oh and Raftery, 2001). One posits that each object’s latent
location is a random variable, translates the MDS projection into a probability model on the
observed dissimilarities given distances between latent locations (Ramsay, 1982) and spec-
ifies an appropriate prior distribution over these locations. Previously, such distributions
have remained arbitrary and relatively uninformative. In this paper, however, the stochas-
tic process that gives rise to the latent location prior distribution is highly-structured and
well-informed. Further, the parameters that characterize the process are of chief scientific
interest.
We are interested in a finite collection of N items. For any two distinct items i and j,
we follow Oh and Raftery (2001) and model the observed dissimilarity Yij as conditionally
independent, normal random variables, truncated to be positive
Yij ∼ N
(
δij, σ
2
)
I (Yij > 0) for i > j, (1)
where the expected dissimilarity δij = ||Xi −Xj|| is the L2 norm between latent locations
Xi = (xi1, . . . , xiD)
t and Xj = (xj1, . . . , xjD)
t in a low-dimensional, real coordinate space
RD. Given all latent locations X = (X1, . . . ,XN)t, the conditional density of the observed
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data Y becomes
p(Y |X, σ2) ∝ (σ2)N(1−N)4 exp(−∑
i>j
rij
)
rij =
(Yij − δij)2
2σ2
+ log Φ
(
δij
σ
)
, (2)
where Φ (·) is the cumulative distribution function of a standard normal random variable.
Motivation behind this probabilistic transformation from observed dissimilarity into a
Euclidean space rests on present limitations in drawing inference about diffusive processes
(such as those outlined below) over irregular landscapes (Billera et al., 2001). Inference over
irregular landscapes often necessitates extensive data augmentation or numerical integration
(Manton, 2013; Nye and White, 2014) to closely approximate the density function of a par-
tially observed sample-path, as the density function is a solution of the stochastic differential
equation that governs the diffusion. On the other hand, in a latent Euclidean space, sim-
ple Brownian diffusion (Brown, 1828; Wiener, 1958) and its scale mixtures generalization
(Lemey et al., 2010) offer closed-form density functions. Further, these functions yield con-
veniently to the analytic integration necessary to track the multiple end-state locations X
of dependent diffusion processes.
2.2 Highly-structured Brownian process prior
Consider a collection of M molecular sequence alignments, where each alignment Sm for
m = 1, . . . ,M contains sequences from Nm evolutionarily related viruses, Ne additional
unsequenced viruses from unsampled locations and an N×N symmetric, dissimilarity matrix
Y for N =
∑M
m=1Nm + Ne, where in general N  Ne. Each entry Yij of Y reports a non-
negative dissimilarity measurement between virus i and j for i, j = 1, . . . , N . We follow
standard Bayesian phylogenetics hierarchical approaches (Suchard et al., 2003) to model the
sequence data S = (S1, . . . ,SM) that include, among other parameters φ not critical to
the development in this paper, phylogenetic trees G = (G1, . . . ,GM) which may be known a
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Figure 1: Multivariate Brownian diffusion along a phylogeny as a latent Gaussian model
prior. This example phylogeny has 4 tips, labeled 1, 2, 3 and 4. We depict the conditionally
independent diffusion realizations in two dimensions along each branch in different colors.
The root and two internal node realizations are colored as gray, blue and brown circles, while
the four tip node realizations X = (X1,X2,X3,X4) are highlighted in purple, green, yellow
and red, respectively. Dynamic programming enables us to integrate over all possible root
and internal node realizations, returning the joint distribution of X as an informed prior.
Pairwise distances between tip realizations relate to the observed dissimilarity distances Yij
of the model.
priori or random. Each tree Gm is a bifurcating, directed graph with Nm terminal degree-
1 nodes (νm1 , . . . , ν
m
Nm
) that correspond to the tips of the tree, Nm − 2 internal degree-3
nodes (νmNm+1, . . . , ν
m
2Nm−2), a root degree-2 node ν
m
2Nm−1 and edge weights (t
m
1 , . . . , t
m
2Nm−2)
that report the elapsed evolutionary time between nodes. To simplify notation later, let
G (i) ∈ {1, . . . ,M} indicate the alignment to which virus i belongs, with 0 indicating i
unsampled. We assume conditional independence between S and Y given G. Interested
readers may explore, for example, Suchard et al. (2001) or Suchard et al. (2018) for detailed
development of p(S,φ,G).
Our model posits that a multivariate Brownian diffusion process along the branches of
the trees in G (Lemey et al., 2010) gives rise to X. The Brownian process asserts that the
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latent location value of a child node νmc in tree Gm is multivariate normally distributed about
the latent value of its parent node νm
pa(c) with variance t
m
c ×Σ. The unknown K×K matrix Σ
parameterizes the dispersal rate in the latent space after controlling for correlation in latent
values that are shared by descent through Gm. This construction generalizes univariate
Comparative Methods (Cavalli-Sforza and Edwards, 1967; Felsenstein, 1985) approaches to
model the evolution of continuous-valued random variables first into a multivariate setting
and second across multiple trees. Figure 1 illustrates one possible realization of this process
for a single tree with Nm = 4 tips.
We assume that the latent values at all M root nodes νm2Nm−1 and for the Ne unsequenced
viruses are a priori multivariate normally distributed with mean µ0 and variance τ0 ×Σ or
τe ×Σ, respectively. Following Cybis et al. (2015), we can ascribe that jointly X is matrix
normally distributed, with probability density function
p(X |VG,Σ,µ0, τ0, τe) =
exp
{−1
2
tr
[
Σ−1 (X− µ0)t V−1G (X− µ0)
]}
(2pi)ND/2 |Σ|N/2 |VG|D/2
, (3)
where VG = {vij} is a block-diagonal N ×N matrix. Specifically, if virus i is unsequenced,
then vii = τe and vij = 0 for all j 6= i. The trees in G define the remaining M blocks. We
define dF (u,w) to equal the edge-weight sum along the shortest path between node u and
node w in a tree Gm. Then, within block m, diagonal elements vi′i′ = τ0 +dF (νm2Nm−1, νi′), the
elapsed evolutionary time between the root node and tip node i′, and off-diagonal elements
vi′j′ = τ0 +
[
dF (ν
m
2Nm−1, νi′) + dF (ν
m
2Nm−1, νj′)− dF (νi′ , νj′)
]
/2, the elapsed time between the
root and the most recent common ancestor of tip nodes i′ and j′.
To complete our model specification, we assume a priori
Σ−1 ∼Wishart(d0,T0) and
σ−2 ∼ Gamma(s0, r0), (4)
with degrees of freedom d0, rate matrix T0, shape s0 and rate r0. Finally, we specify fixed
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hyperparameters (µ0, τ0, d0,T0, s0, r0) in our example.
2.3 Inference
We use Markov chain Monte Carlo (MCMC) to learn the posterior distribution
p(Σ, σ2,G,φ |Y,S) ∝ p(Y |Σ, σ2,G)× p(Σ)× p(σ2)× p(S,φ,G) (5)
=
(∫
p(Y |X, σ2)p(X |Σ,G)dX
)
× p(Σ)× p(σ2)× p(S,φ,G)
with a random-scan Metropolis-with-Gibbs scheme and the development of a computation-
ally efficient transition kernel to sample the latent values X. We exploit standard Bayesian
phylogenetic algorithms (Suchard et al., 2018) based on Metropolis-Hastings sampling for
the tree G and other phylogenetic parameters φ. These latter transition kernels are not
rate-limiting.
Sampling G necessitates evaluating p(X |Σ,G). Equation (3) suggests a computational
order O
(
N˜3
)
where N˜ = max
m
Nm to form the matrix inverse V
−1
G . However, we follow
Pybus et al. (2012) who develop a dynamic programming algorithm to evaluate Equation
(3) in O
(
N˜D2
)
via parallelizable post-order traversals of the trees in G. Freckleton (2012)
and Ho and Ane´ (2014) propose similar linear-time algorithms, but the underlying idea of
message passing on a directed, acyclic graph extends back at least to Cavalli-Sforza and
Edwards (1967) and Pearl (1982). Sampling φ is, likewise, linear in N˜ and also conveniently
computable on massively parallel devices (Suchard and Rambaut, 2009).
On the other hand, sampling X stands as the rate-limiting operation for posterior infer-
ence. To appreciate why, the full conditional distribution p(X |Y,G,Σ, σ2) is not of standard
form, eliminating Gibbs sampling. Any sampler for X must therefore evaluate or approxi-
mate log p(Y |X, σ2) or its derivatives. This log-density is a sum over N(N − 1)/2 terms,
where each involves O(D) operations, such that complete evaluation is O(N2D). Its gradi-
ent is N summations over N − 1 terms that also involve O(D) operations. Again, complete
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evaluation is O(N2D).
Bedford et al. (2014) describe a previous attempt at fitting a related Bayesian MDS
model with a phylogenetically informed prior. Restricted to a modest N ∼ low 100s similar
to the problems that Oh and Raftery (2001) attack, this previous work has relied on a
low-dimensional random-walk transition kernel applied at random to a single element Xi or
even xik of X. The advantage here exploits caching the O(N2) terms, since changing the
value of a single Xi invalidates only N − 1 terms. The disadvantage lies in the potentially
extreme auto-correlation of the MCMC sample that grows with increasing N . The auto-
correlation arises out of the posterior dependence between Xi and Xj for i 6= j that our
highly-informative phylogenetic prior p(X |Σ,G) exacerbates.
Hamiltonian Monte Carlo We rely on HMC (Duane et al., 1987; Neal, 2011) to effi-
ciently simulate from the posterior distribution with respect to latent data X. HMC is an
advanced MCMC methodology that employs deterministic Hamiltonian dynamics to intelli-
gently generate proposal states. We couple each trajectory with a Metropolis accept-reject
step that renders the target distribution invariant. The upshot is an algorithm that has aided
Bayesian analysis by facilitating posterior inference for models of unprecedented dimension
and hierarchical structure.
Specifically, let pi(x) be the probability density function of the target distribution for
generic random variable x with continuous support. Further, assume that pi(·) be differen-
tiable, as is the case for the application considered here. HMC works by augmenting the
‘position’ variable x by an independent, auxiliary ‘momentum’ variable p with Gaussian
density ξ(p). An energy function is constructed as the negative logarithm of the density for
the joint distribution over (x,p):
H(x,p) = − log (pi(x) ξ(p)) ∝ − log pi(x) + 1
2
pTM−1p . (6)
Here, M is the covariance of p, but it is also interpretable as the mass matrix for the dy-
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namical system associated to Hamiltonian H(x,p) and described by the system of equations
x˙ =
∂
∂p
H(x,p) =
1
2
M−1p (7)
p˙ = − ∂
∂x
H(x,p) = ∇ log pi(x) .
By Liouville’s theorem, Hamiltonian dynamics conserve the energy H(x,p). It is a corollary
that perfect simulation of the Hamiltonian system is equivalent to perfect sampling from
the canonical distribution exp (−H(x,p)) = pi(x) ξ(p), i.e., for any stopping time t, the
Metropolis-Hastings acceptance criterion is
min
(
1,
exp (−H(xt,pt))
exp (−H(x0,p0))
)
= min(1, 1) = 1 . (8)
Exact simulation is rarely available, but the discretized leapfrog algorithm (Leimkuhler and
Reich, 2004) has proven effective for simulating the Hamiltonian dynamics. The discretiza-
tion does lead to errors which cause the Hamiltonian evaluated at the proposed state (x∗,p∗)
to differ from that of the current state, so an accept-reject step remains necessary. On the
other hand, the discretized dynamics preserve volume just like the true Hamiltonian dy-
namics, so we need no Jacobian corrections to calculate the Metropolis acceptance criterion.
We do, however, need to evaluate the log-likelihood gradient at multiple points along the
trajectory.
The log-likelihood gradient In the notation for Bayesian MDS, HMC requires the
gradient of the log-likelihood with respect to latent locations X. The gradient of the log-
12
likelihood with respect to a single row Xi of the matrix X is
∂
∂Xi
log p(Y |X, σ2) = ∂
∂δij
log p(Y |X, σ2) ∂δij
∂Xi
(9)
= −
∑
j 6=i
(
(δij −Yij)
σ2
+
φ(δij/σ)
σΦ(δij/σ)
)
∂δij
∂Xi
= −
∑
j 6=i
(
(δij −Yij)
σ2
+
φ(δij/σ)
σΦ(δij/σ)
)
(Xi −Xj)
δij
:= −
∑
j 6=i
Rij .
Here, φ(·) is the probability density function of a standard normal variate, and Rij is the
contribution of the jth location to the gradient with respect to the ith location.
Proponents of automatic-differentiation (auto-diff) may take umbrage at the use of a
closed-form formula for the gradient. For the MDS log-likelihood, the cost of auto-diff will
not be less than quadratic in the number of data points because, to the best of our knowledge,
auto-diff will not capitalize on the natural parallelizability of the gradient calculations.
Key insights HMC is a powerful tool for Bayesian learning, but the likelihood and
gradient evaluations it necessitates become overly burdensome for Big Data inference. Effi-
ciently computing log p(Y |X, σ2) and its gradient with respect to X remains a critical and
rate-limiting step at O(N2D) for each evaluation. When N is large, the key insights for
effective parallelization of these evaluations are three-fold.
The first is most important: for the likelihood, there are a massive number of stereotyped,
and seemingly independent, operations in evaluating rij for all i > j (a transformation);
for the gradient, there are a massive number of stereotyped, and seemingly independent,
operations in evaluating Rij for all i > j (again, a transformation). For both rij and Rij, the
floating point operations required to evaluate Φ(·) are rate-limiting, so a useful computing
strategy limits wall time spent performing these operations by applying the functions in
parallel across a range of inputs.
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The final two insights are often missed in statistical computing. The above transforma-
tions offer a high degree of data-reuse; for example, rij and Rij for all j depend on Xi, and
rij and Rij for all i depend on Xj. A good computing strategy stores these values in a
way that facilitates fast reuse. Finally, the realized values of rij and Rij are never actually
needed, only their sum (a reduction). A good strategy avoids storing intermediate values in
costly memory. Arising often in statistical modeling with Big Data, we capitalize on these
points in Section 2.4.
2.4 Massive parallelization
The simultaneous execution of multiple mathematical operations through parallelization
continues to enable computation to keep pace with Moore’s Law that posits processing
power doubles approximately every two years. Parallelization is growing into a dominant
theme in large-scale statistical inference (Suchard et al., 2010b) and on hardware including
clusters of independent compute nodes, on-chip vector instructions, multithreaded multi-core
processors and parallel co-processors such as GPUs. Capitalizing on these hardware features
in software implementation could emerge as the most important task facing a computational
statistician.
Cluster computing is the most familiar form of parallelization and often scales up to
1000s or more of nodes that contain their own CPUs and random access memory (RAM),
linked loosely together through an Ethernet or InfiniBand network. In total, 1000s of CPUs
and massive quantities of RAM can comprise a single cluster; however, sharing information
between individual nodes has high latency in these distributed-computing environments.
Communication latency can severely affect the theoretically achievable speed-up of paral-
lelization.
Assume a computing task has an overall execution cost c0 and can be evenly distributed
across S parallel devices, each executing a thread of work. Then, an ideal implementation
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will still require actual time c0/S + c1, where c1 is the incurred time of communication or
additional non-parallelizable computation. The speed-up on this ideal system often falls
far short of S-fold. Further, the overhead parameter c1 often scales with S. The high
latency of clusters, therefore, suggests coarse-grain decomposition with larger and relatively
independent threads assigned to each compute node to minimize the parallelization overhead.
Further, many statistical model fitting algorithms, including high-dimensional optimization
and MCMC, are iterative such that c1 also scales by the number of iterations. While several
tools stand out for cluster-based statistical computing (Schmidberger et al., 2009), we often
find that significant financial investment in purchasing or renting a large cluster yields only
modest speed-up. For example, Suchard et al. (2010a) benchmark a related MCMC inference
problem involving millions of observations, yielding an approximate 20-fold speed-up on a
100-node cluster costing about $250,000 in 2008, or about $3,600 for a month of compute-
time today on a cloud-based service.
In this paper, we avoid the high latency cost of iterative algorithms on clusters and
instead raise awareness on exploiting parallelization in less expensive shared-computing en-
vironments. Specifically, we explore two prominent and one often unrecognized avenues of
parallelization to evaluate log p(Y |X, σ2) (Equation 2) and its gradient with respect to X
(Equation 9), our rate-limiting steps in inference. On the prominent side, these avenues har-
ness the multiple, multithreaded processing cores cast onto CPUs in standard desktop com-
puters and the extreme number of cores working in tandem on GPU cards now ubiquitous as
high-performance computing add-ons. Under appreciated stands single-instruction, multiple-
data (SIMD) integer or floating-point operation parallelization available within standard
CPU cores.
In the parlance of high-performance computing, evaluating Equation (2) is a transformation-
reduction, where the transformation reads from RAM the latent locations X and computes
rij for all i > j and the reduction then sums together all rij. A first glance at this compu-
tation suggests two separate loops over all i > j; the first presents O(N2) embarrassingly
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parallel tasks with floating point math calls, and the second loop has strong serial depen-
dence. Gradient evaluation requires the N transformation-reductions given by Equation (9)
for each i. Again, each transformation-reduction suggests two separate loops over all i > j;
here, the inner loop is O(N) with floating point math operations, and the outer loop again
has strong serial dependence.
Rate-limiting are the embarrassingly parallel floating point operations characterized by
math function calls. On account of their heavy cost, it is advantageous to broadcast such
expensive operations across as broad a swath of input data as possible. GPUs efficiently
apply operations to thousands of inputs, and, with the help of SIMD, multi-core CPUs si-
multaneously apply a single floating operation to independent inputs in the low hundreds.
Parallel computing of floating point operations is much faster than serial, but an important
caveat of high-performance computing is that a single memory transaction involving a read
or write from RAM may take up to two orders-of-magnitude more time than a numerical
operation applied to a value sitting in a limited number of storage locations called regis-
ters within the CPU or GPU. In practice, multiple consecutive memory transactions occur
simultaneously, moving a block of data between RAM and successive layers of high-speed
memory in close proximity to the processor called caches. As a result, consecutive memory
transactions are considerably faster than random ones, but still pale in speed comparison to
on-chip numerical operations.
To avoid unnecessary memory transactions, it should become common practice in sta-
tistical computing to “fuse” together performance-dependent transformation-reductions into
single loops even if they retain some serial dependence. Through fusion, for example, inter-
mediate rij values never need to be written to RAM in the transformation, nor read back
for the reduction. Instead, one or more partials sums remain in on-chip registers and get in-
cremented as intermediate values become available; these may become available in a parallel
fashion and, ultimately, we may reduce either the intermediate values or final partial-sums
in parallel over a binary tree. Given B intermediates or partial-sums, the computational or-
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Figure 2: Massive parallelization strategy for computing the log-likelihood: each working
group independently reads two separate batches of latent locations data from global memory,
computes location pair specific likelihood contributions in parallel, efficiently adds these
contributions in a binary reduction and writes the resulting partial sum to global memory.
der of the binary-tree reduction is O(logB), but it carries high inter-thread communication.
On hardware with even modest communication latency between threads, such as between
multiple cores on CPUs, there is often little speed advantage to a binary-tree reduction. On
the other hand, with almost no communication latency between small groups of threads on
GPUs, the final parallel reduction often shines. We return to this point below.
Multi-core CPUs Modern laptop, desktop and server computers hold sockets for 1 to 4
separate CPU chips and each chip consists of 2 to 32 independent processing units called
cores that can execute different computing operations simultaneously. Cores on the same chip
share only a small amount of low-level, high-speed cache to facilitate communication, while
cores on different chips often share only high-level, slow-speed cache if any. A drawback of
this architecture is that a single memory bus connects the cache to RAM. The rate at which
data moves across this bus, called the memory bandwidth, is several times less than the total
rate of numerical operations across all cores. For numerically intensive computation on small
amounts of data, this rarely presents a problem. As data sizes grow, memory bandwidth
limitations emerge.
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Since multi-core hardware is designed to perform independent operations, the operating
system provides tools to coordinate their behavior that the computational statistician ac-
cesses through software libraries that are built into many programming languages. Thread-
ing Building Blocks (TBB) is one popular, open-source and cross-platform library (Rein-
ders, 2007) that provides a convenient and expressive application programming interface
(API) for multi-core parallelization of transformations and reductions. For example, the R
package RcppParallel (Allaire et al., 2016) wraps TBB, making it immediately accessible
to R and C++ statistical developers.
In a multi-core CPU environment, effective parallelization of the transformation-reductions
in Equations (2) and (9) first evenly partitions the task into a modest number of parallel
threads S, where S ≤ the total number of cores available. Without SIMD, each thread can
only perform the rate-limiting floating point operations one-at-a-time but benefits from the
large size of the CPU caches that automatically hold multiple copies of all of X close to the
cores. Using TBB, we assign elements rij (for the likelihood) or Rij (for the gradient) that
hold j constant to the same thread, such that a core loads Xj into an on-chip register and
reuses it many times. Beyond our specific task partitioning, no specialized programming
is necessary for a compiler to generate this code. In parallel, the threads accumulate S
partial-sums that TBB stores to RAM. A final, serial reduction of the S partial-sums takes
negligible time.
Many-core GPUs GPUs contain 100s to 1000s of cores on a single chip and come, on
the smaller side, integrated directly into a CPU or, on the larger side, as add-on cards
that interface with laptop, desktop or server computers. Unlike the independent cores in a
CPU, small blocks of GPU-cores must execute the same instructions simultaneously, but on
potentially different data. While this appears to be a strong disadvantage, it greatly simplifies
thread management. Blocks of threads may communicate almost instantly using shared
memory in register-space directly in hardware, and efficiently scheduling many more threads
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to execute than cores hides memory transaction latency with RAM, called global memory
on a GPU, because many tasks are in flight simultaneously. Embarrassingly parallel tasks
with no communication and low data reuse, such as independent simulation, run modestly
faster on a GPU than CPU because the total rate of numerical operations across 1000s of
GPU cores is currently larger than 10s of CPU cores, although the gap is narrowing. But
GPUs have limited memory cache, so exploiting the shared memory with many short-lived
cooperative threads leads to the greatest performance boosts.
To evaluate the log-likelihood transformation-reduction on the GPU, we generate S =
N×N threads and task each thread ij with computing only one entry rij. We block threads
together in B × B work-groups, such that each work-group IJ contains threads tasked to
consecutive i and consecutive j (Figure 2). By setting B = 16 to a small power-of-two,
threads within a work-group can communicate via shared memory. First, this reduces the
number of memory transactions to bring X on-chip by a factor of B. To accomplish this, the
first B threads in each work-group read in corresponding group entries for Xi and the second
B threads read in entries for Xj, then all B
2 threads have quick access. Most importantly,
all threads in a work-group independently compute each rij (and concomitant rate-limiting
floating point operations) in parallel, for each of the B2 ij pairs in the work-group. The
threads then use shared memory again to perform a binary-tree reduction. A single thread
from each group then writes its partial-sum back to global memory. A final, serial reduction
on the CPU of the N2/B2 partial-sums takes negligible time.
Recall that the gradient evaluation consists of N independent transformation-reductions,
one for the gradient with respect to each Xi. On the GPU, we generate S = N ×B threads
for B a moderate power of 2 (we choose B = 128). In parallel across all i, we use B threads
to compute the gradient with respect to each individual Xi. Each thread uses a for-loop
to compute dN/Be gradient contributions Rij across individual js, after which the threads
work in concert to perform a comprehensive binary reduction of all the terms contributing to
the gradient with respect to Xi. Besides the serial evaluations within each thread, the GPU
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1 movapd (%rax,%rbx,8), %xmm0 ; Load 2 doubles (dp) into register
2 subpd (%rax,%rcx,8), %xmm0 ; Subtract 2 doubles from register
3 dppd $49, %xmm0, %xmm0 ; Take dot-product of register and itself
4 sqrtsd %xmm0, %xmm0 ; Square root of 1 double (sd)
Figure 3: Single instruction, multiple data (SIMD) Intel x86 CPU processor instructions to
compute ||Xi −Xj|| for D = 2. These SIMD instructions simultaneously act on 2 double-
precision floating-point values. In 4 lines of code, we approximately halve the total number
of instructions executed to compute the distance between two vectors, resulting in almost a
2-fold speed-up.
computes the rate-limiting floating point math operations in a massively parallel manner.
Furthermore, GPUs have high memory bandwidth, so it is not a problem that each thread
requires a copy of Xi. Finally, every work-group stores its Xi in place for efficient reuse.
We write our GPU code in the Open Computing Language (OpenCL), an open-source
standard maintained by leading hardware vendors, such as AMD, Apple, IBM, Intel and
NVIDIA. The OpenCL framework allows for a “program once, execute across many het-
erogeneous platforms,” including CPUs, GPUs and other emerging hardware accelerators,
portable approach using a familiar C-like syntax. In OpenCL, we write a single function,
called a kernel, for the log-likelihood and for the gradient transformation-reductions, and
the library assigns these kernels to each working group independently for parallel evaluation
at run-time.
Within-core vectorization Multi- and many-core processing mainly benefit from the
concurrent execution of multiple threads of instructions. Commonly overlooked in statistical
computing stands an alternative form of non-concurrent, data-level parallelism called vector
or SIMD processing. In vector processing, a single instruction directs the core to operate
simultaneously on a short vector or packet of data stored consecutively in an extended-
length register. Beginning in the mid 1990s, SIMD processors began arriving in commodity
computers. On Intel x86 hardware, the instruction sets carry the names multiple math
extensions (MMX), streaming SIMD extensions (SSE) and, in its most recent form, advanced
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vector extensions (AVX) that operate on 2 to 8 integer or floating-point values.
While almost every computer used for statistical computing supports this form of par-
allelism, few statistical tools explicitly exploit them, relying on compilers to inject occa-
sional SIMD instructions through their automatic optimization procedures. Unfortunately,
compiler-based automatic loop vectorization remains in its infancy, forcing developers often
to hand-code SIMD instructions at bottlenecks. The learning curve is high and good docu-
mentation is scarse, but the performance pay-off makes exploring SIMD worth it. Expressive
libraries wrapped into the R toolchain, like RcppXsimd and RcppNT2 (Ushey and Falcou,
2016), are emerging, making SIMD as good as a free-lunch for statistical computing.
One trick to successful SIMD parallelism consists of identifying a rate-limiting transfor-
mation in which the input data lie consecutively in memory. For the log-likelihood and its
gradient, the evaluation of Φ(·) is easily identifiable as the most rate-limiting set of oper-
ations using an instruction-level program profiler, such as Intel VTune under Windows
and Linux and Instruments on a Mac system. We attack this bottleneck by calling the
required floating-point operations on an entire SIMD extended-length register, as opposed
to a solitary floating-value, each time. Using SSE, we effectively evaluate Φ(·) over 2 double-
precision floating variables at a time. Using AVX, we effectively evaluate Φ(·) over 4 doubles
at a time and reduce computing time by more than a half.
We illustrate this technique with the calculation of distance between two vectors. If
we physically order in RAM the floating-values of X as {X11, . . . ,X1D,X21, . . .} – and pad
with 0 between Xi and Xi+1 if D is not even (SSE) or not divisible by 4 (AVX) – then the
transformation ||Xi−Xj|| → δij is ripe for SIMD parallelism. In the case of SSE, exploiting
these in computing the dot-product in ||Xi − Xj||2 approximately halves the number of
operations. Figure 3 displays the x86 SSE instructions for this transformation when D = 2.
One instruction loads the set of packed doubles (pd) {xi1, xi2} into an extended SIMD
register. The next instruction loads and subtracts {xj1, xj2}, leaving {xi1− xj1, xi2− xj2} in
register. A third instruction forms the dot-product (xi1− xj1)2 + (xi2− xj2)2 that is a single
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double (sd) value and a final non-SIMD instruction returns its square root. SIMD operations
can also lead to super-linear speed-up (>X-fold using X-wide SIMD instructions) because
they can be more cache-efficient and better identify data-dependence between instructions.
This latter feature allows modern CPUs to capitalize on instruction-level parallelism through
pipelining and out-of-order execution.
We have placed the algorithmic details corresponding to this discussion in Section A,
where Algorithm 1 describes our massively parallel implementation of the log-likelihood
computations and Algorithm 2 describes the same for the log-likelihood gradient.
2.5 Software availability
The Bayesian evolutionary analysis by sampling trees (BEAST) software package (Suchard
et al., 2018) stands as a popular tool for viral phylogenetic inference. The package already
implements MCMC methods to explore p(S,φ,G) under a wide variety of evolution modeling
assumptions and Cybis et al. (2015) extend BEAST to include p(X,Σ | G). Here, we provide
an open-source, stand-alone library MassiveMDS http://github.com/suchard-group/
MassiveMDS that efficiently computes log p(Y |X, σ2) and its gradient and currently inte-
grates directly into BEAST via a simple application programming interface (API). The
library contains a combination of C++ code for which standard compilers can generate
CPU-specific vectorized instructions at compile-time and OpenCL kernels that the library
constructs and compiles at run-time to facilitate GPU-vendor-specific optimization. Dis-
tribution as a stand-alone library source code with a simple API promotes cross-platform
compatibility.
To further ease adoption, we have used the Rcpp package (Eddelbuettel and Franc¸ois,
2011) to make the library available in the R programming language as a rudimentary package
so that R users can exploit massive parallelization without requiring the tool authors to be
experts in parallelization themselves; this design model has served well previously (Ayres
et al., 2012). Finally, we have facilitated R user access to advanced SIMD tools by making
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the C++ library Xsimd available with R wrapper package RcppXsimd http://github.
com/OHDSI/RcppXsimd.
2.6 Model selection
We use cross-validation when it is difficult a priori to motivate a modeling decision. In
particular, we are interested in judging the ‘correct’ number of dimensions available for
the latent diffusion process. In turn, we interpret this latent dimensionality as a rough
quantification of the complexity for the air-traffic space in junction with the pathogen’s
evolutionary dynamics.
In cross-validation (Geisser, 1975), the practitioner systematically excludes a fixed pro-
portion of observations, trains the model on those remaining observations, and uses the
fitted model to predict the held-out data. We repeat this process over a number of ‘folds’
and ascertain the prediction error over the different folds. The model with the smallest total
prediction error is deemed best.
Recall that, for MDS, our data is a large distance matrix Y, and observations correspond
to off-diagonal elements Yij. A cross-validation fold consists of the held-out observations
Yfij and the remaining observations Y
f
−(ij). Let s index an MCMC state corresponding to
a single draw from the target posterior and denote the complete set of latent locations and
model parameters (X, θ)fs for s = 1, . . . , S
f . We use the empirical log pointwise predictive
density (l̂pd) as measure of predictive accuracy and model fit (Vehtari et al., 2017). The log
pointwise predictive density is
lpd =
∑
f
∑
i<j
log p(Y fij |Y f−(ij))
=
∑
f
∑
i<j
log
∫
p(Y fij |(X, θ))p((X, θ)|Y f−(ij))d(X, θ)
≈
∑
f
∑
i<j
log
1
Sf
Sf∑
s=1
p(Y fij |(X, θ)fs )p((X, θ)fs |Y f−(ij)) = l̂pd .
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Given two models with differing latent dimensions, we choose the model with smaller l̂pd.
For more on Bayesian model selection, see Gelman et al. (2013).
3 Demonstration
Each year, seasonal influenza infects at least 10% of the world population, causing as many
as 500,000 deaths. Prior to 2009, four main influenza subtypes circulated among humans.
Of these, influenza A lineages H3N2 and H1N1 are the most prevalent. Influenza B subtypes
Yamagata and Victoria contribute to decidedly less infections. Bedford et al. (2015) related
this difference in epidemic success to differences in the rate of antigenic evolution. Indeed,
H3N2 and H1N1 have higher rates of ‘antigenic drift’ compared to the less prevalent influenza
B counterparts (Bedford et al., 2014). This results in different age-of-infection patterns that
coupled with age-dependent air travel intensity explain different migration rates (Bedford
et al., 2015). Antigenic evolutionary rates were estimated using a Bayesian phylogenetic
MDS model with antigenic distances arising from costly chemical assays (Bedford et al.,
2014). Here, we use a concept of worldwide air traffic space to derive pairwise distances
between individual viral samples. Our goal is to obtain lineage-specific rates of dispersion
through this air traffic space using Bayesian phylogenetic MDS.
To this end, massive parallelization facilitates phylogenetic analysis of huge collections
of viral data with varied strains. We analyze 1370, 1389, 1393 and 1240 samples of type
H1N1, H3N2, VIC and YAM, respectively. The observed sample originates from 189 different
countries, making it ideal for testing the proposed air traffic distance framework.
3.1 Viral mobility from air traffic
We use effective distance (Brockmann and Helbing, 2013) between countries to incorporate
global transport information into our analysis. Effective distances summarize global air
travel patterns as a network of 4069 nodes (airports) and 25,453 edges (direct connections).
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Figure 4: Geography of a worldwide, latent air traffic space. A 2-dimensional Bayesian
multidimensional scaling model with effective worldwide air traffic space distances for data
results in 189 country specific posterior medians.
Let α and β index two arbitrary nodes on this network. Brockmann and Helbing (2013)
construct Pαβ, the probability of traveling from α to β based on flight frequency numbers,
and use this probability to render
Dαβ = 1− log Pαβ
the effective distance between the nodes. This measure is inversely proportional to the
probability of traveling between nodes, and the log transform guarantees additivity of edge
lengths, a direct corollary of the fact that transition probabilities multiply. On the other
hand, Dαβ does not generally equal Dβα (consider the probability of traveling from New
York to the Solomon Islands), so we further symmetrize the measure to make amenable to
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Bayesian phylogenetic multidimensional scaling with effective worldwide air traffic space
distances for data.
a continuous latent space representation. Finally we aggregate the distances by country to
form our data.
3.2 Dispersal inference
To elicit the prior on the tree-based covariance through time VG for the latent diffusion
process, we incorporate a set of posterior trees from the analysis of Bedford et al. (2015)
into the model as a finite mixture. That analysis assumes the Hasegawa, Kishino and
Yano (Hasegawa et al., 1985) process with discretized rate variation (Yang, 1996) to model
sequence substitution as a continuous-time Markov chain along an unknown tree G. For a
prior distribution over G, Bedford et al. (2015) elect for a flexible, non-parametric coalescent-
based process (Gill et al., 2013) and give each strain its own tree. Bedford et al. (2015) use
Haemagglutinin coding sequences, numbering 9139 H3N2, 3789 H1N1, 2577 VIC and 1821
YAM in total and coming from the 9 geographic regions of USA/Canada, South America,
Europe, India, North China, South China, Japan/Korea, Southeast Asia and Oceania.
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Figure 6: Posterior modes for trees from each strain, colored along first latent dimension of
worldwide air traffic space.
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First, we visualize the worldwide air traffic space using a two-dimensional latent space
model. In Figure 4, the posterior medians of 189 countries arrange themselves according to
our worldwide air traffic distances. Continental and otherwise geographic blocks of countries
(given by similar colors) hew together. Within blocks, economic powerhouses tend toward the
center of the space because they are more closely connected by air travel to other economic
giants from other blocks and hence other blocks in general. For example, the United States
(US) ‘represents’ the Americas in red while Japan (JP) and China (CN) represent East Asia
in pink.)
As indicated, the rate of dispersal for each individual viral strain is an important quantity
of scientific interest, and a key question is whether one may accurately infer these rates with
a phylogenetic MDS model trained on latent airspace data. For the multivariate Brownian
diffusion, tr(Σ) is the univariate measure of instantaneous dispersal satisfying
〈dX, dX〉 = tr (Σ) dt ,
where Σ is the same as in Equation 3 and dX is the instantaneous change in X as described
by the stochastic differential equations governing multivariate Brownian motion. To infer
these quantities we must choose the latent dimensionality of our MDS model. As described
above, we use 5-fold cross-validation, which dictates a 6-dimensional latent space: the average
log-likelihoods for latent dimensions 2 through 7 are −7.1× 10−6, −4.2× 10−6, −3.4× 10−6,
−3.5× 10−6, −2.8× 10−6, and −7.0× 10−6.
Conditioning on the finite mixture of trees within a Gibbs sampler, we use a GPU to
generate 2 million HMC states in roughly 48 hours. Using this sample, we obtain empirical
posterior densities for strain-specific dispersal rates and present them in Figure ??. In
order, the posterior modes of the evolutionary diffusion rates for the four subtypes are
900, 700, 640 and 550 squared effective distance units per year for H3N2, H1N1, VIC,
and YAM, respectively. The relative distributions are in line with discrete migration rate
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estimates between worldwide regions obtained by Bedford et al. (2015), and they largely
follow differences in posterior means for antigenic drifts for the same lineages (1.01, 0.62,
0.42, and 0.32 for H3N2, H1N1, VIC, and YAM, respectively, Bedford et al. (2014)). That
scalings between the studies are different should not be surprising: one set of distances
arises from biological measures; another comes from transportation metrics. Nonetheless,
our result corroborates the results of the former study in terms of relative evolutionary rates.
Distinct relative rates of dispersal cohere to qualitatively different phylogenies. We
present posterior modes of inferred strain-specific trees obtained from the same MCMC
sample in Figure 6. The trees belonging to the subtype B lineages and H1N1 are much
bushier than that of H3N2. The latter lineage maintains a steady rate of evolution, and
the former lineages display a periodic switch between years characterized by long and short
branch lengths. Short branches indicate small effective population sizes – a result of rapid
population turnover – while long branches indicate large effective population size. Indeed,
Bedford et al. (2014) infer similar phylogenies.
Of the four subtypes in our study, YAM has the oldest most recent common ancestor
(MRCA), which takes place around 1994. VIC, the other influenza B subtype, has the next
oldest MRCA (circa 1997), followed by the influenza A subtypes H1N1 (circa 1998) and
H3N2 (circa 2000). Rooted at their MRCAs, the trees extend through worldwide air traffic
space: Figure 6 colors each by position with respect to the first latent dimension. As a relic
of its rapid dispersion, H3N2 has branches that quickly oscillate between brown, green and
red as the lineage travels through the latent space. On the other hand type B viruses (and
to a lesser extent H1N1) have entire clusters characterized by a single locality in air traffic
space, as indicated by slowly changing hews.
3.3 Parallelization
To produce the CPU results in this section (as well as Section B), we use an iMac Pro with
a 10-core Intel Xeon processor clocked at 3.0 GHz, 32 GB DDR4 memory (2666 MHz), and
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Figure 7: Speedup of graphics processing unit (GPU) and multi-core advanced vector exten-
sions (AVX) computations relative to single core AVX computing. Single core implementa-
tions without single instruction, multiple data (SIMD) and with streaming SIMD extensions
(SSE) occupy the bottom left corner.
23.75MB cache. With hyperthreading (×2 instructions per cycle) and AVX (×4), it achieves
240 Gflops peak double-precision floating point performance. For the GPU results, we use
an NVIDIA Quadro GP100 with 3485 single-precision floating point CUDA cores and 16 GB
HBM2 memory, achieving roughly 5 Tflops double-precision floating point performance.
Figure 7 compares GPU, multi-core, and single core implementations of log-likelihood and
log-likelihood gradient evaluations for 5,338 samples or approximately 14 million pairwise
distance data points. We also compare SSE vectorization and no SIMD against AVX vector-
ization for a single core. For each processor setting, we perform 100 evaluations and report
the average speedup. Reported speedups are relative to AVX-based, single-core processing
for each evaluation type (likelihood or gradient).
For multi-core CPU processing, we find relative speedups that scale roughly linearly with
the number of cores. With 12 cores, AVX averages 44 ms per likelihood evaluation and 77
ms per gradient evaluation, roughly 10 times faster than the respective 420 and 716 ms
per evaluation for single core AVX. On the other hand, single core, SSE computations are
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slightly slower (likelihood: 590 ms; gradient: 950 ms), and non-vectorized computations are
significantly slower (likelihood: 1,016 ms; gradient: 1,715 ms), than single core, AVX CPU
computations.
Averaging 4.5 ms for the likelihood and 4 ms for the gradient, GPU implementations are
reliably around 100 times faster than single core, AVX implementations. For inference for
the illustration with H1N1, H3N2, VIC, and YAM, the GPU requires 48 hours to generate
2 million HMC states. Back of the envelope calculation shows the same posterior inference
requiring almost a full solar revolution for the single core AVX implementation. We place
additional scaling studies in Section B of the Appendix.
4 Discussion
We developed Bayesian phylogenetic MDS to visualize pathogen diffusions and learn related
scientific quantities. We used ‘airspace distance’ between viral samples to model the dis-
persion of four different strains of flu: H1N1, H3N2, Victoria and Yamagata. Doing so, we
obtained established strain-specific diffusion rates.
But inference for large collections of viral samples is not easy. We showed that Bayesian
MDS is ripe for parallel computation, and that massive parallelization provides massive
speedups for likelihood evaluations, likelihood-gradient evaluations and, hence, HMC iter-
ations. In particular, GPU-based calculations were over 100 times faster than respective
single-core based calculations and over 20 times faster than respective multi-core calcula-
tions. In practical terms, massive parallelization can finish in a day what a single core can
do in a year! Moreover, these massive accelerations are available to Bayesian MDS in general
and not limited to phylogenetic MDS.
We note that there are other models that are worth exploring: Hoff et al. (2002) outlines
latent space approaches that are alternatives to MDS; Ramsay (1982) provides alternatives
to the truncated normal such as, e.g. the inverse-Gaussian; Oh and Raftery (2007) employ
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a mixture of Gaussians as prior over latent positions. All three of these directions would
be amenable to phylogenetic extensions similar to that of MDS developed here. Indeed, a
phylogenetic extension of Oh and Raftery (2007) would be useful for clustering pathogens,
and, hence, predicting evolutionary dynamics. For viral samples accompanied by metadata
labels, one might use latent locations as predictors of, e.g., patient outcomes. In this case,
Holbrook et al. (2017) provides a road map for joint inference over the hierarchical model’s
MDS and predictive components.
A different kind of question is whether one might make GPU and multi-core SIMD
speedups available for a broader class of Bayesian models. Li et al. (2019) use neural networks
to approximate an arbitrary model’s log-posterior gradient and thus avoid expensive HMC
gradient computations in a Big Data setting. On the other hand, GPUs greatly accelerate
fitting and evaluation of deep neural networks (Bergstra et al., 2011). It seems natural to
combine these insights to power HMC based Bayesian inference on a massive scale.
Less straightforward are geometric extensions to phylogenetic MDS. For example, Zhou
et al. (2018) rely on the similarities between hyperbolic space and tree space as defined in
Billera et al. (2001) (i.e. negative curvature) to visualize tree structure using the Poincare´
ball. Inference for a respective Bayesian model could be done using an intrinsic version of
geodesic Monte Carlo (Holbrook et al., 2018). Another interesting, geometrically inspired
model is Lorentzian MDS (Clough and Evans, 2017). Here, time between samples would
contribute negative distance while space between sequences would contribute positive dis-
tance, leading to visualization with non-symmetric axes. Geometric and otherwise, all the
above directions are potentially fruitful for Bayesian phylogenetic inference.
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A Algorithms
We present Algorithms 1 and 2 for parallel computing of the likelihood and log-likelihood
gradient, respectively. Algorithmic details remain the same for multi-core CPU and GPU
approaches, but implementations do not. Also, for the CPU implementation, B is the size of
the SIMD extended register, but it is the size of the work group for the GPU implementation.
Algorithm 1 Parallel computation of likelihood
1: parfor IJ ∈ {1, . . . , bN/Bc} × {1, . . . , bN/Bc} do
2: parfor ij ∈ {1, . . . , B} × {1, . . . , B} do
3: if I ×B + i < N and J ×B + j < N then
4: copy Xi, Xj to local . first 2B threads
5: calculate δij . all B
2 threads, using SIMD Figure 3
6: copy Yij to local
7: locally compute rij
8: end if
9: end parfor
10: compute partial sum rIJ . binary tree reduction on chip
11: write rIJ to global memory . using single thread
12: end parfor
13: p(Y |X, σ2)← σN(1−N)/2 exp (−∑IJ rIJ) . on CPU
Algorithm 2 Parallel computation of gradient
1: parfor i ∈ {1, . . . , N} do
2: copy Xi to local . B threads
3: parfor J ∈ {1, . . . , bN/Bc} do
4: j ← J
5: while j < N do
6: copy Xj to local . B threads
7: ∆ij ← Xi −Xj . first two steps of SIMD Figure 3
8: calculate δij . final two steps of SIMD Figure 3
9: copy Yij to local
10: ∇iJ ← ∇iJ −
(
(δij−Yij)
σ2
+
φ(δij/σ)
σΦ(δij/σ)
)
∆ij
δij
11: j ← j +B
12: end while
13: end parfor
14: ∂
∂Xi
log p(Y |X, σ2)←∑J ∇iJ . binary tree reduction on chip
15: end parfor
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B Additional scaling studies
First, we provide insight into one of the main computational challenges of the MDS likelihood:
the truncation term
∑
i<j
log Φ (δij/σ) .
This term is computationally intensive because of its O(N2) floating point operations. Since
the term is the sum of a single simple function applied independently to all δij, parallelization
should deliver significant speedups. Figure 8 shows relative speedups (over no SIMD, single
core) of likelihood computation using SIMD vector processing, multi-core CPU and GPU
processing. In 100 independent iterations, we generate 5,338 samples (approximately 14
million data points) and time the likelihood and gradient evaluations. When the truncation
term is not calculated, the 12-core implementation is only 4 times faster than the single
core without SIMD, and GPU calculations are only 16 times faster. But when truncation is
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Figure 9: Seconds to evaluate likelihood and gradient using central processing unit (CPU)
and graphics processing unit (GPU) as a function of data size. For both likelihood and
gradient, computation time grows exponentially for CPU and logarithmically for GPU im-
plementation.
included (i.e., the correct model), 12-core implementation is more than 16 times faster, and
GPU 200 times faster, than the single core implementation without SIMD.
Figure 9 shows seconds per likelihood and log-likelihood gradient evaluations for GPU
and multi-core implementations. Results are based on the two-dimensional latent space
model and distances arising from randomly sampled Gaussian points. Speeds are averaged
over 100 independent tests. Lower values correspond to less computing time. Both for the
likelihood and the gradient, GPU evaluation speed (bottom) stays orders of magnitude faster
than multi-core and single core evaluation speeds.
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