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In this paper we prove the generalized resolvent estimate and
maximal Lp–Lq regularity of the Stokes equation with and without
surface tension and gravity in the whole space with ﬂat interface.
We prove R boundedness of solution operators deﬁned in a sector
Σ,γ0 = {λ ∈ C \ {0} | |argλ| π − , |λ| γ0} with 0 <  < π/2
and γ0  0, which combined with the Fourier multiplier theorem
of S.G. Mihlin and the operator valued Fourier multiplier theorem
of L. Weis yields the required generalized resolvent estimate and
maximal Lp–Lq regularity at the same time. One of the character of
the paper is to introduce special function spaces Eq(R˙n,Σ,γ0 ) and
Ep,q,γ0 (R˙
n ×R) (cf. (1.7) and (1.8)), which is necessary to treat the
situation that the normal component of velocity ﬁelds jumps across
the interface. Such spaces never appear in the study of the Stokes
equations with other boundary conditions like non-slip condition,
Navier slip condition, Robin condition or pure Neumann condition
appearing in the study of one phase problem (cf. Desch et al.,
2001 [12], Farwig and Sohr, 1994 [13], Saal, 2003 [22], Shibata and
Shimada, 2007 [23], Shibata and Shimizu 2008 [25], 2009 [26], in
press [27]), because the normal component of the velocity ﬁelds
vanishes at the boundary which is physical requirement that the
ﬂow does not go out and come in through the rigid boundary.
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This paper is concerned with generalized resolvent estimates and maximal Lp–Lq regularity for
the two-phase Stokes problem with and without surface tension and gravity in the whole space Rn
(n  2) with ﬂat interface xn = 0, which arises in the study of a time dependent problem with free
surface for the Navier–Stokes equations. If we consider the motion of viscous, incompressible two-
phase ﬂow with free interface, then the problem is formulated by the initial–boundary value problem
for the Navier–Stokes equation in a time dependent domain Ω(t) = Ω+(t) ∪ Ω−(t), t being time
variable, in the n-dimensional Euclidean space Rn with interface Γ (t). Let the initial velocity v0 and
the initial domain Ω(0) be given. The free boundary problem of two-phase incompressible ﬂows is to
ﬁnd the domain Ω±(t), the velocity vector ﬁeld v(x, t) = (v1, . . . , vn) and the scalar pressure θ(x, t),
x ∈ Ω(t), satisfying the Navier–Stokes equations:
ρ
(
∂t v + (v · ∇)v
)− Div S(v, θ) = 0 in Ω(t), t > 0,
div v = 0 in Ω(t), t > 0,

S(v, θ)νt
= cσHνt + [[ρ]]cgxnνt on Γ (t), t > 0,
V = v · νt on Γ (t), t > 0,
v|t=0 = v0 in Ω(0). (1.1)
Here, ∂t = ∂/∂t; νt = (νt1, . . . , νtn) stands for the unit outer normal vector to Γ (t); S(v, θ) =
μD(v)−θ I is the stress tensor; D(v) is an n×n matrix whose (i, j) component is Dij(v) = ∂i v j +∂ j vi
(∂i = ∂/∂xi) and I is the n×n identity matrix; [[v]] denotes the jump of a function v across the inter-
face Γ (t); Div S(v, θ)|i and S(v, θ)νt |i denote the ith component of Div S(v, θ) and S(v, θ)νt , which
are given by the formulas:
Div S(v, θ)|i =
n∑
j=1
∂ j
(
μ(∂i v j + ∂ j vi) − δi jθ
)= μ(vi + ∂i div v) − ∂iθ,
S(v, θ)νt |i =
n∑
j=1
(
μ(∂i v j + ∂ j vi) − δi jθ
)
νt j =
n∑
j=1
μ(∂i v j + ∂ j vi)νt j − θνti,
div v = ∑nj=1 ∂ j v j ; w = ∑nj=1 ∂2j w; H is the mean curvature of Γ (t), which is given by Hνt =
Γ (t)x where Γ (t) stands for the Laplace–Beltrami operator on Γ (t); μ is a positive constant which
denotes the viscosity coeﬃcient; cσ and cg are non-negative constants and when cσ , cg > 0 they
denote the coeﬃcients of surface tension and gravity, respectively.
The problem (1.1) has been studied by several mathematicians. When the initial domain is
bounded and cσ > 0 (that is the surface tension is taken into account), Tanaka [32] proved the
global in time unique solvability in L2 Sobolev–Slobodetskii space. Abels [1] considered varifold and
measure-valued varifold solutions for singular free interfaces. When cσ = 0, Giga and Takahashi [14]
and Takahashi [31] proved the global in time existence of weak solutions under the assumption that
[[μ]] is small enough. Nouri and Poupand [18] proved the local in time existence of weak solutions
in the multi-ﬂuid ﬂow case. Shimizu [29] announced the global in time unique solvability in the Lp
in time and Lq in space setting. When the initial domain is the whole space and cσ > 0, the lo-
cal in time unique solvability was proved by Denisova [7,8] in L2 Sobolev–Slobodetskii space and by
Denisova and Solonnikov [9,10] in the Hölder space under the assumption that one domain Ω+(t) is
bounded. And also, under the assumption that the interface is closed to a half-plane the local in time
unique solvability was proved by Prüss and Simonett [19–21] in Lp Sobolev–Slobodetskii space and
by Shimizu [30] in the Lp in time and Lq in space setting.
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class of velocity vector ﬁelds is W 1p(R, Lq(R˙
n)) ∩ Lp(R,W 2q (R˙n)), where
R˙n = {x = (x1, . . . , xn) ∈ Rn ∣∣ xn = 0, x′ = (x1, . . . , xn−1) ∈ Rn−1}.
Some results were already announced in Shimizu [28]. In this paper, we consider the two-phase
Stokes problem with surface tension and gravity in the whole space with ﬂat interface. The forth-
coming papers will treat the two-phase Stokes problem and the two-phase Navier–Stokes problem in
a general domain, respectively.
Another issue of this paper is to derive resolvent estimates and maximal Lp–Lq regularity at the
same time in the two-phase model problem case. According to the standard analytic semigroup theory
(cf. [2,4]), we know that maximal regularity yields resolvent estimates. Moreover, according to the re-
sult due to Kalton and Lancien [17], the opposite direction is not true in general. In our case, however,
the opposite direction is also true. The key argument in this paper is to show the R-boundedness of
the solution operators to our model problem in a sector Σσ,λ0 = {λ ∈ C | |argλ| < π − σ , |λ| > λ0}
(0< σ < π/2 and λ0  0, C being the set of all complex numbers), which was already investigated by
Shibata and Shimizu [27] in the one phase model problem case. Therefore, this paper is a continuation
of our study in [27] on the two-phase model problem case.
Now, we shall formulate the problem of this paper. We set
Rn± =
{
x ∈ Rn ∣∣±xn > 0, x′ ∈ Rn−1}, Rn0 = {x ∈ Rn ∣∣ xn = 0, x′ ∈ Rn−1},
R˙n = Rn+ ∪Rn−, Q˙ =
{
(x, t)
∣∣ x ∈ R˙n, t > 0}, Q0 = {(x, t) ∣∣ x ∈ Rn0, t > 0}.
Let ρ and μ be the mass density and the viscous coeﬃcient, respectively. We assume that ρ and μ
are given by the formulas:
ρ =
{
ρ+ in Rn+,
ρ− in Rn−,
μ =
{
μ+ in Rn+,
μ− in Rn−,
where ρ± and μ± are positive constants.
In this paper we consider the following four problems in R˙n with the ﬂat interface Rn0:{
ρλu −Div S(u, θ) = ρ f , divu = fd in R˙n,
S(u, θ)ν
= [[g]], [[u]] = [[h]] on Rn0,
(1.2)
⎧⎪⎨
⎪⎩
ρ∂tU − Div S(U ,Θ) = ρ F , divU = Fd in Q˙,
S(U ,Θ)ν
= [[G]], [[U ]] = [[H]] on Q˙0,
U |t=0 = 0 in R˙n,
(1.3)
⎧⎪⎨
⎪⎩
ρλu −Div S(u, θ) = ρ f , divu = fd in R˙n,
λ[[η]] + [[un]] = [[d]], on Rn0,
S(u, θ)ν
− ([[ρ]]cg + cσ′)ην = [[g]], [[u]] = [[h]] on Rn0,
(1.4)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ∂tU − ρ Div S(U ,Θ) = ρ F , divU = Fd in Q˙,
∂t[[Y ]] + [[Un]] = [[D]], onQ0,
S(U , θ)ν
− ([[ρ]]cg + cσ′)[[Y ]]ν = [[G]], [[U ]] = [[H]] onQ0,
(U , Y )|t=0 = (0,0) on R˙n ×Rn−1,
(1.5)
where ν = (0, . . . ,0,−1).
To state our result precisely, at this point we shall explain our notation. Given functions v±(x) and
w±(·, t) deﬁned on Rn± and Rn± ×R, we set
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{
v+(x) (x ∈ Rn+),
v−(x) (x ∈ Rn−), w(x, t) =
{
w+(x, t) ((x, t) ∈ Rn+ ×R),
w−(x, t) ((x, t) ∈ Rn− ×R),
while given functions v(x) and w(x, t) deﬁned on R˙n and R˙n × R, v±(x) and w±(x, t) denote the
restriction of v(x) and w(x, t) to Rn± and Rn± × R, respectively. [[v]] and [[w(t)]] denote the jump of
functions v(x) and w(x, t) across Rn0 and R
n
0 ×R, which are deﬁned by the formulas:
[[v]] = [[v]](x′)= v+(x′,0+ 0)− v−(x′,0− 0)= lim
xn→0+
v+(x) − lim
xn→0−
v−(x),

w(t)
= w(t)(x′)= w(x′,0+ 0, t)− w−(x′,0− 0, t)= lim
xn→0+
w+(x, t) − lim
xn→0−
w−(x, t),
respectively. For the differentiations of scalar θ and n-vector of function u = (u1, . . . ,un), we use the
following symbol:
∇θ = (∂1θ, . . . , ∂nθ), ∇2θ = (∂i∂ jθ | i, j = 1, . . .n),
∇u = (∂iu j | i, j = 1, . . . ,n), ∇2u = (∂i∂ juk | i, j,k = 1, . . . ,n).
Let Lq(G) and Wmq (G) denote the usual Lebesgue space and Sobolev space on a given domain G ,
while ‖·‖Lq(G) and ‖·‖Wmq (G) denote their norms, respectively. v ∈ Wmq (R˙n) means that v± ∈ Wmq (Rn±)
while ‖v‖Wmq (R˙n) = ‖v‖Wmq (Rn+) + ‖v‖Wmq (Rn−) . Note that v ∈ W 1q (Rn) is equivalent to v ∈ W 1q (R˙n) and
[[v]] = 0. Given Banach space X with norm ‖ · ‖X , Xn denotes the n-product space of X , while the
norm of Xn is denoted by ‖ · ‖X for simplicity, that is
Xn = { f = ( f1, . . . , fn) ∣∣ f i ∈ X}, ‖ f ‖X = n∑
j=1
‖ f j‖X for f = ( f1, . . . , fn) ∈ Xn.
Set
Wˆ 1q (G) =
{
θ ∈ Lq,loc(G)
∣∣∇θ ∈ Lq(G)n}.
Let Wˆ−1q (G) denote the dual space of Wˆ 1q′ (G), where 1/q + 1/q′ = 1. For θ ∈ Wˆ−1q (G) ∩ Lq(G), we
have
‖θ‖Wˆ−1q (G) = sup
{∣∣∣∣
∫
G
θϕ dx
∣∣∣∣ ∣∣ ϕ ∈ Wˆ 1q′(G), ‖∇ϕ‖Lq′ (G) = 1
}
.
For 1  p  ∞, Lp(R, X) and Wmp (R, X) denote the usual Lebesgue space and Sobolev space of
X-valued functions deﬁned on the whole line R, and ‖ · ‖Lp(R,X) and ‖ · ‖Wmp (R,X) denote their norms,
respectively. Set
Lp,γ0(R, X) =
{
f :R → X ∣∣ e−γ t f (t) ∈ Lp(R, X) for any γ  γ0},
Lp,γ0,(0)(R, X) =
{
f ∈ Lp,γ0(R, X)
∣∣ f (t) = 0 for t < 0},
Wmp,γ0(R, X) =
{
f ∈ Lp,γ0(R, X)
∣∣ e−γ t∂ jt f (t) ∈ Lp(R, X) for j = 1, . . . ,m and γ  γ0},
Wmp,γ0,(0)(R, X) = Wmp,γ0(R, X) ∩ Lp,γ0,(0)(R, X),
Lp,(0)(R, X) = Lp,0,(0)(R, X), Wmp,(0)(R, X) = Wmp,0,(0)(R, X).
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L[ f ](λ) =
∞∫
−∞
e−λt f (t)dt, L−1λ [g](t) =
1
2π
∞∫
−∞
eλt g(λ)dτ ,
where λ = γ + iτ . Given s ∈ R and X-valued function f (t), we set
Λsγ f (t) = L−1λ
[|λ|sL[ f ](λ)](t).
We introduce the Bessel potential space of X-valued functions of order s as follows:
Hsp,γ0(R, X) =
{
f :R → X ∣∣ e−γ tΛsγ f (t) ∈ Lp(R, X) for any γ  γ0},
Hsp,γ0,(0)(R, X) =
{
f ∈ Hsp,γ0(R, X)
∣∣ f (t) = 0 for t < 0}, Hsp,(0)(R, X) = Hsp,0,(0)(R, X).
If X is a UMD space and 1 < p < ∞, then replacing the Fourier multiplier theorem of S.G. Mih-
lin [15,16] by that of J. Bourgain [5] (cf. Theorem 4.4 in Section 4.1 below) in the paper due to
A.P. Calderón [6] about the Bessel potential space, we see that Hsp,γ (R, X) is continuously imbedded
into Hrp,γ (R, X) when s > r  0 and Hsp,γ (R, X) = Wsp,γ (R, X) when s is non-negative integers (cf.
Amann [3]). Moreover, the Sobolev imbedding theorem holds, that is if 1 < p < q < ∞, s > r  0 and
s− r = 1/p − 1/q, then Hsp,γ (R, X) is continuously imbedded into Hrq,γ (R, X), and if 0< s− 1/p < 1,
then every function in Hsp,γ coincides almost everywhere with a Lipschitz continuous function of
order s − 1/p. For the notational simplicity, we write
W 2,1q,p,γ0
(
R˙n ×R)= Lp,γ0(R,W 2q (R˙n))∩ W 1p,γ0(R, Lq(R˙n)),
W 2,1q,p,γ0,(0)
(
R˙n ×R)= Lp,γ0,(0)(R,W 2q (R˙n))∩ W 1p,γ0,(0)(R, Lq(R˙n)),
H1,1/2q,p,γ0
(
R˙n ×R)= Lp,γ0(R,W 1q (R˙n))∩ H 12p,γ0(R, Lq(R˙n)),
H1,1/2q,p,γ0,(0)
(
R˙n ×R)= Lp,γ0,(0)(R,W 1q (R˙n))∩ H 12p,γ0,(0)(R, Lq(R˙n)),
W 2,1q,p,(0)
(
R˙n ×R)= W 2,1q,p,0,(0)(R˙n ×R), H1,1/2q,p,(0)(R˙n ×R)= H1,1/2q,p,0,(0)(R˙n ×R).
The Bessel potential space H
1
2
p,γ0(R,W
1
q (R˙
n)) is obtained by the complex interpolation:
H
1
2
p,γ0
(
R,W 1q
(
R˙n
))= [Lp,γ0(R,W 2q (R˙n)),W 1p,γ0(R, Lq(R˙n))]1/2
where [·,·]s denotes the complex interpolation functor (cf. Shibata and Shimizu [25]), and therefore,
H
1
2
p,γ0
(
R,W 1q
(
R˙n
))⊃ W 2,1q,p,γ0(R˙n ×R). (1.6)
One of the diﬃcult problems in proving our main results stated below arises from the fact that
the nth component of the velocity ﬁelds essentially jumps across the interface. In fact, even if the
nth component of the velocity ﬁelds has no jump at all across the interface at the ﬁrst stage, after
converting the problems where f = 0 in (1.2) and (1.4) and F = 0 in (1.3) and (1.5) to the problems
where f = 0 and F = 0, respectively, we meet the situation that the nth component of the velocity
ﬁelds has jump across the interface (cf. (2.13) below). On the other hand, considering the Stokes equa-
tions with other boundary conditions like non-slip condition, Navier slip condition, Robin condition
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that nth component of the velocity ﬁelds vanishes on the boundary, because physically the ﬂuid does
not go out or come in through the rigid boundary (cf. [12,13,22,23,25–27]). The appearance of the
jump of nth component of the velocity ﬁelds across the interface is the unavoidable character of the
two-phase problem.
Since our functional space for the velocity ﬁelds is W 2q , the nth components hn and Hn of jump
conditions in (1.2)–(1.5) should belong to W 2q too. But, we need additional conditions satisﬁed by
them, which are introduced as follows: Let h ∈ W 2q (R˙n). If there exist functions S±(x, λ) deﬁned on
Rn± × Σ,γ0 such that S±(·, λ) ∈ Wˆ 1q (Rn±) for each λ ∈ Σ,γ0 and
hˆ±
(
ξ ′,0± 0)= ∣∣ξ ′∣∣λ−1 Sˆ±(ξ ′,0± 0) (1.7)
for any (ξ ′, λ) ∈ Rn−1 × Σ,γ0 , then h is called an extendable function in the Σ,γ0 sense and we
deﬁne E[h] by the formula: E[h]±(x, λ) = S±(x, λ) for ±xn > 0. Here and hereafter, to denote the
partial Fourier transform of h = h(x′, xn) with respect to x′ variables, we use the symbol: hˆ(ξ ′, xn) =
Fx′ [h](ξ ′, xn). Eq(R˙n,Σ,γ0) denotes the set of all h ∈ W 2q (R˙n) which are extendable in the Σ,γ0
sense. Analogously, H ∈ W 2,1q,p,γ0 (R˙n ×R) is called an extendable function in the Lp(R, Wˆ 1q (R˙n)) sense
if there exist functions S± ∈ Lp,γ0(R, Wˆ 1q (Rn±)) such that
LFx′ [H±]
(
ξ ′,0± 0, λ)= ∣∣ξ ′∣∣λ−1LFx′ [S±](ξ ′,0± 0, λ) (1.8)
for any (ξ ′, λ) ∈ Rn−1 × Σ,γ0 . We deﬁne E[H] by the formula: E[H]±(x, t) = S±(x, t) for ±xn > 0.
Ep,q,γ0(R˙
n×R) denotes the set of all H ∈ W 2,1q,p,γ0(R˙n×R) which are extendable in the Lp(R, Wˆ 1q (R˙n))
sense. Replacing W 2,1q,p,γ0(R˙
n × R) and Lp,γ0(R, Wˆ 1q (R˙n)) by W 2,1q,p,γ0,(0)(R˙n × R) and Lp,γ0,(0)(R,
Wˆ 1q (R˙
n)), respectively, we deﬁne the space Ep,q,γ0,(0)(R˙
n × R). We abbreviate Ep,q,0,(0)(R˙n × R) to
Ep,q,(0)(R˙n ×R).
To denote various constants we use the same letter C , and Ca,b,... denote the constant depending
on the quantities a,b, . . . , essentially. The constants C and Ca,b,... may change from line to line.
Now, we shall state our main results in this paper. In the statement of the following theorems, for
h = (h1, . . . ,hn) and H = (H1, . . . , Hn) we write h′ = (h1, . . . ,hn−1) and H ′ = (H1, . . . , Hn−1).
Theorem 1.1. Let 0 <  < π/2 and 1 < q < ∞. Then, for any λ ∈ Σ,0 , f ∈ Lq(R˙n)n, fd ∈ Wˆ−1q (Rn) ∩
W 1q (R˙
n), g ∈ W 1q (R˙n)n, h′ ∈ W 2q (R˙n)n−1 and hn ∈ Eq(R˙n,Σ,0), problem (1.2) admits a unique solution
(u, θ) ∈ W 2q (R˙n)n × Wˆ 1q (R˙n).
Moreover, there exists a θ˜ ∈ W 1q (R˙n) such that [[θ˜]] = [[θ]] and we have the following estimate:
∥∥(|λ|u, |λ| 12 ∇u,∇2u,∇θ, |λ| 12 θ˜ ,∇ θ˜)∥∥Lq(R˙n)
 Cn,q,
{∥∥( f , |λ| 12 fd,∇ fd, |λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n) + |λ|‖ fd‖Wˆ−1q (R˙n)}.
Theorem 1.2. Let 1< p,q < ∞. Then, for any
F ∈ Lp,(0)
(
R, Lq
(
R˙n
))n
, Fd ∈ Lp,(0)
(
R,W 1q
(
R˙n
))∩ W 1p,(0)(R, Wˆ−1q (Rn)),
G ∈ H1,1/2q,p,(0)
(
R˙n ×R)n, H ′ ∈ W 2,1q,p,(0)(R˙n ×R)n−1, Hn ∈ Ep,q,(0)(R˙n ×R),
problem (1.3) admits a unique solution (U ,Θ) ∈ W 2,1q,p,(0)(R˙n ×R)n × Lp,(0)(R, Wˆ 1q (R˙n)).
Y. Shibata, S. Shimizu / J. Differential Equations 251 (2011) 373–419 379Moreover, there exists a Θ˜ ∈ Lp,0(R,W 1q (R˙n)) ∩ H
1
2
p,0(R, Lq(R˙
n)) such that [[Θ˜(t)]] = [[Θ(t)]] for almost
every t ∈ R and for any γ  0 we have the following estimate:
∥∥e−γ t(∂tU , γ U ,Λ 12γ ∇U ,∇2U ,∇Θ,Λ 12γ Θ˜,∇Θ˜)∥∥Lp(R,Lq(R˙n))
 Cn,p,q
{∥∥e−γ t(F ,Λ 12γ Fd,∇ Fd,Λ 12γ G,∇G, ∂t H,Λ 12γ ∇H,∇2H,∇E[Hn])∥∥Lp(R,Lq(R˙n))
+ ∥∥e−γ t(∂t Fd, γ Fd)∥∥Lp(R,Wˆ−1q (Rn))}.
Theorem 1.3. Let 0 <  < π/2 and 1 < q < ∞. Then, there exists a constant γ0  1 depending on 
such that for any λ ∈ Σ,γ0 , f ∈ Lq(R˙n)n, fd ∈ Wˆ−1q (Rn) ∩ W 1q (R˙n), g ∈ W 1q (R˙n)n, h′ ∈ W 2q (R˙n)n−1 ,
hn ∈ Eq(R˙n,Σ,γ0), and d ∈ W 2q (R˙n), problem (1.4) admits a unique solution
(u, θ,η) ∈ W 2q
(
R˙n
)n × Wˆ 1q (R˙n)× W 3q (R˙n).
Moreover, there exists a θ˜ ∈ W 1q (R˙n) such that [[θ˜]] = [[θ]] and we have the following estimate:
∥∥(|λ|u, |λ| 12 ∇u,∇2u,∇θ, |λ| 12 θ˜ ,∇ θ˜)∥∥Lq(R˙n) + |λ|‖η‖W 2q (R˙n) + ‖η‖W 3q (R˙n)
 Cn,q,,γ0
{∥∥( f , |λ| 12 fd,∇ fd, |λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n)
+ |λ|‖ fd‖Wˆ−1q (Rn) + ‖d‖W 2q (R˙n)
}
. (1.9)
If we add |λ| 12 ‖d‖W 1q (R˙n) to the right-hand side of (1.9), then we have
|λ| 32 ‖η‖W 1q (R˙n)  Cn,q,,γ0
{∥∥( f , |λ| 12 fd,∇ fd, |λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n)
+ |λ|‖ fd‖Wˆ−1q (Rn) + ‖d‖W 2q (R˙n) + |λ|
1
2 ‖d‖W 1q (R˙n)
}
.
Theorem 1.4. Let 1< p,q < ∞. Then, there exists a constant γ0  1 such that for any
F ∈ Lp,γ0,(0)
(
R, Lq
(
R˙n
))n
, Fd ∈ Lp,γ0,(0)
(
R,W 1q
(
R˙n
))∩ W 1p,γ0,(0)(R, Wˆ−1q (Rn)),
G ∈ H1,1/2q,p,γ0,(0)
(
R˙n ×R)n, H ′ ∈ W 2,1q,p,γ0,(0)(R˙n ×R)n−1,
Hn ∈ Ep,q,γ0,(0)
(
R˙n ×R), D ∈ Lp,γ0,(0)(R,W 2q (R˙n)),
problem (1.5) admits a unique solution (U ,Θ, Y ) such that
U ∈ W 2,1q,p,γ0,(0)
(
R˙n ×R)n, Θ ∈ Lp,γ0,(0)(R, Wˆ 1q (R˙n)),
Y ∈ Lp,γ0,(0)
(
R,W 3q
(
R˙n
))∩ W 1p,γ0,(0)(R,W 2q (R˙n)).
Moreover, there exists a Θ˜ ∈ H1,1/2q,p,γ0,(0)(R˙n × R) such that [[Θ˜(t)]] = [[Θ(t)]] for almost every t ∈ R and
for any γ  γ0 we have the following estimate:
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+ ∥∥e−γ t(∂t Y , γ Y )∥∥Lp(R,W 2q (R˙n)) + ∥∥e−γ t Y∥∥Lp(R,W 3q (R˙n))
 Cn,p,q,γ0
{∥∥e−γ t(F ,Λ 12γ Fd,∇ Fd,Λ 12γ G,∇G, ∂t H,Λ 12γ ∇H,∇2H,∇E[Hn])∥∥Lp(R,Lq(R˙n))
+ ∥∥e−γ t(∂t Fd, γ Fd)∥∥Lp(R,Wˆ−1q (Rn)) + ∥∥e−γ t D∥∥Lp(R,W 2q (R˙n))}.
If we assume that D ∈ H
1
2
p,γ0,(0)
(R,W 1q (R˙
n)) in addition, then Y ∈ H
3
2
p,γ0,(0)
(R,W 1q (R˙
n)) and
∥∥e−γ tΛ 32γ Y∥∥Lp(R,W 1q (R˙n))
 Cn,p,q,γ0
{∥∥e−γ t(F ,Λ 12γ Fd,∇ Fd,Λ 12γ G,∇G, ∂t H,Λ 12γ ∇H,∇2H,∇E[Hn])∥∥Lp(R,Lq(R˙n))
+ ∥∥e−γ t(∂t Fd, γ Fd)∥∥Lp(R,Wˆ−1q (Rn)) + ∥∥e−γ t D∥∥Lp(R,W 2q (R˙n)) + ∥∥e−γ tΛ 12γ D∥∥Lp(R,W 1q (R˙n))}
for any γ  γ0 .
Remark 1.5.
(1) In Theorems 1.1 and 1.3, the uniqueness means that if f = 0, fd = 0, [[g]] = [[h]] = 0, and [[d]] = 0,
then u = 0, θ = 0 and [[η]] = 0. And also, in Theorems 1.2 and 1.4, the uniqueness means that if
F = 0, Fd = 0, [[G]] = [[H]] = 0, and [[D]] = 0, then U = 0, Θ = 0 and [[Y ]] = 0.
(2) Eliminating the pressure term Θ in (1.3) and (1.5) by using the weak Neumann problem, we can
formulate the problem in the semigroup setting. Then, by using Theorems 1.1 and 1.3 with fd = 0
and g = 0, we can show the generation of analytic semigroup associated with problems (1.3)
and (1.5). The details will be discussed in the forthcoming papers.
(3) In application to the non-linear problem, D is corresponding to the velocity ﬁelds, which belong
to W 2,1q,p,γ0(R˙
n ×R). Since (1.6) holds, the additional assumption: D ∈ H
1
2
p,γ0(R,W
1
q (R˙
n)) is natural
from the application point of view.
(4) Theorem 1.1 was essentially proved by Shibata and Shimizu [24]. The point of our approach of
this paper is that both of generalized resolvent estimates and maximal Lp–Lq regularity follow
from the R-boundedness of the solution formulas of problems (1.2) and (1.3), also (1.4) and (1.5)
at the same time, respectively.
Our paper is organized as follows. In Section 2, we reduce problems (1.2) and (1.3) to the case
f = fd = 0 and F = Fd = 0, respectively. In Section 3, we present the solution formula of (1.2) with
f = fd = 0, and (1.3) with F = Fd = 0. In Section 4, we give the notion of R-boundedness and several
technical lemmas used to estimate the solutions to (1.2) and (1.3). In Section 5 we prove the resolvent
estimate of the solutions to (1.2) and maximal regularity estimate of the solution to (1.3) by using the
lemmas in Section 4. Section 6 is devoted to analyzing the solutions to (1.4) and (1.5).
2. Auxiliary problems
First of all, we shall reduce the problems (1.2) and (1.3) to the case where fd = 0 and Fd = 0. The
following lemma is obtained by the analogous argument to the proof of Lemma 3.2 in [27]
Lemma 2.1. Let 1< p,q < ∞ and γ0  0. (1) For any fd ∈ Wˆ−1q (Rn)∩W 1q (R˙n), there exists a z ∈ W 2q (R˙n)n
such that div z = fd in R˙n, [[z]] = 0 and there hold the estimates:
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‖∇z‖Lq(R˙n)  Cn,q‖ fd‖Lq(R˙n),∥∥∇2z∥∥Lq(R˙n)  Cn,q‖∇ fd‖Lq(R˙n).
(2) For any Fd ∈ W 1p,γ0,(0)(R, Wˆ−1q (Rn))∩ Lp,γ0,(0)(R,W 1q (R˙n)), there exists a Z ∈ W
2,1
q,p,γ0,(0)
(R˙n×R) such
that div Z = Fd in R˙n ×R, [[Z(t)]] = 0 and there hold the estimates:
∥∥e−γ t(∂t Z , γ Z)∥∥Lp(R,Lq(R˙n))  Cn,p,q∥∥e−γ t(∂t Fd, γ Fd)∥∥Lp(R,Wˆ−1q (Rn)),∥∥e−γ tΛ 12γ ∇ Z∥∥Lp(R,Lq(R˙n))  Cn,p,q∥∥e−γ tΛ 12γ Fd∥∥Lp(R,Lq(R˙n)),∥∥e−γ t∇2 Z∥∥Lp(R,Lq(R˙n))  Cn,p,q∥∥e−γ t∇ Fd∥∥Lp(R,Lq(R˙n))
for any γ  γ0 .
In view of Lemma 2.1, setting u = v+ z and U = V + Z in (1.2) and (1.3), we see that (1.2) and (1.3)
are converted into the following equations:
{
ρλv − Div S(v, θ) = ρ f − ρλz +μDiv D(z), div v = 0 in R˙n,
S(v, θ)ν
= [[g]] − μD(z)ν, [[v]] = [[h]] on Rn0,
(2.1)
{
ρ∂t V −Div S(V ,Θ) = ρ F − ρ∂t Z +μDiv D(Z), div V = 0 in Q˙,
S(V ,Θ)ν
= [[G]] − μD(Z)ν, [[V ]] = [[H]] onQ0, (2.2)
subject to V |t=0 = 0, where we have used the fact that Z |t=0 = 0. If we set f˜ = ρ f −ρλz+μDiv D(z)
and F˜ = ρ F − ρ∂t Z +μDiv D(Z), then from Lemma 2.1 we have
‖ f˜ ‖Lq(R˙n)  (maxρ±)‖ f ‖Lq(R˙n) + Cn,q
{|λ|‖ fd‖Wˆ−1q (Rn) + ‖∇ fd‖Lq(R˙n)}, (2.3)∥∥e−γ t F˜∥∥Lp(R,Lq(R˙n))  (maxρ±)∥∥e−γ t F∥∥Lp(R,Lq(R˙n))
+ Cn,p,q
{∥∥e−γ t∂t Fd∥∥Lp(R,Wˆ−1q (Rn)) + ∥∥e−γ t∇ Fd∥∥Lp(R,Lq(R˙n))}. (2.4)
In order to reduce the problems (2.1) and (2.2) to the case where f˜ = 0 and F˜ = 0, we use the
solutions of the following problem in the whole space Rn without interface:
{
ρ+λψ+ −μ+ψ+ + ∇φ+ = f˜ , divψ+ = 0 in Rn,
ρ−λψ− −μ−ψ− + ∇φ− = f˜ , divψ− = 0 in Rn,
(2.5)
{
ρ+∂tΨ+ −μ+Ψ+ + ∇Φ+ = F˜ , divΨ+ = 0 in Rn,
ρ−∂tΨ− −μ−Ψ− + ∇Φ− = F˜ , divΨ− = 0 in Rn,
(2.6)
subject to Ψ±|t=0 = 0. By using the Fourier transform and Fourier–Laplace transform, the solutions
(ψ±, φ±) and (Ψ±,Φ±) are given by the formulas:
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[F[ f˜ ](ξ) − |ξ |−2ξξ ·F[ f˜ ](ξ)
ρ±λ +μ±|ξ |2
]
(x),
Ψ±(x, t) = L−1λ F−1ξ
[LF[ F˜±](ξ, λ) − |ξ |−2ξξ ·LF[ F˜ ](ξ, λ)
ρ±λ +μ±|ξ |2
]
(x, t),
φ±(x) = −F−1ξ
[
iξ ·F[ f˜ ](ξ)
|ξ |2
]
(x), Φ±(x, t) = −L−1λ F−1ξ
[
iξ ·LF[ F˜ ](ξ, λ)
|ξ |2
]
(x, t). (2.7)
Here and hereafter, the Fourier transform and its inversion formula are deﬁned by the following
formulas:
F[ f ](ξ) = fˆ (ξ) =
∫
Rn
e−ix·ξ f (x)dx, F−1ξ [g](x) =
1
(2π)n
∫
Rn
eix·ξ g(ξ)dξ.
In particular, we see that
lim
xn→0+
φ+(x) − lim
xn→0−
φ−(x) = 0, lim
xn→0+
Φ+(x, t) − lim
xn→0−
Φ−(x, t) = 0. (2.8)
Since f˜ ∈ Lq(R˙n)n and F˜ ∈ Lp,0(R, Lq(R˙n))n , by (3.19) in [27] we have
∥∥(|λ|ψ±, |λ| 12 ∇ψ±,∇2ψ±,∇φ±)∥∥Lq(Rn±)  Cn,q,,μ±,ρ±‖ f˜ ‖Lq(R˙n),∥∥e−γ t(∂tΨ±, γ Ψ±,Λ 12γ ∇Ψ±,∇2Ψ±,∇Φ±)∥∥Lp(R,Lq(Rn±))  Cn,p,q,μ±,ρ±∥∥e−γ t F˜∥∥Lp(R,Lq(R˙n)) (2.9)
for any γ  0, and Ψ± = 0, Φ± = 0 when t < 0. Let us deﬁne ψ , φ, Ψ and Φ by the formulas:
ψ = ψ+ for x ∈ Rn+, ψ = ψ− for x ∈ Rn−,
φ = φ+ for x ∈ Rn+, φ = φ− for x ∈ Rn−,
Ψ = Ψ+ for x ∈ Rn+, Ψ = Ψ− for x ∈ Rn−,
Φ = Φ+ for x ∈ Rn+, Φ = Φ− for x ∈ Rn−. (2.10)
By (2.8), [[φ]] = 0 and [[Φ(t)]] = 0 for almost every t ∈ R. If we set (v, θ) = (w + ψ,Ξ + φ) and
(V ,Θ) = (W + Ψ,Ξ + Φ), then (2.1) and (2.2) are converted into the problems:
{
ρλw +μw + ∇κ = 0, divw = 0 in R˙n,
S(w, κ)ν
= [[g]] − μD(z)ν− μD(ψ)ν, [[w]] = [[h − ψ]] on Rn0,
(2.11)
{
ρ∂tW −μW + ∇Ξ = 0, divW = 0 in Q˙,
S(W ,Ξ)ν
= [[G]] − μD(Z)ν− μD(Ψ )ν, [[V ]] = [[H − Ψ ]] onQ0, (2.12)
subject to W |t=0 = 0. Setting
g˜ = g −μD(z)ν −μD(ψ)ν, h˜ = h − ψ,
G˜ = G −μD(Z)ν −μD(Ψ )ν, H˜ = H − Ψ, (2.13)
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and (1.3) with F = 0, Fd = 0, G = G˜ and H = H˜ , respectively. By (2.3), (2.4) and (2.9) we have
∥∥(|λ| 12 g˜,∇ g˜, |λ|h˜, |λ| 12 ∇h˜,∇2h˜)∥∥Lq(R˙n)
 C
{∥∥( f , |λ| 12 fd,∇ fd, |λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h)∥∥Lq(R˙n) + |λ|‖ f ‖Wˆ−1q (R˙n)},∥∥e−γ t(Λ 12γ G˜,∇ G˜, ∂t H˜,Λ 12γ ∇ H˜,∇2 H˜)∥∥Lp(R,Lq(R˙n))
 C
{∥∥e−γ t(F ,Λ 12 Fd,∇ Fd,Λ 12γ G,∇G, ∂t H,Λ 12γ ∇H,∇2H)∥∥Lp(R,Lq(R˙n))
+ ∥∥e−γ t∂ Fd∥∥Lp(R,Wˆ−1q (R˙n))}.
Moreover, we have
∥∥∇E[h˜n](·, λ)∥∥Lq(R˙n)  ∥∥∇E[hn]∥∥Lq(R˙n) + C(∥∥( f ,∇ fd)∥∥Lq(R˙n) + |λ|‖ fd‖Wˆ−1q (R˙n)),∥∥e−γ t∇E[H˜n]∥∥Lp(R,Lq(R˙n))  ∥∥e−γ t∇E[Hn]∥∥Lq(R˙n) + C(∥∥e−γ t(F ,∇ Fd)∥∥Lp(R,Lq(R˙n))
+ ∥∥e−γ t∂t Fd∥∥Lp(R,Wˆ−1q (Rn))). (2.14)
In fact, our task is to estimate E[ψn] and E[Ψn], where ψn and Ψn are the nth components of ψ
and Ψ , respectively. From Lemma 4.12 in Section 4.3 it follows that
∥∥∇E[ψn]∥∥Lq(R˙n)  Cn,q,‖ f˜ ‖Lq(R˙n),∥∥e−γ t∇E[Ψn]∥∥Lp(R,Lq(R˙n))  Cn,p,q∥∥e−γ t F˜∥∥Lp(R,Lq(R˙n)), (2.15)
which combined with (2.3) and (2.4) yields (2.14).
Therefore, in what follows we consider the following problems:
{
ρλu +μu + ∇θ = 0, divu = 0 in R˙n,

S(u, θ)ν
= [[g]], [[u]] = [[h]] on Rn0,
(2.16)
{
ρ∂tU −μU + ∇Θ = 0, divU = 0 in Q˙,
S(U ,Θ)ν
= [[G]], [[U ]] = [[H]] onQ0, (2.17)
subject to U |t=0 = 0. To complete the proof of Theorems 1.1 and 1.2 it suﬃces to prove the following
theorems.
Theorem 2.2. Let 0 <  < π/2 and 1 < q < ∞. Then, for any λ ∈ Σ,0 , g ∈ W 1q (R˙n)n, h′ ∈ W 2q (R˙n)n−1 ,
hn ∈ Eq(R˙n,Σ,0), problem (2.16) admits a unique solution (u, θ) ∈ W 2q (R˙n)n × Wˆ 1q (R˙n).
Moreover, there exists a θ˜ ∈ W 1q (R˙n) such that [[θ˜]] = [[θ]] and we have the following estimate:
∥∥(|λ|u, |λ| 12 ∇u,∇2u,∇θ, |λ| 12 θ˜ ,∇ θ˜)∥∥Lq(R˙n)
 Cn,q,
∥∥(|λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n).
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Ep,q,(0)(R˙n ×R), problem (2.17) admits a unique solution (U ,Θ) ∈ W 2,1q,p,(0)(R˙n ×R)n × Lp,(0)(R, Wˆ 1q (R˙n)).
Moreover, there exists a Θ˜ ∈ Lp,0(R,W 1q (R˙n)) ∩ H
1
2
p,0(R, Lq(R˙
n)) such that [[Θ˜(t)]] = [[Θ(t)]] for almost
every t ∈ R and for any γ  0 we have the following estimate:
∥∥e−γ t(∂tU , γ U ,Λ 12γ ∇U ,∇2U ,∇Θ,Λ 12γ Θ˜,∇Θ˜)∥∥Lp(R,Lq(R˙n))
 Cn,p,q
∥∥e−γ t(Λ 12γ G,∇G, ∂t H,Λ 12γ ∇H,∇2H,∇E[Hn])∥∥Lp(R,Lq(R˙n)).
3. Solution formula of the model problem without surface tension
We shall drive a solution formula to make the paper easier to read although it was already given
in Shibata and Shimizu [24]. Since the solution formula of (2.17) is given by the Laplace transform
of the solution formula of (2.16) with respect to time variable, we discuss a solution formula of the
problem (2.16), which is rewritten as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(ρ±λ −μ±)u± + ∇θ± = 0 in Rn±,
divu± = 0 in Rn±,
μ(∂nu j + ∂ jun)
= −[[g j]] on Rn0,
[[2μ∂nun − θ]] = −[[gn]] on Rn0,
[[u j]] = [[h j]], [[un]] = [[hn]] on Rn0,
(3.1)
where j = 1, . . . ,n − 1. Applying the partial Fourier transform with respect to x′ to (3.1), we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
ρ±λ +μ±
∣∣ξ ′∣∣2 −μ±∂2n )uˆ±(ξ ′, xn)+ iξ j θˆ±(ξ ′, xn)= 0 in R±,(
ρ±λ +μ±
∣∣ξ ′∣∣2 −μ±∂2n )uˆ±(ξ ′, xn)+ ∂nθˆ±(ξ ′, xn)= 0 in R±,
iξ ′ · uˆ± j
(
ξ ′, xn
)+ ∂nuˆ±n(ξ ′, xn)= 0 in R±,
iξ j[[μuˆn]]
(
ξ ′
)+ [[μ∂nuˆ j]](ξ ′)= −[[gˆ j]](ξ ′),
[[2μ∂nuˆn]]
(
ξ ′
)− [[θˆ ]](ξ ′)= −[[gˆn]](ξ ′),
[[uˆ j]]
(
ξ ′
)= [[hˆ j]](ξ ′), [[uˆn]](ξ ′)= [[hˆn]](ξ ′),
(3.2)
where j = 1, . . . ,n − 1 and ξ ′ = (ξ1, . . . , ξn−1). Here and hereafter, the partial Fourier transform and
its inversion formula are deﬁned by the following formulas:
Fx′
[
v(·, xn)
](
ξ ′
)= vˆ(ξ ′, xn)=
∫
Rn−1
e−ix′·ξ ′ v
(
x′, xn
)
dx′,
F−1
ξ ′
[
w
(
ξ ′, xn
)](
x′
)= 1
(2π)n−1
∫
Rn−1
eix
′·ξ ′w
(
ξ ′, xn
)
dξ ′.
Set
A = ∣∣ξ ′∣∣, B± =√ρ±(μ±)−1λ + ∣∣ξ ′∣∣2 with Re B± > 0. (3.3)
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the other hand, applying the divergence to the ﬁrst equation of (3.1), we obtain θ± = 0 in Rn± .
Applying the partial Fourier transform, we have (∂2n − |ξ ′|2)θˆ(ξ ′, xn) = 0, and therefore the another
characteristic root of (3.2) is A. After this observation, we will look for the solution to (3.2) of the
forms:
uˆ± j
(
ξ ′, xn
)= α± j(e∓Axn − e∓B±xn)+ β± je∓B±xn ( j = 1, . . . ,n),
θˆ±
(
ξ ′, xn
)= γ±(ξ ′)e∓Axn . (3.4)
Inserting (3.4) into (3.2), we obtain
μ±
(
B2± − A2
)
α± j + iξ jγ± = 0,
μ±
(
B2± − A2
)
α±n ∓ Aγ± = 0,
iξ ′ · α′± ∓ Aα±n = 0,
iξ ′ · (β ′± − α′±)∓ B±(β±n − α±n) = 0,
μ+
{
α+ j(−A + B+) − B+β+ j + iξ jβ+n
}−μ−{α− j(A − B−) + B−β− j + iξ jβ−n}= −[[gˆ j]],[
2μ+
{
α+n(−A + B+) − B+β+n
}− γ+]− [2μ−{α−n(A − B−) + B−β−n}− γ−]= −[[gˆn]],
β+ j − β− j = [[hˆ j]], β+n − β−n = [[hˆn]], (3.5)
where we have set α′± = (α±1, . . . ,α±n−1) and β ′± = (β±1, . . . , β±n−1), and · stands for the usual
inner product in Rn−1. First, we shall derive a system of equations with respect to α±n and β−n .
Multiplying the ﬁfth equation of (3.5) by ξ j , summing up the resultant formulas from j = 1 to n − 1
and using the second, third, fourth, sixth and the last equations in (3.5) to eliminate ξ ′ · α′± , ξ ′ · β ′±
and γ± , we have
L
⎛
⎝α+nα−n
β−n
⎞
⎠=
⎛
⎜⎝
B+[[hˆn]] − iξ ′ · [[hˆ′]]
iξ ′ · [[gˆ′]] −μ+(A2 + B2+)[[hˆn]]
A[[gˆn]] − 2μ+AB+[[hˆn]]
⎞
⎟⎠ , (3.6)
where
L =
⎛
⎝ B+ − A B− − A −(B+ + B−)μ+(A2 − B2+) −μ−(A2 − B2−) μ+(A2 + B2+) −μ−(A2 + B2−)
μ+(B+ − A)2 μ−(B− − A)2 2A(μ+B+ +μ−B−)
⎞
⎠ . (3.7)
We have
det L = (A − B+)(A − B−) f (A, B+, B−),
f (A, B+, B−) = −(μ+ −μ−)2A3 +
{
(3μ+ −μ−)μ+B+ + (3μ− −μ+)μ−B−
}
A2
+ {(μ+B+ +μ−B−)2 +μ+μ−(B+ + B−)2}A
+ (μ+B+ +μ−B−)
(
μ+B2+ +μ−B2−
)
, (3.8)
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L−1 = f (A, B+, B−)−1
⎛
⎝ L11(A − B+)−1 L12(A − B+)−1 L13(A − B+)−1L21(A − B−)−1 L22(A − B−)−1 L23(A − B−)−1
L31 L32 L33
⎞
⎠ , (3.9)
where
L11 = −μ−
{
μ−
(−A3 + 3A2B− + AB2− + B3−)+ 2μ+AB+(A + B−) +μ+(A − B−)(A2 + B2+)},
L12 = (μ+ −μ−)AB+ + A(μ+B+ +μ−B−) +μ−B−(B+ + B−),
L13 = −
{
μ+
(
A2 + B2+
)−μ−(A2 + B2−)+μ−(A + B−)(B+ + B−)},
L21 = −μ+
{
μ+
(−A3 + 3A2B+ + AB2+ + B3+)+ 2μ−AB−(A + B+) +μ−(A − B+)(A2 + B2−)},
L22 = (μ+ −μ−)AB− − A(μ+B+ +μ−B−) −μ+B+(B+ + B−),
L23 = μ+
(
A2 + B2+
)−μ−(A2 + B2−)−μ+(A + B−)(B+ + B−),
L31 = 2μ+μ−
(
A2 − B+B−
)
,
L32 = μ−(A − B−) −μ+(A − B+),
L33 = μ+(A + B+) +μ−(A + B−). (3.10)
Setting
F+(g,h) = f (A, B+, B−)−1
{
L11
(
B+[[hˆn]] − iξ ′ ·

hˆ′
)− L12(iξ ′ · gˆ′+μ+(A2 + B2+)[[hˆn]])
− L13
(
A[[gˆn]] + 2μ+AB+[[hˆn]]
)}
,
F−(g,h) = f (A, B+, B−)−1
{
L21
(
B+[[hˆn]] − iξ ′ ·

hˆ′
)− L22(iξ ′ · gˆ′+μ+(A2 + B2+)[[hˆn]])
− L23
(
A[[gˆn]] + 2μ+AB+[[hˆn]]
)}
,
β−n = f (A, B+, B−)−1
{
L31
(
B+[[hˆn]] − iξ ′ ·

hˆ′
)− L32(iξ ′ · gˆ′+μ+(A2 + B2+)[[hˆn]])
− L33
(
A[[gˆn]] + 2μ+AB+[[hˆn]]
)}
, (3.11)
we have
α+n = F+(g,h)
A − B+ , α−n =
F−(g,h)
A − B− , β+n = [[hˆn]] + β−n,
γ+ = μ+
A
(
B2+ − A2
)
α+n = −μ+(B+ + A)
A
F+(g,h),
γ− = −μ−
A
(
B2− − A2
)
α−n = μ−(B− + A)
A
F−(g,h). (3.12)
By the ﬁrst equation of (3.5)
α+ j = − iξ j
μ+(B2+ + A2)γ+
= iξ j
A
F+(g,h)
B+ − A ,
α− j = − iξ j
μ (B2 + A2)γ = −
iξ j
A
F−(g,h)
B− − A . (3.13)+ + −
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(μ+B+ +μ−B−)β− j +μ+B+[[hˆ j]] = μ+
(
α+ j(B+ − A) + iξ jβ+n
)+μ−(α− j(B− − A) − iξ jβ−n),
which combined with (3.13) yields that
β− j = −μ+B+
μ+B+ +μ−B− [[hˆ j]] +
μ+iξ j
μ+B+ +μ−B− [[hˆn]]
+ (μ+ −μ−)iξ j
μ+B+ +μ−B− β−n +
iξ j
A
μ+F+(g,h) −μ−F−(g,h)
μ+B+ +μ−B− −
[[gˆ j]]
μ+B+ +μ−B− ,
β+ j = [[hˆ j]] + β− j
= μ−B−
μ+B+ +μ−B− [[hˆ j]] +
μ+iξ j
μ+B+ +μ−B− [[hˆn]]
+ (μ+ −μ−)iξ j
μ+B+ +μ−B− β−n +
iξ j
A
μ+F+(g,h) −μ−F−(g,h)
μ+B+ +μ−B− −
[[gˆ j]]
μ+B+ +μ−B− . (3.14)
Setting
M+ = M+(A, B+, xn) = e
−B+xn − e−Axn
B+ − A , M− = M−(A, B−, xn) =
eB−xn − eAxn
B− − A , (3.15)
by (3.4), (3.12), (3.13) and (3.14) we obtain the solution formulas of the problem (3.2) as fol-
lows:
uˆ+ j
(
ξ ′, xn
)= −M+ iξ j
A
F+(g,h) + e−B+xn
{
μ−B−
μ+B+ +μ−B− [[hˆ j]] +
μ+iξ j
μ+B+ +μ−B− [[hˆn]]
+ (μ+ −μ−)iξ j
μ+B+ +μ−B− β−n +
iξ j
A
μ+F+(g,h) −μ−F−(g,h)
μ+B+ +μ−B− −
[[gˆ j]]
μ+B+ +μ−B−
}
;
(3.16)
uˆ− j
(
ξ ′, xn
)= M− iξ j
A
F−(g,h) + eB−xn
{ −μ+B+
μ+B+ +μ−B− [[hˆ j]] +
μ+iξ j
μ+B+ +μ−B− [[hˆn]]
+ (μ+ −μ−)iξ j
μ+B+ +μ−B− β−n +
iξ j
A
μ+F+(g,h) −μ−F−(g,h)
μ+B+ +μ−B− −
[[gˆ j]]
μ+B+ +μ−B−
}
;
(3.17)
uˆ+n
(
ξ ′, xn
)= M+F+(g,h) + e−B+xn [[hˆn]] + e−B+xnβ−n; (3.18)
uˆ−n
(
ξ ′, xn
)= M−F−(g,h) + eB−xnβ−n; (3.19)
θˆ+
(
ξ ′, xn
)= −e−Axn μ+(B+ + A)
A
F+(g,h), θˆ−
(
ξ ′, xn
)= eAxn μ−(B− + A)
A
F−(g,h).
(3.20)
If we set, u± j(x) = F−1ξ ′ [uˆ± j(ξ ′, xn)](x′) ( j = 1, . . . ,n − 1), u±n(x) = F−1ξ ′ [uˆ±n(ξ ′, xn)](x′) and θ±(x) =
F−1
ξ ′ [θˆ±(ξ ′, xn)](x′), then (u, θ) solves Eq. (2.16).
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ﬁne U± j and Θ± by the inverse Laplace transform of u± j and θ± , respectively. We see that U± j
and Θ± solve the problem (2.17).
4. Some preparations
4.1. About the R-boundedness of the family of operators
We shall use the Weis operator valued Fourier multiplier theorem [33] to estimate the solution
formula of the time dependent problem. We start with the deﬁnition of R-boundedness of an opera-
tor family. Let X and Y be two Banach spaces, and ‖ · ‖X and ‖ · ‖Y denote their norms, respectively.
Let L(X, Y ) denote the set of all bounded linear operators from X into Y , and we set L(X) = L(X, X).
Deﬁnition 4.1. A family of operators T ⊂ L(X, Y ) is called R-bounded, if there exist constants C > 0
and p ∈ [1,∞) such that for each m ∈ N, N being the set of all natural numbers, T j ∈ T , x j ∈ X
( j = 1, . . . ,N) and for all sequences {r j(u)}Nj=1 of independent, symmetric, {−1,1}-valued random
variables on [0,1], there holds the inequality:
1∫
0
∥∥∥∥∥
N∑
j=1
r j(u)T j(x j)
∥∥∥∥∥
p
Y
du  C
1∫
0
∥∥∥∥∥
N∑
j=1
r j(u)x j
∥∥∥∥∥
p
X
du. (4.1)
The smallest such C is called R-bound of T , which is denoted by R(T ).
Let D(R, X) and S(R, X) be the set of all X-valued C∞ functions having compact supports
and the Schwartz space of rapidly decreasing X-valued functions, while D′(R, X) = L(D(R), X) and
S ′(R, X) = L(S(R), X), respectively. Here, D(R) = D(R,C) and S(R) = S(R,C).
Deﬁnition 4.2. A Banach space X is said to be a UMD Banach space, if the Hilbert transform is
bounded on Lp(R, X) for some (and then all) p with 1 < p < ∞. Here, the Hilbert transform H of
a function f ∈ S(R, X) is deﬁned by
H f = 1
π
lim
→0+
∫
|t−s|>
f (s)
t − s ds (t ∈ R).
Given M ∈ L1,loc(R,L(X, Y )), let us deﬁne the operator TM :F−1D(R, X) → S ′(R, Y ) by the for-
mula:
TMφ = F−1
[
MF[φ]], (F[φ] ∈ D(R, X)). (4.2)
Theorem 4.3. ([11,33]) Let X and Y be two UMD Banach spaces and 1 < p < ∞. Let M be a function in
C1(R \ {0},L(X, Y )) such that
R({M(ρ) ∣∣ ρ ∈ R \ {0}})= κ0 < ∞, R({ρM ′(ρ) ∣∣ ρ ∈ R \ {0}})= κ1 < ∞.
Then, the operator TM deﬁned in (4.2) is extended to a bounded linear operator from Lp(R, X) into Lp(R, Y ).
Moreover, denoting this extension by TM , we have
‖TM‖L(Lp(R,X),Lp(R,Y ))  C(κ0 + κ1)
for some positive constant C depending on p, X and Y .
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in C1(R \ {0}) such that
∣∣m(ρ)∣∣ α, ∣∣ρm′(ρ)∣∣ α (r ∈ R \ {0})
for some positive constant α. Let Tm be a Fourier multiplier deﬁned by the formula:
Tm f = F−1
[
mF[ f ]] (F[ f ] ∈ D(R, X)).
Then, Tm is extended to a bounded linear operator on Lp(R, X). Moreover, denoting this extension by Tm, we
have
‖Tm‖L(Lp(R,X))  Cα
for some positive constant C depending on p and X.
Now, we shall give a theorem used in proving resolvent estimates and maximal Lp–Lq regularity
which was proved in Shibata and Shimizu [27, Theorem 2.8] by using the Fourier multiplier theorem
of S.G. Mihlin and Theorem 4.3.
Theorem 4.5. Let 1< p,q < ∞, 0<  < π/2 and γ0  0. Let G be a domain in Rn and Φλ be a C1 function
of τ ∈ R \ {0} when λ = γ + iτ ∈ Σ,γ with its value in L(Lq(G)). Let us deﬁne the operator Ψ of a function
F ∈ Lp,γ0(R, Lq(G)) by the formula:
Ψ F (x, t) = L−1λ
[
ΦλL[F ](λ)
]
(x, t) = eγ tF−1τ
[
ΦλF
[
e−γ t F
]
(τ )
]
(t) (λ = γ + iτ )
where
F[e−γ t F ](τ ) =
∞∫
−∞
e−(γ+iτ )t F (x, t)dt.
If the sets {Φλ | λ ∈ Σ,γ0 } and {τ ddτ Φλ | λ = γ + iτ ∈ Σ,γ0 } areR-bounded families inL(Lq(G)) and there
exists a constant α such that
R({Φλ | λ ∈ Σ,γ0}) α, R
({
τ
d
dτ
Φλ
∣∣ λ = γ + iτ ∈ Σ,γ0
})
 α,
then we have
‖Φλ f ‖Lq(G)  α‖ f ‖Lq(G)
(
f ∈ Lq(G), λ ∈ Σ,γ0
);∥∥e−γ tΨ F∥∥Lp(R,Lq(G))  Cp,qα∥∥e−γ t F∥∥Lp(R,Lq(G)) (γ  γ0, F ∈ Lp,γ0(R, Lq(G))).
Here, Cq and Cp,q are suitable constants depending on q and p, q, respectively.
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In this subsection, we shall show the estimates of several operators by using Theorem 4.5, which
will be used to estimate solution formulas obtained in Section 3. First of all, we introduce two classes
of multipliers. Let 0 <  < π/2 and γ0  0. Let m(λ, ξ ′) be a function deﬁned on Σ,γ0 which is
inﬁnitely times differentiable with respect to τ and ξ ′ when λ = γ + iτ ∈ Σ,γ0 and ξ ′ ∈ Rn−1 \ {0}.
If there exists a real number s such that for any multi-index α′ = (α1, . . . ,αn−1) ∈ Nn−10 and (λ, ξ ′) ∈
Σ,γ0 × (Rn−1 \ {0}) there hold the estimates:
∣∣∂α′ξ ′ m(λ, ξ ′)∣∣ Cα′,,γ0,μ(|λ| 12 + A)s−|α|,∣∣∣∣∂α′ξ ′
(
τ
∂m
∂τ
(
λ, ξ ′
))∣∣∣∣ Cα′,,γ0,μ(|λ| 12 + A)s−|α| (4.3)
for some constant Cα′,,γ0,μ depending on α
′ ,  , γ0 and μ only, then m(λ, ξ ′) is called a mul-
tiplier of order s with type 1. If there exists a real number s such that for any multi-index
α′ = (α1, . . . ,αn−1) ∈ Nn−10 and (λ, ξ ′) ∈ Σ,γ0 × (Rn−1 \ {0}) there hold the estimates:
∣∣∂α′ξ ′ m(λ, ξ ′)∣∣ Cα′,,γ0,μ(|λ| 12 + A)s A−|α|,∣∣∣∣∂α′ξ ′
(
τ
∂m
∂τ
(
λ, ξ ′
))∣∣∣∣ Cα′,,γ0,μ(|λ| 12 + A)s A−|α| (4.4)
for some constant Cα′,,γ0,μ depending on α
′ ,  , γ0 and μ only, then m(λ, ξ ′) is called a multiplier
of order s with type 2. In what follows, we denote the set of all multipliers deﬁned on Σ,γ0 ×
(Rn−1 \ {0}) of order s with type  ( = 1,2) by Ms,,,γ0 . For example, the Riesz kernel ξ j/|ξ ′| ( j =
1, . . . ,n − 1) is a multiplier of order 0 with type 2. A function |λ|s = (γ 2 + τ 2)s/2 is a multiplier of
order 2s with type 1 when s  0. A function λ|λ|−1/2 is a multiplier of order 1 with type 1. The
following lemma follows immediately from the deﬁnition of Ms,,,γ0 and the Leibniz rule.
Lemma 4.6. Let s1 , s2 ∈ R.
(1) Given mi ∈ Msi ,1,,γ0 (i = 1,2), we have m1m2 ∈ Ms1+s2,1,,γ0 .
(2) Given i ∈ Msi ,i,,γ0 (i = 1,2), we have 12 ∈ Ms1+s2,2,,γ0 .
(3) Given ni ∈ Msi ,2,,γ0 (i = 1,2), we have n1n2 ∈ Ms1+s2,2,,γ0 .
From now on, we shall give several lemmas which will be used to estimate solution formulas given
in Section 3. In what follows, A, B , f (A, B+, B−) and M± denote the symbols deﬁned in (3.3), (3.8)
and (3.15), respectively. The following lemma was proved by Shibata and Shimizu [24, Lemma 5.5].
Lemma 4.7. Let 0<  < π/2. For every λ ∈ Σ and ξ ′ ∈ Rn−1 , we have
c1(,μ±,ρ±)
(|λ| 12 + ∣∣ξ ′∣∣) Re B±  c2(,μ±,ρ±)(|λ| 12 + ∣∣ξ ′∣∣), (4.5)
C1(,μ±,ρ±)
(|λ| 12 + ∣∣ξ ′∣∣)3  f (A, B+, B−) C1(,μ±,ρ±)(|λ| 12 + ∣∣ξ ′∣∣)3 (4.6)
for some positive constants c j(,μ±,ρ±) and C j(,μ±,ρ±) ( j = 1,2).
By Lemma 4.7, the Bell formula of the derivative of the composite function and the Leibnitz rule
we have the following lemma.
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M3s,2,,0 . If s  0, then As ∈ Ms,2,,0 . If a and b be numbers such that a + b > 0, then (aB+ + bB−)s ∈
Ms,1,,0 .
The following two lemmas will be used to estimate some integral operators related to solution
formulas given in Section 3, which were proved in Shibata and Shimizu [27] by using the notion of
R-boundedness and Theorem 4.5.
Lemma 4.9. Let 0 <  < π/2, γ0  0 and 1 < p,q < ∞. Given k0 ∈ M0,2,,γ0 and k1 ∈ M0,1,,γ0 , we deﬁne
the operators K±k(λ) on g± ∈ Lq(Rn±) and K±k on G± ∈ Lp,γ0(R, Lq(Rn±)) (k = 0,1,2) by the following
formulas:
[
K±0(λ)g
]
(x) =
∫
R±
F−1
ξ ′
[
k0
(
λ, ξ ′
)
Ae∓A(xn+yn) gˆ
(
ξ ′, yn
)](
x′
)
dyn, ±xn > 0,
[
K±1(λ)g
]
(x) =
∫
R±
F−1
ξ ′
[
k0
(
λ, ξ ′
)
Ae∓B±(xn+yn) gˆ
(
ξ ′, yn
)](
x′
)
dyn, ±xn > 0,
[
K±2(λ)g
]
(x) =
∫
R±
F−1
ξ ′
[
k1
(
λ, ξ ′
)|λ| 12 e∓B±(xn+yn) gˆ(ξ ′, yn)](x′)dyn, ±xn > 0,
[K±0G](x) =
∫
R±
L−1F−1
ξ ′
[
k0
(
λ, ξ ′
)
Ae∓A(xn+yn)LFx′ [G]
(
ξ ′, yn, λ
)](
x′
)
dyn, ±xn > 0,
[K±1G](x) =
∫
R±
L−1F−1
ξ ′
[
k0
(
λ, ξ ′
)
Ae∓B±(xn+yn)LFx′ [G]
(
ξ ′, yn, λ
)](
x′
)
dyn, ±xn > 0,
[K±2G](x) =
∫
R±
L−1F−1
ξ ′
[
k1
(
λ, ξ ′
)|λ| 12 e∓B±(xn+yn)LFx′ [G](ξ ′, yn, λ)](x′)dyn, ±xn > 0.
Then, for k = 0,1,2 we have
∥∥K±k(λ)g∥∥Lq(Rn±)  Cn,q,,γ ‖g‖Lq(Rn±) for any λ ∈ Σ,γ ,∥∥e−γ tK±kG∥∥Lp(R,Lq(Rn±))  Cn,p,q,γ ∥∥e−γ tG∥∥Lp(R,Lq(Rn±)) for any γ  γ0.
Proof. According to Shibata and Shimizu [27, Lemma 5.4], we know that for  = 0,1 and k = 0,1,2
the sets
{
(τ∂τ )
K±k(λ)
∣∣ λ ∈ Σ,γ0}
are R-bounded families in L(Lq(Rn±)) whose R-bounds do not exceed some constant Cn,q,,γ0 de-
pending only on n, q,  and γ0. Therefore, Theorem 4.5 yields Lemma 4.9 immediately. 
Remark 4.10. If we deﬁne the Riesz operator R j ( j = 1, . . . ,n − 1) by the formula:
R j v(x) = F−1′
[
iξ j A
−1 vˆ
(
ξ ′, xn
)](
x′
)
,ξ
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‖R j v‖Lq(Rn±)  Cn,q‖v‖Lq(Rn±)
(
v ∈ Lq
(
Rn±
))
. (4.7)
If we set
[
K±2 j(λ)g
]
(x) =
∫
R±
F−1
ξ ′
[
k1
(
λ, ξ ′
)(
iξ j A
−1)|λ| 12 e∓B±(xn+yn) gˆ(ξ ′, yn)](x′)dyn, ±xn > 0,
[K±2 jG](x) =
∫
R±
L−1F−1
ξ ′
[
k1
(
λ, ξ ′
)(
iξ j A
−1)|λ| 12 e∓B±(xn+yn)LFx′ [G](ξ ′, yn, λ)](x′)dyn, ±xn > 0,
then we have K±2 j(λ)g = R j K±2(λ)g and K±2 jG = R jK±2G . Therefore, by (4.7) we have
∥∥K±2 j(λ)g∥∥Lq(Rn±)  Cn,q,,γ ‖g‖Lq(Rn±) for any λ ∈ Σ,γ ,∥∥e−γ tK±2 jG∥∥Lp(R,Lq(Rn±))  Cn,p,q,γ ∥∥e−γ tG∥∥Lp(R,Lq(Rn±)) for any γ  γ0.
Lemma 4.11. Let 0 <  < π/2, γ0  0 and 1 < p,q < ∞. Given k2 ∈ M−1,1,,γ0 and k3 ∈ M−2,2,,γ0 , we
deﬁne the operators K± j(λ) on g± ∈ Lq(Rn±) and K± j on G± ∈ Lp,γ0(R, Lq(Rn±)) ( j = 1,2,3,4,5) by the
following formulas:
[
K±3(λ)g±
]
(x) =
∫
R±
F−1
ξ ′
[
k2
(
λ, ξ ′
)
e∓B±(xn+yn) gˆ±
(
ξ ′, yn
)](
x′
)
dyn for ±xn > 0,
[
K±4(λ)g±
]
(x) =
∫
R±
F−1
ξ ′
[
k3
(
λ, ξ ′
)
Ae∓B(xn+yn) gˆ±
(
ξ ′, yn
)](
x′
)
dyn for ±xn > 0,
[
K±5(λ)g±
]
(x) =
∫
R±
F−1
ξ ′
[
k3
(
λ, ξ ′
)
Ae∓A(xn+yn) gˆ±
(
ξ ′, yn
)](
x′
)
dyn for ±xn > 0,
[
K±6(λ)g±
]
(x) =
∫
R±
F−1
ξ ′
[
k3
(
λ, ξ ′
)
A2M±(A, B±, xn + yn)gˆ±
(
ξ ′, yn
)](
x′
)
dyn for ±xn > 0,
[
K±7(λ)g±
]
(x) =
∫
R±
F−1
ξ ′
[
k3
(
λ, ξ ′
)|λ| 12 AM±(A, B±, xn + yn)gˆ±(ξ ′, yn)](x′)dyn for ±xn > 0,
[K±3G±](x, t) =
∫
R±
L−1F−1
ξ ′
[
k2
(
λ, ξ ′
)
e∓B±(xn+yn)LFx′ [G±]
(
ξ ′, yn, λ
)](
x′, t
)
dyn for ±xn > 0,
[K±4G±](x, t) =
∫
R±
L−1F−1
ξ ′
[
k3
(
λ, ξ ′
)
Ae∓B(xn+yn)LFx′ [G±]
(
ξ ′, yn, λ
)](
x′, t
)
dyn for ±xn > 0,
[K±5G±](x) =
∫
R
L−1F−1
ξ ′
[
k3
(
λ, ξ ′
)
Ae∓A(xn+yn)LFx′ [G±]
(
ξ ′, yn, λ
)](
x′, t
)
dyn for ±xn > 0,±
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∫
R±
L−1F−1
ξ ′
[
k3
(
λ, ξ ′
)
A2M±(A, B±, xn + yn)
×LFx′ [G±]
(
ξ ′, yn, λ
)](
x′, t
)
dyn for ±xn > 0,
[K±7G±](x, t) =
∫
R±
L−1F−1
ξ ′
[
k3
(
λ, ξ ′
)|λ| 12 AM±(A, B±, xn + yn)
×LFx′ [G±]
(
ξ ′, yn, λ
)](
x′, t
)
dyn for ±xn > 0.
Then, for j = 3,4,5,6,7 we have
∥∥(|λ|K± j g±, |λ| 12 ∇K± j g±∇2K± j g±)∥∥Lq(Rn±)  Cn,q,,γ0‖g±‖Lq(Rn±) for any λ ∈ Σ,γ0 ,∥∥e−γ t(∂tK± jG±, γK± jG±,Λ 12γ ∇K± jG±,∇2K± jG±)∥∥Lp(R,Lq(Rn±))  Cn,p,q,γ0∥∥e−γ tG±∥∥Lp(R,Lq(Rn±))
for any γ  γ0 .
Proof. According to Shibata and Shimizu [27], we know that for i = 3,4,5,6,7, j,k = 1, . . . ,n and
 = 0,1 the sets:
{
(τ∂τ )
|λ|K±i(λ)
∣∣ λ ∈ Σ,γ0}, {(τ∂τ )γ K±i(λ) ∣∣ λ ∈ Σ,γ0},{
(τ∂τ )
|λ| 12 ∂ j K±i(λ)
∣∣ λ ∈ Σ,γ0}, {(τ∂τ )∂ j∂kK±i(λ) ∣∣ λ ∈ Σ,γ0}
are R-bounded families in L(Lq(Rn±)) whose R-bounds do not exceed some constant Cn,q,,γ0 de-
pending only on n, q,  and γ0. Therefore, Theorem 4.5 yields Lemma 4.11 immediately. 
4.3. Proof of the estimates (2.15)
The estimates (2.15) follow from the following lemma.
Lemma 4.12.
(1) Let ψ±n be the nth component of ψ± deﬁned in (2.7). For ±xn > 0, let us deﬁne functions R±(x) by the
formula:
Rˆ±
(
ξ ′, xn
)= − A
2ρ±
∞∫
0
Fx′ [ f˜+n]
(
ξ ′, yn
)(e−B±(xn+yn)
B±
− e
−A(xn+yn)
A
)
dyn
− A
2ρ±
∞∫
0
Fx′ [ f˜−n]
(
ξ ′,−yn
)(e−B±(xn+yn)
B±
− e
−A(xn+yn)
A
)
dyn
+
n−1∑
j=1
iξ j
2Aρ±
∞∫
0
Fx′ [ f˜+ j]
(
ξ ′, yn
)(
e−B±(xn+yn) − e−A(xn+yn))dyn
−
n−1∑
j=1
iξ j
2Aρ±
∞∫
Fx′ [ f˜− j]
(
ξ ′,−yn
)(
e−B±(xn+yn) − e−A(xn+yn))dyn. (4.8)0
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ψˆ±n
(
ξ ′,0± 0)= Aλ−1 Rˆ±(ξ ′,0± 0), (4.9)
‖∇R±‖Lq(Rn±)  Cn,q,‖ f˜ ‖Lq(R˙n). (4.10)
(2) Let Ψ±n be the nth component of Ψ± given in (2.7). For ±xn > 0 let us deﬁne functions R±(x, t) by the
formula:
LFx′ [R±]
(
ξ ′, xn, λ
)
= − A
2ρ±
∞∫
0
LFx′ [ F˜+n]
(
ξ ′, yn, λ
)(e−B±(xn+yn)
B±
− e
−A(xn+yn)
A
)
dyn
− A
2ρ±
∞∫
0
LFx′ [ F˜−n]
(
ξ ′,−yn, λ
)(e−B±(xn+yn)
B±
− e
−A(xn+yn)
A
)
dyn
+
n−1∑
j=1
iξ j
2Aρ±
∞∫
0
LFx′ [ F˜+ j]
(
ξ ′, yn, λ
)(
e−B±(xn+yn) − e−A(xn+yn))dyn
−
n−1∑
j=1
iξ j
2Aρ±
∞∫
0
LFx′ [ F˜− j]
(
ξ ′,−yn, λ
)(
e−B±(xn+yn) − e−(xn+yn)A)dyn. (4.11)
Then, we have
LFx′ [Ψ±n]
(
ξ ′,0± 0, λ)= Aλ−1LFx′ [R±](ξ ′,0± 0, λ), (4.12)∥∥e−γ t∇R±∥∥Lp(R,Lq(Rn±))  Cn,p,q∥∥e−γ t F˜∥∥Lp(R,Lq(Rn)) (4.13)
for every γ  0.
Proof. Since
ψ±n(x) = F−1ξ
[
1
ρ±λ +μ±|ξ |2
(
Fx′ [ f˜n](ξ) − ξn|ξ |2
n∑
j=1
ξ jFx′ [ f˜ j](ξ)
)]
(x)
= F−1ξ
[ |ξ ′|2Fx′ [ f˜n](ξ)
(ρ±λ +μ±|ξ |2)|ξ |2
]
(x) −
n−1∑
j=1
F−1ξ
[
ξnξ jFx′ [ f˜ j](ξ)
(ρ±λ +μ±|ξ |2)|ξ |2
]
(x), (4.14)
we have
ψˆ±n
(
ξ ′,0
)= Fξ ′[ψ±n(·,0)](ξ ′)
= 1
2π
∞∫ |ξ ′|2
(ρ±λ +μ±|ξ |2)|ξ |2Fx′ [ f˜n](ξ)dξn−∞
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n−1∑
j=1
1
2π
∞∫
−∞
ξ jξn
(ρ±λ +μ±|ξ |2)|ξ |2Fx′ [ f˜ j](ξ)dξn
= i
μ±
∞∫
0
Fx′ [ f˜+n]
(
ξ ′, yn
)∣∣ξ ′∣∣2 dyn 1
2π i
∞∫
−∞
e−iynξn
(|ξ |2 + ρ±μ−1± λ)|ξ |2
dξn
+ i
μ±
∞∫
0
Fx′ [ f˜−n]
(
ξ ′,−yn
)∣∣ξ ′∣∣2 dyn 1
2π i
∞∫
−∞
eiynξn
(|ξ |2 + ρ±μ−1± λ)|ξ |2
dξn
−
n−1∑
j=1
i
μ±
∞∫
0
Fx′ [ f˜+ j]
(
ξ ′, yn
)
ξ j dyn
1
2π i
∞∫
−∞
ξne−iynξn
(|ξ |2 + ρ±μ−1± λ)|ξ |2
dξn
−
n−1∑
j=1
i
μ±
∞∫
0
Fx′ [ f˜− j]
(
ξ ′,−yn
)
ξ j dyn
1
2π i
∞∫
−∞
ξneiynξn
(|ξ |2 + ρ±μ−1± λ)|ξ |2
dξn. (4.15)
By the residue theorem we have
1
2π i
∞∫
−∞
e±iynξn
(|ξ |2 + ρ±μ−1± λ)|ξ |2
dξn
= 1
2π i
∞∫
−∞
e±iynξn
(ξn + iB±)(ξn − iB±)(ξn + i A)(ξn − i A) dξn
= ±
{
e−B± yn
(±2iB±)((±iB±)2 + |ξ ′|2) +
e−Ayn
(±2i A)((i A)2 + ρ±μ−1± λ + |ξ ′|2)
}
= i
2ρ±μ−1± λ
(
e−B± yn
B±
− e
−Ayn
A
)
,
1
2π i
∞∫
−∞
ξne±iynξn
(|ξ |2 + ρ±μ−1± λ)|ξ |2
dξn
= 1
2π i
∞∫
−∞
ξne±iynξn
(ξn + iB±)(ξn − iB±)(ξn + i A)(ξn − i A) dξn
= ±
{
e−B± yn(±iB±)
(±2iB±)((±iB±)2 + |ξ ′|2) +
e−Ayn(±i A)
(±2i A)((i A)2 + ρ±μ−1± λ + |ξ ′|2)
}
= ± 1
2ρ±μ−1± λ
(
e−B± yn − e−Ayn).
Substituting the above formulas into (4.15), we have
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(
ξ ′,0
)= − 1
2ρ±λ
∞∫
0
Fx′ [ f˜+n]
(
ξ ′, yn
)
A2
(
e−B± yn
B±
− e
−Ayn
A
)
dyn
− 1
2ρ±λ
∞∫
0
Fx′ [ f˜−n]
(
ξ ′,−yn
)
A2
(
e−B± yn
B±
− e
−Ayn
A
)
dyn
+
n−1∑
j=1
iξ j
2ρ±λ
∞∫
0
Fx′ [ f˜+ j]
(
ξ ′, yn
)(
e−B± yn − e−Ayn)dyn
−
n−1∑
j=1
iξ j
2ρ±λ
∞∫
0
Fx′ [ f˜− j]
(
ξ ′,−yn
)(
e−B± yn − e−Ayn)dyn.
Therefore, we have (4.9). Analogously, we obtain (4.12). Since AB−1± , iξ j A−1 ∈ M0,2,,0 as follows
from Lemmas 4.6 and 4.8 and since B± = ρ±μ−1± λB−1± + A2B−1± , applying Lemma 4.9 to (4.8) and
noting Remark 4.10 after Lemma 4.9 we have (4.10) and (4.13), which completes the proof of the
lemma. 
5. Proofs of Theorems 2.2 and 2.3
In this section, we shall prove Theorems 2.2 and 2.3. First, we shall prove Theorem 2.2. The solu-
tion (u, θ) of (2.16) has been given in Section 3, and therefore our task is to estimate u and θ . We
only treat u+ and θ+ , because u− and θ− can be treated in the same manner. First we consider u+ j
( j = 1, . . . ,n−1). By (3.16) we write u+ j(x) =∑9k=1 vk(x), where we have deﬁned vk by the following
formulas:
v1(x) = F−1ξ ′
[ −e−B+xn
μ+B+ +μ−B− [[gˆ j]]
(
ξ ′
)](
x′
);
v2(x) = F−1ξ ′
[
μ−B−e−B+xn
μ+B+ +μ−B− [[hˆ j]]
(
ξ ′
)](
x′
);
v3(x) = F−1ξ ′
[
μ+iξ j A−1
μ+B+ +μ−B− Ae
−B+xn [[hˆn]]
(
ξ ′
)](
x′
);
v4(x) =
n∑
=1
F−1[a(λ, ξ ′)Ae−B+xn [[gˆ]](ξ ′)](x′),
a = −(μ+ −μ−)(iξ j A
−1)iξL32 + (μ+L12 −μ−L22)(iξ j A−1)(iξA−1)
(μ+B+ +μ−B−) f (A, B+, B−) ( = 1, . . . ,n − 1),
an = − (μ+ −μ−)(iξ j L33) + (μ+L13 −μ−L23)(iξ j A
−1)
(μ+B+ +μ−B−) f (A, B+, B−) ;
v5(x) =
n∑
=1
F−1
ξ ′
[
b
(
λ, ξ ′
)
Ae−B+xn [[hˆ]]
(
ξ ′
)](
x′
)
,
b = − (μ+ −μ−)(iξ j A
−1)(iξL31) + (μ+L11 −μ−L21)(iξ j A−1)(iξA−1)
(μ B +μ B ) f (A, B , B ) ( = 1, . . . ,n − 1),+ + − − + −
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−1)(L31B+ −μ+L32(A2 + B2+) − 2μ+L33AB+)
(μ+B+ +μ−B−) f (A, B+, B−)
− (iξ j A
−1){μ2+(L12A + 2L13B+) −μ−μ+(L22A + 2L23B+)}
(μ+B+ +μ−B−) f (A, B+, B−) ;
v6(x) =
n∑
=1
F−1
ξ ′
[
d
(
λ, ξ ′
)
AM+(A, B+, xn)[[gˆ]]
(
ξ ′
)](
x′
)
,
d = L12(iξ j A
−1)(iξA−1)
f (A, B+, B−)
( = 1, . . . ,n − 1), dn = L13(iξ j A
−1)
f (A, B+, B−)
;
v7(x) =
n∑
=1
F−1
ξ ′
[
e
(
λ, ξ ′
)
AM+(A, B+, xn)[[hˆ]]
(
ξ ′
)](
x′
)
,
e = L11(iξ j A
−1)(iξA−1)
f (A, B+, B−)
( = 1, . . . ,n − 1), en = μ+(L12A + 2L13B+)(iξ j A
−1)
f (A, B+, B−)
;
v8(x) = F−1ξ ′
[
iξ j
A
(μ+L11 −μ−L21)B+ −μ+(μ+L12 −μ−L22)B2+
(μ+B+ +μ−B−) f (A, B+, B−) e
−B+xn [[hˆn]]
(
ξ ′
)](
x′
);
v9(x) = −F−1ξ ′
[
iξ j
A
L11B+ −μ+L12B2+
f (A, B+, B−)
M+(A, B+, xn)[[hˆn]]
(
ξ ′
)](
x′
)
.
We start with the estimation of v1. Since (μ+B+ +μ−B−)−1 ∈ M−1,1,,0 as follows from Lemma 4.8,
to obtain
∥∥(|λ|v1, |λ| 12 ∇v1,∇2v1)∥∥Lq(Rn+)  Cn,q,∥∥(|λ| 12 g,∇g)∥∥Lq(R˙n),
it suﬃces to prove the following lemma.
Lemma 5.1. Let 0 <  < π/2, γ0  0 and 1 < p,q < ∞. Let m1(λ, ξ ′) ∈ M−1,1,,γ0 and let us deﬁne the
operators Φ±1(λ) and Ψ±1 by the formulas:
[
Φ±1(λ)g
]
(x) = F−1
ξ ′
[
m1
(
λ, ξ ′
)
e∓B±xn [[gˆ]](ξ ′)](x′), ±xn > 0,
[Ψ±1G](x, t) = L−1F−1ξ ′
[
m1
(
λ, ξ ′
)
e∓B±xn
LFx′ [G]
(
ξ ′, λ
)](
x′, t
)
, ±xn > 0.
Then, we have
∥∥(|λ|Φ±1(λ)g, |λ| 12 ∇Φ±1(λ)g,∇2Φ±1(λ)g)∥∥Lq(Rn±)  Cn,q,,γ0∥∥(∇g, |λ| 12 g)∥∥Lq(R˙n)
for any λ ∈ Σ,γ0 and g ∈ W 1q (R˙n), and
∥∥e−γ t(∂tΨ±1G, γ Ψ±1G,Λ 12γ ∇Ψ±1G,∇2Ψ±1G)∥∥Lp(R,Lq(R˙n±))
 Cn,p,q,γ0
∥∥e−γ t(Λ 12γ G,∇G)∥∥Lp(R,Lq(R˙n))
for any γ  γ0 and G ∈ H1,1/2q,p,γ0(R˙n ×R).
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By the Volevich trick, we write
[
Φ+1(λ)g
]
(x)
=
∞∫
0
F−1
ξ ′
[
m1
(
λ, ξ ′
)
e−B+(xn+yn)
{
(B+ − ∂n)gˆ+
(
ξ ′, yn
)− (B+ − ∂n)gˆ−(ξ ′,−yn)}](x′)dyn.
Using the identity:
B+ = ρ+μ−1+ λB−1+ +
∣∣ξ ′∣∣2B−1+ , (5.1)
we rewrite
[
Φ+1(λ)g
]
(x)
= ρ+μ−1+
∞∫
0
F−1
ξ ′
[
m1
(
λ, ξ ′
)
λ|λ|− 12 B−1+ e−B+(xn+yn)
{|λ| 12 gˆ+(ξ ′, yn)− |λ| 12 gˆ−(ξ ′,−yn)}](x′)dyn
−
∞∫
0
F−1
ξ ′
[
m1
(
λ, ξ ′
)
e−B+(xn+yn)
{
(∂n gˆ+)
(
ξ ′, yn
)− (∂n gˆ−)(ξ ′,−yn)}](x′)dyn
−
n−1∑
k=1
∞∫
0
F−1
ξ ′
[
m1
(
λ, ξ ′
)
B−1+
(
iξk A
−1)Ae−B+(xn+yn){iξk gˆ+(ξ ′, yn)− iξk gˆ−(ξ ′,−yn)}](x′)dyn.
Since m1(λ, ξ ′)λ|λ|− 12 B−1+ ∈ M−1,1,,γ0 , m1(λ, ξ ′) ∈ M−1,1,,γ0 and m1(λ, ξ ′)B−1+ (iξk A−1) ∈ M−2,2,,λ0
as follows from the assumption and Lemmas 4.6 and 4.8, by Lemma 4.11 we have
∥∥(|λ|Φ+1(λ)g, |λ| 12 ∇Φ+1(λ)g,∇2Φ+1(λ)g)∥∥Lq(Rn+)
 Cn,q,,γ0
∥∥(∇g, |λ| 12 g)∥∥Lq(R˙n) for any λ ∈ Σ,γ0 .
This completes the proof of Lemma 5.1. 
Now, we shall estimate v4. To this end, we shall use the following facts which follow from the
deﬁnition given in (3.10) and Lemmas 4.6 and 4.8:
L11, L21 ∈ M3,2,,0, L12, L13, L22, L23, L31 ∈ M2,2,,0, L32, L33 ∈ M1,2,,0. (5.2)
By (5.2) and Lemmas 4.6 and 4.8, we have a ∈ M−2,2,,0, and therefore to obtain
∥∥(|λ|v4, |λ| 12 ∇v4,∇2v4)∥∥Lq(Rn+)  Cn,q,∥∥(|λ| 12 g,∇g)∥∥Lq(R˙n),
it suﬃces to prove the following lemma.
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operators Φ±2(λ) and Ψ±2 by the formulas:
[
Φ±2(λ)g
]
(x) = F−1
ξ ′
[
m2
(
λ, ξ ′
)
Ae∓B±xn [[gˆ]](ξ ′)](x′), ±xn > 0,
[Ψ±2G](x, t) = L−1F−1ξ ′
[
m2
(
λ, ξ ′
)
Ae∓B±xn
LFx′ [G]
(
ξ ′, λ
)](
x′, t
)
, ±xn > 0.
Then, we have
∥∥(|λ|Φ±2(λ)g, |λ| 12 ∇Φ±2(λ)g,∇2Φ±2(λ)g)∥∥Lq(Rn±)  Cn,q,,γ0∥∥(∇g, |λ| 12 g)∥∥Lq(R˙n)
for any λ ∈ Σ,γ0 and g ∈ W 1q (R˙n), and
∥∥e−γ t(∂tΨ±2G, γ Ψ±2G,Λ 12γ ∇Ψ±2G,∇2Ψ±2G)∥∥Lp(R,Lq(Rn±))
 Cn,p,q,γ0
∥∥e−γ t(∇G,Λ 12γ G)∥∥Lp(R,Lq(R˙n))
for any γ  γ0 and G ∈ H1,1/2q,p,γ0(R˙n ×R).
Proof. We consider only Φ+2(λ), because Φ−2(λ) and Ψ±2 can be treated in the similar manner. As
in the proof of Lemma 5.1, by the Volevich trick and the identity (5.1), we write
[
Φ+2(λ)g
]
(x)
= ρ+μ−1+
∞∫
0
F−1
ξ ′
[(
m1
(
λ, ξ ′
)
λ|λ|− 12 B−1+
)
Ae−B+(xn+yn)
× {|λ| 12 gˆ+(ξ ′, yn)− |λ| 12 gˆ−(ξ ′,−yn)}](x′)dyn
−
∞∫
0
F−1
ξ ′
[
m1
(
λ, ξ ′
)
Ae−B+(xn+yn)
{
(∂n gˆ+)
(
ξ ′, yn
)− (∂n gˆ−)(ξ ′,−yn)}](x′)dyn
−
n−1∑
k=1
∞∫
0
F−1
ξ ′
[
m1
(
λ, ξ ′
)
B−1+ (iξk)Ae−B+(xn+yn)
{
iξk gˆ+
(
ξ ′, yn
)− iξk gˆ−(ξ ′,−yn)}](x′)dyn.
Since m2(λ, ξ ′)λ|λ|− 12 B−1+ ∈ M−2,2,,γ0 , m2(λ, ξ ′) ∈ M−2,2,,γ0 and m2(λ, ξ ′)B−1+ (iξk) ∈ M−2,2,,λ0 as
follows from the assumption and Lemmas 4.6 and 4.8, by Lemma 4.11 we have
∥∥(|λ|Φ+2(λ)g, |λ| 12 ∇Φ+2(λ)g,∇2Φ+2(λ)g)∥∥Lq(Rn+)
 Cn,q,,γ0
∥∥(∇g, |λ| 12 g)∥∥Lq(R˙n) for any λ ∈ Σ,γ0 .
This completes the proof of Lemma 5.2. 
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obtain
∥∥(|λ|v6, |λ| 12 ∇v6,∇2v6)∥∥Lq(Rn+)  Cn,q,∥∥(|λ| 12 g,∇g)∥∥Lq(R˙n),
it suﬃces to prove the following lemma.
Lemma 5.3. Let 0 <  < π/2, γ0  0 and 1 < p,q < ∞. Let m3(λ, ξ ′) ∈ M−1,2,,γ0 and let us deﬁne the
operators Φ±3(λ) and Ψ±3 by the formulas:
[
Φ±3(λ)g
]
(x) = F−1
ξ ′
[
m3
(
λ, ξ ′
)
AM±(A, B±, xn)[[gˆ]]
(
ξ ′
)](
x′
)
, ±xn > 0,
[Ψ±3G](x, t) = L−1F−1ξ ′
[
m3
(
λ, ξ ′
)
AM±(A, B±, xn)
LFx′ [G]
(
ξ ′, λ
)](
x′, t
)
, ±xn > 0.
Then, we have
∥∥(|λ|Φ±3(λ)g, |λ| 12 ∇Φ±3(λ)g,∇2Φ±3(λ)g)∥∥Lq(Rn±)  Cn,q,,γ0∥∥(∇g, |λ| 12 g)∥∥Lq(R˙n)
for any λ ∈ Σ,γ0 and g ∈ W 1q (R˙n), and
∥∥e−γ t(∂tΨ±3G, γ Ψ±3G,Λ 12γ ∇Ψ±3G,∇2Ψ±3G)∥∥Lp(R,Lq(Rn±))
 Cn,p,q,γ0
∥∥e−γ t(∇G,Λ 12γ G)∥∥Lp(R,Lq(R˙n))
for any γ  γ0 and G ∈ H1,1/2q,p,γ0(R˙n ×R).
Proof. We consider only Φ+3(λ), because Φ−3(λ) and Ψ±3 can be treated in the similar manner.
Recalling the deﬁnition of M+(A, B+, xn) (cf. (3.15)), we have
∂nM+(A, B+, xn) = −e−B+xn − AM+(A, B+, xn), (5.3)
and therefore by the Volevich trick we have Φ3(λ)g = I1 + I2 − I3, where we have set
I1 =
∞∫
0
Fξ ′
[
m3
(
λ, ξ ′
)
Ae−B+(xn+yn)
{
gˆ
(
ξ ′, yn
)− gˆ(ξ ′,−yn)}](x′)dyn,
I2 =
∞∫
0
Fξ ′
[
m3
(
λ, ξ ′
)
A2M+(A, B+, xn + yn)
{
gˆ
(
ξ ′, yn
)− gˆ(ξ ′,−yn)}](x′)dyn,
I3 =
∞∫
0
Fξ ′
[
m3
(
λ, ξ ′
)
AM+(A, B+, xn + yn)
{
(∂n gˆ)
(
ξ ′, yn
)+ (∂n gˆ)(ξ ′,−yn)}](x′)dyn.
To treat I1 and I2, we use the identity (5.1), and then setting K1(xn) = Ae−B+xn and K2(xn) =
A2M+(A, B+, xn), we have
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∞∫
0
F−1
ξ ′
[
m3
(
λ, ξ ′
)
λ|λ|− 12 B−2+ Ki(xn + yn)
{|λ| 12 gˆ(ξ ′, yn)− |λ| 12 gˆ(ξ ′,−yn)}](x′)dyn
−
n−1∑
k=1
∞∫
0
F−1
ξ ′
[
m3
(
λ, ξ ′
)
(iξk)B
−2+ Ki(xn + yn)
{
ξk gˆ
(
ξ ′, yn
)− iξk gˆ(ξ ′,−yn)}](x′)dyn
for i = 1,2. Since both of m3(λ, ξ ′)λ|λ|− 12 B−2+ and m3(λ, ξ ′)(iξk)B−2+ belong to M−2,2,,γ0 as follows
from the assumption and Lemmas 4.6 and 4.8, by Lemma 4.11 we have
∥∥(|λ|Ii, |λ| 12 ∇ Ii,∇2 Ii)∥∥Lq(Rn+)  Cn,q,,γ0∥∥(|λ| 12 g,∇g)∥∥Lq(R˙n)
for any λ ∈ Σ,γ0 and i = 1,2.
To treat I3, we choose the cut-off function ϕ(t) ∈ C∞0 (R) in such a way that ϕ(t) = 1 for |t|  1
and ϕ(t) = 0 for |t|  2. Setting ϕ0(λ, ξ ′) = ϕ(|ξ ′|/|λ| 12 ) and ϕ∞(λ, ξ ′) = 1 − ϕ(|ξ ′|/|λ| 12 ), we write
I3 = I0 + I∞ where
I0 =
∞∫
0
F−1
ξ ′
[
m3
(
λ, ξ ′
)|λ|− 12 ϕ0(λ, ξ ′)|λ| 12 AM+(A, B+, xn + yn)
× {(∂n gˆ)(ξ ′, yn)+ (∂n gˆ)(ξ ′,−yn)}](x′)dyn,
I∞ =
∞∫
0
F−1
ξ ′
[
m3
(
λ, ξ ′
)
A−1ϕ∞
(
λ, ξ ′
)
A2M+(A, B+, xn + yn)
× {(∂n gˆ)(ξ ′, yn)+ (∂n gˆ)(ξ ′,−yn)}](x′)dyn.
Both of ϕ0 and ϕ∞ belong to M0,1,,γ0 , and
suppϕ0
(
λ, ξ ′
)⊂ {(λ, ξ ′) ∣∣ ∣∣ξ ′∣∣ 2|λ| 12 }, suppϕ∞(λ, ξ ′)⊂ {(λ, ξ ′) ∣∣ ∣∣ξ ′∣∣ |λ| 12 }, (5.4)∣∣∂α′ξ ′ ϕN(λ, ξ ′)∣∣ Cα′(|λ| 12 + ∣∣ξ ′∣∣)−|α′| (N = 0,∞) for any α′ ∈ Nn−10 with ∣∣α′∣∣ 1. (5.5)
Using (5.4), (5.5), the assumption and Lemmas 4.6 and 4.8, we see that both of m3(λ, ξ ′)|λ|− 12 ϕ0(λ, ξ ′)
and m3(λ, ξ ′)A−1ϕ∞(λ, ξ ′) belong to M−2,2,,γ0 , and therefore applying Lemma 4.11 yields that
∥∥(|λ|I3, |λ| 12 ∇ I3,∇2 I3)∥∥Lq(Rn+)  Cn,q,,γ0∥∥(|λ| 12 g,∇g)∥∥Lq(R˙n)
for any λ ∈ Σ,γ0 , which completes the proof of Lemma 5.3. 
Now, we consider v2, v3, v5 and v7. It follows from (5.2) and Lemmas 4.6 and 4.8 that
μ−B−(μ+B+ + μ−B−)−1 ∈ M0,1,,0, (iξ j A−1)(μ+B+ + μ−B−)−1 ∈ M−1,2,,0, b ∈ M−1,2,,0 and
e ∈ M0,2,,0, and therefore to obtain
∥∥(|λ|vk, |λ| 12 ∇vk,∇2vk)∥∥Lq(Rn+)  Cn,q,∥∥(|λ|h, |λ| 12 ∇h,∇2h)∥∥Lq(R˙n) (k = 2,3,5,7),
it suﬃces to prove the following lemmas.
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M−1,2,,γ0 and m6(λ, ξ ′) ∈ M0,2,,γ0 . Let us deﬁne the operators Φ± j(λ) on h ∈ W 2q (R˙n) and Ψ± j on
H ∈ W 2,1q,p,γ0 (R˙n ×R) by the formulas:
[
Φ±4(λ)h
]
(x) = F−1
ξ ′
[
m4
(
λ, ξ ′
)
e∓B±xn [[hˆ]](ξ ′)](x′), ±xn > 0,[
Φ±5(λ)h
]
(x) = F−1
ξ ′
[
m5
(
λ, ξ ′
)
Ae∓B±xn [[hˆ]](ξ ′)](x′), ±xn > 0,[
Φ±6(λ)h
]
(x) = F−1
ξ ′
[
m6
(
λ, ξ ′
)
AM±(A, B±, xn)[[hˆ]]
(
ξ ′
)](
x′
)
, ±xn > 0,
[Ψ±4H](x, t) = L−1F−1ξ ′
[
m4
(
λ, ξ ′
)
e∓B±xn
LFx′ [H]
(
ξ ′, λ
)](
x′, t
)
, ±xn > 0,
[Ψ±5H](x, t) = L−1F−1ξ ′
[
m5
(
λ, ξ ′
)
Ae∓B±xn
LFx′ [H]
(
ξ ′, λ
)](
x′, t
)
, ±xn > 0,
[Ψ±6H](x, t) = L−1F−1ξ ′
[
m6
(
λ, ξ ′
)
AM±(A, B±, xn)
LFx′ [H]
(
ξ ′, λ
)](
x′, t
)
, ±xn > 0.
Then, for j = 4,5,6 we have
∥∥(|λ|Φ± j(λ)h, |λ| 12 ∇Φ± j(λ)h,∇2Φ± j(λ)h)∥∥Lq(Rn±)  Cn,q,,γ0∥∥(|λ|h, |λ| 12 ∇h,∇2h)∥∥Lq(R˙n)
for any λ ∈ Σ,γ0 , and
∥∥e−γ t(∂tΨ± j H, γ Ψ± j H,Λ 12γ ∇Ψ± j H,∇2Ψ± j H)∥∥Lp(R,Lq(Rn±))
 Cn,p,q,γ0
∥∥e−γ t(∂t H,Λ 12γ ∇H,∇2H)∥∥Lp(R,Lq(R˙n)) for any γ  γ0.
Proof. Replacing mj(λ, ξ ′) by mj(λ, ξ ′)B−1± , using the identity (5.1) and applying Lemmas 5.1, 5.2
and 5.3, we have Lemma 5.4 immediately. 
To treat v8 and v9 we shall use the following lemma.
Lemma 5.5. Let Li j (i, j = 1,2,3) and f (A, B+, B−) be functions given in (3.10) and (3.8), respectively. Then,
there exist L∗i j and Mij (i, j = 1,2,3) such that
Li j
f (A, B+, B−)
= L∗i j + Mij A.
Moreover, L∗i j and Mij satisfy the following properties:
L∗11, L∗21 ∈ M0,1,,0, L∗12, L∗13, L∗22, L∗23, L∗31 ∈ M−1,1,,0, L∗32, L∗33 ∈ M−2,1,,0,
M11,M21 ∈ M−1,2,,0, M12,M13,M22,M23,M31 ∈ M−2,2,,0, M32,M33 ∈ M−3,2,,0.
Proof. We only consider L11/ f (A, B+, B−), because other terms can be treated in the same manner.
Noting that μ+B2+ +μ−B2− = (ρ+ + ρ−)λ + (μ+ +μ−)A2, from (3.8) we write
f (A, B+, B−) + AF1 = (μ+B+ +μ−B−)(ρ+ + ρ−)λ,
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F1 = (μ+ −μ−)2A2 −
(
(3μ+ −μ−)μ+B+ + (3μ− −μ+)μ−B−
)
A
− ((μ+B+ +μ−B−)2 +μ+μ−(B+ + B−)2)− (μ+B+ +μ−B−)(μ+ +μ−)A.
Therefore, we have
λ
f (A, B+, B−)
= 1
(ρ+ + ρ−)(μ+B+ +μ−B−)
+ F1A
f (A, B+, B−)(ρ+ + ρ−)(μ+B+ +μ−B−) . (5.6)
On the other hand, we write
L11 = −μ−
(
μ−B3− −μ+B−B2+
)+ F2A, (5.7)
where we have set
F2 = −μ−
{
μ−
(−A2 + 3AB− + B2−)+ 2μ+B+(A + B−) +μ+(A2 + B2+)−μ+B−A}.
Since
−μ−
(
μ−B3− −μ+B−B2+
)= μ−(ρ+ − ρ−)λB− +μ−(μ+ −μ−)B−A2,
using (5.6) and (5.7), we have
L11
f (A, B+, B−)
= L∗11 + M11A,
where we have set
L∗11 =
μ−(ρ+ − ρ−)B−
(ρ+ + ρ−)(μ+B+ +μ−B−) ,
M11 = μ−(ρ+ − ρ−)B−F1
f (A, B+, B−)(ρ+ + ρ−)(μ+B+ +μ−B−) +
μ−(μ+ − u−)B−A + F2
f (A, B+, B−)
.
Since F1 and F2 belong to M2,2,,γ0 , by Lemmas 4.6 and 4.8, we have L
∗
11 ∈ M0,1,,0 and
M11 ∈ M−1,2,,0. This completes the proof of Lemma 5.5. 
Now, we shall estimate v8 and v9. Using Lemma 5.5, we write
μ+L11 −μ−L21B+ −μ+(μ+L12 −μ−L22)B2+
(μ+B+ +μ−B−) f (A, B+, B−) = K
∗
8 + K8A,
L11B+ −μ−L12B2+
f (A, B , B )
= K ∗9 + K9A,+ −
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K ∗8 =
μ+L∗11 −μ−L∗21B+ −μ+(μ+L∗12 −μ−L∗22)B2+
(μ+B+ +μ−B−) ,
K8 = μ+M11 −μ−M21B+ −μ+(μ+M12 −μ−M22)B
2+
(μ+B+ +μ−B−) ,
K ∗9 = L∗11B+ −μ−L∗12B2+, K9 = M11B+ −μ−M12B2+.
Let R j ( j = 1, . . . ,n− 1) be the Riesz operators deﬁned in Remark 4.10, and set
v81(x) = F−1ξ ′
[
K ∗8
(
ξ ′, λ
)
e−B+xn [[hˆn]]
(
ξ ′
)](
x′
)
,
v82(x) = F−1ξ ′
[
K8
(
λ, ξ ′
)
Ae−B+xn [[hˆn]]
(
ξ ′
)](
x′
)
,
v91(x) = F−1ξ ′
[
K ∗9
(
ξ ′, λ
)M+(A, B+, xn)[[hˆn]](ξ ′)](x′),
v92(x) = F−1ξ ′
[
K9
(
λ, ξ ′
)
AM+(A, B+, xn)[[hˆn]]
(
ξ ′
)](
x′
)
.
Then, we have v8 = R j v81 + R j v82 and v9 = R j v91 + R j v92. By Lemmas 5.5, 4.6 and 4.8 we have
K ∗8 ∈ M0,1,,0, K8 ∈ M−1,2,,0 and K9 ∈ M0,2,,0, and therefore by Lemma 5.4 and (4.7) we have
∥∥(|λ|v8k, |λ| 12 ∇v8k,∇2v8k)∥∥Lq(Rn+)
 Cn,q,
∥∥(|λ|h, |λ| 12 ∇h,∇2h)∥∥Lq(R˙n) for any λ ∈ Σ,0 and k = 1,2,∥∥(|λ|v92, |λ| 12 ∇v92,∇2v92)∥∥Lq(Rn+)  Cn,q,∥∥(|λ|h, |λ| 12 ∇h,∇2h)∥∥Lq(R˙n) for any λ ∈ Σ,0.
Since by Lemmas 5.5, 4.6 and 4.8, we have K ∗9 ∈ M1,1,,0 and since by the assumption on hn we know
that hn ∈ Eq(R˙n,Σ,0), to obtain
∥∥(|λ|v91, |λ| 12 ∇v91,∇2v91)∥∥Lq(Rn+)
 Cn,q,
∥∥(|λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n) for any λ ∈ Σ,0,
in view of (4.7) it suﬃces to prove the following lemma:
Lemma 5.6. Let 0 <  < π/2, γ0  0 and 1 < p,q < ∞. Let m7 ∈ M1,1,,γ0 . Let us deﬁne the operators
Φ±7(λ) on h ∈ Eq(R˙n,Σ,γ0) and Ψ±7 on H ∈ Ep,q,γ0(R˙n ×R) by the formulas:
[
Φ±7(λ)h
]
(x) = Fξ ′
[
m7
(
λ, ξ ′
)M±(A, B±, xn)[[hˆ]](ξ ′)](x′), ±xn > 0,
[Ψ±7H](x, t) = L−1λ F−1ξ ′
[
m7
(
λ, ξ ′
)M±(A, B±, xn)LFξ ′ [H](ξ ′, λ)](x′, t), ±xn > 0.
Then, we have
∥∥(|λ|Φ±7(λ)h, |λ| 12 ∇Φ±7(λ)h,∇2Φ±7(λ)h)∥∥Lq(Rn±)
 Cn,q,
∥∥(|λ|h, |λ| 12 ∇h,∇2h,∇E[h](·, λ))∥∥L (R˙n) for any λ ∈ Σ,γ0 ,q
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 Cn,p,q,
∥∥e−γ t(∂t H,Λ 12 ∇H,∇2H,∇E[H])∥∥Lp(R,Lq(R˙n)) for any γ  γ0.
Proof. We shall consider Φ+7(λ)h only, because Φ−7(λ)h and Ψ±7H can be treated in the similar
manner. Set S±(x, λ) = E[h]±(x, λ) below. Let ϕ(t) be a C∞0 (R) function such that ϕ(t) = 1 (|t| 1)
and ϕ(t) = 0 (|t| 2), and set ϕ0(λ, ξ) = ϕ(|ξ ′|/|λ| 12 ) and ϕ∞(λ, ξ ′) = 1−ϕ0(λ, ξ ′). Using ϕ0 and ϕ∞
we divide Φ+7(λ)h as follows:
Φ+7(λ)h =
∑
N=0,∞
Fξ ′
[
m7
(
λ, ξ ′
)
ϕN
(
λ, ξ ′
)M+(A, B+, xn)[[hˆ]](ξ ′)](x′).
Using the Volevich trick, the assumption (1.7) and (5.3), we have
Φ+7(λ)h =
6∑
j=1
Ξ j,
where we have set
Ξ1(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ0
(
λ, ξ ′
)
λ−1AM+(A, B+, xn + yn)
× (Fx′ [∂n S+](ξ ′, yn)+Fx′ [∂n S−](ξ ′,−yn))](x′)dyn,
Ξ2(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ0
(
λ, ξ ′
)
λ−1Ae−B+(xn+yn)
× (Fx′ [S+](ξ ′, yn)−Fx′ [S−](ξ ′,−yn))](x′)dyn,
Ξ3(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ0
(
λ, ξ ′
)
λ−1A2M+(A, B+, xn + yn)
× (Fx′ [S+](ξ ′, yn)−Fx′ [S−](ξ ′,−yn))](x′)dyn,
Ξ4(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ∞
(
λ, ξ ′
)M+(A, B+, xn + yn)
× ((∂nhˆ)(ξ ′, yn)+ (∂nhˆ)(ξ ′,−yn))](x′)dyn,
Ξ5(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ∞
(
λ, ξ ′
)
e−B+(xn+yn)
(
hˆ
(
ξ ′, yn
)− hˆ(ξ ′,−yn))](x′)dyn,
Ξ6(x) =
∞∫
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ∞
(
λ, ξ ′
)
AM+(A, B+, xn + yn)
(
hˆ
(
ξ ′, yn
)− hˆ(ξ ′,−yn))](x′)dyn.
0
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Ξ1(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ0
(
λ, ξ ′
)
λ−1|λ|− 12
× |λ| 12 AM+(A, B+, xn + yn)
(Fx′ [∂n S+](ξ ′, yn)+Fx′ [∂n S−](ξ ′,−yn))](x′)dyn.
To prove that m7(λ, ξ ′)ϕ0(λ, ξ ′)λ−1|λ|− 12 ∈ M−1,1,,γ0 we use the assumption: m7(λ, ξ ′) ∈ M1,1,,γ0 ,
(5.4), (5.5) and Lemma 4.6, and therefore by Lemma 4.11 we obtain
∥∥(|λ|Ξ1, |λ| 12 ∇Ξ1,∇2Ξ1)∥∥Lq(Rn+)  Cn,q,∥∥∂n S(λ, ·)∥∥Lq(R˙n).
Secondly, we consider Ξ2(x). If we write [A(D ′)v](x′, yn) = F−1ξ ′ [|ξ ′|vˆ(ξ ′, yn)](x′), we have
Ξ2(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ0
(
λ, ξ ′
)
λ−1e−B+(xn+yn)
× (Fx′[A(D ′)S+](ξ ′, yn)−Fx′[A(D ′)S−](ξ ′,−yn))](x′)dyn.
To prove that m7(λ, ξ ′)ϕ0(λ, ξ ′)λ−1 ∈ M−1,1,,γ0 we use the assumption: m(λ, ξ ′) ∈ M1,1,,γ0 , (5.4),
(5.5) and Lemma 4.6, and therefore by Lemma 4.11 we obtain
∥∥(|λ|Ξ2, |λ| 12 ∇Ξ2,∇2Ξ2)∥∥Lq(Rn+)  Cn,q,‖∇ S‖Lq(R˙n).
Here, we have used the fact that
∥∥A(D ′)v∥∥Lq(Rn)  Cn,q‖∇v‖Lq(Rn), (5.8)
which follows from the application of (4.7) to the identity:
A
(
D ′
)
v = −
n−1∑
j=1
R j∂ j v. (5.9)
Thirdly, we consider Ξ3(x). Using (5.9), we write
Ξ3(x) = −
n−1∑
k=1
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ0
(
λ, ξ ′
)
λ−1|λ|− 12 (iξk A−1)
× |λ| 12 AM+(A, B+, xn + yn)
(Fx′ [∂k S+](ξ ′, yn)−Fx′ [∂k S−](ξ ′,−yn))](x′)dyn.
To prove that m7(λ, ξ ′)ϕ0(λ, ξ ′)λ−1|λ|− 12 (iξk A−1) ∈ M−2,2,,γ0 we use the assumption: m7(λ, ξ ′) ∈
M1,1,,γ0 , (5.4), (5.5) and Lemma 4.6, and therefore by Lemma 4.11 we obtain
∥∥(|λ|Ξ3, |λ| 12 ∇Ξ3,∇2Ξ3)∥∥L (Rn )  Cn,q,‖∇ S‖Lq(R˙n).q +
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Ξ4(x) = −
n−1∑
k=1
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ∞
(
λ, ξ ′
)
A−3
× A2M+(A, B+, xn + yn)
(Fx′ [∂k∂nh](ξ ′, yn)+Fx′ [∂k∂nh](ξ ′,−yn))](x′)dyn.
To prove that m7(λ, ξ ′)ϕ∞(λ, ξ ′)A−3 ∈ M−2,2,,γ0 we use the assumption: m7(λ, ξ ′) ∈ M1,1,,γ0 , (5.4),
(5.5) and Lemma 4.6, and therefore by Lemma 4.11 we obtain
∥∥(|λ|Ξ4, |λ| 12 ∇Ξ4,∇2Ξ4)∥∥Lq(Rn+)  Cn,q,∥∥∇2hn∥∥Lq(R˙n).
To estimate Ξ j(x) ( j = 5,6), we write
Ξ5(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ∞
(
λ, ξ ′
)
A−3
× Ae−B+(xn+yn)(Fx′[′h+n](ξ ′, yn)−Fx′[′hn](ξ ′,−yn))](x′)dyn,
Ξ6(x) =
∞∫
0
F−1
ξ ′
[
m7
(
λ, ξ ′
)
ϕ∞
(
λ, ξ ′
)
A−3
× A2M+(A, B+, xn + yn)
(Fx′[′h](ξ ′, yn)−Fx′[′h](ξ ′,−yn))](x′)dyn,
where ′ =∑n−1j=1 ∂2j . As was seen, m7(λ, ξ ′)ϕ∞(λ, ξ ′)A−3 ∈ M−2,2,,γ0 , and therefore by Lemma 4.11
we obtain
∥∥(|λ|Ξ j, |λ| 12 ∇Ξ j,∇2Ξ j)∥∥Lq(Rn+)  Cn,q, |λ|∥∥∇2hn∥∥Lq(R˙n) ( j = 5,6).
This completes the proof of Lemma 5.6. 
Summing up, we have proved that
∥∥(|λ|u j+, |λ| 12 ∇u j+,∇2u j+)∥∥Lq(Rn+)
 Cn,q,
∥∥(|λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n) (5.10)
for any λ ∈ Σ,0 and j = 1, . . . ,n− 1. Employing the same argument, we see that (5.10) holds also for
j = n, and also we can estimate u j− . Therefore, we have obtained
∥∥(|λ|u j±, |λ| 12 ∇u j±,∇2u j±)∥∥Lq(Rn±)
 Cn,q,
∥∥(|λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n) (5.11)
for any λ ∈ Σ,0 and j = 1, . . . ,n.
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have
‖∇θ±‖Lq(Rn±)  Cn,q,
∥∥(|λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n).
Finally, we consider the extension of [[θ]]. By the fourth equation of (3.1), we have [[θ]] =
[[2μ∂nun]] + [[gn]]. If we set
θ˜+(x) = F−1ξ ′
[
e−B+xn [[2μ∂nuˆn + gˆn]]
(
ξ ′
)](
x′
)
(xn > 0) and θ˜−(x) = 0 (xn < 0),
then [[θ]] = [[θ˜]]. To obtain the estimates:
∥∥(|λ| 12 θ˜±,∇ θ˜±)∥∥Lq(Rn±)
 Cn,q,
{∑
+,−
∥∥(|λ| 12 ∇un±,∇2un±)∥∥Lq(Rn±) + ∥∥(|λ| 12 gn,∇gn)∥∥Lq(R˙n)
}
, (5.12)
it suﬃces to prove the following lemma.
Lemma 5.7. Let 0 <  < π/2, γ0  0 and 1 < p,q < ∞. Let us deﬁne the operators Φ±8(λ) on g ∈ W 1q (R˙n)
and Ψ±8 on G ∈ H1,1/2q,p,γ0(R˙n ×R) by the formulas:
[
Φ±8(λ)g
]
(x) = F−1
ξ ′
[
e∓B±xn [[gˆ]](ξ ′)](x′), ±xn > 0,
[Ψ±8G](x) = L−1F−1ξ ′
[
e∓B±xn
LFx′ [G]
(
ξ ′, λ
)](
x′, t
)
, ±xn > 0.
Then, we have
∥∥(|λ| 12 Φ±8(λ)g,∇Φ±8(λ)g)∥∥Lq(Rn±)  Cn,q,,γ0∥∥(|λ| 12 g,∇g)∥∥Lq(R˙n) for any λ ∈ Σ,0,∥∥e−γ t(Λ 12γ Ψ±8G,∇Ψ±8G)∥∥Lp(R,Lq(Rn±))  Cn,p,q,γ0∥∥e−γ t(Λ
1
2
γ G,∇G
)∥∥
Lq(R˙n)
for any γ  γ0.
Proof. We consider Φ+8(λ)g only, because other operators can be treated in the same manner. By
using the identity: 1 = B2+B−2+ = ρ+μ−1+ λB−2+ −
∑n−1
k=1 iξk(iξk B
−2+ ), we write
Φ+8(λ)g = ρ+μ−1+ |λ|
1
2 F−1
ξ ′
[
λ|λ|− 12 B−2+ e−B+xn [[gˆ]]
(
ξ ′
)](
x′
)
−
n−1∑
k=1
∂kF−1ξ ′
[(
iξk A
−1)B−2+ Ae−B+xn [[gˆ]](ξ ′)](x′).
Since λ|λ|− 12 B−2+ ∈ M−1,1,,γ0 and (iξk A−1)B−2+ ∈ M−2,1,,γ0 , applying Lemmas 5.1 and 5.2 yields that
∥∥(|λ| 12 Φ+8(λ)g,∇Φ+8(λ)g)∥∥Lq(Rn+)  Cn,q,,γ0∥∥(∇g, |λ| 12 g)∥∥Lq(R˙n).
This completes the proof of Lemma 5.7. 
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∥∥(|λ| 12 θ˜±,∇ θ˜±)∥∥Lq(Rn±)  Cn,q,∥∥(|λ| 12 g,∇g, |λ|h, |λ| 12 ∇h,∇2h,∇E[hn](·, λ))∥∥Lq(R˙n)
for any λ ∈ Σ,0. This completes the proof of Theorem 2.2. Employing the same argument, we can
prove Theorem 2.3, so that we may omit its proof.
6. On the problems with surface tension and gravity
In this section we consider problems (1.4) and (1.5) and prove Theorems 1.3 and 1.4. Let (v, τ ) and
(V ,Υ ) be solutions to problems
{
ρλv − Div S(v, τ ) = f , div v = fd in R˙n,
S(v, τ )ν
= [[g]], [[u]] = [[h]] on Rn0,
(6.1)
⎧⎪⎨
⎪⎩
ρ∂t V − Div S(V ,Υ ) = F , div V = Fd in Q˙,
S(V ,Υ )ν
= [[G]], [[V ]] = [[H]] onQ0,
V |t=0 = 0 in R˙n.
(6.2)
Substitution (u, θ) = (v + w, τ + κ) and (U ,Θ) = (V + W ,Υ + Ξ), we convert the problems (1.4)
and (1.5) into the problems:
⎧⎪⎨
⎪⎩
ρλw − Div S(w, κ) = 0, divw = 0 in R˙n,
λη + wn = d − vn on Rn0,
S(w, κ)ν
− ([[ρ]]cg + cσ′)ην = 0, [[w]] = 0 on Rn0,
(6.3)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ∂tW − Div S(W ,Ξ) = 0, divW = 0 in Q˙,
∂t Y + Wn = D − Vn onQ0,
S(W ,Ξ)ν
− ([[ρ]]cg + cσ′)Yν = 0, [[W ]] = 0 onQ0,
W |t=0 = 0 in R˙n, Y |t=0 = 0 on Rn−1,
(6.4)
respectively. Therefore instead of (1.4) and (1.5), we consider problems (1.4) with f = 0, fd = 0, and
g = 0, (1.5) with F = 0, Fd = 0, and G = 0, namely, we consider the following problems:
⎧⎪⎨
⎪⎩
ρλu −Div S(u, θ) = 0, divw = 0 in R˙n,
λ[[η]] + [[un]] = [[d]] on Rn0,
S(u, θ)ν
− ([[ρ]]cg + cσ′)[[η]]ν = 0, [[w]] = 0 on Rn0,
(6.5)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ∂tU − ρ Div S(U ,Θ) = 0, divU = 0 in Q˙,
∂t[[Y ]] + [[Un]] = [[D]], onQ0, r,
S(U ,Θ)ν
− ([[ρ]]cg + cσ′)[[Y ]]ν = 0, [[U ]] = 0 onQ0,
U |t=0 = 0 in R˙n, Y |t=0 = 0 on Rn−1,
(6.6)
where ν = (0, . . . ,0,−1). First, we shall derive the solution formula of (6.5), and then the solution
formula of (6.6) will be obtained by the Laplace transform of the solution formula of (6.5) with respect
to t . As was done in Section 3, applying the partial Fourier transform with respect to x′ to (6.5) we
have
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(
B2± − ∂2n
)
uˆ± j
(
ξ ′, xn
)+ iξ j θˆ±(ξ ′, xn)= 0, ±xn > 0,
μ±
(
B2± − ∂2n
)
uˆ±n
(
ξ ′, xn
)+ ∂nθˆ±(ξ ′, xn)= 0, ±xn > 0,
iξ ′ · uˆ′±
(
ξ ′, xn
)+ ∂nuˆ±n(ξ ′, xn)= 0, ±xn > 0,
λ[[ηˆ]](ξ ′)+ [[uˆn]](ξ ′)= [[dˆ]](ξ ′),

μ(∂nuˆ j + iξ j uˆ j)
(
ξ ′
)= 0,
[[2μ∂nuˆn − θˆ ]]
(
ξ ′
)= ([[ρ]]cg − cσ ∣∣ξ ′∣∣2)[[ηˆ]](ξ ′),
[[uˆ]](ξ ′)= 0, (6.7)
where j runs through 1 to n−1. Setting [[gˆn]](ξ ′) = (−[[ρ]]cg + cσ |ξ ′|2)[[ηˆ]](ξ ′), [[gˆ j]](ξ ′) = [[hˆ j]](ξ ′) =
[[hˆn]](ξ ′) = 0 in (3.2), we have
uˆ+ j
(
ξ ′, xn
)= −iξ je−B+xn μ+L13 −μ−L23 + (μ+ −μ−)L33A
(μ+B+ +μ−B−) f (A, B+, B−)
(−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′)
+ iξ jM+ L13
f (A, B+, B−)
(−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′), (6.8)
uˆ− j
(
ξ ′, xn
)= −iξ jeB−xn μ+L13 −μ−L23 + (μ+ −μ−)L33A
(μ+B+ +μ−B−) f (A, B+, B−)
(−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′)
− iξ jM− L23
f (A, B+, B−)
(−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′), (6.9)
uˆ+n
(
ξ ′, xn
)= −(Ae−B+xn L33
f (A, B+, B−)
+ AM+ L13
f (A, B+, B−)
)
× (−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′), (6.10)
uˆ−n
(
ξ ′, xn
)= −(AeB−xn L33
f (A, B+, B−)
+ AM− L23
f (A, B+, B−)
)
× (−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′), (6.11)
θˆ+
(
ξ ′, xn
)= e−Axn μ+(A + B+)L13
f (A, B+, B−)
(−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′), (6.12)
θˆ−
(
ξ ′, xn
)= −eAxn μ−(A + B−)L23
f (A, B+, B−)
(−[[ρ]]cg + cσ A2)[[ηˆ]](ξ ′). (6.13)
Combining the fourth equation in (6.7) with (6.10) (or (6.11)), we have
[[ηˆ]](ξ ′)= f (A, B+, B−)[[dˆ]](ξ ′)
λ f (A, B+, B−) + A(−[[ρ]]cg + cσ A2)(μ+(A + B+) +μ−(A + B−)) . (6.14)
We deﬁne the Lopatinski determinant Lσ (A, B+, B−) of the problem (6.7) by the following formula:
Lσ (A, B+, B−) = λ f (A, B+, B−) + A
(−[[ρ]]cg + cσ A2)(μ+(A + B+) +μ−(A + B−)). (6.15)
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any λ ∈ Σ,γ0 , ξ ′ ∈ Rn−1 \ {0}, multi-index α′ = (α1, . . . ,αn−1) ∈ Nn−10 and  = 0,1 we have
∣∣Lσ (A, B+, B−)∣∣ C,γ0,μ,ρ(|λ| 12 + A)(|λ|(|λ| 12 + A)2 + cσ A3), (6.16)∣∣∂α′ξ ′ {(τ∂τ )Lσ (A, B+, B−)−1}∣∣ Cα′,,γ0,μ(|λ| 12 + A)(|λ|(|λ| 12 + A)2 + cσ A3)−1A−|α′|. (6.17)
Proof. Let δ be a number determined later. First we shall prove (6.16) in the case where
∣∣ρ±μ−1± λA−2∣∣ δ. (6.18)
For a while we assume that δ min{ 34 , ρ+μ+ ,
ρ−
μ− }. We observe that
B± = A
√
1+ ρ±μ−1± λA−2 = A
[
1+
1∫
0
d
dθ
√
1+ θρ±μ−1± λA−2 dθ
]
= A
[
1+
1∫
0
ρ±μ−1± λA2
2
√
1+ θρ±μ−1± λA−2
dθ
]
,
and that
∣∣∣∣∣
1∫
0
ρ±μ−1± λA2
2
√
1+ θρ±μ−1± λA−2
dθ
∣∣∣∣∣
1∫
0
dθ
2
√
1− |ρ±μ−1± λA−2|
∣∣ρ±μ−1± λA−2∣∣ δ.
Let O(δ) be a symbol satisfying the estimate: |O(δ)| Cμ,ρδ with some positive constant Cμ,ρ , and
then we can write
B± = A
(
1+O(δ)). (6.19)
Combining (3.8) and (6.19), we have
f (A, B+, B−)
= A3{−(μ+ −μ−)2 + 3(μ2+ +μ2−)− 2μ+μ− +μ2+ +μ2− + 6μ+μ− + (μ+ +μ−)2 +O(δ)}
= A3{4(μ+ +μ−)2 +O(δ)}. (6.20)
Moreover we have
A
(−[[ρ]]cg + cσ A2)(μ+(A + B+) +μ−(A + B−))
= A2(−[[ρ]]cg + cσ A2){2(μ+ +μ−) +O(δ)}. (6.21)
Combining (6.20) and (6.21),
Lσ (A, B+, B−) = 4(μ+ +μ−)2A3λ + 2(μ+ +μ−)
(−[[ρ]]cg + cσ A2)A2
+O(δ)A3λ +O(δ)A2(−[[ρ]]cg + cσ A2).
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2δρ−1± μ±c−1σ |[[ρ]]|cg , then we have 2−1cσ A2 > |[[ρ]]|cg . And therefore, −[[ρ]]cg + cσ A2  2−1cσ A2.
Since |λ + b| (sin)(|λ| + b) for any b > 0 when λ ∈ Σ,0, we have
∣∣Lσ (A, B+, B−)∣∣ (sin/2){4(μ+ +μ−)2A3|λ| + cσ (μ+ +μ−)A4}− ∣∣O(δ)∣∣A3|λ| − ∣∣O(δ)∣∣A4.
If we choose δ so small that∣∣O(δ)∣∣min{2(sin/2)(μ+ +μ−)2,2−1(sin/2)(μ+ +μ−)}, (6.22)
then ∣∣Lσ (A, B+, B−)∣∣ (sin/2){2(μ+ +μ−)2A3|λ| + 2−1cσ (μ+ +μ−)A4}.
By the assumption (6.18), A + |λ| 12  (1+√(μ±/ρ±)δ )A, and therefore
A 
(
1+√(μ±/ρ±)δ )−1(A + |λ| 12 ) 2−1(A + |λ| 12 ),
because δ  ρ±/μ± . Therefore we obtain
∣∣Lσ (A, B+, B−)∣∣ 4−1(sin/2){(μ+ +μ−)2(A + |λ| 12 )3|λ| + cσ (μ+ +μ−)A3(A + |λ| 12 )},
which shows (6.16).
Secondly we shall prove (6.16) in the case where∣∣ρ±μ−1± λA−2∣∣ δ, (6.23)
where δ is already given in the previous argument. By (4.6) we have
∣∣Lσ (A, B+, B−)∣∣ |λ|∣∣ f (A, B+, B−)∣∣− 2(√ρ+μ+ + √ρ−μ− )(|λ| 12 + A)(∣∣[[ρ]]∣∣cg + cσ A2)A
 c1|λ|
(|λ| 12 + A)3 − 2(√ρ+μ+ + √ρ−μ− )(|λ| 12 + A)(∣∣[[ρ]]∣∣cg + cσ A2)A
 c1
(|λ| 12 + A)(|λ|(|λ| 12 + A)2 − 2c−11 (√ρ+μ+ + √ρ−μ− )(∣∣[[ρ]]∣∣cg + cσ A2)A).
Since
A 
(
max{ρ+/μ+,ρ−/μ−}
) 1
2 δ−
1
2 |λ| 12 , |λ|−1  γ −10 ,
there exists a constant C > 0 such that
∣∣Lσ (A, B+, B−)∣∣ 1
2
c1
(|λ| 12 + A){|λ|2 − C(|λ| 12 + |λ| 32 )}
 1
2
c1|λ|2
(|λ| 12 + A){1− C(γ − 320 + γ − 120 )}.
Since
A 
(
max{ρ+/μ+,ρ−/μ−}
) 1
2 δ−
1
2 |λ| 12 , A3 max{ρ+/μ+,ρ−/μ−} 32 δ− 32 |λ|2γ −
1
2
0 ,
as follows from (6.23) and |λ| γ0, choosing γ0 so large that C(γ−
3
2
0 + γ
− 12
0 ) < 1/2, we have (6.16).
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∣∣∂α′ξ ′ Lσ (A, B+, B−)∣∣ Cα′,(|λ| 12 + A)(|λ|(|λ| 12 + A)2 + cσ A3)A−|α′|.
Therefore, by the Bell formula and (6.16)
∣∣∂α′ξ ′ Lσ (A, B+, B−)−1∣∣ Cα′
|α′|∑
=1
∣∣Lσ (A, B+, B−)−1−∣∣
×
∑
α′1+···+α′=α′
|α′i |1
∣∣∂α′1
ξ ′ Lσ (A, B+, B−)
∣∣ · · · ∣∣∂α′
ξ ′ Lσ (A, B+, B−)
∣∣
 Cα′,
|α′|∑
=1
{(|λ| 12 + A)(|λ|(|λ| 12 + A)2 + cσ A3)}−1−
× {(|λ| 12 + A)(|λ|(|λ| 12 + A)2 + cσ A3)}A−|α′|
 Cα′,
{(|λ| 12 + A)(|λ|(|λ| 12 + A)2 + cσ A3)}−1A−|α′|,
which yields (6.17). This completes the proof of Lemma 6.1. 
Let ϕ(xn) be a function in C∞(R) such that ϕ(xn) = 1 when xn < 1 and ϕ(xn) = 0 when xn > 2
and in view of (6.14) we set
η+(x) = ϕ(xn)F−1ξ ′
[
f (A, B+, B−)e−Axn
Lσ (A, B+, B−)
[[dˆ]](ξ ′)](x′) (xn > 0),
η−(x) = 0 (xn < 0), (6.24)
Y+(x, t) = ϕ(xn)L−1λ F−1ξ ′
[
f (A, B+, B−)e−Axn
Lσ (A, B+, B−)
LFx′ [D]
(
ξ ′, λ
)](
x′, t
)
(xn > 0),
Y−(x, t) = 0 (xn < 0). (6.25)
We shall show the following lemma.
Lemma 6.2. Let 1 < p,q < ∞ and 0 <  < π/2. Then, there exists a γ0  1 depending on  such that the
following assertions hold true:
(1) For any λ ∈ Σ,γ0 and d ∈ W 2q (R˙n), η ∈ W 3q (R˙n) and
|λ|‖η‖W 2q (R˙n) + ‖η‖W 3q (R˙n)  Cn,q,,γ0‖d‖W 2q (R˙n), (6.26)
|λ| 32 ‖η‖W 1q (R˙n)  Cn,q,,γ0 |λ|
1
2 ‖d‖W 1q (R˙n). (6.27)
(2) For any D ∈ Lp,γ0,(0)(R,W 2q (R˙n)), Y ∈ Lp,γ0,(0)(R,W 2q (R˙n)) ∩ W 1p,γ0,(0)(R,W 2q (R˙n)) and
∥∥e−γ t(∂t Y , γ Y )∥∥L (R,W 2(R˙n)) + ∥∥e−γ t Y∥∥L (R,W 3(R˙n))  Cn,p,q,γ0∥∥e−γ t D∥∥L (R,W 2(R˙n)) (6.28)p q p q p q
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1
2
p,γ0,(0)
(R,W 1q (R˙
n)), then Y ∈ H
3
2
p,γ0,(0)
(R,W 1q (R˙
n)) and
∥∥e−γ tΛ 32γ Y∥∥Lp(R,W 1q (R˙n))  Cn,p,q,γ0∥∥e−γ tΛ 12γ D∥∥Lp(R,W 1q (R˙n)) (6.29)
for any γ  γ0 .
For a while we assume that Lemma 6.2 holds true. In view of (6.8)–(6.13), setting z±(x) =
−([[ρ]]cg + cσ′)η±(x) for ±xn > 0, we deﬁne u(x), θ(x) and θ˜ (x) by the formula
u+ j(x) = −F−1ξ ′
[
e−B+xn μ+L13 −μ−L23 + (μ+ −μ−)L33A
(μ+B+ +μ−B−) f (A, B+, B−) iξ j[[zˆ]]
(
ξ ′
)](
x′
)
+F−1
ξ ′
[
M+
L13
f (A, B+, B−)
iξ j[[zˆ]]
(
ξ ′
)](
x′
)
,
u− j(x) = −F−1ξ ′
[
eB−xn
μ+L13 −μ−L23 + (μ+ −μ−)L33A
(μ+B+ +μ−B−) f (A, B+, B−) iξ j[[zˆ]]
(
ξ ′
)](
x′
)
−F−1
ξ ′
[
M−
L23
f (A, B+, B−)
iξ j[[zˆ]]
(
ξ ′
)](
x′
)
,
u+n(x) = −F−1ξ ′
[(
Ae−B+xn L33
f (A, B+, B−)
+ AM+ L13
f (A, B+, B−)
)
[[zˆ]](ξ ′)](x′),
u−n(x) = −F−1ξ ′
[(
AeB−xn
L33
f (A, B+, B−)
+ AM− L23
f (A, B+, B−)
)
[[zˆ]](ξ ′)](x′),
θ+(x) = F−1ξ ′
[
e−Axn μ+(A + B+)L13
f (A, B+, B−)
[[zˆ]](ξ ′)](x′),
θ−(x) = −F−1ξ ′
[
eAxn
μ+(A + B−)L23
f (A, B+, B−)
[[zˆ]](ξ ′)](x′),
θ˜±(x) = −F−1ξ ′
[
−e∓B±xn μ+(A + B+)L13 +μ−(A + B−)L23
f (A, B+, B−)
[[zˆ]](ξ ′)](x′).
By the observations in Section 5 and Lemma 6.2 we have
u(x) ∈ W 2q
(
R˙n
)
, θ ∈ Wˆ 1q
(
R˙n
)
, θ˜ (x) ∈ W 1q
(
Rn+
)
,∥∥(λu, |λ| 12 ∇u,∇2u,∇θ, |λ| 12 θ˜ ,∇ θ˜)∥∥Lq(R˙n)  Cn,q,,γ0∥∥(∇z, |λ| 12 z)∥∥Lq(R˙n)  Cn,q,,γ0‖d‖W 2q (R˙n)
for any λ ∈ Σ,γ0 , where we have used the fact that |λ|
1
2  |λ| when λ ∈ Σ,γ0 . Moreover, (u, η, θ)
solves the problem (6.5) and [[θ˜]] = [[θ]].
And setting Z±(x, t) = (−[[ρ]]cg − cσ′)Y±(x, t) for ±xn > 0, and replacing [[zˆ]] by [[LFx′ [Z ](λ)]],
we deﬁne U (x, t), Θ(x, t), Θ˜(x, t), respectively. By the observations in Section 6 and Lemma 6.2 we
have
U ∈ W 2,1q,p,γ ,(0)
(
R˙n ×R), Θ ∈ Lp,γ0,(0)(R, Wˆ 1q (R˙n)), Θ˜ ∈ H1,1/2q,p,γ ,(0)(R˙n ×R),0 0
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 Cn,p,q,γ0
∥∥e−γ t(∇ Z ,Λ 12γ Z)∥∥Lp(R,Lq(R˙n))  Cp,q,γ0∥∥e−γ t D∥∥Lp(R,W 2q (R˙n))
for any γ  γ0, where we have used the fact that
∥∥e−γ tΛ 12γ Z∥∥Lp(R,Lq(R˙n))  Cn,p,qγ − 12 ∥∥e−γ t∂t Z∥∥Lp(R,Lq(R˙n)) (γ  γ0  1)
which follows from the Bourgain’s Fourier multiplier theorem (cf. Theorem 4.4) and the inequalities:
∣∣(τ∂τ )(|λ| 12 λ−1)∣∣ Cγ − 12 (λ = γ + iτ ∈ Σ,γ0 ,  = 0,1).
Moreover, (U ,Θ, Y ) solves the problem (6.6) and [[Θ˜(t)]] = [[Θ(t)]]. Therefore, to complete the proofs
of Theorems 1.3 and 1.4, it is suﬃcient to prove Lemma 6.2.
Proof of Lemma 6.2. Since η− = 0 and Y− = 0, we only consider η+ and Y+ , and therefore we always
assume that xn > 0 in what follows. In view of the identity:
f (A, B+, B−)
Lσ (A, B+, B−)
= 1
λ
− (−[[ρ]]cg + cσ A
2)(μ+(A + B+) +μ−(A + B−))
λLσ (A, B+, B−)
A,
we set
η1(x) = F−1ξ ′
[
e−Axn
λ
[[dˆ]](ξ ′)](x′),
η2(x) = −F−1ξ ′
[
(−[[ρ]]cg + cσ A2)(μ+(A + B+) +μ−(A + B−))
λLσ (A, B+, B−)
Ae−Axn [[dˆ]](ξ ′)](x′),
Y1(x, t) = L−1λ F−1ξ ′
[
e−Axn
λ
LFx′
[
g(λ)
](
ξ ′
)](
x′, t
)
,
Y2(x, t) = −L−1λ L−1ξ ′
[
(−[[ρ]]cg + cσ A2)(μ+(A + B+) +μ−(A + B−))
λLσ (A, B+, B−)
× Ae−AxnLFx′ [D](λ)
(
ξ ′
)](
x′, t
)
.
Then, we have η+(x) = ϕ(xn)(η1(x) + η2(x)) and Y+(x, t) = ϕ(xn)(Y1(x, t) + Y2(x, t)). If we deﬁne
the operator A(xn) by the formula [A(xn) f ](x′) = F−1ξ ′ [e−Axn fˆ (ξ ′)](x′), then by the Fourier multiplier
theorem we have
∥∥A(xn) f ∥∥Lq(Rn−1)  C‖ f ‖Lq(Rn−1) for any xn  0,
because |∂α′
ξ ′ e
−Axn | Cα′ A−|α′| for any ξ ′ ∈ Rn−1 \ {0}, xn > 0 and multi-indices α′ . Therefore, noting
Theorem 4.4 for any  0 we have
|λ|1+s∥∥ϕ()η1∥∥L (Rn )  C|λ|s∥∥[[d]]∥∥L (Rn−1) for s = 0,1/2 and any λ ∈ Σ,γ0 ,q + q
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)Y1, γ ϕ()Y1)∥∥Lp(R,Lq(Rn+))  C∥∥e−γ t[[D]]∥∥Lp(R,Lq(Rn−1)) for any γ  γ0,∥∥e−γ tΛ 32γ ϕ()Y1∥∥Lp(R,Lq(Rn+))  C∥∥e−γ tΛ
1
2
γ D
∥∥
Lp(R,Lq(Rn−1)) for any γ  γ0,
where ϕ() = dϕ/dxn . By Lemma 4.9 and a trick due to Volevich, we see easily that
|λ|1+s‖∇η1‖Lq(Rn+)  Cn,q|λ|s‖∇d‖Lq(R˙n), s = 0,1/2,
|λ|∥∥∇2η1∥∥Lq(Rn+)  Cn,q∥∥∇2d∥∥Lq(R˙n), (6.30)∥∥e−γ t∇(DtY1, γ Y1)∥∥Lp(R,Lq(Rn+))  Cp,q∥∥e−γ t∇D∥∥Lp(R,Lq(R˙n)),∥∥e−γ t∇Λ 32γ Y1∥∥Lp(R,Lq(Rn+))  Cp,q∥∥e−γ t∇Λ
1
2
γ D
∥∥
Lp(R,Lq(R˙n))
,∥∥e−γ t∇2(DtY1, γ Y1)∥∥Lp(R,Lq(Rn+))  Cp,q∥∥e−γ t∇2D∥∥Lp(R,Lq(R˙n)). (6.31)
The details are found in (7.17) of [27]. Next we shall estimate η2(x) and Y2(x, t). By the Fourier inverse
transform and the trick due to Volevich, we write
(
η2,∇η2,∇2η2, λη2, λ∇η2, λ∇2η2
)
=
∞∫
0
F−1
ξ ′
[
(μ+(A + B+) +μ−(A + B−))(1, λ)A(1, iξ ′,−A, (iξ ′)2, iξ ′A, A2)
λLσ (A, B+, B−)
Ae−A(xn+yn)
× (Fx′[([[ρ]]cg − cσ′)d+](ξ ′, yn)−Fx′[([[ρ]]cg − cσ′)d−](ξ ′,−yn))
](
x′
)
dyn
− [[ρ]]cg
∞∫
0
F−1
ξ ′
[
(μ+(A + B+) +μ−(A + B−))(1, λ)(1, iξ ′,−A, (iξ ′)2, iξ ′A, A2)
λLσ (A, B+, B−)
× Ae−A(xn+yn)(Fx′ [∂nd+](ξ ′, yn)−Fx′ [∂nd−](ξ ′,−yn))
](
x′
)
dyn
+ icσ
n−1∑
=1
∞∫
0
F−1
ξ ′
[
(iξ)(μ+(A + B+) +μ−(A + B−))(1, λ)(1, iξ ′,−A, (iξ ′)2, iξ ′A, A2)
λLσ (A, B+, B−)
× Ae−A(xn+yn)(Fx′ [∂∂nd+](ξ ′, yn)−Fx′ [∂∂nd−](ξ ′,−yn))
](
x′
)
dyn.
Since
(μ+(A + B+) +μ−(A + B−))(1, λ)(1, iξ ′,−A, (iξ)2, iξ ′A, A2)(1, A, iξ)
λLσ (A, B+, B−)
∈ M0,2,,γ0 ,
as follows from Lemma 6.1, applying Lemma 4.9, we obtain
|λ|s∥∥(η2,∇η2,∇2η2)∥∥Lq(Rn+)  Cn,p,q,,λ0‖∇d‖W 1q (R˙n), s = 0,1, (6.32)∥∥e−γ t∇s(DtY2, γ Y2)∥∥L (R,L (Rn ))  Cp,q∥∥e−γ t∇D∥∥L (R,W 1(R˙n)), s = 1,2. (6.33)p q + p q
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λ|λ| 12 ∂ jη2(x) =
∞∫
0
F−1
ξ ′
[
(−[[ρ]]cg + cσ A2)(μ+(A+B+) +μ−(A + B−))iξ j
Lσ (A, B+, B−)
Ae−A(xn+yn)
× (Fx′[|λ| 12 ∂nd+](ξ ′, yn)−Fx′[|λ| 12 ∂nd−](ξ ′,−yn))
](
x′
)
dyn
−
∞∫
0
F−1
ξ ′
[
(−[[ρ]]cg + cσ A2)(μ+(A+B+) +μ−(A + B−))A
Lσ (A, B+, B−)
Ae−A(xn+yn)
× (Fx′[|λ| 12 ∂ jd+](ξ ′, yn)−Fx′[|λ| 12 ∂ jd−](ξ ′,−yn))
](
x′
)
dyn,
λ|λ| 12 ∂nη2(x) =
∞∫
0
F−1
ξ ′
[
(−[[ρ]]cg + cσ A2)(μ+(A+B+) +μ−(A + B−))A
Lσ (A, B+, B−)
Ae−A(xn+yn)
× (Fx′[|λ| 12 ∂nd+](ξ ′, yn)−Fx′[|λ| 12 ∂nd−](ξ ′,−yn))
](
x′
)
dyn
−
n−1∑
=1
∞∫
0
F−1
ξ ′
[
(−[[ρ]]cg + cσ A2)(μ+(A+B+) +μ−(A + B−))iξ
Lσ (A, B+, B−)
Ae−A(xn+yn)
× (Fx′[|λ| 12 ∂d+](ξ ′, yn)−Fx′[|λ| 12 ∂d−](ξ ′,−yn))
](
x′
)
dyn.
Since
(−[[ρ]]cg + cσ A2)(μ+(A+B+) +μ−(A + B−))iξ
Lσ (A, B+, B−)
,
(−[[ρ]]cg + cσ A2)(μ+(A+B+) +μ−(A + B−))A
Lσ (A, B+, B−)
belong to M0,2,,γ0 , applying Lemma 4.9, we obtain
|λ| 32 ‖η2‖W 1q (Rn+)  Cn,q,,γ0 |λ|
1
2 ‖d‖W 1q (R˙n),∥∥e−γ tΛ 32γ Y2∥∥Lp(R,W 1q (Rn+))  Cn,p,q,γ0∥∥e−γ tΛ
1
2
γ D
∥∥
Lp(R,W 1q (R˙n))
.
To estimate the third order spatial derivatives of η(x) and Y (x, t), in view of (6.24) and (6.25) we set
η3(x) = F−1ξ ′
[
f (A, B+, B−)e−Axn
Lσ (A, B+, B−)
[[dˆ]](ξ ′)](x′),
Y3(x, t) = ϕ(xn)L−1λ F−1ξ ′
[
f (A, B+, B−)e−Axn
Lσ (A, B+, B−)
LFx′ [D](λ)
(
ξ ′
)](
x′, t
)
.
Note that η+(x) = ϕ(xn)η3(x) and Y+(x, t) = ϕ(xn)Y3(x, t). Applying a trick due to Volevich, we write
for j,k = 1, . . . ,n − 1,
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∞∫
0
F−1
ξ ′
[
f (A, B+, B−)
Lσ (A, B+, B−)
Ae−A(xn+yn)
(Fx′ [∂ j∂kd+](ξ ′, yn)
−Fx′ [∂ j∂kd−]
(
ξ ′,−yn
))](
x′
)
dyn
−
∞∫
0
F−1
ξ ′
[
f (A, B+, B−)
Lσ (A, B+, B−)
iξ j
A
Ae−A(xn+yn)
(Fx′ [∂k∂nd+](ξ ′, yn)
−Fx′ [∂k∂nd−]
(
ξ ′,−yn
))](
x′
)
dyn,
∂ j∂nη3(x) =
n−1∑
=1
∞∫
0
F−1
ξ ′
[
f (A, B+, B−)
Lσ (A, B+, B−)
iξ
A
Ae−A(xn+yn)
(Fx′ [∂∂ jd+](ξ ′, yn)
−Fx′ [∂∂ jd−]
(
ξ ′,−yn
))](
x′
)
dyn
+
∞∫
0
F−1
ξ ′
[
f (A, B+, B−)
Lσ (A, B+, B−)
Ae−A(xn+yn)
(Fx′ [∂ j∂nd+](ξ ′, yn)
−Fx′ [∂ j∂nd−]
(
ξ ′,−yn
))](
x′
)
dyn,
∂2nη3(x) =
∞∫
0
F−1
ξ ′
[
f (A, B+, B−)
Lσ (A, B+, B−)
iξ
A
Ae−A(xn+yn)
(Fx′[−′d+](ξ ′, yn)
−Fx′
[−′d−](ξ ′,−yn))
](
x′
)
dyn
+
n−1∑
=1
∞∫
0
F−1
ξ ′
[
f (A, B+, B−)
Lσ (A, B+, B−)
Ae−A(xn+yn)
(Fx′ [∂∂nd+](ξ ′, yn)
−Fx′ [∂∂nd−]
(
ξ ′,−yn
))](
x′
)
dyn.
Since
f (A, B+, B−)
Lσ (A, B+, B−)
,
f (A, B+, B−)
Lσ (A, B+, B−)
iξ
A
belong to M−1,2,,γ0 , applying Lemma 4.9, we obtain
∥∥∇2η3∥∥W 1q (R˙n+)  Cn,q,,γ0∥∥∇2d∥∥Lq(R˙n),∥∥e−γ t∇2Y3∥∥Lp(R,W 1q (Rn+))  Cn,q,,γ0∥∥e−γ t∇2D∥∥Lp(R,Lq(R˙n)),
which completes the proof of Lemma 6.2.
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