The aim of this paper is to investigate a general class of explicit pseudo two-step RungeKutta-Nystr om methods (RKN methods) of arbitrarily high order for nonsti problems for systems of special second-order di erential equations y 00 (t) = f(y(t)). Order and stability considerations show that we can obtain for any given p, a stable pth-order explicit pseudo two-step RKN method requiring p ? 2 right-hand side evaluations per step of which each evaluation can be obtained in parallel. Consequently, on a multiprocessor computer, only one sequential right-hand side evaluation per step is required. By a few widely-used test problems, we show the superiority of the methods considered in this paper over both sequential and parallel methods available in the literature.
Introduction
Consider the numerical solution of a nonsti initial value problem (IVP) for the system of special second-order ordinary di erential equations (ODEs) y 00 (t) = f(y(t)); y(t 0 ) = y 0 ; y 0 (t 0 ) = y 0 0 ; t 2 t 0 ; T]; (1.1) where y, f 2 R d . There are many important problems in celestial mechanics which are of the form (1.1). The most e cient numerical methods for solving this problem are the explicit Runge-Kutta-Nystr om-type methods (RKN-type methods). In the literature, sequential explicit RKN methods up to order 10 can be found in e.g., 14, 15, 16, 19, 21] . In order to exploit the facilities of parallel computers, several classes of parallel RKN-type methods have been investigated in e.g., 4, 5, 7, 8, 27] . A common challenge in the latter mentioned papers This work was partly supported by DAAD and Halle University. y Corresponding author is to reduce, for a given order of accuracy, the required number of sequential f-evaluations per step, using parallel processors. In the present paper, we investigate a general class of explicit pseudo two-step RKN methods (EPTRKN methods) for the numerical solution of the problem (1.1). The two-step nature of the methods considered in this paper is similar to the one of the methods investigated in 11, 12] for rst-order ODEs and in 6, 8] for secondorder ODEs. Especially, these EPTRKN methods are closely similar to the explicit pseudo two-step RK methods considered in 9] but the EPTRKN methods are de ned by a more simple way. Our approach in this paper is to approximate the stage values of an implicit RKN method at present step by an explicit formula using the stage values from the preceding step. In this way we can obtain an s-stage EPTRKN method possessing order up to s+2 and stage order up to s+1, requiring s f-evaluations per step (see Section 2.1). However, each of these s f-evaluations can be obtained in parallel. Consequently, when an s-stage EPTRKN method is implemented on an s-processor computer, only just one sequential f-evaluation per step is required. This cheap computational cost leads to increased e ciency of EPTRKN methods when compared to the parallel and sequential methods from the literature (see Section 3). Stability considerations reveal that for any EPTRKN method, the zero-stability requirement is veri ed. The stability regions of a number of speci ed EPTRKN methods used in the numerical experiments are e ectively large for nonsti problems (cf. Section 2.2 and Section 3). In the following sections, for the sake of simplicity of notation, we assume that the IVP (1.1) is a scalar problem. However, all considerations below can be straightforwardly extended to a system of ODEs, and therefore, also to nonautonomous equations.
Explicit pseudo two-step RKN methods
The de nition of explicit pseudo two-step RKN methods (EPTRKN methods) can be directly worked out using collocation techniques as in 9] for rst-order ODEs. In this paper we apply a more simple approach by starting with an s-stage collocation implicit RKN method (IRKN method) which will be re ered to as the generating IRKN method. For a scalar and autonomous problem of the form (1.1), this IRKN method reads U n = u n e + hu 0 n c + h
Here, u n+1 y(t n+1 ), u 0 n+1 y 0 (t n+1 ), U n y(t n e + ch) = y(t n + c 1 h) 
): (2.9b) In view of the order relations (2.9) Theorem 2.1 is proved.
In order to express the parameter matrix A explicitly in terms of the collocation vector c, In the following applications of EPTRKN methods, in the rst step, the starting values of Y 0 and y 1 of an EPTRKN method will be always generated by the associated PIRKN method using the collocation RKN corrector based on the same collocation vector c as the underlying EPTRKN method. By a direct calculation using (2.14), we obtain the parameters of the resulting EPTRKN methods which are speci ed by the following tableaux 
Stability
Since EPTRKN method (2.2) is of two-step nature, we rst check its property of zerostability and next de ne its stability region. For that purpose we apply (2.2) to the model test equation y 00 (t) = y(t), where runs through the eigenvalues of the Jacobian matrix @f=@y which are assumed to be negative. For this model test equation, the EPTRKN method (2.2) assumes the form Y n =y n e + hy 0 n c + zAY n?1 ; The matrix M(z) will be called the ampli cation matrix, and its spectral radius (M(z)) the stability function. For zero-stability, we have to demand that no eigenvalue of the matrix M(0) has modulus greater than one, and that every eigenvalue of modulus one has multiplicity not greater than two. Thus the following theorem holds. We shall call stab the stability boundary of EPTRKN methods. The construction of EP-TRKN methods possessing large stability regions will be considered in a forthcoming paper.
The stability boundaries of a number of speci ed EPTRKN methods used in the numerical experiments are reported in Section 3.
On the choice of method parameters
In the application of EPTRKN methods, for any chosen collocation vector c with distinct abscissas, the method parameter matrix A can be easily determined using the explicit ex- (e v + c v ).
In the numerical experiments, we shall use the EPTRKN methods based on the collocation vector c which satisfy the conditions of Theorem 2.4. We do not claim that this choice of method parameters is the best possible. A further study of this topic will be subject of future research.
Numerical experiments
In this section we shall report the numerical results obtained by a number of new EPTRKN methods investigated in this paper and by a number of parallel and sequential methods from the literature. For the numerical experiments, we consider the following speci ed EPTRKN methods:
EPTRKN3: third-order EPTRKN method based on c = (0; We numerically computed the stability boundaries stab as de ned in Section 2.2 of these EPTRKN methods and reported them in Table 3 .2. In term of comparing stability of methods, it is the scaled stability region and not the stability region that is signi cant (cf. e.g., 3, p. 198]). The stability region of an EPTRKN method is at the same time the scaled stability region. Since the solution of problems of the form (1.1) usually requires a stringent accuracy, we see from Table 3 .2 that the stability regions of the above speci ed EPTRKN methods are good enough for nonsti problems of this form. We once again recall that the above selected EPTRKN methods are still not the optimal ones. They are chosen by verifying the only conditions of Theorem 2.4. Moreover, in the numerical experiments, at rst step, the starting values of Y 0 and y 1 of an EPTRKN method will be generated by the associated PIRKN method using the direct collocation RKN corrector based on the same collocation vector c as the underlying EPTRKN method. All the computations were carried out on a 14-digit precision computer. An actual implementation with a stepsize strategy and on a parallel machine is a subject of further study. In the tables of numerical results, negative NCDs are denoted by ( ). Furthermore, because of round-o errors, we can not expect 14 digits accuracy. As a consequence, the tables of numerical results do contain empty spots whenever the corresponding result was in the neighbourhood of the accuracy-limits of the machine and therefore considered as unreliable. The results are reported in Table 3 .3. These numerical results show that the EPTRKN methods are superior to the PIRKN methods of the same order by a speed-up factor about 4. In this example, we set " = 0:9. The results for this problem are given in Table 3 .4 and show nearly the same superiority of the EPTRKN methods over the PIRKN methods as in the rst example for the Fehlberg problem. The exact solution y(t) = cos(5t) + sin(5t) + 10tsin(5t) possesses rapidly oscillating components which are appearing with small and large variable amplitudes. The results for this problem are given in Table 3 .5 and give rise to roughly the same conclusions as formulated in the two previous examples. 4 Concluding remarks This paper proposed a new general class of explicit pseudo two-step RKN methods requiring only one sequential f-evaluations per step for any order of accuracy. Implemented with xed stepsize strategy, the speci ed explicit pseudo two-step RKN methods of order from 3 to 10 derived from this general class of methods are shown to be by far superior to the most e cient sequential and parallel methods currently available in the literature. These conclusions encourage us to pursue the study of EPTRKN methods. In particular, we will concentrate on the optimal choice of the method parameters and variable stepsize strategy implementations on parallel computers.
