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A random variable X is digit-regular (respectively, signiﬁcant-digit-regular) if the
probability that every block of k given consecutive digits (signiﬁcant digits) appears in the
b-adic expansion of X approaches bk as the block moves to the right, for all integers b41 and
kX1. Necessary and sufﬁcient conditions are established, in terms of convergence of Fourier
coefﬁcients, and in terms of convergence in distribution modulo 1, for a random variable to be
digit-regular (signiﬁcant-digit-regular), and basic relationships between digit-regularity and
various classical classes of probability measures and normal numbers are given. These results
provide a theoretical basis for analyses of roundoff errors in numerical algorithms which use
ﬂoating-point arithmetic, and for detection of fraud in numerical data via using goodness-of-
ﬁt of the least signiﬁcant digits to uniform, complementing recent tests for leading signiﬁcant
digits based on Benford’s law.
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For each positive integer n, each integer b41 and each real number rX0, let DðbÞn ðrÞ
denote the nth digit (base b) of r; that is,
r ¼
X1
n¼1
bnDðbÞn ðrÞ; where DðbÞn ðrÞ 2 f0; 1; . . . ; b  1g
and if r has two b-adic expansions, then the terminating one, i.e., the one with
limn!1 DðbÞn ðrÞ ¼ 0, is chosen. (For example, if b ¼ 10 and r ¼ :02 ¼ :019999 . . .,
then D
ð10Þ
2 ðrÞ ¼ 2 and Dð10Þn ðrÞ ¼ 0 for all na2.)
Similarly, for each n 2 N, b 2 Nnf1g and r40, SðbÞn ðrÞ will denote the nth significant
digit (base b) of r, that is,
SðbÞn ðX Þ ¼ DðbÞnþm1ðX Þ for all n 2 N on the set fbmpXobmþ1g. (1.1)
(So, e.g., S
ð10Þ
1 ðp=100Þ ¼ Sð10Þ1 ðp=10Þ¼3, and Sð10Þ1 ð:01999Þ ¼ Sð10Þ1 ð:02Þ ¼ Dð10Þ2 ð:02Þ ¼ 2.)
Also, for convenience of notation, set SðbÞn ð0Þ ¼ 0 for all n; b.
The main goal of this article is to study the limiting behavior of the nth
digits and nth signiﬁcant digits, that is, the behavior of the trailing or least
signiﬁcant digits, for various classes of random variables. Nonleading signiﬁcant
digits play an important role in the analysis of roundoff errors in numerical
algorithms using ﬂoating-point arithmetic (cf. [6]), and in statistical tests for
fraud or human error in numerical data (e.g. [14,15]). ‘‘Digit-regular’’
and ‘‘signiﬁcant-digit-regular’’ random variables are deﬁned and basic relationships
are established between digit-regularity and various related classical notions
including normal numbers, convergence of Fourier coefﬁcients, and convergence
in distribution.
The organization is as follows: Section 2 deﬁnes digit-regular random variables,
and establishes necessary and sufﬁcient conditions for a random variable to be digit-
regular in terms of convergence of Fourier coefﬁcients and in terms of convergence
in distribution; Section 3 is the analog for significant-digit-regular random variables,
with examples to show that neither digit-regularity nor signiﬁcant-digit-regularity
imply the other; and Section 4 deﬁnes strongly digit-regular distributions, establishes
basic properties including equivalence of strong digit-regularity and strong
signiﬁcant-digit-regularity, and derives rates of convergence for digit-regularity of
absolutely continuous distributions.2. Digit-regular random variables
In the sequel, X will denote a nonnegative random variable deﬁned on some
probability space ðO;F; PÞ.
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PðDðbÞnþjðX Þ ¼ dj ; 1pjpkÞ ! bk as n !1 for all k 2 N
and all dj 2 f0; 1; . . . ; b  1g
and is digit regular if it is d.r. base b for all integers b41.
In particular, a random variable is digit-regular base 2 if, in the binary expansion
of X, the probability that the nth digit of X is 0 approaches 1
2
as n goes to inﬁnity,
and, more generally, the probability that any given string of k consecutive digits
starting at the nth place in the binary expansion approaches 2k as n goes to inﬁnity.
Proposition 2.2. If X is d.r. base b for some integer b41, then X is continuous, i.e.,
PðX ¼ rÞ ¼ 0 for all rX0.
Proof. Suppose, by way of contradiction, that PðX ¼ xÞ40 for some xX0, and let
cn ¼ DðbÞn ðxÞ, n 2 N. Fix m 2 N such that PðX ¼ xÞ4bm. It is clear that there exist
digits dj 2 f0; 1; . . . ; b  1g, j ¼ 1; . . . ; m, such that ðcnþ1; . . . ; cnþmÞ ¼ ðd1; . . . ; dmÞ for
inﬁnitely many n 2 N. Then
lim sup
n!1
PðDðbÞnþjðX Þ ¼ dj ; 1pjpmÞXPðX ¼ xÞ4bm,
a contradiction. &
The next example shows that a random variable X may be continuous and a.s.
completely normal, but not digit-regular. (Recall that a real number x is normal base
b if the limiting frequency of the occurrence of every k-tuple of f0; 1; . . . ; b  1g in the
b-adic expansion of x is bk, and x is (completely) normal if it is normal base b for all
b [1,13].)
Example 2.3. Let x 2 ð0; 1Þ be completely normal, with binary expansion
x ¼P1k¼1Dð2Þk ðxÞ2k. Deﬁne X, via its binary expansion, by Dð2Þn ðX Þ  Dð2Þn ðxÞ if
nakk for any k 2 N, and let fDð2Þ
kk
ðX Þg be i.i.d. uniform on f0; 1g. Clearly X is
continuous, and it is easy to see that since x is completely normal, for every base b
and every j 2 f0; 1; . . . ; b  1g,
lim
n!1
#fipn : DðbÞi ðX Þ ¼ jg
n
¼ lim
n!1
#fipn : DðbÞi ðxÞ ¼ jg
n
¼ b1.
The argument for longer blocks is similar, which shows that X ðoÞ is completely
normal for all o. Clearly X is not d.r. base 2.
Conversely, digit-regularity base b does not imply almost sure normality.
Example 2.4. Let fX ng be i.i.d. Bernoulli random variables with PðX n ¼ 0Þ ¼
PðX n ¼ 1Þ ¼ 12, and let fZng be independent Bernoulli random variables, independent
of the fX ng, with PðZn ¼ 1Þ ¼ 1 PðZn ¼ 0Þ ¼ 1 1=n. Deﬁne the random variable
X, via its binary representation, as follows: for any m 2 N, let
Dð2Þn ðX Þ ¼ ZmX n for all n 2 Bm :¼ fmm; mm þ 1; . . . ; ðm þ 1Þmþ1  1g.
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then fn þ 1; . . . ; n þ kg  Bm [ Bmþ1 for some m ¼ mðn; kÞ. By deﬁnition of X, fX ng,
fZng and m,
PðDð2ÞnþjðX Þ ¼ dj ; 1pjpkÞ ¼ PðDð2ÞnþjðX Þ ¼ dj ; 1pjpk and Zm ¼ Zmþ1 ¼ 1Þ
þ PðDð2ÞnþjðX Þ ¼ dj ; 1pjpk and ZmZmþ1 ¼ 0Þ
¼ 2k 1 1
m
 
1 1
m þ 1
 
þ PðDð2ÞnþjðX Þ ¼ dj ; 1pjpk and ZmZmþ1 ¼ 0Þ.
Since m !1 as n !1, limn!1 PðDð2ÞnþjðX Þ ¼ dj ; 1pjpkÞ ¼ 2k.
To see that X is not normal base 2, note that by the Borel–Cantelli Lemma, PðZn ¼ 0
inﬁnitely oftenÞ ¼ 1, so P-almost surely there are inﬁnitely many blocks Bm where
Dð2Þn ðX Þ ¼ 0 for all n 2 Bm. But this implies that lim supn!1 ð1=nÞ#fipn : Dð2Þi ðX Þ ¼ 0g
¼ 1, so X is a.s. not normal base 2 (and hence not normal).
For each real Borel probability measure m, and each integer n, let fmðnÞ denote the
nth Fourier coefﬁcient of m, that is
fmðnÞ ¼ Eðexpð2pinX ÞÞ; where X is a random variable with law LðX Þ ¼ m.
Theorem 2.5. Let X be a nonnegative random variable with distribution m. Then for
each integer b41, the following are equivalent:(i) X is d.r. base b;
(ii) X ðbÞn :¼ bnX ðmod 1Þ converges in distribution as n !1 to the uniform
distribution on ½0; 1Þ;
(iii) fmðmbnÞ ! 0 as n !1 for each integer ma0.Proof. Fix b 2 Nnf1g. For integers mX1 and di 2 f0; 1; . . . ; b  1g, i ¼ 1; . . . ; m, let
AðbÞðd1; . . . ; dmÞ ¼ fr 2 ½0; 1Þ : DðbÞi ðrÞ ¼ di; 1pipmg.
Since only terminating expansions are considered,
AðbÞðd1; . . . ; dmÞ ¼
Xm
i¼1
dib
i;
Xm
i¼1
dib
i þ bm
" !
(2.1)
and for any digits ðd1; . . . ; dmÞað0; . . . ; 0Þ,[
AðbÞðed1; . . . ; edmÞ : 0pedipb  1; i ¼ 1; . . . ; m;
(
Xm
i¼1
edibipXm
i¼1
dib
i  bm
)
¼ 0;
Xm
i¼1
dib
i
" !
. ð2:2Þ
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PðX ðbÞn 2 AðbÞðd1; . . . ; dmÞÞ ¼ PðDðbÞnþiðX Þ ¼ di; 1pipmÞ. (2.3)
‘‘(i) ) (ii)’’ If X is d.r. base b, it follows from (2.1) to (2.3) that
P X ðbÞn o
Xm
i¼1
dib
i
 !
!
Xm
i¼1
dib
i as n !1,
for every integer mX1 and digits 0pdipb  1, which implies (ii) since the set
fPmi¼1dibi : mX1; di 2 f0; 1; . . . ; b  1gg is dense in ½0; 1.
‘‘(ii) ) (i)’’ If (ii) holds, then by (2.2) and (2.3),
PðX ðbÞn 2 AðbÞðd1; . . . ; dmÞÞ ! bm as n !1.
By the deﬁnition of d.r., this implies (i).
‘‘(ii) 3 (iii)’’ Let l denote Lebesgue measure on ½0; 1, and for each n 2 N, let
mn ¼LðX ðbÞn Þ. For each n 2 N, the Fourier coefﬁcients ffmn ðmÞg1m¼1 uniquely
determine mn [1, p. 361], and for each integer ma0, flðmÞ ¼ 0 [1, Example 26.3].
Hence, by Le´vy’s Continuity Theorem [1, Theorem 26.3]
X ðbÞn !
D
Uð0; 1Þ3fmnðmÞ ! 0 for all integers ma0. (2.4)
Fix an integer ma0, and note that
fmn ðmÞ ¼ E½expð2pimb
nX ðmod 1ÞÞ ¼ E½expð2pimbnX Þ ¼ fmðmbnÞ,
where the ﬁrst equality follows by the deﬁnition of X ðbÞn , the second since ma0, b41
and nX1 are integers, and the last by deﬁnition of fm. With (2.4), this completes the
proof. &
Corollary 2.6. If X is a random variable with distribution m, and if fmðnÞ ! 0 as
jnj ! 1, then X is digit-regular.
Proof. Immediate, since fmðnÞ ! 0 as jnj ! 1 implies fmðmbnÞ ! 0 as n !1,
since b41 and ma0 are integers. &
The next proposition shows that a random variable which is continuous and digit-
regular base b need not be digit-regular for other bases, nor be almost surely normal.
Proposition 2.7. Let X have the classical middle-thirds Cantor– Lebesgue distribution
on ð0; 1Þ, that is, letting fX kg1k¼1 be i.i.d. with PðX 1 ¼ 0Þ ¼ PðX 1 ¼ 2Þ ¼ 12,
X ¼
X1
k¼1
X k3
k.
Then X is digit-regular and normal base 2, but is neither digit-regular nor normal
base 3.
Proof. Since the ternary expansion of X contains no 1’s, clearly X is neither d.r. nor
normal base 3.
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log 2= log 3 is irrational, and the ternary digit process for X is nondegenerate and
i.i.d., X is a.s. normal base 2.
To see that X is d.r. base 2, let n denote the distribution of Y ¼ 12 X , so Y has the
‘‘right-thirds’’ Cantor–Lebesgue distribution on ð0; 1Þ. The measure n satisﬁes the
hypotheses of Theorem 5 of [10] with p ¼ 3, q ¼ 2 and m ¼ n since: 2 and 3 are
multiplicatively independent; n is continuous; n is invariant under the map
T3ðxÞ ¼ 3x ðmod1Þ; n is T3-exact (i.e., satisﬁes (6) of [9]), since n is a Bernoulli
convolution [9, (12)] with g.c.d. fi0 : pi040g ¼ 1 [9, p. 602]; n satisﬁes (5) of [9], since n
is a Bernoulli convolution [9, p. 602]; and m is trivially absolutely continuous with
respect to some measure of the form dðtÞ  Trn, since taking t ¼ 0 and r ¼ 1 yields n.
Thus by [10, Theorem 5], 2nX ðmod1Þ converges in distribution to the uniform
distribution on ð0; 1Þ, so by Theorem 2.5, Y is d.r. base 2. But X ¼ 2Y is d.r. base 2
if and only if Y is d.r. base 2 by deﬁnition of digit-regularity, since
Dð2Þn ðX Þ ¼ Dð2Þn ð2Y Þ ¼ Dð2Þnþ1ðY Þ. &
The converse of Corollary 2.6 is false, as the next proposition shows. By
Proposition 2.2, digit-regularity implies continuity of a distribution, so by the
Riemann–Lebesgue Lemma [1, Theorem 26.1], the next proposition will also show
that digit-regularity does not imply absolute continuity of the distribution. In order
to establish the existence of a d.r. random variable whose Fourier coefﬁcients do not
vanish at inﬁnity, the following number-theoretic lemma is needed. Recall that a
subset S of N has density zero in N if limn!1 ð1=nÞ#fkpn : k 2 Sg ¼ 0.
Lemma 2.8. The set S:¼fmbn : m; b; n 2 N; mX1; bX2; nX2; bn4mg has density zero
in N.
Proof. It sufﬁces to show that
P
s2S1=so1. Note thatX
nX2
X
mX1
1
m
X
b4m1=n
1
bn
¼
X
nX2
X
bX2
1
bn
X
1pmpbn1
1
m
p
X
nX2
X
bX2
1
bn
1þ
Z bn
1
dx
x
 !
p
X
nX2
X
bX2
1
bn
ð1þ ln bnÞ
p2 ln b
X
nX2
X
bX2
n
bn
¼ 2 ln b
X
nX2
n
2n
þ
X
nX2
X
bX3
n
bn
 !
p2 ln b
X
nX2
n
2n
þ
X
nX2
Z 1
2
n
xn
dx
 !
¼ 2 ln b
X
nX2
n
2n
þ
X
nX2
n
n  1
1
2n1
 !
o1: &
Proposition 2.9. There exist random variables which are digit-regular whose Fourier
coefficients do not vanish at infinity.
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there is no solution to mbn ¼ ðni1 þ    þ nik Þ  ðnj1 þ    þ njk^ Þ for any integers
m; b; n with mX1, bX2, nX2 and bn4m, where the k þ k^ summands are all distinct.
Also, assume that the ni’s are such that 0 cannot be so represented. Such a sequence
is easy to construct since by Lemma 2.8 the powers fmbn : b 2 Nnf1g; n 2 N; bn4mg
have density zero in N, so there exist positive integers y1oy2o    such that
the interval ½yi  i; yi þ i contains no members of S. Deﬁne fnig inductively by
n1 ¼ y1, and nkþ1 ¼ yn1þþnk . If mbn ¼ nkþ1 þ
P
1pipkdini, where di 2 f0;1g, then
mbn 2 ½nkþ1  ðn1 þ    þ nkÞ; nkþ1 þ ðn1 þ    þ nkÞ, which contradicts the deﬁni-
tion of the fykg.
Next, deﬁne the Riesz products (cf. [16, Section V.7])
pkðtÞ ¼
Yk
j¼1
ð1þ cos 2pnjtÞ; k ¼ 1; 2; . . . ; t 2 ½0; 1.
It is easy to check that the mbnth Fourier coefﬁcients of pkðtÞ are all 0 if nX2, mX1,
and bn4m. For example, if k ¼ 2,
p2ðtÞ ¼ ð1þ ðexpð2pin1tÞ þ expð2pin1tÞÞ=2Þ
ð1þ ðexpð2pin2tÞ þ expð2pin2tÞÞ=2Þ
¼ 1þ ðexpð2pin1tÞÞ=2þ ðexpð2pin2tÞÞ=2þ    þ ðexp 2piððn1 þ n2ÞtÞÞ=4.
(There are 9 terms in all.) None of these terms can be of the form c expð2pimbktÞ
unless c ¼ 0, or k ¼ 0 or 1, since mbk cannot be a sum or difference of 0; n1; n2. Thus,
the mbnth Fourier coefﬁcients, nX2, bn4m, are all 0. Note that pkðtÞX0 for all
t 2 ½0; 1, and that R 10 pkðtÞdt ¼ 1, since the constant term in the Fourier expansion of
pkðtÞ is always 1, which follows from the assumption that 0 cannot be represented as
0 ¼Pki¼1dini, where di 2 f1; 1g. Thus for each kX2, pkðtÞ is the density function of
a Borel probability Pk on ½0; 1. By Prokhorov’s theorem, there is a subsequence ðPkj Þ
of ðPkÞ such that Pkj converges weakly to a probability measure m on ½0; 1. Since
weak convergence implies convergence of integrals of bounded continuous functions,
and since for bn4jmj, the mbnth Fourier coefﬁcients of Pk are 0 for all k, the same is
true for the limiting measure m. It remains to show that lim supn!1fmðnÞ40. Let
fp^kðnÞg denote the Fourier coefﬁcients of fpkg, so pkðtÞ ¼
P
n2Z p^kðnÞe2pint. The key
observation is that
p^kðnmÞX12 for all kXmX1. (2.5)
To see (2.5), write
p^kðnmÞ ¼
Z 1
0
ðexp 2pinmtÞ
Yk
j¼1
1þ 1
2
expð2pinjtÞ þ
1
2
expð2pinjtÞ
 
dt.
Since kXm, the product in the last equality is a linear combination of exponential
terms, amongst them 12 expð2pinmtÞ, whose contribution to p^kðnmÞ is 12. Since the
contribution of any exponential term is either zero or positive, this establishes (2.5).
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for all mX1, so since nm !1 as n !1, lim supn!1 fmðnÞX 12. &
(Note that the mbnth Fourier coefﬁcient of Pk is zero for all nX2, bX2 and ma0
such that bn4jmj, which follows from the properties of the ðnjÞ. Hence fmðmbnÞ ¼ 0
for all nX2, bX2 and ma0 such that bn4jmj.)
Proposition 2.10. Every random variable with a density is digit-regular and a.s.
completely normal.
Proof. Let X be a random variable with a.c. distribution m; and, without loss of
generality, 0pXo1. By the Riemann–Lebesgue Lemma, fmðnÞ ! 0 as n !1, so X
is d.r. by Corollary 2.6. As is well known [2, Prob. 8, p. 107], every random variable
with a.c. distribution is a.s. completely normal. &
(An alternate argument for the digit-regularity conclusion in Proposition 2.10 can
be found in [8], where it is shown that for every absolutely continuous r.v. X, the
fractional part of tX converges in distribution to Lebesgue measure on ð0; 1Þ as t goes
to inﬁnity.)3. Signiﬁcant-digit-regular random variablesDeﬁnition 3.1. X is significant-digit-regular (s.d.r.) base b if
PðSðbÞnþjðX Þ ¼ dj ; 1pjpkÞ ! bk as n !1 for all k 2 N
and all dj 2 f0; 1; . . . ; b  1g
and is significant-digit-regular if it is s.d.r. base b for all b.
If X is a random variable with values in ð0; 1Þ, and X^ ¼ X þ 1, then it follows from
(1.1) that
S
ðbÞ
nþ1ðX^ Þ ¼ DðbÞn ðX Þ ¼ DðbÞn ðX^ Þ for all bX2 and nX1, (3.1)
so X is d.r. base b if and only if X^ is d.r. base b if and only if X^ is s.d.r. base b. Since
X^ is a.s. normal base b if and only if X is a.s. normal base b, and X^ is absolutely
continuous if and only if X is absolutely continuous, the analog of Example 2.3
obtained by replacing X by X þ 1 yields a random variable which is continuous and
a.s. completely normal, but is not s.d.r. Similarly, the analogs of Example 2.4 and
Proposition 2.7, respectively, show that signiﬁcant-digit-regularity base 2 does not
imply a.s. normality, and that signiﬁcant-digit-regularity base 2 does not imply
signiﬁcant-digit-regularity base 3. The analog of Proposition 2.9, that signiﬁcant-
digit-regularity does not imply absolute continuity of a random variable, is an
immediate consequence of the Riemann–Lebesgue Lemma and Proposition 4.5
below.
Let IB denote the indicator function of the set B and let bac denote the integer part
of a.
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are equivalent:(i) X is s.d.r. base b;
(ii) bblogb XcX is d.r. base b;P
(iii) j2Z E½I fbjpXobjþ1g expð2pimbnþjX Þ ! 0 as n !1 for each integer ma0.Proof. Fix b 2 Nnf1g. Then
PðSðbÞnþjðX Þ ¼ dj ; 1pjpkÞ
¼
X
m2Z
PðSðbÞnþjðX Þ ¼ dj ; 1pjpk; bmpXobmþ1Þ
¼
X
m2Z
PðDðbÞnþjþm1ðX Þ ¼ dj ; 1pjpk; bmpXobmþ1Þ
¼
X
m2Z
PðDðbÞnþj1ðbmX Þ ¼ dj ; 1pjpk; bmpXobmþ1Þ
¼
X
m2Z
PðDðbÞnþj1ðbblogb XcX Þ ¼ dj ; 1pjpk; bmpXobmþ1Þ
¼ PðDðbÞnþj1ðbblogb XcX Þ ¼ dj ; 1pjpkÞ, ð3:2Þ
where the second equality follows from (1.1); the third equality since D
ðbÞ
i ðbjrÞ ¼
D
ðbÞ
iþjðrÞ for i; j 2 Z, r40; and the fourth inequality since bmpXobmþ13
mplogb Xo m þ 13blogb Xc ¼ m. This establishes the equivalence of (i)
and (ii).
Let m denote the distribution of bblogb XcX . By Theorem 2.5, (ii) is equivalent to
fmðmbnÞ ! 0 as n !1 for each ma0. But fmðmbnÞ ¼ E½expð2pimbn  bblogb XcX Þ,
and by dominated convergence, fmðmbnÞ ¼
P
j2ZE½I fbjpXobjþ1g expð2pimbnþjX Þ,
which establishes the equivalence of (ii) and (iii). &
The next two results are the s.d.r. analogs of d.r. Propositions 2.2 and 2.10,
respectively.
Proposition 3.3. If X is s.d.r. base b for some integer b41, then X is continuous.
Proof. Analogous to proof of Proposition 2.2.
Proposition 3.4. Every random variable with a density is significant-digit-regular and
a.s. completely normal.
Proof. Let X be any r.v. with density, and ﬁx base bX2. Let Y ¼ bblogb XcX be the
r.v. in Theorem 3.2(ii), so Y also has a density, and by Proposition 2.10, Y is d.r. base
b (in fact, for all bases). Theorem 3.2 then implies that X is s.d.r. base b. &
The next two examples show that digit-regularity base b does not imply
signiﬁcant-digit-regularity base b, nor conversely.
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is analogous. Let fX ng1n¼1 be Bernoulli random variables deﬁned as follows: X 1 is
uniform on f0; 1g, i.e., PðX 1 ¼ 0Þ ¼ PðX 1 ¼ 1Þ ¼ 12; X 2 ¼ 1 X 1; X 2k ¼ X 1 for
all k41; and fX 1; X n : na2k for any kg are i.i.d., uniform on f0; 1g. Let
X ¼P1n¼1X n2n, so Dð2Þn ðX Þ ¼ X n for all nX1. Note that for each m 2 N there
exists N ¼ NðmÞ such that for all nXN, Dð2Þnþ1ðX Þ; . . . ; Dð2ÞnþmðX Þ are i.i.d. uniform on
f0; 1g, which clearly implies that X is d.r. (base 2).
To see that X is not s.d.r. (base 2), note that X 1 ¼ 03X 2 ¼ 1, so on fX 1 ¼ 1g,
Dð2Þn ðX Þ ¼ Sð2Þn ðX Þ for all nX1. Similarly, on fX 1 ¼ 0g, Dð2Þnþ1ðX Þ ¼ Sð2Þn ðX Þ for all
nX1.
Thus for n¼2k for some kX2, PðSð2Þn ðX Þ¼1Þ¼PðSð2Þn ðX Þ ¼ 1 j X 1 ¼ 1ÞPðX 1 ¼ 1Þþ
PðSð2Þn ðX Þ ¼ 1 j X 1 ¼ 0ÞPðX 1 ¼ 0Þ ¼ PðX n ¼ 1 j X 1 ¼ 1Þ  12þ PðX nþ1 ¼ 1 j X 1 ¼ 0Þ
1
2
¼ 3
4
a 1
2
, so X is not s.d.r. (base 2).
Example 3.6. Let fX ng1n¼1 be as in Example 3.5, and let X ¼
P1
n¼1X^ n2
n, where
fX^ ng1n¼1 are Bernoulli random variables deﬁned as follows: on fX 1 ¼ 1g, X^ n ¼ X n for
all nX1; on fX 1 ¼ 0g ¼ fX 2 ¼ 1g, X^ 1 ¼ X^ 2 ¼ 0, X^ 3 ¼ 1, and X^ n ¼ X n2 for nX4.
Since Dð2Þn ðX Þ ¼ X^ n for all nX1, the deﬁnition of X implies that on fX 1 ¼ 1g,
Sð2Þn ðX Þ ¼ Dð2Þn ðX Þ ¼ X^ n ¼ X n for all nX1, and on fX 1 ¼ 0g ¼ fX 2 ¼ 1g, Sð2Þn ðX Þ ¼
D
ð2Þ
nþ2ðX Þ ¼ X^ nþ2 ¼ X n for all nX2. In particular, Sð2Þn ðX Þ ¼ X n for all nX2. Since
PðSð2ÞnþjðX Þ ¼ dj ; 1pjpmÞ ¼ PðX nþj ¼ dj ; 1pjpmÞ, it follows as in Example 3.5 that
for each mX1 there exists N ¼ NðmÞ such that for all nXN, X nþ1; . . . ; X nþm are i.i.d.
uniform on f0; 1g, so PðX nþj ¼ dj ; 1pjpmÞ ¼ 12
 m
for all nXNðmÞ, which shows that
X is s.d.r. (base 2).
To see that X is not d.r. (base 2), let n ¼ 2k for some kX3, so nX4 and X n2 is
independent of X 1. Then PðDð2Þn ðX Þ ¼ 1Þ ¼ PðX^ n ¼ 1Þ ¼ PðX^ n ¼ 1 j X 1 ¼ 1Þ  12þ
PðX^ n ¼ 1 j X 1 ¼ 0Þ  12 ¼ PðX n ¼ 1 j X 1 ¼ 1Þ  12þ PðX n2 ¼ 1 j X 1 ¼ 0Þ  12 ¼
PðX 1 ¼ 1 j X 1 ¼ 1Þ  12þ PðX n2 ¼ 1Þ  12 ¼ 34, so X is not d.r. base 2.
For any base b41 and n 2 N put
IbðnÞ ¼ fðd1; . . . ; dnÞ : 1pd1pb  1; 0pdipb  1 for all i ¼ 2; . . . ; ng
and
JbðnÞ ¼ fðd1; . . . ; dnÞ : 0pdipb  1 for all i ¼ 1; . . . ; ng.
The following theorem, whose proof uses an elementary argument, shows that the
signiﬁcant digits of a random variable satisfying Benford’s law converge to
uniformity exponentially fast; the bound improves that in [6, Theorem 4] which
only proves OðbnÞ.
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satisfy Benford’s law base b (BL(b)) if for all ðd1; . . . ; dkÞ 2 IbðkÞ
PðSðbÞj ðX Þ ¼ dj ; 1pjpkÞ ¼ logb 1þ
Xk
i¼1
dib
ki
 !124 35 (3.3)
(see [7]).
Theorem 3.8. Let X satisfy BL(b) for some base b41. Then for all k 2 N,
ðd1; . . . ; dkÞ 2 JbðkÞ and nX2,
jPðSðbÞnþjðX Þ ¼ dj ; 1pjpkÞ  bkjp
3
bkþn1 ln b
. (3.4)
Proof. Denoting the probability in (3.4) by pnðd1; . . . ; dkÞ, (3.3) implies that
pnðd1; . . . ; dkÞ ¼
X
ð ~d1;...; ~dnÞ2IbðnÞ
PðfSðbÞi ðX Þ ¼ ~di; 1pipng
\ fSðbÞnþjðX Þ ¼ dj ; 1pjpkgÞ
¼
Xbn1
m¼bn1
logb 1þ bkm þ
Xk
j¼1
djb
kj
 !124 35.
Let dj 2 f0; 1; . . . ; b  1g, ~dj 2 f0; 1; . . . ; b  1g be digits such thatXk
j¼1
~djb
kj ¼ 1þ
Xk
j¼1
djb
kj. (3.5)
Putting am ¼ bkm þ
Pk
j¼1djb
kj it follows that for all n ¼ 2; 3; . . . ;
pnðd1; . . . ; dkÞ  pnð ~d1; . . . ; ~dkÞ ¼
Xbn1
m¼bn1
logb 1þ
1
am
 
 logb 1þ
1
1þ am
  
¼
Xbn1
m¼bn1
logb 1þ
1
a2m þ 2am
 
p 1
ln b
Xbn1
m¼bn1
1
ðbkmÞ2 þ 2bkm
p 1
b2k ln b
X1
m¼bn1
1
m2
p 1
b2kðbn1  1Þ ln b
p 2
b2kþn1 ln b
.
Let pn;1; pn;2; . . . ; pn;bk denote the probabilities pnðd1; . . . ; dkÞ in lexicographic order
starting with ð0; . . . ; 0; 0; 0Þ, ð0; . . . ; 0; 0; 1Þ; . . . ; ð0; . . . ; 0; 0; b  1Þ, ð0; . . . ; 0; 1; 0Þ; . . . ;
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jpn;i  pn;iþ1jp
2
b2kþn1 ln b
; 1piobk. (3.6)
Since 1 bkpn;bk ¼
Pbk1
i¼1 iðpn;i  pn;iþ1Þ, (3.6) implies that
jpn;bk  bkjp
1
bk
Xbk1
i¼1
2i
b2kþn1 ln b
p 1
bkþn1 ln b
.
Using induction and (3.6) yields
jpn;bkm  bkjp
bk þ 2m
b2kþn1 ln b
; 0pmpbk  1: &
4. Strongly digit-regular distributionsDeﬁnition 4.1. X is called strongly digit-regular (strongly d.r.) base b if for all Borel
sets B  ½0;1Þ with PðX 2 BÞ40, and for all k 2 N and dj 2 f0; 1; . . . ; b  1g,
PðDðbÞnþjðX Þ ¼ dj ; 1pjpk j X 2 BÞ ! bk as n !1 (4.1)
and is strongly digit-regular if it is strongly d.r. base b for all b.
Similarly, X is strongly significant-digit-regular (strongly s.d.r.) base b if (4.1) holds with
D
ðbÞ
nþjðX Þ replaced by SðbÞnþjðX Þ, and is strongly s.d.r. if it is strongly s.d.r. base b for all b.
In contrast to the fact that neither digit-regularity base b nor signiﬁcant-digit-
regularity base b imply the other (Examples 3.5 and 3.6), in the context of
conditional regularity (strongly d.r. and s.d.r.), these concepts are equivalent. Note
that the basic idea behind Examples 3.5 and 3.6 was exactly that of constructing
digit-regular variables which were not conditionally digit-regular.Theorem 4.2. Let b 2 Nnf1g. The following are equivalent:(i) X is strongly d.r. base b;
(ii) X is strongly s.d.r. base b;
(iii) for each bounded Borel measurable function f : ½0;1Þ ! R, and each integer
ma0,
E½f ðX Þ expð2pimbnX Þ ! 0 as n !1; (4.2)(iv) E½I ½c;dðX Þ expð2pimbnX Þ ! 0 as n !1 for all real numbers 0pcpd and
integers ma0.
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‘‘(i) 3 (ii)’’ This follows from (1.1) combined with a simple conditioning
argument.
‘‘(i)) (iii)’’ Assume X is strongly d.r. base b and let B  ½0;1Þ be a Borel set such
that PðX 2 BÞ40. Applying Theorem 2.5 to the probability measure Pð j X 2 BÞ
shows that (4.2) holds for f ¼ IB, the indicator function of B. Thus, (4.2) holds for
all Borel measurable simple functions f : ½0;1Þ ! R. If f : ½0;1Þ ! R is bounded
and Borel measurable, for every 40 there exists a Borel measurable simple function
f  : ½0;1Þ ! R such that jf ðtÞ  f ðtÞjp for all tX0, which proves (iii).
‘‘(iii)) (i)’’ is an immediate consequence of Theorem 2.5, (iii)) (iv) trivially, and
(iv)) (iii) follows from a classical approximation result (see [1, Theorem 17.1]). &
Remarks. Note that (iv) implies that X is continuous. In light of Theorem 4.2, the
random variable in Example 3.5 is d.r. but not strongly d.r., and that in Example 3.6
is s.d.r., but not strongly s.d.r.
By a standard approximation argument it is easy to see that Theorem 4.2(iv) is
equivalent to E½I ½c;d½ðX Þ expð2pimbnX Þ ! 0 as n !1 for all real numbers 0pcod
and all integers ma0, so letting c ¼ bj and d ¼ bjþ1 yields
E½I fbjpXobjþ1g expð2pimbnþjX Þ ! 0 as n !1; for each ma0 and j 2 Z.
Since X40, for each 40 there exists N ¼ NðÞ such that PðSjjj4NfbjpXo
bjþ1gÞo, which implies that the lim sup in Theorem 3.2(iii) is o as n !1
for all ma0; this yields a direct proof that the condition in Theorem 4.2(iv) implies
that X is s.d.r. base b.
Theorem 4.3. If X has a density, then X is strongly d.r. and strongly s.d.r.
Proof. If g is a density of X and B  ½0;1Þ is a Borel set such that PðX 2 BÞ40,
then ð1=PðX 2 BÞÞ IBg is a density of X with respect to the conditional probability
measure Pð j X 2 BÞ, and the conclusions follow by Propositions 2.10 and 3.4. &
Certain statistical tests for detection of fraud or human error in numerical data are
based on goodness-of-ﬁt of least signiﬁcant (or ﬁnal) digits to uniform, the idea being
that in true data the least signiﬁcant digits are uniform, but in fabricated data, which
may reﬂect individual preferences for particular digits or strings of digits, the least
signiﬁcant digits are not uniform. In classical tests of this type, the underlying true
distribution of least signiﬁcant digits of data is simply assumed to be uniform (e.g.,
[15, p. 572, 14, p. 66]); the next corollary gives a theoretical basis for the assumption
of uniformity of ﬁnal digits in true data.
Corollary 4.4 (Least-significant-digit law). If X has a density, then the significant
digits base b of X, SðbÞn ðX Þ, are asymptotically independent and uniformly distributed on
f0; 1; . . . ; b  1g for all integers b41.
The next proposition generalizes the conclusion of Proposition 2.9 to strongly d.r.
distributions.
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(equivalently strongly significant-digit-regular) whose Fourier coefficients do not vanish
at infinity.
Proof. Reﬁne the construction in Proposition 2.9 as follows. Let S be the set of
integers fmbn : m; b; n 2 N; mX1; bX2; nX2; bn4mg in Lemma 2.8. First, it will be
shown that there exist positive integers 12pn1on2o    satisfying
nt  2ðn1 þ n2 þ    þ nt1ÞX4t; t 2 N (4.3a)
and
½nt  2ðn1 þ    þ nt1Þ; nt þ 2ðn1 þ    þ nt1Þ \ ðS [ f0gÞ ¼ ;; t 2 N
(4.3b)
(where void sums are taken to be zero). To see (4.3a)–(4.3b), ﬁrst note that by
Lemma 2.8, S has density zero, so for each t 2 N there exists a sequence of integers
12pyt;1oyt;2o    satisfying
½yt;j  2t; yt;j þ 2t \ ðS [ f0gÞ ¼ ; for all j 2 N. (4.4)
Deﬁne the sequence ðntÞ recursively as follows. Let n1 ¼ y1;1, and note that, by (4.4),
(4.3b) holds for t ¼ 1. For each t 2 N, choose kt 2 N so large that ntþ1 :¼ yn1þþnt;kt
satisﬁes
ntþ1X4nt and ntþ1X3  4tþ1
(Note that n1X12.) Then (4.4) implies (4.3b), and for each t 2 N, nt  2ðn1 þ    þ
nt1Þ¼ntð12ðn1=nt þ    þ nt1=ntÞÞXntð12ðð14Þt1þ    þ14ÞÞXntð1 2
P1
j¼1ð14 ÞjÞ ¼
1
3
ntX4
t, which proves (4.3a).
Deﬁne the Riesz products ðpkÞ and m as in Proposition 2.9, with the ðnjÞ as deﬁned
above. SinceZ d
c
expð2piatÞdt
  ¼ 12pia ðexpð2piadÞ  expð2piacÞÞ
 
o 1jaj for all 0pcpd; jaj40,
it follows from the deﬁnition of the ðpkÞ that
Z d
c
expð2pimbntÞpkðtÞdt
 p 1mbn þXk
j¼1
ðSðþÞk;j þ SðÞk;j Þ, (4.5)
where SðþÞk;j is a sum of 2
j1 k
j
 
terms of the form
1
2j
1
jmbn þ nij  nij1      ni1 j
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j1 k
j
 
terms of the form
1
2j
1
jmbn  nij  nij1      ni1 j
,
where 1pi1oi2o   oijpk. (Note that SðþÞk;j and SðÞk;j also depend on m, b, and n.)
For the rest of the proof ﬁx mX1 and bX2. Let nX2 be such that bn4m and
mbnXn2, and let u ¼ uðm; b; nÞ be given by nupmbnonuþ1. Since mbn 2 S, it follows
from (4.3b) that
nu þ 2ðn1 þ    þ nu1Þombnonuþ1  2ðn1 þ    þ nuÞ. (4.6)
Letting ij ¼ t, it follows that jptpk, and by (4.3a) and (4.6),
mbn þ nij  nij1      ni1Xmbn þ nt  ðn1 þ    þ nt1Þ
4nu þ 2ðn1 þ    þ nu1Þ þ nt  ðn1 þ    þ nt1Þ
X4u þ 4t.
Therefore,
SðþÞk;j p
1
2j
Xk
t¼j
t  1
j  1
 
2j1
4u þ 4t .
[Note that given ij ¼ t there are t1j1
 
sequences of the form 1pi1oi2o   o
ij1pt  1, and each integer ni1 ; . . . ; nij1 can have the coefﬁcient 1 (2j1
possibilities).] This impliesXk
j¼1
SðþÞk;j p
Xk
j¼1
1
2j
Xk
t¼j
t  1
j  1
 
2j1
1
4u þ 4t
¼ 1
2
Xk
t¼1
1
4u þ 4t
Xt
j¼1
t  1
j  1
 
which impliesXk
j¼1
SðþÞk;j o
Xk
t¼1
2t
4u þ 4t . (4.7)
Furthermore, for 1ptpu, by (4.6) and (4.3a),
mbn  nij  nij1      ni1Xmbn  nt  ðn1 þ    þ nt1Þ
4nu þ 2ðn1 þ    þ nu1Þ  ðn1 þ    þ ntÞ
Xn1 þ    þ nu1X4u1X18 ð4u þ 4tÞ.
For t ¼ u þ 1, (4.6) and (4.3a) imply that
nij  nij1      ni1  mbnXnuþ1  ðn1 þ    þ nuÞ  nuþ1 þ 2ðn1 þ    þ nuÞ
¼ n1 þ    þ nuX4u418 ð4u þ 4tÞ.
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nij  nij1      ni1  mbnXnt  ðn1 þ    þ nt1Þ  nuþ1 þ 2ðn1 þ    þ nuÞ
Xnt  ðn1 þ    þ nt1Þ  nt1
4nt  2ðn1 þ    þ nt1Þ
X4t41
2
ð4u þ 4tÞ.
This implies, for kXu þ 2,Xk
j¼1
SðÞk;j p4
Xk
j¼1
Xk
t¼j
t  1
j  1
 
1
4u þ 4t
¼ 4
Xk
t¼1
1
4u þ 4t
Xt
j¼1
t  1
j  1
 
¼ 4
Xk
t¼1
2t1
4u þ 4t
¼ 2
Xk
t¼1
2t
4u þ 4t .
By (4.5) and (4.7) this yields, for 0pcpdp1,Z d
c
expð2pimbnsÞpkðsÞds
 p 1nu þ 3X
k
j¼1
2j
4u þ 4j ; kXu þ 2. (4.8)
By symmetry, (4.8) also holds for integers mp 1, bX2 and nX2 such that bn4jmj,
jmjbnXn2 and uX2 satisfy nupjmjbnonuþ1. Since (as shown in the proof of
Proposition 2.9) the limiting measure m satisﬁes fmðmbnÞ ¼ 0 for ma0, and nX2 such
that bn4jmj, by Theorem 2.5 and Proposition 2.2 this implies that m is continuous.
Letting the random variable X k have distribution Pk, and X1 have distribution m,
since the set of discontinuities of the function t 7! I ½c;dðtÞ  expð2pimbntÞ has
m-measure zero for all 0pcpdp1, it follows (cf. [1, Theorem 25.7]) that
I ½c;dðX kj Þ expð2pimbnX kj Þ ! I ½c;dðX1Þ expð2pimbnX1Þ weakly as j !1.
Since those functions are uniformly bounded, this implies that
E½I ½c;dðX kj Þ expð2pimbnX kj  ! E½I ½c;dðX1Þ expð2pimbnX1Þ as j !1,
so by (4.8),Z 1
0
I ½c;dðsÞ expð2pimbnsÞdmðsÞ
 p 1nu þ 3X
1
j¼1
2j
4u þ 4j .
(Note that n !1 implies u !1.) Therefore
limn!1
Z 1
0
I ½c;dðsÞ expð2pimbnsÞdmðsÞ ¼ 0
for all ma0 and bX2. Hence a random variable X1 with law m is strongly d.r.
(and also strongly s.d.r.), but as in Proposition 2.9, it is easily seen that
lim supn!1jfmðnÞjX 12. &
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hd1; . . . ; dmib :¼
Xm
k¼1
dkb
k.
Lemma 4.6. Let X be a random variable with density f such that 0pXo1. Then for all
b 2 N, bX2 and ðd1; . . . ; dkÞ 2 JbðkÞ,(i) PðDðbÞj ðX Þ ¼ dj ; 1pjpkÞ ¼
R hd1;...;dkibþbk
hd1;...;dkib f ðxÞdx
and for all n 2 N,
(ii) PðDðbÞnþjðX Þ ¼ dj ; 1pjpkÞ ¼
P
ða1;...;anÞ2J ðnÞ
R ha1;...;an;d1;...;dkibþbðnþkÞ
ha1;...;an;d1;...;dkib f ðxÞdx:b
Proof. Immediate from the deﬁnitions of DðbÞn , hd1; . . . ; dkib, and ha1; . . . ; an,
d1; . . . ; dkib. &
Theorem 4.7. Let X be a random variable such that 0pXo1.(a) Suppose that X has density f 2 C1, and jf 0ðtÞjpL for all t 2 ½0; 1. Then for all
j; k; b 2 N, bX2, nX0 and all dj , ~dj 2 f0; 1; . . . ; b  1g satisfying (3.5),
(i) jPðDðbÞnþjðX Þ ¼ dj ; 1pjpkÞ  PðDðbÞnþjðX Þ ¼ edj ; 1pjpkÞjpLbðnþ2kÞ;
(ii) jPðDðbÞnþjðX Þ ¼ dj ; 1pjpkÞ  bkjpð3L=2Þ bðnþkÞ; and
(iii) jPðDðbÞk ðX Þ ¼ d1; DðbÞi ðX Þ ¼ d2Þ  b2jpð3L=2Þ bðkþ1Þ, 1pkoi.(b) Conversely, suppose that there exists some base bX2 and a constant K such that for
all integers jX1, kX1 and nX0,
(iv) jPðDðbÞnþjðX Þ ¼ dj ; 1pjpkÞ  bkjpKbðnþkÞ.
Then X is absolutely continuous with bounded density f.Proof. (a) ‘‘(i)’’ Note that in case n 2 N
jPðDðbÞnþjðX Þ ¼ dj ; 1pjpkÞ  PðDðbÞnþjðX Þ ¼ edj ; 1pjpkÞj
p
X
ða1;...;anÞ2JbðnÞ
Z ha1;...;an;d1;...;dkibþbðnþkÞ
ha1;...;an;d1;...;dkib
jf ðxÞ  f ðx þ bðnþkÞÞjdx
pLbðnþ2kÞ,
where the ﬁrst inequality follows from Lemma 4.6(ii), and the second since jf 0ðtÞjpL.
‘‘(ii)’’ Fix any integer nX0 and let pn;1; . . . ;pn;bk denote the probabilities
PðDðbÞnþjðX Þ ¼ dj ; 1pjpkÞ in lexicographic order on ðd1; . . . ; dkÞ; i.e., pn;1 ¼
PðDðbÞnþjðX Þ ¼ 0; 1pjpkÞ;pn;2 ¼ PððDðbÞnþ1ðX Þ; DðbÞnþ2ðX Þ; . . . ; DðbÞnþkðX ÞÞ ¼ ð0; . . . ; 0; 1ÞÞ,
etc. Then (ii) is equivalent to
jpn;i  bkjp
3L
2
bðnþkÞ for all i ¼ 1; . . . ; bk.
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1 bkpn;bk ¼
Xbk1
i¼1
iðpn;i  pn;iþ1Þ
(note that pn;1 þ    þ pn;bk ¼ 1) it follows from (i) that
jbk  pn;bk jpbk
Xbk1
i¼1
ijpn;i  pn;iþ1j
pbk
Xbk1
i¼1
iLbðnþ2kÞ ¼ L
2
bðnþ3kÞbkðbk  1Þ
¼ L
2
ðbk  1Þbðnþ2kÞ.
By (i), this implies
jbk  pn;bk1jpjbk  pn;bk j þ jpn;bk  pn;bk1j
pL
2
ðbk  1Þbðnþ2kÞ þ Lbðnþ2kÞ ¼ L
2
bðnþ2kÞðbk  1þ 2Þ
and it follows by induction that for 0pjpbk  1,
jpn;bkj  bkjp
L
2
ðbk  1þ 2jÞbðnþ2kÞo 3L
2
bðnþkÞ.
‘‘(iii)’’ If i ¼ k þ 1, (iii) follows immediately from (ii). If iXk þ 2, then (writing
dikþ1 instead of d2),
jPðDðbÞk ðX Þ ¼ d1; DðbÞi ðX Þ ¼ dikþ1Þ  b2j
¼
X
ðd2;...;dikÞ2Jbðik1Þ
PðDðbÞk ðX Þ ¼ d1; DðbÞkþ1ðX Þ ¼ d2; . . . ;

D
ðbÞ
i ðX Þ ¼ dikþ1Þ  b2

p
X
ðd2;...;dikÞ2Jbðik1Þ
jPðDðbÞk ðX Þ ¼ d1; DðbÞkþ1ðX Þ ¼ d2; . . . ,
D
ðbÞ
i ðX Þ ¼ dikþ1Þ  bðikþ1Þj
p 3L
2
bik1bi ¼ 3L
2
bðkþ1Þ: This proves (a).(b) Fix the base b as in (iv). For n 2 N, let Pn denote the partition of ½0; 1Þ consisting
of the bn sets fx 2 ½0; 1Þ : DðbÞj ðxÞ ¼ dj ; 1pjpng for all ðd1; . . . ; dnÞ 2 JbðnÞ, and let
Fn denote the s-algebra sðPnÞ generated by Pn. Note that
s
[1
n¼1
Fn
 !
¼ Bð½0; 1ÞÞ, (4.9)
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denote Lebesgue measure on ½0; 1Þ, so lðAÞ ¼ bn for all A 2 Pn. Let ðY nÞn2N be
random variables on ½0; 1Þ deﬁned by
Y n ¼
X
A2Pn
mðAÞ
lðAÞ IA
¼ bn
X
ðd1;...;dnÞ2JbðnÞ
PðDðbÞj ðX Þ ¼ dj ; 1pjpnÞI fDðbÞ
j
¼dj ;1pjpng.
It is easily seen that ðY nÞ is an ðFnÞ-martingale satisfying
R 1
0 Y n dl ¼ 1 for all
n 2 N (cf. [4, Chapter V, No. 6]). By (iv), 0pY npK þ 1 for all n 2 N, so the
martingale convergence theorem implies the existence of a random variable
Y1 2 L1½0; 1Þ such that Y n ! Y1 l-almost surely. Since the ðY nÞ are uniformly
bounded, the bounded convergence theorem implies that
R
Y1 dl ¼ 1. Finally,
it follows from (4.9) that Y1 is a bounded density of X (cf. [4, Chapter V,
No. 56]). &For i 2 N, let I i ¼ I iðb; d; X Þ ¼ I fDðbÞ
i
ðX Þ¼dg, and
eI i ¼ I i  EðI iÞ.
Corollary 4.8. Suppose X has density f 2 C1. If 0pXo1 and jf 0ðtÞjpL for all
t 2 ½0; 1, then for any integer d, 0pdob,(i) jEðI iÞ  b1jpð3L=2Þ bi, iX1;
(ii) jEðI iI jÞ  b2jpð3L=2Þ bðiþ1Þ, 1pioj; and
(iii) jEðeI ieI jÞjpð9LðL þ 2Þ=4Þ bðiþ1Þ, 1pipj.
Proof. Conclusions (i) and (ii) follow immediately from Theorem 4.7(ii) and (iii),
respectively. For (iii), note that
jEðeI ieI jÞj ¼ EðI iI jÞ  EðI iÞEðI jÞj
pjEðI iI jÞ  b2j þ jb2  ðEðI iÞ  b1 þ b1ÞðEðI jÞ  b1 þ b1Þj
p 3L
2
bðiþ1Þ þ jEðI iÞ  b1jjEðI jÞ  b1j þ b1jEðI iÞ  b1j
þ b1jEðI jÞ  b1j
p 3L
2
bðiþ1Þ þ 3L
2
bi  3L
2
bj þ b1 3L
2
bi þ b1  3L
2
bj
p 3L
2
þ 9L
2
4
þ 3L
2
þ 3L
2
 
bðiþ1Þ: &
Theorem 4.9. Fix b 2 Nnf1g, and let X be a random variable with 0pXo1 such that,
for any integer 0pdob, EðInÞ ! b1 as n !1, and jEðeI ieI jÞj ¼ Oðbðiþ1ÞÞ, 1pipj.
Then X is a.s. simply normal base b.
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1
n
Xn
i¼1
I i !
1
b
a.s.
is equivalent to
1
m2
Xm2
i¼1
I i !
1
b
a.s. (4.10)
[since I iX0 implies that for m2pkoðm þ 1Þ2,
m2
ðm þ 1Þ2
1
m2
Xm2
i¼1
I ip
1
k
Xk
i¼1
I ip
ðm þ 1Þ2
m2
1
ðm þ 1Þ2
Xðmþ1Þ2
i¼1
I i,
and m
2
ðmþ1Þ2 ! 1,
ðmþ1Þ2
m2
! 1 as m !1].
Since EðInÞ ! b1, (4.10) is equivalent to
1
n2
Xn2
i¼1
eI i ! 0 a.s. (4.11)
By the Borel–Cantelli Lemma, to show (4.3) it sufﬁces to show that for all 40,
X1
n¼1
P n2
Xn2
i¼1
eI i

4
 !
o1. (4.12)
By Tschebyschev’s inequality, the left-hand side in (4.12) satisﬁes
X1
n¼1
P n2
Xn2
i¼1
eI i

4
 !
p
X1
n¼1
2n4 Var
Xn2
i¼1
eI i
" #
¼
X1
n¼1
2n4E
Xn2
i¼1
Xn2
j¼1
eI ieI j
" #
.
Hence, it sufﬁces to show that
X1
n¼1
n4
Xn2
i¼1
Xn2
j¼1
EðeI ieI jÞ
 !
o1. (4.13)
Since jeI ij ¼ jI i  EðI iÞjp2,
X1
n¼1
n4
Xn2
i¼1
EðeI2i ÞpX1
n¼1
4n2n4o1.
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1piojpn2
jEðeI ieI jÞj ¼ Xn21
i¼1
Xn2
j¼iþ1
jEðeI ieI jÞj
p
Xn21
i¼1
cðn2  iÞbðiþ1Þpcn2
X1
i¼1
bðiþ1Þ
¼ cn2b2ð1 b1Þ1 ¼ cn2b1ðb  1Þ1pcn2
for some c40, where the ﬁrst inequality follows by the hypothesis that
jEðeI ieI jÞj ¼ Oðbðiþ1ÞÞ. This establishes (4.11). &
Remark. It follows from Corollary 4.8 and Theorem 4.9 that if 0pXo1 has density
f 2 C1, then X is a.s. simply normal base b for all b41; this is a very special case of
the fact [2] that every random variable with density is a.s. normal.Acknowledgements
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