In the analysis of non-monotone missing data patterns in multinomial distributions for contingency tables, it is known that explicit MLEs of the unknown parameters cannot be obtained. Iterative procedures such as the EM-algorithm are therefore required to obtain the MLEs. These iterative procedures, however, may o er several potential di culties. Andersson and Perlman (1993) introduced lattice conditional independence (LCI) models for multivariate normal distributions, which can be applied to the analysis of non-monotone missing observations in continuous data (Andersson and Perlman, 1991) . In this paper, we consider LCI models for categorical data and show that LCI models may also be applied to the analysis of categorical data with non-monotone missing data patterns. Under a parsimonious set of LCI assumptions naturally determined by the observed data pattern, the likelihood function for the observed data can be factored as in the monotone case and explicit MLEs can be obtained for the unknown parameters. Furthermore, the LCI assumptions can be tested by explicit likelihood ratio tests.
Introduction
Missing observations in categorical data occurfrequently in practice. The literature has been concerned with the estimation of the parameters in contingency tables with missing data (Chen and Fienberg, 1974 Hocking and Oxspring, 1974 Fuchs, 1982 Little and Rubin, 1987 . It is known that, for monotone missing data, explicit (or closed-form) MLEs can beobtained by factoring the likelihoodofthe observed data into a product of likelihoods with distinct parameters (Rubin, 1974 Little and Rubin, 1987) . For non-monotone missing data, however, such factorization is generally impossible, so iterative procedures such as the EM-algorithm are required to obtain the MLEs (Fuchs, 1982 Little and Rubin, 1987) . The EM algorithm may o e r potential di culties (discussed later in this section). In this paper, we will show that, under a minimal set of lattice conditional independence (LCI) restrictions, the likelihood functions for non-monotone missing data factors again as in the monotone case. Thus explicit MLEs for non-monotone missing data can also be obtained. Furthermore, the LCI assumptions can betested by likelihood ratio (LR) tests.
Before describing the general approach, we rst consider a simple example that illustrates the basic points. Let (X 1 X 2 X 3 ) becategorical variables. Suppose that, for a sample of size n, e a c h observation is classi ed according to the three categories. This classi cation then yields a single 3-way contingency table if the data are complete (i.e., if each observation is fully observed) (Figure 1.1 (a)). Frequently in practice, however, some observations can only be partially classi ed because the values of one or more variables may b e missing. Thus the observed data patterns may assume forms such as those in Figure 1 .1 (b) and (c). After permuting columns and combining identical columns, the observed data patterns in Figure 1 .1 can be represented as S a = f123g S b = f1 12 123g and S c = f12 13 123g respectively. Each pattern is speci ed by the class of subsets of indices determined by its columns. We call S a S b , and S c the observed data patterns.
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 complete monotone non-monotone (a) (b) (c) Figure 1 .1. In each column, a`1 ' (or`2', or`3') indicates that the rst (or second, or third) component of that column vector x i is observed, while a blank indicates a missing observation.
The missing data pattern in Figure 1 .1 (b) is called monotone or nested. In general, statistical inference for a monotone missing data pattern is relatively simple, since the likelihood function for the observed data can be factored as a product of conditional likelihood functions with distinct parameters in the sense of Rubin (1974) . MLEs of these distinct parameters can beobtained explicitly by standard (complete data) methods. Explicit MLEs of the original parameters can then bereconstructed (Rubin, 1974 Fuchs, 1982 Little and Rubin, 1987 .
For high dimensional contingency tables, however, the vast majority of missing data patterns are non-monotone, such as that in Figure 1 .1 (c). In this case, the likelihood function cannot be factored simply as in the monotone case or the parameters are not distinct even if the likelihood function factors. Thus explicit MLEs of the parameters cannot beobtained (Fuchs, 1982 Little and Rubin, 1987, p.181) . In practice, common approaches to this problem are: (i) the EM algorithm (Dempster et al, 1977) , which is an iterative algorithm (ii) delete all incomplete observations (complete-data method), or delete partial observations in order to obtain a monotone pattern. However, the EM algorithm may not converge to a unique solution, or the resulting estimates may depend upon the initial values, or its rate of convergence may bevery slow (Murray, 1977 Fuchs, 1982 Diebolt, 1997 Smith, 1997 . Estimates obtained by deleting observations usually su er from reduced e ciency, especially when many observations need to be discarded. Andersson and Perlman (1993) introduced lattice conditional independence (LCI) models for multivariate normal distributions, which can be applied to the analysis of non-monotone missing data problems (Andersson and Perlman, 1991) . They show that every non-monotone observed data pattern naturally determines a set of LCI restrictions. Under these LCI restrictions, the desirable properties of the monotone case are retained. In particular, the MLEs of the parameters can be obtained explicitly under the LCI assumptions. Furthermore, the LCI assumptions can be tested by explicit likelihood ratio tests . In the present paper, we s h o w that LCI models may also be applied to the analysis of categorical data with non-monotone missing data patterns.
As an example, consider an i.i.d. sample with the observed data pattern S = f12 13 123g (see Figure 1 .1 (c)). Observations that are completely observed can befully classi ed and yield a 3-way contingency table, while observations with only the rst two categories observed, or only the rst and the third category observed, can only be partially classi ed and thus yield 2-way supplemental subtables. Let (x 1 x 2 x 3 ) denote a cell in the 3-way table, and let (x 1 x 2 ) o r ( x 1 x 3 ) denote cells in the 2-way supplemental tables. Let p(x 1 x 2 x 3 ) bethe cell probability in the 3-way full ( complete-data) table, p(x 1 x 2 ) a n d p(x 1 x 3 ) the cell probabilities in the 2-way supplemental subtables, p(x 1 ) the cell probability in the 1-way marginal table, and p(x 2 jx 1 ) the conditional probability. Note the di erence between the supplemental and marginal tables: a supplemental table is obtained from partially observed data, while a marginal table is obtained from the full (complete-data) table by collapsing categories. We assume that the missing data are missing at random in the sense of Rubin (1976) , and that the sampling scheme is multinomial, although our results are also applicable under the Poisson or product-multinomial sampling schemes. We denote a random variable by X, a n d its observed value by x.
If we assume that X 2 ?X 3 j X 1 (the LCI restriction determined by S), i.e., X 2 and X 3 are conditionally independent given X 1 , then p(x 2 x 3 jx 1 ) = p(x 2 jx 1 )p(x 3 jx 1 ):
Here the likelihood function for the observed data pattern S can befactored in the following form (beginning with the two supplemental tables):
It can be shown that the marginal and conditional parameters p(x 1 ) p (x 2 jx 1 ), and p(x 3 jx 1 ) in (1) are distinct ( variation-independent) in the sense of Rubin (1974) .
Thus the likelihood function for the observed data can be maximized by maximizing each factor in the last expression of (1) separately. The MLEs of the unconstrained parameters p(x 1 ) p (x 2 jx 1 ), and p(x 3 jx 1 ) can be obtained explicitly by standard complete data methods (see, e.g., Agresti, 1990) . Then explicit MLEs of the original (constrained) parameter p(x 1 x 2 x 3 ) can bereconstructed (see Section 3). We shall call the parameters (p(x 1 ) p (x 2 jx 1 ) p (x 3 jx 1 )) the K-parameters, where K is the lattice generated from the observed data pattern S (see De nition 2.2).
Rubin (1974) gave a factorization of the likelihood function similar to (1) for the observed data pattern S 0 = f12 13g. Essentially, h e noted that if it is assumed that X 2 ?X 3 jX 1 , t h e n t h e l i k elihood function for the observed data can be factored into a product of likelihood functions with distinct parameters. Earlier, for multivariate normal data with non-monotone missing observations, Lord (1955) and Anderson (1957) also considered the observed data pattern S 0 and suggested a possible factorization of the likelihood similar to (1), but they did not relate the factorization to a conditional independence assumption. Geng (1988) considered hierarchical log-linear models for a multidimensional contingency table with missing data. He showed that for special missing data patterns, the estimation problems can be reduced to those for a collection of lower-dimensional tables. The reduction depends on both the missing data pattern and the log-linear model. In terms of graphical models, this reduction is achieved by assuming that the graph is decomposable and that the form of the observed data pattern allows a factorization of the likelihood function into a product of likelihood functions for lower dimensional tables (Geng et al, 1997 Lauritzen, 1996 . However, such a reduction is not possible for all missing data patterns. Furthermore, even when such reduction is possible, an iterative algorithm still may b e required to obtain the MLEs, since the factors may not correspond to saturated models. Geng et al (1996, 1997) proposed a partial imputation method when the observed data pattern does not allow s u c h a reduction.
In this paper, we present a general approach to the non-monotone missing data problem using LCI models. We will show that every observed data pattern naturally determines a lattice which in turn determines a minimal set of LCI restrictions. If we impose these LCI restrictions on the saturated model, the likelihood function can be factored as in the monotone case and explicit MLEs of the parameters can be obtained. We shall argue that in some cases such LCI assumptions may be reasonable in practice, or alternatively, that these LCI assumptions can be tested by the likelihood ratio test derived in Section 4. If the LCI model appears too restrictive, we may obtain less restrictive LCI models by deleting additional parts of the data.
Notation
In practice, the cell probabilities and cell counts in a contingency table are usually denoted by subscripts. For example, the cell probabilities and cell counts in a three-way table are usually denoted by (p ijk ) and (n ijk ) respectively. This notation is, however, inconvenient when dealing with the general case (especially for highdimensional tables) and is impractical for the theoretical developments. Therefore, we will use an alternative notation in this paper for theoretical development. For example, the cells, the cell probabilities, and the cell counts in a three-way table will bedenoted simply by x p(x) and n(x), respectively, with x := (x 1 x 2 x 3 ): For the speci c tables in Section 6, we return to the conventional notation since the general notation just described perform less elegantly in these situations.
Outline of the Paper
In Section 2, we introduce the general theory of LCI models for complete categorical data and de ne the K-parameters for a general lattice K. Under the LCI assumptions, we show t h a t t h e likelihood function for complete data can be factored into a product of conditional likelihood functions involving distinct K-parameters.
Each of these conditional likelihood functions has the form of the likelihood function for a saturated model for a table of lower dimensions. Thus the MLEs of the original parameters can be derived explicitly under the LCI model. In Section 3, the minimal LCI model determined by an arbitrary missing data pattern is de ned and analyzed. The likelihood ratio (LR) test for testing the LCI assumptions based on monotone data is derived in Section 4. In Section 5, we discuss some related issues in detail. In Section 6 we present several examples to illustrate the general theory and apply our method to a real data set.
LCI Models for Complete Categorical Data

LCI Models | The General Case
Consider a multivariate statistical model that consists of a family of probability d i stributions P de ned on a product space X := (X i j i 2 I), where I is a nite index set and each X i is a measurable space (either discrete or continuous). For any subset K I, de ne X K := (X i j i 2 K). For x := (x i j i 2 I) 2 X, de ne x K := (x i j i 2 K) 2 X K to becoordinate projection of x onto X K . Let K bea ring of subsets (hence a distributive lattice) of the index set I, that is, K is closed under nite unions and intersections. We shall always assume that I 2 K .
De nition 2.1. The LCI model determined by a lattice K is the set of all probability distributions P on X such that for X P 2 P,
that is, X L and X M are conditionally independent given X L\M under P. To characterize LCI models in terms of probability densities, we rst introduce the following basic lattice-theoretic concepts (see Andersson and Perlman, 1993) 
Then J(K) is a partially ordered set (poset) under the inclusion ordering and is called the set of join-irreducible elements of K ( see, for example, Davey and Priestley, 1990) . Note that K = K] _ < K > ( _ denotes \disjoint" union) and J(K) is uniquely
i.e., K can also be determined by J(K) (see Proposition 2.1 of Andersson and Perlman, 1993) . In particular,
so for each x 2 X we h a ve
Andersson et al (1995, 1997) give the following characterization of LCI models:
Proposition 2.1. (Andersson et al, , 1997 . Suppose that the distribution P on X is absolutely continuous with respect to the product measure on X. L e t f be the density function. Then the following three conditions are equivalent:
(i) P is a memberofthe LCI model determined by K (ii) For almost every x 2 X,
2.2 LCI Models for an I-way Contingency Table
We denote an I-way contingency table by C := (J i ji 2 I), where I indexes a nite set of categories and J i is the set of levels in the i-th category. Denote the family of positive probability distributions on C by P(I):
.
Here the assumption that p(x) > 0 for all x 2 C insures the existence of all the conditional probabilities and of the MLE of P, which will be derived later. Note that P(I) is the saturated model for the contingency table C, i.e., no restrictions are imposed on P(I) except that the cell probabilities are positive and sum to 1. For any cell x (x i ji 2 I) 2 C and any subset K I, let x K := (x i ji 2 K) denote the coordinate projection of x onto the K-way marginal table C K := (J i ji 2 K): For any P 2 P(I) and any K I, the marginal probability distribution
Suppose that X P 2 P(I). As in Section 2.1, let K be a ring (lattice) of subsets of I. For each K 2 J(K), the conditional probability distribution of X K] given X <K> = x <K> is given by
De nition 2.2. For P 2 P(I), the family of conditional probabilities
Let P(K) denote the subfamily of P(I) obtained by imposing the LCI constraints (2) on the saturated model P(I). Then P(K) is called the LCI model for the I-way contingency table C. Note that P(I) = P(f Ig). Proposition 2.1 can beapplied to the distributions P 2 P(I) to obtain the following result.
Proposition 2.2. For P 2 P(I) the following three conditions are equivalent:
Thus, under P(K), (7) states that each cell probability can be factored as a product of its K{parameters. The following result shows that the correspondence between P 2 P(K) and its K{parameters is one-to-one, so the K{parameters uniquely determine P under the LCI model. Proposition 2.3. (Factorization of the parameter space). The mapping
is bijective.
Proof:
The injectivity of is immediate from (7). We must show that is surjective. For any ; ;
To p r o ve this claim, we rst show thatP 2 P(I), i.e.,P is a positive probability distribution on C. Clearly,p(x) > 0 for each x 2 C. Let K 1 K q be a neverdecreasing listing of the elements in J(K), i.e., i < j ) K j 6 K i , so i < j implies
henceP 2 P(I). To see that in factP 2 P(K) note that for each K 2 J(K) and x K 2 C K , b y t h e construction ofp(x) in (8) and by (3), we havẽ
Combining (8) and (9), we havẽ
so by Proposition 2.2, it follows thatP 2 P(K): 2
Factorization of the Likelihood Function and the Explicit MLEs under the LCI Model P(K)
. Let x 1 x 2 x n be an i.i.d. sample from C, where each x j (x j i ji 2 I) 2 C.
Suppose that each observation x j is fully observed, so that it can be completely classied according to the I categories. This sample then yields a single I-way c o n tingency 
where 1 x (x j ) = 1 if x j = x and 1 x (x j ) = 0 if x j 6 = x. The observed count in cell x K in the K-way marginal table C K is then given by
The joint likelihood function for a m ultinomial model can be written as follows:
It is well known that, under the saturated model P(I), when all n(x) > 0 the MLE of p(x) exists and is given byp
Under the LCI model P 2 P(K), by Proposition 2.2, the likelihood function can befactored as follows:
where
Note that for xed K and x <K> , K x <K> (P 
and the restrictions (15) are independent for each K 2 J(K). Thus under the LCI model P(K), the likelihood function K (P ) is a product of the likelihood functions for distinct saturated models P( K]) K 2 J(K), whose cell probabilities are the Kparameters p(x K] jx <K> ): Therefore, K (P ) can be maximized by maximizing each of the factors K x <K> ( ) separately, s o b y ( 12) the MLEs of these K-parameters are given byp
provided that each n(x K ) > 0. Note that n(x ) = n. Finally, by (7), Proposition 2.3, and (16), the explicit MLE of the original parameter p(x) is given byp
x 2 C : (17) under the LCI model P(K). Furthermore, the maximum value of the likelihood function K (P ) under P(K) is given by
Remark. The results in this section can beshown to agree with those presented in Lauritzen (1996) , where the explicit MLE for a recursive graphical model is derived.
In Section 5, we will brie y discuss the relation between LCI models and graphical models. For each j 2 N, let K j I bethe subset of I such that the K j {subvector of x j is observed while the I n K j {subvector of x j is missing. It is assumed that K j 6 = and (K j jj 2 N) = I, i.e., no column of the data matrix y is completely missing and every category in I is observed at least once. Let D(I) denote the set of all subsets of I. The observed data pattern S is called monotone if S is totally ordered under set inclusion, otherwise S is called non-monotone. As noted in Section 1, statistical inference for a monotone observed data pattern is relative simple | the joint likelihood function can befactored as a product of conditional likelihood functions for distinct parameters. To obtain a similar factorization of the likelihood function for a non-monotone pattern S, we impose a parsimonious set of LCI constraints determined by S as follows: First, every observed data pattern S uniquely determines a lattice (ring) K K(S) de ned to bethe smallest subring of D(I) that contains S and , i.e., K is generated from S and by the set operations and \. Then, the LCI model determined by the observed data pattern S is de ned to bethesubmodel P(K(S)) P(K). In other words, the LCI model P(K) is obtained by imposing the LCI restrictions (2) on the saturated model P(I).
Factorization of the Likelihood Function for Non-Monotone Data
We now factorize the likelihood function (P ) Under the assumption that the missing data are missing at random, the missing data mechanism can be ignored when making likelihood inference (Rubin, 1976) . 
where L (P ) is the likelihood function for the L-way supplemental table.
For any K L and L I, w e de ne
If we n o w impose the LCI restrictions (2) on the saturated model, i.e., assume that the LCI model P(K) holds, then by Proposition 2.2 (iii) and (21), the likelihood function K (P ) for the observed data can be factored as follows:
3.3 Explicit MLEs under the LCI Model P(K) with NonMonotone Data 
that is, (29) is the explicit MLE under the LCI model P(K) determined by the observed data pattern S. The maximum value of the likelihood function K (P ) under P(K) is given by 
For example, consider K = f 1 12 13 123g. F or K = 1 2 2 J(K), we h a ve < K >= 1 and n ++ (x 12 ) = n 12 (x 1 )+n 123 (x 1 ), while n + (x 1 ) = n 1 (x 1 )+n 12 (x 1 )+n 13 (x 1 )+n 123 (x 1 ): Remark 3.3. After determining the observed data pattern S it is necessary to determine the poset J(K) of join-irreducible elements of the lattice K generated from S. Steel and Wood (1993) give an algorithm which can determine J(K) directly from S without rst generating K.
Testing LCI Models Based on Monotone Data
As shown in the previous sections, in the analysis of categorical data with a nonmonotone observed data pattern S, if the LCI restrictions determined by S are imposed, explicit MLEs can beobtained. It becomesimportant, therefore, to beable to test the appropriateness of the LCI model P(K) before imposing such constraints.
In other words, we should consider the following testing problem: H K : P 2 P(K) vs: H I : P 2 P(I) (31) or, more generally, H K : P 2 P(K) vs: H M : P 2 P(M) (32) where M is a proper subring of K, so P(K) P(M). Note that (31) is the special case of ( 32) where M = f Ig. In this section, we derive explicit LR statistics for (32) based on a sample with a monotone missing data pattern.
A w arning about notation is needed here. In general, since K and M are uniquely determined by J(K) and J(M) respectively, we have J(
Therefore, for example, the two elements < K > K and < K > M , which are members of J(K) and J(M) respectively, are not necessary the same, and quantities such as n + (x <K> ) a n d n + (x K ) depend not only on the set K (K I) but also on the lattice in which K is a member. Henceforth, to simplify the notation, the letter K will denote a memberofK, while the letter M will denote a memberofM. 
The proof is similar to the arguments presented in Sections 3.2 and 3.3. We replace K with L in the index set of the rst product in (21) and (23), then proceed as in Sections 3.2 and 3.3:
Hence, as in Section 3.3, the MLE of P under the LCI model P(K) based on the 
Thus the maximized value of the likelihood function under the LCI model P(K) is given by
Similarly, the maximized value of the likelihood function under the LCI model P(M)
is given by
Therefore, the LR statistic G The LR statistic for testing (31) based on completely observed data reduces to the following familiar form (see Lauritzen, 1996) (Neyman, 1949) .
Remark 4.2. The validity o f t h e 2 {approximations in the above propositions require that the distribution satis es certain regularity conditions (Bishop el al, 1975, p.509) .
Here, Proposition 2.3 and the assumption that p(x) > 0 for each x 2 C together imply that these regularity conditions hold. Remark 4.3. We h a ve derived an explicit LR test statistic for (32) based on observed data x 1 o x m o with a monotone pattern. More generally, it is also possible to obtain an explicit LR test statistic for (32) based on data with an observed data pattern S such that P(M) P(K(S)).
Discussion
The Applicability and E ciency of LCI Models For missing observations in categorical data with a non-monotone missing data pattern, we h a ve d e r i v ed explicit MLEs by imposing a minimal set of LCI restrictions on the saturated model. In some cases, such LCI assumptions may be reasonable due to the nature of the statistical experiment (Rubin, 1987, p.191) . In the log-linear formulation of the contingency table, conditional independences are equivalent to setting certain interaction terms to zero (see, e.g., Whittaker, 1990, p.207) , which m a y be reasonable in practice (Baker and Laird, 1988) . Furthermore, the LCI assumptions can be tested by likelihood ratio tests based on the complete data or a monotone subsample.
If the LCI restrictions determined by the missing data pattern are considered reasonable, e.g., if the LCI hypothesis is accepted by the LR test, then explicit MLEs can be obtained (under the LCI model) without recourse to iterative algorithms. Moreover, in this case the LCI estimates are expected to be more e cient than those obtained from the EM-algorithm or by restriction to the completely observed data vectors. For the case of continuous data, this has been con rmed by a Monte-Carlo study on the e ciency of LCI models (Perlman and Wu, 1997) . Furthermore, the explicit nature of the MLE may facilitate the study of its analytic properties, such a s its second moments.
In cases where the LCI restrictions determined by a missing data pattern seem too restrictive, we m a y discard partial observations in order to obtain a less restrictive LCI model. This may bedone in several ways. We may discard as few observations as possible such that the new LCI model determined by the resulting observed data pattern is accepted by the LR test (based on the original completely observed data vectors or on monotone data). In such a case, the resulting observed data pattern may still be non-monotone, so this approach is more general than that of obtaining a monotone pattern by discarding observations. Alternatively, the LCI model estimates may be used as starting values for the EM algorithm. Note that one of the commonly used starting values for the EM-algorithm is the complete-data estimate, which m a y be unsatisfactory in some situations (Fuchs, 1982 Little and Rubin, 1987, p. 189 also see the discussion at the end of our Example 6.7) and may n o t even beapplicable if none of the observations are fully observed.
LCI Models and Graphical Models
Andersson et al (1995, 1997) show that the class of LCI models coincides with the subclass of transitive acyclic directed graphical models. Speci cally, they show that P(K) = P(D) where P(D) is the Markov model determined by the transitive acyclic directed graph (ADG) D, with the following vertex set V and edge relation R:
For basic graphical model concepts, see Lauritzen (1996) and Andersson and Perlman (1997) .
Examples
In this section, several examples will be presented to illustrate the general theory developed in this paper. As we mentioned in Section 1, when working on concrete tables, the general notation used so far is not always convenient, so conventional notation will sometimes be used below. For instance, for a 3-way table with I = 123, we write (n ijk ) for the table of cell counts, and write (p ijk ) for the table of cell probabilities. For marginal counts we write for example n ij: = X k n ijk n :j: = X i X k n ijk and so on. We also write (n ij ) for the cell counts in the 2-way supplemental table obtained from the observations with only the rst two categories observed, and write (n ik ) for the cell counts in the 2-way supplemental table obtained from the observations with only the rst and the third categories observed, and so on.
Example 6.1. (Monotone observed data pattern). Let the observed data pattern S 1 = (K 1 K q ) besuch that K 1 K 2 K q = I :Then the lattice determined by S 1 is K 1 = S 1 f g (Figure 6 .1). The LCI condition (2) is trivially satis ed, so P(K) = P(I), i.e., no LCI restrictions are imposed on P. Here
and the K 1 {parameters are (p(x K i nK i;1 jx K i;1 ) j i = 1 q ), where K 0 = . The only observed data pattern that generates K 1 is S 1 . By (29), the MLE of P under the saturated model P(I) is given bŷ
where n + ( If I = 1 2 a n d S 1 = f1 12g, then the K 1 -parameters are (p jji p i j i = 1 jJ i j j = 1 jJ j j), and the MLE reduces tô p ij = n i + n i: n n ij n i: which agrees with (9.3) in Little and Rubin (1987, p.174) .
If I = 123 and S 1 = f1 12 123g, t h e n the K 1 -parameters are (p kjij p jji p i j i = 1 jJ i j j = 1 jJ j j k = 1 jJ k j), and the MLE becomeŝ p ijk = n i + n i: + n i:: n n ij + n ij: n i: + n i:: n ijk n ij: :
Example 6.2. (Independence of two blocks). Consider the observed data pattern S 2 = fL M Ig with L \ M = , L M = I. Then the lattice determined by S 2 is K 2 = f L M Ig (Figure 6 .2) and the LCI restriction is X L ?X M :
Here, J(K 2 ) = fL Mg, < L > =< M >= , and the K 2 {parameters are (
. Note that the pattern S 2 = fL Mg also generates K 2 . By (29), the MLE of P under the LCI model P(K 2 ) is given bŷ
where n If I = 123 and S 2 = f12, 3, 123g, then the K 2 -parameters are (p ij: p ::k j i = 1 jJ i j j = 1 jJ j j k = 1 jJ k j), and (40) becomeŝ p ijk = n ij + n ij: n :: + n ::: n k + n ::k n : + n ::: :
As an illustration, the LR statistic for testing the LCI assumption (X 1 X 2 )?X 3 against the saturated model, based on a completely observed sample (of size m), is given by Then, by (29), the MLE of P under the LCI model P(K 3 ) is given bŷ
where n ++ = P n ij + n ij: P j n ij + n i:: n ik + n i:k P k n ik + n i:: :
Rubin (1974) As an illustration, the LR statistic for testing the LCI restriction X 2 ?X 3 jX 1 against the saturated model, based on a completely observed sample, is given by 
By (29), the MLE of P 2 P(K 4 ) is given bŷ n ++ (x 1 ) n + (x 1 x 2 ) n ++ (x 1 x 2 ) n + (x 1 x 3 ) n ++ (x 1 x 3 ) n + (x 1 x 2 x 3 x 4 ) n ++ (x 1 x 2 x 3 x 4 ) n + (x 1 x 2 x 3 x 5 ) n ++ (x 1 x 2 x 3 x 5 ) :
Example 6.5. Rubin (1987, Table 5.6, p.190) Example 6.6. Rubin (1974, Example 6.7 (A real data example). We consider an example given in Bishop, Fienberg and Holland (1975) . The data gives information on the survival rate of 715 infants attending two clinics and the amount of care received by the mother, where the amount of care is classi ed as either \more" or \less". The data is presented in the following three-way contingency Each observation has three components, namely, X 1 = Clinic, X 2 = Care, X 3 = Survival. Suppose that the information on X 1 is always observed, but the information on X 2 or X 3 may bemissing. Then we have a non-monotone observed data pattern S 1 = f12 13 123g (or S 0 1 = f1 12 13 123g). The LCI restriction determined by S 1 (or S 0 1 ) is X 2 ?X 3 jX 1 (i.e., Care and Survival are independent given Clinic). We simulate this situation by randomly deleting the second or the third components in some observations. We do this twice: once to obtain 20% incomplete observations, and once to obtain 60% incomplete observations.
To s a ve space, here we only present detailed information for the sample with 60% incomplete observations. Table 6 .1 shows the fully and partially classi ed tables based on the sample with 60% incomplete observations, where n 123 jN 123 j n 12 jN 12 j, and n 13 j N 13 j are the numbersoffully and partially classi ed observations. Based on the monotone subsample with the observed data pattern L = f13 123g
(the largest monotone subsample), the LR test for testing the LCI model against the saturated model gives a p-value of 0.26, indicating that the LCI assumption may be reasonable for this data. Note that there are a few cells having small counts in the fully classi ed table (Table 6 .1 (a)), but the sample sizes n 123 and n 13 are large, so the LR test may still be considered reliable here, although it may be somewhat conservative (see, e.g., Agresti, 1990, p.246) . For the sample with 60% incomplete observations, the estimated cell probabilitieŝ p ijk based on the LCI model, the EM-algorithm and the complete-data method (CD) are presented in Table 6 .2. To measure the accuracy of each estimation procedure, we computed the sum of the scaled absolute deviations (SAD) between the estimated cell probabilitiesp ijk and the MLEsp ijk based on the original 715 complete observations, i.e., Table 6 .3 presents the SADs for the two samples with 20% and 60% incomplete observations. We see that, for both samples, the LCI model produces better estimates than the EM-algorithm and the complete-data method, especially when the missing data is extensive. For the sample with 60% incomplete observations, the LCI model o ers 84% and 85% improvement over the EM-algorithm and the complete-data method respectively. For the sample with 20% incomplete observations, the LCI model o ers 53% and 52% improvement over the EM-algorithm and the complete-data method respectively. This example indicates that the LCI model estimates may be much better than the estimates based on the EM-algorithm and the complete-data method when the LCI model is accepted by the LR test and the missing data is extensive. Sometimes the LCI model determined by the observed data pattern may b e v ery restrictive. In the above example, if there are also some observations with the rst component missing, then the observed data pattern is S 2 = f12 13 23 123g. The LCI restriction determined by S 2 is X 1 ?X 2 ?X 3 (i.e., mutual independence). The p-value for testing this LCI assumption is zero, indicating that this LCI model is too restrictive. In this case, if we discard the observations with the rst component missing, we again obtain the observed data pattern S 1 . As we already know, the LCI restriction determined by S 1 is reasonable. This procedure has the advantage that fewer observations are discarded to obtain S 1 than to obtain a monotone pattern.
To illustrate, suppose that, having randomly created 60% incomplete observations as in Table 6 .1 (b, c), we further delete the rst components in n 23 = 72 (10%) randomly selected observations from the 286 complete observations in The SAD for the LCI model estimates obtained after discarding these 72 observations to obtain the pattern S 1 , and the SADs for the estimates obtained from the EMalgorithm and the complete-data method without discarding these 72 observations are 1.4, 2.9, and 3.3, respectively. Thus, in this case, the LCI model estimates are still much better than the other two estimates and still provide 52% and 58% improvement over the EM-algorithm and the complete-data method respectively, although here the LCI model estimates are obtained by additionally discarding the 72 observations while the estimates from the EM-algorithm are obtained without discarding any additional observations. Note that here explicit MLEs can also be obtained based on monotone subsamples. In this example, the largest monotone subsample is the one with observed pattern f13 123g (the size of this subsample is n 13 + n 123 ; n 23 = 588). The SAD for the estimates based on this monotone subsample is 3.1. Thus the LCI model estimates obtained after discarding the 72 observations are also much more e cient than the MLEs based on the largest monotone subsample (o ering 55% improvement).
In summary, this example suggests that, in cases when the LCI model determined by the missing data pattern is too restrictive, if a reasonable LCI model can be obtained by discarding a small proportion of observations, the LCI model estimates obtained after discarding these observations may still be more e cient than other estimates obtained by either discarding or not discarding observations.
Returning to the beginning of this example, suppose instead that we have the non-monotone observed data pattern S 3 = f12 3 123g. Then the LCI restriction determined by S 3 is (X 1 X 2 )?X 3 (i.e., Survival is independent of Clinic and Care).
The LR test for this LCI assumption yields a p-value of 0.0005, suggesting that this LCI model may not be reasonable. We n o w study the e ciency of LCI models in this case. We consider two s i m ulated incomplete samples, with 20% and 90% incomplete observations respectively. (Here we c hoose 90% rather than 60% in order to study the performance of the LCI model when the completely classi ed table is sparse, since in this case the EM algorithm and the complete-data method are usually unsatisfactory.) The sample with 90% incomplete observations is summarized in Table 6 .4. Table  6 .5 presents the SADs for the three procedures. Table 6 .5 shows that the LCI model estimates may be less e cient if the LCI model seems inappropriate and the proportion of incomplete observations is small. However, if the missing data is extensive so that the completely classi ed table is sparse (e.g., 90% incomplete), the LCI model may still produce better estimates than the EM-algorithm and the complete-data method.
Note that, in this example, the fully classi ed table (Table 6 .4 (a)) has two zero cells but the corresponding cells in the supplemental tables have positive counts. If starting values for the EM-algorithm are based on the fully classi ed table, the EMalgorithm never allows the zero cell to attain a nonzero probability estimate (Fuchs, 1982 Little and Rubin, 1987) , thus these initial values are inappropriate. In this case, the LCI model estimates may be used as starting values. Furthermore, when the missing data is extensive, the EM algorithm is usually slow, so using the LCI model estimates as starting values may speed up the algorithm. In this example, the EM algorithm using the LCI model estimates as starting values converges faster (by 10%) than does the EM algorithm using uniform starting values (equal probabilities in all cells). This example suggests that, when the missing data is extensive so that the completely classi ed table is sparse, even if the LR test rejects the LCI model determined by the missing data pattern under common signi cant levels (e.g., = 0 :05 0:01), if the LCI assumptions are not totally unreasonable (e.g., if the p-value from the LR test is not less than 0:0005), then the estimates based on the LCI model still may b e better than the competing estimates. In this case, by imposing the LCI restrictions, the number of parameters to be estimated is reduced so that more data are available to estimate the parameters, therefore the LCI model may yield better estimates. Furthermore, in this case, the LCI model estimates may also bea goodstarting values for the EM-algorithm.
