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Abstract: 
Purpose: This study compares three different methods to predict foreign tourist arrivals (FTAs) to Sri Lanka from top-ten countries and also attempts 
to find the best-fitted forecasting model for each country using five model performance evaluation criteria. 
Methods: This study employs two different univariate-time-series approaches and one Artificial Intelligence (AI) approach to develop models that 
best explain the tourist arrivals to Sri Lanka from the top-ten tourist generating countries. The univariate-time series approach contains two main 
types of statistical models, namely Deterministic Models and Stochastic Models.  
Results: The results show that Winter’s exponential smoothing and ARIMA are the best methods to forecast tourist arrivals to Sri Lanka. Furthermore, 
the results show that the accuracy of the best forecasting model based on MAPE criteria for the models of India, China, Germany, Russia, and 
Australia fall between 5 to 9 percent, whereas the accuracy levels of models for the UK, France, USA, Japan, and the Maldives fall between 10 to 15 
percent.  
Implications: The overall results of this study provide valuable insights into tourism management and policy development for Sri Lanka. Successful 
forecasting of FTAs for each market source provide a practical planning tool to destination decision-makers. 
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1 INTRODUCTION 
Tourism is one of the world’s most complex industries that 
has a productive relationship directly or indirectly with other 
industries. Also, the tourism industry has a major growth 
potential with significant multiplying effects, through 
earning foreign exchange, encompassing tax revenues, and 
generating employment. It is, therefore, important to have 
accurate tourism demand forecasts for strategic, tactical, and 
operational decision-making processes (Song & Li, 2008; 
Volgger et al., 2017; Law, Li, Fong, & Han, 2019). 
Forecasting models such as time series models, econometric 
models, artificial intelligence-based models, and judgmental 
models are commonly used to predict tourism demand (Song, 
Qiu, & Park, 2019). A broad combination of forecasting 
models are already available in the tourism literature (See, for 
example, Chu, 2009; Claveria, Monte, & Torra, 2015; 
Coshall, 2009; Goh & Law, 2002; Li, Wong, Song, & Witt, 
2006; Salman, Shukur, & Bergmann-Winberg, 2007; Wong, 
Song, Witt, & Wu, 2007; Nanthakumar & Ibrahim, 2010; 
Sun, Sun, Wang, Zhang, & Gao, 2016; Thushara, Su, & 
Bandara, 2019; Van Truong et al., 2020).  
In selecting from the existing forecasting methods, tourism 
managers need to consider, among other things, the accuracy 
of the forecasts generated, ease of use of the forecasting 
model, cost associated with the production of the forecasts, 
and speed with which the forecasts can be produced (Martin 
& Witt, 1989). Since “accuracy remains the most important 
characteristic of a forecast” (Martin & Witt, 1989, p. 408), 
finding accurate forecasting models for international tourist 
arrivals remains important for managers and decision-
 makers. The fact that the literature offers no evidence that one 
model can outperform all the other ones in all contexts and 
situations (Song & Li, 2008; Song et al., 2019) suggests the 
need to find the best forecasting models for international 
tourist arrivals that fits the context of tourism development in 
a country like Sri Lanka. While combining traditional and 
modern forecasting techniques to improve forecasting 
accuracy has become widespread in the tourism management 
literature (Sotiriadis & Shen, 2017; Smyl, 2020), there is an 
absence of studies that combine traditional and modern 
forecasting techniques to predicts international tourism 
demand for Sri Lanka.  
The objective of this study is two-fold. First, three different 
methods to forecast inbound tourist arrivals to Sri Lanka from 
the top ten market sources, namely India, China, the UK, 
Germany, France, Maldives, Australia, Russia, the USA, and 
Japan are compared using monthly individual datasets 
spanning from 2000 to 2018. Second, the best-fitted 
forecasting model for tourist arrivals for each of the top ten 
(10) market sources is estimated. To the best of our 
knowledge, this is the first empirical attempt that compares 
Winter’s exponential smoothing, ARIMA, and model of 
Elman and Jordan simple recurrent neural network (SRNN) 
methods to model FTAs to Sri Lanka on top-ten countries. As 
Sri Lanka had been recovering from the terrorist attacks after 
the war until the beginning of 2019, and becoming itself as 
an important hub of sustainable tourism, finding the best 
methods for tourist arrivals, therefore, has significant 
theoretical and practical implications.  In the remainder of 
this paper, a brief literature review, the data and methods, 
results and discussion, and conclusions and policy 
implications are successively presented.  
2 RESEACH PROBLEM AND METHODS 
 
Data  
To meet the objectives of this study, we use data on monthly 
FTAs to Sri Lanka from 2000 to 2018. We retrieved the data 
from the monthly tourist arrivals reports of the Sri Lanka 
Tourism Development Authority (See: 
http://www.sltda.lk/node/765) for the top-ten source markets 
in descending order: India, China, UK, Germany, France, 
Maldives, Australia, Russia, USA, and Japan, counting 
altogether 67% of FTAs to Sri Lanka (See Table 2). These 
ten source markets are of significance because they have been 
consistent in ranking order for the past five years running 
from 2014 to 2018.  
 
Methodology 
We started the analysis studying the time series plots of the 
FTAs of top-ten source markets by considering both, the 
sample selection periods and model estimation periods. The 
time series plots are particularly important as they provide 
insights on the trends of FTAs for the top-ten source markets 
and also help determine the model estimating periods of each 
source market taking into consideration the period running 
from 2000 to 2018. Then, we conducted the Augmented 
Dickey-Fuller (ADF) test (Dickey & Fuller, 1979) to confirm 
the stationarity of the FTAs for each of the top ten source 
markets. In principle, the ADF test follows a unit-root 
process and indicates whether a unit root exists or not. If the 
series does not have a unit root, the FTAs series of any 
country can be taken as stationary. The ADF test with the 
optimal lag length is determined by the Akaike information 
criteria (AIC). 
 
Estimation of models 
We generally use time series models when there exists a large 
amount of data on the variable that we want to forecast (Chu, 
2004) as this often provides a more accurate forecast for 
tourist arrivals (Akuno, Otieno, Mwangi, & Bichanga, 2015; 
Chandra & Kumari, 2018; Gnanapragasam, 2018; Saayman 
& Saayman, 2010). Therefore, this study employs two 
different univariate-time-series approach and one Artificial 
Intelligence (AI) approach to develop models that best 
explain the tourist arrivals to Sri Lanka from the top-ten 
tourist generating countries. The univariate-time series 
approach contains two main types of statistical models, 
namely Deterministic Models and Stochastic Models. The 
Deterministic time series models consist of several simple 
extrapolation techniques, which include various types of 
trend models, moving average models, smoothing 
techniques, and seasonal adjustment models. There are, in 
principle, four types of Stochastic time series models, namely 
AR, MA, ARMA, and ARIMA (Box & Jenkins, 1970). This 
study applies exponential smoothing, ARIMA and SRNN 
techniques, which are the most commonly, used 
deterministic, stochastic and ANN models that come under 
the univariate-time series approach for forecasting tourist 
arrivals (Cho, 2003b; Gnanapragasam, 2018; Nanthakumara 
& Ibrahim, 2010; Teixeira & Fernandes, 2012). 
 
Estimation of exponential smoothing models 
The exponential smoothing methods (ESM) are average data 
(observation) calculated using the exponential technique. 
However, not all observations entering into the averaging 
process receive equal weight as the ESM suggests that we 
attribute higher weight to the most recent observations. That 
is to say, the weighting of the observations is exponentially 
declined with the most recent observation having the highest 
weight while those further back having progressively lesser 
weight. In principle, the various type of ESM is differentiated 
by the treatment attributed to the trend and seasonality. For 
example, the underlying assumption for the simple 
exponential smoothing method (SESM) is that there is no 
trend and the forecast from this method is almost horizontal 
after adjusting the weighted-average of the observations. 
Holt’s exponential smoothing method is an extension of the 
SESM, which is calculated by adding a growth factor (a trend 
factor) to the smoothing equation to adjust the trend. Winters’ 
multiplicative exponential smoothing model (WMESM) is 
another extension of the SESM that can be used when the 
observations that exhibit both trend and seasonality. 
Therefore, this study applied WMESM as an exponential 
smoothing method of estimating the models because these 
series were contained both trend and seasonality which could 
be found studying the time series plots for all series of 
selected estimation periods. To capture the multiplicative 
effects in the levels of the series, it is important to apply 
logarithmic transformations for each series (Lim & McAleer, 
2001a). To find the optimal values and logarithms for α, γ, 
and δ parameters of WMESM we used E-views (version 10).  
  (1) 
 
 is the forecast for the period denotes t+1; a(t) is the 
smoothed estimate for the level at period t; b(t) the smoothed 
estimate for the slope at period t; is the 
smoothed estimate for the (t+1)th season for the period 
denotes t+1-L, and L represents the periodicity of the 
seasonality. To update the smoothing components of the 
series, we use, in general, the following expressions by 
adding the main components of equation (1). 
 
 
and   (2) 
 
 
where α represents the weighting factor for the level; γ the 
weighting factor for the trend; and δ the weighting factor for 
seasonal components. The Holt-Winters’ Multiplicative 
model has two characteristics, namely a linear trend and a 
multiplicative seasonal factor. The underlying assumption of 
the Holt-Winters’ Multiplicative model is that the seasonal 
swings are proportional to the level, but the errors are not. In 
that case, the most recent observation must be adjusted using 
its seasonal factor denoted as when the value of α is 
large, we need to give more weight to the most recent 
observation to allow the level to update faster. Also, when the 
value of γ is large, we need to give more weight to the most 
recent estimate of the slope. Inversely, for a small value of γ 
one needs to give more weight to the previous slope estimate. 
Similarly, we need to give more weight to the most recent 
estimate of the seasonal factors for a large value of δ. 
However, we need to give more weight to previous estimates 
of the seasonal factor when the value of δ is small. In the 
exponential smoothing system equation given above, it is 
important to update each of the three smoothing parameters 
using its exponential smoothing equation. Hence, these 
smoothing equations can be adjusted by combining the 
components of the prediction equation from the values of the 
previous components.  
To find the optimal values for α, γ, and δ, we used the ‘grid 
search method’ to retrieve the value that provides the smallest 
sum of squared errors (SSE). Then, the grid search selects 
combination α, γ, and δ using the method of trial and error 
(Cho, 2003a). In this method, the grid values start with the 
value of 0 and end with 1 and increase by adding the value of 
0.01. The grid will thus generate 101*101*101=1,030,301 
models, where the values of each parameter are ranging from 
0, 0.01, 0.02, and so on until reaching 1. Based on the Akaike 
Information Criterion (AIC), we registered the parameter that 
produces the smallest SSE. Thereby, we used E-views to 
formulate the model for the series. 
A. Estimation of ARIMA models 
The ARIMA models, developed by Box and Jenkins (1970), 
are widely used in time series data analysis. The ARIMA 
combines three types of processes: auto-regression (AR), 
moving averages (MA) differencing to strip off the 
integration (I) of the series are three types of processes 
offered by the ARIMA models. Each of these three processes 
responds differently to a random disturbance. Pankratz 
(1983, p. 183) presented the general linear model resulting 
from the ARIMA as follow: 
 
  (3) 
 
where is the stationary data point at time point t; B the 
backshift operator, with   the seasonal 
periodicity;  is the present disturbance at time point t; 
 is ,  non-seasonal 
operator;  is 
, seasonal operator; 
 is ; non-seasonal 
operator;  is 
; seasonal operator; 
  is ; non-seasonal differencing operator; and 
 is ; seasonal differencing operator. 
 
The ARIMA model is represented by ARIMA (p, d, q). In 
this notation, the parameters inside the parentheses represent 
the order of (p) auto-regression, (d) for differences, and (q) 
for moving average in the model. Just as ARIMA notation 
has regular parameters, it may also have seasonal parameters. 
In a multiplicative seasonal ARIMA (SARIMA) model, the 
seasonal components of the ARIMA model are denoted by 
ARIMA (P, D, Q)s; where capitalized letters respectively 
represent the seasonal components of the model and ‘s’ 
indicates the order of periodicity or seasonality. Equivalently, 
SARIMA is an extension of ARIMA, where seasonality in 
the data is accommodated using seasonal difference. The full 
formulation of a multiplicative seasonal ARIMA model as 
the general form ARIMA (p, d, q) (P, D, Q)s. The parentheses 
enclose the non-seasonal and seasonal factor parameters, 
respectively. The parameters enclosed indicate the order of 
the model.  
The logarithmic transformations are also used to enable the 
log-linear model to capture the multiplicative effects in the 
levels of each series (Lim & McAleer, 2001b),. Therefore, 
we estimate the appropriate ARIMA model using levels data 
series and logarithmic data series. It is important to note that 
the suitable model specification varies with the 
characteristics of the time series under investigation. To 
search for a suitable time series stochastic scheme, a stepwise 
specification process is needed. In this analysis, at first, a 
series is transformed into a condition of stationary and then 
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 in four steps i.e. identification, estimation, diagnostic 
checking, and forecasting were completed. This is a 
procedure suggested by Box and Jenkins (1970). Through 
these procedures, one can estimate an ARIMA model using 
econometrics packages like in E-views version 10. The best-
fitted model is selected based on the AIC. 
 
B. Estimation of neural network models 
An Elman network (EN) is a Neural Networks (NN) based 
architecture developed by Elman (1990), which is often 
employed to forecast tourist arrivals (Cho, 2003a). Similarly 
to the other types of network, the Elman network is also 
constructed on a three-layer network but it possesses an 
additional set of context units that allow the output of the 
hidden layers is feedback to itself (Claveria et al., 2015) 
which can, therefore, use time-series analyses (Trippi & 
Turban, 1996). The hidden layer is connected to the context 
units with a fixed weight value of 1. At each time step, the 
input is transmitted in a normal feed-forward mode which 
then allows the application of a backpropagation type of 
learning rule. The output of the network, presented in 
equation 4, is a scalar function of the output vector of the 
hidden layer: 
    (4) 
𝑧!,# = 𝑔(%𝜙$!𝑥#%$ + 𝛿$!𝑧!,#%&)
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where yt represents the output vector of the EN at time t and 
zj,t the output of the hidden layer neuron j at time t. In the 
equation 4, g denotes the non-linear function of the neurons 
in the hidden layer and xt-i the value of the input at time t-i, 
where i indicates the memory that is to say the number of lags 
that are used to introduce the context of the current 
observation. Then, ϕij symbolizes the weights of neuron j that 
link the input to the hidden layer q the number of neurons in 
the hidden layer. The symbol denotes βj stand for the weights 
of neuron j that connect the hidden layer with the output, and 
the symbol denotes δij represent the weights that are 
connected to the output layer and to the activation at time t.  
In the study at hand, the input vector to the neural network 
(NN) contains the dimensionality denoted as p+1, and the 
value of the output denoted as yt, represents the estimate of 
the time series at time t+1. We performed the training of the 
network using backpropagation through time, which allows 
the generalization of backpropagation for feed-forward 
networks (Claveria et al., 2015). We estimated the parameters 
of the Elman NN by minimizing an error cost function, which 
allows us to consider the entire time series. To minimize total 
error, we employ a gradient descent to change each weight in 
proportion to its derivative in line with the error by taking 
into consideration whether the non-linear activation functions 
are differentiable or not. The main issue of the gradient 
descent for standard recurrent architectures is the fact that the 
error gradients decrease exponentially with the size of the 
time lag, which makes it difficult to develop simple recurrent 
neural networks for large numbers of neuron units as this may 
result into scaling issues (Claveria et al., 2015). Jordan 
network is a three-layer recurrent neural network similar to 
the Elman network (Jordan, 1997). In this network, the 
context units (also denoted as the state layer) are fed from the 
output layer rather from the hidden layer and also have a 
recurrent connection to themselves. Both the Elman and 
Jordan networks are often referred to as ‘Simple Recurrent 
Neural Networks’. 
 
Figure 1: Elman network 
 
 
 
Time Span for Estimation of Models 
Having studied different cyclical and trend patterns through 
the descriptive analysis, this study selected the periods given 
in Table 1 for the estimation of models for tourist arrivals 
series from top-ten countries.  
 
Table 1: Model estimation and prediction periods for FTAs 
of top-ten countries 
 
The FTAs series from top-ten countries to Sri Lanka during 
the period starting from 2000 was used as the base in 
selecting the periods for estimation of models. 
 
Evaluation of competing models 
Various criteria of model selection, diagnostic checking, and 
forecasting accuracy measurement have been applied in 
many past tourist arrival forecasting studies. However, our 
study uses the AIC (Akaike, 1974) as the model selection 
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Country Model estimation period 
India 2012(01) - 2018(09) 
China 2012(04) - 2018(09) 
UK 2011(10) - 2018(09) 
Germany 2011(04) - 2018(09) 
France 2010(01) - 2018(09) 
Maldives 2009(01) - 2018(09) 
Australia 2008(01) - 2018(09) 
Russia 2011(04) - 2018(09) 
USA 2009(07) - 2018(09) 
Japan 2010(04) - 2018(09) 
 
 criterion for WMESM and ARIMA. RMSE as the model 
selection criteria for SRNN. The main importance of 
forecasting remains accuracy (Lichtendahl & Winkler, 2020). 
The accuracy of the forecasting model needs to be evaluated 
to identify the procedure with the smallest error and the 
model that generally works as the best. We, therefore, used 
the following performance evaluation criteria to evaluate 
competing models: Mean Absolute Deviation (MAD), Mean-
Squared Error (MSE), Root-Mean-Squared Error (RMSE), 
Mean Absolute Percentage Error (MAPE), and Root-Mean-
Squared Percentage Error (RMSPE). The most accurate 
tourist arrivals forecasting model was selected by ranking the 
above criteria according to the order from minimum to 
maximum errors and obtaining the overall average rank. 
The FTAs series from top-ten countries to Sri Lanka during 
the period starting from 2000 was used as the base in 
selecting the periods for estimation of models. 
 
     (5) 
 
Where: L is the value of the likelihood function, ln is the 
natural logarithm and k is the number of estimated 
parameters 
 
      (6) 
     (7) 
    (8) 
   (9) 
   (10) 
 
Where Yt is the actual value in period t, Ft is the forecast 
value in period t, and n is the number of periods used in the 
calculation. 
 
Forecasting accuracy 
Forecasting, in principle, is conducted to provide insights on 
a subject matter on the short-term, medium-term, and long-
term time horizon. The short-term forecasts often cover a 
period of fewer than three months; the medium-term 
forecasts may have a time horizon ranging from three (3) 
months to two (2) years, and the long-term forecasts may 
cover a time horizon beyond two (2) years. The accuracy of 
the forecasted results is measured based on the value of the 
MAPE. Further, to evaluate the forecast on an objective basis, 
we used the scaled developed by Lewis (1982), which is a 
tool that is commonly used forecasting studies. This scale of 
the MAPE can have four possible levels measured in 
percentage, where MAPE less than 10% is considered as 
highly accurate, between 10-20% is considered as good; 
between 20-50% reasonable, and greater than 50% is 
considered as inaccurate. 
3 EMPIRICAL RESULTS AND DISCUSSION 
The results of the study are important especially for 
policymaking for the development and planning of the 
tourism sector.  To have maximum economic benefits from 
the tourism sector, decision-makers such as managers and 
policymakers need accurate forecasting of foreign tourist 
arrivals from the top market sources. Table 2 shows the 
number, percentage, and rank of foreign tourist arrivals in Sri 
Lanka from 2014 to 2018. India and China occupy the first 
two places in FTAs, counting 17.6 and 11.7 percent 
respectively.  
 
Table 2: The annual average of FTAs of top-ten countries 
from 2014 to 2018 
 
 
Table 3 summarizes the results of the Augmented Dickey-
Fuller (ADF) test with trend effects for model estimation 
period of Level series and logarithmic series of foreign tourist 
arrivals (FTAs) to Sri Lanka from the top-ten source markets.  
 
Table 3: Results of ADF unit root tests for level and 
logarithmic data of FTAs 
 
 
Under the ADF test (Table 3), we need to test the null 
hypothesis for the existence of a unit root in the FTAs series 
against the alternative hypothesis. We choose the lag-length 
based on the Akaike Information Criterion (AIC) after testing 
for first and higher-order serial correlation in the residuals. 
The (ADF) test indicates that the null hypothesis has a unit 
root that cannot be rejected on the level series and logarithmic 
series of FTAs at levels I(0) on top- ten countries. However, 
after applying the first difference, the ADF test rejects the 
null hypothesis for all level series and logarithmic series of 
FTAs at first difference except for the FTAs series of two 
countries: India and Maldives. Since the FTAs series of both 
countries do not appear to be stationary by applying the ADF 
test in the first differences, we perform, therefore, further 
ADF test at second differences. Then, rejection of the null 
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 hypothesis at second differences confirms the stationarity of 
both FTAs series of these two countries. 
Figure 2 shows the time series plots of the FTAs of top-ten 
countries and the trends in FTAs for each of the top-ten 
countries. The time series plots were also served to model 
FTAs for each market source during the period running from 
2000 to 2018. 
 
Figure 2: Time series plots of FTAs for the sample period 
 
 
 
Figure 3 shows the time series plots of FTAs of top-ten 
countries to Sri Lanka for model estimation periods. The time 
series plots were also served to explain the trends of FTAs of 
each top-ten countries during the period for model estimation 
periods. Further, we can observe that FTAs series of each 
country gradually increase initially with lower rate and 
variations. However, at the end of these FTAs series, an 
increase in the rate and variations were expanded for all top-
ten countries except the FTAs series of Maldives. 
 
 
 
 
 
Figure 3:  Time series plots of FTAs for the model 
estimation periods 
 
 
Winter’s exponential smoothing models 
Under the E-views software package, we ran the Holt-Winter 
exponential smoothing to assess the time series behavior for 
FTAs to Sri Lanka. The parameters  ,   , and   are used to 
estimate the exponential smoothing for the level series and 
logarithmic series, the FTAs in our case (see Table 4). The 
parameter   smooths the level equation with low value, 
suggesting that the corresponding series is quite steady over 
the model estimation period. On the other hand, a high value   
indicates a large fluctuation in FTAs. As shown in Table 4, 
the parameters of trend exponential smoothing, denoted as   , 
for all series equal to 0 except for the case of FTAs-China ( = 
0.60) and the FTAs-Maldives ( = 0.06) in the Level series and 
FTAs-China ( = 0.10), FTAs-German ( = 0.13), and the 
FTAs-Maldives ( = 0.09) in the Logarithmic series. The 0 
values indicate that the slopes of the series are constant over 
the model estimation period, or the trend can be represented 
by a straight line. Seasonal effects are captured by the 
seasonal parameter denoted   in the seasonal equations and all 
the values are equal to 0, except for FTAs-Australia where   
equals 0.48 in the Level series. These parameters  ,   and   are 
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 all interrelated. For example, a large value   will tend to have 
low value   and vice versa. 
As indicated in Table 4, the pattern of FTAs on levels series 
for the UK, France, Russia, and the USA are mostly similar. 
The   values are high (close or equal to 1) and the  values are 
zero. FTAs from these countries are in sync with the most 
recent figure of arrivals, with the constant trend and steady 
seasonal effect. Further, this is supported only for the pattern 
of FTAs on logarithmic series for Russia. On the other hand, 
the exponential smoothing model with low  ( close to 0) and 
higher  (close to 1) values indicate that the tourist arrivals 
series from Australia are strongly affected by seasonal 
factors.  In the case of FTAs for China, the model with low  
(0.09) and  (0.60) values specify that the FTAs series cannot 
be represented by a straight line. Table 4 also shows that 
FTAs on both level and logarithmic series for countries India, 
Germany, Maldives, and Japan have low  values and the 
values of  and  fall in the neighborhood of zero, indicating 
that the corresponding FTAs series are quite steady over the 
model estimation period. 
 
Table 4: Parameters of Winter’s exponential smoothing on 
the level and Logarithmic series of FTAs 
 
 
ARIMA models 
The estimation of the parameters as described in 
methodology is executed using the automatic ARIMA 
selection available in E-views. Using the model estimation 
period, the estimation of ARIMA models using the described 
software facility is shown in Table 5 in standard form. The 
level series and logarithmic series of top-ten countries are 
commonly supported by both the autoregressive and moving 
average processes. This supposes that the previous month or 
months affect the current figure of FTAs. And also, previous 
month or months random errors (white noises) affect the 
current figure of FTAs. Except for the FTAs series from 
Russia, Table 5 shows that all the level series and logarithmic 
series of FTAs need differencing to produce stationary series 
for analysis. Table 5 also shows that none of the FTAs series 
need seasonal differencing to produce seasonal stationary 
series for analysis. As shown in Table 5, the best 
multiplicative SARIMA model for the FTAs series for each 
country has a minimum value of AIC comparing with 
different SARIMA models. The best ARIMA model is 
produced in running the number of iterations by the 
automatic ARIMA model facility available. Further, we can 
observe that the adjusted R2 value of FTAs level series of all 
the countries, except for Germany, is greater than 0.72 with 
an adjusted R2 value of FTAs logarithmic series are greater 
than 0.77. These results thus suggest that the relevant selected 
models for FTAs series of each country, are at a higher 
significance level.   
 
Table 5: Estimated the best ARIMA models in standard form 
for both level and logarithmic series 
 
 
Simple recurrent neural network (SRNN) models  
As shown in Table 6, all the SRNN models for the top-ten 
series have the same structure as stated above in 
methodology. These models were implemented with the help 
of computer software python and its Simple Recurrent Neural 
Networks (SRNN) module. First, we arranged each series 
into the stationary series, then, normalized to the range (0,1) 
before feeding into the networks. Normalized series for each 
country was divided into two sets, namely training series, and 
test series. We considered 80% of the observation in each 
series as the training series and the remaining 20% as series 
as test series.  The training series of the recurrent networks 
were processed using a maximum of 30 hidden inputs and the 
number of epochs (cycles) between 50 and 150. Finally, we 
selected the best model based on the RMSE criterion. The 
following table 6 provides the above information to select 
each model on both level and logarithmic series for top-ten 
countries. 
 
Table 6: The SRNN models and RMSE values for FTA of 
top-ten countries 
 
 
Comparisons among the three forecasting methods 
The best-fitted models for FTAs on both level and 
logarithmic series in the model estimation periods on top-ten 
countries are done using the three different methods.  
 Table 7 illustrates the results of five measures of accuracy as 
model evaluation criteria: MAD, MSE, RMSE, MAPE, and 
RMSPE to evaluate the best-fitted model for each country 
from three different methods on the level and logarithmic 
series. Finally, we compare the following six models: 1. 
Winter’s Multiplicative Exponential Smoothing Method on 
Levels Series (WMESM-LS), 2. Winter’s Multiplicative 
Exponential Smoothing Method on Logarithmic Series 
(WMESM-LOS), 3. Multiplicative Seasonal ARIMA 
Method on Levels Series (MSARIMAM-LS), 4. 
Multiplicative Seasonal ARIMA Method on Logarithmic 
Series (MSARIMAM-LOS), 5. Simple Recurrent Neural 
Network Method on Level Series (SRNNM-LS), and 6. 
Simple Recurrent Neural Network Method on Logarithmic 
Series (SRNNM-LOS) using the aforementioned evaluation 
criteria to find the best for each series. 
 
Table 7: Model evaluation criteria for all applied models 
for FTAs of top-ten countries 
 
 
Table 7 additionaly demonstrates ranking from minimum to 
maximum values by each criterion for the Models with 
different approaches on the level series and logarithmic series 
for FTAs of top-ten countries and the overall rank. The 
overall rank for different methods on level series and 
logarithmic series directs us to find the best-fitted model for 
each country.  
As shown in Table 8, the results of three different approaches, 
with more criteria values of minimal errors, provide the best 
performance or fitted model to the level of logarithmic series. 
The results show that the MSARIMAM-LOS is the best-
fitted model for the FTAs series for India, China, Germany, 
Australia, and Russia while the WMESM-LS remains the 
best-fitted model for FTAs series for France, Maldives, and 
USA. However, the best-fitted model for the FTAs series for 
the UK and Japan are WMESM-LOS and MSARIMAM-LS 
respectively. Except for the SRNN, all the other two methods 
for any series were best fitted for at least an FTAs series of 
one of these top-ten countries. 
 
Table 8: Ranking for Models with different methods on the 
level and logarithmic series for FTAs of top-ten countries 
 
 
Moreover, the results show that the SRNN does not 
outperform in forecasting all series. These top-ten (10) FTAs 
series in Figure 3 shows obvious pattern within the model 
estimation periods of each country, where usual time series 
methods; exponential smoothing and ARIMA can do much 
on such kind of series for best performance in forecasting. 
However, SRNN outperforms in forecasting well especially 
for the FTAs series with less obvious patterns (Cho, 2003b). 
Further, the performance of SRNN increases in series with a 
large number of observations or big data (Song et al., 2019; 
Sheresheva et al., 2020). 
4 CONCLUSIONS AND IMPLICATIONS 
This study aimed to compare three different methods to 
predict foreign tourist arrivals to Sri Lanka from top-ten 
countries and also attempts to find the best-fitted forecasting 
model for each country. After the end of the civil war in 2009, 
the FTAs of these countries gradually increased with lower 
 seasonal impacts. By the end of 2018, FTAs of these 
countries have increased at a rate that has never experienced 
and with higher seasonal impacts. The highest annual average 
percentage (17.6%) of FTAs is generating from India while 
Japan represents the lowest annual percentage (2.2%) FTAs 
to Sri Lanka among top-ten countries. We estimated the best 
fitted time series model for each country that best describes 
the FTAs in Sri Lanka based on overall rank calculated from 
ranks of five model selection criteria with minimum errors. 
We achieved this objective by applying three selected 
models:  WMESM, MSARIMA, and SRNN models on level 
series and logarithmic series. The results of our study showed 
that the best-fitted model for FTAs series in the case of India 
China, Germany, Australia and Russia are the MSARIMA 
models which can be respectively denoted as ARIMA (4,1,4) 
(1,0,1) 12, ARIMA (5,1,5) (1,0,1) 12, ARIMA (5,1,1) (1,0,1) 
12, ARIMA (2,1,3) (1,0,1) 12 and ARIMA (5,0,3) (1,0,1) 12. 
The results show that the WMESM-LS most appropriate 
model for tourist arrival from France, Maldives, and the 
USA. However, the best-fitted models recorded for UK and 
Japan were WMESM-LOS and MSARIMA-LS. Moreover, 
the results show that MSARIMA-LS for Japan is ARIMA 
(5,1,3) (1,0,1) 12. 
The results of this study revealed that the MAPE value of the 
MSARIMA forecast model is generally less than the other 
two models for seven out of ten countries while equal with 
MAPE value of the WMESM for three countries; UK, USA, 
and Japan. MSARIMA model showed the best forecasting 
ability for FTAs of top-ten countries. The MAPE of SRNN 
had the highest values indicating that its forecasting ability is 
the worst for all top-ten countries except China. However, the 
second minimum value for MAPE (9.02%) was observed 
from the SRNN model for only FTAs of China. The MAPE 
of WMESM was between the other two models, indicating 
that its forecasting ability is normal comparatively. The 
selected best-fitted models based overall rank of five model 
performance evaluation criteria can be applied for forecasting 
tourist arrivals from each of the top-ten countries. When one 
of the above main criteria used to measure the forecasting 
accuracy, MAPE, values obtained for the best-fitted models 
range from 5 percent to 15 percent between models of top-
ten countries. Among these, the highest accuracy of 5 percent 
is shown from the model estimated for India and China FTAs. 
The accuracy rates of the models of another country Germany 
FTAs are 7 percent while this value for Russia and Australia 
FTAs are 8 percent and 9 percent respectively. According to 
the Lewis criteria on MAPE, the accuracy rate for the models 
of India, China, Germany, Russia, and Australia are relatively 
high (Lewis, 1982). The accuracy levels of models for 
countries; UK, France, USA, Japan, and the Maldives, 
respectively range between 10 percent and 15 percent which 
remain at a good level of accuracy. However, the diverse 
characteristics of tourists from various countries can explain 
different results of the above time-series models.  
 
Implications for decision-makers  
Forecasting of FTAs for each market source has a practical 
implication to decision-makers. To increase FTAs, the 
government needs to tailor better promotion and advertising 
strategies. They also need to invest more in modern and 
sustainable infrastructure facilities that meet international 
quality and standards. The government is encouraged to 
develop strategies that also boost local tourism especially 
during off-seasons of foreign tourists. However, it is 
important that government authorities ensure the capacity 
building of tourism development officers through intensive 
training so that they can have adequate skills and knowledge 
of tourism development as suggested by Briedenhann (2007).  
More importantly, they need to improve the security strategy, 
provide more training to the security forces, and invest in 
modern technology to avoid random shocks to tourism. 
However, it is encouraged that governments develop more 
cooperation with more technologically advanced countries to 
track the early sign of attacks to mitigate or eliminate 
casualties (terrorist attacks, contagious diseases) that can hurt 
the tourism sector. It is also encouraged that governments 
have an open channel that can help whistleblowers to inform 
security forces of suspected activities and behavior that 
threaten national security. Further, the evidence of the study 
confirms that there is a dearth in FTAs during internal crisis 
periods. On this basis, we can conclude that a stable 
economic and political environment has the capability of 
attracting a higher number of tourists, particularly if there are 
policies that encourage sustainable tourism development. In 
working towards meaningful tourism development, 
governments or policymakers must integrate diverse cultural 
views into their planning as suggested by Higgins-Desbiolles 
(2018) and Pirnar et al. (2019). 
 
Limitations and suggestions for future studies 
There are several limitations to this study. First, the fact that 
it focuses on Sri Lanka makes the results unlikely to be 
generalized as this is case of most tourist forecasting arrivals 
that are country specific. Second, this study is also limited as 
only a set of forecasting models have been selected, leaving 
the possibility to derive tourism forecasting to Sri Lanka 
using other models. Beyond these limits, some important 
suggestions for further studies can also be given through the 
study. First, the factors affecting the FTAs should be 
identified through a specially designed study for that purpose. 
A causal model that considers more than one independent 
variable affecting tourist arrivals is encouraged in future 
studies. Second, further studies may be directed towards 
identifying seasons where FTAs are relatively low and the 
strategies that can be adopted to boost local tourist arrivals 
during the off-seasons of the FTAs. Future study is also 
encouraged to use Winter’s exponential smoothing method, 
Box-Jenkin models ARIMA, and AI methods like SRNN, for 
example, to forecast domestic tourist arrival during the off-
seasons of foreign tourists.  
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