We extend to the Toda lattice hierarchy the approach of [3, 4] to computation of logarithmic derivatives of tau-functions in terms of the so-called matrix resolvents of the corresponding difference Lax operator. As a particular application we obtain explicit generating series for connected GUE correlators. On this basis an efficient recursive procedure for computing the correlators in full genera is developed.
Introduction

Formulation of the main result
we denote the connected correlators. That means that, applying the Wick rule to the computation of Gaussian integrals (1.1.1) we keep summation over connected Feynman diagrams only. For example, tr M 2 2 = 2N 2 + N 4 but tr M 2 2 c = 2N 2 ; see more details in Appendix A. According to [17, 18, 5 ] the connected GUE correlators have an important application to the problem of enumeration of ribbon graphs on two-dimensional oriented surfaces, see details in Appendix A below. This was one of the motivations for a significant interest to the problem of computation of the GUE correlators, see e.g. [2, 14, 19, 23] .
For every k ≥ 1 we will consider generating series of the k-point correlators of the form where λ 1 , . . . , λ k are independent variables, N refers to the size of the Hermitean matrices. Our main result is the following explicit expressions for the generating series (1.1.2). 
, k ≥ 3.
(1.1.7)
In the above formulae Remark 1.1.2 To the best of our knowledge the first generating series for the one-point connected correlators was obtained by J. Harer and D. Zagier in [16] . In [22] A. Morozov and Sh. Shakirov constructed a generating function of the Harer-Zagier type for the two-point correlators. These generating functions are different from ours but produce identical results for the correlators.
Matrix resolvent of a second order difference operator and tau-function of the Toda lattice
Consider a second order difference operator L acting on functions ψ n , n ∈ Z by (L ψ) n = ψ n+1 + v n ψ n + w n ψ n−1 .
(1.2.1)
The standard realization of the Toda lattice hierarchy is given by the Lax representation
Introduce the matrix
Observe that the second order difference equation for the eigenfunctions of the Lax operator L ψ = λ ψ can be written in the matrix form ∆ Ψ n + U n (λ) Ψ n = 0, Ψ n = ψ n ψ n−1 (1.2.5) where ∆ is the shift operator ∆ Ψ n = Ψ n+1 .
Introduce the ring Z[v, w] of polynomials with integer coefficients in the infinite set of variables v = (v n ), w = (w n ), n ∈ Z. Let the difference operator L depend on the times of the Toda lattice hierarchy (1.2.2), (1.2.3). Then so does the matrix resolvent, R n = R n (t, λ). Here and below t := (t 0 , t 1 , . . . ). We will now present an algorithm for computing the so-called tau-function of an arbitrary solution v n (t), w n (t). The tau-function of a solution will be determined uniquely, up to a simple factor, by an explicitly written collection of its second order logarithmic derivatives in the continuous variables t k and the discrete variable n. Lemma 1.2.3 For any solution v n = v n (t), w n = w n (t) to the Toda lattice hierarchy there exists a function τ n (t) such that
The function τ n (t) is determined uniquely by the solution v n (t), w n (t) up to
Remarkably, the higher logarithmic derivatives of the tau-function can also be expressed in terms of the matrix resolvent. Theorem 1.2.5 The order k ≥ 3 logarithmic derivatives of the tau-function of a solution to the Toda lattice hierarchy can be computed from the following generating series
It is well-known [24] , [15] that the GUE partition function (see eq. (A.1.1) below) is the taufunction of a particular solution to the Toda lattice, identifying s k = t k−1 . Logarithmic derivatives of the tau-function evaluated at t = 0 coincide with the connected correlators (1.1.1). This solution is specified by the initial data v n (t = 0) = 0, w n (t = 0) = n.
(1.2.12)
Hence it remains to compute the matrix resolvent of the operator
The matrix resolvent of the operator (1.2.13) coincides with series R n (λ) given by eq. (1.1.4).
Theorem 1.1.1 readily follows from Theorems 1.1.1 and 1.2.5.
The approach of the present paper can be generalized to the integrable systems associated with higher order difference Lax operators. Such a generalization will be developed in a subsequent publication.
Organization of the paper. In Sect. 2 we prove Lem. 1.2.1, Lem. 1.2.3 and Thm. 1.2.5. In Sect. 3 we prove Thm. 1.2.6 and give an algorithm of computing connected GUE correlators in a recursive way. In Sect. 4 we outline an algorithm for computing the genus expansion of the GUE free energy based on [9, 7, 8] . A short review on the Hermitean matrix model, mainly following [5, 21, 15] , is given in Appendix A.
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2 Computing tau-functions of Toda lattice hierarchy 2.1 Matrix resolvents. Proof of Lemma 1.2.1
In this section we will remind basic constructions of the Toda lattice hierarchy. We will also prove the Lemma 1.2.1.
The Toda lattice is a system of particles on the line with exponential interaction of neighbors. The Hamiltonian is written as a formal infinite sum
After the substitution v n = −q n , w n = e q n−1 −qn (2.1.1) the equations of motionq n = e q n−1 −qn − e qn−q n+1 , n ∈ Z take the formv
Eqs. (2.1.2) are considered as a differential-difference evolution system with the time variable t and discrete spatial variable n ∈ Z. Integrability of the Toda equations was discovered by H. Flaschka [13] and S. Manakov [20] . The corresponding Lax operator is a second order difference operator (1.2.1). The standard realization of the commuting flows of the Toda lattice hierarchy is given by the Lax representation (1.2.2). The first flow of the hierarchy coincides with (2.1.2), t = t 0 , then
etc. They are Hamiltonian equations of the form
with respect to the Poisson brackets
(use the substitution (2.1.1)) with the Hamiltonians
Here L j+2 nn means taking the n-th diagonal entry of the infinite matrix L j+2 . The first several Hamiltonian "densities" read
Note that h −1 (n) is the density of one of the Casimirs of the Poisson bracket. The Hamiltonian densities h j (n), j ≥ −1 satisfy
Observe that, changing the normalizatioñ
one arrives at the tau-symmetry property
Such a normalization of the Hamiltonians/time variables of the hierarchy is used when working with the Gromov-Witten invariants of P 1 [10, 6] .
It will be more convenient to work with the λ-dependent first order matrix version (1.2.5), (1.2.4) of the Lax operator acting on two-component vector-valued functions on the lattice
Notice that the equation (1.2.6) for what we call matrix resolvent R n (λ) can be written in the form
Clearly the normalization conditions (1.2.7) are compatible with eq. (1.2.6).
Let us proceed with the proof of Lemma 1.2.1. Write
Substituting this expression in (1.2.6) we obtain
It follows immediately from (2.1.8)-(2.1.9) the recursion relations:
c n,j+1 = v n−1 c n,j + a n,j + a n−1,j . (2.1.10) a n,j+1 − a n+1,j+1 + v n [a n+1,j − a n,j ] + w n+1 c n+2,j − w n c n,j = 0. (2.1.11)
The normalization conditions (1.2.7) imply a n,0 = 0, c n,0 = 1 along with another recursion relation
[a n,i a n,j + c n,i c n+1,j ] (2. We will now represent equations of the Toda flows in terms of the matrix resolvent R n .
Lemma 2.2.1
The Toda flows (1.2.2) can be written in terms of c n,j , a n,j as follows:
Proof. By using the recursion relations (2. 
Proof. By using (2.1.8)-(2.1.9) and by eliminating one of the series α n (λ), γ n (λ).
For any j ≥ 0, define the matrix-valued function
where [ ] + means taking the polynomial part in λ. The flows of the Toda lattice hierarchy can be represented as the following Lax equation
which are the compatibility conditions between eq. (1.2.5) and
Introduce an operator ∇(λ) depending on a parameter λ by
From eq. (2.2.5) it readily follows that
where
.
We arrive at Lemma 2.2.4 The following equation holds true
We are now in a position to prove Lemma 1.2.3.
Proof of Lemma 1.2.3. First, let us check that
is divisible by (λ − µ) 2 . Indeed, from the normalization conditions (1.2.7) it readily follows that tr R 2 n (λ) = 1. So (2.2.8) is divisible by (λ − µ). Due to symmetry in λ, µ this implies divisibility by (λ − µ) 2 . Thus the r.h.s. of the first eq. in (1.2.8) is a formal series in negative powers of λ, µ,
The first few of them are
Clearly
Let us compute the time-derivatives of these coefficients. We have
It is easy to see that the last expression is symmetric in λ, µ, ν. Hence
We are now to prove compatibility between eq. (1.2.9) and eq. (1.2.8). On one hand, we have
where the last equality uses the relation (2.1.8). On another hand, it follows from eq. (2.2.7) that
Finally we show the compatibility between eq. (1.2.10) and eqs. (1.2.8), (1.2.9). Indeed,
Also,
This proves compatibility between (1.2.10) and (1.2.8). The compatibility between (1.2.10) and (1.2.9) is equivalent to eq. (2.2.2).
As a result, for an arbitrary solution v n (t), w n (t) to the Toda lattice hierarchy, there exists a function τ n (t) of this solution satisfying (1.2.8)-(1.2.10). It is easy to see that the freedom of τ n satisfying (1.2.8)-(1.2.10) is only an arbitrary factor of the form
. . are constants independent of n. The lemma is proved. Definition 2.2.5 For a given k ≥ 2 and a given set of integers i 1 , . . . , i k ≥ 0, we call
the k-point correlation functions of the given solution v n (t), w n (t) of the Toda lattice hierarchy.
Also the first logarithmic derivatives ("one-point correlation functions") of the tau-function will be under consideration. They are determined by a solution v n (t), w n (t) up to additive constants.
Clearly the above proof of Lemma 1.2.3 already shows that Corollary 2.2.6 The generating series of three-point correlation functions of an arbitrary solution to the Toda lattice hierarchy has the following expression i,j,l≥0
We use mathematical induction for the proof. For k = 3, the formula (1.1.7) is already obtained in Corollary 2.2.6. Suppose (1.1.7) is true for k = p, p ≥ 3. Then for k = p + 1, we have 1
The theorem is proved.
The resulting expressions for the generating series can be used for developing efficient algorithms for computing the GUE correlators. To this end it is convenient to represent the multipoint formula (1.1.7) in a slightly modified way.
Corollary 2.2.7
The generating series of order k ≥ 3 logarithmic derivatives of tau-function of a solution to the Toda lattice hierarchy has the expression Remark 2.2.8 The same type formula as (2.2.10) holds true also for the generating series of [3, 25] for the Witten-Kontsevich correlators and for the correlators of Drinfeld-Sokolov hierarchies [4] .
Computing GUE correlators
In this section we prove Thm. 1.2.6, Thm. 1.1.1 and present some examples. 1 In this calculation we omit the index n of τn and Rn.
3.1 Proof of Thms. 1.2.6 and 1.1.1
We are to compute the matrix resolvent of the operator
It follows from eq. (2.2.3) that the formal series
along with the boundary conditions
Clearly, solution to (3.1.1)-(3.1.3) if exists must be unique. We are to show that
it is easy to see that γ *
To show γ * (see (3.1.4)) is a solution to the above equation, it suffices to show
We now use the following contiguous relations of Gauss:
Taking in (3.1.6) c = 1, a = −j, b = −n we obtain
Taking in (3.1.6) c = 1, a = −j, b = −n + 1 we obtain
So we have l.h.s. of (3.1.5)
and we have r.h.s. of (3.1.5)
+n 2 F 1 (−j, 1 − n; 1; 2).
Comparing the above equations and using (3.1.8) we find it suffices to show
which can be verified easily.
Finally, using (2.1.9) and considering v n = 0, w n = n we find
Similarly as above it can be verified that α * defined by
is a solution to (3.1.9). Moreover, α * obviously satisfies the boundary condition
Proof. of Thm. 1.1.1. The GUE partition function is a particular tau-function of the Toda lattice hierarchy; see Prop. A.2.3 in Appendix A for a detailed proof. The initial data of the corresponding solution satisfy v n = 0, w n = n. As a result, Part 2) of the theorem readily follows from Theorems 1.2.6 and 1.2.5. It remains to prove Part 1). By definition we have
Taking t = 0 in (3.1.10) and recalling that γ n = j≥0 (2j−1)!! λ 2j+1 2 F 1 (−j, 1 − n; 1; 2), and using the boundary condition C 1 (0; λ) = 0 we obtain the expression (1.1.3) for one-point correlators.
An algorithm for computing connected GUE correlators. Examples
Based on Thm. 1.1.1 and formula (2.2.7), we give in this subsection a recursive procedure of calculating connected GUE correlators, which is very efficient in computation. 
Here k 1 , . . . , k m are distinct positive integers, m = |K|, and R n (λ) is defined by eq. (1.1.4).
Lemma 3.2.2 In the particular case that
Moreover, the following formulae hold true for 
Here m = |K|. In the particular case that
Proof. By using mathematical induction and by noticing that the term containing Q n (µ) in r.h.s. of (2.2.7) does not contribute to generating series of correlators as it was proved in Thm. 
For example, 
Here we recall 
The GUE correlators tr M i 1 . . . tr M i k c that we compute with i 1 + · · · + i k ≤ 10 agree with [1, 5, 22] . where n g,b,k counts the number of connected oriented labelled ribbon graphs of genus g with k vertices of valencies b. In other words, n g,b,k counts the number of labelled maps which are embedded into a connected oriented closed surface of genus g; see details for example in [5, 11] , or Appendix A.
Polygon numbers on Riemann surfaces
Using our algorithm we worked out a program computing the polygon numbers. Below are tables of first several polygon numbers with b = 3, 4, 5, 6, 7, 8. The above numbers of triangulations agree with the ones computed by Fleming [14] , and with Table 7 in Appendix A.
The numbers of quadrangulations (Table 2 ) for k ≤ 6 agree with the ones computed by Pierce [23] . Tables 3-6 seem not to be computed in the literature. Table 2 : Quadrangle numbers n g,4,k . Table 3 : Pentagon numbers n g,5,k . Table 4 : Hexagon numbers n g,6,k . Table 5 : Heptagon numbers n g,7,k . 
Most of the numbers in
k g = 0 g = 1 g = 2 g = 3 g = 4 g =k g = 0 g = 1 g = 2 g = 3 g = 4 g =k g = 0 g = 1 g = 2 g = 3 g = 4 g =k g = 0 g = 1 g = 2 g = 3 g = 4 g =
Calculating the GUE correlators from the two-dimensional Frobenius manifold of the Toda lattice
In this section, we briefly outline following [9, 7, 8] an algorithm for computing the genus expansion of the GUE free energy. It is just a specification of the general algorithm of [9, 7] applied to the two-dimensional Frobenius manifold with the potential
Such a Frobenius manifold appears in the description of the structure of the long wave limit of the Toda lattice. The algorithm of [9] proves to be quite powerful for computation of the low genera multipoint correlators. We have used it for checking the explicit examples presented above.
The algorithm will be illustrated on computation of the weighted numbers of triangulations on surfaces of genus 0, 1 and 2. We will only describe the main steps of the algorithm referring the reader to [9] for details. Then the genus zero free energy is given by the series expansion of the following expression
Recall that the coefficient of s k at x = 1 is equal to the weighted number of planar triangulations with k triangles.
The genus one free energy is given by the formula
The genus two expression is more involved. Introduce two series
Applying this algorithm one obtains the following table of the weighted numbers of triangulations of surfaces of genera 0, 1, 2 with k ≤ 20 triangles (k is necessarily even); the computation takes less than a second. In a similar way one can easily compute the weighted numbers of quadrangulations etc. of surfaces of genus 0, 1, 2. In principle one can extend this algorithm to higher genera but the calculations become more involved.
We plan to do large g and large k asymptotics of connected GUE correlators based on the two algorithms described above in an upcoming publication.
A Appendix. GUE, Toda lattice and enumeration of ribbon graphs
A.1 GUE partition function and orthogonal polynomials
Consider the GUE partition function represented as an integral over the space
Here the formal series V depending on the parameters s = (s 3 , s 4 , . . . ) has the form
The integral with respect to the measure
will be understood 2 as a formal asymptotic expansion 3 with respect to the small parameter ǫ → +0. The pre-factor V ol(N ) −1 corresponds to the volume, with respect to the Haar measure, of the quotient of the unitary group over the maximal torus [U (1) ]
Here G is the Barnes G-function taking the value
at positive integers. The formula (A.1.3) will be re-derived below.
Denote D N the set of diagonal N × N matrices Λ = diag (λ 1 , λ 2 , . . . , λ N ) with real ordered eigen-
is a local diffeomorphism away from a subset of codimension three in H(N ). Because of invariance of the measure w.r.t. to the action of unitary group one obtains
is the Vandermonde determinant. Due to symmetry of the integrand one can rewrite the last formula as
a system of monic polynomials orthogonal w.r.t. to the exponential weight
2 An alternative way is to consider the integral (A.1.1) at ǫ = 1 as a formal expansion in the parameters s k . Then one can extend ZN (s; 1) also to the variables s1 and s2, V (M ) = 
M
2 − j≥1 sjM j . In this way one obtains a generating series for correlators of all traces tr M j for arbitrary j ≥ 1. 3 Under certain assumptions for the polynomial V (M ) it can be rigorously justified [11, 12] that the formal series considered below are asymptotic expansions of convergent matrix integrals.
Representing the Vandermonde as
one obtains an expression of the last integral via the normalizing factors of the orthogonal polynomials
We conclude that
The formula (A. Indeed, evaluating the lhs of eq. (A.1.8) at the Gaussian point t = 0 one obtains
At s = 0 the orthogonal polynomials (A.1.6)-(A.1.7) are expressed via Hermite polynomials
We conclude this Section with the following expression for the GUE partition function
Our nearest goal is to prove that this partition function is the tau-function of a particular solution of Toda hierarchy.
A.2 GUE and Toda
Denote v n , w n the coefficients of the three-term recursion relation for the orthogonal polynomials
That is, the orthogonal polynomials are eigenvectors of the second order difference operator
The corresponding tri-diagonal matrix will also be denoted L = (L ij ).
an inner product on the space of polynomials. Recall that all integrals are understood as formal series in ǫ 1/2 (actually, after division by √ ǫ they contain only integer powers of ǫ). The symmetry
Here h n = (p n , p n ) (see eq. (A.1.7) above).
For an arbitrary square matrix X = (X ij ) denote X − and X + its upper-and lower-triangular parts
in . Differentiating in s j the equation (p n , p m ) = 0 for m < n we obtain
Introduce matrices of multiplication by powers of λ
We have
Repeating a similar calculation for m = n we obtain
Proof. Differentiating equation
in s j and using eq. (A.2.5) obtain
Since the operators L and L j commute we arrive at (A.2.9). 
Here, ∇(µ) is defined in (2.2.6). Noting that ∇(µ) γ n+1 (λ) = γ n+1 (λ)(1 + 2α n+1 (µ)) − γ n+1 (µ)(1 + 2α n+1 (λ)) λ − µ + γ n+1 (λ)γ n+1 (µ) = tr R n+1 (λ)R n+1 (µ) − tr R n (λ)R n (µ) (λ − µ) 2 we obtain i,j≥0 1 µ i+2 λ j+2 ∂ 2 ∂t j ∂t i log Z n = tr R n (λ)R n (µ) − 1 (λ − µ) 2 .
In the above formulae, R n is the matrix resolvent of L. The proposition is proved.
A.3 GUE and enumeration of ribbon graphs
After rescaling M → ǫ Re-expanding in ǫ the logarithm of the partition function we arrive at the main statement of this section, see [5] . 
where the two last summations are taken over all connected (unlabelled) ribbon graphs Γ of genus g with k vertices of valencies i 1 , . . . , i k , ρ(Γ) is the number of labelled ribbon graphs having the same topological shape Γ, and # Sym Γ is the order of the symmetry group of Γ.
In the particular case i 1 = i 2 = · · · = i k = 3 the dual to the ribbon graph is a triangulation of the surface of genus g consisting of k triangles. Thus a g 3 k := a g (3, . . . , 3) (k times) is equal to the weighted number of triangulations of genus g with k triangles. In a similar way, a g 4 k is the weighted number of quadrangulations of a surface of genus g with k squares, etc. 
