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We present a comprehensive theoretical treatment of supcode, a method for generating dynam-
ically corrected quantum gate operations, which are immune to random noise in the environment,
by using carefully designed sequences of soft pulses. supcode enables dynamical error suppression
even when the control field is constrained to be positive and uniaxial, making it particularly suited
to counteracting the effects of noise in systems subject to these constraints such as singlet-triplet
qubits. We describe and explain in detail how to generate supcode pulse sequences for arbitrary
single-qubit gates and provide several explicit examples of sequences that implement commonly used
gates, including the single-qubit Clifford gates. We develop sequences for noise-resistant two-qubit
gates for two exchanged-coupled singlet-triplet qubits by cascading robust single-qubit gates, lead-
ing to a 35% reduction in gate time compared to previous works. This cascade approach can be
scaled up to produce gates for an arbitrary-length spin qubit array, and is thus relevant to scalable
quantum computing architectures. To more accurately describe real spin qubit experiments, we
show how to design sequences that incorporate additional features and practical constraints such
as sample-specific charge noise models and finite pulse rise times. We provide a detailed analysis
based on randomized benchmarking to show how supcode gates perform under realistic 1/fα noise
and find a strong dependence of gate fidelity on the exponent α, with best performance for α > 1.
Our supcode sequences can therefore be used to implement robust universal quantum computa-
tion while accommodating the fundamental constraints and experimental realities of singlet-triplet
qubits.
PACS numbers: 03.67.Pp, 03.67.Lx, 73.21.La
I. INTRODUCTION
A quantum computer would possess the fascinating
ability to perform certain computational tasks exponen-
tially faster than classical computers, by nontrivially us-
ing the exponentially large size of a many-body quantum
Hilbert space.1 Semiconductor quantum dot spin systems
are one of the leading candidates for building a quan-
tum computer because of their prospective scalability,2
their long coherence times,3 and their capacity for fast
all-electrical gate operations.4,5 There are various ways
to encode quantum information in the spin states of elec-
trons loaded into one or more quantum dots. For exam-
ple, the two spin states of a single electron can form a
qubit;6 alternatively a qubit may also be encoded in the
collective spin states of two7 or three electrons.8–10 In this
paper, we focus on the case of the singlet-triplet qubit,4
where the qubit is encoded in the singlet-triplet spin sub-
space of two electrons trapped in a double quantum dot.
This encoding scheme has the advantages of fast single-
qubit operations and of being immune to homogenous
fluctuations of the magnetic field. Arbitrary single-qubit
operations are performed by combining z-axis rotations
around the Bloch sphere, achieved by a tunable exchange
interaction between the singlet and triplet states,4 and
x-axis rotations, which are generated by a local mag-
netic field gradient.11–14 Together with an entangling
two-qubit gate, which can be based on either a capac-
itive coupling15 between the two qubits or an exchange
coupling,16 one is then able to perform universal quantum
computation. The great advantage of the singlet-triplet
quantum dot spin qubits, leading to substantial experi-
mental and theoretical activities in the topic, is that the
qubit operations can all be implemented by external elec-
tric fields (i.e. suitable gate voltages), thus making them
operationally convenient as well as compatible with ex-
isting semiconductor electronics.
One of the biggest obstacles to the realization of a
quantum computer is the qubit decoherence that results
from the interaction between the qubits and their envi-
ronment. This decoherence must be very small for suc-
cessful quantum computation to work, and the central
problem of the whole field has been the issue of whether it
is experimentally feasible to reduce decoherence to a level
low enough for fault-tolerant quantum computation to
go forward—in particular, the decoherence must be very
small both during the idling of the gates (i.e. when the
qubits are just quantum memory) and during the actual
gate operations. There are two main noise channels for
singlet-triplet qubits leading to decoherence: Overhauser
noise, which stems from the hyperfine-mediated spin flip-
flop processes that take place between the electron spins
and the nuclear spins in the surrounding substrate,17–19
and charge noise arising from environmental voltage fluc-
tuation, which corresponds to the deformation of the
quantum dot confinement potential due to nearby im-
purities or other sources of uncontrolled stray electric
fields.20–22 Fortunately, these types of noise are highly
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2non-Markovian: they produce stochastic errors in the
qubit Hamiltonian which vary on a much longer time
scale (∼ 100µs) than typical gate operation times (on
the scale of ns). Dynamical decoupling has proven to be
a successful method for combating this kind of noise. Its
underlying idea is the “self-compensation” of errors, best
illustrated by the Hahn spin echo technique introduced
first in the context of NMR:23 when a quantum state de-
phases due to noise over some time span, one may apply
a pi-pulse to flip the sign of the error in the state, ef-
fectively reversing the error’s evolution so that the qubit
“refocuses” to its original state after a second time span
of equal duration to the first. Here it is very important
that the noise is non-Markovian since one requires the
noise to remain static over the time spans before and af-
ter the pi-pulse. This dynamical way of reviving a quan-
tum state has proven invaluable to coherent manipulation
of quantum systems, as have several more sophisticated
pulse sequences that were subsequently developed24–28
and implemented in experiments.3,29,30 In general, dy-
namical decoupling extends the coherence time from the
dephasing time T ∗2 to a much longer timescale T2 (which
is defined depending on the specific dynamical decoupling
sequence used) beyond which the quantum information
is inevitably lost. For singlet-triplet spin qubits in GaAs
quantum dots, T ∗2 ∼ 10 ns and T2 ∼ 0.1 ms,3,4 while for
Si T ∗2 ∼ 100 ns5 and T2 ∼ 0.1 ms31 but is expected to
be even longer in isotope-enriched samples.32,33 There-
fore, dynamical decoupling is a powerful way to preserve
a quantum state against noise, enabling robust quantum
memory.
Achieving robust quantum memory capabilities, how-
ever, covers only one of the requirements for a viable
quantum computer. Equally necessary is the ability to
protect the qubit from noise while performing quantum
gates on it. This necessity has motivated the develop-
ment of dynamically corrected gates (DCGs),34–40 which
can roughly be thought of as an extension of dynam-
ical decoupling to the situation where the qubit is si-
multaneously being purposefully rotated. In particular,
DCGs also typically exploit the notion of self-canceling
errors. Like dynamical decoupling, such protocols have
been vastly successful in NMR and in the general theory
of quantum control. However, in contrast to dynamical
decoupling, most approaches to DCGs developed thus far
in the literature are not applicable to the case of singlet-
triplet qubits because of their unique experimental con-
straints. First, the tunable exchange interaction which
gives rise to z-axis rotations is always non-negative and
bounded from above by a certain maximal value.4,5 Sec-
ond, in order to do arbitrary single-qubit rotations, one
must set up a magnetic field gradient11,29 across the two
quantum dots; this gradient cannot be varied during gate
operations, meaning that the control is effectively single-
axis (along z) and that there is an always-on field rotat-
ing the qubit states into each other. Either constraint
by itself would already rule out many DCG schemes; to-
gether, these constraints make noise-resistant control in
singlet-triplet qubits uniquely challenging. In particular,
the spectacular pulse control techniques developed in the
NMR literature over many years are useless for our pur-
pose since NMR does not satisfy the special constraints
discussed above, and we must start from scratch and de-
velop DCG pulses for the singlet-triplet qubits obeying
the special constraints of the problem.
Despite these challenges, it was realized recently that
it is still possible to develop DCGs for singlet-triplet
qubits subject to static noise. In Ref. 41, we introduced
supcode (Soft Uniaxial Positive Control for Orthogonal
Drift Error), demonstrating that it is possible to design
special sequences of square pulses that implement robust
quantum gates while at the same time respecting all ex-
perimental constraints. supcode was originally intro-
duced to cancel errors due to Overhauser noise only. In
the case of a non-zero magnetic field gradient, we showed
how to cancel the leading-order effect of Overhauser noise
by supplementing a na¨ıve pulse with an uncorrected iden-
tity operation, designed in such a way that the errors
accumulated during the identity operation exactly can-
cel the errors arising during the na¨ıve pulse. We further
showed that by performing the identity operations as in-
terrupted 2pi rotations around certain axes of the Bloch
sphere, error cancelation is always possible since one has
the flexibility to include as many degrees of freedom as
necessary for the cancelation simply by including more
interruptions. The cost one has to pay is that the error-
correcting pulse is typically substantially longer than the
na¨ıve pulse. For the cases discussed in Ref. 41, more than
40pi of rotation around the Bloch sphere is required for
an error-correcting pulse. A long pulse sequence is an es-
sential price to pay for carrying out error-corrected DCG
operations in quantum computation, but the pulse time
can be optimized through careful calculations.
This idea of correcting a na¨ıve pulse by supplementing
it with an identity operation formed by nested 2pi ro-
tations was further developed and optimized in Ref. 42.
There, we showed that arbitrary single-qubit rotations
can be made resistant to both Overhauser and charge
noise simultaneously. Furthermore, it was shown that
the pulse sequence duration can be reduced by a factor
of ∼ 2 from the previous work, Ref. 41, even though the
sequences cancel both types of noise, not just Overhauser
noise, greatly increasing the experimental feasibility of
these sequences. Subsequently, alternative approaches to
DCGs for canceling both types of noise in singlet-triplet
qubits have appeared in the literature.43
In Ref. 42, we also showed that supcode can be
extended to construct robust two-qubit exchange gates
based on the inter-qubit exchange-coupling, and that it
is again possible to protect against both Overhauser and
charge noise. The design of a robust two-qubit gate is
considerably more complicated because of the presence
of additional errors that do not arise in the single-qubit
case, including possible leakage error out of the compu-
tational subspace as well as the over-rotation error in the
two-qubit Ising gate caused by charge noise. Neverthe-
3less we have shown that these obstacles can be circum-
vented when single-qubit supcode gates are combined
in a manner similar to the BB1 sequence developed in
NMR.44,45 Unfortunately, the resulting sequence is rela-
tively long (about 360pi of rotation) and is challenging for
actual implementation in the laboratory. The task then
remains to reduce the length of the pulse sequence while
maintaining its robustness against noise.
The main purpose of this paper is to bridge the gap
between the theory of supcode and its experimental im-
plementation. As in the development of any theory, we
have made several simplifying assumptions. First, it is
generally the case that the qubit exchange coupling is
controlled by the tilt, or detuning, of the double quan-
tum dot confinement potential. This allows the experi-
menter to control the qubit by adjusting voltages, but it
also makes the qubit vulnerable to charge noise. Further-
more, the effect of charge noise on the qubit will generally
depend on the precise dependence of the exchange cou-
pling on the detuning. In our previous works, we have
mostly assumed a phenomenological relation between the
exchange coupling J and detuning : J() ∝ exp(/0),
a form used in previous works.15,46 However, this phe-
nomenological form is non-universal, and in practice J()
varies from sample to sample. It is therefore an impor-
tant question to ask whether supcode would still work
for other charge noise models in which J() has a differ-
ent form. Second, we have assumed that the pulses are
perfect square pulses which are turned on and off instan-
taneously. In actual experiments, the pulses have finite
rise times, and in Ref. 41, we have shown that inclusion
of the finite rise time would only amount to a shift in
pulse parameters but otherwise leave our major results
unchanged for the original supcode. The question re-
mains whether the same holds for the more powerful yet
shorter sequences presented in Ref. 42. In this paper, we
explicitly examine these experimental considerations and
show that the power of supcode sequences is not com-
promised by the extra complications of real systems. We
further clarify how one could slightly modify the pulse
parameters of the two-qubit gate in order to accommo-
date different charge noise models. Moreover, we show
that the length of the corrected two-qubit gates can be
reduced by as much as 35% from that shown in Ref. 42, a
significant step toward future experimental implementa-
tion. We believe that the optimized DCG pulse sequence
proposed in the current article are ready for immediate
implementation in the laboratory spin qubit experiments.
Most crucially, in the previous works we have assumed
a static noise model. Such a model captures the essence
of the quasi-static noise found in actual experiments,30
and the basic idea is that in such realistic situations,
performing a supcode sequence would echo away most,
although not all, of the effect of the noise. In this paper,
we test this idea by performing randomized benchmark-
ing of the 24 single-qubit Clifford gates, all found through
our supcode framework, under 1/fα noise, where α is a
parameter that depends on the physical processes caus-
ing the noise. We show that unlike for static noise, in this
case there is a limit to the amount of improvement pos-
sible via supcode, but that this limit depends strongly
on α and substantial benefit from supcode is available
for the case where α > 1. The results we present in this
paper show that supcode is a powerful tool that can
perform noise-resistant quantum gates despite the com-
plications of real spin qubit systems, including different
dependencies between the exchange coupling and the de-
tuning, finite rise times and realistic 1/fα noise sources.
For these reasons, we believe that supcode will be im-
mensely helpful to on-going experimental efforts in per-
forming quantum gates on semiconductor quantum dot
devices.
This paper is organized as follows. In Sec. II we
present the theoretical model, explain the experimen-
tal constraints and the basic assumptions that we have
made. In Sec. III we give a very detailed and pedagogical
review of how supcode sequences are constructed for an
arbitrary single-qubit rotation. Explicit examples of sev-
eral quantum gates are also presented, including the 24
single-qubit Clifford gates which are used in the random-
ized benchmarking in Sec. V. We discuss how different
charge noise models and finite rise times would affect our
supcode sequences in Sec. III D and Sec. III E, respec-
tively. In Sec. IV we show that the length of the corrected
two-qubit gate presented in Ref. 42 can be significantly
reduced in duration by about 35%. We also show how
the pulse parameters are minimally altered for a gen-
eral charge noise model. Following this, we discuss the
noise-resistant manipulation of a multi-qubit system us-
ing single-qubit and two-qubit corrected gates presented
in this paper and the buffering identity operation re-
quired to accomplish this task. We present randomized
benchmarking results in Sec. V. Finally we conclude in
Sec. VI.
II. MODEL AND BASIC ASSUMPTIONS
The model Hamiltonian for a singlet-triplet qubit can
be expressed in terms of the Pauli operators σ as
H(t) =
h
2
σx +
J [ (t)]
2
σz. (1)
The computational bases are |0〉 = |T〉 = (|↑↓〉 +
|↓↑〉)/√2 and |1〉 = |S〉 = (|↑↓〉 − |↓↑〉) /√2. Here,
|↓↑〉 = c†1↓c†2↑|vacuum〉, where c†jσ creates an electron
with spin σ at the jth dot. Any linear combinations
of the |0〉 and |1〉 states can be represented as a unit vec-
tor pointing towards a specific point on the Bloch sphere,
with |0〉 and |1〉 its north and south poles, respectively.
Being able to perform arbitrary single qubit operations
then amounts to being able to rotate such a unit vector—
the Bloch vector—from any point to any other point on
the Bloch sphere. This capability combined with an en-
tangling two-qubit gate, such as the cnot gate, suffices
to achieve universal quantum computation.
4Geometrically, one needs the ability to rotate around
two non-parallel axes of the Bloch sphere in order to com-
plete an arbitrary rotation. In this system, rotations
around the x-axis are performed with a magnetic field
gradient across the double-dot system, which in energy
units reads h = gµB∆Bz. In practice the magnetic field
gradient is generated either by dynamically polarizing
the nuclear spins surrounding the double dots11,12 (the
“Overhauser field”), or by depositing a permanent mi-
cromagnet nearby.13,14 In principle, the magnetic field
gradient can be changed, and thus also the rotation rate
around the x-axis. Unfortunately, changing it requires
times much longer than the gate operation time. There-
fore we assume that in performing a given computational
task, the magnetic field gradient, h, is held constant
throughout.
Rotations around the z-axis are done by virtue of the
exchange interaction J , the energy level splitting between
|S〉 and |T〉. A nice feature of the quantum dot system
is that the magnitude of J can be controlled by the de-
tuning , namely the tilt of the effective double-well con-
finement potential, which in turn can be done by simply
changing the gate voltages. In other words, by feeding in
a series of carefully designed pulses to the control gates,
one then has fast, all-electrical control of the rotation
rate around the z-axis. However, due to its intrinsic en-
ergy level structure,4 J is bounded from below by zero,
and from above by a certain maximal value Jmax, beyond
which the tunneling between quantum dots becomes large
enough to alter the charge configuration of the electrons.
(In certain extreme conditions such as very high magnetic
fields, J is always negative. This does not change our ar-
gument since J cannot change its sign.) We emphasize
here that it is this unique constraint, 0 ≤ J [(t)] ≤ Jmax
which renders the numerous compensating pulses devel-
oped in NMR literature inapplicable to this system. We
also remark that although a pure z-axis rotation may be
done by holding h = 0 and J constant, this is not desir-
able since one then loses access to universal control. This
special case has been discussed in Ref. 41, and in the fol-
lowing we will assume h > 0, and a composite pulse is
needed to perform z-axis rotations even without noise.
For details, see Sec. III B. (h and J need not have the
same sign. We assume h > 0 only for convenience; our
method applies equally well to the case of h < 0. The
only important thing is h has to be a non-zero constant
and J has a definite sign.)
Rotations around both x- and z-axes are subject to de-
coherence. On one hand, fluctuations in the Overhauser
field, for example the spin flip-flop induced by hyperfine
interactions, add a small, but unknown error term δh to
the Hamiltonian: h → h + δh. On the other hand, the
charge noise, caused by electrons hopping on and off im-
purity sites near the quantum dots, leads to deformation
of the confinement potential and in turn the energy level
structure. As a consequence, errors will be introduced
on the energy splitting between the singlet and triplet
states, which we label by δJ . This effect can alterna-
tively be referred to as the control noise.
To treat these errors, we make a few assumptions.
First, we assume that the control noise δJ and the mag-
netic field fluctuations δh are uncorrelated, namely they
are two independent sources of error. Second, we assume
that δJ is completely caused by the fluctuations in the
detuning, δ. Therefore,
δJ [ (t)] = δ
∂J ()
∂
∣∣∣∣
=(t)
= g(J)δ, (2)
where g(J) is a shorthand notation for ∂J () /∂ evalu-
ated at the detuning that produces exchange J . Third,
the strong non-Markovian feature of the noises δh and
δ allows us to assume that they are constant, albeit un-
known, for the duration of a quantum gate. This last
assumption is crucial since even dynamical decoupling
would be impossible for completely white noise, and it
is indeed the long time scale over which the noise varies
compared to the very fast quantum gate operation times
that allows us to perform corrected rotations. For a dis-
cussion of how our method works in the scenario where
this third assumption is lifted, see Sec. V.
Although the exact dependencies of J on the detuning
 vary from sample to sample, an experimental fit gives
the phenomenological dependence J = J1 exp(/0), im-
plying g(J) ∝ J .15,46 To facilitate our theoretical treat-
ment, we will assume this form for J() for most of the
results given in this work. However, in Sec. III D we ex-
plicitly demonstrate that our method can easily accom-
modate other forms for g(J).
We further assume that the pulses are square “boxcar”
pulses with zero rise time, again for simplicity. However,
in Sec. III E, we show that our method continues to work
well even in the case of finite rise times.
III. SINGLE-QUBIT OPERATIONS
A. One-piece rotation: Rotation around axis
hxˆ + Jzˆ
As discussed above, an (uncorrected) rotation by angle
φ around the x-axis can be achieved by holding J(t) at
zero for a time φ/h. In fact, holding J(t) at a constant
value J(t) ≡ J would produce a rotation around the axis
hxˆ + Jzˆ. In the presence of both noise sources, such a
rotation, which we denote by U(J, φ), has the form
U (J, φ) ≡ exp
[
−i
(
h+ δh
2
σx +
J + δJ
2
σz
)
φ√
h2 + J2
]
= exp
[
−i
(
h
2
σx +
J
2
σz
)
φ√
h2 + J2
](
I − i
∑
k
∆kσk
)
≡ R(J, φ)
(
I − i
∑
k
∆kσk
)
, (3)
5where the sum on k runs through x, y, z, and R(J, φ) is
the desired (noiseless) operation. For convenience, we
also define the ideal rotation by angle φ around an axis
defined by the vector r as
R(r, φ) = exp
(
−iσ · r|r|
φ
2
)
. (4)
so that R(J, φ) = R(hxˆ+Jzˆ, φ). Although this is perhaps
a slight abuse of notation, it will prove very convenient.
To first order in δh and δJ , the error terms ∆k are
42
∆x = δh
h2φ+ J2 sinφ
2 (h2 + J2)
3/2
+ δJ
hJ (φ− sinφ)
2 (h2 + J2)
3/2
(5a)
∆y = δh
J (cosφ− 1)
2 (h2 + J2)
+ δJ
h (1− cosφ)
2 (h2 + J2)
(5b)
∆z = δh
hJ (φ− sinφ)
2 (h2 + J2)
3/2
+ δJ
(
J2φ+ h2 sinφ
)
2 (h2 + J2)
3/2
(5c)
Since h is assumed to be held constant for the entire
computation, we take h = 1 as our energy unit for the
remainder of the paper.
Our aim is to design a series of these pulses in such a
way that the sum of all the error terms from each pulse
equals zero. Our strategy, as shown in our previous works
on supcode,41,42 is to supplement the “na¨ıve”, uncor-
rected pulse of Eq. (3) with a carefully chosen (uncor-
rected) identity operation I˜, which has error
I˜(n) = I − i
∑
k
δkσk, (6)
such that the composite pulse UI˜ is immune to the
leading-order noise, namely, ∆k + δk = 0 for k = x, y, z
up to first order in δh and δJ [the meaning of the su-
perscript (n) will become clear later]. To design such an
identity, one typically needs to figure out the δk values
corresponding to a given sequence and solve the coupled
algebraic equations, ∆k + δk = 0 (which are typically
nonlinear), to get the parameters that define the pulse
sequence. This means that we need identities that con-
tain a sufficient number of parameters such that there
exist solutions to these equations.
There are infinitely many ways to perform an iden-
tity operation, but what we found most convenient is the
interrupted 2pi rotations41, comprised of a 2pi rotation
interrupted by a 2pi rotation about a different axis. In
Ref. 42, we present such an identity as
I˜(n) = U (jn,mnpi − θn) ...U (j1,m1pi − θ1)U (j0, 2m0pi)
× U (j1,m1pi + θ1) ...U (jn,mnpi + θn) . (7)
where mk are integers, and mkpi ± θk and jk are non-
negative real numbers as required by the experimental
constraints. We refer to Eq. (7) as a “level-n” identity.
This sequence of pulses is essentially a 2mnpi rotation
around axis xˆ + jnzˆ, interrupted by a 2mn−1pi rotation
around another axis determined by jn−1, with θn indi-
cating the location of the interruption. The latter is,
in turn, interrupted again by a 2mn−2pi rotation. This
construction has several advantages. On one hand, it is
guaranteed that in the absence of noise, this sequence
becomes an exact identity. On the other hand, it makes
searching for physically meaningful solutions easier be-
cause it allows for infinitely many degrees of freedom.
In practice, one should start with a simpler identity. In
principle, six parameters are all one would need to sat-
isfy the noise cancelation conditions. However, due to
the non-linearity of the equations, it is not guaranteed
that the solutions are real and non-negative as required.
When solutions are not found, one simply adds a level to
acquire more tunable parameters. Therefore, this con-
struction offers sufficient freedom that noise cancelation
is always possible for all cases we studied, as will be ex-
plicitly demonstrated below.
With these comments, we can now outline the general
procedure for generating pulse sequences corrected up to
first order in the noise:
1. Determine the rotation R(rˆ, φ) to be implemented.
The pulses discussed in this section require rˆ to be
proportional to xˆ+ Jzˆ, i.e. rˆ = (xˆ+ Jzˆ)/
√
1 + J2,
for a certain physically allowed value of J .
2. Find the na¨ıve pulse, U(J, φ) [Eq. (3)] and its first
order error terms ∆x,y,z = ∆
h
x,y,zδh+ ∆
J
x,y,zδJ .
3. Start with an uncorrected identity, say a level-
3 identity I˜(3) which has at least six parameters
(j0 through j3, θ1 through θ3). Fix extra param-
eters such as m0 through m3 and one of the j
and θ parameters, making the total number of un-
knowns six. Again find the first order error terms
δx,y,z = δ
h
x,y,zδh+δ
J
x,y,zδJ . However, here the coef-
ficients δhx,y,z and δ
J
x,y,z must contain six unknown
parameters to be determined at the next stage.
4. Solve the six coupled equations ∆hx,y,z + δ
h
x,y,z = 0
and ∆Jx,y,z + δ
J
x,y,z = 0.
5. If one has the desired solution (namely, all jk and
angles mkpi ± θk are non-negative real numbers),
then the procedure is finished.
6. Otherwise, try altering the fixed parameters in step
3, or if one still cannot find a satisfactory solution,
increase the level of the identity in step 3.
There remain a few remarks to make. First, there are
several ways to generate δx,y,z as functions of the pulse
parameters. One may directly do a matrix multiplica-
tion, with all error terms analytically or numerically ex-
pressed for each trial solution to the equations. However
a way we find most convenient in practice is to make use
of the recursive nature of the identity design.42 In other
words, one may generate δ
(n)
k from δ
(n−1)
k (k = x, y, z),
corresponding to level-n and n − 1 identities, while δ(0)k
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Figure 1. (Color online) Parameters for rotations around the
x-axis for a range of angles, corresponding to the sequence
shown in Eq. (16) with j2 = J = 0. Note that j1 and j3
have been rescaled by a factor of 20 to fall into approximately
the same range as the other parameters. In solving for these
parameters, we have assumed g(J) = J/0.
is known trivially. This typically eliminates the need for
matrix multiplication, which leads to savings in compu-
tation time especially when the sequences become long.
Secondly, one does not always have to solve for six un-
knowns. By applying “symmetric pulses” from t = 0
through t = Tf , i.e., J(t) = J(Tf − t), one only needs
to determine four unknown parameters since the coeffi-
cient of σy is guaranteed to vanish,
41 as shown below.
This applies to rotations by any angle around an axis
lying within the x-z plane, which is obviously the case
for what we study in this subsection. To see why the σy
component completely vanishes, consider that
e−i(σx+Jkσz)tk/2 ≡ Ak = ak0I + akxσx + akzσz (8)
Note that on the right hand side of Eq. (8), ak0, akx, akz
are arbitrary complex numbers, and there is no σy term.
Then, simple algebra reveals that given any operators A1
and A2 of the type of Eq. (8) with arbitrary coefficients,
A2 ·A1 ·A2 can also be written in such a form, free of σy
terms. Applying this statement recursively to the time
evolution for the entire sequence, one immediately sees
that for any J(t) satisfying J(t) = J(Tf−t), the resulting
evolution operator U does not contain a σy component.
We are now ready to discuss how to correct a one-
piece rotation, defined in Eq. (3), with supcode. Let us
reiterate our goal, that is to find an identity such that
I˜(5) · U (J, φ) = eiχR(xˆ+ Jzˆ, φ)
{
I +O
[
(δh+ δ)
2
]}
,
(9)
where eiχ is an unimportant phase factor. We have found
that a level-5 identity has enough degrees of freedom to
cancel the noise. Of course, there are other identities
which do the same job; we choose the particular identity
shown in Eq. (9) only for the sake of concreteness.
0
2
4
6
8
-1.5 -  -0.5 0 0.5 pipipipi
j0
j1
j3
j4
R(xˆ+ zˆ, φ)
j k
φ
Figure 2. (Color online) Parameters for rotations around the
axis xˆ+ zˆ for a range of angles, corresponding to the sequence
shown in Eq. (16) with j2 = 0, J = 1. In solving for these
parameters we have assumed g(J) = J/0.
The next step is to find a way to make the entire pulse
sequence “symmetric”. This can be done as follows:
I˜(5) · U (J, φ)
= U
(
J, pi +
φ
2
)
· I˜(4) · U
(
J, pi − φ
2
)
U (J, φ)
= U
(
J, pi +
φ
2
)
· I˜(4) · U
(
J, pi +
φ
2
)
(10)
Here if we make sure that θ1,2,3,4 = 0 then we have a
symmetric pulse. In this case, we can write the identity
as
I˜(4) = I − iσx(a1δh+ b1δ)− iσz(a3δh+ b3δ). (11)
where a1,3 and b1,3 are functions of the pulse parame-
ters, namely they contain the information about how the
identity is actually performed.
Plugging Eq. (11) into Eq. (10), we have
U
(
J, pi +
φ
2
)
· I˜ · U
(
J, pi +
φ
2
)
=−R(J, φ)
{
I − i[(α1δh+ β1δ)σx + (α2δh+ β2δ)σy
+ (α3δh+ β3δ)σz
]
+O
[
(δh+ δ)
2
]}
, (12)
and direct algebra gives
7α1 =
2(a1 + a3J)
√
1 + J2 + 2pi + φ+ 2J(a3 − a1J)
√
1 + J2 cos φ2 + J
2 sinφ
2 (1 + J2)
3/2
(13a)
β1 =
2
√
1 + J2
[
b1 + b3J + J(b3 − b1J) cos φ2
]
+ Jg(J)(2pi + φ− sinφ)
2 (1 + J2)
3/2
(13b)
α2 = −
sin φ2
[
(a3 − a1J)
(
1 + J2
)
+ J
√
1 + J2 sin φ2
]
(1 + J2)
3/2
(13c)
β2 = −
sin φ2
[
(b3 − b1J)
(
1 + J2
)−√1 + J2g(J) sin φ2 ]
(1 + J2)
3/2
(13d)
α3 =
2(a1J − a3)
√
1 + J2 cos φ2 + J
[
2(a1 + a3J)
√
1 + J2 + 2pi + φ− sinφ]
2 (1 + J2)
3/2
(13e)
β3 =
2
√
1 + J2
[
J(b1 + b3J) + (b1J − b3) cos φ2
]
+ g(J)
[
J2(2pi + φ) + sinφ
]
2 (1 + J2)
3/2
(13f)
Solving the coupled equations αi = βi = 0, (i = 1, 2, 3)
(note that only four out of six equations are indepen-
dent), we have
a1 = −
2pi + φ− 2J2 sin φ2
2 (1 + J2)
3/2
(14a)
b1 = −
Jg(J)
(
2pi + φ+ 2 sin φ2
)
2 (1 + J2)
3/2
(14b)
a3 = −
J
(
2pi + φ+ 2 sin φ2
)
2 (1 + J2)
3/2
(14c)
b3 = −
g(J)
[
J2(2pi + φ)− 2 sin φ2
]
2 (1 + J2)
3/2
(14d)
With these expressions it is then possible to find our
composite pulse. We can construct the identity as
I˜(4) = U (j4, pi)U (j3, pi)U (j2, pi)U (j1, pi)U (j0, 4pi)
× U (j1, pi)U (j2, pi)U (j3, pi)U (j4, pi) . (15)
(Note that we have already chosen m0 = 2, m1,2,3,4 = 1.)
The entire pulse sequence reads
I˜(5) · U (J, φ) =
U
(
J, pi +
φ
2
)
U(j4, pi)U(j3, pi)U(j2, pi)U(j1, pi)U(j0, 4pi)
× U(j1, pi)U(j2, pi)U(j3, pi)U(j4, pi)U
(
J, pi +
φ
2
)
(16)
Since we only need to determine four parameters, and
in Eq. (16) there are five pulse parameters j0 through j4,
the problem is under-constrained. Therefore, we may fix
one pulse parameter, for example here we choose j2 =
0. (Certainly other choices will work also, and we have
explicitly verified that one can fix j2 to a different value,
or rather one may fix j1 to be zero instead of j2.) The
parameters j0, j1, j3 and j4 are found as follows. For
a desired rotation R(J, φ) with a known g(J), one first
finds a1,3 and b1,3 from Eqs. (14a)–(14d). Then, from the
recursion relation one can find how a1,3 and b1,3 depend
on the parameters j0, j1, j3 and j4, which are then solved
for numerically from this set of equations. After that one
verifies whether the solutions are physical, and if not the
process is repeated with either a different assignment of
the variables or other forms of the identity.
We show results of two representative cases: rotations
around the x-axis, R(xˆ, φ) (Fig. 1), and rotations around
axis xˆ+ zˆ (Fig. 2). In both figures we show solutions for a
range of rotation angles covering a net rotation of [0, 2pi)
around that axis. In producing these results we have as-
sumed g(J) ∝ J , however as we emphasized above, our
method works equally well for other forms of g(J), as
will be demonstrated in Sec. III D. For several important
gates such as R(xˆ,−pi/2), R(xˆ, pi), the identity operation
I = R(xˆ + zˆ, 2pi), and the Hadamard gate R(xˆ + zˆ, pi),
we show explicitly the numerical values of the pulse pa-
rameters in Table I. For R(xˆ, pi/2), the numerical results
presented in Fig. 1 require either j3 & 30 (φ = 0.5pi)
or j1 & 30 (φ = −1.5pi), which may be too large to ac-
cess experimentally. However one can easily avoid this
8J φ j0 j1 j2 j3 j4
R(xˆ,−pi/2) 0 −pi/2 0.52870 4.1944 0 4.5149 0.79467
R(xˆ, pi) 0 −pi 0.52902 7.2860 0 3.0639 0.86059
I 1 0 0.64714 3.7138 0 2.2988 0.54893
R(xˆ+ zˆ, pi) 1 −pi 0.49263 6.3648 0 2.0008 0.67803
Table I. Parameters of the correcting sequence, Eq. (16), ap-
propriate for several Clifford gates. Here the identity opera-
tion is achieved by R(xˆ+ zˆ, 2pi). In solving for these param-
eters, we have assumed g(J) = J/0.
φ j0 j1 j2 j3 j4 j5
R(xˆ, pi/2) pi/2 0.83930 0 1.1402 0.0025406 2.7063 0.46095
Table II. Parameters of the correcting sequence Eq. (17), ap-
propriate for R(xˆ, pi/2). In solving for these parameters, we
have assumed g(J) = J/0.
problem by using a slightly longer sequence:
U
(
J = 0, pi +
φ
2
)
U(j5, pi)U(j4, pi)U(j3, pi)U(j2, pi)
× U(j1, pi)U(j0, 4pi)U(j1, pi)U(j2, pi)U(j3, pi)U(j4, pi)
× U(j5, pi)U
(
J = 0, pi +
φ
2
)
(17)
with parameters shown in Table. II. These gates form a
subset of the Clifford gates, which are fundamental for
quantum algorithms.
The results discussed in this section give corrected ro-
tations around axes lying in a part of the first and third
quadrant of the x-z plane, bounded by the x-axis (J = 0)
and the axis xˆ+ Jmaxzˆ. The larger the ratio J/h is, the
closer xˆ+Jzˆ comes to the z-axis. However since J is also
bounded from above, one cannot directly do a z-rotation
with the results in this section. This will be discussed in
the following section.
The duration of this pulse sequence, in terms of the to-
tal angle swept around the Bloch sphere, is roughly 12pi ∼
16pi. This is more than a factor of two shorter than our
original supcode sequence presented in Ref. 41. More-
over, within this much shorter time, we have achieved
cancelation of both fluctuating Overhauser field gradi-
ents and charge noise simultaneously.
Finally, we remark again here that although it is not
guaranteed that the nonlinear coupled equation array
corresponding to a particular choice of parameters will
have real and non-negative solutions, it is always possible
to rearrange the parameters so that a physical solution
may be found.
B. zˆ-axis rotation
As discussed in the previous section, since we always
have a non-zero h (which is set to be the energy unit in
this paper), one needs a composite pulse to achieve a zˆ-
axis rotation even in the absence of noise. This is based
on the following identity:47,48
R(zˆ, φ) = −R(xˆ+ zˆ, pi)R(xˆ, φ)R(xˆ+ zˆ, pi). (18)
(We note here that this is not the only way of doing a
z-axis rotation, and one may refer to Ref. 48 for more
information).
Based on the results of Sec. III A, we already have a
composite pulse that cancels the noise from Eq. (18).
Namely, we may correct each of the three terms on the
right hand side of Eq. (18) using the results of Sec. III A.
However, the resulting pulse sequence is long (around
40pi ∼ 50pi sweeps around the Bloch sphere). In this sec-
tion, instead of correcting each of the three pieces, we
shall try to do a “one-shot” correction, that is, correct-
ing the right hand side of Eq. (18) with only one identity.
We have found that a level-6 identity is sufficient for our
purpose. Compared to the length of three level-5 iden-
tities, a pulse sequence with only one level-6 identity is
much shorter.
We first observe that a rotation around the z-axis also
does not have σy terms. Therefore, performing a sym-
metric pulse would reduce the number of equations to
solve to four. In order to utilize this nice feature, we
insert the identity between R(xˆ, φ) and R(xˆ+ zˆ, pi), but
not at the right end of Eq. (18), so the corrected pulse
looks like
U(J = 1, pi)U(J = 0, φ)I˜(6)U(J = 1, pi). (19)
As in Sec. III A, the outer most level of the level-6 identity
is absorbed into U(J = 0, φ), so that the corrected pulse
is
U(J = 1, pi)U
(
J = 0, pi +
φ
2
)
I˜(5)
×U
(
J = 0, pi +
φ
2
)
U(J = 1, pi). (20)
We note here that an uncorrected identity operation can
be placed anywhere, and here we have chosen a location
which is most convenient, but other choices would also
be possible.
Here, I˜(5) has the same form as the right hand side of
Eq. (11). We will not explicitly expand Eq. (20), but we
note that our parameters in the identity operators are
fixed by the rotation angle φ according to
a1 = −1
4
(
4pi +
√
2pi + 2φ
)
(21a)
b1 = − pi
2
√
2
g(1) (21b)
a3 =
1
8
sec
φ
2
(√
2pi +
√
2pi cosφ+ 4 sinφ
)
(21c)
b3 =
1
8
sec
φ
2
[
g(1)
(√
2pi +
√
2pi cosφ− 4 sinφ
)
+ 4g(0) cosφ
]
(21d)
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Figure 3. (Color online) Parameters for rotations around the
z-axis for a range of angles, corresponding to the sequence
shown in Eq. (22). The yellow shaded area around 0.6pi .
φ . 0.9pi indicates a range of φ for which the solutions of j3
becomes negative and thus unphysical. In solving for these
parameters we have assumed g(J) = J/0.
We consider the following sequence:
U(J = 1, pi)U(j5 = 0, 2pi +
φ
2
)U(j4, pi)U(j3, pi)U(j2, pi)
× U(j1 = 0, pi)U(j0, 4pi)U(j1 = 0, pi)U(j2, pi)U(j3, pi)
× U(j4, pi)U(j5 = 0, 2pi + φ
2
)U(J = 1, pi)
(22)
(where we already inserted I˜(5) into Eq. (20)). Again,
if we keep all of j0 through j5, the problem is under-
constrained. Therefore we set j1 = j5 = 0. The pa-
rameters j0,2,3,4 are given in Fig. 3. There is a shaded
area between 0.6pi ∼ 0.9pi in Fig. 3, which corresponds to
unphysical solutions where j3 is negative. To perform a
rotation in this range, one may do two composite pulses
that combine to give the desired rotation (namely to do a
0.8pi net rotation by two back-to-back 0.4pi net rotations).
However this doubles the time duration of the sequence.
An alternative is to re-assign the pulse parameters, for
example set j2 = j4 = 0 (instead of j1 = j5 = 0 here).
We have verified that this covers the range where physical
solutions are missing in Fig. 3. We also show numerical
pulse parameters for Clifford gates in Table. III.
The pulse sequence of Eq. (22) requires about 18pi ∼
20pi of rotation on the Bloch sphere, and is more than a
factor of two shorter than the sequence that corresponds
to correcting each of the three pieces of Eq. (18) sepa-
rately.
C. Arbitrary rotation
Universal quantum computation requires complete
single-qubit control, that is, the ability to perform ar-
bitrary rotations around the Bloch sphere. Such an ar-
φ j0 j1 j2 j3 j4
R(zˆ,−pi/2) −pi/2 2.1165 0 0.91080 0.35565 5.5498
R(zˆ, pi/2) pi/2 0.95366 0 0.70853 0.021024 2.5518
R(zˆ, pi) pi 0.66942 0 0.76034 0.0079157 2.0111
Table III. Parameters of the correcting sequence, Eq. (22),
appropriate for Clifford z-rotations. In solving for these pa-
rameters, we have assumed g(J) = J/0.
bitrary SU(2) rotation can be expressed as(
eiα cos θ ieiβ sin θ
ie−iβ sin θ e−iα cos θ
)
(23)
and it is well known that it can be decomposed into an
z-x-z rotation1
R(zˆ, φa)R(xˆ, φb)R(zˆ, φc) (24)
where the “auxiliary angles” are φa = α + β, φb = 2θ,
and φc = α− β.
It is straightforward to implement such a rotation since
we already have x- and z-rotations. However the first
step of optimization is made by noticing that a z-rotation
is typically longer than an x-rotation, so we would like
to rotate the entire coordinate frame around the y-axis
by pi/2, interchanging x and z axes. We note that the
rotated general rotation
R
(
yˆ,
pi
2
)
·
(
eiα cos θ ieiβ sin θ
ie−iβ sin θ e−iα cos θ
)
·R
(
yˆ,−pi
2
)
=
(
cosα cos θ + i cosβ sin θ −i cos θ sinα− sinβ sin θ
−i cos θ sinα+ sinβ sin θ cosα cos θ − i cosβ sin θ
)
(25)
remains an arbitrary rotation, which can be decomposed
as
R(xˆ, φa)R(zˆ, φb)R(xˆ, φc) (26)
with auxiliary angles φa = −(α+ β), φb = 2θ, and φc =
β −α. According to Eq. (18), this decomposition can be
written as
R(xˆ, φa)R(xˆ+ zˆ, pi)R(xˆ, φb)R(xˆ+ zˆ, pi)R(xˆ, φc) (27)
up to a phase factor. Just as we discussed in Sec. III B,
although we can correct each term on the right hand side
of Eq. (27) individually, we would prefer a “one-shot”
correction at the cost of introducing a slightly longer un-
corrected identity operation.
For an arbitrary rotation, σy terms are in general
present. We therefore write the uncorrected identity op-
erator as
I˜ = I − iσx(a1δh+ b1δ)− iσy(a2δh+ b2δ)
− iσz(a3δh+ b3δ),
(28)
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and we insert the identity as
U(J = 0, φa)U(J = 1, pi)I˜U(J = 0, φb)
× U(J = 1, pi)U(J = 0, φc).
(29)
We choose to insert I˜ in front of U(J = 0, φb) because
when the rotation axis is on the x-z plane we can still
make the pulse symmetric to simplify the problem. Note
that the rotations discussed in Secs. III A and III B do
not cover the entire plane. For h > 0 and J ≥ 0, only ro-
tations with the axis in a region of the first quadrant can
be corrected with the methods of Secs. III A. Again, one
can choose other forms of the sequence, and the infinitely
many degrees of freedom of the nested identities ensures
that finding physical solutions to the coupled equations
is always possible.
We will not explicitly expand Eq. (29), as the result
would be rather complicated. To give an outline for how
one can generate a corrected rotation around some arbi-
trarily chosen axis, one first solves, to zeroth order, for
the auxiliary angles φa,b,c corresponding to this rotation
axis, and then picks a level-n identity with a sufficient
number of degrees of freedom. The errors resulting from
the uncorrected identity are fixed by
a1 = −1
4
(√
2pi + 2φb
)
(30a)
b1 = −1
4
[√
2pig(1) + 2g(0)(sinφa + sinφc)
]
(30b)
a2 =
1
8
(
4− 4 cosφb +
√
2pi sinφb + 4φc sinφb
)
(30c)
b2 =
1
8
{
4g(0)[2− cosφa + cosφb(cosφc − 2)]
+ g(1)(4 cosφb − 4 +
√
2pi sinφb)
}
(30d)
a3 = −1
8
[√
2pi(1 + cosφb)− 4(φa + φc cosφb + sinφb)
]
(30e)
b3 = −1
8
{√
2pig(1)(1 + cosφb)
− 4 sinφb [(cosφc − 2)g(0) + g(1)]
}
(30f)
One then equates these error terms to the ones gener-
ated from the concrete form of the identity, which con-
tains all the pulse parameters. Although it is certainly
harder to find physical solutions for this six-equation sys-
tem, our experience is that one is always able to find one
since the degrees of freedom can always be increased.
One useful remark is that additional degrees of freedom
come from adding 2pi’s to the auxiliary angles, or from re-
versing the order of φa,b,c since R(rˆ,−φ) = R(rˆ, 2pi− φ).
In the end, there are many sets of solutions for φa,b,c,
and there are many parameters in the uncorrected iden-
tity operation, so one is almost always guaranteed to have
enough degrees of freedom when the level of the identity
is made high enough.
In Fig. 4 we show numeric values of parameters for an
R(yˆ, φ) rotation, corresponding to the sequence
U(J = 0, φa =
3pi
2
)U(J = 1, pi)U(j6, pi − θ6)U(j5, pi)
× U(j4, pi)U(j3, pi)U(j2 = 0, pi)U(j1, pi)U(j0, 4pi)U(j1, pi)
× U(j2 = 0, pi)U(j3, pi)U(j4, pi)U(j5, pi)U(j6, pi + θ6)
× U(J = 0, φb = φ)U(J = 1, pi)U(J = 0, φc = pi
2
).
(31)
At least one of the six parameters to be solved for needs
to be θn, which breaks the “time-reversal” symmetry of
the uncorrected identities. Here, we consider a level-6
identity with θ6 and j0 through j6 to be determined. (We
take j2 = 0 to keep the number of unknown variables
six.) This kind of rotation is an important operation
used, for example, in converting the two-qubit Ising gate
to a cnot gate.16,49 We remark that the pulse sequence
of Eq. (31) sweeps a total angle of 20pi ∼ 22pi around the
Bloch sphere. Compared to a na¨ıve correction of an x-z-
x sequence, which would cost 40pi ∼ 50pi, this is again a
factor of two improvement.
A general rotation around any arbitrary axis can be
achieved by the following sequence
U(0, φa)U(1, pi)U(j6, pi − θ6)U(j5, pi)U(j4, pi)U(j3, pi)
× U(j2, pi)U(j1, pi)U(j0, 4pi)U(j1, pi)U(j2, pi)U(j3, pi)
× U(j4, pi)U(j5, pi)U(j6, pi + θ6)U(0, φb)U(1, pi)U(0, φc).
(32)
We show numerical values of parameters for the Clifford
gates in Table IV. In finding these pulses, we mostly fix
j2 = j4 = 0, but there are a few cases where we have fixed
j1 = j5 = 0 instead. For example, if we use j2 = j4 = 0
in the search for the pulse that implements R(yˆ, pi/2), the
j6 value becomes negative, as is clear from Fig. 4; while
if we fix j1 = j5 = 0, then a set of physical solutions
can be found. One may also notice that for R(xˆ− zˆ, pi),
θ6 = −φb/2, and there are only four remaining j values
to solve for. This is because the rotation axis is within
the x-z plane, and choosing this θ6 value makes the entire
sequence symmetric.
D. Application to general J()
For most calculations shown in this work, we have as-
sumed J() = exp(/0), implying g(J) = J/0. While
this is a widely used model, it is not necessarily applicable
to any double quantum dot sample. For example, in this
model, when the detuning is tuned far toward the neg-
ative side, the exchange interaction vanishes. However,
there may be residual tunneling between the two dots, so
that one may not completely turn off the exchange inter-
action, and the minimal value of J would be a positive
number Jmin. Also, the exponential dependence of J on
 merely reflects the shape of the avoided crossing where,
as one increases , J() increases much faster than lin-
early. Therefore, in this subsection we demonstrate that
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j0 j1 j2 j3 j4 j5 j6 θ6 φa φb φc
R(yˆ,−pi/2) 0.75330 0.56113 0 1.6884 0 1.0914 0.60835 1.2726 3pi/2 3pi/2 pi/2
R(yˆ, pi/2) 0.81782 0 1.3113 0.55040 1.0366 0 1.6911 -1.1929 5pi/2 3pi/2 3pi/2
R(yˆ, pi) 0.46134 0.68677 0 1.7332 0 0.90639 0.41421 1.9727 3pi/2 pi pi/2
R(xˆ− zˆ, pi) 0.71967 1.3078 0 0.81623 0 1.5118 0 −3pi/4 pi/2 3pi/2 pi/2
R(xˆ+ yˆ, pi) 0.54448 0.63330 0 1.4188 0 1.7652 0.041400 1.7384 0 pi/2 3pi
R(xˆ− yˆ, pi) 0.60618 0.71995 0 0.88507 0 2.2037 0.019841 2.1125 pi 5pi/2 2pi
R(yˆ + zˆ, pi) 1.1424 0 0.59501 0.0042383 1.4268 0 0.62132 2.1010 7pi/2 pi 2pi
R(yˆ − zˆ, pi) 0.31843 0.84663 0 1.2694 0 0.92116 0.20711 1.7924 pi/2 pi 0
R(xˆ+ yˆ + zˆ, 2pi/3) 0.40554 1.1271 0 1.0423 0 1.1682 0.022417 2.0737 0 pi/2 pi/2
R(xˆ+ yˆ + zˆ, 4pi/3) 1.1099 0.67185 0 0.58455 0 3.5271 0.72636 1.3825 7pi/2 7pi/2 2pi
R(xˆ+ yˆ − zˆ, 2pi/3) 0.81495 0 0.53383 0.16963 1.0824 0 0.73536 -1.7509 5pi/2 3pi/2 4pi
R(xˆ+ yˆ − zˆ, 4pi/3) 0.46515 0.90353 0 1.2451 0 1.2943 0.035404 1.8526 0 pi/2 3pi/2
R(xˆ− yˆ + zˆ, 2pi/3) 0.59703 0.74094 0 0.88895 0 2.0930 0.029762 1.9536 pi/2 5pi/2 2pi
R(xˆ− yˆ + zˆ, 4pi/3) 0.96348 1.0402 0 0.47533 0 5.0237 0.19295 -2.2348 2pi 7pi/2 3pi/2
R(−xˆ+ yˆ + zˆ, 2pi/3) 0.52445 0.69563 0 1.36738 0 1.6155 0.0095420 2.2507 3pi/2 pi/2 2pi
R(−xˆ+ yˆ + zˆ, 4pi/3) 1.3517 0.79872 0 0.40171 0 8.0500 0.97474 1.5893 4pi 7pi/2 5pi/2
Table IV. Parameters of the correcting sequence, Eq. (32), appropriate for all remaining Clifford gates not discussed in Sec. III A
and Sec. III B.
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Figure 4. (Color online) Parameters for rotations around the
y-axis for a range of angles, corresponding to the sequence
shown in Eq. (31). For φ . 0.53pi, j6 becomes negative. In
solving for these parameters, we have assumed g(J) = J/0.
our method would work for other forms J(). The func-
tional form of J() generally varies from sample to sample
and must be measured individually before one optimizes
the supcode sequence, and it is not possible to present
results for all cases. Here, we will present numerical re-
sults for two cases of J() for one particular operation,
R(xˆ+ zˆ, φ).
We first consider the case of J() = Jmin + exp(/0),
corresponding to
g(J) = (J − Jmin)/0. (33)
We would like to ask the question: how much will the pa-
rameters for the supcode sequence change as one turns
on Jmin? We show the results in Fig. 5. The solid lines
are for Jmin = 0, which are exactly the same data as what
is shown in Fig. 2. The dashed lines and dotted lines are
for Jmin = 0.03 and 0.06 respectively. We see that when
we have a positive Jmin, the parameters undergo only rel-
atively small shifts away from their original values. This
indicates that the solution we have found is also robust.
In practice, it is also possible to take the ideal solution
for Jmin = 0 as the starting point, and then search for
the optimal solution corresponding to the true g(J) using
some experimental measure of fidelity.
We next consider a somewhat arbitrarily chosen case
with
J() = Jmin + J1e
−(/α1 +
√
/α2)
γ
. (34)
To solve for the pulse parameters, we first find g(J),
which has a complicated form we will not show explicitly,
and then take the solution for the simple g(J) ∝ J case
as the starting point for the solution search. Remarkably,
this process always converges, and we show results for a
representative case in Fig. 6. Although the line shape
drastically changes, which is expected because we have a
completely different g(J), we emphasize that we still find
a physical solution, and that this solution can easily be
found after we take the known solution for the g(J) ∝ J
case as the algorithm input. This means that our method
should work seamlessly for alternative choices of J(), as
long as the form of this function is known for the specific
sample to be measured.
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-1.5 -  -0.5 0 0.5 pipipipi
Jmin = 0
Jmin = 0.03
Jmin = 0.06
j0
j1
j3
j4
j k
φ
Figure 5. (Color online) Parameters for rotations around the
axis xˆ + zˆ v.s. rotation angle for several Jmin. In solving
for these parameters, we have assumed g(J) = (J − Jmin)/0.
The solid lines are for Jmin = 0 and are the same as what is
shown in Fig. 2. The dashed lines and dotted lines are for
Jmin = 0.03 and 0.06 respectively as indicated on the figure.
As in Fig. 2, the parameters shown correspond to the sequence
Eq. (16) with J = 1, but j2 = Jmin.
0
0.5
1
1.5
2
2.5
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3.5
-2 -1.5 -  -0.5 0 pipipipi
j0
j1/5
j3/10
j4
φ
j k
Figure 6. (Color online) Parameters for rotations around the
axis xˆ+ zˆ v.s. rotation angle for J() as defined in Eq. (34).
Parameters in Eq. (34) are Jmin = 0.008, J1 = 67.3, α1 =
0.476, α2 = 0.156, γ = 0.812. j1 and j3 are rescaled by a
certain factor as indicated in the figure. As in Figs. 2 and
5, the parameters shown correspond to the sequence Eq. (16)
with J = 1 and j2 = 0.01 > Jmin.
E. Finite rise time
Thus far, for the convenience of the theoretical treat-
ment, we have assumed that the pulses have rectangular
shapes, i.e., J can be turned on and off instantaneously.
In Ref. 41, we discussed how the parameters of the pulses
presented in that work would change if one takes into
consideration the finite rise times of the pulses, and the
conclusion was that the parameters would change very
slightly so that one may simply perform a local search
0
1
2
3
0 8 16 24 32
0
1
2
3
0 8 16 24 32
R
(
xˆ+ zˆ, pi
2
)
J
(t
)/
h
th
τ = 0
τ = 0.1
(a)
(b)
Figure 7. (Color online) Pulse shape for R(xˆ+ zˆ, pi/2) for (a)
square pulse (no rise time, τ = 0) and (b) trapezoidal pulse
with finite rise time τ = 0.1. In solving for these parameters,
we have assumed g(J) = J/0. Note that for panel (a), the
pulse sequence ends at around Tf = 31.24, and for panel (b)
the sequence ends at Tf = 37.22.
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τ = 0
τ = 0.05
τ = 0.1
j0
j1
j3
j4
j k
φ
Figure 8. (Color online) Parameters for rotations around the
axis xˆ+ zˆ for a range of angles, when a finite pulse rise time
τ as defined in Eqs. (35) and (36) is taken into consideration.
The parameters correspond to the sequence shown in Eq. (16)
but with a finite pulse rise time τ incorporated in a similar
manner as Fig. 7(b). Other parameters not shown are j2 = 0
and J = 1. In solving for these parameters, we have assumed
g(J) = J/0.
around the solution for the ideal, zero rise time, case. In
this subsection, we demonstrate that this is also the case
for the pulse sequences discussed here and in Ref. 42,
which are capable of correcting both δh and δJ error.
We introduce a function f(t, T ) which encapsulates the
information about the pulse shape. The rotation around
the axis xˆ+ Jzˆ is then expressed as
Rˇ(xˆ+Jzˆ;φ) = T exp
[
−i
∫ T
0
(1
2
σx+
J · f(t, T )
2
σz
)
dt
]
,
(35)
where T is the time-ordering operator.
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As an example, we consider pulses with a trapezoidal
shape, which begins and ends at J = 0 and ramps up
and down over a finite time duration τ :
f(t, T ) =

t/τ 0 ≤ t ≤ τ
1 τ < t ≤ T − τ
(T − t)/τ T − τ < t ≤ T
, (36)
and has total duration T .
We find the pulse sequence corresponding to a given
τ > 0 value following the strategy presented in Ref. 41.
Briefly, we replace each piece of the rotation in the no-
rise-time case by one with the desired finite rise time,
achieving the same target rotation at zeroth order and
possessing the same number of free parameters to be de-
termined by setting the total first-order error to zero.
In Fig. 7, we present the representative pulse shape for
R(xˆ+ zˆ, pi/2). Fig. 7(a) is the ideal square pulse with no
rise time, while Fig. 7(b) shows the sequence for finite rise
time τ = 0.1. In Fig. 8, we present how the parameters
of Fig. 2 change if one still wants to correct error while
having a finite rise time. As can be clearly seen from the
figure, the parameters change very slightly. This means
again that our method is robust, in the sense that for
a non-rectangular pulse shape, one may find the desired
solution through a simple local search around the solu-
tion we have for the ideal case. In practice, this can be
done directly in experiments if an appropriate measure
of fidelity is directly optimized.
IV. TWO-QUBIT AND MULTI-QUBIT
OPERATIONS
A. Two-qubit gates corrected through BB1
sequence
In this section, we discuss two-qubit gates as well as
how to perform a noise-resistant operation on a multi-
qubit array. For this purpose we consider two neighbor-
ing qubits residing in four dots, with qubit A residing in
dots 1 and 2 and qubit B residing in dots 3 and 4. To
perform a two-qubit gate, one needs to couple electrons
in dots 2 and 3, which in turn couples the two qubits.
There are currently two ways to achieve this. One way
is to use the capacitive coupling, as demonstrated exper-
imentally in Ref. 15. The other possibility is to use the
exchange link between the neighboring two dots of the
two double-dot system.16,49 The exchange coupling has
the advantage that it is much stronger than the capaci-
tive coupling, allowing for faster gates. We focus on the
latter case in this work.
We first briefly explain how the exchange link between
dots 2 and 3 can be combined with other single-qubit
gates to achieve an entangled two-qubit gate, equivalent
to cnot up to single-qubit operations. Then we proceed
to show how one can make this gate robust against noise,
and how the entire sequence may be optimized.
The fundamental ingredient in performing a two-qubit
gate with an exchange coupling is the Ising gate, labeled
by Uxx (α), which is designed in such a way that in the
absence of noise, leakage to the undesired states |↑↑↓↓〉
and |↓↓↑↑〉 is prevented, and one is left with a state-
dependent phase due to the exchange pulse.16 The pulse
sequence reads
Uxx (α) ≡ R(A) (zˆ, pi)R(B) (zˆ, pi)C23
(α
2
)
×R(A) (zˆ, pi)R(B) (zˆ, pi)C23
(α
2
)
= C23
(α
2
)
R(A) (zˆ, pi)R(B) (zˆ, pi)
× C23
(α
2
)
R(A) (zˆ, pi)R(B) (zˆ, pi)
= exp
(
i
α
2
σx ⊗ σx
)
+O (δh, δ) , (37)
and is also shown schematically in Fig. 9(a). Here,
R(A,B) (zˆ, pi) denotes the swap operation (i.e. |↑↓〉 →
|↓↑〉) of qubits A and B. C23 (α/2) denotes the applica-
tion of a pulse to the inter-qubit exchange link J23, such
that for spins in dots 2 and 3, it acts as a 2pi rotation
(i.e., an identity) in the Sz = 0 subspace, so that one may
avoid swapping the spins in dots 2 and 3 (which would
change |↑↓↑↓〉 to |↑↑↓↓〉), thereby preventing leakage. Its
argument, α/2, is fixed by
∫
dtJ23 (t) = α/2, correspond-
ing to the desired relative phase to be acquired by two-
qubit states. Since there are infinitely many ways to do
an identity operation in the subspace of dots 2 and 3, one
may choose one that has the correct pulse area to obtain
the desired α by, for example, changing the axis of the
2pi rotation. During a single application of C23 (α/2),
the Overhauser fields also contribute to the phase accu-
mulated by the two-qubit states, however, these may be
removed by flipping all the spins in qubits A and B (the
effect of the swap gates) then applying the C23 (α/2)
again, by which an equal amount of phase with opposite
sign is accumulated through the Overhauser field. The
swap gates on qubits A and B are applied for this pur-
pose. After the extra phase factor is canceled, the swap
gates must be applied once again to return the states
to their original form carrying the desired phase factor.
On the other hand, this entire sequence can also be re-
versed without making any difference in the absence of
noise [cf. Eq. (37) and Fig. 9(a)]. With an Ising gate
handy, it is then very straightforward to convert it to
any two-qubit gate. Explicit formulae have been given in
Refs. 16 and 49 on how one may generate a cnot gate
from Uxx(α = pi/2) and single-qubit operations.
Noise has two effects on the Ising gate. First, imperfect
single-qubit rotations produce errors in the swap gates
and the C23 gates, which, in the former cases contribute
to decoherence and in the latter cases cause leakage out of
the computational subspace in addition to decoherence.
These errors can be corrected up to the first order by re-
placing all single-qubit gates by the supcode sequences
discussed in Sec. III. What makes the noise correction
difficult is that the charge noise makes
∫
dtJ23 (t), and
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(a) Ising gates
R(zˆ, pi) R(zˆ, pi)|ψA〉
C23
(
α
2
)
C23
(
α
2
)
R(zˆ, pi) R(zˆ, pi)|ψB〉


=
R(zˆ, pi) R(zˆ, pi)
C23
(
α
2
)
C23
(
α
2
)
R(zˆ, pi) R(zˆ, pi)
≡ Uxx(α)
(b) BB1 sequence
Uxx(4Npi + θ) U ′xx
[
(4N ± 1)pi, φ1
]
U ′xx
[
(8N ± 2)pi, 3φ1
]
U ′xx
[
(4N ± 1)pi, φ1
]|ψA〉
|ψB〉


(c) After contractions
Uxx(4Npi + θ)
R(zˆ, φ1)
Uxx
[
(4N ± 1)pi]
R(zˆ, 2φ1)
Uxx
[
(8N ± 2)pi]
R(zˆ,−2φ1)
Uxx
[
(4N ± 1)pi]
R(zˆ,−φ1)|ψA〉
I I I I|ψB〉


Figure 9. Quantum circuits for corrected two-qubit gates with the BB1 sequence. Each line represents a quantum dot, linked
to its neighboring dots by the exchange interaction. A singlet-triplet qubit then is denoted as |ψA〉 and |ψB〉 by a pair of lines
with corresponding electronic states within Sz = 0 subspace. Panel (a) shows the Ising gate [Eq. (37)]. Panel (b) shows the
BB1 sequence [Eq. (45)]. Here, φ1 is defined in Eq. (43) if we assume g(J) = J/0. Panel (c) shows the result after contraction
of z-rotations, and is identical to the sequence shown in Ref. 42 when taking N = 2 and the plus sign in “±”.
subsequently the phase α, erroneous. Worse, supcode
typically sweeps more than 14pi around the Bloch sphere,
during which a considerable amount of error may be ac-
cumulated. Since this problem is not solved by replacing
all gates by supcode, we must deal with it differently.
In Ref. 42 we propose a way to correct the phase er-
ror due to the charge noise by making an analogy to
the BB1 sequence, which is known to correct the over-
rotation error in NMR literature.44,50 In fact, although
BB1 was originally proposed to correct over-rotation er-
ror for single-qubit gates, it was later realized45 that for
the Ising two-qubit gate, a variant of the same sequence
would work. We will therefore start with the single-qubit
version of the BB1 sequence, and then verify whether
that sequence can correct the over-rotation error as de-
sired.
We start by defining a few notations. First, an x-
rotation with an over-rotation error ε is defined as
X(ε, θ) = exp
[
−iσx (1 + ε)θ
2
]
(38)
[We use a different notation than Eq. (3) since here we
have a different source of error.] Secondly, we tilt the
entire frame around the z-axis by angle φ:
X ′(ε, θ, φ) = R(zˆ,−φ)X(ε, θ)R(zˆ, φ) (39)
[note that R(zˆ,±φ) here denotes ideal rotations]. The
BB1 sequence is then based on the following identity:
X ′(ε, pi, φ1)X ′(ε, 2pi, 3φ1)X ′(ε, pi, φ1)X(ε, θ)
= R(xˆ, θ)
[
I − i
2
(θ + 4pi cosφ1)ε
]
+O(ε2) (40)
and when
φ1 = ± arccos
(
− θ
4pi
)
(41)
Eq. (40) is robust against error at least up to the first
order.
We may then make an analogy between X(ε, θ) and
Uxx(α). Note that when making this direct analogy, we
are already assuming that the overrotation error,
∫
δJ(t),
is proportional to the rotation angle
∫
J(t). This in turn
means that we are assuming g(J) = J/0 here. In fact,
our method works equally well when g(J) assumes an-
other form. We will postpone the discussion of this until
after we have presented the SK1 version of the sequence
in the next subsection, Sec. IV B. Here, for the conve-
nience of presentation, we assume g(J) = J/0.
We must solve another problem before we can pro-
ceed. Eq. (41) requires −4pi ≤ θ ≤ 4pi. Nevertheless,
in our Uxx(α) gate, since we implement C23 with sup-
code, which sweeps more than 14pi around the Bloch
sphere, the integrated pulse area is typically larger than
4pi. Therefore we must generalize Eq. (40) to accommo-
date larger angles. To do this we observe that
X ′ [ε, (4N ± 1)pi, φ1]X ′ [ε, (8N ± 2)pi, 3φ1]
·X ′ [ε, (4N ± 1)pi, φ1]X(ε, 4Npi + θ)
= R(xˆ, θ)
{
I − i
2
{θ + 4pi [N + (4N ± 1) cosφ1]} ε
}
+O(ε2), (42)
where N is an integer. It is obvious that when we take
N = 0 and the plus sign in “±”, Eq. (42) reduces to
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Eq. (40). Now to make the first-order error vanish, we
need
φ1 = ± arccos
[
− 4Npi + θ
(16N ± 4)pi
]
. (43)
Here, by choosing an appropriate integer N , one may find
real φ1 values for virtually any θ.
To implement the sequence in the two-qubit scenario,
we define a tilted version of the Ising gate Uxx(α), de-
noted by U ′xx(α, φ): (note that both are subject to noise
even though we did not explicitly indicate it)
U ′xx (α, φ) ≡ R(A) (zˆ,−φ)Uxx (α)R(A) (zˆ, φ)
= [R (zˆ,−φ)⊗ I]Uxx (α) [R (zˆ, φ)⊗ I] (44)
Here, the z-rotations are only done on qubit A. While
there is no doubt that such a z-rotation on qubit A needs
to be done with supcode, qubit B also has to undergo
a supcode identity operation corrected against noise up
to the first order, with the same time duration as the
operation on qubit A. We will discuss this in more detail
in Sec. IV C.
By making direct analogy to Eq. (42), one may easily
verify that when φ1 is chosen as prescribed in Eq. (43),
the sequence
U ′xx [(4N ± 1)pi, φ1]U ′xx [(8N ± 2)pi, 3φ1]
· U ′xx [(4N ± 1)pi, φ1]Uxx(4Npi + θ)
= exp
(
i
θ
2
σx ⊗ σx
)
+O
[
(δh+ δ)
2
]
, (45)
is immune to noise up to the leading order. This sequence
is shown in Fig. 9(b). [Note that in the figure, time flows
from left to right, while on the left hand side of Eq. (45)
from right to left.]
There are some trivial optimizations. For two consec-
utive U ′xx operations, the z-rotations in the middle of
them can be contracted, so one is to perform one in-
stance of supcode for them rather than two. For exam-
ple, U ′xx [(4N ± 1)pi, φ1] has R(zˆ, φ)⊗I on its right, while
U ′xx [(8N ± 2)pi, 3φ1] has R(zˆ,−3φ)⊗ I on its left. Then,
when they are applied back-to-back, the z-rotations can
be contracted as R(zˆ,−2φ)⊗ I. The sequence after such
contraction is shown in Fig. 9(c). If we take N = 2,
θ = pi/2, and choose the plus sign in “±”, we have ex-
actly the same sequence as presented in Ref. 42.
Obviously, the cost of being immune to noise is a much
longer gate time. For the sequence shown in Fig. 9(c),
12 z-rotations and eight C23 gates are required, each of
which requires roughly 18pi of rotation around the Bloch
sphere. Therefore the total length of the gate, in terms
of the angle swept, is around 360pi. We therefore are
interested in further optimizing the corrected Ising gate.
B. Two-qubit gates corrected through SK1
sequence
A 25% reduction in the length of the gate can be made
by using the SK1 sequence instead of BB1. The reason
is simply that SK1 requires three components [X and X ′
defined in Eqs. (38) and (39)], while BB1 requires four.
With functions X and X ′ already defined in Eqs. (38)
and (39), we write the identity based on which the SK1
sequence is defined, as
X ′(ε, 2pi,−φ1)X ′(ε, 2pi, φ1)X(ε, θ)
= R(xˆ, θ)
[
I − i
2
(θ + 4pi cosφ1)ε
]
+O(ε2) (46)
and when φ1 is given by Eq. (41), the first order error
vanishes.
Similarly to the BB1 case, we need to generalize
Eq. (46) so that larger values of θ are allowed. Straight-
forward algebra shows
X ′ (ε, 2Mpi,−φ1)X ′ (ε, 2Mpi,φ1)X(ε, 4Npi + θ)
= R(xˆ, θ)
{
I − i
2
{θ + 4pi [N +M cosφ1]} ε
}
+O(ε2), (47)
where M can take the values {2N±1, 2N} where N is an
integer. To make the first-order error vanish, we require
φ1 = ± arccos
(
−4Npi + θ
4Mpi
)
. (48)
Then, with U ′xx(α, φ) defined in Eq. (44), we write the
SK1 sequence for the two-qubit gate as
U ′xx (2Mpi,−φ1)U ′xx (2Mpi,φ1)Uxx(4Npi + θ)
= exp
(
i
θ
2
σx ⊗ σx
)
+O
[
(δh+ δ)
2
]
. (49)
It is straightforward to verify that the sequence is in-
deed immune to noise up to the leading order if φ1 is
chosen according to Eq. (48). This sequence is shown in
Fig. 10(a). We can then do contractions of z-rotation
gates as we did in Fig. 9(c). The resulting sequence is
shown in Fig. 10(b).
Further optimization may be made by noting that in
the definition of Uxx, the order of the sequence may
be reversed [Fig. 9(a)]. We choose the partial sequence
Uxx(2Mpi) · [R(zˆ,−2φ1)⊗ I] · Uxx(2Mpi), as enclosed by
the dashed frame in Fig. 10(b), and expand the two
Uxx(2Mpi) gates in such a way that their end parts, the
R(zˆ, pi) ⊗ R(zˆ, pi) gates, are leaning toward each other.
Then one may simply do the contraction
[R(zˆ, pi)⊗R(zˆ, pi)] · [R(zˆ,−2φ1)⊗ I] · [R(zˆ, pi)⊗R(zˆ, pi)]
= R(zˆ,−2φ1)⊗ I (50)
as shown in the dotted frame of Fig. 10(c).
For the sequence shown in Fig. 10, seven z-rotations
and six C23 gates are required. If we assume that each
gate requires roughly 18pi of rotation around the Bloch
sphere, the total length of the gate, in terms of the angle
swept, is around 230pi, a 35% reduction from the BB1
sequence.
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(a) SK1 sequence (M = 2N, 2N ± 1)
Uxx(4Npi + θ) U ′xx(2Mpi,φ1) U ′xx(2Mpi,−φ1)
|ψA〉
|ψB〉


(b) After contractions
Uxx(4Npi + θ)
R(zˆ, φ1)
Uxx(2Mpi)
R(zˆ,−2φ1)
Uxx(2Mpi)
R(zˆ, φ1)|ψA〉
I I I|ψB〉


(c) Further optimization
R(zˆ, pi) R(zˆ, pi) R(zˆ,−2φ1) R(zˆ, pi) R(zˆ, pi)|ψA〉
C23(Mpi) C23(Mpi) C23(Mpi) C23(Mpi)
R(zˆ, pi) R(zˆ, pi) I R(zˆ, pi) R(zˆ, pi)|ψB〉


=
R(zˆ, pi) R(zˆ,−2φ1) R(zˆ, pi)
C23(Mpi) C23(Mpi) C23(Mpi) C23(Mpi)
R(zˆ, pi) I R(zˆ, pi)
Figure 10. Quantum circuits for corrected two-qubit gates with the SK1 sequence. Panel (a) shows the SK1 sequence [Eq. (49)],
with φ1 defined in Eq. (48) if we assume g(J) = J/0. Panel (b) shows the sequence after contractions are performed as in
Fig. 9(c). Several gates are enclosed by the dashed frame, which are further optimized as explained in the main text [Eq. (50)],
and shown in panel(c).
The above discussions of the BB1 and SK1 sequences
have assumed g(J) = J/0, which means that the over-
rotation error is proportional to the angle θ rotated [cf.
Eq. (38)]. In the general case, we may revise Eq. (38)
with the over-rotation error acquiring a factor dependent
on θ:
X˜(ε, θ) = exp
{
−iσx {1 + [1− λ(θ)]ε}θ
2
}
. (51)
We shall demonstrate how our method works for the
SK1 sequence, but application to BB1 sequence is con-
ceptually the same. Corresponding to Eq. (51), in
Eq. (47) we need the function X˜ for two rotation an-
gles, 2Mpi and 4Npi + θ. This means that λ(θ) in
Eq. (51) may take two possibly different values. We de-
note λ(4Npi + θ) ≡ λ1 and λ(2Mpi) ≡ λ2. Similarly to
Eq. (39), we define
X˜ ′(ε, θ, φ) = R(zˆ,−φ)X˜(ε, θ)R(zˆ, φ) (52)
and Eq. (47) must be correspondingly revised as
X˜ ′ (ε, 2Mpi,−φ1) X˜ ′ (ε, 2Mpi,φ1) X˜(ε, 4Npi + θ)
= R(xˆ, θ)
×
{
I − i
2
[(1− λ1)(θ + 4Npi) + (1− λ2)4Mpi cosφ1] ε
}
+O(ε2), (53)
and φ1 has to satisfy
φ1 = ± arccos
[
− (4Npi + θ)(1− λ1)
4Mpi(1− λ2)
]
. (54)
to make the first-order error vanish.
Therefore under a general scenario with an arbitrary
dependence of J on detuning, our sequence will work per-
fectly as long as one chooses the φ1 value as in Eq. (54).
Here we made no assumption about the precise form of
g(J): the only important thing is that g(J) has to be
known and the values of λ1 and λ2 can be calculated.
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C. Manipulation of a multi-qubit system and the
buffering identity operation
Since we now have corrected single-qubit and two-qubit
gates, arbitrary multi-qubit circuits immune to noise can
be performed in a similar manner as shown in Fig. 9 and
Fig. 10. There remains one more component essential
for implementing a multi-qubit circuit: a variable-time
identity operation. In fact, the identity operation plays
important roles in several parts of our pulse sequence,
which we explain in detail below.
First, as can be seen from Fig. 9 and Fig. 10, when
qubit A is undergoing a single-qubit operation, for ex-
ample a z-rotation, qubit B has to undergo a corrected
identity operation. One cannot simply do nothing on
qubit B because the constant presence of the Overhauser
field required to access the x-axis rotation would lead
the qubit states to stray undesirably, and the situation
is made worse by the presence of noise. Therefore it is
necessary for qubit B to undergo a corrected identity
operation which has the same time duration as the oper-
ation performed on qubit A, namely they must both end
at the same time and proceed to the next operation. The
same holds for multi-qubit gates: when several qubits as
part of a qubit array are performing certain operations,
all remaining qubits must perform identity operations,
and these operations should all have the same time du-
ration. If the operations on two qubits have different
time durations (say t1 and t2), then one must supplement
those operations with identity operations with time du-
rations T − t1 and T − t2 to make them end at the same
time, while the remaining qubits must also end their re-
spective operations at time T . This is necessary to keep
the entire system immune to noise to the leading order.
For example, in the Ising gate as shown in Fig. 9(a),
both qubits A and B have to perform a swap operation,
R(zˆ, pi). They would automatically span the same time
if the Overhauser fields for qubits A and B are identi-
cal. However when the Overhauser fields are different,
the two operations would end at different times and one
must “buffer” them by identities as explained above.
Secondly, the identity operation is also fundamental for
two-qubit gates: it is an essential ingredient for perform-
ing C23
(
α
2
)
[cf. Eq. (37) and Fig. 9(a)]. In the definition
of C23, the argument α/2 is equal to
∫
dtJ23 (t), which
then directly translates to the resulting Ising gate Uxx(α).
Here, J23(t) is a composite pulse implementing an iden-
tity operation in the Sz = 0 subspace of dots 2 and 3,
therefore generating Uxx for a certain value of α amounts
to doing an identity operation with
∫
dtJ (t) matching a
predetermined value.
The above discussion implies that we need a family of
corrected identity operations which can generate a broad
range of time durations as well as values of
∫
dtJ (t). To
accomplish this, we employ an additional degree of free-
dom in the discussion of Sec. III A, the exchange inter-
action J . Note that for each value of J , one can always
perform a corrected 2pi rotation around xˆ+Jzˆ with a cer-
tain time T and value of
∫
dtJ (t). When J is changed
between 0 and Jmax, T and
∫
dtJ (t) would also change,
covering certain ranges.
We have found such an identity as a level-6 one, defined
as
U(J, 2pi)U(j5, pi)U(j4, pi)U(j3, pi)U(j2, pi)
× U(j1, pi)U(j0, 4pi)U(j1, pi)U(j2, pi)U(j3, pi)
× U(j4, pi)U(j5, pi)U(J, 2pi)
(55)
Since the sequence is symmetric, we only need four un-
knowns. We then choose j2 = j4 = 0, and use J as the
“tunable knob”: for each given value of J , we solve for
physical solutions of j0, j1, j3, j5, and record the time
duration and
∫
dtJ(t). We have found that the pulse
sequence of Eq. (55) generates identity operations with
time duration Tf between 22 and 48. By duplicating
this identity, one can obtain corrected identities span-
ning any time for Tf > 22. These identity operations
can also be used in the construction of the two-qubit
gates discussed in previous sections. This pulse sequence
generates values of
∫
dtJ (t) between 10 and 20 (corre-
sponding to 20 < α < 40). In Ref. 42, we have used this
sequence to generate Uxx(17pi/2) and Uxx(9pi).
V. RANDOMIZED BENCHMARKING
The supcode sequences cancel lowest-order effects of
static (DC) noise, but they will not function in the oppo-
site limit, of completely white noise. In reality, we expect
the noise spectrum to be of an intermediate ω−α form,
where recent experimental work puts α ' 2.5 for nuclear
spin fluctuations30,51), α = 0.7 for charge noise.46
For such “colored” noise, the slow correlations mean
that it is not necessarily possible to predict the fidelity of
a quantum algorithm involving a sequence of gates from
looking at the performance of the individual gates within
that sequence. A powerful technique for investigating the
fidelity of pulse sequences exists in the form of Random-
ized Benchmarking (RB) (a nice theoretical overview is
given in Ref. 52). The crucial insight of RB is that instead
of investigating arbitrary gates, we may restrict ourselves
to a finite subset, the Clifford group. This means that we
need only produce a finite set of corrected gates. Also,
we can efficiently calculate the effect of any arbitrary
sequence of ideal Clifford gates acting on a state. Ad-
ditionally, after any arbitrary sequence of Clifford gates
applied to the system ground state |0〉, only 1 additional,
efficiently-calculable, Clifford gate is required to rotate
the resulting state into the standard |0〉-|1〉 measurement
basis. This last property is crucial for the experimen-
tal implementation of RB, allowing errors in the Clifford
gates to be determined independently of any errors in
state preparation and measurement (SPAM).
We have investigated the theoretical performance of
our single-qubit gates using a numerical simulation of
Randomized Benchmarking. We denote the set of 24
18
0
2
4
6
8
J
(t
)/
h
C1 = I C2 = R(xˆ,−π/2) C3 = R(xˆ, π/2) C4 = R(xˆ, π)
0
2
4
6
8
J
(t
)/
h
C5 = R(yˆ,−π/2) C6 = R(yˆ, π/2) C7 = R(yˆ, π) C8 = R(zˆ,−π/2)
0
2
4
6
8
J
(t
)/
h
C9 = R(zˆ, π/2) C10 = R(zˆ, π) C11 = R(xˆ+ zˆ, π) C12 = R(xˆ− zˆ, π)
0
2
4
6
8
J
(t
)/
h
C13 = R(xˆ+ yˆ, π) C14 = R(xˆ− yˆ, π) C15 = R(yˆ + zˆ, π) C16 = R(yˆ − zˆ, π)
0
2
4
6
8
J
(t
)/
h
C17 = R(xˆ+ yˆ + zˆ, 2π/3) C18 = R(xˆ+ yˆ + zˆ,−2π/3) C19 = R(xˆ+ yˆ − zˆ, 2π/3) C20 = R(xˆ+ yˆ − zˆ,−2π/3)
0 20 40 60
0
2
4
6
8
th
J
(t
)/
h
C21 = R(xˆ− yˆ + zˆ, 2π/3)
0 20 40 60
th
C22 = R(xˆ− yˆ + zˆ,−2π/3)
0 20 40 60
th
C23 = R(−xˆ+ yˆ + zˆ, 2π/3)
0 20 40 60
th
C24 = R(−xˆ+ yˆ + zˆ,−2π/3)
Figure 11. (Color online) Implementations of all 24 single-qubit Clifford gates. Thick blue: na¨ıve implementation; Fine red:
supcode implementation.
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Figure 12. (Color online) Finite-bandwidth approximation
of 1/ω noise via sum of RTS. (a) Thin red: power spectra
of individual RTSs; thick black: sum of RTS; dashed: ideal
1/ω. (b) A specific sample of such noise drawn from this
distribution.
single-qubit Cliffords as {C1, ..., C24}, and similarly de-
note a pulse implementation of the group (which may
be a na¨ıve uncorrected implementation, or one of our
corrected supcode composite pulse implementations as
given explicitly in Tables I to IV and shown graphically
in Fig. 11) as {C˜i}.
We can calculate the expected fidelity of an imple-
mentation of a length-n sequence of Cliffords as 〈Fn〉 =
〈F (Cj1Cj2 · · ·Cjn , C˜j1C˜j2 · · · C˜jn)〉 where F (A,B) de-
notes the fidelity between unitaries A and B, and the
bracket 〈·〉 represents averaging over both the choice
of random Clifford elements j1, j2, ..., jn distributed uni-
formly and independently over {1, 2, . . . , 24} and also av-
eraging over realizations of the charge and magnetic field
noise, parameterized by an amplitude δ.
We generate “1/f” noise realizations via a weighted
0.6
0.8
1
0.5
F
id
el
it
y,
⟨F
n
⟩
(a) DC noise
0 50 100 150 200
0.6
0.8
1
0.5
Number of gates, n
F
id
el
it
y,
⟨F
n
⟩
(b) S(ω) = 1/ω1.5
Figure 13. (Color online) Fidelity vs number of gates. (a) DC
noise, (b) 1/ω1.5 noise. Red/dashed: na¨ıve Clifford implemen-
tation; blue/solid: supcode Clifford implementation. Points
are from RB simulation and curves are fits to (1 + e−γn)/2.
Note that the exponential decay model does not fully describe
the data in part (b).
sum of Random Telegraph Signals (RTSs)53, resulting in
noise that approximates a desired ω−α power spectrum
over a wide range in ω, as shown in Fig. 12. We choose the
low-frequency cutoff such that the slowest RTS has time
constant τmax = 10
4/h and the high-frequency cutoff
from τmin = 1/h. One interpretation of a low-frequency
cutoff is that it corresponds to the experimentalist mak-
ing a calibration of h and J on a timescale of τmax prior
to a given benchmarking run. As such, our choice of
τmax minimizes the relative improvement due to sup-
code, since it corresponds to calibrating out δJ and
δh about as quickly as is reasonable to imagine: more
usually τmax will be on the order of minutes or hours
(τmax ' 1011/h) leading to a much larger DC component
of the noise and correspondingly better performance of
supcode compared to na¨ıve pulses. Our high-frequency
cutoff is on the order of the shortest pulses of our se-
quences, such that all higher frequencies are effectively
“white”: extending the cutoff towards higher frequencies
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Figure 14. (Color online) Fidelity decay constant γ vs noise
amplitude. (a) DC noise, (b) 1/ω1.5 noise. Red/dashed: naive
Clifford implementation; blue/solid: supcode Clifford imple-
mentation. Points are from RB simulation, curves are propor-
tional to δ2 and δ4. For DC noise, as expected, the lowest-
order contribution of the noise is canceled by supcode, leav-
ing a residual effectO(δ4). For the AC noise, the improvement
from supcode saturates at approximately 10-fold reduction
in γ. Vertical lines indicate the values of δ used in Fig. 13.
should be equivalent to adding a white noise background
that will affect the na¨ıve and corrected pulses similarly,
depending only on their total duration.
Both because the na¨ıve and corrected pulse sequences
are built from piecewise-constant pulses and because the
noise realizations are also piecewise-constant, the system
evolution can be efficiently calculated as a product of
matrix exponentials. This gives an efficient calculation
of the expected fidelity 〈Fn〉. We proceed in the stan-
dard way for RB by fitting 〈Fn〉 for differing n = 0, ..., N
to a decaying exponential function 〈Fn〉 = (1 + e−γn)/2,
where unlike in the case of experimental RB we are able
to avoid fitting an overall scaling factor, due to absence
of SPAM errors for this numerical simulation. Due to
the non-Markovian form of the noise, 〈Fn〉 is not nec-
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Figure 15. (Color online) Asymptotic improvement ratio of
supcode vs na¨ıve pulses, for 1/ωα noise. The line is 2× 76α
essarily expected to have exactly exponential form, and
indeed we do observe a deviation from the exponential
in Fig. 13. Nevertheless we use the fitted γ [which can
be related to an error-per-gate (EPG)52] to summarize
the performance of a particular implementation of the
Clifford group under a particular noise distribution.
When the strength of the noise is reduced, we find that,
as expected, the EPG of a supcode Clifford implemen-
tation falls more steeply than for a na¨ıve implementation
(see Fig. 14). For static noise, the γ for supcode is O(δ4)
order in the noise strength, δ, compared to O(δ2) order
for the na¨ıve implementation, allowing the supcode to
perform arbitrarily better than the na¨ıve sequence, if the
noise can be reduced sufficiently. However, for colored
noise, the ratio of the na¨ıve γN to the supcode γC sat-
urates to a finite value, r, in the limit that the noise is
reduced toward zero, r = limδ→0 γN/γC . Thus, there is
a maximum improvement that is possible for supcode.
We find that this ratio is a strong function of the ex-
ponent α of the noise distribution, and over the range
0.5 < α < 1.5 it fits well to an exponential function
2× pα−1 (see Fig. 15, where p = 76). (To study α much
outside this range, we would need to use a different pro-
cess to generate the noise.) The specific value of the
base varies, 20 . p . 80, when sweeping the low- and
high-frequency cutoffs of the noise spectrum over a fac-
tor of 10, but the sensitivity to α remains. Based on
this empirical result and the experimental estimates of
α, it seems that supcode should perform extremely well
against magnetic field noise, but have more limited suc-
cess against charge noise. This assumes the experimen-
tal estimates of α for these noises turn out to hold true,
and comes with the caveat that a sum of RTSs cannot
reproduce a noise spectrum with α > 2 where a spin-
diffusion model is more physically realistic. A future
variant of supcode might trade a fraction of the per-
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formance against field noise for improved performance
against charge noise.
Our numerical RB technique can be extended in a
straightforward, if tedious, fashion to investigate 2-qubit
sequences. We have only considered the case where the
magnetic field noise and charge noise are of similar mag-
nitude, have the same α, and are generated indepen-
dently: it will be interesting to relax some of these con-
straints. In particular it could be interesting to examine
the effect of correlated noises, and it may be possible to
construct families of pulse sequences that sacrifice some
performance on general independent noise in favor of per-
formance on correlated noise. Another open question re-
lates to the failure of the Gaussian approximation for
colored noise — the noise is not only characterized by
the power spectrum, but also by the microscopic struc-
ture of the environment. For example, rather than our
weighted sum of RTSs, modeling the case where the noise
is due to a collection of two-level fluctuators with random
switching rates, the same noise spectrum could arise from
a single fluctuator with an undetermined switching rate.
Due to the failure of the Gaussian approximation, these
different environments may cause different behavior (see,
for example Ref. 54). Our numerical technique can be
extended to investigate the behavior of our gates under
such different environments.
VI. CONCLUSION
In conclusion, we have shown that our protocol41,42
for performing robust quantum control of semiconductor
spin qubits, supcode, can be extended to incorporate
the numerous complications inherent in a real quantum
device without compromising any of its error-suppressing
capabilities. We have shown that this is true for both
the full range of single-qubit operations as well as for
an entangling two-qubit gate, demonstrating that noise-
resistant universal quantum control can be achieved in
actual experiments. In the case of the two-qubit gate,
we have also explained how the gate operation time can
be substantially reduced compared to earlier work, con-
stituting a crucial step toward experimental implementa-
tion. In addition, we have provided a randomized bench-
marking for our proposed gate control operations. Below,
we summarize our main findings regarding each of these
points.
The most important message of this work is that the
applicability of supcode is not in any way diminished
when various experimental complications are taken into
account. One such complication stems from the depen-
dence of the exchange coupling on the detuning. This
dependence varies from sample to sample and has a large
impact on the effect of charge noise on the qubit, so it is
therefore important that schemes to combat charge noise
such as supcode are able to incorporate this dependence
into their functionality. In our earlier work on supcode,
as well as in other theoretical and experimental works, a
simple model in which the exchange coupling is assumed
to increase exponentially with the detuning was used.
While this assumption can greatly simplify the theoreti-
cal analysis, it also raises the question of whether the ef-
ficacy of supcode depends on this assumption. Here, we
have explicitly shown that this is not the case, and that
supcode remains equally effective for other models of
the exchange-coupling dependence on detuning. In fact,
for a general model, we have seen that one simply needs
to adjust the form of the coupled nonlinear equations
and then follow the standard procedure to solve them
to obtain error-suppressing pulse sequences. We demon-
strated this fact explicitly for two alternative choices of
the exchange coupling function and showed that numer-
ical solutions can still be found. Furthermore, we have
shown that these results hold for both the single and
two-qubit gates.
A second complication that arises in real experiments is
that pulses cannot be made perfectly square; instead they
necessarily contain a finite rise time during which the
exchange coupling switches between zero and non-zero
values. Replacing the perfect square with a trapezoidal
model for the pulses, we showed that a finite rise time
would merely translate to rather small shifts in the pulse
parameters relative to the values obtained for square
pulses. We further showed that it is generally the case
that one can start with the pulse parameters found as-
suming perfectly square pulses, and then optimize around
these values to obtain noise-resistant sequences of pulses
with finite rise times. The fact that finite rise times do
not lead to a substantial change in the parameters means
that such a search remains local in parameter space and
is relatively easy to perform.
A third experimental reality that our earlier works on
supcode did not account for is the fact that the noise
is not truly static, exhibiting some variation on longer
time scales. To address the importance of this effect on
the operation of supcode, we presented a complete ran-
domized benchmarking analysis showing that this indeed
puts some limitations on the performance of supcode.
To make supcode experimentally feasible, it is not
only important to account for the issues that arise in
real physical systems, but it is also crucial to shorten
the total gate operation times as much as possible. In
particular, we showed that the length of the corrected
two-qubit gate presented in Ref. 42 can be significantly
reduced by about 35%. This large reduction is made pos-
sible by replacing the BB1 sequence with a generalized
SK1 sequence, in conjunction with some additional opti-
mizations to the sequence. It is, in principle, likely that
the pulse sequence can be shortened further through ex-
tensive numerical searches for better optimization, but
given that the pulse sequences proposed in this work are
already short enough for laboratory implementations, we
believe that the time is here for a serious experimental
investigation of supcode to test its efficiency in produc-
ing error-resistant one- and two-qubit gates for spin qubit
operations in semiconductor quantum dot systems.
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Quantum dot spin qubits, particularly because of their
scalability, are one of the primary candidates for the
building blocks of a quantum computer. The noise-
insensitive gates generated by supcode help fill the need
for precise and robust quantum control in these qubits.
In this paper, we show how one may apply supcode
to produce noise-resistant single-qubit, two-qubit and
multi-qubit operations. Not only do supcode sequences
respect all the fundamental experimental constraints as-
sociated with singlet-triplet qubits, but they also pos-
sess a remarkable robustness and flexibility when real-
istic, sample-dependent factors are taken into account.
We therefore believe that a judicious use of supcode is
capable of bringing gate errors below the quantum er-
ror correction threshold, thus ushering in the possibility
of fault-tolerant quantum computation in singlet-triplet
semiconductor spin qubits.
This work is supported by LPS-CMTC and IARPA.
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