Several studies have recently challenged the accuracy of traditional models of classical conditioning that account for some experimental data in terms of a storage deficit. Among other results, it has been reported that extinction of the blocking or overshadowing stimulus results in the recovery of the response to the blocked or overshadowed stimulus, backward blocking shows spontaneous recovery, extinction of the training context results in the recovery from latent inhibition, interposing a delay between conditioning and testing in latent inhibition increases latent inhibition, and latent inhibition antagonizes overshadowing. An existing neural network model of classical conditioning (N. A. Schmajuk, Y. Lam, & J. A. Gray, 1996) , which includes an attentional mechanism controlling both storage and retrieval of associations, is able to quantitatively describe these results.
In recent decades, new phenomena have been presented that challenge traditional theories of classical conditioning (e.g., Mackintosh, 1975; Pearce & Hall, 1980; Rescorla & Wagner, 1972) . Among other observations, Matzel, Schachtman, and Miller (1985; Kaufman & Bolles, 1981) established that extinction of the overshadowing conditioned stimulus (CS) results in the recovery of the response to the overshadowed CS; Blaisdell, Gunther, and Miller (1999) showed that extinction of the blocking CS results in the recovery of the response to the blocked CS; Pineño, Urushihara, and Miller (2005) reported that a time delay interposed between the last phase of backward blocking (BB) and testing results in the recovery of the response to the blocked CS; Grahame, Barnet, Gunther, and Miller (1994) reported that extinction of the context following latent inhibition (LI) results in the recovery of the response of the target CS; De la Lubow (2000, 2002) demonstrated that a delay interposed between conditioning and testing results in an increased LI effect (super LI); and Blaisdell, Bristol, Gunther, and Miller (1998) showed that LI and overshadowing counteract each other.
Several attempts to account for these results can be mentioned. For example, Van Hamme and Wasserman (1994) offered a modified version of the Rescorla and Wagner (1972) model that is able to explain recovery from overshadowing and blocking, but it is unable to explain LI and, consequently, its recovery. Dickinson and Burke (1996) offered a modified version of Wagner's (1981) sometimes opponent process (SOP) theory, which describes recovery from overshadowing, blocking, and LI but is unable to describe spontaneous recovery from BB, super LI, or the interaction between LI and overshadowing. Finally, the extended comparator hypothesis (Denniston, Savastano, & Miller, 2001) describes the LI-overshadowing interaction and provides an explanation for the recovery from BB but cannot describe super LI. In this article, we show how an existing neural network model of classical conditioning (the SLG model; Schmajuk, Lam, & Gray, 1996) can be applied to the above-mentioned results.
The Dickinson and Burke (1996) Version of Wagner's (1981) SOP Model Dickinson and Burke (1996) proposed a revised version of Wagner's (1981) SOP theory. According to the original theory, a stimulus representation can be in one of three states: A1 (active), A2 (active), or I (inactive). An excitatory association between a CS and an unconditioned stimulus (US) increases when their representations are in the A1 state. After training, presentation of the CS by itself activates a representation of the US (initially in the I state) in the A2 state. An inhibitory association between a CS and a US increases when the CS representation is in the A1 state and the US representation is in the A2 state, that is, when the US is not present but is evoked by another CS. Whereas Wagner (1981) suggested that no learning occurs if the representations of two stimuli are in the A2 state, Dickinson and Burke (1996) postulated that in this situation an excitatory association is formed. This association is weaker, however, than that formed when both stimuli are in the A1 state. In addition, whereas Wagner (1981) suggested that no learning occurs if the CS is represented in the A2 state and the US is presented in the A1 state, Dickinson and Burke (1996) postulated that, in this situation, an inhibitory association is formed between the CS and the US. Dickinson and Burke's (1996) modified SOP model can describe (a) that extinction of the context following LI results in the recovery of the response to the CS (Grahame et al., 1994) , (b) that extinction of the blocking CS results in the recovery of the response to the blocked CS (Blaisdell et al., 1999) , (c) that extinction of the overshadowing CS results in the recovery of the response to the overshadowed CS (Matzel et al., 1985) , and (d) BB (Miller & Matute, 1996) , but not (e) that LI and overshadowing counteract each other (Blaisdell et al., 1998) . Denniston et al.'s (2001) Extended
Comparator Hypothesis
According to the comparator hypothesis , during testing, the target CS generates two representations of the US: a direct one through its own CS-US association and an indirect one through CSComparator CS and Comparator CS-US associations. The Comparator CS (i.e., another CS, or the Context [CX] ) is the one with the strongest association with the target CS. When the strength of the direct representation is greater than the indirect one, the potential for responding is larger than that for inhibiting responding. Conversely, when the strength of the indirect representation is greater than the direct one, the potential for inhibiting responding is larger than that for responding. For example, weak responding to the target CS in LI is the consequence of a strong direct US representation, through the CS-US association, compared with a strong indirect US representation, through the combined CS-CX and CX-US associations. Attempts to confirm the predictions of the comparator hypothesis regarding the effect of posttraining extinction of the Comparator CS have largely been confirmed by the recovery experiments cited in the introduction. For instance, posttraining extinction of the context in the case of LI produces a decrease in the indirect representation of the US by reducing the CX-US association, thereby increasing responding to the target CS and decreasing LI. However, attempts to confirm predictions regarding the effects of posttraining inflation of the Comparator CS have largely been unsuccessful (Miller, Hallam, & Grahame, 1990 ; but see Miller & Matute, 1996) .
Because the original hypothesis was unable to describe data showing that a blocked CS is incapable of blocking another CS (Williams, 1996) -a result that the SLG model is able to describe-and that LI and overshadowing counteract each other (Blaisdell et al., 1998) , Denniston et al. (2001) introduced the extended comparator hypothesis. According to this hypothesis, responding is still determined by the target CS-US association compared with the combined target CS-Comparator CS1 and Comparator CS1-US associations. However, in addition, the expression of both the target CS-Comparator CS1 and the Comparator CS1-US associations now reflects their effective associative strengths, instead of absolute ones. The effective strength of the target CS-Comparator CS1 link is determined by contrasting the target CS-Comparator CS1 association with the combination of the target CS-Comparator CS2 association and the Comparator CS2-Comparator CS1 association, where CS2 represents any and all stimuli with a strong association with the target CS, excluding the Comparator CS1 and the US. In a similar way, the effective strength of the Comparator CS1-US link is determined by contrasting the Comparator CS1-US association with the combination of the Comparator CS1-Comparator CS2 association and the Comparator CS2-US association. Therefore, the extended comparator hypothesis takes into consideration the effects of higher order stimuli in modulating the indirect representation of the US.
In addition to the correct descriptions of experimental data mentioned above, the comparator hypothesis has been successfully applied to overshadowing (Matzel et al., 1985) , the USpreexposure effect (Matzel, Brown, & Miller, 1987) , conditioned inhibition (Kasprow, Schachtman, & Miller, 1987) , and BB (Miller & Matute, 1996) . Schmajuk et al.'s (1996) Model of Storage and Retrieval Schmajuk et al. (1996) proposed a model of classical conditioning that incorporates and extends the properties of several previous models. The SLG model includes (a) a recurrent system that stores CS-CS and CS-US associations and permits the generation of inferences (Schmajuk & Moore, 1988) ; (b) a real-time attentional variable regulated not only by the novelty of the US, as in the Pearce and Hall (1980) model, but also by the novelty of the CSs and the CX; and (c) an extended, real-time, modified version of the Rescorla and Wagner (1972) rule that describes not only CS-US associations but also CS-CS associations. By incorporating these three mechanisms, the model was intended to address some basic properties of classical conditioning, including simple conditioning, sensory preconditioning, and LI. Then, by design, the model is capable of replicating these basic paradigms. In addition, and without any further modification, the model can reproduce many other behaviors, including the recovery results and super LI shown in the present article. A formal description of the model as a set of differential equations is presented in Schmajuk et al. (1996) .
As shown in Figure 1 , the SLG network includes the following: 1. Short-term memory and feedback. In order to allow a CS to establish associations with other CSs or the US even when separated by a temporal gap (e.g., trace conditioning), a CS activates a short-term memory trace, CS , which increases over time to a maximum when the CS is present and then gradually decays back to its initial value when the CS is absent.
The output of the Short-term Memory and Feedback block in Figure 1 is proportional to CS ϩ B CS , where B CS is the prediction of the CS by itself, other CSs, and the CX. Because this output is active either in the presence of a CS or when an absent CS is predicted by other CSs or the CX, the model can describe sensory preconditioning. In this paradigm, CS1-CS2 presentations followed by CS2-US pairings result in a CR to CS1. According to the model, the prediction of CS2, B CS2 , is activated by CS1, and B CS2 activates the prediction of the US, B US, thereby generating a CR.
2. Attention. The model assumes that animals respond to novelty by increasing attention to environmental stimuli (Gray, 1971) . To increase attention to the CSs when novelty is sensed, the outputs of the feedback system ( CS ϩ B CS ) become associated with the normalized value of total novelty detected in the environment, Novelty'. Attentional memory, z CS , reflects the association between the output of the feedback system and Novelty'. The initial value of z CS is zero. When Novelty' is relatively large, z CS gradually becomes positive. When Novelty' is relatively small, z CS gradually becomes negative. The output of the Attention block in Figure 1 is proportional to X CS ϭ z CS ( CS ϩ B CS ) when z CS Ͼ 0, and 0 otherwise. Because it is controlled by Novelty', attention z CS always lags behind Novelty'.
Notice that because the output of the feedback system is proportional to CS ϩ B CS , even when CS is absent but predicted by other CSs through B CS , z CS becomes modified by the value of Novelty'. This feature of the model is important for the recovery paradigms presented in this article.
3. Associations. The model assumes that animals build an internal model of their environment (Sokolov, 1960) . In the network, environmental regularities are stored in the associative system as (a) associations of each X CS with its corresponding CS, V CS1-CS1 , (b) associations between X CS with other CSs, V CS1-CS2 , (c) associations of X CS with CX, V CS1-CX , (d) associations of X CX of the CX with the CS, V CX-CS1 , and (e) associations of X CS with the US, V CS-US . Outputs of the Associations block in Figure 1 are the aggregate predictions of the CSs (B CS ), the CX (B CX ), and the US (B US ) by all CSs and CX active at a given time. The prediction of the US, B US , controls the output of the Associations block, the conditioned response, or CR.
Also, because the CS ϩ B CS output is active when the absent CS is predicted by other CSs or the CX, associations V CS1-CS2 , V CS1-CX , and V CS1-US can change even in its absence.
Storage: As in the Rescorla and Wagner (1972) model, changes in associations are proportional to the difference between predicted and real values of the CS or US (CS Ϫ B CS ) or (US Ϫ B US ). However, in our model, B CS and B US do not assume negative values, and therefore, conditioned inhibitors are not extinguished by CS presentations. Because the rate of change of every association is directly proportional to X CS , X CS controls the storage (formation or read-in) of the associations.
Retrieval: Because the magnitude of the aggregate predictions B US and B CS is proportional to X CS , X CS also controls the retrieval of those associations. Because attentional memory z CS controls the magnitude of the internal representation X CS , attention controls storage and retrieval of CS-CS and CS-US associations.
Simultaneous control of memory storage and retrieval is a most important feature of the SLG model. This property makes the SLG model different from most other models of classical conditioning in which attention controls only the storage of associations. A similar assumption was later incorporated into the models proposed by McLaren and Mackintosh (2000) and Kruschke (2001) .
4. Novelty'. The novelty system computes the total novelty, Novelty', present in the environment at a given time. The novelty of a CS or the US is computed as the absolute value of the difference between the average observed value of the CS or the US and the average aggregate prediction of that CS or US. Total novelty, Novelty', is given by the sum of the novelty of all stimuli present or predicted at a given time, normalized between 0 and 1. 5. CR strength. As mentioned, the CR is proportional to the prediction of the US, B US . In purely appetitive or aversive behaviors, the model assumes that because the subject orients toward the novel stimulus, this orienting response (OR) decreases the strength of the CR. However, this assumption might not be completely accurate in conditioned emotional response (suppression) paradigms, where appetitive and aversive behaviors are combined. In this case, the strength of the unconditioned appetitive responding is decreased by the CR to the aversive stimulus as well as by the OR to the novel stimulus. Because this analysis exceeds the scope of the present article, and to make all simulated results comparable, no simulation includes inhibition by the OR.
The Challenging Data
In the following sections we apply the SLG model to data showing that (a) extinction of the overshadowing CS results in the recovery of the response to the overshadowed CS (Matzel et al., 1985) , (b) extinction of the blocking CS results in the recovery of the response to the blocked CS (Blaisdell at al., 1999) , (c) a time delay interposed between the last phase of BB and testing results in the recovery from blocking of the blocked CS (Pineño et al., Figure 1 . Block diagram of the SLG (Schmajuk, Lam, & Gray, 1996) network. CS ϭ conditioned stimulus; US ϭ unconditioned stimulus; CS ϭ short-term memory trace of the CS; B CS ϭ prediction of the CS; z CS ϭ attentional memory; X CS ϭ internal representation of the CS; V CS1-CS1 , V CS1-CS2 , . . .,V CS1-US ϭ associations CS1-CS1, CS1-CS2, . . ., CS1-US; CR ϭ conditioned response.
2005), (d) extinction of the context following LI results in the recovery of the response of the target CS (Grahame et al., 1994) , (e) a delay interposed between conditioning and testing results in super LI (De la Casa & Lubow, 2000 , 2002 , and (f) LI and overshadowing counteract each other (Blaisdell et al., 1998) . In addition, we show how the model can explain data that seem to contradict some of these results. Furthermore, for each case, we show how the modified SOP model and the extended comparator hypothesis address the same effects. Because the modified Rescorla-Wagner model (Van Hamme & Wasserman, 1994) does not predict LI, and many of its predictions can equally be derived from the modified SOP model, we do not include it in our comparisons.
Method
Computer simulations were run with the SLG model. When the model was designed, we did not take into account any specific preparation (e.g., rabbit's eye blink conditioning, rat's conditional emotional response); nor did we consider the experimental values (e.g., duration of the CS, salience of the CS [defined as the CS capacity to become associated with another CS or the US], the duration and strength of the US, context salience, intertrial interval [ITI] , trials to criterion) used in the experiments run with those preparations. The result was a generic model of classical conditioning.
Preliminary simulations were run with the following parameter values:
005, K 9 ϭ .75, K 10 ϭ 0, and K 11 ϭ .15. Parameter K 10 was set to 0 (instead of .3 or .7, as used in previous studies) to eliminate the inhibitory effect of the OR on the CR, as indicated above. The rest of the values are similar to those used in Schmajuk, Buhusi, and Gray (1998) , Schmajuk et al. (1996) , Schmajuk, Cox, and Gray (2001) . These preliminary simulations studies showed that the model quantitatively described all the challenging results listed above, excluding the interaction between overshadowing and LI (Blaisdell et al., 1998) for which only a qualitative approximation was attained. To provide a good quantitative description of this latter experiment, we modified the parameters in the equation converting the prediction of the US, B US , into CR strength:
where the original n ϭ 2 and K 11 ϭ .15 were replaced by n ϭ 6 and K 11 ϭ .1. With these modifications, the CR function becomes more sensitive to differences in B US .
In this study, we (a) kept the model parameters constant even when running simulations for the different experimental preparations, (b) reproduced the different types of trials used in the experiment (CXs, CSs, and US presented and their temporal arrangement), (c) reproduced the order of the trial types (e.g., preexposure followed by acquisition trials), and (d) maintained constant (within a given experiment) the ITI, the CS duration, the US duration, and the context salience. As explained below, we attempted to reproduce the experimental results by varying (a) the number of trials of each type, (b) the CS salience, and (c) in some cases, the strength of the US.
Type of Trial
The type of trial is defined by the CSs and US presented at different points in time. Given an ITI with a certain number of time units (t.u.), CSs are initially presented after 30 t.u. Because time is represented as a continuum, in the following trials, CSs are separated by the number of t.u. in the ITI.
CS Saliences
We adopted CS saliences based on the experimental data. In agreement with Pineño et al.'s (2005, Figure 3 ) and Blaisdell et al.'s (1999, Figure 4 ) results showing that a clicker overshadows a tone and white noise counterbalanced, we assumed that the salience of the clicker (arbitrarily set to 1) is greater than that of the tone or white noise (set to .6). On the basis of Matzel et al.'s (1985) data showing that a 96-dB tone overshadows a 1.12-W flashing light, we assumed that the salience of the tone (set to .6) is greater than that of a 1.12-W flashing light (set to .5). On the basis of Holland's (1999) results, in which a 78-dB tone overshadows a 6-W light, we assumed that the salience of the 6-W light is .5. In the cases of 100 -120 W flashing lights (Blaisdell et al., 1999; Pineño et al., 2005) , we assumed a salience of .6 greater than the .5 salience used for the 1.12-W flashing light and the 6-W light. On the basis of Blaisdell et al.'s (1998, Figure 5) results showing that a 100-W flashing light presented as the houselights were turned off overshadows an 82-dB tone and an 82-dB white noise counterbalanced, we assumed that their saliences are .75 and .6, respectively. In sum, we assumed the following saliences: clicker, 1; 100-W light with houselight off, .75; tone or white noise, .6; 100 -120 W light, .6; 1.12-6 W light, .5.
US Strength
Because in the model, the US does not predict any CS, its salience is independent of those of the CSs. In most cases, the US is set to 1, except when the experimental methods indicate that it is relatively weak (e.g., .7-mA shock US in Blaisdell et al. [1998] 
Generalization Between Contexts
In some cases in which two or more contexts were used in the experimental design (Pineño et al., 2005; Wheeler, Stout, & Miller, 2004) , we assumed some generalization between contexts to explain the results. The home cage is represented by a combination of contextual elements found in the training cage, referred to as CX1, with additional contextual stimuli found only in the home cage, referred to as CX2. We assumed that (a) when in the home cage, the salience of CX1 is .05 and the salience of CX2 is .05, and (b) when in the training cage, the salience of CX1 is .1 and the salience of CX2 is 0. We verified that similar results are obtained when each cage is represented by a combination of contextual stimuli specific to that cage (CX1 or CX2) with contextual stimuli common to both (CX0). We confirmed this assumption for different combinations of contextual stimuli (e.g., CX1 ϭ .06, CX2 ϭ .06, and CX0 ϭ .05; and CX1 ϭ .06, CX2 ϭ .06, and CX0 ϭ .04).
In other cases in which two or more contexts were also used in the experimental design (De la Casa & Lubow, 2000 , 2002 Grahame et al., 1994) , generalization between contexts is not necessary to explain the results. However, for those experiments, we confirmed that comparable results are obtained regardless of whether any generalization between contexts is assumed.
Simulation Results
The SLG model defines the value of the CR in real time. For the simulations shown in the present article, we graph the strength of the CR at one t.u. before the time when US would be delivered on a reinforced trial. In addition to providing the value of the CR, the model permits the evaluation of its internal variables, such as attentional and associative values, which underlie the reported CR. We use these internal variables to explain the simulation results.
Amount of Liquid Consumed
In some cases, experimental data were expressed as the amount of liquid consumed in a given time in the presence of an aversively conditioned flavor CS (conditioned taste aversion). To compare simulated and experimental CR values, simulated values were converted into amount of liquid consumed by assuming that amount of liquid is proportional to the net drive to lick. This net drive increases with the level of thirst, assumed for simplicity to be 1, and decreases with fear, regarded as the prediction of the aversive US and represented by the CR. Therefore, Drinking Rate ͑mL/s͒ ϭ Thirst Ϫ Fear ϭ 1 Ϫ CR.
( 1) That is, the amount of liquid consumed by the animal in a given time, given by Time ϫ Drinking rate, decreases as the magnitude of the CR increases.
Time to Complete a Number of Licks
In some cases, experimental data are expressed as (the logarithm of) the time required to complete a certain number of licks in the presence of a CS that has been conditioned to an aversive US (conditioned emotional response). To compare simulated and experimental CR values, simulated CR values can be converted into time by assuming that the time to complete a given number of licks (or to consume a given volume of liquid) is inversely proportional to the net drive to lick. Therefore,
Assuming that the volume of liquid is 1 mL and the thirst is 1 mL/s (as in Equation 1), the correlation between log (time) and the value of the CR approaches 1 when CR varies between 0 and 1. To avoid the introduction of additional parameters in the simulations, we compared the simulated CR with data values expressed in the logarithmic form.
Comparing Experimental and Simulated Results
To compare simulated and experimental values, we transformed the values generated by the model into experimental values using a scaling factor (S ϳ average experimental values/average simulated values). Because the empirical data show variations in animal responsiveness even under similar experimental conditions, factor S changes from experiment to experiment.
To estimate how well the simulated results describe the experimental data, we used 95% confidence intervals. Confidence intervals are bounded by X Ϯ t ͑␣/ 2,NϪ1͒ S X , where X is the mean of the group, S X is the standard error of the mean, N is the number of animals in each group, and ␣ ϭ .05 (McCall, 1970) . When the experimental groups yielded significantly different results, we verified that (a) the relationship between simulated groups was identical to that of the experimental groups (e.g., less response in the blocked than in the control group) and (b) the difference between simulated means of the groups was greater than t ͑␣/ 2,NϪ1͒ SX. Notice that this criterion would include those cases in which the model showed stronger effects than the experiments. On the other hand, when the experimental groups showed nonsignificant differences, we verified that the difference between simulated means was smaller than t ͑␣/ 2,NϪ1͒ SX. In addition, because the model parameters and certain simulation values (e.g., ITI, CS, and US duration; US strength; CX salience) remained mostly constant, we determined the range of number of trials of the different phases of each experiment for which all the simulated data met those criteria. The size of these ranges is a measure of the robustness of the simulated results.
In addition to confidence intervals, we used analyses of variance (ANOVAs) to estimate the goodness of fit of the simulated results. Because the model is deterministic and only provides CR values without variability, we combined the model results, interpreted as group means, with the standard errors of the experimental data to compute F values. We considered the simulated results to be correct when they yielded statistically significant F values for the same effects found significant in the experimental data.
Results

Recovery From Overshadowing
Overshadowing refers to the decreased CR that follows simultaneous conditioning to more than one CS (Pavlov, 1927) . Whereas Kaufman and Bolles (1981) and Matzel et al. (1985) found that extinction of the overshadowing CS results in the recovery of the response to the overshadowed CS, Holland (1999) failed to obtain this effect. In this section, we address Matzel et al.'s data, and in the following section, we offer simulations for the Holland (1999) experiment that explain the different results.
Experimental data. In the first phase of Matzel et al.'s (1985) Experiment 2, rats in the OVER group received 8 presentations of a 1.12-W flashing light and a 96-dB tone together with a footshock. Rats in the OVER-CONTROL (acquisition) group received 8 presentations of the flashing light together with the footshock interspersed with 8 nonreinforced presentations of the tone. Rats in the EXTINCTION group received the same treatment as did the rats in the OVER group. After this initial training, the EXTINC-TION group received 72 nonreinforced presentations of the tone, whereas the OVER and OVER-CONTROL groups stayed in the conditioning chambers for an equivalent length of time. All three groups received one test trial to the flashing light.
The small squares (or "markers") in Figure 2 show the Matzel et al. (1985) experimental results expressed as the mean latency to complete 25 licks in the presence of the CS during the test trial. Because the US is an aversive shock, a stronger CR is reflected in a longer latency. The OVER group shows overshadowing because its response is smaller than that of the OVER-CONTROL group, but this effect decreases in the EXTINCTION group.
Simulated results. In the OVER case, CS1 (representing the 1.12-W flashing light, salience ϭ .5) and CS2 (representing the 96-dB tone, salience ϭ .6) were presented with the US for 70 trials, followed by 40 nonreinforced presentations in the CX. In the OVER-CONTROL case, reinforced presentations of CS1 preceded nonreinforced presentations of CS2 for 70 trials, followed by 40 nonreinforced presentations of the CX. In the EXTINCTION case, CS1 and CS2 were presented with the US for 70 trials, followed by 40 nonreinforced presentations of CS2. Finally, responding to CS1 (the 1.12-W flashing light) was tested for 1 trial.
The columns in Figure 2 show the simulated results. As in the experimental case, the extinction of the overshadowing CS results in the elimination of overshadowing. Simulated results fall within the 95% confidence intervals of the data (error bars). Similar results are obtained when the number of trials is kept constant for one phase (Phase 1, 70 trials; Phase 2, 40 trials) and the number of trials in the other phase is varied within the following ranges: Phase 1, 53-72 trials; Phase 2, 23-210 trials.
In addition, when the CR values yielded by the simulations were combined with the standard errors of the data, overshadowing was demonstrated by a significant difference between the CR to CS1 in the OVER and OVER-CONTROL groups, t(8) ϭ 9.39, p Ͻ .01. Recovery from overshadowing was confirmed by a significant difference between the CR in the OVER and EXTINCTION groups, t(10) ϭ 5.6, p Ͻ .01. According to the model, this recovery is complete: We found no significant difference in the CR to CS1 in the OVER-CONTROL and EXTINCTION groups, t(8) ϭ 1.90, p Ͼ .09.
The model explains the results as follows. During the first phase of training in the OVER and EXTINCTION groups (Trials 1-70, CS1-CS2-US presentations), Novelty' and attention to CS1 and CS2 first increase and then decrease. During these trials, associations CS1-US and CS2-US and the CR increase. During the second phase of the experiment (Trials 71-110, presentation of the CX in the OVER group and the CX and CS2 in the EXTINCTION group), Novelty' decreases rapidly in the OVER group. In the EXTINCTION group, because CS1 and the US are predicted by CS2 and the context but now are absent, Novelty' and attention to the present CS (CS2) first increase and then decrease. Attention to the absent CS (CS1) increases until the CS2-CS1 associations are extinguished and then remains constant. The CS2-US association and CR strength strongly decrease. The CS1-US association extinguishes slightly. Because attention to CS1 (z CS1 ) is much larger in the EXTINCTION case than in the OVER case, the CR in the EXTINCTION group is larger than in the OVER group and similar to that of the OVER-CONTROL group. Therefore, overshadowing of CS1 decreases.
Comparison with other models. According to the comparator hypothesis (Denniston et al., 2001; , overshadowing of CS1 is the consequence of strong CS1-CS2 and CS2-US associations, which increase the indirect representation of the US, thereby attenuating responding to CS1. Extinction of CS2 following training results in decreased CS2-US associations and the attenuation of overshadowing because of the reduced indirect representation of the US.
According to the Dickinson and Burke (1996) version of Wagner's (1981) SOP model, overshadowing is explained in the following terms. The A2 representation of the US is increased by both CSs. This increment in A2 decreases the A1 representation of the US, thereby limiting the growth of the association of the US with CS1 and CS2. Extinction of CS2 activates the A2 representations of both CS1 and the US. Because Dickinson and Burke assume that associations between two stimuli in the A2 state increase, the CS1-US association will increase and CS1 will recover from overshadowing.
Recovery From Blocking
Blocking (forward blocking) refers to the decreased CR to a CS, when this blocked CS is conditioned to a US in the presence of a blocking CS that was previously conditioned to the same US (Kamin, 1968 (Kamin, , 1969 . Blaisdell et al. (1999) found that extinction of the blocking CS results in the recovery of the response to the blocked CS. However, Miller, Schachtman, and Matzel (1988) and Holland (1999) reported a failure to obtain recovery from blocking.
In this section we offer simulations for the Blaisdell et al. (1999) and Holland (1999) experiments and address the apparent contradiction between their respective data.
Experimental data 1. Blaisdell et al. (1999) reported that extinction of the blocking CS results in the recovery of the response to the blocked CS. In their Experiment 3, rats in the BLOCKING groups received 12 reinforced presentations of a 82-dB tone (or a 82-dB white noise) followed by 4 reinforced presentations of the same CS (the tone or the white noise) and a 84-dB click train (target CS). Rats in the OVERSHADOWING groups received 12 reinforced presentations of the tone or the white noise, followed by 4 reinforced presentations of a different CS (the white noise when the first reinforced CS was a tone and a tone when the first CS was the white noise) and a click train or the buzzer. The BLOCKING-EXTINCTION and OVERSHADOWING-EXTINCTION groups received the treatments indicated above followed by 800 nonreinforced presentations of the white noise or the tone in a different context. The BLOCKING-CONTROL and OVERSHADOWING-CONTROL groups received the treatments indicated above followed by equivalent exposure to a different context. One test trial with the target CS was carried out in the extinction context.
The small square markers in Figure 3 show the Blaisdell et al. (1999) experimental results expressed as the mean latency to complete 5 cumulative seconds of licking in the presence of the click train (target CS) during the test trial. As before, because the US is an aversive shock, a stronger CR is reflected in a longer latency. The BLOCKING-CONTROL group shows blocking because its CR is smaller than that of the OVERSHADOWING-CONTROL group. Instead, blocking is absent in the EXTINC-TION groups.
Simulated results 1. In the BLOCKING case, CS1 (representing the tone/white noise, salience ϭ .6) was presented with the US for 5 trials, and CS1 and CS2 (target CS, representing the clicker, salience ϭ 1) were presented with the US for another 20 trials. In the OVERSHADOWING case, the US was presented (with a CS3 representing the tone/white noise, salience ϭ .6) for 5 trials, and CS1 and CS2 were presented with the US for another 20 trials. In addition, both EXTINCTION groups received 200 nonreinforced trials with CS1 in a different context (CX2). The CONTROL groups received 200 nonreinforced trials in CX2. In every case, we tested responding to CS2 (the clicker) in CX2.
The columns in Figure 3 show the simulated results. As in the experimental case, the extinction of the blocking CS results in decreased blocking. Simulated results fall within the 95% confidence intervals (error bars). Similar results were obtained when (a) the same context was used in all phases of the simulation and (b) the number of trials was kept constant for two phases (Phase 1, 5 trials; Phase 2, 20 trials; Phase 3, 200 trials) and one of the other phases was varied within the following ranges: Phase 1, 4 -129 trials; Phase 2, 19 -28 trials; Phase 3, 10 -over 600 trials.
In addition, when the CR values yielded by the simulations were combined with the standard errors of the data, a two-way ANOVA conducted on the CR to CS2 revealed a main effect of treatment, Recovery from blocking is explained as follows. Through the first phase of training in both BLOCKING groups (Trials 1-5; CS1-US presentations), Novelty' and attention to CS1 first increase and then decrease. During these trials, the CS1-US association and the CR increase. In the second phase of the experiment (Trials 6 -25; CS1-CS2-US presentations), Novelty' briefly increases and then decreases, while the same happens with attention to CS1 and CS2. During the third part of the experiment (Trials 26 -225), in the BLOCKING-CONTROL group (CX2 alone), Novelty' rapidly decreases in the new context, and attention to CS1 and CS2 does not change. In the BLOCKING-EXTINCTION group (CS1 with no US), Novelty' increases because CS2, the training context, and the US are predicted by CS1 but are absent. Attention to CS1 and CS2 also increase. Finally, during the test trial (CS2), because of its increased z CS2 , CS2 yields a large CR. Because attention to CS2 (z CS2 ) is much larger in the BLOCKING-EXTINCTION group than in the BLOCKING-CONTROL group, the CR in the first group is larger than in the latter group and similar to that of the OVERSHADOWING groups. Therefore, blocking is not manifested. In short, according to the SLG model, recovery from blocking in the Blaisdell et al. (1999) experiment can be explained in terms of the increased attention to the blocked CS when the blocking CS is extinguished. This increased attention yields a larger CR and the recovery from blocking.
The absence of recovery in the OVERSHADOWING-EXTINCTION group is explained by the small increase of attention to CS2 during the extinction phase. In this case, the overshadowing stimulus (CS1) predicts the occurrence of both the target CS (CS2) and the US, but because the CS1-US association is much weaker than in the blocking case, the increases in Novelty' and attention to the target CS are smaller. Therefore, responding to CS2 after extinction of CS1 in the overshadowing case is not significantly increased.
Experimental data 2. In contrast to Blaisdell et al.'s (1999) and Matzel et al.'s (1985) results, Holland (1999) reported that extinction of the blocking or the overshadowing CS does not result in the recovery of the response to the blocked or overshadowed CS. In his Experiment 6, rats in the BLOCKING groups received 64 reinforced presentations of A (a 78-dB noise or a 6-W light) followed by 32 food-reinforced presentations of A and X (the light or the noise). Rats in the OVERSHADOWING groups received 64 presentations of the US alone in the context, followed by 32 reinforced presentations of A and X. Rats in the ACQUISITION groups received 64 reinforced presentations in the context, followed by 32 reinforced presentations of X. Following each treatment, the EXTINCTION groups received 512 nonreinforced presentations of A, whereas the CONTROL groups received equivalent exposure to the same context. Testing consisted of 4 averaged presentations of X (the 6-W light or the noise).
The markers in Figure 4 show the Holland (1999) experimental results expressed as food cup behavior during the CS X (houselight and noise counterbalanced) presentations. Because the US is an appetitive US, a stronger CR is reflected in stronger responding. There are no differences between CONTROL and EXTINCTION groups for the BLOCKING and OVERSHADOWING cases.
Simulated results 2. Blaisdell et al.'s (1999) Experiment 3 and Holland's (1999) Experiment 6 differ in many regards, including the preparation (conditioned emotional response and appetitive, respectively), the type of responses (water licking vs. head jerking to the tone CS and rearing to the light CS), the type of US (footshock vs. food), the type and intensity of the CS (82-dB tone and 84-dB clicker vs. 78-dB white noise and 6-W light), the intensity of the background noise (76 dB vs. 70 dB), ITI duration (12 min vs. 8 min), the number of trials in each phase of the experiment (12, 4, and 800 vs. 64, 32, and 512) , and the number of test trials (1 vs. 4). An additional difference is that, whereas Blaisdell et al. used a different context for the extinction and testing phases, Holland used the same context in all phases. We simulated Holland's (1999) Experiment 6 with the same number of trials used to simulate the Blaisdell et al. (1999) Experiment 3 but with (a) salience of .6 for the tone and .5 for the 6-W light, (b) a 400-t.u. ITI, and (c) only one context. In the BLOCKING case, CS1 (representing either the 78-dB tone, salience ϭ .6, or the 6-W light, salience ϭ .5) was presented with the US for 5 trials, and CS1 and CS2 (light or tone) were presented with the US for another 20 trials. In the OVERSHADOWING case, the US was presented for 5 trials, and CS1 and CS2 were presented with the US for another 20 trials. Both EXTINCTION groups received 200 nonreinforced trials with CS1 in the same context. In every case, we tested responding to CS2 on 1 trial.
The columns in Figure 4 show the simulated results. Extinction of CS1 has no effect on the difference between the blocked and overshadowed groups. Simulated results fall within the 95% confidence intervals of the data (error bars). Similar results are obtained when the number of trials is kept constant for two phases (Phase 1, 5 trials; Phase 2, 20 trials; Phase 3, 200 trials) and one of the other phases is varied within the following ranges: Phase 1, 4 -over 600 trials; Phase 2, 6 -over 48 trials; Phase 3, 1-over 600 trials.
In addition, when the CR values yielded by the simulations are combined with the standard errors of the data, a two-way ANOVA conducted on the CR to CS2 revealed a main effect of treatment, F(1, 28) ϭ 18.22, p Ͻ .01, which demonstrates blocking; no main effect of extinction, F(1, 28) ϭ 0.17, p Ͼ .68; and no interaction between these factors, F(1, 28) ϭ 0.023, p Ͼ .88, which demonstrates no recovery from blocking. These statistical results are similar to those obtained for the experimental data.
According to the SLG model, the lack of recovery from blocking and overshadowing in the Holland (1999) experiment and its presence in the Blaisdell et al. (1999) experiment is explained as follows. In Blaisdell et al.'s experiment, during the CS1-CS2-US phase, attention to the target CS (CS2, clicker, salience ϭ 1) initially increases but decreases rapidly with continued training. Recovery from blocking occurs because, during the extinction period, the blocking stimulus (CS1, tone and white noise counterbalanced, salience ϭ .6) predicts the occurrence of CS2 (6-W light, salience ϭ .5) and the US, which are not present. These unconfirmed predictions increase Novelty' and, subsequently, attention to CS2 (predicted by CS1), leading to an enhanced response to CS2 after extinction of CS1. In contrast, recovery from blocking is not obtained in Holland's experiment because, during the CS1-CS2-US phase, attention to CS2 increases but does not decrease significantly (as the CS2 is less salient than that in the Blaisdell et al. experiment) . Therefore, during extinction of CS1, attention to CS2 is already high, and hence, the unconfirmed prediction of the CS2 and US does not further increase z CS2 . As a result, during testing, responding to CS2 is almost identical in both blocking groups.
The conclusions of the preceding analysis were confirmed by running several simulations with the parameters used to simulate the Blaisdell et al. (1999) experiment, modifying only one factor at a time (duration of the ITI, CS saliences, and similar or different contexts for extinction and testing phases) to resemble Holland's (1999) design. The CS saliences were shown to be the critical factor. When the same approach was used for Matzel et al.'s (1985) recovery from overshadowing Experiment 2, the duration of the ITI (400-t.u. ITI vs. 600-t.u. ITI) appeared to be the crucial difference.
Comparison with other models. Blaisdell et al. (1999) suggested that their results show that blocking might not be a failure to acquire a CS-US association. According to the comparator hypothesis, blocking of CS2 is the consequence of a strong CS1-US association, acquired during both phases of the experiment, which makes the indirect representation of the US (CS2-CS1 and CS1-US) stronger than the direct one (CS2-US), therefore attenuating responding to CS2. Extinction of CS1 following training results in decreased CS1-US associations and the attenuation of blocking because of the reduced indirect representation of the US.
According to the Dickinson and Burke (1996) version of Wagner's (1981) SOP model, blocking is explained in the following terms. The A2 representation of the US is increased by the blocking CS. This increment in A2 decreases the A1 representation of the US, thereby limiting the growth of the association of the US with the blocked CSs. Extinction of the blocking CS activates the A2 representations of both CS2 and the US, thereby increasing the CS2-US association, and CS2 will recover from blocking.
It is interesting that, in contrast to the preceding views, in the SLG model, two concurrent mechanisms are at work during blocking: competition to gain association with the US and decreased attention as Novelty' decreases. Some neurophysiological and behavioral experimental evidence seems to support these assumptions. For instance, Mackintosh and Turner's (1971) and Holland's (1985) experiments with rats suggest that attention to CS2 is reduced during blocking. Similarly, Kruschke and Blair (2000) showed that, in human associative learning, blocking involves decreased attention. Furthermore, Baxter, Gallagher, and Holland (1999) reported that blocking is present in normal rats and in rats with lesions of the cholinergic input to the hippocampus. Lesioned rats, however, showed faster learning than did normal rats when the blocked CS was used in further conditioning. They concluded that the reduced attention to the blocked CS present in normal, but not lesioned, rats was not the only mechanism mediating blocking.
Recovery From Backward Blocking
Whereas in blocking, CS1-US training precedes CS1-CS2-US training, in BB, CS1-CS2-US trials precede CS1-US trials. First reported in causal judgments in humans (Shanks, 1985) , Miller and Matute (1996) demonstrated that, under special conditions, BB could also be obtained in animals. Recently, Pineño et al. (2005) demonstrated spontaneous recovery from BB following a retention interval.
Experimental data. Miller and Matute (1996) hypothesized that failures to obtain BB in animals were due to the fact that "cues that are of high biological significance are resistant to reductions in their biological significance and consequently relatively immune to cue competition" (p. 372). Therefore, their Experiment 2 included sensory preconditioning in the two first phases of the experiment. The BB group received four presentations of AX followed by B, four presentations of A followed by B, and four presentations of B followed by a footshock US. One control group received four presentations of A followed by C during Phase 2. Another control group remained in the training cage during Phase 2. In the experiment, A was a buzzer, X was a click train, and B and C were a counterbalanced tone and white noise, respectively.
With a similar design, but with a different number of trials in Phase 2, Pineño et al. (2005) demonstrated spontaneous recovery from BB following a retention interval. In this case, the BB group received 4 presentations of AX followed by O, 20 presentations of A followed by O, and 4 presentations of O followed by a footshock US (O becomes a surrogate US). The control group received 20 presentations of B followed by O, either before or after receiving 4 presentations of AX followed by O, and 4 presentations of O followed by a footshock US afterward. Testing to A and X was preceded by no delay or a 15-day delay. In this experiment, A and B were a complex tone and white noise counterbalanced, X was a click train, O was a flashing light, and the US was a footshock. Subjects in the delay condition were handled three times per week for 30 s and were maintained on the water deprivation schedule. The results show response recovery to the blocked stimulus after the delay period.
The markers in Figure 5 show that in the Pineño et al. (2005) study, the presentation of A followed by O after the presentation of AX followed by O (BB group) decreased responding to X compared with the case when B was followed by O (control group) in the no-delay case. In the delay case, however, responding to X was similar in the BB and control groups.
Simulated results. Computer simulations show that the SLG model can reproduce the Miller and Matute (1996) Experiment 2 results. According to the model, responding in the BB group was weaker, CR(X) ϭ .0002, than in both control groups, CR(X) ϭ .0008. As shown in Figure 5 , simulated results fall within the 95% confidence intervals of the data (error bars). Pineño et al. (2005) also established that the A-O association did not decrease during delay, a result also shown by our model. Similar results are obtained when the number of trials is kept constant for three phases (Phase 1, 100 trials; Phase 2, 20 trials; Phase 3, 150 trials; Phase 4, 20 trials) and one of the other phases is varied within the following ranges: Phase 1, 65-117 trials; Phase 2, 18 -32 trials; Phase 3, 116 -over 600 trials; Phase 4, 2-over 600 trials.
In addition, when the CR values yielded by the simulations are combined with the standard errors of the data, a two-way ANOVA conducted on the CR to X revealed a main effect of treatment, F(1, 44) ϭ 8.1, p Ͻ .01, which demonstrates BB; a main effect of delay, F(1, 44) ϭ 9.6, p Ͻ .01; and an interaction between these factors, F(1, 44) ϭ 5.93, p Ͻ .019, which demonstrates recovery from BB after the delay. These statistical results are similar to those obtained for the experimental data.
Acquisition of backward blocking. BB is explained in the following terms. During the A-X-O presentations on Phase 1 (Trials 1-100), both the control and the BB groups build V A,A ,
, and V O,X associations. On Phase 2 (Trials 101-120), the BB group experiences A-O trials, and Novelty' increases because both A and O predict X (through V A,X and V O,X associations) and X is absent. In contrast, on Phase 2, the control group experiences B-O trials, and Novelty' increases more than in the BB group because B is not predicted and O predicts A and X (through V O,A and V O,X associations) and A and X are absent. In both groups, X is predicted by O through V O,X associations, and because Novelty' is greater in the control than in the BB group, attention to X, z X increases more in the control group than in the BB group. On Phase 3 (Trials 121-270), both groups receive O-US trials and build the O-US association, V O,US . According to the model, the CR to X is proportional to (a) the attention to X, z X , (b) the X-O association, V X,O , and (c) the
Because z X is greater in the control group than in the BB group, z X (control) Ͼ z X (BB), BB is present, CR(control) Ͼ CR(BB).
Just as with BB, the model is also able to show forward blocking using preconditioning of A and X with CS O. As mentioned in the previous section, according to the SLG model, in forward blocking, two mechanisms are at play: The blocked CS (a) gains a smaller association with the outcome O than the control (over- shadowed) CS, and (b) accrues less attention than does the control CS. In contrast, in BB, (a) although blocked and control (overshadowed) CSs gain the same association with the outcome O, (b) the blocked CS accrues less attention than does the control (overshadowed) CS. In both cases, however, responding to the blocked CS is weaker than responding to the control (overshadowed) CS.
Recovery from backward blocking. Recovery from BB is explained as follows. On Phase 3 (Trials 121-270), both groups receive O-US trials. We first analyze what happens at the beginning of this phase. In the BB group, Novelty' increases because O predicts A and X (through V O,A and V O,X associations), and they are absent. In contrast, in the control group, Novelty' increases more than in the BB group because O predicts A, X, and B (through V O,A , V O,X , and V O,B associations), but they are absent. So, at the beginning of this phase, there is more Novelty' in the control group than in the BB group. Because Novelty' is initially larger, O-US learning in the control group is faster than in the BB group, and Novelty' decreases faster too. So, by the end of Phase 3, attention to the Context 1 (z CX1 ), is smaller in the control than in the BB group.
During the delay period, in the home cage context CX2 we assumed some generalization to CX1. In this situation, CX1 predicts all the stimuli proportionally to z CX1 , which as explained above, is smaller in the control than in the BB group. Then, because the predictions of all stimuli in the control group are smaller than the predictions in the BB group, in the absence of all those stimuli, Novelty' is smaller in the control group than in the BB group. Therefore, because CX1 predicts O through V CX1,O associations, the prediction of O, B O , becomes associated with Novelty', and attention z O will also be smaller in the control group than in the BB group, z O (BB) Ͼ z O (control). Remember that, as explained above, CRϳ z X V X,O z O V O,US . Because z X is greater in the control group than in the BB group, z X (control) Ͼ z X (BB), backward blocking is present before the delay, CR(control) Ͼ CR(BB). After the delay, however, the larger z O in the BB group than in the control group, z O (BB) Ͼ z O (control), results in the elimination of BB, CR(control) ϳ CR(BB).
A proposed modification of the model. As mentioned above, in our simulations we assumed that A, X, and O temporally overlapped, whereas in the Pineño et al. (2005) experiment, stimulus O followed A and X. Although our model suggests that O-X associations are most important to obtain BB, the present version of the model does not have a mechanism to explain the acquisition of such an association when X precedes O. However, evidence published by Ward-Robinson and Hall (1996) , demonstrated backward sensory preconditioning, a paradigm in which presentation of A preceding X, followed by A-US presentations, results in X being able to produce a CR. Therefore, we propose to modify the model to describe backward sensory preconditioning in terms of a backward O-X association. We would replace the actual value of the predicted X, originally used as the "teaching signal" used to build O-X associations, by its trace, X . This change would allow the model to build O-X associations even when X precedes O, because their traces overlap. Computer simulations run under this assumption successfully yield BB.
Novel prediction. In addition to describing the existing data, the SLG model predicts that extinction of A in a different context will result in recovery from BB. Comparison with other models. According to the comparator hypothesis, BB, like forward blocking, is the consequence of a strong A-O association, acquired during both phases of the experiment, which makes the indirect representation of the O (through X-A and A-O links) stronger than the direct one (X-O link), therefore attenuating responding to X. Whereas most traditional models (e.g., Mackintosh, 1975; Pearce & Hall, 1980; Rescorla & Wagner, 1972; Wagner, 1981) can explain forward blocking, they do not address BB. According to the Dickinson and Burke (1996) version of Wagner's (1981) SOP model, BB is explained in the following terms. During the second phase of the experiment, the presence of A, which has a within-compound association with X, will lead to a decrement in the X-O association in the experimental group. Because A is absent during this second phase for the control group, the X-O association will not change. Even though it can explain the occurrence of BB, the Dickinson and Burke (1996) model cannot explain spontaneous recovery from BB. Pineño et al. (2005) suggested that spontaneous recovery from BB can be explained in terms of the comparator hypothesis if it is assumed that the A-X association weakens over the delay periods and they provided experimental evidence supporting this assumption. A decreased A-X association results in a decreased indirect representation of O (through X-A and A-O associations), therefore recovering responding to X. Significantly, the SLG model describes the attenuation of the A-X association during both the A-O trials and the delay period.
It is noteworthy that a model presented by Kruschke (2001; Kruschke & Blair, 2000) can also explain both BB and its spontaneous recovery in ways similar to those offered by the SLG model. The model assumes error-driven attentional shifting that accelerates learning of new associations but also protects previously learned associations from retroactive interference. According to this model, whereas forward blocking is the consequence of a reduced X-O association, BB is the consequence of inattention to X. If attention increases during the delay period, responding to X will recover.
As mentioned above, Miller and Matute (1996) hypothesized that failure to obtain BB in animals, without using sensory preconditioning, was due to the high biological significance of the US. Our model agrees with the idea that there is something different about the US in a BB arrangement. The model suggests that stimulus O should predict X. To do this, either O should overlap with X (as in the simulations shown in Figure 5 ) or a backward association should be present (as in the proposed modification of the model). However, the SLG model could explain BB with a shock US under the assumptions that (a) the teaching signal used to build CS-US associations is a trace of the US and not the US itself and (b) the US can become a predictor of CSs such as X.
Recovery From Latent Inhibition
LI refers to the decreased CR that follows preexposure to the CS (Lubow, 1989) . Recovery from LI has been reported following (a) extinction of the training context (Grahame et al., 1994) , (b) US presentations in another context (Kasprow, Catterson, Schachtman, & Miller, 1984) , and (c) delayed testing (Kraemer, Randall, & Carbary, 1991) . Schmajuk et al. (1996) have previously shown that the SLG model describes these effects qualitatively, that is, without attempting to approximate the actual values reported in the experiments. In this section, a quantitative description is offered.
Experimental data. Grahame et al. (1994) reported that extinction of the training context following LI results in the recovery of the response to the target CS. In their Experiment 1, rats in the PRE groups were first exposed to 120 CS (78-dB white noise) presentations. Rats in the NPE groups received the same treatment in the absence of the CS. Then, all groups received four presentations of the CS coterminating with a footshock US. The PRE-EXTINCTION and the NPE-EXTINCTION groups were then given exposure to the training context for 5 days, whereas the PRE-CONTROL and the NPE-CONTROL groups stayed in the home cage. Testing of the CS was conducted in a third context.
The small square markers in Figure 6 show the Grahame et al. (1994) experimental results expressed as the mean latency to complete 5 cumulative seconds of licking in the presence of the CS during a test trial. Because the US is an aversive shock, a stronger CR is reflected in a longer latency. The CONTROL groups show LI because the PRE group exhibits a weaker response than does the NPE group.
Simulated results. In the PRE case, the CS (representing the 78-dB white noise, salience ϭ .6) was presented in CX1 for 75 trials, followed by 45 CS-US presentations in CX1. In the NPE case, the CX1 was presented for 75 trials, followed by 45 CS-US presentations in CX1. Each of these cases was followed by either (a) 120 trials in CX2 and 1 testing trial in CX3 (CONTROL) or (b) 120 trials in CX1 and 1 testing trial in CX3 (EXTINCTION).
The columns in Figure 6 show the simulated results. As in the experimental case, the extinction of the conditioning context results in the attenuation of LI. Simulated results fall within the 95% confidence intervals (error bars). According to the model, the EXTINCTION groups do not show LI because PRE responding increases and NPE responding decreases. Similar results are obtained when the number of trials is kept constant for two phases (Phase 1, 75 trials; Phase 2, 45 trials; Phase 3, 120 trials) and one of the other phases is varied within the following ranges: Phase 1, 45-113 trials; Phase 2, 45-68 trials; Phase 3, 42-205 trials.
Simulated results also fall within the confidence intervals, when some generalization between the training context (represented by CX1 ϭ .1, CX2 ϭ 0, CX3 ϭ 0), control context (represented by CX1 ϭ .05, CX2 ϭ .05, CX3 ϭ 0), and test context (represented by CX1 ϭ .05, CX2 ϭ 0, CX3 ϭ .05) was assumed. In this case, Phase 1 had 270 trials, Phase 2 had 30 trials, and Phase 3 had 175 trials.
In addition, when the CR values yielded by the simulations were combined with the standard errors of the data, a two-way ANOVA conducted on the CR revealed a main effect of treatment, F(1, 44) ϭ 6.27, p Ͻ .016, which demonstrates LI; no main effect of extinction, F(1, 44) ϭ 0.03, p Ͼ .86; and an interaction between these factors, F(1, 44) ϭ 4.09, p Ͻ .05, which demonstrates recovery from LI after extinction. Complete recovery from LI is demonstrated by a nonsignificant difference between the NPE-EXTINCTION and PRE-EXTINCTION groups, t(22) ϭ 0.254, p Ͼ .80. These statistical results are similar to those obtained for the experimental data.
LI is explained as follows. When the unpredicted CS is presented for the first time in the unfamiliar CX1, Novelty' reaches a maximum. As CS-CS, CX1-CX1, CS-CX1, and CX1-CS associations are formed during preexposure, and both CS and CX1 are being predicted, Novelty' decreases (Trials 1-75, CS preexposure). During conditioning (Trials 76 -120), Novelty' in the NPE groups is large because of the unpredicted presentation of the CS and US in CX1. Instead, Novelty' is relatively small in the PRE groups because only the US is unpredicted by CX1. Because Novelty' and z CS are smaller in the PRE groups than in the NPE groups, acquisition of V CS,US is retarded, and LI is manifested. It should be noticed that by the end of conditioning, Novelty' is still larger in the NPE groups than in the PRE groups.
Recovery from LI is explained in the following terms. When the PRE-CONTROL group is placed in the new context CX2 (Trials 121-240), in which the CS had not been presented before, z CS remains small because a representation of the CS is not evoked by CX2. For the same reason, z CS does not change when the NPE-CONTROL group is placed in CX2 (Trials 121-240). Therefore, the resulting CR in the PRE-CONTROL group, CR ϳ CS z CS V CS,US , is small compared with that of the NPE-CONTROL group, and LI is preserved.
Conversely, if the PRE-EXTINCTION group is placed in the training context CX1 (Trials 121-240), Novelty' increases because of the unconfirmed predictions of the CS and the US by CX1, and z CS increases. Attention z CS increases even when CS is absent because CX1 activates an image of the CS by predicting it through the CX1-CS association. The increased z CS in the PRE-EXTINCTION group produces a large CR. When the NPE-EXTINCTION group is placed in the training context, Novelty' and z CS decrease from their large values during conditioning because CX1 generates only weak predictions of the CS and US in their absence. Because z CS and the CR increase in the PRE- 
EXTINCTION group and decrease in the NPE-EXTINCTION group, LI is attenuated.
Comparison with other models. Grahame et al. (1994) pointed out that, together with Kasprow et al.'s (1984) reminder effects and Kraemer et al.'s (1991) spontaneous-recovery effects, their results suggest that LI might not be a failure to acquire a CS-US association. According to Miller and Schachtman's (1985) comparator hypothesis, LI is the consequence of a strong CS-CX association, acquired during preexposure, which makes the indirect representation of the US stronger than the direct one, therefore attenuating responding to the CS. According to Grahame et al. (1994) , extinction of the training context following training results in decreased CX-US associations and the attenuation of LI because it reduces the indirect representation of the US.
According to the Dickinson and Burke (1996) version of Wagner's (1981) SOP model, LI is the result of the preexposure to the context activating the representation of the CS in the A2 state, thereby decreasing the CS A1 representation and consequently retarding the formation of the CS-US association. Presentation of the context alone after conditioning activates the representations of both the CS and the US in the A2 state, thereby increasing the CS-US association and producing recovery from LI.
Super Latent Inhibition Effect
Although decreased LI has been reported following the procedures described above, an increased LI has been found following others (De la Casa & Lubow, 2000 , 2002 Wheeler et al., 2004) .
Experimental data. Using a taste aversion paradigm with rats, De la Casa and Lubow (2000 Lubow ( , 2002 showed that LI increases after a 21-day delay between conditioning (1 presentation of a saccharin solution followed by an i.p. injection of LiCl) and testing (3 or 5 sessions, each consisting of 5 min of access to the saccharin solution), as compared with a 1-day delay condition. Whereas the delay period was spent in the home cage, the experimental stages took place in the training box. The effect, referred to as super LI, was seen only when (a) the number of preexposure trials was relatively large (4 vs. 2 days), (b) the delay period was introduced between conditioning and testing phases instead of between preexposure and conditioning phases, (c) all experimental stages were conducted in different contexts, and (d) the US was relatively strong (.4 and .5 vs. .2 M LiCl injections). These results, expressed as mean saccharin consumption, are represented by markers in Figures 7-10 . Because this is a taste aversion paradigm, a stronger CR is reflected in a lower consumption.
Computer simulations. Our simulations assumed that tasteaversion conditioning follows the same associative rules of any other CS-aversive US association. Although it is perhaps arguable (e.g., Garcia & Koelling, 1966) , we assumed that the food-LiCl association simply occurred in delay conditioning.
In the simulations, we assumed that the animals spent (a) 80 acclimation trials in the home cage (CX1), where they received water and related cues such as the lever, spout, and so on (CS1); (b) 30 trials in the training box (CX2), where they received 30 trials of water (CS1) in the NPE condition, 30 trials of water with a flavor (CS1 and CS2) in the four PRE conditions, or 15 trials of water (CS1) and 15 trials of water with a flavor (CS1 and CS2) in the two PRE conditions; (c) 8 trials of conditioning in the training box (CX2), where they received water with a flavor (CS1 and CS2) together with the US; (d) 1 or 33 delay trials in the home cage, where they received water (CS1), to simulate the 1-or 21-day delay between conditioning and test; and (e) 3 test trials in the training box, where they received water and flavor (CS1 and CS2).
Large number of delay days. The columns in Figure 7 show that, as reported by De la Casa and Lubow (2002 In addition, when the CR values yielded by the simulations are combined with the standard errors of the data, a 2 ϫ 3 ANOVA conducted on the CR revealed a main effect of treatment, F(1, 42) ϭ 156.13, p Ͻ .01, which demonstrates LI; a main effect of delay, F(2, 42) ϭ 11.61, p Ͻ .01; and an interaction between these factors, F(2, 42) ϭ 3.26, p Ͻ .05, which demonstrates super LI following the delay. These results are similar to those obtained when the same statistical tests are applied to the experimental data.
The simulated results, showing that LI increases more after 30 preexposure trials and 33 delay trials (compared with the case of 30 preexposure trials and 1 delay trial) than after 15 preexposure trials and 33 delay trials (compared with the case of 15 preexposure trials and 1 delay trial), are explained as follows:
In the PRE group, preexposed to the CS for 30 trials and receiving 33 delay trials (see gray column labeled "Long PRE" in Figure 7 ), Novelty' and attention to the water, z Water , decrease during the trials spent in the home cage (Trials 1-80). During preexposure to the training context and the flavored water (Trials 81-110), Novelty' first increases and then decreases, attention to the flavor, z Flavor , decreases, and z Water stays low. During conditioning (Trials 111-118), Novelty' and z Flavor increase, whereas z Water , which was preexposed for a longer time than the flavor, starts lower and increases to a lower final value. During the conditioning period, the associations of the water, V Water-US , and the flavor, V Flavor-US , with the US increase. During the delay period in the home cage (Trials 119 -151), Novelty', z Flavor , and z Water increase. The increase in Novelty' is the result of the unfulfilled expectation of the US, the flavor, and the training context when the water is presented in their absence in the home cage. During the three test trials (Trials 152-154) , in the absence of the US predicted by the flavor, because attention to the flavor and the water increased in the course of the delay, the flavor-US association, V Flavor-US , decreases, and the water-US association, V Water-US , becomes inhibitory. In the group preexposed to the CS for 30 trials and with 1 delay trial, during the delay period in the home cage (Trial 119), z Water , does not change. During the three test trials (Trials 120 -122), the associations of both water, V Water-US, and flavor, V Flavor-US , with the US simply decrease.
In the NPE group (see white column labeled "NPE" in Figure 7 ), during preexposure to the context and water without the flavor (Trials 81-110), the absence of the latter CS causes Novelty' to initially increase to a lower level than in the PRE group. However, by the end of the preexposure phase, Novelty' ends higher in the NPE group than in the PRE group. In this case, attention to the water, z Water , remains unchanged. During conditioning (Trials 111-118), Novelty' and z Water increase more in the NPE than in the PRE group. During the delay period in the home cage (Trials 119 -151), Novelty' and z Water decrease. Attention to the flavor, z Flavor , remains unchanged. The decrease in Novelty' is the result of a relatively small expectation of the flavor (water and flavor were not preexposed together) when the water is presented in its absence in the home cage. During the three test trials , in the absence of the US, because z Water is relatively small, the water-US association, V Water-US , becomes only slightly inhibitory and does not decrease the strength of the CR relative to the 1-delay-trial case.
Therefore, according to the SLG model, super LI is not due to a further decrease in attention to the flavor in the PRE group but to an increased attention to the stimulus representing the water and related stimuli, which becomes a conditioned inhibitor. Because attention to the water increases with 30 preexposure trials and 33 delay trials, the association of the water with the US rapidly becomes inhibitory during testing, decreasing the strength of the CR relative to the 1-delay-trial case. In contrast, as explained in the next subsection, LI increases less (shows a smaller super LI effect) in the groups with 15 preexposure and 33 delay trials.
Large number of preexposure trials. The columns in Figure 7 show that super LI is present with 30 preexposure trials and, to a lesser degree, with 15 preexposure trials, after 33 delay trials (see gray column labeled "Short PRE" in Figure 7) . According to the model, the shorter preexposure period results in an increase in attention to the water, z Water , during conditioning. Because attention to the water has already increased during conditioning, the effect of the number of delay trials on attention is reduced. Both the water and the flavor show excitatory associations with the US during testing. Also, the reduced number of preexposure trials results in a smaller LI effect.
Delay period between preexposure and conditioning. The columns in Figure 8 show computer simulations of LI in a taste aversion paradigm when the 33-trial delay is interposed between the preexposure and the conditioning phases. Otherwise, the simulations were run as described above. The columns in Figure 8 show that, as reported by De la Casa and Lubow (2002, Experiment 3), super LI is absent when the delay is interposed between preexposure and conditioning. Simulated results fall within the 95% confidence intervals of the data (error bars). Similar results are obtained when the number of trials is kept constant for three phases (Phase 1, 80 trials; Phase 2, 30 trials; Phase 3, 33 trials; Phase 4, 8 trials) and one of the other phases is varied within the following ranges: Phase 1, 72-161 trials; Phase 2, 8 -81 trials; Phase 3, 21-over 600 trials; Phase 4, 5-9 trials.
In addition, when the CR values yielded by the simulations are combined with the standard errors of the data, a two-way ANOVA conducted on the CR revealed a main effect of treatment, F(1, 20) ϭ 52.85, p Ͻ .01, which demonstrates LI; no main effect of delay, F(1, 20) ϭ 0.0085, p Ͼ .93; and no interaction between these factors, F(1, 20) ϭ 0.0006, p Ͼ .98, which demonstrates that super LI is absent when the delay period is interposed between preexposure and conditioning. These results are similar to those obtained when the same statistical tests are applied to the experimental data.
The simulated results for the case in which super LI is not manifested, 30 preexposure trials combined with 33 delay trials between preexposure and conditioning (33-trial group), are explained as follows. During the 33 delay (Trials 111-143) trials in the home cage, attention to the flavor, Z Flavor , increased slightly, but attention to the water, z Water , barely changed. These small increases are the result of a relatively small increment in Novelty'. showing mean saccharin consumption in groups that received no preexposure (NPE) or 4 preexposure days (Long PRE) followed by 1 day (Short Delay) or 21 days (Long Delay) between preexposure and conditioning in the home cage. Error bars: 95% confidence intervals. Columns: Three-trial average of simulated consumption, after no preexposure (NPE) or 30 preexposure trials (Long PRE) followed by 1 trial (Short Delay) or 33 trials (Long Delay) after preexposure in the context representing the home cage. Simulation parameters were as follows: conditioned stimulus, 15-40 time units, salience ϭ 1; unconditioned stimulus, 35-40 time units, strength ϭ 1; home and training context, salience ϭ .1; intertrial interval ϭ 500 time units.
In turn, the small increase in Novelty' is the consequence of having only an unfulfilled expectation of the flavor and the training context, but not of the US, when the water is presented in their absence in the home cage. During the test trials (Trials 152-154), because attention to the water did not increase sufficiently during the delay, the water-US association, V Water-US , does not become inhibitory, as when the delay is placed between conditioning and testing. Therefore, LI, but not super LI, is present.
Same context. The columns in Figure 9 show computer simulations of LI in a taste aversion paradigm (a) when the contexts were the home cage and the training box (left panel) and (b) when all the phases of the experiment were conducted in the home cage (right panel). In the latter case, the simulations were run as described above, except that the context was always that of the home cage. The columns in Figure 9 show that, as reported by De la Casa and Lubow (2000, Experiment 3B), super LI is absent when the same context is used. The simulated results fall within the 95% confidence intervals of the data (error bars).
In addition, when the CR values yielded by the simulations are combined with the standard errors of the data, a two-way ANOVA conducted on the same context CRs revealed a main effect of preexposure, F(1, 28) ϭ 9.42, p Ͻ .01, which demonstrates LI; no main effect of delay, F(1, 28) ϭ 0.34, p Ͼ .56; and no interaction between these factors, F(1, 28) ϭ 0.07, p Ͼ .79, thus demonstrating that super LI is absent following the delay when all the phases of the experiment were conducted in the same context. These results are similar to those obtained when the same statistical tests are applied to the experimental data. Similar results are obtained when the number of trials is kept constant for three phases (Phase 1, 80 trials; Phase 2, 30 trials; Phase 3, 8 trials; Phase 4, 33 trials) and one of the other phases is varied within the following ranges: Phase 1, 3-over 600 trials; Phase 2, 3-over 600 trials; Phase 3, 5-11 trials; Phase 4, 1-over 600 trials.
The simulations, for the case in which the same context is used during the delay and super LI is not manifested, are explained as follows. Again, the results are the consequence of a small increase in Novelty' that translates into a small increase in attention to the water. The small increase in Novelty' is the consequence of having unfulfilled expectations of the flavor and the US but not of the training context (i.e., the home cage) when the water is presented in its absence. Unfulfilled expectations of the flavor and the US generated by the context are relatively weak and do not significantly increase Novelty'. During the test trials (Trials 152-154) , because attention to the water did not increase sufficiently during the delay, the water-US association, V Water-US , becomes only barely inhibitory. Therefore, LI, but not super LI, is present.
Weak US. The columns in Figure 10 show computer simulations of LI in a taste aversion paradigm with a strong (1) and a weak (.8) US. Otherwise, the simulations were run as described above. The columns in Figure 10 show that, as reported by De la Casa and Lubow (2000, Experiment 2), super LI is absent when a relatively weak US is used. Whereas with the strong US the difference in water consumption between PRE and NPE groups is large (relative to the case of a 1 trial delay), this difference is small (relative to the case of a 1 trial delay) with the weak US. All but one of the simulated results fall within the 95% confidence intervals of the data (error bars). Notice, however, that whereas LI increases with a long delay (super-LI) for the case of a strong US, it decreases when a weak US is used. With this criterion, similar results are obtained when the number of trials is kept constant for three phases (Phase 1, 80 trials; Phase 2, 30 trials; Phase 3, 8 trials; Phase 4, 33 trials) and one of the other phases is varied within the following ranges: Phase 1, 1-over 600 trials; Phase 2, 11-195 trials; Phase 3, 2-9 trials; Phase 4, 2-over 600 trials.
In addition, when the CR values yielded by the simulations are combined with the standard errors of the data, a two-way ANOVA conducted on the weak-US CR revealed a main effect of preexposure, F(1, 36) ϭ 41.11, p Ͻ .01, which demonstrates LI; a main effect of delay, F(1, 36) ϭ 6.78, p Ͻ .014; and no interaction between these factors, F(1, 36) ϭ 1.55, p Ͼ .22, which demonstrates that super LI is absent following the delay when a weak US is used. The results are similar to those obtained when the same statistical tests are applied to the experimental data, which show a significant effect of delay, a marginal effect of preexposure, and significant interaction.
The simulations, for the case in which a weak US is used and super LI is not manifested, are explained as follows. During the 33 delay trials (Trials 119 -151) in the home cage, attention to the flavor, z Flavor , increases, but attention to the water, z Water , barely changes. These relatively small changes are the result of a relatively small increment in Novelty'. In turn, the small increase in Novelty' is the consequence of having only the unfulfilled expectation of the training context, the flavor, and a weak US when the water is presented in their absence in the home cage. During the five test trials (Trials 152-156), because attention to the water did not increase enough during the delay, the water-US association, V Water-US , becomes only barely inhibitory. Therefore, LI, but not super LI, is present.
Additional simulations. Wheeler et al. (2004, Experiment 1) reported super LI with a conditioned barpress suppression para- Figure 9 . Absence of super latent inhibition after a postconditioning delay in the same context. Square markers: Data from De la Casa and Lubow (2000, Experiment 2) showing mean saccharin consumption in groups that received no preexposure (NPE) or 4 preexposure days (Long PRE) followed by 1 day (Short Delay) or 21 days (Long Delay) after conditioning when the contexts (CXs) were the home cage and the training box (Different CX) and when all the phases of the experiment were conducted in the home cage (Same CX). Error bars: 95% confidence intervals. Columns: Three-trial average of simulated consumption after no preexposure (NPE) or 30 preexposure trials (Long PRE) after 1 (Short Delay) or 33 Trials (Long Delay) after conditioning in the context representing the home cage. Simulation parameters were as follows: conditioned stimulus, 15-40 time units, salience ϭ 1; unconditioned stimulus, 35-40 time units, strength ϭ 1; home and training context, salience ϭ .1; intertrial interval ϭ 500 time units. digm. To explain these results, the model requires the assumption of some generalization between the home cage and the training cage. As in the De la Casa and Lubow (2000 Lubow ( , 2002 studies, simulation shows that super LI is the consequence of the water (and related cues such as the lever, spout, etc.) becoming inhibitory during testing.
We verified that the assumption of some generalization between the home cage and the training cage, which we made for the Wheeler et al. (2004) and Pineño et al. (2005) experiments, does not affect the simulated results for all the De la Lubow (2000, 2002) experiments. Some generalization between the training context (represented by CX1 ϭ .05, CX2 ϭ .05) and the home context (represented by CX1 ϭ .05, CX2 ϭ .05), yielded qualitatively correct results. In the simulations, Phase 1 (acclimation) had 10 trials, Phase 2 (preexposure) had 80 trials, Phase 3 (conditioning) had 70 trials, and Phase 4 (delay) had 30 trials.
We also corroborated that the addition of water (and related cues) as a CS in the home cage and during testing, which the model uses to explain super LI in both the Wheeler et al. and Lubow (2000, 2002) experiments, does not change the predictions of the Grahame et al. (1994) study. In this case, simulated results still fall within the confidence intervals following 80 acclimation trials with water presentation, 75 preexposure trials, 45 conditioning trials, 120 extinction trials, and 1 test trial with water presentation.
Comparison with other models. The comparator hypothesis (Denniston et al., 2001; does not predict super LI because exposure to the home cage will not change the associations that determine responding to the CS. If some generalization between the home cage and the training box is assumed, the delay would decrease the CX-US association and attenuate LI. Notice that this explanation is similar to that offered by the comparator hypothesis for the case of recovery from LI (presented above). Likewise, the Dickinson and Burke (1996) version of Wagner's (1981) SOP model does not predict super LI because the home cage does not activate the representation of the CS. Again, if some generalization between the home cage and the training box is assumed, the delay period in the home cage after conditioning would activate the representations of both CS and US in the A2 state, thereby increasing the CS-US association and decreasing LI. Although it seems that these two models are unable to predict super LI, the SLG model points to the water and related stimuli as possible causes of the phenomenon. It would be interesting to study whether, under this assumption, the comparator hypothesis and the modified SOP model can deal with super LI.
De la Casa and Lubow (2000) suggested that super LI could be explained in terms of retrieval interference theories (e.g., Revusky, 1971) . In the preexposure phase, animals would acquire a CS-noconsequence association and, in the conditioning phase, a CS-US association. When the CS is presented, both associations might be summed to control behavior. In the case of taste aversion, the CS-no-consequence association favors drinking and the CS-US association opposes drinking. Therefore, an increase of LI with delay would be due to an enhanced retrieval of the preexposure episode or, equivalently, the CS-no-consequence association.
Delay period is spent in the same context as the preexposure and conditioning phases. De la Casa and Lubow (2000) suggested that when the delay period is spent in the same context as the preexposure and conditioning phases, the ability of that context to retrieve the CS-no-consequence and CS-US associations decreases with increasing amounts of time spent in the context. They proposed that the CS-no-consequence association decreases more than does the CS-US association, and therefore, LI should decrease. This view accounts for the failure to produce super LI when all phases of the experiment take place in the same context. According to De la Casa and Lubow (2000) , the view that the CS-no-consequence association decreases more than does the CS-US association also accounts for the attenuation of LI reported by Aguado, Symonds, and Hall (1994) , who ran an experiment in which all phases took place in the same context. Although this result is at odds with De la Casa and Lubow's (2000) results showing no change in LI, Aguado et al.'s (1994) experiment differed from that of De la Casa and Lubow in several methodological respects, including a shorter preexposure period (3 days vs. 4 days), a more salient CS (.1% vs. .04% sodium saccharin), and a weaker US (0.3 M vs. 0.4 M solution of LiCl).
Computer simulations with the SLG model suggest that these differences might be responsible for the attenuation of LI in the Aguado et al. (1994) experiment. For instance, the model is able to qualitatively match the Aguado et al. results when CS salience is increased to 1.7, with all the other parameters being identical to those used in the simulation for De la Casa and Lubow's (2000) experiment in the same context (80 acclimation trials in the home cage, 30 preexposure trials, 8 conditioning trials, and 33 delay trials). According to the model, flavored water consumption decreases more in the preexposed group with 33 delay trials than in the preexposed group with 1 delay trial because during the delay period attention to the water and saccharin increase as a result of an increase in Novelty'. When the salience of the flavored water is Figure 10 . Absence of super latent inhibition after a postconditioning delay with a weak unconditioned stimulus (US). Square markers: Data from De la Casa and Lubow (2000, Experiment 2) showing mean saccharin consumption in groups that received no preexposure (NPE) or 4 preexposure days (PRE) followed by 1 day (Short Delay) or 21 days (Long Delay) in the home cage after conditioning using a strong or a weak US. Error bars: 95% confidence intervals. Columns: Five-trial average of simulated consumption after no preexposure (NPE) or 30 preexposure trials (Long PRE) and 1 (Short Delay) or 33 trials (Long Delay) after conditioning using a strong or a weak US. Simulation parameters were as follows: conditioned stimulus, 15-40 time units, salience ϭ 1; US, 35-40 time units, strong US strength ϭ 1, weak US strength ϭ .8; home and training context, salience ϭ .1; intertrial interval ϭ 500 time units.
1, as in the case of De la Casa and Lubow's experiment, attention to the water stimulus is very low, and a 33-trial delay has no effect.
Delay period is spent in a context different from the context where preexposure and conditioning occur. Although De la Casa and Lubow (2000) suggested that the increase of LI with a delay is due to an enhanced retrieval of the CS-no-consequence association when delay occurs in a context, Kraemer et al. (1991) reported spontaneous recovery from LI even when the delay takes place in a different context. In Kraemer et al.'s (1991) experiment, rats were preexposed and conditioned in groups of 3 animals but were tested individually. Following exposure to the context, some of the groups were preexposed to a light CS, whereas others were not. During conditioning, all groups received CS and footshock US presentations. Animals spent the retention interval in their individual home cages. Kraemer et al. (1991) reported recovery from LI. In contrast to the explanations offered by De la Casa and Lubow (2000), Schmajuk et al. (1996, Figure 25) suggested that differences in the experimental design might be responsible for the discrepancies between Kraemer et al.'s (1991) and De la Casa and Lubow's (2000) results.
Effect of US strength. De la Casa and Lubow (2000) also proposed that, with a higher US strength, the conditioning phase is more easily discriminated from the preexposure and the test phases. Therefore, the test phase provides a better cue for retrieving the CS-no-consequence than do the CS-US associations. Therefore, super LI ensues. Blaisdell et al. (1998, Experiment 1) showed that combined LI and overshadowing treatments attenuate the decrease in responding produced by each procedure alone.
Latent Inhibition and Overshadowing Counteract Each Other
Experimental results. The LI followed by overshadowing (PRE ϩ OVER) group received 120 presentations of stimulus X followed by 10 reinforced presentations of stimuli X and A. The OVER group received 120 presentations of stimulus Y followed by 10 reinforced presentations of stimuli X and A. The PRE ϩ CON (LI) group received 120 presentations of X followed by 10 reinforced presentations of X alone. The conditioning (CON) group received 120 presentations of Y followed by 10 reinforced presentations of X. Whereas A was always a 100-W flashing light, X and Y were an 82-dB white noise and an 82-dB tone, counterbalanced.
The small square markers in Figure 11 show the mean time to complete 5 cumulative seconds of licking in the presence of X, a measure of its level of conditioning, during a test trial in Blaisdell et al. (1998) . The results show that preexposure and overshadowing procedures produce more conditioning when given together than when separated.
Simulated results. The PRE ϩ OVER case received 50 presentations of CS1 (representing X, counterbalanced white noise and tone, salience ϭ .6) followed by 15 reinforced presentations of CS1 and CS2 (representing A, 100-W flashing light with houselights off, salience ϭ .75). The OVER case received 50 presentations of CS3 (representing Y, counterbalanced white noise and tone, salience ϭ .6) followed by 15 reinforced presentations of CS1 and CS2. The PRE ϩ CON case received 50 presentations of CS1 followed by 15 reinforced presentations of CS1. The CON case received 50 presentations of CS3 followed by 15 reinforced presentations of CS1. In each case, one test trial was carried out to determine the response to CS1.
Like the experimental results, the simulated results, represented by the columns in Figure 11 , show that preexposure and overshadowing procedures result in more conditioning when given together than when given apart. Whereas the results for the PRE ϩ OVER, PRE ϩ CON, and CON groups fall within the 95% confidence intervals of the data (error bars), that is not the case for the OVER group.
When the CR values yielded by the simulations are combined with the standard errors of the data, a two-way ANOVA conducted on the CR revealed no main effect of preexposure, F(1, 36) ϭ 0.07, p Ͼ .79, and no main effect of treatment, F(1, 36) ϭ 0.37, p Ͼ .54, but did reveal a significant interaction, F(1, 36) ϭ 13.84, p Ͻ .01. Planned comparisons between CRs in the different groups show LI; stronger responding in the CON group than in the PRE ϩ CON group, F(1, 45) ϭ 6.8, p Ͻ.012; overshadowing; stronger responding in the CON group than in the OVER group, F(1, 45) ϭ 4.14, p Ͻ .05; counteraction between overshadowing and latent inhibition; and stronger responding in the PRE ϩ OVER group than in both the PRE ϩ CON group, F(1, 45) ϭ 8.03, p Ͻ .01, and the OVER group, F(1, 45) ϭ 5.11, p Ͻ .029. These statistical results, similar to those obtained for the experimental data, can be obtained with 45 to 55 trials in Phase 1 and 15 trials in Phase 2. How the model attains these relationships is explained in the following paragraphs.
Responding in the conditioning (CON) group is stronger than in the preexposure and conditioning (PRE ϩ CON) group. Our explanation of this basic LI effect is the same as above (see preceding section on Recovery From Latent Inhibition). In the case of the PRE ϩ CON (i.e., LI) group, when the unpredicted CS1 is first presented in the unfamiliar CX, Novelty' reaches a maximum. As CS1-CS1, CX-CX, CS1-CX, and CX-CS1 associations are formed, both CS1 and CX become predicted, and the value of Novelty' decreases. According to the model, attention to the CS1, z CS1 , lags behind the value of Novelty', first increasing from its initial value of zero and then decreasing. Therefore, whereas a limited number of preexposure trials results in a decreased Novelty' and an increased z CS1 , a larger number of trials results in both decreased Novelty' and z CS1 . In the case of the CON group, the absence of the expected CS3 during conditioning increases Novelty' and results in faster acquisition of the CS1-US association and a relatively large CR.
The smaller Novelty' in the PRE ϩ CON group than in the CON group at the beginning of conditioning explains LI, in spite of the larger initial z CS1 in the PRE ϩ CON group. This is because a smaller Novelty' results in a smaller z CS1 during conditioning, in the retardation of the formation of the CS1-US association, and a relatively small CR. A stronger LI effect, however, can be obtained when both Novelty' and z CS1 have been reduced in the preexposure phase.
Responding in the CON group is stronger than in the overshadowing (OVER) group. Again, our explanation is the same as before. According to the model, in both the CON and OVER groups, Novelty' during conditioning increases as a result of the unpredicted presentation of the CS(s) and the US and the unpredicted absence of CS3 that was predicted by the context. Overshadowing is the result of the competition between CS1 and CS2 to gain association with the US, which limits the CS-US association and reduces the magnitude of the CR relative to that of the CON case.
Responding in the preexposure and overshadowing (PRE ϩ OVER) group is stronger than in the PRE ϩ CON group. As mentioned above, the relatively small Novelty' in the PRE ϩ CON group at the beginning of conditioning explains LI. Responding in the PRE ϩ OVER case increases because the introduction of CS2 during conditioning increases Novelty' and attention to CS1, z CS1 , consequently increasing the CS1-US association and the magnitude of the CR relative to that of the PRE ϩ CON group. Moreover, CS1 testing in the absence of CS2 and the US increases Novelty' more in the PRE ϩ OVER group than in the PRE ϩ CON group, further increasing z CS1 and the relative advantage of the CR in the PRE ϩ OVER group.
Responding in the PRE ϩ OVER group is stronger than in the OVER group. During preexposure, the PRE ϩ OVER group undergoes the same process experienced by the PRE ϩ CON group (described above). Because, as indicated above, a limited number of preexposure trials results in a decreased Novelty' and an increased z CS1 , at the beginning of overshadowing, z CS1 is larger in the PRE ϩ OVER group than in the OVER group. Because overshadowing is the result of the competition between CS1 and CS2 to gain association with the US, an increased z CS1 results in an increased internal representation of CS1, X CS1 , an increased CS1-US association, V CS1,US , and a larger CR to CS1 in the PRE ϩ OVER group than in the OVER group.
Notice that, because of the absence of the expected CS3 and the addition of the unpredicted CS2 during overshadowing, the values of Novelty' in the PRE ϩ OVER and OVER groups are relatively similar. This similarity allows the increased z CS1 to take control of the results in the PRE ϩ OVER case. In contrast, Novelty' in the CON group is much greater than in the PRE ϩ CON group, thereby reducing the advantage of having an increased z CS1 and reversing the effect. In other words, responding in the PRE ϩ OVER group is stronger than in the OVER group because of the increased value of z CS1 after preexposure in the PRE ϩ OVER group. Instead, responding in the PRE ϩ CON (LI) group is smaller than in the CON group because, during conditioning, Novelty' is larger in the CON group than in the PRE ϩ CON group.
The number of trials for which these results are obtained is limited by the facts that (a) too many preexposure trials will reduce z CS1 and the PRE ϩ OVER group will not generate a CR stronger than that of the OVER group, (b) too few conditioning trials will not yield enough overshadowing or LI, and (c) too many conditioning trials will not yield LI.
Comparison with other models. These results cannot be explained by the Dickinson and Burke (1996) model because (a) the representation of CS1 in the A1 state is decreased by its activation in the A2 state that results from its being predicted by the context and (b) the representation of the US in the A1 state is decreased by its activation in the A2 state by both CS1 and CS2. Therefore, the CR generated by the PRE ϩ OVER group will be smaller than that in the PRE ϩ CON and OVER groups, even if CS1 and the US become weakly associated in A2.
In contrast, Blaisdell et al. (1998) argued that increased responding to CS1 is due to the decreased effective activation of the CX-US link, caused by the interference from the strong CS2-US association formed during overshadowing. Consequently, during testing, the context, instead of CS2, is activated by CS1 and serves as the comparator stimulus. Therefore, preexposure should result in less overshadowing. Savastano, Arcediano, Stout, and Miller (2003) showed how a mathematical version of the extended comparator hypothesis can explain experimental results showing that preexposure and overshadowing cancel each other. In their simulations, responding in the PRE ϩ OVER group is 20% and 6% stronger than in the OVER and the PRE ϩ CON groups, respectively, whereas in our simulations, these ratios are 47% and 65%.
Discussion
In the present article, we have shown that the SLG model provides quantitative predictions of the following sets of results: (a) Extinction of the overshadowing CS results in the recovery of the response to the overshadowed CS (Matzel et al., 1985) ; (b) extinction of the blocking CS results in the recovery of the response to the blocked CS (Blaisdell et al., 1999) ; (c) interposing a delay between the last phase of backward conditioning and testing results in the recovery from backward blocking (Pineño et al., 2005) ; (d) extinction of the context following LI results in the recovery of the response of the CS (Grahame et al., 1994) ; (e) interposing a delay between conditioning and testing in LI results in super LI (De la Casa & Lubow, 2000 , 2002 Wheeler et al., 2004) ; and (f) LI and overshadowing counteract each other (Blaisdell et al., 1998) . Apparently, the SLG model is the only one able, at this point, to explain super LI and to give an account for the opposite results reported by Blaisdell et al. (1999) and Holland (1999) .
According to the model, (a) overshadowing and blocking are the consequence of both decreased attention to the target CS and decreased target CS-US associations resulting from competition with the companion CS; (b) LI results from a decreased target CS-US association because of decreased attention to the target CS; (c) recovery from overshadowing, blocking, and LI are the result of increased attention to the target CS following the extinction of the overshadowing CS, the blocking CS, and the CX, respectively; (d) BB is the result of decreased attention to the target CS; (e) recovery from BB is the consequence of increased attention to the surrogate US; (f) super LI is the result of increased attention to a conditioned inhibitor present during testing; and (g) the counteraction between LI and overshadowing is the consequence of the increased attention to the target CS during preexposure.
The model also generates some novel predictions. According to the model, extinction of the blocking CS in a BB paradigm should result in recovery from BB, and using less salient CSs in an experiment like the one carried out by Blaisdell et al. (1999) should result in the absence of recovery from blocking.
To simulate the experimental data and, in particular, the differences between the results of different experiments, we manipulated the salience of the CS and the number of trials in each phase of the experiments while maintaining most of other parameters constant within paradigms. Computer simulations showed that the model is robust for several values of CS salience and ITI duration. Simulated results were correct within an ample range of number of trials in each phase of the simulations of recovery from (a) overshadowing, (b) BB, and (c) LI. Instead, precise descriptions of super LI, recovery from blocking, and the counteraction between overshadowing and LI were obtained within a more limited range (fewer than 10 trials on any given phase). Given the role of these parameters in our simulations, it would be interesting to assess experimentally the range of parameters (e.g., CS salience, number of trials per phase) within which the reported results can be replicated. It was also found that, with the exception of the interaction between overshadowing and LI (Blaisdell et al., 1998) , good quantitative simulations of the experimental results are obtained with all but one (K 10 ϭ 0) of the original parameters of the model .
One possible criticism of the results presented here is the lack of correspondence between the number of trials in the simulations and the experiments. This difference is due to the fact that the model has two fundamental processes: an attentional one that is at work mainly during preexposure and extinction/recovery phases and an associative one that is at work mainly during conditioning and extinction. In our model, because the attentional process is too fast and the associative process is too slow, the number of preexposure and extinction/recovery trials in the experiments is consistently larger (ranging from 1.6 to 2.4 times for preexposure and from 1.8 to 4 times for extinction/recovery), and the average number of conditioning trials is consistently smaller (ranging from .09 to .67 times), than in the simulations. A model specially designed for each preparation would be necessary to reduce these differences.
In some cases (Pineño et al., 2005; Wheeler et al., 2004) , our simulations assumed some generalization between contexts so as to approximate the experimental results. When the same assumption was applied to all other cases in which two or more contexts were included in the experimental design (De la Casa & Lubow, 2000 , 2002 Grahame et al., 1994) , similar results were obtained. For the super LI experiments (De la Casa & Lubow, 2000 , 2002 Wheeler et al., 2004) , our simulations included water (and related cues) as a CS in the home cage and during testing. We verified that this assumption does not change the predictions of the Grahame et al. (1994) study.
In addition to describing the recovery from overshadowing, blocking, BB, and LI, super latent inhibition, and the counteraction between LI and overshadowing, the SLG model is able to explain paradigms for which the comparator hypothesis cannot account. According to Denniston et al. (2001) , these paradigms include (a) spontaneous recovery, (b) external disinhibition, (c) renewal, (d) trial order effects, (e) mediated extinction, (f) sensory preconditioning, and (g) reinstatement. Whereas spontaneous recovery, external disinhibition, renewal, and reinstatement are explained in terms of the attentional changes produced by increasing Novelty', mediated extinction and sensory preconditioning are explained in terms of a CS1 indirectly activating CS2-US associations by direct activation of CS1-CS2 associations.
In spite of its numerous correct descriptions, the SLG model cannot explain saving effects in extinction-acquisition series (Frey & Ross, 1968; Smith & Gormezano, 1965) or overtraining extinction effects (North & Stimmel, 1960 ). This deficiency is based on the fact that z CS reflects the association of CS with Novelty', which decreases as learning progresses, and not with its own associations with other CSs or the US (predictive value of CS), which increases with increasing learning. Also, although the model is unable to describe occasion setting (Holland, 1977) , an extended version offered by Buhusi and Schmajuk (1996) accounts for this phenomenon.
Besides applying the SLG model to a set of experimental results published after the model was first presented, this paper introduces a new method to compare experimental and modeled results by combining simulation results, interpreted as group means, with the standard errors of the experimental data to compute F values. Our technique allows us to apply to the simulated data the same statistical tests that have been used to analyze the experimental results.
In addition to its application to the description of behavioral data, since the SLG model is a neural network, we were able to apply it to the description of the neurophysiological basis of LI (Schmajuk et al., 2001 ) and the effect of pharmacological manipulations on LI Schmajuk, Gray, & Larrauri, 2005) . We also used it to explain the apparently contradictory results of (a) the effects of hippocampal lesions on LI and (b) the effects of dopaminergic drugs on LI (Schmajuk et al., 2005) . Furthermore, an extension of the SLG model successfully accounts for the neurophysiological substrates of occasion setting (Buhusi & Schmajuk, 1996) . As mentioned above, some neurophysiological data (Baxter et al., 1999) lend support to the idea that different mechanisms control blocking, as assumed by the model. A significant difference between the SLG model and the Dickinson and Burke (1996) and theories is that the former is an attentional-associative model while the latter ones are associative-only models. Whereas the SLG model explains most of the present results as retrieval effects, all the competing models explain the results as the consequence of associative changes. That is, whereas the SLG model explains the results in terms of a change in attention to already established associations that remain mostly unchanged, the alternative models modify existing associations, either the ones directly controlling the CR or those used in the comparisons.
In spite of this difference, all three models agree on the importance of CS-CS associations. In the SLG model, CS-CS and CS-CX associations are used to (a) compute the value of Novelty', and (b) activate the representation of an absent CS, which then becomes associated with the (generally) increased value of Novelty', thereby changing attention to the missing CS. In the comparator hypothesis, CS-CS and CS-CX associations are needed to compute the comparison value that determines the CR strength. In the Dickinson and Burke (1996) version of Wagner's (1981) SOP model, presentation of a CS may activate, through CS-CS associations, the representations of other CSs into the A2 state.
In sum, this article shows that an attentional-associative model of classical conditioning can explain the results of numerous studies that have challenged the adequacy of traditional approaches. Like the traditional models, our theory accounts for overshadowing, blocking, and LI in terms of a storage deficit. However, according to our view, this deficit can be overcome by the increased attention that modulates retrieval.
