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Testing is the most common way to assess student learning at all ages and grade levels.  
Testing is traditionally viewed as a measure of knowledge, and not as a way to enhance learning.  
Nonetheless, a large body of literature demonstrates that testing is actually an effective way to 
facilitate learning and enhance long-term memory for information.  This finding, that retrieval of 
information from memory leads to better retention than re-studying or re-reading the same 
information, has been termed the testing effect.  The benefit of testing compared to review of 
material is typically seen after a delay between practice and final test, with review being a better 
strategy when the test is given immediately or after a short delay.  This phenomenon has been 
shown across a variety of contexts, test formats, retention intervals, and ranges of ages and 
abilities.  However, one domain in which the testing effect has not been shown to work is in the 
review of student-produced lecture notes.  Lecture note-taking is a ubiquitous learning strategy 
and notes have been shown to be highly correlated with academic outcomes such as test 
performance and GPA.  Note-taking in itself is a cognitively demanding process, and students 
often struggle to take accurate and complete notes from lecture, thus limiting the benefits of 
note-taking and review.  There is limited research on ways to improve the review function of 
notes.  Thus, this dissertation sought to understand the effect of integrating the testing effect into 
the context of lecture note-taking on memory for information compared to review of notes and a 
lecture-only control.  
 
A sample of 59 high school students watched a video lecture and took notes on the 
information.  The lecture was divided into three sections with two-minute pauses in between 
each segment.  During each pause, students were asked to either reread their notes from the 
previous section (review group), recall and write down what they remembered to be the most 
important ideas from the lecture they were just shown (self-testing group), or complete a 
distractor word search puzzle for the duration of the pause (lecture-only control group).  
Participants were given a written recall test of lecture information following a one-day delay.  
Comparisons were made between lecture groups on test performance and note quantity.  
Measures of sustained attention and mind-wandering during lecture were examined as covariates. 
While participants in the self-testing group scored higher on the written recall test, this 
difference did not reach statistical significance.  Self-testing and reviewing notes during lecture 
pauses were both significantly better than lecture note-taking alone.  Results also showed that it 
was actually the students in the review group who took significantly more notes than those in the 
lecture-only control.  There was a main effect for time, indicating that students in all lecture 
groups took increasingly more notes as the lecture progressed.  Note quantity was found to be a 
significant predictor of test performance.  Examination of attentional variables showed that 
students who reported lower instances of mind-wandering took significantly more notes and did 
significantly better on the recall test.  Further, students in the self-testing group reported less of 
an increase in mind-wandering as the lecture progressed compared to those in the control group.   
Differences between the results of this study and other studies in the testing effect 
literature are hypothesized to be due several factors, including complexity of lecture information, 
encoding difficulties, and the presentation of new information at each self-testing time point.  
Future research should continue to explore the testing effect in conjunction with note taking.
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CHAPTER I: INTRODUCTION 
As students transition from elementary to middle and high school, teacher-led lectures 
become the predominant form of instruction (Boyle, 2011).  Students often take notes on lecture 
content to ensure the information is available to review for exams and other academic outcomes 
(Armbruster, 2009; Di Vesta & Gray, 1972).  Their efforts are usually rewarded.  Notes are a 
strong and consistent predictor of later test performance, and quality of notes are more positively 
related to test performance than some individual student characteristics, such as verbal ability 
and GPA, particularly when the test involves memory questions (Peverly & Sumowski 2012; 
Peverly et al., 2007).  However, lecture note-taking has high information processing demands – 
students have to manage comprehension, identify important ideas, decide what to transcribe, and 
write the notes down while they continue to attend to the lecture (Piolat, Olive, & Kellogg, 2005; 
Kiewra, DuBois, Christian, McShane, Meyerhoffer, & Roskelley, 1991).  In addition, lecture 
information is typically new and dense, and presentation is fast-paced (Peverly & Wolf, 2019).  
Because of the high demands of lecture note-taking, it is important to identify strategies to help 
students improve their memory for lecture information. 
Note-taking can be thought of as having two primary processes: encoding and storage.  
The encoding function of note-taking suggests that the act of writing notes facilitates learning 
(Kiewra et al., 1991).  Through note-taking, students encode information into long-term memory.  
The external storage function of notes suggests that having a complete set of notes to which 
students can refer back leads to better recall (Di Vesta & Gray, 1972).  Since lectures are 
cognitively demanding and students do not have the time or resources to thoroughly learn the 
content of lectures while recording notes, notes serve as an external memory aid and allow 
students to review the content of the lecture after it has ended (Piolat, Olive, & Kellogg, 2005).  
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One of the techniques that may promote encoding and review is the testing effect.  The 
testing effect refers to the finding that self-testing, or retrieval of information from memory, leads 
to better retention than re-studying or re-reading the same information (Roediger & Butler, 
2011).  Retrieval practice is a powerful memory enhancer and has been shown to promote greater 
learning and long-term retention than repeated studying (Roediger & Butler, 2011).  Practice 
testing benefits both memory and comprehension more than passive study strategies such as 
summarization, highlighting, and rereading (Dunlosky et al., 2013).  The testing effect is a 
phenomenon that has been shown to improve performance across a variety of contexts, ranges of 
ages and grades, test formats, retention intervals, and students with disabilities (Dunlosky et al., 
2013; Roediger & Karpicke, 2006; Knouse, Rawson, Vaughn, & Dunlosky, 2016).  Even after a 
two-week delay, testing has been shown to be a more effective learning activity than repeated 
reading (Rummer, Schweppe, Gerst, & Wagner, 2017). 
Despite the plethora of research on the testing effect, very little research has been done on 
self-testing within the context of note-taking.  One study (Szpunar, Khan, & Schacter, 2013) 
found that interspersing memory tests into a lecture reduced instances of mind-wandering, 
improved later recall, and increased quantity of notes taken.  One problem with this study is that 
the self-testing questions were the same as the questions on the final cumulative test.  Thus, the 
increase in test performance for this group may be partially due to previous exposure to the test 
questions.  Despite this, the findings suggest that self-testing can be used to help students sustain 
attention during lectures, decrease off-task behavior (such as mind-wandering), and increase on-
task behavior (such as note-taking) (Szpunar et al., 2013).  Having students engage in a self-
regulatory strategy during note-taking, such as testing or prompting them to look back at their 
notes, encourages them to monitor their learning and progress during information acquisition 
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(Kauffman, Zhao, & Yang, 2011).  Thus, the introduction of in-lecture testing may serve the 
purpose of helping students sustain attention and facilitate recall of information.   
The purpose of this dissertation is to replicate previous research findings on the utility of 
the testing effect on memory for information and extend these findings to a younger population 
of students.  More specifically, it seeks to compare the effects of interspersed testing to 
interspersed review (i.e., rereading notes after initial recording) and a note-taking only control on 
delayed test performance in high school students.  Additionally, differences in note quantity, 










The importance of note-taking increases drastically as students transition from 
elementary school to middle and high school.  During this time, teacher-led lectures become a 
primary form of instruction (Boyle, 2011) and students become increasingly responsible for 
monitoring their own learning (Dunlosky, Rawson, Marsh, Nathan, & Willingham, 2013).  
Taking notes is one of the most prevalent strategies students use to monitor learning of lecture 
content (Armbruster, 2009; Boyle, 2011; Di Vesta & Gray, 1972; Dunkel & Davy, 1989; Hartley 
& Davies, 1978; Williams & Eggert, 2002).  Studies of note-taking prevalence in college 
undergraduates indicate that 99% of college students take notes from lecture (Palmatier & 
Bennett, 1974).  Williams and Eggert (2002) found that students take notes during class even 
without explicitly being told to do so.  A survey of 421 undergraduates from various universities 
found that 94.5% of students take notes “often” or “always” (Peverly et al., 2013).  
Note-taking is viewed as an important tool by both educators and students.  In a survey 
evaluating professors’ opinions on note-taking, 83% of college professors reported that they 
expected their students to take notes (Landrum, 2010).  Palmatier and Bennett (1974) found that 
96% of undergraduates felt that note-taking was essential to performing well in college.  A 
survey of both American and international college students found that 94% of U.S. students and 
92% international students viewed note-taking as an important activity (Dunkel and Davy, 1989).  
Additionally, students reported that taking notes is useful for organizing presented material and 





Note-Taking Functions and Efficacy  
Beginning with Di Vesta and Gray (1972), researchers have identified two primary 
functions of note-taking: encoding and storage.  These functions can also be thought of as the 
process and product of note-taking (Armbruster, 2009).  Encoding is defined as the mechanism 
by which the learner transcribes associations, interpretations, and inferences related to the 
presented material (Di Vesta & Gray, 1972).  This is a complex process that takes place as the 
learner actively listens to material and links it to their existing knowledge base to make it 
meaningful.  The encoding function of notes suggests that the act of recording notes alone 
facilitates learning (Kiewra et al., 1991).  The storage function of note-taking implies that notes 
serve as an external memory aid that can be referenced later by the learner (Fisher & Harris, 
1973).  This external storage function allows students to review (i.e., reread and restudy after 
initial recording) and further process, conceptualize, and commit the information to memory 
(Szpunar, Khan, & Schacter, 2013).  Since Di Vesta and Gray’s (1972) original study of the 
functions of note-taking, the traditional view of the external storage function has been 
reclassified into a new category – encoding plus storage (Kiewra et al., 1991).  This function was 
renamed to reflect the idea that writing notes plus reviewing them later facilitates performance 
more than either activity alone.  In this view, the external storage function refers to an 
independent storage function when learners review notes without having been exposed to the 
original material (e.g., when borrowing notes from a lecture without viewing the lecture itself) 
(Kiewra et al., 1991). 
Di Vesta and Gray (1972) associated encoding with learning, and other researchers have 
postulated that note-taking encourages generative processing, like making connections between 
lecture content and the note-taker’s existing background information (Peper & Mayer, 1978, 
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1986).  However, we now know that the amount of generative processing in which students can 
actually engage while taking notes is limited because of the cognitive demands of lecture note-
taking (Armbruster, 2009; Kiewra et al., 1991).  Lecture note-taking has high information 
processing demands; students are expected to listen, interpret information, identify important 
ideas, decide what to transcribe, and write the notes down (Piolat, Olive, & Kellogg, 2005; 
Kiewra et al., 1991).  In addition, lecture information is typically new and dense, and lectures 
can be fast-paced (Peverly & Wolf, 2019), which creates further problems for the note-taker.  
While the rate of lecture presentation varies greatly in note-taking studies, it typically ranges 
from 100 to 140 words per minute (WPM; Peverly & Wolf, 2019).  Compare this with a typical 
student’s handwriting rate at 20 WPM (Greene, 1928) and it is unsurprising that students 
generally struggle with taking complete notes (Kiewra, 1985b).  Estimates of student accuracy in 
lecture note-taking is estimated to be about 40% (Kiewra, DuBois, Christensen, Kim, & 
Lindberg, 1989).    
Successful note-taking has been found to involve the integration of various skills.  
Handwriting speed, language comprehension, and sustained attention have all been identified as 
significant predictors of note quality (Peverly et al., 2013).  Given the difficulties associated with 
note-taking, generative processing during review of notes should be easier, as students do not 
have to engage in these cognitive processes simultaneously (Armbruster, 2009).  Also, unlike 
note-taking, there is a relative absence of time limitations during review, which enables better 
engagement with the processes that are a part of generativity, as well as memory and 
understanding.   
The relative benefits of taking versus reviewing notes have been amply demonstrated in 
research.  The efficacy of the encoding function of note-taking has been demonstrated by 
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comparing the test performance of students who listen to a lecture and take notes to those who 
listen but do not take notes (Kiewra et al., 1991).  In a review of the literature, Hartley and 
Davies (1978) investigated whether the process of note-taking in itself aided recall compared 
with no note-taking.  Results of this review showed that 17 studies found a significant difference 
in favor of note-taking, 16 studies found no significant difference, and two found a significant 
difference in favor of no note-taking (Hartley & Davies, 1978).  In addition, meta-analyses have 
shown that the encoding function of notes is a positive but modest one.  In a meta-analysis of 14 
studies comparing note-taking to listening, Henk and Stahl (1985) found a mean effect size of 
0.34.  In a more recent meta-analysis of 57 studies comparing note-taking with no note-taking, 
Kobayashi (2005) found a mean weighted effect size of 0.22.  These results indicate that while 
taking notes is better than just listening, a student must do more than simply record notes to 
benefit from them.  
The type of information included in notes is particularly important for test performance.  
Research has shown that the number of main ideas included in notes is predictive of academic 
achievement (Kiewra, 1987; Kiewra & Benton, 1988; Kiewra & Frank, 1988).  A study 
conducted by Peverly and others (2007) found that note quality was a significant predictor of 
performance on a written recall task, with a correlation of 0.37 between note quality and recall 
quality.  Similarly, Baker and Lombardi (1985) found that the content of students’ lecture notes 
was related to subsequent test performance.  The more information they included of a certain 
type (e.g. main points, details) in their notes, the better they performed on corresponding test 
questions.   
Research on the storage function of notes, which typically compares those who only take 
notes to those who both take and review their notes, has consistently shown the efficacy of this 
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function and suggests that reviewing one’s notes facilitates retention (Fisher & Harris, 1973; 
Kiewra et al., 1991).  Kiewra (1985a) analyzed 22 studies that examined the storage function of 
notes.  He found that 17 studies showed a significant advantage for those who reviewed notes, 
five studies found no significant effects, and none of the studies found negative effects for 
reviewing notes.  Kobayashi (2006) conducted a meta-analysis of 21 studies that compared note-
taking plus review to control groups and found a mean weighted effect size of 0.75.  These 
reviews indicate that encoding plus review facilitates memory more than encoding alone.  During 
review, students have more cognitive and attentional resources to devote to processing 
information and committing it to memory (Kiewra et al., 1991).  Thus, reviewing notes allows 
for the consolidation of information, reconstruction of lecture points, and relearning of forgotten 
information (Di Vesta & Gray, 1972; Kiewra et al., 1991). 
Cognitive Complexity of Note-Taking 
As discussed briefly earlier, note-taking is a complex activity that requires both the 
automatization of basic skills and utilization of higher-order processes.  Handwriting speed, a 
basic skill, is a consistent predictor of note quality (Peverly at al., 2013; Peverly, Garner, & 
Vekaria, 2014).  Faster transcription speed allows students to record high-quantity and better-
quality notes from lecture (Peverly et al., 2013).  It may be that fluent transcription reduces the 
burden on working memory and allows the note-taker to allocate more cognitive resources to the 
higher-order cognitive processes required for quality note taking (Peverly, Ramaswamy, Brown, 
Sumowski, & Alidoost, 2007; Piolat et al., 2005).   
Language comprehension, or the understanding of spoken or written words (Kintsch, 
1998) is one of the higher-order cognitive processes that has been shown to be a significant 
predictor of lecture note quality (Gleason & Peverly, under review; Peverly et al., 2013; Vekaria 
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& Peverly, 2018) and of test performance for questions that require inferences to answer them 
(Peverly & Sumowski, 2013).  Finally, sustained attention, or the ability to maintain attention for 
long periods of time (Lezak et al., 2004; Posner & Peterson, 1990) is also significantly related to 
notes (Gleason & Peverly, under review; Peverly et al., 2013; Vekaria & Peverly, 2018).  
Given the cognitive complexity of note-taking, it is not surprising that studies have 
shown that students with developmental disabilities have greater difficulty with note-taking and 
testing than their peers (Gleason & Peverly, under review; Vekaria & Peverly, 2018).  For 
example, due to the deficiencies in working memory and sustained attention, students with 
ADHD are less likely to recall and hold information in mind and have greater difficulty 
maintaining attention for long amounts of time (Barkley, 1997), like during lecture learning.  
These academic difficulties persist into college and adulthood; college students with learning 
disabilities report more difficulty in note-taking, outlining, summarizing information, and test-
taking than their peers, as well as more difficulties with time management, concentration, use of 
appropriate test strategies, and selecting main ideas (DuPaul, 2007).  With this in mind, 
identifying effective interventions and study strategies to help improve note-taking and test-
taking skills is important for students both with and without disabilities.  The focus of this 
dissertation is to investigate a potential strategy to help high school students take better notes, 
improve attention during lecture learning, and more effectively study for tests.   
Methods of Improving Retention 
Students utilize a variety of strategies when reviewing and studying learning materials, 
though some strategies are more effective than others.  These can be classified into passive and 
active study strategies.  Passive study strategies often lead to surface-level processing and 
shallower understanding of the material, where active study strategies encourage a greater depth 
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of processing and understanding (Craik & Lockhart, 1972; Marton, 1975; Tomes, Wasylkiw, & 
Mockler, 2011).  Examples of passive study strategies include rereading or highlighting text.  
Despite their limited benefit, passive study strategies are commonly used among student 
populations.  Karpicke, Butler, and Roediger (2009) surveyed 177 college students on the types 
of strategies they used for studying and found that the most common study strategy was 
rereading text material, with 84% of students listing it as a study strategy, and 55% of students 
indicating it as their number one strategy.  Research has shown that passive study strategies are 
far less effective than more active strategies.  In an extensive review of the utility of various 
learning techniques, Dunlosky and others (2013) found rereading and highlighting to have 
relatively low utility compared to more active strategies such as self-testing and distributed 
practice.   
In comparison, engaging in active strategies have been shown to lead to higher test 
grades, final course grades, and overall GPA (Tomes et al., 2011).  The two active strategies 
most associated with these higher outcomes were “creating/writing/processing study materials” 
and “quizzing and testing.”  The first technique included answering questions in the textbook, 
drawing diagrams and charts, writing out summaries, writing out notes, making a study guide, 
and creating study notes.  The second ranged from recalling material, predicting test items, using 
flash cards, and quizzing by oneself or with a partner.  These strategies may result in greater 
learning gains because they allow students to reconstruct the information in their own words and 
make connections between new information and prior knowledge (Wittrock, 1990). 
Given the significant differences in outcomes between passive and active studying, it is 
important to evaluate the efficacy of different methods for reviewing notes.  Since notes are 
usually taken with the intention to review, they can be thought of as self-generated memory cues 
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(Bohay et al., 2011).  Reviewing notes provides an opportunity to consolidate information 
learned, and it provides another learning trial as the student is re-exposed to the information 
(Bohay et al., 2011; Di Vesta & Gray, 1972).  However, the literature is inconclusive in 
determining how and when students should review their notes (Kiewra et al., 1991).  Most note-
taking intervention studies have examined how to improve encoding (e.g., using handouts such 
as skeletal outlines, matrices, etc.), but few have focused on review.  Thus, this dissertation is 
seeking to understand the effectiveness of review when integrating self-testing within the context 
of lecture note-taking.  
The Testing Effect 
One metacognitive strategy that has been repeatedly shown to improve memory and 
learning is self-testing, which is the focus of this dissertation.  This phenomenon, known as the 
testing effect, refers to the finding that retrieval of information from memory via self-testing or 
test-taking leads to better retention than re-studying or re-reading that same information 
(Roediger & Butler, 2011; Roediger & Karpicke, 2006b).  The finding that engaging in recall 
during and after the learning process facilitates retention was first explored over 100 years ago 
(Abbott, 1909).  Since then, several studies have experimentally shown that retrieval practice 
improves long-term retention.  A classic study by Arthur Gates (1917) showed large effects of 
retrieval relative to studying two types of stimulus material (nonsense words and written short 
biographies) in children in grades 3, 4, 5, 6, and 8.  In this study, the children studied the material 
themselves in the first phase before being instructed to look away from the material and attempt 
to recall the information (recitation phase).  The children were allowed to look back at the 
materials if they needed to refresh their memories during the recitation phase.  Gates also 
manipulated the amount of time the children spent reciting the material by instructing them when 
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to stop reading and begin reciting.  Children at all grade levels spent 0, 20, 40, 60, 80, or 90% of 
the study period involved in recitation.  At the end of the recitation period, they were to write 
down as many items as they could remember in order of appearance.  The children were then 
retested again three to four hours later.  In the nonsense syllables category, all of the children 
except the first graders showed strong effects of recitation.  Recitation effects were shown in all 
grade levels with the biography materials, although the effect was stronger on delayed tests than 
initial tests.  For the biographies, the optimal amount of time for recitation was 60% of the study 
period.  Gates concluded that building recitation into learning benefits retention.  
Another influential study in the testing effect literature was conducted by Spitzer (1939), 
who showed that testing without feedback enhances test performance when the initial test occurs 
within a week or so after learning.  This study involved testing 3,605 sixth graders in 91 
elementary schools across nine Iowa cities.  The study materials used were 600-word articles that 
were similar to material they might study in school.  The testing schedule was manipulated for 
each group across a period of 63 days.  Some students took a single test 63 days after learning 
the material, while others took earlier intermittent tests to see if this impacted test performance.  
Each test consisted of 25 multiple-choice items with five answer choices.  The findings from this 
study indicated that performance decreased as a function of the delay of the first test; the longer 
the first test was the delayed, the worse students did on the multiple-choice test.  However, 
performance did not drop as much (and sometimes increased) when an initial test was given 
before the final test.  Spitzer also found that that the earlier the initial test was given to students, 
the better they did on later tests.  He concluded that giving an initial test immediately after a 
study period led to better recall or recognition of the material at a subsequent point in time.  This 
technique, attempting to retrieve information immediately after learning and then gradually 
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increasing the spacing interval between retrieval attempts, is known as expanding retrieval 
practice (Landauer & Bjork, 1978).  Expanding retrieval practice has been found to be an 
effective way to increase long-term retrieval by incorporating a test immediately after studying, 
and then gradually increasing the spacing of repeated tests to minimize forgetting.          
The two landmark studies conducted by Gates (1917) and Spitzer (1939) have been 
replicated over time (e.g., Forlano, 1936; Sones & Stroud, 1940) and the use of paired associates 
or word lists have been a common method for evaluating the testing effect in the laboratory 
(Allen, Mahler, & Estes, 1969; Carpenter, 2009; Carrier & Izawa, 1966, 1967, 1970; Jacoby, 
1978; Carrier & Pashler, 1992; Pyc & Rawson, 2010).  In addition to paired associates, the 
testing effect has also been demonstrated using a wide variety of materials, including single-
word lists (e.g., Carpenter & DeLosh, 2006; Rowland & DeLosh, 2015; Zaromb & Roediger, 
2010), nonverbal materials (e.g., Carpenter & Pashler, 2007; Kang, 2010), and prose passages 
(e.g., Glover, 1989; Roediger & Karpicke, 2006b).  In Roediger and Karpicke’s (2006b) 
influential study, the testing effect was studied using educationally-relevant material.  College 
students either studied prose passages on various scientific topics, like those taught in college 
courses.  Participants took one or three immediate free-recall tests without feedback, or they 
were asked to restudy the passages.  They then took a final recall test directly (i.e., five minutes) 
after the experiment, or after a two-day or one-week delay.  On the immediate recall test, the 
repeated studying group performed significantly better than the repeated testing group.  
However, the repeated testing group showed significantly greater retention after the two-day and 
one-week delays (68% vs. 54%, and 56% vs. 42%).   
Similar results were found when Roediger and Karpicke (2006b) conducted a follow-up 
study on the effects of repeated testing, with three conditions: a study only group, a single-test 
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group, and a testing group.  Each group was given the opportunity to engage in four periods of 
either review (study) or recall (testing) before taking a final recall test.  The study group was 
given four chances to review the passage before taking the final recall test (SSSS).  The single-
test group was allowed to review the passage three times and recall the material one time before 
taking a final recall test (SSST).  The testing group was only allowed to review the passage one 
time and was given three opportunities to recall the passage before taking the final test (STTT).  
During the study/review trials, participants were given five minutes to review the passages; 
during the testing/recall trials, participants were asked to recall as much information from the 
passage as they could and write the information on a blank piece of paper.  All three groups took 
a free recall test five minutes or one week later.  Results showed that after a five-minute delay, 
the study group was superior, recalling 83% of the passage compared to the single-test (78%) 
and testing (71%) groups.  However, after a one-week delay, it was the testing group and single-
test group that remembered the most information (61% and 56% respectively), compared to the 
study group (40%).  In other words, despite the study group having significantly more exposure 
to the original material, the testing groups had greater long-term retention (Roediger & Karpicke, 
2006b).  Thus, repeated studying may be effective when the time period between learning and 
recall is short, but testing leads to greater gains in long-term retention of material. 
Researchers have also examined the testing effect by varying the type of test format used.  
Duchastel (1981), for example, examined the effects of three types of initial tests on later 
retention: a short-answer test, a multiple-choice test, and a full free-recall test.  Participants were 
57 high school students who were asked to study a brief history text before taking one of these 
initial tests, and then were given a retention test two weeks later.  The testing effect was shown 
to be impacted by the type of initial test used: improved long-term retention was evident in the 
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case of the initial short-answer test, but not in the case of either of the other two tests.  Duchastel 
argued that this was because the final short answer test was not sensitive enough to produce 
differences between the groups.  In a follow-up study, Nungester and Duchastel (1982) used a 
similar design and had high schoolers read a passage and either take an initial short-answer or 
multiple-choice test, spend equivalent time reviewing the passage, or complete an unrelated task.  
A final test was given two weeks later, which was composed of items from both the initial short 
answer test and the initial multiple-choice test.  Results indicated that the testing condition 
resulted in better retention than either the review or the control conditions.  Within the testing 
condition, no significant differences were found between the two short-answer and multiple-
choice test groups on long-term retention. 
Mechanisms Underlying the Testing Effect 
Many different researchers have proposed hypotheses as to why the testing effect is a 
superior learning strategy to repeated recall.  One possible explanation is the transfer-appropriate 
processing theory, originally proposed by Morris, Bransford, and Franks (1977).  This theory 
posits that performance on a final assessment is optimized when the type of processing used 
during retrieval matches the type of processing performed during encoding (Johnson & Mayer, 
2009; Morris, Bransford, & Franks, 1977; Thomas & McDaniel, 2007).  In the context of the 
testing effect, studying in a way that is most similar to the final assessment (e.g., taking a test) 
would lead to better results when participants practice by taking tests as compared to practice by 
rereading.  A recent study by Veltre, Cho, and Neely (2015) found that the testing effect provides 
greater mnemonic benefits than restudying by engaging retrieval processing that is more similar 
to the retrieval processes needed for the final test, compared to the encoding operations that are 
engaged during restudy.  
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The transfer-appropriate processing theory has not been universally accepted as the 
underlying mechanism to the testing effect.  A competing theory is the elaborative retrieval 
theory.  Carpenter (2009) proposed that retrieval of target information activates a network of 
semantically-related information, which aids in retrieval of the target information on a later test.  
This semantic elaboration creates paths from the cue information to the target information.  
During the act of recall, contents of memory are activated in an attempt to find a piece of target 
information.  Activation of information during retrieval may spread to other similar concepts in 
memory and activate a larger network of semantically-related information with multiple 
pathways leading to the correct target.  This, in turn, makes retrieval easier on a later test and 
facilitates application of knowledge.  Similarly, Bjork (1975) proposed that the act of testing may 
create new retrieval routes, which makes it more likely that tested items will be better 
remembered than studied items at a later time, due to a greater number of potential retrieval cues.  
According to the retrieval hypothesis, the testing effect is a desirable difficulty (Bjork, 1994).  
This describes the finding that a more difficult, less fluent activity (i.e., taking a test) results in 
better subsequent memory than an easier, more fluent activity (i.e., restudying).  According to 
the retrieval hypothesis, the more difficult the initial retrieval test is, the greater the benefit will 
for long-term memory.   
In addition to the effects of retrieval on the strength of the representation of information 
in memory, repeated testing of previously learned material may also help to prevent proactive 
interference, or the untoward influence of earlier memories on the retrieval of more recently 
learned information (Underwood, 1957).  A study by Szpunar, McDermott, and Roediger 
(2007) found evidence that testing prevented proactive interference during list-learning.  
Participants in this study learned five lists of words, each list separated from the next by a test or 
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a short break.  Participants who were tested between lists performed better on a final test 
compared those who took breaks between lists, and they were also better able to freely recall a 
greater proportion of studied words from the most recent list.  The same authors further tested 
the idea that testing protects against proactive interference in another study involving list 
learning (Szpunar, McDermott, & Roediger, 2008).  This time, subjects studied five lists made 
up of words that were interrelated across lists (e.g., several different types of birds in each list), 
or words that were unrelated to one another.  In between lists, participants either completed math 
problems for two minutes, or completed math problems for one minute followed by a one-minute 
free recall test of the list most recently learned.  Both groups were tested on the final list and 
were given a final cumulative test.  Results showed that taking intervening tests protected against 
proactive interference for both the interrelated and unrelated word lists.  Those who were tested 
after each list recalled more correct words from the final list and produced fewer intrusions.  The 
authors also conducted a second experiment with a comparison group of participants who 
restudied the lists rather than receive tests.  This condition did not protect against the buildup of 
proactive interference, which allowed the authors to rule out the hypothesis that the benefit of 
testing was simply due to re-exposure to the material.     
In addition to facilitating memory and recall, studies have also shown that the testing 
effect enhances the transfer or application of knowledge.  Test-enhanced learning has been 
shown to improve performance on later tests, even when these tests require inferencing and 
application of information across different subject areas (Butler, 2010; Chan, McDermott, & 
Roediger, 2006; Johnson & Mayer, 2009).  For example, in a study by Butler (2010), participants 
read a prose passage and either restudied or answered test questions on it.  One week later, they 
took a final test with either the same questions, new inferential questions within the same 
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knowledge domain, or inferential questions from a different knowledge domain.  Those who 
were tested on the passage showed enhanced performance on final tests within the same 
knowledge domain, as well as on tests from different knowledge domains.  This finding extended 
the mnemonic benefits of retrieval practice to the transfer of knowledge across different subject 
areas.  
The testing effect clearly has many direct benefits for learning.  A more indirect benefit 
of testing is that it allows students to monitor their own learning and enhances metacognition.  
Metacognition is one’s ability to cognitively assess learning, knowledge, and behavioral 
responses (Metcalfe, 2013).  It is a level of processing that allows individuals to create internal 
representations and cognitions, and to monitor and make judgments about these representations.  
In short, it is individuals’ knowledge about their own knowledge (Metcalfe, 2009).  There are 
two key aspects of metacognition: monitoring and control (Nelson & Narens, 1994; Son & Sethi, 
2006).  Metacognition is an important part of learning and developing effective study strategies.  
The learner must monitor the extent to which individual items have been learned, and based on 
those judgments, control and plan study time to fill in the gaps (Son & Sethi, 2006).  King (1989; 
1991; 1992) investigated the use of metacognitive strategies such as self-questioning and 
summarization compared to traditional review of notes.  Self-questioning as a form of self-
testing can help the learner monitor their comprehension of lecture content, and students who 
engaged in this strategy performed better on tests than those who just reviewed lecture material 
(King, 1989).  These results were shown in both high school (King, 1991) and college students 
(King, 1992).  Additionally, improvements in note completeness indicated that these strategies 
may have also improved initial encoding of lecture information (King, 1992).   
 
 19 
However, testing is not always thought of as a learning strategy.  In a review of the 
research on self-regulated study by Kornell and Bjork (2007), it was reported that in a survey of 
undergraduates’ study habits, 68% of survey participants utilized testing “to figure out how well 
I have learned the information I’m studying” (p. 222).  This indicates that these students were 
aware of the metacognitive benefits of testing.  By contrast, though, only 18% of surveyed 
students thought of testing as a learning strategy superior to rereading.   
To examine whether and when people test themselves while studying, Kornell (2007) 
gave participants the task of learning 20 Indonesian–English vocabulary pairs; participants then 
chose to study these pairs by utilizing either a presentation mode (with cue and target presented 
together) or a test mode (with the cue shown first followed by the target).  He found that 
participants began in presentation mode but shifted to testing mode once they felt their learning 
had reached a certain level.  
In a more recent study by Kornell and Son (2009), participants were given a choice 
between utilizing practice-test trials or restudy trials when given a list of words memorize.  
Students tended to request practice tests, especially when these tests involved feedback.  
However, most students in this study who chose to utilize the practice test study strategy reported 
that they felt the restudy strategy was more effective.  Taken together, the results of these studies 
suggest that people test themselves to evaluate their learning without realizing that doing so can 
actually enhance their memory.  
Self-Testing and Note-Taking 
There is one potential domain in which repeated self-testing has not been shown to work 
– in review of notes.  Two recent dissertations investigated the impact of self-testing on test 
performance and failed to find an effect for self-testing (Song, 2018; Zuckerman, 2016).  In both 
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of these studies, students took notes on a full lecture and then either repeatedly reviewed their 
notes, rewrote their notes, or recalled as much information from their notes as possible (i.e., self-
testing); however, no between-group differences were found on later test performance 
(immediate or delayed).  A potential reason for this outcome could be variation in student-
produced notes and subsequent individual differences in encoding.  Since variations in encoding 
cannot be eliminated, one alternative way of evaluating the testing effect is to intersperse self-
testing into the process of note-taking, rather than after viewing a lecture in its entirety before 
review.  Below we review the research related to ‘interspersing’ information into ongoing 
educational activities. 
Interspersing Testing in the Classroom 
Almost all of the laboratory research on the testing effect has compared the effects of 
repeated retrieval versus repeated review after participants have seen all of the information the 
experimenters wanted them to see (e.g., word lists; text).  However, the massive amounts of 
information presented in learning contexts like classrooms can make this strategy unworkable.  
Various studies have shown that intermittent retrieval practice in classrooms can boost academic 
performance (Roediger, Agarwal, McDaniel, & McDermott, 2011; McDaniel, Agarwal, Huelser, 
McDermott, & Roediger, 2011; McDaniel, Anderson, Derbish, & Morrisette, 2007).   
Two classroom-based experiments conducted in middle school science classes (McDaniel 
et al., 2011) and social studies classes (Roediger et al., 2011) compared the impact of 
intermittent low-stakes quizzes or review on learning.  In each of these studies, part of the course 
material was the subject of quizzing throughout the semester, while another part of the course 
material was studied in review but not quizzed.  After a month, the students were tested on the 
information.  Test results showed that they averaged 92% on the quizzed material compared to 
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79% on the non-quizzed material.  This performance gain represented an increase in letter grade 
from a C+ to an A-.  Additionally, students reported on an end-of-semester survey that they felt 
taking the quizzes increased learning (89% of respondents) and reduced anxiety (64% of 
respondents).  
The impact of question type and feedback has also been examined in classroom-based 
experiments (McDaniel et al., 2007; Roediger et al., 2011).  In these investigations, students 
studied articles from a psychology journal and were given weekly quizzes that consisted of either 
multiple-choice or short-answer questions, or they were given material to read and review as an 
exposure control (McDaniel et al., 2007; Roediger et al., 2011).  Students were given feedback 
on these quizzes immediately after taking them.  Results from both of these classroom 
experiments, as well as a parallel experiment done in a lab (Kang, McDermott, & Roediger, 
2007) showed that quizzing with feedback, but not additional reading and review, led to 
improved performance on cumulative tests.  Further, the short-answer quizzes had the greatest 
impact on long-term retrieval.  In other words, recall tests were better than recognition tests for 
long-term retention.  
Butler and Roediger (2007) conducted a replication of the aforementioned study through 
a simulated classroom environment.  Students were shown three video recorded lectures on three 
consecutive days and engaged in a different type of post-lecture activity on each day.  Students 
were either given a multiple-choice test, a short answer test, studied a lecture summary, or were 
in a control condition and did not engage in any post-lecture study activities.  Students received 
feedback on half of the test items on the multiple-choice and short-answer tests.  One month 
later, participants took a final short-answer test.  All three experimental groups outperformed the 
control group on the test.  Students who were in the initial short-answer condition produced the 
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greatest long-term retention of information on the delayed test, while those in the re-studying and 
the initial multiple-choice test conditions performed equally.  Unlike the study by Kang and 
others (2007), this study did not demonstrate any significant effect for feedback, likely due to the 
high level of performance on the initial tests.  These results suggest the efficacy of using recall 
tests to improve memory for material over long-term retention intervals (Butler & Roediger, 
2007).  
In effect, these classroom-based experiments using educationally-relevant material and 
intermittent testing confirmed the results of work done in the laboratory.  Studies incorporating 
the testing effect into the classroom have important implications.  One is that incorporating 
frequent low-stakes testing into classroom curriculum has powerful effects on learning and long-
term retention of information.  Another implication, drawn from the finding that short-answer 
quizzes have a greater impact on learning than multiple-choice quizzes, is that the more effortful 
the retrieval processes, the greater the benefit for final retention (Kang et al., 2007; McDaniel et 
al., 2007).   
The results of these studies also highlight the idea that testing facilitates metacognition.  
While the quizzes given before and after lectures did not count toward students’ final grades, 
they had a positive effect on future performance (McDaniel et al., 2007; McDaniel et al., 2011; 
Roediger et al., 2011).  Providing corrective feedback to students on their performance following 
the quizzes served as a potent learning strategy, and allowed students to evaluate their 
performance, thus becoming aware that there were certain things they needed to improve upon 
before the final cumulative tests (Kang et al., 2007; McDaniel et al., 2011).  In one of the studies, 
McDaniel and others (2011) found that 55% of the students reported becoming better at 
assessing what they did and did not understand following the in-class quizzes.  
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Another strategy for improving encoding and recall of information presented in lecture is 
the pause technique (Ruhl, Hughes, & Schloss, 1987).  This involves using brief (e.g., two-
minute) pauses spaced at logical breaks during lecture presentation.  These breaks typically 
consist of additional note-taking or discussions in which students can share notes, discuss lecture 
content, and ask each other for clarification of concepts.  The purpose of the pause technique is 
to help students overcome some of the challenges lecture note-taking poses (e.g., fast-paced 
presentation, insufficient time to properly organize information) by allowing the student the 
opportunity to clarify and better integrate the information (Ruhl et al., 1987).   
Bacchel and Thaman (2014) more recently examined the effects of the pause procedure 
on lecture learning.  For the experimental group, brief (i.e., two to three minute) pauses occurred 
three times throughout a 50-minute lecture.  During the pauses, the students worked in pairs to 
discuss the information in their notes, reorganize their notes, or add in any missing information 
from the lecture.  The control group viewed the same lecture without any pauses inserted 
throughout.  All students took a multiple-choice test two weeks later.  Results indicated that 
students in the experimental group performed significantly better than those in the control group 
on the multiple-choice test.  Students in the experimental group also reported that they felt that 
having the opportunity to immediately review the material during the lecture enhanced their 
lecture recall and improved their understanding of concepts. 
Research has shown the pause technique to be effective in improving immediate and 
long-term free recall for both typically functioning and learning-disabled students (Ruhl et al., 
1987; Ruhl, Hughes, & Gajar, 1990; Ruhl & Suritsky, 1995).  Pauses interspersed within a 
lecture and at the conclusion of different topics allow manageable units to be encoded and 
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students to better conceptualize the information (Di Vesta & Smith, 1979).  Thus, the location of 
the pause at logical intervals is a key component of its efficacy.   
One way of investigating the efficacy of the testing effect may be to embed it in pauses 
during lecture.  In other words, rather than using the pauses for student discussion and 
clarification, this time could be used for having students test themselves on what they have heard 
so far during the lecture.  Research has shown that college students report frequent lapses of 
attention and mind wandering during lectures (Bunce, Flens, Neiles, 2011; Lindquist & McLean, 
2011; Smallwood, McSpadden, Schooler, 2008; Smallwood & Schooler, 2006; Wilson & Korn, 
2007).  One way of potentially increasing on-task behaviors during lecture and facilitating 
learning is interpolating the lecture with memory tests.  
One study that used this technique showed that interspersing memory tests into a lecture 
had positive effects on both note-taking and later recall of information (Szpunar et al., 2013).  In 
this study, undergraduate students were instructed to learn information from lecture slides and 
notes.  The lecture was divided into four segments, and participants were given a break between 
each segment during which they were asked to either spend two minutes completing a task 
unrelated to the lecture (i.e., arithmetic problems) or complete a six-question test about the most 
recent segment of the lecture.  In Experiment 1 of this study, half of the participants were tested 
after each of the four lecture segments (tested group), and half were tested only at the end of the 
fourth lecture segment (non-tested group).  The investigators additionally measured the number 
of instances in which participants’ minds wandered during the lecture and the quantity of notes 
students took on the lecture slides.  Results indicated that participants in the tested group 
answered more questions correctly on the final test at the end of the lecture, reported fewer 
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instances of mind-wandering during the lecture, and took more notes on the lecture slides as the 
lecture progressed.   
In Experiment 2 of this study, a third condition was added, and these participants were 
given two minutes to study test questions presented along with the answers (restudy group).  
Results of this experiment indicated that the tested group answered significantly more questions 
correctly on the final test than the other groups, while the restudy and non-tested group did not 
significantly differ.  The authors concluded that testing, and not simply the re-exposure to study 
materials, facilitated learning (Szpunar et al., 2013).  One problem with this study is that the 
questions given to the students in the testing condition were the same as the questions on the 
final cumulative test.  Thus, the increase in test performance for this group may be partially due 
to previous exposure to the test questions.  Also, all students in this study were given handouts of 
the lecture slides, eliminating the requirement for students to take notes on their own or attend to 
the video lecture like they would in a real lecture setting.  This dissertation seeks to extend these 
findings by asking students to generate their own information and freely recall material from a 
lecture as a form of self-testing.  Additionally, this dissertation will examine whether self-testing 
helps reduce instances of mind-wandering during an in-person lecture setting.        
In another study, Kauffman, Zhao, and Yang (2011) investigated the effect of using 
different note-taking formats as well as the inclusion of self-monitoring prompts on later test 
performance.  Students were asked to read and take notes from online lecture materials which 
were organized on a website with three different pages.  Participants navigated through the 
website at their own pace and were allowed as much time as necessary to learn the material.  
After completing each content page, participants were given sample questions similar to the 
items they were expected to answer during the testing phase of the study.  Half of the participants 
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received self-monitoring prompts, which were brief statements inserted before the sample test 
questions that encouraged them to review their notes on a section before moving on to the next 
page.  The other half of participants were given the sample questions without these prompts.  The 
testing phase of the study took place four days later, and participants were given three tests 
aimed to assess declarative, procedural, and application knowledge.  Results indicated that the 
students in the self-monitoring group took significantly more notes than those who did not 
receive prompts.  The self-monitoring group also performed significantly better on the 
declarative knowledge test, but there were no significant differences on the procedural or 
application tests.  The authors concluded that having students engage in a self-regulatory strategy 
during note-taking encouraged them to monitor their learning and progress during the learning 
stage (Kauffman et al., 2011).  Thus, the introduction of in-lecture testing may help students 
sustain attention to the lecture and facilitate recall of information.  While this study provided 
important insight into the effects of using a self-regulatory strategy during the context of learning 
and note-taking, the information was provided in an online text format.  The aim of this 
dissertation is to extend this finding to a lecture setting, which is more representative of how 
students are expected to learn in school.   
Summary and Research Questions 
 The purpose of this dissertation is to extend research on the efficacy of the testing effect 
to a younger population of students.  While a plethora of studies have examined the testing effect 
in college undergraduates and adults, only a handful of testing effect studies in the recent 
literature have been conducted with school-aged children and adolescents in their schools (e.g., 
Carpenter et al., 2009; Goosens et al., 2014; Leahy et al., 2011; McDermott et al., 2014; 
Roediger et al., 2011; van Gog et al., 2015).  Specifically, this dissertation aimed to investigate 
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the effect of integrating self-testing into lecture note-taking on a delayed test of lecture 
information.  Comparisons of test performance and note quantity were made across groups (self-
testing, review, or lecture-only control).  Additionally, sustained attention and instances of mind 
wandering during lecture were compared across groups.  The investigation sought to answer the 
following research questions: 
Research Question 1: Note-taking 
Will lecture condition have an effect on note-taking?  In other words, will the quantity of 
notes taken at each time point (i.e., differences in note-taking at T1, T2, and T3) change based on 
group?  Will the covariates of sustained attention and mind wandering have any impact on this 
relationship? 
Research Question 2: Test Performance 
What is the relationship between lecture condition and note-taking on test performance?  
Will the covariates of sustained attention and mind wandering have any impact on this 
relationship? 
Hypotheses:  
Test performance: Students who engage in self-testing during lecture will have 
significantly higher test scores compared to students in the review and lecture-only conditions.  
Note Quantity: Students who engage in self-testing will take significantly more notes at 
each time point than those in the review and lecture-only conditions.  Note quantity and test 
score will be significantly positively correlated.  
Sustained Attention: Scores on the sustained attention test will be significantly 
positively correlated with note quantity and test performance.  
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Mind-Wandering: Students who engage in self-testing during lecture will have 
significantly lower scores on the mind-wandering measure compared to students in the review 
and lecture-only conditions.  Scores on the mind-wandering measure will be significantly 









Participants were high school students (N=59) from a southern New Jersey public high 
school in a suburban area.  The sample had an age range from 16-18 with a mean age of 17.2 
(SD=0.62) and consisted of 75% female students and 25% male students.  The sample was 85% 
White, 6.8% two or more races, 5% Asian /Pacific Islander, and 3.4% Hispanic.  According to 
U.S. Department of Education, National Center for Education Statistics, Common Core of Data 
in 2015, the average public elementary and secondary school student population is composed of 
49% White, 15% Black, 26% Hispanic, 5% Asian/Pacific Islander, 1% American Indian/Alaskan 
Native, and 3% two or more races.  Ninety-eight percent of the sample identified English as their 
first language.  Students were in their junior (27%) and senior (73%) year of high school.  
Students reported a mean GPA of 4.25 (SD=0.48) out of a maximum GPA of 5.4. 
Design and Procedure 
Participants were recruited for participation through the high school’s AP Psychology 
course.  There were three class sections of this course, and students in all three sections were 
given the opportunity to participate.  Information about the study was communicated to students 
and parents via information letters and consent forms.  The teacher of the course was given a 
script to read to students about the study to ensure that participants were aware that participation 
was completely voluntary.  Passive consent forms and letters were then sent home to students’ 
parents to inform them of the study taking place during regular class periods and giving them the 
opportunity to opt out of the study.  Students were told that they could choose not to participate 
in the study and would be able to use the class period as a study hall period.  Students received a 
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movie voucher for Regal Cinemas as a reward for participation.  Individual assent was obtained 
at the start of experimental sessions. 
Prior to the start of the experiment, each section of the course was randomly assigned to a 
lecture condition: self-testing (n=22), review (n=20), and lecture-only control (n=17).  
Participants of the study completed all measures in a group format over the course of two fifty-
minute sessions (one class period each).  The intercession interval was one day for most 
participants (n=57); two participants were absent on the second day of the experiment and 
completed the written recall test with a two-day intercession interval.   
At the start of the first session, students were provided with a packet that contained all of 
the materials needed for the study, dependent on their condition.  Participants were given the 
opportunity to ask questions at the beginning of each task.  The first pages of each packet 
included a description of the study, information pertaining to students’ rights as participants, and 
an informed assent form for them to sign.  In all three groups, the packet also contained blank 
pages for taking notes on each lecture segment.  All participants were informed that they would 
be taking notes on a video lecture in preparation for a written recall test on the information the 
next day.  Students were then shown a 14-minute video lecture that was divided into three 
sections with two-minute pauses in between each section.  During each two-minute pause, 
students in the self-testing group were asked to recall and write down what they remembered to 
be the most important ideas from the lecture segment they were just shown.  The review group 
was asked to re-read and review the notes they had just taken, without adding additional 
information or reorganizing their notes.  The lecture-only control group was asked to complete a 
distractor word search puzzle for the duration of the two-minute pause.  Following completion of 
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the video lecture, students were given three minutes to fill out a two-question Likert-style rating 
scale in which they were asked about instances of mind wandering during the lecture.   
After a one-day intercession, participants completed the second phase of the experiment.  
A total of 57 out of 59 participants were present for the second day.  Two participants were given 
the recall test two days later.  During the second phase of the experiment, participants were given 
a group-administered sustained attention test (10 minutes) followed by a written recall test in 
which they were asked to write down all the information they could remember from the lecture 
(15 minutes).  The final task was completion of a demographic questionnaire.  Students were 




The materials consisted of a video-recorded lecture, a packet for taking notes, a written 
recall test of lecture content, a measure of mind wandering, a word search distractor task, a 
measure of sustained attention (the Lottery subtest of the Test of Everyday Attention; Robertson, 
Ward, Ridgeway, & Nimmo-Smith, 1994), and a demographic questionnaire.  All measures were 































































Lecture.  A 14:09 video lecture on the history of the mind/brain was presented using a 
projector.  The video was taken from the “Crash Course History of Science” YouTube channel 
and is titled “The Mind/Brain” (CrashCourse, 2018).  The lecture consisted of 1,788 total words 
presented at a rate of 126 words per minute (WPM).  The original video was 11:22 with a word 
per minute rate of 157.  This rate of presentation is on the higher end of rates used in previous 
note-taking studies: 100 WPM (Di Vesta & Gray, 1972); 110 WPM (Boyle & Weishaar, 2001); 
120 WPM (Frank, 1984); and 150 WPM (Peck & Hannafin, 1983).  As such, the video was 
edited to play at a slower speed, thus reducing the rate of words per minute to a mid-range speed 
of 126 WPM.  There were no additional visuals used besides the video of the lecture.  A full 
transcription of the lecture can be found in Appendix A. 
Notes Packet.  Since all participants took their own notes, everyone was provided with 
sheets of blank paper as part of their packets of material prior to the start of the study (See 
Appendix C).  Participants in the self-testing condition were given additional sheets of blank 
paper with a line of instructions to write down as much as they could remember from the lecture 
section they had just viewed (See Appendix D).  Participants in the review conditions were given 
additional sheets of paper with a line of instructions to review their notes without adding any 
additional information (See Appendix E).  Participants in the lecture-only condition were given 
word searches as part of their packets of material (See Appendix F).  
Scoring Notes.  Notes were scored for completeness by counting up the number of 
propositions recorded at each time point.  Participants earned one point for each proposition 
written.  Interrater agreement for proposition classification was established by having two raters 
go through the lecture transcript and decide on the boundaries of each preposition.  Interrater 
agreement was 89%.  Inconsistencies were resolved through discussion between the two raters.  
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In each case, both came to agreement on the appropriate boundaries of the proposition.  In 
scoring participants’ notes, interrater agreement was established by randomly selecting 25% of 
the protocols to be scored by an independent rater.  The total agreements for the protocols were 
added, and then divided by the total number of decisions for the protocols.  Interrater agreement 
for the protocols was 97% between the primary researcher and a graduate student in the same 
program.  Disagreements were settled by consensus.   
Written recall test.  Following the one-day delay, participants were given a written 
recall test.  They were given blank sheets of paper and instructed to write down as much 
information as they could recall from the lecture (See Appendix G).  The written recall tests were 
scored with the same scoring rubric as the lecture notes.  Participants earned one point for each 
proposition.  Interrater agreement for scoring of written recall tests was 98% between the 
primary researcher and a graduate student in the same program.   
 Sustained Attention Test.  The Lottery subtest of the Test of Everyday Attention 
(Robertson et al., 1994; TEA) was used to measure participants’ sustained attention, or the 
ability to maintain attention for long periods of time.  The TEA was used instead of the Test of 
Everyday Attention for Children (TEA-Ch), because neither age range (TEA-Ch: 6-16, TEA: 18-
80) encompasses the age range used in this study (16-18 years).  Ceiling effects have also been 
reported in using the TEA-Ch with older adolescents (Strauss, Sherman, & Spreen, 2006).  
During the Lottery subtest of the TEA, participants are told to imagine that they have bought a 
lottery ticket ending in the number “55” (Version A).  They are told to listen for their winning 
number (55), and then immediately orally recall the two letters preceding that number.  
Participants are required to listen to a 10-minute series of letters and numbers (e..g, “AB123, 
CD255”) presented by a male voice on a compact disc.  In this study, participants were 
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administered the Lottery subtest in a group format.  Because of this, participants were told to 
write down the two letters preceding all numbers ending in “55” rather than orally reciting them 
to an examiner.  There are 10 total target items on the recording where the number ends in “55.”  
The scoring instructions in the TEA manual state that participants should receive one point every 
time they write down at least one of the two preceding letters in the correct place for a maximum 
score of 10 points.  However, a previous dissertation that used the TEA as a measure of sustained 
attention found that this scoring method led to ceiling effects and thus skewed results (Gleason, 
2012).  To increase variability and correct for ceiling effects, an alternative method of scoring 
was used in which participants received half of a point for each correctly placed letter.  Interrater 
agreement for scoring of the TEA was 1.0 between the primary researcher and a graduate student 
in the same program.  Of note, the reliability estimate for the TEA fell below the acceptable 
range (Cronbach’s Alpha = 0.48).  Thus, findings involving the TEA should be interpreted with 
caution.  
 According to the test manual, the TEA was normed on both clinical and non-clinical 
samples.  The non-clinical normative sample consisted of 154 volunteers who ranged from ages 
18 to 80.  The sample was stratified into four age bands and two levels of educational attainment.  
A total of 39 individuals fell within the 18-34 age bracket.  Educational level was assessed using 
the National Adult Reading Test (NART; Nelson, 1982), splitting each age band into those who 
scored above and below 100.  The clinical sample consisted of 80 unilateral stroke patients seen 
two months post-stroke.  Reliability data is reported for 74 members of the clinical sample.  No 
information was reported regarding the demographics of the samples (Robertson et al., 1994). 
No internal reliability information is provided in the manual, and due to ceiling effects, 
no test-retest reliability information is provided for the Lottery subtest for the normative sample.  
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Alternate form test-retest reliability was reported for the clinical sample and was adequate (0.77).  
The Lottery subtest appears to have strong construct validity.  The TEA is one of the few clinical 
measures of attention that is theoretically grounded (Bate, Mathias, & Crawford, 2001), and is 
increasingly used in research on attention.  The authors carried out a principal components 
analysis, which yielded four factors that accounted for 62.4% of the total variance in the 
normative sample.  The Lottery subtest loaded heavily into the Sustained Attention factor (.70) 
with low loadings on the other three factors (-0.10, 0.18, and 0.25).  The TEA also demonstrates 
discriminant validity, as the manual reports that the correlation between the Lottery subtest and a 
measure of estimated verbal intelligence is very low (0.05), as was its correlation with a measure 
of hearing impairment.  Further, validity studies conducted by the authors and others have shown 
that the Lottery subtest significantly differentiates between clinical and control groups (Bate et 
al., 2001; Robertson et al., 1994). 
Mind Wandering Questionnaire.  To assess mind-wandering, students were given a 
brief, two-question rating scale, adapted from Szpunar and others (2013), to answer following 
the completion of the video lecture.  Specifically, students were asked to use a seven-point scale 
(1 = not at all; 7 = very much) to rate the following questions: (i) How much did you feel your 
mind wandering during the lecture? and (ii) How much did your mind-wandering increase as the 
lecture progressed?  See Appendix H. 
 Word Search Task.  In the lecture-only group, participants completed a word search 
distractor task during the two-minute pauses between lecture segments.  To make sure 
participants continued to engage in each of the distractor tasks, a different word search puzzle 
was used at each pause.  Puzzle 1 consisted of a 18x19 matrix of letters and a list of 57 words 
hidden in the matrix; puzzle 2 was a 17x17 matrix of letters and a list of 37 words hidden in the 
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matrix; and puzzle 3 was a 21x22 matrix of letters and a list of 41 words hidden in the matrix.  
The word search puzzles were taken from www.puzzles.ca.  See Appendix F. 
Demographics.  Participants were asked to complete a demographic questionnaire and 




Correlations among the independent and dependent variables for the total sample are 
contained in Table 1.  When analyzing correlations among the total sample, total note quantity 
was significantly positively correlated with TEA score, and negatively correlated with instances 
of mind-wandering.  Test score was significantly positively correlated with note quantity at time 
1, time 2, and time 3, and total note score.  Test score was significantly negatively correlated 
with mind-wandering total score and mind-wandering increase score.  Of note, test score and 
TEA score were not significantly related.   
Correlations between the independent and dependent variables by lecture group are 
displayed in Table 2.  In the review group, total note quantity was only significantly negatively 
correlated with mind-wandering total score.  The test score dependent variable was only 
significantly positively correlated with notes at time 1.  In the testing group, total note quantity 
was significantly positively correlated with test score and significantly negatively correlated with 
mind-wandering total score and mind wandering increase score.  The test score dependent 
variable was significantly positively correlated with notes at time 1, time 2, time 3, and total note 
quantity.  In the control group, total note quantity was significantly positively correlated with test 
score and TEA score.  The test score dependent variable was significantly positively correlated 
with notes at time 1, time 2, and total note quantity.   
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Additional demographic variables that were explored include gender, ethnicity, grade, 
and GPA.  See Tables 3 and 4.  Of note, GPA was significantly positively correlated with note 
quantity at all time points and test score when analyzing the total sample.  However, when 
analyzing correlations by lecture group, GPA was only significantly positively correlated with 
these outcome variables in the review and control groups.  When analyzing the total sample, 
grade was significantly positively correlated with test score.  However, this association was not 
significant when analyzing by lecture group.  A one-way between-subjects MANOVA was 
conducted to assess for differences between lecture groups in gender, race, grade, and GPA.  
There were no statistically significant differences between groups on these demographic 




Pearson Correlations Among the Independent and Dependent Variables for Total Sample (n=59) 
Variable 1 2 3 4 5 6 7 8 9 10 11 
1. Review --           
2. Testing .552** --          
3. Control .456** .491** --         
4. Notes Time 1  .163 .281* -.470** --        
5. Notes Time 2 .243 -.017 -.236 .732** --       
6. Notes Time 3 .087 .081 -.177 .713** .700** --      
7. Notes Total .186 .121 -.323* .900** .909** .890** --     
8. Test Score -.045 .367** -.345** .586** .389** .467** .529** --    
9. TEA Score -.020 .123 -.110 .168 .253 .274* .259* .059 --   
10. MW Total -.002 -.176 .191 -.499** -.532** -.491** -.565** -.342** -.201 --  
11. MW Increase -.114 -.202 .334** -.280* -.295** -.380** -.354** -.314* .013 .489** -- 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed).  












Pearson Correlations Among the Independent and Dependent Variables by Lecture Group 
Variable 1 2 3 4 5 6 7 8 
Review Group (n=20) 
1. Notes Time 1  --        
2. Notes Time 2 .589** --       
3. Notes Time 3 .609** .505* --      
4. Notes Total .847** .837** .845** --     
5. Test Score .556* .244 .330 .432 --    
6. TEA Score -.200 .042 .184 .028 -.214 --   
7. MW Total -.325 -.586** -.419 -.536* -.356 -.013 --  
8. MW Increase .191 -.157 -.173 -.075 -.200 .172 .387 -- 
Testing Group (n=22) 
1. Notes Time 1 --        
2. Notes Time 2 .849** --       
3. Notes Time 3 .840** .781** --      
4. Notes Total .949** .943** .926** --     
5. Test Score .492* .446* .583** .537* --    
6. TEA Score .131 .189 .105 .154 -.036 --   
7. MW Total -.631** -.537** -.580** -.616** -.317 -.229 --  
8. MW Increase -.476* -.396 -.561** -.504* -.391 -.223 .720** -- 
Control Group (n=17) 
1. Notes Time 1 --        
2. Notes Time 2 .711** --       
3. Notes Time 3 .660** .804** --      
4. Notes Total .866** .931** .914** --     
5. Test Score .508* .536* .371 .520* --    
6. TEA Score .492* .642** .580* .634** .418 --   
7. MW Total -.405 -.460 -.377 -.457 .007 -.409 --  
8. MW Increase .032 .008 -.202 -.063 .340 .344 -.145 -- 
 
Table 3   
Correlations Among Demographic Variables with the Independent and Dependent Variables for 
Total Sample (n = 59)  
Variable Gender Race Grade GPA 
1. Gender --    
2. Race -.031 --   
3. Grade -.093 .059 --  
4. GPA -.064 .021 -.017 -- 
5. Review Group .089 -.095 -.046 .078 
6. Testing Group -.274* -.063 .076 .095 
7. Control Group .200 .166 -.033 -.183 
8. Notes Time 1  .050 -.101 .062 .443** 
9. Notes Time 2 .154 -.138 -.066 .287* 
10. Notes Time 3 .202 -.154 -.125 .280* 
11. Notes Total .152 -.146 -.049 .371** 
12. Test Score -.101 -.171 .271* .296* 
13. TEA Score -.014 -.047 -.157 .056 
14. MW Total -.124 -.062 -.027 -.153 




Correlations Among Demographic Variables with the Independent and Dependent Variables by 
Lecture Group 
Variable Gender Race Grade GPA 
Review Group (n=20) 
1. Gender --    
2. Race .375 --   
3. Grade -.055 -.055 --  
4. GPA -.160 .250 .071 -- 
5. Notes Time 1  .225 .330 -.057 .569** 
6. Notes Time 2 .071 .359 -.277 .067 
7. Notes Time 3 .253 .337 -.081 .227 
8. Notes Total .214 .407 -.171 .318 
9. Test Score -.046 .254 .275 .664** 
10. TEA Score -.303 .039 -.077 -.256 
11. MW Total -.085 -.254 .037 -.088 
12. MW Increase .028 -.113 -.364 .148 
Testing Group (n=22)     
1. Gender --    
2. Race -.392 --   
3. Grade -.010 .307 --  
4. GPA .134 -.006 -.186 -- 
5. Notes Time 1  .345 -.379 .174 .154 
6. Notes Time 2 .376 -.478* .133 .156 
7. Notes Time 3 .354 -.652** -.079 .161 
8. Notes Total .383 -.538** .082 .167 
9. Test Score .154 -.515* .276 -.056 
10. TEA Score .491* -.169 -.266 .001 
11. MW Total -.445* .161 -.100 -.103 
12. MW Increase -.408 .334 .124 -.083 
Control Group (n=17) 
1. Gender --    
2. Race -.091 --   
3. Grade -.236 -.161 --  
4. GPA -.243 -.067 .106 -- 
5. Notes Time 1  -.282 .181 -.009 .760** 
6. Notes Time 2 -.196 .026 -.140 .681** 
7. Notes Time 3 -.014 .189 -.291 .474 
8. Notes Total -.177 .145 -.167 .701** 
9. Test Score -.305 .047 .273 .550** 
10. TEA Score -.276 .072 -.174 .287 
11. MW Total .261 -.374 .034 -.235 
12. MW Increase -.385 -.135 .311 .158 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 





Dependent Variable: Note Quantity 
A mixed factor ANOVA was used to analyze how notes taken at time 1, 2, and 3 (within-
subjects variable) changed over time for each lecture condition (between-subjects variable).  
Assumptions of equal variances for each group and at each time point were met.  The assumption 
of sphericity was also met.  See Table 5 for the means, standard deviations, and number of 
participants in each cell.  There was a significant difference in notes taken across the three time 
points [F(2, 112) = 11.68, p<.001, partial η2 = .17, observed power = .99].  There was also a 
significant difference between lecture condition groups in notes taken averaged across time 
points ([F(2, 56) = 3.33, p=.043, partial η2 = .11, observed power = .61].  The interaction 
between time and group was significant [F(4, 112) = 3.50, p=.01, partial η2 = .11, observed 
power = .85].  See Tables 6 and 7 for the within-subjects effects and between-subjects effects, 
respectively.  Pairwise comparisons for the main effect of notes taken across time were made 
using a Bonferroni correction to avoid Type I errors.  Thus, the alpha level was set at p< .017.  
Quantity of notes taken at time 1 was significantly lower than notes taken at both time 2 (p<.001) 
and time 3 (p=.001) across lecture groups.  Notes taken at time 2 and time 3 did not significantly 
differ (p=.87).  Post hoc analysis of the main effect of lecture condition indicated that the review 
group took significantly more notes than the control group (p=.05).  Differences in note quantity 
between the self-testing and review group were not significant (p=.937); differences in notes 
between the self-testing and control group were not significant (p=.095).  To compare the 
interaction between group and time, pairwise comparisons using a Bonferroni adjusted alpha of 
p<.005 were made.  At time 1, the control group took significantly fewer notes than both the self-
testing (p=.001) and review groups (p=.005).  No significant differences in note quantity 
between groups were found at time 2 or time 3.  
 
 41 
Additionally, a mixed factor ANCOVA was calculated with the TEA score and mind-
wandering total score included to assess for the effects of these covariates on note-taking over 
time.  No significant effects were found for either covariate.  
 
Table 5 
Note Quantity: Means and Standard Deviations by Lecture Condition and Time 
 
 Group   M SD N 
 Review 20.15 6.05 20 
Time 1 Self-Test 21.14 7.47 22 
 Control 13.12 5.85 17 
 Total  18.49 7.33 59 
 Review 24.55 7.56 20 
Time 2 Self-Test 21.55 9.79 22 
 Control 18.64 6.44 17 
 Total  21.73 8.39 59 
 Review 21.75 7.60 20 
Time 3 Self-Test 21.63 8.22 22 
 Control 15.29 7.05 17 
 Total  20.85 7.54 59 
 
Table 6 
Note Quantity: Analysis of Variance Results for Main Effects and Interaction Effects of Time and 
Lecture Condition 
 
Variable  df MS F p 
Time 2 187.56 11.68 .000 
Lecture Condition x Time 4 56.26 3.50 .010 
Error 112 16.06   
 
Table 7 
Note Quantity: Analysis of Variance Results for Main Effect of Lecture Condition 
 
Variable  df MS F p 
Lecture Condition 2 449.96 3.33 .043 
Error 56 135.19   






Dependent Variable: Test Score 
 A one-way between-subjects ANOVA was conducted to determine whether lecture 
condition (review vs. self-testing vs. lecture-only control) affected performance on written recall 
test score.  The independent variable represented the three different types of lecture conditions: 
1) review; 2) self-testing; and 3) lecture-only control.  The dependent variable was the students’ 
score on the written recall test.  See Table 8 for the means, standard deviations, and number of 
participants in each cell.  The Shapiro-Wilk test of normality was violated for the review group 
(p=.017), indicating that the data in this group is not normally distributed.  The Levene’s test 
showed that the error variances for test score were not equal [Levene F(2, 56) = 3.20, p=.048)].  
However, the one-way ANOVA is robust with respect to violations of these assumptions if the 
number of subjects in each group is equal (i.e., when the larger group size is not more than 1.5 
times the size of the smaller group) even if the variances are only approximately equal. 
Table 8 
Test Score: Means and Standard Deviations by Lecture Condition  
 
Group   M SD N 
Review 20.55 10.70 20 
Self-Test 26.45 11.76 22 
Control 15.29 7.05 17 
Total  21.24 11.05 59 
 
Results indicated a statistically significant difference among the three different lecture 
conditions on the written recall test [F(2, 56) = 5.76, p=.005), partial η2 = .17, observed power = 
.85].  Post-hoc analysis indicated that performance was significantly higher for the self-testing 
group (M = 26.45, SD = 11.76), compared to the lecture-only control group (M = 15.29, SD = 
7.05).  The review group was not significantly different from either the testing group (p=.067) or 
the lecture-only control group (p=0.125).  Given the significant positive association between 
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GPA and test score, a one-way between-subjects ANCOVA was conducted to compare 
differences in test score among the three lecture conditions while controlling for GPA.  The 
effect of the covariate was not significant (p=.052).  See Table 9.   
Table 9 
Test Score: Analysis of Variance Results for the Main Effect of Lecture Condition 
Variable df   MS   F   p 
Lecture Condition 2 604.37 5.76 .005 
Error 56 104.93   
Total  58    
 
Mind-Wandering 
One-way between-subjects ANOVAs were conducted to assess the effect of lecture 
condition on (1) total instances of mind-wandering and (2) increase in mind-wandering.  Results 
for the test of total mind-wandering score were not significant (p=.27).  However, results of the 
ANOVA for mind-wandering increase score indicated that there was a statistically significant 
difference between lecture groups on their score for the mind-wandering increase measure ([F(2, 
56) = 3.59, p=.03, partial η2 = .11, observed power = .64].  See Table 10 for the means and 
standard deviations by group.  Post-hoc analysis indicated that the self-testing group (M = 3.18, 
SD = 1.71), reported a significantly lower increase in their instances of mind wandering 
compared to the control group (M = 4.47, SD = 1.01).  Differences between the review and 
control groups on this measure were not statistically significant.  See Table 11. 
Table 10 
Mind-Wandering Increase Score: Means and Standard Deviations by Lecture Condition  
Group   M SD N 
Review 3.35 1.81 20 
Self-Test 3.18 1.71 22 
Control 4.47 1.01 17 






Mind-Wandering Increase: Analysis of Variance Results for the Main Effect of Lecture Group 
Variable df   MS   F   p 
Lecture Condition 2 8.99 3.59 .03 
Error 56 2.50   
Total  58    
 
A median split was conducted to categorize participants into two groups – those who 
reported “high” instances of mind wandering (n=38) and those who reported “low” instances of 
mind wandering (n=21).  A one-way ANOVA was conducted to assess differences between these 
two groups in test score and total note quantity.  See Tables 12 and 14 for the means and 
standard deviations by group of test score and note quantity, respectively.  Results indicated a 
statistically significant difference between mind-wandering groups on the written recall test [F(1, 
57) = 5.66, p = .021, partial η2 = .09, observed power = .65] as well as in total note quantity [F(1, 
57) = 12.37, p = .001, partial η2 = .18, observed power = .93].  See Tables 13 and 15. 
Additionally, one-way ANOVAs were conducted to assess for the interaction of lecture 
group and mind wandering on the dependent variables of test score and total note quantity.  




Test Score: Means and Standard Deviations by Mind Wandering Category  
Group   M SD N 
Mind Wandering - Low 25.67 13.0 21 
Mind Wandering - High 18.79 9.10 38 
Total  21.24 11.05 59 
 
Table 13 
Test Score: Analysis of Variance Results for the Main Effect of Mind Wandering 
Variable df   MS   F   p 
Mind Wandering 1 639.70 5.66 .021 
Error 57 113.07   




Note Quantity: Means and Standard Deviations by Mind Wandering Category  
Group   M SD N 
Mind Wandering - Low 72.86 18.81 21 
Mind Wandering - High 54.55 19.31 38 
Total  61.07 20.93 59 
 
Table 15 
Note Quantity: Analysis of Variance Results for the Main Effect of Mind Wandering 
Variable df   MS   F   p 
Mind Wandering 1 4531.76 12.37 .001 
Error 57 366.32   
Total  58    
 
Regression Analysis 
 Multiple linear regression analysis using the enter method was used to evaluate which 
variables predicted overall test performance.  The self-testing group served as the comparison 
group.  The models for block 1 and block 3 were significant (tolerance and variance inflation 
factor values were within acceptable limits): Block 1, R = .413, R2 = .171, R2 adjusted = .141, 
R2change= .17; F(2, 56) = 5.76, p=.005, f2 = .21; Block 3, R = .623, R2 = .388, R2 adjusted = .330 
R2change= .15; F(1, 53) = 12.733, p=.001, f2 = .63. 
Model 3 was the best predictor of test performance, accounting for over 38% of the 
variance in the data.  The effect size, with R2 as an estimate of effect size, was large (Cohen, 
1992).  Of note, TEA score and mind-wandering questionnaire score were not significant 
predictors.  Both lecture condition (review: β = -.29, p=.02; control: β = -.32, p=.01) and note 
quantity (β = .49, p.=001) were significant predictors, such that students in the testing group and 






Summary of Regression Analysis Predicting Test Score (n = 59)  
Variable B SE B β Tolerance VIF 
Step 1      
    Review -5.91 3.17 -.26 .79 1.26 
    Control -11.16 3.31 -.46*** .79 1.26 
Step 2      
    Review -5.32 3.11 -.23 .78 1.28 
    Control -9.73 3.32 -.41** .75 1.33 
    MWTotal -2.30 1.03 -.28* .92 1.08 
    TEA -.38 1.03 -.05 .95 1.05 
Step 3      
    Review -6.63 2.84 -.29* .77 1.30 
    Control -7.84 3.05 -.32** .73 1.38 
    MWTotal -.21 1.10 -.03 .66 1.51 
    TEA -.98 .95 -.12 .92 1.09 
    NoteTotal .26 .07 .49*** .61 1.65 
 Note: MW Total= Mind Wandering Total score 
*p < .05, **p <.01, ***p< .001  
 
Supplementary Analysis 
 To further assess changes in note quantity, the note quantity variable was transformed to 
represent the percentage of propositions captured out of the total possible propositions at each 
time point.  A mixed factor ANOVA was used to analyze how notes taken at time 1, 2, and 3 
(within-subjects variable) changed over time for each lecture condition (between-subjects 
variable).  The results of the analyses were virtually the same.  Assumptions of equal variances 
for each group and at each time point were met.  The assumption of sphericity was also met.  See 
Table 17 for means and standard deviations of proportion of notes taken at each time point by 
lecture condition.  Results of the within-subjects ANOVA indicated that there was a significant 
difference in proportion of notes taken across the three time points [F(2, 112) = 26.16, p<.001, 
partial η2 = .32, observed power = 1.0].  There was also a significant difference between lecture 
groups in in total proportion of notes taken across all three time points [F(2, 56) = 3.29, p=.04, 
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partial η2 = .11, observed power = .60].  The interaction between time and lecture group was 
significant (F(4, 112) = 3.14, p=.02, partial η2 = .10, observed power = .80].  See Tables 18 and 
19 for the results of the within-subjects effects and between-subjects effects, respectively.  
Pairwise comparisons for the main effect of notes taken across time were made using a 
Bonferroni correction to avoid Type I errors.  Thus, the alpha level was set at p < .017.  
Proportion of notes taken at time 3 was significantly higher than notes taken at both time 1 
(p<.001) and time 2 (p=<.001) across lecture groups.  Notes taken at time 1 and time 2 did not 
significantly differ (p=.36).  To compare the interaction between group and time, pairwise 
comparisons using a Bonferroni adjusted alpha of p<.005 were made.  At time 1, the control 
group took significantly fewer notes than both the self-testing (p=.001) and review groups 
(p=.005).  No significant differences in note quantity between groups were found at time 2 or 
time 3.  Post hoc analysis of the main effect of lecture condition indicated that the review group 
took significantly more notes than the control group (p=.05).  Differences in note quantity 
between the self-testing and review group were not significant (p=.952); differences in notes 
between the self-testing and control group were not significant (p=.092). 
Table 17 
Note Quantity Proportion: Means and Standard Deviations by Lecture Condition and Time 
 Group   M SD N 
 Review .18 6.05 20 
Time 1 Self-Test .19 5.85 22 
 Control .12 7.47 17 
 Total  .16 7.33 59 
 Review .19 7.56 20 
Time 2 Self-Test .17 6.44 22 
 Control .15 9.79 17 
 Total  .17 8.39 59 
 Review .22 7.60 20 
Time 3 Self-Test .22 7.05 22 
 Control .19 8.22 17 




Note Quantity Proportion: Analysis of Variance Results for Main Effects and Interaction Effects 
of Time and Lecture Condition 
 
Variable  df MS F p 
Time 2 .034 26.16 .000 
Lecture Condition x Time 4 .004 3.14 .017 
Error 112 .001   
 
Table 19 
Note Quantity Percentage: Analysis of Variance Results for Main Effect of Lecture Condition 
 
Variable  df MS F p 
Lecture Condition 2 .035 3.39 .04 
Error 56 .011   










CHAPTER IV: DISCUSSION 
 
The importance and efficacy of note-taking in relation to academic achievement has been 
widely studied (Armbruster, 2009; Di Vesta & Gray, 1972; Dunkel & Davy, 1989; Hartley & 
Davies, 1978; Peverly & Sumowski 2012; Peverly et al., 2007; Williams & Eggert, 2002).  Note-
taking can be thought of as having two primary processes: encoding (taking note) and storage 
(reviewing notes).  The literature indicates that while both encoding and external storage have 
strong effects on test performance, note review is much more predictive of academic outcomes 
(DiVesta & Gray, 1972; Fisher & Harris 1974; Kiewra & Fletcher, 1984; Kiewra, 1989; 
Kobayashi, 2005; Kobayashi, 2006).  Since lectures are cognitively demanding and students do 
not have the time or resources to thoroughly learn the content of lectures while recording notes, 
notes serve as an external memory aid and allow students to review the content of the lecture 
after it has ended (Piolat, Olive, & Kellogg, 2005).  However, few note-taking studies have 
examined ways to improve the review function of notes.  Thus, this dissertation sought to 
understand the effect of review when integrating self-testing within the context of lecture note-
taking.   
The testing effect is a phenomenon that has been shown to improve performance across a 
variety of contexts, ranges of ages and abilities, test formats, and retention intervals (Dunlosky et 
al., 2013; Roediger & Karpicke, 2006).  One study in particular (Szpunar, Khan, & Schacter, 
2013) found that interspersing memory tests into a lecture reduced instances of mind-wandering, 
improved later recall, and increased quantity of notes taken.  The aim of the current dissertation 
was to replicate previous research findings on the utility of self-testing on memory for 
information and extend these findings to a younger population of students.  Specifically, it aimed 
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to investigate the effect of integrating self-testing into lecture note-taking on a delayed test of 
lecture information.   
The present study has sought to answer the following questions: 1) Will lecture condition 
have an effect on note-taking?  2) Will lecture condition have an effect on test performance?  3) 
Will the covariates of sustained attention and mind wandering have any impact on these 
relationships? 
Lecture Condition 
It was hypothesized that lecture condition would have an impact on both test performance 
and note quantity.  Students in the self-testing group were predicted to outperform students in the 
review group and the lecture-only control group on the written recall test.  While interspersing 
the testing effect into lecture note-taking did lead to significantly higher scores on the recall test 
compared to the lecture-only control group, the difference in test scores between the self-testing 
and review groups did not reach statistical significance.  Results of this investigation also found a 
main effect of lecture condition on quantity of notes taken during lecture.  However, it was the 
review group that took significantly more notes than the control group; the self-testing group did 
not significantly differ from either the review group or the control group in note quantity.  While 
there were no significant differences between lecture groups on total instances of mind-
wandering during lecture, the self-testing group reported significantly less of an increase in 
mind-wandering as the lecture progressed.  Further discussion of specific outcome variables 
follows. 
Note Quantity 
 It was predicted that students in the self-testing group would take more notes than 
students in both the review group and the lecture-only control group.  Results did not support this 
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hypothesis.  Rather, it was the students in the review group who took significantly more notes 
than the control group.  Differences in note quantity between the self-testing and control group 
were not significant, nor were differences between self-testing and review.  In addition, it was 
found that students in all lecture groups took increasingly more notes as the lecture progressed.  
Results indicated an interaction between lecture group and time point in the lecture.  Specifically, 
at time 1, both the self-testing and review groups took significantly more notes than the control 
group.  Differences between self-testing and review groups in note quantity at this time point 
were not significant, and differences between groups at times 2 and 3 were not significant.  As 
hypothesized, note quantity was a significant predictor of test performance in a regression 
analysis.  
Test Performance 
 It was hypothesized that students in the self-testing group would outperform students in 
both the review group and the lecture-only control group.  Students in the self-testing group 
achieved a higher mean score on the written recall test than did those in the review or control 
groups; however, differences between the self-testing and review groups were not statistically 
significant on this measure.  This effect remained true even when controlling for GPA.  As 
predicted, note quantity and test score were significantly positively correlated across lecture 
groups.  When multiple predictor variables were compared within a regression model, lecture 
condition and note quantity emerged as significant predictors.  Contrary to expectations, neither 
mind-wandering nor sustained attention were significant predictors of test score. 
Attention 
Regarding the skills involved in taking notes during a lecture, the ability to sustain 
attention over time is assumed to be an important pre-requisite (Donaldson, 2005; Peck & 
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Hannafin, 1983; Wilson & Korn, 2007).  In order to effectively record the information presented 
during lecture, students must first attend to and interpret what is being said.  Further, a student’s 
ability to sustain attention throughout a lecture is essential for maintaining the continuity of the 
lecture content while tuning out potential distractions.  While previous studies have found that 
sustained attention is an important predictor of note quality (Peverly et al., 2007), current results 
failed to find a significant effect of sustained attention on either notes or test performance.  The 
sustained attention measure used in this experiment, the Lottery subtest of the TEA, has been 
used in previous research as a valid estimate of attentional capacity (Gleason & Peverly, under 
review; Robertson et al., 1994).  However, in the present investigation, the reliability estimate for 
the TEA fell below the acceptable range (Cronbach’s Alpha = 0.48), which may explain the 
failure to find an effect for this variable. 
As an additional measure of sustained attention, students in the present experiment 
completed a two-question Likert-style rating scale about mind-wandering after viewing the 
lecture video.  This questionnaire was adapted from an investigation by Szpunar and others 
(2013) that found that interpolating memory tests into lecture decreased off-task behavior and 
facilitated learning.  The questionnaire yielded two variables – a mind-wandering total score and 
a mind-wandering increase score.  Results from the present study indicated that both measures of 
mind-wandering were significantly negatively correlated with quantity of notes throughout 
lecture and score on the recall test; as mind wandering increased, quantity of notes decreased.  
Additionally, students in the self-testing group reported significantly lower scores on the mind-
wandering increase measure than those in the control group, indicating that as the lecture 
progressed, students in the self-testing condition were better at continuing to attend to the lecture 
than those in the control group.   
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Additional analysis of the mind-wandering variable consisted of splitting the sample into 
two categories of students – those who reported “high” instances of mind-wandering and “low” 
instances of mind-wandering.  Results indicated that students who reported lower instances of 
mind-wandering took significantly more notes and did significantly better on the written recall 
test.  
Limitations and Future Research 
  There were several differences between this investigation and studies in the testing effect 
literature which could account for the failure to find evidence for self-testing as a superior study 
activity to review of notes.  The variety of factors that enhance the strength of the testing effect, 
such as spacing between testing trials, the number of retrieval attempts, type of practice test, 
length of delay, and role of feedback, are discussed in relation to the present study.  The 
following sections discuss the limitations within this study and offer avenues for future research.  
 
Timing of Self-Testing  
When comparing the benefits of intervening study vs. intervening testing on a final recall 
test, a cross-over interaction is often found: benefits of study for an immediate final test and 
benefits of testing for a delayed final test (e.g., Roediger & Karpicke, 2006b; Thompson, 
Wenger, & Bartling, 1978; Wheeler, Ewers, & Buonanno, 2003).  The literature has shown that 
the benefits of the testing effect are larger with a substantial delay between initial encoding and 
time of final test (e.g., Karpicke & Roediger, 2007; Modigliani, 1976; Pyc & Rawson, 2009; 
Whitten & Bjork, 1977).  The typical delay time in which the testing effect emerges is anywhere 
between two days to weeks with restudy initially being as, or sometimes even more, effective 
(e.g., Roediger and Karpicke 2006a; Wheeler et al. 2003).  As discussed earlier, engaging in 
retrieval processes creates links with a learner’s previously stored knowledge, allowing the 
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information to be accessed through additional retrieval routes.  This reconstruction process 
makes it easier for a learner to access the information when given similar cues in the future.  
Thus, the effects of self-testing are often most pronounced on delayed rather than immediate 
tests (Fiorella & Mayer, 2015).  In the present study, the relatively short one-day delay between 
initial encoding and the written recall test may explain why the self-testing did not have a larger 
effect than review.  
Relatedly, a finding in the testing effect literature known as the spacing effect argues that 
verbal information is better when learning trials are spaced rather than massed (Cuddy & Jacoby, 
1982; Dellarosa & Bourne, 1985).  During massed practice, encoding only occurs in the first 
exposure to new materials, as the information is still available in memory during subsequent 
trials.  Conversely, in spaced trials, full encoding processes are required with each proceeding 
trial, as forgetting of information occurs between each trial (Dellarosa & Bourne, 1985).  A 
series of experiments conducted by Glover (1989) found that it was the number and 
completeness of retrieval events that set the parameters of the testing effect.  Results of 
Experiment 1 showed that taking a practice test two days after initial learning significantly 
enhanced performance on a final recall test four days after initial learning.  Experiment 2 found 
that taking an immediate practice test did not improve final recall performance compared to the 
control, but that taking a spaced practice test two days after initial learning significantly 
enhanced final test performance.  Experiment 3 replicated this finding, and also found additional 
benefits for taking a second practice test when it was spaced after the first, but not when it was 






Several studies have shown that the use of more generative practice tests (i.e., free recall 
over multiple choice) leads to better long-term learning (e.g., Butler & Roediger, 2007; Kang, 
McDermott, & Roediger, 2007).  While the present study utilized a free recall form of practice 
testing, the act of self-testing may not have been repetitious enough to produce a substantial 
benefit.  In the Roediger and Karpicke (2006b) study mentioned previously, students either 
repeatedly studied a prose passage four times, studied three times and then took one practice 
recall test, or studied once and took a practice recall test three times.  Taking the practice recall 
test three times was significantly more effective than only taking one practice test on a retention 
test given one week later, though the difference was marginal (d=0.31).  The same authors also 
conducted an experiment in which participants learned lists of words across multiple study and 
test trials and took a final recall test one week after learning and found that repeated testing 
enhanced retention relative to repeated studying (Karpicke & Roediger, 2007).  Karpicke and 
Roediger (2010) also investigated how tests should be spaced over time.  They found an overall 
testing effect in that taking an immediate practice test led to greater long-term retention.  
Repeated testing also resulted in greater retention over taking one test.  While students in the 
present study tested themselves three times throughout the lecture, the information they retrieved 
at each time point was new.  Because of this, the added benefit from repeatedly retrieving 
information from memory was not realized.  Additionally, participants in the three studies 
mentioned above were university students.  It may be that high school students need more than 





Feedback and Retrievability 
 Many studies in the testing effect literature have been designed with the use of feedback 
after testing, which has been shown to improve delayed recall of initially irretrievable items 
(Pashler, Cepeda, Wixted, & Rohrer, 2005).  A study by Kang, McDermott, and Roediger (2007) 
conducted two experiments to assess the extent to which corrective feedback modulates the 
testing effect.  In the first experiment, college students read articles from psychological journals 
and then either took a practice test without feedback, read a list of summary statements about the 
article, or only read the article.  The practice and final test formats were varied to either short-
answer or multiple choice.  Taking a practice recognition test led to better scores on the final 
recognition and final recall tests; however, taking a practice recall test only led to better scores 
when the final test was a recall test, not a multiple-choice.  Due to these mixed results, the 
authors conducted a second experiment with the provision of corrective feedback for practice 
recall and recognition tests.  When comparing the testing condition to the study condition, taking 
a practice recall test led to significantly better performance.  Thus, practice testing may need to 
be coupled with corrective feedback in order to enhance learning.  This may be especially true 
for younger populations of students, like the high school-age students in this study.   
Without feedback, the retrievability of information has been shown to determine whether 
a testing effect occurs on a delayed test compared to restudy (Jang et al., 2012).  In other words, 
a failure to retrieve information tends not to benefit later recall, especially in the absence of 
corrective feedback (Landauer & Bjork, 1978).  An item must be correctly retrieved on the first 
test opportunity in order for a retrieval benefit to be seen on subsequent tests.  A study by Jang 
and others (2012) sought to examine the benefit of testing on retrievable compared to non-
retrievable items.  They found the typical cross-over interaction between practice type and 
 
 57 
retention interval: test performance was better with review than with testing for an immediate 
final test, but the opposite was true after a week delay.  The authors further analyzed how 
retrievability of items contributed to this interaction and found that the short-term benefits of 
study over test practice were almost entirely due to non-retrievable items.  A higher proportion of 
non-retrievable items tipped the interaction pattern towards study benefits on an immediate test, 
whereas a higher proportion of retrievable items tipped the interaction pattern towards little 
difference on an immediate test, but significant test benefits following a delay.  This suggests 
that advantage of practice testing without feedback compared to studying is due to items that are 
initially retrievable, and provides strong evidence that successful retrieval is an important 
mechanism underlying the testing effect.  This is in line with the retrieval hypothesis, discussed 
previously.  
The current study did not evaluate the accuracy of the information students recalled 
during the self-testing portion during lecture.  For future studies with a similar design, it may be 
useful to score the information recalled during self-testing to better assess how retrievability 
impacts performance on the final test.  Additionally, adding a self-testing with feedback 
condition could be a way to further assess the conditions under which the testing effect during 
note-taking is effective.     
Encoding Difficulties 
Benefits of self-testing depend on how well learners initially learned the tested material 
(Fiorella & Mayer, 2015).  Encoding difficulty may be the reason why this study and others that 
have utilized self-testing within the context of note-taking (e.g., Song, 2018; Zuckerman, 2016) 
have failed to find a testing effect.  Studies that have found self-testing to be superior to 
restudying typically utilize written text or passages as the target material.  The students in this 
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study had the additional burden of encoding the information during lecture and taking notes.  
Thus, participants’ individual abilities to encode the information was limited by the speed of the 
lecture presentation.  That is, the students were required to keep up with the pace of the lecturer 
when taking notes, as opposed to reading information from text at their own pace.  As discussed 
previously, lecture note-taking has large cognitive processing demands.  Because they were 
required to quickly write down information and decide what was important, initial encoding may 
have been relatively weak.  Kobayashi (2005) conducted a meta-analysis of the encoding effect 
on note taking and found that the mean weighted effect size for encoding alone was relatively 
weak (0.22).  The materials from which participants were studying in this experiment were 
student-generated and varied from one participant to another.  As discussed previously, quality 
and quantity of notes often varies from student to student, and student notes from lecture are 
often incomplete (Armbruster, 2009; Kiewra et al., 1989; Kiewra, Benton & Lewis, 1987).  
Quality and quantity of notes are predictive of academic achievement (Kiewra, 1987; Kiewra & 
Benton, 1988; Kiewra & Frank, 1988) and students are less likely to correctly respond to test 
questions if the tested information was not written in their notes (Baker & Lombardi, 1985).  
Therefore, initial encoding and note-taking difficulties may have compounded students’ 
difficulty on the final recall test.   
Complexity of Information 
Research on the testing effect is often concerned with studying basic memory processes.  
Typical tasks used in these studies include memorizing word lists (e.g., Carpenter & DeLosh, 
2006; Rowland & DeLosh, 2015; Zaromb & Roediger, 2010) or paired associates (Allen, Mahler 
& Estes, 1969; Carpenter, 2009; Carrier & Izawa, 1966, 1967, 1970; Jacoby, 1978; Carrier & 
Pashler, 1992; Pyc & Rawson, 2010).  In the more recent testing effect body of literature, an 
 
 59 
emphasis has been placed on how it can apply to more complex and educationally-relevant 
information.  A review by van Gog and Sweller (2015) analyzed the efficacy of the testing effect 
when the presented materials were high in element interactivity compared to low element 
interactivity.  High element interactivity refers to various information elements that are related 
and must therefore be processed in working memory simultaneously (Sweller 2010; Sweller 
Ayres, & Kalyuga, 2011).  An example of a complex learning task that is high in element 
interactivity is how to solve an algebraic equation.  By contrast, low element interactivity refers 
to individual information elements that can be learned without reference to the other elements in 
the task.  Memorizing foreign vocabulary word pairs is an example of a task that is low in 
element interactivity.  Van Gog and Sweller (2015) reviewed several studies that found evidence 
for the testing effect and analyzed them by element interactivity.  They found that most evidence 
for the testing effect was conducted using materials estimated to be low in element interactivity 
(e.g., word pairs, facts, vocabulary).  When the learning materials were higher in element 
interactivity (e.g., vocabulary in the context of text, worked examples), the testing effect 
disappeared.  Also, even when the learning materials were high in element interactivity, the final 
tests often did not tap high element interactivity knowledge because they only assessed facts or 
required recall of terms/ideas.  This finding has important educational implications and can help 
identify those types of learning tasks that should be taught with the use of practice tests, and 
those that require additional study time.  Lecture note-taking often involves information that is 
complex, lengthy, and interconnected, the lecture in the present study included.  This type of 
learning activity is higher in complexity than learning word pairs or memorizing facts, which 





One general limitation to this study is the homogeneity of the sample.  The majority of 
participants were White (85%) and female (75%).  Further, all participants were recruited from 
an Advanced Placement course, which likely represents a highly motivated subset of the general 
high school student population.  Students in this study were generally high-achieving, and the 
mean reported GPA among participants was 4.25 out of a maximum GPA of 5.4.  Additionally, 
the sample size was relatively small, which may explain the failure to find a statistically 
significant difference between the self-testing and review groups on test performance despite the 
self-testing group achieving a higher mean score on this measure. 
Additional limitations with the study design include the length of pauses used during 
lecture and the scoring of participant notes for quantity rather than quality.  The pauses used in 
lecture were very brief (i.e., two minutes), which may explain why there was not a stronger 
effect for self-testing compared to review.  Further, student-produced notes were scored for 
quantity rather than overall quality.  Students were given one point for each correct proposition 
recorded in their notes.  Participants were not penalized for recording incorrect information and 
could still earn points for correct propositions within an incorrect sentence.  Thus, utilization of 
more stringent scoring criteria could have led to more pronounced differences between groups. 
Directions for Future Research 
The present study was modeled after an experiment conducted by Szpunar, Khan, and 
Schacter (2013), in which students watched a video-recorded lecture that was divided into four 
segments with a break between each segment, and took notes on the information on copies of the 
lecture slides.  Students in the testing group took a two-minute test at the end of each segment on 
the recently learned material during this break, students in the restudy group were exposed to test 
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questions paired with answers during the break, and a third group completed arithmetic problems 
during the break.  Students in the testing group retained more information from the lecture on the 
final test and scored better on the final cumulative test than those in the non-tested and restudy 
groups.  The tested group also took significantly more notes than the other two groups.  There 
are a few notable differences between the study by Szpunar and the present study.  For one, 
students in the current study had the additional burden of taking their own notes, rather than 
being given handouts of lecture slides on which they could add additional notes.  Students in the 
Szpunar study were only told to learn the lecture material as they normally would in class and 
were not given explicit directions to take notes on the lecture slide handouts.  Additionally, 
students in the Szpunar study were essentially tested on the same questions twice, which could 
have contributed to the authors’ positive results.   
 Given the encoding demands of lecture note-taking, future research should continue to 
explore ways to ease this process for students.  One way to do this could be to use the pauses in 
lecture to engage in processes that would increase understanding of lecture material.  Since 
lecture material is often complex, students may need to do more than just test themselves on the 
information in order to gain true understanding of the information, beyond being able to recall 
facts.  As discussed previously, the pause procedure is one method that utilizes breaks during 
lecture learning to allow students to complete their notes and discuss their understanding with 
classmates.  Bacchel and Thaman (2014) conducted an experiment using the pause procedure 
during a 50-minute lecture.  During the pauses, students in the experimental group worked in 
pairs to discuss their notes, reorganize them, or add in missing information.  The control group 
attended to the same lecture in the traditional lecture format.  Results of a multiple-choice test 
given two weeks later indicated that students in the experimental group performed significantly 
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better than those in the control group.  Students who engaged in the pause procedure also 
reported that they felt that having the opportunity to immediately review the material during the 
lecture enhanced their lecture recall and improved their understanding of concepts.  Efficacy of 
the pause procedure during lecture has also been shown to produce similar effects for immediate 
and free recall tests (Ruhl, Hughes & Schloss, 1987) and with learning disabled students (Ruhl, 
Hughes, & Gajar, 1990).  This modification would allow for deeper encoding and provide 
feedback on students’ accuracy of their notes.   
Future research should also consider using different types of recall tests interpolated 
during lecture.  The present study used free recall in between lecture segments in which students 
were asked to remember and write down what they felt were the important points from the 
lecture segment they had just viewed.  Free recall tests are a popular modality in the testing 
effect literature, but it could be interesting to see how other test formats integrated into lecture 
impact final test performance.  Given the positive benefits of short-answer tests on long-term 
retrieval (e.g., Butler & Roediger, 2007; Duchastel, 1981; Kang, McDermott, & Roediger, 2007; 
Weinstein, McDermott, & Roediger, 2010), the testing effect may be increased if these types of 
questions are used during the lecture as well as in the test trials.  Additionally, embedding self-
questioning techniques into lecture may be another useful self-testing format.  As mentioned 
previously, students who utilized question stems during studying demonstrated better retention of 
material on a delayed test (King, 1992).  Students who are provided with question stems and then 
generate an answer are still engaged in a generative process, and this format would provide 
students with accurate information that they may not have recorded in their notes.  
It would also be beneficial for future studies to further explore how to utilize self-testing 
during note-taking as a strategy to improve metacognition.  Ways to incorporate this into future 
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study designs could include comparing groups who are told to pause during lecture at set points 
in time to those who are able to choose when to pause throughout the lecture according to 
individual preference.  As mentioned previously, metacognition is an important part of learning 
and developing effective study strategies.  The learner must monitor the extent to which 
individual items have been learned, and based on those judgments, control and plan study time to 
fill in the gaps (Son & Sethi, 2006).  Allowing participants to choose when to self-test 
throughout lecture would likely increase self-regulation as they would be actively monitoring 
their learning and deciding when pausing is needed.  It may also be interesting to further explore 
testing as a metacognitive strategy in relation to populations of students who struggle with self-
regulation, such as those with attentional difficulties.      
Conclusion 
 This study sought to understand the effect of integrating the testing effect into the context 
of lecture note-taking.  Specifically, the investigation compared the effect of self-testing to 
reviewing and taking notes only on a delayed recall test.  This study also examined attentional 
variables including sustained attention and mind-wandering and their impact on test performance 
and note-taking.  While participants in the self-testing group scored higher on the written recall 
test than those in the review or control groups, this difference did not reach statistical 
significance.  Self-testing and reviewing notes during lecture pauses were both significantly 
better than lecture note-taking alone.  Consistent with previous lecture note-taking research, 
quantity of notes taken during lecture was a significant predictor of test performance.  Regarding 
the attentional variables, students who reported lower instances of mind-wandering took 
significantly more notes and did significantly better on the written recall test.  Further, students 
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in the self-testing group reported less of an increase in mind-wandering as the lecture progressed 
compared to the control group.  
Findings of this study provided an extension of previous testing effect research to include 
a younger population of students and examined the efficacy of interspersing the testing effect 
into lecture learning.  Differences between the results of this study and other studies in the 
testing effect literature are likely due to several factors, including the complexity of lecture 
information, encoding difficulties, and the presentation of new information at each self-testing 
time point.  Future research should continue to examine ways to maximize testing effect in 
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The Mind/Brain: Crash Course History of Science #30 
 
People have always had theories of the mind and psychological disorder, or “madness.” Madness 
was often thought to be a divine punishment, an act of possession by spirits, or the result of an 
imbalance of the humors. Doctors and priests cared for people dealing with mental disorders. 
And as capitalism took off in Europe, the mentally ill were moved from villages, where they 
were looked after by families, to hospitals in cities—picture Bedlam—run by a new class of 
professional “mad doctors.” But this wasn’t psychology or psychiatry as we know it today. In 
fact, there really wasn’t a scientific study of the human brain or the astonishing mental activity it 
enables. This only got going around the time of the Industrial Revolution, with the rise of the 
therapeutic asylum, or mental hospital aimed at helping—and studying—the mentally ill. Doctor 
Philippe Pinel of the Bicêtre hospital in Paris often gets credit for creating the modern asylum in 
the late 1700s by ordering the patients to be unchained. Credit should actually go to the hospital 
superintendent, Jean-Baptiste Pussin—but Pinel did advocate for moral treatment of patients 
rather than physical restraint. And his generation of asylum doctors marked the beginning of a 
shift in thought from madness to a medical condition of the mind. But asylums and early 
psychiatry were only one part of the story. Nerve doctors treated anxious private patients. And 
early neurology grew from doctors examining the brains of criminals. Over the 1800s, proto-
neuroscientists shifted from offering moral explanations for madness to material explanations 
tied to brains. This interest in gray matter came in part from scientists such as Francis Galton 
who looked for explanations about human behavior in physical bodies, and who sought to make 
the life sciences more quantifiable and useful. Unfortunately, Galton’s version of “useful” was 
eugenics, or “improving” the human species through selective breeding. And scientists in the 
1800s tended to blur the lines between mental illness, crime, low intelligence, and a difficult 
childhood. So moral explanations for mental illness snuck back into medicine via “bad brains” 
instead of religion. Several researchers looked for connections between the physical brain and 
the mind. English neurologist John Hughlings Jackson, for example, studied epilepsy and 
influentially argued that different bodily functions are tied to different regions of the brain. And 
German doctors Gustav Fritsch and Eduard Hitzig electrically stimulated parts of the exposed 
brains of dogs, making their paws twitch. This showed experimentally that specific parts of the 
brain coordinate motor functions. And then we've got a name you've heard! Russian physiologist 
Ivan Pavlov focused on conditioned reflexes: he taught dogs to associate the sound of a 
metronome with being fed, causing them to salivate when presented with the sound alone. 
Pavlov’s stimulus–response work became foundational to the school of psychology called 
behaviorism. With this approach, psychologists focused on environmental stimuli that affect how 
someone behaves rather than what they’re thinking and feeling. Meanwhile, Spanish 
neuroscientist Santiago Ramón y Cajal developed a method of staining brain tissue and 
discovered that it is made up of—wait for it—individual cells! Just like the rest of the body. 
After much painstaking lab work, he convinced the rest of the scientific community of this idea, 
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called the “neuron doctrine” after the name of the brain cell. Around this time, other researchers 
set up scientific laboratories to study the workings of the human mind. By the way, we’re mostly 




German doctor Wilhelm Wundt founded the first psychology lab, at the University of Leipzig, in 
1879, establishing psychology as a discipline separate from other sciences. Wundt’s student, 
British psychologist Edward Bradford Titchener, developed a structuralist psychological theory 
based on Wundt’s ideas starting in 1892. Structuralism is a philosophy that tries to understand 
things by seeing how their parts fit together, regardless of what they do. Titchener tried to define 
the “unit elements” of consciousness, hoping to work out a periodic table for the mind. 
Meanwhile—heavily influenced by Charles Darwin—American philosopher William James 
developed functionalism theory, writing the Principles of Psychology in 1890. Functionalism is a 
philosophy that tries to understand things by working out the purpose for them. Finally, 
American psychologist G. Stanley Hall, who studied under both Wundt and James, set up the 
experimental psychology lab at Johns Hopkins and went on to professionalize the whole field. 
He started the American Journal of Psychology in 1887 and founded the American Psychological 
Association in 1892. Thus, by the early 1900s, both the scientists studying brains and nerves, and 
those studying consciousness and human behavior had set up professional labs to explore shared 
research questions. But the sciences of the brain and mind became more well-known due to the 
application of psychological theories outside of the lab. Y’all know who I’m talking about, right? 
Austrian physician-turned-talk therapist-turned-controversial philosopher Sigmund Freud 
became so famous that historians sometimes call the twentieth century “the Freudian century.” 
To introduce him, let’s head back to 1862, when Europe’s most famous brain doctor, 
Jean-­‐‑Martin Charcot, worked at Paris’s Salpêtrière hospital, then the largest in the world. 
Charcot saw patients but was also a big-time brain collector. And he realized that maybe there 
were other, new ideas worth trying. His blend of brain research-plus-therapy, the clinico-
anatomical method, was the basis for Freud’s work. Charcot focused on trying to understand the 
“laws” governing hysteria—which has a long, problematic history and isn’t a disease today. But 
back in the nineteenth century, it was a way of describing various problems, including loss of 
motor control, paralysis, unexplained fears, fainting, emotional outbursts, and a host of other 
ailments. It was a diagnostic trash can. Plus, a way to describe women with independent ideas! 
Charcot tried out a lot of methods: he was one of the first users of the camera in medicine, 
moving toward mechanical objectivity, or trusting instruments over human senses. And a lot of 
his photos of hysteric patients were lurid and super weird by today’s standards. But the point of 
the history of science isn’t to prove how awesome and ethical we are today, but to understand 
how people in the past made sense of their worlds. Charcot also explored mesmerism, or 
hypnosis. He showed that hypnosis can cause physical symptoms, which he took to prove that 
hysteria was a neurological, not a psychological illness. That is, he thought people with mental 
 
 78 
illnesses were more likely to be affected by hypnosis because they had bad physical brains. In 
1885, the young Freud attended Charcot’s lectures on hysteria and became obsessed with mental 
illness. Now, it’s important to understand the halfway position that Freud occupied in medicine. 
Now it’s important to understand the halfway position that Freud occupied in medicine. He 
couldn’t take an M.D. in Germany because he was too… Jewish. Instead, he became a “nerve 
doctor,” treating neurasthenia, or bad or exhausted nerves—which was the rich-person term for 
hysteria. But he was open to new ideas. Freud learned a lot from Charcot. But then he found out 
that Josef Breuer, a senior nerve doctor in Vienna, was using hypnosis to encourage patients to 
talk rather than move. Freud started working with talk therapy and realized that many hysterical 
patients were smart and otherwise “normal.” And those suffering from hysterical “paralysis” 
were paralyzed in ways that didn’t make anatomical sense. He decided that hysterical paralysis 
was not an anatomical problem. In 1893, Breuer and Freud published Studies on Hysteria, 
theorizing that mental disorders are not the result of bad biology but bad memories, such as 
sexual abuse. They suggested that the best therapy was helping them recover those memories, 
which were often suppressed. Breuer and Freud fell out, but from their work together, Freud 




Help us out, ThoughtBubble: Psychoanalysis was based on talking about early childhood 
experiences, relationships with parents, early sexual encounters, and dreams. The couch became 
a therapeutic tool. And dreams became important for therapists after Freud’s influential 1900 
book, Interpretation of Dreams. Through his work listening to patients and trying to decode their 
anxieties, Freud also opened up the study of sexuality—or, to coin another big question: where 
do funny feelings come from? For Freud the answer was a form of psychic energy called libido 
that floated around the brain and had to go somewhere. Eventually, Freud’s work led him to 
develop a three-part framework for how the human mind functions and what it even is: At the 
bottom, there is a fairly animalistic layer called the id or unconscious drives, deep-seated fears 
and desires. Above that sits the ego, or the waking, conscious mental interface with reality. Hey, 
it me! And finally, metaphorically on top of the ego sits the superego, the mind’s internalized 
censor and the voice of society, religion, and moral norms. For Freud, our minds are the outcome 
of a conflict between these basic desires, rational desires, and social desires. This “iceberg 
theory” of consciousness—that we only understand a small part of our own minds—has had an 
enormous influence on popular culture. Thanks, ThoughtBubble. Freud emphasized that this was 
not an anatomical model, but a medical one, intended to help therapists access their patients’ 
unconsciousness, and a sociocultural one that accounted for… all of history and religion. To 
Freud, civilization represses sexual and aggressive drives, so it’s a necessary evil. But… was this 
sort of theorizing even still science? Regardless, psychoanalysis blew up. And Freud treated it as 
a foregone success: in 1914, he published—maybe a little prematurely—On the History of the 
Psychoanalytic Movement. Something else happened in 1914: the Great War, or World War I, 
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broke out. Over the next four years, thousands of soldiers returned from the front complaining of 
sensory and motor disorders and loss of memories, but with no obvious physical causes. This 
became “shell shock,” later rethought of as post-traumatic stress disorder. Talk therapists played 
a role in treating soldiers, and psychiatrists found a steady source of patients. Freud also 
continued to collaborate with other psychologists. His Swiss colleague Carl Jung invented the 
word association test and the theory of the collective unconscious, or a deep part of the mind 
supposedly derived from ancestral memory and myth, not individual experience. And Freudian 
ideas entered mainstream psychiatry through Swiss psychiatrist Eugen Bleuler, who coined the 
term “schizophrenia.” The mind sciences found perhaps an even more fertile home in industry. 
Advertisers including Freud’s nephew, Edward Bernays, adopted theories of mind and behavior 
in order to sell consumers increasingly mass-produced goods. And J. B. Watson—the founder of 
behaviorism—became an advertising executive. In a way, Freud helped sell Fords. And other 
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Please take the next two minutes to complete the following word search. You do not have to find 
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Please take the next two minutes to complete the following word search. You do not have to find 










You will now be asked to write down as much of the information you can remember from the 
history of Psychology lecture. You will have FIFTEEN MINUTES to write down everything you 
can remember. 
The experimenter will tell you when you have 10 minutes, 5 minutes, and 1 minute remaining. 






Please take the next three minutes to answer the following questions:  
 
 
1) How much did your mind wander during this lecture?  
 
Not at all         Somewhat     Very Much 
1    2  3  4  5  6  7 
 
 
2) How much did your mind wandering increase as the lecture progressed? 
 
Not at all         Somewhat     Very Much 
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