The language of research, similar to other fields of endeavor, relies on very specific definitions and usage that support common understanding among researchers but may be confusing to nonresearchers. Not only can meaning change within the context of very specific conditions (research design, statistical analysis), but the reader may observe variations in word usage and meaning across research disciplines. There is no commonly accepted "dictionary of research terms" covering all disciplinary uses of terms. It is easy to read the literature and confuse everyday meaning and the research meanings. Therefore, the nonresearcher needs to be aware of the precision with which researchers in any discipline use language and understand that it may take additional effort on their part to decipher the specific meaning within these contexts. With this in mind, we are addressing the confusion that can result from the application of the terms affect and effect in a quantitative research context. JHL publishes research from many different disciplines; therefore, we try to ensure that authors clearly report their work in language that will be understood by a multidisciplinary international readership. The majority of research published in JHL is conducted in disciplines using quantitative approaches. Therefore, in this column we are focusing on some common misunderstandings that can cause confusion as nonresearchers try to translate quantitative research findings into clinical practice. For example, the meaning of many English words can differ from common usage when used in a quantitative research context (e.g., reliability, significant, error).
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Among several candidates in the English language whose usage can confuse both native and nonnative speakers (e.g., fewer vs. less; infer vs. imply), the concepts of affect and effect are particularly vexing. Most common, affect refers to action and is used as a verb. Merriam-Webster offers influence as a synonym for affect. In contrast, effect is most often used as a noun, usually indicating a result. But effect can also be a verb, as in "to effect change." Further complicating usage, affect has an additional meaning in psychology. However, this column deals with usage in the context of quantitative research, specifically as affect and effect apply to the definition of a research question, the choice of design, and the context of measurement and analysis.
Whereas the aim of a research study can be simply to describe or observe a particular chain of events, in many cases the investigator seeks to test a specific hypothesis-to determine how a particular situation, behavior, or context affects (influences) another. It is common for the hypothesis to specify an independent variable (X) and posit how it affects the dependent variable (Y). At this point, the investigator is proposing an effect (noun) or outcome that is the result of the ways in which X affects Y. Most psychosocial, epidemiologic, or behavioral research questions must also deal with context, that is, the environment in which the hypothetical relationships may function, such that the influence of X on Y is seldom independent of context. The next task is to propose a research design that will offer a test of the hypothesis under specific conditions of sampling and data collection (cross-sectional, longitudinal, retrospective, or prospective). Once decisions about measurement and definition of X and Y are resolved (no small task but not the discussion at hand), the choice of an appropriate statistical analysis further specifies the concept and scope of the proposed effect (noun). Effect in this context describes and quantifies the statistical probability that X is associated with a change in Y. It is a probability, not a certainty. Study designs that incorporate controlled observation methods (e.g., randomized controlled trials) increase the likelihood that the observed results are not due to other factors.
With few exceptions occurring in very controlled laboratory conditions, an effect (outcome) cannot be attributed solely to a hypothesized cause. The contexts in which most studies are conducted present too many possibilities for factors other than those being studied to influence the results of the study. As clinicians and researchers, it is important to remember that a statistical effect most likely does not describe or imply causality. It is unfortunate and fairly common to see causality inferred inappropriately in the literature, even in the titles of articles. This only adds to the obfuscation of the true meaning (inference) of study results and may lead to changes in clinical practice that are not warranted by the evidence.
What is meant by a statistical effect? All inferential statistics quantify effect but do not allow inference of direct causal relationships. A noncomprehensive list of commonly applied examples includes the correlation coefficient (r) and the multivariate R 2 , the t statistic (Student t) and its relative, the F (ANOVA), the log likelihood ratio, and the proportional hazards ratio. Each of these statistics, derived from algorithms, quantifies the influence of X on Y, also known as the effect size. However, the effect size is still an estimate and, appropriately, may be displayed with confidence limits that describe the "true" effect size in the context of specified error levels (alpha levels).
Effect sizes are important indicators and, in our experience, are sometimes underemphasized in favor of alpha levels. It is well understood that the p value estimates error associated with a specific effect size and in the context of a specific sample size. This is the basis for estimates of statistical power. Two outcomes may have the same effect size but show different estimates of error due to differences in sample size. Effect size estimates are also useful in evaluating the result of adding or subtracting X variables from a multivariate model. It is important to note that, although they may be applied as predictive models, the effect sizes themselves are not indicators of causality. Effect sizes quantify a hypothesized result. It is important for investigators to remember that causality is always a probabilistic concept, dependent on the logic of relationships, timing, plausibility, statistical modeling, and other factors. The argument for and requirements of causality among relationships are complex and outside the scope of this commentary.
