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Abstract
We introduce the dispersion-minimized mass for isogeometric analysis to approximate the
structural vibration which we model as a second-order differential eigenvalue problem.
The dispersion-minimized mass reduces the eigenvalue error significantly, from the opti-
mum order of 2p to the superconvergence order of 2p+2 for the p-th order isogeometric
elements with maximum continuity, which in return leads to more robust of the isoge-
omectric analysis. We first establish the dispersion error for arbitrary polynomial order
isogeometric elements. We derive the dispersion-minimized mass in one dimension by
solving a p-dimensional local matrix problem for the p-th order approximation and then
extend it to multiple dimensions on tensor-product grids. We show that the dispersion-
minimized mass can also be obtained by approximating the mass matrix using optimally
blended quadratures. We generalize the results of optimally blended quadratures from
polynomial orders p = 1, · · · , 7 that were studied in [1] to arbitrary polynomial order
isogeometric approximations. Various numerical examples validate the eigenvalue and
eigenfunction error estimates we derive.
Keywords: isogeometric analysis, quadrature rule, optimal blending, eigenvalue,
dispersion error, dispersion-minimized mass
1. Introduction1
Isogeometric analysis is a widely-used numerical method introduced in 2005 [2, 3].2
The motivation was to unify the finite element methods with computer-aided design3
tools. Under the framework of the classic Galerkin finite element methods, isogeometric4
analysis uses B-splines or Non-uniform rational basis splines (NURBS) instead of the5
Lagrange interpolation polynomials as its basis functions. These basis functions have6
higher continuity (smoother), which in return improves the numerical approximations of7
real-life problems.8
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The authors in [4] first use isogeometric analysis to study the structural vibrations9
and wave propagation problems. Their spectrum analysis shows that isogeometric ele-10
ments significantly improve the accuracy of the spectral approximation when compared11
with the classical finite elements. In [5], the authors explore additional advantages of12
isogeometric analysis on the spectral approximation over finite elements.13
The dispersion analysis is well studied in literature [6–13] and the spectral analysis14
for structural vibrations (eigenvalue problems) has a strong connection with the disper-15
sion analysis for wave propagation. The authors in [14] introduce a duality principle16
which establishes a bijective map from spectral analysis to dispersion analysis. The17
leading order term in the spectrum (eigenvalue) error expansion is the negative of the18
leading order term in the dispersion error expansion. This duality allows us to utilize the19
dispersion analysis tools to study the isogeometric spectral approximation properties of20
the eigenvalue problems; see for example the recent works [1, 15–19].21
In [1, 18], the authors propose optimally blended quadrature rules to compute the22
isogemetric stiffness and mass matrices. These quadratures improve the spectral approxi-23
mation, in particular, the convergence rates in the eigenvalue approximation with respect24
to the mesh size increase by two extra orders. In [5], the authors state the Pythagorean25
eigenvalue error theorem (the proof is done in [20]). In [18], these results are generalized26
to include the quadrature errors from the approximations of the inner products asso-27
ciated with the stiffness and mass matrices and in [21] to include the incompatibility28
of the discrete spaces. Comparisons with quadrature blending rules for finite elements29
(see for example [22, 23]) are made in [18] and significant error-reductions are observed30
in isogeometric elements. Other variants of quadrature blendings are studied as well as31
the superconvergence in eigenvalue errors and the optimal convergence in eigenfunction32
errors are established in [1]. To reduce the computational costs for blending two quadra-33
ture rules, a single non-standard quadrature rule is developed in [17] for C1 quadratic34
isogeometric elements. The paper [19] studies the stopping bands and outliers in the35
numerical spectral approximations of the classic finite elements or isogeometric elements36
with variable continuities.37
The mass-lumping technique and all the above works (also [10, 12, 13, 24, 25]) take38
the advantage of the mass matrix to reduce the dispersion or spectrum errors. In this39
paper, we generalize this collection of insights to introduce the idea of a dispersion-40
minimized mass. We first establish the dispersion error, which is of the optimal order41
2p where p is the polynomial approximation order, for isogeometric elements with B-42
splines of maximum continuity. We view the entries in the mass matrix as degrees of43
freedom which allows us to optimize the dispersion errors to be of order 2p + 2. The44
dispersion error is thus minimized and we refer to these corresponding mass entries as45
the dispersion-minimized mass entries. To find the dispersion-minimized mass entries,46
we propose a p-dimensional local linear system. The system is non-singular for arbitrary47
p and it’s computationally stable and efficient to invert as the dimension is low.48
We also minimize the dispersion error for isogeometric analysis by blending quadra-49
ture rules optimally. The optimal blending parameters are given for arbitrary order p,50
which is a generalization of the work [1]. The generalization is not only on p (from51
p = 1, · · · , 7 to arbitrary) but also on other quadrature rules, that is, not limited to52
the blendings of the Gauss-Legendre and Gauss-Lobatto rules as in [1]. These optimally53
blended rules also lead to a superconvergence of order 2p+ 2. In fact, we show that the54
dispersion-minimized mass entries are the same as those obtained by optimally blended55
2
rules. We establish our findings in one dimension and then extend them to multiple56
dimensions by using the tensor-product grids (see also [1, 23]).57
The rest of this paper is organized as follows. Section 2 presents the problem and its58
discretization as well as introduces some relevant quadrature rules. In Section 3, we de-59
velop several new facts for finite elements with B-spline basis functions, then we present60
the discrete dispersion errors for arbitrary order isogeometric elements. In Section 4, we61
introduce the idea of dispersion-minimized mass and establish a superconvergence re-62
sult of order 2p+ 2 for the eigenvalue errors. Section 5 generalizes the optimal blending63
quadrature rules of [1]. We state our main theoretical results in Sections 3 to 5. Following64
the work [1], Section 6 presents the generalization to multiple dimensions and the eigen-65
function error estimates, while Section 7 collects numerical examples that demonstrate66
the performance of the proposed blending schemes. Concluding remarks are presented67
in Section 8.68
2. Problem setting69
The classical second-order differential eigenvalue problem that arises in structural
mechanics is to find the vibration frequencies ω and vibration modes u such that
−∆u = λu in Ω,
u = 0 on ∂Ω,
(2.1)
where λ = ω2, ∆ = ∇2 is the Laplacian, Ω ⊂ Rd, d = 1, 2, 3, is a bounded open domain
with Lipschitz boundary. The eigenvalue problem (2.1) has a countable set of eigenvalues
λj ∈ R+ [20]
0 < λ1 < λ2 ≤ λ3 ≤ · · · (2.2)
and an associated set of orthonormal eigenfunctions uj , that is
(uj , uk) = δjk, (2.3)
where (·, ·) denotes the L2−inner product on Ω and δlm = 1 when l = m and zero70
otherwise and is known as the Kronecker delta.71
2.1. Isogeometric discretization72
To discretize (2.1) with isogeometric elements, we first assume that Ω is a cube
and a uniform tensor product mesh of size hx > 0, hy > 0, hz > 0 is placed on Ω.
We denote each element as K and its collection as Th such that Ω¯ = ∪K∈ThK. Let
h = maxK∈Th diameter(K). The variational formulation of (2.1) at the continuous level
is to find λ ∈ R+ and u ∈ H10 (Ω) such that
a(w, u) = λb(w, u), ∀ w ∈ H10 (Ω), (2.4)
where a(w, v) = (∇w,∇v) and b(w, v) = (w, v). Here, we denote by Hm(Ω) the Sobolev-
Hilbert spaces and Hm0 (Ω) the Sobolev-Hilbert spaces with functions vanishing at the
boundary for m > 0, where m specifies the order of weak derivatives. From (2.3), the
normalized eigenfunctions are also orthogonal in the energy inner product
a(uj , uk) = λjb(uj, uk) = λjδjk. (2.5)
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By specifying a finite dimensional approximation space Vh ⊂ H10 (Ω) where Vh =
span{φa} is the span of the B-spline basis functions φa, the isogeometric analysis of
(2.1) seeks λh ∈ R and uh ∈ Vh such that
a(wh, uh) = λhb(wh, uh), ∀ wh ∈ Vh. (2.6)
The definition of the B-spline basis functions in one dimension is as follows. Let
X = {x0, x1, · · · , xm} be a knot vector with knots xj , that is, a nondecreasing sequence
of real numbers which are called knots. The j-th B-spline basis function of degree p,
denoted as θjp(x), is defined as [26, 27]
θj0(x) =
{
1, if xj ≤ x < xj+1
0, otherwise
θjp(x) =
x− xj
xj+p − xj θ
j
p−1(x) +
xj+p+1 − x
xj+p+1 − xj+1 θ
j+1
p−1(x).
(2.7)
In this paper, we utilize the B-splines on uniform meshes with non-repeating knots,
that is, we use B-splines with maximum continuity on uniform meshes. We approximate
the eigenfunctions as a linear combination of the B-spline basis functions and substitute
all the B-spline basis functions for vh in (2.6) which leads to the matrix eigenvalue
problem
KU = λhMU, (2.8)
where Kab = a(φa, φb),Mab = b(φa, φb), and U is the corresponding representation of73
the eigenvector as the coefficients of the B-spline basis functions.74
2.2. Quadrature rules75
In practice, we evaluate the integrals involved in a(uhj , vh) and b(u
h
j , vh) numerically,
that is, approximated by quadrature rules. On a reference element Kˆ, a quadrature rule
is of the form ∫
Kˆ
fˆ(xˆ) dxˆ ≈
Nq∑
l=1
ˆ̟ lfˆ(nˆl), (2.9)
where ˆ̟ l are the weights, nˆl are the nodes, and Nq is the number of quadrature points.
For each element K, we assume that there is an invertible map σ such that K = σ(Kˆ),
which leads to the correspondence between the functions on K and Kˆ. Assuming JK
is the corresponding Jacobian of the mapping, (2.9) induces a quadrature rule over the
element K given by ∫
K
f(x) dx ≈
Nq∑
l=1
̟l,Kf(nl,K), (2.10)
where ̟l,K = det(JK) ˆ̟ l and nl,K = σ(nˆl). For simplicity, we denote by Gm the76
m−point Gauss-Legendre quadrature rule, by Lm the m−point Gauss-Lobatto quadra-77
ture rule, by Rm the m−point Gauss-Radau quadrature rule, and by Op the optimal78
blending scheme for the p-th order isogeometric analysis with maximum continuity. In79
one dimension, Gm, Lm, and Rm fully integrates polynomials of order 2m − 1, 2m − 3,80
and 2m− 2, respectively [28–30].81
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Applying quadrature rules to (2.6), we have the approximated form
ah(w
h, u˜h) = λ˜hbh(w
h, u˜h), ∀ wh ∈ Vh, (2.11)
where for w, v ∈ Vh
ah(w, v) =
∑
K∈Th
Nq∑
l=1
̟
(1)
l,K∇w(n(1)l,K) · ∇v(n(1)l,K) (2.12)
and
bh(w, v) =
∑
K∈Th
Nq∑
l=1
̟
(2)
l,Kw(n
(2)
l,K)v(n
(2)
l,K) (2.13)
where {̟(1)l,K , n(1)l,K} and {̟(2)l,K , n(2)l,K} specify two (possibly different) quadrature rules.
In one dimension for the p-th order isogeometric elements, Gp+1 integrates these two
bilinear forms exactly, that is, for w, v ∈ Vh
ah(w, v) = a(w, v), bh(w, v) = b(w, v), (2.14)
while both Gp and Lp+1 integrate a(w, v) exactly but under-integrate b(w, v). With
quadrature rules, we can rewrite the matrix eigenvalue problem (2.8) as
KU˜ = λ˜hMU˜ (2.15)
where Kab = ah(φa, φb),Mab = bh(φa, φb), and U˜ is the corresponding representation of82
the eigenvector as the coefficients of the basis functions.83
3. Dispersion error in 1D84
In the view of duality principle [14], which establishes a unified analysis between85
the spectral analysis for eigenvalue problems and the dispersion analysis for wave prop-86
agations, we establish the eigenvalue error estimates by studying the dispersion errors87
of isogeometric elements for (2.1) with a generic eigen-frequency. The dispersion and88
spectrum analysis are also unified in the form of a Taylor expansion for eigenvalue errors89
in [1].90
Now, we study the dispersion analysis of the isogeometric elements for (2.1). The
dispersion analysis studies the numerical approximation of the well-known Helmholtz
equation
−∆u− ω2u = 0 in Ω,
u = 0 on ∂Ω,
(3.1)
which we discretize in the same fashion as for the eigenvalue problems, that is
a(w, u)− ω2b(w, u) = 0, ∀ w ∈ H10 (Ω),
a(wh, uh)− ω2b(wh, uh) = 0, ∀ wh ∈ Vh,
ah(w
h, uh)− ω2bh(wh, uh) = 0, ∀ wh ∈ Vh.
(3.2)
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Suppose we utilize the p-th order B-spline basis functions in the bilinear forms
(2.12) and (2.13) on a uniform mesh of size h > 0 in 1D and seek an approximation of
the eigenfunction the form ∑
j
U jpθ
j
p(x), (3.3)
where U jp are the unknown coefficients which corresponds to the the p-th order polynomial91
approximation which are to be determined.92
The classical dispersion analysis of wave propagation problems relies on the Bloch
wave assumption [31], which states that (2.1) admits nontrivial Bloch wave solutions in
the form
U jp = e
ijµh, (3.4)
where i2 = −1 and µ is an approximated frequency. The Cp−1 B-spline basis function
θjp has a support over p+ 1 elements. Thus, we have
a(θjp, u
h) = a
(
θjp,
∑
|k−j|≤p
Ukp θ
k
p
)
= ApUp/h,
b(θjp, u
h) = b
(
θjp,
∑
|k−j|≤p
Ukp θ
k
p
)
= BpUph,
(3.5)
where
Up = [U
j−p
p U
j−p+1
p · · · U jp · · · U j+p−1p U j+pp ]T ,
Ap = [A
j−p
p A
j−p+1
p · · · Ajp · · · Aj+p−1p Aj+pp ],
Bp = [B
j−p
p B
j−p+1
p · · · Bjp · · · Bj+p−1p Bj+pp ],
(3.6)
with
Aj−kp = a(θ
j
p, θ
j−k
p )h, B
j−k
p = b(θ
j
p, θ
j−k
p )/h (3.7)
for k = p, p − 1, · · · ,−p. The symmetry of the B-spline basis functions (on uniform
meshes and away from the boundaries) further implies that
Aj−kp = A
j+k
p , B
j−k
p = B
j+k
p . (3.8)
Also, the local support of θjp implies
Aj−kp = B
j−k
p = 0, ∀ k > p or k < −p. (3.9)
Thus, using the symmetry of (3.8), the Bloch wave assumption (3.4) and Euler’s
formula, one can calculate
a(θjp, u
h) = ApUp/h =
(
Ajp + 2
p∑
k=1
Aj+kp cos(kµh)
)
eijµh/h,
b(θjp, u
h) = BpUph =
(
Bjp + 2
p∑
k=1
Bj+kp cos(kµh)
)
eijµhh.
(3.10)
Before we derive the dispersion error, we first establish a few lemmas for any order B-93
spline basis functions with maximum continuity, that is, Cp−1 for the p-th order B-spline94
basis functions on a uniform grid on the real line.95
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3.1. Preliminary results on B-splines96
Firstly, we list several known results on the stiffness and mass matrices. In this sub-97
section, we assume that both stiffness and mass matrix entries are integrated exactly and98
the B-splines of degree p are Cp−1 and defined on a uniform grid on the one dimensional99
real number line.100
Lemma 1. The B-splines are symmetric, that is,
θjp(x) = θ
j
p(j + p+ 1− x), (3.11)
and strictly monotone on [xj , xj+(p+1)/2] and [xj+(p+1)/2, xj+p+1]. Moreover, the scalar
products of the B-splines θjp(x) and θ
j+k
p (x) and of their derivatives satisfy
Aj+kp = 2B
j+k
p−1 −Bj+k+1p−1 −Bj+k−1p−1 ,
Bj+kp = θ
j
2p+1(j + k + p+ 1) = θ
j
2p+1(j − k + p+ 1),
(3.12)
respectively. Lastly,
p∑
k=−p
Aj+kp =
p∑
k=−p
Bj+kp − 1 = 0. (3.13)
Proof. Symmetry and monotonicity are obvious. The scalar product properties in (3.12)101
are direct results from [32] by replacing its B-spline basis functions appropriately. The102
summation properties (3.13) are true as the B-splines satisfy the partition of unity.103
Invoking the definition of B-splines (2.7), Lemma 1 implies the following recursive
formula for the mass entries
Bj+kp =
(p+ k + 1)2Bj+k+1p−1 − 2(k2 − p− p2)Bj+kp−1 + (p− k + 1)2Bj+k−1p−1
2p(2p+ 1)
. (3.14)
Lemma 2. For any positive integer p, there holds
( p∑
k=1
Aj+kp k
2
)
+ 1 = 0. (3.15)
Proof. Applying (3.8), (3.9), and the first equality of (3.12), we obtain
p∑
k=1
Aj+kp k
2 =
p∑
k=1
k2
(
2Bj+kp−1 −Bj+k+1p−1 −Bj+k−1p−1
)
= −Bjp−1 − 2Bj+1p−1 +
p−1∑
k=2
(
− (k − 1)2 + 2k2 − (k + 1)2
)
Bj+kp−1
+
(
− (p− 1)2 + 2p2
)
Bj+pp−1 − p2Bj+p+1p−1
= −Bjp−1 − 2
p−1∑
k=1
Bj+kp−1
= −
p−1∑
k=1−p
Bj+kp−1 .
(3.16)
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Applying (3.13) with p− 1, we arrive to
p∑
k=1
Aj+kp k
2 + 1 = −
p−1∑
k=1−p
Bj+kp−1 + 1 = 0, (3.17)
which completes the proof.104
Lemma 3. For any positive integer p, there holds
p+ 1− 12
p∑
k=1
Bj+kp k
2 = 0. (3.18)
Proof. We prove this by induction on p. Firstly, for p = 1, we have
p+ 1− 12
p∑
k=1
Bj+kp k
2 = 1 + 1− 12× 12 × 1
6
= 0.
Now, suppose it is true for p = q − 1. Then for p = q, invoking (3.8), (3.9), and (3.14)
gives
p+ 1− 12
p∑
k=1
Bj+kp k
2 = q + 1− 12
q∑
k=1
Bj+kq k
2
= q + 1− 12
2q(2q + 1)
(
q2 + (2 − 6q + 4q2)
q−1∑
k=1
k2Bj+kq−1
)
= q + 1− 12
2q(2q + 1)
(
q2 + (2 − 6q + 4q2) q
12
)
= 0,
which completes the proof.105
In order to proceed with the next Lemma, we define
F 0p,m = −2p(2p+ 1) + 2m(2m− 1)p2,
G0p,m,k = 2p(2p+ 1)
(
2k2m − (k + 1)2m − (k − 1)2m
)
+ 2m(2m− 1)
(
(k − 1)2m−2(p+ k)2 − 2k2m−2(k2 − p− p2)
+ (k + 1)2m−2(p− k)2
)
,
and for q = 1, 2, · · · , p− 2,
F qp,m = 2(p− q + 1)(p− q)F q−1p,m + (p− q)2Gq−1p,m,k,
Gqp,m,k = (p− q + k)2Gq−1p,m,k−1 − 2
(
k2 − (p− q + 1)(p− q))Gq−1p,m,k
+ (p− q − k)2Gq−1p,m,k+1.
(3.19)
Now, we postulate the following on these terms.106
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Postulate 1. For any positive integer p > 1 and m = 2, 3, · · · , p, there holds
2F qp+1,m −Gqp+1,m,0 = 0, q = 1, 2, · · · , p− 2,
4F p−2p,m +G
p−2
p,m,1 = 0.
(3.20)
Proof. These two identities are in terms of integers. These statements are verified for107
various numbers using Mathematica [33]. In our case, we verified these statements up108
to the largest numbers p = m = 17. The first identity can be generalized for any q.109
Lemma 4. For any positive integer p > 1 and m = 2, 3, · · · , p, there holds
p∑
k=1
( k2m
(2m)!
Aj+kp +
k2m−2
(2m− 2)!B
j+k
p
)
= 0. (3.21)
Proof. We prove this by induction on p and m. Denote the left-hand-side term in (3.21)
as Tp,m such that
Tp,m = T
A
p,m + T
B
p,m−1,
where
TAp,q =
p∑
k=1
k2q
(2q)!
Aj+kp , T
B
p,q =
p∑
k=1
k2q
(2q)!
Bj+kp .
Then using (3.9), (3.12), and (3.14) gives
TAp,m =
1
(2m)!
(
−Bjp−1 +
p−1∑
k=1
(− (k − 1)2m + 2k2m − (k + 1)2m)Bj+kp−1),
TBp,m =
1
(2m)!(2p)(2p+ 1)
(
p2Bjp−1
+
p−1∑
k=1
(
(k − 1)2m(p+ k)2 − 2k2m(k2 − p− p2) + (k + 1)2m(p− k)2)Bj+kp−1).
Therefore, using the notation of (3.19) implies
Tp,m = T
A
p,m + T
B
p,m−1 =
1
(2m)!(2p)(2p+ 1)
(
F 0p,mB
j
p−1 +
p−1∑
k=1
G0p,m,kB
j+k
p−1
)
.
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Using Postulate 1 and applying (3.8), (3.9), (3.12), and (3.14) recursively, we obtain
Tp,m =
1
(2m)!(2p)(2p+ 1)
(
F 0p,mB
j
p−1 +
p−1∑
k=1
G0p,m,kB
j+k
p−1
)
=
1
(2m)!(2p)(2p+ 1)(2p− 2)(2p− 1)
(
F 1p,mB
j
p−1 +
p−2∑
k=1
G1p,m,kB
j+k
p−1
)
= · · ·
=
3!
(2m)!(2p)!
(
F p−2p,m B
j
1 +G
p−2
p,m,1B
j+1
1
)
=
3!
(2m)!(2p)!
(
F p−2p,m ·
2
3
+Gp−2p,m,1 ·
1
6
)
=
1
(2m)!(2p)!
(
4F p−2p,m +G
p−2
p,m,1
)
= 0,
which completes the proof.110
Remark 1. For the particular case m = 2, invoking (3.13) and Lemma 3 yields
Tp,2 =
2(−1 + 4p)
4!(2p)(2p+ 1)
(
pBjp−1 − 2
p−1∑
k=1
(
6k2 − p)Bj+kp−1)
=
2(−1 + 4p)
4!(2p)(2p+ 1)
(
p− 12
p−1∑
k=1
k2Bkp−1
)
= 0.
Lemma 5. Let C2 = 1 and for m = 2, 3, · · · , define
C2m =
p∑
k=1
(−1)mk2m
(2m)!
Aj+kp −
m−1∑
q=1
p∑
k=1
C2m−2q
(−1)qk2q
(2q)!
Bj+kp . (3.22)
For any positive integer p ≥ 2 and m = 2, 3, · · · , p, there holds
C2m = 0. (3.23)
Proof. We prove this by induction on m for m = 2, 3, · · · , p. Firstly, for m = 2, using
C2 = 1 and Lemma 4, (3.22) reduces to
C4 =
p∑
k=1
(k4
4!
Aj+kp +
k2
2!
Bj+kp
)
= 0. (3.24)
Now, assume that C2m = 0, for m = 2, 3, · · · , s, where s < p. Then using C2 = 1, (3.22)
with m = s+ 1 reduces to
C2s+2 =
p∑
k=1
(−1)s+1k2s+2
(2s+ 2)!
Aj+kp −
p∑
k=1
(−1)sk2s
(2s)!
Bj+kp . (3.25)
By Lemma 4, C2s+2 = 0 for s = 2, 3, · · · , p− 1. This completes the proof.111
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Lemma 6. Denote Λ = µh. For any positive integer p, there holds
ApUp
BpUp
= Λ2 + 2(−1)p+1
( p∑
k=1
k2p+2
(2p+ 2)!
Aj+kp +
k2p
(2p)!
Bj+kp
)
Λ2p+2 +O(Λ2p+4). (3.26)
Proof. Assume that
ApUp
BpUp
= c0 + c1Λ + c2Λ
2 + · · · , (3.27)
Applying (3.10) gives
ApUp
BpUp
=
Ajp + 2
∑p
k=1A
j+k
p cos(kΛ)
Bjp + 2
∑p
k=1 B
j+k
p cos(kΛ)
= c0 + c1Λ + c2Λ
2 + · · · , (3.28)
which we express as
Ajp + 2
p∑
k=1
Aj+kp cos(kΛ) =
(
Bjp + 2
p∑
k=1
Bj+kp cos(kΛ)
)
(c0 + c1Λ + c2Λ
2 + · · · ). (3.29)
Expanding cos(kΛ) around Λ = 0, we obtain
cos(kΛ) =
∞∑
m=0
(−1)m
(2m)!
(kΛ)2m = 1− (kΛ)
2
2!
+ · · · , (3.30)
and thus,
Ajp + 2
p∑
k=1
Aj+kp
( ∞∑
m=0
(−1)m
(2m)!
(kΛ)2m
)
=
(
Bjp + 2
p∑
k=1
Bj+kp
∞∑
m=0
(−1)m
(2m)!
(kΛ)2m
)
· (c0 + c1Λ + c2Λ2 + · · · ).
(3.31)
Setting up equalities on the coefficients of the terms with the same powers of kΛ
and using the expression of symmetry (3.8), one obtains
c2q+1 = 0, ∀ q = 0, 1, 2, · · · ,
p∑
k=−p
Aj+kp = c0
p∑
k=−p
Bj+kp ,
2
p∑
k=1
−k
2
2!
Aj+kp = 2c0
p∑
k=1
−k
2
2!
Bj+kp + c2
p∑
k=−p
Bj+kp ,
2
p∑
k=1
(−1)mk2m
(2m)!
Aj+kp = c2m
p∑
k=−p
Bj+kp + 2
m∑
q=1
p∑
k=1
c2m−2q
(−1)qk2q
(2q)!
Bj+kp ,
(3.32)
where m = 2, 3, · · · . Using (3.13) and Lemma 2 yields c0 = 0 and c2 = 1, respectively.
By a factor of 2, Lemma 5 immediately implies that c2m = 0 for m = 2, 3, · · · , p. Setting
m = p+ 1 in the last equation in (3.32), one obtains
c2p+2 = 2
p∑
k=1
(−1)p+1k2p+2
(2p+ 2)!
Aj+kp − 2
p∑
k=1
(−1)pk2p
(2p)!
Bj+kp , (3.33)
which is substituted back to (3.27) to complete the proof.112
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3.2. Dispersion error equation113
In this subsection, we assume that both the stiffness and the mass matrix entries114
are integrated exactly and the B-splines of degree p are Cp−1 and defined on a uniform115
grid with 0 < h < 1. Now we present the main theorem.116
Theorem 1. For each discrete mode ωh, there holds the discrete dispersion error
ω2h − µ2 = 2(−1)p+1
( p∑
k=1
k2p+2
(2p+ 2)!
Aj+kp +
k2p
(2p)!
Bj+kp
)
µ2p+2h2p +O(h2p+2). (3.34)
Proof. In view of the dispersion analysis, using (3.2) with vh = θ
j
p yields
ω2h =
a(θjp, u
h)
b(θjp, uh)
=
ApUp/h
BpUph
=
ApUp
BpUph2
, (3.35)
which is known as the Rayleigh quotient. Applying Lemma 6 and substituting Λ = µh117
completes the proof.118
In the view of the duality principle, we have the following.119
Corollary 1. For each eigenvalue, there holds
λh − λ = 2(−1)p+1
( p∑
k=1
k2p+2
(2p+ 2)!
Aj+kp +
k2p
(2p)!
Bj+kp
)
µ2p+2h2p +O(h2p+2). (3.36)
Remark 2. This result validates that |λh−λ| < Ch2p. We can state this more explicitly120
with respect to µ, thus the relative eigenvalue error |λh − λ|/λ < C(µh)2p. Thus, the121
2p order is also with respect to µ, even though µ can be a large number. When µ is122
large, one requires h to be sufficiently small for the bound on the error to be relevant. In123
other words, for the approximation to be relevant, we require that the product µh remains124
strictly bounded.125
4. Dispersion-minimized mass126
Section 3 establishes the optimal convergence order 2p for the dispersion error in127
1D. The key identity for the analysis is the identity (3.21), which limits the convergence128
order. To achieve a higher order of convergence we require that the identity (3.21) is to be129
satisfied for an increasing number of degrees of freedomm beyond than m = 2, · · · , p. To130
establish the identity (3.21) for more values ofm, we consider appropriate approximations131
of Aj+kp and B
j+k
p .132
From the view of Strang’s lemma [34], for finite or isogeometric elements of (2.1)133
(with constant diffusion coefficient) in 1D on a uniform mesh, the stiffness matrix entries134
need to be exactly integrated by the quadrature rules which at least integrate exactly135
polynomials up to order 2p− 2. Since we consider (2.1) where the diffusion coefficient is136
a constant, the stiffness entries correspond to the integration of products of polynomials137
of order up to 2p− 2. Thus, the values of Aj+kp should remain the same. Therefore, we138
only consider approximations of the mass entries. This motivates us to introduce the139
following dispersion-minimized mass.140
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4.1. Local row-wise problem141
We first introduce the following linear system
n∑
k=1
k2m
(2m)!
αk = βm, m = 1, 2, · · · , n, (4.1)
where α = (α1, α2, · · · , αn) is a vector containing the unknowns and β = (β1, β2, · · · , βn)
is a given vector. We write this system in a matrix-vector form
ℵα = β, (4.2)
where
ℵ =


12
2!
22
2! · · · n
2
2!
14
4!
24
4! · · · n
4
4!
...
...
. . .
...
12n
(2n)!
22n
(2n)! · · · n
2n
(2n)!


, (4.3)
which is always invertible for any positive integer n. For simplicity, we also denote the
following matrix
ℵ˜ =


14
4!
24
4! · · · n
4
4!
16
6!
26
6! · · · n
6
6!
...
...
. . .
...
12n+2
(2n+2)!
22n+2
(2n+2)! · · · n
2n+2
(2n+2)!


, (4.4)
which is always invertible for any positive integer n. For the p-th order isogeometric
elements with stiffness entries Aˆp = [A
j+1
p A
j+2
p · · · Aj+pp ], that is a half of Ap
defined in (3.6), the local problem is to find
Bˆp,O = [B
j+1
p,O B
j+2
p,O · · · Bj+pp,O ] (4.5)
satisfying (4.2) in the form of
ℵBˆp,O = −ℵ˜Aˆp. (4.6)
Due to the non-singularity of the matrix ℵ, Bp,O is uniquely solvable. Once Bˆp,O
is obtained, we extend its definition to all relevant entries using the symmetry of the
entries to the mass, that is,
Bj−kp,O = B
j+k
p,O , k = 1, 2, · · · , p. (4.7)
Due to the partition of unity of the B-spline basis functions, invoking mass conservation,
we also define the middle entry
Bjp,O = 1− 2
p∑
k=1
Bj+kp,O . (4.8)
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For p = 1, 2, 3, 4, these entries are listed in the right-most column of Table 1. We
call the mass entries
Bp,O = [B
j−p
p,O B
j−p+1
p,O · · · Bj+pp,O ] (4.9)
the dispersion-minimized mass entries as they render the minimal dispersion error, a142
result we derive in the following subsection.143
Remark 3. The dispersion-minimized mass entries corresponding to the boundary el-144
ements are obtained in a similar fashion. For simplicity, we limit our discussion here145
to periodic boundary conditions. For non-uniform meshes and non-constant diffusion146
coefficient cases, the dispersion-minimized mass entries can be also obtained in a similar147
fashion. We leave this for future study as the analysis is more involved. The extension148
to multiple dimensions is presented in the Section 6.149
4.2. Minimized dispersion error150
In this section, we derive the minimized dispersion error for the mass entries Bp,O151
defined in (4.9). Firstly, we establish the following identity.152
Lemma 7. For any positive integer p with Bp,O defined in (4.6), there holds
p∑
k=1
( k2m
(2m)!
Aj+kp +
k2m−2
(2m− 2)!B
j+k
p,O
)
= 0, m = 2, 3, · · · , p+ 1. (4.10)
Proof. Substituting (4.3) and (4.4) into the matrix system (4.6), we write it as a sum-
mation
p∑
k=1
k2m
(2m)!
Bj+kp,O = −
p∑
k=1
k2m+2
(2m+ 2)!
Aj+kp , m = 1, 2, · · · , p.
Rewriting this equation completes the proof.153
The identity in Lemma 7 is true for m = 2, · · · , p+1, which is satisfied for one more154
equation than that in (3.21). This extra identity for m = p+1 gives us superconvergence,155
which is an order of 2p+ 2. We establish the minimized dispersion error as follows.156
Theorem 2. For each discrete mode ωh, the discrete dispersion error is
ω2h − µ2 = 2(−1)p
( p∑
k=1
k2p+4
(2p+ 4)!
Aj+kp +
k2p+2
(2p+ 2)!
Bj+kp,O
)
µ2p+4h2p+2 +O(h2p+4). (4.11)
Proof. Using the previous lemma and following the same type of arguments in Section 3157
completes the proof.158
Remark 4. Theorem 2 further implies the superconvergence order of the eigenvalue
error, that is
|λ˜hp,O − λ| ≤ Ch2p+2, (4.12)
where λ˜hp,O is the approximated eigenvalue when the dispersion-minimized mass is utilized.159
The dispersion error is minimized as it cannot be further reduced as there are no more160
degrees of freedom left on mass entries. In the next Section, we show this minimized161
dispersion error by optimal blending quadratures. Furthermore, we show that both the162
convergence orders and the leading order coefficients are the same.163
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4.3. Quadrature rules for dispersion-minimized mass164
The local problem (4.6) is a linear system of dimension p for p-th order isogemetric165
elements. Due to the low dimension of the system, it is efficient to assemble these entries166
for the mass matrix. Despite the efficiency, we present in this subsection the quadrature167
rules for evaluating the dispersion-minimized mass entries.168
We develop a unified quadrature rule for evaluating both the stiffness and mass169
entries. Invoking the symmetry of the entries, we have in total 2p+ 2 restrictions, that170
is Aj+kp and B
j+k
p,O for k = 0, 1, · · · , p. They are, however, nonlinearly dependent. To171
construct the dispersion-minimized mass entries as well as the stiffness entries using172
numerical integration, we seek a unified quadrature rule which has the minimal number173
of points.174
Let Np be the minimum number of quadrature points required for p-th order B-
spline elements. The problem of finding the quadrature rule on the reference interval
[0, 1] is to seek ˆ̟ p,l and nˆp,l with l = 1, 2, · · · , Np such that for a fixed B-spline basis
function θˆjp, there holds
ah(θˆ
j
p, θˆ
j+k
p ) =
Np∑
l=1
ˆ̟ p,l∇
(
θˆjp(nˆp,l)) · ∇
(
θˆj+kp (nˆp,l)) = A
j+k
p , k = 0, 1, · · ·p,
bh(θˆ
j
p, θˆ
j+k
p ) =
Np∑
l=1
ˆ̟ p,lθˆ
j
p(nˆp,l)θˆ
j+k
p (nˆp,l) = B
j+k
p,O , k = 0, 1, · · ·p,
(4.13)
where Bj+kp,O is the solution of (4.6).175
Remark 5. We solve (4.13) by symbolical calculation using Mathematica. From the176
definition (3.7), both Aj+kp and B
j+k
p,O are values already on the reference interval. These177
entries are listed in the first and the last columns in the Table 1. There are 2p + 2178
restrictions, and each quadrature point has two degrees of freedom (the point location and179
its weight). Therefore, Np ≤ p+1. For any p, we find the minimum number Np by trial180
and error, running from 1 point to at most p + 1 points. In the case where the 2p + 2181
restrictions can be reduced to an odd number of restrictions, we add a condition nˆp,1 = 0.182
Thus, the resulting quadrature rule is of the Gauss-Radau type (see also [28, 30, 35]).183
We present the quadrature rules for p = 1, 2, 3 as follows.
p = 1 : nˆ1,1 =
1
2
±
√
6
6
, ˆ̟ 1,1 = 1,
p = 2 : nˆ2,1 = 0, nˆ2,2 =
1
2
±
√
15
30
, ˆ̟ 2,1 =
2
7
, ˆ̟ 2,2 =
5
7
,
p = 3 : nˆ3,1 = 0, nˆ3,2 =
1
2
±
√
14
14
, ˆ̟ 3,1 = − 17
375
, ˆ̟ 3,2 =
392
375
.
(4.14)
Remark 6. The plus-minus ± specifies two different rules for p = 1, 2, 3. For p = 2,184
these rules do not fully integrate C0 polynomials of order up to 3. For p = 3, there is a185
negative weight. The rules for the boundary elements are different. Developing quadrature186
rules for higher order and boundary elements will be the subject of further investigation.187
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5. Optimal blending in 1D188
Section 3 establishes the eigenvalue error estimates when both the stiffness and the189
mass matrix entries are integrated exactly in 1D, which can be done using, for example190
Gp+1. Section 4 optimized the dispersion error by appropriately defining the mass entries.191
In this section, we develop the dispersion-minimized mass entries by optimally blending192
different quadrature rules, which generalizes the results of [1] from p = 1, 2, · · · , 7 to193
arbitrary order p.194
5.1. Dispersion error when using other quadrature rules195
Section 2 discusses that the rules Gp, Rp, and Lp+1 integrate a(θ
j
p, θ
l
p) exactly and196
underintegrate b(θjp, θ
l
p) in 1D. Now, we denote by Qp any quadrature rule which inte-197
grates any polynomial of order 2p− 2 and by Op the optimal quadrature with minimal198
dispersion. In one dimension, since a(θjp, θ
l
p) is the integration of polynomials of or-199
der 2p − 2 while b(θjp, θlp) is the integration of polynomials of order 2p, Qp integrates200
a(θjp, θ
l
p) exactly and underintegrates b(θ
j
p, θ
l
p). Both Gp and Lp+1 are typical examples201
of such quadrature rules of type Qp. There are infinitely many such quadrature rules202
if one disregards the number of quadrature points. For blending, we assume here that203
Qp 6= Op.204
Now, we denote
A˜j−kp,Q = ah(θ
j−k
p , θ
j
p)h, B˜
j−k
p,Q = bh(θ
j−k
p , θ
j
p)/h, (5.1)
where Q specifies a quadrature rule applied, which can be set to Gp, Rp, Lp+1, or gener-
ically to Qp. In one dimension, one immediately has
A˜j−kp,Qp = A
j−k
p (5.2)
and thus, we use them interchangeably in the discussion. For p = 1, 2, 3, 4, the values of205
B˜j−kp,Q where Q = Gp, Rp, Lp+1 are listed in Table 1.206
To derive the dispersion error when we apply Qp, we first present the following207
Postulate and Theorem.208
Postulate 2. For any positive integer p > 1 and m = 2, 3, · · · , p, there holds
p∑
k=1
( k2m
(2m)!
A˜j+kp,Qp +
k2m−2
(2m− 2)! B˜
j+k
p,Qp
)
= 0. (5.3)
Remark 7. This Postulate generalizes Lemma 4. The result is verified for p = 1, 2, 3, 4209
using the values listed in Table 1. For an arbitrary quadrature rule Qp and any order p,210
the proof is an open question and will be the subject of future work.211
Theorem 3. For each eigenvalue, there holds
λ˜hp,Qp − λ = 2(−1)p+1
( p∑
k=1
k2p+2
(2p+ 2)!
A˜j+kp,Qp +
k2p
(2p)!
B˜j+kp,Qp
)
µ2p+2h2p +O(h2p+2), (5.4)
where λ˜hp,Qp denotes the approximated eigenvalue while Qp is applied.212
Proof. Applying Postulate 2 and following the same type of arguments in Section 3 with213
Bp replaced by B˜p,Qp , we complete the proof.214
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p k Aj+kp B
j+k
p B˜
j+k
p,Gp
B˜j+kp,Lp+1 B˜
j+k
p,Rp
B˜j+kp,Op
0 2 23
1
2 1 1
5
6
1 1 −1 16 14 0 0 112
0 1 1120
13
24
9
16
5
9
67
120
2 1 − 13 1360 29 524 23108 1990
2 − 16 1120 1144 196 1108 7720
0 23
151
315
23
48
259
540
863
1800
3629
7560
1 − 18 3971680 227960 1772 189800 237710080
3 2 − 15 142 19800 431800 1436000 1215040
3 − 1120 15040 14800 15400 736000 16048
0 3572
15619
36288
52063
120960
41651
96768
91111
211680
156211
362880
1 − 11360 44117181440 73529302400 29411120960 5146972116800 220543907200
4 2 − 1790 91322680 173943200 9739241920 426071058400 36541907200
3 − 592520 251181440 29292116800 1171846720 2049714817600 1249907200
4 − 15040 1362880 238467200 196773760 4114817600 133628800
Table 1: Stiffness and mass entries Aj+kp and B
j+k
p as well as the approximated mass entries B˜
j+k
p,Q
for
Q = Gp, Lp+1, Rp, Op. The entries in the last column of B˜
j+k
p,Op
are also the dispersion-minimized mass
entries.
5.2. Optimal blending215
Assume that Qp 6= Gp+1. Qp does not integrate the mass entries exactly in 1D.
The differences in the leading coefficients of (3.36) and (5.4) allow us to blend different
quadratures to remove the leading order terms from the error estimates. From the
insights on the lower order cases as done in [1], we can consider the following blending
quadrature rule
Qτ = τGp+1 + (1− τ)Qp, (5.5)
where τ is the blending parameter. Now we have the following results for optimal blending216
coefficient.217
Lemma 8. Let
τ =
∑p
k=1
k2p+2
(2p+2)!A
j+k
p,Qp
+ k
2p
(2p)! B˜
j+k
p,Qp∑p
k=1
k2p
(2p)! (B˜
j+k
p,Qp
−Bj+kp )
. (5.6)
Then for any positive integer p, there holds
p∑
k=1
k2m
(2m)!
A˜j+kp,Qτ +
k2m−2
(2m− 2)!B˜
j+k
p,Qτ
= 0 (5.7)
for m = 2, 3, · · · p+ 1.218
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Proof. Applying the blending rule (5.5) yields
A˜j+kp,Qτ = τA
j+k
p + (1− τ)A˜j+kp,Qp ,
B˜j+kp,Qτ = τB
j+k
p + (1− τ)B˜j+kp,Qp .
(5.8)
Thus
Ξ =
p∑
k=1
( k2m
(2m)!
A˜j+kp,Qτ +
k2m−2
(2m− 2)! B˜
j+k
p,Qτ
)
=
p∑
k=1
k2m
(2m)!
(
τAj+kp + (1− τ)A˜j+kp,Qp
)
+
p∑
k=1
k2m−2
(2m− 2)!
(
τBj+kp + (1− τ)B˜j+kp,Qp
)
= τ
p∑
k=1
( k2m
(2m)!
Aj+kp +
k2m−2
(2m− 2)!B
j+k
p
)
+ (1− τ)
p∑
k=1
( k2m
(2m)!
A˜j+kp,Qp +
k2m−2
(2m− 2)! B˜
j+k
p,Qp
)
.
(5.9)
For m = 2, 3, · · ·p, applying Lemmas 2 and 4 gives
Ξ = τ · 0 + (1− τ) · 0 = 0. (5.10)
For m = p+ 1, invoking τ with (5.6), we obtain
Ξ =
p∑
k=1
k2p+2
(2p+ 2)!
Aj+kp,Qp +
k2p
(2p)!
(
B˜j+kp,Qp + τ(B
j+k
p − B˜j+kp,Qp)
)
=
p∑
k=1
k2p+2
(2p+ 2)!
Aj+kp,Qp +
k2p
(2p)!
B˜j+kp,Qp + τ
p∑
k=1
k2p
(2p)!
(Bj+kp − B˜j+kp,Qp)
= 0.
(5.11)
This completes the proof.219
Theorem 4. Let τ be defined as (5.6). Then for each eigenvalue, there holds
λ˜hp,Op − λ = 2(−1)p
( p∑
k=1
k2p+4
(2p+ 4)!
Aj+kp +
k2p+2
(2p+ 2)!
(τBj+kp + (1 − τ)B˜j+kp,Qp)
)
µ2p+4h2p+2
+O(h2p+4).
(5.12)
Proof. Invoking Lemma 8, applying (5.2), and following the arguments we describe in220
Section 3 with Bp substituted by B˜p,Qτ completes the proof.221
One can optimally blend other quadrature rules similarly. We denote the following
blendings for Q = Gp+1, Gp, Lp+1, Rp
τggGp+1 + (1− τgg)Gp, τglGp+1 + (1− τgl)Lp+1,
τgrGp+1 + (1− τgr)Rp, τplGp + (1− τpl)Lp+1,
τprGp + (1 − τpr)Rp, τlrLp+1 + (1− τlr)Rp,
(5.13)
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p τgg τgl τgr τpl τpr τlr
1 2 12
1
2
1
3
1
3 - -
2 2 13 − 12 15 − 15 25
3 133 − 32 − 223 − 67 − 4421 227
4 22 − 795 − 1452 − 799 − 1459 58027
Table 2: Optimal blending parameters for various quadratures.
Table 2 shows these blending parameters. We cannot blend Lp+1 and Rp for p = 1222
as both of them lead to the same mass entries. For higher order p and other quadrature223
rules, the blending parameters are derived using (5.6) in a similar fashion.224
Remark 8. The parameter τ defined in (5.6) delivers superconvergence on the eigenvalue225
errors. This is the optimal blending parameter as it provides the best possible blending226
for reducing the dispersion errors. This blending is not limited to combining Gp+1 and227
Qp. One can find the optimal blending rule for two different Qps and all these different228
optimal blending rules lead to the same error expansion. Moreover, we point out that the229
mass entries B˜j+kp,Qτ where τ is defined in (5.6), that is, the mass entries of the optimal230
blending rule, are the same as those of the dispersion-minimized mass of Section 4.231
Theorem 4 establishes an error estimation for the eigenvalues when we apply the
blended quadrature rules
|λ˜hp,Op − λ| ≤ Ch2p+2, (5.14)
which is the same as (4.12) in Section 4.232
It is not possible to combine more quadrature rules to deliver higher order conver-233
gence. From the discussions in Section 4, 2p+2 is the best one can obtain as there are no234
more degrees of freedom left for the mass entries. Alternatively, the following arguments235
confirm this statement.236
We consider blending of three different quadrature rules Q1p, Q
2
p, and Q
3
p such that
their corresponding leading terms of the error expansions are different. Theorem 3 allows
us to present their error expansions with one more term
λ˜hp,Qmp − λ = T
m
2pµ
2p+2h2p + Tm2p+2µ
2p+4h2p+2 +O(h2p+4), (5.15)
where
Tm2p = 2(−1)p+1
p∑
k=1
k2p+2
(2p+ 2)!
A˜j+kp,Qmp +
k2p
(2p)!
B˜j+kp,Qmp ,
Tm2p+2 = 2(−1)p
p∑
k=1
k2p+4
(2p+ 4)!
A˜j+kp,Qmp +
( k2p+2
(2p+ 2)!
+
k2
2!
Tm2p
)
B˜j+kp,Qmp .
(5.16)
for m = 1, 2, 3. The blending of these three quadrature rules is expressed as
Q3τ = τ1Q
1
p + τ2Q
2
p + (1− τ1 − τ2)Q3p. (5.17)
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All Q1p, Q
2
p, Q
3
p, and Q
3
τ fully integrate the stiffness entries. Following the previous argu-
ments, one obtains the error expansion below
λ˜hp,Q3τ − λ = T
O
2pµ
2p+2h2p + TO2p+2µ
2p+4h2p+2 +O(h2p+4), (5.18)
where
TO2p = τ1T
1
2p + τ2T
2
2p + (1− τ1 − τ2)T 32p
= 2(−1)p+1
p∑
k=1
k2p+2
(2p+ 2)!
Aj+kp +
k2p
(2p)!
(
τ1B˜
j+k
p,Q1p
+ τ2B˜
j+k
p,Q2p
+ (1− τ1 − τ2)B˜j+kp,Q3p
)
,
TO2p+2 = 2(−1)p
p∑
k=1
( k2p+4
(2p+ 4)!
Aj+kp
+
( k2p+2
(2p+ 2)!
+
k2
2!
TO2p
)(
τ1B˜
j+k
p,Q1p
+ τ2B˜
j+k
p,Q2p
+ (1− τ1 − τ2)B˜j+kp,Q3p
))
.
(5.19)
However, the system
TO2p = 0
TO2p+2 = 0
(5.20)
has no solution. Using TO2p = 0 for T
O
2p+2, the system (5.20) reduces to
α1,1τ1 + α1,2τ2 + α1,3(1 − τ1 − τ2) + β1 = 0,
α2,1τ1 + α2,2τ2 + α2,3(1 − τ1 − τ2) + β2 = 0,
(5.21)
where
αq,m =
p∑
k=1
k2p+2q−2
(2p+ 2q − 2)!B˜
j+k
p,Qmp
, q = 1, 2,m = 1, 2, 3,
βq =
p∑
k=1
k2p+2q
(2p+ 2q)!
Aj+kp , q = 1, 2.
(5.22)
Given that
α1,1 − α1,3
α2,1 − α2,3 =
α1,2 − α1,3
α2,2 − α2,3 ,
α1,3 + β1 6= (α2,3 + β2)α1,1 − α1,3
α2,1 − α2,3 ,
(5.23)
the system (5.20) has no solution. Verifying (5.23) for arbitrary p and Qmp is necessary
and will be the subject of future efforts. The condition (5.23) can be verified easily for
special cases. For instance, setting Q1p = Gp+1, Q
2
p = Lp+1, and Q
3
p = Gp, we have the
following simplified systems
2τ1 + 5τ2 = 4,
14τ1 + 35τ2 = 50,
(5.24)
and
3a+ 7b = 13,
3a+ 7b = 63,
(5.25)
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for p = 2 and p = 3, respectively. These systems do not have solutions. Therefore,237
one cannot increase the convergence orders by blending more than two quadrature rules.238
Alternatively, one can explain this limitation from the maximum number of unknowns for239
the mass entries as discussed in Section 4. For a fixed set of Aj+kp , there are p unknowns240
in the mass entries, that is B˜j+kp with k = 1, 2, · · · , p. In the optimal blending case, the241
identity (5.7) is satisfied for p equations, that is m = 2, 3, · · · , p + 1, thus there are no242
degrees of freedom left on B˜p for the (5.7) to be satisfied for m = p+ 2, which prevents243
us from obtaining a convergence of order 2p+ 4.244
6. Extension to multidimension and eigenfunction error estimates245
The analysis of generalization to multidimension is studied in the literature for
tensor-product basis functions when using finite elements in [23] and when using iso-
geometric elements [1]. From these references, the multidimensional problem admits a
nontrivial solution provided that
ω2 =
d∑
k=1
ω2k, (6.1)
or alternatively in the eigenvalue form is
λh =
d∑
k=1
λhk , (6.2)
where d is the dimension and λhk = ω
2
k being the approximated wave frequencies squared.
This implies that the optimal blending for the one-dimensional case extends to the arbi-
trary dimension and is independent of the number of spatial dimensions. We deduce the
corresponding optimized dispersion error expression for multidimensional problems from
(5.14) and (6.2), which is
|λ˜hOp − λ| = Ch2p+2. (6.3)
We now establish the error estimate for the eigenfunctions in the same fashion as in246
[1]. The following theorem establishes the eigenfunction errors. The work [1] established247
the theorem with a complete proof for isogeometric polynomial order up to p = 7. We248
refer to [1] for a proof of the following theorem which is a simple extension.249
Theorem 5. For a fixed discrete eigenmode, assume that the eigenfunction u and u˜h
are normalized, that is, b(u, u) = 1 and b˜h(u˜
h, u˜h) = 1, and the signs of eigenfunctions
of u and u˜h are chosen such that b(u, u˜h) > 0. Then for sufficiently small h, we have the
estimate
‖u− u˜hQ‖E ≤ Chp, (6.4)
where ‖ · ‖E is the energy norm and Q specifies a quadrature rule Gp+1, Op, or Qp.250
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7. Numerical examples251
In this section, we present the numerical simulations of the problem (2.1) in one252
and two dimensions using the dispersion-minimized mass for C1 quadratic and C2 cubic253
isogeometric elements on uniform meshes. Both our symbolic and numerical calculations254
show that the dispersion-minimized mass, the quadrature rules (4.14), and the optimally-255
blended quadrature rules (see Table 2) yield the same stiffness and mass entries on256
uniform meshes in both one and multiple dimensions. We utilize the quadrature rules257
(4.14) for the following numerical experiments.258
For numerical simulations using higher order isogeometric elements, we refer to259
[1], where optimally blended Gp+1, Gp, and Lp+1 quadrature rules are studied for p =260
1, 2, · · · 7. In this paper, the concept of the optimal blending is extended to Radau and261
other general rules. In one dimension, Rp integrates exactly polynomials up to order262
2p − 2, which is less than 2p − 1 as for Gp and Lp+1. For comparison, we also present263
the numerical results while using Rp.264
We assume that once the eigenvalue problem is solved, the numerical approximations265
to the eigenvalues are sorted in ascending order and paired with the true eigenvalues.266
We focus on the numerical approximation properties of the eigenvalues. In the following,267
however, we report the relative eigenvalue (EV) errors as well as the eigenfunction (EF)268
errors in energy norm.269
7.1. Numerical study in 1D270
We consider Ω = [0, 1]. The one dimensional differential eigenvalue problem (2.1)
has true eigenvalues and eigenfunctions
λj = j
2π2, and uj =
√
2 sin(jπx), j = 1, 2, · · · , (7.1)
respectively. Figures 1 and 2 show the relative eigenvalue errors, defined as
λhj−λj
λj
, of271
C1 quadratic and C2 cubic isogeometric approximations, respectively. The isogeomet-272
ric mass entries are fully integrated by the Gauss rule Gp+1 and compared with the273
dispersion-minimized mass. The meshes are uniform and the mesh size for C1 quadratic274
isogeometric elements is 1/64 while 1/32 for the cubic case. For both p = 2 and p = 3,275
the dispersion-minimized mass leads to smaller eigenvalue errors and their convergence276
rates are of order 2p+2, which is two extra order of convergence than those of the fully in-277
tegrated cases. These convergence rates shown in Figures 1 and 2 are with respect to the278
wave numbers as we fixed the mesh size h. These rates confirm the discussion of Remark279
2 in terms of the wave numbers. For eigenfunctions, Figures 3 and 4 show the energy280
norm eigenfunction errors of C1 quadratic and C2 cubic isogeometric approximations,281
respectively. The errors are of optimal convergence order p.282
Fixing the wave numbers, Table 3 shows their relative eigenvalue errors of the first,283
second, and fourth eigenmodes with respect to the mesh sizes. The convergence rates are284
denoted as ρp for the p-th order approximation. For comparison purpose, Table 3 also285
shows the errors while using the Radau rules. The errors for the Radau rules (Rp) are286
smaller than the errors of the fully integrated system (Gp+1). The dispersion-minimized287
mass has two extra order of superconvergence. All these numerical results confirm our288
theoretical predictions detailed in the previous sections.289
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Figure 1: Relative eigenvalue (EV) errors for C1 quadratic isogeometric analysis with fully integrated
mass (G3) and dispersion-minimized mass (DMM) in 1D.
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Figure 2: Relative eigenvalue (EV) errors for C2 cubic isogeometric analysis with fully integrated mass
(G4) and dispersion-minimized mass (DMM) in 1D.
7.2. Numerical study in 2D290
Let Ω = [0, 1]× [0, 1]. The two dimensional differential eigenvalue problem (2.1) has
exact eigenvalues and eigenfunctions
λjk = (j
2 + k2)π2, and ujk = 2 sin(jπx) sin(kπy), j, k = 1, 2, · · · , (7.2)
respectively. We discretize the domain using a tensor-product structure. Figures 5291
and 6 show the relative eigenvalue errors using isogeometric elements approximations292
for p = 2 and p = 3, respectively. The underlying meshes are of 32 × 32 uniform293
elements. We evaluate the isogeometric mass entries by full integration using Gauss294
rules and underintegration using Radau rules, as well as the dispersion-minimized mass.295
In general, the dispersion-minimized mass leads to the smallest relative eigenvalue errors296
while the Gauss rules results in the largest errors. The p-point Radau rule fully integrates297
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Set |λh1 − λ1|/λ1 |λh2 − λ2|/λ2 |λh4 − λ4|/λ4
p N Gp+1 Rp DMM Gp+1 Rp DMM Gp+1 Rp DMM
8 3.4e-5 3.6e-6 6.7e-7 6.0e-4 8.3e-5 4.3e-5 1.3e-2 2.9e-3 2.8e-3
16 2.1e-6 4.5e-7 1.0e-8 3.4e-5 7.7e-6 6.7e-7 6.0e-4 1.6e-4 4.3e-5
2 32 1.3e-7 3.5e-8 1.6e-10 2.1e-6 5.8e-7 1.0e-8 3.4e-5 9.8e-6 6.7e-7
64 8.1e-9 2.4e-9 2.4e-12 1.3e-7 3.9e-8 1.6e-10 2.1e-6 6.4e-7 1.0e-8
ρ2 4.0 3.5 6.0 4.1 3.7 6.0 4.2 4.0 6.0
4 9.7e-6 8.8e-6 1.7e-6 9.9e-4 9.3e-4 4.5e-4 2.4e-1 1.8e-1 1.9e-1
8 1.3e-7 1.2e-7 7.3e-9 1.0e-5 9.1e-6 2.0e-6 1.1e-3 1.1e-3 5.6e-4
3 16 1.9e-9 1.7e-9 2.9e-11 1.3e-7 1.2e-7 7.6e-9 1.0e-5 9.2e-6 2.1e-6
32 3.0e-11 2.6e-11 1.5e-13 1.9e-9 1.7e-9 3.0e-11 1.3e-7 1.2e-7 7.8e-9
ρ3 6.1 6.1 7.8 6.3 6.3 7.9 6.9 6.9 8.1
Table 3: Relative eigenvalue (EV) errors for C1 quadratic and C2 cubic isogeometric analysis with fully
integrated mass (Gp+1), underintegrated mass (Rp), and dispersion-minimized mass (DMM) in 1D.
polynomials up to order (2p− 2), nevertheless, it behaves better in the simulation than298
that of the p+ 1 points Gauss rule which exactly integrates polynomials up to (2p+ 1)299
in 2D. This is also true for 1D and 3D.300
Table 4 shows the relative eigenvalue errors while fixing the wave numbers and vary-301
ing the mesh sizes. We present the errors for the first, second, and fourth eigenmodes.302
We observe the same convergence behavior as in 1D. In the view of Section 6, the eigen-303
value and eigenfunction error behaviors in multiple dimensions coincide with those in304
one dimension due to the tensor-product structure. Therefore, we omit the numerical305
results for three dimensions herein.306
8. Concluding remarks307
The paper firstly establishes new facts on the stiffness and mass entries of the isoge-308
ometric elements using B-splines. These facts are essential to derive the dispersion and309
eigenvalue errors for arbitrary order B-splines. The natural and explicit relations between310
the stiffness and mass entries motivate us to develop the dispersion-minimized mass for311
the isogeometric elements. The dispersion-minimized mass leads to superconvergence of312
order 2p+ 2 on eigenvalue errors.313
An equivalence between the dispersion-minimized mass and the optimal quadrature314
blending is then established in the view of the dispersion error. The optimally blended315
quadratures lead to the dispersion-minimized mass entries. We generalize the optimal316
quadrature blending rules introduced in [1] from p = 7 to arbitrary order. Comparing317
with the blending proposed in [1], the dispersion minimizing quadrature is not limited318
to the blending classical quadrature rules. For the p-th order isogeometric elements, the319
blending procedure can be applied to blend two arbitrary quadrature rules which fully320
integrate polynomials up to order 2p− 2.321
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Figure 3: Eigenfunction (EF) error in energy norm for C1 quadratic isogeometric analysis with fully
integrated mass (G3) and dispersion-minimized mass (DMM) in 1D.
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Figure 4: Eigenfunction (EF) error in energy norm for C2 cubic isogeometric analysis with fully inte-
grated mass (G4) and dispersion-minimized mass (DMM) in 1D.
We generalize these results to mixed isogemetric elements for 2n-order differential322
eigenvalue problems, which include the Cahn-Hilliard, Swift-Hohenberg, and Phase-field323
crystal operators. We will report our results in the near future.324
Other future work includes (1) providing proofs for the identities and postulates325
we assert in this paper, (2) generalizations of the analysis for the dispersion-minimized326
mass (DMM) to non-uniform meshes and variable diffusion coefficients, (3) generalization327
of dispersion-minimized mass to isogeometric elements with variable continuities, finite328
elements, and other methods. In general, the generalizations rely on the dispersion-329
minimized mass conditions (4.6) posed for the mass entries, which is a set of linear330
problems on the mass entries. These are subject to future investigations.331
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Set |λh1 − λ1|/λ1 |λh2 − λ2|/λ2 |λh4 − λ4|/λ4
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