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Introduccio´n
Riemann observo´ que para construir una teor´ıa so´lida de funciones anal´ıticas de una
variable compleja, es necesario extender el dominio de definicio´n, pues la propiedad “ser
anal´ıtica” es una propiedad local. La solucio´n a este problema la proporciona la idea de
Superficie de Riemman asociada a una funcio´n de la cual es el dominio natural ma´ximo
de la funcio´n construida a partir de su comportamiento local.
Este trabajo esta´ estructurado en cuatro cap´ıtulos. En el cap´ıtulo 1 se encuentra una
recopilacio´n de los resultados ma´s importantes del ana´lisis complejo que son necesarios
para el estudio de las superficies de Riemann, se incluye el concepto de homotop´ıa, el
cual es necesario para demostrar el teorema de monodromı´a. Luego hacemos un breve
estudio sobre el modelo planar de superficies, finalizando el cap´ıtulo con una introduc-
cio´n a las series de Puiseux, las cuales son una herramienta fundamental para calcular
el grupo de monodromı´a de una curva algebraica.
En el cap´ıtulo 2 se introducen los conceptos de continuacio´n anal´ıtica y meromorfa, y
luego mostramos co´mo esto conduce a la construccio´n de superficies de Riemann. Luego
consideramos las funciones multivaluadas log z y z1/q, y en cada caso se construye el
dominio (la superficie de Riemann) sobre el cual se representan por una funcio´n univa-
luada.
En el cap´ıtulo 3 se da la definicio´n general de superficie de Riemann, luego se demues-
tra que el plano complejo extendido que se llamara´ esfera de Riemann verifica dicha
definicio´n y por tanto es una superficie de Riemann, para la cual se estudian algunas
propiedades topolo´gicas de esta.
En el cap´ıtulo 4 se explica la construcio´n de superficies compactas de Riemann. Explica-
mos un algoritmo implementado en Maple que permite calcular el grupo de monodromı´a
de la curva algebraica plana que define la superficie compacta.
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Objetivos
Objetivo General
Desarrollar un estudio introductorio a las superficies de Riemann desde una perspectiva
intuitiva que permita comprender su geometr´ıa.
Objetivos Espec´ıficos
Estudiar la superficie de Riemann asociada a una funcio´n multivaluada.
Comprender la relacio´n entre una curva algebraica y la superficie de Riemann que
define.
Construir la superficie de Riemann definida por una curva algebraica mediante
me´todos y algoritmos computacionales.
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CAPITULO 1: Preliminares
En este cap´ıtulo haremos una recopilacio´n de los resultados ma´s importantes de variable
compleja necesarios para el estudio de las superficies de Riemann, adema´s de estudiar
homotop´ıas, las cuales son necesarias para demostrar el teorema de monodromı´a. Luego
hacemos un breve estudio sobre el modelo planar de superficies. Y por u´ltimo introdu-
cimos las series de Puiseux que nos ayudara´n a encontrar el grupo de monodromı´a de
una curva algebraica.
1.1. Definiciones ba´sicas
En el resto del documento haremos mencio´n a las siguientes definiciones:
Un punto es llamado singular de una funcio´n dada si no es anal´ıtica en dicho punto.
Digamos, z = z0 es un punto singular de f(z) si f
′(z0) no existe. Suponga que f(z) es
anal´ıtica en una regio´n 0 < |z − z0| < R (i.e en una vecindad de z = z0), y no en el
punto z0. Entonces el punto z = z0 es llama punto singular aislado de f(z).
Si f(z) es anal´ıtica en una regio´n 0 < |z−z0| < R, y si f(z) puede ser anal´ıtica en z = z0
asignando el valor apropiado para f(z0), entonces z = z0 es una singularidad removible.
Una singularidad aislada en z = z0 de f(z) se dice que es un polo si f(z) tiene la
siguiente representacio´n:
f(z) =
φ(z)
(z − z0)N
donde N es un entero positivo, N ≥ 1, φ(z) es anal´ıtica en una vecindad de z0, y
φ(z0) 6= 0. Ma´s general diremos que f(z) tiene un polo de orden N si N ≥ 2 y que tiene
un polo simple si N = 1.
Una funcio´n meromorfa es una funcio´n que es anal´ıtica casi en todo punto, excepto en
un conjunto de puntos aislados (los polos de la funcio´n).
Un mapeo continuo f : X → Y es una funcio´n recubridora si cada y ∈ Y tiene una
vecindad V tal que f−1(V ) consiste de conjuntos abiertos disjuntos mapeados de manera
homeomorfa en V por f , en cada caso X es un espacio recubridor de Y .
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1.2. Un repaso de teor´ıa de variable compleja
En esta seccio´n retomamos los principales teoremas de [5] sobre el ca´lculo de variable
compleja, los cuales son importantes en el estudio que vamos a desarrollar. Daremos
prueba de algunos resultados que se utilizaran con frecuencia.
Teorema 1.1. (Ecuaciones de Cauchy-Riemann)
Sea f(z) anal´ıtica en una regio´n R y sea u(x, y), v(x, y) las partes real e imaginaria de
f(z) respectivamente. Entonces
∂u
∂x
=
∂v
∂y
,
∂u
∂y
= −∂v
∂x
en todos los puntos de R. Estas son llamadas las ecuaciones de Cauchy-Riemann. A la
inversa, suponga que ux, uy, vx, vy existen y son continuas en R y satisfacen las ecua-
ciones de Cauchy-Riemman. Entonces f es anal´ıtica en todo R.
El teorema ba´sico de integracio´n compleja es el Teorema de Cauchy.
Teorema 1.2. Sea f(z) anal´ıtica en una regio´n simplemente conexa A y sea γ un
camino cerrado diferenciable a trozos en A. Entonces∫
γ
f(z)dz = 0.
Daremos algunos resultados importantes que se derivan del teorema de Cauchy.
Teorema 1.3. Fo´rmula integral de Cauchy
Sea f(z) anal´ıtica en una regio´n A simplemente conexa, y sea γ un camino cerrado
diferenciable a trozos en A y sea b un punto en la regio´n encerrada por γ. Entonces
f(b) =
1
2pii
∫
γ
f(z)
(z − b)dz.
A dema´s, tenemos la siguiente fo´rmula para la derivada de f , obtenida de diferenciar
bajo el signo de integral:
f (n)(b) =
n!
2pii
∫
γ
f(z)
(z − b)n+1dz.
Teorema 1.4. Sea γ un camino cerrado diferenciable por partes en una regio´n R y
encerrando la regio´n A. Sea f anal´ıtica en R excepto posiblemente para un nu´mero
finito de singularidades en A. Entonces
∫
γ
f(z)dz = 2pii × (suma de los residuos en la
singularidades de f en A).
El siguiente resultado es una simple consecuencia del Teorema anterior.
8
Teorema 1.5. Sea γ un camino cerrado diferenciable por partes en una regio´n R y
encerrando la regio´n A. Sea f anal´ıtica en R excepto posiblemente para un nu´mero
finito de polos en A y suponga que f(z) 6= 0 a lo largo de γ. Entonces∫
γ
f ′(z)
f(z)
dz = 2pii(N − P )
donde N es la suma de los ordenes de los ceros de f en A y P es la suma de los ordenes
de los polos de f en A.
Una de las muchas aplicaciones de la integracio´n compleja es la existencia de series de
potencias para funciones anal´ıticas. Si una funcio´n g es anal´ıtica en un punto z0 ∈ C
entonces podemos representarla por una serie de potencias
g(z) =
∞∑
n=0
bn(z − z0)n,
la cual converge en algu´n disco con centro en z0. Esto conduce a una prueba del resultado
ba´sico subyacente a la continuacio´n anal´ıtica.
Teorema 1.6. Sea f anal´ıtica en una regio´n R con ceros en una sucesio´n infinita de
puntos zi que tiene l´ımite z
∗ ∈ R. Entonces f es ide´nticamente cero en R.
Demostracio´n. Como f es continua, f(z∗) = l´ım
i→∞
f(zi) = 0. Si f no es ide´nticamente
cero entonces podemos expandir f a una series de potencias en z∗,
f(z) =
∞∑
n=1
an(z − z∗)n,
en la cual no todos los coeficientes an son cero. Si am es el primer coeficiente distinto
de cero entonces
f(z) =
∞∑
n=m
an(z − z∗)n = (z − z∗)mg(z),
donde g es anal´ıtica en R y g(z∗) = am 6= 0.
Suponga que |g(z∗)| = 2ε. Entonces como g es continua existe δ > 0 tal que si |z−z∗| < δ
entonces |g(z)− g(z∗)| < ε. As´ı en el disco |z − z∗| < δ,
||g(z)| − 2ε| = ||g(z)| − |g(z∗)|| ≤ |g(z)− g(z∗)| < ε,
y por tanto |g(z)| > ε en este disco. As´ı f(z) 6= 0 en un disco con centro z∗ lo cual
contradice la hipo´tesis que z∗ es el punto l´ımite de ceros de f .
Por tanto f es ide´nticamente cero en R.
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Este teorema es usado para probar el siguiente resultado debido a Weierstrass.
Teorema 1.7. Una funcio´n anal´ıtica toma valores complejos arbitrariamente cercanos
en cada vecindad de una singularidad esencial.
El pro´ximo resultado es que las funciones anal´ıticas no constantes son funciones abiertas,
esto es, s´ı A ⊆ C es abierto y f es anal´ıtica en A entonces f(A) es abierto. Sen˜alamos
primero que solo necesitamos probar este resultado locamente, esto es, cada a ∈ A tiene
una vecindad abierta Va ⊆ A tal que f(Va) es abierto; entonces podemos escribir que
A =
⋃
a∈A
Va y
f(A) = f
(⋃
a∈A
Va
)
=
⋃
a∈A
f(Va)
el cual es abierto.
La estrategia de la prueba es probar que, aparte de una constante aditiva, cada funcio´n
anal´ıtica no constante puede escribirse localmente como una composicio´n pm ◦ φ donde
pm(z) = z
m, y φ′ no se anula. Probaremos que φ y pm son funciones abiertas y el resul-
tado se sigue de la observacio´n que la composicio´n de dos funciones abiertas es abierta.
El me´todo de prueba tambie´n muestra que f es localmente m− uno a uno.
Teorema 1.8. (i) Sea R ⊆ C una regio´n y sea f una funcio´n anal´ıtica no constante
definida en R. Entonces f : R→ C es una funcio´n abierta
(ii) Si z0 ∈ R y si f(z0) = w0 con multiplicidad m entonces existe una vecindad N de
z0 tal que para cada w ∈ f(N) \ {w0}, el conjunto f−1(w) contiene m puntos en
N .
La prueba se divide en 3 Lemas.
Lema 1.9. Existe un disco D ⊆ R, con centro z0, tal que para todo z ∈ D, f puede
ser escrita como
f(z) = w0 + (φ(z))
m,
donde φ es una funcio´n anal´ıtica cuya derivada no se anula en D.
Demostracio´n. Por el Teorema 1.6 podemos encontrar un disco D ⊆ R con centro en
z0 tal que f(z) − w0 es distinto de cero para todo z ∈ D \ {z0}. As´ı en D podemos
escribir
f(z)− w0 = (z − z0)m(a0 + a1(z − z0) + a2(z − z0)2 + . . . )
= a0(z − z0)mg(z),
donde m > 0, a0 6= 0, g es anal´ıtica en D, g(z0) = 1, y g(z) 6= 0, para todo z ∈ D.
Sea F (z) = g′(z)/g(z) y para cada z ∈ D definimos
h(z) =
∫ z
z0
F (z)dz,
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donde la integral es tomada sobre todo el camino de z0 a z en D. (Por el Teorema
de Cauchy esta integral es independiente del camino). Ahora h es anal´ıtica en D y
h′(z) = F (z) = g′(z)/g(z). Adema´s
d
dz
(g(z)e−h(z)) = 0
y as´ı g(z) = ceh(z), donde c es una constante. Como g(z0) = 1 y h(z0) = 0, c = 1 y as´ı
g(z) = eh(z).
Elegimos el valor de a
1/m
0 y definimos
φ(z) = a
1/m
0 (z − z0)eh(z)/m.
Entonces
f(z) = w0 + (φ(z))
m.
Lema 1.10. Existe una vecindad V de z0 tal que φ(V ) es abierto y φ es uno a uno en
V .
Demostracio´n. Sabemos que φ(z) 6= 0 para todo z ∈ D\{z0}. Sea D1 un disco centrado
en z0 que esta propiamente contenido en D. Entonces φ(z) no se anula en ∂D1, la fron-
tera de D1, y como ∂D1 es compacto el mı´nimo µ de |φ(z)| se alcanza en ∂D1 y µ 6= 0.
Sea ∆ un disco abierto centrado en w0 = φ(z0) de radio µ. Probaremos que si w1 ∈ ∆
entonces existe un u´nico valor de z ∈ D1 tal que φ(z) = w1. Sea V := φ−1(∆) ∩D1 y
entonces φ es uno a uno en V , z0 ∈ V y φ(V ) = ∆ es abierto.
Para alcanzar este objetivo mostraremos que φ(z) − w1 tiene precisamente un cero en
D1. Como φ(z)−w0 es anal´ıtica en D1, el Teorema 1.5 implica que el nu´mero de ceros
de φ(z)− w1 en D1 es N(w1), donde
N(w) =
1
2pii
∫
∂D1
(φ(z)− w)′
φ(z)− w dz =
1
2pii
∫
∂D1
φ′(z)
φ(z)− wdz,
Note que si w ∈ ∆ entonces φ(z)− w no puede anularse en ∂D1 de lo contrario
mı´n
x∈∂D1
|φ(z)| ≤ |w| < µ,
lo cual contradice la definicio´n de µ.
Como φ solo se anula en z0 en D1 y como φ
′(z0) 6= 0, φ tiene un cero simple en z0 y
N(0) = 1. Probaremos ahora que N(w) es una funcio´n continua de w, para w ∈ ∆, y
como N(w) es un entero esto implica que N(w) = 1 para todo w ∈ ∆. Ahora si s, t ∈ ∆
entonces
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|N(s)−N(t)| =
∣∣∣∣ 12pii
∫
∂D1
(
φ′(z)
φ(z)− s −
φ′(z)
φ(z)− t
)
dz
∣∣∣∣
≤ 1
2pi
∫
∂D1
∣∣∣∣ φ′(z)|t− s|(φ(z)− s)(φ(s)− t)
∣∣∣∣
≤ 2pirM |t− s|
2piδ2
donde r es el radio de D1, M es el ma´ximo de |φ′(z)| en ∂D1 y δ = mı´n{|φ(z)−s|, |φ(z)−
t| : z ∈ ∂D1}. Como vimos antes φ(z) − w no se anula en ∂D1 para W ∈ ∆ y as´ı por
la compacidad de ∂D1, δ es distinto de cero. Por tanto N(w) es una funcio´n continua
de w.
Lema 1.11. Para cada entero positivo m, pm(z) = z
m es una funcio´n abierta.
Demostracio´n. Sea A un conjunto abierto en C. Solo necesitamos probar que cada z0
existe una vecindad W tal que p(W ) es abierto. Si z0 6= 0 entonces p′m(z0) 6= 0 y la
prueba se sigue directamente del Lema 1.10 poniendo φ = pm. Si z0 = 0 entonces sea
W el disco abierto, centro 0, radio 1 el cual esta contenido en A. Entonces pm(W ) es
una disco abierto, radio rm < r, lo cual prueba el resultado.
Demostracio´n. Teorema 1.8
(i) se sigue del hecho de que pm y φ son ambas funciones abiertas.
(ii) es claro que φ es locamente uno a uno y pm es locamente m−uno a uno. Ma´s
precisamente, sea P un disco, con centro en w0, contenido en f(V ). Entonces
N = f−1(P ) tiene la propiedad requerida.
1.3. Homotop´ıas
Si γ0 y γ1 son caminos de a a b en un espacio topolo´gico X, entonces una homotop´ıa
de γ0 a γ1 en X es una funcio´n continua Γ : I
2 → X tal que Γ(s, 0) = γ0(s),Γ(s, 1) =
γ1(s),Γ(0, t) = a,Γ(1, t) = b, ∀s, t ∈ I. Esto es, para cada t ∈ I tenemos un camino
γt de a a b en X dado por γt(s) = Γ(s, t); como t crece de 0 a 1, γt es continuamente
deformada (dentro de X) de γ0 a γ1, manteniendo los puntos inicial y final en a y b
como se muestra en la Figura 1.1.
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0
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1
1
t
s
I2
Γ
γ0
γ1
a
b
X
Figura 1.1.
Diremos que γ0 y γ1 son homoto´picos en S, escribiendo γ0 ' γ1, si existe una homo-
top´ıa de γ0 a γ1 en X; ' es una relacio´n de equivalencia, y las clases de equivalencia
son llamadas clases de homotop´ıas.
Por ejemplo, si γ0 y γ1 son los caminos de 1 a −1 en C definidos por γ0(s) = epiis y
γ1(s) = e
−piis entonces Γ(s, t) = epiis − 2ti sin(pis) da una homotop´ıa de γ0 a γ1 en C.
Como sea, es intuitivamente claro que γ0 y γ1 no son homoto´picos en C \ {0}; algu´n
camino intermedio γt debe pasar por 0 o ∞, imposible ya que Γ(I2) ⊆ C \ {0} (Ve´ase
Figura 1.2). Como un segundo ejemplo, probaremos ma´s adelante que cada camino
cerrado δ de 1 a 1 en C \ {0} es homoto´pico al camino γn(s) = e2npiis para algu´n u´nico
n ∈ Z, llamado winding number de δ ya que representa el nu´mero de vueltas que da δ
da alrededor de 0.
0
γ0
γ1
−1 1
Figura 1.2.
Necesitamos una condicio´n en X que garantice que cualesquiera dos caminos de a a b son
homoto´picos. Para cada a en X si γ(a) denota el camino constante γ(a)(s) = a,∀s ∈ I;
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entonces un camino cerrado γ de a a a en X se dice nulo-homoto´pico si este es homoto´pi-
co en X a γ(a), y X se dice simplemente conexo si cada camino es conexo y todos los
caminos cerrados son nulo-homoto´picos. Por ejemplo, C es simplemente conexo ya que
si γ es cualquier camino cerrado de a a a en C entonces hay una homotop´ıa Γ : γ ' γ(0)
dado por Γ(s, t) = γ(s)+t(a−γ(s)); y por el otro lado C\{0} no es simplemente conexo
ya que (como acabamos de ver) el c´ırculo unidad γ(s) = e2piis no es nulo-homoto´pico
en C \ {0}.
Teorema 1.12. Un espacio topolo´gico X es simplemente conexo si y so´lo si para cada
par de puntos a, b ∈ X existe una sola clase de homotop´ıas de a a b.
Demostracio´n. Suponga que para cada a, b ∈ X existe una u´nica clase homotop´ıa de
caminos de a a b en X. Entonces X es conexo por caminos, y tomando a = b vemos
que cualquier camino cerrado de a a a es homoto´pico a γ(a), esto es, X es simplemente
conexo.
Para la otra implicacio´n, suponga que X es simplemente conexo, as´ı (por definicio´n)
X es conexo por caminos: Sea γ0 y γ1 dos caminos de a a b en X, y sea δ el camino
cerrado de a a a dado por:
δ(s) =

γ0(2s) 0 ≤ s ≤ 1
2
,
γ1(2− 2s) 1
2
≤ s ≤ 1.
γ0
γ1
ba
Figura 1.3.
Esto es, cuando s crece de 0 a
1
2
, δ(s) recorre a lo largo de γ0 de a a b, mientras que
cuando s crece de
1
2
a 1, s viaja de regreso a lo largo de γ1, es decir de b a a.
Ya que X es simplemente conexo existe una homotop´ıa ∆ de δ a γ(a), y podemos usar
∆ para construir una homotop´ıa Γ de γ0 a γ1. Despue´s de definir Γ expl´ıcitamente,
daremos una descripcio´n informal de caminos intermedios γt(t ∈ I), como se ilustra en
la Figura 1.4
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t = 1
t = 1/2
t = 0
s = 0
s = 1/3 s = 2/3
3s+ 4t = 3
s = 1
3s+ 2t = 3
3s+ 4t = 4
I2
A
B C
E
D
Γ
t = 1
1/2 < t < 1
t = 1/2
0 < t < 1/2
t = 0
Figura 1.4.
Para 0 ≤ t ≤ 1
2
formamos γt agregando al final de γ0 un bucle que viaja hacia atra´s a
lo largo de γ1 de b a γ1(1 − 2t) y viaja hacia adelante a lo largo de γ1 de γ1(1 − 2t) a
b. As´ı, γt es un camino en X de a a b, y como t aumenta de 0 a
1
2
, 1− 2t decrece de 1
a 0, por lo que el bucle se extiende gradualmente hacia afuera de b hasta que (cuando
t =
1
2
) viaja dos veces a lo largo de toda la longitud de γ1 (hacia atra´s), y finalmente
γ1 (hacia delante), o equivalentemente, γt sigue δ y luego γ1 (ambos hacia adelante).
Para
1
2
≤ t ≤ 1 usamos la homotop´ıa ∆ : δ ' γ(a) para tirar δ hacia a, dejando la seccio´n
final de γt a lo largo de γ1 sin cambios, hasta que t = 1 tenemos γt = γ1, como se quer´ıa.
Para ser ma´s espec´ıficos, dividimos I2 en 5 subconjuntos A,B,C,D,E como se muestra
continuacio´n y definimos Γ(s, t) en esto subconjuntos por:
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Γ(s, t) =

γ0
(
3s
3− 4t
)
0 ≤ t ≤ 1
2
, 0 ≤ s ≤ 1− 4t
3
(A);
γ1(4− 3s− 4t) 0 ≤ t ≤ 1
2
, 1− 4t
3
≤ s ≤ 1− 2t
3
(B);
γ1(3s− 2) 0 ≤ t ≤ 1
2
, 1− 2t
3
≤ s ≤ 1 (C);
∆
(
3s
4− 4t , 2t− 1
)
1
2
≤ t ≤ 1, 0 ≤ s ≤ 4
3
(1− t) (D);
γ1
(
4− 3s− 4t
1− 4t
)
1
2
≤ t ≤ 1, 4
3
(1− t) ≤ s ≤ 1 (E).
Es sencillo verificar que Γ(s, 0) = γ0(s), Γ(s, 1) = γ1(s), Γ(0, t) = a, y Γ(1, t) =
b ∀s, t ∈ I. La continuidad de Γ se sigue de la continuidad de γ0, γ1 y ∆ y el he-
cho que varias definiciones de Γ(s, t) coinciden cuando (s, t) esta´ en la interseccio´n de
dos o ma´s subconjuntos A, . . . , E. El u´nico caso que necesita cualquier comentario es
cuando s = 0 y t = 1: como s → 0 y t → 1 con 0 ≤ s ≤ 4
3
(1 − t) (as´ı que (s, t) ∈ D)
tenemos que Γ(s, t) = ∆(σ, τ) con τ = 2t− 1→ 1 pero con σ = 3s/4− 4t que no tiene
limite; como sea, l´ım
t→1
∆(σ, τ) = a ∀σ ∈ I (Ya que ∆ es una homotop´ıa de δ a γ(a) ),
as´ı Γ(s, t)→ a como se quer´ıa. Esto es Γ es una homotop´ıa de γ0 a γ1 en X, as´ı X tiene
una u´nica clase de homotop´ıas de caminos de a a b.
La manera ma´s simple de ver que la definicio´n de Γ dada arriba concuerda con la
descripcio´n informal que le precede es considerar los caminos intermedios γt(s) = Γ(s, t)
para varios valor de t ∈ I, en cada caso consideramos como los punto γt(s) se mueven
en X cuando s incrementa de 0 a 1. Cinco caminos t´ıpicos γt esta´n ilustrado arriba,
correspondientes a los casos t = 0, 0 > t >
1
2
, t =
1
2
,
1
2
> t > 1, y t = 1.
1.4. Modelo planar de superficies
Como nuestro objetivo de estudio sera´n superficies, una forma de “visualizar”sus pro-
piedades es recurriendo al modelo planar (Ver [4]).
Una superficie puede ser representada como un espacio cociente de un pol´ıgono, con
relaciones en sus lados, veremos que esto equivale a “pegar” los lados del pol´ıgono a
pares, estas relaciones o identificaciones en los lados son direcciones y etiquetas.
Por ejemplo, el toro puede representarse como un cuadrado ([0, 1] × [0, 1] ⊂ R2 por
ejemplo) con identificaciones en sus lados como lo muestra la Figura 1.5.
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El diagrama de la figura representa una relacio´n de equivalencia en el cuadrado. Cada
punto del lado izquierdo se identifica con un punto del lado derecho y cada punto de
lado inferior se identifica con un u´nico punto del lado superior.
Observe que los cuatro puntos de esquina son entonces una sola clase de equivalencia.
Para ver que el espacio de cociente es una superficie homeomorfa a un toro, se pegan
los bordes etiquetados por a para crear un cilindro (Figura 1.5). A continuacio´n, pe-
gamos los bordes etiquetados por b para obtener un toro, mostrado en la Figura 1.6.
El cuadrado, con su relacio´n de equivalencia (instruccio´n de pegado), se llama modelo
planar de el toro. Muy a menudo, especialmente cuando an˜adimos varias estructuras
a las superficies, es mucho ma´s fa´cil trabajar en el modelo planar en lugar del modelo
espacial que hemos dibujado.
a
a
b b
Figura 1.5.
Figura 1.6.
Un modelo plano para la esfera es un disco con identificaciones como se muestra en la
Figura 1.7. Basta con imaginar el cierre el pol´ıgono de dos lados a lo largo de los bordes
etiquetados por a en la direccio´n indicada por las flechas, como se muestra en la Figura
1.8.
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Figura 1.7.
Figura 1.8.
1.5. Series de Puiseux
El campo de la series de Puiseux provee un ejemplo importante de un campo no arqui-
midiano (ver [1] ).
La coleccio´n de series de Puiseux en ε con coeficientes en R es un campo cerrado con-
teniendo el campo R(ε) de las funciones racionales en la variable ε. Para incluir en
nuestro campo las ra´ıces de las ecuaciones tales como X2 − ε = 0, introducimos los
exponentes racionales como ε1/2.
Esto parcialmente motiva la siguiente definicio´n de Serie de Puiseux
u Definicio´n 1.13. Sea K un campo y ε una variable.
1. El Anillo de series de potencias en ε con coeficientes en K, denotado por K[[ε]]
consiste en todas las series de la forma a¯ =
∑
i≥0
aiε
i con i ∈ N, ai ∈ K.
2. El campo de los cocientes, denotado porK((ε)), es el campo de las series de Laurent
en  con coeficientes en K y consiste en todas la series de la forma a¯ =
∑
i≥k
aiε
i
con k ∈ Z fijo, i ∈ Z, ai ∈ K.
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3. Una Serie de Puiseux en ε con coeficientes en K es una serie de la forma a¯ =∑
i≥k
aiε
i/q con k ∈ Z, i ∈ Z, ai ∈ K y q es un entero positivo. El campo de las
series de Puiseux en ε con coeficientes en K es denotado por K〈〈ε〉〉.
Estas series son formales en el sentido que no existe seguridad de convergencia; ε es
simplemente una indeterminada. Asumimos que los diferentes s´ımbolos εr, r ∈ Q, sa-
tisfacen
εr1εr2 = εr1+r2 ,
(εr1)r2 = εr1r2 ,
ε0 = 1
Aqu´ı dos series de Puiseux, a¯ =
∑
i≥k1
aiε
i/q1 , b¯ =
∑
j≥k2
bjε
j/q2 pueden escribirse como series
formales de Laurent en ε1/q, donde q es mı´nimo comu´n mu´ltiplo de q1 y q2. As´ı, es claro
como sumar o multiplicar dos series de Puiseux. Adema´s, cualquier nu´mero finito de
series de Puiseux puede escribirse como serie formal de Laurent en ε1/q con q el mı´nimo
comu´n mu´ltiplo.
Si a¯ = a1ε
r1 + a2ε
r2 + · · · ∈ K〈〈ε〉〉, (con a1 6= 0 y r1 < r2 < . . . ), entonces el orden de
a¯, donotado por o(a¯), es r1 y el coeficiente inicial de a¯, denotado por In(a¯) es a1.
Observacio´n 1.14. K〈〈ε〉〉 es un campo
Cuando K es un campo ordenado, podemos hacer que K〈〈ε〉〉 sea un campo ordenado
definiendo una serie de Puiseux a¯ para ser positiva si In(a¯) es positivo. Es claro que
el campo de las funciones racionales K(ε) equipado con el orden 0+ es un subcampo
del campo ordenado de la series de Puiseux K〈〈ε〉〉, usando las expansiones de Laurent
alrededor de 0.
En el campo ordenado K〈〈ε〉〉, ε es infinitesimal sobre K, (ya que es positivo y ma´s
pequen˜o que cualquier r positivo en K, ya que r − ε > 0. As´ı, el campo K〈〈ε〉〉 es
no-arquimidiano. Esta es la razo´n porque hemos escogido el nombre de indeterminada
ε en lugar de algo ma´s neutral como X.
El resto de esta seccio´n estara´ dedicado a probar el siguiente Teorema.
Teorema 1.15. Sea R un campo real cerrado. Entonces, el campo R〈〈ε〉〉 es real y
cerrado.
El primer paso de la prueba del Teorema 1.15 es mostrar que cualquier elemento positivo
en R〈〈ε〉〉 es un cuadrado en R〈〈ε〉〉.
Lema 1.16. Un elemento positivo de R〈〈ε〉〉 es un cuadrado de un elemento en R〈〈ε〉〉.
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Demostracio´n. Suponga que a¯ =
∑
i≥k
aiε
i/q ∈ R〈〈ε〉〉 con ak > 0. Definiendo b¯ =∑
i≥k+1
(ai/ak)ε
(i−k)/q, tenemos que a¯ = akεk/q(1 + b¯) y o(b¯) > 0.
La ra´ız cuadrada de 1 + b¯ es obtenida tomando la expansio´n de series de Taylor de
(1 + b¯)1/2 la cual es
c¯ = 1 +
1
2
b¯+ · · ·+ 1
n!
1
2
(
1
2
− 1
)
. . .
(
1
2
− (n− 1)
)
b¯n + . . .
Sustituyendo puede comprobarse que c¯2 = 1 + b¯. Ya que ak > 0 y R es real cerrado,√
ak ∈ R. As´ı, √akεk/2q c¯ es la ra´ız cuadrada de a¯.
Para completar la prueba del Teorema 1.15, queda probar que un polinomio de grado
impar en R〈〈ε〉〉[X] tiene una ra´ız en R〈〈ε〉〉. Dado
P (X) = a¯0 + a¯1X + · · ·+ a¯pXp ∈ R〈〈ε〉〉[X]
con p impar, podemos construir un x¯ ∈ R〈〈ε〉〉 tal que P (x¯) = 0. Podemos asumir que
a¯0 6= 0, ya que en otro caso 0 ser´ıa una ra´ız de P . Ma´s au´n, podemos asumir sin perder
generalidad que
o(a¯i) =
mi
m
con el mismo m para cada 0 ≤ i ≤ p. Nuestra estrategia es considerar un valor desco-
nocido
x¯ = x1ε
ξ1 + x2ε
ξ1+ξ2 + · · ·+ xiεξ1+···+ξi + . . .
con ξ1 > 0, . . . , ξj > 0 y determinar, uno despue´s de otro, los coeficientes desconocidos
xi y los exponentes ξi as´ı que x¯ ∈ R〈〈ε〉〉 y satisfaciendo que P (x¯) = 0
Las elecciones naturales para ξ1 y x1 se siguen de la geometr´ıa de los exponentes de P ,
que estudiaremos ahora. El polinomio P (X) puede considerarse como una suma formal
de expresiones X iεr (i ∈ Z, r ∈ Q) con coeficientes en R. Los puntos (i, r) para el
cual X iεr aparece en P (X) con coeficientes distintos de cero constituyen el Diagrama
de Newton de P . Notar que los puntos de diagrama de Newton esta´n ordenados en
columnas y que los puntos, Mi = (i, o(ai)), i = 0, . . . , p, para el cual a¯i 6= 0 son los
puntos ma´s cerca del eje X en cada columna.
u Definicio´n 1.17. El pol´ıgono de Newton de P es la secuencia de puntos
M0 = Mi0 , . . . ,Mil = Mp
Satisfaciendo:
(I) Todos los puntos del diagrama de Newton de P esta´n sobre o arriba de cada una
de las l´ıneas que unen a Mij−1 con Mij para j = 1, . . . , l
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(II) Los tres puntos ordenados Mij−1 ,Mij ,Mij+1 esta´n orientados en sentido contra-
rio a las agujas del reloj, para j = 1, . . . , l − 1. Esto dice que los bordes que
unen puntos adyacentes en la secuencia Mij−1 ,Mij ,Mij+1 constituyen un cadena
convexa.
En tal caso la pendiente de [Mij−1 ,Mij ] es
o(a¯ij)− o(a¯ij−1)
ij − ij−1 y su proyeccio´n horizontal
es el intervalo [ij−1, ij].
Note que el pol´ıgono de Newton de P es el menor pol´ıgono convexo que contiene al
diagrama de Newton de P .
Al segmento E = [Mij−1 ,Mij ] con proyeccio´n horizontal [ij−1, ij], le asociamos su ca-
racter´ıstica polinomial
Q(P,E,X) =
∑
ahX
h ∈ R[X],
donde la suma es sobre todo h para el cual
Mh = (h, o(a¯h)) =
(
h,
mh
m
)
∈ E y ah = In(a¯h)
Note que si −ξ es la pendiente de E, entonces o(a¯h) + hξ tiene un valor constante β
para todo Mh en E.
Ejemplo 1.18. Sea
P (X) = ε− 2ε2X2 −X3 + εX4 + εX5.
El diagrama de Newton para P es
0
1
2
0 1 2 3 4 5
Figura 1.9. Diagrama de Newton
El pol´ıgono de Newton de P consiste de dos segmentos E = [M0,M3] y F = [M3,M5].
El segmento E tiene una proyeccio´n horizontal de longitud 3 y el segmento F una pro-
yeccio´n horizontal de longitud 2.
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01
2
0 1 2 3 4 5
Figura 1.10. Pol´ıgono de Newton
tenemos que
Q(P,E,X) = 1−X3
Q(P, F,X) = X3(X2 − 1).
Las dos pendientes son −1/3 y 1/2 y los valores correspondientes de ξ son 1/3 y −1/2.
El valor comu´n β de o(a¯h) + hξ en los dos segmentos son 1 y −3/2.
Si x es una ra´ız distinta de cero de multiplicidad r del polinomio caracter´ıstico de un
segmento E del pol´ıgono de Newton con pendiente −ξ, podemos construir un ra´ız de
P la cual es una serie de Puiseux comenzando con xεξ. En otras palabras encontramos
x¯ = xεξ + x2ε
ξ+ξ2 + · · ·+ xiεξ+ξ2+···+ξi + . . .
con ξ2 > 0, . . . , ξj > 0 tal que P (x¯) = 0.
El siguiente lema es el paso clave en esta direccio´n. El resultado es el siguiente: si en P
reemplazamos X por εξ(x + X) y dividimos el resultado por ε−β, donde β es el valor
comu´n de o(a¯h)+hξ en E, obtenemos un nuevo pol´ıgono de Newton aparte conteniendo
solamente pendientes negativas, cuya proyeccio´n horizontal es [0, r]. Un segmento de
esta parte del pol´ıgono de Newton puede ser usada para encontrar el segundo te´rmino
de la serie.
Lema 1.19. Sea
(i) ξ el opuesto de la pendiente de un segmento E del pol´ıgono de Newton de P ,
(ii) β el valor comu´n de o(x¯h) + hξ para todo qh en E
(iii) x ∈ R es una ra´ız distinta de cero el polinomio caracter´ıstica Q(P,E,X) de
multiplicidad r.
Entonces:
(a) El polinomio
R(P,E, x, Y ) = ε−βP (εξ(x+ Y )) = b¯0 + b¯1Y + · · ·+ b¯pY p
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satisface
o(b¯i) ≥ 0, i = 0, . . . , p,
o(b¯i) > 0, i = 0, . . . , r − 1,
o(b¯r) = 0.
(b) Para cada x¯ ∈ R〈〈ε〉〉 tal que x¯ = εξ(x+ y¯) con o(y¯) > 0, o(P (x¯)) > β.
Ilustramos la construccio´n en el siguiente ejemplo
Ejemplo 1.20. Continuando con el Ejemplo 1.18, elegimos el segmento E, con ξ = 1/3,
elegir la ra´ız x = 1 de X3− 1, con multiplicidad 1, y reemplazamos X por ε1/3((1 +X)
y obtenemos
P1(X) = ε
−1P (ε1/3((1 +X))
= ε5/3X5 + (ε4/3 + 5ε5/3)X4
+(−1 + 4ε4/3 + 10ε5/3)X3
+(−3 + 8ε5/3 + 6ε4/3)X2
+(ε5/3 − 3 + 4ε4/3)X − ε5/3 + ε4/3
El pol´ıgono de Newton de P1 es
0
4/3
5/3
0 1 2 3 4 5
Figura 1.11. Pol´ıgono de Newton de P1
Elegimos el negativo de la pendiente correspondiente de pol´ıgono caracter´ıstico −3X+1
y hacemos el cambio de variable X = ε4/3(1/3 + Y ).
Obteniendo de esta manera los dos primeros te´rminos ε1/3 + (1/3)ε1/3+4/3 + . . . de la
serie de Puiseux x¯ satisfaciendo P (x¯) = 0.
La prueba del Lema 1.19 usa el siguiente lema el cual describe una propiedad de los
polinomios caracter´ısticos asociados a los segmentos del pol´ıgono de Newton.
Lema 1.21. La pendiente −ξ de E tiene la forma −c
mq
con q > 0 y mcd(c, q) = 1. Ma´s
au´n, Q(P,E,X) = Xjφ(Xq), donde φ ∈ R[X], φ(0) 6= 0, y deg φ = (k − j)/q.
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Demostracio´n. La pendiente de E = [Mj,Mk] es
o(a¯k − o(a¯j))
k − j =
mk −mj
m(k − j) = −
c
mq
donde q > 0 y mcd(c, q) = 1. Si (h, o(a¯h)) =
(
h,
mh
m
)
entonces
c
mq
=
o(a¯j − o(a¯h))
h− j =
mj −mh
m(h− j) .
Por lo tanto, q divide a h− j, y existe un s no negativo tal que h = j + sa.
La forma de Q(P,E,X) queda demostrada.
Ahora procedemos con la demostracio´n del Lema 1.19.
Demostracio´n. Para (a) ya que x es ra´ız de φ(Xq) de multiplicidad r, tenemos
φ(Xq) = (X − x)rψ(X), ψ(x) 6= 0
As´ı,
R(P,E, x, Y ) = ε−βP (εξ(x+ Y ))
= ε−β(a¯0 + a¯1εξ(x+ Y ) + · · ·+ a¯pεpξ(x+ y)p)
= A(Y ) +B(Y ),
donde
A(Y ) = ε−β
∑
(h,qh)∈E
ahε
o(ah)+hξ(x+ Y )h
B(Y ) = ε−β
 ∑
(h,qh)∈E
(a¯h − ahεo(ah)εhξ(x+ Y )h +
∑
(l,ql)6∈E
a¯lε
lξ(x+ Y )l

Ya que o(a¯h) + hξ = β,
A(Y ) = Q(P,E, x+ Y )
= (x+ Y )jφ((x+ Y )q)
= Y r(x+ Y )jψ(x+ Y )
= crY
r + cr+1Y
r+1 + · · ·+ cpY p,
con cr = x
jψ(x) 6= 0 y ci ∈ R
Ya que o((a¯h − ahεo(ah))εhξ) > β y o(a¯lεlξ) > β,
R(P,E, x, Y ) = B(Y ) + crY
r + cr+1Y
r+1 + · · ·+ cpY p,
donde cada coeficiente de B(Y ) ∈ R〈〈ε〉〉[Y ] tiene orden positivo. La conclusio´n se sigue.
Para (b), ya que o(y¯) > 0, o(R(P,E, x, y¯)) > 0 es una consecuencia de (a).
La conclusio´n sigue sen˜alando que P (x) = εβR(P,E, x, y).
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Ahora si es posible proceder con la demostracio´n del Teorema 1.15.
Demostracio´n. Considere P con grado impar. As´ı, podemos elegir un segmento E1 del
pol´ıgono de Newton de P el cual tiene un proyeccio´n horizontal de longitud impar.
Sea −ξ1 la pendiente de E1. Por Lema 1.21 tenemos que el polinomio caracter´ıstico
Q(P,E1, X) tiene una ra´ız distinta de cero x1 en R de multiplicidad impar r1, ya que
R es real cerrado. Definimos P1(X) = R(P,E1, x1, X) usando este segmento y la ra´ız x1.
Note que (r1, 0) es el ve´rtice del pol´ıgono de Newton de R(P,E1, x1, X), y que todas
las pendientes de los segmentos [Mj,Mk] del pol´ıgono de R(P,E1, x1, X) para k ≤ r1
son negativas: esto es una consecuencia inmediata del Lema 1.19.
Elegimos recursivamente un segmento Ei+1 del pol´ıgono de Newton de Pi con pendiente
negativa −ξi+1, y proyeccio´n horizontal de longitud impar, asi que el correspondiente
polinomio caracter´ıstico Q(Pi, Ei+1, X) tiene una ra´ız distinta de cero xi+1 en R de
multiplicidad impar ri+1, y tomemos Pi+1(X) = R(Pi, Ei+1, xi+1, X). La u´nica barrera
para continuar este proceso es si no podemos elegir un segmento con pendiente negativa
sobre el intervalo [0, ri] y este es el caso solamente si 0 es un ra´ız de Pi(X). Pero en este
caso excepcional x1ε
ξ1 + · · ·+ xiεξ1+···+ξi es claramente una ra´ız de P .
Supongamos que hemos construido xi, ξi para i ∈ N y sea
x¯ = x1ε
ξ1 + x2ε
ξ1+ξ2
Entonces de la definicio´n de Pi(X), tenemos por induccio´n que o(P (X)) > β1 + · · · +
βj para todo j. Para completar la prueba, necesitamos saber que x¯ ∈ R〈〈ε〉〉 y que
las sumas β1 + · · · + βj no son acotadas. Ambas se siguen si sabemos que q en el
Lema 1.21 es eventualmente 1. Note que las multiplicidades de las ra´ıces elegidas xi son
no-decrecientes y as´ı son eventualmente constantes, en ese punto tienen el valor r. Esto
significa que de este punto en adelante, el pol´ıgono de Newton tiene un solo segmento
con pendiente negativa, y proyeccio´n horizontal de longitud r. Se sigue entonces (ya
que Qj(X) tiene a lo sumo grado r) que Qj(X) = c(X − xj)r con xj 6= 0, de donde
se sigue que el correspondiente q es igual a 1, ya que el coeficiente de grado 1 de φj es
−rcxr−1j , el cual no es cero.
Construcio´n de series de Puiseux
Para explicar co´mo se construyen los desarrollos de las ra´ıces para un polinomio p ∈
C[w][z]. Dado un polinomio p(w, z), se puede resolver z en te´rminos de w por medio de
series de Puiseux (exponentes fraccionarios)
z = c1w
γ1 + c2w
γ1+γ2 + c3w
γ1+γ2+γ3 + · · ·
aplicando el siguiente algoritmo:
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1. Dado un polinomio p(w, z) = 0 se dibuja el pol´ıgono de Newton de f . Se dibuja
graficando en R2 los puntos (b, a) que se identifican con los te´rminos kwazb del
soporte de f . El pol´ıgono de Newton es el menor pol´ıgono convexo que contiene
todos los puntos graficados.
2. Tomamos un lado del pol´ıgono de Newton perteneciente al conjunto de segmentos
donde cada punto graficado esta´ en, sobre o a la derecha de los segmentos.
3. El primer exponente γ1 sera´ el opuesto de la pendiente de ese segmento.
4. Encontrar p(w,wγ1(c1 + z1)).
5. Tomar los te´rminos de menor grado en w. Como p(w, z) = 0, ellos deben cancelarse
y entonces se resuelve para c1.
6. Con los valores γ1, c1 y β =“el w-intercepto del segmento escogido del pol´ıgono de
Newton”, se define p1(w, z1).
7. p1(w, z1) := w
−βp(w,wγ1(c1 + z1))
8. Se repite el proceso para p1(w, z1) para encontrar γ2 y c2.
9. Continuando este proceso para que uno de los dos casos siguientes suceda
pn(w, zn) tiene un factor de zn.
El pol´ıgono de Newton de pn(w, zn) consiste de un solo segmento con solo
dos ve´rtices, uno en cada eje.
Ejemplo 1.22. Calcular el desarrollo en series de Puiseux para el siguiente polinomio
p(w, z) = wz4 − z3 + 27w,
el pol´ıgono de Newton es
0 1 2 3 4
0
1
z
w
m = − 1
3 m = 1
De la figura anterior, para el segmento de pendiente m = 1 se tiene que γ1 = −(1) = −1
y β = −3:
p1(w, z1) = w
3p(w,w−1(c1 + z1))
= (4c1 − 1)z31 + (6c21 − 3c1)z21 + (4c31 − 3c21)z1 + c41 − c31 + 27w4 + z41
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Al resolver p1(0, 0) = c
4
1− c31 = c31(c1− 1) = 0, de donde c1 = 0, 1. La solucio´n c1 = 0 se
descarta por ser trivial.
z = w−1 + c2w−1+γ2 + c3w−1+γ2+γ3 + . . . = w−1(1 + z2) (I)
Para el otro segmento de pendiente m = −1
3
, se tiene que γ1 = −(−1
3
) =
1
3
y β = 1:
p1(w, z1) = w
−1p(w,w
1
3 (c1 + z1))
= w4/3(4c31z1 + 6c
2
1z
2
1 + 4c1z
3
1 + c
4
1 + z
4
1)− 3c1z21 − 3c21z1 − c31 − z31 + 27
Al resolver p1(0, 0) = −c31 + 27 = 0, de donde c1 = 3,−
3
2
− 3
√
3
2
ı,−3
2
+
3
√
3
2
ı. As´ı se
comienza a construir el desarrollo de las soluciones
z = 3w
1
3 + c2w
1
3
+γ2 + c3w
1
3
+γ2+γ3 + . . . = w
1
3 (3 + z2) (II)
z = (−3
2
+
3
√
3
2
ı)w
1
3 + c2w
1
3
+γ2 + c3w
1
3
+γ2+γ3 + . . . = w
1
3 (−3
2
− 3
√
3
2
ı+ z2) (III)
z = (−3
2
− 3
√
3
2
ı)w
1
3 + c2w
1
3
+γ2 + c3w
1
3
+γ2+γ3 + . . . = w
1
3 (−3
2
− 3
√
3
2
ı+ z2) (IV)
Caso I: c1 = 1
p1(w, z1) = 27w
4 + z41 + 3z
3
1 + 3z
2
1 + z1.
Caso II: c1 = 3
p1(w, z1) = w
4/3z41 + 12w
4/3z31 + 54w
4/3z21 + 108w
4/3z1 + 81w
4/3− z31 − 9z21 − 27z1.
Caso III: c1 = −3
2
+
3
√
3
2
ı
p1(w, z1) = w
4/3z41 +6
√
3ıw4/3z31−6w4/3z31−27ı
√
3w4/3z21−27w4/3z21 +108w4/3z1+
81
2
√
3ıw4/3 − 81w
4/3
2
− z31 −
9
2
ı
√
3z21 +
9z21
2
+
27
2
√
3ız1 +
27z1
2
.
Caso IV: c1 = −3
2
− 3
√
3
2
ı
p1(w, z1) = w
4/3z41−6ı
√
3w4/3z31−6w4/3z31 +27
√
3ıw4/3z21−27w4/3z21 +108w4/3z1−
81
2
ı
√
3w4/3 − 81w
4/3
2
− z31 +
9
2
√
3ız21 +
9z21
2
− 27
2
ı
√
3z1 +
27z1
2
.
El pol´ıgono de Newton para el polinomio del caso I es:
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0 1 2 3 4
0
1
2
3
4
z1
w
m = −4
de donde γ2 = 4 y β = 4. Ahora se debe determinar c2 de manera que los te´rminos de
menor grado en p2(w, z2) = w
−4p1(w,w4(c2 + z2)).
El pol´ıgono de Newton para los polinomios de los tres u´ltimos casos es:
0 1 2 3 4
0
1
4/3
z1
w
m = − 4
3
de donde γ2 =
4
3
y β =
4
3
. Ahora para cada uno de estos casos se debe determinar c2
de manera que los te´rminos de menor grado en p2(w, z2) = w
− 4
3p1(w,w
4
3 (c2 + z2)) se
cancelen:
Caso I: c1 = 1
p2(w, z2) = w
12(4c32z2 + 6c
2
2z
2
2 + 4c2z
3
2 + c
4
2 + z
4
2) +w
8(9c22z2 + 9c2z
2
2 + 3c
3
2 + 3z
3
2) +
w4(6c2z2 + 3c
2
2 + 3z
2
2) + c2 + z2 + 27
c2 + 27 = 0 ⇒ c2 = −27
Caso II: c1 = 3
p2(w, z2) = w
4/3((108−18c2)z2−9c22 + 108c2−9z22) +w8/3((54−3c2)z22 + (108c2−
3c22)z2 − c32 + 54c22 − z32) + w16/3(4c32z2 + 6c22z22 + 4c2z32 + c42 + z42) + w4(36c22z2 +
36c2z
2
2 + 12c
3
2 + 12z
3
2)− 27c2 − 27z2 + 81
−27c2 + 81 = 0 ⇒ c2 = 3
Caso III: c1 = −3
2
+
3
√
3
2
ı
p2(w, z2) = w
4/3((−9ı
√
3c2+9c2+108)z2−1
2
9ı
√
3c22+
9c22
2
+108c2+(
9
2
−9ı
√
3
2
)z22)+
w8/3((−3c2− 27− 27ı
√
3)z22 + (−3c22− 54ı
√
3c2− 54c2)z2− c32− 27ı
√
3c22− 27c22−
z32) +w
16/3(4c32z2 + 6c
2
2z
2
2 + 4c2z
3
2 + c
4
2 + z
4
2) +w
4((−18c2 + 18ı
√
3c2)z
2
2 + (−18c22 +
18ı
√
3c22)z2 +6
√
3ıc32−6c32 +(−6+6ı
√
3)z32)+
27
2
√
3ıc2 +
27c2
2
+(
27
2
+
27ı
√
3
2
)z2 +
28
81
√
3ı
2
− 81
2
27c2
2
+
27
2
√
3ıc2 − 81
2
+
81
√
3
2
ı = 0 ⇒ c2 = −3
2
− 3i
√
3
2
Caso IV: c1 = −3
2
− 3
√
3
2
ı
p2(w, z2) = w
4/3((9
√
3ıc2 +9c2 +108)z2 +
9
2
√
3ıc22 +
9c22
2
+108c2 +(
9
2
+
9ı
√
3
2
)z22)+
w8/3((−3c2− 27 + 27ı
√
3)z22 + (−3c22 + 54
√
3ıc2− 54c2)z2− c32 + 27
√
3ıc22− 27c22−
z32) +w
16/3(4c32z2 + 6c
2
2z
2
2 + 4c2z
3
2 + c
4
2 + z
4
2) +w
4((−18c2− 18ı
√
3c2)z
2
2 + (−18c22−
18ı
√
3c22)z2−6ı
√
3c32−6c32 +(−6−6ı
√
3)z32)−
27
2
ı
√
3c2 +
27c2
2
+(
27
2
− 27ı
√
3
2
)z2−
81ı
√
3
2
− 81
2
27c2
2
− 27
2
√
3ıc2 − 81
2
− 81
√
3
2
ı = 0 ⇒ c2 = −3
2
+
3
√
3
2
ı
As´ı
z =w−1 + c2w−1+4 + c3w−1+4+γ3 + . . .
= w−1 − 27w3 + c3w3+γ3 + . . . (I)
z =3w
1
3 + c2w
1
3
+ 4
3 + c3w
1
3
+ 4
3
+γ3 + . . .
= 3w
1
3 + 3w
5
3 + c3w
5
3
+γ3 + . . . (II)
z =(−3
2
+
3
√
3
2
ı)w
1
3 + c2w
1
3
+ 4
3 + c3w
1
3
+ 4
3
+γ3 + . . .
= (−3
2
+
3
√
3
2
ı)w
1
3 + (−3
2
− 3i
√
3
2
)w
5
3 + c3w
5
3
+γ3 + . . . (III)
z =(−3
2
− 3
√
3
2
ı)w
1
3 + c2w
1
3
+ 4
3 + c3w
1
3
+ 4
3
+γ3 + . . .
= (−3
2
− 3
√
3
2
ı)w
1
3 + (−3
2
+
3
√
3
2
ı)w
5
3 + c3w
5
3
+γ3 + . . . (IV)
En un paso ma´s se consiguen los siguientes desarrollos:
z(1)(w) =w
−1 − 27w3 − 2187w7 + . . . (I)
z(2)(w) =3w
1
3 + 3w
5
3 + 9w3 + 35w13/3 + 154w17/3 + 729w7 + . . . (II)
z(3)(w) =(−3
2
+
3
√
3
2
ı)w
1
3 + (−3
2
− 3
√
3
2
ı)w
5
3 + 9w3 + (−35
2
+
35
√
3
2
ı)w13/3
+ (−77− 77
√
3ı)w17/3 + 729w7 + . . . (III)
z(4)(w) =(−3
2
− 3
√
3
2
ı)w
1
3 + (−3
2
+
3
√
3
2
ı)w
5
3 + 9w3 + (−35
2
− 35
√
3
2
ı)w13/3
+ (−77 + 77
√
3ı)w17/3 + 729w7 + . . . (IV)
29
CAPITULO 2
En este cap´ıtulo tomamos una funcio´n f y consideramos el problema de encontrar la
superficie ma´s natural a considerar como su dominio de definicio´n.
Si f es meromorfa (o anal´ıtica) en alguna regio´n de D ⊂ Σ, extendemos f a una funcio´n
que es meromorfa o (anal´ıtica) en alguna regio´n mas grande E ⊃ D utilizando el Teo-
rema de Monodromı´a. Para esto introducimos los conceptos de continuacio´n anal´ıtica
y meromorfa, y luego mostramos co´mo esto conduce a la construccio´n de superficies de
Riemann en el dominio adecuado. Luego consideramos las funciones multivaluadas log z
y
√
z, para representarlas por una funcio´n univaluada para algu´n dominio adecuado y
as´ı construir la superficie de Riemann.
2.1. Continuacio´n meromorfa y anal´ıtica
Recordemos que una regio´n es un conjunto abierto no vac´ıo de Σ que es conexo (o
equivalentemente, conexo por caminos). Definimos una funcio´n elemental como el par
(D, f) donde D es una regio´n y f : D → Σ es una funcio´n (univaluada) meromorfa en
D y si f es anal´ıtica decimos que (D, f) es una funcio´n elemental anal´ıtica.
Lema 2.23. Sean (D, f) y (D, g) funciones elementales definidas en la misma regio´n
D. Si f ≡ g en algu´n subconjunto no vac´ıo U de D, entonces f ≡ g en D.
Demostracio´n. La funcio´n h = f−g es meromorfa en D, y sus polos forman un conjunto
aislado h−1, as´ı el conjunto D′ = D\h−1 es no vac´ıo, abierto y conexo por caminos, esto
es, D′ es una regio´n en la cual h es anal´ıtica. Tenemos que h ≡ 0 en un subconjunto
no vac´ıo U ′ = U ∩ D′ de D′, as´ı podemos elegir una secuencia de puntos zn ∈ U ′
convergiendo al limite z∗ ∈ U ′, y aplicando el Teorema 3.30 tenemos que h ≡ 0 en
D′. Cada polo en h tiene l´ımite en puntos de D′, as´ı por continuidad (ya que h es
meromorfa) tenemos que h ≡ 0 en D, y as´ı f ≡ g en D.
As´ı una funcio´n elemental (D, f) esta´ determinada por el comportamiento de f cercano
a cualquier punto dado a ∈ D, ya que podemos tomar U como un entorno de a ∈ D.
Corolario 2.24. Si (D1, f1) es una funcio´n elemental y D2 es una regio´n con D1∩D2 6=
∅, entonces existe a lo sumo una funcio´n meromorfa f2 en D2 tal que f1 ≡ f2 en D1∩D2
(Como lo ilustra la Figura 2.12)
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f1 ≡ f2
D1
f1
D2
f2
Figura 2.12.
Demostracio´n. Suponga que f2 y g2 son meromorfas en D2 y son ide´nticamente iguales
a f1 en U = D1 ∩D2. Entonces f2 ≡ g2 en U , y U es abierto ya que D1 y D2 lo son, as´ı
f2 ≡ g2 en D2 por Lema 2.23
Cuando tal funcio´n f2 existe, llamamos a la funcio´n elemental (D2, f2) un continuacio´n
meromorfa directa de (D1, f1), o una continuacio´n anal´ıtica directa si f2 es anal´ıtica;
en cualquiera de los casos escribimos (D1, f1) ∼ (D2, f2), significando que D1 ∩D2 6= ∅
y f1 ≡ f2 en D1 ∩D2.
La relacio´n ∼ entre funciones elementales es reflexiva y sime´trica, pero no transitiva.
Pues, si D1 ∩D2 6= ∅ 6= D2 ∩D3, no se sigue que D1 ∩D3 6= ∅, e incluso si D1 ∩D2 6= ∅
no se sigue de (D1, f1) ∼ (D2, f2) ∼ (D3, f3) que f1 ≡ f3 en D1 ∩D3.
El ejemplo ma´s familiar de este comportamiento lo observamos en la funcio´n logaritmo:
Si D1, D2 y D3 son regiones en C \ {0} rodeando el origen como se ilustra en la
Figura 2.13, y si f1 es una rama anal´ıtica univaluada de la funcio´n multivaluada log(z) en
D1, entonces tenemos una continuacio´n anal´ıtica directa (D1, f1) ∼ (D2, f2) ∼ (D3, f3)
pero encontraremos que f3 ≡ f1+2pii en D1∩D3, as´ı que (D3, f3) no es una continuacio´n
anal´ıtica directa de (D1, f1).
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0f1 ≡ f2
f2 ≡ f3
f1 6≡ f3D1
D2
D3
Figura 2.13.
As´ı una funcio´n elemental (tal como (D1, f1)) puede algunas veces dar lugar a dos
funciones distintas (aqu´ı f1 y f3) en la misma regio´n; esto ilustra como continuaciones
repetidas de una funcio´n elemental univaluada puede producir lo que llamamos una
funcio´n multivaluada. Sin embargo, a menudo es posible construir una secuencia de
continuaciones meromorfas directa.
(D1, f1) ∼ (D2, f2) ∼ (D3, f3) ∼ . . .
De tal manera que den una funcio´n univaluada en ∪nDn; llamamos a este proceso con-
tinuacio´n meromorfa (o continuacio´n anal´ıtica si cada fn es anal´ıtica).
Retomamos ahora la funcio´n logaritmo para hacer un examinacio´n ma´s detallada de
algunas de las dificultades que involucra la continuacio´n meromorfa.
Para cada z ∈ C\{0}, los valores w de log(z) son las soluciones de exp(w) = z. Haciendo
z = reiθ, con r, θ ∈ R y r > 0, podemos ver que w = ln(r) + iθ; observamos que hay
infinitas opciones para θ, todas difiriendo por mu´ltiplos enteros de 2pi, y podemos elegir
nuestras funciones elementales tal que θ sea un funcio´n univaluada en las regiones
elegidas. La dificultad es que si la regio´n D ⊂ C \ {0} rodea el origen, entonces no
podemos hacer una eleccio´n univaluada y continua para θ = arg(z) en D. Por ejemplo,
suponga que D contiene la circunferencia unidad C = {z ∈ C : |z| = 1}, y que θ(z) es
una eleccio´n continua de arg(z) en C; entonces la funcio´n φ(z) = θ(z)+θ(z¯) es continua
en C, y ya que θ(z¯) = −θ(z) + 2npi, (n ∈ Z) observamos que φ(C) ⊆ 2piZ. Ahora como
φ es continua y C es conexo, tenemos que φ(C) es un subconjunto conexo de 2piZ y por
tanto es un punto 2piN , esto es, φ es constante en C. Entonces
θ(1) =
1
2
φ(1) = piN =
1
2
φ(−1) = θ(−1)
lo cual es claramente contradictorio ya que θ(1) ∈ 2piZ y θ(−1) ∈ 2piZ+ pi.
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Para evitar esta dificultad, usaremos una clase particular de regiones que no rodeen el
origen. Sea J cualquier intervalo abierto
J = (α, β) = {θ ∈ R : α < θ < β}
donde α < β ≤ α + 2pi, sea DJ la regio´n
DJ = {z = reiθ : r > 0 y θ ∈ J}
y para cada z ∈ DJ sea
fJ(z) = ln(z) + iθ.
Ya que J tiene longitud a lo sumo 2pi, cada z ∈ DJ determina un u´nico valor θ =
arg(z) ∈ J , as´ı fJ es univaluada en DJ . Escribiendo z = x + iy es fa´cil verificar las
ecuaciones de Cauchy-Riemann para fJ :
∂
∂x
ln(r) =
∂θ
∂y
y
∂
∂y
ln(r) = −∂θ
∂x
.
As´ı, fJ es anal´ıtica en DJ , tenemos entonces una funcio´n anal´ıtica elemental LJ =
(DJ , fJ), representando una rama de log(z) en DJ .
Por ejemplo, tomando J lo ma´s grande posible podemos tener J = (−pi, pi) as´ı que
DJ = C \ {z ∈ R : z ≤ 0}. Sin embargo, hay un inconveniente para nuestro propo´sito
ya que no hay una continuacio´n anal´ıtica de LJ ma´s alla´ de DJ : por ejemplo, si (D, f)
es una continuacio´n anal´ıtica con −1 ∈ D entonces cada entorno U de −1 en D contiene
elementos z′, z′′ con Im(z′′) < 0 < Im(z′), como se muestra en la Figura 2.14; tenemos
que f(z′) = fJ(z′) → ipi cuando z′ → −1, y f(z′′) = fJ(z′′) → −ipi cuando z′′ → −1,
as´ı f no es anal´ıtica (o incluso meromorfa) en −1.
−1
DJ
z′′
z′
0
. . .
Figura 2.14.
Problemas similares ocurren en todos los puntos z < 0. Sin embargo, podemos conti-
nuar fJ afuera de DJ restringiendo primero fJ a un regio´n ma´s pequen˜a de DJ .
Sea K el intervalo (0, pi), as´ı K ⊂ J y DK ⊂ DJ y fK ≡ fJ en DK , dando un continua-
cio´n anal´ıtica directa LJ ∼ LK .
Ya que DK es el semiplano superior, no hay punto z
′′ ∈ DK cercanos al rayo z ≤ 0
satisfaciendo que Im(z′′) < 0, y no hay dificultad en continuar LK cruzando el eje real
33
negativo.
Esto sugiere que es ma´s conveniente utilizar intervalos J de longitud estrictamente me-
nor que 2pi. Sean DA, DB y DC los semiplanos abiertos correspondientes a los intervalos
A =
(
−pi
2
,
pi
2
)
, B =
(
pi
6
,
7pi
6
)
, C =
(
5pi
6
,
11pi
6
)
,
como se muestra en la Figura 2.15, y sean LA, LB y LC las correspondientes ramas de
log(z).
DA
DB
DC
DA ∩DB
0
DB ∩DC
DC ∩DA
DA
DB
DC
Figura 2.15.
Ahora DA ∩ DB 6= ∅, y para z = reiθ ∈ DA ∩ DB tenemos θ ∈ A ∩ B =
(pi
6
,
pi
2
)
, as´ı
fA(z) = ln(r) + iθ = fB(z) y por tanto LA ∼ LB. Un argumento similar muestra que
LB ∼ LC . Como sea, aunque DA ∩DC 6= ∅ no tenemos que LA ∼ LC : los elementos de
DA ∩ DC son de la forma z = reiθ con θ ∈
(
−pi
2
,−pi
6
)
⊂ A dando fA = ln(r) + iθ, y
tambie´n de la forma z = rei(θ+2pi) con θ+ 2pi ∈
(
3pi
2
,
11pi
6
)
⊂ C, as´ı fC = ln(r) + i(θ+
2pi) = fA(z)+2pii. La continuacio´n anal´ıtica de LC en DA produce la funcio´n elemental
(DA, fA + 2pii) = L(A+2pi), donde A + 2pi = {θ + 2pi : θ ∈ A} =
(
3pi
2
,
5pi
2
)
. Si iteramos
este proceso n veces en la direccio´n positiva, usando la secuencia de intervalos
A,B,C,A+ 2pi,B + 2pi, . . . , C + 2(n− 1)pi,A+ 2npi,
entonces obtenemos la funcio´n elemental L(A+2npi), dado por el valor f(A+2npi)(z) =
fA(z) + 2npii; y si continuamos n veces en la direccio´n negativa, usando la secuencia de
intervalos
A,C − 2pi,B − 2pi,A− 2pi,C − 4pi, . . . , B − 2npi,A− 2npi
34
entonces obtenemos la funcio´n elemental (L(A−2npi)), dado por el valor f(A−2npi) =
fA(z) + 2npii. De esta manera, comenzando de cualquier z 6= 0 y continuando alre-
dedor el origen un nu´mero apropiado de veces, en la direccio´n positiva o negativa,
podemos regresar a z y obtener uno de los infinitos valores de log(z).
Este ejemplo ilustra algunas dificultades asociadas con la continuacio´n meromorfa:
(I) si una regio´n D inadecuada es elegida (como D = DJ con J = (−pi, pi)) entonces
la funcio´n elemental (D, f) puede no admitir una continuacio´n meromorfa directa
fuera de D;
(II) la relacio´n ∼ de continuaciones meromorfas directas no es transitiva, ya que
podemos tener que LA ∼ LB ∼ LC y esto no implica que LA ∼ LC incluso si
DA ∩DC 6= ∅;
(III) si la continuacio´n meromorfa comienza de D, y eventualmente regresa a una re-
gio´n particular de D, entonces la funcio´n final definida en D puede que sea un
poco diferente de la funcio´n original; por ejemplo fA puede continuarse mero-
morficamente hasta fA + 2npii en D = DA para cualquier n ∈ Z;
(IV) si (E, g) es una continuacio´n meromorfa de (D, f), entonces los valores de la
funcio´n g en E pueden depender de la secuencia de continuaciones meromorfas
elegidas de D a E; por ejemplo, tomando (D, f) = LA con A = (−pi/2, pi/2)
como antes, y tomando E con el disco ma´s pequen˜o que contiene a −1, entonces
la continuacio´n v´ıa DB da fB(−1) = ipi para log(−1), como sea la continuacio´n
v´ıa DC da fC(−1) = −ipi, as´ı obtenemos dos continuaciones distintas de g en E.
(V) si (D, f) y (E, g) son funciones elementales y f ≡ g en un subconjunto U de
D ∩ E, no se sigue que f ≡ g en D ∩ E, as´ı que no tenemos que (D, f) ∼
(E, g); el punto es que D ∪ E, sigue siendo abierto, pero no necesariamente
conexo por caminos y as´ı puede que no tengamos una regio´n, as´ı el Lema 2.23 no
aplica. Por ejemplo, tomando (D, f) = L(A∪B) y (E, g) = LC como antes, donde
A ∪ B = (−pi/2, 7pi/6) y C = (5pi/6, 11pi/6) as´ı D ∩ E es una unio´n disjunta
de dos regiones DB ∩ DC y DC ∩ DA como se muestra en la Figura 2.16. En
DB ∩DC tenemos que g ≡ fC ≡ fB ≡ f(A∪B) ≡ f , pero en DC ∪DA tenemos que
g ≡ fC ≡ fA + 2pii ≡ f(A∪B) + 2pii ≡ f + 2pii.
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0
DB ∩DC
D E D ∩ E
Figura 2.16.
Podemos evitar esta u´ltima dificultad usando solamente regiones convexas, como discos
(en el ejemplo de antes D es no convexo): la interseccio´n de dos conjuntos convexos es
convexo y por tanto conexo por caminos.
2.2. Continuacio´n meromorfa a lo largo de un camino
Para lidiar con problemas de no unicidad de la continuacio´n meromorfa como los que se
presentaron en la §2.1 en relacio´n con log(z), introducimos el concepto de continuacio´n
meromorfa a lo largo de un camino. Probaremos que la continuacio´n meromorfa de un
camino es u´nica, y entonces consideraremos la relacio´n entre continuaciones meromorfas
a lo largo de dos caminos diferentes entre dos puntos dados.
Un camino γ es una funcio´n continua γ : I → Σ, donde I es el intervalo cerrado
[0, 1] = {s ∈ R : 0 ≤ s ≤ 1}. Ya que γ es continua y I es compacto y conexo, la imagen
γ(I) es compacto y conexo.
Haciendo abuso del lenguaje, a menudo no referiremos a γ(I) como “el camino γ”. Si
a = γ(0) y b = γ(1) entonces diremos que γ es un camino “de a a b”; γ es un camino
cerrado si a = b, y γ es simple si γ(s) = γ(s′) implica que s = s′ o sino s = 0 y s′ = 1
(esto es, γ no tiene auto intersecciones excepto posiblemente donde a = b).
Sea (D, f) una funcio´n elemental, sea a ∈ D y sea γ un camino en Σ de a a algu´n
punto b ∈ Σ. Entonces una continuacio´n meromorfa de (D, f) a lo largo de γ es una
secuencia finita de continuaciones meromorfas directas (D, f) ∼ (D1, f1) ∼ (D2, f2) ∼
· · · ∼ (Dm, fm) tal que
(i) cada regio´n Di es un disco abierto en Σ, con a ∈ D1 ⊆ D;
(ii) hay una particio´n 0 = s0 < s1 < · · · < sm = 1 de I tal que γ([si−1, si]) ⊆ Di para
i = 1, 2, . . . ,m (y as´ı b ∈ Dm) (Ve´ase Figura 2.17)
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γ(s1)
γ(s2)
γ(sm−1)
a
bDm−1
D2
D1
Dm
Figura 2.17.
Si todas las funciones elementales (Di, fi) son anal´ıticas, la llamaremos continuacio´n
anal´ıtica a lo largo de γ.
Podemos preguntarnos por que´ necesitamos que las regiones Di sean discos, y por que´
solo necesitamos un nu´mero finito de ellos. No hay pe´rdida de generalidad en usar dis-
cos, ya que cualquier regio´n en Σ es unio´n de discos abiertos. Ma´s au´n, es fa´cil verificar
que si dos discos abiertos de S2 tienen interseccio´n no vac´ıa, entonces tal interseccio´n
es conexa por caminos y por tanto una regio´n; usando el homeomorfismo pi : S2 → Σ
observamos que los discos en Σ tienen tambie´n esta u´til propiedad. Ya que γ es com-
pacto podemos reducir cualquier cobertura de Σ por regiones a una subcobertura finita,
as´ı no hay pe´rdida de generalidad en restringir a secuencias finitas de continuaciones
meromorfas.
Como ejemplo de continuacio´n anal´ıtica a lo largo de un camino, sea γ el circulo unidad
parametrizado por γ(s) = e2piis (s ∈ I), as´ı a = b = 1. Podemos continuar log(z)
anal´ıticamente alrededor de 0 usando la secuencia de continuaciones meromorfas LA ∼
LB ∼ LC ∼ LA+2pi como lo hicimos en §2.1.
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DA = D(A+2pi)
DB
DC
0
γ(1/6)
γ(1/2)
γ(5/6)
a = b = 1
Figura 2.18.
Esto se ilustra en la Figura 2.18. En este ejemplo, podemos tomar la particio´n de I
en la condicio´n (ii) con m = 4 para ser 0 <
1
6
<
1
2
<
5
6
< 1. As´ı empezamos con
f1(a) = fA(1) = 0 en a = 1 y terminamos con f4(b) = f(A+2pi)(1) = 2pii en b = 1. Simi-
larmente, si n ∈ Z y tomamos γn(s) = e2npiis, entonces el camino γn da n vueltas alre-
dedor de 0, y podemos continuar a lo largo de γn desde fA(1) = 0 a f(A+2npi)(1) = 2npii,
como se vio´ en §2.1.
El objetivo de la continuacio´n meromorfa a lo largo de un camino γ es comenzar con
una funcio´n meromorfa f = f1 en a = γ(0) y permitir que esta funcio´n var´ıe meromo´rfi-
camente a lo largo de γ hasta que llegamos a funcio´n meromorfa fm en b = γ(1). El
siguiente resultado muestra que el valor resultante fm(b) depende solamente de la fun-
cio´n inicial f y del camino γ de a a b, y no de la eleccio´n de los discos Di que cubren
γ, denotaremos este valor por fγ(b).
Teorema 2.25. Sean (D, f) ∼ (D1, f1) ∼ · · · ∼ (Dm, fm) y (D, f) ∼ (E1, g1) ∼
· · · ∼ (En, gn) continuaciones meromorfas de (D, f) a lo largo del camino γ de a a b,
y sea 0 = s0 < s1 < · · · < sm = 1 y 0 = t0 < t1 < · · · < tn = 1 las particiones
correspondientes de I. Entonces (Di, fi) ∼ (Ej, gj), cuando [si−1, si] ∩ [tj−1, tj] 6= ∅, y
en particular fm(b) = gn(b).
Demostracio´n. Suponga que [si−1, si]∩ [tj−1, tj] 6= ∅, as´ı que Di∩Ej 6= ∅, y supongamos
(una contradiccio´n eventual) que fi 6≡ gj en Di ∩ Ej.
Podemos asumir que i y j han sido elegidos de manera que i+j es mı´nimo con respecto
a esta propiedad (intercambiando las dos continuaciones meromorfas de ser necesario)
tenemos que tj−1 ≤ si−1, como en la Figura 2.19. Ya que (D1, f1) ∼ (E1, g1) se sigue
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que i > 1. Ya que [si−1, si] y [tj−1, tj] se intersectan tenemos que si−1 ∈ [tj−1, tj], as´ı
γ(si−1) ∈ Ej. As´ı, γ(si−1) ∈ Di ∩Di−1 ∩ Ej 6= ∅.
Di−1
Di
Ej
γ(tj−1)
γ(si−1)
fi ≡ fi−1 ≡ gj
en Di ∩Di−1 ∩ Ej
Figura 2.19.
Ahora si−1 ∈ [si−2, si−1]∩[tj−1, tj], as´ı por la minimalidad de i+j tenemos que fi−1 ≡ gj
en Di−1 ∩ Ej. Ya que (Di−1, fi−1) ∼ (Di, fi) tenemos que fi−1 ≡ fi en Di−1 ∩Di, y en-
tonces fi ≡ gj en Di ∩Di−1 ∩Ej el cual es una regio´n no vac´ıa de Di ∩Ej. As´ı fi ≡ gj
en Di ∩ Ej por Lema 2.23 contradiciendo la eleccio´n de i y j.
Entonces (Di, fi) ∼ (Ej, gj) cuando [si−1, si] ∩ [tj−1, ti] 6= ∅, y tomando i = m y j = n
(ya que 1 ∈ [si−1, si] ∩ [tj−1, ti]) tenemos (Dm, fm) ∼ (En, gn) y entonces fm(b) = gn(b)
ya que b ∈ Dm ∩ En.
2.3. El teorema de Monodromı´a
Si una funcio´n elemental (D, f) puede ser continuada meromo´rficamente a lo largo de
un camino γ de a a b, por el Teorema 2.25 el valor fγ(b) resultado de la continuacio´n
en b es independiente del me´todo de continuacio´n a lo largo de γ. Como sea, diferentes
caminos γ0 y γ1 de a a b pueden dar diferentes valores en b, como vimos en §2.2 para
log(z); consideraremos ahora condiciones suficientes para que fγ0(b) = fγ1(b).
El siguiente resultado muestra que caminos homoto´picos resultan a la misma continua-
cio´n meromorfa.
Teorema 2.26. Sea X ⊆ Σ, sea a, b ∈ X, y sea Γ una homotop´ıa en X entre dos
caminos γ0 y γ1 de a a b en X; si (D, f) es una funcio´n elemental que puede ser
continuada meromo´rficamente a lo largo de cada camino γt : s 7→ Γ(s, t)(s, t ∈ I),
entonces las funciones meromorfas en b, resultando de la continuacio´n a lo largo de γ0 y
γ1, son ide´nticamente iguales en alguna vecindad de b, y en particular, fγ0(b) = fγ1(b).
Demostracio´n. Para todo t, t′ ∈ I, escribiremos t ∼ t′ si las continuaciones meromorfas
de (D, f) a lo largo de γt y γt′ producen funciones que son ide´nticamente iguales en
alguna vecindad de b; por el Teorema 2.25, esto es independiente de la continuacio´n
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particular a lo largo de estos caminos. Claramente ∼ es una relacio´n de equivalencia
en I, y queremos probar que 0 ∼ 1. Para hacer esto, es suficiente probar que cada
clase de equivalencia es abierta en I, y entonces cada clase de equivalencia tambie´n es
cerrada (su complemento, siendo una unio´n de clases de equivalencia, es abierta), as´ı la
conexidad de I implica que solo hay una clase de equivalencia y as´ı 0 ∼ 1 como se quiere.
Para mostrar que cada clase de equivalencia es abierta, mostraremos que para cada t ∈ I
existe algu´n δ > 0 tal que t′ ∼ t para todo t′ ∈ I satisfaciendo |t′− t| < δ. Por hipo´tesis,
hay una secuencia de continuaciones meromorfas directa (D1, f1) ∼ · · · ∼ (Dm, fm) y
una particio´n 0 = s0 < s1 < · · · < sm = 1 de I tal que γt(Ii) ⊆ Di para 1 ≤ i ≤ m,
donde Ii denota el subintervalo cerrado [si−1, si] de I. Ya que Γ es continua y cada Di
es abierto, para cada s ∈ Ii existe una entorno abierto
U(s) = {(s′, t′) ∈ Ii × I : |s′ − s| < δ(s), |t′ − t| < δ(s)}
de (s, t) en Ii × I, con δ(s) > 0, tal que si (s′, t′) ∈ U(s) implica que Γ(s′, t′) ∈ Di, esto
es γt′(s
′) ∈ Di (Ve´ase Figura 2.20).
t
t+ δi
t− δi
U(s)
I2
s− δ(s) s+ δ(s)
si−1 s si
Γ
0 1
1
Ii
γt
γt
γt(si−1)
γt(si)
Figura 2.20.
Siendo compacto, Ii es cubierto por finitos de los intervalos (s− δ(s), s+ δ(s)), as´ı sea
δi, as´ı sea δi el menor de los finitos valores correspondientes a δ(s). Entonces tenemos
δi > 0, y si t
′ ∈ I entonces |t′ − t| < δi implica que γt′(Ii) ⊆ Di. Definimos δ para
ser el ma´s pequen˜o de δi con 1 ≤ i ≤ m, tenemos que δ > 0, y si t′ ∈ I entonces
|t′ − t| < δ implica que γt′(Ii) ⊆ Di para todo i = 1, 2, . . . ,m. Para tales valores de t′
obtenemos por tanto un continuacio´n meromorfa de (D, f) a lo largo de γt′ dado por
(D, f) ∼ (D1, f1) ∼ · · · ∼ (Dm, fm), con la misma particio´n 0 = s0 < s1 < · · · < sm = 1
y las mismas funciones elementales (Di, fi) que usamos para la continuacio´n a lo largo
de γt, como en la Figura 2.21.
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Estas continuaciones a lo largo de γt y γt′ ambas dan la misma funcio´n meromorfa en
fm al rededor de b, as´ı t
′ ∼ t como se quer´ıa demostrar.
γt
γt′D1
D2
Dm
a
b
Figura 2.21.
Podemos probar ahora que los caminos γ0(s) = e
piis y γ1(s) = e
−piis de 1 a −1 no son
homoto´picos en C\{0}. Si tomamos (D, f) para ser la funcio´n elemental LA, la rama de
log(z) definida en §2.1, entonces no es dif´ıcil mostrar que (D, f) puede ser continuada
anal´ıticamente a lo largo de cualquier camino de 1 a −1 en C \ {0}. (usando la funcio´n
elemental LJ , por ejemplo); ya que fγ0(−1) = pii y fγ1(−1) = −pii, por el Teorema 2.26
que γ0 y γ1 no son homoto´picos en C \ {0}.
Combinando los Teoremas 2.26 y 1.12 vemos que la continuacio´n de una funcio´n elemen-
tal en una regio´n E simplemente conexa es independiente del camino de continuacio´n;
as´ı tenemos una funcio´n meromorfa univaluada. El Teorema de monodromı´a ma´s pre-
cisamente establece:
Teorema 2.27. El teorema de Monodromı´a.
Sea E una regio´n simplemente conexa en Σ y sea (D, f) una funcio´n elemental con
D ⊆ E. Si (D, f) puede ser continuada meromorficamente a lo largo de todos los
caminos en E que inician en algu´n punto a ∈ D, entonces existe una continuacio´n
directa (E, g) ∼ (D, f).
Demostracio´n. Ya que E es simplemente conexo, E es conexo por caminos, as´ı para
cada b ∈ E hay un camino γ en E de a a b. Por hipo´tesis, podemos continuar (D, f)
a lo largo de γ; podemos denotar el valor de esta continuacio´n en b por fγ(b). Ya
que E es simplemente conexo, cualesquiera dos caminos en E son homoto´picos, por el
Teorema 1.12 y as´ı por el Teorema 2.26 todos ellos inducen el mismo valor de fγ(b).
As´ı fγ(b) es independiente del camino γ de a a b, as´ı tenemos una funcio´n univaluada
g : E → C dada por g(b) = fγ(b).
Ahora suponga que el valor g(b) es producido por la continuacio´n meromorfa (D, f) ∼
(D1, f1) ∼ · · · ∼ (Dm, fm) a largo de γ, as´ı que g(b) = fm(b); entonces no hay pe´rdida
de generalidad en asumir que el disco Dm esta contenido en E.
Para cada c ∈ Dm hay un camino δ en Dm de b a c, y as´ı hay un camino ε en E de a a
c, siguiendo γ y δ, dado por
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ε(s) =

γ(2s) 0 ≤ s ≤ 1
2
,
δ(2s− 1) 1
2
≤ s ≤ 1
Dm
b
δ
a
c
γ
Figura 2.22.
(Ve´ase Figura 2.22). Ya que δ ⊆ Dm, la secuencia (D, f) ∼ (D1, f1) ∼ · · · ∼ (Dm, fm)
es una continuacio´n meromorfa a lo largo de ε, as´ı g(c) = fε(c) = fm(c). As´ı g ≡ fm en
Dm, as´ı g es meromorfa en b, ya que fm lo es, y as´ı (E, g) es una funcio´n elemental. Ya
que todas las continuaciones meromorfas de (D, f) a lo largo de caminos contenidos en
D dan g(b) = f(b), tenemos que (E, g) ∼ (D, f) como se quer´ıa.
Como vimos en §2.1 podemos continuar una rama de log(z) de una vecindad D de 1
a una regio´n E = DJ , donde J es un intervalo abierto (α, β) ⊂ R con β − α ≤ 2pi,
ya que tal regio´n es simplemente conexa. Tomando J = ((2n − 1)pi, (2n + 1)pi) con
n ∈ Z podemos cortar Σ a lo largo del eje negativo real de 0 a ∞, como se muestra en
la Figura 2.23, y la regio´n resultante E = DJ = C \ {z ∈ R : z ≤ 0} es simplemente
conexa, y tambie´n la rama fJ de log(z), definida en E. Esta rama, que denotaremos por
fn, esta determinada por el valor fn(1) = 2npii; el corte de 0 a ∞ evita que cualquier
camino en E rodee el 0 (o equivalentemente, rodee∞), as´ı la continuacio´n anal´ıtica a lo
largo de caminos en E es univaluada. Cuando consideramos otra funcio´n multivaluada
podemos usar una te´cnica similar, cortando Σ a lo largo de l´ıneas adecuadas para
producir una regio´n simplemente conexa en la cual podamos definir ramas univaluadas
de la funcio´n.
∞
0
z ≤ 0
Σ
E
Figura 2.23.
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2.4. Superficie de Riemann de log(z)
Hemos visto, en relacio´n con log(z), co´mo la continuacio´n meromorfa de una funcio´n
elemental puede dar lugar a una funcio´n multivaluada (o ma´s precisamente a muchas
funciones diferentes definidas sobre la misma regio´n). Esto es insatisfactorio, ya que sig-
nifica que tenemos que tener gran cuidado con la propiedad log(ab) = log(a) + log(b),
porque si nos restringimos a una rama de log(z), denotada por Log(z), esta no es con-
tinua en z < 0, y as´ı no se cumple que Log(ab) = Log(a) + Log(b) ∀a, b 6= 0.
Una solucio´n que aplica a las funciones multivaluadas en general, es debido a Riemann:
restringiendo los valores de la funcio´n, extendemos su dominio. Espec´ıficamente, cons-
truiremos una superficie S, como una funcio´n recubridora ψ : S → C\{0} y una funcio´n
φ : S → C tal que para cada z ∈ C \ {0} los elementos ψ−1(z) son mapeados biyecti-
vamente por φ a diferentes valores de log(z), as´ı que exp ◦φ = ψ : S → C \ {0} (Ve´ase
Figura 2.24). Para cada hoja de S (toma´ndolo como espacio recubridor de C \ {0})
corresponde a una rama particular de log(z) representada por la restriccio´n de φ a una
hoja, y podemos imaginar a φ como la composicio´n de todas las ramas de log(z).
S
ψ φ
log
C \ {0} C
exp
Figura 2.24.
La superficie S es conocida como superficie de Riemann para log(z), puede ser cons-
truida de la secuencia de continuaciones anal´ıticas directas
· · · ∼ LC−2pi ∼ LA ∼ LB ∼ LC ∼ L(A+2pi) ∼ . . .
consideradas en §2.1. La idea general es considerar que las regiones subyacentes de las
funciones elementales son disjuntas, e identificarlas dondequiera que den valores iguales
de log(z); La superficie resultante S es el dominio de una funcio´n univaluada φ, que es
localmente igual a una rama de log(z)
Sea ∆A la superficie horizontal por arriba de la regio´n DA en el plano C; cada z′ ∈ ∆A
esta´ encima de un u´nico z ∈ DA, y definimos la funcio´n φ : ∆A → C por φ(z′) = fA(z).
Ahora sea ∆B la superficie horizontal sobre DB, a un nivel diferente de ∆A; defini-
mos φ(z′′) = fB(z) cuando z′′ ∈ ∆B este´ encima de z ∈ DB. Si z′ ∈ ∆A y z′′ ∈ ∆B
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esta´n arriba del mismo punto z ∈ DA ∩ DB, entonces ya que LA ∼ LB tenemos que
φ(z′) = fA(z) = fB(z) = φ(z′′); por tanto podemos identificar tales parejas z′, z′′ de
puntos que se traslapan uno con el otro, y tenemos una funcio´n φ bien definida en la
superficie resultante ∆A ∪∆B.
Ahora introducimos una tercera superficie ∆C sobre DC y disjunta de ∆A ∪ ∆B, y
definimos φ(z′′′) = fC(z) cuando z′′′ ∈ ∆C y este´ encima de z ∈ DC , ya que LB ∼ LC
tenemos que φ(z′′) = φ(z′′′) cuando z′′ y z′′′ este´n encima del mismo punto z ∈ DB∩DC ,
as´ı identificamos z′′ con z′′′ entonces φ es una funcio´n bien definida en DA ∪DB ∪DC .
Este proceso se ilustra en la Figura 2.25.
∆A
z′
z
∆B
∆A
∆A ∪∆B
∆A ∪∆B
∆C
∆A ∪∆B ∪∆C
Figura 2.25.
Note que si z′ ∈ ∆A y z′′′ ∈ ∆C esta´n sobre el mismo punto z ∈ DA ∪ DB, entonces
φ(z′′′) = fC(z) = fA(z) + 2pii = φ(z) + 2pii 6= φ(z), as´ı que en vez de identificar z′ con
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z′′′ ubicamos ∆A y ∆C a diferentes niveles sobre C
Continuamos este proceso, siguiendo la secuencia
· · · ∼ LC−2pi ∼ LA ∼ LB ∼ LC ∼ L(A+2pi) ∼ . . .
en ambas direcciones. Por ejemplo, cuando introducimos ∆(A+2pi) sobre D(A+2pi) = DA,
identificamos los puntos que se traslapan de ∆C y ∆(A+2pi) ya que LC ∼ LA+2pi, pero
mantenemos ∆(A+2pi) separado de ∆A, dejando que este´ encima uno del otro pero en
diferentes niveles, ya que llevan a diferentes ramas de log(z) (Ve´ase Figura 2.26).
∆A
∆A+2pi
Figura 2.26.
Cada punto s de la superficie resultante S = · · ·∪∆(C−2pi)∪∆A∪∆B∪∆C∪∆(A+2pi)∪· · ·
esta´ arriba de un u´nico punto z ∈ ψ(s) en C \ {0}, y la funcio´n ψ : S → C \ {0} es
fa´cil de ver que es una funcio´n recubridora, cada punto z ∈ C \ {0} esta´ cubierto por
infinitos puntos s ∈ S. Como se ilustra en la Figura 2.27.
S
ψ
0C \ {0}
Figura 2.27.
Podemos visualizar S como una espiral con infinitas vueltas extendie´ndose hacia arriba
y hacia abajo, con ψ correspondiendo a la proyeccio´n en la superficie horizontal C\{0}.
Tenemos una funcio´n φ : S → C, el valor de φ(s) para s ∈ S da uno de los valores
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de log(ψ(s)), dependiendo de la hoja de S que contiene s, por otro lado, para cada
z ∈ C \ {0} y para cada valor w de log(z) existe un punto s ∈ ψ−1(z) ⊂ S con
φ(s) = w.
El comentario al final de §2.3 nos da una segunda, manera equivalente de construir S
que puede ser aplicada a otras funciones. Si cortamos Σ a lo largo de la l´ınea z ≤ 0 de 0
a ∞, entonces la regio´n resultante E = C \ {z ∈ R : z ≤ 0} es simplemente conexa y es
el domino de las ramas fn de log(z) satisfaciendo que fn(1) = 2npii, para cada n ∈ Z.
Podemos tomar copias disjuntas En de E, que sera´ el dominio de cada fn; podemos
pensar estas superficies En una sobre otra sobre E ⊂ C, como pa´ginas de un libro,
como en la Figura 2.28 o envueltas alrededor de la esfera Σ como capas de una cebolla,
como en la Figura 2.29
En+1
En
E
0
z ≤ 0
Figura 2.28.
En
∞
0
Σ
Figura 2.29.
Ahora sea (D, f) una funcio´n elemental representando una rama de log(z) en algu´n
disco D conteniendo el punto a ∈ R, a < 0, ve´ase Figura 2.30. En la regio´n D+ = {z ∈
D : Im(z) > 0} tenemos que f ≡ fn para algu´n n ∈ Z, y en la regio´n D− = {z ∈ D :
Im(z) < 0} tenemos que f ≡ fm para algu´n m ∈ Z. Como z → a con z ∈ D+ tenemos
f(z) = fn(z)→ ln(|a|) + (2n+ 1)pii,
mientras que z → a con z ∈ D− tenemos
f(z) = fm(z)→ ln(|a|) + (2m− 1)pii.
ya que f es anal´ıtica en a, f(z) tiene l´ımite u´nico cuando z → a, as´ı m = n+ 1.
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E
z
z
0
. . .
z ≤ 0
D+
D−
Figura 2.30.
Esto es cuando cruzamos el corte z ≤ 0 en cualquier punto a < 0, pasando de D+ a
D−, la continuacio´n anal´ıtica pasa de fn en D+ a fm = fn+1 en D−. Podemos por tanto
unir el borde Im(z) < 0 de En+1 a lo largo de la l´ınea Ln de 0 a ∞ (pero sin incluir
0 o ∞); haciendo esta operacio´n en los pares sucesivos En y En+1 es como abotonarse
la camisa y la chaqueta, y luego la chaqueta y el sobretodo, etc. Definimos ahora la
superficie S como la unio´n de todas estas hojas En y l´ıneas Ln, para N ∈ Z, como se
ilustra en la Figura 2.31
En+1
En
En−1
En+1
En
En−1
0
Ln
Figura 2.31.
Definimos φ(s) = fn(s) si s ∈ En, y φ(s) = ln(|a|)+(2n+1)pii si s ∈ Ln, que esta arriba
de a < 0. Para cada s ∈ S, definimos la funcio´n recubridora ψ(s) como el u´nico elemen-
to de C \ {0} abajo de s, construyendo as´ı una funcio´n recubridora ψ : S → C \ {0}. Es
fa´cil ver que S, ψ y φ, construidos aqu´ı, son en esencia los mismos que en la construccio´n
original.
Este me´todo de construccio´n muestra que S es homeomorfo a C. Ya que fn(reiθ) =
ln(|r|) + iθ, donde (2n − 1)pi < θ < (2n + 1)pi, φ mapea En de manera homeomorfa
sobre la banda dada por (2n− 1)pi < Im(w) < (2n+ 1)pi; similarmente, Ln es mapeada
de manera homeomorfa en la l´ınea Im(w) = (2n+ 1)pi.
Ahora estos conjuntos φ(En) y φ(Ln) forman una particio´n de C, as´ı φ es una biyeccio´n
de S a C, y es fa´cil ver de nuestra construccio´n que ambas φ y φ−1 son continuas, as´ı que
φ : S → C es un homeomorfismo. Podemos considerar C particionado de esta manera,
como representacio´n de la espiral infinita S enderezada por φ, cada banda paralela
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en C correspondiente a una hoja de S (Ve´ase Figura 2.32). Si dejamos que un punto
z ∈ C \ {0} siga un camino rodeando el origen, entonces cualquier punto s ∈ ψ−1(z) se
movera´ continuamente en una espiral arriba de z en S, pasando sucesivamente por las
hojas . . . E−1, E0, E1, . . . de S, mientras el punto correspondiente φ(s) = log(z) pasa
sobre las bandas . . . φ(E−1), φ(E0), φ(E1), . . . asociado con la ramas . . . , f−1, f0, f1, . . .
de log(z).
φ(Ln+1)
φ(Ln)
φ(Ln−1)
φ(Ln−2)
. . .
. . .
. . .
. . .
φ(En+1)
φ(En)
φ(En−1)
C
Figura 2.32.
2.5. Superficie de Riemman de z1/q
Consideramos la funcio´n multivaluada z1/q, donde q es un entero, q ≥ 2. Para cualquier
z ∈ C \ {0} hay q valores de w = z1/q, tales que wq = z; esta ecuacio´n la podemos
expresar como w = exp(q−1 log(z)), diferentes valores de z1/q corresponden a diferentes
valores de log(z). Ma´s precisamente, si (D, f) es una funcio´n elemental representando
una rama de log(z), se tiene que exp(f(z)) ≡ z en D, entonces la funcio´n g(z) =
exp(q−1f(z)) es anal´ıtica (ya que la composicio´n de funciones anal´ıticas es anal´ıtica) y
satisface g(z)q ≡ z en D, as´ı la funcio´n elemental (D, g) representa una rama de z1/q en
D. Si γ es cualquier camino en C \ {0} entonces podemos encontrar una continuacio´n
anal´ıtica de z1/q a lo largo de γ considerando la continuacio´n de log(z). Con la misma
notacio´n que en la seccio´n anterior tenemos que, si (D, f) = LA = (DA, fA), nos da
la rama gA = exp(q
−1fA) de z1/q en DA satisfaciendo gA(1) = exp(0) = 1, entonces
continuando de 1 a 1 a lo largo del camino γn(s) = e2npiis tenemos
g(A+2npi) ≡ exp
(
1
q
f(A+2npi)
)
≡
(
1
q
(fA + 2npii)
)
≡ εngA, donde ε = exp
(
2pii
q
)
;
esto da una rama de z1/q tomando el valor de εn en 1. Ya que ε tiene orden q bajo la
multiplicacio´n tenemos g(A+2qpi) ≡ gA. As´ı las q ramas de z1/q en DA son
gA, g(A+2pi) = εgA, . . . , g(A+2(q−1)pi) = εq−1gA,
tomando los valores 1, ε, . . . , εq−1 en 1. Similarmente, si comenzamos con un valor par-
ticular w de z1/q en cualquier punto z ∈ C \ {0}, entonces continuando alrededor de 0
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repetidas veces obtenemos los valores w, εw, . . . , εq−1w de z1/q en orden.
Esto muestra que no podemos encontrar una continuacio´n anal´ıtica (o incluso mero-
morfa) de z1/q en 0: Si tuvie´semos una funcio´n elemental (D, g) representando una rama
de z1/q en una regio´n D conteniendo el 0, entonces g no podr´ıa ser univaluada en D;
como sea, continuando g anal´ıticamente a lo largo de un camino cerrado que rodee una
vez al 0 en D, podemos reemplazar g por εg 6= g, obteniendo una contradiccio´n.
Un argumento similar muestra que no existe continuacio´n en ∞, as´ı 0 e ∞ son puntos
singulares de z1/q.
Podemos adaptar el me´todo de construccio´n de la superficie de Riemann de log(z) para
obtener la superficie de Riemann de z1/q.
Como en §2.4, sea E = C \ {z ∈ R : z ≤ 0}. Esta regio´n simplemente conexa es
el dominio de las ramas gn = exp(q
−1fn) de z1/q satisfaciendo gn(1) = εn, donde
ε = exp(2pii/q) y q ∈ Z; tenemos que gm = gn si y so´lo si m ≡ n mo´d (q), as´ı
hay q ramas distintas g0, g1, . . . , gq−1 y por tanto podemos tomar q copias disjuntas
E0, E1, . . . , Eq−1 de E a diferentes niveles arriba de E, con cada En como el dominio de
gn. Esto se ilustra en la Figura 2.34.
Im(z) > 0
Im(z) < 0
Ei
1
Figura 2.33.
Eq−1
Eq−2
E0
E1
Eq−1
Eq−2
E0
E1
Lq−1
Lq−2
L0
Lq−1
Figura 2.34.
Como continuamos anal´ıticamente cruzando el rayo z ≤ 0, Im(z) va decreciendo, pa-
samos de g0 a g1, as´ı que unimos el borde Im(z) > 0 de E0 con el borde Im(z) < 0 de
E1 a lo largo de l´ınea L0 de 0 a ∞. Similarmente, pegamos E1 con E2 a lo largo de L1,
y as´ı sucesivamente hasta que Eq−2 es pegado con Eq−1 a lo largo de Lq−2. El proceso
hasta ahora, resulta en una superficie en forma de espiral con q hojas, es fa´cilmente
visualizado, pero el siguiente paso no; ya que la continuacio´n a trave´s de z ≤ 0 toma
gq−1 a gq ≡ g0, necesitamos entonces pegar el borde Im(z) > 0 de Eq−1 con el borde
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Im(z) < 0 de E0 a lo largo de la l´ınea Lq−1. Debemos hacer esto sin que la superficie
resultante T se corte a s´ı misma, y esto es imposible en el espacio euclidiano R3, sin
embargo, la u´nica razo´n para considerar las hojas En como subespacios de R3 es pa-
ra facilitar la visualizacio´n e ilustracio´n, y no hay problema si lo consideramos como
superficie abstracta. La Figura 2.35 muestra aparentes autointersecciones, como sea en
realidad la superficie no se autointersecta.
E2
E1
E0
q = 3
T
E0
E1
E2
Figura 2.35.
La superficie
T =
(
q−1⋃
n=0
En
)
∪
(
q−1⋃
n=0
Ln
)
es una superficie de recubrimiento no ramificada de C \ {0} con q hojas; cada punto
s ∈ T cae sobre un u´nico punto z = ψ(s) ∈ C \ {0}, y cada z ∈ C esta´ por debajo
de q puntos s ∈ T , uno en cada hoja. Definimos la funcion φ : T → C \ {0} por
φ(s) = gn(s) para todo s ∈ En, y extendiendo φ a cada l´ınea Ln por continuidad; as´ı
φ es locamente igual a una rama de z1/q, y tenemos que φ(s)q = ψ(s) para todo s ∈ T
(Ve´ase Figura 2.36).
T
φψ
C \ {0}C \ {0}
z z1/q
wq w
Figura 2.36.
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Cada hoja En de T es mapeada de manera homeomorfa por φ a la regio´n
(2n− 1)pi
q
<
arg(z) <
(2n+ 1)pi
q
de C \ {0}, y Ln es mapeada de manera homeomorfa a la l´ınea
arg(w) =
(2n+ 1)pi
2
, as´ı φ es un homeomorfismo entre T y C \ {0}, en la Figura 2.37
se presenta el caso particular para q = 3.
φ(L0)
φ(L1)
φ(L2)
φ(E0)
φ(E1)
φ(E2)
q = 30
Figura 2.37.
No hay continuacio´n anal´ıtica (o incluso meromorfa) de z1/q en z = 0: en cualquier
vecindad de 0, si continuamos a lo largo de un camino cerrado rodeando el 0 en la di-
reccio´n positiva, entonces cualquier rama de z1/q se multiplica por ε = exp(2pii/q), as´ı
no podemos elegir una rama univaluada de z1/q en cualquier regio´n que contenga al 0.
Sin embargo, para cada rama gn de z
1/q tenemos que l´ım
z→0
gn(z) = 0, as´ı podemos agregar
un punto s0 a T , por arriba de 0 y consideramos s0 como el origen de cada corte de
los planos En; podemos extender la funcio´n φ : T → C \ {0} definiendo φ(s0) = 0 ∈ C,
as´ı que φ : T ∪ {s0} → C es continua en s0. Similarmente, podemos extender φ por
continuidad (aunque no meromorfa) en ∞, agregando un punto s∞ a T , por encima de
∞ y poniendo φ(s∞) = ∞. Llamaremos a S := T ∪ {s0, s∞} la superficie de Riemann
de z1/q; por construccio´n, φ es un homeomorfismo de S a Σ. Podemos extender la fun-
cio´n recubridora no ramificada ψ : T → C \ {0} a una funcio´n recubridora ramificada
ψ : S → Σ definiendo ψ(s0) = 0 y ψ(s∞) =∞.
Hemos visto que S es homeomorfa (bajo φ) a la esfera Σ. Podemos por tanto considerar
S como una esfera, dividida en regiones E0, E1, . . . , Eq−1 por l´ıneas L0, L1, . . . , Lq−1 de
s0 a s∞. La proyeccio´n ψ : S → Σ envuelve S q veces sobre Σ, la regio´n E de Σ es
recubierta de manera homeomorfa por cada regio´n En. Cuando un punto z ∈ Σ sigue
un camino que rodea a 0 (o a ∞), el punto s ∈ ψ−1(z) se mueve continuamente arriba
de z, pasando sobre las hojas . . . , E0, E1, E2, . . . de S, correspondiendo a la manera
(para el caso q = 3) en la cual φ(s) para sobre la ramas . . . , g0, g1, g2, . . . de z
1/q. Ve´ase
Figura 2.38
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SE2
E0
E1
s0
s∞ L0
L1
L2
∞
0
z ≤ 0
Σ
E
ψ
Figura 2.38.
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CAPITULO 3
En este cap´ıtulo definimos las superficies de Riemann de manera abstracta, luego de-
mostramos que el plano complejo extendido que conoceremos como esfera de Riemann
cumple justamente con dicha definicio´n, estudiamos las propiedades topolo´gicas de es-
ta y terminamos el cap´ıtulo estudiando el recubrimiento de la esfera por una funcio´n
racional.
3.1. Superficies abstractas de Riemann
Hemos visto que ciertas funciones multivaluadas f pueden ser representadas por una
funcio´n univaluada φ : S → Σ la cual es meromorfa en su dominio S (la superficie de
Riemann de f).
Presentaremos teor´ıa de superficies de Riemann y sus funciones meromorfas, conside-
rando espec´ıficamente el caso especial de la esfera de Riemann, esto permitira´ definir
un domino ma´s general donde una funcio´n meromorfa puede ser definida.
Comenzaremos con el concepto de superficies. Una superficie es un espacio topolo´gico
Hausdorff tal que cada punto s ∈ S tiene una vecindad abierta U homeomorfa a un
subconjunto abierto de C (o equivalentemente R2); as´ı S tiene localmente las mismas
propiedades topolo´gicas que el plano. Ma´s generalmente, una n−variedad es un espacio
Hausdorff en el cual cada punto tiene un vecindad homeomorfa a un subconjunto de
Rn, as´ı una superficie es una 2−variedad.
Cualquier superficie S es cubierta por una familia de conjuntos abiertos Ui, tales que
para Ui hay un homeomorfismo φi : Ui → Wi, donde Wi es un subconjunto abierto
de C. Llamaremos al conjunto de parejas A = {(Ui, φi)} un atlas para S; si s ∈ Ui
llamamos a (Ui, φi) una carta en s y zi = φi(s) coordenadas locales para s.
Si (Ui, φi) y (Uj, φj) son cartas en s ∈ S dando coordenadas locales zi y zj para s, enton-
ces zi = (φi ◦ φj)(zj) expresa el cambio de coordenadas locales para s correspondientes
a dos cartas diferentes. Esto se ilustra en la Figura 3.39.
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φi φj
Ui Uj
S
C Wi
Wj
φi ◦ φ−1j
s
zi zj
Figura 3.39.
Las funciones
φi ◦ φ−1j : φj(Ui ∩ Uj)→ φi(Ui ∩ Uj),
son llamadas funciones de transicio´n de coordenadas. Un atlas A es llamado anal´ıtico
si todas las funciones de transicio´n de coordenadas son anal´ıticas.
Diremos que dos atlas A = {(Ui, φi)} y B = {(Vj, ψj)} son compatibles si para cuales-
quiera (Ui, φi) ∈ A y (Vj, ψj) ∈ B satisfaciendo Ui ∩ Vj 6= ∅, se tiene que
φi ◦ ψ−1j : ψj(Ui ∩ Vj)→ φi(Ui ∩ Vj)
es anal´ıtico; o equivalentemente, el atlas A ∪ B es anal´ıtico.
La compatibilidad de atlas es una relacio´n de equivalencia, y una clase de equivalencia
de atlas es llamado una estructura compleja en S. Finalmente, una superficie con una
estructura compleja es llamado Superficie de Riemann.
Daremos unos ejemplos simples, en cada caso es suficiente especificar un atlas en S, ya
que puede tomarse como representante de su clase de equivalencia, definiendo as´ı una
estructura compleja en S.
Ejemplos 3.28. (I) Sea S = C y sea A = {C, id : C → C}, un atlas para C
consistiendo de una u´nica carta; claramente A es anal´ıtico. Hay muchos atlas
compatibles, por ejemplo B = {(Ui, id : Ui → Ui)}, donde Ui recorre todos los
disco abiertos en C de radio 1; cada funcio´n de transicio´n de coordenadas es la
identidad y por tanto anal´ıtica, as´ı C es una superficie de Riemann.
(II) Cualquier subconjunto T de una superficie de Riemann es por si mismo una
superficie de Riemann.
Si {Ui, φi} es un atlas anal´ıtico en S, y si ψi es la restriccio´n de φ a Ui∪T (donde
esta interseccio´n sea no vac´ıa), entonces {(Ui ∩T, ψi)} es un atlas anal´ıtico en T .
Es fa´cil ver que atlas compatibles en S inducen atlas compatibles en T , as´ı cada
estructura compleja en S induce una u´nica estructura compleja en T .
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3.2. La esfera de Riemann
En esta seccio´n estudiaremos algunas propiedades de la esfera de Riemann, para lograr
demostrar que en efecto esta superficie cumple con la definicio´n dada en la seccio´n an-
terior.
Hay muchas ventajas en usar el conjunto C de los nu´meros complejos como dominio
de definicio´n de funciones. Los nu´meros complejos forman un campo algebraicamente
cerrado, esto es, los polinomios de grado n tienen n ra´ıces en C, contando multiplicida-
des. Geome´tricamente, C puede visualizarse como el plano Eucl´ıdeo R2.
Como dominio de definicio´n de funciones, C tiene la siguiente propiedad: Si f es una
funcio´n de variable compleja y es diferenciable en una regio´n R ⊂ C, llamemos regio´n
a un conjunto abierto no vac´ıo y conexo por caminos, entonces f es infinitamente di-
ferenciable en R, y para cada a ∈ R podemos expandir f como una serie de potencias
convergente en un disco suficientemente pequen˜o que contenga a a. (En contraste, hay
funciones de variable real tal que son una vez diferenciable pero no dos veces, o hay
infinitamente diferenciable pero no pueden ser representadas como series de potencias).
Cuando f es diferenciable en una regio´n R, diremos que f es anal´ıtica en R.
Hay, como sea, desventajas en usar C, por ejemplo la divisio´n por 0 es imposible, y
algunas funciones no esta´n definidas donde sea, por ejemplo, z−1 esta indefinida en
z = 0. Otras de las desventajas obvias es que C no es compacto, as´ı ciertas sucesiones
(1, 2, 3, . . . por ejemplo) no tienen subsucesiones convergentes. Cuando estudiemos la
conexio´n entre funciones y superficies, veremos que esa condicio´n de compacidad de
una superficie es una propiedad importante para probar teoremas acerca de funciones
definidas sobre una superficie.
Podemos solventar estas desventajas, usando el plano complejo extendido Σ := C∪{∞},
donde ∞ es un punto extra llamado punto del infinito. Geome´tricamente, Σ esta´ bien
definido, y como veremos Σ puede ser considerado como una esfera.
Considere la 2− esfera
S2 = {(x1, x2, x3) ∈ R3 | x21 + x22 + x23 = 1}
en R3, e identificamos el plano complejo C con el plano x3 = 0 bajo la identificacio´n
z = x + iy (x, y ∈ R) con (x, y, 0) para todo z ∈ C. Si N = (0, 0, 1) es el polo norte,
entonces la proyeccio´n estereogra´fica es una funcio´n biyeccion pi : S2\{N} → C, Q→ P ,
donde P ∈ C, Q ∈ S2\{N}, y P,Q y N son colineales (Ve´ase Figura 3.40)
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N Q
P
S2
Figura 3.40.
El siguiente argumento muestra que pi es un homeomorfismo entre S2 − {N} y C. Sea
P = (x, y, 0) donde z = x+ iy ∈ C, y sea Q = (x1, x2, x3) ∈ S2−{N}. Como P,Q y N
son colineales tenemos
x
x1
=
y
y2
=
1
1− x3
Por lo que x = x1/(1− x3) e y = x2/(1− x3), y as´ı pi : Q→ P es dada por
z = x+ iy =
x1 + ix2
1− x3 (1)
Usando x21 + x
2
2 + x
2
3 = 1, tenemos
x2 + y2 + 1 =
2− 2x3
(1− x3)2 =
2
1− x3 ,
as´ı que pi−1 : P → Q viene dada por
x1 =
2x
x2 + y2 + 1
, x2 =
2y
x2 + y2 + 1
, x3 =
x2 + y2 − 1
x2 + y2 + 1
(2)
Estas expresiones muestran que ambas pi y pi−1 son continuas, de donde se demuestra
que pi es un homeomorfismo.
Ahora denotemos por Σ el plano complejo extendido C∪{∞}, donde ∞ (llamado pun-
to del infinito) es un s´ımbolo que no representa un elemento de C; podemos extender
pi : S2\{N} → C a una biyeccio´n pi : S2 → Σ definiendo pi(N) =∞.
Podemos usar la biyeccio´n pi : S2 → Σ para transferir propiedades algebraicas y to-
polo´gicas de Σ a S2 y viceversa. Por ejemplo, ya que Σ tiene las mismas propiedades
topolo´gicas que la esfera S2, Σ es a veces llamado la esfera de Riemann. As´ı que conside-
raremos conveniente (aunque impreciso) referirnos a S2 y Σ como conjuntos ide´nticos,
haciendo la identificacio´n en cada punto Q ∈ S2 con P = pi(Q) ∈ Σ.
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3.2.1. Comportamiento de funciones en el infinito
Si un subconjunto D de Σ no contiene ∞, entonces tenemos que D ⊂ C podemos
referirnos a estas funciones en D como anal´ıticas, meromorfas, expansiones de Taylor,
etc. Nuestro objetivo es definir conceptos similares en ∞, para que todos los puntos de
Σ tengan las mismas propiedades. Esto se hace usando la transformacio´n J(z) = z−1
de Σ; esta´ bien definida en C\{0}, y usaremos como convencio´n que J(0) = ∞. As´ı
J : Σ→ Σ es una biyeccio´n y J2 es la identidad.
Ahora sea P el punto z = x + iy ∈ C\{0}, con x, y ∈ R, y sea P ∗ el punto J(z) =
z−1 = (x − iy)/zz¯. Entonces el punto Q = pi−1(P ) de S2 correspondiente a P tiene
coordenadas
x1 =
2x
zz¯ + 1
, x2 =
2y
zz¯ + 1
, x3 =
zz¯ − 1
zz¯ + 1
en R3, y las coordenadas de Q∗ = pi−1(P ∗) son
x∗1 =
2x(zz¯)−1
(zz¯)−1 + 1
=
2x
1 + zz¯
= x1
x∗2 =
−2y(zz¯)−1
(zz¯)−1 + 1
=
−2y
1 + zz¯
= −x2
x∗3 =
(zz¯)−1 − 1
(zz¯)−1 + 1
=
1− zz¯
1 + zz¯
= −x3
As´ı J induce la trasformacio´n pi−1 ◦ J ◦ pi : Q = (x1, x2, x3) → Q∗ = (x1,−x2,−x3) de
S2 (Un argumento simple pero separado es necesario para Q = N o S, correspondiente
a z =∞ o 0), y esto es una rotacio´n de S2 por un a´ngulo pi alrededor del eje x1.
De ahora en adelante, nos referiremos a pi−1 ◦ J ◦ pi simplemente como J siempre y
cuando no haya peligro a confunsio´n; de manera equivalente, estamos identificando S2
y Σ por medio de pi, y con respecto a J como una transformacio´n de cada uno de estos
dos espacios. (Ver Figura 3.41)
S2
pi−1 ◦ J ◦ pi
S2
pi pi
JΣ Σ
Figura 3.41.
Suponga que una funcio´n f(z) esta´ definida en D\{∞}, donde D es una regio´n de ∞
en Σ; equivalentemente, f(z) esta´ definida para |z| suficientemente grande. Podemos
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extender el dominio de f para que incluya∞ definiendo f(∞) como l´ım
z→0
f(z−1), teniendo
en cuenta que este l´ımite exista. Entonces f es continua en ∞, y f(∞) = l´ım
z→0
f(z−1) =
l´ım
z→0
(f ◦ J)(z). Diremos que f es anal´ıtica, meroforma, etc, en ∞ cuando f ◦ J tenga la
misma propiedad en 0. Por ejemplo:
(i) f(z) =
1
(z2 + 1)
es anal´ıtica en∞ con un cero de orden 2 all´ı, ya que (f ◦J)(z) =
z2
z2 + 1
es anal´ıtica con un cero de orden 2 en 0;
(ii) f(z) = z3 es meromorfa en ∞, con un polo de orden 3;
(iii) sin(x) tiene un singularidad esencial en ∞ y por tanto no es anal´ıtica en ∞
Teorema 3.29. Σ = C ∪ {∞} es una superficie de Riemann
Demostracio´n. Sea S = Σ := C ∪ {∞}, ya vimos que S es homeomorfa a la 2−esfera
S2, as´ı al tomar la topolog´ıa de la esfera como subespacio de R3 podemos inducir una
topolog´ıa para Σ utilizando la funcio´n proyeccio´n pi. Hay un atlas A en S consistiendo
en dos cartas (Ui, φi)(i = 1, 2); dadas por
φ1 = id : U1 = C → C
z 7→ φ1(z) = z
y
φ2 : U2 = Σ \ {0} → C
z 7→ φ2(z) =
{ 1
z
, si z ∈ C \ {0}
0, si z =∞
Claramente Σ = U1∪U2, y φ1 y φ2 son homeomorfismos (φ2 induce una rotacio´n en S2).
Tenemos que φ2◦φ−11 (z) =
1
z
, la cual es anal´ıtica en φ1(U1∩U2) = C\{0}, similarmente
φ1 ◦ φ−12 =
1
z
es anal´ıtica en φ2(U1 ∩ U2) = C \ {0}, as´ı A es un atlas anal´ıtico, dando
una estructura compleja en Σ. La superficie resultante es llamada esfera de Riemann.
Terminaremos este cap´ıtulo estudiando el recubrimiento de la esfera de Riemann me-
diante una funcio´n racional, para ello estudiaremos el campo de funciones meromorfas
y propiedades topolo´gicas de esta.
Definimos una regio´n de Σ como un conjunto abierto no vac´ıo y conexo por cami-
nos. Usando estas definiciones, podemos extender ciertos teoremas acerca de funciones
definidas en C para funciones definidas en Σ. Por ejemplo:
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Teorema 3.30. Sea f una funcio´n anal´ıtica en una regio´n R de Σ. Si f tiene ceros en
una sucesio´n infinita de puntos zn en R con l´ımite z
∗ = l´ım
n→∞
zn en R, entonces f es
ide´nticamente cero en R.
Demostracio´n. Si z∗ 6= ∞ para todo n suficientemente grande, as´ı omitiendo finitos
te´rminos podemos asumir que zn ∈ C para todo n. Ahora R′ = R\{∞} es una regio´n
en C, y f es anal´ıtica en R′ con ceros en una sucesio´n infinita de puntos zn ∈ R′ con
l´ımite z∗ ∈ R′, as´ı por el Teorema 1.6, f es ide´nticamente cero en R′. Si∞ 6∈ R entonces
R = R′ y el resultado esta´ probado. Si ∞ ∈ R, entonces como f es anal´ıtica en ∞ y se
anula en un entorno de∞, tenemos que f(∞) = 0 como quer´ıamos, por la continuidad.
Ahora suponga que z∗ = ∞. Omitiendo finitos te´rminos, podemos asumir que zn 6= 0
para todo n. As´ı f es anal´ıtica en una regio´n R¯ = R\{0}, f ◦J es anal´ıtica en la regio´n
R∗ = {z−1 : z ∈ R¯}. Ahora f ◦ J tiene ceros en los puntos z−1n ∈ R∗, y e´sta tiene l´ımite
J(z∗) = 0 en R∗, as´ı f ◦ J es ide´nticamente cero en R∗ y as´ı f es ide´nticamente cero en
R¯. Si 0 6∈ R entonces R = R¯ y el resultado esta´ probado. Si 0 ∈ R entonces f(0) = 0
por la continuidad, as´ı f es ide´nticamente cero en R.
Hemos visto co´mo extender el dominio de una funcio´n f para que incluya al ∞. Simi-
larmente, podemos incluir ∞ en la imagen de f : Si f es meromorfa en el punto a ∈ Σ,
con un polo en a, esto es, (z − a)kf(z) es anal´ıtica para algu´n k ∈ N, k > 0, entonces
escribimos f(a) = ∞. As´ı los polos de f corresponden a los ceros de J ◦ f . Definimos
f : Σ → Σ para ser meromorfa en Σ si es meromorfa en cada a ∈ Σ. As´ı tenemos
inmediatamente:
(i) Si f es moromorfa en Σ entonces f es continua en Σ;
(ii) cada funcio´n constante f(z) = c ∈ C es meromorfa en Σ, la funcio´n constante
f(z) =∞ no es meromorfa en Σ;
(iii) las funciones meromorfas en Σ forman un campo, esto es, si f y g son meromorfas
en Σ entonces tambie´n lo son f ± g, fg y f/g con g 6≡ 0
Suponga que f es anal´ıtica en a ∈ C, con f(a) = c ∈ C; si f no es constante entonces
f (k)(a) 6= 0 para algu´n k ≥ 1, y llamemos a este u´ltimo k multiplicidad de la solucio´n
de f(z) = c en z = a.
Similarmente, si a = ∞ entonces podemos decir que f(∞) = c con multiplicidad k si
(f ◦ J)(0) = c con multiplicidad k. Diremos que a es un punto simple de f si tiene
multiplicidad k = 1, y punto mu´ltiple si k > 1.
Corolario 3.31. Una funcio´n meromorfa no constante f : Σ→ Σ toma cualquier valor
c ∈ Σ solamente una cantidad finita de veces, contando multiplicidades (esto es, la
suma de las multiplicidades de la soluciones de f(z) = c es finito).
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Demostracio´n. Si z ∈ Σ y f(z) = c, entonces existe un entorno Nz de z tal que f no
toma el valor c en Nz\{z}; para c =∞ entonces los polos de f son los ceros de f ◦ J ;
y as´ı f ◦ J es meromorfa y no constante en esas singularidades, por teorema 3.30; si
c 6= ∞ podemos usar el hecho que los ceros de f − c son aislados. Por la compacidad,
Σ es cubierta por finitos entornos Nz1 , . . . , Nzk , as´ı f
−1(c) = {z1, . . . , zk}, un conjunto
finito. Como f es meromorfa, cada solucio´n de f(z) = c tiene multiplicidad finita, as´ı
f toma el valor c solamente una cantidad finita de veces.
3.2.2. Funciones racionales
Una funcio´n racional es una funcio´n de la forma f(z) = p(z)/q(z), donde p(z) y q(z)
son polinomios con coeficientes constantes y q(z) no es ide´nticamente cero. Cuando
z ∈ C y q(z) 6= 0, f(z) es un elemento bien definido de C; cuando q(z) = 0 o z = ∞,
definimos f(z) = l´ım
z′→z
f(z′) como en §3.2.1. As´ı f es una funcio´n de Σ→ Σ.
Las funciones racionales forman un campo que se denota por C(z). Para cada valor
fijo a ∈ C la funcio´n constante fa : z 7→ a es una funcio´n racional, y estas funciones
forman un campo isomorfo a C bajo el isomorfismo fa → a. As´ı C(z) contiene un sub-
campo isomorfo a C, as´ı C(z) puede ser considerado como una extensio´n de campo de C.
Dos polinomio p y q son coprimos si no existe polinomio no constante r que divida
a tanto a p como a q. Si f = p/q es una funcio´n racional entonces podemos cancelar
cualquier factor comu´n y as´ı asumir que p y q son coprimos. Por el teorema Fundamental
del A´lgebra podemos expresar cada polinomio como producto de factores lineales. As´ı
podemos escribir
f(z) = c(z − α1)m1 · · · (z − αr)mr(z − β1)−n1 · · · (z − βs)−ns ,
donde c ∈ C, α1, . . . , αr son los ceros de p de multiplicidad m1, . . . ,mr y β1, . . . βs son
los ceros de q de multiplicidad n1, . . . , ns. Como p y q son coprimos, los ceros de p son
distintos de los de q. As´ı α1, . . . , αr son los ceros de f de ordenes m1, . . . ,mr y β1, . . . , βs
son los polos de ordenes n1, . . . , ns. Esos son los u´nicos ceros y polos de f en C, e ∞ es
un cero o polo cuando (m1 + · · ·+mr)− (n1 + · · ·+ns) es negativo o positivo. Por ejem-
plo, f(z) = (z−1)/(z2+4) tiene ceros de orden uno en 1 e∞ y polos de orden 1 en ±2i.
El pro´ximo resultado muestra que la definicio´n algebraica de una funcio´n racional es
equivalente a la condicio´n anal´ıtica:
Teorema 3.32. Una funcio´n f : Σ→ Σ es racional si y so´lo si f meromorfa en Σ.
Demostracio´n. Si descomponemos una funcio´n racional f como antes, entonces f es di-
ferenciable en cada z 6=∞, βj(1 ≤ j ≤ s), as´ı f es anal´ıtica en C\{β1, . . . , βs}. En cada
punto βj, f tiene un polo de orden nj, mientras en∞, f es anal´ıtica si deg(p) ≤ deg(q)
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y f tiene un polo de orden deg(p)−deg(q) si deg(p) > deg(q). As´ı f es meromorfa en Σ.
Para la otra implicacio´n, suponga que f es meromorfa en Σ. Por Colorario 3.31, f tiene
una cantidad finita de polos en C, digamos β1, . . . , βs con ordenes n1, . . . , ns. Entonces
tenemos que la funcio´n
g(z) = (z − β1)n1(z − β2)n2 . . . (a− βs)nsf(z)
es anal´ıtica en C, as´ı g tiene una expansio´n de Taylor
g(z) = a0 + a1z + a2z
2 + . . . ,
va´lida para todo z ∈ C, Ahora g es meromorfa en ∞ (ya que f es lo es), as´ı
(g ◦ J)(z) = a0 + a1z−1 + a2z−2 + . . .
es meromorfa en 0, y as´ı aj = 0 para j suficientemente grande. As´ı g es un polinomio.
Por tanto
f(z) = (z − β1)−n1(z − β2)−n2 . . . (a− βs)−ns
es una funcio´n racional.
Si f = p/q es una funcio´n racional, con p y q polinomios coprimos, entonces el grado
(o orden) de f denotado por deg(f) es el ma´ximo de los grados de p y q, es decir,
deg(f) = ma´x{deg(p), deg(q)}. As´ı f es constante si y so´lo si deg(f) = 0.
Teorema 3.33. Si f : Σ→ Σ es una funcio´n racional de grado d > 0, entonces f toma
cada valor x ∈ Σ exactamente d veces, contando multiplicidades.
Demostracio´n. Sea f = p/q, donde p y q son polinomios coprimos. Primero suponga
que c = ∞. Para z ∈ C tenemos que f(z) = ∞ si y so´lo si q(z) = 0, y por el teorema
fundamental del a´lgebra esta ecuacio´n tiene deg(q) soluciones, contando multiplicidades.
Si deg(p) ≤ deg(q) entonces esos son los u´nicos polos de f ; Si deg(p) > deg(q) entonces
f tiene un polo adicional de orden deg(p) − deg(q) en ∞. En otro caso, el nu´mero de
soluciones (contando multiplicidades) de f(z) = ∞ es ma´x(deg(p), deg(q)), que es el
grado de f .
Ahora suponga que c 6= ∞. Ya que deg(f) > 0, f no es ide´nticamente igual a c, as´ı
existe una funcio´n racional
g(z) =
1
f(z)− c =
q(z)
p(z)− cq(z) ;
tal que las soluciones de f(z) = c son los polos de g, y por el argumento previo hay
deg(g) contando multiplicidades. Ahora q y p−cq son coprimos (ya que p y q lo son), as´ı
deg(g) = ma´x(deg(q), deg(p− cq)) = ma´x(deg(p), deg(q)) = deg(f) como se quer´ıa.
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Corolario 3.34. Sea f : Σ→ Σ una funcio´n racional de grado d > 0. Entonces
(i) f tiene solamente un nu´mero finito de puntos mu´ltiples en Σ.
(ii) |f−1(c)| = d para todos excepto para un nu´mero finito puntos, y 1 ≤ |f−1(c)| < d
para los puntos restantes c.
Demostracio´n. (i) Como la derivada f ′ es una funcio´n racional y no es ide´nticamente
cero, f ′ tiene solamente una cantidad finita de ceros en Σ; as´ı f tiene solamente
una cantidad finita de polos, as´ı (i) queda demostrado.
(ii) Por el Teorema 3.33, si c ∈ Σ entonces hay r soluciones z = a1, . . . , ar de f(z) = c
con multiplicidades k1, . . . , kr satisfaciendo k1 + · · ·+ kr = d. As´ı |f−1(c)| = r as´ı
que 1 ≤ f−1(c) ≤ d, y tenemos que |f−1(c)| = d a menos que kj ≥ 2. Ya que f
tiene solamente finitos puntos mu´ltiples, por (i) el resultado queda probado.
Notar que esto caracteriza a d = deg(f) teo´ricamente como el ma´ximo que valor que
puede tomar |f−1(c)| cuando c toma valores en Σ.
3.2.3. Propiedades topolo´gicas
Ahora estudiaremos las propiedades topolo´gicas de una funcio´n meromorfa (o equiva-
lentemente racional) como funcio´n de la esfera sobre si misma; la principal dificultad
te´cnica surge al tratar con puntos mu´ltiples.
Suponga que f : Σ→ Σ es meromorfa y no constante. Si f(a) = c con multiplicidad k,
donde a, c ∈ Σ, entonces decimos que f es una funcio´n k-uno-a-uno alrededor de a, si
U es un abierto suficientemente pequen˜o de a entonces existe un abierto V de c tal que
para cada c′ ∈ V \{c} la ecuacio´n f(z) = c′ tiene exactamente k soluciones en U , todas
simples (Ve´ase Figura 3.42)
U
a c
c ′
V
f
k = 2
Figura 3.42.
Esto nos hace pensar que una solucio´n de multiplicidad k en a tiene lugar cuando cerca
de a hay k soluciones simples cercanas a a. Considerando las funciones f ◦ J , J ◦ f y
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J ◦ f ◦ J , es fa´cil ver que tenemos el mismo comportamiento cerca de a cuando a, c o
ambas son igual a∞. (Para funciones de variable real, la situacio´n es menos satisfacto-
ria, por ejemplo, la funcio´n f : R→ R dada por f(x) = x3 tiene un ra´ız triple en x = 0,
pero es localmente uno a uno; la funcio´n f(x) = x2 tiene una ra´ız doble en x = 0, pe-
ro las ecuaciones f(x) = c′ tiene dos soluciones cuando c′ > 0, y ninguna cuando c′ < 0.)
Un mapeo entre dos espacios topolo´gicos es llamado abierto si la imagen de cada conjun-
to abierto es abierto; podemos demostrar que las funciones meromorfas no constantes
son abiertas.
Si f(a) = c con multiplicidad k = 1, entonces f mapea una vecindad W = U ∩ f−1(V )
biyectivamente a una vecindad V de c, as´ı podemos definir la funcio´n inversa f−1 : V →
W , ya que f es abierta, f−1 es continua, as´ı f siendo ella misma continua, induce un ho-
meomorfismo deW en V . As´ı, en los puntos simples, f es localmente un homeomorfismo.
Un punto de multiplicidad k > 1 es llamado punto de ramificacio´n de orden k− 1. Por
el Corolario 3.34, el conjunto B de los puntos de ramificacio´n de f es finito, y por cada
c ∈ Σ\f(B) la ecuacio´n f(z) = c tiene solamente soluciones simples, as´ı que si f tiene
grado d entonces hay exactamente d puntos a1, . . . , ad ∈ f−1(Σ\f(B)) = Σ\f−1(f(B))
tal que f(ai) = c. Cada aj tiene una vecindad Wj que mapea de manera homeomorfa
a una vecindad Vj de c, y podemos elegir estas vecindades Wj de tal manera que sean
mutuamente disjuntas, as´ı que c tiene una vecindad V = V1 ∩ · · · ∩ Vd tal que f−1(V )
consiste en d conjuntos abiertos disjuntos W˜j = Wj ∩ f−1(V ), cada uno es mapeado de
manera homeomorfa en V por f (Ve´ase Figura 3.43 para el caso de d = 2).
W1
W2
V1
V2
c
a1
a2
W˜1
W˜2
f
f
Figura 3.43.
Esto muestra que f : Σ\f−1(f(B))→ Σ\f(B) es un ejemplo de un funcio´n recubridora:
un mapeo continuo f : X → Y es una funcio´n recubridora si cada y ∈ Y tiene una ve-
cindad V tal que f−1(V ) consiste de conjuntos abiertos disjuntos mapeados de manera
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homeomorfa en V por f , en cada caso X es un espacio recubridor de Y . Si incluimos
los puntos de ramificacio´n, tenemos un recubrimiento ramificado f : Σ→ Σ.
Es u´til imaginar las vecindades W˜1, . . . , W˜d formando capas paralelas situadas por en-
cima de V , as´ı que f proyecta cada W˜j de manera homeomorfa hacia abajo en V ,
como en la Figura 3.44. Como c se mueve alrededor de Σ\f(B), estas vecindades W˜j
forman d hojas de la superficie Σ\f−1(f(B)) que se envuelve alrededor de la imagen de
la esfera Σ, con d puntos a1, . . . , ad por encima de cada c ∈ Σ\f(B) En los puntos de
ramificacio´n de orden k− 1, tenemos k hojas que se juntan y forman un solo punto del
dominio de la esfera Σ (Ve´ase la Figura 3.45 para un ejemplo con d = 2).
W˜1
W˜2
W˜d
V
a1
a2
ad
c
f
Figura 3.44.
∞
0
c
a2
a1
∞
0
f
Σ
Σ
f(z) = z2, B = {0,∞}
Figura 3.45.
Ejemplos 3.35. (1) Sea f(z) = zn. Tenemos que f(0) = 0 con multiplicidad n, y
como f ′(z) 6= 0 para z 6= 0, no hay otros puntos de ramificacio´n en C. Para ver si
∞ es un punto de ramificacio´n consideremos (J ◦ f ◦ J)(z) = zn tiene un cero de
orden n en z = 0, as´ı f(∞) =∞ con multiplicidad n. As´ı la superficie recubridora
tiene n hojas que se juntan en los puntos de ramificacio´n de orden n− 1 en 0 y ∞.
(Ver figura 3.45 para n = 2).
(2) Sea f(z) = z/(z3+2), una funcio´n racional de grado 3. Como f ′(z) = (2−2z3)/(z3+
2)2, hay puntos de ramificacio´n en las ra´ıces cu´bicas de la unidad z = 1, ω, ω2
(ω = e2pii/3). Estos puntos de ramificacio´n esta´n sobre los puntos 1/3, ω/3, ω2/3
en la imagen de la esfera. Podemos ver que estos puntos de ramificacio´n tienen
orden 1 probando que f ′′(z) 6= 0, o alternativamente resolviendo las ecuaciones
f(z) = 1/3, f(z) = ω/3 y f(z) = ω2/3. Por ejemplo la primera de las ecuaciones
es equivalente a (z − 1)2(z + 2) = 0, mostrando que sobre el punto 1/3 se juntan
dos de las tres hojas para dar una solucio´n doble en z = 1 (esto es, un punto de
ramificacio´n de orden 2− 1 = 1), mientras que hay una solucio´n simple en z = −2
en la tercera hoja (Ve´ase Figura 3.46). Similarmente, sobre el punto ω/3 hay una
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solucio´n doble en z = ω y una solucio´n simple en z = −2ω, mientras que sobre
ω2/3 hay una solucio´n doble en z = w2 y una solucio´n simple en z = −2ω2.
z = 1
z = −2
f
1/3
1 ∈ B,−2 6∈ B
Figura 3.46.
Ahora tenemos que examinar los casos z =∞ y los polos de f separadamente. La
funcio´n (f ◦J)(z) = z2/(1 + 2z3) tiene un cero doble en z = 0, as´ı f tiene un punto
de ramificacio´n de orden 2−1 = 1 en z =∞, la otra solucio´n de f(z) = 0 es simple
en z = 0. Finalmente, los polos de f son todos simples (en las ra´ıces cu´bicas de
−2), as´ı que no hay puntos de ramificacio´n de f .
Ejemplo 3.36. Estudiar el recubrimiento de la esfera dado por la funcio´n racional:
z → f(z) = z
3
z2 − 1
Nu´mero de hojas n (= grado), puntos singulares, explicar como esta aplicacio´n da un
modo de cortar la esfera tal que con n copias cortadas e identificadas por los cortes se
obtiene otra vez la esfera.
Solucio´n.
Los polos de f son simples, por lo que ellos no dan puntos de ramificacio´n. Tambie´n
f(1/z) = 0 tiene un punto simple en z = 0, por lo que ∞ tampoco es un punto de
ramificacio´n.
Observamos los ceros de f ′(z) =
z2(−3 + z2)
(−1 + z)2(1 + z)2 , cuyas ra´ıces son 0,±
√
3.
Examinamos la ramificacio´n en estos puntos por separado. Notemos que
f ′′(z) =
2z(3 + z2)
(−1 + z)3(1 + z)3
f ′′′(z) = − 6(1 + 6z
2 + z4)
(−1 + z)4(1 + z)4
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Observamos que f ′′(0) = 0 y f ′′′(0) 6= 0, por lo que z = 0 es un punto de ramificacio´n
de orden 2, es decir, tres hojas se cortan en z = 0.
Para los otros puntos cr´ıticos la segunda derivada no se anula, por lo que cada uno de
ellos es un punto de ramificacio´n de orden 1, es decir en cada uno de esos puntos se
cortan dos hojas, como se muestra en la siguiente figura:
E3 E3
E1
E2E2
E1
w = −3
√
3
2
E1
E2E2
E3E3
E1
w = 0
E2 E2
E1
E3E3
E1
w =
3
√
3
2
Figura 3.47.
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CAPITULO 4
Al final del cap´ıtulo anterior estudiamos el recubrimiento de la esfera de Riemann
mediante una funcio´n racional, se calcularon los puntos de ramificacio´n y por tanto se
determino´ cuantas hojas coinciden en cada uno de estos puntos, en ese ejemplo no se
dio´ mayor explicacio´n sobre como determinar cuales son las hojas que coinciden en cada
punto de ramificacio´n. Este cap´ıtulo se toma como referencia a [2, §2.7] para explicar
la construcio´n de superficies compactas de Riemann i.e. las definidas por una curva
algebraica plana. La construccio´n se hace mediante un algoritmo que calcula el grupo
de monodromı´a de superficie que define la curva.
4.1. Relacio´n entre curvas algebraicas y superficies de Rie-
mann
Consideremos una curva algebraica plana definida sobre los nu´meros complejos C, es
decir, consideramos el subconjunto de C2 cuyos elementos son todos los puntos (z, w)
que satisfacen el polinomio bivariado en z e w:
f(z, w) = an(z)w
n + an−1(z)wn−1 + · · ·+ a1(z)w + a0(z) (3)
donde aj(z), j = 0, . . . , n son polinomios en z. Escribimos aj(z) =
∑
i
aijz
i, donde los
coeficientes aij son nu´meros complejos fijos. Asumiendo que an(z) no es ide´nticamente
cero, el grado en w de f(z, w) es n. Para tener solo una cantidad finita de puntos
puntos singulares asumiremos que la curva algebraica es irreducible, por lo que f(z, w)
no puede escribirse como producto de dos polinomios no constantes con coeficientes
complejos.
Sea d el grado de f(z, w) como polinomio en z y w, es decir, d es el valor ma´s grande
i+ j para el cual el coeficiente aij de z
iwj en f(z, w) es no nulo. El comportamiento en
el infinito para ambas variables z y w se estudia homogenizando f(z, w) = 0 tomando
z =
Z
U
, w =
W
U
,
y escribiendo
F (Z,W,U) = Udf(
Z
U
,
W
U
) = 0.
Aqu´ı F (Z,W,U) es un polinomio homoge´neo de grado d. Los puntos afines de la curva
algebraica se consiguen haciendo U = 1, los puntos afines corresponde a las ternas
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(Z : W : U) = (Z/U : W/U : 1). Un punto en el infinito, al menos una de las dos
coordenadas z o w es infinita. Como F (Z,W, 0) es un polinomio homoge´neo de grado
d, hay lo ma´s d puntos en el infinito.
Con el fin de construir la superficie de Riemann asociada a una curva algebraica se ha-
ce necesario tratar los puntos de ramificacio´n de manera especial (en caso que hayan).
Los finitos puntos singulares de la curva definida por f(z, w) = 0 satisfacen el sistema
f(z, w) = ∂zf(z, w) = ∂wf(z, w) = 0. Los puntos del infinito tambie´n pueden ser singu-
lares, tales puntos satisfacen el sistema de ecuaciones ∂ZF (Z,W,U) = ∂WF (Z,W,U) =
∂UF (Z,W,U) = 0 (y tambie´n F (Z,W,U) = 0, por el teorema de Euler para funciones
homoge´neas).
Desingularizar la curva algebraica da como resultado una superficie de Riemann, es
decir, una superficie unidimensional compleja (bidimensional sobre R). Hay varias for-
mas de desingularizar una curva, aqu´ı usaremos parametrizaciones locales en los puntos
singulares dadas por series Puiseux. Cada punto no singular en la curva algebraica co-
rresponde a un lugar1 en la superficie de Riemann, mientras que un punto singular en
la curva algebraica puede corresponder a mu´ltiples lugares en la superficie de Riemann.
En lo que sigue, Γ se utiliza para denotar la superficie de Riemann obtenida al desingu-
larizar y compactificar (agregando los lugares en el infinito) la curva algebraica definida
por f(z, w) = 0. Todas las superficies de Riemann obtenidas de esta manera son conexas
(ya que f(z, w) es irreducible) y compactas (porque puntos en el infinito se incluyen),
por lo que de ahora en adelante, las superficies de Riemann que estudiamos sera´n con-
sideradas conexas y compactas.
4.2. Construccio´n de superficie de Riemann asociada a una
curva
Consideramos una superficie X de Riemann definida por un polinomio f(z, w) = 0 de
grado d. Definimos una fibra en el punto w0 ∈ C como el conjunto z(w0) = {z ∈ C :
f(z, w0) = 0}, sabemos que si |z(w0)| = d entonces el punto es regular, y si |z(w0)| < d
entonces el punto es de ramificacio´n o punto mu´ltiple. Denotamos a los puntos de
ramificacio´n por {b1, . . . , bn}.
Para cada punto de ramificacio´n bi existen d series llamadas Series de Puiseux
Zi(w) =
∞∑
k=0
αi(w − bi)k/ei
tal que f(zi(w), w) = 0, para todo i = 1, . . . , d y el entero ei es el orden de ramificacio´n.
Para un punto regular el Teorema de la funcio´n impl´ıcita garantiza que, para cada
zi ∈ z(w0) existe una funcio´n anal´ıtica Zi(w) tal que f(Zi(w), w) = 0 para todo w en
1Usamos el te´rmino punto para denotar un valor en el plano z complejo, se usara´ lugar para denotar
una ubicacio´n en la superficie de Riemann Γ, o, sin ambigu¨edad, un punto en la curva algebraica plana
desingularizada.
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una vecindad de w0 y Zi(w0) = zi.
Sea
a un punto regular, z(a) la fibra en a
Z1(w), . . . , Zd(w) las series en w = a.
γi : [0, 1] → C un camino que inicia y termina en a y encierra solamente a un
punto de ramificacio´n bi
Continuamos anal´ıticamente Zk(w) a lo largo de γi. Cuando t → 1, γi(t) → a y los
valores de las continuaciones {Z1(γi(t)), . . . , Zd(γi(t))} se aproximan a la fibra en a,
definiendo una permutacio´n σi de {1, . . . , d}, as´ı
Zk(γi(t))→ zσi(k) = Zσi(k)(a)
Entonces definimos el grupo de monodromı´a del recubrimiento como el grupo generado
por σi y nuestro objetivo es encontrar dichos generadores.
Hacemos uso de coordenadas locales en una curva algebraica, este comportamiento lo-
cal lo entendemos utilizando expansiones de Puiseux.
Las expansiones de Puiseux caracterizan la topolog´ıa de una curva algebraica cerca de
puntos de ramificacio´n, es decir que la serie de Puiseux es nuestra forma de entender el
comportamiento en los puntos singulares.
Sobre las vecindades de un punto regular w = α, la funcio´n de coordenadas z se da
localmente como una serie en orden ascendente potencias de w−α. Cerca de un punto
de ramificacio´n, sin embargo, z es dada necesariamente por una serie con potencias frac-
cionarias ascendentes en w− α. Tales series se conocen como Series de Puiseux (Ve´ase
§1.5). Es comu´n elegir un para´metro local, digamos t, tal que x y y se escriben como
la serie de Laurent en ese para´metro local. Es decir, si α es un punto de ramificacio´n
de orden r, entonces tr = x− α, e y se escribe como una serie de Laurent en t. El par
(x(t), y(t)) se denomina una expansio´n de Puiseux ya que es equivalente a una serie de
Puiseux.
El algoritmo para calcular la expansio´n de Puiseux implementado en Maple dentro del
paquete algecurves es esencialmente el descrito por Newton en cartas para Oldenburg
y Leibniz. El algoritmo se encuentra con ma´s detalle en el Cap´ıtulo 1.
4.3. Monodromı´a de una curva algebraica plana
En esta seccio´n estudiaremos un algoritmo para calcular la monodromı´a de una curva
algebraica plana.
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Una curva algebraica da lugar a un recubrimiento de la esfera. La monodromı´a de una
curva algebraica plana no dice como las diferentes hojas del recubrimientos se pegan
para formar una superficie suave.
El calculo del grupo de monodromı´a de un recubrimiento algebraico z(w) requiere al-
gunos ingredientes. Primero, seleccionaremos un punto base w = a en el plano complejo
w. Este punto base es un punto regular finito el recubrimiento algebraico z(w), es decir,
para w = a, existen n valores finitos de z distintos. Estos n z-valores pueden ser asigna-
dos en un orden, z(a) := (z1, z2, . . . , zn). Este ordenamiento de los n z-valores etiquetan
las hojas del recubrimiento algebraico z(w). Para cada punto de ramificacio´n b elegimos
un camino γb en el plano complejo w que inicie y termine en w = a y rodee solamente el
punto de ramificacio´n w = b, en sentido antihorario. Despue´s, la n-tupla (z1, z2, . . . , zn)
es continuada anal´ıticamente alrededor del camino γb. Cuando retorna a w = a, una
nueva n-tupla es encontrada, la cual tiene las mismas entradas que (z1, z2, . . . , zn) pero
reordenadas: (zσ(1), zσ(2), . . . , zσ(n)). La permutacio´n σb se obtiene de este vector reorde-
nado. La coleccio´n de las permutaciones de todos los puntos de ramificacio´n (incluyendo
cualquier punto de ramificacio´n singular y puntos en el infinito) determinan el grupo
de monodromı´a de la curva algebrica.
Ahora expondremos los pasos para el ca´lculo del grupo de monodromı´a de manera
detallada.
Paso 1. Puntos problema´ticos de la continuacio´n anal´ıtica.
La curva algebraica en la ecuacio´n (3) define un recubrimiento z(w) de n hojas
en el plano complejo extendido w. Para todos excepto para algunos valores
finitos de w en el plano complejo extendido Σ := C ∪ {∞}. Un punto w co-
rresponde a una singularidad o a punto de ramificacio´n si y so´lo si hay menos
valores que n para z(w). Un punto de ramificacio´n de este recubrimiento de
n hojas es definido como un w-valor w = b donde el vector de ra´ıces z(w) no
retorna a su valor original cuando se continu´a anal´ıticamente z(w) una vez en
un c´ırculo pequen˜o alrededor de w = b.
La nocio´n de puntos problema´ticos P = {b1, b2, . . . , bm} se introduce con el
propo´sito de distinguir los w-valores finitos correspondientes a aquellos luga-
res en la curva algebraica que requieren un tratamiento especial a los fines
de la continuacio´n anal´ıtica nume´rica. Los puntos problema´ticos contienen los
w-valores que dan lugar a puntos singulares, puntos de ramificacio´n y puntos
para los cuales z = ∞. En resumen, los puntos problema´ticos son todos los
w-valores finitos para los cuales la ecuacio´n f(z, w) = 0 da lugar a menos de n
ra´ıces distintas z.
El conjunto de puntos problema´ticos se encuentran calculando
a) las ra´ıces de ∆(w) = 0, donde ∆(w) es el discriminante de f(z, w), es
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decir, la resultante de f(z, w) y fz(z, w)/an(w), y
b) las ra´ıces de an(w) = 0. Si w es una ra´ız de la u´ltima ecuacio´n, entonces
la ecuacio´n f(z, w) = 0 efectivamente decrece en grado, resultando en
algunas ra´ıces z siendo infinitas. Obse´rvese que la adicio´n de las ra´ıces de
an(w) = 0 es necesaria debido a la definicio´n del discriminante. Puesto
que los discriminantes ∆(w) y an(w) son polinomios en w, el nu´mero de
puntos problema´ticos es finito. Los puntos discriminantes son puntos de
ramificacio´n o puntos singulares. Los puntos singulares pueden tener una
monodromı´a no trivial, en cuyo caso tambie´n son puntos de ramificacio´n.
En los algoritmos, los puntos problema´ticos son la unio´n de ra´ıces de
an(w) = 0 o ∆(w) = 0
Paso 2. Rodeando los puntos problema´ticos.
Con el fin de calcular las monodromı´as del recubrimiento z(w), el vector z(w)
se continu´a anal´ıticamente a lo largo de caminos que rodean los puntos pro-
blema´ticos. Aunque la monodromı´a de las ra´ıces de a(w) y ciertos puntos sin-
gulares es trivial, los caminos para la continuacio´n anal´ıtica de z(w) tambie´n se
mantienen lejos de estos puntos para evitar problemas nume´ricos. Para simpli-
ficar el control de la aproximacio´n nume´rica, la trayectoria se mantiene a una
distancia (finita) r(bi) de cada punto de problema´tico bj. As´ı, a cada punto de
problema´tico bj, asociamos un radio r(bi) como sigue:
r(bi) =
2
5
ρ(bi, {b1, b2, . . . , bn} \ {bi}}, (4)
donde ρ denota distancia. En otras palabras, r(bi) es hasta dos quintos de la
distancia de bi al pro´ximo punto problema´tico ma´s cercano. La relacio´n 2/5 es
algo arbitraria; pueden usarse otros nu´meros entre 0 y 1/2. Importante es que
los c´ırculos C(bi, r(bi)) no se cortan entre s´ı.
Paso 3. La eleccio´n del punto base.
Se elige un punto base a tal que w = a esta´ a una distancia r(bs) alejada del
punto problema´tico ma´s cercano bs, y tal que la parte real de a sea menor que
las partes reales de cualquiera de los bi.
Por la u´ltima opcio´n, los argumentos de bi−a esta´n entre −pi/2 y pi/2. Para las
curvas algebraicas planas definidas por la ecuacio´n (3) con coeficientes reales,
el punto base se elige para ser real.
Paso 4. Etiquetando las hojas.
En el punto base w = a hay n valores de z finitos distintos. Estos se deter-
minan nume´ricamente como las soluciones de f(z, a) = 0. Estos n valores de
z son asignados en un orden (z1, z2, . . . , zn), que se denomina z(a). Asignando
tal orden a estos z−valores, etiquetamos las hojas del recubrimiento z(w): la
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hoja uno es la hoja conteniendo z1, hoja 2 es la hoja que contiene z2, y as´ı
sucesivamente. Obse´rvese que, debido a que w = a esta´ a una distancia r(bs)
alejada de los puntos de problema´ticos bs, los valores (z1, z2, . . . , zn) son todos
diferentes.
Paso 5. Ordenando los puntos problema´ticos de la continuacio´n anal´ıtica.
Debemos establecer un orden en los puntos problema´ticos. Optamos por or-
denar estos puntos de acuerdo con su argumento con respecto al punto base:
si arg(bi − a) < arg(bj − a), entonces bi precede bj en el ordenamiento, donde
arg(·) denota la funcio´n argumento. Si arg(bi − a) = arg(bj − a), el bi precede
bj en el ordenamiento si |bi − a| < |bj − a|. Este ordenamiento resulta en una
m-tupla ordenada de puntos problema´ticos: (b1, b2, . . . , bm). La misma notacio´n
se utiliza para los puntos problema´ticos ordenados como para los elementos del
conjunto no ordenado.
Paso 6. Eleccio´n de los caminos.
A continuacio´n, elegimos caminos para la continuacio´n anal´ıtica. Estos caminos
se componen de segmentos de l´ınea y semic´ırculos. El camino ma´s simple L(bi)
alrededor de bi consiste en un segmento de l´ınea de a a bi − r(bi).
Esto es seguido por el c´ırculo C(bi, r(bi)), comenzando en bi − r(bi). Sucesiva-
mente, un segmento de l´ınea se sigue de bi − r(bi), de nuevo a a. Sin embargo,
si el camino intersecta a uno de los c´ırculos C(bj, r(bj)), j 6= i, modificamos
la trayectoria a otro que es homoto´pico a el. Si un camino intersecta uno de
los c´ırculos C(bj, r(bj)), j 6= i, esto indica que se acerca al problema punto bj.
Como consecuencia, las hojas del recubrimiento no ser´ıan bien separados a lo
largo del camino, lo que complica la continuacio´n anal´ıtica nume´rica. Por lo
tanto, deseamos evitar esto. La situacio´n puede ser resuelta como se indica en
la Figura 4.48 el recorrido toma un desv´ıo a lo largo de un semic´ırculo alrede-
dor de bj. Si este semic´ırculo va por encima o por debajo de bj depende de las
posiciones relativas de a, bi y bj. El semic´ırculo se elige de modo que la nueva
trayectoria es deformable a L(bi), sin cruzar ningu´n punto problema´tico de la
continuacio´n anal´ıtica.
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a bs
bj
bi
a bs
bj
bi
a bs
bj
bi
(a) (b) (c)
Figura 4.48. Elegir la trayectoria de w = a a w = bi. La trayectoria alrededor de bi
se indica en la l´ınea azul. (a) El camino ma´s simple intersecta C(bs, r(bs)). (b) Esto
se remedia por un nuevo camino homoto´pico al anterior. El nuevo camino se cruza
C(bj, r(bj)). (c) Esto es remediado por otro camino, que es homoto´pico a ambos caminos
anteriores
Este proceso se itera, hasta que se obtiene una trayectoria que permanece al
menos r(bj) fuera de bj, para j = 1, 2, . . . ,m. La iteracio´n de este proceso
no es suficiente para asegurar que el camino elegido es homoto´pico a la recta
desde el punto base a a bi − r(bi). Para asegurarse de que una ruta correcta es
elegida, la implementacio´n expl´ıcitamente comprueba la presencia de los puntos
problema´ticos entre el camino elegido y el camino recto. Si tales puntos esta´n
presentes, el camino se modifica para ir alrededor de ellos, despue´s de lo cual
el procedimiento se vuelve a iterar.
Paso 7. Continuacio´n anal´ıtica nume´rica.
Considere dos puntos no problema´ticos w = w1 y w = w2. A w1 le corresponde
una n-tupla ordenada z(w1). Cuando se sigue un camino en el plano complejo
w de w1 a w2, las entradas de z(w1) sigue caminos en el cubrimiento de las
ra´ıces de f(z, w2) = 0, lo que da lugar a una n-tupla z(w2), cuyo orden es
inducido por el ordenamiento de z(w1). Si w1 y w2 esta´n relativamente cerca
uno de otro de modo que el camino entre ellos se desv´ıa poco de un segmento
de l´ınea recta y siempre y cuando no pasa por o cerca de cualquier punto de
problema´tico, entonces
z(w2) = z(w1) + z
′(w1)(w2 − w1) + ϑ(|w2 − w1|2), (5)
y el u´ltimo te´rmino es pequen˜o cuando w2 y w1 esta´n lo suficientemente cerca
(para hacer este preciso debe unirse a la segunda derivada de z(w) para en-
contrar una cota para ϑ(|w2−w1|2)). Aqu´ı z(w1) es la n-tupla de derivadas de
z(w) en w1. Usando la diferenciacio´n impl´ıcita tenemos
z ′(w1) =
(
fw(z1(w), w1)
fz(z1(w), w1)
,
fw(z2(w), w1)
fz(z2(w), w1)
, . . . ,
fw(zn(w), w1)
fz(zn(w), w1)
)
(6)
73
donde un sub´ındice w o z denota una diferenciacio´n parcial y zi(w1), i =
1, . . . , n denota la i-e´sima componente de z(w1). Bajo las condiciones anterio-
res, los dos primeros te´rminos de (5) da una buena aproximacio´n a z(w2). Tener
las entradas desordenadas de z(w2) a nuestra disposicio´n y compararlas con la
aproximacio´n ordenada z(w1) + z
′(w1)(w2 −w1) nos permite determinar el or-
denamiento de estas entradas, dando como resultado la n-tupla ordenada z(w2).
Claramente, para evitar hacer coincidir las entradas de z(w2) con las entradas
incorrectas de la aproximacio´n ordenada, el taman˜o nume´ricamente aceptable
de |w2 − w1| depende de las diferencias absolutas entre los componentes de
z(w2).
Si |w2 − w1| no es pequen˜a, o si el camino que los conecta se desv´ıa significa-
tivamente a partir de un segmento de l´ınea recta, entonces una continuacio´n
anal´ıtica de z(w1) a z(w2) se obtiene iterando el proceso anterior a lo largo
de segmentos suficientemente pequen˜os de la trayectoria, de manera que sa-
tisfagan las condiciones necesarias. Tenga en cuenta que z(w2) depende de la
trayectoria elegida de w1 a w2.
Para simplificar la notacio´n, esta dependencia no se hace expl´ıcita.
Paso 8. El grupo de monodromı´a.
Para el conjunto {b1, . . . , bm} de puntos de ramificacio´n, considere las trayecto-
rias γk que generan el grupo fundamental pi1
(
CP 1 \ {b1, . . . , bm}
)
que satisfacen
la relacio´n γ1 ◦ · · · ◦ γm = id. Despue´s de la continuacio´n anal´ıtica de z(a) a lo
largo de la trayectoria γk alrededor de bk, las entradas de z(a) se recuperan,
pero son reordenados por la permutacio´n σbk :
Π(bk)z(a) = Π(bk)(z1(a), z2(a), . . . , zn(a))
=
(
zσk(1), zσk(2), . . . , zσk(n)
) (7)
Donde Π(bk) denota la accio´n de la continuacio´n anal´ıtica a lo largo de γk. La
coleccio´n de todos los σbk genera el grupo de monodromı´a del recubrimiento,
el cual es representado por un subgrupo de Sn, el grupo de permutaciones de
{1, 2, . . . , n}. Note que esta representacio´n depende de la la eleccio´n de la eti-
quetas de los z-valores en w = a, as´ı esto es u´nico solamente bajo la conjugacio´n.
A pesar de la naturaleza nume´rica de la continuacio´n anal´ıtica de z(w), es
posible identificar z(w) u´nicamente despue´s de un ciclo completo alrededor de
un punto, ya que so´lo hay un nu´mero finito de componentes de z(w). As´ı, la
monodromı´a se obtiene exactamente.
Paso 9. Infinito.
El punto w = ∞ tambie´n podr´ıa ser un punto de ramificacio´n. La correspon-
diente permutacio´n σ∞ se calcula rodeando todos los puntos problema´ticos en
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sentido horario. En la base del recubrimiento, esto equivale a rodear el punto
en el infinito en sentido contrario a las agujas del reloj. Si esta permutacio´n no
es la identidad, entonces el punto w = ∞ es un punto de ramificacio´n. De lo
contrario no lo es.
Una vez encontrada esta permutacio´n, el programa realiza una de muchas com-
probaciones para verificar que
σ∞ ◦ σbm ◦ σbm−1 ◦ · · · ◦ σb2 ◦ σb1 = 1. (8)
Dado que un camino cerrado en el plano w complejo extendido que rodea a
todos los puntos de ramificacio´n es homoto´pico a un punto, la continuacio´n
anal´ıtica a lo largo del camino no permuta las entradas de z(a). Alternati-
vamente, podr´ıamos usar (8) para calcular σ∞, pero esto elimina una posible
comprobacio´n. En lo que sigue, siempre se supone que la lista b1, b2, . . . , bm
incluye w = ∞ si este es un punto de ramificacio´n. En este caso, σ∞ tambie´n
se supone que se incluyen en la lista de permutaciones σb1 , . . . , σbn
4.4. Superficie de Riemann de f(z) =
z3
z2 − 1
Ahora retomamos el Ejemplo 3.36 para encontrar su grupo de monodromı´a.
Ejemplo 4.37. Para construir la Superficie de Riemann se hace necesario conocer
cua´les de las hojas coinciden en cada punto de ramificacio´n, para representar cada
una de las hojas ocupamos series de Puiseux y las ordenamos segu´n el punto base
elegido a = −3.63730669589, luego utilizamos aproximacio´n nume´rica para continuar
anal´ıticamente caminos alrededor de los puntos de ramificacio´n y as´ı calcular el grupo
de monodromı´a (ver [2, §2.7]).
Analizamos el punto w = 0, calculamos la series de Puiseux alrededor de dicho punto
obteniendo:
z(1)(w) =(
1
2
+
ı
√
3
2
)w1/3 +
w
3
+ (
1
18
− ı
6
√
3
)w5/3 + (− 1
81
− ı
27
√
3
)w7/3 + (
1
729
− ı
243
√
3
)w11/3
+ (− 7
13122
− 7ı
(4374
√
3
)w13/3 + (
11
118098
− 11ı
39366
√
3
)w17/3 + . . . (I)
z(2)(w) =w
1/3 +
w
3
− w
5/3
9
+
2w7/3
81
− 2w
11/3
729
+
7w13/3
6561
− 11w
17/3
59049
+
130w19/3
1594323
+ . . .
(II)
z(3)(w) =(
1
2
− ı
√
3
2
)w1/3 +
w
3
+ (
1
18
+
ı
6
√
3
)w5/3 + (− 1
81
+
ı
27
√
3
)w7/3 + (
1
729
+
ı
243
√
3
)w11/3
+ (− 7
13122
+
7ı
(4374
√
3
)w13/3 + (
11
118098
+
11ı
39366
√
3
)w17/3 + . . . (III)
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donde el sub´ındice se elige de acuerdo al punto base (como se explica en el paso 4),
estos sub´ındices etiquetan cada copia de C para calcular la permutacio´n.
Con estas series y el camino w0 : [−0.4999, 0.4999] → C : θ 7→ 1.039230485e2piθı que
recorre a w = f(0) = 0 usamos aproximacio´n nume´rica para evaluar el vector z(w) =
(z(1)(w), z(2)(w), z(3)(w)):(
0.759985 + 0.0000832066ı −0.899639 + 0.746728ı −0.899576− 0.747464ı
−0.899315 + 0.750415ı −0.899885− 0.74379ı 0.759986− 0.00074886ı
)
La primera fila es (a1, a2, a3) := z(w0(−0.4999)) y la segunda fila es (b1, b2, b3) :=
z(w0(0.4999))
a1
a2
a3
b1
b2
b30
Figura 4.49.
La figura anterior ilustra la continuacio´n del w0 alrededor de z = 0, se observa que
a1 −→ b1 ≈ a2 −→ b2 ≈ a3 −→ b3 ≈ a1,
que da la permutacio´n (123), donde la aproximacio´n es hasta las mile´simas. a1

a2

a3

b1
>>
b2
>>
b3
gg

Para calcular la permutacio´n en el punto w =
3
√
3
2
procedemos de manera similar,
solamente que la serie se calcula con un traslacio´n al rededor del punto w =
3
√
3
2
y
etiquetamos las hojas con respecto al punto base −3.63730669589, obteniendo las series.
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z(1)(w) =
√
3 +
2
√
−3
√
3
2
+ w
33/4
+
14
27
(−3
√
3
2
+ w) +
47(−3
√
3
2
+ w)3/2
243× 31/4 −
20(−3
√
3
2
+ w)2
2187
√
3
+ . . .
(I)
z(2)(w) =−
√
3
2
+
1
27
(
3
√
3
2
− w) + 40(−
3
√
3
2
+ w)2
2187
√
3
− 1648(−
3
√
3
2
+ w)3
531441
+ . . . (II)
z(3)(w) =
√
3−
2
√
−3
√
3
2
+ w
33/4
+
14
27
(−3
√
3
2
+ w)− 47(−
3
√
3
2
+ w)3/2
243× 31/4 −
20(−3
√
3
2
+ w)2
2187
√
3
+ . . .
(III)
Con estas series y el camino w1 : [−0.4999, 0.4999]→ C : θ 7→ 3
√
3
2
+ 1.039230485e2piθı
que rodea a w = f(
√
3) =
3
√
3
2
usamos aproximacio´n nume´rica para evaluar el vector
z(w) = (z(1)(w), z(2)(w), z(3)(w)):(
1.18513− 0.720378ı −0.811207 + 0.0000489231ı 1.18492 + 0.719676ı
1.18595 + 0.72319ı −0.81121− 0.000440297ı 1.18412− 0.716873ı
)
La primera fila es (a1, a2, a3) := z(w1(−0.4999)) y la segunda fila es (b1, b2, b3) :=
z(w1(0.4999))
a1
a2
a3
b1
b2b3
√
3 −
√
3
2
Figura 4.50.
La figura anterior ilustra la continuacio´n del w1 alrededor de z =
√
3, se observa que
a1 −→ b1 ≈ a3 −→ b3 ≈ a1
que da la permutacio´n (13), donde la aproximacio´n es hasta las mile´simas. a1

a2

a3

b1
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b2
OO
b3
gg

Por u´ltimo encontramos la permutacio´n en el punto w =
−3√3
2
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calculamos las series trasladadas y etiquetamos las hojas con respecto al punto base,
as´ı obtenemos las series
z(1)(w) =−
√
3 +
2ı
√
(w + 3
√
3
2
)
33/4
+
14(w + 3
√
3
2
)
27
− 47ı(w +
3
√
3
2
)3/2
243× 31/4 +
20(w + 3
√
3
2
)2
2187
√
3
+ . . .
(I)
z(2)(w) =−
√
3−
2ı
√
(w + 3
√
3
2
)
33/4
+
14(w + 3
√
3
2
)
27
+
47ı(w + 3
√
3
2
)(3/2)
243× 31/4 +
20(w + 3
√
3
2
)2
2187
√
3
+ . . .
(II)
z(3)(w) =
√
3
2
− (w +
3
√
3
2
)
27
− 40(w +
3
√
3
2
)2
2187
√
3
− 1648(w +
3
√
3
2
)3
531441
− 23264(w +
3
√
3
2
)4
14348907
√
3
+ . . .
(III)
Con el camino w2 : [−0.4999, 0.4999] → C : θ 7→ −3
√
3
2
+ 1.039230485e2piθı que rodea
a w = f(−
√
3) =
−3√3
2
y las series de arriba usamos aproximacio´n nume´rica para
evaluar el vector z(w) = (z(1)(w), z(2)(w), z(3)(w)):(−1.22915 + 0.0000748454ı −3.30401− 0.000742586ı 0.895851 + 0.0000147725ı
−3.30399 + 0.00668324ı −1.22915− 0.000673611ı 0.895851− 0.000132952ı
)
La primera fila es (a1, a2, a3) := z(w2(−0.4999)) y la segunda fila es (b1, b2, b3) :=
z(w2(0.4999))
a1
a2
a3b1
b2 b3
−
√
3
√
3
2
Figura 4.51.
La figura anterior ilustra la continuacio´n del w2 alrededor de z =
√
3, se observa que
a1 −→ b1 ≈ a2 −→ b2 ≈ a1
que da la permutacio´n (12), donde la aproximacio´n es hasta las mile´simas. a1

a2

a3

b1
>>
b2
``
b3
OO

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Todo lo anterior se puede hacer de manera automa´tica, usando un algoritmo implemen-
tado en Maple con las instrucciones:
# Cargar el paquete
with(algcurves);
# Definir la curva algebraica
p := (z^2-1)*w-z^3:
# Singularidades de p
singularities(p, w, z);
# Monodromı´a de p
m := monodromy(p, w, z, ’showpaths’)
La variable m es un vector con tres componentes. La primera es el punto base, donde
comienza el camino cerrado que se usara´ para calcular el grupo de monodromı´a.
m[1];
-3.30413859787021
La segunda es z(m[1])
m[2];
[-3.30413859787021,
-1.22893230529440,
0.895764207274609]
La tercera son las ima´genes −3
√
3
2
, 0,
3
√
3
2
en la esfera de los puntos de ramificacio´n
−
√
3, 0,
√
3 con sus respectivas permutaciones
m[3];
[
[-2.59807621135, [[1, 2]]],
[0., [[1, 2, 3]]],
[2.59807621135, [[1, 3]]]]
]
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Con estas permutaciones queda determinada la superficie de Riemann y se puede de-
terminar expl´ıcitamente cua´les copias de C coinciden en cada punto, como se muestra
en la siguiente figura:
E3 E3
E1
E2E2
E1
w = −3
√
3
2
E1
E2E2
E3E3
E1
w = 0
E2 E2
E1
E3E3
E1
w =
3
√
3
2
Figura 4.52.
El argumento showpaths muestra el camino usado para calcular el grupo de mono-
dromı´a.
−3 −2 −1 1 2 3
−1
0
1
0
Figura 4.53.
Siguiendo el procedimiento que describe la figura 4.54 se comprueba que es posible
identificar las tres copias (“cortando” y “pegando” adecuadamente los bordes) para
obtener de nuevo una esfera.
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s1s1
c0
c1c2
s2s2
c2
c0
s3s3
c0
c1
c0
c1
c1
c2
c2
c0
s1
s1
c0
c2
c2
c0
s2
s2
c0
c1
c1
c0
s3
s3
s3
s3
c0
c0
s2
s2
s1
s1
s3
s3
s2
s2
s1
s1
s1
s1
Figura 4.54. Recubrimiento de la esfera inducido por la funcio´n racional f .
Lo anterior da una comprobacio´n intuitiva que el ge´nero de la superficie de Riemann
definida por la funcio´n racional f(z) =
z3
z2 − 1 es cero, es decir, es una esfera.
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Conclusiones
Luego de estudiar la teor´ıa que ha permitido desarrollar esta investigacio´n concluimos
que se han logrado los objetivos propuestos al inicio, pues se realizo´ un estudio in-
troductorio a las superficies de Riemann desde una perpectiva intuitiva y geome´trica,
adema´s se ha aplicado resultados cla´sicos y modernos para explicar la construccio´n de
superficies, a saber: continuacio´n anal´ıtica y el teorema de monodromı´a.
Usando continuacio´n anal´ıtica se explico´ co´mo construir la superficies de Riemann de
las funciones multivaluadas log z y
√
z, para representarlas por una funcio´n univaluada
sobre el dominio adecuado dando como resultado la superficie de Riemann.
Se explico´ la relacio´n entre una curva algebraica y la superficie de Riemann, y se retomo´
la perspectiva algor´ıtmica que permite caracterizar o describir una superficie para este
caso. Esta caracterizacio´n se hace mediante el grupo de monodromı´a, todo esto se
ilustra en un ejemplo que se ha explicado con total detalle donde se muestra, salvo
homeomorfismos, el recubrimiento de la esfera mediante una funcio´n racional.
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