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Abstract
This paper is to solve efficient QoS based resource scheduling in computational grid. It defines a
set of QoS dimensions with utility function for each dimensions, uses a market model for distributed
optimization to maximize the global utility. The user specifies its requirement by a utility function.
A utility function can be specified for each QoS dimension. In the grid, grid task agent acted as
consumer pay for the grid resource and resource providers get profits from task agents. The task
agent’ utility can then be defined as a weighted sum of single-dimensional QoS utility function. QoS
based grid resource scheduling optimization is decomposed to two subproblems: joint optimization of
resource user and resource provider in grid market. An iterative multiple QoS scheduling algorithm
that is used to perform optimal multiple QoS based resource scheduling. The grid users propose
payment for the resource providers, while the resource providers set a price for each resource. The
experiments show that optimal QoS based resource scheduling involves less overhead and leads to
more efficient resource allocation than no optimal resource allocation.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Grid; Quality of Service (QoS); Resource scheduling
* Corresponding author.
E-mail addresses: chunlin74@tom.com, jwtu@public.wh.hb.cn (L. Chunlin).0022-0000/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcss.2006.01.003
L. Chunlin, L. Layuan / Journal of Computer and System Sciences 72 (2006) 706–726 7071. Introduction
The grid enables resource sharing and dynamic allocation of computational resources,
thus increasing access to distributed data, promoting operational flexibility and collabo-
ration, and allowing service providers to scale efficiently to meet variable demands. The
management of resources in a Grid environment is complex. The geographic distributions
of resources are heterogeneous in nature, and owned by different organizations with their
own accesses policies and cost models. The resource owners and end-users have different
goals, objectives, strategies, and demand patterns. There are many grid users distributed in
the grid, which will be competing for the use of the available grid resources. In a highly
competitive grid environment, quality of service is one of the crucial means for satisfying
various demands from resource users and resource providers [1–3]. It is important for the
grid platform to support dynamic resource scheduling in accordance with QoS policy.
A variety of scheduling strategies and algorithms for QoS-based resource manage-
ment and scheduling are proposed. In [4], Atakan Dog˘an et al. consider the problem of
scheduling a set of independent tasks with multiple QoS requirements, which may include
timeliness, reliability, security, version, and priority, in a grid computing system in which
resource prices can vary with time during scheduling time intervals. Kavitha S. Golconda
et al. [5] compare five QoS-based scheduling heuristics from the literature, in terms of
three performance parameters, namely number of satisfied users, makespan and total util-
ity of the meta-task. He et al. [6] introduce the matching of the QoS request and service
between the tasks and hosts based on the conventional Min–Min algorithm. However, the
QoS is only concerned with the completion time, and scheduling is made between the
two differentiated types: the high QoS tasks and low QoS tasks. Chen Lee et al. [7,8]
use resource-utility functions in a QoS management framework with the goal to maximize
the total utility of the system. They propose two approximation algorithms, and compare
the run-times and solution quality with an optimal solution. R. Al-Ali et al. [9,10] extend
the service abstraction in the OGSA for Quality of Service (QoS) properties. The real-
ization of QoS often requires mechanisms such as advance or on-demand reservation of
resources, varying in type and implementation, and independently controlled and moni-
tored. Dong Su Nam et al. [11] propose a Quorum based resource management scheme,
which resource Quorum includes middleware entity and network entity, both can satisfy
requirements of application QoS. They suggest a heuristic configuration algorithm in or-
der to optimize performance and usage cost of Resource Quorum. Calin Curescu et al.
[12] propose a Time-Aware Resource Allocation scheme (TARA) that aims to allocate
bandwidth such that the accrued utility of the whole cell, accumulated over time is max-
imized. I. Foster, et al. [13] describe a General-purpose Architecture for Reservation and
Allocation (GARA) that supports flow-specific QoS specification, immediate and advance
reservation, and online monitoring and control of both individual resources and hetero-
geneous resource ensembles. Tarek F. Abdelzaher et al. [14] propose, implement, and
evaluate a novel communication server architecture that maximizes the aggregate utility
of QoS-sensitive connections for a community of clients even in the case of overload. Li
Layuan et al. [15,16] discusses the multicast routing problem with QoS constraints such as
delay, delay jitter, bandwidth and packet loss metrics, and describes a network model that
is suitable to search such routing problem and presents a QoS-guaranteed multicast routing
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lem with user centric and network centric objectives. They introduced an explicit pricing
mechanism to mediate between the user-centric and network-centric resource management
problems. In [23] Carsten Ernemann et al. address the idea of applying economic models
to the scheduling task. A scheduling infrastructure and a market-economic method is pre-
sented. The efficiency of this approach in terms of response- and wait-time minimization
as well as utilization is evaluated by simulations with real workload traces. In [24] R. Wol-
ski et al. investigate G-commerce the problem of dynamic resource allocation on the grid
in terms of computational market economies in which applications must buy the resources
they use from resource suppliers using an agreed-upon currency.
This paper defines a set of QoS dimensions with utility function for each dimensions,
use a market model for distributed optimization to maximize the global utility. The user
specifies its requirement by a utility function. A utility function can be specified for each
QoS dimension. In the grid, grid task agent acted as consumer pay for the grid resource and
resource providers get profits from task agents. The task agent’ utility can then be defined
as a weighted sum of single-dimensional QoS utility function. Our QoS based grid resource
scheduling optimization is decomposed to two subproblems: joint optimization of resource
user and resource provider in grid market. The advantage of utility functions applied in QoS
constrained grid resource scheduling is that resource-scheduling system can find an optimal
solution for grid users according to grid users’ quality preferences. Multiple QoS based
scheduling problem can be formulated into utility optimization problem based on dynamic
programming. This paper proposes an iterative scheduling algorithm that is used to perform
optimal multiple QoS based resource scheduling. The grid users propose payment for the
resource providers, while the resource providers set a price for each resource.
The rest of the paper is structured as followings. Section 2 presents our QoS constrained
scheduling optimization policy. Section 3 presents QoS scheduling optimization algorithm
description. In Section 4 the simulations are presented and discussed. Section 5 concludes
the paper.
2. QoS constrained scheduling optimization policy
2.1. Problem formulation
This section formulates the QoS constraint grid resource scheduling problem into re-
source market by adopting computational economy framework. In the grid, grid task agent
acted as consumer pay for the grid resource and resource providers get profits from task
agents. In our scheduling model all users submit their job requests to the grid market. The
user specifies its requirement by a utility function. A utility function can be specified for
each QoS dimension. The utility values are calculated by the user supplied utility function
that can be formulated with the task parameters.
Whenever a new grid task agent is created, it is first given an endowment of electronic
cash to spend to complete its task. Before a job can be executed on the computational
grid, some attributes have to be set properly. A job can be characterized by time limit,
budget, and data size and runtime requirements. We assume that when a task agent pur-
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agent continues to receive resource uninterrupted from the resource agent until its task is
completed. Grid resource agents publish resource descriptions to Grid Market. Resource
providers compete actively for jobs from resource consumers and execute them for gaining
profits. Every provider tries to maximize its profit based on its computational capability.
We assume that the grid resource agents of a grid do not cooperate. Instead, they act non-
cooperatively with the objective of maximizing their individual profits. The grid resource
agents compete among each other to serve the task agents. The task agents do not col-
laborate either, and try to purchase as much computational resource as possible with the
objective of maximizing their net benefit. In our market mechanisms, resource agents set
their prices solely on the basis of their perception of supply and demand of grid resource
at a given time. When a resource is scarce, grid task agents have to increase the payments
at which they are willing to buy some resources, just as resource agents decrease the price
at which they are willing to offer the resource [18–22].
Our grid resource QoS model is based on some assumptions that simplify the problem
formulation. In our study, the network resource QoS is primarily concerned with capacity
of bandwidth. The computation resource QoS is concerned with computation cost, compu-
tation deadline. In modeling the QoS requirements, each user agent is assumed to associate
a number of QoS requirements with its task agent. Each qli is a finite set of quality choices
for the ith task agent’s lth QoS dimension, let M denote the number of QoS require-
ments of task agent i. q1i , q
2
i , . . . , q
M
i is the QoS dimensions associated with task agent i.
qi = [q1i , . . . , qMi ] defines an M-dimensional space of the QoS choices of task agent i.
Associated with each QoS dimension is a utility function, which defines user’s benefit in
choosing certain value of QoS choices in that dimension. Formally, the utility function
associated with the lth QoS dimension of task agent i is Uli (qli ). One dimension utility
functions can express task agent’ benefits in individual QoS dimensions, but grid resource
scheduling system needs multi-dimensional QoS requirements to evaluate overall bene-
fits of the task agents. Multi-dimensional QoS requirements can be formulated as a utility
function for each task as a weighted sum of its each dimensional QoS utility functions. The
utility function associated with task agent i is denoted by Ui(qi), the function Ui(qi) can
be defined as a weighted sum of Uli (q
l
i ),
Ui(qi) =
M∑
l=1
wliU
l
i
(
qli
)
. (2.1)
Here 1 l M , 0wli  1 denotes the weight assigned to the lth QoS dimension of task
agent i.
In our study, we have constructed a QoS model that includes system and process cat-
egories. Our model is composed of three dimensions: cost, deadline, and reliability. Cost
represents the cost associated with the execution of grid tasks. Task cost is the cost incurred
when a task t is executed; it can be broken down into two parts, which include computation
resource cost and bandwidth resource cost. Deadline is a common and universal measure
of performance. Task deadline corresponds to the overall time a task is processed in the
grid. The task deadline can be broken down into two parts that include: process time, de-
lay time. Task Reliability is defined to be the probability that the task can be completed
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order to minimize the adverse effects of failures.
Cost, Deadline, Reliability are considered as the QoS dimensions of a task. As a result,
the QoS model of task agent i can be formulated as qi = [Cost,Deadline,Reliability].
Assume each grid task agent needs computation resource owned by various computa-
tion resource agents, and network resources to complete its jobs. Specifically, we assume
task agent i can buy bandwidth yki from network agent k, and buy computation resources
x
j
i from computation resource agent j . If the network resource agent has a total bandwidth
sk available to task agents, then the bandwidth allocations must obey sk 
∑
i y
k
i · cj is
the capacity of computation resource represented by computation resource agent j , the
corresponding resource allocation constraint is therefore cj 
∑
i x
j
i . The completion time
for grid task agent i to complete its nth job is tni = f (xji , yki , bin, din), where bin is the
computation quantity of ith grid task agent’s nth job, din is the transmission quantity of
ith grid task agent’s nth job. We assume that each grid user i can place an upper bound on
the total completion time by Ti 
∑N
n t
n
i where N is the number of user’s jobs. Grid task
agents compete for computation resources and network resource with the finite capacity.
The resource is allocated through resource market, where the partitions depend on the rel-
ative payments sent by the task agents. We assume that each task agent i submits payment
vki to the network resource agent k and u
j
i to computation agent j . Then, v
k = [vk1 . . . vkN ]
represents all payments of task agents for kth network resource agent.
Let us consider the utility function associated with three dimensions QoS of the task
agent. The utility function associated with first dimension QoS is U1i (q1i ), which is related
with the cost:
U1i
(
q1i
)= w1i
(
Ei −
∑
j
u
j
i −
∑
k
vki
)
. (2.2)
In (2.2) Ei is the endowment given to a task agent i.
∑
j u
j
i is the total payment of the ith
task agent paid to computation resources,
∑
k v
k
i is the total payment of the ith task agent
paid to network resources. w1i denotes the weight assigned to the first QoS dimension of
task agent i. The utility function associated with second dimension QoS is U2i (q2i ), which
is related with the completion time:
U2i
(
q2i
)= w2i
(
Ti −
N∑
n=1
bin
x
j
i
−
N∑
n=1
din
yki
− D
)
. (2.3)
In (2.3) the completion time for grid task agent i includes two parts: computation time
and transmission time. Ti is an upper bound on the total completion time of each grid
task agent i. D denotes the delay time. w2i denotes the weight assigned to the first QoS
dimension of task agent i.
The completion time is
N∑ bin
x
j
+
N∑ din
yk
.n=1 i n=1 i
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with the completion reliability,
U3i
(
q3i
)= w3i gf . (2.4)
In (2.4) g is the number of times that the task has been successfully completed within
the deadline, and f is the total number of invocations.
To provide the grid resource scheduler with a unique utility function, which maps the
multi-dimensional QoS needs of the task to a benefit value, we can define the utility func-
tion of task agent as a weighted sum of single-dimensional QoS utility function:
Ui(qi) = w1i
(
Ei −
∑
j
u
j
i −
∑
k
vki
)
+ w2i
(
Ti −
n∑
n=1
bin
x
j
i
−
N∑
n=1
din
yki
− D
)
+ w3i
g
f
.
(2.5)
For each task agent in the grid, we assume that the following optimization problem
needs to be solved:
MaxUi(qi). (2.6)
Each task agent has a utility function that measures the value it puts on quality assign-
ments. The overall system’s QoS utility is a linear combination of (2.5). We will use these
utility functions to define an overall system utility function, which is as a weighted sum of
each task agent’s QoS utility function:
Usystem =
N∑
i=1
ωiUi(qi). (2.7)
Grid resource scheduler’ objective is to assign qualities and allocate resources to task
agents, such that the system utility Usystem is maximized. We now formulate the problem of
grid scheduling optimization in computational grid as the following constrained nonlinear:
Max
N∑
i=1
ωiUi(qi), cj 
∑
i
x
j
i , Sk 
∑
i
yki ,
subject to Ti 
∑
i
tni , Ei 
∑
j
u
j
i +
∑
k
vki , x
j
i > 0, y
k
i > 0. (2.8)
In (2.8) ωi is the priority weight assigned to task agent i by the Grid. Grid resource
scheduler finds a possible task assignment that maximizes Usystem subject to users’ QoS
constraints. Computation resource units are allocated to task agent i by xji that computa-
tion resource agent j allocates, and yki is the network resource obtained by grid task agent
i from network resource agent k. The QoS constraint implies that the aggregate network
resource units do not exceed the total capacity of resource sk , aggregate computation re-
source units do not exceed the total resource cj , and grid task agent should complete all its
jobs under time limits. Grid task agent needs to complete a sequence of jobs in a specified
amount of time, Ti , while the cost overhead accrued cannot exceed the budget Ei .
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Lagrangian form of this optimization problem:
L(λi, βi, ϕi, γi) =
∑
i
U − λi
(∑
i
yki − Sk
)
− βi
(∑
i
x
j
i − cj
)
− ϕi
(∑
j
u
j
i +
∑
k
vki − Ei
)
− γi
(∑
i
tni − Ti
)
,
∂L
∂x
j
i
= ∂U
∂x
j
i
− βi − ϕi ∂u
j
i
∂x
j
i
− γj ∂t
j
i
∂x
j
i
,
x
j
i
(
∂U
∂x
j
i
− βi − ϕi ∂u
j
i
∂x
j
i
− γi ∂t
j
i
∂x
j
i
)
= 0,
∂L
∂y
j
i
= ∂U
∂y
j
i
− λi − ϕi ∂v
j
i
∂y
j
i
− γi ∂t
j
i
∂y
j
i
,
y
j
i
(
∂U
∂y
j
i
− λi − ϕi ∂v
j
i
∂y
j
i
− γi ∂t
j
i
∂y
j
i
)
= 0,
βj
(∑
i
x
j
i − cj
)
= 0,
λi
(∑
i
y
j
i − Sj
)
= 0,
ϕi
(∑
j
u
j
i +
∑
k
vki − Ei
)
= 0,
γi
(∑
i
t
j
i − Ti
)
= 0. (2.9)
λi is the Lagrangian multiplier and also the unit price of grid network resource. βi is the
Lagrangian multiplier and also the unit price of grid computation resource. ϕi and γi are
also Lagrangian multiplier. The system model presented by (2.8) is a nonlinear optimiza-
tion problem with N decision variables. The resource allocation {xji , yki } solves problem
(2.8) if and only if there exist a set of nonnegative shadow costs {λi, βi, γi, ϕi}. Generally
solving such a problem by typical algorithms such as steepest decent method and gradi-
ent projection method is of high computational complexity, which is very time costing
and impractical for implementation. In order to reduce the computational complexity, we
decompose the utility optimization problem into two levels of subproblems so that the com-
putational complexity is reduced. The shadow costs suggest a mechanism to distribute the
resource optimization between the users and the grid. We consider the Lagrangian multi-
pliers λi , βi to be the prices charged by grid network resource agent and grid computation
resource agent, respectively. By decomposing the Kuhn–Tucker conditions into separate
roles of consumer and supplier at grid market, the centralized problem can be transformed
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prices of task agent paid to resource agent are the prices to resolve the optimality of re-
source allocation in the grid market. We decompose the problem into the following two
subproblems (2.10) and (2.11), seek a distributed solution where the grid provider does not
need to know the utility functions of individual grid user. For a completed time, the task
agent optimization problem MaxUi(qi) (2.6) can be written as follows:
task agent i : Max
{
w1i
(
Ei −
∑
j
u
j
i −
∑
k
vki
)
+ w2i
(
Ti −
N∑
n=1
bin
x
j
i
−
N∑
n=1
din
yki
− D
)
+ w3i
g
f
}
. (2.10)
In resource market, computation resource agent and network resource agent acted
as suppliers maximize their benefits. The grid resource agent, given the amounts that
the grid task agents are willing to pay, attempts to maximize the objective function∑
(u
j
i logx
j
i + vki logyji ). So the grid resource provider’s optimization problem can be
formulated as follows:
resource agent: Max
∑(
u
j
i logx
j
i + vki logyji
)
,
s.t. ci 
∑
j
x
j
i , sk 
∑
k
yki . (2.11)
In (2.11) yki is the network resource sold to the task agent i by network resource agent k,
x
j
i is the computation resource sold to task agent i by computation resource agent j .∑
(u
j
i logx
j
i + vki logyji ) presents the revenue obtained by computation resource agent j
and network resource agent k from the task agents. Computation agent or network agent
cannot sell the resources to task agent more than cj or Sk , which is the upper limit of
resource presented by resource agents.
2.2. Distributed QoS constrained scheduling optimization
QoS constraint resource scheduling optimization in computational grid is distributed to
two subproblems: optimization of task agent and resource agent in grid resource market.
Firstly, consider task agent’s optimization:
task agent i : Max
{
w1i
(
Ei −
∑
j
u
j
i −
∑
k
vki
)
+ w2i
(
Ti −
N∑
n=1
bin
x
j
i
−
N∑
n=1
din
yki
− D
)
+ w3i
g
f
}
,
s.t. Ti 
∑
i
tni .
We assume that each task agent submits uji to the computational resource agent and
vk to network resource agent. Then, ui = [u1 . . . uj ] represents all payments of grid taski i i
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task agents for kth network resource agent. Let mi = ∑j uji + ∑k vki , mi is the total
payment of the ith task agent. N grid task agents compete for grid resources with finite
capacity. The resource is allocated using a market mechanism, where the partitions depend
on the relative payments sent by the grid task agents. Let pcj , pnk denote the price of the
resource unit of computation resource agent j and network resource agent k, respectively.
Let the pricing policy, pc = (pc1,pc2, . . . , pcn), denote the set of computational resource
unit prices of all the computation resource agents in the grid, pn = (pn1,pn2, . . . , pnk) is
set of network resource unit prices. The ith task agent receives resources proportional to
its payment relative to the sum of the resource agent’s revenue. Let xji , y
k
i be the fraction
of resource units allocated to task agent i by computation resource agent j and network
resource agent k. The resource allocation is proportional to task agent’s payment sent to
computation resource agent. The computation resource units xji and network resource units
yki allocated to task agent i are
x
j
i = cj
u
j
i
pcj
, yki = sk
vki
pnk
.
The time taken by the ith task agent to complete nth job is:
tni =
binpcj
cju
j
i
+ dinpnk
skv
k
i
,
we reformulate (2.10):
Max
{
Utask = w1i
(
Ei −
∑
j
u
j
i −
∑
k
vki
)
+ w2i
(
Ti −
N∑
n=1
binpcj
cju
j
i
−
N∑
n=1
dinpnk
skv
k
i
− D
)
+ w3i
g
f
}
.
We take derivative and second derivative of Utask with respect to uji :
U ′task
(
u
j
i
)= dUtask(uji )
du
j
i
= w2i
N∑
n=1
binpcj
(u
j
i )
2cj
− w1i ,
U ′′task
(
u
j
i
)= d2Utask(uji )
d(u
j
i )
2
= −w2i
N∑
n=1
binpcj
(u
j
i )
3cj
,
U ′′task(u
j
i ) < 0 is negative due to 0 < u
j
i . The extreme point is the unique value minimizing
the task agent’s cost under completed time limits. The Lagrangian for the task agent’s
utility is L(u, v):
L
(
u
j
i , v
k
i
)= w1i
(
Ei −
∑
u
j
i −
∑
vki
)
j k
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(
Ti −
N∑
n=1
binpcj
cju
j
i
−
N∑
n=1
dinpnk
skv
k
i
− D
)
+ w3i
g
f
+ λ
(
Ti −
N∑
i=1
tni
)
. (2.12)
Where λ is the Lagrangian constant. From Karush–Kuhn–Tucker theorem we know that
the optimal solution is given ∂L(u, v)/∂u = 0 for λ > 0,
∂L(u
j
i , v
k
i )
∂u
j
i
= −w1i + w2i
binpcj
cj (u
j
i )
2
+ λ binpcj
cj (u
j
i )
2
.
Let ∂L(uji , v
k
i )/∂u
j
i = 0 to obtain following equation:
u
j
i =
(
(w2i + λ)binpcj
w1i cj
)1/2
. (2.13)
Using this result in the constraint equation, we can determine θ = (w2i + λ)/w1i as
(θ)−1/2 = Ti∑N
m=1(
pcmbim
cm
)1/2
.
We substitute (2.13) to obtain following equation:
u
j∗
i =
(
binpcj
cj
)1/2∑N
m=1(
bimpcm
cm
)1/2
Ti
, (2.14)
u
j∗
i is the unique optimal solution to the optimization problem task agent. It means that
grid task agent want to pay uj
∗
i to computation resource agent j for needed resource under
completion time constraint.
Using the similar method, let ∂L(uji , v
k
i )/∂v
k
i = 0,
∂L(u
j
i , v
k
i )
∂vki
= −w1i + w2i
binpnk
sk(v
k
i )
2 + λ
binpnk
sk(v
k
i )
2 = 0.
We can get next:
vki =
(
(w2i + λ)binpnk
w1i sk
)1/2
. (2.15)
Using this result in the constraint equation, we can determine θ = (w2i + λ)/w1i as
(θ)−1/2 = Ti∑N
m=1(
pnmbim
sm
)1/2
.
We substitute (2.15) to obtain following equation:
vk
∗
i =
(
binpnk
)1/2∑N
m=1(
bimpnm
sm
)1/2
. (2.16)sk Ti
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resource under completion time constraint.
Secondly, let us consider resource agent’s optimization:
resource agent: Max
∑(
u
j
i logx
j
i + vki logyji
)
,
s.t. ci 
∑
j
x
j
i , sk 
∑
k
yki , (2.17)
Uresource
(
x
j
i , y
k
i
)=∑(uji logxji + vki logyji ).
We take derivative and second derivative with respect to xji :
U ′resource
(
x
j
i
)= uji
x
j
i
, U ′′resource
(
x
j
i
)= − uji
x
j2
i
,
U ′′resource(x
j
i ) < 0 is negative due to 0 < x
j
i . The extreme point is the unique value maxi-
mizing the revenue of grid resource provider. The Lagrangian for GP problem is L(x, y):
L
(
x
j
i , y
k
i
)=∑(uji logxji + vki logyki )+ λ
(
cj −
∑
i
x
j
i
)
+ β
(
sk −
∑
i
yki
)
=
∑(
u
j
i logx
j
i + vki logyki − λxji − βyki
)+ λcj + βsk. (2.18)
Where λ, β is the Lagrangian constant. From Karush–Kuhn–Tucker theorem we know
that the optimal solution is given ∂L(x, y)/∂x = 0 for λ > 0,
∂L(x
j
i , y
k
i )
∂x
j
i
= u
j
i
x
j
i
− λ. (2.19)
Let ∂L(x, y)/∂x = 0 to obtain following equation:
x
j
i =
u
j
i
λ
. (2.20)
Using this result in the constraint equation cj 
∑
j x
j
i , we can determine λ as
λ =
∑n
m=1 u
j
m
cj
. (2.21)
We substitute (2.21) into (2.20) to obtain following equation:
x
j∗
i =
u
j
i cj∑n
k=1 uik
, (2.22)
x
j∗
i is the unique optimal solution to the optimization problem of computation resource
agent.
Let us consider network resource agent’s optimization problem, using the similar
method.
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∂L(x, y)
∂y
= 0, ∂L(x
j
i , y
k
i )
∂yki
= v
k
i
yki
− β = 0.
We can get (2.15)
yki =
vki
β
.
Using this result in the constraint equation sk 
∑
k y
k
i , we can determine β as
β =
∑n
m=1 vkm
sk
.
We obtain next:
yk
∗
i =
vki sk∑n
m=1 vkm
, (2.23)
yk
∗
i is the unique optimal solution to the optimization problem of network resource agent.
It means that network resource agent acting as provider want to allocate yk∗i to grid task
agent to maximize its revenue.
3. QoS scheduling optimization algorithm descriptions
Utility-based QoS constraint resource scheduling optimization in computational grid is
distributed to two sub problems can be achieved by solving sub problems via an iterative
algorithm. In each iteration, the task agent individually solves its fees to pay, adjusts its
computation resource demand and network resources demand and notifies the grid about
this change. After the new computation resource and network resource demand are ob-
served by the computation resource agent and network resource agent, respectively, they
updates their prices accordingly and communicates the new prices to the grid task agent,
and the cycle repeats. To illustrate how grid task agent adjusts its fees to pay, we define
the computation resource demand and network resource demand function. D(pc) :R → R
is defined as the quantity of computation resource that the task agent would desire if the
price of computation resource is pc. D(pn) :R → R is defined as the quantity of network
resource that the task agent would desire if the price is pn. D(pc) and D(pn) can be
obtained by optimal solution uj
∗
i and v
k∗
i to task agent’s optimization problem:
D(pc) = u
j∗
i
pcj
, D(pn) = v
k∗
i
pnk
.
The iterative algorithm that computes the price of resources and resource allocation is then
given as follows.
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Computation resource agent j
Receives grid computation demand xj
i
from grid task agents;
If ci 
∑
j x
j
i
Then
pc
(n+1)
j
= max{ε,pc(n)
j
+ η(xjpc(n)
j
− cj )}; // Computes a new price
// xj =∑i xji , η > 0 is a small step size parameter, n is iteration number.
Return new price pc(n+1)
j
to all grid task agents;
Else Return Null;
Network resource agent k
Receives grid computation demand yk
i
from grid task agents;
If sk 
∑
i y
k
i
Then
pn
(n+1)
k
= max{ε,pn(n)
k
+ η(ykpn(n)
k
− sk)}; // Computes a new price
// yk =∑i yki , η > 0 is a small step size parameter, n is iteration number.
Return new price pn(n+1)
k
to all grid task agents;
Else Return Null;
Grid task agent i
Receives from the computation resource agent j the price pcj ;
u
j∗
i
= max{U(uj∗
i
)}; // Calculates uj∗
i
to maximize U(uj
i
)
If Ei 
∑
j u
j
i
+∑k vki
Then
x
j
i
(n + 1) = uj∗(n)
i
/pc
(n)
j
; // Calculates its optimal computation resource demand
x
j
i
(n + 1)
Return xj (n+1)
i
to computation resource agents;
Else Return Null;
Receives from the network resource agent k the price pnk ;
vk
∗
i
= Max{U(vk∗
i
)}; // Calculates vk∗
i
to maximize U(vk
i
)
If Ei 
∑
j u
j
i
+∑k vki
Then
yk
i
(n + 1) = vk∗(n)
i
/pn
(n)
k
; // Calculates its optimal network resource demand
yk
i
(n + 1)
Return yk(n+1)
i
to network resource agents;
Else Return Null;
4. Simulations
Simulation studies were carried out to evaluate the performance of QoS based resource
scheduling algorithm (QRS). We provide performance analysis comparing our proposed
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Firstly, we give description of their proposed scheduling method. In [23] Carsten Ernemann
addresses the idea of applying economic models to scheduling task in computational grid.
The efficiency of their approach in terms of response time and wait time minimization as
well as utilization is evaluated by simulations. A utility function for each job is necessary
in economic scheduling to represent the preferences of the corresponding user. Carsten
Ernemann et al. apply the following 4 user utility functions:
U1 = (−Time), U2 = (−Cost), U3 =
(−(Time + Cost)),
U4 =
(−(Time + 2Cost)).
The first user utility function prefers the earliest start time of the job. All processing
costs are ignored. The second user utility function only considers the calculation costs
caused by the job. The last two user utility functions are combinations of the first two,
but with different weights. Their experiments show that suitable user utility functions can
provide good results for various workloads. The above work is very interesting because the
authors take into consideration using utility function to represent application’ QoS require-
ment such as job processing time and job’s payment. They consider impact of different
utility function on different workload. On the other hand, they do not use a quantitative
performance metric such as utility, but use the usual performance metrics such as response
time and utilization. To get a good comparison of QRS and economic scheduling proposed
by Carsten Ernemann, we choose their proposed four utility functions as the preference of
user and compare their methods with ours.
We use the BRITE generator to setup network topology of simulated grid test bed. We
choose the hierarchical topology model. We first generate an AS-level topology consisting
of 5 nodes. Each node in the AS-level topology generates a router-level topology of 100
nodes. The size of our experimental grid is 500 nodes that are divided into eight clusters.
The nodes in each cluster vary from 20 to 100. To characterize various grid resource usage,
the simulation abstract both time and resource usage. The time is measured in time units.
The time unit is defined 1 ms. The grid resources are shared among task agents. Each task
agent has an associated time limit, before which it should finish its job. Processor capac-
ity can be expressed as MIPS (Million Instructions Per Second). The resource cost can be
expressed in grid dollar that can be defined as processing cost per MIPS. The bandwidths
of all links are uniformly distributed between 1 and 1000 Mbps. Processor capacity varies
from 220 to 580 MIPS, each node’s computing delay varies from 1 to 20 per time unit. The
job data size is 1 MB. During the time of experiment, grid resource requests are generated
by the grid user agents. After this initial period, the number of tasks that is statistically
expected to be generated during an interval of 100 time units is considered in the result.
To allow grid task agents to complete tasks, an additional margin of 300 time units is pro-
vided. The initial value of the task price denoted by P varies from 10 to 500 grid dollars.
Each measurement is run 6 times with different seeds. All parameters of simulation envi-
ronment are summarized in Table 1. The descriptions of task agents are listed in Table 2.
These experimental configurations are to bring up performance of resource scheduling al-
gorithm as many as possible. Completion times and resource allocation efficiency are two
measurement criteria to measure in the experiment. Completion times measure the time
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Experiment parameters
Number of cluster Num of nodes Processor capacity (MIPS) Initial price (grid dollar)
1 30 370 300–500
2 100 220 10–100
3 80 370–380 200–500
4 20 510–580 100–500
5 100 340–390 20–200
6 50 270–275 10–300
7 50 410–475 100–400
8 80 220 20–300
Table 2
The description of the task agents
Task agent Time limits Budget Bandwidth Processor capacity
Min Max Min Max
1 100 1500 10 200 220 410
2 200 500 1 10 220 370
3 300 100 10 100 220 270
4 400 500 10 20 340 390
5 100 1000 1 100 340 510
observed by the grid client to access the requested grid resources and complete the task. It
is influenced by the size of the grid, the available connections and bandwidth, and proces-
sor capacity, and processing delay. Resource allocation efficiency indicates the ratio of
accepted grid resource requests to all sent grid resource requests. It is influenced by the
network capacity, computation capacity and grid size.
Firstly, we compare Carsten Ernemann proposed economic scheduling with ours QRS
in terms of utility metric. In Fig. 1 we show the utility gains for four utility functions of
Carsten Ernemann and our QRS. When the bandwidth is higher, the utility will increase,
the curve of QRS has a maximal point that represent optimal payment of task agent to max-
imize the utility. With the price information of current resource, task agent can compute its
optimal computation resource demand. U4 and U3 have better utility than U1 and U2. U4
and U3 are combinations of the two factors, they consider time of the job and processing
costs, but do not optimize the utility. The performance effects of varying the number of
tasks on the utility are reported in Fig. 2. The more tasks to complete, the longer the time is
needed to process the submitted tasks. U1 has the worst utility value, when the numbers of
task increase. U4 and QRS have better utility value than others. Figure 3 shows the effect
of system load on utility, under higher system load, the utilities of all schemes decrease.
Figure 3 shows that when load factor increases, the utilities of U1, U2 and U3 deteriorate
quickly. QRS and U4 outperform others.
Following experiments are to compare the performance of QRS and Carsten Erne-
mann’s method under different system load and number of tasks in terms of completion
time, payment for processing job and allocation efficiency, respectively. Firstly, Figs. 4–6
are to show effect of number of tasks on payment, allocation efficiency and completion
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Fig. 2. Different utility with varying number of task.
Fig. 3. Different utility with varying system load.
times, respectively. Figure 4 shows that the payment increase quickly for U1 and U4 when
the number of task increases, because theses two utility functions are more concerned with
processing time than payment. The payment of U2 and our QRS increase more slowly,
when the more tasks need to be completed, because U2 is only concerned with cost factor,
QRS is to balance both payment and processing times. For processing time, Fig. 6 shows
that U2 and U3 need more processing time when the number of task increases, because the-
ses two utility functions are more concerned with payment time than processing time. The
completion time of U1 increase more slowly, U1 is only concerned with time factor, our
QRS optimize both payment and processing time, so it outperforms others three. Figure 5
shows the effect of number of tasks on the allocation efficiency. U1 and U2 only take care
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Fig. 6. Processing time under different number of task.
of one factor of grid user’s benefits, their objective are to minimize the runtime of jobs or
minimize the cost of the usage of grid resources, when the number of task increases, U1
and U2 have lower resource allocation efficiency. U3, U4 and QRS allocation scheme has
more higher grid resource allocation efficiency.
Figures 7–9 are to show the effect of system load on completion times, payment and
allocation efficiency, respectively. Load factor vary from 0.05 to 0.9. It can be seen from
Fig. 7 that when system load is high, the completion time of all curves deteriorate, the
processing time of U2 increase more quickly than others scheme. U1 and QRS show good
performance than others. Figure 8 shows the effect of varying system load on the payment,
the payment of U1 increases more sharply when system loads increase, because it only
considers minimizing the runtime of jobs and does not consider payment. Figure 9 shows
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Fig. 8. Payment with varying system load.
Fig. 9. Allocation efficiency with different system load.
that when load factor increases, allocation efficiency of U1 and U3 deteriorate quickly.
QRS and U4 outperform others.
The last experiments are to compare the performance of QRS and Carsten Ernemann’s
method under different job size. From the results in Fig. 10, when computation task is
0.5 Mb or 1 Mb that represents small job size, all curves are even. While the job size
increases, the time of U2 increases greatly, U1 and QRS increase mildly. An increasing job
size leads to longer times to complete it. Considering the resource allocation efficiency,
from the results in Fig. 11, the resource allocation efficiency of QRS is highest, U2 is worst
in term of allocation efficiency; the curves of U1 and U3 are close. When job size reaches
20 Mb, the resource allocation efficiency of U1 reduce to nearly 30%, QRS perform better
than others. Figure 12 shows the effect of varying job size on the payment, the payment
724 L. Chunlin, L. Layuan / Journal of Computer and System Sciences 72 (2006) 706–726Fig. 10. Processing time with varying job size.
Fig. 11. Allocation efficiency with varying job size.
Fig. 12. Payment with varying job size.
of U1 increases more sharply when job size increase. U1 only considers minimizing the
runtime of jobs and does not consider payment. It need to complete job quickly, so the
payment is higher than others.
5. Conclusions
This paper is to solve efficient QoS based resource scheduling in computational grid.
The paper defines a set of QoS dimensions with utility function for each dimensions, use a
consumer-provider market model for distributed optimization to maximize the global util-
ity. In our scheduling model all users submit their job requests to the grid market. The
L. Chunlin, L. Layuan / Journal of Computer and System Sciences 72 (2006) 706–726 725user specifies its requirement by a utility function. A utility function can be specified for
each QoS dimension. The utility values are calculated by the user supplied utility func-
tion that can be formulated with the task parameters. In the grid, grid task agent acted as
consumer pay for the grid resource and resource providers get profits from task agents.
The task agent’ utility can then be defined as a weighted sum of single-dimensional QoS
utility function. Our QoS based grid resource scheduling optimization is decomposed to
two subproblems: joint optimization of resource user and resource provider in grid market.
An iterative multiple QoS scheduling algorithm that is used to perform optimal multiple
QoS based resource scheduling. The experiments show that optimal multiple QoS based
resource scheduling involves less overhead and leads to more efficient resource allocation
than no optimal resource allocation.
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