Abstract. In this paper we present a complete system for the treatment of both geographical and temporal dimensions in text and its application to information retrieval. This system has been evaluated in both the GeoTime task of the 8th and 9th NTCIR workshop in the years 2010 and 2011 respectively, making it possible to compare the system to contemporary approaches to the topic. In order to participate in this task we have added the temporal dimension to our GIR system. The system proposed here has a modular architecture in order to add or modify features. In the development of this system, we have followed a QA-based approach as well as multi-search engines to improve the system performance.
Introduction
Information retrieval (IR) is finding material (usually documents) of an unstructured nature (usually text) that satisfies an information need from within large collections (usually stored on computers) [1] .
GIR is a specialization of IR with geographic metadata associated. IR systems usually see the documents as a collection or "bag of words". By contrast, GIR systems require semantic information, i.e. they need a place name or geographical feature associated with the document. Because of this, in GIR systems, it is common to separate the analysis and text indexing from the geographic indexing.
Temporal information is available in every document either explicitly, i.e., in the form of temporal expressions, or implicitly in the form of metadata. Recognizing such information and exploiting it for document retrieval and presentation purposes are important features that can significantly improve the functionality of search applications. Temporal Information Retrieval (TIR), analogously to GIR, is a specialization of Information Retrieval with temporal metadata associated.
The objective of this work is to adopt a first approach in the geo-temporal IR field, including the observation of how a basic IR system can be improved by embedding geo-temporal IR intelligence, and to identify what methods used in them have a better performance.
We have evaluated this approach according to the GeoTime task included in both the NTCIR-8 and NTCIR-9 1 workshop. GeoTime for the NTCIR Workshop is an evaluation of Geographic and Temporal Information Retrieval "NT-CIR GeoTime". The focus of this task is on searching with Geographic and Temporal constraints [2] .
To that end, we have elaborated this paper to be structured as follow: In section 2, we provide a general description of the system, describing the topic storage architecture as well as the system operation. Subsequently, section 3 will outline the experiments and evaluations conducted. Finally, in section 4, we describe the conclusions and future work in this area.
System Description
For the creation of this Geo-Temporal IR system, we have chosen to implement it in a modular fashion with the intention of adding new components, testing and improving the existing ones. Figure 1 shows the architecture of our system, its component modules and the data flow. This system works in three different phases: the first phase is represented by the solid lines which show the data flow that takes place in preprocessing time. On the other hand, broken lines represent the data flow which takes place in execution time. The second phase is represented by the thicker broken lines, those that process the topic, and the third phase is outlined by thinner broken lines, those which execute the query.
System Operation
As it was mentioned above, the system operation is divided into three phases: pre-processing and indexing the corpus, processing queries, and running queries.
Corpus Pre-process. Firstly, in this phase the lemmatized corpus is indexed in the search engine module. This module has two functionalities: to index the whole corpus, and to retrieve a set of relevant documents for a given query.
Initially, the search engine chosen for this system was Lucene 2 . We have included characteristics to this search engine, such as a stemming and stopword removal. The ranking function Okapi BM25 [3] has been used to rank the results according to their relevance. Finally, it has been chosen to retrieve up to 1,000 relevant documents per query.
On the other hand, whilst the search engine is indexing, Yahoo! Placemaker obtains the geographic entities, and FreeLing gets the temporal expressions and the rest of named entities of the corpus. With all this information a new XML file is made for each corpus article. These XML documents will be useful to know the article relevance with respect to the query in the query runtime phase.
