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COMBINATORIAL RECIPROCITY FOR THE CHROMATIC
POLYNOMIAL AND THE CHROMATIC SYMMETRIC FUNCTION
OLIVIER BERNARDI AND PHILIPPE NADEAU
Abstract. Let G be a graph, and let χG be its chromatic polynomial. For any non-
negative integers i, j, we give an interpretation for the evaluation χ
(i)
G (−j) in terms
of acyclic orientations. This recovers the classical interpretations due to Stanley and
to Greene and Zaslavsky respectively in the cases i = 0 and j = 0. We also give
symmetric function refinements of our interpretations, and some extensions. The
proofs use heap theory in the spirit of a 1999 paper of Gessel.
1. Introduction
Let G be a (finite, undirected) graph. A q-coloring of G is an attribution of a color
in {1, 2, . . . , q} to each vertex of G. A q-coloring is called proper if any pair of adjacent
vertices get different colors. The chromatic polynomial of G is the polynomial χG such
that for all positive integers q, the evaluation χG(q) is the number of proper q-colorings.
In this article we provide a combinatorial interpretation for the evaluations of the
polynomial χG(q) and of its derivatives χ
(i)
G (q) at negative integers. Let us state this
result. Recall that an orientation of G is called acyclic if it does not have any directed
cycle. A source of an orientation is a vertex without any ingoing edge. For a set U
of vertices of G, we denote G[U ] the subgraph of G induced by U , that is, the graph
having vertex set U and edge set made of the edges of G with both endpoints in U .
The following is our main result about χG, where we use the notation [n] := {1, . . . , n}
for a positive integer n, and the convention [0] = ∅.
Theorem 1.1. Let G be a graph with vertex set [n]. For any non-negative integers i, j,
(−1)n−iχ(i)G (−j) counts the number of tuples ((V1, γ1), . . . , (Vi+j , γi+j)) such that
• V1, . . . , Vi+j are disjoint subsets of vertices, such that
⋃
k Vk = [n],
• for all k ∈ [i+ j], γk is an acyclic orientation of G[Vk],
• for k ∈ [i], Vk 6= ∅ and γk has a unique source which is the vertex min(Vk).
We will also prove a generalization of Theorem 1.1 (see Theorem 4.5), and a re-
finement at the level of the chromatic symmetric function (see Theorem 5.6). As we
explain in Section 4, the cases i = 0 and j = 0 of Theorem 1.1 are classical results due
to Stanley [10] and to Greene and Zaslavsky [7] respectively. However these special
cases are usually presented in terms of colorings (instead of partitions of the vertex set)
and global acyclic orientations (instead of suborientations). A version of Theorem 1.1
in this spirit is given in Corollary 4.4.
Date: February 6, 2020.
O.B. is partially supported by NSF grant DMS-1800681.
1
ar
X
iv
:1
90
4.
01
26
2v
3 
 [m
ath
.C
O]
  5
 Fe
b 2
02
0
2 OLIVIER BERNARDI AND PHILIPPE NADEAU
1 2
34
G
1 2
34
G(3,2,0,1)
Figure 1. Left: A graph G on 4 vertices, having chromatic polynomial
χG(q) = q
4 − 4q3 + 6q2 − 3q. Right: The graph G(3,2,0,1).
Let us illustrate Theorem 1.1 for the graph G represented in Figure 1. For i = j = 1,
one needs to counts the pairs ((V1, γ1), (V2, γ2)), where V1 unionmulti V2 = {1, 2, 3, 4}, γ1 is
an acyclic orientations of G[V1] with unique source min(V1), and γ2 is any acyclic
orientation of G[V2]. The number of valid pairs with V1 of size 1 (resp. 2, 3, 4) is 16
(resp. 8, 4, 3). This gives a total of 31 pairs which, as predicted by Theorem 1.1, is
equal to −χ′G(−1).
In many ways, it feels like Theorem 1.1 should have been discovered earlier. Our
proof is based on the theory of heaps, which takes its root in the work of Cartier and
Foata [1], and has been popularized by Viennot [13]. In fact, our proof is in the same
spirit as the one used by Gessel in [6], and subsequently by Lass in [9] (see also the
recent preprint [3]). It consists in showing that well-known counting lemmas for heaps
imply a relation between proper colorings and acyclic orientations. We recall the basic
theory of heaps and their enumeration in Section 2. Theorem 1.1 is proved in Section 3.
In Section 4, we discuss some reformulations, and extensions of Theorem 1.1 and their
relations to the results in [6, 7, 9, 10]. In Section 5, we lift Theorem 1.1 at the level of
the chromatic symmetric function.
2. Heaps: definition and counting lemmas
In this section we recall the basic theory of heaps. We fix a graph G = ([n], E)
throughout.
2.1. Heaps of pieces. We first define G-heaps. Our (slightly unconventional) defini-
tion is in terms of acyclic orientations of a graph related to G. Let N = {0, 1, 2, . . .}
be the set of non-negative integers. For a tuple m = (m1, · · · ,mn) ∈ Nn, we define a
graph Gm := (Vm, Em) with vertex set
Vm := {vki }i∈[n], k∈[mi],
and edge set defined as follows:
• for every vertex i ∈ [n] of G there is an edge of Gm between vki and v`i for all
k, ` ∈ [mi],
• for every pair of adjacent vertices i, j ∈ [n] of G there is an edge of Gm between
vki and v
`
j for all k ∈ [mi] and all ` ∈ [mj ].
The notation Gm is illustrated in Figure 1 (right).
Definition 2.1. A G-heap of type m is an acyclic orientation of the graph Gm such
that for all i ∈ [n] and for all 1 ≤ k < ` ≤ mi the edge between vki and v`i is oriented
toward v`i . The vertices v
k
i of G
m are called pieces of type i of the G-heap.
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Remark 2.2. A more traditional definition of heaps is in terms of partially ordered sets.
Namely, a G-heap of type m is commonly defined as a partial order ≺ on the set Vm
such that
(a) for any vertex i ∈ [n], v1i ≺ v2i ≺ . . . ≺ vmii ,
(b) for any adjacent vertices i, j ∈ [n], the set {vki }k∈[mi] ∪ {v`j}`∈[mj ] is totally
ordered by ≺,
(c) and the order relation is the transitive closure of the relations of type (a) and (b).
It is clear that this traditional definition is equivalent to Definition 2.1: the relation ≺
between vertices in Vm simply encodes the existence of a directed path between these
vertices. In fact, Definition 2.1 already appears in [13, Definition (c), p.545].
Heaps were originally introduced to represent elements in a partially commutative
monoid [1]. We refer the interested reader to [8, 13] for more information about heaps.
Recall that for an oriented graph, a vertex without ingoing edges is called a source,
and a vertex without outgoing edges is called a sink. A piece of a heap h is called
minimal (resp. maximal) if it is a source (resp. sink) in the acyclic orientation h of
Gm. A heap is called trivial if every piece is both minimal and maximal (which occurs
when Gm consists of isolated vertices). A heap is a pyramid1 if it has a unique minimal
piece.
Next, we define the generating functions of heaps, trivial heaps and pyramids. Let
x = (x1, . . . , xn) be commutative variables. Let H, T , and P be the set of heaps, trivial
heaps, and pyramids respectively. We define
(1) H(x) =
∑
h∈H
xh, T (x) =
∑
h∈T
xh, and P (x) =
∑
h∈P
xh
|h| ,
where |h| is the number of pieces in the heap h, and xh :=
n∏
i=1
x# pieces of type i in hi . In
other words, these generating functions, which are formal power series in x1, . . . , xn,
count heaps according to the number of pieces of each type.
Example 2.3. For the graph G represented in Figure 1, the generating functions T , H,
P have the following expansions:
T (x) = 1 + x1 + x2 + x3 + x4 + x1x3 + x2x4.
H(x) = 1 + x1 + x2 + x3 + x4
+x21 + x
2
2 + x
2
3 + x
2
4 + x1x3 + x2x4 + 2x1x2 + 2x2x3 + 2x3x4 + 2x4x1 + · · ·
P (x) = x1 + x2 + x3 + x4
+
1
2
(
x21 + x
2
2 + x
2
3 + x
2
4 + 2x1x2 + 2x2x3 + 2x3x4 + 2x4x1
)
+ · · ·
2.2. Enumeration of heaps. We now state the classical relation between H(x), T (x),
and P (x). For a scalar r, we use the notation rx := (r x1, . . . , r xn).
1This is sometimes called upside-down pyramid.
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Theorem 2.4 ([13]). The generating functions of heaps, trivial heaps and pyramids
are related by
(2) H(x) =
1
T (−x) ,
and
(3) P (x) = − ln(T (−x)).
Equations (2-3) are identities for formal power series in x1, . . . , xn. Observing that
T (x) has constant term 1 (corresponding to the empty heap), the right-hand side of (2)
should be understood as
∑∞
n=0(1− T (−x))n and the right-hand side of (3) should be
understood as
∑∞
n=1(1− T (−x))n/n.
Theorem 2.4 will be proved using the following classical result.
Lemma 2.5 ([13]). Let S ⊆ [n]. Let HS be the set of G-heaps such that every minimal
piece has type in S, and let TS be the set of trivial G-heaps such that every piece has
type in [n] \ S. Then the generating functions
HS(x) =
∑
h∈HS
xh, and TS(x) =
∑
h∈TS
xh,
are related by
(4) HS(x) =
TS(−x)
T (−x) .
Let us give a sketch of the standard proofs of Lemma 2.5 and Theorem 2.4. Observe
first that the identity (4) is equivalent to
(5)
∑
(h1,h2)∈HS×T
(−1)|h2|xh1xh2 =
∑
h∈TS
(−1)|h|xh.
We now explain how to prove (5) using a sign-reversing involution on HS × T . Given
h1 ∈ HS of type m1 and h2 ∈ T of type m2, we define h := h1 ∗ h2 as the heap
of type m = m1 + m2 obtained from h1 by adding the pieces of h2 as new sinks.
More precisely, h is the orientation of Gm such that the restriction to Gm1 is h1 and
the vertices in Vm \ Vm1 are sinks. Now, we fix a heap h, and look at the set Sh of
pairs (h1,h2) ∈ HS × T such that h1 ∗ h2 = h. If h 6∈ TS , one can define a simple
sign reversing involution on Sh in order to prove that the contributions of the pairs
(h1,h2) ∈ Sh to (5) cancel out. This involution simply transfers a canonically-chosen
piece of h between h1 and h2 (one can transfer any maximal piece of h which either
has type in S or is not minimal, so a canonical choice is to transfer the piece of minimal
type among those). If h ∈ TS , then Sh = {(,h)}, where  is the empty heap, hence
the contribution of Sh to (5) is 1. This proves Lemma 2.5.
To prove Theorem 2.4, observe first that (2) is the special case S = [n] of (4). It
remains to prove (3). Let t be an indeterminate. By differentiating the series P (tx)
(formally) with respect to t we get
t · ∂
∂t
P (tx) = t · ∂
∂t
∑
h∈P
t|h|
|h|x
h =
∑
h∈P
t|h|xh.
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We now use the partition P = ⊎k∈[N ](H{k} \ {}), where  is the empty heap. This,
together with (4) gives
t · ∂
∂t
P (tx) =
n∑
k=1
(
H{k}(tx)− 1
)
=
n∑
k=1
T{k}(−tx)− T (−tx)
T (−tx) =
−1
T (−tx)
n∑
k=1
Tk(−tx),
where
Tk(x) =
∑
h∈T
containing a piece of type k
xh.
Finally, we observe that
n∑
k=1
Tk(x) =
∑
h∈T
|h|xh. This gives
∂
∂t
P (tx) =
1
T (−tx) ·
∑
h∈T
|h|(−t)|h|−1xh = −1
T (−tx) ·
∂
∂t
T (−tx),
which, upon integrating (formally) with respect to t, gives (3).
3. Heaps, colorings, and orientations: proof of Theorem 1.1
This section is dedicated to the proof of Theorem 1.1. We fix a graph G = ([n], E)
throughout.
Notation 3.1. We denote by R[[x]] the ring of power series in x1, . . . , xn with coeffi-
cients in a ring R. For a tuple m = (m1, . . . ,mn) ∈ Nn, we denote xm = xm11 · · ·xmnn .
For a power series F (x) ∈ R[[x]], we denote by [xm]F (x) the coefficient of xm in F (x).
The first step is to express the chromatic polynomial of G in terms of trivial heaps.
Lemma 3.2. Let T (x) be the generating function of trivial G-heaps defined in (1), and
let q be an indeterminate. Then,
(6) χG(q) = [x1 · · ·xn]T (x)q.
The right-hand side in (6) has to be understood as the coefficient of x1 · · ·xn in the
series exp(q ln(T (x)) :=
∞∑
k=0
(q ln(T (x)))k
k!
∈ Q[q][[x]].
Proof. Recall that a set of vertices V ⊆ [n] is called independent if the vertices in V
are pairwise non-adjacent. There is an obvious equivalence between independent sets
and trivial heaps, hence T (x) can be thought as the generating function of independent
sets.
Let q be a positive integer. Observe that for any proper q-coloring, the set of vertices
of color i ∈ [q] is an independent set. In fact, upon denoting Vi the set of vertices
of color i, it is clear that a proper q-coloring can equivalently be seen as a q-tuple
(V1, . . . , Vq) of independent sets of vertices, which are disjoint and such that
⋃
k∈[q] Vk =
[n]. This immediately implies that (6) holds for the positive integer q. Since both sides
of (6) are polynomials in q, the identity holds for an indeterminate q. 
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Upon differentiating (6) i times one gets
χ
(i)
G (q) =
∂i
∂qi
[x1 · · ·xn]T (x)q = [x1 · · ·xn] ∂
i
∂qi
exp (q ln(T (x))) = [x1 · · ·xn] ln(T (x))iT (x)q.
In the right-hand side of the above equation, we are are extracting a coefficient of
degree n, hence this expression is invariant under changing x into −x and multiplying
by (−1)n. Hence (−1)nχ(i)G (q) = [x1 · · ·xn] ln(T (−x))i T (−x)q, and for a non-negative
integer j,
(−1)n−iχ(i)G (−j) = [x1 · · ·xn](− ln(T (−x)))i(T (−x))−j
= [x1 · · ·xn]P (x)iH(x)j ,(7)
where the last equality follows from Theorem 2.4.
The next step is to relate heaps and pyramids to acyclic orientations. For a set
V ⊆ [n], let xV be the monomial xδ11 · · ·xδnn , where δi = 1 if i ∈ V and δi = 0 otherwise.
Lemma 3.3. Let V ⊆ [n]. The generating function H(x) and P (x) defined in (1)
satisfy
[xV ]H(x) = # acyclic orientations of G[V ],(8)
[xV ]P (x) = # acyclic orientations of G[V ] with unique source min(V ),(9)
where the right-hand side of (9) is interpreted as 0 if V = ∅.
Proof. Let m = (δ1, . . . , δn), where δi = 1 if i ∈ V , and δi = 0 otherwise. Observe
that G[V ] is isomorphic to the graph Gm. By definition of H, the coefficient [xV ]H(x)
counts the G-heaps of type m, or equivalently the acyclic orientations of G[V ]. This
proves (8). Let us now assume V 6= ∅. By definition of P , one gets [xV ]P (x) = B|V | ,
where B is the number pyramids of type m, or equivalently the number of acyclic
orientations of G[V ] with a single source. For i ∈ V , let Bi be the set of acyclic
orientations of G[V ] with unique source i. It is not hard to see that |Bi| = |Bj | for all
i, j ∈ V . Indeed, a bijection between Bi and Bj can be constructed as follows: given
γ ∈ Bi, reverse all the edges of γ on any directed path from i to j. This proves (9). 
We now complete the proof of Theorem 1.1. For any non-negative integers i, j, (7)
gives
(−1)n−iχ(i)G (−j) =
∑
V1unionmulti···unionmultiVi+j=[n]
i∏
k=1
[xVk ]P (x)
j∏
`=1
[xVi+` ]H(x),(10)
where the sum is over the tuples of disjoint sets V1, . . . , Vi+j whose union is [n]. Finally,
by Lemma 3.3, the right-hand side of (10) can be interpreted as in Theorem 1.1.
Remark 3.4. Equation (6) raises the question of interpreting the other coefficients of
T (x)q combinatorially. So for m ∈ Nn, let us introduce the following polynomial
(11) χG,m(q) := [x
m]T (x)q,
so that χG(q) = χG,1n(q). It is easy to interpret (11) combinatorially: for any positive
integer q, χG,m(q) counts the functions f from the vertex set [n] to the power set 2
[q]
such that for any vertex i ∈ [n], |f(i)| = mi and for adjacent vertices i, j ∈ [n] of G,
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the sets f(i) and f(j) are disjoint. These are known as proper multicolorings of G of
type m [5, 12].
Now, recalling the definition of the graph Gm, it is easy to see that
χG,m(q) =
χGm(q)
m!
,
where m! := m1! · · ·mn!. Indeed, there is a clear m!-to-1 correspondence between the
proper colorings of Gm and the multicolorings of G of type m: to a proper coloring
of Gm one associates the multicoloring f of G, where f(i) is the set of colors used on
the vertices {vki }k∈[mi] of Gm. On the one hand, this shows that all the coefficients of
T (x)q are chromatic polynomials, up to a multiplicative constant. On the other hand,
using (11) and Theorem 2.4, we get (−1)|m|χG,m(−1) = [xm]H(x) which is the number
of heaps of type m. Hence general heaps come up naturally in the context of proper
multicolorings.
Remark 3.5. Various generalizations of the chromatic polynomials have been considered
in the literature, and the above technique can be used to give a reciprocity theorem
for those. In particular, the bivariate chromatic polynomial χG(q, r) is defined in [4]
as the polynomial whose evaluation at (q, r) ∈ N2 counts the (q + r)-colorings of G
such that adjacent vertices cannot receive the same color in [q]. It is easy to express
this polynomial in terms of heaps, and use similar techniques as above to obtain a
combinatorial interpretation for (−1)nχG(−j,−k). Namely, this counts the number of
tuples ((V1, γ1), . . . , (Vj , γj), Vj+1, . . . , Vj+k) such that
⊎j+k
i=1 Vi = [n] and for all i ∈ [j],
γi is an acyclic orientation of G[Vi]. One can similarly get an interpretation for the
evaluations ∂
i
∂qi
χG(−j,−k) of the derivatives with respect to q.
4. Special cases, and extensions
In this section we discuss some reformulations and extensions of Theorem 1.1.
4.1. Specializations of Theorem 1.1, and reformulation. We first establish the
relation between Theorem 1.1 and the results from [7, 10].
Let us recall the seminal result of Stanley [10] about the negative evaluations of the
chromatic polynomial. Let G = (V,E) be a graph, and let γ be an orientation of G.
We say that a q-coloring of G (that is, a function f : V → [q]) has no γ-descent if the
colors (that is, the values of f) never decrease strictly along the arcs of γ.
Proposition 4.1 ([10, Theorem 1.2]). Let G be a graph with n vertices, and let j be
a non-negative integer. Then, (−1)nχG(−j) is the number of pairs (γ, f), where γ is
an acyclic orientation of G, and f is a j-coloring without γ-descent. In particular,
(−1)nχG(−1) is the number of acyclic orientations of G.
As we now explain, Proposition 4.1 is equivalent to the case i = 0 of Theorem 1.1.
Let Cj be the set of pairs (γ, f), where γ is an acyclic orientation of G, and f is a
j-coloring without γ-descent. A j-coloring f can be encoded by the tuple (V1, . . . , Vj),
where Vk = f
−1(k) is the set of vertices of color k. Now given f , the orientations γ
such that (γ, f) ∈ Cj are such that for all k ∈ [j] the restriction γk of γ to G[Vk] is
acyclic, and for all ` > k every edge between Vk and V` is oriented toward its endpoint
8 OLIVIER BERNARDI AND PHILIPPE NADEAU
in V`. These two conditions are easily seen to be sufficient. Hence, pairs (γ, f) ∈ Cj
are uniquely determined by choosing the ordered partition (V1, . . . , Vj) and the acyclic
orientations γ1, . . . , γj of G[V1], . . . , G[Vj ]. This shows the equivalence between Propo-
sition 4.1 and the case i = 0 of Theorem 1.1.
Next we recall the result of Greene and Zaslavsky [7] about the coefficients of the
chromatic polynomial. We need to define the source-components of an acyclic orien-
tation γ of G = ([n], E). For i ∈ [n], let Ri be the set of vertices reachable from i by
a directed path of γ (with i ∈ Ri). We now define some subsets of vertices S1, S2, . . .
recursively as follows. For k ≥ 1, if ⋃i<k Si = [n], then we define Sk = ∅. Otherwise,
we define Sk = Rm \
⋃
i<k Si, where m = min
(
[n] \⋃i<k Si). The non-empty subsets
Sk are called the source-components of γ. The source components are represented for
various acyclic orientations in Figure 1. Note that the source-components of an orien-
tation γ form an ordered partition of [n], and that the restriction of γ to each subgraph
G[Sk] is an acyclic orientation with single source min(Sk).
1
34
2 1
34
2 1
34
2 1
34
2 1
34
2 1
34
2 1
34
2
1
34
2 1
34
2 1
34
2 1
34
2 1
34
2 1
34
2 1
34
2
Figure 2. The source-components of the 14 acyclic orientations of the
graph of Figure 1.
Proposition 4.2 ([7, Theorem 7.4]). Let G = ([n], E) be a graph, and let i be a non-
negative integer. Then, (−1)n−i[qi]χG(q) is the number of acyclic orientations of G
with exactly i source-components. In particular, (−1)n−1[q1]χG(q) is the number of
acyclic orientations with single source 1.
Example 4.3. The graph G in Figure 1, has 1 (resp. 4, 6, 3) acyclic orientations
with 4 (resp. 3, 2, 1) source-components. This matches the coefficients of χG(q) =
q4 − 4q3 + 6q2− 3q.
As we now explain, Proposition 4.2 is equivalent to the case j = 0 of Theorem 1.1.
Let Ai be the set of acyclic orientations of G with exactly i source-components. Let
γ ∈ Ai, and let S1, . . . , Si be its source-components. The sets S1, . . . , Si clearly satisfy
(i) S1, . . . , Si are disjoint sets and
⋃i
k=1 Sk = [n],
(ii) for all k ∈ [i] the restriction γk of γ to the subgraph G[Sk] is an acyclic orien-
tation with single source min(Sk),
(iii) for all ` > k, any edge between Sk and S` is directed toward its endpoint in Sk.
(iv) min(S1) < min(S2) < · · · < min(Si),
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These conditions are easily seen to be sufficient: an acyclic orientation γ has source-
components S1, . . . , Si if and only if the conditions (i-iv) hold. Moreover, the tuple
((S1, γ1), . . . , (Si, γi)) uniquely determines γ ∈ Ai. Hence, Proposition 4.2 can be in-
terpreted as stating that (−1)n−i[qi]χG(q) is the number of tuples ((S1, γ1), . . . , (Si, γi))
satisfying (i-iv). Upon permuting the indices {1, . . . , i}, we get that i!(−1)n−i[qi]χG(q)
is the number of tuples ((S1, γ1), . . . , (Si, γi)) satisfying conditions (i-iii), which is ex-
actly the case j = 0 of Theorem 1.1.
It is not hard to combine the above discussions to show that Theorem 1.1 is equivalent
to the following statement.
Corollary 4.4. Let G be a graph, let q be an indeterminate, and let i, j be non-negative
integers. Then (−1)n−i[qi]χG(q− j) is the number of pairs (γ, f), where γ is an acyclic
orientation of G, and f is a (j + 1)-coloring of G without γ-descent, such that the
restriction γ1 of γ to the subgraph G[f
−1(1)] has exactly i source-components (with the
special case i = 0 corresponding to f−1(1) = ∅).
4.2. Generalization of Theorem 1.1 and relation to results by Gessel and
Lass. In this subsection we establish a generalization of Theorem 1.1, which extends
results from Gessel [6] and Lass [9].
Theorem 4.5. Let G = ([n], E) be a graph. Let d be a non-negative integer such that
the vertices 1, 2, . . . , d are pairwise adjacent. Let q be an indeterminate, and let
(12) χ̂d(q) :=
χG(q)
q(q − 1) · · · (q − d+ 1) ,
with the special case d = 0 being interpreted as χ̂0(q) = χG(q). Then χ̂d(q) is a polyno-
mial in q such that for all non-negative integers i, j, the evaluation (−1)n−d−i χ̂(i)d (−j)
is the number of tuples ((V1, γ1), . . . , (Vd+i+j , γd+i+j)) such that
• V1, . . . , Vd+i+j are disjoint subsets of vertices, such that
⋃
k Vk = [n], and for
all k ∈ [d], k ∈ Vk,
• for all k ∈ [d + i + j], γk is an acyclic orientation of G[Vk], and if k ≤ d + i
then Vk 6= ∅ and γk has a unique source which is the vertex min(Vk).
Observe that the case d = 0 of Theorem 4.5 is Theorem 1.1. The special case i = 0
for d ∈ {1, 2} was obtained by Gessel in [6, Thm 3.3 and 3.4].
Example 4.6. For the graph G represented in Figure 2, we have χ̂2(q) = q
2 − 3q + 3.
Theorem 4.5 in the case d = 2, i = 1, j = 0 (correctly) predicts that there are exactly
−χ̂′2(0) = 3 triples ((V1, γ1), (V2, γ2), (V3, γ3)), such that 1 ∈ V1, 2 ∈ V2, V1 unionmulti V2 unionmulti V3 =
[4], and for all k ∈ [3], γk is an acyclic orientation of G[Vk] with unique source min(Vk).
Proof. Since the vertices 1, 2, . . . , d are pairwise adjacent, we know that χG(k) = 0
for all k ∈ {0, . . . , d − 1}. Since these integers are roots of χG(q), this polynomial is
divisible by q(q − 1) · · · (q − d + 1). Hence χ̂d(q) is a polynomial. We now prove the
interpretation of (−1)n−d−iχ̂(i)d (−j). Fix an integer q > d. Note that in any proper
q-coloring of G, the vertices 1, . . . , d have distinct colors in [q]. So it is easy to see that
χ̂d(q) can be interpreted as the number of proper q-colorings such that for all k in [d]
the vertex k has color k. In other words, for all k ∈ [d], the q-colorings counted by
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χ̂d(q) are such that the set of vertices colored k are independent sets containing the
vertex k. Thus, reasoning as in the proof of (6), we get the following expression of
χ̂d(q) in terms of trivial heaps:
(13) χ̂d(q) = [x1 · · ·xn]
(
d∏
k=1
Tk(x)
T (x)
)
T (x)q,
where Tk(x) =
∑
h∈Tk x
h and Tk is the set of trivial heaps containing a piece of type k.
Again, this equation holds for an indeterminate q, because both sides are polynomials
in q. Differentiating (13) with respect to q (i times), and setting q = −j gives
(−1)n−d−i χ̂(i)d (−j) = [x1 · · ·xn]
(
d∏
k=1
−Tk(−x)
T (−x)
)
(− ln(T (−x)))i
(
1
T (−x)
)j
.
By Lemma 2.5, −Tk(−x)
T (−x) =
T{k}(−x)
T (−x) − 1 = H{k}(x) − 1, which together with Theo-
rem 2.4 gives
(14) (−1)n−d−iχ̂(i)d (−j) = [x1 · · ·xn]
(
d∏
k=1
H{k}(x)− 1
)
· P (x)i ·H(x)j .
Observe that for any sets of vertices S, V ⊆ [n], the coefficient [xV ]HS(x) is the number
of acyclic orientations of G[V ] whose sources are all in S. Hence, for any set V ⊆ [n],
[xV ]
(
H{k}(x)− 1
)
=
∣∣∣∣ # acyclic orientations of G[V ] with unique source k, if k ∈ V,0 otherwise.
Using this together with Lemma 3.3, we see that (14) gives the claimed interpretation
of (−1)n−d−i χ̂(i)d (−j). 
Theorem 4.5 could equivalently be stated as giving an interpretation for the coeffi-
cients of the polynomial χ̂d(q − j) for all j, d ≥ 0. We will next give an interpretation
for the coefficients of χ̂d(q + 1) for all d > 0.
Let us first recall a classical result of Crapo [2]. Let u, v be two adjacent vertices of
a graph G. An acyclic orientation of G is called (u, v)-bipolar if it has unique source
u and unique sink v. A classical result of Crapo [2] is that (−1)n[q1]χ̂1(q + 1) is the
number of (u, v)-bipolar orientations of G (which is independent of u, v). We mention
that, for a connected graph, χ̂1(q + 1) is related to the Tutte polynomial TG(x, y) by
χ̂1(q + 1) = (−1)n−1TG(−q, 0), hence (−1)n[q1]χ̂1(q + 1) = [x1y0]TG(x, y). Crapo’s
result was recovered using the theory of heaps in [6, Thm 3.1]. In Lass [9, Thm 5.2], an
interpretation was given for every coefficient of the polynomial χ̂1(q+1) for a connected
graph G. Following this lead, we obtain the following result for connected graphs having
a set of d pairwise adjacent vertices.
Theorem 4.7. Let G = ([n], E) be a connected graph. Let d be a positive integer such
that the vertices 1, 2, . . . , d are pairwise adjacent. Let q be an indeterminate, and let
χ̂d(q) be the polynomial defined by (12). Upon relabeling the vertices of G, one can
assume that for all k > 1 the vertex labeled k is adjacent to a vertex of label less than k.
Then for all i ≥ 0, (−1)n−d−i[qi]χ̂d(q + 1) is the number of acyclic orientations of G
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having exactly d+ i source-components such that the vertices 1, 2, . . . , d are in different
source-components and 1 is the unique sink.
Note that for the orientations described in Theorem 4.7, the vertex 1 is necessarily
alone in its source-component. In particular, in the special case d = 1, and i = 1 the
orientations described have unique sink 1 and unique source 2, which gives Crapo’s
interpretation of (−1)n[q1]χ̂1(q + 1) as counting (2, 1)-bipolar orientations. The case
d = 1 of Theorem 4.7 is exactly [9, Thm 5.2]. The case d = 2 is equivalent to the case
d = 1 (because χ̂1(q + 1) = q χ̂2(q + 1) and the vertices 1, 2 are necessarily in different
source-components). The cases d ≥ 3 are new.
Proof. Let Rd(q) = χ̂d(q + 1), and let ci = [q
i]χ̂d(q + 1) = [q
i]Rd(q) =
R(i)(0)
i! . By (13),
Rd(q) = [x1 · · ·xn]T1(x)
(
d∏
k=2
Tk(x)
T (x)
)
T (x)q,
for an indeterminate q. After differentiating with respect to q (i times) one gets
(−1)n−d−ici = [x1 · · ·xn] (−T1(−x))
(
d∏
k=2
−Tk(−x)
T (−x)
)
(− ln(T (−x)))i
i!
.
Reasoning as in the proof of Theorem 4.5 this gives:
(−1)n−d−ici = [x1 · · ·xn] (−T1(−x))
(
d∏
k=2
(H{k}(x)− 1)
)
P (x)i
i!
,
=
∑
U⊆[n]
[xU ] (−T1(−x)) · [xU ]
(
d∏
k=2
(H{k}(x)− 1)
)
P (x)i
i!
,
where U := [n] \ U .
For V ⊆ [n] \ {1}, let SV ≡ SV (d, i) be the set of acyclic orientations of G[V ] having
d + i − 1 source-components, such that 2, . . . , d are in different source-components
(with SV = ∅ whenever V does not contain {2, . . . , d}). Reasoning as before, we see
that |SV | = [xV ]
(
d∏
k=2
(H{k}(x)− 1)
)
P (x)i
i!
. Hence, using the fact that T1 is the
generating function of the set I of independent sets of G containing the vertex 1, we
get
(15) (−1)n−d−ici =
∑
U∈I
(−1)|U |−1|SU |.
We will now simplify this expression by defining a sign-reversing involution φ on the
set S := {(U, γ) | U ∈ I, γ ∈ SU}. Given (U, γ) ∈ S consider the orientation γ which
is the extension of γ to the full graph G obtained by orienting every edge incident to
a vertex u ∈ U toward u. It is not hard to see that γ has d + i source-components
S1, . . . , Sd+i, such that S1 = {1} and S2 \ U, . . . , Sd+i \ U are the source-components
of γ. Indeed, it is clear that the first source-component S1 is {1} because 1 is a sink,
and moreover no vertex u ∈ U \ {1} can be the source of a source-component because
u is adjacent to a vertex with smaller label.
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We now define φ on S. Let (U, γ) ∈ S, and let Z be the set of sinks of γ. Note
that U ⊆ Z and Z ∈ I. If Z = {1}, then define φ(U, γ) = (U, γ). Otherwise we set
s = min(Z \ {1}) and consider two cases. If s ∈ U , we define φ(U, γ) = (U \ {s}, γ′),
where γ′ is the extension of γ to G[U ∪ {s}] obtained by orienting every edge incident
to s toward s. If s /∈ U , we define φ(U, γ) = (U ∪ {s}, γ′), where γ′ is the restriction of
γ to G[U \ {s}].
We know from the above discussion that in every case φ(U, γ) ∈ S. Moreover it is
clear that φ is an involution (because the orientation γ is unchanged by φ), and that if
Z 6= {1}, the contribution of the pairs (U, γ) and φ(U, γ) to the right-hand side of (15)
will cancel out. Hence, the right-hand side of (15) is the cardinality of the set S ′ of
pairs (U, γ) ∈ S such that Z = U = {1}. This gives the claimed interpretation of
(−1)n−d−ici (upon identifying each element ({1}, γ) in S ′ with the orientation γ of G
which is the extension of γ to G obtained by orienting every edge incident to 1 toward
1). 
5. Chromatic symmetric function
In this section we consider the chromatic symmetric function defined by Stanley
in [11], and we obtain a symmetric function refinement of Theorem 1.1, as well as a
“superfication” extension.
Let G = ([n], E) be a graph. We consider colorings of G with colors in the set
P := {1, 2, 3, . . .} of positive integers. A function f : V → P is called P-coloring, and as
before f is said to be proper if adjacent vertices get different colors. Let z = (z1, z2, . . .)
be a set of variables indexed by P. The chromatic symmetric function of G is the
generating function of its proper P-colorings counted according to the number of times
each color is used:
XG(z) =
∑
f proper P-coloring
∏
v∈[n]
zf(v).
Observe that XG(z) is a homogeneous symmetric function of degree n in z, and that
for every positive integer j,
(16) XG(1
j) = χG(j),
where 1j is the evaluation obtained by setting zi = 1 for all i ∈ [j], and zi = 0 for all
i > j.
Example 5.1. For the graph G represented in Figure 1, the chromatic symmetric func-
tion is easily seen to be
XG(z) = 24
∑
1≤i<j<k<l
zizjzkzl + 4
∑
1≤i<j<k
(z2i zjzk + ziz
2
j zk + zizjz
2
k) + 2
∑
1≤i<j
z2i z
2
j
In particular, one gets
XG(1
j) = 24
(
j
4
)
+ 12
(
j
3
)
+ 2
(
j
2
)
= j4 − 4j3 + 6j2 − 3j,
which indeed coincides with the expression of χG(j) given in the caption of Figure 1.
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In [11, 12] Stanley establishes many beautiful properties of XG. Our goal is to recover
and extend some of these results using the machinery of heaps. The starting point is
the symmetric function analogue of Lemma 3.2:
(17) XG(z) = [x1 · · ·xn]
∞∏
i=1
T (zix),
where T (x) is the generating function of trivial G-heaps.
We first discuss the result of applying the duality mapping to XG. We recall some
basic definitions. For a field K of characteristic 0, we denote by SymK(z) the alge-
bra of symmetric functions in z, with coefficients in K. Hence, XG(z) ∈ SymQ(z) ⊆
SymK(z). Let ek, hk, pk be the elementary, complete and power-sum symmetric func-
tions, which are defined by e0 = h0 = p0 = 1, and for k ∈ P,
ek =
∑
i1<···<ik∈P
zi1 · · · zik , hk =
∑
i1≤···≤ik∈P
zi1 · · · zik , and pk =
∑
i∈P
zki .
Recall that SymK(z) is generated freely as a commutative K-algebra by each of these
sets of symmetric functions. In other words, if (gk)k≥1 stands for any one of these
families, then (gλ)λ forms a basis of SymK(z), where λ = (λ1, . . . , λk) runs through all
integer partitions and gλ := gλ1 · · · gλk . Lastly, the duality mapping ω ≡ ωz is defined
as the algebra homomorphism of SymK(z) such that ω(ek) = hk. As is well known, ω
also satisfies ω(hk) = ek and ω(pk) = (−1)k−1pk. The following result is [11, Thm 4.2],
and we give an alternative proof.
Proposition 5.2 ([11]). With the above notation,
ω(XG)(z) =
∑
(γ,f)
∏
v∈[n]
zf(v),
where the sum is over the set C of pairs (γ, f) where γ is an acyclic orientation of G
and f is a P-coloring without γ-descent.
Proof. We claim that
(18) ω
( ∞∏
i=1
T (zix)
)
=
∞∏
i=1
H(zix).
Here and in the following we are actually extending ω to the larger space of symmetric
power series in z with coefficients in K (in other words, we allow for symmetric func-
tions of infinite degree), and we can take K to be the field Q(x) of rational functions
in x with rational coefficients. Observe that for any scalar t in the underlying field K,
ω
( ∞∏
i=1
(1 + t zi)
)
= ω
( ∞∑
k=0
ekt
k
)
=
∞∑
k=0
hkt
k =
∞∏
i=1
1
1− t zi .
Now let Q(Z) ∈ K[Z] be a polynomial such that Q(0) = 1. Working in the algebraic
closure K of K, one can write Q(Z) =
∏d
k=1(1 + tkZ) with t1, . . . , td ∈ K. Then, still
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working over K, one gets
ω
( ∞∏
i=1
Q(zi)
)
=
d∏
k=1
ω
( ∞∏
i=1
(1 + tkzi)
)
=
d∏
k=1
∞∏
i=1
1
1− tkzi =
∞∏
i=1
1
Q(−zi) .
Applying this identity to the polynomial Q(Z) := T (Zx) gives (18). Hence,
ω(XG)(z) = ω
(
[x1 · · ·xn]
∞∏
i=1
T (zix)
)
= [x1 · · ·xn]ω
( ∞∏
i=1
T (zix)
)
= [x1 · · ·xn]
∞∏
i=1
H(zix).(19)
Expanding the right-hand side of Equation (19), we obtain that ω(XG)(z) is the
sum of the monomials z
|V1|
1 z
|V2|
2 · · · over all infinite sequences ((V1, γ1), (V2, γ2), . . .),
where V is the disjoint union of the sets Vi and γi is an acyclic orientation on G[Vi]
for all i ∈ P. Now Proposition 5.2 follows using the correspondence detailed after
Proposition 4.1. 
For an acyclic orientation γ of G with source-components S1, . . . , Sk, we denote λ(γ)
the partition of n obtained by ordering the sizes |Si| in a weakly decreasing manner.
Proposition 5.3. With the above notation,
XG(z) = (−1)n
∑
γ∈A
(−1)`(λ(γ))pλ(γ),
where the sum is over the set A of acyclic orientations of G, and `(λ(γ)) is the number
of source-components of γ. Equivalently,
(20) ω(XG)(z) =
∑
γ∈A
pλ(γ).
Example 5.4. For the graph G in Figure 2, the chromatic symmetric function is given
in Example 5.1, and one can compute
XG(z) = p1,1,1,1 − 4p2,1,1 + 4p3,1 + 2p2,2 − 3p4;
ω(XG)(z) = p1,1,1,1 + 4p2,1,1 + 4p3,1 + 2p2,2 + 3p4.
As stated in Theorem 5.3, the coefficients obtained in this expansions correspond to
the fact that the number of acyclic orientations γ of G with partition λ(γ) equal to
(1, 1, 1, 1) (resp. (2, 1, 1), (3, 1), (2, 2), (4)) is 1 (resp. 4, 4, 2, 3). This matches the
direct count one can do by looking at Figure 2.
Proof. It suffices to prove (20), since the other identity follows by applying ω. Recall
from Theorem 2.4, that H(x) = exp(P (x)) :=
∞∑
k=0
P (x)k
k!
, where P is the generating
function of G-pyramids. This gives
∞∏
i=1
H(zix) = exp
( ∞∑
i=1
P (zix)
)
= exp
(∑
h∈P
p|h|
|h| x
h
)
= exp
( ∑
m∈Nn
|Bm|
p|m|
|m| x
m
)
.
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where for m = (m1, . . . ,mn) we denote |m| =
∑
imi, and we let Bm be the set of
G-pyramids of type m. Hence
∞∏
i=1
H(zix) =
∏
m∈Nn
exp
(
|Bm|
p|m|
|m| x
m
)
.(21)
Thus, by (19),
ω(XG)(z) = [x1 · · ·xn]
∏
m∈{0,1}n
exp
(
|Bm|
p|m|
|m| x
m
)
= [x1 · · ·xn]
∏
m∈{0,1}n
(
1 + |Bm|
p|m|
|m| x
m
)
.
For V ⊆ [n], let BV be the set of acyclic orientations of G[V ] with unique source min(V )
(with the convention B∅ = ∅). By Lemma 3.3, |BV | = |Bm||m| if V 6= ∅, where m ∈ {0, 1}n
is the tuple encoding the set V . Hence
ω(XG)(z) = [x1 · · ·xn]
∏
V⊆[n]
(
1 + |BV | p|V |xV
)
=
∑
{(V1,γ1),...,(Vi,γi)}
i∏
k=1
p|Vk|,
where the sum is over the set B of sets of pairs {(V1, γ1), . . . , (Vi, γi)} such that V1, . . . , Vi
form a set partition of [n], and for all k ∈ [i] γk is in BVk . Reasoning as in Section 4.1, we
can identify B with the set of acyclic orientations and the sets Vi with the corresponding
source-components. This proves (20). 
Remark 5.5. Proposition 5.3 could alternatively be obtained by combining [11, Theorem
2.6] with [7, Theorem 7.3]. Indeed, [11, Theorem 2.6] expresses the coefficient of pλ in
XG in terms of the Mo¨bius function of the bond lattice of G, and [7, Theorem 7.3] shows
that this Mo¨bius function has the combinatorial interpretation given in Proposition 5.3.
As we now explain, Propositions 5.2 and 5.3 are refinements of Propositions 4.1
and 4.2 respectively. Let q be an indeterminate, and let XG(z)|∀k>0, pk=q denote the
polynomial in q obtained by substituting each of the generators p1, p2, . . . by q. We
observe that
(22) XG(z)|∀k>0, pk=q = χG(q)
and for any non-negative integer j,
(23) ω(XG)(1
j) = (−1)nχG(−j).
Indeed the polynomials in (22) coincide on positive integers by (16) (since pk(1
j) = j),
and ω(XG)(1
j) = (−1)nXG(z)|∀k>0, pk=−j (since ω(pk) = −(−1)kpk and XG is homo-
geneous of degree n). Thus, specializing Proposition 5.2 at z = 1j gives Proposition 4.1,
and specializing Proposition 5.3 at (p1, p2, . . .) = (q, q, . . .) gives Proposition 4.2.
We now give a refinement of Theorem 1.1. Consider a second set of variables y =
(y1, y2, . . .). For a symmetric function f = f(z), we denote f(y + z) the symmetric
function in y and z obtained by substituting the variable z2i−1 by yi and z2i by zi for
all i ∈ P (equivalently, substituting the generator pi = pi(z) by pi(y) + pi(z)).
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Theorem 5.6. Let G be a graph. Let D be the set of pairs (γ, f), where γ is an acyclic
orientation of G and f : V → N is an N-coloring of G without γ-descent. Then
ω(XG)(y + z) =
∑
(γ,f)∈D
pλ(γ0)(y)
∏
i∈P
z
|f−1(i)|
i
where γ0 is the restriction of γ to G[f
−1(0)].
Observe that Corollary 4.4 (which is equivalent to Theorem 1.1) is the specialization
of Theorem 5.6 obtained by substituting pk(y) by q and pk(z) by j for all k ∈ P, and
then taking the coefficient of qi. Observe also that setting y = 0 in Theorem 5.6 gives
Proposition 5.2, while setting z = 0 gives Proposition 5.3.
Proof. By (19),
ω(XG)(y + z) = [x1 · · ·xn]
( ∞∏
i=1
H(yix)
)
·
( ∞∏
i=1
H(zix)
)
,
=
∑
UunionmultiV=[n]
(
[xU ]
∞∏
i=1
H(yix)
)
·
(
[xV ]
∞∏
i=1
H(zix)
)
.
where the sum is over the pairs (U, V ) of disjoint sets whose union is [n]. Applying
(19) to the induced graphs G[U ] and G[V ] gives
ω(XG)(y + z) =
∑
UunionmultiV=[n]
ω(XG[U ])(y) · ω(XG[V ])(z).
Lastly, applying Propositions 5.3 and 5.2 to ω(XG[U ])(y) and ω(XG[V ])(z) respectively
gives
ω(XG)(y + z) =
∑
UunionmultiV=[n]
 ∑
γ0∈A(U)
pλ(γ0)(y)
 ·
 ∑
(γ′,f ′)∈C(V )
∏
v∈V
zf ′(v)
 ,
where A(U) is the set of acyclic orientations of G[U ], and C(V ) is the set of pairs
(γ′, f ′) with γ′ acyclic orientation of G[V ] and f ′ a P-coloring of G[V ] without γ′-
descent. Theorem 5.6 follows by identifying
⋃
UunionmultiV=[n]A(U)×C(V ) with D (identifying
U with the set γ−1(0) of vertices colored 0, etc.). 
As the proof of Theorem 5.6 shows, it is easy to combine several results into one,
at the cost of using several sets of variables. This is because our identities hold at the
level of the heap generating function
∏∞
i=1 T (zix). For instance, it is straightforward
to recover the superfication result [11, Thm 4.3], as we now explain.
We denote by XG(y−z) the function of y and z obtained from XG(z) by substituting
pk(z) by pk(y)− (−1)kpk(z). Equivalently, XG(y − z) is obtained from XG(y + z) by
applying duality only on the z variables:
XG(y − z) := ωz(XG(y + z)).
COMBINATORIAL RECIPROCITY FOR THE CHROMATIC POLYNOMIAL 17
Using (17) and (18) gives
XG(y − z) = [x1 · · ·xn]
( ∞∏
i=1
T (yix)
)
·
( ∞∏
i=1
H(zix)
)
=
∑
UunionmultiV=[n]
XG[U ](y) · ω(XG[V ])(z)
Hence,
XG(y − z) =
∑
UunionmultiV=[n]
∑
(f−,f+,γ+)
y
|f−1− (i)|
i z
|f−1+ (i)|
i ,
where the inner sum is over the set of triples (f−, f+, γ+) such that f− is a proper
P-coloring of G[U ], γ+ is an acyclic orientation of G[V ], and f+ is a P-coloring of G[V ]
without γ+-descent. Equivalently (upon coloring U with negative colors, and extending
γ+ to G), one gets
(24) XG(y − z) =
∑
(γ,f)
∏
i∈P
y
|f−1(−i)|
i z
|f−1(i)|
i ,
where the sum is over pairs (γ, f) where γ is an acyclic orientation of G and f : V →
Z \ {0} is a coloring without γ-descent such that for all i < 0 the vertices of color i are
pairwise non-adjacent. This is exactly [11, Thm 4.3].
There is no obstacle to pursuing this idea further. For instance, one can com-
bine (24) and Theorem 5.6 into a single statement. Consider a new set of variables
z′ = (z′1, z′2 . . .), and the function XG(y−(z+z′)) obtained from XG(z) by substituting
pk(z) by pk(y)− (−1)k(pk(z) + pk(z′)). Let E be the set of pairs (γ, f), where γ is an
acyclic orientation of G and f : V → Z is an Z-coloring of G without γ-descent, such
that for all i < 0 the vertices of color i are pairwise non-adjacent. Then
XG(y − (z + z′)) =
∑
(γ,f)∈E
pλ(γ0)(z
′)
∏
i∈P
y
|f−1(−i)|
i z
|f−1(i)|
i ,(25)
where γ0 is the restriction of γ to G[f
−1(0)]. Note that setting y = 0 in (25) gives
Theorem 5.6, while setting z′ = 0 gives (24).
Remark 5.7. Recall the notion of proper multicolorings from Remark 3.4. For m ∈ N,
the symmetric function
(26) XG,m(z) := [x
m]
∞∏
i=1
T (zix),
can be interpreted as counting proper multicolorings of G of type m according to the
number of times each color in P is used. By the same reasoning as in Remark 3.4, one
gets
XG,m(z) =
XGm(z)
m!
.
so that these generalized chromatic symmetric functions are still chromatic symmetric
functions, up to a multiplicative constant. Hence the results in this section apply to
XG,m. This was noticed already in [12, Eq. (3)]. In fact [12, Proposition 2.1] follows
from the combinatorial interpretation of (26).
Acknowledgment. We thank the anonymous referees for their numerous careful
comments.
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