This paper studies a discrete dynamical system of interacting particles that evolve by inter-acting among them. The computational model is an abstraction of the natural world, and real systems can range from the huge cosmological scale down to the scale of biological cell, or even molecules. Different conditions for the system evolution are tested. The emerging patterns are analysed by means of fractal dimension and entropy measures. It is observed that the population of particles evolves towards geometrical objects with a fractal nature. Moreover, the time signature of the entropy can be interpreted at the light of complex dynamical systems.
Introduction
Physical and living systems have evolutions that produce complex phenomena both in time and space. While commonly treated separately, these systems unveil simple underlying fundamental principles, and often researchers find close similar-ities between these apparently different domains. This paper addresses the patterns that emerge at a meta-level based on simple rules defined at a microscopic level in a system composed by a collection of particles. For the analysis are considered the quantitative tools provided by concepts such as fractal geometry, and entropy. The truth is that there is no simple meth-od for studying complex systems [1] [2] [3] [4] [5] . Fractal geometry and entropy do not capture entirely the phenomena because they are oriented mainly to geometrical and to statistical applications. Nevertheless, embedding these tools with sampling in the space-time will allow us to characterize the global system dynamics.
A fractal is a geometric object with the so-called property of self-similarity [6, 7] . After splitting the fractal into smaller parts, each one is approximately a reduced copy of the whole. The term fractal was invented by Benoît Mandelbrot (1975) inspired on the fractured shape of the geometrical objects. A mathematical fractal is generated by some recursive equations that led to spatial portraits, with either exact, or statistical, self-similarity. Besides the mathematical construction, fractals are found in many distinct types of natural phenomena, both in physical and living systems. The fractal dimension is a quantity that measures how completely the fractal shape fills the space when varying the resolution of the measuring scale. Entropy was formulated in the area of thermodynamics by Clausius (1862) and Boltzmann (1896). The concept was ap-plied later by Shannon (1948) to information theory [8] [9] [10] [11] [12] [13] [14] [15] . In thermodynamics the qualitative interpretation of entropy is that of reflecting the molecular disorder. In the case of transmitted messages the entropy is a measure of the average amount of information in a message. During the last years alternative entropy measures were proposed, and applied in several types of complex systems.
We are considering multi element systems going from huge down to micro scales, such as cosmological [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] and evo-lutionary [28] [29] [30] [31] phenomena. A meta-level comprehensive formulation of the laws governing and encompassing all sys-tems is far from being tackled. While such challenging task may constitute a formidable endeavour, this work represents an initial scratch of the surface of such paradigm, by adopting simple rules somehow in the line of thought proposed by the ''game of life'' [32, 33] where simple laws produce the emergence of patterns in the computationally simulated universe. These concepts are under development and open ambitious perspectives.
Bearing these ideas in mind, the present study addresses the dynamical analysis of multi-particle systems with some interacting phenomena. The paper is organized as follows. Section 2 introduces the fundamentals of fractal dimension and entropy. Section 3 formulates the system conditions and develops the quantitative study in the viewpoint of mathemat-ical tools. Several alternative indices included simulation algorithm are analysed. Section 4 investigates the effect of applying a control action upon the entropy time evolution. Section 5 discusses the assumptions adopted in the simulation. It is ob-served that some implicit order affects the results and the adoption of random choices leads to distinct patterns during the evolution of the multi-particle system. Finally, Section 6 outlines the main conclusions.
Preliminaries
This section introduces the fundamental tools to be applied in this paper. In Sections 2.1 and 2.2 the concepts of fractal dimension and entropy are formulated. In Section 2.3 the modelling concepts underlying the description of complex dynam-ics are discussed.
Fractal dimension
The fractal dimension, fd , indicates how a fractal fills the space when we zoom from large down to smaller measuring scales [34] [35] [36] . There are several definitions for fractal dimension that in general do not coincide; nevertheless, in practical terms, the box-counting dimension is adopted frequently due to its ease of computational implementation. In a box counting algorithm the number of ''boxes'' covering the graphical object is a power law function of the ''box'' size. The fractal dimen-sion is estimated as the exponent of the power law. For a set S in a n-dimensional space, the box-counting dimension is defined as follows. For any e > 0, let NeðSÞ be the minimum number of n-dimensional cubes (i.e., boxes) of side-length e needed to cover S. If there is a number fd so that NeðSÞ "' 1 as e ! 0 we say that the box-counting dimension of S is fd . This reasoning leads to the expression: that can be implemented with a simple computational algorithm.
Entropy
The Shannon entropy S, that satisfies the so-called Shannon-Khinchin axioms, is defined as: N where N represents the number of possible events and p i is the probability that event i occurs, so that
non entropy is the expected value of the information given by -lnðp i Þ. For the uniform probability distribution we have
and the Shannon formula takes its maximum value S ¼ lnðNÞ. This result matches the Boltzmann's formula, up to a multiplicative factor corresponding to the Boltzmann constant. Therefore, in thermodynamic equilibrium, the Shannon measure can be identified as the ''physical entropy'' of the system.
Modelling complex dynamical systems
The concept of fractal dimension captures geometrical features. Therefore, the measure does not address directly dynam-ics, but rather is affected by the results of dynamical effects. A similar observation can be drawn about entropy that, in prac-tical terms, entails capturing the phenomenon by means of a histogram. During the last decade considerable efforts extended the concept of entropy [37] [38] [39] [40] for addressing complex dynamics. Nevertheless, the problem of measuring and defining the appropriate state variables becomes more intricate when we have discrete phenomena involving space-time dynamics. On the other hand, complex dynamics emerges as a consequence of interactions that often are overlooked by classical methods. By other words, the phenomena generated either experimentally or numerically, are recognized to be ''complex'' as a con-sequence of the observed behaviour. It is outside the scope of the present paper to discuss the progresses of entropy, or of complex systems, but solely to verify the emergence of complexity in an important class of systems. Therefore, the adoption of stabilized and well accepted formulations for the system, for the measure and for the variables, is of key importance to get a comprehensive picture of the phenomena.
Complex dynamics of a multi-particle system
In this section is analysed the dynamics of systems consisting of n ''particles'', that exhibit some kind of ''interaction'' be-tween them. For example, in a cosmological system the elemental particles may consist of stellar bodies, while in an evolu-tionary system they correspond to individuals in the population. Furthermore, the interactions may correspond to some energy, or mass, transfer in physical systems and to some type of breeding, or crossover operation, in biological systems [41] [42] [43] [44] .
In order to reduce the number of rules and parameters to a minimum and highlighting the action of the main factors, ''catastrophic'' phenomena, such as collisions or mutations, are not considered. Also, it is defined a circular ''container'' for the system, that represents the limits of the cosmos, or of the environment; nevertheless, numerical experiments re-vealed that this restriction is of minor influence under the set of governing laws to be implemented in the sequel.
It is adopted an isolated system where each particle has a two-dimensional space trajectory fxi ðkÞ; y i ðkÞg, i ¼ 1; ... ; n, where k represents the discrete computational implementation of time. Particles are identical and no driving force exists, being their motion defined only by the initial conditions and the interactions during evolution. The initial positions of the particles are generated by a uniform probability distribution along the two-dimensional circular space, centred at point ð0; 0Þ and having unit radius. The dynamical evolution is solely defined by the interactions based on the positions. The inter-action is performed between two particles i and j that have the minimum distance, dij , between them. In physical space is usual the Euclidean distance, but when considering evolutionary algorithms, often, are adopted other metrics for measuring the fitness. Therefore, besides the Euclidean distance (3) are also tested the distances defined by expressions (4) and (5) Once obtained the minimum distance and the corresponding pair of particles, the interaction is calculated as the weighted average of the positions of the two particles, according with the formula of generalized mean. For the ðx; yÞ coor-dinates of interacting particles i and j it results:
where q 2 R stands for the order of the generalized mean, and 0 6 p i 6 1 and p j ¼ 1 -p i represent the weights. When q ¼ f-1; þ1g we have the harmonic and arithmetic averages.
For simulating the system evolution in the space-time it is adopted the algorithm described by the following pseudo code, where k denotes the discrete time, n represents the total number of particles, and i and j are dummy indices for the particles: Algorithm 1.
1. Random initialization of the position of n particles 2. Repeat steps 3 and 5 until time k ¼ kmax 3. For particle i ¼ 1 to particle n -1 do (a) For particle j ¼ i þ 1 to n do (b) Calculate the distance dij between the pair of particles (c) Obtain particle j located at the minimum distance from particle i 4. Replace particles i and j by two new ones having positions at time k þ 1 calculated as the weighted average of their posi-tions at instant k.
5.
During the numerical simulations we adopt n ¼ 5000 particles, kmax ¼ 1000 time iterations and the Euclidean distance. Figs. 1 and 2 depict the resulting system graphical layout for p i ¼ f0:25; 0:75g at time instants k ¼ f50; 1000g when q ¼ 1 and q ¼ -1, respectively. Since the plot of the initial instant, k ¼ 0, corresponds to a standard uniform distributing, it is not represented.
Figs. 3 and 4 show the system layout for p i ¼ f0:25; 0:75g at time instant k ¼ 1000 when adopting distances (4) and (5). We observe immediately a radial symmetry of the resulting clusters. Fig. 5 depicts the histogram of the relative frequency of point positioning versus the radial distance r to the centre of the circle. We verify that the ''middle'' has an higher prob-ability of being occupied and that the plot varies smoothly with p i .
It is clear the emergence of different patterns according with the type of distance and interaction. For characterizing the figures it is needed some quantitative measure. Were considered two indices, namely the fractal dimension fd , calculated according with the box counting algorithm (1), and the entropy S, obtained using definition (2) for a squared Cartesian grid in space of 21 x 21 cells. Furthermore, the evaluation is performed for consecutive time instants, that is, for k ¼ f0; 1; ... ; 1000g, and are tested the weights p i ¼ f0:05; 0:10; ... ; 0:90; 0:95g.
Several experiments revealed that the two indices produce charts qualitatively of the same type, having the fractal dimension more ''noise'' than the entropy. In fact, both measures adopts Cartesian grids, but, while fd uses only the true/false information of the cell activation, S takes advantage of the information by using the relative frequency to characterize each cell in the counting grid. Therefore, for the sake of reducing space, entropy charts are depicted while fd is mentioned only in the captions of Figs. 1-5 and 9-11. Fig. 6 shows the contour plots of S versus ðp i ; kÞ for the cases of distance (3) and average (6) and (7) with q ¼ f-1; 1g. For the other distances and averages we get figures of the same type. We conclude that the entropy S decreases with time, and gets the minimum for an intermediary value of approximately p i ¼ 0:25.
The line plots of S versus k reveal that we are in the presence of complex dynamics. As can be see in Fig (6) and (7) (6) and (7) with q ¼ 1 and (b) distances (3)- (5) with pi ¼ 0:25, average (6) and (7) with q ¼ 1. (3)- (5) with p i ¼ 0:25 and average (6) and (7) 
Controlling entropy
In the previous section, were avoided catastrophic evens in order to highlight the main dynamics. Nevertheless, real sys-tems may reveal the occurrence of singular phenomena, seemingly of random nature, that interfere and modify significantly the space-time flow of the dynamical system. For example we can think of collisions and explosions, in cosmology, and in mutation, in Darwin evolution.
Motivated by these ideas, in this section are developed two simple experiments in the line of thought of control algo-rithms. Therefore, we consider that reference entropy is defined, and a control action implements some randomizing events, avoiding, therefore, the diminishing of entropy verified in the experiments of Section 3, somehow following the classical sec-ond law of thermodynamics. We shall also consider that a control algorithm is possible to implement and that the global entropy is measurable. Obviously, we can refute the usefulness, the applicability, or even the feasibility of all these assump-tions, depending on the scale and the type of system. Nevertheless, this study addresses only conceptual and abstract aspects and, in this line of thought, these and other structures can be considered at a meta-level of scientific discussion.
The first experiment considers that a proportional controller is implemented. The reference entropy Sref is established in 90% of the initial value and the controller gain is tuned for KP ¼ 1000 leading to the equation M ¼ KP ðSref -SÞ, where M is the number of particles whose dynamics is to be interrupted by a re-initialization procedure. The location of the particles is chosen randomly and the rest of the system conditions are identical to those adopted in Section 3. The second experiment con-siders that a proportional and integral controller is implemented, namely M ¼ KP ðSref -SÞþ KI P Sref -SÞ with gains KP ¼ 1000 and KI ¼ 1000. Fig. 8 shows the contour plots of S versus ðp i ; kÞ for distance (3) and averaging with q ¼ 1. We verify that, after an initial transient, the entropy does not diminish over time k (fd approaches values close to one). Furthermore, we verify that the pro-(a) (b) (c) (d) Fig. 9 . Time snapshots of the emerging pattern for a system composed by n ¼ 5000 particles exhibiting interaction based on Algorithm 2 with N ¼ 100, distance (3) with pi ¼ 0:25, average (6) and (7) with: portional algorithm is faster than the proportional and integral controller in the initial transient, but both maintain the re-quired level random behaviour in the global system. In conclusion, analysing, at a meta-level, systems constituted by a population of individuals that follow simple interacting rules, proved to be possible by using quantitative and assertive mathematical tools. The emergence of geometric patterns and the appearance of complex dynamics show a common ground in very distinct natural phenomena that can be further studied with the proposed mathematical tools. The development of methods for controlling the fading of the entropy avoid-ing the clustering of particles and the second law of thermodynamics seems possible.
How disorder affects order
In the simulation algorithm outlined in Section 3, in each time instant, particles are compared iteratively with the remain-ing ones, searching for the minimal distance. This search is performed in series and, therefore, some kind of order is estab-lished implicitly. However, in many natural and computational systems the evaluation is performed in parallel and the influence of such option upon the evolution needs to be clarified. For example, during the iteration of a genetic algorithm, it is popular to generate randomly a set with N pairs of ''parent candidates''. Their fitness is compared and is chosen for breeding the offspring the best pair of individuals (this method is often called tournament selection). Inspired by these ideas in this section is investigated the effect of modifying the algorithm as outline in the following pseudo code: Algorithm 2. 
5.
If new positions of the particles are outside the 'container walls' then re-insert them with a new randomly generated position.
For calculating the distances and for obtaining the new positions are tested again expressions (3)- (5) and (6) and (7), respectively. Fig. 9 depicts the resulting system graphical layout for p i ¼ 0:25 at time instants k ¼ f50; 1000g when q ¼ 1 and q ¼ -1, respectively. Other values of p i are not represented since it was verified that this parameter has a minor influence upon the charts.
distance (8) distance (9) distance (10) distance (8) distance (9) distance (10) Entropy, S Table 1 Parameters of the logarithmic trendlines S ¼ a lnðkÞþ b, k P 10, with average (6) and (7) Figs. 10 and 11 show the corresponding charts for distances (4) and (5). We observe that distances (3)- (5) lead not only to different final results but also to distinct speeds of convergence. Fur-thermore, Algorithm 2 produces charts less structured than Algorithm 1. Fig. 12 shows SðkÞ for the cases of distances (3)- (5) with p i ¼ 0:25 and average (6) and (7) with q ¼ f-1; 1g. The evolu-tions SðkÞ can be easily, approximated by trendlines S ¼ a lnðkÞ þ b with a good fit, particularly if we do not consider the initial transient. The parameters of the logarithmic trendlines for k P 10 are listed in Table 1 . For comparison are also included the corresponding cases with Algorithm 1.
Conclusions
This paper focused in the analysis of complex dynamical systems with many actors contributing collectively to the global behaviour. Many natural phenomena, ranging from cosmological to bacteriological, or molecular, scales seem to fit this description, but besides mere statistical approaches, the fact is that practical and reliable quantitative methods, capable of viewing space-time memory effects have been overlooked. This paper applied two important mathematical tools, namely the fractal dimension and the entropy. These concepts allow a fruitful interplay in the analysis of system complex dynamics. In this line of thought, were analysed multi-particle systems revealing complex behaviour and space-time patterns due to long range memory effects. Two methods for controlling the entropy diminishing were tested demonstrating their feasibility. While the implementation at an application level may be discussable, the abstract nature of the ideas, defined at a meta-le-vel, can be further explored having in mind other logical set of conditions and particular classes of application.
