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Abstract
The Euclidean distance matrix completion problem (EDMCP) is the problem of determin-
ing whether or not a given partial matrix can be completed into a Euclidean distance matrix
(EDM). In this paper, we investigate the necessary and sufficient conditions for the uniqueness
of a given EDM completion in the case where this EDM completion is generated by points in
general position. We also show that the problem of checking the validity of these conditions
can be formulated as a semidefinite programming problem.
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1. Introduction
An n× n matrix D = (dij ) is said to be a Euclidean distance matrix (EDM) if
and only if there exist points p1, p2, . . . , pn in some Euclidean space such that dij =
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‖pi − pj‖2 for all i, j = 1, . . . , n. A matrix A = (aij ) is symmetric partial if only
some of its entries are specified; and aji is specified and equals to aij whenever aij is
specified. The unspecified entries of A are said to be free. Given an n× n symmetric
partial matrix A, an n× n matrix D is said to be a EDM completion of A if and only
if D is EDM, and dij = aij for all specified entries of A. The Euclidean distance
matrix completion problem (EDMCP) is the problem of determining whether or not
a given symmetric partial matrix A has an EDM completion.
Let A be a symmetric partial matrix and let D be a given EDM completion of A.
Such D can be obtained, for example, by using the algorithm discussed in [3]. Nec-
essary and sufficient conditions for the uniqueness of D were presented in [1,2,18].
In this paper, we investigate these conditions in the case where D is generated by
points in general position. We also show that the problem of checking the validity of
these conditions can be formulated as a semidefinite programming problem.
Applications of EDMs and the EDMCP include among others, molecular confor-
mation theory, protein folding, the statistical theory of multidimensional scaling and
most recently, wireless sensor network localization problems [5,6,12,17,22]. As a
result, EDMs and the EDMCP have received a great deal of attention in the literature.
For characterization and properties of EDMs see [7,10,11,21]. Theoretical properties
including graph theoretic conditions for existence of EDM completions can be found
in [4,13,14,16]. Algorithmic aspects of the EDMCP are discussed in [3,19,24]. For
a survey paper see [15].
We denote by Sn the space of n× n symmetric real matrices. The inner product
on Sn is given by
〈A,B 〉 := tr(AB),
where tr denotes the trace. Positive semidefiniteness (positive definiteness) of a sym-
metric matrix A is denoted by A  0 (A 	 0). The vector of all ones in 
n is denoted
by e, and we denote by Eij the n× n symmetric matrix with ones in the (i, j)th and
(j, i)th entries and zeros elsewhere. Finally, the n× n identity matrix is denoted
by In.
2. Preliminaries
It is well known [7,10,21] that a symmetric n× n matrix D with zero diagonal is
EDM if and only if D is negative semidefinite on the subspace
M := {x ∈ 
n : eTx = 0}.
Let V be an n× (n− 1) matrix whose columns form an orthonormal basis of M;
that is, V satisfies:
V Te = 0, V TV = In−1. (1)
A.Y. Alfakih / Linear Algebra and its Applications 397 (2005) 265–277 267
Then the orthogonal projection on M , denoted by J , is given by J := VV T =
In − eeT/n. Hence, it readily follows that if D is a symmetric matrix with zero
diagonal, then
D is EDM iff B =T(D) := −1
2
JDJ  0. (2)
Let rankB = r . Then, the points p1, p2, . . . , pn that generate D are given by the
rows of the n× r matrix P where B := PP T. P is called a realization of D in 
r .
Note that the centroid of the points pi , i = 1, . . . , n coincides with the origin since
Be = 0.
Points p1, p2, . . . , pn ∈ 
r are said to be affinely dependent if there exist λ1, . . . ,
λn, not all of which are zero, such that
n∑
k=1
λkp
k = 0,
n∑
k=1
λk = 0.
We say that points p1, p2, . . . , pn ∈ 
r are in general position if no r + 1 of
them are affinely dependent. For example, a set of points in a plane are in general
position if no three of them lie on a straight line.
Let D be an EDM and let
P :=


p1
T
p2
T
...
pnT


be a realization of D in 
r . Assume that the points p1, p2, . . . , pn are not con-
tained in a proper hyperplane. Then, r  n− 1 and [P e ] has full column rank. Let
r¯ = n− 1 − r . For r¯  1, let  be an n× r¯ matrix, whose columns form a basis for
the null space of the (r + 1)× n matrix
[
P T
eT
]
; i.e.,
P T = 0, eT = 0, and  has full column rank. (3)
 is called a Gale matrix corresponding to P ; and the ith row of , considered as
a vector in 
r¯ , is called a Gale transform of pi [9]. Gale transform is a well-known
technique used in the theory of polytopes. Three remarks are in order here. First, the
entries of  are rational whenever the entries of P are rational. Second, the columns
of  represent the affine dependence relations among the points p1, p2, . . . , pn.
Third,  is not unique. In fact, for any nonsingular r¯ × r¯ matrix Q, Q satisfies
(3); hence, Q is also a Gale matrix. We will exploit this property to define a special
Gale matrix Z, which is more sparse than  and more convenient for our purposes.
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Let us write  in block form as
 =
[
1
2
]
,
where 1 is r¯ × r¯ and 2 is (r + 1)× r¯ . Since  has full column rank, we can
assume without loss of generality that 1 is nonsingular. Then Z is defined as
Z := 1−1 =
[
Ir¯
21−1
]
. (4)
Let ziT denote the ith row of Z; i.e.,
Z :=


z1
T
z2
T
...
znT

 .
Hence, z1, z2, . . . , zr¯ are simply the unit vectors in 
r¯ . Let D be an EDM and let P
and P ′ be two realizations of D in 
r . Then, B =T(D) = PP T = P ′P ′T. There-
fore, null space of P T = null space of P ′T. Hence, Z is uniquely determined by D.
Next we characterize points in general position in terms of the Gale matrix Z. The
determinant of a square submatrix of matrix A is called a minor of A.
Lemma 2.1. Let D be the EDM generated by p1, p2, . . . , pn in 
r and let Z be
the Gale matrix corresponding to D. Then, p1, p2, . . . , pn are in general position
if and only if no minor of Z¯ = 21−1 in (4) vanishes.
Proof. Assume r¯  r . The proof of the case where r¯  r + 1 is similar. Let Z¯s
be any s × s submatrix of Z¯ = 21−1, say Z¯s =

z¯11 . . . z¯1s. . . . . . . . .
z¯s1 . . . z¯ss

, where s  r¯ .
Then, det Z¯s = 0 if and only if there exists a nonzero λ ∈ 
s such that Z¯sλ = 0. Let
λ ∈ 
s , λ /= 0 and let x :=


λ
0
...
0

 ∈ 
r¯ . Then clearly Zx is a nonzero vector in the
null space of
[
P T
eT
]
. Furthermore, Z¯sλ = 0 if and only if the components (Zx)s+1 =
(Zx)s+2 = · · · = (Zx)r¯+s = 0. Now from the definition of affine dependence, this
last statement holds if and only if the following r + 1 points p1, p2, . . . , ps,
pr¯+s+1, pr¯+s+2, . . . , pn are affinely dependent; i.e., the points p1, p2, . . . , pn are
not in general position. Hence, the result follows. 
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The following is an immediate corollary of Lemma 2.1.
Corollary 2.1. Let D be the EDM generated by p1, p2, . . . , pn in 
r and let Z be
the Gale matrix corresponding to D. Then, p1, p2, . . . , pn are in general position
if and only if every r¯ × r¯ submatrix of Z is nonsingular.
Proof. This follows since every r¯ × r¯ submatrix of Z =
[
Ir¯
21−1
]
is nonsingular
if and only if every minor of Z¯ = 21−1 /= 0. 
Let the points p1, . . . , pn in 
n be in general position and let z1, . . . , zn in 
r¯
be the Gale transform of p1, . . . , pn respectively. Then in view of Corollary 2.1,
zi1 , zi2 , . . . , zir¯ are linearly independent for any {i1, i2, . . . , ir¯} ⊂ {1, 2, . . . , n}. The
following is a Farkas-type lemma proved in [1]. We include the proof here for com-
pleteness.
Lemma 2.2. Let v1, v2, . . . , vn be any vectors in 
r¯ and let E ⊂ {1, . . . , n} ×
{1, . . . , n}. Then the following two statements are equivalent.
(1) There does not exist an r¯ × r¯ positive definite matrix  such that viTvj = 0
for all (i, j) ∈ E.
(2) There exists a nonzero yˆ ∈ 
|E| such that ∑(i,j)∈E yˆij (vivjT + vjviT) is a
nonzero r¯ × r¯ positive semidefinite matrix.
Proof. Assume statement 1 holds and let
L = {B ∈Sr¯ : viTB vj = 0, for all (i, j) ∈ E}.
LetPr¯ denote the cone of r¯ × r¯ positive semidefinite matrices. ThenL ∩ interior
of Pr¯ = ∅. By the separation theorem [20], there exists a nonzero Y ∈Sr¯ such
that 〈Y,B〉 = 0 for all B ∈L and 〈Y,C〉  0 for all C in the interior of Pr¯ ; i.e.,
for all C 	 0. Therefore Y  0 and Y ∈L⊥ = span {vivjT + vjviT}. Hence, Y =∑
(i,j)∈E yˆij (vivj
T + vjviT) for some nonzero yˆ ∈ 
|E|. Hence, statement 2
holds.
Now assume that statement 1 does not hold. If statement 2 holds let Y =∑(i,j)∈E
yˆij (v
ivj
T + vj viT). Then, on one hand 〈, Y 〉 > 0 since  	 0 and Y  0, Y /= 0.
On the other hand 〈, Y 〉 =∑(i,j)∈E 2 yˆij viT vj = 0, hence we have a contradic-
tion. Thus, statement 2 cannot hold and the result follows. 
Let A be a symmetric partial n× n matrix. To avoid trivialities, we assume that
all diagonal entries of A are specified and equal to zero. Let GA = (VA,EA) be the
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undirected graph defined by the free elements 1 of A such that VA = {1, 2, . . . , n},
and (i, j) ∈ EA if and only if aij is a free entry of A. Note that GA is a simple
graph. That is, GA has no loops or multiple edges. Furthermore, EA /= ∅ since not
all entries of A are specified. Let m¯ be the cardinality of EA. Hence, m¯  1.
The following characterization of the uniqueness of EDM completions in terms
of Gale transform was given in [1,2]. Recall that V is defined in (1) above and that
Eij is the n× n symmetric matrix with ones in the (i, j)th and (j, i)th entries and
zeros elsewhere.
Theorem 2.1 [1,2]. Let GA = (VA,EA) be the graph associated with the symmetric
partial matrixA, and letD1 be a given EDM completion ofA. LetX1 =TV (D1) :=
− 12V TD1V, and let r¯ be the nullity of X1; i.e., r¯ = n− 1− rankX1.
(1) If r¯ = 0, then D1 is not unique.
(2) If r¯  1, let Z be the Gale matrix corresponding to D1 and consider the follow-
ing condition.
∃ r¯ × r¯ matrix  	 0 : ziTzj = 0 ∀ (i, j) ∈ EA. (5)
(a) If Condition (5) holds, then D1 is unique iff
There does not exist a nonzero yˆ ∈ 
m¯ such that V TE(yˆ) Z = 0. (6)
(b) If Condition (5) fails to hold, then D1 is not unique iff
null space of ZTE(yˆ) Z ⊆ null space of P TE(yˆ) Z, (7)
for some yˆ ∈ 
m¯, yˆ /= 0, such that ZTE(yˆ) Z is positive semidefinite, where
P is a realization of D1 and E(yˆ) =∑(i,j)∈EA yˆijEij .
Two remarks are in order here. First, if Condition (5) fails to hold, then
Lemma 2.2 guarantees the existence of a nonzero yˆ ∈ 
m¯ such that ZTE(yˆ) Z =∑
(i,j)∈EA yˆij (z
izj
T + zj ziT) is nonzero positive semidefinite but Condition (7) in
this case may or may not hold. Example 2 in [1] is an example where Conditions (5)
and (7) both fail to hold. Second, if we can identify cases where Conditions (6) and
(7) both hold, then in these cases Condition (5) becomes necessary and sufficient for
the uniqueness of D1.
3. The case of points in general position
In this section, we investigate the necessary and sufficient conditions for the
uniqueness of a given EDM completion D1 in the case where D1 is generated by
1 The graph GA here is defined by the free entries of A opposite of what usually appears in the
literature.
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points in general position. We begin by presenting two cases where Condition (5)
fails to hold and Condition (7) is easily shown to hold. Thus, the non-uniqueness of
D1 is readily established in those cases.
Let GA = (VA,EA) be the graph corresponding to the symmetric partial matrix
A. The degree of a node i of GA, denoted by deg(i), is the number of edges incident
with i. Two nodes i and j are said to be adjacent, or neighbors, if (i, j) ∈ EA.
Let (GA) denote the maximum degree of the vertices of GA. Then we have the
following results.
Theorem 3.1. Let A be a symmetric partial matrix and let D1 be a given EDM
completion of A. Let X1 = − 12V TD1V, and let r¯ be the nullity of X1; that is, r¯ =
n− 1 − rankX1. Assume that the points p1, p2, . . . , pn that generate D1 are in
general position. If r¯ = 1, then D1 is not unique.
Proof. Let (i0, j0) be an edge ofGA and assume r¯ = 1. Then, the Gale matrixZ cor-
responding to D1 is n× 1; i.e., Z = (zi) ∈ 
n. Furthermore, since p1, p2, . . . , pn
that generate D1 are in general position, it follows from Corollary 2.1 that each zi
is a nonzero scalar. Therefore, there does not exist a positive definite 1 × 1 mat-
rix , i.e, a positive number, such that zi0zj0 = 0. Furthermore, it is obvious
that there exists a nonzero scalar xˆ such that xˆ zi0zj0 > 0. For each (i, j) ∈ EA, let
yˆij =
{
xˆk if i = i0 and j = j0
0 otherwise , and recall that E(yˆ) =
∑
(i,j)∈EA yˆijE
ij
. Then, it
trivially follows that null space of ZTE(yˆ) Z ⊆ null space of P TE(yˆ) Z. Hence by
Theorem 2.1, D1 is not unique. 
Theorem 3.2. Let A be a symmetric partial matrix and let D1 be a given EDM
completion of A. Let X1 = − 12V TD1V, and let r¯ be the nullity of X1; that is, r¯ =
n− 1 − rankX1. Assume that the points p1, p2, . . . , pn that generate D1 are in
general position. If (GA)  r¯ , then D1 is not unique.
Proof. Assume (GA)  r¯ and let i0 be a vertex of GA such that deg(i0) = .
Let i1, i2, . . . , ir¯ be the nodes of GA adjacent to i0. Since p1, p2, . . . , pn are in
general position, it follows from Corollary 2.1 that zi0 /= 0 and zi1 , zi2, . . . , zir¯ are
linearly independent. Hence, zi1 , zi2 , . . . , zir¯ form a basis for 
r¯ . Therefore, there
exist xˆ1, . . . , xˆr¯ , not all of which are zero, such that zi0 =∑r¯k=1 xˆk zik .
Let  be an r¯ × r¯ matrix such that zi0 Tzik = 0 for all k = 1, . . . , r¯ . Then,∑r¯
k=1 xˆk zi0
T
zik = 0 = zi0 Tzi0 . Hence,  is singular and thus it cannot be posit-
ive definite. Now for each (i, j) ∈ EA, let yˆij =
{
xˆk if i = i0 and j = ik
0 otherwise , and re-
call thatE(yˆ)=∑(i,j)∈EA yˆijEij . ThenZTE(yˆ) Z =∑r¯k=1 xˆk (zi0zikT + zik zi0 T) =
2 zi0zi0 T is a nonzero positive semidefinite matrix. Furthermore, null space of
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ZTE(yˆ) Z = null space of zi0 T ⊆ null space of P TE(yˆ) Z = pi0zi0 T + ∑r¯k=1 xˆk ×
pik zi0
T
. Hence by Theorem 2.1, D1 is not unique. 
Note that these two theorems are false if the points p1, p2, . . . , pn are not in
general position as shown by the following example.
Example 3.1. Given the symmetric partial matrices
A =


0 1 4
1 0 1 1
4 1 0 2
1 2 0

 , and B =


0 1 4
1 0 1 2 2
4 1 0 1 5
2 1 0 4
2 5 4 0

 .
It can be easily shown thatA has a unique EDM completion where a14 = a41 = 2;
andB has a unique EDM completion where b14 = b41 = 5 and b15 = b51 = 1. r¯ = 1
in the case of A and in the case of B, (GB) = r¯ = 2. In both cases p1, p2, and p3
are collinear in the plane and hence these points are not in general position.
Next, we will show that in some cases, the validity of Condition (6) or Condition
(7) in Theorem 2.1 can be established. Thus in these cases, the results in Theorem
2.1 can be strengthened. We begin with the following technical lemma. Let i be a
node of graph GA, denote by N(i) the neighbors of i in GA; i.e., N(i) = {j ∈ VA :
(i, j) ∈ EA}.
Lemma 3.1. Let GA = (VA,EA) be the graph associated with the symmetric par-
tial matrix A and let D1 be an EDM completion of A. Let Z be the Gale matrix
corresponding to D1. Assume that r¯  2 and that the points p1, p2, . . . , pn that gen-
erate D1 are in general position. If GA has two nodes i1 and i2 such that deg(i1)+
deg(i2)  r¯ and N(i1) ∩N(i2) = ∅, then
V TE(yˆ)Z = 0 if and only if E(yˆ)Z = 0,
where E(yˆ) =∑(i,j)∈EA yˆijEij .
Proof. The “if” part is obvious. To prove the “only if” part assume V TE(yˆ) Z = 0
and recall the definition of V in (1). Then;
E(yˆ)Z = [α1e α2e · · · αr¯e], (8)
where e is the vector of all ones and α1, α2, . . . , αr¯ are any scalars. Eq. (8) is a
system of nr¯ equations in the m¯+ r¯ unknowns yˆij ’s and αi’s, where for each node i
of GA, there correspond the following r¯ equations:{∑
j∈N(i) yˆij zj = α if N(i) /= ∅
0 = α if N(i) = ∅, (9)
where α is the r¯-vector formed from α1, α2, . . . , αr¯ .
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Now let i1 and i2 be two nodes ofGA such that deg(i1)+ deg(i2)  r¯ andN(i1) ∩
N(i2) = ∅. Let deg(i1) = s1. If s1 = 0, then α = 0 follows trivially from (9). There-
fore, assume s1  1. Since p1, p2, . . . , pn are in general position, we can assume
without loss of generality that N(i1) = {1, 2, . . . s1} and N(i2) = {s1 + 1, s1 + 2,
. . . , s2}, where s2  r¯ . Recall that for j = 1, . . . , r¯ , zj is the j th unit vector in 
r¯ .
The equations in (8) corresponding to node i1 are
∑s1
j=1 yˆi1j zj = α, which implies
that αs1+1 = αs1+2 = · · ·αr¯ = 0. Furthermore, the equations corresponding to node
i2 are
∑s2
j=s1+1 yˆi2j z
j = α, which implies that α1 = α2 = · · ·αs1 = 0. Thus, α = 0
and the result follows. 
Next we show that under the conditions of the previous lemma, the validity of
Condition (6) can be established. Hence, Condition (5) becomes sufficient for the
uniqueness of D1.
Theorem 3.3. Let A be a symmetric partial matrix and let D1 be a given EDM
completion of A. Let Z be the Gale matrix corresponding to D1. Assume that the
points p1, p2, . . . , pn that generate D1 are in general position. Also assume that
graph GA has two nodes i1 and i2 such that
deg(i1)+ deg(i2)  r¯ and N(i1) ∩N(i2) = ∅.
If Condition (5) in Theorem 2.1 holds, then D1 is unique.
Proof. Assume that Condition (5) in Theorem 2.1 holds. Since p1, p2, . . . , pn that
generate D1 are in general position, it follows from the proof of Theorem 3.1 that
r¯  2, and from the proof of Theorem 3.2 that (GA)  r¯ − 1. By Lemma 3.1, it
suffices to show that in this case, there does not exist a nonzero yˆ ∈ 
m¯ such that
E(yˆ)Z = 0, where E(yˆ) =∑(i,j)∈EA yˆij Eij .
E(yˆ)Z = 0 is a system of at most nr¯ equations in the m¯ variables yˆij ’s where for
each node i of GA with N(i) /= ∅, there correspond the r¯ equations∑
j∈N(i)
yˆij z
j = 0, (10)
where N(i) denote the neighbors of node i in GA. Note that the r¯ equations cor-
responding to an isolated node of GA, i.e., a node with no neighbors, are simply
0 = 0. Now since (GA)  r¯ − 1, by Corollary 2.1 it follows that for any node i,
{zj : j ∈ N(i)} is a set of linearly independent vectors. Therefore, the only solution
of (10) is the trivial solution. Hence, there does not exist a nonzero yˆ ∈ 
m¯ such that
V TE(yˆ)Z = 0; i.e., Condition (6) in Theorem 2.1 holds and the result follows. 
Next we present a case where Condition (7) holds. A node i of graph GA is said
to be an isolated node if N(i) = ∅; i.e., deg(i) = 0. Note that isolated nodes in GA
correspond to rows, and hence to columns, of the symmetric partial A having no free
entries.
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Theorem 3.4. Let A be a symmetric partial matrix and let D1 be a given EDM
completion of A. Let Z be the Gale matrix corresponding to D1. Assume that the
points p1, p2, . . . , pn that generate D1 are in general position. Also assume that
graph GA has r + 1 or more isolated nodes. If Condition (5) in Theorem 2.1 fails to
hold, then D1 is not unique.
Proof. Assume that Condition (5) in Theorem 2.1 does not hold. Then by Lemma
2.2, there exists a nonzero yˆ such that ZTE(yˆ)Z is a nonzero positive semidefi-
nite matrix. Let u ∈ 
r¯ be any nonzero vector in the null space of ZTE(yˆ)Z; i.e.,
ZTE(yˆ)Zu = 0. Thus E(yˆ)Zu belongs to the null space of ZT. Now, since the col-
umns of the matrix [P e ] form a basis for the null space of ZT,
E(yˆ)Zu = [P e ] λ, (11)
for some λ ∈ 
r+1; that is, E(yˆ)Zu belongs to the range space of [P e ]. Now (11)
is an overdetermined system of n equations in the r + 1 unknowns λ. For each node
i of GA, there corresponds the equation[
pi
T 1
]
λ =
{∑
j∈N(i) yˆij zj
T
u if N(i) /= ∅
0 if N(i) = ∅.
Since p1, p2, . . . , pn are in general position, by definition it follows that every
square submatrix of [P e ] of order r + 1 is nonsingular. Furthermore, since GA
has r + 1 isolated nodes it immediately follows that the only solution of (11) is the
trivial solution; i.e., λ = 0. Therefore, E(yˆ)Zu = 0. Hence, P TE(yˆ)Zu = 0. Thus,
null space of ZTE(yˆ)Z ⊆ null space of P TE(yˆ)Z and the result follows by Theorem
2.1. 
4. SDP formulation of Condition (5)
In this section we formulate the problem of checking the validity of Condition (5)
in Theorem 2.1 as a semidefinite programming (SDP) problem [25]. This problem
can be thought of as an SDP strict feasibility problem [8]. SDP problems can be
solved efficiently using interior-point algorithms.
Given a symmetric partial matrix A, let D1 be a given EDM completion of A and
let Z be the Gale matrix corresponding to D1. In the sequel, we make no assumption
regarding the nature of the points p1, p2, . . . , pn that generate D1; i.e., these points
need not be in general position.
Let GA = (VA,EA) be the graph associated with A; and let L be the subspace
of Sr¯ spanned by the r¯ × r¯ matrices (zizjT + zj ziT) for all (i, j) ∈ EA. Note that
these matrices need not be linearly independent. If L =Sr¯ , then we have the fol-
lowing result.
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Lemma 4.1. If L =Sr¯ ; i.e., if dimension of L = r¯(r¯+1)2 , then D1 is not unique.
Proof. If L =Sr¯ , then there exist yˆij ’s, not all of which are zero, such that Ir¯ =∑
(i,j)∈EA yˆij (z
izj
T + zj ziT). The result follows from Theorem 2.1 since the null
space of
∑
(i,j)∈EA yˆij (z
izj
T + zj ziT) = 0. 
Now if L /=Sr¯ then let Ni for i = 1, . . . , n¯ be a basis of L⊥, the orthogonal
complement of L. In the sequel, I is the identity matrix of order r¯ . Consider the
following semidefinite program
p∗ = max t
(P ) subject to −tI +∑n¯i xi Ni  0,∑n¯
i xi N
i  I,
(12)
and its dual
d∗ = min trY2
(D) subject to 〈Ni, Y2〉 − 〈Ni, Y1〉 = 0, i = 1, . . . , n¯,
trY1 = 1,
Y1  0, Y2  0.
(13)
Then clearly Slater constraint qualification condition holds for both problems.
Hence, by the semidefinite programming strong duality theorem [25], p∗ = d∗. In
addition, we have the following lemma.
Lemma 4.2. In problem (12), p∗ is finite and nonnegative. Furthermore, p∗ > 0
if and only if Condition (5) in Theorem 2.1 holds; i.e., there exists a positive definite
matrix  such that ziTzj = 0 for all (i, j) ∈ EA.
Proof. The non-negativeness of p∗ follows from the fact that p∗ = d∗ and the fact
that tr Y2  0 since Y2 is positive semidefinite. The finiteness of p∗ follows from the
second constraint in (12) which is added solely for this purpose.
Now it is clear from the constraint−tI +∑i xi Ni  0 that p∗ = λmin(∑i xi Ni)
where λmin(B) denotes the minimum eigenvalue of B. Thus, the result follows from
the definition of Ni’s by setting  =∑i xi Ni . 
Note that the dual problems (12) and (13) provide an alternative proof for Lemma
2.2. For suppose that there does not exist a positive semidefinite matrix  such that
zi
T
zj = 0 for all (i, j) ∈ EA and let (t∗, x∗) and (Y ∗1 , Y ∗2 ) be the optimal solu-
tions of (12) and (13) respectively. Then p∗ = d∗ = 0, which implies that Y2 = 0.
Hence, 〈Y ∗1 , Ni〉 = 0 for all i = 1, . . . , n¯. Therefore, Y ∗1 =
∑
(i,j)∈EA yij (z
izj
T +
zj zi
T
) is a nonzero positive semidefinite matrix. On the other hand, suppose there
exists a positive semidefinite matrix  such that ziTzj = 0 for all (i, j) ∈ EA.
Then p∗ = d∗ = trY2 > 0. Now assume that there exists yˆ /= 0 such that Y¯1 =
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∑
(i,j)∈EA yij (z
izj
T + zj ziT)  0. Then,
(
Y¯1
tr Y¯1
, Y2 = 0
)
is a feasible solution of
(13) with objective value equals to 0 < d∗, which is a contradiction.
Semidefinite programs can be solved efficiently using interior-point methods. One
of the widely available SDP solvers is SeDuMi by Sturm [23].
5. Summary and concluding remarks
Let A be a symmetric partial matrix and let D1 be a given EDM completion of
A. Let Z be the Gale matrix corresponding to D1. In [1,2], necessary and sufficient
conditions for the uniqueness of D1 were given in terms of Z (Theorem 2.1). In this
paper we investigated these conditions in the case where D1 is generated by points
in general position. In particular, we proved (Theorems 3.1 and 3.2) that if r¯ = 1 or
if (GA)  r¯ then D1 is not unique. We also identified cases where conditions (6)
and (7) hold (Theorems 3.3 and 3.4), thus strengthening the results of Theorem 2.1.
Finally, we formulated the problem of checking the validity of Condition (5) as a
semidefinite programming problem.
In light of the results of this paper, the following problem is of great interest
and merits further investigation. Determine whether it is true or false that if D1 is
generated by points in general position, then Condition (5) of Theorem 2.1 is both
necessary and sufficient for the uniqueness of D1.
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