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We show clear evidence of a quadratic speedup of a quantum annealing (QA) Schro¨dinger dy-
namics over a Glauber master-equation simulated annealing (SA) for a random Ising model in one
dimension, via an equal-footing exact deterministic dynamics of the Jordan-Wigner fermionized
problems. This is remarkable, in view of the arguments of Katzgraber et al., PRX 4, 021008 (2014),
since SA does not encounter any phase transition, while QA does. We also find a second remarkable
result: that a “quantum-inspired” imaginary-time Schro¨dinger QA provides a further exponential
speedup, i.e., an asymptotic residual error decreasing as a power-law τ−µ of the annealing time τ .
PACS numbers: 75.30.Kz, 73.43.Nq, 64.60.Ht, 05.70.Jk
Introduction. Quantum annealing (QA) is an offspring
of thermal annealing, where the time-dependent reduc-
tion of quantum fluctuations is used to search for minimal
energy states of complex problems. As such, the idea is
more than two decades old1–4, but it has recently gained
momentum from the first commercially available quan-
tum annealing programmable machines based on super-
conducting flux quantum bits5,6. Many problems remain
open both on fundamental issues7–10 and on the working
of the quantum annealing machine11–13. Among them,
if-and-when QA would provide a definite speedup over
simulated thermal annealing14 (SA), and more generally,
what is the potential of QA as an optimization strat-
egy for hard combinatorial problems15–17. QA seems to
do better than SA in many problems7–10 but cases are
known where the opposite is true, notably Boolean Sat-
isfiability (3-SAT)18 and 3-spin antiferromagnets on reg-
ular graphs19. Usually, the comparison is done by looking
at classical Monte Carlo (MC) SA against Path-Integral
MC (PIMC) QA4,18,20–23, but that raises issues related to
the MC dynamics, especially in QA. One of these issues
has to do with the nature of the PIMC-QA dynamics,
in principle not directly related to the physical dynamics
imposed by the Schro¨dinger equation, but nevertheless
apparently matching very well the experimental tests on
the D-Wave hardware11, and also showing a correct scal-
ing of gaps in simple tunneling problems24. The second
issue has to do with the correct time-continuum limit, re-
quiring in principle a number of Trotter slices P →∞ in
PIMC-QA: this has led Ref.23 to question the superiority
of PIMC-QA over SA on two-dimensional (2d) Ising spin
glasses, first observed in Refs.4,20. Katzgraber et al.16
have also questioned the ability of low-dimensional Ising
glasses, notably in 2d but also on the Chimera graph,
to be good benchmarks for the battle QA versus SA, as
SA would not encounter any finite temperature transition
(the glass transition temperature is Tg = 0), while QA
goes through a quantum phase transition25 in all cases.
Given the highly unsettled situation, any non-trivial
problem in which a careful comparison between a clas-
sical SA dynamics and genuine QA is possible would be
highly valuable: there are not many problems, beyond
Grover’s search26,27, in which a clear quantum speedup
is ascertain beyond doubt. Also, ideally the compari-
son should be performed by relying on a deterministic
approach, avoiding issues related to the MC dynamics:
that, however, usually limits us to studying problems
with just a few Ising spins, N ∼ 20, hence not really
conclusive about the regime N →∞.
In this Letter we present our results on a problem
— the one dimensional (1d) random ferromagnetic Ising
model — where a deterministic approach can be used
to compare on equal footing SA to a Schro¨dinger equa-
tion QA. While the problem has no frustration, hence in
some sense simple from the point of view of combinato-
rial optimization15 — the two classical ground states are
trivial ferromagnetic states with all spins aligned — it
has nevertheless a non-trivial annealing dynamics, where
disorder plays a crucial role. Remarkably, it is a prob-
lem which does not fit into Ref.16 prescription, since
the classical annealing encounters no phase-transition
at any finite temperature, while QA does encounter a
quantum phase-transition: and yet, as we will show,
a definite quadratic quantum speedup can be demon-
strated. Technically, for SA we will resort to studying a
Glauber-type master equation with a “heat-bath” choice
for the transition matrix, which allows for a Jordan-
Wigner fermionization28 of the corresponding imaginary-
time quantum problem29–31. For QA, the quantum
fluctuations are provided by the usual transverse-field
term, which is annealed to zero during the QA evolu-
tion. Results for real-time Schro¨dinger QA are known
for the ordered32,33 and disordered34,35 Ising chain, al-
ready demonstrating the crucial role played by disorder,
in absence of frustration: the Kibble-Zurek36,37 scaling
1/
√
τ of the density of defects ρdef generated by the an-
nealing of the ordered Ising chain9,38,39 — τ being the
total annealing time — turning into a ρdef ∼ log−2 (γτ)
for the real-time Schro¨dinger QA with disorder34,35. We
will show here that similar quality deterministic results
for SA yields ρdef ∼ log−1 (γSAτ), thus providing the de-
sired evidence of a QA quadratic speedup. Moreover, we
will be able to compare an imaginary-time Schro¨dinger
QA to the (physical) real-time QA. The usual conjecture
ar
X
iv
:1
51
1.
01
90
6v
2 
 [q
ua
nt-
ph
]  
5 F
eb
 20
16
2is that the two approaches should have a similar asymp-
totic behavior40,41. We show here that this is not true
for Ising chains in the thermodynamic limit: imaginary-
time QA gives ρdef ∼ τ−2 for the ordered Ising chain, and
ρdef ∼ τ−µ with µ ∼ 1÷2 in the disordered case — an ex-
ponential speedup. This remarkable result suggests that
“quantum inspired” algorithms based on imaginary-time
Schro¨dinger QA might be a valuable root in quantum
optimization.
Model and methods. The problem we deal with is that
of classical Ising spins, σj = ±1, in 1d with nearest-
neighbor ferromagnetic random couplings Jj > 0, Hcl =
−∑Lj=1 Jjσjσj+1. We study its SA classical annealing
dynamics, as described by a Glauber master equation
(ME)42
∂P (σ, t)
∂t
=
∑
j
Wσ,σjP (σ
j , t)−
∑
j
Wσj ,σP (σ, t) . (1)
Here σ = (σ1, · · · , σL) denotes a configuration of all
L spins, with a probability P (σ, t) at time t, σj =
(σ1, · · · ,−σj , · · · , σL) is a configuration with a single
spin-flip at site j, and Wσj ,σ is the transition matrix
from σ to σj . W will depend on the temperature
T , which is in turn decreased as a function of time,
T (t), to perform a “thermal annealing”. Many differ-
ent choices of W are possible, all satisfying the detailed
balance (DB) condition Wσ,σ′ Peq(σ
′) = Wσ′,σ Peq(σ),
where Peq(σ) = e
−βHcl(σ)/Z is the Gibbs distribution
at fixed β = 1/(kBT ) and Z the canonical partition
function. For all these choices of W , the Glauber ME
can be turned into an imaginary-time (IT) Schro¨dinger
problem28–30 by “symmetrizing W” into an Hermitean
“kinetic energy” operator K, with the help of DB and the
substitution P (σ, t) =
√
Peq(σ) ψ(σ, t). This technique
was exploited in Ref.43 to re-derive Geman&Geman
bound44 on the SA optimal schedule. Here, it leads
to −∂tψ(σ, t) = −
∑
j Kσ,σj ψ(σ
j , t) + V (σ)ψ(σ, t) with
Kσj ,σ = Kσ,σj = Wσj ,σ
√
Peq(σ)/Peq(σ
j) and V (σ) =∑
jWσj ,σ. The crucial step forward comes from the dis-
covery of Ref. 28 that the heat-bath choice of Wσj ,σ =
α e−βHcl(σ
j)/(e−βHcl(σ) + e−βHcl(σ
j)), α being an arbi-
trary rate constant, leads to a Schro¨dinger problem which
is quadratic when expressed in terms of Jordan-Wigner
fermions. In operator form, we can write our heat-bath
SA problem as an IT Schro¨dinger equation:45
− ∂
∂t
|ψ(t)〉 = ĤSA(t)|ψ(t)〉 . (2)
The “quantum” Hamiltonian ĤSA = −K̂SA + V̂SA,
can be readily expressed in terms of Pauli matri-
ces: K̂SA =
∑
j Γ
(0)
j σˆ
x
j −
∑
j Γ
(2)
j σˆ
z
j−1σˆ
x
j σˆ
z
j+1 and
V̂SA = −
∑
j Γ
(1)
j σˆ
z
j σˆ
z
j+1 +
α
2L, where the couplings
Γ
(0,1,2)
j have simple expressions in terms of cosh(βJj)
and sinh(βJj)
28,46. A Jordan-Wigner transformation47
makes ĤSA quadratic in the fermionic operators cˆj and
cˆ†j
28,48.
Consider now the quantum annealing (QA) approach
to the same problem. For that, one would add to Hcl
a transverse field term whose coupling Γ(t) is slowly
turned off, obtaining a transverse field random Ising
model49 ĤQA(t) = −
∑
j Jj σˆ
z
j σˆ
z
j+1 − Γ(t)
∑
j σˆ
x
j , with a
Schro¨dinger dynamics governed by
ξ
∂
∂t
|ψ(t)〉 = ĤQA(t)|ψ(t)〉 . (3)
Here ξ = i (with ~ = 1) for the (physical) real-time (RT)
dynamics — we dub it QA-RT —, while ξ = −1 for an
IT dynamics — QA-IT in short.
In all cases, both SA and QA, the resulting Hamilto-
nian can be cast into a quadratic BCS fermionic form:
Ĥ(t) =
(
cˆ† cˆ
)( A(t) B(t)
−B(t) −A(t)
)(
cˆ
cˆ†
)
, (4)
where the 2L×2L matrix formed by L×L blocks A (sym-
metric) and B (antisymmetric), couples the fermionic op-
erators, (cˆ†1 · · · cˆ†L cˆ1 · · · cˆL) = (cˆ† cˆ). The form of A and
B is given in Ref. 35 for QA, in Refs. 28,46 for SA.
The most efficient way to solve (3)-(4) for
ξ = i is through the Bogoliubov-de Gennes (BdG)
equations32,34,35. In IT, this approach leads to an
unstable algorithm, due to the difficulty of maintaining
orthonormality for a set of L exponentially blow-
ing/decaying BdG solutions. To do IT dynamics, to
solve Eq. (2) and Eq. (3) with ξ = −1, we introduce a
different strategy. The most general BCS state has a
Gaussian form50:
|ψ(t)〉 = N (t) exp
(1
2
∑
j1j2
Zj1j2(t)cˆ
†
j1
cˆ†j2
)
|0〉 , (5)
where N (t) is a normalization constant, and Z an L×L
antisymmetric matrix. As a quadratic Ĥ(t) conserves the
Gaussian form of |ψ(t)〉50, one can transform46 (2) or (3)
into a first-order non-linear differential equation for Z:
ξ Z˙ = 2
(
A · Z+ Z ·A+B+ Z ·B · Z
)
. (6)
All physical observables can be calculated from Wick’s
theorem50, once the Green’s functions Gj′j(t) =
〈ψ(t)|cˆ†j cˆj′ |ψ(t)〉 and Fj′j(t) = 〈ψ(t)|cˆj cˆj′ |ψ(t)〉 are
known. Simple algebra46 shows that G = (1 +
ZZ†)−1ZZ† and F = (1 + ZZ†)−1Z. The defects ac-
quired over the classical ferromagnetic ground state (GS)
with all spin aligned are antiparallel pairs of spins, mea-
sured by (1 − σˆzj σˆzj+1)/2, whose average follows from
〈ψ(t)|σˆzj σˆzj+1|ψ(t)〉 = (Gj+1,j + Fj,j+1 + c.c.).
Results. To monitor the annealing, we calculate
the density of defects over the ferromagnetic classi-
cal GS ρdef(t) =
∑
j〈ψ(t)|(1 − σˆzj σˆzj+1)|ψ(t)〉/(2L) and
the residual energy density res(t) =
∑
j Jj 〈ψ(t)|(1 −
3σˆzj σˆ
z
j+1)|ψ(t)〉/L for SA, Eq. (2), QA-RT and QA-
IT, Eq. (3). For simplicity we considered a linear de-
crease of the annealing parameter, with a total anneal-
ing time τ : for SA we set T (t) = T0(1 − t/τ), for QA
Γ(t) = Γ0(1 − t/τ), with t from 0 to τ . The initial tem-
perature (T0) or transverse field (Γ0) are set to reason-
ably large values, kBT0 = 5 ÷ 10 and Γ0 = 5 ÷ 10, both
in units of the J-coupling.
We start from the simpler problem of the ordered Ising
chain. The previous general approach simplifies when all
Jj = J and periodic boundary conditions (BC) are used:
the Hamiltonian reduces to a collection of 2×2 problems,
Ĥ(t) =
∑
k>0
(
cˆ†k cˆ−k
)(
ak(t) bk(t)
bk(t) −ak(t)
)(
cˆk
cˆ†−k
)
,
in terms of k-space fermions (cˆ†k, cˆ−k). The BCS state
is |ψ(t)〉 = ∏k>0 (1 + |λk(t)|2)−1/2 e−λk(t)c†kc†−k |0〉, the
Schro¨dinger dynamics in Eq. (6) reduces to51 ξ λ˙k =
2λk(t) ak(t)−bk(t)+λ2k(t) bk(t). The behavior of the final
density of defects ρdef(t = τ) for real-time QA follows
the Kibble-Zurek power-law ρQA−RTdef (τ) ∼ 1/
√
τ associ-
ated to crossing the Ising critical point32,33, see Fig. 1(a).
Finite-size deviations, revealed by an exponential drop
of ρdef(τ), occur for annealing times τ ∝ L2, due to
a Landau-Zener (LZ) probability of excitation across a
small gap ∆k ∼ sin k ∼ 1/L close to the critical wave-
vector kc = pi, Pex = e
−α∆2kτ . We note that, for finite L,
the exponential drop of ρQA−RTdef (τ) eventually turns into
a 1/τ2, due to finite-time corrections to LZ52,53. The
QA-IT case is very different from QA-RT for L → ∞.
We find ρQA−ITdef (τ) ∼ a/τ2 + O(e−bτ ), where the first
term is due to non-critical modes, while the exponen-
tially decreasing term (see Fig. 1(b)) is due to critical
modes with k = pi − q at small q: their LZ dynamics,
see Fig. 1(c), shows that IT follows a standard LZ up to
the critical point, but then filters the ground state (GS)
exponentially fast as the gap resurrects after the criti-
cal point. That IT evolution gives different results from
RT for L → ∞ is not obvious. From the study of toy
problems40, it was conjectured that QA-IT might have
the same asymptotic behavior as QA-RT, as later shown
more generally41 from adiabatic perturbation theory es-
timates. That is what happens in our Ising case too for
finite L and τ → ∞, with a common 1/τ2 asymptotic.
Moreover, IT gives the same critical exponents as RT for
QA ending at the critical point54. The deviation of QA-
IT from QA-RT for Ising chains in the thermodynamic
limit L → ∞ is due to the non-perturbative LZ nature
when the annealing proceeds beyond the critical point.
The SA result, Fig. 1(a), is marginally worse than QA-
RT due to logarithmic corrections, ρSAdef(τ) ∼ (ln τ)ν/
√
τ ,
where we find55 ν ≈ 3/4.
We now turn to annealing results for disordered Ising
chains with open BC, and couplings Jj chosen from a
flat distribution, Jj ∈ [0, 1]. For QA, the transverse field
random Ising model is known to possess an infinite ran-
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FIG. 1: (Color online) Density of defects after the anneal-
ing, ρdef(τ), versus the annealing time τ for the ordered
Ising chain. (a) Results for simulated annealing (SA), for
quantum annealing (QA) in real time (QA-RT) and in imag-
inary time (QA-IT). (b) Log-linear plot of the deviation
∆ρdef = ρdef − a/τ2, with a ≈ 0.784, for QA-IT, showing a
clear exponential approach to the leading 1/τ2. (c) Landau-
Zener dynamics in real and imaginary time for modes close
to the critical wave-vector, k = pi − q with small q.
domness critical point49, here at Γc = 1/e, where the
distribution of the equilibrium gaps ∆ becomes a univer-
sal function56 of g = −(ln ∆)/√L. The SA Hamiltonian
ĤSA shows different physics: the smallest typical equilib-
rium gaps are seen at the end of the annealing, T → 0,
where they vanish Arrhenius-like, ∆typ(T ) ∼ e−B/T with
B/J ∼ 2. Turning to dynamics, we calculate ρdef(τ) and
res(τ) by integrating numerically the equation for Z in
Eq. (6), feasible for L up to O(1000). Given the need for a
good statistics, we will present data up to L = 128. For
any given τ , we considered many disorder realizations,
obtaining distributions for ρdef(τ) and res(τ). For SA
these distributions are approximately log-normal, as pre-
viously found for QA-RT35, with a width decreasing as
1/
√
L, implying that the average [ρdef ]av approaches the
typical value [ρdef ]typ = e
[ln ρdef ]av for large L, and sim-
ilarly for res. QA-IT behaves differently: the distribu-
tions of both ρdef(τ) and res(τ) show marked deviations
from log-normal, see Fig. 2(c), hence typical and average
values are rather different. Fig. 2 shows [ρdef(τ)]typ/av (a)
4and [res(τ)]typ/av (b) for the three annealings performed.
The SA results are nearly size-independent, with a clear
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FIG. 2: (Color online) (a) Density of defects [ρdef(τ)]typ and
(b) residual energy [res(τ)]typ versus τ for SA, QA-RT, and
QA-IT (for which average data are also shown). The lines are
fits of the data. Solid arrows are guides to the eye for the
size dependence. (c) Probability distribution of x = − ln ρdef
for QA-IT with τ = 1258 for L = 32 and 64. Vertical lines
denote average and typical values.
logarithmic behaviour57 for large τ :
[ρdef ]
SA ∼ log−1(γSAτ) , [res]SA ∼ log−2(γSAτ) , (7)
with γSA ≈ 6.5. Notice that res ∼ log−ζSA(γSAτ) with
ζSA = 2 saturates the bound ζSA ≤ 2 for thermal anneal-
ing in glassy systems58. Concerning the QA-RT case,
results are well established from Ref. 35 where larger sys-
tems were tackled by the linear BdG equations:
[ρdef ]
QA−RT∼ log−2(γτ) , [res]QA−RT∼ log−ζ(γτ) , (8)
with γ ≈ 0.13, and ζ ≈ 3.4. Finally, we again find QA-
IT very different from QA-RT, with a faster, power-law,
decrease of ρdef and res. The size-dependence of the
data is revealing: the “typical” data move upwards with
increasing L, but, luckily, the “average” data show the
opposite tendency — they move towards lower values,
with an increasing slope vs τ . It is fair to conclude that
our data support a power-law for both ρdef and res:
[ρdef ]
QA−IT
typ/av ∼ τ−µρ , [res]QA−ITtyp/av ∼ τ−µ , (9)
where we estimate µρ ∼ 1÷ 2 and µ ∼ 1.5÷ 2.
Discussion. We have presented a non-trivial exam-
ple of a quantum speedup of real-time Schro¨dinger QA
over master-equation SA on an equal-footing single-flip
deterministic dynamics. Our second important result
is that a “fictitious” imaginary-time QA behaves very
differently from the “physical” real-time QA, providing
a much faster annealing, with an asymptotic behavior
compatible with τ−µ, with µ ≈ 1 ÷ 2, i.e., an exponen-
tial speedup. Hence, provocatively, “quantum inspired”
is here better than “quantum” , a point that deserves
further studies. Results on the fully-connected Ising fer-
romagnet confirm that this IT-speedup is not specific to
the present 1d problem59.
The specific problem we addressed — a random ferro-
magnetic Ising chain — is “easy” in many respects: i) it
does not possess frustration, the ingredient that makes
optimization problems generally hard15, ii) it can be re-
duced to a quadratic fermionic problem, and iii) is also
a case where SA does not encounter any phase transi-
tion for T → 0, while the QA dynamics goes through a
critical point at Γc > 0. This, as discussed in Ref. 16
for the spin-glass case, might in principle give an unfair
advantage to SA over QA: but, remarkably, it doesn’t, in
the present case. Our study provides a useful benchmark
for many possible developments, like the role of thermal
effects, or the comparison with QA simulated by path-
integral MC24. Our QA-IT results suggest also to pur-
sue the application of diffusion quantum MC to simulate
the imaginary-time Schro¨dinger QA, likely a very good
“quantum-inspired” classical optimization algorithm60.
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