Abstract. This paper investigates the Poisson geometry of cluster algebras and the corresponding ideal theory of quantum cluster algebras. We then show how our approach can be applied to the ring theory of quantized coordinate rings. We give a new construction for the Dixmier map constructed by Yakimov from the space of symplectic leaves on C[G] to the space of primitive ideals on Cq[G] and give further evidence that this map is a homeomorphism.
The present paper studies the Poisson and non-commutative geometry of cluster algebras and quantum cluster algebras which resemble cluster algebras obtained from Lie theory. It is part of a program to investigate the ideal theory of quantum groups. It complements [29] and [30] which focused on the toric Poisson prime ideals and the ideals in cluster algebras arising from acyclic quivers, respectively.
Many quantized coordinate rings such as the quantum matrices-and, therefore, the quantized coordinate ring C q [SL n ] of SL n -have been proven to admit quantum cluster algebra structures (see Geiß, Leclerc and Schröer's [12] ), and it was conjectured by Berenstein and Zelevinsky [2] that C q [G] is an upper quantum cluster algebra for arbitrary semisimple G. Indeed, the semiclassical limit of C q [G] is the so-called standard Poisson structure on C[G] which is known to be compatible with the upper cluster algebra structure constructed by Berenstein, Fomin and Zelevinsky in [1] . Cluster algebras were introduced to study the dual canonical bases, however, there are also a number of prominent questions regarding the ideal theory of quantum groups and their classical limits. A conjecture that has attracted a lot of attention over the last two decades states that the spectrum of C q [G] and the spectrum of Poisson prime ideals in the semiclassical limit are homeomorphic. This conjecture is an analogue of the Kirillov's Orbit Method (see e.g. [24] ), and it has been proven only in the cases of SL 2 and SL 3 . Even though it has been long known that there exist bijections between these two sets, it is quite non-trivial to give a precise conjectural formulations of this homeomorphism. This was accomplished recently by Yakimov in [28] where the reader may also find more background information about the problem. As an application of our results on quantum cluster algebras and their classical limits, we are able to give some apparently new evidence in this paper that the map is indeed a homeomorphism.
Recall that a cluster algebra A is given by combinatorial data, namely a cluster x = (x 1 , . . . , x n ) ⊂ A and a skew-symmetrizable m × n-integer matrix B where m < n. In order to define a quantum cluster algebra A q we also need a skewsymmetric integer matrix Λ such that (B, Λ) forms a compatible pair (see Section 2 for the definitions). The subalgebra C Λ [x 1 , . . . , x n ] generated by the elements of the cluster x in A q forms a quantum affine space (see Appendix B for the definition) and our main idea is to study the ideal theory of the quantum cluster algebra via its intersection with these quantum affine spaces for various clusters. Indeed, the Laurent phenomenon of [2] which asserts that A q ⊂ C Λ [x ± 1 1, . . . , x ± n 1] becomes a key tool in this approach and we will now outline how it allows us to improve on the two known constructions of the spectra, due to Joseph [21] and Goodearl-Letzter (see e.g. [3, Sect 2] ).
In both cases, one first studies the torus invariant prime ideals (TIPs) in the algebra C q [G] and then stratifies the prime spectrum by assigning a prime I to a TIP I if I is the maximal TIP contained in I. In order to consider the stratum assigned to a TIP I we consider the quotient A I = C q [G]/I and then localize A I at a suitable multiplicative set. In the case of Joseph's approach one chooses the torus invariant elements N I of A I and in the case of Goodearl-Letzter one would use the torus invariant regular elements R I . The stratum of I is homeomorphic to the spectra spec(A I I ]) which are homeomorphic to the spectrum of a Laurent polynomial ring. Clearly, N I ⊂ R I . Now, assume that R q [G] is a quantum cluster algebra. Let x be a cluster, and denote by X I the set {x d1 1 . . . x dn n : d j = 0 if x j ∈ I}. If we work with a suitable (for I) cluster x then N I ⊂ X I ∩ A I ⊂ R I , and we can now choose to localize at X I .
The main advantage of our approach is that we can use the fact that if I ⊂ J are two TIPs and we can find a cluster x that is suitable for both I and J , then we can use the fact that we use localization at related sets (namely cluster monomials from the same cluster) to gain information about the inclusion relations between primes of different strata. Indeed, we can construct inclusion preserving embeddings of the strata into the spectrum of C Λ [x 1 , . . . , x n ] (see Corollary 4.2).
As we develop analogous results for the Poisson spectra of the semi-classical limits, we are able to give some additional evidence that both spaces are homeomorphic. We showcase this approach in the case of SL n which has a quantum cluster algebra structure. We establish that for each pair of TIPs I and J with I ⊂ J there exists a cluster that is suitable. Moreover, if we restrict our attention to clusters associated to reduced expressions of (w 0 , w 0 ) ∈ W × W where w 0 is the longest word of the Weyl group W of SL n (in the sense of [1] ), then we are able to construct a natural map from the Poisson spectrum P.spec(C[G]) to the spectrum spec(C q [SL n ]). If we restrict the map to Poisson primitive, resp. primitive ideals, then it is the inverse of Yakimov's Dixmier map (see [28, Sect 4] and Section 6.6).
The paper itself is organized as follows. Section 2 recalls some basic facts about cluster algebras, quantum cluster algebras and compatible Poisson structures. Section 3 provides our main results on the TIPs of quantum cluster algebras, while we discuss in Section 4 the spectra of quantum cluster algebras and the Poisson spectra of cluster algebras. Section 5 and Section 6 introduce double Bruhat cells and quantum double Bruhat cells, and we show how to construct the Dixmier map from the cluster algebra data. Finally, we added two appendices in which we discuss torus invariant prime ideals in Noetherian rings and properties of quantum and Poisson planes and tori. Acknowledgements 1.1. The author would like to thank Milen Yakimov, Jeanne Scott and Arkady Berenstein for useful discussions about ring theory and cluster algebras on Grassmannians.
Cluster Algebras
2.1. Cluster algebras. . In this section, we will review the definitions and some basic results on cluster algebras, or more precisely, on cluster algebras of geometric type over the field of complex numbers C. Denote by F = C(x 1 , . . . , x n ) the field of fractions in n indeterminates. Let B be a m × n-integer matrix such that its principal m × m-submatrix is skew-symmetrizable. Recall that a m × m-integer matrix B ′ is called skew-symmetrizable if there exists a m × m-diagonal matrix D with positive integer entries such that B ′ · D is skew-symmetric. We call the tuple (x 1 , . . . , x n , B) the initial seed of the cluster algebra and (x 1 , . . . x m ) a cluster, while x = (x 1 , . . . x n ) is called an extended cluster. The cluster variables x m+1 , . . . , x n are called coefficients. We will now construct more clusters, (y 1 , . . . , y m ) and extended clusters y = (y 1 , . . . , y n ), which are transcendence bases of F, and the corresponding seeds (y,B) in the following way.
For each real number r, denote by r + and r − the numbers r + = max(r, 0) and r − = min(r, 0). Given a skew-symmetrizable integer m × n-matrix B, we define for each 1 ≤ i ≤ m the exchange polynomial (2.1)
We can now define the new cluster variable x ′ i ∈ F via the equation (2.2)
x i x ′ i = P i . This allows us to refer to the matrix B as the exchange matrix of the cluster (x 1 , . . . , x n ), and to the relations defined by Equation 2.2 for i = 1, . . . , m as exchange relations.
We obtain that (
is a transcendence basis of F. We now define the new exchange matrix
. . , x n ) by defining the coefficients b ′ ij as follows:
This algorithm is called matrix mutation. Note that B i is again skew-symmetrizable (see e.g. [7] ). The process of obtaining a new seed is called cluster mutation. The set of seeds obtained from a given seed (x, B) is called the mutation equivalence class of (x, B).
Definition 2.1. The cluster algebra A ⊂ F corresponding to an initial seed (x 1 , . . . , x n , B) is the subalgebra of F, generated by the elements of all the clusters in the mutation equivalence class of (x, B) . We refer to the elements of the clusters as the cluster variables.
Remark 2.2. Notice that the coefficients, resp. frozen variables x m+1 , . . . , x n will never be mutated. Of course, that explains their name. Remark 2.3. In many cases it is convenient and necessary to assume that the coefficients are invertible elements such as the cluster algebra structure on double Bruhat cells (Section 5). However, this is not so useful for our project, as we are interested in ideals, and their closure relations, and unnecessary, because C[G] admits a cluster algebra structure in our sense.
We have the following fact, motivating the definition of cluster algebras in the study of total positivity phenomena and canonical bases.
Proposition 2.4. [7, Section 3](Laurent phenomenon) Let A be a cluster algebra with initial extended cluster (x 1 , . . . , x n ). Any cluster variable x can be expressed uniquely as a Laurent polynomial in the variables x 1 , . . . , x n with integer coefficients.
Moreover, it has been conjectured for all cluster algebras, and proven in many cases (see e.g. [26] and [5] , [6] ) that the coefficients of these polynomials are positive.
Finally, we recall the definition of the lower bound of a cluster algebra A corresponding to a seed (x, B). Denote by y i for 1 ≤ i ≤ m the cluster variables obtained from x through mutation at i; i.e., they satisfy the relation x i y i = P i . Definition 2.5. [1, Definition 1.10] Let A be a cluster algebra and let (x, B) be a seed. The lower bound L B ⊂ A associated with (x, B) is the algebra generated by the set {x 1 , . . . x n , y 1 . . . , y m }.
2.2.
Upper cluster algebras. Berenstein, Fomin and Zelevinsky introduced the related concept of upper cluster algebras in [1] . Definition 2.6. Let A ⊂ F be a cluster algebra with initial cluster (x 1 , . . . , x n , B) and let, as above, y 1 , . . . , y m be the cluster variables obtained by mutation in the directions 1, . . . , m, respectively. (a) The upper bound U x,B (A) is defined as
(b) The upper cluster algebra U(A) is defined as
where the intersection is over all seeds (x ′ , B ′ ) in the mutation equivalence class of (x, B).
Observe that each cluster algebra is contained in its upper cluster algebra (see [1] ). (1) skew-symmetry: {a, b} = −{b, a} (2) Jacobi identity: {a, {b, c}} + {c, {a, b}} + {b, {c, a}} = 0, (3) Leibniz rule: a{b, c} = {a, b}c + b{a, c}.
If there is no room for confusion we will refer to a Poisson algebra (A, {·, ·}) simply as A.
Gekhtman, Shapiro and Vainshtein showed in [13] that one can associate Poisson structures to cluster algebras in the following way.
The Poisson structure can be naturally extended to F by using the identity 0 = {f · f −1 , g} for all f, g ∈ C[x 1 , . . . , x n ]. We thus obtain that {f −1 , g} = −f −2 {f, g} for all f, g ∈ F. We call Λ = (λ ij ) n i,j=1 the coefficient matrix of the Poisson structure. We say that a Poisson structure on F is compatible with A if it is log-canonical with respect to each cluster (y 1 , . . . , y n ); i.e., it is log canonical on C[y 1 , . . . , y n ]. . It is easy to see from their description that if n is even, then the cluster algebra has an admissible Poisson structure of maximal rank.
We will refer to the cluster algebra A defined by the initial seeed (x, B) together with the compatible Poisson structure defined by the coefficient matrix Λ with respect to the cluster x as the Poisson cluster algebra defined by the Poisson seed (x, B, Λ).
It is not obvious under which conditions a Poisson seed (x, B, Λ) would yield a Poisson bracket {·, ·} Λ on F such that {A, A} Λ ⊂ A. We have, however, the following fact.
Proposition 2.9. Let (x, B, Λ) be a Poisson seed and A the corresponding cluster algebra. Then Λ defines a Poisson algebra structure on the upper bound U x,B (A) and the upper cluster algebra U(A).
Proof.
Denote as above by {·, ·} Λ the Poisson bracket on F by Λ. Observe that the algebras
If A is a Poisson algebra and {B i ⊂ A : i ∈ I} is a family of Poisson subalgebras, then i∈I B i is a Poisson algebra, as well. The assertion follows.
2.4.
Compatible Pairs and Their Mutation. Section 2.4 is dedicated to compatible pairs and their mutation. As we shall see below, compatible pairs yield important examples of Poisson brackets which are compatible with a given cluster algebra structure. Note that our definition is slightly different from the original on in [2] . Let, as above, m ≤ n. Consider a pair consisting of a skew-symmetrizable m × n-integer matrix B with rows labeled by the interval [1, m] = {1, . . . , m} and columns labeled by [1, n] together with a skew-symmetrizable n × n-integer matrix Λ with rows and columns labeled by [1, n] . This means that D = B · Λ is a m × n matrix where the only non-zero entries are positive integers on the diagonal of the principal m × m-submatrix.
The following fact is obvious.
Lemma 2.11. Let (B, Λ) be a compatible pair. Then B · Λ has full rank.
Let (B, Λ) be a compatible pair and let k ∈ [1, m]. We define for ε ∈ {+1, −1} a n × n matrix E k,ε via
T denotes the transpose of X. We have the following fact. 
Quantum Cluster Algebras.
Recall the definition of a compatible pair from Section 2.4. We define, for each skew-symmetric n × n-matrix Λ, the skew-polynomial ring
]-algebra generated by x 1 , . . . , x n subject to the relations
Analogously, the quantum torus H t Λ is defined as the localization of C t Λ [x 1 , . . . , x n ] at the monoid generated by x 1 , . . . , x n , which is an Ore set. The quantum torus is clearly contained in the skew-field of fractions
n . We are now ready to define the notion of a toric frame in order to define the quantum cluster algebra.
where φ is a Q(
Since a toric frame M is determined uniquely by the images of the standard basis vectors φ(X η(e1) ),. . . , φ(X η(en) ) of Z m , we can associate to each toric frame a skew commutative m × m-integer matrix Λ M . We can now define the quantized version of a seed. • M is a toric frame in F.
• B is a m × n-integer matrix with rows labeled by [1, m] and columns labeled by an n-element subset ex
Now we define the seed mutation in direction of an exchangeable index k ∈ ex. For each ε ∈ {1, −1} we define a mapping
where we use the well-known q-binomial coefficients(see e.g. [2, Equation 4 .11]), and the matrix E k,ε defined in Section 2.4. Define B k to be obtained from B by the standard matrix mutation in direction k, as in Section 2.1. One obtains the following fact.
The map M k is a toric frame, independent of the choice of sign ε.
Now, given an initial quantum seed (B, Λ M ) denote, in a slight abuse of notation, by X 1 = M (e 1 ), . . . , X r = M (e r ), which we refer to as the cluster variables associated to the quantum seed (M, B). Here our nomenclature differs slightly from [2] , since there one considers the coefficients not to be cluster variables. This is, however, not useful for our purposes. We now define the seed mutation
We obtain that X ′ k = M k (e k ) (see [2, Prop. 4.9] ). We say that two quantum seeds (M, B) and (M ′ , B ′ ) are mutation-equivalent if they can be obtained from one another by a sequence of mutations. Since mutations are involutive (see [2, Prop 4 .10]), the quantum seeds in F can be grouped in equivalence classes, defined by the relation of mutation equivalence. The quantum cluster algebra generated by a seed (M, B) ⊂ F is the C[t ±1 ]-subalgebra generated by the cluster variables associated to the seeds in an equivalence class.
2.7. Toric Actions. We recall the definitions and properties of local and global toric actions from Gekhtman, Shapiro and Vainsthein [13] (see also [14] ) where they are introduced in the context of cluster manifolds. As discussed in [13] , the cluster manifold associated to a cluster algebra A is not necessarily equal to the spectrum of maximal ideals of A, even when A is Noetherian. For example the corresponding variety may have singularities, and hence may not admit a manifold structure. The main notions, however, carry over into our context. Let X be an affine variety such that A = C[X] is a cluster algebra or upper cluster algebra. Let x = (x 1 , . . . , x n ) be a cluster. Following [13, Section 2.3] we define for each element w = (w 1 , w 2 , . . . , w n ) ∈ Z n a local toric action of C * on C[x 1 , . . . , x n ] via maps ψ x,α : (x 1 , . . . , x n ) → (α w1 x 1 , . . . , α wn x n ) for all α ∈ C * . Assume now that we have chosen integer weights w x = (w 1 , w 2 , . . . , w n ) for each cluster x. The local toric actions for two clusters are compatible if the following diagram commutes for any two clusters x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ), connected by a sequence of mutations T :
.
Compatible local toric actions define a global toric action on the cluster algebra and a toric flow on X. We have the following fact.
Lemma 2.19. [13, Lemma 2.3] Let B denote the exchange matrix of the cluster algebra at the cluster x. The local toric action at x defined by w ∈ Z n can be extended to a global toric action if and only if B · w = 0. Moreover, if such an extension exists, it is unique.
We shall now discuss how to obtain all Poisson structures compatible with a cluster algebra A, given a Poisson seed (x, B, Λ) where B is an m × n-matrix. Denote k = n − m. Let C be an integer n × k matrix. We define an action of the
The local toric action extends to a global toric action of (C * ) k on x if and only if ′ . Then there exists a n × k-integer matrix C defining a global toric action, a skew-symmetric k × k matrix V and λ ∈ C such that the action of Equation 2.5 extends to a homomorphism of Poisson algebras
Toric Actions on Subalgebras. Let B be an exchange matrix as above and let T = ker(B). Let i = {x i1 , . . . , x i k } be a k-element subset of x and let for ℓ = n − k be {x j1 , . . . , x j ℓ } = x − i. Denote by Z i the sublattice of Z n spanned by e i1 , . . . , e i k and by T i the projection of T on the quotient Z n /Z i . The global toric actions act on C[x j1 , . . . , x j ℓ ] as follows: Let t ∈ T and α ∈ C * then
where t i denotes the image of t under the natural projection of T onto T i . Notice that if B is generic, then rank(T i ) = max(rank(T ), n − |i|).
Torus Invariant Prime Ideals in Quantum Cluster Algebras
In this section we discuss properties of torus invariant prime ideals (TIPs) in quantum cluster algebras.
3.1. Supertoric Clusters. Assume that A q is a quantum cluster algebra and that all prime ideals in A are completely prime; i.e., if I is a prime ideal in A q , then a · b ∈ I implies a ∈ I or b ∈ I. Proposition 3.1. Let A q be a quantum cluster algebra (x, B, Λ) a quantum seed, and I a non-zero two-sided torus invariant prime ideal. Then, I contains a cluster variable x i ∈ x.
Proof.
Denote by I x the intersection of I with C Λ [x 1 , . . . , x n ]. Notice first that I x = 0. Indeed, let 0 = f ∈ I. We can express f as a Laurent polynomial in the variables x 1 , . . . , x n ; i.e.,
Observe, additionally, that I x is prime and torus invariant.
We complete the proof by contradiction. Let f = w∈Z n c w x w ∈ I x and suppose that f cannot be factored into f = gh with g ∈ I x or h ∈ I x . We have to show that f = x i for some i. Since the ideal is completely prime, it suffices to show that f is a monomial. We assume that f has the smallest number of nonzero summands such that no monomial term c w x w with c w = 0 is contained in I. It must therefore have at least two monomial terms.
We need the following fact.
Lemma 3.2. Using the notation introduced above, a monomial x w with w ∈ Z n is torus invariant if and only if w ∈ T ⊤ , where ⊤ denotes the orthogonal complement with respect to the standard bilinear form on Z n .
Proof. Recall from Section 2.7 that if b ∈ T defines a global toric action ψ x,α , then x w is invariant under ψ x,α if and only if n i=1 w i b i = 0. The assertion follows.
The function f , considered above, must be torus invariant, hence for each pair w, w ′ ∈ Z n with c w , c w ′ = 0 we obtain that w − w ′ = v ∈ T ⊤ . Denote by rad(Λ) the radical of the skew-symmetric bilinear form; i.e., the set of u ∈ Z n such that
We have the following fact.
The assertion is proved.
Assume as above that c w , c w ′ = 0 and w − w ′ = v ∈ T ⊤ . The previous lemma yields that v / ∈ rad(Λ). This implies that there exists
Hence, cx i f − {x i , f } = 0 and it has fewer monomial summands than f which contradicts our assumption. Therefore, I contains a monomial, and because it is prime it must contain some x i ∈ x. The proposition is proved.
In the following we use notation which is largely self-explanatory, but formally introduced in Appendix B. Denote by T [1,k] the projection of the torus T onto the subspace of Z n defined by e k+1 , . . . , e n = 0 where e i denotes the i-th standard basis vector. We say that the cluster x is super-toric if rk(T [1,k] 
Proposition 3.4. Let A q be a quantum cluster algebra, let x be a super-toric cluster, and I a torus invariant non-zero proper prime ideal such that I ∩ x = {x k+1 , . . . , x n }. Then I ∩ C Λ [x 1 , . . . , x n ] is generated by {x k , . . . , x n }.
The cluster, however, is super-toric, hence we can adapt the argument from the proof of Proposition 3.1 to
and show that there exists some j < k such that x j ∈ I. We obtain the desired contradiction and the proposition is proved.
3.2. The Homomorphism Theorem. Let A q be a quantum cluster algebra and let (x = (x 1 , . . . , x n ), B, Λ) be a seed. Assume once again, that all prime ideals in A q are completely prime. We say that the cluster admits a co-dimension one stratification (COS) of depth r ≤ n if there exist proper toric prime ideals I r ⊂ I n−1 . . .
We have the following result.
Theorem 3.5. Let A q be a quantum cluster algebra and let x be a cluster with a COS of depth r. Then there exists an injective algebra homomorphism
Proof. We need the following fact. Let (·, ·) denote the standard scalar product on Z n and let e 1 , . . . , e n be the standard basis of Z n .
Proposition 3.6. Let a ∈ A q and let a = m∈Z n c m x m be its Laurent polynomial. Then a ∈ I k if and only (m, e i ) = 0 for all i ∈ [k, n] implies that c m = 0.
Remark 3.7. Notice that it is not at all clear that this defines an ideal.
Proof.
We prove the assertion by induction on (n − k). It is trivially satisfied for n − k = −1. Suppose now that the theorem holds for k + 1. We make the following claim.
Claim 3.8. There are injective homomorphisms of algebras
Proof. The second inclusion is trivial. Let us prove the first one. Suppose not. Then there exists z ∈ A q /I k+1 which can be expressed as z = x k−1 with β 1 , . . . , β k−1 ∈ Z ≥0 ), then we obtain an element
, where we abuse notation and denote by I k the image of the I k ⊂ A q in A q /I k+1 . The element z contains at least one monomial summand c w x w , w ∈ Z n ≥0 where w k = 0. We obtain that its pre-imagez under the projection map A q → A q /I k+1 (which is the identity map on C Λ [1,k] [x 1 , . . . , x k ]) lies in I k , and, hence, as x is super-toric, there exists, by Proposition 3.4, a cluster variable x i with i ≤ k − 1 such that x i ∈ I k . That however, contradicts our assumption. The claim is proved. Now, consider the ideal generated by x k in C Λ [1,k] 
It is easy to see that it is torus invariant and prime. Consider its intersectionĨ with A/I k+1 . It suffices to show that it is the unique minimal TIP containing the idealÎ generated by x k , but none of the x 1 , . . . x ℓ . It is, clearly, toric and prime, because it is the intersection of a toric prime ideal with a torus invariant subring (recall that all prime ideals are assumed to be completely prime). Now, let z ∈Ĩ −Î. Then, there exists a monomial x v with v ∈ Z k ≥0 (e.g. the smallest common denominator) such that x v · z ∈Î. Hence any TIP J not containing any of the x 1 , . . . , x k−1 must contain z. This implies thatĨ ⊂ J , and hence,Ĩ is the unique minimal TIP with I ∩ x = {x k , . . . , x n }. The proposition is proved. Theorem 3.5 now follows from the fact that if R is a ring, S ⊂ R a subring and I ⊂ R an ideal, then I ∩ S is an ideal in S, and the canonical inclusion S/(I ∩ S) ֒→ R/I is a homomorphism of rings. The theorem is proved.
3.3. Semiclassical Versions. In [29] , we proved versions of the results in the above section regarding torus invariant Poisson prime ideals in cluster algebras, in fact the proofs are almost literally the same. We collect their statements here, for the reader's convenience. In the following, let A be a cluster algebra, (x, B) seed and consider a Poisson bracket on A that is obtained from a compatible pair (B, Λ). Assume from now on that the seed is super-toric. Proposition 3.10. Let I be a proper non-zero torus invariant Poisson prime ideal such that I ∩ x = {x k+1 , . . . , x n }. Then I ∩ C Λ [x 1 , . . . , x n ] is generated by {x k , . . . , x n }. 
On the Poisson and Quantum Spectra of Cluster Algebras
Recall (e.g. from Appendix A) that the spectrum of a Noetherian quantum cluster algebra, resp. a Noetherian Poisson cluster algebra is stratified by the torus invariant prime ideals (TIPs), resp. torus invariant Poisson prime ideals (TIPPs). The following theorem describes these strata. Denote as in Appendix A by P.spec J (A) (resp. spec J (A q )) the set of Poisson prime ideals I (resp. prime ideals) such that J is the maximal TIP J ⊂ I (resp. TIPP J ⊂ I). ((x, B, Λ) ) a supertoric seed with COS of depth r in the corresponding cluster algebra A (resp. quantum cluster algebra A q ). Then, (a) P.spec
Proof. Note that the monomials x m with m ∈ Z k−1 ≥0 − {0} generate multiplicative sets in A/I k , resp. A q I k . Moreover, if J ⊃ I k is a TIPP, resp. TIP, then we can use the property that the cluster is super-toric to argue, as in the proof of Proposition 3.4, that J ∩ {x 1 , . . . , x k−1 } = ∅. We obtain that P.spec I k (A) is homeomorphic to P.spec(A/I k )[x 
The theorem is proved. We immediately obtain the following important corollary. 
where I 0 = {0} and I n+1 = A, resp. I n+1 = A q .
Together with Lemma B.4 we define the Dixmier-type map DIX x associated to the cluster x by setting DIX x : φ The Poisson core of a maximal ideal is called a Poisson primitive ideal. The Poisson primitive spectrum P.prim(A) is the set of all Poisson primitive ideals. It is a subset of P.spec(A) and we endow it with the relative topology. We obtain a continuous, surjective map maxspec(A) → P.prim(A) , and its fibres are called the symplectic cores. We obtain a stratification
Poisson and symplectic cores were originally introduced by Brown and Gordon in [4] , and we refer the reader for a more detailed discussion of their properties to [16] . In particular it is important to note that symplectic cores stratify into a disjoint union of symplectic leaves, and that they are connected and smooth in their closure (see [4, Section 3.3] ). If a symplectic leaf is equal to a symplectic core, then we call it algebraic. We have the following fact. Theorem 4.3. Let A be a Noetherian Poisson cluster algebra . Suppose that for each non-zero proper toric Poisson prime ideal I there exists a supertoric seed (x, B) with COS of depth r such that I = I k with respect to that subset for some k ≤ r. Then all symplectic leaves are algebraic.
Proof. Let I k be as above and let I be a Poisson primitive ideal in A. Denote by S(I) its symplectic core. Then the union T S(I k ) = I∈P.specI k (S(I)) is a torus orbit of symplectic cores. It therefore suffices to prove that one of these cores is an algebraic symplectic leaf. Now consider a generic point in T S(I k ); i.e., a point p where x 1 (p), . . . , x k−1 (p) = 0. The dimension of the symplectic core containing p is clearly, rank(Λ [1,k−1] ) which equals the dimension of its symplectic leaf which is a manifold. The symplectic cores are smooth in their closure and connected, and therefore a symplectic manifold. Therefore, the leaf equals the core and the theorem is proved.
Cluster Algebras and Double Bruhat Cells
5.1. Double Bruhat Cells. Let G be a simply connected, connected, semisimple complex algebraic group and consider its standard Poisson structure. It is well known that the symplectic leaves are connected components of double Bruhat cells (see e.g. [25] and [28] and references therein). It is easy to see e.g. from [25, Theorem 2.3] that the torus orbits of symplectic leaves are closely related to double Bruhat cells. First let us recall the definition of double Bruhat cells and of the upper cluster algebra structure on them, following [1] . Now, assume that G has rank r. Let B and B − be two opposite Borel subgroups while H = B ∩ B − denotes the corresponding maximal torus. The Weyl group is the normalizer of H in G, W = N orm G (H)/H, and we denote by N and N − the unipotent radicals of B, resp. B − . Denote by g = Lie(G) the Lie algebra of G and by g = n + ⊕ h ⊕ n − the triangular decomposition of g corresponding to B. Let R ⊂ h * be the set of roots,Ř the set of coroots and Π = {α 1 , . . . , α r } ⊂ h * the simple roots. We denote byα i ∈ h the corresponding simple coroots and obtain the Cartan matrix A = (a ij ) r i,j=1 where a ij = α i (α i ). Recall that n + (resp. n − ) has standard basis e α (resp. f α ), α ∈ R and we define the standard antisymmetrized r-matrix
The standard Poisson structure on G is defined as π G = L(r g ) − R(r g ) where L(r g ) and R(r g ) refer to the left-, resp. right-invariant bivector fields on G defined by r g . We will next recall some important properties of the Weyl group W . The Weyl group is canonically identified (see e. g. [1, Section 2.1]) with the Coxeter group generated by simple reflections s i , i = 1, . . . , r and subject to the relations (s i s j ) dij = 0 where
A word i = (i 1 , . . . , i ℓ ) in the alphabet 1, . . . , r is a reduced word or expression for w ∈ W if w = s i1 . . . s i ℓ and ℓ is the smallest length of any such factorization. We denote the unique element in the Weyl group with the longest length by w 0 . We can define the representatives w ∈ N orm G (H) for w ∈ W unambigiously by requiring that uv = uv, if ℓ(u) + ℓ(v) = ℓ(u + v).
We can now define the objects of interest, double Bruhat cells. Recall that each Borel subgroup B defines a Bruhat decomposition G = w∈W BwB. Each set BwB is called a Bruhat cell, and the two opposite Borel subgroups B and B − define a decomposition into double Bruhat cells
Double Bruhat cells can be described as a vanishing set of certain ideals defined in terms of generalized minors, which we introduce in the following. Consider the weight lattice Λ of G and its Z-basis given by fundamental weights ω i for i = 1, . . . , r. Consider the open subset G 0 = N − HN + ⊂ G of elements x ∈ G which have a Gaussian decomposition, denoted as
We define, for u, v ∈ W and i ∈ [1, r], the generalized minor ∆ uωi,vωi to be the regular function on G whose restriction to G 0 is given by
For fixed i ∈ [1, r], the set of weights {wω i : w ∈ W } is in canonical bijection with the set of cosets W/Stab W (ω i ), where Stab W (ω i ) is the stabilizer of ω i in W . The restriction of the Bruhat order to the set of minimal coset representatives induces a partial order on {wω i : w ∈ W }, which is also referred to as the Bruhat order. Note that the function ∆ uωi,uωi is dependent only on the weights uω i and vω i , not on the particular choices of u and v (see e. g. [1] ). We have the following description of double Bruhat cells 
(Upper)
Cluster Algebra Structure on Double Bruhat cells. Berenstein, Fomin and Zelevinsky define in [1] an upper cluster algebra structure with invertible coefficients on double Bruhat cells as follows. Consider the Coxeter group W × W . We will label the generators of the first copy by s −1 , . . . s −r and the generators of the second copy by s 1 , . . . s r . Reduced words for a pair (u, v) ∈ W × W correspond to arbitrary shuffles of reduced expressions for u in the s −1 , . . . s −r and for v in the set s 1 , . . . s r . We will construct for each reduced expression i of an element (u, v) a cluster consisting of generalized minors and an exchange matrix.
The cluster. For each
with increasing indices in the case of u ≤k , and decreasing indices in the second case. Employing the convention that u ≤k = e and v >k = v −1 for k ≤ 0, we set for
We now have to construct the exchange matrix for the cluster variables x k = ∆(k, i). For each index k denote by k + the minimal number ℓ such that k < ℓ and |i k | = |i ℓ |. If |i k | = |i ℓ | for all ℓ > k, then we set k + = ℓ(u) + ℓ(v) + 1. The exchangeable variables will be those x k for which k > 0 and k + ≤ ℓ(u) + ℓ(v). This implies that the variables with negative indices are coefficients, as well as those whose index represents the right-most occurrence of |i k |. Notice that in order to adapt the cluster algebras to the notation developed in Section 2, one may need to permute the indices of the cluster variables. Note, additionally, that the coefficients will appear at different indices if we choose different shuffles or reduced expressions for (u, v). (1) Edge from k to ℓ if one of the following holds:
(2) Edge from ℓ to k if one of the following holds:
We can now define the exchange matrix B as the integer matrix with rows labeled by the indices [−r, −1] ∪ [1, ℓ(u) + ℓ(v)] and columns labeled by the exchangeable indices. The coefficients are given by the following rules.
(1) The coefficient b kℓ = 0 if and only if there is an edge connecting k and ℓ and b kℓ > 0 if and only if the edge is directed from k to ℓ.
Denote by A u,v (i) the cluster algebra defined by the data above. The cluster algebra structure defined in [1] is the corresponding cluster algebra with invertible coefficients. It is proved in [1] that the associated upper cluster algebra A u,v is isomorphic as an algebra to the algebra of functions on G u,v .
Example 5.3. Let G = SL 3 (C). The generalized minors coincide with the regular matrix minors in the case of GL n . Consider G w0,w0 and the initial seed corresponding to the shuffle (w 0 , w 0 ) = s 1 s 2 s 1 s −1 s −2 s −1 . We obtain the following graph associated to the variables of the initial seed:
x
5.2.2.
Compatibility with torus actions and Poisson structure. Consider the double Bruhat cell G u,v with cluster seed as defined above. It is well known that the exchange polynomials are homogeneous with respect to the weight grading. It is also well known that the action of the torus T defines global toric actions. Moreover, we recall the definition of the Poisson bracket on generalized minors (see [25] ) in the standard cluster:
In order to verify that the Poisson structure is indeed compatible it suffices to verify, following [13, Section 2] , that if x i is an exchangeable variable, then the cluster (x 1 , . . . ,x i , y i , x i+1 , . . . , x r+ℓ(u)+ℓ(v) ) is a system of log-canonical coordinates. Here we use the convention that y i = x −1 i P i , where P i is the exchange polynomial. In our case we obtain that the exchange polynomial P i is homogeneous with respect to the weight grading, and henceforth, {P i , x j } = tP i x j by 5.1 for some t ∈ C. This immediately implies that (x 1 , . . . ,x i , y i , x i+1 , . . . , x r+ℓ(u)+ℓ(v) ) is a system of log-canonical coordinates. The standard Poisson structure is, therefore, compatible with the cluster algebra structure.
The following, well known, fact motivates our whole research project.
Proposition 5.4. The upper cluster algebra A w0,w0 , with noninvertible coefficients, is isomorphic to the algebra of functions C[G].
Quantum Groups and Quantum Double Bruhat Cells
In this section we recall some well-known facts about quantum groups, their torus invariant prime ideals and the corresponding quantized coordinate rings.
6.1. The Quantized Enveloping Algebra U q (g). We start with the definition of the quantized enveloping algebra associated with a complex reductive Lie algebra g (our standard reference here will be [3] ). Let h ⊂ g be a Cartan subalgebra, P (g) the weight lattice, as introduced above, and let A = (a ij ) be the Cartan matrix for g. Additionally, let (·, ·) be the standard non-degenerate symmetric bilinear form on h.
The quantized enveloping algebra U q (g) is a C(q)-algebra generated by the elements E i and F i for i ∈ [1, r], and K λ for λ ∈ P (g), subject to the following relations:
; and the quantum Serre relations
for i = j, where the notation X (p) i stands for the divided power
The algebra U q (g) is a q-deformation of the universal enveloping algebra of the reductive Lie algebra g. It has a natural structure of a bialgebra with the comultiplication ∆ : U q (g) → U q (g) ⊗ U q (g) and the co-unit homomorphism ε :
In fact, U is a Hopf algebra with the antipode anti-homomorphism S : U → U given by
be the C(q)-subalgebra of U q (g) generated by F 1 , . . . , F r (resp. by K λ (λ ∈ P ); by E 1 , . . . , E r ). It is well-known that
+ (more precisely, the multiplication map induces an isomorphism of vector spaces
. Sometimes we will refer to U q (g) ± as U q (n ± ). In order to study the finite dual of U q (g) in the following section, we need to consider the full sub-category O f of the category U q (g) − M od. The objects of O f are finite-dimensional U q (g)-modules V q having a weight decomposition
where each K λ acts on each weight space V q (µ) by the multiplication with q
commonly referred to as type I modules (see e.g., [3] [I.6.12]). The category O f is semisimple and the irreducible objects V q λ are generated by highest weight spaces V q λ (λ) = C(q) · v λ , where λ is a dominant weight, i.e, λ belongs to P + = {λ ∈ P : (λ | α i ) ≥ 0 ∀ i ∈ [1, r]}, the monoid of dominant weights.
6.2. The Quantum Weyl Group and the Algebras U q (n + w ). Denote by W the Weyl group of g generated by the simple reflections s i for i ∈ [1, r]. Corresponding to each i ∈ [1, r] there exists a Hopf algebra-automorphism T i : U q (g) → U q (g) defined on the generators of U q (g) in the following way: (6.7)
The action of the T i on U q (g) corresponds to the adjoint action of the simple reflection s i on the universal enveloping algebra U (g). For every element w ∈ W with presentation w = w i1 . . . s i k we define T w as T w = T si 1 · · · T si k . We will need the following well known fact.
Lemma 6.1. [20, 8.18 ] If w ∈ W , then T w is independent of the choice of reduced expression; i.e. if w = s i1 . . . s i k and w = s j1 . . . s j k are reduced expressions of w ∈ W , then
We define for each presentation of w 0 = w i1 . . . s ir a set of positive roots spanning U + following [20, ch.8] :
We now define for w ∈ W the algebras U q (n + w ) as follows. Let w = w i1 . . . s i k define U q (n + w ) to be the algebra generated by
The following fact is well known. 6.3. The Quantum Group R q [G] . In this section we will discuss the algebra of functions on the quantum group U q (g). Recall the definition of the finite dual H * of a Hopf algebra H inside the dual of H. Definition 6.3. The finite dual H * of a Hopf algebra H is defined as the set of all h ∈ H * for which h(I)0 = for some ideal I ⊂ H.
We have the following fact. The Hopf algebra H * has a description in terms of finite-dimensional modules of H. Let V be a finite-dimensional left H-module and V * its dual. For each ξ ∈ V * and v ∈ V one defines the coordinate function c 
For more details regarding the Hopf algebra structure we will refer the reader to Joseph's book [22] . In the case when H = U q (g) we will refer to H * as H * = R q (G), where G is the simply connected, connected semisimple algebraic group with Lie algebra g.
In order to give a representation theoretic construction of U q (n) * we cannot rely on the use of the finite dual, as U q (n + ) is not a Hopf algebra, however, it has a natural algebra structure and is isomorphic as an algebra to U q (n + ) (see e.g. [12] and [28] ). Analogously, the algebra U q (n + w ) * is defined as the image of U q (n + w ) under the isomorphism mentioned above. The following fact was proved by Geiß, Leclerc and Schröer.
Theorem 6.6. [12, Theorem 1.1] Let g be as above, and assume that the Cartan matrix A is symmetric. Then U q (n + w )
* admits a quantum cluster algebra structure. for all w ∈ W .
Generalized Quantum Minors and Quantum Double Bruhat Cells.
In this section we recall the notion of generalized quantum minors which were originally defined by Berenstein and Zelevinsky in [2, Section 9] . For each dominant weight
where F ∈ U − , µ ∈ P and E ∈ U + . Now, let (u, v) ∈ W × W and let u = s i1 . . . s i k and v = s j1 . . . s j ℓ be reduced expressions for u and v. Define byη g = s i1 . . . s ig (α ig ) and byζ h = s j1 . . . s j h (α j h ) for 1 ≤ g ≤ k and 1 ≤ h ≤ ℓ. Denote by
. Now, we define the generalized quantum minor ∆ uλ,vλ by its action on
Indeed, ∆ uλ,vλ is well defined since its definition does not depend on the choice of reduced expressions for u and v (see [2, Section 9.3] ).
We can now define the quantum double Bruhat cells. Denote by U 0 the subalgebra of U q (g) generated by the K λ , λ ∈ P . Then, define U + i to be the subalgebra generated by U 0 and E i , wherea U − i is the subalgebra generated by U 0 and F i . Now let (u, v) ∈ W × W and, as above, let u = s i1 . . . s i k and v = s j1 . . . s j ℓ be reduced expressions. Now we define [2, Section 9.3] ) . The closed quantum double Bruhat cell is now defined as the quotient
. The torus orbits of symplectic leaves on the semisimple group G correspond to the open double Bruhat cells, therefore it is useful to recall the definition of their quantum analogs from [2, Section 9.3] . One introduces a denominator set D u,v as Berenstein and Zelevinsky conjectured in [2] that O q (G) u,v and R q [G] have a quantum cluster algebra structure with initial seeds given as in the classical case by quantum minors. It follows from the work of Geiß Leclerc and Schröer [12, Section 12] that we do have the cluster algebra structures in the case of G = SL n , as the quantum cluster algebra structure on the quantum n × n-matrices induces a quantum cluster algebra structure on R q [SL n ].
6.6. The Dixmier Map. In this section let G = SL n . However, we will refer to it as G to indicate that all results and conjectures also apply in the case when G is an arbitrary complex semisimple algebraic group. Let w 0 = s i1 . . . s i k and w ′ 0 = s i1 . . . s i k be reduced expressions for w 0 , and let x = x w0,w ′ 0 be the corresponding cluster cluster consisting of generalized (quantum) minors. Consider a sequence of pairs (e, e) = ( We are now ready to construct the Dixmier map. 
Proof.
It only remains to verify that the map is well defined: i.e. that the image of spec(R q [G] u,v ) under a Dixmier type map does not depend on (w 0 , w ′ 0 ). However, Lemma 6.7 and Remark 5.2 imply that the center of R q [G] u,v is induced by elements of the Laurent polynomial ring in the coefficients in the upper cluster algebra structure, and hence is independent of the choice of reduced expression. Remark 6.10. By the construction of the double Bruhat cells, Proposition 6.9 also holds for arbitrary G. Indeed, we do not need the cluster algebra structure at all for this result, it follows straight from Yakimov's [28] . In particular, it is well-known that G u,v lies in the closure of G (see the previous section) capture all inclusion relations between Poisson primitive ideals in the classical case and primitive ideals in the quantum case. Of course, it is possible that they yield too many inclusions. It would therefore be of the great interest to determine the exact inclusion relations between symplectic leaves in C[G]. We therefore make the following conjecture which would immediately imply that the inverse of the Dixmier map is inclusion preserving. 6.7. Open Questions and Conjectures. So far we have only considered clusters consisting entirely of minors. However, it is natural to consider other clusters as well and this would allow us to compare inclusion relations between arbitrary strata of the spectrum. We therefore propose the following conjecture. And finally, we conjecture that the cluster algebra structures give rise to the Dixmier map intropduced above.
Conjecture 6.16. Let A q be the cluster algebra structure on R q [G] and let x be any cluster. Then any COS stratification gives rise to a Dixmier-type map, and it is a restriction of the map defined in Proposition 6.9.
Appendix A. Torus Invariant prime ideals in non-commutative Noetherian rings
In this section we recall some basic facts from [3, Section II]. Let R be a ring. A two-sided ideal I ⊂ R is called a prime ideal if arb ∈ I for all r ∈ R, implies that a ∈ I or b ∈ I. A two-sided ideal I ∈ R is called primitive if it is the maximal twosided ideal contained in a maximal left ideal. We denote the set of prime ideals by spec(R) and the set of primitive ideals by prim(R). Both sets come with a natural Zariski-type topology, where the closed sets are subsets of spec(R), resp. prim(R) such that V (I) = {P ∈ spec(R) : P ⊃ I}, resp. V (I) = {P ∈ prim(R) : P ⊃ I}.
Now let H be a group acting by automorphisms on R. H permutes the prime, primitive and left-maximal ideals of R. An ideal is called H-stable if H(I) = I and, following the notation of [3, Section II.1] we denote by (I : H) the largest H-stable ideal contained in H, i.e. We can now define the key notion of an H-prime ideal. The ring R is called H-prime, if R is nonzero and any product of nonzero H-ideals is nonzero. Definition A.1. A proper H-ideal I is called an H-prime ideal if R/I is an Hprime ring.
If I is a prime ideal, then it is easy to see that (I : H) is H-prime. Note that in general a H-prime ideal need not be prime (see [3, Section II.1.9]), however in the case we are most interested in, we have the following fact.
Lemma A.2. [3, Corollary II.1.12] Let R be a Noetherian ring and let k be an algebraically closed field, and suppose that H is a k-torus acting on R by automorphisms (R is not necessarily a k-algebra). Then all H-prime ideals of R are prime.
Denote the set of H-prime ideals of R by H − spec(R). We naturally obtain a stratification of spec(R) by the H-prime ideals spec(R) = J∈H−spec(R) spec J (R) , where spec J (R) = {P ∈ spec(R) : (P : H) = J}. Goodearl and Letzter established a general description of the prime and primitive spectra of a large class of Noetherian algebras which encompasses many quantized coordinate rings. In particular, they obtained the following results.
Theorem A.3. (a) [3, Theorem II.8.10] Let A be a Noetherian algebra over the complex numbers, and let H be a complex affine algebraic group, acting rationally on A by algebra automorphisms. Assume that H − spec(A) is finite. Then, the primitive ideals are exactly the ideals which are maximal in their H-strata.
(b) [3, Theorem II.8.14] Moreover, the H-orbits within prim(A) coincide with the H-strata of prim(A). In particular there are only finitely many H-orbits in prim(A).
Moreover, we can classify the primitive ideals in each stratum.
Theorem A.4. [3, Theorem II.2.13] Let A be a Noetherian k-algebra, k infinite, and let H be an algebraic torus acting rationally on A by k-algebra automorphisms, and let J ∈ H − spec(A).
(1) J is a prime ideal. 
Appendix B. Poisson and Quantum Planes and Tori
In this section we introduce quantum affine spaces and tori, as well as their Poisson analogues, over a field k of characteristic zero. Denote by spec(A) the spectrum of prime ideals in an algebra A and by P.spec(A) the spectrum of Poisson prime ideals in a Poisson algebra (A, {·, ·})-these are ideals which are prime and stable under the Poisson bracket. Both spaces have a natural Zariski-type topology (see e.g. [16] ) which means that I lies in the closure of J if and only if J ⊂ I.
Definition B.1. Let Λ be a skew-symmetric n × n-matrix. 
