We consider a market consisting of one safe and one risky asset, which offer constant investment opportunities. Taking into account both proportional transaction costs and linear price impact, we derive optimal rebalancing policies for representative investors with constant relative risk aversion and a long horizon.
Introduction
Proportional transaction costs are ubiquitous even in the most liquid financial markets in the form of bid-spreads. For large institutional investors, the price impact of their trades also is a key concern. 1 As a result, both frictions have generated voluminous literatures that analyze how to balance the gains and costs of portfolio rebalancing appropriately. Bid-ask spreads lead to trading costs linear in the amounts transacted. Then, it is optimal to refrain from trading while the uncontrolled portfolio lies inside some "no-trade region" around the frictionless optimum; once its boundaries are reached, one performs the minimal amount of rebalancing necessary to remain inside. 2 In contrast, linear price impact leads to quadratic trading costs, which are less severe for small trades but become prohibitively expensive for larger orders. As a result, optimal policies typically prescribe rebalancing at all times but at a finite absolutely continuous rate, in contrast to the singular controls used with proportional transaction costs. 3 All of the extant literature studies linear and quadratic trading costs in isolation. The present study fills this gap by analyzing the joint impact of proportional transaction costs and linear price impact on portfolio rebalancing. To make the model tractable, we focus on a single risky asset with constant investment opportunities, and a representative agent with constant relative risk aversion and a long horizon. 4 Then, the optimal policy in the presence of both frictions turns out to be of the following form. Like with proportional transaction costs there is a no-trade region, where it is optimal to simply hold the current portfolio. Once its boundaries are breached, price impact rules out singular controls; hence, one instead starts trading at some finite rate so as to steer the portfolio back to the no-trade region eventually. Since this policy does not allow to keep the portfolio uniformly close to the frictionless target, trading starts earlier than in a model with only proportional costs, i.e., the width of the no-trade region is decreased by the additional price impact. On the other hand, since there are now two frictions contributing to the total rebalancing cost, the total trading rate is always lower than in a model that only takes into account price impact. We prove a rigorous verification theorem that identifies the trading boundaries, the trading rate, and the associated welfare through the solution of a nonlinear free-boundary value problem, that can be solved numerically. To ease implementation, we also present formal asymptotics for small linear and quadratic costs, which reduce the computation of the optimal policy and welfare to finding the root of a scalar function. 5 With two competing frictions, it is particularly important to assess the quality of the asymptotic approximations, since it is not clear a priori whether the matched rescaling leads to accurate results. Our exact formulas allow to do this, and show that the small-cost approximations perform very well.
The remainder of the paper is organized as follows. Section 2 describes the model. Our main results are presented in Section 3, and complemented by formal asymptotics for small trading costs in Section 4. Subsequently, we present some numerical examples. The results are derived heuristically in Section 6, and proved rigorously in Section 7.
Model
Consider a market consisting of one safe asset normalized to one, and one risky asset, whose mid price S t follows geometric Brownian motion:
where (W t ) t≥0 is a standard one-dimensional Brownian motion, µ > 0 is the expected excess return, and σ > 0 is the volatility. Trades are not settled at the idealized best quote S t . Instead, sales only earn lower bid prices, whereas purchases are charged higher ask prices. Moreover, trading large positions quickly further moves prices in an adverse direction. To wit, the average execution price for trading ∆θ shares over a time interval ∆t is given by:
Here, the first term corresponds to a relative bid-ask spread ε, i.e., a higher ask price (1 + ε)S t for purchases and a lower bid price (1 − ε)S t for sales, respectively. The second term describes the additional (relative) price impact of large trades executed quickly. This price impact is proportional to the monetary trading rate ∆θS t /∆t, and inversely proportional to market capitalization, which is proxied by the representative investor's wealth X t . 6 The constant of proportionality λ in turn quantifies the market's limited liquidity; put differently, 1/λ measures market "depth". For ε, λ → 0, one recovers the classical frictionless case, where arbitrary amounts ∆θ can be purchased or sold at the mid price for S t ∆θ. Nontrivial bid-ask spreads (ε > 0) and finite market depth (λ > 0) lead to additional linear and quadratic trading costs, respectively. More specifically, with both frictions, the execution cost of trading ∆θ shares over a time interval ∆t is given by 7
For tractability, we now pass to the continuous-time limit. Denote by θ t the number of risky shares the investor holds at time t, and replace ∆θ/∆t in (2.2) withθ t := lim h↓0 θ t+h −θt h . Then, the investor's cash position C t = X t − S t θ t evolves as
Write u t :=θ t S t /X t for the wealth turnover at time t. With this notation, a straightforward application of Itô's formula (compare. [17, Lemma 7] ) shows that the corresponding wealth process X t := θ t S t + C t and risky weight Y t := θ t S t /X t have the following dynamics:
Like without proportional transaction costs [17] , linear price impact implies that the risky weight no longer is a control variable that can be specified freely by the investor. Instead, it becomes a state variable, for which only the drift rate can be influenced by applying the control u. To make this precise, fix a filtered probability space (Ω, F, (F) t≥0 , P) supporting a Brownian motion (W t ) t≥0 , where F t is the augmentation of the filtration generated by W . We then define strategies in terms of the control variable (u t ) t≥0 . To rule out doubling strategies, we focus on admissible strategies with positive wealth process X u : Definition 2.1. An admissible strategy is an adapted process (u t ) t≥0 , which is square-integrable (i.e., T 0 u 2 t dt < ∞ a.s. for all T > 0) and such that (2.3-2.4) has a unique strong solution on [0, ∞). For any such admissible strategy, the corresponding wealth process is 8
As in [11, 15, 16] , the representative investor has constant relative risk aversion and maximizes the growth rate of her expected utility from terminal wealth over a long horizon. Put differently, she maximizes the "equivalent safe rate", for which a full safe investment yields the same utility as investing optimally in the original market: 7 Note the price impact is purely temporary in our model, in that no trade influences the subsequent ones. There is a large literature on optimal execution with persistent price impact, that only wears off gradually after the completion of each trade (cf. [28] as well as many more recent studies). Since we are working on a much longer time scale than in this literature, we abstract from this issue and instead suppose that the temporary and persistent impact costs generated by various "sub-trades" on a finer "execution time-grid" are all aggregated into our price impact cost. 8 If y * := µ/γσ 2 ∈ (0, 1), i.e., the frictionless target portfolio prescribes neither leverage nor shortselling, then Lemma 7.6 shows that Yt takes values in [0, 1] almost surely for all t. In particular, T 0 Y 2 t dt < ∞ so that the process X u is well defined in this case. Definition 2.2. An admissible strategy (u t ) t≥0 is called long-run optimal, if it maximizes the equivalent safe rate
over all admissible strategies, where 0 < γ = 1 denotes the investor's relative risk aversion.
Main Results
Our main results can be summarized as follows:
1. An investor with constant relative risk aversion 0 < γ = 1 trades to maximize the equivalent safe rate (2.5), in the presence of a nontrivial bid-ask spread ε and finite market depth 1/λ. Then, if y * := µ/γσ 2 ∈ (0, 1) and ε, λ are sufficiently small:
with boundary conditions
ii) A long-run optimal strategyû is to remain inactive while the corresponding risky weight lies in the no-trade region [y − , y + ], and to rebalance at the following wealth turnover rate if it does not:û
iii) The maximal equivalent safe rate is given by β.
The constant y * = µ/γσ 2 is the risky weight in the optimal portfolio without frictions [26] . Thus, y * ∈ (0, 1) means that the frictionless optimal strategy neither shorts nor levers the risky asset. As shown by Guasoni and Weber [17, Theorem 3] , levered or short positions cannot be admissible with linear price impact, because they cannot be liquidated quickly enough to offset unfavorable diffusive price moves. This is only exacerbated with additional linear trading costs. Hence, buy-and-hold strategies are optimal for y * / ∈ (0, 1) like in [17, Theorem 3] :
Under the assumptions of Theorem 3.1:
for all t is long-run optimal, and ESR γ (û) = 0.
(ii) If µ/γσ 2 ≥ 1, then Y t = 1 andû t = 0 for all t is long-run optimal, and ESR γ (û) = µ − γσ 2 /2.
Formal Asymptotics
The differential equation (3.1) is of Abel type; no explicit solution is known. However, it is possible to formally obtain asymptotic expansions for the no-trade region [y − , y + ], the trading rateû, and the corresponding equivalent safe rate β as the market frictions tend to zero. Then, the computation of the optimal policy and welfare is simplified from the solution of a nonlinear free-boundary value problem to finding the root of a nonlinear function, similarly as in Korn [23] for proportional and fixed costs. Making the asymptotics rigorous is a purely analytical problem, that would require substantial extra effort beyond the scope of this paper, though. Consider the limiting regime where both the proportional transaction cost ε and the price impact parameter λ tend to zero. If these frictions are considered separately, their leading-order impact on the equivalent safe rate is of order ε 2/3 and λ 1/2 , respectively (cf. [14, Formula (2.7)] resp. [17, Formula (13)]). To obtain an expansion in which both frictions feature nontrivially, we rescale them appropriately to put their asymptotic contributions on the same scale:
This equation describes the behavior of q * (and in turn q) away from the no trade region, but does not allow to determine the location of the trading boundaries. Hence, we also consider a different rescaling that "zooms in" around the no-trade region. 9 For small transaction costs -without market price impact -the no trade region [y − , y + ] contains the Merton proportion y * , its width is of order ε 1/3 , and the corresponding welfare effect is of order ε 2/3 , see [18] . With price impact, the no-trade region is again an interval, which contains the Merton proportion provided that ε is not too small compared to λ (compare Remark 7.5). This suggests to rescale the variable y (which corresponds to the risky weight), the function q (which is of order O(ε) at y − , y + by (3.4-3.5)), and the equivalent safe rate β as follows:
for constants 0 ≤ y − ≤ y + ≤ 1, l > 0, and functions r B , r, r S to be determined. As ε ↓ 0 the differential equation (3.1) reduces to an inhomogeneous Riccati equation:
5)
9 A similar "pasting" of two different expansions is used in [6] to deal with a small capital gains tax.
where the rescaled buying and selling boundaries z − and z + are determined by the following value matching conditions:
As z → −∞ (resp. z → ∞ ) the function r B (resp. r S ) must diverge with the same rate as in our first expansion in (4.1):
A simple calculation shows that the linear, inhomogeneous ODE (4.4) has the explicit solution
Since r is an odd function, the boundary conditions r(z − ) = 1 and r(z + ) = −1 can be replaced by r(z − ) = 1 and r(0) = 0. Then, z − = −z + and it suffices to determine z − because the constant l is linked to z − via the condition r(z − ) = 1:
To find the rescaled trading boundary z − determined by r B (z − ) = 1, the Riccati equation ( 
and the Whittaker function is defined 10 as
.
We note that the general solution of the Whittaker equation is given by a linear combination of the Whittaker functions M (k, m, x) and M (k, −m, x) (cf. [34, Section 16] ). However, the Riccati 10 For b = 0, −1, −2, · · · , the Kummer function 1F1(a, b, x) is given by the following absolutely convergent series [32, Chapter 1]:
Here, the Pochhammer symbol a (n) is defined in terms of the Gamma function as a (n) := Γ(a + n)/Γ(a). equation needs to be solved with the initial condition (4.6). Therefore, the Whittaker function W (k, m, x) is the only candidate, since it has the correct asymptotic growth [34, Section 16.31] :
Indeed, for any l ∈ R, (4.8) satisfies the boundary condition (4.6):
where we have used (4.9) in the last step. Now, we can put everything together. z − is determined by r B (z − , l(z − )) = 1 with l(z − ) from (4.7). Hence, the asymptotic expansions for the growth rate β and the boundaries y − , y + of the no-trade region in (4.2) are given by:
where z − is the smallest root of the equation r B (z, l(z)) = 1 with l(z) from (4.7). The asymptotics for the turnover rateû can be derived similarly. Recall from Theorem 3.1 that
Using the same transformations as in (4.2) for y and q, a straightforward calculation shows that
where we abbreviate r B (z) := r B (z, l(z − )) and r S (z) := r B (z) − 2.
In summary, asymptotically for small trading costs, the solution of the nonlinear free-boundary problem (3.1) can be reduced to finding the root of a scalar function. The approximation (4.10) performs very well, even for large values of the asymptotic parameters ε, λ, cf. Figure 2 . Moreover, it also allows to say more about the structure of the optimal turnover rate near the trading boundaries and far away from these.
Far away from the no-trade region, i.e., as z → −∞ or, equivalently, y ↓ 0 (resp. z → ∞, i.e., y ↑ 1) the boundary conditions
Hence, for large deviations from the trading boundaries we recover the leading-order expansion of the wealth turnover without proportional transaction costs [17, Formula 12] . Close to the trading boundaries, we can apply Taylor's Theorem to get a first-order approximation as well. To this end, we first compute the derivative of the corresponding Whittaker functions. The differential property [32, Formula (2.4.24) ] and the recurrence relation [32, Formula (2.5.11)] of W (k, m, x) show that
where x = a 2Kγσ 2 z 2 . Taking into account the value matching condition r B (z − ) = 1, a straightforward computation yields that the wealth turnover close to the trading boundaries y ± is given byû
where
In particular, for small deviations from the trading boundaries the wealth turnover -at the first order -is again linear, however with a different slope. This is illustrated in Figure 3 . If the proportional costs are small compared to the price impact, then the two slopes are very similar. For larger spreads, however, turnover grows significantly faster near the trading boundaries, compare the right panel in Figure 3 . 
Numerical Examples
In this section, we investigate the properties of the optimal rebalancing policy from Theorem 3.1 in some numerical examples. This also allows us to assess the quality of the asymptotics from Section 4, which turns out to be excellent. Figure 1 displays the optimal policy for various trading costs. The left panel shows how the turnover rate and the corresponding no-trade region depend on the price impact parameter λ. As the latter decreases, turnover quickly increases near the boundary of the no-trade region, converging to the singular controls ("pushing at an infinite rate") applied there with only proportional costs. For higher price impact costs, the optimal trading rate is almost linear in the deviation from the trading boundaries. Moreover, the width of the no-trade region decreases in this case, as investors' start trading earlier to compensate for the slower trading rate at the boundary. However, the size of this effect is quite small, i.e., the width of the optimal no-trade region is relatively insensitive to the quadratic costs.
The right panel in Figure 1 plots the trading rate for different widths ε of the bid-ask spread. As the latter decreases, the no-trade region shrinks to zero and the optimal policy converges to the one with price impact only, i.e., rebalancing at a rate essentially proportional to the deviation from the frictionless Merton portfolio [17] . For larger spreads, the no-trade regions widens quickly, and the optimal rebalancing rate increases much faster near the trading boundaries than further away from these. There, it grows according to the asymptotic formula (4.11) corresponding to a model with only quadratic costs.
In summary, the optimal policy prescribes to i) start trading earlier than with only proportional costs, and ii) rebalance slower than with only price impact. The turnover rate increases faster near the trading boundaries; further way from these, it approaches its counterpart for only quadratic costs.
As a complement, the quality of the small-cost asymptotics from Section 4 is assessed in Figure 2. There, we compare the optimal turnover rate to its asymptotic expansion (4.10) for two combinations of trading costs. Even for very large frictions, the approximations provide an excellent fit. Hence, the computational load can be eased to finding the root of a single scalar function with little loss in accuracy. 
Heuristics
In this section, we use arguments from stochastic control to heuristically derive a candidate solution.
Consider the maximization of expected power utility U (x) = x 1−γ /(1 − γ) from terminal wealth at time T > 0. Denote by V (t, X t , Y t ) the corresponding value function, which is assumed to depend on the current wealth X t , the current risky weight Y t , and time t. For any given strategy u, Itô's formula yields:
By the martingale optimality principle of stochastic control, the value function V (t, X t , Y t ) must be a supermartingale for any admissible strategy, and a martingale for the optimal one. That is, the drift of V (t, X t , Y t ) cannot be positive and must become zero for the optimizer. This leads to the Hamilton-Jacobi-Bellman (henceforth HJB) equation:
The homotheticity U (x) = x 1−γ U (1) of the power utility function and the conjecture that -in the long run -utility should grow at a constant exponential rate motivate the following ansatz for the long-run value function:
This leads to the long-run version of the HJB-equation:
Decomposing wealth turnover u into purchase and sale turnover, i.e., u = u + − u − , the HJB equation reduces to
Suppose the "second-order condition" q(y)y < 1 is satisfied (this holds for the function q constructed in Lemma 7.2). Then, the maxima are attained at u + (y) = max 1 2λ
The optimizer with proportional transaction costs but without price impact is characterized by a no-trade interval around the frictionless optimum y * = µ/γσ 2 . Hence, we conjecture that the no-trade region in the present setting,
is also given by some interval [y − , y + ]. Substituting the optimal turnover rates (6.3-6.4) back into (6.2), the HJB equation in turn simplifies to the ODE (3.1). Imposing continuity across the boundaries y − , y + of the no-trade region in turn yields (3.4-3.5). Since the differential equation (3.1) is of order one and there are four unknowns to be determined (β, y − , y + , and q), the value matching conditions (3.4-3.5) are not sufficient to characterize the solution. As a way out, we add two additional boundary conditions that become active when the investor's portfolio approaches full safe (Y t = 0) or full risky investment (Y t = 1). The idea is that the trading rate (6.3-6.4) should remain finite in each case; moreover, it should be positive at Y t = 0 and negative at Y t = 1 so as to keep the risky weight in [0, 1]. 11 Solving the ODE (3.1) at y ∈ {0, 1} leads to a quadratic equation for the boundary value of q; choosing the solution with the correct sign in turn gives
Together with the value matching conditions (3.4-3.5), this yields the representation from Theorem 3.1. For y * ∈ (0, 1), this informal derivation indeed leads to the correct answer (cf. the rigorous verification theorem in Section 7). For y * / ∈ (0, 1), however, the candidate risky weight explodes with positive probability, and the massive rebalancing that comes along with this reduces the corresponding wealth to zero (cf. Lemma 7.6). Hence, our candidate strategy is not even admissible in this case, and a simple buy-and-hold strategy turns out to be optimal instead (cf. Proposition 3.2). This stresses the need for rigorous verification theorems to complement heuristic considerations, which might otherwise lead to wrong results.
Proofs
Assume throughout that y * ∈ (0, 1). The first step towards a rigorous verification theorem is to show that the differential equation (3.1) indeed admits a solution with the required properties (3.2-3.5). To this end, we first rewrite (3.1) in slope field notation: 12
Notice that f (y, q) is well defined because f B (y, q) = f N T (y, q) on q = ε 1+εy and f N T (y, q) = f S (y, q) on q = − ε 1−εy . Remark 7.1. Allocating the entire wealth into the riskless asset (resp. the risky asset) is an admissible strategy that does not require trading. The corresponding equivalent safe rate is 0 (resp. µ − γσ 2 2 ). This provides a natural lower bound for the optimal equivalent safe rate, namely β ≥ max{µ − γσ 2 2 , 0}. Conversely, an upper bound is given by the frictionless equivalent safe rate µ 2 2γσ 2 .
Lemma 7.2. Suppose λ and ε are sufficiently small. Then, for a suitable β ∈ max{µ− γσ 2 2 , 0}, µ 2 2γσ 2 , there is a solution of q = f (y, q) such that
In particular, there exist y − , y + ∈ [0, 1] satisfying (3.1) and
Moreover, the solution q fulfils q(y)y < 1 for all y ∈ [0, 1].
Proof. First, notice that for every y ∈ (0, 1) we have 1 y > ε 1+εy , and thus lim q→
Hence, every solution to q = f (y, q) starting below the curve 1 y must remain below this curve. The rest of the proof proceeds as follows:
(i) For every β > max{µ − γσ 2 2 , 0}, there is a solution q 0 (y) that satisfies the boundary condition (7.2) at y = 0 and a solution q 1 (y) that satisfies the boundary condition (7.3) at y = 1.
(ii) If β > µ 2 2γσ 2 , then q 0 (y) > q 1 (y) for y ∈ (0, 1).
(iii) Set β = µ 2 2γσ 2 − c, with c > 0. If λ and ε are sufficiently small, we have q 0 (y) < q 1 (y) on the maximal interval where both q 0 and q 1 exist.
The solution to q = f (y, q) depends continuously on β. Hence, if λ and ε are sufficiently small, we therefore have q 0 ≡ q 1 for some β ∈ max{µ − γσ 2 /2, 0}, µ 2 /(2γσ 2 ) .
Proof of (i): This follows similarly as in [17, Lemma 9(i)]. Indeed, replace q 2 /4λ by (q − ε) 2 /4λ in the first line of the proof of [17, Lemma 9(i)]. Then, the proof proceeds analogously, leading to
This term is negative like the corresponding expression in the first displayed equation in [17, Lemma 9(i) ]. Hence, the remaining steps can be carried through unchanged.
Proof of (ii): This follows verbatim as in [17, Lemma 9(ii) ].
Proof of (iii): Here, additional work is required compared to [17] . The proof is based on the following observations: Proof of Remark 7.4. On [y − , y + ], Equation (3.1) can be rewritten as
where lim y→y * k 1 (y, q) = 0 and lim q→0 k 2 (y, q) = 0 uniformly. In particular, there is a negative constant η such that, if y is sufficiently close to y * and q to 0, we have f N T (y, q) ≤ η.
A straightforward computation shows that one can choose λ 1 and ε 1 small enough such that, for any λ ≤ λ 1 and ε ≤ ε 1 : ε) )] > 0 on (y * + α, 1);
From the first point, and since y 2 (1 − y) 2 f N T (y, b 0 (λ, ε)) = 0 for y = 0, we get f N T (y, b 0 (λ, ε)) < 0 on (0, y * − α). Remark 7.3 implies that f (y, b 0 (λ, ε)) < 0 on (0, y * − α).
The second point, with the same arguments, yields f (y, b 1 (λ, ε)) < 0 on (y * + α, 1).
Consider now the line q
Given a solution q(y), the third point and
. Define the following function:
y ∈ (y * + α, 1).
(7.5)
We have just shown that f (y, g(y)) < g (y) on (0, 1) \ {y * − α, y * + α}, thus q 0 (y) < g(y) on the definition interval of q 0 . Analogously, q 1 (y) > g(y) and so q 0 (y) < q 1 (y). This proves that there exists β = µ 2 2γσ 2 − c(ε, λ) and a solution q(y) satisfying conditions (7.2) and (7.3) . Finally, we show that the set {y : −ε < q(y) 1−yq(y) < ε} is an interval [y − , y + ]. In particular, it is enough to show that the solution q(y) crosses the curves q = ε 1+εy and q = − ε 1−εy just once, in y − and y + , respectively.
The equation f N T (y, ε 1+εy ) = d dy ( ε 1+εy ) has exactly two solutions y 1 < y 2 in (0, 1). In particular, f N T (y, ε 1+εy ) > d dy ( ε 1+εy ) on (0, y 1 )∪(y 2 , 1) and f N T (y, ε 1+εy ) < d dy ( ε 1+εy ) on (y 1 , y 2 ). Since q(0 + ) > ε and q(1 − ) < ε 1+ε , the solution q(y) crosses q = ε 1+εy just once in y − ∈ (y 1 , y 2 ). By the same arguments, q(y) crosses q = − ε 1−εy just once in y + . Remark 7.5. Unlike for small proportional transaction costs [18, 14] , the frictionless Merton proportion y * does not generally lie in the no-trade region [y − , y + ] in the present setting. To see this, recall from Guasoni and Weber [17, Remark 14 ] that in their model with price impact -but without proportional transaction costs -turnover is zero at exactly one point y † , which is O(λ 1/2 )close but not identical to y * for small λ. For a given small price impact λ, the trading boundaries y − , y + converge to y † as ε ↓ 0. Hence, y * / ∈ [y − , y + ] if the transaction cost is sufficiently small compared to the price impact. However, numerical evidence indicates that this effect only appears if the ratio ε/λ is extremely small. Otherwise, the Merton proportion is contained in the no-trade region, compare Figures 1 and 2 .
As shown in [17, Theorem 3] , levered or short positions in the risky asset cannot be admissible with linear price impact. This remains true in the present setting with additional proportional costs: Lemma 7.6. Let u be an admissible strategy. Then, for sufficiently small ε and λ, the corresponding risky weight 13 For the sake of completeness, we briefly recall the main ideas here. Let u be any admissible strategy. First, verify that a stochastic process with the dynamics (7.6) and initial value y ∈ (1, ∞) resp. y ∈ (−∞, 0) has a finite exploding time τ with positive probability, i.e., P[τ < ∞] > 0. In a second step, show that the corresponding wealth process X u satisfies, X u τ (ω) = 0 a.s. on {τ < ∞}. This in turn implies that any admissible strategy must fulfill Y t ∈ [0, 1] a.s. for all t.
Next, verify that the candidate strategyû from Theorem 3.1 is admissible. Then, for sufficiently small ε and λ, the SDE
Yû 0 = y ∈ (0, 1) has a unique strong solution which takes values in [0, 1] a.s. for all t. In particular, the strategyû is admissible.
Proof. Lemma 7.2 shows thatû(y) is a bounded, continuous function on [0, 1] which satisfiesû(0) > 0 andû(1) < 0, i.e., the strategy buys at full investment and sells at zero investment. Furthermore, notice that the scale function of the process Yû is given by
for c ∈ (0, 1). For sufficiently small ε and λ,û(1) + ε|û(1)| + λû(1) 2 < 0. A straightforward computation shows that s(0 + ) = −∞ and s(1 − ) = ∞, so that [22, Proposition 5.5.22] yields the first assertion. Finally, sinceû and Yû are both bounded, the admissibility of the strategy follows. 13 In the proof of [17, Lemma 15] , use −(1 − εy)/4λ instead of −1/4λ in the definition ofμ; then the proof can be carried through along the same lines. In the proof of Lemma 7.6, our analogue of [17, Theorem 3] , proportional transaction costs lead to an additional term T 0 |θt|dt in the numerator of the expression analyzed in [17, Lemma 16 ]. However, the latter still converges to zero by the same arguments as in the proof of [17, Lemma 16] .
With the function q, the constant β, and the boundaries y − , y + of the no-trade region at hand, we can now adapt the arguments of Guasoni and Weber [17, Lemma 8] and compute an upper bound for the equivalent safe rate of any admissible strategy: Lemma 7.8. Let y ∈ (0, 1) be the initial risky weight, define β, q as in Lemma 7.2, and set Q(ξ) = ξ 0 q(z)dz. Then, the terminal wealth X u T of any given admissible strategy u satisfies:
Moreover, equality holds in (7.8) for the strategyû from Lemma 7.7.
Proof. Fix an admissible strategy u and omit the u−dependence of X, Y , andP for the sake of clarity in the rest of the proof. Lemma 7.2, Lemma 7.6, and Novikov's Condition imply that the stochastic exponential on the right-hand side of (7.9) is a true martingale and therefore the density process ofP u with respect to P. Now, one readily checks that the assertion follows from log X T − log X 0 − 1 1 − γ log dP dP ≤ βT − Q(Y T ) + Q(y). (7.10)
To verify (7.10), recall the dynamics of the wealth process X and the risky weight Y from (2.3-2.4) and apply Itô's formula to Q(Y T ) and log(X T ), obtaining:
After substituting (7.11-7.12) into (7.10), this inequality reads as
Hence, it remains to verify that, for all u ∈ R and y ∈ [0, 1]:
µy − ε|u| − λu 2 − σ 2 2 y 2 + 1 − γ 2 σ 2 y 2 (1 + q(y)(1 − y)) 2 ≤ β − q(y)(y(1 − y)(µ − yσ 2 ) + u + ε|u|y + λyu 2 ) − σ 2 2 y 2 (1 − y) 2 q (y). Now, the inequality (7.14) follows after substituting the ODE (3.1) for q and using the maximality ofũ. Evidently, this inequality becomes an equality for the strategyû from Lemma 7.7.
To complete the proof of Theorem 3.1 we now verify that, as T → ∞, the upper bound in Lemma 7.8 converges to β for any admissible strategy, and is attained forû from Lemma 7.7.
Proof of Theorem 3.1. Let β and q be defined as in Lemma 7.2 and let u be an arbitrary admissible strategy. By Lemma 7.6, we have Y u t ∈ [0, 1] for all t. As q is bounded on [0, 1] due to Lemma 7.2, the function Q(ξ) = ξ 0 q(z)dz is also bounded on [0, 1]. Thus, for every admissible strategy, we have lim
As T → ∞, Lemma 7.8 therefore provides a strategy-independent upper bound for the equivalent safe rate: ESR γ (u) = lim
This upper bound is attained for the admissible strategyû from Lemma 7.7. Hence, the latter is long-run optimal with equivalent safe rate β as claimed.
