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Abstract 
In this thesis, we investigate the mapping properties of two averaging opera-
tors. 
In the first part, we consider a model rigid well-curved line complex Cd in 
]Rd. The X-ray transform, X , restricted to Cd is defined as an operator from 
functions on lRd to functions on Cd in the following way: 
XJ(l) = 1 J, 
We obtain sharp mixed norm estimates for X in ]R4 and lR5. 
In the second part , we consider the elliptic maximal function M. Let E be 
the set of all ellipses in ]R2 centered at the origin with axial lengths in [1/2,2]. 
Let J : ]R2 -> ]R, then M J : ]R2 -> ]R is defined in the following way: 
where dO" is the arclength measure on E and lEI is the length of E. 
In this part of the thesis , we investigate the £P mapping properties of M. 
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Chapter 1 Introduction 
This thesis consists of two distinct results [10], [11] about the mapping prop-
erties of two averaging operators. 
I) Restricted X-ray transform 
The full X-ray transform, Xfull, is an operator from the functions on ]Rd to 
the functions on Yd , the space of all lines in ]Rd. It is defined as 
Since Yd is a (2d - 2)-dimensional space, X full is over-determined, and it is of 
interest to investigate the restriction of X full to lower dimensional subsets of 
Yd. 
We are interested in the subsets that are called rigid well-curved line com-
plexes (see [17] for a definition as a member of a general family of line com-
plexes, some properties and applications). We work with the model line com-
plex of this type: 
Let id be the curve {!d(t) : id(t) = (I, t, t2, ... , td- 1), t E (-1, In in ]Rd. Let 
l(t ,x) denote the line {x + Sid(t) : S E ]R}. The model rigid well-curved line 
complex, Cd, is defined via Cd = {l(t, x) : t E [-1,1]' x ..L id(tn. The term 
well-curved refers to t he fact that for all t the first d - 1 derivatives of id(t) 
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are linearly independent, and rigid refers to the fact that for any direction e in 
the direction set "/d, all the lines with direction e are in the line complex [16]. 
We define the restricted X-ray transform, X, as the restriction of X full to 
In this part of the thesis, we obtain almost sharp mixed norm estimates for 
X in ]R4 and ]R5. 
II) Elliptic Maximal Function 
In this part of the thesis, we consider a natural generalization of the circular 
maximal function by taking maximal averages over ellipses instead of circles. 
More explicitly, let £ be the set of all ellipses in ]R2 centered at the origin 
with axial lengths in [~, 2]. Note that we do not restrict ourselves to the ellipses 
whose axes are parallel to the co-ordinate axes. The elliptic maximal function, 
M~, is defined in the following way: Let f : ]R2 --+ ]R, then 
° 1 1 MEf(x) = sup IEOI f(u)du, 
EE£ x+EO 
(1.1) 
where EO is the o-neighborhood of E and IEol is the measure of E O. 
In Chapter 3, we obtain some estimates about the asymptotic behavior of 
the best constant Ap,q(o) in the inequalities 
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Notation 
IAI: Cardinality or the measure of the set A or the length of the vector A. 
XA: Characteristic function of the set A. 
N(A,7)): 7) neighborhood of the set A. 
C, K: Constants that may vary from line to line. 
A;S B: A S CB. 
A :::::: B: A;S Band B ;S A. 
A < < B: A S C-1 B where C is a large enough constant . 
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Chapter 2 Restricted X-ray Transform 
2.1 Overview and General Discussion 
Let 9k,d be the space of all k-planes in JRd. The Radon transform or the k-plane 
transform Rk,d is defined as an operator from the functions defined on JRd to 
the functions defined on 9 k d via , 
The Radon transform found important applications in integral geometry and 
in the study of PDE's. 
R1,d is often called the X-ray transform due to its applications in radiology; 
we denote it by X full ' It is well-known [33], [19] that the sharp mixed norm 
estimates for the full X-ray t ransform implies the Kakeya conjecture and it 
is related to some of the main problems in the summability of Fourier trans-
form, Fourier restriction and more generally to oscillatory integrals , non-linear 
P.D.E. 's and number theory [13], [2], [3], [34], [4], [28]. For some mapping 
properties of X full , see, e.g., [9], [5], [33] and [19]. 
Note that 91 ,d is a (2d - 2)-dimensional manifold, thus X full is overdeter-
mined for d 2: 3, and it is of interest to consider its restrictions to lower dimen-
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sional subspaces of gi ,d' For the definition of the restricted X-ray transforms 
as part of a more general class of transformations and some of its properties, 
see [16J. 
One particular example is the restriction of X full to the space of light rays 
(lines in jRd making a 45 degree angle with the plane Xd = 0). Recently, Wolff 
[35J obtained mixed norm estimates for this operator (almost sharp in jR3) and 
used this information to prove almost sharp bilinear cone restriction estimates 
in all dimensions. 
We are interested in the restriction of X full to d dimensional line complexes 
in jRd. Let d ~ 3; the subspace Cd of gi,d we are interested in is defined as 
follows: Let 'Yd be the curve bd(t) : 'Yd(t) = (1, t, t2 , ... , td- i ), t E [-1, I]} in jRd . 
Let l(t , x) denote t he line {X +S'Yd(t) : S E lR}, where x E H t := {x : x ..l.. 'Yd(t)}. 
We identify Cd with [-l, lJ x jRd-i via Cd = {l(t , x) : t E [-1 , 1]' x E Ht } . 
This line complex is a model case for a general class called rigid well-curved 
line complexes (see, e.g., [15]' [17J and [16]). It is called well-curved since 
'Y~(t), .. . ,'Y~d- i)(t) are linearly independent for any t E [-1, 1]' and the term 
rigid is used to describe the fact that for any point 'Yd(t) in the "direction set" 
'Yd, Cd contains all the lines in jRd having the direction 'Yd(t). We call the lines 
in Cd the 'Yd-rayS. 
Now, we define the restricted X-ray transform as an operator from the 
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functions defined on lRd to the functions defined on Cd in the following way: 
Xj (l(t,x)) = r j , t E[-I , I], xE Ht . 
Jl (t ,x) 
We work with the following mixed norms for the functions defined on Cd: 
We are interested in the estimates of the following type: If j : lRd -; lR is 
supported in the unit cube Ql, then 
(2.1) 
Proposition 2.1.1. The following conditions for p , q and r are necessary for 
(2. 1) to hold 
(d- l)d < ~ + (d-l)d 
p - q r' 
(d-2) (d+1) < (d- l)d 
p - r . 
(2.2) 
(2.3) 
(2.4) 
Proof. The following counter-examples prove Proposition 2.1.1; they are quite 
standard (see, e.g., [5], [15], [17] and [16]) . The restriction (2.2) can be obtained 
by applying X to the characteristic function of a 5-ball. To obtain (2 .3) , let 
j be the characteristic function of the set IXll ::; 1 ,lx2 1 ::; 5, ... , IXdl ::; 5d- l . 
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Note that IIfllp "" Od(d-1)/(2p) and for all It I < 0, we have X f "" 1 on a subset 
of Ht of measure 2: od(d-1)/2. Hence IIX fllq ,r 2: 01/ qo d(d- 1)/(2r) , which proves 
the necessity of (2.3) . Finally, divide 'Yd into M ("" 1/0) segments Sl, ... , SM of 
length 0 centered at t 1, ... , tM, respectively. For any segment Si, consider the 
parallelogram Pi C jRd- 1 with dimensions 0 x 0 2 X ... X Od-1, whose longest 
axis is tangent to 'Yd at 'Yd(t i ) and whose other axes are in the directions 
'YJ (ti), ... , 'Y~d-1 ) (ti), respectively. Let f be the characteristic function of the 
set {(Xl, X2, ... , Xd) E jRd : Xl E (1 , 2), (x2/XI, .. . , xd/xd E u1 ~}. Note that 
II flip "" 0 (d2 - d-2 )/(2p) and for all t , X f "" 1 on a subset of Ht of measure 2: 
Od(d- 1)!2. Hence IIX fllq ,r 2: od(d-1 )!(2r) , which proves the necessity of (2.4). 0 
In light of Proposition 2.1.1, one may conjecture that 
Conjecture. 1 If p , q and r satisfy the inequalities (2.2), (2.3) and (2.4), then 
(2.1) holds. 
We have the following theorem that contains one of the main results of this 
thesis. 
Theorem 2.1.2. The conjecture is true in jRd for d = 3, 4 or 5 except the 
end-point issues. More explicitly, if p, q and r satisfy (2.2), (2.3) and (2.4) 
with inequalities replaced with strict inequalities, then (2.1) holds in jRd for 
d = 3,4 or 5. 
The case d = 3 follows from Wolff's above-mentioned mixed norm estimates 
1 Recently, the conjecture is settled in all dimensions by Michael Christ and the author [7J. 
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for the X-ray transform restricted to light rays [35], since in ]R3 the space of 
light rays is a rigid well-curved line complex. 
If one considers the case q = r only, the conjecture had been settled for 
d = 3 in [14] and [31], and for the case q = rand d = 4, it had been verified 
except the endpoint issues in [17]. In higher dimensions, the conjecture was 
verified for p = d/(d - 1) and q = r = (d - l)/(d - 2) in [23] and for q = r = 2 
and p = (2d2 - 2d)/(d2 - d + 2) in [15] . Note that the results mentioned here 
are valid for all rigid well-curved line complexes whereas Theorem 2.1.2 is valid 
only in the model case. 
In the following remark, we discuss simple estimates for X: 
Remark. i) Note that (2.1) holds for all q and r if p = 00, since we are 
interested in local estimates. 
ii) Fubini's theorem implies that (2.1) holds for p = q = r = 1. 
iii) X is bounded from W 2'- 2L2 to L2 (see, e.g. , [17] and [15]). Here Wp,l'(Ql) 
is the Sobolev space consisting of all functions f supported in Ql such that 
11(1 - 6)<>/2 flip < 00. 
Proof of (iii). We prove this using the method of stationary phase. We 
modify the definition of X in the following way: 
Xf(l(t, x)) = h(t) if, 
here h is a smooth cut off function. A straightforward calculation shows that 
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X*, the adjoint of X, is the transform 
X*g(x) = 1: g(l(t,x))h(t)dt, x E]Rd , 
where 9 is a function on Cd 
Using the T*T method, it suffices to prove that X' X : £2 ----> W 2'd':'. 
We have 
where 
X'Xf(x) J f(x + s'"'((t))h2 (t)dtds, 
J j(~)m(~)e27rix€d~, 
Thus, it suffices to prove that I m(~) 1 ;S 1~I - l /(d-l). This follows from the 
stationary phase estimate (see, e.g., [27] p. 342) 
In light of these remarks, Theorem 2.1.2. (the cases d = 4 and d = 5) can 
be obtained from the following theorem by interpolation. 
Theorem 2.1.3. Let d = 4 or 5. Let p = q = (d + 2)/d and r = (d2 + d-
2)/(d2 - d - 2). Then, the restricted X-ray transform X is bounded from the 
Sobolev space WP,E(Ql) to £q(y) for any c > 0, where Ql is the unit cube in 
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In [35], Wolff used the "bush" construction. It was introduced by Bourgain 
in [2J and used by several other authors (see, e.g., [29]). A bush is a family 
of tubes passing through a common point. The basic observation there was 
the following; in the case of light rays the intersection of a bush with a tube 
passing through a point far from the bush is at most a small ball. 
As in [35], in the proof of Theorem 2.1.3 , we use the bush construction. The 
basic property of the bushes in our case is the following transversality property: 
Let d 2: 4. If the basepoint of one bush is far from another bush, then their 
intersection is at most a finite union of small balls. This is consequence of 
well-curvedness. This property yields the proof in IR4. 
However , for d = 5, this property by itself is not enough. The reason for 
this is that in IRs two generic bushes do not intersect at all. We overcome this 
difficulty by collecting the bushes into groups that we denote by bushfields. A 
bushfield is a set of tubes intersecting a given tube that we call the basetube. 
In some aspects, this object is similar to that used in [32J, that came to be 
recognized as the "hairbrush" (see, e.g., [19]) . The main difference is that 
a bushfield behaves like a disjoint union of bushes. This is because of the 
following basic properties: 
i) The tubes in a bushfield are disjoint away from the base tube. 
ii) If the basepoint of a given bush f3 in IRs is far from a given bushfield bf, 
then f3 n bf consists of at most finitely many small balls, as in the case of two 
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bushes in ]R4. 
To make use of these properties, we use a standard technique that is usually 
called the bilinear reduction (see, e.g., [30], [29], [19] and [35]) together with 
the rescaling argument in [35]. 
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2.2 Bush Decomposition 
Fix a > O. We work with tubes T C ]Rd such that the axis of T is a rd-ray and 
it has dimensions a x ... x a x l. Two a-tubes are called a-separated if the 
distance between their axis with respect to a (fixed) smooth metric on Gd is 
greater than a. 
We say two segments of rd are disjoint if the distance between them is 
positive. Fix two disjoint segments Wand B of rd. We call a tube whose axis 
direction belongs to W (resp. B) a white (resp. black) tube. Also fix two 
arbitrary a-separated families of white and black tubes, Wand B respectively. 
Until the end of Lemma 2.5.1, we work with these a, Wand B. 
Let <Ps denotes the sum of the characteristic functions of the objects in the 
set S, e.g., <Pw, <PB. 
In the Sections 2.2-2.5, we estimate the LP norm of the function min ( <Pw, <P B) . 
This can be considered as a bilinear estimate for the adjoint of X. We begin 
with the following bush decomposition lemma of Wolff [35]. We give a proof 
for the reader 's convenience. A bush [2] is a set of tubes passing through a 
common point p, that is called a base point for the bush. A white (resp. black) 
bush means a bush consisting of white (resp . black) t ubes. Given a set W of 
a-tubes, we define a l1-fold point for W to be a point contained in at least 11 
tubes from W or equivalently a point x such that <pw(x) ~ 11. 
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Lemma 2.2.1. Given a set W of o-tubes, we have a decomposition 
such that 
i) Wj is a union of ;S 2j bushes (31, and any tube in W belongs to at most one 
of the bushes (31 . 
ii) w; := Uj>kW j does not have any IWI / 2k-fold points, i. e., iPw; :::; IWI /2k, 
for all k :::; J . 
iii) W; := Uj9 Wj is a union of ;S 2k bushes. 
First, we prove the following lemma: 
Lemma 2.2.2. Given a set Waf o-tubes and a positive number J.L :::; IWI, we 
can decompose W as 
where Wb is a union of ;S IWI/ J.L bushes and W g does not have any J.L-fold 
points . 
Proof. We construct Wb inductively. Take any J.L-fold point Xl E ~d for W . 
The tubes in W containing X l forms a bush (31 ' Let Wb = (31 and WI = W \(31. 
Repeat this procedure with WI instead of W . This gives another bush (32 . Let 
Wb = (31 U (32 and W2 = WI \(32. Continue to repeat this procedure until there 
is no J.L-fold points. Since we subtract at least J.L tubes from W in each step, we 
stop at most in IWI/ J.L steps. Note that this gives Wb = U7=I(3i, k :::; IWI / J.L, 
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and Wg := Wk has no p,-fold points. o 
Proof of Lemma 2.2.1 . Apply Lemma 2.2.2 to W with p, = IWI / 2. This gives 
a set W~ with no IWI/2-fold points and a collection W1 of bushes (3l. Then 
apply Lemma 2.2.2 to W~ with p, = IWI / 4 to obtain W; with no IWI /22-fold 
points and a collection W2 of bushes (3; . Continue to repeat this procedure 
t aking p, = IWI/2j at the jth step. We stop the procedure at Jth step, where 
J is the smallest integer such that IWI /2J < 1. Note that W = Uf=l Wj and 
by Lemma 2.2.2, Wj is a union of at most IWI /( IWI /2j ) = 2j bushes (3f. This 
yields the part i) of the lemma. Part ii) follows from the construction and part 
iii) immediately follows from part i). 0 
Lemma 2.2.1 gives a decomposition of W into a set of bushes (3{ At this 
point, we fix E > 0 and a tiling of Q1 by be-cubes. The letter Q is reserved for 
these b"-cubes. The following definitions are from [35]. 
Definition. A tube w is related to a b"-cube Q, w ~ Q, if w belongs to a 
bush (31 whose basepoint is in Q or one of its neighbors . Similarly, a tube w 
is related to a point x, w ~ x, if x is in a cube that is related to w . 
Definition. 
<I>w(X) := L <I>w(x), cPw(x):= L <I>w(x) = <I>w(x) - <I>w(x). 
We use Lemma 2.2.1 for B too and define cPB and <I>i3 similarly. 
15 
2.3 Main Lemma in ]R4; Bushes 
The following lemma is the main lemma of the proof in ]R.4. Let m = IWI, 
n = IBI. 
Lemma 2.3.1. Let d = 4. With the notation in Section 2.2, for any /1 and 1/ 
we have 
.) I{ Q. if.. ( ) > if. > }I < £5/2-0,nm' / 2 1 X E 1· '±'W X _ /1, '±'B _ 1/ ~ U V 2 J.L3/ 2' 
ii) I {x E Q1 : q,W(x) ~ /1 , ~B ~ l/} I :s OS/2- 0, ~:g:;. 
We begin the proof with the following geometric lemma about the transver-
sality of white and black o-bushes. 
Lemma 2.3.2. Fix c > 0, and let W and B be two disjoint segments of "14 . 
Let x and y be two arbitrary points in 2Q1 and Sw (resp. SB) be the surface 
consisting of all white (resp. black) rays passing from the point x (resp. y) . 
Let Qx be the o'-cube centered at the point x. Then 
i) the measure of the intersection of the 0 neighborhood of Sw and a black 
ii) the measure of the set Q1 n (N(Sw, o) \ Qx) n N (SB , 0) is :s 0- 0 '04 . 
Proof. We use the following parametrizations: 
Sw = { x + (b, bs , bs2, bs3) : bE (-2,2), "I4(S) E W} , 
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and any black o-tube is the 0 neighborhood of a line 
l(to, z ) = {z + (e, eto, et~, et~), lei < 2} , 
where to is a point such that 1'4 (tO) E B. 
i) It is easy to check that the intersection of Bw and l(to , z) consists of 
at most 2 points. The claim follows from the observations that the tangent 
plane T(b, 8) of Bw at the point corresponding to the parameter values (b, 8) is 
spanned by the vectors e l = (0, 1, 28, 382 ) and e 2 = (1,8 , 82 ,83) , and the angle 
between l(to, z) and T(b, 8) is greater than a fixed constant depending on the 
distance between Wand B. We omit the details. 
ii) It is easy to check that for fixed x , the intersection of Bw and BB consists 
of;S 1 points for y in a dense subset of ]R4. Therefore, by changing y slightly 
if necessary and replacing 6 with 26, we can assume that Bw n BB consists of 
;S 1 points. 
Note that if E and F are subsets of a metric space , then 
N(E, 6) n N(F, 6) c;, N(E n N(F, 26) , 6) ; 
hence, it suffices to prove that the induced Lebesgue measure of the set of 
points on BB n Ql , that are in the 46 neighborhood of Bw\Qx, is ;S 6- C f:62 . 
Let A", = { z : Iz - yl E [A,2AJ}. We prove that for all A E (0 , 1/ 2), the 
measure of the set of points on BB n A", n Ql that are in the 40 neighborhood 
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of Sw\Qx is .:s O- CO(j2. This yields the claim since SB n Q1 can be covered by 
.:s log( 0- 1 ) A.~ 's. 
Note that the area element on the surface SB is 
dA = f(a, t)adadt , (2.5) 
where f is a bounded function. Hence, the measure of a subset of SB n A.>, of 
the form {x + (a, at, at2 , at3 ) : [a - ao [ < 0:, [t - to [ < 0: / A} is .:s 0:2 . Therefore, 
by using part (i) of the lemma, we only need to show that the measure of the 
set 
St:= {t E [- 1, 1] : :3a,b,s such that [F(a , b,t,s) [:S 40} 
is .:s 0-0 0/ A, where F : ffi.4 --+ ffi.4 is the function defined via 
F(a , b, t,s) = x - y + (a - b,at - bs,ae - bs2 ,at3 - bs3 ). 
Note that any derivative of F of order less than two is bounded by C and 
1 t t 2 t 3 
-1 -s -S2 _S3 
JF = det = ab(t - S)4 2: AO°C. 
0 a 2at 3at2 
0 - b -2bs -3bs2 
Hence, a quantitative version of the inverse function theorem, for example the 
one in [6], implies that F-1(B(O,40)) is contained in .:s 1 balls of diameter 
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;S fJ-e fJ / >.. This shows that the measure of the set St is ;S fJ-e 5 / >.. 0 
Proof of Lemma 2.3.1. We prove part i) only. 
Let jo be the smallest integer so that m /2jo :::; J-L / 2. By Lemma 2.2. 1, we 
have <Pw,!o :::; J-L / 2. Note that <I>w :::; <Pw,!o + <I>W,'0. Therefore, {<I>w 2: J-L} C 
9 9 b 
{<I>w!o 2: J-L / 2} and it is enough to prove part i) with <I>w!o instead of <I>w. Also 
b b 
by Lemma 2.2.1, wto is a union of;S 2jo ;S m/J-L bushes. Similarly, let ko be 
the smallest integer so that n/2ko :::; v /2. Note that <Pa :::; <P ako + <Pako; hence, 
9 b 
by the same reasoning, it is enough to prove part i) with <P ako instead of <Pa 
b 
and 8;0 is a union of;S 2ko ;S n/v bushes. 
Denote the bushes in wto (resp. 8 ;0) by f3w (resp. f3b). We have 
(2.6) 
where Q is the 5e-cube containing the base of f3w . 
Now, we divide each black bush into",," 10g(fJ-1) disjoint segments f3r The 
segment f3g consists of the parts of the tubes that are in the 5 neighborhood 
of the basepoint, and for k > 0, f3~ consists of the parts of the tubes whose 
distance to the basepoint is between 2k - 15 and 2k 5. We have 
(2.7) 
We need the following lemma to estimate the right-hand side of the inequality 
(2.7). 
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Lemma 2.3.3. Fix a black bush segment /3~. 
i) There are ;S 22kO-1 white tubes that intersect /3~. 
ii) For any white bush /3w that intersects /3~, we have 
where Q is the oe-cube containing the basepoint of the white bush /3w. 
iii) For any white tube w that intersects /3~, we have 
Proof. i) Note that there are at most 0- 1 tubes through a given point, and (2.5) 
implies that the maximum possible cardinality of a o-separated set of points 
on /3~ is ;S 22k. Hence, there are at most 2 2kO-1 white tubes that intersect /3~. 
ii) Part ii) of Lemma 2.3.2 shows that the measure of the set of points that 
belong to both /3~ and /3w is ;S 04-Ce. The claim follows from the following 
pointwise inequalities: 
if. < 2 - k.<-1 
"*' f3; rv U , (2.8) 
(2.9) 
To prove (2.8), note that the angle between the axis ofthe adjacent tubes is 
2:: o. Also note that the distance between the points on /3~ and the basepoint of 
f3b is at least 2k o. These show that at most 2-k o-1 many tubes passes through 
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a given point on pt. 
Proof of (2.9) is similar, since the points in the complement of 2Q are at 
least at a distance tS' to the basepoint of the bush. 
iii) This follows from part i) of Lemma 2.3.3 and (2.8). o 
We continue the proof of part i) of Lemma 2.3.1. Fix a black bush segment 
Pt . Using part ii) of Lemma 2.3.3, and remembering that there are at most 
m/ f-L white bushes, we obtain 
(2.10) 
On the other hand, parts i) and iii) of Lemma 2.3.3 imply that 
(2.11) 
Using (2. 10) and (2. 11) in (2.7) , and remembering that there are at most n/v 
black bushes, we obtain 
which yields the claim of part i) using Tschebyshev's inequality. 0 
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2.4 Main Lemma in JR5; Bushfields 
The following lemma is the main lemma for t he proof in ]R5. Let m = IWI, 
n = IBI. 
Lemma 2.4.1. Let d = 5. With the notation in Section 2.2, for any /-L and v 
we have 
i) I{x E Q1 : cPw(x) 2: /-L, <Ps 2: v} l;S <57/2-ce ~;;:~j:, 
ii) I{x E Q1: <Pw(x) 2: /-L ,4>s 2: v}l;S <57/2-Ce~:::;,. 
In the proof of the lemma, we use a geometric construction called bushfield. 
A bushfield is a set of tubes intersecting a common tube T ; we call T the 
basetube of the bushfield. We call a bushfield consisting of white (resp. black) 
tubes a white (resp . black) bushfield. We begin the proof with the following 
lemma about the geometric proper ties of the bushfields . 
Lemma 2.4.2. Let bf be a bushfield of white <5-tubes with basetube wand 
(3 be a bush of black <5-tubes with basepoint p. Let A>. be the cylinder 
A >. = {y E ]R5 : dist(w, y) E [)., 2)']}. Then 
i) If yEA>., then <Pbf(y) ;S ). - 1. 
ii) Ibf n A>. I ;S ).2<52; hence, there are at most ).2<5-4 <5-separated tubes inter-
secting bf n A>. . 
Proof. Using the maps TJ, that are defined before Lemma 2.6.2, it is easy to see 
that for all sand t in [-1, 1), there exists a linear map T; , that takes the curve 
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"Y5 to itself and in particular takes "Y5 (s) to "Y5 (t), such that the entries in the 
matrix representation of r; and its inverse are bounded by a fixed constant . 
Because of this and translation invariance, it is enough to prove the lemma by 
assuming that W is a segment around "Y5(0), and the basetube of bJ is the 0 
neighborhood of the line lb5(0), 0). 
Note that bJ is contained in the 20 neighborhood of the set 
Sbj = {(u, 0, 0, 0, 0) + a(l, t, t2 , t 3 , t 4 )lu E (- 1,1), a E (- 2,2), "Y5(t) E W}2.12) 
It is easy to see that Sbj can also be parametrized as 
Sbj = {(u,a ,at,at2 ,at3 ): U E (-2,2),a E (-2, 2), "Y5(t) E W}. (2.13) 
Using this parametrization, we see that bJ n A,\ is contained in the 20 neigh-
borhood of 
S~ = ((U, a, at, at2 , at3 ) : U E (-2,2), lal E [A/2,2A]'''Y5(t) E W} . (2. 14) 
Also as before, we define 
(2.15) 
Note that f3\N(p, OE) is contained in the 20 neighborhood of the set p + Sf3. 
i) Let bJi be the set of tubes in bJ whose direction is "Y5 (t) for some t E [iO, (i+ 
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1)8]. Note that because of 8-separatedness every point in IRs is contained in 
.:s 1 of the tubes in bk Let pl be the 28 neighborhood of the 2-plane Pi 
through the origin that is spanned by the vectors rs(O) and rs(i8). Note that 
all of the tubes in bfi are contained in pl. Also note that the angle between 
the planes Pi and Pj is 
L.(P;,Pj ) ~ L.(r5(i8)-rs(0),rs(j8)-rs(0)) 
~ L.((O, 1, i8, (i8)2 , (iO)3), (0, 1,j8, (jo?, (j8)3)) ~ Ii - j18. 
This and the observation that the distance between the points in A,\ and the 
basetube is approximately>. show that any point in A,\ is contained in .:s 1/>. 
Pl's, which is the claim of part i). 
ii) Note that the volume element on Sbf with respect to parametrization 
(2.13) is 
dW = f(a, t)adudadt, (2.16) 
where f is a bounded function . This and (2.14) prove the first part. The second 
part follows from the observations that there are at most >.28-3 8-separated 
points on bf n A,\, and at most 8- 1 o-separated tubes pass through a given 
point. 
iii) This is similar to the proof of Lemma 2.3.2. Using parametrization 
(2 .12), it is easy to check that for p in a dense subset of IRs, the intersection of 
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Sbf and S{3 consists of ;S 1 points. Hence, by changing p slightly if necessary 
and replacing 0 with 20, we can assume that Sbf n S{3 consists of ;S 1 points. 
As in the proof of Lemma 2.3.2 ii), it suffices to prove that the induced 
Lebesgue measure of the set of points on Sbf n AA, that are in the 40 neigh-
bOl'hood of S{3\Qx, is ;S O- C€03. 
Formula (2 .16) implies that the measure of a subset of Sbf n AA of the form 
{(u,a ,at,at2 ,at3 ): lu-uol < a,la-aol < a,lt -tol < a/A} is;S a 3 . Also 
note that for fixed t, the intersection of the 2-plane {( u, a, at, at2 , at3 ) : lui < 
2, lal < 2} with the 40 neighborhood of S{3 is of measure ;S 02 . This is because 
of the transversality as in the proof of Lemma 2.3.2 i). Hence, it suffices to 
prove that the measure of the set 
St = {t : 3u,a,b,s such that IF(u,a,b,t,s)l::::: 40} 
is ;S o-eo / A, where F : ]R5 --> ]R5 is the function defined via 
F(u, a, b, t, s) = P + (u - b, a - bs, at - bs2 , at2 - bs3 , at3 - bs4 ). 
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Note that any derivative of F of order less than two is bounded by C and 
1 0 0 0 0 
0 1 t t2 t 3 
JF = det 
-1 -s _ s2 -S3 _ S4 = abCWB > AJE , rv , 
0 0 a 2at 3at2 
0 - b -2bs -3bs2 - 4bs3 
where CW,B is a constant that depends on the distance between Wand B only. 
Hence, F-1(B(O, 4J)) is contained in ;S 1 balls of diameter ;S J-EJ / A. This 
shows that the measure of the set St is ;S 0-0 0/ A. o 
Proof of Lemma 2.4.1 . We prove part i) only. 
Let jo be the smallest integer so that m / 2jo :s: JL /2 . Using Lemma 2.2.1 as 
in the proof of Lemma 2.3.1, we note that it is enough to prove part i) with 
<I>w jO instead of <I>w, and wgo is a union of ;S 2jo ;S m/ JL bushes. 
b 
Now, we decompose the black tubes into bushfields. Let n be the set 
{<PB > v/ 2}. Fix a number T) E (0, 1) which is determined later. We need the 
following lemmas. 
Lemma 2.4.3. Let T be a black tube. If ITnnl ::::: T)ITI ~ T)04, then T intersects 
;::: T)V2 t ubes from B. 
Proof. Without loss of generality, we can assume that T is the o-tube with axis 
1(r5(0), 0). Note that the set Tnn is covered by the black tubes ~ v/2 times. 
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Since we are trying to find a lower bound for the number of tubes required to 
cover 7 nOv /2 times, we can assume that all the tubes that intersect 7 in a 
small angle are in the covering. 
Let Bi be the set of tubes b in B that intersect 7 and such that the direction 
of b is 1'5(t) for some t E riel, (i+ 1) el]. Note that using the tubes in Bi , one can 
cover the set 7 n 0 at most once. This is because of el-separatedness . 
The angle between 7 and the tubes in Bi is approximately iel. This shows 
that 17 n bl .:s el4 / (lil + 1) ; hence, to cover the set 7 n 0 with the tubes in 
Bi , we need at least 7] (lil + 1) tubes from Bi . This yields the claim of the 
lemma, since we have to cover the set 7 n 0 approximately v / 2 times and 
",11/2 (. 1) ~ 2 D i= O 7] Z + ~ 7]v . 
Lemma 2.4.4. Given 7] > 0 we can decompose B as 
B = Br UB., 
o 
where each tube b in Br satisfies Ib n 01 < 7]lbl, and Bs is a union of .:s 
Proof. Let A be a large enough constant. Choose An/ (7]V2) log( el-1) tubes 
from B randomly. The following claim yields the lemma. 
Claim. With high probability all the tubes b in B with Ib n wi ~ 7]lbl intersect 
at least one of the tubes from the random sample. 
Proof of the claim. Lemma 2.4.3 implies that b intersects at least 7]V2 tubes; 
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hence, b intersects none of the tubes from the random sample with probability 
;S (1- 1]v2/n)Anj (1w2) log(5- 1 ) ~ §A This shows that the above-mentioned 
probability is 2 1 - Cn§A, which is 2 1/2 if A is large enough. 0 
Choose such a sample. Let Bs be the set of tubes that intersect one of 
the tubes in t he sample and Br be the set of remaining tubes. Obviously, 
Bs is a union of;S n/(1]v2 )log(§-1) bushfields, and any tube b E Br satisfies 
D 
We continue the proof of Lemma 2.4.1. Note that 
(2.17) 
Using Lemma 2.4.4, we obt ain 
II<PBrX{<PBr~~}lIl ;S 2.: Ib n {<P Br 2 ~}I ;S 1]§4n. 
bEBr 
Thus, 
(2.18) 
Now, we estimate the measure of the set {<1>wjO 2 /-l, <PBs 2 1/ /2} as in the 
b 
proof of Lemma 2.3.1. Denote the bushfields in Bs by bf and white bushes by 
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(3w. We have 
(2.19) 
where Q is the 8'-cube containing the base of (3w' 
Now, we divide each black bushfield into:::::; log(8- 1) disjoint segments bfk. 
The segment bfD consists of the parts of the tubes that are in the 8 neighbor-
hood of the basetube, and for k > 0, bfk consists of the parts of the tubes 
whose distance to the basetube is between 2k - 18 and 2k 8. We have 
(2.20) 
Fix a black bushfield segment bfk. Note that , as in the case d = 4, 
XQ, \ 2Q<PJ3w ;S 8-'. Using this and parts i) and iii) of Lemma 2.4.2, and re-
membering that there are at most m/ f.1, white bushes, we obtain 
""' 1 if> if> < m .r4-CE2-k o -.!bfk-.!J3w ~ -u . 
J3w Q, \ 2Q f.1, 
(2.21) 
On the other hand, part ii) of Lemma 2.4.2 shows that there are at most 22k8- 2 
white tubes that intersect bfk Using this and parts i) and iii) of Lemma 2.4.2, 
we obtain 
""' 1 if> if> < 2k .r2-C, o -'!bfk-.!J3w ~ U . 
/3w Q, \2Q 
(2.22) 
29 
Using (2.21) and (2.22) in (2.20), and remembering that there are at most 
n j (r}V2)(log(O-1))2 black bushfields, we obtain 
Thus, using Tschebyshev's inequality, we obtain 
(2.23) 
Using (2.18) and (2.23) in (2.17) , we obtain 
1/2 
I{ - }I < rJn r4 nm r3-CE <!>wjo ~ j.l , <!>B ~ V ~ -u + 3 3/ 2 u . 
b V rJV j.l 
(2.24) 
Minimizing the right-hand side of the inequality (2.24) by choosing a suitable 
rJ yields the claim of the lemma. 0 
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2.5 Bilinear Estimate 
In this section, we estimate the If norm of the function min(1)w , 1>8). We 
need the following numerical inequalities. For proofs see [35] . Let e E [1/2 , 1] 
and aj, bk , a, b, x and y be nonnegative real numbers. Let 
Then 
f (x, y) := min(x , y)B max(x, y)l - B. 
f (ax, by) < f( x, y)f(a, b) , 
f(I:>j, I)k) < L f(aj, bk ). 
j k j,k 
(2.25) 
(2.26) 
The following inequality is an immediate corollary of (2 .26) . Let a, b, c and d 
be nonnegative real numbers. Then 
For technical reasons , we work with the function WB defined below instead of 
min(1)w , 1>8). This is because of the asymmetry ofthe bounds in Lemmas 2.3 .1 
and 2.4.1. Here, e is a dimension dependent parameter in [1/ 2, 1] . 
Definition. 
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S . . (if,' if,*)0 (if,* if,* )1-0 o .= XQl· mIn '±'w, '±'B max '±'w, '±'B , 
Note that the inequality (2.27) implies that 
(2.28) 
By using the estimat es in Lemmas 2.3.1 and 2.4.1, we obtain an estimat e 
for To , and using the rescaling and induction arguments from [35], we prove 
the same estimate for \lIo. In some sense, the estimates in Lemmas 2.3.1 and 
2.4. 1 are stronger than the estimates we need; in the following lemma we bring 
them into the relevant form using trivial estimates. 
Lemma 2.5.1. Let e = 1/ 2 for d = 4 and e = 4/7 for d = 5. Let p = (d+2) l d 
and lip + l ip' = 1. Then 
(2.29) 
Proof. First note that there are :s 8- 1 same colored tubes containing a given 
point . Hence, 
11 8Toiloo :s 1. (2 .30) 
Also note that IIi[>w111 :s IWW-1. This and the similar estimate for i[>B imply 
32 
via Tschebyshev's inequality that 
(2.31) 
i) The case d = 4: Let 
and m = IWI, n = IBI . Using part i) of Lemma 2.3.1 , we obtain 
(2.32) 
Summing over the dyadic values of J.L and v between 1 and £5-1 gives 
Estimating IIXQl J<T:>B<Pw ll s/3 in the same way gives 
(2.33) 
Interpolating (2 .33) with (2.30) yields the claim of the lemma for d = 4. 
ii) The case d = 5: 
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Define Y(j.t , 1/) in the same way. Using part i) of Lemma 2.4.1, we obtain 
Using j.t ;S 0-1, we obtain 
1/ 4 
Y( ) < , - Co nm ,7/2 j.t , 1/ rv u 2 3/4 u . 1/j.t 
1/4 (05 ( ))5/4 Y(j.t 1/) < o- c£ nm 011 /4 < o-C£ max m ,n 0- 7/2 
' rv 1/2 J-i3/2 rv 1/2 j.t3 /2 
Summing over the dyadic values of J-i and 1/ between 1 and 0-1 gives 
II if.3/7",4/7117/2 < , - Co( ,5 ( ))5/4,- 7/2 XQ, "'w "'B 7/2 rv U u max m, n u . 
Estimating IIXQl ci>:/7 <p~C Il 7/2 in the same way gives 
o 
Lemma 2.5.2. Let () = 1/2 for d = 4 and () = 4/7 for d = 5. Let p = (d + 2)ld 
and lip + lip' = l. Fix two disjoint segments Wand B of /d. For any 0 > 0, 
we have that, for any o-separated W and B the following inequality is valid: 
(2.34) 
Proof. We begin with the following rescaling lemma. 
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Lemma 2.5.3. Fix 0 E (0,00) (00 is determined in the proof) and assume 
that the claim of Lemma 2.5.2 has been proved for ol- e. Then, we have 
(2.35) 
where Q is a oe-cube and where Wand Bare o-separated sets of tubes. 
Proof. Fix a oe-cube Q. For each wE W, let k(w) be the cardinality of the set 
of white tubes Wi such that Wi n Q is contained in the double of w. Let WI' be 
the set of white tubes w with k(w) E [tt,2ttl. Define k(b) and Bv analogously. 
Note that k(w) and k(b) are restricted to values between 1 and o-e. Let 
Note that (2.26) implies that 
(2.36) 
pointwise on Q, where the sum is over the dyadic values of tt and v. We 
estimate the If norm of the functions W~v. We can assume that tt ?: v. 
Let WI' be a maximal subset of WI' that satisfies the property: 
(*): If Wi, W2 E WI'! then Wi n Q is not contained in the double of W2· 
Define Bv analogously. Replace the tubes in WI' (resp. Bv) with their 
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doubles and let 
Note that the maximality of WI' (resp. Bv) implies that <Pw" ;S J,L<Pw" (resp. 
<PBv ;S v<psJ , which implies via (2.25) that 
Taking the L P' norms, we obtain 
(2.37) 
Finally, note that property (*) implies that 
(2 .38) 
Dilating the cube Q by 8- ", we obtain a cube Q' of side 1, and we obtain 81- ,,_ 
separated sets WI" Bv of 2cSl-"-tubes. Hence, we can apply the hypothesis to 
obtain 
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Making the change of variables x ----+ o·x, we obtain 
Using estimates in (2.38), we have 
(2.40) 
Using estimate (2.39) and then estimate (2.40) in (2.37) and making the nec-
essary cancelations, we get 
< /lop' u (I - O)P' Ilo-q,ILVIIP' 
rv ,... 0 LP'(Q) 
the last inequality follows from the fact that /-L , v :s 0-· when we note that 
(1 _ B)p' > _d_. 
d - 1 
(2.41) 
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Using (2.41) in (2.36) , we have 
ltv 
/.LV 
since there are ;S log( (\' - 1)2 terms in the summation. This yields the claim of 
the lemma given that (\'0 is small enough. D 
We continue the proof of Lemma 2.5.2. Note that the lemma is obvious for 
(\' 2: (\'0 , and we prove the lemma for the values of (\' such that (\'1-0 > (\'0. An 
obvious induction argument yields the claim of the lemma. 
We estimate To using Lemma 2.5.1 and estimate So using Lemma 2.5.3 in 
the following way. For each (\'o-cube Q, applying Lemma 2.5.3 to the sets 
nw(Q) := {w E W : w "-' Q}, nB(Q):= {b E B : b"-' Q}, 
we obtain 
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Summing over Q, we obtain 
(2.42) 
Lemma 2.2.1 each tube belongs to at most one bush; hence, each tube is 
related to ;S 1 bE-cubes. Using these bounds in (2 .42), we obtain 
which yields the claim of the lemma. o 
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2.6 Proof of Theorem 2.1.3 
We do the rest of the proof in general dimensions. Lemma 2.5.2 and the 
following theorem yield the claim of Theorem 2.1.3. 
Theorem 2.6.1. Let d ~ 3 and c > O. Assume that p, q and r satisfy the 
inequalities {2.2}, {2.3} and {2.4}, and r ~ q ~ p. Let Wand B be disjoint 
segments of 'Yd. Assume that for any 0 > 0, and for any o-separated Wand 
8, we have 
where lip + l ip' = 1 and 11r + 11r' = 1. Then the restricted X-ray transform 
X is bounded from the Sobolev space WP,Cc(Qd to Lq(y). 
In the proof of Theorem 2.6.1, we work with the operator 
Xof(l) = i5d~1 1 f(x)dx, 
18 
where lo is the 15 neighborhood of lin JRd. Xo is simply the operator X thickened 
by 15. It is easy to see that the adjoint map X; of Xo which takes functions 
defined on Cd to functions defined on JRd is defined via 
X;f(u) = 11 r XI8(t,x)(u)f(l(t ,x))dxdt. 
-1 JHt 
The hypothesis of Theorem 2.6.1 is essentially a bilinear estimate for X;; in 
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the proof, we convert it to a linear estimat e. The argument is quite standard, 
and we omit some details; the proof below is a variation of the one in [35] . 
We need the following rescaling map for the curve I'd : Fix a point I'd(tO) 
and consider the basis bd(tO),I'~(to), ""I'~d-l)(tO)} for .!Rd. Define TJJ via 
T tO( (j )(t )) - Nj (j)(t) . - 0 1 2 d - 1 N I'd 0 - I'd 0 , J - , , , ... , . 
Lemma 2.6.2. i) TJJ t akes the curve I'd to itself, thus taking the I'd-rays to 
I'd-rays. Moreover, we have the following formula: 
ii) TJJ takes a segment of length N - 1 centered at I'd(tO) of the curve I'd to a 
segment of length ~ 1. 
Proof. We prove that TJJbd(t)) = I'd(N(t - to) + to), which yields the claims 
of the lemma. Let A be the d x d matrix whose ith column is 1'~-l(tO) ' i.e. , 
A = b d(tO) I'~(to) "' I'~d-l)(tO) ] and B = diag(l , N, ... , N d- 1 ) . Note that 
Let f ( t) = t j. Using the equality 
(t - to)j f(t) = f(to) + f'(to)(t - to) + ... + f(j)(to) ., ' 
J. 
(2.43) 
(2.44) 
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and the definition of ')'d(t), we have 
( d-l]T _ ( (t - to)2 (t - to)d-l T l,t , ... ,t - A1,t-to, 21 , ... , (d-1)1]· 
Using (2.44) and (2.45) in (2.43), we have 
(t - to)2 (t - to)d-l T 
AB(I, t - to, 21 ' ... , (d _ 1)1 ] 
(2.45) 
(N(t - to))2 (N(t - to))d- l T 
A(I, N(t - to), 21 , ... , (d _ 1)1 ]. (2.46) 
Using (2.45) by replacing t with N(t - to) + to, we obtain 
(2.46) = (1 , N(t - to) + to , ... , (N(t - to) + to)d-l] = ')'d(N(t - to) + to). 
o 
Let s be a segment of the curve ')'d of length N- 1 centered at ')'d(tO). We 
denote TfJ by Ts, and we denote the subset of Cd consisting of all lines whose 
directions are in s by Cd. Since Ts takes ')'d-rays to ')'d-rays, there is an action 
Ts : Cd ---> Cd· We give some more definitions: 
D efinition. Let Y be a subset of a metric space. We denote the characteristic 
function of N(Y, T)) by XY,l). 
Let Y be a subset of Cd, then we have 
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(iii) XJXY(x) ~ N-1 XJxTay(Tsx). 
To prove (i), note that Ts expands 8 by a factor ~ N by Lemma 2.6.2, and 
for any I'd(t) E 8 , Ts expands volumes in H t by ~ N d(d-l) /2. This follows from 
the observations that 
(2.47) 
and Ts essentially preserves the lengths in I'd(t) direction. Inequality (ii) fol-
lows from (i) and the observation that N(TsY, 0) ~ TsN(Y, CoiN). Finally, 
inequality (iii) follows from the fact that Ts expands 8 by a factor ~ N. 
Lemma 2.6.3. Fix a large constant C. Let c > 0, d 2: 3 and p , q, r be as in 
Theorem.2.6.1. Let Z C Cd and R be a subset ofIRd such that for any I'd-ray I, 
N(l, 0) n R is contained in a cube of side 1. Let S be a subset of R satisfying: 
If XES, then there are two segments 81 and 82 of I'd such that 
i) 81 and 82 are of length C-1 , 
ii) The distance between 81 and 82 is at least C-l, 
iii) min(X.i(Xznc. ,),X,5(Xznc.2 » 2: T/. 
Then, 
Proof. First note that it suffices to prove the lemma with R replaced with Ql. 
To see this, assume that we have proved the lemma for cubes of side 1. Tile 
R by cubes of side 1, R = UiQi say. Let Zi be the 0 neighborhood of the set 
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{l E Z : N(l, 6) n Qi =I- 0}. Note that 
lSI ,:s L i IS n Qil ,:S 6-'7] - P' Li IIXz; 11~.r' 
,:S 6-' 11 Li XZi 11 ~:.r' ,:S 6-'llxz.8 11 ~: .r'; 
the third inequality follows from the fact that p' ~ q' 2: r', and the last 
inequality can be obtained by noting that for any "/d-ray l, N(l,6) intersects 
,:S 1 of the cubes Qi. 
Also note that "/d can be covered with ,:S 1 segments of length slightly larger 
than C- 1 so that any segment of length C- 1 is contained in one of the segments 
in the covering. The set C of pairs of the segments in the covering has ,:S 1 
members and for any pair of segments 81 and 82 as in the lemma there is a 
pair (e1' C2) E C so that 8i C 14, i=l,2. Hence, it suffices to prove the lemma 
assuming that the segments 81 and 82 are independent of x. 
Let Zi = Z n Cs;> i = 1,2. Let W (resp. B) be 6-separated subsets of Zl 
(resp. Z2)' Denote the characteristic function of the 6 neighborhood of w E W 
in Cd by Dw and the characteristic function of the C6-tube whose axis is w 
by Xw' Note t hat X; Dw ,:S 6Xw . Hence, X; Zl ,:S 6 L w xw = 6<.I>w· Similarly, 
we have XtZ2 ;S 61>8. Using these and the hypothesis of Theorem 2.6.1, we 
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obtain 
II min(X;xzu X;X Z2 ) II~p' (Q,) ;S lib min( <I>w, <I>B) II~p' (QI) 
;S b- "(bdmax( IW I, IB IW'lr' 
< b- " max( IN(ZI,b) I, IN(Z2,b) I)P'lr' 
;S 3-" lI xz,511~,r';S b-"llxz,5 11 ~;,r'; 
we used the fact that q' :::: r' in the last inequality. This yields t he claim of 
the lemma using Tschebyshev's inequality. o 
Lemma 2.6.4. With the hypothesis of Theorem 2.6 .1, we have 
for any Y C Cd. 
Proof. Below, we prove that 
(2.48) 
This yields the claim of the lemma as in the proof of Lemma 2.5.1. Note that 
(2.48) is obvious for A < bB , where B is a large enough constant. The reason 
for this is that the left-hand side is bounded by 1 and the right-hand side is 
2: 1 if A is small and Y is non-empty. Therefore, we assume that A > bB. 
Now, we prove (2.48). Fix a sufficiently large constant C that depends on 
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c and B. Let A = {x E Q1 : X.5'XY(x) ~ A} and Aa be the set of all points 
x E Q1 such that 
i) there are two segments 81 and 82 of length (5 of id, 
ii) the distance between 81 and S2 is between (5 and C(5 , 
iii) X.5'(XYnG. ) ~ C- 18"A for i = 1, 2 . 
. 
We claim that UaAa 2 A, where the union is over dyadic (5 > 15K , where K 
is a constant which depends on B. 
Let x E A. Let (5 be the smallest number such that X.5'(Xync.)( x ) ~ 
(C (5)"1 K A for some segment 8 of length C (5. Note that the lower bound for 
A implies that (5 ~ 15K . Divide S into ~ C segments 8i of length (5. Since (5 
is minimal, for any segment 8i, X.5'(Xync.)(x) < (5"IKA. On the other hand, 
• 
least 3 segments Si such that X.5(XYnc. ) ~ C- 1(5"IK A, which proves the claim 
, 
since (5 > 15K . 
By pigeonholing, there is a (5 such that IAa l 2: 8" IAI. Using the rescaling 
maps and Lemma 2.6.3, we find a bound for IAal, which is independent of (5. 
To do this, consider a covering of i d with C(5-segments Si with bounded 
overlap. Let A~ be the set of points x E Aa such that the two (5-segments in 
the definition of Aa are contained in Si. Note that Aa = UiA~ . 
Fix one of the Si 'S. Note that the sets R = Tsi(Ql) , Z = TSi(Y n GsJ and 
s = TSi(A~) satisfy the hypothesis of Lemma 2.6.3 with T) = 8- 1 A. R satisfies 
the hypothesis since TSi essentially preserves distances in id direction. Thus, 
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using Lemma 2.6.3, we obtain 
(2.49) 
Using property (ii) of the map TSil we have 
Using (2.47), we have 
(2.50) 
d(d- 1) V( 1 d(d-1)) 
Equation (2.3) implies that (J" 2 (J"V (J" - qr+--,;:r- :s 1. Using this in (2.50), 
we obtain 
(2.51) 
Now, note that the sets N(Y n GSil (J"5) have bounded overlap. Thus, using 
(2.51), we get 
Si 
Si 
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the last inequality follows from the observation that N (Y, (Yo) c N(Y, 0). 0 
Proof of Theorem 2. 6.1. 
Using duality, Lemma 2.6.4 implies that 
(2.52) 
Now, we trade c derivatives for the o-e factors. This argument is standard; 
we follow [33] and omit the details. We can assume that Ilf ll wp,e=1. Using a 
suitable partition of unity (see, e.g., [33], p. 597), one can find functions fJ, 
j = 1, 2, ... with Fourier support in {~ : I~I ::::; 2j} such that L: j 2'lj llfj ll p ;S 
Ilfllwp,e = 1 for small T) and 
IXfl ;S 1 + I: IX2- ; fjl· 
j 
Using (2.53) and (2.52) with c = T) , we have 
j j 
which is the claim of Theorem 2.6.1. 0 
(2.53) 
48 
Chapter 3 Elliptic Maximal Function 
3.1 Overview and General Discussion 
In 1986, Bourgain [1] proved that the circular maximal function 
M ef (x) = sup ( f (x + ts) da(s) 
t>o J 8' 
is bounded on V'(ll~?) if P > 2. Different proofs were given in [22] and [26]. 
In [24], Schlag generalized this result and obtained sharp V' ---> Lq estimates 
for Me. 
In this part of the thesis, we attempt to generalize Bourgain 's theorem in a 
different direction; we consider a natural generalization of the circular maximal 
function by taking maximal averages over ellipses instead of circles. 
More explicitly, let [; be the set of all ellipses in JR2 centered at the origin 
with axial lengths in [1 / 2, 2]. Note that we do not restrict ourselves to the 
ellipses whose axes are parallel to the co-ordinate axes. The elliptic maximal 
fun ction, M, is defined in the following way: Let f : JR2 ---> JR , then 
where da is the arclength measure on E and lEI is the length of E. 
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We are interested in the £P mapping properties of M. 
Proposition 3.1.1. M is not bounded in £P for p :::; 4. 
Proof. It is easy to see that M is not bounded in £P for p < 4 by applying it 
to the characteristic function , 10, of the o-neighborhood of the unit circle and 
taking the limit 0 ---> O. A simple calculation shows that for all x E B(O, I), 
we have Mfo(x) ~ 01/4. Therefore, IIMllp ~ 01/4 , whereas Ilfolip R;j 01/p. 
To prove that M is not bounded in £ 4 , consider the function 
90(X) = (11 -Ixll + 0)-1/4XB (O,2)\B(O,1)' (3.1) 
Note that 1190114 R;j log(l j O)1/4. On the other hand, we have M90(X) ~ log(l jo) 
for all x E B(O, 1) and hence IIM90114 ~ log(ljo) (see [24J for the details). D 
In light of Proposition 3.1.1, one may conjecture that M is bounded in £P 
for p > 4. We are far from proving this conjecture. However, we obtain some 
non-trivial estimates for M . We will state our results for the key exponent 
p=4. 
The setup is the following ; we work with the family of maximal functions : 
MoJ (x) = sup IE\ll J (u) du, 
EE£ x +EJ 
(3 .2) 
where EO is the 0 neighborhood ofthe ellipse E and IEol is the two- dimensional 
Lebesgue measure of EO. We investigate the £4 mapping properties of Mo. 
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Applying Mo to the functions in (3.1), we see that the inequality 
(3.3) 
can not hold if A (6) = o(log(l/ 6)3/4). On the other hand, estimating the right-
hand side of (3 .2) by 6- 111f 1l1 implies that II M,d111 ;S 6-111 fll1 and estimating 
it by Ilfll oo implies that IIMo1 1100 ::; 11111 00' By interpolating these bounds, we 
see that (3.3) holds for A(6) ;:::, 6-1/ 4. 
Let Ed denote the 6-neighborhood of the ellipse E. We have the following 
basic property of the elliptic annuli. 
Lemma 3.1.2. Let E1 and E2 be ellipses such that the distance .0. between 
their centers is ;:::, 62/ 5 . Then 
We prove this lemma in Section 3.2 (Theorem 3.2.1(i)). Now, using this 
lemma and Cordoba's L2 Kakeya argument [8], we prove the simple fact that 
(3.3) holds for A(6) ;:::, 6- 3/16 . 
Lemma 3.1.3. 
6> O. 
Proof. The lemma follows by interpolating the trivial Loo bound with the 
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following restricted weak type estimate: 
IIMJfI1 2,oo;oS 0-3/8 1I fI12,1' (3.4) 
Fix a set A in B(O, 1) and A E [0,1]. Let n = {x : MJ(XA) > A}. Take a 
o-separated set {Xl , ... , Xm} in n. We have 
(3.5) 
For each Xj, choose an ellipse Ej such that IEJ n AI > AO. Using Cauchy-
Schwarz inequality, we have 
mOA < I=IEJnAI = 1 LXEj 
j=l A j 
< IA11/2 11 LXEJI12 
j ( r/2 - IA1/2 L IE; n EZI (3.6) 
j,k 
Now, we estimate the sum I:j ,k IEJ n EZI using Lemma 3.1.2. We have IEJ n 
EZI ;oS I Xj~~:ll/4 given that IXj - xk l ;::; 02/ 5 . Using this, we obtain for fixed j 
;oS 0-2 r 05/ 4 1 4 dx + 0- 2 r odx 
J1 ?:,IXj-xl?:,J2/5 IXj - xl / J 1Xj - xl;SP/5 
< 0-3/ 4 . 
~ 
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Thus, 
~ IEff n EZI ;S mJ-3/ 4 . (3.7) 
j,k 
Using (3.7) in (3.6), we have 
Hence 
which proves (3.4). o 
We have the following improvement: 
Theorem 3.1.4. For all c > 0, inequality {3.3} holds with A(J) = 15- 1/ 615-°. 
Theorem 3.1.4 is a corollary of the following stronger theorem, which is the 
main result of this chapter. 
Theorem 3.1.5. IIM8fI124/7,oo;S J-1 /3 Ilog(J)15/41Iflb· 
In the proof of Theorem 3.1.5, we use a combinatorial method of Kolasa 
and Wolff [18] , [34]. 
Note that in the proof of Lemma 3.1.3, we assumed that any two ellipses 
can be third order tangent to each other in a given set of ellipses. However , in 
Section 3.3 (see Theorem 3.3.1), we obtain a Marstrand's three circle lemma 
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[20] type result for ellipses and use it together with the combinatorial method 
to obtain a bound for the third order tangencies. This is the main ingredient 
of the proof of Theorem 3.1.5. 
This technique was also used in [24], [26], [25] and [21]. 
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3.2 Intersection of Elliptic Annuli 
The proof of Theorem 3.1.5 utilizes an analysis of the intersection properties 
of elliptic annuli. In this section and the next one, we obtain the necessary 
geometric facts about ellipses . The main result of this section is Theorem 3.2.1 
below. It gives a bound for t he measure of the intersection of two ellipt ic 
annuli. Let E,;J denote the ellipse {x E ]R2 : (Xl ~Zl )2 + (X272)2 = 1}, and let 
E,;J,B denote the ellipse E;J rotated counter-clockwise by an angle e around 
its center. Let N(A, v) denote the V neighborhood of the set A. Also let d(x, y) 
denote the distance between the points x, y E ]R2. 
Theorem 3.2.1. Let d(z, y) = 6. 2: 02/ 5 . Then 
i) the measure of the set N(E;J,B, v) nN(E;,b, 0) is ,:S 0'(0'/6.)1 /4, 
ii) if the measure of the set N(E;J,B,o) nN(E;,b,o) is 2: 0'(0'/(u6.))1/4, 1,:S 
u « (6. /0')1/3, then we have 
In the rest of this section, we prove Theorem 3.2 .1. 
Let 8 1 denote the unit circle. First , we find a relationship between the pa-
rameters z l , Z2, e and f of an ellipse E,;J and the measure of the set N(E;J, O')n 
N(8\ v) . We begin with the following basic lemma. 
Lemma 3.2.2. Let N be a positive integer . There exist constants K 1 and K 2 
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such that for all a > 0 and for all 0 > 0, we have 
N L: la; la; > 0 ~ 3X1 E (0, KIa) and X2 E ( -KIa, 0) 
;= 0 
N 
such that I L: a;x;1 > K 20, j = 1,2. 
;=0 
Proof. The statement is trivial if a = 1, and the general case follows from this 
by the change of variable y = xa. o 
Let Sf be Sl n {x E ]R2 : X2 > 0, IX11 < 2/ 3} . In the proof of the following 
theorem, we use without mentioning equalities of the form 
where the implicit constants depend on S,C1,C2 ' 
Theorem 3.2.3. Let d(z, 0) = /::;, ;::: 02/ 5 . Then 
i) the arclength of E~,f nN(St,o) is.:s (0/ /::;,)1 /4. 
ii) if IE~,f nN(st,o)1 ;::: (0/(U/::;,))1/4 for some 1 .:s U « (/::;'/0)1/3, then we 
have 
IZ1 1 .:s min(u3/2(0 /::;,)1/2,u9/4(0/6.)3/4), (3 .8) 
If - e21 .:s min((u/::;,)3/401/4, U 3/ 2 (0/ /::;, )1/2), (3.9) 
IZ2 + f - 11 .:s min((u/::;, )3/401/4 , u 3 / 2 (0 / /::;, )1/2) . (3. 10) 
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Proof. Consider the function 
Take a point t E (-2/3,2/3) such that If(t)1 < 6. Note that the set E;,J n 
N(Sl,6) consists of at most four connected components. Hence, it suffices 
to prove that there exists Xl E (t - (6/1:.)1/4, t) and X2 E (t, t + (6/1:.)1/4) 
such that If(xj)1 > 6 for j = 1,2, and if Xl or X2 are not in the (6/(ul:.))1/4 
neighborhood of t for 1 .:s u « (1:. / 6)1/3, then (3.8) , (3.9) and (3.10) are 
valid. 
We consider the first five terms of the Taylor expansion of f(x) around t. 
f(x) - Z2 + (jw- l - 1)(1 - t2)1/2 
+ [(~(Zl-t)W + t)(1-t2)-1/2] (x-t) 
+ ~ [(1 - t2)-3/2(1 - LW3)] (x - t)2 
2 e2 
+ ~ [(1 - t2)-5/2(t - W5L (t - Zl))] (x - t)3 
2 e4 
+ ~ [(1 - t2)-7/2(1 + 4t2 - w71 (1 + 4(t - Zl)2/e2))] (X - t)4 
8 ~ 
1 [ 3 + 4rl f 3e2 + 4(17 - Zl)2 ] 5 
+ 24 17 (1 _ 172)9/2 - e8 (17 - Xl) (1 _ (17 _ Zl)2/e2)9/2 (17 - t) , 
17 E (t - Ix - tl, t + Ix - tl). 
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Choose u such that 
4 ( 0 ) i / 4 ~ lail ut::. = 0. 
We have 
la·1 < (Ut::. )i/401-i/4 for i = 0 1 2 3 4 l _ , , , , . 
We consider two cases: 
(i) u ~ (t::./0)1/3. Lemma 3.2.2 shows that if we omit the error term Er, then 
the arclength of the intersection is :s (0 / t::. ) 1/ 3. It is easy to see using the 
hypothesis t::. ~ 02/5 that the error term is not significant. 
(ii) u « (t::. /0)1/3 . Using the definitions of ao, a1, a2 and a3, we obtain 
z2(1 - t2)-1/2 + jw- 1 = 1 + 0(0), 
~(t - Zl)W = t + 0((Ut::.)1/403/4) , 
e 
~ w3 = 1 + 0((Ut::.)1/201 /2) , 
e 
~ (t - Zl)W5 = t + 0((Ut::.)3/401 /4). 
e 
Substituting (3. 13) into (3 .14), we obtain 
which implies that 
(3. 11) 
(3.12) 
(3.13) 
(3. 14) 
(3.16) 
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Substituting (3.13) into (3.12), we obtain 
which implies that 
Subtracting (3.15) from (3.17), we obtain 
Substituting (3.13) into (3.11), we obtain 
Case a) Assume IZ21 :::::: ,0. . Equation (3.20) implies that 
Using this in (3.19), we obtain 
(3.20) 
(3.21) 
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which implies using (3 .17) that 
(3.22) 
Using the fact Ie - PI ~ t::,. and (3.21) in (3.16), we obtain 
This and the definition of w implies that 
On the other hand, using (3.21) and (3.22) in the definition of w , we obtain 
Hence, using (3.13), we have 
(3.23) 
Using (3.21), (3.22) and (3.23) in (3.18), we obtain 
(3.24) 
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Finally, using (3.22) and the estimates for Iw - 11 in (3.11), we obtain 
(3.25) 
Case b) Assume IZll ~ t::, . Using (3.18), we obtain 
(3.26) 
Using (3.13), we obtain 
which implies using (3.26) that 
(3.27) 
Using the definition of w, we obtain 
Hence (3 .27) implies that 
I
t - Zl I 
- e - - t ~ t::,. (3 .28) 
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Using (3.15), we obtain 
which implies using (3.28) that 
Hence Ie - PI ;::: 6. and (3.20) implies that IZ21 ;::: 6.. Thus the estimates that 
we obtained in case a) are valid. 
Applying Lemma 3.2.2 (with Klo instead of the 0 in the lemma, for a 
sufficiently large Kl)' we see that If(x) - Erl > Ko, for some Xl E (t-
K(0/(U6.))1/4,0) and X2 E (0, t + K(0/(u6.))1/4). 
Now, we prove that 
Er = 0(0) 
for X E (t - K(o/(u6.))l /4, t + K (0/(u6.))1/4). Note that the estimates that 
we obtained in part a) imply that 
Ie -11, If - 11 ;S 6.. 
Let 
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We have 
IEr l ;S (h(TJ) - ~h(TJ - Z1 ))lx_t I 5 
e e 
_ (h(TJ)_h(rJ- Z1)+h(rJ - Z1)(I_ ~))lx-t I 5 
e e e 
;S o. 
Finally, we prove that u can not be < < 1. Assume that u < < 1. Using the 
definition of a4 and the estimates we obtained above, we obtain 
la41 > I f I f I 71 I ? (t - Z l )2 t - Zl 2 7 f ~ 1 - e4 - e4 1 - w - t- - - e- 1- (-e-) 11 - w e41 
Hence, u can not be < < 1. This yields t he upper bound for the arclength of 
the intersection. 
Let min±(A ± B ) denote min(A + B , A - B). 
Corollary 3.2.4. Let d(z, 0) = 6. ~ 02/5. Then 
i) The arclength of E~,j nN(SI,o) is ;S (0/6. )1/4, 
ii) if it is ~ (0/(u6.)) 1/4, 1 ;S u« (6./0) 1/3, t hen we have 
D 
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Proof. We divide N(Sl, b) into four segments; N(Sl, b) = u;=lN(Sl, 5), where 
N (Sf, b) is as before and N (Sl ,b) is obtained by rotating N (Sf, b) around the 
origin in /2 degrees. Note that if the intersection of the ellipse with N (Sl, b) 
is large, then its intersection with one of N(Sl, b) should be large, too . 
Let IE:,! nN(St,5)1 > (b / (ull))1 /4, for some 1;S u « (ll / b)1/3. Triangle 
inequality and (3.8) imply that 
(3.29) 
Equation (3.9) implies that 
Hence, we have 
(3.30) 
Using (3 .29) and (3.30) in (3.10), we obtain 
Applying Theorem 3.2.3 (after a rotation) also in the cases where N(St, b) 
is replaced with N(Sl, b) , i = 2,3,4 yields the claim of the corollary. 0 
Proof of Theorem 3.2.1. By a dilation, a translation and then a rotation, we 
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can transform Ea,b into 8 1 and Ee,!,e into Ee,,!,. We have 
XO,yO z w 
ef 
ab 
d(w,O) da,b(Z,y); 
here the first equality holds since the area of the region inside E;,!,e is equal 
to the area of the region inside E:V"j, times abo 
The claim follows by applying Corollary 3.2.4 to E:V"j" 8 1 and using the 
fact that for any sets A and B, we have 
N(A, 0) n N(B, 0) c N(A n N(B, 20), 0). 0 
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3.3 Two Ellipses Theorem 
Theorem 3.3.1 below is the basic ingredient of the proof of Theorem 3.1.5 . It 
can be considered as a Marstrand's three circles theorem [20] type result for 
ellipses. 
Theorem 3.3.1. (Two ellipses Theorem) Fix b. 2: 02/ 5 , d 2: 0 and u 2: 1. 
Take any two ellipses E1 and E2 such that the distance between their centers 
(C1, C2 respectively) is approximately d. Then the o-entropy of the set 
S :={x E ]R2 : Ix - cil 2: b., i = 1,2, :3 an ellipse E centered at x such that 
lEO n Etl 2: 0(0/ub.)1 /4, i = 1,2,} 
Proof. By making the suitable translations, rotations and dilations we can 
assume that E2 = Sl and E1 = E;,b, where Iyl R:; d. Since the statement of 
the theorem is void if u 2: (b.jO)1/3, we can further assume that u < < (b./ 0)1/3. 
Denote U 3/ 2 (0/ b.) 1/2 by ~, and consider the functions 
F(x) (lxI2, da,b(X, y )2), 
G(r, s) - min(l- 1 ± vr + (aW/3(1 ± Js)!). 
± 
Theorem 3.2.1 implies that the set S is contained in the set 
S := {x E ]R2 : Ixl 2: b., d(x, y) 2: b., G(F(x)) ~ O· (3.31) 
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It is easy to see that the measure of the set BE := {(r, s) : G(r, s) ;S 0 is ;S /;" 
(note that /;" ;S 1). 
Below, we prove that the measure of the inverse image of a set of measure 
/;" under F is at most (/;"/d)1/2(llog(/;"/d)1 + 1), which yields the claim of the 
lemma. 
Let BE be a set of measure /;" and A,., be the set where the Jacobian of F, 
J F, is less than T). Co-area formula (see , e.g., [12] Theorem 3.2.3) implies that 
(3.32) 
Claim. I A,., I ;S (T)/d)(llog(7]/d)1 + 1). 
Proof. Without loss of generality, we can assume that IYll ;::, d. It is easy 
to calculate that 
Hence, 
(3 .33) 
This shows that if la2 - b2 1 « d, then I A,., I ;S T) / d. Now, assume that 
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\a2 - b2 \ ;::: d. (3.33) implies that 
which proves the claim. 
Claim of the theorem follows from (3.32) and the claim above by choosing 
o 
68 
3.4 Proof of Theorem 3.1. 5 
Let A C ]R2, 0 < A ::; 1 and n = {x E]R2 : MoXA (x) > A}. We need to prove 
that 
( I
AII/2) 24/7 Inl :S I log (5) 15/45-1/ 3 - A- , 
Without loss of generality, we can assume that A c B(O, l) . Let {Xj}~1 
be a maximally 5 separated set in n. Note that 
(3 .34) 
Choose ellipses E j centered at Xj such that 
IE} n AI > AIE}I ~ A5. 
We have 
M M 
M5A < 2:: IE} n AI = 12:: XEJ ~
j = 1 A j=1 
M 
< IAII/2112:: XEj 112 
j=l 
-
( M r/2 IAII/2 fIlE} n EZI (3.35) 
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Let 
Using this notation, we can estimate ~Z=1 IEff n EZI as 
M 
L IEff nEtl ;S 
j,k=1 
M 
L L ISt.,u I6( u~)1/4+ L6min(M,6- 6/ 5 ) 
02/5;St.;51 u J=1 
< L L I St. ,uI 6(u~)1/4 + M17/1263/lO, 
5'/5 ;St.;S1 U 
(3.36) 
where the summations are over the dyadic values of ll. and the dyadic values 
of U E (1,6-K ) (since the terms with u greater than a high power of 6-1 
makes negligible contribution, and Lemma 3. 1.2 implies that St. ,u is empty if 
ll. > 62/ 5 and u« 1). 
Now, we find a bound for the cardinality ofthe set St. ,,,, using Theorem 3.3.1. 
Consider the set of triples: 
Q {(j, k1' k2) : IXj - xk.l E (ll.,2ll.), 
6(~)1/4 < lEo n EO I < 6(_6_)1/4 i = 1 2}. 
ull. - J k , - 2ull. ' , 
We calculate the cardinality of Q in two different ways. Let 
Sj := I{k : (j , k) E St.,u}!. 
Note that there are at least SJ triples in Q whose first co-ordinate is j. Hence, 
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we have 
(3.37) 
On the other hand, we can choose k1 in M different ways, and for fixed k1, 
there are at most min (M, d2/02) indices k2 such that IXk2 - Xk,l E (d,2d). For 
any such (k1 , k2 ), by Theorem 3.3.1 and o-separatedness, there are at most 
0-2min(llog(0)ld-1/2u3/4(0/~)1/4 ,~2) indices j such that (j,k1,k2) E Q. 
Summing over dyadic d E (0,1), we obtain 
(3.38) 
Using (3.38) in (3.37), we have 
ISL1 ,u l ;S (MIQI)1/2 
< -llog(0)11/2 min u M1/2~ M ((M )3/8 ) ~ 0 (0~)1/8 ' 
< Mllog(0)11/2 ((MU) 3/8 ) 2/3 (M1/2~)1/3 
~ 0 (0~)1/8 
M 17/12 
;S 013/12 Ilog(0)11/2(u~)1/4. (3.39) 
Using (3.39) in (3.36) together with the fact that there are at most log(0)2 
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terms in the summation, we obtain 
j,k=l 
(3.40) 
Using (3.40), (3.35) and (3.34), we have 
( I
AI1/2)24/7 Inl ;S M 02 ;S I log (0) 15/40- 1/3_>.._ , (3.41 ) 
which yields the claim of the theorem. 
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