Abstract. We prove an effective version of the Chebotarev theorem for the density of prime ideals with fixed Artin symbol, under the assumption of the validity of the Riemann hypothesis for the Dedekind zeta functions.
Introduction
For a number field K, n K denotes its dimension, ∆ K the absolute value of its discriminant, r 1 (K) the number of its real places, and r 2 (K) the number of its imaginary places. Moreover, p denotes a nonzero prime ideal of the integer ring O K and Np its absolute norm. The von Mangoldt function Λ K is defined on the set of ideals of O K as Λ K (I) := log Np if I = p m for some p and m ≥ 1, and is zero otherwise. Let K ⊆ L be a Galois extension of number fields with relative discriminant ∆ L/K . For P a prime ideal of L above a non-ramified p, the Artin symbol L/K P denotes the Frobenius automorphism corresponding to P/p. We further denote to the group of fractional ideals of K coprime to ∆ L/K . Let C be any conjugacy class in G := Gal(L/K) and let ε C be its characteristic function. Then the function π C and the Chebyshev function ψ C are defined as
We define two further functions which are closely related to π C and ψ C and easier to deal with. They are built using an arithmetical function which comes from the theory of Artin L-functions and extends ε C L/K p to ramifying prime ideals. To wit, for any prime ideal p ⊆ O K (possibly ramified) let P be any prime ideal dividing pO L , let I be the inertia group of P and τ be one of the Frobenius automorphisms corresponding to P/p. Let Observe that ψ C (x) and ψ(C; x) agree except on ramified-prime-powers ideals, being In particular, 0 ≤ ψ C (x) ≤ ψ(C; x) for every x. Joseph Oesterlé proved that
under GRH. This result was announced in [16] , but unfortunately its proof has never appeared.
On the other hand, Lowell Schoenfeld [22] proved that the Riemann hypothesis implies that
This result shows that it should be possible to improve the constants appearing in Oesterlé's result. Bruno Winckler [24, Th. 8 .1] proved a result similar to (1.4), but with larger coefficients of logs in the log ∆ L and n L parts.
In [7] we have proved an analogue of Schoenfeld's result for number fields, i.e., for the case K = L. In this paper we generalize this work to the full set of extensions and classes, as in Oesterlé's result, but with the improved constants. In fact, the following theorem states our main result. Theorem 1.1. Assume GRH holds. Then ∀x ≥ 1
From the proof it will be clear that the constants +2 have nothing special and other values are possible. For instance, one can prove that
again for all x ≥ 1. Moreover, the +100 can be removed if n L ≥ 11, and both +2, +100 can be removed if x is large enough. One can also prove a result of the form of [7, Corollary 1.3] where log x is substituted by log cx log 2 x for some constant c. All remarks apply also to ψ C (x).
By partial summation one deduces the following result. 
− log log x π log x + 5.8 log x log ∆ K + 1 8π − log log x 2π log x + 3.6 log x n K log x+0.3+ 14 log x .
Bound (1.5) allows to conclude that for every class C there is a prime ideal p with Np ≤ (( 1 2π log δ +o(1))log ∆ L (log log ∆ L ) 2 ) 2 which is not ramified and for which L/K p = C, where δ is a lower bound for the root discriminant of the family of fields for which we would like to apply the result: √ 3 is a possible value for all fields. This consequence of any bound of type (1.5) is already discussed in Jeffrey Lagarias and Andrew Odlyzko's paper [11] , where they deduce the existence of a bound of the form c(log ∆ L (log log ∆ L ) 2 ) 2 for those ideals. In the same paper a different approach allowing to remove the extra factor (log log ∆ L ) 4 is proposed. As a byproduct of the tools we apply to deduce the theorem we prove the following result. The proof of this corollary shows that the constant 1/3 is actually an estimation of a function going to zero when the discriminant diverges, and that the constant 15 can be removed when the degree of the field is large enough. However, the main constant 1.16 is rooted in the method and can be improved only marginally. In particular it remains larger than 1. This implies that the case k = 1 of the corollary is weaker than the analogous conclusion of the paper by Eric Bach and Jonathan Sorenson [2, Th. 3.1], further improved for the case where K = Q and L/Q is abelian by Youness Lamzouri, Xiannan Li and Kannan Soundararajan [12, Th. 1.2] (see also [13] ). The claim with k ≥ 2 cannot be reached with Bach-Sorenson's or Lamzouri-Li-Soundararajan's approaches.
We have made available at the address: http://users.mat.unimi.it/users/molteni/research/chebotarev/chebotarev.gp the PARI/GP [18] code we have used to compute the constants in this paper.
Facts
Let
As observed by Ingham [10, Ch. 2, Sec. 5], since ψ(C; x) is non-decreasing as a function of x, one has the double inequality
We let, for s > 1, 
ds.
Let g be any element in C, then the orthogonality of the irreducible characters φ of G allows to write
where
The definitions of θ C and φ K are modelled on the definition of the Artin L-series L(s, φ, L/K), so that we have
This formula entails Artin L-functions, but following an argument of Lagarias and Odlyzko (which comes from Deuring [5] and MacCluer [14] ) we can modify the identity in order to use only Hecke L-functions. It is [11, Lemma 4.1] , but a quick review can be useful. As above, let g be any fixed element in C. Let H be the cyclic group generated by g and let E := L H , the subfield of L fixed by H. Let f g : H → C be the characteristic function of {g}. A direct computation shows that it induces on G the class function Ind
Thus, the characteristic function of C is
and the characteristic function of C is now written as
Using the definition of θ C , we find that
In this way we get
where only abelian (i.e., Hecke, by class field theory) L-functions appear. Thus, let E ⊆ L be an abelian extension of fields and let χ be any irreducible character of Gal(L/E). We will use L(s, χ) to denote L(s, χ, L/E). Also, set δ χ = 1 if χ is the trivial character, 0 otherwise.
We recall that for each χ there exist non-negative integers a χ , b χ such that a χ +b χ = n E and a positive integer Q(χ) such that if we define
where W (χ) is a certain constant of absolute value 1. Furthermore, ξ(s, χ) is an entire function (by class field theory) of order 1 and does not vanish at s = 0, and hence by Hadamard's product theorem we have
for some constants A(χ) and B(χ), where Z χ is the set of zeros (multiplicity included) of ξ(s, χ). They are precisely those zeros ρ = β+iγ of L(s, χ) for which 0 < β < 1, the so-called "non-trivial zeros" of L(s, χ). From now on ρ will denote a non-trivial zero of L(s, χ).
Lastly, we introduce a special notation for the type of sum on characters as the one appearing in (2.4), and for any f : Gal(L/E) → C we set
where we recall that g is a fixed element of C.
Preliminary inequalities
3.1. Reduction to Dedekind Zeta functions. Differentiating (2.6) and (2.8) logarithmically we obtain the identity
valid identically in the complex variable s. Using (2.5), (2.6) and (3.1) one sees that
Comparing the previous formula for r χ and (3.1), we get
We come back to the situation where g ∈ C and E = L g , hence L/E is a cyclic extension for which g is a generator of Gal(L/E). The following lemma computes the mean values of the parameters a χ and b χ appearing in (2.5). To simplify formulas, we will simply write from now on r 1 and r 2 for r 1 (L) and r 2 (L).
Lemma 3.1. Let
And let δ C defined to be 1 if C is the trivial class and 0 otherwise. Then
Proof. For the trivial class the result is obvious, hence assume that g has order at least 2. By duality, the set of characters of Gal(L/E) is cyclic: let ϕ be a generator. For any character χ we denote s χ the number of real embeddings ℓ of E for which the parameter p ℓ (χ) equals 1 (see [9] ). The construction of Hecke characters and L-functions shows that a χ = r 1 (E)+ r 2 (E)−s χ . In particular,
For every fixed real embedding ℓ one has p ℓ (χχ ′ ) = p ℓ (χ)+p ℓ (χ ′ ) (mod 2), thus s χ = 0 when χ is an even power of ϕ, and s χ = s ϕ otherwise. This shows that if | Gal(L/E)| is odd, then s χ = 0 for every character, while when | Gal(L/E)| is even one gets
This is the sum on the subgroup of the square characters, thus it is zero unless ϕ 2 (g) = 1. This happens if and only | Gal(L/E)| = 2, because g is a generator, and in this case ϕ(g) = −1. Thus we conclude:
To conclude, we have p ℓ (ϕ) = 1 if and only if ℓ ramifies in L/E hence s ϕ = r 2 (L)−2r 2 (E). This proves the lemma for the sum of the a χ 's. For the sum of the b χ 's it is sufficient to observe that
In the other cases we have 
where, for any ρ ∈ Z, |ǫ(ρ)| = 1 and ǫ(ρ) = ǫ(ρ).
Proof. Since ζ L = χ L(s, χ), the multiset Z is the disjoint union of the various multisets Z χ . Moreover, for each ρ in Z there is a well defined character χ such that ρ ∈ Z χ ; for this ρ we set ǫ(ρ) := χ(g). This rule respects the formula ǫ(ρ) = ǫ(ρ), because ρ belongs to Z χ if and only ifρ belongs to Zχ. Thus, we can write
The equality |ǫ(ρ)| = 1 is obvious. 
Proof. By (3.4) and Lemmas 3.1 and 3.2 we get
hence by (2.2) we have
The result follows from (3.5) and (3.6).
Lemma 3.4. We have
Proof. By (3.3) we get
Setting C → C −1 and g → g −1 in (2.3) and conjugating, we get
which by (2.2) is estimated by
by the product formula for conductors. The result follows because
Lemma 3.5. We define, for any x > 1 and any character χ,
and
Then for any x > 1,
Proof. We have
Assume first that C is not the trivial class. By Lemma 3.1,
which produces the formulas for R C and R ′ C stated in the lemma for a non-trivial class. For the trivial class, to R C we have to add n L times
Since the derivative is 1 2 log x+1 x−1 , the result follows.
3.2.
Bounds for the ramification term.
where p is the smallest prime dividing |G|, and n :
Proof. From its definition (1.3) we have
(θ(C; p m ))n log x, and (1.1) immediately shows that θ(C; p m ) ≤ min(|C|/|I|, 1). The proof concludes because the order of the inertia group is at least p for ramified primes.
Lemma 3.7. For n we have the following bounds: 
The proof will make clear that Item iv is valid even when L/K is not Galois. Moreover, the inequality log ∆ L > e 1.1714 n K holds except for just a few fields when L = K. Precisely, the only exceptions for n K = 1 are the fields L with ∆ L ≤ 25 (i.e., the cubic field of discriminant −23 and seventeen quadratic fields), for n K = 2 they are the twenty four quartic fields with ∆ L ≤ 634, for n K = 3 the four sextic fields with ∆ L ≤ 15986. There are no exceptions with n K ≥ 4.
Proof. We can assume |G| ≥ 2 otherwise n = 0. Item i. Suppose K = Q. We split the set of primes dividing ∆ L/K into three (possibly empty) sets:
whose norms are 2, {q j } b j=1 whose norms are 3 and {s ℓ } c ℓ=1 whose norms are at least
The sequence ϑ(p j )/j is strictly increasing because it is the sequence of mean values of the increasing sequence log p j . Since j ϑ(p j ) ≤ 1/ log 4 for j = 4, and since k≤4 p k = 210, the previous remark shows that n ≤ log ∆ L / log 4 as soon as 30, 210) . Thus in this range n/log ∆ L ≤ 3/log ∆ L so that it is ≤ 1/ log 4 as soon as ∆ L ≥ 4 3 = 64. There are only 21 + 19 (resp. 4 + 1) quadratic (resp. cubic) fields with ∆ L < 64; for all of them the inequality n ≤ log ∆ L / log 4 holds but for Q[
Item ii. Since L has to be a non-trivial Galois extension of K, we must have K = Q and G cyclic of order 3. We thus know that the discriminant of L (hence ∆ L ) is the square of an integer. By [8] , the only primes that can divide ∆ L are 3 and the primes congruent to 1 modulo 3
This proves that ∆ L ≥ 49 n , as needed.
In fact, we are assuming that |G| is not a prime, thus G has a proper subgroup and by Galois duality there is a proper intermediate field
Suppose K = Q. The previous computation shows that there exist integers A and B such that ∆ L = A 2 B with B squarefree and B | A. As a consequence
.
Since j 2ϑ(p j ) ≤ 1/ log 22 for j = 5, and since k≤5 p k = 2310, the previous remark shows that n ≤ log ∆ L / log 22 as soon as A ≥ 2310. Moreover, ω(A) ≤ 4 when A < 2310. Thus in this case n/log ∆ L ≤ 4/log ∆ L which is ≤ 1/ log 22 as soon as ∆ L ≥ 22 4 = 234256. Odlyzko's Table 3 shows that ∆ L ≤ 234256 is possible only for degrees n L ≤ 7, and, given our hypothesis, it remains to test only n L = 4 and n L = 6. All quartic and sextics fields with absolute discriminant up to 234256 appear in megrez table: exploring the table we found that there are only twenty five quartic fields which are Galois extensions of Q and which do not satisfy the bound (they are the fields with discriminant in {144, 225, 400, 441, 3600, 7056, 176400}), and no sextic fields. Suppose K = Q. We will prove that n ≤ log ∆ L log 24 . For n = 2, 3, 4 let S n be the set of prime ideals dividing ∆ L/K and whose norm is n and let S 5 be the set of prime ideals dividing ∆ L/K and whose norm is ≥ 5. For all 2 ≤ n ≤ 5, let a n be the cardinality of S n . Then
a n log n.
The number appearing on the right-hand side is larger than (log 24) n a n as soon as
a n log(24/n 2 ).
Note that a 3 ≤ n K and that a 2 +2a 4 ≤ n K (because these primes factorize 2O K ). As n L /n K ≥ 4, Inequality (3.7) holds for sure when
The root discriminant of K satisfies this inequality for n K ≥ 3, as one can see from line b = 1 in Odlyzko's Table 3 . For n K = 2 this is true for ∆ K ≥ 4, thus K = Q[ √ −3] is the unique exception to this argument. However, in this case S 2 is empty and a 3 , a 4 ≤ 1, thus the claim is true anyway.
Item iv. Set p 0 := 1 and let A : [0, +∞) → R be the function such that
i.e., the continuous and piecewise affine map satisfying A(ϑ(p j )) = j for every j. It is an increasing and concave map. We also introduce on (e 1.1714 , +∞) the function R(x) := x log x−1.1714 . It is increasing for x ≥ x R := e 2.1714 , convex for x ≤ ex R and concave for x ≥ ex R . Guy Robin [20] proved that ω(n) ≤ R(log n) for all n ≥ 26. As a consequence,
) when j ≥ 4 by Robin's result, and A(ex R ) ≤ R(ex R ), by explicit computation. Thus, A(x) ≤ R(x) for x ≥ ex R because A is piecewise affine and R is concave in this range. On (e 1.1714 , ex R ) the inequality still holds because R is convex here and the tangent to its graph in ex R stays above the graph of A.
. . , n be the primes ramifying in L/K. For each j let p k j be the prime integer below p j and f j be such that N(p j ) = p f j k j . We suppose that the ideals are ordered such that the sequence p k j is non-decreasing. We have
For a given p k , there are at most n K values of j such that p k = p k j , thus we get
To conclude, it is sufficient to prove that
To prove this inequality, we pick r ∈ {1, ..., f p } such that ℓn L +r = 0 (mod f p ). We then set m = (ℓn L +r)/f p , and this contributes by 1 to the inner sum on m. We repeat this procedure in the first e p blocks of length f p : the claim follows since e p f p ≤ n L .
Bounds for sums on zeros of Dedekind Zeta functions. Lemma 3.9. Assume GRH. Then, for the non-trivial zeros of any Dedekind Zeta function one has
where γ denotes the imaginary part of non-trivial zeros and e n L is positive, with e 1 ≥ 5.529, e 2 ≥ 0.751 and e 3 ≥ 0.313.
Proof. We prove this lemma as [7, Lemma 3.1]. Thus, let
We observe that g is continuous in R.
. We look for a finite linear combination of f (s, γ) at suitable points s j such that
Once (3.10) is proved, we recover a bound for the sum on zeros recalling the identity
To determine a convenient set of constants a j 's we set s j = 1+j/2 with j = 1, . 
. This produces a set of 49 linear equations for the 49 constants a j 's ensuring (3.9) for γ close enough to any point in Υ. With an abuse of notation we take for a j 's the solution of the system, rounded above to 10 −7 : this produces the numbers in Table 2 . Then, using Sturm's algorithm, we prove that the values found actually give an upper bound for g, so that (3.9) holds with such a j 's. These constants verify (3.12)
This suffices to manage all terms in (3.10) coming from all terms in (3.11) but the first one. However, we observe that a 1 > 0, a 2 > 0 and the signs of the a j 's alternate for 2 ≤ j ≤ 49.
We write
We isolate the first three terms in S(n), and group the other ones by consecutive pairs
It is easy to verify that each group decreases for n ≥ 85597, and that hence the same holds for S(n). A direct computation shows that S(n+1) < S(n) holds also for n ≤ 85597. Thus S is a decreasing sequence. Since a 1 > 0 we know that S(n) > 0 definitively and hence always. Thus, we can deduce that −e n L := 2
n) ≤ 0 which suffices to prove the claim for a generic n L , via (3.10-3.12). With the help of Lemma 3.8 we can produce a better upper bound for −e n L , at least when n L is small. In fact S is decreasing, so that
From Lemma 3.8 and since S ≥ 0, this is
whose value for n L = 1 is lower than −5.529, for n L = 2 is lower than −0.751 and for n L = 3 is lower than −0.313 (the gain unfortunately decreases quickly: it is −0.149 for n L = 4 and only −0.074 for n L = 5). 
Proof. This claim is [6, Lemma 4.1], but now we repeat the computations keeping the extra term which is proportional to r 1 . Since
the claim follows.
We rewrite Theorem A.1 for E = L and trivial character as
. With T 0 = 2π, the last line of Table 1 Table 1 , but we need also a small value for c 2 and c 3 : this choice is adequate to our purpose. This proves Lemma 3.11. For all T ≥ 2π one has
As in [7, Second sum], one has Lemma 3.12. For all T ≥ 2π one has
Proof. The proof remains the same in spite of the difference between the structure of (3.13) and Trudgian's formula we used in [7] for this purpose, because the term −1+r 1 /4 disappears in integrations. This provides the upper bound
and the claim follows from the selected values of c j 's.
Note that the formula improves upon the one in [7] because now c 1 , c 2 and c 3 are smaller.
Lemma 3.13. For all T ≥ 2π one has
Proof. Let (3.13) be written as |N L (T )−A(T )| ≤ R(T ), with A(T ) representing the main term and R(T ) the bound for the remainder term. To ease notations, we set ℓ := |1/2+2πi|. We write
where the last step follows by the general inequality
By partial summation we get
γ 2 has a maximum in 4π. Since R ′ (γ) = c 1 n L /γ this produces the bound
The claim follows from this bound, the equality
the result in (3.8) and the chosen values for the c j 's constants. 
A parametric result
Proof. Following (2.4), we consider for a character χ of Gal(L/E) the integral
Shifting the axis of integration to the left, one gets for every x > 1 the identity
where R χ (x) is defined in Lemma 3.5 and r χ and r ′ χ are defined in (3.2). By (2.4), Lemma 3.2 and using R C as defined in Lemma 3.5, this gives
so that for any h = 0, one has
for a suitable η is in the interval between x and x+h. By (2.1) we deduce:
To get an upper bound for the sum of zeros we split its contribution into two parts: above and below T . Moreover, in the lower range we isolate the contribution of |γ|≤T x ρ /ρ, which will produce the main term. Thus,
The technique we apply to bound (4.4) and (4.5) changes in some details. We thus proceed separately for the two cases.
To prove (4.1) we bound the right hand side of (4.4). Let h > 0, then |w ρ | ≤ 
By (3.14) we known that N L (T ) has order T W L (T ), by (3.15) that |ρ| has order (log T )W L (T ). The comparison of the second and the last term, hence, suggests to take h ≈ x/T . We set h = 2x/T . In this way we get:
Substituting (3.14), (3.15) and (3.16) in this equation, after some rearrangements we get:
The explicit formula for R ′ C in Lemma 3.5 gives R ′ C (η) ≤ log η−S log(η+1)+0.256n L δ C under the assumption that x ≥ 4. Using that and Lemma 3.3,
Following (4.4), we sum (4.7) and (4.8), to get:
Moreover, |2−ρ| = |ρ+1| since we are assuming GRH. Thus, by Lemma 3.10
The upper bound in (4.9) thus gives
This is the bound in (4.1), once the definition of L a is considered. To prove (4.2) we first bound the right hand side of (4.5). In this case h < 0, thus |w ρ | ≤ 
and estimating (1+
which with (3.14), (3.15) (which can be used because 1−
T is positive for T ≥ 2π) and (3.16) produces
Then −R ′ C (η) ≤ − log η+S log(η+1) hence
Summing (4.10) and (4.11), we get:
Reorganizing as above we get
We observe that, for T ≥ 2π, we have − log(1−2/T )−2/T ≤ 2.561/T 2 ≤ 5.614 √ x/T 2 , and
By (1.2), we have (4.2) from (4.12) and (4.13).
Proof of Theorem 1.1
For L = Q, the theorem is weaker than Lowell Schoenfeld's result for x ≥ 73.2, and true in the range [1, 74] by explicit computation. We assume henceforth that L = Q, i.e. n L ≥ 2. Since ψ(C; x) ≥ ψ C (x), for the proof of the theorem it is sufficient to show that
where g is an integer, p is the smallest prime divisor of g and N(log ∆ L ) is an upper bound for n, as given by Lemma 3.7, that will be made explicit later. By (4.1) and (4.2), to prove Theorem 1.1 it is sufficient to show that there is anx + ≥ 4 and, when x ≥x + , a value of T ≥ 2π such that B a (x, T, n L , log ∆ L ) ≤ 0, and that there is anx − ≥ 4 such that for x ≥x − there is a T ≥ 2π such that B b (x, T, n L , log ∆ L , |G|) ≤ 0 -where we have used Lemma 3.6 to bound R C (x). Then, the proof of the claim for x ∈ [1,x ± ] will be completed by showing that it is trivial in that range. We assume, from now on, that T = T (x) := c √ x/ log x with c := 5.2. This ensures in particular that T ≥ 2π for any x > 1.
Upper bound.
We first prove (5.1).
Step 1: trivial bound. We notice that ψ(C;
We will call this bound the trivial bound. We observe that ψ Q is constant on the intervals [p m , q n ) where p m and q n are consecutive prime powers, hence if the trivial bound is true in p m it is true in the whole interval [p m , q n ). We use the explicit bounds in [17] and [15, Table 3 ] to check that the bound is true for x < 61 if n L = 4 and for x < 71 for any other value of n L ∈ [2, 12]; at last we check that for n L = 13 the stronger bound without the x/n L term is true for x < 71, and this ensures that it is true for x < 71 and n L ≥ 13. Hence (5.1) is a consequence of the trivial bound if either n L = 4 and x < 61 or n L = 4 and x < 71.
Step 2: function B a is decreasing in L. We have
Since T (x) is an increasing function of x ≥ e 2 , ∂Ba ∂L is decreasing with x. As ∂Ba ∂L (61, T (61)) ≤ 0, we have that ∂Ba ∂L ≤ 0 for any x ≥ 61.
Step 3: function B a is decreasing in x. We have
where we have removed a few terms whose decreasing behavior is evident, and used the facts that L/n L ≥ 1 2 log 3, δ C ≤ 1, S ≤ n L and r 1 ≤ n L . Since n L ≥ 2, we bound the last two terms by max(0, 1/(cx)−4.638x −3/2 )/2 and the resulting function is an elementary one variable function which is negative for x ≥ 61.
Step 4: estimates for n L ≥ 4. For n L ≥ 4, we have log ∆ L ≥ n L (this is true for all number fields except Q and the four quadratic fields with ∆ L ≤ 7). Given that B a is a decreasing function of L for x ≥ 61, we have
as soon as n L ≥ 4 and x ≥ 61. Since δ C ≥ 0, r 1 ≥ 0, S ≥ 0 and e n L ≥ 0, we have
This upper bound is decreasing in n L because n L only appears as the denominator of a fraction with positive numerator. Since B a (61, T (61), 4, 4) < 0, the decreasing behavior of B a in n L , x and log ∆ L proves that
With the trivial bound in Step 1, we see that
Step 5: estimates for n L = 3, r 1 = 3. In this case ∆ L ≥ 49 and B a (71, T (71), 3, log 49) < 0 (where we use, as above, that δ C ≥ 0 and S ≥ 0) which, including the trivial bound, concludes the proof.
Step 6: estimates for n L = 3, r 1 = 1. In this case ∆ L ≥ 23 and we necessarily have L = K, hence δ C = 1 and S = (n L +r 1 )/2 = 2. Since B a (71, T (71), 3, log 23) < 0, the proof is complete for n L = 3.
Step 7: estimates for n L = 2, large ∆ L or large x. We observe that the trivial bound extends to x < 607 when ∆ L ≥ 300. As above the worst case is for δ C = 0 and r 1 = 0 and in that case S = 1. We have B a (607, T (607), 2, log 300) < 0, which means that the case where n L = 2, ∆ L ≥ 300 is proved.
Besides, we observe that also B a (10 5 , T (10 5 ), 2, log 3) < 0, keeping the worst case δ C = 0, r 1 = 0 and S = 1, hence (5.1) for n L = 2 is proved also for x ≥ 10 5 . Hence (5.1) is proved for n L = 2 if either ∆ L ≥ 300 or x ≥ 10 5 .
Step 8: estimates for n L = 2, small ∆ L and small x. For the remaining quadratic fields L the proof will be made together with the lower bound.
Lower bound.
We now turn to (5.2). Lemma 3.7(iv) shows that n ≤ log ∆ L /(log log ∆ L −log n K −1.1714) when log ∆ L > e 1.1714 n K .
To get an easier estimate we use line b = 4.1 of Table 3 in [15] , producing the lower bound log log ∆ L −log n K −1.1714 ≥ log(n L log 25.585−28.36)−log n K −1.1714 = log |G| log 25.585− 28.36 n K −1.1714 ≥ log(|G|−8.79).
Moreover, Lemma 3.7(iii) implies that n ≤ 0.4+log ∆ L / log 22 if |G| is not prime -where the 0.4 has been added to handle the exceptions. We thus define
if |G| is a prime ≤ 31 and = 3,
otherwise.
In this way, from Lemma 3.7 we have
Before starting the proof, we observe that if K = L, then N(L) = 0. Thus, when we are able to prove that B b ≤ 0 for suitable x, T (and a certain value for the parameters r 1 and S) under the assumption that K = L, then with the same values for x and T , we have B b ≤ 0 also for K = L (and the same value for r 1 and S).
Step 1: trivial bound. Bound (5.2) is satisfied if
because in this case it is weaker than the trivial bound ψ C (x) ≥ 0. Since for n L ≥ 3 we have log ∆ L ≥ n L we see that this is true if x ≤ 16n 2 L . This extends to n L = 2 by direct computation. For the end of this subsection, we will assume x ≥ 16n 2 L (and hence x ≥ 16|G| 2 and x ≥ 64).
Step 2: function B b is decreasing in L. We have
We observe that N ′ depends only on |G|. Moreover,
By computing the values for 2 ≤ |G| ≤ 32, we observe that, since x ≥ 16n 2 L ≥ 16|G| 2 , 1.075
The conclusion holds also for any |G| > 32 because
which decreases in |G|. We thus get
which is negative because x ≥ 64 hence T ≥ 10.
Step 3: function B b is decreasing in x. We have
which is negative as well for x ≥ 64.
Step 4: estimates for n L ≥ 4. We have log ∆ L ≥ n L . Given that B b is a decreasing function of L for x ≥ 64, we have
as soon as x ≥ 64. We know that S ≤ (n L +r 1 )/2; introducing this bound in B b , the term depending on
which is ≤ 0 for every x. Its larger value is therefore reached for r 1 = 0. Once the bound δ C ≤ 1 is also considered, we get the upper bound
Once again this is decreasing in n L , as long as |G|/p remains constant and N does not change form, since 7.834 √ x−log x > 0. We check that B b is negative in the proper range of its arguments by checking that this upper bound is negative, too. Doing this, we can restrict the test to the cases with |G| ≥ 2: in fact,
is the unique term depending on |G| appearing there, and it is zero when |G| = 1. Moreover, for each |G|, we only need to check whether the right hand side with x = 16n 2
which is decreasing in |G|, so, we just need to test the value for n L = |G| = 32. If |G| ≤ 31 is not prime, we need to check for |G|/p ∈ {2, . . . , 15}, but from the decreasing argument (now in p with fixed |G|/p) we only need to check the case p = 2, i.e. |G| even in [4, 30] . If |G| ≤ 31 is prime (but different from 3) we have
which decreases in n L . Thus we just need to check the case n L = 4, and hence |G| = 2. If |G| = 3, then n L = 6 and
which is smaller than what we got previously for the case |G| = 6. In total we have sixteen cases: n L = |G| = 32, n L = |G| even in [4, 30] and n L = 4 with |G| = 2. All sixteen values are negative. We have covered all cases for |G|/p and N hence, together with the trivial bound, this proves the lower bound for n L ≥ 4.
Step 5: estimates for n L = 3. We have ∆ L ≥ 23, δ C ≤ 1. As for the previous case, we estimate S with (n L +r 1 )/2 and the emerging term depending on r 1 with its largest value, which now corresponds to r 1 = 1 (because for n L = 3 the unique admissible values for r 1 are 1 and 3). This produces the bound
which is negative for x = 16n 2 L = 16·9 and T = T (16·9). This completes the proof of the claim for n L = 3.
Step 6: estimates for n L = 2, large ∆ L or large x. The worst case happens when δ C = 1, |G| = 2, S = 1+r 1 /2 and r 1 = 0. For ∆ L ≥ 300, we observe that the trivial bound extends to x ≤ 598 and that B b (598, T (598), 2, log 300, 2) < 0 if r 1 = 0. This means that the case where ∆ L ≥ 300 is proved. We observe that B b (10 5 , T (10 5 ), 2, log 3, 2) < 0, hence the claim is proved for x ≥ 10 5 .
Step 7: estimates for n L = 2, small ∆ L and small x. For the remaining fields L, which are quadratic with ∆ L < 300, let
, where we use the true value of n. As we have seen, for all fields x 1 (L) ≤ 10 5 . To complete the proof of Theorem 1.1 we have built a program that checks for each integer
Proof of Corollary 1.2
The bounds stated in the corollary are certainly true as soon as
because in this case the conclusion is weaker than the elementary bound 0
holds in this range. The second inequality 
which concludes the proof of the claim for π(C; x). For π C (x) the argument is the same.
Proof of Corollary 1.4
When L = Q the claim is very weak, and follows by any bound of Chebyshev type for π(x), hence we assume L = Q. We notice that (7.1) max y>0 (x−y) log y ≤ x(log x−2.5) when x ≥ 500. In fact, let f x (y) := (x−y) log y. Its maximum is attained in a unique point y 0 (x) ∈ (1, x), with y 0 (log y 0 +1) = x. The formula shows that y 0 grows as a function of x. A simple computations shows that
−log(log y 0 +1) which decreases as a function of y 0 . It is lower than 2.5 when y 0 ≥ 90, and 90(log 90+1) = 494.98 . . .. Hence the claim is proved. Let
log Np, and ϑ
(1)
and let also a C (n) := ♯{p : p unramified ,
when x ≥ 500, by (7.1). Now we produce a lower bound for ϑ (1) C (x). The GRH assumption and (4.3) give
By Lemma 3.3 we have
. By Lemma 3.4 we have
From Lemma 3.5 we deduce
Indeed, when r 2 ≥ 1 we have
If, on the other hand, r 2 = 0, then when δ C = 0 we have S = 0 and R C (x) > 0, while if
With Lemma 3.10, bounds (7.3)-(7.6) and a reordering give
When x ≥ 500 the term in n L is bounded by n L x(log x−1.98) and the sum of the last three terms by 7.05x. Thus we have
We can deal with the prime powers using [21, Th. 13], which gives 0 ≤ ψ (1) (C; x)−ϑ (1) (C; x) ≤ 1.43 2 3 x 3/2 n K . Thus
which simplifies to (7.7)
The quantities ϑ(C; x) and ϑ C (x) differ only by the contribution of the ramified prime ideals to ϑ(C; x). In fact,
C (x) ≤ (x−1)log ∆ L , which with (7.7) gives (7.8)
Let κ := k−1, hence κ ≥ 0. Then, by (7.2) and (7.8), in order to have π C (x) > κ it is sufficient to have
i.e.
(7.9)
which is true when
Proof. Let
We have
which is positive, according to entry b = 1 in [15, Table 3 ]. This suffices to prove (7.9) for κ = 0. Suppose κ ≥ 1. In order to satisfy (7.9) it is sufficient that
which is true for x ≥ 500.
Lastly, we notice that
unless either |G| = 1, κ < 9 and ∆ L ≤ 44 or |G| = 2, κ < 3 and ∆ L ≤ 5. For these remaining cases, we check directly the existence of the corresponding ideals. For |G| = 1, it is sufficient to check that there are nine prime ideals with norm at most (1.075(log 3+17)) 2 = 378 in each of the 29 quadratic and the 3 cubic fields with ∆ L ≤ 44 -the requested ideals exist in each case. For |G| = 2, the claim is true because for each of the three quadratic fields with ∆ L ≤ 5, there are three split and three inert primes below 378.
Appendix A. Number of zeros
Trudgian [23] showed how to take advantage of both Backlund's and Rosser's approaches to produce good explicit bounds for the function N (T ) counting non-trivial zeros ρ with | Im ρ| ≤ T for Dirichlet and Dedekind L-functions. Studying his paper we have found some possible improvements in the way some terms are bounded. We have also noted that the original paper does not isolate the role of a special constant (the analogue of the constant −7/8 appearing for Riemann's zeta in [4, Ch. 15 , (1)]). However, isolating this term allows to formulate the bound with smaller constants, and this is very useful when sums on zeros of type | Im ρ|≥a f (ρ) with a > 0 are estimated via partial summation, because in this case that term does not contribute and only the smaller constants appear. This is very important for our application, since we need to take advantage of every possible method to improve the constants, in order to reduce the set of explicit computations which are needed to prove Theorem 1.1. Moreover, we have also noticed that essentially the same strategy can be applied to study the zeros of all Hecke's L-functions of finite order Größencharakter, thus we have formulated the results for this more general set, for possible future reference. We stress once again that the main strategy for this computation has to be credited to Trudgian, our contribution being limited to the points cited above.
Let E be a number field. Let χ be a Hecke Größencharakter which is primitive and of finite order. Let f(χ) denote the conductor of χ and set Q(χ) = ∆ E N E/Q (f(χ)). Let δ χ be 1 if χ is trivial and 0 otherwise. Let N (T, χ) be the number (multiplicity included) of non-trivial zeros ρ (i.e. with Re ρ ∈ (0, 1)) with | Im ρ| ≤ T for L(s, χ).
Theorem A.1. Table 1 . Proof. We first suppose that χ is non-trivial. Let σ 1 ∈ (1, 2) and let R be the rectangle with vertices σ 1 ±iT and 1−σ 1 ±iT , positively oriented. Cauchy's argument principle shows that
The functional equation shows that the variation of the argument we have in the left halfrectangle equals the variation in the right half-rectangle. Hence
where C is the path 1/2−iT → σ 1 −iT → σ 1 +iT → 1/2+iT . Hence
Explicit versions for Stirling's formula give
for T > 0, where g(α, T ) = O(1/T ) as T → +∞. Thus, in terms of g(α, T ) we get
For g(α, T ) we have the equalities: 
(see [1, Th. 1.6.3 (i)]) when 2α+1 > 0. The first formula is strong enough to prove that g(1, T ) ≤ g(0, T ) for every T ≥ 1, and that g(1, T ) > 0 for T ≥ 1.5 (but an explicit computation shows that this holds also for T ∈ [1, 1.5]). The second one (with some tedious but elementary work) shows that g(0, T ) decreases for T ≥ 1. Therefore
To bound ∆ C arg L(s, χ) we split C in three segments C 1 , C 2 and C 3 where C 2 is the vertical one. We have
To bound ∆ C 1 arg L(s, χ) and ∆ C 3 arg L(s, χ) we apply Backlund's argument [3] , in the version given by Trudgian [23] . Let
. These zeros partition the segment into n+1 intervals. On each interval arg L(σ+iT, χ) N can increase by at most π. Thus
By symmetry the same bound applies on C 1 , thus (A.3) becomes
In order to bound n we apply Jensen's formula
where f is any function which is holomorphic in the disc centered in a and radius R, f (a) is assumed to be not zero, and a j for j = 1, . . . , m is the list of all zeros of f in the disc (further assuming that there are no zeros on the boundary). We set a = 1+η with η ∈ (0, 1], R = r( 
where E is any upper bound for
where ∆ ± arg denotes the change of the argument between the points , we use Lindelöf's convexity bound [19] on the strip p ≤ σ ≤ a, where the negative parameter p has to satisfy both p ≥ −1/2 to use [19] , and p ≤ a−R so that the left half-circle is included in the strip. In fact, by (2.5), (2.6), (2.7) and [19 (− cos φ) log w(T, φ, η, R) dφ where, as in [23, (4.8) ] (but using R instead of r as the last argument of w) w(T, φ, η, R) 2 = 1+ 2R sin φ T + R 2 +(2+η) 2 +2R(2+η) cos φ T 2 .
To bound this integral we use the elementary inequality log x ≤ x 2 −1 2 , which applied to w produces a function which can be explicitly integrated. The resulting function is decreasing in T , so that it can be bounded with its value at T 0 . With this method from (A.11) we get valid for all T ≥ T 0 ≥ 1, as long as −1/2 ≤ p < 0 < η ≤ 1/2, p ≤ a−R and σ 1 < a+R.
We still have to bound − log |f (a)| and for that we let N diverge along a sequence such that N arg L(a+iT, χ) tends to 0 modulo 2π. In the limit we get lim a+R = 2+2η−p > for every given C 1 and p ∈ [− 1 2 , 0). Coming to the case where χ is trivial, we follow the proof of [23, Theorem 2] with the modifications we have made above, and we observe that ∆ C s(s−1) = 2π hence this accounts for the −2δ χ in the main term of N (T, χ) = N L (T ).
For the remaining terms, we observe that g(T ) := Im log Γ(1/2+iT )−T log(T /e) and g(0, T ) both decrease to 0 as T → ∞, and that g(T ) ≤ g(0, T ), hence we can use D 1 := C 1 and D ′ 2 := C ′ 2 . Moreover using that log x ≤ (x 2 −1)/2 to bound the integrals in the expression of 
