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Resumo
Embora haja uma vasta literatura que busca identificar regressores robustos capazes de 
influenciar o crescimento econômico em âmbito internacional, esse tema ainda carece 
de pesquisas que apresentem resultados estatisticamente satisfatórios para o caso 
brasileiro. O presente artigo busca contribuir para a identificação de variáveis robustas 
capazes de influenciar o crescimento econômico brasileiro. A base de dados de Resende 
e Figueiredo (2010) é reexaminada e busca-se contornar o problema da incerteza com 
relação à especificação do modelo. Para tanto, utilizou-se a técnica de Ponderação de 
Modelos Frequentista proposta em Hansen e Racine (2012), conhecida por Jackknife 
Model Averaging. Essa técnica não é tão restritiva quanto a Extreme Bound Analysis 
e nem tão permissiva quanto a abordagem de Sala-i-Martin (1997).  Os resultados da 
pesquisa sugerem que, dentre os 22 regressores investigados, apenas a carga tribu-
tária global teria influência significante sobre o crescimento. Em linhas gerais, nossos 
resultados permanecem indicando muita cautela ao se trabalhar com regressões de 
crescimento que fazem uso de dados estaduais. Outrossim, o trabalho motiva estudos 
futuros e chama a atenção para a importância de se retomar essa linha de pesquisa.
Palavras-Chave
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Abstract
Although there is a vast literature that seeks to identify robust regressors able to influen-
ce economic growth at the international level, this issue still needs research that have 
satisfactory results for the Brazilian case. This article aims to contribute to the identifi-
cation of robust variables that influence the Brazilian economic growth. The Resende 
and Figueiredo (2010) dataset is reviewed and we seek to circumvent the problem of 
uncertainty about the model specification. For this purpose, a Frequentist Model Ave-
raging technique proposed in Hansen and Racine (2012) is used. This method is known 
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by Jackknife Model Averaging and it is not as restrictive as the Extreme Bound Analysis 
and not as permissive as the approach of Sala-i-Martin (1997). The results suggest 
that, among the 22 investigated covariates, only the overall tax burden would have 
significant influence on growth. In general, our results remain indicating caution when 
working with growth regressions that use state data. Moreover, the work motivates 
further studies and draws attention to the importance of resuming this line of research.
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O estudo de Barro e Sala-i-Martin (1992) formalizou a ideia de que 
o processo de convergência de renda das economias poderia ser em-
piricamente testado através de uma simples regressão cross-section 
da taxa média de crescimento contra a renda per capita inicial. Os 
autores atentaram ainda para a possibilidade de que as rendas per 
capita das economias convergiriam para posições de estado estacio-
nário diferenciadas, dado que as economias possuíam características 
estruturais distintas e, com o intuito de controlar esse resultado, 
propuseram o acréscimo de outras variáveis explicativas no modelo 
de regressão, tais como taxa de crescimento populacional, taxa de 
depreciação e taxa de progresso tecnológico.
Nesse esteio, Mankin, Romer e Weil (1992) sugeriram que a taxa de 
acumulação de capital humano seria uma das variáveis capazes de 
influenciar o processo de convergência de um grupo de economias 
para posições de estado estacionário distintas. Os autores incluíram 
os anos de estudo como variável de controle e as regressões desse 
tipo passaram a ser conhecidas na literatura por “regressões de Solow 
aumentadas”, ou “regressões de crescimento”. 
Embora a literatura empírica inicial tenha feito vasto uso de regres-
sões deste tipo, as mesmas podem estar mal especificadas, pois não 
se sabe ao certo quais variáveis estariam de fato influenciando o 
processo de crescimento das economias. Durlauf e Quah (1999), por 
exemplo, listam um total de 87 variáveis “potencialmente explicati-
vas” sugeridas na literatura. A atualização desta análise em Durlauf, 
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Johnson e Temple (2005) afirma que este número já havia subido 
para 145. A primeira proposta de se identificar variáveis apropria-
das para se incluir nas regressões de crescimento se deve à Levine 
e Renelt (1992). O estudo empregou a análise de limites extremos 
(EBA)1 proposta por Leamer (1983, 1985) e concluiu que o úni-
co candidato robusto seria a participação do investimento no PIB. 
Talvez por questionar a validade das análises empíricas feitas com 
base em regressões de crescimento, este estudo passou a sofrer diver-
sas críticas e, a partir delas, alguns aprimoramentos foram propostos. 
Uma das principais críticas é a de que uma série de modelos teóri-
cos seria capaz de explicar o processo de crescimento. Assim, se um 
modelo econométrico for associado a cada um destes modelos teóri-
cos, e posto que tais modelagens não sejam mutuamente exclusivas, 
viria à tona uma incerteza em relação a que variáveis tivessem que 
ser incluídas para que se capturasse o verdadeiro processo gerador 
de dados. Com base nessa crítica, Minier (2007) refez o trabalho de 
Levine e Renelt (1992), permitindo que a regressão de crescimento 
assumisse um caráter não linear compatível com um efeito threshold, 
assim como especificações de termos cruzados e quadráticos entre 
variáveis. A autora encontra que, se estas potenciais não linearidades 
são levadas em conta, então diversos indicadores de política fiscal 
(medidas de gastos do governo, impostos e déficit orçamentário) 
estariam fortemente correlacionados com o crescimento.
Sala-i-Martin (1997) propôs uma variante mais flexível da análise 
de limites extremos, em que se estipulava níveis de confiança para 
o efeito de cada variável. Estes níveis de confiança eram obtidos a 
partir de um processo de ponderação das funções de verossimilhança 
de todos os possíveis modelos e, por conseguinte, de todas as esti-
mativas de seus parâmetros e de seus respectivos desvios-padrão. 
A análise de Sala-i-Martin, entretanto, ainda parecia carecer de apelo 
teórico e metodológico. 
Antes destes dois estudos, a análise do efeito de variáveis que possi-
velmente viriam a influenciar o crescimento econômico era feita em 
dois estágios: no primeiro estágio selecionava-se subjetivamente um 
modelo “apropriado” e, no segundo, se fazia inferência a partir deste 
modelo, como se o mesmo fosse o modelo estatístico que melhor 
se ajustava aos dados. Entretanto, ao se indicar subjetivamente um 
1 EBA – Extreme Bondary Analisys.
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modelo como apropriado no primeiro estágio, o pesquisador passava 
a incorrer num viés, pois ele ignorava prontamente toda a incerteza 
com relação aos demais modelos que poderiam ser propostos. Além 
disso, se a equação empírica apresentar regressores supérfluos, os 
estimadores seriam não viesados, mas sua variância pode vir a ser 
afetada; se apresenta regressores de menos, ou seja, se a mesma omi-
te informação relevante, então o viés nos estimadores se faz presente. 
Este viés vem do fato de que, se o modelo estabelecido subjetiva-
mente não for o mais adequado à estrutura dos dados, então o mes-
mo tende a subestimar a variância dos estimadores, sobrepujando, 
assim, os intervalos de confiança associados ao mesmo, o que traria, 
consequentemente, inferências equivocadas a partir deste modelo.2 
Esse aspecto metodológico era o que faltava na análise de Sala-i-
Martin e, com base nele, uma série de estudos sucedeu-se, bus-
cando averiguar de que forma se poderia chegar a uma regressão 
de crescimento robusta que permitisse identificar quais variáveis 
seriam realmente capazes de influenciar a taxa de crescimento das 
economias. Houve duas maneiras de se lidar com isto: a abordagem 
“do geral para o específico” (GETS)3 e a metodologia de ponderação 
de modelos, ou Model Averaging. 
Uma excelente revisão de literatura que trata da modelagem GETS 
pode ser encontrada em Campos, Ericsson e Hendry (2005). Dentro 
da área de crescimento econômico, a investigação empírica através 
da GETS pode ser vista nos trabalhos de Hoover e Perez (2004) e 
Hendry e Krolzig (2004). Hoover e Perez (1999, 2004) sugerem que 
a seleção do modelo de regressão cross-country de crescimento deva 
ser feita através do algoritmo GETS proposto por eles em 1999. Os 
autores conduzem simulações utilizando um subconjunto de dados 
aproveitados no estudo de regressões cross-coutry de Levine e Renelt 
(1992), e reafirmam que talrdagemrmam que o modelo discuss abor-
dagem é demasiadamente rigorosa, enquanto que a metodologia de 
2 Como notado em Nunes (2006), o excesso de variáveis a serem incluídas no modelo pode 
trazer o problema de multicolinearidade, ou seja, algumas das variáveis podem ser altamente 
correlacionadas. A multicolinearidade faz com que algumas das variáveis sejam irrelevantes 
para a explicação do fenômeno em estudo e, além disso, a inclusão destas variáveis num 
modelo aumenta a variância dos estimadores de mínimos quadrados de seus coeficientes de 
regressão (Rao, 1971). Por outro lado, a omissão de variáveis importantes introduz viés de 
especificação e o modelo pode tornar-se subparametrizado. Do ponto de vista prático, tanto 
modelos sub quanto superparametrizados trazem consigo inferências equivocadas, o que 
compromete qualquer tipo de análise. 
3 GETS – General to Specific Model.
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Sala-i-Martin (1997) seria muito permissiva. Utilizando simulações 
de Monte Carlo, os autores identificam que algumas variáveis polí-
ticas, tais como liberdade civil, direitos políticos, organização eco-
nômica e abertura ao comércio, são particularmente importantes 
para o crescimento. As variáveis “Estado de Direito”, “Revoluções e 
Golpes de Estado”, assim como “Guerras”, também sobressaem na 
seleção de regressores do modelo geral para o específico. Variáveis 
que refletem as condições macroeconômicas e financeiras, que foram 
indicadas como não robustas pela análise dos limites extremos, são 
relativamente importantes na especificação GETS. Hendry e Krolzig 
(2004), por sua vez, identificaram os determinantes do crescimento 
econômico através de uma estratégia de seleção GETS disponibili-
zada nos pacotes computacionais PcGETS e PcGive (ver Hendry e 
Doornick, 2001). Os autores refazem a análise de Hoover e Perez 
(2004), assim como refazem a análise Bayesiana de Fernandez et al. 
(2001). Os algoritmos sugerem variáveis relevantes e irrelevantes 
através do teste da significância das variáveis individuais e agrupadas, 
e testam a especificação correta dos modelos resultantes. Ao anali-
sar todas as estratégias de redução possíveis, tal estratégia assegura 
que os resultados do modelo final, o qual é estimado via MQO, não 
depende da exclusão inicial das variáveis insignificantes. Com efeito, 
os resultados da análise são muito próximos da análise de Hover e 
Perez (2004), mas destoam da análise de Fernandez et al. (2001).
Em resumo, a análise GETS parece estar em consonância com o 
experimento de Monte Carlo realizado pelos autores, e retorna al-
gumas mensagens: a primeira é a de que as condições iniciais são 
relevantes para a análise. “Fatores Religiosos” e o “Nível Inicial 
de Desenvolvimento Econômico”, que, infelizmente, não são pas-
síveis de políticas públicas, são relativamente importantes. As 
“Dotações Iniciais de Recursos”, “Fatores Religiosos e Geográficos”, a 
“Expectativa de Vida Inicial” e o “Nível Inicial de Desenvolvimento 
Econômico” também são variáveis que se mostraram relevantes para 
o processo de crescimento econômico. Outra mensagem importante 
é a de que, embora um elevado investimento privado, um ambiente 
macroeconômico estável e a ausência de guerras sejam capazes de 
prescrever, na melhor das hipóteses, uma maior taxa de crescimen-
to econômico, os fatores que mais afetam as diferenças de taxas de 
crescimento seriam aqueles que estão fora do controle dos formula-
dores de políticas.
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A modelagem GETS envolve um procedimento para seleção do mo-
delo que tipicamente se delineia com base na significância estatística 
dos parâmetros através das suas razões t. Magnus (1999) aponta 
uma série de problemas com respeito a esta técnica. A crítica mais 
importante - conhecida na literatura como “pretesting” - é a de que a 
seleção do modelo é completamente desvinculada do procedimento 
de estimação, o que geraria estimativas condicionais, e não estimati-
vas incondicionais. Outra crítica é que a abordagem GETS permite 
basicamente que se trabalhe com modelos aninhados, ou seja, com 
modelos que são casos especiais de um modelo mais abrangente.4 
Uma alternativa que combina seleção de modelo e estimação é 
chamada de Ponderação de Modelos, ou Model Averaging. Através 
dessa técnica, a incerteza diante da escolha de um modelo é con-
tornada com base na ponderação de todos os modelos propostos, 
ou na ponderação dos melhores modelos indicados por algum cri-
tério. Esta abordagem surgiu na década de sessenta, e vem sendo 
bastante utilizada na área de crescimento econômico. Tal metodo-
logia é costumeiramente desmembrada em duas linhas de pesquisa: 
a Bayesiana e a Frequentista, que, embora similares em espírito e 
objetivos, são visivelmente distintas em termos de inferência e de 
ponderação dos modelos.
A metodologia de Ponderação de Modelos Bayesiana (BMA) trata a 
incerteza na especificação do modelo através da atribuição de priors 
a cada um dos potenciais modelos.5 A distribuição dos coeficien-
tes associados às variáveis de interesse são médias das distribuições 
das estimativas dos vários modelos em consideração, ponderados 
4 A ideia de modelos aninhados e não aninhados tem relação com a especificação do modelo 
no que concerne às variáveis capazes de influenciá-lo. Considere os três modelos a seguir, 
supondo que as variáveis dispostas em X são diferentes das de Z:
      i) 𝑌𝑌𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1𝑖𝑖 + 𝛽𝛽2𝑋𝑋2𝑖𝑖 + 𝛽𝛽3𝑋𝑋3𝑖𝑖 + 𝑢𝑢𝑖𝑖 
 
      ii) 𝑌𝑌𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1𝑖𝑖 + 𝛽𝛽2𝑋𝑋2𝑖𝑖 + 𝑒𝑒𝑖𝑖 
 
      iii) 𝑌𝑌𝑖𝑖 = 𝛼𝛼0 + 𝛼𝛼1𝑍𝑍1𝑖𝑖 + 𝛼𝛼2𝑍𝑍2𝑖𝑖 + 𝑣𝑣𝑖𝑖 
 
 Os modelos (i) e (ii) são ditos aninhados, pois o modelo (ii) pode ser entendido como um caso 
especial do modelo primeiro com 3 = 0. Já os modelos (ii) e (iii) são ditos não aninhados, 
pois não se pode definir um deles como um caso especial do outro. 
5 Em probabilidade bayesiana, uma distribuição de probabilidade a priori para uma quantida-
de indeterminada p, também chamada simplesmente de prior relativo a p é a distribuição 
de probabilidade que expressaria a incerteza sobre o valor de p antes de qualquer dado ou 
medida. É uma maneira de atribuir incerteza em vez de aleatoriedade à grandeza em questão, 
além de ponto de partida para o uso do teorema de Bayes após a obtenção dos dados.
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por suas respectivas probabilidades a posteriori calculadas através 
do método de estimação Bayesiano. Por sua vez, a Ponderação de 
Modelos Frequentista (FMA) vem tradicionalmente lidando com a 
questão da incerteza, dando um maior foco ao cálculo das pondera-
ções atribuídas a todos os possíveis modelos. Para tanto, utilizam-se 
de procedimentos de otimização que buscam o melhor ajustamento 
ou desempenho preditivo do modelo ponderado. Em contraste à ver-
tente Bayesiana, a abordagem Frequentista não requer priors, e suas 
estimativas são exclusivamente determinadas pelos dados. 
Hjort e Claeskens (2003) apontam alguns inconvenientes para a 
abordagem BMA como, por exemplo, a maneira subjetiva que se atri-
bui probabilidades a priori [ver Hoeting et al. (1999) para uma dis-
cussão detalhada deste problema] e como lidar com priors quando os 
mesmos entram em conflito uns com os outros. Moral-Benito (2012) 
aponta dois sérios problemas adicionais em relação à implementação 
do BMA: (i) é necessário estabelecer dois tipos de priors (para os pa-
râmetros e para os modelos) para diversos modelos candidatos, o que 
pode ser uma tarefa bastante complexa e, (ii) o número de modelos 
candidatos geralmente é bastante amplo e a implementação de cálcu-
los computacionais do BMA pode se tornar proibitiva em casos onde 
há muitas variáveis candidatas, embora isso também possa ocorrer no 
caso Frequentista. Talvez por conta disso, a abordagem Frequentista 
passou a receber uma maior atenção e contribuições ao longo da 
última década. Dentro desta abordagem, a literatura destaca alguns 
estimadores, cujas principais diferenças residem na forma como os 
pesos no processo de estimação são estabelecidos. Há, por exemplo, 
a escolha de pesos baseada em critérios de informação (Buckland, 
Burnham e Augustin, 1997), a escolha de pesos baseada no critério 
de Mallows (Hansen, 2007), a escolha de pesos baseada no estima-
dor não viesado do risco (Liang, Zou e Zhang, 2009), e a escolha de 
pesos baseada no critério da validação cruzada, ou Jackknife Model 
Averaging (Hansen e Racine, 2012).
Dado que diferentes pesos resultam em diferentes riscos e pro-
priedades assintóticas, é importante utilizar um critério apropria-
do para cada análise. Dentre os diferentes critérios para seleção de 
pesos citados, o Jackknife Model Averaging (JMA) é um dos que 
chama bastante a atenção. Hansen e Racine (2012) propuseram re-
centemente uma maneira de selecionar pesos que, se comparada ao 
critério de Mallows, é mais apropriada para modelos lineares, pois 
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permite que os erros aleatórios tenham, inclusive, variância hetero-
cedástica, além de se permitir que os modelos sejam não aninhados. 
Assintoticamente, esse estimador atinge o menor erro quadrático 
médio (EQM) quando comparado aos seus concorrentes. 
Zhang, Wan e Zou (2013) ampliam o escopo da análise de Hansen e 
Racine (2012), permitindo que se incluam modelos com correlação 
serial e variáveis dependentes defasadas, permitindo, assim, depen-
dência nos dados. Os autores demonstram que o estimador JMA 
ainda é assintoticamente ótimo quando embasado nessas hipóteses. 
Os autores ainda conduzem um experimento de Monte Carlo para 
analisar o desempenho em amostras finitas do estimador JMA frente 
a estimadores frequentistas e critérios de ponderação de modelos 
alternativos. Para todas as configurações, o JMA se mostrou favorito 
com relação à minimização do erro quadrático médio. 
No campo aplicado, embora exista uma vasta literatura internacional 
que lida com a incerteza acerca de quais variáveis seriam capazes de 
influenciar o processo de crescimento econômico, especificamente 
para o caso brasileiro, nossa revisão de literatura identificou apenas 
o estudo de Resende e Figueiredo (2010), que investigaram quais 
variáveis (de 30 variáveis sugeridas em referenciais empíricos e teó-
ricos) possuiriam uma correlação mais significativa com as taxas de 
crescimento do PIB per capita dos estados brasileiros. Estes autores 
utilizaram as metodologias proposta por Levine e Renelt (1992), e o 
enfoque alternativo proposto por Sala-i-Martin (1997), concluindo 
que,
“... de acordo com o teste EBA, nenhuma va-
riável é robusta. Entretanto, ao se usar o teste 
em que toda a distribuição dos coeficientes é 
analisada, chega-se à conclusão de que mi-
gração contribui positivamente para o cresci-
mento do PIB per capita dos estados; enquan-
to urbanização, taxa de mortalidade infantil, 
fecundidade, pluviometria e carga tributária 
(elevada ao quadrado) estão correlacionadas 
negativamente com as taxas de crescimento do 
PIB per capita dos estados brasileiros. Além 
disso, confirma-se a ocorrência de convergência 
condicional dos PIBs per capita dos estados.” 
Resende e Figueiredo (2010)
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Os resultados dessa pesquisa inicial sugerem a existência de uma 
enorme barreira no Brasil em termos de políticas públicas. Esta bar-
reira decorre do fato de que, sendo o governo incerto em relação às 
quais variáveis são realmente capazes de influenciar o processo de 
crescimento econômico, então toda a eficiência e eficácia de políticas 
públicas pró-crescimento poderia ser questionada.
A principal contribuição deste artigo é a retomada de uma linha de 
pesquisa que ainda não trouxe resultados satisfatórios para o cam-
po do crescimento econômico brasileiro, mas que foi deixada de 
lado de modo aparentemente prematuro.6 Na tentativa de se inves-
tigar a existência de regressores robustos para o caso brasileiro, aqui 
se empregou a técnica do Jackknife Model Averaging, a qual tem 
a vantagem de ser menos permissiva que a abordagem de Sala-i-
Martin (1997), mas não tão restritiva quanto a abordagem de Levine 
e Renelt (1992). Buscando uma congruência com a análise realizada 
anteriormente, o estudo aqui conduzido explora a base de dados 
de Resende e Figueiredo (2010).7 De um modo geral, assim como 
sustenta a análise de Resende e Figueiredo (2010), nossos resultados 
permanecem sugerindo que os regressores estaduais utilizados em 
regressões de crescimento são frágeis. Ainda assim, acrescenta-se ao 
final do artigo que este resultado está longe de ser um consenso, e 
sugere-se uma série de pontos que podem ser seguidos com o intuito 
de se trazer resultados mais palatáveis para o caso brasileiro.
A pesquisa está dividida da seguinte forma: após esta introdução, a 
abordagem de Ponderação de Modelos Frequentista (FMA) com foco 
no critério de Validação Cruzada (JMA) é discutido. A terceira seção 
apresenta os dados e aspectos metodológicos da pesquisa empírica; a 
seção 4 apresenta os resultados e a quinta seção conclui.
6 Note-se que Resende e Figueiredo (2010) é uma publicação de um Texto de Discussão do 
IPEA findado em 2005, o qual sugere que os regressores analisados são frágeis. Com efeito, 
há 10 anos não se realizam estudos empíricos para o Brasil com o intuito de se investigar o 
quão robustas são as variáveis utilizadas nas regressões de crescimento.
7 Gostaríamos de agradecer aos autores pela pronta disponibilização dos dados.
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2. Jackknife Model Averaging
A aplicação da abordagem FMA tem data anterior ao trabalho de 
combinação de Bates e Granger (1969) na área de previsão, e o tra-
balho de Claeskens e Hjort (2003) apresenta uma série de ilustra-
ções empíricas que fazem uso dessa técnica. A presente seção se 
concentra em realizar uma revisão da teoria e de alguns dos princi-
pais métodos ligados à abordagem FMA, seguindo, principalmente, a 
exposição de Wang, Zhang e Zou (2009). Para facilitar a exposição, 
iremos apresentar um modelo linear básico e ilustrar a definição 
de estimador FMA, sendo que a extensão para modelos mais gerais 
pode ser feita sem maiores problemas. Considere o seguinte modelo 
linear:
  𝑦𝑦 = 𝑋𝑋𝑋𝑋 + 𝑍𝑍𝛾𝛾 + 𝜀𝜀                                                               (1)
onde 𝑦𝑦(𝑛𝑛 × 1) é um vetor de var iáveis  dependentes, 
𝑋𝑋(𝑛𝑛 × 𝑝𝑝) e 𝑍𝑍(𝑛𝑛 × 𝑞𝑞)  são matrizes de regressores não aleatórios, 
𝛽𝛽(𝑝𝑝 × 1) e 𝛾𝛾(𝑞𝑞 × 1)  são vetores de parâmetros e, 𝜀𝜀(𝑛𝑛 × 1) é um ve-
tor de erros aleatórios. Aqui se está assumindo que (X, Z) tem posto 
cheio (p+q) e que X possui as variáveis que necessariamente devem 
ser incluídas no modelo, enquanto Z contém variáveis candidatas ou 
que potencialmente podem ser incluídas (ou não) no modelo. 
Para facilitar a explanação metodológica, suponha 𝑝𝑝 = 1 e 𝑞𝑞 = 2 . 
Nestes termos, ter-se-iam quatro modelos candidatos:
 i)  𝑦𝑦𝑖𝑖 = 𝛽𝛽1𝑥𝑥1𝑖𝑖 + 𝛾𝛾1𝑧𝑧1𝑖𝑖 + 𝛾𝛾2𝑧𝑧2𝑖𝑖 + 𝜀𝜀𝑖𝑖 
 ii)  𝑦𝑦𝑖𝑖 = 𝛽𝛽1𝑥𝑥1𝑖𝑖 + 𝛾𝛾1𝑧𝑧1𝑖𝑖 + 𝜀𝜀𝑖𝑖 
 
 
 iii) 𝑦𝑦𝑖𝑖 = 𝛽𝛽1𝑥𝑥1𝑖𝑖 + 𝛾𝛾2𝑧𝑧2𝑖𝑖 + 𝜀𝜀𝑖𝑖 
 
 
 iv) 𝑦𝑦𝑖𝑖 = 𝛽𝛽1𝑥𝑥1𝑖𝑖 + 𝜀𝜀𝑖𝑖 
 
 
Generalizando, se teria um total de 𝐾𝐾 = 2𝑞𝑞 modelos candidatos. 
Seja ?̂?𝛽𝑘𝑘  o estimador de 𝛽𝛽 para o modelo k, onde 𝑘𝑘 = 1,… , 𝐾𝐾; 8 
A análise de dados usual toma um determinado modelo seleciona-
do como verdadeiro, por exemplo, o modelo , e reporta apenas a 
8 Note-se que os k modelos candidatos têm como parâmetros a serem estimados 
𝛽𝛽1
𝑘𝑘, 𝛾𝛾1𝑘𝑘 e 𝛾𝛾2𝑘𝑘 para 𝑘𝑘 = 1, 2, 3, 4. 
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variância ou erro quadrático médio de , enquanto o estimador apro-










 oselecionadfor   candidato modelo o se,ˆ










βλβ ˆˆ ∑=                                                                       (2)
onde ?̅?𝜆 = 1 
 
, se k o modelo candidato for selecionado e, ?̅?𝜆 = 0 
 
, 
caso contrário. Note-se que, neste caso, os pesos são determinados 
com base nos dados e que nenhum tipo de conhecimento a priori 
é requerido, o que diferencia substancialmente esta abordagem da 
BMA. 
O estimador descrito em (2) é chamado estimador pré-teste, pois 
ele não passou por nenhum tipo de teste que levasse em conside-
ração a incerteza acerca do modelo. Um problema com esta classe 
de estimadores é que, devido à ?̅?𝜆  ser binária, ?̂?𝛽 passa a reunir uma 
série de propriedades indesejáveis como, por exemplo, viés.9 Para se 
contornar esse problema, pode-se trabalhar com o que se chama de 
“pesos suavizados” ao invés dos pesos com a estrutura de ?̅?𝜆 . Neste 




βλβ ˆˆˆ ∑=            (3)
onde 1ˆ0 ≤≤ λ  e ∑ ?̂?𝜆𝑘𝑘 = 1 . Note-se que, ao contrário dos priors do BMA, 
λˆ  é parte integrante da seleção do modelo e do procedimento de 
estimação e, por isso, passa a ser entendido como um estimador 
FMA de β .
Wang, Zhang e Zou (2009) discorrem sobre algumas maneiras de 
se selecionar λˆ  em (3). Há, na literatura, a escolha de pesos baseada 
em critérios de informação (Buckland, Burnham e Augustin, 1997), 
a escolha de pesos baseada no critério de Mallows (Hansen, 2007), 
9 Ver Judge e Bock (1978) para uma discussão detalhada sobre estimadores pré-teste.
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a escolha de pesos baseada no estimador não viesado do risco (Liang, 
Zou e Zhang, 2009), e a escolha de pesos baseada no critério da 
validação cruzada, ou Jackknife Model Averaging (Hansen e Racine, 
2012).
Dado que diferentes pesos resultam em diferentes riscos e diferentes 
propriedades assintóticas para ?̂?𝛽 , é importante utilizar um critério 
apropriado para cada análise. Hansen e Racine (2012) propõem que 
se selecionem os pesos do estimador de modelos ponderados via 
MQO, através da minimização de um critério de validação cruzada 
excludente, o qual foi chamado pelos autores de Jackknife Model 
Averaging (JMA). Esta técnica é mais apropriada para modelos li-
neares mais gerais, para modelos os quais erros aleatórios possuam 
variância heterocedástica, assim como para ponderação de modelos 
não aninhados (Hansen e Racine, 2012). 
Hansen e Racine (2012) ainda demonstram que o estimador pro-
posto é assintoticamente ótimo no sentido de alcançar o menor erro 
quadrático médio possível. As Simulações de Monte Carlo dos au-
tores revelam ainda que o JMA pode conseguir ganhos de eficiência 
significativos frente aos outros métodos na presença de heterocedas-
ticidade. Wang, Zhang e Zou (2013) trabalham dependência nos da-
dos via regressores defasados e uma matriz de erros mais geral, que 
permite também correlação serial. Os autores mostram através de 
um experimento de Monte Carlo que, em amostras finitas, o JMA é 
ótimo frente a outros critérios de ponderação de modelos quando se 
compara o EQM dos estimadores.  Com efeito, dentre os diferentes 
critérios para seleção de pesos citados, o Jackknife Model Averaging 
(JMA) é um dos que chama bastante a atenção.
Para se apresentar o estimador Jackknife compatível com (3), tome 
(1) e forme:
 𝑦𝑦𝑖𝑖 = (𝑋𝑋, 𝑍𝑍) (
𝛽𝛽
𝛾𝛾
) + 𝜀𝜀𝑖𝑖 = 𝜇𝜇(𝑥𝑥𝑖𝑖) + 𝜀𝜀𝑖𝑖                                      (1’) 
ou seja,
 iii
ey += µ , 0)|( =ii xeE                                                (4)
onde, (𝑦𝑦𝑖𝑖, 𝑥𝑥𝑖𝑖)  é uma amostra de observações independentes para 
i=1, ..., n, e )|()( iiii xyEx == µµ  é defina como sendo a média 
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condicional. Seja 𝒚𝒚 )'...,,( 1 nyy  , 
 
 
)'...,,( 1 n    e 𝒆𝒆 )'...,,( 1 nee  . 
Definindo também a variância condicional por )|( 22 iii xeE=σ , a qual 
pode depender de ix , ou seja, notando-se que há espaço para hete-
rocedasticidade.10 Suponha que se tem um conjunto de estimadores 
lineares { }Kµµµ ˆ...,,ˆ,ˆ 21  para µ . Por linear se admite que o k-ésimo 
estimador pode ser descrito como ?̂?𝜇𝑘𝑘 = 𝑷𝑷𝑘𝑘𝒚𝒚 , onde 𝑷𝑷𝑘𝑘  não é uma 
função de 𝒚𝒚 . 








 , onde a i-ésima linha de 𝑿𝑿𝑘𝑘 é 𝑥𝑥𝑖𝑖𝑘𝑘  , uma fun-
ção de 𝑚𝑚𝑘𝑘 1  de 𝑥𝑥𝑖𝑖  . Um estimador, ou modelo, corresponde a um 
conjunto de regressores 𝑥𝑥𝑖𝑖
𝑘𝑘  em particular, e se permite que a matriz 
de regressores seja aninhada ou não aninhada.11 Em geral, o po-
tencial conjunto de regressores ix  é grande e os regressores 𝑥𝑥𝑖𝑖𝑘𝑘  são 
subconjuntos de ix .
O problema de se selecionar um modelo concerne em selecionar 
um estimador do conjunto { }Kµµµ ˆ...,,ˆ,ˆ 21  Note-se que, o estimador 
ótimo de mínimos quadrados não é necessariamente o maior modelo 
(ou modelo mais completo). Ao se utilizar o erro quadrático médio 
como critério de avaliação de modelos, por exemplo, a minimização 
desse critério pode ser atingida através da ponderação de estima-
dores. Seja 𝝀𝝀 = (𝜆𝜆1, 𝜆𝜆2, … , 𝜆𝜆𝐾𝐾)′ um conjunto de pesos que soma 1, 
então, dado 𝝀𝝀  , um estimador ponderado para µ  toma a forma:
          
 ?̂?𝜇(𝝀𝝀) = ∑ 𝜆𝜆𝑘𝑘?̂?𝜇𝑘𝑘𝐾𝐾𝑘𝑘=1 = ?̂?𝜇𝝀𝝀 = 𝑷𝑷(𝝀𝝀)𝒚𝒚       (5)
onde ?̂?𝜇 = (?̂?𝜇1, ?̂?𝜇2, … , ?̂?𝜇𝐾𝐾)′ é a matriz n x K de estimativas 
𝑷𝑷(𝝀𝝀) = ∑ 𝜆𝜆𝑘𝑘
𝑘𝑘
𝑷𝑷𝒌𝒌  
    
e é um operador linear indexado por 𝝀𝝀 , o que sugere 
que, para pesos fixos, o estimador ponderado ?̂?𝜇(𝝀𝝀) é linear em 𝒚𝒚  e 
também é linear nos pesos 𝝀𝝀 . 
Ao definir os pesos 𝝀𝝀  de modo que os mesmos sejam vetores unitá-
rios 𝑙𝑙𝑘𝑘 , tais que, 𝜆𝜆𝑘𝑘 = 1 e 𝜆𝜆𝑙𝑙 = 0 se 𝑙𝑙 ≠ 𝑘𝑘 , o estimador ponderado 
simplifica a seleção do estimador ?̂?𝜇𝑘𝑘 . Permitindo pesos não uni-
tários, generaliza-se a seleção de estimadores e se obtém funções 
10 Zhang, Wan e Zou (2013) permitem que a matriz de variância e covariância dos erros suporte 
tanto heterocedasticidade quanto autocorrelação.
11 No caso da matriz de regressores ser aninhada ter-se-á 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑿𝑿𝑘𝑘) ⊂ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑿𝑿𝑘𝑘+1). Em outros 
casos a matriz de regressores pode ser não aninhada.
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suaves dos dados. Hansen (2007) demonstra que o estimador pon-
derado descrito acima atinge o menor erro quadrático médio quando 
comparado a qualquer outro estimador individual.
No caso de regressões lineares aninhadas, é necessário que os pe-














1,0: λλλ . Ademais, no contexto de regres-
sões não paramétricas em série com regressores ortogonais, a ordem 
em que se dispõem os regressores passa a ser extremamente im-
portante, tanto para a seleção do modelo, quanto para a seleção dos 
estimadores.
Hansen e Racine (2012) definem o k-ésimo estimador Jackknife por 
?̃?𝜇𝑘𝑘 = (?̃?𝜇1
𝑘𝑘, ?̃?𝜇2
𝑘𝑘, … , ?̃?𝜇𝑛𝑛
𝑘𝑘)
′
 , onde ?̃?𝜇𝑖𝑖
𝑘𝑘 é o estimador ?̂?𝜇𝑖𝑖
𝑘𝑘  computado com a 
i-ésima observação deletada. Assim, pode-se escrever ?̃?𝜇𝑖𝑖
𝑘𝑘 = ?̃?𝑷𝑘𝑘𝒚𝒚, , 
onde ?̃?𝑷𝑘𝑘  tem zeros em sua diagonal. O vetor de resíduos Jackknife 
para o k-ésimo estimador é ?̃?𝒆𝒌𝒌 = 𝒚𝒚 − ?̃?𝜇𝑘𝑘 . Note-se que, no caso de mí-







𝑘𝑘 ´𝒚𝒚(−𝑖𝑖) , 
onde 𝑿𝑿(−𝑖𝑖)
𝑘𝑘  e 𝒚𝒚(−𝑖𝑖) denotam as matrizes   𝑿𝑿𝑘𝑘 e 𝒚𝒚 , com a i-ésima linha 
deletada. Isso sugere que 
 
?̃?𝑷𝑘𝑘 = 𝑫𝑫𝑘𝑘(𝑷𝑷𝑘𝑘 − 𝑰𝑰) + 𝑰𝑰, , onde, 𝑫𝑫𝑘𝑘 é uma 
matriz diagonal de ordem  com o i-ésimo elemento da diagonal igual 
a (1 − ℎ𝑖𝑖𝑖𝑖
𝑘𝑘)
−1







𝑘𝑘   é o i-ésimo elemento da 
diagonal de 𝑷𝑷𝑘𝑘  .
Segue-se que o vetor de resíduos Jackknife pode ser escrito como 
?̃?𝒆𝑘𝑘 = 𝑫𝑫𝑘𝑘?̂?𝒆
𝑘𝑘, onde ?̂?𝒆𝑘𝑘 = 𝒚𝒚 − 𝑷𝑷𝑘𝑘𝒚𝒚  é o vetor de resíduos de mínimos 
quadrados. Note-se que, usando tal representação, ?̃?𝒆𝑘𝑘 pode ser com-
putado com uma simples operação linear, e não requer n regressões 
separadas. 
A versão Jackknife do estimador ponderado passa a ser:
 ?̃?𝜇(𝝀𝝀) = ∑ 𝜆𝜆𝑘𝑘?̃?𝜇𝑘𝑘𝐾𝐾𝑘𝑘=1 = ?̃?𝜇𝝀𝝀 = ?̃?𝑷(𝝀𝝀)𝒚𝒚                                   (6)
onde ?̃?𝜇 = (?̃?𝜇1, ?̃?𝜇2, … , ?̃?𝜇𝐾𝐾), ?̃?𝑷(𝝀𝝀) = ∑ 𝜆𝜆𝑘𝑘?̃?𝑷𝑘𝑘𝐾𝐾𝑘𝑘=1  , ?̃?𝑷(𝝀𝝀) , e notando-se 
que a matriz ?̃?𝑷(𝝀𝝀) tem zeros em sua diagonal.
Os resíduos ponderados pelo Jackknife são descritos por: 
?̃?𝑒(𝝀𝝀) = 𝑦𝑦 − ?̃?𝜇(𝝀𝝀) = ∑ 𝜆𝜆𝑘𝑘?̃?𝑒𝑘𝑘𝐾𝐾𝑘𝑘=1 = ?̃?𝒆𝝀𝝀, onde ?̃?𝑒 = (?̃?𝑒1, ?̃?𝑒2, … , ?̃?𝑒𝐾𝐾) , A esti-
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mativa de Jackknife para o verdadeiro erro quadrático médio espe-
rado será dada por 𝐶𝐶𝑉𝑉𝑛𝑛(𝜆𝜆) =
1
𝑛𝑛




é uma matriz 𝐾𝐾 × 𝐾𝐾. 𝐶𝐶𝑉𝑉𝑛𝑛(𝝀𝝀) também é conhecido como critério de 
validação cruzada para mínimos quadrados.
A escolha de pesos Jackknife (de validação cruzada) é o valor 
que minimiza 𝐶𝐶𝑉𝑉𝑛𝑛(𝝀𝝀) em 𝝀𝝀 ∈ 𝐻𝐻𝑛𝑛  ,12 ou seja, ?̂?𝝀 = arg min
𝝀𝝀∈𝐻𝐻𝑛𝑛
𝐶𝐶𝑉𝑉𝑛𝑛(𝝀𝝀) . 
Assim sendo, o estimador do modelo ponderado de Jackknife de 
 𝜇𝜇 é dado por ?̂?𝜇(?̂?𝝀) = ?̂?𝜇?̂?𝝀. 
 
 
Ao se considerar vetores de pesos unitários, 𝑙𝑙𝑘𝑘, então 𝐶𝐶𝑉𝑉𝑛𝑛(𝑙𝑙𝑘𝑘) , então 
é o critério Jackknife padrão para seleção dos modelos de regressão, 
e o seu minimizador,𝑙𝑙𝑘𝑘 , é o modelo (Jackknife) padrão selecionado. 
Assim sendo, o estimador JMA ?̂?𝜇(?̂?𝝀)  é uma generalização da sele-
ção do modelo Jackknife. Ademais, ele é uma função mais suave dos 
dados, pois a seleção discreta dos modelos individuais cede lugar à 
seleção suave de pesos entre os modelos.
Algebricamente, o problema ?̂?𝝀 = arg min
𝝀𝝀∈𝐻𝐻𝑛𝑛
𝐶𝐶𝑉𝑉𝑛𝑛(𝝀𝝀) é um problema de 
mínimos quadrados restrito. O vetor ?̂?𝝀  é um vetor de coeficientes 
de ordem K X 1 obtido através da regressão restrita de 𝒚𝒚   em µ~, a 
qual possui ordem n X K. Vale lembrar que os parâmetros de µ~  se-
guem distribuição t de Student padrão [ver Tukey (1987)]. A regres-
são descrita pode ser convenientemente escrita como 𝒚𝒚 = ?̃?𝜇?̂?𝝀 + ?̃?𝒆 ; 
nestes termos, o vetor de pesos de Jackknife ?̂?𝝀  são os pesos condi-
zentes com uma combinação linear dos diferentes estimadores que 
retornam o menor erro quadrático.
Buckland, Burnham e Augustin (1997) revelam que a fórmula para 
a variância do estimador JMA apresenta viés, pois se teria:
 𝑉𝑉𝑉𝑉𝑉𝑉 [?̂?𝜇(?̂?𝝀)
𝑣𝑣
] = {∑ 𝜆𝜆𝑘𝑘√𝑉𝑉𝑉𝑉𝑉𝑉(?̂?𝜇𝑘𝑘|𝑣𝑣𝑘𝑘) + (𝑣𝑣𝑘𝑘)2𝐾𝐾𝑘𝑘=1 }
2
         (7)
12 Em teoria, se teria um subconjunto de 𝐻𝐻𝑛𝑛 , entretanto, na prática, pode-se trabalhar 𝐻𝐻𝑛𝑛 uti-
lizando-se algoritmos que tratem de programação quadrática sem maiores problemas. Ver 
Hansen e Racine (2012) para uma discussão detalhada. 
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Onde, o subscrito  em 𝑉𝑉𝑉𝑉𝑉𝑉 [?̂?𝜇(?̂?𝝀)
𝑣𝑣
] indica a presença de viés de espe-
cificação, de tamanho 𝑣𝑣𝑘𝑘 , o qual advém da hipótese de se estimar  ?̂?𝜇 
sob hipótese de que o verdadeiro modelo seria o k-ésimo candidato. 
Burnham e Anderson (2002), no entanto, sugerem que esta variância 
pode ser estimada ao se substituir 𝑉𝑉𝑉𝑉𝑉𝑉(?̂?𝜇𝑘𝑘|𝑣𝑣𝑘𝑘) e 𝑣𝑣𝑘𝑘 por seus valores 
estimados, ou seja, fazendo:




                                                                               (8)
onde 𝑣𝑣𝑘𝑘 = ?̂?𝜇𝑘𝑘 − ?̂?𝜇𝑣𝑣 e ?̂?𝜇𝑣𝑣 = ∑𝜆𝜆𝑘𝑘?̂?𝜇𝑘𝑘 .
Hjort e Claeskens (2003) revelam que esta técnica gera erros padrão 
mais precisos, os quais incluem a incerteza adicional devido à seleção 
do modelo.
3. Dados e aspectos metodológicos
No Brasil, são poucos os trabalhos que investigam a relevância das 
variáveis explicativas em regressões de crescimento econômico. Em 
verdade, afora o trabalho de Resende e Figueiredo (2010), não se 
consegue citar outro trabalho rigoroso do ponto de vista estatístico 
com esse intuito.  
O referido trabalho tem como foco 30 possíveis regressores. A aná-
lise atenta da base de dados dos autores revela que diversas variáveis 
para o ano de 1960 foram criadas a partir de extrapolação. No estu-
do aqui conduzido optou-se por retirar tais variáveis da amostra, pois 
é de se esperar que a técnica de extrapolação empregada pelos auto-
res possa gerar uma possível contaminação dos resultados. Buscando 
não se reduzir o número de regressores utilizados em nossa pesquisa, 
aqui se optou por eliminar a década de 60 da análise. Além disso, 
algumas variáveis também foram atualizadas. O presente trabalho 
analisa as seguintes variáveis, gentilmente cedidas por Resende e 
Figueiredo (2010):13
13  Aqui se manteve o código das variáveis conforme o trabalho original. As estatísticas descri-
tivas das variáveis aqui utilizadas são apresentadas no Apêndice. As mesmas não se alteram 
substancialmente quando comparadas às de Resende e Figueiredo (2010).
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Taxa de crescimento do 
PIB per capita
Produto Interno Bruto (PIB) a preços constantes de 2000. Taxas anuais médias de 
crescimento para os períodos 1960/1970, 1970/1980, 1980/1990 e 1990/2000.
X1 e X2 Dummies de tempo Dummies de tempo para as décadas de 1970 e 1980, respectivamente. X1 é um vetor de com 1’s para a década de 1970 e X2 é um vetor de com 1’s para a década de 1980
X4 Ln (PIB per capita) Logaritmo neperiano do PIB a preços constantes. Unidade: R$ mil do ano 2000. PIB no início do período (1970, 1980 e 1990).
X5 Taxa de crescimento da população
Taxas anuais médias de crescimento para os períodos 1970/1980, 1980/1990 e 
1990/2000.
X6 Participação do setor industrial no PIB
Parcela do PIB industrial estadual em relação ao PIB total de cada Estado.            
PIB no início do período (1970, 1980 e 1990).
X7 Participação do setor agropecuário no PIB
Parcela do PIB agropecuário estadual em relação ao PIB total de cada Estado.      
PIB no início do período (1970, 1980 e 1990).
X8 Participação do setor de comércio no PIB
Parcela do PIB do setor de comércio em relação ao PIB total de cada Estado.          
PIB no início do período (1970, 1980 e 1990).
X9 Participação do setor de serviços no PIB
Parcela do PIB do setor de serviços estadual em relação ao PIB total de cada 
Estado. PIB no início do período (1970, 1980 e 1990).
X10
Densidade populacional 
(Proxy para efeitos de 
congestão)
Densidade populacional = pop. Total de cada estado/área total do estado.               
Densidade populacional no início do perí-odo (1970, 1980 e 1990).
X11
Taxa de urbanização 
(Proxy para economias de 
aglomeração)
Taxa de urbanização = pop. Urbana estadual/pop. Total estadual.                              
Taxa de urbanização no início do período (1970, 1980 e 1990).
X14 Proxy 3 para capital humano
Número médio de anos de estudo das pessoas de 25 ou + anos de idade,                   
no início do período (1970, 1980 e 1990). Unidade: Ano. Comentário: Razão         
entre o somatório do número de anos de estudo completos das pessoas                   
nessa faixa etária e o total dessas pessoas.
X17
Taxa de mortalidade infan-
til (Proxy1 para o estado 
de saúde)
Número de crianças que não irão sobreviver ao primeiro ano de vida em               
cada mil crianças nascidas vivas [início do período (1970, 1980 e 1990)].                   
Unidade: para mil nascidos vivos.
X19
Expectativa de vida 
(Proxy2 para o estado de 
saúde)
Número de anos de vida que uma pessoa nascida hoje esperaria viver, se                
todas as taxas de mortalidade por idade se mantivessem idênticas ao que são hoje. 
Dado para o início das décadas (1970, 1980 e 1990).
X20 Temperatura Temperaturas (ºC) médias das capitais para os períodos 1970/1980,                   1980/1990 e 1990/2000.
X22 Índice pluviométrico Altura total (mm) (soma dos doze meses) média (das capitais) para os períodos 1970/1980, 1980/1990 e 1990/2000.
X23
Consumo de energia elé-
trica (Proxy para estoque 
de capital físico)
Consumo de energia elétrica (GWh) estadual no início de cada década                              
(1970, 1980 e 1990).
X24 Proxy
1 para infraestrutura 
(Esgoto)
Porcentagem de domicílios com instalações sanitárias rede geral.                               
Dado para o início das décadas (1970, 1980 e 1991).
X25 Proxy
2 para infraestrutura 
(Abastecimento de água)
Porcentagem de domicílios com água canalizada rede geral. Dado para o início das 
décadas (1970, 1980 e 1991).
X26 Proxy
3 para infraestrutura 
(Iluminação elétrica)
Porcentagem de domicílios com iluminação elétrica. Dado para o início das décadas 
(1970, 1980 e 1991).
X27
Proxy para desigualdade 
na distribuição de renda 
(Índice L de Theil)
Índice L de Theil. Comentário: Mede a desigualdade na distribuição de indivíduos 
segundo a renda domiciliar per capita. É o logaritmo da razão entre as médias aritmé-
tica e geométrica das rendas individuais, sendo nulo quando não existir desigualdade 
de renda entre os indivíduos e tendente ao infinito quando a desigualdade tender 
ao máximo. Para seu cálculo, excluem-se do universo os indivíduos com renda 
domiciliar per capita nula. Dado para o início das dé-cadas (1970, 1980 e 1991).
X28 Carga tributária global
A carga tributária global é calculada baseada na arrecadação tributária real média 
do triênio centrada nos anos censitários em relação ao PIB desses anos. É o 
somatório da arre-cadação federal, estadual e municipal em cada estado da Feder-
ação. Unidade: %. Dado para o início das décadas (1970 1980 e 1990).
X29 (Carga tributária global)²
A carga tributária global elevada ao quadrado é calculada baseada na arrecadação 
tributária real média do triênio centrada nos anos censitários em relação ao PIB 
desses anos. Unidade: %. Dado para o início das décadas (1970, 1980 e 1990).
Estud. Econ., São Paulo, vol.45, n. 4, p. 897-925, out.-dez. 2015
914                                                                               Christiano Penna e Fabricio Linhares
Nossa estratégia empírica consiste em duas análises. A primeira aná-
lise é condizente com teste EBA conduzido por Resende e Figueiredo 
(2010). No referido teste, os autores fixam as dummies de tempo 
(X1 e X2), o crescimento populacional (X5) e taxa de matrícula no 
ensino primário (X12) e utilizam no teste todas as possíveis combi-
nações de três regressores adicionais. Aqui, seguimos a estratégia dos 
autores fixando as dummies de tempo e o crescimento populacional; 
a variável taxa de matrícula no ensino primário foi substituída pelo 
número médio de anos de estudo das pessoas de 25 anos ou mais de 
idade (X14), também fixa, e fixou-se, adicionalmente, o logaritmo 
neperiano da renda per capita inicial (X4).14 Os resultados dessa 
análise podem ser vistos na Tabela 2, na próxima seção.
A segunda análise é mais flexível no tratamento das variáveis que 
não são fixas. O que se faz é permitir que as variáveis disponíveis 
sejam combinadas de maneiras diversas: como não se sabe ao certo 
de que maneira tais variáveis devem realmente ser combinadas, essa 
segunda análise envolveu combinações de 4 regressores fixos (optou-
se por deixar as dummies de tempo como regressores auxiliares, ou 
seja, fixou-se apenas o termo constante e as variáveis X4, X5 e X14) 
e estimou-se modelos com 4 regressores fixos e com 3 a 5 regresso-
res auxiliares, e com 4 regressores fixos e com 14 a 18 regressores 
variáveis.15 Com o intuito de se refinar a análise, também utiliza-
ram-se os erros-padrão propostos por Burnham e Anderson (2002). 
As estimativas geradas são apresentadas na próxima seção, onde são 
discutidos os resultados.
4. Resultados
Inicialmente emprega-se a metodologia proposta em Hansen e 
Racine (2012) aos dados citados na seção anterior. O primeiro en-
saio busca uma aproximação da estratégia empírica de Resende e 
Figueiredo (2010), e mantém como regressores fixos o termo cons-
14 Note-se que a variável taxa de matrícula no ensino primário foi extrapolada para o ano de 
1960, razão pela qual optou-se por não se trabalhar com tal proxy para capital humano e 
variável logaritmo neperiano da renda per capita inicial tem grande apelo teórico quanto em-
pírico, vide os diversos modelos advindos do modelo de Solow (1956) e os estudos empíricos 
que seguiram a abordagem seminal de Mankiw, Romer e Weil (1992).  
15 A estimação de outras possíveis combinações não foi realizada devido ao custo computacional 
(8 GB de memória não são suficientes), tendo em vista a complexidade da técnica empregada.
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tante, as dummies de tempo (X1 e X2), o logaritmo neperiano da 
renda per capita inicial (X4), o crescimento populacional (X5) e o 
número médio de anos de estudo das pessoas de 25 anos ou mais de 
idade (X14). Os resultados são os que se seguem:
Tabela 2 – Ensaio 1
Variável Descrição Estimativa Erro Padrão
CTE Termo constante 1,339279 17,989915
X4* Ln Renda Inicial -0,92006 1,110501
X5 Crescimento Populacional -0,1131 0,364233
X14 Anos médios de Estudo 0,485364 0,597657
X1 Dummy de tempo 6,888978 7,350939
X2 Dummy de tempo 0,241432 0,809687
X6 Participação da Indústria 0,021788 0,642821
X7 Participação da Agropecuária -0,36273 1,299584
X8 Participação do Comércio 3,543720 66.032557
X9 Participação dos Serviços 0,467923 3,698895
X10 Densidade Populacional -0,00107 0,000548
X11* Taxa de Urbanização -0,74265 2.982.318
X17* Taxa de Mortalidade Infantil -0,00153 0,001021
X19 Expectativa de Vida 0,010969 0,010528
X20 Temperatura -0,01484 0,014751
X22* Índice Pluviométrico -0,00019 0,000099
X23 Cons. Energia Elétrica -0.000004 0,000006
X24 Esgoto -0,00248 0,003396
X25 Abastecimento de água -0,00491 0,007189
X26 Iluminação Elétrica -0,00264 0,003551
X27 L de Theil 0,462695 1,653945
X28 Carga Tributária -0,00977 0,016543
X29* Carga Tributária 2 -0,00062 0,000311
Fonte: Elaboração dos autores.
Nota: X* indica robustez do regressor no estudo de Resende e Figueiredo (2010);
Nota: Parâmetro estatisticamente significativo ao nível de 5% e ao nível de 10%.
Embora os resultados aqui apresentados não sejam diretamente com-
parados com os de Resende e Figueiredo (2010), torna-se interes-
sante confrontar os mesmos. Naquele estudo todas as variáveis se 
revelaram frágeis de acordo com o teste EBA, enquanto as variáveis 
(X4) Nível do PIB per capita no início do período; (X11) Taxa de 
urbanização; (X17) Taxa de mortalidade infantil; (X18) Taxa de 
fecundidade; (X22) Índice pluviométrico; (X29) Carga tributária 
global ao quadrado; e, (X30) Taxa líquida de migração, seriam va-
riáveis ditas robustas segundo a metodologia de Sala-i-Martin (1997).
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Embora a amostra aqui utilizada seja relativamente reduzida se com-
parada à daquele estudo, a técnica aqui empregada, por sua vez, 
sustenta que a Taxa de Urbanização e a Taxa de mortalidade in-
fantil não seriam relevantes para explicar o crescimento econômico 
brasileiro. Também é interessante contrastar o valor dos coeficientes 
estimados do estudo aqui conduzido com o estudo realizado ante-
riormente. Isso é feito a seguir:
Tabela 3 – Comparação dos coeficientes significativos
Variável Descrição JMA Resende e Figueiredo
X4* Ln Renda Inicial -0,92006 -1,476
X10 Densidade Populacional -0,00107 -0,007
X11* Taxa de Urbanização -0,74265 -5,814
X17* Taxa de Mortalidade Infantil -0,00153 -0,018
X22* Índice Pluviométrico -0,00019 -0,0014
X29* Carga Tributária2 -0,00062 -0,0038
Fonte: Elaboração dos autores.
* Estatisticamente significantes em Resende e Figueiredo.
Ao comparar o valor dos coeficientes estimados aqui e no estudo de 
Resende e Figueiredo (2010) se observa que todos os coeficientes 
têm o mesmo sinal, entretanto, as magnitudes dos coeficientes esti-
mados através da técnica de Jackknife Model Averaging são inferiores 
às dos estimados através do teste de Sala-i-Martin (1997), ou seja, 
os coeficientes no estudo de Resende e Figueiredo poderiam ter sido 
sobrestimados.  Com o intuito de se averiguar a robustez desses re-
sultados, permitiu-se que as variáveis disponíveis fossem combinadas 
de diversas maneiras distintas. A Tabela 4, a seguir, expõe os resul-
tados para combinações de 4 regressores fixos - fixando-se apenas o 
Termo constante e as variáveis X4, X5 e X14 - e estimou-se modelos 
com 3, 4, 5, 14 15, 16, 17 e 18 regressores auxiliares. Um número 
de regressores auxiliares, que não estes, elevam demasiadamente o 
custo computacional para se estimar os parâmetros do modelo.
Diversas questões interessantes são observadas a partir deste ensaio: 
nota-se que a Dummy referente à década de 70 (X1) só é estatisti-
camente significante (ao nível de 5%) com um número relativamente 
pequeno de regressores auxiliares; ao se incluir mais do que três 
regressores variáveis a dummy perde significância estatística e só 
retoma esta significância (ao nível de 10%) ao se incluir um número 
muito grande de regressores auxiliares (18). 
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Também se constata que o único regressor mantido como fixo que 
apresenta significância estatística requer um número muito grande 
de regressores auxiliares para isso: A Taxa de crescimento popu-
lacional (X5) tem valor positivo e é estatisticamente significante 
ao nível de 10% quando se tem 16 regressores variáveis e, ao nível 
de 5%, quando se especificam modelos com 17 ou 18 regressores 
auxiliares. A Densidade populacional (X10) só é estatisticamente 
significante ao nível de 10% para especificações que envolvem 18 
regressores variáveis e, ainda assim, possui um efeito marginal muito 
reduzido.
Uma variável que chama a atenção é a Expectativa de vida (X19), 
a qual possui valor negativo, ou seja, contrário ao esperado, e esta-
tisticamente significante ao nível de 10% para modelos com 3, 4 ou 
5 regressores variáveis. A variável Temperatura média das capitais 
(X20), por sua vez, possui valor condizente com diversos estudos 
empíricos e só não é estatisticamente significante, para um nível de 
10%, na especificação com 16 regressores variáveis. O coeficiente 
negativo estimado para o Índice pluviométrico (X22) também é 
condizente com o esperado, embora só seja estatisticamente signifi-
cante ao nível de 5% para modelos com 3 regressores livres e ao nível 
de 10% para modelos com 14 ou 15 regressores livres.16
A proxy para infraestrutura, Energia elétrica (X26) tem sinal con-
trário ao esperado, e só tem significância estatística para especifica-
ções com 3 regressores variáveis (5% de significância) ou 4 regresso-
res variáveis (10% de significância). A variável que chama mais aten-
ção nos resultados encontrados refere-se à Carga tributária global 
(X28), assim como o quadrado desta variável (X29). O efeito da 
carga tributária demonstrou-se positivo e estatisticamente significati-
vo ao nível de confiança de 5% para todas as combinações testadas, o 
que deveria sugerir que, quanto maior a carga tributária, maior deve 
ser o crescimento econômico. Note-se, no entanto, que para especifi-
cações com um grande número de variáveis auxiliares (acima de 14), 
o coeficiente da Carga tributária ao quadrado (X29) é negativo e 
estatisticamente significante, sugerindo que o efeito da taxação sobre 
o crescimento tende a atingir um ápice e depois declinar. 
16 Ver Masters e McMillan (2001), por exemplo, para uma discussão sobre o efeito de fatores 
climáticos sobre o crescimento econômico.
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5. Conclusões
No Brasil, a busca por identificação de causalidades, assim como a 
procura por políticas públicas que reduzam suas conhecidas desigual-
dades inter-regionais, tem instigado o desenvolvimento de diversos 
estudos baseados em regressões de crescimento; dentre os quais po-
dem ser citados: Ferreira e Diniz (1995), Ellery e Ferreira (1996), 
Ferreira (1996, 1999, 2000), Zini Jr. (1998), Azzoni et al. (2000) e 
Resende e Figueiredo (2010). 
O trabalho de Resende e Figueiredo (2010) chama a atenção por 
tratar diretamente de regressores robustos. Os autores sugerem que 
a renda per capita inicial, a urbanização, a mortalidade infantil, a 
fecundidade, a pluviometria, a carga tributária e a migração teriam 
uma correlação robusta com as taxas de crescimento do PIB per 
capita dos estados brasileiros ao se valer da abordagem de Sala-i-
Martin (1997), mas, ao se utilizar o teste de robustez com base no 
Extreme Boundary Analisys, nenhum regressor seria robusto para a 
economia brasileira.
Os resultados encontrados em Resende e Figueiredo (2010) impõem 
um percalço aos formuladores de políticas públicas focadas no cres-
cimento. É difícil crer que a educação, por exemplo, não seja capaz 
de contribuir para o crescimento econômico, principalmente ao se 
tratar do caso brasileiro; e é igualmente difícil encontrar argumen-
tos teóricos ou empíricos capazes de refutar a educação como fator 
determinante para o crescimento. O que a análise de Resende e 
Figueiredo (2010) sugere, entretanto, é uma ruptura desta conexão. 
Aliás, a análise dos autores indica que pouquíssimas variáveis à dis-
posição dos pesquisadores seriam, de fato, capazes de influenciar o 
processo de crescimento econômico brasileiro. 
O rico conjunto de estudos internacionais, a importância do tema, 
e a incipiente literatura com enfoque no caso brasileiro, sugerem 
ser sensata a retomada de pesquisas que investiguem quais fatores 
seriam capazes de impulsionar o crescimento econômico do Brasil 
de um ponto de vista estatisticamente aceitável. Nesse esteio, o pre-
sente trabalho vem contribuir para esta discussão aplicando um teste 
de robustez com base na proposta de Hansen e Racine (2012). Essa 
técnica é conhecida por Jackknife Model Averaging, e é uma técnica 
de Ponderação de Modelos Frequentista (FMA) mais apropriada do 
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que as metodologias propostas em Levine e Renelt (1992) e em Sala-
i-Martin (1997).
Frente ao estudo inicial feito para o caso brasileiro, essa metodologia 
apresenta ainda uma série de vantagens, por exemplo: ela leva em 
consideração a incerteza com relação à especificação do modelo;17 as 
regressões implementadas são mais abrangentes, no sentido de per-
mitir a inclusão de um número bem maior de regressores auxiliares 
e contornar melhor a questão do viés de omissão de variáveis;18 e são 
feitas várias imposições limitativas aos erros padrão e a distribuição 
das estimativas naquele estudo, enquanto aqui se tem algo muito 
menos restritivo. 
Apesar das qualidades da nova técnica, a aplicação desta metodologia 
na base de dados de Resende e Figueiredo (2010) não traz grandes 
contribuições para os formuladores de políticas, pois a dificuldade 
de se encontrar variáveis que de fato sejam capazes de explicar o 
crescimento econômico permanece. Nossos resultados sugerem que 
o único regressor capaz de explicar o crescimento econômico brasi-
leiro seria a carga tributária global, pois este seria o único regressor 
estatisticamente significante para todas as especificações propostas.
Vale notar que, segundo Helm (1995), apesar dos aumentos de im-
postos estaduais e locais retardarem significativamente o crescimen-
to econômico ao serem utilizados para financiar transferências, ao 
se utilizar a receita desta tributação no financiamento da melhoria 
dos serviços públicos (como educação, rodovias, e saúde e segurança 
pública), observa-se um impacto favorável sobre a produção local 
capaz de compensar os efeitos de desincentivo dos impostos associa-
dos. Com efeito, embora não haja dados para o caso brasileiro que 
permitam uma análise mais profunda do que de fato ocorre, nossos 
resultados podem estar indicando que as receitas advindas da carga 
tributária global foram relativamente bem utilizadas durante o pe-
ríodo investigado. 
17 Para se ter uma ideia, a análise de Sala-i-Martin (1997) aplicada aos nossos dados teria como 
base apenas  18 ∗ 𝐶𝐶318 = 18 ∗
18!
(18−3)! 3!
= 14.688 r regressões, já a análise aqui empregada requer que 
sejam estimados 218 = 262.144 modelos.
18  A análise de Resende e Figueiredo atenta para a estimativa de uma variável na presença de 3 
regressores auxiliares, enquanto que nossa análise permite até 18 regressores auxiliares.
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De um modo geral, o resultado da pesquisa aqui conduzida reforça 
os achados iniciais de Resende e Figueiredo (2010) e sugerem que, 
em sua maioria, os regressores utilizados em regressões de cresci-
mento seriam frágeis, ou seja, não seriam robustos. É importante 
ressaltar que, se por um lado, esse resultado questiona a eficácia e 
significância dos regressores utilizados em regressões de crescimento, 
por outro, ele procura retomar um ponto da agenda de pesquisa na-
cional, lançando luz sobre uma série de questões que poderiam vir a 
contribuir para nossa melhor compreensão do que de fato influencia 
o crescimento econômico brasileiro. 
Apesar dos nossos resultados não serem muito animadores, é 
necessário observar que essa linha de pesquisa é bastante embrioná-
ria e que há três fatores limitam a análise: (i) a qualidade dos dados, 
(ii) a possibilidade de erros de especificação e, (iii) a ausência de 
testes de robustez alternativos.
Com relação à qualidade dos dados cabem adendos em torno de duas 
questões: A primeira refere-se à qualidade da própria base de dados 
aqui utilizada. A base de dados de Resende e Figueiredo (2010) é 
construída com base em dados decenais; essa é uma opção muito 
utilizada na literatura, pois evita o efeito de oscilações indesejáveis 
de curto prazo, entretanto, é possível que a redução dessa perio-
dicidade torne-se mais apropriada às especificidades da economia 
brasileira. Também pode ser que bases de dados alternativas e mais 
abrangentes retornem resultados que permitam (alguma) inferência. 
A segunda questão refere-se à inexistência de dados para diversas va-
riáveis importantes que deveriam ser incluídas no modelo empírico. 
Dados essenciais para a análise como, por exemplo, investimento em 
capital físico e investimento em capital humano, não se encontram 
disponíveis em âmbito estadual. Apesar do esforço em se utilizar 
aproximações para estas variáveis, não se sabe ao certo quão fidedig-
nas são tais aproximações. 
Essa inexistência de dados, per se, já induz o pesquisador a um erro 
de especificação, pois o mesmo é obrigado a partir de um modelo in-
corretamente especificado, o qual omite as variáveis relacionadas ao 
capital físico e humano, as quais são essenciais nas análises que suce-
deram o estudo seminal de Mankiw, Romer e Weil (1992). Também 
pode haver erros de especificação associados à forma funcional da 
regressão de crescimento: há na literatura diversos estudos mostran-
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do uma não linearidade no processo de crescimento brasileiro;19 ao 
incorporar tal questão ao estudo, também se abrem portas para re-
sultados mais acurados. Também podem ser propostas especificações 
dinâmicas, com variáveis defasadas, mas seria necessário estudar qual 
seria a melhor forma de incorporar estas questões à metodologia aqui 
empregada.
O terceiro ponto refere-se à condução de testes de robustez possi-
velmente mais apropriados. Visto que a literatura empírica que trata 
do tema, em especial para o caso brasileiro, seja bastante incipiente, 
testes de robustez baseados em técnicas alternativas também podem 
vir a trazer resultados mais satisfatórios. A literatura com foco em 
Model Averaging, tanto Frequentista quanto Bayesiana, vem avançan-
do continuamente, e pode ser que técnicas mais recentes se adaptem 
melhor à estrutura de dados disponíveis.
O estudo aqui delineado é um esforço de pesquisa que aponta, pri-
meiramente, para que haja cautela ao se trabalhar com regressões de 
crescimento. As evidências empíricas apresentadas até o momento 
sugerem que os regressores disponíveis não são robustos para expli-
car o crescimento econômico dos estados brasileiros. Para que estu-
dos futuros tragam consigo resultados mais palatáveis, é necessário 
que os órgãos de coleta e processamento de dados se empenhem 
constantemente na melhor mensuração das variáveis discutidas nos 
modelos de crescimento econômico. Sem medidas mais precisas de 
capital físico, capital humano, capital social, variáveis de geografia 
econômica e qualidades das instituições, dentre outras, torna-se di-
fícil avançar na análise de quais fatores realmente seriam capazes de 
alavancar o crescimento econômico no Brasil. Obviamente, é de se 
esperar que, com o passar do tempo, o banco de dados enriqueça e 
possibilite melhores análises. Além disso, investir em novas técnicas 
de pesquisa também parece fundamental para que se deixe de en-
contrar resultados relativamente frágeis e se passe a propor políticas 
públicas aceitáveis de um ponto de vista estatístico. 
19  Ver Penna e Linhares (2013) para uma discussão detalhada deste processo.
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