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We apply the Melnikov method to prove that under the general relativistic Poynting-Robertson
(PR) effect-perturbations the homoclinic orbits in the equatorial plane of Kerr spacetime become
chaotic. The proof mainly reduces to see whether a g function, depending on Kerr spin a, periastron
of the homoclinic orbit ru, and radius and angular velocity (R?,Ω?) of the radiation source, admits
simple zeros with respect to the radial coordinate r, ranging between ru and the apastron ra of the
homoclinic orbit. The set of parameters, which shows a chaotic behavior, forms what we call the
“chaotic region” in the parameter space. We give an estimated numerical definition of such region,
because the non-linear dependence of the g function from these parameters makes hard to develop
an analytical treatment. We finally discuss about the obtained results and future developments.
1. INTRODUCTION
Chaos is a widespread feature in most of physical non-
linear dynamical systems. The term “chaos” can ap-
parently refer to something which is structureless or a
state of disorder and is often associated to the concept
of highly-sensitivity to the initial conditions. Edward
Lorentz defined the chaos as: “when the present deter-
mines the future, but the approximate present does not
approximately determine the future.” Although there ex-
ists no universally accepted formal definition of chaos
(long-standing and still modern issue), the most common
used is the one due to Robert L. Devaney, who states that
a dynamical system is chaotic if it fulfills the following
proprieties [1]: (1) sensitive dependence on initial con-
ditions (tiny perturbations on the initial conditions may
lead to significantly different future behaviors), (2) topo-
logically mixing (any given region or open set of the phase
space eventually overlaps with any other given region),
(3) presence of dense periodic orbits (every point in the
space is approached arbitrarily close by periodic orbits).
A formal treatment of chaos is extremely important be-
cause it hides behind the visible randomness of chaotic
complex dynamics, some underlying rich mathemati-
cal structures, such as: constant feedback loops, self-
similarity, fractals, and self-organization [2, 3]. In this
paper, we limit our attention to classical deterministic-
chaotic systems, where deterministic means that the fu-
ture behavior of a system is fully determined by their
initial conditions, with no noise, randomness, or prob-
abilities built in. The repeated application of a non-
linear function on the initial conditions generates a quite
complicated long-term behavior, where in this sense,
the unpredictability emerges over time. There are how-
ever other approaches dealing also with semiclassical and
quantum chaos (see Refs. [4–7], for more details).
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Several different classical methods have been developed
to identify chaos, which may manifest globally or on some
particular subsets of the phase space. We briefly recall
some of the most common [3, 5, 8], like: Poincare´ sur-
face of section, Kolmogorov-Arnold-Moser (KAM) the-
ory, bifurcation theory, symbolic dynamics, Lyapunov
exponent, Poincare´-Birkhoff fixed point theorem, power
spectra, hyperbolic invariant sets and homoclinic points.
General Relativity (GR), being a non-linear theory,
can potentially manifest chaotic behaviors [9]. It has
been proved that some relativistic dynamical system
show chaotic features, obtaining also several important
results. These studies can be mainly divided in two
branches: problems of geodesic or non-geodesic motion
of a particle in a given gravitational field and evolu-
tion of cosmological models. Regarding works on the
first class, it is important to cite: the motion in spaces
with negative curvature [10], motion around two fixed
black holes (BHs) [9, 11, 12], relativistic restricted three-
body problem [13], Schwarzschild BH affected by high-
frequency periodic perturbations [14], spinning particle
motion around a Kerr and Schwarzschild BH [15, 16],
gravitational waves from spinning compact binaries [17–
19]. Instead, about chaos in cosmology it is worth to
mention: Bianchi IX (“mixmaster”) [20–22], Friedmann-
Robertson-Walker (FRW)[23], and the non-linear inter-
action among dark matter, dark energy, matter and ra-
diation on FRW spacetime [24].
In this paper, we focus our attention on the general
relativistic PR effect in the equatorial plane around a
Kerr compact object. In high-energy astrophysics, when
we deal with electromagnetic radiation processes around
compact objects, like neutron stars (NSs) or BHs, rel-
atively small-sized test particles can drastically depart
from their geodesic motion. The gravitational pull is con-
trasted by the radiation pressure, and in the process of
absorption and remission of radiation from the test parti-
cle, there is also the radiation drag force, opposite to the
test particle orbital motion [25, 26]. The PR effect con-
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2figures thus as a pure relativistic dissipative effect, which
efficiently removes energy and angular momentum from
the affected test particle. The general relativistic treat-
ments in Kerr spacetime have been proposed from the
two dimensional (2D) [27, 28] until the three dimensional
(3D) formulations [29–31]. They all show a common fea-
ture, namely the existence of a critical hypersurface, re-
gion where gravitational and radiation forces balance and
the test particle moves on it stably.
Such system has never been analysed under a dynam-
ical system point of view, which could go beyond the
stability of the critical hypersurfaces [28, 32]. In general,
the methods for identifying chaos in a relativistic dynam-
ical system are widely based on those of classical physics,
and then improved and adapted for GR theory. In our
study, we apply the Melnikov method [2, 8], well known in
the GR literature (see e.g., Refs. [14, 15]). This is an in-
dependent diagnostic procedure, complementary to other
numerical and analytical methods. Its strength relies on
the fact, that it requires only the knowledge of invariant
subsets in the phase space of the unperturbed dynamics
(homoclinic orbits), and of the explicit expression of the
perturbations, without knowing the solution of the per-
turbed dynamics. In addition, it search for particular
structures in the phase space, namely the Smale horse-
shoes, which are sirens of chaotic behavior and posses a
Cantor set structure. Therefore, it is able to provide more
accurate information concerning the type of behavior of
the perturbed dynamics with respect to other methods.
This work provides a self-consistent introduction to the
arguments, addressing the reader to precise references for
more details. The paper is organized as follows: in Sec. 2
we recall the general relativistic PR effect model; in Sec.
3 we derive the Hamiltonian formulation of the general
relativistic PR effect; in Sec. 4 we describe the homo-
clinic orbits in the equatorial plane of the Kerr space-
time; in Sec. 5 we recall the Melnikov method and then
we apply it to the general relativistic PR effect; in Sec.
6 we discuss about the obtained results. Finally, in Sec.
7 we draw our conclusions.
2. GENERAL RELATIVISTIC PR EFFECT
MODEL
We consider a central compact object, whose outside
spacetime is described by the Kerr metric with signa-
ture (−,+,+,+). In geometrical units (c = G = 1), the
line element of the Kerr spacetime, ds2 = gαβdx
αdxβ ,
in Boyer-Lindquist coordinates, parameterized by mass
M (set equal to unity, M = 1) and spin a, set in the
equatorial plane θ = pi/2, reads as
ds2 =
(
2
r
− 1
)
dt2 − 4a
r
,dt dϕ+
r2
∆
dr2 + ρdϕ2,
(1)
where ∆ ≡ r2− 2r+ a2, and ρ ≡ r2 + a2 + 2a2/r. We in-
troduce the zero angular momentum observers (ZAMOs),
whose adapted orthonormal frame is given by
etˆ ≡ n =
1
N
(∂t −Nϕ∂ϕ),
erˆ =
1√
grr
∂r, eϕˆ =
1√
gϕϕ
∂ϕ,
(2)
where {∂t, ∂r, ∂ϕ} is the orthonormal frame adapted to
the static observer at infinity, N = (−gtt)−1/2 is the time
lapse function and Nϕ = gtϕ/gϕϕ the spatial shift vector
field. All the vector and tensor indices (e.g., vα, Tαβ)
associated to the ZAMO frame will be labeled by a hat
(e.g., vαˆ, T αˆβˆ), instead all the scalar quantities measured
in the ZAMO frame (e.g., f) will be followed by (n) (e.g.,
f(n)). In the kinematical decomposition of the ZAMO
congruence, we have that the nonzero ZAMO kinemat-
ical quantities are acceleration a(n) = ∇nn, expansion
tensor along the ϕˆ-direction θϕˆ(n), and the relative Lie
curvature vector k(Lie)(n) (see Table 1 in Ref. [29], for
their expressions).
The radiation field is constituted by a coherent flux of
photons traveling along null geodesics in the Kerr geom-
etry. The related stress-energy tensor is [27–30]
Tµν = Φ2kµkν , kµkµ = 0, k
µ∇µkν = 0, (3)
where Φ is a parameter linked to the radiation field inten-
sity and k is the photon four-momentum field. Splitting
k with respect to the ZAMO frame, we obtain [27, 28]
k = E(n)[n+ νˆ(k, n)], (4)
νˆ(k, n) = sinβ erˆ + cosβ eϕˆ, (5)
where νˆ(k, n) is the photon spatial unit relative velocity
with respect to the ZAMOs, β is the angle measured in
the ZAMO frame in the azimuthal direction, E(n) is the
photon energy measured in the ZAMO frame, i.e., [27–30]
E(n) =
Ep
N
(1 + bNϕ), (6)
where Ep = −kt is the conserved photon energy along its
trajectory. The radiation field is governed by the impact
parameter b, associated with the emission angle β.
The photons of the radiation field are emitted from a
spherical surface having radius R? centered at the origin
of the Boyer-Lindquist coordinates, and rigidly rotating
with angular velocity Ω?. The photon impact parameter
has the following expression [30]
b = −
[
gtϕ + gϕϕΩ?
gtt + gtϕΩ?
]
r=R?
, (7)
The related photon angle in the ZAMO frame is [30]
cosβ =
bN√
gϕϕ(1 + bNϕ)
. (8)
The parameter Φ is given by [30]
Φ2 =
Φ20√Rrad(r) , (9)
3where Φ0 is Φ evaluated at the emitting surface and
Rrad(r) =
(
r2 + a2 − ab)2 −∆ (b− a)2 . (10)
A test particle moves with a timelike four-velocity U
and a spatial three-velocity with respect to the ZAMOs,
ν(U, n), which both read as [27–30]
U = γ(U, n)[n+ ν(U, n)], (11)
ν = ν(sinαerˆ + cosαeϕˆ), (12)
where γ(U, n) ≡ γ = 1/√1− ||ν(U, n)||2 is the Lorentz
factor, ν = ||ν(U, n)||, γ(U, n) = γ. We have that ν rep-
resents the magnitude of the test particle spatial velocity
ν(U, n), α is the azimuthal angle of the vector ν(U, n)
measured clockwise from the positive ϕˆ direction in the
rˆ − ϕˆ tangent plane in the ZAMO frame.
We assume that the radiation test particle interaction
occurs through Thomson scattering, characterized by a
constant momentum-transfer cross section σ, indepen-
dent from direction and frequency of the radiation field.
The radiation force is given by [27–30]
F(rad)(U)αˆ = σ [ΦE(U)]2 Vˆ(k, U)αˆ . (13)
where the term σ˜[ΦE(U)]2 reads as [27–30]
σ˜[ΦE(U)]2 =
Aγ2(1 + bNϕ)2[1− ν cos(α− β)]2
N2
√Rrad(r) . (14)
The term A = σ˜[Φ0Ep]
2 is the luminosity parameter,
which can be equivalently written as A/M = L/LEDD ∈
[0, 1] with L the emitted luminosity at infinity and LEDD
the Eddington luminosity. The terms Vˆ(k, U)α are the
radiation field components, which are [27–30]
Vˆ rˆ = sinβ
γ[1− ν cos(α− β)] − γν sinα, (15)
Vˆ ϕˆ = cosβ
γ[1− ν cos(α− β)] − γν cosα, (16)
Vˆ tˆ = γν
[
cos(α− β)− ν
1− ν cos(α− β)
]
. (17)
In addition we can also connect E(U) with E(n) through
the following formula [27–30]
E(U) = γE(n)[1− ν sinψ cos(α− β)]. (18)
Collecting all the information together, it is possible to
derive the resulting equations of motion for a test particle
moving in a 3D space, which are [27–30]
dν
dτ
= − 1
γ
{
sinα
[
a(n)rˆ (19)
+2ν cosα θ(n)rˆ ϕˆ
]}
+
σ˜[ΦE(U)]2
γ3ν
Vˆ tˆ,
dα
dτ
= −γ cosα
ν
[
a(n)rˆ + 2θ(n)rˆ ϕˆ ν cosα (20)
+k(Lie)(n)
rˆ ν2
]
+
σ˜[ΦE(U)]2 cosα
γν
[
Vˆ rˆ − Vˆ ϕˆ tanα
]
,
U rˆ ≡ dr
dτ
=
γν sinα√
grr
, (21)
U ϕˆ ≡ dϕ
dτ
=
γν cosα√
gϕϕ
− γN
ϕ
N
, (22)
U tˆ ≡ dt
dτ
=
γ
N
, (23)
where τ is the affine parameter (proper time) along U.
2.1. Photon impact parameter range
We presented the general relativistic 2D PR effect
model by using the 3D formulation to make more clear
how to derive the photon impact parameter b in terms
of the emitting surface features (R?,Ω?), see Eq. (7). In
addition, it is important to note that b cannot assume all
values, but it ranges in an interval, because once R? is
fixed, we have that Ω ∈ [Ω−,Ω+], where
Ω± =
−gtϕ ±
√
g2tϕ − gϕϕgtt
gϕϕ
, (24)
therefore b ∈ [bmin, bmax], see Ref. [30].
We consider the general configuration, where the emit-
ting surface is disjoint by the compact object surface, rep-
resenting in the reality the case of a hot corona around a
BH, where the emitting surface’s angular velocity Ω? is
independent from the compact object spin a. In the NS
case, Ω? and a are related, representing thus a sub-case
of the BH case, and moreover there are more stringent
limits on the Ω? range (see Ref. [30], for more details).
For the discussion on the Ω? range, it is important to
define the event horizon RH and the static limit radii
RSL in the equatorial plane, namely
RH = 1 +
√
1− a2, RSL = 2. (25)
In all cases, we require that Ω? ≥ 0. In the Schwarzschild
case RH = RSL, therefore R? ∈]RH ,∞], Ω− < 0, and
Ω ∈ [0,Ω+] (see Fig. 2 in Ref. [30], for more details);
instead in the Kerr case we distinguish two regions (see
Fig. 1 and Fig. 2 in Ref. [30], for more details):
• R? ∈ [2,∞[ (outside ergosphere), where Ω− < 0,
therefore as in the Schwarzschild case Ω ∈ [0,Ω+].
We have three intervals for Ω?:
– Ω? = ΩZAMO ≡ −gtϕ/gϕϕ, we have b = 0;
– Ω? ∈ [0,ΩZAMO[, we have b < 0;
– Ω? ∈]ΩZAMO,Ω+], we have b > 0;
• R? ∈ [RH , RSL] (inside ergosphere), where Ω− > 0,
therefore Ω ∈ [Ω−,Ω+]. There are more regions for
Ω?, where we have the following behaviors:
4– Ω? = ΩZAMO, we have b = 0;
– Ω? ∈]ΩZAMO,Ω+], we have b > 0;
– Ω? = Ω∞ ≡ −gtt/gtϕ, we have |b| = ∞. In
particular, we have limΩ?→Ω± b = ∓∞;
– Ω? ∈ [Ω−,Ω∞], corresponds to photons emit-
ted with negative (conserved) energy Ep < 0,
which cannot escape from the ergosphere.
It is important to note that in view of the classification of
the angular velocity Ω? in terms of the radius R?, we have
that for R? in the ergosphere b ∈ [−∞, bmax], instead for
R? outside the ergosphere we have b ∈ [bmin, bmax] (see
Fig. 2, for details). In addition for R? ∈]RH , 2], the spin
a ∈ [a¯, 1], where a¯ is the spin value at which we have
R? = RH(a¯). Indeed, for a ∈ [0, a¯[, the related R? lie
inside RH , which represent not physical configurations.
2.2. A-priori indications of chaotic behavior
Before to formally prove that the general relativistic
PR effect (in the equatorial plane) admits a chaotic be-
havior through the Melnikov method, we list a series of
indications, which induced us to think about that.
The PR effect borns as a viscous effect in Newtonian
gravity, because the radiation drag force depends linearly
from the velocity components [25, 29, 33]. In GR, the
radiation pressure and the PR effect becomes one sin-
gle function, which is relativistically covariant, and it
is highly-non-linear in terms of the velocity components
[34], due to the coupling with the curved non-linear back-
ground. The presence of such dissipative perturbation
makes the Kerr geodesic motion non-integrable. Non-
linear dissipative dynamics and non-integrability are two
strong signs in favor of chaos.
If we consider the classical PR effect equations of mo-
tion written in terms of u = 1/r and the azimuthal angle
ϕ, we obtain the differential equation [25, 29, 33]
d2u
dϕ2
+
du
dϕ
+ u = F
(
du
dϕ
, u, ϕ
)
, (26)
which represents the equation of motion of a forced har-
monic oscillator, where the driven force is given by
F
(
du
dϕ
, u, ϕ
)
=
du
dϕ
[
1 +
1
ϕ
+
2
u
du
dϕ
]
+
GM −Ac
A2ϕ2
. (27)
Now, if we consider an orbit close to a circular geodesic in
the general relativistic PR effect in Schwarzschild space-
time for a radial radiation field, i.e., b = 0, we have [27]
r(τ) = r0, ν(τ) = νK , α0(τ) = 0, (28)
where νK =
√
M/(r0 − 2M) is the Keplerian velocity.
We consider ε = A/M  1 and we linearize the equations
of motion (19) – (23) around this value, obtaining
r(τ) = r0 + ε
√
r30(r0 − 3M)
(r0 − 6M)2
[
2
√
M
r0 − 6M sin(ωrτ)
− cos(ωrτ)− 2M√
r30(r0 − 3M)
τ + 1
]
, (29)
where
ωr =
√
M
r0 − 6M
r30(r0 − 3M)
, (30)
is the radial epicyclic frequency expressed with respect to
the proper time τ . Also in this case, we find the equation
of a forced harmonic oscillator. More in general, this
behavior is also confirmed by Fig. 3 in Schwarzschild
and Kerr spacetimes. Eventually, we can conclude that
the general relativistic PR effect generally behaves as a
forced harmonic oscillator, endowed with a highly-non-
linear driven force, which is the responsible to make the
dynamics more complicate, non-integrable, and in the
same time it works as the engine to create resonance
effects [5], which then implies chaotic trajectories.
This dynamical system admits the existence of a crit-
ical hypersurface (region where the test particle moves
stably), proved to be an attractor [32]. In reality, there
are two attractors: one is the critical hypersurface and
the other one is the spatial infinity r → ∞. The test
particle has two possible destinies: ending its motion on
the critical hypersurface or escaping at infinity, with no
other possible configuration besides these two. The pres-
ence of attractors are good signals of chaotic behavior.
Another important aspect is that in considering linear
perturbations xα1 to the solution of the PR effect system
xα0 of the form x
α = xα0 + x
α
1 , we obtain
r = r0 + r1(τ), ϕ = ϕ0 + ϕ1(τ),
ν = ν0 + ν1(τ), α = α0 + α1(τ).
(31)
The PR effect equations (19) – (23) in the Schwarzschild
spacetime for a general radiation field, i.e., b 6= 0, for
small first-order linear perturbations [28], read as
dxα1
dτ
= Cαβx
β
1 . (32)
Diagonalizing the linearized matrix Cαβ , it is possible to
find its eigenvalues, which are [28]
λ1 =
√
r0 − 2M
r30(1− ν20)
(
ν20 − ν2K
)
sgn(sinβ0),
λ2 = λ1 + iλ˜, λ3 = λ1 − iλ˜, λ4 = 0,
(33)
where
λ˜ =
±ν0
r0(1− ν20)
√
ν20 − ν2K +
(r0 − 3M)(r0 − 6M)
r0(r0 − 2M) . (34)
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FIG. 1. Emitting surface angular frequency Ω? in terms of the spin a. Left panel: Plot for R? = 6. Right panel: Plot for
R? = 1.9 valid for a ∈ [0.44, 1], because for a ∈ [0, 0.44], RH ≥ 1.9. At a = 0.44, Ω? = 0.11 is the only admitted value.
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FIG. 2. Photon angular momentum b in terms of the spin a. Left panel: Starting at a = 0.44 for R? = 1.9, where b ∈ [−∞, bmax].
Right panel: Starting at a = 0 for R? = 6, where b ∈ [bmin, bmax].
These eigenvalues assume different values depending on
the initial conditions (r0, ν0), where the velocity νK de-
limits an important threshold. Indeed, we have that
λ1, λ2, λ3 are positive in the following cases:
if sgn(sinβ0) = 1, ⇒ ν0 > νK , (35)
if sgn(sinβ0) = −1, ⇒ ν0 < νK . (36)
The real parts of λ1 = λ2 = λ3 are positive, their imag-
inary parts λ˜ 6= 0, and λ1 represents also the Lyapunov
exponent [5], which measures the mean rate of exponen-
tial separation of neighboring trajectories. This is an
useful index to see whether a dynamical system shows
sensitive dependence on the initial conditions, fundamen-
tal requirement for exhibiting chaotic dynamics. In Fig.
4, we show different values of λ1 in terms of r0 and ν0.
3. HAMILTONIAN FORMULATION
We have already treated the general relativistic PR ef-
fect under a Lagrangian formulation determining the an-
alytical form of the Rayleigh potential through the com-
bination of an integrating factor and the use of a new
method called energy formalism [33–35].
It is also possible to formulate such effect under an
Hamiltonian formalism, never proposed so far in the lit-
erature. We here introduce for the first time this formu-
lation, useful for the next calculations.
In the geodesic case, we consider the mass shell con-
straint with test particle mass µ = 1, namely gαβpαpβ =
−1, where the momentum canonically conjugate to xα
occurs through the Legendre transform pα = gαβ x˙
β ,
where the dot stands for the derivative with respect to
the affine parameter τ . Therefore, the Hamiltonian is
H(p,x) = g
αβpαpβ
2
, (37)
and, the Hamilton equations are
x˙µ =
∂H
∂pµ
, p˙µ = − ∂H
∂xµ
, (38)
which splits a system of n differential equations of second
order (achieved through the Euler-Lagrange equations in
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FIG. 3. Test particle orbits in Schwarzschild (left panel) and Kerr a = 0.5 cases (right panel), for b = 1, A = 0.1, (r0, ν0) =
(30, 0.18). The red lines represent the critical radii, rcrit = 2.02 (Schwarzschild) and rcrit = 1.90 (Kerr, with rH = 1.87).
FIG. 4. Lyapunov exponent λ1 plotted in terms of r0 and ν0.
terms of the Lagrangian L), in 2n differential equations
of first order (achieved through the Hamilton equations
in terms of the Hamiltonian H). Such formulation can
be extended also to a dissipative system f = (fµ1 , f2,µ),
where the perturbations to the Hamiltonian system can
be also of non-Hamiltonian type, having thus
x˙µ =
∂H
∂pµ
+ fµ1 (p,x),
p˙µ = − ∂H
∂xµ
+ f2,µ(p,x),
(39)
where  1 is a small parameter.
3.1. Hamiltoninan formulation of the general
relativistic PR effect
For the PR effect model, we consider xµ = (t, r, ϕ) the
Boyer-Lindquist coordinates and the conjugate momenta
read as (see Eqs. (21) – (23), for comparison)
pt =
γ
N
, (40)
pr =
√
grrγν sinα sinψ, (41)
pϕ =
√
gϕϕγν cosα sinψ. (42)
In such formalism, the module of the velocity reads as
ν =
√
p2r
grr
+
p2ϕ
gϕϕ
. (43)
The Hamiltonian is simply given by
H =
[
gttp2t + 2g
tϕptpϕ + g
rrp2r + g
ϕϕp2ϕ
]
2
. (44)
The radiation force components (13) can be written as
(see Eqs. (14) – (17), for comparison)
σ˜[ΦE(U)]2
A
=
γ2(1 + bNϕ)2A2
N2
√Rrad(r) , (45)
Vˆrˆ = 1A
(
sinβ − pr√
grr
A
)
, (46)
Vˆϕˆ = 1A
(
cosβ − pϕ√
gϕϕ
A
)
, (47)
Vˆtˆ =
1
A
(
1
γ
− A
)
, (48)
7where
A =
[
γ − pr√
grr
sinβ − pϕ√
gϕϕ
cosβ
]
. (49)
Therefore, we obtain
F˜µ = σ˜[ΦE(U)]
2D
A
Vˆµˆ, (50)
where D is a constant such that  = A/D  1 (for
example D = 10, so  ∈ [0.01, 0.1]). The PR effect is a
dissipative system, where (fµ1 , f2,µ) = (0, F˜µ). Therefore,
Eqs. (39) applied to Eqs. (19) – (23) become
p˙r =
∂rgrr
2g2rr
p2r − γ2
√
grra(n)
rˆ (51)
−k(Lie)(n)rˆp2ϕ
√
grr
gϕϕ
− 2γpϕθ(n)rˆ ϕˆ
√
grr
gϕϕ
+ F˜r,
p˙ϕ = F˜ϕ, (52)
p˙t = F˜t, (53)
r˙ = grrpr, (54)
ϕ˙ = gϕϕpϕ + g
tϕpt, (55)
t˙ = gttpt + g
tϕpϕ. (56)
As already pointed out in Ref. [36], it arises a sponta-
neous issue related with the time, which is a coordinate in
a relativistic phase space. It is responsible thus to make
the orbits not recurrent and unbounded in their forward
motion. In GR, as we already know, the time loses its ab-
solute meaning as that had in Newtonian gravity. There-
fore, to speak coherently about dynamical system in GR
[37], we need to split the spacetime through a foliation
in spacelike hypersurface, which here occurs through the
relativity of observer splitting formalism [29, 30, 33].
4. HOMOCLINIC ORBITS
Homoclinic orbits are common concepts in the dynami-
cal systems literature, better known in the BH and gravi-
tational wave literature as separatrices, because they per-
mit to distinguish whether the orbits plunge to the hori-
zon or not. The notion of homoclinic orbits is based on
the research of recurrent invariant sets Λ for a dynamical
system [2, 8]. Such sets constitute a collection of points,
where the belonging orbits remain in such set at any past
or future time. In the phase space, they are normally
identified with recurrence properties, like: fixed points,
periodic orbits, or the n-dimensional tori.
The set of all trajectories that approach Λ asymp-
totically in the infinite future is a submanifold of the
phase space termed stable manifold of Λ, W s(Λ); while
all trajectories approaching Λ asymptotically in the infi-
nite past represent the unstable manifold of Λ, Wu(Λ).
An invariant set Λ is called hyperbolic1 if it has both a
stable W s(Λ) and an unstable manifold Wu(Λ). Now,
when the trajectory approaches the same invariant set Λ
in the infinite future and past, i.e., if there is an intersec-
tion of the stable and unstable manifolds of the same set
Λ, Wu(Λ) ∩W s(Λ) ∩ Λ 6= ∅, then the trajectory is ho-
moclinic (or saddle-loop) to Λ. Formally, the homoclinic
orbit approaches the same invariant set in the infinite fu-
ture as in the infinite past [2, 8]. Therefore, for determin-
ing the class of homoclinic orbits related to a dynamical
system relies on identifying the intersections of the stable
and unstable manifolds on its hyperbolic invariant sets.
4.1. Homoclinic orbits in the equatorial plane of
Kerr spacetime
We consider the dynamical system given by the Kerr
equatorial orbits, governed only by gravity and no other
perturbing effects. We will show that the only hyperbolic
invariant sets with associated homoclinic orbits are the
energetically bounded, unstable circular orbits [36].
The motion of a timelike test particle in Kerr metric
in the equatorial plane is given by [38]
r˙ = ±
√
R(r)
r2
, (57)
ϕ˙ =
1
r2
[ a
∆
(2rE − aLz) + Lz
]
, (58)
t˙ =
1
r2
[
(r2 + a2)2E − 2arL
∆
− a2E
]
, (59)
where E = −pt and Lz = pϕ are the conserved energy
and the angular momentum orthogonal to the equatorial
plane along the test particle trajectory. It is important to
not confuse such constants of motion with those related
to the null geodesics of the radiation field, −kt = Ep and
kϕ = Lz,p. The dot stands for the derivative with respect
to the affine parameter τ along the timelike test particle
trajectory. The signs ± in front of the radial coordinate
(57) mean throughout all the paper that we can consider
prograde o retrograde orbits, respectively. The function
R(r) is given by [36, 38]
R(r) = r
{−(1− E2)r3 + 2r2
−[a2(1− E2) + L2z]r + 2(aE − Lz)2
}
,
(60)
In the equatorial Kerr system, the invariant sets are given
by the circular orbits (defined by the conditions R(r) = 0
and dR(r)/dr = 0); the hyperbolic invariant sets coincide
with the unstable circular orbits (defined by circular or-
bit condition, and d2R(r)/dr2 < 0, which corresponds
1 The given definition is easily understandable from a plot in the
phase space. However, the mathematical definition of an hyper-
bolic point p for a C1 vector field F : Rn → Rn, is: p is a critical
point for F , i.e., F (p) = 0, and the Jacobian matrix of F at p,
J = (∇F )(p), has no eigenvalues with zero real parts [2, 8].
8to the maximum of dR/dr = 0). Among these trajecto-
ries, the homoclinic orbits are the unstable circular orbits
energetically bounded (E < 1), see Ref. [36] for details.
In general the equatorial orbits in Kerr metric are de-
scribed by (E,Lz), but however there is another way to
define them, which is through the periastron and apas-
tron (rp, ra). However, since the homoclinic orbits are
defined by one-to-one correspondence with bound energy
values E < 1, they constitute a one-parameter family
specified by the (periastron) radius ru = rp [36].
It is important to note that the homoclinic orbits have
the same energy and angular momentum of the circular
orbit they asymptotically approach, and E and Lz can
be recasted as function of ru, i.e., [36, 39]
E =
r
3/2
u − 2r1/2 ± a
r
3/4
u
√
r
3/2
u − 3r1/2u ± 2a
< 1, (61)
Lz =
r2u ∓ 2ar1/2u + a2
r
3/4
u
√
r
3/2
u − 3r1/2u ± 2a
. (62)
Rewriting the R(r) function, which has a double root at
ru for homoclinic orbits, as [36]
R(r) = (E2 − 1)r(r − ru)2(r − ra). (63)
Expanding (63) and equating the same powers of r with
Eq. (60), we have ra in terms of ru, E, Lz, i.e.:
ra =
2(aE − Lz)2
r2u(1− E2)
. (64)
Substituting Eqs. (61) – (62) in Eq. (64) we obtain
ra =
2ru(a∓√ru)2
r2u − 4ru ± 4a
√
ru − a2 . (65)
Therefore, the one-parameter family of the homoclinic
orbits in the equatorial plane of the Kerr spacetime
Ohc(ru) is characterized by Eqs. (61), (62), and (65),
where the parameter ru must vary between the inner-
most bound circular orbit (IBCO) rIBCO and the in-
nermost stable circular orbit (ISCO) rISCO, i.e., ru ∈
[rIBCO, rISCO] (see Ref. [36], for further details), where
Z1 = 1 +
3
√
1− a2 [3√1 + a+ 3√1− a] , (66)
Z2 =
√
3a2 + Z22 , (67)
rIBCO = 3 + Z2 ∓
√
(3− Z1)(3 + Z1 + 2Z2), (68)
rISCO = 2∓ a+ 2
√
1∓ a. (69)
In Fig. 5, we show the region where ru can vary and
also how this region is intersected by the static limit and
event horizon radii, useful for the next considerations.
In Fig. 6, we display a homoclinic orbit2 and its related
2 To plot the homoclinic orbit in the equatorial plane of Kerr met-
ric, we use Eq. (26c) in Ref. [36] for describing the azimuthal
coordinate ϕ, while the radial coordinate r ranges in [ru, ra].
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FIG. 5. The shaded area, delimited by IBCO and ISCO radii,
is where ru can range in terms of the spin a. The vertical
dashed red line represent the Schwarzschild limit (a = 0), the
horizontal dashed green line is the static limit radius, and the
continuous blue line is the event horizon radius.
phase portrait, highlighting in the real space the circular
orbit towards which the homoclinic orbit approaches and
in the phase space its hyperbolic fixed point.
5. MELNIKOV INTEGRAL
The Melnikov method is a powerful mathematical tool
to detect the occurrence of chaos in a class of dynamical
systems under Hamiltonian periodic perturbations [8],
non-Hamiltonian perturbations [2] in two-dimensional
and even higher-dimensional systems [40, 41].
To understand how this method is able to identify
chaos, it is important to proceed in stages, presenting
first simple and abstract examples of chaotic dynamics
until to connect all of them to realistic situations occur-
ring in Hamiltonian dynamical systems (see Ref. [14], for
a pedagogical introduction to the Melnikov method).
The Melnikov method relies on the following closely
connected key-points:
• baker’s transformation: it is an highly-idealized
map from the unit square S into itself, where S
is cut in half, and the two halves are stacked on
one another, and compressed. Using the dyadic de-
composition of this map in symbolic dynamics it is
possible to prove that it represents the shift opera-
tor, which is a chaotic map;
• Smale horseshoe’s transformation: it is another ab-
stract map from the unit square S into itself, whose
action consists in geometrically squishing S, then
stretching the result into a long strip, and finally
folding the strip into the shape of a horseshoe in-
side a unit square S. It is possible to show that
in symbolic dynamics this map is isomorph to the
baker’s transformation, being thus chaotic;
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FIG. 6. Homoclinic orbit (left panel) and its phase portrait (right panel), for a = 0.1, ru = 4.40. The other parameters are
ra = 13.61, E = 0.95, and Lz = 3.52. The red dashed line represents the circular orbit of radius ru centered in (0, 0) towards
which the homoclinic orbit moves. The hyperbolic fixed red point in the phase space is (r, pr) = (ru, 0).
• homoclinic tangles: we consider a map Ψ : Rn →
Rn, which has an hyperbolic fixed point P . In Fig.
7, we have drawn an example of homoclinic tan-
gle, useful for its presentation. Then, we define the
P
W
u (P
)
Ws(P)
QQ'
Q''
Q'''
P
Hyperbolic 
Fixed Point
Smale 
horseshoe’s map
𝒜𝒜'𝒜''
FIG. 7. Example of homoclinic tangle.
stable W s(P ) and unstable Wu(P ) manifolds of P :
W s(P ) =
{
Q ∈ Rn
∣∣∣ lim
n→∞Ψ
n(Q) = P
}
,
Wu(P ) =
{
Q ∈ Rn
∣∣∣ lim
n→∞Ψ
−n(Q) = P
}
,
(70)
where
Ψ±n(Q) ≡
n︷ ︸︸ ︷
Ψ± ◦Ψ± ◦ · · · ◦Ψ± (Q). (71)
Since the system Ψ gives rise to a discrete dynam-
ics, W s(P ) and Wu(P ) intersect each other only in
points, like {Q,Q′, Q′′, Q′′′, · · · , P}. In addition,
they cannot touch the same point twice, otherwise
they will be trapped in a cycle and will not reach
the point P , and P is not touched in a finite number
of steps, since P is a fixed point (has no image or
pre-image of a point other than itself). The inter-
section of W s(P ) and Wu(P ) forms the so-called
homoclinic tangles and creates areas A,A′,A′′, · · · ,
which have all the same value, since Ψ is an area-
preserving map. When the two manifolds approach
the point P , they give rise to the Smale horseshoe’s
map, which permits to imply its chaotic behavior;
• dissipative Hamiltonian systems: we consider such
kinds of systems, because the general relativistic
PR effect model belongs to this category. The
unperturbed and integrable Hamiltonian H has a
fixed hyperbolic point P in the phase space and
W s(P ) and Wu(P ) coincides in a homoclinic orbit
O. Such Hamiltonian system is affected by non-
Hamiltonian perturbations like Eqs. (39).
We fix an arbitrary initial time t0 or Poincare´ section
(where we follow the dynamics) to which corresponds the
hyperbolic fixed point Pt0 , the stable W
s(Pt0) and un-
stable Wu(Pt0) manifolds (see Fig. 8). In order to find
Perturbed systemUnperturbed system
P OPoincaré section
Pt0
Wu(f(Pt0))
Ws(f(Pt0))
f(Pt0)
f(P)
Poincaré section
f(O)
Wu(Pt0)
Ws(Pt0)
FIG. 8. Sketch to define the Poincare´ section.
the homoclinic tangle, we have to determine a way to see
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when W s(Pt0) and W
u(Pt0) intersect transversally. We
consider a point Q ∈ O, and then we define the distance
from W s(Pt0) to W
u(Pt0) along a direction transversal
to O in Q, which intersects W s(Pt0) and Wu(Pt0) re-
spectively in Qs and Qu,
d(t0) ≈  M(t0)||∇H(Pt0)||
+O(2), (72)
where ||∇H(Pt0)|| 6= 0 and M(t0) is the Melnikov inte-
gral defined as [2, 8, 14, 40, 41]
M(t0) =
∫ +∞
−∞
{H,f} dt
=
∫ +∞
−∞
n∑
µ=1
(
∂H
∂pµ
f2,µ +
∂H
∂xµ
fµ1
)
dt,
(73)
where {·, ·} are the Poisson bracket, f are the perturba-
tions of Eqs. (39), and the integral is taken along the
unperturbed homoclinic orbit O.
Therefore, we arrive to the following conclusions de-
pending on the values assumed by the Melnikov integral:
• M(t0) admits odd order zeros, showing thus
transversal intersection between W s(Pt0) and
Wu(Pt0), and therefore homoclinic tangles. The
dissipative dynamical systems is chaotic.
• M(t0) is bounded away from zero, there is therefore
no homoclinic tangle and no chaotic behavior.
• M(t0) is identically zero or admits even order zeros,
the method cannot predict anything.
5.1. Application to the PR effect
We apply the Melnikov method to the general rela-
tivistic PR effect (51) – (56), where f = (0, F˜µ). The
Melnikov integral (73) reads as
M(t0) =
∫ +∞
−∞
[(
gttpt + g
tϕpϕ
)
F˜t
+
(
gϕϕpϕ + g
tϕpt
)
F˜ϕ + g
rrprF˜r
]
dt
=
∫ +∞
−∞
σ˜[ΦE(U)]2D
AA
[(−gttE + gtϕL) Vˆt
+
(
gϕϕL− gtϕE) Vˆϕ + grrprVˆr] dt.
(74)
This integral is evaluated along the homoclinic orbit
O ∈ Ohc(ru), parametrized by the periastron parame-
ter ru, being our hyperbolic fixed point P at the time t0.
To make more explicit the dependence of the integrating
function of Eq. (74) from the homoclinic orbit O, we
pass from the coordinate time t to the coordinate radius
r integration, having thus
M(t0)= 2
∫ ra
ru
σ˜[ΦE(U)]2D
AA
r2√
R(r)
t˙ (75)
×
{(
ρ
∆
E − 2a
r∆
Lz
)(
1
γ
− A
)
+
[
(r − 2)
r∆
Lz +
2aE
r∆
](
cosβ − Lz√
ρ
A
)
+
√
R(r)
r2
(
sinβ −
√
R(r)
∆
A
r
)}
dr
=
∫ ra
ru
h(r; ru, a, R?,Ω?) · g(r; ru, a, R?,Ω?) dr,
where
h(r; ru, a, R?,Ω?) = 2
σ˜[ΦE(U)]2rD
AA∆
√
R(r)
t˙, (76)
g(r; ru, a, R?,Ω?) =
{
(rρE − 2aLz)
(
1
γ
− A
)
+ [(r − 2)Lz + 2aE]
(
cosβ − Lz√
ρ
A
)
+
∆
√
R(r)
r
(
sinβ −
√
R(r)
∆
A
r
)}
.
To see whether the general relativistic PR effect is a
chaotic dynamical system, we have to find the zeros of
the h · g function for r ∈ [ru, ra]. Regarding the h func-
tion, we numerically checked that the R(r) function, Eq.
(60), does not vanish for any parameter sets; the Rrad(r)
function, Eq. (10), can vanish for some parameter sets,
which are generally in correspondence to some zeros of
the g function, but do not considerably compromise the
existence of the chaotic behavior. Instead, the t˙ function
can give further simple zeros, but in general they are in
correspondence of those of the g function. Therefore, we
can conclude that everything mainly reduces to deter-
mine the zeros of the g function. This analysis cannot
be carried out analytically for all parameter sets, due to
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non-linear dependence of the g function from its param-
eters. Therefore, only a numerical treatment seems to be
a viable resolution approach.
We define S as the parameter space, namely
S = { a ∈ [0, 1], ru ∈ [rIBCO(a), rISCO(a)],
R? ∈]RH(a),∞[, Ω? ∈ [Ω−,Ω+] } . (77)
We call chaotic region C in the parameter space S, the
set of all parameters {a, ru, R?,Ω?} which annihilates the
g function in terms of the radial coordinate r, namely
C = {(a, ru, R?,Ω?) ∈ S/
∃r ∈ [ru, ra(a, ru)] : g(r; ru, a, R?,Ω?) = 0} . (78)
In the next section, we discuss how to numerically esti-
mate the chaotic region C.
6. DISCUSSIONS
The parameters from which the g function depends
are a, ru, R?,Ω?, because a determine the proprieties of
the background spacetime, ru the homoclinic orbit, and
R?,Ω? define the photon impact parameter b and thus
the proprieties of the perturbing radiation field. These
parameters range in the following intervals, already de-
termined in the previous sections, which can be divided
in two parts depending on the values assumed by R? (see
Sec. 2 2.1 and Figs. 1, 2, and 5, for more details):
• for R? ∈]RH(a), 2] (inside the ergosphere)
a ∈ [0, 1], ru ∈ [rIBCO(a), rISCO(a)],
Ω? ∈ [Ω−(a,R?),Ω+(a,R?)],
b(R?,Ω?) ∈ [−∞, bmax(R?,Ω+)];
(79)
• for R? ∈]2,∞[ (outside the ergosphere)
a ∈ [a¯, 1], ru ∈ [rIBCO(a), rISCO(a)],
Ω? ∈ [Ω−(a,R?),Ω+(a,R?)],
b(R?,Ω?) ∈ [bmin(R?,Ω−), bmax(R?,Ω+)],
(80)
while the radial coordinate in r ∈ [ru, ra(a, ru)], for R?
both inside and outside the ergoshpere.
The emitting surface radius R? together with the spin
parameter a are fundamental in determining the ranges
of the other parameters. We note also that the luminos-
ity parameter values A (different from zero) do not have
any influence in determining the chaos regions, rather it
is more important the way on how the photons are emit-
ted from the radiation source, namely the value of their
impact parameters b.
In general, once the set of parameters {a, ru, R?,Ω?}
has been assigned, the g function can be plotted in terms
of r ∈ [ru, ra], and can be checked numerically its be-
havior. The chaotic region C in the parameter space S
cannot be determined analytically due to non-linear de-
pendence of g from the parameter set. However, through
the plot of several different configurations in S, we have
collected the following information useful for providing a
numerical estimation of the chaotic region C.
• For R? ∈]2,∞[ (outside the ergosphere), we have:
– g does not significantly depends on R?;
– g shows simple zeros for almost all values of
a, namely a ∈ [0,∼ 0.9]3;
– g shows simple zeros for ru ∈ [∼ R¯, rISCO(a)[,
where R¯ = rIBCO(a) +
1
5 [rISCO(a)− rISCO(a)];
– g shows simple zeros for Ω? in intervals de-
pending on the values assumed by ru, i.e.,
ru ∼ R¯ ⇒ Ω? ∈ [0,Ω+],
ru ∈
]∼ R¯,∼ 3R¯] ⇒ Ω? ∈ [0, 45Ω+] ,
ru ∈
]∼ 3R¯,∼ rISCO(a)[ ⇒ Ω? ∈ [ 12Ω+, 710Ω+] .
(81)
In Fig. 10, we show in few plots the information
summerised in this point.
• For R? ∈]RH(a), 2] (inside the ergosphere), we have
detected the following behavior:
– g significantly depends on the values of R?;
– g shows simple zeros for some values of a,
namely a ∈ [a¯,∼ 0.8];
– g shows simple zeros for ru ∈ [R¯, rISCO(a)[;
– g shows simple zeros for Ω? in intervals not
very easy to define. Set Ω¯ = Ω−+ 15 (Ω+−Ω−),
we have found the following classification:
ru ∼ R¯ ⇒ Ω? ∈
[∼ Ω¯,Ω+] ,
ru ∈
]∼ R¯,∼ 2R¯] ⇒ Ω? ∈ [∼ 2Ω¯,Ω+] ,
ru ∈
]∼ 2R¯,∼ 3R¯] ⇒ Ω? ∈ [∼ 3Ω¯,Ω+] .
(82)
In Fig. 11, we display in some plots the infor-
mation gathered in this part.
It is important to note that also in the Schwarzschild
case there is evidence of chaos (see Fig. 12, for more
details). In particular in such case, we have only R? ∈
]2,∞[, because RH(0) ≡ RSL = 2.
3 The symbol ∼ means that it should be consider a relatively small
neighbor of a value, namely ∼ 0.9 = (0.9− , 0.9 + ) with ε 1.
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FIG. 10. Plots of the g function (orange surface) in terms of the radial coordinate r and the emitting surface angular frequency
Ω?. The blue surface represents the “zero” plane, to see for which values of r the g function vanishes (red line). The parameters
used in these simulations are: Rstar = 6, and a = 0.2. For these values, ru ∈ [3.59, 5.33], and Ω? ∈ [0, 0.14]. In each plot, we
use a different value of ru, namely: ru = 3.94 (panel I), ru = 4.92 (panel II), ru = 5.20 (panel III), and ru = 5.32 (panel IV).
7. CONCLUSIONS
We focused our attention on the general relativistic PR
effect in the equatorial plane of Kerr spacetime (see Sec.
2). We then recasted this dynamical system under the
Hamiltonian formulation, where the radiation field can
be seen as a dissipative non-Hamiltonian perturbation on
the pure gravitational Hamiltonian Kerr background (see
Sec. 3 3.1). We also introduced the homoclinic orbits in
the equatorial plane of Kerr spacetime, which constitute
a one parameter family of orbits parametrized by the
periastron ru (see Sec. 4 4.1).
We took care to define also the intervals where these
parameters range, determining thus the parameter space
S, useful for the next calculations (see Secs. 2 2.1 and
4 4.1). We settled down all the necessary ingredients to
apply the Melnikov method (see Sec. 5) to the general
relativistic PR effect on homoclinic orbits in the Kerr
equatorial plane, where we determined (see Sec. 5 5.1):
g(r; a, ru, R?,Ω?) =
(−gttE + gtϕL) Vˆtˆ
+
(
gϕϕL− gtϕE) Vˆϕˆ + grrprVˆrˆ. (83)
The g function does not depend on the luminosity param-
eter A (for A 6= 0, otherwise we have no perturbations),
but only from the spin a (determining the background ge-
ometry), ru (defining the homoclinic orbit), and (R?,Ω?)
(characterizing the perturbing radiation field).
The g function vanishes for some parameter sets, which
determine the chaotic region C in the parameter space
S. Normally to see whether a system admits a chaotic
behavior, one should numerically plot the h · g function
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FIG. 11. Plots of the g function (orange surface) in terms of the radial coordinate r and the emitting surface angular frequency
Ω?. The blue surface and the red line have the same meaning of those in Fig. 10. The parameters used in these simulations are:
Rstar = 1.9, and a = 0.6. For these values, a¯ = 0.44, ru ∈ [2.66, 3.83], and Ω? ∈ [0.50, 0.24]. In each plot, we use a different
value of ru, namely: ru = 2.91 (panel I), and ru = 3.12 (panel II).
I
II
FIG. 12. Plots of the g function (orange surface) in terms of the radial coordinate r and the emitting surface angular frequency
Ω? for the Schwarzschild case a = 0. The blue surface and the red line have the same meaning of those in Fig. 10. The
parameters used in these simulations are: R? = 4, ru = 4.4, Ω? ∈ [0, 0.14] (panel I), and R? = 2.1, ru = 5.6, Ω? ∈ [0, 0.10]
(panel II).
(evaluated on the given parameter data set) in terms of
the coordinate radius r ∈ [ru, ra], and checking whether it
admits simple zeros or not (see Sec. 6). We have checked
that the h function does not considerably compromise
the existence of the chaotic behavior in terms of the g
function (see Sec. 6, for details).
The chaotic region C is not easy to determine analyti-
cally, due to the non-linear dependence of the g function
from its parameters. However, performing several numer-
ical simulations, we provided an estimation of it (see Sec.
6). We displayed also some numerical simulations for se-
lected parameter sets, to show some results, see Figs. 10
– 11. We note that also in the Schwarzschild metric it is
possible to have a chaotic behavior, see Fig. 12.
There are however some a-priori indications that the
general relativistic PR effect may show a chaotic behav-
ior: (i) it is a dissipative system that breaks the integra-
bility of the gravitational Kerr spacetime, (ii) the pres-
ence of two attractors (critical hypersurface and spatial
infinity), (iii) the strong analogy with a forced harmonic
14
oscillator, where resonance effects can complicate the dy-
namics, (iv) it shows a sensitive dependence on initial
conditions (see Sec. 2 2.2, for more details).
The chaotic behavior of the general relativistic PR ef-
fect is an important feature under a dynamical system
point of view. This is a fundamental aspect to take into
account, especially during the observation process. In
addition, the combination of critical hypersurfaces and
chaotic motion can be exploited as a valuable tool for
lighting up the compact object to a distant observer, as
a valuable source of information [42].
The spiraling of astrophysical objects towards super-
massive BHs affected by radiation processes can prop-
erly collocate within the direct observational detection of
gravitational waves (GWs) from the planned LISA mis-
sion [43]. In this context, it is fundamental to know the
extreme mass ratio inspirals (EMRIs), the astrophysical
information of the system under study, and the underly-
ing dynamics, all valuable information, which contribute
to shape the gravitational waveform. In addition, know-
ing that a system admits chaotic behavior is important,
because these configurations can be avoided, otherwise
the GW detection cannot succeed. We would like to in-
vestigate more deeply such aspects in future works.
Another future prospect is directed towards an exten-
sion of such discussion from the equatorial plane to the
3D case always in the Kerr metric, where the treatment
of the homoclinic orbits become more complicate [44].
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