Abstract. For a Liouville domain W satisfying c 1 (W ) = 0, we propose in this note two versions of symplectic Tate homology 
Introduction
Equivariant Tate homology was introduced by Swan [41] in the topological context of a finite group G acting on a space X, see the book by Brown [9] . Later this was generalized to actions of compact Lie groups by Adem, Cohen and Dwyer [4] and Greenlees and May [29] , see also Tene [42] for another construction using stratifolds. If G = S 1 and X is a finite CW complex, then S 1 -equivariant Tate homology with rational coefficients has the fixed point property
where X S 1 is the fixed point set. For infinite dimensional spaces this property fails in general, as was observed by Goodwillie in [28] . Jones and Petrack [33] introduced a variant of S 1 -equivariant Tate homology which retains the fixed point property, see also Cencelj [10] .
In this paper we construct analogues of both versions of Tate homology for symplectic homology, together with a canonical map between the two versions. Our geometric approach twists symplectic homology with Rabinowitz Floer homology on the complex plane. There is partial overlap between our work and the work of J. Zhao [48] , who found independently a more algebraic approach to construct the two symplectic Tate homologies.
Let us briefly recall the main definition of symplectic homology; see [12, 22, 40, 43] for details. We restrict to the case of a Liouville domain, i.e., a compact manifold W with boundary equipped with a 1-form λ such that dλ is symplectic and λ| ∂W is a positive contact form. Its completion is the Liouville manifold V = W ∪ ∂W [1, ∞) × ∂W with the 1-form λ V that equals λ on W and rλ on [1, ∞) × ∂W . The symplectic homology SH * (W ) of the Liouville domain W (we will usually omit λ from the notation) is by definition the Floer homology with Z-coefficients of any
Hamiltonian on V that grows quadratically in r at infinity. It is Z-graded by ConleyZehnder indices if the first Chern class c 1 (W ) (with respect to any compatible almost complex structure) vanishes, and it is invariant under Liouville isomorphisms of the completions (i.e., diffeomorphisms f : V → V such that f * λ − λ is exact and compactly supported). An S 1 -equivariant version SH S 1 * (W ) of symplectic homology with respect to the circle action on the loop space of V has been defined in [44, 6] . It is a graded module over the polynomial ring Z[u −1 ], where u is a formal variable of degree 2. Moreover, it has a localization with respect to the endomorphism u −1 , see Section 2.4. Now we can state our main result. Remark. The hypothesis c 1 (W ) = 0 provides us with well-defined integer gradings and allows us to work over the ring Z[u, u −1 ]. We expect that Theorem 1.1 continues to hold without this hypothesis if we drop the integer grading and replace Z[u, u −1 ] by a suitable Novikov completion.
Let us discuss some examples of symplectic Tate homology groups.
(1) As an immediate consequence of Theorem 1.1 (d), for a Liouville domain with vanishing equivariant symplectic homology we have H ← − T − → (W ; k) = 0. For example, this applies to C n , or more generally to subcritical Stein domains [11, 7] . More generally, suppose that a Liouville domain W is obtained from a Liouville domain W by attaching subcritical handles. Then the restriction map induces an isomorphism SH S 1 ( W ; k) ∼ = SH S 1 (W ; k) (this follows from [11] , see also [8, 16] ).
Hence the Goodwillie versions of symplectic Tate homology satisfy 
(3) The Goodwillie version H ← − T − → (W ; Q) does in general not have the fixed point property. This observation is due to Goodwillie [28] . For a closed Riemannian manifold (N, g), denote by D * N the unit disk cotangent bundle of N with its canonical structure as a Liouville domain. Goodwillie's theorem implies 
Proof:
The equivariant symplectic homology of D * N equals the equivariant homology H S 1 (LN ) of the free loop space of N , see [1, 38, 44] . Here the spin assumption is needed to make coherent orientations work out correctly [2, 34] . By By Goodwillie's theorem [28] , the localization of H S 1 (LN ) with rational coefficients only depends on the fundamental group. Since N is simply connected, we conclude that H ← − T − → (D * N ; Q) equals the localized equivariant loop space homology of a point and the result follows.
Remark. For symplectic homology with twisted coefficients as in [2] , Theorem 1.2 continues to hold without the spin hypothesis on N . The main objective of the current paper is to lay the foundations for symplectic Tate homology, establish its algebraic properties, and compute it for some examples. However, our interest in this construction is motivated by embedding questions and dynamical applications. For example, Viterbo observed in [44, page 1020 ] that Goodwillie's theorem implies that the unit disk cotangent bundle D * N of a simply connected closed manifold satisfies the "strong equivariant algebraic Weinstein conjecture", namely the fundamental class of N becomes zero in localized equivariant symplectic homology of D * N with rational coefficients. As a consequence, every closed contact type hypersurface in D * N carries a closed characteristic. Another consequence should be finiteness of the Hofer-Zehnder capacity of D * N , see [31] for such an argument in a slightly different context. Further potential applications concern the construction of finite energy planes and establishing uniruledness of Liouville domains in the sense of McLean [36] .
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Algebraic preliminaries
In this section we collect some algebraic facts, most of which can be found in [14] . For the applications we have in mind we have to work in the category of graded Z-modules. For simplicity we will skip the reference to the grading.
Direct and inverse limits.
A direct system is a tuple (G, π) where G = {G a } a∈R is a family of Z-modules indexed by the real numbers, and π = {π a2,a1 } a1≤a2 is a family of homomorphisms
We denote its inverse limit as a → −∞ by
For a ∈ R we have canonical maps
In order to make the notation easier adaptable to our later purposes we denote the direct system by (G, ι) with homomorphisms
when we talk about direct limits. We denote its direct limit as b → ∞ by
For b ∈ R we have canonical maps
Direct and inverse limits do not necessarily commute. To describe this, we consider a double indexed family of Z-modules G b a with a, b ∈ R. We suppose that for every b ∈ B and every a 1 ≤ a 2 ∈ A there exists a homomorphism
and for every a ∈ A and b 1 ≤ b 2 ∈ B there exists a homomorphism
such that the following holds. For any fixed b ∈ B and any fixed a ∈ A the tuples G b , π b and G a , ι a are direct systems. Moreover, for every a 1 ≤ a 2 and b 1 ≤ b 2 the square
is commutative. We refer to the triple G, π, ι as a bidirect system. We denote the direct (resp. inverse) limits for fixed a (resp. b) by
Due to the commutation relation between π and ι, for a 1 ≤ a 2 ∈ A and b 1 ≤ b 2 ∈ B we obtain induced maps
Proposition 2.1 (see [14] ). For a bidirect system (G, π, ι) there exists for every b ∈ B a unique homomorphism
and a unique homomorphism
such that for each a ∈ A and b ∈ B the following diagram commutes
In general, the map κ is neither injective nor surjective; we will see examples of this in Section 5. Conditions under which the canonical homomorphism κ is an isomorphism were obtained by B. Eckmann and P. Hilton in [18] and by A. Frei and J. Macdonald in [26] .
Bidirect systems of chain complexes.
A bidirect system of chain complexes is a quadruple (C, p, i, ∂), where (C, p, i) is a bidirect system which in addition is endowed for each a ∈ A and b ∈ B with a boundary operator
which commutes with i and p in the sense that are the induced maps on homology, then the triple (HC, Hp, Hi) is a bidirect system. As in the previous subsection we let κ : lim − → lim ← − HC → lim ← − lim − → HC be the canonical homomorphism on homology level. We refer to
as the canonical homomorphism on chain level. Since ∂ commutes with i and p we obtain an induced map
be a bidirect system of chain complexes of Z-modules such that all the maps p b a2,a1 are surjective. Then there is a canonical diagram Proof: This follows by combining several results in [14] . However, as everything there is stated in the category of vector spaces, we need to check which parts carry over to Z-modules. Let us indicate the required modifications, using the notation from [14] . Theorem 3.7 from [14] is proved in [47] for Z-modules. Using this, it follows that our bidirect system (C, p, i, ∂) satisfies the "tameness" condition in [14] , except that the map ν b is only surjective rather than an isomorphism. Moreover, the argument from the end of proof of Theorem A still works to show that ν is surjective. With this, the discussion after Definition 3.3 still yields the desired diagram and surjectivity of the map σ. If instead of Z-modules the C b a are graded vector spaces that are finite dimensional in each degree, then our bidirect system (C, p, i, ∂) is actually "tame", and Proposition 3.4 from [14] implies that the diagram commutes and ρ is an isomorphism. and quotients (for a) with respect to two real filtrations on a chain complex (C, ∂). In [14] we considered the special case that the two filtrations are equal and showed that then the map Hk in (4) is an isomorphism. We will see below that this fails in the case of two different filtrations. This failure can be traced to the failure of the commutative square (1) to be exact in the sense of [26] .
(b) The map ρ in Proposition 2.2 is in general not an isomorphism for finitely generated Z-modules. A counterexample is given in Appendix A of [14] . This failure can be traced to the failure of the Mittag-Leffler condition due to the existence of infinite chains of subrings such as Z ⊃ 2Z ⊃ 4Z ⊃ · · · .
Remark 2.4. Suppose we are given a short exact sequence 0 → A → B → C → 0 of bidirect systems of chain complexes of graded vector spaces as in Proposition 2.2 (b). Since direct limits preserve exactness, and inverse limits preserve exactness for finite dimensional vector spaces [19] , we can apply either first the inverse limit, then the direct limit and then homology, or first homology, then the inverse limit and then the direct limit to obtain long exact sequences fitting in the following commuting diagram with the map ρ from (4):
Module structure over Laurent polynomials. In our applications we will have for all a, b additional isomorphisms
commuting with all the other maps in the obvious sense. By functoriality of direct and inverse limits and homology, the u b a induce isomorphisms on the four groups in (4) commuting with the maps in this diagram. Denoting these isomorphisms simply by u, we thus have 
is an ideal in the principal ideal domain k[u] and thus generated by one polynomial p. Now for any q ∈ I we have u n q ∈ I ∩ k[u] for some large integer n, so u n q = rp for some r ∈ k[u] and thus q = u −n rp.
(c) By [32, Section 3.9, Exercise 3], modules over a principal ideal domain have a well-defined rank satisfying the rank formula for a submodule N ⊂ M :
2.4.
Localization. In this subsection we work in the category of vector spaces. Assume that V is a vector space over a field k and T : V → V is a linear map. We define V T ⊂ i∈N V to be the subvector space consisting of (v i ) i∈N satisfying T v i+1 = v i . If one thinks of the pair (V, T ) as a direct system with
(Note that here the notation differs from Section 2.1 in that k tends to +∞ rather than −∞.) The map T induces a linear map T :
Although T was not assumed to be invertible, the map T is invertible with inverse given by
In particular, V T becomes a module over the ring of Laurent polynomials k[u,
There is a natural map
Note that P interchanges the maps T and T T P = P T .
Lemma 2.7. If T is an isomorphism, then P is an isomorphism as well.
Proof: We first show that P is injective. To see this, suppose that (v i ) i∈N is in the kernel of P . This means that v 1 = 0. By induction on the formula v i = T v i+1 and using the injectivity of T , we conclude that v i = 0 for every i ∈ N. This shows that P is injective. To see that P is surjective, let v ∈ V . Since T is an isomorphism, the
This proves surjectivity of P , and hence the lemma.
In particular, Lemma 2.7 implies that if T is an isomorphism, then the pair (V, T ) is naturally identified with the pair (V T , T ) via the map P .
Lemma 2.8. Assume that V is finite dimensional. Then P is injective.
Proof: Assume that v = (v i ) i∈N ∈ V T lies in the kernel of P , i.e., v 1 = 0. We suppose by contradiction that v = 0. Hence there exists i ∈ N satisfying v i = 0. Let i 0 > 1 be the minimal positive integer with this property. Hence for every i ≥ i 0 the vector v i has the property that
This implies that the vectors v i for i ≥ i 0 are linearly independent. But this contradicts the assumption that V is finite dimensional and the lemma is proved. Example 2.9. In infinite dimensions, Lemma 2.8 is far from true. Consider for example a vector space V of infinite countable dimension with basis {e i } i∈N . Let T : V → V be the shift operator
A basis for V T is given by e j , j ∈ Z, defined by
The induced linear operator becomes the shift operator
The kernel of P is spanned by the vectors e j for j < 0, so P is not injective.
On V T we define a descending filtration as follows. If v = (v i ) i∈N we set
with the convention that the minimum of the empty set equals ∞, i.e., |0| = ∞.
For k ∈ N we set
is the quotient vector space, then T induces a map
There is a well defined map
Note that Q k is injective and satisfies
We next describe its image. For this purpose set
Observe that V T is a T -invariant subspace of V on which T acts surjectively. In fact, V T is the largest T -invariant subspace of V on which T acts surjectively. In particular,
It is worth to mention that the image is independent of k ∈ N.
and hence a direct system of vector spaces (
so the following diagram commutes:
We denote by V
T the localization of V T with respect to the map T | V T , defined by the inverse limit (6) . So the preceding commuting diagram yields Lemma 2.10. The maps Q k give rise to an isomorphism
which interchanges lim ← − T k and T . In particular, the spaces lim
We further have
T . This proves (7). We point out that if T is surjective, then (7) is actually trivial because in this case we already have V T = V .
As a consequence of Lemma 2.10 and equation (7) we get
Next, we will carry over the preceding discussion from vector spaces to chain complexes. Let (V, T, ∂) be a Tate triple. We define a boundary operator ∂ on V T by setting
Note that ∂ commutes with T and for every k ∈ N the subspace V T k is invariant under ∂. Therefore, ∂ induces boundary operators
which commute with the maps T k . Note further that V T is invariant under ∂ and the maps Q k identify the triples (V T k , T k , ∂ k ) and (V T , T, ∂). In particular, the map Q k induces an isomorphism on homology
which interchanges the induced maps
Finally, we observe that the maps
interchange the boundary operators ∂ k and ∂ k−1 , so that we obtain a direct system H(V T k , ∂ k ), Hπ k . So we have proved the following generalization of Lemma 2.10, where H(V T , ∂) HT denotes the localization of H(V T , ∂) with respect to the map HT . Lemma 2.13. Assume that (V, T, ∂) is a Tate triple. Then the maps HQ k give rise to an isomorphism
HT which interchanges lim ← − HT k and HT . In particular, the spaces lim
Recall that if T is surjective, then V T = V . Therefore, we obtain Corollary 2.14. Assume that (V, T, ∂) is a Tate triple and
Without the surjectivity assumption the assertion of Corollary 2.14 can fail, despite the fact that V T T = V T by (7) . The following example describes such a scenario.
Example 2.15. Let V be a vector space with basis vectors {e i,j , f i,j | i, j ∈ N, j ≥ i}. Define T and ∂ on basis vectors by
and ∂f i,j := e i,j + e i,j+1 , ∂e i,j := 0. Note that ∂ is a boundary operator which commutes with T , so that (V, T, ∂) is a Tate triple. However, the map T is not surjective. We claim that
To see this, we first decompose V as follows. Define subspaces
Note that V = E ⊕ F and both subspaces are T -invariant. We therefore have
Moreover, observe that the linear map Φ : E → F which is given on basis vectors by Φ(e i,j ) = f i,j is a T -equivariant isomorphism between E and F . Therefore, E T is isomorphic to F T and we are left with showing that E T = {0}. Indeed, for every k ∈ N we have
and therefore
This finishes the proof of (8) . In view of Lemma 2.13 we deduce from (8) that
HT , we first describe H(V, ∂). Note that for every i ∈ N the vector e i,i gives rise to a nontrivial homology class i := [e i,i ] which coincides with [e i,j ] for every j ≥ i. The homology becomes
and the induced map becomes the shift operator
We conclude that H(V, ∂)
HT is isomorphic to the free k[u, u −1 ]-module on one generator. In particular, lim
Remark. We say that a Tate triple (V, T, ∂) is graded of degree d if the vector space V is additionally graded, T : V → V is a map of degree deg(T ) = d, and the boundary operator is a map of degree deg(∂) = −1. We can define a grading on V T as well by setting for a nonzero v = (v i ) i∈N
for an arbitrary i ∈ N satisfying v i = 0. Note that this well defined, i.e., independent of the choice of i. In this setup, Lemma 2.13 is true in the graded sense, where the ring of Laurent polynomials k[u, u −1 ] also has to be graded with deg(u) = d.
3. S 1 -equivariant Tate homology 3.1. Rabinowitz Floer homology on C. To define S 1 -equivariant Tate homology via the Borel construction, we look for a space with a free S 1 -action and an invariant Morse function whose Morse homology vanishes in all degrees. Such a space can be described as follows. Consider the Hilbert space
(The reason for the normalization constant π will become clear in a moment.) The action of the circle
leaves A invariant and is free on the infinite dimensional sphere
The function A descends to a Morse function on the quotient CP
Note that the critical points have infinite index and coindex and critical values
The space L C also carries a natural Z-action given by the shifts
This action preserves S ∞ ∞ , commutes with the S 1 -action, and satisfies
In particular, Z acts on the critical points on S
Identifying elements of L C with Fourier series
we see that L C corresponds to the Sobolev space W 1,2 (S 1 , C) and to the L 2 -norm
The function A is the classical symplectic action
and the actions of S 1 and Z are given by
Note that the circle action on L C is induced by the circle action on the target C of the loop space and not on the domain S 1 . The reason is that this action is free on the sphere S ∞ ∞ , while the action coming from circle action on the domain is not. The restriction of A to the sphere S ∞ ∞ can be conveniently described in terms of the Rabinowitz action functional for the unit circle in C,
Here η ∈ R is a Lagrange multiplier and
is the moment map for the standard circle action (t, z) → e 2πit z on C. The critical points of A µ appear in critical circles obtained by applying the circle action to the pairs
They have actions A µ (z ( ) , ) = π . The Rabinowitz action functional is invariant under the circle action τ · (z, η) = (τ · z, η), and with respect to the Z-action
The gradient of A µ with respect to the L 2 -metric on L C and the standard metric on R is given by
Thus (positive) gradient flow lines of A µ are maps (z, η) : R → L C × R whose Fourier coefficients satisfy the following system of ordinary differential equations, where denotes the derivative with respect to s ∈ R:
Note that the subspaces where some of the z k are zero are invariant under the gradient flow. In particular, gradient flow lines connecting two critical points never pass through the constant loop z ≡ 0, so they remain in the region L * C := L C \ {0} where the S 1 -action is free and can be projected to S ∞ ∞ × R by normalization. Since both the action functional and the metric are S 1 -invariant, gradient flow lines descend to the quotient by S 1 . Moreover, since the Z-action preserves the metric and changes the action functional only by additive constants, we get a Z-action on gradient flow lines which we will describe next. On the other hand, since the unit circle in C is displaceable by a Hamiltonian diffeomorphism, it follows from [13] that the non-equivariant Rabinowitz Floer homology vanishes. So we have shown Let us describe the non-equivariant Rabinowitz Floer complex more explicitly. We fix a Morse function on the critical circle corresponding to w (0) with two critical points, the maximum w − . Via the Z-action, we obtain Morse functions on the critical circles corresponding to w (n) with maximum w
+ and minimum w
+ . Their indices are
and vanishing of non-equivariant Rabinowitz Floer homology implies that
Since the boundary operator decreases the action, we have for each b ∈ R a subcomplex F C b ⊂ F C generated by critical points of action ≤ b. For a ≤ b we denote by F C b a the quotient of F C b by the subcomplex generated by critical points of action < a, and we set F C a := F C ∞ a . We denote the corresponding homology groups by F H b , F H b a , and F H a . The same definitions apply in the equivariant case. Then the explicit description of the chain complexes above yields the filtered Rabinowitz Floer homology groups for integers m ≤ n:
3.2. S 1 -equivariant Tate homology. In this section we give a Morse theoretic argument for Borel's localization theorem for circle actions, cf. [5] . Consider a closed manifold M with a circle action. Choose on M a nonnegative S 1 -invariant Morse-Bott function f : M → R with the following properties:
(i) f (x) = 0 if and only if x ∈ Fix(S 1 ); (ii) the components of the critical manifold of positive action consist of Bott nondegenerate critical circles on which the action is locally free and thus defines a finite cover
The existence of such a function follows from the results of Wasserman in [45] .
We now define the S 1 -equivariant Tate complex of (M, f ) by a Morse theoretic version of the Borel construction using the Rabinowitz Floer complex on C. To define the Morse chain complex, we pick additional Morse functions on all these critical components and count cascades of negative gradient flow lines.
(1) The Z-action on the Rabinowitz Floer chain complex induces a Z-action on the Tate chain complex which gives Tate homology the structure of a module over
(2) Under the Tate boundary operator, both f and A µ are nonincreasing. Since gradient flow lines of f + A µ project onto gradient flow lines of A µ , the index of critical points of A µ is also nonincreasing. However, the index of critical points of f may increase due to the fact that not every metric on M in the generic family g has to be generic. gives us generators w ± of indices |w − | = 2 and |w + | = 2 + 1, for ∈ Z. To compute the boundary operator on this complex, we need to distinguish two cases. Let us call γ good if the tangent bundle to the unstable manifold of f along γ is orientable, and bad otherwise (the latter can only happen for n even, see the following proof). 
To compute the equivariant homology, let us identify γ ∼ = S 1 = R/Z with the S 1 -action (τ, t) → t+nτ . The associated critical manifold (γ ×S For n = 1 the lens space is the sphere and its homology is the Rabinowitz Floer homology of A µ , which vanishes by [13] . For n ≥ 2, we again distinguish two cases.
If γ is good, then the bundle π * E − → L n is orientable and the homology of L n with coefficients in π * E − is just the ordinary homology of the doubly infinite lens space, which by the computation in [30, Example 2.43] is given by
If γ is bad, then the bundle π * E − → L n is non-orientable over each circle w (which represents a generator of π 1 (L n )), so the Morse boundary operator ∂ maps w + to 2w − . The relation ∂ • ∂ = 0 then enforces ∂w − = 0, so the homology is given by
Since the chain complex has only one generator in each degree, in order to yield these homology groups the boundary operator must have (up to signs) the multiplicities given in the lemma.
Remark. The homology of the lens space L n with local coefficients in π * E − in the preceding proof can also be obtained more algebraically as follows. The vanishing of Rabinowitz Floer homology of A µ implies that the local chain complex is a complete resolution of the group Z n in the sense of [9] . If the periodic orbit γ is good, then with integer coefficients the local Tate homology is given by the Tate homology of the group Z n , H * (Z n ; Z) = {0} * even Z n * odd. If γ is bad, then n is necessarily even and we have to consider the twisted ZZ nmodule Z where the generator of Z n acts via −1. In this case the local Tate homology is given by
Corollary 3.3. The contribution of a critical circle γ of covering number n to the homology of the first page equals
In particular, if the circle action on M is free, then H
With Q-coefficients, the contribution of each critical circle γ to the homology of the first page vanishes, so only the contributions from the fixed points remain. The boundary operator on the second page counts gradient flow lines of f connecting Morse critical points. After this, the spectral sequence collapses. Indeed, since the Morse-Bott function f is constant 0 on the fixed points, different components of the fixed point set cannot interact via gradient flow lines. We have thus derived Borel's localization theorem (see [5] ):
Corollary 3.4. The Tate homology with Q-coefficients equals the homology of the fixed point set M S 1 with coefficients in
In particular, if the circle action on M has no fixed points, then H 
By definition, H n 0 (M, f ) equals the Morse homology of the manifold (M ×S 2n+1 )/S 1 . Since the homology functor and the direct limit functor commute, it follows that Recall the Borel construction X G = X × G EG for a G-space X. It fits into the diagram
where the vertical maps are principal G-bundles and the horizontal maps are induced by projection onto the second factor. Pullback under p yields a ring homomorphism p * : H * (BG) → H * (X G ), which makes equivariant cohomology a module over H * (BG) via cup product. The image p * e of a class e ∈ H * (BG) is the characteristic class of the bundle π induced by e, and cap product with these classes makes equivariant homology H * (X G ) a module over H * (BG) as well.
For G = S 1 and X being a manifold, the class p * e corresponding to the generator e ∈ H 2 (BS 1 ) is the Euler class of π, and cap product with this class is realized by intersection with the codimension 2 submanifold of X S 1 given by a complex 
Symplectic Tate homology
In this section we carry over the construction of Section 3.2 to define symplectic Tate homology, and we prove Theorem 1.1 from the Introduction.
4.1.
Definition and basic properties. Let (V, λ V ) be the completion of a Liouville domain (W, λ) satisfying c 1 (W ) = 0. Let H ∈ C ∞ (V, R) be an autonomous Hamiltonian growing quadratically at infinity. Denote by L V := C ∞ (S 1 , V ) the free loop space of V . Since the Hamiltonian is autonomous, the action functional of classical mechanics
is invariant under the circle action of L V induced by rotating the domain. We assume in the following that it is Morse-Bott, which we can always achieve by perturbing H slightly.
Recall from Section 3.1 the definition of the Rabinowitz action functional for the unit circle in C,
The circle acts on the product space L V × L C × R diagonally. Since both A H and A µ are S 1 -invariant, the functional
is well defined. Since A H was assumed to be Morse-Bott, T H is Morse-Bott as well. Choose an auxiliary Morse function f on the critical manifold of T H . On the set Crit(f ) of critical points of the auxiliary Morse function f we define a double filtration by
Since c 1 (W ) = 0, elements in Crit(f ) are naturally graded by the sum of the Conley-Zehnder indices of the periodic orbits for A H and A µ and the Morse index of the critical points of f . (Here the Conley-Zehnder indices of periodic orbits of A H depend on a choice of trivializations of T V along base loops in each free homotopy class.) It is important to observe that for all a, b ∈ R the set Crit b a (f ) is finite in each fixed degree. We omit the reference to the degree in our notation. The symplectic Tate chain groups (with Z-coefficients) are defined as the free Z-modules generated by critical points of our auxiliary Morse function,
is defined by counting gradient flow lines with cascades for the pair (T H , f ) as in [6] or [23, Appendix A] . This definition depends on the choice of a suitable family of almost complex structures, which we defer to Section 4.4. We denote its homology groups by form a bidirect system of graded vector spaces. As in Section 2.2, we define four versions of symplectic Tate homology by
. Thus superscript (resp. subscript) arrows indicate that the direct/inverse limits are applied before (resp. after) taking homology. As the notation suggests, the symplectic Tate homology groups are independent of H, the auxiliary Morse function f , as well as the metrics used in order to define gradient flow lines with cascades. This can be shown by standard continuation arguments in Morse homology as in [39] . By construction, they are invariant under Liouville isomorphisms of the completions, hence in particular under deformation equivalence of the Liouville domains (see also [40] ).
Note that the spaces C Again, HT a only depends on W up to Liouville isomorphisms of the completions. The next proposition identifies these groups with the S 1 -equivariant symplectic homology SH S 1 (W ) of the Liouville domain W as defined by Bourgeois and Oancea in [7] .
Proof: Because of the Z-invariance of the chain complex it is clear that the HT a for different choices of a are canonically isomorphic. It therefore suffices to show that HT 0 is canonically isomorphic to SH S 1 . We filter the action of A µ also from above and denote for n ∈ N the corresponding vector space by H n T 0 . Since the homology functor and the direct limit functor commute, we have
For a loop z ∈ L C we consider its Fourier expansion
Consider the finite dimensional subspace (L C ) n 0 ∼ = C n+1 of the loop space L C consisting of all Fourier series with nonvanishing Fourier coefficients only in the range from 0 to n. The gradient flow equation (9) 
Note thatμ −1 (0) = S 2n−1 . Now homotope the Morse homology of the Lagrange multiplier functional to the Morse homology of the functionĀ on the constraint µ −1 (0) as in [24] to recover the definition of S 1 -equivariant symplectic homology of Bourgeois and Oancea [7, 8] 
In view of Proposition 4.2 and H(V, ∂) = HT 0 (W ; k), the right hand side of (12) is the localization of S 1 -equivariant symplectic homology of W . To understand the left hand side, recall from Section 2.4 that V T k is the quotient of the space of sequences (v i ) i∈N of v i ∈ V with T v i+1 = v i by those sequences with v k = 0. We claim that we have a commuting diagram
Here the horizontal maps are the canonical projections and the vertical map 
In view of the commuting diagram, the left hand side of (12) becomes
where the second isomorphism comes from the fact that the direct limit commutes with the homology functor. This proves the corollary.
Finally, we prove that with rational coefficients − → H ← − T has the fixed point property [10, 29, 33] , which in view of the isomorphism 
Proof: We consider the spectral sequence associated to the increasing filtration F b := {A H ≤ b} on the chain complex lim − → lim ← − CT , see [47, Chapter 5.4] . Since H grows quadratically at infinity, the filtration is bounded from below. Moreover, it is exhaustive in the sense that b≥0 F b = lim − → lim ← − CT . (Note that this fails for the chain complex lim ← − lim − → CT .) Therefore, the spectral sequence converges to
The spectral sequence depends on the choice of our Hamiltonian. We explain next how to choose the Hamiltonian H on the completion V of the Liouville domain W so that the result can easily be read off from the spectral sequence. After a small perturbation of W we may assume without loss of generality that the Reeb flow on ∂W is nondegenerate. Now choose a smooth function
Note that h grows quadratically at infinity. Moreover, since h is strictly convex for r > 1, it satisfies
) is embedded as the symplectization of the Liouville domain W in its completion V we define the Hamiltonian H ∈ C ∞ (V, R) as
The critical set of the action functional A H associated to H can be identified with W corresponding to the constant loops and a disjoint union of circles, one for each periodic Reeb orbit of the Reeb flow on ∂W . In particular, the action functional A H is not quite Morse-Bott in the orthodox sense, since the critical manifold W has a boundary. However, note that the action of A H vanishes on W and is positive on the nonconstant periodic Reeb orbits in view of (13) . In view of this fact, we can define Morse-Bott homology of A H as for an honest Morse-Bott functional treated in [25] . Namely, choose a Morse function f on Crit(A H ) with the property that ∇f points outward at the boundary of W for one (and hence every) Riemannian metric on Crit(A H ). Since the action is decreasing along gradient flow lines, no flow line with cascades can contain a Floer cylinder starting or ending on a constant in the boundary of W , so the boundary operator squares to zero.
The Liouville domain W corresponds precisely to the fixed point set of the S 1 -action on Crit(A H ). We can assume without loss of generality that W is connected (otherwise we look at the symplectic Tate homologies of each connected component of W ). Therefore, its local Tate homology (the contribution to the first page of the spectral sequence) with rational coefficients is H(W, ∂W ;
. The reason we have to take homology relative to the boundary of W is that the auxiliary Morse function points outward at the boundary.
On the other hand, by Lemma 4.5 below, the contribution of each nonconstant periodic orbit γ of the Hamiltonian vector field X H to the first page of the spectral sequence is torsion and thus vanishes with Q-coefficients. This finishes the proof of Proposition 4.4.
In the proof we have used the following analogue of Corollary 3.3, where as in [20] a Hamiltonian orbit γ is called bad if it is an even multiple of a simple orbit whose linearized return map has an odd number of eigenvalues in the interval (−1, 0), and good otherwise.
Lemma 4.5. The local symplectic Tate homology (i.e., the contribution to the homology of the first page of the spectral sequence above) of a nonconstant periodic orbit γ of the Hamiltonian vector field X H of covering number n equals (with Zcoefficients )
Proof: The local symplectic Tate homology of γ is computed by a chain complex with the same generators w ± , ∈ Z, and the same gradient flow lines between them as in the proof of Lemma 3.2. However, the signs with which the gradient flow lines contribute to the boundary operator are now determined by the coherent orientations from [21] . Rather than analyzing the coherent orientations, we can deduce the signs from Lemma 3.2 and the following two facts:
(1) The local (non-equivariant) symplectic homology SH(γ; Q) of γ with rational coefficients vanishes if and only if γ is bad; this follows from [6, Lemma 4.28].
(2) The local non-equivariant symplectic homology SH(γ; Q) of γ with rational coefficients vanishes if and only if the local equivariant symplectic homology SH S vanishes; this follows from the Gysin exact sequence in [7] and the fact that both groups live in nonnegative degrees.
Now the local symplectic Tate homology of γ is the homology of the lens space L n = (S ∞ ∞ )/Z n with some local system. For n odd (so γ is good) there is no nontrivial group homomorphism Z n → Z 2 , so the local system is trivial and the homology is of the first (for n = 1) or second type in the statement of Lemma 4.5. Suppose now that n is even, so there exists a unique nontrivial group homomorphism Z n → Z 2 and thus a unique nontrivial local system on L n . By facts (1) and (2), γ is bad if and only if the local equivariant symplectic homology SH S 1 (γ; Q) with rational coefficients vanishes. This is the case if and only if the complex agrees with the second complex in Lemma 3.2 (set to zero in negative degrees, so the first complex has rational homology in degree 0), so the local system on L n is nontrivial and the local symplectic Tate homology is of the third type in the statement of Lemma 4.5. If γ is good, then the the local system on L n is trivial and the local symplectic Tate homology is of the second type in the statement of Lemma 4.5.
Proof. Freeness holds because an element with n * z = z for some n = 0 can only be in W 1,2 if it is zero. Recall that the Z-action is proper if and only if for all x, y ∈ L *
C there exist open neighbourhoods U x , U y such that (n * U x ) ∩ U y = ∅ for all but finitely many n ∈ Z. To show this, consider x, y ∈ L * C . Pick ∈ Z with y = 0 and let U x , U y be the open ε-balls with respect to the L 2 -norm, where ε := |y |/3. Suppose that z ∈ U x and n * z ∈ U y . Then |z −n − y | ≤ n * z − y < ε, and thus |z −n | ≥ 2ε. On the other hand, there exists K ∈ N such that |x k | < ε for all k ∈ Z with |k| > K. It follows that |z k | < 2ε for all k ∈ Z with |k| > K, which together with the previous estimate yields | − n| ≤ K, which is only satisfied for finitely many n ∈ Z. The proof in [3] that the quotient of a manifold by a proper free action is again a manifold carries over readily to Hilbert manifolds.
Since the free S 1 -action on L * C commutes with the Z-action, we obtain a principal circle bundle
Given a completed Liouville domain (V, λ V ), let J (V, λ V ) be the space of almost complex structures on V compatible with dλ V that are cylindrical over the collar
2 -inner product on the vertical tangent bundle of the fibre bundle
Identifying L * C /Z with the total space of the associated bundle
, we can think of J ∈ J as a family of almost complex structures J z,t parametrized by (z, t) ∈ L * C × S 1 , invariant under the diagonal S 1 -action on (z, t) and the Z-action on z. Then the V -component of a gradient flow line [v, z, η] of the functional T H satisfies the Floer equation
This is the Floer equation on a cylinder with an S 1 -dependent almost complex structure. It follows by standard methods in Floer theory (see e.g. [37] ) that one an achieve transversality for all moduli spaces by generic choice of J in this class. Let us point out that the preeding discussion is reminiscent of the one in [15] , where transversality for holomorphic curves is established using domain-dependent almost complex structures parametrized by the universal curve over Deligne-Mumford space.
We conclude this section with a restriction on contributions to the Tate boundary operator ∂ arising from transversality. Note that generators of the Tate chain complex can be written as u k x, where k ∈ Z and x is a either a critical point of H or a critical point of the Morse function f on a nonconstant 1-periodic orbit of H. Since the index of critical points of A µ is nonincreasing, nonzero matrix elements x + , u x − can only exist for ≤ 0.
Lemma 4.8. By appropriate choice of the Hamiltonian H and a generic J ∈ J we can achieve that ∂x + , u x − = 0 in the following cases:
(i) x ± are critical points of H and < 0; (ii) x ± are critical points of the Morse function f on distinct nonconstant 1-periodic orbits γ ± of H whose multiplicities k + , k − are relatively prime, and either < 0, or = 0 and CZ(γ + ) ≤ CZ(γ − ).
Proof. In both cases, we can achieve transversality for all Floer cylinders in V connecting x + and x − (resp. γ + and γ − ) using a generic z-independent J ∈ J (V, λ V ).
In case (i) this holds because, for H sufficiently C 2 -small on W , all Floer cylinders from x + to x − are gradient trajectories, see [37] . In case (ii) it holds because the relative primeness condition ensures that Floer cylinders from γ + to γ − cannot be multiply covered.
For such a z-independent J ∈ J (V, λ V ), Tate trajectories project onto Floer trajectories in V . Hence in case (i), ∂x + , u x − = 0 implies CZ(x + ) ≥ CZ(x − ). In view of the grading condition CZ(x + ) = CZ(x − ) + 2 + 1, this yields ≥ 0. In case (ii), ∂x + , u x − = 0 and γ + = γ − implies CZ(γ + ) ≥ CZ(γ − ) + 1. Since the index ind(x ± ) equals CZ(γ ± ) or CZ(γ ± ) + 1, the grading condition ind(x + ) = ind(x − ) + 2 + 1 yields CZ(x + ) ≤ CZ(x − ) + 2 + 2 and thus ≥ 0.
This proves vanishing of ∂x + , u x − in cases (i) and (ii) for a z-independent J ∈ J (V, λ V ). Now this vanishing persists for a sufficiently small perturbation of J to a generic element in J .
Computations and examples

C
n and subcritical Stein manifolds. The Tate chain complex for C n with integer coefficients is shown in Figure 1 . Here the orbits are arranged according to their A H -and A µ -actions, where each pair of nearby dots corresponds to the maximum and minimum of a small Morse function on the circle. The red numbers denote the degree |x| := CZ(x) − n, i.e., the Conley-Zehnder index minus n. For H we use a quadratic Hamiltonian close to z → |z| 2 , composed with a strictly convex incrasing function R → R. Then the generators with A µ = 0 along the horizontal axis are given by the minimum w 
Here a 1 , a 2 , . . . is a nondecreasing sequence of natural numbers which is given by a k = k for n = 1, while for higher n each natural number is repeated n times. The values a k correspond to the multiplicities of the closed Reeb orbits on the (slightly Note that for each degree there is an infinite sequence of generators on which A H tends to +∞ and A µ to −∞. To compute the Tate homology groups, it is convenient to introduce the new generators
of degrees |x k | = 0 and |y k | = 1, on which the boundary operator is given by
Viewing Figure 1 as a graph in the obvious way, we see that it consists of an infinite number of connected components ("staircases"). The component containing x 0 is shown in Figure 2 for n = 1 (the case of higher n differs only by the weights on the vertical arrows), and the other components are obtained from this one by applying u k for k ∈ Z. Now we can read off the Tate homology groups. The chain complex for − → H ← − T consists of finite sums of generators. All generators x 0 , x 1 , . . . of a given even degree are cycles, and x k is homologous to a k+1 x k+1 for each k = 0, 1, 2, . . .
, where G is the abelian group described in terms of generators and relations by By contrast, the chain complex for ← − H − → T consists of possibly infinite sums of generators on which A µ tends to −∞. All such sums of a given even degree are cycles, but now each even generator x k is the boundary of the infinite sum y k+1 + ∞ i=k+1 a k+1 · · · a i y i+1 , so
In the complex HT b a an even generator is a boundary iff the staircase that begins there exits the region {A µ ≥ a, A H ≤ b} to the bottom, i.e., through the line {A µ = a}. It follows that HT b a is generated by the elements of even degree along the right vertical edge of the region {A µ ≥ a, A H ≤ b}, i.e., whose A H -value is just below b. Note that their degrees are bounded below by a fixed multiple of a + b, see Figure 1 . Since in the direct limit b → ∞ these degrees go to ∞, we conclude that lim − → HT a = 0 for all a, and hence H ← − T − → = 0. The inverse limit lim
on one generator x k of degree 0, and the map lim
, where G ∼ = Q is the group above. So we have shown Proposition 5.1. For the Liouville domain C n and integer coefficients, the diagram (11) becomes (with Q viewed as an abelian group) The weights of the boundary operator can be determined as follows. As in the case of C n , the weights on the vertical arrows correspond to the multiplicities k of the closed geodesics r k , d k . The weights on the short horizontal arrows from d 
We claim that the c k must be even. To see this, we consider the loop space homology with integer coefficients, which according to [17] is given by the following quotient of an exterior algebra on 3 generators:
From this we read off that To compute the Tate homology groups, it is convenient to introduce the new generators
of Conley-Zehnder indices CZ(x k ) = CZ(w k ) = 0 and CZ(y k ) = CZ(z k ) = 1, on which the boundary operator is given by
As in the case of C n , we see infinitely many connected components (related by the action of u) on which A H → ∞ and A µ → −∞. Figure 4 shows the component containing x 0 := u −1 max together with the weights of the boundary maps. From Figures 3 and 4 we can now read off the symplectic Tate homology groups with rational coefficients. For this, observe that the rational homology of a component as in Figure 4 does not change if we remove all the generators w k , z k . The resulting component looks like the one in Figure 2 , just with different weights c k instead of 1 on the horizontal arrows.
To a sequence a = (a k ) we associate a sequence a = (a k ) of prime numbers by removing all the a k that are equal to 1, and replacing each a k > 1 by the numbers in its prime decomposition, written in nondecreasing order and with repetitions. It is easy to see that G a = G a . Note that the resulting sequence is finite if only finitely many a k are bigger than 1, and empty if all the a k are equal to 1; in these cases G a = G a is obviously isomorphic to Z, generated by the last x k . The following result shows that for "generic" sequences the group G a is isomorphic to Q.
Proposition A.1. Let a = (a k ) be a sequence of positive integers whose associated sequence of primes (a k ) satisfies (23) #{k ∈ N : a k = p} = ∞ for every prime number p.
Then the group G a = G a is isomorphic to the additive group Q.
Proof: Step 1. By the preceding discussion, we may assume that a = a is a sequence of prime numbers. Let us first show that if a and b are two sequences of prime numbers satisfying (23) , then the groups G a and G b are isomorphic.
We denote the generators of G a by x k and the generators of G b by y k . Our aim is to construct an isomorphism h : G a → G b explicitly. For two integers c and d we write c|d if c divides d. We first define a function m : N → N as follows
Note that by our assumption (23) the function m is well defined. We next define for every positive integer k an integer c k by
We next define a homomorphism h : G a → G b on generators as h(x k ) = c k y m(k) , k ∈ N.
It remains to check that h is well defined, i.e. it respects the relations in G a . For that purpose we compute This proves that h is a well defined homomorphism.
We next check that h is injective. For this purpose we suppose that ξ ∈ G a satisfies h(ξ) = 0.
In view of the structure of the group G a there exists d ∈ Z and a generator x k such that ξ = dx k . Hence we obtain 0 = dh(x k ) = dc k y m(k) . Since there is no torsion in G b and c k = 0 we conclude that d = 0 and consequently
This proves that h is injective.
It remains to check that h is surjective. For this purpose choose η ∈ G b . Since the function m is unbounded there exists k ∈ N and e ∈ Z such that η = ey m(k) .
In view of our assumption (23) This proves that h is surjective. In particular, we have shown that h is a group isomorphism.
Step 2. It remains to prove G a ∼ = Q for some sequence (a k ) whose associated sequence of prime numbers satisfies (23) . We choose the sequence a k = k + 1, so the group G a is G a = x 1 , x 2 , . . . x 1 − 2x 2 , x 2 − 3x 3 , x 3 − 4x 4 , . . . .
Note that in G a we have for all q < q the identity
We claim that the required group isomorphism is given by
Here p, q need not be relatively prime. Let us first check that φ is well-defined. For this we compute for r ∈ N: φ p q = p(q − 1)!x q = p(q − 1)!(qr)! q! x qr = p(qr)! q x qr = pr(qr − 1)!x qr = φ pr qr .
To show that φ is a group homomorphism, we compute Injectivity of φ holds because rx q = 0 in G a for any r, q ∈ N, and surjectivity follows from
This concludes the proof of Proposition A.1.
Appendix B. The heat flow on S
2
In view of the results of Salamon and Weber [38, 46] , symplectic homology of a cotangent bundle can be understood in terms of the heat flow. In this appendix we use to heat flow on S 2 to compute the coefficient c 1 in Figure 4 to be c 1 = 2.
We consider S 2 = {x ∈ R 3 |x| = 1} endowed with its standard round metric, i.e., the metric induced from the standard metric on R 3 . We abbreviate by L = C ∞ (R/Z, S 2 ) the free loop space. Closed geodesics on S 2 arise as critical points of the energy functional E : L → R given for v ∈ L by
Negative L 2 -gradient flow lines of E can be interpreted as solutions v ∈ C ∞ (R × R/Z, S 2 ) of the parabolic PDE (24)
We consider the geodesic v − ∈ L given by v − (t) = (0, cos(2πt), sin(2πt)) and our aim is to determine its unstable manifold W u (v − ) with respect to the negative L 2 -gradient of E. We identify W u (v − ) with all solutions v of (24) Consider the following circle action on L , namely for r ∈ R/Z and v ∈ L define r * v ∈ L by r * v(t) = R r v(t − r).
Note that v − is fixed under this circle action. Moreover, both the energy functional E and the L 2 -metric are invariant under this circle action and therefore the gradient flow equation (24) is invariant as well. Since the Morse index of E at v − is 1, we conclude that its unstable manifold is 1-dimensional. Therefore each v ∈ W u (v − ) has to be fixed under the S 1 -action. We conclude that there exist smooth functions x and y depending only on the s-variable such that v can be written as Applying (24) to this expression, we arrive at the following system of equations: 
