Bayesian Structural Phylogenetics by Challis, Christopher
Bayesian Structural Phylogenetics
by
Christopher Challis
Department of Statistical Science
Duke University
Date:
Approved:
Scott Schmidler, Supervisor
Robert Wolpert
Sayan Mukherjee
Jonathan Mattingly
Dissertation submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in the Department of Statistical Science
in the Graduate School of Duke University
2013
Abstract
Bayesian Structural Phylogenetics
by
Christopher Challis
Department of Statistical Science
Duke University
Date:
Approved:
Scott Schmidler, Supervisor
Robert Wolpert
Sayan Mukherjee
Jonathan Mattingly
An abstract of a dissertation submitted in partial fulfillment of the requirements for
the degree of Doctor of Philosophy in the Department of Statistical Science
in the Graduate School of Duke University
2013
Copyright c© 2013 by Christopher Challis
All rights reserved except the rights granted by the
Creative Commons Attribution-Noncommercial Licence
Abstract
This thesis concerns the use of protein structure to improve phylogenetic inference.
There has been growing interest in phylogenetics as the number of available DNA and
protein sequences continues to grow rapidly and demand from other scientific fields
increases. It is now well understood that phylogenies should be inferred jointly with
alignment through use of stochastic evolutionary models. It has not been possible,
however, to incorporate protein structure in this framework. Protein structure is
more strongly conserved than sequence over long distances, so an important source
of information, particularly for alignment, has been left out of analyses.
I present a stochastic process model for the joint evolution of protein primary
and tertiary structure, suitable for use in alignment and estimation of phylogeny.
Indels arise from a classic Links model and mutations follow a standard substitu-
tion matrix, while backbone atoms diffuse in three-dimensional space according to
an Ornstein-Uhlenbeck process. The model allows for simultaneous estimation of
evolutionary distances, indel rates, structural drift rates, and alignments, while fully
accounting for uncertainty. The inclusion of structural information enables pairwise
evolutionary distance estimation on time scales not previously attainable with se-
quence evolution models. Ideally inference should not be performed in a pairwise
fashion between proteins, but in a fully Bayesian setting simultaneously estimating
the phylogenetic tree, alignment, and model parameters. I extend the initial pair-
wise model to this framework and explore model variants which improve agreement
iv
between sequence and structure information. The model also allows for estimation
of heterogeneous rates of structural evolution throughout the tree, identifying groups
of proteins structurally evolving at different speeds. In order to explore the posterior
over topologies by Markov chain Monte Carlo sampling, I also introduce novel topol-
ogy + alignment proposals which greatly improve mixing of the underlying Markov
chain. I show that the inclusion of structural information reduces both alignment and
topology uncertainty. The software is available as plugin to the package StatAlign.
Finally, I also examine limits on statistical inference of phylogeny through se-
quence information models. These limits arise due to the ‘cutoff phenomenon,’ a
term from probability which describes processes which remain far from their equilib-
rium distribution for some period of time before swiftly transitioning to stationarity.
Evolutionary sequence models all exhibit a cutoff; I show how to find the cutoff for
specific models and sequences and relate the cutoff explicitly to increased uncer-
tainty in inference of evolutionary distances. I give theoretical results for symmetric
models, and demonstrate with simulations that these results apply to more realistic
and widespread models as well. This analysis also highlights several drawbacks to
common default priors for phylogenetic analysis, I and suggest a more useful class of
priors.
v
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1Introduction
Phylogenetics is the study of evolutionary relationships between organisms through
molecular sequences or morphological features. There is considerable interest in
studying evolution for its own sake, with the eventual goal of establishing a ‘tree of
life’ containing all known organisms, tracing the evolutionary path which generated
life on earth. In addition, there are several other scientific fields which benefit from
understanding the evolutionary relationships between organisms and populations. In
epidemiology, phylogenetics provides understanding of relationships between disease
strain, thus illuminating ways in which diseases spread. In drug design, phyloge-
netic studies are becoming increasingly important, particularly for responding to
rapidly evolving pathogens, where short evolurionary distances make inference of
relationships more difficult. Fields such as anthropology may rely on phylogenetics
to identify subpopulations and migration histories. In short, phylogenetics may be
applied wherever there is interest in relationships between groups of organisms at
any scale.
A key complication in understanding evolutionary relationships occurs due to
the presence of both divergent and convergent evolution. In general terms, divergent
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evolution occurs when subpopulations of a species begin to evolve under different
environmental pressures, resulting eventually in two separate species. Convergent
evolution describes the process by which different species acquire similar traits due
to similar selection pressures. The same evolutionary processes occur at the level of
proteins. Divergence points of a protein molecule in particular will generally corre-
spond to speciation events (although events such as gene duplication can give rise to
a protein divergence point within a species), while convergent evolution of proteins
depends on evolutionary pressure at the level of protein function. A pair of proteins
related through divergent evolution (thus sharing an ancestor) is termed homolo-
gous, while those that have converged in evolution are analogous. The methods in
this work deal with establishing the relationships between homologous proteins only.
Molecular phylogenetic reconstruction is the task of estimating the evolutionary
tree that generated a set of present-day molecular sequences. This can be done with
methods ranging from a simple similarity score calculated for each pair of sequences
in the set, to use of sophisticated stochastic process models attempting to capture
the evolutionary process as realistically as possible. All but the most rudimentary
methods of molecular phylogenetic reconstruction depend heavily upon a sequence
alignment. The alignment is a correspondence between sequences identifying homolo-
gous residues in the sequences. Thus the alignment defines evolutionary relationships
to individual residues, with homologous residues sharing an ancestral residue in the
ancestral sequence. Inference of evolutionary distance is therefore sensitive to the
alignment, as different alignments may imply the occurrence of a very different set
of evolutionary events.
The first alignment methods relied upon a score for each possible residue pairing
and a fixed penalty for gaps to allow for inserted and deleted residues (indels) (Smith
and Waterman, 1981). Dynamic programming methods then allowed the optimal
alignment to be found. However, it is preferable to represent insertions and deletions
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(indels) occurring according to an evolutionary process, rather than utilizing a fixed
gap penalty, as evolutionary models imply that more indels are expected to occur
over longer evolutionary times, allowing indel information to also inform evolutionary
distances. An explicit probabilistic model can also be used to produce a distribution
over alignments (Thorne et al., 1991, 1992; Holmes and Bruno, 2001).
Protein alignment and phylogenetic reconstruction are both inherently statistical
problems because of the apparently random nature of the evolutionary process, and
because the true alignments and phylogenies can never be observed. We are only
able to observe extant proteins and infer relationships from them. For this reason
it is desirable to formulate formal stochastic models for the evolution of proteins, so
that estimates are accompanied with appropriate measures of uncertainty.
Many commonly used methods for phylogenetic inference today separate the es-
timation of alignments and phylogenies into two separate problems. Researchers
use one software package to align sequences (Thompson et al., 1994; Katoh et al.,
2005), then turn to another to estimate the phylogeny, treating the alignment as
known (Huelsenbeck and Ronquist, 2001; Drummond et al., 2013). This ignores the
uncertainty in alignment estimation, resulting in overstated confidence in phylogeny
estimation (Wong et al., 2008; Lunter et al., 2008). Often the alignment itself is
performed on the basis of a ‘guide tree,’ resulting in bias toward the guide tree
(Redelings and Suchard, 2005). Ideally, the alignment and phylogeny should be esti-
mated simultaneously, as they are correlated and both uncertain (Drummond et al.,
2013; Redelings and Suchard, 2005; Bouchard-Coˆte´ and Jordan, 2013).
An important point motivating the developments in this dissertation is that it
can be difficult to estimate long evolutionary distances and resolve branching points
deep within phyolgenies using only sequence information. Homologous proteins need
not have similar sequences, because protein function is determined primarily by
structure, and many sequences may fold into similar structures (Krissinel, 2007).
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Thus there is more evolutionary pressure to preserve protein structures than protein
sequences, resulting in many mutations which alter the sequence without significantly
altering the structure (Griffiths et al., 1999). For these reasons, protein structures
are conserved over much greater time spans than protein sequences (Ingles-Prieto
et al., 2013; Russell et al., 1997).
The focus of this dissertation is to extend formal stochastic evolutionary models
to protein structure and provide statistical and computational tools for performing
joint inference on alignment and phylogeny. I also examine fundamental limints
on inference by applying probabilistic theory to sequence models and quantifying
evolutionary distances over which they retain information. Chapter 2 introduces
a stochastic evolutionary model for protein structures and demonstrates its utility
in pairwise distance and parameter estimation. With a drastic reduction in align-
ment uncertainty, the model allows pairwise evolutionary distance estimation over
much longer distances than sequence alone. Chapter 3 extends the model to a full
phylogenetic tree to allow proper inference of alignment and tree topology. Model
variants which improve agreement between sequence and structure information are
introduced, which also allow for estimation of hetergeneous rates of structural evo-
lution throughout the tree. In addition, tree topology Markov chain Monte Carlo
(MCMC) proposals are introduced which greatly improve mixing over the compli-
cated topology space. The inclusion of structural information is shown to reduce
both alignment and topology uncertainty. All of these capabilities are implemented
in the software package StatAlign and associated plugin StructAlign, which is avail-
able at http://statalign.github.io/. Chapter 4 discusses the ‘cutoff phenomenon’ of
Markov chains and its relationship to models of sequence evolution, and shows that
it can explain the timeframes over which sequence models lose information about
evolutionary relationships. Theoretical results are given for symmetric models, with
simulations indicating that results apply to more commonly used models as well.
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The implications of this theory for common default priors for phylogenetic analysis
are discussed, and an improved class of priors is developed.
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2Stochastic Evolutionary Model of Protein Structure
2.1 Introduction
This chapter introduces the basic evolutionary model for pairwise alignemnt of pro-
tein sequence/structure pairs, which will be used in later chapters. It builds on,
and significantly extends, ideas from Rodriguez and Schmidler (2013). The material
in this chapter has been published as “A stochastic evolutionary model for protein
structure alignment and phylogeny,” by Challis and Schmidler in Molecular Biology
and Evolution 29, 3575 - 3587.
Study of biopolymers has long relied heavily on alignment. Alignment algorithms
identify regions of similarity between proteins and nucleic acids as a means of identi-
fying common function and inferring homology. Alignment is vital for reconstruction
because when sequences share a common ancestor the degree of similarity between
them can be used to estimate evolutionary distances. In such situations, formal
statistical inference and proper accounting for uncertainty rely on a model of the
evolutionary process. Incorporation of alignment uncertainty has been shown to
be crucial for proper characterization of uncertainty in phylogenetic reconstruction
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(Wong et al., 2008; Lunter et al., 2008). Improved phylogenetic estimation therefore
relies in part on reducing alignment uncertainty through more informative evolution-
ary modeling.
An enormous literature on statistical alignment and phylogeny exists, and we do
not attempt a comprehensive summary here. Felsenstein (2003) provides a broad
overview. Evolutionary models involve stochastic processes for mutation (Dayhoff
et al., 1978; Jones et al., 1992) and insertion/deletion (Thorne et al., 1992, 1991;
Miklo´s et al., 2004), and combined these provide a model suitable for use in Bayesian
or maximum likelihood alignment calculations (Bishop and Thompson, 1986; Hein
et al., 2000). Use of such models for Bayesian phylogenetics is widespread (Holmes
and Bruno, 2001; Huelsenbeck et al., 2002; Lunter et al., 2005b).
Existing evolutionary models for proteins focus on primary structure, treating
each protein as a sequence of amino acid characters. (Some work has attempted
to incorporate structure-induced dependence among sequence positions - see e.g.
Robinson et al. (2003); Rodrigue et al. (2009) - but these models nevertheless oper-
ate at the sequence level.) However, it is well known that protein tertiary structure
is conserved over much longer time scales than sequence. This is because selective
pressure occurs at the level of function; because a large percentage of sequence po-
sitions contribute to function only through their role in structure formation; and
because of the significant redundancy in sequence space of protein folds. As a result,
many homologous proteins may share limited sequence similarity, placing them in
the “twilight zone” for sequence alignment.
When protein tertiary structure information is available, structural alignment
algorithms can often be used to obtain highly accurate alignments in the absence of
significant sequence similarity. Many such algorithms have been developed, typically
based on optimizing a similarity score, including minimization of the sum of squared
distances between aligned Cα coordinates or corresponding pairwise Cα distances.
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See Eidhammer et al. (2000); Hasegawa and Holm (2009) for comprehensive reviews.
However, as these algorithms are entirely based on optimization of heuristic score
functions, most provide little or no accounting for uncertainty or confidence in the
resulting alignment, and no possibility of formal statistical inference procedures.
In addition, structural scores such as RMSD give only indirect information about
evolutionary distance (Chothia and Lesk, 1986; Panchenko et al., 2005; Zhang et al.,
2010).
Rodriguez and Schmidler (2013) have developed a probabilistic approach to struc-
ture alignment (see also Schmidler (2006); Wang and Schmidler (2013)), and shown
that some other structural alignment algorithms are special cases of their model.
This provides many advantages, including full accounting for uncertainty in the align-
ment, enabling adaptive estimation of alignment parameters, and making explicit the
statistical assumptions implicit in commonly used score functions. Rodriguez and
Schmidler (2013) also provide a joint sequence-structure model, and show signifi-
cant improvements over a sequence-based approach alone in approximate estimation
of evolutionary distances via selecting PAM distances. However, these approaches
utilize a gap-penalty formulation, and as such do not serve as a formal, reversible
evolutionary stochastic process suitable for use in phylogenetic applications. Gutin
and Badretdinov (1994) and Grishin (1997) explore spatial diffusion processes to de-
scribe structural evolution and derive equations relating RMSD to sequence identity
and evolutionary distance, but in both cases the alignment is assumed to be given. In
the absence of an indel process these methods do not provide an explicit evolutionary
model for alignment or phylogeny.
In this chapter, we build on these approaches to develop the first stochastic
evolutionary process for protein sequence and structural drift simultaneously, suitable
for protein alignment and phylogenetic estimation. We show that the inclusion of
structural information effectively stabilizes inference of alignments and evolutionary
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distances for distant relationships. We conclude with a discussion of several possible
extensions to the model to incorporate greater biophysical realism. In this chapter we
explore the model through pairwise analyses only; in Chapter 3 we give the extension
to a fully Bayesian approach on phylogenetic trees.
2.2 Materials and Methods
2.2.1 Evolutionary Model
Our evolutionary model is formulated as a continuous time Markov process composed
of three components: an insertion/deletion (indel) model, an amino acid substitution
model, and a structural drift model. The indel component follows the Links model
of Thorne, Kishino, and Felsenstein (1991). The sequence mutation component fol-
lows a standard substitution rate matrix. Finally, the structural component models
the evolutionary drift of individual amino acids (represented by Cα coordinates) in
three-dimensional space using an Ornstein-Uhlenbeck (OU) process (Uhlenbeck and
Ornstein, 1930; Karlin and Taylor, 1981). In what follows we denote by SX the
sequence of amino acid characters, and CX the 3D atomic coordinates, of protein X.
Indel Model
Let X and Y represent two proteins, with X an evolutionary ancestor of Y . The indel
model describes the process of residues being added to and deleted from X. Thorne,
Kishino, and Felsenstein (1991) have previously developed a birth-death model for
this process known as the Links model. The model assumes a constant birth rate
λ and death rate µ through time and across the length of the protein chain, with
independence from site to site. Amino acid survival probabilities can be determined
from the Links model for any values of λ, µ, and time interval t (see e.g. Holmes
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and Bruno (2001)):
αptq  eµt (2.1)
βptq  λp1 e
pλµqtq
µ λepλµqt (2.2)
γptq  1 µp1 e
pλµqtq
p1 eµtqpµ λepλµqtq (2.3)
Here αptq is the probability of ancestral survival, βptq is the probability of insertions
given at least one surviving descendant, and γptq is the probability of insertions
given ancestral death. These probabilities can be represented as a transition matrix
for a pair hidden Markov model (Durbin et al., 1998) with emitting states Match,
Insertion, and Deletion, and null Start and End states (Holmes and Bruno, 2001).
(See Appendix A for details.) Let M denote the alignment matrix between X and
Y , defined as the adjacency matrix of an order-preserving bipartite matching; then
P pM |µ, λ, tq is given by the corresponding product of probabilities in this transition
matrix.
Although the Links model is the most commonly used, alternative models that
allow for larger indel events (Thorne et al., 1992; Miklo´s et al., 2004) may also be
substituted.
Sequence Model
Using the Links model for indels, a complete evolutionary sequence model is obtained
by specification of an amino acid substitution rate matrix. Several such matrices exist
in the literature; for the examples in this paper we employ the JTT 1992 matrix
(Jones, Taylor, and Thornton, 1992) as adjusted by Kosiol and Goldman (2005). We
make the standard assumption that the substitution process is in equilibrium and
that insertions arise according to the equilibrium distribution. Letting SX and SY
represent the sequences of X and Y , the joint likelihood of SX , SY and an alignment
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M is:
P pSX , SY ,M |λ, µ, t, Qq  P pSX , SY |M, t,QqP pM |λ, µ, tq
 P pSYM |SXM , t, QqP pSYM¯ |piqP pSX |piqP pM |λ, µ, tq
where SXM and S
Y
M denote the matched (aligned) positions of S
X and SY , SY
M¯
the
unmatched positions of SY , Q the substitution rate matrix, and pi the equilibrium
distribution of characters. P pSYM |SXM , t, Qq is given by a product of independent sub-
stitution probabilities at each site, obtained by exponentiation of tQ; P pSY
M¯
|piq and
P pSX |piq are products of the appropriate entries of pi; and P pM |λ, µ, tq is described
in the preceding section. This specifies a complete model for sequence evolution
of the type employed by many researchers (see e.g. Holmes and Bruno (2001) and
references therein).
Structural Model
We define a model for protein structure evolution analogously, building a structural
drift process on top of the Links indel process. Let CX and CY be nX  3 and
nY  3 matrices containing the Euclidean coordinates of the Cα’s of X and Y re-
spectively, where nX is the number of amino acids in X. Where the sequence model
employs a continuous-time, finite-state Markov process, the structure model utilizes
a reversible diffusion process in 3D space modeling drift and fluctuation in the amino
acid positions (represented by their Cα coordinates). We model positions as drift-
ing independently in space according to an OU process, or Brownian motion with
a mean reversion coefficient. (Unlike standard Brownian motion, the OU process
has a stationary distribution and thus can be used as a component in a reversible
stochastic process.) If C
ptq
ij is the jth coordinate of the ith Cα at time t, this process
is described by the stochastic differential equation
dC
ptq
ij  θpζj  Cptqij qdt  σdB (2.4)
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where dB is standard Brownian motion, ζ is the mean of the process, and θ represents
the strength of the reversion toward the mean. We set ζ  0 for convenience, as we
are concerned with shape and thus location is arbitrary (see Section 2.2.1). This
process has the advantage of permitting closed-form expression of the equilibrium
distribution
C
ptq
ij  N

0,
σ2
2θ


(2.5)
and conditional distribution at time t, given time s:
C
ptq
ij |Cpsqij  N

C
psq
ij e
θptsq,
σ2
2θ
p1 e2θptsqq


. (2.6)
Therefore, again assuming that the parent structure CX and insertions in CY follow
the equilibrium distribution, the joint likelihood of two structures and an alignment
between them can be expressed in a form analogous to the sequence model:
P pCX , CY ,M |λ, µ, t, σ2, θq  P pCX , CY |M, t, σ2, θqP pM |λ, µ, tq
 P pCYM |CXM , t, σ2, θqP pCYM¯ |σ2, θqP pCX |σ2, θqP pM |λ, µ, tq
(2.7)
with P pCYM |CXM , t, σ2, θq calculated according to (2.6), P pCYM¯ |σ2, θq and P pCX |σ2, θq
according to (2.5), and P pM |λ, µ, tq as the appropriate product of transition proba-
bilities from matrix (A.1) in the Appendix. In addition, the marginal likelihood of
the observed structures, P pCX , CY |λ, µ, t, σ2, θq, can be obtained by summing across
all possible alignments M using a dynamic programming forward algorithm for pair
HMMs (Durbin et al., 1998).
Note that this diffusion process assumes no significant structural reorganization
and is best viewed as a model of structural drift within the basin of attraction of a
particular fold. Evolution between folds is likely a discontinuous event with slowly
accumulating sequence changes suddenly crossing into the basin of an alternative fold;
our model currently does not account for such between-fold evolutionary events.
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The model also assumes independence among sites, as with most commonly used
sequence evolution models. Site independence is necessary to maintain analytical
tractability of (2.5) and (2.6) after convolving with the indel process, while mean
reversion of the OU process (as opposed to Brownian motion) ensures existence
of the equilibrium distribution (2.5). Independence does mean that the insertion
distribution is diffuse, allowing insertions to arise anywhere in the protein (as dictated
by the variance of CX), without regard to the locations of neighboring amino acids.
As a result of these assumptions the model is inadequate as a generative model for
physically realistic protein structures, but behaves well for inference conditional on
observed structures. Possible extensions of the model toward additional biophysical
realism are described in Section 2.4.
Rotation and Translation
For simplicity, we have introduced the structural component of the model under
the assumption that X and Y share a common coordinate frame. In practice, the
coordinates CX and CY are obtained through experimental methods in which the
coordinate frame is arbitrary. Thus when comparing CY to CX we should not dis-
tinguish between elements of the set:
tCYR   1η : R P SOp3q, η P R3u
containing all possible rotations and translations of CY , where SOp3q denotes the
special orthogonal group of 3  3 rotation matrices. It is possible to resolve this by
treating equivalence classes of protein coordinates (shape spaces) using Procrustes
transformations (Rodriguez and Schmidler, 2013). However, as the optimal transfor-
mation depends upon the full alignment, the likelihood over all alignments cannot
be decomposed recursively as required for the HMM forward-backward algorithms.
Instead, we treat R and η as uncertain parameters to be estimated (Green and Mar-
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dia, 2006; Schmidler, 2006), and calculate likelihoods conditional on a given rotation
and translation. Then (2.7) becomes
P pCX , CY ,M |Θq  P pCYM |CXM , t, σ2, θ, R, ηqP pCYM¯ |σ2, θqP pCX |σ2, θqP pM |λ, µ, tq
with Θ representing the entire parameter set (λ, µ, t, σ2, θ, R, η).
Joint Sequence and Structure Model
The combined model is obtained by assuming independence between the sequence
substitution and structural diffusion processes, conditional on the indel process. Thus
the full likelihood of the combined model is simply the product of the individual
model likelihoods.
P pX, Y |Θq 
¸
M
P pCX , CY |M, t, σ2, θ, R, ηqP pSX , SY |M,Q, tqP pM |λ, µ, tq (2.8)
with Θ again representing the entire parameter set. Each factor of the product in
(2.8) is provided by one of the preceding sections.
2.2.2 Parameter Estimation and Computation
We take a Bayesian approach to parameter estimation, with the posterior distri-
bution obtained via Markov chain Monte Carlo (MCMC) simulation. Parameters
are updated via a random walk Metropolis-Hastings (Metropolis et al., 1953; Hast-
ings, 1970), with acceptance probability involving the marginal likelihood, equal to
P pX, Y |λ, µ, t, σ2, θ, R, ηq given by (2.8). In practice, it is best to update λ and µ
together, likewise for R and η, to account for dependence in the posterior. All exam-
ples reported below use vague Gamma(1.01,.01) priors for t, λ, µ, σ2, and θ, a uniform
distribution on rotations for R, and an improper uniform prior for η.
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Rotation/Translation Sampling
A random walk for R and η can be constructed as follows. Propose R1 from R by
generating an axis v uniformly from the unit sphere and angle φ from a von Mises
distribution with high concentration around 0, and form R1 as the composition of R
and (v,φ). Then propose η1  Npη, τ 2Iq, and accept or reject the pair R1, η1 together.
The mixing of R and η can be slow. To remedy this, an independence step
is interspersed with the random walk, with proposal distribution constructed as a
mixture with components centered at a “library” of plausible transformations. This
library is created by computing the least-squares transformation between each pair
of consecutive n-residue subsequences between X and Y (Rodriguez and Schmidler,
2013), and excluding all such transformations with RMSD ¡ δ, where the threshold δ
is chosen to arrive at a manageable number of mixture components. Each component
of the mixture is the product of a von Mises-Fisher distribution centered on the axis
of rotation, a von Mises distribution centered on the angle of rotation, and a normal
distribution centered upon the translation. Then the probability density of this
distribution at any rotation R1 and translation η1 is
1
k
k¸
i1
vMFpv1; vi, κ1qvMpφ1;φi, κ2qNpη1; ηi, τ 2Iq
where vMFpv1; vi, κ1q is the density of the von Mises-Fisher distribution evaluated at
v1, the axis of rotation of R1; vMpφ1;φi, κ2q is the density of the von Mises distribution
evaluated at φ1, the angle of rotation of R1; Npη1; ηi, τ 2Iq is a multivariate normal
distribution centered at ηi and evaluated at η
1; and k is the number of components
in the mixture. Mardia and Jupp (2000) provide general information regarding
spherical distributions. An algorithm for generating samples from the von Mises-
Fisher distribution is provided by Wood (1994). The proposed pair pR1, η1q is then
accepted or rejected according to the Metropolis-Hastings criterion.
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Monitoring convergence
Convergence of the MCMC algorithm was established by the following protocol in
all analyses reported in the Results section below. Multiple independent MCMC
chains of 50,000 iterations were run from overdispersed starting points, with 10,000
iterations discarded as burn-in. We used 8 chains for the sequence model and 16
chains for the combined model (to account for larger state space due to additional
parameters). Convergence was tested by the Gelman and Rubin (1992) diagnostic
on the marginal posterior distribution for each parameter.
2.3 Results
2.3.1 Inference for Distantly Related Proteins
The joint sequence-structure evolutionary model described in Section 2.2.1 enables
improved alignment and estimation of evolutionary distance and rates between dis-
tantly related proteins. To illustrate this on a well-understood protein family, we
applied both the sequence-only model and the combined sequence-structure model
to estimate the evolutionary distance between the human hemoglobin α subunit and
globins from a series of increasingly distant species (Table B.1 in Appendix). Fig-
ure 2.1 shows the resulting marginal posterior distributions for evolutionary distance
t. In both models, the posterior distribution of t accounts for alignment uncertainty,
which is critical for phylogenetic applications (Wong et al., 2008; Lunter et al., 2008).
The two models yield comparable results for the pairs with short evolutionary dis-
tances and hence high sequence similarity, but as similarity decreases the uncertainty
in sequence alignments grows. For sequences with very low similarity, many align-
ments have virtually equal probability, and the sequence-only likelihood becomes
essentially flat for sufficiently large t. The inclusion of structural information via the
combined model dramatically reduces this alignment uncertainty, allowing better use
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Figure 2.1: Posterior distributions for evolutionary distance between human
hemoglobin α and a series of increasingly distant globins, obtained by (a) sequence-
only model, and (b) combined sequence-structure model. Distributions obtained
from both models are nearly identical for the closest three orthologs (horse, turtle,
stingray), but begin to diverge beyond this point. The sequence-structure model
stochastically orders the proteins according to generally accepted taxonomy, while
the sequence model begins to underestimate distances with the lamprey and sea cu-
cumber, and yields completely flat, uninformative posteriors for the fruit fly, ribbon
worm, nematode and tuberculosis.
to be made of the sequence information, and also contributes additional information
about evolutionary distance through the simple model of structural drift.
This ‘range’ extension of the model through the addition of structure is signifi-
cant. The sequence-only model begins to differ from the combined model at distances
of only 1.5 expected substitutions per site, becoming completely uncertain by 2.5 ex-
pected substitutions, while the combined model continues to provide informative
posteriors to distances of at least 3.5 expected substitutions. In addition the se-
quence model parameters pt, λ, µq become confounded even at modest evolutionary
distances (see also Figure 3 below). In contrast, the combined model has no difficulty
simultaneously estimating all parameters pt, λ, µ, σ2, θ, R, ηq with no loss of precision
in t.
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Delaying the phase transition The sharp increase in entropy of the posterior distri-
bution under the sequence model is suggestive of the phase transition discussed by
Mossel (2003, 2004) (see also Daskalakis et al. (2011)), who shows that if the substi-
tution rate is above a threshold, it is impossible to recover either ancestral sequences
or phylogenetic topology over large evolutionary distances using sequence evolution
models. Empirically we see the transition even earlier (at shorter distances) than
suggested by Mossel’s bounds, between t  1.5 and t  2; this is explained princi-
pally by the fact that Mossel’s result assumes a fixed alignment, while accounting for
uncertainty in the alignment (and indel rates) causes the uncertainty to grow much
faster.
To examine the effect of alignment uncertainty on evolutionary distance estima-
tion, we simulated (under the JTT substitution model, with no indels) the evolution
of 100 independent sequence descendants from human hemoglobin α up to time
t  4, and another 100 descendants involving indels (using the Links model with
rates λ  0.05 and µ  0.0504). We estimated the evolutionary distance from the
ancestral sequence to each of the 200 descendants, over the time interval t P r0, 4s
at increments of 0.1, using the MCMC algorithm described above and treating all
parameters as unknown, but with the alignment fixed for the first 100 (no indel)
sequences. Figure 2.2 shows the quantiles of the posteriors averaged across the 100
simulations. When the alignment is known, the sequence model displays a sharp
transition in mean credible interval width at t  3. This transition occurs much
earlier (around t  1.5) when the alignment is unknown. In this case, when λ, µ
and t are simultaneously estimated the model swiftly loses identifiability, resulting
in completely uninformative posterior distributions. The apparent sharpness of the
transitions shown here is due in large part to the extremely diffuse Gamma priors,
employed intentionally to contrast the sensitivity of sequence and structure inference
to the prior. This transition is discussed in much greater detail in Chapter 4.
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Figure 2.2: Average 95% credible intervals and medians from 100 simulated de-
scendants of human hemoglobin α. The sequence model with unknown alignment (a)
has a sharp transition at t  1.5. Removal of alignment uncertainty (b) delays the
transition to 3 expected substitutions. For our combined sequence-structure model
we witness this transition still later, at times ¡ 3.5 (see Figure 1).
The addition of structural information in the combined sequence-structure model
dramatically reduces uncertainty in the alignment, which should therefore push the
transition back to where it occurs for sequences with known alignment. The results
in Figure 2.1 indicate that the transition for the combined model does not occur until
after t  4. As shown in Chapter 4, this is in line with the transition that occurs with
sequence under less diffuse priors. The range of the model may be extended to even
longer evolutionary distances by improving the realism of the structural diffusion
model to include stronger information about t and not just M . The local-σ model
of Chapter 3 provides a first step in this direction.
Estimating indel rates With the alignment known, the sequence model is able to pro-
vide a useful lower bound even after the transition, but this is no longer true when
the uncertainty arising from an unknown alignment is accounted for (compare Fig-
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ures 2.2a and 2.2b). In particular, underestimation of evolutionary distance occurs
due to overestimation of the indel rates λ and µ: as sequence similarity decreases,
differences become as likely to be explained by rapid insertions and deletions over a
short time period as by substitutions, so deflated estimates of t can result. Around
t  2 in Figure 2.2a, approximately half of the simulated proteins exhibited high
variance while the other half had narrower posteriors which underestimated the evo-
lutionary distance; thus it is not enough to obtain a concentrated posterior from the
sequence model, as larger values of t are likely to be underestimated.
Figure 2.1 contains three examples of this: 2LHB (lamprey), 1HLB (sea cucum-
ber), and 1B0B (clam). For each of these, the sequence-only model gives significantly
smaller estimates of distance than the combined sequence-structure model. Exami-
nation of the posteriors for λ (Figure 2.3) confirms that indel rates have been over-
estimated by the sequence model, with underestimation of t particularly extreme in
the case of 1B0B as a result of a very diffuse posterior for λ. In fact, the long tailed
posterior for λ leads to a second mode, near zero, in the posterior for t (Figure 1). A
previous treatment of the Links model based on human α and β globins estimated
the insertion rate at .03718 (Hein et al., 2000), and this value was confirmed by
Knudsen and Miyamoto (2003); it is provided in Figure 2.3 for reference. Combined
model estimates of indel rates are much more stable between protein pairs, and much
closer to the results obtained by Hein et al. (2000).
2.3.2 Phylogeny Estimation
The uncertainty of evolutionary sequence models with respect to evolutionary dis-
tance can dramatically impact the ability to accurately estimate phylogenies (Wong
et al., 2008; Lunter et al., 2008). As our joint sequence-structure model drasti-
cally reduces this uncertainty, we expect it will have significant impact on stabilizing
phylogenetic estimation. Here we explore this impact by estimating pairwise evo-
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Figure 2.3: Posterior distributions of birth rate (λ) between globins of human and
(a) lamprey, (b) sea cucumber, and (c) clam obtained under sequence-only (light)
and sequence-structure (dark) models. Increasingly diffuse indel rate posteriors lead
to underestimated evolutionary distance estimates; λ  .03718 estimated previously
by Hein et al. (2000) is given as a reference (vertical line).
lutionary distances and applying neighbor-joining methods (Saitou and Nei, 1987;
Howe et al., 2002). In the future the combined model will be integrated into a full
Bayesian simultaneous alignment and phylogeny estimation model, for which it is
naturally suited and directly applicable.
Figure 2.4a shows the estimated phylogeny for the hemoglobin α subunits of
24 organisms (Appendix Table B.1) including near and distant relationships (pair-
wise sequence identity 12-87%), obtained by applying neighbor-joining to the set of
pairwise posterior mean distances. Commonly accepted taxonomy from the NCBI
Taxonomy Database (Sayers et al., 2009; Benson et al., 2009) is given in Figure 2.4b.
The phylogeny estimated similarly (neighbor-joining with posterior mean distances)
under the sequence-only model is shown in Figure 2.4d, albeit with unit distances
(see below).
The reconstructed phylogeny obtained using the combined sequence-structure
model (Figure 2.4a) replicates the established taxonomy almost perfectly. All sub-
groups are correctly formed, including grouping of the only reptile (turtle) with the
birds but as the most distant member. There are minor differences in the topologies
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within groups where branch lengths are small and minor changes in length can result
in topology changes. A fully Bayesian approach to phylogeny estimation would yield
a posterior distribution over competing topologies as well – here our intent is merely
to indicate the potential of our sequence-structure model for this purpose.
Using the sequence-only model, many of the pairwise distance posterior distri-
butions remain essentially unchanged from the prior, resulting in broad posterior
support and very large posterior means under diffuse gamma priors. In such situa-
tions point estimates have little meaning, and posterior intervals convey a near-total
lack of information about the evolutionary distance between the two proteins. A
phylogeny based solely on the sequence model therefore tends to form clusters of
closely related proteins with very large inter-cluster distances, and arbitrary relative
placement of the groups. Inter-group branch lengths are so long that visualization of
the phylogeny is challenging; for this reason the sequence-based phylogeny is given
with unit branch lengths (Figure 2.4d) so that topology can be easily examined.
The topology contains multiple inconsistencies with the established taxonomy (Fig-
ure 2.4b). The lamprey is separated from other vertebrates, as well as the rockcod
from other bony fishes. The mammals appear do not appear as a clade, but as
zero-branch-length points between subtrees.
Comparison to Multiple Sequence Alignment
Our sequence-structure model dramatically outperforms the analogous evolutionary
sequence model on a pairwise basis, as demonstrated. However simultaneous multiple
sequence alignment (MSA) algorithms can also reduce alignment uncertainty, albeit
to a lesser extent, through sharing of information. In addition, many phylogenetic
methods in common use do not attempt to account for alignment uncertainty. We
used MAFFT (Katoh et al., 2005) as a representative, widely used MSA algorithm,
and compared the resulting tree with that estimated under our model for the group
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of 24 globins of Figure 2.4. Default parameters were used for MAFFT. There are no
major differences between the trees estimated by MAFFT and our model, indicating
that the combination of MSA and selective use of multiply conserved positions used
by MAFFT also does a good job of stabilizing the tree. Note however that these
procedures, while adding robustness, do not correspond to an explicit evolutionary
model as in our case.
More importantly, multiple sequence alignment algorithms rely on the presence of
close homologs. There are several closely related groups in the set of 24 globins, mak-
ing this well suited for an MSA approach. We performed the comparison again after
removing the closely related proteins to arrive at a subset of eight mutually distant
globins (pairwise sequence identity 12% - 43%); Figure 2.5 compares the resulting
phylogeny under our sequence-structure model with that produced by MAFFT. The
phylogeny from our model remains consistent with the established taxonomy and
with the tree obtained using the full set of globins, with only a minor shift in the
placement of the nematode. The MAFFT phylogeny, however, becomes unstable,
separating the lamprey from the other vertebrates. Changing the MAFFT default
substitution matrix from BLOSUM62 to BLOSUM30 (more appropriate for dis-
tant homologs) has little effect, while modifying the gap penalty parameter caused
MAFFT to perform worse.
To further examine the different potential of the sequence-structure model and
MSA approaches to analyze distantly related proteins, we simulated ten sets of six
pairwise-distant descendants of the α subunit of the human globin at the leaves of a
symmetric tree (top of Figure 2.6) with inner branch lengths .35 and outer lengths
1.2 (pairwise sequence identity 13% - 17% on average). Simulation parameters were
pλ  .03, µ  .0302, σ2  0.7, θ  0.005q – values typically estimated from ob-
served globins. To further challenge our structure model, insertions in simulated
structures were placed at the midpoint of their neighbors, as the independence of
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the insertion distribution (2.5) would otherwise make them easier to identify than
naturally-occurring insertions. For each of the ten simulated data sets we estimated
the underlying phylogeny using MAFFT with default parameters, and using our
joint model as before (neighbor-joining on pairwise posterior means). The results are
shown in Figure 2.6. The sequence-structure model arrives at the correct topology
in six of the ten cases, and preserves correct nearest neighbors in three of the other
four. MAFFT only estimates the topology correctly in one instance, and mismatches
neighbors in all of the rest. The principal difficulty for the multiple sequence algo-
rithm is insufficient sequence information to resolve the alignment when sequences
are highly divergent. The problem is exacerbated by reliance upon a single optimal
alignment, which is highly uncertain. Our model benefits from both the Bayesian
averaging over all possible alignments, and also especially from the dramatic reduc-
tion of alignment uncertainty upon incorporating structural information, resulting
in significantly improved phylogeny estimation.
Indeed, the effect of this stabilization extends to sets of proteins for which multiple
sequence alignment fails completely. With a broader set of globin-like proteins (pair-
wise sequence identity 9-32%, Table B.2), MAFFT returns an error message that
a reliable phylogeny cannot be produced. Our model continues to be effective at
these distances; the phylogeny is given in Figure 2.7. The tree continues to correctly
preserve the subtree containing the human globin, with the hagfish and sea cucum-
ber as nearest neighbors. The extracellular giant hemoglobins of the earthworm and
beardworm are placed together, and the nematode is the last multicellular organism
before arriving at the microbes. This tree is not intended as a definitive estimate –
a fully Bayesian treatment involving phylogeny sampling instead of neighbor-joining
would be preferable to deal with the multiple near-polytomies in the tree – but these
results nevertheless illustrate the significant improvement available from the joint
sequence-structure model.
24
At extreme evolutionary distances (7% sequence identity) even the sequence-
structure model becomes nearly unidentifiable, even when proteins share a common
fold, for the following reason: as illustrated in Figure 2.2, there is a sharp thresh-
old past which sequence information provides only a lower bound on evolutionary
distance, even in the case of fixed alignment. Beyond this threshold, sequences are
effectively in equilibrium and no longer provide any information for estimating t. At
this point the structure component of the model provides all information about t,
but the OU process by itself is identifiable only up to the product σ2t. (At shorter
distances Q serves to determines the scale for t, making σ2 and t simultaneously
estimable.) Figure 2.8 demonstrates the relative precision of σ2t to t on these time
scales, for comparing the β subunit of phycocyanin from red alga with the α subunit
of human hemoglobin. Thus at the farthest within-fold distances, a structure-only
approach based on σ2t as a measure of distance between proteins can still provide
some information about evolutionary relationships, but we would need to fix σ2 (anal-
ogous to scaling Q to one expected substitution per time unit) in order to estimate
t itself.
Reconstruction regimes
Our results highlight the existence of multiple “regimes” of reconstructability, de-
pending on divergence times of the input proteins. When sequence is sufficiently
well-conserved that pairwise alignments are easily resolved, neighbor-joining works
well. As divergence increases into the “twilight zone” of sequence similarity, pairwise
alignments begin to fail but can be recovered by pooling information across the set of
sequences using MSA. However, as demonstrated above, a third regime exists when
sequence information is inadequate for even MSA. In this case, our model demon-
strates that structural information can still resolve the alignment, and conditional
on alignment the sequences still contain sufficient similarity to infer evolutionary dis-
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tance. Finally, as sequences become widely divergent we enter a fourth regime where
even though structural similarity may resolve the alignment, sequences are effectively
in equilibrium and provide essentially no information about either the alignment or
the evolutionary distance. In this last situation, our structural model may still be
used to estimate divergence times t, but only if σ2 is fixed by other means (see Fig
8), analogous to scaling sequence substitution models to one expected substitution
per time unit.
2.4 Discussion
We have described a stochastic process model for combined protein sequence and
structure evolution, suitable for use in likelihood-based alignment and phylogeny
estimation. Results on example protein families indicate that the inclusion of struc-
tural information can dramatically decrease uncertainty due to alignment, and as a
result significantly stabilize reconstructed phylogenies. The current model has cer-
tain shortcomings and we briefly describe them here, along with possible extensions
for future investigation.
Availability of structural data. Clearly the benefits of our approach are reliant on
availability of experimental structural data for the proteins of interest. However, the
number of known structures continues to grow rapidly as a result of high through-
put structure determination efforts. Moreover, our results suggest that availability
of structures for even a subset of the sequences can significantly stabilize the re-
constructed tree, by informing rate parameters (through a hierarchical model) and
decreasing uncertainty in key evolutionary distances that may drive topology uncer-
tainty. It may also be possible to incorporate high-accuracy predicted structures,
such as those based on homology modeling, for sequences of unknown structure.
Improving the structural evolution model. Intuitively, the inclusion of structure
adds quantitative information (compared to the discrete characters of sequence mod-
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els): the diffusion process penalizes large displacements of atoms in Euclidean 3-
space. This helps identify homologous residues by favoring indel scenarios that best
preserve the relative positions of residues present in both ancestor and descendant.
As mentioned in Section 2.2.1, the diffusion model of structural drift does not
account for significant structural reorganization leading to discontinuous changes in
fold. Descendant proteins are centered around ancestral structures, slowly losing
fold information, without the ability to significantly reorganize into new structurally
distinct stable folds. Interesting preliminary work by Herman J, Taylor W, Hein J
(personal communication) provides a possible approach to modeling such large scale
events using transitions between discrete states, and may be useful in combination
with our model to provide a process that diffuses locally but has potential for discrete
transitions.
In addition, the independent-site assumption in the OU process lacks certain
realistic biophysical features such as excluded volume/repulsion and bond length
constraints, which give rise to dependence among positions. The challenge in in-
corporating such effects is analytical tractability: for a general (e.g. repulsive) po-
tential UpXq the stationary distribution is known only up to a normalizing con-
stant, but that constant is required to evaluate changes in model size due to the
indel process, and moreover the conditional distribution is generally not analytically
tractable. Incorporation of some site-dependence may be achieved by the addition
of a between-site covariance matrix to the OU process, but the conditional and sta-
tionary distributions again become problematic when convolved with the Links indel
process. The current independent-site OU process was chosen to provide simplicity
and computational tractability, at the expense of some physical realism. However,
since inference is performed conditional on observed structures, these limitations may
be less important. Still, it is worth noting that a more realistic evolutionary process
model for the structure might help provide additional information about evolution-
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ary distance, since as mentioned in Section 2.3 we believe that in the current model
structural information serves primarily to dramatically reduce alignment uncertainty,
with information about t coming primarily from the sequence model.
Structure specific indel and substitution processes. Currently the model assumes
constant insertion/deletion rates (λ and µ), structural diffusion rate (σ2), and sub-
stitution matrix (Q) at all sites along the protein. A more realistic model would
take advantage of the known structure, by allowing different rates according to sec-
ondary structure, solvent accessibility, location in an active site or binding site, etc.
Although this seems straightforward, some care is required to preserve reversibility
under indels. Structure-specific substitution matrices have been used successfully
in sequence alignment and sequence-structure alignment (threading) and should im-
prove the realism and information content of the model.
Dependence among sequence & structure. Currently the sequence and structural
information are combined by assuming conditional independence of substitutions
and structural deviations given the alignment. This is easily extended to incorporate
dependence. The magnitude of dependence may be explored by estimating the con-
ditional mean and variance of atom coordinate changes given sequence substitution
from a database of hand-alignments.
Fully Bayesian structural phylogenetic tree reconstruction. Finally, the results
in Section 2.3 relate to pairwise evolutionary distances and phylogenies constructed
using neighbor-joining methods. In Chapter 3 the model is incorporated into a fully
Bayesian simultaneous alignment-and-phylogeny estimation, as done for sequence
evolution models Lunter et al. (2005b); Redelings and Suchard (2005). The incorpo-
ration of structural data resolves the significant uncertainty reported in simultaneous
estimation models involving sequence only (Wong et al., 2008; Lunter et al., 2008),
particularly when the phylogeny involves long time scales.
Despite some shortcomings, results reported in Section 2.3 with the current model
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show significant improvements over sequence-only models commonly used in current
practice. As such, the model provides an additional tool for phylogenetic studies,
especially those involving distant relationships or rapidly changing sequences, by
extending the applicability of evolutionary protein models to longer time scales.
29
Ribbon worm
Midge larvae
Fruit fly Botfly
Nematode
Sea cucumber
Lamprey
Houndshark
Mako
Stingray
Birds
Turtle
Mammals
Bony fishesClam
0.5
Brycon
Trout
Perch
RockcodHorse
HumanRabbit
Turtle
Ostrich
Parrot
Goose
Turkey
Stingray
Mako
Houndshark
Lamprey
Sea cucumber
Ribbon worm
Clam
Midge Tokun. Midge Props.
Fruit fly
Botfly
Nematode
(a) Sequence-structure (b) NCBI Taxonomy
Trout
Rockcod
Brycon
PerchRabbitHorseHuman
TurtleOstrich
Parrot
Goose
Turkey
Stingray
Mako
Houndshark
Lamprey
Sea cucumber
Fruit fly
Midge Tokun.
Midge Props.
Ribbon worm
Clam
Nematode
Botfly
Perch
Brycon
Trout
Clam
Ribbon worm
Nematode
Botfly
Fruit fly
Midge Props.
Midge Tokun.
Lamprey
Sea cucumber
Horse
Human
Rabbit
Turtle
Rockcod
Stingray
Mako Houndshark
Parrot
Ostrich
Turkey
Goose
(c) Sequence-structure (d) Sequence-only
Figure 2.4: Phylogenies for a group of 24 globins (Table B.1, pairwise sequence
identity 12-87%) obtained by different methods. Branch lengths in (b), (c), and
(d) have been normalized for topology comparison. (a) Neighbor-joining tree using
pairwise posterior mean evolutionary distances under sequence-structure model. (b)
Accepted taxonomy (NCBI Taxonomy Database). (c) Topology of (a). Estimated
topology closely matches NCBI taxonomy (b), with small differences. (d) Topology
of neighbor-joining tree using pairwise posterior mean evolutionary distances under
sequence-only model. Some groups are incorrectly separated and several species
appear as zero-branch-length intermediate points. Figures created with TreeView
(Page, 1996).
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Figure 2.6: Phylogenies estimated from simulated highly divergent data sets (aver-
age pairwise sequence identity 13-17%). Top: True tree used to simulate data. Left:
sequence-structure model estimates. Right: MAFFT estimates. Central green circle
indicates correct topology, while red, blue and yellow identify correct pairs where
mismatches are made. The sequence-structure model estimates the correct topology
in 6 of 10 simulations, and preserves correct pairings of the proteins in all but one.
MAFFT produces the correct topology in only one data set, and in all other cases
matches pairs incorrectly.
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Figure 2.8: Posterior distributions of t (light) and σ2t (dark) between phycocyanin
β chain of red alga and human hemoglobin α obtained under sequence-structure
model. At such large distances (7% sequence identity), sequence provides no infor-
mation about t and only the product σ2t may still be reliably estimated through
structural information.
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3Joint Inference of Alignment and Phylogeny with
Structure
Note
This chapter concerns extending the basic model described in Chapter 2 from pair-
wise comparison to a full Bayesian model for simultaneous tree estimation and align-
ment. The work presented in this chapter represents a collaborative effort with
Joseph Herman, a PhD candidate in Statistics at Oxford University, and as such
represents our shared contribution. It has been submitted for publication as “Si-
multaneous Bayesian estimation of alignment and phylogeny under a joint model of
protein sequence structure” to Molecular Biology and Evolution. Although partition-
ing reserach contributions is rarely clear cut, in broad terms I was more responsible
for model development and theory, while Joe handled more of the implementation
in the software package StatAlign, as well as development of the section analyzing
heterogeneity of structural evolution rates. However, the lines in the division of labor
throughout the project were not strict. This document represents only those portions
of the work in which I had a significant role. There were several other challenges
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encountered in the development of this model where I did not deem my contribution
significant enough to include here. Much of this additional work has been submitted
as “StatAlign 3: Bayesian alignment and phylogenetics with protein structures” to
Bioinformatics.
3.1 Introduction
In this chapter the pairwise structural model from Chapter 2 is extended to a fully
Bayesian framework for estimation of phylogeny, alignment, and model parameters
for sets of proteins structures (and sequences). There are several aspects of this
problem that make it more challenging than a simple extension; the first of these is
handling multiple alignments on trees and sampling new topologies.
Early methods for inferring alignments and phylogenetic trees were based on
combinations of carefully tuned heuristic procedures, designed to optimise certain
types of scoring metrics. Such methods have yielded many valuable insights; however,
the results are often highly sensitive to user-specified parameters, and the focus on
a single alignment and tree ignores much of the uncertainty associated with the
analysis.
With the development of probabilistic models of molecular evolution, it has
become possible to quantify this uncertainty in a statistically meaningful fashion.
Bayesian methods for phylogenetic inference, such as MrBayes (Huelsenbeck and
Ronquist, 2001) and BEAST (Drummond et al., 2013), address the issue of tree
uncertainty by generating a distribution over phylogenies given a fixed alignment,
although the choice of alignment may still heavily bias the resulting distribution on
trees (Lake, 1991; Morrison and Ellis, 1997; Wong et al., 2008; Lunter et al., 2008;
Blackburne and Whelan, 2013). A further set of methods have been developed to
allow for joint sampling of alignments and trees, which allows this source of bias to
be avoided (Redelings and Suchard, 2005; Lunter et al., 2005c; Miklo´s et al., 2008).
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Such approaches are more computationally intensive, and analyses to date have been
limited to tens rather than hundreds of sequences; however, these analyses are less
prone to the misleading conclusions that can result from analysing a larger number
of sequences under a biased model (Kumar et al., 2012).
3.1.1 Including structural information
However, as seen from examples in Chapter 2, for sequences that are highly divergent
there may be a significant degree of uncertainty associated with the resulting align-
ments and trees. One way of addressing this issue is to combine multiple different
types of data into a joint, or mixed, evolutionary model (Ronquist and Huelsenbeck,
2003). As well as offering a way of reducing uncertainty, this type of approach has
the potential to lead to more robust and reliable results, since the resulting inference
is based on multiple independent sources of information (cf. Kumar et al. (2012)).
For protein-coding genes, additional information regarding evolutionary relation-
ships can be obtained from protein structures. Since tertiary structure is typically
much more highly conserved than sequence, even over large evolutionary distances
(Panchenko et al., 2005; Illerg˚ard et al., 2009), structural similarity is therefore a
more reliable way to infer homology in the so-called twilight zone of low sequence
identity, leading to more accurate alignments (Eidhammer et al., 2000; Hasegawa and
Holm, 2009; Katoh and Standley, 2013), and potentially also phylogenies (Johnson
et al., 1990; Bujnicki, 2000; Lundin et al., 2012).
In Chapter 2, I introduced a probabilistic evolutionary model describing the joint
evolution of protein sequence and structure. In contrast to structurally-constrained
sequence models that modulate substitution rates based on a fixed structure (Robin-
son et al., 2003; Rodrigue et al., 2005; Choi et al., 2007; Kleinman et al., 2010),
this approach includes an explicit model for the evolution of structure, allowing for
structural information to be used to help infer evolutionary distances.
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In this work, the pairwise model is extended to a tree, and the utility of in-
corporating structural information into joint estimation of multiple alignments and
phylogenies is explored. Since relatively little is known about structural evolutionary
processes, we also introduce a model for heterogeneity in rates of structural evolu-
tion, which reduces the potential for conflict between structure- and sequence-based
trees (Garau et al., 2005).
We also add a model of background (non-evolutionary) variability in structures,
making use of prior information obtained from the x-ray crystallography experimental
data, and drawing on aspects of other earlier probabilistic models of protein structure
(Rodriguez and Schmidler, 2013; Green and Mardia, 2006; Schmidler, 2006; Green
et al., 2010; Wang and Schmidler, 2013).
3.2 Probabilistic evolutionary models
In what follows, we deal with classes of probabilistic models on binary trees. Bi-
ologically these trees define phylogenetic relationships between a set of organisms;
probabilistically, given the sequence at a particular parent vertex, evolution along
each of its child branches is assumed to proceed independently.
3.2.1 Sequence and structure data
We consider a sequence evolving on a tree, Υ, with vertices VΥ and edges EΥ, ac-
cording to an evolutionary model with parameters pΦ,Λ,Θq, which describe rates
of substitution, insertion and deletion (indel) events, and structural evolution pro-
cesses, respectively. Associated with the K tips of the tree is a set of K homol-
ogous sequences S  tSp1q, . . . , SpKqu, with Spkq of length Lpkq, and corresponding
three-dimensional structures, C  tCp1q, . . . , CpKqu, where Cpkq is an Lpkq  3 matrix
containing the Euclidean coordinates of the Cα atoms of structure k. In order to
make use of the tree structure to permit tractable inference, each of the internal
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nodes of the tree is augmented with an associated sequence and structure, the cor-
responding sets denoted by S˜ and C˜ respectively. The structural coordinates and
characters associated with these internal sequences will eventually be marginalised
out analytically.
3.2.2 Representation of a multiple alignment
A multiple alignment can be represented as a set of pairwise alignments along the
branches of a tree, M˜  tM pk,lqu, with pk, lq P EΥ. Each pairwise alignment, of
length Lpk,lq ¤ LpkqLplq, can be thought of as a series of columns in a 2Lpk,lq matrix,
indicating homology between characters in Spkq and Splq, i.e. the parent and child
sequences along the branch. Each such column can take one of three possible states:
M
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0
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(3.1)
where x P t1, . . . , Lpkqu and y P t1, . . . , Lplqu indicate the index of the characters
aligned in this particular column, and 0 indicates an insertion or deletion. We will
also denote by M pkq the row corresponding to sequence k in M pk,lq, with the zero
elements removed, equal to the vector p1, . . . , Lpkqq; one of the requirements for a
valid set of alignments, M˜, is that all the pairwise alignments should be consistent in
the sense that the mapping M pk,lq ÞÑM pkq is the same for all l. Another requirement
is that Lpkq be equal to the length of Spkq when k is a leaf node. The full alignment,
M˜, can be projected down to a leaf alignment between the sequences at the leaves
of the tree,M, expressed in the familiar tabular format. We omit further notational
details here for brevity.
3.2.3 Joint model for sequence and structure
The first phylogenetic evolutionary models to be developed allowed only for substitu-
tion events, assuming the alignment of the sequences to be known and fixed (Kimura,
38
1980; Felsenstein, 1981). However, work over the last two decades has shown that
probabilistic modelling of insertion and deletion (indel) events can yield valuable
additional information regarding evolutionary processes (Lo¨ytynoja and Goldman,
2005; Dessimoz and Gil, 2010), partly due to the rarity of such events (Lunter et al.,
2003; Westesson et al., 2012). In this work we build on these existing approaches,
adding a probabilistic model of protein structure to yield a joint Bayesian model for
substitutions, indels, and structural evolution on a tree.
For reasons of tractability, we focus attention on models where the joint posterior
of the unknown parameters of interest, given the observed (leaf) and augmented
(internal node) data, can be factored as the product of substitution and structural
contributions, and a stochastic indel process:
ppM˜,Φ,Θ,Λ,Υ | S, S˜, C, C˜q9
ppΥq ppM˜,Λ | Υqloooooomoooooon
indel
ppΦ,Θ | S, S˜, C, C˜,M˜,Υqlooooooooooooooomooooooooooooooon
substitution/structure
(3.2)
The above factorisation will generally only be possible for independent-site models
of substitution and structural evolution; insertions and deletions can change neigh-
bourhood relationships, such that substitution, structure and indel processes are in
general not separable in neighbour-dependent models.
In this work we also make the further assumption of separability between the
substitution and structural evolutionary processes, such that
ppΦ,Θ | S, S˜, C, C˜,M˜,Υq 
ppΦ | S, S˜,M˜,Υqlooooooooomooooooooon
substitution
ppΘ | C, C˜,M˜,Υqlooooooooomooooooooon
structure
Although it is also possible to formulate independent-sites models where there is
some degree of dependence between sequence and structure (for example by allowing
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for Θ to be a function of the amino acid content for a particular site), we leave such
developments for future work.
3.2.4 Marginal posterior
Ultimately we are interested in the marginal posterior distribution over alignments,
trees and model parameters obtained by integrating over the unobserved internal
node data
ppM˜,Υ,Φ,Θ,Λ | S, Cq9ppΥqppM˜,Λ | Υq
 ppΦqppS | Φ,M˜,Υq  ppΘqppC | Θ,M˜,Υq
We focus on cases where the observed data likelihoods ppS | Φ,M˜,Υq and ppC | Θ,M˜,Υq
can be computed exactly by analytical summation and integration over ancestral
characters and coordinates. Although, with some simplifying assumptions, certain in-
del models also allow for analytical summation over internal node alignments (Thorne
et al., 1991; Bouchard-Coˆte´ and Jordan, 2013), for many models of interest this is
not possible, yielding a problem of exponential complexity (Lunter et al., 2005a),
hence we focus on the general case of inference for the full alignment M˜ rather than
directly targeting the marginal posterior for the leaf alignment M.
Beyond the factorisability in equation (3.2), the statistical alignment framework
we present here is not dependent on particular model choices for substitution and
indel processes, but we will briefly describe the specific choices used in this work
for the purposes of illustrating how they combine with the structural model. We
introduce the structural model in more detail in the subsequent section, but note
here that one of the key features of the approach we will present is that it allows the
integration over unknown ancestral structures to be carried out analytically, greatly
increasing the tractability of the resulting model.
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3.2.5 Indel model
For a given tree, Υ, the contribution to the posterior for M˜ from the indel model
can be factored over the branches of the tree
ppM˜,Λ | Υq 
¹
jPVΥ
ppM pjq,Λq
¹
pk,lqPEΥ
ppM pk,lq,Λ | Υq
ppM pkq,ΛqppM plq,Λq
 ppM prootq,Λq 
±
pk,lqPEΥ ppM pk,lq,Λ | Υq±
jPanpΥq ppM pjq,Λq2
(3.3)
where VΥ and EΥ are the sets of vertices and, respectively, edges in the tree Υ, and
anpΥq is the set of ancestral (non-leaf) nodes of the tree. The vector M pjq is equal
to one of the rows in the pairwise alignment M pk,lq. The second line assumes that
the tree is binary, which will be the case in all the examples we consider.
In this work we focus on the TKF92 model (Thorne et al., 1992) to generate the
probability ppM˜ | Λ,Υq. This model is a birth/death process on fragments, each of
which contains a contiguous run of characters (in our case amino acids). Fragments
are inserted at rate λ and are deleted with rate µ; the length of each fragment is
geometrically distributed according to a probability r.
Each pair term in the numerator of equation (3.3) can be computed via dynamic
programming using the pair-HMM representation of the indel model (Miklo´s et al.,
2008), allowing the augmented likelihood to be computed in time linearly propor-
tional to the number of branches in the tree, and the square of the average sequence
length. The stationary probabilities for individual nodes are derived in Thorne et al.
(1992), and take the form
ppM pkq | Λq  ppLpkq | λ, µ, rq (3.4)
 p1mqmp1 rq rmp1 rq   rsLpkq1 (3.5)
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where Lpkq represents the length of the kth sequence, equivalent to the length of
M pkq, and m  λ{µ.
3.2.6 Substitution model
Under the independent-sites assumption, the substitution process is modelled as
a collection of independent processes on individual amino acids. This allows the
marginal likelihood of the leaf sequences, given a particular alignment M˜, to be
calculated using the familiar sum-product algorithm of Felsenstein (1981), yielding
the quantity ppS | Φ,M˜,Υq  °S˜ pS, S˜ | Φ,M˜,Υq.
The analyses conducted here employ the Dayhoff et al. (1978) matrix of amino
acid substitution to parameterise Φ, although other choices are possible.
3.3 Structural drift model
There is empirical evidence of correlation between evolutionary time and structural
divergence, although the exact nature of this relationship has remained the source of
much speculation (Chothia and Lesk, 1986; Illerg˚ard et al., 2009). Chothia and Lesk
(1986) famously observed an exponential relationship between structural divergence
of core homologous residues as measured by RMSD and sequence divergence as mea-
sured by sequence identity. This original relationship was proposed based on a small
dataset that was available at the time: 32 pairs of homologous proteins, as well as 5
instances of the same protein crystallised under different conditions. More recently,
several authors have observed a linear relationship when sequence identity is con-
verted to a measure of substitutions per site (Illerg˚ard et al., 2009), or if sequence
identity and RMSD are replaced by approximate measures of significance (Wood
and Pearson, 1999), although in some families a non-linear relationship may still be
observed (Panchenko et al., 2005). In all cases structural divergence is observed to
increase as sequence similarity decreases.
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3.3.1 Model specification
We briefly reiterate the properties of the model introduced in Chapter 2. The struc-
tural model utilises a reversible diffusion process in 3D space, modelling fluctuations
in the amino acid positions (represented by their Cα coordinates). As discussed
earlier, independence between atoms is assumed to retain tractability. Structural
evolution is modelled using an Ornstein-Uhlenbeck (OU) process on each Cα atom.
Unlike Brownian motion, the OU process has a well-defined stationary distribution
and so is reversible, allowing the combined structural, indel, and substitution pro-
cesses to form a reversible model.
With Cijptq representing the jth coordinate of the ith Cα at time t, the structural
drift model describes the change in coordinates over time according to the following
stochastic differential equation
dCijptq  θ Cijptq dt  σdB (3.6)
where dB is standard Brownian motion, and θ is the rate at which a structure loses
memory of its previous configuration, which we term the structural drift rate. The
equilibrium distribution and conditional distributions of this process are Gaussians
Cijp8q  N p0, τq (3.7)
Cijptq | Cijpsq  N
 
Cijpsqeθptsq, τp1 e2θptsqq

. (3.8)
with the marginal variance τ  σ2{p2θq proportional to the expected radius of gy-
ration multiplied by the length of the structure. The quantity σ2{2 can be thought
of as a diffusion coefficient, with the expected mean square deviation after a time
t approximately equal to σ2t (see Section B.7). As such, we will refer to σ2 as the
structural diffusivity.
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3.3.2 Structural diffusion on a tree
When extending this process to a set of structures related by a phylogeny, we must
contend with an unknown ancestral structure at each internal node. Fortunately, the
OU process allows for analytical integration over the unknown ancestral structure
coordinates, such that the joint likelihood of the observed structures at the tips of
the tree, ppC | M˜,Θ,Υq, can be computed very efficiently. As discussed by Hansen
and Martins (1996), for an OU process on a tree, the joint distribution for the data at
the leaves is a multivariate Gaussian, in our case with a zero mean. The Markovian
nature of the OU process means that the elements of the covariance matrix can be
computed analytically, with Σklrτ, θ,Υs  τeθ dklpΥq, where dklpΥq is the distance
between leaves k and l along branches of Υ.
Denoting by C
pMiq
j the length-|Mi| vector obtained by taking the jth coordi-
nate of each observed (leaf) structure containing a character at the ith column, the
marginal likelihood of the observed structures is then given by a product over the L
columns of the alignment and the three spatial dimensions:
ppC | M˜,Θ,Υq 
L¹
i1
3¹
j1
N|Mi|

CpMiqj | 0,ΣMirτ, θ,Υs
	
(3.9)
where ΣMi is a submatrix of Σ of dimension |Mi| formed by selecting the columns
and rows corresponding to ungapped positions in the alignment column Mi.
Figure 3.1 illustrates a set of samples on a tree drawn from the structural drift
model with σ2  0.7A˚2{substitution per site, and τ  70A˚2, evolving from structure
2DN2 (human haemoglobin) at the root.
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Figure 3.1: Ten samples from the structural drift model on a tree, with σ2 
0.7A˚2{substitution per site, and τ  70A˚2. With σ2 set to zero we would see equal
variability at each leaf, whereas the structural drift model proposes that structural
divergence will be larger over greater evolutionary distances, in accordance with
empirical observations.
3.3.3 Branch-specific structural drift rates
The model thus far assumes a constant structural diffusion coefficient, σ2, throughout
the phylogenetic tree. This assumes that structures respond to sequence mutations
in a homogeneous fashion, leading to an approximately linear relationship between
evolutionary time and mean-square-deviation (see Section B.7). In order to allow
for more general relationships between structural and sequence deviation, as well as
reducing potential conflict between sequence- and structure-based trees, we relax this
assumption and allow the structural diffusivity to vary over the tree. Following the
approach of Thorne et al. (1998) and Aris-Brosou and Yang (2002) with regards to
variable rates of sequence evolution, we allow σ2 to vary by branch, which provides
additional flexibility while allowing important properties such as infinite divisibility
and reversibility to be maintained across the tree.
There are many ways in which this can be done; here we consider a model for-
mulation that limits the number of additional parameters required. Let EΥ be the
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set of branches of tree Υ, with tσ2k, θk | k P EΥu the associated set of structural
parameters. Allowing both σ2k and θk to vary by branch does not preserve a com-
mon stationary distribution at each node of the tree, making the joint distribution
difficult to specify. To solve this issue, we instead consider the alternative parame-
terisation τk  σ2k{p2θkq with τk  τ for all k, such that τ represents the equilibrium
variance common to all nodes of the tree, while σ2k is the local structural diffusivity,
which is allowed to vary by branch. Since σ2k  2τθk, the diffusivity of a branch is
proportional to its structural drift rate, hence when describing heterogeneity across
the tree, we will refer to these quantities interchangeably. The joint distribution of
leaf nodes under this model remains simple and easy to obtain. The marginal dis-
tribution for each coordinate is then Np0, τq as before, while the covariance between
coordinates of leaves k and l becomes
Σklrτ, θ,Υs  τ exp
$&% ¸
mPpipk,l|Υq
tmpΥq σ
2
m
2τ
,.- (3.10)
where pipk, l | Υq represents the set of branches lying on the unique shortest path
from leaf k to leaf l, and tmpΥq is the length of branch m in tree Υ.
3.3.4 Non-evolutionary sources of structural variability
With sequence data, sequencing errors are relatively rare, such that any differences
between sequences can generally be attributed to mutation events. However, for
structural data, other sources of variability in the coordinates arise from factors such
as flexibility of polypeptide chains, variable conformations, and measurement error
(Gutin and Badretdinov, 1994; Grishin, 1997; Illerg˚ard et al., 2009). Moreover, this
uncertainty may vary across the protein, with surface residues and loops exhibiting
increased flexibility over buried core positions.
Information about this uncertainty for high-resolution structures solved by x-
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ray diffraction is contained in crystallographic B-factors for each atomic coordinate.
These values, reported by the crystallographer, are intended to summarise a combi-
nation of experimental uncertainty and thermal fluctuations, and are often strongly
correlated with intrinsic structural flexibility measured by nuclear magnetic reso-
nance and molecular dynamics simulations (Rueda et al., 2007). B-factors can be
converted to units of coordinate uncertainty using approximate formulae such as the
diffraction-component precision index (Cruickshank, 1960, 1999). This can be com-
bined with additional assumptions (Schneider, 2000) to obtain a linear relationship
between the B-factor and the standard deviation of the coordinates for each atom.
We therefore model the variance for the ith atom of structure k (with B-factor Bki)
as
ki   B
2
ki°
j Bkj
	2 (3.11)
where  is a global scale parameter for background variance, to be estimated from
the data. For the ith column, we compute the expected variance for the column as
the average over the atoms aligned to the column
i  1|Mi|
¸
kPMi
kMik (3.12)
Incorporating this into the structural drift model leads to a variance components
model, with column i having covariance Σpiq  ΣMi   iI|Mi|.
Uncorrelated structural perturbations (-only model)
In the limiting case as σ2k, θk Ñ 0, keeping the ratio σ
2
k
2θk
 τ fixed, all structural
deviation is explained via , and the marginal distribution of the observed data in
the ith column is
C
pMiq
ij |M, τ, ,Υ  N|Mi|p0,Σpiqq (3.13)
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where Σ
piq
kl  τ if k  l, and Σpiqkk  τ   i. This is similar to the non-evolutionary
Bayesian structure alignment models described above (Wang and Schmidler, 2013),
where structural perturbations are independent of evolutionary distance. In this
limiting model, the structural likelihood does not depend on the tree nor on the
evolutionary parameters, and structural information only indirectly affects the dis-
tribution over trees via the effect on the alignment.
3.4 Rotations and translations
As in Chapter 2 we have thus far avoided mention of rotating and translating coor-
dinates. However, the coordinates of each structure are recorded with respect to an
arbitrary reference frame, and the likelihood is not invariant to such transformations.
This can be addressed without compromising the reversibility of the model by intro-
duction of auxiliary rotation and translation random variables for each structure, as
discussed in Chapter 2. Since the OU process is symmetric and hence invariant to
rotations of the coordinate system, we can omit the rotation for an arbitrarily chosen
reference protein; this reference protein still has an associated translation, such that
the likelihood is independent of the choice of reference.
While the OU process specified on structural coordinates is reversible, it is not
obvious if this still holds with the introduction of rotations and translations. That
is, by introducing nuisance parameters with associated priors, it is unclear if the
marginal probability of a group of proteins is the same regardless of the choice of
the root. The posterior distribution should also be independent of the choice of (an
unrotated) reference protein. We show that fixing both the translation and rotation
of the reference protein does cause the posterior to be dependent on this choice;
fixing only the rotation does not.
Given protein structures X and Y , we can define a procedure for calculating
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the likelihood of X and Y from the OU model by fixing the coordinates of either
X or Y and rotating/translating the other. Call the procedure p¯pX, Y q where the
coordinates of X are fixed. According to this procedure, it should be clear that when
X is near the origin and Y is not, p¯pX, Y q ¡ p¯pY,Xq
p¯pX, Y |M,σ, θq 
¼
ppX, Y |M,σ, θ, R, ηqppRqppηqdRdη

¼
ppX|σ, θqppY R   1η|M,X, σ, θ, R, ηqdRdη
 ppX|σ, θq
¼
ppY 1M |M,XM , σ, θ, R, ηqppY 1¯M |M,σ, θ, R, ηqdRdη
p¯pY,X|M,σ, θq  ppY |σ, θq
¼
ppX 1M |M,YM , σ, θ, R, ηqppX 1M¯ |M,σ, θ, R, ηqdRdη
Here Y 1  Y R   1η. When comparing the last two lines above, we notice that
clearly ppX|σ, θq ¡ ppY |σ, θq. The integral from p¯pX, Y q is also larger than its
counterpart in p¯pY,Xq because the functions in the integrand are maximised over
the same region in terms of η, while in the second integral this is not the case. Our
initial approach was to first centre X (or Y ) and then fix the coordinates, which
clearly reduces the difference between p¯pX, Y q and p¯pY,Xq, but in general cannot
guarantee their equality.
Given X, Y,R, and η, we can instead define X2  X1c¯ and Y 2  Y 11c¯, where
c¯  1TX 1TY 1
nX nY is the centroid of X and Y
1. Thus X and Y 1 are centred together for
each rotation/translation pair.
pˆpX, Y q 
¼
ppX2|σ, θqppY 2M |M,X2M , σ, θ, R, ηqppY 2¯M |M,σ, θ, R, ηqdRdη
We can now show that pˆpX, Y q  pˆpY,Xq. The key is that the OU process is
symmetrical around the origin, and so the probability densities in the integrand are
invariant to rotations. First observe the effect of counter-rotating both X2 and Y 2:
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X2RT  XRT  11
TXRT   1TY   1T1ηRT
nX   nY
 pX  1ηqRT   pnX   nY q1η
nX   nY  1
1T pX  1ηqRT   1TY   nY ηRT
nX   nY
 pX  1ηqRT  11
T pX  1ηqRT   1TY
nX   nY
 pX  1ηqRT  1cˆ
 X3
Y 2RT  Y  1cˆ  Y 3
We arrive at X3 and Y 3, the centred values, by taking Y as the parent, rotating
X by RT and translating by ηRT (the inverse transformation that brings X and Y
into exactly the same relative position to each other and the origin). Thus we have
pˆpX, Y q 
¼
ppX2qppY 2|X2, R, ηqdRdη

¼
ppX2RT qppY 2RT |X2RT , R, ηqdRdη

¼
ppX3qppY 3|X3, RT ,ηRT qdRdη

¼
ppY 3qppX3|Y 3, RT ,ηRT qdRdη
pˆpY,Xq
The priors for R and η do not appear because we have assumed that they are
both uniform. More generally, equality is maintained with symmetric priors such
that ppRq  ppRT q and ppηq  ppηRT q, and it should be clear that this applies to
an arbitrary number of structures related by the OU process. Thus by fixing only
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the rotation of the the reference protein (and appropriate choice of priors), the model
retains reversibility.
3.4.1 Shrinkage prior for branch-specific diffusivity
With a separate drift rate for each branch, there might be concern that the structural
drift model could be overparameterised (Dutheil et al., 2012; Groussin et al., 2013).
To address this possibility, we adopt a shrinkage-favouring mixture prior for the
branch-specific σ2k parameters:
σ2k | σ2g , ν  γδpσ2k  σ2gq   p1 γqLogNplog σ2g , νq (3.14)
with σ2g  Gammapag, bgq and ν  Gammapaν , bνq. This setup allows for pooling of
information about σ2g from all branches, while maintaining the flexibility of individual
rates for each branch, as well as allowing for some degree of variable selection when
appropriate. We set ag  1, bg  2, and aν  1, bν  6.
When γ  1, all σk parameters are shrunk to the global mean, whereas γ  0
yields the fully branch-specific model. For 0   γ   1, the σk parameters that lie
close to the global mean are shrunk strongly to σg. This additional shrinkage beyond
the basic hierarchical prior is useful in larger trees where the internal branch drift
parameters may have high uncertainty, particularly when the corresponding branches
are very short.
For smaller trees we fix γ  0; for larger trees γ is inferred from the data, using
a Betapaγ, bγq prior. When high levels of shrinkage are desired, we use aγ  3.1 and
bγ  1.1, such that the prior favours shrinking all σ2k to the global σ2g with odds of
approximately 3 : 1.
To carry out inference under this prior for γ, we employ a standard data augmen-
tation scheme, with indicator variables zk for inclusion of σ
2
k. To improve mixing, we
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can integrate out γ from this augmented model, yielding a Beta-Binomial prior for z
ppz | aγ, bγq  nCm Bpaγ  m, bγ   nmq
Bpaγ, bγq
where n is the number of branches in the tree, m  °k zk is the number of local σ2k
parameters, and Bpa, bq  ΓpaqΓpbq{Γpa  bq is the Beta function.
3.5 Priors
3.5.1 Alignment and tree parameters
We assume a uniform prior on tree topologies, since we typically have no data-
independent information about the topology. For branch lengths, we use a diffuse
Expp0.01q prior. The prior on alignments is induced by the indel model parameters
and their priors.
3.5.2 Substitution parameters and indel model parameters
In the analysis considered here use Dayhoff substitution rate matrix (Dayhoff et al.,
1978). It is possible to estimate parameters of a more general substitution model
during inference, but in the current analysis we keep these parameters fixed for
reasons of computational efficiency.
The TKF92 model parameters are assigned the following prior specification
λ  Gammapaλ, bλq
µ  Gammapaµ, bµq
r  Betapar, brq
The hyperparameters are set to aλ  bλ  aµ  bµ  1, resulting in Expp1q priors
for λ and µ, and ar  br  1, resulting in a Unifp0, 1q prior for r. Although λ and µ
will typically have a value somewhat lower than 1, we favour the Expp1q prior over
a prior more concentrated around zero in order to ensure that the effect of the prior
be more similar across the range of probable values for λ and µ.
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3.5.3 Priors for structural parameters
Rotations and translations are given uniform priors, as no rotation or translation is
favoured a priori. Since the likelihood is not invariant to overall translations of the
coordinates, the posterior remains proper despite the improper prior on translations.
For the other structural parameters we use
τ  InvGammapaτ , bτ q
  Gammapaµ, bµq
σ2  Gammapaσ, bσq
with hyperparameters aτ  bτ  0.001, a  b  2, and aσ  bσ  1 yielding
weakly informative priors reflecting our knowledge about the expected magnitude of
structural fluctuations.
3.6 MCMC inference
Calculations of posterior distributions are performed by MCMC sampling. Since the
joint posterior over alignments, topology, and parameters can be complicated, care-
ful design of the MCMC algorithm is essential, and we have developed a number of
specialised moves to increase the efficiency of convergence and mixing. Continuous
parameters, i.e. pΘ,Φ,Λq plus the branch lengths of the tree, are updated using ran-
dom walk Metropolis updates after appropriate transformations, and tree topologies
are proposed using a combination of stochastic nearest-neighbour interchanges and
the LOCAL move of Larget and Simon (1999) with the acceptance ratio given in
Holder et al. (2005). Alignments are resampled using a window-based progressive
dynamic programming scheme to generate proposals, correcting the acceptance ra-
tio by the ratio of likelihoods under the full model. The scheme is similar to the
approach outlined in Miklo´s et al. (2008), augmented to include the structural likeli-
hood. Although the rotations and translations would ideally be integrated out of the
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model analytically, this typically leads to marginal likelihoods that are complicated
functions of the unknown ancestral structures, even for uncorrelated Gaussian noise
models (Goodall and Mardia, 1993). Hence we sample rotations and translations
using the scheme described in Challis and Schmidler (2012).
3.6.1 Monitoring convergence
All MCMC simulations reported used four independent chains with randomised ini-
tial conditions. The overall likelihood and all scalar parameters were monitored for
convergence using Gelman-Rubin potential scale reduction factors. For tree topolo-
gies, we monitored the stability of clade probabilities in the consensus tree; for align-
ments, we monitored convergence of alignment length and stabilisation of the maxi-
mum posterior decoding (MPD) alignment (Satija et al., 2009; Herman et al., 2013)
and associated probabilities for each column.
3.7 Results and model comparison
To investigate the benefits of the structural model, we focused on datasets with
highly divergent sequences, for which sequence-based analysis leaves significant un-
certainty. We devote particular attention to the well-studied globins as a test case
(Table B.4); previous attempts to reconstruct the evolutionary history for this fam-
ily using sequence data have yielded trees with high uncertainty. Next we examine
a set of cysteine proteinases (Table B.5), which further demonstrate the utility of
structural information in reducing uncertainty in alignments and topologies, while
also providing insight into patterns of structural divergence.
To assess the accuracy of parameter estimation (including topologies and align-
ments), data were simulated from the structural drift model, with σ2  0.7, λ  0.03,
µ  0.0305, r  0.67, and all B-factors equal to 1 for simplicity, using three different
tree topologies, with 6, 8, and 10 leaves respectively. The structure at the root was
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set to be equal to the haemoglobin 2DN2, and model parameters were chosen based
upon typical values observed on test runs on small globin datasets. For each topology,
branch lengths were multiplied by two different scale factors (1.0 and 2.0) in order
to yield varying levels of divergence. Each parameter combination was simulated ten
independent times, and results averaged over the ten repetitions.
mFor each dataset, we perform analysis using the sequence-only, -only and full
structural drift model variants in order to assess the effect of including structural
information.
3.7.1 Structural information improves alignments
For the simulated datasets the true multiple alignment is known, and we can measure
the distance of the posterior alignment samples to this known alignment using the
column score (proportion of correct columns), and the sum-of-pairs score (proportion
of correct pairwise homology statements – see Section B.7). The alignment accuracy
metrics are averaged over the ten repetitions for each tree. Under the sequence-only
model alignment accuracy decreases markedly as branch lengths increase; in contrast,
with the structural models, alignment accuracy remains high (Figure 3.2).
On the 5-globin and cysteine proteinase datasets, alignment accuracy was mea-
sured with respect to the alignment contained in the homstrad database (Mizuguchi
et al., 1998), based 48 (globin) and 13 (cysteine proteinase) structures. In each case,
the addition of structural information results in a consistent improvement in align-
ment accuracy and decreased variability (Figure 3.2), as with the simulated data.
3.7.2 Structure reduces topological uncertainty
The 5-globin dataset was chosen as a simple test case to explore the effect of struc-
tural information on topology uncertainty. The sequence-only model visits the most
probable tree only 60.1% of the time, with 27.7% of the samples coming from a sec-
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Figure 3.2: Alignment accuracy on simulated data (left two panels) for short
branches (multiplier = 1) and long branches (multiplier = 2), and on the 5-globin
and cysteine proteinase datasets (right panels). Shown are posterior distributions
of distance to true alignment (simulated data) or homstrad alignment (globins
and cysteine proteinases) obtained under the sequence-only model (red), and the
structural model without (green) and with (blue) drift. In all cases structural align-
ments are more accurate than sequence-only, with a much lower spread of accuracy
values. In many cases the drift model also offers an additional improvement in align-
ment accuracy. Simulated data results shown for ten realisations on an 8-taxon tree
with σ2k  0.7 and   0.5, with branch lengths multiplied by the multiplier indi-
cated. Similar results were seen with the sum-of-pairs alignment accuracy metric
(not shown).
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ond topology (Figure 3.3). In contrast, under both structural model variants there
is virtually no uncertainty in the topology, with more than 99% of the samples com-
ing from the most probable topology, placing 2hbg (G. dibranchiata haemoglobin)
in between the other four structures. Results were generated from 100, 000 sam-
ples, thinned from 20m iterations, after a 5m burnin. For sequence-only, on average
around 165, 000 topology switches were observed during the 20m iterations. For
-only, around 4500 switches were observed, and for the drift model around 1400.
We also ran BAli-Phy (Suchard and Redelings, 2006) on this dataset, and the
consensus tree yields a polytomy between 1lh1, 1hlb and 2hbg, indicating even
higher posterior tree uncertainty under the BAli-Phy sequence-only evolutionary
model (Figure B.1). These results clearly illustrate the improved concentration of
the posterior under the structural model around the most likely topologies, with
little additional computational cost: the three models required the same number of
iterations to achieve convergence, with the runtime of the structural models around
1.3-1.5 times that of the sequence-only model.
Similar results are observed with the larger cysteine proteinase dataset (Fig-
ure 3.4). Again the structural consensus trees do not differ topologically from the
sequence tree, and consensus branch lengths are very similar, but uncertain splits in
the consensus tree are more highly resolved when structure is included.
As discussed earlier, structural information can reduce topology uncertainty in
at least three ways: by increasing alignment accuracy, by reducing alignment un-
certainty, and by providing direct information regarding the topology and branch
lengths. In the above cases, a decrease in topology uncertainty is also observed
with the -only model, suggesting that alignment inaccuracy and/or uncertainty is a
principal cause of topology uncertainty in these examples. Nevertheless, additional
reductions in alignment and topology uncertainty are also seen from adding the drift
component to the model (Figures 3.2 and 3.4).
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1hlb
1lh1
2hbg
1myt
2lhb
1hlb
1lh1
2hbg
1myt
2lhb
seq-only 0.606 0.277
-only 0.997 0.000
 + drift 0.999 0.000
Figure 3.3: The two most frequently sampled tree topologies for the 5-globin
data set under the sequence-only model, with posterior probabilities shown under
sequence-only and structural models. Posterior probabilities were computed using
the program trees-consensus, written by Benjamin Redelings.
3.7.3 Structural information reduces tree errors
For the simulated datasets where the true tree is known, we can also assess whether
the structural model concentrates the tree posterior around the correct topology,
using the Robinson-Foulds topology distance (Robinson and Foulds, 1981). For trees
with smaller branch lengths, the sequence and structure models performed similarly,
with the structural model only slightly more accurate. However, when branch lengths
are doubled, the structural model not only reduces uncertainty, but also improves
accuracy of the sampled topologies (Figure 3.5).
3.7.4 Structure helps select between alternative topologies
In cases where the majority of the tree is well resolved, the structural model often
favours the same consensus tree as sequence. However, for trees with higher un-
certainty, structure can also help to select between alternative hypotheses in regions
that are difficult to resolve. Here we illustrate this by analysing a larger set of globins
(Table B.4).
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1aim
1mema
8pcha
1cqda
2acta
1yal
1ppo1gece1ppn
0.2
A
B
A B C
seq-only 0.53 1.00 0.61
-only 0.81 0.97 0.96
 + drift 0.97 1.00 1.00
Figure 3.4: For the cysteine proteinases the consensus topology was the same
under all model variants. The labelled edges correspond to splits with significant un-
certainty under the sequence-only model (the other three splits had posterior prob-
ability 1.00 in all cases). The table below the figure shows the posterior probability
of each of these labelled splits under the different model variants.
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The known set of vertebrate globin types was expanded relatively recently with
the discovery of two additional globins: the neuroglobin (Burmester et al., 2000)
and cytoglobin (Burmester et al., 2002). Neuroglobin tends to occur in neurons and
endocrine cells, while cytoglobins appear in fibroblast-related cell types, and have
been observed to be present in all vertebrates, suggesting an ancient split from other
globin types. The function of both proteins is still somewhat unclear, although high
levels of sequence conservation suggest a vital physiological function for cytoglobin
(Hoffmann et al., 2012b).
Since these discoveries, there has been a surge of interest in establishing the
likely evolutionary history of the four vertebrate globin types: haemoglobin (Hb),
myoglobin (Mb), neuroglobin (Ngb), and cytoglobin (Cygb). All previous analyses
have found Ngb to be the most distant outgroup, so we are primarily interested in
the order in which the other globins split after diverging from the neuroglobins.
Initial phylogenetic studies of Cygb using maximum likelihood approaches sug-
gested the topology (Ngb, (Hb, (Mb, Cygb))) (Burmester et al., 2002), although
the support for this arrangement was found to be low. This topology may have
initially appeared more plausible, since it requires O2 transport to have evolved only
once, along the branch to Hb. However, close homology was subsequently discovered
between Cygb and the Hbs found in the jawless fishes known as cyclostomes (abbre-
viated as CycHbs). Accounting for this relationship requires either double evolution
of O2 transport function, or double loss of this functionality, as discussed by Hoff-
mann et al. (2010). Based on Bayesian phylogenetic analysis, the authors proposed
the same phylogeny as Burmester et al. (2002), but with CycHb splitting from Cygb,
i.e. (Ngb, (Hb, (Mb, (Cygb,CycHb)))), as shown in the top-left tree in Figure 3.6.
Under this scenario, oxygen transport functionality is proposed to have developed
independently in the cyclostome Cygb, the ancestor of the current CycHb, with the
orthologues of the Mb and Hb genes subsequently lost (Hoffmann et al., 2010, 2012b;
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Storz et al., 2013).
More recently Hoffmann et al. (2012a) conducted a Bayesian analysis on a larger
dataset including globins from plants, and in this case reported a three-way split
(Ngb, (Hb,Mb,(Cygb,CycHb))) (as shown in the bottom left tree in Figure 3.6, which
contains a polytomy at the centre). Using a similar dataset including plant globins
(but no CycHb), Ebner et al. (2010) were also unable to resolve this three-way split,
reporting the same polytomy.
Here we compare the results obtained by Hoffmann et al. (2010, 2012a) with those
from our structural model, as well as the sequence-only indel model. To do so, we
construct smaller versions of the two datasets, containing one or two representatives
from each of the clades of interest (details in Table B.4). The first dataset is the
8-globin set containing only Hb, Mb, Cygb, Ngb and CycHb, and the second dataset
contains an additional four proteins, namely three plant globins and a recently-
crystallised bacterial globin known as Hell’s gate, which has been observed to show
high structural homology with human neuroglobin (Teh et al., 2011; Va´zquez-Limo´n
et al., 2012).
Although the original analyses of Hoffmann et al. (2010, 2012a) used 68 and
110 sequences respectively, we obtain the same consensus tree from just 8 and 12
sequences using our sequence-only statistical alignment model (see Figure 3.6). How-
ever, as with the results of Hoffmann et al. (2012a), the addition of the plant globins
appears to destabilise the consensus tree, favouring other topologies in the posterior.
Specifically, our sequence-only model shifts from having 94% posterior probability
on the split (Cygb,CycHb), Mb | Hb in the 8-globin case, to favouring this less
than 50% of the time when the plant globins are added. In the 12-globin case,
the sequence-only model visits the following three topologies between the clades of
interest:
61
1. (Mb,((Cygb,CycHb),Hb))
2. ((Cygb,CycHb),(Mb,Hb))
3. (Hb,((Cygb,CycHb),Mb))
with relative frequency 2:1:1. The third topology is the same as the consensus topol-
ogy on the 8-globin set.
As noted by Hoffmann et al. (2012a), globins are relatively short proteins and
thus limited in the information that can be provided about evolutionary history.
Hence, there is good reason to believe that more accurate inference can be obtained
by including other sources of information such as structure.
Indeed, as shown in Figure 3.7, the structural model favours topology 2 with
almost 100% certainty regardless of whether the plants globins are added. This
demonstrates that inference under the structural model is more robust to the choice
of dataset. Moreover, we can see that the sequence-only model is shifting to increas-
ingly favour the structural tree as more sequences are included, illustrating the fact
that structures can contain additional evolutionary information beyond what can be
obtained from sequences alone.
Both structural models favour (CycHb,Cygb) as the first split from the root. It
should be emphasised that in the -only model, only the alignment is directly in-
formed by structural information (rather than evolutionary distance), which reiter-
ates the fact that the alignment can have a large impact on the resulting phylogenetic
inference. When structural drift is also included in the model, the posterior prob-
ability of (CycHb,Cygb) diverging before the Mb-Hb split increases further (from
0.72 to 1.00), demonstrating that the structural drift model does indeed allow for
additional structural information to be used in estimating tree topologies.
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Table 3.1: Effective number of parameters, PV , and model fit as measured by DIC
for structural models with and without a drift component. Results averaged over
four independent repetitions for each dataset.
8-globins 12-globins Cys proteinase
-only  + drift -only  + drift -only  + drift
PV 150 140 258 229 226 213
DIC 16759 15959 25110 23743 18739 17075
3.7.5 Structural drift model improves fit
As shown by the results in the previous sections, structural information is able to
reduce topology uncertainty, concentrating the topology distribution around the pos-
terior mode, as well as offering improvements in alignment accuracy. These improve-
ments are often greater with the drift model than the -only uncorrelated fluctuation
model.
In order to measure whether the drift model also achieves a better model fit to
the data, we make use of the deviance information criterion (DIC) (Spiegelhalter
et al., 2002), given by DIC  ErDs   PV , where D  2 logL is the deviance,
and PV  V arrDs{2 is a measure of the effective number of parameters in the
model (Gelman et al., 2003). Smaller values of DIC indicate a better model fit.
The DIC measure is particularly suited to analysing the output of MCMC inference
in hierarchical models when Bayes factors are not easily available (Spiegelhalter
et al., 2002). It should be noted that the effective number of parameters includes a
contribution from the alignment and the tree, such that lower posterior uncertainty
in these parameters will reduce the effective dimensionality of the model.
As shown in Table 3.1, despite increasing the number of parameters, the addition
of local drift rates for each branch reduces the overall uncertainty associated with
the model, hence decreasing the effective number of parameters, PV , and resulting
in a substantial improvement in model fit, as measured by the DIC.
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With complete shrinkage (γ  1), the model retains only a single global σ2g ,
decrease the effective number of parameters (on the 5-globin set this results in a
reduction in average PV from 148 to 140). However, the model fit generally suffers
as a result (average DIC increases from 13, 640 to 13, 700 on the 5-globin dataset),
and tends to result in trees with very different branch lengths from those obtained
with sequence-only data. In contrast, the heterogeneous diffusivity model (γ   1)
results in a better model fit, and estimates branch lengths similar to those in the
sequence-only trees. This suggests that branch-specific drift rates are indeed needed
to explain the heterogeneity in the data. We examine this in more detail in the next
section).
3.8 Heterogeneity in structural drift rates
3.8.1 Branch-specific drift rates result in better fit
With a separate drift rate for each branch, there might be concern that the structural
drift model could be overparameterised (Dutheil et al., 2012; Groussin et al., 2013).
To address this possibility, we also consider a shrinkage-favouring mixture prior for
the branch-specific σ2k parameters (see Supplementary Section 3.5 for more details).
With medium levels of shrinkage, this allows borrowing of strength, and allows all
the local diffusivity coefficients to be consistently estimated (Gelman-Rubin potential
scale reduction factors close to 1).
With high shrinkage, all the local diffusivity coefficients are forced to be equal
to the global σ2g . Although shrinking all to the global σ
2
g may decrease the effective
number of parameters in the model (on the 5-globin set this results in a reduction
in average PV from 148 to 140), the model fit generally suffers as a result (on the
5-globin dataset we see an increase in average DIC from 13, 640 to 13, 700). More
generally, forcing all σ2k parameters to be equal tends to result in trees whose branch
lengths are very different from those arising from the sequence-only setting, whereas
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allowing for heterogeneity in diffusivity allows the branch lengths to remain similar
to those in the sequence-only trees.
3.8.2 Specific examples of heterogeneity
On the 12-globin dataset, there are some striking examples of heterogeneity in the
structural drift rates across the tree, consistent with the observations of Illerg˚ard et al.
(2009). As shown in Figure 3.9, diffusivity is often higher along internal branches
between proteins or clades that perform different functions. There is also strong
evidence for positive selection (low σ2) in six out of the 12 structures, corresponding
to the haemoglobins and myoglobins, implying a high degree of selective pressure
to preserve structure in these proteins. Given the importance of O2 transport and
storage function in vertebrates and cyclostomes
Equally notable are the highly increased rates of structural drift among the plant
globins, particularly along the internal branch between the type-I non-symbiotic
globin (nsGb) 2oif and the symbiotic leghaemoglobins (Lhb) 1bin and 1lh1. Although
it was first hypothesised that Lhbs may have evolved from a bacterial ancestor, it
is now thought that the Lhbs evolved from the nsGbs around 200mya, acquiring
O2 transport capability through the stabilisation of the open pentacoordinate haem
configuration as opposed to the original, more stable hexacoordinate configuration
(Landsmann et al., 1986; Vinogradov et al., 2005; Garrocho-Villegas et al., 2007; Hoy
et al., 2007).
Although our structurally-based results support this same topology, there is a
noticeable acceleration in the rate of structural evolution between the nsGbs and
Lhbs. Previous studies have also uncovered a high rate of sequence variation in Lhbs
than type-I nsHbs during the evolution of land plants, suggesting that different types
of evolutionary pressures may have been involved along these two separate lineages
(Va´zquez-Limo´n et al., 2012). Since the purpose of O2 transport functionality in
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Lhbs is to sustain the symbiotic bacteria living in the root nodules of leguminous
plants, it is conceivable that the this increased rate of structural divergence may be
related to the emergence of symbiosis in legumes. Analysis of intermediate structures
along this transition may help to uncover more of the mechanisms responsible for
this major structural transition (Gopalasubramaniam et al., 2008).
With the cysteine and serine proteinases, the drift rates are generally much
smaller, as might be expected given that function is largely conserved across most
members of the datasets, with pσ2g  0.05 and 0.04 respectively. However, several
of the branches have much larger diffusivity, for example for the porcine cathepsin
(PDB code 8pch) we have pσ2k  0.43 (Gunc¸ar et al., 1998) (see Figure 3.10).
3.8.3 Independence of drift rates and branch lengths
Since the default substitution model we use here posits a single subtitution rate
for the whole tree, one might wonder whether the variability in local drift rates
merely reflects variability in rates of sequence evolution. However, under a global
rate model of sequence evolution, local variations in rate will be encoded as longer
or shorter branch lengths. Hence, if the drift rates are simply a proxy for variations
in the rate of sequence evolution, and structure deviations are actually independent
of evolutionary time, we would then expect to see a negative correlation between
branch length and structural drift rate.
However, on all the datasets we examined there was essentially zero correlation
between σ2k and the branch length for all k, showing that these quantities contain sep-
arable sources of information (data not shown). This suggests that similar patterns
of heterogeneity would be seen using a substitution model that allows for branch-
specific substitution rates.
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3.8.4 Patterns of structural divergence
The larger protein kinase dataset exhibits some further intriguing patterns of het-
erogeneity in the structural evolution rates, with several clades containing branches
with very low as well as very high drift rates (Figures 3.11 and 3.12). In this case
we can also see more clearly some different types of patterns in rates, which can be
divided into the following categories of particular interest:
A Small σ2: high structural constraint (e.g. Hb and Mb)
B Large σ2: accelarated rate of structural drift (e.g. when developing new func-
tionality, for example in symbiotic Lhb)
A+B Bifurcation where both branches are similar length, but one has a much smaller
diffusivity coefficient
– suggests that there may have been a duplication event, and that the
branch with the smaller diffusivity is closer to the ancestral structure,
allowing the other structure to diverge since there is some redundancy
(several examples, including α and β Hb); a form of neofunctionalisation
(Hughes, 1994; Rastogi and Liberles, 2005).
A+A Bifurcation where both branches have very low diffusivity
– suggests strong selective pressure to preserve structure (e.g. α Hb in
human versus fish); may be a form of subfunctionalisation (Rastogi and
Liberles, 2005)
More generally, we also see patterns of the type pA Bqn, i.e. repeated bi-
furcations where one of the children of the pair has a very low diffusivity, and no
descendants, for example in the top right of Figure 3.11, which may be a signature
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of a series of duplication and neofunctionalisation events, whereby the ancestral pro-
tein retained its original function, and the new duplicate was either free, or perhaps
under selective pressure to evolve a new functionality.
3.8.5 Structural determinants of evolutionary drift rates
There is theoretical and empirical evidence to suggest that more designable pro-
teins (those with a higher contact density) may evolve faster on the sequence level,
since destabilising mutations are more easily tolerated in such cases (England and
Shakhnovich, 2003; Tiana et al., 2004; Bloom et al., 2006). Equivalently, in our
framework these cases correspond to branches for which σ2k is small, meaning that
mutations to the sequence result in a smaller change to the structure along these
branches.
On the other hand, Lukatsky et al. (2007) provided evidence to suggest that
structurally similar proteins may exhibit a propensity to interact with each other;
indeed, the globin family provides a particularly rich set of examples of oligomer
formation, ranging from the familiar α-β Hb heterotetramer, to the large extracellular
homo-oligomers found in insects (Terwilliger, 1992; Lamy et al., 1996). Although this
may present a mechanism for the evolution of new binding partners Levy et al. (2008),
it also poses a risk of unintentional homodimerisation. The need to avoid homodimer
formation may give rise to what has been termed negative design, whereby a structure
accumulates mutations that reduce its potential for self interaction Lukatsky et al.
(2007). Such negative design may explain local accelerations in structural drift at
certain branches in the tree, particularly after a duplication event, when the presence
of two copies of a particular protein is likely to further increase the propensity for
unwanted self-oligomerisation.
As discussed by Hughes (1994), one possible mechanism by which functional di-
versification to occur in enzyme families is to evolve new binding capabilities through
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modulating the charge distribution on the surface of the protein. Among the cys-
teine proteinases, Hughes (1994) observed several regions of major charge difference
among cathepsin B sequences, and devised a statistical test that suggested shifts of
charge in certain regions of the structure were likely to have arisen as a result of
selective pressure to diversify. The elevated rates of structural drift we observe in
certain regions of the tree may be a signature of a similar mechanism of structural
diversification.
In our case, we also see an elevated number of charge differences between the
human cathepsin K, (PDB code 1mema) and the other sequences, including its near-
est neighbour, 8pch (see Figure 3.13). When combined with the observation of an
unusually high structural drift rate, this might suggest that charge modulation could
play a role in the functional diversification of the cysteine kinase family.
3.8.6 Parameter inference
In addition to alignments and phylogenies, the model also provides the ability to
estimate several scalar parameters of interest in the evolutionary process, such as
indel rates and structural diffusivity coefficients.
On simulated data, the structural parameters are recovered to a high degree of
accuracy, lying within the 95% highest posterior density interval in all cases, with the
posterior median usually very close to the true value (see Supplementary Figures B.3-
B.5). Importantly, we are able to clearly resolve the different contributions from 
and σ even without repeated observations at the leaves.
Table 3.2 shows posterior quantiles for  and σ2g (the global diffusivity) on two
globin datasets (with 8 and 12 taxons), and the cysteine proteinase dataset, under
the -only and structural drift models. The drift model estimates σ2g ¡ 0 even
with  in the model, indicating that there is always a time-dependent component
to the structural variation.  is a multiplicative scale factor (in units of A˚2) for the
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Table 3.2: Comparison of inference for global structural parameters on three datasets
with and without drift, averaged over four repetitions from independent starting
points. In the cysteine proteinase case, most of the variability is explained by baseline
variance rather than evolutionary drift, although drift coefficients are significantly
higher in certain regions of the tree (not shown).
8-globins 12-globins Cys proteinase
-only  + drift -only  + drift -only  + drift
p 5% 3.23 0.762 5.16 1.54 1.03 0.23950% 3.53 0.902 5.78 1.76 1.09 0.275
95% 3.81 1.046 6.37 1.99 1.14 0.310
pσ2g 5% 0 0.085 0 0.112 0 0.03250% 0 0.192 0 0.232 0 0.049
95% 0 0.336 0 0.386 0 0.069
site-specific variance parameters, which in our case are proportional to normalised
B-factors. Hence,   1 signifies that an atom with B-factor equal to the mean has
baseline variance equal to 1A˚2. The parameter σ2g has units of A˚
2 per substitution
per site. For example, from the 12-globin set we expect structural drift to lead to
an increase in mean square deviation of approximately 0.23A˚2 per substitution per
site (see Table 3.2), although there are also noticeable hetereogeneities in drift rates
across the tree.
In all cases Gelman-Rubin (GR) potential scale reduction factors were very close
to 1, except for the -only model on the 12-globin dataset, since a single  parameter
struggles to explain the variability in this dataset, leading to slow convergence. In the
cysteine proteinase case, although the global σ2g is estimated to be very low (around
0.05), some branch-specific diffusivity coefficients are estimated to be substantially
higher, hence there is still a substantial improvement in model fit using the drift
model in this case (Table 3.1).
Table 3.3 also shows posterior distributions of the TKF92 parameters with and
without structural information. Increasing the dataset from 8 to 12 sequences re-
duces the uncertainty associated with the parameter estimates in all cases, but a
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Table 3.3: Posterior quantiles for alignment lengths (L), and TKF92 indel model
parameters for globin datasets, aggregated from four independent MCMC chains in
each case. All runs used a burn-in of 10m iterations, followed by a sampling period
of 20m (sequence-only) and 40m (structural variants).
8-globins 12-globins
seq-only  + drift seq-only  + drift
L
5% 167 177 174 184
50% 173 182 184 188
95% 183 186 194 194
R
5% 0.669 0.700 0.644 0.681
50% 0.787 0.796 0.742 0.761
95% 0.887 0.880 0.833 0.832
λ
5% 0.021 0.035 0.028 0.045
50% 0.049 0.071 0.050 0.073
95% 0.092 0.121 0.079 0.109
µ
5% 0.021 0.037 0.029 0.047
50% 0.053 0.077 0.053 0.080
95% 0.103 0.137 0.087 0.123
similar reduction in uncertainty in the alignment length and R is also observed when
structural information included. Alignments are typically slightly longer with the
structural model, and the indel rate parameters, λ and µ, are estimated slightly
higher. This shows the estimation of these parameters can also be affected by align-
ment uncertainty, hence the inclusion of structural information also has the potential
to improve estimates of insertion and deletion rates by improving alignment accuracy.
3.9 Discussion
3.9.1 Key conclusions
The main achievement of this work is the development of a tractable probabilistic
model for joint evolution of sequences and structures on a phylogenetic tree. Our
results demonstrate that inclusion of structural information reduces posterior uncer-
tainty over alignments and topologies, improves alignment accuracy and reduces the
number of tree errors, allowing for more reliable inference over larger evolutionary
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distances. The structural model is also more robust to the particular dataset chosen
for analysis, whereas sequence-only models can be highly sensitive to this choice.
Using this approach, we are able to provide structural insights into the evolu-
tionary history of the globin family, whereas sequence-only methods encounter high
uncertainty and sensitivity to choice of dataset, making it difficult to confidently
characterise deep splits in the tree.
Structural information can reduce topology uncertainty both by reducing align-
ment uncertainty and by adding additionally information regarding divergence times
for estimating topology and branch lengths. We observe that in some cases a large
decrease in topology uncertainty can be obtained even with a model variant (the
-only model) that affects the tree only via the alignment. This suggests that align-
ment inaccuracy and/or uncertainty can be a major cause of topology uncertainty,
and further highlights the benefits of approaching alignment and topology inference
in a joint framework, as we have done here.
3.9.2 Future work
As discussed, several modelling assumptions are made to ensure tractability of like-
lihood computations. These are likely to be reasonable for modelling local fluctu-
ations around a particular fold, but may be less appropriate for modelling larger
deviations. In particular, the assumption of independence between sites under the
structural model becomes questionable when considering large displacements of sec-
ondary structure or other structural motifs. We are currently exploring extensions to
allow for dependency between sites, although this is computationally very demand-
ing, just as it is for sequence-based models.
The current model requires experimental structural data for all sequences in-
cluded in the analysis. This is somewhat restrictive, and we are also developing
extensions to the model to allow analyses when only a subset of the sequences have
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structural data available. A number of other extensions to the model could be con-
sidered, including using mixture models in the diffusion process to increase flexibility
of the model and potentially locate differing rates of evolution along the sequences,
for example to identify structural features that are under strong selection.
Another modification that may improve model fit would be to allow the priors
for each σ2k to depend on the rate of the parent branch, as discussed by (Thorne
et al., 1998; Aris-Brosou and Yang, 2002), to account for the fact that evolutionary
rates are likely to diverge as a function of time. From a biophysical perspective, this
might reflect the fact that the σ2 parameters are related to the ability of a structure
to accommodate sequence mutations, and this property is likely to be inherited to
some extent from the parent structure.
Currently the model uses the magnitude of the crystallographic B-factor to esti-
mate the expected standard deviation for each atom. In the cases we have examined,
this relationship appears to hold very well (e.g. Figure B.2), but there may be cases
where anisotropy and the presence of multiple conformers could lead to noticeable
deviations from the expected behaviour (DePristo et al., 2004). By instead using the
B-factor information to specify a prior distribution for each ki, it would be possi-
ble to allow the data to override the B-factors where appropriate, although a larger
number of structures may be needed to carry out parameter estimation in such a
model.
Finally, as mentioned earlier, the structural model presented here is indepen-
dent of the particular choice of indel model. By combining structural drift with
other stochastic models of insertion and deletion, for example the recently developed
Poisson indel model (Bouchard-Coˆte´ and Jordan, 2013), which allows for analytical
marginalisation of indel histories as a result of some simplifying model assumptions,
it may be possible to increase the size of datasets that can be analysed using this
type of joint approach.
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3.10 Availability
We have implemented the joint sequence-structure model as a plugin for the StatAl-
ign software package (Nova´k et al., 2008), which can be downloaded, along with
example datasets, from http://statalign.github.io/
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Figure 3.5: Posterior distribution of topology errors relative to the true tree for sim-
ulated data, analysed under the structural (black) and sequence-only (grey) models,
as branch lengths are doubled (left to right). The inclusion of structural informa-
tion allows the tree to be accurately inferred even for large evolutionary distances,
whereas the trees inferred by the sequence-only model become much less accurate.
Frequencies shown for the trees on the left, with 6 (top), 8 (middle), and 10 (bottom)
leaves, aggregated from 10 independent samples from the model; the maximal half
Robinson-Foulds distance for a tree with n leaves is 2pn 3q, i.e. 3, 5 and 7 for the
three trees above.
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Figure 3.6: Consensus trees for globin datasets, taken from Hoffmann et al. (2010)
and Hoffmann et al. (2012a) (top left and bottom left respectively), and inferred using
the sequence-only evolutionary model of Miklo´s et al. (2008) (top right and bottom
right). The bottom row features an augmented dataset containing plant globins, as
well as a bacterial globin in our analysis. In both cases we obtain the same consensus
tree as Hoffmann et al., including the four-way polytomy in the 12-globin case.
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Figure 3.7: The structurally derived trees have very low uncertainty, and the
order of the splits of interest is unchanged by the inclusion of additional sequences.
Consensus trees derived under the -only model (top left and bottom left), and the
full structural drift model (top right and bottom right).
77
1bina
1lh1
2oifa
1oj6a3s1ja
1urva2lhb
1myt2mm1
2hhbb
1spga2hhb
0.5
Figure 3.8: Consensus tree with branches scaled by local σ2k parameters for the
12-globin dataset,
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Figure 3.9: Distributions for σ2k for leaf branches in the 12-globin dataset, estimated
with low (top right) and high (bottom right) shrinkage to the global σ2k, using the
shrinkage mixture prior described in Supplementary Section 3.5.
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Figure 3.10: The consensus tree for the cysteine proteinase and serine proteinase
datasets (top, and bottom respectively), with branches scaled according to mean
branch length (left), and mean σ2k (right), showing heterogeneity in structural diffu-
sivity coefficients across the tree.
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Figure 3.11: The consensus tree for the full protein kinase set, with branches scaled
according to mean branch length (left), and mean σk (right), taken across all trees
containing a clade that appears in the consensus (σk rather than σ
2
k used for plotting
the tree for ease of visualisation). Taxons are colour-coded according to the scheme
in Manning et al. (2002): red = tyrosine kinases, blue = calmodulin-dependent
kinases, light green = yeast sterile kinases, dark green = (PKA,PKC,PKG), orange
= (CDK,MAPK,GSK3,CLK), brown = tyrosine kinase-like, grey = uncategorised.
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Figure 3.12: Summary of distributions for diffusivity coefficients at the leaf
branches for the tree given in Figure 3.11. Taxons are colour-coded accord-
ing to the scheme in Manning et al. (2002): red = tyrosine kinases, blue =
calmodulin-dependent kinases, light green = yeast sterile kinases, dark green =
(PKA,PKC,PKG), orange = (CDK,MAPK,GSK3,CLK), brown = tyrosine kinase-
like, grey = uncategorised. Grey boxes in the background indicate boundaries be-
tween clades based on the consensus tree. Median and highest posterior density
interval for the global σ2g is shown by the dotted lines running across the boxplot.
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Figure 3.13: Structures for 1mem (left) and 8pch (right), with charged residues
highlighted in red (positive) and blue (negative), showing a large number of differ-
ences between the two proteins.
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4The Cutoff Phenomenon and Piecewise Priors in
Models of Biological Sequence Evolution
4.1 Introduction
Biopolymer sequences are one of the most commonly used sources of information
for reconstruction of evolutionary relationships between extant organisms. It is well
known, however, that sequences are limited in the amount of information that can be
extracted for distant relationships, and there have been some indications of the rapid
transition characteristic of the “cutoff phenomenon.” (defined in Section 4.2) In this
chapter I draw attention to the existence of a probabilistic cutoff in popular models
of biological sequence evolution. I show that current default priors for evolutionary
distance and phylogenetic branch lengths are inadequate for inference when a cutoff
is present and suggest a class of piecewise priors better suited for inference in this
setting.
The “cutoff phenomenon” (Aldous, 1983; Diaconis and Shahshahani, 1981) is used
to describe a behavior of Markov chains which remain far from equilibrium for some
time before converging quickly to their limiting distribution. (A formal definition is
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given in Section 4.2). In terms of evolutionary inference, models behaving in this way
retain a large amount of information about evolutionary distances for some period
of time, before rapidly losing inferential ability. The cutoff phenomenon has been
demonstrated for many Markov chains; a (partial) list of known cutoffs is given in
Saloff-Coste (2004).
Although the cutoff phenomenon is not fully understood, a common characteristic
of chains exhibiting this behavior is a multiplicity of the second eigenvalue of the
Markov transition matrix (Diaconis, 1996). As the kernel of an iid product chain of
length n has multiplicity n of the second eigenvalue, these models might be expected
to exhibit cutoff behavior. For example, as pointed out by Mossel and Steel, the
binary purine/pyrimidine process forms a random walk on the hypercube, which
has been shown by Diaconis and Shahshahani (1987) to exhibit a cutoff at time
1
4
nlogpnq. Diaconis et al. (1990) furthered understanding of the binary random walk
to show that the same cutoff holds with the analogous (Cavender-Farris-Neyman)
continuous-time model (Cavender, 1978; Farris, 1973; Neyman, 1971), and explicitly
derived the asymptotic behavior of the total variation distance (defined below) in
the cutoff region. I show an analogous asymptotic result for any fully symmetric
evolution on an alphabet of m characters (this includes, for example, the well-known
Jukes-Cantor nucleotide model (Jukes and Cantor, 1969)), that fully characterizes
the transition to equilibrium in the cutoff region.
Finally, Ycart (1999) showed that the cutoff applied to iid reversible Markov
chains, and Barrera et al. (2006) extended the result to show that the cutoff occurs for
a large class of products of independent processes, which includes all commonly used
models of sequence evolution. This applies not only to constant-rate evolutionary
models such as the Dayhoff and JTT models (Dayhoff et al., 1978; Jones et al., 1992),
but also to  Γ (Yang, 1994) and other rate heterogeneous varieties.
Rost (1999) noted a transition from the “safe zone” of sequence alignment into
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the “twilight zone,” marked by an explosion of false negatives in homology detection.
Other authors offer results related to phase transitions in the length of sequences
required to recover phylogenetic trees and ancestral sequences (Mossel, 2003, 2011),
or offer a bound on maximal posterior inference on binary sequences with exponential
priors (Mihaescu and Steel, 2010). However, the presence of a formal cutoff has
gone largely unnoticed by the evolutionary biology community, due to the purely
probabilistic nature of the result (Barrera et al., 2006; Ycart, 1999). Also, the cutoff
is both abstract and asymptotic in nature, making it difficult to see exactly how
this phenomenon will impact evolutionary inference in practical settings. I provide
guidelines for understanding and locating the cutoff for specific models of sequence
evolution and for finite sequence lengths.
The cutoff of a model provides a particular range over which it is effective. In
terms of an evolutionary process beginning from a fixed sequence, before the cutoff
is reached the distribution over sequences is far from the equilibrium distribution of
the process, and so inference may be performed reliably. Once the cutoff region is
reached, the process quickly transitions into the equilibrium distribution, after which
little information can be gleaned by comparing the two sequences. Understanding the
location of the cutoff for a model provides a reference point for prior formulation and
identifies regions over which to expect uncertainty to emerge in the posterior. The
cutoff is an asymptotic result, technically defined for infinite families of processes.
Behavior of these processes begins to approach the asymptotic result as n increases
(here, n  sequence length). I show that cutoff behavior is seen for relatively short
sequences (n  100), making it applicable to nearly all biological sequences of inter-
est. I describe attributes of the cutoff and how to locate it generally from the rate
matrix of an evolutionary model and specifically for a particular sequence under the
model (using the Hellinger distance). In general,there is a loss of inferential ability
occurring rapidly at the beginning of the cutoff region.
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A common theme in statistical inference is the tradeoff between bias and vari-
ance, which in the Bayesian framework is controlled by the prior. The existence of
the cutoff implies that sequences retain a high degree of information about evolu-
tionary distances over a particular timeframe, after which information is rapidly lost.
Recent studies on the influence of branch length priors on Bayesian inference of phy-
logeny (Brown et al., 2010; Kolaczkowski and Thornton, 2007; Ekman and Blaalid,
2011; Yang and Rannala, 2005) note trees with unreasonably long branches. Here I
demonstrate that the underlying cause of these behaviors is the cutoff phenomenon,
and provide a more appropriate prior for Bayesian inference with a cutoff. Where
there is sufficient information to determine distances, the prior should apply very
little shrinkage, but beyond the cutoff more extreme shrinkage is necessary to avoid
unreasonably long branch lengths. The default exponential prior results in constant
shrinkage over all distances, and so is unable to provide appropriate inference in
both regimes. I introduce piecewise priors which allow a changepoint in shrinkage
behavior.
4.2 Preliminaries
4.2.1 Sequence Evolution Models
A single-position Markov chain is defined by an instantaneous rate matrix Q, with
transitions over time t calculated by: P t  etQ. I denote by P tx the distribution at
time t, given initial state x.
For constant-rate, site-independent models of sequence evolution, the model is
fully specified by a single rate matrix Q which operates at every position. The
simplest of these models is the Cavender-Farris-Neyman model, which operates sym-
metrically on two characters, while the Jukes-Cantor model for nucleotide evolution
is the fully symmetric process on four characters. The Cavender-Farris-Neyman and
Jukes-Cantor models are members of a family of fully symmetric models. I use the
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term standard symmetric evolution to denote the model with mm matrix Q:
Q 

1 1
m1 . . .
1
m1
1
m1 1 . . . 1m1
...
...
. . .
...
1
m1
1
m1 . . . 1

More recently, large studies of amino acid substitution have been performed to de-
velop more realistic rate matrices for protein evolution (Dayhoff et al., 1978; Jones
et al., 1992). These matrices provide a more accurate representation of amino acid
substitutions, but retain the assumptions of constant rates and independence. Newer
models assume independence between sites but allow the rate of evolution to differ
through multiple rate matrices (Yang, 1994). The most popular of these are the
 Γ models of rate variation, in which a single rate matrix Q is scaled by several
values drawn from a gamma distribution, resulting in regions which evolve in the
same fashion, but at different rates.
While the cutoff applies to all models of sequence evolution with site indepen-
dence, including  Γ models, etc., for simplicity in the development of ideas only
constant-rate evolutionary models will be dealt with here. The majority of ideas and
quantitative bounds developed are easily applied to heterogeneous models as well.
We adopt the convention that each model has one expected substitution per site
per time unit (at equilibrium). Thus this normalization differs from the formulation
of Diaconis et al. (1990) in that I hold the substitution rate per site constant as n
increases, rather than the absolute rate. This is more in keeping with conventional
use in biological applications, but results in cutoffs that differ by a factor of n from
previous work.
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4.2.2 Definitions
Total variation distance. The total variation distance between two discrete prob-
ability distributions p and q on X is defined by ||p q||TV : maxA |ppAq  qpAq| 
1
2
°
xPX |ppxq  qpxq|.
Cutoff. Given transition kernels Pn with state spaces Xn and limiting distribu-
tions pin, the cutoff phenomenon holds (in total variation) for the family (Xn, Pn) if
there exists a sequence (tn) of positive reals such that
• limnÑ8 tn  8 ;
• For any  P p0, 1q, limnÑ8 ||P p1 qtnn  pin||TV  0;
• For any  P p0, 1q, limnÑ8 ||P p1qtnn  pin||TV  1.
Note that in the present work only cutoffs in total variation distance are considered,
but the cutoff may be defined with respect to other distances as well. Also, as
formally defined, the cutoff is a property of an infinte family of distributions, and
so makes no explicit statement about the behavior of any finite member of this
family. I explicitly demonstrate that for common lengths of biological sequences, the
asymptotic results are good approximations for actual behavior.
Product spaces. A series of rate matrices Q1, . . . , Qn operating on state spaces
M1, . . . ,Mn with |Mi|  mi define an
±
mi 
±
mi matrix Q
pnq operating on
Mn M1 b    bMn. Qpnq can be calculated with the recursion
Qpnq  Imn bQpn1q  QnImpn1q
with Qp1q  Q1, Im the m-dimensional identity matrix, and mpn1q 
±n1
i1 mi.
Generally Qpnq need not be constructed explicitly, as knowledge of the eigenvalues
and eigenvectors will suffice and these can be calculated from the eigenvalues and
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eigenvectors of the individual Qi. If Qi has eigenvalues and eigenvectors λij and Vij,
the eigenvalues of Qpnq are
λI 
n¸
i1
λiIi , I P t1, . . . ,m1u b    b t1, . . . ,mnu (4.1)
and VIpx1, . . . , xnq  V1i1px1q . . . Vninpxnq where I  pi1, . . . , inq. Also note that if the
eigenvectors Vij are normalized according to
°
x Vijpxq2piipxq  1, then
°
VIpxq2φpxq 
1, where φpxq ± piipxiq is the equilibrium distribution on the product space.
Eigenvalue bound. The total variation distance between a continuous-time
Markov chain at time t and its equilibrium distribution can be bounded by the
eigenvalues and eigenvectors of Q (Aldous and Fill, 2002). The rate matrix Q has
eigenvalues λi, λ1  0 ¡ λ2 ¥ λ3    ¥ λ|X |, with corresponding eigenvectors Vi.
If the eigenvectors are normed such that
°
V pxq2pipxq  1 (where pi is the station-
ary distribution of Q), then a bound follows from the Cauchy-Schwarz inequality
(Diaconis and Stroock, 1991):
4||P tx  pi||2TV ¤
|X |¸
i2
Vipxq2e2λit (4.2)
Hellinger distance. Another distance defined on distributions, the Hellinger
distance is particularly useful as a bound for the total variation distance. The
(squared) Hellinger distance is defined by
Hpp, qq2 
|X |¸
i1
p?pi ?qiq2.
4.3 Symmetric Evolution
Understanding of a prior on evolutionary distances will change depending on the
location and behavior of the cutoff for particular models and sequence lengths. With
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this in mind, much of this chapter is concerned with relating the asymptotic phe-
nomenon of the cutoff to practical results for finite sequence lengths and determining
the nature of the transition to equilibrium in the cutoff region. I begin in this section
by extending one of the few results that not only identifies the location of a cutoff,
but fully characterizes the transitional behavior of the distribution. Diaconis et al.
(1990) derived the asymptotic behavior of the cutoff transition for binary symmetric
evolution. I follow their argument and prove that the result holds for fully symmetric
evolution on m characters, for all m P N. For m  4, 20, and 64, this is the neu-
tral evolutionary process on nucleotides (Jukes-Cantor), amino acids, and codons,
respectively.
For models of this type the total variation distance to equilibrium can be calcu-
lated explicitly, and thus observe the cutoff behavior exactly. For a single variable
Xt following this process:
PrrXt  i | X0  is  1
m
p1  pm 1qe mtm1 q
PrrXt  j : j  i | X0  is  1
m
p1 e mtm1 q
Thus the probability of a particular sequence x descending from x0 in time t depends
only on the Hamming distance dpx,x0q between the two, which allows partitioning
of the sequence space into n   1 groups, each of whose elements share the same
probability at time t for a given x0:
PrrXt  x | X0  x0s  1
mn

1 e mtm1
	dpx,x0q 
1  pm 1qe mtm1
	ndpx,x0q
For each distance 0 ¤ d ¤ n, there are  n
d
pm  1qd sequences. Thus the total
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variation distance to uniform U for any initial vector x0 is
||P tn  U ||TV 
1
2mn
n¸
d0

n
d


pm 1qd
p1 e mtm1 qdp1  pm 1qe mtm1 qnd  1
Theorem 1. Let t  m1
2m
logpnpm  1qq   c. For P tn, the distribution of standard
symmetric evolution over sequences in Znm, then as nÑ 8,
||P tn  U ||TV  Erfpe
mc
m1 {
?
8q   op1q
where Erfpzq : p2{?piq ³z
0
et
2
dt denotes the error function, and Upxq  mn is the
uniform distribution.
Proof. Note that in P tn there is no reference to an initial state x0 because under sym-
metric evolution the total variation distance at time t is the same regardless of initial
state. First, rewrite the total variation distance as a sum over all sequences with
probability greater than uniform; since the probability of a sequence is monotonically
decreasing in dp,x0q, there is a threshold dt that defines this set of sequences. Let
Xd  tx : dpx0,xq  du, then dt  maxtd : P tnpXdq ¥ UpXdqu. Then
||P tn  U ||TV 
1
mn
dt¸
d0

n
d


pm 1qd

p1 e mtm1 qdp1  pm 1qe mtm1 qnd  1
	

dt¸
d0

n
d


pdp1 pqnd 
dt¸
d0

n
d

pm 1qd
mn
 PrpBinpn, pq ¤ dt q  PrpBinpn, m1m q ¤ dt q (4.3)
with Binpn, qq a binomial random variable and p  m1
m
p1  e mtm1 q. Then the first
binomial variable results in P tnpXdt q and the second gives UpXdt q.
To solve for dt , note that P
t
npxq ¥ Upxq when
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d ¤ nlogp1  pm 1qe
 m
m1
tq
logp1  pm 1qe mm1 tq  logp1 e mm1 tq
Taking the Taylor expansion of the logs and substituting t  m1
2m
logpnpm  1qq   c
leads to
dt 
2pnpm 1qq3{2  npm 1q2e mcm1
2
a
npm 1q mpm 2qe mcm1   Op1q.
Finally, using this expression in (4.3) and applying the central limit theorem results
in
Φp1
2
e
mc
m1 q  Φp1
2
e
mc
m1 q   op1q
2Φp1
2
e
mc
m1 q  1  op1q
Corollary 2. Standard symmetric evolution undergoes a cutoff at tn  m12m logpnpm
1qq.
Proof. To satisfy the definition of a cutoff, consider the total variation distance for
kn  p1   qtn. With tn  m12m logpnpm  1qq, set c  pm1q2m logpnpm  1qq. Then
kn  tn   c, and application of Theorem 1 results in 2Φp12pnpm 1qq{2q  1, whose
limit as nÑ 8 is 0 for  positive and 1 for  negative.
Diaconis et al. (1990) show that there is good agreement with asymptotic results
for n as small as 100. The same holds for larger m, although there is a slight
tendency to require larger n as m increases. This gives an initial indication that
the asymptotic cutoff result does indeed have implications for realistic lengths of
biological sequences.
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Figure 4.1: Actual total variation (solid lines) vs asymptotic approximation
(dashed lines) for standard symmetric evolution on sequences of length n  100
with m  2 (left) and m  20 (right). The approximation matches closely in both
cases, but not as well for m  20 at this sequence length.
4.3.1 Connection to Distance Estimation
Theorem 1 specifies the way in which the process of standard symmetric evolution
approaches equilibrium, measured by total variation distance. The information loss
in the approach to equilibrium implies that variance and/or bias in estimators will
increase sharply in these region. In this section I make the connection between
evolutionary distance estimation more explicit by showing that the cutoff is also the
exact boundary beyond which the MLE of t may not be defined.
For standard symmetric evolution, the asymptotic distribution of the MLE tˆ of
the evolutionary distance can be derived. The likelihood for a single position of the
sequence is

1  pm 1qe mtm1
m
x
1 e mtm1
m
1x
where x is 1 for a match and 0 otherwise. We can rewrite this as
px

1 p
m 1

1x
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which, although slightly different from a Bernoulli distribution, yields the same Fisher
information, 1
pp1pq . Transforming the Fisher information of p into that of t and taking
the inverse leads to the asymptotic distribution of the MLE:
?
nptˆ tq Ñ N

0,
e
2mt
m1  pm 1q2
m2

Of course, this asymptotic result will only hold when n is large enough relative to t.
This case exhibits the particular problem that the MLE does not exist for any pair
of sequences with n{m matches or fewer. Instead, the likelihood is monotonically
increasing as tÑ 8. For any fixed t, the probability of this region approaches 0 as n
increases. However, if t to grows, consider the relationship that must exist between
n and t for the MLE to be defined. I show that t must be growing slower than
the cutoff tn  m12m logpnpm  1qq. Letting the random variable X be the number
of matches in the sequences, the probability of the region where the MLE does not
exist can be represented as
P

X ¤ n
m


t n
m
u¸
x0

1  pm 1qe mtm1
m
xpm 1qp1 e mtm1 q
m
nx
Note that this is a slight modification of the likelihood to a binomial distribution by
summing over all possible ways a mismatch can occur. We then set t  tn to obtain
a binomial distribution with parameters pn, qq where
q  1  n
1{2?m 1
m
Applying the central limit theorem to this binomial distribution results in
P

X ¤ n
m

 P

Z ¤ 
a
npm 1qa
npm 1q  Op?nq
ff
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where Z is a standard normal variable. As n Ñ 8, this approaches P rZ ¤ 1s, so
there is always positive probability that the MLE does not exist. Thus the asymp-
totics do not apply at the cutoff, and n never grows large enough to accurately
estimate tn However, with t  p1 qtn (just as in the definition of the cutoff), then
P

X ¤ n
m

 P
Z ¤ pnpm 1qq 1 2b
npm 1q  Opn 1 2 q
fifl
which is P rZ   8s in the limit, so the MLE is defined with probability 1 as
n Ñ 8. This provides a further interpretation of the cutoff by explicitly linking
it with properties of the MLE. Also note that the variance of the MLE increases
exponentially for t less than the cutoff, resulting in the greatest increase in variance
as t nears the cutoff.
Asymptotically, the posterior distribution also depends upon the MLE (when it
is defined), regardless of the specified prior (Walker, 1969). Thus Bayesian inference
for large n will also experience exponential growth in variance as t increases before
transitioning past the cutoff. At this point, the likelihood is montonically increasing
as t Ñ 8, so the posterior places very little probability on small values of t and
inherits the tail behavior of the prior.
4.4 The Cutoff in General Sequence Models
With an understanding of the behavior of the cutoff, I now seek to identify it in the
general setting of sequence evolution. The cutoff is formally proven in Theorem 3
of Barrera et al. (2006), which applies to a broad class of exponentially converging
Markov chains on product spaces, including all commonly used models of sequence
evolution. Essentially, the results says that a sequence of independent processes
pXpnqq  pXiqi¤n that are exponentially convergent with rates ρi, given in increasing
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order as ρpi,nq, has a cutoff in total variation at τn  maxt i2ρpi,nq u. There are addi-
tional conditions upon the ρi, but these are necessary to deal with the possibility of
a different process pXiq for every i. In the case where each Xi is a member of some
finite family of processes, the conditions on the ρi are satisfied. Note that with com-
mon models of sequence evolution there is a finite number of independent processes
operating, dictated by the initial character of each process and the number of het-
erogeneous evolution rate categories. In Appendix C, I give an alternative theorem
and proof with sequence models specifically in mind which some readers may find
instructive.
As is often the case, most of the difficulty with the cutoff proof is due to special
cases. In general, the exponential rate of convergence of an irreducible, continuous-
time Markov chain is |λ2|, where the eigenvalues of Q are 0  λ1 ¡ λ2 ¥    ¥ λk,
and so for most contant-rate models the total variation cutoff time is τn  12|λ2| logpnq.
4.4.1 Asymmetric Evolution
While the general rule for the cutoff is dictated by the second eigenvalue, when
symmetry is broken cases arise where the timing of the cutoff depends upon the
initial state of the chain, even in the iid case. This phenomenon is illustrated with a
simple example.
Consider first the spectral decomposition of P t, the transition matrix generated
from rate matrix Q at time t. We have
P tij 
m¸
k1
VikpV q1kj eλk
 pij  
m¸
k2
VikpV q1kj eλk (4.4)
where V is the matrix of eigenvectors and the λk are the eigenvalues of Q. Thus every
element of the transition matrix experiences exponential decay toward equilibrium,
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governed by the eigenvalues of Q. This decay will of course be dominated by λ2 as
long as the coefficient for λ2 is nonzero. These coefficients depend upon particular
states, and so some states will move to equilibrium more quickly than others. A
particularly simple case of a zero coefficient occurs when Vik  0 for all k belonging
to a particular unique eigenvalue.
Consider the standardized Jukes-Cantor model altered so that the evolution rate
of one nucleotide is multiplied by a scalar δ  1. Then Q is
Q 

1 1
3
1
3
1
3
1
3
1 1
3
1
3
1
3
1
3
1 1
3
δ
3
δ
3
δ
3
δ

The eigenvalues of this matrix are p0,4{3,4{3,δ1{3q. It is easy to see that
p1,1, 0, 0q and p1, 0,1, 0q form a basis for the eigenspace of 4{3. From (4.4),
the zeroes in the fourth entry of both eigenvectors imply that 4{3 does not affect
the convergence of state 4. Thus if δ ¡ 1, 4{3 is the second eigenvalue, but has
no effect on state 4. Note that when δ   1, the second eigenvalue is δ  1{3, and
convergence from all initial positions depends upon this value.
4.4.2 Locating the Cutoff for Finite Sequence Lengths
Even among states whose convergence is eventually dominated by λ2, for finite times
convergence rates will differ. With the JTT and Dayhoff matrices, for example, the
eigenvalue coefficients can be easily checked to see that the cutoff of an iid chain does
occur at the second eigenvalue, regardless of the initial sequence. The cutoff is an
asymptotic result, however, so there is no guarantee that convergence to equilibrium
will happen in the region of τn  12|λ2| logpnq for any particular sequence. In particular,
while as tÑ 8 eventually only the second eigenvalue is important, at finite times t
convergence will be influenced by other eigenvalues to different degrees, depending
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Figure 4.2: Location of τn (dashed) and
m1
2m
logpnpm  1qq (solid) against total
variation for standard symmetric evolution with n  200 and m  20. While τn is
still a valid cutoff for this family, it does not identify the cutoff region as accurately
as the more specific expression for symmetric evolution.
on initial conditions.
We note that two principal results in this work appear to contain a contradiction.
Theorem 3 guarantees a cutoff for the product family at τn for all aperiodic irreducible
processes, while Theorem 1 implies that the cutoff for the standard symmetric model
as m1
2m
logpnpm  1qq  τn   m12m logpm  1q. In fact, the cutoff time for a family
need not be unique, and both of these are valid cutoff times for standard symmetric
evolution. However, the inclusion of the logpm 1q term results in a closer match to
the actual decay in total variation distance for finite sequence lengths (see Figure 4.2).
This example highlights the asymptotic nature of the definition of the cutoff.
There are two principal factors that will cause the actual information loss in a
sequence to differ from the general cutoff τn. The first is the multiplicity of λ2,
as illustrated in the example above. The additional log(m  1) factor is explained
by the m  1 multiplicity of λ2. The other major factor (for asymmetric models)
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is the initial sequence x0. Diaconis (1996) gives examples of some Markov chains
for which there is a cutoff for some starting positions but not for others. While
for evolutionary sequence models the cutoff always exists, it can still vary widely
according to starting position. For this reason it is useful to examine the behavior of
the total variation for specific models and sequences. With the standard symmetric
model the total variation can be calculated explicitly, but with the general model
this requires summation over mn terms. I therefore consider some bounds on total
variation to more closely examine behavior for finite lengths.
Eigenvalue Bounds on Total Variation
The full eigenvalue bound requires a summation over all elements of X , just as calcu-
lation of the total variation distance directly. With the eigenvalue bound, however,
the first few terms will often dominate, and we introduce a useful approximation
later on. With symmetric evolution, we can calculate this bound explicitly, and
observe the relationship to the actual total variation distance. The eigenvalues for
the symmetric case are λ  t0, m
m1 , . . . ,
m
m1u. The eigenvalues of Qpnq, the implied
mnmn rate matrix on sequences, are all possible sums over n choices from λ (taken
with replacement). The distinct eigenvalues of Qpnq are then tmi
m1uni0, where the ith
value has multiplicity
 
n
i
pm 1qi.
With only n 1 distinct eigenvalues of Qpnq, it remains to calculate the coefficient
of each in (4.2). We first make a few observations that will aid in the calculation
of this coefficient. For any symmetric Q, we can form an orthonormal matrix of
eigenvectors U , so
°
x Uipxq2  1 @i (where Ui is an eigenvector, or column of U).
With U orthogonal, we must also have that
°
i Uipxq2  1 @x. In other words, the
rows of U are also normalized. Again due to symmetry of Q, pi is uniform, so we
have V  m1{2U in order to achieve the normalization °Vipxq2pipxq  1. Thus both
the rows and columns of V have squared magnitude m. Also note that V0  1, so
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°m1
j1 Vjpxq2  m 1 for any x.
Recall that the eigenvectors of Qpnq are formed from products of elements of the
vectors of Q. Let λ be the unique nonzero eigenvalue of Q. The third eigenvalue of
Qpnq is then 2λ, which results when all elements of I in (4.1) are 1 except for 2. For
the coefficient we sum over all ways I can be chosen to satisfy this constraint:
¸
I:λI2λ
VIpxq2 
n1¸
a1
n¸
ba 1
m1¸
i1
m1¸
j1
pVipxaqVjpxbqq2

n1¸
a1
n¸
ba 1
m1¸
i1
Vipxaq2
m1¸
j1
Vjpxbq2

n1¸
a1
n¸
ba 1
m1¸
i1
Vipxaq2pm 1q


n
2


pm 1q2
which is the multiplicity of the eigenvalue. Clearly the same telescoping can be
applied for arbitrary layers of sums, and so the coefficient of each eigenvalue in the
bound is exactly equal to its multiplicity. We can then rewrite the eigenvalue bound
as a sum over n terms.
4||P t  pi||2TV ¤
n¸
j1

n
j


pm 1qje2jλt (4.5)
 pm 1qe2λt   1n  1 (4.6)
from the binomial expansion, and where λ   m
m1 .
The total variation distance and eigenvalue bound for standard symmetric evolu-
tion with m  20 are given for several values of n in Figure 4.3. The bound matches
the actual distance better as n and t increase. For all n, the approach to equilibrium
begins more quickly than strictly demanded by the bound.
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Figure 4.3: Total variation distance and eigenvalue bounds for symmetric random
walk with m  20 for n  100, 1,000, and 10,000. In all cases, the eigenvalue bound
(dashed line) approximates the total variation distance closely toward the end of the
cutoff region. The cutoff begins significantly sooner than demanded by the eigenvalue
bound, although the cutoff grows sharper as n increases.
Approximate Eigenvalue Bound for Asymmetry
Calculation of the eigenvalue bound for a general process is more difficult than the
symmetric case because there are more distinct eigenvalues and the eigenvectors
do not normalize as nicely. We can still calculate an approximate bound under
the assumption that the eigenvector coefficient for each eigenvalue is simply the
multiplicity of the eigenvalue. The approximation will hold more closely for near-
symmetric Q, which is the case for many models of biological sequence evolution.
Then the approximate bound on (four times the squared) total variation distance is
¸
k1 k2  km

n
k1, k2, . . . , km


exp
#
2t
m¸
i1
kiλi
+
 1
which is the multinomial expansion of
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
m¸
i1
e2tλi
n
 1
Hellinger Distance
The connection between a multiplicity of the second eigenvalue and the cutoff has
led to eigendecompositions taking a central role in finding bounds on the total vari-
ation distance (Diaconis, 1996). For product spaces, however, while approximate
eigenvalue bounds can still give an estimate of total variation, the bounds are diffi-
cult to calculate exactly. In addition, the eigenvalue bounds (discussed in detail in
Appendix 4.4.2) only provide an upper bound on total variation. For the application
to evolutionary models a lower bound is of particular interest in order to identify the
region over which uncertainty will begin to increase.
The Hellinger distance is particularly useful for this situation because it is easily
calculated over product distributions and can provide both upper and lower bounds
on total variation. The first property says that the Hellinger distance between two
product distributions can be calculated from the Hellinger distances between their
components:
HpP1 b    b Pn, Q1 b    bQnq2  1
n¹
i1
p1HpPi, Qiq2q
The total variation distance does not have this property, making the Hellinger dis-
tance much easier to compute than total variation for product distributions. Further,
the Hellinger distance provide both upper and lower bounds on total variation:
HpP,Qq2 ¤ ||P Q||TV ¤
a
HpP,Qq2p2HpP,Qq2q
We can use these bounds to explore the effect of x0 on convergence behavior for
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Figure 4.4: Hellinger distance bounds on total variation for different initial se-
quences x0 of length n  150 with the adjusted JTT model. The dashed bounds
correspond to an initial sequence composed entirely of serine, one of the fastest
evolving amino acids under the model, while the dotted bounds result from an initial
sequence of tryptophan. The solid bounds were computed for a sequence drawn from
the equilibrium distribution. The vertical line is τn and falls well within the solid
bounds.
realistic models of sequence evolution. For x0  pi, the equilibrium distribution,
τn does a reasonable job identifying the region where the process begins to move
quickly toward equilibrium, but for many models choices of x0 exist which evolve
much more slowly or quickly. Figure 4.4 illustrates this for the adjusted JTT model.
For an initial sequence composed entirely of serine, the cutoff occurs much more
quickly than for an initial sequence of tryptophan, and neither is well predicted by
τn. In both cases, however, the Hellinger distance is simple to calculate and provides
useful bounds on the total variation.
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4.5 Simulations
We have detailed asymptotic results for the cutoff in symmetric models and shown
how to use the Hellinger distance to find the region over which total variation dis-
tance to equilibrium begins to decay for general models and sequences. In this section
the connection between the cutoff in total variation distance and a “cutoff” in evolu-
tionary distance estimation is explored by comparing simulations to the theoretical
results derived.
For distance estimation between a pair of proteins with the adjusted JTT matrix,
a swift change in the posterior is observed between 4 and 5 time units apart. I
simulated 100 descendants of the alpha chain of the human globin 2DN2 at multiple
time intervals, and estimated the evolutionary distance for each. Figure 4.5 gives
the mean of the 2.5%, 50% and 97.5% percentiles of the posteriors at each simulated
time point. For each trajectory and each time point, the posterior was numerically
integrated, and for the prior exponentials with rates 1 and 0.1 were used. For the
more diffuse prior, the width of the intervals begins to increase at about t  3 and
is very large by t  5. The Exp(1) prior has tighter intervals but underestimates
divergence times throughout the trajectory.
The behavior of the posterior as information from the likelihood disappears
strongly depends upon the prior. For the large-mean prior used, 97.5% percentiles
are large (the 97.5% percentile of the prior is about 37), so even a single posterior
with a large interval causes an increase in the mean interval length. The effect of
the particular prior can be controlled somewhat by examining the proportion of sim-
ulations for which the prior begins to dominate. This could be measured by the
proportion of simulations with 97.5% interval above some threshold. In order to
avoid bias from any particular threshold, Figure 4.6a gives results for thresholds 10
and 25, along side the Hellinger distance bounds. Regardless of the threshold used,
105
05
10
15
20
1 3 5 7 9 11
t
 
0
2
4
6
8
10
0.0 2.4 4.8 7.2 9.6 12.0
t
 
Figure 4.5: Mean of 2.5%, 50%, and 97.5% percentiles for posteriors of 100 trajec-
tories simulated at several time points, with exponential prior with mean 10 (left)
and mean 1 (right). The solid line (y  x) gives the true simulated evolutionary
distance. With the mean 10 prior, posterior intervals begin to widen at t  3 and
by t  5 are very broad, while the mean 1 prior consistently underestimates the true
distance.
nearly all simulations make the transition between 3 and 6 time units, with the
majority between 4 and 5.
The JTT cutoff in evolutionary distance estimation occurs earlier than the pre-
dicted cutoff in total variation. This occurs because of the shape of the likelihood,
which asymptotically approaches pipxq as t Ñ 8, and thus does is bounded away
from 0. The binary case (CFN model) is particularly simple but is representative of
this behavior, with the likelihood approaching 2n as t Ñ 8. The general shape of
the likelihood is shown in Figure 4.8. The choice of prior will determine exactly when
the flat “tail” of the likelihood comes to dominate the lower mode; for noninforma-
tive priors this begins to happen especially quickly. Also note that, as preliminarily
observed in Chapter 2, as the average credible interval widens on the left side of
Figure 4.5, not all of the intervals are so wide. However, those that are not tend to
be the simulations in the ‘tail’ of the distribution of sequences at each t, and so t is
underestimated. Figure 4.7 gives those simulations which maintain a relatively small
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Figure 4.6: Solid lines: proportion of simulations at each time point with 95%
interval length less than 10 (lower) and 25 (upper). Dashed lines: Hellinger distance
bounds on total variation distance. The proportion of simulations without broad
intervals follows the lower bound much more closely than the upper, and for intervals
of length 10 falls considerably below even the lower bound on total variation distance,
indicating that the lower Hellinger bound should be used conservatively.
credible interval longer than other simulations. It is clear to see that that these are
the simulations with fewer than expected substitutions from the beginning of the
simulation trajectory.
Uncertainty in evolutionary distance can occur while the total variation distance
is still relatively high because significant probability mass can be placed on distant
sequences long before all sequences receive equilibrium probability. For example, in
the binary case of length n with the Hamming distance dpx0,xq, min dpx0,xq  0
and max dpx0,xq  n. However, for all sequences with dpx0,xq ¥ n2 the likelihood is
monotonically increasing as t Ñ 8. Thus there is no maximum likelihood estimate
and Bayesian inference is principally determined by the prior. However, there can
be significant mass on this set while the distribution is still far from equilibrium, and
considerable uncertainty begins even before this set is reached.
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Figure 4.7: Simulations with mean 10 exponential prior with width of credible
interval less than 3 at t  4.4. This subset maintains tighter intervals only because
they appear closer to the initial sequence than they actually are, resulting in underes-
timation of t from the beginning of the trajectory. This set also makes the transition
to wide intervals soon afterward.
4.6 Priors
Well-chosen priors help to manage the trade-off between variance and bias and allow
posterior distributions to accurately reflect uncertainty. The previous section gives
an initial indication that exponential priors may not be suitable for evolutionary
distance estimation, as they are prone to either high variance or high bias. Under
the exponential prior the relative weight given to two branch lengths depends solely
on the difference between them
t2  t1  t4  t3 ðñ pipt2q
pipt1q 
pipt4q
pipt3q
This can result in long tails which extend into the cutoff region; too little shrinkage
is performed in this area. In fact, it seems impossible to choose an exponential
prior which will apply appropriate shrinkage beyond the cutoff region without overly
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Figure 4.8: Left: The shape of the likelihood for distance estimation of binary se-
quences. The maximum occurs at t  1
2
logp2k
n
1q for 2k ¡ n where k is the number
of identical positions, after which the likelihood decays asymptotically toward 2n
(curve shown is proportional). The likelihood plateau as t Ñ 8 causes the increase
in posterior variance as sequence identity decreases. Right: The ratio of equilibrium
likelihood to maximum likelihood as the number of observed substitutions increases
for a binary sequence of length 500. The ratio is very small while the number of
matches is ¡ 280, but transitions quickly toward 1 beyond this point. The likelihood
for more sophisticated models does not depend solely on the number of matches, but
exhibits similar behavior.
shrinking smaller estimates. Ideally, a prior that would be essentially flat over a
range of biologically values and decay quickly thereafter.
The exponential distribution is not versatile enough to provide this behavior. For
that matter, parametric distributions in general are not well-suited for this behavior.
I propose a piecewise prior with the first segment diffuse and second with light tails.
Although this leaves many possible choices, here I explore use of a uniform-normal
prior, where the normal distribution is truncated at the mean and continuity is en-
forced between the uniform and normal densities. The prior then requires specifica-
tion of only two parameters: c, the point of transition between the two distributions,
and σ2, the variance of the (truncated) normal distribution. The other parameters
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Figure 4.9: Mean-one exponential prior (solid line) vs uniform-normal prior with
p  .8 and c  4.5. The uniform-normal prior results in no shrinkage until c, then
drops off more quickly than the exponential prior.
of the piecewise distribution are then determined:
µ  c
p  2c
2c 
?
2piσ2
where µ is the mean of the normal distribution and p is the probability mass of the
uniform component. Figure 4.9 gives an example of this prior with c  4.5 and
p  .8, compared to an Exponential(1) prior. The choice of c and σ2 allows many
possible behaviors of this distribution. In particular, as σ2 decreases, the transition
from uniform to normal becomes sharper, while for larger σ2 the normal distribution
flattens and the transition is smoother.
We give an example of inference on a pair of proteins to illustrate the potential
difference in posteriors with these priors. Assume for the sake of the example that
prior knowledge is available which places a strict upper bound on the evolutionary
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distance between two proteins at θ expected substitutions per site. This situation
is not uncommon, as previous studies of the rate of evolution using fossil records
can give estimates of chronological time. Parameters can be chosen for the uniform-
normal prior such that the probability of exceeding θ is extremely low, and yet no
shrinkage is performed until a critical value c. In the example take θ  7 and
c  4.5, and compare to an Exponential(1) prior. I simulated two sequences, one at
distance 4 from its ancestor, the other at distance 6. The exponential prior shrinks
the smaller distance more than the larger, relative to the uniform-normal prior, as
shown in Figure 4.10. Although the exponential prior places less probability beyond
the threshold of 7 (0.00091 vs 0.0026 for the uniform-normal prior), the posterior
resulting from the exponential prior has much more mass in this region, due to the
tail behavior of the distributions.
The example is meant to illustrate that tail behavior of priors is particularly
important because of the cutoff phenomenon, and the prior probability placed on
the region beyond the cutoff can be less important than the behavior of the prior
in this region. Exponential priors in particular have heavy tails, and are unable
to provide appropriate decay at extreme distances without overly shrinking smaller
distances.
4.6.1 Tree Priors
The most common approach to tree priors has been to assume that branch lengths
are independent and identically distributed a priori, with the length of each branch
following an exponential distribution. Software such as MrBayes and StatAlign use
this default assumption. There have been several recent studies related to the impact
of branch-length priors on phylogenetic inference, which indicate that this default
assumption is inadequate. Brown et al. (2010) note that many recent Bayesian
phylogenetic studies contain branch lengths that are much larger than maximum
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Figure 4.10: Posterior distributions of evolutionary distance between two protein
sequences with mean-one exponential (solid lines) and uniform-normal prior with
p  .8 and c  4.5. The maximum likelihood estimate is given in each plot as a
vertical line. The exponential prior shrinks intermediate distances more than the
uniform-normal prior, but applies less shrinkage to extreme values. The normal
tail of the uniform-normal prior forces more appropriate decay beyond the plausible
region.
likelihood estimates. The authors provide an excellent exploration of three general
hypotheses which may explain this observation, the first of which (involving multi-
modality) is rejected in the paper. The second and third hypotheses both deal
with a large flat region of posterior space outside of a peak in the neighborhood
of the maximum likelihood estimate. The difference between the second and third
hypotheses is in the posterior mass contained in this flat region. In the first of these,
the large flat region has very little mass but Markov chains spend a large amount
of time there because of the flatness of the posterior. In the second, the mass of
the flat region is large, and so Markov chains are performing correct inference given
the likelihood and prior. The authors find support for both of these hypotheses.
Indeed, with knowledge of the cutoff behavior in the sequence likelihood, these two
situations are precisely what is expected, with a rapid transition between the two
as evolutionary distances increase. The authors attribute the cause of Bayesian
overestimation to the large volume of the posterior space with long branch lengths.
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While this increase in volume as dimension increases exacerbates the problem, the
underlying cause of this behavior is the cutoff, which is a fundamental characteristic
of sequence evolution models.
Brown et al. (2010) provide a formula for a common parameter for independent
branch lengths, which involves a preliminary estimation of the tree through maximum
likelihood or some approximate method. From this the average branch length b is
calculated, and λ is taken as logp0.5q
b
. While the authors are correct to draw attention
to the problem of default branch length priors, there are multiple problems with this
approach. As I have discussed, the exponential prior is inadequate as a branch length
prior and will either shrink small branches too much, or not shrink long branches
enough. Further, the prior is dictated by the data with the goal of bringing Bayesian
estimates in line with maximum likelihood estimates. This will result in improved
inference in many settings, but can easily result in shrinkage and inflated confidence
when true branch lengths are approaching the cutoff region.
Much of the difficulty in specification of branch length priors is due to the com-
plexity of the space of phylogenetic trees. It is not easy to see how the choice of
branch-length prior affects the implied prior on phylogenies. Brown et al. (2010)
deduce that when the tree prior is iid Exponential(λ) on branch lengths, the im-
plied prior on total tree length is Erlang(b, λ), so the prior expectation of tree length
grows linearly with the number of branches. Rannala et al. (2012) introduced the
compound Dirichlet prior as a joint prior on branch lengths, which places an explicit
prior on the tree length rather than allowing this to be determined by the indepen-
dent branch lengths. However, it is to difficult to quantify prior beliefs related to the
total length of a tree, as the relationship between the number of branches and the
total tree length is unclear. In general tree length is expected to increase with the
number of taxa, but not in the linear way that results from iid branch length pri-
ors. Instead, as the number of taxa increases, so does the likelihood that additional
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Figure 4.11: Three trees with the same number of taxa and same diameter but
widely varying tree lengths, illustrating the difficulty of specifying a prior on tree
length.
taxa are closely related to those already in the tree, and so the total branch length
increases only slightly. I suggest instead the tree diameter as a simpler quantity
for prior formulation. Researchers in general will have greater ability to anticipate
the maximal distance on the tree than the total tree length, and the two quantities
need not have a strong relationship. To illustrate, three trees sharing diameter and
number of taxa but with different tree lengths are given in Figure 4.11.
Let Υ be a tree in Θ, the space of all unrooted binary trees with l leaves. Take
the prior on Υ to be proportional to the uniform-normal prior on tree diameter
pipΥq9fpdpΥqq
where fpdq is the piecewise uniform-normal prior, and dpΥq is the diameter of Υ. It
can be shown that pipΥq is proper. This requires
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» 8
0
»
Θd
pipΥqdΥdd   8 (4.7)
where Θd is the set of all trees with diameter d. The inner integral is proportional to
the volume of Θd, since pipΥq is uniform on this space. Θd can be further subdivided
into spaces Θ
piq
d where i indexes the distinct topologies in Θ. Letting b  2l  3 be
the number of branches of every tree in Θ, note that each Θ
piq
d is a union of b  1-
dimensional convex polytopes (examples given in Figure 4.13). The ith polytope has
volume cid
b1, where ci is a constant that depends upon the topology. The volume
of Θ is then cdb1, where c is a constant that does not depend on d. The intuition
behind this is that the shape of the space does not change as d varies; only the size
does. In the case of three branches, the constrained tree space is the union of three
2-dimensional triangles in R3. The volume of this space is the sum of the areas of
the triangles, or 3d
2
2
?
2
. In the general case Equation (4.7) can be written as
»
db1fpdqdd   8
The integrand is again a piecewise function gpdq, defined by
gpdq9
#
db1 d ¤ c
db1e
pdcq2
2σ2 d ¡ c
The first portion of the function is a beta distribution on the interval p0, cq. The
second is more complicated, but can be represented as a mixture of generalized
gamma distributions on the positive quantity d c. This is sufficient to see that the
induced prior on trees is proper. However, the increasing volume of the constrained
space of trees with diameter d means that the marginal prior on tree diameters pidpdq
does not follow the shape given in Figure 4.9. Alternatively, a new prior can be
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Figure 4.12: Marginal prior on tree diameter for trees with 1, 2, 3, 5, and 10
branches when tree prior is chosen such that pipΥq9fpdpΥqq. The increasing volume
of longer diameters causes the distribution to shift to the right as the number of
branches increases. The additional shrinkage term of db 1 results in a marginal
piecewise-uniform marginal for any number of branches (solid line).
employed, φpΥq, created by adjusting pipΥq so that φpΥq results in the uniform-
normal piecewise prior on diameters, fpdq. This only a matter of dividing by the
proportional volume for each tree:
φpΥq9dbpΥq 1fpdpΥqq (4.8)
Normalization then results in φdpdq  fpdq. The choice of exponent on d in φpΥq also
offers an additional degree of flexibility in specification of the prior on trees. While
the exponent bpΥq   1 results in the uniform-normal prior, all exponents larger
than this result in varying beta-generalized gamma distributions on the diameter.
Examples of the possible changes to the prior by branch lengths and adjustments
are given in Figure 4.6.1.
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Figure 4.13: Examples of the constrained space of trees for a fixed diameter d  1.
Left: a full depiction of the constrained 3-branch tree space, where each axis is a
branch of the tree. The space consists of three congruent triangles joined at edges.
Right: In four dimensions the full space cannot be depicted, but it consists of the
union of 3-dimensional polyhedra residing in R4. The figure depicts one of these
polyhedra, the 3-dimensional volume bounded by four triangles and a trapezoid.
4.6.2 Simulations
In order to test the diameter prior, I simulated proteins on a known tree and com-
pared inference under exponential branch length priors and the diameter prior. I
used the Dayhoff matrix on a symmetric tree of twelve leaves under four different
scales, with total tree length ranging from 8.25 to 33 (see Figure 4.14). For each tree,
I simulated 20 data sets and analyzed the resulting sequences in MrBayes under the
default exponential prior (mean 0.1), as well as mean 1 and mean 10. To arrive at
the samples under the diameter prior, I reweighted the MrBayes samples according
to the ratio between priors. For each simulation, I also calculated the maximum
likelihood tree using the program PhyML (Guindon et al., 2010). Only the MrBayes
samples with the mean 1 prior are given in Figure 4.15, as the other exponential
priors led to far too much and far too little shrinkage.
The simulations bring to light both the possible over-shrinkage of exponential
117
Figure 4.14: Tree topology used for simulations. Inner branches are half the length
of outer branches. Simulations were performed with the outer branches scaled to 0.5,
1, 1.5, and 2.
priors and the effect of expanding volume of tree space as diameter increases. The
default exponential prior (mean 0.1), overly shrinks the branch lengths of these trees.
In general, the 0.1 default is somewhat better suited for DNA, where the cutoff (in
terms of substitutions per site) occurs earlier than in protein evolution models. The
mean 1 exponential prior is more appropriate for this protein setting, but here this
prior actually inflates estimates of tree length even for the shorter trees, because the
shrinkage from the prior is not enough to counteract the increase in volume of the
tree space.
We use the diameter prior with the additional penalty on diameter length given
in (4.8), resulting in a piecewise uniform-normal marginal distribution on the tree
diameter. Without the additional diameter penalty to counteract the increasing vol-
ume of the tree space, the diameter prior also results in overestimated tree length. As
seen in Figure 4.15, the diameter prior results in inference centered around maximum
likelihood estimates for the shorter trees, because the shrinkage in the prior over this
range is matched to the increase in tree volume, with no additional shrinkage to
branch lengths performed. As the tree grows longer the MLE of tree length becomes
unstable, and the Gaussian tail of the diameter prior is required to prevent inflated
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inference.
In this example, the difference between priors grows pronounced as the tree
lengthens and approaches the cutoff region. Sequence models with partitions or
variable rate categories can experience this problem even on small trees with a high
degree of sequence similarity. As noted by Brown et al. (2010) and Marshall (2010),
Bayesian trees can become much longer than maximum likelihood trees in these cir-
cumstances. This occurs when there is low sequence similarity in one of the rate
categories, allowing very long times to be estimated for this category. In the other
categories, the rate of evolution can adjust to compensate for the long branch lengths.
Exponential branch length priors do not penalize these long trees sharply enough,
and do not incorporate prior expectations of tree length or diameter.
4.7 Discussion
We have proposed a new prior for Bayesian inference of phylogenies. The distribu-
tion better represents prior information and leads to more appropriate inference over
all time scales than independent exponential branch priors. I have also discussed
the use of various bounds to identify the limits of sequence information in specific
settings. We recommend use of the Hellinger distance lower bound on total varia-
tion distance in particular to identify regions beyond which inference is impractical,
and light-tailed priors chosen to reflect regions of biological plausibility to correctly
manage uncertainty. If distances may plausibly lie in the cutoff region, there may
be fundamental uncertainty in the model, and further restricting inference through
tighter priors will yield inflated confidence. Rather than modifying priors in an at-
tempt to limit uncertainty, in these circumstances researchers will need to seek out
additional information or more informative models. However, even in these settings
the use of an appropriate prior will lead to a meaningful posterior distribution, even
if it has large variance.
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Figure 4.15: The box plots in each figure employ the same methods, from left to
right. The y-axis gives the total tree length. Left: MLE of tree length over 20 simu-
lations, as calculated by PhyML. Center: average quantiles of posterior distributions
with diameter prior. Right: average quantiles of posterior distributions with mean 1
exponential prior. Horizontal line: true tree length used in simulations. The diam-
eter prior allows inference to closely match the MLE for trees of reasonable length,
and appropriately scales back estimates for the longest trees. With the exponential
prior, tree length is overestimated even for the smallest trees, and this overestimation
becomes more pronounced as the tree grows longer.
120
There are a few other important considerations in the treatment of cutoffs and
prior distributions for sequence evolution. I do not attempt to fully address them
here, but instead present initial ideas and recommend further work in these areas.
4.7.1 Insertions and Deletions
The presence of an insertion and deletion model in addition to the substitution
process causes information to be lost more quickly, even if the alignment is known.
This is due in part to the fact that reversible evolutionary models require that inserted
characters follow the stationary distribution.
The notion of a cutoff applies only to families of distributions which can be
indexed by n operating on state spaces of increasing size. An unrestricted indel
model allows sequence lengths to vary and places positive probability on positive
lengths, and so even sequences with very different initial lengths are part of the same
state space.
A change in the cutoff can be formally shown, however, for a modified indel
process where insertions and deletions occur as pairs at the same time instant, thus
preserving sequence length. Consider a sequence of length n evolving according
to a substitution rate matrix Q with stationary distribution pi. In addition to Q,
the following process operates on the sequence at rate nλ: choose a position at
uniform and delete it from the sequence. Next, insert a character according to pi at
a new uniformly chosen location. Considering only sequence space (ie, disregarding
alignment space), the stationary distribution of this sequence is the same as the
sequence without the indel process present, pipnq, but convergence to stationarity
occurs faster due to the additional changes to the sequence.
The distance to stationarity of this process is identical to a slightly simpler process
which (at rate nλ) chooses a position at random and replaces the character there with
a character drawn from equilibrium. A new substitution matrix Q1 can be written
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which describes this process:
Q1ij  Qij   λpij i  j
Q1ii  Qii  λp1 piiq
Clearly the eigenvalues of Q1 are strictly less than those of Q, causing the cutoff
to occur faster in the presence of indels.
Beyond the sequence itself reaching equilibrium more quickly, however, informa-
tion is also lost with an indel process because of alignment uncertainty.
4.7.2 Structural Cutoff
As illustrated by simulations in Chapter 2, alignment uncertainty causes the ‘cutoff’
in estimation ability of evolutionary distance to occur much sooner. Much of this
alignment uncertainty can be eliminated through use of a structural diffusion model
such as the one developed in Chapter 2. The Ornstein-Uhlenbeck process employed
also falls in the category of exponentially convergent processes described by Barrera
et al. (2006), and so also exhibits a cutoff, which can be shown to occur at 1
2θ
logpnq,
where θ is the mean reversion coefficient in the OU process. As shown in Chapter 2,
the estimated value of θ is typically quite small; it falls in the neighborhood of 0.005
for the globin analysis conducted in that chapter. For a sequence of length 150, this
implies a cutoff time of 501, which is well beyond the maximum biologically plausible
distance between sequences.
At the very least, then, inclusion of a structural model allows the cutoff to occur
closer to where it would in a sequence model with no alignment uncertainty. Also,
if a structural diffusion model is chosen that can well represent structural changes
through time, structural information can directly inform evolutionary distances and
prolong the cutoff even further. The local-σ model is of Chapter 3 is the first model
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that allows structure to play a role in determining evolutionary distance without
overwhelming sequence information.
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5Summary
The principal focus of this dissertation was to introduce methods of utilizing struc-
tural information in protein-based phylogenetics. Although a vast literature on pro-
tein alignment and phylogenetics exists, there was previously no way to incorporate
the additional source of structural information into phylogenetic analyses.
Chapter 2 outlines the general requirements for a reversible structural model that
operates analogously to sequence models, and provides a computationally convenient
instance which is shown to yield significant stabilization of evolutionary distance
estimation and parameter inference. The particular gains resulting from the inclusion
of structural information are in estimation of distant relationships and resolution of
splits deep in a phylogeny. The limits of the model to pairwise analysis and the
relatively simple form of the diffusion leave opportunity for further development.
Chapter 3 fully addresses the first of these concerns and partially handles the
second as well. The model is extended from a pairwise setting to full-tree inference.
In addition, the introduction of rate heterogeneity by branch allows for more complex
and flexible relationships between sequence and structure divergence. It is shown
that while the effect of using structural information is similar to including additional
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sequences, circumstances exist in which structure allows resolution of topology not
possible with sequence alone. There is also ample evidence of highly variable rates
of structural diffusion, which give rise to particular patterns of structural divergence
suggestive of biological mechanisms. A software tool for analysis under the model is
also provided.
Chapter 4 formalizes the need for structural phylogenetic inference by placing
theoretical limits on the information contained in sequences as evolutionary dis-
tances grow. An examination of the cutoff phenomenon of Markov chains reveals
that sequence evolutionary processes transition swiftly to equilibrium beyond some
modest distance, making inference of distance and other parameters impossible. This
problem is only exacerbated when the alignment is also unknown. The most com-
monly used phylogenetic priors are poorly equipped to handle this phenomenon, so a
new class of tree prior is introduced, utilizing a piecewise parametric approach more
appropriately apply (or not apply) shrinkage in branch length estimation.
Combined, these chapters offer a significant contribution to the field of phylo-
genetics and offer researchers a new source of information for robust protein phy-
logenetics. It is the hope of the author that the present work will provide both
an immediately useful approach as well as the basis for further work in structural
phylogenetics.
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Appendix A
TKF91 Transition Matrix
The transition matrix for the Pair HMM used to compute the marginal likelihood
across all alignments. Parameters λ and µ and functions αptq, βptq, and γptq are
given in Section 2.2.1.

Start Match Delete Insert End
Start 0 λ
µ
p1 βptqqαptq λ
µ
p1 βptqqp1 αptqq βptq p1 λ
µ
qp1 βptqq
Match 0 λ
µ
p1 βptqqαptq λ
µ
p1 βptqqp1 αptqq βptq p1 λ
µ
qp1 βptqq
Delete 0 λ
µ
p1 γptqqαptq λ
µ
p1 γptqqp1 αptqq γptq p1 λ
µ
qp1 γptqq
Insert 0 λ
µ
p1 βptqqαptq λ
µ
p1 βptqqp1 αptqq βptq p1 λ
µ
qp1 βptqq
End 0 0 0 0 1

(A.1)
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Appendix B
Data
Several protein datasets are analyzed throughout this work. Details for each set of
proteins and the associated structural coordinates are given here.
B.1 Globins from Chapter 2
Chapter 2 provides several examples involving globins from Tables B.1 and B.2. The
tables provide the PDB ID from which structural coordinates were obtained and the
organism of the protein.
B.2 Simulated data
To begin with, a series of simulations were performed in order to evaluate the ability
of the MCMC framework to recover known parameters, alignments, and branch
lengths. The data were simulated according to the structural drift model, with σ2 
0.7, λ  0.03, µ  0.0305, r  0.67, and all B-factors equal to 1 for simplicity, using
three different tree topologies, with 6, 8, and 10 leaves respectively. The stucture at
the root was set to be equal to the haemoglobin 2DN2, and model parameters were
127
Table B.1: PDB entries and corresponding species from Figures 2.1, 2.3, 2.4, and
2.5.
PDB ID Species Common Name
1ASH Ascaris suum Nematode
1B0B Lucina pectinata Lucine clam
1CG5 Dasyatis akajei Stingray
1GCV Mustelus griseus Houndshark
1HBH Pagothenia bernacchii Emerald rockcod
1HLB Caudina arenicola Sea cucumber
1HV4 Anser indicus Bar-head goose
1IDR Mycobacterium tuberculosis Tuberculosis
1OUT Oncorynchus mykiss Rainbow trout
1X3K Tokunagayusurika akamusi Midge larva
1XQ5 Perca flavescens Perch
2BK9 Drosophila melanogaster Fruit fly
2C0K Gasterophilus intestinalis Botfly
2DHB Equus caballus Horse
2DN2 Homo sapiens Human
2LHB Petromyzon marinus Lamprey
2RAO Oryctolagus cuniculus Rabbit
2XKI Cerebratulus lacteus Milky ribbon worm
2ZFB Psittacula krameri Parrot
3A59 Struthio camelus Ostrich
3A5B Propsilocerus akamusi Midge larva
3AT5 Podocnemis unifilis Side-necked turtle
3BCQ Brycon cephalus Red-tailed brycon
3K8B Meleagiris gallopavo Turkey
3MKB Isurus oxyrinchus Shortfin mako
chosen based upon typical values observed on test runs on small globin datasets. For
each topology, branch lengths were multiplied by three different scale factors (1.0,
1.5 and 2.0) in order to yield varying levels of divergence. Since the identifiability of
σ2 and  is of particular interest, we performed each scenario with different values
of . Inference was carried out on each dataset under the structural drift model
and the sequence-only model, to see how parameter inference is affected by model
choice. Each parameter combination was simulated ten independent times, and
results averaged over the ten repetitions.
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Table B.2: PDB entries and corresponding species from Figure 2.7.
PDB ID Species Common Name
1ASH Ascaris suum Nematode
1B0B Lucina pectinata Clam
1H97 Paramphistomum epiclitum Fluke
1HLB Caudina arenicola Sea cucumber
1IT2 Eptatretus burgeri Inshore hagfish
1ITH Urechis caupo Innkeeper worm
1MBA Aplysia limacina Slug sea hare
1NGK Mycobacterium tuberculosis Tuberculosis
1OR6 Bacillus subtilis Bacillus subtilis
1VHB Vitreoscilla stercoraria Vitreoscilla stercoraria
1X9F Lumbricus terrestris Earthworm
2D2M Oligobrachia mashikoi Gutless beard worm
2DN2 Homo sapiens Human
2HBG Glycera dibranchiata Bloodworm
2XKI Cerebratulus lacteus Milky ribbon worm
3A5B Propsilocerus akamusi Midge larva
In each case, the structural parameters are recovered to a high degree of accuracy,
lying within the 95% highest posterior density interval in all cases, with the posterior
median usually very close to the true value. Importantly, we are able to resolve the
different contributions from  and σ even without repeated observations at the leaves,
illustrating that these separate types of variability are fully identifiable. When the
true  is actually equal to zero, it is usually estimated slightly higher than this,
partially due to the effect of the prior mass pulling the posterior away from zero, such
that σ is also slightly underestimated. However, in almost all other cases parameters
are well recovered, even for high evolutionary distances (see Figures B.3 to B.5).
B.3 5-globin dataset
As a second example, we consider a set of five globins, which although highly struc-
turally similar (average pairwise RMSD around 1A˚), have a very low average se-
quence identity of about 20%. We take the alignment in the homstrad database
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(Mizuguchi et al., 1998) as the reference alignment for this set.
Table B.3: The 5-globin dataset.
Structure Protein Organism
1hlb haemoglobin Caudina arenicola (sea cucumber)
1myt myoglobin Thunnus albacares (tuna)
2lhb haemoglobin Petromyzon marinus (lamprey)
1lh1 leghaemoglobin Lupinus luteus (lupin bean)
2hbg haemoglobin Glycera dibranchiata (bloodworm)
B.4 8- and 12-globin datasets
In addition to the 5-globin dataset, we also consider a larger group of globins that
spans across the whole family. Certain regions of this phylogeny corresponding to
ancient divergence events are poorly resolved when using only sequence information,
and it is therefore of great interest to examine the effect of including structure.
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Table B.4: The 8- and 12-globin dataset, grouped according to grouped according
to observed clades. Sequences marked with a ; are present in both datasets. NsGb
= non-symbiotic plant globin; Lhb = leghaemoglobin; Ngb = neuroglobin; HGbI =
bacterial Hell’s gate globin I; Cygb = cytoglobin; CycHb = cyclostome haemoglobin;
Hb = haemoglobin; Mb = myoglobin.  - length shown for the portion present in
the PDB file.
Structure Protein Organism Resolution R-value Length
2oif NsGb H. vulgare (barley) 1.80 20.2 153
1bin Lhb G. max (soybean) 2.20 19.8 143
1lh1 Lhb L. luteus (lupin bean) 2.00 27.3 153
1oj6 ; Ngb H. sapiens (human) 1.95 17.8 147
3s1j HGbI M. infernorum (thermophile) 1.80 21.0 131
1urv ; Cygb H. sapiens (human) 2.00 22.2 154
2lhb ; CycHb P. marinus (lamprey) 2.00 14.2 149
1myt ; Mb T. albacares (tuna) 1.74 17.7 146
2mm1 ; Mb H. sapiens (human) 2.80 15.8 153
1spga ; α-Hb L. xanthrus (spot croaker) 1.95 19.1 143
2hhba ; α-Hb H. sapiens (human) 1.74 16.0 141
2hhbb ; β-Hb H. sapiens (human) 1.74 16.0 146
B.5 Cysteine proteinase and human protein kinases
Chapter 3 also analyzes a set of cysteine proteinases, given in Table B.5, and human
protein kinases, given in Table B.6.
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Table B.5: The cysteine proteinase dataset. Average pairwise identity using the
homstrad alignment is 42%.  - length shown for the portion present in the PDB
file.
Structure Protein Organism Resolution R-value Length
1aim Cruzain T. cruzi (trypanosome) 2.00 18.8 216
8pcha Cathepsin H S. scrofa (wild boar) 2.10 NA 221
1mema Cathepsin K H. sapiens (human) 1.80 18.3 216
2acta Actinidin A. chinensis (kiwi fruit) 1.70 16.5 219
1cqda Proteinase II Z. officinale (ginger) 2.10 21.3 217
1yal Chymopapain C. papaya 1.70 19.2 217
1ppn Monoclinic papain C. papaya 1.60 16.0 213
1gece Glycyl endopeptidase C. papaya 2.10 19.6 217
1ppo Protease omega C. papaya 1.80 15.5 217
Table B.6: The human protein kinase dataset.
Structure Protein
1gz8a Cell division protein kinase 2
2gfsa Mitogen-activated protein kinase 14
1q5ka Glycogen synthase kinase-3 beta
1o61a Aminotransferase
1uu3a 3-phosphoinositide dependent protein kinase 1
1tkia Titin
1jksa Death-associated protein kinase
2ozaa MAP kinase-activated protein kinase 2
1yhwa Serine/threonine-protein kinase PAK-1
2j4za Serine/threonine-protein kinase 6
1qpca LCK kinase
1mp8a Focal adhesion kinase 1
1t46a Tyrosine kinase
1p4oa Insulin-like growth factor I receptor
1r0pa Hepatocyte growth factor receptor
1t4ha Serine/threonine-protein kinase WNK1
1u46a Activated CDC42 kinase 1
1xbba Tyrosine-protein kinase SYK
1xwsa Serine/threonine-protein kinase PIM-1
2java Serine/threonine-protein kinase NEK-2
3blha Cell division protein kinase 9
2jfla STE20-like serine/threonine-protein kinase
1vjya TGF-beta receptor type I
1fvra Tyrosine protein kinase TIE-2
1nvra Serine/threonine-protein kinase CHK-2
1uwha B-RAF Serine/threonine-protein kinase
1xkka Epidermal growth factor receptor
1s9ja Mitogen-activated protein kinase 1
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B.6 Additional figures
1lh1
1hlb
2hbg
2lhb
1myt
0.89
0.5
Figure B.1: Consensus tree for the 5-globin dataset, derived using BAli-Phy with
default settings, running until convergence (10, 000 iterations, roughly 30 minutes’
runtime on a 2.13Ghz Intel core, with burn-in set to 365 as recommended by the
statreport utility).
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Figure B.2: Average pairwise mean squared deviation (MSD) for each column
plotted against 3i [cf. equation (3.12) in the main text] for the maximum likelihood
MCMC sample for the 12-globin set under the drift model, showing that for most
columns the B-factor-derived information is a good predictor of the MSD (variance),
which supports the use of B-factors as a measure of baseline variability. The mul-
tiplication by 3 is necessary because MSD contains a contribution from x,y and z.
The surplus variability beyond the baseline is modelled by the diffusion component
of the drift model.
B.7 Supplementary methods
B.7.1 Alignment accuracy and uncertainty
In order to measure the accuracy of a multiple sequence alignment (MSA), it is
necessary to have a measure of distance between alignments. We utilise two measures
here, namely the BAliBASE sum-of-pairs score Thompson et al. (1999), which is a
measure of correct pairwise homology statements, and the column score, which is
widely used in benchmarking sequence alignment algorithms.
The sum-of-pairs score is defined for any two alignments T (true) and P (pre-
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Figure B.3: 95% highest posterior density intervals for structural model parameters
estimated on simulated data, on a 4-leaf tree.
dicted) as
scorepair  |hHpT q X hHpP q|
LT
(B.1)
where LT is the length of the true alignment T , and hHpXq is the set of pairwise
homology statements implied by alignment X. This score is effectively a measure of
recall.
The column score provides a more global measure of agreement, and is defined in
terms of the proportion of columns containing the same characters in both alignments
scorecol  1
LT
¸
cPT
1pc P P q (B.2)
where c denotes an alignment column, specified as an ordered n-tuple containing the
indices of the characters from each sequence that are aligned to the column, such
that n is equal to the number of non-gap characters in the column.
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Figure B.4: 95% highest posterior density intervals for structural model parameters
estimated on simulated data, on a 8-leaf tree.
B.7.2 Linear relationship between structure and branch length in global-σ model
For a single σ2 parameter over the whole tree, the expected mean-square-deviation
(MSD) is
1
n
¸
ij
ErpCptqij  Cp0qij q2 | Cp0qij s 
1
n
¸
ij

p1 eθtqCp0qij
	2
  σ
2
2θ
p1 e2θtq
 1
n
¸
ij
pθt Cp0qij q2   σ2

t θt
2
2


 θt2σ2   σ2t
 σ2t
where the first approximation results from 1  eθt  θt, the second follows the
relationships 1
3n
°pCp0qij q2  τ 2 and τ 2  σ2{2θ, and the third from θ ! σ2.
It should be noted that this expected linear relationship between MSD and branch
136
0.
0
1.
0
2.
0
3.
0
ε
ε = 0 ε = 0.5 ε = 1 ε = 2
0.
4
0.
6
0.
8
1.
0
1.
2
σ
2
60
70
80
90
10
0
Branch multiplier
τ
1.0 1.5 2.0
Branch multiplier
1.0 1.5 2.0
Branch multiplier
1.0 1.5 2.0
Branch multiplier
1.0 1.5 2.0
Figure B.5: 95% highest posterior density intervals for structural model parameters
estimated on simulated data, on a 10-leaf tree.
length holds in a structure-only model; when combined with the sequence model,
different relationships may be observed, since sequence information will also affect
the estimation of the branch lengths.
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Appendix C
Proof of Cutoff
We give an alternative proof (to Barrera et al. (2006)) of the existence of a cutoff for
a class of irreducible independent product chains in continuous and discrete time.
Proofs of the cutoff phenomenon have been closely linked with representation theory
of finite groups in their development (Diaconis, 1988). The present work does not
take a group theoretic approach, but still seeks to bound the total variation distance
to equilibrium through eigenvalue decomposition, Hellinger distance, or direct calcu-
lation when possible. There are several definitions and conditions to establish. We
consider an arbitrary sequence of matrices Q1, . . . Qn, each of which is a rate matrix
for a continuous-time Markov chain operating on finite space Mi. The majority
of previous cutoff treatments are for symmetric cases where all initial vectors are
equivalent with respect to convergence to stationarity (Saloff-Coste, 2004). In the
current setting of general Markov chains, it is necessary to take more care with initial
conditions.
We make the following definitions with respect to a particular matrix Q. These
definitions lead to identification of λi , the crucial eigenvalue component for state
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i PM, the state space of Q. The matrix Q has eigenvalues Λ  tλl  al   blıu and
eigenmatrix V containing corresponding eigenvectors Vl. Partition the indices into
ordered subsets Λk such that i, j P Λk ô ai  aj and i P Λk, j P Λl, k   l ñ ai ¡ aj.
This groups and orders the eigenvalues according to their real components. Let
cijk 
¸
lPΛk
VilpV 1qljpcospblq   ısinpblqq
This is the coefficient of eakt in P tij. The convergence of state i to equilibrium is
affected by each entry in the row P ti, so we define
ki  mintk ¡ 1 : D j such that cijk  0u
which is the index of the largest eigenvalue important to state i. Finally, set
λi  aki
Informally, λi corresponds to the largest eigenvalue that affects convergence of the
process dictated by Q and beginning in state i P M. We take the negative in
the definition of λi to arrive at a positive value. We can now easily generalize the
definition of λi to the case with many rate matrices Q1, . . . , Qn by writing λ

xj
where
xj PM1 YM2 Y    YMn. We define the following functions which relate to the
“effective multiplicity” of eigenvalues in the product chain given a particular initial
sequence x0.
fλpnq  #tj : λxj  λ, j ¤ nu
fλpnq  #tj : λxj   λ, j ¤ nu
gpnq  mintλxj : j ¤ nu
Here fλpnq is the number of times that λ is the crucial eigenvalue of the first n
positions, while fλpnq is the number of times that the crucial eigenvalue is larger
than λ. The function gpnq tracks the largest dominant eigenvalue of any of the first
n positions.
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Theorem 3. Given a sequence of irreducible, continuous-time Markov processes on
finite spacesMi with transition rate matrices Qi, defineMn M1bM2b  bMn
and P nx0 the distribution arising from application of Qi to individual positions of
x0 PMn. If there exists λ such that @ ¡ 0
lim
nÑ8
fλpnq
n1
 8 (C.1)
lim
nÑ8
fλpnq
np1 qgpnq{λ
 0, (C.2)
the family pMn, P nx0q has a total variation cutoff at τn  12λ logpnq.
Proof. We work at first with a single matrix Q in order to simplify notation, and later
generalize to an arbitrary sequence of matrices. Using the spectral decomposition of
Q, the elements of the transition matrix P t can be expressed as linear combinations
of the exponentiated eigenvalues of tQ
P tij  pij  
m¸
k2
VikpV 1qkjetλk
Every element of the matrix experiences exponential decay toward the corresponding
entry of pi. This sum can be rewritten in terms of the mu ¤ m  1 unique real
components of the λi.
P tij  pij  
mu¸
k1
cijke
tak (C.3)
where we have grouped the eigenvector coefficients and imaginary components of
eλk into new constants cijk. Note that the cijk are the same as those used in the
definition of λ, and that these values are real because the λk occur in conjugate
pairs. The Hellinger distance can be used to bound the total variation distance
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via the inequalities Hpp, qq2 ¤ ||p  q||TV ¤ 2Hpp, qq. This bound is particularly
useful for working with product spaces, because Hpp1 b    b pn, q1 b    b qnq2 
1 ±p1  1
2
Hppi, qiq2q. We bound the Hellinger distance on the product space by
considering the “worst case” distance for a single position. The squared Hellinger
distance for a single position beginning in state i is
H2i fi H
2pP ti , piq 
¸
j
b
P tij 
?
pij
	2
Recall that λi is the largest real component of an eigenvalue with nonzero coefficient
in (C.3) and that ki is the index of the unique eigenvalue. Let cij  cijki for read-
ability. We find a lower bound on H2i with the observation that for some time T ,
3|cij |
2
eλ

i t ¥ P tij  pij ¥ |cij |2 eλi t, @t ¡ T . (The largest eigenvalue begins to dominate
and the effect of the others can be at most
|cij |
2
eλ

i t). Then we have the bound
H2i ¥
¸
j
c
pij   |cij|
2
eλ

i t ?pij
2
where we add the |cij| term because p
?
a  b?aq2 ¤ p?a b?aq2 when a ¡ b ¡ 0.
We then substitute t  τn fi p1  qτn and take a Taylor expansion of the square
root:

¸
j
c2ijn
p1qλi {λ
16pij
Opn3p1λi q{2λq  Opnp1qλi {λq
This gives us a lower bound on the Hellinger distance for each state i with respect
to a specific matrix Q. We can now again generalize from a state i in Q to a state
xj in the initial sequence x0 composed of many state spaces. With a lower bound
on the Hellinger distance from each state xj, the Hellinger distance on the product
space can then be bounded by
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H2pP τnx0 , pipnqq ¥ 1
n¹
j1

1Opnp1qλxj {λq
	
Clearly any sub-product falls in the interval [0,1] in the limit so we need only consider
the terms where λxj  λ.
lim
nÑ8
¹
j:λxjλ

1Opnp1qλxj {λq
	
 lim
nÑ8
 
1Opnp1qqfλ pnq
 exp
"
 lim
nÑ8
fλ
Opn1q
*
 0
The limit of the entire product is then 0, and so we have
lim
nÑ8
||P τnx0  pipnq||TV ¥ H2pP τ

n
x0
, pipnqq ¥ 1.
This completes the argument for the ‘backward’ side of the proof. The argument
for the ‘forward’ side works similarly, using instead
3|cij |
2
eλ

i t to find an upper bound.
With t  τ n fi p1  qτn, we then arrive at
H2i ¤ Opnp1 qλ

i {λq
Again generalizing to an arbitrary sequence of matrices, the bound on the product
space is
H2pP τnx0 , pipnqq ¤ 1
n¹
j1

1Opnp1 qλxj {λq
	
.
In this case we split the product into
lim
nÑ8
¹
j:λxj λ

1Opnp1 qλxj {λq
	 ¹
j:λxj¥λ

1Opnp1 qλxj {λq
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and require both products to converge to 1 in order to force H2 to 0. The product on
the right is always 1 unless the number of terms in the product grows faster than n,
which cannot be the case. For the left product we create a bound with gpnq (defined
previously as the minimal λxj of the first n) to obtain:
lim
nÑ8
¹
i:λxj λ

1Opnp1 qλxj {λq
	
¥ lim
nÑ8

1Opnp1 qgpnq{λq
	f
λ
pnq
 exp
#
 lim
nÑ8
fλpnq
Opnp1 qgpnq{λq
+
 1
The bound holds by replacing all λxi   λ with the minimum, gpnq, and the limit
within the exponent is 0 by hypothesis. Thus we have shown that
lim
nÑ8
||P τ nx0  pipnq||TV ¤ 2HpP τ
 
n
x0
, pipnqq ¤ 0
We provide a few examples to give a better sense of the meaning of the conditions
required by the theorem.
Example 1. For sequences Q1, . . . , Qn which do not repeat eigenvalues, we
cannot prove the existence of a cutoff. For example if Qm is standard symmetric
evolution on m   1 characters, no λxj is repeated so (C.1) of Theorem 3 cannot be
satisfied.
Example 2. When the matrices Qi are chosen from some finite set of matrices Q
we have a finite set of eigenvalues, thus there must always be at least one satisfying
(C.1), so it only remains to verify whether the largest of these eigenvalues also satisfies
(C.2), which will depend upon the initial sequence x0. We consider the especially
simple case where all Qi are the modified Jukes-Cantor model introduced previously,
with δ ¡ 1. Then λi  4{3 for i  1, 2, 3 and λ4  δ   1{3. We can then design an
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initial sequence consisting only of states 1 and 4 where state 1 does not occur often
enough to ensure a cutoff for the value 4/3, but is present enough that we cannot
guarantee a cutoff for δ 1{3. For example, if state 1 occurs with frequency tn δ 5{32pδ 1{3q u
and all other positions are state 4, 4/3 does not satisfy (C.1) while δ  1{3 does, but
does not satisfy (C.2).
C.0.3 Discrete Time
The discrete-time case has a few additional complications so we require a few changes
to conditions and definitions in order to follow the same proof. Firstly, we require
discrete-time transition matrices to be aperiodic. The other issue arises with zero
eigenvalues. In the continuous case only the first eigenvalue is zero and all others
must have negative real component, but in discrete-time all eigenvalues but the first
may be zero. In most cases a zero eigenvalue is no problem because a different
eigenvalue will dominate the rate of convergence. However, when a row Pi is exactly
equal to pi, cijkak  0 @j, k. This requires the following changes in the definition of
λi :
cijk 
¸
lPΛk
VilpV 1qljpcospblq   ısinpblqq
ki  mintk : D j such that cijk  0 and ak  0u
In the definition of ki we omit the requirement that k ¡ 1 because all eigenvalues
beyond the first may be zero. The definition of λi is also altered to include this case:
λi 
" logpakiq ki ¡ 1
8 otherwise
Finally, we restrict λ   8. With these definitions, the argument carries forward
in exactly the same manner and under the same conditions, proving a cutoff at
1
2λ
logpnq.
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