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The electrical load Forecasting is an important step in electricity development planning which is 
outlined in the anticipation pattern to meet the electrical needs. The current sectoral load 
forecasting method is simpler and easier to implement, but its accuracy will tend to be biased in 
areas with data limitations and dynamic service areas. Besides that, the practice is still macro, so 
it doesn’t show the location of the distribution can’t be determined with certainty. By using a 
method of sectoral load forecasting micro spatial will make the predicted area more and more. It is 
necessary to group the grid using the clustering technique to create a similarity matrix that 
contains the level of similarity between the data grouped. Clustering involves a lot of factors 
(multivariate) namely the geographical factor, demographic, socio-economic, and electrical load 
per sector. The results of each cluster have the characteristics of different regions which are then 
projected the growth of the load so that the forecasting results are more thorough. This research 
was conducted in PT PLN (Persero) Area of Tangerang. Using the method of Microspatial 
acquired clusterization for load growth in PT PLN (Persero) Tangerang area as many as 5 clusters 
from 114 district. 
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ABSTRAK 
Prakiraan kebutuhan beban listrik merupakan langkah penting dalam perencanaan pengembangan 
ketenagalistrikan yang dijabarkan dalam pola antisipasi untuk memenuhi kebutuhan energi listrik 
hingga jangka waktu tertentu. Metoda prakiraan beban sektoral saat ini lebih sederhana dan 
mudah untuk diimplementasikan, namun keakuratannya akan cenderung bias pada wilayah yang 
memiliki keterbatasan data dan area pelayanannya dinamis. Di samping itu hasil prakiraannya 
masih bersifat makro, sehingga tidak memperlihatkan pusat-pusat beban pada wilayah yang lebih 
kecil (grid) dan mengakibatkan lokasi gardu distribusi tidak dapat ditentukan dengan pasti. 
Dengan menggunakan metoda prakiraan beban sektoral secara mikrospasial akan menjadikan 
area yang diprediksi akan semakin banyak karena area berbentuk grid – grid, maka diperlukan 
pengelompokan grid (kelurahan) menggunakan teknik clustering untuk membuat similarity matrix 
yang memuat tingkat kemiripan antar data yang dikelompokkan. Clustering yang dilakukan 
melibatkan banyak faktor (multivariate)  yakni faktor geografi, demografi, sosio ekonomi dan 
beban kelistrikan per sektor. Hasil setiap cluster mempunyai karakteristik wilayah yang berbeda 
yang kemudian diproyeksikan pertumbuhan bebannya sehingga hasil prakiraan yang lebih teliti. 
Penelitian ini dilakukan di wilayah PT PLN (Persero) Area Tangerang. Dengan menggunakan 
metode mikrospasial didapatkan clusterisasi untuk pertumbuhan beban di PT PLN (Persero) area 
Tangerang sebanyak 5 cluster dari 114 kelurahan. 
 
Kata Kunci: Prakiraan, Microspatial, Grid, Cluster, Sektoral 
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1. PENDAHULUAN 
Prakiraan kebutuhan energi listrik merupakan langkah yang penting dalam perencanaan 
pengembangan ketenagalistrikan. Prakiraan tersebut dijabarkan dalam pola antisipasi untuk 
memenuhi kebutuhan energi listrik hingga jangka waktu tertentu. 
Hasil prakiraan pertumbuhan beban listrik yang terlalu rendah akan memperbesar hilangnya 
cost opportunity penjualan listrik karena permintaan beban tidak dapat dilayani, serta menghambat 
laju pertumbuhan konsumen. Sedangkan jika terlalu tinggi dapat mengakibatkan terjadinya 
kelebihan investasi yang memberatkan biaya investasi, karena tidak optimalnya aset pada sistem 
distribusi. 
Metoda prakiraan beban sektoral [13,14] yang selama ini ada  memang lebih sederhana dan 
mudah untuk diimplementasikan, namun dihadapkan pada suatu keadaan dimana tingkat 
keakuratannya akan cendrung bias pada suatu wilayah yang memiliki keterbatasan data dan area 
pelayanannya dinamis, dalam artian wilayah tersebut mengalami perubahan tata guna  lahan yang 
cepat sebagai akibat dari pertumbuhan ekonomi dan populasi penduduk. Hasil prakiraannya juga 
masih bersifat makro sehingga tidak memperlihatkan pusat-pusat beban pada wilayah yang lebih 
kecil (grid) dan mengakibatkan lokasi gardu distribusi tidak dapat ditentukan dengan pasti.  
Oleh karena itu diperlukan teknik prakiraan beban yang berbasis pada wilayah yang lebih 
kecil (mikrospasial). Umumnya metoda prakiraan beban secara mikrospasial ini dibedakan dalam 
dua kategori [1,2,3,4], yakni metoda kecendrungan (trending) dan simulasi tata guna lahan (land 
use simulation). Metoda kecendrungan merupakan metoda dengan mengeksplorasikan data historis 
untuk menentukan pertumbuhan beban kedepan dengan menggunakan teknik yaitu time series [6], 
Box-Jenkins [7], ARIMA [8] atau teknik lainnya. Metoda ini tidak dapat memprediksi 
pertumbuhan beban untuk area kecil yang tidak memiliki data beban historis. Teknik ini juga tidak 
bisa menunjukkan interaksi faktor-faktor lain yang mempengaruhi pertumbuhan beban, karena 
prakiraan beban hanya sebuah fungsi dari beban sebelumnya.  
Uji model yang dilakukan Wilis (2002), menunjukkan bahwa teknik dan metodologi yang 
dikembangkan dalam kurun waktu dua dasawarsa terakhir ini tidak mempermasalahkan akan 
ketersediaan data. Hal ini dipahami bahwa teknik yang dikembangkan umumnya 
diimplementasikan pada kawasan maju, yang pengumpulan data sudah berjalan dengan baik, 
berkelanjutan, rutin dan terbarui. Namun pada negara-negara berkembang akan muncul masalah 
akan ketersediaan data tersebut, hal ini diperburuk dengan tuntutan ketersediaan energi listrik yang 
sedemikian cepat untuk mendukung tingkat perekonomian kawasan.  
Dari adanya perbedaan yang mendasar dari kondisi tersebut diatas, tampak akan kurang 
bijaksana bila kita secara utuh menerapkan teknik-teknik prakiraan tersebut tanpa 
mempertimbangkan masalah-masalah yang cukup mendasar. Oleh karena itu penulis mencoba 
menjembatani perbedaan tersebut dengan mengembangkan suatu metodologi prakiraan 
pertumbuhan beban listrik secara mikrospasial yang bisa mengakomodir perubahan tata guna lahan 
serta melibatkan faktor-faktor yang berpengaruh terhadap pertumbuhan beban. Pengembangan 
metodologi ini nantinya dapat memproyeksikan pertumbuhan beban pada lingkup wilayah yang 
kecil dengan hasil prakiraan yang lebih teliti, sehingga titik-titik beban dapat diperkirakan 
jumlahnya pada setiap grid sesuai dengan struktur geografisnya. Akumulasi dari pertumbuhan 
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2.   METODOLOGI PENELITIAN  
2.1. Tahap Identifikasi 
A.  Analisa Kelompok (Clustering Analysis) 
Metoda ini bertujuan untuk mengelompokkan grid-grid kedalam suatu kelompok yang relatif 
homogen sehingga grid dalam satu kelompok mempunyai karakteristik yang mirip. Selanjutnya 
prakiraan beban dapat dilakukan pada satu grid model pada cluster tersebut.  
Dalam hal ini, grid dan variabel-variabelnya dapat dipandang sebagai suatu vektor yang 
secara matematis disebut dengan objek, dengan demikian vektor-vektor yang dibentuk oleh grid in 
dapat ditentukan jarak antara satu dengan yang lainnya. Kesamaan cluster dalam proses 
pengclusteran ini ditentukan oleh kedekatan vektor (jarak euclidean) objek tersebut. Semakin kecil 
jarak euclidean, maka semakin besar keserupaannya. 
Langkah-langkah yang dilakukan dalam analisis cluster adalah sebagai berikut : 
1. Susun matrik jarak berukuran N x N yang elemen-elemenya merupakan jarak euclidean 
antar N objek. Sebut matriks ini sebagai matriks jarak.  
D =  ijd ; Ij = 1,2,3,…,N                  (1) 
2. Hitung jarak minimum matriks tersebut diatas, kemudian jadikan keduanya sebagai satu 
kelompok. Andaikan kelompok yang mempunyai jarak minimum adalah kelompok U dan 
V, maka diperoleh kelompok baru (UV) 
Metode revisi jarak yang digunakan adalah Jarak Euclidean yang merupakan jarak antar 







jkikij vvd                   (2)
 dij   : Jarak Euclidean 
 Vik,Vjk   : Skor grid ke-i dan ke-j pada variabel k 
“Semakin rendah jarak Euclidean  semakin dekat hubungan grid” 
Ulangi langkah kedua dan ketiga sebanyak (N-1) kali sehingga semua objek berada dalam 
satu kelompok. Catat setiap hasil pengelompokan berikut jarak minimumnya. 
3. Hasil pengelompokan dan kekuatan pengelompokan dapat digambarkan dalam 
Dendogram. 
4. Berdasarkan dendogram ini dapat ditentukan jumlah cluster dan anggotanya. 
B.  Analisa Komponen Utama (AKU) 
AKU digunakan untuk melihat variabel-variabel yang berpengaruh pada setiap cluster yang 
telah didapatkan pada proses clustering. AKU tergantung dari jenis data asal yang digunakan. Bila 
peubah asal memiliki satuan yang sama maka komponen utama diturunkan dari matriks ragam 
peragam. Bila peubah asal memiliki satuan pengukuran yang berbeda maka komponen utama 










=                       (3)
 Dimana  jx = nilai tengah peubah ke-j  
     js = simpangan baku peubah ke-j 
Penentuan banyaknya komponen utama didasarkan pada proporsi keragaman kumulatif 
sebesar 75% atau lebih dari keragaman total. 
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C. Analisa Faktor 
Analisa faktor merupakan perluasan dari AKU. Analisa ini pada dasarnya untuk 
menerangkan struktur hubungan antara variabel-variabel yang diamati dengan jalan 
membangkitkan beberapa faktor yang jumlahnya lebih sedikit daripada banyaknya variabel yang 
dianalisa. Jadi tujuan analisa faktor adalah menjelaskan hubungan diantara banyak variabel dalam 
bentuk beberapa faktor. Analisa faktor mengandung dua buah analisa, yaitu analisa komponen 
(component analysis) dan analisa faktor bersama (common factor analysis). Analisa faktor ini 
terdapat komponen yang disebut dengan komunalitas (communality) yang menunjukkan proporsi 
keragaman dari vektor acak yang diterangkan oleh faktor bersama. 
Keeratan hubungan antara peubah asal dengan komponen utama dapat dilihat melalui 
besarnya koefisien korelasi antara peubah asal dengan peubah komponen utama yang dapat 
dituliskan sebagai berikut: 
jijij ar =                      (4) 
Dimana :  rij : Koefisien korelasi antara peubah asal 
      j  : Proporsi keragaman yang diterangkan 
2.2 Tahap Pendugaan dan Pengujian Model Matematis  
A.   Penentuan model matematis 
Peramalan beban dalam tenaga listrik umumnya dalam bentuk linear. Berdasarkan ini, 
pembentukan model dapat dirumuskan dalam sebuah regresi berganda yang dibangun berdasarkan 
model matematis berikut ini : 
eXbXbXbbY kk +++++= ...33221                   (5) 
Dimana :      
Y adalah kerapatan beban dengan matriks n x 1 
X adalah variabel-variabel dengan matriks n x k 
B adalah koefisien regresi dengan matriks k x 1 
e adalah kesalahan dengan matriks k x 1 
Untuk memperoleh nilai-nilai b, jumlah kuadrat deviasi harus diminimumkan : 
 −−== )()'('
2
XbYXbYeeei                  (6)
     
Dimana : etransposeadalahXbYe )'(' −= ,         
 YXXXb ')'(
1−=        
B.   Analisa korelasi 
Analisa korelasi dilakukan untuk menetukan variabel yang mempunyai hubungan yang 
relatif lebih kuat (signifikan) dengan inisial respon (dalam hal ini kerapatan beban). Variabel yang 
diperoleh berkemungkinan besar memberikan pengaruh yang sangat signifikan. Untuk menghitung 
korelasi antara dua variabel X dan Y yang dinotasikan  sebagi rxy untuk n pasangan observasi (Xi, 
Yi), i = 1,2,…,n. Rumus-rumus berikut adalah relevan: 




















                         (7)             
Maka korelasi antara X dan Y 
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r ==                     (8) 
Dimana SX dan SY adalah deviasi estándar X dan Y. 
Jika r> 0,5 maka variabel tersebut mempunyai pengaruh signifikan terhadap variabel 
kerapatan beban.  
C.  Pemeriksaan dan pengujian model matematis 
Pemeriksaan dan pengujian model matematis dilakukan untuk menguji apakah model 
matematis tersebut sudah layak secara statistik. [12] yaitu dengan uji F (uji parameter), uji t (uji 
koefisien parameter) dan pemeriksaan multikolinearitas [16]. 
1. Uji F merupakan pengujian menyeluruh yaitu menguji semua parameter model secara 
bersama apakah parameter tersebut dapat menerangkan respon secara signifikan, hipotesis 
yang digunakan adalah: 
    














F                    (9) 
 Keterangan 
  Fo : F hitung 
          K  : Jumlah parameter(koefisien) pada persamaan regresi 
          N  : Jumlah anggota (grid) 
        R :  Koefisien  
Parameter-parameter dapat dikatakan menerangkan respon secara signifikan jika : tabelo FF    
2. Uji t digunakan untuk menguji pengaruh koefisien parameter secara parsial. Bentuk 











=                          (10) 
 Dimana  
to : t hitung 
    bj : Koefisien ke-j yang ditaksir 
    βj : Parameter ke-j yang dihipotesakan 
    Se(bj) : Kesalahan standar bj 
 Jika tabelo tt  , hal ini berarti bahwa parameter tersebut mempunyai pengaruh yang 
signifikan. 
3. Uji Multikolinearitas 
Semakin besar kolinearitas atau mendekati sempurna (1) maka akan berakibat koefisien 
regresi yang dihitung tidak stabil dan model yang diperoleh akan cendrung bias. Secara 
matematis pengukuran multikolinearitas dapat dirumuskan sebagai persamaan inflansi 









=                  (11) 
Dimana R2 adalah koefisien determinasi. Nilai VIF dinyatakan tidak ada 
multikolinearitas jika 1<VIF<10 
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2.3. Tahap Peramalan 
A. Trend Variabel 
Untuk mendapatkan pertumbuhan kerapatan beban tiap tahun berdasarkan model yang 
diperoleh sebelumnya, maka terlebih dahulu perlu dilakukan trend masing-masing variabel (kecuali 
variabel tata guna lahan) untuk memperoleh model pertumbuhan tiap tahun dari setiap variabel 
tersebut. Adapun pemilihan trend terbaik dari setiap variabel adalah berdasarkan nilai error 
(MAPE) yang paling kecil. 
B.   Forecasting kerapatan beban cluster berdasarkan model 
Berdasarkan hasil tren setiap variabel yang diperoleh, selanjutnya model tren pertumbuhan 
variabel tersebut digunakan untuk memprediksi kerapatan beban di setiap cluster sesuai dengan 
model yang diperoleh sebelumnya 
C.  Perhitungan Forecasting Beban Puncak 
Hasil forecasting kerapatan beban per tahun yang diperoleh pada tiap cluster ini, selanjutnya 
digunakan untuk menghitung kerapatan beban masing-masing sektor pada cluster yang sama. Daya 
per sektor per kelurahan selanjutnya dapat ditentukan dengan mengalikan kerapatan beban per 
sektor dengan luas sektor dari daerah (kelurahan) pada cluster tersebut.  Proses selanjutnya adalah 
melakukan perhitungan daya total kelurahan dengan menjumlahkan daya pada masing-masing 
sektor (perumahan, komersial, industri dan sosial) pada kelurahan tersebut. Secara matematis dapat 
dituliskan dalam bentuk persamaan sebagai berikut: 
))()()()(()( tPtPtPtPCtP SIBRfKelurahanTotal +++=              (12)  
Dimana :    Cf : Coincident Factor 
 
3.   HASIL DAN PEMBAHASAN 
3.1. Data Pengamatan 
Data grid (kelurahan) yang digunakan ebagai objek penelitian terdiri dari 114 kelurahan 
dengan meliatkan 11 variabel yang meliputi variabel non kelistrikan dan kelistrikan. Variabel non 
kelistrikan yang digunakan adalah variabel geografis, demografi dan Ekonomi, sedangkan variabel 
kelistrikan diambil beban puncak per kelurahan. Berikut tabulasi variabel untuk cluster 5 sebagai 
sampel data (tabel 1 dan tabel 2): 
 






Land Use (Ha) 
PDRB 
Perumahan Industri Bisnis Sosial 
Cibodassari 10744 97 88.19 0.25 5.50 3.25 7.15 
Kroncong 2169 194 20.56 51.99 115.98 5.32 100.39 
Karang 
Tengah 6371 227 79.49 43.24 100.88 
3.49 
88.05 
Gembor 7364 303 76.81 49.86 116.34 60.16 104.40 
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Tabel 2. Variabel Kelistrikan 
Kelurahan 
Beban(kW) 
Perumahan Industri Bisnis Sosial 
Cibodassari 313.91 1.22 10.06 12.76 
Kroncong 73.18 252.90 212.18 20.88 
Karang 
Tengah 
282.95 210.33 184.56 13.70 
Gembor 273.41 242.55 212.83 236.13 
Babakan 201.09 4858.91 1218.16 607.58 
 
3.2.  Analisa Komponen Utama dan Analisa Faktor 
Dengan proses AKU ini variabel-variabel yang tidak berpengaruh akan dikeluarkan dari model 
matematis nantinya, sehingga model yang didapatkan lebih sederhana namun hasilnya tidak jauh 
berbeda (layak berdasarkan statistik). 
 




Extraction Sums of Squared 
Loadings 

















1      
6.226 
62.261 62.261 6.22 62.261 62.261 5.146 51.459 51.459 
2 2.583 25.828 88.090 2.58 25.828 88.090 2.589 25.889 77.348 
3 1.009 10.088 98.177 1.00 10.088 98.177 2.083 20.829 98.177 
4 .178 1.783 99.960             
5 .004 .040 100.000             
 
Dari hasil pengolahan AKU tersebut, selanjutnya dapat dikelompokkan AKU beserta faktor yang 
ada di dalamnya seperti tabel di bawah ini: 
 
Tabel.4. Analisa Komponen Utama Pada Cluster 3 
Cluster 
Komponen Utama 
Komponen 1 Komponen 2 Komponen 3 
3 
Beban Komersil Beban Perumahan Beban Sosial 
Luas Komersil Luas Perumahan Luas Sosial 
Luas Industri Rumah Tangga  
Beban Industri   
PDRB   
 
3.3. Analisa Korelasi 
Dari hasil analisa nilai korelasi masing-masing variabel terhadap nilai respon (load density) 
diperoleh variabel-variabel memiliki korelasi yang cukup erat dengan initial respon, yakni luas 
perumahan (land use), luas sosial (Land Use) dan beban rata-rata Industri (Kelistrikan). Hasil 
perhitungan memperlihatkan varibel-variabel tersebut sudah dapat menjelaskan keragaman dari 
nilai rating sebesar 97.9 %. Secara statistik nilai ini sudah menunjukkan hasil yang  baik. 
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3.4.  Uji Variabel 
Untuk mengetahui variabel-variabel yang mempunyai pengaruh nyata dan signifikan 
terhadap nilai initial rating (kerapatan beban), maka dilakukan uji parameter koefisien regresi 
parameter (t-test). Dari hasil ini juga akan diperoleh berapa besar kontribusi parameter yang 
berpengaruh terhadap perubahan nilai initial rating. Hasil uji parameter dapat dilihat di tabel 
berikut: 
 
Tabel 5. Uji Parameter  
Model t-test sig. VIF 
(Constant) 6.79 0.021  
L_Perumahan -0.70 0.558 1.3 
L_Sosial -2.37 0.141 1.4 
BR_Industri 8.36 0.014 1.5 
 
3.5. Pembentukan Model  
Pada tahap akhir ini dilakukan pemodelan terhadap seluruh parameter yang memberikan 
kontribusi terhadap nilai initial rating (load density), berdasarkan hasil uji variabel yang dilakukan 
sebelumnya. Sehingga  diperoleh model sebagai berikut  
Load_Dnst = 1.36 - 0.00166*L_Prumhn - 0.00752*L_Sosial  + 0.00450*BR_Indstri 
Model regresi linear berganda yang terbentuk pada cluster ini, menghasilkan nilai statistik uji 
F sebesar 31.66 dengan tingkat signifikan 0.031 ( <0.05 ). Ini berarti bahwa model yang diperoleh 
memadai dan menunjukkan beberapa parameter yang mempunyai pengaruh signifikan terhadap 
nilai rating. 
 
3.6.  Perhitungan Pertumbuhan Kerapatan Beban 
Berdasarkan model kerapatan beban pada cluster ini, maka selanjutnya dapat dihitung 
forecasting pertumbuhan kerapatan beban berdasarkan trend varibelnya.  
 
Gambar 1. Kurva Kerapatan Beban (MVA/km2) per sektor 
KILAT 
Vol. 9, No. 2, Oktober 2020, P-ISSN 2089-1245, E-ISSN 2655-4925 
DOI: https://doi.org/10.33322/kilat.v9i2.1016 
242 | KILAT 
3.6.  Hasil Perhitungan Pertumbuhan Beban di Setiap Kelurahan 
 Setelah didapatkan pertumbuhan kerapatan beban per sektor sperti pada gambar 1, 
maka selanjutan dari hasil tersebut dihitung pertumbuhan beban per sektor per kelurahan 
dengan menurunkan dari persamaan kerapatan beban tersebut. Hasil nya dapat dilihat pada 
tabel 6. 
Tabel 6. Pertumbuhan Beban Per Sektor di Setiap Kelurahan 
Kelurahan Sektor 











(MVA) (MVA) (MVA) (MVA) (MVA) 
Kroncong 
Perumahan 0.16 0.17 0.19 0.20 0.22 
Industri 0.33 0.35 0.38 0.41 0.44 
Bisnis 0.23 0.25 0.26 0.28 0.31 
Sosial 0.03 0.03 0.04 0.04 0.04 
Karang 
Tengah 
Perumahan 0.19 0.20 0.22 0.23 0.25 
Industri 0.39 0.41 0.44 0.47 0.51 
Bisnis 0.27 0.29 0.31 0.33 0.36 
Sosial 0.04 0.04 0.04 0.04 0.05 
Gembor 
Perumahan 0.26 0.27 0.29 0.31 0.34 
Industri 0.52 0.55 0.59 0.63 0.68 
Bisnis 0.36 0.39 0.41 0.44 0.48 
Sosial 0.05 0.05 0.06 0.06 0.06 
Babakan 
Perumahan 0.05 0.06 0.06 0.06 0.07 
Industri 0.11 0.11 0.12 0.13 0.14 
Bisnis 0.07 0.08 0.08 0.09 0.10 
Sosial 0.01 0.01 0.01 0.01 0.01 
Cibodassari 
Perumahan 0.08 0.09 0.09 0.10 0.11 
Industri 0.17 0.18 0.19 0.20 0.22 
Bisnis 0.12 0.12 0.13 0.14 0.15 
Sosial 0.02 0.02 0.02 0.02 0.02 
 
4. KESIMPULAN 
Metodologi prakiraan beban secara mikrospasial ini mampu mengidentifikasi dan 
mengelompokkan area dalam lingkup yang lebih kecil sesuai dengan karakteristik yang homogen 
dari wilayah masing – masing dalam bentuk cluster. Hasil Clustering mengerucut jadi 5 cluster ( 
yang berisikan kelurahan – kelurahan ) dari sebelum terdapat 114 kelurahan. Hasil prakiraan 
merupakan elaborasi dari metoda prakiraan beban makro sektoral yang mampu memberikan solusi 
dalam memberikan informasi penentuan besarnya beban, kapan terjadinya dan dimana lokasi beban 
tersebut dengan tingkat akurasi yang lebih tinggi, sehingga cocok digunakan untuk dasar 
perencanaan pengembangan jaringan distribusi tenaga listrik   
Tingkat ketelitian dari penggunaan metode ini akan semakin baik jika area yang diprediksi 
semakin kecil dan validitas data yang diberikan akurat. Hal ini dikarenakan metoda ini mempunyai 
basis dasar variabel bebannya adalah kerapatan beban, sehingga secara langsung dapat 
mengakomodir perubahan beban berdasarkan peruntukkan dari tata guna lahan sesuai sektor 
layanan dalam artian pelayanan bebannya dinamis. 
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