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Computational Fluid Dynamics Benchmark Validation Experiment of Plenum-to-Plenum 
Flow through Vertical Heated Parallel Channels 
by 
Austin W. Parker, Doctor of Philosophy 
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Department: Mechanical and Aerospace Engineering 
High temperature gas reactors are one option for next generation nuclear power plants. 
The high temperature gas reactor can achieve higher temperatures useful for improved 
efficiency and hydrogen production from process heat. A comprehensive understanding of 
and ability to predict the physics that occur within it are necessary to ensure safe operation 
before it can be deployed. The flow through these reactors involves highly-coupled heat 
transfer and fluid dynamics in complex geometry. 
Computational Fluid Dynamics has proven invaluable for deepening understanding 
and predicting the complex fluid flows found in high temperature gas reactors. Confidence 
in these simulations is paramount for decision making, safety, and regulatory licensing. 
Validation is the process of improving confidence in fluid simulations and is necessary to 
quantify the uncertainty of the simulation outputs. 
A phenomena known as thermal striping can occur in the high temperature gas reactor 
where jets of varied temperature mix and move in cyclic lateral motion. This flow feature 
can damage structures through thermal fatigue. A benchmark validation experiment for 
these physics is not currently available. 
iv 
This dissertation describes the first attempt at a Computational Fluid Dynamics bench-
mark validation experiment of plenum-to-plenum flow through heated triple parallel chan-
nels. Benchmark validation experiments are unique from traditional experiments because 
the objective is to improve the confidence in simulations. A one-of-a-kind wind tunnel test 
section was constructed to perform plenum-to-plenum validation experiments with a high 
level of validation completeness. 
This research was focused on the thermal mixing region of parallel jets entering an 
upper plenum. The coupled thermal-fluid physics are relevant to flow features such as 
thermal striping found in high temperature gas reactors. Experimentally measured inputs 
and outputs for Computational Fluid Dynamics validation were tabulated and archived in 
the Utah State University Digital Commons. 
Uncertainty quantification experiments using Laser Induced Phosphorescence were per-
formed. The results of an experiment demonstrate the time-dependent bias error from 
phosphorescent particles accumulating on a nearby surface. This error was dependent on 
particle accumulation rate and surface proximity to the temperature measurement location. 
Laser Induced Phosphorescence measurements were compared with cold wire temperature 




Computational Fluid Dynamics Benchmark Validation Experiment of Plenum-to-Plenum 
Flow through Vertical Heated Parallel Channels 
Austin W. Parker 
The next generation of nuclear power plants will have higher efficiency and improved 
safety, among other benefits; one attractive option is the high temperature gas reactor. 
An ability to predict the physics that occur within the reactor under normal conditions 
and accident scenarios is necessary before it receives regulatory licensing for use. The flow 
through a high temperature gas reactor involves complex interactions of heat transfer, fluids, 
and solids. 
One method for simulating complex fluid dynamics is called Computational Fluid Dy-
namics. These simulations have already been used to predict the complex fluid flows found 
in high temperature gas reactors. Predicting the reactor fluid flows, especially during ac-
cident scenarios, is paramount for decision making, safety, and regulatory licensing. Using 
simulations for these purposes requires confidence in the simulation results. One scientific 
process to establish confidence in Computational Fluid Dynamics results is called validation. 
This dissertation describes a validation experiment that was completed to improve con-
fidence in simulations of thermal-fluid flows of mixing jets, similar to those found in high 
temperature gas reactors. Validation experiments are vital in the process of simulation val-
idation. A new wind tunnel test section with parallel heated channels was built specifically 
for this validation experiment. The product of this dissertation is a well described system 
along with archived measurement inputs and outputs for the simulation validation process. 
A validation experiment for these physics is not currently available. 
vi 
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5.11 Fourier analysis of the thin-wire TC probe at (120, -9, 0) mm during steady 
state dP0 HHH case conditions over an acquisition time of 43 hours sampled 
at 20 Hz. The curve is smooth indicating there was not a dominant flapping 
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The high temperature gas reactor (HTGR) is one possibility for next generation nuclear 
plants (NGNP). High temperature gas reactors are preferred over existing plants because 
they reach higher temperatures. This quality gives them the potential for higher efficiency 
and allows for hydrogen production with the process heat. Like other NGNP options, the 
HTGR doesn't release carbon dioxide as a byproduct and has passive cooling by means 
of natural circulation through the reactor core in a loss of flow accident (LOFA) scenario. 
Removal of heat from the reactor is necessary for safety, even when the core is shut down. 
System codes and Computational Fluid Dynamics (CFD) are significant tools for re­
search in HTGRs. The results from system codes and CFD are useful for safety, decision 
making, and regulatory licensing. Each of these purposes requires confidence in the simu­
lations. 
The process of assessing confidence in simulations is called validation. Simulation 
model fidelity is established through parametric studies, comparison from code-to-code, or 
by comparison to experiments. The validation process is used for uncertainty quantification 
(UQ) of the simulation outputs, which requires comparison to a validation experiment. 
Validation experiments use high-fidelity measurement techniques to measure the in­
puts and outputs for a simulation. These measurements must all have uncertainty, which 
should be quantified and reported in order for the output uncertainty to be determined in 
a simulation. 
This dissertation describes a CFD benchmark validation experiment designed for sim­
ulation model UQ. A unique triple parallel channel wind tunnel test section was designed, 
built, and instrumented for a high level of validation completeness. The physics of interest 
were the highly-coupled, thermal-fluid dynamics in the mixing region of the upper plenum 
following plenum-to-plenum (P2P) flow through heated parallel channels. 
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1.1 Validation 
Experiments have long played an important role in scientific discovery and engineering 
design. Traditional experiments can be categorized into three groups. These are phenomena 
discovery, model calibration, and acceptance or qualification test experiments. Phenomena 
discovery experiments deepen understanding of a physical phenomena at a fundamental 
level. Model calibration experiments are generally focused on establishing or improving 
upon existing models of phenomena. Acceptance test experiments explore component or 
system reliability or performance [3]. The need for a different type of experiment, validation 
benchmark, arose with the increasing popularity of complex simulations. 
Simulations of fluid dynamics are known as CFD. Computational Fluid Dynamics is 
useful for a vast array of applications, including some that may require a high degree of 
confidence, such as HTGRs. One of the numerous advantages of CFD is cost effectiveness for 
decision making. However, it is imperative to determine the extent to which computational 
model outputs can be trusted. One method for quantifying confidence in a simulation is to 
determine the uncertainty of the simulation output. Uncertainties of CFD simulations are 
determined, in part, by validation [4]. 
Computational Fluid Dynamics simulation error sources come from three categories: 
simulation inputs, modeling assumptions, and numerical solutions [4]. The simulation input 
error arises from estimating property values or from using experimental measurements as 
inputs. Modeling assumption error results from using an estimation to reduce the num-
ber of unknowns in the fluids equations so the equations are well posed. In other words, 
modeling assumptions dictate how well a simulation can capture the physics of the experi-
ment. The numerical solution error is caused by discretising partial differential equations. 
There are methods of estimating the uncertainty from simulation inputs and numerical so-
lutions. However, there is no way to independently calculate the error from the modeling 
assumptions [4]. The validation goal is to estimate the modeling assumption error. 
Oberkampf and Trucan [5] state that "Validation is the assessment of the accuracy of a 
computational simulation by comparison with experimental data" . A validation experiment 
is performed to provide the inputs, initial conditions (IC), and boundary conditions (BC) 
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for a prediction simulation. The outputs, or system response quantities (SRQ), of the sim-
ulation are also measured in the validation experiment. This defines the major distinction 
of validation experiments from traditional experiments. Validation experiments focus on 
both the BC and SRQ measurements to improve confidence of a computational model while 
traditional experiments focus more on the physics of the system, the SRQs, [6]. 
The inputs and outputs from the experimental measurements are subject to error, 
which is quantified through an uncertainty. After the simulation and the experiment have 
been completed, the error between the results can be determined. The validation error, E, 
is the difference between the simulation results Rs and experiment results Rv 
E=Rs-Rv. (1.1) 
The validation error is compared against the validation uncertainty to estimate the un-
certainty of the modeling assumptions [7]. Validation uncertainty, composed of the numeri-
cal, input, and experimental uncertainties, is only found after propagating the uncertainties 
from the experiment and simulation. A more detailed discussion of error and uncertainty 
is found in section 1.4. 
Validation experiments require high-fidelity measurements of the inputs and outputs 
to perform simulations of the experiment. This may require reporting detailed tabular data 
from the validation experiment which sets it apart from other experiments. 
Because of the complexity of many fluid systems, it is impractical to perform a vali-
dation experiment of the entire system. This requires the system be broken into smaller, 
more manageable, tiers. One version of validation tiers is: complete system, subsystem 
cases, benchmark cases, and unit problems [5] as shown in Fig. 1.1. Each level down the 
validation tier brings finer level of temporal or spatial detail. More specifically, moving 
down a tier requires determining the derivative of a quantity from the tier above. 
This work was a CFD benchmark validation experiment because it had simplified geom-
etry and complex coupled flow physics. The hardware was specialized but did not resemble 
the hardware of the complete system. The geometry was simplified, being parallel channels 
that separated the plena of an open-circuit wind tunnel. 
Complete System 
••• Subsystem C= 
• ■ ■ • BenchmMk C= 
I I I a Ullit Problems 
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Fig. 1.1: The validation tiers for validation experiments. Moving down through the cases from 
complete system to unit problems, the hardware is simplified, physics complexity decreases, number 
of relevant flow features decrease, uncertainty decreases, and the knowledge of boundary and initial 
conditions improves, after AIAA [2]. 
A methodology has been established for assessing model validation experiments for 
CFD by Oberkampf and Smith [l]. Six independent attributes are assessed based on the 
level of detail provided and a completeness score is assigned for each. The six attributes to 
be gauged are experimental facility, analog instrumentation and signal processing, bound-
ary and initial conditions, fluid and material properties, test conditions, and measurement 
of system responses. For example, for a high level of completeness of the analog instru-
mentation and signal processing of an experiment, the experimentalist must have detailed 
information about calibration, signal processing methods, estimation of all uncertainties, 
and measurements with high spatial and temporal resolution. 
A completeness score is assigned from 0-3: little to no details, some detail, detailed, 
or fine details, from lowest to highest for each attribute. Traditional experiments will 
likely have a completeness score of 0-1 and validation experiment attributes will have 1-
3. The completeness score is intended to describe how well the experimental detail and 
data can be used for a simulation model. This score is not a reflection of the quality of 
the experiment. Because the attributes are independent, a single, averaged score is not 
an accurate representation of the model validation experiment as a whole. Table 1.1 is a 
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Table 1.1: Completeness evaluation for this CFD benchmark validation experiment, after 
Oberkampf and Smith [1]. A completeness score is assigned to each attribute to assess a validation 
experiment. Note that a completeness level of three provides sufficient detail for Direct Numberical 
Solution (DNS). The details of the experiment to justify the scores are found in chapters 3, 4 and 5. 
Completeness Level 
0 1 2 3 
Attributes 
l. Experimental Facility X 
2. Analog Instrumentation and Signal Processing X 
3. Boundary and Initial Conditions X 
4. Fluid and Material Properties X 
5. Test Conditions X 
6. Measurement of System Responses X 
completeness evaluation of this CFD benchmark validation experiment. 
1.2 High Temperature Gas Reactors 
High temperature gas reactors are one option for NGNPs. A few reasons they are 
attractive are higher efficiency over existing plants, high temperatures for process heat, and 
passive safety features. High temperature gas reactors produce power as heat, which is 
pulled from fissile fuel by flowing helium to a gas turbine. 
There are two main designs of HTGR, a prismatic core, which is the focus of this 
research, and a pebble bed. The active core of the HTGR is made of hexagonal graphite 
columns, which hold the fuel. These columns also have cylindrical voids that allow helium 
to pass and remove heat. Between these columns are bypass gaps. The gaps vary axially 
throughout the core and change in time due to the temperature and age of the fuel [8]. The 
helium that passes through the bypass gaps contributes to cooling; however, not directly to 
the cooling of the fuel which, increases temperature disparities in the reactor core [9]. 
Understanding of the fluid dynamics from normal operation to a LOFA is vital for 
HTGR safety and regulatory licensing. During normal operation, cool helium enters through 
the upper plenum, is driven downward through coolant channels pulling heat from fissile 
fuel, and passes through the lower plenum before exiting the vessel. In a LOFA, the cool 
helium flows upward from the lower plenum, driven by buoyancy, to passively remove heat. 
This is beneficial because heat must be continuously removed from the reactor to prevent 
overheating, even when power is lost to the reactor. 
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After the fluid exits the prismatic core, including the bypass gap, convective mixing 
occurs with neighboring jets from hotter coolant paths and cooler bypass gaps in the upper 
plenum. These mixing flows can cause damage as varying temperature flows impinge on 
structures such as control rods [10]. The thermal instability of mixing fluids of varied 
temperatures can cause cyclic lateral motion, called thermal striping. These LOFA physics 
are the motivation for P2P buoyancy-driven flow through heated channels with convective 
mixing in the upper plenum. 
There are several flow features from normal operation, where fluid is driven by a blower, 
to a LOFA situation, where fluid is driven by buoyancy, that are challenging to simultane-
ously resolve. Some of these issues are: 
• Solving fluid dynamics with conjugate heat transfer in the fuel blocks. 
• Resolving turbulent flow in the coolant paths simultaneously with laminar flow in the 
bypass gap. 
• Selecting the appropriate turbulence model to capture the physics of interest. 
• Computational limits; to solve the full event, from forced convection to steady buoyant-
driven flow in LOFA, requires resolving relatively large temporal and spacial domains 
while capturing some of the flow phenomena requires resolving fine temporal and 
spacial domains. 
Improving the models used for these challenging physics requires a collaborative effort be-
tween experimentalists and computationalists. 
1.2.1 Plenum-to-Plenum Flow Simulations 
Simulations from CFD and system codes have played a significant role in understanding 
P2P flow in HTGRs. Plenum-to-plenum flow is studied using CFD or system codes, in part, 
because these methods are cheaper than building systems and performing experiments. 
Reducing computation time of simulations while maintaining accuracy is in high de-
mand for complex systems like HTGRs. At this time, the computational power isn't avail-
able to resolve the complex coupled physics inside the reactor vessel walls using CFD with 
7 
a sufficiently fine grid [11]. Computational fluid dynamicists use strategies such as symme-
try or simplified models to reduce computation time. These simplifications may result in 
increased modeling error. 
For example, Travis and El-Genk performed three-dimensional (3D) CFD of a single-
channel fuel module in order to generate a turbulent convection heat transfer correlation. 
The correlation eliminates the need to model and numerically solve the flow in the coolant 
channel to determine the heat transfer coefficient, while resolving some of the effects from 
the fluid flow, such as entrance mixing. They also used a one-dimensional (1D) numerical 
approach to solve turbulent convection for the coolant paired with 3D conduction for the 
fuel, noting an insignificant loss in accuracy when compared to the 3D CFD [12]. The 1D 
convection model paired with 3D conduction was later used in a numerical study with and 
without bypass flow. They compared the 1D result to a full 3D conduction and convection 
model and found them to be within 4 Kand reduced the simulation time by 97%. The effect 
of a bypass gap on the the majority of the fuel was an increase of 10-15 K while reducing 
the fuel edge temperatures up to 32 K [13]. 
Tung, et al. investigated the use of different symmetric geometry sections to estimate 
the heat transfer from the core and examined the heating effects of reducing the lower and 
upper plena height in order to reduce computation time. The section geometries tested were 
a 1/12 sector, a 1/6 sector, and two 1/12 sectors. The two larger sections resulted in four to 
ten times the rates of heat transfer with twice the area. The two 1/12 sections resulted in an 
increase up to four times the heat transfer rate of the 1/6 section. The difference is likely 
due to larger conduction surface area between regions of larger temperature disparities. 
Changing the simulation height of the plena drastically changed the heat transferred across 
the upper plenum directly following onset of a LOFA. After 900 s of the transient, the 
heat transfer for the different plena sizes converge [11]. It's noted in this study, like several 
others, that the natural circulation of a LOFA is highly dependent on the heat generation 
distribution of the initial condition. 
Pointer and Thomas performed Reynolds-averaged Navier-Stokes (RANS) model sim-
ulations of a 1/6th section of a Very High Temperature Gas Reactor (VHTR) determining 
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that it is an applicable method for averaged flow in a prismatic core including bypass flow. 
Prior to the conclusion that the method was applicable, a study was done using four tur-
bulence models. Standard k-E, realizable k-E, and the Stanford V2F k-E turbulence models 
produced similar results, while the realizable k-E was chosen for the final RANS simula-
tion [14]. 
Simulations are often compared to other codes for such complex systems in an effort to 
increase confidence in them. Simoneau and Chimpigny completed a large eddy simulation 
(LES) with conjugate heat transfer in the fuel of P2P flow through a prismatic reactor 
during transient flow. The results were compared to Trio-U code results from The French 
Alternative Energies and Atomic Energy Commission (CEA). The geometry studied was six 
rows of fuel columns and a significant portion of the upper plenum. Averaged velocity fields 
as well as frequency and amplitude of velocity fluctuations were compared between the two 
simulations. The results were reported to be in agreement in these aspects. The author 
pointed out that some of the benefits of using LES are being able to calculate instantaneous 
velocity fields, determine the mixing efficiency of the helium, and extract information about 
flow induced vibrations in the fuel columns [15]. 
The turbulence model chosen to close the RANS equation can have a significant impact 
on the result. Tung, et al. studied the effects of the turbulence model on natural convective 
flow in a VHTR core during a LOFA scenario. The domain was a 1/12 symmetric sector 
of a fuel column composed of upper and lower reflector blocks, heated fuel blocks, partial 
plena, and 3 mm bypass gaps. Some of the challenges of simulating this flow have already 
been discussed from previous simulations. The comparison of this study is between laminar 
flow and four turbulence models: shear and buoyancy driven two-layer formulations for both 
the Realizable k-E Model (RKE) and the Reynolds Stress two-layer Model (RSM). Some 
results were compared at 100 seconds into the transient phase from forced steady flow. The 
maximum and minimum temperature disparity between the models was about 3%. The 
helium velocity entering the upper plenum had a factor of 5 difference for the maximum 
and factor of 3.5 for the minimum. The exit velocity and temperature plays an important 
role in the convective mixing in the upper plenum which contributes to the heat transfer 
9 
through the vessel above the upper plenum [16]. 
Helium flow through the bypass gap affects the thermal-fluid dynamics in the reactor 
and the plena. Sato, et al. simulated 3D helium flow through a 1/12th symmetry section of 
a prismatic block. They performed a parameter study of several factors influenced by irra-
diation shrinkage in the fuel block. Some of their findings were that bypass flow contributes 
to a temperature gradient across the cross-sectional area of the prismatic block, increasing 
the bypass gap size will increase the maximum temperatures of both the coolant helium 
and fuel, and increasing the heat output of the fuel increases the temperature of the fuel 
and helium while decreasing the helium flow rates. They performed the study using the 
k-E and k-w turbulence models. The k-E model agreed with experimental results for wall 
friction. The k-E model did not agree with the epxierments or the k-E model, resulting in 
higher coolant and fuel temperatures [17]. 
Research from CFD has contributed significantly to the collective knowledge for P2P 
flow through HTGRs. Building systems and performing experiments to learn what CFD 
has demonstrated is not practical because of economics and time. Many of these CFD 
authors noted a need for published validation experiments to compare their simulations to. 
1.2.2 Plenum-to-Plenum Flow Experiments 
In a HTGR, helium flows through a prismatic core between a lower and upper plenum, 
known as P2P flow. The geometry between the plena affects the flow in the plena, and vise 
versa, so a thorough understanding of both is required to accurately predict flows. 
Several scaled experiments have been carried out in an effort to better understand the 
complexities of P2P flow. The Plenum-to-Plenum Facility (P2PF) [18] is a scaled-down 
dual-channel closed-loop facility; a heated and a cooled channel with lower and upper plena 
has been used to study thermal-hydraulic behavior of natural circulation P2P flow. The 
facility was pressurized then heated for natural circulation P2P flow. Said, et al. used 
air as the working fluid in the 1.62 m height setup representing seven graphite blocks of 
a prismatic modular reactor. They observed a decrease in heat transfer coefficient at the 
entrance likely due to hydrodynamic and thermal boundary layers building up. Another 
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discovered phenomena was a reverse of heat flow at the exit of the heated channel caused by 
re-circulation or co-flow. One conclusion from this experiment was that the temperatures 
of the outer surface of the upper plenum and cooled channel have a significant effect on the 
thermal-fluid dynamics of the system. 
Taha, et al. performed four constant flux experiments. They found that the mixing in 
the upper plenum was strengthened by interactions of the air cooled in the upper plenum 
with hot air exiting the heated channel. A decrease in axial temperature and increase in 
turbulent intensity confirmed co-flow in the heated channel found in previous experiments 
[19]. Alshehri, et al. performed constant heating experiments in the P2PF using helium 
as the working fluid. Experiments were performed at four constant temperatures of the 
upper plenum and downcomer channel. Similar systems characteristics were observed in 
these experiments as in the previous using air; heat transfer was reversed near the heating 
channel exit and a decreased inner wall surface temperature near the exit of the same 
channel. Helium was determined to likely be preferable in thermal characteristics for natural 
circulation cooling [20]. 
McVay, et al. used Particle Image Velocimetry (PIV) to measure velocity in the upper 
plenum of a I/16th geometric scale VHTR under natural convection. The velocity mea-
surement plane was above the exit of three adjacent jets to the upper plenum. The article 
is images of velocity fields of the jets merging, diverging near the top of the upper plenum, 
and moving toward the downcomer [21]. This is a publication of preliminary data preceding 
benchmark data of upper plenum flow. 
The High Temperature Test Facility (HTTF), a quarter-scaled electrically-heated VHTR 
model, was built to simulate accident scenarios. It is a 6.1 m tall 1.9 m diameter model 
of the Modular High-Temperature Gas-Cooled Reactor. The facility's purpose is to repli-
cate depressurized conduction cooldown (DCC) accidents but can also simulate pressurized 
conduction cooldown (PCC) events. 
In a DCC event, air enters the lower plenum of the reactor from the break location 
and then disperses through the reactor core by natural convection before entering the upper 
plenum. Air can oxidize the the graphite which can release carbon monoxide, carbon dioxide, 
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hasten reactor heating [22], and compromise the structural integrity of the core. Andre, 
et al. used molecular tagging velocimetry to measure the velocity of the hot leg pipe ( exit 
flow) along the centerline to quantify the flow characteristics during a hot-leg-only and a 
hot-leg-and-cold-leg break [23]. 
It is the author's assessment that the P2P flow experiments described in this section are 
higher validation experiment tiers than benchmark. As such, the focus of the experiments is 
different than ours. A P2P flow benchmark validation experiment focused on upper plenum 
mixing of jets doesn't exist in the literature, as described in [2]. This dissertation, along 
with the published data archive, are the first. 
1.3 Parallel Jets Experiments 
Plenum-to-plenum flow through a prismatic core is complex and simulation requires 
resolving highly-coupled physics. Each of the experiments described so far is simplified 
from a HTGR or VHTR in order to focus on a certain aspect. The geometry can be further 
simplified to reduce the complexity of the physics, a process described more in section 1.1. 
In an effort to understand many phenomena, including thermal striping, experimentalists 
have turned to twin and triple parallel jets. 
Research in rectangular parallel jets began in 1944 in an effort to simplify the geometry 
for exploration of flow instabilities downstream of a grid [24]. Experiments and simulations 
have since been published on parallel jets motivated by diverse applications such as aircraft 
and pollutant smokestacks. 
Tanaka and Nakata [25] performed early isothermal triple jet experiments in a 3.85 m 
wind tunnel. They controlled the outer two jet velocities separate from the inner jet. The 
jet gap for all three jets was 7 mm and the space between each jet was 70 mm. Triple jet 
flows were characterized into regimes based on the momentum ratios of the outer two jets 
to the inner jet, .X. When ,X was less than unity, the central jet dominated and entrained 
the outer two jets. When A was near unity, the central jet coalesced with both jets. Finally, 
when ,X was greater than unity the central jet joined one of the side jets early, forming 
asymmetric jets. Unstable noisy jets were observed at A= 1.15. 
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Elbanna, et al. investigated twin turbulent isothermal jets and compared them to a 
single jet. Velocity measurements were made using either a symmetric X-wire or single 
inclined hot-wire. It was found that the velocity profiles of the twin jet combined flow was 
similar to that of a single jet, the max shear stress was nearly the same for both cases; 
however, the behavior of the turbulent velocity fluctuations were quite different between 
the two cases [26]. 
Tokuhiro and Kimura used triple parallel jets with the outer two jets heated and the 
inner jet cold to study thermal striping. Water was the working fluid with a Reynold's 
number (Re) of 1.8 x 104 . For these experiments, two jet temperature difference and three 
relative velocity cases were explored. They categorized three regions of the jets: the en-
trance region where temperature change is small for each jet, a convective mixing region 
characterized by significant temperature change, and post mixing with asymptotic tem-
perature behavior. Velocity measurements compared between a single-jet and hot-cold-hot 
triple jet revealed up to 20 times higher velocity fluctuations for the triple jet between the 
hot and cold jets. Ultrasound Doppler Velocimetry and thermocouples (TC) were used to 
measure velocity and temperature at the same spatial location. Although the measurements 
weren't acquired simultaneously, turbulent heat flux (THF) was estimated using these two 
quantities to determine the convective mixing region location in the jet [10]. 
Further investigation of optimal mixing for parallel jet was carried out by Bunderson, 
et al .. In a twin jet with variable jet exit size, they demonstrated the best convective mixing 
occurs when the the momentum flux ratio of the two jets is unity. When momentum flux 
was matched between the two jets an instability in the flow caused the jets to flap. It was 
discovered that this flapping frequency, or Strouhal number (St), is independent of Re [27]. 
Bunderson and Smith later determined that mixing increased as the jet-to-jet distance was 
increased and with jet-width ratio using the same facility [28]. 
Studies have been performed to understand the relationship of fluid temperature fluc-
tuations due to convection and solid temperature response. Kimura, et al. described ex-
periments in a triple parallel jet using sodium as the working fluid. The configuration of 
the jets were hot outer jets and cold inner jet that flowed parallel to a stainless steel wall. 
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The stainless steel wall was instrumented with TCs to measure temperature and determine 
the thermal response. A methodology was developed to estimate the convective heat trans-
fer coefficient h, which was used to predict the temperature fluctuation transfer from the 
sodium to the wall. The temperature fluctuations were considerably attenuated through 
heat transfer to the wall. Earlier results from a duct experiment [29] found that h is a 
function of Peclet number (Pe) applied to this experiment as well. [30]. 
These parallel jet experiments could be categorized as phenomena discovery or model 
calibration type experiments. This dissertation is the first attempt at a benchmark model 
validation experiment of natural, mixed, and forced convection for triple parallel jets. 
1.4 Error and Uncertainty 
A brief overview of error, uncertainty and their relationship to experiments is outlined 
in this section. The material closely follows Coleman and Steele [4]. Uncertainty analysis is 
necessary to scientific experiments because every measured variable has error. Though each 
individual error may be small, the impact of all the errors can be significant, especially when 
multiple variables are used to calculate another quantity. Uncertainty analysis is performed 
to determine the range around our best estimate of a measured variable that will probably 
contain the true value of the quantity. 
For a variable, X, the error, 15, is the deviation of a measured value from the true value 
/j = Xtrue - Xmeasured· 
It is likely an experimentally measured variable contains errors from n sources 
n 




Errors are often divided into two broad categories: bias and random error. Bias errors, 
/3, do not changed with fixed system input while random errors, E, vary when the known 
system inputs remain constant. A measured value is the sum of the bias and random errors 
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and the true value 
n n 
X = Xtrue + Lf3i + LEj, (1.4) 
i=l j=l 
The value of the individual errors are not detectable from the variable measurement. 
When many measurements of a variable are made, statistics can be performed to better 
understand the distribution of random errors. The mean, X, measured value of the variable 
likely varies from the true value by the sum of the bias errors. No amount of measurements, 
without changing the the system, will aid in determining the bias errors in the variable 
measurement. The errors that make up the distributed magnitude of the variable are 
caused by random errors. The distribution of error is frequently Gaussian. If this is the 
case, a standard deviation 
N 
_ · [1 ~( -)2]1/2 s - limn---+oo 2 L...J Xi - µ (1.5) 
i=l 
can be computed from the measured values of X. Knowing the standard deviation and the 
sum of the bias errors are necessary to calculate the uncertainty of a variable. 
Uncertainty is "the degree of goodness of a measurement, experimental result, or an-
alytical (simulation) result", Coleman and Steele [4]. Uncertainty U, is reported with a 
confidence interval, usually ninety-five percent. Error is related to uncertainty with the 
confidence interval, the standard deviation, and the bias errors 
M 
u% = t% oJ + Lf3l, (1.6) 
i=l 
where M is the significant sources of bias error and t% is a value from the t distribution. 
The bias error has to be known to calculate the uncertainty or it has to be determined and 
removed prior to the uncertainty calculation. This uncertainty U, is a range around µ that 
will contain the true value of the the variable. The measurement of the variable X should 
be reported as X ± U x with some percent confidence. 
The uncertainties of several variables are propagated when the variables are used to 
calculate another quantity. The method used to combine the uncertainties is the Taylor 
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Series Method. For a calculated result r, that is a function of several variables Xi, the TSM 
equation is 
(1.7) 
The uncertainty analysis using TSM is more complicated if the bias or random errors are 
correlated. 
1.5 Thermography using Laser Induced Phosphorescence 
Validation experiments require high-fidelity measurement techniques to measure the 
BCs and SRQs for simulation model UQ. The experimental measurement with uncertainty 
of BCs and SRQs have an impact on the evaluation of model uncertainty of the simulation. 
Uncertainty quantification experiments were performed on a developing laser-based mea-
surement technique, Laser Induced Phosphorescence (LIP), as part of this dissertation to 
determine if its use was appropriate for this validation experiment. 
Two-color LIP is a laser-based measurement technique which can be used for measuring 
planar temperature in a gas, relatively unobtrusively. Laser Induced Phosphorescence uses 
temperature sensitive phosphor particles to measure temperature. More specifically, the 
emission spectra of excited phosphor particles varies due to a temperature change. 
Laser Induced Phosphorescence is a developing technology. Published use of phosphors 
for temperature measurement began in 1953 [31]. To our knowledge, it was not until 2004 
that phosphors were used to measure temperature of a gas [32]. Now, LIP is used to measure 
temperature of solid surfaces, liquids, and gasses. It can also be used to measure species 
concentration, although this is out of the scope of this dissertation. 
The concept of thermogprahic PIV was first proved by measuring full field averaged 
temperature and two-components of velocity using phosphor particles in 2008 [33]. The 
experiment needed more samples to achieve a converged mean and higher seeding density 
to improve temperature measurmenets in instantaneous tempeature measurements. In 2012, 
for the first time, a group measured full-field, instantaneously aqcuired simultaneous velocity 
and temperature, known as thermographic PIV [34]. 
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The two ways to estimate fluid temperature using phosphors are by capturing phosphor 
emission lifetime or emission spectral shift. The latter, known as the two-color intensity 
ratio method [35], is more common and was attempted in this project. 
The experimental setup for performing intensity ratio LIP measurements in gas requires 
two cameras, a laser, and doped phosphor particles. Our setup is shown in Fig. 3.12. 
Generally the two cameras are oriented perpendicular to one another with a beam splitter in 
their optical path at 45° to allow the cameras to acquire light from the same spatial location. 
A laser plane, made by laser emission through cylindrical optics, is used to energize the 
fluidized phosphor particles. A single laser pulse is sufficient to acquire full-field temperature 
measurements. 
Two images of luminescent phosphor particles are used to measure the fluid temper-
ature. The phosphor is a tracer particle and conforms to the temperature and velocity 
of the fluid. As the energized phosphorescent particle energy decays, an emission spectra 
results that is dependent on the phosphor temperature [36]. Each of the two thermography 
cameras is equipped with a unique band pass filter to capture a portion of the spectral shift. 
The ratio of these two filtered signals, compared to a temperature calibration, is how the 
temperature measurement is made. 
1.5.1 Sources of Error for Thermography 
Many sources contribute to the error of thermography using intensity ratio LIP. These 
sources are difficult to isolate to determine its individual contribution to uncertainty. The 
following list are some of the sources of error: 
• Multiply scattered light. 
• Out-of-plane particle luminescence including particles stuck to walls. 
• Wall and window reflections. 
• Decreased luminescence at increased particle temperature. 
• Particle agglomerations. 
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• Thermography calibration. 
• Thermography post-processing. 
Seeding phosphor particles into a flow is a difficult task but is important to the quality 
of the temperature measurement. The two major factors the seeding method influences are 
seed density and agglomerations. Several attempts have been made at optimally seeding a 
flow such as through injectors [37], a reverse cyclone [34], and combination seeders such as 
a cyclone with magnetic stirrer as used in this project. 
Luminescence that does not originate from the laser excited particles of the laser plane 
contribute to the image signal causing error in the temperature measurement. Two ways 
that out-of-plane particles can contribute to the signal are from multiply scattered laser 
light or from out-of-plane particle excitation due to in-plane excited particle luminescence. 
Two studies aimed to measure the contribution of out-of-plane particles used a jet-in-
coflow configuration in which a small circular jet is inside and concentric a larger circular 
jet. In both reports, the outer co-flow was seeded and the inner jet was not seeded. Lee et 
al [38] reported that with co-flow seeding density of 4 x 1010 m3 /particle, the unseeded jet 
contributed 8% of the seeded co-flow signal. Abram et al [35] reported a less than quadratic 
relationship of unseeded jet signal contribution to seeded co-flow density. 
For out-of-plane particle contribution to temperature, it is the ratio of the image inten-
sities that matters, not necessarily the individual image intensity. Abram et al [35] studied 
the effects of out-of-plane seed density contribution to intensity ratio. They note that above 
Rsd = 0.5 x 10- 10 m3 /particle, the intensity ratio of the jet is is a weak function of seeding 
density where Rsd is the ratio of jet seed density to co-flow seed density squared. 
To reduce the error caused by seed density, it is important to have sufficient seed 
density and to calibrate with the same density as used for experiments. Unfortunately, 
there is not a particle density algorithm standard for thermography. The method used to 
estimate density was different for Lee et al. [38], Abram et al. [35], and in our experiments. 
Luminescence from particles stuck on walls or windows can have a significant impact 
on LIP temperature measurements. Phosphor particles are likely to stick to walls. This 
can result in a higher particle density on the wall than in the flow. These particles can 
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be illuminated from direct laser excitation, phosphor particle luminescence, or multiply 
scattered light causing high signal intensity at and around these locations. The temperature 
measurement in the area near particle luminescence may not be possible with high particle 
concentrations. Efforts of altering surfaces to reduce particle accumulation have been made 
with little success [39]. 
A technique to remove signal from multiply scattered light and wall reflections is called 
structured laser illumination planar imaging (SLIPI). With a similar jet-in-coflow configu-
ration to ours, Zentgraf et al. [40] used SLIPI to remove signal due to multiply scattered 
light and wall reflections. The undesirable signal exhibited spectral dependency causing 
error in the intensity ratio. They found 40-70% of the recorded signal was due to multiply 
scattered light or wall reflections. In this study [40], the seed density was intentionally 
varied and produced unreliable temperature calibration curves. Structured laser illumina-
tion planar imaging was able to reduce the error caused by seeding density variation and 
multiply scattered light in these cases. Structured light for the SLIPI technique is formed 
by a passing laser light sheet through a static physical grating such as a Ronchi Grating. 
To our knowledge, PIV has never been successfully employed with the SLIPI technique. 
Particle agglomerations are another source of error in thermography. Agglomerations 
can cause error in temperature measurement due to an increased temperature response time 
[34]. The error from agglomerations can be prominent even through averaging numerous 
images due to the increased intensity inherent to particle agglomerations. Temperature 
error due to agglomerations is manifest in the temperature measurement by an increase 
or decrease in temperature in a localized region. Methods have been reported to reduce 
the frequency of agglomerations. Some of these methods are: baking the phosphor to 
remove moisture, replacing experimental tubing, using a seeder with a cyclone, and particle 
coatings such as colloidal silica. It is standard to remove images from the data set with 
particle agglomerations. 
Error and uncertainty are related but not synonymous. The noise observed from mea-
suring a variable multiple times is random error. The random uncertainty is the standard 
deviation of the random error to 68% confidence. Systematic, or bias, error is not observ-
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able through multiple measurements but can be detected by comparison to a high-fidelity 
measurement. The root sum square of the standard deviation and systematic errors, scaled 
by a coverage factor, like Student's t, is the measurement uncertainty as in Eq. 1.6. 
Random and bias uncertainties have been reported in several intensity ratio LIP setups. 
Our efforts in UQ of two-color LIP for use in a validation experiment enclosure is discussed 
in section 4.1. A similar study was perfomed for PIV UQ using simultaneous PIV and a 
hot wire [41]. 
1.6 Particle Image Velocimetry 
Particle Image Velocimetry is a measurement technique used to unobtrusively measure 
the full-field velocity of fluids. Particle Image Velocimetry can be used to measure two or 
three components of velocity in a plane. The velocity measurement is made by determining 
the displacement of particles imaged in two frames with a known time delay. 
Two experimental setups for PIV will briefly be discussed. To measure two components 
of velocity, one double frame camera, a dual-pulsed laser, and fluidised particles are required. 
These particles are illuminated using dual laser pulses. The laser beam is expanded to a 
sheet using cylindrical optics. The light reflected from the particles is imaged using a 
double frame camera oriented perpendicular to the laser plane. Timing of the laser pulses 
and image recording is controlled by a dedicated timing unit. To measure three components 
of velocity, a technique called Stereoscopic (Stereo) PIV, a second double frame camera is 
necessary. The cameras are oriented at an angle to the laser plane and calibration must be 
done to remove the perspective caused by the viewing angle. 
The fluid velocity is found by measuring the displacement of the particle images from 
two frames and the known time delay dt, between the frames. The time delay is controlled 
in software and synchronized between the laser and cameras. The displacement is calculated 
using image cross-correlation and spatial calibration. 
Before cross-correlation is performed, the images are divided into small regions called 
interrogation regions. The size of the interrogation region, in pixels, must be related to the 
particle displacement between frames. Ideally, the max particle displacement is 1 /4 th the 
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size of the interrogation window for the first cross-correlation pass [42], which is called the 
one-quarter rule. This size is optimal to have the highest dynamics range without sacrificing 
the accuracy of the cross-correlation. 
Cross-correlation determines the most probable displacement of particles within the 
interrogation region between an image pair [42]. An interrogation region of one image is 
compared to the interrogation window of its image pair. The most computationally efficient 
way to perform a cross-correlation is through fast-Fourier transforms (FFT) 
(1.8) 
where C is the resulting correlation map, r and s correspond to pixel location from the center 
of the interrogation region, and J A1 and J A2 are the values of intensity of the interrogation 
regions in frame one and two, respectively. The location (r, s ), of the maximum value of C, 
known as the correlation peak, is the most probable average displacement in pixels for the 
interrogation region. 
Particle Image Velocimetry is used to acquire full-field velocity measurements. Each 
correlation map produces one velocity vector. Performing cross-correlation on each interro-
gation region produces a velocity field. Interrogation region overlap can be used to increase 
the velocity vector density. 
The first cross-correlation pass has a low dynamic range because of the one-quarter rule. 
Subpixel interpolation is used to improve the dynamic range over an order of magnitude [42]. 
Subpixel interpolation works because the peak is theoretically Gaussian shape, allowing for 
a curve fit between the peak and it's immediate neighbors [43]. Particle images are nearly 
Gaussian if they are diffraction limited [44]. Subpixel interpolation is performed in both 
spatial dimensions independently. 
Spatial resolution can further be improved in PIV by a multi-pass procedure. Two 
methods of multi-pass are briefly discussed here. One method of multi-pass is window 
offset [45]. In this method, the interrogation window of the first image is offset by the mea-
sured integer displacement from the first pass cross-correlation and cross-correlation is run 
again comparing the offset interrogation windows of the first image to those of the second. 
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Another multi-pass technique is image deformation [46]. The first step to window defor-
mation is cross-correlation in interrogation windows to predict the particle displacement. 
Next, a bilinear interpolation is used such that each pixel will have a predicted displace-
ment. Then, both images are deformed by half the predicted displacement. Finally, another 
cross-correlation is run with the deformed images. Both techniques have shown to improve 
the accuracy of PIV and improve velocity vector density. 
1.6.1 Uncertainty of Particle Image Velocimetry 
Particle Image Velocimetry, like thermography using LIP, has many sources of error. 
Methods to quantify the distribution of these errors have been proposed and compared. A 
brief overview of these UQ methods as well as a summary of the results from the comparison 
follows. 
The measured velocity from PIV is the sum of the true velocity and the sources of error 
associated with the measurement procedure. The following are a few of the error sources 
in PIV: 
• Seed density. 
• Particle diameter. 
• Interrogation region size and dt. 
• Fluid shear regions. 
Particle Image Velocimetry is more mature as a measurement technique than LIP for fluids. 
Methods to measure uncertainty already exist for PIV. 
If seed density is not sufficient, it can result in error to the velocity measurement. The 
particle signal to noise ratio will be low if there are too few particles in an interrogation 
region. This can result in an erroneous correlation peak. There should be a minimum of five 
particles per interrogation window [47]. Increasing the seed density, increases the accuracy 
of the velocity measurement until particles begin to overlap in the image. 
Particle image diameter is another source of error. A problem called peak locking 
occurs when the particle image diameter is around one pixel. This causes the velocity 
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measurement to bias to integer values of displacement because there aren't sufficient pixels 
with signal for subpixel interpolation. The optimal PIV particle diameter is about two 
pixels. 
Several techniques have been presented to quantify the uncertainty of PIV. In a study 
[48], four PIV-UQ approaches were compared: uncertainty surface method [49], particle 
disparity method [50], peak ratio method [51], and the correlation statistics (CS) method 
[52]. The data was taken for the purpose of UQ [41]. Particle image sets from several 
regions of a rectangular jet were recorded for the comparison. It was determined that the 
most accurate uncertainty calculation resulted from the CS method [48]. 
The CS method has been shown to be an effective way to estimate uncertainty. For 
the CS method, each pixel of an interrogation window is used to determine the particle's 
individual effect on the correlation peak shape after window deformation and particle dis-
placement have been performed. It is assumed the velocity measurement has converged. 
Part of the uncertainty measurement comes from comparing the displacement correlation 
function near neighbor, usually one pixel, on either side and equal distance from the max. 
The disparity between these neighbors can be corrected, giving the most accurate velocity 
measurement. The disparity of the near neighbors, the sum of the covariances, and the max 
displacement correlation function are all used to calculate the uncertainty and the results 
are based on the CS method. These functions are all built into the PIV software, Da Vis 
from La Vision Inc., used in this dissertation. 
1.6.2 Thermographic Particle Image Velocimetry 
Particle Image Velocimetry can be used simultaneously with the LIP intensity ratio 
method. The first laser shot, used by the thermography cameras, is also imaged by the 
PIV camera. A second laser pulse is used to excite the particles again after dt. This allows 
full-field, simultaneous, instantaneous velocity and temperature measurements [34]. 
One of the benefits of thermograpic PIV is the ability to map the velocity and temper-
ature measurements to the same spatial location. The instantaneous velocity and tempera-
ture can be used to calculate THF which has been performed by Lee et al. [38]. Turbulent 
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heat flux are some of the unknown variables in the RANS equations. A measurement of 
the THF would be beneficial for the simulation validation process by providing a second 




The proposed work was to perform a CFD benchmark validation experiment of natural 
convection through parallel heated channels and to quantify the uncertainty of thermogra-
phy, both of which fill a gap in the literature. The objectives to accomplish these tasks are 
presented below. 
1. Uncertainty quantification for thermography by measuring simultaneous temperature 
using intensity ratio LIP and a CW. 
• Perform preliminary intensity ratio LIP measurements to overcome LIP diffi-
culties related to low particle signal, seeding density inconsistency, out of plane 
particles, surface reflections, and laser plane edge effects. 
2. Complete a CFD benchmark validation experiment in a new RoBuT test section. 
• Modify the RoBuT facility to include a new test section for plenum-to-plenum 
flow through parallel channels. The test section will provide constant heat flux 
through parallel channels to drive natural convection flow. 
• Write a Lab VIEW VI to run the RoBuT facility including the test section, data 
acquisition systems, and room HVAC system. 
• Publish the measured BCs and SRQs from the validation experiment on the Utah 
State University Digital Commons Library. 
CHAPTER3 
EQUIPMENT 
3.1 Rotatable Buoyancy Tunnel 
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These validation experiments were performed in an existing facility called the Rotatable 
Buoyancy Tunnel (RoBuT) at Utah State University. The RoBuT was designed by Engi-
neering Laboratory Design [53] such that the test section could be removed and replaced to 
change the geometry of the fluid system. Several other CFD benchmark validation experi-
ments with different system geometry have already been performed in the RoBuT [54-56]. 
The RoBuT was built as part of a past Department of Energy (DOE) Nuclear Energy 
University Program (NEUP) grant. 
The RoBuT can be rotated 180° to change the direction of gravitational force relative 
to buoyancy force. For all the experiments presented in this dissertation, the inlet was down 
so gravity aided the blower. 
The inlet of the RoBuT, upstream of the test section, has flow conditioning. The outer 
edge of the inlet is radiused. As air enters the inlet it passes by a settling length. Next, 
the air passes through aluminum honeycomb and two high porosity screens. Finally, the 
air goes through a 6.25:1 contraction before entering the test section. A schematic of the 
RoBuT is shown in Appendix A. 
Downstream of the test section, the flow first passed through a square-to-circular trans-
formation region. A removable baffie separated the transformation region from the blower. 
The baffie was removed for all the experiments in this dissertation. This reduced further 
pressure drop the flow would have to overcome moving past the blower for cases where the 
blower was not used. The blower was an inline centrifugal fan, Model 14-CBD-3767-5 from 
TCF Aerovent Company driven by a 5 horsepower totally-enclosed, fan-cooled, 230-460 
variable alternating current induction motor. 
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The RoBuT was located in a dedicated facility. The facility had independent heating, 
ventilation, and air conditioning capabilities controlled by our Lab VIEW Virtual Instrument 
(VI) to allow for tight control and monitoring of the ambient conditions. Temperature and 
relative humidity were measured by an HX93A temperature humidity transmitter. This 
temperature measurement was accurate to 0.6°C and the humidity was accurate to 2.5%. 
The pressure was measured by an SB-100 Pressure sensor by Apogee Instruments and was 
accurate to 1.5% of the reading. These facility temperature, pressure, and relative humidity 
measurements were made 2 m from the test section at the height of the test section inlet. 
3.1.1 Tunnel Outer Walls 
A new 2-meters long test section with a cross section of 0.305 m per side was designed, 
built, and installed into the RoBuT. An image of the test section is shown in Fig. 3.1. 
The test section consisted of three sections, a lower plenum, triple parallel channels, and an 
upper plenum bound by the outer walls of the test section. Each element of the test section 
was designed so a high level of validation experiment completeness could be achieved. 
The features that made a high level of validation completeness possible for these exper-
iments were simple geometry and specialized hardware. The geometry was triple parallel 
channels which reduced the complexity from other geometries such as HTGR while main-
taining highly-coupled thermal-fluid dynamics. The measurement systems were selected to 
provide high-fidelity measurements with uncertainty of the BCs and SRQs that would not 
be found in prototypical or traditional experiments. 
The test section is described using the Cartesian coordinate system shown in Fig. 3.2. 
The origin of the coordinate system is co-planar with the jet exit located the middle of the 
test section cross-sectional area. The x direction is the stream-wise direction, normal to the 
jet exit plane. The wall-normal direction is designated as y. The jet span direction is z. 
The origin in physical space was established using a 152.4 mm steel alloy parallel placed 
coincident with the "front" wall, -y. The same origin and axes were used for the tabulated 
data archive. 
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Fig. 3.1: The three parallel channels were formed by four monoliths. The monoliths were separated 
from the outer walls by two runs of bulb insulation each, which are the white vertical lines in the 
image. The small brown wiring bundles exiting the wind tunnel at the monolith mounting brackets 
are TCs. The red wiring bundles are silicon heater wires. All the embedded TCs are plugged into 
modules mounted to the back side of the wind tunnel. 
(a) (b) 
Fig. 3.2: The Cartesian coordinate system is shown from two perspectives. (a) The isometric view 
of the origin in a solid model. (b) The origin is superimposed on an image of the actual triple jet 
exit as if looking down from the upper plenum. The channels are referred to as channel 1, 2, 3 from 
-y to +y. The outer monoliths form the outer walls of channel 1 and 3 while the inner monoliths 
are the walls for channel 2 as well as the inner walls of channels 1 and 3. The flow direction is in x 
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Fig. 3.3: Model view of the wind tunnel test section. The outer wall names and direction of gravity 
are indicated. 
The test section outer walls were mainly composed of 12.7 mm thick Lexan ™ and 
6061-T6 aluminum. An isometric view of the test section is shown in Fig. 3.3 and normal 
views of the outer test section walls are shown in Fig. 3.4. The front and back walls, ±y, 
were mainly made of aluminum which provided structural support. The near and far walls, 
±y, were mostly made of standard grade Lexan TM 9034, polycarbonate, for optical access 
to the tunnel. 
The wind tunnel was designed with optical and laser access for performing PIV mea-
surements. Eight rectangular optical glass windows were located in the front and back walls 
to allow laser light to enter and exit the wind tunnel. High-quality optical glass reduced 
light reflections and improved transmission. The horizontal optical windows were used for 
Stereo PIV to measure three components of velocity in a plane. The horizontal optical 
window in the upper plenum allowed a vertical light sheet into the wind tunnel for 2C PIV 
measurements of the stream-wise and wall-normal components of velocity in the jet mixing 
region. 
The rectangular optical windows were custom made by Tower Optical Corporation. 
Each window was 9.525x25.4x1317.5 mm. The glass was made of N-BK7, a high-quality, 
very pure glass that is greater than 95% clear. Both sides were coated with an anti-reflective 
coating resulting in less than 0.5% reflection for 532 nm wavelength light at an angle of 
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(a) Front Wall (b) Back Wall (c) Near Wall 
Fig. 3.4: Model view normal to the test section outer walls. The front wall is in the -y direction, 
back wall is +y, and the near wall is -z. The far wall is the mirror of the near wall. Components 
1-13 identified here are described in the text: 1: horizontal optical glass for laser access 2: vertical 
optical glass for laser access 3: horizontal optical glass modification 4: glass view port 5: removable 
upper plenum panel 6: removable lower plenum panel 7: instrumentation panels 8: upper plenum 
9: lower plenum 10: fixed fin 11: adjustable fin 12: monolith mounts 13: removable Lexan ™ piece, 
the space behind the label is dead space. 
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The design of the wind tunnel outer walls was modified after completing the uncertainty 
quantification experiments of LIP. The small view port, labelled 4 in Fig. 3.4, was intended 
to measure the span-center temperature or velocity of the air. The optical glass modification 
was the only horizontal optical glass used for this benchmark validation experiment. This 
provided laser access to measure the jet inflow into the upper plenum. This glass was not 
part of the original design of the test section. 
The Lexan TM walls provided camera access to the upper and lower plena. Lexan TM 
that is 3.2 mm thick will transmit 86% light for cameras to image. The entire near and far 
walls of the upper and lower plena were made of Lexan TM to allow for imaging normal to 
the glass in the upper plenum and angled imaging in both the upper and lower plenua for 
Stereo PIV. 
The test section back wall was unique from the front wall. The back wall had most of 
the instrumentation for data acquisition mounted to it. The back wall also had two panels 
that were removable for access to the upper and lower plena. 
The lower plenum is formed by the four outer test section walls and the channel entrance 
fins. The nominal dimensions were a cross section of 305 mm square and a height of 285 
mm. The air in the lower plenum transitions from the RoBuT inlet to the triple channels. 
Optical glass at the test section entrance, 216 mm at the stream-size center from the channel 
entrance, provides laser access for Stereo PIV. 
The upper plenum is bounded by the four test section walls and the channel exit on 
the bottom. The nominal cross sectional area is the same as the lower plenum and has a 
height of 4 75 mm. The flow exiting the triple channels mixes in the upper plenum before 
leaving the test section. 
The upper and lower plena have embedded TCs within 0.5 mm of the surface to measure 
the surface temperature. On each wall, three TCs were distributed across the width at one 
axial location in the lower plenum and two axial locations in the upper plenum. There was 
not a span-center TC on the front and back walls of the upper plenum because of the optical 
glass. The surface temperature measurements provided a BC necessary for simulation. 
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Fig. 3.5: Removable brackets, labeled 1, were 3D printed from Acrylonitrile Butadiene Styrene 
(ABS) for the near and far sides of both plena. Each flange holds a TC, labeled 2, with screw 
adjustment to secure each TC to the hole depth in the tunnel wall. Thermocouples were removed 
during PIV measurements and restored following each case to measure the wall temperatures for a 
validation BC. The channel exits can be seen inside the tunnel, labeled 3. 
The TCs on the near and far Lexan TM walls of the upper and lower plena were remov-
able for camera access to the plena. Brackets were designed to bolt into the wind tunnel 
wall and maintain the location of these removable TCs. Each TC had a tightening bolt 
so they could be individually adjusted to reach the depth of the TC hole and be secured 
into place. Zinc Oxide heat sink compound with a thermal conductivity of 0.92 W /mK was 
used to eliminate the air gap between the TCs and the tunnel wall. For the experiments 
described in this dissertation, only the upper plenum temporary TCs were removed during 
PIV experiments. At the completion of PIV experiments of each case, the upper plenum 
TCs were replaced, allowed to achieve steady temperature, and a temperature data set was 
recorded. 
The monolith mounting brackets were built into the near and far wall, labeled 12 in 
Fig. 3.4. A magnified image in perspective is shown in Fig. 3.6. The monolith mounts 
were made of four pieces. The permanent mount had four holes where the monolith support 
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Fig. 3.6: The aluminum mounting bracket for the monoliths. The distance between the holes of 
the permanent mount determined the location of the monoliths and the gap size. The temporary 
bracket was removed and replaced with another mount that had the identical hole pattern as the 
permanent mount. The interface between each mount was a half-lap joint to prevent wind tunnel 
air leaks. 
Another mount with vertical slots was where TC, heat flux sensor (HFS), and heater wiring 
exited the tunnel. A temporary mount with horizontal slots is shown in Fig. 3.4 and 3.6. 
These slots allowed the monolith's position to be adjusted without removing the wind 
tunnel from the RoBuT. This temporary mount is replaced with a part with an identical 
hole pattern as the permanent mount to secure the monoliths. The monoliths were held in 
the same position for all of the experiments described in this dissertation. 
The monolith mounts are shown in perspective in Fig. 3.6 to demonstrate how the 
parts interface. At nearly every interface between tunnel wall components, the edge was 
half-lap jointed to prevent air leaks. A bead of Dow Corning® high-vacuum silicon grease 
was run along each interface between components. The aluminum bracket between the 
temporary mount and wiring mount had bottom tab half-lap joints on both sides. This 
allowed the components on either side to be removable. 
The large central piece of Lexan ™ of the near and far walls was removable. This made 
it possible to take channel gap measurements across the span and at several axial locations. 
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3.2 Triple Channel Test Section 
Three parallel channels in the test section are formed by four monoliths. These channels 
were 1.224 m long ± 2 mm and 282 mm wide, spanning nearly the entire width of the test 
section. The upstream end of the the channel walls was formed by quarter-rounds on the 
outer two monoliths and half-rounds for the inner two monoliths. The outer quarter-rounds 
were nominally 28 mm in diameter. The inner two monolith half-rounds were precision 
machined to match the monolith thickness to reduce steps in the flow. 
The mean channel gap size for channels 1-3 were 10.252 mm, 9.911 mm, and 10.740 
mm with standard deviation of 0.828 mm, 0.632 mm, and 0.574 mm, respectively. The 
disparity in the gap size was mainly due to the size of the rigid insulation with the wiring. 
The surface plate bolts could be tightened more around the perimeter to increase the mean 
gap size, however, this caused the monolith faces to be concave. 
The inner two monoliths had twice as much instrumentation as the outer monoliths. 
Because of this difference, the inner two monoliths were slightly thicker causing the channel 
2 gap size to decrease more than the outer channels. The monolith locations with the most 
wiring, in general, had a slightly smaller gap size. This was the most significant at the axial 
location near where the wiring exited the monoliths and where wiring was routed around 
the support rod tubes. More details on geometric measurements are found in section 4.6. 
The inner monoliths' thickness at the channel exit were about 32.5 mm. This was the 
approximate distance between channels. 
The channel surfaces were heated on each face by embedded silicone resistance heaters. 
Each channel surface had three custom-made resistance heaters installed that were dis-
tributed axially along each surface for a total of 18 heaters. 
3.2.1 Monoliths 
Four monoliths formed the three parallel channels. Each monolith was instrumented 
with silicone heaters and sensors to measure surface temperature and heat flux. The two 
inside monoliths were constructed similar to each other but differ from the outside two 
monoliths. The outer two monoliths differ from each other only in how they connect the 
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leading and trailing edge to the outer tunnel wall. 
The monoliths separating the parallel channels were composed of several layers shown 
in Fig. 3.7. The front and back of the inner monoliths were 6061-T6 aluminum plates with 
machined cavities. These cavities were filled with the necessary components to house a 
HFS. The HFSs from RdF Corporation TM, part number 27270-2, have a sensitivity of 6.5 
Btu/ft 2 x hr. These HFSs were a 0.18 mm thick thermopile suspended in Kapton®. The 
material adjacent the sensor was selected with a similar thermal conductivity to the sensor 
in order to achieve an accurate heat flux reading. 
The material surrounding the HFS were two 0.08 mm thick Kapton® sheets. A void 
was cut into the height-and-span center of the Kapton® for the HFS. One HFS wass 
potted into each channel surface. The first sheet was epoxied to the aluminum cavity with 
thermal epoxy, Duralco™ 4540 along with the HFS. After the epoxy cured, another layer 
of Kapton® was epoxied to the the first layer of Kapton®. 
The next layers of the monolith layers were built for heating and temperature sensors. 
A 0.6 mm copper 110 sheet was thermally epoxied to the Kapton® sheet. The copper 
aided in locally distributing heat evenly. Before the next layer was built into the monoliths, 
holes were drilled using a computer numerical control (CNC) machine to within 0.5 mm of 
the outer aluminum surface. Thermocouples were epoxied into these holes for measuring 
surface temperature using the same Duralco TM 4540 thermal epoxy. Silicone resistance 
heaters were custom-made by WATTCO™ Inc. [57] with holes for passing the TC wiring. 
Three heaters were fixed to each copper plate distributed axially using pressure sensitive 
adhesive. 
Twenty-nine type K TCs with special limits of error (SLE) were embedded into each 
channel surface. Three TCs were located across the span of the channel surfaces. One was 
at the span-center, the other two were embedded 1.9 mm from the monolith edge. Ten TCs 
were distributed axially along the monoliths. At the downstream end, span-center, a glass 
circle was built into each monolith preventing a TC from being embedded at that location. 
The surface temperature measured using these embedded TCs is a BC for CFD. 
35 
6 
Fig. 3.7: A cutout model of the inner monolith layers. The layers began at the machined aluminum 
cavity which was the inner surface of the channel wall. From left, to right the layers move one layer 
inward until the rigid ceramic insulation. For the inner monolith heaters, the layers were mirrored 
to complete the other half of the monolith. 1: Machined aluminum cavity 2: Thermal epoxy 3: 
Kapton® 4: Copper 5: Silicon resistance heater 6: Rigid ceramic insulation 7: Channel surface 8: 
Steel support rod 9: PEI 10: Bulb insulation. 
The final, innermost layer of the monoliths were two 9.5 mm thick rigid silica Ultra-
Insulation Sheets with an R value of 1.3. Holes were cut into the insulation to pass heater, 
HFS, and TC wiring. Channels were laser cut on the inner surface of each insulation layer 
for wire routing to the exit of the monoliths. A TC was placed between each heater and 
this rigid insulation at the axial and span center to ensure the heaters did not overheat 
because this was expected to be the hottest location in the layers. 
The two inner monoliths' layers were mirrored from the inner rigid insulation to the 
aluminum face to complete the monolith layers. For the outer two monoliths, the layers 
from the outer aluminum face adjacent to the channel to the second insulation layer were 
identical to the inner monolith builds. The outer face of the outer monoliths was closed 
with aluminum sheet metal and do not have TCs or HFSs. 
The monoliths' locations were fixed by four steel support rods per monolith, shown as 
green in Fig. 3.7. These support rods passed entirely through the monolith and extended 
outside the wind tunnel wall where nuts secured them in place. Locknuts with nylon inserts 
prevent the monoliths from lateral movement. Inside the monolith, the support rods passed 
through the monolith through a 1.5 mm thick steel tube. The steel tube had thin insulation 
separating it from the rest of the monolith layers. 
Horizontal PEI fins, colored orange in Fig. 3.7, extended from the leading and trailing 
ends of the monoliths to the outer tunnel wall. These fins were the same width as the mono-
liths. These formed the floor and ceiling for the upper and lower plena, respectively. The 
space bounded by the upstream fin, downstream fin, outer surface of the outer monoliths, 
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and the outer tunnel wall was dead-space. 
The upstream and downstream fins on the -y side were permanently connected from 
the monolith quarter-round to the front wall with an L bracket in the dead region and was 
made air tight with structural adhesive, Slow-Set Epoxy, Loctite® 9340. The fin on the 
+y side, extends beyond the outer test section wall, the back wall, through a narrow gap 
which allowed for the monolith to be moved for future experimental setups. The upstream 
fin to the back wall was made air tight to the fluid system with 13 mm diameter fiberglass 
fabric bulb insulation. The insulation was adhered into a machined cavity of the outer 
wall normal to the fin. The downstream fin to back wall was made air tight with high-
temperature super-soft silicone rubber strands. Fiberglass fabric, high-temperature bulb 
insulation that extended the length of the monoliths, continued with these fins up to the 
wall for the front wall and beyond the back wall to insulate them from the outer test section 
wall and maintain an air-tight barrier. 
The fins were instrumented with embedded TCs to measure the surface temperatures. 
Holes were drilled to within 0.5 mm of the fluid system surface from the dead space. Six 
TCs were in each fin. Three were distributed across the fin span and there were two rows 
for the length of the fin, in the y direction. 
Reducing conduction in the monoliths was necessary to protect the tunnel walls and 
attempt to keep each channel surface independent. The perimeter separating the chan-
nel aluminum plates on either side of the monolith was made of unfilled Ultem® 1000, 
polyetherimide (PEI). Ultem® was chosen because is has low thermal conductivity, ease of 
machining, and maintains it1 s mechanical properties under the expected temperature range. 
Each outer aluminum surface of the monolith was connected to the PEI. This eliminated a 
direct conduction path between the heated channel surfaces. The gap between the mono-
liths and outside wall of the test section aws filled with fiberglass fabric, high-temperature 
bulb insulation to prevent channel-to-channel air flow around the monoliths while insulat-
ing the monoliths from the outside of the test section. The flange from the bulb insulation 
separated the heated aluminum surfaces from the PEI. 
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The monoliths were designed to reduce the amount of radiation from the heated channel 
surfaces. A view factor is the fraction of radiation leaving one surface that is received by 
another surface. Because of the relatively large surface area and small channel gas size, the 
surface-to-surface channel view factor for this experiment was 96%. The shape factor Fij, 
was calculated as 
F-. _ [(Wi + Wj)2 + 4]112 - [(Wj - Wi)2 + 4]112 
iJ - 2Wi (3.1) 
where W is the ratio of the plate width to the gap between the plates i and j [58]. The 
majority of heat radiated from one heated channel surface was received by the opposite 
facing channel surface of similar temperature so channel heat loss due to radiation was 
negligible. 
The monolith faces were treated to reduce radiation. The aluminum monolith faces 
were sanded with successively finer grit from 220 to 3000 grit. The lower grit sand paper 
removed damage caused during transportation and machining while the 3000 grit sanding 
produced a mirror-like finish. This treatment reduced the surface emissivity which also 
decreases the radiation. A 152 mm diameter sanding pad with a soft interface pad were 
used under the sand paper to evenly distribute applied pressure while sanding. A low 
emissivity paint was tested on the surface of the monoliths prior to sanding. The paint was 
not robust enough to withstand the gap measurement instruments. 
3.3 Instrumentation 
A Lab VIEW Virtual Instrument by NI was made for data acquisition and to control 
various hardware in the facility. This data acquisition system measured temperatures from 
over 300 TCs, measured the pressure drop across the wind tunnel test section, and the 
heat flux through the monoliths. The room heating and ambient air mixing was controlled 
by the VI. The VI controled the air pressure to the Laskin nozzles and blower frequency. 
The VI also indicated when the facility conditions were within the bounds for performing 
experiments. 
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Fig. 3.8: The channel surfaces were sanded to a near mirror finish. This was carried out in-house by 
repeatedly sanding the surface using increasingly fine sandpaper up to 3000 grit. It was found that 
finer grit beyond 3000 would 'burn' the surface. No polishes or lubricants were used while sanding 
or on the final product. 
A total of 333 TCs were used in the benchmark validation experiment to measure 
surface temperatures, system fluid temperature, ambient temperature, and for heating ven-
tilation and air conditioning (HVAC). Of these, 278 Type K SLE, 30-gauge glass insulated 
TCs were individually welded using an Argon-shielded welder specifically for this validation 
experiment. From the TCs made for this validation experiment, 174 were embedded in the 
channel surfaces, 18 were between the silicon heaters and rigid insulation for safety, and 86 
in the test section walls or fins between the walls and channels. 
Ten percent of the TCs welded in-house were calibrated using an Isotherm FASTCAL-
M. This calibration allowed for an accuracy of 0.3° C from 25 to 190° C. All the TC's using 
the same calibration were cut from the same spool of 300 m of TC wire. The calibration had 
converged after calibrating 32 TCs. Over 300 TCs were calibrated using the same method 
in a previous validation experiment [55] and it was determined that a single calibration was 
accurate for all the sensors. 
Thermocouples were used from previous experiments and each set has its own calibra-
tion or was uncalibrated. Uncalibrated TCs used the manufacturer specified uncertainty 
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of 1.1° C. Each TC calibration was applied by the VI prior to recording the temperature. 
A grid of Type K SLE, 30-gauge glass insulated TCs measured the fluid temperature at 
the exit of the wind tunnel test section at z = 4 7 4 mm. These sensors used the same 
calibration method as described for this validation experiment and were reported with a 
calibration uncertainty of 0.302° C [56]. A grid of 15 uncalibrated Type K SLE, 30-gauge 
TCs with Neoflon TM insulation on the honeycomb flow straightener measured the air inlet 
temperature. 
Five sets of three TCs were embedded on the near and far walls at measured depths 
in the Lexan® near the monoliths. These TC's could be used to estimate the heat flux 
out the side walls of the test section. Seven uncalibrated Type K SLE, 30-gauge TCC 
with Neoflon ™ insulation were located throughout the facility to measure temperatures to 
control the HVAC. 
The voltage from all the TCs was acquired with NI 9213 TC modules. These 24-
bit modules have a voltage range of ± 78 m V so they are sensitive to the small voltage 
range needed for precise temperature readings. The modules have a built in cold junction 
compensation (CJC) with an accuracy of 0.8° C. The voltage can be acquired using high-
resolution mode at up to 1 hz at a measurement sensitivity of less than 0.02° C or high-speed 
mode up to 75 samples per channel per second with an accuracy of 0.25° C. 
An array of 16 uncalibrated, butt-welded, 40-gauge, Type K SLE TCs were used to 
measure the air temperature 120 mm downstream of the jet exit in the mixing region of the 
upper plenum and are shown in Fig. 3.9. These unsheathed TCs from Omega Engineering 
were housed in ceramic insulator probes. The probes were spaced 18.8 mm apart, on 
average, along the test section span center. These TCs provided an SRQ for CFD. 
The flow instability that caused the hot jets to flap resulted in thermal cycles for the 
TC probes. The temperature measurement from the TC probes was attenuated based on 
the frequency of the flapping and velocity of the fluid. 
The temperature attenuation of the TC probe in thermal cycles was estimated for 
the parameter space of the validation experiment conditions. The convective heat transfer 
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Fig. 3.9: Sixteen thin-wire TCs, circled in red, were used to measure the air temperature downstream 
of the jets. The TC probes were aligned with the laser sheet for 2C PIV and were hardware 
synchronized to acquire temperature at the same time as velocity from 2C PIV. 
coefficient h was estimated as 
(3.2) 
where Nun is the Nusselt number based on the diameter, kinf is the air thermal conductivity, 
and D is the probe diameter. In this case, the butt-welded joint diameter is D. 
The Nun was solved for natural and forced convection over a sphere over the exper-
imental parameter space [58]. A time constant T, for the TC probe was solved from the 





where PTC is the TC density and CTC is the specific heat of the TC. The value of T is 
between 42 and 69 ms for the validation experiments performed for this dissertation. The 
amount of temperature attenuation Tratio from a thermal cycle was solved as a first order 
system [59], 
(3.4) 
where f is the frequency of the thermal cycles. The estimated temperature attenuation, as 
a function off and Re, is shown in Fig. 3.10. The maximum Re for each case is shown in 
Table 3.1. 
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Table 3.1: The maximum Rev of the fluid near the TC probe based on the diameter of the probe for 
each validation experiment. The Rev is useful for estimating the amount of temperature attenuation 
for the TC probes. 
Re CCC HCH HHH 
dPO 1 1.5 1.6 
dP6 0.3 1.4 1.7 
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Fig. 3.10: The temperature measurement of the TC probes is attenuated during thermal cycles. The 
contour lines represent the temperature attenuation as a function of the thermal cycle frequency and 
Re. 
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Fig. 3.11: Three heaters are attached to a thin copper plate with pressure sensitive adhesive. The 
heaters were built with holes for instrumentation wiring to pass through. The downstream heater 
has a square cutout to accommodate the viewing port. 
The three sets of six custom silicon heaters were made by WATTCO TM for heating 
the monoliths are shown in Fig. 3.11. The average ambient temperature resistance for 
the leading, middle, and trailing heaters were 19.9 n, 19.5 n, and 19.2 n respectively. The 
resistance was measured for each heater at three temperatures from ambient temperature to 
140° C which resulted in a resistance change of about 1.6 n from the minimum to maximum 
temperature. The resistance measurements were made using a 4-wire measurement with an 
HP Agilant 34401 multimeter. 
The 18 silicon heaters were powered by four power supplies, two HP 627 4B and two 
HP 6439B DC power supplies that can deliver 900 W each. The HP power supplies were 
controlled from voltages sent from two remotely programmable two-channel BK Precision 
9174 power supplies. The BK Precision power supplies were run by our VI with voltages 
sent from a 16-bit, ± 10 V NI 9264 output module. 
The voltage from each power supply was measured by an M-series 16-bit NI PCI 6221 
PCI-DAQ card. Before the voltage was measured, the voltage was stepped down by a 
voltage divider. The voltage divider was composed of 10 Mn and lMD high performace 
film resistors (Caddock part number USF240-10.0M-0.1%-2PPM and USF 240-1.00M-0.1% 
-2PPM). These resistors were 0.1% accurate and have less than 2 µDj°C drift. Although 
the power was calculated, the measured channel surface temperature is intended to be the 
BC for validation purposes. 
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The HP power supply current was measured using LEM current transducer HO 50-S. 
The current sensor accuracy was 1.39 A composed of the sum of the accuracy of 0.625 A, 
temperature drift of 0.14 A, and offset drift 0.04 A. The configuration for which heaters 
were controlled by which power supplies was changed depending on which channels were 
being heated. These configurations were recorded for each experiment by the VI. 
The pressure drop across the test section was measured and recorded as a BC for 
CFD. The pressure taps were located 29 mm beyond the limits of the test section. The 
pressure drop was measured by a 1-Torr Baratron® with an MKS Type 270D High Accuracy 
Signal Conditioner. The accuracy of the Baratron® was determined by a zeroing bias of 
0.001 V, ± 0.005% of the reading+ 0.001% full scale, and an accuracy of 300 ppm of the 
reading. The pressure voltage was acquired with a 16-bit, ±10 V NI 9205 module. The 
signal conditioner was zeroed the same day the validation experiments began. A heater in 
the signal conditioner was on the entire duration of all the validation experiments. The 
heater maintains a constant sensor temperature to reduce the zero and span drift caused 
by changes in ambient temperatures. The Baratron® was mounted directly to the wind 
tunnel test section near the axial center to minimize the tubing length. 
3.4 Laser Induced Phosphorescence 
A standard Two-color LIP measurement system was used for the thermography uncer-
tainty quantification experiments shown in Fig. 3.12. The major components of the system 
were two cameras, a beam splitter, phosphorescent particles, and a laser sheet of ultra-violet 
light. 
Two 12-bit charge-coupled deviced (CCD) Imager Intense cameras with 1376 x 1040 
pixels, pixel size of 6.45 µm, imaged the same physical space using a beam splitter. The 
beam splitter was a 75 x 75 mm N-BK7 optical glass coated for 50/50 reflection to trans-
mission ratio designed for 400 - 700 nm wavelength light. The camera lenses were AF 
Micro-Nikkor 105 mm with a f number of 2.8. Both cameras had a unique band pass filter 
secured to the lens. The center wave length of the filters were 466 and 425 nm. This allowed 
each camera to image unique wavelengths of the particle emission. The ratio of the image 
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Fig. 3.12: The optical setup for LIP experiments. The major components to the system were: 1: 
Imager Intense CCD Cameras 2: 50/50 Beamsplitter 3: Jet-in-coflow 4: Optional sCMOS camera 
for simultaneous PIV 5: Quantel Q-Smart Twin Lasers 6: Laser optics 7: Particle filtration cone 
intensity is essentially what was used to measure the air temperature. 
The phosphorescent particles used for LIP experiments were 2 µm ceramic particles 
composed of barium magnesium aluminate known as BAM. The particles were doped with 
the rare-earth metal europium which makes them temperature sensitive. Temperature 
changes in the particles caused a spectral shift of the excited particle emission. Experiments 
were also performed with 8 µm BAM particles but a not discussed in this dissertation. 
The particles were fluidized, often called seeded, using a Particle Blaster 110 which 
is a pressure chamber with a magnetic stirrer inside. Compressed air entered the Particle 
Blaster through an off-center pressure line and leaves with fluidized BAM particles mixed 
with the air at the top center. The compressed air was controlled using a Porter series 100 
mass flow controller by our VI. The compressed air passed through an air dryer and oil filter 
upstream of the Particle Blaster. The compressed air and stirrer did not fluidize sufficient 
particles alone so cyclic percussive force was applied to the exterior of the pressure chamber 
during experiments to increase the particle concentration in the compressed air. 
Estimates for the relaxation time response were made for both velocity and tempera-






where PBAM is the density of the BAM particle, DBAM is the diameter of the BAM particle, 
Pair is the density of the surrounding air, and Vair is the kinematic viscosity of air [44]. 
The time response to temperature wass estimated to be about 34 µs using the lumped 
capacitance method as 
D 2 . PBAMCp,BAM BAMPair 
Ttemp = l2kair (3.6) 
where cp,BAM is the specific heat of BAM and kair is the thermal conductivity of air [37]. 
In both cases, the particle diameter was assumed to be a sphere although they are not. 
Scanning electron microscope images of the particles show that they are flat [60]. 
Twin Quantel Q-smart 850 lasers were used to excite the BAM particles. These lasers 
can produce up to 430 mJ of laser light at 532 nm and 230 mJ at 355 nm. The laser wave-
length was changed by plug-and-play harmonic generators with built-in dichroic mirrors and 
a beam dump. The laser beam passed through a spherical lens for focusing and a cylindrical 
lens to form a laser sheet. Ultra-violet light at 355 nm was used for LIP phosphorescence 
experiments to excite the BAM particles. 
The seeded jet was created using a jet-in-cofl.ow configuration. A jet-in-cofl.ow had two 
concentric jets, in this case the cross-section area ratio was 10.1 shown in Fig. 3.13. For 
these experiments, the inner-jet was heated and seeded compressed air while the outer-jet 
was simply compressed air. The inner jet temperature was controlled locally using a Leister 
CSS temperature regulator. The jets were independently controlled to match the exit 
velocities. The shear of the inner-jet was reduced by the matched velocity of the outer-jet. 
This resulted in a constant temperature cone region ideal for temperature calibration. 
Spatial calibration for LIP and PIV is the process of converting pixels into physical dis-
tance and aligning the two LIP images through rotation and translation. It was performed 
using a 058-5 calibration plate from La Vision. The spatial calibration was performed using 
DaVis software from La Vision [61]. The plate was aligned with and parallel to the laser 
sheet downstream of the jet-in-cofl.ow shown in Fig. 3.14. The calibration plate was im-
aged then removed before experimentation. The LIP image area was totally covered by the 
calibration plate. 
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Fig. 3.13: Looking into the jet-in-coflow. Colors overlaid on the image indicate that the inner jet 
was heated and the outer jet was ambient air. The triangle represents the constant temperature 
cone which is larger with a jet-in-coflow configuration. For the uncertainty quantification experiment 
described in section 4.1 the inner jet was heated to 125° C. 
Fig. 3.14: The calibration plate was located downstream of the jet-in-coflow. A calibration plate 
was used to spatially calibrate the particle images. This was a two sided plate. When thermographic 
PIV images were acquired, the front side was used to spatially calibrate for LIP and the backside 
was used for PIV. 
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Temperature calibration for LIP made it possible to convert the pixel intensity ratio of 
the LIP camera images to a temperature. Temperature calibration was performed by com-
paring the average count ratio to a known average temperature in the same location. A cold 
wire (CW), a high-fidelity high-frequency response temperature sensor, was traversed into 
the constant temperature cone of the inner jet to measure the average temperature. The 
CW was then traversed away from the location and LIP images were acquired in the same 
region while the jet temperature was held constant. This was repeated for several temper-
atures from room temperature up to 180°C to avoid having to extrapolate the calibration. 
The pixel intensity ratio to temperature calibration was then applied to experimental images 
to determine the fluid temperature. 
3.5 Particle Image Velocimetry 
Particle Image Velocimetry measurements were made briefly during the LIP UQ ex-
periments to determine the velocity of the air and to calculate turbulent heat flux of the 
jet. The 2C PIV camera for LIP was a 16-bit Imager sCMOS with a resolution of 2560 x 
2160 pixels and pixel size of 6.5 µm. For LIP, the camera was located on the opposite side 
of the laser sheet from the LIP cameras. This allowed a normal view of the laser sheet. The 
sCMOS PIV camera imaged the same particle images as the LIP cameras at the same time. 
Particle Image Velocimetry was used more extensively for the validation experiments 
than for LIP. Particle Image Velocimetry, during the validation experiment, was used to 
acquire two-components of velocity in the mixing region of the triple jets to be used as a 
SRQ for validation. Stereo PIV was used to acquire three-components of velocity of the jet 
inflow near the jet exit plane as a BC. The acquisition for 2C and Stereo PIV was alternated 
each image so the BC and SRQ could be acquired simultaneously. The PIV equipment for 
the validation experiments is shown in Fig. 3.15. 
The seed particles used for the validation experiment were olive oil droplets. The olive 
oil was vaporized using two Laskin nozzle seeders from a previous validation experiment [56]. 
The olive oil was seeded into the wind tunnel below the inlet contraction from an array of 
PVC pipe with 3.2 mm holes and 25.4 mm between them. 
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Fig. 3.15: The validation experiment setup for PIV. The major components for performing 2C PIV 
and Stereo PIV are shown as 1: Imager Intense cameras angled, 2: Quantel Q-Smart twin lasers, 
3: Laser optics, 4: Horizontal optical glass 5: Imager sCMOS camera, 6: Solo PIV laser 7: Vertical 
optical window. Components 1-4 are used for Stereo PIV while 5-7 are used for 2C PIV. 
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Fig. 3.16: The Solo PIV and Q-smart laser sheets entering the wind tunnel test section. The vertical 
sheet was for 2C PIV and the horizontal sheet was for Stereo PIV. Although both sheets are imaged 
for this picture, the lasers alternate firing during experiments. The laser sheets were cut off using 
matte black metal sheets to reduce unnecessary laser light in the wind tunnel. 
3.5.1 Two-Component Particle Image Velocimetry 
Two-component (2C) PIV was used to measure the air velocity in the jet mixing region 
of the upper plenum. A New Wave Research Solo PIV dual cavity laser was used to provide 
up to 30 mJ per pulse to illuminate the vaporized olive oil in the test section. The laser 
beam was expanded into a sheet with attached focusing and sheet optics. The laser was 
angled slightly downward to illuminate the particles near the jet exit. The laser sheet was 
aligned with the test section by taping two rulers on either side of the test section and firing 
low power laser sheets through the tunnel. The laser was translated and rotated until the 
sheet was at the center of both rulers of the front and back walls. Figure 3.16 shows where 
the laser sheets for 2C and Stereo PIV enter the tunnel. 
The 2C PIV camera used in the validation experiment was an Imager sCMOS CLHS 
which is similar to the one used for thermographic PIV. An AF Micro-Nikkor 105 mm with 
a fnumber of of 5.6 was used on the camera. The camera was near normal to the PIV plane 
but slightly slanted upward to reduce the reflection caused by the laser sheet striking the 




Fig. 3.17: The calibration plates for spatially calibrating particle images for PIV measurements. a) 
The 2C calibration plate was oriented vertically and aligned with the 2C laser sheet at the tunnel 
span center. b) The Stereo calibration plate was oriented horizontally on the jet exit surface. 
The particle images were spatially calibrated by imaging a Type 20 calibration target 
from La Vision shown in Fig. 3.17. The front of the plate was aligned with the laser sheet 
in the span center of the wind tunnel. The global location was found by imaging a steel 
parallel coincident with the front wall at the span center of the test section. The parallel 
was precision machined 25.4 mm x 152.4 mm. 
3.5.2 Stereo Particle Image Velocimetry 
Stereo PIV was performed using the two CCD Imager Intenses previously described. 
Both cameras used a 50 mm lens with a f number of of 4. A 532.0 band pass filter with 
full width half maximum of 1 ± 0.2 filter was used for these cameras. The jet exit surface 
area was painted with a rhodamine solution to reduce the reflections. The 532 nm laser 
light fluoresces to yellow when it strikes the rhodamine which can be filtered by the camera 
filters. This reduced the reflections but did not eliminate them. The cameras were angled 
at about a 35°angle from horizontal looking into the triple jet exit. The camera focal plane 
was aligned with the laser plane using schempflug mounts. 
The process for spatial calibration was more involved for Stereo PIV than for 2C PIV. A 
calibration was performed by imaging an in-house custom-made calibration target described 
in [55] shown in Fig. 3.17. This transforms pixels to physical distance and aligns the images 
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from the two angled cameras to the calibration plate. The location in global coordinates 
was determined by aligning the calibration plate with the front and far wall then using the 
distance from those calibration plate edges to the tip of a triangle located near the center of 
the calibration plate to shift the coordinates to global coordinates. The distance from the 
edges to the triangle tip was measured using dial calipers with a resolution of 0.0254 mm. 
Next, a self-calibration was performed using 100 particle images. Self-calibration was 
used to dewarp the images and estimate the laser sheet distance from the calibration plate. 
Aggressive background subtraction and masking was performed on these images before 
beginning a self-calibration. The first set of 50 images were lightly seeded so particle groups 
could be easily identified. This made the first iteration much simpler to manually input 
a pixel disparity between the particle images of the two cameras. After the first iteration 
of self-calibration, only the second set of 50 more densely seeded images, were used to 
self-calibrate. The process was iterated until the self-calibration no longer changed. The 
self-calibration estimate for the distance from the calibration plane to the laser sheet was 
confirmed by measuring the actual distance using dial calipers. 
The laser sheet thickness and location was a challenge for performing Stereo PIV near 
the jet exit surface. The Quantel Q-smart twin lasers in 532 nm were used to illuminate 
the olive oil particles for Stereo PIV. As the sheet thickness increased, the light distance 
from the jet exit decreased exacerbating the wall reflections. This also caused the peak 
particle intensity to decrease. Increasing the intensity of reflections while decreasing the 
intensity of the particle signal made it more likely for PIV to correlate to a reflection 
than a particle, resulting in a bad velocity vector. The downside to a thin laser sheet 
in Stereo PIV was the particle through-plane-motion was the component of velocity of 
interest and highest magnitude. Narrowing the laser sheet decreased the dynamic range 
of the velocity measurement. Moving the light sheet further downstream resulted in more 
plenum air ingress into the jet before the inflow measurement was performed. These issues 
were considered while determining the laser sheet thickness and location. The laser sheet 
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thickness was estimated to be 1 mm by 
(3.7) 
where We is the dewarded image correlation peak width, dsheet is the sheet thickness, and 0:1 
0:2 are the camera viewing angles of camera 1 and 2, respectively [62]. The sheet thickness 
was estimated using 10 dewarped correlation peak widths. This narrow laser sheet resulted 
in a poor dynamic range for Stereo PIV, however, increased the signal to noise ratio. 
CHAPTER4 
APPROACH 
4.1 Uncertainty Quantification for Laser Induced Phosphorescence 
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Validation experiments require the use of high-fidelity measurement techniques. Laser 
Induced Phosphorescence is a developing laser measurement technique for high-fidelity mea-
surement of temperature in a gas. However, a method to calculate uncertainty for this 
technique is yet to be devised. The purpose of the uncertainty quantification experiments 
for LIP performed as part of this work was to determine if the method was an appropriate 
technique for this validation experiment. 
As shown in Schiaccatanno et al. [48], if one measurement technique is significantly more 
accurate than another, the more accurate technique may be used as "ground truth" . A cold 
wire was used as ground truth temperature measurement allowing computation the LIP 
temperature measurement error. The cold wire temperature measurement had a random 
uncertainty several orders of magnitude smaller than the LIP temperature measurement 
random uncertainty. This can be observed in Fig 4.4 by comparing the fluctuations from 
the CW and LIP temperatures. 
The cold wire probe was placed directly below the LIP measurement location. The 
LIP temperature measurement could be followed in time so the CW measured the same 
fluid to compare the temperatures. A similar approach was used by Neal et al. for PIV 
measurements [41]. 
Particle Image Velocimetry was used to measure the fluid velocity simultaneously with 
the LIP temperature measurements. Particle Image Velocimetry used the same BAM par-
ticles excited by the same laser pulse as used for LIP. A second laser pulse was used to 
acquire image pairs for PIV. 
A cold wire provided a high-fidelity, high-frequency response temperature measure-
ment. This was ideal to use as ground truth. The wire was a 3.5 µm single tungsten probe. 
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Fig. 4.1: A CW was placed directly below the LIP temperature measurement plane. The cold wire 
probe shaft was extended and angled to reduce the BAM buildup on the mount which reduced 
out-of-plane particle influence. A razor edge was used to cut the laser sheet and prevent it from 
striking the CW and jet-in-coflow. 
The constant voltage was provided by an IF A 100 constant current anemometer system 
which also filtered and amplified the signal from the CW. The signal was acquired using 
a 16-bit analog-to-digital NIM Series peripheral component interconnect (PCI) DAQ with 
an NI BNC 2090A terminal block. 
4.1.1 Reducing Uncertainty for Laser Induced Phosphorescence 
Laser Induced Phosphorescence temperature measurements have many sources of un-
certainty. To assess the applicability of LIP for validation experiments, temperature mea-
surements were made under ideal circumstances, and compared to ground truth. 
Dynamic range, the signal to noise ratio, was initially a significant issue. This was 
overcome by increasing the seed density of the flow, hardware binning for the cameras, 
and opening the camera apertures. The seed density was increased using cyclic percussive 
force on the seeder. Hardware binning was applied using Da Vis 10 software by La Vision. 
Hardware binning sums the pixel counts of neighboring pixels before digitization which 
increases the signal strength without summing the noise. This sacrifices spatial resolution. 
Another source of error for LIP measurements is seed agglomerations. Agglomerations 
are multiple particles stuck together that result in a significantly brighter emission than 
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a single particle. An agglomeration can be identified in the raw particle images but also 
manifests itself as a non-physical temperature bias in the temperature measurement. Ag-
glomerations were reduced by baking the BAM seed in an oven for several hours before it 
was loaded into the seeder. A simple algorithm was used to detect agglomerations in the 
raw particle images. When an agglomeration was detected, the image would be flagged and 
excluded from processing. 
Seed density is a source of error for LIP temperature measurements. There is currently 
no known way to precisely control the seed concentration of BAM particles. Many seeding 
devices have been used besides the Particle Blaster 110 in these experiments. Some of the 
devices are reverse cyclones [34], a powder injector [37], and a fluidized bed [63]. The seed 
density varied shot-to-shot due to the seeder used in this study and acquiring images at a 
rate of 10 hz. 
The error caused by seed density was reduced by making a seed density calibration curve 
and correcting images after acquisition. The seed density of each image was estimated using 
a DiaDen code published by Warner [64]. DiaDen uses an autocorrelation-based density 
method to estimate the local particle density of particle images. 
Out-of-plane particles can be excited by reflected or emitted light and cause a tem-
perature bias in the LIP temperature measurement. In a jet-in-coflow, similar to ours, 
Lee et al. seeded the coflow with BAM particles while the inner jet was unseeded. They 
determined up to 8% of the signal was due to out-of-plane particles [38]. The only method 
used to reduce out-of-plane particles in the air during experiments was filtering the particles 
downstream of the jet. Had we decided to use LIP in the validation experiments, the wind 
tunnel would have had significantly more particles as shown in Fig. 4.2. 
Phosphorescent particles stuck on nearby surfaces can cause LIP temperature mea-
surement error. Although the BAM particles were treated to reduce agglomerations and 
sticking, they still stuck to any surface they encountered. The particle density of surface 
particles is likely much higher than the particle density of the fluid. When these out-of-
plane surface particles were excited by reflected or emitted light, their emission significantly 
influenced other particle emission intensity as shown in Fig. 4.3. 
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(a) (b) 
Fig. 4.2: View from the jet exit. The speckled regions represent particles and the purple line 
represents the ultra-violet laser sheet. The representations are not to scale. a) LIP in the jet-in-
coflow will have the inner jet with heavy seeding. The coflow creates a near particle free zone. 
Outside of the coflow, low particle density seed fills the space near the coflow. The center of the 
jet, normal to the laser sheet, will have more high density out-of-plane particles behind and in front 
of the the in-plane particles than the outer edge that will contribute to LIP temperature error. 
b) This represents what LIP in the wind tunnel test section would look like at the jet ext. The 
heavily seeded central region represents a parallel jet in the wind tunnel test section. The region in 
front of and behind the laser-excited particles would be relatively uniform, high-density out-of-plane 
particles while the region outside of the jet would have lower density out-of-plane particles. All of 
these out-of-plane particles would contribute to LIP temperature measurement error. 
Fig. 4.3: A raw particle image of excited BAM exiting the jet-in-coflow from above. a) In-plane 
particles are excited. b) Low density out-of-plane particles away from the jet had an average intensity 
that was at the noise floor of the camera. c) High-density out-plane-particles exiting the jet. The 
out-of-plane particles at c were excited by emitted and reflected light from in-plane-particles and 
particles stuck on the inner jet of the jet-in-coflow and have an intensity over 50% greater than the 
noise. 
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4.1.2 Experiments using Laser Induced Phosphorescence 
The LIP experiments were performed as an idealized setup of the wind tunnel test 
section. The wind tunnel test section had four walls which would accumulate seed con-
tributing to the temperature error for LIP due to out-of-plane particles. The influence of 
the out-of-plane particles, especially those stuck to surface, on in-plane particles depends 
on proximity. 
The final uncertainty quantification experiment was designed to capture some of the 
difficulties with performing LIP measurements in an enclosure. A matte black wall was 
mounted to a traverse parallel to the laser sheet on the opposite side of the sheet from the 
LIP cameras shown in Fig. 4.1. The wall was a background of the jet-in-coflow that accu-
mulated particles. The wall was traversed 152 mm from the laser plane for the experiment. 
This was half the width of the wind tunnel test section. 
Calibration was performed before the experiments with the background wall in place. 
The wall surface, CW probe, and jet exit were cleaned between each calibration data set. 
The efforts to reduce sources of error described above were used for the calibration and 
experiments: increasing signal-to-noise ratio, eliminating images with agglomerations, and 
seed density calibration. 
For this experiment, 12,000 LIP particle image pairs were acquired with the jet-in-
coflow at a steady temperature condition shown in Fig. 4.4. Before the first image pair 
was acquired, and at image 3,000, acquisition was stopped to clean the CW probe, black 
wall surface, and the inner jet of the jet-in-coflow. The images were acquired at 10 hz, 
the limit of the Quantel Q-smart laser. Simultaneous temperatures measurements were 
acquired using the CW probe. 
After cleaning the surfaces, the LIP temperature measurement was about 20°C above 
the actual temperature. As the acquisition continued, the local mean of the temperature 
continuously dropped until either the surfaces were cleaned or reaching a temperature about 
13° C below the actual temperature. 
The results of this experiment solidified that LIP using BAM particles was not appro-
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Fig. 4.4: Laser Induced Phosphorescence was used to measure fluid temperature exiting the jet-in-
coflow and compared to the CW temperature measurement. The LIP temperature measurement 
error was reduced by eliminating images with agglomerations and correcting for inconsistent seed 
density. At image 0 and 3000, indicated by the dashed line, acquisition was stopped to clean the BAM 
particles from the jet exit, cold wire probe, and the matte black background wall. A time-dependent 
temperature bias error reduced the measured temperature in time as particles accumulated on a 
nearby surface. This bias error could not be predicted because the seed density exiting the jet could 
not be precisely controlled. 
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temperature measurement random uncertainty, 20 ° C estimated in these uncertainty quan-
tification experiments, the dynamic range, 7.5, is poor for validation. The estimated random 
uncertainty was similar to that reported in [65]. The accumulation of seed particles on sur-
faces caused a time-dependent temperature bias. The time-dependent temperature bias can 
not be predicted because the quantity of seed dispersed can not be precisely controlled at 
this time. 
When interested in an average measurement, such as the case with the BCs for the 
validation experiment, high instantaneous uncertainty alone can be overcome by acquiring 
sufficient samples until the mean converges. This was not possible with LIP temperature 
measurements because of the time-dependent temperature bias which does not allow long 
records of accurate temperature measurements. 
Other logistical issues make using LIP in the wind tunnel test section would have been 
challenging. Some of these difficulties would be accumulation of BAM particles on the near 
and far wall would impede the camera optical path, uniformly dispersing and collecting the 
particles in an open-channel wind tunnel, and continuously opening the wind tunnel test 
section for cleaning. Because of the measurement uncertainty and logistical issues, LIP was 
not used for the validation experiments. 
4.1.3 Conclusion for Laser Induced Phosphorescence 
The validation experiment plan was modified because LIP temperature measurements 
were deemed unsuitable. The front and back walls were modified with an extra set of optical 
glass to allow an extra laser plane into the wind tunnel as shown in Fig. 3.4. This allowed 
the jet inflow velocity into the upper plenum to be measured using Stereo PIV which became 
a BC for the validation experiments. The other modification was the implementation of the 
TC array downstream of the 2C PIV plane shown in Fig. 3.3. 
Although LIP was not appropriate for this validation experiment, other methods have 
been implemented to improve the technique. Taking high speed LIP images such as at 
6,000 hz [66], or 1,000 hz [37] can greatly reduce the impact of seed accumulation over 
time. Performing LIP in high temperature experiments such as combustion improves the 
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dynamic range [67], however the uncertainty increases with temperature for BAM and the 
signal degrades at high temperatures due to thermal quenching [60]. Numerous phosphor 
particles have been used for LIP temperature measurements. Zinc Oxide, ZnO, is more 
temperature sensitive than BAM, however, the technique also requires image-to-image laser 
intensity correction. 
4.2 Validation Experiment 
The goal of validation experiments is to provide measurements to quantify the uncer-
tainty of simulations. This requires providing detailed information on both the BCs and 
SRQs. 
A validation experiment data campaign was conducted for nine experimental condi-
tions. Boundary conditions and SRQs were measured under each condition. Data were 
acquired over a range of three pressure drops, dP =0, 6, 37 Pa, caused a blower set at con-
stant rotations per minute and three relative channel temperature cases for a total of nine 
cases. The relative temperature cases were designated by the relative channel temperatures 
from channels 1-3 as cold-cold-cold (CCC), hot-cold-hot (HCH), and hot-hot-hot (HHH), 
respectively. 
For simplicity, the cases were labeled by the pressure drop caused by the blower at 
ambient conditions and by the relative temperatures. Although the cases were labeled in 
this dissertation by the pressure drop from the blower at ambient temperatures, each case 
had a unique average pressure drop that was recorded with the validation data archive. 
The temperature ratios were caused by selectively heating channels with uniform heat 
flux. For the case of HHH, uniform heat flux was provided across all three channels. For 
HCH cases, the outer two channels were uniformly heated and no heat is supplied to the 
middle channel by the heaters. During these HCH experiments, the inner channel heats 
above ambient due to conduction through the inner monoliths, primarily through the alu-
minum half-rounds at the channel entrance and end-caps at the channel exit. During CCC 
without the blower, uniform heat was provided to all the channels to a channel temperature 
similar to the inner channel during the HCH case. When the blower was used for CCC 
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Table 4.1: Boundary conditions and SRQs that were measured in the new triple channel test 
section. The BCs were average quantities while the SRQs were tabulated as instantaneous values. 
Type Measurement Technique 
BC As-Built Geometry Micrometer or Caliper 
BC Surface Temperature Embedded TC 
BC Atmospheric Conditions TC, Humidity sensor, Barometer 
BC Pressure Drop Across Test Section Baratron Pressure sensor 
BC Inflow Jet Exit Velocity Stereo PIV 
SRQ Mixing Fluid Temperature Thin-wire TC probes 
SRQ Jet Mixing Velocity 2C PIV 
cases, the channels were ambient temperature. The BCs and SRQs measured for these 
validation experiments are shown in Table 4.1. 
An attempt was made to maximize the wind tunnel triple jet convective mixing by 
matching momentum flux of the outer jets. Momentum flux J, can be adjusted by changing 
the channel gap size s, air density p, or the air velocity u, and was calculated as 
1-s/2 J = pu 2 dy. 
s/2 
(4.1) 
The constant heat flux from the silicon heaters of channel 3, +y, was adjusted to decrease 
the air density at the channel exit. The goal was to match the momentum flux of channel 
3 to channel 1, -y. The middle channel was unheated. 
The plot of momentum flux for dPO HCH and dP37 HCH are shown in Fig. 4.5. 
The momentum was calculated using the temperature at the top of the channels for the air 
density and the u velocity component from 2C PIV at z = 0. The momentum flux decreased 
for channel 3 but was still 3 times that of Channel 1 when the temperatures of Channel 
3 and 2 were matched. No difference in J was observed at dP37 HCH from changing the 
surface temperature of channel 3. 
Because of the large remaining disparity between J of channel 1 and 3, matching 
momentum flux was not pursued further and constant flux was used to increase the channel 
temperatures for the validation experiments. Future work could involve utilizing porous 
screens at the upstream end of the channels to decrease the individual channel velocity and 
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Fig. 4.5: The momentum flux of channel 3 was varied by decreasing the air density. The air density 
was changed by decreasing the channel temperature. The goal was to match the momentum flux of 
channel 1 and 3. A difference of a factor of 3 remained between channel 1 and 3 momentum flux for 
dPO HCH when the channel surface exit temperature of channel 3 was about the same as channel 
2. No difference was observed in the momentum flux upon changing the air density of channel 3 for 
dP37 HCH. 
will likely be more successful for matching momentum flux. 
4.3 Boundary Conditions 
The BCs measured or calculated in this validation experiment were time averaged over 
the entire data set. Acquisition for the BCs and SRQs occurred over 3 minutes and 21 
seconds. One thousand samples of image pairs at 4.97 hz resulted in 6000 PIV images per 
data set. Boundary condition and SRQ measurements were tabulated with an uncertainty 
for the validation data archive. 
Fluid properties were determined from measured room temperature, local pressure, and 
relative humidity. The ambient air properties estimated for this validation experiment were 
density p, dynamic viscosityµ, kinematic viscosity v, specific heat Cp thermal conductivity 
k, thermal diffusivity a, and thermal coefficient of expansion /3. The properties p, µ, v, 
and a were calculated using psychrometric calcualtions. The uncertainty of each of these 
was determined using the Monte Carlo Method by generating 10,000 uniformly distributed 
random numbers within the uncertainty bands of the measured values and recalculating the 
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properties. The uncertainty was determined as two times the sample population standard 
deviation, s / ./N, of these properties. Thermal conductivity was determined from tabulated 
values in [68] and the uncertainty is given as 4%. Specific heat was estimated by 
Cp = a + bTamb + cT;,mb + dT;_mb (4.2) 
where a, b, c, and dare constants and Tamb is the ambient temperature [69]. The uncertainty 
was determined using TSM. 
The outer wall temperatures and channel temperatures were measured by embedded 
TCs as described in chapter 3. The uncertainty of these sensors was determined to be 
0.81 °C which was the calibration uncertainty. 
The uncertainty of the pressure drop across the test section was due to the zero bias, 
6.7 mPa, signal conditioner bias, 6.7 mPa, AD converter of the module (NI 9205), 15.3 
µPa, accuracy of the DAQ, 0.62 µPa, and two times the standard deviation of the sample 
population, s / ./N. The uncertainty of the pressure was calculated as the root sum square 
of these values. 
The inflow velocity measurement into the upper plenum was made using Stereo PIV. 
Double frame images of olive oil particles illuminated by a laser sheet parallel to the jet 
exit and normal to the stream-wise jet flow were used for Stereo PIV. The Stereo PIV 
measurements cover the majority of the jet span, from 117 mm to -108 mm in z, and just 
beyond the outer jets, 55 mm to -57 mm in y. The plane was located at x = 7.1 mm which 
was 0.69 mean channel gaps downstream of the jet exit. 
The uncertainty calculation for both Stereo and 2C PIV was built into the Da Vis 
version 10.1.1 software by LaVision. The velocity uncertainty calculations were executed 
using these built-in tools. The method was briefly described in section 1.6.1. A composite 
image with overlaid Stereo PIV is shown in Fig. 4.6. 
4.4 System Response Quantities 
Two-component PIV measurements were made of the jet mixing region as an SRQ for 
the validation experiment. The PIV image region was on the span-center, z = 0, from 12.9 
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Fig. 4.6: Composite images of a) Stereo PIV and b) 2C PIV. The PIV contour plot is overlaid on 
the test section approximately where the PIV measurements took place. Laser wavelength of 532 
nm was used for all the validation experiments. 
mm to 100.8 mm in x and 51.2 mm to -52.8 mm for y. The laser sheet is perpendicular to 
the channel walls. A composite image with overlaid 2C PIV is shown in Fig. 4.6. 
The TC probes downstream of the vertical 2C laser plane measure the fluid temperature 
at increments across the wall-normal direction of the wind tunnel. The array was aligned 
with the 2C laser plane at z = 0. The wall-normal and axial locations were measured 
through the same spatial calibration process used in 2C PIV. The 16 TC probes were 
nominally located at x = 120 mm with a gap of 18.6 mm between them. 
There are several sources that influence the uncertainty of the uncalibrated TC probes. 
The sources were the CJC uncertainty (0.8 °C), accuracy from using high-speed sampling 
mode (0.25 °C), gain from using high-speed sampling mode (0.04 °C), and the manufacturer 
specified uncalibrated uncertainty (1.1 °C). The uncertainty was calculated as the root sum 
square to be 1.38 °C. 
4.4.1 Particle Image Velocimetry Processing 
The way PIV is processed impacts the velocity results. The 2C PIV setup was straight-
forward and effort was made in preliminary experiments to reduce reflections and other 
challenges. The 2C PIV images were process using 64 x 64 interrogation windows for the 
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Fig. 4. 7: The number of vectors used to calculate the inflow mean velocity. This case had the highest 
number of bad vectors of the nine experiments, dPO HCH. 
with an interrogation region window of 32x32 at 75% overlap with circular weighting. No 
background subtraction was used. 
Processing the Stereo PIV was much more difficult than the 2C PIV. Reflection from 
the jet exit surfaces caused the particles to correlate to the reflections or the reflections 
correlate to themselves. Background subtraction was required for the best result. 
One stereo camera had poorly illumined regions which resulted in a noticeable increase 
in bad vectors. An example of the number of vectors used to calculate the mean velocity 
is shown in Fig. 4. 7. All the images had similar regions of bad vectors which occur on the 
jets. Channel 3 which had the most bad vectors did not always have the highest velocity so 
it was unlikely that the time between laser pulses was too high. The regions of least viable 
vectors corresponds to the lower light intensity regions of the raw particle images. 
Post-processing occurs between passes and can be performed after PIV processing. Af-
ter the appropriate background subtraction methods were applied, it was found that the 
images were insensitive to most of the post processing parameters tested. The parameter 
that affected the result the most was the Q-ratio. Q-ratio is the ratio of the highest corre-
lation peak to the second highest correlation peak. A value of 5 was used for the final PIV 
processing scheme which is quite aggressive. When using smaller Q-ratio values such as 2, 
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the mean velocity was found to be noisier. 
The majority of the effort was toward determination of the best size of interrogation 
regions and required number of passes. Interrogation regions from 32 x 32 to 64 x 64 and 
passes from 5 up to 20 were tested as well as varying the overlap. Besides affecting the 
velocity result, the number of passes, size of the interrogation region, and % overlap play 
the biggest role in determining the processing time. For these tests, the process time for 
1000 images was from 4 to 35 hours. 
The effect of image processing on both the instantaneous and average velocity were 
investigated and the results are shown in Fig. 4.8 and 4.9. The instantaneous velocity was 
affected more dramatically than the average velocity by the PIV processing scheme. The 
64x64 interrogation window size could capture the peaks of the jets. The processing steps 
were to remove a sliding background, 5 passes of 32x32 interrogation window size, 75% 
overlap, and circular weighting. Between passes vectors with a Q-ratio of less than 5 were 
removed. During post-processing, vectors that were double the maximum viable vector were 
removed. 
4.5 Acquisition 
Acquisition only occurred when the test section and ambient conditions were steady 
state. For heated cases, the channel walls were heated rapidly initially by providing a much 
higher flux than those used in the validation experiments. As the conditions approached the 
desired temperatures, the validation experiment constant flux was provided by the silicon 
heaters. The same flux was applied until the channel wall temperatures reached steady 
state. For cases that used the blower, the ramp to steady state was performed with the 
blower at the same constant frequency as would be used for the experiment. The process 
generally took about 4 hours. 
Validation experiment data were acquired under the same ambient temperature con-
ditions. All data sets were acquired when the ambient temperature of a TC at test section 
mid-height outside the wind tunnel was 20° C ±0.5 °C. Because of the time of year, these 
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Fig. 4.8: The span-center was plotted for a single instantaneous Stereo PIV image pair. The number 
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Fig. 4.9: The span-center was plotted for the average of 1000 Stereo PIV image pairs. The number 
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Fig. 4.10: An example of the acquisition of several systems. The example signals are not to scale 
in time or amplitude. The Stereo PIV trigger occurred halfway between 2C PIV triggers, at the 
same frequency. The TC array was hardware timed to begin acquisition with the 2C PIV trigger 
on every 2C PIV trigger and was acquired at eight times the PIV sample rate. The TC array was 
over-sampled because the sample before the PIV trigger had to be dropped to retrigger the hardware 
to wait for the PIV trigger. No attempt was made to synchronize the other BC acquisitions because 
they were averaged over the data set and the experimental conditions were steady-state. 
the longest period within the experimental ambient temperature bounds. Although no at-
tempt was made to quantify the effect of ambient temperatures on these experiments, it 
has been observed that natural convection experiments are sensitive to ambient conditions. 
In order for the BCs to be relevant to the SRQs, the fluid properties should be similar. 
When the BCs and SRQs are acquired at different times for validation experiments, it may 
be necessary to adjust the experimental conditions to match relevant fluid properties such 
as density as demonstrated by Lance [55]. To simplify this process, the BCs and SRQs were 
acquired simultaneously in these validation experiments. 
Two-component PIV and Stereo PIV alternated so the 2C PIV image pairs were ac-
quired at the same frequency, 4.97 hz limited by the hardware, halfway between the Stereo 
PIV image pairs as shown in Fig. 4.10. Staggering the PIV acquisitions prevented the 
Stereo PIV cameras from imaging the 2C laser sheet. Similarly, the 2C camera would not 
image the Stereo PIV laser sheet. This also allowed the BCs and SRQs to be acquired 
simultaneously. 
The remaining BCs were not synchronized and were acquired through the duration of 
each experiment. The embedded, inlet, outlet, and facility TC temperatures, were acquired 
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Fig. 4.11: The wall-to-wall distance in the plena were measured using an inside micrometer. The 
measurements were made after the wind tunnel assembly, before installation. Once installed, inside 
access to the plena requires removing one of the walls which does not allow measurement of these 
distances. 
at 1 hz while the remaining measurements, pressure drop across the test section, heater 
voltage and current, were acquired at 10 hz. The atmospheric sensors for temperature, 
pressure, and relative humidity were sampled at 1 hz and were always recorded. 
4.6 As-Built Measurements 
The geometry of the validation experiment was a BC for validation. Measurements 
were taken and recorded of the wind tunnel test section and used in making a new solid 
model of the experiment, called an as-built model. The as-built model reflects the actual 
experimental geometry. 
The upper and lower plena geometry was measured before the wind tunnel was installed 
into the RoBuT. Ten measurements were made at seven axial locations of the plena to 
characterize the geometry. The measurement locations were generally at TC locations, 
along center-lines, and transitions such as the jet exit. The location where measurements 
were made was aligned using a laser alignment tool and a 0.397 mm resolution steel ruler 
as shown in Fig. 4.11. The wall-to-wall distance was measured using a Starrett No 124 
inside micrometer with a resolution of 0.0254 mm. The average wall-to-wall distance of the 
upper plenum is 12.020 mm with a standard deviation of 0.010 mm and the lower plenum 
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Fig. 4.12: A template was made to accurately locate each channel gap measurement. This image 
depicts a template with thirteen axial locations, updated templates used for the as-built model had 
ten axial locations aligned with the embedded TCs. 
The channel gap was measured with the test section installed at 5 span and 10 axial 
locations of each gap. The gap location corresponded to the embedded TC locations. The 
measurements were made using a Starrett Telescoping Gauge No 579-A. The telescoping 
gauge was measured using a micrometer with a resolution of 0.0254 mm. Posters with gap 
measurement locations were printed to scale and attached to the channel walls during gap 
measurements as shown in Fig. 4.12. The mean gap for channels 1-3 were 10.252, 9.911, 
and 10.740 mm with a standard deviation of 0.828, 0.632, and 0574 mm respectively. 
The jet exit gap was measured at more span locations than the rest of the channel 
to characterize the cross-sectional area. The gap of each channel was measured using dial 
calipers with a resolution of 0.0254 mm. The mean channel gap for channels 1-3 were 11.621, 
9. 766, and 11.148 mm, respectively. All of the previously mentioned as-built measurements 
were made at room temperature and are reflected in the as-built model. 
During experimental cases with hot outer channels and a cool inner channel, the inner 
monolith flexed due to uneven thermal expansion of the monolith surfaces. This was caused 
by the temperature gradient across the monolith. The axial channel gap space was not 
measured under these circumstances. The upstream and downstream ends of the monoliths 
moved inward while the middle moved outward. 
The exit gap was measured at seven location under the hot, cold, hot channel temper-
ature conditions. The wind tunnel was heated to the validation experiment wall tempera-
tures, gap measurements were taken, and the test section was cooled to ambient. This was 
repeated three times to determine the repeatability of the channel gap exit. The average 
gap size from the three cycles is recorded in Table 4.2 because the measurements are not 
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Table 4.2: Channel gap space, in mm, when the outer channels were heated and the inner channel 
was cool. The values are not reflected in the as-built model. 
Location Z [mm] -127 -76.2 -25.4 0 25.4 76.2 127 
Channel 1 14.410 14.419 14.376 14.385 14.241 14.402 14.275 
Channel 2 5.004 5.148 5.402 5.342 5.283 5.173 5.012 
Channel 3 14.537 14.402 14.512 14.461 14.470 14.453 14.393 
reflected in the as-built model. The gap measurement had less than 5% error from the mean 
for each cycle at each location. 
The thickness of each epoxy layer was measured at three span locations and five axial 
locations using a deep-throat micrometer. A model of the epoxy layers are shown in Fig. 
3.7. The epoxy layer thickness of layers 1-3 from the outer surface inward are 0.16, 0.112, 
and 0.372 mm with a standard deviation of 0.086, 0.071, and 0.142 mm. 
4.6.1 As-Built Model 
A solid model was made using the as-built measurements of the constructed triple 
channel test section. These measurements reflect the actual dimensions better than the 
design solid model or nominal dimensions. The as-built model provides the geometric BCs 
for the fluid system. The solid model can be imported directly into simulation software. 
The as-build model was made to reflect each of the as-built measurements. Each 
measurement location was translated into global coordinates and tabulated into a spread 
sheet. Then, a point cloud of the measurements was generated using the solid model software 
Solid Works™. The location of geometry corners were not measured, to complete the solid 
model, corner locations were assumed. The point cloud using both the as-built model and 
assumed corner locations is shown in Fig. 4.13. 
The point cloud was made into the as-built solid model. A line was used to connect the 
appropriate adjacent point to form panels. These panels were individually extruded to a 
plane. Figure 4.13 shows the complete as-built solid model with the point and lines for con-
struction displayed. A view into the test section from above is shown in Fig. 4.14. Building 
the as-built solid model this way preserved the location of the measurement points and the 
way the line between the points was made is understood which is lost when performing a 
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Fig. 4.13: The triple channel wind tunnel test section as-built solid model. a) An image of the point 
cloud for building the as-built solid model. The point cloud was generated from tabulated as-built 
measurements translated into global coordinates. b) The as-built solid model with the point cloud 
and connecting lines diplayed. 
lofting type technique to form the surface. The panel surface was smoothed between the 
lines that form it. The point cloud, suggested corner points, and as-built model are made 
available with the validation data archive. 
All the data were acquired with the TC array mount and probes in the flow. This 
likely affects the fluid behavior. Because of this, the assembly TC probes and mount were 
included in the as-built model. 
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Fig. 4.14: A top view of the wind tunnel test section as-built model looking down into the channels. 
The gap spaces were actual measured distances using a telescoping gauge and micrometer. The 




The first attempt at a CFD benchmark validation experiment of P2P flow through 
heated parallel channels was performed for nine experimental conditions. The experimental 
conditions were varied by changing the constant rotations per minute of the blower or by 
selectively heating the channel surfaces as shown in Fig. 5.1. The results of the nine 
validation experiment cases were the tabulated BCs and SRQs. 
The power to each channel was varied for each experiment so the steady-state maximum 
surface temperature was approaching the maximum safe operating temperature, 150 °C, 
except in the CCC cases. Doing so increased the signal to the TC probes which was 
important for TC probes experiencing temperature attenuation due to thermal cycles. 
For HCH cases, no power was supplied to the inner channel. The temperature of 
the inner channel increased above ambient temperatures due to conduction through the 
monoliths. 
For the CCC case without the blower, the channels were heated equally by constant 
heat flux to a temperature near the inner channel of the HCH cases. Without the added 
heat, there would not a be driving force to move the air through the channels. The CCC 
cases that also used the blower were ambient temperature. 
5.1 Boundary Conditions 
The results of a simulation are dependent on both the BCs and the mathematical 
model of the simulation. The mathematical model uncertainty is determined, in part, 
through comparison to an experiment. The uncertainty of both the experimental BCs and 
SRQs must be provided for an accurate estimate of the mathematical model uncertainty of 
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Fig. 5.1: Constant heat flux was selectively supplied to the channel walls by silicon resistance 
heaters. The power to the channel walls was calculated from a measured voltage and current. The 
experimental cases are distinguished by the relative heating of the channels such as hot-cold-hot, 
HCH, and the pressure drop caused by the constant rotations per minute of the blower at ambient 
temperatures where the blower doesn't contribute and pressure drop at dPO. Mean jet velocities 
and channel surface temperatures at the channel exit for these experimental conditions are shown 
in Table 5.1. 
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All of the BCs for these nine validation experiments are shown in this dissertation and 
were tabulated for the digital archive as average quantities over the entire data set. The 
BCs in the tabulated data include an uncertainty calculation for all the measurements or 
calculations and global coordinate when appropriate. 
The temperature of the surface walls at steady-state for the nine experimental con-
ditions are shown in Fig. 5.2. The surface temperatures of the channels were spatially 
averaged over the three TCs in the span and temporally averaged over the 3 minutes and 
21 second data sets. 
The ambient air properties were calculated with uncertainty for each experiment. The 
air properties data are not shown in this dissertation but were provided as tabulated values 
in the data archive ublished in the Utah State University Digital Archives. The room 
temperature, relative humidity, and local pressure were recorded with the air properties 
which makes it possible to calculate local air properties of air at any temperature within 
the experimental fluid system. 
The average pressure drop across the wind tunnel was recorded as a BC for the vali-
dation experiment and is shown in Table 5.1. While performing preliminary experiments 
during the dP = 0 and dP = 6 cases, it was noted that the pressure drop across the test 
section would increase approximately 2 Pa during air conditioning cycles. Because of this, 
all the data were acquired while the air conditioner was on to keep the data consistent. 
The ambient temperature change in the room did not permit long data acquisitions under 
constant temperature conditions while the air conditioner was off. 
The inflow of the triple jets into the upper plenum was measured using Stereo PIV. 
The three components of velocity were measured at the x = 7.1 mm plane over the region 
-58 > y > 57 mm and -108 > z > 119 mm. The average stream-wise velocity is shown in 
Fig. 5.3. Most of the data presented in this Results Section was normalized by 
X-Xmin 
Xnorm = X -X . 
max mm 
(5.1) 
where Xmin is the minimum of the variable of interest and Xmax is the maximum of the 
variable of interest. For the contour plots, a few outliers skewed the plots. For these, 
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-1.15 •• •• •• •• •• •• •• • • •• 
0.05 •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• • • S -0.25 •• •• •• •• •• •• •• •• •• 
1,-, •• •• •• •• •• •• •• •• • • 
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-1.15 •• •• •• •• •• •• •• •• • • 
0.05 •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• • • 
-0.25 •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• • • 
-0.55 •• •• •• •• •• •• •• •• •• •• •• •• •• •• • • •• •• •• dP37 •• •• •• •• •• •• •• • • •• 
-0.85 •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• •• • • 
-1.15 •• •• •• •• •• •• •• •• • • 
-0.05 0 0.05 -0.05 0 0.05 -0.05 0 0.05 
y [m] 
20 51 83 114 145 
Ts [0 C] 
Fig. 5.2: The channel surface temperatures were measured by embedded TCs. The location of 
the TC measurements correspond to global coordinates at ambient temperature. Each vertical 
temperature measurement line corresponds to a channel surface. The fluid channel is located between 
the pair of nearest channel surfaces. 
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the variable of interest in the 0.1 and 99.9th percentile were used for the minimum and 
maximum, respectively. 
The volume flow rate V, for each channel was calculated in order to determine the 
mass flow rate rh. The volume flow rate was calculated by estimating the integral of the 
stream-wise velocity field of the jet using the trapezoid rule 
N-1 
. dydz ~ 
V = - 2-[ui +UN+ 2 ~ ui] 
i=2 
(5.2) 
where u is the stream wise velocity, dy is the wall-normal distance between velocity vectors, 
and dz is the distance in the span between velocity vectors. The mass flow rate was then 
calculated as the product of the air density and volume flow rate and is shown in Table 5.1. 
The mass flow rate was calculated only from the region measured by Stereo PIV. 
Locating the jet was not as simple as using the measured cross-sectional area of the jet 
and translating 7.1 mm in x where the inflow velocity data was measured. The outer jet 
locations were generally moving toward the origin in y from the jet exit to the Stereo PIV 
measurement plane. For the volume flow rate and mean velocity calculations, the jets were 
determined as 90% of the jet maximum velocity. The jet maximum velocity in the span is 
shown in Fig. 5.4. The time-averaged stream-wise jet profiles are shown in Fig. 5.5. 
The Reynolds number Re, is often used to determine if a flow is laminar or turbulent. 




where p is the density of air at the channel exit, u is the average stream-wise velocity of 
the jets, Dh is the hydraulic diameter of the channel calculated as Dh = 4AcPr, and µ 
is the absolute viscosity of the air at the exit. For the hydraulic diameter of the jet, Ac 
is the cross-sectional area of the jet and Pr is the perimeter of the jet. The Re based on 
the hydraulic diameter ~ 2300 is a reasonable estimation for the transition from laminar 
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Fig. 5.3: The average velocity was measured using Stereo PIV. The stream wise average velocity is 
shown for the nine experimental cases. About 75% of the test section velocity is measured across the 
span of the jets. The domain is not square in -y due to perspective correction during calibration. 
The velocity field is normalized from O to 1 by the minimum and maximum velocities of each 
experiment. 
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Table 5.1: Several experimental parameters are tabulated here for the nine validation experiment 
cases. The parameters are the mean pressure drop across the test section, the mass flow rate, 
the time and spatially averaged stream-wise jet velocity, time-averaged channel exit temperature, 
Reynolds number, and Richardson number. 
Case dP Case Trel dP [Pa] Channel m [g/s] fl [m/s] Ts [0 C] Re Ri 
0 CCC 5.3 1 1.1 0.4 71 362 0.15 
0 CCC 5.3 2 1.2 0.6 73 464 0.09 
0 CCC 5.3 3 1.3 0.5 69 434 0.10 
0 HCH 7.1 1 1.2 0.4 130 290 0.26 
0 HCH 7.1 2 1.1 0.7 79 564 0.07 
0 HCH 7.1 3 2.1 0.7 112 513 0.09 
0 HHH 8.8 1 1.5 0.7 140 417 0.12 
0 HHH 8.8 2 1.8 0.9 142 545 0.07 
0 HHH 8.8 3 2.1 0.9 126 577 0.07 
6 CCC 6.8 1 0.6 0.2 22 218 N/A 
6 CCC 6.8 2 0.6 0.2 22 225 N/A 
6 CCC 6.8 3 0.7 0.2 22 259 N/A 
6 HCH 6.6 1 1.2 0.5 128 302 0.23 
6 HCH 6.6 2 1.1 0.7 79 597 0.06 
6 HCH 6.6 3 2.0 0.7 110 516 0.08 
6 HHH 14.9 1 1.7 0.8 131 501 0.09 
6 HHH 14.9 2 2.1 1.0 133 657 0.05 
6 HHH 14.9 3 2.3 1.0 119 678 0.05 
37 CCC 37.6 1 2.6 0.9 21 1030 N/A 
37 CCC 37.6 2 2.3 0.9 21 1007 N/A 
37 CCC 37.6 3 2.7 1.0 21 1098 N/A 
37 HCH 46.1 1 2.2 0.9 128 571 0.07 
37 HCH 46.1 2 2.1 1.4 67 1236 0.01 
37 HCH 46.1 3 3.5 1.4 109 1016 0.02 
37 HHH 48.1 1 2.5 1.3 137 793 0.03 
37 HHH 48.1 2 2.9 1.6 139 997 0.02 
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Fig. 5.5: The time-averaged normalized velocity u, with uncertainty bands of the jet profiles at z = 
0. These velocities were acquired using Stereo PIV at x = 7 .1 mm. 
experiments the jets were laminar. 





can be used to determine if the fluid behaves as free or forced convection. The Grashof num-
ber Gr, is used to estimate the ratio of buoyancy to viscous forces. The Gr was calculated 
as 
Gr= gf3(Ts - Tamb)Di 
1/2 
(5.5) 
where g is the acceleration due to gravity, /3 is the volumetric thermal expansion coefficient 
for air at the jet exit, T8 is the channel surface temperature at the jet exit, and v is the 
kinematic viscosity of air at the channel exit. When the Ri is » 1 the flow is forced 
convection and for Ri ~ 1, the flow is natural convection [58]. The Ri was calculated for 
the nine experimental cases and all are < 0.3 which indicates forced convection. This was 
true even for the purely buoyantly-driven cases. The small channel gap distance was mainly 
responsible for the Ri ~ 1. 
Tung et. al used several modeling strategies to solve a I/12th cross section of a prismatic 
HTGR core with bypass fl.ow. They used turbulence models to solve the forced convection 
cases for their initial conditions but indicate that they could use a laminar model to solve 
for the natural convection LOFA scenario. For all models used, they indicated the channel 
flow had a Re between 200 and 500 while the Ri was less than 0.1, a parameter space similar 
to these validation experiments [11]. 
5.2 System Response Quantities 
Two SRQs were measured for these validation experiment conditions. These were 
measured at the same time as the BCs so that the BCs apply to the SRQs. The two SRQs 
were the velocity at the span-center in the upper plenum and the air temperature. 
Two components of velocity, the stream-wise velocity u, and the wall-normal velocity v, 
were measured using 2C PIV. These velocity data were published as instantaneous velocity 
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Fig. 5.6: The time-averaged stream-wise velocity in the upper plenum is shown for the nine exper-
imental cases. The instantaneous velocities were recorded through time for the data archive. The 
velocity field was normalized from O to 1 by the minimum and maximum velocities for each case. 
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The narrowing of the jets, primarily seen in jet 1, -y, was due to lateral motion and 
the jet generally had a lower mean velocity than the other jets. 
It was observed that as the pressure drop across the test section due to the blower 
increased, the location of jet coalescence moved downstream. Heating the flows increased 
jet mixing. The amplitude of the lateral motion was highest for the heated cases. In the 
dPO and dP6 cases, the jet was off-center in y most of the time. 
These observations are consistent with the findings of Suyambazhahan et al. who 
performed simulations of non-isothermal twin parallel jets. They observed that as the 
Richardson number decreases, the jet coalescence location moves downstream and that the 
mixing and amplitude of oscillations increase due to buoyancy effects. They also observed 
that symmetry about the midplane between the jets was lost with buoyancy effects [70]. 
The Reynolds stresses were calculated from the 2C PIV velocity measurements in the jet 
mixing region. The fluctuating velocity u', was calculated from the instantaneous velocity 
u, and its mean u, by Reynolds decomposition 
u' = u - u 
for each component of velocity. The Reynolds stresses were calculated as 
,-r - -u'u' 1 XX - l ,-r - -u'v' 'XY - ' and ,-r - -v'v' 'YY - · 
(5.6) 
(5.7) 
The Reynolds stresses can be used to infer information about the amount of mixing that 
has occurred in a jet. Generally, better mixing has occurred when the Reynolds stresses are 
small in a jet [71]. The Reynolds shear stress u'v' for these experiments is shown in Fig. 
5.7. 
The Reynolds shear stress -u'v', often had different behavior for each jet. The fluc-
tuating velocity components u' and v', were anticorrelated for jets leaning toward +y and 
correlated for jets leaning toward -y. For vertical jets, u' and v' on the +y side of the jet 
were anticorrelated while on the left side of the jet were correlated. These scenarios are 
shown in Figure 5.8. 
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Fig. 5. 7: The Reynolds shear stress -u'v' was calculated in the jet mixing region of the upper plenum. 
The magnitude was normalized by ± the maximum value for each case. 
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Fig. 5.8: Reynolds shear stress for different jet scenarios: vertical jet, jet leaning inward in -y, and 
jet leaning inward in +y, comparable to the dP37 HCH case. The colored dashed arrows represent 
jet velocity fluctuations from the hypothetical jet mean location, black solid arrow. Below, the 
fluctuating velocity components are shown for either side of the jet as positive, red, or negative, 
blue, solid arrows. Velocity fluctuation components for jets leaning inward in +y were generally 
anticorrelated while those leaning in -y were correlated. Vertical jet velocity fluctuations were 
correlated on the -y side of the jet and anticorrelated on the +y side of the jet. 
For the inner vertical jet, the u' decrease often occurred with a v decrease on the -y side 
and v' increase on the +y side of the jet. This was due to the stream-wise velocity being 
dominant. Low pressure regions on either side of the jet between the middle and outer jets 
caused the v' outward with a -u' for jet deviations from vertical. For the inward leaning 
outer jets, the wall-normal velocity component was more significant than for the inner 
vertical jet. The stream-wise velocity fluctuation u' and wall-normal velocity fluctuation v' 
were either correlated or anticorrelated for both sides of the jet. For these leaning jets, the 
jet direction generally dominated the sign of the Reynolds shear stress rather than the low 
pressure regions on either side of the jets like for a vertical jet. 
The air mixing temperature was measured using 40-guage butt-welded TC probes 
throughout each experiment. The instantaneous temperature was recorded for the data 
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archive with the other SRQ and BCs. The 16 TC probes were located 120 mm downstream 
of the jet exit. 
Cyclic, high amplitude temperature changes of a fluid impinging on a surface can cause 
damage. These characteristics were exhibited most during the dP0 cases. The temperature 
trace of the TC nearest to the origin is shown for the HCH and HHH cases in Fig. 5.9. 
Contour plots of all the TC probes during each experiment are shown in Fig. 5.10. 
A separate experiment was run to try to measure the flapping frequency of the case that 
appeared to have the most apparent high amplitude cycles. The test section was brought 
to steady state dP0 HHH case conditions. The TC array in the mixing region measured 
the upper plenum fluid temperature for 43 hours at 20 Hz. 
These temperature data were analyzed through FFTs. The temperature array for each 
probe was broken up into about 750 records Trecord, of length 212 over which the real values 
of the FFTs were averaged as 
TFFT = IFFT(Trecord) 1- (5.8) 
The Fourier transform of the probe temperature result for the thin-wire probe at (120, 
-9, 0) mm is shown in Fig. 5.11. The plot curve is relatively smooth in the frequency 
domain and no obvious peaks were seen indicating there was not a dominant frequency for 
the data set. The Fourier transform of each thin-wire TC probe was very similar to the 
one shown. The lack of a dominant flapping frequency is likely due to two factors: P2P 
flow and unmatched momentum flux. In the experiments by Kimura et al. investigating 
the temperature transfer from fluctuating temperatures of heated parallel triple-jets to a 
wall, a dominant peak was observed under isovelocity conditions. When the experiment 
was run with non-isovelocity conditions the peak in the power spectrum density curves 
for temperature fluctuations was not present [30]. This result reinforces that matching 
momentum flux in the wind tunnel for future experiments would be beneficial for measuring 
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Fig. 5.9: Temperature trace of the TC probe at (120, -9, 0) mm compared for HCH and HHH cases. 
The frequent large temperature shifts, especially in the heated dPO cases, is similar to the thermal 
striping that is found in HTGRs. These are the physics this validation experiment was intended to 
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Fig. 5.10: A contour plot of the sixteen TC probes through time of the different experiments. The 
two cases dP6 and dP37 CCC were both ambient so the mixing temperature is not shown. These 
data were plotted from the tabulated data archive. The temperature was normalized from O to 1 by 

















Fig. 5.11: Fourier analysis of the thin-wire TC probe at (120, -9, 0) mm during steady state dPO 
HHH case conditions over an acquisition time of 43 hours sampled at 20 Hz. The curve is smooth 
indicating there was not a dominant flapping frequency of the jets. 
CHAPTER6 
CONCLUSION 
The unique contributions from this dissertation are: 
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• A demonstration of the time-dependent temperature bias error in two-color LIP tem-
perature measurements from seed accumulation on a nearby surface. 
• The publication of tabulated BCs and SRQs for CFD validation of P2P flow through 
parallel heated channels. 
• There was not a prominent frequency in the mixing heated jets. This was discov-
ered through Fourier analysis of upper plenum temperature measurements during an 
extended experiment. 
Uncertainty quantification experiments using the LIP measurement technique and 
BAM phosphorescent particles were performed. A matte black background surface was 
located 152 mm from the LIP temperature measurement location, parallel to the laser 
sheet. This provided a nearby surface where particles accumulated during temperature 
acquisition, similar to how particles would accumulate in an enclosure. The accumulation 
of particles on the matte black surface, CW probe, and jet exit resulted in a significant 
time-dependent temperature bias error. 
Figure 4.4 demonstrates that the LIP temperature measurement is impacted by seed 
accumulation on a nearby surface through time. In this case where BAM particles were 
used, the LIP temperature measurement decreased as seed particles accumulated on the 
nearby surface. Although the time-dependent temperature bias error is directly related 
to the rate of seed accumulation on the surface and distance from the surface, which is 
unique to each experiment, these results can be useful for a qualitative understanding of 
how surface seed accumulation affects LIP temperature measurements. 
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A new wind tunnel test section was designed, instrumented, and built to achieve a 
high level of validation completeness in P2P flow through heated parallel channels. This 
was accomplished by using simplified geometry, selecting high-fidelity measurement systems, 
measuring and publishing the system BCs and SRQs, and describing test procedures. 
For this first attempt at a benchmark validation experiment of P2P flow, nine exper-
iments were performed varying the relative channel temperature and rotations per minute 
of a blower. The BCs, SRQs, and their uncertainty were published as a tabulated data 
archive in the Utah State University Digital Commons [72]. These data are useful for the 
validation process. 
The data archive contains the experimentally measured inputs and outputs for sim-
ulations of similar flows. The data include an as-built solid model, measurements of the 
atmospheric properties and calculations of fluid properties, the pressure drop across the test 
section, surface temperature of the channel walls and outer tunnel walls, and temperature 
of the mixing fluid in the upper plenum mixing region. Stereo PIV was used to measure 
three components of air velocity inflow into the upper plenum. Two-component PIV was 
used to measure the air velocity in the upper plenum jet mixing region. 
The data archive was organized for easy access for CFD validation. Tabulated data were 
recorded in comma-separated values files with the BC and SRQ measurement, uncertainty, 
global coordinates, and time when applicable. The as-built model is available for importing 
into simulation environments as a Parasolid, STEP, and STL file. 
As a benchmark case, the geometry was simplified from a HTGR and apply to more 
fundamental flows than only those found in HTGRs. The highly-coupled thermal-fluid 
dynamics in the upper plenum of a HTGR during a LOFA scenario likely have interactions 
in three dimensions that cannot be captured in these benchmark validation experiments. 
The data from these validation experiments are useful as a first attempt at CFD validation 
of P2P flow through parallel heated channels in the parameter space 218 < Re< 1236 and 
Ri < 0.26. 
The validation experiment was successful at measuring the BCs and SRQs during the 
desired physics. The physics of interest were high temperature variations at a location due 
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to lateral jet motion in the mixing region, downstream of heated parallel jets. These data 
can be useful for simulation validation of thermal striping found in HTGRs. 
The wind tunnel test section has potential for many future validation experiments. The 
next validation experiments in this P2P wind tunnel test section can decrease the temper-
ature difference between channels, vary the channel gap size, or adjust the momentum flux 
of the channels by using porous screens. 
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