We study the near-field energy transfer rates between two finite size quantum dot disks, generalizing the result of Förster coupling between two point dipoles. In particular, we derive analytical results for the envelope of the electronic wavefunction for model potentials at the boundaries of quantum dot disks and demonstrate how the Förster interaction is screened as the size of the dots becomes comparable to the dot-dot separation.
Semiconductor quantum emitters play a key role in many applications in optoelectronics, quantum electodynamics (QED), and fundamental optical science. Although atomic or molecular dipole emitters are commonly studied for their clear two-or multi-level energy transitions which are easy to understand theoretically, they are not suitable for integration with mature semiconductor nanotechnologies not for frequency tuning of the resonant transition energies. In contrast, semiconductor quantum dots (QDs) are highly tunable and controllable "artificial atoms." Unlike true atoms, which fall well within the point dipole approximation (PDA) in the presence of visible light, QDs can have sizes, and distances with respect to each other, that can vary from several nanometers to tens or hundereds of nanometers [1] , which is not only non-negligible compared to the typical wavelengths of light but is highly important when integrated in nanophotonic structures that mould the flow and confinement of light on similar size scales. Even for single quantum emitters, for QD emitters and large molecules having comparable size and distance, both experimental and theoretical analysis have shown that the PDA is no longer valid due to the finite size of the dipole [2] [3] [4] [5] . Further examples where PDA breaks down include QD emitters coupled to a nanoplasmonic heterostructure, where the photonic local density of states (LDOS) can vary wildly on the single-and sub-nanometer scale [6, 7] .
Significant work has been done to grow and characterize coupled pairs of vertically stacked QDs [1, [8] [9] [10] , as well as supporting theory investigations [11, 12] , where one of the prominent features of the coupled-QD spectra is a large energy splitting (>meV) of the exciton transition energy, commonly known and treated as Förster coupling [13] (if outside the regime of electronic tunnelling). To move beyond the PDA, several works have implemented a wavefunction approach to describe the QD system at the single-QD level [3] as well as multi-QD level [14] . For cylindrical QDs, like those in a stacked configuration, the solution to the simple harmonic oscillator (SHO) potential is typically used to approximate the electron-hole (exciton) wavefunction in-plane, and either the SHO or the infinite square well (ISW) potential along the QD axis. Other geometries of QDs, like spherical, have been previously described using superpositions of atomic potentials [15] .
Partly motivated by emerging experiments [12] , in this work, we generalize the PDA between two quantum dots (the usual Förster coupling between point dipoles) to systems where the distance between two dots can be as small as their extension. We use a two-space Coloumb Green function as well as the electronic wavefunction for a thindisk quantum dot geometry. The wavefunction is evaluated using several different electronic potentials including the SHO and the infinite square well, as well as approximating the wavefunction as a step function over the area of the QD. We use these results to calculate the effective Förster potential between two vertically stacked QDs separated by a small gap, and thus, the expected effective splitting of the electronic energy level. More notably, we show that by approximating the wavefunction as a simple step function and assuming infinitesimally thin QDs, we can simplify the difficult 6-dimensional spatial integral with a very simple 1-dimensional integral, and achieve a reasonable approximation to the more complex example of a finite-thickness QD using a SHO potential. In the limit of large QD gaps, we also show how and when the PDA is recovered.
Using a longitudinal near-field interaction, we can write the interaction Hamiltonian for the two QD dots as [16, 17] :
where q is the carrier charge, ρ is the charge density, and φ is the electromagnetic potential. Figure 1 shows the setup of the two dots, where D is the centre-to-centre distance between the dots and R is the radius of the dots, as well as the coordinate system used in the rest of the formulation; here, r n is the coordinate of the charge carrier within the unit cell for the bulk material of the quantum dots (i.e., InAs), and R n is the coordinate of the unit cell, resulting in the total vector r = R n + r n . For the wavefunction of electrons, we will use an envelope approximation such that, ψ a λ (r) = ζ a λ (R n )u λ (r n ), where a is the dot number (1 or 2), λ is the band number (valence or conduction), ζ a λ (R n ) is the envelope function, and u λ (r n ) is the Bloch function within the n th unit cell. The potential is given by
where ε is the relative electric-permittivity (dielectric constant) of the bulk material of the QDs and ε 0 is the vacuum permittivity. Later on, we simplify the system to a homogeneous medium in the near field, ε(r) → ε ( 12 for InAs), and Eq. 2 can be simplified to ∇ 2 φ(r) = − ρ(r) εε0 . More generally, We can write the Coloumb Green function in a similar fashion, defined from
The Green function is easily obtainable either analytically for a homogeneous medium (or simple geometries like waveguides) or using numerical methods for more complicated geometries. In our coordinate system and within the rotating wave approximation, we may approximate the Green function into two parts, namely monopole-monopole and dipole-dipole interactions, using a Taylor series expansion, since R n >> r n :
where the first term includes monopole interactions, the second term included dipole interactions, and other terms include higher order interactions. The interaction Hamiltonian (Eq. 1) can now be written in terms of the envelope function, Bloch function, and Green function using φ(r) = dr G(r, r )ρ(r ) as well as the secondquantization of the charge density as an expansion of electronic eigenstates, ρ(r) = q aa a † a a a ψ * a (r)ψ a (r):
where the indices on the creation/annihilation operators (a † i /a i ) represent all quantum numbers present such as dot number and band number, and V aa bb F is the effective potential.
The effective potential can then be written (using only the dipole-dipole interaction term in Eq. 4),
which gives a generalized Förster coupling for the dipoledipole interaction including the limit of the usual Förster coupling. The interband dipole moment on the microscopic scale of the bulk material can be defined as:
where V U C is the volume of the unit cell. Utilizing Eq. 7 and changing from discrete variables to continuous ( n → 1
which is a 6-d integral (4-d if we consider the dots to be infinitely thin) that can be numerically quite challenging.
Analytical Results.-Before applying numerical calculations, we aim to simplify both the geometry and mathematics of the solution presented in Eq. 8 by taking the thickness of the dots to be infinitesimally thin:
where the dimensions are shown in Fig. 1 and ρ is the radial direction in cylindrical coordinates (and angular direction will be denoted by ϕ). The second approximation is that the Green function is dominantly given by the homogeneous solution in the near field, even though waveguides can add a significant contribution [12] . The homogeneous Green function can be derived from Eq. 3 by considering the permittivity to be spatially independent, ε(r) = ε, and is given by
Starting from Eq. 8, and assuming the dipoles are oriented in the x direction (or y), and using the homogeneous Green function given by Eq. 10,
(11) Converting to cylindrical coordinates, such that (d · ∇ r )Θ(R −ρ) = −dδ(R −ρ) cos (ϕ), the effective potential can be re-written as (for d aa = dx and d bb = dx ):
where we have defined:
To separate ϕ and ϕ in the integrand, let us choose a new coordinate system for which we define ϕ − = ϕ − ϕ and ϕ + = ϕ + ϕ . In this new coordinate system, cos (ϕ) cos (ϕ ) = 1 2 cos (ϕ − ) + cos (ϕ + ) , and, sin 2 ϕ−ϕ 2 = sin 2 ϕ− 2 . Thus, Eq. 12 becomes,
The limits of the integration must also be changed, such that,
2 )+1] 1/2 , and our final solution for the effective potential becomes,
We can (and will) numerically perform the integral presented by Eq. 15, but first let us examine the integral in the small (lim α→0 or R D) and large (lim α→∞ or R D) limits of α. The Taylor series expansion about α = 0 for the integral in Eq. 15 is given to first order by:
which is exactly our usual dipole limit (i.e. treating the dot as a point dipole) with a square dependence on the dipole moment and an inverse cubic dependence on the separation. If we try to take the limit of α → ∞, it seems that the entire function evaluates to zero, but we must be more careful since we pass through the point ϕ − = 0, resulting in sin 2 (ϕ − /2) = 0, where the product of α 2 sin 2 (ϕ − /2) becomes finite. Thus, let us take the Taylor series expansion about ϕ − = 0 in Eq. 15: cos (ϕ−)(2π−ϕ−)
, for the large α limit. The resulting effective potential is then:
which, in contrast to the small α limit, has an inverse polynomial (approximately cubic) dependence on the radius of the disks, rather than the distance between the disks. Figure 2 shows the high-and low-α limits (Eq. 17 and 16, respectively) as well as the full solution to our simplified setup, provided by Eq. 15. As expected, the full solution converges to the high-and low-limit solutions.
Numerical Results.-Next, we will perform the full integration in Eq. 8 and compare it to our simplified solution in Eq. 15. For this, we have a few choices for 
where F (z) is either δ(z) or δ(z − D) for dot 1 or 2, respectively, L is an effective length related to the disk radius by R = √ 2L [3] , b is an integer ≥1, and Γ(z) is the Gamma function for continuous variables. The choice of F (z) being a Dirac-delta function (i.e. infinitely thin dots) can be easily changed to an infinite square well solution, however, this requires as extra dimension to integrate over, so we will leave this out for now. The x derivative of the Gaussian function is given as:
, which in the limit of the regular Gaussian (b=1), recovers the expected expression ∇ x ζ * v (r)ζ c (r)| b=1 = δ(z) 1 2πL 4 ρ cos (ϕ) exp − ρ 2 2L 2 , and in the limit of b → ∞, the expected expression for the derivative of a step function is also recovered:
The potential can then be re-written for the Gaussian form,
(20) The wavefunction envelopes and their derivative in x are shown in Fig. 2(a) . It is clear that the step function is recovered in the limit of b → ∞. Figure 2(b) compares the solution of the step function and the Gaussian function in x−y (infinitely thin in z), showing that the high-b limit recovers the solution for the step function approximation, and in the limit of α → 0, all solutions converge to the dipole limit, as expected. The integrations are performed over the range of ρ = [0, 5R] and θ = [0, 2π], using 200 steps (40 points per R), which was carefully checked for convergence.
Previously, F (z) was defined as a Dirac-delta function (δ(z) and δ(z − D)). To check this assumption, we also consider a finite size dot in z which is defined by an infinite square well potential. Thus, the function is now
2T sin nπ T (z + T /2) for |z| < T /2 and zero outside these bounds, where T is the thickness of the disk, and we consider only the lowest order state (n=1). The numerical integration is now done over two more dimensions (z, z ) than before, causing simulation time to increase by a few orders of magnitude for well-converged results. For both the step function and the Gaussian solution (b=1), the effect of including the infinite square well potential in z was investigated for a dot thickness of R/10, which resulted in less than a 0.5% difference with the Dirac-delta function in z.
In summary, we have reported on the effective two-QD potential beyond the PDA by using a model enve-lope exciton wavefunction and the two-point Coulomb Green function. The model wavefunctions are calculated first for infinitesimally thin QDs with three different scenarios of in-plane envelope wavefunctions: (i) a circular step function, (ii) a Gaussian function (solution to the 2D SHO), and (iii) a super-Gaussian function. The resulting Förster coupling potential, V F , was calculated in each case as a function of QD separation along the QD axis, and found that the potential agreed with the PDA limit and the infinite plate limit for very large and small separations, respectively; however, in the intermediate separation range of approximately 1/10<R/D<10, the overall potential was smaller than either limit, resulting in a screening of the usual Förster coupling of two point dipoles. Finally, the effect of QD thickness is included by introducing an infinite square well potential in the axial direction, and perform the full 6-D integrals, finding less than a 0.5% deviation from the thin-QD approximations for thicknesses up to R/10.
