Abstract. New classes of generalized Nevanlinna functions, which under multiplication with an arbitrary fixed symmetric rational function remain generalized Nevanlinna functions, are introduced. Characterizations for these classes of functions are established by connecting the canonical factorizations of the product function and the original generalized Nevanlinna function in a constructive manner. Also a detailed functional analytic treatment of these classes of functions is carried out by investigating the connection between the realizations of the product function and the original function. The operator theoretic treatment of these realizations is based on the notions of rigged spaces, boundary triplets, and associated Weyl functions.
Introduction
In the fifties M.G. Kreȋn introduced the classes of Stieltjes and inverse Stieltjes functions, denoted here by S and S −1 , as subclasses of the class of Nevanlinna functions. These functions were introduced in connection with investigations on the theory of the generalized resolvents and the theory of spectral functions of strings. M.G. Kreȋn showed that these classes have a simple characterization: f (z) ∈ S ⇐⇒ f (z), zf (z) ∈ N 0 , with a similar characterization for the class of inverse Stieltjes functions. Here N denotes the class of (ordinary) Nevanlinna functions. In the seventies the class of Nevanlinna functions was generalized by M.G. Kreȋn and H. Langer to a class of generalized Nevanlinna functions with κ negative squares, denoted by N κ ; see [23, 24] . One specific subclass of N κ , which was initially introduced for solving indefinite analogues of the Stieltjes moment problem, is the class N + κ defined as f (z) ∈ N + κ of a symmetric operator which have spectral gaps in their spectra, see [8] . V.A. Derkach extended the Stieltjes (and inverse Stieltjes) classes also in a different direction:
f (z) ∈ N +κ k ⇐⇒ f (z) ∈ N k , zf (z) ∈ N κ , see [3] . All the preceding classes of complex functions can be seen as special cases of the classes Nκ κ (r), which will be investigated in the present paper. The definition of the class Nκ κ (r) involves an arbitrary symmetric rational function r and two indices κ,κ, which are used to describe the number of negative squares of the Nevanlinna kernels associated with the functions Q and rQ:
Nκ κ (r) = { Q ∈ N κ : rQ ∈ Nκ }.
All the above mentioned special cases involve a simple symmetric rational function r of degree one; namely either r or 1/r has the form z−b z−a or z − b, a, b ∈ R. The aim of this paper is to describe the characteristic properties of functions in the classes Nκ κ (r) and to investigate relevant functional analytic connections they have in the area of operator and spectral theory. The applicability of these functions is covering topics, which occur in the literature for some elementary rational functions r. The results extend various previously known facts, which has been established for some special cases of the classes Nκ κ (r).
The methods used in the present paper differ from those appearing in the above mentioned papers in some special cases; the approach is constructive and a basic tool here is the canonical factorization of generalized Nevanlinna functions, see [11] (cf. also [7] or Proposition 2.4 below). Although from a general point of view the framework involves notions from indefinite inner product spaces, the approach used here reduces the main problems to analogous problems for the classes N 0 0 ( r), where no indefiniteness occurs. Here r can be taken to be a symmetric rational function with real zeros and poles of order at most two (see Theorem 4.12) .
In this paper systematically track is kept off the connections between the canonical factorization of the functions Q and rQ (see Theorems 4.5 and 4.9) . This gives a basis for the investigations concerning the realizations for the functions Q and rQ and the functional analytic connections between these realizations. The key observation in establishing realizations for the functions Q and rQ is based on some local integrability properties of these functions, involving so-called Kac-Donoghue classes of Nevanlinna functions (see Propositions 3.1 and 4.17) . This motivates a study of certain local versions of rigged Hilbert spaces associated with selfadjoint relations (see in particular Sections 5.3, 5.4). The functional analytic connection is first made precise in the abstract case (see Theorems 6.2, 6.5 and Proposition 6.6) and thereafter it is made more accessible by means of (the minimal) L 2 (dσ)-models (Theorem 6.7).
The contents of the paper are now outlined. In Section 2 some preliminary results on (generalized) Nevanlinna functions and their realization are stated. In Section 3 Kac-Donoghue classes of Nevanlinna functions are introduced and Nevanlinna functions with spectral gaps are characterized. Using these results the classes N κ κ (r) are characterized in Section 4. Local versions of rigged spaces are introduced in Section 5, and they are used to obtain realizations for functions in the Kac-Donoghue classes. Finally, Section 6 uses all the preparations to connect the realizations of the functions Q and rQ when Q ∈ N κ κ (r).
Preliminary results
Some facts on scalar (generalized) Nevanlinna functions and linear relations are recalled, and a realization for Nevanlinna functions by boundary triplets is given.
Nevanlinna functions.
Recall that a (scalar) complex function f is called symmetric if f (z) = f (z). A symmetric function Q belongs to the class of (ordinary) Nevanlinna functions, i.e. Q ∈ N , if Q is holomorphic on C \ R and Im (Q(z))/Im (z) ≥ 0 for all z ∈ C \ R. Equivalently, Q is a Nevanlinna function if and only if there exists α ∈ R, β > 0, and a nonnegative Borel measure dσ such that Q has the following integral representation:
where ρ(Q) denoted the domain of holomorphy of Q. The set σ(Q) is defined as σ(Q) = R \ ρ(Q), if β = 0; σ(Q) = (R \ ρ(Q)) ∪ {∞}, if β > 0.
Here β > 0 is to be interpreted as a point mass at ∞. In particular, if σ p (Q) denotes the point spectrum of Q, then ∞ ∈ σ p (Q) if and only if β > 0. If Q is holomorphic on an interval (c, d) ⊂ R, then it follows from (2.1) that for λ ∈ (c, d),
In particular, if Q is not a constant function, then it is strictly increasing on the interval (c, d); such an interval is called a spectral gap of dσ.
The characterizing objects in the integral representation of a Nevanlinna function are its spectral measure 1 The next lemma contains some further information about the local behavior of Nevanlinna functions on the real line: these facts can easily be deduced from the integral representations of Nevanlinna functions; see e.g. [12, 20] . 1 The spectral measures of Nevanlinna functions will always be assumed to be normalized in the standard manner: σ(t) = (σ(t+) + σ(t−))/2 and σ(0) = 0. Remark 2.3. The notation z →c stands for the non-tangential limit from the upper (or lower) half-plane, if c ∈ R, or a sectorial limit (with | arg(z) − π/2| ≥ α > 0) if c = ∞. In particular, lim z →c f (z) = ∞ indicates that lim z →c |f (z)| = +∞. If the limit of f (x) (with x ∈ R) exists as an improper limit the notation lim x→c f (x) = +∞ or lim x→c f (x) = −∞ is used.
Generalized Nevanlinna functions.
A symmetric function Q belongs to the class of generalized Nevanlinna functions, denoted by N κ for κ ∈ N, if Q is meromorphic on C \ R and its kernel (Q(z) − Q(w))/(z −w) has κ negative squares for z, w ∈ ρ(Q); see [22, 23] . In particular, N = N 0 is the class of (ordinary) Nevanlinna functions. For a generalized Nevanlinna function Q = 0 define π α with α ∈ R ∪ {∞} to be the largest nonnegative integer such that Likewise, define κ β with β ∈ R ∪ {∞} to be the smallest nonnegative integer such that (2.5)
If π α > 0 (κ β > 0) then α (β) is said to be a generalized zero (pole) of nonpositive type (GZNT) (or (GPNT)) of Q with multiplicity π αi (κ β , respectively).
be the collection of all zeros in C + and all generalized zeros of nonpositive type (GZNT) in R of Q with multiplicities π αi , 1 ≤ i ≤ m. Similarly, let {β i } n i=1 be the collection of all poles in C + and generalized poles of non-positive type (GPNT) in R of Q with multiplicities κ βi , 1 ≤ i ≤ n. The following result characterizes the class of generalized Nevanlinna functions; see [11] (cf. also [7] ). 
where κ = max{ m i=1 π αi , n i=1 κ βi }. The unique factorization φQ 0 , Q 0 ∈ N , of any generalized Nevanlinna function Q provided by the above proposition is called the canonical factorization of Q. Moreover, note that π ∞ + m i=1 π αi = κ ∞ + n i=1 κ βi . In particular, a generalized Nevanlinna function is an ordinary Nevanlinna function if it does not have any GZNT's or GPNT's in C ∪ {∞}.
The canonical factorization allows an easy proof of the next composition result.
Lemma 2.5. Let Q ∈ N κ and let τ ∈ N be a rational Nevanlinna function of degree k. Then Q • τ ∈ N kκ and, furthermore, the canonical factorizations of Q and Q • τ are connected by
Proof. For rational functions r 1 and r 2 the degree of the composition r 1 • r 2 is given by deg(r 1 • r 2 ) = deg(r 1 ) deg(r 2 ), see [28] . Let Q = φQ 0 , Q 0 ∈ N , be the canonical factorization of Q in Proposition 2.4. Then φ • τ is a rational function of degree kκ.
Since τ and φ are symmetric, so is φ • τ . Moreover, this composition is nonnegative on the real line, because φ is nonnegative on the real line and τ maps R ∪ {∞} into R ∪ {∞}. Since Q 0 • τ ∈ N , the statement follows from Proposition 2.4. 
A relation H in the Hilbert space H (i.e., relation from H to H) is said to be symmetric or selfadjoint if H ⊂ H * or H = H * , respectively. For a relation H in H the eigenspaces of H are denoted by
Recall that for a symmetric relation S in H, n + (S) = dim N λ (S * ) and n − (S) = dim N λ (S * ), λ ∈ C + denote its deficiency indices. If S has equal defect numbers, then S allows selfadjoint extensions. If A is a selfadjoint extension of S, then (2.7)
Here + indicates the componentwise sum (linear span) of the subspaces. The multi-valued part of a selfadjoint relation A reduces the relation:
Here A o = P ∞ A ↾ ran P∞ , where P ∞ stands for the orthogonal projector onto dom A = H ⊖ mul A, the so-called operator part of A is a selfadjoint operator in dom A. Using the above decomposition define |A| α , α > 0, as
where |A o | is the modulus of A o , and set
2.4.
Realizations of Nevanlinna functions as Weyl functions. Boundary triplets for symmetric operators in Hilbert spaces, which were introduced in [2, 26] , can be used to realize Nevanlinna functions. Here the definition of a boundary triplet is given for symmetric relations with defect numbers n + (S) = n − (S) = 1 together with a definition for its associated γ-field and Weyl function; see [8, 9] . Definition 2.6. Let S be a closed symmetric relation in a Hilbert space {H, (·, ·)}. Then {C, Γ 0 , Γ 1 } is a boundary triplet for S * if (i) the mappings Γ 0 , Γ 1 : S * → C satisfy the abstract Green's identity:
With A 0 := ker Γ, the γ-field γ λ and the Weyl function M (λ) associated with {C, Γ 0 , Γ 1 } are the vector function and scalar function defined by
Here A 0 := ker Γ 0 and A 1 := ker Γ 1 are selfadjoint extension of S, and π 1 denotes the orthogonal projection in H ⊕ H onto H × {0}. The γ-field and the Weyl function satisfy the formulas (2.10) [8] . This shows that γ is a holomorphic vector-function on ρ(A 0 ) and that M (λ) is a Nevanlinna function. In particular, if M is not a constant function, then 0 ∈ ρ(Im M (λ)) for all λ ∈ C \ R. Nevanlinna functions which have this additional property are called uniformly strict. Notice that S can be recovered from any of its selfadjoint extensions A by means of the γ-field via (2.12)
see [15] . In the terminology of boundary triplets one can formulate the following realization result for uniformly strict Nevanlinna functions; cf. [ 
. If the realization is not minimal, then ρ(A 0 ) may be a proper subset of ρ(Q); see (2.10), (2.11) , and e.g. (2.14) below.
Remark 2.8. It is a consequence of (2.10), (2.11), and Theorem 2.7 that for every Nevanlinna function Q there exists a selfadjoint relation A in a Hilbert space {H, (·, ·)} and an element v ∈ H, such that (2.14)
This type of realization of Nevanlinna functions, as so-called Q-functions, was developed by M.G. Kreȋn and H. Langer (see e.g. [22, 23] ). In this case the γ-field associated to the Q function is defined as (2.15)
An application of the resolvent identity shows that γ λ satisfies (2.10) . This discussion shows that each Nevanlinna function Q can be realized by means of a selfadjoint relation A in a Hilbert space {H, (·, ·)} and a function γ λ which satisfies (2.15) ; in what follows, such a realization is called a {A, γ λ }-realization of Q.
For a Nevanlinna function Q and ξ ∈ R, define the transform
Clearly, Q ξ is a Nevanlinna function (cf. Lemma 2.5). The following result gives a connection between the realizations of Q and Q ξ ; see [16, Lemma 2.4] .
Lemma 2.9. Let Q ∈ N have the representation
, where A is a selfadjoint relation in the Hilbert space {H, (·, ·)} and v ∈ H. Then Q ξ , see (2.16) , has the representation
where
If the γ-fields associated to Q and Q ξ are denoted by γ λ and γ ξ λ , respectively, then it follows from Lemma 2.9 that they are connected by
Furthermore, Lemma 2.9 shows that if {A, γ λ } is a realization for Q, see Remark 2.8, then Q ξ is realized by {A −1 + ξ, γ ξ λ }.
Nevanlinna functions having spectral gaps
Characteristic properties of Nevanlinna functions having gaps in their spectral measure are studied. This involves use of local variants of so-called Kac-Donoghue subclasses and the limit values of Q at the endpoints of the spectral gaps.
Kac-Donoghue classes of Nevanlinna functions. A Nevanlinna function
Q is said to belong to the Kac class N (∞, 1), see [19] , or to the Kac-Donogue class N (ξ, 1) with ξ ∈ R, cf. [17] , if [1,∞) Im Q(iy) y dy < ∞ or
respectively. The classes N (ξ, 1), ξ ∈ R, are connected to the Kac class N (∞, 1) by means of transformation Q ξ , ξ ∈ R, in (2.16). In fact, the identities
show that if Q ∈ N and Q ξ is defined by (2.16), then cf. [17, Proposition 3.3] . It should be also noted that if Q has the integral representation (2.1), then the spectral measure dσ ξ of Q ξ is given by 
If either of the above equivalent conditions holds, then lim z →ξ Q(z) ∈ R.
If ξ is the endpoint of an interval contained in ρ(Q), then the class N (ξ, 1) can be characterized by means of the limit of the function at the point ξ. For this the following lemma, which will also be used in later subsections, is stated. 
1+|t| < ∞ and β = 0; −∞, otherwise;
Proof. By monotonicity, see (2.2), the limit in (i) exists in R∪{−∞}. Furthermore, it follows from Lemma 2.2 that for the limit in (i) to be finite it is necessary that β = 0. If β = 0, then the monotone convergence theorem implies that
for x ∈ (−∞, c). This limit is finite if and only if dσ satisfies the integrability condition in (i). The other statement can be proven with similar arguments.
Combining Lemma 3.2 with Proposition 3.1 yields the following result.
3.2. Nevanlinna functions holomorphic on (the complement of ) a compact interval. Nevanlinna functions with a gap in their spectrum are characterized by means of their limits at the endpoints of this gap. Two cases are considered: the case where ρ(Q) contains a bounded interval (finite spectral gap) and the case where ρ(Q) contains the complement of a compact interval. (ii) the integral representation of Q is given by
, then Q has the integral representation (2.1) with ∆ = R \ (c, d). Moreover, by Lemma 3.2 (ii) the assumption in (i) implies that |t−d|≤1 |t − d| −1 dσ(t) < ∞. Therefore Q can be rewritten as
where η := lim x↑d Q(x) ∈ R, see Lemma 3.2. Observe that
where the integral terms converge (for z ∈ ρ(Q)) as a consequence of the stated integrability condition that dσ satisfies. Substituting (3.3) into (3.2) yields the integral representation in (ii).
(ii) ⇒ (iii) This is evident. (iii) ⇒ (i) This follows from Lemma 2.1 and Lemma 2.2.
As to the last statement, observe that the measure dσ(t) in (ii) does not involve a point mass at x = d, in which case η = lim x↑d Q(x) by Lemma 2.2. On the other hand, if Q is as in (iii) then by applying Lemma 2.2 to the function Q one obtains
If (iii) in Proposition 3.4 holds for someη ≥ η, then it holds also for η = lim x↑d Q(x). Moreover, if (iii) holds for someη ≥ η, then it holds for everyη ≥ η.
Next the case that ρ(Q) ∩ R contains the complement of a compact interval is characterized. The proof for this statement is similar to the proof of Proposition 3.4 and is therefore omitted. 
(ii) the integral representation of Q is given by
Note that Proposition 3.5 can be used to obtain a characterization of the class S[a, b] introduced in [25] . The particular integral representation [25, Theorem A.7] can obtained directly from the integral representation in Proposition 3.5 (cf. (3.2)):
Propositions 3.4 and 3.5 imply the following useful result.
where Q ∈ N and η = lim x↑d Q(x). Since (ii) the integral representation of Q is given by
where η ∈ R and [c,∞)
, then Q has the representation (2.1) with ∆ = [c, ∞). If the limit in (i) is finite, then Lemma 3.2 implies that [c,∞) dσ(t) 1+|t| < ∞. Therefore Q has the representation given in (ii).
(ii) ⇒ (iii) This implication follows from
where the integrals converge as consequence of the assumptions; in particular one 
The last statement is clear by monotone convergence on (−∞, c), see (2.2).
Next consider the case that the limit of Q at the finite endpoint of the semibounded spectral gap is finite. 
where η ∈ R, dσ(t) = dσ(t) t−c , and (c,∞) 
Finally, Lemma 2.2 applied to the integral representation in part (ii) gives the stated limit expression for η. Remark 3.10. Recall that the class of Stieltjes (inverse Stieltjes) functions consists of those Nevanlinna functions which are holomorphic and nonnegative (nonpositive) on R − . These functions were introduced and characterized by Kreȋn, see [20] and the references therein. In fact, since Nevanlinna functions Q are nondecreasing on ρ(Q)∩R, it follows that the class of Stieltjes (inverse Stieltjes) functions consists of those Nevanlinna functions which are holomorphic on R − and satisfy 0 ≤ lim x↓−∞ Q(x) < ∞ (−∞ < lim x↑c Q(x) ≤ 0). Therefore, Proposition 3.8 and Proposition 3.9 with c = 0 and η ≥ 0 or η ≤ 0, respectively, contain, in particular, a characterization for the classes of Stieltjes and inverse Stieltjes functions.
The previous two propositions give rise an analogue of Corollary 3.6. 
If a generalized Nevanlinna function Q belongs to Nκ κ (r) for some symmetric rational function r, whose range meets the negative real line, then Q necessarily has gaps in its spectrum. Proof. Let φ 1 Q 1 , Q 1 ∈ N , be the canonical factorization of rQ. Then rφ 0 Q 0 = φ 1 Q 1 . The rational factors φ 0 and φ 1 admit only finitely many zeros and poles, and between them φ 0 (x), φ 1 (x) > 0. Hence one concludes from Lemma 2.1 that there can exist only finitely many separated poles (hence also zeros) of Q 0 and Q 1 on each open interval where r < 0.
The main results in this section give characterizations for functions belonging to the classes Nκ κ (r) and also identify their canonical factorizations. In particular, in Theorem 4.9 an inverse statement to Lemma 4.2 will be proved. The approach is constructive and, in particular, the connection between the canonical factorizations of the functions Q and rQ, Q ∈ N κ κ (r), is made explicit. From these results one immediately gets, for instance, factorized integral representations for the functions Q and rQ, from which also Kreȋn-Langer type integral representations for functions in Nκ κ (r) can be obtained along the lines of [7, Corollary 3.5].
4.1. Factorization of symmetric rational functions. An arbitrary symmetric rational function r is a generalized Nevanlinna function. In fact, the Nevanlinna kernel for r can be expressed explicitly by means of a Bezoutian; for details see e.g. [4] . The aim of this subsection is to derive in simple terms the canonical factorization in Proposition 2.4 for symmetric rational functions. This factorization is used to simplify later considerations.
If r is a symmetric rational function, then it admits a factorization of the form
is unique if no cancelations occur; this is assumed in the rest of this subsection. The canonical factorization for r can be obtained from (4.1) by describing the canonical factorization for the simple symmetric rational function
here a rational function is called simple if all its zeros and poles are real and of order one. Clearly, only a zero or pole of s(z) can be its GZNT or GPNT, respectively. Next observe that for any zero a ∈ R of s(z) the multiplicity π a (s) is given by
and, similarly, for any pole b ∈ R of s(z) the multiplicity κ b (s) is given by
see Remark 2.3. Note that, since no cancelations occur in (4.2), the limits
are actually finite and nonzero for every zero a ∈ R and every pole b ∈ R of s. The multiplicities π ai and κ bi only depend on the sign of γ and the location of the poles and zeros of s in (4.2). Therefore, associate with s and c ∈ R the integer η c (s) by (4.6) η c (s) = { number of poles and zeros of s greater than c }.
Then the canonical factorization of s can be stated in an explicit form as follows. 
.
Here π ai (s), κ bi (s), and κ = max{
Proof. Since a i = b j , the limits in (4.5) are finite and the signs of these limits are given by (−1) ηa i (s) sgn (γ) and (−1) η b i (s) sgn (γ), respectively. This gives the expressions (4.7) for π ai (s) and κ bi (s) in (4.3) and (4.4), respectively. If π ai (s) = 0 and κ bi (s) = 0, then the corresponding factors (z − a i ) and 1
is included as a factor in ψ, while 1/(z − a i ) (resp. (z − b i )) becomes a factor for s 0 . This gives the stated formulas for s 0 and ψ. Observe, that the new terms do not change s and the limits in (4.5). In terms of s 0 this means that
for every finite zero c and every finite pole d of s 0 . Clearly, the above conditions alone imply that s 0 ∈ N .
The proof of Lemma 4.3 can be used to obtain an independent and constructive proof for the existence of the canonical factorization for simple symmetric rational functions s of the form (4.2 
Proof. The factorization for r is obtained by combining (4.1) with Lemma 4.3. The formulas for π ai (r) and κ bi (r) and obtained from (4.1) and (4.7), since clearly (−1) ηc(r) = (−1) ηc(s) if c is a zero or pole of r of odd order.
In view of (4.9) and Lemma 4.3 the poles and zeros of r 0 = s 0 originate only from odd order real zeros or odd order real poles of r. Moreover, it is easy to decide from the canonical factorization s = ψs 0 in Lemma 4.3 that the poles and zeros of s 0 have the interlacing property, since in view of (4.6) the signs of the limits in (4.5) are alternating for consecutive poles and zeros of s.
4.2.
The case of simple rational functions of degree one. To describe the class N κ κ (r) for simple symmetric rational functions r of degree one, first some observations are made on the product of a general symmetric rational function with a Nevanlinna function.
Let r be an arbitrary symmetric rational function and let Q 0 ∈ N , Q 0 = 0. Then it is clear from Sections 3.2 and 3.3 that the product rQ 0 is not in general a Nevanlinna function; the product rQ 0 need not even belong to the class of generalized Nevanlinna functions. However, if rQ 0 ∈ N κ for some κ ∈ N, then the multiplicities of generalized zeros and poles of nonpositive type of rQ 0 are well defined and given by (2.4) and (2.5), respectively. In the case of a symmetric rational function r it follows from Lemma 2.2 that for any simple zero a ∈ R of r one has
and similarly for any simple pole b ∈ R of r one has
In fact, if r is a symmetric rational function and rQ 0 ∈ N κ then (4.10) and (4.11) imply that for every zero a and pole b of r of order one the limits lim z →a Q 0 (z) and lim z →b Q 0 (z) exist in R ∪ {±∞}; see Section 2.2. Furthermore, in this case r changes its sign at a and b, which implies the existence of the usual (improper) limits lim x→a Q 0 (x) and lim x→b Q 0 (x) for x ∈ ρ(Q 0 ) ∩ {y ∈ R : r(y) < 0}; see Lemma 4.2. Observe, that the signs of
x−a and (x − b)r(x) remain constant around a and b, respectively. Consequently, the multiplicities π a (rQ 0 ) and κ b (rQ 0 ) can be determined easily from the limit values of Q 0 at a and b.
The following theorem gives a characterization for the class N κ κ (s) in the case of a simple symmetric rational function s of degree one. 
Furthermore, if any of the above equivalent statements holds, then sQ 0 ∈ N κ0 for some κ 0 ∈ N and the canonical factorization of sQ is given by φ Q 0 , Q 0 ∈ N , where
Here the factors (z−a) and (z−b) with π a (sQ 0 ) and κ b (sQ 0 ) as in (4.10) and (4.11) appear only for the finite zero a and pole b of s. Moreover, α i ∈ R, 1 ≤ i ≤ n 1 , are the zeros of Q 0 which satisfy −∞ < s(α i ) < 0 and β i ∈ R, 1 ≤ i ≤ n 2 , are the poles of Q 0 which satisfy −∞ < s(β i ) < 0.
For the proof of Theorem 4.5 the following lemma will be used. The lemma itself is proved by making use of Lemma 2.5, which allows to prove the statement via rational functions s of specific form.
Lemma 4.6. Let Q = φQ 0 , s, π a (sQ 0 ), and κ b (sQ 0 ) be as in Theorem 4.5 
In this case sQ 0 ∈ N κ0 for some κ 0 ∈ N and the canonical factorization of sQ ∈ N κ is given by sQ = φ Q 0 , Q 0 ∈ N , where
Here j α = 1 if α ∈ R is a zero of Q 0 for which −∞ < s(α) < 0 (there is at most one such zero α of Q 0 ), and j α = 0 otherwise.
Hence by considering either s or 1/s we can restrict ourselves, without loss of generality, to the case that s ∈ N . In this case s takes the form
Case γ > 0: Then s is given by
Define b = −∞ in the second case, so that in both cases b < a.
2)) implies that there exists at most one zero α ∈ (b, a) of Q 0 and, furthermore, the limits lim z →a Q 0 (z) and lim z →b Q 0 (z) exist in R ∪ {±∞}, see Lemma 3.2.
Next observe that by Corollary 3.6 (b finite) and 3.11 (b infinite) sQ 0 ∈ N if and only if 0
Hence the statements hold in this case with ψ = 1.
If −∞ ≤ γ lim z →b Q 0 (z) < 0 and Q 0 does not change its sign between a and b, so that j α = 0 and γ lim z →a Q 0 (z) ≤ 0, then by Corollary 3.6 (b finite) and 3.11 (b infinite) (1/s)Q 0 ∈ N . Since sQ 0 = (s) 2 (1/s)Q 0 , Proposition 2.4 shows that the statements hold in this case with
If −∞ ≤ γ lim z →b Q 0 (z) < 0 and Q 0 changes its sign between a and b, then there exists a (unique) zero α of Q 0 between a and b with −∞ < s(α) < 0. Hence, 0 < γ lim z →a Q 0 (z) ≤ ∞ and the sign of Q 0 is constant between b and α and between α and a. Define s 1 (z) = γ 
Then sQ 0 = ψs 2 s 1 Q 0 and, hence, Proposition 2.4 shows that the statements hold in this case with κ b (sQ 0 ) = j α = 1, π a (sQ 0 ) = 0, Q 0 = s 2 (s 1 Q 0 ) and ψ as in (4.13). Case γ < 0: Using Lemma 2.5 the statement can be reduced to the cases where
Clearly τ maps the interval with the endpoints 2/(b−a), 2/(a−b) to the complement of the interval between a, b (in R ∪ {∞}). Moreover, when transforming back to get the factorization for the initial function rQ from (4.12), (4.13) note that
Here α = 0 corresponds to the GZNT of sQ at ∞ (also to the zero of Q 0 at ∞). Similarly, the case γ/(z −b) ∈ N can be reduced to the proven case by composing it with the transformation τ (λ) = (b
Proof of Theorem 4.5. (i) ⇒ (iii) This holds by Lemma 4.2.
(ii) ⇔ (iii) The factorization Q = φQ 0 implies that the sets σ(Q) and σ(Q 0 ) can differ from each other only at the zeros or poles of the rational function φ; see also (2.3).
(iii) ⇒ (i) Without loss of generality assume that γ > 0; compare the proof of Lemma 4.6. Then by the assumption the open interval where s is negative contains finitely many (n 2 ) separated poles β i ∈ σ p (Q 0 ). Since Q 0 ∈ N , there are also finitely many (n 1 ) zeros α i of Q 0 , and the zeros α i and the poles β i of Q 0 between a and b are interlacing, in particular, |n 1 − n 2 | ≤ 1. By considering either Q 0 or −1/Q 0 ∈ N one can assume that the zeros and poles of Q 0 ∈ N on the open interval between a and b are ordered as follows:
. In particular, if n 2 = 0 then (i) follows immediately from Lemma 4.6. Now assume that n 1 ≥ n 2 ≥ 1. Because of the disjointness of the intervals
Then Corollary 3.6 shows that Q 0 /s i ∈ N . Furthermore, by Remark 3.7 this function admits a holomorphic continuation to the endpoints of the interval (β i , α i ) and
continuation to the open interval where s is negative, and on this interval
Now s and Q 1 satisfy the condition of Lemma 4.6 and therefore
where Q 2 ∈ N and π α0 = |n 1 − n 2 |. Here Q 2 has no zeros where s is negative, and α 0 is a pole of Q 2 only if π α0 = 1. In particular, Q 1 and Q 2 have different signs on the interval where s is negative. Applying Lemma 4.6 (n 2 times) shows that
where Q 3 ∈ N . Now (4.16) together with (4.14) and (4.15) implies (i). Then, equivalently, sQ 0 ∈ N κ0 for some κ 0 ∈ N; see (4.14). Moreover, it is clear that π a (sQ 1 ) = π a (sQ 0 ) and Let s be a simple symmetric rational function of degree one and let Q ∈ N κ κ (s) have the canonical factorization φQ 0 , Q 0 ∈ N . Then by Theorem 4.5 all the zeros α i and poles β i of Q 0 which satisfy −∞ < s(α i ) < 0 or −∞ < s(β i ) < 0 become GZNT's and GPNT's of sQ 0 (with multiplicity one), respectively, and the only other points which can become a GZNT and a GPNT of sQ 0 (with multiplicity one) are the pole and zero of s (including ∞), respectively. Consequently, only the zeros of φ, the zero of s, and α i can become GZNT's of sQ and only the poles of φ, the pole of s, and β i can become GPNT's of sQ.
Furthermore, by means of (2.4) or (4.10) it can be decided whether the (finite) zero of s becomes a GZNT of sQ 0 and, similarly, by means of (2.5) or (4.11) it can be decided whether the (finite) pole of s becomes a GP N T of sQ 0 . To decide whether ∞ is a GZNT or GPNT of sQ 0 (and hence possible a GZNT or GPNT of sQ) one can use (2.4) and (2.5): ∞ is a GZNT or GPNT of sQ 0 if and only if
The results obtained in the previous subsection are extended to obtain a characterization for the classes N κ κ (r), when r is an arbitrary symmetric rational function.
The following lemma is used to prove the main result via Theorem 4.5. 
Proof. Let the numbers of real zeros and poles of s be l 1 and l 2 , respectively. By the interlacing property one has |l 1 − l 2 | ≤ 1. Moreover, by considering either s or 1/s one can assume without loss of generality that the zeros a i and poles b i of s have the ordering (b 0 <) a 1 < b 1 < . . . < a l1 < b l1 , where b 0 is excluded if l 1 = l 2 . Then s can be factorized as follows:
where γ = lim z→∞ s(z), if l 1 = l 2 , and γ = lim z→∞ zs(z), if l 2 = l 1 + 1. In the first case, define
In the second case, define
, if γ < 0;
Then clearly s = n i=1 s i (with n = l 2 ) and it is easy to check that in each case the factors s i satisfy the stated properties. 
Here π ai (s 0 Q 0 ) and κ bi (s 0 Q 0 ) are as in (4.10) and (4.11) for the finite zeros a i and poles b i of s 0 , respectively. Moreover, α i ∈ R, 1 ≤ i ≤ n 1 , are the zeros of Q 0 which satisfy −∞ < s 0 (α i ) < 0 and β i ∈ R, 1 ≤ i ≤ n 2 , are the poles of Q 0 which satisfy −∞ < s 0 (β i ) < 0.
Proof. Finally, since the rational functions s 1 , . . . , s n satisfy the properties (4.8), one can produce the canonical factorization for the product rQ stepwise by applying the canonical factorization in Theorem 4.5 to the products Furthermore, rQ 0 ∈ N κ0 for some κ 0 ∈ N and the canonical factorization of rQ is given by φ Q 0 , Q 0 ∈ N , where
Here π a ((z − a)Q 0 (z)) is as in (4.10). Moreover, α i , 1 ≤ i ≤ n 1 , are the zeros of Q 0 satisfying α i ∈ (−∞, a), γ > 0, or α i ∈ (a, ∞), γ < 0, and β i , 1 ≤ i ≤ n 2 , are the poles of Q 0 satisfying β i ∈ (−∞, a), γ > 0, or β i ∈ (a, ∞), γ < 0. 
Proof. If Q 0 ∈ N 0 0 (r), then (i) holds by Theorem 4.9; see also Proposition 4.10. Now let r = ψs be the canonical factorization of r as in Proposition 4.4. Since rQ 0 ∈ N 0 , the factorization in Theorem 4.9 shows that ψ ψ ≡ 1 and hence the order of every finite zero and pole of r is at most two.
If γ is a zero (pole) of r of order two, then in view of ψ ψ ≡ 1 the factorization in Theorem 4.9 shows that Q 0 should have a pole (zero) at γ and that −∞ < s(γ) < 0; thus γ is an isolated pole (zero) of Q 0 by Lemma 4.2. This gives (ii)(a).
If γ is a simple zero (or pole) of r, then the limit value ι γ as defined in the statement belongs to R \ {0}. It follows from rQ 0 ∈ N 0 that the (improper) limit lim z →γ ι γ Q 0 (z) exists and satisfies the given inequalities (with γ a zero or pole of r, respectively); see Lemma 2.2. Thus (ii)(b) holds.
Conversely, if the condition (i) holds, then by Theorem 4.9 rQ ∈ N κ for some κ ∈ N. Moreover, if −∞ < r(x) < 0 then x ∈ ρ(Q 0 ) by Lemma 4.2 and Q 0 (x) = 0 by the assumption in (i). According to Proposition 4.10 only the zeros and poles of r can produce GZNT and GPNT for rQ 0 . The assumptions in (ii)(a) and (ii)(b) imply that if γ is a zero (pole) of r, then π γ (rQ 0 ) = 0 (κ γ (rQ 0 ) = 0); see (2.4), (2.5). Therefore, rQ ∈ N . Let Q 0 ∈ N 0 0 (r) for a symmetric rational function r. By Theorem 4.12 r can have only real zeros and poles of order at most two. Clearly, such rational functions can be written as the product of degree one symmetric rational functions. The following results show how rational functions of degree one can be chosen in such a way that the stepwise products with Q 0 also stays in the class of Nevanlinna functions. Proof. Let φs be a decomposition of r, where s contains all the simple zeros and poles of r and, hence, φ is nonnegative, see Theorem 4.12. The rational factors s i of r of degree one will be constructed in two steps. First it is shown that on each finite maximal interval (a, b), where s is negative a suitable factorization can be defined involving all the poles and zeros of r contained in [a, b] . Then the desired factorization is obtained inductively by considering all such negative intervals of s.
Step 1. Let (a, b) with a, b ∈ R be a finite maximal interval, where s is negative. By the maximality assumption the endpoints of the interval (a, 
where α 0 or β n+1 need not occur (due to ordering). Consequently, φ [a,b] is given by
where the first and last term in the brackets is excluded if, respectively, α 0 or β n+1 does not exist. Furthermore, by Theorem 4.12 (ii)(b) a is a zero or pole of s 
respectively. Now, let s i be defined by
if α 0 or β n+1 does not exist, respectively, if α 0 and β n+1 both exist. Moreover, let s 1 and s 2 be defined by
if α 0 and β n+1 do exist, if α 0 and β n+1 do not exist, if only α 0 exists, or if only β n+1 exists, respectively. Then by applying Theorem 4.12 (or Corollary 3.6) it is seen that j i=1 s i Q 0 ∈ N for all 1 ≤ j ≤ n + 1. In particular, Q 1 := n+1 i=1 s i Q 0 ∈ N has at most one zero (α 0 ) or one pole (β n+1 ) in (a, b) (by construction Q 1 cannot have both a zero and pole on (a, b)). The monotonicity property (see (2.2)) together with (4.18) and (4.19) implies that, if α 0 is a zero of Q 1 , then a and b both are zeros of s, if β n+1 is a pole of Q 1 , then a and b both are poles of s. If Q 1 neither has a pole nor a zero on (a, b), then Q 1 is either positive (α 0 and β n+1 do not exist) or negative (α 0 and β n+1 both exist) on (a, b); in the first case a is a pole and b is a zero of s, and in the second case a is a zero and b is a pole of s. In all cases k i=1 s i Q 1 ∈ N , 1 ≤ k ≤ 2, by Theorem 4.12 (or Corollary 3.6) and, hence,
Finally, by construction, for x ∈ (a, b) one has Q 2 (x) < 0 (Q 2 (x) > 0) if and only if Q 1 (x) > 0 (Q 1 (x) < 0) and α 0 is a pole and β n+1 is a zero of Q 2 (when they exist). Since Q 1 and Q 2 have opposite signs on the interval, it follows again from Theorem 4.12 (or Corollary 3.6) that
As a conclusion, the above construction shows that
s i ) and, furthermore, that for all 1 ≤ j ≤ n + 1 and 1 ≤ k ≤ 2, the products
Step 2. The result (4.20) in Step 1 can be applied to every maximal bounded interval on which s is negative, and if s is negative on an interval (−∞, b), (a, ∞) or on (−∞, b) ∪ (a, ∞), then it can be transformed to an interval of the type (a, b) by means of a rational function of degree one using Lemma 2.5 (cf. the proof of Lemma 4.6). Now proceed inductively by applying Step 1 to each maximal interval where s is negative. Note that the closures of these intervals do not overlap, since s(x) changes its sign, when x passes a pole or zero of s. After one interval (a, b), where s is negative, is considered, the new functions to which The order of the rational functions s i in Proposition 4.13 is essential; they cannot be reordered in an arbitrary manner, since then some of the products may produce functions which are not Nevanlinna functions; see Example 4.14 below. In particular, in (4.20) the factors s i and s i can be reordered within the products 
see [12, p. 27] . Now consider the function Q defined as
Then Q has a zero at 1 and a pole at 2. Moreover, Q has pole also at 0 and one further zero at a point c 0 > 2. Applying Theorem 4.12 (or Corollary 3.6) one concludes that r 1 Q, r 2 r 1 Q, r 1 r 2 r 1 Q ∈ N , where
In particular, rQ ∈ N 0 if r(z) = Note that one cannot use simpler factors of r in this connection. For instance, the function (z −2)Q(z) cannot belong to the class N κ for any κ ∈ N, since x−2 < 0 for x < 2; see Theorem 4.9. However, since Q(c 0 ) = 0 and Q(x) > 0 for x > c 0 , one concludes from Theorem 4.12 that
Proposition 4.13 shows that the class N 0 0 (r) is in particular interesting when r is a symmetric rational function which has only simple zeros and poles (including ∞). In that case the following theorem holds; it generalizes the corollaries established in Sections 3.2 and 3.3. (α, β) , α, β ∈ R ∪ {±∞}, is a maximal interval such that −∞ < s(x) < 0 for all x ∈ (α, β), then Q 0 is holomorphic and either
is a maximal interval as in (a) and, moreover, if 0 < Q 0 (x) < ∞ for α < x < β and α ∈ R (or β ∈ R), then α is a pole of s (β is a zero of s); if −∞ < Q 0 (x) < 0 for α < x < β and α ∈ R (or β ∈ R), then α is a zero of s (β is a pole of s).
Proof. (i) ⇔ (ii) This is clear by Theorem 4.12. (i),(ii) ⇒ (iv) This is immediate, see also Lemma 2.2. (iv) ⇒ (i) This implication follows from the fact that a generalized Nevanlinna function is a Nevanlinna function if and only if it has no generalized poles.
(ii) ⇔ (iii) The equivalence of (ii)(a) and (iii)(a) is obvious. Clearly, every a i or b i as in (ii)(b) is the endpoint of a unique maximal interval (α, β) where s is negative, and, conversely, every finite endpoint of a maximal interval (α, β) is a zero a i or a pole b i of s. Recall that by (4.10), (4.11) π ai (sQ 0 ) = 0 or κ bi (sQ 0 ) = 0 if and only if
respectively. Hence, the equivalence of (ii)(b) and (iii)(b) follows from the observation that lim z →ai If −∞ < lim x→±∞ s(x) < 0 then Q 0 is holomorphic also at ±∞ and, moreover, lim x→±∞ Q 0 (x) = 0; see Lemmas 2.1, 2.2. Hence, in Theorem 4.15 (ii) (a) one can also include the point x = ±∞. Similarly if, for instance, s(x) < 0 on (−∞, β) and this interval is maximal in the sense that −∞ is either a pole or zero of s, then in Theorem 4.15 (iii) (b), 0 < Q 0 (x) < ∞ for −∞ < x < β implies that −∞ is actually a pole of s, while −∞ < Q 0 (x) < 0 for −∞ < x < β implies that −∞ is a zero of s.
Some further information on the class N 0 0 (r), now related to the functions Q 0 and rQ 0 , is given in the next result. This information will be used for constructing models for functions belonging to the class N κ κ (r). Proposition 4.17. Let Q 0 ∈ N 0 0 (r) and let a i ∈ R ∪ {∞}, 1 ≤ i ≤ n 1 , and b i ∈ R ∪ {∞}, 1 ≤ i ≤ n 2 , be some sets of zeros and poles of r. Then
Proof. If b is a simple pole of r, then lim z →b (z − b)r(z) ∈ R \ {0}, b ∈ R, and lim z →b
shows that lim z →b Q 0 (z) ∈ R. Moreover, since r(x) changes its sign when x passes a simple pole of r, Q 0 is holomorphic on an interval with a pole of r as its endpoint; see Theorem 4.15 (ii)(a). Now, according to Corollary 3.3 Q 0 ∈ N (b, 1).
If b ∈ R is a pole of r of order greater than one, then its order is two and by Theorem 4.12 (ii)(a) β is an isolated zero of Q 0 , in particular, β ∈ ρ(Q 0 ). Hence, again 
Realizations of a subclass of Nevanlinna functions
In this section local versions of rigged Hilbert spaces are associated to a selfadjoint relation. These rigged space are used to construct realizations for functions in the Kac-Donoghue classes, cf. Proposition 4.17.
5.1. Rigged spaces. Let A be a selfadjoint relation in the Hilbert space {H, (·, ·)}. Define the inner products (·, ·) ∞,±1 via
} is a Hilbert space and also the completion of H with respect to (·, ·) ∞,−1 , denoted by H −1 (A, ∞), is a Hilbert space; it is the dual space of H +1 (A, ∞). The rigging of H with respect to A at ∞ means the space triplet H +1 (A, ∞) ⊂ H ⊂ H −1 (A, ∞); for the case of operators, see [1] .
In the rigging H +1 (A, ∞) ⊂ H ⊂ H −1 (A, ∞) the topology is changed on the part of the space H connected with the behavior of A close to ∞. The topology on the other parts of the space is not changed (though the norm in general is). This shows that the statement holds.
By definition, 
Furthermore, all the norms f ∞,+1 , f , and f ∞,−1 coincide on ker A ⊕ mul A. If the operator part A o of A is bounded, then the topologies on H +1 (A, ∞) and H −1 (A, ∞) are equal to the original topology on H, implying that the rigging H +1 (A, ∞) ⊂ H ⊂ H −1 (A, ∞) collapses to a single (topological) space, equipped in general with different but equivalent norms. Observe that A o and A o +λI, λ ∈ C, when treated as operators from H +1 (A, ∞)⊖ mul A to H −1 (A, ∞) ⊖ mul A, are bounded, and by continuity can be uniquely extended to everywhere defined mappings (A o ) ∞ and (
For λ ∈ ρ(A), the resolvent operator (A − λI) −1 is bounded as a mapping from H −1 (A, ∞) to H +1 (A, ∞) and, hence, it also admits a unique extension by continuity:
The resolvent identity implies that
, is everywhere defined and unitary. This mapping is called the Riesz operator associated with the rigging. Clearly, the Riesz operator decomposes with respect to (5.2):
The Riesz operator can be used to introduce the duality (·, ·) ∞ between H +1 (A, ∞) and Using the duality introduce for a relation H from H +1 (A, ∞) to H −1 (A, ∞) the dual relation, denoted by H + , along the lines of (2.6): (5.8)
Then H + is a closed subspace of H +1 (A, ∞)×H −1 (A, ∞); see Remark 5.2. The dual H + is connected with the Hilbert space adjoint H * from H −1 (A, ∞) to H +1 (A, ∞), see (2.6), by means of the Riesz operator:
In particular, H is a bounded operator from H +1 (A, ∞) to H −1 (A, ∞) if and only if its dual mapping Note that the decompositions in (5.2) take for the rigged spaces H ±1 (A, ξ), ξ ∈ R, the following form:
The rigging of H with respect to A at ξ ∈ R gives rise to the rigged space closure of the selfadjoint relation (A − ξ) −1 :
in what follows it will be denoted by (A−ξ)
ξ for short. Note that its operator part is a bounded everywhere defined operator on H +1 (A, ξ)⊖ ker (A− ξ). Moreover, the resolvent ((A − ξ) −1 − λ) −1 extends to a bounded operator R ξ (λ) : H −1 (A, ξ) → H +1 (A, ξ) with ker R ξ (λ) = ker (A − ξ) and it satisfies the analog of (5.5):
Furthermore, the corresponding Riesz operator
gives rise to a duality:
, ξ ∈ R, and let K ∞ = mul A, then for ξ ∈ R denote by (5.12) P ξ : H → H ⊖ K ξ and P ± ξ : H ±1 (A, ξ) → H ±1 (A, ξ) ⊖ K ξ the orthogonal projections from the rigged space members onto their subspaces as indicated. Similarly, define the following orthogonal projections for ξ ∈ R ∪ {∞}: H+1(A,ξ) . Using the introduced projections, the Riesz operator V ξ , and the spectral family 2 {E t } t∈R of A, the inner products (·, ·) −1,ξ and (·, ·) +1,ξ can be made explicit. From (5.1) and (5.10) one obtains for
and a similar formula for f,
Finally, for R ξ (λ) the following extended functional calculus result holds:
where f, g ∈ H −1 (A, ξ) and λ ∈ ρ((A − ξ) −1 ), ξ ∈ R. Proposition 5.5. Let Q be a Nevanlinna function and let A be a selfadjoint extension in the Hilbert space {H, (·, ·)} such that (2.14) holds for some v ∈ H. Moreover, let γ λ and S with n + (S) = n − (S) = 1 as in (2.15) and (2.12), respectively. Then the following statements are equivalent for ξ ∈ R:
, and η ξ ∈ R such that Q has the representation
where η ξ = lim λ →ξ Q(λ) and
The function γ λ in (iv) is the γ-field for Q. 
, under the additional minimality assumption on S (cf. (2.13)) or the assumption that (S − ξ) −1 is an operator. Combining this with the formula (5.15) gives
and Lemma 2.9 then yields (A, ξ) ; cf. Definition 5.4. It is easy to see that in (iii) and (iv) the minimality assumption on S, or the assumption that (S − ξ) −1 is an operator, can be replaced by the condition ω ∈ mul (A − ξ) −1 ; in the opposite case S = A in (iii) and Q is constant in (iv). This yields all the desired conclusions.
Remark 5.6. The element ω in Proposition 5.5 is not unique: if ω ′ ∈ H −1 (A, ξ) is such that ω ′ − ω ∈ ker (A − ξ), then the Nevanlinna functions associated to them in part (iv) are the same. This non-uniqueness of ω can be used to express η ξ in terms of ω e.g. in the form η ξ = c ξ (I − P Lemma 5.7. Let A be a selfadjoint relation in the Hilbert space {H, (·, ·)} and let
is a closed symmetric relation with n + (S ω ) = n − (S ω ) = 1 and its adjoint is
A boundary triplet for S * ω is given by {C, Γ
}, where
The corresponding γ-field and Weyl function are given by
The Weyl function associated to the boundary triplet in Lemma 5.7 has, see [13, (2.7)], the integral representation
In Lemma 5.7 the formulas for S ω , S * ω , and the boundary mappings Γ 
Lemma 5.8. Let A be a selfadjoint relation in the Hilbert space {H, (·, ·)} and let
A boundary triplet for S * ω is given by {C,
ω and η ξ ∈ R. The corresponding γ-field and Weyl function are given by
In particular, the Weyl function M ω belongs to N (ξ, 1) and η ξ = lim λ →ξ M ω (λ).
Proof. The formulas for S ω and S * ω are obtained from Lemma 5.7 by means of the transformation H → (H − ξ) −1 . Next observe that the mapping U ξ :
} is the boundary triplet from Lemma 5.7, defines a boundary triplet for S * ω , cf. 
ω,η∞ , applying the boundary mappings to {γ Note that the resolvents of S ω and its adjoint S * ω at the point ξ are given by
These formulas are analogous to those appearing in Lemma 5.7 and this gives an alternative method to derive various facts appearing e.g. in Lemma 5.7 from the riggings of A at ∞ to the riggings of A at a finite point ξ ∈ R.
As a consequence of (5.14) the Weyl function associated to the boundary triplet in Lemma 5.8 has the integral representation
Remark 5.9. To see the connection to the integral representation for M ω in (2.1), recall from [15, Proposition 2.1] that dσ(t) = (t 2 + 1)d(E t P ∞ γ i , P ∞ γ i ). Incorporating the representation of γ λ in Lemmas 5.7 or 5.8 at λ = i and using functional calculus it is easy to check that
Combining Lemmas 5.7 and 5.8 with Proposition 5.5 the following realization result for N (ξ, 1) is obtained. Note that a realization for the case ξ = ∞ was given in [7, Theorem 4.4 & 6.2] ; in fact, there also the Pontryagin space case was allowed. N (ξ, 1) . By Theorem 5.10 Q can be realized with a selfadjoint relation A in a Hilbert space {H, (·, ·)} and an element ω ∈ H −1 (A, ξ). If Q is also contained in another Kac-Donoghue class, say N (ξ ′ ), then the following results shows how this is reflected by ω.
Lemma 5.11. Let Q ∈ N (ξ, 1), ξ ∈ R ∪ {∞}, and let ω ∈ H −1 (A, ξ) for a selfadjoint relation A in the Hilbert space {H, (·, ·)} be such that Q is realized via Lemma 5.7 or 5.8 
Proof. The assumption Q ∈ N (ξ, 1) implies the integral representation (5.18) for Q. On the other hand, by Proposition 3.1 Q ∈ N (ξ ′ , 1) if and only if the measure dσ(t) satisfies the integrability condition in Proposition 3.1 (ii) with ξ ′ , where β = 0 if ξ ′ = ∞. In view of Remark 5.9 this means that
This implies the statement of the lemma.
Let Q be a Nevanlinna function which is in the intersection of two Kac-Donoghue classes N (ξ, 1) and N (ξ ′ , 1), and let {A, γ λ } be a realization for Q, see Remark 2.8. Then Proposition 5.5 implies that γ λ ∈ H +1 (A, ξ)∩H +1 (A, ξ ′ ). Hence there exists a ω ∈ H −1 (A, ξ) and a ω ′ ∈ H −1 (A, ξ ′ ) such that Q is realized by the model associated to A and ω, and A and ω ′ as in Lemma 5.7 or 5.8. To connect these two realization of Q a connection between ω and ω ′ is needed. Therefore observe that the γ-field, which is unique for a Nevanlinna function, can be expressed by means of ω and ω ′ :
if ξ, ξ ′ ∈ R, see Lemma 5.8. This discussion motivates the following lemma in which the notation γ λ,ξ (A), λ ∈ ρ(A), is used for the mapping on H −1 (A, ξ) defined as
i.e. γ λ,ξ f is the γ-field of a function in N (ξ, 1). Note that ker γ λ,ξ (A) = ker (A − ξ).
Proof. From Section 5.2 and Proposition 5.5 it is known that γ λ,ξ (A) with λ ∈ ρ(A) is a bounded operator, which maps H −1 (A, ξ) onto P ξ H +1 (A, ξ) with ker γ λ,ξ (A) = ker P − ξ . Furthermore, it follows from Lemma 5.11 that γ λ,ξ (A) maps
Finally, by means of functional calculus it is straightforward to check that ρ ξ,ξ ′ (A) is independent of λ ∈ ρ(A) and extends 
Proof. Lemma 5.11 shows that
. This fact together with the observation that A ⊂ S * ω and A ⊂ S * Remark 5.14. If ω, ω ∈ H −1 (A, ξ) are such that the boundary triplets associated to them (and η ξ ) via Lemma 5.7 or 5.8 have the same Weyl function, then ω − ω ∈ ker (A − ξ). Namely, in this case also the corresponding γ-fields γ λ,ξ (A)ω and γ λ,ξ (A) ω coincide, and hence ω − ω ∈ ker γ λ,ξ (A) = ker (A − ξ); see (5.19).
5.5. Boundary triplets in rigged spaces. The relations S ω and S * ω in Lemma 5.7 can be extended to relations from H +1 (A, ∞) to H −1 (A, ∞) by the formulas: (i) for all f = {f, f ′ }, g = {g, g ′ } ∈ S + the following Green's identity holds:
(ii) the mapping Γ : 
+ ω , is a boundary triplet for S + ω , if ω ∈ mul A, and a boundary relation for S + ω with mul Γ ω,η∞ = ran Γ ω,η∞ = {{c, η ∞ c} : c ∈ C}, if ω ∈ mul A. Moreover, (5.21) with ω ∈ mul A gives a bijective correspondence between τ ∈ R ∪ {∞} and the self-dual extensions A τ of S ω of the form:
The corresponding γ-field and Weyl function coincide with the γ-field and Weyl function given in Lemma 5.7. Proof. A straightforward calculation using (A ∞ ) + = A ∞ (see Proposition 5.3) shows that the Green's identity (i) in Definition 5.15 with the mappings in (5.22) holds for all f , g ∈ S
Surjectivity with ω ∈ mul A is clear, since by Lemma 5.7 Γ ω,η∞ is surjective on S * ω and S * ω ⊂ S + ω . Since (f, ω) ∞ = 0 when ω ∈ mul A, the stated formula for mul Γ ω,η∞ , as well as for ran Γ ω,η∞ , is obtained from (5.22) . In particular, if ω ∈ mul A then the mapping Γ ω,η∞ : S 
Furthermore, define its extension r γ a,b (A) : 
Proof. Let the operator r A, a) and the Weyl function Q a associated with A, ω a , and Proof. Only the case that a, b ∈ R is proved in detail; the other cases can be treated by similar arguments. Using the assumption b ∈ σ p (A) and Remark 5.6 one can assume that ω b is such that (6.7) holds, because 
The formulas (6.4) and (6.5) imply the identities (
and by a similar calculation one obtains
Moreover, if mul A = {0} then r 
Taking into account the connection (6.6) between (A − a) Recall that ρ a,c (A) with a, c ∈ R ∪ {∞}, a = c, defined in Lemma 5.12 maps H −1 (A, a) into H −1 (A, c) ⊖ ker (A − c). In particular, if Q a ∈ N (a, 1) corresponds to ω a ∈ H −1 (A, a) (cf. Theorem 6.2) and if, in addition, Q a ∈ N (c, 1) then the limit value Q a (c) ∈ R exists and, as noted in Remark 5.14, one can replace the vector ω c = ρ a,c (A)ω a ∈ H −1 (A, c) by ω c = ω c + e c , where e c ∈ ker (A − c), in the realization of Q a ∈ N (c, 1). In the main theorem of this section the vector ω c is selected such that the limit value Q a (c) satisfies an analog of (6.7) with c instead of b; such a selection of ω c is expressed shortly by using the notation (6.10) ω c = ρ a,c ω a ∈ H −1 (A, c),
cf. Lemma 5.12. Then with a vector ω e of the form
where ρ ai,bi+1 (A) and (ρ γi bi,ai ) 1 2 (A) are defined as in (6.10) and (6.5) , the model in Lemma 5.7 or 5.8 associated to A, ω e ∈ H −1 (A, a n ), and η e = lim λ →an r(λ)Q(λ) realizes the function rQ. In particular, rQ ∈ ∩ n i=1 N (a i , 1). N (a 1 , 1) and, by the selection of the factorization for r, one actually has r γ1 a1,b1 Q ∈ N 0 0 (r γ2 a2,b2 ). In particular, r γ1 a1,b1 Q ∈ N (1, b 2 ) and one can define ω b2 = ρ a1,b2 ω a1 ∈ H −1 (A, b 2 ), such that r a1,b1 (b 2 )Q(b 2 ) satisfies the formula (6.7) with r γ a,b replaced by r γ2 a2,b2 ; see (6.10) . Now, one can apply Theorem 6.2 to the product r γ2 a2,b2 r γ1 a1,b1 Q to get a desired realization for this product. Now by proceeding inductively one gets the stated realization for the product function rQ ∈ N (a n , 1) with ω e ∈ H −1 (A, a n ) of the form (6.11) and η e = lim λ →an r(λ)Q(λ) ∈ R. Finally, the fact that rQ ∈ ∩ n i=1 N (a i , 1) is a direct consequence of Proposition 4.17.
Proof. By the assumption on
The integral representation of the functions Q and rQ can be obtained by means of ω and ω e due to their connection to the underlying spectral measures dσ(t) and dσ e (t) stated in Remark 5.9. Therefore note that in case that b i and a i are finite the spectral measure dσ e of Q e is given by dσ e (t) = (1 + |t − a n | 2 )d(E t P an P ∞ V an ω e , V an ω e ), see Remark 5.9. Using extended functional calculus this can be rewritten as dσ e (t) = |r(t)|(1
where dσ is the spectral measure of Q and ζ i ∈ R + , 1 ≤ i ≤ n. See also Section 6.4 where L 2 (dσ)-realizations of the functions Q and rQ are considered. Theorem 6.5 contains the main result for describing the realization for the functions belonging to the class N 0 0 (r) with some symmetric rational function r. This result can be used to describe for Q ∈ N κ κ (r) the connection between the realizations for the functions Q and rQ. Therefore let the canonical factorizations of Q ∈ N κ and rQ ∈ N κ be written in the form . Now Theorem 6.5 guaranties that the functions Q 0 and Q 0 = rQ 0 can be realized by means of the elements ω ∈ H −1 (A, b) and ω ∈ H −1 (A, a) for some a, b ∈ R ∪ {∞} using the same selfadjoint relation A in a Hilbert space {H, (·, ·)}. The realizations for the original functions Q and rQ can be obtained using the model based on their canonical factorizations in (6.12). To describe this consider the matrix functions Proof. By symmetry it suffices to prove the statement for Q. It follows from the orthogonal sum construction that γ λ satisfies the formula (2.10) with some selfadjoint relation A 0 , which is a selfadjoint extension of S 0 ⊕ S Φ ; see [4, Theorem 3.3] .
On the other hand, a straightforward calculation using the matrix formula for γ λ in (6.15) and the definition of Φ(λ) in (6.14) yields the identity The realizations used in Proposition 6.6 rely on the canonical factorizations in (6.12). The idea of factorization models and the above orthogonal sum approach via matrix functions as in (6.14) goes back to [4] . In particular, the construction of the γ-fields in (6.15) is based on [4, Theorem 3.3] . Also the selfadjoint realizations A 0 and A 0 can be made explicit by means of boundary triplets: If, for instance, {C, Γ The non-minimality of the realizations in Proposition 6.6 can only be due to a finite number of possible point masses in the underlying spectral measure of the functions (or, equivalently, eigenvalues of the associate symmetric relations determined by (2.12)), which are canceled due to multiplications by rational functions appearing in various factorizations. This means that minimality of models can be easily obtained by checking if the functions Q and rQ actually have poles or zeros at points, where the rational factors admit poles and zeros. t − ξ t − ξ ′ f (t), with domain being described now by proper integrability conditions. Here, and in what follows, for a subset E of R ∪ {∞} the notations 1 E and 1 c E stand for the characteristic functions of the sets E ∩ R and R \ {E ∩ R}, respectively.
Let β ≥ 0 and let dσ be a nonnegative measure satisfying R dσ(t)/(1 + t 2 ) < ∞. Associate with β and σ the Hilbert space H σ,β := (L 2 (dσ) × C)/(·, ·), where
Thus H {σ,β} is L 2 (dσ) × C if β = 0 and H {σ,β} is equivalent to L 2 (dσ) if β = 0. In this space the multiplication operator with the independent variable A σ,β , (6.16) A σ,β = {{f (t) × 0, tf (t) × f ∞ } ∈ H 2 σ,β }, is a selfadjoint relation. Note that σ(A σ,β ) = supp (σ) if β = 0 and σ(A σ,β ) = supp (σ) + {∞} if β = 0. Let H +1 (A σ,β , ξ) ⊂ H σ,β ⊂ H −1 (A σ,β , ξ) be the rigging of H σ,β with respect to A σ,β at ξ as defined in Definition 5.4, see also [18] (ξ = ∞) and [14] (ξ = 0). Then the spaces H +1 (A σ,β , ξ) and H −1 (A σ,β , ξ) are weighted L 2 (dσ) spaces and the duality (·, ·) ξ associated with the above rigging takes for f × f ∞ ∈ H +1 (A σ,β , ξ) and g × g ∞ ∈ H −1 (A σ,β , ξ) the value (6.17) (f × f ∞ , g × g ∞ ) ξ = g * ∞ βf ∞ + R g(t) * f (t)dσ(t).
The introduced rigging can be used to give explicit realizations for the subclass N (ξ, 1), ξ ∈ R ∪ {∞} by interpreting Lemma 5.8 and 5.7. In particular, if for a Nevanlinna function dσ is taken to be its spectral measure, β its non-tangential limit at ∞ as in Lemma 2.2 and ω is taken to be 1/(t − ξ) × 1, if ξ ∈ R, and 1 × 1, if ξ = ∞, then the corresponding realization is minimal. Note that the case ξ = ∞ has been studied in the L 2 (dσ) setting in [13] and [18] , and that in [9, 15] a realization by means of L 2 (dσ)-models for all Nevanlinna functions is given. ..,an} dσ(t) + n i=1 δ bi , β e = γβ, b n , a n ∈ R; dσ e (t) = 1 c {a1,...,an} dσ(t) + n−1 i=1 δ bi , β e = ζ bn , b n = ∞, a n ∈ R; dσ e (t) = 1 c {a1,...,an−1} dσ(t) + n i=1 δ bi , β e = 0, b n ∈ R, a n = ∞;
