STATISTICAL STUDIES IN HYDROLOGY
INTRODUCTION
Frequency curves of various streamflow characteristics are commonly used in planning water-resource developments. Parameters of the frequency curve for an individual site are usually computed from streamflow data obtained at that site. If the streamflow record is short the parameters may be poor estimates of the population parameters. Under certain conditions the correlation with data obtained at other sites may be used to improve the estimates of the two parameters, mean and variance, of the population. The use of a least-squares regression line is typical of the several methods available for applying this technique to hydrologic problems. This method assumes that there exists a linear relationship of the form
where t\ and £ are concurrent flows on each of two streams, Y and X, respectively, and where 7 and ft are constants. If additional records of flow from stream X are available, it is possible to estimate the corresponding values of flow for stream Y by means of equation 1 and to use these values to aid in determining estimates of the mean and variance for stream Y. This paper reviews the previous work that has been done on this problem and extends the analysis to the case of the relationship between streamflow at one stream site and the concurrent flows at sites on two other streams (the three-stream model).
The analysis indicates that the extension of a short record for the purpose of improving the estimate of a population parameter is not always desirable. Under certain conditions the parameter based on the extended record will be less reliable than that based on the unextended record. Criteria are derived which define the range of useful application of least-squares estimates of the type embodied in equation 1 and in the threestream model. These criteria depend on the length of original record, the length of the proposed extension, and the coefficients of correlation.
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NOTATION
The following list includes the majority of the symbols which appear in this paper. In addition to this summary, graphic representation of sample sizes that is, record lengths is provided by arrays where appropriate, and terms which appear rarely are defined in the text as necessary. Where no confusion can exist, subscripts are dropped in the text for convenience. 
STATISTICAL PRINCIPLES
Because the theory of mathematical statistics enters prominently into this research, a brief survey of some of the more commonly used results is given here. 1. The mean of a sample of N items, each of which has a numerical value Xt} is given by
The mean can be described as a measure of central tendency, or average, of the data. The mean of a population is generally denoted by ft. 2. The variance of the sample in (1) above is a measure of the degree of dispersion of the individual items about their mean value, and is defined by
The variance of a population is generally denoted by a2. Data which possess a small variance are closely grouped about then1 mean, whereas data with a large variance are widely spread about their mean. Thus, if it is desired to estimate a population parameter for example, the mean from sample data and if several sets of data are available, each possessing a mean, these several means form another sample from which it is possible to compute the variance of the mean.
The smaller the value of this variance, the more reliable is the estimated value of the mean, since a small variance implies a small dispersion and greater precision. Extensions of this logical process will be used throughout this paper. Correlation techniques involving the relation between two variables, say X and Y, require the following defined terms. 1. The regression coefficient, b, equals (4) Xf-N'X* 2. The correlation coefficient r equals
The theory of least squares defines b as the best estimator of j8 in equation (1) 
and a fitted trend line is
The data may be arrayed with regard to time in the The major issue is whether or not the supplementary data from stream X can be used to provide a better estimate of the population parameters on stream Y, whose record is shorter. Since the data or their transforms are assumed normally distributed, the first two statistical moments serve to specify completely the distribution of the data. Thus we deal here only with these two moments, since small-sample correction terms involving the higher moments and cumulants are neglected.
Since the data of array (-4-1) or their transforms are assumed to be normally distributed, it follows that the estimates of population moments for this model will be normally distributed about their respective population values. Thus the magnitude of the variance of each such estimate is a measure of the precision associated with it, this being a logical extension of the method of the simple example given above, wherein the variance of the mean was defined as a measure of the precision of the estimate of the mean. Well-known results from the theory of sampling give the variance of the first two statistical moments for a record of length HI, taken to include only the measured data. If correlation estimates are used to provide nz additional values, the result is a combined record consisting of HI measured values and n% estimated values. If the variance of a parameter computed from this combined, or blended, record exceeds that computed from the record of size HI alone, it is clear that the combined record provides a less precise estimate of the parameter. However, if the variance is less than that computed from the original record alone, the corn-elation technique has provided a more precise estimate and should be utilized. For any particular parameter, with known values of ni, n% and p (the population correlation coefficient), it is a simple matter to define the relativeinformation ratio, /, as the ratio of the variance of that parameter estimated from the original record to that estimated from the combined record. When I exceeds unity, it implies that the variance of the estimate of a moment made from the original record alone is larger than that of the estimate made from the combined record, and therefore the more precise estimate is computed from the combined data. On the other hand, if 7 is less than unity, the implication is that the original estimate is more precise than that computed from the blended data and that correlation analysis actually introduces additional variance, or loss of precision, into the estimate. Correlation should, therefore, not be used to augment the original data when / <1.0.
HISTORICAL REVIEW THE TWO-STREAM MODEL
Statistical literature contains several references to the use of regression estimates and, more generally, the use of correlation to improve estimates of parameters.
Wilkes (1952) assumes the following array of data to be a large sample from a bivariate normal population, and derives maximum likelihood estimators of the population means and variances: The variance of the estimator of the mean of X is given by
and similarly for a^ . Additional results are given for the estimators of the population variances. For independence between X and Y, that is p=0, equation 9 reduces to ax2l(n\-{-n^), which is equal to the variance of the mean for an original record of length Wi+n2. In other words, Wilks' results indicate that the absence of correlation does not increase the variance of the estimated mean, and therefore that the use of correlation is always justifiable since it cannot decrease the precision of the estimate but can, at worst, effect no change. It will be shown that this conclusion is erroneous for small samples, in which the variance of the regression coefficient must be considered. Matthai (1951) , Edgett (1955) , Nicholson (1957) , and Lord (1956) , have given solutions for different arrays of data, and their results are based on the assumption of the asymptotic behavior, as % becomes large, of the ratio of ntfni, where n t is the length of additional record on a nearby stream. Lord's results are typical of the rest. The data may be arrayed as follows:
Y2, Y HI (A-III)
Maximum likelihood estimators are given for the eight parameters nx, ny, /z*, <rx2, <ry2, a-z2, pxy, pxz. Since there is no overlap, pyz cannot be estimated from the sample. Of particular interest is a matrix of the sampling variances and covariances of the maximum likelihood estimators of the population means, from which it is deduced that the reciprocal of the relative-information ratio is: 
(ID Note that again these values of 7"1 cannot exceed unity, and therefore 7 cannot be less than 1.0. The result of this lower boundary on 7 is to indicate that the correlation technique cannot decrease the precision of the estimates of the mean and variance, no matter how poor the correlation may be. This conclusion, drawn from maximum-likelihood (large-sample) theory, is in agreement with the result of Wilks above, and is incorrect for small samples. The appropriate values for computing the relative information ratio will be given below. Langbein and Hardison (1955) propose a semigraphical method for providing estimates of additional data. Their analysis indicates that when correlation is poor, the error in these estimates may increase the sampling error of the mean.
Defining e relative reduction in the variance in the mean =(/-!)//, they derive the following approximate formula for useful extension when estimating the mean: Cochran (1953) . For the array of data given in array A-l above, Professor Thomas derived the relative-information ratio, 7, for an estimate of the mean based on a combined sample of n\ original measurements and n2 regression estimates. For those combinations of n\} n2 and pxv which yield a value of 7 less than unity, correlation introduces a retrogression of information and should not be utilized. The pertinent results are:
and (14c) Equations 14 are exact solutions, and do not depend upon any approximations assuming that the data conform to assumptions (1) through (6) given above. Solving equation 14c for the case of 7=1.0, it is found that the critical, or cut-off value of p2, is For the range of values which HI generally assumes in hydrologic problems, this expression gives values of p in fair agreement with those obtained from the earlier Langbein and Hardison (1955) approximate solution for which p2 =2/iii.
Correlation is also used for improving estimates of the variance of a population. Dr. J. R. Rosenblatt (written communication, 1959) gives the following results based on the Thomas model. 
The Rosenblatt equations comprise an exact solution, and are the first clear statement of the fact that correlation, which can decrease the precision of estimates of the variance, should be used only when / exceeds unity. Previous solutions for example, equations 11 yield information ratios which exceed unity for all nonzero values of the correlation coefficient. For typical values of HI and n2, I exceeds 1.0 when p is of the order of 0.8, according to the Rosenblatt solution. Thus, conditions suitable for improving estimates of the variance are much more restrictive than those for improving estimates of the mean.
THE THREE-STREAM MODEL
Previous work has considered only the correlation between flow characteristics at two sites (the twostream model). The following development defines the conditions under which estimates of the mean and variance at one site can be improved by correlation with flow characteristics at two other sites. The threestream model is used.
Improving estimates of the mean. The following data, or some suitable transform of data, constitute an arrayed sample from a trivariate normal population in which serial correlation is zero.
It is required to examine the effect on the estimate of the population mean of Z of using the correlation between Z and Y and X. A linear trivariate regression model is predicated to represent the data: (16) wherein bx and bv are the partial regression coefficients computed from the n\ data on three streams by means of well-known formulae from the theory of least squares. The theory gives:
An unbiased estimate of the combined mean, M»1+»2» ^s given by and it is necessary to calculate the variance of the mean, <rM2. The result may be written, after considerable simplification, as
where N=ni+n2, the total length of record, and R is the total correlation coefficient of Z on X and F, defined by Prom equation 18 it may be deduced that /, the relative information with respect to the mean, is given
This result may be generalized to a model represented by a multiple regression on ^-independent variables, each of equal length N n\-\-n2-For this case, the variance of the mean of the combined sample may be expressed as
The families of curves in figures 1 and 2 represent the relative information of the mean, I, for typical values of n2 and R2, with % set equal to 6 and 10, respectively.
Equation 19 can be solved for R2 and evaluated when / is set equal to unity. This gives m 2 as the critical values of R2, at which it is equally advantageous to correlate or not for estimating the mean. This is an exact solution, and the similarity to the solutions for the two-stream case is apparent. The above analysis may be extended to the case in which each of the three streams has a record of different length. The following array of data obtains from a trivariate normal population, in which serial correlation is assumed to be zero:
In hydrologic practice, the effect of the use of correlation would probably be investigated in two stages, with the equations for the two-and three-stream models being applied separately to the applicable lengths of record. Analytical solutions are available for testing the use of a combined regression model in which Z is estimated by means of a trivariate equation for the range %-fl to ni-{-n2) and estimated by means of a bivariate equation for the range 7i1 +7i2+ 1 to rii -}-n2-{-n3, but owing to the formidable statistical problems encountered they are approximate solutions only. However, for the sake of completeness, two solutions are presented here. It must be emphasized that these solutions are not exact, and that the first of the two leads to overestimation of the relative information by a factor of (1/3) (p?x2). The solutions are:
Equation 21, derived by the author, is based on the single simplifying assumption that the partial regression coefficients, bx and bv, are each uncorrelated with the bivariate regression coefficient, 6, which defines the dependence of Z on X (as in Equation 7). Equation 22, suggested by Langbein (written correspondence), has somewhat less theoretical justification but provides exact solutions for the case of R2=pgx2=l.Q, whereas equation 21 does not. Neither formulation is recommended.
To facilitate solution for the relative information, the equations representing I for the two exact solutions for the mean are evaluated by means of programs written by the author for the UNIVAC I computer at the Harvard University Computation Laboratory. Equation 14c for the Thomas bivariate model, and equation 19 for the trivariate model are tabulated for many combinations of the several values of % and correlation coefficients. To use the tables one enters with known values of the nt and the correlation coefficient, and reads the corresponding value of 7 directly. Complete sets of tables, on deposit at the Widener Library and Gordon McKay Library, at Harvard University and the U.S. Geological Survey, require some 600 pages and are not reproduced here. The range and mesh, or spacing between successive entries, of each argument in the complete tables is as follows: Estimating the Variance. A solution is presented for the three-stream model in which the two independent records have equal lengths. As before, the data or their transforms are assumed normally and independently distributed, and may be arrayed as in array (A-IV) above: It is desired to estimate the variance of stream Z, a? using correlation techniques. As above, a linear trivariate regression model is postulated, and may be expressed as If the values of Z«1+i to Z«1+B2 are computed using this model, and the variance of Z estimated without regard to the fact that these values are not measured but estimated variates, the following expressions are obtained: 
As in the case of the mean, the relative information of the variance is tabulated by means of UNIVAC I evaluation of equation 15b for the Rosenblatt twostream solution and of equation 27 for the three-stream solution. Table 4 gives a concise summary of the relative information of the variance for the two-stream model. Table 5 is a sample of the complete tables which are available in the Harvard University libraries. Entering the tables with values of n1} n2, and correlation coefficients, the relative information is read directly. Table 6 is used in the same manner, except that 72,1, n-2, and R2 are required to read the relative information in the 3-stream case.
The range and mesh of each argument is tabulated in table 7. The most significant result of the derivation and tabulation of / for the variance is the fact that the maximum information gain in the three-stream model for estimating the variance rarely exceeds, and generally is less than, the gains associated with the two-stream model. Owing to the formidable analytic and computational difficulties which would be encountered, the case of three different lengths is not solved.
Numerical Checking of Results. A check on the derivations is provided by examining a multiple regression model predicated on a table of normal random sample deviates with mean=5.0 and variance=1.0. A 540-item sequence of these deviates was divided into 18 These measured values are then compared to theoretical values of the variance of both the mean and the variance as computed from assumed population parameters. A trial was made with %=20, 7i2 =10, p2a; =0.9, pzj,=0.9, and pxy =Q.8. Theoretical values taken from the tables are 7=1.42 for the mean and 1.34 for the variance, which compare favorably with measured values of 1.33 and 1.14.
All the derivations are made using p instead of its estimatoi, r. To evaluate the effect of bias in estimating p, a simulation technique was devised. A 540-item sequence of normal random sample numbers of mean= 5.0 and variance=1.0 is used to generate two additional records of equal length by means of a linear regression model with a random additive component using assumed population values of the p's. This random component is numerically equal to the product of the standard error of estimate and a new normal random sampling deviate. These three concurrent sequences are then divided into 18 sets of 30 items, from each of which 10 values of the dependent variate are discarded in favor of estimates computed using the least-squares partial regression coefficients measured from the 20 values remaining in each set. It does not follow that the partial regression coefficients computed in this manner will produce the same value of dependent variable given in the original sequence, owing to the nature of the random-number table. As before, the variance of the mean and of the variance are computed from the sample of 18 sets by consideration of the population values which obtain from the original sample of 20 versus its combined 20-10-item counterpart. The results of several runs are summarized in table 8. These results are not conclusive. For example, although agreement seems to be quite close as to order of magnitude, the simulated data for 7 (mean) exhibits a trend opposite to that which is predicted. However, it must be noted that all the entries in table 8 are based on the same sequence of random sampling numbers and any bias in the mean or variance of the random deviates would tend to distort all the results in the same fashion. It should also be noted that the theoretical solution for / (var) is approximate so that perfect agreement is not expected. Based on these considerations, these test results are accepted as an aid in verifying the analyses. An analytical approach to the sampling variance of / due to the variance of r is hopelessly complicated.
CONCLUSIONS
1. Much of the statistical literature, of which the work of Lord (1956) is typical, does not admit the possibility of loss of information on statistical parameters by correlation, since, as can be seen in equations 10 and 11, efficiencies are always less than unity. This implies that at worst the application of correlation techniques to augment data will not lead to a retrogression of information about parameters, and always implies a gain of information when p is not zero. As indicated approximately by Langbein and Hardison (1955) , and verified subsequently by the exact analyses of Professor Thomas, Cochran (1953) , and Dr. Rosenblatt, the inclusion of the variance of the regression coefficient introduces the possibility of dilution of good information by estimates based on poorly correlated data. This can lead to a loss of hydrologic information.
2. For the case of a three-stream model, in which either the data or a suitable transform thereof are normally distributed, expressions for the relative information of the mean and of the variance are derived. Both solutions are exact.
3. The several cases which have been considered, and the equations to be used for analysis in each case, are summarized below in table 9. 4. Owing to the great complexity of the several functions described above, a table of the relative information versus appropriate arguments has been prepared in each case by a program written for the UNIVAC computer. Entering the tables with known values of the n, and p or R2, the corresponding / is read directly. When / exceeds unity, the variance of the moment under consideration is reduced. Conversely, it is increased by the correlation technique when the tabulated value of / lies below 1.0. In the latter case, the technique should not be used to augment records.
5. Results given in this paper apply to hydrologic data which may be, or are transformed to be, reasonably normally distributed and without serial correlation.
