Introduction
Blind estimation of noise characteristics (BENC), such as noise type, its statistics and spectrum, has become an actual practical task for various image processing applications ). There are several reasons for this. First, noise is one of the main factors degrading and determining the quality of images of different types: grayscale and color optical (Liu et al., 2008; Foi et al., 2007; Plataniotis&Venetsanopoulos, 2000) , component images in certain subbands of hyperspectral remote sensing data (Aiazzi et al., 2006) , radar and ultrasound medical images (Lin et al., 2010; Oliver&Quegan, 2004) , etc. Second, information on noise characteristics is valuable and widely exploited in most of stages of image processing. For example, it is used in edge detection for threshold setting (Davies, 2000) , image filtering (Touzi, 2002; Lee et al., 2009 ) including denoising techniques based on orthogonal transforms (Mallat, 1998 ; Sendur&Selesnick, 2002; Egiazarian et al., 1999) , image reconstruction (Katsaggelos, 1991), lossy compression of noisy images (Bekhtin, 2011), non-reference assessment of image visual quality (Choi et al., 2009 ), etc. Third, although there can be initial assumptions on noise type and a range of variations of its statistical parameters, these parameters can be quite different even for a given imaging system depending upon conditions of its operation. The requirements to information accuracy on noise parameters are rather strict, e.g., variance of pure additive or pure multiplicative noise has to be known or pre-estimated with a relative error not larger than ±20% (Abramov et al., 2004) . Thus, it is often desirable to estimate noise characteristics for a given image. al., 1992; Ramponi&d'Alvise, 1999). Third, although it is assumed that the multi-look mode of image formation allows decreasing the speckle variance by the number of looks, this is not absolutely true and, in practice, noise reduction is not as efficient as ideally predicted (Anfinsen et al., 2009; Foucher et al., 2000) . Therefore, two important questions arise: what is the accuracy of the existing blind estimation methods and what BENC to apply? To our best knowledge, there are no studies dealing with intensive testing of BENC with application to speckle (our conference paper seems to be one of the first attempts in this direction). By intensive testing we mean the use of tens of different images having different content and/or many realizations of speckle for both single and multi-look modes. There are several reasons why such testing has not been carried out yet. The main reason is the absence of the test radar images commonly accepted by the radar data processing community. We have to stress here that it is quite difficult to create test SAR images since one has to find an answer to many First, whilst a given method can produce an acceptable accuracy for many tested images, there can be a few test images (usually highly textural ones and/or with clipping effects) for which abnormal (unacceptable) estimates are obtained. Just to these images one has to pay more attention in attempts to improve a methods' performance. Second, a spatial correlation of noise present in most of real life images and often ignored in a design and testing of many BENC techniques can considerably influence an accuracy of estimation methods (Abramov et al., 2008) . Recall that a spatial correlation of speckle is a feature typical for SAR images (Solbo&El-toft Thus, we come to a necessity to perform intensive testing of BENC methods without having a set of standard test images. Our idea then is to create a set of test SAR images with a priori known characteristics of the speckle similar to those ones observed in practice. In this sense, TerraSAR-X images can be a good choice (in Section 2, we explain this in detail). Note that quite many of them are now available in the convenient form and their amount is rapidly growing (see http://www.infoterra.de/free-sample-data). Then, it becomes possible to test BENCs for simulated data (Section 3) and to predict what could happen in practice. These predictions are then verified for the considered methods for high quality data provided by TerraSAR-X data (Section 4) to offer practical recommendations on the BENC method selection and setting its parameters. Finally, conclusions follow.
Basic properties of speckle and its modeling
Speckle is a typical example for which pure multiplicative model is usually exploited (Touzi, 2002; Oliver&Quegan, 2004) . This means that a dependence of signal dependent noise variance on true value σ sd 2 = f (I tr ) is monotonically increasing proportionally to squared (true value).
Speckle is not Gaussian and its probability density function (PDF) depends upon a way of image forming (amplitude or intensity) and number of looks (Oliver&Quegan, 2004) . PDF of the speckle considerably differs from Gaussian if a single-look imaging mode is used and it is either Rayleigh (for amplitude images) or negative exponential (for intensity images) for the case of fully developed speckle. If multi-look imaging mode is applied, the speckle PDF becomes closer to Gaussian and depends upon the number of looks.
To get an imagination on fully developed speckle PDF, consider real-life data produced by TerraSAR-X imager. Its attractive feature is that data (images) are freely available at the aforementioned site. These data have full description of parameters of the imaging system operation mode used for obtaining each presented image. Large size images (thousands to thousands pixels) for many different areas of the Earth are offered. Furthermore, a brief description of a territory, observed effects and cover types is given. This allows selecting and processing data with different numbers of looks, properties of a sensed terrain, a desired polarization, etc. Fragments of certain size as 512x512 pixels can be easily cut from large size data arrays and studied more thoroughly. Another positive feature is that single-look images are presented in the complex valued form. This allows obtaining single-look images in aforementioned forms (representations). It also makes possible to analyze distributions of real and imaginary part values for image fragments, etc. While considering single-look SAR images in this paper, we use amplitude images since it is the most common form and it provides convenient representation for visual analysis.
One more advantage is that TerraSAR-X is a high quality system designed by specialists from German Aerospace Agency DLR who have large experience in creation and management of spaceborne SAR systems (Herrmann et al., 2005) . The TerraSAR-X imager provides a stability of noise characteristics and practical absence of an additive noise in formed images. Later, it will be explained why this is so important for further analysis.
To partly corroborate conformity of theory and practice for single-look SAR images, we have manually cropped several sub-arrays of complex valued data that correspond to homogeneous terrain regions. The histogram of real (in-phase) part values for one such a fragment is presented in Fig. 1(a) where sample data mean is close to zero. The histogram for imaginary (quadrature) part is very similar. Gaussianity tests hold for both data sub-arrays. The histogram of the amplitude single-look image for the same fragment is represented in Fig. 1(b) . Since both components of complex valued data are Gaussian with approximately the same variance, the amplitude values obey Rayleigh distribution. This one more time shows that for single-look amplitude images speckle can be simulated as pure multiplicative noise having Rayleigh PDF. Using modern simulation tools as, e.g., Matlab, this can be done easily, at least, for the case of independent identically distributed (i.i.d.), i.e. spatially uncorrelated speckle.
The histogram in Fig. 1(b To additionally analyze statistics of the speckle, we have also tested several manually cropped homogeneous regions in different single-look images that correspond to either rather large (about 70x70 pixels) agricultural fields and water surface. The estimated speckle variance To consider and simulate speckle more adequately, we have also analyzed spatial correlation of speckle using TerraSAR-X data. This has been done in three different ways. First, standard 2D autocorrelation function (ACF) estimates have been obtained for 32x32 pixels size homogeneous fragments. They have been inspected visually and have demonstrated the absence of far correlation and the presence of essential correlation for neighboring pixels in single-look amplitude images (see example in Fig. 2(a) ). It is interesting that even higher correlation for neighboring pixels has been observed for multi-look images (see example in Fig. 2(b) ). There are also ACF side lobes for azimuth direction that, most probably, arise due to peculiarities of the SAR response to a point target. is calculated for each block. After this, the histogram of these ratios for all blocks is formed and its mode r is determined by the method (Lukin et al., 2007) . For all considered real-life SAR images, the value of r was larger than 1.05 (Lukin et al., 2011b) for single-look SAR images and considerably larger for multi-look ones. This additionally gives an evidence in favor of the hypothesis that speckle is spatially correlated. Thus, we can state that speckle is spatially correlated in the considered TerraSAR-X images, both singleand multi-look ones. Then, this effect should be taken into account in simulations.
To simulate single-and multi-look SAR images, we have used four aerial optical images as I tr (all test images are of size 512x512pixels). These four images are presented in Fig. 3 . Positive features of these images allowing to use them in simulation of SAR data are the following.
First, these images have practically no self-noise that could later influence blind estimation of speckle statistics. Fig. 3 . Noise-free (true) test images used for simulating SAR images Second, these are the images of natural scenes and, thus, they contain large quasi-homogeneous regions, edges with different contrasts, various textures and small-sized targets.
Note that we have simulated speckle with the same statistics for all pixels ignoring the fact that for small-sized targets it might differ from speckle in homogeneous image regions. This simplification is explained by the following two reasons. First, more complicated models of speckle are required for small-sized targets. Second, the percentage of pixels occupied by small-sized targets is quite small in real-life images (Lee et al., 2009 ) and local estimates of noise statistics in the corresponding scanning windows are anyway abnormal. Thus, these local estimates are "ignored" by the BENCs considered below which are robust (see Section 3 for more details). Thus, from a practical point of view, it is more reasonable to simulate spatially correlated speckle. This can be done in different ways. In our study, we have employed the following simulation algorithm:
1. Generate 2D array of a required size I Im × J Im for Gaussian zero mean spatially correlated noise (GCN -Gaussian correlated noise) with a desired spatial spectrum (this is a standard task solution of which is omitted).
2.
Transform the 2D GCN data array into 1D array C of size K=I Im × J Im in a pre-selected way, e.g., by row-by-row scanning.
3. Generate 1D array B of i.i.d. Rayleigh distributed unity mean random variables of size K= I Im × J Im .
4.
For the array C, form an array of indices CI in such a manner that CI (1) is the index of the element in C which is the largest, СI (2) is the index of the element in C which is the second largest, and so on. Finally, CI(K) is the last element of the array CI which is the index of the smallest element of C.
5.
Similarly, form an index array BI for the array B.
6. For k=1..K make valid the condition C(CI(i))=B(BI(i)). Then, noise with Gaussian distribution is replaced by noise with the required distribution (Rayleigh in our case).
7.
The obtained array C is transformed to 2D array RES of size K=I Im × J Im in the way inverse to it has been done in step 2.
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The source code in Matlab that realizes the described algorithm is presented below: The image presented in Fig. 4 (b) has been obtained in the way described above. Moreover, this allows getting multi-look images if several realizations of the speckle with desired spectrum are generated and then averaged.
Considered blind estimation techniques and their accuracy analysis for simulated data
Describing the considered BENC methods, one should keep in mind that blind estimates of speckle characteristics obtained for a given method can differ from each other due to the following factors:
• properties and parameters (if they can be varied or user defined) of a method applied;
• method robustness with respect to outliers;
• content of an analyzed image;
• an observed speckle realization in the considered image;
• clipping effects (if they take place).
Because of this, we first describe BENCs used in our studies and the main principles put into their basis. Then, simulation results are presented for simulated single-and multi-look SAR images, and the analysis of these results is performed.
Considered BENCs
As it has been mentioned in Introduction, there are two basic approaches to blind estimation of σ μ 2 . The first approach presumes forming local estimates of speckle variance and robust processing of the obtained local estimates. The second approach is based on obtaining a scatterplot and robust regression line fitting into it.
Let us start from considering the former approach. It consists of the following stages. At the first stage, an analyzed image is divided into non-overlapping or overlapping blocks and local estimates are obtained as
where N denotes the block size under assumption that it has a square shape. According to a previous experience (Abramov et al., 2008) , N is recommended to be from 5 till 9; N=5 is usually enough for i.i.d. noise whilst it is better to set N equal to 7, 8 or 9 for spatially correlated noise.
To understand the operation principles of the first group of methods, it can be useful to look at distributions of the local estimates (3) . As examples, the two distributions of local estimates The second group of BENC methods, as it has been mentioned above, is based on scatter-plots. A traditional way of scatter-plot representation for signal-dependent noise is the following. For each block, a point in Cartesian system is obtained where its Y coordinate corresponds to a local variance estimate Y = σ loc 2 and a local mean estimate is its argument (X axis coordinate X = I¯l oc ). An example of such a scatter-plot for the image in Fig. 5(b) is presented in Fig. 8(a) .
I¯l oc is depicted in this scatter-plot. It is seen that it goes through the centers of the main clusters of this scatter-plot (the cluster centers are indicated by red squares) where the clusters are formed by normal local estimates (see details below). However, there are also quite many points that are located far away from this curve and cluster centers. These points correspond to abnormal local estimates obtained in heterogeneous blocks. This means that if one presumes to fit a polynomial type curve σ loc ). An example of such a scatter-plot obtained for the same single-look image is represented in Fig. 8(b) . Then one has to fit a curve
i.e. straight line where the estimate σ̑μ 2 = E, E is the parameter of the fitted line. Another option is to obtain a scatter-plot in such a way that a point coordinate Y relates to a local standard deviation estimate Y = σ̑l oc where its argument (X axis coordinate X = I¯l oc ) is the corresponding local mean estimate. Then one has σ̑l oc = F I¯l oc where F is the fitted straight line parameter that serves as the estimate σ̑μ. This kind of a scatter-plot is shown in Fig. 8(c) for the same singlelook SAR image. Visual analysis of the scatter-plots in Figs. 8(b) and 8(c) shows that for them there are also some clusters of normal local estimates whereas abnormal estimates are present as well. An advantage of the latter two approaches is that it is, in general, simpler to fit a straight line than a higher order polynomial. In particular, there are standard means for this purpose as, e.g., the Matlab version of robustfit method (DuMouchel&O'Brien, 1989). For methods analyzed below, we have used the approach based on (6).
Finally, there are also methods that exploit scatter-plot data to find cluster centers and curve (line) fitting using these scatter-plot centers ( , below we consider only the DW curve fitting to scatter-plot since this method, on the average, provides the best results. It is possible to use different sizes of blocks for local variance and local mean estimation in blocks. Below we study 5x5 and 7x7 pixel blocks. The technique based on forming a scatter-plot, its division into fixed number of clusters, finding cluster centers using mode estimation and DW line fitting is referred below as Method 2.
There are also other techniques based on curve fitting into cluster centers with improved robustness with respect to outliers. First, cluster centers can be determined without image presegmentation (as for the Method 2 described above) and with pre-segmentation and further processing of the obtained segmentation map . The result of image presegmentation is used in two ways. First, the number of image segments gives the number of clusters in the scatter-plot in a straightforward manner. Second, this information used for further image block discrimination into (probably) homogeneous and heterogeneous (Abramov et al., 2008; Lukin et al., 2010) allows diminishing the influence of abnormal errors on coordinate estimation of cluster centers. The next stages of the processing procedure are almost the same as in Method 2. However, Method 3 also takes into account that the position of the last cluster(s) (the rightmost one(s)) can be erroneous due to clipping effects. They act so that the corresponding local estimates occur smaller than they should be in the case of clipping absence. Then, an approach to improve estimation accuracy is to reject the rightmost cluster center(s) from further consideration. A practical rule for cluster rejection can be the following: if I¯n orm q > max(I ij ) / 4, i = 1, ..., I Im , j = 1, ..., J Im , then this cluster has to be rejected.
This rule takes into account the fact that for Rayleigh distribution a random variable can be, with a small probability, by 3…4 times larger than the distribution mean.
Analysis of simulation results
Let us analyze the obtained simulation results. The main properties and accuracy characteristics of the aforementioned methods based on finding a distribution mode have been intensively studied for the case of additive noise (Lukin et al., 2007) . Although the multiplicative noise case is considered here, the conclusions drawn for the additive case might be still valid for Method 1. Recall that one of the main conclusions drawn in (Lukin et al., 2007) is that the final blind estimate of noise variance σ̑f in 2 can be biased where the bias is mostly positive (i.e., the estimates are larger than the true value). The absolute value of bias is larger for images with more complex structure for which the parameter p introduced above is smaller.
Another conclusion is that the estimation bias (denoted as Δ μ for the multiplicative noise case)
usually contributes more to aggregate error ε Table 1 . Analysis shows that estimation bias is also positive for all four test images and for both studied sizes of blocks. One more conclusion that follows from data analysis for Method 1 in Table 1 is that the use of the block size 7x7 leads to more biased and, on the average, larger estimates than if 5x5 blocks are used. Nevertheless, the estimates for the fully developed speckle with σ μ 2 = 0.273 are within the required limits ) from 0.8x0.273=0.218 to 1.2x0.273=0.328 with high probability (it is equal to Δ μ ≤ 0.055).
Consider now data for Method 2. They are, mostly, more biased than for Method 1 for the same test image and block size (see data in Table 1 ). Moreover, the values of θ μ analysis of estimation accuracy. The results for 5x5 blocks for Method 2 are slightly better than for 7x7 pixel blocks. Hence, the use of 5x5 pixel blocks is the better choice for the case of i.i.d. speckle.
Finally, let us analyse data for Method 3 (see Table 1 ). This method produces estimates that have very small absolute values of bias which is mostly negative for both 5x5 and 7x7 pixel blocks. The values of θ μ 2 are smaller than for Method 2 but larger than for Method 1. However, due to small bias, Method 3 provides the smallest ε 2 among the studied BENCs and, thus, can be considered as the most accurate. The results for 5x5 and 7x7 block sizes are comparable and both block sizes can be recommended for practical use. , 2.71x10 -6 , and 2.73x10 -6 for these three methods.
Finally, the values of ε 2 are 1.028 x10 -4 , 1.027x10 -4 , and 0.030x10 -4 , respectively. The results for other three test images are similar. Thus, we can state that Method 3 again produces the best diminishes. This means that it is more difficult to accurately estimate speckle variance σ μ 2 for multi-look SAR images than for single-look ones.
Consider now the case of spatially correlated noise. We have carried out preliminary simulations and established that estimation bias contributes considerably more than estimation variance to the ε An interesting observation that follows from data analysis in Table 2 is that the differences are mostly negative, at least, for 5x5 block size, i.e. speckle variance is underestimated. This can be explained as follows. One factor that influences blind estimation is distribution mode position. Normal local estimates in blocks that form this mode are mostly smaller than σ μ 2 (Lukin et al., 2011b) . Because of this, speckle variance estimates tend to smaller values for Method 1, cluster centers tend to smaller values for Method 2 and Method 3 as well. Another factor is the method robustness with respect to abnormal local estimates which are, recall, larger than normal estimates. These abnormal local estimates "draw" the final estimates to another side, i.e. "force" them to be larger. Thus, these two factors partly compensate each other. Since Method 3 is more robust with respect to outliers (a large part of them is rejected due to pre-segmentation), this method provides smaller estimates σ μ 2 .
As it can be also seen from analysis of data in Table 2 , the estimates σ μ 2 for 7x7 blocks are larger than the corresponding estimates for 5x5 blocks. This is because mode position for normal local estimates shifts to right (to larger values) if the block size increases. This effects have been illustrated for spatially correlated speckle (Lukin et al., 2011b ) and for spatially correlated additive noise (Abramov et al., 2008) . Then, the final estimates for all BENCs also increase.
Analysis shows that it is worth using the block size 7x7 pixels for Method 3 which is the most accurate according to simulation data.
Finally, simulation results for four-look test images corrupted by spatially correlated speckle are represented in 
Verification results for real-life SAR images
First, we will verify our BENCs for the single-look real-life TerraSAR-X images presented in Figures 5 and 7 . The obtained data will be considered in subsection 4.1. Besides, in subsection 4.2, we will verify our BENCs for multi-look SAR images of urban area in Canada (Toronto) (these images are presented later). All of them are acquired for HH polarization. As it is stated in file description, approximate number of looks is about 6. Thus, the expected 
Verification results for single-look SAR images
Let us start from data obtained for Method 1. The estimates for block sizes 5x5, 7x7 and 9x9 pixels are collected in Table 4 . We decided to analyse 9x9 blocks (not exploited in simulations) to understand practical tendencies and to be sure in our recommendations. Analysis shows that the estimates for 9x9 blocks are larger than for 7x7 and 5x5 blocks. Moreover, for the image in Fig. 5 (a) the blind estimate is outside the desired limits. This happens because this image has complex structure and a large percentage of local estimates are abnormal. Although Method 1 is robust with respect to outliers, its robustness is not enough to keep the blind estimate within the required limits.
Concerning other blind estimates, they all are within the required limits. For three of four reallife images, 7x7 block size is the best choice from the viewpoint of estimation accuracy. Table 5 ) for three of four processed images. The only exception is again the image in Fig. 5(a) , due to complexity of its structure. In general, the estimates for the Method 2 are larger and less accurate than for the Method 1 (see data in Table  4 ) for 7x7 blocks. We have the following explanation for that. It is quite difficult to provide unbiased estimates of cluster centers especially for those clusters that contain a relatively small number of points. Then, biasedness of cluster center estimates leads to final overestimation of speckle variance for Method 2. Table 5 also contains blind estimates obtained by Method 3. All the estimates are within the required limits and they are, in general, more accurate than for other two methods. These conclusions also follow from analysis carried out by us for twenty 512x512 fragments of reallife SAR images (the data for 12 images are presented in Lukin et al., 2011b) .
One more advantage of Method 3 is that it is able to cope with image clipping effects. Note that clipping effects can arise due to limited range of image representation or incorrect scaling (Foi, 2009 ).
An example of such scatter-plot obtained as (6) for image with clipping effects is given in Fig.  9 . Straight line shows the true position of the line to be fitted. As it is seen, there are three clusters (that correspond to large means) positions which are erroneous (vertical coordinates are considerably smaller than they should be). Although line fitting method is robust, the presence of a large percentage of such clusters can lead to essential errors in blind estimation.
Verification results for multi-look SAR images
The real-life six-look SAR images used in verification tests are given in Fig. 10 . From visual inspection, the image in Fig. 10(d) seems to have more complex structures whilst other three images have quite large quasi-homogeneous regions. Let us see how this will influence blind estimates.
The obtained blind estimates for Method 1 (three block sizes) are collected in Table 6 . As it is seen, for 5x5 blocks they are mostly smaller than desired (the lower margin is 0.036), for 7x7 blocks all estimates are within the required limits (from 0.036 to 0.054), and two out of four estimates are larger than desired 0.054) for 9x9 blocks. Thus, 7x7 blocks are again the proper choice for Method 1. We would like to stress also that the estimate for the most complex image in Fig. 10(d) is always the largest for any given block size. To our experience, this is due to the influence of image content (large percentage of abnormal local estimates). Finally, Methods 2 and 3 have been verified for six-look images. The estimates are presented in Table 7 for 7x7 blocks. Method 2 produces obvious overestimation (only one estimate is within the required interval and other ones exceed the upper limit). In turn, Method 3 provides all four estimates accurate enough although underestimation is observed for all four processed images. Thus, Method 3 operating in 7x7 blocks provides the best or nearly the best accuracy for all considered simulated and real-life images.
The presented results clearly show that for estimation techniques based on scatter-plots and robust fitting it is often not enough to carry out robust fitting. Image pre-processing able to partly remove local estimates expected to be abnormal (due to block heterogeneity or to presence of clipping effects) is desirable. Such pre-processing might include image presegmentation which in our experiments has been performed by unsupervised variational classification through image multi-thresholding (Klaine et al., 2005) . Its advantage is that preprocessing is quite fast. This allows obtaining blind estimates quite quickly since other operations (obtaining of local estimates and robust regression) are also very fast. 
Conclusions and future work
Some aspects of SAR image simulation have been considered. In particular, it has been stressed that spatial correlation of speckle is to be taken into account. One algorithm to do this is described.
Three methods for blind estimation of noise statistical characteristics in SAR images have been first tested for simulated images. It has been shown that there are several factors influencing their performance. These factors are image content (complexity), the method used and its parameters. It is not always possible to provide blind estimates within desired limits especially for highly textural (complex structure) images. Then, these methods have been verified for real life TerraSAR-X images of limited size of 512x512 pixels. Preliminary tests have clearly demonstrated the presence of essential spatial correlation of speckle, especially for multi-look images. This is taken into account in setting parameters of BENC methods. The block size of 7x7 pixels is recommended for practical use.
The BENC methods based on scatter-plots without image pre-processing produce, on the average, worse accuracy than the method based on mode determination for local estimates' distribution. If pre-processing is applied, BENC methods (as Method 3) are able to produce acceptable accuracy for most images. Estimation accuracy for single-look images is mostly acceptable. However, there are more problems with speckle variance estimation for multi-look images. Thus, in future, special attention should be paid to considering multi-look image case. In this sense, the methods based in obtaining noise-informative maps (Uss et al. 2011; Uss et al., 2012) seem to be attractive although they are not so fast as the methods considered above.
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