Abstract. We present an algorithm to compute the zeta function of an arbitrary hyperelliptic curve over a finite field F q of characteristic 2, thereby extending the algorithm of Kedlaya for odd characteristic. Given a genus g hyperelliptic curve defined over F 2 n , the average-case time complexity is O(g 4+ε n 3+ε ) and the average-case space complexity is O (g 3 n 3 ), whereas the worst-case time and space complexities are O(g 5+ε n 3+ε ) and O(g 4 n 3 ), respectively.
Introduction
Since elliptic curve cryptosystems were introduced by Koblitz [20] and Miller [29] , various other systems based on the discrete logarithm problem in the Jacobian of curves have been proposed, such as hyperelliptic curves [21] , superelliptic curves [14] and C ab curves [2] . One of the main initialisation steps of these cryptosystems is to generate a suitable curve defined over a given finite field. To ensure the security of the system, the curve must be chosen such that the group order of the Jacobian is divisible by a large prime.
Currently, there exist several approaches for computing the number of points on the Jacobian of random curves. The first method is l-adic in nature: the number of points is computed modulo sufficient small primes l by working in l-torsion subgroups of the Jacobian and the final result is determined using the Chinese remainder theorem. This approach was first described by Schoof [38] for elliptic curves and leads to a polynomial time algorithm in all characteristics. A detailed description of Schoof's algorithm and the improvements by Atkin [3] and Elkies [9] can be found in [4] and [25] . Pila [35] and later Adleman and Huang [1] extended Schoof's algorithm to higher genus curves. Currently, only the genus 2 version of this algorithm is practical [16] , [17] .
The second approach is p-adic in nature and is especially efficient for algebraic varieties over finite fields of small characteristic. These p-adic algorithms come in two flavours. The first strategy computes a p-adic approximation of the Serre-Tate canonical lift and the action of Frobenius on this lift. This approach was first described by Satoh [36] for elliptic curves. An overview of the many variants and further optimisations of Satoh's algorithm can be found in [41] . Mestre [27] presented a "dual" algorithm using the Arithmetic-Geometric mean and sketched how it could be extended to ordinary hyperelliptic curves [28] . Results by Lercier and Lubicz [26] show that this algorithm is very efficient as long as the genus is small; this is due to the exponential dependence on the genus.
The second strategy computes the action of Frobenius on p-adic cohomology groups. Kedlaya [19] described such an algorithm for hyperelliptic curves over finite fields of small odd characteristic, using the theory of Monsky-Washnitzer cohomology. The running time of the algorithm is O(g 4+ε n 3+ε ) for a hyperelliptic curve of genus g over F p n . The algorithm readily generalises to superelliptic curves as shown by Gaudry and Gürel [15] . A related approach by Lauder and Wan [22] is based on Dwork's proof of the rationality of the zeta function and results in a polynomial time algorithm to compute the zeta function of an arbitrary algebraic variety over a finite field. Despite its polynomial time complexity, a first implementation indicates that cryptographical sizes are out of reach. Note that Wan [42] already suggested the use of p-adic methods, including the methods of Dwork and Monsky, several years ago. Using Dwork cohomology, Lauder and Wan [23] specialised their original algorithm to curves which are Artin-Schreier covers of the affine line minus one point, leading to an O(g 5+ε n 3+ε ) time algorithm. In [7] we described an extension of Kedlaya's algorithm to the same class of curves in characteristic 2 with the same time complexity. More recently, Lauder and Wan [24] extended their work to a larger class of Artin-Schreier covers (that does not however include all hyperelliptic curves in characteristic 2).
In this paper we extend Kedlaya's algorithm to arbitrary hyperelliptic curves defined over a finite field of characteristic 2. Given a genus g hyperelliptic curve defined over F 2 n , the average-case time complexity is O(g 4+ε n 3+ε ) and the average-case space complexity is O(g 3 n 3 ), whereas the worst-case time and space complexities are O(g 5+ε n 3+ε ) and O(g 4 n 3 ), respectively. Note that for the curves treated in [24] , Lauder and Wan obtained a worst-case time complexity of O(g 6+ε n 3+ε
). An implementation in the C programming language shows that cryptographical sizes are now feasible for any genus g. This paper is the theoretical version of [40] : it provides a detailed description of the underlying mathematics, presents all missing proofs and corrects the complexity analysis. 
Cohomology of Hyperelliptic Curves

Overview of Kedlaya's Construction
Let F q be a finite field with q = p n elements and fix an algebraic closure F q . Throughout this section we assume that p is a small odd prime. Let Q(x) be a monic polynomial of degree 2g + 1 over F q without repeated roots and let C be the affine hyperelliptic curve defined by the equation y 2 = Q(x). Kedlaya does not work with the curve C itself, but with the affine curve C which is obtained from C by removing the locus of y = 0, i.e. the points (ξ i , 0) ∈ F q × F q where ξ i is a zero of Q(x). The coordinate ring A of C is clearly given by F q [x, y, y −1 ]/(y 2 − Q(x)). Let K be a degree n unramified extension of Q p , with valuation ring R, such that R/ p R = F q . Take any monic lift Q(x) ∈ R[x] of Q(x) and let C be the smooth affine hyperelliptic curve defined by y 2 = Q(x). Let C be the curve obtained from C by removing the locus of y = 0. Then the coordinate ring of C is A = R[x, y, y
† denote the weak completion of A. Since F = σ n , with σ the p-power Frobenius, it is sufficient to lift σ to an endomorphism σ of A † . It is natural to define σ as the Frobenius substitution on R and to extend it to A † by mapping x to x σ := x p and y to y σ with
An easy calculation shows that ord p
Note that it is essential that y −1 is an element of A † , which explains why we compute with C instead of C.
Since C has dimension one, the only non-trivial 
and s ∈ N can be reduced as follows. Since Q(x) has no repeated roots, we can always write the polynomial 
Cohomology of Hyperelliptic Curves over F 2 n
Let F q be a finite field with q = 2 n elements and fix an algebraic closure F q . Consider the smooth affine hyperelliptic curve C of genus g defined by the equation
is a constant, we set H (x) = 1. Without loss of generality we can assume that H (x) | f (x). Indeed, the isomorphism defined by x → x and y → y + s i=0 b i x i transforms the curve in
The polynomial H (x) will divide the right-hand side of the above equation if and only
This is a system of linear equations in the indeterminates b 2 i and its determinant is a Vandermonde determinant. Since the θ j are the zeros of a polynomial defined over F q , the system of equations is invariant under the q-power Frobenius automorphism F and it follows that the b 2 i and therefore the b i are elements of F q . We conclude that we can always assume that
Note that the ordinate of these points is zero, since we assumed that H (x) | f (x). Let C be the curve obtained from C by removing the ramification points (θ i , 0) for i = 0, . . . , s. Then the coordinate ring A of C is
Let K be a degree n unramified extension of Q 2 with valuation ring R and residue
The result is that we have now constructed a lift C of the curve C to R defined by the equation
Note that due to the careful construction of C we have the following properties:
Let K ur be the maximal unramified extension of K with valuation ring R ur . For k = 0, . . . , s, let θ k be the zeros of H (x) and note that these are units in R ur . Furthermore, let π : C(K ) → A 1 (K ) be the projection on the x-axis, then the (θ k , 0) are ramification points of π .
Consider the curve C obtained from C by deleting the ramification points (θ k , 0) for
and there exists an involution ı on A which sends x to x and y to −y − h(x). Let A † denote the weak completion of A. Using the equation of the curve, we can represent any element of A † as a series
, with the degree of U i (x) and
The growth condition on the dagger ring implies that there exist real numbers δ and > 0 such that ord 2 
. Lift the 2-power Frobenius σ on F q to the Frobenius substitution σ on R. We extend σ to an endomorphism of A † by mapping x to x 2 and y to y σ , with
Using Newton iteration we can compute the solution to the above equations as an element of the 2-adic completion A ∞ as
The only remaining difficulty in the above Newton iteration is that we have to invert
Note that h(x) σ ≡ h(x) 2 mod 2, which implies that the denominator in the above formula is invertible in A ∞ . Contrary to the odd characteristic case it is not immediately clear that the solution W := lim k→+∞ W k is an element of A † . A theorem by Bosch [5] guarantees the existence of such a solution, but does not provide bounds on the rate of convergence. Since these bounds are needed in the complexity analysis, we prove the following lemma.
Proof. An easy calculation shows that
which implies that W 2 satisfies the lemma. The Newton iteration (1) can be rewritten as
It is clear that W k can be written as
Plugging this into the Newton iteration gives the following equation 
Using the bounds given in (3) for A i and B i and the bounds
and L 1 ≤ 0, we see that A k+1 also satisfies the bounds (3). Similar reasoning can be used to prove that B k+1 and L k+1 also satisfy the given bounds. 
Lemma 1 implies that the q-power
, which leads to
) is exact we can reduce the above differential further for m < −1 by using the relation
where ≡ means equality modulo exact differentials. As a result we can now reduce any form
For m > 0 we can reduce the differential form x k H (x) m y dx for k ∈ N if we know how to reduce the form x i y dx for i ∈ N. Rewriting the equation of the curve as (2y +h(x)) 2 = 4 f (x)+h(x) 2 and differentiating both sides leads to (2y
Furthermore, for all j ≥ 1, we have the following relations:
, we finally obtain that
The polynomial between brackets has degree 2g + j and its leading coefficient is 2(2g + 1) + 4 j/3 = 0. Note that the formula is also valid for j = 0. This means that we can reduce x i y dx for any i ≥ 2g by subtracting a suitable multiple of the above differential for j = i − 2g.
For m < 0 we need an extra trick to reduce the form
and since the curve is non-singular, we conclude
The latter differential form can be reduced using the following congruence:
Substituting the expressions h(x)
where I (x)/H (x) dx is a suitable invariant differential. As a result we can write any form x k H (x) m y dx for k ∈ N and m ∈ Z as a linear combination of the differentials x i y dx for i = 0, . . . , 2g − 1 and x i /H (x) dx for i = 0, . . . , s. To show that the Monsky-Washnitzer cohomology H 1 (A/K ) is generated by the same differential forms as the algebraic de Rham cohomology, we need to bound the denominators introduced during the reduction process.
Lemma 2. Let
) and suppose that
Proof. The proof has two distinct parts. The first part is similar to Kedlaya's argument in Lemma 3 of [19] , and is based on a local analysis around the point at infinity of the curve C. Put t = x g /y, then one easily verifies that
with α j , β j ∈ R. To see this, put z = 1/x, rewrite the equation of the curve C as z + tz g+1 h(1/z) − t 2 z 2g+1 f (1/z) = 0 and write z as a power series in t using Newton iteration. The relation (4) can be rewritten as
with T ∈ A ⊗ K . Considering the involution ı of A which sends x to x and 2y + h(x) to −(2y + h(x)), we see that we can write T = N i=0 A i x i (2y + h(x)), with N big enough and A i ∈ K . This yields
In the above equation we express x and y in terms of t using equalities (5) . Since
with γ j ∈ K for all j and γ j ∈ R when j < −2(2g − 1) − 2g − 4 = −6g − 2 and c is the leading coefficient of h(x). Note that c is a unit in R. Integrating with respect to t and dividing by 2 gives j≥− max(2r +2g+3,6g+1)
with γ j ∈ K for all j and γ j ∈ R when j < −6g − 1. Indeed, the integration process introduces denominators which become integral after multiplication with 2 log(2r +2g+2) = 2 m−2 if r ≥ 2g−1. A first consequence of (7) is that A i = 0 for all i > max(r +1, 2g). We claim that (7) implies that A i ∈ R for all i > 2g. Suppose the claim is false. Then let i 0 be the largest integer with i 0 > 2g and A i 0 ∈ R. Note that −2i 0 − 2g − 1 < −6g − 1, since i 0 > 2g. Hence the monomials in the left-hand side of (7) with degree ≤ −2i 0 − 2g − 1 have coefficients in R. Moreover, the monomials of degree < −2i 0 − 2g − 1, in the first sum in the right-hand side of (7) also have coefficients in R, but this is false for the monomial of degree −2i 0 − 2g − 1. Hence the second sum in the right-hand side of (7) contains a monomial of degree −2i 0 − 2g − 1 whose coefficient is not in R. That means that there is a maximal i 1 with A i 1 /2 ∈ R and −2i 1 − 2 deg h ≤ −2i 0 − 2g − 1. Because of parity we have that −2i 1 − 2 deg h < −2i 0 − 2g − 1. Since c is a unit, the right-hand side of (7) contains a monomial of degree −2i 1 − 2 deg h < −2i 0 − 2g − 1 whose coefficient is not in R. However, this contradicts what we said about the left-hand side. This finishes the claim that A i ∈ R for all i > 2g.
We now turn to the second part of the proof. Note that (2y
. We use these formulae to deduce from (6) a relation which does not involve y. For this purpose we multiply (6) with (2y
We rewrite this in the form
where
is a polynomial over R, since A i ∈ R for all i > 2g. From (8) and (9) 
and that the leading coefficient of u(x) is a unit in R. Rewrite (8) in such a way that w(x) gets replaced by u(x):
We consider (10) Remark. Lemma 2 remains valid when we replace 2g−1 i=0 by 2g−1+κ i=κ whenever r ≥ κ ∈ N. The proof is the same, except that we also have to show that A i = 0 for all i < κ. This follows from (6) using a local analysis at a point on the curve with x = θ k . Such a local analysis is given in the proof of Lemma 3 below.
Lemma 3. Let
where r ∈ N,
and β is some suitable element in K .
Proof. The proof again consists of two distinct parts. The first part is similar to Kedlaya's argument in Lemma 2 of [19] and is based on a local analysis around the ramification points (θ k , 0) for k = 0, . . . , s. In the completion of the local ring of the curve at (θ k , 0) we can write
with γ k, j ∈ R ur and γ k,2 a unit in R ur . Indeed, to see this write h(x) and f (x) as a Taylor expansion around θ k and use the equation of the curve and the condition f (θ k ) ≡ 0 mod 2, to express x − θ k as a power series in y using Newton iteration.
Applying the involution ı to (11), we see that this relation implies
with N and M large enough integers. Expressing x −θ k in terms of y, we get 
with γ k, j ∈ K ur for all j and γ k, j ∈ R ur when j ≤ 1. Integrating the left-hand side of this equation with respect to y yields a series whose terms of degree ≤ 2 have coefficients in R ur . The leading term of the right-hand side is u k,−N B −N (θ k )y −2N +1 , which implies that B −N (θ k ) is integral for k = 0, . . . , s. Since the discriminant of H (x) is a unit in R we conclude that B −N (x) has integral coefficients. Bringing the integral terms to the lefthand side and repeating the same argument, shows that B i (x) ∈ R[x] for i = −N , . . . , 0. This terminates the first part of the proof.
The second part of the proof proceeds along the same lines as in Lemma 2. Rewrite the sum
with M ∈ N and A i ∈ K . Using the same formulae as in Lemma 2 we deduce from (12) a relation which does not involve y by multiplying both sides with (2y + h(x))/dx = w(x)/d(2y + h(x)), which leads to
Comparing the valuation at infinity of both sides shows that A i = 0 for i > 2g. We can therefore rewrite the above equation in the form
is a polynomial over R since the B i (x) ∈ R[x] for i = −N , . . . , 0 and the left-hand side of (13) 
An immediate consequence of Lemmata 2 and 3 is that the basis for H
Let C be the unique smooth projective curve birational to C, then
with α i the eigenvalues of q F 
Comparing both expressions, we see that we can relabel the α i such that α i = β i for i = 1, . . . , 2g. Since then α i α g+i = q, the α i are also the eigenvalues of F * on
Algorithm and Complexity
Using the formulae of the previous section, we describe an algorithm to compute the characteristic polynomial of Frobenius χ(t) and the zeta function of a smooth projective hyperelliptic curve C of genus g over F q with q = 2 n .
Precision of Computation
We have shown that χ(t) = 
Therefore it suffices to compute the action of F * on a basis of
However, it is not sufficient to compute y σ modulo 2 B since we need to take into account the loss of precision introduced during the reduction process of the differential forms. Let 
Detailed Algorithm
The function Hyperelliptic Zeta Function given in Algorithm 1 computes the zeta function of a smooth projective hyperelliptic curve C defined over F q with q = 2 n .
Step 1 determines the minimal precision N satisfying inequality (14) .
In step 2 we call the subroutine Lift Curve, which first constructs an isomorphic curve such that H (x) | h(x) and H (x) | f (x) and lifts the curve using the construction described in Section 3.2. The result of this function is a hyperelliptic curve C :
D . Since this function is rather straightforward, we have omitted the pseudo-code.
In step 3 we compute y σ mod 2 N using the function Lift Frobenius y given in Algorithm 2. The parameters α N , β N are Laurent polynomials in S with coefficients polynomials over R mod 2 N of degree < deg S. This function implements the Newton iteration (1), but has quadratic, instead of linear, convergence. Note that Algorithm 2 is in fact a double Newton iteration: α + βy converges to y σ , whereas γ + δy is an approximation of the inverse of the denominator (2) in the Newton iteration.
Once we have determined an approximation of y σ , we compute the action of σ * on the basis of H 1 (A/K ) − as 2x 2i+1 y σ dx for i = 0, . . . , 2g − 1. In step 4 we reduce these forms using the function Reduce MW Cohomology given in Algorithm 3, which is based on the reduction formulae devised in Section 3.2. Given a differential Gy dx with G a Laurent polynomial in S, this function computes a polynomial ∈ K [x], with Algorithm 1 (Hyperelliptic Zeta Function).
IN: Hyperelliptic curve C over F q given by equation y
The zeta function Z ( C/F q ; t). (c N ,1 , c N ,2 ) ; Frobenius y(h, f, H, D, N ) ;
deg < 2g such that for a given precision B we have the following equivalence modulo exact and invariant forms y dx ∼ Gy dx mod 2 B , where mod 2 B means modulo
dx). In step 2.3 we use the function XGCD which takes as input two polynomials A(x), B(x) ∈ K [x] and returns polynomials
C(x), L A (x), L B (x) such that C(x) = gcd(A(x), B(x)) and C(x) = L A (x)A(x) + L B (
x)B(x). Note that the
Algorithm 2 (Lift Frobenius y).
IN: Curve
C : y 2 + h(x)y = f (x) over R, polynomial H (x) ∈ R[x] with H |h and H | f , D ∈ N such that h|H D and precision N . OUT: Laurent polynomials α N , β N in S with S = H if deg H > 0, S = x if H = 1 satisfying y σ ≡ α N + β N y mod 2 N . 1. B = log 2 N + 1; T = N ; Q S := S D div h; 2. For i = B Down To 1 Do P[i] = T ; T = T /2 ; 3. α ≡ f mod 2; β ≡ −h mod 2; γ = 1; δ = 0; 4. For i = 2 To B Do 4.1. T A ≡ (α + h σ ) · α + β 2 · f − f σ · Q 2 S · S −2D mod 2 P[i] ; 4.2. T B ≡ (2α − h · β + h σ ) · β · Q 2 S · S −2D mod 2 P[i] ; 4.3. D A ≡ 1 + (h σ − h 2 + 2α) · Q 2 S · S −2D mod 2 P[i−1] ; 4.4. D B ≡ 2β · Q 2 S · S −2D mod 2 P[i−1] ; 4.5. V A ≡ D A · γ + D B · δ · f − 1 mod 2 P[i−1] ; 4.6. V B ≡ D A · δ + D B · (γ − δ · h) mod 2 P[i−1] ; 4.7. γ ≡ γ − (V A · γ + V B · δ · f ) mod 2 P[i−1] ; 4.8. δ ≡ δ − (V A · δ + V B · (γ − δ · h)) mod 2 P[i−1] ; 4.9. α ≡ α − (T A · γ + T B · δ · f ) mod 2 P[i] ; 4.10. β ≡ β − (T A · δ + T B · (γ − δ · h)) mod 2 P[i] ; 5. Return α N = α, β N = β.
Algorithm 3 (Reduce MW Cohomology).
IN: Polynomials h(x), f (x), H (x) ∈ R[x] with H |h and H
remarks after Lemmata 2 and 3 imply that the result of Algorithm 3 is correct modulo 2 B since we computed modulo 2 N and N satisfies N − max(c N ,1 , c N ,2 ) > B. The result of step 4 of Algorithm 1 is an approximation modulo 2 B of the matrix M through which σ * acts on
Note that since M is not necessarily defined over R, we could lose up to cn bits of precision, where 2 c is the largest denominator appearing in M. By Lemmata 1 and 2, c is bounded by O(log g) independently of n. In theory we would therefore have to replace the bound B in Algorithm 1 by B + cn, which does not change the complexity of the algorithm.
In practise however it turns out that the largest denominator appearing in M F is almost always the same as the largest denominator appearing in M and therefore it is not necessary to increase B. This phenomenon can be heuristically explained as follows: since the eigenvalues of F * = σ n * on H 1 (A/K ) − have non-negative 2-adic valuation there is an R-submodule of H 1 (A/K ) − which is stable under the action of σ * . For this R-submodule we can take for instance the canonical image of the crystalline cohomology of C over R. Note that the R-submodule generated by x i y dx for i = 0, . . . , 2g − 1 is not canonical and in general not stable under σ * . Let A 0 be the matrix that expresses x i y dx for i = 0, . . . , 2g − 1 in terms of a basis of such a stable R-submodule and let A be A 0 times a power of 2 such that A is a matrix over R which is not zero modulo 2. Then M = A −1 U A σ where U is the matrix of σ * with respect to the new basis. Note that U is a matrix over R and that the norm of M equals A −1 UU σ · · · U σ n−1 A. Thus the loss of precision is no more than 2d bits where d is the 2-adic valuation of det(A). If U and A are generic enough then |c − d| is small. Furthermore, the bound (14) turns out to be slightly larger than what is needed and compensates for the loss of 2d bits.
In steps 6 and 7 we recover the characteristic polynomial of Frobenius from the first g coefficients of the characteristic polynomial of M F . Finally, we return the zeta function of the smooth projective hyperelliptic curve C birational to C in step 8.
Complexity
In this section we analyse the space and time requirements of Algorithm 1 for a genus g hyperelliptic curve over F 2 n assuming fast arithmetic, i.e. using the Schönhage-Strassen algorithm [37] that computes the product of two m-bit integers in time O(m 1+ε ) for any constant ε ∈ R >0 . Before proceeding through the individual steps of the algorithm, we analyse the complexity of the basic operations in Algorithm 1 and the asymptotic behaviour of the bounds given in Lemma 1.
For a fixed precision N , let R N denote the degree n unramified extension of Z 2 /2 N Z 2 . Elements of R N are represented as polynomials over Z/2 N Z modulo a sparse irreducible polynomial P(t) of degree n. Since each element of this ring requires O(n N ) space, we can perform the basic operations, i.e. multiplication and division, in time O(n 1+ε N 1+ε ). Computing the Frobenius substitution σ on R N can be accomplished in time O(n 2+ε N 1+ε ) as follows. Since t is a root of P(t), t σ will also be a root of P(t) and t σ ≡ t 2 mod 2. Therefore, t σ can be computed using the Newton iteration
Since the Newton iteration converges quadratically and we compute with the minimal precision in each step, the total complexity will be determined by the last step which takes O(n) multiplications in R N . Precomputing t σ mod 2 N can thus be accomplished in time O(n 2+ε N 1+ε ). After this precomputation, we can compute the Frobenius substitution of any element E(t) as E(t σ ), which needs O(n) multiplications in R N and thus takes O(n 2+ε N 1+ε ) time. Lemma 1 bounds the maximum bit-size of the Laurent series we compute with and therefore determines the complexity of Algorithm 1. Since these bounds depend on the degree and splitting type of h(x), we make a distinction between average-case and worstcase complexity. To this end we introduce three parameters which allow us to analyse both cases simultaneously.
-Let the asymptotic behaviour of deg f −2 deg h be O(g λ ). Since the degree of f (x) is 2g + 1 and h(x) is a random polynomial of degree ≤ g, we conclude that λ = 0 on average and λ = 1 in the worst case.
-Let the asymptotic behaviour of deg H be O(g µ ). With very high probability a random polynomial of degree ≤ g has O(g) different roots, which implies that µ = 1 on average and µ = 0 in the extreme case.
-Let the asymptotic behaviour of D be O(g ν ), then ν = 0 on average and ν = 1 in the worst case, since with very high probability a random polynomial only has roots with multiplicity O(1).
In step 1 of Algorithm 1 we determine the minimal precision N satisfying inequality (14) , which implies that N is O(gn). The function Lift Frobenius y in step 3 is a Newton lifting. Since the precision doubles in every iteration, we see that its complexity is determined by the last iteration, which consists of O(1) multiplications of Laurent polynomials in S with coefficients polynomials over R N of degree less than deg S. Lemma 
Implementation and Numerical Results
In this section we present running times of an implementation of Algorithm 1 in the C programming language and give some examples of Jacobians of hyperelliptic curves with almost prime group order. The basic operations on integers modulo 2 N for N ≤ 256 were written in assembly language. Elements of R N are represented as polynomials over Z/2 N Z modulo a degree n irreducible polynomial, which we chose to be either a trinomial or a pentanomial. For multiplication of elements in R N , polynomials over R N and Laurent series over R N [x] we used Karatsuba's trick [18] , which allows to multiply two m-bit integers in time O(m log 2 3 ). Redoing the complexity analysis then results in an average-case time complexity of O(g 5.17 n 4.75 ) bit-operations. Table 1 contains running times and memory usages of Algorithm 1 for genus 2, 3 and 4 hyperelliptic curves over various finite fields of characteristic 2. These results were obtained on an AMD XP 1700+ processor running Linux Redhat 7.1. Note that the field degrees are chosen such that gn, and therefore the size of the group order of the Jacobian, is constant across each row. Although of no importance to cryptography, it is worth mentioning that Algorithm 1 is also practical for large genus hyperelliptic curves, e.g. the zeta function of a genus 350 hyperelliptic curve over F 2 can be computed in 83 hours. For more information, we refer the interested reader to Section 4.4.4 of [41] .
Running Times and Memory Usage
Hyperelliptic Curve Examples
In this subsection we give three examples of Jacobians of hyperelliptic curves with almost prime group order. The correctness of these results is easily proved by multiplying a random divisor with the given group order and verifying that the result is principal, i.e. is the zero element in the Jacobian J C (F q ).
It is clear that the given curves are non-supersingular, since the coefficient a g of χ(T ) is odd [12] . Furthermore, all curves are immune to Weil descent [13] and multiplicative reduction [11] .
Let α = 
The group order of the Jacobian J C 2 of C 2 over F 2 83 is #J C 2 = 2 · 46768052394612054553468807679365619497317916118893, where the last factor is prime. The coefficients a 1 
The group order of the Jacobian J C 3 of C 3 over F 2 59 is #J C 3 = 2 · 95780971232851005943503002779523943538413536699032693, where the last factor is prime. The coefficients a 1 , a 2 
The group order of the Jacobian J C 4 of C 4 over F 2 43 is
where the last factor is prime. 
Conclusion
In this paper we have presented an extension of Kedlaya's algorithm to compute the zeta function of an arbitrary hyperelliptic curve C over a finite field of characteristic 2. The main difference with Kedlaya's algorithm is that the hyperelliptic curve can no longer be lifted arbitrarily; instead, a very specific lift is needed to ensure that the algebraic de Rham cohomology and the Monsky-Washnitzer cohomology are isomorphic. For a genus g hyperelliptic curve defined over F 2 n , the average-case time complexity is O(g 4+ε n 3+ε ) and the average-case space complexity is O(g 3 n 3 ), whereas the worst-case time and space complexities are O(g 5+ε n 3+ε ) and O(g 4 n 3 ), respectively. An implementation in the C programming language shows that cryptographical sizes are now feasible for any genus g, e.g. computing the order of a 160-bit Jacobian of a hyperelliptic curve of genus 2, 3 or 4 takes about 75 seconds. Due to the generality of the cohomological approach, it seems likely that Kedlaya's algorithm can be extended to arbitrary curves. For a first step in this direction, we refer to [8] which presents an algorithm to compute the zeta function of any non-singular C ab curve over a finite field of small characteristic.
