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Abstract
We derive some regularity estimates of the solution to a time fractional diffusion equation, that
are useful for numerical analysis, and partially unravel the singularity structure of the solution with
respect to the time variable.
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1 Introduction
This paper considers the following time fractional diffusion problem: ∂
α
t (u− u0)−∆u = f in Ω× (0, T ),
u = 0 on ∂Ω× [0, T ],
u = u0 on Ω× {0},
(1.1)
where Ω ⊂ Rd is a bounded domain with C2 boundary, 0.5 < α < 1, u0 ∈ H10 (Ω), and f ∈ L2(QT ) with
QT := Ω× (0, T ). Above ∂αt : L1(QT )→ D′(QT ), the Riemann-Liouville fractional differential operator,
is defined by ∂αt := ∂tI
1−α
0+ , where ∂t denotes the generalized differential operator with respect to the
time variable t, and I1−α0+ : L
1(QT )→ L1(QT ) is given by
(I1−α0+ v)(x, t) :=
1
Γ(1− α)
∫ t
0
(t− s)−αv(x, s) ds, (x, t) ∈ QT ,
for all v ∈ L1(QT ), with Γ(·) denoting the standard Gamma function.
The main goal of this paper is to investigate the regularity properties of the solution to problem
(1.1). Let us first introduce some recent related works. In [5] Eidelman and Kochubei constructed and
investigated fundamental solutions for Cauchy time-fractional diffusion problems. For the generalized
time-fractional diffusion equation, Luchko [8, 9] established a maximum principle, and used this maximum
principle to prove the uniqueness of the generalized solution; moreover, Luchko discussed the existence of
the generalized solution of problem (1.1) with f = 0. Furthermore, Luchko [10] extended the maximum
principle to the fractional diffusion equation, and discussed the properties of the solution to a one-
dimensional time-fractional diffusion equation. Under the basic condition that f = 0 or u0 = 0, Sakamoto
and Yamamoto [19] discussed the uniqueness and regularity of the weak solution to problem (1.1) for
0 < α < 1. Zacher [23] proposed a De Giorgi-Nash theorem for time fractional diffusion equations.
Assuming the force function f to be weighted Ho¨lder continuous, Mu et al. [15] proved the unique
existence of solutions to three types of time-fractional diffusion equations, and derived some new regularity
estimates. For the abstract time-fractional evolution equations, Zhang and Liu [24] established sufficient
conditions for the existence of mild solutions for fractional evolution differential equations by using a new
fixed point theorem. Wang et al. [21] obtained the existence and uniqueness of mild solutions and classical
solutions to abstract linear and semilinear fractional Cauchy problems with almost sectorial operators.
For more works, we refer the reader to [12, 13, 14, 2, 1, 7, 6] and the references therein.
The motivation of paper is to provide regularity estimates for numerical analysis, and, to the best of our
knowledge, for problem (1.1) there is no available regularity result for numerical analysis so far. Moreover,
because of the nonlocal property of the operator ∂αt , both the storage and computing costs for a numerical
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approximate of a time fractional diffusion problem are much more expensive than that of a corresponding
standard diffusion problem. Therefore, designing high accuracy algorithms for time fractional diffusion
problems is of great practical value [11, 25]. But whether a high accuracy algorithm works or not depends
mainly on the regularity of the solution with respect to the time variable t. Unfortunately, it is well known
that even u0 and f are regular enough, the solution to (1.1) has singularity in time. So it is natural to
investigate the singularity structure of the solution in time, which not only is of theoretical value, but
also can provide insight into developing efficient numerical algorithms.
In this paper, we employ the Galerkin method to investigate the regularity properties of the weak
solution to problem (1.1). Compared to the work aforementioned, our regularity estimates are more
applicable to numerical analysis. Furthermore, our regularity estimates demonstrate that, by subtracting
some particular forms of singularity functions, we can improve the regularity of the solution with respect
to the time variable t, which partially unravel the singularity structure of the solution in time.
The rest of this paper is organized as follows. In Section 2 we introduce some Sobolev spaces, the
fractional integration and derivative operators, and some fundamental properties of these operators. In
Section 3 we investigate the regularity properties of the solution of a fractional ordinary equation. Finally,
in Section 4 we use the results developed in the previous sections to discuss the regularity of the solution
to problem (1.1).
2 Preliminaries
We start by introducing some Sobolev spaces. Let 0 6 β <∞. Define [20]
Hβ(R) :=
{
v ∈ L2(R)
∣∣∣∣ (1 + |·|2)β/2 Fv(·) ∈ L2(R)} ,
and endow this space with the following norm:
‖v‖Hβ(R) := ‖v‖L2(R) + |v|Hβ(R) for all v ∈ Hβ(R),
where
|v|Hβ(R) :=
(∫
R
|ξ|β |Fv(ξ)|2 dξ
) 1
2
.
Above and throughout, F : S ′(R) → S ′(R) denotes the well-known Fourier transform operator, where
S ′(R), the dual space of S(R), is the space of tempered distributions. For −∞ 6 a < b 6∞, define
Hβ(a, b) :=
{
v|(a,b)
∣∣ v ∈ Hβ(R)} ,
and equip this space with the following norm:
‖v‖Hβ(a,b) := inf
v˜∈Hβ(R)
v˜|(a,b)=v
‖v˜‖Hβ(R) for all v ∈ Hβ(a, b).
In addition, we use Hβ0 (a, b) to denote the closure of D(a, b) in Hβ(a, b), where D(a, b) denotes the set of
C∞ functions with compact support in (a, b).
Remark 2.1. It is well known that if 0 < β < 0.5, then Hβ(a, b) coincides with Hβ0 (a, b). Also, there
exists another equivalent definition of the space Hβ(0, 1) for 0 < β < 1:
Hβ(0, T ) :=
{
v ∈ L2(0, T )
∣∣∣∣∣
∫ 1
0
∫ 1
0
|v(s)− v(t)|2
|s− t|1+2β
dsdt <∞
}
.
By this definition, a routine computation yields that if 0 < β < 0.25, then v ∈ Hβ(0, 1) with v being given
by
v(t) := t−β , 0 < t < 1.
This result will be used implicitly in the proof of Theorem 3.2.
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Let X be a separable Hilbert space with inner product (·, ·)X , and an orthonormal basis {ek| k ∈ N}.
For −∞ < a < b <∞ and 0 6 β <∞, define
Hβ(a, b;X) :=
{
v : (a, b)→ X
∣∣∣∣∣
∞∑
k=0
‖(v, ek)X‖2Hβ(a,b) <∞
}
,
and equip this space with the following norm:
‖v‖Hβ(0,T ;X) :=
( ∞∑
k=0
‖(v, ek)X‖2Hβ(0,T )
) 1
2
for all v ∈ Hβ(a, b;X).
It is easy to verify that Hβ(a, b;X) is a Banach space, and, in particular, we shall also use L2(a, b;X) to
denote the space H0(a, b;X).
Remark 2.2. It is evident that the spaces L2(a, b;X) and H1(a, b;X) defined above coincide respectively
with the corresponding standard X-valued Sobolev spaces [3], with the same norms. Using the K-method
[20], we see that, for 0 < β < 1, the space Hβ(a, b;X) coincides with the following interpolation space(
L2(a, b;X), H1(a, b;X)
)
β,2
,
with equivalent norms. Thus, the space Hβ(a, b;X), 0 6 β 6 1, is independent of the choice of orthonor-
mal basis {ek| k ∈ N} of X. The case of β > 1 is analogous.
Then, let us introduce the Riemann-Liouville fractional integration and derivative operators as follows
[18, 17].
Definition 2.1. Let β > 0. Define Iβ+ : V+ → V+ by
Iβ+v(x) :=
1
Γ(β)
∫ x
−∞
(x− t)β−1v(t) dt, −∞ < x <∞,
for all v ∈ V+, and define Iβ− : V− → V− by
Iβ−v(x) :=
1
Γ(β)
∫ ∞
x
(t− x)β−1v(t) dt, −∞ < x <∞,
for all v ∈ V−. Here Γ(·) denotes the standard Gamma function, and
V+ :=
{
v ∈ L1loc(R)
∣∣ supp v ⊂ [a,∞) for some a ∈ R} ,
V− :=
{
v ∈ L1loc(R)
∣∣ supp v ⊂ (−∞, a] for some a ∈ R} ,
with supp v denoting the support of v and L1loc(R) denoting the set of all locally integrable functions defined
on R. In particular, for a ∈ R, we use Iβa+ to denote the restriction of Iβ+ to
{v ∈ V+| supp v ⊂ [a,∞)} ,
and use Iβa− to denote the restriction of I
β
− to
{v ∈ V−| supp v ⊂ (−∞, a]} .
Definition 2.2. Let 0 < β < 1. Define Dβ+ : V+ → D′(R) and Dβ− : V− → D′(R), respectively, by
Dβ+ := DI
1−β
+ , D
β
− := −DI1−β− ,
where D : D′(R) → D′(R) is the standard generalized differential operator. In particular, for a ∈ R, we
use Dβa+ to denote the restriction of D
β
+ to
{v ∈ V+| supp v ⊂ [a,∞)} ,
and use Dβa− to denote the restriction of D
β
− to
{v ∈ V−| supp v ⊂ (−∞, a]} .
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Remark 2.3. Let 0 < β < 1 and v ∈ V+. By the definition of I1−β+ , we have I1−β+ v = h ∗ v, where
h(t) :=
1
Γ(1− β)
{
t−β , if t > 0,
0, otherwise.
If the support of v is compact, then [22, Theorem 6, pp. 160-161] implies F(h ∗ v) = FhFv, so that,
using the fact that
Fh(ξ) = (iξ)β−1, −∞ < ξ <∞,
which can be derived by a similar analysis as in Appendix A, we obtain
F(I1−β+ v)(ξ) = (iξ)β−1Fv(ξ),
F(Dβ+v)(ξ) = (iξ)βFv(ξ),
for all −∞ < ξ <∞. This provides an approach to prove Lemma 2.3 below.
Remark 2.4. Note that these fractional integration and derivative operators introduced above act on
functions defined on R. For the sake of rigorousness, we make the convention that, when applying one
of these operators to a function v defined in some interval (a, b), we shall implicitly extend v to R \ (a, b)
by zero.
In the remainder of this section, we present some fundamental properties of these fractional integration
and derivative operators.
Lemma 2.1. If β, γ > 0, then
Iβ+γ+ = I
β
+I
γ
+, I
β+γ
− = I
β
−I
γ
−.
Lemma 2.2. Let −∞ < a < b <∞ and β > 0. If u, v ∈ L2(a, b), then(
Iβa+u, v
)
L2(a,b)
=
(
u, Iβb−v
)
L2(a,b)
.
If v ∈ Lp(a, b) with 1 6 p 6∞, then ∥∥∥Iβa+v∥∥∥
Lp(a,b)
6 C ‖v‖Lp(a,b) ,∥∥∥Iβb−v∥∥∥
Lp(a,b)
6 C ‖v‖Lp(a,b) ,
where C is a positive constant that only depends on a, b, β and p.
Lemma 2.3. Let 0 < β < 1 and v ∈ L1(R) with compact support. Then
(FIβ+v)(ξ) = (iξ)−βFv(ξ),
(FDβ+v)(ξ) = (iξ)βFv(ξ),
(FIβ−v)(ξ) = (−iξ)−βFv(ξ),
(FDβ−v)(ξ) = (−iξ)βFv(ξ),
for all ξ ∈ R.
For the proofs of Lemmas 2.1 and 2.2, we refer the reader to [18], and, since these two lemmas are
frequently used in this paper, we shall use them without notice for convenience. For Lemma 2.3, a proof
was also provided in [18, Theorem 7.1, pp. 138]; however, this proof was not rigorous. Although one
can prove Lemma 2.3 by using the convolution theorem for distributions, as described in Remark 2.3, we
provide an elementary proof in Appendix A.
Remark 2.5. Let 0 < β < 1. If v ∈ Hβ(R) with compact support, then using Lemma 2.3 and the famous
Fourier-Plancherel formula gives ∥∥∥Dβ+v∥∥∥
L2(R)
= |v|Hβ(R) .
This is a remarkable and very useful property of fractional derivative operators. Also, when applying
Lemma 2.3, we should be cautious: for v ∈ Hβ(R), in our setting F(Dβ+v) may not make any sense since
the support of v is not necessarily compact.
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Below we make the following conventions: by x . y we mean that there exists a positive constant C
that only depends on α, T or Ω, unless otherwise specified, such that x 6 Cy (the value of C may differ
at each occurrence); by x ∼ y we mean that x . y . x.
Lemma 2.4. Let 0 < β < 1. If h ∈ L2(0, T ), then∥∥∥Iβ0+h∥∥∥
Hβ(0,T )
. ‖h‖L2(0,T ) , (2.1)∥∥∥IβT−h∥∥∥
Hβ(0,T )
. ‖h‖L2(0,T ) . (2.2)
If h ∈ H1−β0 (0, T ), then ∥∥∥Iβ0+h∥∥∥
H1(0,T )
. ‖h‖H1−β(0,T ) , (2.3)
and if β 6= 0.5 in addition, then Iβ0+h(0) = 0. The three implicit constants in the above three estimates
only depend on β and T .
Proof. Let us first prove (2.1) and (2.2), and since the proof of (2.2) is parallel to that of (2.1), here we
only prove the former. Assuming 0 < β < 12 , a simple calculation gives∥∥∥Iβ0+h∥∥∥
L2(R)
. ‖h‖L2(0,T ) ,
so that, Lemma 2.3 and the Fourier-Plancherel formula imply∥∥∥Iβ0+h∥∥∥
Hβ(R)
. ‖h‖L2(0,T ) ,
which indicates the desired estimate (2.1). So let us assume 12 6 β < 1. Note that we have already
proved ∥∥∥∥I β20+v∥∥∥∥
H
β
2 (0,T )
. ‖v‖L2(0,T ) for all v ∈ L2(0, T ).
Also note that for any v ∈ H10 (0, T ), since
DI
β
2
0+v = I
β
2
0+Dv in (0, T ),
we have ∥∥∥∥I β20+v∥∥∥∥
H1+
β
2 (0,T )
. ‖v‖H10 (0,T ) .
Consequently, the standard properties of interpolation spaces implies∥∥∥∥I β20+v∥∥∥∥
Hβ(0,T )
. ‖v‖
H
β
2 (0,T )
for all v ∈ H β2 (0, T ).
Noting the fact that Iβ0+h = I
β
2
0+I
β
2
0+h and∥∥∥∥I β20+h∥∥∥∥
H
β
2 (0,T )
. ‖h‖L2(0,T ) ,
we immediately obtain (2.1).
Then let us prove (2.3). Given v ∈ H10 (0, T ), since
DIβ0+v = I
β
0+Dv in (0, T ),
by (2.1) it follows ∥∥∥Iβ0+v∥∥∥
H1+β(0,T )
. ‖v‖H1(0,T ) .
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Therefore, using (2.1) and the standard properties of interpolation spaces gives (2.3).
Finally, let us prove Iβ0+h(0) = 0 under the condition that h ∈ H1−β0 (0, T ) and β 6= 0.5. Assuming
0.5 < β < 1, by [16, Theorem 11.3] we have∫ T
0
s−2(1−β) |h(s)|2 ds . ‖h‖2H1−β(0,T ) ,
so that, using the Cauchy-Schwarz inequality yields that, for 0 < t < T ,∣∣∣Iβ0+h(t)∣∣∣ 6 1Γ(β)
∫ t
0
(t− s)β−1 |h(s)| ds
6 t
1−β
Γ(β)
∫ t
0
(t− s)β−1 ∣∣sβ−1h(s)∣∣ ds
. t 12 ‖h‖H1−β(0,T ) .
This implies Iβ0+h(0) = 0, and so let us assume 0 < β < 0.5. Since H
1−β
0 (0, T ) is continuously embedded
into C[0, T ], a simple calculation gives∣∣∣Iβ0+h(t)∣∣∣ . tβ ‖h‖H1−β(0,T ) ,
which also implies Iβ0+h(0) = 0. This completes the proof. 
Lemma 2.5. Suppose that v ∈ L2(0, T ). Then Dα20+v ∈ L2(0, T ) if and only if v ∈ H
α
2 (0, T ); and
D
α
2
T−v ∈ L2(0, T ) if and only if v ∈ H
α
2 (0, T ). Moreover, if v ∈ H α2 (0, T ), then∥∥∥Dα20+v∥∥∥
L2(0,T )
∼ ‖v‖
H
α
2 (0,T )
∼
∥∥∥Dα2T−v∥∥∥
L2(0,T )
, (2.4)(
D
α
2
0+v,D
α
2
T−v
)
L2(0,T )
= cos
(αpi
2
)
|v|2
H
α
2 (R) ∼ ‖v‖
2
H
α
2 (0,T )
. (2.5)
Proof. If D
α
2
0+v ∈ L2(0, T ), then a simple calculation gives that
v(t) = ct
α
2−1 + (I
α
2
0+D
α
2
0+v)(t), 0 < t < T,
where c is a constant. Since v ∈ L2(0, T ), the constant c is zero, and so
v = I
α
2
0+D
α
2
0+v in (0, T ).
From Lemma 2.4 it follows v ∈ H α2 (0, T ). Similarly, we can prove that Dα2T−v ∈ L2(0, T ) implies v ∈
H
α
2 (0, T ).
Conversely, if v ∈ H α2 (0, T ), then extending v to R \ (0, T ) by zero gives
‖v‖
H
α
2 (R) . ‖v‖H α2 (0,T ) .
From Lemma 2.3 and the Fourier-Plancherel formula it follows∥∥∥Dα20+v∥∥∥
L2(0,T )
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∥∥∥Dα2+v∥∥∥
L2(R)
. ‖v‖
H
α
2 (0,T )
,∥∥∥Dα2−v∥∥∥
L2(0,T )
6
∥∥∥Dα2−v∥∥∥
L2(R)
. ‖v‖
H
α
2 (0,T )
.
Finally, for the proofs of (2.4) and (2.5), we refer the reader to [4, Lemma 2.4 and Theorem 2.13].
This completes the proof. 
Remark 2.6. Note that [4, Thoerem 2.13] shows H
α
2 (0, T ) = J
α
2
L,0(0, T ), where J
α
2
L,0(0, T ) denotes the
closure of D(0, T ) with respect to the following norm:
‖v‖
J
α
2
L,0(0,T )
:=
(
‖v‖2L2(0,T ) +
∥∥∥Dα20+v∥∥∥2
L2(0,T )
) 1
2
, ∀v ∈ D(0, T ).
Evidently, this result does not guarantee that if v, D
α
2
0+v ∈ L2(0, T ) then v ∈ H
α
2 (0, T ).
6
Remark 2.7. By the definition of H
α
2 (0, T ;L2(Ω)) and the above lemma, it is easy to verify that ∂
α
2
t v ∈
L2(QT ) and ∥∥∥∂ α2t v∥∥∥
L2(QT )
∼ ‖v‖
H
α
2 (0,T ;L2(Ω))
,
for all v ∈ H α2 (0, T ;L2(Ω)).
Lemma 2.6. Let v ∈ H α2 (0, T ). Then Dα0+v ∈ L2(0, T ) if and only if v ∈ Hα(0, T ) with v(0) = 0.
Moreover, if Dα0+v ∈ L2(0, T ), then
‖v‖Hα(0,T ) ∼
∥∥Dα0+v∥∥L2(0,T ) , (2.6)
and (
Dα0+v, ϕ
)
L2(0,T )
=
(
D
α
2
0+v,D
α
2
T−ϕ
)
L2(0,T )
(2.7)
for all ϕ ∈ H α2 (0, T ).
Proof. Assuming Dα0+v ∈ L2(0, T ), let us show that v ∈ Hα(0, T ) with v(0) = 0, and
‖v‖Hα(0,T ) .
∥∥Dα0+v∥∥L2(0,T ) . (2.8)
A straightforward computing gives that
v(t) = ctα−1 + (Iα0+D
α
0+v)(t), 0 < t < T,
for some c ∈ R. Noting that Lemma 2.4 implies Iα0+Dα0+v ∈ Hα(0, T ), the constant c must be zero since
v ∈ H α2 (0, T ), hence v ∈ Hα(0, T ), and using Lemma 2.4 again yields (2.8). Besides, the Cauchy-Schwarz
inequality implies
|v(t)| 6 1
Γ(α)
√
t2α−1
2α− 1
∥∥Dα0+v∥∥L2(0,t) , 0 < t < T,
so that v(0) = limt→0+ v(t) = 0.
Next, assuming v ∈ Hα(0, T ) with v(0) = 0, let us show that∥∥Dα0+v∥∥L2(0,T ) . ‖v‖Hα(0,T ) . (2.9)
Since there exists an Hα(R)-extension v˜ of v satisfying
supp v˜ ⊂ [0, 2T ] and ‖v˜‖Hα(R) ∼ ‖v‖Hα(0,T ) ,
using Lemma 2.3, the Fourier-Plancherel formula, and the fact that Dα0+v = D
α
+v˜ in (0, T ), we obtain∥∥Dα0+v∥∥L2(0,T ) = ∥∥Dα+v˜∥∥L2(0,T ) 6 ∥∥Dα+v˜∥∥L2(R) = |v˜|Hα(R) . ‖v‖Hα(0,T ) .
This proves the estimate (2.9).
Now we have proved the equivalence of Dα0+v ∈ L2(0, T ) and v ∈ Hα(0, T ) with v(0) = 0; moreover,
combining (2.8) and (2.9) proves (2.6). Therefore, it remains to prove (2.7), and since D(0, T ) is dense
in H
α
2 (0, T ), by Lemma 2.5 it suffices to show that (2.7) holds for all ϕ ∈ D(0, T ). To this end, we argue
as follows. Since v ∈ H α2 (0, T ), Lemma 2.4 implies I1−α20+ v ∈ H1(0, T ) with I1−
α
2
0+ v(0) = 0. Also, an
elementary computing yields
I1−αT− ϕ
′ = −I1−α2T− DDI
1−α2
T− ϕ for all ϕ ∈ D(0, T ).
Consequently, using integration by parts gives that(
Dα0+v, ϕ
)
L2(0,T )
= − (I1−α0+ v, ϕ′)L2(0,T ) = − (v, I1−αT− ϕ′)L2(0,T )
=
(
v, I
1−α2
T− DDI
1−α2
T− ϕ
)
L2(0,T )
=
(
I
1−α2
0+ v,DDI
1−α2
T− ϕ
)
L2(0,T )
= −
(
DI
1−α2
0+ v,DI
1−α2
T− ϕ
)
L2(0,T )
=
(
D
α
2
0+v,D
α
2
T−ϕ
)
L2(0,T )
,
for all ϕ ∈ D(0, T ). This proves (2.7), and thus concludes the proof of the lemma. 
Remark 2.8. Note that [11, Lemma 2.6] provides a proof of (2.7) under the condition that v ∈ H1(0, T )
with v(0) = 0.
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3 Regularity of a fractional ordinary equation
This section is devoted to investigating the regularity properties of the following problem: seek y ∈ C[0, T ]
with y(0) = y0 ∈ R such that
Dα0+(y − y0) + λy = g in (0, T ), (3.1)
where λ is a positive constant, and g ∈ L2(0, T ). Throughout this section we assume that 1 . λ, and,
for the sake of rigorousness, we also understand y0 by a function with support [0, T ].
The main results of this section are the following two theorems.
Theorem 3.1. The problem (3.1) has a unique solution y ∈ Hα(0, T ) with y(0) = y0 such that
‖y‖
H
α
2 (0,T )
+ λ
1
2 ‖y‖L2(0,T ) . λ−
1
2 ‖g‖L2(0,T ) + |y0| , (3.2)
‖y‖Hα(0,T ) + λ
1
2 ‖y‖
H
α
2 (0,T )
. ‖g‖L2(0,T ) + λ
1
2 |y0| , (3.3)
λ ‖y‖L2(0,T ) . ‖g‖L2(0,T ) + λ
1
2 |y0| . (3.4)
Moreover, if g ∈ H1−α(0, T ) then
‖y‖H1(0,T ) . ‖g‖H1−α(0,T ) + λ |y0| . (3.5)
Theorem 3.2. Suppose that g ∈ H1(0, T ). Then the solution y to problem (3.1) satisfies the following
estimates:
‖y − S‖
H1+
α
2 (0,T )
+ λ
1
2 ‖y‖H1(0,T ) . λ−
1
2 ‖g‖H1(0,T ) + |y0|+ λ
1
2 |g(0)− λy0| , (3.6)
‖y − S‖H1+α(0,T ) + λ
1
2 ‖y − S‖
H1+
α
2 (0,T )
. ‖g‖H1(0,T ) + |y0|+ λ |g(0)− λy0| , (3.7)
λ ‖y‖H1(0,T ) . ‖g‖H1(0,T ) + λ
1
2 |y0|+ λ |g(0)− λy0| , (3.8)
where
S(t) :=
g(0)− λy0
Γ(1 + α)
tα, 0 < t < T.
Moreover, if 0.75 < α < 1 and g ∈ H2−α(0, T ), then
‖y − S‖H2(0,T ) . ‖g‖H2−α(0,T ) + |y0|+ λ |g(0)− λy0| . (3.9)
Proof of Theorem 3.1 Let us first show that problem (3.1) has a unique solution y ∈ Hα(0, T )
with y(0) = y0. By Lemma 2.5, and the famous Riesz representation theorem, there exists a unique
y˜ ∈ H α2 (0, T ) such that(
D
α
2
0+y˜,D
α
2
T−z
)
L2(0,T )
+ λ (y˜, z)L2(0,T ) = (g, z)L2(0,T ) − λ(y0, z)L2(0,T ) (3.10)
for all z ∈ H α2 (0, T ). Since Lemma 2.4 implies I1−α20+ y˜(0) = 0, using integration by parts gives that(
D
α
2
0+y˜,D
α
2
T−z
)
L2(0,T )
= −
(
DI
1−α2
0+ y˜,DI
1−α2
T− ϕ
)
L2(0,T )
=
(
I
1−α2
0+ y˜, I
1−α2
T− ϕ
′′
)
L2(0,T )
=
(
y˜, I2−αT− ϕ
′′)
L2(0,T )
= − (y˜, I1−αT− ϕ′)L2(0,T ) = − (I1−α0+ y˜, ϕ′)L2(0,T )
=
〈
Dα0+y˜, ϕ
〉
for all ϕ ∈ D(0, T ), where 〈·, ·〉 denotes the duality pairing between D′(R) and D(R). From (3.10) it
follows that
Dα0+y˜ = g − λ(y0 + y˜) in (0, T ),
and then, Lemma 2.6 implies y˜ ∈ Hα(0, T ) with y˜(0) = 0. Obviously, y := y0 + y˜ in (0, T ) is an
Hα(0, T )-solution of (3.1), and, by Lemmas 2.6 and 2.5, it is clear that this Hα(0, T )-solution is unique.
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Then let us show (3.2). Multiplying both sides of (3.1) by y, and integrating in (0, T ), we obtain(
Dα0+(y − y0), y
)
L2(0,T )
+ λ ‖y‖L2(0,T ) = (g, y)L2(0,T ) ,
so that (
Dα0+(y − y0), y − y0
)
L2(0,T )
+ λ ‖y‖L2(0,T ) = (g, y)L2(0,T ) −
(
Dα0+(y − y0), y0
)
L2(0,T )
.
From Lemma 2.6 it follows(
D
α
2
0+(y − y0),D
α
2
T−(y − y0)
)
L2(0,T )
+ λ ‖y‖L2(0,T ) = (g, y)L2(0,T ) −
(
D
α
2
0+(y − y0),D
α
2
T−y0
)
L2(0,T )
.
Therefore, using Lemma 2.5 and the Cauchy’s inequality with  gives
‖y − y0‖2H α2 (0,T ) + λ ‖y‖
2
L2(0,T ) . λ−1 ‖g‖2L2(0,T ) + y20 ,
which, together with the estimate
‖y0‖H α2 (0,T ) . |y0| ,
yields (3.2).
Next, let us show (3.3). Multiplying both sides of (3.1) by Dα0+(y−y0), and integrating in (0, T ) yield∥∥Dα0+(y − y0)∥∥2L2(0,T ) + λ (y,Dα0+(y − y0))L2(0,T ) = (g,Dα0+(y − y0))L2(0,T ) ,
so that∥∥Dα0+(y − y0)∥∥2L2(0,T )+λ (y − y0,Dα0+(y − y0))L2(0,T ) = (g,Dα0+(y − y0))L2(0,T )−λ (y0,Dα0+(y − y0))L2(0,T ) .
From Lemmas 2.5 and 2.6 it follows
‖y − y0‖2Hα(0,T ) + λ ‖y − y0‖2H α2 (0,T ) . ‖g‖L2(0,T ) ‖y − y0‖Hα(0,T ) + λ ‖y − y0‖H α2 (0,T ) |y0| ,
hence the Cauchy’s inequality with  implies
‖y − y0‖2Hα(0,T ) + λ ‖y − y0‖2H α2 (0,T ) . ‖g‖
2
L2(0,T ) + λy
2
0 . (3.11)
Therefore, (3.3) follows from the following estimates:
‖y‖Hα(0,T ) . ‖y − y0‖Hα(0,T ) + |y0| ,
‖y‖
H
α
2 (0,T )
. ‖y − y0‖H α2 (0,T ) + |y0| .
Now, let us show (3.4). Since (3.1) implies
λy = g −Dα0+(y − y0) in (0, T ),
by Lemma 2.6 we obtain
λ2 ‖y‖2L2(0,T ) . ‖g‖2L2(0,T ) + ‖y − y0‖2Hα(0,T ) .
Then (3.4) is a direct conclusion of (3.11).
Finally, let us show (3.5). By (3.1) a simple computing gives
y = y0 + I
α
0+(g − λy) in (0, T ),
Since y ∈ Hα(0, T ) ⊂ H1−α(0, T ), from Lemma 2.4 it follows y ∈ H1(0, T ), and so
Dy = DIα0+(g − λy) in (0, T ).
which implies
Dy + λDIα0+(y − y0) = DIα0+g −DIα0+y0 in (0, T ).
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Since y ∈ H1(0, T ) with y(0) = y0 implies
DIα0+(y − y0) = Iα0+Dy in (0, T ),
it follows
Dy + λIα0+Dy = DI
α
0+g − λDIα0+y0 in (0, T ).
Multiplying both sides of the above equation by Dy, and integrating in (0, T ), we obtain
‖Dy‖2L2(0,T ) + λ
(
Iα0+Dy,Dy
)
L2(0,T )
=
(
DIα0+g,Dy
)
L2(0,T )
− λ (DIα0+y0,Dy)L2(0,T ) ,
so that, using Lemma 2.4 and the Cauchy’s inequality with  gives
‖Dy‖2L2(0,T ) + λ
(
Iα0+Dy,Dy
)
L2(0,T )
. ‖g‖2H1−α(0,T ) + λ2y20 .
Since (3.2) implies
‖y‖L2(0,T ) . λ−1 ‖g‖L2(0,T ) + λ−
1
2 |y0| ,
to prove (3.5) it suffices to to show that (
Iα0+Dy,Dy
)
L2(0,T )
> 0. (3.12)
To this end, let us define
v(t) :=
{
Dy(t) if 0 < t < T ,
0 otherwise.
Since α2 <
1
2 , it is easy to verify that I
α
2
0+v, I
α
2
T−v ∈ L2(R), and then, using Lemma 2.3 and the famous
Parseval’s theorem yields(
Iα0+v, v
)
L2(0,T )
=
(
I
α
2
0+v, I
α
2
T−v
)
L2(0,T )
=
(
I
α
2
0+v, I
α
2
T−v
)
L2(R)
= cos
(αpi
2
)∫
R
|w|−α |Fv(ξ)|2 dw > 0,
which proves (3.12). This concludes the proof of (3.5), and thus the proof of Theorem 3.1. 
Proof of Theorem 3.2. By Theorem 3.1 we see that there exists uniquely z ∈ Hα(0, T ) with z(0) = 0
such that
Dα0+z + λz = Dg − λS′ in (0, T ).
Moreover,
‖z‖
H
α
2 (0,T )
+ λ
1
2 ‖z‖L2(0,T ) . λ−
1
2 ‖Dg‖L2(0,T ) + λ
1
2 |g(0)− λy0| ,
‖z‖Hα(0,T ) + λ
1
2 ‖z‖
H
α
2 (0,T )
. ‖Dg‖L2(0,T ) + λ |g(0)− λy0| ,
λ ‖z‖L2(0,T ) . ‖Dg‖L2(0,T ) + λ |g(0)− λy0| ,
and if 0.75 < α < 1 and g ∈ H2−α(0, T ), then
‖z‖H1(0,T ) . ‖Dg‖H1−α(0,T ) + λ |g(0)− λy0| ,
since Dg − λS′ ∈ H1−α(0, T ). Putting
y := y0 + S + I0+z in (0, T ), (3.13)
if y is the solution of problem (3.1), then, by Theorem 3.1 and the estimate
‖S‖H1(0,T ) . |g(0)− λy0| ,
some simple manipulation yields (3.6), (3.7), (3.8) and (3.9). Therefore, to complete the proof of this
theorem, it remains to show that (3.13) is the solution of problem (3.1).
To do so, note that the definition of z implies
I0+D
α
0+z + λI0+z = g − g(0)− λS in (0, T ).
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Also, from the fact z ∈ Hα(0, T ) with z(0) = 0 it follows
I0+D
α
0+z = D
α
0+I0+z in (0, T ).
Consequently,
Dα0+I0+z + λI0+z = g − g(0)− λS in (0, T ),
and so
Dα0+(I0+z + S) + λ(I0+z + S + y0)−Dα0+S + g(0)− λy0 = g in (0, T ).
Since a direct computing gives
−Dα0+S + g(0)− λy0 = 0 in (0, T ),
it is evident that (3.13) is the solution of (3.1) indeed. This completes the proof of Theorem 3.2. 
4 Main results
In this section we shall employ the results developed in Section 3 to analyze the regularity properties of
problem (1.1). Let us start by introducing some notation and conventions. For each v ∈ L2(QT ), we
can naturally regard it as an L2(Ω)-valued function with domain (0, T ), an element of L2(0, T ;L2(Ω)),
and, for convenience, we also use v to denote this L2(Ω)-valued function. It is well known that, there
exists, in H10 (Ω) ∩ H2(Ω), an orthonormal basis {φk| k ∈ N} of L2(Ω), and a nondecreasing sequence
{λk > 0| k ∈ N} such that
−∆φk = λkφk in Ω, for all k ∈ N.
Meanwhile, {λ−1/2k φk| k ∈ N} is an orthonormal basis of H10 (Ω) equipped with the inner product
(∇·,∇·)L2(Ω). For each k ∈ N, define ck ∈ C[0, T ] with ck(0) := (u0, φ)L2(Ω) by
−Dα0+
(
ck − ck(0)
)
+ λkck = fk in (0, T ),
where
fk(t) :=
∫
Ω
f(x, t)φk(x) dx, 0 < t < T.
Finally, define
u(t) :=
∞∑
k=0
ck(t)φk, 0 < t < T. (4.1)
By Theorems 3.1 and 3.2, we readily obtain the following estimates on the above u.
Theorem 4.1. The u defined by (4.1) satisfies the following estimates:
• If f ∈ L2(0, T ;L2(Ω)) and u0 ∈ H10 (Ω), then
‖u‖Hα(0,T ;L2(Ω)) + ‖u‖H α2 (0,T ;H10 (Ω)) + ‖u‖L2(0,T ;H2(Ω)) . ‖f‖L2(0,T ;L2(Ω)) + ‖u0‖H10 (Ω) . (4.2)
• If f ∈ H1−α(0, T ;L2(Ω)) and u0 ∈ H10 (Ω) ∩H2(Ω), then
‖u‖H1(0,T ;L2(Ω)) . ‖f‖H1−α(0,T ;L2(Ω)) + ‖u0‖H2(Ω) . (4.3)
• If f ∈ H1(0, T ;L2(Ω)) with f(0) ∈ H2(Ω) and u0 ∈ H10 (Ω) ∩H4(Ω), then
‖u− S‖H1+α(0,T ;L2(Ω)) + ‖u− S‖H1+α2 (0,T ;H10 (Ω)) + ‖u‖H1(0,T ;H2(Ω))
. ‖f‖H1(0,T ;L2(Ω)) + ‖f(0)‖H2(Ω) + ‖u0‖H4(Ω) . (4.4)
• If 0.75 < α < 1, f ∈ H2−α(0, T ;L2(Ω)) with f(0) ∈ H2(Ω), and u0 ∈ H10 (Ω) ∩H4(Ω), then
‖u− S‖H2(0,T ;L2(Ω)) . ‖f‖H2−α(0,T ;L2(Ω)) + ‖f(0)‖H2(Ω) + ‖u0‖H4(Ω) . (4.5)
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Above,
S(t) :=
∞∑
k=0
fk(0)− λkck(0)
Γ(1 + α)
tαφk, 0 < t < T.
Proof. Since by Theorems 3.1 and 3.2, the proofs of (4.2), (4.3), (4.4) and (4.5) are straightforward,
below we only prove (4.2). To this end, note that f ∈ L2(0, T ;L2(Ω)) and u0 ∈ H10 (Ω) imply
∞∑
k=0
λkck(0)
2 = ‖u0‖2H10 (Ω) ,
∞∑
k=0
‖fk‖2L2(0,T ) = ‖f‖2L2(0,T ;L2(Ω)) .
From Theorem 3.1 it follows
∞∑
k=0
(
‖ck‖2Hα(0,T ) + λk ‖ck‖2H α2 (0,T ) + λ2k ‖ck‖
2
L2(0,T )
)
. ‖f‖2L2(0,T ;L2(Ω)) + ‖u0‖2H10 (Ω) . (4.6)
Obviously, the above estimate implies
‖u‖Hα(0,T ;L2(Ω)) + ‖u‖H α2 (0,T ;H10 (Ω)) . ‖f‖L2(0,T ;L2(Ω)) + ‖u0‖H10 (Ω) ,
and therefore, it remains to prove that
‖u‖L2(0,T ;H2(Ω)) . ‖f‖L2(0,T ;L2(Ω)) + ‖u0‖H10 (Ω) . (4.7)
To do so, using the standard estimate that ‖v‖H2(Ω) . ‖∆v‖L2(Ω) for all v ∈ H10 (Ω) such that ∆v ∈ L2(Ω),
we obtain
‖u‖L2(0,T ;H2(Ω)) =
(∫ T
0
‖u(t)‖2H2(Ω) dt
) 1
2
.
(
‖∆u(t)‖2L2(Ω) dt
) 1
2
=
(∫ T
0
∞∑
k=0
λ2kck(t)
2 dt
) 1
2
=
( ∞∑
k=0
λ2k ‖ck‖2L2(0,T )
) 1
2
,
which, together with (4.6), yields (4.7). This prove the estimate (4.2), and concludes the proof of the
theorem. 
Finally, let us show in what sense u, given by (4.1), is a solution to problem (1.1).
Theorem 4.2. Suppose that f ∈ L2(0, T ;L2(Ω)) and u0 ∈ H10 (Ω). Then u, defined by (4.1), satisfies
that u ∈ C([0, T ];L2(Ω)) with u(0) = u0, and that
(∂αt (u− u0), ϕ)L2(QT ) + (∇u,∇ϕ)L2(QT ) = (f, ϕ)L2(QT ) , (4.8)
for all ϕ ∈ L2(0, T ;H10 (Ω)).
Proof. By Theorem 4.1 we have u ∈ Hα(0, T ;L2(Ω)), and as Hα(0, T ) is continuously embedded into
Cα−0.5[0, T ], modifying u on a set of measure zero yields
‖u(t+ h)− u(t)‖2L2(Ω) =
∞∑
k=0
|ck(t+ h)− ck(t)|2
.
∞∑
k=0
|h|2α−1 ‖ck‖2Hα(0,T ) = |h|2α−1 ‖u‖2Hα(0,T ;L2(Ω)) ,
for all 0 6 t 6 T and h such that 0 6 t+ h 6 T . This implies u ∈ C([0, T ];L2(Ω)), and by the definition
(4.1) of u, it is obvious that u(0) = u0.
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Since u ∈ Hα(0, T ;L2(Ω)), Lemma 2.6 implies
∞∑
k=0
Dα0+(ck − ck(0))φk ∈ L2(QT ),
and it is easy to verify that
∂αt (u− u0) =
∞∑
k=0
Dα0+(ck − ck(0))φk in L2(QT ).
Thus, the definitions of ck’s indicate that
(∂αt (u− u0), ηφk)L2(QT ) + (∇u,∇φkη)L2(QT ) = (f, ηφk)L2(QT )
for all η ∈ D(0, T ) and k ∈ N, and hence (4.8) follows from the density of
span
{
ηφk| η ∈ D(0, T ), k ∈ N
}
in L2(0, T ;H10 (Ω)). This proves the theorem. 
Remark 4.1. Under the same condition as Theorem 4.2, suppose u˜ ∈ Hα(0, T ;L2(Ω))∩L2(0, T ;H10 (Ω))
with u˜(0) = u0 also satisfies that
(∂αt (u˜− u0), ϕ)L2(QT ) + (∇u˜,∇ϕ)L2(QT ) = (f, ϕ)L2(QT ) ,
for all ϕ ∈ L2(0, T ;H10 (Ω)). Putting
w(t) := u(t)− u˜(t), 0 < t < T,
we have
(∂αt w,w)L2(QT ) + ‖w‖L2(0,T ;H10 (Ω)) = 0.
Since w ∈ Hα(0, T ;L2(Ω)) with w(0) = 0, by Lemma 2.6 we obtain
(∂αt w,w)L2(QT ) ∼ ‖w‖
2
H
α
2 (0,T ;L2(Ω))
,
so that
‖w‖
H
α
2 (0,T ;L2(Ω))
= ‖w‖L2(0,T ;H10 (Ω)) = 0.
This implies w = 0 and hence u = u˜. Therefore, if we call u ∈ Hα(0, T ;L2(Ω)) ∩ L2(0, T ;H10 (Ω)) a
weak solution of (1.1) such that u(0) = u0, and (4.8) holds for all ϕ ∈ L2(0, T ;H10 (Ω)), then (1.1) has a
unique weak solution given by (4.1).
Remark 4.2. By Theorem 4.1, it is expected that taking tα as a basis function in time may improve the
algorithms developed in [11, 25] noticeably.
A Proof of Lemma 2.3
Suppose that 0 < β < 1 and v ∈ L1(R) with support [0, 1]. It is easy to verify that Iβ+v ∈ S ′(R), and so,
D1−β+ v = DI
β
+v ∈ S ′(R); therefore, both F(Iβ+v) and F(D1−β+ v) make sense. Below we give an elementary
proof of the following equalities:
F(Iβ+v)(ξ) = (iξ)−βFv(ξ), (A.1)
F(D1−β+ v)(ξ) = (iξ)1−βFv(ξ), (A.2)
for all −∞ < ξ <∞.
Let us first introduce a function G : R→ C by
G(x) :=
1
Γ(β)
∫
γx
e−zzβ−1 dz, −∞ < x <∞,
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where γx denotes the directed smooth curve z(t) := itx, 0 < t < 1, in the complex plane. It is easy to
see that G is continuous, and by a trivial modification of Jordan’s Lemma in complex analysis we obtain
lim
x→∞G(x) = limx→−∞G(x) =
1
Γ(β)
∫ ∞
0
e−ttβ−1 dt = 1.
Therefore, supx∈R |G(x)| <∞.
Given ϕ ∈ S(R), since Fϕ ∈ S(R), it is obvious that∫ ∞
0
|Fϕ(x)|
∫ x
0
(x− t)β−1 |v(t)| dtdx <∞,
and so ∫
R
Iβ+v(x)Fϕ(x) dx
=
1
Γ(β)
∫ ∞
0
Fϕ(x)
∫ x
0
(x− t)β−1v(t) dtdx
= lim
n→∞
1
Γ(β)
∫ n
0
Fϕ(x)
∫ x
0
(x− t)β−1v(t) dtdx,
by the Lebesgue’s dominated convergence theorem. For n ∈ N>0, since
Fϕ(x) = 1√
2pi
∫
R
e−ixξϕ(ξ) dξ, −∞ < x <∞,
a straightforward computing gives
1
Γ(β)
∫ n
0
Fϕ(x)
∫ x
0
(x− t)β−1v(t) dt =
∫
R
hn(ξ) dξ,
where
hn(ξ) = (iξ)
−βϕ(ξ)× 1√
2pi
∫ 1
0
e−itξ v(t) G
(
(n− t)ξ)dt.
Therefore, ∫
R
Iβ+v(x)Fϕ(x) dx = lim
n→∞
∫
R
hn(ξ) dξ.
Putting
h(ξ) := (2pi)−
1
2 |ξ|−β |ϕ(ξ)| ‖v‖L1(0,1) ‖G‖L∞(R) , ξ ∈ R \ {0},
we have
|hn(ξ)| 6 h(ξ) for all ξ ∈ R \ {0},
and it is clear that h ∈ L1(R) since ϕ ∈ S(R). Also, given ξ ∈ R \ {0}, since G((n− t)ξ)→ 1 uniformly
for all t ∈ [0, 1] as n tends to infinity, we deduce that
hn(ξ)→ (iξ)−βϕ(ξ)Fv(ξ) as n→∞,
As a consequence, the Lebesgue’s dominated convergence theorem implies
lim
n→∞
∫
R
hn(ξ) dξ =
∫
R
(iξ)−βFv(ξ)ϕ(ξ) dξ,
therefore, ∫
R
Iβ0+v(x)Fϕ(x) dx =
∫
R
(iξ)−βFv(ξ)ϕ(ξ) dξ.
Since ϕ ∈ S(R) is arbitrary, this proves (A.1), and then (A.2) follows from the following standard result:
F(D+Iβ+v)(ξ) = iξF(Iβ+v)(ξ), −∞ < ξ <∞.
Remark A.1. A trivial modification of the above analysis yields that
F(Iβ−v)(ξ) = (−iξ)−βFv(ξ),
F(D1−β− v)(ξ) = (−iξ)1−βFv(ξ),
for all −∞ < ξ <∞.
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