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Symbols, abbreviations and conventions  
The author has intended to keep the number of abbreviations in the work limited and to use 
standard in literature applied symbols and conventions regarding physical parameters and 
mathematical concepts. However, this goal has been achieved only partially. Therefore, 
meaning(s) of the applied abbreviations are listed below for clarity (undefined abbreviations 
appearing on the right comprehend SI standards). Symbols referring to local variables (which 
do not appear elsewhere in text) are not listed. Symbols do have multiple meaning depending 
on context (e.g. 𝜆 appears as Lagrange multiplier, damping parameter and spin indices). 
      
Abbreviations         
    
Terminology  
 
Recurring elements 
 
AFM = Antiferromagnetic or antiferromagnetically 
BCC = Body centred cubic 
BZ = Brillouin zone 
DFT = Density functional theory 
DOS = Density of states 
EOM = Equation of motion 
FCC = Face centred cubic 
FM = Ferromagnetic or ferromagnetically 
HCP = Hexagonal closed packed 
HEIS = Heisenberg (model)  
LSDA = Local spin density approximation 
MC = Monte Carlo 
MF = Mean field 
MM = Magnetic moment of a single atom (only the contribution of 
the spin is meant if not stated otherwise). 
MSRO = Magnetic short range order 
NFE = Nearly free electron 
PM = Paramagnetic 
SD = Spin dynamics 
SOC = Spin-orbit coupling 
TB = Tight-binding 
‘super cell’ = A calculation cell which can be periodically repeated with 
(possibly, depending on the context) a larger number of atoms. 
‘unit cell’ = Exclusively used to indicate a periodically repeated calculation 
cell with a (close to) minimal number of atoms. 
Co = Cobalt 
Cr = Chromium 
Fe = Iron 
Gd = Gadolinium 
Mn = Mangaan 
 
Measures 
 
Mathematical convention 
 
Indices of matrices 
 
 
 
Ni = Nickel 
Pd = Palladium 
Å = Ångström (1Å = 10-10m) 
𝑐 = The speed of light in vacuum (𝑐 = 2.99792458· 108 m/s) 
𝛾 = Gyromagnetic ratio of the electron (𝛾 = 1.760859644 · 1011 
rad/s·T) 
𝑒 = The charge of the electron (𝑒 = 1.6021766208· 10-19C) 
eV = Electron volt (1eV = 1.60217662 · 10-19J)  
fs = Femtosecond (1ps = 10-15s) 
ħ = (Reduced) Planck constant (ħ = 6.52119514 · 10-16 eV·s/rad) 
𝑘𝐵 = Boltzmann constant (𝑘𝐵   =  8.617343 · 10-5 eV/K) 
𝑚𝑒 = The rest mass of the electron (𝑚𝑒 = 9.10938356∙10-31kg) 
𝑁𝐴 = Avogadro’s number (𝑁𝐴 = 6.022140857·10-23 mol-1) 
nm = Nanometer (1nm = 10-9m) 
ps = picosecond (1ps = 10-12s) 
𝑅 = Gas constant (𝑅 ≡ 𝑘𝐵𝑁𝐴) 
μB = Bohr magneton (1μB  =  5.788381756 · 10-5 eV/T) 
μm = Micrometer (1μm = 10-6m) 
𝑎 = A (generally complex) number or matrix (not a column vector) 
𝑎𝑏
𝑐 = [𝑎]𝑏
𝑐  = The 𝑏th column and the 𝑐th row matrix element of 𝑎 
〈𝑎〉 = The expectation value of 𝑎 
𝒂 = A column vector 
𝒂T = A transposed column vector (i.e. a row vector) 
[𝒂]𝑥 = The 𝑥-component of column vector 𝒂 
𝑎† = The complex conjugate of 𝑎 
?̅? = An operator the basis of which is not specified (at this point) 
𝒆𝑥, 𝒆𝑦, 𝒆𝑧 = Unit vectors in the Cartesian 𝑥, 𝑦 and 𝑧-directions. 
𝑖 = The complex (imaginary) unit 
Im(𝑎) = The complex part of 𝑎 
𝛿𝛼𝛽 = Kronecker delta (𝛿𝛼𝛽 = 1 if 𝛼 = 𝛽 and 𝛿𝛼𝛽 = 0 otherwise)   
⊗ = Kronecker product (see reference [15] on page 51) 
∇ 
Tr(𝑎) 
= 
= 
The Nabla operator 
Trace of (matrix) 𝑎 
↑, ↓ = The 2 spin quantization axis 
[𝐻𝒌]𝑗𝜔𝜉
𝑖𝜈𝜎  = A matrix element of the 𝒌-dependent Hamiltonian. Mostly 𝑖, 𝑗, 
𝑝  and 𝑞 are used to refer to atoms 𝜈, 𝜔, 𝜇, and η to the atomic 
orbitals and 𝜎, 𝜆, 𝜁 and 𝜍 to the spin indices. 
Symbols referring to the geometry of the lattice 
 
Symbols referring to TB electronic structure method 
 
 
𝑎 = The lattice constant 
𝒌 = A reciprocal lattice vector 
𝜑 = Referring to (azimuthal) angle in different context 
𝜙𝒍𝒊,𝒎𝑗 = The azimuthal angle corresponding to 𝒓𝒍𝑖,𝒎𝑗 
𝑁 = The number of atoms in the unit or super cell. 𝑁𝒌 represents 
the number of 𝒌-points. 
𝒓 = A position vector (exclusively used as integration variable) 
𝒓𝒍𝑖,𝒎𝑗 = The vector connecting sites denoted with 𝒍i and 𝒎𝑗 
𝑹𝑙 = The Bravais vector (position vector of supercell 𝒍) 
𝝉𝒊 = The basisvector (a position vector of site 𝑖) 
𝜃 = Referring to (polar) angle in different context 
𝜃𝒍𝒊,𝒎𝑗 = The polar angle corresponding to 𝒓𝒍𝑖,𝒎𝑗 
𝒄𝒌𝑛 = The expansion coefficients of the wavefunctions in atomic 
orbitals. 
𝜟𝑖 = The Stoner splitting on atom 𝑖 
𝐷 = The density of states 
𝐸 = The total energy (𝐸0 is the energy related to spin independent 
hopping, 𝐸𝑛 to the charge penalty, 𝐸𝑚 to magnetism,  𝐸𝐵 to 
magnetic fields, 𝐸𝑆𝑂𝐶 to SOC, 𝐸𝑑𝑐  refers to double counting 
contributions and 𝐸𝑏𝑎𝑛𝑑 is the sum of the eigenvalues). 
𝜀𝐹  = The Fermi-level 
𝜀𝒌𝒏 = The 𝑛  eigenvalues of the generalized eigenvalue problem 
corresponding to reciprocal lattice vector 𝒌. 
𝑓(𝑧, 𝜀𝐹) = Fermi-Dirac distribution for energy z when the Fermi-level is 
𝜀𝐹 . 
𝐺𝒌(𝑧) = The 𝒌-dependent Greens function matrix at energy z 
𝐻𝒌 = The Hamiltonian matrix corresponding to reciprocal lattice 
vector 𝒌. 𝐻0(𝒌), 𝐻𝑚(𝒌), etc. correspond to hopping, magnetic, 
etc. parts equals as in energy 𝐸.  
𝐼𝑖  = The Stoner parameter applied to site 𝑖 
𝜆𝒌𝑛 = Lagrange parameter (related to the eigenvalues) 
𝑁𝐻 = The size of the Hamiltonian, 𝑁orb is the number of orbitals (9 
in the applied 𝑠𝑝𝑑 atomic basis). 
𝒎𝑖  = The expectation value of the MM on atom 𝑖 
𝑛𝑖 = The expectation value of the charge on atom 𝑖. 𝑛𝑖
0 is the 
prescribed number of charges on site 𝑖 (f.e. 𝑛𝑖
0 = 8 for Fe 
expressed in 𝑠𝑝𝑑-atomic basis). 
𝝍𝒌𝒏 = nth single particle wavefunction of the generalized eigenvalue 
problem corresponding to reciprocal lattice vector 𝒌. 
𝜌 = The density matrix 
𝑆𝒌 = The overlap matrix corresponding to reciprocal lattice vector 
𝒌. 
𝜉 = The SOC parameter 
𝑡𝑖𝑗  = A spin independent hopping term between atoms 𝑖 and 𝑗 
 
Symbols referring to TB or HEIS model based MC and SD and numerical implementation 
 
Symbols added for the DC conductivity 
 
 
 
 
𝑇 = The scattering 𝑇 matrix 
𝑈 = The Coulomb repulsion part and unitary transformation 
matrix. 
𝑉 = The atomic potential 
𝑤𝒌 = The weight of 𝒌 
𝑊 = The bandwidth 
𝑧 = A (possibly complex) energy value (used as integration 
variable). 
𝑩𝒊  = An (external) magnetic field (or induction) as experienced on 
atom 𝑖. The nature of this field can be 𝑩𝑖
c (constraint TB), 
𝑩𝑖
Heis (HEIS based), 𝑩𝑖
s  (stochastic / 𝑇  based), 𝑩𝑖
eff  (sum of 
multiple contributions), 𝑩𝑖
ext (other).  
𝐶𝑉 = The specific heat (at constant volume) 
𝜍 = A mixing parameter required in obtaining self-consistent TB 
solutions. 
𝐷 = Einstein 𝐷-parameter 
𝑫𝑖𝑗 = The Dzyaloshinskii-Moriya vector 
𝒆𝑖  = Unit vector in the direction of the MM of site 𝑖 
𝑔 = Landé factor 
𝐽𝑖𝑗 = HEIS exchange parameter between sites 𝑖 and 𝑗 [eV] 
𝜆 = Damping parameter in the context of atomistic spin dynamics 
𝑴 = The total magnetization (the sum over the spins).  
𝜔𝑖 = The angular precession frequency of the MM of site 𝑖 
𝑝𝛼 = The probability of occupying state 𝛼 
𝒒 = Spin wavevector 
𝝈 = A vector containing the Pauli spin matrices 𝝈 =
(𝜎𝒙 𝜎𝒚 𝜎𝒛) T 
𝑡 = Time, 𝑡𝑝𝑟  refers to a typical (precession) time-scale. 
𝑇 = Temperature, 𝑇𝐶 is the Curie (or critical) temperature. 
𝑢 = Iteration towards self-consistent solution 
𝑊𝛼𝛽 = Transition probability from state 𝛼 to 𝛽 
𝜒𝑇 = Magnetic susceptibility (at constant temperature 𝑇) 
𝑍 = Statistical mechanical partition sum 
𝜎 = The conductivity 
𝜌𝑚 = The spin-disorder induced resistance 
𝑣𝑥 = The velocity matrix 
𝑉𝐵𝑍 = The volume of the BZ 
𝑥𝒌 = The position matrix 
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1. Introduction 
The aim of this work is to theoretically study magnetization disorder in transition metals. 
Well-known examples of magnetic materials in this class are Fe, Co and Ni. We will investigate 
bulk Fe and Co clusters in different geometries containing between 3 and 55 atoms. The non-
collinearity of the magnetization in these studied systems is assumed to stem from 
temperature related effects: i.e. structural related influences are not considered. 
Understanding how these effects affect the magnetic structure is of great importance as even 
the state of the profoundly studied material Fe near it magnetic transition temperature is 
under heavy debate. Here we try to gain insights in this material around its critical 
temperature by means of tight-binding simulations coordinated with Monte Carlo [1] and spin 
dynamics [2] methods. The principles of these theoretical approaches will be outlined in this 
thesis. As the numerical implementation of the calculation scheme is unique as far as the 
author is aware, also a detailed description of the code is provided, as well as a critical 
examination of its results. In addition to the fundamental interest on iron, this work intends to 
contribute to two fields of modern magnetic research, where an examination of temperature 
effects can be considered of essential importance. Namely: the study of the dynamics of 
magnetic media after an ultrafast laser pulse excitation [3] and a description of magnetic 
clusters in vacuum, containing a few to several tens of atoms [4]. Both these research areas 
can be considered relevant to science as well as industry.  
  
In this chapter the structure of the thesis is given and an attempt is made to place the work 
performed in it, in a context of well-known theory. Clearly the description of magnetic 
transition metals at finite temperatures has been approached via many routes over the last 
century, most of which are vastly beyond the scope of this work. Therefore, we limit ourselves 
and discuss this topic in relation to basic results stemming from the Stoner theory of 
magnetism and the Curie-Weiss theory only. Based on these models it becomes possible to 
classify magnetic materials as itinerant and local moment magnetic systems. The Heisenberg 
(HEIS) model of magnetism covers the description of materials belonging to the latter limit. It 
serves as an ideal computational scheme for a comparison to our tight-binding (TB) 
simulations, as parts of the calculations presented in this report have been performed based 
on it in the past. Therefore, the HEIS model is introduced as well in this chapter and it will be 
further outlined in subsequent sections. However, before the mentioned theoretical 
approaches are set out, we first briefly discuss the experiments to which the work would 
ultimately hope to contribute.  
 
1.1 Modern experimental progress in magnetism 
 
In the following we will give a glimpse of progress in laser induced magnetization dynamics 
and magnetic cluster physics. Emphasize is on the incentives of these research area’s and the 
influence of temperature related effects. For a discussion on these areas in depth the reader is 
directed to the given references. 
1.1.1 An introduction to femtosecond laser-induced magnetization 
dynamics 
Research on spin dynamics (SD) initiated by a laser pulse is often motivated by the hope that 
such an approach would drastically improve read and write speeds in future generation hard-
disks. In conventional hard-disks the magnetization of a single bit can be changed from a ‘one’ 
state, in which the magnetization is directed upwards, into a ‘zero’ state in which the 
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magnetization points down via an external magnetic field which points in this down direction. 
For such a switching process the magnetization within the bit, consisting in the order of 106 
atoms1, is assumed to be uniform and can be described by a macroscopic vector, the macro-
spin. However, such magnetic bit reversal via an external field is inevitably slow, in the order 
of ns for realistic situations, as it depends on a combination of the magnitude of the external 
field and the damping acting on the macro-spin [6]. Alternatively, one can think of changing 
the state of a bit by adding an external field orthogonal to the uniform magnetization and so 
exclude the damping in the reversal time. However, this implies an external field pulse which 
acts precisely a half precession period on the macro-spin. Such magnetic field pulses are very 
difficult to obtain in practice, though it was demonstrated by an elegant experiment of T. 
Gerrits and co-workers [7].  
  
In 1996 E. Beaurepaire and co-workers [8] have shown that a Ni surface can be demagnetized 
on a time-scale of femtoseconds after a laser pulse hit the material. This discovery triggered 
many more experiments out-of-which the one by A.V. Kimel was remarkable: it was found 
that the response of a (transparent) magnetic medium is strongly dependent to the helicity of 
the applied laser pulse [9]. C.D. Stanciu and co-workers first employed this helicity 
dependence to demonstrate all-optical magnetization switching in a GdFeCo alloy (the ratio 
between the materials being roughly 22:74:4) in 2007 [10]. K. Vahaplar et al. [11] showed 
hereafter, for a similar sample, that the switching occurs within 91ps. This is more than an 
order of magnitude faster than what can be achieved (fundamentally) using external magnetic 
fields as mentioned above. Furthermore, although the latter described experiment appeared 
to be thermally driven [12] it can be controlled. Despite these successes two important 
barriers have not yet been overcome. On the one hand the bit sizes are large, e.g. the laser spot 
diameter as mentioned in the latter work are 5μm whereas 10nm would be desired to 
compete with memory density in computers nowadays2. Although we would like to point out 
that this gap is getting closed as recently switching of 40nm (bit-size) was demonstrated [13]. 
Second a consensus about the microscopic origin of the experimental observations has not 
been reached at the moment. 
 
Viewed from a scientific point one of the main research questions regards the ultrafast loss of 
angular momentum of the magnetic system. Such a loss cannot be explained as the result of a 
direct coupling between the spins in a metal and the photons stemming from the laser [14], 
[15]. So far, several explanations have been proposed of different nature. In [16] the ultrafast 
demagnetization is attributed to a diffusion of hot electrons which appears to be dependent 
on their spin quantization. Other attempts discard this idea and rely on a phenomenological 
description of the laser induced heat [17], in which the magnetic system is simulated within 
the HEIS model at best [18]. This model is defined by the following Hamiltonian3:  
 
 ?̅? = −
1
2
∑ ∑ 𝐽𝑖𝑗?̅?𝑖 ∙ ?̅?𝑗𝑗≠𝑖𝑖       (1.1) 
 
In equation (1.1) ?̅?𝑖  represents the spin operator of atom 𝑖 and 𝐽𝑖𝑗 is a HEIS exchange 
coupling parameter indicating the interaction strength between the spins. This model 
therefore relies on the assumption that the coupling parameters are constant, e.g. equal to 
their ground state values for any spin disordered magnetic state. Such an approximation 
becomes questionable at high temperatures, certainly for the itinerant transition metals (e.g. 
Fe, Ni and Co) in which the 3𝑑 electrons are both responsible for the bonding between the 
dummyword 
 
1 This number represents a standard computer as mentioned in [5] in the year 2012.  In the same research article a bit 
consisting of only 12 atoms was created which proved to be stable for ~17 hours at the very low temperature of 0.5K.     
2 The demanded laser spot-size of 10nm is based on 1TB of memory per square inch. 
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atoms as well as the magnetic moment (MM) induced on each atomic-site. Moreover, 
experiments as presented in [19] show that spin-diffusion cannot be the driving force behind 
ultrafast demagnetization in all magnetic metals.  
1.1.2 An introduction into magnetic cluster physics 
The research interest in (magnetic) clusters can be understood from the continuous desire in 
the industry to decrease the size of functional devices. The storage size of magnetic bits in 
hard-disk drives governs one out of many of such examples [20] and it has shrunk even faster 
during the last years, than predicted by the empirical Moore’s law. According to the 
terminology defined in [21] the clusters sizes of interest in our work are considered micro (< 
20 atoms) and small (< 100 atoms). Although magnetic bit sizes nowadays contain in the 
order of around one million atoms, recent research enters already the regime of the clusters 
size considered (see footnote 1 on the previous page). Clearly for any practical purpose, the 
bounded number of atoms has to be incorporated into a material as a functional impurity, 
embedded onto a surface or being dissolved in a ligand. Here we will focus on the 
fundamental interest, which means free-standing clusters. From a theoretical point of view 
this naturally simplifies any difficulties regarding the environment. In this view, the study of 
clusters can be considered interesting as these systems form the gap between atomic physics 
and bulk (condensed matter). The cluster regime is less explored than the two extreme limits 
and cannot be trivially extracted from one of the two sides. We aim at studying neutral cobalt 
clusters in the range between 𝑁 = 3 and 𝑁 = 55 atoms. For these systems one can for 
example expect a varying spin MM on each side between the atomic limit of 3μB and the bulk 
value of 1.7μB whereas the exchange coupling between the spins will depend strongly on the 
geometry of the object and its temperature. The reason to study Co clusters follows from the 
gross amount of theoretical [21-22] and experimental [23] effort put into these systems.   
 
Experimentally, a supply of such clusters in vacuum can be achieved by evaporating a cobalt 
sample with a strong laser pulse [24]. After creation the cluster is transported via a 
supersonic expansion of diluted gas. If the clusters are electrically charged (e.g. when one or 
more electrons have been added or subtracted from the system) they can be selected 
according to their mass (e.g. number of atoms) after being deflected by a static external 
magnetic field. In such a setup different cluster sizes can be produced. From these mass 
selected Co clusters one can determine excitation vibration spectra using infrared 
spectroscopy and the total magnetization using Stern-Gerlach measurements. A detailed 
description of the necessary technical setup for these measurements can be found in [4] and 
[23]. For the geometry of the cluster one has to rely on (advanced) electronic structure 
methods and compare the simulations data to the measured vibration spectra4 [21]. To obtain 
the total magnetization of a cluster experimentally, typically gathered Stern-Gerlach data is 
analysed based on the assumption that the (mass-selected) clusters align to an external field 
as a paramagnetic particle. Viewing the magnetic clusters as such particles allows for a 
description according to a Langevin fit [24]. Without going into a formulation, such a fit is 
based on the approximation that the temperature of the cluster, determined by a velocity 
measurement of the gas after the expansion, acts as a ‘random force’ against the applied field. 
In other words, the magnetic structure of the cluster is assumed as non-affected due to 
temperature related effects. As a consequence, spin-disorder between atoms within the object  
is for example not considered. It therefore seems highly desirable to gain insights in the 
validity extend of the employed approximation. Certainly when mentioning that similar 
experiments show a rather large variety on the MM per Co atom [23-28].  
 
 
3 In chapter 3 and appendix B characteristics of the well-explored HEIS model are listed. We therefore do not go into 
detail in this introductory chapter. 
4 Typically many configurations are close in energy in such electronic structure calculations. Therefore a joint theoretical 
and experimental approach is necessary.  
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Interesting in this respect is how the ‘critical point’ of Co is affected when the surface to 
volume ratio is drastically enlarged compared to the bulk, for which 𝑇𝐶 =1388K. As the 
clusters sizes taken into study do not exceed 𝑁 = 55, one clearly cannot speak of a transition 
point as a strict divergence in a critical parameter (in this case, the static susceptibility). 
Nevertheless, a peaked structure of this quantity can be expected. It is not clear from the 
outset whether this peak has shifted to higher or lower temperature when compared to bulk. 
An expected 𝑇𝐶 lowering, based on a reduced number of exchange couplings to neighbour 
atoms, represents a drastic oversimplification for two reasons. First, the mentioned 
interactions between the atomic spins, responsible for the transition, cannot (even 
approximately) be considered as equal to their bulk counterparts. Second, suppose a cluster 
consists of spins coupled by FM interactions for all temperatures and thereby possess a 
structure of collinearly ordered spins in the ground state (𝑇 =  0K). Then at finite 
temperatures, it is hardly expected that bulk behaviour would be resembled in which faraway 
moments in opposite direction tend to compensate the magnetization; these moments are not 
present in a cluster. In other words, the cluster can be viewed as a single magnetic domain. 
The theoretical study as presented in [29] supports these arguments. Based on a broadening 
of the electronic levels a Curie temperature increase was observed for decreasing cluster size. 
It has to be remarked that the applied calculation approach has a strict validity only in the 
small cluster regime (𝑁 ≳ 100) for weakly itinerant magnetic systems. Whether BCC Fe or Co 
clusters belong to this magnetic class of materials will be explained in the following 
paragraphs. 
 
1.2 Basic models for magnetism at finite temperature  
 
Before we outline how our TB simulations will contribute to the above mentioned novel 
experiments, we first start with a basic historical discussion on temperature effects in 
magnetic materials. As this is one of the most challenging problems in solid state physics 
nowadays and taking into account that reproducing ground state properties for systems can 
already be problematic5, it is clear that we have to limit our discussion severely.  
1.2.1  The Stoner model of ferromagnetism   
The Stoner model [31] represents one of the well-recognized contributions to the field of 
magnetism. Therefore, we choose it as our starting point in the discussion of magnetism at 
finite temperature. The scheme introduced by Stoner is transparent and hence simple. Its 
great value follows from the correct prediction of BCC Fe, FCC Ni and HCP Co being FM 
systems in their ground state. The Stoner model is based on the assumption that intra-atomic 
exchange interactions6 are present which lead to a rigid spin splitting 𝛥𝑖  between the spin up 
and down bands of size:  
 
𝜟𝑖 = 𝐼𝑖𝒎𝑖,        (1.2) 
 
where 𝐼𝑖  is the Stoner parameter and 𝒎𝑖  is the induced magnetization on any atom 𝑖. Whether  
 
5 As this works aims, besides contributing to the in paragraph 1.1 mentioned fields of magnetic research, to reproduce 
BCC Fe at finite temperature, it is interesting to note that density functional theory ascribes, depending on the potential 
chosen, incorrectly a slightly lower energy to the FCC structure in the ground state [30].     
6 The physical meaning of exchange will be explained in more depth in chapter 2. For the discussion presented here it 
suffices to note its origin, namely a spin dependent Coulomb interaction between electrons. The magnitude of this 
interaction can be expected to be large when these electrons reside on one and the same atom so that a MM can be 
formed. Although exchange between electrons on different sites is much smaller it still plays a dominant role in the 
coupling between two MMs.   
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such a MM is actually formed depends on the energy cost related to a Stoner process (e.g. the 
excitation of an electron from a spin up band to the spin down band). In figure 1.1b such a 
process is presented in a schematic density of states (DOS) picture. Figure 1.1a and c 
represent respectively a nonmagnetic and a magnetic system. The latter is obviously 
characterized by a non-equal number of electrons with spin up 𝑁↑  and down 𝑁↓ . In 
equilibrium these numbers are determined by Fermi-Dirac statistics. So one can write the MM 
per atom as: 
 
 [𝒎𝑖]𝑧 =
𝜇𝐵(𝑁↑−𝑁↓)
𝑁
=
𝜇𝐵
𝑁
∑ 𝑓(𝜀↑ , 𝜀𝐹)𝜀↑ −
𝜇𝐵
𝑁
∑ 𝑓(𝜀↓ , 𝜀𝐹)𝜀↓      (1.3) 
 
In equation (1.3) we have chosen to direct the moment along the global 𝑧-axis. 𝑁 is defined as 
the number of atoms in the systems,  𝜀𝐹  is the Fermi level and 𝜇𝐵 represents the Bohr 
magneton. The two sums after the second ‘=’ sign over the energies 𝜀↑ and 𝜀↓ correspond to 
states with spin up and down character, respectively. The occupation of a state with energy 𝑧 
and temperature 𝑇 is determined by the Fermi-Dirac distribution function: 
 
   𝑓(𝑧, 𝜀𝐹) =
1
1+𝑒(𝑧−𝜀𝐹) 𝑘𝐵𝑇⁄
      (1.4) 
 
in which 𝑘𝐵 is the Boltzmann constant. Substitution of the spin up and down levels, 
respectively 𝜀↑ = 𝜀 − |𝛥𝑖|/2 and 𝜀↓ = 𝜀 + |𝛥𝑖|/2, into equation (1.3) allows for the expansion 
[32]: 
 
 𝑔 (𝑥 −
𝛿𝑥
2
) − 𝑔 (𝑥 +
𝛿𝑥
2
) ≈ −
𝜕𝑔
𝜕𝑥
𝛿𝑥 −
2
3!
(
𝛿𝑥
2
)
3 𝜕3𝑔
𝜕𝑥3
   (1.5) 
 
The result yields: 
 
 [𝒎𝑖]𝑧 ≈ −
1
𝑁
𝜕𝑓(𝜀,𝜀𝐹)
𝜕𝜀
[𝜟𝑖]𝑧 −
1
24∙𝑁
𝜕3𝑓(𝜀,𝜀𝐹)
𝜕𝜀3
[𝜟𝑖]𝑧
3    (1.6) 
 
Taken into consideration that the second term on the r.h.s. is positive one can seek for a 
dummyword 
 
Figure 1.1: An illustration of the Stoner model via a schematic representation of the DOS. If the energy cost 
corresponding to the spin down to up electron excitation as presented in (b) has been overcome by the magnetic 
energy gain, then the system becomes magnetic (c) whereas it otherwise is non-magnetic (a). In (d) the values 
for the density of states at the Fermi level are given as well as the Stoner parameters based on [29]. The figure is 
adapted from [30].     
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magnetic solution [𝒎𝑖]𝑧 > 0 based on the first term. As the derivative of the Fermi 
distribution with respect to the energy is sharply peaked around 𝜀𝐹 , one obtains the following 
Stoner criterion: 
 
 [𝒎𝑖]𝑧 −
1
𝑁
𝜕𝑓(𝜀,𝜀𝐹)
𝜕𝜀
𝐼𝑖[𝒎𝑖]𝑧 > 0 
 𝐼𝑖𝐷(𝜀𝐹) > 1       (1.7) 
 
In this expression, for which equation (1.2) has been employed, the atom and spin resolved 
DOS of the 3𝑑-levels around the Fermi level is presented as 𝐷(𝜀𝐹). In table 1.1d values are 
presented for 𝐷(𝜀𝐹) as well as the Stoner parameters for several transition metals. Not only 
are the above mentioned FM metals predicted correctly. It becomes also understandable that 
many, in reality several thousands, of Pd atoms surrounding an (impurity) iron atom will 
become magnetic, due to the criterion (1.7) which is nearly fulfilled for bulk Pd [33]. 
Furthermore, a generalization of equation (1.4) for AFM structures explains the ground-state 
magnetism in Mn [34]. 
1.2.2  Introduction of finite temperature: the Curie-Weiss law   
Despite the mentioned successes, the applicability of the Stoner model remains limited to 
𝑇 =i0K. For example, the evaluated Curie temperature for bulk BCC Fe based upon equation 
(1.7) and table 1.1d is 𝑇𝐶~ 5200K [35] (e.g. a strong overestimation compared to the 
experimental value of 𝑇𝐶 = 1043K) . Note that temperature in this calculation entered solely in 
the Fermi-function (1.4). As a consequence, there has been a full neglect of spin waves which 
can represent significantly lower energy excitations compared to the Stoner processes 
described. Such spin rotations, discussed in detail in chapter 3, are therefore more easily 
accessible by the system and should be necessarily included in any temperature dependent 
study7.  
 
In 1907, 30 years before E.C. Stoner published the famous criterion (1.4), Curie and Weiss 
(CW) provided a much better agreement between theory and experiment for local magnetic 
moment FM materials at finite temperature. Although the exchange interaction between the 
spins of two neighbouring atoms implied in this phenomenological approach could not be 
explained on (quantum mechanical) physical grounds at the time, its functional form revealed 
an experimentally observed linear inverse magnetic susceptibility above 𝑇𝐶 for such systems. 
In the following we will recall the model in a similar way to [37]. This approach differs from 
the original CW theory as it includes arguments based on quantum mechanics.   
 
We assume a magnetic material at temperature 𝑇 in an external magnetic field of size 𝐻0. The 
material consists of atoms with a MM of size 𝑚 given by 𝑚 = 𝑚𝐽𝑔𝐽𝜇𝐵 where −𝐽 ≤ 𝑚𝐽 ≤ +𝐽. 
Here we have introduced the Landé factor 𝑔𝐽 and the standard quantum numbers 𝑚𝐽 and 𝐽. 
The Curie-Weiss model states that there is a (exchange) field of size 𝐻𝑀𝐹  between 
neighbouring atoms which is proportional to the magnetization of magnitude 𝑀 of the system: 
 
 𝐻𝑀𝐹 = 𝑁𝑊𝑀       (1.8)  
 
𝑁𝑊  is called the molecular field constant. Our interest lies within the (saturation) 
magnetization as a function of temperature of this system which can be found based on the 
dummyword  
7 The 𝑠, 𝑝 based magnetism as for example is seen in impurities in 2D graphene represents the only, by the author known, 
exception to this and its temperature characteristics can be explained to a high extend in the spirit of equation (1.4) [36]. 
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 following statistical average: 
 
 
𝑀
𝑀0
=
1
𝐽𝑔𝐽𝜇𝐵
∑ 𝑚𝐽 𝑔𝐽𝜇𝐵∙exp(−𝑚𝐽𝐵𝑊 𝑘𝐵𝑇⁄ )
+𝐽
𝑚𝐽=−𝐽
∑ exp(−𝑚𝐽𝐵𝑊 𝑘𝐵𝑇⁄ )
+𝐽
𝑚𝐽=−𝐽
= 𝐵𝐽 (
𝐽𝐵𝑊
𝑘𝐵𝑇
)   (1.9) 
 
In which the abbreviation 𝐵𝑊 = 𝑔𝐽𝜇𝐵(𝐻𝑀𝐹 +𝐻0) is introduced as well as the magnetization at 
𝑇 = 0K is defined as 𝑀0. Furthermore, 𝐵𝐽(𝑥) represents the Brillouin function: 
 
𝐵𝐽(𝑥) =
2𝐽+1
2𝐽
coth(
2𝐽+1
2𝐽
𝑥) −
1
2𝐽
coth(
𝑥
2𝐽
)    (1.10) 
 
It should be noted that equations (1.9) and (1.10) allow for FM solutions without an applied 
external field 𝐻0. In figure 1.2 these solutions are plotted for different values of 𝐽. Although the 
form of the curves may appear reasonable for a class of magnetic materials, accurate 
agreement to the temperature dependence of Fe and Co will not be observed. Clearly one does 
also not expect such an agreement for such a simplified approach. For example, the moment 
𝑚 is not contained in the dependence of 𝑀 𝑀0⁄  as a function of 𝑇 𝑇𝐶⁄ . When focussing at high 
temperatures (with an external field taken into consideration), the argument in the Brillouin 
function in equation (1.6) becomes small. This allows for an expansion in this parameter, the 
first term of which is given by: 𝐵𝐽(𝑥) ≈ 𝑥(𝐽 + 1)/3𝐽. Substitution of this expression into 
equation (1.6) yields the following magnetic susceptibility 𝜒 [37]: 
 
  𝜒 =
𝑀
𝐻0
=
𝐶
𝑇−𝑇𝐶
, with 𝐶 = 𝑁2 𝐽(𝐽 + 1)𝑔𝐽
2𝜇𝐵
2 3𝑘𝐵⁄ = 𝑁
2𝑞𝑐(𝑞𝑐 + 2)𝜇𝐵
2 𝑅⁄  (1.11) 
 
Here, the nominator in the Curie constant 𝐶 represents, apart from 𝑁2, the effective number 
of Bohr magnetons. After the second equal sign this constant is expressed in terms of the 
number of magnetic carriers 𝑞𝑐  and the gas-constant 𝑅 . Such a linear temperature 
dependence of the inverse of the susceptibility at temperatures significantly above 𝑇𝐶 is 
observed, for nearly all magnetic materials. This formulation therefore paves an experimental 
way to observe the magnetic moment per atom based on the slope of the magnetic 
susceptibility.  
 
Figure 1.2: The saturated magnetization divided by the magnetization at 𝑻 = 𝟎K plotted against the ratio of the 
temperature at the Curie temperature according to equation (1.9) and (1.10) for different values of the quantum 
number 𝑱. Figure taken from [37]. 
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1.2.3  Local moment and itinerant magnets    
It is interesting to compare this experimentally obtained effective magnetic moment formed 
on one atom to the value of this magnetic moment as retrieved by other means. Hereby one 
can think for example of neutron scattering experiments or electronic structure calculations. 
In figure 1.3 [37] such a comparison is plotted against the Curie temperature for a series of 
ferromagnetic materials. The figure shows the ratio in terms of magnetic carriers 𝑞𝑐  and 𝑞𝑠 . 
The former 𝑞𝑐  follows from the susceptibility equation (1.11) whereas 𝑞𝑠 = 𝑔𝐽𝐽 = 2𝐽 is 
obtained differently. Clearly the ratio deviates significantly from 1 for almost all the magnetic 
transition metals and their alloys. The in this work studied system BCC Fe seems an exception. 
However it should be taken into consideration that 𝑞𝑠  is obtained at 𝑇 ≅ 0K whereas 𝑞𝑐  
follows from experimental data above the critical point. As the length of the spin decreases at 
least slightly due to Stoner excitations at these higher temperatures, the actual difference 
between 𝑞𝑠  and 𝑞𝑐  might be somewhat larger than the given Rhodes-Wohlfarth [38] plot 
suggests.  
 
Figure 1.3 clearly indicates that the local MM picture on which the derivation (1.11) relies is 
inadequate for a large group of the materials presented. In other words, these systems show 
(in different extent) itinerant magnetic behaviour. This allows for a classification of materials 
based on the nature of their spin fluctuations and the amplitude of such excitations at finite 
temperature. In figure 1.4, taken from reference [39], such an ordering of materials is 
presented. The HEIS model and the CW-law are based on local spin fluctuations in real space 
which would coincide to the r.h.s. of the figure. As one can see, these are the magnetic 
insulators, Heusler alloys and rare earth systems to which these theories apply best. Weakly 
itinerant magnets and several antiferromagnetic systems represent the other limit. In these 
systems the excitations are well-defined in wavevector space. Such materials can as well be 
characterized by a Stoner criterion which is very close to one and a low Curie temperature in 
the order of tens of Kelvins. The temperature dependence of the magnetization is well 
addressed in both limits, for the itinerant systems one can refer to [39] and [40]. 
 
 
 
 
 
 
Figure 1.3: The Rhodes Wohlfarth plot [38]. The ratio of the number of magnetic carriers per atom stemming 
from the inverse susceptibility (𝒒𝒄, equation 1.8) and obtained by other methods 𝒒𝒔 presented as a function of 
the Curie temperature for a series of magnetic metals and alloys. Large deviations from 1 indicate itinerant 
character of the magnetism whereas materials for which 𝒒𝒄 𝒒𝒔 ≈ 𝟏⁄  can be considered as local moment systems. 
Figure taken from [37].  
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Figure 1.4: A classification of magnetic substances based on the nature of their spin fluctuations. The Fe and Co 
systems studied in this work are in the intermediate regime between the well addressed local moment and 
itinerant magnetic limits. The figure is taken from [39]. 
 
1.3 An introduction into tight-binding spin dynamics and 
Monte Carlo  
 
Magnetic transition metals like BCC Fe, FCC Ni and HCP Co are in the intermediate regime 
between localized moment and itinerant magnetic systems. Spin configurations at finite 
temperature in these systems, should therefore be pictured as given in figure 1.5c; e.g. 
consisting both of moment rotations as well moment elongations. Pure Stoner excitation as 
shown in figure 1.5a vastly overestimates the ordering temperature as mentioned. A 
description of moment rotations only, as given in figure 1.5b by means of the HEIS model, 
improves on the obtained Curie temperature, however lacks to incorporate the itinerant 
nature of the electrons at the Fermi level. As a result, the atomic spin of bulk Fe, Ni as well as 
Co is non half-integer, beyond the scope of the (quantum) HEIS model. Moreover, the specific 
heat is typically poorly described by simulations based on this model. To improve the 
modelling of magnetic transition metal systems quantitatively one has to employ more 
sophisticated approaches which interpolate between the two limits of figure 1.4.  
 
Therefore, a deeper understanding of the spin-dependent electronic structure at high 
temperatures requires going beyond these simple models by performing quantum-
mechanical calculations on materials with disordered MMs. To obtain the directions of these 
MMs we employ the idea of ab-initio SD whereas the system is modelled based on TB. Both 
the TB method as well as the framework underlying atomistic SD will be outlined in detail in 
this work, respectively in chapters 2 and 3. Here we will only touch upon the concepts. Within 
the SD approach the change of the electronic structure is monitored during time evolution. 
Based on this an equation of motion (EOM) is solved regarding the magnetic state of the 
dummyword 
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Figure 1.5: Schematic representation of spin excitations at high temperature in (a) the Stoner model (b) the HEIS 
model and (c) realistic magnetic transition metals.   
 
system in which the exchange interactions between the atomic MMs are updated in every 
step. The original atomistic SD theory [2] requires a self-consistent ab-initio calculation of the 
electronic structure at each simulation point in time. Since many time-steps are necessary to 
follow the trajectory of the spins numerically, and at each time-step around 50 runs8 are 
needed to achieve the desired direction of the moments self-consistently, the approach 
becomes computationally too expensive. Our concept for speeding up the process is to employ 
the much faster TB approximation for the electronic structure calculation at each step, but 
with realistic parameters originally fitted to ab-initio results. A further gain can be obtained if 
one is interested in thermodynamical averages of physical parameters only rather than the 
time evolution characteristics of these quantities. For such purposes atomistic SD is replaced 
by more efficient Monte Carlo (MC) techniques. 
 
The mentioned SD and MC techniques combined with an in each step updated electronic 
structure by means of TB pave the way to obtain non-equilibrium exchange between spins 
rigorously. In addition, it also allows retrieving spin-correlations, MM distributions and 
electrical resistance due to spin-disorder at finite temperature. In this thesis an 
implementation of the approach is presented into a numerical code suitable for parallel 
calculation. Naturally simulations have been performed with the code as well, namely on two 
relevant systems: a series of Co clusters and bulk BCC Fe. The simulations regard both a 
calculation of thermodynamical quantities of these systems, efficiently treated within a TB MC 
scheme as well as atomistic SD to gain insights in the time dependence. For bulk BCC Fe these 
latter simulations are required in relation to a study on laser-induced ultrafast 
demagnetization experiments. Finally, we would like to remark that other very sophisticated 
approaches to model transition metals at finite temperature have been published during the 
lasts years. As these models are far beyond the scope of this work we would like to refer the 
interested reader to [39, 41-48] and references therein. 
 
1.4 Outline of this thesis  
 
This work includes the implementation of a TB scheme to address non-collinear magnetism in 
transition metals at finite temperature. The spin directions are coordinated either with 
atomistic SD or MC. As the simulations require large calculation cells and possibly many steps, 
it is a necessity to employ efficient numerical algorithms. Applications of the approach are 
demonstrated in the modelling of Co clusters and BCC Fe. In the following the structure of the 
thesis is outlined.  
 
 
8 This number is based on the in chapter 3 presented convergence scheme tested for TB; ab-initio methods require, most 
likely, more steps.    
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In chapter 2 the TB approximation is discussed. The section starts from basic principles 
regarding atomic and solid state magnetism and a brief introduction of the Hubbard model. 
Subsequently a detailed description of the TB approach is given targeting on magnetic 
transition metals. This includes the derivation of the Hamiltonian for a 4𝑠4𝑝3𝑑 atomic basis-
set. In addition, exchange mechanisms are discussed shortly as the strongest interactions 
between atomic spins as well as the way they can be obtained based on perturbation theory in 
the Greens functions formalism. The chapter is closed with a calculation scheme for the 
resistivity of a metallic system due to (spin-) disorder.   
 
Chapter 3 includes the implementation of two approaches, atomistic SD and MC, to 
incorporate spin fluctuations into the TB method. The section starts with an introduction of 
spin waves as the low temperature excitation limit of magnetic transition metals, including an 
efficient way to model them based on the generalized Bloch theorem. In addition, we discuss 
both the principles as well as the numerical algorithms for the mentioned atomistic SD- and 
MC methods in detail. Although the underlying theory is present already since the mid 1980’s, 
our implementation of the scheme is unique. It for example includes tests on angular 
momentum conservation in time and a fast and stable convergence towards a self-consistent 
description of a non-collinear magnetic system in each step. As the method remains 
computationally demanding the section includes a discussion on the scalability of the 
approach, with respect to system-sizes.   
 
In chapter 4 a study on neutrally charged, magnetic Co clusters is presented with sizes 
between 3 and 55 atoms for temperatures in the range 0K ≤ 𝑇 ≤ 1800K. Parameters of 
interest include the magnetization, energy, static susceptibility and specific heat as function of 
𝑇 for the total cluster as well as exchange interactions, MM distributions and correlations 
between atomic spins in the cluster. As spin-orbit coupling is included, an orbital magnetic 
moment is formed on each atom. The size of these moments will naturally be part of the study 
as well. For the ground state HEIS model coupling parameters are calculated. With the help of 
these parameters our TB MC simulations at finite temperature can be compared to this 
frequently applied model.  
 
Chapter 5 includes a variety of simulations of BCC Fe at finite temperature. First (near) 
ground state excitations are determined, including density of states plots, spin spiral energies 
calculations, MM rotations and elongations in a bulk environment. These calculations provide 
insights in the approximation of simulating a bulk system via a (periodically repeated) cell 
with 128 atoms only, due to computational constraints as outlined in chapter 3. As a first 
target, the temperature dependence of the magnetization and energy of BCC Fe will be 
modelled in this chapter. A parameter of interest which can be studied in this way is the 
magnetic-short-range-order (MSRO) around the Curie temperature. Moreover, exchange 
interactions will be studied and compared to HEIS model simulations. As a second goal, SD 
simulations of BCC iron will be provided. To start, the magnetization dynamics are tracked in 
time for three temperatures namely: below, around and above the critical point. Then we 
make a first attempt towards an electronic structure based modelling of laser induced 
demagnetization in BCC Fe.       
 
The work is concluded with a summary, outlook and 5 appendices. The latter contain the 
matrix representation of the orbital moment operator in (A) and spin wave theory statements 
(B). In appendix (C) a reformulation of the convergence of non-collinear magnetic states is 
outlined based on perturbation theory, (D) contains a study on a two atom test system as 
given and insightful plots on the Co-cluster data of chapter 4 are given in (E). 
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2. The tight-binding model 
This chapter, most importantly, outlines the formulation of a TB method which targets a 
simulation of magnetic transition metals. The discussion necessarily includes the derivation of 
the corresponding Hamiltonian in a non-orthogonal s,p,d-basis and the way to extract physical 
quantities, like the charge and the MM, from it. Hereby the aim is to correctly retrieve the total 
energy from this Hamiltonian. This is essential as the work consists of a comparison of 
different non-periodic magnetic systems, the energy differences between which can be small. 
The modelling of such magnetic structures is based on large and repeated simulation cells. In 
addition, this section elaborates on exchange mechanisms and TB Greens functions. Exchange 
mechanisms are important in magnetism to be able to understand the formation of a MM on 
an atom. They also play a dominant role in the coupling between moments formed on 
different atoms. The Greens functions formalism represents an alternative way to calculate 
physical parameters from the TB scheme. Its strength lies within the convenient manner in 
which perturbations applied to the system can be treated. Based on this, an expression is 
derived for the HEIS exchange parameters. Also the conductivity of the material under study 
is written in terms of Greens functions. The section starts with a basic introduction on atomic 
and solid state magnetism. Subsequently the Hubbard model is briefly discussed.   
 
2.1 Introductory statements on atomic and solid state magnetism  
 
Magnetism in matter is the result of a very delicate collective behaviour of the particles in the 
material involved and its appearance has fascinated mankind already for over 2 millennia. 
The term particles mentioned above can be read as electrons, e.g. elementary particles with a 
charge –e and an intrinsic angular (spin) momentum of ħ/2, in which ħ represents the Planck 
constant. This half-integer spin quantization property of the indistinguishable electrons 
excludes them from occupying equal states in the material considered, according to the very 
well-known Pauli principle. In fact, the different electrons show in general a variety of 
localization in space. Usually the electrons with low-energy are bounded strongly to an atom 
(so-called core electrons) whereas the high-energy (valence) electrons can either be localized 
around the atom or spread over length-scales much larger than the interatomic distance, as 
can be seen in metals9. It can be expected that an accurate description of these valence 
electrons would be sufficient for an excellent determination of the thermal, optical, electrical 
and magnetic properties of the material under consideration as it are these particles which 
are involved in the chemical binding and which give rise to the systems response to, for 
example, electromagnetic fields.  
 
For magnetism the importance of the valence electrons can be understood already when 
studying a single atom. In such a system the sum of core electrons cannot contribute to the 
formation of a net magnetic dipole moment as they add up to a filled shell (characterized by 
the standard energy quantum number). However, the valence electrons of (non-noble gas) 
atoms are uncompensated and can give rise to an orbital and spin magnetic dipole moment 
given by the Hund rules [1], which can be summarized as follows: 
 
(1) The lowest energy state of an atom is achieved by a maximum multiplicity 
of the spin (denoted as 𝑴). This configuration is obtained when the 
dummyword 
 
9 This is, even in metals, not necessarily the case as for example can be seen in the strong localization of the 4f-states in 
the rare earth series of the periodic table. However the in this work described 3d-transition metals do show an itinerant 
behaviour of the valence electrons as has been confirmed by many experiments as well as ab-initio calculations. 
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electrons of a single atom have a parallel spin-orientation. The improved 
stability follows from a reduction of Coulomb repulsion as a direct 
consequence of the Pauli principle. In addition, the interaction energy of the 
electron with the proton charge can be scaled down due to a reduced 
screening of other electrons which by this rule occupy preferably different 
orbitals.    
 
(2)  A maximum value of the orbital MM, denoted by 𝑳, is preferred. In such a 
state, the circular-like motion of different electrons is in equal directions. 
This leads to a lowered Coulomb repulsion when compared to an atom with 
electrons orbiting in opposite ways, as can be easily explained by an 
enlarged probability of spatially nearby electrons in the latter situation.   
 
(3) The last Hund rule predicts the direction of the atoms spin MM with respect 
to the atoms orbital MM under the influence of SOC. It has to be emphasized 
that relativistic effects, out of which SOC is the most important, are 
necessary to create an energy dependence of the direction of these different 
contributions to the total MM of an atom, expressed as 𝑱. In [2] it is shown 
that the energy difference between the quantized states is such that 𝑱 =
|𝑴− 𝑳|  is favoured in case of less than half filled electron shells 
whereas 𝑱 = |𝑴 + 𝑳| is preferred for more than half filling.     
 
We would like to remark that the above mentioned rules apply to the determination of ground 
state structures in light atom systems where the SOC is much weaker than the relevant 
Coulomb interaction (e.g. the so-called Russell-Saunders coupling limit in which the total spin 
moment- and orbital moment operators are good quantum numbers). Moreover, the extent to 
which the rules apply is naturally determined by the strength of the underlying interaction. 
For Hund rule (1) this is typically in the 1eV range, whereas the energy involved in the second 
and third rule is respectively ~0.1eV and ~0.01eV10. So as the first Hund’s rule is restricted to 
the Pauli principle, the maximum orbital MM of the second statement should be understood as 
limited by both the Pauli principle and the maximum spin MM as dictated by rule 1.  
 
Furthermore, the energy 𝐸 = 𝑘𝐵𝑇, in which 𝑘𝐵 represents the Boltzmann constant, at room 
temperature equals 25.7meV; i.e. large enough to overcome the fine structure based upon 
Hund’s rule (3) for several systems already. More significantly: in a lattice of atoms the crystal 
field induced by the neighbouring atoms can be in the order of 1eV. As an example we would 
like to refer to BCC Fe, of which the magnitudes of the hopping integrals are given in figure 
2.4a (a discussion of this figure is the topic of paragraph 2.3.2 in this chapter). In this system 
the crystal field almost fully quenches the orbital MM predicted by Hund’s rule 2 and in 
addition it causes a non-integer spin MM of 2.2μB per atom (compare to 4.0μB in the atomic 
limit).     
 
In the section above the relevance of an accurate description of valence electrons was pointed 
out briefly based on knowledge established at the beginning of the 20th century. Acquiring 
such description seems not only sufficient for an improved understanding of magnetism in 
itinerant electron metals, as is the aim of this work, but it is also of crucial importance in many 
other problems related to solid state physics. However, it is not intended here to imply that 
the nuclei of atoms or the core-state electrons being unimportant to magnetism. For example, 
all the particles mentioned are fermions and contain spins and thereby interact via magnetic 
hyperfine fields. 
 
10 The effects of SOC in solids become more pronounced in low-dimensional structures. The energy related to the 
anisotropy of the spin with respect to the direction of the crystal is typically in the order of the mentioned ~0.01eV for 
surfaces. However for 3D-bulk systems the energy difference between the so-called hard- and easy axis is lower by a 
factor 101 – 104 in bandferromagnets [3].  
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Furthermore, the protons also influence the valence electrons due to their Coulomb attraction 
which can be partly screened by the core-electrons11. Besides the complicated interactions 
with these particles, it is important to note that the coupling between the valence electrons 
themselves represents already an unsolvable large computational problem. This issue was 
already recognized and mentioned by Dirac in 1929 [5]. Generally, the problem which needs 
to be treated can be described by the many-body Dirac equation or its non-relativistic 
counterpart, the many-body Schrödinger equation. In [6] an illustrative example was shown 
for a description of a single Fe atom (containing 26 electrons). Assuming a grid of 10 points 
for every degree of freedom in 𝑥-, 𝑦- and 𝑧-direction, the memory required to store the atoms 
wavefunction is of the order ~103·26 = 1078 bytes. Obtaining ground state (e.g. zero 
temperature) solutions requires a number of mathematical operations which scales as the 
third power to this.  
 
Based on the statements mentioned above it is natural to start the study of magnetic metals at 
finite temperature using a model which is simplified to a level so that it can be treated and 
sophisticated to a level so that it maintains all the systems physical characteristics, including 
for example (super-)conductivity, specific heat, correct shears and strains of the material 
studied and importantly magnetism. A well-known model suited for this purpose is the 
Hubbard model, or its mean-field (MF) counterpart the TB model. In the following paragraph 
we will start with a brief discussion on the Hubbard model and subsequently will derive a 
Hamiltonian for the TB scheme. This latter computational approach has been implemented 
into a code as will naturally be part of the discussion.  
 
2.2  The Hubbard model 
 
The Hubbard model has been proposed independently, in similar forms, by Hubbard [7] and 
Gutzwiller [8]. The Hamiltonian is expressed here, for the simplified situation of 1 orbital per 
site11 and consists besides the atomic levels of two competing contributions:      
  
 ?̅?𝐻𝑢𝑏𝑏𝑎𝑟𝑑 = ?̅?0+ ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏   
 ?̅?0 = ∑ 𝜀0?̅?𝑖𝜎𝑖𝜎 + ∑ 𝑡𝑖𝑗 ?̅?𝑖𝜎
† ?̅?𝑗𝜎𝑖𝑗𝜎       
 ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏 = ∑ 𝑈?̅?𝑖↑?̅?𝑖↓𝑖       (2.1) 
 
In this and the following equations the indices 𝑖 and 𝑗 represent atomic sites and 𝜎 refers to 
the electron spin (quantised as either ↑ ‘up’ or ↓ ‘down’). The operator ?̅?𝑖𝜎
(†)  creates 
(annihilates) an electron at the orbital specified with 𝑖𝜎. ?̅?𝑖𝜎 is the number operator defined 
as: ?̅?𝑖𝜎 = ?̅?𝑖𝜎
† ?̅?𝑖𝜎 . When subjected to the wavefunction (e.g. the solution of 2.1) it determines, 
as the its name suggests, the number of particles at site 𝑖 with spin 𝜎. Moreover a Coulomb 
repulsion term 𝑈 has been introduced in (2.1) as well as an atomic energy level 𝜀0 and a so-
called transfer integral 𝑡𝑖𝑗 . The discussion of the on-site energy contribution (first term on the 
 
 
11 We do not go into any qualitative description here and refer to one out of many good reviews: [4].  
12 In for example [9], the multiple-orbital Hubbard-like model has been presented. The Coulomb interaction part in such 
a model can be expressed in the following well-known form: 𝐻𝐶𝑜𝑢𝑙𝑜𝑚𝑏 = ∑ 𝑈𝑖𝜈𝑖𝜈′ ?̅?𝑖𝜈↑?̅?𝑖𝜈↓ + (1 2⁄ )∑ ∑ (2𝑈𝑖𝜈𝑖𝜈′ −𝜈>𝜈′𝑖𝑖𝜈
𝐽𝑖𝜈𝑖𝜈′)?̅?𝑖𝜈?̅?𝑖𝜈′ − 2∑ ∑ 𝐽𝑖𝜈𝑖𝜈′?̅?𝒊𝝂 ∙ ?̅?𝒊𝝂′𝜈>𝜈′𝑖  in which 𝑖 represents the site, ν the orbital, σ the spin and ?̅?𝑖𝜈𝜎 and  ?̅?𝒊𝝂 are 
respectively the charge and spin operators. Although the calculations presented in this work are based on a multiple-
orbital description: it will be this Coulomb Hamiltonian which is tremendously simplified in the TB description (see 
equation 2.2). Nevertheless it is interesting to mention Coulomb and exchange (explanation follows later in this chapter) 
values for the 3d transition metals within this model. The intra-orbital Coulomb interaction is 𝑈𝑖𝜈𝑖𝜈 ≈ 10eV, the inter-
orbital Coulomb term is slightly reduced by: 𝑈𝑖𝜈𝑖𝜈 − 𝑈𝑖𝜈𝑖𝜈′(𝜈 ≠ 𝜈
′) ≈ 2eV, whereas the exchange matrix element is 
typically 𝐽𝑖𝜈𝑖𝜈′(𝜈 ≠ 𝜈) ≈ 1eV. The inter-atomic Coulomb interaction 𝑈𝑖𝜈𝑗𝜈(𝑖 ≠ 𝑗), which is formally beyond the given 
Hamiltonian, can still be in the order of 10% in terms of 𝑈𝑖𝜈𝑖𝜈 ; the inter-atomic exchange will be strongly 
reduced 𝐽𝑖𝜈𝑗𝜈(𝑖 ≠ 𝑗) ≈ 0.02𝑒𝑉 (we refer the interest reader to [10] and references therein). 
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 r.h.s. of ?̅?0) is postponed till the introduction of the first centre integrals in paragraph 2.3.2.1.  
 
Here we focus on the second term of ?̅?0 and the electron-electron interaction ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏. The 
former part of the Hamiltonian describes the kinetic energy contribution of the electrons. A 
system can reduce its energy when the electrons hop from one side to another. Naturally the 
occurrence of such motions increases with increasing hopping probability determined by 𝑡𝑖𝑗 . 
We consider for the moment a model lattice with sites consisting of one electron and one 
orbital. In the limit 𝑡𝑖𝑗 ≫ 𝑈 the system described by (2.1) is driven into a conducting state in 
which on average a quarter of the sides will be unoccupied, half of them are occupied by a 
single electron and another quarter of the atoms will contain 2 electrons. This situation is 
visualized in figure 2.1a. When 𝑈 is increased the conductance will be suppressed as ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏 
induces an energy increase for systems with two electrons residing on one site. Moreover, an 
AFM order becomes favourable (figure 2.1b) as explained in paragraph 2.4. In addition, we 
would like to note that Coulomb repulsion contributions stemming from other atomic sides 
are usually screened well enough to justify the Hubbard model approximations (see footnote 
12).  
 
Although the terms in the model, given by equation (2.1), are conceptually simple to grasp any 
calculation on a realistic material, consisting of multiple orbitals for which the spin up and 
down levels might be shifted due to Hund rule 1, will be a daunting task, possible only in very 
limited lattice descriptions. The reason for this is once again the many-body structure of the 
electron-electron interaction. It is therefore not this model which is solved for the magnetic 
studies in this work but rather the Hartree-Fock (MF) approximation to this model. This 
approximation simplifies the operators in the interaction term 𝐻𝐶𝑜𝑢𝑙𝑜𝑚𝑏 by their expectation 
values as follows: 
 
 ?̅?𝑖↑?̅?𝑖↓ ≈ 𝑛𝑖↓?̅?𝑖↑ + 𝑛𝑖↑?̅?𝑖↓ − 𝑛𝑖↑𝑛𝑖↓     (2.2) 
  
Please note that we have used the definition 𝑛𝑖𝜎 ≡ 〈?̅?𝑖𝜎〉. When (2.2) is applied to the Hubbard 
model (2.1), it leads to a TB approach which will be explained in more detail in the next 
section13. 
 
Although the Hubbard model will not be used in the calculations of chapter 4 and 5, it has 
been introduced here for two reasons. First, it is the Hamiltonian (2.1) itself which is needed 
to derive an equation of motion (EOM) for the atomic spin MM in a system described with TB, 
as will be explained in paragraph 3.2. Second, we would like to comment (briefly) on the 
stability of FM in the Hubbard model and the influence of approximation (2.2) on this 
magnetic structure type. Although most magnets in nature show an AFM structure, the ones 
described in this thesis, bulk BCC Fe and Co cluster geometries, are FM and should therefore 
represent a correct energy minimum in that state. Nevertheless, Hubbard model descriptions 
of the type (2.1) on, for example, cubic lattices show a phase diagram (in terms of the number 
of electrons per atom and the magnitude of 𝑈 and 𝑡𝑖𝑗) in which FM does not occur. E.g. only 
AFM, paramagnetic (PM) and non-magnetic solutions are obtained for different values of the 
given parameters. FM is not excluded as a solution of the Hubbard model but the parameter 
space in which it can survive is usually small. Certainly a much more complex density of states 
(than the single cubic band) is required and possibly Coulomb interactions have necessarily to 
be taken into account between orbitals beyond the initial model [10].  
  
 
13 For the simplified one orbital per site scheme of (2.1), the TB Hamiltonian would be given by: 𝐻 = ∑ (𝜀0 +𝑖𝜎
𝑈〈𝑛𝑖−𝜎〉)𝑛𝑖𝜎 + ∑ 𝑡𝑖𝑗𝑎𝑖𝜎
† 𝑎𝑗𝜎 − ∑ 𝑈〈𝑛𝑖↑〉〈𝑛𝑖↓〉𝑖𝑖𝑗𝜎  and its energy can be extracted from 𝐸 = ∑ 𝜀0〈𝑛𝑖〉 + 〈∑ 𝑡𝑖𝑗𝑎𝑖𝜎
† 𝑎𝑗𝜎𝑖𝑗𝜎 〉 +𝑖
∑ 𝑈〈𝑛𝑖↑〉〈𝑛𝑖↓〉𝑖  [9]. We would like to note that this TB Hamiltonian is not sufficient to describe non-collinear structures of 
3d metals. Clearly the one orbital per site description is poor and besides magnetism has to be specified further. These 
issues will be the main interest in paragraph 2.3. 
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Figure 2.1: A visualization of two extreme cases in the Hubbard model for a lattice (grey circles) with one 
electron per site (the spin of which is indicated via an arrow). In (a) a system is presented for which the hopping 
probability 𝒕𝒊𝒋 of equation (2.1) is much larger than the Coulomb repulsion term 𝑼. The result is a conducting 
state in which on average quarter of the sites are double occupied and an equal number will be empty. In the 
other limit,  𝑼 ≫ 𝒕𝒊𝒋 as shown in (b), the system will resemble an AFM insulator.    
 
 
One of the most important consequences of Hartree-Fock approximation to the Hubbard 
model is the overestimation of ordering tendencies. Especially the region in which a FM 
structure is possible and stable is significantly enlarged due to (2.2). This can be proven both 
in the low as in the high electron density limit. For the low density limit, the proof that 
electron correlations14 suppress FM, is simple and insightful and follows from a 
renormalization of the bare Coulomb interaction [9]. It can be shown that the Stoner criterion 
for FM, equation (1.7), in such a situation can be written as:       
 
 𝐷(𝜀𝐹) ∙ 𝑈𝑒𝑓𝑓 ≥ 1      (2.3) 
 
This effective Hubbard Coulomb repulsion parameter can, according to [9], be expressed in 
terms of 𝑈 and the 3d band width 𝑊, which for bulk BCC Fe equals 5eV [11]: 
 
 𝑈𝑒𝑓𝑓 = 𝑈 ∙ (1+ 𝑈 𝑊⁄ )
−1  (low electron density limit)  (2.4) 
 
According to (2.4) the 𝑈𝑒𝑓𝑓 increases with increasing 𝑈 till it saturates at 𝑈𝑒𝑓𝑓(𝑈 → ∞) = 𝑊. 
As the DOS at the Fermi level also typically scales as 𝐷(𝜀𝐹)~1 𝑊⁄  it becomes obvious that the 
𝑈𝑒𝑓𝑓  dependence on 𝑈 (rather than 𝑈𝑒𝑓𝑓 = 𝑈) limits the occurrence of FM. For the 3d 
magnetic transition metals the above situation best applies to FCC Ni where the 9 3d-
electrons out of 10 3d-bands can be considered a low-density limit in terms of electron holes. 
The very high 𝐷(𝜀𝐹) in this material is sufficient to satisfy (2.3) and establish FM. For 
conclusions on the stability of FM in the Hubbard model for systems with an arbitrary 
electron density we would like to refer the reader to Gutzwiller’s theory [8], [12] and [13].   
 
In this paragraph the Hubbard model has been introduced as a step towards a realistic 
description of materials. However, the model itself cannot be used for calculations in practise 
as the computational effort is too large. Therefore, an additional (Hartree-Fock) 
approximation to the Hubbard model has been discussed and when applied, it results in a so-
called TB approach. This approach will be discussed in the next paragraph for the magnetic 3d 
metals of interest. 
 
 
14 ‘Correlations’ mean: interactions beyond Hartree-Fock.  
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2.3 The tight-binding electronic structure formulation 
 
The aim is to derive a TB scheme which provides a description of an, in general, non-collinear 
magnetic state. The materials we have in mind to study are the 3𝑑 transition metals but the 
approach should be applicable more broadly, certainly to the 3𝑑 magnetic insulators. Before 
we head to the Hamiltonian and add the terms needed to achieve this goal, first the equations 
will be written down as if the TB Hamiltonian is known. This will provide a clear view of the 
mathematical problem we are dealing with and how for example MMs and charges are 
obtained. In succession the Hamiltonian will be discussed in detail.     
2.3.1  Description of the mathematical problem 
The TB implementation presented in this work has been an (intensive) follow up based on 
work performed by T. Schena and co-workers at the Forschungszentrum Jülich in the period 
2010-2011 [14]. Here we will stick close to the notations and derivations presented in the 
given reference.  
2.3.1.1  The Schrödinger equation  
The wave functions represented in bracket notation as |𝝍⟩ are expanded in terms of atomic 
orbitals denoted with: 
 
|𝒍, 𝑖, 𝜈, 𝜎⟩ =|𝒍, 𝑖, 𝜈⟩ ⊗𝜸(𝜎),       (2.5) 
 
in which 𝑖 specifies the atom within the unit cell and 𝜈 refers to the orbital on this site (‘⊗’ 
represents the Kronecker product symbol [15]). The spinor 𝜸(𝜎) is a 2-component vector 
(and so is the wavefunction) referring to the spin of the orbital considered: 
 
 𝜸(𝜎 =↑) = (1
0
) and 𝜸(𝜎 =↓) = (1
0
).     (2.6) 
 
Although the aim of the calculations is to describe (strong) magnetization disorder which on 
itself is non-periodic, the calculations are nevertheless performed using periodic boundary 
conditions. The simulation of magnetic fluctuations is achieved by means of applying large 
‘unit cells’ containing up to 128 atoms (see chapter 5). From this point on the terminology 
‘super cell’ will be used to indicate such a calculation setup (or when the number of atoms is 
unspecified and thereby possibly large), whereas the words ‘unit cell’ will refer exclusively to 
fast simulations in which only a few atoms are periodically repeated. The Bravais vector 𝑹𝒍 is 
introduced as the position of the super cell and it is abbreviated as 𝒍 in equation (2.5). To 
indicate the position of an atom 𝑖 within a super cell we use the basisvector 𝝉𝒊 (see figure 2.2).  
 
Before we continue, first we would like to introduce a vector related to the geometry, 𝒓𝒍𝑖,𝒎𝑗. 
This vector connects an atom, the location of which is determined by the Bravais vector 𝑹𝒍 
and the basisvector 𝝉𝒊 (shortened as 𝒍𝑖), to an atom at site 𝒎𝑗:       
 
𝒓𝒍𝑖,𝒎𝑗 ≡ 𝑹𝑚 −𝑹𝑙 + 𝝉𝑗 − 𝝉𝑖                       (2.7) 
 
We denote:  
 
𝑟𝒍𝑖,𝒎𝑗 ≡ |𝑹𝑚 −𝑹𝑙 + 𝝉𝑗 − 𝝉𝑖|       (2.8) 
 
as its length. In addition 𝜃𝒍𝑖,𝒎𝑗 can be defined as the polar angle of vector (2.7) with the 𝑧-axis 
and 𝜙𝒍𝑖,𝒎𝑗 is introduced as the corresponding azimuthal angle. The vector 𝒓 is not restricted to 
discrete lattice points and will be exclusively used in this work as an integration variable over  
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Figure 2.2: A 2D schematic representation of several super cells containing 9 atoms. The picture shows a NC 
magnetic state in bulk material based upon a finite cell with periodic boundary conditions. The frequently used 
atom- and Bravais vectors are included in respectively blue and red.  
Figure 2.3: the angular dependence of the atomic orbitals (figure adapted from [14]; original source of the 
drawing is reference [15]) 
 
 
space. The usage of these denotations is predominant in section 2.3.2 (the derivation of the 
Hamiltonian) in this chapter. 
 
All in all, the 𝑛th wavefunction can be expressed as: 
 
 |𝝍𝑛⟩ = ∑ 𝑐𝒍,𝑖,𝜈,𝜎
𝑛 |𝒍, 𝑖, 𝜈, 𝜎⟩𝒍,𝑖,𝜈,𝜎 .     (2.9) 
 
where 𝑐𝒍,𝑖,𝜈,𝜎
𝑛  represent expansion coefficients. There are 9 basisfunctions (atomic orbitals) 
used for the simulations in this work, namely one 4𝑠 - orbital, three 4𝑝 - orbitals and five 3𝑑 - 
orbitals (see figure 2.3). It has to be mentioned that the orbitals are orthogonal on a single site 
but not between different (nearby) atoms. This overlap is described via a matrix 𝑆 the 
elements of which are defined as: 
 
 𝑆𝒍𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
= ⟨𝒎, 𝑗, 𝜔, 𝜉|𝒍, 𝑖, 𝜈, 𝜎⟩ = ⟨𝒎, 𝑗, 𝜔|𝒍, 𝑖, 𝜈⟩ ∙ 𝛿𝜎𝜉 .   (2.10)   
 
The introduced variables 𝒎, 𝑗, 𝜔 and 𝜉 indicate the Bravais vector, atom, orbital and spin of 
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the other basis function. The appearance of the Kronecker delta 𝛿𝛼𝛽 , defined as 𝛿𝛼𝛽 = 1 if 𝛼 =
𝛽 and 𝛿𝛼𝛽 = 0 otherwise, follows from the basic relation (2.5).  The distance dependence of 𝑆 
is determined by the parameterization used and will be the subject of interest in the 
subsequent paragraph.  
 
Here we will focus on the central equation which is of the time-independent Schrödinger type:  
 
𝐻|𝝍𝑛⟩ = 𝜀𝑛|𝝍𝑛⟩.       (2.11) 
 
The elements of the TB Hamiltonian matrix 𝐻 will be derived and discussed in the following 
section; its 𝑛th eigenvalue is introduced here by 𝜀𝑛 . If (2.9) is substituted into (2.11) after 
which the bra ⟨𝒎, 𝑗, 𝜔, 𝜉| acts on both sides of the equation, one obtains a generalized 
eigenvalue problem for the expansion coefficients:      
   
𝐻∑ 𝑐𝑹𝒍,𝑖,𝜈,𝜎
𝑛 |𝒍, 𝑖, 𝜈, 𝜎⟩𝒍,𝑖,𝜈,𝜎 = 𝜀𝑛 ∑ 𝑐𝑹𝒍,𝑖,𝜈,𝜎
𝑛 |𝒍, 𝑖, 𝜈, 𝜎⟩𝒍,𝑖,𝜈,𝜎    
 
 ⟨𝒎, 𝑗, 𝜔, 𝜉|𝐻∑ 𝑐𝒍,𝑖,𝜈,𝜎
𝑛 |𝒍, 𝑖, 𝜈, 𝜎⟩𝒍,𝑖,𝜈,𝜎 = ⟨𝒎, 𝑗, 𝜔, 𝜉|𝜀𝑛 ∑ 𝑐𝒍,𝑖,𝜈,𝜎
𝑛 |𝒍, 𝑖, 𝜈, 𝜎⟩𝒍,𝑖,𝜈,𝜎   
  
 ∑ ⟨𝒎, 𝑗, 𝜔, 𝜉|𝐻|𝒍, 𝑖, 𝜈, 𝜎⟩ ∙ 𝑐𝒍,𝑖,𝜈,𝜎
𝑛
𝒍,𝑖,𝜈,𝜎 = 𝜀𝑛 ∑ ⟨𝒎, 𝑗, 𝜔, 𝜉|𝒍, 𝑖, 𝜈, 𝜎⟩ ∙ 𝑐𝒍,𝑖,𝜈,𝜎
𝑛
𝒍,𝑖,𝜈,𝜎   
 
 ∑ 𝐻𝒍𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
∙ 𝑐𝒍,𝑖,𝜈,𝜎
𝑛
𝒍,𝑖,𝜈,𝜎 = 𝜀𝑛 ∑ 𝑆𝒍𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
∙ 𝑐𝒍,𝑖,𝜈,𝜎
𝑛
𝒍,𝑖,𝜈,𝜎     (2.12) 
 
In the last step the matrix element definition of the TB Hamiltonian 𝐻 has been employed 
similar to (2.10): 
 
 𝐻𝒍𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
≡ ⟨𝒎, 𝑗, 𝜔, 𝜉|𝐻|𝒍, 𝑖, 𝜈, 𝜎⟩     (2.13) 
 
In contrast to the overlap matrix, the TB Hamiltonian 𝐻 will in general15 not be diagonal in 
spin space. The real space representations of the (2.10) and (2.13) are not suitable for bulk 
systems simulated using periodically repeated supercells, as the corresponding matrices are 
of infinite size. Clearly the Bloch theorem can be exploited here to solve this problem. As 
basisfunctions, Bloch-waves |𝛷𝒌,𝑖,𝜈,𝜎⟩ have to be used and they can be expressed in terms of 
|𝒍, 𝑖, 𝜈, 𝜎⟩ according to:       
 
|𝛷𝒌,𝑖,𝜈,𝜎⟩ =
1
√𝑁𝑆𝐶
∑ 𝑒𝑖𝒌∙(𝑹𝒍+𝝉𝒊)𝒍 |𝒍, 𝑖, 𝜈, 𝜎⟩.     (2.14) 
  
Here 𝑁𝑆𝐶 represents the number of supercells which are considered for the setup of the 
periodic boundary conditions whereas 𝒌 is, as usual, a reciprocal lattice vector. The next step 
is to express the Hamiltonian and overlap matrices in terms of this Bloch-wave basis. The 𝒌-
dependent elements of these matrices are given by: 
 
             [𝐻𝒌]𝑖𝜈𝜎
𝑗𝜔𝜉
= ⟨𝛷𝒌,𝑗,𝜔,𝜉|𝐻|𝛷𝒌,𝑖,𝜈,𝜎⟩ = ∑ 𝑒
𝑖𝒌∙(𝑹𝒎+𝝉𝒋−𝝉𝒊) ∙ 𝐻𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
𝒎    (2.15) 
and      [𝑆𝒌]𝑖𝜈𝜎
𝑗𝜔𝜉
= ⟨𝛷𝒌,𝑗,𝜔,𝜉|𝛷𝒌,𝑖,𝜈,𝜎⟩ = ∑ 𝑒
𝑖𝒌∙(𝑹𝒎+𝝉𝒋−𝝉𝒊) ∙ 𝑆𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
𝒎 .  (2.16) 
 
We would like to mention that the elements of the real space representations of, for example 
the overlap matrix, e.g. equation (2.10), depend solely on the distance and angle of the two 
dummyword 
 
15 Terms for which 𝐻𝒍𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
≠ 0 when 𝜎 ≠ 𝜉 occur in case of non-collinear magnetic structures or when SOC is taken into 
account in the Hamiltonian. Note that if the Hamiltonian would be diagonal in spin space as is the case in FM ground state 
simulations then one can save about a factor ~4 calculation time by diagonalizing equation (2.17) for the spin up and 
spin down block separately. 
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orbitals considered. E.g. the Bravais vector indicating the position of the supercell is 
redundant and one can equally well express the real-space Hamiltonian and overlap matrices 
with respect to a supercell located at the origin. This property has been applied in equations 
(2.15) and (2.16). As a consequence one sum over the Bravais vectors cancels against 𝑁𝑆𝐶.          
 
The central equation to be solved in this work follows from a reformulation of (2.12) in 
reciprocal space. The result can be presented as: 
 
           𝐻𝒌𝒄𝒌𝑛 = 𝜀𝒌𝑛𝑆𝒌𝒄𝒌𝑛.       (2.17) 
 
𝐻𝒌 and 𝑆𝒌 in this equation are 𝒌-dependent matrices the elements of which can be expressed 
in terms of real space representations according to the expressions (2.15) and (2.16). The 
eigenvector 𝒄𝒌𝑛 in (2.17) contains the set of expansion coefficients of the wavefunction in 
Bloch-waves, for a given 𝒌-point and bandindex 𝑛. The number of elements of the vector 𝒄𝒌𝑛 
is denoted by 𝑁𝐻 and equals naturally the number of orbitals in the supercell (e.g. the size of 
the Hamiltonian). So 𝑁𝐻 is determined by the number of atoms in the supercell 𝑁 and the 
amount of basisfunctions in which a single atom is expressed 𝑁𝑜𝑟𝑏. For an 𝑠,𝑝,𝑑-basis one has 
𝑁𝑜𝑟𝑏 = 9, leaving:  
 
          𝑁𝐻 = 2 ∙ 𝑁𝑜𝑟𝑏 ∙ 𝑁 = 18 ∙ 𝑁.            (2.18) 
 
The factor 2 hereby stems from the spin. In other words the mathematical problem to be 
solved, equation (2.17), consists of 𝑁𝒌 independent16 secular equations, where 𝑁𝒌 is defined 
as the number of 𝒌-points taken into account in the simulation. The size of the matrices 𝐻𝒌 
and 𝑆𝒌 is [𝑁𝐻 ×𝑁𝐻]. Therefore the solutions of (2.17), obtained after diagonalizing the 
equation, consist of 𝑁𝐻 eigenvalues and an equal number of eigenvectors for each 𝒌-point (e.g. 
the bandindex is limited between 1 ≤ 𝑛 ≤ 𝑁𝐻).      
2.3.1.2  The Mulliken density matrix  
To obtain physical variables like for example the MM or the charge on a single atom one can 
utilize the Mulliken density matrix [16] defined as17: 
 
          𝜌′ = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)|𝜓𝒌𝑛⟩⟨𝜓𝒌𝑛|𝒌𝑛  
               = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ [𝒄𝒌𝑛]𝑝,𝜇,𝜆[𝒄𝒌𝑛
† ]
𝑞,𝜂,𝜁
|𝛷𝒌,𝑝,𝜇,𝜆⟩⟨𝛷𝒌,𝑞,𝜂,𝜁|𝑞,𝜂,𝜁𝑝,𝜇,𝜆𝒌𝑛 .  (2.19) 
 
Out of completeness, equation (2.19), contains the weight of the 𝒌-points, 𝑤𝒌, explicitly. We 
would like to stress that in the simulations presented (e.g. chapters 3 and 5 and appendix B), 
the 𝒌-point grid was chosen such that the volume of the Brillouin zone (BZ) was uniformly 
sampled; 𝑤𝒌 = 1 𝑁𝒌⁄ 18. Here, the definition of the Fermi function given in equation (1.4) is 
repeated for an arbitrary energy 𝑧: 
 
          𝑓(𝑧, 𝜀𝐹) =
1
1+𝑒(𝑧−𝜀𝐹) 𝑘𝐵𝑇⁄
     (2.20)    
 
The Fermi energy 𝜀𝐹  represented as an input in equation (2.19), is a function of the set of 
eigenvalues. Its value follows from the condition 𝑁𝑒 = ∑ 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)𝑘𝑛 , in which 𝑁𝑒 represents 
the number of (valence) electrons in the system. It can easily be obtained up to machine 
dummy 
dummyword 
16 Note that the Bloch waves are orthogonal with respect to 𝒌-space; e.g. elements of ⟨𝛷𝒌,𝑗,𝜔,𝜉|𝛷𝒌′,𝑖,𝜈,𝜎⟩ and ⟨𝛷𝒌,𝑗,𝜔,𝜉|𝐻|𝛷𝒌′,𝑖,𝜈,𝜎⟩ 
are zero if 𝒌 ≠ 𝒌′. 
17 For clarity the introduced variables 𝑝 and 𝑞 represent the atom in this equation, whereas 𝜇 and 𝜂 indicate one of the 
nine atomic orbitals at these sites and 𝜁and 𝜆 point at the spin. 
18 The weight of a single 𝒌-point does neither affects the Hamiltonian nor the overlap matrix elements. This (logical) 
statement follows as well from the derivation of the Hamiltonian in section (2.3.2).  
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precision accuracy using a Newton-Raphson scheme [17]. Matrix elements of the [𝑁𝐻 ×𝑁𝐻] 
sized matrix 𝜌′ follow after ‘sandwiching’ equation (2.19) between the Bloch-waves ⟨𝛷𝒌,𝑗,𝜔,𝜉| 
and |𝛷𝒌,𝑖,𝜈,𝜎⟩: 
 
           ⟨𝛷𝒌,𝑗,𝜔,𝜉|𝜌
′|𝛷𝒌,𝑖,𝜈,𝜎⟩ = ∑ 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ [𝒄𝒌𝑛]𝑝,𝜇,𝜆 ∙ [𝒄𝒌𝑛
† ]
𝑞,𝜂,𝜁
∙𝑞,𝜂,𝜁𝑝,𝜇,𝜆𝒌𝑛  
                                                     ⟨𝛷𝒌,𝑗,𝜔,𝜉|𝛷𝒌,𝑝,𝜇,𝜆⟩ ∙ ⟨𝛷𝒌,𝑞,𝜂,𝜁|𝛷𝒌,𝑖,𝜈,𝜎⟩ 
 
           𝜌′𝑖𝜈𝜎
𝑗𝜔𝜉
= ∑ 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ [𝒄𝒌𝑛]𝑝,𝜇,𝜆 ∙ [𝒄𝒌𝑛
† ]
𝑞,𝜂,𝜁
∙ [𝑆𝒌]𝑝𝜇𝜆
𝑗𝜔𝜉
∙𝑞,𝜂,𝜁𝑝,𝜇,𝜆𝒌𝑛 [𝑆𝒌]𝑖𝜈𝜎
𝑞𝜂𝜁
 (2.21)    
 
 
Intermezzo: expectation values of operators expressed in a non-orthogonal basis set 
In general, any expectation value of a physical operator ?̅? can be expressed as the trace of the 
following matrix products (for simplicity a finite real space matrix representation is 
assumed):   
 
        〈?̅?〉 = Tr((𝑆−1𝜌′)(𝑆−1𝐴))      (2.22) 
  
Hereby it is emphasized that the density matrix and 𝐴, the matrix representation of the of 
corresponding operator are expressed in terms of a non-orthogonal basis (as is the case in 
equations 2.15 and 2.21). The addition of the inverse of the overlap matrix is easily proven 
and follows from the action of the trace (we refer to [18] and [19]). In this non-orthogonal 
basis we would like to note that the identity matrix is given by: 
 
        𝐼 = 𝒄† ∙ (𝑆𝒄)        (2.23) 
 
Suppose the matrix expression of 𝐴 is known in an orthogonal (Wannier) basis and denoted 
with ?̃?, then the expectation value (2.22) can be simply expressed as: 
  
       〈?̅?〉 = Tr((𝑆−1𝜌′) (𝑆−1(?̃?𝑆))).      (2.24)  
 
 
When the inverse of the overlap matrix is included in the density (2.21), which according to 
equation (2.24) is needed for the calculation of any expectation value, one obtains:   
 
 𝜌𝑖𝜈𝜎
𝑗𝜔𝜉
≡ [𝑆−1𝜌′]𝑖𝜈𝜎
𝑗𝜔𝜉
= ∑ 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)𝒌𝑛 [𝒄𝒌𝑛
† ]
𝑖𝜈𝜎
[𝑆𝒄𝒌𝑛]𝑗𝜔𝜉   (2.25) 
 
The operators for the charge and the three components of the spin MM are, in an orthogonal 
basis representation, given by respectively the identity - and well-known Pauli matrices. In 
spin space these are given by:  
 
 𝐼 = (
1 0
0 1
),  𝜎𝑥 = (
0 1
1 0
),  𝜎𝑦 = (
0 −𝑖
𝑖 0
) and 𝜎𝑧 = (
1 0
0 −1
).  (2.26)  
  
When combining equations (2.24) - (2.26) one arrives at an expression for the orbital and 
atom resolved charges and MM’s in terms of the density matrix: 
 
 𝑛𝑖𝜈 = 𝜌𝑖𝜈↑
𝑖𝜈↑ + 𝜌𝑖𝜈↓
𝑖𝜈↓       (2.27) 
 [𝒎𝑖𝜈]𝑥 = 𝜌𝑖𝜈↑
𝑖𝜈↓ + 𝜌𝑖𝜈↓
𝑖𝜈↑      (2.28) 
 [𝒎𝑖𝜈]𝑦 = 𝑖𝜌𝑖𝜈↑
𝑖𝜈↓ − 𝑖𝜌𝑖𝜈↓
𝑖𝜈↑      (2.29) 
                 [𝒎𝑖𝜈]𝑧 = 𝜌𝑖𝜈↑
𝑖𝜈↑ − 𝜌𝑖𝜈↓
𝑖𝜈↓      (2.30) 
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Before this section is finalized we would like to (briefly) comment on the postulated Mulliken 
density matrix, equation (2.19). Applying Mulliken population analysis [15] to obtain for 
example charges in chemical compounds for systems expressed in a non-orthogonal basis has 
been very popular for the last decades. However, it is not exclusively applied in literature. As 
an example, Löwdin population analyses represent a well-known alternative [20]. The 
discrepancy between these different choices resembles the charge (and MM) which is residing 
in the bonding between two atoms. In the Mulliken analysis the charge and spin between two 
atoms is equally distributed between the atoms involved. This choice is somewhat arbitrary 
and could lead to for example unphysical charge transfers (in paragraph 2.3.2.2 this is 
discussed further). On the other hand, the Mulliken method is strictly rotationally invariant 
[20] and naturally charge conserving. We would like to refer the reader to [21], [22] for 
deeper insights.        
 
To summarize, the central equation to be solved in this work is an [𝑁𝐻 ×𝑁𝐻] sized 
generalized eigenvalue problem, equation (2.17), for a system with 𝑁 atoms in the supercell, 
with in general periodic boundary conditions. The formulation includes an overlap term as 
the atomic basis-functions in which the (orthogonal) wave-functions are expressed, are non-
orthogonal. Once the Hamiltonian and overlap matrices are known, one can diagonalize the 
central equation and obtain a set of eigenvalues and eigenvectors, out-of-which expectation 
values of all physical operators can be extracted with the help of the density matrix, equation 
(2.25). The TB model description is continued by a discussion on the parameterization of the 
Hamiltonian and overlap matrices 
2.3.2 Derivation and parameterization of the tight-binding Hamiltonian and 
overlap matrices     
The aim is to derive a TB scheme which provides a description of a, in general, non-collinear 
magnetic state. To achieve this, it is essential that the solutions stemming from the TB 
Hamiltonian, which will be derived here, will present a minimum of the compatible energy 
functional 𝐸. The expression for this functional is postulated here and provides us the starting 
point of the derivation:  
 
 𝐸 = 𝐸0 +𝐸𝑛 + 𝐸𝑚 +𝐸𝐵 +𝐸𝑆𝑂𝐶 +∑ 𝜆𝒌𝑛(⟨𝜓𝒌𝑛|𝜓𝒌𝑛⟩ − 1)𝒌𝑛       (2.31) 
 
The terms in this canonical free energy expression will be explained in detail in the following 
subsections. Here we only mention the purpose of the terms on the r.h.s. of the functional. The 
form of the introduced energy contributions is left to the corresponding sub-paragraphs. The 
first term on the r.h.s., 𝐸0 corresponds to the electrons kinetic energy, equivalent to the 
expectation value of ?̅?0 in the Hubbard model (2.1). The second and the third term, 𝐸𝑛 and 
𝐸𝑚 , ensure a charge neutrality of the atom and introduce magnetism in the model 
respectively. These terms incorporate the effects stemming from the Coulomb repulsion part 
〈?̅?𝑐𝑜𝑢𝑙𝑜𝑚𝑏〉, in the spirit of the Hubbard model approach. The fourth term, 𝐸𝐵 is necessary 
when an external field is applied to the system and 𝐸𝑆𝑂𝐶 incorporates the contribution 
stemming from the spin-orbit coupling. The last part of the r.h.s. of equation (2.31) normalizes 
the wave-function; hereby a Lagrange parameter 𝜆𝒌𝑛 has been introduced. We devote one 
subparagraph for each of the given energy contributions. In those sections the mathematical 
expression of these contributions is outlined. Finally, based on such a formulation, a 
derivative of (2.31) will be possible with respect to a wavevector component, [𝒄𝒌𝑛]𝑖𝜈𝜎. This is 
fruitful as an equation of the form (2.17) will appear in which TB Hamiltonian matrix 
elements can be obtained. 
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2.3.2.1  A Slater-Koster parameterization of the electron hopping’s and overlap 
integrals    
To start the derivation we first consider the 𝐸0 term on the right hand side of the total energy 
expression as given in equation (2.31). This part of the functional resembles the motion of the 
electrons stemming from the kinetic + atomic (nucleus + core electrons) potential. The 
induced hopping behaviour of the electrons will together with the overlap matrix be 
described in terms of so-called 1st,  2nd and 3rd - centre integrals. The potential congruent to 
this hopping process is spin independent (e.g. 𝐻0 is diagonal in spin space). For the overlap 
matrix this property was already stated explicitly in equation (2.10). 
2.3.2.1.1  One-, two- and three-centre intregrals  
To aim is to provide a parameterization of the real space matrix elements [𝐻0]𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 and 𝑆𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 
as denoted in the equations (2.15) and (2.16). To this end a position vector 𝒓 has been 
explicitly added to the expression of the basisfunctions; 𝜑𝒍𝑖𝜈𝜎(𝒓) ≡ |𝒍, 𝑖, 𝜈, 𝜎⟩. The Hamiltonian 
and overlap descriptions are now determined by: 
 
 𝑆𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 = ∫𝜑𝒎𝑗𝜔𝜎
† (𝒓− 𝑹𝑚 − 𝝉𝑗)𝜑𝟎𝑖𝜈𝜎(𝒓− 𝝉𝑖)𝑑𝒓   (2.32) 
and [𝐻0]𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 = ∫𝜑𝒎𝑗𝜔𝜎
† (𝒓− 𝑹𝑚 − 𝝉𝑗)(?̅? + ?̅?)𝜑𝟎𝑖𝜈𝜎(𝒓 − 𝝉𝑖)𝑑𝒓  (2.33) 
 
In these equations we utilize once more the notation of the atomic and Bravais vectors as 
given in figure 2.2. Furthermore a kinetic ?̅? and potential operator ?̅? have been introduced. 
The former is determined by the (quadrat of the) momentum operator 𝒑:  
 
 ?̅? =
𝒑∙𝒑
2𝑚𝑒
=
−ħ2
2𝑚𝑒
𝛻2       (2.34) 
 
whereas the latter can be expressed in terms of a sum over atomic potentials 𝑣𝒖𝑝(𝒓 − 𝑹𝑢 −
𝝉𝑝):   
 
 ?̅? = ∑ 𝑣𝒖𝑝(𝒓 − 𝑹𝑢 − 𝝉𝑝)𝒖𝑝 .      (2.35) 
      
Hereby we have introduced the Planck constant ħ, the electron mass 𝑚𝑒 and the spatial 
derivative in 3 dimensions, the nabla operator 𝛻. When considering the influence stemming 
from the atomic potential part in equation (2.33), one can recognize three types of integrals.     
 
The one-centre integrals represent the contribution from (2.33) in which both orbitals and 
the potential are stemming from one single site: 
 
 ∫𝜑𝟎𝑖𝜔𝜎
† (𝒓 − 𝝉𝑖)𝑣𝟎𝑖(𝒓 − 𝝉𝑖)𝜑𝟎𝑖𝜈𝜎(𝒓− 𝝉𝑖)𝑑𝒓.    (2.36)           
   
This site has been indicated with 𝟎𝑖, in accordance to the notation of vector (2.7). If the 
orbitals involved are equal, that is 𝜈 = 𝜔, then the integral represents the onsite energy 
contribution 𝜀0,𝑖𝜈 . Any nonzero addition from (2.36) in which 𝜈 ≠ 𝜔 is the result of the atomic 
potential which lifts the orthogonality between the two basisfunctions involved. As the atomic 
potential can be assumed spherical symmetric one can expect the latter terms to be small. The 
two-centre integrals are defined as contributions which affect two sites. For these integrals 
one can distinguish two kinds, namely: 
 
 ∫𝜑𝟎𝑖𝜔𝜎
† (𝒓 − 𝝉𝑖)∑ 𝑣𝒖𝑝(𝒓 − 𝑹𝑢 − 𝝉𝑝)𝒖𝑝≠𝟎𝑖 𝜑𝟎𝑖𝜈𝜎(𝒓− 𝝉𝑖)𝑑𝒓.  (2.37)   
and ∫𝜑𝒎𝑗𝜔𝜎
† (𝒓 − 𝑹𝑚 − 𝝉𝑗)𝑣𝟎𝑖(𝒓− 𝝉𝑖)𝜑𝟎𝑖𝜈𝜎(𝒓− 𝝉𝑖)𝑑𝒓  (𝒎𝑗 ≠ 𝟎𝑖)  (2.38)   
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The first kind is defined by equation (2.37) and represents a contribution in which the 
orbitals involved are located on the same atom. The matrix elements stemming from this kind 
are influenced by the atomic potentials located at different sites. If 𝜈 = 𝜔 then equation (2.37) 
adds to the on-site energy 𝜀0,𝑖𝜈 , whereas for 𝜈 ≠ 𝜔 one obtains an on-site ‘hopping’ element.  
The integrals of the kind (2.38) represent typical electron hopping processes between two 
sites mediated by an atomic potential at one of the atoms. Finally the three-centre integrals 
can be introduced as hopping processes between orbitals at different atoms initiated by a 
potential at another site: 
  
            ∫𝜑𝒎𝑗𝜔𝜎
† (𝒓 − 𝑹𝑚 − 𝝉𝑗)𝑣𝒖𝑝(𝒓 − 𝑹𝑢 − 𝝉𝑝)𝜑𝟎𝑖𝜈𝜎(𝒓 − 𝝉𝑖)𝑑𝒓    (𝒎𝑗 ≠ 𝒖𝑝 ≠ 𝟎𝑖)  (2.39) 
 
It should be noted that such terms are usually small and therefore neglected within this and 
many other works based on the TB approximation.  
2.3.2.1.2  Slater-Koster transformations  
The disregard of the three-centre integrals allows for the use of Slater-Koster theory [23] to 
parameterize the angular dependence of the hopping and the overlap matrix elements. For 
this purpose we want to note that the atomic orbitals as given in figure 2.2 are essentially 
linear combination of the (complex) spherical harmonics. These functions are characterized 
via the orbital and magnetic quantum numbers, respectively ℓ and 𝔪19. Therefore one can 
express the matrix elements of 𝐻0 in terms of spherical harmonics in general:   
 
[𝐻0]𝟎𝑖ℓ𝔪
𝒎𝑗ℓ′𝔪′ ≡ ⟨𝒎, 𝑗, ℓ′ ,𝔪′|𝐻0|𝟎, 𝑖, ℓ,𝔪⟩ ∙ 𝛿𝔪𝔪′        (2.40) 
 
Here, the magnetic quantum number defines the symmetry of the bonding, characterised as 
𝔪 = 𝜎, 𝜋, 𝛿, … Selection rules require 𝔪′ = 𝔪 for any nonzero matrix element, hence the 
Kronecker delta in equation (2.40). ℓ is the orbital quantum number and its values ℓ =
0,1,2,… are denoted with ℓ = 𝑠, 𝑝, 𝑑, … as before.  
 
Suppose that the bonding between two atoms, denoted with 𝟎𝑖 and 𝒎𝑗, is solely along the 𝑧-
axis. E.g. in the view of equation (2.7) and (2.8) this would mean: 𝒓𝟎𝑖,𝒎𝑗 = 𝑟𝟎𝑖,𝒎𝑗𝒆𝑧 and 
𝜃𝟎𝑖,𝒎𝑗 = 𝜙𝟎𝑖,𝒎𝑗 = 0. Then, the matrix element (2.40) connecting these sites is called a Slater-
Koster parameter, 𝑉ℓℓ′𝔪: 
 
 𝑉ℓℓ′𝔪(𝑟𝟎𝑖,𝒎𝑗) = [𝐻0]𝟎𝑖ℓ𝔪
𝒎𝑗ℓ′𝔪   (𝒓𝟎𝑖,𝒎𝑗 = 𝑟𝟎𝑖,𝒎𝑗𝒆𝑧)  (2.41)           
                                          
So the hopping part of the matrix element [𝐻0]𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 can be expressed in terms of the 
parameters 𝑉ℓℓ′𝔪 for two atoms along 𝑧. In fact only 10 Slater-Koster parameters are required 
to cover all the orbitals in our 𝑠,𝑝,𝑑 – basis. These terms are visualized in figure 2.4. Other 
electron hopping possibilities can be ruled out by symmetry arguments. The Hamiltonian 
[𝐻0]𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎, given for all orbitals 𝜈, 𝜔 = 𝑠, 𝑝𝑥, 𝑝𝑦 , 𝑝𝑧 , 𝑑𝑥𝑦 , 𝑑𝑦𝑧 , 𝑑𝑥2−𝑦2 and 𝑑𝑧2   (see figure 2.3), is 
written in terms of 𝑉ℓℓ′𝔪 as: 
 
 
 
 
 
 
 
 
19 The letter 𝒎 has already been assigned as a Bravais vector and as spin MM, therefore here we use different letter type 
(𝔪) for the magnetic quatum number to prevent further confusion.     
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             [𝐻0𝑧]𝟎𝑖𝜎
𝒎𝑗𝜎
=
(
 
 
 
 
 
 
 
𝑉𝑠𝑠𝜎 10000 10000
10000 𝑉𝑝𝑝𝜋 10000
10000 10000 𝑉𝑝𝑝𝜋
𝑉𝑠𝑝𝜎 10000 10000
10000 10000 10000
10000 10000 𝑉𝑝𝑑𝜋
10000 10000 𝑉𝑠𝑑𝜎
𝑉𝑝𝑑𝜋 10000 10000
10000 10000 10000
−𝑉𝑠𝑝𝜎 10000 10000
10000 10000 10000
10000 10000 −𝑉𝑝𝑑𝜋
𝑉𝑝𝑝𝜎 10000 10000
10000 𝑉𝑑𝑑𝛿 10000
10000 10000 𝑉𝑑𝑑𝜋
10000 10000 𝑉𝑝𝑑𝜎
10000 10000 10000
10000 10000 10000
10000 −𝑉𝑝𝑑𝜋 10000
10000 10000 10000
𝑉𝑠𝑑𝜎 10000 10000
10000 10000 10000
10000 10000 10000
−𝑉𝑝𝑑𝜎 10000 10000
𝑉𝑑𝑑𝜋 10000 10000
10000 𝑉𝑑𝑑𝛿 10000
10000 10000 𝑉𝑑𝑑𝜎 )
 
 
 
 
 
 
 
 (2.42) 
 
In this expression a superscript 𝑧 has been added to indicate the direction of the bonding. The 
advantage of the formulation of [𝐻0
𝑧]
𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 in terms of Slater-Koster parameters follows for 
vectors 𝒓𝟎𝑖,𝒎𝑗 which are 𝑛𝑜𝑡 strictly along 𝑧. E.g. the theory on the angular dependence of the 
spherical harmonics is well established and one can show that [𝐻0]𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎, for an arbitrary 
bonding vector, is related to equation (2.42) via a Slater-Koster transformation20 [24]. This 
transformation is defined by: 
 
 [𝐻0]𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 = 𝑈† ∙ [𝐻0
𝑧]
𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎 ∙ 𝑈      (2.43) 
 
In which the unitary matrices are dependent on 𝜃𝟎𝑖,𝒎𝑗 and 𝜙𝟎𝑖,𝒎𝑗 only: 
 
          𝑈(𝜃𝟎𝑖,𝒎𝑗 , 𝜙𝟎𝑖,𝒎𝑗) = (
𝑒−𝑖𝜙𝟎𝑖,𝒎𝑗 2⁄ ∙ cos(𝜃𝟎𝑖,𝒎𝑗 2⁄ ) −𝑒
−𝑖𝜙𝟎𝑖,𝒎𝑗 2⁄ ∙ sin(𝜃𝟎𝑖,𝒎𝑗 2⁄ )
𝑒𝑖𝜙𝟎𝑖,𝒎𝑗 2⁄ ∙ sin(𝜃𝟎𝑖,𝒎𝑗 2⁄ ) 𝑒
𝑖𝜙𝟎𝑖,𝒎𝑗 2⁄ ∙ cos(𝜃𝟎𝑖,𝒎𝑗 2⁄ )
) (2.44) 
 
In figure 2.5 an example is given of a Slater-Koster transformation.  
 
 
 
Figure 2.4: The 10 Slater-Koster parameters which in general represent nonzero hopping elements. Other 
hopping possibilities among atomic 𝒔-, 𝒑- and 𝒅-orbitals in z-direction can be ruled out by symmetry arguments. 
Figure adapted from [14]; original source of the drawing is reference [15]. 
 
 
 
20 To emphasize, this is strictly true when the three-centre integrals of equation (2.37) are not taken into account.  
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Figure 2.5: An example of a Slater-Koster transformation. To obtain the matrix element [𝑯𝟎]𝟎𝒊𝒔𝝈
𝒎𝒋𝒑𝒛𝝈,which 
determines the hopping probability from orbital 𝒔 of the atom located at 𝟎𝒊 to orbital 𝒑𝒛 at site 𝒎𝒋 under an 
angle 𝜽𝟎𝒊,𝒎𝒋 from the 𝒛-axis, we can address the angular dependence by means of an expansion in Slater-Koster 
parameters including the directional cosines. The last term in this analysis is zero as 𝑽𝒔𝒑𝝅 is ruled out by 
symmetry. Figure adapted from [14]. 
 
 
2.3.2.1.3 Mehl and Papaconstantopoulos’ parametrization of H0 and S  
The Slater-Koster approach has reduced the 𝐻0 expression into a description of 10 nonzero 
hopping possibilities along the 𝑧-axis. It goes without saying that these Slater-Koster terms, as 
presented in figure 2.3a, depend strongly on the distance between the atoms and naturally the 
chemical type of the atoms involved. For a parametrization of these dependences we rely on 
work of M.J. Mehl and D.A. Papaconstantopoulos [23]. TB parameters have been obtained 
based on fitting band structures calculated via density functional theory (DFT). The fit 
function applied is: 
 
𝑉ℓℓ′𝔪(𝑟𝟎𝑖,𝒎𝑗) = (𝑎ℓℓ′𝔪 + 𝑏ℓℓ′𝔪 ∙ 𝑟𝟎𝑖,𝒎𝑗 + 𝑐ℓℓ′𝔪 ∙ 𝑟𝟎𝑖,𝒎𝑗
2)    
       ∙ 𝑒−(𝑑ℓℓ′𝔪)
2
∙𝑟𝟎𝑖,𝒎𝑗 ∙ 𝑓𝐶(𝑟𝟎𝑖,𝒎𝑗, 𝑟𝑐 , 𝐿𝑐)    (2.45) 
 
Four fitting parameters (𝑎ℓℓ′𝔪, 𝑏ℓℓ′𝔪, 𝑐ℓℓ′𝔪 and 𝑑ℓℓ′𝔪) and a cut-off function 𝑓𝐶(𝑟𝟎𝑖,𝒎𝑗 , 𝑟𝑐 , 𝐿𝑐) 
have hereby been introduced. Equal to [14] and [22], the following form of the cutoff has been 
applied:   
 
 𝑓𝐶(𝑟𝟎𝑖,𝒎𝑗 , 𝑟𝑐 , 𝐿𝑐) = {
1
1+exp[(𝑟𝟎𝑖,𝒎𝑗−𝑟𝑐+5𝐿𝑐) 𝐿𝑐⁄ ]
    if 𝑟𝟎𝑖,𝒎𝑗 ≤ 𝑟𝑐  
                        0                         if  𝑟𝟎𝑖,𝒎𝑗 > 𝑟𝑐      
  (2.46) 
 
The value of the broadening 𝐿𝑐 is 𝐿𝑐 = 10meV in the simulations. For the onsite energy terms 
an additional parameterization is required: 
 
 𝜀0,𝑖ℓ = 𝛼𝑖ℓ + 𝛽𝑖ℓ ∙ 𝜚𝑖
2
3 + 𝛾𝑖ℓ ∙ 𝜚𝑖
4
3 + 𝜒𝑖ℓ ∙ 𝜚𝑖
2.     (2.47) 
 
The introduced atom and orbital dependent parameters 𝛼𝑖ℓ, 𝛽𝑖ℓ, 𝛾𝑖ℓ and 𝜒𝑖ℓ are expressed in 
terms of the DFTs local atomic density: 
 
 𝜚𝑖 = ∑ 𝑒
−(𝜆𝒎𝑗)
2
𝑟𝟎𝑖,𝒎𝑗𝑓𝐶(𝑟𝟎𝑖,𝒎𝑗, 𝑟𝑐 , 𝐿𝑐)𝒎𝑗≠𝟎𝑖 .    (2.48)  
 
For this function an additional fit-parameter 𝜆𝒎𝑗 is required.  
 
In total the Mehl and Papaconstantopoulos parameterization requires 93 parameters to 
describe 𝑆𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎
and [𝐻0]𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜎
 for a system containing one chemical atom type. 40 parameters 
follow for both the overlap as the Hamiltonian from 10 (see figure 2.5) times the 4 
fitparameters of equation (2.45). In addition 3 (𝑠, 𝑝 and 𝑑) times 4 values of equation (2.47) 
are required for the onsite energies plus 𝜆𝒎𝑗. A database of these parametrizations for a large 
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number of 3𝑑-systems can be found in [25]. In figure 2.6 the distance dependence of the 
Slater-Koster parameters has been shown for BCC Fe (figure 2.6a) and HCP Co (figure 2.6b). In 
addition, the overlap has been added in figure 2.6c and figure 2.6d for these systems. 
2.3.2.1.4  Discussion on the distance dependence of H0 
As the description of the bonding between atoms form the basis to this work, good quality of 
the above presented parameterization will be indispensable. Of central importance is the 
transferability of the electron hopping description. One can debate on the applicability of bulk 
ground state hopping parameter sets for the simulation of say, a non-collinear magnetic state 
in cluster geometry. In essence the calculations in chapter 4 are based upon the assumption 
that such calculations are indeed well-grounded. It is outside the scope of this thesis to go into 
a quantitative discussion as it would require a comparison to either large scale ab-initio 
approaches or experiments. The latter are often not available whereas the former are not 
practical (in terms of unmanageable required computer resources) and in addition replace the 
need of the TB scheme. On the other hand the energy of Co cluster geometries will be 
discussed in chapter 4 whereas energy and magnetic properties of bulk Fe will be shown for 
different lattice parameters and Stoner parameters (see section 5.1) in chapter 5. The results 
dummyword 
 
 
 
 
Figure 2.6: The distance dependence of the Slater-Koster terms (see figure 2.4) according to the 
parameterization by Mehl and Papaconstantopoulos [20]. In (a) and (b) the hopping part of the Hamiltonian is 
plotted for respectively BCC Fe and HCP Co whereas in (c) and (d) the overlap matrix elements are shown for 
these elements. The rather quick decrease of the Slater-Koster parameters involving the 3𝒅-orbitals as a 
function of  𝑟 ≡ 𝑟𝟎𝒊,𝒎𝒋 (see equation 2.8), supports the TB approach to simulate these 3𝒅 transition metals. 
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in these chapters imply a satisfying transferability of the parameter sets. Here we will have a 
closer look on figure 2.6 and (briefly) discuss the trends based on resonance width theorem21 
[26]-[29].  
 
The achievement of hopping parameter sets which are transferable to different structures, by 
for example Mehl and Papaconstantopoulos, is naturally a consequence on the way the 
bonding between two atoms has been setup. Although the arguments with respect to this 
issue are delicate, it often seems ponderable to choose non-orthogonal atomic orbitals rather 
than orthogonal (Wannier) function as basis, to be able to obtain hopping interactions which 
are sufficiently short-ranged. The price to be paid for this advantage are technical issues 
which arise directly from the non-orthogonality itself. Hereby one can think on the one hand 
of the distribution of charge and MM residing in the bonding between two atoms as 
mentioned on page 25. On the other hand, the secular equation (2.17) itself can introduce 
difficulties. It follows for example from the transformation to the standard eigenvalue 
problem by applying 𝑆𝒌
−1 on both sides that the matrix product 𝑆𝒌
−1[𝐻0]𝒌 is, in general, non-
Hermitian. Moreover, when calculating the determinant of the equation, the [𝐻0]𝒌 and 𝜀𝒌𝑛𝑆𝒌 
contributions are partially compensating each other. This prioritises parameter set 
combinations of [𝐻0]𝒌 and 𝑆𝒌 which give rise to similar eigenvalues. Here we will refer once 
more to [23] where these problems are overcome to great extent for the magnetic 3𝑑-metals. 
Regarding the non-Hermicity of the suggested transformation; it still represents the system as 
denoted by equation (2.17). So it is guaranteed that the eigenvalues remain real numbers (e.g. 
there is no fundamental problem in this formulation).  
 
When reviewing the data in figure 2.6 more carefully, one can first note that the important 
localization of the hopping integrals seems to be fulfilled for (nearly) all the Slater-Koster 
types. Nevertheless, the relevant part of the two-centre integrals has a very different origin for 
the hopping terms between the 4𝑠- and 4𝑝-orbitals compared to electron bondings involving 
the 3𝑑-states22. Whereas for the in space extended 4𝑠- and 4𝑝- orbitals mainly the 
overlapping region between the atoms contribute to the integral (2.38), it typically does not 
apply to the 𝑉𝑑𝑑𝔪 elements in metals. Namely the magnitude of these Slater-Koster terms 
stems almost completely from a potential deep inside the atom overlapping with the tail of the 
𝑑-state of the other atom involved. Although this tail is long ranged (e.g. in rough 
approximation one can expect it to fall off as ~ℓ(ℓ + 1)/2𝑟2; 𝑟 is the distance with respect to 
the atoms centre [28]), the main part of the 3𝑑-orbital is located strongly near the core. 
Electrons can however reach the nearly free electron (NFE) 4𝑠- and 4𝑝-bands, which are 
similar in energy to the 3𝑑-states, by tunnelling through a barrier. In other words, the 3d-
states strongly hybridize with the NFE-states and electrons are essentially resonating 
between the two type of bands on a characteristic time scale which is proportional to the 
resonating width determined by the square of the tail of the 3𝑑-wavefunction. This resonating 
width adds in succession to the 3𝑑-bandwidth 𝑊 (via second order perturbation theory). V. 
Heine [26] has linked the Slater-Koster terms as given in figure 2.5 in terms of the following 
onsite integral 𝑃: 
 
 𝑃 = |∫ 𝑣𝟎𝑖(𝒓− 𝝉𝑖)ℛ𝒎𝑗𝑑(𝒓− 𝝉𝑖 , ?̃?)𝒓
4𝑑𝒓
𝑠
0
|    (2.49) 
 
Hereby a lattice structure dependent atomic sphere radius 𝑠, in general 𝑠 ≳ 𝑎𝑙𝑎𝑡/2, has been 
defined and a radial wavefunction ℛ𝒎𝑗𝑑(𝒓− 𝝉𝑖 , ?̃?) which describes the distance dependence 
dummyword  
 
21 We note in advance that even an introduction to the resonance width theorem reaches far beyond the scope of this 
thesis. On the other hand, figure 2.6 represents an essential basis to the simulations performed. And the non-oscillatory, 
quick falloffs of the Slater-Koster terms require further explanation. Therefore, it is chosen to present a flavour of the 
theorem, postulate some of its results and refer to excellent literature.  
22 This is expected as the for example 3d-bandwidth is also very different from the width of the 4s and 4p-bands; 
respectively around 5eV and 20eV. 
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of the atomic 3𝑑-orbital at energy ?̃?. The centre of this radial wavefunction is located at 𝑹𝒎 +
𝝉𝑗 whereas 𝝉𝑖  is the midpoint of the atomic potential 𝑣𝟎𝑖(𝒓) (see figure 2.2). The 𝒓
4 part in the 
integral results from an 𝒓2 due to integration over space multiplied with a 𝒓2 dependence 
stemming from a first order expansion of the 𝑙 = 2 component of a plane wave. For the matrix 
elements which are formed by two 3𝑑-orbitals the following relations where found [26]: 
 
𝑉𝑑𝑑𝜎 ≈ −6𝑃
2/5𝑟𝟎𝑖,𝒎𝑗
5       
                 𝑉𝑑𝑑𝜋 ≈ 4𝑃
2/5𝑟𝟎𝑖,𝒎𝑗
5       
                 𝑉𝑑𝑑𝛿 ≈ −𝑃
2/5𝑟𝟎𝑖,𝒎𝑗
5      (2.50) 
 
Although a detailed description of the resonance width theorem on which (2.50) is based 
would be too comprehensive, the result itself is worth mentioning. First of all, the equal sign 
of 𝑉𝑑𝑑𝜎 and 𝑉𝑑𝑑𝛿  is in agreement with the in figure 2.6 presented data. Moreover, the 
‘prefactors’ relating the magnitude are tolerable for next nearest neighbour distances and 
further. One should take into consideration that the distance dependence as shown in figure 
2.6 is based upon equation (2.45). It is expected that this fitfunction becomes inaccurate for 
distances significantly below the nearest neighbour distance. The 𝑟𝟎𝑖,𝒎𝑗
−5 dependence has 
been approximately verified by expansion and compression of metals. In addition, non-
oscillatory distance dependence is implied for the Slater-Koster parameters as expressed by 
equation (2.50). This behaviour, observed for the corresponding terms in figure 2.6, stems 
from a monotonically decreasing description of the radial part of the 3𝑑-orbitals for 𝑟𝟎𝑖,𝒎𝑗 > 𝑠. 
It is necessary for any successful TB approach as other modelling of 𝑢(𝒓, ?̃?) lead sinusoidal 
hopping parameters of long-range [29]. For the decay of the hybridization matrix elements 
involving a 3d- and 4s-orbital the following estimation could be obtained: 
 
 𝑉𝑠𝑑𝜎 ≈ −
2
3
√𝜋/5𝐴𝑃      (2.51) 
 
Where 𝐴 is determined by the distance dependence of the orbital description 𝑠-orbital around 
distance 𝑟: 
 
 𝐴 = [
𝑑2𝜑𝑠
𝑑𝑟2
−
1
𝑟
𝑑𝜑𝑠
𝑑𝑟
]        (2.52) 
 
For a low 𝒌-vector NFE 𝑠-orbital the hopping term of (2.51) scales as 𝑉𝑠𝑑𝜎 ≈ const/𝑟
2. 
 
An extra argument can be added to the above given relation as it regards the Slater-Koster 
parameters 𝑉𝑑𝑑𝜎 , 𝑉𝑑𝑑𝜋,… and not directly the bandwidth. In a nearest-neighbour hopping TB 
description of linear chains or bulk insulators the two are related via 𝑊~𝑧 ∙ 𝑡, where 𝑧 is 
coordination number and 𝑡 represents the hopping magnitude (we assumed a system 
containing the same atoms). In metals the relation between the two is rather different and 
from analysis [24] one expects to see a 𝑊~√𝑧 ∙ 𝑡 dependence. This on the one hand shows in a 
simple way the experimental observation that the 3𝑑-bandwidths in BCC, FCC and HCP 
structures are equal within 10%. Furthermore, it (correctly) suggests that the bandwidth 
formed by surface states is much closer to the bulk counterparts in metals compared to 
insulator systems. This can be pictured for metals by electrons, even many atoms away, which 
still can reach and interact with the surface [29].  For the shape of the band one naturally has 
to administer TB calculation results. Herewith the formulation and discussion on the electron 
hopping and overlap matrix elements is finalized. In the following sections additional parts 
are added to the Hamiltonian.  
32                                   The tight-binding model  
      
2.3.2.2 The local charge neutrality 
Besides the kinetic and atomic potential contribution, also charge neutrality has to be 
compelled. This means that the charge on a single atom 𝑛𝑖 is pinned to a predefined value 𝑛𝑖
0 
related to the system studied. For a description of homogenous bulk systems of Fe, Co and Ni 
it means that 𝑛𝑖
0 has to be respectively 8, 9 and 10 electrons. These numbers represent 
naturally the amount of valence electrons in the 4𝑠-, 4𝑝-, 3𝑑-basis. As there are 18 states 
available in this basis including spin, nearly half of them are filled (in large contrast to for 
example DFT simulations where this ratio is in the order of a few percent). The charge 
neutrality is needed as unphysical large charge transfers will occur in non-periodical systems. 
This is on the one hand due to the Hartree-Fock approximation (2.2) and on the other hand 
due to the Mullikan approach of the charge in the bonding between two atoms. The effect is 
most pronounced in systems where the number of neighbouring atoms is not equivalent for 
all sites (surfaces, cluster objects etc.) but it can as well appear in non-collinear magnets. The 
simplest way of enforcing charge neutrality is by applying a parabolic energy penalty: 
 
 𝐸𝑛 =
𝑈
2
∑ (𝑛𝑖 − 𝑛𝑖
0)
2
𝑖        (2.53) 
 
So a value of the charge 𝑛𝑖, calculated via equation (2.27), below as well as above the required 
number 𝑛𝑖
0 is met with an energy increase. The TB 𝑈 parameter chosen is 𝑈 = 5eV (e.g. of the 
same order as the analogous parameter in the Hubbard Hamiltonian, equation 2.1).  
Nevertheless, one can remark that for small charge deviations the penalty involved is 
marginal, so that these fluctuations are not fully restricted23. The corresponding Hamiltonian 
to the function (2.53) is found after rewriting it in terms of wavevector components 𝒄𝒌𝑛 and 
applying a functional derivative. To this end we employ equation (2.25) and (2.27) and obtain 
for the charge: 
 
𝑛𝑖 = ∑ ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ([𝒄𝒌𝑛
† ]
𝑖𝜈↑
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↑
𝑗𝜔𝜉
+ [𝒄𝒌𝑛
† ]
𝑖𝜈↓
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↓
𝑗𝜔𝜉
)𝑗𝜔𝜉𝒌𝑛𝜈   (2.54) 
 
In this and subsequent equations we have 𝑖, 𝑖′ and 𝑗 for the atom index, 𝜈 and 𝜔 to represent 
the orbital and 𝜎 and 𝜉 for the spin. One of the spin indices in this equation for the charge has 
been written out explicitly whereas the other 𝜉 takes both 𝜉 =↑ and 𝜉 =↓ due to the sum. For 
the overlap term only non-zero contributions are added when both spin-indices are equal. 
The derivative of 𝐸𝑛 with regards to [𝒄𝒌′𝑛′
† ]
𝑖′𝜈𝜎
 reads: 
 
               
𝜕𝐸𝑛
𝜕[𝒄𝒌𝑛
† ]
𝑖𝜈𝜎
= 𝑈∑ (𝑛𝑖 − 𝑛𝑖
0)
𝜕𝑛𝑖
𝜕[𝒄𝒌′𝑛′
† ]
𝑖′𝜈𝜎
𝑖      
                                             
 
 
Hereby the sum over the atoms vanishes in the second step due to the Kronecker delta 𝛿𝑖𝑖′ 
introduced by the derivative. To obtain the matrix elements of the Hamiltonian we need to 
minimize the total energy, equation (2.31). For the moment only the discussed contributions 
𝐸0 and 𝐸𝑛 are taken into consideration (we stress this via an extra tilde on 𝐸):     
 
 ?̃? = 𝐸0 + 𝐸𝑛 +∑ 𝜆𝒌𝑛(⟨𝜓𝒌𝑛|𝜓𝒌𝑛⟩ − 1)𝒌𝑛      (2.56)      
 
The last term on the right hand side ensures normality of the wavefunctions. We find the 
required extreme of this function via: 
     
 
 
23 For clarity, the charges and MMs calculated in this work, equations (2.27)-(2.30), represent expectation values which 
in general are non-integer. Therefore ‘small charge deviations’ should be understood as ~0.01 electrons.  
 = 𝑈 ∙ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹) ∙ (𝑛𝑖 − 𝑛𝑖
0)∑ ([𝑆𝒌]𝑖𝜈↑
𝑗𝜔𝜉
∙ [𝒄𝒌𝑛]𝑗𝜔𝜉 + [𝑆𝒌]𝑖𝜈↓
𝑗𝜔𝜉
∙ [𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉   (2.55) 
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𝜕?̃?
𝜕[𝒄𝒌′𝑛′
† ]
𝑖𝜈𝜎
=
𝜕𝐸0
𝜕[𝒄𝒌′𝑛′
† ]
𝑖𝜈𝜎
+
𝜕𝐸𝑛
𝜕[𝒄𝒌′𝑛′
† ]
𝑖𝜈𝜎
(
[ ]
)  
      +
𝜕
𝜕[𝒄𝒌′𝑛′
† ]
𝑖𝜈𝜎
(∑ 𝜆𝒌𝑛 (∑ ∑ ([𝑆𝒌]𝑗𝜔𝜉
𝑝𝜇𝜆 ∙ [𝒄𝒌𝑛
† ]
𝑝𝜇𝜆
[𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉𝑝𝜇𝜆 − 1)𝒌𝑛 ) = 0 (2.57) 
 
The last term in functional (2.56) has hereby been reformulated based on 𝒌-space 
transformation of equations (2.10) and (2.11). The energy 𝐸0, related to the electron hopping, 
is determined by the in section 2.3.2.1 discussed Hamiltonian 𝐻0(𝒌) and reads in terms of 
wavevector elements: 
 
  𝐸0 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹) ∙ ⟨𝜓𝒌𝑛|?̃?0(𝒌)|𝜓𝒌𝑛⟩𝒌𝑛  
        = ∑ 𝑤𝒌𝒌𝑛 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ ([?̃?0(𝒌) ∙ 𝑆𝒌]𝑗𝜔𝜉
𝑝𝜇𝜆
∙ [𝒄𝒌𝑛
† ]
𝑝𝜇𝜆
[𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉𝑝𝜇𝜆   
        ≡ ∑ 𝑤𝒌𝒌𝑛 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ ([𝐻0(𝒌)]𝑗𝜔𝜉
𝑝𝜇𝜆 ∙ [𝒄𝒌𝑛
† ]
𝑝𝜇𝜆
[𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉𝑝𝜇𝜆  (2.58) 
 
Note in the previous section the matrix elements for 𝐻0(𝒌) where derived which included the, 
in the second line entering, overlap matrix by construction. Hence the tilde on 𝐻0(𝒌) in the 
first two lines of equation (2.58). When connecting equations (2.55), (2.57) and (2.58) and 
dividing by 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹), we obtain: 
 
 ∑ ([𝐻0(𝒌)]𝑗𝜔𝜉
𝑖𝜈𝜎 ∙ [𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉 + 𝑈(𝑛𝑖 − 𝑛𝑖
0) ∙ ∑ ([𝑆𝒌]𝑖𝜈𝜎
𝑗𝜔𝜉
∙ [𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉  
 = −
𝜆𝒌𝑛
𝑤𝒌𝑓(𝜀𝒌𝑛,𝜀𝐹)
∑ ([𝑆𝒌]𝑗𝜔𝜉
𝑖𝜈𝜎 ∙ [𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉              (2.59) 
 
In this last step we worked out the functional derivative to equation (2.58). Note that relation 
(2.59) represents the generalized eigenvalue problem of equation (2.15) if the Lagrange 
parameter equals: 
 
 𝜆𝒌𝑛 = −𝜀𝒌𝑛𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)      (2.60) 
 
The matrix elements of the Hamiltonian 𝐻𝑛(𝒌), representing the charge constraint set by the 
penalty function (2.52), follow after inquiry of relation (2.59): 
 
 [𝐻𝑛(𝒌)]𝑖𝜈𝜎
𝑗𝜔𝜉
=
𝑈
2
(𝑛𝑖 − 𝑛𝑖
0)[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑ +
𝑈
2
(𝑛𝑗 − 𝑛𝑗
0)[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑
 if 𝜎 = 𝜉   
[𝐻𝑛(𝒌)]𝑖𝜈𝜎
𝑗𝜔𝜉
= 0     if 𝜎 ≠ 𝜉   (2.61) 
 
The Hermitian property of this Hamiltonian contribution is naturally fulfilled for this 
expression.    
2.3.2.3 Adding magnetism and magnetic fields to the tight-binding scheme 
The above given Hamiltonian contributions 𝐻0(𝒌) and 𝐻𝑛(𝒌) are diagonal in spin space and 
therefore do not introduce a splitting between the spin-up and spin-down bands. Such a 
splitting can be expected already according to Hund rule 1 (see page 15). The local Coulomb 
interaction of the valence electrons favours the alignment of the spins, leading to a magnetic 
moment for the unfilled shells. The strength of the interaction is governed by the onsite 
Stoner parameter 𝐼𝑖 , that is naturally dependent on the chemical atom type of atom 𝑖 (values 
for the Stoner parameter can be found in table 1.1d). For clarity this parameter simulates both 
exchange and correlation effects, which in the Hubbard model are included in the ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏 
part (see equation 2.1). 
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The starting point for the derivation of the magnetic part of the Hamiltonian is the magnetic 
free energy expression 𝐸𝑚. For this energy expression we use the following DFT result [30]:  
 
𝐸𝑚 = −
1
4
∑ ∑ [𝐼𝑖]𝜂
𝜇𝒎𝑖𝜇 ∙ 𝒎𝑖𝜂𝜇𝜂𝑖       (2.61) 
 
In this equation we have added, an orbital dependence to the onsite Stoner term via the 
indices 𝜇 and 𝜂. In this way we can distinguish the following Stoner matrix elements: 
 
                𝐼𝑖 = (
[𝐼𝑖]𝑠
𝑠 [𝐼𝑖]𝑝
𝑠 [𝐼𝑖]𝑑
𝑠
[𝐼𝑖]𝑠
𝑝 [𝐼𝑖]𝑝
𝑝 [𝐼𝑖]𝑑
𝑝
[𝐼𝑖]𝑠
𝑑 [𝐼𝑖]𝑝
𝑑 [𝐼𝑖]𝑑
𝑑
)       (2.62) 
 
The rationale of the free energy expression (2.61) stems from the picture of an electron in 
orbital 𝜇 which experiences an exchange splitting of size, 
 
 𝜟𝑖𝜇 = ∑ [𝐼𝑖]𝜂
𝜇𝒎𝑖𝜂𝜂        (2.63) 
 
at side 𝑖. We emphasize that the exchange field experienced on the atom is, as the MM, vastly 
determined by the 3𝑑 - orbital contributions for the magnetic transition metals. It is therefore 
expected that the Stoner parameters  𝐼𝑖  as presented in table 1.1d are close to the element 
[𝐼𝑖]𝑑
𝑑  in expression (2.62). To this end we have chosen: 
 
               [𝐼𝑖]𝜂
𝜇 =  𝐼𝑖   (if 𝜇 = 𝑑 and 𝜂 = 𝑑) 
               [𝐼𝑖]𝜂
𝜇 =  𝐼𝑖 10⁄  (otherwise)     (2.64) 
 
equivalent to the Stoner parameters applied in [14] and [22]24.  
  
Before the Hamiltonian contribution is derived based on the energy (2.61), we first would like 
to comment on the assumption of a k- and energy-independent Stoner splitting. Such an 
approximation seems acceptable for a system like BCC Fe, as calculations, based on the local 
spin density approximation (LSDA) within DFT, show a variety of the 3𝑑-band splitting 
ranging between 1.91eV - 2.45eV [31]. Hereby it is emphasized that LSDA has the tendency to 
overestimate the range of these limits [32]. Nevertheless, the origin of the non-uniform 
exchange splitting is the result from an increased locality of the wavefunction near the centre 
of the atom, when 3𝑑-orbitals are considered from low (bonding states) to high energy (anti-
bonding states). The latter experiences a larger exchange splitting which is doubtlessly also 
more localized near the core.  
 
To obtain a TB Hamiltonian contribution corresponding to (2.61) a functional derivative of 𝐸𝑚 
has to be calculated with respect to a (conjugate of a) wavevector element [𝒄𝒌′𝑛′
† ]
𝑖′𝜈𝜎
, similar to 
analysis of the charge neutrality in the section above. To this end, the orbital resolved MM’s 
𝒎𝑖𝜈  (equations 2.28-2.30) have been expressed in terms of wavevector elements via formula 
(2.25): 
 
[𝒎𝑖𝜈]𝑥 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ([𝒄𝒌𝑛
† ]
𝑖𝜈↑
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↓
𝑗𝜔𝜉
+ [𝒄𝒌𝑛
† ]
𝑖𝜈↓
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↑
𝑗𝜔𝜉
)𝑗𝜔𝜉𝒌𝑛             
[𝒎𝑖𝜈]𝑦 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ (𝑖[𝒄𝒌𝑛
† ]
𝑖𝜈↑
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↓
𝑗𝜔𝜉
− 𝑖[𝒄𝒌𝑛
† ]
𝑖𝜈↓
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↑
𝑗𝜔𝜉
)𝑗𝜔𝜉𝒌𝑛   
[𝒎𝑖𝜈]𝑧 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ([𝒄𝒌𝑛
† ]
𝑖𝜈↑
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↑
𝑗𝜔𝜉
− [𝒄𝒌𝑛
† ]
𝑖𝜈↓
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈↓
𝑗𝜔𝜉
)𝑗𝜔𝜉𝒌𝑛  
 
24 Due to the choice as given in (2.64), the exchange splitting’s as described in (2.63) do not longer coincide with equation 
(1.2) when summed over all orbitals 𝜂. Naturally the difference is small (in the order of a few percent at most) and both 
definitions are equally valid. For our calculations we rely on definition in equation (2.63).  
(2.65) 
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To emphasize, the overlap matrix elements are zero if the spin-indices are not equal. The 
derivative of 𝐸𝑚 can be written as: 
 
   
𝜕𝐸𝑚
𝜕[𝒄𝒌′𝑛′
† ]
𝑖𝜈𝜎
= −
1
4
∑ ∑
𝜕[𝐸𝑚,𝑖]𝛼
𝜕[𝒄𝒌′𝑛′
† ]
𝑖′𝜈𝜎
𝛼𝑖          (2.66) 
 
in which 𝛼 refers to the spatial coordinates, e.g. 𝛼 = 𝑥, 𝑦, 𝑧. Furthermore we have introduced a 
derivative with respect to the functional [𝐸𝑚,𝑖]𝛼given by:   
 
𝜕[𝐸𝑚,𝑖]𝛼
𝜕[𝒄𝒌′𝑛′
† ]
𝑖′𝜈𝜎
 
= ∑ ([𝐼𝑖]𝜂
𝜇 ∙ [𝒎𝑖𝜇]𝛼
𝜕[𝒎𝑖𝜂]𝛼
𝜕[𝒄𝒌′𝑛′
† ]
𝑖′𝜈𝜎
 ⏟    
=0 if 𝜂≠𝜈
+ [𝐼𝑖]𝜂
𝜇 ∙ [𝒎𝑖𝜂]𝛼
𝜕[𝒎𝑖𝜇]𝛼
𝜕[𝒄𝒌′𝑛′
† ]
𝑖′𝜈𝜎
 ⏟    
=0 if 𝜇≠𝜈
)𝛿𝑖𝑖′ 𝜇𝜂  (2.67) 
 
The sum over one orbital index disappears in this expression as only nonzero contributions 
are present at both terms on the r.h.s., if respectively 𝜂 = 𝜈 and 𝜇 = 𝜈. When written explicitly 
in terms of wavevector elements for the 𝑥, 𝑦 and 𝑧 coordinates, we find: 
 
 
𝜕[𝐸𝑚,𝑖]𝑥
𝜕[𝒄𝒌𝑛
† ]
𝑖𝜈𝜎
 
= 2 ∙ [𝜟𝑖𝜈]𝑥 ∙ (𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹) ∙ ∑ ([𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈(−𝜎)
𝑗𝜔𝜉
)𝑗𝜔𝜉 ) 
 
𝜕[𝐸𝑚,𝑖]𝑦
𝜕[𝒄𝒌𝑛
† ]
𝑖𝜈𝜎
 
= 2 ∙ [𝜟𝑖𝜈]𝑦 ∙ (𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹) ∙ ∑ (𝑖𝑢(𝜎)[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈(−𝜎)
𝑗𝜔𝜉
)𝑗𝜔𝜉 ) 
 
𝜕[𝐸𝑚,𝑖]𝑧
𝜕[𝒄𝒌𝑛
† ]
𝑖𝜈𝜎
 
= 2 ∙ [𝜟𝑖𝜈]𝑧 ∙ (𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹) ∙ ∑ (𝑢(𝜎)[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑖𝜈𝜎
𝑗𝜔𝜉
)𝑗𝜔𝜉 )   (2.68) 
 
where the function 𝑢(𝜎) has been inserted which determines the sign: 𝑢(↑) = 1 and 𝑢(↓) =
−1. Furthermore, the two contributions stemming from the right hand side of expression 
(2.67) have been merged based on equation (2.63) and (2.64). When 𝐸𝑚 is added to equation 
(2.56), one can perform an analysis equivalent to (2.58)-(2.60) with help of the formula’s 
(2.66)-(2.68) to reveal matrix elements of the magnetic part of the Hamiltonian. The result of 
this exercise is given by: 
 
 [𝐻𝑚(𝒌)]𝑖𝜈↑
𝑗𝜔↑ = −
1
4
([𝜟𝑖𝜈]𝑧 + [𝜟𝑗𝜔]𝑧) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑ 
 [𝐻𝑚(𝒌)]𝑖𝜈↑
𝑗𝜔↓ =
1
4
(−[𝜟𝑖𝜈]𝑥 + 𝑖[𝜟𝑖𝜈]𝑦 − [𝜟𝑗𝜔]𝑥 + 𝑖[𝜟𝑗𝜔]𝑦) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑ 
 [𝐻𝑚(𝒌)]𝑖𝜈↓
𝑗𝜔↑ = −
1
4
([𝜟𝑖𝜈]𝑥 + 𝑖[𝜟𝑖𝜈]𝑦 + [𝜟𝑗𝜔]𝑥 + 𝑖[𝜟𝑗𝜔]𝑦) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑ 
 [𝐻𝑚(𝒌)]𝑖𝜈↓
𝑗𝜔↓ =
1
4
([𝜟𝑖𝜈]𝑧 + [𝜟𝑗𝜔]𝑧) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑    (2.69) 
 
We would like to note that matrix elements of equation (2.69) are slightly different from 
works by T. Schena [14] and G. Autes [22]. In these references the magnetic Hamiltonian 
equals (2.68) with the overlap matrix replaced by the identity (the used set of atomic 
basisfunctions is equal to ours). Although the Hamiltonian in these references give 
satisfactory results for many magnetic systems, its form does not fully correspond to the 
energy function, equation (2.61). As a main part of this work consist of comparing magnetic 
systems close in energy, we will apply the result as derived above (e.g. with the overlap matrix 
elements included).  
 
In addition to the formation of a MM, also the influence of an (external) magnetic field 𝑩𝑖  on 
atom 𝑖 has to be considered. The energy of such a field can be expressed by:  
 
 𝐸𝐵 = −∑ 𝑩𝑖 ∙ 𝒎𝑖𝑖         (2.70) 
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This part of the Hamiltonian plays an essential role in the description of non-collinear 
magnetic structures as will be explained in detail in chapter 3. Here the Hamiltonian matrix 
elements are presented corresponding to the given expression for 𝐸𝐵. Due to the similarity to 
derivations shown above, this part is shortened to the end result only:    
 
 [𝐻𝐵(𝒌)]𝑖𝜈↑
𝑗𝜔↑ = −([𝑩𝑖]𝑧 + [𝑩𝑗]𝑧) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑ 
 [𝐻𝐵(𝒌)]𝑖𝜈↑
𝑗𝜔↓ =
1
4
(−[𝑩𝑖]𝑥 + 𝑖[𝑩𝑖]𝑦 − [𝑩𝑗]𝑥 + 𝑖[𝑩𝑗]𝑦) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑ 
 [𝐻𝐵(𝒌)]𝑖𝜈↓
𝑗𝜔↑ = −
1
4
([𝑩𝑖]𝑥 + 𝑖[𝑩𝑖]𝑦 + [𝑩𝑗]𝑥 + 𝑖[𝑩𝑗]𝑦) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑ 
 [𝐻𝐵(𝒌)]𝑖𝜈↓
𝑗𝜔↓ =
1
4
([𝑩𝑖]𝑧 + [𝑩𝑗]𝑧) ∙
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑    (2.71) 
 
So far a material description has been provided in which the spin system and the underlying 
lattice are fully decoupled. E.g. the energy of a FM system would be equal, irrespective of the 
angle between the MM’s and the crystallographic axis when the Hamiltonian is constructed 
out of 𝐻0(𝒌) and equations (2.60), (2.69) and (2.71) only. To model magnetic materials more 
realistically, an additional spin-orbit coupling (SOC) term will be added to the TB model. 
Besides the anisotropy induced, SOC represents also an important origin for orbital MMs.  
2.3.2.4 The spin-orbit coupling Hamiltonian  
Relativistic effects among which the spin-orbit coupling is the most important are usually 
small in energy but become increasingly important with increasing core size. Whereas for the 
rare-earth systems the SOC can exceed the contributions stemming from crystal field effects 
(section 2.3.2.1), this typically is not the case for the in this work considered transition metals. 
Nevertheless, SOC is also the main source of magnetic anisotropy and damping in these 
systems. The former relates the coupling of the MM’s to the underlying lattice and the latter 
refers to the property of the commutation of for example the Hubbard Hamiltonian (2.1) with 
the spin operator, equation (2.24). In other words, the total magnetization is a conserved 
quantity in time in absence of SOC25. 
  
In this work we will adopt the derivation given in [14] to include the SOC interaction. Due to 
its relativistic nature the SOC is a result of the Dirac equation, e.g. the relativistic counterpart 
of the Schrödinger description; equation (2.11). A non-relativistic series-expansion of this 
Dirac formulation results in a Hamiltonian contribution proportional to [33]: 
 
 𝐻𝑆𝑂𝐶 ∝ (𝛁𝑉 × 𝒑) ∙ 𝝈      (2.72)  
 
Hereby we have 𝒑 as the momentum of the electron (equation 2.32) and 𝑉(𝒓) as the 
electrostatic potential due to the charged core (equation 2.33). The three-element vector 𝝈 
contains respectively the spin-operators 𝜎𝑥 , 𝜎𝑦  and 𝜎𝑧  of equation (2.24). Close to the atoms 
nucleus this core can, to good approximation, be treated as spherical symmetric. Relying on 
this  
 
assumption one can write the SOC contribution as: 
 
 𝐻𝑆𝑂𝐶 = 𝜉(𝒓) ∙ 𝑳 ∙ 𝝈       (2.73) 
 
Here 𝑳 is a vector containing the angular momentum operators 𝐿𝑥, 𝐿𝑦 and 𝐿𝑧. In appendix A 
the matrix representation of these operators is written down explicitly. The introduced radial-  
 
 
25 This is true for the many-body problem, a Hubbard approach to this problem or a HEIS model based simulation. For 
the TB scheme this statement is less straightforward and will be discussed in chapter 3.  
         2.3 The tight-binding electronic structure formulation                  37                                                       
dependent function 𝜉(𝒓) is determined by: 
 
 𝜉(𝒓) =
ℏ
4𝑚𝑒
2𝑐2|𝒓|
∙
𝝏𝑉(𝒓)
𝝏𝒓
      (2.74) 
 
where 𝑚𝑒 represents the electron mass, 𝑐 is the speed of light in vacuum and ℏ denotes the 
reduced Planck constant. Matrix elements of the SOC follow after sandwiching equation (2.73) 
between the ⟨𝒎, 𝑗,𝜔, 𝜉| and |𝟎, 𝑖, 𝜈, 𝜎⟩: 
 
 [𝐻𝑆𝑂𝐶]𝑖𝜈𝜎
𝑗𝜔𝜉
= ⟨𝒎, 𝑗, 𝜔, 𝜉|𝜉(𝒓) ∙ 𝑳 ∙ 𝝈|𝟎, 𝑖, 𝜈, 𝜎⟩    (2.75) 
 
The magnitude of 𝜉(𝒓) can be expressed as the spatial integral:    
 
 𝜉𝑖𝜈↑
𝑗𝜔↑ =
ħ
2
∫𝜉(𝒓)𝒓2𝑅𝑖𝜈(𝒓)𝑅𝑗𝜔
† (𝒓)𝑑𝒓 =
ħ
2
∫(
1
2𝑚𝑒
2𝑐2𝒓
𝛁𝑉(𝒓))𝒓2𝑅𝑖𝜈(𝒓)𝑅𝑗𝜔
† (𝒓)𝑑𝒓 (2.76) 
 
where 𝑅𝑖𝜈  (and 𝑅𝑗𝜔) are the radial wavefunctions of atomic basisfunctions as introduced in 
equation (2.49). The matrix elements 𝜉𝑖𝜈↑
𝑗𝜔↑ are expected to fall off quickly with distance, so 
that 𝜉𝑖𝜈↑
𝑗𝜔↑ = 𝜉𝑖𝜈𝛿𝑖𝑗 seems a very reasonable assumption. Note that 𝜔 has been be omitted here 
as the atomic potential is spherical symmetric to a large extend, so that orthonormal 
basisfunctions yield nonzero 𝜉𝑖𝜈↑
𝑗𝜔↑  values only for 𝜈 = 𝜔 . As a consequence only two 
parameters are required for the description of the SOC contribution, namely 𝜉𝑖𝑝 and 𝜉𝑖𝑑 . The 
matrix elements of the SOC coupling Hamiltonian read: 
 
 [𝐻𝑆𝑂𝐶]𝑖𝜈𝜎
𝑗𝜔𝜉
=
1
2
(𝜉𝑖𝜈 + 𝜉𝑗𝜔) ∙ [𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑(
−[𝐿𝑧]𝑖𝜈
𝑖𝜔 −[𝐿𝑥]𝑖𝜈
𝑖𝜔 + 𝑖[𝐿𝑦]𝑖𝜈
𝑖𝜔
−[𝐿𝑥]𝑖𝜈
𝑖𝜔 − 𝑖[𝐿𝑦]𝑖𝜈
𝑖𝜔
[𝐿𝑧]𝑖𝜈
𝑖𝜔
)(2.77) 
 
in spin space representation26. The presence of SOC results in a nonzero expectation value for 
the orbital MM 𝒎𝑳. The size of its Cartesian components is obtained in an equivalent to the 
spin MM (see section 2.3.1.2): 
 
          [𝒎𝑳,𝑖]𝑥 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ ([𝒄𝒌𝑛
† ]
𝑖𝜇𝜎
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑗𝜔𝜉
𝑖𝜈(−𝜎))𝑗𝜔𝜉𝜈𝜇,𝜎𝒌𝑛 ∙ [𝐿𝑥]𝑖𝜈
𝑖𝜇
  
          [𝒎𝑳,𝑖]𝑦 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ (𝑖𝑢(𝜎)[𝒄𝒌𝑛
† ]
𝑖𝜇𝜎
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑗𝜔𝜉
𝑖𝜈(−𝜎))𝑗𝜔𝜉𝜈𝜇,𝜎𝒌𝑛 ∙ [𝐿𝑦]𝑖𝜈
𝑖𝜇
  
          [𝒎𝑳,𝑖]𝑧 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ (𝑢(𝜎)[𝒄𝒌𝑛
† ]
𝑖𝜇𝜎
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑗𝜔𝜉
𝑖𝜈𝜎 )𝑗𝜔𝜉𝜈𝜇,𝜎𝒌𝑛 ∙ [𝐿𝑧]𝑖𝜈
𝑖𝜇  (2.78) 
 
The employed functions 𝑢(𝜎) are introduced in equation (2.68).  
2.3.3 Total energy, double counting corrections and density of states 
So far a sophisticated TB Hamiltonian has been discussed, which includes the description of 
electron hopping, charge neutrality, the formation of MM’s, magnetic fields and SOC: 
 
 𝐻(𝒌) = 𝐻0(𝒌)⏟  
Eq.(2.33)
+ 𝐻𝑛(𝒌)⏟  
Eq.(2.60)
+ 𝐻𝑚(𝒌)⏟  
Eq.(2.69)
+ 𝐻𝐵(𝒌)⏟  
Eq.(2.71)
+𝐻𝑆𝑂𝐶(𝒌)⏟    
Eq.(2.77)
  (2.79)   
 
 
 
26 The overlap matrix entering the SOC Hamiltonian is easily explained based on the similarity to equations (2.61), (2.69) 
and (2.71). In these contributions respectively the charges, MMs and magnetic fields are on-site quantities similar to 
𝜉(𝒓).      
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The equations numbers, where the matrix representations are given for the corresponding 
contributions are indicated in the formula. The 𝒌-dependency of the hopping part is obvious, 
as this term involves matrix elements connecting different atoms. The charge, MM, magnetic 
field and SOC terms are on-site but include an overlap matrix (due to the non-orthogonal basis 
set chosen), which is a function of 𝒌.  
 
Having obtained the Hamiltonian for a magnetic material, one can diagonalize its 
corresponding generalized eigenvalue equation 𝐻(𝒌)𝒄𝒌𝑛 = 𝜀𝒌𝑛𝑆(𝒌)𝒄𝒌𝑛 to obtain a set of 
eigenvalues and eigenvectors. Based on theory given in section 2.3.1 one can extract 
expectation values of any physical operator as an output of the calculation. Hereby one can 
think of for example the charge residing on an atom or the MM formed by an atom. Clearly 
these charges and MM’s are as well input parameters in the Hamiltonian contributions 𝐻𝑛(𝒌) 
and 𝐻𝑚(𝒌). For a physically relevant TB description of a material, the charges and MM’s have 
to be adjusted in such a way so that their in- and output values equalize. In other words, one 
needs to seek for self-consistent solutions. In chapter 3 this topic is discussed in more detail 
and also in relation to NC magnetic structures. To this end several schemes have been tested 
on efficiency and stability. At this point it can be stated that self-consistency can be obtained 
in many cases and this solution represent a global minimum in energy to the system under 
study.  
 
After the self-consistency is achieved one wants to calculate the total energy. To this end we 
define first the SOC related energy as:  
 
  𝐸𝑆𝑂𝐶 = ∑ 𝑤𝒌𝑓(𝜀𝒌𝑛 , 𝜀𝐹) ∙ ⟨𝜓𝒌𝑛|𝐻𝑆𝑂𝐶(𝒌)|𝜓𝒌𝑛⟩𝒌𝑛  
            = ∑ 𝑤𝒌𝒌𝑛 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ ([𝐻𝑆𝑂𝐶(𝒌)]𝑗𝜔𝜉
𝑝𝜇𝜆 ∙ [𝒄𝒌𝑛
† ]
𝑝𝜇𝜆
[𝒄𝒌𝑛]𝑗𝜔𝜉)𝑗𝜔𝜉𝑝𝜇𝜆  (2.80) 
 
Now the systems energy can be expressed by means of equations (2.53), (2.58), (2.61), (2.70) 
and (2.80):  
 
 𝐸 = 𝐸0 +
𝑈
2
∑ (𝑛𝑖 − 𝑛𝑖
0)
2
𝑖 −
1
4
∑ ∑ 𝐼𝑖𝜇𝒎𝑖𝜇 ∙ 𝒎𝑖𝜂𝜇𝜂𝑖 −∑ 𝑩𝑖 ∙ 𝒎𝑖𝑖 +𝐸𝑆𝑂𝐶     (2.81) 
 
However this equation is not very suitable / efficient, as the first term on the right hand side 
involves matrix-matrix multiplications (e.g. equations 2.58 and 2.80) which can easily be 
avoided. Naturally the set of eigenvalues are directly accessible after the diagonalization and 
the total energy is better expressed in terms of these numbers. By simply summing the 
eigenenergies of occupied states one would double count the energy regarding the charges 
and MM’s in the Hamiltonian. Here this is illustrated for the first two terms on the r.h.s. of 
equation (2.81): 
 
 ?̃? = 𝐸0 +
𝑈
2
∑ (𝑛𝑗 − 𝑛𝑗
0)
2
( )𝑗           (2.82) 
 
The band energy is defined as: 
 
 𝐸𝑏𝑎𝑛𝑑 ≡ ∑ 𝑤𝒌𝒌𝑛 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)𝜀𝒌𝑛     (2.83)  
 
For the two terms considered in expression (2.82) one can, employing the relations (2.58) and 
(2.61), rewrite the band energy as:  
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?̃?𝑏𝑎𝑛𝑑  = ∑ 𝑤𝒌𝒌𝑛 𝑓(𝜀𝒌𝑛 , 𝜀𝐹)∑ ∑ [𝒄𝒌𝑛
† ]
𝑝𝜇𝜆
[𝒄𝒌𝑛]𝑗𝜔𝜉𝑗𝜔𝜉𝑝𝜇𝜆     
              × ([𝐻0(𝒌)]𝑗𝜔𝜉
𝑝𝜇𝜆 +
𝑈
2
(𝑛𝑗 − 𝑛𝑗
0)[𝑆𝒌]𝑗𝜔𝜉
𝑝𝜇𝜆 ∙ 𝛿𝜉𝜆 +
𝑈
2
(𝑛𝑝 − 𝑛𝑝
0)[𝑆𝒌]𝑗𝜔𝜉
𝑝𝜇𝜆 ∙ 𝛿𝜉𝜆) 
                               = 𝐸0 +
𝑈
2
∑ (𝑛𝑗 − 𝑛𝑗
0)
2
𝑗 +
𝑈
2
∑ (𝑛𝑝 − 𝑛𝑝
0)
2
𝑝 ( )    
                               = 𝐸0 + 𝑈∑ (𝑛𝑗 − 𝑛𝑗
0)
2
𝑗      (2.84) 
 
To extract the charge related double counting correction, the above result is to be compared 
with the total energy, formula (2.82).  So the double counting correction for the charges yield 
?̃?𝑑𝑐 = −(𝑈 2⁄ )∑ (𝑛𝑗 − 𝑛𝑗
0)
2
𝑗 . Including the other contributions to the total energy one obtains:     
 
               𝐸 = 𝐸𝑏𝑎𝑛𝑑 +𝐸𝑑𝑐      
                   = 𝐸𝑏𝑎𝑛𝑑 −
𝑈
2
∑ (𝑛𝑖 − 𝑛𝑖
0)
2
𝑖 +
1
4
∑ ∑ 𝐼𝑖𝜇𝒎𝑖𝜇 ∙ 𝒎𝑖𝜂𝜇𝜂𝑖 +∑ 𝑩𝑖 ∙ 𝒎𝑖𝑖    (2.85) 
 
The eigenvalues themselves determine, by definition, the density of states (DOS) 𝐷(𝜀). E.g. a 
set of Kronecker-deltapeaks at energies 𝜀𝒌𝑛 . In accordance to Greens function theory for 
complex energies slightly above the real axis (see paragraph 2.5), this DOS broadens into 
Lorentzian functions and will for the purposes in this work also be presented as such:   
 
 𝐷(𝜀) = ∑ 𝛿(𝜀 − 𝜀𝒌𝑛) ≅
1
𝜋
∑
𝛤
𝛤2+(𝜀−𝜀𝒌𝑛)
2𝒌𝑛𝒌𝑛     (2.86) 
 
The parameter which governs the broadening of the peaks is chosen as 𝛤 = 10meV. If the 
contribution of a specific atom, orbital and spin within the supercell is studied then a quantity 
of interest will be the atom-, orbital- and spin-resolved DOS 𝐷𝑖𝜈𝜎(𝜀): 
 
 𝐷𝑖𝜈𝜎(𝜀) ≅
1
𝜋
∑
𝛤
𝛤2+(𝜀−𝜀𝒌𝑛)
2
∑ [𝒄𝒌𝑛
† ]
𝑖𝜈𝜎
[𝒄𝒌𝑛]𝑗𝜔𝜉[𝑆𝒌]𝑗𝜔𝜉
𝑖𝜈𝜎
𝑗𝜔𝜉𝒌𝑛    (2.87) 
 
As the second sum at the latter equation follows from the identity matrix definition (2.23), 
one can directly see that 𝐷(𝜀) = ∑ 𝐷𝑖𝜈𝜎(𝜀)𝑖𝜈𝜎 ; as is necessarily true.  
 
2.4  Exchange mechanisms 
 
So far a mathematical framework has been presented to describe magnetic systems based on 
the TB approximation. Although the derivations allow non-magnetic solutions it was tacitly 
assumed that a MM will appear on each atom. Based on the energy scale mentioned in 
paragraph 2.1, it is expected that the first Hund rules for MM can, to large extend, survive 
when the atom is placed in a (transition metal) solid [34]27. In addition, the occurrence of a 
non-half-integer sized spin MM on a single site becomes possible in bulk.  
 
Here we will briefly discuss the coupling between MM’s in solids. In particular we refer to so-
called exchange interactions, which are solely responsible for the high Curie temperatures 
dummyword 
 
27 Do not be confused because of the striking deviations regarding all the magnetic atoms in the transition metal series. 
For example, atomic Fe has a MM of 4µB while the MM of bulk Fe measures 2.2µB. Similarly, we see for Co MM = 3µB 
(atomic value) while MM = 1.7µB (in bulk), for Ni MM = 2µB (atomic value) while MM = 0.7µB (in bulk) and for Mn even 
MM = 5µB (atomic value) and MM = 0µB (in bulk).  The given statement has to be understood with respect to a given 
valence occupation. For iron this means that for a single atom system the number of electrons occupying the d-states 
equals 6 (out of 10) resulting in the noted MM = 4µB (the 2 remaining valence electrons reside on the 4s states). For the 
bulk however one can argue that the number of 𝑑-electrons is increased to 8 (as a result of the crystal field) leading, 
according to the Hund rule 1, to a MM of 2µB (e.g. not too far off from the experimental value). Similar arguments can be 
given for the other elements. Note that such arguments do not apply to the orbital part of the MM, which is nearly fully 
quenched in the bulk.   
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observed in for example Fe, Ni and Co28. It has to be mentioned that the exchange interactions 
between the MMs are, as it turns out (see chapter 3), an output parameter of our TB model 
simulations. The sign of this coupling (FM or AFM) and the strength can be partially explained 
based on arguments stemming from simplified model Hamiltonians. As such arguments can 
be very insightful we show them here in the context of a TB description of 3𝑑-metals. 
 
As mentioned, exchange refers to an idealization of the characteristic coupling of local MMs as 
found in real materials. There are many different physical mechanisms that can give rise to 
such an interaction. We can name for example: 
  
(1)  Kinetic exchange [10] 
(2)  Direct exchange [35] 
(3)  Double exchange [36], [37] 
(4)  Super exchange [38], [39] 
(5)  RKKY exchange [10] 
 
Hereby we should stress that these names are not ambiguously used in literature. 
Nevertheless, all exchange mechanisms are the result of a competition between kinetic and 
Coulomb energy plus Pauli’s exclusion principle. In the following only kinetic and double 
exchange are discussed to give an idea how respectively AFM and FM coupling could occur. 
For the other exchange mechanisms we refer the reader to the above added references.  
     
In order to keep things short and simple a model consisting of two sites will be used. Having 
magnetic transition materials in mind, we focus on the 3𝑑-states. The electrons occupying 
these bands constitute both a local magnetic moment as well as they take part in the bonding 
(e.g. there is a nonzero hopping probability to the other site). In figure 2.7a and -b a DOS 
representation is given of two situations characteristic for respectively kinetic and double 
exchange. These exchange mechanisms can be understood when studying electron hopping in 
more detail. A hopping possibility between states which are off in energy ‘pushes’ the 
corresponding levels further apart. On the other hand, hopping to states with similar 
character yields a broadening of the bands, so-called hybridization [40]. Based on this, AFM 
alignment becomes preferable for insulators as the occupied low-energy levels are lowered. 
This kinetic exchange argument is shown in figure 2.7a based on the DOS. When one of the 
bands is residing near 𝜀𝐹  a FM aligned structure can become favorable as the hybridization of 
states results in a kinetic energy reduction. This double exchange mechanism is shown in 
figure 2.7b and it can overcome the AFM favored kinetic exchange which is still present.      
 
We will demonstrate these two exchange mechanisms shown in figure 2.7 in a simple (TB) 
context. Namely we focus on a system consisting of two sites and one orbital only. We further 
choose the basisfunctions as orthonormal so that the overlap matrix equals the identity. The 
characteristic hopping probability will be denoted with 𝑡. In such a model, the Hamiltonian as 
given in equation (2.79) consists only of the hopping 𝐻0 and magnetic 𝐻𝑚 contributions. This 
can be understood as for example charge neutrality additions are ruled out by symmetry. In 
contrast to the schematic band picture as presented in figure 2.7 we further simplify matter 
by neglecting the 𝒌-dependance. The remaining cluster of two sites is descripted by the 
Hamiltonians: 
 
  𝐻𝐹𝑀 = [
0𝛥/20 00𝑡00
00𝑡00 0𝛥/20
00000 00000
0 0
00000 00000
0 0
−𝛥/20 𝑡
𝑡 −𝛥/20
] and 𝐻𝐴𝐹𝑀 = [
0𝛥/20 00𝑡00
00𝑡00 −𝛥/20
00000 00000
0 0
00000 00000
0 0
−𝛥/20 𝑡
𝑡 −𝛥/20
] (2.88) 
 
 
28 Other interactions as for example between magnetic dipoles are several orders of magnitude weaker and could only 
explain a 𝑇𝐶  of ~1K for BCC Fe (e.g. much smaller than the observed 𝑇𝐶 = 1043K). 
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for respectively an FM and AFM alignment of the MMs. The individual matrix elements in 
these expressions correspond respectively to: atom 1 spin up, atom 2 spin up, atom 1 spin 
down and atom 2 spin down. As collinear magnetic structures (along z) are considered only, 
spin off-diagonal terms are not present. The four eigenvalues stemming from 𝐻𝐹𝑀 are 
respectively: 
 
 𝜀𝐹𝑀 = [−
𝛥
2
− |𝑡| , −
𝛥
2
+ |𝑡| ,+
𝛥
2
− |𝑡| ,+
𝛥
2
+ |𝑡| ]   (2.89) 
 
whereas 𝐻𝐴𝐹𝑀 has two degenerate levels:    
 
 𝜀𝐴𝐹𝑀 = [−√
𝛥2
4
+ 𝑡2 , −√
𝛥2
4
+ 𝑡2 , +√
𝛥2
4
+ 𝑡2 , +√
𝛥2
4
+ 𝑡2]  (2.90) 
 
Interestingly, the discussed exchange mechanisms are intrinsically present29 in the simple 
model denoted by the expressions (2.88). Based on the arguments given, the AFM favored 
kinetic exchange is expected dominant when the system contains two electrons. When 
assuming that 𝛥/2 > 𝑡 one knows that the first two states of (2.89) and (2.90) will be 
occupied when the system is respectively FM and AFM at 𝑇 =0K. We can calculate the 
associated energy difference between the two magnetic structures based on the eigenvalues 
only30: 
 
         𝐸𝐹𝑀 −𝐸𝐴𝐹𝑀 = −𝛥+ √𝛥2 + 4𝑡2 = −𝛥 + 𝛥√1+
4𝑡2
𝛥2
≈
2𝑡2
𝛥
  (2.91) 
 
In the last step we have given the largest term in the series expansion of the square root.  
 
 
 
 
 
Figure 2.7: A schematic DOS representation of two exchange mechanisms which respectively can explain an (a) 
AFM and (b) FM coupling between MMs in a solid. Both mechanism are outlined based on a picture of two sites 
(only the energetically preferred spin alignment is shown here). The so-called kinetic exchange as given in (a) 
favours an AFM structure as the hopping, allowed only between equal spin states, ‘pushes’ the occupied levels 
further apart from the unoccupied ones (the energy gain is indicated via thick black arrows). The double 
exchange mechanism as given in (b) gives rise to a FM coupling as the hopping between states with equal energy 
hybridizes the corresponding levels. If one of such levels is near the Fermi energy, then a reduction in kinetic 
energy occurs as indicated. This energy reduction can overcome the competing mechanism as given in (a).  
 
 
 
29 One has, however to be cautious in applying the argument for FM as given in figure 2.7b to the TB model as there is no 
strict hybridization of bulk states in this 4 level system. Nevertheless, FM coupling is preferred for a filling of the system 
with 3 electrons as equation (2.92) shows. 
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If we fill the system with three electrons then double exchange becomes present as well. This 
can be seen as the third and fourth eigenvalue of (2.90) are equal; these states will be both 
half occupied when the system would remain AFM. When we keep the assumption 𝛥/2 > 𝑡 
and again sum over the occupied eigenvalues we now obtain: 
     
     𝐸𝐹𝑀 −𝐸𝐴𝐹𝑀 = (−
𝛥
2
− |𝑡|) −√
𝛥
4
2
+ 𝑡2 = √
𝛥
4
2
+
|𝑡|𝛥
2
∙ (√1 −
2|𝑡|
𝛥
−√1+
2|𝑡|
𝛥
) 
         ≈
−2𝑡
√𝛥
√
𝛥
4
+
|𝑡|
2
       (2.92) 
 
So for the system with three electrons the FM structure is lower in energy. Whereas the model 
correctly predicts that the system will be AFM at half-filling (see equation 2.91). Although 
interesting, these analytical studies can obviously not be extended for multi-band magnetic 
transition metal purposes. To obtain the sign and coupling strength between MMs in these 
materials one can however administer for example HEIS exchange parameters as given in 
equation (1.1). These parameters can be obtained from electronic structure calculations or 
experiments. In the following paragraph it is shown how to calculate these coupling 
parameters based on TB Greens functions.            
 
2.5  Tight-binding Green functions 
 
Greens functions represent in general the solution to an inhomogeneous differential equation. 
It should be noted that the TB scheme as given by the time-independent Schrodinger equation 
(2.11) can be written in such a form. Compared to the wavefunctions as solutions to this 
problem, Greens functions are more localized and stable, which makes them very suitable for 
the description of applied perturbations. For example, MM rotations around an aligned 
ground state can be viewed as such a perturbation. In this section derivations are shown for 
excitations of this kind. These derivations open the path for obtaining 𝐽𝑖𝑗 parameters entering 
the HEIS model as well as providing formulas characterizing the influence of spin-disorder on 
the resistance in bulk transition metals. To start, first physical quantities like the charge, MM 
and DOS will be related to the Greens function. 
2.5.1 Basic relations 
The (retarded) Green function matrix 𝐺  is, for a non-orthogonal TB basis, defined by the 
following matrix elements [18], [41]: 
 
[𝐺𝒌(𝑧)]𝑖𝜈𝜎
𝑗𝜔𝜉
= ∑ ∑ [𝑆𝒌]𝑖𝜈𝜎
𝑝𝜇𝜆 ∙ [(𝑧𝑆𝒌 − 𝐻𝒌)
−1]
𝑝𝜇𝜆
𝑞𝜂𝜁
∙ [𝑆𝒌]𝑞𝜂𝜁
𝑗𝜔𝜉
𝑞𝜂𝜁𝑝𝜇𝜆    
                      = ∑
1
𝑧−𝜀𝒌𝑛
∑ ∑ [𝒄𝒌𝑛]𝑝𝜇𝜆 ∙ [𝒄𝒌𝑛
† ]
𝑞𝜂𝜁
∙ [𝑆𝒌]𝑖𝜈𝜎
𝑞𝜂𝜁
∙ [𝑆𝒌]𝑝𝜇𝜆
𝑗𝜔𝜉
𝑞𝜂𝜁𝑝𝜇𝜆𝑛  (2.93) 
 
In this equation 𝑧 represents a complex energy. The elements of 𝐺 for a chosen 𝑧, can as the 
equation shows be either calculated as a matrix inversion (after the first ‘=’ sign) or be related 
to the eigenvectors of the eigenvalue problem (2.17) after diagonalization (after the second 
‘=’). This work relies on the latter, so-called spectral representation as the code, developed for 
 
 
30 Double counting corrections are equal for the FM and AFM structure in this simple model and therefore cancel out in 
the comparison. In addition we do not consider the self-consistency criteria for the MMs in these examples. However 
from the DOS picture it is clear that the system with two electrons yield a non-trivial solution of MM = 1/2µB per site 
whereas a filling with three electrons in the sub-sequenced example gives a local MM=1/4µB . This strictly means that 𝛥 
in equation (2.91) is twice the magnitude of the same parameter in equation (2.92) if the (unspecified) Stoner parameter 
𝐼 = 𝛥/𝑚 remains equal. 
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this study, already requires the calculation of the wavefunction for each iteration step 
towards self-consistency (as explained in more detail in the next chapter).  
 
A calculation of the matrix elements of (2.93), for a sufficient and well-chosen number of 
complex energies 𝑧, equals to a full solution of equation (2.19), in the sense that all physical 
properties can be obtained. Namely, in equivalence to expression (2.22), the expectation value 
of an operator on atom 𝑖, 𝐴𝑖  can equally well be obtained via the (imaginary part of the) trace 
of the following integral [41]:   
 
 𝐴𝑖 = −
1
𝜋
Im∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹)
+∞
−∞
(Tr𝜇𝜎(∑ 𝑆𝒌
−1𝐺𝒌(𝑧)𝑆𝒌
−1𝐴𝒌𝒌 ))  (2.94) 
 
Hereby the inverse of the overlap matrix is involved as a result of the action of the trace, 
similar to equation (2.22). This trace is applied on the orbitals and spin corresponding to 
atom 𝑖. Furthermore, 𝐴𝒌 is a matrix representation in the orthogonal basis of the operator ?̅?. 
According to the definition (2.93), the Greens function has poles on the real energy axis at the 
systems eigenvalues, e.g. when 𝑧 = 𝜀𝒌𝑛. Therefore, a contour in the complex plane is chosen 
close but slightly above the real energy axis, as is shown by the red circles in figure 2.8a. The 
range of energies 𝑧 which contribute to the integral are limited by the bottom of the lowest 
band and 𝜀𝐹 , as follows from 𝑓(𝑧, 𝜀𝐹). In the complex plane at the Fermi-level this Fermi-Dirac 
distribution, defined by equation (2.20), shows divergences. In the figure these are indicated 
via blue circles.  The contribution stemming from each of these so-called Matsubara poles, 
depends on the residual of the Greens function at 𝑧 = 𝜀𝐹  and the given temperature input, as 
for example explained in [42]. Important is that the integration contour chosen passes the 
Fermi energy in the middle of two Matsubara poles. Namely 𝑓(𝑧, 𝜀𝐹) will be real-valued and as 
a consequence the integral (2.94) has a well-defined upper bound slightly above 𝑧 = 𝜀𝐹 . The 
energy grid chosen as given in figure 2.8a relies on [43].  
2.5.2 Application to Heisenberg coupling parameters 
As mentioned, the importance of Greens functions heavily relies on the convenient way in 
which perturbations can be treated. The, in figure 2.8b shown, (infinitesimal) rotation of two 
MM from a collinear ground state can be considered as an example of a suited problem for 
Green function based analysis. In particular, we are interested in the change of the total 
energy 𝛿𝐸 due to the excitation as shown. Based on an accurate determination of 𝛿𝐸 HEIS 𝐽𝑖𝑗 
parameters can be found when the electronic structure description is mapped on the model 
(1.1). To this end the approach suggested by Liechtenstein and co-workers is used [44], [45] 
where the force theorem is exploited.  
2.5.2.1 Expressions stemming from multiple scattering theory  
The force theorem approximation introduced by Andersen [46] relates the change of the total 
energy to a change in the bandenergy, equation (2.83), only: 
 
𝛿𝐸 ≈ 𝛿𝐸𝑏𝑎𝑛𝑑 = ∫ 𝑑𝑧 ∙ ?̃?(𝑧)
+∞
−∞
     (2.95) 
 
The integrant ?̃?(𝑧) represents the integrated DOS: ?̃?(𝑧) ≡ 𝐷(𝑧)𝑓(𝑧, 𝜀𝐹). Looking at the 
definition of the total energy given in expression (2.85) it is clear that the changes in the 
double counting corrections are not taken into account. This simplification is usually very 
good near the ground state in materials which are robust in the sense that the change in the 
length of the MM’s is negligible. In appendix C these changes are actually studied, based on the 
wish that the MM lengths can be predicted after several MM’s are rotated from a non-
equilibrium state. The rigorous derivation shows an (infinite) series expansion of terms which 
involve an increasing number of matrix elements. Applying equation (2.95) prevents one from 
dealing with such difficulties.  
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Figure 2.8: in (a) the red dots represent the discrete (complex) energies for which the Greens function is 
calculated to be able to numerically solve the integrals as for example given in equations (2.94) and (2.106)  The 
contour is chosen [39] slightly above the real axis; on the real axis the eigenvalues (black crosses) of the system 
are located and the Greens function diverges at these points (see definition 2.93). It is on the imaginary axis at 𝜺𝑭 
however where the Fermi function (as given in equation 2.20) diverges. These divergences (indicated with blue 
dots) are called Matsubara poles and their contribution to the expressions (2.94) and (2.106) is easily accounted 
for. In (b) the infinitesimal rotation of two MMs is pictured as is required for the calculation of the HEIS exchange 
parameters.  
 
According to multiple scattering theory [47], a link can be obtained between the change of the 
integrated DOS and the scattering 𝑇(𝑧)-matrix: 
 
 𝛿?̃?(𝑧) = −
1
𝜋
Im Tr ln(𝑇(𝑧))( )     (2.96) 
 
The Lippmann-Schwinger equation as presented in [48], relates this 𝑇(𝑧)-matrix to the 
Greens function 𝐺𝒌
0(𝑧) of an (unperturbed) system obtained via expression (2.93), the applied 
perturbation potential 𝑉𝒌 to this system and the Greens function 𝐺𝒌(𝑧) of the system after it 
has been modified by 𝑉𝒌: 
 
 𝑇(𝑧) = ∑ 𝑆𝒌
−1[𝐺𝒌
0(𝑧)]
−1
𝐺𝒌(𝑧) 𝑉𝒌𝒌 = ∑ (1 − 𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧))
−1
𝒌 𝑆𝒌
−1𝑉𝒌 (2.97) 
 
As before, the inverse of the overlap matrix is contained due to the action of the trace. In 
essence the expression after the second ‘=’ is one of practical use because it relates 𝑇(𝑧) to 
terms which are known or can be obtained: 𝑉𝒌, 𝐺𝒌
0(𝑧) and 𝑆𝒌
−1. A note has to be made 
regarding equation (2.96): it can only be applied if the 𝑉𝒌 is not energy dependent. For 
perturbations stemming from a modification of the TB Hamiltonian, this requirement is 
fulfilled as the terms in the expression (2.79) do not explicitly depend on 𝑧. Therefore, above 
given equations apply to the MM rotation of two spins in a collinear background; 𝐺𝒌
0(𝑧) will 
represents the Greens function of the FM ground state in this situation. From the equations 
(2.95) – (2.97) one can express the change of the band energy in terms of the perturbation 
potential: 
 
    𝛿𝐸band = −
1
𝜋
Im∑ ∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹) ∙
+∞
−∞
Tr ln ((1− 𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧))
−1
𝑆𝒌
−1𝑉𝒌)𝒌  
  = −
1
𝜋
Im∑ ∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹) ∙
+∞
−∞
{−Tr  ln (1− 𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧))+  Tr ln(𝑆𝒌
−1𝑉𝒌)}𝒌  
  ≈ +
1
𝜋
Im∑ ∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹) ∙
+∞
−∞
{−Tr  ln(𝑆𝒌
−1𝑉𝒌) − Tr  𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧) +𝒌
                            
1
2
Tr (𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧))
2
}  
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                 ≈ +
1
𝜋
Im∑ ∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹) ∙ {−Tr(𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧)) +
1
2
Tr(𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧))
2
 }
+∞
−∞𝒌
  
                     
In the manipulation of this result the cyclic property of the trace has been exploited and in the 
third line a series expansion with respect to 𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧) has been given up to second 
order. The equation simplifies further as the contribution Tr  ln(𝑆𝒌
−1𝑉𝒌) is a real-valued 
quantity.  
2.5.2.2 An expression for 𝑱𝒊𝒋  
To describe the modified total energy, the classical HEIS Hamiltonian will be employed. 
Analogous to equation (1.1) it is given as31:  
 
 𝐸 = −
1
2
∑ ∑ 𝐽𝑖𝑗𝒆𝑖 ∙ 𝒆𝑗𝑗≠𝑖𝑖       (2.99) 
 
In which the 𝒆𝑖 , 𝒆𝑗 represents a unit vector in the direction of the atomic spin at the 
corresponding sites. Subsequently the parameters 𝐽𝑖𝑗 follow as a response to the change in the 
total energy resulting from an applied perturbation on these unit vector directions: 
 
 𝐽𝑖𝑗 = −2
𝜕2𝐸
𝜕𝒆𝑖𝜕𝒆𝑗
       (2.100) 
 
To continue, the perturbation potential 𝑉𝒌, corresponding to the rotations as given in figure 
2.8b is further examined. To this end we consider the collinear background of spins along the 
𝑧-direction and the rotation of the two sites around the 𝑥-axis, under a small angle 𝛿𝜃. So the 
deviation of the moment direction equals: 
 
 𝛿𝒆𝑖 = −sin(𝛿𝜃)?̂? − cos(𝛿𝜃)?̂? ≈ −𝛿𝜃?̂? 
𝛿𝒆𝑗 = sin(𝛿𝜃)?̂? − cos(𝛿𝜃)?̂? ≈ 𝛿𝜃?̂?     (2.101) 
 
The expressions after ‘≈’ form the limit of an infinitesimal rotation. In this limit the potential 
defined, as the modification of the Hamiltonian, is given by: 
 
        [𝑉𝒌]𝑝𝜇𝜆
𝑞𝜂𝜁
= [𝐻 −𝐻FM]𝑝𝜇𝜆
𝑞𝜂𝜁
      (2.102) 
                         =
𝑖
4
[𝑆𝒌]𝑝𝜇𝜆
𝑞𝜂𝜁
∙ 𝛿𝜆,−𝜁 ∙ (|𝜟𝑝𝜇|𝛿𝜃𝑝(−𝛿𝑖,𝑝 + 𝛿𝑗,𝑝) + |𝜟𝑞𝜂|𝛿𝜃𝑞(−𝛿𝑖,𝑞 + 𝛿𝑗,𝑞)) 
 
In this expression we have employed the magnetic part of the Hamiltonian, equation (2.69). 
For clarity 𝐻FM as given in the first line represents the Hamiltonian corresponding to the 
ground state. This Hamiltonian in general contains (except for an external field and SOC) the 
contributions as given in equation (2.79). E.g. the expression as given in (2.88) is obviously 
not meant here.  
 
To obtain 𝐽𝑖𝑗, the derivative of the two remaining expansion terms in equation (2.98) have to 
be calculated with respect to the unit vectors as given in equations (2.100). Based on the 
expressions as given in (2.101) this comes down to a derivative with respect to the 
corresponding angles. Due to this, the site indices have been explicitly contained in the angles 
of the potential (2.102). To start, the derivative with respect to the first trace in the last line of 
formula (2.98) is examined. It is easily understood that the contribution equals:  
 
 
31 Note that exchange parameters which are based upon a classical rotation of two spins can severely overestimate 
magnetic ordering at finite temperature when inserted into a quantum HEIS model [49].  
(2.98) 
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𝜕2
𝜕𝜃𝑖𝜕𝜃𝑗
{Tr  (𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧))} = 0      (2.103) 
 
as the trace does not contain products of 𝛿𝜃𝑖 and 𝛿𝜃𝑗. For the second expansion term in 
equation (2.98) we find: 
 
                
𝜕2
𝜕𝜃𝑖𝜕𝜃𝑗
{Tr (𝑆𝒌
−1𝑉𝒌𝑆𝒌
−1𝐺𝒌
0(𝑧))
2
} =
1
8
∑ |𝜟𝑗𝜔||𝜟𝑖𝜈| ∙ ([ ℊ𝒌
0(𝑧)]
𝑗𝜔↑
𝑖𝜈↑
∙ [ ℊ𝒌
0(𝑧)]
𝑖𝜈↓
𝑗𝜔↓
)𝜈𝜔  (2.104) 
 
Hereby we have defined the ℊ𝒌
0(𝑧) matrix to eliminate two sums over indices involving the 
inverse of the overlap: 
 
 ℊ𝒌
0(𝑧) ≡
1
2
𝐺𝒌
0(𝑧)𝑆𝒌
−1 +
1
2
𝑆𝒌
−1𝐺𝒌
0(𝑧)
𝐴
𝐵
     (2.105) 
 
To obtain equation (2.104) we have employed the property that the matrices 𝑆𝒌, 𝑆𝒌
−1, 𝐺𝒌
0(𝑧) 
and ℊ𝒌
0(𝑧) have terms on the spin diagonal block only (in the sense of equation 2.26), whereas 
the perturbation 𝑉𝒌 is strictly spin-off diagonal (see equation 2.102). A factor 2 arising from 
the swop of indices regarding the 𝑖th and 𝑗th atom is cancelled by (𝑖 4⁄ )2 stemming from this 
perturbation. The minus sign resulting from the latter is compensated by the derivative with 
respect to 𝛿𝜃𝑖 as follows from expression (2.100)-(2.102).  
 
Mustering the equations (2.95), (2.98), (2.100), (2.103), (2.104) and (2.105) one obtains for 
the 𝐽𝑖𝑗 - parameters: 
 
              𝐽𝑖𝑗 = −
1
8𝜋
∑ |𝜟𝑗𝜔||𝜟𝑖𝜈|𝜈𝜔 Im∑ ∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹)
+∞
−∞𝒌
∙ ([ ℊ𝒌
0(𝑧)]
𝑗𝜔↑
𝑖𝜈↑
∙ [ ℊ𝒌
0(𝑧)]
𝑖𝜈↓
𝑗𝜔↓
) (2.106) 
 
This result, derived along similar lines as the original works by Liechtenstein and co-workers 
[44] and [45], is suited to a non-orthogonal TB scheme. The nearly equal sign referring to the 
force theorem approximation (2.95) has been omitted. In chapters 4 and 5 this expression will 
be used to estimate the ground state energy excitations of several systems. Once these 𝐽𝑖𝑗 - 
parameters are obtained, a MF Curie temperature can be estimated according to [44]: 
 
 𝑘𝐵𝑇𝐶
𝑀𝐹 =
2
3
∑ 𝐽𝑖𝑗𝑗
𝐴
𝐵
       (2.107) 
2.5.2.3 The Dzyaloshinskii-Moriya-vector  
A comment can be made with respect to the choice of the rotation as presented in figure 2.8b. 
This two-site rotation along the 𝑥-axis is a possibility among several others. To keep the 
complexity manageable we stick here to a collinear magnetic system. However, one can 
equally well chose to rotate one MM along 𝑥 and the other along 𝑦 instead and calculate the 
corresponding energy along similar lines as given above. E.g. for such a calculation one has to 
adjust the above given derivation after equation (2.101). Such a computation can be 
interesting when SOC is present, as opposite rotations in different directions would not be 
necessarily equal. In this spirit one can speak about a 𝐽𝑖𝑗
𝛼𝛽
- tensor with 𝛼, 𝛽 = 𝑥, 𝑦, 𝑧. Result 
(2.106) would then correspond to 𝐽𝑖𝑗
𝑥𝑥. We directly note that the expression would require a 
slight adjustment as, due to the SOC, the Greens function is no longer strictly diagonal in spin: 
 
                𝐽𝑖𝑗
𝑥𝑥 = −
1
8𝜋
∑ |𝜟𝑗𝜔||𝜟𝑖𝜈|𝜈𝜔 Im∑ ∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹)
+∞
−∞𝒌
  
       × ([ ℊ𝒌
0(𝑧)]
𝑗𝜔↑
𝑖𝜈↑
∙ [ ℊ𝒌
0(𝑧)]
𝑖𝜈↓
𝑗𝜔↓
−
1
2
[ ℊ𝒌
0(𝑧)]
𝑗𝜔↑
𝑖𝜈↓
∙ [ ℊ𝒌
0(𝑧)]
𝑖𝜈↑
𝑗𝜔↓
 −
1
2
[ ℊ𝒌
0(𝑧)]
𝑗𝜔↓
𝑖𝜈↑
∙ [ ℊ𝒌
0(𝑧)]
𝑖𝜈↓
𝑗𝜔↑
)   (2.108) 
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Off-diagonal elements of the 𝐽𝑖𝑗
𝛼𝛽
 - tensor can be connected to the Dzyaloshinskii-Moriya-
vector 𝑫𝑖𝑗 of the anti-symmetric exchange interaction of relativistic origin [50],[51]:  
 
 𝐸𝐷𝑀 = ∑ ∑ 𝑫𝑖𝑗 ∙ (𝒆𝑖 × 𝒆𝑗)𝑗≠𝑖𝑖      (2.109) 
 
This interaction tends the spins to break the collinear magnetic structure (in the ground state) 
and thereby form spin-spirals. As mentioned, its origin lies within the SOC. Clearly, equation 
(2.109) is beyond the initial HEIS form (2.86) and therefore presents an addition to the HEIS 
model (2.99). The elements of  𝑫𝑖𝑗  are presented in reference [51] and the correct 
implementation of the terms in a non-orthogonal TB scheme follows from analysis equivalent 
to the above given for 𝐽𝑖𝑗
𝑥𝑥;  
 
 𝐷𝑖𝑗
𝑥 =
1
2
(𝐽𝑖𝑗
𝑦𝑧 − 𝐽𝑖𝑗
𝑧𝑦) 
 𝐷𝑖𝑗
𝑦 =
1
2
(𝐽𝑖𝑗
𝑥𝑧 − 𝐽𝑖𝑗
𝑧𝑥) 
 𝐷𝑖𝑗
𝑧 =
1
2
(𝐽𝑖𝑗
𝑥𝑦 − 𝐽𝑖𝑗
𝑦𝑥)      (2.110) 
 
Mathematically 𝐽𝑖𝑗
𝛼𝛽
 - tensor elements containing the 𝑧-component can be calculated based on 
the analysis given above as well. However, the MMs have to be directed along the 𝑥- or 𝑦-axes 
and not along z as shown in figure 2.8b. Otherwise the rotation is badly defined and energies 
will be obtained related to the Stoner parameter32 [52]. Finally, we would like to mention, that  
also the energy related to the rotation of a single MM or several MM’s at the time can be of 
relevance and to obtain these energies analogues derivations have to be performed. In [53] 
the results of several of such rotation parameters are listed. 
2.5.3 The DC conductivity: the Kubo-Greenwood formula 
The conductivity is another interesting characteristic for bulk systems and it can be described 
on a quantum-mechanical level using the Kubo-Greenwood approach [54], [55]. In this theory 
the linear response of the electrons to an alternating electric field is described within the 
single-particle picture. To be more specific, the conductivity can conveniently be expressed in 
terms of Greens functions. As before the relevant parameters are given in the framework of 
non-orthogonal TB [56]. Disorder in the system, for example due to spin rotations as outlined 
in chapter 4, is of main importance and has a much more pronounced effect on the 
conductivity than on, for example, the density of states [41]. It should be noted that within the 
approach, the DC conductivity itself remains finite also in the ground state where all MM are 
periodically aligned.    
 
In [41] two approaches have been presented to derive the Kubo-Greenwood result regarding 
the disorder induced conductivity. Here we will follow the arguments related to the power 
consumption 𝑃 of the system resulting from a time-dependent perturbation Hamiltonian 
𝐻𝐷𝐶(𝑡). The other derivation given in the reference is based on linear response theory in case 
of a time-dependent distortion. It is illustrative to refer here to this possibility as the 
fluctuation-dissipation theorem follows naturally from general linear response. The theorem 
itself links, as the name suggests, the dissipation of for example energy and angular 
momentum to the fluctuations which bring the system out of its equilibrium. This statistical 
mechanical result also passes the revue in chapter 3 in relation to an equation of motion for 
the spins. 
 
 
 
 
32 Such a perturbation would be related to MM elongations rather than infinitesimal rotations of spins [52].  
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Here we will nevertheless stick to a significantly less lengthy derivation which leads to the 
same result. The starting point is a time-dependent (external) electric field, described by: 
  
      𝓔(𝑡) = 𝐹exp(−𝑖𝜔𝑡) + 𝐹†exp(𝑖𝜔𝑡)     (2.111) 
 
In (2.111) the variable 𝐹 and 𝜔 represent respectively the amplitude and frequency of the 
field (whereas 𝑡 is a measure for the time). It is assumed that the field amplitude is small 
enough so that the interest lies solely in the lowest-order response to a perturbation 
Hamiltonian given by: 
 
       ?̅?𝐷𝐶(𝑡) = 𝑒𝑥 ∙ 𝓔(𝑡)       (2.112) 
 
In this and the subsequent equations we will derive relations regarding the 𝑥-direction only, 
which serves as an illustration for the three components. The time averaged power 𝑃 
absorbed by the magnetic metal when affected by this perturbation equals: 
 
      𝑃 = 2𝑉𝐵𝑍|𝐹|
2𝜎𝐷𝐶(𝜔)      (2.113) 
 
In which 𝜎𝐷𝐶(𝜔) represents the real part of the conductivity and 𝑉𝐵𝑍 is the volume of the 
Brillouin zone. This result will not be outlined further here. We however want to mention that 
this power can be equally well related to the sum of all field induced transitions from the 
initial state |𝝍𝛼⟩ to a different state |𝝍𝛽⟩  of the system, multiplied with the corresponding 
transition rate per unit time 𝑝𝛼𝛽 . If 𝐸𝛽𝛼 is the energy difference between the two states then 
the power can be given by: 
       
 𝑃 = ∑ ∑ 𝐸𝛽𝛼𝛽𝛼 𝑝𝛼𝛽      (2.114) 
 
in which the transition rate is determined by the occupation of both states (given by the Fermi 
distribution) and a transition matrix element 𝑊𝛼𝛽:   
 
 𝑝𝛼𝛽 = 𝑓(𝜀𝛼 , 𝜀𝐹) ∙ (1 − 𝑓(𝜀𝛽 , 𝜀𝐹)) ∙ 𝑊𝛼𝛽     (2.115) 
 
This latter element 𝑊𝛼𝛽 is obtained via a Fermi’s Golden rule-like equation:   
 
 𝑊𝛼𝛽 =
2𝜋𝑒2|𝐹|2
ℏ
∙ |⟨𝝍𝛼|?̅?|𝝍𝛽⟩|
2
∙ [𝛿(ℏ𝜔 − 𝐸𝛽𝛼) + 𝛿(ℏ𝜔 + 𝐸𝛽𝛼)]   (2.116) 
 
Here the terms 𝛿(ℏ𝜔 − 𝐸𝛽𝛼) should be understood as deltapeaks on the energy scale of the 
bandwidth. And not, in an actual calculation, on the typical energy spacing between two states 
the peaks for which the function should be considered as broadened. Combining the relations 
(2.113)-(2.116) one obtains the following energy (frequency) dependent conductivity:   
 
      𝜎𝐷𝐶(𝜔) =
𝜋𝑒2
ℏ𝑉𝐵𝑍
∙ ∑ ∑ 𝐸𝛽𝛼 ∙ |⟨𝝍𝛼|?̅?|𝝍𝛽⟩|
2
𝛽𝛼 ∙ (𝑓(𝜀𝛼 , 𝜀𝐹) − 𝑓(𝜀𝛽 , 𝜀𝐹)) ∙ 𝛿(ℏ𝜔 − 𝐸𝛽𝛼)  (2.117) 
 
This expression on the operator level is well-established. As a next step one can express 
equation (2.117) in terms of a momentum operator acting on a Greens function. This is 
however not a trivial matter in relation to a non-orthogonal basis set, as the velocity operator 
for example does not exactly follow the expression:     
 
 ?̅? = −
𝑖ℏ
𝑚𝑒
𝜕
𝜕𝑥
       (2.118) 
 
in this situation. The problem arises from the lack of probability conservation of the electrons  
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wavefunction in time with respect to the applied perturbation Hamiltonian (2.112). We will 
not go into any detail here but rather postulate the correct results and refer the interested 
reader to [56] instead for a detailed discussion. The velocity matrix reads: 
 
 𝑣𝑥 =
1
𝑖ℏ
∙ (𝑥𝒌𝑆𝒌
−1𝐻𝒌 −𝐻𝒌𝑆𝒌
−1𝑥𝒌)      (2.119) 
 
Here once more the inverse of the overlap matrix is contained. 𝑥𝒌 is a position matrix, the 
terms of which are given by:   
 
 𝑥𝒌 =
1
2
(𝑋𝑆𝒌 + 𝑆𝒌𝑋)( )      (2.120) 
 
where 𝑋  is diagonal matrix (e.g. orthogonal basis representation) containing the 𝑥 -
coordinates of the position of the atoms. So, the ⟨𝝍𝛼|?̅?|𝝍𝛽⟩ contribution in formula (2.117) 
can be expressed in terms of velocity operator when examining equation (2.119) and (2.120):  
 
 ⟨𝝍𝛼|?̅?|𝝍𝛽⟩ = −
𝑖ℏ
𝐸𝛽𝛼
⟨𝝍𝛼|𝑣𝑥|𝝍𝛽⟩     (2.121) 
 
After substitution one can recognize in the remaining of (2.117) a derivative of the Fermi 
function with respect to the energy as well as a DOS at energy 𝑧 = ℏ𝜔. Note that the latter 
quantity can be expressed in terms of a Greens function based on equation (2.94) when 𝐴𝒌 
equals the identity matrix (without performing the integration).  
 
All in all we can write down the following form for the conductivity [50]: 
 
 𝜎 = −∫ 𝑑𝑧 ∙ (
𝜕𝑓(𝑧,𝜀𝐹)
𝜕𝑧
)𝜎𝐷𝐶(𝑧)
+∞
−∞
     (2.122) 
 𝜎𝐷𝐶(𝑧) =
2𝜋ℏ𝑒2
𝑉𝐵𝑍
∙ Tr {[
−1
𝜋
∙ Im∑ 𝑆𝒌
−1𝐺𝒌(𝑧)𝑘 ] ∙ 𝑣𝑥 ∙ [
−1
𝜋
∙ Im∑ 𝑆𝒌
−1𝐺𝒌(𝑧)𝑘 ] ∙ 𝑣𝑥} (2.123) 
 
To end, we would like to note that the integration over the energy in these final expressions 
do not require a contour as given in figure 2.8a. E.g. the derivative of the Fermi function is 
sharply peaked around 𝑧 = 𝜀𝐹 . Therefore only the calculation of a few energies slightly above 
the real axis suffices for a determination of formula’s (2.122) and (2.123).   
 
2.6  Summary 
 
In this chapter a TB scheme is discussed for a description of magnetic transition metals. 
Mathematically this model comes down to solving a generalized eigenvalue equation, the 
input of which consist of a Hamiltonian and overlap matrix. The latter term is required as the 
wavefunctions are expressed in terms of a non-orthogonal 𝑠,𝑝,𝑑 – basis. The Hamiltonian is 
constructed out of several contributions. First of all, there is a parametrized hopping part 
which takes care of the transition probability to equal spin states. In addition to this, the 
Hamiltonian contains charge neutrality, magnetism, external magnetic fields and SOC 
contributions as well. Out of these, only the charge neutrality is strictly spin-diagonal like the 
hopping part. Magnetism is added via an on-site Stoner model. 
 
The solution to the eigenvalue problem yields naturally a set of eigenvectors and –values. 
From this set, a density (matrix) can be obtained out of which physical quantities can be 
extracted, like for example the MMs and charges on atoms in the system. Besides these 
parameters it is also interesting to investigate the coupling strength (exchange) between MMs 
in the systems. We have shown by simple arguments that respectively AFM and FM spin-
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alignment can be expected based on so-called kinetic and double exchange mechanisms.  For a 
more quantitative study one can look at HEIS exchange parameters. To this end an equation to 
calculate these coupling strengths has been added. It requires a calculation of the TB Greens 
function. This latter function is also essential when obtaining the conductivity as has been 
outlined.  
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3. Spin fluctuations 
In the previous chapter, temperature related effects entered the TB model solely via the Fermi 
function. For a modelling of magnetism at finite temperatures this is insufficient. The 
description, most importantly, lacks to incorporate spin rotations which often represent low 
energy excitations. These spin rotations are added to our TB simulation model in this section. 
At low temperatures the magnetic excitations are often pictured as collective plane waves of 
spins. Adding such periodic spin structures to the TB scheme is relatively easy and a 
simulation of for example its energy can be performed efficiently. At higher temperatures, 
close to the magnetic transition point the direction of the moments is not a-priori at hand. 
Therefore, we will employ and test two techniques from which these angles of the moments 
can be obtained, namely SD and MC. The former approach is based on an equation of motion 
for the spin on each atom, the solution of which represents the evolution of the magnetic 
system in time. Temperature can be added to this formulation based on the fluctuation 
dissipation theorem. MC methods do not contain time dependence and are used to estimate 
statistical averages of physical parameters. Hereby one can think about magnetization, 
energy, specific heat and susceptibility. Essential in this approach is the way new magnetic 
states are selected. In addition to these topics, this chapter will be continued by an 
examination of the numerical implementation. In particular, the number of steps in which 
convergence is reached for a non-collinear magnetic Fe system is tested based on a linear 
mixing method and a mixing scheme proposed in this work. Finally, the time consumption of 
the code is investigated for different system sizes.   
 
3.1  A description of spin waves: the generalized Bloch 
theorem 
 
Excitations in bulk systems are usually of a collective kind, involving all the atoms in the 
system and they can, at a low temperature, be well pictured as quasi-particles. Here, such low-
energy states will be described for magnetic systems, the modes of which are called magnons. 
These magnons can be seen as magnetic plane waves, characterized by a wavevector 𝒒. In 
figure 3.1a a schematic representation is given. The red arrows denote the spins at each atom 
(given with a black dot) whereas the small blue arrows show so-called constraint fields which 
are needed to stabilise33 the magnetic configuration in an electronic structure modelling, like 
TB. Mathematically these latter fields are identical to external magnetic fields and therefore 
they can be incorporated in the TB Hamiltonian via equation (2.71).  
 
Spin waves as drawn in figure 3.1a are often discussed in the context of the (quantum) HEIS 
model, equation (1.1). This can be understood as spin excitations of this type represent the 
eigenmodes of this model in a periodic solid. Less trivially, it can and will be shown, that these 
magnetic structures are the expected elementary excitations in itinerant systems, like BCC Fe 
as well. The derivations to prove this, including a summary of characteristics stemming from 
the HEIS model, are given in appendix B based on literature given in [1-7].        
 
Although the spins in figure 3.1a are non-parallel, it is, from a computational point of view not 
necessary to simulate such structures using large supercells. This can be understood as the 
dummyword 
 
33 If such fields would be absent the system would not be able to reach self-consistency as it would return to its, most 
likely, AFM or FM ground state. The reason for this is that the constraint fields are intrinsically related to the angular 
momentum experienced by a MM, as will be the discussed in the following paragraphs in this chapter. For clarity, this 
angular momentum is nonzero in a non-collinear magnetic state.     
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Figure 3.1: (a) a schematic representation of a spin wave for 128 atoms which due to the periodicity of the 
magnetic configuration, can be simulated via the indicated unit cell of 2 atoms. The red arrows represent the 
(spin) MM and the tiny blue ones the constraint fields needed to stabilise the magnetic structure. These fields 
are applied perpendicularly to the onsite exchange splitting’s 𝜟𝒊 as given in equation (3.58). In (b) a snap-shot is 
given for a MC simulation of BCC iron at 𝑻 = 𝟏𝟎𝟎𝟎𝐊 in which the supercell contains necessarily the full 128 
atoms. The figure is not at scale; the size of the MM’s in iron corresponds to 𝜟𝒊 ~ 𝟐. 𝟎 − 𝟐. 𝟒𝐞𝐕 whereas the 
constraint fields are typically much smaller: 𝑩𝒊
𝒄~ 𝟎. 𝟎𝟎 − 𝟎. 𝟎𝟒𝐞𝐕.        
 
 
system is periodic if spin-spiral boundary conditions would be applied. The principles of such 
boundary conditions are formulated in a generalized Bloch theorem. It relies on a 𝒒-
dependency of the translation operator, in addition to the Bloch theorems ∑ 𝑒𝑖𝒌∙(𝑹𝒎+𝝉𝒋−𝝉𝒊)𝒎  
contribution as given in equation (2.15). In the Hamiltonian these spin spiral boundary 
conditions can be captured via phase factors 𝜍𝒒, as follows: 
 
[𝐻𝒌𝒒]𝑖𝜈𝜎
𝑗𝜔𝜉
= ∑ 𝑒𝑖𝒌∙(𝑹𝒎+𝝉𝒋−𝝉𝒊) ∙ [𝜍𝒒(𝜃, 𝑹𝒎, 𝝉𝑖 , 𝝉𝑗)]𝜎
𝜉
∙ 𝐻𝟎𝑖𝜈𝜎
𝒎𝑗𝜔𝜉
𝒎   (3.1) 
 
Here the same notation of variables is applied as introduced in paragraph 2.3.1. By 
incorporating the 𝒒-dependency in the Hamiltonian in this way, each atom in- and outside the 
unit cell becomes equivalent. As a consequence, a computationally demanding scheme 
corresponding to large supercells is no longer needed for these structures and the marked 
small unit cell as highlighted in figure 3.1a would suffice.  
 
Characteristics of the simulated spin waves are contained in the phase factors. This includes 
besides the spin wavevector 𝒒 also 𝜃, the angle between any spin in the system and the total 
magnetization direction. In addition the Bravais- and atom-vectors 𝑹𝒎, 𝝉𝑖  and 𝝉𝑗 as shown in 
figure 2.1 are required to connect the sites 𝑖 and 𝑗.  The functional form of the phase factors 𝜍𝒒 
follows from the general spin rotation matrices (equations 2.43-2.44) and is given by:  
 
[𝜍𝒒(𝜃, 𝑹𝒎, 𝝉𝑖 , 𝝉𝑗)]↑
↑
= 𝑒−𝑖
𝒒
𝟐
∙(𝑹𝒎+𝝉𝒋−𝝉𝒊)cos2 (
𝜃
2
) + 𝑒𝑖
𝒒
𝟐
∙(𝑹𝒎+𝝉𝒋−𝝉𝒊)sin2 (
𝜃
2
)  
[𝜍𝒒(𝜃, 𝑹𝒎, 𝝉𝑖 , 𝝉𝑗)]↑
↓
= 2𝑖 ∙ sin(
𝒒
𝟐
∙ (𝑹𝒎 + 𝝉𝒋 − 𝝉𝒊)) ∙ sin(
𝜃
2
) ∙ cos (
𝜃
2
)  
[𝜍𝒒(𝜃, 𝑹𝒎, 𝝉𝑖 , 𝝉𝑗)]↓
↑
= −2𝑖 ∙ sin (
𝒒
𝟐
∙ (𝑹𝒎 + 𝝉𝒋 − 𝝉𝒊)) ∙ sin(
𝜃
2
) ∙ cos (
𝜃
2
)  
[𝜍𝒒(𝜃, 𝑹𝒎, 𝝉𝑖 , 𝝉𝑗)]↓
↓
= 𝑒𝑖
𝒒
𝟐
∙(𝑹𝒎+𝝉𝒋−𝝉𝒊)cos2 (
𝜃
2
) + 𝑒−𝑖
𝒒
𝟐
∙(𝑹𝒎+𝝉𝒋−𝝉𝒊)sin2 (
𝜃
2
) (3.2)   
 
where we have written the matrix elements for the four spin blocks explicitly.  
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Note that the generalized Bloch theorem is not valid when SOC is taken into account as it 
breaks the symmetry. Nevertheless, SOC can be added, based on perturbation theory for the 
light elements. For details on this approach we would like to refer the reader to [10] and 
references therein. In the following we will focus on techniques when dealing with more 
complex (non-periodic) magnetic structures. To start, SD is explained which is grounded on 
an equation of motion (EOM) for each atomic spin. This equation includes both effects 
stemming from exchange as well as temperature.   
        
3.2  Atomistic spin dynamics 
 
In this section a TB description will be given for a magnetic system outside equilibrium. The 
picture we have in mind is figure 3.1b. Important characteristics of the presented approach 
are on the one hand the assumption of pre-given MM directions and on the other hand the 
need for self-consistent solutions as required in nearly any electronic structure calculation 
approach. Although for a numerical implementation of this second feature we would like to 
direct the reader to paragraph 3.4.2, here a theoretical basis for obtaining the fixed moment 
directions is given. As mentioned before, constraint fields (indicated via blue arrows in figure 
3.1b) are an essential parameter for pinning the MMs. In fact, these fields are as it turns out 
(minus) the torques acting on the spin moments and therefore determine the motion of the 
atomic spins. Finally, temperature is introduced into the SD scheme as a stochastic magnetic 
field via the in this section discussed Langevin theory. 
3.2.1 An adiabatic approximation for the MM directions  
The concept of freezing magnetic moment directions for each atom, which allows one to solve 
a magnetic configuration at an instant point in time (e.g. to obtain a snap shot of the in general 
non-collinear oriented spins as shown in figure 3.1b) is a result of the assumption that these 
spin directions are actually fixed. This means that these directions do not change on a time 
scale in which the electrons are able to reach the ground-state34 and furthermore it requires a 
uniform spin density within a region around the atom. The latter assumption is called the 
atom sphere approximation (ASA) or rigid spin approximation and it is based on the local MM 
picture as described in sub-paragraph 1.2.3 of chapter 1. Consequently, its validity for 
different materials can be understood from figure (1.4), e.g. the ASA becomes worse in the 
limit of weakly itinerant magnets.  
 
The other assumption, in which relaxation of the electrons is implied, for each magnetic 
structure (e.g. set of frozen MM directions), is an example of an adiabatic approximation. This 
adiabatic approximation has similarities to the Born-Oppenheimer approach in which the 
kinetic contribution of the nucleus is neglected and which is widely used within solid-state 
theory. The simplification relies on an introduction of two time scales in the system. For the 
Born-Oppenheimer approximation this means that the motion of the nuclei is considered to 
be much slower than the dynamics of the electrons. Whereas the adiabatic approximation 
suited for magnetic systems, as discussed here, relies on the assumption that the change of the 
MM length and charge of an atom is much quicker than the adjustment of the component of 
the MM perpendicular to its initial direction. In other words, it means that a change of the 
diagonal terms of the local density matrix (charge and 𝑧-component of the MM in the local 
frame) can be expected on a shorter timescale compared to the non-diagonal terms (local 𝑥 
dummyword 
 
 
34 The system which is described represents an excited state which is simulated as the ground-state of a non-collinear 
(constraint) magnetic configuration (e.g. as a self-consistent solution of equation (2.17) for a system like the one 
presented in figure 3.1b) [11], [12]. Hereby it is noted that the temperature in the Fermi function, equation (2.20), is not 
necessarily assumed zero.   
         3.2 Atomistic spin dynamics                     57                                                       
 
Figure 3.2: A schematic illustration of the local frame. In this representation one has all the MMs defined along a 
local (atom-dependent) z-axis. Viewing the magnetic system according to such a coordinate frame one can 
understand a difference in the dynamics of the MM in z-direction compared to its 𝒙- and 𝒚-components. Namely 
an adjustment along local 𝒛 means a MM elongation which is related to the on-site Stoner splitting 𝜟𝒊 for site 𝒊 
whereas a change in 𝒙- and 𝒚-direction is connected to the coupling with other atoms (here presented by red 
springs for nearest neighbour interaction only). In the HEIS model these interactions refer to the 𝑱𝒊𝒋 – 
parameters defined according to equation (2.106). In the TB scheme there is a more rigorous equivalent to these 
coupling parameters namely one which contains the sums of all neighbour exchange; the constraint field. Note 
the local –frame view as presented here does not correspond to the equations (which refer all to a global 
coordinate system).   
 
 
and 𝑦 direction of the MM) [13], [14]. We would like to emphasize that the expressions for the 
charge, MM and density respectively given by equations (2.27), (2.28)-(2.30) and (2.21) in 
chapter 2, are given with respect to a global Cartesian coordinate system. The local frame 
representation as mentioned above assumes the MM on each side in the local 𝑧-direction, as 
illustrated in figure 3.2. 
 
It should be noted that for the Born-Oppenheimer approximation, the introduction of 
different timescales is related to the motion of different particles (e.g. the electron and the 
ions). While the above discussed separation of timescales, regarding the charge and the spin 
direction, refer to a single electron. As a consequence, it is less trivial to estimate the error 
induced by the approximation. E.g. whereas one can express the correction to the total energy 
in the Born-Oppenheimer approximation as a series expansion in the mass ratio of the 
electron 𝑚𝑒 and the ion 𝑚𝑛, with (𝑚𝑒/𝑚𝑛)
1/4 being the small parameter [15], this is in general 
not possible for the latter adiabatic approximation. More concretely, a well-grounded small 
parameter expansion can strictly be found for insulators only (please see reference [16] for 
more details).  
 
As the in this thesis described systems are metallic, arguments to validate the above 
introduced adiabatic approximation have to be added. One can state that the main 
contribution to the size of the local 𝑧-component of the spin is related to intra-atomic 
exchange interactions while the motion of the MM in the local 𝑥- and 𝑦-directions is mainly a 
consequence of interatomic exchange mechanisms (see figure 3.2). By definition, the former 
contribution is related to the Stoner splitting:  
 
𝜟𝑖 = ∑ 𝜟𝑖𝜇𝜇         (3.3) 
 
where 𝜟𝑖𝜇  is defined according to equation (2.63). The size of this splitting is 2.0eV-2.4eV for 
BCC Fe around the Curie temperature. Interatomic exchange mechanisms are on the other 
hand a function of the typical hopping terms, the band filling and Stoner splitting as briefly 
discussed in paragraph 2.4. Within the classical HEIS model one can express the strength of 
this interatomic coupling experienced on an atom 𝑖 as: 
 
 𝑩𝑖
𝐻𝑒𝑖𝑠 ≡ −
𝜕𝐸
𝜕𝒎𝑖
=
1
𝒎𝑖
[∑ 𝐽𝑖𝑗𝑗≠𝑖 𝒆𝑗]
⊥
     (3.4) 
 
The HEIS 𝐽𝑖𝑗 - parameters in this equation can be obtained from a FM calculation within TB as 
explained in sub-paragraph 2.5.2. The ⊥ sign in the equation means that only perpendicular 
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components to the local spin are of relevance. When simulating a NC magnetic system as 
shown in figure 3.1b, within TB one can, as a more accurate alternative to the field (3.4), 
better consider the constraint fields which are needed to stabilise the MM directions. These 
fields namely play a similar role as will be proven in the next sub-paragraph. The values 
obtained for the latter fields in BCC iron at 1000K (see chapter 5) are in the order 𝑩𝑖
𝑐~0.00−
0.04eV35. This gives an indication for the validity of the adiabatic approximation as the 
requirement:  
 
𝜟𝑖 ≫ 𝑩𝑖
𝑐         (3.5) 
 
is fulfilled for this material. According to [15], the same can be expected for most materials in 
which the ASA is accurate; e.g. systems towards the right bottom of figure (1.4).  
 
In [17] the adiabatic approximation is discussed based on a simple estimation of the hopping 
frequency of the electrons and the motion of the spins. For the electron dynamics one can use 
the result stemming from a study on a linear TB chain. For such a system (not quantified 
further here) the solution to the time-dependent Schrodinger equation shows an expectation 
value for the hopping frequency proportional to the bandwidth ~𝑊/ħ. The timescale on 
which the spins precess is naturally linked to spin wave frequencies. Typically, spin wave 
modes around the whole 1st Brillouin zone are occupied at finite temperature, resulting in 
characteristic spin wave frequencies of the order ~𝑘𝐵𝑇𝐶/ħ , where 𝑘𝐵  represents the 
Boltzmann constant. So based on these simple arguments on can justify the adiabatic 
approximation as well by the relation: 
 
𝑊𝑑 ≫ 𝑘𝐵𝑇𝐶                     (3.6) 
                             
where 𝑑 refers to the 3𝑑-bands. Note (3.6) is more a hand-waving argument, as a rigorous 
validation of the adiabatic approximation cannot be given for magnetic metals.      
3.2.2 An equation of motions for the spins   
Based on the ASA and the adiabatic approximation it will be shown that an EOM can be 
obtained for the MMs. This EOM targets on a description of the directions (unit vectors / 
angles) of the spins for discrete moments in time. In each time-step one has to solve the 
corresponding TB problem. In the following we will present derivations and explanations as 
formulated by V. Heine and co-workers [18] and [19].   
 
The starting point for the EOM is the general commutator relation for the expectation value of 
the spin operator:  
 
 ħ
𝑑
𝑑𝑡
⟨𝝍𝑛|𝝈|𝝍𝑛⟩ = 𝑖⟨𝝍𝑛|[𝐻𝐻𝑢𝑏𝑏𝑎𝑟𝑑 , 𝝈]|𝝍𝑛⟩,    (3.7) 
 
with 𝝈 = [𝜎𝑥 , 𝜎𝑦 , 𝜎𝑧]
𝑇
, a vector containing the Pauli matrices (see equation 2.26). The 
wavefunction we have in mind is of type (2.9). It therefore might strike that (3.7) contains the 
Hubbard Hamiltonian, equation (2.1), and not its TB counterpart defined by formula (2.79). 
An important difference being that the exchange part of the Hubbard Hamiltonian is invariant 
under rotations of the local magnetization whereas the MF TB Hamiltonian does not. As this 
work relies on TB simulations it is clear that we need the latter formulation as well. Here we 
will choose a very simplistic form of our TB Hamiltonian as it suffices for the purpose of this 
dummyword 
 
35 The magnetic field is like the Stoner parameter and the HEIS exchange parameters expressed in terms of energy and it 
enters the developed code as such. The MMs are as a consequence dimensionless. According to equation (2.70) a 
magnetic field of 12.7meV corresponds to 100T for a moment of 2.20𝜇𝐵 (~ the ground state value for BCC Fe).    
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section; e.g. obtaining an EOM for the atomistic spins. Namely, we assume an orthonormal 
basis for a system without SOC, which leaves: 
 
 𝐻 = 𝐻0 ∙ 𝐼 + ∑ 𝑈(𝑛𝑖 − 𝑛𝑖
0) ∙ 𝐼𝑖 −
1
2
∑ 𝜟𝑖
′
𝑖 ∙ 𝝈 ( )     (3.8) 
 
With the identity matrix in the first two terms on the r.h.s. we emphasize that these 
contributions are diagonal in spin. The introduced variable 𝜟𝑖
′ includes both the onsite Stoner 
part as well as a site-dependent external field: 
 
 𝜟𝑖
′ = 𝜟𝑖 + 2𝑩𝑖        (3.9) 
 
This 𝜟𝑖
′ represents a c-number and not an operator in the view of quantum mechanics. 
 
 
Intermezzo: 𝜟𝒋
′ acting as a torque on 𝒎𝒊 in an itinerant system 
An itinerant system described via the TB Hamiltonian (3.7) can be seen as one in which the 
electrons hop from side to side and while doing so experience an atomic dependent potential 
𝜟𝑖
′. Understandably the electrons are affected by this potential around atom i and will 
transport this ‘information’ to neighbouring sides 𝑗 and vice versa. The effect of the potential 
𝜟𝑗
′ on the MM at side 𝑖 shows a complicated dependence on the potential of other atoms 𝜟𝑘
′  
within a wide range around atom i. It therefore cannot be expected that a torque 𝑻𝑖 acting on 
the magnetic moment 𝒎𝑖  due to 𝜟𝑗
′ would be equal to 𝑻𝑗 as a consequence of 𝜟𝑖
′ in a NC 
magnetic environment. The underlying lattice can absorb such couples; similarly as it can 
absorb, for example, momentum of an electron when accelerated by means of an adjusted 
electron mass [19].  The effect of 𝑻𝑖 as a function of 𝜟𝑗
′ on the magnetic properties in a crystal 
structure is studied in chapters 4 and 5 via sophisticated simulations. Nevertheless as a 
plausible (first order) estimate one can expect the 𝑗-th atoms contribution to 𝑻𝑖 in the 
direction of ±𝜟𝑗
′ . For the Fe group of metals one can estimate the range in which these 
exchange splittings at side j affect 𝒎𝑖 , by the range of the Friedel oscillations in these 
materials. In general, these interactions can be long-ranged as follows from the RKKY 
exchange mechanism (not further discussed in this work) [20];  its distance dependence is 
governed as ~cos(𝒌𝐹 ∙ 𝒓)/|𝒓|
3, with 𝒌𝐹 the wavevector at the Fermi level and 𝒓 the position.  
    
 
An EOM for the spins follows from the commutator relation (3.7). To this end the Hubbard 
Hamiltonian, equation (2.1), is rewritten in terms of a TB expression (3.8) plus a correction: 
 
               𝐻𝐻𝑢𝑏𝑏𝑎𝑟𝑑 = 𝐻 −∑ 𝑈(𝑛𝑖 − 𝑛𝑖
0) ∙ 𝐼𝑖 +
1
2
∑ 𝜟𝑖
′
𝑖 ∙ 𝝈 + 𝐻𝐶𝑜𝑢𝑙𝑜𝑚𝑏                                     (3.10)  
 
Suppose a self-consistent36 tight-binding description to a NC magnetic structure is obtained. 
We stress here, a solution with respect to equation (3.8) or (2.79), not to (3.10). Then 
applying the obtained wavefunctions |𝝍𝑛⟩ of this solution to the r.h.s. of equation (3.7) will 
give: 
 
 ⟨𝝍𝑛|[𝐻𝐻𝑢𝑏𝑏𝑎𝑟𝑑 , 𝝈]|𝝍𝑛⟩ = ⟨𝝍𝑛|[𝐻, 𝝈]|𝝍𝑛⟩ − ⟨𝝍𝑛|[∑ 𝑈(𝑛𝑖 − 𝑛𝑖
0) ∙ 𝐼𝑖 , 𝝈]|𝝍𝑛⟩  
                                             +⟨𝝍𝑛| [
1
2
∑ 𝜟𝑖
′
𝑖 ∙ 𝝈,𝝈] |𝝍𝑛⟩ + ⟨𝝍𝑛|[𝐻𝐶𝑜𝑢𝑙𝑜𝑚𝑏, 𝝈]|𝝍𝑛⟩ (3.11) 
 
for which we have used expression (3.10).  
 
 
36 For clarity, self-consistency means that the MMs and charges entering the TB Hamiltonian equal to the output after 
diagonalization (e.g. equations 2.27-2.30). To achieve this, constraint fields are required as will be explained in detail.  
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Before the obvious question will be answered whether a wavefunction |𝝍𝑛⟩, obtained via a TB 
approach, can give any relevant insights when applied to the calculation of an expectation 
value which relies on a Hubbard Hamiltonian, we first focus on the determination of the terms 
on the r.h.s. of equation (3.11). In fact, there is only one nonzero expectation value to be 
considered, namely ⟨𝝍𝑛| [(1 2⁄ ) ∙ ∑ 𝜟𝑖
′
𝑖 ∙ 𝝈, 𝝈]|𝝍𝑛⟩. This is easily explained, as a contribution 
stemming from ⟨𝝍𝑛|[𝐻, 𝝈]|𝝍𝑛⟩ is zero by the argument that |𝝍𝑛⟩ is an eigenstates of 𝐻. The 
second and fourth term on the right hand side will add to zero as the charge neutrality of the 
TB approach and the Coulomb term of the Hubbard commute with the spin operator. The 
contribution of the remaining term is determined by the commutation relations for the spin 
operators: 
 
 [𝜎𝑎 , 𝜎𝑏] = 2𝑖𝜀𝑎𝑏𝑐𝜎𝑐   (𝑎, 𝑏, 𝑐 = 𝑥, 𝑦, 𝑧)  (3.12) 
 
in which 𝜀𝑎𝑏𝑐  represents the well-known Levi-Cevita antisymmetric tensor. A reformulation of 
equation (3.11) based on (3.12) leaves: 
 
 ⟨𝝍𝑛|[𝐻𝐻𝑢𝑏𝑏𝑎𝑟𝑑 , 𝝈]|𝝍𝑛⟩ = 𝑖𝜟𝑖
′ × ⟨𝝍𝑛|𝝈|𝝍𝑛⟩    (3.13) 
 
Considering that 𝒎𝑖 = ⟨𝝍𝑛|𝝈|𝝍𝑛⟩ and substitution of expression (3.13) in equation (3.7) 
results in the following EOM for the expectation value of the spin operator for a system 
without damping: 
 
 
𝑑
𝑑𝑡
𝒎𝑖 = −
1
ħ
𝜟𝑖
′ ×𝒎𝑖 ≡
−1
ℏ
(𝜟𝑖 + 2𝑩𝑖) ×𝒎𝑖 ≈
−2
ℏ
𝒎𝑖 × (−𝑩𝑖)               (3.14) 
 
Note that this expression is per definition the torque 𝑻𝑖 ≡
𝑑
𝑑𝑡
𝒎𝑖. The approximation after the 
last ≈ sign is the consequence of the definition of 𝜟𝒊 as given in equation (3.3) and (2.63) as 𝜟𝒊 
is not necessarily in the direction of 𝒎𝑖 . However it is very close to this direction. When 
achieving self-consistency as outlined in section 3.4, we do this with respect to the total 
moment 𝒎𝑖 . As a consequence the 4s-, 4p- and 3𝑑 components of this MM are not necessarily 
aligned. However, for magnetic transition metals it is well-known that 𝒎𝑖𝑑  and the 
corresponding Stoner parameter (equation 2.64) are at least an order of magnitude larger 
than 𝒎𝑖𝑝 and 𝒎𝑖𝑠. So the effect is small and 𝜟𝒊, 𝒎𝑖  and 𝒎𝑖𝑑  are nearly in equal direction.  
3.2.3 Constraint fields  
Equation (3.14) describes a spin precession around a magnetic field −𝑩𝑖  which was 
introduced in (3.9) as a site-dependent external magnetic field. Here we state that the 𝑩𝑖  
represents the constraint fields, e.g. 𝑩𝑖 = 𝑩𝑖
𝑐 as introduced in the requirement (3.5) visualized 
in figure 3.1b with blue arrows. This can be understood as follows: to reach self-consistency 
for such a NC magnetic state, these fields are required to pin the local magnetization to a 
desired axis. When such fields would be released the system would move in opposite 
direction (hence the minus sign) and thereby choose a path which, in first order, is constant in 
energy. In chapter 3.4 we will discuss the numerical implementation of the constraint fields. 
In the following we nevertheless briefly state its most important properties already.     
 
As stated, the constraint fields need to be determined such, that the MM’s are pinned in 
pregiven directions. Due to the link of these fields to a physical torque 𝑻𝑖 as shown above, it is 
known that 𝑩𝑖
𝑐 = 0 for collinear magnetic states in absence of SOC. For systems out of 
equilibrium 𝑩𝑖
𝑐 is nonzero, as self-consistency in the MM directions becomes impossible 
otherwise. As an extra condition we note that the constraint fields are necessarily applied 
perpendicular to these MM directions (or as an equally valid choice, be applied perpendicular 
to 𝜟𝒊). Besides the convenient cancellation of energy contributions of the kind 𝐸𝑩 = −𝒎𝑖 ∙ 𝑩𝑖
𝑐 , 
it is the only consistent way in which different NC magnetic structures can be compared and 
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treated. The question may arise whether the set of 𝑩𝑖
𝑐-fields is actually unique for a specific 
NC magnetic system. Although the author is not aware of any rigorous proof, it has been 
observed to apply to all systems calculated in this work. The verification is based on 
simulations of 50 strongly NC bulk BCC Fe systems and 200 Co clusters with random oriented 
spins, in which the magnetic structure has been ‘solved’ using two different start conditions. 
These solutions refer to self-consistently obtained charges and MM’s, which for the latter 
means both magnitude and direction, by means of the scheme presented in paragraph 3.4.2.  
3.2.4 Conservation of energy and angular momentum    
Another important characteristic relates to the angular momentum and energy conservation 
of equation (3.14). The full many body problem, but also the Hubbard- and HEIS model have 
these quantities conserved as the magnetization (operator) commutes with their Hamiltonian. 
That means, as long as no relativistic interactions are present like SOC. As the TB Hamiltonian 
lacks this property, there is no strict condition which dictates the conservation of the total 
energy and angular momentum in time when solved by means of the EOM derived above.  
 
We tested this ‘discrepancy’ on an iron system with 54 atoms in the supercell for 1000fs. The 
result is shown in figure 3.3a for the magnetization and in figure 3.3b for the total energy. The 
MM directions at 𝑡 = 0fs where randomly chosen and periodic boundary conditions have been 
imposed (8 𝒌-points). Equation (3.14) was solved for this system using the numerical 
integrator as presented in [21]. The time step is chosen respectively 1fs (black curve) and 2fs 
(red curve), to demonstrate that the effect is due to the MF approximation, equation (2.2) and 
possesses no artefact of the numerical scheme. For visualization purpose, we have down 
sampled the data points on the red curve. These results have been compared to a simulation 
of the same system with a realistic damping of 𝜆 = 0.04 included (see next sub-paragraph for 
an EOM with damping added) [22]. It shows that the effect of any realistic damping takes care 
of the vast majority of angular momentum and energy loss and gain processes, as it should. 
 
 
 
 
Figure 3.3: The degree of angular momentum and energy conservation of a BCC iron system using the equation 
of motion (3.14) within the TB approximation. Simulation data for 1000fs is shown using 54 atoms in the unit 
cell (8 𝒌-points) with random orientation of the magnetic moments at t = 0fs. The calculation is performed 
without (red dots) and with (green dots) the damping part of the equation of motion (𝝀 is respectively 0 and 
0.04) using a time step of 2fs. To verify the correct implementation according to [21] an extra simulation without 
damping is performed using a time step of 1fs (black dots). The temperature fluctuations in all simulations are 
naturally set to zero while the applied Fermi-smearing (equation 2.20) is 10meV. In (a) the difference of the 
total magnetization (per atom) is presented for these curves, whereas in (b) the total energy is given. The SD 
approach seems acceptable as the violation of the conservation of the energy and angular momentum due to the 
mean field approximation (equation 2.2) is significantly smaller than the effect of any realistic damping.      
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3.2.5 A Hubbard Hamiltonian and tight-binding wavefunctions    
Before we add temperature and damping to the SD we first would like to clarify equation (3.7) 
on which the derivation of the EOM is based. The formula may look spurious due to the 
calculation of commutators which involve simultaneously the Hubbard Hamiltonian and the 
wavefunctions of the TB scheme. We remark that, if the TB Hamiltonian would have been 
used from the beginning together with the corresponding wavefunctions then the total torque 
would obviously be zero as only the first term on the r.h.s. of equation (3.11) would be 
present. The same is true when the wavefunctions of the Hubbard model would be used to 
calculate the commutation with the Hubbard Hamiltonian. It is a direct consequence of the 
adiabatic approximation as the aim is to describe a state at an instant point in time which has 
a broken-symmetry.  
 
Suppose one would be capable of describing such a state within the many body Hubbard 
Hamiltonian, then the obtained solution would not be an eigenstate in general but rather a 
superposition of many of such states, which therefore will change in time. So a torque on the 
spin moments, which gives by definition the rotation rate of the magnetic moments per unit of 
time, is intrinsically present within the Hubbard Hamiltonian when it is solved in the time-
dependent Schrodinger equation. This makes the concept of constraint fields obsolete in this 
model. As solutions of the Hubbard model are not feasible from a computational perspective 
and a symmetry broken state at an instant point in time is much more transparently described 
using the site dependent exchange splitting 𝜟𝑖
′, one should rely on the TB model. However for 
the motion in time it can be expected that the phase factors of magnitude exp(−𝑖𝐸𝑖𝑡/ħ), which 
describe the interference between the superposition of the eigenstates with energy 𝐸𝑖 to be of 
importance. These factors therefore depend on the eigenvalues in a delicate matter, which 
shows the necessity to incorporate the full Hubbard Hamiltonian in (3.7). At last we would 
like to mention that the EOM (3.14) can equally well be derived from a study of the total 
energy dependency on infinitesimal MM rotations. For these derivations we would like to 
refer the interested reader to [17].   
3.2.6 Adding temperature and damping to the equation of motion 
In the discussion on figure 3.3 the influence of damping on the presented Fe simulation 
results was mentioned. It is relevant to add a damping, given by 𝜆, to the EOM (3.14) as this 
equation on itself describes the precession of a spin around a field −𝑩𝑖
𝑐 only, but it does not 
allow the spin to align with the field. A common way to take the experimentally observed 
alignment of MM’s with an external field into account was introduced by Landau and Lifshitz 
(LL) [23]: 
      
 
𝑑
𝑑𝑡
𝒆𝑖 = −
𝟐
ℏ
𝒆𝑖 ×𝑩𝑖
eff −
𝟐𝜆
ℏ
𝒆𝑖 × (𝒆𝑖 ×𝑩𝑖
eff)( )    (3.15)  
 
It describes a generalization of the EOM equation (3.14) written in terms of the direction (unit 
vector) of the MM, 𝒆𝑖 . This MM precesses around and aligns to a field 𝑩𝑖
eff determined by the 
following contributions:  
 
𝑩𝑖
eff = −𝑩𝑖
c +𝑩𝑖
s       (3.16) 
 
Here, in addition to the constraint field a stochastic field called 𝑩𝑖
s has been included. This 
field mimics temperature in the system via random numbers, as will be shown below, leaving 
an EOM (3.15) of the Langevin type [24].  
 
The microscopic damping parameter and the stochastic field are both manifestations of the 
interaction of a MM with the same microscopic degrees of freedom (for example conduction 
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electrons, phonons and nuclear spins). In Langevin theory this interaction is modelled as a 
coupling to a thermal bath. The microscopic damping parameter is responsible for the 
transfer of energy and angular momentum between the magnetic system and the thermal 
bath and its magnitude is typically in the order 𝜆 =0.01-0.1. For the stochastic field we rely on 
well-known central limit theorem in which the fluctuations, due to the interaction of the MMs 
with a large number of microscopic degrees of freedom, can be considered as Gaussian. In 
addition they are assumed uncorrelated in space and time: 
 
 〈[𝑩𝑖
s(𝑡)]𝑎〉 = 0 
and 〈[𝑩𝑖
s(𝑡)]𝑎 ∙ [𝑩𝑗
s(𝑡′)]
𝑏
〉 = 2𝐷𝛿𝑖𝑗𝛿𝑎𝑏𝛿(𝑡 − 𝑡′)    (3.17) 
  
in which 𝑎, 𝑏 represent the 𝑥-, 𝑦- and 𝑧-components. The Einstein 𝐷-parameter can be 
obtained from general fluctuation-dissipation theory [25]. With 𝛾 defined as the gyromagnetic 
ratio, one has:   
 
 𝐷 =
𝜆𝑘𝐵𝑇
𝛾|𝒎𝑖|
        (3.18) 
 
Before this section is concluded two remarks are added here. First the dimension of the 
magnetic fields in equation (3.14) and (3.15) is assumed energy [eV] and not [T], whereas the 
MMs are considered dimensionless in our code and the equations. For a conversion we refer 
to footnote 35 on page 59. Second, any external field introduced in the TB scheme via the 
Hamiltonian (2.71) should not be added to equation (3.16). The effect of such a field will be 
contained in 𝑩𝑖
c when the system is solved self-consistently.     
 
To conclude a derivation of an EOM for the spins has been presented for a system simulated 
within the adiabatic- and TB approximation. It shows a Landau-Lifshitz type of equation in 
which the atomic spins precess around an onsite magnetic field. This field is obtained 
simultaneously when solving a NC magnetic system self-consistently. E.g. it is required to 
‘freeze’ the MM directions. Strictly speaking the approach does not conserve energy and 
angular momentum; however, our simulations show that the effect is minor when compared 
to any realistic damping. This damping and temperature have been added via respectively an 
extra term in the EOM pointing towards the field and an uncorrelated stochastic contribution 
to the constraint field. 
 
3.3  The Metropolis Monte Carlo method 
 
In paragraph 3.2 a method was presented from which the motion of spins can be obtained 
within the TB approximation. Temperature and damping effects were added to the resulting 
Landau-Lifshitz equation based on the fluctuation-dissipation theorem. However, for the 
realistic damping parameters mentioned, any state above 𝑇 = 0K is reached slowly and the 
approach can become problematic for temperatures near the critical point. Instead of 
accepting an unphysically large damping constant to approach a magnetic configuration close 
to 𝑇𝐶, it is much more efficient to apply a MC technique. Here such a method is presented 
based on an acceptation criterion as developed by Metropolis et al. [26]. Besides the large 
computational gain in obtaining thermodynamical quantities compared to SD, the method 
lacks a time-dependence.  
3.3.1  Basics of Monte Carlo simulations 
MC methods are widely used in solid-state physics, ranging from studies involving admixtures 
of polymers to the determination of temperature averaged properties of magnets. Their use 
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can be viewed as an efficient way to evaluate multidimensional integrals (or large discrete 
sums) including fluctuations [27]. Such integrals (or summations) can be expected when 
statistical mechanics determine the underlying problem. In other words, when the system is 
described using random numbers to simulate the evolution of a physical quantity rather than 
solving rigorous deterministic equations. This latter is usually only in principle possible due 
to the enormous number of particles and time steps involved whereas the former can actually 
be applied in practice. The drawback is clearly that the processes leading to the fluctuations 
follow naturally as an output in case one would have been able to follow the solutions of the 
Schrodinger equation whereas in the MC method they are obviously an input parameter.  
 
The starting point for the explanation of the MC method will be the basic formula for the 
thermal average of any physical observable 𝐴: 
 
 〈𝐴〉𝑇 = ∑ 𝑝𝑛𝐴𝛼
𝛺
𝛼        (3.19) 
 
In (3.19) 𝐴𝑛 is the value of this observable when the system finds itself in state 𝛼 and 𝑝𝛼 is the 
probability of occupying such state. It is determined by the corresponding energy 𝐸𝛼:  
 
 𝑝𝛼 =
1
𝑍
𝑒𝑥𝑝 (−
𝐸𝛼
𝑘𝐵𝑇
)( )      (3.20) 
          
Here the statistical mechanical partition function  𝑍 = ∑ 𝑒𝑥𝑝(−𝐸𝛼 𝑘𝐵𝑇⁄ )
𝛺
𝛼  has been 
introduced. In this work the desired observables are among other the magnetization, the total 
energy and related the susceptibility and specific heat as a function of temperature. 
Consequently for the thermal average of these quantities the sum in equation (3.19) is taken 
over all magnetic configurations (e.g. the whole phase space 𝛺 of possible states 𝑛). Naturally 
this phase space represents an immense number and becomes infinite in both the 
thermodynamical limit as well as for continuous models37. In such cases expression (3.19) 
should be interpreted as an integral. Here we will neglect practical difficulties of a continuous 
phase space38 and assume a large but discrete number of possible solutions (one can picture 
the well-known Ising model here for the sake of argument).  
 
The equations (3.19) and (3.20) seem to require a consideration of all possible magnetic 
states for a calculation of 〈𝐴〉𝑇 at finite temperature. However, it cannot be expected that for 
example an AFM state will be observed in reality, even at high temperatures (e.g. far above the 
critical point) for a system with FM couplings between the moments. Even stronger when 
studying the occupation of different magnetic states at a given temperature one would 
observe that an extremely small39 part of the phase space actually contributes to the thermal 
averages within a given physical relevant time, whereas the vast majority of states hardly 
adds to these quantities as they will never be occupied [27]. This observation (which applies 
to nearly any physical system) paves the way for MC techniques to focus on these relevant 
states by choosing a path through the phase space near and through this region. 
Thermodynamical properties can be obtained by sampling and averaging the relevant 
parameters along this path.   
 
Any MC method relies on the following two criteria: 
 
(1) The scheme should obey the ergodicity principle which dictates that any 
dummyword 
 
37 Both the TB as well as the classical HEIS simulations described in this work rely on the assumptions that magnetic 
excitations are represented by rotations of the (expectation) value of the magnetic moment on different lattice sites. As 
such rotations are possible for arbitrary angle the number of possibilities is infinite.  
38 A consequence of a continuous phase space is that the entropy given by 𝑆 = 𝑘𝐵ln(Ω) becomes infinite as well, even in 
the ground state. A discussion on a physical meaningful expression for the entropy and related quantities like the 
thermodynamical free energy in such cases can be found in [28]. 
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state in the full phase space has to be accessible. In the case of magnetic 
systems this would mean that, although the probability for a AFM state for a 
system with FM exchange interactions is exponentially small, its occurrence 
should not be forbidden either.  
 
(2) The detailed balance relation should be fulfilled. This relation is defined as:   
 
𝑝𝛼(𝑡)𝑊𝛼𝛽 = 𝑝𝛽(𝑡)𝑊𝛽𝛼    (3.21) 
 
Here the time has been explicitly added to formula (3.20); 𝑝𝛼(𝑡) is the 
probability that the systems find itself in a state denoted as 𝛼 at a point 𝑡 in 
time. This state includes the full set of MM’s and charges. 𝑊𝛼𝛽 is a transition 
rate which assigns the probability to reach state 𝛽 from the initial 𝛼 per 
time unit40. The relation (3.21) which will be derived below on the basis of 
a so-called Markovian master equation, guarantees that thermal averages 
are heading towards their rigorously exact value. That means within the 
model considered and for a sufficiently long and well-chosen path through 
phase space.      
 
Both these main principles will be explained in the following for a study of NC magnetic states 
including error estimates. It should be noted that the mentioned Markovian master equation 
allows for more than one solution. In this work we will focus on the Metropolis scheme [26], 
as it is very well suited for the given problem. Advantages of alternative approaches like the 
Wolff [29] or Swendsen-Wang [30] algorithms, which are reported for the Ising model near 
the transition temperature, are not easily transferred to a classical (continuous) description of 
the spins. 
 
It can be remarked that the first requirement for any MC method as given above is in principle 
fulfilled by the way states are chosen and that the second is obeyed by the Metropolis 
equation which determines whether new states are accepted or rejected. The word in 
principle is used as it does not include the possibility that a range of magnetic configurations 
does not converge as it might occur in electronic structure methods. For constraint TB 
calculations the stability of obtaining self-consistent solutions in non-collinear states is 
subject of study in paragraph 3.4 and chapters 4 and 5. Here we shall assume for the moment 
that the solutions for all spin orientations can be found. In the SD approach as given in the 
previous paragraph, an EOM was derived which determines the MM direction at each point in 
time. In the same spirit new states will be selected in the MC method, namely via a rotation of 
part of the spins in each step. For the classical HEIS model in which f.e. no moment 
elongations are present, this opted procedure will span the full phase space. However, in a TB 
description one can naturally take into account more degrees of freedom, like MM 
elongations. Besides one can constrain charge fluctuations or incorporate changes of the 
coordinates of the nuclei. Such more sophisticated additions to the MC method would lead to a 
drastic increase of the number steps required and is considered outside the scope of this 
thesis.  
3.3.2  The Metropolis algorithm  
Before the selection of new magnetic states is tested for several possibilities of MM rotations, 
first the Metropolis solution to the detailed balance criterion will be outlined. The detailed 
dummy 
39 This can still represent a very large number of states (e.g. possible in the order of the Avrogado number and therefore 
out of reach for computers). Once again, in this work we consider MM rotations under any possible angle which lead to 
an infinite number.    
40 In subparagraph 2.5.3 similar variables have been introduced. Here the meaning is repeated for clarity as the context is 
rather different. 
66                                                 Spin fluctuations 
      
balance requirement, equation (3.21), can be understood when arguing that the sum of 
transition rates 𝑊𝛼𝛽 , from a state 𝛼 to a state 𝛽 equals one within a given time interval. So: 
 
 ∑ 𝑊𝛼𝛽
𝛺
𝛼 = 1       (3.22) 
 
in which the sum must include the initial state 𝛼 as well. The probability that the system finds 
itself in 𝛽 after it was in the state 𝛼 can then be constructed from the introduced transition 
rate and reads:  
 
 𝑝𝛽(𝑡 + 𝜏) = 𝑊𝛼𝛽𝑝𝛼(𝑡)      (3.23) 
 
where 𝜏 represents the MC ‘time’ step. Adding up the transitions which bring the system in the 
state 𝛽 from all other states and subtracting the probability that state finds itself in 𝛽 and 
reaches any other configuration in the phase space within an infinitesimal time interval 
results in a master equation given by: 
 
 
𝑑𝑝𝛽(𝑡)
𝑑𝑡
= ∑ 𝑊𝛼𝛽
𝛺
𝛼 𝑝𝛼(𝑡) − ∑ 𝑊𝛽𝛼𝑝𝛽(𝑡)
𝛺
𝛼     (3.24) 
 
However, it cannot be expected that many systems obey this continuity equation as it assumes 
that no memory is present in it. Nevertheless, it allows the interpretation of a MC scheme as 
the setup of a Markov chain for a specific choice of the transition rate. Such a view creates a 
link of the MC method to the behaviour of a studied physical relevant variable in time. This so-
called dynamical interpretation shows that, although no point in time can be assigned to any 
of the MC steps the time-dependence is inherently still in the problem (and so are the error 
estimates of the calculated averages41). In equilibrium the change of any state 𝛽 is necessarily 
zero so that equation (3.24) leads to the detailed balance requirement. In the Metropolis MC 
method the transition probability is chosen as: 
   
 𝑊𝛼𝛽 = 𝜏0
−1 ∙ exp(−
𝐸𝛼𝛽
𝑘𝐵𝑇
)( )     (3.25) 
 
In this equation 𝐸𝛼𝛽 = 𝐸𝛼 −𝐸𝛽 represents the difference in energy between the states 𝛼 and 𝛽 
while 𝜏0 is the typical timescale in which an attempt is made for the system to access a new 
state. In the calculations this typical timescale is not considered further, i.e. set to one, as our 
interest is in the characteristics of the states 𝛼 and 𝛽 only. The essential point of the entire 
(important sampling) Metropolis MC method is that the probability of a single state as given 
in equation (3.20) is in general unknown because the partition function can be calculated only 
in very simplified models. However, when one compares two states (e.g. divides the 
probabilities 𝑝𝛼(𝑡) and 𝑝𝛽(𝑡)) the necessity of having access to 𝑍, as defined after equation 
(3.20), vanishes. Based on the equations (3.21) and (3.24), this is easily shown for the ansatz 
(3.25).       
 
All in all the Metropolis MC [26] approach can be implemented as follows: 
 
(1) An initial configuration of the spins directions 𝛼 is chosen. Depending on the system 
studied a natural starting point can be an aligned phase (FM or AFM) for low 
temperatures or a set of randomly chosen MM’s above or around 𝑇𝐶.   
 
41 Think for example about critical slowing down processes near the phase transition at 𝑇𝐶 . Usually very protracted 
sequences of MC calculations are required for a reliable magnetization and energy in this temperature region, the length 
of which is dependent on the specific correlation function (equation 3.29) which in general is a function of the finite-size 
of the simulation. As mentioned above, smartly designed algorithms [29],[30] have severely suppressed this critical 
slowing down problem in the Ising model (speed ups of the calculated averages are obtained up to 104 compared to a 
single spin flip selection criterium) however such great performances cannot be expected for the  magnetic problems 
described here [31]. 
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(2) A new NC magnetic state assigned as 𝛽 is picked (see the subsection below for the 
selection procedure) and solved. For the classical HEIS model this simply means a 
recalculation of the total energy based upon deviated inner products of MM 
directions (see equation 2.99), whereas for the TB scheme this involves a self-
consistent solution of equation (2.17), as explained further in paragraph 3.4. For 
both models the parameter of relevance is the energy difference with respect to the 
previous state 𝐸𝛼𝛽.   
 
(3) A random number 𝑟𝑎𝑐𝑐𝑟𝑒𝑗 is picked with equal probability within the interval 
between 0 and 1. If the Metropolis condition:  
 
𝑟𝑎𝑐𝑐𝑟𝑒𝑗 < 𝑒𝑥𝑝(−
𝐸𝛼𝛽
𝑘𝐵𝑇
)      (3.26) 
 
is obeyed then the new state 𝛽 will be accepted. If otherwise, the state will be 
rejected and the old state 𝛼 is counted again for obtaining the averages at the end of 
the simulation. Clearly, if the state 𝛽 is lower in energy than its predecessor then it 
will be accepted (irrespective of the random number) as the exponent exceeds one. 
New states which are higher in energy can be accepted according to equation (3.26) 
as well, depending on the energy difference, the temperature and the value of the 
random number.    
 
(4) Return to point (2) and pick a new state 𝛽′. This scheme is repeated until f.e. the 
averaged magnetization, total energy or any other parameter of interest is 
converged, at the simulated temperature 𝑇.       
3.3.3  Selection procedure of new Monte Carlo states 
MC methods rely on a sampling of states in a relevant part of the phase space. To this end new 
states have to be chosen in each step. As outlined above, a state in this work is described by a 
set of MM directions. Naturally one can make many choices of picking a new set of angles. 
However it has to be mentioned that the TB calculations as given in this work are 
computationally expensive, as will be discussed in the following paragraph. So an adequate 
selected new state is indispensable. In this respect we note that if a random set of MM 
directions is chosen (uncorrelated to the previous state), then the probability of accepting 
such a state in the view of equation (3.26) is extremely small (left aside very high temperature 
simulations). On the other hand, a new state very close to its initial configuration will, despite 
of its high acceptance ratio be inefficient (except for very small temperatures), due to the fact 
that only a very tiny part of the relevant phase space is taken into consideration.        
 
Based on this it seems a natural choice to select one or more new MM directions in a single MC 
step, within a (cone)-angle 𝜗 around its initial direction. The direction of a spin in a previous 
MC state will be denoted by 𝒆𝑖(𝑡). Further we introduce two unit vectors 𝒖𝑖(𝑡) and 𝒗𝑖(𝑡)which 
are both orthogonal to each other and to 𝒆𝑖(𝑡) and two uniformly distributed random 
numbers 𝑟1 within the interval [0,2π] and 𝑟2 bounded by [cos(𝜗),1]. With the auxiliary 
quantities 𝜑𝑟 and 𝜃𝑟  defined as: 
 
 𝜑𝑟 = 𝑟1 
 𝜃𝑟 = arccos(𝑟2)       (3.27) 
 
one can express the MM direction for a new MC step 𝒆𝑖(𝑡 + 𝜏) equally distributed within the 
angle 𝜗 around its previous direction as: 
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𝒆𝑖(𝑡 + 𝜏) = sin(𝜃𝑟) ∙ (cos(𝜑𝑟) ∙ 𝒖𝑖(𝑡) + sin(𝜑𝑟) ∙ 𝒗𝑖(𝑡)) + cos(𝜃𝑟) ∙ 𝒆𝑖(𝑡) (3.28) 
  
For an efficient scheme one chooses 𝜗 such that the acceptance ratio of states is (around) half. 
This value ensures that correlations between MC steps 0 and 𝑡 defined by: 
 
 𝑐𝑖𝑗(𝑡) = 〈𝒆𝑖(0) ∙ 𝒆𝑗(𝑡)〉           (3.29) 
 
vanish most quickly. As mentioned, when performing MC simulations one aims for a 
description of thermodynamical quantities like for example the total magnetization or 
systems energy as a function of temperature. The statistical error on these averaged 
quantities due to a necessarily finite sampling is in general not a (direct) function of the 
number of MC steps taken into consideration. Instead it is determined by the number of such 
steps which are uncorrelated to each other [27], [31].  
 
In order to find a suitable selection method of picking new MC states it is therefore best to 
examine the performance based on function (3.29). In figure 3.4 we studied the onsite 
(de)correlation 𝑐𝑖𝑖  of several possibilities of MM rotations based on a classical HEIS simulation 
of BCC Fe at 700K with 128 spins in the supercell. Although this supercell size is rather small, 
certainly for a computationally easy to handle model like the classical HEIS one, it is relevant 
for the TB simulations of bulk Fe in chapter 5. The 𝐽𝑖𝑗 coupling parameters used in the 
simulation are obtained in this chapter and are taken into account up to 2 lattice units (half 
the supercell dimension). The results in the figure rely on a simulation of 400.000 MC steps.  
 
The four red curves in figure 3.4a represent MC step in which respectively 10%, 20%, 30% 
and 60% of randomly picked MM’s in the lattice is rotated according to equation (3.28). In 
figure 3.4b such a rotation is schematically drawn for a 2D supercell with 36 moments in 
which 7 spins (≈20%) are given a new direction within a cone-angle 𝜗 (dotted line). This 
angle has naturally to decrease with an increasing number of rotated moments to ensure a 
reasonable ratio between accepted and rejected states. For all curves presented in figure 
3.4, 𝜗 is chosen such that the percentage of accepted states is 50 ± 1%. The three green curves 
show the correlation as a function of the number of MC steps in which the randomly selected 
spins are all rotated by the same angle (again randomly picked within a cone-angle). The data 
given by black and blue points follows from the possibility of a rotation of a cluster of 
neighbouring spins. These clusters are randomly selected in each MC step and contain 8% of 
the MM’s in the system. In the two lines given in black the spins of respectively one (crosses) 
and three (triangles) clusters are redirected each step randomly whereas the two lines in blue 
rotate such MM’s under the same angle within a given cone. A schematic view of the latter is 
presented in figure 3.4c.   
 
In contrast to common practise in literature, the number of MC steps in figure 3.4a is not 
defined as a full loop over the lattice but it rather represents a rotation of the above explained 
selection of spins. The reasoning for this choice stems from the aim of the figure: to obtain a 
MM rotation choice which is most efficient with respect to the required computational effort. 
In this context it is important to mention that a small rotation of a single MM in a magnetic 
transition metal (even in Fe) is sufficient to cause a significant deviation to the set of charges 
and MM’s (see appendix C). The word significant does not necessarily mean large here as it 
can be small. However, the number of iterations needed to obtain self-consistency in this 
subsequent state is observed to be only lower by a factor 2 at maximum, when compared to 
two magnetic states with large spin direction deviations. Therefore, we argue that the data 
presentation as given in figure 3.4 is better related to the time required for the simulation.  
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Figure 3.4: In (a) the (onsite) correlation function for a spin, at any site 𝒊, is calculated by means of classical HEIS 
model based MC simulations of a BCC iron system at 700K (128 spins in the supercell). The variety of lines 
represents different realisations of spin rotations within each step; (b) and (c) are two examples of such 
realisations. The acceptance of MC states is 50 ± 1% for all calculations. In (d) the correlation is determined for 
different temperatures of iron when applying the most efficient scheme as follows from (a). Note: a MC steps 
does not represent a full lattice sweep but is defined as a rotation of part of the spins as indicated by the leg end 
of the figure. 
 
 
Based on the simulation results shown in figure 3.4a and the arguments made above it can be 
concluded that a rotation of 20% of randomly picked MM’s in the lattice within a cone-angle is 
among the most efficient choices out of the given possibilities. It is expected that a TB scheme 
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for the studied Fe system would show similar characteristics with respect to the onsite 
correlation and therefore this choice is applied in the simulations of chapter 4 and 5. This 
optimum value of 20% can be understood as the optimum in these type of simulations is often 
close to the percolation threshold42, which for a BCC structure is 24.3% [32].  
 
In figure 3.4d the correlation of the same HEIS modelling to the 128 iron atom supercell is 
shown for simulations with different temperatures using the selected procedure of rotating 
20% of the MM’s in a single step. For temperatures safely below the critical point, correlations 
remain in the system irrespective of the number of MC steps. The slower decorrelation for 
lower temperatures can on the one hand be explained by a lower chosen 𝜗 in equations 
(3.27)-(3.28). On the other hand, it can be remarked that decorrelation shows typically slow 
and from a functional point of view complicated decay when reaching the limit 𝑐𝑖𝑗(𝑡 → ∞) as 
is seen for 𝑇 =100K. On the contrary, the values of 𝑐𝑖𝑗(𝑡) near 𝑡 ≅ 0 fall off quickly and are 
very well described by a single exponential function [32]. 
 
Before this section is ended we want to add three additional statements. First it is emphasized 
that the correlation function (3.29) clearly relates to the MM (directions). Naturally one can 
equally well define an equivalent function for the systems energy, for example as: 
 
 ?̃?(𝑡) = 1 −
〈𝐸(0)∙𝐸(𝑡)〉
〈𝐸(0)∙𝐸(∞)〉
           (3.30) 
 
Note this expression has the same limits at 𝑡 ≅ 0 and 𝑡 → ∞ as (3.29) for simulations at 
temperatures above the transition point. However, the exponent describing the decorrelation 
is not necessarily equal to (3.29). In fact, the energy typically decorrelates much faster than 
the MM directions. As a consequence, it may happen that the statistics for energy related 
quantities are converged whereas magnetism might require more simulations. 
 
Second, we have rotated the unit vectors 𝒆𝑖(𝑡) for the calculations in figure 3.4 and chapter 5 
such that their sum is in the 𝑧-direction. This is achieved by a rotation of all the spin by an 
equal angle after the MM angles are determined by equation (3.29). Note that the aim is to 
resemble a bulk structure for which the total magnetization direction is stable. However, as 
simulations naturally rely on a finite-sized supercell, direction changes will be present if not 
corrected for. In this respect we can mention that the total magnetization in the calculations 
will rotate around its own 𝑧 -axis between different MC steps, whereas in the 
thermodynamical limit (infinite system) this is not occurring. However, this discrepancy 
cannot be accounted for within our model. 
 
Third, the parameters of interest have not been explicitly written down so far. Naturally the 
averaged magnetization per atom and the energy are essential. With 𝑁𝑀𝐶 as the number of 
performed MC steps and 𝑁𝑎𝑡𝑜𝑚 as the number of atoms in the system one has:   
 
〈𝑴〉 =
1
𝑁𝑀𝐶∙𝑁𝑎𝑡𝑜𝑚
∙ ∑ (∑ 𝒎𝑖
𝑁𝑎𝑡𝑜𝑚
𝑖=1 )𝛼
𝑁𝑀𝐶
𝛼=1        (3.31) 
〈𝐸〉 =
1
𝑁𝑀𝐶
∙ ∑ 𝐸𝛼
𝑁𝑀𝐶
𝛼=1         (3.32) 
 
The 𝛼 subscript in equation (3.31) indicates the vector sum over the spins for a simulated 
magnetic state 𝛼. The magnetic susceptibility 𝜒𝑇 and specific heat 𝐶𝑉 at temperature 𝑇 follow 
from the fluctuations on these variables, as explained in [27]:  
  
 
 
 
 
42 We will not discuss the relevance of the percolation threshold in this context but rather refer to [32].  
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 𝜒𝑇 = |
1
𝑘𝐵𝑇
∙ (〈𝑴2〉 − 〈𝑴〉2)|       (3.33) 
𝐶𝑉 =
1
𝑘𝐵𝑇
2
∙ (〈𝐸2〉 − 〈𝐸〉2) ( )     (3.34) 
 
Due to the quadratic dependence typically enlarged simulations are required for sufficient 
statistics.  
 
 
In this section a MC approach has been discussed based on the Metropolis algorithm. The 
scheme targets at an efficient way to obtain temperature averaged properties of non-collinear 
magnetic systems. In the spirit of adiabatic SD we limit the phase space by considering that all 
the relevant states follow naturally from a set of pregiven magnetic moment directions only. 
The essential characteristic of any MC method is that (the energy of) states are compared to 
each other. To this end new states have to be selected. We performed a study on the efficiency 
of several of such possibilities. As it turned out a rotation of 20% of the MM’s in each MC step 
within a cone-angle around the original direction was found most accurate. The size of the 
cone-angle is chosen, depending on the temperature simulated, such that the acceptance rate 
of considered states is around 50%.  
 
3.4  Numerical implementation  
 
The TB calculations of non-collinear magnetic systems as performed and explained in this 
work are essentially limited by the computer resources available. In this section we will 
therefore focus on the TB electronic structure scheme coordinated with SD and MC from a 
numerical perspective. To this end, first the time and length scales of the simulations will be 
discussed and in addition the performance of a parallel solution to the TB problem is tested. 
This latter part targets the necessary matrix diagonalization, matrix multiplication and setup 
of the (Hamiltonian) matrix as is needed in each iteration. Finally, we propose and test a 
stable and reasonably efficient scheme to obtain self-consistent MM’s and charges in a non-
collinear magnetic system. This is important as several well-known methods intended to 
speed up the convergence were found unstable for the non-collinear magnetic systems of 
interest.  
3.4.1 Computer resources and simulation length 
Calculations disclosed in this work have been performed on several machines. In order of 
importance we name the HPC partition at the RWTH in Aachen, the iff003.kfa-juelich.de 
cluster node at the Forschungszentrum Jülich and SUPERMUC at the LRZ in Garching. The 
amount of computational time available for this work was around 3.5 x 106 processor hours43 
which determines the boundary to our calculations. The efficient (Fortran77) code which has 
been developed contains several numerical schemes. Some of them have been already 
mentioned and used above. One simple example is the Newton-Raphson method to obtain the 
Fermi energy out of a set of eigenstates (see equation 2.20). The computational effort needed 
for this calculation scales linearly with the system size and therefore its contribution cannot 
play a role compared to other parts in the code which scale cubically with the number of 
atoms in the supercell. Here we will focus naturally only on the computationally demanding 
and important parts which in the end determine the system size or (may) affect the results. 
 
 
 
 
43 This is the computational equivalent to running a single job on 400 processors for a year. 
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3.4.1.1 Number of required steps in Monte Carlo and spin dynamics   
Both the SD as well as the MC method as described in the previous two paragraphs rely on a 
set of unit vectors, respectively given by equations (3.15) and (3.28) for the direction of the 
spin at each site for all simulations steps. Here we want to focus on the required number of 
these steps. For MC based calculations this number heavily involves the model results as show 
in figure 3.4, the system (size) and the parameter of interest, e.g. equations (3.31)-(3.34). This 
latter dependency was already discussed in section (3.3.3). Here we want to add the influence 
of the system size to the given arguments. Clearly, by increasing the number of atoms in the 
simulated supercell, quantities as the magnetization and total energy are improved due to 
improved spatial averaging. As the uncertainty in these variables is typically expressed as a 
standard deviation, one expects a factor √2 improvement when calculating a system with 2 
times as many atoms44. As figure 3.4 shows, one needs 100-200 MC steps (equivalent to 20-40 
lattice sweeps) to reach a sufficiently uncorrelated state. This is important as the mentioned 
uncertainties in 〈𝐸〉 and 〈𝑴〉 are a function of the number of uncorrelated states and not of 
𝑁𝑀𝐶 (directly). In practise the number of MC simulations has to be increased till a smooth 
behaviour with respect to temperature is achieved for the parameter of interest. Based on this 
we estimate that the simulations in chapters 4 and 5 roughly require 103 - 105 lattice sweeps.  
 
In the case of SD simulations, the length of the calculation is essentially dependent on the time 
step picked for the discrete solver of EOM (3.15). We do not want to discuss the applied 
algorithm [21] but rather focus on a characteristic time scale of the magnetic structure. 
Hereby one can think of a single MM rotated by 90 degrees with respect to a host of FM 
aligned spins (in 𝑧-direction). Such a situation yields practically a maximum torque on the 
atom with rotated MM. Viewed within the HEIS model, the field experienced on this site 
follows from equation (3.4):   
 
 𝑩𝑖
eff = ∑ 𝐽𝑖𝑗𝒆𝑧𝑗≠𝑖         (single site rotated in FM background) (3.35) 
 
𝑩𝑖
eff represents in this situation the HEIS model equivalent to equation (3.16) for a system at 
𝑇 =i0K. Note the torque 𝑻𝑖 on site 𝑖 equals the field 𝑩𝑖
eff in this system. Due to the extended 
torque the spin will, in first order, start rotating around the FM 𝑧-direction (if no damping is 
present). The angular precession frequency 𝝎 of this motion is determined by: 
 
  𝝎𝑖 = 𝛾 ∙ (𝑩𝑖
eff |𝒎𝑖|⁄ )      (3.36) 
 
Here the length of the moment entering the equation as 𝑩𝑖
eff  is expressed in terms of energy. 
Further we have introduced 𝛾 as the gyromagnetic ratio, which is defined as: 
  
   𝛾 =
𝑔𝜇𝐵
ℏ
        (3.37) 
 
with 𝑔 is a factor taking the nature of electrons into account. For MMs stemming from spin 
only, one has 𝑔 = 2. The angular precession frequency of equation (3.36) is naturally in line 
with the EOM (3.15) and it corresponds to a characteristic precession time scale: 𝑡𝑖
𝑝𝑟
= 2𝜋 |𝝎𝒊|⁄ .  
Based on the HEIS exchange coupling parameters as presented in chapter 5 and appendix E, 
dummyword 
 
44 We have bulk simulations in mind here as for non-periodic clusters systems the number of atoms is logically fixed. The 
mentioned factor √2 improvement applies equally well to a doubling in 𝑁𝑀𝐶  for the parameters given in equations (3.31) 
and (3.32). However for an accuracy gain in the susceptibility and specific heat, respectively determined by formula’s 
(3.33) and (3.34), it is more efficient to increase 𝑁𝑀𝐶  rather than the system size as explained in [27]. We would like to 
note that the given arguments suit better for a HEIS model, the energy calculation of which relies on equation (2.99). 
Namely the computational effort required solving model scales linearly with the system size. The load for our TB scheme 
is much larger and has a quadratic dependency on 𝑁𝑎𝑡𝑜𝑚 at best. E.g. possibilities for increasing the number of atoms are 
severely limited in this approach (as explained further in this section).  
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one obtains 𝑡𝑖
𝑝𝑟
= 45.1fs and 𝑡𝑖
𝑝𝑟
= 7.6fs for respectively BCC Fe and HCP Co if one spin is rotated 
by 90° in a collinear background.  
 
The time step applied to integrate equation (3.15) should be safely below this precession 
time. A value of 𝜏 =2fs as applied for figure 3.3 and in SD simulations as presented in the 
following chapters, represent a stable choice. Along with the good agreement to a calculation 
with 𝜏 =1fs as shown in the figure, this statement as well confirms with tests as shown in the 
reference of the applied EOM solver [21] and by the author in [33]. In a simulation of realistic 
magnetization disorder one will find values of 𝑩𝑖
eff which will be significantly smaller, even at 
high temperatures, than the extreme case of one canted moment. Estimating a realistic 
number of required simulations depends critically on the physical parameter of interest. 
Nevertheless, it is in practically all situations expected that a trajectory must include at least a 
few tens or hunderds of the above mentioned precession periods, leaving a (wide) range of 
103 - 105 steps. Finally, we would like to note that both the MC as well as the SD approach rely 
on (pseudo-) random numbers to incorporate temperature effects (see equations 3.17 and 
3.28). To obtain these numbers a Mersenne twister method has been employed [34].        
 
To avoid a too lengthy discussion here, we have moved the test of the MC and SD 
implementation on a 2-atom cluster (based on TB as well as HEIS modelling) to appendix D. In 
the following we will continue by focussing on the numerical aspects involved in solving the 
equations within the TB framework. 
3.4.1.3 Numerical solution to a single iteration    
In each MC or SD step respectively one and two45 non-collinear magnetic states have to be 
described self-consistently within the TB method. To achieve this, a number of iterations has 
to be performed to make sure that the moments and charges included in the Hamiltonian, 
equations (2.60) and (2.69), equal to the outcome, equation (2.27)-(2.30), after the 
diagonalization. The path to self-consistency in the complex structure of NC MM in transition 
metals is the content of the following subsection, here we will discuss the computations 
within a single iteration. According to equation (2.17), the computational problem in such a 
step consists of 𝑁𝒌 generalized eigenvalue equations: 
 
              𝐻𝒌𝒄𝒌𝑛 = 𝜀𝒌𝑛𝑆𝒌𝒄𝒌𝑛       (3.38) 
 
The matrices 𝐻𝒌 and 𝑆𝒌 of size [𝑁𝐻 ×𝑁𝐻] are Hermitian so only the upper half of the terms 
needs to be stored. The memory required for these matrices for supercells containing 2x2x2, 
4x4x4 and 6x6x6 unit cells of 2 atoms (like in BCC Fe) is respectively 0.664MB, 42.4MB and 
484MB. The sparsity of the matrices is 81.8%, 78.8% and 78.5%. This is still significantly 
below the level (~99%) from which simulation speedup can be obtained by employing sparse 
matrix methods [35]. In addition it can be remarked that eigenstates with energies 
significantly above 𝜀𝐹  hardly contribute to the atomic charges and MM’s, equations (2.27) - 
(2.30), as a consequence of the involved Fermi function (2.20). So as the TB scheme is based 
upon an18 orbitals per atom basis and Fe and Co have respectively 8 and 9 valence electrons, 
roughly only half of the states need actually to be calculated. We choose (safely) to obtain 70% 
of the set of eigenvectors stemming from equation (3.38) for each 𝒌-point. 
 
Based on the characteristics of the computational problem our code allows for parallel 
calculations on three levels: 
 
 
 
 
45 The Landau-Lifshitz solver applied is based on a predictor-corrector approach and hence requires the solution of two 
magnetic states       
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(1) As the SD and MC approaches build on random numbers, a straightforward 
parallelization follows from a simultaneous modelling of systems based on 
different random number sequences. 
 
(2) Each 𝒌-point introduces an independent, equally sized mathematical problem, 
described by expression (3.38). This clearly opens a possibility to divide the 
available cores and solve the eigenvalue equations separately.   
 
(3) If the number of processors exceeds the number of 𝒌-points then (single) matrix 
diagonalizations can be fruitfully performed in parallel as well. In this work we 
solve these matrix relations on multiple cores based on highly efficient ELPA1 
algorithms [36]. Furthermore, as equation (2.25) indicates, the expectation 
values of physical operators require a set of vectors given by 𝑆𝒌𝒄𝒌𝑛 as well. 
Obtaining this set46 comes down to solving a matrix-matrix multiplication which 
along with the diagonalization scales cubically with the system size. The 
implementation [37] has been based on the parallel routine PZHEGVX of the 
SCALAPACK package [38].     
 
Whereas parallelization possibility (1) and (2) have 100% efficiency, this cannot be expected 
for the parallel matrix diagonalization and multiplication. Namely significant and unavoidable 
communication between the cores will limit the speedup, defined as the reduction factor in 
computational time when calculating on multiple CPUs (compared to a simulation based on 
less CPUs). 
 
In figure 3.5 the performance of the code is plotted for a FM Fe system modelled via a 
supercell containing respectively (a) 2x2x2, (b) 3x3x3, (c) 4x4x4, (d) 5x5x5, (e) 6x6x6 and (f) 
7x7x7 supercells of 2 atoms. According to equation (2.18), the matrix sizes are in the range (a) 
[288x288] and (f) [12348x12348]. Results presented are based on a solution to problem 
(3.38) with 𝒌 = 0 and in which 70% of the eigenvectors are calculated. In the figure the time 
consumption is shown for the matrix diagonalization (green curve), the matrix-matrix 
multiplication (red curve) and ‘all the rest’ needed in a single iteration (blue curve). Most 
importantly, this blue curve includes the calculation of the MMs and charges and the update of 
the Hamiltonian contributions 𝐻𝑛 , 𝐻𝑚 and 𝐻𝐵 . The scaling of these terms is at worse 
quadratic with respect to the system size and the implementation is partially serial.  
 
In the figure also the speedup (black curve) has been presented and it is naturally compared 
to the lowest number of cores for which different Fe systems have been solved. Besides the 
results in (a), all curves are based on the comparison of 4 parallel simulations in which the 
number of cores steadily increases by a factor of 2. So for these calculations an ideal speedup 
(dashed black line) of 8 on the right side of the graphs is aimed at. Although this level of 
performance is not met for any of the lines, one can clearly observe that the parallelization 
efficiency increases with lower number of cores and larger matrices, as expected. Based on 
the scaling of the calculation parts included in the blue curve it logically follows that its 
significance on the time consumption shrinks with larger matrix size. Finally, we note that for 
a small system containing only 16 atoms figure 3.5 reveals that a calculation on one processor 
is actually the fastest. 
 
3.4.2  Achieving self-consistency 
In the previous section the word solution implied the gathering of eigenvalues and 
eigenvectors stemming from equation (3.38). However, a description of a NC magnetic state 
also requires self-consistency with respect to the charges and MMs (e.g. both magnitude and 
direction). The way this is achieved will be outlined here. 
          3.4 Numerical Implementation                    75
                                                        
  
Figure 3.5: The time consumption of our code for the system sizes of respectively (a) 54 atoms, (b) 128 atoms, (c) 
250 atoms, (d) 432 atoms and (e) 686 atoms for a different number of cores on the HPC Partition at the RWTH 
Aachen University. The corresponding matrix sizes are 18 times the number of these atoms. The calculation 
mainly consists of a matrix diagonalization to obtain the wavefunctions ψ for a single k-point as given in 
equation (1) and the calculation of matrix-matrix multiplication S x ψ (red curve). The sum of both is 
represented by the yellow curve. The setup of the Hamiltonian in each iteration step scales with N 2 and becomes 
negligible for the larger system sizes (blue curve).  The thick black curve represents the speedup of the code as a 
function of the numbers of cores. This speedup is expressed compared to the time (yellow + blue curve) of the 
lowest number of cores which is set to 1 (see the scale on the right side of each graph). The dashed line 
represents the ideal speedup (perfect parallelization).  
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3.4.2.1 Reaching self-consistency via linear mixing     
Obtaining the correct angles of the MMs is simple, for a robust system like BCC Fe, as these 
variables are known. E.g. they are dictated within the SD and MC methods via equations (3.15) 
and (3.28), respectively. Self-consistency in these angles is achieved via a mixing of the 
constraint field as explained in the following. Hereby we will add an extra index 𝑢 to the 
parameters in the equations indicating the iteration step. For clarity, all foregoing equations 
relied on converged parameters, e.g. 𝑢 = conv. So, the update of the constraint field can be 
written in the following form:  
 
 𝑩𝑖,𝑢+1
𝑐 = 𝑩𝑖,𝑢
𝑐 +𝐵𝑖,𝑢
mix ∙ 𝒆𝑖,𝑢
mix      (3.39) 
 
Hereby we have introduced 𝐵𝑖,𝑢
mix as the magnitude of the addition to the constraint field in the 
previous iteration 𝑩𝑖,𝑢
𝑐  and 𝒆𝑖,𝑢
mix as the corresponding direction. According to the requirement 
stated in paragraph 3.2, the constraint field needs to be applied perpendicular to the MM 
direction. As the aim is to pin a MM along the 𝒆𝑖 ≡ 𝒆𝑖,conv direction we choose 𝒆𝑖,𝑢
mix towards 𝒆𝑖  
in the following way: 
 
 𝒆𝑖,𝑢
mix =
(𝒆𝑖,𝑢×𝒆𝑖,conv)×𝒆𝑖,conv
|(𝒆𝑖,𝑢×𝒆𝑖,conv)×𝒆𝑖,conv|
      (3.40) 
 
The magnitude of the contributions are chosen most logically larger when there is more offset 
between the MM direction in iteration step 𝑢; 𝒆𝑖,𝑢 and 𝒆𝑖,conv. This has been taken into account 
in the form given by:   
 
 𝐵𝑖,𝑢
mix = 𝜍𝐵|𝜟𝑖,𝑢| ∙ |𝒆𝑖,𝑢 − 𝒆𝑖,conv|     (3.41) 
 
Here we have incorporated the exchange splitting of equation (3.3). The length |𝜟𝑖,𝑢| in 
iteration step 𝑢 will be discussed in the following. In addition, a mixing parameter for the 
angles has been introduced 𝜍𝐵 . Based on many simulations it was obtained that 𝜍𝐵 =0.9 
represents a good choice. The constraint field in the first iteration step is best chosen 𝑩𝑖,1
𝑐 = 𝟎.  
 
In addition to the direction also a converged charge and self-consistent length of the magnetic 
moment needs to be obtained. To this end the charge, like the constraint field, is mixed in each 
step in a linear way. If we define 𝑛𝑖,𝑢
in  as the charge input in 𝐻𝑛 (equation 2.61) and 𝑛𝑖,𝑢
out as the 
resulting output stemming from (2.27) for iteration 𝑢, then 𝑛𝑖,𝑢+1
in  as input for the following 
step is expressed as:   
 
   𝑛𝑖,𝑢+1
in = (1− 𝜍𝑛)𝑛𝑖,𝑢
in + 𝜍𝑛𝑛𝑖,𝑢
out     (3.42) 
 
Here 𝜍𝑛 determines a mixing parameter for the charge. If the length of the individual spins is 
adjusted simultaneously in each step then the scheme becomes instable for nearly any NC 
magnetic configuration. Therefore, we mix the length of the MM’s after 2 steps in which only 
the charge and constraint fields have been adjusted;  
 
   |𝒎𝑖,𝑢+1
in | = (1− 𝜍𝑚)|𝒎𝑖,𝑢
in | + 𝜍𝑚|𝒎𝑖,𝑢
out|    (3.43) 
 
 
In equivalence to equation (3.42) we have introduced MM in- and outputs, respectively 𝒎𝑖,𝑢
in  
and 𝒎𝑖,𝑢
out and a corresponding mixing parameter 𝜍𝑚 . Note it is the set of  exchange fields 𝜟𝑖𝜇,𝑢 
dummyword 
 
46 The eigenvectors 𝒄𝒌𝑛 are standard output of the diagonalization routine; the set of vectors 𝑆𝒌𝒄𝒌𝑛 are not. 
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which defines the input to the magnetic part of the Hamiltonian equation (2.69) and not 𝒎𝑖,𝑢
in . 
However the former can be obtained from the latter according to relations (2.63)-(2.64)47. 
The exchange fields for the first iteration 𝜟𝑖𝜇,1 are in our calculations, based on the converged 
MM in a previous SD or MC step. At last we would like to comment on the charge and MM 
mixing parameters. From tests on a NC magnetic BCC Fe system it was observed that 𝜍𝑚 =
𝜍𝑛 = 0.07 is close to an optimum in terms of a guaranteed stability and speed of the 
convergence.  
3.4.2.2 Magnetic moment mixing based on linear regression     
The performance of the above mentioned mixing scheme is nevertheless still very poor as a 
sufficient convergence of a magnetic system easily exceeds 1000 iterations. In this respect one 
can think of replacing equation (3.43) by standard speedup techniques like Broyden mixing 
[39] or generalized Anderson mixing [40]. However, significant stability problems have been 
experienced by the author when applying these methods. On the other hand one might accept 
a slow convergence based on equation (3.43) if the non-collinear magnetic configuration in 
the subsequent time or MC step can be obtained efficiently by means of the obtained 
parameters and perturbation theory. In appendix C we present such study based on the Dyson 
equation. Unfortunately the aimed goal has not been achieved as the resulting series 
expansion requires too many terms to be considered.  
 
Significant convergence acceleration could be obtained (surprisingly) easy. It follows from the 
plots as given in figure 3.6. In figure 3.6a a convergence towards a solution of a NC magnetic 
BCC Fe system is plotted for 150 iterations of 4 MMs (represented by different colours). On 
the x-axis of this graph one has |𝒎𝑖,𝑢out| whereas the y-axis is determined by ||𝒎𝑖,𝑢in | − |𝒎𝑖,𝑢out||, e.g. a 
dimensionless number in the code which approaches zero when heading towards self-
consistency. The magnitude of the MM’s for the first iteration is chosen as the value obtained 
(self-consistently) from a previously solved MC step.  
 
Not all MM’s show a decrease in the self-consistency variable ||𝒎𝑖,𝑢in | − |𝒎𝑖,𝑢out|| in each of the first 
steps (the green curve represents an example of this). Nearly all of them, however, do after a 
few linear mixing steps of the MM length (3.43) and correspondingly three times as many 
iterations which guarantee spins alignment and charge adjustments according to (3.39) and 
(3.42), respectively. In the right upper corner of the figure a zoom-in is presented for the MM 
trajectory presented in blue. The numbers given show the quick convergence of the angle (in 
degrees) between the obtained moment and 𝒆𝑖,conv. Subsequent to the initial steps, the 
iterations obtained after each linear MM mixing accompanied with two iterations to converge 
the angle are highlighted in the inset via thick brown circles. These points in the parameter 
space |𝒎𝑖,𝑢out| versus ||𝒎𝑖,𝑢in | − |𝒎𝑖,𝑢out|| allow for a linear regression as shown in the figure. The line 
drawn is simply of the type: 
 
||𝒎𝑖,𝑢
in | − |𝒎𝑖,𝑢
out|| = 𝑎|𝒎𝑖,𝑢
out| + 𝑏     (3.44) 
 
Where 𝑎 represent the (negative) slope and 𝑏 is the value of ||𝒎𝑖,𝑢in | − |𝒎𝑖,𝑢out|| at |𝒎𝑖,𝑢out| = 0. We are 
naturally seeking for the crossing point at which ||𝒎𝑖,𝑢in | − |𝒎𝑖,𝑢out|| = 0 as this would point towards 
self-consistency. That is, if the system would be well described by a linear relation like (3.44).  
 
 
 
47 The self-consistency for this part is based on the total moment 𝒎𝑖,𝑢 however 𝐻𝑚  requires 𝜟𝑖𝑑,𝑢 for which the length of 
the components |𝒎𝑖𝑠,𝑢|, |𝒎𝑖𝑝,𝑢| and |𝒎𝑖𝑑,𝑢| need to be known (see equation 2.64). Note the MM input is along 𝒆𝑖,conv as 
any offset of the 𝒎𝑖,𝑢
out direction is handled via the constraint field (3.39). To obtain the input 𝜟𝑖𝜇,𝑢+1 in a subsequent 
simulation step we therefore project the 𝑠-, 𝑝- and 𝑑-contributions of  𝒎𝑖,𝑢
in  and 𝒎𝑖,𝑢
out on 𝒆𝑖,conv and apply the mixing 
(3.43) to it. 
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Figure 3.6: The convergence of the atomic magnetic moments (a) and charges (b) towards their self-consistent 
TB solutions. Data is picked from a BCC iron system in which the spins point randomly. This data presented here 
includes four atoms, indicated with different colours. The x-axis in the graphs represents respectively the 
calculated size of the magnetic moment (a) and the atomic charge (b) within an iteration step. The y-axis is 
defined as the absolute difference between the magnitude of these variables as they enter the Hamiltonian and 
their size after the diagonalization of it. As a consequence the lines as given in the figure head to 0 as it 
represents self-consistency. The approach chosen to reach this goal for the charges is by means of simple linear 
mixing as the convergence is quick and stable. For a magnetic moment a converged solution naturally involves 
both its magnitude and its (pregiven) direction. To achieve the correct moment direction a magnetic field is 
adjusted in every step. After three of such steps the convergence of the angle (as given in the inset of figure a in 
degrees) is significantly improved and the length is mixed using a linear mixing procedure. To speed up the 
convergence a linear regression is taken through three data points as indicated in the figure.  
 
 
For the MM lengths of the following iteration step we therefore try:   
 
|𝒎𝑖,𝑢+1
in | = (1 − 𝜍regr) ∙ |𝒎𝑖,𝑢
in |+𝜍regr ∙
𝑔𝑥𝑔𝑥𝑦−𝑔𝑥𝑥𝑔𝑦
𝑔𝛴𝑔𝑥𝑦−𝑔𝑥𝑔𝑦
   (3.45) 
  
The second term on the right represent the crossing point above mentioned, its contribution 
to the subsequent chosen step is regulated via a mixing parameter 𝜍regr. The introduced 
numbers in expression (3.45) are determined by:    
 
 𝑔𝑥 = ∑ 𝑤𝑖,𝑗|𝒎𝑖,𝑢−𝑗𝑁lin
out |
𝑁regr−1
𝑗=0
,     𝑔𝑦 = ∑ 𝑤𝑖,𝑗 ||𝒎𝑖,𝑢−𝑗𝑁lin
in | − |𝒎𝑖,𝑢−𝑗𝑁lin
out ||
𝑁regr−1
𝑗=0
 
 𝑔𝑥𝑥 = ∑ 𝑤𝑖,𝑗|𝒎𝑖,𝑢−𝑗𝑁lin
out |
2𝑁regr−1
𝑗=0
,  𝑔𝛴 = ∑ 𝑤𝑖,𝑗|𝒎𝑖,𝑢−𝑗𝑁lin
out |
2𝑁regr−1
𝑗=0
 & 
𝑔𝑥𝑦 = ∑ 𝑤𝑖,𝑗|𝒎𝑖,𝑢−𝑗𝑁lin
out | ∙ ||𝒎𝑖,𝑢−𝑗𝑁lin
in | − |𝒎𝑖,𝑢−𝑗𝑁lin
out ||
𝑁regr−1
𝑗=0
     (3.46)                                         
 
Here we have introduced 𝑁regr as the number of points considered in the linear regression 
and 𝑁lin as the number of iterations between two linear mixing steps. As mentioned in the text 
we have chosen 𝑁regr = 𝑁lin = 3. Furthermore, after each regression one linear mixing step is 
performed and not taken into account in the regression step (3.45). In addition, the numbers 
in (3.46) contain a weight 𝑤𝑖,𝑗 for the points considered in the linear regression. In this work 
𝑤𝑖,𝑗 is chosen proportionally to: 
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 𝑤𝑖,𝑗 ∝ 1  ||𝒎𝑖,𝑢
in | − |𝒎𝑖,𝑢
out||
2
⁄       (3.47) 
 
i.e. iterations closer to self-consistency ||𝒎𝑖,𝑢in | − |𝒎𝑖,𝑢out|| = 0 are weighted more strongly. We 
would like to note that this choice is only marginally better than a uniform choice 𝑤𝑖 ,𝑗 =
1 𝑁regr⁄ ; the convergence speedup is a few percent at most. 
 
Here we would like to add a few remarks to the above discussed scheme. The points 
considered in the linear regression can lack a steadily decrease with respect to ||𝒎𝑖,𝑢in | − |𝒎𝑖,𝑢out|| 
or they can show a very small slope (parameter 𝑎 in equation 3.44). We observed that this 
occurs for a small percentage of MM’s only and after a few regression steps have been 
applied48. To these spins we apply a linear mixing of type (3.43). In figure 4.5b the 
convergence of the charge has been presented in a comparable plot to figure 4.5a for 150 
iterations. As mentioned in equation (3.42), the charge is mixed in each in step linearly 
without a regression. Nevertheless, the inset of the graph shows that the charges per site 
reach their converged values quickly49.   
3.4.2.3 Convergence performance     
The performance of the above described method based on equations (3.39), (3.42) and (3.42) 
in combination with (3.45) is shown in figure 3.7 for a large set of variables. The mixing 
parameter chosen for this figure and graph 3.6 is 𝜍regr = 0.6 (the Fermi smearing in the NC 
magnetic systems applied equal 100meV). We would like to remark that 𝜍regr = 0.6 is not 
necessarily an optimum value for BCC iron at arbitrary temperature. Tests performed in 
relation to chapter 5 shows that values closer to 1 are stable as well and can lead to a further 
convergence speed up by a factor ~1.6. The results in figure 3.7 are based on an average over 
128 atoms in the supercell for 20 NC magnetic states with random oriented spins. Data shown 
includes the deviation of the average energy, charge, MM and constraint field in a given 
iteration step with respect to the corresponding converged values. These self-consistent 
values are obtained after 500 iterations (not shown in the graph). Clearly such variables, for 
the MMs for example given by 〈||𝒎𝑖,𝑢out| − |𝒎𝑖,conv||〉, are not accessible during a simulation, as 
|𝒎𝑖,conv| represents the  unknown objective. Therefore one has to rely on parameters like 
〈||𝒎𝑖,𝑢
in | − |𝒎𝑖,𝑢
out||〉, which are also added to the figure. In addition, the average angles of the 
constraint fields and spins are contained. The method described outperforms linear mixing, 
for which 〈||𝒎𝑖,𝑢out| − |𝒎𝑖,conv||〉 and 〈|𝐸𝑢out − 𝐸𝑢conv|〉 are shown, by at least an order of magnitude.   
 
A criterion for a sufficient level of self-consistency follows from the MC acceptance condition 
(3.26). For room temperature (300K) the condition reads: 𝑟𝑎𝑐𝑐𝑟𝑒𝑗 < 𝑒𝑥𝑝(− 𝐸𝛼𝛽 25.9meV⁄ ). So the 
accuracy in the obtained energies of states 𝛼 and 𝛽 have to be sufficiently better than 
25.9meV. We choose an accuracy level of 1meV (corresponding to 100 iterations per 
considered magnetic state according to figure 3.7). For lower 𝑇 (100K and 200K) this self-
consistency requirement is more stringent and we choose it as 0.5meV (e.g. as the energy in 
the denominator of equation 3.26 is smaller).  
 
Furthermore, if the bulk character is modelled by means of 27 𝒌-points for which each 𝒌-point 
related equation (3.38) is solved on 4 cores, to simulate 10 different temperatures by the MC 
or SD algorithm for 10000 steps, its computational requirement (c.r.) based on figures (3.5) 
and (3.7) equals: 
 
    c. r. ≈ 10 [sim. ] × 10000[steps] × 60[iter. ] × 27[𝒌] × 4[cores] ×
12[𝑠]
3600 [𝑠]
 
           ≈ 2.2 × 106[core hours]     (3.48) 
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Figure 3.7: The level of self-consistency is presented as the average of 20 BCC iron systems with 128 randomly 
oriented spins in the supercell (27 𝒌-points) as a function of the number of iterations based on the convergence 
scheme of figure 3.6. In the graph (a) and the inset (b) the deviation at iteration step 𝒂𝒖 with respect to the end 
solution 𝒂𝒄𝒐𝒏𝒗 is given and in relation to the difference with a previous iteration step 𝒂𝒖−𝟏 (accessible in the 
calculations) for a number of variables 𝒂 as mentioned in the text. 
 
 
 
 
 
 
48 We have observed for many Fe and Co systems that if convergence based on linear mixing (3.43) is possible then self-
consistency will be achieved as well when relying on (3.45).  
49 Most likely the performance for the charges in the last iterations steps would have been even better if it were not 
interfered by the level in which the wavefunctions are orthonormal. Standard settings in ELPA1 guarantee the 
wavefunctions 𝒄𝒌𝑛 to be orthogonal up to 9 digits. This is important to the results of figure 3.7a near 150 iterations as 
well. 
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Here it has been assumed that the mixing parameter 𝜍regr can be chosen higher compared to 
the data presented in figure (3.7), resulting in 60 iterations required for convergence instead 
of 100. The estimated c.r. falls within our reach, the remaining ±1.3 million core hours are 
spend on a study of neutral cobalt clusters. 
  
To conclude, the computationally demanding steps in TB based MC and SD simulations have 
been discussed together with the parallelization of the developed code. The scheme is 
computationally demanding as for each MC step and SD step respectively 1 and 2 NC magnetic 
systems have to be determined self-consistently. Each step towards convergence requires a 
matrix-diagonalization and a matrix-matrix multiplication. As both of these mathematical 
operations scale cubically with the system size from a computational perspective, it is very 
important to reduce the number of steps as much as possible. We proposed a very simple 
scheme based on a linear regression of the length of the spins which successfully fulfils this 
task where two other well-established methods were observed unstable. 
 
3.5  Summary 
 
In this chapter a description of a magnetic system with non-collinear spins has been given 
based on an adiabatic approximation in which the spins direction is fixed. The discussion 
targeted on a TB modelling of the underlying material. To stabilise the NC system, site 
dependent magnetic fields had to be applied perpendicular to the MM’s. Such fields are, for all 
the studied Fe systems unique and represent (minus) the torque experienced by the atomic 
spin. A Landau-Lifshitz equation describing the motion of these spins has been given, based 
on these site dependent fields as described in literature. We have shown by means of 
simulations that such an EOM does not conserve angular momentum and energy even when a 
damping term is absent. It is a consequence of the assumed adiabatic simplification in 
addition to the electronic structure description from which one cannot expect such 
conservation laws to be fulfilled exactly. Nevertheless, the effect observed in BCC iron should 
not cause anxiety as it is overruled by an order of magnitude by losses resulting from for 
example SOC, always present in realistic systems.  
 
Despite the fact that the theory has been present since the mid-1980s calculations have not 
been performed so far except for DFT simulations on systems with a few atoms at most. The 
method is computationally demanding due to cubically scaling matrix-diagonalizations, which 
need to be performed multiple times for each NC magnetic systems considered. The first step 
to an improved approach from a computational perspective is to administer MC simulations. 
For clarity, this is only possible when aiming at thermodynamical quantities, e.g. without a 
time dependence. The MC simulations consider a sequence of NC magnetic states and include 
or discard them in the calculation based on the total energy difference between two 
consecutive states and the temperature. The most efficient selection of NC magnetic states, to 
consider has been studied based on a HEIS model. Out of the tested alternatives, the rotation 
of 20% of randomly picked spins within a cone-angle was found an optimum. The cone-angle 
itself was chosen such that the acceptance of states equals around half. Finally, also part of the 
implementation of the calculation approaches into a code has been discussed, in particular in 
relation to the simulation time. In this work a simple but effective approach was opted for and 
tested to improve the number of steps required to obtain self-consistency. The method is 
stable and outperforms the poorly performing linear mixing scheme.  
 
 
82                                                 Spin fluctuations 
      
3.6 References 
 
[1] W. Nolting and A. Ramakanth, “Quantum theory of magnetism”,  Springer-Verlag 
Heidelberg Berlin,  ISBN 978-3-540-85416 (2009) 
[2] A.I. Akhiezer, V.G. Bar’yakhtar and S.V. Peletminskii, “Spin Waves”, North Holland 
Publishing Company, (1968)   
[3]  T. Holstein and H. Primakoff, “Field Dependence of the Intrinsic Domain 
Magnetization of a Ferromagnet”, Physical Review Vol. 58,  No. 1098 (1940) 
[4] F.J. Dyson, “General theory of spin wave interactions”, Physical Review Vol. 102 Page 
1217 (1956) 
[5] S.V. Maleev, “Scattering of slow neutrons in ferromagnets”, Soviet Physics: Journal of 
Experimental and Theoretical Physics, Vol. 6, No. 4, Page 776-784 (1958) 
[6]  N.D. Mermin and H. Wagner, “Absence of Ferromagnetism or Antiferromagnetism in 
One- or Two-Dimensional Isotropic Heisenberg Models”, Physical Review Letters 
Vol. 17,  Page 1133 (1966) 
[7] Y. Kakehashi, “Modern Theory of Magnetism in Metals and Alloys”, ISBN 978-3-642-
33400-9, Springer Verlag Berlin Heidelberg (2012) 
[8]  L.M. Sandratskii, “Energy Band Structure Calculations for Crystals with Spiral 
Magnetic Structure”, physica status solidi (b) 136(167) (1986). 
[9]  L.M. Sandratskii, “Symmetry analysis of electronic states for crystals with spiral 
magnetic order. I. General properties”, Journal of Physics: Condensed Matter 3(44), 
8565 (1991). 
[10] T. Schena, “Tight-Binding Treatment of Complex Magnetic Structures in Low-
Dimensional Systems”, Diploma-thesis (2010): available via www.fz-juelich.de. 
[11] P.H. Dederichs, S. Blügel, R. Zeller and H. Akai, “Ground States of Constraint Systems: 
Application to Cerium Impurities”, Physical Review Letters Vol 53, No.26 (1984) 
[12] P. Kurz, “Non-Collinear Magnetism at Surfaces and in Ultrathin Films” PhD-thesis at 
RWTH-Aachen University (2000)      
[13] V.P. Antropov, M.I. Katsnelson, M. van Schilfgaarde and B.N. Harmon, “ Ab Initio Spin 
Dynamics in Magnets”, Physical Review Letters Vol.  75, No. 729 (1995)   
[14] V.P. Antropov, M.I. Katsnelson, B.N. Harmon, M. van Schilfgaarde and D. Kusnezov, 
“Spin dynamics in magnets: Equation of motion and finite temperature effects”, 
Physical Review B 54, No. 2 (1996) 
[15] G. Czycholl, “Theoretische Festkörperphysik: Von den klassischen Modellen zu 
modernen Forschungsthemen”,  3rd edition, Springer Verlag Berlin-Heidelberg, ISBN 
978-3-540-74789-5 (2007) 
[16] J.E. Avron and A. Elgart, “Adiabatic Theorem without a Gap Condition”, 
Communications in Mathematical Physics No. 203, Page: 445-463 (1999)   
[17] D.M. Edwards, “On the dynamics of itinerant electron magnets in the paramagnetic 
state”, Journal of Magnetism and Magnetic Materials Vol. 45, Page: 151-156 (1984) 
[18]  M.V. You and V. Heine, “Magnetism in transition metals at finite temperature: I. 
Computational model”, Journal of Physics F: Metal Physics Vol. 12, No. 177 (1982) 
[19]  L.M. Small and V. Heine, “A couple method for calculating interatomic interactions in 
itinerant electron magnetic systems”, Journal of Physics F: Metal Physics Vol. 14, 
Page: 3041 (1984).  
[20] J. Stöhr and H.C. Siegmann, “Magnetism: From Fundamentals to Nanoscale 
Dynamics”, Springer-Verlag Berlin, ISBN 10-3-540-30282-4 (2006)   
[21]  J.H. Mentink, M.V. Tretyakov, A. Fasolino, M.I. Katsnelson and Th. Rasing, “Stable and 
fast semi-implicit integration of the stochastic Landua-Lifshitz equation”, Journal of 
Physics: Condensed Matter Vol. 22, No. 176001 (2010)  
[22] H. Ebert, S. Mankovsky, D. Ködderitzsch and P.J. Kelly, “Ab Initio Calculation of the 
Gilbert Damping Parameter via linear response formalism”  
        3.6 References                                               83
                                                        
[23] L.D. Landau and E.M. Lifshitz, “Theory of the dispersion of magnetic permeability in 
FM bodies”, Physikalische Zeitschrift der Sowietunion, Vol.8, No. 153 (1935)  
[24] R. Kubo and N. Hashitmute, “Brownian Motion of Spins”, Supplement of the progress 
of theoretical physics, No. 46 (1970)  
[25] E.N. Economou, “Green’s Functions in Quantum Physics”, Springer-Verlag Berlin 
Heidelberg 2010, Third Edition, ISBN 978-3-642-06691-7   
[26]  N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H.Teller and E. Teller, “Equation 
of State Calculations by Fast Computing Machines” , Journal of Chemical Physics Vol. 
21, 1087 (1953). 
[27] D.P. Binder and K. Landau, “A Guide to Monte Carlo Simulations in Statistical 
Physics”, University Press Cambridge, ISBN 0-521-65314-2 (2000) 
[28] Ph. Mavropoulos, “C1 Magnetic phase transitions: From density functional theory to 
Monte Carlo simulations” in “Computing Solids: Models, ab-initio methods and 
supercomputing” edited by S. Blügel, N. Helbig, V. Meden and D. Wortmann. ISBN: 
978-3-89336-912-6 (2014)     
[29] U. Wolff, “Collective Monte Carlo Updating for Spin Systems”, Physical Review Letters 
Vol. 62 No. 361 (1989) 
[30] H.R. Swendsen and J.-S. Wang, “Nonuniversal critical dynamics in Monte Carlo 
simulations”, Physical Review Letters Vol. 58,  No. 86 (1987) 
[31] K. Binder, “Applications of Monte Carlo methods to statistical physics” 
[32] M.F. Sykes and J.W. Essam, “ Critical Percolation Probabilities by Series Methods”, 
Physical Review Vol. 133 No.1A  (1963)  
[33] S. Rossen, “’The influence of spin waves on the ultrafast demagnetization of Gd 
studied with atomistic spin dynamics simulations”, Master thesis (2010)   
[34]  M. Matsumoto and T. Nishimura, “Mersenne twister: A 623-dimensionally 
equidistributed uniform pseudorandom number generator”, ACM Transactions on 
Modeling and Computer Simulation Vol. 8, No. 1 (1998). 
[35] Z. Zlatev, “Computational Methods for General Sparse Matrices”, 1991 (Series: 
“Mathematics and its Applications”, Vol.65) 
[36]  T. Auckenthaler, V. Blum, H.-J. Burgartz, T. Huckle, R. Johanni, L. Krämer, B. Lang, H. 
Lederer and P.R. Willems, “Parallel solution of partial symmetric eigenvalue 
problems from electronic structure calculations”, Parallel Computing 37, 783-794 
(2011). 
[37]  The efficient implementation of matrix-matrix multiplication routines part has been 
realized with help of Dr. Inge Gutheil. To obtain a correct coordination of the 
available processors over the different 𝒌-point dependent generalized eigenvalue 
problems (point 2 and 3 in the text), the author benefit from help and advice by Dr. 
Gustav Bihlmayer, Dr. Daniel Wortmann, Dr. Hoang Long Nguyen and Elias Rabel at 
the Forschungszentrum Jülich. Partially the design of the FLEUR code has been 
incorporate for this purpose (see: www.judft.de)    
[38] http://www.netlib.org/scalapack/  
[39]  C.G. Broyden, “A class of Method for solving Nonlinear Simultaneous Equations”, 
Mathematics of Computation Vol.19 No.92 (1965) 
[40]      D.G. Anderson, “Iterative procedures for non-linear integral equations”, Journal of 
Association for Computing Machinery, Vol. 12, No. 547 (1965) 
  
84                                                 Spin fluctuations 
      
4. Simulations of magnetic properties 
of cobalt clusters 
After the theory and implementation of the TB SD and MC approach has been outlined in the 
previous chapters, it is from this point on possible to apply the computational schemes to 
physical relevant systems. Hereby one can consider magnetic clusters as one of the most 
natural choices. Their limited size make simulations feasible in terms of computer effort on 
the one hand, while studies on these systems on the other hand are highly sought-after both 
from a fundamental as well as technological perspective. In this chapter the temperature 
induced noncollinear magnetic structure of isolated neutral (e.g. uncharged) cobalt clusters in 
the range between N = 3 and N = 55 atoms will be studied. More specifically, the research 
presented here targets on gaining insights in the magnetization, the difference in magnetic 
energy, the MM length distribution, the static susceptibility, the specific heat and the exchange 
interactions within these homogeneous cobalt systems consisting of 𝑁 atoms as a function of 
the temperature. The structure of the clusters is assumed to be fixed to its ground state 
geometry. The SOC is taken into account so that anisotropic effects are included and orbital 
MMs can be obtained. The above mentioned thermodynamical parameters are gathered via 
the Metropolis MC scheme for 13 temperatures between 100K and 1800K.  
 
4.1 Calculation setup and ground state properties 
 
A brief introduction to magnetic clusters physics has been given in chapter 1. For a discussion 
of this research topic in more depth we would like to refer the reader to the given references 
[1-3]. This section concentrates on the calculation setup of simulations on Co clusters 
presented in this chapter. It includes a discussion on input parameters, input geometries and 
calculation incentives.  
4.1.1  Input parameters 
Temperature dependent properties have been calculated for 13 magnetic cobalt clusters 
containing respectively 𝑁 = 3, 4, 5, 6, 7, 8, 9, 13, 15, 17, 20, 23, 26, 38 and 55 atoms. The 
assumed geometry of these clusters is shown figure 4.1. Obtaining these geometries has not 
been part of this work. Instead the coordinates are extracted from DFT calculations 
performed by L. Peters and co-workers [4] for Co cluster-sizes up to N = 13 and by Aguilera-
Granja and co-workers for the additional clusters smaller and equal to N = 26 [5]. For the N = 
38 and N = 55 clusters a (bulk cobalt) HCP structure of the cluster has been optimised at its 
surface[6]. The principles of these latter simulations coincide with the theory as given in 
paragraph 3.3, with the exception that the atomic positions are varied rather than the 
magnetic moment directions. Importantly, it is assumed in this work that the geometries of 
figure 4.1 are considered unaffected by the applied temperature increases. In other words, 
phonon-mode like influences are neglected in our magnetic structure study of cobalt clusters 
at 𝑇 > 0K. 
 
Besides the geometry of the series of cobalt clusters, figure 4.1 also includes the spin MM of 
the (near-)collinear ground states. These moments have been calculated based on the TB 
Hamiltonian as outlined in chapter 2. The input parameters required for such calculations will 
be given here whereas the spins and geometries of figure 4.1 are discussed in more detail 
afterwards. The Holy grail of the TB approach consists of a self-consistent solution to equation 
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(2.17). The reciprocal lattice index 𝒌 in this equation is clearly redundant in the context of 
cluster systems, as periodicity is absent50.  
 
The Hamiltonian applied to describe the cluster physics resembles equation (2.79) and 
contains a hopping, a charge neutrality, a magnetic, a constraint and a SOC part. The distance 
dependence of the (spin independent) hopping term is shown in figure 2.6 for HCP Co. In the 
same figure the required matrix elements are presented which take into account the overlap 
of the atomic orbitals. Arguments to apply bulk (HCP) Co hopping parameters to cluster 
systems, as it is done in the simulations of this chapter, have been provided in paragraph 
2.3.2. In the following we will further discuss this approximation in the context of the 
geometries of figure 4.1. The charge neutrality requirement, which is in particular important 
for cluster systems51, is added to the TB approach via a matrix given by equation (2.61). The 
input 𝑈-parameter chosen is 𝑈 =5eV, in accordance to [7]. For the magnetic part a Stoner 
parameter is needed (see equations 2.69 and 2.63). Here the value of table 1.1d is used: 
𝐼𝑖𝑑 =i0.89eV52. Besides the large spin contribution of the MM on the 𝑑-orbitals, also nonzero 
𝑠- and 𝑝-moments are present. In this work these MMs are mimicked by means of ‘ansatz’, 
equation  (2.64): 𝐼𝑖𝑠 = 𝐼𝑖𝑝 = (1 10⁄ ) ∙ 𝐼𝑖𝑑 . SOC parameters are retrieved from reference [9]. 
According to the SOC Hamiltonian as presented in equation (2.77), two parameters are 
needed namely 𝜉𝑖𝑑 = 0.06eV for the 𝑑-orbitals and 𝜉𝑖𝑝 = 0.013eV for the 𝑝-orbitals. These 
numbers represent slight reductions w.r.t. the Co single atom values [10] as is expected 
according to [9].  
 
4.1.2  Ground state structures 
Based on the parameters given above one can model HCP bulk Co and compare for example 
the MM to experimental data. To this end a FM simulation has been performed, containing 4 
atoms in the (unconventionally chosen) HPC unit cell with experimentally obtained in-plane 
nearest-neighbour distance 𝑎 = 2.51Å and cell height 𝑐 = 4.07Å (i.e. within 0.5% of HCP 
densest package ratio). A 𝒌-point grid of 30x30x30 = 27000 points have been applied and the 
Fermi-smearing temperature used equals 𝑇 = 10meV (see equation 1.4 and 2.20). The 
simulated spin MM of the 𝑑-orbitals equals [𝒎𝑑]𝑧 = 1.60µB whereas the MMs formed on the 𝑠- 
and 𝑝-orbitals are respectively [𝒎𝑠]𝑧 = -0.01µB and [𝒎𝑝]𝑧 = -0.02µB. The orbital moment was 
fully quenched in this bulk system. The values compare well to the experimentally determined 
bulk Co ground state spin MM, 𝑚 = 1.64 µB and more advanced calculations as given in [11].  
 
In figure 4.1 also the ground state spin structure is included as obtained via the developed TB 
code. The MM directions on each atom have been varied for this purpose based on a SD 
approach using the self-consistently obtained torques (see constraint field explanation in 
chapter 3) as a direction towards the energy minimum. The ground states as presented in 
figure 4.1 are fully collinear for all atoms in all systems. One observes that the spin moment 
per site drops with increasing number of neighbours and cluster size as is expected by 
enlarged hopping possibilities. In the Co3 structure, the MM per site approaches the cobalt 
atomic value of 𝑚 = 3.00µB up to 0.005µB.  On the other hand, several atoms in the larger 
clusters reveal a spin which is significantly lower than the bulk value. As an example we 
mention atom 13 in the Co13 system for which 𝑚 = 1.02µB (other spins sizes are presented in 
the figures 4.10-4.12 in the next paragraph). 
 
 
50 In the code this means a simulation based on a single, 𝒌 = 𝟎 calculation in which the supercell is chosen large enough 
to rule-out interactions with atoms in periodically repeated cells.  
51 Charge deviations due to atomic non-periodicity at the surface are found much stronger pronounced than, for example 
charge fluctuations which stem from strong non-periodicity of the magnetic structure. Grossly these charge transfers are 
overestimated in TB [8] as a result of the Hartree-Fock approximation as given in equation (2.2).  Hence, the necessity of 
such a charge constraint correction in the Hamiltonian is significantly larger than in a study of bulk systems as presented 
in chapter 5.  
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Figure 4.1: The geometries of fifteen cobalt clusters, containing in the range between 3 and 55 atoms, considered 
in this chapter. Obtaining these structures is not part of this work and we have relied on advanced electronic 
structure calculations as presented in [4] and [5, 6]. The magnetic moment length as indicated via a coloured 
arrow is however based on ‘our’ TB scheme in a collinear magnetic structure. The numbering of the atoms in the 
cluster is used for results as presented in this chapter.   
 
 
52 For clarity: the 𝑈- and Stoner parameters are expressed in terms of energy as the MMs and charges are implied 
dimensionless within our code.  
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In addition, we would like to report on the ground state orbital moments obtained. In our 
calculations the variation of 𝑚𝐿 over atoms within and between the studied cluster structures 
is limited. Namely, the largest value found was 𝑚𝐿 = 0.31µB for all atoms in Co3 whereas the 
smallest value is 𝑚𝐿 = 0.05µB for atom 1 in Co55. The direction of the orbital moments equals 
the spin directions. It needs to be stated that, in contrast to the spin moments, the orbital 
moments are too small compared to experiments [12][13], for which values per site were 
measured of 𝑚𝐿 = 0.8 µB in Co3. However, the results presented here are in line with DFT 
simulations which equally well (severely) underestimate these quantities. An explanation for 
this feature lies within the underestimation of Hunds rule 2 in the electronic structure 
description. In [4] a study is presented conforming this statement based on DMFT calculations 
for Co clusters smaller and equal to Co8.   
4.1.3  Heisenberg exchange parameters 
As the obtained ground state magnetic structures are collinear it is relevant to obtain HEIS 
exchange parameters according to the theory as presented in chapter 2.5.2. These exchange 
parameters give insights in the energy scale involved of an (infinitesimal) rotation of two 
spins in the cluster in opposite direction (see figure 2.8b). It can be expected that the HEIS 
parameters 𝐽𝑖𝑗
𝑥𝑥 obtained with the 𝑥-coordinate as rotation axis for both moments are different 
from the parameters 𝐽𝑖𝑗
𝑦𝑦 or 𝐽𝑖𝑗
𝑧𝑧 obtained by a rotation around respectively 𝑦 and 𝑧. This is 
because SOC is included in the Hamiltonian. The expressions for 𝐽𝑖𝑗
𝑥𝑥 is given in equation 
(2.108). A formula for the equivalent parameters 𝐽𝑖𝑗
𝑦𝑦 and 𝐽𝑖𝑗
𝑧𝑧 is easily obtained by means of a 
derivation along the lines of section 2.5.2. However, for example 𝐽𝑖𝑗
𝑧𝑧 is only meaningful when 
the magnetic moments point in the 𝑥- or 𝑦-direction as is explained in the theory chapter. As 
Co clusters have been simulated with collinear magnetic structures in all three Cartesian 
directions, we are able to express the HEIS exchange parameters as: 
 
  𝐽𝑖𝑗 =
1
6
(𝐽𝑖𝑗,𝑦
𝑥𝑥 + 𝐽𝑖𝑗,𝑧
𝑥𝑥 + 𝐽𝑖𝑗,𝑥
𝑦𝑦 + 𝐽𝑖𝑗,𝑧
𝑦𝑦 + 𝐽𝑖𝑗,𝑥
𝑧𝑧 + 𝐽𝑖𝑗,𝑦
𝑧𝑧 )      (4.1) 
    
in which we have added an extra index indicating the direction of the moments in the cluster. 
Based on the three ground-state simulations with MMs pointing along 𝑥-, 𝑦- and 𝑧-direction 
one can obtain components of the Dzyaloshinskii-Moriya vector 𝑫𝑖𝑗 as well, according to 
equation (2.110). 
 
Results for 𝐽𝑖𝑗 and 𝑫𝑖𝑗 of the series of Co-clusters of figure (4.1) are included both in figures 
(4.2) and (4.3) as well as in appendix E. In figure (4.2) a sum of the HEIS parameters ∑ 𝐽𝑖𝑗𝑗≠𝑖  is 
shown for all atoms in the cluster of all cobalt clusters studied. For a small selection of these 
sums the atom number has been explicitly added to the black dot, naturally corresponding to 
the numbering of figure 4.1. The red dotted line represents the spins for which ∑ 𝐽𝑖𝑗𝑗≠𝑖  is 
either maximal or minimal for a particular cluster size and it has been included to guide the 
eye. Furthermore the sum over the exchange parameters of bulk Co is shown in figure 4.2 
(blue line). Its value ∑ 𝐽𝑖𝑗
𝑏𝑢𝑙𝑘 =𝑗≠𝑖  430meV is obtained by adding the exchange interactions of 
the first 49 shells of neighbouring atoms (e.g. corresponding to the nearest 514 atoms). The 
bulk 𝐽𝑖𝑗 parameters between two sites 𝑖 and 𝑗 required for this have been included in appendix 
E, together with the 𝐽𝑖𝑗s for all studied clusters and their DOS. In case of the 𝐽𝑖𝑗 of larger 
clusters, atom site indices 𝑖 and 𝑗 have been attached to the given graphs only selectively, due 
to the large number of parameters involved.  
 
The value of the sum of exchange interactions in HCP Co as obtained via TB resembles very 
much the result of more advanced electronic structure methods [11]. Also, the MF 𝑇𝐶 which 
can be obtained based on the blue line in figure (4.2) and equation (2.107) is in the vicinity of 
dummyword 
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Figure 4.2: The sum of the HEIS exchange parameters for the 15 clusters studied. The red dashed line mark the 
outer parameter and are added to guide the eye. The blue line represents the sum of the parameters for Bulk Co. 
In appendix B the atom resolved exchange interactions have been added.    
 
 
the experimental value: 𝑇𝐶
𝑀𝐹 = 1700K whereas 𝑇𝐶
𝑒𝑥𝑝 = 1356K. Interestingly It had been 
observed that the six individual terms on the right hand side of equation (4.1) are equal up to 
1% for all the Co cluster systems studied and necessarily equal for (bulk) HCP Co. As the 
difference between the terms is linked to SOC it shows that the influence of this effect on 𝐽𝑖𝑗 is 
neglectable. The collinear magnetic structures of the Co – clusters in the ground state in figure 
4.1 indicate this same feature. And it as well follows from the (sums over the) Dzyaloshinskii-
Moriya vector components in figure 4.3a-c; these model parameters are 2 orders of 
magnitude smaller than 𝐽𝑖𝑗. For HCP Co we have obtained 𝑫𝑖𝑗 = 0 which is due to inversion 
symmetry.     
 
Interestingly, large deviations in the exchange interactions are obtained within one cluster 
according to figure 4.2. In most clusters, the smallest exchange is experienced on the most 
outer atoms of the cluster. These atoms have the larger spin moments in the cluster. The 
opposite is also observed in most clusters: the smallest moments in the centre have, summed 
up, the strongest coupling to the other spins. This can be understood when studying the 𝐽𝑖𝑗 
parameters presented as in appendix E. E.g. no negative exchange interactions are present 
towards any neighbour atom in all of the studied Co cluster sizes. Most pronounced in figure 
4.2 is the increased effective coupling with decreasing cluster size. This supports the theory of 
[14] in which smaller clusters are predicted with enlarged Curie temperatures53. When 
assuming validity of the HEIS model for these clusters at high temperatures, one might 
therefore expect increased transition temperatures with respect to HCP Co for the systems 
smaller than Co13.      
4.1.4  A discussion on cluster geometries  
Before simulations on temperature dependent properties of magnetic clusters are presented, 
we first make some extra notes on the geometries of figure 4.1 in the context of our TB 
calculations. As mentioned, the cluster structures as given in the figure are obtained based on 
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53 As mentioned in the introduction, this Curie temperature cannot be viewed as a strict divergence of the susceptibility 
as the system size is finite. However this parameter will peak at a temperature which in this chapter is called Curie 
temperature in analogy to bulk systems. 
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Figure 4.3: Sum over the Dzyaloshinskii-Moriya-vector components for the Co systems of figure 4.1. In (a) we 
have presented the sum over atom index 𝒋 in [𝑫𝒊𝒋]𝒙
for all atoms 𝒊 by black dots and in (b) and (c) the same sum 
over respectively the [𝑫𝒊𝒋]𝒚 and [𝑫𝒊𝒋]𝒛 parameters. The numbers included correspond to the atoms of a given 
cluster in figure (4.1). The parameters have been calculated based on collinear magnetic simulations of all 
clusters with MMs pointing in the three Cartesian directions 𝒙, 𝒚 and 𝒛. The Dzyaloshinskii-Moriya model 
parameters subsequently follow from equation (2.110).  The small values of the (sum over the) 𝑫𝒊𝒋 components 
compared to the 𝑱𝒊𝒋 parameters of figure 4.2 indicate the limited effect of SOC on the magnetic interaction 
between two spins. The sum over the Dzyaloshinskii-Moriya-vector components of bulk (HCP) Co as obtained by 
TB equals to zero due to the fully quenched orbital moments in this system.    
 
 
DFT methods for the clusters of size smaller or equal to Co26. Typically such simulations result 
in many possible magnetic structures close in energy. The candidate for the ground state 
geometry is, as a following step, selected based on a match of the calculated photoemission 
spectra. The largest clusters studied, Co38 and Co55 are chosen based on TB optimizations. 
However the Hamiltonian applied does not coincide with equation (2.79). So it is not expected 
that any of the imposed structures of figure 4.1 represents an energy minimum with respect 
to the TB scheme used in this work.      
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In fact, an energy optimization based on the bulk Co hopping parameters of figure 2.4 lead to 
incorrect results for the geometries of in particular small clusters. For example, the FM Co2 
cluster (examined in appendix D) does not show a minimum in 𝐸, as determined via 
expression (2.85). What we observe is a continuously decreasing energy when reducing the 
distant of the two atoms involved. Hereby it is necessarily noted that TB simulations based on 
most realistic parameter sets, including the in this work applied one by Mehl and 
Papaconstantopoulos [15], cannot be performed at arbitrary small distances. The involved 
hopping parameters of equation (2.45) are, in absolute sense, so large when atoms are 
brought closely together, that the diagonalization of equation (2.17) becomes numerically 
unstable. For the 2 atom cluster the nearest atom distant which we could calculate was 𝑎 = 
1.62Å.  
 
Co3, Co4 and Co5 are included in the study presented in this chapter and show a similar energy 
dependence on the geometry as described above for Co2. This means, that the lowest energy 
was found for a configuration in which the atoms form a 1D line. Again, the distance between 
the atoms was the smallest we were able to simulate. The 2D and 3D geometries of Co3, Co4 
and Co5 as shown in figure 4.1 are more plausible to occur in the experiments at very low 
temperatures, in the sense that the atoms form direct bondings to more neighbours and are 
thereby able to reduce energy. Based on TB simulations these geometries are respectively 
567meV, 1347meV and 260meV per atom higher than the discussed 1D line structures. 
Multidimensional Co clusters structures become favourable within our TB approach at 𝑁 ≥ 6. 
For this cluster figure 4.4 represents an optimal structure in terms of minimal energy. The 
difference with respect to the structure in figure 4.1 is only 82meV per atom. This indicates 
that the TB optimized geometry becomes better at larger 𝑁. Finally, in the optimized 
geometry of Co6 there is a difference in the bonding length between the atoms labelled as 1 
and 6 compared to the four remaining atoms. This is expected (and also obtained, to a slightly 
less degree in the DFT result) due to the Jahn-Teller effect as for example explained in [16].  
 
 
 
 
Figure 4.4: The optimised cluster geometries based on the TB energy expression (2.85) for CoN clusters with 3≤
𝑵 ≤6. The shown atomic distances in (a) Co3 and (b) Co4 are the minimal for which the solution to the TB can be 
stably obtained. The energy gain per atom w.r.t. the corresponding geometries shown in figure 4.1 are 
respectively (a) 567meV (b) 1347meV (c) 270meV and (d) 82meV. For the calculations presented in this chapter 
we rely on the cluster shapes of figure 4.1. I.e. the TB results shown here suffer, among other, from the 
approximation that bulk hopping parameters are applied to these type of cluster objects. Implications on this 
are discussed in section 2.3.2.1.4.     
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So a difference in the ground state structures is found, for on the one hand the TB method and 
on the other hand the structures obtained in [4]-[6] as presented in figure 4.1. Clearly the 
latter structures are obtained based on more advanced methods and can therefore be 
considered more reliable. The inaccuracy of the TB approach in this context is expected, as the 
applied hopping parameters and overlap terms of figure 2.4 resemble bulk Co. Although 
arguments have been provided in section 2.3.2 which supports the usage of these parameters 
in deviating geometries, it is obviously not fully correct. Furthermore, it is well known that 
calculations of structure geometries54 or atomic forces as for example needed in molecular 
dynamic simulations are very delicate, often resulting in computational challenges [17]. 
Therefore, the geometries of figure 4.1 are applied in the study on the magnetic structures at 
finite temperature in the following. The presently used TB scheme itself is neither capable nor 
intended to obtain such geometries accurately.  
 
4.2 A Monte Carlo study on magnetic Co clusters at finite 
temperature 
 
After having described the ground state structures of the Co clusters studied we are now 
focussing on the magnetic properties at finite temperature. Most interesting are the 
characteristics near the transition temperatures. As the study is based on TB MC simulations 
many system features can be investigated. Besides the total spin, energy, susceptibility and 
specific heat which can be compared to classical HEIS modelling, also the charge and spin MM 
length variations can be observed. We start with a discussion of TB simulation of (strongly) 
non-collinear magnetic Co cluster systems. In contrast to the test simulations on Fe systems in 
chapter 3, calculations on Co clusters are severely less robust resulting in convergence issues 
of such states.  
4.2.1  Numerical treatment of Co clusters at high temperature 
A difficulty arises with respect to the convergence of strongly non-collinear magnetic states of 
the Co systems presented in figure 4.1. Although it follows from chapter 3 that self-
consistency of such states resembles an energy minimum of a constraint system, it can in 
practise, be nearly impossible to find this magnetic structure. For clarity, this effect has not 
been observed in Fe systems at any temperature as follows from the test results in chapter 3 
and the study presented in chapter 555. However it becomes important for the larger Co 
clusters, which possess larger MM length fluctuations. When these larger fluctuations are 
present, the starting point becomes already far apart, in parameter space, from the end state 
when MMs are rotated by a few degrees only56. In the following the convergence problems are 
outlined in more detail and we will present how to cope with these issues within this work.     
 
Problems regarding the convergence of strongly non-collinear MM occur for CoN clusters with 
𝑁 > 13 (and bulk Co). These systems have a larger number of states near their chemical 
potential and contain atoms with reduced MM sizes. Once the spin on a Co atom (in a Co 
environment) is reduced to below 𝑚~0.8𝜇𝐵 it becomes increasingly difficult to constrain it in 
a prescribed direction. Between two mixing steps towards self-consistency, these smaller 
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54 A well know example is FCC iron. According to DFT calculations this state has slightly lower energy compared to the 
BCC structure in contrast to reality at low temperatures [18].    
55 Fe clusters are not presented in this work (except for Fe2 in appendix D). However the author has tested the 
convergence of strongly non-collinear magnetic states for several of these clusters as well. No convergence issues were 
found for such systems when treated within TB scheme as presented in chapter 2 and 3.      
56 Far apart typically means only a few hundreds of an electron or μB on average when referring to respectively the 
charge and MM on a single atom. The path between the two states can be unstable. This has been an important obstacle 
for the perturbation approach, as given in appendix C, to succeed as well.   
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MMs easily turn to opposite directions which are more favourable (accompanied with an 
increase of the MM length). This results in systems which do not be converge. In the following 
we will describe attempts performed to resolve this problem, which unfortunately, were not 
successful.  
 
Here we want to list tests which have been performed, with the goal to circumvent the 
problem encountered when dealing with strongly non-collinear Co clusters. As a first 
approach, the convergence speedup as characterised by figures 3.5 and 3.6 in chapter 3 can be 
left out. In other words, the magnetic states can be searched by using linear mixing with 
arbitrary small mixing steps. Unfortunately, this does not resolve the issue as denoted 
above57. Secondly, the deviations between two MC states can be dealt with in multiple steps. 
In each such step the angle between the magnetic configurations is strongly reduced. 
Ultimately this would lead to magnetic configurations, which are sufficiently close to an 
already (self-consistently) determined starting point, so that they can be found. However such 
an approach would not only require many steps, as even a small angle deviation can cause a 
pronounced effect (see footnote 56 on the previous page), but more problematically, does not 
guarantee a solution either. Often the spin will deviate from the prescribed direction in one of 
the intermediate steps anyhow. As an alternative way we have tackled the issue by an 
increase of the Fermi-smearing temperature during convergence and reducing this parameter 
afterwards. The increase of the Fermi-smearing temperature leads to an enlarged averaging 
of states near the chemical potential, with possibly, very different physical character. 
However, some of the states did not converge, even at Fermi-smearing temperatures of 
𝑇 =i2500K. And for the ones that did, problems revealed when reducing the Fermi-smearing 
to the temperature actually simulated.  
 
Based on the described difficulties regarding the convergence of the larger Co clusters at high 
temperatures, it appeared to be necessary to add additional external magnetic fields to the 
MMs. In contrast to the self-consistently obtained constraint fields which are perpendicular to 
the directions of the MM, these fields are applied along the spins. The size of these external 
fields is attended to be as small as possible and its addition to the TB Hamiltonian is as 
described in expression (2.71). The fields maximally applied have been |𝑩| =0.12eV for the 
Co38 and Co55 clusters. It is important to note that for these clusters several MMs within the 
cluster are critically small and very delicately dependent on their environment. To keep the 
numerical solution to these systems practical, it has been chosen to add the MM elongating 
fields on all atoms and to reduce its value between 6 values. This means that when a cluster 
can be converged with fields of for example |𝑩| =0.10eV on each site, it is also tried for 
|𝑩| =0.08eV, |𝑩| =0.06eV etc., till no solution can be obtained. The addition of such fields is 
more stable than for example an increased Stoner parameter58, as it prevents the occurrence 
of very small MMs more effectively.       
 
It should be mentioned that the addition of (external) 𝑩 – fields to the clusters conflicts with 
the adiabatic approximation as introduced in section 3.2. Therefore, this approach cannot be 
applied to calculate SD, as a consequence of which we are limited to low temperature 
simulations only. Nevertheless, the MC approach as outlined in paragraph 3.3 can still be used 
as total energies are compared only. To discuss this in more detail we would like to point at 
the example of FCC Nickel simulations. For this material it is well-known that large variations 
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57 Based on experienced gained on this issue, we can state that if a magnetic structure cannot be resolved self-
consistently within the improved approach as given in section 3.4.2, then it is likely also not obtained by means of simple 
linear mixing. This can be understood as the more efficient mixing relies on linear mixing in most of its steps. The 
iteration in which the length of the spin is changed most, i.e. the regression step as shown in figure 3.7, is often also 
robust. And if it is not, it is easily recognized as the slopes as shown in figure 3.5 will be ill / badly defined. If this occurs a 
simple linear mixing scheme is applied.     
58 An argument to increase the Stoner parameter applied compared to the bulk Co, as given in table 1.1d, can be based on 
the observation of a similarly increased Hubbard U parameter in clusters [4].    
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in the MM length occur even for small spin disorder [19],[20]. In such a system, the sampling 
of the phase space by a rotation of MMs alone is most likely insufficient as many magnetic 
configurations are not taken into account. To fulfil the ergodicity requirement (see page 65) 
one must add external fields to elongate or reduce the MMs. For each of these set of fields the 
system should be able to converge. As a consequence of the extra degree of freedom in such 
MC simulations, the number of required steps can be orders of magnitude larger compared to 
the choice of fixed MM directions only [21]. In this chapter we consider Co clusters as robust 
enough to be simulated via prescribed orientations for the spins and apply the additional 
fields only to ensure a solution to this state. 
4.2.2  A Monte Carlo simulation example: Co5 at 𝑻 =1000K 
Before TB MC results are presented for the series of Co clusters at finite temperature first 
additional simulation characteristics will be provided for an example system, namely Co5 at 
𝑇 = 1000K. The rationale being that these type of simulations are new and partially 
unexplored themselves and therefore numerical details cover a significant part of this 
manuscript. For Co5, a self-consistent solution to all magnetic configurations could be 
obtained without having to apply additional 𝑩-fields along the MMs. In particular, we will test 
on the correct fulfilment of the detailed balance relation (see page 66) and besides look at the 
level of self-consistency required for non-collinear magnetic states. The latter is well 
compared to figure 3.7, in which corresponding characteristics are shown for BCC Fe. 
Furthermore, the acceptation / rejection of states are plotted in a phase diagram with respect 
to the magnetization, total energy and this number of steps required to obtain a self-
consistent solution. Except for the comparison to figure 3.7, we will (exclusively) refer to 
these results, presented in figures 4.5a-c.     
 
To obtain the data of figures 4.5a-c, a MC simulation has been performed, the length of which 
includes 1606 cluster sweeps. In each step the self-consistent solution to a magnetic state is 
obtained after 20% of the cluster (i.e. 1 MM) is rotated within a cone-angle of 33.5 degrees. A 
state is considered converged if the deviation of the angle and MM length between the last 
two iteration is reduced to respectively 0.000001 degrees and 0.00001µB. Clearly, for the 
disordered magnetic state of iron this level of self-consistency would be unnecessarily 
computationally demanding, as for example the convergence in the energy is nearly 3 orders 
of magnitude smaller than 𝑘𝐵𝑇 for temperatures of interest (see figure 3.7). However, 
reasonable self-consistency criteria for bulk Fe are insufficient for the calculations of the Co 
clusters.  This is because larger fluctuations of the MM lengths are observed. As a consequence 
it has been observed that the ‘converged state’ can become dependent on the initial magnetic 
structure from which is approached, if one would rely on the self-consistency threshold as 
stated on page 80. With the more strict requirements as given above, this repercussion has 
been fully ruled out. This latter statement has been verified based on over 200 NC magnetic 
states in Co5 and Co13 at temperatures of 𝑇 = 100K and 𝑇 = 1000K.    
 
The acceptance ratio for the Co5 MC simulation data given in 4.5a-c is exactly 50% as a result 
of the well-chosen cone-angle of 33.5 degrees for 𝑇 = 1000K as outlined in section 3.3. In 
figure 4.5a the occurrence of sequences of several states being accepted or rejected in a row 
has been plotted for this calculation. In analogy one can compare this data to the occurrence 
of sequences of a perfect dice been thrown odd (rejected) or even (accepted) infinitely many 
times (red line). As is observed, the TB MC modelling of Co5 at 𝑇 = 1000K matches this 
comparison within the statistical boundaries of the finite simulation length. It shows that the 
acceptance and rejection of a magnetic state is independent to the state considered before. 
This characteristic, although not being a fundamental requirement, is helpful in optimizing the 
performance of the Metropolis algorithm [22]. In addition, a phase diagram has been 
presented in which the acceptance percentage of MC states is linked to the total energy and 
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Figure 4.5: Part of the MC simulation data of the Co5 cluster at T =1000K. The presented data includes 1606 
cluster sweeps in which in each step one MM is rotated within a cone-angle of 33.5 degrees; the acceptance rate 
of the given states is exactly 50%. In (a) the occurrence of long sequences of accepted / rejected magnetic 
configurations is plotted (blue points) and compared to the prediction of an acceptance / rejection configuration 
uncorrelated to its initial state (red curve). The agreement demonstrates the correct implementation of the 
detailed balance requirement (see chapter 4). In (b) the trial states are located, green points represent accepted 
magnetic structures whereas the red points mean rejected magnetic configurations, based on the total energy 
per atom (compared to the FM ground state value of Co5) and the total magnetization of the cluster per atom. In 
(c) the number of iterations needed to obtain a self-consistent TB description of the data given in (b) is related 
to the energy of these states. In contrast to the magnetization of the Co5 cluster, the number of these mixing steps 
is much less dependent on the total energy of the object.  
 
magnetization of the cluster (figure 4.5b). The zero energy point 𝐸0 is chosen at the FM 
ground state of Co5 (simulated with a Fermi-smearing temperature of 𝑇 = 100K) and the 
acceptance percentage is indicated by the colour coding as given in the figure. In figure 4.5c 
the energy of the considered systems is compared to the number of iterations required (𝑢) to 
meet the self-consistency conditions as dictated on the previous page (and the acceptance 
percentage via the colour). Whereas the energy and total magnetization are naturally strongly 
dependent as given in figure 4.5b, any correlation between 𝐸 and 𝑢 is much less pronounced. 
Furthermore it may strike that 𝑢 equal some numbers much more often than other values in-
between. This is because of the fixed iteration numbers in which various mixing steps are 
carried out, as is best understood from figure 3.7b.   
4.2.3 A study on the magnetic and electronic structure of the series of Co 
clusters in the range Co3 and Co55 at finite temperature 
4.2.3.1 Calculation statistics 
In the following TB MC simulations are presented for the 15 Co clusters of figure 4.1 at 13 
temperatures between 𝑇 =100K and 𝑇 =1800K. The results include, besides the total 
magnetization and energy of the cluster, also the susceptibility and specific heat. This data is 
compared to classical HEIS simulations, the required parameters for which are given in 
appendix D. Besides characteristic of a cluster as a whole, the TB simulations give as well 
insights in atom specific properties. Here one can think about the MM length of -, the charge 
residing on - and the constraint field added to individual atoms as a function of temperature.  
 
The MC simulations are based on the geometries as given in figure 4.1. In each simulation step 
the direction of 20% of randomly selected MMs are rotated within a given cone-angle. The 
magnitude of this chosen cone-angle naturally increases with increasing temperature or 
smaller clusters considered (e.g. as less moments will be rotated). The aim is to obtain an 
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acceptance rate of states of around 50% (see paragraph 3.3.3). In figure 4.6a and -b 
respectively the number of MC steps and the acceptance rate are presented for the clusters 
considered at all simulated temperatures. Figure 4.6a shows that significantly better statistics 
are obtained for the smaller clusters59. This is logically explained by figure 3.4, taken into 
consideration that the number of steps to converge a non-magnetic state, to the level as 
dictated on page 94, is not strongly dependent on the cluster size. This has to be understood 
as long as self-consistent states can be found. When this is not possible additional magnetic 
fields along the moment directions have been applied as discussed in section 4.2.1. As the 
magnitude of these fields is reduced in several steps, significantly more iterations are 
required. For these systems, the iteration number needed to find self-consistency can be up to 
400 (e.g. a strong increase compared to figure 4.5c).  
 
This explains part of the drop in figure 4.6a for several clusters at increasing temperature as 
well; as a higher percentage of states required such fields. In figure 4.6a this percentage has 
been presented whereas in figure 4.6b the corresponding average size of this field is given. 
The other part of the lowering in statistics at higher temperature follows more trivially from 
the higher spin-disorder simulated. This as well depends on the chosen cone-angle based on 
which new states are selected and the acceptance rate, as can be viewed most clearly for Co9 
at 𝑇 = 400K in figures 4.6a and b60. The duration of the simulation and the number of 
processors applied vary between 5 days on 1 processor for Co3 to 60 days on 8 processors for 
Co55.   
4.2.3.2 Magnetization, energy, susceptibility and specific heat 
In figure 4.8 the TB MC results are shown for the cluster studied here. The data contains the 
magnetization, the total energy, the static susceptibility and the specific heat according to 
equations (3.31)-(3.34) expressed per atom. This data is compared to HEIS simulations as 
given in figure 4.9. As the HEIS modelling are fast compared to computationally demanding 
TB calculations improvement can be easily gained on statistics: the presented data of figure 
4.9 includes 1 million lattice sweeps for each data point.    
 
 
 
Figure 4.6: The (a) number of lattice sweeps and (b) the percentage of accepted states of the MC simulations 
performed on the 15 cobalt clusters considered in this chapter at 13 different temperatures. The lower number 
of lattice sweeps for the larger clusters is explained by the cubic scaling of the matrix diagonalizations (see 
figure 4.4) which has not been overcome by longer calculation sequences on multiple processors. Hereby it can 
be remarked that spatial averaging is improved for the larger clusters compared to the smaller magnetic 
objects. The significant decrease of the statistics with increasing temperature for some of the clusters is the 
result from convergence issues as discussed in the text and to a less degree to higher spin disorder. The 
acceptation percentage as show in (b) is a function of the cone angle chosen in each MC step (see paragraph 3.3) 
and the number of rotated moments (20%). Co13 has not been indicated explicitly in (b) and is plotted in grey 
having with an acceptance rate of ~64% at T=100K.        
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The magnetization as a function of temperature as given in figure 4.8a displays that the level 
of statistics reached for the TB simulations is satisfactory up to Co23. For Co26, Co38 and Co55 
fluctuations are visible, indicating that extra simulations for these systems are desirable61. It 
stands out from the magnetization dependence on temperature that none of the clusters has 
become non-magnetic at 𝑇 =1800K. This is expected based on two arguments. It is, on the one 
hand, because of the on-site Stoner theory which predicts MMs on each atom up to 
significantly higher temperatures. On the other hand, one does not expect a cancellation of 
spins, as the spin disorder is bounded by the system sizes. In figure 4.7 below, the values of 
the average magnetization are given for randomly oriented MMs. Clearly, the magnetization 
averages at 𝑇 =1800K, as observed in figure 4.8a, are significantly above these randomly 
rotated spin values which indicates the strong coupling between the MMs still present. The 
deviation w.r.t. the in figure 4.7 presented HEIS model predictions at 𝑇 →∞ becomes larger 
for the smaller clusters, which indicates a larger crossover point for these smaller structures. 
A similar characteristic is observed in the HEIS model simulations, figure 4.9a, which can be 
explained based on figure 4.2: the MMs for smaller clusters show a stronger coupling to the 
other spins.  
 
Despite the similarity regarding the strong exchange interactions for the small clusters, there 
are significant deviations between the TB and HEIS modelling of the Co clusters. For the 
magnetization an, up to 50% stronger, decay is observed between 𝑇 =100K and 𝑇 =1800K, 
for the TB simulations compared to the HEIS model based calculations. The origin of this 
effect lies not only in the reduction of the spin on each site, an effect not take into account in 
the results of figure 4.9. It also stems from a severely different coupling strength within a 
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Figure 4.7: The total magnetization per atom in the HEIS model for 𝑻 → ∞ as a function of the number of spins in 
the cluster (or supercell). The red curve represents this random MM magnetization based on atomic spin lengths 
as presented in figure 4.1 whereas the black dashed line assumes a MM length equal to bulk Co (at 𝑻 = 0K). The 
blue cross is the result for BCC Fe in a supercell of 128 atoms as is relevant for chapter 5.     
 
 
 
 
59 This statement is also valid when taken the spatial averaging into account, being more effective for the larger clusters. 
In other words the statistics for, for example Co55 are better than for Co3 per lattice sweep when looking at total 
magnetization or total energy. However, this statement no longer holds for quantities like specific heat or susceptibility 
the statistics of which scale mainly by the number of lattice sweeps [23].  
60 It would have been simple to obtain values for the acceptance rate in figure 4.6b close to 50% for all simulated clusters 
and temperatures, by tuning the cone-angle during the simulations (this choice has been actuated for the HEIS model 
simulations and the TB simulations in chapter 5). Nevertheless, the obtained acceptance rates are very good in any case.    
61 This behaviour is less pronounced in the total energy which tends to converge more quickly as is given in figure 4.8b. 
However, the specific heat and susceptibility will be more affected as these parameters rely on the squared power 
(variations). 
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Figure 4.8: (a) The temperature dependence of the magnetization per atom of a series of neutral cobalt clusters, 
the geometry of which is given in figure (4.1). The data is obtained via (spin-disorder) constraint TB calculations 
coordinated with MC. The total energy per atom as depicted in (b) shows a linear dependence of 𝑻 and is 
presented compared to the energy of the Co55 cluster at 𝑻 =0K. As expected, the formation of larger cluster 
objects is favoured from an energy perspective. The fluctuations of the magnetization and energy (in 
equilibrium) represent respectively the magnetic susceptibility (c) and the specific heat (d). In these latter 
results, the peak at lower temperatures for the larger clusters indicate a lower ‘critical point’ for these object s 
compared to the smaller cobalt systems.   
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Figure 4.9: Temperature dependent properties of the series of neutral cobalt clusters as depicted in figure 4.1 
obtained by means of MC simulations based on the HEIS model. Such simulations are ‘cheap’ from a 
computational perspective compared to the self-consistent TB results as given in figure 4.8. This allows 
improving further on statistics: the results shown in this figure are based upon 1 million lattice sweeps for each 
data point (the acceptation of states lies within the range 45% - 55%). The interaction parameters needed for 
the data are given in figure 4.2. A discussion on the results including a detailed comparison to the TB model 
results is presented in the text. 
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cluster between both methods. The TB model obtains these values rigorously for each non-
equilibrium state as explained in chapter 3.2. In contrast, the HEIS model relies on parameters 
as given in Appendix E. These constants have been obtained based on a TB modelling of the 
clusters ground state within the Andersen force theorem approximation; equation (2.95). In 
the following sub-paragraph the atom-resolved temperature dependent MM lengths, 
exchange interactions and charges will be discussed in more detail. 
 
When investigating the total energy differences of both methods, as given in figure 4.8b and 
4.9b, the sequence of Co clusters prevails. Here the TB modelling is obviously correct. The 
energy per atom of the largest cluster studied (Co55) should be lowest as it favours the 
formation of bulk Co. It should be noted that the HEIS model parameters relate to magnetic 
structure properties only and are therefore not intended (nor capable) to include this 
geometry property. When comparing the gain between the 𝑇 = 0K ground state and the 
𝑇 =1800K energies it is striking that the increase in energy within the TB model is nearly 
equal to all clusters, namely 𝐸1800𝐾 −𝐸0𝐾 ≅ 200meV. For the HEIS simulations this difference 
steadily increases with cluster size, being 𝐸1800𝐾 − 𝐸0𝐾 ≅ 104meV for Co3 and 𝐸1800𝐾 −𝐸0𝐾 ≅ 
180meV for Co55.     
 
The differences between the HEIS and TB simulations of the magnetic Co clusters regarding 
the susceptibility (respectively presented in figure 4.8c and 4.9c) and the specific heat, as 
given in figures 4.8d and 4.9d are very remarkable. We first remark that for these parameters 
better statistics are required, hence data for Co38 and Co55 have been omitted in figure 4.8c 
and figure 4.8d (in addition it can be remarked that no value for 𝑇 =0K is presented as 
equations (3.33) and (3.34) are ill defined at this point). From the susceptibility and specific 
heat it follows that the TB scheme reveals a very pronounced quantum nature of the cluster 
systems, i.e. 𝐶𝑉 → 0K at 𝑇 → 0K. The specific heat as obtained from the HEIS model shows, on 
the other hand, the behaviour expected from an infinite spin system with couplings to nearest 
neighbours only. I.e. for such a system analytic results are available (see for example equation 
D.20 for 2 atoms). Related to this, one observes that the energy integral over 𝐶𝑉 fully accounts 
for the energy increase in the HEIS model (this is not even nearly true for the TB modelling). A 
possible reason is that, in the TB model, the energy fluctuation for 𝐶𝑉, (〈𝐸
2〉 − 〈𝐸〉2), is taken 
only w.r.t. MMs, while ∆𝐸𝑡𝑜𝑡 = ∫𝐶𝑉𝑑𝑇 is valid only if 𝐶𝑉 is calculated w.r.t. all degrees of 
freedom. 
 
In addition, the calculated susceptibility as well as the specific heat indicate, for both models, 
an increased ‘transition temperature’ for the smaller clusters, as follows from the shifted peak 
positions to higher temperatures. In the HEIS model no peaks are (even) observed for 𝑁 < 26 
up to 𝑇 = 1800K indicating a strong 𝑇𝐶 enhancement with respect to bulk (HCP Co: 𝑇𝐶
𝑒𝑥𝑝
= 
1356K). For the TB scheme no peaks in 𝜒𝑇 and 𝐶𝑉 appear for CoN clusters with 𝑁 < 7. Hence, 
also simulations based on this model support the analysis of [14], in which an enhanced Curie 
temperature is predicted for smaller clusters (due to broadening of the energy levels). It is 
emphasized that in the analysis in [14] where performed for larger systems, with 𝑁 ≳ 100. 
However, based on our simulation results we believe that these analyses can be stretched to 
smaller systems as well.               
4.2.3.3 Magnetic moments, constraint fields and charges 
More insight in the CoN clusters can be gained when investigating the atom-resolved MM 
lengths, constraint fields and charges. These results are presented in figures 4.10, for the 
studied clusters in the range 3 ≤ 𝑁 ≤7, in figure 4.11 for 8 ≤ 𝑁 ≤17 and in figure 4.12 for 20 
≤ 𝑁 ≤55. Although the data presented in each subfigure (a)-(e) gives information over the 
temperature dependence of the individual MM lengths, constraint fields and charges (from 
left to right) only, also general trends can be observed as seen in most clusters. 
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Figure 4.10: From left to right the average length of the spin moment, the average constraint field and the 
average charge on a single atom as a function of temperature for a neutral Cobalt cluster with (a) 𝑵 =3, (b) 𝑵 =4, 
(c) 𝑵 =5, (d) 𝑵 =6 and (e) 𝑵 =7 atoms. The numbers as given in the plots for the magnetic moment correspond 
to the numbering in figure 4.1. 
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Figure 4.11: Idem as figure 4.10 for the following CoN clusters (a) 𝑵 =8, (b) 𝑵 =9, (c) 𝑵 =13, (d) 𝑵 =15 and (e) 
𝑵 =17 atoms.  
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Figure 4.12: Idem as figure 4.10 for the following CoN clusters (a) 𝑵 =20, (b) 𝑵 =23, (c) 𝑵 =26, (d) 𝑵 =38 and (e) 
𝑵 =55 atoms.  
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Here we will discuss part of the individual cluster data shown and thereby focus on general 
characteristics as well. In each of the subgraphs all atoms within the cluster are explicitly 
indicated by an atom numbering according to figure 4.1. This number has been added to 
graphs regarding the MM lengths on the left. In these figures we also added a colour to the 
lines indicating the temperature dependence. This colour distinguishes between the smallest 
MMs (green colour) and the largest ones (blue colour) within the cluster at 𝑇 = 0K, the 
intermediate MM sizes are denoted in red. The sequence of the MM sizes within a cluster 
remain unaltered when increasing the temperature up to 𝑇 =1800K for nearly all studied 
systems. Exceptions to this behaviour can be observed for a few MMs in Co7, Co9, Co15, Co20 
and Co23 only, respectively given in figures 4.10e, 4.11b, 4.11d, 4.12a and 4.12b. For the 
constraint fields shown in the middle of each subgraph and the charges on the left, we have 
naturally applied the same colour coding.  
 
When studying the MM length dependence on temperature it first shows a remarkable 
increase in the MM length at small temperatures for a several atoms and clusters. It can for 
example be clearly seen in the Co3, Co5 and Co6 and Co7 between 𝑇 =0K and 𝑇 =100K and for 
Co4 even up to 𝑇 =1000K. The increase in the MM length in these ranges is |𝒎𝑖| ≅0.02µB and 
it stems from the 𝒎𝑠- and 𝒎𝑝- contributions. Namely in the FM ground state 𝒎𝑠=-0.02μB and 
𝒎𝑝=-0.05 are opposite to the direction of 𝒎𝑑, whereas at 𝑇 =100K the average angle between 
𝒎𝑠 and 𝒎𝑑 and 𝒎𝑝 and 𝒎𝑑 is reduced to 158° and 164° respectively. The decay of the MM 
length at higher temperatures shows large variety. However, in most of the systems the 
smaller MM seems to reduce faster than the larger ones. Co8, Co13, Co15 and Co17 represent 
clear examples. For the larger clusters an unphysical increase in the MM length is observed 
which stems from the magnetic fields added along the MM directions needed to stabilise the 
non-collinear magnetic configurations. This aspect is especially strongly pronounced in Co38 
and Co55. The Fermi-smearing temperature applied in the simulations equals the modelled 
temperatures.  
 
Interestingly, the size of the constraint fields given in the middle graphs of figures 4.10, 4.11 
and 4.12 show the largest values for the smallest MMs. This can in principle be explained by 
the same arguments given in relation to figure 4.2: the smallest MMs are residing on atoms 
coupled to most neighbours. Therefore, the exchange interaction experienced on these sites is 
largest and hence is the constraint field. The torque represented by the product of the MM and 
the constraint field remains hereby rather constant [24]. The charge on all atoms deviates 
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Figure 4.13: The calculated averaged total orbital MM for the studied Co cluster sizes for temperatures in the 
range 0K ≤ 𝑻 ≤ 1800K in (a). In (b) the angle of this 〈𝑴𝑳〉 with respect to the spin as given in 4.8a. 
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mostly for systems with large deviations in the MM length. Here as well a correlation is 
obtained between a small spin and in this case a reduced charge. Please note that the size of 
the charge deviations present within a single cluster depends heavily on the energy penalty 
functional chosen, expression (2.53). 
4.2.3.4 Orbital moments 
As the SOC is considered within the simulations the orbital MM is simultaneously obtained. In 
figure 4.13(a) the over the cluster averaged orbital MM 〈𝑴𝑳〉 is presented as a function of the 
temperature. It has been mentioned in paragraph 4.1 that the orbital contribution 
underestimates the actual (i.e. measured) orbital part of the MM. Nevertheless, the expected 
maximum orbital MM for the smaller clusters is retrieved. Also of interest is the angle 𝜃𝐿𝑆 
between the (total) spin, as given in figure 4.8a and the (total) orbital MM. This angle is shown 
in figure 4.13b: i.e. the spin and orbital MM directions are most similar for the smaller Co 
clusters at all temperatures. 
  
4.3 Summary and discussion 
 
In this section we have applied the developed TB code to a set of physical relevant systems, 
namely: Co clusters varying in size between 3 atoms and 55 atoms. The geometry of these 
clusters are obtained from literature and it is assumed that the positions of the atoms 
maintained unaffected for all simulated temperatures. MC modellings are performed 
targetting on the spin configurations. In this way, thermodynamical properties like the 
magnetization, energy, susceptibility and specific heat have been studied. The results are 
subsequently compared to HEIS model based calculations, the necesarry exchange 
parameters of which had been extracted from the ground states. These ground states showed 
significantly larger spin MMs than HCP Co (MM = 1.61μB) for the smallest clusters like Co3 
(MM = 3.00μB) and values deviating ±0.40μB from the bulk for the larger objects.  
 
The simulated temperature for all clusters ranged between 𝑇 = 100K and 𝑇 =  1800K 
(compare with the Curie temperature of HCP Co: 𝑇𝐶
𝑒𝑥𝑝
= 1356K). For clusters, in general one 
cannot speak of a strict transition temperature in the sense of a divergence in a critical 
parameter. Also one will find 𝑀(𝑇 → ∞) ≠ 0 (in the classical HEIS model) due to the finite 
size of the objects.  Nevertheless, a peak like structure is seen in the susceptibility and the 
specific heat for part of the clusters. I.e. based on the TB modelling we found that all clusters 
for which 𝑁 > 7 showed a, with increasing clustersize decreasing, ‘transition temperature’ 
below 𝑇 = 1800K. For the HEIS calculations peaked structures were found only for the 
clusters 𝑁 = 26 or larger.  
 
In fact both quantitatively as well qualitatively very pronounced differences were observed 
between classical HEIS - and TB MC modelling for 𝐸(𝑇), 𝜒𝑇(𝑇) and 𝐶𝑉(𝑇) of all studied 
clusters. The TB model energy shows correctly the preference of the formation of bulk Co 
(this physics is intrinsically not present in the HEIS based calculations). Besides, the 
magnitude of the susceptibility and the specific heat are much larger for the HEIS model when 
compared to TB (around a factor 3 and 10 difference was observed for respectively Co26 and 
Co3). In addition, the specific heat as obtained in the former model is nearly constant (i.e. 
temperature independent) and integration over this specific heat explains the observed 
energy increase to a very large extent. The TB based modelling shows very different 
behaviour: the specific heat is strongly temperature dependent and tends towards 𝐶𝑉 = 0eVK-
1 for the low temperatures of all considered clusters. Besides the integration of the specific 
heat w.r.t. temperature does no longer resemble the extracted energy increase. A possible 
explanation for this is that (〈𝐸2〉 − 〈𝐸〉2) is calculated w.r.t. the MMs only, while ∆𝐸𝑡𝑜𝑡 =
∫𝐶𝑉𝑑𝑇 applies when 𝐶𝑉 is determined w.r.t. to all degrees of freedom. Interestingly, the 
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necessarily obtained constraint fields are generally larger for the smaller MMs such that the 
torque on the atomic spins is very constant within the cluster.      
 
It needs to be stated that the TB data for the larger clusters lacks statistics, as is clearly visible 
in the presented 𝜒(𝑇) and 𝐶𝑉(𝑇) graphs. In addition and partially related to this we 
experienced convergence issues for part of the larger clusters. Several attempts were tried 
and more stringent self-consistency conditions have been applied. Nevertheless, solutions to 
these systems could only be found when external magnetic fields were applied with the aim of 
increasing the spin lengths (which tended towards 0μB or reversed direction) in these cases. It 
is emphasized that no problems were faced in the TB modelling of most Co clusters. So the 
above stated conclusions remain undisputed in our view.            
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5. Simulations of magnetization 
dynamics in bulk iron 
In this chapter, the numerical TB scheme will be applied to BCC Fe. In particular we want to 
study its magnetic structure in-and-out of equilibrium. To this end MC simulations have been 
performed at 7 temperatures in the range between 𝑇 =200K and 𝑇 =1500K, e.g. significantly 
below and above the experimentally determined Curie temperature of 𝑇𝐶 =1043K. The in 
essence non-periodic spin structure is mimicked via a periodically repeated (27 𝒌-points) 
super cell containing 128 atoms. Based on such simulations insight is gained not only in total 
magnetization or energy at several temperatures, but for example as well in exchange 
couplings, magnetic correlations and charge distributions. The obtained data is compared to 
HEIS model based calculations. In addition, SD have been studied in BCC Fe. This part includes 
on the one hand, a study on the time-dependence of spin-spin interactions at fixed 
temperatures and on the other hand, an investigation of ultrafast demagnetization after an 
abrupt temperature increases. These latter simulations represent a premier NC magnetic 
electronic structure approach towards the modelling of femtosecond laser induced 
phenomena. The chapter is introduced with a discussion on the numerical setup. Besides 
(near)-ground state calculations of BCC Fe will be shown.  
 
5.1 Calculation setup and near ground state modelling      
 
BCC iron can be considered the text book example of a 3𝑑-itinerant electron magnet. Not 
surprisingly its magnetic structure at finite temperature has been chased after using several 
calculation approaches [1]-[5]. Nevertheless, consensus on for example the degree of 
magnetic short range order (MSRO) near the critical temperature is still to be reached [7]. 
Besides, a vast number of experimental studies have been performed on BCC Fe at finite 
temperature, as given in [8]-[10], to name a few. Therefore, a modelling of this material, based 
on the in this work developed TB scheme, can be considered a natural and relevant choice. In 
the following we will touch only briefly on the calculation setup, which is used to obtain the 
results in this chapter. Note, most of this discussion has been parts of chapters 2 and 3. 
Subsequently (near)-ground state simulations of BCC Fe are shown. These results include for 
example the dispersion relation, lattice constant dependence and spin wave spectrum.   
5.1.1 Characteristics of the tight-binding modelling of BCC Fe  
A ground state (periodic) simulation of BCC Fe can be performed with two62 atoms in the unit 
cell of size [𝑎,𝑎,𝑎] situated at coordinates [0,0,0] and [𝑎 2⁄ , 𝑎 2⁄ , 𝑎 2⁄ ]. Hereby 𝑎 represents the 
lattice constant. The experimental value for BCC Fe is determined at 𝑎 =2.87Å. In the TB 
Hamiltonian the dependence on 𝑎 is included in the spin-independent hopping terms and the 
overlap of the basisfunctions only. The required Slater-Koster parameterization of these parts 
is shown in respectively figure 2.6a and 2.6c and discussed in section 2.3.2. Magnetism is 
added via the on-site Stoner contribution (equation 2.69) with, according to table 1.1d, a 
Stoner parameter of 𝐼𝑖  = 0.96eV for the 3𝑑-orbitals. For the other orbitals a Stoner parameter 
of 𝐼𝑖  / 10 is chosen in compliance with equation (2.64). Charge neutrality is imposed on the 
BCC Fe system via the penalty function (2.53) with 𝑈 = 5eV. Please note that this contribution 
dummyword 
 
62 In fact, also a unit cell can be chosen containing one atom only if the Bravaisvectors are not chosen perpendicular to 
each other. In the periodic calculations for BCC Fe we however refer to the simple unit cell with two Fe atoms as 
mentioned.   
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is only relevant when simulating disordered magnetic systems of BCC Fe; i.e. FM, AFM or spin 
spiral states do not impose asymmetry between the atoms in the unit cell and hence contain 
an expectation value of 𝑛𝑖 = 8 electrons exactly. For the spin spiral states one however does 
require constraint magnetic fields to be able to find a converged TB solution. This can be 
understood as the MMs experience a torque in these states (see figure 3.1 and the discussion 
in chapter 3). The constraint fields appear in the Hamiltonian in the same way as an external 
magnetic field, namely via equation (2.71). Please note that an external magnetic field of 
[𝑩𝑖]𝑧~2T is added to the BCC Fe system as well for the simulations presented in section (5.2), 
as will be discussed further. SOC is not considered in this study because the orbital MMs in 
bulk Fe are rather small.         
 
As our interest is in magnetic structures at higher temperatures, the modelling of which is a 
computationally demanding task63, it becomes important to review the simulation 
dependence on 𝑁𝒌, the number of 𝒌-points. In section 3.4 the time consumption of the code 
was discussed and the numerical resources available to us were given. Based on this it was 
decided to simulate BCC Fe at finite temperatures using a supercell containing (43 · 2 =) 128 
atoms64 with 𝑁𝒌 = 33 = 27 reciprocal lattice points. As there are 18 states per atom (per 𝒌-
point, see equation 2.18) there are in total 62208 eigenvalues, 503 of which are within 
𝑘𝐵𝑇𝐶 2⁄ ≈ 87meV from 𝜀𝐹  (when relying on the FM ground state) and 11109 states are within 
|∆𝑖| 2⁄ ≈ 1050meV from the Fermi level. Whether this is sufficient will be tested in this 
paragraph in the context of the energy, MM length, DOS, lattice constant, Fermi smearing, 
external magnetic field, exchange parameter and magnon dispersion. Please note that the 128 
atom supercell calculation with 27 𝒌-points is equivalent to the here considered 2-Fe atom 
unit cell with 𝑁𝒌 = 123 = 1728 (when following the rule 𝑁 ∙ 𝑁𝒌 = constant). In all instances the 
sampling of the BZ is uniform so that 𝑤𝒌 = 1 𝑁𝒌⁄ , as was mentioned in footnote 18 on page 23.  
 
In figure 5.1 the MM length and energy are considered for a FM BCC Fe ground state as a 
function of 𝑁𝒌. On the 𝑦-axis, (a) ∆|𝒎𝑖| and (b) ∆𝐸 are given, respectively in which the ∆ refers 
to the difference with respect to the 𝒌-point converged values (in these plots assumed at 𝑁𝒌 = 
803 = 512000). The presented simulation results are performed for a Fermi-smearing 
temperature of 10meV (i.e. 𝑘𝐵𝑇 = 10meV in the view of equation 2.20, corresponding to 𝑇 = 
120K). For 123 𝒌-points we observed a marginal ∆|𝒎𝑖| =  0.015μB and ∆𝐸 =  2.3meV, 
indicating sufficient convergence in these variables (as is in line with similar analysis as 
reported in [15]). In the following study on the characteristics of BCC Fe near and at the 
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Figure 5.1: The MM length (a) and energy (b) as a function of 𝑵𝒌 for a TB simulation of FM BCC Fe. Data is 
represented as the difference with respect to the values at  𝑵𝒌 = 512000. The data at 𝑵𝒌 = 1728 is highlighted as 
this corresponds to the level of 𝒌-point convergence of the simulations performed in section (5.2). Red dots 
correspond to data for which respectively ∆|𝒎𝒊| and ∆𝑬 are negative. 
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collinear magnetic ground state, we will assume a simulation based on 483 𝒌-points as the 
appropriate reference (as the above assigned 𝑁𝒌 = 512000 would lead to too comprehensive 
calculations). In the simulations of BCC Fe at finite temperature we have taken electron 
hoppings into account, in the spin independent part of the Hamiltonian 𝐻0, for atoms within 
half the supercell. This yields a direct interaction with 5 shells of nearest neighbour atoms (i.e. 
58 atoms). In the following we will study the consequences of this limited hopping range on 
the ground states discussed here. In particular we will review the band structure, DOS, 
exchange parameters and magnon dispersion in this respect. 
5.1.2 Simulating iron with a FM structure  
In figure 5.2 a series of TB simulations on BCC Fe is presented with FM structure. In figures 
5.2(a) and 5.2(b) the band structure is plotted based on a considered hopping range of 
respectively 2𝑎 and 6𝑎 along high symmetry directions in the BZ. Note that the 2𝑎 = 5.74Å 
coincides with half the 128 atom supercell (i.e. 58 atoms) whereas 6𝑎 includes 49 shells of 
nearest neighbour atoms or 1836 atoms. The band structure of this latter plot resembles the 
(TB) result obtained in [11] well, despite the difference in the magnetic part of the 
Hamiltonian and the DFT results as given in the same reference. We also would like to refer to 
[11] for a discussion on the point-group symmetry of the presented bands. The band structure 
plots are based on the calculation with 512.000 𝒌-points. In figure 5.2c the DOS, as obtained 
from equation (2.86) is also plotted for BCC Fe systems with hopping parameters limited 
within 2𝑎 (red line: 𝑁𝒌 = 123 and blue line: 𝑁𝒌 = 483) and 6𝑎 for 𝑁𝒌 = 483 only (black line). 
Here the negative and positive 𝐷(𝜀) correspond to respectively thet spin-down and spin-up 
states. Our interest is in the red line, as it resembles best the setting of the supercell 
simulations of the subsequent section. One observes that the BCC (Fe) characteristic “three 
peaks and two valleys” structure is retained despite the somewhat spiky DOS.     
 
Figures 5.2(d) and 5.2(e) stem from FM TB calculations of BCC Fe in which the lattice constant 
is varied for a limited hopping range of 2𝑎. As the exchange interactions in BCC Fe resulting in 
a rigid Stoner splitting of the energy levels65 are in reality not fully ‘on-site’, one might argue 
using adjusted 𝐼𝑖  for different lattice constants. In the presented graphs we have, somewhat 
arbitrarily, tested the dependence of the MM length and energy on values for Stoner 
parameters in the range 𝐼𝑖 =0.96eV±0.20eV. Naturally, the MM length per site as presented in 
figure 5.2d is expected to increase with increasing 𝐼𝑖  and 𝑎. The latter can be easily explained 
as the situation resembles the atomic limit to a large extend (for which |𝒎𝑖| =4μB). The 
energy dependences in figure 5.2(e) are normalized to the energy minimum of the simulation 
for which 𝐼𝑖 =0.96eV. The lattice constant dependences show a parabolic minimum around 
𝑎 =2.85Å, as is expected based on analysis described in [12]. Please note that the obtained 
lattice constant is satisfactory close to the (highlighted) experimental value of 2.87Å. Also the 
MM length at this lattice constant is close to the experimental value of |𝒎𝑖| = 2.18μB [13]. The 
dependence on 𝑁𝒌 (expressed via the black 𝑁𝒌 = 123 and red lines 𝑁𝒌 = 483) is within 1% for 
the MM length and neglectable when one considers the total energy. Both calculations as well 
as the data determined for graphs 5.2(a-c) are based on a Fermi-smearing temperature of 
𝑘𝐵𝑇 = 10meV.     
 
 
63 This is naturally because the calculations of these states of BCC Fe are based on supercells containing more atoms, 
which essentially lead to diagonalizations and multiplications of larger matrices (please administer chapter 3 for more 
insights).  
64 Clearly the small supercell of 128 atoms will give rise to more finite-size scaling effects when one models the 
temperature dependence of the magnetization. Especially around the critical point one expects pronounced deviations in 
for example the magnetization and susceptibility. Here we want to state that these discrepancies cannot be avoided 
within the framework of TB as HEIS model simulation for example indicate these features still being present for 
supercells with more than 104 atoms (please review references [27-31] from chapter 3 and the discussion in section for 
more insights).  
65 The level to which the spin splitting of BCC Fe can be considered rigid as a function of 𝒌 was briefly discussed in section 
2.3.2.3 on page 35. 
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Figure 5.2: TB simulations of BCC Fe with a FM structure. In (a) and (b) the band structure is plotted along high 
symmetry directions in the Brillouin zone for considered electron hopping probabilities up to respectively 2 and 
6 lattice units. In (c) the DOS is presented. In graphs (d) and (e) the MM and energy dependence of the system is 
given, respectively for various atom spacing and applied Stoner parameter (𝑰). In graphs (f) – (h) the 𝒔,𝒑 and 𝒅-
contribution of the MM is shown as well as the systems energy for an applied external field and varying Fermi 
smearing temperatures. In most plots data is compared for a simulation based on 123 and 483 k-points. This is 
relevant in the context of section 5.2. A detailed discussion on the presented results is provided in the text.   
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In figures 5.2(f), (g) and (h) the MM length (respectively the 𝒎𝑖𝑑  and 𝒎𝑖𝑠  and 𝒎𝑖𝑝 
components) and energy are shown for a FM Fe system under varying Fermi smearing 
temperatures (blue line for 𝑁𝒌 =123 and green line for 𝑁𝒌 =483) and external magnetic fields 
(black line for 𝑁𝒌 =123 and red line for 𝑁𝒌 =483). These external magnetic fields are also 
expressed in terms of energy in line with footnote 35 on page 59. Please note that a negative 
value refers to 𝒎𝑖𝜈 and 𝑩𝑖  in negative z-direction (i.e. opposite to 𝒆𝑖). Hence the Fermi 
smearing temperature is restricted to positive values. It was observed that a negative field of 
𝑩𝑖 =-130meV𝒆𝑧 was the largest field in this direction for which a self-consistent solution 
could be obtained: 𝒎𝑖 =1.51μB𝒆𝑧. The largest field calculated in the direction along the MM 
was 𝑩𝑖 =1000meV𝒆𝑧 resulting in 𝒎𝑖 =3.59μB𝒆𝑧 (i.e. close to the atomic limit)66. The observed 
decrease of the MM length as a function of increased Fermi-smearing temperatures is 
expected from the underlying Stoner processes involved. A Fermi-smearing temperature of 
𝑘𝐵𝑇 = 450meV was the largest for which a nonzero 𝒎𝑖  = 0.96μB𝒆𝑧 could be resolved. The 
corresponding ‘Curie’ temperature 𝑇 = 5222K is the mentioned Stoner critical point in the 
introduction chapter on page 6 (vastly larger than the experimental value of BCC Fe). From 
the given data one can conclude that the simulations based on 𝑁𝒌 =123 𝒌-points can be 
considered sufficiently converged.   
5.1.3 Obtaining Heisenberg exchange parameters and mean field 𝑻𝑪 
The classical HEIS scheme is a frequently used model in this work to compare the TB 
simulations results to. This scheme requires exchange parameters which can be calculated 
within the TB framework from equation (2.106). In figure 5.3(a) we show these calculated 
HEIS exchange parameters of BCC Fe as a function of the (neighbouring atom) distance. 
Clearly, the obtained exchange parameters are affected if the electron hopping in the 
Hamiltonian 𝐻0 (equation 2.33) is limited, as is the case for the supercell calculations in the 
following section. Therefore, results are given for hopping within 1, 2, 3, 4, 5 and 6 times the 
lattice unit 𝑎 (= 2.87Å). The number of neighbouring shells are 2, 6, 13, 22, 35 and 49 with 
respectively 14, 64, 258, 536, 1066 and 1836 atoms. Compared to literature based on 
Liechtenstein's formula (2.106) within the DFT framework by Mavropoulos et al. [2], we 
observe good qualitative agreement for the 𝐽𝑖𝑗 based on hopping within 6𝑎. Quantitatively, the 
obtained parameters are lower by ~20% for most of the parameters. When compared to 
exchange parameters extracted from TB modelling of Fe spin-spirals in [11] we observe only 
slightly lower values. The main difference w.r.t. the latter being the lack of incorporating the 
overlap in the magnetic part of the Hamiltonian in this reference. In figure 5.3(b) we have 
plotted the difference in calculating the exchange parameters as given in figure 5.3(a) based 
on 123 𝒌-points to a 𝒌-point converged solution (𝑁𝒌 = 123). Relatively larger differences were 
found for exchange couplings further apart. This can be explained by the need for more 
frequency components to track the oscillations in the 𝒌-dependent Greens function as given in 
equation (2.93).  
 
Based on the calculated exchange parameters one is able to determine a MF Curie 
temperature via equation (2.107). In figure 5.3(c) these 𝑇𝐶 values are given by the black line 
for the in figure 5.3(a) determined 𝐽𝑖𝑗’s. So for each point on this curve, both the set of 
exchange coupling strengths have been adjusted as well as the number of involved neighbour 
atoms. As explained above, the difference in the obtained sets of  𝐽𝑖𝑗 stems from the 
incorporated range of 𝐻0. Naturally, also the MM length on each Fe atom is influenced by the 
dummyword 
 
66 The given MM lengths stem from the calculations for which 𝑁𝒌 =123 although the difference to the 𝒌-point converged 
values is < 1%. Note that the given fields 𝑩𝑖 =-130meV𝒆𝑧 for a MM length of 𝒎𝑖 =1.51μB𝒆𝑧 and 𝑩𝑖 =1000meV𝒆𝑧 for 
𝒎𝑖 =3.59μB𝒆𝑧 correspond to (enormous) fields of respectively 𝑩𝑖 = -1487T𝒆𝑧 and 𝑩𝑖 = 4813T𝒆𝑧 when expressed in 
terms of Tesla’s.  
67 Clearly there are more datapoints (11) on the black line than the 6 exchange parameter curves given in figure 5.3(a). 
This is because for clarity not all calculated sets of 𝐽𝑖𝑗  were added to figure 5.3(a). 
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Figure 5.3: TB calculations of BCC Fe: exchange parameters, mean field Curie temperatures, spin spirals and a 
rotation of a single MM in a FM background. In (a) the HEIS 𝑱𝒊𝒋 parameters are shown as acquired via equation 
(2.106) for a TB Hamiltionian in which the electron hopping is respectively limited to atoms within 1 to 6 lattice 
units (𝑵𝒌 = 123). In (b) the influence of 𝑵𝒌 is investigated by subtracting the data shown in (a) from the 
equivalent simulation based on 𝑵𝒌 = 483. In (c) the MF 𝑻𝑪 is calculated via equation (2.107) based on the data 
shown in (a). This 𝑻𝑪 is compared to literature results by Mavropoulos et al. [2]. In (d) the influence of 𝑵𝒌 on the 
obtained 𝑻𝑪 is illustrated. In (c) we have as well indicated the atomic spin length (in [μB]) as obtained from the 
TB calculations with different electron hopping ranges. In (d) the deviation of this MM length is given for 
simulations based on 𝑵𝒌 = 123 and 𝑵𝒌 = 483 . 
 
limited hopping distance. Therefore, these MM lengths have been added to the various data  
points on the black line67. The red curve in figure 5.3(c) shows the influence on the number of 
neighbouring shells of atoms taken into account, using the set of exchange couplings as 
obtained in figure 5.3(a) with included electrons hoppings within 6𝑎. The presented data has 
been compared to the MF (green curve) and MC (blue curve) simulations as performed by 
Mavropoulos et al [2], based on a supercell of 27000 atoms. As for the exchange parameters, 
the MF result calculated within our TB scheme (i.e. the red curve) matches qualitatively well 
to the equivalent data (green curve) as obtained in [2], despite being ±20% reduced in 
quantitative terms. These underestimated coupling strengths are also reflected in the 
comparison to the experimental 𝑇𝐶, especially when electron hoppings are limited within 2 
lattice units (5.74Å). In this context one has to bear in mind that MF approximations have the 
tendency to overestimate the critical point [14]. For completeness also the deviation of the TB 
114                                                     Simulations of magnetic dynamics in bulk iron 
      
results are given w.r.t. the 𝒌-point converged values in 5.3(d). Here also the differences in the 
MM length have been included.  
5.1.3 Spin wave spectrum of BCC Fe and single moment rotations  
Spin rotations are the elementary magnetic excitations of BCC Fe. Before the MC modelling 
results at finite temperature are shown, first more simple noncollinear magnetic structures 
are examined. Most straightforward are the magnons, characterized by a wavevector 𝒒 and a 
polar angle 𝜃, as these states can be simulated based on a unit cell with minimum number of 
atoms (see section 3.1). In figure 5.4 the dispersion is given along high-symmetry directions in 
the BZ for a BCC Fe simulation with included electron transfer within respectively 2 (blue 
solid line and green dashed line for respectively 𝑁𝒌 = 123 and 𝑁𝒌 = 483) and 6 lattice units 2 
(black solid line and red dashed line; idem) and 𝜃 equal to 𝜃 = 10°, 30° and 90°. Please note 
that spinwave energies w.r.t. the FM BCC Fe ground states are divided by sin2(𝜃) so that the 
simulation results for different 𝜃 would coincide within the HEIS model. Moreover the results 
of this scheme are added as well (solid black-red and green-blue curves) based on: 
 
 
1
sin2(𝜃)
(𝐸𝒒 −𝐸0) = −
1
2
∑ ∑ 𝐽𝑖𝑗 ∙ [𝑐𝑜𝑠(𝒒 ∙ 𝒓𝑖𝑗) − 1]𝑗≠𝑖𝑖        (5.1) 
 
with the sets of 𝐽𝑖𝑗 as determined in figure 5.3(a). So we see that the HEIS model provides a 
very good description of the low energy magnons (small 𝒒 and 𝜃) whereas clear non-HEIS 
model behaviour appears in the limit of larger 𝒒 and 𝜃, as expected. Furthermore, a very 
pronounced influence on the limit electron hopping range is seen for 𝒌 near the 𝐻-point. The 
limited 𝑁𝒌 seems nevertheless sufficient in terms of energy as was already observed in figure 
5.2(e) and 5.2(h) in different context.  
 
Besides a symmetric rotation of spins we now study the deviation of a single MMs angle 𝜃1 
w.r.t. a collinear background in the 𝑧-direction. For the results in figure 5.5 this is achieved by 
means of a supercell simulation with 128 atoms with periodic boundary conditions specified 
by 𝑁𝒌 = 33 Fourier components and a Fermi-smearing of 10meV. The parameters of interest 
are the MM lengths (figure 5.5a), the constraint fields needed to stabilize the system (figure 
5.5b) and the energy (figure 5.5c). Where applicable, the data is compared to a HEIS model 
(represented by dashed lines). In addition, we would like to refer the reader at forehand to 
the work by Turzhevskiĭ et al. from 1990 [14], in which the same Fe excitation was studied 
based on a calculation of physical observables (DOS and MMs) within TB, based on an 
equation equivalent to (2.94). It was reported that the system could not converge for angles 
larger than 𝜃1 ≥ 135° in their numerical implementation. 
 
The TB Hamiltonian as derived in chapter 2 has slight differences to [14] and the Fe system 
could converge for all 0° ≤ 𝜃1 ≤ 180°. Nevertheless, a strong reduction in the length of the 
rotated MM was obtained at large angles (black curve in figure 5.5a). I.e. such a low Fe MM 
was not seen at for any temperature in the MC study presented next (figure 5.7). We also 
added the largest MM in the 128 atom-supercell (blue curve) and the average MM length for 
all angles in red. The constraint fields are given in figure (5.5b). Again, the rotated MM is 
represented by the black curve, the averaged constraint field over all atoms is given by a red 
line while the blue line shows the minimum constraint field found. Within the HEIS model68 
the latter is zero as the incorporated couplings have a range smaller than 2𝑎 (i.e. atoms 
exactly 2 lattice unit apart from the rotated spin are for that reason not affected). The non-
Heisenberg nature of the TB simulations can be seen in the shift of the maximum constraint 
field away from 90° to 120°. Understandably no field is needed for 𝜃1 = 0° and 𝜃1 = 180° as the 
 
 
68 The dashed lines in figure 5.5(b) represent the HEIS model equivalent to the constraint field as stemming from 
equation (3.4). 
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Figure 5.4: Magnon dispersion curves of BCC Fe across high-symmetry directions in the first Brillioun zone. The 
tight-binding calculations are based on the generalized Bloch theorem as outlined in section 3.1 for considered 
hopping integrals within respectively 2  and 6 lattice units and angles of 𝜽𝒊 = 10, 30 and 90 degrees. The solid 
and dotted lines as shown in the legend represent modelling based on 123 and 483 𝒌-points. The visualization of 
these datapoints are down sampled for clarity. The dashed green-blue and red-black lines indicate the classical 
HEIS model results as obtained from figure 5.3 and equation (5.1). A fermi-smearing energy of 10meV is applied.    
 
 
 
 
Figure 5.5: The MM length (a) constraint field (b) and energy (c) of a TB simulation of Fe bulk in which the MM of 
one atom is rotated over an angle 𝜽𝟏 w.r.t. the global 𝒛-axis. The calculation relies on a supercell containing 128 
atoms and 27 𝒌-points. In (a) and (b) the three lines represent respectively the MM length and obtained 
constraint field of the rotated atom (black line), the average of all atoms in the supercell (red line) and the 
(other) atom(s) outer limit (blue line). The dashed line in (b) represents the Heisenberg model equivalent based 
on exchange parameters given in figure 5.3(a) for electron hopping within 2 lattice units. A fermi-smearing 
energy of 10meV is applied.    
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torques on the spins equal 𝝉𝑖 = 0. Finally we would like to remark that the energy increase 
(i.e. 𝜕𝐸 𝜕𝜃1⁄ ) becomes rapidly smaller at the point where the MM length start to deviate most 
strongly (i.e. for 𝜃1 > 150°). A similar trend was reported in [14] (around 𝜃1 = 135°). 
 
5.2 Monte Carlo simulations below, around and above 𝑻𝑪         
 
The temperature dependence of BCC crystalline Fe is investigated by means of TB MC 
simulations. To this end a numerical approach relying on the Metropolis criterion as depicted 
in sections 3.3 & 3.4 is employed. Of main interest are besides the magnetization and energy, 
also the susceptibility, specific heat, exchange couplings strengths, correlations between the 
spins, charge distributions and the torques as experienced by the MMs. The results are, where 
applicable, compared to classical HEIS outcomes.   
5.2.1 Temperature dependent magnetization, energy, susceptibility and 
specific heat  
BCC Fe is modelled for 7 temperatures in the range 200K ≤ 𝑇 ≤ 1500K based on the supercell 
applied to the study of figure 5.5, i.e. with 128 atoms and 27 𝒌-points. In each MC step we 
rotate 20% of randomly selected spins under a cone-angle in accordance to the study 
presented in figure 3.4. The angle of this cone is chosen such that approximately half of the 
considered magnetic states will be accepted. Besides, an additional external magnetic field is 
added in the 𝑧-direction of magnitude 𝐵𝑖
ext = 0.3meV69 to mimic an anisotropy. Such a field 
however will not result in a total magnetization remaining stable in one (𝑧-) direction at finite 
temperature, as seen in realistic systems when simulated based on a finite supercell. To 
reproduce the thermodynamical limit behaviour, the unit vectors 𝒆𝑖  will therefore be rotated 
such that the sum is pointing along the positive 𝑧-direction70.  Furthermore, we would like to 
note that the temperature simulated within the MC scheme (i.e. equation 3.26) by a rotation of 
the MMs will also be adjusted in the Fermi-smearing of the electronic structure.    
 
In figure 5.6 the total magnetization (a), energy (b), susceptibility (c) and specific heat (d) as 
stemming from equations (3.31)-(3.34) of the tight-binding MC simulations of BCC Fe are 
presented by black triangles. These 7 datapoints on all graphs are based on 10629, 10429 , 
9923, 9901, 9799, 9777 and 9707 MC steps for the simulation of respectively T=200K, 400K, 
600K, 800K, 1000K, 1200K and 1500K. In addition, classical HEIS calculations are added in 
the range 0K ≤ 𝑇 ≤ 1600K with intervals of 50K based on 1 million lattice sweeps (i.e. 5 
million MC steps with 20% rotation). The applied 𝐽𝑖𝑗’s are obtained for electron hopping’s 
within 2 lattice units (in the spirit of figure 5.3a) and are explicitly written down in the results 
of table 5.1 for 𝑇 = 0K. The initial magnetic configurations from which the TB MC simulations 
initiated are based on HEIS modelling results followed by 500 thermalizing TB MC steps not 
taken into account in the sampling. 
 
When reviewing the magnetization in figure 5.6a one immediately observes the striking 
similarity between the TB and HEIS model results. This result, as interesting on itself, 
strengthens the fundament of applying the latter, far less computationally demanding scheme, 
underlying simulations as for example performed in [3]. This similarity is also apparent in the 
dummyword 
 
69 This field corresponds to a magnetic induction of 𝐵𝑖
ext = 2.36T for |𝒎𝑖| = 2.2μB (close to) the ground state of BCC Fe. 
70 As not all MM lengths are equal this will still lead to small deviations from the total magnetization being along z. 
However, as the MM length variations are expected small, this effect is considered of minor importance. In contrast, the 
rotation of the total magnetization vector around its own axis can be viewed of greater importance. In realistic bulk 
systems such a rotation will not be present, due to the averaging over a large number of spins. However, in the finite MC 
simulations these rotations do take place and influence the spin-spin correlations. As there is no obvious correction, we 
will take the rotation of the spins around the main 𝑧-axis for granted.       
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Figure 5.6: The (a) magnetization, (b) energy, (c) susceptibility and (d) specific heat of BCC Fe as a function of 
temperature, obtained via TB (black triangles) - and classical HEIS (red dashed curve) MC modelling. The 
simulations are based on a supercell containing 128 atoms with periodic boundary conditions (for the TB  
calculations this is taken into account via 27 𝒌-points). The MC statistics achieved for the computationally 
demanding TB scheme is given in the text. The number of applied modelling steps for the HEIS simulations 
equals 1 million lattice sweeps for each presented data point. Error bars as shown on the data given in (c) and 
(d) follow from the finite number of Monte Carlo steps. The error bars are, for the average magnetization (a) and 
energy (b), smaller than the black triangular markers and therefore not shown. Most striking is the large 
deviation in the obtained Curie temperatures of both models ( 𝑻𝑪 ≈ 500K-600K as follows from the 
magnetization, susceptibility and specific heat as a function of 𝑻), compared to the experimentally determined 
𝑻𝑪 = 1043K. An explanation for this is the decreased number of exchange couplings to neighbouring atoms and a 
reduction of the coupling strengths themselves. Both effects are related to the limited supercell containing 128 
atoms only, as discussed in the text and figure (5.2). Furthermore, a large similarity between the TB and HEIS 
model is observed, indicating the local magnetic moment nature of BCC Fe.  
 
 
susceptibility for all temperatures and to a large extend in the energy and specific heat for 
temperatures up to around the critical point. This is not surprising, as the averaged HEIS 
model energy reaches a maximum when the spins become randomly oriented (at high 
temperatures) whereas for example in the TB scheme the Fermi-smearing is continuously 
increased. We would like to note in addition, that the error bars in figures 5.6c and 5.6d 
stemming from a finite number of MC steps are estimated based on HEIS calculation series 
with different pseudo-random numbers. I.e. the length of the TB MC series as mentioned 
above was considered and 50 HEIS simulations of the corresponding temperatures were 
reviewed. The presented error bars then represent the standard deviation of the obtained 
susceptibility and specific heat over these 50 repetitions. The susceptibility and specific heat 
as well as the error bar peaks around the Curie temperature as expected [16], [17]. Finally, we 
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would like to remark that the high similarity between the two models cannot be the result of 
the starting point of the TB calculations, which can still contain HEIS characteristic as 
explained above, as the amount of obtained MC steps is simply too large for this. Please look at 
the data of figure 3.4 in this context for further insight.  
 
The Curie temperature itself, i.e. 𝑇𝐶 ≅ 500 – 700K as can be estimated from the concave point 
in figure 5.6a or the peak position in 5.6c and 5.6d, is significantly reduced from the 
experimental value of BCC Fe: 𝑇𝐶 = 1043K. Hereby it is relevant to note that a 𝑇𝐶 increase is 
expected in the simulations, if one would consider only the effect of a small supercell.  The 
argument for this is given in chapter 1 in the context of magnetic clusters: small supercells are 
single magnetic domain systems which do not contain MMs with significantly canted spin 
directions. Although this applies to the data represented in figure 5.6, another related feature 
turns out to be more important. Namely, the significantly reduced exchange coupling with the 
environment. The reasons for this are two-fold and were outlined in section 5.1. Most 
importantly, the 128-atoms sized supercell forbids direct coupling beyond the 58 nearest 
neighbour atoms. This leads immediately to a lowered 𝑇𝐶, as both the MF as well as the MC 
simulations given in figure 5.3c indicate. In addition and of significantly less importance, the 
exchange coupling parameters themselves are lowered when these are obtained based on 
electron hoppings within half the supercell only. This visibly applies to the exchange to the 
nearest neighbour shell in figure 5.3a (i.e. compare the interaction for hopping within 
respectively 2 and 6 lattice units) but its also true for the sum of the first 58 atoms (which is 
respectively ∑ 𝐽𝑖𝑗 =
58
𝑗=1  97meV versus ∑ 𝐽𝑖𝑗 =
58
𝑗=1  93meV).       
5.2.2  Studying the magnetic moment, charge and torque distributions 
The performed TB MC simulations are more rich in the sense that for example charge 
characteristics and MM length distributions are obtained as well. These distributions, together 
with the constraint fields, are shown in the three columns of figure 5.7.  The seven rows 
correspond to different temperatures, respectively (a) 𝑇 = 200K, (b) 𝑇 = 400K, (c) 𝑇 = 600K, 
(d) 𝑇 = 800K, (e) 𝑇 = 1000K, (f) 𝑇 = 1200K and (g) 𝑇 = 1500K. The area under all curves 
equals 100% and both the average as well as the standard deviation are given for all 
parameters (except for the average charge per Fe atom, as this equals 8 exactly in the applied 
𝑠𝑝𝑑-basis). For the averaged MM length one observes an expected continuous decrease from 
〈|𝒎𝑖|〉 = 2.209μB at 𝑇 = 200K to 〈|𝒎𝑖|〉 = 2.148μB at 𝑇 = 1500K. Interesting and somewhat 
counterintuitive is the decreased MM length spread at increasing temperatures, as indicated 
by the standard deviation 𝜎|𝒎𝑖|. This is partially due to the averaged MM length, being 
decreased as a consequence of larger Fermi-smearing. But it is also due to the fact that the 
expected Gaussian distribution better applies to higher temperatures. Please note that a non-
Gaussian spin distribution as is obtained for 𝑇 = 200K is non-physical. I.e. it is a numerical 
artefact due to a lack of 𝒌-points and is also clearly revealed in the charge distribution at this 
temperature.  
 
In the second column the lengths of the constraint fields are plotted (in black) and are 
compared to the equivalent HEIS model fields (red curve): i.e. the exchange coupling to the 
neighbouring atoms projected on the perpendicular spin direction (equation 3.4). 
Interestingly, larger torques are seen at lower temperature for the HEIS model. This indicates 
that such states in the TB electronic structure calculations are met with increased energy 
penalties and are therefore actively avoided in the TB MC simulations. Larger fields are 
however required for the higher temperatures when compared to the HEIS scheme. In both 
models one sees, nevertheless, that the average torque is maximal around 𝑇𝐶. This can be 
understood easily (within the HEIS picture) as at low temperatures the canting between 
neighbouring spins is small and hence the corresponding torque is limited. At high 
temperatures (𝑇 ≫ 𝑇𝐶) the spin-spin correlation is significantly reduced so that exchange 
interaction experienced on a single atom is partially averaged out. In the third column the 
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Figure 5.7: The distribution of the MM lengths (column on the left), the constraint fields compared to the 
equivalent HEIS model magnetic fields (middle column) and the charges (column on the right) of the BCC Fe MC 
simulations as presented in figure 5.3 for temperatures of respectively (a) 200K, (b) 400K, (c) 600K, (d) 800K, 
(e) 1000K, (f) 1200K and (g) 1500K. The standard deviation is explicitly written down within each graph and the 
integral over all individual distributions equals (naturally) 100%. Also the average quantities are presented 
above the figures except for the charges for which this value is 8 exactly. One should attribute the non -Gaussian 
shaped distribution of the MM lengths and the charges at low temperature to a lack of simulated k-points. I.e. for 
the higher temperatures the increased Fermi-smearing flattens out this imperfect simulation result due to an 
enlarged number of contributing states near 𝜺𝑭 (see equation 2.20). As mentioned the constraint fields given by 
the black line in the middle column are compared to the corresponding HEIS model results as shown in red. By 
these latter results we refer to the perpendicular projections to the MM directions as described by equation 
(3.4). Interestingly we observe that the TB constraint fields tend to be lower than the equivalent HEIS fields at 
small temperatures  whereas the opposite applies to 𝑻 > 𝑻𝑪. 
 
 
distribution of the charge residing on a single Fe atom is shown for all 7 temperatures. Similar 
to the MM length, also the range of these distributions are limited with increasing 
temperature.      
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5.2.3  Temperature dependent exchange parameters  
The constraint fields obtained for each magnetic state considered (i.e. accepted states as well 
as rejected states) can be used to fit (temperature dependent) exchange couplings as well. To 
this end the HEIS energy expression as given in equation (2.99) can once more be employed. 
Nevertheless one can also include higher order spin couplings in the model as is explained in 
[18] and external magnetic fields: 
 
𝐸 = −∑ 𝒎𝒊 ∙ 𝑩𝑒𝑥𝑡𝑖 −
1
2
∑ ∑ 𝐽𝑖𝑗𝒆𝑖 ∙ 𝒆𝑗𝑗≠𝑖 −
1
6
∑ ∑ ∑ 𝐽𝑖𝑗𝑘𝒆𝑖 ∙ (𝒆𝑗 × 𝒆𝑘)𝑘≠𝑗𝑗𝑖𝑖   
         − 
1
2
∑ ∑ 𝐽𝑖𝑗𝑖𝑗(𝒆𝑖 ∙ 𝒆𝑗)𝑗≠𝑖𝑖 (𝒆𝑖 ∙ 𝒆𝑗)       (5.2) 
 
In this expression we have added the three-spin and the bi-quadratic interaction (respectively 
the third and fourth term) to (2.99) as well as the energy contribution to an external field 
𝑩𝑒𝑥𝑡. The three-spin interaction is not present in collinear magnetic structure, as can be 
proven by means of Greens function analysis similar to the work shown in appendix C 
whereas the bi-quadratic terms is the most simple part of the more general four-spin 
interaction. It can nevertheless be expected that the bi-quadratic exchange parameters 
represents the largest contribution to the four spin term: ∑ ∑ ∑ ∑ 𝐽𝑖𝑗𝑘𝑙(𝒆𝑖 ∙ 𝒆𝑗)𝑙𝑘𝑗𝑖 (𝒆𝑘 ∙ 𝒆𝑙). 
5.2.3.1 Mapping the constraint fields to an extended Heisenberg model  
In equation (3.4) it had already been shown that the derivative of the energy with respect to 
the MM 𝒎𝑖  yields a site-dependent field. For the torque only the orthogonal part of the field to 
𝒎𝑖  is of interest:  
 
 𝑩𝑖
𝑒𝑥𝑡.𝐻𝑒𝑖𝑠 = −[
𝜕𝐸
𝜕𝒎𝑖
]
⊥
= 𝑩𝑒𝑥𝑡 +
1
2|𝒎𝑖|
[∑ 𝐽𝑖𝑗𝑗≠𝑖 𝒆𝑗]
⊥
+
1
6|𝒎𝑖|
[∑ ∑ 𝐽𝑖𝑗𝑘(𝒆𝑗 × 𝒆𝑘)𝑘≠𝑗𝑗 ]
⊥
+
                                          
1
|𝒎𝑖|
[∑ 𝐽𝑖𝑗𝑖𝑗(𝒆𝑖 ∙ 𝒆𝑗)𝒆𝑗𝑗≠𝑖 ]⊥     (5.3) 
 
Here the addition ext.Heis refers to the extended HEIS model of equation (5.2). The constraint 
field as obtained in the simulations is the TB equivalent to (5.3) in opposite direction: 
 
 𝑩𝑖
𝑐 ≅ −𝑩𝑖
𝑒𝑥𝑡.𝐻𝑒𝑖𝑠       (5.4) 
 
So from the set of constraint fields of all the calculated magnetic states one is, in principle, 
able to extract the coupling constants 𝐽𝑖𝑗 , 𝐽𝑖𝑗𝑘  and 𝐽𝑖𝑗𝑖𝑗 . To this end the following 
(overdetermined) system has to be solved: 
 
         
[
 
 
 
 
 
 
 
 [
1
2
𝒆𝑗′]
𝛼′𝑖′
⋯ [
1
6
(𝒆𝑗′ × 𝒆𝑘′)]
𝛼′𝑖′
⋯ [(𝒆𝑖′ ∙ 𝒆𝑗′)𝒆𝑗′]𝛼′𝑖′ ⋯
[
1
2
𝒆𝑗′]
𝛼′𝑖′
⋮ [
1
6
(𝒆𝑗′ × 𝒆𝑘′)]
𝛼′𝑖′
⋮ [(𝒆𝑖 ∙ 𝒆𝑗′)𝒆𝑗′]𝛼′𝑖′ ⋮
[
1
2
𝒆𝑗′]
𝛼′′𝑖′
⋯ [
1
6
(𝒆𝑗′ × 𝒆𝑘′)]
𝛼′′𝑖′
⋯ [(𝒆𝑖 ∙ 𝒆𝑗′)𝒆𝑗′]𝛼′′𝑖′ ⋯
[
1
2
𝒆𝑗′]
𝛼′′𝑖′
⋮ [
1
6
(𝒆𝑗′ × 𝒆𝑘′)]
𝛼′′𝑖′
⋮ [(𝒆𝑖 ∙ 𝒆𝑗′)𝒆𝑗′]𝛼′′𝑖′ ⋮ ]
 
 
 
 
 
 
 
 
∙
[
 
 
 
 
 
𝐽𝑖𝑗′
⋮
𝐽𝑖𝑗′𝑘′
⋮
𝐽𝑖𝑗′𝑖𝑗′
⋮ ]
 
 
 
 
 
= [
[−𝑩𝑖′
𝑐 − 𝑩𝑒𝑥𝑡]𝛼′
⋮
[−𝑩𝑖′
𝑐 − 𝑩𝑒𝑥𝑡]𝛼′′
⋮
] 
 
This is a standard problem of the type 𝐴𝒙 = 𝒃 where the number of rows of the matrix equals 
(5.5) 
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 the number of atoms (index 𝑖′) in the supercell (128) times the number of magnetic states 
(index 𝛼′)71. Note that the matrix elements (and vector elements on the r.h.s.) are themselves 
vectors with 𝑥-, 𝑦- and 𝑧-components. Thus the number of rows of the matrix (and the length 
of the vector on the right) are an additional factor 3 larger. The number of columns of the 
matrix equals necessarily the length of the vector containing the coupling constants. This 
number is determined by the range over which the spin interactions are taken into account 
(i.e. the range of the summations over 𝑗 and 𝑘 in equation (5.2).) Less trivially also this 
number is necessarily limited to half the unit cell size as the matrix in (5.5) becomes rank 
deficient otherwise72. Considering all the interactions within the mentioned limit one has, for 
a BCC Fe systems with 128 atoms in the supercell, in total 25 coupling parameters to obtain73.  
 
The setup and solution of (5.5) has to be performed for all the seven simulated temperatures 
separately and reveal, beside the (extended) HEIS interaction parameters of equation (5.2), 
also the correlations between the spins. These correlations are directly related to the matrix 
elements of (5.5). To assess the model as introduced in equation (5.2) w.r.t. the constraint 
fields as gathered within TB, we introduce a ‘mapping quality percentage’ for an 𝐴𝒙 = 𝒃 
problem with 𝒃 of size 𝑆. 
 
 mapping quality = 100% ∙ (1−
√∑ ([𝐴𝒙]𝑤−[𝒃]𝑤)
2
𝑤=1,𝑆
√∑ ([𝐴𝒙]𝑤)
2
𝑤=1,𝑆
)   (5.6) 
 
A model (5.2) yielding a percentage equal to 100% is capable of reconstructing the vector of 
constraint fields (r.h.s. of equation 5.5) exactly, whereas 0% would indicate that the model 
form is not present at all in the constraint fields. 
5.2.3.2 Temperature dependent exchange parameters and spin correlations 
In table 5.1 we have summarized the results. The ‘mapping quality percentages’ as calculated 
via (5.5), using the solution to the 𝐴𝒙 = 𝒃 type of problem as denoted in (5.4), are 84.1%, 
82.5%, 81.0%, 79.3%, 77.6%, 74.5% and 73.0% for respectively the temperatures 𝑇 = 200K, 
𝑇 = 400K, 𝑇 = 600K, 𝑇 = 800K, 𝑇 = 1000K, 𝑇 = 1200K and 𝑇 = 1500K. This indicates that 
the model, equation (5.1), captures the TB simulations best for low temperatures, as expected. 
Nevertheless, the denoted percentages also show that substantial part of the constraint fields 
are not resembled via the mapping as described above. Especially, the three-spin interaction 
seem hardly present: i.e. the difference in percentage with and without this contribution 
included is only 0.2% - 0.3% for all temperatures (with the full model having necessarily the 
higher percentage). Also the importance of the bi-quadratic term is limited. We found a 
reduction in the percentages of (5.6) of only 0.8%, 1.0%, 1.0%, 1.1%, 1.0%, 0.8% and 0.9%, 
for respectively the listed temperatures between 𝑇 = 200K and 𝑇 = 1500K, when this term 
was excluded. 
 
 
 
 
71 The prime added to the indices in equation (5.4) explicitly shows that looping over this index increases the number of 
rows (or columns) of the vectors (and matrix).    
72 A problem of the type (5.4) where the involved matrix is rank deficient cannot be uniquely solved for the vector with 
the various 𝐽𝑖𝑗 , 𝐽𝑖𝑗𝑘  and 𝐽𝑖𝑗𝑖𝑗  parameters. The insufficient rank of the corresponding matrix where interactions are 
included exceeding half the supercell size stems from the high symmetry of periodic boundary MM. I.e. the (correlation) 
matrix elements of these boundary images are equal to the elements with the spins within the supercell.    
73 There are 6 shells of nearest neighbour 𝐽𝑖𝑗  parameters as follows from figure 5.1 and naturally an equal number of  𝐽𝑖𝑗𝑖𝑗 . 
Besides one has 5·4 = 20 coupling constants of the type 𝐽𝑖𝑗𝑘 . Note that for example the number of magnetic states 
considered for the temperature T=200K is 10629. As the number of atoms in the supercell is 128 and one is 
reconstructing the 𝑥-, 𝑦- and 𝑧-component of the constraint field separately. One has a matrix in equation (5.4) which 
consists of 10629·128·3 = 4081536 rows; i.e. the system is vastly overdetermined.    
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Table 5.1: The HEIS exchange parameters are calculated for the 7 simulated temperatures between 200K and 
1500K according to the constraint field reconstruction procedure as described in equations (5.1)-(5.4). The result 
for 𝑻 = 𝟎𝑲 is determined by means of equation (2.106). Based on the obtained values a MF Curie temperature can 
be extracted as follows from equation (2.107). Note the presented 𝑱𝒊𝒋 - values refer to the first five shells (𝒂 in terms 
of lattice units, 𝑵 neighbours within shell) of neighbouring atoms for a HEIS model of the form (2.99). Extended 
terms to this model as given in equation (5.1) were found irrelevant. To quantify this latter statement a mapping 
quality was defined (5.5). The performance in terms of (%) are given for respectively a HEIS model with 2 spin – 
interaction only, a model with 2 spin + 3-spin interaction, a model with 2 spin and bi-quadratic exchange and all 
added contributions together. Importantly in all cases a substantial part of the physics of constraint fields i s not 
resembled via this mapping.              
 
 
 
 
 
Here we focus on the (temperature dependent) exchange parameters of model equation 
(2.99) only and hence ignore the higher order terms due to their limited importance. In 
table5.1 we have listed the temperature dependent exchange as obtained in the above 
described way74. In addition spin correlations are plotted for all the simulated temperatures 
in figure 5.5. These latter correlations, presented as the average of the inner product of the 
direction of two MMs being a distance 𝑟 apart, are also easily obtained when constructing 
(5.5)75. Note that a simulation of 128 randomly oriented spins results in 〈𝒆𝑖 ∙ 𝒆𝑗〉 = 0 (for every 
distance between the spins) and a magnetization as shown in figure 4.7 (considering the 
ground state MM length of Fe |𝒎𝑖| = 2.2μB). The 𝑇 = 0K values as given in table 5.1 are 
obtained based on equation (2.106). 
 
The temperature dependent exchange parameters obtained from the mapping of the 
constraints fields reveal a strongly enhanced nearest neighbour coupling. Interactions to MMs 
further apart on the other hand, reduce significantly. The second nearest neighbour coupling 
for spins 1𝑎 apart shows the most drastic temperature dependence as it also changes sign (i.e. 
from strongly FM to AFM). It is emphasized once more that a significant part of the physics is 
not contained in the mapping. Nevertheless the spin correlations of figure 5.8 obtained 
directly from the data do show  trends as observed in table 5.1. That means that the difference 
in 〈𝒆𝑖 ∙ 𝒆𝑗〉 for the presented nearest neighbour couplings between the TB simulations and HEIS 
model results could be reduced when enhancing the 1st NN coupling and lowering the rest. In  
figure 5.8 also the averaged inner product is added between the constraint field (for the HEIS  
 
 
74 The obtained 𝐽𝑖𝑗  parameters deviate by 8% at most when comparing the solution of (5.4)  using the full model (5.1) and 
the model (5.1) with the three-spin and bi-quadratic interaction excluded. For the parameters with large magnitude, for 
example the nearest – neighbour interactions, this difference is only 2% at most. In table 5 data are presented based on 
expression (5.1) excluding the three-spin and bi-quadratic interactions. 
75 Note in the reconstruction of the constraint fields all the simulated magnetic states are used (i.e. both accepted as well 
as rejected states). For the average result in figure 5.5 naturally only accepted states are included (some states are 
counted multiple times in accordance to the MC theory as outlined in section 3.3.2).  
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Figure 5.8: The averaged inner product of the spin (directions) for respectively the HEIS- (a) and the TB model 
for the 7 simulations performed between 200K and 1500K. The x-axis is expressed in lattice units (l.u.) and the 
maximum of 2 corresponds to half the limited supercell dimension (the supercell itself contains 128 atoms). In 
(c) and (d) the averaged inner products are shown for the spin direction at site 𝒊 and the constraint / exchange 
field of site 𝒋. Both models predict a clear MSRO at and above the critical temperature as follows from graphs (a) 
and (b).         
 
model the field as given in equation 3.4) and the spin direction. Interestingly, this inner 
product has, in absolute terms, maximum values around 𝑇𝐶.  
5.2.4  DC conductivity as obtained from the Kubo-Greenwood formula 
From the TB calculations, the conductivity due to spin-disorder can be calculated based on 
equation (2.122). To this end we have picked 25 states from the series of MC simulations for 
all (7) considered temperatures. The calculations have been performed for 15 complex 
energies 𝑧 in the range -7𝑘𝐵𝑇 ≤ 𝑧 − 𝜀𝐹 ≤ 7𝑘𝐵𝑇, equal to the grid in [18]. In contrast to the 
calculations of  𝐽𝑖𝑗’s, no full integration contour is required (see figure 2.8) as the conductivity 
dependents on the strongly peaked derivative of the Fermi-function. 
 
In literature resistivity (i.e. the inverse of the conductivity) of magnetic transition metals is 
often split in contributions stemming from the lattice 𝜌𝑙 and magnetic 𝜌𝑚 disorder. 𝜌𝑙 is 
roughly proportional with 𝑇 above the Debye temperature whereas 𝜌𝑚 increases as ~𝑇
3 [19]. 
In iron, this latter contribution becomes dominant for temperatures slightly below 𝑇𝐶 after 
which it saturates [20],[21]. The nature of this resistivity is often attributed to the scattering 
of the itinerant 4𝑠 electrons on the more localized 3𝑑 orbitals via an 𝑠-𝑑 exchange interaction 
model [22],[23]. Despite being insightful, this model has severe limitations as was emphasized 
in [24]. For example, the way in which electronic structure changes are incorporated in the 
model, as stemming from magnetization disorder, are oversimplified. The TB MC simulations 
as presented here naturally improve on this. In figure 5.9 the calculated resistivity is given for 
the 7 temperatures simulated (black triangles). Errorbars added represent standard 
deviations over 25 magnetic states. Experimental results, corrected for the 𝜌𝑙 contribution to 
the resistivity, are represented by the red curve extracted from [20].  
 
Qualitatively, there is an expected difference between the measured and simulated 𝜌𝑚, at low 
temperatures, which stems from an overestimate of spin-disorder in our theoretical approach. 76 
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Figure 5.9: The magnetic contribution to the resistivity of BCC Fe. Black triangles represent the TB simulation 
data and the red curve is the, from [20] extracted, experimental result. The data is scaled w.r.t. 𝑻𝑪 which for the 
experiments equals 𝑻𝑪 = 1043K whereas the critical point for the simulations is estimated at  𝑻𝑪 = 550K based 
on figure 5.6.  
 
As a result, the resistivity is also overestimated as can be observed, though not expressively 
pronounced, for the first simulation point at 𝑇 = 200K. Otherwise there is also a quantitative 
difference of a factor ~1.5 for 𝑇 > 𝑇𝐶 , but this is expected, since the calculations are based on 
a  finite supercell, and cannot capture the full scattering by the disorder over larger distances. 
 
5.3 Spin dynamics      
 
Besides thermodynamical properties of iron as shown in the previous section, time-
dependent characteristics of the magnetization will be explored here. To be more specific TB 
SD simulations have been performed on this material at temperatures of 𝑇 = 200K, 𝑇 = 600K 
and 𝑇 = 1500K. This means for a modelling based on a supercell of 128 atoms and 27 𝒌-
points, as before, a temperature significantly below, around and clearly above the magnetic 
transition point. In addition, a single simulation has been added of femtosecond laser-induced 
SD in which the laser action has been incorporated by an increase of the electron temperature. 
The magnitude of this heat bath increase has been based on a three-temperature model [25]. 
The time for which the SD is tracked exceeds 2500fs for the four calculations presented here.   
5.3.1 Spin dynamics at 200K, 600K and 1500K 
The initial magnetic configuration from which the SD have been calculated are obtained from 
the MC simulations as given in paragraph 5.2 for 𝑇 = 200K, 𝑇 = 600K and 𝑇 = 1500K. Of 
special interest are time dependent correlation functions regarding the charge and the 
magnitude of the spin magnetic moment on a single atom. Such results cannot be obtained by 
means of a frequently applied (classical) HEIS model and can be considered interesting from a 
fundamental point of view. As the computational effort needed for the SD simulations does 
not allow a simulation consisting of  >105 time steps as required for a dynamical structure 
factor calculation [2] we will focus on the mentioned correlation times within 100fs, for which 
 
 
76 The overestimated spin-disorder at low temperature is also a well-known problem in HEIS model based calculations 
where it, as well, results in a too strong reduction of the magnetization.   
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the limited simulation time provide sufficient statistics. The EOM (3.15) is solved with a time 
step size of 𝜏 = 2fs (see appendix D) for ~3500fs whereas the damping applied in these 
simulations equals 𝜆 = 0.04 similar to the values applied in [26], [27].  
 
The results for the SD simulations at fixed temperatures of 𝑇 = 200K, 600K and 1500K have 
been included in figure 5.10. The calculations show the averaged deviations of the MM length, 
charge and applied constraint field size on a single atom and the total energy change, between 
time 𝑡 and 𝑡′ .  These time differences are limited by the maximum 𝑡 − 𝑡′ = 100fs for which we   
obtained sufficient statistics. Importantly, the difference of most of the considered parameters 
are (nearly) saturated within this time. This especially applies to the total energy and the 
constraint field size. For the latter, the largest deviation is observed after 𝑡 − 𝑡′ = 100fs for 
the simulation of 𝑇 = 600K. This is expected in view of the MC simulation data as presented in 
figure 5.7. The same applies to the charges but interestingly not to the MM length. I.e. the TB 
MC results revealed a counterintuitive reduction in the spread of the MM length at higher 
temperatures. However, this is not seen in the SD of figure 5.10. Although these results are not 
(necessarily) contradictive, they do indicate that the path followed in the SD approach 
conceals some the magnetic states as seen in MC. This also explains the somewhat small 
distribution of the MM length at 𝑇 = 200K: in the MC data this temperature showed a larger 
spread in the spin length (as an artefact of the limited 𝑁𝒌). All obtained values (at 𝑡 − 𝑡
′ = 
100fs) in figure 5.10 are within the ranges as pointed in figure 5.7 (as they should). For the 
energy deviation one best compares to the related result in figure 5.6b. I.e. the variation of 
around 〈|𝛿𝐸|〉 = 3meV as obtained for 𝑇 = 1500K can be considered small when compared to 
the total energy (w.r.t. FM ground state) of  𝐸 ≈ 100meV. 
5.3.2 A preliminary step towards TB based laser induced spin dynamics 
In figure 5.11 we show the first result of an (TB based) electronic structure simulation of 
laser-induced magnetization dynamics in BCC Fe. Based on the arguments given in [28]-[30] 
we model the laser influence as a coupling to a heat bath the temperature of which is given by 
the red dashed line in figure (5.6b) based on the laser intensity applied on Ni in [25]. This 
dummyword 
 
 
Figure 5.10: The average deviation of the magnetic moment (red curves), constraint fields (blue curves) and 
charges (green curves) on each atom and the energy (black curves), obtained via atomistic SD simulations of BCC 
iron at 200K, 600K and 1500K.    
126                                                    Simulations of magnetic dynamics in bulk iron 
      
heat-bath can be understood as the electron temperature of the system and it enters our 
calculations via the stochastic field, equation (3.17)-(3.18) and the Fermi-smearing (equation 
2.20). Again a time- step of size of 𝜏 = 2fs is applied as well as a damping of 𝜆 = 0.04. The EOM 
(3.15) is solved for over 2800fs. BCC Fe is mimicked via a supercell containing 128 atoms and 
27 𝒌-points, as before. 
 
In figure (5.11a) we show the total magnetization (black curve) and the 𝑥-, 𝑦- and 𝑧-
contribution separately (respectively by the green, red and blue curves), as a function of time. 
At 𝑡 = 0fs the spins were assumed in the FM ground state pointing in the 𝑧-direction (the 
Fermi-smearing temperature applied at that point is 𝑘𝐵𝑇 = 10meV, corresponding to 𝑇 = 
120K). The dynamics of the magnetization observed is strongly longitudinal; i.e. the total 
magnetization resembles the z-component to a large extent. This 𝑀𝑧-component reduces till a 
minimum after 𝑡 = 2300fs for which 𝑀𝑧(𝑡) 𝑀𝑧(0)⁄ ≈ 0.63 after which it increases. This 
longitudinal behaviour, which is expected based on [31], resembles the measurement results 
on transition metals reported in [25] accurately. Naturally, the measurements do not show 
the spiky behaviour as observed in figure (5.11) as these are an artefact of the limited 
supercell size. The total energy as shown in figure (5.11b) increases up to 𝐸 ≈ 430meV, which 
correspond approximately to an equilibrium energy of BCC Fe at 𝑇 = 400K (according to 
figure 5.6b).        
 
 
 
Figure 5.11: A TB simulation of a femtosecond laser-pulse excitation on BCC Fe. The influence of the laser-pulse 
is modelled via a heat bath the temperature of which is given in (b) with the systems energy (expressed in [K] via 
𝑬 = 𝒌𝑩𝑻). In (a) the magnetization is shown as a function of time.   
 
5.4 Discussion and outlook  
 
In this chapter a TB modelling of BCC Fe has been presented. Our main interest was to gain 
insights in the SD and thermodynamics at finite temperature. However, as such simulations 
are necessarily based on supercells with finite size (i.e. containing 128 atoms for  calculations 
presented here) and a finite number of (27) 𝒌-points, first these limitations were necessarily 
examined. For this, simulations on an Fe system were first performed with collinear and spin 
wave magnetic structures, based on two atoms in the unit cell. In this respect, we have studied 
the DOS, the lattice constant, the influence of external magnetic fields, the influence of the 
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Fermi-smearing and the HEIS exchange parameter on the (MF) Curie temperatures. Especially 
this last parameter, intrinsically related to the coupling strength between the spins, is strongly 
affected by a limited system size. This most importantly is due to the reduced set of exchange 
parameters considered (i.e. only couplings can be contained spanning half the supercell 
dimension).  
 
TB MC simulations have been performed for 7 temperatures between 200K and 1500K. Based 
on these simulations a Curie temperature of 𝑇𝐶 ≈ 500K-600K is observed; i.e. significantly 
smaller than 𝑇𝐶 ≈ 1043K as is know from experiments. The explanation is the reduced 
coupling strength between the spins, due to the limited system size as mentioned above. 
Moreover it is, interestingly, observed that the TB simulations show a large similarity in 𝑀(𝑇), 
𝜒(𝑇), 𝐶𝑉(𝑇) and 𝐸(𝑇) with the classical HEIS modelling, when relying on the supercell-size 
adjusted exchange parameters. The latter parameter deviates most at higher temperatures, as 
the HEIS models energy tends to saturate. The TB simulations in addition contain the 
distribution in the spin length. Here we observed somewhat surprisingly that the spread in 
the MMs decreases slightly with increasing temperature (in terms of standard deviation from 
85.7·10-3μB at 𝑇 = 200K to 79.4·10-3μB at 𝑇 = 1500K). For the average MM length also a 
decrease was observed with increasing temperature, namely from 2.209μB at 𝑇 = 200K to 
2.148μB for 𝑇 = 1500K. Besides, it was observed that the constraints fields (and hence the 
torques on the spins) are maximal near the Curie temperature.  
 
SD in BCC Fe has been studied based on two types of simulations. First the spins EOM was 
solved for three temperatures, namely:  𝑇 = 200K, 𝑇 = 600K and 𝑇 =  1500K. Here we 
targeted at temperature dependent time differences of the MM length, constraint field length, 
charge and energy. The corresponding time constants were largest at 𝑇 = 600K, as this 
temperature is in the vicinity of the Curie point. Out of all considered parameters the systems 
energy is decorrelated on the shortest timescale i.e. 𝑡 − 𝑡′ ≅ 30fs, whereas the MM length still 
associates with the length 𝑡 − 𝑡′ ≅ 70fs before. In addition, we have made a first step in 
studying laser-induced SD based on TB. The laser in this respect was modelled as a rapid 
temperature increase while the magnetization and energy were monitored for 2800fs.     
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6. Summary and outlook 
In this thesis the implementation of a tight-binding (TB) code is discussed targeting for a 
simulation of magnetic materials at elevated temperatures. To this end a formulation of the 
TB scheme is outlined in detail as well as computational methods to include temperature 
namely via Monte Carlo (MC) and spin dynamic (SD) approaches. As an implementation of this 
kind is unique as far as the author is aware, strong emphasise is put on testing and optimizing 
the computational approach. In addition, the work includes modelling of two types of 
magnetic systems; i.e. Co clusters containing between 3 and 55 atoms and BCC Fe. Here we 
will summarize all these topics and results. The order in which the parts are discussed 
matches the structure of the thesis. 
 
The description of magnetic metals at finite temperature represents one of the most 
challenging tasks within solid-state physics nowadays. The well-celebrated Stoner model of 
magnetism for example, successful in predicting the FM ground state of bulk Fe, Ni and Co is 
inadequate by a factor 5-10 when applied for an estimation of the Curie temperature of these 
systems. This is due to the full neglect of spin rotations as elementary excitations. Other 
models, like the often used classical Heisenberg (HEIS) model (or the more simple Curie-
Weiss theory), perform more convincingly in terms of 𝑀(𝑇). However, these schemes fail to 
incorporate the itinerant nature of the magnetic transition metals and therefore lack 
justification. As a consequence, these types of models have to rely on constant exchange 
parameters, which cannot be expected ‘constant’ at temperatures around and above 𝑇 = 𝑇𝐶. 
Nevertheless, there is clear incentive for an accurate description of magnetic transition metals 
at these temperatures, stemming from recent experimental progress. In this context we would 
like to mention femtosecond laser-induced magnetization dynamic measurements, which 
show a read-write speed of bits which are 2 orders of magnitude faster than what is achieved 
in conventional hard-disks. The process, as far as presently understood, is thermally driven. 
Furthermore, we have introduced the field of magnetic cluster physics in chapter 1. A study 
on the thermodynamical characteristics of these objects is not only interesting from a 
fundamental point of view, as these systems represent the gap between atomic and solid state 
physics. It is also highly relevant to provide insights in relation to Stern-Gerlach experiments. 
 
The TB model was introduced in chapter 2 as a MF average of the Hubbard Hamiltonian. A 
major difference to this latter scheme, on which we cannot rely for a modelling of magnetic 
transition metals due to the enormous computational load involved, is the enhanced stability 
of FM structures in the TB framework. As a matter fact, this work solely contains studies of FM 
systems. The TB description of these systems is represented by a (mathematically 
independent) generalized eigenvalue problem for every 𝒌-point simulated. In principle, our 
interest goes to non-periodic magnetic structures as follows from the part above. However, 
the simulation of such states in bulk materials is best performed by a periodic repetition of 
supercells containing as much atoms as feasible with magnetic disorder (hence the mentioned 
reciprocal lattice vectors 𝒌 before). The size of the generalized eigenvalue problem is defined 
by the size of the Hamiltonian and equals the number of atoms in the supercell times the 
number of basisfunctions. In this work we rely on a formulation in a 9 orbital 𝑠,𝑝,𝑑 – basis.  
 
The Hamiltonian consists of a ‘kinetic energy’ term describing the transition probability for 
electrons to hop from one orbital to another on a different atom. The distance dependence of 
this term is parameterized based on Mehl and Papaconstantopoulos work, whereas the angle 
dependency is conveniently captured by the Slater-Koster theory. The overlap matrix terms, 
describing the non-orthogonality of the basis, are treated in the same way. In addition to 
hopping, four additional contributions are added to the Hamiltonian. The charge neutrality 
term, added to prevent non-physical charge transfers for non-periodic or disordered systems, 
                                          131  
is, diagonal in spin space just as the hopping description. This is in general not true for the 
three other parts of the Hamiltonian; i.e. the addition of magnetism via an on-site Stoner term, 
the inclusion of external magnetic fields and the SOC term responsible for orbital induced 
MMs. The Hamiltonian matrix elements have been derived based on a minimisation of the 
total energy with respect to wavefunction components. From the wavefunction components 
one can, after diagonalization of the generalised eigenvalue problem, construct the density 
matrix. Charges and MMs on the atoms can be extracted from this matrix. 
 
The theory is continued with a very concise explanation of exchange mechanisms. To be more 
specific, our aim was to show how FM and AFM structures can become energetically 
favourable. One of the most simple ways of showing this is by means of a 2 atom magnetic TB 
model with 1 orbital per site. A filling of such a system with 2 electrons lead to an AFM 
coupling between the 2 spins, due to the kinetic exchange mechanism whereas a filling with 3 
electrons leads to a FM state. The latter can be explained by means of the double exchange 
mechanism. The HEIS model, which in this work is used as a comparison tool to our TB 
simulations, requires a set of exchange coupling 𝐽𝑖𝑗  - parameters as an input. These 
parameters can be obtained from TB. One way of doing this is via theory, as first published by 
Liechtenstein et al. To obtain the wanted 𝐽𝑖𝑗’s one needs to calculate the Greens function of the 
collinear ground state of the system under study. Although the Greens function contains the 
same information as the set of all wavefunctions it naturally enters the equations when 
perturbations are described. In Liechtenstein's method the perturbations consist of an 
infinitesimal rotation of two MMs. Another example stems from the calculation of the 
conductivity on a quantum-mechanical level via the Kubo-Greenwood derivation. In the latter 
case the perturbation is determined by an alternating electric field. 
 
So far the TB formulation targeting at a description of disordered magnetic states. However, 
the direction of the spins to be simulated at a given temperature has not been covered. At low 
temperature one can expect collective spinwaves as the main (low energy) - excitations. In the 
TB framework, such states can be calculated very efficiently when employing the generalized 
Bloch theorem. For higher temperatures the magnetic states to be described are less simple. 
In chapter 3 we discuss two theoretical methods to obtain the MM directions. Namely via SD 
and MC. The SD approach relies on a calculation of the trajectory of MMs in time by solving a 
Landau-Lifshitz type of equation. For this method it is important to note that non-collinear 
magnetic states within the TB framework can only be stabilized when external magnetic fields 
are applied (so-called constraint fields). These fields determine the torque on the MMs and 
give thereby the spin directions for the next time step. Monte Carlo methods on the contrary 
do not contain any time dependence. They can be used to access thermodynamical 
characteristics of the magnetic system in an efficient way. Hereby one can envisage total 
magnetization, energy, susceptibility and specific heat as a function of temperature. 
 
Besides this theory part, the 3rd section also reviews the computational implementation in a 
numerical code in depth. Importantly, an efficient scheme was introduced to obtain self-
consistent solutions. With respect to the charges and MMs (both in the angle as well as in the 
magnitude), such that these variables included in the Hamiltonian have equal value to their 
calculated values after the eigenvalue diagonalization. Self-consistency was obtained to a 
sufficient level within ~50 iterations for a BCC Fe systems with 128 randomly oriented MMs. 
This is much better than a simple linear mixing convergence for which >500 iterations are 
required. Besides, also tests were performed regarding the choice of the MM directions within 
the MC and SD frameworks. Within the MC simulation new magnetic states have to be picked 
such that the magnetic phase space is sampled most effectively. We found, based on HEIS 
model simulations of BCC Fe, that a rotation of 20% of the spins within a cone-angle around 
their initial direction per MC step is best. The size of the cone-angle has to be chosen such that 
the acceptance percentage of states is 50%. The 20% stems from the percolation limit of a 
BCC structure which is close to this number. SD requires an integration of the equation of 
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motion. Whereas for the HEIS model it is guaranteed that angular momentum is preserved in 
time this is no longer true for a simulation based on TB. Test simulations confirmed that the 
effect is small for BCC Fe (i.e. sufficiently smaller than any realistic damping). A stable time-
integration is guaranteed when a time step of 2fs is chosen between two consecutive magnetic 
states. 
 
Chapter 4 applies the TB MC algorithm to (neutrally charged) magnetic Co clusters in the 
range between 3 and 55 atoms. The structure of these objects, obtained via DFT and 
optimized TB simulations (not performed by the author), is considered equal for simulations 
at all temperatures ranging from 100K to 1800K. I.e. the temperature dependence of the 
magnetization, energy, susceptibility and specific heat stems from the orientation of the spins 
as outlined above. These simulations have been compared to a MC modelling of all clusters 
based on the HEIS model. For the TB simulations no peaked structure in the susceptibility was 
observed for clusters smaller than 8 atoms until 1800K, indicating at a clearly higher 
‘transition point’ compared to bulk Co (𝑇𝐶
𝑒𝑥𝑝 = 1356K). For clarity, this transition point should 
not be understood as a strict divergence in a critical parameter for the discrete clusters 
systems. When relying on HEIS model calculations with TB based 𝐽𝑖𝑗 – parameters, no peaked 
structure was seen for all treated clusters except the 55-atom object. The difference between 
the TB and HEIS calculations (both qualitatively as well as quantitively) is even more striking 
for the specific heat data. An integration of the specific heat explains the total energy gain fully 
when reviewing the HEIS results whereas this is not necessarily true for TB (as is seen very 
clearly in the results). In a sense on can state that the TB model is more rich; as MM length 
and charge fluctuations occur. Here we observed another interesting trend for all simulated 
Co-clusters: small MMs require higher constraint fields to stabilize the magnetic state, yielding 
a torque on every site which is very constant within a single cluster at a given temperature. A 
weakness of the performed simulations is the lack of sufficient statistics for the TB modelling 
of larger clusters. Partially related to this is the instability of several of these systems in terms 
of convergence. Extra magnetic fields had to be added, which interfered with the ergodicity 
requirement of MC simulations in general.  
 
In the last part we have studied BCC Fe using both the implemented TB MC as well as TB SD. 
First a series of collinear magnetic states of Fe were tested, to assess the performance with 
respect to the included number of 𝒌-points and the considered electron hopping range. Here 
we looked at the DOS, the lattice constant, spinwave energies, the response to external fields 
and MM rotations and HEIS exchange parameters. Available computer resources allowed for a 
simulation with a supercell containing 128 atoms and 27 𝒌-points.  As in the study on Co 
clusters, we targeted on insights in the magnetization, energy, susceptibility and specific heat 
and compared the results to HEIS modelling results. Interestingly, a large similarity was 
observed between both methodologies for BCC Fe. Striking is the obtained low Curie 
temperature of 𝑇𝐶 =500K-600K compared to the experimental value of  𝑇𝐶 =1043K. The main 
explanation is the significant influence of the limitation of the exchange interactions to half 
the supercell size on the coupling of the MMs. At last preliminary results are shown of 
simulated laser induced magnetization dynamics in BCC Fe based on TB. The laser pulse was 
modelled as a sharp electronic temperature increase based on experimental data after which 
the SD were tracked for around 3ps. We observed longitudinal dynamics of the magnetization 
in agreement with other theoretical work.      
 
This work was initiated with the goal to provide insights in laser induced magnetization 
dynamics via electronic structure calculations. As we addressed this topic only, briefly at the 
end by a single (preliminary) calculation for BCC Fe, we would like to give an outlook on 
possible further investigations. In TB SD the electronic structure is updated in every step, in 
contrast to for example HEIS model based SD. This offers the advantage of simulation and 
study possibilities which were not possible before. For example, one can, using the developed 
code, study the increase of the laser pulse induced electronic structure temperature 
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separately from the canting of the spins, which in the EOM is modelled via a coupling to a heat 
bath. Also the laser pulse itself can be mimicked in a better way. Namely via an alternating 
electric field rather than a more phenomenologically chosen temperature increase. To this 
end, one still has to add an extra term in the Hamiltonian (very similar to the already included 
magnetic term), which should be a trivial matter. These type of simulations can well be 
performed on BCC Fe, as work in this thesis showed that the calculations of this transition 
metal are very robust in terms of convergence of (complex) magnetic states. Besides, one can 
also study exchange interactions in noncollinear magnetic states of frequently used alloys in 
laser induced magnetization experiments. These nonequilibrium exchange interactions are 
beyond the HEIS model approximations and could provide additional insights to the 
measurement data. The alloys can, in principle be calculated with the developed code if 
hopping parameters of the 3d – systems involved are present. Finally, a limitation of any TB 
SD based study, is a rather small supercell on which one necessarily has to rely, due to the 
numerically demanding electronic structure updates in every step. Hence, large scale 
computational resources should be available and finite-size effects need to be considered.   
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6. Samenvatting en vooruitzicht 
In dit proefschrift staat de implementatie van een tight-binding (TB) code centraal, die is 
ontwikkeld voor de simulatie van magnetische materialen ook bij temperaturen boven 𝑇 = 
0K. Hiervoor zijn naast de TB theorie ook numerieke methoden als Monte Carlo (MC) en 
spindynamica in detail beschreven. Deze laatste omvatten de beschrijving van temperatuur 
geïnduceerde fysica. Een dergelijke implementatie in een numerieke code is uniek voor zover 
bekend bij de auteur. Daarom is veel nadruk gelegd op het beschrijven, testen en 
optimaliseren van de algoritmes. Daarnaast bevat dit werk simulatie resultaten van twee 
typen magnetisch systemen; Co clusters met 3 tot 55 atomen en BCC Fe. Hier vatten we 
bovengenoemde onderwerpen en resultaten samen. De volgorde waarin dit gebeurt komt 
overeen met structuur van de scriptie.       
 
De karakterisatie van magnetische metalen bij eindige temperatuur vertegenwoordigt een 
van de meest uitdagende problemen uit de hedendaagse vastestoffysica. Het veel geroemde 
Stoner model van magnetisme bijvoorbeeld, succesvol met de correcte voorspelling van een 
FM grondtoestand van bulk Fe, Ni en Co is inadequaat met een factor 5-10 wanneer toegepast 
op de predictie van de Curie temperatuur van deze systemen. Het volledig negeren van 
spinrotaties als elementaire excitaties ligt hieraan ten grondslag. Andere modellen, zoals het 
vaak toegepaste klassieke Heisenberg (HEIS) model (of de meer vereenvoudigde Curie-Weiss 
theorie) zijn veel meer overtuigend wanneer men 𝑀(𝑇) beschouwt. Echter omdat deze 
modellen het metallische karakter van de 3𝑑 - elektronen niet voldoende incorporeren 
ontbreekt het aan solide fundament. Gerelateerd hieraan zijn deze modellen noodzakelijk 
gebaseerd op constante exchange parameters om de koppeling tussen de spins te beschrijven. 
Echter deze parameters kunnen niet zonder meer als ‘constant’ aangenomen worden voor 
temperaturen rondom en boven 𝑇 = 𝑇𝐶. Er is desalniettemin een groot potentieel voor het 
accuraat modelleren van magnetische transitiemetalen bij deze temperaturen zoals o.a. volgt 
uit recent experimenteel onderzoek. In deze context willen we metingen aan femtoseconde-
laser geïnduceerde magnetisatiedynamica noemen die een uitlees-schrijf snelheid van bits 
tonen, 2 orden van groten sneller dan behaald in conventionele harddisks. Het proces, voor 
zover wetenschappelijk verklaard, is thermisch geïnduceerd. Daarnaast hebben we 
magnetische clusterfysica in hoofdstuk 1 geïntroduceerd. Een studie naar de 
thermodynamisch eigenschappen van deze objecten is niet alleen interessant vanuit 
fundamenteel oogpunt omdat deze systemen de brug vormen tussen de kern- en de 
vastestoffysica. Het is ook zeer relevant voor het verkrijgen van nieuwe inzichten in de 
uitgevoerde Stern-Gerlach experimenten.           
 
Het TB model was in hoofdstuk 2 geïntroduceerd als een gemiddelde veld benadering van de 
Hubbard Hamiltoniaan. Een belangrijk verschil met het laatstgenoemde model, die niet 
gebruikt kan worden voor simulaties vanwege de kolossale computationele eisen die dit met 
zich meebrengt, is de verhoogde stabiliteit van  FM structuren in TB. Dit is relevant aangezien 
dit werk uitsluitend uit studies van FM systemen bestaat. De TB beschrijving van deze 
systemen komt neer op een (wiskundig onafhankelijk) gegeneraliseerd eigenwaarde 
probleem voor ieder 𝒌-punt. In principe ligt onze interesse in niet-periodieke magnetische 
structuren zoals hierboven is aangegeven. Echter de simulatie van dergelijke toestanden in 
bulk materialen kan het beste worden verricht d.m.v. een periodieke herhaling van 
supercellen die zoveel mogelijk atomen bevatten als numeriek haalbaar. De grootte van het 
generaliseerde eigenwaarde probleem is gedefinieerd door de grootte van de Hamiltoniaan en 
wordt daarom bepaald door het aantal atomen in de supercel vermenigvuldigt met het aantal 
basisfuncties. Simulaties in dit werk zijn gebaseerd op een 9-orbitaal 𝑠,𝑝,𝑑 – basis          
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De Hamiltoniaan bestaat o.a. uit een ‘kinetische energie’ term die de waarschijnlijkheid van 
een elektron beschrijft om te ‘hoppen’ van één orbitaal naar een andere (op een ander atoom). 
De afstand afhankelijkheid van dit proces is geparameteriseerd aan de hand van het werk van 
Mehl en Papaconstantopoulos, terwijl de hoekafhankelijkheid eenvoudig kan worden 
gevangen gebruikmakend van de in de tekst beschreven Slater-Koster theorie. De elementen 
van de overlapmatrix, die de niet-orthogonaliteit van de basis weergeven worden op 
eenzelfde wijze bepaald. Naast de ‘elektron hopping’ bevat de Hamiltoniaan vier andere 
bijdragen. Eén daarvan, ladingsneutraliteit, is opgelegd om niet-fysische ladingsverschillen 
tussen atomen, die kunnen ontstaan in niet-periodieke en wanordelijke systemen, te 
onderdrukken. Deze term in de Hamiltoniaan is diagonaal met respect tot de spinkwantisatie-
as. Dit laatste is niet algemeen geldend voor de andere drie bijdragen; de toevoeging van 
magnetisme via een Stoner term per atoom, de beschrijving van magnetische velden en spin-
baan-koppeling. Deze laatste term is o.a. verantwoordelijk voor orbitaal geïnduceerde MM. De 
matrix elementen van de Hamiltoniaan zijn afgeleid d.m.v. een minimalisatie van de totale 
energie in relatie tot de componenten van de golffunctie. Uit de componenten kan, na 
diagonalisatie van het gegeneraliseerde eigenwaarde probleem, een ‘densitymatrix’ worden 
geconstrueerd. De ladingen en MM op de atomen kunnen hier vervolgens uit worden 
verkregen.               
  
Het theorie hoofdstuk gaat verder met een beknopte uitleg van exchange mechanismen. 
Hierbij was het doel te laten zien onder welke omstandigheden systemen een FM en AFM 
structuur prefereren vanuit energetisch oogpunt. Eén van de meest eenvoudige modellen die 
hiervoor geschikt is bestaat uit een magnetische TB beschrijving van twee atomen met een 1 
orbitaal basis. Een dergelijk systeem met 2 elektronen leidt tot een AFM koppeling tussen de 2 
spins als gevolg van het kinetische exchange mechanisme terwijl hetzelfde systeem met 3 
elektronen een FM toestand laat zien. Dit laatste kan worden verklaard aan de hand van het 
dubbel exchange mechanisme. Het HEIS model, die in dit werk als vergelijking dient tot de TB 
simulaties, vereist een set van exchange koppeling 𝐽𝑖𝑗 - parameters als input. Deze parameters 
kunnen worden verkregen uit TB. Eén mogelijkheid volgt uit de theorie zoals gepubliceerd 
door Liechtenstein et al. Voor de benodigde  𝐽𝑖𝑗’s dient men de Greense functie te berekenen 
van de collineaire grondtoestand van het bestudeerde systeem. Hoewel de Greense functie 
dezelfde informatie bevat als de reeds bekende set van alle golffuncties volgt deze functie erg 
natuurlijk in de wiskundige beschrijving van verstoringen. In Liechtensteins methode bestaat 
deze perturbatie uit een infinitesimale rotatie van twee MMen. Een ander voorbeeld volgt uit 
de berekening van de elektrische geleiding op een kwantummechanisch niveau via de Kubo-
Greenwood afleidingen. In dit laatste geval beslaat de verstoring een alternerend elektrisch 
veld.       
 
Tot op dit punt is een TB raamwerk geformuleerd voor de beschrijving van wanordelijke 
magnetische toestanden. Maar de richting van spins die gesimuleerd dienen te worden bij een 
gegeven temperatuur is nog niet behandeld. Bij lage temperatuur kunnen collectieve 
spingolven worden verondersteld als de voornamelijk lage energie excitaties. Binnen de TB 
benadering kunnen deze toestanden zeer efficiënt worden berekend aan de hand van het 
gegeneraliseerde Bloch theorema. Voor hogere temperaturen zijn de corresponderende 
magnetische toestanden echter minder triviaal. In hoofdstuk 3 behandelen we twee 
theoretisch methoden om de richtingen van de spins te bepalen. Namelijk via spindynamica 
en MC. De spindynamica benadering is gebaseerd op een berekening van het traject van de 
MMen over een tijdsinterval d.m.v. het oplossen van een Landau-Lifshitz type vergelijking. 
Voor deze methode is het belangrijk te vermelden dat de niet-collineaire magnetische 
toestanden alleen gestabiliseerd kunnen worden wanneer externe magnetische velden 
worden toegepast (de zogenaamde ‘constraint’ velden). Deze velden bepalen het koppel dat 
op de MMen daarmee de spinrichtingen in een volgende tijdstap. MC methoden bevatten 
daarentegen geen intrinsieke tijdafhankelijkheid. Zij kunnen echter efficiënt worden ingezet 
voor het berekenen van thermodynamische eigenschappen. Hierbij kan gedacht worden aan 
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de (totale) magnetisatie, energie, susceptibiliteit en soortelijke warmte als een functie van de 
temperatuur.  
 
Naast deze theorie beslaat het testen en bediscussiëren van de numerieke implementatie een 
groot deel van hoofdstuk 3. Belangrijk is de introductie van een efficiënte wijze waarop zelf-
consistente oplossingen kunnen worden verkregen. I.e. met respect tot de ladingen en MMen 
(zowel in de hoek alsook in de lengte) zodoende dat deze variabelen in de Hamiltoniaan gelijk 
zijn aan de waardes zoals bepaald uit een diagonalisatie van het eigenwaarde probleem. Deze 
zelf-consistentie is tot op voldoende niveau verkregen binnen ~50 iteraties voor een BCC Fe 
systeem met 128 MMen in willekeurige richting. Dit is veel beter dan een simpel lineair 
convergentie algoritme waarvoor >500 iteraties benodigd zijn. Ook verschillende keuzes van 
de MM richtingen binnen de MC en spindynamica methodieken zijn getest. Voor MC dient men 
in iedere stap een nieuwe magnetische toestand te kiezen zodanig dat de magnetisch 
faseruimte zo efficiënt mogelijk bemonsterd word. Wij vonden, gebaseerd op HEIS model 
simulaties van BCC Fe, een rotatie van 20% van de spins binnen een vaste hoek als meest 
geschikt. De grootte van de  hoek moet dusdanig gekozen worden dat het geaccepteerde 
percentage toestanden 50% bedraagt. De genoemde 20% kan worden verklaard aan de hand 
van de percolatielimiet van een BCC structuur. Spindynamica rust op een integratie van de 
bewegingsvergelijking. In tegenstelling tot het HEIS model is impulsmoment niet langer een 
tijdsbehouden grootheid wanneer berekeningen gebaseerd zijn op TB. Echter testsimulaties 
van een BCC Fe systeem tonen dat deze discrepantie klein is (i.e. significant kleiner dan 
typische demping die in ieder realistisch systeem present is). Een stabiele tijdsintegratie is 
gegarandeerd wanneer de gekozen tijdstap tussen twee opeenvolgende magnetische 
toestanden 2fs bedraagt.     
            
In hoofdstuk 4 is het TB MC algoritme toegepast op een serie van (neutraal geladen) Co 
clusters bestaande uit 3 tot en met 55 atomen. De structuur van deze objecten, verkregen via 
DFT en TB simulaties (niet door de auteur uitgevoerd), wordt als ongewijzigd aangenomen 
voor alle simulaties tussen de 100K en 1800K. I.e. de temperatuurafhankelijkheid van de 
magnetisatie, energie, susceptibiliteit en soortelijke warmte is uitsluitend een functie van de 
oriëntatie van de spins zoals hierboven uitgelegd. De simulaties zijn vergeleken met een MC 
modellering van alle clusters gebaseerd op het HEIS model. De TB simulaties van de 
susceptibiliteit lieten geen piekstructuur zien voor clusters kleiner dan 8 atomen voor 
temperaturen tot 1800K. wat impliceert dat het ‘kritische punt’ van deze systemen duidelijk 
hoger is dan in bulk Co (𝑇𝐶
𝑒𝑥𝑝 = 1356K). Voor alle duidelijkheid, dit ‘overgangspunt’ kan niet 
worden beschouwd als een strikte divergentie in een kritische parameter vanwege de eindige 
clustergrootte. De HEIS simulaties, verricht met uit TB verkregen 𝐽𝑖𝑗 – parameters laten alleen 
een piekstructuur voor de 55 atoom cluster beneden 1800K. Het verschil tussen de TB en de 
HEIS berekeningen is echter nog groter, zowel kwalitatief alsook kwantitatief, in termen van 
de soortelijke warmte. Een integratie over de soortelijke warmte verklaard de gesimuleerde 
energietoename zeer accuraat wanneer het HEIS model wordt toegepast terwijl dit niet het 
geval voor de TB berekeningen (zoals zeer duidelijk naar voren komt in de resultaten). In 
zekere zin kunnen de TB calculaties als rijker worden beschouwd omdat MM lengte- en 
ladingsfluctuaties erin voorkomen. Hierin namen we een andere interessante trend waar voor 
alle gesimuleerde clusters. Namelijk kleine MMen behoeven grotere ‘constraint’-velden voor 
de stabilisatie van de magnetische toestand, zodanig dat het koppel werkend op ieder atoom 
relatief constant is binnen het cluster bij een gegeven temperatuur. Een zwakte van de 
gepresenteerde TB resultaten is het gebrek aan voldoende statistiek met name voor de 
grotere clusters. Deels gerelateerd hieraan is de instabiliteit van verschillende systemen in 
termen van convergentie. Extra magnetische velden moesten worden toegevoegd die het 
ergodiciteitsprincipe, waarop MC simulaties rusten, ondermijnden.      
 
In het laatste hoofdstuk is een studie van BCC Fe gepresenteerd. Allereerst werden een serie 
van collineaire magnetische toestanden van Fe beschouwd om het aantal 𝒌-punten in de 
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simulaties en het elektron ‘hopping’ bereik te beoordelen. In deze context bekeken we de DOS, 
de roosterconstante, de energie van spingolven, de response op externe velden en MM 
rotaties en HEIS exchange parameters. De beschikbare computerfaciliteiten stonden 
simulaties toe met supercellen van 128 atomen en 27 𝒌-punten. Wederom richtte de studie 
(voor 𝑇 > 0K) zich op de magnetisatie, energie, susceptibiliteit en soortelijke warmte en 
werden de resultaten vergeleken met een HEIS model. Interessant was de grootte 
overeenkomst in deze parameters tussen beide modellen voor BCC Fe. Daarnaast was de 
verkregen Curie temperatuur van 𝑇𝐶 =500K-600K opvallend laag vergeleken met de 
experimentele waarde van 𝑇𝐶 =1043K. De verklaring hiervoor is de significante invloed van 
de beperkte exchange interacties tot de helft van de supercel op de koppeling van de spins. 
Afsluitend hebben we ook de eerste resultaten gepresenteerd van laser geïnduceerde 
magnetisatie dynamica in BCC Fe gebaseerd op TB. De laser pulse is gemodelleerd als een 
scherpe temperatuurtoename waarna de SD is gevolgd voor ongeveer 3ps. We observeerden, 
in overeenstemming met ander theoretisch werk, dat de magnetisatie-dynamica voornamelijk 
longitudinaal plaats vind.  
 
Dit werk was geïnitieerd met als doel om inzicht te verkrijgen in laser geïnduceerde 
magnetisatie dynamica via elektronische structuur berekeningen. Zoals boven vermeld is er 
(slechts) één simulatie verricht voor BCC Fe, in deze context. Hier willen we toekomstige 
studiemogelijkheden beschrijven, die met de ontwikkelde code kunnen worden uitgevoerd. In 
TB spindynamica wordt de elektronische structuur, in tegenstelling tot spindynamica 
gebaseerd op het HEIS model, in iedere simulatie stap berekend. Dit heeft als voordeel dat 
men, bijvoorbeeld, de invloed van de laserpuls op de temperatuur van het elektronsysteem 
kan bepalen, onafhankelijk van de rotatie van de MMen, die volgt uit een oplossing van de 
bewegingsvergelijking waarin deze is gemodelleerd is, als een koppeling met een hitte bad. 
Ook de laserpuls zelf, kan beter worden gesimuleerd. Namelijk als een wisselend elektrisch 
veld i.p.v. een meer fenomenologische beschrijving die het genoemde hitte bad voorstelt. 
Hiertoe dient nog één term aan de Hamiltoniaan te worden toegevoegd, die logischerwijs erg 
vergelijkbaar is met de al geïmplementeerde, beschrijving van externe magneetvelden. Voor 
deze studies hebben we BCC  Fe als fysisch systeem in gedachten, omdat berekeningen aan 
complexe magnetische structuren voor dit materiaal erg robuust bleken en altijd 
convergeerden, zoals volgt uit dit werk. Daarnaast kunnen ook exchange interacties buiten 
thermisch evenwicht worden bepaald, voor magnetische legeringen die frequent in 
experimenten worden gebruikt. De parameters die de elektron ‘hoppings’ van de 3d-metalen 
beschrijven in de legering moeten hiertoe wel bekend zijn.  Als laatste willen we benoemen 
dat TB spindynamica berekeningen, onvermijdelijk sterk gelimiteerd zijn in de 
systeemgrootte. Dit, als gevolg van de berekingstechnisch veeleisende elektronische 
structuurbeschrijving in iedere stap.  
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Appendices 
In this appendix background theory, additional studies and results are given to back up the 
chapters in this thesis. More specifically the following consist of five subsections. Part A 
contains matrix element descriptions of angular momentum operators. Section B targets on a 
theoretical description of spin waves. In most literature these excitations are pictured within 
the HEIS model. Nevertheless, there is also a vast amount of theory present which treat the 
magnetic structures of 3𝒅 systems like Fe, based on their itinerant electron magnetic 
character. We limit ourselves to a summary of results which stem from theory in the HEIS 
model picture at finite temperature and a derivation of spin waves as excitations of itinerant 
electron magnets. This latter formulation is added to show that the spin wave view as given in 
figure 3.1a is as well appropriate for the itinerant systems. In appendix C a study is presented 
targeting on an improvement of the simulation time of TB SD and - MC calculations. The idea 
is to reach self-consistency of a NC magnetic state (as described in chapter 3.4.2) based on 
perturbation theory. Hereby a previous MC or SD step is assumed having a magnetic structure 
close to the approached state and this previous step is necesarry obtained self-consistently at 
forehand. Both theory as well as numerical results are shown. Unfortunately the approach did 
not provide a sufficiently improved starting point in the description of the magnetic structure, 
to speed up the convergence. Part D includes a test of the TB MC and SD implementation 
based on analysis of a 2-atom system whereas in E the DOS and calculated HEIS exchange 
parameters of Co cluster systems studied in chapter 4.  
 
Appendix A: Angular momentum operators in atomic orbital 
basis 
 
Here, the matrix elements of the angular momentum operators 𝐿𝑥 , 𝐿𝑦 and 𝐿𝑧 in terms of the 
atomic (𝑠, 𝑝𝑥, 𝑝𝑦, 𝑝𝑧, 𝑑𝑥𝑦, 𝑑𝑥𝑧, 𝑑𝑦𝑧, 𝑑𝑥2−𝑦2, 𝑑𝑧2) - basis are given. The representation in this 
basis follows from the action of 𝐿𝑧 and the ladder operators 𝐿+ and 𝐿− on a state |𝟎, 𝑖, ℓ, 𝔪⟩ 
(see equation 2.38), shortened by |ℓ,𝔪⟩, in which ℓ and 𝔪 characterises the angular and 
magnetic numbers. The action of the operators on this state is well-known [1] and reads: 
   
𝐿𝑧|ℓ,𝔪⟩ = 𝔪|ℓ,𝔪⟩        (A.1) 
𝐿±|ℓ,𝔪⟩ =√ℓ(ℓ+ 1) − 𝔪(𝔪± 1)|ℓ,𝔪± 1⟩.     (A.2) 
 
The angular momentum operators 𝐿𝑥  and 𝐿𝑦  follow from 𝐿𝑥 = (1 2⁄ )(𝐿+ + 𝐿−)  and 𝐿𝑦 =
(−𝑖 2⁄ )(𝐿+ − 𝐿−). In our atomic orbital basis the operators read: 
 
[𝐿𝑥]𝑖𝜈𝜎
𝑗𝜔𝜎
=
(
 
 
 
 
 
 
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
−𝑖 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 𝑖
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 −𝑖
00000 𝑖 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 −𝑖 −𝑖√3
𝑖 00000 00000
𝑖√3 00000 00000)
 
 
 
 
 
 
 , 
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[𝐿𝑦]𝑖𝜈𝜎
𝑗𝜔𝜎
=
(
 
 
 
 
 
 
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
𝑖 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 −𝑖 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
𝑖 00000 00000
00000 −𝑖 𝑖√3
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 −𝑖 00000
00000 00000 𝑖
00000 00000 −𝑖√3
00000 00000 00000
00000 00000 00000
00000 00000 00000)
 
 
 
 
 
 
 
 
and: 
[𝐿𝑧]𝑖𝜈𝜎
𝑗𝜔𝜎
=
(
 
 
 
 
 
 
00000 00000 00000
00000 00000 −𝑖
00000 𝑖 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 2𝑖 00000
−𝑖 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 𝑖
00000 −2𝑖 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000
00000 00000 00000)
 
 
 
 
 
 
   (A.3) 
 
Appendix B: Spin waves in itinerant systems 
 
Spin waves are essential in the characterization of magnets at low-temperature. Therefore an 
examination of these structures would perfectly fit this work. The discussion is started based 
on a HEIS model. However, the aim is not to present the far-reaching theoretical work which 
has been performed for this model. Instead we present a summary of its main results and 
simply refer to detailed derivations and discussions. Subsequently we will compare the 
postulated characteristics of the HEIS description to model results stemming from the 
itinerant electron magnetic limit.     
 
B.1  Spin wave characteristics of the quantum Heisenberg 
model 
 
Spin waves are considered as the lowest energy excitations in magnetic systems. The form of 
these excitations in real space can be pictured as plane waves, shown in figure 3.1. This 
functional dependence of the magnetic structure is well known and follows directly as an 
eigensolution to the quantum HEIS model, equation (1.1). The characteristics of HEIS magnets 
at low temperatures have been studied in great depth77. We would like to list the most 
important properties: 
 
(1) Magnons in the quantum HEIS model are represented via Bose operators [3-5]. 
These excitations therefore can be pictured as Bosonic quasi-particles the 
number of which is not conserved in time at constant nonzero temperature (e.g. 
the chemical potential is 0 in the grand-canonical ensemble of statistical 
mechanics). 
 
(2) The above mentioned spin-wave solution is exact in the one-magnon limit only. 
To this end a Hamiltonian, not specified further here, expressed in terms of the 
Bose operators has to be truncated to the first non-trivial term which then can 
be diagonalized via a Fourier transform. The Hamiltonian obtained in such a 
way describes an harmonic oscillator with an eigenvalue 𝐸𝒒 which can be  
 
 
77 For detailed analysis the author would like to refer the reader to [2] and [3] and references therein.  
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 denoted in terms of the spin-wave vector 𝜔𝒒; 𝐸𝒒 = ħ𝜔𝒒. In contrast to the lattice 
vibrational modes, acoustical magnons do not scale in energy as 𝐸𝒒 ≁ 𝒒 near the 
Γ-point but rather as 𝐸𝒒~𝒒
2. The equation for the FM ground-state energy 
coincides for a classical and quantum HEIS and is given by 𝐸𝑔𝑠 = −∑ 𝐽𝑖𝑗𝑗≠𝑖 . Note 
however that the interaction parameters 𝐽𝑖𝑗 themselves require adjustment78.  
 
(3) Each magnon decreases the total magnetization by one spin. This reduction of 
the magnetization is distributed uniformly over the lattice.  
 
(4) The famous Bloch 𝑀𝑠(𝑇) = 𝑀𝑠(0)(1− 𝑐𝑇
3/2)  law, in which 𝑀𝑠(𝑇)  is the 
saturation magnetization at temperature 𝑇 , is obtained and verified by 
experiments in local moment systems [6]. The constant 𝑐 is related to material 
parameters, further specified in [1]. 
 
(5) Magnon-magnon interactions arise via higher order terms in the expansion. The 
most important correction scales with ~𝑇4  (whereas corrections to the 
presumed 𝐸𝒒~𝒒
2 dependence give additional contributions of ~𝑇5/2 and ~𝑇7/2 
[4]).      
 
(6) The Mermin-Wagner theorem states that there is no spontaneous magnetism 
present in the isotropic 1D and 2D HEIS model [7]. 
 
(7) In systems which contain more than one atom in the unit cell additional optical 
magnon modes can be present and occupied. For AFM systems it has to be 
emphasized that the ground state and the vacuum state (e.g. in which the MM 
collinearly oriented) do not coincide. Even stronger, the Néel state is not an 
eigenstate of the Hamiltonian and so-called zero-point fluctuations are present.   
 
(8) In the MF solution to equation (1.1), in which spin operators are replaced by 
their expectation values, spin waves are fully suppressed. As a result, the above 
mentioned statements (4), (5), (6) and (7) do not apply any longer. In the fully 
classical limit in which the spin operators are replaced by vectors the complete 
quantum mechanical nature of the excitations is lost and they can occur under 
arbitrary small angles. It is expected that the errors which do occur arise mainly 
at small temperature and small MM for which the quantization is noticeable.    
 
(9) The quantum HEIS model relies on the Hund rules for the explanation of the 
onsite magnetization and therefore any non-half-integer value for the spin MM 
is beyond the scope of the model.  
 
B.2  Spin wave and Stoner excitations in the itinerant limit 
 
Besides the interesting and partially successful when compared to experiments outcome of 
the (quantum) HEIS model, one might wonder whether similar statements can be given for 
the low-energy excitations in TB calculations of itinerant 3d-transition metals. Clearly if such 
arguments could be made they would contribute to the understanding of the presented 
simulations in chapters 4 and 5. Unfortunately many of the in appendix A.1 listed 
dummyword 
 
78 Using exchange parameters which are based upon a (classical) rotation of two spins can overestimate magnetic 
ordering significantly when inserted into a quantum HEIS model [8].   
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characteristics cannot be envisioned from outset. There is, however, an important feature that 
does: the 𝐸𝒒~𝒒
2 dependency of spin waves is expected and it is magnetic structure does 
coincide with the picture as give in figure 3.1a. We will show this for a free electron band 
system. 
 
Before this is shown we would first like to comment on other properties given on the previous 
page in relation to the TB SD and – MC methods as given in chapter 3. First, the TB approach 
improves on point (9) as a non-integer value for the atomic spin is a natural result in 
electronic structure methods79. Second, the mentioned statement (1) should be valid in 
general. Third and most importantly, the SD and MC methods rely on a MF approximation as 
noted in (8). The spin operators are replaced by their expectation values as given in equation 
(3.3). As a result, neither the Bloch law, point (4) on the previous page, nor the Mermin-
Wagner prediction (6) will not be observed80. In many itinerant electron magnets the Bloch 
law seems inadequate on itself. Typically such systems show a low temperature behaviour of 
𝑀𝑠(𝑇) = 𝑀𝑠(0)(1 − 𝑐𝑇
2) in which magnon-phonon coupling could be of importance [9]. Also 
the temperature dependence induced by magnon-magnon couplings will be different in our 
TB simulations compared to the predictions in (5). As explained in chapter 3, such more 
complex magnetic structures are dealt with by applying large simulation cells within MC or SD 
techniques. In contrast to the HEIS model magnetic moment length variations are expected.    
 
Beside these differences, it can be expected that the energy dependence of spin waves, 𝐸𝒒~𝒒
2, 
still applies in the low excitation limit of itinerant electron magnets. To verify this statement 
we will follow the derivations as given in [10] tightly and thereby employ the Hubbard model 
of equation (2.1):  
 
               ?̅?𝐻𝑢𝑏𝑏𝑎𝑟𝑑 = ?̅?0 + ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏   
               ?̅?0 = ∑ 𝜀0?̅?𝑖𝜎𝑖𝜎 +∑ 𝑡𝑖𝑗 ?̅?𝑖𝜎
† ?̅?𝑗𝜎𝑖𝑗𝜎       
               ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏 = ∑ 𝑈?̅?𝑖↑?̅?𝑖↓𝑖       (B.1) 
 
The ground state for the itinerant system considered is FM and its solution is presumed to be 
well descripted with a Hartree-Fock wavefunction 𝜓𝟎. This wavefunction can be written in 
terms of (Fourier transforms) of the electron creation and annihilation operators (see 
equation 2.1):  
 
 𝜓𝟎 = [∏ ?̅?𝒌↑
†
𝒌 ][∏ ?̅?𝒌↓
†
𝒌 ]|𝟎⟩      (B.2) 
 
The product is implied over the occupied 𝒌-states and |0⟩ represents the vacuum state. 
Accepting a single particle solution in the view of approximation (B.2) to the Hubbard model 
urges further clarification. This discussion is presented in chapter 3.2, where its consequences 
are outlined in respect to an equation of motion (EOM) for the atomic spins. In general one 
can write the small excitations from the ground state as a superposition of spin-flip states 
given by: 
 
 𝜓𝒒 = ∑ 𝑑𝒌?̅?𝒒𝒌
− 𝜓𝟎𝒌        (B.3)  
 
In which 𝑑𝒌 and 𝑆?̅?𝒌
−  represent respectively expansion coefficients and the Fourier transform 
 
 
79 Magnetism is modelled in this work via an on-site Stoner term as presented in equation (2.63). For the Stoner model a 
non-integer value for the spin can already be understood from the division of (integer) numbers as given in equation 
(1.3).       
80 This is, in principle true for (practical) quantum HEIS simulations as well. Any finite supercell does not include the 
possibility of spin waves with wavelengths longer than (half) the cell size. In the Mermin-Wagner theorem such spin 
waves are required to destroy the total magnetism of systems with reduced dimensions. Therefore nonzero magnetism 
will be observed at finite temperature for such systems when treated with model calculations.  
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 of a spin-flip operator81. The corresponding eigenvalue equation reads: 
 
 ?̅?𝐻𝑢𝑏𝑏𝑎𝑟𝑑𝜓𝒒 = (𝐸𝟎 + 𝜔𝒒)𝜓𝒒      (B.4) 
 
The variables which need to be obtained are the 𝑑𝒌’s and the excitation energies 𝜔𝒒 (by 
definition, the ground state energy is determined by 𝐻𝐻𝑢𝑏𝑏𝑎𝑟𝑑𝜓𝟎 = 𝐸𝟎𝜓𝟎). An eigenvalue 
equation for these quantities can be obtained if one applies the random phase approximation 
(RPA). To this end first the Hamiltonian (B.1) is written in momentum representation: 
   
              ?̅?0 = ∑ 𝜀0𝑛𝒌𝜎𝒌𝜎         
              ?̅?𝐶𝑜𝑢𝑙𝑜𝑚𝑏 = (𝑈 2𝑁⁄ )∑ ?̅?𝒌+𝒒𝜎
† ?̅?𝒌′−𝒒𝜉
† ?̅?𝒌′𝝃𝑖 ?̅?𝒌𝝈    (B.5) 
 
In which 𝑛𝒌𝜎 is the electron occupation number. The RPA simplifies the Coulomb repulsion 
part by considering only scattering terms 𝒌′ on the diagonal (e.g. contributions which do not 
expand the Hilbert space). As an example one has:  
 
  ∑ ?̅?𝒌+𝒒+𝒒′↓
† (∑ ?̅?𝒌′−𝒒↑
† ?̅?𝒌′↑𝒌′ )?̅?𝒌↑𝜓0 ≈⏟
RPA
𝒒′ ∑ ?̅?𝒌+𝒒+𝒒′↓
† ?̅?𝒌↑
† ?̅?𝒌+𝒒′↑?̅?𝒌↑𝜓0𝒒′  
⇒ ∑ ?̅?𝒌+𝒒+𝒒′↓
† ?̅?𝒌↑
† ?̅?𝒌+𝒒′↑?̅?𝒌↑𝜓0𝒒′ = −𝑛𝒌↑(∑ 𝑆𝒒𝒌′
−
𝒌′ )𝜓0   (B.6) 
 
If we take into consideration the orthogonality relation ⟨𝑆𝒒𝒌′
− 𝜓0|𝑆𝒒𝒌′
− 𝜓0⟩ = 𝑛𝒌↑(1− 𝑛𝒌+𝒒↓)𝛿𝒌𝒌′ 
one obtains from equation (B.4) an eigenvalue problem when equations (B.3), (B.5) and (B.6) 
are substituted:   
 
 (𝜀𝒌+𝒒
0 − 𝜀𝒌
0 +𝑈𝑚− 𝜔𝒒)𝑑𝒌 =
𝑈
𝑁
∑ (𝑛𝒌′↑− 𝑛𝒌′+𝒒↓)𝑑𝒌′𝒌′    (B.7) 
 
Here we have introduced 𝑚 as a self-consistent local magnetization magnitude which can for 
example point along the z-axis. Its value is expected closely related to equation (3.59). The 
energy 𝜀𝑘
0 is the solution to the non-interacting problem ?̅?0𝜓𝟎 = 𝜀𝑘
0𝜓𝟎. Equation (B.7) has two 
types of non-trivial solutions: 
 
(1) A simple solution to the eigenvalue problem follows for 𝑑𝒌 ≠ 0 and 𝑑𝒌′(≠𝒌) = 0. 
The wavefunctions are according to expression (4.3) given by 𝜓𝒒𝒌 =
?̅?𝒌↑
† ?̅?𝒌+𝒒′↑𝜓0 and the excitation energy is:  
 
𝜔𝒒𝒌 = 𝜀𝒌+𝒒
0 − 𝜀𝒌
0 +𝑈𝑚 = 𝜀𝒌+𝒒↓ − 𝜀𝒌↑.    (B.8) 
 
The latter 𝜀𝒌𝜎  are Hartree-Fock energies for a given spin 𝜎. As ∆ as given in 
equation (3.58) is nothing but a measure for 𝑈𝑚 it becomes clear that this set of 
solutions represent Stoner excitations in which a single electron is excited from 
a state characterized by 𝒌 ↑ to one given by 𝒌 + 𝒒 ↓ (see figure 4.2a).  
 
(2) The second class of solutions follow from a reformulation of equation (B.7): 
 
  1 =
𝑈
𝑁
∑
𝑛𝒌↑−𝑛𝒌+𝒒↓
(𝜀𝒌+𝒒
0 −𝜀𝒌
0+𝑈𝑚−𝜔𝒒)
𝒌      (B.9) 
 
 
81 One can introduce a spin-flip operator acting on site 𝑖 as: 𝑆?̅?
− = 𝑆?̅?,𝑥 − 𝑖𝑆?̅?,𝑦 = 𝑎𝑖↓
† 𝑎𝑖↑. Its Fourier transformed counterpart 
𝑆?̅?
− describes a spin wave in a local moment system when applied on the ground state; 𝜓𝒒 = 𝑆?̅?
−𝜓𝟎 . For a 3𝑑-transition 
metal we express them as a superposition of the operators 𝑆?̅?𝒌
−  as given in equation (B.3), which can be linked to the 
former via 𝑆?̅?
− = ∑  𝑆?̅?𝒌
− √𝑁𝒌⁄𝒌 = ∑  𝑎𝒌+𝒒↓
† 𝑎𝒌↑ √𝑁𝒌⁄𝒌 .   
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The zero denominator solutions correspond to the Stoner modes. In addition 
there are excitation possibilities satisfying 𝜀𝒌+𝒒
0 − 𝜀𝒌
0 + 𝑈𝑚 > 𝜔𝒒  and 
𝜔𝒒(𝒒 → 0) = 0. A small 𝒒 expansion of the r.h.s. in first order results in:  
 
 
𝜓𝒒 ≈ 𝑆?̅?
−𝜓𝟎      (B.10) 
𝜔𝑞 ≈
1
𝑁𝑚
∑ (𝑛𝒌↑ − 𝑛𝒌+𝒒↓)(𝜀𝒌+𝒒
0 − 𝜀𝒌
0) →⏟
Cubic Lattice
𝒌
1
𝑁𝑚
∑ (𝑛𝒌↑ − 𝑛𝒌+𝒒↓)
𝜕2𝜀𝒌
𝜕𝑘𝑥
2 𝒒
2 ≡ 𝐷𝒒2𝒌  (B.11)  
 
The introduced quantity 𝐷 is known as the spin wave stiffness constant whereas 
the operator in equation (B.10) is explained in the footnote on the previous 
page.   
 
Results of the derivation above, e.g. expressions (B.8) and (B.11) are shown in figure 4.2b for a 
free electron band model. The Stoner excitations can occur in an enlarged range with 
increasing 𝒒 and show a single mode82 at energy ∆ for 𝒒 = 𝟎. In the small 𝒒 limit spin wave 
excitations are present and their appearance can in first order be pictured as a plane wave 
modes (figure 3.1a), equal to what one would expect from a (local) HEIS model.   
 
 
Figure B.1: Spin wave (thick line) and Stoner (marked region) excitation modes in itinerant electron systems. 
Picture taken from [7]. 
 
Appendix C: Perturbation theory applied on noncollinear 
magnetic states 
 
In the in chapter 3 described MC and SD approaches it is required to find a self-consistent spin 
magnetic moment and constraint field belonging to a particular, in general non-collinear, 
magnetic state. Naturally the starting point, to be able to obtain such self-consistent variables 
in a limited number of iteration steps and stable manner, is of crucial importance. To find such 
a good guess for the next simulation step one wants to have an expression of the spin 
moments and constraint fields in the new magnetic state in terms of the known change of spin 
magnetic moment directions and all variables belonging to the previous magnetic state. Here 
we shall derive such a relation in a perturbative manner based on the Dyson equation [11]. 
The result can be viewed as a generalization to the derivations of the HEIS exchange 
parameters in chapter 3 beyond the, very convenient, atomic force theorem. The formulation 
is implemented into a code and (test) calculations are performed. Unfortunately, besides an 
dummyword 
 
82 In realistic transition metals the boundaries of the Stoner excitations as shown in figure 4.2b are less strict and these 
modes can occur in the full picture (possibly with reduced probability). 
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interesting reformulation of self-consistency in a following simulation step no speedup has 
been achieved due to the large number of terms required. 
 
C.1  Introduction 
 
In chapter 3 it was argued that the length of the spin magnetic moment is a fast degree of 
freedom, like the charge on atom. Furthermore, it was observed that in many transition 
metals the correlation function with respect to the length of the MM, between time 𝑡 = 𝜏 and 
𝑡 = 𝜏 + ∆𝜏:    
 
 ?̃?𝑖(∆𝜏) = 〈|
|𝒎𝑖(𝜏+∆𝜏)|
|𝒎𝑖(𝜏)|
− 1|〉      (C.1) 
 
reaches the value for ?̃?𝑖(∞) already for small time steps ∆𝜏 (in MC simulations 𝜏 and ∆𝜏 refer 
to simulation steps). Nevertheless robust systems like BCC Fe show ?̃?𝑖(∞) ≪ 1 even for 
temperatures above the critical point (see figure 5.11). For such materials one might expect 
that the length of all moments in the following simulation step, |𝒎𝑖(𝜏 + ∆𝜏)|, can be found 
based on the solution of the previous magnetic structure and the perturbation, denoted with 
?̅?, applied to it. Henceforth it is assumed that the perturbation consist most profoundly by a 
rotation of the moments whereas the change in the magnetic moment length results as a 
higher order effect. We will consider a general description, e.g. where large angles between 
the two simulation states are allowed to be large as one would probably need in high 
temperature MC calculations or SD with large step sizes.  
 
The starting point is the well-known Dyson equation in operator form: 
 
 ∆?̅? = ?̅??̅??̅? + ?̅??̅??̅??̅??̅? + ?̅??̅??̅??̅??̅??̅??̅? + ⋯ = ∆?̅?1 +∆?̅?2 + ∆?̅?3+⋯ (C.2) 
 
In this equation ?̅? are the Greens function operators of the unperturbed system. When 
envisaged from a TB perspective, they are represented by matrices as given in equation 
(2.80):  
 
[𝐺𝒌(𝑧)]𝑖𝜈𝜎
𝑗𝜔𝜉
= ∑ ∑ [𝑆𝒌]𝑖𝜈𝜎
𝑝𝜇𝜆 ∙ [(𝑧𝑆𝒌 − 𝐻𝒌)
−1]
𝑝𝜇𝜆
𝑞𝜂𝜁
∙ [𝑆𝒌]𝑞𝜂𝜁
𝑗𝜔𝜉
𝑞𝜂𝜁𝑝𝜇𝜆   
                      = ∑
1
𝑧−𝜀𝒌𝑛
∑ ∑ [𝒄𝒌𝑛]𝑝𝜇𝜆 ∙ [𝒄𝒌𝑛
† ]
𝑞𝜂𝜁
∙ [𝑆𝒌]𝑖𝜈𝜎
𝑞𝜂𝜁
∙ [𝑆𝒌]𝑝𝜇𝜆
𝑗𝜔𝜉
𝑞𝜂𝜁𝑝𝜇𝜆𝑛  (C.3) 
 
To recall, 𝐻𝒌 and  𝑆𝒌 are the 𝒌-dependent Hamiltonian and overlap matrices, defined by 
respectively equations (2.72) and (2.30). 𝒄𝒌𝑛 and 𝜀𝒌𝑛 are the eigenvectors and eigenvalues 
stemming from the Schrödinger equation (2.17) labelled with an additional band index 𝑛 and 
𝑧 denotes a complex energy. The labelling of the matrix elements is identical to text:  
[𝐺𝒌(𝑧)]𝑖𝜈𝜎
𝑗𝜔𝜉
 is a Greens function connecting the 𝜔th orbital of atom 𝑗 and spin 𝜉 to the spin 𝜎 of 
the 𝜈th orbital of atom 𝑖. To clarify; these unperturbed Greens functions are calculated using 
the self-consistently obtained wavefunctions and eigenenergies of the previous (non-
collinear) magnetic state. So the magnetic moments 𝒎𝑖(𝜏) , charges 𝑛𝑖(𝜏) and constraint 
magnetic fields 𝑩𝑖(𝜏) needed to stabilise the magnetic moment directions are known for the 
simulation step 𝜏. Our interest lies within these variables at step 𝜏 + ∆𝜏.   
 
The perturbation ?̅? which is applied to this state stems from a rotation of, in general, all the 
magnetic moments. As a consequence of these rotations the moment lengths, charges and 
constraint fields will deviate. These changes are in retrospect included in ?̅?, which is defined 
by the change of the Hamiltonian. Matrix elements of this perturbation potential within the 
framework of a general non-orthogonal basis (see chapter 2) are given by: 
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 [𝑉]𝑖𝜈𝜎
𝑗𝜔𝜉
= ∑ [𝑉𝒌
𝑛]
𝑖𝜈𝜎
𝑗𝜔𝜉
+∑ [𝑉𝒌
𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
+𝒌 ∑ [𝑉𝒌
𝑩]
𝑖𝜈𝜎
𝑗𝜔𝜉
𝒌𝒌  
                            = ∑ [𝐻𝒌(𝜏 + ∆𝜏)]𝑖𝜈𝜎
𝑗𝜔𝜉
−𝒌 ∑ [𝐻𝒌(𝜏)]𝑖𝜈𝜎
𝑗𝜔𝜉
𝒌     (C.4) 
 
Hereby the following potentials have been introduced: 
 
 𝑉𝒌
𝑛 =
𝑈
2
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑(∆𝑛𝑖 + ∆𝑛𝑗) ∙ 𝐼 ( )     (C.5) 
 𝑉𝒌
𝒎 = −
1
4
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑(∆𝜟𝑖𝜈 + ∆𝜟𝑗𝜔) ∙ 𝝈     (C.6) 
 𝑉𝒌
𝑩 = −
1
4
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑(∆𝑩𝑖 + ∆𝑩𝑗) ∙ 𝝈     (C.7) 
 
With: 
 
 ∆𝑛𝑖 ≡ 𝑛𝑖(𝜏 + ∆𝜏) − 𝑛𝑖(𝜏)       
 ∆𝜟𝑖𝜈 ≡ 𝜟𝑖𝜈(𝜏 + ∆𝜏) − 𝜟𝑖𝜈(𝜏) 
and ∆𝑩𝑖 ≡ 𝑩𝑖(𝜏 + ∆𝜏) − 𝑩𝑖(𝜏)      (C.8) 
  
To obtain relations (C.4)-(C.7) equations (2.61), (2.69) and (2.71) have been employed. 
Further the exchange splitting has been written down as introduced in text:  
 
𝜟𝑖𝜇 = ∑ [𝐼𝑖]𝜂
𝜇𝒎𝑖𝜂𝜂         (C.9) 
 
with [𝐼𝑖]𝜂
𝜇  the Stoner term, determined by equations (2.62) and (2.64). The dependence of the 
potential on the spin indices 𝜎 and 𝜉 is governed by the identity matrix 𝐼 and the vector 
containing the Pauli matrices 𝝈. Here also a four-component vector ?̃? containing these 
matrices can be introduced. In a similar way one can conflate the charge and magnetic 
moment into one vector ?̃?𝑖 and express the constraint magnetic field ?̃?𝑖  in such a form, 
namely:  
 
 ?̃? = (
𝐼
[𝝈]𝑥
[𝝈]𝑦
[𝝈]𝑧
), ?̃?𝑖 = (
𝑛𝑖
[𝒎𝑖]𝑥
[𝒎𝑖]𝑦
[𝒎𝑖]𝑧
) and ?̃?𝑖 = (
0
[𝑩𝑖]𝑥
[𝑩𝑖]𝑦
[𝑩𝑖]𝑧
)  (C.10) 
 
The SOC term in the Hamiltonian, equation (2.77), has been abandoned in the perturbation 
potential and in the following derivations. 
  
The deviation of the charges and magnetic moments due to this perturbation can, according to 
equation (2.81), be expressed in terms of Greens functions (C.3):  
 
 [∆?̃?𝑖]𝑎 = [?̃?𝑖(𝜏 + ∆𝜏)]𝑎 − [?̃?𝑖(𝜏)]𝑎 
               = −
1
𝜋
Im∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹)
+∞
−∞
(Tr𝜈𝜎(∆?̅?(𝑧) ∙ [?̃?]𝑎)) ( )  (C.11) 
 
Here the Fermi function 𝑓(𝑧, 𝜀𝐹) as expressed in equation (2.20) has entered and we have 
denoted the four-component index of the vector ?̃?𝑖 by 𝑎. In addition, the trace is restricted to 
the orbital’s of site i and its spin components. Although the deviation of the constraint field ?̃?𝑖 
is also of main interest, as it is incorporated in the perturbation description (C.4), it cannot be 
expressed in similar way to equation (C.11). Clearly this is due to the origin of this term as it 
represents an input parameter to the Hamiltonian and not an (in- and) output variable like 
the charges and the moments. These external magnetic fields are therefore not self-consistent 
themselves however such fields are needed to ensure self-consistency in the MM directions 
for non-equilibrium magnetic states (in chapter 3 a detailed explanation is given).  
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C.2  A series expansion of the Greens function 
 
To start we will investigate formula (C.11) by elaborating the expansion parts of the 
(unknown) deviation of the Greens function ∆𝐺𝒌(𝑧), in terms of directly accessible matrix 
𝐺𝒌(𝑧) and 𝑉𝒌 of simulation step 𝜏. We note from outset that 𝑉𝒌 according equation (C.4) is not 
fully at hand either. E.g. it involves the magnetic moments, charges and constraint fields in the 
subsequent magnetic state (simulation step 𝜏 + ∆𝜏), which are the incentives of the presented 
approach. Nevertheless, an important part of the perturbation potential is known, namely the 
direction of the atomic spins at simulation step 𝜏 + ∆𝜏. These directions follow from the 
applied MC or SD algorithms as described in chapter 3.  
 
For a description of ∆?̃?𝑖  one needs to substitute the Dyson equation (C.2) in the relations (C.5) 
and (C.6) and thereby employ the expression for the Greens function (C.3) and the 
perturbation potential (C.4). In this respect it should be noted that the trace over a product of 
𝑛 matrices involves 𝑛 times the inverse of the overlap when the system is expressed in a non-
orthogonal basis. Therefore, the matrices: 
 
 𝒢𝒌(𝑧) ≡ 𝑆𝒌
−1𝐺𝒌(𝑧)        (C.12) 
 𝒱𝒌(𝑧) ≡ 𝑆𝒌
−1𝑉𝒌(𝑧)        (C.13) 
  
are introduced. With these definitions one obtains for the trace of equation (A.11) the first 
two expansion terms of ∆?̅?: 
   
 
 
 
 
 
In both these results the first sum on the r.h.s. over 𝒌 incorporates the reciprocal lattice 
dependency. As explained in chapters 2 and 3, the rotation of spins from one non-collinear 
magnetic state to another is restricted to the magnetic moments in a supercell. Atoms outside 
of this supercell are periodic boundary images and the deviation of for example the magnetic 
moments of these atoms can therefore conveniently be taken into account (see figure C.1). 
The second sum on the r. h. s. involves besides the orbital and spin indices of site 𝑖, 
respectively 𝜈 and 𝜎, an extra index for the spin, namely 𝜉. The remaining sums over for 
example 𝑝𝜇𝜆 point at the atom 𝑝, the orbital 𝜇 and the spin 𝜆. To obtain the expressions of 
equation (C.14) it has been employed that the Pauli matrices are diagonal in the site and 
orbital indices. This clearly applies to the identity matrix as well. So the trace involved in the 
calculation of the charge deviation is equivalent to (C.14).  
 
Whereas the inverse of the overlap matrix of (C.12) cancels against an overlap matrix of 
equation (C.3) for the Greens function, this is not true for the definition (C.13) with respect to 
the overlap term involved in the perturbation potential (C.4). For this latter term one can 
make a series expansion. For the part describing the deviating magnetic moments one finds: 
 
 [𝒱𝒌
𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
= [𝒱𝒌
1,𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
+ [𝒱𝒌
2,𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
+ [𝒱𝒌
3,𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
+⋯    (C.15) 
 
With: 
 
 [𝒱1,𝒎]𝑖𝜈𝜎
𝑗𝜔𝜉
= −
1
2
𝛿𝑖𝑗𝛿𝜈𝜔∆𝜟𝑖𝜈 ∙ 𝝈( )     (C.16) 
 
Tr𝜈𝜎(∆?̅?
2(𝑧) ∙ [?̃?]𝑎) = ∑ ∑ ∑ ∑ ∑ ∑  [𝒢𝒌(𝑧)]𝑖𝜈𝜎
𝑝𝜇𝜆
𝑠𝜒𝜗𝑟𝛾𝜍𝑞𝜂𝜁𝑝𝜇𝜆𝜈𝜎𝜉𝒌 ∙ [𝒱𝒌]𝑝𝜇𝜆
𝑞𝜂𝜁
∙  [𝒢𝒌(𝑧)]𝑠𝜒𝜗
𝑖𝜈𝜉
∙ [?̃?𝑎]𝜉
𝜎       (C.14) 
Tr𝜈𝜎(∆?̅?
1(𝑧) ∙ [?̃?]𝑎) = ∑ ∑ ∑ ∑  [𝒢𝒌(𝑧)]𝑖𝜈𝜎
𝑝𝜇𝜆 ∙ [𝒱𝒌]𝑝𝜇𝜆
𝑞𝜂𝜁
𝑞𝜂𝜁𝑝𝜇𝜆𝜈𝜎𝜉𝒌 ∙ [𝒢𝒌(𝑧)]𝑞𝜂𝜁
𝑖𝜈𝜉
∙ [?̃?𝑎]𝜉
𝜎  
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 [𝒱𝒌
2,𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
= −
1
4
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑(∆𝜟𝑖𝜈 − ∆𝜟𝑗𝜔) ∙ 𝝈    (C.17) 
 [𝒱𝒌
3,𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
= −
1
4
∑ 𝛿𝑖𝑗𝑝𝜇 [𝑆𝒌]𝑖𝜈↑
𝑝𝜇↑[𝑆𝒌]𝑝𝜇↑
𝑗𝜔↑(∆𝜟𝑗𝜔 −∆𝜟𝑝𝜇) ∙ 𝝈   (C.18) 
 
Equivalently the expansion of the charges and constraint fields can be expressed as: 
 
 
  
 
and (C.20):  
 
 
 
As expected the first order expansion term represents (the full) [𝒱𝒌
𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉
 expressed in an 
orthonormal basis. Higher order terms become more complicated and are, in general, not 
represented by Hermitian matrices. This can be understood when arguing that the definition, 
equation (A.13), does not possess a Hermitian form. 
 
In principle an equation for ∆?̃?𝑖 can be found based on relation (C.11) when employing 
relations (C.3)-(C.10) and (C.12)-(C.14). Hereby ∆?̃?𝑖 has to be adjusted as well to solve the 
equations. Nevertheless a much more transparent representation of the involved equations is 
found when considering the first expansion term of (C.15), (C.19) and (C.20) only. As 
mentioned, such an approach is exact when the wavefunctions are expressed in a basis with 
orthonormal basisfunctions. Therefore the corresponding relations should represent a 
relevant description for ∆?̃?𝑖 at least in the form of the obtained equations, irrespective of the 
expansion cut-off. In the following we will provide this formulation and propose solutions for 
∆?̃?𝑖. In addition, the parallel implementation of the equations is discussed and subsequent 
results on model systems are presented. 
 
C.3  Solution for an orthonormal basis set 
 
In this section a description is outlined for ∆?̃?𝑖  based on perturbation theory. Ultimately such 
an approach enables one to improve the starting point from which a self-consistent solution is 
achieved for a subsequent non-collinear magnetic state. If possible this means a reduction of 
the ~60 steps needed to obtain the mentioned self-consistency for a bulk iron system at high 
temperature (see section 3.4). Further it could also lead to an improved stability of describing 
more complex systems. In the previous paragraphs we have derived a relation for ∆?̃?𝑖 , 
however a solution to these equations has not been provided. Here we will target on a 
formulation in which the wavefunctions are expressed in orthonormal basisfunctions.  
C.3.1  Formulation of the mathematical problem     
The description of the TB Hamiltonian in a basis with orthogonal basisfunctions is easily 
obtained from chapter 2 by substituting (the inverse of) the overlap matrix by the identity. It 
leads to a perturbation potential [𝒱𝒌
𝒎]
𝑖𝜈𝜎
𝑗𝜔𝜉 in equations (C.15), (C.19) and (C.20) containing only 
the first expansion term. When employing a non-orthogonal basis it serves as an 
approximation which becomes better at lower temperatures83. From a mathematical point of 
view the orthogonal basis formulation is much more transparent as the perturbation 
expression (C.4) can be written as a product of MM -, charge - and constraint field deviations 
and matrix elements of Greens functions products. For a non-orthogonal basis such a 
factorization is not possible and ∆?̃?𝑖  and ∆?̃?𝑖 are part of the matrix elements. 
[𝒱𝒌
𝑛]
𝑖𝜈𝜎
𝑗𝜔𝜉
=
𝑈
2
𝛿𝑖𝑗𝛿𝜈𝜔∆𝑛𝑖 ∙ 𝐼 +
𝑈
4
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑(∆𝑛𝑖 −∆𝑛𝑗) ∙ 𝐼 +
𝑈
4
∑ 𝛿𝑖𝑗𝑝𝜇 [𝑆𝒌]𝑖𝜈↑
𝑝𝜇↑[𝑆𝒌]𝑝𝜇↑
𝑗𝜔↑(∆𝑛𝑗 − ∆𝑛𝑝) ∙ 𝐼 +⋯  
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(C.19) 
[𝒱𝒌
𝑩]
𝑖𝜈𝜎
𝑗𝜔𝜉
= −
1
2
𝛿𝑖𝑗𝛿𝜈𝜔∆𝑩𝑖 ∙ 𝝈 −
1
4
[𝑆𝒌]𝑖𝜈↑
𝑗𝜔↑(∆𝑩𝑖 − ∆𝑩𝑗) ∙ 𝝈 −
1
4
∑ 𝛿𝑖𝑗𝑝𝜇 [𝑆𝒌]𝑖𝜈↑
𝑝𝜇↑[𝑆𝒌]𝑝𝜇↑
𝑗𝜔↑(∆𝑩𝑗 − ∆𝑩𝑝) ∙ 𝝈 +⋯   
C.3.1.1  An equation for ∆?̃?𝒊 and ∆?̃?𝒊  
To conveniently express the perturbation potential we introduce the following four-
component transposed vector: 
 
𝒗𝑝𝜇
𝑇 = (𝑈𝑝
1
2
𝐼𝑝𝜇
1
2
𝐼𝑝𝜇
1
2
𝐼𝑝𝜇)     (C.21) 
 
With the help of this vector, the relation regarding ∆?̃?𝑖  stemming from equation (C.11) for a 
system with 𝑆𝒌 = 𝐼 can be written as: 
 
[∆?̃?𝑖]𝑎 = ⋯   
 
 
 
 
 
 
In this equation the three sums on the terms on the r.h.s. point (1) at the indices of the four 
components of ∆?̃?𝑖 and ∆?̃?𝑖 as defined in (C.10) denoted by 𝑎, 𝑏, 𝑐 and 𝑑, (2) at the atom index 
written as 𝑖, 𝑝, 𝑞 and 𝑟 and (3) at the orbitals 𝜇, 𝜂 and 𝛾. These latter orbital indices contain 
one variable less as the sum over the orbitals at site 𝑖 is included in the matrix elements 
[𝛤1]𝑖𝑝,𝜇
𝑏𝑎 , [𝛤2]𝑖𝑝𝑞,𝜇𝜂
𝑏𝑐𝑎  and [𝛤3]𝑖𝑝𝑞𝑟,𝜇𝜂𝛾
𝑏𝑐𝑑𝑎 .These elements follow equivalent to equation (C.14): 
 
 
 
 
 
 
 
 
  ⋮ 
Etc. 
 
In line with the previous expressions, variable ν has been assigned to the orbitals of atom 𝑖. 
The remaining symbols (after the second sum on the r.h.s.) point at spin indices. In essence 
equations (C.22) and (C.23) represent a mathematical problem composed of an infinite series 
of terms from which the charge and magnetic moment deviations ∆?̃?𝑖 have to be extracted by 
adjusting the set of ∆?̃?𝑖’s. A solution to such a problem can only be found if the magnitude of 
the expansion terms decreases ‘sufficiently quick’84, e.g. in the spirit of equation (C.2) the 
necessary condition reads:   
 
 ∆?̅?1 ≥ ∆?̅?2 ≥ ∆?̅?3 ≥ ⋯      (C.24) 
 
However, it cannot be stated a-priori that this requirement is fulfilled for any system. 
Nevertheless, if it does and one would for example assume a system in which the first 
dummyword 
 
83 This does not mean that the first order expansion term represents the correct limit for a collinear magnetic system. 
This would be the case if the description was based on one type of orbitals only. In this respect one could think of 5 3𝑑-
orbitals if the structure of the system would be such that the charge and spin moment on each orbital is equal (e.g. if 
there were no symmetry based splitting in 𝑒𝑔  and 𝑡2𝑔 states). Nevertheless, the approximation becomes also clearly 
better as the deviation of the MM directions is expectedly smaller.   
84 Understandably ‘sufficiently quick’ as mentioned in text means in practice till the expansion term which is 
computationally feasible to obtain. It follows from equation (c.23) the number of matrix elements increases rapidly when 
considering higher order expansion terms. We will discuss this feature in more detail when the numerical 
implementation of this equation is outlined in section C.3.2. 
+∑ ∑ ∑ [𝛤3]𝑝𝑞𝑟𝑖,𝜇𝜂𝛾
𝑏𝑐𝑑𝑎 ∙ ([𝒗𝑝𝜇
𝑇 ∙ ∆?̃?𝑝]𝑏 +
[∆?̃?𝑝]𝑏) ∙𝜇𝜂𝛾𝑝𝑞𝑟𝑏𝑐𝑑 (
[𝒗𝑞𝜂
𝑇 ∙ ∆?̃?𝑞]𝑐
+ [∆?̃?𝑞]𝑐) ∙ (
[𝒗𝑟𝛾
𝑇 ∙ ∆?̃?𝑟]𝑑 +
[∆?̃?𝑟]𝑑) + ⋯    (C.22) 
∑ ∑ ∑ [𝛤1]𝑝𝑖,𝜇
𝑏𝑎 ∙ ([𝒗𝑝𝜇
𝑇 ∙ ∆?̃?𝑝]𝑏 +
[∆?̃?𝑝]𝑏)𝜇𝑝𝑏 +
∑ ∑ ∑ [𝛤2]𝑝𝑞𝑖,𝜇𝜂
𝑏𝑐𝑎 ∙ ([𝒗𝑝𝜇
𝑇 ∙ ∆?̃?𝑝]𝑏 +
[∆?̃?𝑝]𝑏) ∙𝜇𝜂𝑝𝑞𝑏𝑐 (
[𝒗𝑞𝜂
𝑇 ∙ ∆?̃?𝑞]𝑐
+ [∆?̃?𝑞]𝑐) + 
[𝛤2]𝑝𝑞𝑖,𝜇𝜂
𝑏𝑐𝑎  =
−1
𝜋
Im∫ 𝑑𝑧 ∙ (∑ ∑ [𝐺𝒌(𝑧)]𝑖𝜈𝜎
𝑝𝜇𝜆
∙ [?̃?𝑏]𝜆
𝜁
𝜎𝜆𝜁𝜍𝜗𝜉𝜈 ∙ [𝐺𝒌(𝑧)]𝑝𝜇𝜁
𝑞𝜂𝜍
∙ [?̃?𝑐]𝜍
𝜗 ∙ [𝐺𝒌(𝑧)]𝑞𝜂𝜗
𝑖𝜈𝜉
∙ [?̃?𝑎]𝜉
𝜎)
+∞
−∞
 
[𝛤3]𝑝𝑞𝑟𝑖,𝜇𝜂𝛾
𝑏𝑐𝑑𝑎 =
−1
𝜋
Im∫ 𝑑𝑧
+∞
−∞
∙ (∑ ∑ [𝐺𝒌(𝑧)]𝑖𝜈𝜎
𝑝𝜇𝜆
∙ [?̃?𝑏]𝜆
𝜁
𝜎𝜆𝜁𝜍𝜗𝜉𝛶𝜅𝜈 ∙ [𝐺𝒌(𝑧)]𝑝𝜇𝜁
𝑞𝜂𝜍
∙ [?̃?𝑐]𝜍
𝜗 ∙ [𝐺𝒌(𝑧)]𝑞𝜂𝜗
𝑟𝛾𝜉
∙ [?̃?𝑑]𝜉
𝛶 ∙ [𝐺𝒌(𝑧)]𝑟𝛾𝛶
𝑖𝜈𝜅 ∙ [?̃?𝑎]𝜅
𝜎)                
[𝛤1]𝑝𝑖,𝜇
𝑏𝑎 =
−1
𝜋
Im∫ 𝑑𝑧 ∙ (∑ ∑ [𝐺𝒌(𝑧)]𝑖𝜈𝜎
𝑝𝜇𝜆
∙ [?̃?𝑏]𝜆
𝜁
𝜎𝜆𝜁𝜍𝜈 ∙ [𝐺𝒌(𝑧)]𝑝𝜇𝜁
𝑖𝜈𝜍
∙ [?̃?𝑎]𝜍
𝜎)
+∞
−∞
  
(C.23) 
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expansion term includes the most essential physics85. Then if this system is further simplified 
by the neglect of charge deviations (∆𝑛𝑖 = 0 ∀ 𝑖), the following response of the 𝑎-component 
of the magnetic moment at site 𝑖 due to the 𝑏-Cartesian coordinate of a magnetic field at site 𝑗 
is observed, resulting from equations (C.21)-(V.23): 
 
(1 −∑ [𝛤1]𝑖𝑖,𝜇
𝑎𝑎 ∙
1
2
𝐼𝑖𝜇𝜇 ) [∆𝒎𝑖]𝑎 = ∑ [𝛤
1]𝑗𝑖,𝜇
𝑏𝑎 ∙ ([∆𝑩𝑗]𝑏)𝜇    (C.25) 
 
By definition this relation determines the susceptibility tensor for a non-collinear magnetic 
state:  
 
 [𝜒1]𝑖𝑗
𝑎𝑏 ≡
[∆𝒎𝑖]𝑎
[∆𝑩𝑖]𝑏
=
∑ [𝛤1]𝑗𝑖,𝜇
𝑏𝑎
𝜇
(1−(1 2⁄ )∙∑ [𝛤1]𝑖𝑖,𝜇
𝑎𝑎 ∙𝐼𝑖𝜇𝜇 )
     (C.26) 
 
The superscript ‘1’ in 𝜒1 relates to the fact that in realistic FM systems the response to a 
stimulus can be non-linear. Therefore, higher order expansion terms of the susceptibility 
might be of importance. Interesting in this respect is to consider a collinear magnetic system 
with moments pointing along the global 𝑥-direction when applying instantaneously an 
infinitesimal magnetic field along 𝑧. In practice such a field would be sufficient to rotate all the 
spin into z-direction if no interactions besides exchange and the applied field would be 
present. In other words, an infinitely small field causes a finite effect for this example and the 
corresponding susceptibility tensor element is infinite. This, however does not86 follow from 
equations (C.23) and (C.26) as it requires (all) higher order terms in the expansion (C.23).    
  
The expansion (C.22) and (C.23) can be visualised as in figure C.1. In the figure only the 
perturbation part regarding the magnetic moments rotations is reflected. The magnitude of 
∆𝒎𝑖 is determined by the rotation of the spin of all atoms (including site 𝑖). The influence on 
this site due to these rotations is governed by Greens functions which serve as the 
connections. In principle one should consider the perturbations of a large number of atoms 
around 𝑖 as the Greens function decays typically as [𝐺(𝑧)]0𝑖𝜈𝜎
𝑚𝑗𝜔𝜉
~ℎ(𝑧) |𝒓𝑖𝑗|⁄  or faster in 
metallic87 systems (|𝒓𝑖𝑗| being the distance between atoms 𝑖 and 𝑗 located in the unit cells 0 
and 𝑚 and ℎ(𝑧) is a function not specified further). From a computational perspective this is 
simplified by invoking the periodicity of the system (clearly in the equations above this has 
been taken for granted by the 𝒌-dependency of the variables). In the figure representations of 
terms as given in formula (C.23) involving atoms outside of the supercell have been presented 
as dotted lines. The, for the calculation required elements within one supercell, have been 
shown via solid lines. In the figure examples of first, second and third order expansion terms 
in the sense of equation (C.23) are given respectively in green, blue and brown. Expression 
(C.22) requires a summation of the contribution of all of such loops.    
C.3.1.2  Total energy consideration 
Besides an expression for ∆?̃?𝑖 , the approach allows also a prediction systems total energy 
deviation. Ultimately this could speed up TB MC simulations not only by an improved starting 
point from which a particular spin structure is solved self-consistently, it could also help to 
dummyword 
 
85 This assumption is, as it turns out, not very realistic for real systems. However, it suffices for the sake of our argument 
regarding the matrix elements of expression (C.23); these elements determine a site dependent susceptibility.     
86 The result |[𝜒1]𝑖𝑗
𝑎𝑏| → ∞ can be obtained only when the denominator in (A.26) reaches (1 − (1 2⁄ ) ∙ ∑ [𝛤1]𝑖𝑖,𝜇
𝑎𝑎 ∙ 𝐼𝑖𝜇𝜇 ) → 0 
and is found when ∑ [𝛤1]𝑗𝑖,𝜇
𝑏𝑎
𝜇 ≠ 0. This situation would imply a first order transition regarding the MM length and is not 
considered in the example.  
87 The 1 |𝒓𝑖𝑗|⁄  dependence of the Greens function would be observed in a free electron gas for a system described with 
one orbital per site [12]. In more realistic situations the Greens function dependence will include 1 divided by higher 
order polynomials in |𝒓𝑖𝑗|. For the free electron gas the distance dependence fulfils the necessary relation (A.24). 
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Figure C.1: Visualization of the perturbation approach as presented in this appendix. The black arrows 
represent the atomic spins in a simulation step 𝝉 for which the TB Hamiltonian (as outlined in chapters 2 and 3) 
has been solved. For the following step (𝝉 + ∆𝝉) the magnetic moment directions are known, e.g. these rotations 
follow from applied MC or SD techniques and are presented as red dashed lines on each atom. Instead of solving 
the TB method for this new spin structure via a computationally demanding series of matrix diagonalization, in 
this section it is tried to employ perturbation theory. As a result an equation is obtained for the deviation of the  
magnetic moment ∆𝒎𝒊 on atom 𝒊 (represented by a red arrow on each site). Namely this deviation of the 
magnetic moment can be expressed as an infinite series. In the figure a first-, second- and third order expansion 
term has been shown as examples by respectively green, blue and brown lines. The magnitude of these 
contributions is determined by an integration (over energy 𝒛) of the corresponding Greens functions which 
serves as a connection between the sites and the perturbation applied on the atoms (independent of 𝒛). The 
approach requires a summation over all possible paths. From a computational perspective one can employ the 
periodicity of the lattice so that the paths are restricted to one supercell (e.g. the solid line representations of the 
loops shown via dotted curves). In addition to magnetic moment rotations also charge transfers and constraint 
field deviations will occur / be needed. These perturbations are not shown in this schematic representation. 
Further one should keep in mind that a summation over the atoms orbitals (and spin indices) is implied.               
 
 
abandon high-energy states immediately and thereby avoid calculating costly matrix 
diagonalizations for these systems. The deviation of the total energy can, equal to the 
derivations on the HEIS exchange parameters in chapter 2, be decomposed in contributions 
stemming from the bandenergy 𝐸𝑏𝑎𝑛𝑑 (a sum over the eigenstates; 𝐸𝑏𝑎𝑛𝑑 = ∑ 𝜀𝒌𝑛𝒌𝑛 ) and 
double counting corrections 𝐸𝑑𝑐: 
 
 ∆𝐸 = ∆𝐸𝑏𝑎𝑛𝑑 +∆𝐸𝑑𝑐       (C.27) 
 
Whereas changes in the double counting part were neglected for the calculation of the HEIS 
coupling constants by means of the force theorem approximation, this is no longer possible 
for the level of accuracy required in this chapter. Namely, the magnetic states considered are 
[𝑮𝒌(𝒛)]𝒑
𝒒
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[𝑮𝒌(𝒛)]𝒊
𝒑
 
 
∆𝒎𝒊 
𝒒 
𝒑 
[𝑮𝒌(𝒛)]𝒒
𝒊  
 
𝒊 
𝒑 
𝒒 
∆𝒎𝒑 
∆𝒎𝒒 
in general (strongly) non-collinear; for such systems the force theorem approximation lacks 
validation. Further in chapter 2 only the first order expansion term of  ∆𝐸𝑏𝑎𝑛𝑑 had to be 
considered as the rotations were infinitesimal whereas this chapter is more general and 
targets on larger perturbations.  
 
Based on the expansion as written down in equation (2.85) one obtains for the bandenergy 
deviation: 
      
 
 
 
Here we have assumed an orthogonal basis as above. In contrast to the exchange parameters 
it is expected that the first order contribution stems already from the first order expansion 
term. The calculation of such term follows analogous to equation (C.22) and (C.23). As the 
perturbation 𝑉 is diagonal in the atom- and orbital indices, the traces of equation (C.28) are 
given by: 
 
 
 
 
 
 
 
 
The first order expansion term represents an onsite contribution whereas the traces of the 
higher order parts can be viewed as closed loops similar as shown in figure (C.1). For the 
double counting correction part of the total energy we can use the derived equation for the 
deviation of the charges, moments and constraint fields. Suppose one would be able to solve 
the system determined by expressions (C.22) and (C.23) and thereby obtain ∆?̃? and ∆?̃?, then 
∆𝐸𝑑𝑐 would follow directly from the definition, formula (2.77): 
 
 
 
 
 
 
 
 
The double counting correction for the constraint fields 𝐸𝑑𝑐
𝑩 (𝜏) = ∑ 𝑩𝑖(𝜏) ∙ 𝒎𝑖𝑖 (𝜏) is ignored 
in ∆𝐸𝑑𝑐 as the field is (nearly88) perpendicular to the moment for both the simulation steps 𝜏 
and 𝜏 + ∆𝜏.  
 
C.4  Numerical solver and test results 
 
Essential in the proposed method is that one can obtain the variables of interest ∆?̃? and ∆?̃? 
from the relations (C.22) and (C.23). However, these expressions comprehend a  complicated 
set of coupled equations for 4𝑁 indices containing an infinite series in the calculation 
dummyword 
 
88 The constraint field 𝑩𝑖(𝜏) is, for a self-consistent solution, perpendicular to the exchange splitting 𝜟𝑖(𝜏) according to 
equations (2.63),(3.3) and (3.14). As our TB basis includes 𝑠, 𝑝 and 𝑑-orbitals with individual Stoner parameters (see 
equation 2.56), 𝜟𝑖(𝜏) and 𝒎𝑖(𝜏) are in general in different directions. However, for the systems studied in this work both 
directions are almost equal and determined by the MMs of the 𝑑-orbitals.   
∆𝐸band ≈
1
𝜋
Im∑ ∫ 𝑑𝑧 ∙ 𝑓(𝑧, 𝜀𝐹) ∙
+∞
−∞
{−Tr  (𝑉𝐺𝒌
0(𝑧)) +
1
2
Tr (𝑉𝐺𝒌
0(𝑧))
2
−
1
3
Tr (𝑉𝐺𝒌
0(𝑧))
3
+⋯}𝒌   
Tr  (𝑉𝐺𝒌
0(𝑧)) = ∑ ∑ [𝑉]𝑖𝜈𝜎
𝑖𝜈𝜉
∙𝜎𝜉 [𝐺𝒌(𝑧)]𝑖𝜈𝜉
𝑖𝜈𝜎
𝑖𝜈     
Tr  (𝑉𝐺𝒌
0(𝑧))
2
= ∑ ∑ [𝑉]𝑖𝜈𝜎
𝑖𝜈𝜉
∙𝜎𝜉𝜆𝜁 [𝐺𝒌(𝑧)]𝑖𝜈𝜉
𝑝𝜇𝜆
𝑖𝑝,𝜈𝜇 ∙ [𝑉]𝑝𝜇𝜆
𝑝𝜇𝜁
∙ [𝐺𝒌(𝑧)]𝑝𝜇𝜁
𝑖𝜈𝜎     
∆𝐸𝑑𝑐 ≡ 𝐸𝑑𝑐(𝜏 + ∆𝜏) − 𝐸𝑑𝑐(𝜏)                 (C.30) 
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Tr  (𝑉𝐺𝒌
0(𝑧))
3
= ∑ ∑ [𝑉]𝑖𝜈𝜎
𝑖𝜈𝜉
∙𝜎𝜉𝜆𝜁𝜍𝜗 [𝐺𝒌(𝑧)]𝑖𝜈𝜉
𝑝𝜇𝜆
𝑖𝑝𝑞,𝜈𝜇𝜂 ∙ [𝑉]𝑝𝜇𝜆
𝑝𝜇𝜁
∙ [𝐺𝒌(𝑧)]𝑝𝜇𝜁
𝑞𝜂𝜍
∙ [𝑉]𝑞𝜂𝜍
𝑞𝜂𝜗
∙ [𝐺𝒌(𝑧)]𝑞𝜂𝜗
𝑖𝜈𝜎    
𝐸𝑑𝑐(𝜏 + ∆𝜏) = −
𝑈
2
∑ (𝑛𝑖(𝜏) + ∆𝑛𝑖 − 𝑛𝑖
0)
2
𝑖 +
1
4
∑ ∑ 𝐼𝑖𝜇(𝒎𝑖𝜇(𝜏) + ∆𝒎𝑖𝜇) ∙ (𝒎𝑖𝜂(𝜏) + ∆𝒎𝑖𝜂)𝜇𝜂𝑖   
𝐸𝑑𝑐(𝜏) = −
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∑ ∑ 𝐼𝑖𝜇𝒎𝑖𝜇(𝜏) ∙ 𝒎𝑖𝜂(𝜏) ( )𝜇𝜂𝑖                       
(C.29) 
(C.28) 
objectives. Clearly such a mathematical problem cannot be solved via any analytical mean. In 
this section we provide two attempts to extract ∆?̃? and ∆?̃?, in addition we will focus on the 
implementation of both approaches into the numerical code.  
C.4.1  Numerical implementation     
When taking a closer look on equations (C.22) and (C.23) we observe that the bottleneck of 
finding solutions to this system is contained in the sharply increasing number of integrals 
required for the higher order expansion terms. In figure C.2a we show the number of unique89 
integrals involved for the different higher order terms for systems with various number of 
atoms in the supercell. The colors in this illustration indicate the order; 1st order terms are 
indicated via a black curve, 2nd, 3rd , 4th and 5th order terms are respectively red, blue, green 
and yellow. Based on the data shown it follows that practically only the first and second order 
expansion term can be calculated90.  
 
In the first approach we propose, we approximate ∆?̃? on the l. h. s. of equation (C.22) by 
means of a ‘single-shot’ calculation of the r.h.s. for as many expansion orders as 
computationally feasible. The chosen input ∆?̃?  for the r.h.s. is such that the MM length and 
charges remain unchanged. In other words the input on the r.h.s. only contains the change of 
the MM direction, i.e. ∆𝒎𝑖 (or ∆𝜟𝑖) for all atoms as dictated from the MC or SD algorithm. An 
illustration of this input is given in figure C.2b. The second approach we test is to obtain a 
(self-consistent) solution for ∆?̃? but for a limited expansion set in equation (C.22) (or C.11 for 
TB in a nonorthogonal basis)91. This is achieved by adjusting ∆?̃? and ∆?̃? in each iteration such, 
that the equation is satisfied under three conditions. These conditions follow from (1) the 
resulting MMs which need to point along the by MC or SD enforced directions92, (2) ∆?̃? which 
must be chosen so that the constraint field is orthogonal to this direction (see chapter 3) and 
(3) charge conservation. The latter requirement follows as it cannot be expected that the sum 
over all ∆𝑛𝑖 equals 0 when infinite expansion series is truncated. An illustration of the aimed 
result of this approach is given in figure C.2c.  
 
In the numerical code we have implemented the (nonorthogonal TB basis equivalent of) 
equations (C.23) and (C.29). These integrals are calculated in parallel on multiple cores for a 
dense set of complex energies. Whereas the calculation of 𝐽𝑖𝑗 (equation 2.106) relies on 35 
energies above the real axis (see figure 2.8), here we apply 120 complex energies instead. This 
results in a very accurate integration: i.e. the charges and MMs as determined via (2.94) with 
this integration contour are equal within 7 digits to these parameters obtained via the density 
matrix, equations (2.27)-(2.30). At last we note that the second, self-consistent problem 
mentioned above is solved in similar way to the solution approach outlined in section 3.4. So 
the direction of ∆𝒎𝑖 is corrected in multiples steps via an update of the constraint field ∆?̃? 
and after these steps ∆𝒎𝑖 is adjusted, in a (suboptimal) linear way.         
 
 
89 This means that the figure C.2a data does not contain the product over the superscripts 𝑎,𝑏,𝑐 and 𝑑 in for example the 
third order term [𝛤3]𝑝𝑞𝑟𝑖,𝜇𝜂𝛾
𝑏𝑐𝑑𝑎 . These atom indices appear in the Pauli matrix elements as follows from equation (C.23) and 
hence involve a large number of duplicate integrals. I.e. an adjustment of the order not necessarily result in a different 
product of the terms in (C.23).  
90 Please note that the goal of this study is to reduce the calculation time by providing a better starting point from which 
self-consistency can be determined (in the context of figure 3.7). This is only relevant for computationally demanding 
simulations with a large number of atoms in the supercell. 
91  It is emphasized here that we are applying the TB scheme as outlined in chapter 2; i.e. with nonorthogonal atomic 
orbital basis.  Hence we solve equation (C.11) in the numerical results in section C.4 and not the discussed set of 
equations (C.22) and (C.23). However the approach is more transparently described in an orthogonal basis as one can 
separate the integrals in equation (C.23) from the variables of interest ∆?̃? and ∆?̃?. In addition there is a significant 
computational advantage in the context of the self-consistent solutions. Namely the matrix elements given by equation 
(C.23) need to be determined only ones whereas for nonorthogonal TB one has to recalculate (similar) integrals 
repeatedly when ∆?̃? and ∆?̃? are updated.    
92 Otherwise one would obtain ∆?̃? = 𝟎 and ∆?̃? = 𝟎. 
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Figure C.2: In (a) the number of unique integrals is given for the first (black curve),  second (red), third (blue), 
fourth (green) and fifth order expansion terms. This number does not contain the number of atoms involved in 
the superscript of the 𝜞-elements in equation (C.23). In (b) the first test system of the perturbation approach is 
schematically shown. I.e. the MM of an Fe system, with one atom in the unit cell and periodic boundary 
conditions is rotated over an angle 𝜽𝟏. As no external field is present, the spin length should remain equal: hence 
a calculation of all the expansion terms of (the nonorthogonal basis equivalent to) the r.h.s. of equation (C.23) 
would result in ∆𝒎𝟏. Note ∆𝒎𝟏 is also the input of this calculation based on the (in this situation correct) ansatz 
of equal MM length after rotation. (c) represents the second test system and it contains 2 Fe atoms in the unit cell 
with periodic boundary conditions. The MMs of both atoms are rotated in opposite directions: 𝜽𝟏 = −𝜽𝟐 . The 
result of this rotation is that the MM length on both atoms is reduced, but based on symmetry arguments it is 
clear that |𝒎𝟏| = |𝒎𝟐| remains true after rotation (also the charges on both atoms are equal, namely 8 in the 
applied 𝒔𝒑𝒅-TB basis). It is tried via perturbation theory to approximate the reduced MM length after rotation in 
two ways. First the r.h.s. of  (the nonorthogonal basis equivalent to) equation (C.23) is calculated based on the 
given ∆𝒎𝟏 and ∆𝒎𝟐 as inputs for as many expansion terms as computationally feasible. Second we try to obtain a 
self-consistent solution to ∆𝒎𝟏 and ∆𝒎𝟐 under the constraint that the spins point in the direction as dictated by 
𝜽𝟏 and  𝜽𝟐 in which a limited set of expansion terms is taken into account. A self-consistent solution can only be 
found if constraint fields are adjusted ∆𝑩𝟏 and ∆𝑩𝟐 as is fully equivalent to theory denoted in chapter 3.     
 
C.4.2  Test systems 
The introduced ‘single shot’ and self-consistent solutions for ∆?̃? and ∆?̃? are tested on three 
physical systems which are discussed here. Clearly as the goal is to improve the starting point 
from which a solution to the TB Hamiltonian can be found we target at disordered magnetic 
states. This means supercell calculation containing atoms with in general nonequal charges, 
MM length and directions and constraint fields. The performance to such configurations are 
tested with an initial state described via a supercell containing 16 Fe atoms in which the MMs 
point randomly within a cone angle of 30° from the 𝑧-axis. The targeted state, a subsequent 
MC or SD step, is mimicked equally but with a different set of MM directions. This test system 
is illustrated, schematically with larger angles, in figure C.1. The number of 𝒌-points applied 
is: 𝑁𝒌 = 6
3 = 216 and the number of calculated expansion terms is 3.     
 
For study purposes the above outlined ‘single shot-’ and ‘self-consistent’ solutions are also 
tested on two much more simple Fe systems as given in figure C.2b and C.2c. Figure C.2b 
represents BCC Fe modelled with 1 atoms in the unit cell (see footnote 62 on page 109) in 
which the MM is rotated under an angle 𝜃1. As no external 𝑩-field or SOC is applied, this 
rotation does not change the any physical parameter. The charge in a one-atom unit cell f.e. is 
8 for Fe in the 𝑠𝑝𝑑-basis representation irrespective for any perturbation. The MM length or 
energy are also not affected and (∆)𝑩1
𝑐 = 𝟎 as the spin direction is not coupled to the lattice 
and the interaction with (periodic boundary) MMs remains collinear. As a result it follows that 
∆𝒎1 chosen as input in the ‘single shot’ method based on (the in this system correct) 
assumption of equal MM length after rotation should be equal to the output. I.e. the l.h.s of 
equation (C.11) (or C.22 in the transparant orthogonal basis formulation). It is interesting to 
see how the conservation of the charge and MM length is resembled over the different 
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expansion terms. Hereto we calculate the first 5 terms on an Fe systems with 𝑁𝒌 = 20
3 = 
8000 for 𝜃1 = 1°, 2°, 4°, 8°, 16° and 32°. 
 
The other test system is shown in figure C.2c. Here a periodically repeated (𝑁𝒌 = 12
3 = 1728) 
two-Fe-atom cell is given in which the MM are rotated in opposite directions under an angle  
𝜃1 (= −𝜃2). Clearly the energy is increased as a consequence of these rotations and the MM 
length is reduced. Also the input ∆𝒎1 and ∆𝒎2, ones more relying on equal spin length after 
rotation, do not longer represent a solution to equation (C.11). In principle a constraint field is 
needed to stabilize the noncollinear state after rotation. In the perturbation method this is 
incorporated by the corresponding differences ∆𝑩1
𝑐 and ∆𝑩2
𝑐 . We investigate the performance 
of both the ‘single shot’ solution as well as the self-consistent result which incorporates the 
latter fields. Five expansion terms have been incorporated and 6 angle rotations have been 
considered: 𝜃2 = 1°, 2°, 4°, 8°, 16° and 32°.             
 
C.4.3  Simulation results and discussion 
Simulations of the above outlined perturbation method(s) on three test systems are listed 
below in four tables. Table C.1 refers to a ‘single shot’ solution to the spin rotation of a single 
MM as shown in figure C.2b. ‘Single shot-’ and ‘self-consistent’ calculations for the opposite 
rotation of two MMs shown in figure C.2c are given in respectively table C.2 and C.3. At last the 
iron SD or MC environment is mimicked by a random rotation of 16 spins, the perturbation 
results of which are summarized  in table C.4. In the following these results will be discussed 
in detail.  
C.4.3.1  Results for the rotation of the spin in a single iron atom unit cell 
The rotation of a single Fe MM over an angle 𝜃1 in 𝑥-direction was chosen as a test system for 
the perturbation approach as no physical quantities are affected, as was outlined in the 
previous section. To what extend this ‘analytical’ or exact result is resembled when it is 
obtained from equation (C.11) with a truncation of the series expansion and a discretization 
of the involved integrals, is shown in table C.1. Data is reported up to 8 digits for the 𝑥- and 𝑧-
direction of the deviation of MM ∆𝒎1 in [μB], the deviation of the charge (i.e. the level of 
charge conservation) ∆𝑛1 in number of electrons and the bandenergy ∆𝐸𝑏𝑎𝑛𝑑 and double 
counting corrections ∆𝐸𝑑𝑐 in [eV]. The two latter quantities are not essential for the 
performance of the perturbation scheme as the starting point to which is self-consistency is 
found (in the context of chapter 3.4) is not altered by the energy (deviation). However, these 
terms are important in relation to MC modelling as was stated in section C.3.1.2 and give 
additional insights. In total five expansion terms could numerically be gathered (see figure 
C.2a). 
 
It is, rather surprisingly, obtained that the first order term in 𝑥-direction [∆𝒎1]𝑥 is equal to the 
exact result within 8 digits for 𝜃1 ≤ 4° and within 7 digits up to 𝜃1 = 32° whereas the 𝑧-
direction needs more expansion terms to converge. Here it is stressed that this very high level 
of accuracy is partially retrieved as a cancellation of errors due to the high symmetry of the 
system (see table C.4. for a more the accuracy in a, for MC and SD, more relevant test 
example). Nevertheless it proves, that the integration of the first term on the one hand is 
accurately obtained. On the other hand, an interesting asymmetry is revealed between the 𝑥-
direction and the 𝑧-direction, being respectively orthogonal and longitudinal to the initial spin 
direction. The higher order expansion terms for [∆𝒎1]𝑥 are 4 orders of magnitude smaller for 
𝜃1 = 1° but do become important for large rotation angles. It is therefore important to note 
that the second and third expansion are (partially) compensating and this applies as well to 
the fourth and fifth term. It can, nevertheless, be concluded that including higher order 
expansion terms worsens the result. Hereby it is emphasized that errors stemming from the 
numerical integration end up more strongly in the higher order contributions. This is logical 
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as there are significantly more terms to compute (see figure C.2a). As mentioned, for the 𝑧-
direction remarkably more terms are necessarily included. The second order expansion term 
is found most prominent, although it is of the same order of magnitude as the 1 term. The 
third order contribution is much smaller however including it (still) provides an improvement 
of [∆𝒎1]𝑧; i.e. hereby we compare (naturally) to the exact result. All in all the performance for 
[∆𝒎1]𝑧 is worse when compared to [∆𝒎1]𝑥 . To quantify, we reported an error of ~0.00016% 
and ~2.6% for 𝑥-direction after a rotation of 𝜃1 = 1° and 𝜃1 = 32° considering all five terms 
against ~0.24% and ~15% for the 𝑧-direction. As a result of the error in [∆𝒎1]𝑧 also an error 
in the resulting spin length after rotation is induced. This error is shown in the 15th row of 
table C.1. Whereas the inaccuracy of the MM length can be considered small for angles 𝜃1 ≤ 4° 
it becomes significant93 for the larger angles.  
 
Unphysical charge deviations (i.e. losses) do occur when equation (C.11) is calculated after a 
truncation of the series similar to equation (C.22). Again good results93, i.e. small ∆𝑛1, are 
obtained for small angles 𝜃1 ≤ 4° only. Similar to the calculation of [∆𝒎1]𝑧 it was found that 
multiple terms are relevant in the expansion for ∆𝑛1. This is expected as both the calculation 
of the charge and the 𝑧-components of the spins involve the diagonal elements of the Pauli 
spin matrices (see equation 2.26). The deviation of [∆𝒎1]𝑦, not reported in table C.1, is for 
example much smaller than the error obtained in the charge deviations; a [∆𝒎1]𝑦, of ~6·10-6 
was found for the second expansion term as maximum at a rotation angle of 𝜃1 = 32°. 
Regarding the energies one observes that the obtained mistakes in ∆𝐸𝑏𝑎𝑛𝑑 are small for all 
angles. The expansion terms, interestingly cancel out partially as was obtained as well for 
multiple variables before. The error in the calculated energy deviation can be attributed 
(almost) entirely to the obtained values of the double counting corrections. For these 
corrections we use the obtained ∆𝒎1 and ∆𝑛1 in accordance with equation (2.85). 
C.4.3.2  Results for the opposite rotation of two iron magnetic moments  
In table C.2 the results are shown when the ‘single shot’ approximation is applied to the Fe 
system in which two spins are rotated in opposite directions (see figure C.2c). The input ∆𝒎1 
and ∆𝒎2 as shown in the figure do no longer represent a solution to equation (C.11). This is 
understood as the MM length is reduced and a constraint field is theoretically required to 
stabilize the end state. This latter field is not present here as we are looking at the obtained 
solution on the l.h.s of equation (C.11) the given ∆𝒎1 and ∆𝒎2 input. Data in table C.2 (and 
C.3) is given for the second atom for which [∆𝒎2]𝑥 is positive (see figure C.2c). The exact data 
to which the perturbation scheme is compared, is obtained via TB simulation of the 
corresponding noncollinear magnetic state (in the way described in chapter 3).  
 
The reported error in the especially the 𝑥- direction at small angles are larger than compared 
to values obtained for single MM rotation. Namely an [∆𝒎2]𝑥 inaccuracy of ~12% and 15% 
was found for respectively a rotation of 𝜃2 = 1° and 𝜃2 = 32° whereas [∆𝒎2]𝑧 is inadequate by 
25% and 8%. The fourth and fifth order term are remarkably even smaller than for the single 
MM rotation and can be considered neglectable for the rotation under small angles (only). As 
a result of these erros the prediction of the MM reduction after rotation is overestimated for 
𝜃2 ≤ 8° whereas a MM increase is incorrectly suggested for larger angles. The mismatch with 
the correct solutions stemming from insufficient number of expansion terms, a limited 
precision for which the integrals are obtained and a ‘single shot’ guess to the actual solution of 
equation (C.11) are also clearly  resembled in the deviation of the charge. As a consequence 
the obtained ∆𝐸𝑑𝑐 is very inaccurate and so is the total ∆𝐸. The band energy resembles the 
correct ∆𝐸 rather well for small 𝜃2 and underestimates this quantity for larger angles. 
 
To improve on, in particular, the charge ∆𝑛1 (and ∆𝑛2) also a ‘self-consistent’ solution to 
equation (C.11) is investigated for the Fe system of figure C.2c. The results of this solution, 
based ones more on the (finite number of) five expansion terms, are given in table C.3. To pin 
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the MM direction a constraint field (deviation) is added as discussed ∆𝑩1
𝑐 and ∆𝑩2
𝑐 , and it 
agrees well to exact solutions in direction and magnitude. Also as solutions are searched for 
with charges losses restricted we have obtained improved results for various parameters. 
[∆𝒎2]𝑥 and [∆𝒎2]𝑧 deviate from the correct solutions by respectively only ~0.002%  and 
~4.4% for 𝜃2 = 1°. For larger angles the results are also significantly improved w.r.t. table C.2 
especially for [∆𝒎2]𝑥 and the total energy deviation ∆𝐸. These parameters are respectively 
within ~7.6% and ~7.7% at 𝜃2 = 32°. The charge deviation is naturally exact by the way the 
solution was found. However, it is clear that for large angles the series expansion is not 
converged at the first five terms.  
C.4.3.3  General case: perturbation results for a magnetically disordered iron system 
Based on the partially successful results of the perturbation method when applied to the 
highly symmetrical Fe systems illustrated in figure C.2b and C.2c, it is worthwhile to study the 
approach on more realistic situations. To this end we apply the methods on two 16 Fe atom 
systems with random spin directions within 30° as discussed in the previous section. The aim 
is to predict physical parameters from the first disordered magnetic system (denoted as state 
1) to the second (stats 2). Again both a self-consistent solution is searched for as well as a 
‘single-shot’ approximation  (with ∆𝒎𝑖 as input similar to figure C.2c). In both methods the 
first and second expansion term are considered. Results are given in table C.4 and compared 
to exact values. Only data for 10 atoms is shown due to page size limitations: conclusions 
obtained apply to the other 6 atoms as well94. We would like to mention that the second state 
is higher in energy by 30.2meV per atom.  
 
An essential parameter for the perturbation approach is the calculated ∆|𝒎𝑖|. From the tabled 
values it follows that this quantity is systematically overestimated for both the ‘single shot-’ as 
well as the ‘self-consistent’ results. The reason is that the longitudinal [∆𝒎𝑖]𝑧 component is not 
sufficiently converged for 2 expansion terms. This characteristic was also observed in the test 
systems discussed above. It, unfortunately means that the perturbation scheme cannot be 
applied in real TB MC or SD modelling environment to estimate a better starting point from 
which self-consistent solutions are found. We nevertheless would like to mention that the 
lateral [∆𝒎𝑖]𝑥 and [∆𝒎𝑖]𝑦 parts do match the exact data given in table C.4 to reasonable level. 
To emphasize, this is not the result of an error in the numerical code: if the spins would point 
predominantly in 𝑥-direction then [∆𝒎𝑖]𝑦 and [∆𝒎𝑖]𝑧 would be determined accurately within 2 
expansion terms. The second one being an order of magnitude smaller than the first term. The 
table also shows that the ‘self-consistent’ solution to 2 expansion terms is capable of 
predicting the correct sign for ∆𝑛𝑖, a quantitative comparison reveals a factor 3 difference (at 
most). At last we would like to mention that the perturbation scheme is not reversal 
symmetric. I.e. if the state 2 would have been the initial state from which physical parameters 
are calculate for state 1, then the obtained ∆𝒎𝑖 , ∆𝑛𝑖 and ∆𝑩𝑖
𝑐 would not simply equal the 
result obtained in table C.4. This is only true when the inifinite series is (precisely) calculated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
93 Significant / good results w.r.t. realistic MM and charge deviations in Fe as seen in a MC or SD modelling step. Please 
administer figures 5.7 and 5.10.   
94 The sum of  ∆𝑛𝑖 (exact)  and ∆𝑛𝑖 (self-consistent) over 10 atoms is, as a consequence, nonzero. However the correct 
charge conservation is retrieved when all data is considered. This does not apply to ∆𝑛𝑖 (single shot).   
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Table C.1: Performance of the ‘single shot’ solution (as explained in text) to equation (C.11) for 6 MM rotations of an 
Fe system (1 atom in the unit cell, 𝑵𝒌 = 8000) as illustrated in figure C.2b. In this table we present the obtained 
change in the MM length and direction (in terms of [μB]) for the first 5 expansion terms. The input required for the 
single shot solution is ∆𝒎𝟏 based on the assumption that the MM length is unaffected after rotation (see figure 
C.2b). In this system the input is equal to the exact solution (also obtained if all expansion terms are calculated with 
infinite precision) as no SOC or external magnetic field is present. The perturbation theory gives also a prediction 
of the charge deviation ∆𝒏𝟏 (in # electrons) from the initial state and it is included in this table. The charge on the 
Fe atom obviously remains 8 (exactly) after the simple MM rotation; so the reported difference should be 
considered an artefact of the truncated series and or an discretization error of the calculation of the integrals 
(similar to equation C.23). From equations (similar to) C.29 the change in the bandenergy can be evaluat ed. These 
energy changes denoted as ∆𝑬𝒃𝒂𝒏𝒅 are as well as the double counting corrections ∆𝑬𝒅𝒄, obtained from equation 
(2.85) based on the calculated ∆𝒎𝟏 and ∆𝒏𝟏, expressed in [eV]. The exact energy change ∆𝑬 = 0eV as the simple 
rotation does not induce a spin noncollinearity.     
     
  
𝜃1 = 1° 
 
𝜃1 = 2° 
 
𝜃1 = 4° 
 
𝜃1 = 8° 
 
𝜃1 = 16° 
 
𝜃1 = 32° 
[∆𝒎1]𝑥    (exp. term 1) 0.03732834 0.07464532 0.14919970 0.29767252 0.58955119 1.13342596 
[∆𝒎1]𝑥    (exp. term 2) 0.00000375 0.00002996 0.00023945 0.00190861 0.01504668 0.11346916 
[∆𝒎1]𝑥    (exp. term 3) -0.00000389 -0.00003105 -0.00024707 -0.00193613 -0.01422135 -0.07656435 
[∆𝒎1]𝑥    (exp. term 4) 0.00000036 -0.00000001 0.00000006 -0.00000188 0.00006147 0.00211976 
[∆𝒎1]𝑥    (exp. term 5) -0.00000028 0.00000000 -0.00000037 -0.00001169 -0.00036203 -0.01010059 
[∆𝒎1]𝑥    (sum of 1-5) 0.03732828 0.07464422 0.14919176 0.29763519 0.59007596 1.16234994 
[∆𝒎1]𝑥   (exact) 0.03732834 0.07464532 0.14919970 0.29767251 0.58955116 1.13342590 
[∆𝒎1]𝑧   (exp. term 1) -0.00012121 -0.00048479 -0.00193859 -0.00774490 -0.03082884 -0.12092685 
[∆𝒎1]𝑧   (exp. term 2) -0.00021912 -0.00087616 -0.00349934 -0.01391302 -0.05431642 -0.19675458 
[∆𝒎1]𝑧   (exp. term 3) 0.00000831 0.00000901 -0.00001438 -0.00022908 -0.00360233 -0.05378418 
[∆𝒎1]𝑧   (exp. term 4) 0.00000714 0.00000525 -0.00000043 -0.00000737 -0.00015114 -0.00436843 
[∆𝒎1]𝑧   (exp. term 5) -0.00000006 -0.00000088 0.00000001 0.00000045 0.00026052 0.00108136 
[∆𝒎1]𝑧   (sum of 1-5) -0.00032499 -0.00134757 -0.00545273 -0.02189391 -0.08863822 -0.37475268 
[∆𝒎1]𝑧   (exact) -0.00032576 -0.00130294 -0.00521017 -0.02081529 -0.08285602 -0.32500464 
∆|𝒎1| (sum of 1-5) -0.00002418 -0.00014046 -0.00062039 -0.00257566 -0.01134333 -0.05115927 
∆|𝒎1|   (exact) 0 0 0 0 0 0 
∆𝑛1  (exp. term 1) -0.00000260 -0.00001042 -0.00004166 -0.00016644 -0.00066253 -0.00259878 
∆𝑛1  (exp. term 2) 0.00000127 0.00000472 0.00001354 -0.00003076 -0.00146542 -0.02630881 
∆𝑛1  (exp. term 3) 0.00000090 0.00000395 0.00001909 0.00030401 0.00477226 0.07074469 
∆𝑛1  (exp. term 4) 0.00000026 0.00000119 0.00000583 -0.00009192 0.00138546 0.01718061 
∆𝑛1  (exp. term 5) 0.00000002 0.00000036 0.00000003 0.00000188 0.00011401 0.00574284 
∆𝑛1  (sum of 1-5) -0.00000017 -0.00000019 -0.00000317 0.00001677 0.00414377 0.06476056 
∆𝑛1  (exact) 0 0 0 0 0 0 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 1) -0.00000163 -0.00000844 -0.00004387 -0.00019989 -0.00065606 -0.00200391 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 2) 0.00000114 0.00000698 0.00004009 0.00021555 0.00094423 0.00313611 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 3) -0.00000089 -0.00000098 -0.00000377 -0.00001421 -0.00007090 -0.00011978 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 4) 0.00000014 0.00000056 0.00000182 -0.00000899 -0.00000555 0.00001578 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 5) -0.00000001 -0.00000011 0.00000009 -0.00000024 -0.00000983 -0.00028087 
∆𝐸𝑏𝑎𝑛𝑑  (sum of 1-5) -0.00000125 -0.00000199 -0.00000564 -0.00000778 0.00020189 0.00074733 
∆𝐸𝑑𝑐   (∆𝒎1 , ∆𝑛1) -0.00002355 -0.00013278 -0.00060443 0.00249716 0.01000571 0.27586824 
∆𝐸 = ∆𝐸𝑏𝑎𝑛𝑑 + ∆𝐸𝑑𝑐  -0.00002480 -0.00013477 -0.00061007 0.00248938 0.01002760 0.27661557 
∆𝐸  (exact) 0 0 0 0 0 0 
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Table C.2: Performance of the ‘single shot’ solution (as explained in text) to equation (C.11) for 6 MM rotations of an 
Fe system (2 atoms in the unit cell, 𝑵𝒌 = 1726) as illustrated in figure C.2c. Here the same physical variables are 
shown as in table C.1, namely: the calculated change in the MM direction and length ∆𝒎𝟐 (in [μB]), the expected 
deviation in the charge ∆𝒏𝟐 and the variation of the energy (both  ∆𝑬𝒃𝒂𝒏𝒅 as well as ∆𝑬𝒅𝒄) in [eV] for five expansion  
terms. In contrast to data in table C.1 a reduction of the spin length is expected and hence an energy increase as the 
rotation does induce a spin noncollinearity (see figure C.2c). Here data are reported for the deviation after rotation 
over angle 𝜽𝟐 = −𝜽𝟏 for the second atom for which [∆𝒎𝟐]𝒙 is positive. It is numerically verified that [∆𝒎𝟐]𝒙 =
−[∆𝒎𝟏]𝒙,  [∆𝒎𝟐]𝒛 = [∆𝒎𝟏]𝒛 and ∆𝒏𝟐 = ∆𝒏𝟏 as is necessarily true based on the symmetry. Data is compared to exact 
results which are calculated via constraint TB simulations of the corresponding noncollinear magnetic state of Fe 
as outlined in chapter 3. Good agreement is obtained between the exact [∆𝒎𝟐]𝒙 and [∆𝒎𝟐]𝒛 and the calculated 
expansion terms for small 𝜽𝟐 (only). Interestingly 2 expansion terms are required for this in the longitudinal 𝒛-
direction whereas only 1 term is needed in the lateral x-direction. For large angles a nonphysical charge deviation 
becomes predominant.  
 
  
𝜃2 = 1° 
 
𝜃2 = 2° 
 
𝜃2 = 4° 
 
𝜃2 = 8° 
 
𝜃2 = 16° 
 
𝜃2 = 32° 
[∆𝒎2]𝑥   (exp. term 1) 0.03284922 0.06568843 0.13129683 0.26195401 0.51880938 0.99742317 
[∆𝒎2]𝑥   (exp. term 2) 0.00000215 0.00001722 0.00013768 0.00109707 0.00864880 0.06522180 
[∆𝒎2]𝑥   (exp. term 3) 0.00000821 0.00006569 0.00052500 0.00418340 0.03293936 0.24719654 
[∆𝒎2]𝑥   (exp. term 4) 0.00000000 0.00000000 0.00000005 0.00000105 0.00003067 0.00055972 
[∆𝒎2]𝑥   (exp. term 5) 0.00000000 -0.00000001 -0.00000016 -0.00000630 -0.00004532 -0.00693345 
[∆𝒎2]𝑥   (sum of 1-5) 0.03285959 0.06577133 0.13195936 0.26723299 0.56038289 1.30346778 
[∆𝒎2]𝑥  (exact) 0.03732842 0.07214742 0.14920207 0.29769543 0.58937030 1.12968980 
[∆𝒎2]𝑧   (exp. term 1) -0.00001212 -0.00048480 -0.00193859 -0.00774490 -0.03082884 -0.12092685 
[∆𝒎2]𝑧   (exp. term 2) -0.00001225 -0.00048961 -0.00195506 -0.00776594 -0.03020434 -0.10763400 
[∆𝒎2]𝑧   (exp. term 3) -0.00000007 -0.00000123 -0.00001970 -0.00031366 -0.00492291 -0.07293003 
[∆𝒎2]𝑧   (exp. term 4) 0.00000000 -0.00000003 -0.00000013 -0.00000498 -0.00009162 -0.00100441 
[∆𝒎2]𝑧   (exp. term 5) 0.00000000 0.00000000 0.00000001 0.00000031 -0.00000606 0.00097721 
[∆𝒎2]𝑧   (sum of 1-5) -0.00024374 -0.00097566 -0.00391346 -0.01582917 -0.06605377 -0.30151808 
[∆𝒎2]𝑧   (exact) -0.00032423 -0.00129619 -0.00517630 -0.02065217 -0.08348677 -0.33098366 
∆|𝒎2| (sum of 1-5) -0.00001132 -0.00004444 -0.00016412 -0.00043601 0.00190451 0.07061968 
∆|𝒎2| (exact) -0.00000153 -0.00003395 -0.00007897 -0.00016472 -0.00065617 -0.00705033 
∆𝑛2  (exp. term 1) -0.00000260 -0.00001042 -0.00004167 -0.00016644 -0.00066252 -0.00259877 
∆𝑛2  (exp. term 2) -0.00039298 -0.00157180 -0.00628486 -0.02509256 -0.09980686 -0.38978823 
∆𝑛2  (exp. term 3) -0.00000003 -0.00000042 -0.00000670 -0.00010621 -0.00163270 -0.02214648 
∆𝑛2  (exp. term 4) 0.00000002 0.00000037 0.00000221 -0.00000977 0.00044959 -0.00175438 
∆𝑛2  (exp. term 5) 0.00000000 0.00000000 -0.00000001 0.00000088 -0.00008671 -0.00118643 
∆𝑛2  (sum of 1-5) -0.00039560 -0.00158228 -0.00633103 -0.02537410 -0.10173920 -0.41747429 
∆𝑛2  (exact) 0 0 0 0 0 0 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 1) 0.00026588 0.00093889 0.00345830 0.01308872 0.03911772 0.13655004 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 2) -0.00009733 -0.00026944 -0.00144090 -0.00499311 -0.02185503 -0.06311195 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 3) 0.00000201 0.00001349 0.00011230 0.00033141 0.00347938 0.00428265 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 4) -0.00000093 -0.00000483 -0.00006595 -0.0005226 -0.00766123 -0.01997982 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 5) 0.00000002 -0.00000039 0.00000186 0.00002578 0.00020503 0.00977551 
∆𝐸𝑏𝑎𝑛𝑑  (sum of 1-5) 0.00016965 0.00067772 0.00206561 0.00840054 0.01328587 0.06751643 
∆𝐸𝑑𝑐   (∆𝒎2 , ∆𝑛2) -0.00198854 -0.00795278 -0.03179069 -0.12676298 -0.50122749 -1.89189987 
∆𝐸 = ∆𝐸𝑏𝑎𝑛𝑑 + ∆𝐸𝑑𝑐  -0.00181889 -0.00727506 -0.02972508 -0.11836244 -0.48794162 -1.82438344 
∆𝐸  (exact) 0.00015695 0.00062874 0.00252312 0.01021081 0.04218720 0.17374766 
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Table C.3: A comparison of the self-consisent solution of equation (C.11) in which five expansion terms are 
considered (only) to exact results for 6 MM rotations of an Fe system (2 atoms in the unit cell, 𝑵𝒌 = 1726) as 
illustrated in figure C.2c (i.e. the same system  for which the ‘single shot’ solution was presented in table C.2) . In 
addition to the variables given in table C.2 (and C.1) a deviation in the constraint field ∆𝑩𝟐
𝒄  is added as well 
expressed in [eV]. It is noted that no constraint field is applied in the initial FM state of Fe (as the torque on the 
spins are zero). A difference w.r.t. to table C.2 is that charge deviations are limited. Hence the total charge is 
conserved which leads to significant improvements in the calculated expected energy increase.  
  
  
𝜃2 = 1° 
 
𝜃2 = 2° 
 
𝜃2 = 4° 
 
𝜃2 = 8° 
 
𝜃2 = 16° 
 
𝜃2 = 32° 
[∆𝒎2]𝑥   (exp. term 1) 0.03734146 0.07475559 0.15005230 0.30326646 0.60027456 1.1890273 
[∆𝒎2]𝑥   (exp. term 2) -0.00002547 -0.00020396 -0.00162689 -0.01273473 -0.07958256 -0.23563113 
[∆𝒎2]𝑥   (exp. term 3) 0.00001171 0.00009472 0.00079173 0.00731581 0.07163263 0.40635942 
[∆𝒎2]𝑥   (exp. term 4) 0.00000000 0.0000014 0.00000449 0.00014808 0.00398506 0.04087394 
[∆𝒎2]𝑥   (exp. term 5) 0.00000000 -0.0000002 -0.00000073 -0.00002934 -0.00117267 -0.01508195 
[∆𝒎2]𝑥   (sum of 1-5) 0.03732769 0.07464648 0.14922090 0.29796628 0.59513702 1.21542301 
[∆𝒎2]𝑥  (exact) 0.03732842 0.07214742 0.14920207 0.29769543 0.58937030 1.12968980 
[∆𝒎2]𝑧   (exp. term 1) -0.00015568 -0.00062380 -0.00251259 -0.01026058 -0.04064865 -0.12377816 
[∆𝒎2]𝑧   (exp. term 2) -0.00015432 -0.00061369 -0.00239631 -0.00860833 -0.02063988 -0.01240482 
[∆𝒎2]𝑧   (exp. term 3) 0.00000006 0.00000100 0.00001499 0.00017000 -0.00101897 -0.05014744 
[∆𝒎2]𝑧   (exp. term 4) 0.00000000 -0.00000005 -0.00000084 -0.00002162 -0.00060297 -0.00617762 
[∆𝒎2]𝑧   (exp. term 5) 0.00000000 0.00000000 -0.00000017 -0.00001100 -0.00046866 -0.00127568 
[∆𝒎2]𝑧   (sum of 1-5) -0.00030993 -0.00123653 -0.00489492 -0.01873153 -0.06337912 -0.19378372 
[∆𝒎2]𝑧   (exact) -0.00032423 -0.00129619 -0.00517630 -0.02065217 -0.08348677 -0.33098366 
∆|𝒎2| (sum of 1-5) -0.00001039 -0.00003866 -0.00010841 0.00033821 0.01222998 0.11673373 
∆|𝒎2| (exact) -0.00000153 -0.00003395 -0.00007897 -0.00016472 -0.00065617 -0.00705033 
∆𝑛2  (exp. term 1) 0.00049569 0.00198126 0.00789473 0.03077785 0.09983694 0.18975177 
∆𝑛2  (exp. term 2) -0.00049662 -0.00199608 -0.00813350 -0.03462498 -0.15055753 -0.48450600 
∆𝑛2  (exp. term 3) 0.00000089 0.00001424 0.00022908 0.00367812 0.04801623 0.27651525 
∆𝑛2  (exp. term 4) 0.00000004 0.00000060 0.00001000 0.00018861 0.00379573 0.03897220 
∆𝑛2  (exp. term 5) 0.00000000 0.00000000 -0.00000029 -0.00001961 -0.00109137 -0.02073297 
∆𝑛2  (sum of 1-5) 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 
∆𝑛2  (exact) 0 0 0 0 0 0 
[∆𝑩2
𝑐]𝑥 
(perturbation) 
0.00121281 0.00244947 0.00506654 0.01115710 0.02194148 0.00482806 
[∆𝑩2
𝑐]𝑥 (exact) 0.00121320 0.00244470 0.00502844 0.01097733 0.02582144 0.05274430 
[∆𝑩2
𝑐]𝑧 (perturbation) -0.00002120 -0.00008554 -0.00035428 -0.00156803 -0.00629162 -0.00301690 
[∆𝑩2
𝑐]𝑧 (exact) -0.00002118 -0.00008537 -0.00035162 -0.00154276 -0.00740418 -0.03295830 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 1) 0.00023233 0.00082086 0.00340977 0.01101006 0.04082903 0.14057601 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 2) -0.00007481 -0.00022070 -0.00081237 -0.00229480 -0.00799899 -0.01808242 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 3) 0.00000068 0.00000644 0.00008065 0.00052012 0.00193306 0.00686123 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 4) -0.00000007 -0.00000104 -0.00000498 -0.00003107 -0.00020005 -0.00412982 
∆𝐸𝑏𝑎𝑛𝑑  (exp. term 5) 0.00000000 -0.00000001 0.00000032 0.00000106 0.00001444 0.00124276 
∆𝐸𝑏𝑎𝑛𝑑  (sum of 1-5) 0.00015813 0.00060555 0.00247339 0.00920538 0.03457749 0.12646777 
∆𝐸𝑑𝑐   (∆𝒎1 , ∆𝑛1) -0.00000541 -0.00002014 -0.00022616 0.00017576 0.00635233 0.06066829 
∆𝐸 = ∆𝐸𝑏𝑎𝑛𝑑 + ∆𝐸𝑑𝑐  0.00015299 0.00058541 0.00224722 0.00938114 0.04092982 0.18713606 
∆𝐸  (exact) 0.00015695 0.00062874 0.00252312 0.01021081 0.04218720 0.17374766 
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Table C.4: The perturbation methods applied for the prediction of physical parameters after a transition between 2 
Fe systems (named state 1 and state 2) with different magnetic structures. Both systems are described via 
supercells of 16 atoms with random MM directions within a cone angle of 30° from the global z-axis; the 2nd state 
being higher in energy by the amount (𝑬𝒔𝒕𝒂𝒕𝒆 𝟏 − 𝑬𝒔𝒕𝒂𝒕𝒆 𝟐) 𝑵⁄ ≈ 30.2meV. In this table data is presented for 10 atoms 
due to page size limitations. Trends observed in these atoms also apply to the data for the other 6 atoms. A 
consequence is that the sum over the atoms of “∆𝒏𝒊 (self-cons.)” and “∆𝒏𝒊 (exact)” is nonzero whereas the charge is 
(correctly) conserved when all data is considered.  An important quantity in the perturbation scheme is ∆|𝒎𝒊|. The 
“single shot” approximations as well as the “self-consistent” results systematically overestimate this value which 
makes the perturbation scheme, unfortunately not applicable in TB SD or - MC modelling environment. An 
explanation is the lack of calculated expansion terms for the longitudinal direction: i.e. [∆𝒎𝒊]𝒛. The number of 
expansion terms is determined by the corresponding computational effort (see figure C.2a): 2 for the given data. 
 
  atom    
1 
atom    
2 
atom    
3 
atom     
4 
atom     
5 
atom     
6 
atom    
7 
atom    
8 
atom     
9 
atom  
10 
|𝒎𝑖| (state 1) 2.2061 2.2098 2.2030 2.2027 2.2045 2.2157 2.2021 2.2087 2.2051 2.2004 
|𝒎𝑖| (state 2) 2.2091 2.2017 2.2347 2.2179 2.2270 2.2277 2.2141 2.2026 2.1994 2.2008 
[∆𝒎𝑖]𝑥 (input) -0.0958 -0.5745 0.0988 0.4562 -0.3513 -0.7796 -0.2034 -0.2694 -0.5723 -1.3423 
[∆𝒎𝑖]𝑥 (single shot) -0.1341 -0.5887 0.0284 0.4888 -0.3842 -0.7564 -0.2019 -0.2179 -0.5819 -1.3271 
[∆𝒎𝑖]𝑥 (self-cons.) -0.0888 -0.5954 0.1058 0.4979 -0.3632 -0.7968 -0.2151 -0.2892 -0.5786 -1.3596 
[∆𝒎𝑖]𝑦 (input) -0.5608 -1.5245 -0.2197 0.7610 0.3773 -0.6650 0.3680 0.2083 0.7899 -0.5318 
[∆𝒎𝑖]𝑦 (single shot) -0.5824 -1.4291 -0.2536 0.7515 0.2567 -0.6677 0.2940 0.1960 0.7009 -0.5584 
[∆𝒎𝑖]𝑦 (self- cons.) -0.5770 -1.5474 -0.2216 0.7494 0.3836 -0.6906 0.3436 0.1790 0.8269 -0.5796 
[∆𝒎𝑖]𝑧 (input) -0.0022 -0.1330 -0.0017 0.1014 -0.0129 -0.2667 0.1078 0.0412 -0.2296 0.0833 
[∆𝒎𝑖]𝑧 (single shot) 0.0580 -0.0178 0.0399 0.1556 0.0474 -0.1713 0.1359 0.0945 -0.1054 0.1460 
[∆𝒎𝑖]𝑧 (self-cons.) 0.1076 -0.0758 0.0743 0.2117 0.0762 -0.2119 0.2114 0.1098 -0.1628 0.1939 
∆|𝒎𝑖| (exact) -0.0030 0.0081 -0.0316 -0.0152 -0.0225 -0.0120 -0.0119 0.0061 0.0057 -0.0004 
∆|𝒎𝑖|  (single shot) 0.0607 0.0761 0.0372 0.0629 0.0591 0.0786 0.0447 0.0397 0.0704 0.0654 
∆|𝒎𝑖| (self-cons.) 0.1112 0.0651 0.0764 0.1185 0.0902 0.0629 0.1071 0.0771 0.0767 0.1217 
𝑛𝑖 (state 1) 8.0010 8.0005 8.0013 7.9996 8.0015 8.0024 7.9993 7.9976 8.0004 7.9986 
𝑛𝑖 (state 2) 8.0017 7.9987 8.0008 8.0030 8.0007 7.9982 8.0042 7.9986 7.9906 8.0008 
∆𝑛𝑖 (exact) 0.0008 -0.0018 -0.0005 0.0034 -0.0008 -0.0042 0.0049 0.0010 -0.0098 0.0022 
∆𝑛𝑖 (single shot) -0.0156 -0.0535 -0.0321 -0.0062 -0.0420 -0.0904 0.0297 -0.0171 -0.0805 0.0308 
∆𝑛𝑖 (self-cons.) 0.0005 -0.0076 -0.0031 0.0043 -0.0057 -0.0110 0.0057 0.0005 -0.0092 0.0069 
|𝑩𝑖
𝑐| (state 1) 0.0063 0.0232 0.0091 0.0230 0.0028 0.0063 0.0135 0.0174 0.0086 0.0260 
|𝑩𝑖
𝑐| (state 2) 0.0082 0.0217 0.0186 0.0204 0.0211 0.0188 0.0046 0.0207 0.0344 0.0214 
[∆𝑩𝑖
𝑐]𝑥 (exact) 0.0066 -0.0069 0.0131 0.0069 -0.0004 -0.0100 -0.0045 -0.0087 -0.0015 -0.0254 
[∆𝑩𝑖
𝑐]𝑥 (self- cons.) 0.0141 -0.0187 0.0218 0.0058 0.0077 -0.0206 -0.0011 -0.0209 0.0071 -0.0021 
[∆𝑩𝑖
𝑐]𝑦 (exact) -0.0049 -0.0347 0.0055 0.0109 0.0248 -0.0106 0.0151 0.0009 0.0254 -0.0082 
[∆𝑩𝑖
𝑐]𝑦 (self- cons.) 0.0091 -0.0387 0.0222 -0.0112 0.0386 -0.0186 0.0156 -0.0166 0.0451 -0.0150 
[∆𝑩𝑖
𝑐]𝑧 (exact) 0.0006 -0.0026 -0.0001 0.0031 -0.0015 -0.0086 0.0056 -0.0009 -0.0150 0.0039 
[∆𝑩𝑖
𝑐]𝑧 (self- cons.) 0.0013 -0.0154 -0.0010 -0.0011 -0.0016 -0.0154 0.0048 -0.0125 -0.0247 -0.0011 
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Appendix D: Monte Carlo and spin dynamics implementation test 
on 2Fe-atom cluster     
 
To test the implementation of the TB SD and MC schemes a system of two coupled spins is 
studied. Here we have in mind 2 bounded magnetic transition metals in which SOC and 
external fields are assumed not present. Such clusters are interesting due to their simplicity; 
i.e. the unit vectors are essentially described by a single angle between the MMs and the 
exchange coupling on both atoms is naturally equal in magnitude. In fact, this system is 
unique in the sense that an analytical solution to the classical HEIS model is accessible95. First 
we will present this result as it can be insightfully compared to the TB modelling.       
D.1  Derivation of Heisenberg model EOM for a 2 spin system 
As any axis is equivalent, we consider the 2-spin system with respect to the 𝑧-axis determined 
by the direction of the sum of both spins. Further no temperature related fluctuations are 
considered for the moment. However, a nonzero damping is added to the EOM. All-in-all the 
SD of this system are determined by: 
 
 
𝑑
𝑑𝑡
𝒆1 = −𝛾𝒆1 ×𝑩1
eff − 𝛾𝜆𝒆1 × (𝒆1 ×𝑩1
eff)    (D.1)  
 
𝑑
𝑑𝑡
𝒆2 = −𝛾𝒆2 ×𝑩2
eff − 𝛾𝜆𝒆2 × (𝒆2 × 𝑩2
eff)    (D.2)  
 
Here we have introduced 𝛾 = 2 ℏ⁄  as the gyromagnetic ratio of the electron spin. The effective 
field experienced on both MMs stems from equation (3.4): 
 
 𝑩1eff = 𝐽𝒆2 and 𝑩2eff = 𝐽𝒆1      (D.3) 
 
where 𝐽 exchange parameter of this system. Based on the symmetry of the problem we are 
seeking for a solution of the form: 
 
  𝒆1 = (
sin(𝜃12) ∙ cos(𝜑12)
sin(𝜃12) ∙ sin(𝜑12)
cos(𝜃12)
) and 𝒆2 = (
−sin(𝜃12) ∙ cos(𝜑12)
−sin(𝜃12) ∙ sin(𝜑12)
cos(𝜃12)
)  (D.4) 
 
Here the azimuthal angle 𝜑12 has been introduced to describe the phase in the 𝑥𝑦-plane. The 
phase of second MM is 𝜑12 + 180°; hence the minus sign in equation (D.4). 𝜃12 is the polar 
angle between a the unit vectors 𝒆1 and 𝒆2 and the global 𝑧-axis. 
 
When summing equations (D.1) and (D.2) and defining M as 𝐌 ≡ 𝒆1 + 𝒆2 ≡ 𝑀𝒆𝑧96 one 
obtains: 
 
 
𝑑
𝑑𝑡
𝑀 = −𝛾𝜆𝐽 ∙ sin2(𝜃12)𝑀      (D.5) 
 
I.e. the two MMs form a couplet system, describing a precession around and an alignment with 
the 𝑧-axis. In case of no damping (i.e. 𝜆 = 0), M would serve as a constant of motion as is 
enforced by the angular momentum conservation law. Applying the chain rule (𝑑𝑀 𝑑𝑡⁄ ) =
(𝑑𝑀 𝑑𝜃12⁄ ) ∙ (𝑑𝜃12 𝑑𝑡⁄ ) and using 𝑀 = 2 ∙ cos(𝜃12) as follows by the definition we obtain: 
 
 
𝑑
𝑑𝑡
𝜃12 = −𝛾𝜆𝐽 ∙ sin(𝜃12)      (D.6) 
  
The solution to this equation is given by: 
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 𝜃12(𝑡) = arctan(𝜉(𝑡))      (D.7) 
with 𝜉(𝑡) = tan(𝜃12
0 ) ∙ exp(−2𝛾𝜆𝐽𝑡)     (D.8) 
 
Where 𝜃12
0  represents 𝜃12 at 𝑡=0. For the time-dependence of 𝜑12 we look at the subtraction of 
the equations (D.1) and (D.2). Denoting 𝒖 as 𝒖 = 𝒆1 − 𝒆2 one obtains: 
 
 
𝑑
𝑑𝑡
𝒖 = −𝛾𝐽 ∙ (𝒖 ×𝑴)− 𝛾𝜆𝐽 ∙ cos2(𝜃12)𝒖    (D.9) 
   
The direction of 𝒖 is orthogonal to 𝑴97 so 𝒖 can be represented in the 𝑥𝑦-plane:   
 
 𝒖 = (
𝑟12 ∙ cos(𝜑12)
𝑟12 ∙ sin(𝜑12)
0
)      (D.10) 
 
Substitution of the ansatz (D.10) in (D.9) results in two equations for respectively the length 
of the unit vector 𝒆1, 𝒆2 in the 𝑥𝑦 -plane (denoted as 𝑟12) and the phase 𝜑12:  
 
 
𝑑𝑟12
𝑑𝑡
= −𝛾𝜆𝐽 ∙ cos2(𝜃12(𝑡)) ∙ 𝑟12     (D.11) 
  
and 
𝑑𝜑12
𝑑𝑡
= 𝜔12 = −𝛾𝐽𝑀(𝑡)      (D.12) 
  
Here we focus only on the equation for 𝜑12 as 𝑟12 has to equal 𝑟12 = sin(𝜃12) according to 
equation (D.4) and the time dependence of 𝜃12 is already determined. Note that the change of 
𝜑12 in time is known as the angular frequency (𝜔12) and according equation (3.49) it 
increases when the spins are aligning. Expressing 𝑀(𝑡) in terms of 𝑡 and constants explicitly 
via 𝑀 = 2 ∙ cos(𝜃12) and equations (D.6)-(D.7) and integrating the result yields for equation 
(D.12): 
   
 𝜑12(𝑡) = 𝜑12
0 + ∫
1
√1+𝜉2(?̃?)
𝑡
0
𝑑?̃?     (D.13) 
 
Where 𝜑12
0  is the phase of the first spin at 𝑡 = 0; in the following we will choose it as 𝜑12
0 =0. 
The integral in equation (D.13) also has a solution in closed form, namely: 
   
 𝜑12(𝑡) = [
−𝑖∙exp(?̃?)∙arcsin(𝑖 tan(𝜃12
0 )∙exp(?̃?)⁄ )∙√exp(−2?̃?)+tan2(𝜃12
0 )
𝜆√tan2(𝜃12
0 )∙exp(2?̃?)+1
]
?̃?=0
?̃?=−2𝛾𝜆𝐽𝑡
  (D.14) 
 
Note that 𝑖 in equation (D.14) refers to complex unit and does not represent an atom index98. 
In figure D.1 the dynamics of the spins is visualized for a system with 𝜆 =0.05 ∙ 𝐽 , 𝜃12
0 =60° for 
a duration of 𝑡 =15 ∙ 𝐽 (𝐽 is normalized: 𝐽 = 1). 
 
 
95 An analytical solution to the equivalent, self-consistent TB picture is not possible. This is even true for a simple one-
band description as depicted by Hamiltonian (2.88); a polynomial equation of 8 th order is resulted which does not allow 
for a solution in closed form. 
96 Above it was mentioned that the 2 spin-system is characterized by a single angle only. This angle would be 2𝜃12; i.e. the 
form of equation (D.4) is chosen such that 𝑴 is along the z-axis.  
97 This follows from equal spin length. I.e. 𝒆1 and 𝒆2  can be written as respectively 𝑴+ 𝒖 and 𝑴−𝒖. So |𝒆1| = 𝒆1 ∙ 𝒆1 =
𝒆2 ∙ 𝒆2 = |𝒆2| is equivalent to (𝑴 + 𝒖) ∙ (𝑴 + 𝒖) = (𝑴 − 𝒖) ∙ (𝑴 − 𝒖); this is only fulfilled when 𝑴 ∙ 𝒖 = 0. 
98 Naturally the azimuthal angle 𝜑12 has to be / is real-valued for all times t (as is true for the polar angle 𝜃12). This is 
guaranteed as 𝑖 ∙ arcsin(𝑖 tan(𝜃12
0 ) ∙ exp(?̃?)⁄ ) is real for all ?̃? when 0° ≤ 𝜃12
0  ≤ 180°; please recall the equality: arcsin(Ж) =
−𝑖 ∙ ln (𝑖Ж+ |1 −Ж2|1 2⁄ ∙ exp(𝑖 ∙ Arg(1 − Ж2) 2⁄ )) for any complex Ж. 
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Figure D.1: A visualization of the solution (and the involved angles) of 2 coupled spins when described in a 
classical HEIS manner (equations D.7, D.8 and D.14). In (a) the precession motion of the first spin is shown for a 
duration of 𝒕 =15 ∙ 𝑱 by a red line (with 𝑱 the strength of the exchange interaction). The magnitude of the 
damping is chosen as 𝝀 =0.05 ∙ 𝑱 and the angle at 𝒕 =0 equals 𝜽𝟏𝟐
𝟎 =60°. In (b) a top view of this spin motion is 
provided. In this view also the time dependence of the second spin is presented (blue line) which is, besides a 
phase shift of 180°, equal to the first spin.  
 
D.2  Total energy considerations of the Heisenberg 2 spin 
model   
The relaxation of the total energy for the two spin system described by the above given HEIS 
model based equations follows analytically as: 
 
 𝐸(𝑡) = −𝐽𝒆1(𝑡) ∙ 𝒆2(𝑡) = −𝐽 ∙ cos(2 ∙ 𝜃12(𝑡)) = −𝐽 ∙
1−𝜉2(𝑡)
1+𝜉2(𝑡)
   (D.15) 
 
with 𝜃12(𝑡) as given by equations (D.7)-(D.8). In the limit of large 𝑡, this relaxation becomes 
exponential as it stems from a small parameter expansion. For example for a FM coupling (𝐽 >
0) we have: 
 
 𝐸(𝜉(𝑡) → 0) = −𝐽 ∙ (1 + 2 ∙ ∑ (−1)𝑛 ∙ 𝜉2𝑛∞𝑛=1 (𝑡)) ≈ −𝐽(1 − 𝜉
2(𝑡))      (D.16) 
 
Whereas for two spins with AFM coupling (𝐽 < 0) one obtains: 
 
 𝐸(𝜉(𝑡) → ∞) = −𝐽 ∙ (−1 + 2 ∙ ∑ (−1)𝑛+1 ∙ 𝜉−2𝑛∞𝑛=1 (𝑡)) ≈ 𝐽(1− 𝜉
−2(𝑡))      (D.17) 
 
When 𝜉(𝑡) as given in equation (D.8) is substituted in these equations we obtain: 
 
 𝐸± = −|𝐽| + 2 ∙ |𝐽| ∙ tan
±2(𝜃12
0 ) ∙ exp(−4𝛾𝜆𝐽𝑡) for 𝑡 ≫
1
4𝛾𝜆𝐽
  (D.18) 
 
Here the ± refers to respectively the energy of a system with positive and negative 𝐽. In other 
words, the energy relaxation of this 2 spin system is fully equivalent for a FM and AFM 
coupling. If the system is at temperature 𝑇 then its averaged energy can be analytically 
obtained as well. Here we refer to [13] and only postulate the result: 
 
 〈𝐸〉 = 2𝑘𝐵𝑇− 𝐽 ∙ coth(
𝐽
2𝑘𝐵𝑇
)      (D.19) 
 
And for the specific heat one finds:  
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  〈𝐶𝑉〉 = 2𝑘𝐵 ∙ (1 − (
𝐽2
𝑘𝐵
2𝑇2
) sinh2 (
𝐽
𝑘𝐵𝑇
)⁄ )     (D.20) 
 
D.3  A Tight-binding calculation of 𝑱 for Mn2, Fe2, Co2 and Ni2 
To be able to validate and compare the performance of the SD solver and (Metropolis) MC 
implementation it is not necessarily required that the examined system behaves according to 
the HEIS model equations as postulated above. For the cluster considered, i.e. a transition 
metal complex of two atoms, it can in fact only be expected to resemble equations (D.7) and 
(D.14) approximatively at best when simulated based on TB.  
 
To investigate this further the energy and exchange coupling (as obtained from TB via 
equation 2.106) have been presented for a FM Mn2, Fe2, Co2 and Ni2 system in respectively 
figure D.2a and D.2b as a function of the atom spacing. For the required hopping integrals, the 
bulk values are taken as written down in [14], [15]. The rationale of applying bulk parameters 
to two-atom systems was discussed in the context of figure 2.6 and chapter 4. Clearly 
discrepancies are present as three out of four systems do not show an energy minimum. For 
Mn2 and Co2 for example the energy decreases continuously till the point where the 
simulations can no longer be performed (i.e. as the hopping terms are too large and the matrix 
diagonalization becomes unstable). For Ni2 energy equation (2.31) (or equally equation 2.86) 
show a minimum when the Ni-atoms are not bounded at all. For Fe2 there is however an 
energy minimum at 𝑎 = 2.13Å. At this atom spacing also the AFM structure could be resolved 
(and all 𝜃12 in between).  This is not true for most of the examined clusters (i.e. all converged 
AFM states with non-zero MM length are added in black). The MM lengths themselves are 
(selectively) added in the corresponding graphs. In contrast to the AFM structures the FM 
spin alignments only show integer MM length and are via a color.         
 
Based on the presented data our system for further study is Fe2 with 𝑎 = 2.13Å. The 
corresponding exchange parameter is as obtained from the ground state is 𝐽 = 198meV. Such 
a coupling strength is large when one compares it to the bulk counterparts as presented in 
figure 5.3. This as such is not surprising and it was also seen and discussed in the various Co 
clusters of chapter 4 (the 𝐽𝑖𝑗’s of which are given in the next section, appendix E). Interestingly 
one can, given the 𝐽, estimate a typical (maximum) spin precession time in the view of 
equation (D.12). I.e. when for example 𝜃12 = 90° one expects a characteristic precession time 
𝑡𝑝𝑟  equal to: 
  
𝑡𝑝𝑟 = 2𝜋 𝜔12⁄ = √2𝜋 𝛾𝐽⁄  = 22.1fs      (D.21) 
  
and this time is reduced by a factor √2 when the spins nearly align. In this sense the in figure 
(3.3) applied time-step of 𝜏 = 1fs in the numerical integration of equation (3.15) [16] might be 
too large in this example. Nevertheless, one can, in principle, also retrieve the size of 𝐽 in the 
AFM configuration (as added by the black line based on an infinitesimal rotation (equivalent 
to figure 2.8) of antiparallel spins. According to such a calculation one obtains actually a 
preferred AFM coupling of 𝐽 = -210meV. 
 
In figure D.3 the quality of describing the TB calculations on Fe2 within the scope of HEIS 
variables like 𝐽 (and 𝑡𝑝𝑟  based on 𝐽) is given. In D.3a the MM length reduction of both Fe MMs 
is given as a function of 𝜃12 for TB calculations with Fermi temperatures of 𝑘𝐵𝑇 = 10meV, 
40meV, 100meV and 200meV. Figure D.3b and D.3c show respectively the energy increase 
and constraint fields size applied on both MMs. In red the corresponding HEIS results are 
given (based on is 𝐽 = 198meV). Especially in the fields in D.3c (𝑩1
𝑐 and 𝑩2
𝑐) one observes a 
clear equivalence between both models for small angles. Please note that the direction of both 
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Figure D.2: The energy (a) and the HEIS exchange parameter (b) as obtained from TB calculations for different 
atom spacing. The colors indicate the magnitude of the integer spin except for the results with opposite spin 
direction. These latter configurations with nonzero MMs were only found in Fe2 and Co2 and the MM magnitude 
(of both atoms) is indicated in the figure for 3 points.    
 
 
 
fields (for the TB calculation negative in 𝑧 and respectively negative and positive in 𝑥 for 𝒎1 
and 𝒎2; see figure D.1 for t=0 with various 𝜃12
0 ) does only change for TB simulations with 
10meV and 40meV at 𝜃12. Hence the calculated AFM interaction (also in quantitative terms) 
dummyword 
 
 
 
Figure D.3: The MM length (a), energy (b) and constraint field size (c) as a function of the angle between the 
spins of an Fe2 system as obtained via TB for 4 Fermi-smearing temperatures between 𝒌𝑩𝑻 = 10meV and 
200meV. In (b) and (c) the corresponding HEIS results are added (red line).  
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near 𝜃12 = 180° is observed. Although the Anderson Force theorem approximation underlying 
the calculation of 𝐽 can be considered more severe far from the FM ground state.  
D.4  Numerical tests of the MC and SD implementations at finite 
temperature 
In the following we will be testing the SD and MC implementations based on TB and HEIS 
simulations. The latter simulations are compared to the analytical results of section D.1. More 
specifically we will test the EOM solver [16] in the context of TB with and without 
temperature. In both instances we will compare the simulations to TB MC and (analytical) 
HEIS model results.  
 
We first would like to mention that the EOM solver by Mentink et al. [16] has been extensively 
tested for HEIS model systems, for example in [17]. In this latter reference also a two-atom 
system was considered and the validity of the solution was reviewed for integration based on 
multiple time-step sizes. The obtained performance was expressed in terms of time after 
which the numerical solution deviated by more than 10% w.r.t. the analytic result (i.e. 
equations D.7, D.8 and D.14 for a system with 𝜆 = 0). We summarize: this deviation was 
obtained after respectively 1, 2, 8, 35, 140 and 800 precession periods (𝑡𝑝𝑟) for applied time 
steps of respectively 𝜏 = 2
11
∙ 𝑡𝑝𝑟 , 
1
11
∙ 𝑡𝑝𝑟 , 
1
22
∙ 𝑡𝑝𝑟 , 
1
44
∙ 𝑡𝑝𝑟, 
1
88
∙ 𝑡𝑝𝑟  and 
1
176
∙ 𝑡𝑝𝑟. In figure D.4 we perform a 
similar test but for the TB results with and without a small damping. We would like to remark 
that this particular two atom system does conserve angular momentum when simulated by 
means of TB with 𝜆 = 0.0 (this in contrast to the more complex modelling as presented in 
figure 3.3).       
 
To obtain the data as presented on figure D.4 we have integrated the EOM (3.15), for the two 
spins of the Fe2 system up to 500fs with various time step sizes. In D.4(a) only HEIS model 
results are shown whereas D.4(b) – D.4(e) refer to TB simulations with Fermi-smearing 
temperatures of respectively 𝑘𝐵𝑇 = 10meV, 40meV, 100meV and 200meV (i.e. congruent to 
the data in figure D.3). The first, third and fifth columns of figure D.4 show the x- (red line), y- 
(blue line) and z- (green line) components of spin 1 for the first 100fs for calculations with an 
added damping of respectively 𝜆 = 0,  𝜆 = 0.01 and 𝜆 = 0.04. In D.4(a) these lines are 
obtained from the analytical derivations given in section D.1 whereas for the TB results they 
stems from accurate calculations. I.e. TB SD simulations with very small step sizes (𝜏 = 10-4 
fs). In the second, fourth and sixth column the deviation is presented from the trajectory of 
the first, third and fifth column when the integrator of reference [16] is used with larger time 
step sizes. The deviation is expressed in terms of an angle 𝜃, between the analytically / 
accurately obtained spin direction 𝑒𝑖 and the result as gathered from the EOM integration for 
(the full) 500fs with 𝜏 = 0.01fs (black line), 𝜏 = 0.1fs (red line), 𝜏 = 0.2fs (blue line), 𝜏 = 0.5fs 
(green line),  𝜏 = 1fs (yellow line),  𝜏 = 2fs (magenta line),  𝜏 = 5fs (light grey line) and 𝜏 = 
10fs (dark grey line). 
      
From figure D.4 several relevant characteristics can be retrieved. First the precession time as 
given in equation (D.21) is observed in D.4(a) for the simulations with no damping. This 
precession time decreases when the spins align when damping is added in accordance to 
equation (D.12). The precession time of the TB results is smaller than the HEIS data in (b) and 
(c) and larger in (d) and (e) as is expected from the size of the constraint field at 𝜃12 = 90° 
(see figure D.3). The simulation objectives as presented in the second, fourth and sixth 
columns show satisfactory performance for the TB simulations, figure D.4b-e (the accuracy of 
the EOM solver on HEIS modelled spins was, as mentioned tested before already [16], [17]). 
The largest deviation of the spin is 𝜃 ≅ 10-2° for 𝜏 = 0.01fs after 𝑡 = 500fs. It was logically 
obtained for the system with 𝜆 = 0 as the spins, for the simulations with damping, progress 
more towards the 𝑧-direction. The latter feature is more pronounced for the TB simulations 
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with smaller Fermi-smearing due to the stronger involved fields; i.e. in line to the HEIS based 
analysis in section D.1.  
 
Accepting an error of 𝜃 = 10° after 500fs one sees that the maximal step size shall not exceed 
𝜏 = 0.5fs for this system. The step size, 𝜏 = 2fs, as applied in figures (3.3), (5.9) & (5.10) lead 
to incorrect spikes in the data of the second column in figure D.4. Hereby we would like to 
emphasize that the characteristic precession time for bulk Fe as given on page 74, 𝑡𝑖
𝑝𝑟
= 45.1fs 
should be viewed as a maximal precession speed. I.e. corresponding to the highly unlikely 
state in which one of the spins being rotated by 𝜃1 = 90° in a collinear background (in view of 
figure 5.5a). E.g. the corresponding constraint field as given in figure 5.5b was not observed in 
figure (5.7) for any of the temperatures. So the (typical) precession time as stated in (D.21) 
𝑡𝑝𝑟 = 22.1fs applicable to Fe2 should be considered as significantly smaller than realistic spin 
rotation times in bulk Fe. Hence the applied sizes in figures (3.3), (5.9) & (5.10) are sufficient 
as was also suggested by the data 𝜏 = 1fs results as given in figure (3.3).  
 
At last we have tested the SD solver in the context of self-consistent TB at finite temperature. 
To this end the magnetization dynamics of the Fe2 are modelled based on TB (and HEIS) SD. 
The results, averaged total energy and specific heat are presented in table D.1 for 4 
temperatures, namely: 𝑘𝐵𝑇 = 10meV, 40meV, 100meV and 200meV (in terms of energy). For 
the Fermi smoothening of the energy levels in the TB framework we also applied 4 different 
temperatures. I.e. the same set (𝑘𝐵𝑇 = 10meV, 40meV, 100meV and 200meV) congruent to 
figure (D.3) and (D.4). The modelled MC sequences provide a point to which the SD can be 
reliably compared. As HEIS SD are performed as well also analytical results can be 
administered. I.e. equation (D.19) and (D.20) for respectively the energy and the specific heat. 
The simulation length equals 106 steps for all the TB data and 107 steps for the HEIS model 
results. In addition, it is mentioned that the SD simulations are performed with applied 
damping of 𝜆 = 0.01 and 𝜆 = 0.04 and a time step of 𝜏 = 0.1fs.  The total energy and specific 
heat are obtained from respectively equations (3.32) and (3.34) for both MC as well as SD.  
 
From the HEIS model MC simulations we observe a difference of ~4% (at most) in the total 
energy w.r.t. analytical results given at the bottom row. The mismatch of 〈𝐶𝑉〉 is somewhat 
larger ~6% (at most). This indicates that considering (even) 107 states do not suffices for 
(full) convergence in these parameters. It is clearly also important when reviewing the results 
of both chapter 4 and 5 which rely on significantly less MC steps. The spatial averaging of the 
larger systems considered in these sections only partially compensates for this. Interesting in 
this respect is to recall the remarkable difference between the TB and HEIS modelling of 〈𝐶𝑉〉 
in a series of Co clusters as shown in figures (4.8)d and (4.9)d. The HEIS model result of these 
clusters resembles to large extend the analytic result (D.20) based on a chain with nearest 
neighbor couplings only. I.e. 〈𝐶𝑉〉 shows an (integer) maximum (in terms of 𝑘𝐵) at low 
temperature and decrease with increasing 𝑇. When examining the TB specific heat results for 
Fe2 as given in table D.1, one observes the HEIS analytic result only (approximately) for large 
Fermi-smearing temperatures. At lower energy level smoothening a peaked 〈𝐶𝑉〉 is obtained 
for which, in contrast to the Co clusters, 〈𝐶𝑉〉 ≠ 0𝑘𝐵
−1 near 𝑇 = 0K.  
 
The deviation of 〈𝐸〉 w.r.t. the analytic result as obtained from HEIS model based SD is larger 
than for the equivalent MC simulations. This is expected as the latter scheme is generally more 
efficient when sampling the phase space. For the same reason one might explain the better 
statistics for SD simulations with larger damping. When including the TB MC and SD data as 
well for all temperatures one observes reasonable agreement between the two methods, 
certainly when the somewhat low number of steps is taken into consideration. The total 
averaged energy of all TB results at high temperature exceed the values of the HEIS model 
significantly. This was, to larger extend also observed for the small Co cluster systems as 
studied in chapter 4. 
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Figure D.4: The performance of the EOM solver tested on a Fe2 cluster. In (a) SD are calculated for 500fs based on 
a HEIS model whereas (b)-(e) represent data as obtained from TB modelling with Fermi-smearing temperatures 
of respectively of 𝒌𝑩𝑻 = 10meV, 40meV, 100meV and 200meV. The first (λ=0), third (λ=0.01) and fifth (λ=0.04) 
column show the x (red) -, y (blue) - and z (green) -component of the analytically obtained spin motion in (a) or 
the spin motion as stems from EOM solver with a very small time step (of 𝝉 = 10-4 fs). In the second, fourth and 
sixth column these results are compared to simulations with larger time step sizes. The measure for this is the 
angle 𝜽, between the spins as a function of time. The presented data includes: 𝝉 = 0.01fs (black line), 𝝉 = 0.1fs 
(red line), 𝝉 = 0.2fs (blue line), 𝝉 = 0.5fs (green line),  𝝉 = 1fs (yellow line),  𝝉 = 2fs (magenta line),  𝝉 = 5fs (light 
grey line) and 𝝉 = 10fs (dark grey line). Please note that in the first, third and fifth column only data is shown for 
the first 100fs for clarity.  
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Table D.1: SD and MC calculations of the averaged energy and specific heat for an Fe2 cluster at 4 temperatures: 
𝒌𝑩𝑻 = 10meV, 40meV, 100meV and 200meV (in terms of energy). The disorder of the spins in the Fe2 system is 
modelled within the HEIS and the TB scheme. For the latter framework we have obtained data with 4 differ ent 
smoothening of the energy levels near  ‘𝜺𝑭’ (namely using applied smearing of 𝒌𝑩𝑻 = 10meV, 40meV, 100meV and 
200meV as well). The SD results are obtained with two different damping sizes; 𝝀 = 0.01 and 𝝀 = 0.04 and are 
based on a time step size of 𝝉 = 0.1fs. The simulation length equals 106 steps for the TB modelling (both SD as well 
as MC) whereas the data obtained via the HEIS model represents an average over 107 states. For the latter scheme 
also analytical results are added as given in equations (D.19) and (D.20). The results indicate a satisfactory 
performance of the EOM solver in the context of (TB) SD at finite temperature when considering the very protracted 
simulation series required to mimic analytical results (closely) in this 2-spin system.          
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Appendix E: Exchange parameters and DOS of Co clusters     
 
Here DOS and HEIS exchange parameters are presented for the Co clusters studied in chapter 
4. Without further discussion we refer to figure E.1 for the 𝐽𝑖𝑗 interactions of Co3, Co4, Co5, Co6 
and Co7. In figure E.2 and E.3 the same type of coupling strengths are given for respectively 
Co8, Co9, Co13, Co15, Co17 and Co20, Co23, Co26, Co38, Co55. In the latter plot exchange parameters 
of HCP are added. In E.4 we show the spin and orbital resolved DOS of all considered Co 
systems.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure E.1: The HEIS exchange parameters as calculated from equation (4.1) for the in figure 4.1 presented Co 3 
(green circle), Co4 (blue circle), Co5 (red circle), Co6 (blue circle) and Co7 (grey circle) clusters. The interaction 
parameters the involved are added selectively via arrows. The number in parenthesis indicates the cluster size 
and numbers in subscript refer to the atoms as given in figure (4.1).  
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Figure E.2: HEIS exchange parameters for a (a) Co8, (b) Co9, (c) Co13, (d) Co15 and (e) Co17 cluster calculated 
according to equation (4.1). For a selection of the interaction parameters the involved atoms have been 
explicitly indicated via arrows (the numbering corresponds to figure 4.1).  
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Figure E.3: HEIS exchange parameters for a (a) Co20, (b) Co23, (c) Co26, (d) Co38 and (e) Co55 cluster calculated 
according to equation (4.1). For a selection of the interaction parameters the involved atoms have been 
explicitly indicated via arrows (the numbering corresponds to figure 4.1). In (e) bulk Co interactions have been 
added (red triangles). The obtained bulk Co parameters compare reasonable well to data given in [18].  
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Figure E.4: The orbital and spin resolved density of states for 15 studied cobalt clusters in the range between Co3 
and Co55 and bulk Co. The green, red and blue coloured lines mark respectively the 𝒔-, 𝒑- and 𝒅-character of the 
states. The calculations on which these results are based have been performed with FM ordered spins without 
SOC. The simulations of the clusters as presented in chapter 4 and the exchange parameter given in this 
appendix do include SOC which strictly speaking would invalidate the separation in spin up and down states as 
shown here. It is nevertheless observed that the position of the states is hardly affected by the addition of this 
term. The DOS for bulk cobalt agrees reasonably well with density functional calculations as presented in [19].  
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