Abstract. The IPCC has stressed the importance of producing unbiased estimates of the uncertainty in indirect aerosol forcing, in order to give policy makers as well as research managers an understanding of the most important aspects of climate change that require refinement. In this study, we use 3-D meteorological fields together with a radiative transfer model to examine the spatially-resolved uncertainty in estimates of the first indirect aerosol forcing. The global mean forcing calculated in the reference case is −1.30 Wm −2 . Uncertainties in the indirect forcing associated with aerosol and aerosol precursor emissions, aerosol mass concentrations from different chemical transport models, aerosol size distributions, the cloud droplet parameterization, the representation of the in-cloud updraft velocity, the relationship between effective radius and volume mean radius, cloud liquid water content, cloud fraction, and the change in the cloud drop single scattering albedo due to the presence of black carbon are calculated. The aerosol burden calculated by chemical transport models and the cloud fraction are found to be the most important sources of uncertainty. Variations in these parameters cause an underestimation or overestimation of the indirect forcing compared to the base case by more than 0.6 Wm −2 . Uncertainties associated with aerosol and aerosol precursor emissions, uncertainties in the representation of the aerosol size distribution (including the representation of the pre-industrial size distribution), and uncertainties in the representation of cloud droplet spectral dispersion effect cause uncertainties in the global mean forcing of 0.2∼0.6 Wm −2 . There are significant regional differences in the uncertainty associated with the first indirect forcing with the largest uncertainties in industrial regions (North America, Europe, East Asia) followed by those in the major biomass burning regions.
Introduction
Although there has been a large amount of progress in the development of the study of aerosol effects on the global climate, uncertainty in the estimation of the indirect aerosol forcing remains one of the highest in the climate studies today (Ramaswamy et al., 2001; Lohmann and Feichter, 2005) . This is partly due to the high temporal and spatial inhomogeneity in aerosol concentrations and partly due to the complex relationship between the aerosol chemical and physical properties and cloud microphysics.
Aerosols influence cloud radiative properties in several ways. The first and the most widely studied is that aerosol particles increase the cloud droplet number concentration and decrease the cloud effective radius, thereby modifying the cloud optical properties. This effect is called the First Indirect Effect (or Radius Effect) and was first estimated by Twomey (1974) . The other effect is that the decreased cloud droplet effective radius decreases the rate of autoconversion and inhibits precipitation formation, causing longer cloud lifetime and higher cloud amount. This effect is called the Second Indirect Effect (or Lifetime Effect) and its recognition is commonly attributed to Albrecht (1989) . The existence of absorbing particles (such as black carbon) may have other indirect effects, related to the heating of air and cloud evaporation (the so-called Semi-direct Effect) (Graßl, 1979; Conant et al., 2002) which can change the vertical temperature profile and the dynamical structure of clouds (Hansen et al., 1997; Ackerman et al., 2000; Penner et al., 2003) , and can modify the cloud droplet single scattering albedo when the absorbing aerosols are in the cloud droplet (Chuang et al., 2002) .
There are a number of estimates of the global indirect aerosol forcing in the literature (Kiehl et al., 2000; Lohmann et al., 2000; Ghan et al., 2001; Iversen et al., 2001; Jones et al., 2001; Rotstayn and Penner, 2001; Menon et al., 2002; Kristjánsson, 2002; Chuang et al., 2002) . In most of these Y. Chen and J. E. Penner: Estimates of the first indirect aerosol effect calculations, the prescribed or simulated aerosol field is related to cloud droplet number concentration through empirical or physically-based parameterizations. Many of these models also account for the influence of the change in cloud droplet effective radius on the autoconversion rate. Although all of the calculations of first indirect aerosol forcing have a negative sign, their values can range from −0.5 to −1.85 Wm −2 as summarized in Penner et al. (2001) . This is much larger than the uncertainty in green house gas forcing, which is 2.2∼2.7 W/m 2 (Ramaswamy et al., 2001 ). An accurate estimation of aerosol effects on climate is important not only to research priorities, but also to constrain estimates of forcing that are consistent with observations of the historical temperature range (Penner, 2004) .
The IPCC has stressed the importance of producing unbiased estimates of the uncertainty in aerosol indirect forcing, in order to give policy makers as well as research managers an understanding of the most important aspects of climate change that require refinement. However, not much has been done to quantify the uncertainty in the indirect aerosol forcing calculation. The reported range of uncertainty in the IPCC report (Ramaswamy et al., 2001 ) and the summary for policy makers ) has mainly relied on uncertainties associated only with the range of results in literature, and are based on "expert judgment". used a simple box-model and an empirical relationship between sulfate aerosol concentration and droplet concentration (Boucher and Lohmann, 1995) to study the uncertainty in indirect aerosol forcing. Their analysis leads to an overall estimate for indirect forcing from fossil fuel-related aerosols of −1.4 Wm −2 with a 67% confidence interval of from 0 to −2.8 Wm −2 . However, this uncertainty analysis does not give any spatial information that might guide future research priorities or aircraft missions, nor does it establish separate uncertainty ranges for biomass aerosols and for fossil fuel aerosols.
In the present study, we use 3-D meteorological fields together with a radiative transfer model to examine the spatially-resolved uncertainty in estimates of indirect forcing. The forcing of anthropogenic sulfate and carbonaceous aerosols is calculated, and the effect of natural aerosols species which act as cloud condensation nuclei is included in the simulation. We consider each uncertainty source in the calculation of indirect aerosol forcing, including those that arise from the specified or assumed aerosol properties, the specified aerosol-cloud droplet relationship, and the relation between the cloud droplet effective radius and volume mean radius. We only consider physically-based cloud nucleation parameterizations as opposed to empirically-based parameterizations, since only the former can be applied to all aerosols. Our aim is to determine what aspect of the indirect uncertainty forcing calculation for the first indirect effect is the most uncertain and in which spatial regions the uncertainty is largest. The method of calculation and the sources of uncertainty are discussed in Sect. 2. The results, including the calculated cloud effective radius and the forcing uncertainty, are presented in Sect. 3. Section 4 presents a discussion and our conclusions.
Methodology

Experimental design
In this study, we use the model-averaged monthly mean aerosol mass concentrations developed from the IPCC aerosol model inter-comparison Zhang, 2003) . In addition to sulfate aerosols, we also include sea salt, dust, organic carbon (OC), and black carbon (BC). The aerosols are assumed to be internally mixed. The mass concentrations are converted to number concentration by an assumed log-normal size distribution. We vary the mean radius and standard deviation to consider the uncertainty related to this assumption. These number concentrations are used to calculate the cloud droplet number concentration using different cloud nucleation parameterizations. In addition, different options for specifying the in-cloud updraft velocity are used.
The effective radius of the cloud droplet is related to cloud droplet number concentration by r e =βr v =β
where β is a coefficient which relates the cloud droplet effective radius (r e ) to the volume mean radius (r v ) (Martin et al., 1994) . This 3-D effective radius field is input to a radiative transfer model for the radiative calculation. The radiation transfer model is based on the shortwave radiative code developed by Grant et al. (1998) . For warm clouds, the optical depth, single scattering albedo, and asymmetry factor are parameterized as a function of cloud effective radius. The ice cloud effective radius is assumed to be fixed at 40 µm. The cloud overlap scheme used is a maximum-random overlap scheme, i.e., continuous cloud layers are assumed to be maximally overlapped, while discontinuous cloud layers are randomly overlapped (Geleyn and Hollingsworth, 1979; Feng et al., 2004) . The meteorological data are the 2000 GEOS-3 data from NASA Data Assimilation Office (DAO).
To calculate the radiative forcing with anthropogenic aerosols, two sets of radiative calculations are made, one with pre-industrial (PI) aerosols and one with present day (PD) aerosols. The difference in the TOA net incoming flux between these two scenarios is the anthropogenic aerosol indirect forcing. In the radiative calculation, the aerosol concentrations and distributions are assumed at their present day values while allowing the present day and pre-industrial aerosols to only affect the calculation of the cloud droplet number concentration, to make sure that the direct aerosol radiative scattering/absorption is the same in the PI and PD. In this study, the cloud microphysics is calculated once every six hours, and the radiative flux is calculated once per hour. Since the meteorological fields are from an offline calculation, we only consider the First Indirect Effect. However, we include the change in the cloud single scattering albedo caused by treating the in-cloud presence of absorbing aerosols in one perturbation case.
Sources of uncertainty
A flowchart of the parameters needed to calculate the indirect aerosol forcing and the sources of uncertainties is presented in Fig. 1 . The sources of uncertainty include the aerosol and aerosol precursor emissions, the aerosol mass concentrations for a given source inventory calculated from a chemical transport model, the aerosol size distribution, the cloud nucleation parameterization, the method of determining the in-cloud updraft velocity, the relationship between effective radius and volume mean radius, the cloud liquid water content, the cloud fraction, and the change of cloud radiative properties associated with the presence of BC. In this study, we perturb each of these parameters and calculate the difference in the indirect aerosol forcing associated with each perturbation. For some parameters, the uncertainty in the radiative forcing is calculated by simulating both the maximum and minimum cases. For other parameters, we only consider different options for treating the indirect effect. In the following, we give an introduction to the different sources of uncertainties.
The IPCC aerosol inter-comparison project which is used to estimate the uncertainty associated with the aerosol mass concentration (see next paragraph) is based on a fixed set of aerosol and aerosol precursor emissions. However, there are uncertainties related to the emission of the aerosols and their precursors. Here we adopt the low and high values of the anthropogenic emissions from Tables 5.2 and 5.3 in (which reflect estimates reported in the literature) as a measure of the 1σ limit of the emissions uncertainty. Because the aerosol concentrations were almost linearly related to their emissions in the models used in the IPCC intercomparison, we scaled the aerosol mass concentrations by the ratio of the maximum or minimum emissions to the mean emissions. The calculated forcing based on the aerosol mass after scaling and before scaling is used to estimate the variance due to the emissions of aerosols and aerosol precursors.
The estimate of the mean, maximum, and minimum global aerosol mass concentrations was based on the IPCC Aerosol Model Inter-comparison Zhang, 2003) . Eleven aerosol chemical transport models participated in this inter-comparison. The output aerosol species from these models included natural sulfate (nSO4), anthropogenic sulfate (aSO4), natural and anthropogenic organic carbon (OC), anthropogenic black carbon (BC), dust and sea salt. Natural BC was not specified in the IPCC Aerosol Inter-comparison but was estimated here from the anthropogenic BC and a monthly averaged scaling factor, which was derived from the GMI model aerosol simulations (Liu et al., 2005 1 ). In this study, the monthly mean aerosol concentrations approximately represented the year 2000. For the pre-industrial case, the total aerosol mass is the sum of natural sulfate, natural organic aerosols (POM), dust and sea salt. For present day case, the total aerosol mass concentration is the sum of all aerosols. To be consistent with the aerosol size used later, only sub-micron dust and sea salt are considered. The reference case is calculated using the model-average aerosol mass concentration from those models whose concentrations were in reasonable agreement with observations . To calculate the uncertainty associated with the aerosol mass concentrations associated with the chemical transport model, the maximum and minimum aerosol concentrations from these models were used in the perturbation case.
To provide a uniform platform for different cloud nucleation parameterizations, a single mode log-normal size distribution for the aerosol was assumed. The reference mode radius and geometric standard deviation of both continental and marine aerosols are taken from the central values determined from a literature search . The uncertainties in the mode radius and geometric standard deviation are considered in the calculation of forcing uncertainty.
Y. Chen and J. E. Penner: Estimates of the first indirect aerosol effect These uncertainties are also based on the ranges of values in the literature as summarized in Penner et al. (2001) . The mode radius and 1σ ranges were 0.05±0.04 µm (over land) and 0.095±0.015 µm(over ocean). The geometric standard deviation ranges were 1.9±0.3 (over land) and 1.5±0.15 (over ocean). Since the effect of size distribution on the forcing is non-linear, we used both the maximum and minimum values of the mode radius and standard deviation in our tests. Except for one case (see below), the same values were used in our uncertainty analysis for both the present day and preindustrial aerosols.
The above measurements actually summarize the size distribution of the present day aerosol. But there are large uncertainties associated with the size of the pre-industrial aerosols. The anthropogenic aerosol may form by condensation onto pre-existing aerosols, and therefore, would not change the aerosol number but would increase the aerosol size (Chuang et al., 1997) . If this assumption is correct, a different choice with a smaller pre-industrial aerosol should be used to examine the uncertainty of the indirect forcing. For this case we assumed that the mean size and standard deviation of free troposphere aerosol (r=0.036 µm, σ g =2.2) from were the appropriate size distribution parameters of the pre-industrial continental aerosol.
Currently, there are two categories of approaches to relate the aerosol properties (concentration, size and composition) to the cloud microphysical properties (number concentration and effective radius). Some researchers used an empirical relationship between cloud droplet number and aerosol mass concentration (Boucher and Lohmann, 1995; Lohmann and Feichter, 1997; Roelofs et al., 1998) , or number concentration (Jones et al., 1994; Menon et al., 2002; Suzuki et al., 2004) . These methods are based on observations and are easy to use in global forcing calculations, but they do not reflect the physical and chemical processes that occur during cloud nucleation, which depend on the size, chemical composition of the aerosol, as well as the updraft velocity. In addition, they are based on measurements at particular places and times, and so may be biased if they are used a global calculation or used to project future scenarios. Therefore in this study, only cloud nucleation parameterizations based on a mechanistic parameterization of nucleation are used. Three mechanistic parameterizations have been used to calculate the cloud droplet number concentration: Chuang et al. (1997) (hereafter CP); Abdul-Razzak and Ghan (2002) (hereafter AG3); and Nenes and Seinfeld (2003) (hereafter NS) . The relationship between cloud droplet number and aerosol number from these different parameterizations has been tested and compared to detailed parcel model simulation results (see Appendix A). Based on the results presented in Appendix A, the AG3 parameterization is closest to the results of parcel model. So in this study, we chose the AG3 parameterization as the method used in the reference case. And we examined the results from the other parameterizations in the perturbation cases.
The large scale vertical velocity in a General Circulation Model (GCM) does not resolve sub-grid variations and it is these variations that determine cloud droplet nucleation (Feingold and Heymsfield, 1992) . To estimate the in-cloud updraft velocity, two approaches are used. The first approach (hereafter PDF) uses a normal probability distribution with the GCM-predicted vertical velocity as the mean value and a prescribed standard deviation (Chuang et al., 2002) . Chuang et al. (1997) used a value of 50 cm/s for the standard deviation of the updraft for warm clouds based on measured updrafts in stratiform clouds (Paluch and Lenschow, 1992) and argued that the sensitivity of indirect forcing to this value is small. Another method that has been used to estimate the amount of sub-grid variation of the updraft velocity is to use the GCM model-generated turbulent kinetic energy (TKE). By assuming that the sub-grid vertical velocity variability is dominated by the turbulent transports and by choosing the root-mean-square value of TKE as a measure of this, the in-cloud updraft velocity could be expressed as w=w+0.7 √ T KE, wherew is the GCM-resolved large scale updraft velocity (Lohmann et al., 1999a; Lohmann et al., 1999b) . Using a single updraft velocity for the entire grid cell is a simplification, since the updraft velocity varies over the grid cell (Lohmann et al., 1999b) . In this study, we use the PDF approach in the reference case and the TKE approach in the perturbation case.
As stated above, the effective radius (r e ) is related to the volume mean radius (r v ) by the coefficient β. According to Martin et al. (1994) , the value of β −3 is 0.67±0.07 and 0.80±0.07 over the land and ocean, respectively. In the reference case, a fixed coefficient for β equal to 1.12 over both land and ocean is used to account for the relationship between the effective radius and the volume mean radius. However, alterations in the linear relationship between r e and r v are expected in the presence of entrainment, precipitation, and ice particles (Andronache et al., 1999) . Recently, Liu and Daum (2002) showed that the dispersion of the cloud droplet spectrum is related to the cloud droplet number concentration. They argued that the effect of dispersion on the reflected radiation may substantially negate the effect due to increasing cloud droplet concentration. Based on their results, Penner et al. (2004) presented a parameterization of this coefficient as a function of cloud droplet number concentration: β=(5.0×10 −4 ×N d +1.18) −1/3 . Therefore we considered this option for expressing β in a perturbation case to examine the uncertainty associated with the calculation of r e . Rotstayn and Liu (2003) examined three different relationships between β and N d , and estimated the sensitivity of the first indirect aerosol effect to these different expressions of dispersion term. In this study, we also examined the sensitivity of the indirect effect to the use of the relationships given in Rotstayn and Liu (2003) .
If the droplet number concentration is fixed, the effective radius of cloud droplets is directly linked to the cloud liquid water content. Liquid water path (LWP) is the vertical Weng et al. (1994) low: p<680 mb b Retrieved using method of Greenwald et al. (1993) warm: T>260 K integral of the cloud liquid water content (LWC). In the reference case, we used a parameterization that relates the LWP (Hack, 1998) and the cloud fraction (CF) (Sundqvist, 1988) to the RH values from the DAO meteorological fields. To study the effect of LWP uncertainty, we compared the global mean LWP from the parameterization to different LWPs retrieved from satellites, including those from ISCCP, MODIS, SSM/I (see Table 1 ). Then, we scaled the 3-D LWC by the ratio of the maximum LWP value of the measurements and the model-generated LWP from the parameterization. We also calculated the ratio from the minimum satellite-measured values. These LWC fields after scaling were used to calculate the forcing uncertainty due to LWP uncertainty. In these two cases, we assumed the LWP difference is due only to the in-cloud LWC difference, i.e., we assumed the cloud fraction was the same as in the reference case.
The cloud fraction does not affect the cloud effective radius, but it directly affects the solar radiation reaching the surface. As in the LWP uncertainty study, we compared the CF fraction from the parameterization to the cloud fraction retrieved from satellites and calculated the maximum and minimum ratio of CF to the parameterized value. Since the CF from parameterization is larger than the values from all satellites, only the CF parameterization scaled by the minimum ratio is used in the perturbation case. We also note that our radiative transfer scheme uses the maximum random overlap method described in Feng et al. (2004) .
Light-absorbing aerosols such as black carbon (BC) can be activated as cloud droplets and their presence in cloud may reduce the single scattering albedo of cloud and change the radiation balance of the atmosphere. Most studies of indirect forcing assume that all of the BC aerosols are present as interstitial aerosols and this is also assumed in our reference case. In this study, we examined a perturbation case in which the effect of BC on the cloud optical properties in the present day scenario was considered. The modification of cloud droplet single scattering albedo was based on the parameterization developed by Chuang et al. (2002) . Compared to reference case, only the modification of cloud single scattering albedo is considered, and the BC used to calculate aerosol scattering/absorption and cloud nucleation is the same as in the reference case. Table 2 summarizes the perturbation cases considered in this study. In the central or reference case, most of the variable parameters are set to the mean values, although for some parameters, we arbitrarily select one option to use in reference case: for in-cloud updraft velocity we select the PDF method; for the cloud nucleation parameterization, we select the AG3 method (which is closest to the parcel model simulation); for BC effect on cloud single scattering albedo, we assume it is not included in the reference case. In all the perturbation cases, only one parameter is changed, in order to calculate the uncertainty in the indirect forcing associated with each parameter. The region in the northern hemisphere mid-latitudes is due to high aerosol and precursor emissions from industrialized regions, while the high concentration in the 50-60 degree region in the southern hemisphere is mainly due to high sea salt concentrations. N d has its largest values below 900 mb, and these decrease with an increase in altitude. In the layers in which low cloud occurs most frequently (800 mb-950 mb), the zonal average N d is between 50 and 250 cm −3 . Han et al. (1994) reported retrieved r e for liquid-water clouds from ISCCP satellite data. MODIS satellite data have also been used to retrieve the cloud effective radius (King et al., 1997) . We compare these data with the r e from our simulations in Table 3 . The simulated r e does capture the spatial variations seen in the satellite data. The r e over the SH oceans is 0.7 µm larger than that over the NH oceans, compared to 0.6 µm from ISCCP. The simulations also show a clear land-sea contrast, although the value of this difference is smaller than that derived from ISCCP and from MODIS. The simulated global mean r e is also smaller than the retrieved data, which may be due to our reference case parameterization of the in-cloud liquid water content. This underestimate of r e is also common to many present GCMs (Quaas et al., 2004) . In addition, the measured r e refers only to the cloud-top value of r e , whereas the model results in Table 3 refer to the LWC-weighted value of r e above temperature zero. This can partially explain why the modeled effective radius is smaller than retrieved value.We also note that satellite determination of r e is probably no more accurate than a few micrometers (Han et al., 1994) . Figure 3a and b show the total anthropogenic and natural aerosol burden while Fig. 3c shows the simulated change in the cloud droplet number concentration at 875 mb between the PD scenario and the PI scenario. The global distribution of the indirect aerosol forcing resulting from these changes is presented in Fig. 3d . These plots show similarities in their spatial distribution, and demonstrate a clear relationship between anthropogenic emissions and their effects on cloud droplet concentrations and radiative forcing. The largest anthropogenic aerosol and droplet concentration changes are located in Europe, East Asia, North America, the African savanna, and the South America rainforest region. The former three are mainly related to aerosol emissions from fossil fuel use, and the latter two are related to carbonaceous aerosol emissions from biomass burning. Note that the marine regions near these regions also have a large forcing, which is related to the small value of the pre-industrial aerosol concentration in these areas (Fig. 3b ) and the small surface albedo over the ocean. The global mean value for the first indirect effect in the reference case is −1.30 Wm −2 which is within the range reported in literature, summarized by Suzuki et al. (2004) (i.e., −0.5 to −1.6 Wm −2 ).
Results
Reference case results
Cloud droplet number and effect radius
The change in the aerosol concentrations between the PD and PI cases causes a change in the cloud droplet number concentration. However, due to the spatial distribution of natural and anthropogenic aerosols, the change in the droplet concentration also varies with region. Figure 4a shows the change in the LWC-weighted in-cloud droplet concentrations over the SH ocean, SH land, NH ocean and NH land for different perturbation cases. A general characteristic is that the change of N d over land is more than that over ocean, and it is larger in the NH than in the SH. In the first indirect effect, aerosols change the radiative balance by modifying the cloud droplet effect radius (r e ). Therefore, we show the change in r e after the addition of the anthropogenic aerosols in Fig. 4b . In most cases, the present day global average r e is about 0.5 µm smaller than the preindustrial value. Moreover, the change is much larger over land (∼0.8 µm) than over ocean (∼0.25 µm), which is quite reasonable considering that there are larger anthropogenic aerosols over land. Over the ocean, the decrease in r e in the northern hemisphere is clearly larger than that in the southern hemisphere in all cases. Over the land, however, there is no clear signature of the change between the southern hemisphere and the northern hemisphere for all cases. Table 3 . Cloud droplet effective radius (µm) from model simulation and from satellite measurements: ISCCP (Han et al., 1994) and MODIS (King et al., 1997 The zonal mean forcing from the simulations of the perturbation cases is shown on Fig. 5 . The perturbation cases have been divided into several groups to compare them to the results of the reference case. These groups are shown on different panels on Fig. 5 . Table 4 gives the forcing from each of the cases and Fig. 6 shows the change in global average forcing from the reference case. Figure 5a shows that the uncertainty associated with aerosol and aerosol precursor emissions is very large. This is because the range of anthropogenic emissions themselves is very large, e.g. the global SO 2 emission range is from 67 to 130 TgS/Yr . The forcing in the MAX EMI case (−1.63 Wm −2 ) is larger than in the reference case (−1.30 Wm −2 ) because the difference in aerosol concentration from the PI to PD increases since the PI aerosol concentrations remain constant.
Changes associated with changes in the aerosol concentration are shown in Fig. 5b . In the MAX MA case, the maximum aerosol mass concentration in both the PD and PI cases from the model inter-comparison was used. Both the PI and PD aerosol number concentrations increase compared to those in the REFERENCE case. But since the relationship between the droplet number (N d ) and the aerosol num- The effect of changes in the aerosol size distribution is shown in Fig. 5c . The change in the aerosol size distribution modifies the total aerosol number concentration calculated based on the fixed mass concentration. It also affects the fraction of aerosols that are activated to droplets because large aerosols activate more easily than smaller aerosols. Increasing the aerosol mode radius (MAX R) reduces the total aerosol number concentration, thereby reducing the forcing (−1.25 Wm −2 ). But the forcing change is small, and most of the change is in the northern hemisphere. Decreasing the mode radius (MIN R) increases the total aerosol number. However, the indirect forcing calculated from the MIN R case (−0.45 Wm −2 ) is much smaller than that in the reference case (−1.30 Wm −2 ). This is because in MIN R case, the aerosol mode radius is very small, which causes extremely high aerosol number concentration (calculated from the fixed mass concentration and size distribution), especially over the continents. This high concentration can not exist in the real atmosphere for a long time because small aerosols with high number concentrations coagulate very quickly and transform to the accumulation mode in a very short time. We calculate on average e-folding time for coagulation of 300 s over the continents given the concentrations calculated for this case. If this high concentration did exist, the addition of more aerosols will decrease the number of nucleated cloud droplets due to their competition for water vapor. This can be seen from the parcel model simulation. Figure B1 shows that above a certain aerosol number concentration, the cloud droplet number decreases with N a . Nevertheless, we do not consider this case to be realistic, and therefore do not include it in our estimates of the most important uncertainty. The MAX SG curve and MIN SG curve are very close to those in the REFERENCE case, which implies that the forcing is insensitive to the choice of σ if the same σ is used in both the PD and PI simulations. However, if a different size distribution is used in the PD and PI cases, the sensitivity of the indirect forcing is very high. When we use the free troposphere aerosol size distribution as the PI aerosol size distribution, the indirect forcing increases substantially (i.e., −1.60 Wm −2 compared to −1.30 Wm −2 ), because the droplet number concentration in the PI case is decreased.
Changes in the forcing associated with the method of computing the updraft velocity are shown in Fig. 5d . Compared to the PDF method of calculating updraft velocity (w), the forcing calculated using the TKE method for estimating w is smaller (i.e., −1.23 Wm −2 compared to −1.30 Wm −2 ). By comparing the cloud droplet number concentration from the PI and PD cases, we find that when using the TKE method for w, the N d is larger than that when using the PDF method in most regions. However, the combined effect of changing the method for calculating w on both the PI and PD droplet concentration causes the forcing calculated by using the TKE method to be smaller than that using the PDF method. Figure 5e shows the effect of changing the method of parameterizating the relationship between N a and N d . The pattern of forcing obtained using the NS parameterization is very similar to that in the reference case (AG3 parameterization), though the forcing value (−1.07 Wm −2 ) is smaller when using the NS parameterization. The reason is that when the aerosol number is small, the NS parameterization produces more N d than does the AG3 parameterization, and when the aerosol number is large, the NS parameterization produces less N d (see Appendix A). The results from the CP parameterization are very different. For most regions, the N d and forcing value are larger than those in the reference case. The reason is that the N d from low N a is much smaller than that in the reference case (see Appendix A), while the N d from high N a is similar to that in the reference case. Because the CP parameterization assumes a change in the aerosol size distribution between the PD and PI cases, it incorporates some of the uncertainty associated with the change in PD size (i.e., the change in the forcing (−1.79 Wm −2 ) is similar to the change in forcing associated with case DIST PI, which was −1.60 Wm −2 ). Both AG3 and NS parameterization are sectional resolved methods, so their patterns are more similar than those of the CP parameterization. Figure 5f shows the effect of including the change in droplet single scattering albedo due to BC within the cloud. The forcing decreases after including the effect of BC within the clouds. The global mean difference in the forcing is +0.01 Wm −2 , which is smaller than the results reported by Chuang et al. (2002) . This change is small compared to the other factors considered here, but in those regions with high BC concentration and high cloud fraction, the impact of this change is more important. Figure 5g shows the effect of changing the LWP and CF. Changing the LWP will not change the number of cloud droplets but will change the effective radius in the cloud. A change in the LWC of the cloud ( q) will lead to a change of ( q) 1/3 in effective radius. However, since the relative change of effective radius is not too different in the PD and PI cases, the forcing differences are small (<0.1 Wm −2 ). The change in the cloud fraction (CF) does not change N d or r e , but will change the reflected solar radiation. The forcing is very sensitive to CF. The minimum CF produces less than 1/2 the forcing of the reference case. We notice that the CF for total clouds from the reference parameterization is higher than that in the satellite observations, but it is similar to the MODIS warm cloud fraction. Thus we believe that the estimated forcing of the REFERENCE case (−1.30 Wm −2 ) is close to that which would be calculated with these higher observed CFs. It is important to note that the cloud fraction is a major source of uncertainty in the calculation of the indirect aerosol forcing. The forcing is decreased to −0.63 Wm −2 in this case. Most GCM-based calculations of indirect forcing do not consider the effect of cloud drop dispersion. The relationship between the effective radius and the droplet number is often represented by a coefficient between volume mean radius and effective radius (Martin et al.,1994) . However, our results show that the change in the indirect forcing associated with changing from the fixed coefficient β to a β that is related to N d is of some importance. The global mean change of indirect forcing after considering the dispersion effect using the method employed in Penner et al. (2004) is 0.23 Wm −2 , and the uncertainty due to the different representations of this dispersion effect in Rotstayn and Liu (2003) is 0.2∼0.4 Wm −2 . These results compare well with those reported by Rostayn and Liu (2003) and Peng and Lohmann (2003) .
To summarize the effect of different perturbations, we show the relative difference from different cases to the forcing from the reference case in Fig. 6 . This can be used to analyze the major sources of uncertainty in the estimation of indirect aerosol radiative forcing. From the plot, we can see the uncertainty associated with the aerosol mass concentration is very large, and can increase the forcing by almost 0.8 Wm −2 . The uncertainty associated with cloud fraction is next in importance, followed by the uncertainty associated with the treatment of dispersion of the cloud drops.
The aerosol and aerosol precursor emissions, aerosol mean radius, updraft velocity, droplet parameterization method, and natural aerosol size also have some influence (0.2∼0.6 Wm −2 ) on the indirect forcing. The aerosol size standard deviation, BC effect on cloud albedo, and LWP have a relatively small effect on the simulated global average forcing.
The uncertainty distribution
By varying the above uncertainty sources, we can calculate the global indirect aerosol forcing for different cases, thereby estimating the 2-D distributions of the uncertainty. The un- certainty in the forcing can be estimated from
where (F −F 0 ) 2 is the variance in the forcing, so |F −F 0 | is the uncertainty. x i refers to the list of uncertain variables, and (∂x i ) 2 is the variance in the variable x i . The function cov x i , x j is the covariance of the variables in the argument. In our preliminary calculations of the spatial distribution of the uncertainty, the covariance between the preindustrial forcing and present forcing is omitted .
In the calculation of uncertainty associated with aerosol and aerosol precursor emissions, aerosol mass, aerosol size standard deviation, cloud nucleation parameterization method, LWP, and the cloud drop dispersion coefficient β, we assume that the maximum difference between REFER-ENCE and other cases (e.g. MAXIMUM or MINIMUM) is a measure of the 1σ uncertainty associated with that source. For the uncertainty associated with the aerosol mode radius, only the results from the maximum mode radius are used since in the MIN R case, there were unrealistically small aerosol sizes and large N a . For all other cases, the difference between reference case and perturbation case is considered. Figure 7 shows that the largest values of absolute uncertainty occur in the same regions that have the highest indirect forcing. However, the largest relative values of the uncertainty are mostly over the ocean areas that are closest to continent regions with high aerosol indirect forcing. The global average relative uncertainty in indirect aerosol forcing is about 130%. This value is in reasonable agreement with that based on the range in GCM assessments (Ramaswami, 2001 ) and with box model calculations ).
Conclusions and Discussion
In this paper we analyzed the uncertainties in the model calculation of aerosol forcing associated with the first indirect effect. We have used a radiative transfer model to study the role of each uncertainty source in the aerosol effect on clouds. The aerosol burden calculated by chemical transport models and the cloud fraction are found to be the most important sources of uncertainty. A 2-D distribution of the uncertainty in indirect forcing has been shown. The global mean value of the relative uncertainty is about 130%. The highest absolute uncertainty occurs in high anthropogenic aerosol emission regions, while the highest relative uncertainty occurs in coastal regions near these high anthropogenic aerosol emissions regions.
It appears from our simulation that the representation of the pre-industrial aerosol size distribution plays an important role in the calculation of anthropogenic aerosol forcing. A different selection of the pre-industrial aerosol size distribution causes a larger forcing because the cloud droplet number of the PI case decreases. This is consistent with the result by Platnick and Twomey (1994) , which states that the cloud susceptibility (defined as the increase in albedo result- ing from the addition of one cloud droplet per cubic centimeter for a constant cloud liquid water content) is larger when the droplet number is smaller. The uncertainty due to the pre-industrial aerosol mass concentration is also important. One important aspect that was omitted in this study is the possible covariance between variables (cf. Eq. 1). Penner et al. (2001) found that the uncertainty was reduced when the covariance between the cloud albedo calculated for the present-day case and the pre-industrial case was taken into account. As in Penner et al. (2001) , the correlation with the spatial and temporal distribution may be estimated by calculating the correlation in the outgoing shortwave radiation for matched pairs of the change in N d in the pre-industrial and present-day scenarios. The calculation of the effect of this correlation on the total uncertainty is ongoing work.
We note that the uncertainty of the first indirect effect was based on the model and the criteria used in this study. If a different radiative transfer model was used, or if other choices of criteria such as model resolution, cloud overlap scheme, or the aerosol mixing scheme were selected, the estimated uncertainty would probably be different.
The off-line simulation in the present study could cause other uncertainties since we used the monthly average aerosol number concentration from the IPCC model intercomparison study. A fully coupled GCM would give us a better estimation of the interactions of aerosols, clouds and radiation. In addition, the use of a GCM can take into account some of the cloud feedbacks due to the aerosol change (i.e. the second indirect effect), so it may be used to assess the second indirect aerosol forcing. Ongoing work is also concerned with assessing the uncertainty associated with these feedbacks.
Appendix A
The fraction of activated aerosols (N d /N a ) calculated from three mechanistic parameterizations has been compared to that from a size-resolved cloud nucleation parcel model (Liu and Seidl, 1998) . In the comparison, the total aerosol number concentration is set to be 1000 cm −3 . The size distribution is assumed to be a single log-normal distribution with a mode radius of 0.05 µm and a standard deviation of 2. The aerosols are pure ammonium sulfate. Because the results of the AG3 parameterization were closest to those from the parcel model, we used the AG3 parameterization in our reference case.
