We explain how the nilpotent singular support condition introduced into the geometric Langlands conjecture by Arinkin and Gaitsgory arises naturally from the point of view of 4-dimensional N = 4 supersymmetric gauge theory. We define what it means in topological quantum field theory to restrict a category of boundary conditions to the full subcategory of objects compatible with a fixed choice of vacuum, both in functorial field theory and in the language of factorization algebras. For B-twisted N = 4 gauge theory with gauge group G, the moduli space of vacua is equivalent to h * /W , and the nilpotent singular support condition arises by restricting to the vacuum 0 ∈ h * /W . We then investigate the categories obtained by restricting to points in larger strata, and conjecture that these categories are equivalent to the geometric Langlands categories with gauge symmetry broken to a Levi subgroup, and furthermore that by assembling such for the groups GLn with n ≥ 1 one finds a hidden factorization structure for the geometric Langlands theory.
Introduction
In their pioneering 2007 paper [KW07] , Kapustin and Witten realized that a form of the geometric Langlands conjecture arises as a twisted form of S-duality for N = 4 gauge theories. In this work we'll explain how the refinement to the geometric Langlands conjecture introduced by Arinkin and Gaitsgory [AG15] -the restriction to sheaves with nilpotent singular support -naturally arises in 4-dimensional gauge theory by taking into account the action of 4-dimensional local operators; that is, restricting to the category of boundary conditions compatible with a fixed choice of vacuum. The data of this choice of vacuum suggests the existence of a refinement to the geometric Langlands conjecture that takes this further data into account -an equivalence compatible with an additional structure coming from interpreting the moduli space of vacua in terms of the motion of D3 branes; this resembles a factorization structure as appearing in the work of Kontsevich-Soibelman [KS11] . We'll conclude by discussing some partial results in that direction.
From the gauge theoretic point of view, we see Arinkin-Gaitsgory singular support conditions by considering the restriction of the category of boundary conditions in Kapustin-Witten theory to a point in the space of vacua with respect to the action of 4-dimensional local operators. We can think of this concept in a much more general n-dimensional field theory, splitting the theory into sectors indexed by the spectrum of the ring of local operators -the moduli space of vacua. For instance, in a fully extended 2-dimensional topological theory viewed functorially, dualizability implies that the state space Z(S 1 ) is necessarily finite-dimensional, so has discrete spectrum in general (viewed as an E 2 -algebra). In this case, restriction to individual vacua splits this theory into discrete sectors indexed by points in this space 1 . However, topological twists of supersymmetric gauge theories typically admit continuous moduli of vacua, for which the structure of restriction to a vacuum appears to lead to interesting new features.
After developing some general framework, we will mainly consider the example of the Kapustin-Witten B-twisted N = 4 theory. In this example the algebra of local operators is equivalent to O(g * [2]/G) -the space of functions on the shifted coadjoint quotient-and so the moduli space of vacua is h * [2]/W , the affinization of g * [2]/G. This algebra naturally acts on the category IndCoh(Flat G (C)) -the "naïve" category of boundary conditions suggested by (categorified) geometric quantization -and we'll show that the restriction of this category to the point 0 ∈ h * [2]/W recovers the Arinkin-Gaitsgory category IndCoh N G (Flat G (C)) of sheaves with nilpotent singular support.
By remembering the origin of this theory as a topological twist, we can promote the action of the algebra O(g * [2]/G) to an action of the algebra O(g * [2]/G)((t)) of "twisted" local operators, where t is a formal parameter of degree 2. This parameter also appears in some of the key constructions of [AG15] : the definition of singular support involves a map from O((T * [−1]X) cl ) → HH 2• (X) where X is a quasi-smooth derived scheme. By Hochschild-Kostant-Rosenberg the algebra HC
• (X) of Hochschild cochains admits a filtration whose associated graded is O(T * [1]X), so this map naturally involves a degree shift by 2. One can introduce this degree-shifting construction for general twisted theories by considering the action of the full algebra of twisted local operators and considering support conditions in the spectrum of the classical part of this algebra.
From the point of view of geometric representation theory this perspective on singular support conditions suggests novel structures on the categories arising as categories of boundary conditions in twisted supersymmetric gauge theories. In the example of the B-twisted N = 4 theory for the group GL n we conjecture that varying the vacuum compatibility condition yields a hidden factorization structure on the category of boundary conditions -or at least on its Hochschild cochains. This is natural from the point of view of string theory, where motion in the moduli space of vacua arises from separating a stack of n D3 branes in type IIB string theory (more precisely to see a factorization algebra we must consider all values of n at once). This conjectural factorization structure is closely related to factorization structures on cohomological Hall algebras constructed by Kontsevich and Soibelman [KS11] . In fact, one can take our proposal as an answer to a question of Kontsevich and Soibelman asking how one can identify the physical origin of the factorization structure [Soi16, Section 2.5]. This is a new source of factorization structures coming from brane engineering in string theory that has not previously appeared in the literature as far as we are aware.
This work also fits into the context of the extensive literature on supersymmetric boundary conditions for twisted N = 4 theories and their behaviour under S-duality. After Kapustin and Witten's original paper (which discussed magnetic eigenbranes as duals to Dirichlet boundary conditions on the B-side) a large family of boundary conditions was constructed by Gaiotto and Witten [GW09b] using a connection between Nahm's equations and N = 4 gauge theory demonstrated by Diaconescu [Dia97] . These boundary conditions are closely related to moduli spaces of opers for a Levi subgroup of the gauge group (see [GW12, Wit11] ). It would be interesting to investigate the precise support conditions satisfied by these Nahm pole boundary conditions in the moduli space of vacua as one modifies the Nahm pole condition, and how the behaviour of these boundary conditions under S-duality as investigated in [GW09a, Gai16] relates to the well-known role of the space of opers in the geometric Langlands correspondence as prominently studied by Beilinson and Drinfeld [BD97] .
Algebraic Moduli Stacks in Kapustin-Witten Gauge Theory
Let us briefly recall some aspects of Kapustin and Witten's approach. Firstly, for a 4-dimensional N = 4 supersymmetric Yang-Mills theory with gauge group G, Kapustin and Witten identified a CP 1 -family of topologically twisted theories such that S-duality acts antipodally on the CP 1 parameter Ψ (a rational combination of the twisting supercharge and the coupling constant). We'll restrict attention to the duality between the theory with gauge group G and parameter Ψ = 0 and the dual theory with Langlands dual gauge group G ∨ and parameter Ψ = ∞. After compactification along a compact Riemann surface C, these theories become the A-model with target Higgs G (C) and the B-model with the target Flat G ∨ (C). Kapustin and Witten argue that the category of boundary conditions in the A-model is equivalent to the category D(Bun G (C)) of D-modules on Bun G (C) and the corresponding category for the B-model is equivalent to the category QC(Flat G ∨ (C)), so S-duality leads to a version of the geometric Langlands correspondence by identifying the categories of boundary conditions in these two dual theories. Remark 1.1. Throughout this paper we use the notation Flat G (C) for the derived moduli stack of flat Gbundles on C. In the geometric representation theory literature this is usually denoted by LocSys G (C) or Loc G (C), a notation we prefer to reserve for the moduli stack of G-local systems (which is analytically equivalent but algebraically quite different).
If one is motivated by connections to geometric representation theory, one important drawback of Kapustin and Witten's perspective is that there is no visible dependence on the algebraic structure of C. For instance, in their description the stack Flat G ∨ (C) is understood as the character stack, rather than as the algebraic moduli stack of flat bundles. In particular, taken at face value, the physical approach can only lead to a topological version of the geometric Langlands conjecture, which doesn't see the algebraic structure of C. A topological conjecture of this form has recently been proposed by Ben-Zvi-Brochier-Jordan [BZBJ15] and Ben-Zvi-Nadler [BZN16] , which they call "Betti Langlands" (see also recent work by Nadler and Yun [NY16] ). In our previous work [EY15] , we explained how to perform the topological twists introduced by Kapustin and Witten in a way that remembers the algebraic structure on the relevant moduli stacks. We identified a CP 1 -family of topological twists and computed the derived spaces of solutions to the classical equations of motion as algebraic derived stacks for the twisting parameters 0 and ∞, which we refer to as the A-twist and the B-twist respectively. This identification proceeded through an intermediate "holomorphic" twist, which both the A-and the B-twists factor through. This step was crucial in identifying the algebraic structures of the two twists, since the holomorphic twist is the minimal twist of N = 4 super Yang-Mills theory which admits a purely algebraic description in four dimensions.
Let us state the main results of our previous paper [EY15] . For a derived stack X , one defines X Dol = T form [1]X , where T form [1]X is the formal completion of the shifted tangent space T [1]X along its zero section X . The moduli space of solutions to the equations of motion in the holomorphic twist takes the following form. Costello [Cos13] identified the space of the solutions to the equations of motion for the A-model with target X as the cotangent theory to the de Rham stack of the moduli space of holomorphic maps from Σ to X and for B-model as the cotangent theory to the moduli space of maps from Σ dR to X, in a smooth category and at the formal level (as opposed to as a global derived stack). Thus, one can read our result as simultaneously achieving an algebraization and a globalization of his description and confirming Kapustin-Witten's description -at the classical level -in a way that captures the relevant algebraic structures for the geometric Langlands conjecture.
The Geometric Langlands Conjecture
The original Langlands program consists of a tantalizing set of conjectures which relate harmonic analysis, representation theory, algebraic geometry, and algebraic number theory. In particular, the reciprocity conjecture, in its simplest form, expects a close relationship between certain automorphic representations of G(A Q ) and homomorphisms from the Galois group Gal(Q/Q) to the Langlands dual group G ∨ .
Through Weil's well-known "Rosetta stone" [Wei79] , there is an analogy between number fields and function fields of curves over a finite field, from which one can make a corresponding version of the Langlands reciprocity conjecture for function fields. Namely, one replaces automorphic functions of G(A F ) for a number field F by automorphic sheaves over Bun G (C) via Grothendieck's function-sheaf correspondence, and
It is a form of this conjecture that Drinfeld proved for G = GL 2 [Dri83] , after which Laumon formulated a precise conjecture for GL n [Lau87] . Later the work of Frenkel, Gaitsgory, and Vilonen [FGV02] combined with a result of Gaitsgory [Gai04] explicitly constructed a cuspidal automorphic sheaf associated to an irreducible local system in unramified cases.
Once formulated in such geometric terms, one can also make such a conjecture for the function field of a curve C over the field C of complex numbers, rather than over a finite field, and directly translate the results discussed above to this complex algebraic context. On the other hand, since the geometry becomes easier, one can hope to prove a much stronger result: instead of just a set-theoretic relationship between cuspidal sheaves on Bun G (C) and irreducible local systems on C, one would like to construct an equivalence of categories in which those objects naturally sit.
In the complex geometric setting, an algebraic local system can be best approximated by a de Rham local system, since -as we emphasized above -a Betti local system wouldn't be sensitive to the algebraic structure of C. For instance, G ∨ -local systems can be thought of as the skyscraper sheaves on Flat G ∨ (C). On the other side, an automorphic sheaf, in the unramified case, can be described as a D-module on Bun G (C): the category of constructible sheaves makes sense over C, and can then be embedded into the larger, more algebraic, category of D-modules by the Riemann-Hilbert correspondence. With this in mind, Beilinson and Drinfeld imagined the following beautiful guiding picture.
Meta-Conjecture 1.6 ("Best Hope" Conjecture). There is an equivalence of dg categories
compatible with the actions of natural symmetries on both sides. This statement should be viewed as motivational but imprecise. When G is abelian, the conjecture is literally true, and was proved independently by Laumon [Lau96] and Rothstein [Rot96] using a twisted Fourier-Mukai transform adapted to send D-modules on an abelian variety A to quasi-coherent sheaves on a twisted form of T * A ∨ . However, as soon as G is non-abelian the two categories, as stated above, fail to be equivalent. It turns out that the category on the A-side is "too big"; that there are D-modules which correspond to no sheaf on the B-side. An example of this was verified by V. Lafforgue [Laf09] for the curve P 1 , who demonstrated an equivalence between QC(Flat G ∨ (P 1 )) and a proper subcategory of D(Bun G (P 1 )). As such, in order to rescue the geometric Langlands conjecture we need to either enlarge the category on the B-side, or shrink the category on the A-side.
Arinkin and Gaitsgory [AG15] proposed a category enlarging QC(Flat G ∨ (C)) that has the potential to repair the geometric Langlands conjecture. One natural approach is to declare that coherent objects, as opposed to perfect ones, should compactly generate the category, which leads one to consider IndCoh(Flat G ∨ (C)). However, IndCoh(Flat G ∨ (C)) turns out to be too big. The best way to see this, which incidentally also makes the conjecture of Arinkin and Gaitsgory plausible, is to consider functoriality for the group G. Namely, for a parabolic subgroup P of G with its Levi quotient L, one has a geometric Eisenstein series functor
and expects a corresponding functor Eis
) for a fixed sheaf theory S, so that the conjectural Langlands duality functors make the following diagram commute (up to tensoring of a line bundle).
However, it turns out if we take either S = QC or S = IndCoh then one can't form such a commutative square.
The main technical ingredient in the paper of Arinkin and Gaitsgory is to introduce the theory of singular supports for a coherent sheaf on a quasi-smooth stack, like Flat G ∨ (C), so that one has a range of sheaf theories interpolating between these two extremes. Moreover, the main theorem of their work is to identify the category IndCoh N G ∨ (Flat G ∨ (C)) consisting of objects satisfying the nilpotent singular support condition as the minimal category which contains the images of the (spectral) geometric Eisenstein series functor from QC(Flat L ∨ (C)) for all parabolic subgroups P ∨ .
This leads to the following corrected form of the best hope conjecture.
Conjecture 1.7 (Arinkin-Gaitsgory).
There is an equivalence of dg categories
compatible with the actions of natural symmetries on both sides. Remark 1.8. We'll describe some of the natural symmetries briefly here. A large family of natural symmetries is again motivated by the original Langlands correspondence. Namely, a flat G ∨ -bundle, which corresponds to a Galois representation to G ∨ , gives rise to a skyscraper sheaf at a point in Flat G ∨ (C), which is an eigenobject with respect to an operator modelling tensoring with a vector bundle (in a suitable sense). The conjectural equivalence is required to send these eigenobjects to eigenobjects for the Hecke operators on the dual side. By the compatibility with the natural symmetries, we mean that the equivalence is equivariant for the action of the monoidal category of Hecke operators (which is identified with the monoidal category of tensoring operators by the geometric Satake theorem). For a more detailed discussion of the aspects of this equivalence that will play a role in the present work, see Section 3.2.2.
Vacuum Conditions
Now, the goal of this present work is to understand how the refinements to the geometric Langlands conjecture introduced by Arinkin and Gaitsgory should be understood from the point of view of of gauge theory, as in the approach of Kapustin and Witten. We will interpret the refined conjecture as a consequence of S-duality on the category of boundary conditions of the 4-dimensional gauge theory -specifically the idea that duality should relate boundary conditions compatible with a particular choice of vacuum. This idea was also discussed in a recent paper of Balasubramanian [Bal16] .
There are at least two different ways of thinking about the moduli space of vacua in topological field theories, depending on which formalism we use to model the theory itself. On the one hand we could take an algebraic point of view and model the observables of the theory. For instance, Costello and Gwilliam [CG16, CG17] developed a machine by which one can construct observables in quantum field theories as a factorization algebra. In the case where the theory is topological this recovers a more familiar notion from homotopical algebra: the notion of an E n -algebra. On the other hand we could use a functorial model for topological quantum field theory, via the Atiyah-Segal axioms. An n-dimensional functorial field theory also produces an E n -algebra as the space of states on S n−1 , where the multiplication is given by configurations of little n-balls viewed as n-dimensional bordisms.
From either point of view, the moduli space of vacua is the spectrum of the cohomology of this E n -algebra. This is the universal space on which this algebra of either observables or states (depending on the model) acts. Furthermore, given a choice of boundary condition F along a codimension 2 manifold Y , the endomorphism algebra End Z(Y ) (F) in the category of boundary conditions also lives over the moduli space of vacua -this is automatic from the functorial point of view, but data that must be specified by hand from the factorization algebra point of view. One can therefore consider the restriction of this algebra to a point in the moduli space of vacua. This admits a physical interpretation: we think of this restriction as controlling states in the bulk boundary system in a neighborhood of the vacuum, and say that a boundary condition is compatible with a choice of vacuum if this restriction to this vacuum does not vanish. From this point of view we can define a restricted category of boundary conditions as the full subcategory of boundary conditions compatible with a vacuum (note that in the main body of the paper we'll use a somewhat more technical construction of the same idea).
Remark 1.9. Indeed, the idea that one can identify the nilpotent singular support condition from compatibility with a vacuum in the context of functorial field theory was known to Ben-Zvi and Nadler [BZN16, Section 3.6]. For further comparison with our work on this point, see Remark 3.25.
It is worth pointing out what we see as one of the main new contributions of the present work. According to our analysis [EY15] the theory of Kapustin and Witten can be realized as dependending on an algebraic structure for spacetime despite the fact that the theory is realized as a topologist twist. To encode this algebraic data, the perspective of functorial topological field theory is clearly not adequate. On the other hand, the machinery of factorization algebras is only of a perturbative natural. To extract a meaningful statement regarding S-duality, the analysis of Kapustin and Witten's theory should be carried out in a nonperturbative setting; in particular, it is not at all clear how to see the correct category of boundary conditions (depending on the algebraic structure on a curve) from the point of view of the theory of factorization algebras. Based on our previous nonperturbative description [EY15] , and motivated by both points of view, we develop a setting where we can make sense of the category of boundary conditions compatible with a vacuum. Although it is a technically simple observation in our setting, this marriage of ideas has not previously appeared in the literature as far as we are aware.
Remark 1.10. One of the most important aspects of the Langlands program as a whole is the compatibility with respect to the action of the symmetries discussed in Remark 1.8. In the categorical geometric Langlands correspondence, these symmetries are realized as actions of monoidal categories which Kapustin-Witten interpreted as actions of line operators. From our 4d perspective, these categories naturally have the structure of factorizable monoidal categories.
Our main result is the following, which gives a gauge theoretic explanation to the nilpotent singular support condition in geometric Langlands. 
where L is the stabilizer of a semisimple lift of v to g * in G.
We will give some pieces of evidence for the conjecture of both a mathematical and a physical nature. In particular we can verify the conjecture for the curve C = P 1 .
Summary of the Paper
We begin with Section 2 where we provide the necessary background and state the basic definitions used in the rest of the paper. The first subsection, Section 2.1, contains the background material we'll use concerning topological field theory, from the factorization and the functorial points of view. In particular we explain how homotopical algebra connects with such models for topological field theory. We then review the main ideas of support conditions for triangulated and dg categories from Benson-Iyengar-Krause [BIK08] and Arinkin-Gaitsgory [AG15] in Section 2.2. We particularly emphasize Arinkin and Gaitsgory's conditions for global complete intersection stacks, in which case singular support conditions admit a particularly nice description which we explain in Section 2.2.2. Finally in Section 2.3 we introduce the moduli space of vacua and explain what it means to restrict a category to a point in this moduli space. We'll use the factorization algebra model for our main examples, but we also explain an alternative construction using functorial field theories (which is less general but provides additional motivation).
In Section 3 we apply these ideas to the examples of Kapustin-Witten twisted N = 4 gauge theory, with a focus on the B-twisted theory. We begin by reviewing our construction of these theories [EY15] in Section 3.1, by the general procedure of the topological twist. In Section 3.2 we recall from [AG15] important facts about the moduli stack of flat G-bundles on a curve and the geometric Satake equivalence. Then in Sections 3.3 and 3.4 we compute the moduli of vacua in the B-twisted theory, and calculate the restriction of the category IndCoh(Flat G (C)) to the point 0 in this moduli space, recovering the category of sheaves with nilpotent singular support. This requires taking some care -the relationship between the calculation of the moduli space of vacua and the twist itself is somewhat subtle. We explain this issue in Section 3.4.
We conclude with Section 4, in which we investigate what happens when one moves away from 0 in the moduli space of vacua. In Section 4.1 we conjecture a natural answer -that one obtains the nilpotent singular support category but with the gauge symmetry group broken to a Levi subgroup -and provide some evidence for this conjecture. Then finally in Section 4.2 we conjecture that these categories should satisfy a natural factorization condition on the moduli space of vacua, and describe how this is related to factorization structures on cohomological Hall algebras as investigated by Kontsevich and Soibelman. 
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Boundary Conditions and Vacua
In this section we'll give an abstract definition, motivated by a construction in terms of locally constant factorization algebras and a parallel construction in functorial topological quantum field theory, of a support condition for a dg category C which we understand as the category of boundary conditions. Physically speaking, the support condition corresponds to compatibility with a choice of a point in the moduli space of vacua: each point in the moduli space yields an interesting full subcategory of C by picking out boundary conditions compatible with such a choice.
We'll begin by recalling the formalism of extended functorial QFTs, and the factorization algebra model for quantum field theories developed by Costello and Gwilliam [CG16, CG17] . After an exposition on these ideas, with an emphasis on the topological case, we'll then introduce the moduli space of vacua in each of these contexts, and explain what it means to restrict a dg category to a point in this space.
Remark 2.1. We should emphasize that when we refer to "topological" quantum field theory we don't necessarily mean something equivalent to a functorial TQFT; we'll often have in mind something more general. For instance, topological twists of supersymmetric field theories need not be topological in the strict mathematical sense, but can depend on additional geometric structure (see the example of Donaldson-Witten theory as discussed by Moore and Witten [MW98] , and Kapustin-Witten twisted N = 4 gauge theories as we discussed in our previous paper [EY15] ).
Factorization Algebras and Functorial Field Theory
In this subsection, we will describe the main mathematical models for quantum field theories that appear in the literature, with a focus towards the topological case. We'll begin with reviewing the classical BV formalism for a Lagrangian description of a classical field theory from the modern perspective of derived geometry. Then we provide an exposition of functorial topological field theory and how one should think of it as arising from the data provided by the classical BV formalism. We also explain the formalism of factorization algebras and mention a result of Costello and Gwilliam on constructing factorization algebras from such data. Finally we discuss how these two constructions are supposed to be compared for topological field theories.
The Classical BV Formalism
We begin with some abstract motivation. In the classical BV formalism, the derived moduli space of solutions EOM(M ) to the equations of motion for an n-dimensional field theory on an n-dimensional closed manifold M is always (−1)-shifted symplectic in the sense of Pantev, Toën, Vaquié, and Vezzosi [PTVV13] . Indeed, if S is an action functional on a space Φ of fields on M , the space EOM(M ) is defined as the derived intersection
of the graph of dS with the zero section in the 0-shifted symplectic space T * Φ. It's a general fact that the derived intersection of two Lagrangians in a k-shifted symplectic space is always (k − 1)-shifted symplectic, which induces a (−1)-shifted symplectic structure on the space of derived solutions to the equations of motion in any classical field theory.
A classical field theory is not just given by a single (−1)-shifted symplectic space that captures the moduli space of solutions to the equations of motion. It is expected that for a codimension k closed submanifold Y , there is a sense in which the moduli space of germs of solutions near the submanifold, which we denote by EOM(Y ), has a canonical (k − 1)-shifted symplectic structure. In fact, for a topological field theory, one expects this to be literally true.
An important class of examples of topological field theories capturing this additional data can be succinctly described by the AKSZ construction. We exhibited nontrivial examples of this phenomenon for topological field theories which are not necessarily of AKSZ type in our previous work [EY15] . We review some examples in Section 3.1.
In fact, more is expected. A classical field theory on M is supposed to define a sheaf of "(−1)-shifted symplectic" stacks on M given by U → EOM(U ). However, it is not easy to construct this sheaf in practice, because the notion of (−1)-shifted symplectic structure on an open set should be defined with respect to Verdier duality, rather than linear duality. This sheaf structure can however be realized in the context of perturbative field theories, as described in [CG17] .
For future reference, we also record the structure for the algebra of functions on a shifted symplectic space. Just as the algebra of functions on a symplectic manifold has a canonical Poisson structure, the algebra of functions on an n-shifted symplectic space is a P n+1 -algebra. Here a P n+1 -algebra is a commutative differential graded algebra together with a Poisson bracket of cohomological degree −n. The numbering is made in such a way that P d -algebras are related to d-dimensional classical field theories. In particular, a P 1 -algebra recovers the usual notion of a Poisson algebra relevant to classical mechanics understood as 1-dimensional classical field theory.
Factorization Algebras
The principal approach to understanding quantum field theory taken in this article is motivated by the Heisenberg picture of quantum mechanics, where one has the algebra of operators as the main character. This is the subject of factorization algebras as developed by Costello and Gwilliam [CG16, CG17] . Although the formalism of factorization algebras doesn't a priori encode the information of the Hilbert space of a quantum field theory, it works well in the generality of any quantum field theory admitting a Lagrangian description, contrary to the model of functorial field theory which doesn't yet have as firm a constructive foundation for non-topological field theories. In this section we'll summarize some basic concepts from the theory of factorization algebras, referring the reader to Costello and Gwilliam for details.
For a manifold M , a prefactorization algebra F on M is an assignment of a cochain complex F(U ) to every open subset U ⊂ M together with some structure maps: if
commutes. A factorization algebra is a prefactorization algebra satisfying a descent axiom, just like a sheaf is a presheaf with the gluing axiom satisfied. As we only need the notion for the sake of motivation, we won't articulate the technical definition here but take for granted that those prefactorization algebras arising from field theory are indeed factorization algebras.
One can construct factorization algebra structures from the data of a classical field theory by a version of deformation quantization. Suppose we have a classical field theory given by an assignment U → EOM(U ) for open subsets U ⊂ M . Then a collection of observations that only depend on behavior of those solutions to the Euler-Lagrange equations on U ⊂ M is by definition a function on the space EOM(U ), which we denote by Obs cl (U ) and refer to as the space of classical observables on U . As EOM(U ) is (−1)-shifted symplectic, Obs cl (U ) has the structure of a P 0 -algebra, namely, a commutative algebra with a Poisson bracket of cohomological degree 1. The assignment U → Obs cl (U ) is a cosheaf of P 0 -algebras. In particular, this forms a factorization algebra valued in P 0 -algebras.
What's more interesting is the algebra of quantum observables. Given an open subset U of a spacetime manifold M , the Heisenberg uncertainty principle that one cannot make measurements concurrently translates into the statement that the space Obs q (U ) of quantum observables is never a commutative algebra. However, one can still make observations happening at different points of spacetime, leading to the structure maps of a factorization algebra Obs
These are encoding the operator product of observables. We'll write the map
One has to further specify the relation between Obs cl and Obs q in the quantization process. Recall the usual deformation quantization problem that the observables of classical mechanics form a Poisson algebra, or a P 1 -algebra, (A, { , }) and we want to quantize it to obtain the observables of quantum mechanics realized as an associative algebra, or an
A as associative algebras and for a, b ∈ A, one has
Likewise, a quantization of
A and the induced bracket from the E 0 structure coincides with the given P 0 structure (for more detail and background, see [CG17, Chapter 2]).
Theorem 2.3 (Costello-Gwilliam). [CG17] For a classical field theory Obs
cl and a choice of BV quantization, there exists a factorization algebra Obs
is a quantization of the P 0 -algebra Obs cl (U ) in the above sense.
On constructs such a factorization algebra quantizing a classical field theory by studying the obstructiondeformation complex associated to the given action functional.
Remark 2.4. This theorem is formulated and proved in the context of perturbative field theory, which is why we have as a formal parameter as opposed to a number. Accordingly, what we write as EOM should be understood as a sheaf (on the spacetime manifold M ) of (−1)-shifted symplectic formal moduli spaces and Obs cl as a cosheaf of certain Chevalley-Eilenberg cochain complexes of L ∞ -algebras. Moreover, there are technical issues to be dealt with coming from the infinite-dimensionality of the spaces involved, which can be done by using the Wilsonian effective field theory philosophy and renormalization techniques following Costello [Cos11] . Now we want to understand some examples of factorization algebras.
The easiest class of examples is the class of locally constant factorization algebras. A factorization algebra F is called locally constant if, for every inclusion of disks D → D , the induced structure map F(D) → F(D ) is a quasi-isomorphism. A theorem due to Lurie [Lur09] classifies such factorization algebras.
Theorem 2.5 (Lurie) . A locally constant factorization algebra on R n has a natural structure of E n -algebra.
In particular, as the factorization algebra of a topological field theory is by definition locally constant, an ndimensional topological field theory yields an E n -algebra as its algebra of observables.
The formalism of factorization algebras can capture another interesting class of examples. If we have a factorization algebra F on C which is holomorphically translation-invariant, that is, we suppose that F(D(z, r)) F(D(0, r)) holds for all z ∈ C and r ∈ R >0 and that the vector field ∂ ∂z acts homotopically trivially on F, then under certain technical conditions the cohomology of F yields a vertex algebra (for more detail, see [Gwi12] and [CG16, Chapter 5]). For instance, nicely blending this framework with Gelfand-Kazhdan formal geometry, Gorbounov, Gwilliam, and Williams constructed a sheaf of vertex algebras known as chiral differential operators on X from the classical field theory data of the curved βγ-system with target X [GGW16] .
Functorial Field Theories
An alternative approach to the formalisation of quantum field theory is given by generalizing the Schrödinger picture of quantum mechanics, where we have the Hilbert space and time evolution operator as the main characters, by identifying quantum mechanics as the one-dimensional case of quantum field theory. That is, one assigns to a codimension one submanifold of spacetime its space of states, and to a bordism between such submanifolds the time evolution operator. Realizing the idea rigorously in complete generality is a daunting task, but there have been extensive developments for those theories that depend only on the topology of the spacetime: a definition of functorial TQFT was first proposed by Atiyah [Ati88] , following Segal's study on conformal field theory [Seg88] , and later extended to incorporate boundary conditions for states along codimension two manifolds and to higher order boundary conditions, notably by Lurie [Lur09] following ideas developed by Freed, Quinn [FQ93, Fre93, Fre94] and Baez-Dolan [BD95] .
We'll consider the following definition of an n-dimensional functorial TQFT incorporating categories of boundary conditions: Remark 2.7. The cobordism hypothesis as formulated by Lurie [Lur09] says in particular that in the case where n = 2, a (framed) 2-extended TQFT is completely determined by the category assigned to the point, which is necessarily 2-dualizable -it has left and right duals and the evaluation and coevaluation morphisms have left and right adjoints. It is possible to weaken this notion to that of a "non-compact" field theory, where one restricts to bordisms with non-empty incoming boundary in every connected component. Such theories correspond instead to Calabi-Yau categories (see Costello [Cos07] and Lurie [Lur09, Section 4.2]).
Remark 2.8. It will be useful to briefly recall the motivation for this functorial definition. First of all, according to this motivation, an n-dimensional TQFT Z assigns to a closed (n − 1)-manifold M a cochain complex 2 which we regard as the space of quantum states on M . Now, the claim is that for a closed (n − 2)-manifold Y , the assigned dg category Z(Y ) can naturally be interpreted as the category of boundary conditions along Y . In order to justify this, note that for a spacetime of form M = Y × [0, 1], one cannot make sense of Z(M ) directly as the cochain complex of quantum states on M as M is not closed, but it does admit an interpretation as the space of quantum states on M that satisfy boundary conditions along the two boundary components Y × {0} and Y × {1}. Namely, for such a pair of boundary conditions F 1 and F 2 (i.e. objects of the category Z(Y )), the space of compatible quantum states, which we write as H F1,F2 := Hom Z(Y ) (F 1 , F 2 ), is a cochain complex. Moreover, the composition map H F1,F2 ⊗ H F2,F3 → H F1,F3 , which is a cochain map by the axioms defining a dg category, tells us how to glue a state in H F1,F2 and a state in H F2,F3 together to obtain a state on the manifold Y × [0, 2] satisfying boundary conditions F 1 and F 3 , using the fact that the spaces of states on Y × [0, 1] and on Y × [0, 2] are canonically equivalent in a TQFT. Furthermore, the axioms tell us that in each space of states H F1,F1 there's a "unit state", so that gluing it onto a state in H F1,F2 has no effect.
Example 2.9. Consider a specific 2-dimensional quantum field theory: the B-model with the target X a CalabiYau manifold. A standard model for the category of boundary conditions in the B-model is Z(pt) = Coh(X) -the derived category of coherent sheaves on X [Sha99] . The cochain complex of quantum states on an interval I with boundary conditions F 1 , F 2 ∈ Coh(X) is H F1,F2 = Hom(F 1 , F 2 ). This is also known as the space of open string states with the given boundary conditions.
In particular we can consider the category such a functorial TQFT assigns to the (n − 2)-sphere. This category Z(S n−2 ) is an E n−1 -algebra object in dgCat by applying the functor to n-dimensional pairs of pants. To be more explicit, consider an (
, where B r (x) is an (n − 1)-dimensional ball of radius r around the point x ∈ R n−1 and ε is sufficiently small. By definition, it defines a functor
As the definition of this functor depended on a point in a configuration space of (n − 1)-balls, we obtain a E n−1 -algebra structure. We call the E n−1 -monoidal category L = Z(S n−2 ) the category of line operators of the theory Z.
One important feature possessed by the line operators is that they act on the category of boundary conditions along an (n−2)-manifold Y . Indeed, the bordism (
, where Fun(C, C) is the category of functors from C to itself with the composition monoidal structure. Indeed, the embedding of the ball B ε (y, t) into Y × [0, 1] picks out a particular E 1 -category, i.e. monoidal category, structure on L in the direction of [0, 1] so that Z(Y ) is made into a module for L as a monoidal category.
Remark 2.10. The category of line operators can become interesting for n ≥ 3; if n = 2, the monoidal action just amounts to id :
An even more fundamental feature of a quantum field theory is its the algebra of local operators. The local operators in a TQFT Z are elements of the cochain complex Z(S n−1 ). By n-dimensional bordisms analogous to those we used to define the E n−1 structure on the category of line operators, this complex becomes an E n -algebra.
In the case n = 2, there is a whistle (open-closed) bordism from S 1 to I: for any choice of a boundary condition, say B ∈ Z(pt), the whistle gives rise to a morphism Z(S 1 ) → Hom Z(pt) (B, B). Then, in arbitrary dimension, the product of the whistle with an (n − 2)-manifold Y gives a morphism
Composing with the complement of a point {0} × {y} ∈ B 2 × Y understood as a bordism from S n−1
to S 1 × Y , an n-dimensional TQFT provides us with an operator of the form
for each choice of a point y ∈ Y and a boundary condition F along Y . This makes the space Hom Z(Y ) (F, F) into a module for Z(S n−1 ). The physical interpretation of this structure is that the local operators in the bulk theory, i.e. operators supported away from the boundary, act on states on Y × [0, 1] satisfying a fixed boundary condition without altering it. From the construction, the action is through a particular E 2 -algebra structure which a priori depends on the choice y ∈ Y .
Remark 2.11. This is a heuristic remark. Given the monoidal category of line operators
is the algebra of local operators living on the line operator L. In particular, for the trivial line operator 1 ∈ L, which corresponds to the unit object of the monoidal category L, one obtains End L (1, 1), which is understood as the algebra of local operators without any restriction. In other words, one expects
since the (n − 1)-ball B n−1 as a bordism from the empty set to S n−2 is thought of as corresponding to the unit object of L. In this sense, the category of line operators in TQFT "knows about" the algebra of local operators in the theory.
Finally let us explain one perspective on functorial field theory from the perspective of the classical BV formalism (not the only possible perspective, we should mention for instance the work of Cattaneo, Mnëv, and Reshetikhin [CMR15] , which takes a different point of view). In one sentence, one obtains a functorial field theory through (categorified) geometric quantization.
Recall that in the classical BV formalism for a codimension 1 submanifold, we would obtain a (0-shifted) symplectic structure, as expected for a phase space. The Hilbert space is given by the geometric quantization of this space. Geometric quantization is not well-defined in this generality, and without specifying additional data, but when EOM(N ) = T * X N is the cotangent bundle it admits a canonical geometric quantization by O(X N ). Similarly, for a codimension 2 manifold Y , if we had EOM(Y ) = T * [1]X Y , then its categorified geometric quantization can be taken to be Coh(X Y ), or better, its ind-completion IndCoh(X Y ) as the Hilbert category (see Wallbridge [Wal16] , and Calaque [Cal15] in the case of AKSZ type theories with Betti source).
Example 2.12 (B-model). Recall that B-model with target Calabi-Yau variety X is described by EOM
, where LX is the derived loop space: the derived fiber product X × X×X X. The Hilbert space is given by its geometric quantization, which is O(LX) = PV(X), the algebra of polyvector fields on X. For a codimension 2 manifold pt, we have EOM B (pt) = T * form [1]X which yields Z(pt) = Coh(X). Note that by the cobordism hypothesis Z(pt) determines Z(S 1 ) = HC • (X) as the Hochschild cochains, but the formality identifies it with the Hilbert space PV(X) we computed in a different way. This example explains the fundamental relationships between loop spaces, polyvector fields, and Hochschild (co)chains in terms of physics.
Remark 2.13. While this is the most convenient formalism in which to understand the category of boundary conditions and the action of Z(S n−1 ) on it, we'll principally use the factorization algebra formalism for our examples. The reason is that this formalism is not general enough to capture the Kapustin-Witten twisted theories. For instance, the category IndCoh(Flat G (C)) is not 2-dualizable -or even Calabi-Yau -because Flat G (C) is neither smooth nor proper. Therefore it doesn't generate a fully extended 2d TQFT, or even a non-compact TQFT. Perhaps more profoundly the Kapustin-Witten theories depend, even at the classical level, on a choice of complex structure (that is, the dependence on the source is not Betti). Even if one manages to define a sense in which 2d extended theory which assigns IndCoh(Flat G (C)) or D(Bun G (C)) to the point, the theory one obtains will be sensitive to the choice of complex structure on the curve C.
Comparisons for Topological Field Theory
Now we would like to compare the two formalisms for topological field theory starting from the Lagrangian data defining a classical field theory. An issue is that for constructing a functorial field theory it is essential to have a nonperturbative description of the moduli space of solutions to the classical equations of motion, whereas the formalism of factorization algebras has been developed only within the context of perturbative field theory. However, we claim that in the context of topological field theories, one can indeed find a shortcut for constructing nonperturbative quantizations in the context of factorization algebras.
We compare the two perspectives using the state-operator correspondence. The idea is that for an n-dimensional classical topological field theory on M , its associated functorial field theory Z : Bord n → Vect n and factorization algebra Obs q satisfy the relation Obs q (U ) Z(∂U ) for an open set U of M , understood as an n-manifold. In order ro say something more precise we will recall the following general definition following Costello and Gwilliam [CG16, Section 4.9]. Definition 2.14. Let Obs q be a translation-invariant factorization algebra on R n , over a ring R (for instance,
For a topological field theory one can model R n as an open ball B n . As Z(S n−1 ) is the space of states on S n−1 (which we imagine to be of infinite radius as we are working in a topological theory), a more natural identification would be Obs
On the other hand, the space of states is a Hilbert space and in the topological field theory, it is finite-dimensional, which allows us to choose an identification Obs q (U ) Z(∂U ).
Having this in mind, let us discuss what we should do for finding local quantum observables starting from the data of a nonperturbative classical field theory U → EOM(U ). The space of classical local observables is just the space of functions on the global moduli space EOM(R n ), which forms a P 0 -factorization algebra. If it is an n-dimensional topological field theory, then its factorization structure is that of an E n -algebra from the local constancy. From the Poisson additivity result P 0 ⊗ E n = P n (first announced by Rozenblyum, but not yet publically available -a different proof is due to Safronov [Saf16] ), this structure can be described by a P n -algebra. Now the process of BV quantization promotes the P 0 -algebra structure on Obs cl (U ) to an E 0 -algebra structure on Obs q (U ) for each open set U ⊂ M . Accordingly, for an n-dimensional topological field theory, from the Dunn additivity result E 0 ⊗ E n = E n [Dun88, Lur14] , the factorization algebra is described by an E n -algebra. Conceptually speaking, this E n -algebra structure is the one coming from the identification Z(S n−1 )
n is an n-ball.
Here an E n -algebra is a homotopy commutative algebra parametrized by configurations of n-disks. In particular an E 1 -algebra is a (homotopy) associative algebra, also known as an A ∞ -algebra. On the other hand, E n -algebras are commutative up to homotopy for n ≥ 2; there is a sense that E n -algebra becomes more and more commutative as n gets larger. Taking the cohomology of an E n -algebra always gives a commutative algebra.
In this sense, one should be able to translate a BV quantization problem for (nonperturbative) n-dimensional topological field theory just from the quantization problem going from a P n -algebra to an E n -algebra. In order to elucidate this translation, let us try to discuss their relationship.
For an E n -algebra A, by definition we have a map Emb( I B n , B n ) × A I → A. For I = {1, 2}, we have a map
by considering the first disk fixed at the origin. This gives a map S n−1 × A 2 → A. Taking cohomology, we get a map H
•
Theorem 2.15 (Cohen [Coh76] ). Let A be an E n -algebra. Then the above map on H
Surprisingly, this process of going from an E n -algebra to a P n -algebra by taking cohomology doesn't lose any information for n ≥ 2. This is articulated by the following formality result of the E n operad. Here C En+1 (X) is the E n+1 -Hochschild cochain complex, which is an E n+2 -algebra, and hence C En+1 [n + 1] has the structure of a dg Lie algebra controlling the deformations of the E n+1 -algebra structure on A. For the right-hand side, an n-shifted symplectic structure on X defines an n-shifted Poisson structure on O(X), or a P n+1 -algebra, understood as an element of Pol(X, n) = O(T * [n + 1]X), which itself is a P n+2 -algebra and hence Pol(X, n)[n + 1] has the structure of a dg Lie algebra controlling the deformations of P n+1 -algebra structure on A.
By a choice of the formality isomorphism, an E n+1 -algebra structure on A can be encoded by the P n+1 -algebra structure on H
• (A). In particular, given an P n+1 -algebra, if it does not admit any deformations as P n+1 -algebra, then it doesn't admit any E n+1 -algebra deformations either, so the desired E n+1 -algebra structure is necessarily the trivial one coming from the commutative algebra stucture.
One upshot of this argument is that if one is given an E n+1 -algebra Auantizing a P n+1 -algebra A cl which does not admit any P n+1 -algebra deformations, then as commutative algebras, H
• (A q ) and A cl are necessarily equivalent.
Example 2.17 (Quantum mechanics and deformation quantization). Observables of (not necessarily topological) classical mechanics form a locally constant P 0 -factorization algebra on the real line, which yield an E 1 -algebra in P 0 -algebras. By the Poisson additivity theorem, this is a P 1 -algebra or an ordinary Poisson algebra. The deformation quantization problem asks if one can promote this to the algebra of observables in quantum mechanics, which is an associative algebra, or E 1 -algebra. The formality isomorphism in this case realizes the identification between deformations of P 1 -algebras and E 1 -algebras. In other words, whenever we have a P 1 -algebra, it corresponds to a E 1 -algebra upon choice of the formality isomorphism, which proves the deformation quantization. Indeed, this is the strategy exploited in Tamarkin's fundamental work [Tam98] .
In sum, from the data of a classical field theory U → EOM(U ), we can construct the algebra of local operators as well as the category of boundary conditions. That is, functions on EOM(pt) form a P n -algebra and its quantization forms an E n -algebra capturing the factorization algebra structure of local quantum observables. In codimension 2, EOM(Y n−2 ) is 1-shifted symplectic, and we obtain the category of boundary conditions by categorified geometric quantization (in suitable examples). Our main examples -topologically twisted N = 4 super Yang-Mills -yield examples of categories with E 2 -algebra actions by exactly this procedure.
Support Conditions in dg Categories
In this section we'll recall some of the main constructions in the work of Benson, Iyengar, and Krause [BIK08] and of Arinkin and Gaitsgory [AG15] . We'll explain what it means for an E 2 -algebra to act on a dg category, and how to think about the support of an object. We'll begin by recalling some facts about Hochschild cochains which will be useful for our definitions, introduce the notion of support, and finally explain Arinkin-Gaitsgory's notion of the scheme of singularities of a derived stack.
Singular Support Conditions
We'll begin by recalling the construction of the Hochschild cochains of a dg category following [AG15, Appendix E].
Proposition 2.18. There is an adjunction
, and where -as a dg category -
The additional product on the E 1 -algebra End L (1 L ) is inherited from the monoidal structure on L. Indeed, as Arinkin and Gaitsgory explain, the above adjunction should be thought of as a specific example of an adjunction that makes sense internally in any ∞-category, applied here internally to E 1 -algebras. Using this adjunction we can define Hochschild cochains as an E 2 -algebra.
Definition 2.19. The Hochschild cochains HC
• (C) of a dg category C are the E 2 -algebra R(End dgCat cont (C)) obtained from Proposition 2.18 -that is, the algebra End End dgCat cont (C) (id C ). The cohomology of this E 2 -algebra is the Hochschild cohomology HH
• (C) of C.
For the rest of this section, C will denote a dg category, and A will denote an E 2 -algebra. Proof. Given any monoidal dg category L the counit of the adjunction from 2.18 is a monoidal functor
Consider L = End dgCat cont (C).
From this point of view, an alternative characterization of the action of A on C is as an
We can use this to give a suitable definition of support conditions for a dg category. In what follows we'll write H 2• (A) for the even cohomology of A viewed as a commutative algebra upon forgetting the grading. In particular, after passing to the even cohomology we can ignore the superscript "op". Remark 2.24. We define restriction in terms of the set-theoretic support, but in principle we could equally well consider a stricter notion where we restrict the scheme-theoretic support of modules. This scheme-theoretic notion, however, does not appear to produce non-trivial restricted categories in natural examples: see Remark 2.39 for a more detailed discussion. One could define more general support conditions by taking the scheme-theoretic support conditions with respect to ideals which are not maximal, having the effect of allowing deformations in some but not all derived directions. While this may be mathematically interesting in some examples, we don't currently have a physically meaningful reason to consider such constructions. The restriction to Y is a full subcategory of C -we think of it as follows. The Hochschild cohomology HH • (C) maps to the endomorphism algebra End Ho(C) (c) for each object c in C and its image in the homotopy category which we'll abuse notation to write as c ∈ Ho(C). By the universal property of Hochschild cochains -where A is an E 2 -algebra acting on C-we obtain a map H 2• (A) → HH • (C). Then the restricted category is the full subcategory spanned by objects c such that End Ho(C) (c) has support in Y with respect to the composition. Now, let's consider the special case where C = IndCoh(X) for a derived stack X. We'll take the universal E 2 -algebra acting on IndCoh(X), namely A = HC
• (IndCoh(X)) -the Hochschild cochains of the category IndCoh(X). As we discuss below, the singular support of a sheaf on X is essentially going to be the support with respect to the action of the even Hochschild cohomology.
Remark 2.27. From now on, when X is a derived stack we'll simply write HC
• (X) for the Hochschild cochain complex HC
• (IndCoh(X)).
There's a natural interpretation of the even Hochschild cohomology of a derived stack X in terms of the geometry of the shifted cotangent space of X up to degree shifting. Let us first introduce the relevant geometric object.
Definition 2.28. The scheme of singularities Sing(X) of X is the classical truncation of the (−1)-shifted cotangent space, that is, Sing(X) :
While this definition makes sense generally, it's most interesting in the situation where X is quasi-smooth. A derived stack X is called quasi-smooth if its tangent complex is concentrated in degrees ≤ 1. In this case, one can write Sing(X) = Spec X cl Sym(H 0 (T X [1])) and there is a natural projection map Sing(X) → X.
As mentioned, the Hochschild cochains of X are closely connected to its shifted cotangent space, which -we'll see -introduces a connection between the even Hochschild cohomology and the scheme of singularities. We'll make a construction for affine derived schemes and then extend it to derived stacks using an atlas. The following is a version of the HKR theorem.
Lemma 2.29 ( [AG15, Corollary G.2.7])
. If Z is an eventually coconnective affine derived scheme then there is a canonical isomorphism of associative algebras
from the derived global sections of the universal enveloping algebra of the Lie algebra object T Z [−1] to the Hochschild cochains of Z.
This induces, for any (eventually coconnective) affine derived scheme Z, an isomorphism Now, suppose X is a quasi-smooth derived stack. We can define the singular support of a sheaf F ∈ IndCoh(X) using a smooth atlas of affine derived schemes.
Definition 2.31. If Y is a closed subspace of Sing(X), we define the category IndCoh Y (X) to be the limit
over smooth maps from affine derived schemes to X. Here the inclusion Y → Sing(X) defines a map Y → X since X is quasi-smooth.
Singular Support for Global Complete Intersection Stacks
In this section we'll review some results of Arinkin and Gaitsgory about singular support for a special sort of stack which is amenable to computation. This material closely follows [AG15, Section 9] but we include it here for ease of reference and for the sake of including a slight modification that will be important in Section 3.4: the inclusion of a formal invertible degree 2 parameter. We'll endeavour to keep our notation consistent with the notation used by Arinkin and Gaitsgory.
Definition 2.32. A derived stack Z is a global complete intersection if it can be obtained as a fiber product of smooth stacks
where X → V is a section of a smooth schematic map V → X . One can associate to such a global complete intersection a pair of groupoids, namely G Z/U := Z × U Z as a derived group scheme over Z and G X /V := X × V X , a derived group scheme over X .
According to [AG15, Section 9.2], in this context we can understand singular support conditions for IndCoh(Z) in terms of an action of the monoidal category IndCoh(G X /V ). Indeed, the groupoid G Z/U acts on Z, and so the category IndCoh(Z) is a module over the monoidal category IndCoh(G Z/U ). There's a natural monoidal pullback functor
which makes IndCoh(Z) into a module over IndCoh(G X /V ) ⊗ IndCoh(X ) IndCoh(U), or indeed over IndCoh(G X /V ). In order to understand singular support in terms of this action, we first identify the category on the left hand side as
By [AG15, Lemma 9.2.6] the category IndCoh Y (Z) is equivalent to the restricted category
where f : Sing(Z) → Sing(G X /V × X U) ∼ = V * × X U is the morphism obtained by first embedding Sing(Z) into V * × X Z and then composing with the defining map Z → U. We'll want a slightly modified version of this statement.
Let t be a degree 2 parameter, and write IndCoh(Z)((t)) for the tensor product IndCoh(Z) ⊗ C((t))-mod. We'll describe the restricted category IndCoh Y ((t)) (Z)((t)) associated to a closed subset Y ⊆ Sing(Z), given by restricting to the closed subset generated by Y under the action of C((t)). This restriction is defined as follows.
Definition 2.33. If Z is a quasi-smooth affine derived scheme we define IndCoh Y ((t)) (Z)((t)) to be the restriction of IndCoh(Z)((t)) with respect to the ideal I Y ((t)) in O(Sing(Z))((t)) generated by I Y under the C((t)) action, using the natural composite morphism
We'll often refer heuristically to the "closed set Y ((t))" even though this does not literally make sense since C((t)) is not connective. If Z is a more general quasi-smooth derived stack we define IndCoh Y ((t)) (Z)((t)) as the limit
over smooth affine charts Z → Z.
Remark 2.34. In Arinkin and Gaitsgory's setup the supports of objects are necessarily conical (i.e. C × -invariant). As we mentioned above in Remark 2.23 this is because HH 2• (Z) is naturally a graded object and it's important to remember that grading, and consider only homogeneous ideals. Upon introducing the parameter t this still applies, but now C × acts not only on the Hochschild cohomology HH 2• (Z) but also on the parameter t with weight 2.
This means that we can consider support conditions for any conical subset of Sing(Z)((t)) (speaking heuristically -more precisely we work with a smooth affine cover and locally specify homogenous ideals in O(Sing(Z))((t))), and one can obtain such a subset from any closed subset of the classical scheme of singularities Y ⊆ Sing(Z) provided C × acts with even weights. Indeed, let A be a dg commutative algebra with C × -action and an ideal I, and choose generators {a i } where a i has weight 2w i . Embed A into A((t)) by sending a i to the weight zero element a i t −wi . The image of I under this map is C × -invariant, or equivalently generates a homogenous ideal in A((t)). This ideal recovers I when we set the parameter t to 1.
The restricted categories we obtain by this procedure are somewhat more general than the restrictions to closed sets Y ((t)) described above. However, using the modified embedding A → A((t)) giving the generators weight zero -in the case of singular support a modified embedding O(Sing(Z)) → O(Sing(Z))((t)) -we can make our homogeneous ideals into ideals of the form I Y ((t)), and therefore find ourselves in the situation described in Definition 2.33 once more. Essentially, we modified the action of the algebra O(Sing(Z))((t)) using an automorphism that becomes trivial after composition with the evaluation map t → 1.
Having set up the basic definitions, we claim that there is an equivalence
This is proven in exactly the same way as [AG15, Lemma 9.2.6]. As they argue, it suffices to prove the claim in the case where Z is affine. This argument is not affected by the introduction of the parameter t since the descent takes place independently of this parameter (heuristically we're performing descent for maps Z × Spec C((t)) → Z × Spec C((t)) which are constant in the second factor). The embedding f :
(U) → O(Sing(Z))((t)).
We then note that the triangle
defined using this map and the action of IndCoh(G X /V × U)((t)) on IndCoh(Z)((t)) commutes. This implies the claim that we want since we can equivalently take the restriction to f −1 (Y )((t)) with respect to the O(Sing(Z))((t))-action, or the restriction to its preimage under f * , i.e. the restriction to f (f −1 (Y ))((t)) = Y ((t)) with respect to the Sym(V )((t)) ⊗ O(U)-action.
In particular, suppose Y ⊆ V * × X Z is a subset of the form Y × X Z for some closed subset Y ⊆ V * . Then according to [AG15, Proposition 8.4 .14] there is an equivalence
We can make the same argument identically including the parameter t in order to say that there is an equivalence
The upshot of all this is that if Y ⊆ Sing(Z) is a closed subset of the form f −1 ( Y × X U) then we can understand the restricted category IndCoh Y ((t)) (Z)((t)) as the restriction along Y ((t)) of IndCoh(Z)((t)) with respect to the action of IndCoh(G X /V )((t)). Even better, by Koszul duality we can identify IndCoh(G X /V ) with the category HC(X /V) op -mod and thus [AG15, Corollary 9.
1.7] we are able to identify IndCoh Y ((t)) (Z)((t)) as the restriction along Y ((t)) of IndCoh(Z)((t)) with respect to the action of HC(X /V)((t))
op -mod. Specifically here we're using Koszul duality before taking the tensor product with C((t))-mod; it's still true that this induces an equivalence of categories
with specified support conditions. It suffices to check this smoothly locally, so we can assume X is affine in which case it follows from commutativity of the triangle (*).
We can summarize the result we'll need -whose proof we described above -as follows.
Proposition 2.35. If Y ⊆ Sing(Z) is a closed subset of the form f
−1 ( Y × X U), then
there is a canonical equivalence IndCoh Y ((t)) (Z)((t)) ∼ = IndCoh(Z)((t)) ⊗ HC(X /V)((t)) op -mod HC(X /V)((t))
op -mod Y ((t)) , where the category HC(X /V) op -mod acts on IndCoh(Z) by first using Koszul duality to identify it with the category IndCoh(G X /V ), then using the monoidal functor
to define an action of IndCoh(G X /V ) on IndCoh(Z).
Restriction to a Vacuum
Compatibility with a Vacuum in the Factorization Algebra Context
In the functorial context, the notion of boundary conditions admits a precise mathematical model if one is genuinely working in a purely topological theory. However, many theories that one wishes to study in practice are not actually topological in the sense of Atiyah-Segal. For instance, an n-dimensional topological quantum field theory in the sense of Atiyah-Segal would assign a number as a partition function to an n-dimensional closed manifold, but in general there is not sufficient data to produce a number unless we first choose a vacuum state. Accordingly, once we make a choice of vacuum state then only the boundary conditions compatible with the choice would be relevant, leading to a more refined category of boundary conditions. The connections to geometric representation theory that we have in mind can be captured by the following slogan:
Support conditions for categories of boundary conditions in a TQFT arise by demanding compatibility with a choice of vacuum state.
To put it another way, our main aim in this paper is to explain a physical motivation for certain kinds of condition that one can impose whenever one interprets a category as the category of boundary conditions in a TQFT. This will have nontrivial content because not every TQFT arising in physics is of Atiyah-Segal type: we will make the idea more precise. In this subsection we'll describe the notion of a "vacuum state" in a TQFT. In the following subsection we'll observe that in a genuine 2-extended TQFT this notion is not very interesting, because the moduli of vacua is necessarily discrete.
Let A = Obs q (R n ) be a locally constant factorization algebra on R n , or equivalently an E n -algebra. Let B be a dg category such that A acts on B, i.e. there exists an E 2 -algebra map A op → HC • (B). We'll usually construct such a setup by quantizing a classical field theory: A will quantize the local classical observables and B will arise by categorical geometric quantization. That is, B will be a category quantizing L, where L → EOM(Y ) is a chosen Lagrangian in the space of solutions to the equations of motion on an (n − 2)-manifold Y . Often EOM(Y ) will be a 1-shifted cotangent bundle T * [1]X , and there's a natural choice of Lagrangian given by the zero-section X so that B = IndCoh(X ); in particular this will be the case for our B-twisted theory.
We begin by introducing the moduli space of vacua -the universal space with an action of the algebra of local observables.
Definition 2.36. Recall from Definition 2.14 that the space of states in a quantum field theory is the space of functionals φ : Obs q (B n ) → R. A state φ is called a vacuum state if it is translation invariant and satisfies the cluster decomposition property. That is, for all local observables O 1 on B r1 (0) and O 2 on B r2 (0), we have
where τ x denotes the translation of an observable by x ∈ R n . In the case where our theory is topological the condition of translation invariance is automatic, and the cluster decomposition property simply says that φ induces a ring homomorphism from the cohomology of local observables to R, or equivalently a closed point in Spec of the cohomology of local observables. We broaden this definition slightly, and say that the moduli space V of vacua is the space Spec H
• (Obs q (B n )).
One can now define the restricted category H • (A)-mod {v} for a choice v ∈ V of vacuum following the formalism developed above, i.e. via Definition 2.25.
Definition 2.37. The restriction of the category B to a point v ∈ V is the tensor product B ⊗ A-mod A-mod v . As usual this can be thought of as the full subcategory of objects F ∈ B such that End B (F) is supported at v with respect to the action of A through Hochschild cohomology.
Remark 2.38. We motivate this definition in the following way. Objects in the restriction of the category B = B(Y ) of boundary conditions along Y at v are objects F of B so that End B (F) is supported at v, just as in the previous subsection. What does this mean from the point of view of vacua? Well, we should think of the space End B (F) as the phase space of our topological field theory coupled to the boundary condition F. Indeed, in general, the hom space Hom B (F 1 , F 2 ) can be interpreted as the space of states on a strip Y n−2 × [0, 1] with boundary conditions F 1 and F 2 on the two boundary components. In particular we obtain End B (F) by putting the boundary condition F at both boundary components. Alternatively (assuming we're working in a topological context) we can view this as the space of observables on Y times a half disk D = {(x, y) :
, with boundary condition F on the closed edge (see Figure 1 ). That these descriptions are equivalent is a version of the state-operator correspondence.
From this point of view there's clearly a map from the algebra A of observables in the bulk to the algebra End B (F) of observables in this coupled bulk-boundary system by the inclusion of those observables supported at a small ball in the interior of D × Y . In particular using this inclusion one can evaluate elements of End B (F) at vacua in V = Spec A. Thus, from this point of view, an object F survives the restriction if the bulk-boundary phase space End B (F) is supported at v, in other words if the bulk-boundary system is acted on non-trivially by those observables that only depend on a small neighborhood of v ∈ V. Then objects of the restricted category B v are those boundary conditions that can "see" the vacuum state v. Remark 2.39. From this physical point of view, using specifically a set-theoretic support condition to define compatibility with a vacuum is well-motivated. Since vacuum conditions involve an asymptotic constraint (the cluster decomposition property), it is natural to allow compatible boundary conditions to depend on an infinitesimal neighborhood of a fixed choice of vacuum state, which corresponds to fixing the support in the set-theoretic sense. Moreover, and from a purely mathematical perspective, if we had instead used a scheme-theoretical sup-port condition then the category of boundary conditions compatible with the vacuum often turns out to be trivial. We'll explain this in a family of examples in a way which we hope is suggestive of a more general story.
For simplicity we'll consider the case where A is a local ring, so Spec A consists of a single closed point (but of course is generally non-trivial as an affine scheme). For instance, consider the topological B-model with target a compact Calabi-Yau manifold X, so B = Coh(X) is the category of boundary conditions and A = HC
• (X) is a finite-dimensional but not semi-simple ring. Then the category of boundary conditions is always compatible with the unique choice of a vacuum by definition. On the other hand, to understand the meaning of being scheme-theoretically supported at the point, let us investigate the map HH 2 (Coh(X)) → Ext 2 Coh(X) (F, F) for F ∈ Coh(X) and try to see for which F this map vanishes. It is possible to proceed rigorously, but it will be enough to provide a heuristic, but conceptual, explanation for this remark.
If B is a dg category, there is an exact triangle 
; from the perspective of deformation theory, these terms correspond to a noncommutative deformation of O X , a complex structure deformation of X, and a gerbal deformation of Coh(X), respectively. Then the map HH 2 (X) → Ext 2 (F, F) would measure if for a given element of HH 2 (X), deforming a given category, the object F remains to be an object of the deformed category. In particular, looking for an object scheme-theoretically supported on the unique point amounts to finding F which survives for any such deformation of Coh(X), which is an extremely strong constraint.
For instance, consider a K3 surface X. No curve class survives a complex structure deformation. The structure sheaf doesn't survive a gerbal deformation. Finally, any sheaf on points does not survive a noncommutative deformation as the Weyl algebra doesn't admit a finite-dimensional representation. In sum, the category of boundary conditions on K3 surfaces scheme-theoretically supported on the unique point is trivial.
Remark 2.40. If the theory is semi-simple, which corresponds to the case where Spec A consists of a finite number of points, then one can decompose the category C into the corresponding finite number of simpler subcategories living over each vacuum. For instance, this happens when one considers the A-model or B-model with target a Fano manifold, or a Landau-Ginzburg theory. One can think of the subcategory as describing the category of boundary conditions in the IR limit with the given vacuum (for a related discussion and more for the example of Fukaya-Seidel type categories, one should refer to the work of Gaiotto, Moore, and Witten [GMW15] ).
Motivation from Functorial Field Theory
In this section we'll explain an alternative construction of the restricted category of boundary conditions in a topological field theory, from the functorial point of view. Given some assumptions on the compatibility between the algebraic and functorial perspectives on quantum field theory we expect this definition to be a special case of Definition 2.37 in a precise sense, but for the present work we won't need a precise result of this nature; this section should be thought of as providing additional motivation for our constructions.
Let Z be a 2-extended n-dimensional TQFT as defined in Section 2.1.3. If Z comes from the restriction of a fully extended TQFT then full dualizability forces the algebra Z(S n−1 ) to be finite-dimensional, and therefore to have discrete spectrum, but if we consider for instance a non-compact TQFT: one that is only defined on n-dimensional bordisms with non-empty outgoing boundary in each connected component, then this is no longer necessarily the case. In many interesting examples the spectrum of the algebra Z(S n−1 ) consists of a single point, but more generally we can try to investigate a procedure to restrict the theory Z at a point in this spectrum, thus splitting our topological field theory into sectors of this form.
More concretely, if we choose a compact (n − 2)-manifold Y we can consider the dimensional reduction of Z along Y , that is, the fully extended 2-dimensional TQFT Z Y defined by Z Y (X) = Z(Y × X). We can now consider the restrictions of this theory with respect to the action of Z(S n−1 ). As we discussed in Section 2.1.3 there is an E 2 -action of Z(S n−1 ) on the dg category Z(Y ), where the E n -algebra Z(S n−1 ) is broken down to E 2 by the reduction along the (n − 2)-manifold Y . We can therefore apply the definitions of Section 2.2, where now the role of the space of vacua is played by H 2• (Z(S n−1 )).
Definition 2.41. If v is a closed point in Spec H 2• (Z(S n−1 )), the space of boundary conditions along Y compatible with the point v is defined to be the restricted category Z(Y ) v .
As we noted above, in the fully extended context the algebra Z(S n−1 ) is finite-dimensional, so the moduli space H 2• (Z(S n−1 )) is always discrete. In a less extended context this needs no longer be true.
Remark 2.42. According to the state-operator correspondence, we anticipate an E n -equivalence between the algebra Z(S n−1 ) and the local quantum observables Obs q (B n ) from the factorization algebra point of view in any context where both can be defined (as discussed in Section 2.1.4). As such, the above definition should be viewed as a special case of the definitions of the previous section, in the case where we have a topological functorial description of our theory.
Remark 2.43. One can define these categories separately for each (n−2)-manifold Y ; it's natural to ask whether there's a restricted 2-extended n-dimensional functorial field theory Z v which assigns Z(Y ) v to each Y . We hope to return to this question in future work.
Vacua and Singular Supports
Having described the abstract idea of restriction to a vacuum in a few different ways, we'll explain how to implement the definition for our main example, which is the B-twisted N = 4 gauge theory we constructed in [EY15] . We'll comment on how the definitions work for the A-twisted theory, but there are still a number of unanswered questions that must be addressed before that example can be treated in depth.
Twisted N = 4 Gauge Theories
According to the definitions given in Section 2.3.1, we have to describe a locally constant factorization algebra of quantum observables, along with the category of boundary conditions on a curve C acted upon by the algebra of observables. We'll motivate these objects in the B-twisted theory using our construction of the classical B-twisted theory, along with some formality results specifying the quantization. The model we'll derive in this section will need a somewhat subtle correction, which we'll address in Section 3.4 below.
Let's begin by recalling what it means to twist a supersymmetric field theory, and our construction of the classical Kapustin-Witten twisted theories. Suppose we're given a perturbative classical field theory E with an action of the super group H = C × ΠC which we denote by (α, Q), where α denotes the action of C × and Q denotes the action of ΠC. Following Costello [Cos13] , we can give a construction of the twisted theory as a family of perturbative classical field theories parametrized by C((t)) -where t is a fermionic parameter of cohomological degree 1 -by
Here we note that E ΠC lives over the classifying stack B(ΠC), so it has the structure of a module over O(B(ΠC)) =
C[[t]].
Definition 3.1. The theory twisted by the action (α, Q) is the "generic fiber" of this C((t)) -family, that is, it's the space
C × of C × -invariants after inverting the formal parameter t, or heuristically restricting to the odd shifted formal punctured disk. Remark 3.2. We'll return to this definition in Section 3.4, when we discuss exactly how to think about the moduli space of vacua in such a twisted theory.
In [EY15] , we extended this definition to define twists globally, meaning twists of (−1)-shifted symplectic derived stacks with an action of the super group H. Using this extended definition, we calculated the following key examples.
Example 3.3. The holomorphically twisted N = 4 gauge theory on a smooth proper complex algebraic surface X has the following (−1)-shifted symplectic moduli stack of solutions to its equations of motion
where Higgs fer G (X) is the moduli stack of G-Higgs bundles on X where the Higgs field is fermionic: that is, the mapping stack Map(ΠT X, BG). There are two natural actions of the supergroup H on this moduli stack: C × acts on the Higgs field with weight one, and the supertranslation either acts on the base or the cotangent fiber. We proved that the corresponding global twists are given by
One can also compute the twist of the space of solutions to the equations of motion on a smooth proper curve C. The stacks that arise are now 1-shifted symplectic: one finds
One might note that the last identification can be further reduced to Bun G (C) dR since the tangent complex of a de Rham stack is always trivial. However, this above identification has nontrivial content since it extends to an identification compatible with the realization of the de Rham stack as a specialization of the Hodge stack; for a further discussion on this point see [EY15, Section 4.3].
Finally, one can compute the twists of the space of solutions to the equations of motion on a point. In this case one obtains 3-shifted symplectic stacks:
The latter statement follows because EOM
is the n th infinitesimal neighborhood of the origin, this moduli space is equivalent to
The factorization algebras of local observables are the P 4 -algebras of functions on these stacks. Note that
which is the same as O(EOM B,G (pt)) = O(h * [2]/W ) at the classical level. One might think of this as a coincidence since there is no reason to expect such an equivalence at the classical level. However, as we will see in Proposition 3.13 these algebras of local classical observables do not admit any quantum corrections, so in fact we have an equivalence between the algebras of quantum observables in the dual theories. Hence this equivalence should be thought of as part of the duality.
Moduli Space of Flat Bundles and Hecke Symmetry
In this section we'll recall some key properties of the derived stack Flat G (C) of flat G-bundles on a smooth complex curve C. In the local case, where we consider a formal bubble B = D D × D instead of C, we'll also recall the derived statement of the geometric Satake correspondence due to Bezrukavnikov and Finkelberg [BF08] . Our main reference will be Sections 10 to 12 of [AG15] .
Geometry of Flat G
We'll begin by describing the tangent and cotangent complexes of Flat G (C). Let Spec R be an affine derived scheme. The R-points of Flat G (C) are given by the space of algebraic G-bundles on Spec R × C with a partial flat connection in the direction of C. The tangent complex at such an R point (P, ∇) can be identified as the complex
where d ∇ is the covariant derivative in the direction of C. Similarly by Verdier duality in the direction of C, the cotangent complex can be described as
Since C is smooth and proper and BG is 2-shifted symplectic, the derived stack Flat G (C) is AKSZ 0-shifted symplectic. The shifted symplectic structure is easy to identify from this point of view: it's the isomorphism between the tangent and cotangent complexes induced from the Killing form isomorphism g ∼ = g * . We can also easily see the following, since for any R the cohomology of the tangent complex is concentrated in degrees less than or equal to 1. 
e. a G-bundle P on C × Spec R with a partial flat connection ∆ in the C direction -along with an element of H 1+k ∇ (Spec R × C; g * P ). If k = −1, this space is nothing but the scheme of singularities that we defined in Definition 2.28. The scheme of singularities of Flat G (C) has another name.
Definition 3.5. The space of Arthur parameters for the group G and curve C is the classical part of the shifted cotangent stack (
cl , whose R-points consist of a G bundle P on C × Spec R with a partial flat connection in the C direction and a flat section φ of the coadjoint bundle g * P . Remark 3.6. In the original Langlands program, Langlands reciprocity involves not just a Galois representation but also an action of the so-called "Arthur SL 2 ". The notation is supposed to be suggestive of this additional data, and Arinkin and Gaitsgory's formulation of the geometric Langlands conjecture is supposed to suggest restricting to a subspace of representations where the Arthur SL 2 acts in a particular way.
The refined statement of the geometric Langlands conjecture involves sheaves with singular support in the following substack of Arth G (C).
Definition 3.7. The global nilpotent cone is the subspace of Arth G (C) where the Arthur parameter φ is nilpotent. In other words, there is a map Arth G (C) → g * /G given by evaluating the flat section φ at a point x ∈ C, and one defines the global nilpotent cone as the fiber product
where Nilp is the nilpotent cone in g * .
Note that this is independent of the choice of a point x ∈ C as φ is a flat section.
We'll conclude this subsection by noting that Flat G (C) forms a global complete intersection stack as in Section 2.2.2. Consider the pullback diagram 
Geometric Satake Equivalence
This is one of the few parts of the paper where the group G and its Langlands dual group G ∨ can appear in the same expression. In our notation we'll usually just write G, and write G ∨ for the automorphic side (A-side), and G for the Galois side (B-side) only when they are compared. Note that this notation is in contrast to the choice most often appearing in the geometric Langlands literature, (for instance, [AG15, Section 12]), but we prefer this choice because of our extensive focus on the Galois side. 
Consider the affine Grassmannian Gr
There are some technical issues involved in working with D-modules on general infinite-dimensional spaces, but one can make sense of them in this case by writing the affine Grassmannian as an ind-finite type ind-scheme which is G(O x )-invariant at each level (for instance this guarantees that the spherical Hecke category is compactly generated).
For the naïve geometric Satake equivalence, we consider the heart Sph
♥ of the natural t-structure which is the abelian category of G(O x )-equivariant D-modules on Gr G,x . It is a theorem of Lusztig [Lus83] that the monoidal structure described above preserves the heart Sph ♥ G,x . The geometric Satake theorem in this context refers to the following fundamental theorem relating the group G and its Langlands dual group G ∨ .
Theorem 3.8 (Ginzburg [Gin95] , Mirkovic-Vilonen [MV07] ). There exists a canonical equivalence of monoidal categories Sat
However, one should not immediately try to promote this to an equivalence of derived categories. For the unit object δ 1 given by the delta function at 1 ∈ Gr G,x , one computes its endomorphisms in the derived category to be
On the other hand, since Rep(G) for a reductive group G is a semisimple category, one has Hom Rep(G) (1, 1) = C. Therefore in order to sensibly promote the geometric Satake equivalence to an equivalence of derived categories one needs to enhance the right-hand side, so that one has an equivalence encoding all the higher Ext information on the left-hand side.
In order to do that, it is convenient to renormalize Sph G,x . We consider the full subcategory Sph Here is what is called the derived geometric Satake equivalence.
Theorem 3.9 (Bezrukavnikov-Finkelberg [BF08] ). There is an equivalence of monoidal categories
The importance of these monoidal categories is that they act on the category on any curve C as follows. Let us explain this point for the Galois side (the corresponding action on the automorphic side is defined verbatim). If we choose a point x ∈ C, then there is a natural action of the monoidal category IndCoh(Flat G (B)) on the category IndCoh(Flat G (C)) by pull-tensor-push along the natural maps
all of which are induced from the natural inclusion maps (note that there are two different inclusion maps from
Remark 3.10. Indeed, this action preserves the subcategory IndCoh N G (Flat G (C)) ⊂ IndCoh(Flat G (C)) and one version of the geometric Langlands correspondence asserts an equivalence of two dg categories
as module categories over those monoidal categories.
Vacua for Twisted N = 4 Theories
Now we'd like to apply the constructions of Section 2.3 to examples modelling the Kapustin-Witten twisted 4d gauge theories described in Section 3.1. According to the recipe, we need to specify an E 4 -algebra A of 4d local observables and a dg category B with an action of A modelling boundary conditions along the curve C. We'll build this data starting from a dg category B quantizing the space of solutions EOM(C) along a curve in the twisted theory, which is a module for a monoidal dg category L quantizing the local space EOM(B), so that End L (1 L ) quantizes the factorization algebra of local classical observables.
For most of this section we'll focus on the B-twisted theory (we'll discuss what is known in the A-twisted case in Remark 3.26). Set
viewed as the (naïve) categorical geometric quantization of the moduli space EOM B (C) = T * form [1]Flat G (C) as discussed in Section 2.1.3. Likewise set L = IndCoh (Flat G (B) ), which acts on B after choosing a point x ∈ C as discussed above.
The action of L on B leads to a map of 
defined by evaluating the section at a point x in C to obtain an element of g * well-defined up to conjugation, where the degree −2 part of the cotangent fiber parametrizes sections of the coadjoint bundle.
Remark 3.12. The categories above, for instance B = IndCoh(Flat G (C)) are not 2-dualizable -or even CalabiYau -since the stack Flat G (C) is neither smooth nor proper. This forces us to use the factorization algebra model for restriction to a vacuum rather than the model coming from extended functorial field theory. One might imagine that these categories model extended 2d TQFTs which are non-compact in both directions as in Remark 2.7, but lacking a satisfactory formalism for such theories we won't attempt to take this point of view.
We need to quantize the P 4 -algebra of classical observables to an E 4 -algebra. We'll do this using a very simple example of a general body of theory about E n -deformations. We refer to Toën's ICM address [Toë14] and Francis [Fra13] Therefore by Theorem 2.16 and the discussion immediately following it, we should take A = O(h * [2]/W ) with the commutative algebra structure as the E 4 -algebra of quantum local observables of our theory. Before defining the restriction, however, we'll need to perform this calculation in a slightly more sophisticated fashion which remembers the origin of the theory in question as a topological twist.
Remark 3.14. There's a natural interpretation of this action in terms of the map from 4d local operators to 2d local operators (after compactification along C) for the B-twisted theory. Indeed, the classical B-twisted theory assigns to a closed curve C the 1-shifted symplectic stack T * [1]Flat G (C), or alternatively the (sheaf of) Flat G (C)), so this map is exact at the quantum level. We claim that this map is precisely the map into the Hochschild cohomology described above. Indeed, if we assume a state-operator correspondence then in the 2d theory obtained from reduction along C the local operators are precisely the Hochschild cochains of the category assigned to the point (since these are states on the circle with an appropriate framing).
Degree-Shifting Correction
Using this moduli space of vacua, we can finally connect compatibility with a vacuum and Arinkin-Gaitsgory's nilpotent singular support condition. However, in order to find a more general setting with which we can find some new structures on the geometric Langlands theory, we still need to modify this definition slightly. In fact, this modification is a meaningful process in a much bigger generality, but we mostly work with our main example.
In order to motivate this modification we'll return to the construction of the twisted theory. Recall that in the perturbative setting (and hence in the nonperturbative setting as well) we took C × -invariants of the family
built from the B-supercharge, where t is a fermionic parameter of degree 1. This process was taken as the definition of a twist; it picks out the B-twist as a well-defined theory. Based on this definition, we have seen that our moduli space of vacua is h * [2]/W , as opposed to the underived space h * /W physicists might more naturally consider. This is not a mistake, as our twisting process necessarily involves a meaningful degree shift; for instance, the correct cohomological grading of the Hochschild cohomology (or polyvector fields) as the local operators of the B-model topological open string theory is introduced precisely by the topological twisting construction for a 2-dimensional supersymmetric σ-model. Without this particular choice of C × -action, one would not obtain the usual cohomological grading.
On the other hand, it is possible to recover the space physicists think of as the moduli space of vacua. The point is that from the way physicists think about a twist, it is not necessary to take the C × -invariants for a particular choice of R-symmetry. Accordingly, we should keep track of the whole twisted family before taking C × -invariants. Indeed, because the family is locally constant in the t direction, everything is living over C((t)). For example, one has Obs
as the full algebra of quantum observables and one can similarly understand the full category of boundary conditions along C as
The action of local observables in this family is the same as in the previous section. That is, after choosing a point x ∈ C the spectral Hecke category L((t)) = IndCoh(Flat G (B))((t)) after adjoining the parameter t acts on B((t)) = IndCoh(Flat G (C))((t)), which induces a map from O(h * [2]/W )((t)) to the Hochschild cochains HC • (B((t))) by taking endomorphisms of the unit. Heuristically we can think of this as an evaluation map at the chosen point x. That is, there is an evaluation map
which induces algebra maps
where now s is a fermionic parameter of cohomological degree −2. As before we should only think of this description as a heuristic since we can't literally compare O(T * [1]X ) and HC • (X) when X is a stack and we don't have a version of the HKR theorem available. For a precise definition of the action of local observables we'll use the description via the action of the spectral Hecke category. 
is a "shifted fermionic formal punctured disk". Of course, this doesn't literally make sense because the algebra C((t)) is not connective and hence does not define an affine derived scheme. Nevertheless we think this is a useful perspective for understanding the twisting procedure -we think of the twist as the restriction of a family of theories over a shifted fermionic formal disk to the shifted fermionic formal punctured disk.
In order to reconnect with geometry and with the vacua story from Section 2.3 we'd like to replace our nonexistent space h * [2]/W × ΠD × 1 of twisted vacua with something more meaningful. The naïve thing to do from the point of view of the usual twisting story would be to take spec of the C × -invariants in our algebra of twisted local observables: in this case t has weight 1 and O(h * [2]/W ) has weight zero, so this recovers the naïve space h * [2]/W of vacua from the previous section. Another natural option is to make the following definition.
Definition 3.16. The refined space of vacua in a twisted field theory is the classical affine scheme
obtained by taking the degree zero part of the total algebra of twisted observables as a C((t))-module.
Figure 2: The refined moduli space of vacua V ref is viewed geometrically as the classical part of the thickened space V((t)) of twisted vacua. Here we've drawn V horizontally and the formal degree 2 direction vertically. We've indicated the closed subset v((t)) inside of V((t)) associated to a point v of V by a red dashed line. Fig. 2 this is the red point).
Remark 3.17. In the arguments we made in Section 2.2.2 the parameter t was a bosonic parameter of cohomological degree 2 rather than a fermionic parameter of cohomological degree 1. We can pass to this purely bosonic situation by taking the bosonic part of the algebra of twisted local operators. If t is fermionic of degree 1 then the bosonic part of O(h
) where now t 2 is a bosonic parameter of degree 2. From now on we'll restrict the action of the full algebra of twisted local operators to the action of its bosonic subalgebra, and we'll abuse notation by using t to denote a bosonic degree 2 parameter (so we'll call t what would've been t 2 in the notation above). Now, we can use the action of the algebra Obs q t (B 4 ) of twisted local observables on the category B((t)) of twisted boundary conditions to define the category compatible with a closed point v ∈ V ref in a natural way. However, one must take care: it's a somewhat subtle issue to define a subcategory of the usual category B of boundary condition compatible with a closed point in V ref .
The definition we'll give below will give a sensible dg subcategory of B((t)). To proceed further we'll use the following fact. Lemma 3.18. A cochain complex with an invertible degree 2 automorphism is equivalent to a Z/2-graded cochain complex.
Proof. A Z/2-graded cochain complex is equivalent to a 2-periodic complex, which in turn is equivalent to a complex with an invertible degree 2 automorphism.
Consequences
Gauge Symmetry Breaking Conjecture
We've argued that requiring compatibility with the vacuum 0 ∈ h * [2]/W in the B-twisted N = 4 theory naturally gives us the category IndCoh N G (Flat G (C)) considered by Arinkin and Gaitsgory and described the category of boundary conditions compatible with arbitrary vacuum v ∈ h * /W . However, the latter category is less geometric, possibly involving some Z/2-graded derived algebraic geometry, and it is natural to ask to find a more geometric description of the category in terms of Z-graded derived algebraic geometry.
We conjecture that there is a clean answer in terms of the usual objects appearing in the geometric Langlands theory, but with gauge symmetry broken to a Levi subgroup depending on v.
Conjecture 4.1. The category IndCoh Arth
, where L is the centralizer of its semisimple lift x in g * .
as a dg category with a geometric object N L , as one obtains the actual dg category with nilpotent singular support condition, whereas there's no immediate way to extract such a geometric object from IndCoh Arth v G (C)((t)) (Flat G (C))((t)). In this sense, the conjecture in particular tells us a way to find the restriction of the original category B at the refined vacuum v as a dg category. Note that this implies that the conjectural equivalence will not generally be C((t))-equivariant.
The idea of symmetry breaking according to the stratification of h * /W was previously described in classical N = 4 gauge theory in work of Balasubramanian [Bal16] in terms of the Higgs mechanism for the g R -valued scalars in the N = 4 vector multiplet (although rather than explicitly considering a twisted N = 4 theory he considers the untwisted theory in a certain subspace of the full space g 3 of untwisted vacua -the "aligned" vacua). Balasumramanian also discussed the geometry of this stratification and its preimage in the dual Lie algebra g * , and the correspondence between these strata under Langlands duality. It would be interesting to understand the precise connection between those results and the present work. There's a nice point of view motivating this conjecture coming from string theory in the case where G = GL n . In that case we view the space h * /W of vacua as the configuration space of n points in C. As mentioned in Remark 3.20, a string-theoretic origin for B-twisted N = 4 supersymmetric gauge theory for GL n is as the effective theory of n coincident D3 branes in a certain twist of type IIB string theory, with two direction left for D3 branes to move. Turning on a vev in h * /W corresponds to moving these n D3 branes away from the origin in this complex plane, which in particular breaks the gauge symmetry group to a Levi subgroup (which one depends on which branes are still coincident after this motion). Hence we expect that motion away from 0 in the moduli of vacua corresponds to this gauge symmetry breaking, motivating our conjecture at the level of categories of boundary conditions. In sum, one can say that both sides try to describe the situation for the same configuration of D branes, but IndCoh Arth v G (C)((t)) (Flat G (C))((t)) is from the point of view of moving branes from the original configuration, where one cannot geometrically capture the Z-grading any more, and IndCoh N L (Flat L (C))((t)) is from the point of view of static branes, where one thinks of the configuration as defining a single particular theory for which one can find a Z-grading.
From a different perspective, let's explain some mathematical evidence for this claim. To begin with, we'll explain what we can say for sure about the category restricted to v. By Theorem 3.24, we know that the restriction of the category B((t)) = IndCoh(Flat G (C))((t)) of twisted boundary conditions at the vacuum v is equivalent to the category IndCoh Arth v G (C)((t)) (Flat G (C))((t)) of sheaves with singular support in Arth v G (C). What isn't yet known is whether this category is equivalent to the category of sheaves with singular support in N L (after adjoining t). We have some geometric evidence for this conjecture however. We know that singular support is defined as support within the space of singularities, in this case Arth G (C). In fact the loci Arth Indeed, one can directly prove Conjecture 4.1 in the case of C = P 1 using this proposition. Let us first note a simple consequence of the proposition.
Corollary 4.5. There is an equivalence QC(g * /G)ṽ QC(l * /L) N L of categories of quasi-coherent sheaves on the coadjoint quotients for g and l supported on the orbitṽ and the nilpotent cone respectively.
To concretely see what is going on here, let's work out an example. Example 4.6. Suppose G = GL 2 so that we can write v = (x 1 , x 2 ).
• When x 1 = x 2 , we have L = G for which the corollary is a tautology.
• When x 1 = x 2 , we have L = H, the maximal torus. The corresponding orbitṽ is a hyperboloid with a transitive action of GL 2 ; as a stack this is isomorphic to {v}/ Stab(v) ∼ = BH. Likewise, the global nilpotent cone for the torus is just N H ∼ = BH. Their relative tangent complexes are both equivalent to h * ; This is immediate for h * /H since the adjoint H-action is trivial, and for g * /G it follows by considering deformations of the point v: the tangent complex T v,g * /G is equivalent to h[1] ⊕ h * .
In this example of the curve C = P 1 , since Flat G (C) g[−1]/G has no underived directions (i.e. trivial classical truncation) the degree shifting doesn't play any significant role. Then the desired equivalence would follow from Corollary 4.5, which up to this shift is the Koszul dual statement of Conjecture 4.1 for the curve P 1 . That is:
Corollary 4.7. Conjecture 4.1 holds for the curve C = P 1 . That is, there is an equivalence of categories
where L is the centralizer of its semisimple lift x in g * .
Proof. By Koszul duality we can identify IndCoh(Flat G (P 1 ))((t)) with QC(g * [2]/G)((t)). Singular support conditions for ind-coherent sheaves become ordinary support conditions under this identification, so it suffices to show that QC(g
or equivalently QC(g
which is just Corollary 4.5.
Remark 4.8. Arinkin and Gaitsgory motivated the choice of the nilpotent singular support condition in part by proving that the category of ind-coherent sheaves with nilpotent singular support was the minimal subcategory of IndCoh(Flat G (C)) where the pullback functors induced from the projection P → L from a parabolic subgroup to its Levi preserve compact objects. From the point of view of the geometric Langlands program this condition is important because one expects the geometric Langlands functor to commute with the so-called geometric Eisenstein series functors. If P ⊆ G is a parabolic subgroup with Levi L then the (spectral) geometric Eisenstein series functor Eis spec P is the pull-push functor p * q ! on ind-coherent sheaves induced from the span
This functor preserves the condition of having nilpotent singular support. One can define a pull-push functor of D-modules identically on the automorphic side, and the geometric Langlands equivalence is required to intertwine these functors (possibly up to tensoring with a line bundle).
It's natural to ask what the relationship is between the gauge symmetry breaking we've discussed here and these geometric Eisenstein series functors, since they both involve a relationship between the Arinkin-Gaitsgory category at a group G and a Levi subgroup L. Physically these two relationships have quite different origins: on the one hand by motion in the moduli of vacua and on the other by the existence of a parabolic domain wall 5 . Conjecture 4.1 implies that these two different notions will be compatible in the following sense. 5 We should remark that the question of why the relationship of boundary conditions on either side of these parabolic domain walls should be preserved by S-duality is beyond the scope of this paper. 
Factorization Conjecture
As a consequence of Conjecture 4.1, the geometric Langlands categories appear to admit an additional structure: that of factorization. For the gauge group G = GL n , since we can identify x ∈ h * /W as a point {x 1 , · · · , x n } in the n-th symmetric power Sym n (C) of C, the category of boundary conditions compatible with the vacuum x can be factorized as for every decomposition {x 1 , · · · , x n } = {x 1 , · · · , x m } {x m+1 , · · · , x n } with x i = x j for x i ∈ {x 1 , · · · , x m } and x j ∈ {x m+1 , · · · , x n }, which we denote by x 1···n = x 1···m x m+1···n .
In fact, by considering a system GL 1 → GL 2 → · · · → GL n → · · · over the base Sym(C) = n Sym n (C), we should be able to assemble the GL k geometric Langlands categories into a factorization category. Note that we obtain a factorization object with an additional grading: a family depending on the whole configuration space of C rather than depending just on the Ran space Ran(C), as discussed in [FS95] and more recently revisited from a different perspective by Mirković [Mir14] . Remark 4.10. As we discussed in Remark 3.20, a certain twist of type IIB string theory on the background T * X × C for a complex surface X with n D3 branes along X × {x 1 , · · · , x n } is responsible for the B-twisted supersymmetric gauge theory with gauge group GL n . Therefore, the belief that the categorical geometric Langlands correspondence factorizes in the above sense corresponds to the motion of configurations of D3 branes in its string theoretic origin. The idea that one considers varying number of D branes is natural from the string theoretic point of view, because D branes are dynamic objects and in particular once we introduce D branes to the stage, the most natural thing to do is to let the number of them vary without any restriction, leading to our configuration. The idea that the resulting category of boundary conditions for the worldvolume theory should admit a factorization structure coming from vacuum compatibility seems new even in the physics literature, as far as we are aware.
In order to formulate a precise conjecture, we'll keep the technical details manageable by first thinking of the geometric Langlands categories after composition with the map Sym(C) → Ran(C) and second by considering an algebraic rather than categorical version of the statement by taking Hochschild cochains of the categories to obtain bona fide factorization algebras.
