Abstract-Wavelets are ill-suited to represent oscillatory patterns: rapid variations of intensity can only be described by the small scale wavelet coefficients, which are often quantized to zero, even at high bit rates. Our goal in this paper is to provide a fast numerical implementation of the best wavelet packet algorithm [1] in order to demonstrate that an advantage can be gained by constructing a basis adapted to a target image. Emphasis in this paper has been placed on developing algorithms that are computationally efficient. We developed a new fast two-dimensional (2-D) convolution-decimation algorithm with factorized nonseparable 2-D filters. The algorithm is four times faster than a standard convolution-decimation. An extensive evaluation of the algorithm was performed on a large class of textured images. Because of its ability to reproduce textures so well, the wavelet packet coder significantly out performs one of the best wavelet coder [2] on images such as Barbara and fingerprints, both visually and in term of PSNR.
I. INTRODUCTION
W AVELETS with many vanishing moments are very effective for coding piece-wise smooth images [2] - [4] . Wavelets, however, are ill suited to represent oscillatory patterns. Oscillatory variations of intensity can only be described by the small scale wavelet coefficients. Unfortunately, those small scale coefficients carry very little energy, and are often quantized to zero, even at high bit rates. Fingerprints, or seismic signals are few examples of non-wavelet-friendly signals. Much larger libraries of functions, called wavelet packets, have been constructed [1] to address this problem. Because the collection of wavelet packets is overcomplete (there are many more basis functions than the dimension of the input space) one can construct a basis that is fitted for a target image (or for a class of images). In this work, a good basis should be able to describe the target image with a very small number of basis vectors. The metric proposed by Coifman and Wickerhauser [1] to compare bases is of little practical use. A more meaningful measure considers the number of bits needed to approximate the image with a given error. Ramchandran and Vetterli [5] followed this path, and wedded the bit allocation algorithm of Shoham and Gersho [6] to the best basis algorithm [1] . Unfortunately this approach (and its variation [7] ) is extremely computationManuscript received April 17, 1998 ; revised August 17, 1999 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Christine Podilchuk.
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ally intensive (as explained in Section III-B, the problem in [5] involves three layers of nonlinear approximations, only one of which lends itself to a fast algorithm). Very little work has been expended beyond the papers [1] , [5] , and as a result adapted wavelet packet bases remain a theoretical curiosity, with no clear practical advantage, and that cannot be computed within a reasonable amount of time. Our goal in this paper is to provide a fast numerical implementation of the best wavelet packet algorithm, in order to demonstrate that an advantage can be gained by constructing a basis adapted to a target image. Emphasis in this paper has been placed on developing algorithms that are computationally efficient. Three original contributions result from this work: 1) a new fast 2-D convolution-decimation algorithm with factorized nonseparable 2-D filters; the number of operations is reduced by a factor 4 in comparison to a standard implementation, and the image need not be transposed; 2) a cost function that takes into account the cost of coding the output levels of the quantizers, and the cost of coding the significance map; 3) a context-based entropy coder that conditions the probability of significance of a given pixel on the probability of its neighbors using a space filling curve. The compression algorithm is divided into three parts. In the first part, we select that wavelet packet basis which is best adapted to encode the image. During the second part, the wavelet packet coefficients of the image are quantized; we assume a Laplacian distribution and we use an efficient near optimal scalar quantizer [8] . Finally, the significance map is entropy coded using a higher order arithmetic coder [9] that relies on a context consisting of pixels in a causal neighborhood. This paper is organized as follows. In Section II, we review the wavelet packet library. In Section III, we explain how to select, among a large collection of bases, that basis which is best adapted to encode a given image. The factorization of the conjugate quadrature filters is described in Section IV. In Section V, we describe the quantization, and the context-based entropy coding. Results of experiments are presented in Section VI.
II. WAVELET PACKET LIBRARY
Let and be biorthogonal filters. Let be the scaling function and be the wavelet associated with . Let us define the basic wavelet packets (1) . This greater flexibility is exploited to increase the efficiency of the representation.
III. BEST BASIS ALGORITHM

A. Fast Dynamic Programming Approach
Coifman and Wickerhauser [1] suggested to use a fast dynamic programming algorithm with order ( is the number of pixels in the image) to search for that best basis which is optimal according to a given cost function . A key criterion must be met in order to invoke a dynamic programming strategy [1] , [10] . The cost-function should be separable:
where are the wavelet packet coefficients of , and is a positive function such that .
B. Choice of a Cost Function
Initially, Coifman and Wickerhauser [1] used as a cost function. It is important to realize that bears no connection with the entropy of the probability distribution of the . For instance, if all are equal, then is maximal, but the entropy of the distribution is minimal. More importantly, we have noticed that in practice is usually not capable of discovering any meaningful basis. Ramchandran and Vetterli [5] used the optimal bit allocation algorithm of Shoham and Gersho [6] to distribute the budget across the nodes of the wavelet packet tree, and they select the best basis according to the rate distortion criterion (2) Given a set of quantizers , the rate is estimated with the first order approximation of the entropy , and the distortion is defined as the mean square error. The selection of the best basis involves three embedded nonlinear optimization problems. The overall complexity of the approach in [5] is therefore extremely high. Incidentally, a theoretical problem with the cost function (2) is that it is not additive: the mean square error is not additive (the error is), and the entropy is not additive: if , and are the children of a node in the wavelet packet tree, then we have [11] :
where is the mutual information [11] , a measure of the amount of information that contains about . Because the subband , are not independent (this is in fact the tenet of the zero-tree based coding algorithms), is usually not zero. Finally, we note that the results published in [5] correspond to hypothetical compression rates, since the first order entropy was chosen to measure the rate. Instead of using the rate distortion framework, we designed a cost function that mimics the actual scalar quantization and entropy coding (see Section V). It is composed of two complementary terms:
• , the cost of coding the sign and the magnitude of the nonzero output levels of the scalar quantizer, ; • , the cost of coding the locations of the nonzero output levels (significance map). A first order approximation of the cost of coding the magnitude of the output levels is given by (3) A fast implementation of can be devised using the standard representation of floating numbers. The second term, , is given by the first order entropy of a Bernoulli process (4) Each coefficient is significant with a probability , and the significance of the coefficients are independent events (a more accurate model would take into account the local spatial correlations, as well as the correlations across subbands). The computation of the cost function requires to quantize the coefficients, and we use the scalar quantizer described in Section V with an initial estimate of the quantization step. After a first compression, this estimate can be refined in order to improve the result.
IV. FAST CONVOLUTION-DECIMATION
In any practical situation, the best basis algorithm is only applicable if the computation of the coefficients at each node of the wavelet packet tree does not require an absurdly large amount of time. This section presents an efficient numerical algorithm for computing multidimensional convolution-decimation that divides the number of operations by a factor 2 in 1-D, and a factor 4 in 2-D.
A. Factoring the Biorthogonal Filters
Several methods [12] have been proposed in the literature for the fast implementation of convolution and decimation. FFT implementations [12] are useful for large filters (of length 64 or 128), but do not bring any improvement over a straightforward implementation for short and medium size filter [12] . Recently, several authors [13] - [16] have proposed efficient implementations of 1-D biorthogonal filters using a factorization of the filters into smaller filters. In [15] , the authors show that all biorthogonal filters can be factored into a sequence of ladder steps. A ladder step maps every couple of even and odd samples into (5) The proof of the factorization of 1-D biorthogonal filters into ladder steps [15] relies on the use of the Euclidean algorithm to factor polynomials. In [13] the ladder step is a lifting step, and similar results were derived using the same methods. A more direct proof, based on matrix factorization, was obtained in [17] , [16] . We now introduce the notations and recall the key results. Let , be any symmetric biorthogonal filters of length . We merge and into an orthogonal band diagonal operator where the only nonzero coefficients are (6) Let be the lowpass ladder step: is a band diagonal matrix, with nonzero elements given by (7) and let be the highpass ladder step: is a band diagonal matrix, with nonzero elements given by (8) One has the following result [13] , [15] , [17] .
Lemma 1:
can be factored into at most operators
The result extends to orthogonal filters [13] , [17] . We note that the computational complexity of each ladder step (7) or (8) is three operations per two samples.
1) Fast Convolution-Decimation:
A fast algorithm for convolution-decimation implements the ladder steps (7) and (8) . After the calculation of the first lowpass and highpass coefficients , each new lowpass and highpass coefficients only require a cascade of ladder steps (7) and (8) (see Fig. 1 ). The complexity of the computation of is therefore . We compare this result with a standard implementation that requires operations. The fast algorithm divides the number of operations by a factor . 
B. Two-Dimensional Case
In 2-D, one could use the 1-D factorization to process independently rows and columns. Since a regular convolution-decimation requires operations to obtain the output of the four filters:
for any input sample , this approach would yield a speed up factor of . For a filter of size 9, the speed up factor is at most 2.57. Fortunately one can significantly improve this result by merging the horizontal, and vertical factorizations. This new algorithm provides a gain of a factor 4, and our numerical experiments validated this result. This algorithm is a new and original contribution of the present work.
Let be the 2-D convolution-decimation operator, where , and are the biorthogonal filters that are applied along the rows an columns, respectively. We factorize and as in (9) (10)
Because the terms commute, we combine the lowpass [highpass] filters for both directions into a 2-D filter (11) We obtain a factorization of similar to (9)
This decomposition suggests a 2-D ladder structure. The lowpass ladder step is given by (13) where come from the grid at level , and have already been calculated and stored (see Fig. 2) . Similarly, the highpass ladder step is given by (14) The number of operations necessary to compute a 2-D ladder step (13), or (14) , is eight additions and three multiplications. After the first coefficients, , have been computed, the computation of each new set of 4 coefficients only requires to apply at a small number of positions a sequence of alternating lowpass and highpass ladder steps (see Fig. 2 ). It is easy to verify that the total number of operations needed to compute the output of the four filters: for any input sample is if is even, and otherwise. In the case of a 9-7 filter we get a theoretical computational gain of 4.54. Another major advantage of the 2-D ladder structure is that it does not require to transpose the image; a benefit that is even more important in 3-D.
1) Experimental Validation:
We report in Table I the average processor time needed for computing the convolutiondecimation of an entire image using both a regular implementation, and the ladder structure. The processing was performed on a standard Pentium, with no particular optimization. The theoretical speed up factor is reached for images of size . As the image size decreases, the speed up factor becomes 3.67. No other existing algorithm would permit to achieve comparable speed up for short filters.
V. QUANTIZATION AND ENTROPY CODING
A. Laplacian Based Scalar Quantization
Within each subband the distribution of the wavelet packet coefficients is approximated to a Laplacian distribution [18] . We use a particularly efficient scalar quantizer, with a performance that is very close to the performance of the optimal entropy constrained scalar quantizer for Laplacian distribution [8] . It is a uniform scalar quantizer, with a symmetric dead-zone, , and a step size . The optimal (for mean square error) reconstruction offset is . Finally, we apply a dichotomic search to find the optimal value of that exhausts the budget.
B. Ordering of the Coefficients and Entropy Coding
After quantization, the positions of the nonzero output levels are recorded in a significance map. The lossless compression of the significance map takes advantage of the fact that large output levels often appear in clusters. If one uses a wavelet basis, then one can also take advantage of the self similar structure of subbands [19] , using zero-trees [2] , [3] , [20] . Unfortunately, the wavelet packet coefficients fail to exhibit a self similar struc- ture. This is due to the fact that, in principle, if the basis is well "adapted" to a given image , then it is unlikely that the coefficients at a given position , are significant at all the scales . In other words, the coefficients of a salient feature in the image will only appear at a single scale that characterizes the feature. Another technical difficulty [21] comes from the fact that we usually cannot define the "parent" subband in a general wavelet packet tree. Because of all these issues, we limit the context to be a spatial context. Subbands are scanned by increasing frequency. We then scan all the pixels inside any given subband using a Hilbert space filling curve. This self similar curve guarantees that 1) all pixels in an area are visited before moving on to another area, and 2) the sequentially visited pixels are always adjacent in the 2-D image plane. The spatial context is then defined as the pixels that appear before the current pixel in the Hilbert scan. In the experiments we use . This efficient context modeling permits to condition the probability of significance of a given pixel on the probability of significance of its neighbors using a order arithmetic coder.
VI. EXPERIMENTS
We implemented the fast wavelet packet (FWP) coder and decoder, and an actual bit stream is generated by the coder. In accordance with Claerbout's "reproducible research" philosophy [22] , we provide the software for reproducing all experiments in this paper. The FWP code is available online from http://ece-www.colorado.edu/ meyer/profile.html. We present the results of the wavelet packet compression algorithm on four images: "Barbara," "fingerprints," "houses," and "lighthouse." These images are all difficult to compress because they contain a mixture of large smooth regions, and long oscillatory patterns. We compared our coder to one of the best wavelet coder that was available to us: the SPIHT wavelet coder of Said and Pearlman [2] . A comparison with other wavelet coders (e.g. [3] , [4] ) would result in different but comparable results. The performance of the algorithm is summarized in Table  II . It took 1564 ms to calculate all the coefficients of a six-level full wavelet packet tree of the image Barbara, to calculate the cost of ach node, and to prune the tree. The quantization then took another 6899 ms (compression ratio: 32). Most of the time during the quantization is spent on the dichotomic search for the optimal value of . All computations were performed on a regular Pentium, running Linux.
A. Artifacts Created by Wavelet Packets
In general the quantization of a wavelet coefficient has the following effect: it will add on the original image the 
vector
. The size of the artifacts thus depends on the size of the support of the function . Large wavelet coefficients occur around edges. If the quantization of these coefficients only affects fine scale wavelets (large ), then the ringing artifacts will be localized. The case of wavelet packets is more complicated. A wavelet packet basis usually contains many functions similar to sine or cosine functions (very well localized in frequency), and as result the fine scale wavelets may no longer be part of the basis. Edges need then to be reconstructed from oscillatory wavelet packets. The quantization of these coefficients will consequently introduce Gibbs phenomenon, that will affect large regions around edges. Our implementation addresses this problem by preventing further splits of the higher frequency bands below a certain scale.
B. Barbara
The smaller boxes in the central column of the best basis, shown in Fig. 3 left, correspond to large patterns oscillating in the horizontal direction. These basis functions obviously match the texture on the scarf, and on the legs of Barbara, as well as the checker pattern on the tablecloth. Because the basis is well fitted for the image, the FWP coder has no difficulty preserving the oscillatory texture everywhere in the mage (see Fig. 6 ), whereas SPIHT entirely fails to represent the texture in these regions. As mentioned in Section VI-A, ringing artifacts are visible at sharp edges (around the legs of the table, and the elbow of Barbara; see Figs. 4 and 5), for both SPIHT and FWP. While artifacts created by wavelets and wavelet packets have similar intensity, artifacts created by wavelet packets affect more pixels around the edge. Nevertheless, because of its ability to reproduce the texture so well, FWP still significantly out performs SPIHT, by 1.14 dB on the average. 
1) Fingerprints:
The best basis, shown in Fig. 3 right, contains large patterns oscillating in the vertical, horizontal, and diagonal directions, with a frequency that match the frequency of the concentric circular patterns. Unfortunately, wavelet packets can only provide "criss-cross" patterns: a better basis should contain steerable filters [23] . Fig. 7 shows the result of a compression of 32 using SPIHT, and Fig. 8 shows the result of FWP at the same compression rate. We notice in Fig. 9 that the FWP image is much crisper than the SPIHT image. FWP also out performs SPIHT in terms of PSNR.
2) Houses: Small boxes on the first row and first column of the best basis (shown in Fig. 10 left) correspond to the many horizontal or vertical oscillating patterns that are present in the image. Fig. 11 shows the result of a compression of 25, using SPIHT, and Fig. 12 is the result of FWP at the same compression rate. We notice in Fig. 14 that FWP has kept all the details on the shutters, as well as the texture on the roof. All these de- tails have been erased by SPIHT (see Fig. 13 ). Ringing artifacts are visible on the left border of the central house, where the intensity abruptly changes. While similar artifacts are visible for wavelets, the artifacts have a larger extent for the wavelet packets.
3) Lighthouse: Fig. 15 shows the result of a compression of 40 using SPIHT, and Fig. 16 shows the result of FWP at the same compression rate. Again, the best basis (shown in Fig. 10 ) is selecting many basis functions that correspond to horizontal or vertical oscillating patterns. A detailed view, shown in Fig.  17 , demonstrates that the wavelet packet coder has better preserved the texture on the lighthouse, and has not smeared the fence. Again, artifacts on the limb of the lighthouse are clearly noticeable both for SPIHT (see Fig. 17 ), and FWP (see Fig. 18 ). While FWP out performs SPIHT in terms of PSNR at low bit rates, SPIHT performs as poorly as FWP in terms of ringing artifacts. 
VII. DISCUSSION AND CONCLUSION
This work provides a fast numerical implementation of the best wavelet packet algorithm, and demonstrates that an advantage can be gained by constructing a basis adapted to a target image without requiring an absurdly large amount of time. We designed a fast wavelet packet coder that, combined with a simple quantization scheme, could significantly outperform a sophisticated wavelet coder, with a negligible increase in computational load. Our evaluation, performed on a large class of textured images, included not only quantitative figures (PSNR), but also subjective visual appearance. On one hand, our results indicate that our wavelet packet coder tends to create artifacts at the same locations (i.e., at strong edges) as a wavelet coder does, with a similar intensity. The main difference is that artifacts created by wavelet packets affect more pixels, than those created by wavelets. On the other hand, the basis selected by the algorithm is usually well adapted to the target image, and the wavelet packet coder has no difficulty preserving the oscillatory textures. Because of its ability to reproduce textures so well, the FWP coder significantly out performs SPIHT on images such as Barbara, and fingerprints, both visually and in term of PSNR. A number of open interesting problems have been raised by this work. We realized that when coding images that contain a mixture of smooth and textured features, the best basis algorithm is always trying to find a compromise between two conflicting goals: -describe the large scale smooth regions and edges, and describe the oscillatory patterns. As a result the best basis may not always yield "visually pleasant" images; and we noticed ringing artifacts on the border of smooth regions when the basis is mostly composed of oscillatory patterns. Addressing this problem may require replacing an orthonormal basis with a collection of functions selected from a large dictionary, that can include wavelets and oscillatory waveforms [24] , [25] . In our very recent work [26] we explore yet another approach. We propose to encode an image with a multilayered representation technique, based on a cascade of compressions, using at each time a different basis.
