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We study a fundamental combinatorial problem on morphisms in free semigroups: With
regard to any string α over some alphabet we ask for the existence of a morphism σ such
that σ(α) is unambiguous, i. e. there is no morphism τ with τ(i) 6= σ(i) for some symbol
i in α and, nevertheless, τ(α) = σ(α). As a consequence of its elementary nature, this
question shows a variety of connections to those topics in discrete mathematics which
are based on finite strings and morphisms such as pattern languages, equality sets and,
thus, the Post Correspondence Problem.
Our studies demonstrate that the existence of unambiguous morphic images essen-
tially depends on the structure of α: We introduce a partition of the set of all finite
strings into those that are decomposable (referred to as prolix) in a particular manner
and those that are indecomposable (called succinct). This partition, that is also known
to be of major importance for the research on pattern languages and on finite fixed
points of morphisms, allows to formulate our main result according to which a string α
can be mapped by an injective morphism onto an unambiguous image if and only if α is
succinct.
Keywords: Combinatorics on words; morphisms; ambiguity; pattern languages.
1. Introduction
In the past decades a lot of effort has been spent on investigating the properties
of those morphisms which map a string over some alphabet ∆ onto a string over
a second alphabet Σ (cf., e. g., Lothaire [11], Choffrut and Karhuma¨ki [3], Harju
and Karhuma¨ki [6]). In this context, many problems only arise if ∆ contains more
symbols than Σ, and therefore—in order to address these difficulties—we assume,
for the remainder of our paper, that ∆ = N and Σ = {a, b}. Consequently, we regard
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the set of morphisms mapping the strings in an infinitely generated free semigroup
to the strings in a free monoid with two generators. According to the closely related
research on pattern languages (cf. Mateescu and Salomaa [13]) we call an element of
N+ a pattern and an element of {a, b}∗ a word. We separate all symbols in a pattern
by a dot (see, e. g., the example pattern α′ below) so as to avoid any confusion.
Quite a number of the basic questions on such mappings deal with morphisms
which, in spite of the resulting alphabet reduction, preserve the structure of their
input string as far as possible. In other words, those morphisms are sought which
lead to a minimum loss of information about the preimage; this is manifested, e. g.,
in the theory of codes (cf. Berstel and Perrin [2]). Obviously, any consideration
on this problem strongly depends on the formal definition of what is considered
to be a “structure preserving” morphism. Nevertheless, from a very intuitive point
of view one surely would agree that, for instance, the shape of the pattern α′ :=
1 · 2 · 3 · 4 · 1 · 4 · 3 · 2 is not adequately reflected by its morphic image w1 :=
a20. Typically, for such a task, a morphism like σ′(i) := a bi, i ∈ N, is the more
appropriate choice since σ′ is a code—which, in our sense, simply means that it is an
injective morphism—such that an inverse morphism can be given mapping w2 :=
σ′(α′) = a b a b2 a b3 a b4 a b a b4 a b3 a b2 onto α′ again. Consequently, injectivity
can be considered a necessary condition for morphisms satisfying our vague yet
well-founded requirement.
So far, our considerations can be fully subsumed under the principles of cod-
ing, but from now on we break with that theory. Hence, we do not assume to be
confronted with a single injective morphism σ such that, in an algebraic interpre-
tation of coding theory, we can analyse the structure preserving capacity of σ by
examining the properties of the free subsemigroup which σ, when applied to the
patterns in ∆+, induces in Σ∗. Instead of this, we focus on those problems where
we have to deal with a variety of morphic images of one and the same pattern, and,
thus, we tackle the features of morphisms in a rather combinatorial manner. Among
the prominent research fields colligated to this view we are mainly concerned with
the area of pattern languages as introduced by Angluin [1]—basically, the pattern
language of a pattern α is simply the set of all morphic images of α in some fixed
free monoid. Originally, pattern languages have been derived from considerations
on inductive inference (cf., e. g., Gold [4]), i. e. algorithmic language learning from
examples. Thus, inductive inference of pattern languages asks for the computabil-
ity of an (unknown) pattern from the set of its morphic images, and therefore it
is manifest that this task strongly depends on the existence of a morphism which
reproduces the shape of the pattern as precisely as possible. However, since a pat-
tern language in general is by no means a free monoid—in fact, it is not even closed
under concatenation—there is no fixed factorisation of the image of a pattern under
some code. Consequently, inductive inference of pattern languages cannot rely so
much on the existence of an inverse morphism mapping a word onto a pattern, and
therefore, in this context, we cannot regard injectivity as a sufficient condition for
a morphism to satisfy our requirements. Of course, with respect to the demands
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under consideration, there is still some combinatorial value associated to the injec-
tivity of a morphism (after all, the word w2 = a b a b
2 a b3 a b4 a b a b4 a b3 a b2 is
surely a more instructive instance of α′ than w1 = a
20), but, in addition, a second
potential property of a morphic image significantly gains in importance, namely its
unambiguity. We call a word w unambiguous with respect to a pattern α provided
that there is exactly one morphism σ with σ(α) = w; correspondingly, w is said to
be ambiguous with respect to α if there are at least two morphisms σ, τ such that,
for some symbol i in α, σ(i) 6= τ(i), but nevertheless σ(α) = w = τ(α). The great
impact of ambiguity of words on inductive inference of pattern languages (recently
shown by Reidenbach [16]) can be illustrated easily by our example word w2 which,
in fact, is ambiguous with respect to α′: In addition to σ′, it can, e. g., also be
generated by the morphism τ ′ with τ ′(1) := a b a b2, τ ′(2) := ε, τ ′(3) := a b3 a b2
and τ ′(4) := b2, where ε is the empty word:
σ′(1)︷︸︸︷ σ′(2)︷ ︸︸ ︷ σ′(3)︷ ︸︸ ︷ σ′(4)︷ ︸︸ ︷ σ′(1)︷︸︸︷ σ′(4)︷ ︸︸ ︷ σ′(3)︷ ︸︸ ︷ σ′(2)︷ ︸︸ ︷
a b a b b a b b b a b b b b a b a b b b b a b b b a b b︸ ︷︷ ︸
τ ′(1)
︸ ︷︷ ︸
τ ′(3)
︸︷︷︸
τ ′(4)
︸ ︷︷ ︸
τ ′(1)
︸︷︷︸
τ ′(4)
︸ ︷︷ ︸
τ ′(3)
Consequently, w2 does not adequately substantiate the existence of the symbol 2 in
α′ since this symbol is not needed for generating w2 and, hence, in our context w2
does not sufficiently reflect the structure of α′. But even if we restrict our examina-
tion to nonerasing morphisms, i. e. if we use the free semigroup {a, b}+ instead of
{a, b}∗ as the range of the morphisms, the multitude of potential generating mor-
phisms blurs the evidence of α in w2. In contrast to this, an unambiguous word
allows for more reliable conclusions about its preimage, and therefore several recent
results on inductive inference of pattern languages are based on insights related to
the existence of unambiguous (or at least: “not overly” ambiguous) words (cf., e. g.,
Reidenbach [15, 16]). With regard to our example pattern α′, a shortest word show-
ing such a property is w3 := a a b b b a a b a b a b, which can only be generated by the
non-injective morphism σ′′ with σ′′(1) := a, σ′′(2) := a b, σ′′(3) := b, σ′′(4) := b a.
Unfortunately, contrary to the broad and profound knowledge on coding theory
and, thus, the injectivity of morphisms, very little is known about the ambiguity of
morphic images. It seems, however, that in general many morphic images of patterns
are ambiguous, and, effortlessly, examples can be given—such as the pattern 1 · 2—
for which there is no morphism at all leading to an unambiguous word. On the
other hand, it is by no means obvious for which patterns there exist unambiguous
morphic images. In the present paper, we initiate the systematic analysis of this
combinatorial problem of intrinsic interest. To this end, we concentrate on the
ambiguity of those words that are images of injective morphisms, and we explicitly
distinguish between the general case where the set of all morphisms τE : N+ −→
{a, b}∗ is considered and the restricted case that focuses on nonerasing morphisms
τNE : N+ −→ {a, b}+.
Our paper is organised as follows: After the formal definitions we first collect
a number of rather evident yet vital preliminary results on the (non-)existence of
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unambiguous images of patterns under nonerasing morphisms τNE. We proceed with
a more detailed examination of the analogous problem for general morphisms τE
which yields the insight that a rich and natural class of patterns is characterised
by its ability of morphically generating unambiguous words. An extensive proof for
this main result, a summary and a list of some potential future research directions
conclude the paper.
Due to the simple definition of the question under consideration, there exists a
number of fields in combinatorics on morphisms which are related to our research.
According to our above remarks, this is evident for the concept of pattern languages.
In this regard, we show that in every pattern language (note that we use this term
in a restricted way, see Section 2) there exists an unambiguous word with respect to
some particular generating pattern. This interpretation of our main result answers a
question posed in [16]. Additionally, it seems worth mentioning that, in a sense, our
work complements a research that has been initiated by Mateescu and Salomaa [12]
on the nondeterminism of pattern languages. As explained above we show that, for
every pattern in some class, there exists at least one non-empty word in {a, b}∗
that has exactly one generating morphism, whereas, in a more general context,
[12] examines the question whether, for an arbitrary upper bound n ∈ N, there
exists at least one pattern such that each of its morphic images has at most n
distinct generating morphisms. Thus, roughly speaking, we ask for the “minimum
ambiguity” in a pattern language, whereas [12] enquires its “maximum ambiguity”
and seeks after patterns for which this ambiguity is bounded. In our restricted
setting, for all patterns with occurrences of at least two different symbols, this
question has a trivial answer in the negative. In addition to this close relation
to pattern languages, our work shows some evident connections to equality sets
(cf., e. g., Harju and Karhuma¨ki [6]); the equality set of two morphisms σ, τ is
the set of all patterns α with σ(α) = τ(α), and, thus, the famous undecidable
Post Correspondence Problem (PCP)—named after E. L. Post [14]—is simply the
emptyness problem for equality sets. In the terminology related to this problem,
each pattern α in the equality set of σ and τ is said to be a solution to the PCP for
σ and τ , and, hence, whenever we find a morphism σ such that σ(α) is unambiguous
then α is a non-solution to the PCP for σ and any other morphism τ . Consequently,
in this context, our paper complements the research on primitive solutions to the
PCP as, e. g., given by Lipponen and Pa˘un [10]. Finally, our studies also lead to
some insights on finite fixed points of nontrivial morphisms, i. e. those patterns for
which there is some morphism φ : N∗ −→ N∗ such that φ(α) = α and, for a symbol i
in α, φ(i) 6= i (cf. Hamm and Shallit [5]). The foundations of this rather unexpected
analogy are introduced in the subsequent section.
2. Definitions and Basic Notes
We begin the formal part of this paper with a number of basic definitions. A major
part of our terminology is adopted from the research on pattern languages (cf. Ma-
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teescu and Salomaa [13]). Additionally, for notions not explained explicitly, we refer
the reader to Choffrut and Karhuma¨ki [3].
Let N := {1, 2, 3, . . .} and N0 := N ∪ {0}. Let A be an alphabet, i. e. an enumer-
able set of symbols. We regard two different alphabets: N and {a, b} with a 6= b.
Henceforth we call any symbol in N a variable and any symbol in {a, b} a letter.
A string (over A) is a finite sequence of symbols from A. For the concatenation of
two strings w1, w2 we write w1 · w2 or simply w1w2. The string that results from
the n-fold concatenation of a string w is denoted by wn. The notation |x | stands
for the size of a set x or the length of a string x. We denote the empty string by
ε, i. e. |ε| = 0. In order to distinguish between a string over N and a string over
{a, b}, we call the former a pattern and the latter a word. We name patterns with
lower case letters from the beginning of the Greek alphabet such as α, β, γ. With
regard to an arbitrary pattern α, var(α) denotes the set of all variables occurring
in α. For every alphabet A, A∗ is the set of all (empty and non-empty) strings over
A, and A+ := A∗ \ {ε}. We call a string v ∈ A∗ a substring of a string w ∈ A∗ if,
for some u1, u2 ∈ A∗, w = u1v u2; moreover, if v is a substring of w then we say
that w contains v and, conversely, that v occurs in w. A string v ∈ A∗ is a scat-
tered substring of a string w ∈ A∗ if and only if there exist u0, u1, . . . , un ∈ A∗ and
v1, v2, . . . , vn ∈ A∗, n ∈ N, such that w = u0v1u1v2u2 . . . vnun and v = v1v2 . . . vn.
Subject to the concrete alphabet considered, we call a substring a subword or a sub-
pattern. If, for some w, v1, v2 ∈ A∗, w = v1 v2 then v1 is a prefix of w and v2 is a
suffix of w. Additionally, we use the notations w = . . . v . . . if v is a substring of w,
w = v . . . if v is a prefix of w, and w = . . . v if v is a suffix of w. In contrast to this,
if we wish to omit some parts of a canonically given string then we henceforth use
the symbol [ . . . ], i. e., e. g., α = 1 · 2 · [ . . . ] · 5 stands for α = 1 · 2 · 3 · 4 · 5. Finally,
|w|v denotes the number of occurrences of a substring v in a string w. We do not
use this notion for substrings with overlapping occurrences.
Since we deal with word semigroups, a morphism σ is a mapping that is
compatible with the concatenation, i. e. for patterns α, β ∈ N+, a morphism
σ : N+ −→ {a, b}∗ satisfies σ(α · β) = σ(α) · σ(β). Hence, a morphism is fully
explained as soon as it is declared for all variables in N. Note that we restrict our-
selves to total morphisms, even though we normally declare a morphism only for
those variables explicitly that, in the respective context, are relevant.
Let σ : N+ −→ {a, b}∗ be a morphism. Then σ is called nonerasing provided
that, for every i ∈ N, σ(i) 6= ε. Moreover, σ is injective if, for any patterns α, β ∈ N+,
σ(α) = σ(β) implies α = β. Note that σ necessarily is nonerasing if it is injective.
For any pattern α ∈ N+ and for any word w ∈ {a, b}+, we call w weakly
unambiguous with respect to α if there exists a nonerasing morphism σ : N+ −→
{a, b}+ such that σ(α) = w and there is no nonerasing morphism τ : N+ −→ {a, b}+
with τ(α) = σ(α) and, for some i ∈ var(α), τ(i) 6= σ(i). Additionally, w is said to be
(strongly) unambiguous with respect to α if there exists an (arbitrary) morphism σ :
N+ −→ {a, b}∗ such that σ(α) = w and there is no (arbitrary) morphism τ : N+ −→
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{a, b}∗ with τ(α) = σ(α) and, for some i ∈ var(α), τ(i) 6= σ(i). Obviously, if w is
strongly unambiguous with respect to α then it is weakly unambiguous with respect
to α as well. Finally, w is ambiguous with respect to α if and only if there exists a
morphism σ : N+ −→ {a, b}+ with σ(α) = w and w is not weakly unambiguous with
respect to α. We omit the supplement “with respect to α” provided that the pattern
under consideration is understood, i. e., for any pattern α and for any morphism
σ, if we simply say that σ(α) is weakly unambiguous, (strongly) unambiguous or
ambiguous then this means that σ(α) is weakly unambiguous w. r. t. α, strongly
unambiguous w. r. t. α or ambiguous w. r. t. α.
As mentioned above, our subject is closely related to pattern languages (cf.,
e. g., Mateescu and Salomaa [13]), and therefore we consider it useful to provide
an adequate background for some explanatory remarks. The pattern language of a
pattern is the set of all of its morphic images in some fixed free monoid Σ∗ (in our
case Σ := {a, b}). More precisely and with regard to any α ∈ N+, we distinguish
between its E-pattern language LE(α) := {σ(α) | σ : N+ −→ Σ∗} and its NE-pattern
language LNE(α) := {σ(α) | σ : N+ −→ Σ+}.
Note that this definition implies that both the class of E-pattern languages and
the class of NE-pattern languages, i. e. the sets {LE(α) | α ∈ N+} and {LNE(α) | α ∈
N+}, considered in this paper merely cover a special case which, in literature, usually
is referred to as terminal-free (or: pure) pattern languages. This is due to the fact
that, contrary to our view, a pattern commonly is seen as a string in (N∪Σ)+—thus
potentially containing so-called terminal symbols, i. e. arbitrary letters in Σ—and
not just in N+. Therefore, in the general case, the pattern language of a pattern
α ∈ (N ∪ Σ)+ is the set of all images of α under terminal-preserving morphisms
σ : (N ∪ Σ)∗ −→ Σ∗ with σ(a) = a for every a ∈ Σ. It is an open problem to which
extent our subsequent considerations can be adopted to general pattern languages.
We conclude the definitions in this section with a partition of the set of all
patterns subject to the following criterion:
Definition 1. We call any α ∈ N+ prolix if and only if there exists a decomposition
α = β0 γ1 β1 γ2 β2 [ . . . ] βn−1 γn βn with n ≥ 1, βk ∈ N∗ and γk ∈ N+, k ≤ n, such
that
(1) for every k, 1 ≤ k ≤ n, |γk| ≥ 2 ,
(2) for every k, 1 ≤ k ≤ n, and for every k′, 0 ≤ k′ ≤ n, var(γk) ∩ var(βk′) = ∅,
(3) for every k, 1 ≤ k ≤ n, there exists an ik ∈ var(γk) such that |γk|ik = 1 and,
for every k′, 1 ≤ k′ ≤ n, if ik ∈ var(γk′ ) then γk = γk′ .
We call α ∈ N+ succinct if and only if it is not prolix.
Example 2. Obviously, any pattern α, |α| ≥ 2, necessarily is prolix if there is a
variable i ∈ N such that |α|i = 1. Our initial example α′ = 1 · 2 · 3 · 4 · 1 · 4 · 3 · 2
and the pattern α1 := 1 · 1 are succinct, whereas α2 := 1 · 2 · 3 · 3 · 1 · 2 · 3 is prolix
with β0 = ε, γ1 = 1 · 2, β1 = 3 · 3, γ2 = 1 · 2 and β2 = 3. Note that this obligatory
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decomposition of a prolix pattern does not have to be unique. Additional and more
complex examples can be found in the subsequent sections and in [15].
Definition 1 is crucial for our studies in Section 4. Additionally, the above par-
tition of N+ is known to be of major importance in other domains dealing with
morphisms and finite strings as well: First, the succinct patterns are the shortest
generators for their respective E-pattern language—this explains the terms “suc-
cinct” and “prolix”:
Theorem 3 (Reidenbach [15]) A pattern α ∈ N+ is succinct if and only if, for
every β ∈ N+ with LE(β) = LE(α), |β| ≥ |α|.
Consequently, {LE(α) | α ∈ N+, α is succinct } = {LE(α) | α ∈ N+}, although the
set of succinct patterns is a proper subset of N+.
Second, the set of prolix patterns exactly corresponds to the class of finite fixed
points of nontrivial morphisms:
Theorem 4 (Head [7]) A pattern α is prolix if and only if there exists a morphism
φ : N∗ −→ N∗ such that, for an i ∈ var(α), φ(i) 6= i and yet φ(α) = α.
For more insights into the latter subject, see, e. g., Hamm and Shallit [5] and Leve´
and Richomme [9].
Finally note that our restriction to morphic images in {a, b}∗ does not lead to
likewise restricted results:
Remark 5. All of the results in this paper hold for morphisms to arbitrary finitely
generated free monoids with three or more generators instead of {a, b}∗ as well.
With regard to the positive results, this follows by definition, and the proofs of the
negative results can be adapted with little effort.
Nevertheless, we expect that a detailed analysis of the ambiguity of images in free
monoids with more than two generators might result in challenging combinatorial
questions and numerous technical considerations strongly differing from those es-
tablished in the present paper.
3. Weakly Unambiguous Words
We begin our examination with some significant statements on weakly unambiguous
morphic images. The first is an evident yet strong positive result:
Proposition 6. There is a nonerasing morphism σ : N+ −→ {a, b}+ such that, for
every α ∈ N+, σ(α) is weakly unambiguous.
Proof. For every i ∈ N, let |σ(i)| = 1. Then, for every α ∈ N+, |σ(α)| = |α| and,
consequently, σ(α) is weakly unambiguous.
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In Proposition 6 we restrict ourselves to nonerasing morphisms, and therefore it
corresponds to the concept of NE-pattern languages. Indeed, the weak unambiguity
of the words referred to in the proof is of major importance for inductive inference of
NE-pattern languages: Due to the fact given in Proposition 6, for every NE-pattern
language L a pattern α with L = LNE(α) can be inferred from the set of all the
shortest words in this language (shown by Lange and Wiehagen [8]). With regard to
E-pattern languages, however, this is provably impossible (cf. Reidenbach [16]) since,
in general, these words are not strongly unambiguous. Consequently, in respect of
pattern inference, the unambiguity of certain words—which are not generated by
an injective morphism—is surprisingly powerful.
For the main goal of our approach (see Section 1), however, injectivity of mor-
phisms is vital. Unfortunately, for these morphisms the outcome significantly differs
from Proposition 6:
Theorem 7. There is no injective morphism σ : N+ −→ {a, b}+ such that, for
every α ∈ N+, σ(α) is weakly unambiguous.
Proof. Assume to the contrary that there is such a morphism σ. Since σ is injective,
σ(α) 6= σ(β) for every α 6= β. In particular, this implies σ(i) 6= σ(i′) for every
i, i′ ∈ N with i 6= i′. Hence, there must be a j ∈ N with σ(j) = w1w2 for some
w1, w2 ∈ {a, b}+. Now, for an arbitrary j′ 6= j, let α := j ·j′. Then, for the morphism
τ : N+ −→ {a, b}+ given by τ(j) := w1 and τ(j′) := w2 σ(j′), τ(α) = σ(α), and,
thus, σ(α) is ambiguous. This contradicts the assumption.
Obviously, Theorem 7 includes the analogous result for strong unambiguity.
Consequently, there is no single injective morphism which, when applied to arbitrary
patterns, always leads to unambiguous words. Thus, two natural questions arise
from Theorem 7: Is there a significant subclass of all patterns for which the opposite
of Theorem 7 holds true? Is it possible to find for every pattern a tailor-made
injective morphism that leads to an unambiguous word? In the following section we
examine these questions with regard to strong unambiguity.
4. Strongly Unambiguous Words
Bearing the consequences of Theorem 7 in mind the present section deals with
strongly unambiguous words. We begin with the observation that the example pat-
tern α in the proof of Theorem 7 is prolix. However, if we focus on succinct patterns
then the analogue turns out to be true; as we now ask for strong unambiguity we
can even prove the negation of the equivalent of Proposition 6:
Proposition 8. There is no nonerasing morphism σ : N+ −→ {a, b}+ such that,
for every succinct α ∈ N+, σ(α) is strongly unambiguous.
Proof. Assume to the contrary that there is such a morphism. Then there exist
j, j′ ∈ N, j 6= j′, and a c ∈ {a, b} with σ(j) = v c and σ(j′) = v′ c, v, v′ ∈ Σ∗. For
April 24, 2006 17:14 WSPC/INSTRUCTION FILE Freyden-
berger˙Reidenbach˙Schneider˙IJFCS˙Unambiguous˙Morphisms˙final˙version˙updated
Unambiguous Morphic Images of Strings 9
some k, k′ ∈ N, k 6= k′, j 6= k 6= j′ and j 6= k′ 6= j′, we then regard the pattern
α := j · k · j · k′ · j′ · k · j′ · k′. According to Definition 1, α is succinct. Now consider
the morphism τ , given by τ(j) := v, τ(j′) := v′, τ(k) := cσ(k), τ(k′) := c σ(k′).
Then evidently σ(α) = τ(α), but, e. g., σ(j) 6= τ(j). This is a contradiction.
Consequently, for every succinct pattern, it is necessary to give an individual
injective morphism that leads to a strongly unambiguous word—provided that such
a morphism exists. In this regard, the search for suitable candidates cannot a priori
ignore certain morphisms since every (and, thus, even a completely inappropri-
ate looking) nonerasing morphism maps some nontrivial succinct pattern onto an
unambiguous image:
Proposition 9. For every nonerasing morphism σ : N+ −→ {a, b}+ there exists a
succinct α ∈ N+, | var(α)| ≥ 2, such that σ(α) is strongly unambiguous.
Proof. Since our argumentation solely deals with the length of the morphic images
of the variables, we can utilise the following fact on linear combinations:
Claim 1. For all p, q ∈ N there exist r, s ∈ N, r, s ≥ 2 such that there are no
p′, q′ ∈ N0 \ {p, q} satisfying rp+ sq = rp′ + sq′.
Proof (Claim 1). Choose r, s such that r > q, s > p, gcd(r, s) = 1. Assume to
the contrary that there are p′, q′ ∈ N \ {p, q} such that rp + sq = rp′ + sq′. Then
r(p− p′) = s(q′ − q). As r and s are relatively prime we have r|q′ − q and s|p− p′.
Hence, there is a t 6= 0 with rt = q′ − q; furthermore, st = p − p′ because of
srt = s(q′ − q) = r(p− p′). This finally leads to p′ = p− st and q′ = q + rt. Now, if
t > 0 then p′ < 0, if t < 0 then q′ < 0. This contradicts the assumption p′, q′ ∈ N.
2(Claim 1 )
Now, for some i, j ∈ N, i 6= j, let p := |σ(i)|, q := |σ(j)|. Furthermore, let α := ir ·js
with r, s derived from Claim 1. Obviously, α is succinct. Assume to the contrary that
there is a morphism τ : N+ −→ {a, b}∗ with τ(α) = σ(α) and, for some k ∈ {i, j},
τ(k) 6= σ(k). Then τ must satisfy |τ(i)| 6= |σ(i)|, |τ(j)| 6= |σ(j)| and |τ(α)| = |σ(α)|.
Consequently, with p′ := |τ(i)|, q′ := |τ(j)|, rp + sq = |σ(α)| = |τ(α)| = rp′ + sq′.
This contradicts Claim 1.
Before we go further into this matter of strongly unambiguous morphic images
for succinct patterns (see Theorem 16), we turn our attention to prolix patterns.
Here we can easily give a definite answer, which follows from the fact that every
prolix pattern is a fixed point of some nontrivial morphism (cf. Theorem 4):
Theorem 10. For any prolix α ∈ N+ and for any nonerasing morphism σ : N+ −→
{a, b}+, σ(α) is not strongly unambiguous.
Proof. If α is prolix then, by Theorem 4, there exists a morphism φ with φ(α) =
α and, for some i ∈ var(α), φ(i) 6= i; w. l. o. g. we may assume that φ(i) = ε.
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Then, for every nonerasing morphism σ, σ(α) = σ(φ(α)), but σ(i) 6= ε = σ(φ(i)).
Consequently, σ(α) is not strongly unambiguous.
Thus, for every prolix pattern there is no strongly unambiguous word at all—at
least as long as we restrict ourselves to the images of nonerasing morphisms. If this
requirement is omitted then we face a fairly intricate situation:
Example 11. Let α1 := 1 · 1 · 2 · 2 · 3 · 4 · 3 · 4, β1 := 1 · 2 · 2 · 1 · 3 · 4 · 3 · 4, and
α2 := 1 · 2 · 3 · 3 · 1 · 2, β2 := 1 · 2 · 2 · 3 · 3 · 1 · 2 · 2. The patterns are prolix. For α1 and
α2 there is no morphism σ such that σ(α1) or σ(α2) are unambiguous. Contrary to
this, for β1 and β2 there exist suitable words such as a b b a and b a a b.
As shown in Example 11, there are prolix patterns for which we can unambigu-
ously map certain scattered subpatterns onto strings in {a, b}∗, whereas for other,
quite similar appearing patterns this is impossible. Furthermore, these scattered
subpatterns can consist of parts of some βk as well as parts of some γk in the
required decomposition of the patterns (cf. Definition 1). We now briefly discuss
this phenomenon, and we begin with the immediate conclusion that both types of
patterns introduced in Example 11 can be extended easily:
Proposition 12. For every n ≥ 2 there exists a prolix pattern α, | var(α)| = n,
for which there is no morphism σ : N+ −→ {a, b}∗ such that σ(α) is strongly
unambiguous. For every n ≥ 2, | var(α)| = n, there exists a prolix pattern β and a
morphism σ : N+ −→ {a, b}∗ such that σ(β) is strongly unambiguous.
Proof. Proposition 12 holds, e. g. for every α := 1 ·1 ·2 ·2 ·3 ·4 · [ . . . ] ·n ·3 ·4 · [ . . . ] ·n
and β := 1 ·2 ·2 ·1 ·3 ·4 · [ . . . ] ·n ·3 ·4 · [ . . . ] ·n, n ≥ 4. With regard to n = 3, see the
patterns α2 and β2 as given in Example 11, and, concerning n = 2, Proposition 12
is proven by α := 1 · 2 and β := 1 · 2 · 2.
We proceed with a criterion which covers prolix as well as succinct patterns.
Each of these patterns must contain a distinct variable, the number of occurrences
of which does not equal any weighted sum of the number of occurrences of other
variables in the pattern:
Condition 13. A pattern α ∈ N+ satisfies Condition 13 if and only if there exists
an i ∈ var(α) such that, for n = | var(α)| − 1, for all j1, j2, . . . , jn ∈ var(α) \ {i}
and for all k1, k2, . . . , kn ∈ N0, |α|i 6= k1|α|j1 + k2|α|j2 + . . .+ kn|α|jn .
For those patterns satisfying Condition 13 we can give a positive result:
Proposition 14. For every α ∈ N+ satisfying Condition 13 there exists a mor-
phism σ : N+ −→ {a, b}∗ such that σ(α) is strongly unambiguous.
Proof. Let σ(i) := a (i as defined in Condition 13) and, for all j ∈ N with j 6= i,
σ(j) := ε. Then Proposition 14 follows immediately.
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For prolix patterns with exactly two different variables, Condition 13 even char-
acterises the subclass for which there are strongly unambiguous words:
Proposition 15. Let α ∈ N+ be prolix, var(α) := {i, j}. Then there exists a mor-
phism σ : N+ −→ {a, b}∗ such that σ(α) is strongly unambiguous if and only if
|α|i 6= |α|j.
Proof. For the if part, w. l. o. g. assume |α|i < |α|j . Then the existence of a mor-
phism σ such that σ(α) is strongly unambiguous is guaranteed by Proposition 14.
We proceed with the only if part: Let |α|i = |α|j . Then, since α is prolix, α can only
be of the form (i · j)n (or (j · i)n), n ∈ N. Thus, there is no strongly unambiguous
morphic image for α.
Note that Propositions 14 and 15 utilise a morphism that is non-empty for
a single variable only. In general, of course, one might wish to find a morphism
that assigns non-empty words to a preferably large number of variables in a prolix
pattern and, nevertheless, leads to a strongly unambiguous word (cf. Example 11
and Proposition 12). However, as soon as the number of variables to be mapped
onto non-empty words exceeds the number of generators of the target monoid (i. e.,
in our case, is larger than 2), we consider it an extraordinarily challenging problem
to find reasonably strong criteria.
We now return to the remaining crucial question of this paper left open after
Proposition 8, Proposition 9 and Theorem 10, namely the existence of injective
morphisms generating strongly unambiguous words for succinct patterns. Particu-
larly the proof of Proposition 8 suggests that a finitely generated free monoid might
not be rich enough to include strongly unambiguous morphic images for all succinct
patterns. On the other hand, the proof of the comprehensive negative result for pro-
lix patterns (cf. Theorem 10) strongly utilises the fact that these patterns exactly
correspond to the fixed points of nontrivial morphisms, and, indeed, our main result
shows the negation of Theorem 10 to be true for succinct patterns:
Theorem 16. For every succinct α ∈ N+, there is an injective morphism σ :
N+ −→ {a, b}+ such that σ(α) is strongly unambiguous.
The proof of Theorem 16 is given in Section 4.1.
Consequently, for every succinct string in an infinitely generated free semigroup
there is a morphic image in a free monoid with two generators that—in accor-
dance with our requirements explained in Section 1—preserves its structure. As
every strongly unambiguous word by definition is weakly unambiguous as well, this
statement holds for both types of definitions.
With regard to pattern languages, Theorem 16 proves that in every E-pattern
language there is an unambiguous word with respect to any shortest generating
pattern. In terms of equality sets (cf. Section 1), it shows that for every succinct
pattern α there exists a morphism σ such that α is not a solution to the Post
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Correspondence Problem for σ and any other morphism τ . Moreover, Theorem 4
explains that Theorem 16 can be rephrased in respect of fixed points of morphisms
simply by substituting “non-fixed-point” for “succinct”.
Finally, we can immediately use Theorem 10 and Theorem 16 for a characteri-
sation of succinctness:
Corollary 17. Let α ∈ N+. Then α is succinct if and only if there exists an injec-
tive morphism σ : N+ −→ {a, b}+ such that σ(α) is strongly unambiguous.
Thus, in addition to the statements given in Theorem 3 and Theorem 4, we have
a third natural problem area where the set of all finite strings is exactly partitioned
into the classes “prolix” and “succinct”.
4.1. Proof of Theorem 16
The present section proves our main result on the existence of an unambiguous
word for every succinct pattern. The decisive arguments verifying Theorem 16 are
given in Lemma 28 and Lemma 29, and the additional lemmata, definitions, claims,
examples and informal remarks are meant to facilitate or, alternatively, illustrate
our formal reasoning.
We begin our argumentation with a closer look at the proof of Proposition 8 that
utilises a particular phenomenon which obviously leads to the undesirable ambiguity
of images under injective morphisms. In this proof, we can observe that, for the
abstract succinct example pattern α = j · k · j · k′ · j′ · k · j′ · k′, the ambiguity of the
regarded word is caused by the fact that all occurrences of certain variables (namely
k, k′) have left neighbours (the variables j, j′), the morphic images of which have
the same suffix (namely a word w = c ∈ {a, b}+ of length 1). Before we discuss the
question of how a tailor-made morphism leading to an unambiguous image in such
a case might look like, we first formalise our understanding of “neighbourship” of
variables. Additionally, we anticipate that an analogous proof can be given focussing
on sets of right neighbours of some variables, the images of which have the same
prefix, and therefore we regard both left and right neighbours of any variable:
Definition 18. Let α ∈ N+. For every j ∈ var(α), we define the following sets:
Lj := {k | α = . . . · k · j · . . .} and Rj := {k | α = . . . · j · k · . . .}.
Thus, Lj consists of all “left neighbours” of a variable j in a pattern α and Rj
of all “right neighbours”.
As mentioned above, the identical suffixes of the images of the variables in some
Li entail the ambiguity of the corresponding word. We call a set V ⊆ N of variables
(morphically) s-homogeneous (with respect to a morphism σ) if and only if there
exists a word w ∈ {a, b}+ such that, for every i ∈ V , σ(i) = . . . w; correspondingly,
we say that V is (morphically) p-homogeneous (with respect to a morphism σ) if
and only if there exists a word w ∈ {a, b}+ such that, for every i ∈ V , σ(i) = w . . . .
Additionally, V is s-heterogeneous if and only if it is not s-homogeneous, and it is
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p-heterogeneous if and only if it is not p-homogeneous. Provided that the context
is understood we simply speak of the heterogeneity of V .
Our initial conclusions drawn from the proof of Proposition 8 now suggest that
it might be sufficient for the strong unambiguity of the image of a pattern α under
a morphism σ if, for every i ∈ var(α), Li is s-heterogeneous w. r. t. σ and Ri is
p-heterogeneous w. r. t. σ. Unfortunately, however, there are patterns for which we
cannot find any morphism σ showing such a property:
Example 19. Let α := 1 ·2 ·3 ·2 ·1 ·3 ·1. Note that α is succinct. Thus, L1 = {2, 3},
L2 = {1, 3} and L3 = {1, 2}. Then, for a binary alphabet, there is no morphism σ
such that, at a time, L1, L2 and L3 are morphically s-heterogeneous with respect to
σ.
Nevertheless, morphic heterogeneity is the key to unambiguity as a thorough
combinatorial examination of the subject (to be given in Lemma 29) reveals that,
for a special type of morphism to be introduced in Definition 21 and discussed in
Example 23 and Lemmata 24 – 28, it is sufficient to guarantee this property for
certain selected Li and Ri. More precisely, it can be shown that whenever, for sets
Lj1 , Lj2 , . . . , Ljn , n ∈ N, it is Lj1 ∩ Lj2 6= ∅, Lj2 ∩ Lj3 6= ∅, . . ., Ljn−1 ∩ Ljn 6=
∅ then it suffices if one of these sets is s-heterogeneous (and the same holds for
any Rj1 , Rj2 , . . . , Rjn with respect to p-heterogeneity). Thus, in an equivalent view
and for every succinct pattern α, we now restrict our considerations to particular
equivalence classes on var(α):
Definition 20. Let α ∈ N+. Let, for every j ∈ var(α), the sets Lj and Rj be given
according to Definition 18. With these sets, construct two equivalence relations ∼l
and ∼r on var(α): For all k, k′ ∈ var(α)
• k ∼l k′ if and only if there are j1, j2, . . . , js ∈ var(α), s ≥ 1, such that
(1) Lj1 ∩ Lj2 6= ∅, Lj2 ∩ Lj3 6= ∅, . . ., Ljs−1 ∩ Ljs 6= ∅ and
(2) k ∈ Lj1 and k
′ ∈ Ljs .
• k ∼r k′ if and only if there are j1, j2, . . . , jt ∈ var(α), t ≥ 1, such that
(1) Rj1 ∩Rj2 6= ∅, Rj2 ∩Rj3 6= ∅, . . ., Rjt−1 ∩Rjt 6= ∅ and
(2) k ∈ Rj1 and k
′ ∈ Rjt .
Then, given in arbitrary order, let L∼1 , L
∼
2 , . . . , L
∼
p ⊆ var(α) be all equivalence
classes resulting from ∼l and R∼1 , R
∼
2 , . . . , R
∼
q ⊆ var(α) all equivalence classes re-
sulting from ∼r.
Consequently, in particular, two variables k, k′ belong to the same equivalence class
L∼i if they are in the same set Lj (i. e., in terms of Definition 20, Lj = Lj1 = Ljs) or
if they are in two different, but non-disjoint sets Lj , Lj′ (i. e. s = 2, j = j1, j
′ = j2
and Lj1 ∩ Lj2 6= ∅). Obviously, the same holds for the sets Rj and the equivalence
classes R∼i .
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Since all L∼i (as well as all R
∼
i ) are pairwise disjoint we can avoid those problems
described in Example 19. Thus, we can use Definition 20 for introducing a well-
defined morphism σsuα which depends on the structure of a pattern α:
Definition 21. Let α ∈ N+. Let L∼1 , L
∼
2 , . . . , L
∼
p and R
∼
1 , R
∼
2 , . . . , R
∼
q be the
equivalence classes on var(α) given in Definition 20. Then, for i ∈ {1, 2, . . . , p},
i′ ∈ {1, 2, . . . , q} and for every k ∈ N, the morphism σsuα is defined by
σsuα (k) :=


a b3k a a b3k+1 a a b3k+2 a , ∄ i : k = minL∼i ∧ ∄ i
′ : k = minR∼i′ ,
b a3k b a b3k+1 a a b3k+2 a , ∄ i : k = minL∼i ∧ ∃ i
′ : k = minR∼i′ ,
a b3k a a b3k+1 a b a3k+2 b , ∃ i : k = minL∼i ∧ ∄ i
′ : k = minR∼i′ ,
b a3k b a b3k+1 a b a3k+2 b , ∃ i : k = minL∼i ∧ ∃ i
′ : k = minR∼i′ .
Obviously, for every α ∈ N+, σsuα is injective. Moreover note that, in the con-
ditions in the definition of σsuα , we choose the minimum variables in the L
∼
i and
R∼i merely for the sake of convenience: Actually, the claim for s-heterogeneity of
the L∼i and p-heterogeneity of the R
∼
i only requires that in each equivalence class
with more than one element there is at least one variable k1 matching the first
case (i. e. σsuα (k1) = a [ . . . ] a) and at least one variable k2 (our definition changes
this to exactly one variable k2, namely the minimum one) matching an appropriate
different case (i. e. σsuα (k2) 6= a [ . . . ] a).
We now consider an example pattern so as to illustrate Definition 18, Defini-
tion 20 and Definition 21:
Example 22. Let α := 1 · 2 · 3 · 1 · 2 · 4 · 3 · 1 · 2 · 3 · 2 · 4. Note that α is succinct.
Then L1 = {3}, L2 = {1, 3}, L3 = {2, 4}, L4 = {2} and R1 = {2}, R2 = {3, 4},
R3 = {1, 2}, R4 = {3} (see Definition 18). According to Definition 20, this leads to
L∼1 = {1, 3}, L
∼
2 = {2, 4} and R
∼
1 = {1, 2}, R
∼
2 = {3, 4}, and, thus, by Definition 21
σsuα (1) = b a
3 b a b4 a b a5 b ,
σsuα (2) = a b
6 a a b7 a b a8 b ,
σsuα (3) = b a
9 b a b10 a a b11 a and
σsuα (4) = a b
12 a a b13 a a b14 a .
It is evident, that σsuα is much more complicated than it is needed for assuring
heterogeneity since this property solely depends on the first and the last letter of the
morphic images of the variables. In this regard, the subsequent examples explain
that, in general, mere heterogeneity is not sufficient for guaranteeing unambiguity:
Example 23. Let α1 := 1 · 1 · 2 · 2 · 3 · 3. This pattern is succinct, and L∼1 =
var(α1), R
∼
1 = var(α1) (cf. Definition 20). Then, for L
∼
1 and R
∼
1 , the non-injective
morphism σ given by σ(1) := b and σ(i) := a, i ∈ var(α) \ {1} leads to the desired
heterogeneity. Nevertheless, there is a morphism τ with τ(α1) = σ(α1) and τ 6= σ,
namely τ(1) := b, τ(2) := ε, and τ(3) := a a.
Our initial succinct example α′ = 1 · 2 · 3 · 4 · 1 · 4 · 3 · 2 shows that, contrary to
what might be suggested by α1, there are square-free patterns with the same property.
April 24, 2006 17:14 WSPC/INSTRUCTION FILE Freyden-
berger˙Reidenbach˙Schneider˙IJFCS˙Unambiguous˙Morphisms˙final˙version˙updated
Unambiguous Morphic Images of Strings 15
With regard to α′, R∼1 = L
∼
1 = {1, 3} and R
∼
2 = L
∼
2 = {2, 4}. Thus, the morphism
σ with σ(1) = σ(2) := a and σ(3) = σ(4) := b entails heterogeneity, but, with the
morphism τ(1) = τ(2) := a, τ(3) := ε, τ(4) := b b, τ(α′) = σ(α′).
Example 23 reveals that there is a second reason for ambiguity not covered by
our considerations on the pattern α = j ·k ·j ·k′ ·j′ ·k ·j′ ·k′ introduced in the proof of
Proposition 8 and discussed in the beginning of the present section. For the patterns
α1 and α
′ in Example 23 and the regarded morphisms σ, the ambiguity of σ(α1) and
σ(α′) results from the fact that there are variables i, i′ ∈ var(α1) and i, i′ ∈ var(α′),
the images of which under the respective σ commute, i. e. σ(i · i′) = σ(i′ · i). It
is a classical insight in combinatorics on words that such a phenomenon can be
avoided by choosing a morphism where the primitive root of σ(i) does not equal
the primitive root of σ(i′) (cf. Lothaire [11]), i. e., for somem,n ∈ N, if ρ(σ(i)) is the
shortest word such that ρ(σ(i))m = σ(i) and ρ(σ(i′)) is the shortest word such that
ρ(σ(i′))n = σ(i′) then ρ(σ(i)) 6= ρ(σ(i′)). Note that the unambiguous image w3 =
σ′′(α′) = a a b b b a a b a b a b of α′ given in Section 1 is exactly based on these two
requirements: the corresponding morphism σ′′ leads to heterogeneity of all L∼i and
R∼i , and, for each pair of variables i, i
′ ∈ var(α′) with i 6= i′, ρ(σ′′(i)) 6= ρ(σ′′(i′)).
As shown by the morphism σ′′ and suggested by some simple additional con-
siderations, there are morphisms with much shorter images than σsuα which guar-
antee heterogeneity of the equivalence classes introduced in Definition 20 and non-
commutativity of the morphic images of variables (or, more general: of subpatterns).
In fact, there are two particular reasons for σsuα to map every variable j ∈ N onto
three distinct segments c d3j+p c, p ∈ {0, 1, 2}, with c, d ∈ {a, b}, c 6= d. First, this
obviously leads to the injectivity of σsuα such that the morphism conforms with our
requirements explained in Section 1. Second, we can show that the chosen shape
of σsuα “restricts” the ambiguity of σ
su
α (α) (the exact meaning of this vague term
can be derived from Lemma 28) simply by assigning the said three segments to
each variable and, thus, without considering heterogeneity. Note that a very similar
proof technique is used in [15].
Formalising these considerations we now can finally prove that, for every succinct
α ∈ N+, σsuα (α) is strongly unambiguous, a statement which directly implies the
correctness of Theorem 16. We begin with a list of simple combinatorial observations
which impose a number of strong restrictions on a morphism τ with τ(α) = σsuα (α).
These first formal remarks exclusively deal with those variables j in α for which
τ(j) contains any segment of σsuα (j) (note that a straightforward reasoning proves
the existence of such variables for every morphism τ with τ(α) = σsuα (α)). Since
the subsequent lemmata are needed for an unobstructed understanding of our main
reasoning in the Lemmata 28 and 29, it is important to keep them in mind.
Our first lemma says that, for any morphism τ with τ(α) = σsuα (α) and for any
variable j in α, τ(j) does not contain any segment of σsuα (j) twice (or even more
than twice). As the examined phenomenon does not require heterogeneity of the
equivalence classes introduced in Definition 20, we can apply, for any pattern β,
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the morphism σsuβ to any pattern α (note that every σ
su
β is defined explicitly for all
k ∈ N, cf. Definition 21):
Lemma 24. Let α, β ∈ N+. Let τ : N+ −→ {a, b}∗ be any morphism with τ(α) =
σsuβ (α). Then, for every j ∈ var(α), for every p ∈ {0, 1, 2} and for every c, d ∈ {a, b},
c 6= d, τ(j) 6= . . . c d3j+p c . . . c d3j+p c . . . .
Proof. Assume to the contrary that there is a j ∈ var(α) with |τ(j)|c d3j+p c ≥ 2.
Then |τ(α)|c d3j+p c ≥ 2|α|j > |α|j = |σ
su
β (α)|c d3j+p c. This contradicts the condition
τ(α) = σsuβ (α).
In order to address the segments more precisely we henceforth use the following
terms: For any variable j ∈ N and c, d, e, f ∈ {a, b}, c 6= d, e 6= f, we call c d3j c
the left segment, a b3j+1 a the inner segment and e f3j+2 e the right segment of
σsuα (j). Additionally, we extend this terminology to segments of the image of any
(sub-)pattern γ ∈ N+: A word w ∈ {a, b}+ is a segment of σsuα (γ) if and only if there
exists a variable j ∈ var(γ) such that w is a segment of σsuα (j). The next lemma
says that if, for any morphism τ with τ(α) = σsuα (α) and for any variable j in α,
τ(j) contains the left and the inner segment (or the inner and the right segment)
of σsuα (j) then these segments must occur in the “natural” order:
Lemma 25. Let α, β ∈ N+. Let τ : N+ −→ {a, b}∗ be any morphism with τ(α) =
σsuβ (α). For every j ∈ var(α), for every p ∈ {0, 1} and for every c, d, e, f ∈ {a, b},
c 6= d, e 6= f, if τ(j) = . . . c d3j+p c . . . and τ(j) = . . . e f3j+p+1 e . . . then
τ(j) = . . . c d3j+p c e f3j+p+1 e . . . .
Proof. Because of τ(α) = σ(α) we know that |τ(α)|c d3j+p c = |τ(α)|e f3j+p+1 e =
|τ(α)|c d3j+p c e f3j+p+1 e = |α|j . Thus, for every occurrence of c d
3j+p c and
e f3j+p+1 e in τ(α), τ(α) = . . . c d3j+p c e f3j+p+1 e . . . . Since τ(j) =
. . . c d3j+p c . . . and τ(j) = . . . e f3j+p+1 e . . . , Lemma 25 follows immediately.
Furthermore, it follows similarly that if, for any morphism τ with τ(α) = σsuα (α)
and for any variable j in α, τ(j) contains the left and the right segment of σsuα (j)
then it must also contain the inner segment of σsuα (j) and, again, these segments
must occur in the canonical order:
Lemma 26. Let α, β ∈ N+. Let τ : N+ −→ {a, b}∗ be any morphism with
τ(α) = σsuβ (α). For every j ∈ var(α) and for every c, d, e, f ∈ {a, b}, c 6= d,
e 6= f, if τ(j) = . . . c d3j c . . . and τ(j) = . . . e f3j+2 e . . . then τ(j) =
. . . c d3j c a b3j+1 a e f3j+2 e . . . .
We conclude our list of preliminary observations on the impact of some j ∈
var(α) for which τ(j) contains any segment s = c d3j+p c, p ∈ {0, 1, 2}, with an
immediate consequence of Lemma 24. It is based on the fact that, for any n, 1 ≤
n ≤ |α|j , the nth occurrence (counted from the left) of j in α under both σ and τ
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necessarily generates the nth occurrence of s in σsuα (α) = τ(α). Thus, in addition
to what is stated in Lemmata 24, 25, 26, we can also use a variable j with the said
property for drawing conclusions about the images under τ of neighbours of j in
α. In anticipation of the requirements of the subsequent main Lemmata 28, 29 and
for the sake of a more concise presentation, we focus on a variable j ∈ var(α) for
which τ(j) contains the inner segment of σsuα (j):
Lemma 27. Let α, β ∈ N+. Let, for some variable j ∈ var(α) and α1, α2 ∈ N∗,
α = α1 · j · α2. Let τ : N+ −→ {a, b}∗ be any morphism with τ(α) = σsuβ (α). If,
for some w1, w2 ∈ {a, b}∗, τ(j) = w1 a b3j+1 a w2 then, for some c, d, e, f ∈ {a, b},
c 6= d, e 6= f,
• τ(α1) w1 = σ(α1) c d3j c and
• w2 τ(α2) = e f3j+2 e σ(α2) .
We now proceed with a discussion of the consequences of σsuα mapping every
variable onto a word that consists of three distinct segments. The subsequent crucial
lemma shows that, for every morphism τ with τ(α) = σsuα (α) and for every variable
j ∈ var(α), τ(j) must contain the inner segment of σsuα (j) and the letter to the left
and the letter to the right of this segment—this is what above has been referred to
as a “restricted” ambiguity of σsuα (α). Recall that the examined property does not
depend on the heterogeneity of the equivalence classes L∼i and R
∼
i , and therefore
we again give the lemma in terms of the image of a succinct pattern α under any
morphism σsuβ , β ∈ N
+:
Lemma 28. Let α, β ∈ N+. Then α is succinct if and only if, for every mor-
phism τ : N+ −→ {a, b}∗ with τ(α) = σsuβ (α) and for every i ∈ var(α),
τ(i) = . . . g a b3i+1 a h . . . , g, h ∈ {a, b}.
Proof. We begin with the if -direction and we prove it by contraposition. Hence,
for any prolix α, we show that there is a morphism τ and an i ∈ var(α) such that
τ(α) = σsuβ (α), but τ(i) 6= . . . g a b
3i+1 a h . . . :
Let α be prolix. Then there is a decomposition α = β0 γ1β1 γ2β2 [ . . . ]βn−1 γnβn
satisfying the conditions of Definition 1. With regard to this decomposition and for
every k, 1 ≤ k ≤ n, let ik be the smallest i ∈ var(γk) such that |γk|ik = 1 and,
for every k′, 1 ≤ k′ ≤ n, if ik ∈ var(γk′), then γk = γk′ . By definition (i. e., more
precisely, the third condition of Definition 1), for every γk, 1 ≤ k ≤ n, such an ik
exists, and, for every βk′ , 0 ≤ k′ ≤ n, ik 6∈ var(βk′). Now we define τ as follows: For
all k, 1 ≤ k ≤ n, τ(ik) := σ
su
β (γk), for all i ∈ var(γk) \ {ik}, τ(i) := ε, and, for all
k, 0 ≤ k ≤ n and for all i ∈ var(βk), τ(i) := σ
su
β (i). As a consequence of the second
and the third condition of Definition 1, τ is well-defined. Then σsuβ (α) = τ(α), but,
for all i ∈ var(γk) \ {ik} (which exist because of the first condition of Definition 1),
τ(i) = ε 6= . . . g a b3i+1 a h . . . .
We proceed with the only if -direction and, again, we argue by contraposition.
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In other words, we show that if there exists a morphism τ with τ(α) = σsuβ (α) and,
for some i ∈ var(α), τ(i) 6= . . . g a b3i+1 a h . . . then α is prolix:
We start with a partition of var(α) into subsets X1, X2, X3 depending on any
morphism τ satisfying the said conditions. From an informal point of view, this
partition is given as follows: First, let X1 be the set of all variables i in α such that
τ(i) contains the inner segment of σsuβ (i), of the left and right segment of σ
su
β (i) at
least one letter and at least one segment of some σsuβ (j), j 6= i. Second, let X2 be
the set of all variables i in α such that τ(i) does not contain any letter of at least
one segment of σsuβ (i). Third (and last), let X3 be the set of all variables i in α such
that τ(i) contains the inner segment of σsuβ (i) and at least one letter of the left and
right segment of σsuβ (i), but no segment of some σ
su
β (j), j 6= i.
Since τ(α) = σsuβ (α) and thus, for every i ∈ var(α), τ(i) is a subword of σ
su
β (α)
this vague definition of X1, X2 and X3 results in several evident restrictions on the
images under τ of the variables in α (cf. Lemmata 24, 25, 26, 27) such that the
introduced subsets of var(α) read formally:
X1 := {i ∈ var(α) | τ(i) = . . . c d
3j+2 c e f3i e a b3i+1 a g . . . or
τ(i) = . . . h a b3i+1 a c d3i+2 c e f3j e . . . ,
c, d, e, f, g, h ∈ {a, b}, c 6= d, e 6= f, j ∈ N } ,
X2 := {i ∈ var(α) | τ(i) 6= . . . g a b
3i+1 a h . . . , g, h ∈ {a, b} } ,
X3 := {i ∈ var(α) | τ(i) = . . . g a b
3i+1 a h . . . and
τ(i) 6= . . . c d3j+2 c e f3i e . . . and
τ(i) 6= . . . c d3i+2 c e f3j e . . . ,
c, d, e, f, g, h ∈ {a, b}, c 6= d, e 6= f, j ∈ N } .
Directly from the definition, it can be verified thatX1∩X2 = X1∩X3 = X2∩X3 = ∅
and X1 ∪X2 ∪X3 = var(α). According to the condition on our proof for the only
if -direction, there is a variable i ∈ var(α) with τ(i) 6= . . . g a b3i+1 a h . . . and
therefore X2 6= ∅. Note that our subsequent argumentation in Claim 3 shows that
this leads to X1 6= ∅.
As we now wish to show that X2 6= ∅ implies α being prolix, we need to find an
appropriate decomposition of α satisfying the three conditions of Definition 1. We
start our argumentation with the following one:
α = β¯0 γ¯1 β¯1 γ¯2 β¯2 [ . . . ] β¯m¯−1 γ¯m¯ β¯m¯
with m¯ ≥ 1 and
• β¯0, β¯m¯ ∈ X∗3 and β¯k ∈ X
+
3 , 1 ≤ k ≤ m¯− 1, and
• γ¯k ∈ (X1 ∪X2)+, 1 ≤ k ≤ m¯.
Note that m¯ ≥ 1 is granted because of X2 6= ∅.
Obviously, this decomposition is unique, and it satisfies the second condition of
Definition 1 since X1, X2 and X3 are disjoint:
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Claim 1. For every k, k′, 1 ≤ k, k′ ≤ m¯, var(γ¯k) ∩ var(β¯k′) = ∅.
Concerning the first condition of Definition 1 we need to examine the given de-
composition of α in a bit more detail. The subsequent claim says that, for every
γ¯k, τ(γ¯k) “almost” corresponds to σ
su
β (γ¯k), i. e. τ(γ¯k) contains at least 3|γ¯k| − 2
complete segments of σsuβ (γ¯k) (and potentially some letters of two other segments)
and at most 3|γ¯k| complete segments of σ
su
β (γ¯k) and, moreover, for every variable
i ∈ var(γ¯k) the inner segment of σsuβ (i) as often as i is contained in γ¯k, and it does
not contain any segment of σsuβ (i
′) if i′ 6∈ var(γ¯k):
Claim 2. For every γ¯k = i1 · i2 · [ . . . ] · is, s ∈ N, and for every i′ ∈ var(α),
τ(γ¯k) = . . . g a b
3i1+1 a c d3i1+2 c e f3i2 e [ . . . ] a b3is+1 a o . . . and
τ(γ¯k) 6= . . . o a b
3i1+1 a c d3i1+2 c [ . . . ] e f3is+2 e g h3i
′
g . . . and
τ(γ¯k) 6= . . . g h
3i′+2 g c d3i1 c a b3i1+1 a [ . . . ] a b3is+1 a o . . . ,
c, d, e, f, g, h, o ∈ {a, b} with c 6= d, e 6= f, g 6= h.
For any subpattern δ of α satisfying the statement in Claim 2 we say that τ(δ)
corresponds to σsuβ (δ) (apart from a negligible prefix and suffix).
Claim 2 follows from the fact that every γ¯k is surrounded by β¯k−1 ∈ X∗3 and β¯k ∈
X∗3 . Thus, with Lemma 27 applied to the variables in X3, τ(γ¯k) is fixed by τ(β¯k−1)
and τ(β¯k): as these two subwords of τ(α) by definition correspond to σ
su
β (β¯k−1) and
σsuβ (β¯k), respectively, τ(γ¯k) must also correspond to σ
su
β (γ¯k). Consequently—and
since by definition, for no δ ∈ X+1 , τ(δ) corresponds to σ
su
β (δ)—γ¯k 6∈ X
+
1 .
We proceed our argumentation on the first condition of Definition 1 being satis-
fied for the regarded decomposition by a closer look at the images under τ of those
subpatterns δ of α which exclusively consist of variables in X2. In this regard we
can see that τ(δ) necessarily does not correspond to σsuβ (δ):
Claim 3. For every δ = i1 · i2 · [ . . . ] · it with t ∈ N, δ ∈ X
+
2 ,
τ(δ) 6= . . . g a b3i1+1 a c d3i1+2 c e f3i2 e [ . . . ] a b3it+1 a h . . . ,
c, d, e, f, g, h ∈ {a, b} with c 6= d, e 6= f.
The correctness of Claim 3 follows from a straightforward combinatorial examina-
tion of the definition of X2. Thus, and from Claim 2, it is γ¯k 6∈ X
+
2 and therefore
γ¯k must consist of variables in X1 and of variables in X2:
Claim 4. For every k, 1 ≤ k ≤ m¯, |γ¯k| ≥ 2.
Hence, the first condition of Definition 1 is satisfied for the above decomposition.
With regard to the third condition, however, the decomposition possibly requires
some modifications. We wish to have a decomposition where there is exactly one
occurrence of an i ∈ X1 in each γ¯k since this variable is meant to serve as the variable
ik referred to in the third condition of Definition 1. For the given decomposition,
however, we can only conclude that there is at least one occurrence of an i ∈ X1
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in each γ¯k. Therefore we transform it into a specific decomposition where every γ¯k
contains exactly one i ∈ X1. To this end, we apply two different types of operations,
namely a splitting of certain γ¯k and a redefinition of X1 and X3.
We first split every γ¯k that contains more than one occurrence of a variable from
X1, and we do so by identifying all so-called splitting points in γ¯k. Intuitively, these
splitting points lead to a maximum s ∈ N for which there exists a decomposition
γ¯k = γ¯k,1 γ¯k,2 [ . . . ] γ¯k,s such that, for every k
′, 1 ≤ k′ ≤ s, τ(γ¯k,k′ ) corresponds to
σsuβ (γ¯k,k′ ) “as far as possible”. Formally, a splitting point is an inner substring δ of
γ¯k, i. e. γ¯k = γ¯k,l δ γ¯k,r with γ¯k,l = i1 · i2 · [ . . . ] · ip and γ¯k,r = ip+1 · ip+2 · [ . . . ] · ip+q,
p, q ∈ N, i1, i2, . . . , ip+q ∈ X1 ∪X2, that satisfies one of the following conditions:
(1) δ = ε and
τ(γ¯k,l) = . . . g a b
3i1+1 a c d3i1+2 c [ . . . ] e f3ip e a b3ip+1 a h . . . ,
c, d, e, f, g, h ∈ {a, b}, c 6= d, e 6= f, and
τ(γ¯k,r) = . . . g a b
3ip+1+1 a c d3ip+1+2 c [ . . . ] e f3ip+q e a b3ip+q+1 a h . . . ,
c, d, e, f, g, h ∈ {a, b}, c 6= d, e 6= f, or
(2) δ = i′, i′ ∈ N, and
τ(γ¯k,l) = . . . o a b
3i1+1 a c d3i1+2 c [ . . . ] a b3ip+1 a e f3ip+2 e g h3i
′
g . . . ,
c, d, e, f, g, h, o ∈ {a, b}, c 6= d, e 6= f, g 6= h, and
τ(γ¯k,r) = . . . g h
3i′+2 g c d3ip+1 c a b3ip+1+1 a [ . . . ] e f3ip+q e a b3ip+q+1 a o . . . ,
c, d, e, f, g, h, o ∈ {a, b}, c 6= d, e 6= f, g 6= h .
For a better understanding of the definition of a splitting point, recall Claim 2 and
Claim 3. Furthermore, these claims are sufficient for verifying the following facts:
• A γ¯k with only one occurrence of a variable from X1 does not contain any
splitting point.
• For every splitting point δ of type 2, i. e. δ = i′ ∈ N, necessarily i′ ∈ X2.
• For two splitting points δ, δ′, necessarily γ¯k 6= . . . δ δ′ . . . .
After all of the splitting points have been identified in γ¯k, for each of them the
following splitting operation is performed:
(1) If |δ| = 0 then δ is renamed to β˙.
(2) If |δ| = 1 then a β˙ = ε is inserted to the right of δ, i. e. γ¯k := γ¯k,l δ β˙ γ¯k,r.
Note that, in case 2, we can arbitrarily choose to insert β˙ to the left or to the right
of δ, but it is essential to do this for all splitting points in the same way. This will
be relevant for our argumentation on the crucial Claim 6.
When this has been accomplished for all splitting points then we regard the
following decomposition of α:
α = βˆ0 γˆ1 βˆ1 γˆ2 βˆ2 [ . . . ] βˆmˆ−1 γˆmˆ βˆmˆ
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with mˆ ≥ 1 and
• βˆk ∈ X
∗
3 , 0 ≤ k ≤ mˆ, where, for every 1 ≤ k
′ ≤ mˆ− 1, βˆk′ = ε if and only if at
exactly the position of βˆk′ a β˙ has been inserted by a splitting operation, i. e.
in this case βˆk′ simply is a renaming of a β˙, and
• γˆk ∈ (X1 ∪X2)+, 1 ≤ k ≤ mˆ.
Consequently, if in some γ¯k there is, e. g., exactly one splitting point, i. e. γ¯k =
γ¯k,l δ γ¯k,r, then, for some h < mˆ, the splitting operation leads to γˆh = γ¯k,l and
γˆh+1 = γ¯k,r (in case of |δ| = 0) or γˆh = γ¯k,l δ and γˆh+1 = γ¯k,r (in case of |δ| = 1).
Additionally note that mˆ ≥ 1 again follows from X2 6= ∅.
After the splitting operations we can record:
Claim 5. For every k, 1 ≤ k ≤ mˆ, γˆk contains exactly one occurrence of an i ∈ X1.
Claim 5 follows from Claim 2, Claim 3 and the definition of the splitting points.
Moreover, the resulting decomposition has a second crucial property:
Claim 6. For every k, k′, 1 ≤ k, k′ ≤ mˆ, if var(γˆk)∩var(γˆk′ )∩X1 6= ∅ then γˆk = γˆk′ .
Proof (Claim 6). If |γˆk| = |γˆk′ | = 1 then Claim 6 trivially holds true. Therefore
we restrict ourselves to the case |γˆk| ≥ 2 or |γˆk′ | ≥ 2. Now assume to the contrary
that there are k, k′, 1 ≤ k, k′ ≤ mˆ, with var(γˆk) ∩ var(γˆk′ ) ∩X1 6= ∅ and γˆk 6= γˆk′ .
Because of Claim 5 we can write γˆk as γˆk = i1 · i2 · [ . . . ] · ip · ix · ip+1 · ip+2 · [ . . . ] · ip+q
with p, q ∈ N0, ix ∈ X1, i1, i2, . . . , ip+q ∈ X2 and γˆk′ as γˆk′ = i′1 · i
′
2 · [ . . . ] · i
′
r · ix ·
i′r+1 · i
′
r+2 · [ . . . ] · i
′
r+s with r, s ∈ N0, i
′
1, i
′
2, . . . , i
′
r+s ∈ X2. Note that our condition
|γˆk| ≥ 2 or |γˆk′ | ≥ 2 implies p+ q + r + s ≥ 1.
We now assume, first, that p = r and q = s (we shall examine the case where
there is p 6= r or q 6= s later) and, second, w. l. o. g. that t ∈ N is the largest number
with it 6= i
′
t and t ≤ p. The latter assumption does not restrict our reasoning since,
for the case that the only different variables in γˆk, γˆk′ are to the right of ix, an
analogous argumentation can be applied. Under these two assumptions, we now
examine Claim 3, which says that, for every y, 0 ≤ y ≤ p− t, τ(it · it+1 · [ . . . ] · it+y)
does not correspond to σsuβ (it·it+1·[ . . . ]·it+y) (and of course τ(i
′
t·i
′
t+1·[ . . . ]·i
′
t+y) does
not correspond to σsuβ (i
′
t ·i
′
t+1 ·[ . . . ]·i
′
t+y)) as all of the variables under consideration
are in X2. More precisely, we may conclude that, again for every y, 0 ≤ y ≤ p− t,
τ(it+y+1 ·it+y+2 ·[ . . . ]·ix) contains the right segment of σsuβ (it+y) (and, additionally,
τ(i′t+y+1 · i
′
t+y+2 · [ . . . ] · ix) contains the right segment of σ
su
β (i
′
t+y)) since, otherwise,
there would have been a splitting point somewhere between it and ix (and between
i′t and ix)—this statement can be verified by a closer look at the definition of both
types of splitting points, where the condition for the left subpattern γ¯k,l in the case
of τ(γ¯k,l) containing the right segment of σ
su
β (it+y) would have led to the insertion of
the said splitting point. Thus, with y := 0, this implies for some c, d, e, f, o ∈ {a, b},
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c 6= d, e 6= f,
τ(it+1 · it+2 · [ . . . ] · ix) = . . . c d
3it+2 c e f3it+1 e [ . . . ] a b3ix+1 a o . . .
= τ(i′t+1 · i
′
t+2 · [ . . . ] · ix) .
On the other hand we know that, for the same e, f, o as above and some g, h ∈ {a, b},
g 6= h,
σsuβ (i
′
t · i
′
t+1 · i
′
t+2 · [ . . . ] · ix) = . . . g h
3i′t+2 g e f3it+1 e [ . . . ] a b3ix+1 a o . . . .
However—since ix ∈ X1 and, hence, τ(ix) contains the inner segment of σsuβ (ix)—we
know that τ(ix) and σ
su
β (ix) generate the same occurrence of the subword a b
3ix+1 a
in τ(α) = σsuβ (α). Thus, roughly speaking, if we compare τ(i
′
t · i
′
t+1 · [ . . . ] · ix) with
σsuβ (i
′
t · i
′
t+1 · [ . . . ] · ix) then we deal with the same part of σ
su
β (α) (cf. our remarks
introducing Lemma 27). Consequently, we can conclude from Lemma 27 that the
conditions τ(α) = σsuβ (α) and ix ∈ X1 imply c d
3it+2 c = g h3i
′
t+2 g and, more
precisely, c = g, d = h and it = i
′
t. This contradicts our assumption it 6= i
′
t.
We proceed with the remaining case p 6= r or q 6= s. Due to the same reason as
given above and, thus, w. l. o. g., we focus on p 6= r. Additionally and again w. l. o. g.,
we assume p < r. If there is a t ∈ N0, t < p, such that ip−t 6= i′r−t then we can
apply exactly the same argument as above. Thus, i1 · i2 · [ . . . ] · ip must be a suffix of
i′1 ·i
′
2 ·[ . . . ]·i
′
r. If α = γˆk . . . or α = . . . i♯ γˆk . . . with i♯ 6= i
′
r−p then our argumentation
again is equivalent to that on the case p = r. Hence, i♯ = i
′
r−p. Since i
′
r−p ∈ X2,
βˆk−1 must have been a splitting point separating i
′
r−p and i1, whereas there has not
been any splitting point between i′r−p and i
′
r−p+1. Since i1 · i2 · [ . . . ] · ip is a suffix
of i′1 · i
′
2 · [ . . . ] · i
′
r this contradicts the definition of splitting points. 2(Claim 6 )
In a final step, we now remove all γˆk with |γˆk| = 1; this type of γˆ can occur, e. g.,
for γ¯k′ = i1 · i2 · i3 with i1, i3 ∈ X1 and i2 ∈ X2. Consequently, for every γˆk = i,
i ∈ X1, we shift i to X3, or, more precisely, we introduceX ′3 := X3∪{i | ∃k : γˆk = i}
and X ′1 := X1 \ {i | ∃ k : γˆk = i}. Note that because of Claim 5 and Claim 6 this
redefinition operation does not affect any γˆk with |γˆk| ≥ 2.
This leads to the final decomposition of α:
α = β0 γ1 β1 γ2 β2 [ . . . ] βm−1 γm βm
with m ≥ 1 and
• βk ∈ X ′∗3 , 0 ≤ k ≤ m, where, for every 1 ≤ k
′ ≤ m − 1, βk′ = ε if and only if
the variables to the right and to the left of βk′ have been split by a splitting
operation and none of the resulting neighbouring γˆk′′ has been removed by a
shifting operation, and
• γk ∈ (X ′1 ∪X2)
+, 1 ≤ k ≤ m.
Again, this decomposition is unique, and m ≥ 1 is granted since X2 is not redefined
and (according to our assumption) X2 6= ∅.
We conclude the proof of Lemma 28 with the verification of the conditions in
Definition 1:
April 24, 2006 17:14 WSPC/INSTRUCTION FILE Freyden-
berger˙Reidenbach˙Schneider˙IJFCS˙Unambiguous˙Morphisms˙final˙version˙updated
Unambiguous Morphic Images of Strings 23
Claim 7. For every k, 1 ≤ k ≤ m, |γk| ≥ 2.
Claim 7 is evident since the redefinition operation does not shorten or split any
γˆk with |γˆk| ≥ 2. Consequently, the above decomposition conforms with the first
condition of Definition 1. The next claim follows directly from the fact that X ′1, X2
and X ′3 are disjoint:
Claim 8. For every k, 1 ≤ k ≤ m, and for every k′, 0 ≤ k′ ≤ m, var(γk)∩var(βk′) =
∅.
Thus, the second condition of Definition 1 is satisfied as well. Since, according to
the notes on Claim 7, the splitting operation does not modify any γˆk with |γˆk| ≥ 2
we can easily conclude from Claim 6:
Claim 9. For every k, 1 ≤ k ≤ m, γk contains exactly one i ∈ X ′1 and, for every k
′,
1 ≤ k′ ≤ m, if var(γk) ∩ var(γk′) ∩X ′1 6= ∅ then γk = γk′ .
This proves that the third condition of Definition 1 is satisfied.
Consequently, if there is an i ∈ var(α) such that τ(i) 6= . . . g a b3i+1 a h . . . then
α is prolix. This proves the only if -direction and, hence, the lemma.
We are uncertain to which extent σsuα can be shortened without allowing alter-
native morphisms τ as given in Example 23, but we expect that strong unambiguity
can also be ensured by a morphism which, for every variable i ∈ N, assigns only the
left and the right segment of σsuα (i) to i.
Referring to Lemma 28 we now conclude the proof of our main result with the
detailed examination of the use of morphic heterogeneity of σsuα :
Lemma 29. Let α ∈ N+. If, for every morphism τ : N+ −→ {a, b}∗ with τ(α) =
σsuα (α) and for every i ∈ var(α), τ(i) = . . . a b
3i+1 a . . . then σsuα (α) is strongly
unambiguous.
Proof. If | var(α)| = 1 then every morphic image of α is strongly unambiguous,
and therefore, in this case, Lemma 29 holds trivially. Hence, let | var(α)| ≥ 2.
Additionally note that, because of Lemma 28 and the condition of Lemma 29, the
pattern α must be succinct.
Now assume to the contrary that there is a morphism τ with τ(α) = σsuα (α) such
that, for every i ∈ var(α), τ(i) = . . . a b3i+1 a . . . and, for some i′ ∈ var(α), τ(i′) 6=
σsuα (i
′). W. l. o. g., we may assume that |τ(i′)| 6= |σsuα (i
′)| since the assumption
that, for all i ∈ var(α), |τ(i)| = |σsuα (i)| would imply, again for all i ∈ var(α),
τ(i) = σsuα (i). Consequently, because of |τ(α)| = |σ
su
α (α)|, there is a j ∈ var(α) such
that |τ(j)| > |σsuα (j)| and, thus, due to the condition τ(j) = . . . a b
3j+1 a . . ., for
some c, d, e ∈ {a, b}, c 6= d,
(a) τ(j) = . . . e c d3j c a b3j+1 a . . . or
(b) τ(j) = . . . a b3j+1 a c d3j+2 c e . . . .
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We restrict the following reasoning to case (a) as an analogous argumentation can
be applied to case (b) (using Rj and ∼r instead of Lj and ∼l): Note that, due to
| var(α)| ≥ 2 and the succinctness of α, |α|j ≥ 2, and therefore the set Lj (given
in Definition 21) of left neighbours of j in α is not empty. With regard to Lj we
can conclude immediately that, for no k ∈ Lj , τ(k) completely contains the right
segment of σsuα (k):
Claim 1. For every k ∈ Lj and any e, f ∈ {a, b}, e 6= f, τ(k) 6= . . . e f
3k+2 e . . . .
Proof (Claim 1). As a result of the conditions τ(i) = . . . a b3i+1 a . . . , i ∈ var(α), and
τ(α) = σsuα (α) we can apply Lemma 27 which says that, for some c, d, e, f ∈ {a, b},
c 6= d, e 6= f,
τ(k · j) = . . . a b3k+1 a e f3k+2 e c d3j c a b3j+1 a . . . .
Since τ(j) = . . . e c d3j c a b3j+1 a . . . (cf. case (a)) and τ(k) = . . . a b3k+1 a . . . it
follows immediately from Lemma 24 that τ(k) 6= . . . e f3k+2 e . . . . 2(Claim 1 )
Concerning j and any k ∈ Lj we now examine the following cases:
Case 1: α = j . . . .
Then we can directly conclude from Lemma 24: σsuα (α) = e f
3j e . . . 6= τ(α) =
. . . g c d3j c . . . , with c, d, e, f, g ∈ {a, b}, c 6= d, e 6= f. This contradicts the
condition σsuα (α) = τ(α).
Case 2: α = . . . k .
Since, from Claim 1 and for c, d ∈ {a, b}, c 6= d, τ(k) 6= . . . c d3k+2 c we may
conclude using Lemma 24 that τ(α) 6= . . . c d3k+2 c = σsuα (α). This again contradicts
the condition σsuα (α) = τ(α).
Case 3: α 6= j . . . and α 6= . . . k.
For the equivalence classes L∼1 , L
∼
2 , . . . , L
∼
p on var(α)—which are explained in Def-
inition 20—let ι ∈ {1, 2, . . . , p} with Lj ⊆ L∼ι . Then, since all L
∼
1 , L
∼
2 , . . . , L
∼
p are
pairwise disjoint, this ι is unique. Now we can collect a number of facts that facilitate
the argumentation in Case 3. The first holds as α is succinct:
Claim 2. If α 6= j . . . and α 6= . . . k then |L∼ι | ≥ 2.
Proof (Claim 2). If |Lj | ≥ 2 then Claim 2 holds by definition. Hence, let Lj := {k}.
Then, for every occurrence of j in α, the conditions α 6= j . . . and |α|j ≥ 2 lead to
α = . . . k · j . . . . Thus, due to the succinctness of α, there are some j1, j2, . . . , jm ∈
var(α), m ≥ 2, with α = . . . k · jr . . . , 1 ≤ r ≤ m, since otherwise we could give a
decomposition α = β0 γ1 β1 γ2 β2 [ . . . ] β|α|k−1 γ|α|k β|α|k satisfying the conditions
of Definition 1 with, for every h, 1 ≤ h ≤ |α|k, γh = k · j. Additionally, because
of α 6= . . . k, there must be an s ∈ {1, 2, . . . ,m} and a k¯ ∈ var(α), k¯ 6= k, with
α = . . . k¯ · js . . ., since, otherwise, α would either be prolix—with a decomposition
regarding each subpattern k·jr as a γh—or start with a jr, r ∈ {1, 2, . . . ,m}, leading
to the same argumentation as in Case 1. Consequently, Ljs ⊇ {k, k¯} and therefore
Lj ⊂ {k, k¯} ⊆ Ljs ⊆ L
∼
ι . 2(Claim 2 )
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Now, for every L∼ among L∼1 , L
∼
2 , . . . , L
∼
p , the next fact follows by definition since
these equivalence classes are composed by union of non-disjoint sets (cf. Defini-
tion 21 and, e. g., Example 22):
Claim 3. If |L∼| ≥ 2 then, for every kˆ ∈ L∼, there is an Lˆ ⊆ L∼ with |Lˆ| ≥ 2 and
kˆ ∈ Lˆ.
We conclude the list of preliminary claims with the following one, that deals with a
crucial phenomenon which is reflected in the transitivity of ∼l, namely the insight
that, for no kˆ ∈ L∼ι , τ(kˆ) completely contains the right segment of σ
su
α (kˆ). Thus,
the subsequent claim extends Claim 1:
Claim 4. For every kˆ ∈ L∼ι and any e, f ∈ {a, b}, e 6= f, τ(kˆ) 6= . . . e f
3kˆ+2 e . . . .
Proof (Claim 4). We stepwise expand the argumentation on Claim 1 to all variables
in L∼ι : With regard to any kˆ
′ ∈ Lj ⊆ L∼ι , Claim 4 directly holds according to
Claim 1.We now regard all kˆ′′ ∈ L∼ι for which there is an Lj′ with kˆ
′, kˆ′′ ∈ Lj′ (recall
that kˆ′ ∈ Lj). Then—since Claim 4 is satisfied for kˆ′, i.e. τ(kˆ′) 6= . . . e f3kˆ+2 e . . .,
and on the other hand, for some c, d, e, f ∈ {a, b}, c 6= d, e 6= f,
τ(kˆ′ · j′) = . . . a b3kˆ
′+1 a e f3kˆ
′+2 e c d3j
′
c a b3j
′+1 a . . .
while we have the condition τ(i) = . . . a b3i+1 a . . . , i ∈ var(α)—Lemma 24 allows
the conclusion that τ(j′) = . . . e c d3j
′
c a b3j
′+1 a . . . . Thus, with regard to the
variables kˆ′′ ∈ Lj′ and all subpatterns kˆ′′ · j′ of α, our argumentation is verbatim
the same as the reasoning on the variables k ∈ Lj and the subpatterns k · j given in
Claim 1. Therefore Claim 4 holds for each kˆ′′ ∈ Lj′ as well. Now we proceed to all
kˆ′′′ ∈ L∼ι for which there is an Lj′′ with kˆ
′′, kˆ′′′ ∈ Lj′′ (recall that kˆ′′ ∈ Lj′). Then,
as Claim 4 is satisfied for kˆ′′, Claim 4 holds for all kˆ′′′ and so on. Consequently,
according to the construction of L∼ι (cf. Definition 21, which indirectly composes
the equivalence classes L∼1 , L
∼
2 , . . . , L
∼
p by a union operation on non-disjoint sets)
Claim 4 holds for every kˆ ∈ L∼ι . 2(Claim 4 )
We now can conclude our argumentation on Case 3: According to Claim 2, |L∼ι | ≥ 2.
Let k♯ := minL
∼
ι ; then, due to Claim 3, there is a j♯ ∈ var(α) with k♯ ∈ Lj♯
and |Lj♯ | ≥ 2. Consequently, let k¯♯ ∈ var(α) with k♯ 6= k¯♯ and {k♯, k¯♯} ⊆ Lj♯ .
Then, because of k♯ = minL
∼
ι and k¯♯ ∈ L
∼
ι , σ
su
α (k♯) = . . . b and σ
su
α (k¯♯) = . . . a
(cf. Definition 21). Referring to the condition τ(i) = . . . a b3i+1 a . . ., i ∈ var(α), to
Lemma 27 and to Claim 4, we can see that τ(j♯) contains the left segment of σ
su
α (j♯)
and additionally, immediately to the left of this segment, the last letter of σsuα (k♯)
and σsuα (k¯♯). Therefore, the different rightmost letters of σ
su
α (k♯) and σ
su
α (k¯♯) imply
. . . b c d3j♯ c a b3j♯+1 a . . . = τ(j♯) = . . . a c d
3j♯ c a b3j♯+1 a . . . ,
for some c, d ∈ {a, b}, c 6= d. This contradicts a 6= b.
By Lemma 28 and Lemma 29, Theorem 16 follows immediately.
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4.2. Additional Remarks on the Proof of Theorem 16
Although the proof of our main result is based on a procedure which gives a concrete
morphism σsuα leading to the desired unambiguous word, it nevertheless shows some
unsatisfactory traits. For instance, with regard to the pattern α := 1·2·3·1·2·4·3·1·2·
3 ·2 ·4 introduced in Example 22, the much simpler injective morphism σ′(i) = a bi,
i ∈ N, generates an unambiguous word as well, and even the non-injective morphism
σ′′ given by σ′′(2) := b, σ′′(1) = σ′′(3) = σ′′(4) := a has this property. Additionally,
for every pattern α satisfying, for some n ≥ 1 and p1, p2, . . . , pn ≥ 2, α = 1p1 · 2p2 ·
[ . . . ] ·npn , σ′(α) is known to be strongly unambiguous (cf. Reidenbach [16]). Thus,
σsuα is “sufficient” for generating an unambiguous word, but, in general, it is not
“necessary” since there can be significantly shorter words with the desired property.
Contrary to this, for our initial example α′ = 1 · 2 · 3 · 4 · 1 · 4 · 3 · 2, it is explained in
Section 1 that a morphism is needed which utilises heterogeneity and, thus, which
is more elaborate than σ′. Consequently, we expect that the given proof can be
improved considerably, though any major progress might require a lot of effort—
this holds, e. g., for the potential combinatorial interplay between the two decisive
properties of σsuα , namely restricted ambiguity caused by the assignment of some
distinct segments to each variable and heterogeneity of the equivalence classes L∼i
and R∼i , which we merely discuss separately in Lemma 28 and Lemma 29.
In fact, we do not know any pattern α for which there is demonstrably no shorter
unambiguous image than σsuα (α). Experience suggests, however, that corresponding
example patterns might be extremely long and intricate so that we, with our current
state of knowledge, do not dare to give any conjecture on the (non-)existence of such
patterns.
5. Conclusion and Further Research Directions
In the present paper we have systematically examined the fundamental question
for which strings α ∈ N+ there exists a non-empty string w in {a, b}∗ such that
w is unambiguous for α, i. e. there is exactly one morphism σ with σ(α) = w.
Our first major result has shown that there is no single nonerasing morphism σ
such that, for every α ∈ N+, σ(α) is unambiguous. A partition of N+ according to
a sophisticated criterion—which has previously been discussed within the scope of
pattern languages and fixed points of morphisms—has led to a class of strings (called
“prolix”) for which every image under an arbitrary morphism is not unambiguous.
Finally our main result has demonstrated that, for every string α ∈ N+ which is
not prolix (referred to as “succinct”), there is a tailor-made injective morphism σsuα
such that σsuα (α) is unambiguous. This statement can be easily rephrased in terms
of pattern languages, equality sets, and finite fixed points of morphisms. All of our
results hold for morphic images in arbitrary finitely generated free monoids instead
of {a, b}∗ as well.
Although we have made significant first steps which partly require a cumbersome
reasoning, a lot of questions on the unambiguity of morphic images are still open. We
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conclude this paper with a short list of those problems (in parts already suggested
in previous sections) we consider particularly worth dealing with: Can we shorten
σsuα for every α ∈ N
+? If so, which is the minimum length required? For which
strings α ∈ N+ is there an unambiguous morphic image w ∈ {a, b}∗ with |w| ≤ |α|?
More generally, what happens if we do not restrict ourselves to the ambiguity of
images under injective morphisms σ? For which major classes Π ⊂ N+ is there a
single respective morphism σΠ such that, for every α ∈ Π, σΠ(α) is unambiguous?
How do the insights presented in our paper change as soon as we do not consider
strings over N, but only over some ∆ ⊂ N? To which extent does a larger target
alphabet Σ ⊃ {a, b} allow a different reasoning and more compact unambiguous
morphic images? For which prolix strings in N+ is there an unambiguous morphic
image? Which additional phenomena can be observed within a restricted view solely
dealing with morphic images in {a, b}+?
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