The intrinsic alignment of galaxies with the large-scale density field is an important astrophysical contaminant in upcoming weak lensing surveys whilst offering insights into galaxy formation and evolution. We present detailed measurements of the galaxy intrinsic alignments and associated ellipticity-direction (ED) and projected shape (w g+ ) correlation functions for galaxies in the cosmological hydrodynamic MassiveBlack-II (MB-II) simulation. We carefully assess the effects on galaxy shapes, misalignments and two-point statistics of iterative weighted (by mass, luminosity, and color) definitions of the (reduced and unreduced) inertia tensor. We find that iterative procedures must be adopted for a reliable measurement of reduced tensor but that luminosity versus mass weighting has only negligible effects. Blue galaxies exhibit stronger misalignments and suppressed w g+ amplitude compared to red galaxies. We find that both ED and w g+ correlations increase in amplitude with subhalo mass (in the range of 10 10 − 6.0 × 10 14 h −1 M ), with a weak redshift dependence (from z = 1 to z = 0.06) at fixed mass. At z ∼ 0.3, we predict a w g+ that is in reasonable agreement with SDSS LRG measurements and that decreases in amplitude by a factor of ∼ 5-18 for galaxies in the LSST survey. We predict the ratio of w g+ (using subhalos as tracers of density) and w δ+ (using dark matter density) to exhibit a scale dependent bias on scales where the 1-halo term dominates. This shows that galaxies are better aligned with the shape of their host halo than with the positions of other galaxies. We also compared the intrinsic alignments of centrals and satellites, with clear detection of satellite radial alignments within their host halos. Finally, we show that w g+ and w δ+ predictions from the simulations agree with that of non-linear alignment models (NLA) at scales where the 2-halo term dominates in the correlations (and tabulate associated NLA fitting parameters). The 1-halo term induces a scale dependent bias at small scales which is not modeled in the NLA model. The evolution in amplitude of w g+ and w δ+ is also consistent with that expected from NLA models.
INTRODUCTION
Upcoming cosmological surveys such as the Large Synoptic Survey Telescope (LSST) 1 , Euclid 2 , and WFIRST-AFTA 3 * vat@andrew.cmu.edu † sukhdees@andrew.cmu.edu ‡ rmandelb@andrew.cmu.edu § tiziana@phys.cmu.edu 1 http://www.lsst.org/lsst/ 2 http://sci.esa.int/euclid/ 3 http://wfirst.gsfc.nasa.gov have the potential to constrain cosmological parameters such as the dark energy equation of state to percent levels (or better) using weak gravitational lensing. The sensitivity of weak gravitational lensing to both luminous and dark matter (Benabed & van Waerbeke 2004; Bernstein & Jain 2004; Hu 2002; Huterer 2010; Ishak et al. 2004; Takada & White 2004) makes it a powerful way to probe the nature of dark matter, dark energy and modified theories of gravity (Albrecht et al. 2006; Weinberg et al. 2013 ). However, the potential to constrain cosmological parameters to sub-percent levels can only be realized if the systematic errors in lensing surveys are even smaller than that.
An important astrophysical systematic that contaminates weak lensing measurements is the intrinsic alignment of galaxies (e.g., Heavens et al. 2000; Croft & Metzler 2000; Jing 2002; . Weak lensing analysis is based on the assumption that the intrinsic shapes and orientations of galaxies are randomly aligned. In reality, the galaxy shapes are correlated with each other and with the underlying density field, mimicking the same coherent shape alignments that are the signature of weak gravitational lensing. This systematic, called the intrinsic alignment of galaxies, if ignored, can cause a deviation of ∼ 50% when estimating the dark energy equation of state parameter (Bridle & King 2007a ). While several schemes for mitigating intrinsic alignments have been proposed, such as nulling (Joachimi & Schneider 2008) , self-calibration (Zhang 2010) , and joint modeling of cosmological parameters and weak lensing (King 2005, e.g.,) , the methods that remove the least amount of cosmological information often involve modeling the intrinsic alignments as a function of scale, redshift, luminosity and environment.
The complex nature of the physics of galaxy formation makes it very difficult to model the intrinsic alignments analytically. Popular analytic models include the linear alignment model , modifications of it based on the non-linear power spectrum (Bridle & King 2007a) , and the halo model (Schneider & Bridle 2010) , which makes assumptions about the alignment of centrals and satellites. Numerical studies based on N -body simulations have studied intrinsic alignments by populating the halos with galaxies and assigning a misalignment angle (Heymans et al. 2006) or by using semi-analytic models (Joachimi et al. 2013) . In general, methods designed to remove intrinsic alignments from observational data (Joachimi & Schneider 2008 , 2009 Bridle & King 2007a; Joachimi & Bridle 2010; Blazek et al. 2012 ) are based on these models or require accurate redshift information which leads to considerable loss of cosmological information. A further understanding of intrinsic alignments requires the use of cosmological numerical simulations that include the physics of galaxy formation to validate the theoretical predictions.
Here, we make use of a large volume, high-resolution cosmological hydrodynamic simulation, MassiveBlack-II (MB-II) to directly study the intrinsic alignment due to the stellar matter component in galaxies. Recent hydrodynamic simulations of comparable volume that form galaxies include the Horizon-AGN and Illustris . In a previous paper (Tenneti et al. 2014) , we studied the shapes of stellar matter component in galaxies and their alignment with the shape of the host dark matter subhalo using MassiveBlack-II. We extend this work further in this paper, by studying the two-point correlation functions. This study allow us to both (a) compare our results from MB-II with observational measurements at high luminosity, to validate the use of these simulations for intrinsic alignment studies; and (b) to predict intrinsic alignment signals for lower luminosity galaxies that will be used in upcoming weak lensing surveys.
The intrinsic alignments of galaxies in the simulation are based on the shapes and orientations of stellar matter component in galaxies. The shape of a galaxy is determined by the radial weighting used for measuring the inertia tensor, and also the mass or luminosity weighting given to each star particle while calculating the inertia tensor. We previously studied the distributions of shapes determined by dark matter and stellar matter component in galaxies using the unweighted inertia tensor by weighting each star particle by its mass (Tenneti et al. 2014) . Using N -body simulations, Schneider et al. (2012) found radial dependence in the axis ratios of the shapes of dark matter halos. Bett (2012) studied the axis ratios of dark matter halos in N -body simulations using different definitions of the inertia tensor. In this paper, we extend our previous work to investigate the dependence of axis ratio distributions of the shapes of stellar matter determined using the unweighted and reduced forms of inertia tensor (defined in Sec. 2.2). We also consider the effect of weighting star particles by their luminosity instead of mass, which is more appropriate for comparison with observations. In addition to studying shape distributions, we check the impact of choices made when calculating the pergalaxy inertia tensor on the predicted intrinsic alignment two-point functions.
The main focus of this paper is the investigation of two-point correlation functions using the shapes of stellar matter component in galaxies. For comparison with previous results based on N -body simulations, we can study the position angle statistics, while the projected shape correlations are necessary for comparison with many observational results. The position-angle statistics study the correlation of shapes by considering only their orientation. Using N -body simulations, Lee et al. (2008) and Hopkins et al. (2005) investigated the mass dependence and redshift evolution of the alignment of halos with each other. Due to the mass dependence of the misalignment angle of the shape of stellar matter component of a galaxy with its host subhalo shape, we have to investigate this dependence by using the shapes of stellar matter. Codis et al. (2014) used the Horizon-AGN simulation to understand intrinsic alignments of simulated galaxies at redshift z = 1.2 using the spin of stellar matter component.
As we know both the ellipticity and orientation of stellar matter component in galaxies, it is possible to compute the cross correlations of the projected shapes with each other or the underlying density field statistic. We investigate the mass and redshift dependence of the intrinsic shapedensity cross-correlation function in the subhalo mass range of 10 11 − 10 14 h −1 M and at redshifts z = 1.0, 0.3, and 0.06. The availability of spectral energy distributions (SED) of star particles in the simulation ) also allows us to calculate the luminosities of each galaxy in a given band and study intrinsic alignments for galaxy samples selected with a luminosity threshold. It is possible to divide the galaxies in the simulation into centrals and satellites and calculate the intrinsic alignment separately, for comparison in a given mass bin. The dependence of intrinsic alignments on the color of galaxies (red and blue) has been investigated observationally, for example by Hirata et al. (2007) and Mandelbaum et al. (2011) . These results indicate larger intrinsic alignments for red galaxies. Here, we will use SEDs to determine colors that we can use to approximately divide our sample of galaxies into red and blue types, to confirm the consistency with the observational findings on the importance of color in determining intrinsic alignments. This paper is organized as follows. In Section 2, we describe the simulation, MB-II, used in this study and the different methods adopted to obtain the shapes and orientations of the stellar matter component in subhalos. In Section 3, we define the two-point correlation functions analyzed in this paper. In Section 4, we show how the axis ratios and two-point correlation functions depend on the choices made when computing the inertia tensor, while Section 5 discusses the effect of using luminosity weighted inertia tensor. In Section 7, we investigate the mass and redshift dependence of intrinsic alignment two-point correlation functions. A comparison of intrinsic alignments in centrals and satellites is made in Section 8. In Section 6, we analyze the color dependence of shapes and two-point correlation functions by dividing the galaxy sample into red and blue types. In Section 9, we compare our results with observations and make predictions for intrinsic alignments in upcoming weak lensing surveys. Finally, our conclusions are summarized in Section 10.
METHODS

MassiveBlack-II Simulation
In this study, we used the MassiveBlack-II (MB-II) hydrodynamic simulation to predict the intrinsic alignment of the shapes of stellar matter component in galaxies. MB-II is a state-of-the-art high resolution, large volume, cosmological hydrodynamic simulation of structure formation. This simulation has been performed with p-gadget, which is a hybrid version of the parallel code, gadget2 (Springel et al. 2005) upgraded to run on Petaflop scale supercomputers. In addition to gravity and smoothed-particle hydrodynamics (SPH), the p-gadget code also includes the physics of multiphase ISM model with star formation (Springel & Hernquist 2003) , black hole accretion and feedback (Springel et al. 2005; Di Matteo et al. 2012) . Radiative cooling and heating processes are included (as in Katz et al. 1996) , as is photoheating due to an imposed ionizing UV background. The details of this simulation can be found in Khandai et al. (2014) .
MB-II contains Npart = 2 × 1792 3 dark matter and gas particles in a cubic periodic box of length 100h −1 Mpc on a side, with a gravitational smoothing length = 1.85h −1 kpc in comoving units. A single dark matter particle has a mass mDM = 1.1 × 10 7 h −1 M and the initial mass of a gas particle is mgas = 2.2 × 10 6 h −1 M , with the mass of each star particle being mstar = 1.1 × 10 6 h −1 M . The cosmological parameters used in the simulation are as follows: amplitude of matter fluctuations σ8 = 0.816, spectral index ηs = 0.96, mass density parameter Ωm = 0.275, cosmological constant density parameter ΩΛ = 0.725, baryon density parameter Ω b = 0.046, and Hubble parameter h = 0.702 as per WMAP7 (Komatsu et al. 2011) .
Halo catalogs of particles in the simulation are generated using the friends of friends (FoF) halo finder algorithm (Davis et al. 1985) . The FoF algorithm identifies halos on the fly using a linking length of 0.2 times the mean interparticle separation. The subhalo catalogs are generated using the subfind code (Springel et al. 2001 ) on the halo catalogs. The subhalos are defined as locally overdense, self-bound particle groups. In this paper, we will be concerned with the analysis of shapes and their two-point correlation functions. Groups of particles are identified as subhalos if they have at least 20 gravitationally bound particles; however, based on convergence tests in Tenneti et al. (2014) , we only use their measured shapes if there are 1000 particles.
Shapes of galaxies and dark matter halos
In this section, we give the details of the different methods adopted to find the shape defined by the dark matter and stellar matter component in subhalos. We model the shapes of the dark matter and stellar matter components of subhalos as ellipsoids in three dimensions by using the eigenvalues and eigenvectors of the inertia tensor, which describes the mass or luminosity distribution. In the interest of comparison with observations, we also project the halos and subhalos onto the XY plane and model the shapes as ellipses. These are needed to compute projected shape correlation functions, which we will define in Sec. 3.2. In 3D, consider the eigenvectors of the inertia tensor to bê ea,ê b ,êc with the corresponding eigenvalues being λa, λ b , λc, where λa > λ b > λc. The eigenvectors represent the principal axes of the ellipsoid with the lengths of the principal axes (a, b, c) given by the square roots of the eigenvalues (
. The 3D axis ratios are defined as
In 2D, the eigenvectors areê a ,ê b with the corresponding eigenvalues λ a , λ b , where λ a > λ b . The lengths of major and minor axes are a = √ λ a , b = λ b with axis ratio q = b a . We explore several different ways of computing the inertia tensor based on the mass or luminosity, and the radial weighting given to each particle. The unweighted inertia tensor (used for all results in Tenneti et al. 2014 ) is given by
where mn represents the mass of the n th particle and xni, xnj represent the position coordinates of the n th particle with 0 i, j 2 in 3D and 0 i, j 1 in 2D. Here all particles are given equal weight irrespective of their distance from the center of a subhalo. We can also use the reduced inertia tensor, which gives more weight to particles which are closer to the center:
where
Unlike for N -body simulations where it is natural to let each equally-weighted dark matter particle contribute equally to the inertia tensor, for simulated galaxies it is natural to consider weighting each particle by its luminosity, considering that flux is what we actually see when we observe the galaxy. This results in another definition for the inertia tensor:
where each stellar particle is weighted by its luminosity, ln instead of its mass. The definition presented here refers to the luminosity-weighted form of unweighted inertia tensor given in Eq. 2. In our analysis, we also use the shapes obtained using the luminosity-weighted form of reduced inertia tensor (Eq. 3) defined analogously. Instead of determining axis ratios with a single calculation, we can also adopt iterative methods for finding the shapes using unweighted and reduced inertia tensors. In the unweighted iterative and reduced iterative methods, we first determine the axis ratios by the standard definitions of the corresponding inertia tensors using all the particles of a given type in the subhalo. Keeping the enclosed volume constant (as in Schneider et al. 2012) , the lengths of the principal axes of ellipsoids are rescaled accordingly 4 . After this rescaling, we determine the shapes again, discarding particles outside the ellipsoidal volume. This process is repeated until convergence is reached. Our convergence criterion is that the fractional change in axis ratios must be below 1%. It is to be noted here that although we only use subhalos that initially have at least 1000 dark matter and star particles to calculate shapes, the use of iterative methods results in some low mass subhalos having fewer than 1000 particles in the enclosed volume. But, since this is a very low fraction (less than 0.5%) and the number of particles remaining is very close to 1000, we include them for further analysis.
We will investigate the dependence of using these different definitions on the probability distributions of axis ratios and the two-point correlation functions. Having outlined the differences, we will present the rest of our predictions from the simulation based on the reduced iterative inertia tensor alone.
Misalignment angle
To study the relative orientation between the shapes defined by dark matter and stellar matter component in subhalos, we compute the probability distributions of misalignment angles as in Tenneti et al. (2014) . Letê da andêga be the major axes of the shapes defined by dark matter and stellar matter components respectively. We can then define the misalignment angle by θm = arccos(|ê da ·êga|).
TWO-POINT CORRELATION FUNCTIONS
Here we define the intrinsic alignment two-point correlation functions that we use in this work.
Position angle statistics
The position angle statistics, Ellipticity-Ellipticity (EE) and Ellipticity-Direction (ED) correlation functions, are useful to quantify the correlations between the position angles of galaxies or halos with each other and with the large-scale density field as a function of mass and redshift. These can then be compared against results for halos in N -body simulations. We follow the notation of Lee et al. (2008) to define the EE and ED correlations. Ifêa(x) is the direction of the major axis of the shape of the dark matter or stellar matter component of a subhalo centered at position x, then the EE correlation function in 3D, η(r), is given by
For randomly oriented galaxies or halos, the expectation value of this quantity is zero. The ED correlation function cross-correlates the orientation of the major axis of the shape of a subhalo with the large-scale density field. For a subhalo centered at position x with major axis directionêa, let the unit vector in the direction of the matter density field at a distance r ber = r/r. Then the ED cross-correlation function is given by
which is again zero in the case of no intrinsic alignments. We can represent the matter density field using either the positions of dark matter particles (in which case the correlation function is denoted by the symbol ω δ ) or the positions of subhalos (in which case it includes a factor of the subhalo bias, and is simply denoted ω).
Projected shape correlation functions
The projected shape correlation functions are computed to directly compare our results from simulations with observations. Here, we follow the notation of Mandelbaum et al. (2006) to give formulae for the calculation of galaxy-intrinsic shear correlation function (ξg+(rp, Π)) and the projected statistic, wg+. Here, rp is the comoving transverse separation of a pair of galaxies in the XY plane and Π is their separation along the Z direction.
If
is the axis ratio of the projected shape of the dark matter or stellar matter component of a subhalo and φ is the position angle of the major axis of the ellipse, the components of the ellipticity are given by
where e+ refers to the radial component of ellipticity and e× is the component at 45
• rotation. The galaxy-intrinsic shear correlation function cross-correlates the ellipticity of galaxies with the density field. The "shape sample" denoted by S+ is selected on the basis of a threshold or binning in subhalo mass, stellar mass, band luminosity and other properties of the galaxies in the simulation, while all the subhalos are used to trace the density field, forming a "density sample" denoted by D. The cross-correlation function is then computed usingξ
where rp is the transverse separation of the galaxy points and Π is the radial red-shift space separation (here, it is the separation along the Z direction), and S+D is the sum over all pairs with separations rp and Π:
where e+(j|i) is the + component of the ellipticity of a galaxy (j) from the shear sample relative to the direction of a tracer of density field (i) selected from the density sample. Here, R = (1 − e 2 rms ) is the shear responsivity that converts from distortion to shear with erms, the rms ellipticity per component of the shape sample. Alternatively, we can also define the ellipticity by e =
1−q 1+q
, in which case we do not have to take the responsivity correction into account. However, using this definition decreases the intrinsic alignment signal by only about ∼ 6%. So, in the rest of this paper, we employ the former definition as it makes it easier for comparison with observations. S+R is defined by a similar equation for the correlation of the data sample with a random density field distribution to remove observational systematics in the shear estimates, and hence we can neglect this term here. The projected correlation function, wg+(rp) is now given by given by
We calculated the correlation functions over the whole length of the box (100h −1 Mpc) with Πmax = 50h −1 Mpc, in 25 bins of size 4h −1 Mpc each. The projected correlation functions are obtained by summing over the galaxy-intrinsic and intrinsic-intrinsic shear correlation functions with the integrand replaced by a summation.
An alternative way to trace the density field for the calculation of wg+ is to use the positions of all dark matter particles in the simulation instead of subhalos. The correlation function obtained in this way is denoted by w δ+ . The former is what we can compare with observations, but we can use the latter to test the standard conversion that is used between the two (dividing the observational signals by the linear galaxy bias).
We do not discuss the intrinsic shear-shear correlation functions, (ξ++(rp, Π),ξ××(rp, Π)) and their corresponding projected statistics, (w++, w××) in this paper due to their being extremely noisy.
Formalism: Linear Alignment Model
The linear alignment model is the standard formalism used to study intrinsic alignments of galaxy shapes at large scales (Catelan et al. 2001; Chisari & Dvorkin 2013) . The observational measurements of intrinsic alignments on large scales can be reproduced using this model. In this section, we briefly describe the main features of the model. The linear alignment model is based on the assumption that the intrinsic shear of galaxies is determined by the tidal field at the time of formation of the galaxy (assumed to be during matter domination, Catelan et al. 2001 ). Thus we can write the intrinsic shear in terms of the primordial potential as
y , ∂x∂y)φp (13) derived the 2-point matter-intrinsic alignments power spectra, relating them to the linear matter power spectrum, P lin δ
Following Joachimi et al. (2011), we fix C1ρcrit = 0.0134 and use the arbitrary constant AI to describe the amplitude of intrinsic alignments for different samples. D(z) is the linear growth factor, normalized to unity at z = 0. Bridle & King (2007b) suggested using the full nonlinear matter power spectrum P nl δ in Eq. (14) to extend the linear alignment model to quasi-linear scales. This model is called the non-linear linear alignment model (NLA). In this work, we will use the non-linear matter power spectrum generated with the CAMB software (Lewis & Bridle 2002) , with a fixed WMAP7 cosmology (Hinshaw et al. 2013) .
Fourier transforming Eq. (14) and integrating over line of sight separation Π, we get the two point correlation function
bD is the bias for density sample, µ = kz/k and β is the linear redshift distortion parameter with (1 + βµ 2 ) 2 accounting for the effects of redshift-space distortions (RSD, Chisari & Dvorkin 2013) . β(z) = f (z)/b, where f (z) is the logarithmic growth rate at redshift z; in ΛCDM, f (z) ∼ Ωm(z) 0.55 . wg× is expected to be zero by symmetry.
THE IMPACT OF USING DIFFERENT INERTIA TENSOR DEFINITIONS
In this section, we compare the axis ratio distributions and misalignment angle distributions (as presented in Tenneti et al. 2014 ) when using the different definitions of inertia tensor defined in Sec. 2.2. We also consider how the twopoint correlation functions vary when using different shape definitions. For convenience, we define three mass bins, M1 (10 10.0 −10 11.5 h −1 M ), M2 (10 11.5 −10 13.0 h −1 M ), and M3 (> 10
13.0 h −1 M ).
Axis ratio distributions
Here, we compare the axis ratios of shapes obtained using different definitions of inertia tensor. In Figs. 1 and 2, we show the histograms of the axis ratios of the 3D shapes of dark matter ( Fig. 1 and stellar ( Fig. 2 ) matter components in subhalos using four inertia tensor calculations: unweighted and reduced, non-iterative and iterative. From the plots, we can see that the axis ratio distributions obtained with non-iterative and iterative unweighted inertia tensors are essentially identical. For the reduced inertia tensor, the results for the iterative calculation are uniformly more flattened than for the non-iterative calculation. The reason for this is that the non-iterative reduced calculation implicitly imposes spherical symmetry (via the 1/r 2 weighting), which will result in an overly-rounded shape estimate. For this reason, we do not consider the reduced non-iterative calculation to be useful.
Comparing the iterative reduced vs. unweighted results, the axis ratios of dark matter subhalos are slightly larger (rounder) when using the reduced inertia tensor than when using the unweighted one. This finding agrees qualitatively with the findings of Bett (2012) using N -body simulations. Additionally, the inclusion of baryonic physics in hydrodynamic simulations can lead to more round dark matter shapes in the inner regions of subhalos (e.g., Kazantzidis et al. 2006; Bryan et al. 2013) . In future work, we will directly study the impact of baryonic physics on the shapes determined by reduced inertia tensor by comparing our results on shape distributions with those obtained with a dark matter only simulation.
When considering the stellar shapes, we see that the histograms of intermediate-to-major axis ratio, q ( b a ), indicate a slight increase for the reduced inertia tensor compared to shapes obtained from the unweighted tensor, while the histograms of minor-to-major axis ratio, s ( c a ), show a decrease in axis ratio. Thus the shape distributions with the reduced inertia tensor are more oblate than the ones with the unweighted inertia tensor.
Misalignment angle distributions
In Fig. 3 , we plot the normalized probability distributions of misalignment angles between the shapes defined by dark matter and stellar matter component in subhalos. The plots show that there is no significant difference in misalignments if we adopt an iterative or non-iterative definition of shape tensor, for both unweighted and reduced cases. For the unweighted inertia tensor, this result is consistent with the distribution of axis ratios in Sec. 4.1, where the histograms are similar for unweighted non-iterative and iterative definitions. For the shapes obtained using the reduced inertia tensor, the histograms of misalignment angles seem to indicate that while the axis ratios change significantly, the relative shape orientation is not altered much. Comparing misalignment histograms obtained using unweighted and reduced inertia tensor, we observe that in the lowest mass bin, M1, the misalignments are slightly smaller if we use the reduced inertia tensor to define shapes, while they are slightly higher in mass bins M2 and M3.
Two-point correlation functions
Here, we consider the dependence of the intrinsic alignment two-point correlation functions for the shapes of the stellar matter component in subhalos using different definitions of inertia tensor.
In Fig. 4 , we show the ED correlation function, ω(r), for the shapes of the stellar matter component for subhalo mass thresholds of 10 11 h −1 M , 10 12 h −1 M , and 10 13 h −1 M . Similar to the histograms of misalignment angles, the position-angle correlation functions are the same when we use iterative or non-iterative definitions of inertia tensor. The correlation functions are noticeably smaller if we use the reduced inertia tensor to define the shape for all the mass thresholds.
In Fig.5 , we show the projected shape correlation function, wg+(r), in different mass bins. We do not observe any significant difference in the correlation function if we use the non-iterative vs. iterative unweighted inertia tensor to define shape. This is consistent with histograms of axis ratios, misalignment angles and the ED correlation function shown before. Going to the reduced definition of inertia tensor, it can be seen that wg+ is smaller for the shapes obtained from iterative reduced inertia tensor. This is expected due to the lower ellipticities (or higher axis ratios) obtained using the reduced inertia tensor. The values of wg+ for the reduced non-iterative shape tensor are even smaller due to the very high axis ratios, however as mentioned previously we do not consider this a viable way of measuring shapes. Our analysis presented in this section shows that the results from the unweighted non-iterative inertia tensor are quite similar to those obtained using the iterative tensor, so we do not have to consider this option separately. It is fair to not consider the results obtained using non-iterative reduced inertia tensor due to the expectation that it will produce overly round shapes. Based on these conclusions, our further analysis is based on the shapes obtained using only the iterative versions of unweighted and reduced inertia tensors
SHAPES DETERMINED USING LUMINOSITY WEIGHTING
In this section, we investigate the effect of weighting each stellar particle by its luminosity instead of mass while computing the inertia tensor. For the unweighted inertia tensor, we follow Eq. 5; the reduced form of the luminosity weighted inertia tensor can be inferred from it in a straight-forward manner. For each star particle, we use the SDSS r-band luminosity from the simulation, and determine shapes iteratively.
In Fig. 6 , we show the histograms of axis ratios (in the M2 mass bin) of stellar matter in subhalos, computed using both the mass-and luminosity-weighted form for the unweighted and reduced inertia tensor. From the plot, we can see that there is no major change in the distribution of axis ratios due to luminosity weighting for the unweighted inertia tensor. The histograms of axis ratios obtained from the reduced inertia tensor show that the luminosity weighting leads to larger values of q ( ). Thus, the overall shapes are more oblate when using luminosity weighting. This is expected as the mass to light ratio is not constant in the inner regions of the subhalos.
Likewise, we can infer from the left panel of Fig. 7 that luminosity weighting has no effect on the distribution of misalignment angles in the unweighted case, while the stellar shapes obtained from reduced luminosity weighting are more misaligned with the shapes of their host dark matter subhalos. The middle panel of the same figure shows the ED correlation function, ω(r), and the right panel shows the plot of wg+(r). Both the plots indicate a slight decrease in the amplitude of correlation when considering the luminosityweighted shapes. For the ED correlation, the mean decrease is about 2.6% using unweighted iterative shapes and 2.25% using reduced iterative shapes. The decrease is qualitatively consistent with the greater galaxy-halo misalignment angles shown in the left panel. Similarly, in case of wg+, the correaltion decreases by a mean value of ∼ 2% using unweighted and reduced iterative shapes. This decrease in correlation functions due to luminosity weighting is more pronounced at low mass thresholds.
Although the histograms of shapes and misalignment angles obtained by using the reduced form of luminosity weighted inertia tensor are different, we do not observe a significant change in the two point correlation functions, in comparison with the much stronger mass dependence of the two-point correlation shown in Sec. 7.1. So, we do not consider luminosity weighted inertia tensor in the rest of the sections in this paper.
COLOR DEPENDENCE OF INTRINSIC ALIGNMENTS
In this section, we investigate the color dependence of galaxy shape distributions, misalignment angle distributions, and two-point correlation functions. To do this, we roughly divide our entire sample of galaxies into red and blue types.
Division into blue and red galaxies
The color of a galaxy is obtained by calculating the difference in the absolute magnitudes in the SDSS u-band (Mu) and r-band (Mr) obtained from the simulation. In Fig. 8 , we show a 2D histogram of color (Mu − Mr) versus the stellar mass of subhalos at z = 0.3. Prior to plotting this histogram, we imposed a magnitude limit by eliminating galaxies with Mr < −18 and eliminated galaxies with very bright AGNs. Our colors do not exactly match those from observations, which have a clear bimodal distribution in the colormass contour plot. So, we choose the median of Mu − Mr to roughly divide our sample of galaxies in the simulation into blue and red types. It is important to bear in mind that because of the procedure we have used, this might not be exactly analogous to the blue vs. red divisions used in studies of observed galaxies (e.g., Hirata et al. 2007) . Together with the fact that color and morphology are not perfectly correlated, this implies that our color based division is not same as a division into bulge-dominated and disk-dominated galaxies. Codis et al. (2014) used a similar definition. They used the u − r rest-frame colors to divide their sample of galaxies in the simulation into three equal bins consisting of blue, red/blue and red types. divided the sample of galaxies in the Illustris simulation using the u − i color into blue, green and red types based on a star formation rate threshold, but they only produce a slightly bimodal distribution in colors that is not comparable with observations.
Here, we only consider the shapes obtained from the iterative reduced inertia tensor for our analysis in this section. We obtain similar results using the unweighted inertia tensor.
Axis ratio distributions
The histograms of axis ratios of dark matter and stellar matter component in subhalos for the red and blue galaxies are shown in Fig. 9 . The plots show that the red galaxies have slightly higher (rounder) axis ratios for the shapes defined by dark matter. For the shapes defined by stellar matter, the blue galaxies have slightly higher values of q ( ), indicating more oblate or disk-like shapes, as we would expect.
Misalignment angles and two-point correlation functions
The histogram of misalignment angles shown in the left panel of Fig. 10 indicates a larger misalignment between dark matter halo and galaxy shapes in blue galaxies. This is consistent with the current observational picture that various studies have detected intrinsic alignments for red galaxies but there are only upper limits for blue galaxies. The middle panel of Fig. 10 shows a slightly larger ED correlation for red galaxies. Similarly, from the plot shown in the right panel, we can see that the wg+ correlation is larger for red galaxies. If we wish to interpret these differences, we have to consider other factors that might change the amplitude of intrinsic alignments, the most important of which is the mass. The mean masses of the sample of red and blue galaxies are similar. The red (blue) sample has a mean subhalo mass of 8.0 (7.9) ×10 11 h −1 M . Given the nearly consistent masses, the larger amplitude of correlation for the red sample is not entirely due to mass.
MASS AND REDSHIFT DEPENDENCE OF TWO-POINT CORRELATION FUNCTIONS
In this section, we show the results for intrinsic alignment two-point correlation functions for shapes defined by the stellar matter component in subhalos. We focus in particular on the mass dependence and redshift evolution of the ED and wg+ correlation function.
Mass dependence
In Fig. 11 , we consider the mass dependence of two-point correlation functions for shapes defined by stellar matter in subhalos. The left panel shows the ED correlation function for shapes obtained using iterative unweighted and reduced inertia tensors. The galaxy samples here are selected based on a total subhalo mass threshold of M > 10 11 h −1 M , 10 12 h −1 M and 10 13 h −1 M . We observe a substantial increase in the amplitude of these correlation functions with increasing mass threshold for both types of inertia tensor. As in Sec. 4, the correlation functions for shapes obtained from the reduced inertia tensor have slightly smaller amplitudes than for the unweighted inertia tensor at all mass thresholds. For M > 10 13 h −1 M , the correlation function dips at small scales, possibly indicating a slightly random alignment of satellite subhalos with the orientation of the central galaxy. In a previous study, Lee et al. (2008) investigated the ED correlation functions from N -body simulations for shapes defined by dark matter. However, we know that the shape defined by stellar matter in galaxies is misaligned with the shape of host dark matter subhalo (Tenneti et al. 2014 ). This can significantly change the ED correlation function of shapes obtained with stellar matter when compared with results from an N -body simulations. Qualitatively similar to our results of ED correlation using shapes of stellar matter component, Lee et al. (2008) also found that the correlation of dark matter shapes with the density field increases with halo mass at all scales. However, Lee et al. (2008) only measure the signal starting at r > 1h −1 Mpc. So, we cannot directly compare our results at small scales for M > 10 13 h −1 M , where we observe a dip in the correlation.
In the right panel of Fig. 11 , we considered the mass dependence in wg+ using the same mass thresholds. For this correlation function, the different ellipticities and orientation of shapes defined by stellar matter in galaxies can lead to a different correlation function, when compared with that obtained using dark matter shapes. For wg+, we observe an increase in the amplitude of correlations with increasing subhalo mass threshold. The increase in intrinsic ellipticitydensity correlation signal with halo mass is also predicted from N -body simulations (Heymans et al. 2006 ) and semianalytic models (Joachimi et al. 2013) . Unlike the ED correlation in 3D, and consistent with observations of wg+ for real galaxies (e.g., Hirata et al. 2007 ), we do not observe a dip in wg+ for M > 10 13 h −1 M at small scales.
Based on the results shown in this section, we find similar mass dependence in the ED and wg+ correlation functions using the shapes obtained with either the iterative unweighted or the reduced inertia tensor. However, for comparison with observations, we expect that the iterative reduced inertia tensor might be a better choice as it gives more weight to the particles in the inner regions of subhalos. Hence, in the rest of this paper, we only present the two-point statistics using shapes obtained from the iterative reduced inertia tensor. . Left: Ratio of ω δ (r)(density field traced by dark matter particles) to ω(r) Right: Ratio of w δ+ (rp) correlation function, where the density field is traced by dark matter particles, to w g+ (rp) (density field traced by subhalos).
Comparison of wg+ and w δ+
The projected correlation function, wg+, includes a factor of the galaxy bias due to the correlation with galaxy positions. In observational data, it is necessary to estimate a large-scale galaxy bias and use the linear bias approximation to remove this galaxy bias dependency, an approach which should fail on small to intermediate scales. In order to take the effect of subhalo bias at large scales into consideration, here we considered the ratio of two-point correlation functions using the dark matter particles to trace the density field with those obtained by using the subhalos to trace the density field. In the left panel of Fig. 12 , we plotted the ω δ (r)/ω(r) correlation function at z = 0.3 for shapes defined by stellar matter in galaxies, for M > 10 11 h −1 M , M > 10 12 h −1 M , and M > 10 13 h −1 M using the reduced iterative inertia tensor to calculate shapes. At small scales, we observe that the ω δ (r) is a factor of 1.6-2 larger than ω(r), and the ratio is larger at higher mass thresholds. This result indicates that the shapes of massive galaxies are bet-ter aligned with the shape of the dark matter field than with the positions of other galaxies. The right panel shows a similar plot for the projected shape correlation function (w δ+ ). Again, we observe a larger w δ+ at small scales, and the ratio increases with mass threshold. In both the plots, the ratio is nearly constant at large scales for all mass thresholds, and is inversely proportional to the large-scale bias of the density tracer sample (all subhalos in the simulation). Since the simulation includes relatively low mass subhalos, their average bias is < 1 and hence the ratio that is plotted is slightly above 1.
Redshift evolution
We show the redshift evolution of intrinsic alignment twopoint correlation functions by plotting the ratios of ED and wg+ at z = 1.0, 0.3, and 0.06 to the corresponding quantities at z = 0.3 for M > 10 11 h −1 M . In the left (right) panel of Fig. 13 , we show this ratio for the ED (wg+) correlation functions with three subhalo mass threshold values. We observe that (for fixed mass threshold) the amplitude of the ED correlation function decreases significantly at all scales and for all mass thresholds as we go to lower redshifts. Using N -body simulations, Lee et al. (2008) also found that the amplitude of the ED correlation function decreases at lower redshifts. However, the wg+ correlation function does not exhibit a strong dependence on redshift. This is due to a difference in the shape distributions that compensates for the redshift evolution of position angle alignments shown by the results for ω.
The linear alignment model predicts that for the range of redshifts considered here, w δ+ varies roughly as (1+z) −0.7 (Hirata et al. 2007 ). We do not detect any significant redshift evolution of w δ+ for most of our samples. However, this particular test for redshift evolution based on mass (or luminosity) threshold samples may not be fair for intrinsic alignments evolution, since we are not comparing results for a high-redshift sample of progenitors of the low-redshift sample at a given mass threshold (due to additional mergers and mass accretion). We defer the exploration of this effect to future work.
TWO POINT CORRELATION FUNCTIONS: CENTRALS AND SATELLITES
A central subhalo is located at or near the potential minimum of its host halo. The remaining subhalos of that host halo are satellites. Here, we investigate the intrinsic alignment two-point correlation functions for central and satellite subhalos separately, by looking at the projected shape correlation in various mass bins.
Alignments of central and satellite galaxies
Here, we explore the distribution of the location of satellite subhalos with respect to the major axis of the central subhalo in the host halo. The left panel of Fig. 14 shows the histogram of angle between the major axis of shapes of dark matter and stellar matter of a central subhalo with the line joining the satellite subhalos. From the plot, we can conclude that the satellite subhalos are more concentrated along the major axis of its central galaxy. Our results are qualitatively consistent with results from N -body simulations by Faltenbacher et al. (2008) ; Wang et al. (2014) . Using hydrodynamic simulations of smaller volume, Deason et al. (2011) found that the satellites are more distributed along the axis of the shape determined by dark matter component of a central subhalo, when compared with that of stellar matter. We also confirm this finding with a large statistical sample. From the plot, we can observe that there is no significant mass dependence in the distribution of satellites along the major axis of the subhalo with shape determined using dark matter particles. On the other hand, for shapes defined by stellar matter of galaxies, we observe that the alignment increases with increasing subhalo mass with the mean alignment angles being 42.0 • , 41.5
• and 39.6
• in the mass bins, M 1, M 2 and M 3 respectively. This is due to a greater misalignment angle between the shapes defined by the dark matter and stellar matter in less massive central galaxies. In a recent paper, Dong et al. (2014) studied the spatial distribution of satellite galaxies with respect to the orientation of their host central galaxy using a large volume hydrodynamical simulation without AGN feedback.
We also investigate the orientation of satellite galaxies with respect to the location of its central subhalo. The right panel of Fig. 14 shows the alignment of the major axis of the shapes of satellite galaxies with the direction to their central subhalo. This is the radial alignment signal, which has been studied for dark matter component of satellites using N -body simulations (Kuhlen et al. 2007; Pereira et al. 2008; Faltenbacher et al. 2008 ) and hydrodynamic simulations (Knebe et al. 2010 ). These studies found that the orientation of satellite subhalos is not random, but point more towards the center of their host halo. Here, we observe that the shapes of stellar matter in satellites are also more aligned with the direction to their host halo. Recent observational measurements of Schneider et al. (2013) ; Sifón et al. (2014) have not detected radial alignment of satellite galaxies with their host halo.
wg+ and w δ+ for centrals and satellites
In Fig. 15 , we show the wg+ and w δ+ correlation function for centrals and satellites in mass bins, M1 and M2. In the highest mass bin, M3, the signal for satellites is not shown due to lack of sufficient number of satellite subhalos. The figure shows that at small scales, the wg+ and w δ+ signal for satellites is larger than that for centrals (within the same broadly-defined subhalo mass bins). This is interesting and could be due to following possibilities: 1. Satellite subhalos have stronger alignments with the local tidal fields than the central subhalos. Note that within a halo, tidal fields are predominantly radial, consistent with the radial alignments of satellites. More generally, since central subhalos are in reality the innermost subhalo, this could imply some radial dependence of intrinsic alignments. 2. Another possibility is that satellite and central intrinsic alignments are not very different, but the overall intrinsic alignments signal depends on the host halo mass. In this case, more massive halos with more satellite subhalos will get higher weight in satellite correlations but not in central correlations. This could also push up the wg+ and w δ+ signal for satellites. We speculate that final result is likely to be combination of these two effects, with radial dependence being the more dominant factor.
At large scale, it is expected that the intrinsic alignment signal due to satellites goes to zero in the halo model (Schneider & Bridle 2010) , based on the assumption that the satellite subhalos are uniformly distributed throughout the host halo pointing towards the center. However, the latter assumption is not quite true in reality. As shown in Sec. 8.1, the satellite subhalos have a tendency to be distributed more along the major axis of the central galaxy, and hence "inherit" the large-scale intrinsic alignments of the host halo at some level. This could be the explanation for the fact that the satellite wg+, while dropping on large scales, is still non-zero.
From Fig. 15 , we can also see that as we go to higher masses, the amplitude of intrinsic alignments in central subhalos increases. In addition, the transverse separation, rp, where we observe a slight dip or change in the shape of the correlation function shifts to smaller values as we go to lower masses of central subhalos. This change of shape indicates Figure 15 . w g+ and w δ+ correlation function for centrals and satellites at z = 0.3. Left: M1: 10 10−11.5 h −1 M ; Middle: M2: 10 11.5−13.0 h −1 M ; Right: M3: > 10 13.0 h −1 M . The labels "Cen" and "Sat" refer to the correlation functions (w g+ , w δ+ ) of centrals and satellites respectively. Similarly, "1h Cen" and "1h Sat" refer to the 1-halo term of w δ+ for central and satellite subhalos respectively. a region of transition from the 1-halo term at small scales to the 2-halo term at large scales. To further illustrate our point, we also show the 1-halo term of w δ+ for central and satellite subhalos in these mass bins. This is directly calculated by correlating the shape of a galaxy with the location of dark matter particles that belong to its host halo. As seen from the plot, the 1-halo term follows the shape of w δ+ at small scales and drops to zero at large distances (on scales comparable to the virial radius), where the 2-halo term is becoming more significant.
MODELING, COMPARISONS AND PREDICTIONS
In this section, we present the results of fitting the nonlinear alignment (NLA) model to the MB-II intrinsic alignment two-point correlation functions, and also compare the intrinsic alignment two-point correlation functions in MB-II with those in real data. There are two purposes of this comparison. The first is simply to confirm that MB-II gives physically-reasonable results for samples for which intrinsic alignments have been robustly detected. The second is to then make predictions for samples that will be used for lensing by upcoming surveys.
Fitting models to MB-II correlation functions
Here we present results of fitting NLA and power law functions to our predictions for wg+ and w δ+ from MB-II. Fig. 17 shows an example of models fitted to the measurements for two different samples defined by luminosity bins, Mr −22.6 and Mr ∈ [−22.6, −20.3] . More examples and tables with fit parameters can be found in Appendix A. We fit the NLA model in the range 6 < rp < 25h −1 Mpc. Beyond 25h −1 Mpc, the MB-II predictions are dominated by cosmic variance. We fit wg+ and w δ+ simultaneously assuming the same AI for both, and an additional large-scale (constant) subhalo bias bD for wg+. As can be seen in Fig. 17 , the NLA model fits the data well in the fitting range and can be extended down to rp ∼ 4h −1 Mpc, below which the signal differs in both amplitude and scale dependence. We add a note of caution that we use the simple weighted least squares method to fit the model using only the diagonal terms in the covariance matrix, which underestimates the errors on the parameters when compared with the errors on data points. The errors shown on data points are calculated from jackknife variance, but due to the limited size of our simulation box, the jackknife errors on the maximum scales used are not very reliable. Fig. 16 shows a comparison of jackknife and Poisson error bars. The Poisson errors tend to be very small (and are certainly underestimated above a few h −1 Mpc scales, where cosmic variance will be important). However they are within a factor of 1.5-2 of the jackknife errors on small scales, which is reasonable. While Poisson errors are underestimated, the scale dependence of jackknife errors suggest that they are cosmic variance dominated and due to the limited size of the simulation box, the covariance matrix is very noisy. Keeping in mind the limitations of our jackknife covariance matrix, we do not attempt a more sophisticated fitting method to get better error estimates on the model parameters.
On small scales, we fit a power law function separately to wg+ and w δ+ , in the range 0.1 < rp < 1h −1 Mpc. The power law function is of the form: Fig. 18 shows intrinsic alignments amplitudes for wg+ as function of average luminosity and redshift of the sample, for different samples defined with different luminosity bins. We see clear evolution with luminosity and mild evolution with redshift. More luminous objects show stronger intrinsic alignments, qualitatively consistent with LRG observations. Within the NLA model, where it is assumed that intrinsic alignments are set at time of galaxy formation, we do not expect any redshift evolution of AI . This is consistent with LRG observations, where no significant redshift dependence for AI is detected (Joachimi et al. 2011) , admittedly with a narrower redshift range than considered here. LRG are, however, a special population of old, very massive, passively evolving galaxies. Our sample in MB-II is much more di- Vertical lines show the range over which we fit the NLA model (6h −1 Mpc < rp < 25h −1 Mpc). Note that the power law is fitted only for rp < 1h −1 Mpc, though the function is shown out to rp ∼ 2h −1 Mpc.
verse in properties and is heavily dominated by much less massive galaxies that will include a variety of formation and evolutionary histories, including recent mergers and accretion. This is expected to change the intrinsic alignments signal at all scales. We see clear redshift evolution in two of the three samples defined by luminosity bins, with the mid- dle bin showing negligible evolution. For the brightest and faintest samples, we observe that the NLA model amplitude decreases at lower redshifts, which suggests that dynamical processes such as galactic mergers play some role in intrinsic alignments evolution at those luminosities.
To quantify the evolution of intrinsic alignments with redshift, mass and luminosity, we fit the non-linear alignment model amplitude AI with the following functions:
L is the average r-band luminosity, normalized by pivot luminosity L0 corresponding to r-band magnitude Mr = −22.
Results from the fitting are shown in Table 1 . We also show results from similar fitting to power law amplitude and index. Doing a similar fit to AI in luminosity and redshift to LRG samples, Joachimi et al. (2011) got αL = 1.13 +0.25 −0.20 and αz = −0.27 +0.80 −0.79 (MegaZ-LRG + SDSS LRG + L4 + L3). Our power law indices are different, with our samples showing weaker luminosity evolution than LRGs. This is likely due to differences in the samples, since our samples do not include color cuts, and also extend to fainter luminosities. Our results are qualitatively consistent with results of Joachimi et al. (2013) , who used semi-analytical approach to populate dark matter halos in Millennium simulation and measured the intrinsic alignments signal. When they measured intrinsic alignments amplitudes as a function of luminosity, they found a shallower luminosity dependence at the faint end than for LRGs. Our αz is consistent with zero within 1σ, consistent with Joachimi et al. (2011) and Joachimi et al. (2013) .
Figs. 19 and 20 show the comparisons of power-law parameters (Eq. 18) fit to w δ+ and wg+ for different samples used in this work. w δ+ has systematically higher amplitude and steeper power-law index than wg+, which implies that wg+ is more flattened compared to w δ+ below 1h −1 Mpc. The flattening of wg+ at small scales is likely due to the effects of non-linear bias of the subhalo sample used as density tracer. However, as observed in Fig. 12 , the ratio of w δ+ /wg+ changes for different mass threshold samples, which means that there could be some differences due to intrinsic align- Figure 19 . Comparison of power law amplitude for w g+ (P A ) and w δ+ (P δ A ) for various samples used in this work. The dotted line shows the x = y relation. w δ+ is observed to have systematically higher amplitude than w g+ for separations below 1h −1 Mpc. Figure 20 . Comparison of power law index for w g+ (P I ) and w δ+ (P δ I ) for various samples used in this work. The dotted line shows the x = y relation. w δ+ has a systematically steeper slope than w g+ for separations below 1h −1 Mpc. Figure 21 . w g+ correlation function for galaxies selected according to r-band luminosity (such that Mr −22.6)and comparison with observational results using SDSS LRG sample. Note that the bias of the density tracer sample has been taken into account in order to make a fair comparison. ments signal as well. Subhalos are biased tracers of density field and it is conceivable that intrinsic alignments signal at small scales can change when subhalos are used as the density tracers (for example, there may not be enough subhalos around a galaxy at small scales to fairly measure the intrinsic alignments signal). This can have important implications for observational studies of intrinsic alignments, where we can only use galaxies as biased tracers of the density field, so the small scale intrinsic alignments could be underestimated.
Comparison with luminous galaxy intrinsic alignments
In Fig. 21 , we show the wg+ correlation function for the subhalos selected by luminosity in r-band such that the absolute AB magnitudes satisfy Mr −22.6. The error bars shown here are obtained using the jackkinfe technique. The observational measurements are obtained from an SDSS LRG sample in the redshift range 0.27 < z < 0.35, with luminosity cuts as defined in Hirata et al. (2007) . The galaxies from the simulation are selected to match the luminosity threshold of the Bright LRG sample (Mr −22.6), against which we compare our results. The amplitude of the predicted wg+ for this sample is in good agreement with the observational results for the LRG sample 5 . The mass range of the galaxies from the simulation roughly corresponds to a subhalo mass threshold of M > 10 13 h −1 M which is indeed the appropriate halo mass range for LRGs. However, there is an important caveat in this comparison. The LRG sample has color cuts and so, unlike the simulated galaxies, the LRG Figure 22 . Left: w δ+ correlation function at redshifts z = 0.6 and 0.3 for galaxies selected by a luminosity threshold to match three values of comoving abundance as labeled on the plot. Right: Prediction of w δ+ for galaxies that will be used for lensing in the LSST survey, made by matching the estimated comoving abundances at z = 1.0 and z = 0.6. The shaded regions show jackknife errorbars.
samples are not perfectly luminosity selected. Hence, it is difficult to make an exact comparison of the the amplitude of correlation function in spite of selecting the same luminosity thresholds. If we ignore the amplitude, which is likely to be a nuisance parameter that gets marginalized over in a typical intrinsic alignment mitigation scheme, what is more important is that the scaling with transverse separation is consistent with that in real data, as is the scaling with mass that was shown earlier in this work. This confirms that MB-II can provide reasonable templates for intrinsic alignment models to be used in real data analysis.
Predictions for future weak lensing surveys
Using the SDSS r-band luminosity of galaxies in the simulation, we can make predictions for the w δ+ correlation function for upcoming surveys. Here we focus on w δ+ rather than wg+ since the intrinsic alignments contamination of cosmic shear signals is caused by the entire matter density field. In the left panel of Fig. 22 , we plotted the w δ+ correlation function for galaxy samples selected on the basis of a luminosity threshold with increasing comoving abundance at redshifts z = 0.3 and 0.6. Our results suggest that the amplitude of the w δ+ correlation function decreases with increasing comoving abundance at both redshifts, with the shape of the correlation function changing as well (such that the 1-halo to 2-halo transition is no longer evident for lower luminosity samples, perhaps because they occupy host halos with a wide range of masses).
In the right panel of Fig. 22 , we show the w δ+ signals at z = 0.6 and z = 1.0 that help us to predict the intrinsic alignments for the galaxies that will be used to measure lensing in the upcoming LSST survey. At redshift z = 1.0, the comoving abundance of 0.02 (h −1 Mpc) −3 corresponds to the estimated number density of galaxies in the LSST.
Similarly, at redshift z = 0.6, the estimated comoving abundance is 0.045 (h −1 Mpc) −3 . The galaxy number densities mentioned here are based on the results from Chang et al. (2013) . From the observational measurements of intrinsic alignments using SDSS LRGs (Fig. 21) , we know the value of wg+ which would be a good match to the signal obtained from a luminosity based comoving number density threshold of 3 × 10 −4 (h −1 Mpc) −3 (left panel of Fig. 22 ). For galaxies in the LSST sample, our results predict that the intrinsic alignments decrease by a factor of ∼ 18 for scales below 1h −1 Mpc. At large scales, based on the NLA model fits tabulated in Appendix A, we predict that the amplitude of the signal decreases by a factor of ∼ 5 at z = 0.6 compared to the measured signal using LRGs. Fig. 23 shows the evolution of NLA amplitude AI , for different samples defined by mass threshold and comoving abundance. We observe clear evolution with mass and luminosity with more massive and luminous objects having stronger alignments. We also observe mild evolution in redshift which is inconsistent with NLA assumption that intrinsic alignments are setup at time of galaxy formation, if we assume that all our galaxies formed at z 1. This assumption is however likely to break down over the broad redshift and mass range of our sample, due to growth of structure as well as dynamical evolution of galaxies which will bring the intrinsic alignments signal down, consistent with our results. As in Sec. 9.1, to quantify the luminosity and redshift evolution of intrinsic alignments amplitude we fit a power law defined in Eq. (19) to luminosity threshold samples and a similar power law in average mass and redshift as defined in Eq. (20) to mass threshold samples.
Since A and αz are same for both luminosity and mass threshold samples we fit both luminosity and mass theresh- old samples simultaneously to get all the parameters. Parameters are given in Table 2 . We note that our samples defined by threshold cuts are correlated and hence the values given in Table 2 should not be directly compared with observational results, where samples are usually defined in luminosity or mass bins. The purpose of our fits given here is to give scaling relations for overall expected intrinsic alignments for sources that will be used to measure lensing in surveys like LSST and Euclid, for which the source samples will likely be derived from taking most of the galaxies above some flux cut.
CONCLUSIONS
In this paper, we used the MB-II cosmological hydrodynamic simulation to study the intrinsic alignments of galaxies. We are able to directly measure the shapes of the stellar matter component of the galaxies and use these to estimate the twopoint correlation functions which can be compared with intrinsic alignment measurements from observations. The use of hydrodynamic simulations, which include the physics of galaxy formation, has an advantage over N -body simulations in that we do not have to make assumptions about the occupation of halos with galaxies and their alignments with the host halo. We also have information on the luminosities of galaxies in the simulation, which is useful for comparisons with observations and making predictions of intrinsic alignments for upcoming surveys. It is necessary to adopt a definition for the shapes of dark matter and stellar matter components in subhalos. We investigated the variation in the distribution of axis ratios of shapes obtained using iterative and non-iterative forms of the unweighted and reduced inertia tensor. The axis ratios and orientations of the shapes obtained using unweighted iterative and non-iterative inertia tensor are very similar. For comparison with observations, it might be useful to use the reduced form of inertia tensor which gives more weight to particles in the inner regions of a subhalo. The non-iterative reduced inertia tensor produces shapes that are biased towards being very spherical and hence is not considered. The axis ratios of shapes defined by dark matter subhalos obtained using the iterative reduced inertia tensor have slightly larger axis ratios when compared with those obtained using the unweighted inertia tensor, which is in agreement with the findings of Bett (2012) . For shapes defined by stellar matter, the reduced inertia tensor produces shapes which are slightly more oblate.
We can also define a luminosity weighted unweighted and reduced inertia tensors for shapes of stellar matter. We concluded that the shapes obtained using the unweighted inertia tensor are similar when the star particle is weighted by its luminosity or mass. However, we observe noticeable changes in the distribution of axis ratios for shapes obtained using the reduced form of the inertia tensor when we weight each particle by its luminosity. This is not surprising, as it indicates that the mass to light ratio is not constant in the inner regions of galaxy, which is expected. However, our results suggest this effect of luminosity-weighting can roughly be incorporated into mass-weighted intrinsic alignments measurements as a suppression of the amplitude of the wg+ signal by 2% at z = 0.3 (though there is a slight scale dependence to this number).
To investigate the color dependance of intrinsic alignments, the galaxies in the simulation are roughly divided into red and blue types by choosing a median value of the rest-frame color, Mu − Mr. By comparing the wg+ correlation function for red and blue galaxies, we concluded that the red galaxies have larger intrinsic alignments, as expected based on observations.
We measured the dependence of the two-point correlation functions, ED (position angle statistic) and wg+ (projected shape correlation function), on the mass and redshift. The wg+ correlation function is more relevant for comparison with many observational results and for contamination of upcoming weak lensing measurements by intrinsic alignments, given that it includes the overall galaxy shape. For both ED and wg+, the amplitude of the correlation function is smaller for shapes defined by the reduced form of the inertia tensor. By plotting the correlation functions for galaxy samples selected at subhalo mass thresholds of 10 11 h −1 M , 10 12 h −1 M and 10 13 h −1 M , we concluded that the amplitude of the correlation function increases strongly with increasing mass. We also consider the redshift dependence of ED and wg+ correlation functions. For the ED correlation function, the amplitude of the correlation function decreases at low redshifts, which indicates that the shape defined by the stellar component tends to get slightly less correlated with the density field traced by subhalos. Our findings for the mass and redshift dependence of ED correlation function using the shapes of stellar matter are similar to the conclusions of Lee et al. (2008) based on N -body simulations. However, we do not notice a significant redshift dependence for the wg+ correlation function for fixed mass threshold samples.
The simulation also allows us to directly study the intrinsic alignment in centrals and satellite galaxies, as it is possible to split our subhalos into centrals and satellites. Previously, the intrinsic alignments in centrals and satellites has been modeled analytically using the halo model (Schneider & Bridle 2010) . Here, we concluded that in a similar mass range, the satellite galaxies have larger intrinsic alignment when compared to centrals at small scales (i.e., in the language of the halo model, the satellite galaxies have a stronger one-halo term than the centrals). At large scales, the intrinsic alignment signal for satellite galaxies goes down and is smaller than those for central galaxies (centrals have a larger two-halo term than satellites). We also fit non-linear alignment model (NLA) in the range 6h −1 Mpc < rp < 25h −1 Mpc and study the evolution of with mass, luminosity and redshift. The NLA amplitude AI increases with mass and luminosity, qualitatively consistent with LRGs observations though our scalings are different from LRGs observations, possibly due to our focus on lower luminosity galaxies.We also fit a simple power law model to study intrinsic alignments at small scales, and observe that intrinsic alignments signal gets lower and more flattened as we go to lower mass and luminosities. We observe that intrinsic alignments get more flattened for wg+ as compared to w δ+ , which implies that sub halos don't allow a fair measurement of intrinsic alignments signal at small scales. This has important implications for observations, where we can only use galaxies to trace the density field.
Finally, we are able to make predictions for the intrinsic alignments for upcoming surveys at redshifts z = 1.0 and z = 0.6 by calculating the w δ+ correlation function (crosscorrelation of projected shapes with density field traced by dark matter particles). For these predictions, we select galaxy samples based on a threshold in luminosity such that the comoving abundance matches the expected number density of galaxies at the given redshifts. We concluded that, as expected, the amplitude of w δ+ correlation decreases as we go to larger comoving abundances. This result is important as we already have the observationally measured result for wg+ using data from the SDSS LRG sample. Using our results from simulation, we predict that for galaxies that will be used to measure lensing in the LSST survey, the IA signal decreases by a factor of ∼ 5-18 depending on the radial separation (from ∼ 30 down to ∼ 0.5h −1 Mpc) compared to the measured value for LRGs. This differs from the conclusion of Codis et al. (2014) , where they detected no intrinsic alignment signal in their sample of reddest galaxies at z = 1.2. The difference can be due to the fact that Codis et al. (2014) define shapes with a lower limit of 50 particles, while we use at least 1000 star particles based on our convergence tests showing the 50 particles is inadequate (Tenneti et al. 2014) . Also, as mentioned in their paper, spins do not fully capture the shape of a galaxy or the effects of intrinsic alignments on the two-point shear statistics.
In future work, we will compare the results of our twopoint correlation function with predictions from a dark matter only simulation run with the same initial conditions, in order to understand the importance of the physics of galaxy formation and processes such as feedback on the intrinsic alignments. We will also try to apply additional postprocessing techniques to match the color of galaxies in our simulation to those from observational results. However, the results in this work suggest that high-resolution and largevolume SPH simulations such as MB-II will be a powerful tool for predicting and mitigating intrinsic alignments in future weak lensing surveys.
APPENDIX A: FITTING RESULTS
Here we present results of fitting the NLA and power law models to different samples for which wg+ and w δ+ were measured. At linear and quasi-linear scales (6h −1 Mpc < rp < 25h −1 Mpc) we fit w δ+ and wg+ simultaneously for amplitude AI and subhalo linear bias bD in wg+. bD values are not shown in tables but we get bD consistent with values expected for ξgg and ξmm measurements. The power-law was fitted separately to wg+ and w δ+ for rp < 1h −1 Mpc, with two free parameters, amplitude PA and index PI . A subscript δ on power-law parameters denotes a fit to w δ+ . Power-law parameters evolve with mass and luminosity, with the function becoming more shallow for lower mass and luminosity. As discussed in Sec. 9.1, there are also differences in power law fits to w δ+ and wg+, with the function being more shallow for wg+. See Sec. 9.1 for more a detailed discussion. Table A1 presents results for different samples defined by their comoving abundance. Fig. A1 shows the intrinsic alignments signal for some of the samples at z = 0.6. The intrinsic alignments amplitude generally increases with decreasing comoving abundance, consistent with the fact that more massive and brighter objects have stronger intrinsic alignments. Table A2 presents results for different samples defined by subhalo mass threshold. Average subhalo mass are given for each sample. Fig. A2 shows the signal for M > 10 13 h −1 M sample at different redshift. Samples with more massive subhalos show stronger intrinsic alignments, along with some redshift evolution as discussed in the main text. Table A3 and Table A4 present results for satellite and central subhalos, with sample selection using different mass thresholds. Fig. A3 and Fig. A4 also show signal for some of the samples. We observe clear large scale alignments for central subhalos, also with clear mass evolution. Satellite subhalos on the other hand show very little or no alignments at large scales with AI consistent with zero or at least much smaller than that for central subhalos at the same redshift and in the same mass range. These results are consistent with the halo model, as satellites show radial alignments within the halo and hence their large scale signal is much weaker. Table A5 presents results for samples defined by luminosity bins. We observe evolution of intrinsic alignments with luminosity, with more luminous objects having stronger alignments and there is also some redshift evolution observed in two of the three luminosity bins. See section 9.1 for more detailed discussion. Figure A1 . Intrinsic alignment correlation functions, w δ+ and w g+ , for different samples defined on the basis of comoving number density threshold, at redshift z = 0.6. There is clear evolution with number density, where samples with lower number density and hence more luminous galaxies have higher intrinsic alignments. As discussed in main text, this has important implications for future weak lensing surveys such as Euclid and LSST. Figure A2 . Intrinsic alignment correlation functions, w δ+ and w g+ , for the mass threshold sample, M > 10 13 h − 1M , at redshifts, z = 1.0, 0.6, 0.3, and 0.06. We see some redshift evolution as w δ+ and w g+ magnitude increases at higher redshift. Table A1 . Model fits to samples defined by a luminosity threshold, including all galaxies above some lower luminosity limit such that a given comoving abundance is achieved. A I is the NLA model amplitude, P A and P I are the power law parameters. The power-law is fit separately to w g+ and w δ+ , with superscript δ indicating the fits to w δ+ . L/L 0 gives average luminosity for the sample, normalized by pivot luminosity L 0 , corresponding to r-band magnitude M r,0 = −22. Table A5 . Model fits to intrinsic alignments measurements for samples defined in luminosity bins. See Table A1 for description of different parameters. Figure A3 . Intrinsic alignment correlation functions, w δ+ and w g+ , for central subhalos in different mass bins, at redshift z = 0.3. We detect both large scale and small scale intrinsic alignments for central sub halos, with more massive sub halos also showing stronger alignments. The downturn in the lowest mass bin at small scales indicates a transition to the 1-halo term. Figure A4 . Intrinsic alignment correlation functionss, w δ+ and w g+ , for satellite subhalos in different mass bins,, M 1, M 2 and M 3, at redshift z = 0.3. Satellites show no significant alignments at large scales, though small scale alignment is very strong, consistent with the radial alignment of satellites.
