A generalization of the polar coding scheme is proposed. It exploits several homogeneous kernels over alphabets of different sizes. An analysis of the introduced scheme is undertaken. Specifically, asymptotic properties of the polarization are shown to be strongly related to the ones of the constituent kernels.
I. INTRODUCTION
Polar codes were introduced by Arikan in [1] and provided a scheme for achieving the symmetric capacity of binary memoryless channels (B-MC) with polynomial encoding and decoding complexity. Originally, Arikan considered a simple binary and linear 2 dimensional kernel, which is based on the (u + v, v) mapping. This mapping is extended to support an arbitrary code length N = 2 n , by a Kronecker power of the generating matrix that defines the transformation. Multiplying a permutation of an input vector u by this matrix results in a vector x, that is transmitted through N independent copies of a memoryless channel, W. As a result, N dependent channels between the components of u and the outputs of the copies of the channel W are created. These channels exhibit polarization under successive cancelation (SC) decoding: as n grows there is a proportion of I(W) (the symmetric channel capacity) of the channels that have their capacity approaching 1, while the rest of the channels have their capacity approaching 0.
The exponent of the kernel as a measure of the asymptotic rate of polarization for arbitrary polar codes was introduced in [2] and generalizations were given in [3] . In [4] , the authors suggested designing binary kernels based on the idea of code decomposition. However, the more natural way is to take advantage of the explicit (non-binary) code decomposition in order to design a kernel. This however, usually requires introducing additional kernels in respect to the initial binary kernel, which results in a mixed kernel structure. Our objective in this paper is to explore such constructions and analyze them. This paper is organized as follows. In Section II, we review the idea of code decomposition and its relation to the design of polar code kernels. This notion is the motivation for the introduction of mixed kernels. For simplicity, we decided to present the concept of mixed kernels by an example of a specific construction that is composed of a binary kernel and a quaternary kernel. This is done in Section III. General mixed kernels are considered in Section IV. Simulations results and conclusions are given in Section V.
Throughout we use the following notations. For i ≥ j, let u i j = (u j , ..., u i ) be the sub-vector of a vector u of length i − j + 1 (if i < j we say the u i j = (), the empty vector, and its length is 0). For a natural number n, we denote [n] = {1, 2, 3, ..., n}.
II. PRELIMINARIES
In [4] , we explored the idea of code decomposition and its relation to the construction of binary kernels for polar codes. We review these ideas here.
Definition 1:
. We denote the set of sub-codes of level number i by
The partition is usually described by the following chain of codes parameters
if for each T ∈ T i we have that T is a code of length n i , size 2 ki and minimum distance at least d i .
A transformation g(·) can be associated to a code decomposition in the following way.
Definition 2: Let {T 1 , ..., T m } be a code decomposition of {0, 1} ℓ as in Definition 1, and such that ∀T ∈ T m , |T | = 1.
The transformation
where in the notation of T (v m 1 ) m we take the decimal representation of the component of v, for consistency with Definition 1. Sometimes, it is useful to denote the argument to g(·) as the vector u ∈ {0, 1} ℓ , i.e. write g(u) instead of
mi . In this case, there exists the obvious correspondence between v and u , that
We say that v i is representing 2011 IEEE International Symposium on Information Theory Proceedings 978-1-4577-0595-3/11/$26.00 ©2011 IEEE m i bits that are "glued" together. It is convenient to denote v i as u s,f , if v i = u f s . In [4, Example 1], we considered the decomposition into cosets described by the chain (4, 4, 1)−(4, 3, 2)−(4, 1, 4). Using Definition 2, we introduce a kernel function
that is induced by this decomposition. The first bit u 1 chooses between the sub-codes T 
2 . The second and the third bits are glued together, forming a binary pair, or quaternary symbol u 2,3 and they choose the correct subcode of T . Finally, u 4 selects the code-word from the chosen sub-code. Note, that an easy implementation of the encoding is to multiply u by the proper generating matrix. Indeed, there's nothing new in this construction. The challenge is to extend this mapping to an N = 4 n length mapping. The standard Arikan's construction (based on the Kronecker power) does not suffice, because of the glued bits u 2,3 , that need to be jointly treated as a quaternary symbol. To facilitate this, we suggest introducing a second quaternary kernel, g 2 (·). Because different coordinates of the input of g 1 (·) are from different alphabet sizes, and because in order to implement this polarization scheme, we incorporate two mapping functions g 1 (·) and g 2 (·), we refer to the overall construction as a mixed kernel construction. Details on how to combine kernels g 1 (·) and g 2 (·) to a mixed kernel are given in Section III.
III. MIXED KERNELS BY AN EXAMPLE
We begin by describing a construction of a mixed kernel by several homogeneous kernels over different alphabets. To have a comprehensive presentation of this subject, we decided to focus on a specific construction. Generalizations easily follow from this example and are given in Section IV.
A. Construction of a Mixed Kernel
Let g 1 (·) be the mapping defined in (3). Let g 2 (·) : {0, 1} 2 4 → {0, 1} 2 4 be a polarizing kernel over the quaternary alphabet. For example, g 2 (·) can be a kernel, based on the extended Reed-Solomon code of length 4, G RS (4) that was shown in [3, Example 20] to be a polarizing kernel. Using g 2 (·), we can extend the mapping of g 1 (·) to an N = 4 n length mapping. Note that g 2 (·) is introduced in order to handle the glued bits u 2,3 in the input of g 1 (·).
Let us first review the channel splitting using g 1 (·). The output of g 1 (·) is binary and so is the channel on which the result of the transformation is sent on. The meaning of taking two inputs and glue them together is that we want these inputs to be treated as one unit for decision making and decoding. Assume a binary vector u was transformed to x by g 1 (·).
x 4 1 is transmitted over 4 copies of the binary memoryless channel W, and we receive the output vector y. The channel splitting principle dictates the following channels.
Next, consider g 2 (·), which is a quaternary input and output mapping. A binary vector u ∈ {0, 1} 8 is transformed into x ∈ {0, 1} 2 4 in the following fashion.
x 4 1 is transmitted over 4 copies of a quaternary input memoryless channelW, and the output vector y is received. By the channel splitting principle we get the following channels for i ∈ [4] .
We denote g (1) (·) ≡ g 1 (·). Constructing a mapping function of dimension 16, denoted by g (2) (·), is done as follows. Let u be a binary vector of length 16. Define g 1 (u 1 , u 2,3 , u 4 ) = a, g 2 (u 5,6 , u 7,8 , u 9,10 , u 11,12 ) = b and g 1 (u 13 , u 14,15 , u 16 ) = c. Finally,
In order to extend this construction to a general kernel g (k) (u 4 k 1 ) in which some of the inputs are glued, we suggest the following recursive algorithm.
Mixed Kernel Construction Algorithm STEP 1: Take 4 parallel copies of g (k−1) (·), and allocate binary inputs (that some of them will be glued) by u1, u2, ...u 4 k . Denote the direct inputs to g (k−1) (·) by v 4 k−1 1 . Since we simultaneously deal with all the 4 inputs to the copies of g (k−1) (·) having the same index, there's no need to denote them separately. Our goal is to allocate inputs of the set u1, u2, ...u 4 k , glue them together if necessary, perform the proper transformation (i.e. g1(·) or g2(·)) and connect the outputs of the transformation to the inputs of g (k−1) (·).
Initialize two counters: i ← 1 for the inputs of g (k−1) (·) and j ← 1 for the inputs of g (k) (·). STEP 2: Consider input vi of g (k−1) (·). There are two cases here. (a) vi is single (i.e. it is not glued to the next input). Allocate inputs uj, uj+1, uj+2, uj+3, use them as inputs to g1(·), and use the outputs of the transformation as inputs to the ordered copies of vi in the inputs of the copies of g (k−1) (·). Note: uj+1 and uj+2 are now glued together (denoted by uj+1,j+2) and the other inputs are binary. Set
vi is glued to vi+1 (i.e. we have a quaternary symbol vi,i+1). Allocate inputs u j+8 j , glue them in pairs (i.e. uj,j+1, uj+2,j+3, uj+4,j+5, uj+6,j+7), use the four pairs as inputs to g2(·), and take the outputs of the transformation as inputs to the ordered copies of vi,i+1 in the inputs of the copies of g (k−1) (·). Set i ← i + 2, j ← j + 8.
If you finished allocating the inputs of g (k) (·) then stop, otherwise repeat STEP 2.
Note that the algorithm is consistent with the definition of g (2) (·) in (4). The construction supports Arikan's analysis by the channel tree-process as we see in Section III-B. Also note, that by this construction, successive cancelation decoding of the inputs to g (k) (·) is actually decoding of inputs to the transformations g 1 (·) or g 2 (·) that use as a channel one of the synthesized channels generated by g (k−1) (·) over W. In other words, when decoding one bit u i (two glued bits u i,i+1 ) over the channel W
, this is manifested as decoding a bit (a pair of glued bits) which is an input to the transformations g 1 (·) or g 2 (·). These transformations use as a channel the proper synthesized channel ( W 
B. The Tree Process
We now turn to describe the channel tree process corresponding to this mixed kernel construction. A random sequence {W n } n≥0 is defined such that
, where ν(n) denotes the number of channels (where the glued channels are counted as one), and τ n (i) denotes the index of channel number i (τ n (i) is needed because some of the channels correspond to glued bits and therefore have their indexing as a pair of integer numbers). For example, for the W 16 channel, constructed using the transformation in (4), we have the number of channels ν(2) = 10, where the values of τ 2 (·) are [1, (2, 3), 4, (5, 6), (7, 8) , (9, 10), (11, 12), 13, (14, 15), 16]. We also denote by {N n } n≥0 the number of bits at the input of the channel, which in our case is N n = 1 when we deal with a single bit channel or N n = 2 when we deal with a channel of glued bits. We have the following definition of the channel processes.
The probabilistic dynamics of {B n } n≥0 , {N n } n≥0 need to be described. Let B . Note that T is a geometric random variable with probability of success p = 0.5. Furthermore, given the value of T the sequence of B n is of independent samples (although the distribution is not identical for all samples). Note that the pairs of numbers in the sequence of B n indicate channels having inputs of two glued bits.
Suppose we have a certain channel W and binary i.i.d input vector U 4 1 that is transformed by g 1 (·) to X 4 1 , transmitted over a B-MC channel, and received as Y 4 1 , we have
+I(Y 4 1 , U4|U 3 1 ) = I(W (1) ) + I(W (2,3) ) + I(W (4) ). Next, define the information random sequence corresponding to the channels as {I n } n≥0 .
The Bhattacharyya parameter sequence is denoted by Z n = Z(W n ), where for a q-ary channel W we have Z(W) = 1 q·(q−1)
x,x ′ ∈X 2 ,x =x ′ Z x,x ′ (W). Here, X is the alphabet of the channel, and Z x,
The maximum and the minimum of the Bhattacharyya parameters between two symbols are defined as Z max (W) = max x,x ′ ∈X ,x =x ′ Z x,x ′ (W), and Z min (W) = min x,x ′ ∈X Z x,x ′ (W). Observe that if |X | = 2, then Z max (W) = Z min (W) = Z(W).
Note that I n ∈ [0, 1], and so is also Z n . By using [5, Proposition 3] , it can be shown that Z n → 1 ⇐⇒ I n → 0, and that Z n → 0 ⇐⇒ I n → 1.
Proposition 1: The process {I n } n≥0 is a bounded martingale which is uniformly integrable. As a result, it converges almost surely to I ∞ .
Note that
where # (τ n (i)) counts the number of bits at the input of channel τ n (i), which is 1 for a single bit channel, and 2 for a glued 2 bits channel. A similar expression to (7) can be stated for the process Z n . This probabilistic method gives the two bits of the glued bits pair, the same behavior in terms of probability of decoding error and mutual information, and as such they are counted. Note that E [I n ] = E [I ∞ ] = I(W). Thus, by showing that the mixed kernel is polarizing, i.e. I ∞ ∈ {0, 1}, we may infer that the proportion of clean channels (created by the transformation and successive cancelation decoding) is I(W) by (7) .
Also note that for g (n) (·) we can easily count the number of glued 2 bits input channels (denoted here by γ n ) as γ n = 4 n · 1 2 · Pr(N n = 2) = 4 n 2 · 1 − 1 2 n . The proportion of the glued 2 bits channel goes to 1 as n grows, and so is the number of uses of g 2 (·) kernel. Because of this, the properties of g 2 (·) dominate the construction asymptotically. Specifically, we show in the sequel, that if the kernel g 2 (·) is polarizing, so is the mixed kernel construction we propose. Moreover, if the kernel g 2 (·) has a lower bound and an upper bound on the exponent, E 1 (g 2 ) and E 2 (g 2 ) respectively, then E 1 (g 2 ) and E 2 (g 2 ) serve also as a lower bound and an upper bound on the rate of polarization of the mixed configuration.
C. Polarization and Polarization Rate
In this part, we study the polarization property of the mixed kernel and its rate of polarization. We show that g 2 (·)'s properties determine the asymptotic mixed kernel properties.
Proposition 2: Assume that g 2 (·) is a polarizing kernel, i.e. for a construction that is based only on g 2 (·) we have that lim n→∞ Pr I W n /2 ∈ (δ, 1 − δ) = 0, ∀δ ∈ (0, 0.5) (8) As a result, the mixed kernel construction is also polarizing, i.e. lim n→∞ Pr (I n ∈ (δ, 1 − δ)) = 0, ∀δ ∈ (0, 0.5) (9)
Proof Idea: As n increases the proportion of inputs that are glued together goes to 1. On the other hand, since the kernel g 2 (·) is polarizing, we have that the behavior of the information sequence corresponding to these inputs is described by (8) , which leads to (9) .
♦ We now turn to discuss the polarization rate. To do this, we need to consider the partial distances of the kernels. We use the notations of [3] . For a given kernel g(v 1 , v 2 , . . . , v m ) as defined in (1), we give the following definitions.
In order to distinguish between the partial distances of the two kernels, g 1 (·) and g 2 (·), we add an additional subscript to these parameters to indicate the kernel. For example, D (i) 1,min , D (i) 2,min denotes the i th minimum partial distance of kernel g 1 (·) and kernel g 2 (·) respectively. We note here that for the binary kernels, we have D
Proposition 3: There exist positive constants c 1 , c 2 such that
where Z max (W n ), Z min (W n ) are the maximum and the minimum Bhattacharyya parameters of the channel W n . D n n≥0 , D n n≥0 sequences are defined as followŝ
t,max , where the parameter t, that indicates the kernel to which the partial distances refer to, equals 1, if N n = 1, and otherwise equals 2.τ (·) maps between the names of the channels and their ordinal numbers. For example, for t = 1, it givesτ (1) = 1,τ ((2, 3)) = 2 andτ (4) = 3.
Proof Idea: Using [3, Corollary 18], we cover most of the cases for the choice of subsequent channels. The only subtlety is the transition from the binary kernel to the quaternary kernel, in other words, the case in which N n = 1, but N n+1 = 2. This is done by similar techniques to [3, Lemma 21] .
♦ Proposition 3 enables us to derive the asymptotic rate of polarization in the way that was done in [2] and [3] .
Proposition 4: If g 2 (·) is a polarizing kernel and Z(W) = 0 then
where E 1 (
2,max . E 1 (g 2 ) and E 2 (g 2 ) are the lower bound and the upper bound (respectively) on the exponent of the kernel g 2 (·).
Proof Idea: Taking the path of [6, Section E] enables us to prove (12), using the following two observations. (a) lim n→∞ n −1 n i=1 log D i = E 1 (g 2 ) almost surely. (b) Conditioning on the value of the random variable T , the sequence D n n≥1 is of independent samples. Adjusting the proof in [7, Section III] while using the fact that, almost surely, lim n→∞ n −1 n i=1 log D i = E 2 (g 2 ) results in (13). ♦ IV. GENERAL MIXED KERNELS The analysis that was done in Section III was for a specific dimension ℓ = 4 and alphabet sizes 2 and 4. This technique can be generalized quite easily to general mixed kernel schemes. Let g 1 (v 1 , v 2 , ..., v m ) be equal to g(·) in (1 if m i = m j we usually take g i+1 (·) ≡ g j+1 (·)). We note that in [8, Table 5 ], the author gives a list of code decompositions that can be used for the definition of g 1 (·).
For the auxiliary kernels g i+1 (·), i ∈ B one can use nonbinary kernels from [9] . The construction of larger dimension transform, g (k) u ℓ k 1 , can be done by a proper adjustment of the algorithm we suggested in Section III, using the auxiliary kernels g i (·) i ∈ B for the glued bits inputs of g (k−1) (·).
A tree process, can also be defined in a similar fashion to Section III-B. The probabilities for the choice of descendent channels for the first kernel are mi ℓ i ∈ [m], and the probabilities for the channels induced by the kernels g i (·) for i ∈ B are uniform. The random variable T indicates the transition from the initial kernel g 1 (·) to one of the qary kernels, where q > 2. Finally, the information sequence
Nn is a bounded martingale. Generalizing Section III-C we are able to show that Proposition 5: Assume that for all i ∈ B, g i+1 (·) is a polarizing kernel, i.e. for a construction that is based only on g i+1 (·) we have that lim n→∞ P r I W n /m i ∈ (δ, 1 − δ) = 0, ∀δ ∈ (0, 0.5).
As a result, the mixed kernel construction is also polarizing, i.e. lim n→∞ Pr (I n ∈ (δ, 1 − δ)) = 0, ∀δ ∈ (0, 0.5).
Let E 1 (g) = min i∈B E 1 (g i+1 ) and E 2 (g) = max i∈B E 2 (g i+1 ), where E 1 (g i+1 ) and E 2 (g i+1 ) are, respectively, the lower-bound and the upper-bound on the exponent assuming that we use only the kernel g i+1 .
Proposition 6: If for all i ∈ B, g i+1 (·) is a polarizing kernel and Z(W) = 0, then lim n→∞ Pr Z n ≤ 2 −ℓ βn = I(W), β < E 1 (g) (14) lim n→∞ Pr Z n ≥ 2 −ℓ βn = 1, β > E 2 (g).
V. SIMULATIONS AND CONCLUDING REMARKS Proposition 6 implies that when considering the exponent as a measure of the polarization rate, the behavior of the mixed kernel is the same as the weakest from the auxiliary kernels. However, the exponent is an asymptotic measure and it may fail capturing the performance of a polar coding scheme for a finite block length N .
In Figure 1 , we give results of density evolution computation over the Binary Erasure Channel (BEC) with erasure probability 0.5. Three polar codes with the same block length of 2 14 bits are considered: (u + v, v) is Arikan's binary polar code [1] , RS(4) is the extended Reed-Solomon construction considered in [3, Example 20] and Mixed-4, is the mixed kernel example from Section III (for the second kernel, g 2 (·), we used RS(4)). To allow the RS(4) scheme to have the same length of the other schemes, we took two RS(4) transformations of length 2 13 bits and applied on their outputs the quaternary (u + v, v) transformation. The curves represent upper-bounds on the block error probability versus rate under SC decoding. The upper-bound here is a summation of the error probabilities of the split channels corresponding to the information set of the code. The information set for each curve point was determined using the technique of [1, Section V.D]. The figure demonstrates an advantage of the mixed kernel code in respect to the other candidates. We note, that as the theory predicts, the gap between the Mixed-4 and RS(4) curves decreases for codes of lengths 4 n bits as n grows.
