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Abstract
The utilization of fossil fuels in industrial processes is not only reduced to the field of combustion
but is extended to other various technologies in which biomass or wastes are converted into more
easily usable gases.
The massive use of computers in today’s engineering requires flexible but accurate tools
for calculating important quantities (for example the conversion level or the thermal efficiency
of specific reactors. Numerical simulations based on Computational Fluid Dynamic (CFD) soft-
ware are the fundamental step towards such a tool since improvements in energy efficiency, fuel
flexibility and capital effectiveness of modern solid fuel boilers as well as gasifiers, increasingly
rely on CFD modeling. The accuracy of CFD calculations is often limited by the lack of knowl-
edge of fundamental conversion rate parameters since the need for efficiency improvements is
pushing the technologies towards higher temperatures and higher pressures, where measurements
and modeling reach their limit of validity and accuracy.
The primary objective of this work is then to explain and demonstrate how the CFD tool
can be helpful in predicting solid fuel conversion for industrial applications with emphasis on
high temperatures and high pressures processes. Attention will be given to the theory and the
modeling needed for the description of the conversion of the solid. Since solid fuels are complex
and heterogeneous, there is no single theory able to explain and predict all aspects of the complex
thermo-chemical changes involved.
In many situations, we must, therefore, rely on measurements to generate the parameters
needed to feed the model. The correct mathematical analysis of those experiments is of fun-
damental importance for the further CFD calculation. It will be shown that CFD can help the
analysis also of this preparatory step.
Finally, it will be demonstrated that a high level of knowledge (and accuracy) is still nowa-
days a challenge for modeling. Detailed chemistry and high-performance computing are re-
quired, but also turbulence modeling must be improved. More sophisticated models and more
advanced approaches can now be used since computer technology is so developed that memory,
speed and parallelization are easily obtainable. Following the advance in computing power, mod-
els can be refined in such details that they can be of use also in the interpretation of measured
data.
A well-established procedure in fuel characterization and solid fuels modeling at the In-
stitute for Energy Process Engineering and Fuel Technology of The Clausthal University of
Technology is based on the synergy between experiments and theory, in which both methods
provide a substantial contribution to achieving the highest level of the description. The chapters
of this book show examples and contain detailed information concerning the above-introduced
methodology.
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Zusammenfassung
Die Nutzung fossiler Brennstoffe in industriellen Prozessen beschränkt sich nicht nur auf den
Bereich der Verbrennung, sondern erstreckt sich auch auf andere verschiedene Technologien, bei
denen Biomasse oder Abfälle in leichter verwertbare Gase umgewandelt werden.
Der massive Einsatz von Computern in der heutigen Technik erfordert flexible, aber genaue
Werkzeuge zur Berechnung wichtiger Größen (z. B. die Umwandlung eines Einsatzstoffes oder
den thermischen Wirkungsgrad bestimmter Reaktoren). Numerische Simulationen mit Hilfe
von CFD-Software (Computational Fluid Dynamic) sind der grundlegende Schritt in Richtung
eines solchen Werkzeugs, da Verbesserungen der Energieeffizienz, der Brenn- stoffflexibilität
und der Kapitaleffizienz moderner Anlagen (sowohl Kessel als auch Vergaser) sich zunehmend
aus der CFD-Modellierung ergeben. Die Genauigkeit von CFD-Berechnungen wird oft durch
die mangelnde Kenntnis grundlegender Umwandlungsgeschwindigkeitsparameter beschränkt.
Der Bedarf an Effizienzverbesserungen treibt die Technologien in Richtung höherer Tempera-
turen und höherer Drücke, bei denen Messungen und Modellierungen an ihre Gültigkeits- und
Genauigkeitsgrenzen stoßen.
Das Hauptziel dieser Arbeit ist es dann zu erklären und zu demonstrieren, wie das CFD-
Tool funktioniert und bei der Vorhersage der Umwandlung fester Brennstoffe für industrielle
Anwendungen hilfreich sein kann, wobei der Schwerpunkt auf Prozesse mit hohen Tempera-
turen und hohen Drücken liegt. Es wird auf die Theorie und die Modellierung geachtet, die für
die Beschreibung der Umwandlung des Feststoffes erforderlich ist. Da feste Brennstoffe kom-
plex und heterogen sind, gibt es nicht nur eine einzige Theorie, die alle Aspekte der komplexen
thermochemischen Veränderungen erklären und vorhersagen kann.
In vielen Situationen müssen zur Versorgung des Modells daher Parameter aus Messungen
benutzt werden. Die korrekte mathematische Analyse dieser Experimente ist für die weitere
CFD-Berechnung von grundlegender Bedeutung. Es wird gezeigt, dass CFD auch die Analyse
dieses Schritts unterstützen kann.
Abschließend soll gezeigt werden, dass ein hohes Maß an Wissen (und Genauigkeit) auch
heute noch eine Herausforderung für die Modellierung darstellt. Detaillierte Chemie und Hochleis-
tungsrechner sind erforderlich, aber auch Turbulenzmodellierung muss verbessert werden. Weit-
erentwickelte Modelle und fortgeschrittenere Ansätze können jetzt verwendet werden, da die
Computertechnologie so entwickelt ist, dass Speicher, Geschwindigkeit und Parallelisierung le-
icht erhältlich sind. Durch den Fortschritt in der Rechenleistung, können Modelle soweit ver-
feinert werden, dass sie auch bei der Interpretation von Messdaten von Nutzen sein können.
Ein etabliertes Verfahren zur Brennstoffcharakterisierung und Modellierung fester Brennstoffe
am Institut für Energieverfahrenstechnik und Brennstofftechnik der Technischen Universität Clausthal,
basiert auf der Synergie zwischen Experimenten und Theorie, bei denen beide Methoden einen
wesentlichen Beitrag zur Erreichung der höchsten Genauigkeit leisten. Die Kapitel dieses Buches
zeigen Beispiele und enthalten detaillierte Informationen zur oben eingeführten Methodik.
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1.1. Energy demand
Human activity needs energy, and this energy must be provided in various forms to be converted
into heat, electricity, and work. The estimated amount of energy consumed in the World in 2013
is E = 510 EJa (see for more details [313]) while for Germany the consumption amounts to E =
14.3 EJa . Estimating a World population of about 6974 million and a German population of 81.73
million, the energy demand pro capita amounts to 1.74 TOE (Tonne of Oil Equivalent) 1 for the
World and 4.17 TOE for Germany. Referring to Table 1 in the cited reference [313], without any
attempt for interpretation, it is possible to see that the primary energy demand depends strongly
on the country, being equal to 7.87 TOE per person for the USA with a total amountE = 103 EJa )
and 0.1 TOE per person for Kenya with a total amount E = 0.2 EJa .
In Germany, the distribution of the primary energy demand among various energy sources
is as follows: renewable 11.7%, nuclear 7.5%, crude oil 32% and coal 24%. Still for Germany,
it is interesting to note that 32% of the primary energy is from own resources, the rest being
imported.
Energy is not used directly in its primary (as received) form but must be converted into
secondary energy forms, like Coke, Oil, Benzine, Briquets, Electricity. Only around 65% of the
primary energy is available, as secondary energy, to the end user. This loss is due partly to the
efficiency of the conversion process from primary to secondary energy (mainly electrical energy
production in conventional power stations), and partly it is due to losses during transportation.
Primary energy consumption can be divided into four sectors:
1. Electricity production;
2. High temperature industrial processes for production of materials (steel, glass, cement,
ceramics);
3. Transport;
4. Heating in households.
The resulting available energy used in Germany in the 2014 it for the aforementioned sectors
is shown in Table 1.1.
From the above table, it is possible to observe that the direct use of coal is almost exclusively
in the industry (direct firing of coal), while most of the oil is used in the transportation sector
as petrol, diesel, gasoline). Among those sectors a particularity important place is taken by
electricity production. In Germany electricity production is based (2014 date) on fossil fuels
51%, nuclear plants 18% and renewable energy (wind, biomass, solar and a smaller portion of
hydropower) 31%.
The process of Energiewende (energy transition from fossil to renewable) is defined in the
key policy document published by the German Government in September 2010 and legislative
support was passed in 2011. Important aspects include:
1TOE = tonne of oil equivalent = 1018J
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Industry Transportation Residential Commerce Total
EJ 2.599 1.397 2.571 2.431 8.998
TWh 722 714 675 388 2499
% 28.9 28.6 27.0 15.5 100
Coal 4.1 0.0 0.6 0.2 4.8
Oil 0.9 26.2 5.6 3.3 36.0
Gas 10.4 0.4 10.1 4.9 25.8
Electricity 9.0 0.7 5.5 5.6 20.8
Renewable 1.9 0.0 1.9 1.1 4.9
Other 1.4 1.3 3.4 0.5 6.5
Table 1.1.: End-user energy demand in Germany in 2014 [313]
• 80% greenhouse gas reduction by 2050;
• 100% share of renewable energy by 2050 in electricity production;
• Electricity production efficiency up to 50% by 2050;
• An associated research and development drive.
The following technological changes should achieve those goals:
• Shut down nuclear power stations;
• Reduction of number of conventional power stations (first of all coal power stations);
• Increase the development of electric cars (electromobility);
• Improvement of efficiencies (power plants, energy savings in buildings);
• Development of new technologies for energy conversion.
1.2. Energy consumption reduction
Energy consumption reduction is one of the big challenges that all nations have to aim at in the
near future. Reducing the amount of energy needed by a country increases the possibility of that
nation to have a more florid future, with fewer concerns about the energy availability and more
opportunities to enjoy life in a less polluted environment.
If the challenge is extended to the entire World, less energy consumption (mainly in the in-
dustrialized countries) will open the possibility for a fairer development in the young economies
providing, as a direct effect, more sustainability and social equality.
On the other side, energy reduction cannot be achieved by just closing down industrial
sectors or just by decreasing the standard of living, because such changes will turn up against the
society itself, creating even more social differences and creating more friction among nations.
Therefore, a balanced and sustainable way to create a nicer place to live for everybody is the
development of more advanced technologies or even entirely new technologies, that will combine
a clean environment with a still acceptable style of living. Together with new processes and new
energy sources, the increase of efficiency for existing processes must be put in place. This option
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also creates advantages that can be immediately implemented on already existing technologies,
building up an instant comfort and saving energy for the future generations.
As already seen before, in Germany, the primary energy consumption sectors absorb each
around 25% of the primary energy demand therefore, to reduce the global amount of resources
used, all four sectors must be considered as potential sources of savings. For a better under-
standing of the restructuring of the energy demand, it must be taken into consideration that each
sector has a specific characteristics and some methods may work well to reduce energy for one
application but they could not work well, or even have adverse effects, in other areas. The ther-
modynamic approach, increasing the thermal efficiency, is a valid method applicable to all of the
four sectors.
Specifically, energy savings in high-temperature processes for the production of materials
(steel, cement, glass) has high potential to be a driving force in reducing energy consumption,
since the thermal efficiencies in those processes are relatively low due to a high temperature at
the furnace outlet and high energy losses.
This situation opens options for large improvements. Moreover, those processes require a
high amount of energy, and even a small relative reduction in energy consumption (or increase
in efficiency) provides considerable absolute savings.
Specifically in Germany, the Energiewende gives an extra impulse to the development of
different technologies but the will to drastically reduce CO2 emissions increases the challenges
for many industrial sectors, reducing the available technical and economical options.
1.3. Modeling and simulation
Two methods are generally considered while examining when technological changes can lead to
a positive outcome in the processes: experimentation and modeling.
Experiments must satisfy several requirements to obtain valid information about a certain
process but the fundamental assumption is that observed variables are solely affected by the con-
trolled variables. Controlled variables (like the temperature in a TGA test) are variables that,
inside a specific range, can be freely imposed by the experimenter and observed variables are
those that can be measured, directly or indirectly. The validity of the imposed conditions on
controlled variables must be continuously checked during the tests, and in many circumstances,
it becomes difficult to enforce that the measurements are not affected by unwanted external in-
fluences. Even if all those influences are kept under control, measurements are always affected
by uncertainties and statistical errors. Therefore to minimize them and reduce possible biases,
a sufficient number of tests must be performed, all under the same controlled conditions. When
correctly performed, experiments allow direct observations that can be employed in understand-
ing a particular process, or in extracting parameters to be used in the model. Ideally, within a
given (and often known) range of conditions, the observations are believed to be independent on
a particular experimental setup. The observations can be generalized and used in mathematical
models that combine them with other phenomena.
On the other side, modeling and simulations are nowadays a primary tool for achieving
improvements in industrial technologies where theoretical calculations must be performed:
1. before the implementation of changes aiming at thermal efficiency improvements;
2. before the utilization of new fuels;
3. before the development of new technologies.
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The two most typical questions about modeling and experiments can be summarized as
follow [87]:
1. If the device is working, why to take the effort to simulate its performance?
2. Is it not possible to find an optimum performance just by experimentation?
The answers to both questions are somehow linked, and they are based on the fundamental
difference between experiment and theory. In conjunction with the second question, it has to
be considered that experimental methods, as previously stated, have limitations in the number of
possible quantities that can be measured and on many occasions, experiments are more expansive
than modeling. In conjunction with the first question, it is worth noticing that mathematical
modeling can help a deep understanding of a process. Mathematical modeling gives access to
much more data than experiments, and after analyzing the amount of data, insight about critical
or problematic features can be obtained. We will apply this way of thinking to the analysis of the
experimental facilities used to measure properties of solid fuels. In fact, it is essential to be able
to answer the fundamental question concerning the relationship between theory and experiments:
When measurements have been performed, what exactly has been measured? Or posed in a way
less biased towards theoreticians: How modelers can use what has been measured?
The answer to the question of what has been measured is of high importance for a suit-
able mathematical model. Sometimes it is difficult to know precisely what has been measured
(for example wictih temperature is measured using difficult measurements techniques) or under
witch conditions, the test has been performed (for instance which local temperature prevails in
Thermogravimetric Analysis (TGA) experiments). One may get the impression that by raising
the above question the importance of experiments is being lowered. The contrary is correct since
there is no useful mathematical model without validation and without parameters and properties
derived from experiments. Since experiments are vital for a modeler, then he or she wants to
gain the most out of them.
The experimental method used in process optimization has a few stringent limitations:
Limited amount of accessible variables. In many cases of industrial interest, the number
of variables is much larger than the experimenter can access. As a consequence, imposing
variations on a single input parameter can induce variations in several observable quantities
affecting the process in several unknown ways. What is observed as a final result is then the
combination of several changes, that sometimes drive the system in different and unwanted
directions.
Limited knowledge of details. Details are essential when industrial processes must be im-
proved. Many technologies are well known for many years, with performances already
well established and efficiencies already at high levels. Improving such a situation requires
fine tuning on parameters and this cannot be achieved without detailed knowledge.
Scale effects. Direct optimization on working plants is too costly (massive changes must be
made, production must be stopped, time must be invested) therefore a good procedure is
to start with a small laboratory testing, followed by semi-industrial scale testing. Then
implementation at industrial scale takes place. This method, much safer than the direct
testing on ab initio, requires to scale up from a small scales to big ones. The scaling up is
not an easy procedure [398, 352] and many failures have been reported.
The use of mathematical modeling in industrial design helps to reduce the impact of the
aforementioned three limitations and nowadays there is no large industrial plant that has not
been at least checked with the help of some kind of simulation software. Summarizing, the
advantages of the theoretical method are the following [87]:
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• Mathematical modeling requires much fewer resources than experimental investigations;
• Mathematical modeling provides knowledge concerning quantities in devices which can-
not be measured;
• Mathematical modeling can be used to infer the behavior of the plant at conditions far from
the ones experimentally tested;
• Mathematical modeling allows a much better understanding of experimental data since
it can easily show dependencies that are hidden into the black-box way of thinking of
experiments;
• Mathematical modeling can help in experiment design, identifying conditions of no use or
even dangerous for the plant itself;
• Mathematical modeling can be easily employed in the scale-up process of big industrial
plants;
• Mathematical models can be improved or changed at any time, following the need of the
moment and the availability of better data.
Caution must be advised in interpreting the results obtained by mathematical calculations
because they are affected by the following facts:
Uncertainties due to numerical errors and approximations. Uncertainties arise in nu-
merical calculations, and commonly they can be divided into truncation errors and approx-
imation errors [152]. The first kind of errors is related to the finite representation that
computers use in storing numbers. That errors propagate and increase as the calculation
advances, and if many operations must be performed, that kind of inaccuracy can become
relevant. If the algorithm is mathematically ill-posed, this kind of errors are dominant and
the results may not have physical meaning. The second kind of uncertainties is due to the
approximation introduced at any level by the algorithm itself (truncation errors). Most of
the algorithms used in the numerical analysis are based on the truncation of infinite series.
That truncation is required to be able to perform computer operations, but naturally, they
are coupled with inaccuracies.
Limitation in the available knowledge of the process. Since the theory is an abstrac-
tion of our understanding of processes, it is evident that a lack of understanding or failure
in this step has a direct impact on the quality of the predictions. This kind of error is diffi-
cult to be quantified mainly because the exact model is not a priori known. The uncertainty
due to inaccurate models is still present in any research activity and only by cross-checking
every step in the mathematical procedure its potential damage can be minimized.
Level of modeling adopted. Many theoretical approaches and many tools are available in
modeling. Some of the methods are easy and cheap to implement, quick in computing
but limited in its capability of predictions. As an example, a 1-D model approach can
be adequate for a fixed-bed reactor or a plug-flow reactor but become unsuitable if 3-
D effects play an important role. If more accurate theoretical descriptions are available,
it should be easy to control the impact of this kind of uncertainties, by just repeating the
calculation with a better model or a better approximation. In reality, this is not an easy task
since usually better models, if available, are not (yet) in the position to be used directly
in industrial calculations (for example Direct Numerical Simulations (DNS) and in several
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aspects also Large-Eddy Simulations (LES) in simulating turbulent effects). Parameters
variations are in many cases a possible way to establish a range of validity for the solutions.
The parameters must be chosen in an accurate way and sensitivities can be inferred from
the results.
Errors in the implementation of the model into a software. The software is the trans-
lation of a mathematical model into a computer algorithm, and it is always affected by
mistakes that modelers and programmers may make. This kind of errors is difficult to
identify since an a priori knowledge of the correct behavior of the software is not avail-
able.
The utilization of mathematical modeling to high-temperature processes can be split into
the following steps:
1. Understanding of high-temperature processes;
2. Design of high-temperature devices;
3. Prediction of unknown behavior.
In addition to the above steps, mathematical modeling can be applied in interpretation of
experiments; they may identify and reduce uncertainties present in the measurement device.
1.4. The mathematical modeling
Mathematical modeling is a term indicating the use of mathematics with the scope of simulating a
process or a device starting from basic assumptions, resorting to experiments as less as possible.
Ideally, experiments should enter the analysis only as external data so that the model should
be a stand-alone procedure. Nowadays the large majority of calculations are performed using
computers, and instead of analytical models, numerical modeling is used. Both kinds of modeling
are interconnected, and in this work, the terms mathematical modeling and numerical modeling
will be used indifferently.
Such definition is general so that the features and the characteristics of the resulting math-
ematical model is dependent on the process considered. In simulations of solid fuel conversion
systems, the analysis is based on conservation equations for mass, energy, and momentum. The
resulting model, from the mathematical point of view, is in general a system of non-linear partial
differential equations that sometimes can be reduced to a system of ordinary differential equa-
tions. Auxiliary data for the thermodynamic properties are needed, together with the equation of
state, chemical reaction rates, and various correlations defining the behavior of the components
present in the system. For more complex applications, extra differential equations are necessary
(like the equation for the turbulent kinetic energy k, the dissipation  and the intensity of the
radiation field).
Boundary conditions are an integral part of the model as well as, initial conditions, if appli-
cable. The boundary conditions behavior describe several properties at the boundary, and their
formulations depend on what is happening and what is known. The importance of a correct and
detailed description of the boundary conditions cannot be underestimated since they can change
the structure of the mathematical problem affecting the solution. In the case of a solid wall, as an
example, if the temperature in the internal face is known, then Dirichlet boundary conditions can
be used. If instead the heat flux is known then Neumann boundary conditions can be applied. If
nothing can be directly measured, a simplified model of the heat extraction must be used ending
up with Robin boundary conditions.
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1.4.1. The thermodynamic model
The formulation of a set of conservation equations follows some preliminary steps:
1. Choice of the thermodynamic system for which the equations must be formulated;
2. Identification of the boundaries of the system and consequently identification of the Vol-
ume containing the thermodynamic system;
3. Identification of the thermodynamic quantities necessary for the simulation;
4. Identification of the fluxes crossing the boundaries;
5. Formulation of the mathematical conservation equations.
The first step requires the choice of a thermodynamic system. A thermodynamic system
is a general macroscopic physical system that can be quantitatively identified using measurable
thermodynamic quantities. In thermodynamic equilibrium, the system is described by a unique
thermodynamic state but for systems for which global equilibrium is not achieved, more ther-
modynamic states are required. For what concerns this work, the system can be as complex as
a whole reactor, containing several heterogeneous interacting components in complex geometry,
or a simpler system comprising a small (but still macroscopic) amount of homogeneous material.
The choice of the system is somewhat arbitrary. For a chemical reactor, the walls can be included
in the system (defined, for example, by a mixture of gas and reacting particles), but a valid ther-
modynamic formulation of the problem can be done without the walls. It is worth noticing here
that the two formulations of the chemical reactor problem differ since the interaction of the wall
with the rest of the system must be anyway taken into account in different ways.
The second step requires the choice of a volume, dividing what is inside the system and what
is outside the system. For such a volume, called control volume, balance equations are written,
therefore (see later) the boundaries of the control volume must be clearly defined and what flows
through them must also be precisely determined. The control volume can be a finite volume, as
in the case of an entire furnace, or it can be a small infinitesimal volume. The geometry of the
device under investigation and the choice of what is considered inside the system put limitations
on this choice but some freedom is left. A portion of the inlets pipes, as well as a portion of
the exhausts pipes, can be part of the system but those pipes can be removed, if desired, from
the description of the system. A small infinitesimal volume can have Cartesian geometry but the
formulation in cylindrical or spherical coordinates is also possible. In all those cases the choice
is free, but it must be helpful in simplifying the description of the process and the solution of the
mathematical equations. If the control volume is divided into smaller volumes, then we speak
about sub-volumes.
In a complex thermodynamic system, several smaller parts can be identified. These parts are
called sub-systems. The need to split a system into sub-systems is determined by the availability
of required information:
• In a mixture of reacting gases, the chemical rates are usually expressed in terms of com-
ponents (mass fraction, mole fraction or concentration) therefore the components must be
separated in writing the mass balance. Each component has the same temperature and
the same velocity, therefore, there is no need to separate them in the energy and the mass
balances.
• In a mixture of gas and solid components (reacting or inert) usually the components have
different temperatures. Therefore, they must be separated not only in formulating the mass
balance but also in formulating the energy balance. In this case, the system is divided into
sub-systems, the gas-phase, and the solid-phase.
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• If the different components have different velocities they must also be separated in the
momentum balance. This is often the case if solid or liquid components are present. Also
in this cases, the gas-phase and the second phase are considered as two different sub-
systems.
Balance equations can be written for extensive quantities only and, as previously stated, they
are formulated for a given control volume. The following balance equations must be formulated:
1. balance equation for the total mass;
2. balance equation for the momentum;
3. balance equation for the energy;
4. balance equation for the mass of each component.
Balance equations can be formally written using a general formulation (shown below) in
which a generic scalar variable is denoted Φ. For extensive quantities capital letters are used.
Extensive quantities can be expressed using specific quantities φ (small letters) and the relation
with the corresponding extensive quantity is given by:
Φ = ρ · φ
where ρ is the density of the system. Other variables must be used in the formulation of the
equations, and their definitions are listed below. The flux ~jφ is the flow-rate per unit of surface
while the flow-rate Φ˙ is related to it by:
Φ˙ =
∫
~jφ · n̂ dS
Rate of change for the quantity Φ is its change per unit of time:
∂Φ
∂t
In the case of energy, the rate of change should not be confused with the power of a certain device
even if both quantities have the same unit, namely Js . and W.
For an arbitrary control volume, any of the previously listed quantity (Φ) increases due to
amount entering the control volume (crossing the boundaries), decreases due to amount leaving
the control volume (crossing the boundaries) and can increase or decrease if sources or sinks are
present. If inside the control volume several sub-systems are present, the exchange of Φ among
the sub-systems usually appears as a source term.
In mathematical language, the general balance equation is written in the following way:
∂
∂t
Φ = Φ˙ + Φ˙s (1.1)
where: Φ˙ - Net in-flow through the boundary
Φ˙s - Source/sink inside the control volume
Depending on the specific quantity Φ, the terms in the above balance equation must be
differently formulated.
The flux of a quantity Φ through a surface S is due to the following two processes:
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1. advection, in which the flow-rate is proportional to the gas velocity U : Φ˙ ∼ UΦ
2. diffusion, in which the flow-rate is proportional to the gradient: Φ˙ ∼ ∇Φ
Total Mass balance If the quantity Φ is the massm (and ρ is the density) the identification of
the aforementioned terms is straightforward since no diffusion takes place (in the case of the total
mass, φ = 1 and its gradient is identically zero). The mass flow m˙ is defined by the following
integral over the external surface of the control volume S:
m˙ =
∫
~jm · n̂ dS =
∫
ρ ~U · n̂ dS (1.2)
where n̂ is the unitary vector orthogonal to the surface S at the integration point.
The convention used here is that a positive value indicates a flow entering the volume,
therefore, n̂ is pointing inside the system. Using this definition the total flow m˙ can be positive
or negative if more mass is added or is removed from the system respectively.
The general equation for the mass balance reads:
∂msys
∂t
= m˙+ S˙m (1.3)
where:
msys - Mass of the system inside the control volume kg
m˙ - Mass flow through the boundaries kgs
S˙m - Mass generation or sink inside the control volume
kg
s
The source term S˙m is responsible for the mass exchange between sub-systems inside the
same volume.
Species balance The balance equation for each species is a mass balance for a specific
component a. If the mass of each single component inside the control volume is denoted as ma
the balance reads:
∂ma
∂t
=
∫
~ja · n̂ dS + S˙am (1.4)
The flow rate ~ja is formed by an advection term and by a diffusion term:
~ja = ρ~U +Da∇Y a (1.5)
where Da is the diffusivity of the species a inside the mixture and Y a = m
a
m is its the mass
fraction.
Since:
msys =
∑
a
ma (1.6)
m˙i =
∑
a
m˙ai (1.7)
S˙m =
∑
a
S˙am (1.8)
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summing up Equations 1.4 for each component a, Equation 1.3 for the total mass is obtained.
The species balance can be written also using explicitely the mass fraction Y a:
∂(m · Y a)
∂t
=
∫
~jmY a + S˙am (1.9)
where ~jm is the flux of the mass at the boundary.
The energy balance The starting point of the thermal analysis of a system is the first law of
thermodynamics written for an open system as:
Q˙+ W˙ t +
∫
~je · n̂ dS = ∂Esys
∂t
(1.10)
The energy flux ~je is composed, as in the general case, by an advection term and by a diffusion
term:
~je = ρ~Ue+ k∇T (1.11)
with:
Q˙ - Heat flux kJ
W˙t - Rate of technical work kJs
k - heat conduction coefficient kW
2
m K
The term:e = h+ U
2
2 + gz is the total energy per unit of mass,
and:
h - Specific Enthalpy kJkg
U2
2 - Kinetic energy using the velocity of the gas U
kJ
kg
gz - Potential energy kJkg
The total energy of the system Esys is defined using the following integral over the volume:
Esys =
∫
ρ
(
u+
U2
2
+ gz
)
sys
dV
where:
ρ - Density kg
m3
u - Internal energy per unit of mass kJkg
U - Macroscopic velocity of the system ms
gz - Specific potential energy of the system kJkg
The technical work per unit of mass can be written in the following way:
W˙t = Ψ +
∫ (
U2
2
)
~jm · n̂ dS +
∫
V dp (1.12)
14
1.4. The mathematical modeling
where Ψ is the dissipation due to irreversibility.
When the above considerations are applied to a furnace, the following simplifications can
be made:
1. The furnace is not moving and the kinetic energy U
2
2 in the total energy e is not present;
2. Potential energy difference between streams can be neglected and the therm dgz can be
omitted;
3. No technical work is done, therefore wt = 0;
4. The kinetic energy can be neglected 2
Implementing the above-listed assumptions, the balance equations can be simplified as fol-
lows. The mass balance and the species balance equations remain unchanged while the energy
balance can be written:
Q˙ =
∑
m˙ihi +
dEsys
dt
(1.13)
If it can be assumed that the process is stationary, each time derivative ddt must vanish. The
equations take their final form. For the mass balance:∑
m˙i + S˙m = 0 (1.14)
the species balance: ∑
m˙ai + S˙
a
m = 0 (1.15)
and the energy balance:
Q˙ =
∑
m˙ihi (1.16)
The link between the energy conservation equation in differential form and those written in
integral form can be found in [112].
1.4.2. Differential formulation
The balance equations presented in the previous section must be accompanied with an equation
of state for each sub-system and with other several thermodynamic quantities. This is an easy
task if the system is in full thermodynamic equilibrium, but most of the processes used in industry
are far from equilibrium. If Local Thermodynamic Equilibrium (LTE) is invoked, the balance
equations can be formulated only for an infinitesimally small control volume. The previous
balance equations for the small control volume are still valid, but the mathematical problem in
its final form is formulated with a set of partial differential equations. The differential equations
2To substantiate this point, let us consider the following calculation. Gas at normal conditions is injected into a furnace
with velocities up to U = 200 m
s
, corresponding to a kinetic energy per unit of mass of k = 20.0 kJ
kg
. This energy
must be compared with the energy released in combustion that for a typical fuel is around l = 20.0 MJ
kg
. The amount
of air injected in a combustion chamber is substantially higher than the amount of gas by a factor of around 20, also
increasing the kinetic energy of the incoming stream, but also, in this case, the energy released by combustion is
substantially higher than the kinetic energy.
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are listed below, postponing the discussion of further details to Chapter 4:
∂ρ
∂t
+∇ρ~U = m˙ (1.17)
ρ
∂~U
∂t
+ ρ~U : ∇~U = ∇T+ p˙ (1.18)
ρ
∂h
∂t
+ ρ~U · ∇h = ∇ρΓ∇h+ q˙ (1.19)
ρ
∂Y a
∂t
+ ρ~U · ∇Y a = ∇ρDa∇Y a + m˙a (1.20)
1.4.3. Dimensionality of the equations
Four types of mathematical modeling can be used, and they are related to the number of spatial
dimensions taken into consideration. Zero-dimensional (0-D) modeling requires no partial dif-
ferential equations and consequently is mathematically simple. If the process is unsteady, time
differentiation is needed. The description using 0-D modeling neglects the internal structures
that must be then revealed with further modeling only. This approach can be used if the system
inside the volume is in thermodynamic equilibrium and with minor effort if the assumption of a
well-mixed reactor is a valid one. Most industrial reactors cannot be described by any of those
two assumptions. In industrial practice, this approximation is usually too crude but 0-D modeling
is anyway important since more advanced approaches base their mathematical description on it.
For example, the Control Volume method for solving multi-dimensional problems is based on
the 0-D level description.
One dimensional (1-D) modeling applies to plug flow reactors, and this assumption can
be a valid simplification also in some industrial reactors. The mathematical problem is then
formulated by a system of parabolic partial differential equations with one coordinate and the
time as variables. When stationary solutions are of interest, then the system reduces to a system
of ordinary differential equations.
Two dimensional (2-D) modeling can be used if the geometry has translational or rotational
symmetry. The geometry is not the only requirement for the applicability of 2-D symmetry
since also the boundary conditions and the expected solution must follow the same symmetry.
The solution itself must follow the same symmetry, requiring in practice that no instabilities (that
break of the symmetry) must occur. The mathematical problem is always formulated by a system
of partial differential equations, even for a stationary solution.
Full three dimensional (3-D) modeling is required most of the time. All the details can
be implemented, and no peculiar assumption or restrictions are necessary. The mathematical de-
scription is always formulated by partial differential equations also if the steady-state assumption
is invoked.
1.4.4. The solid phase sub-system
A similar structure, as the one presented before, can be applied to the modeling of solid parti-
cles present in a complex solid fuel conversion reactor. It will be explained in Chapter 10 that the
most commonly used technique is to simulate the solid fuels (particles) as a different sub-system.
Regardless of which particular description of the solid phase are used, the simulation of a single
fuel particle is required. Consequently, in accordance with what has been described in the pre-
vious sections, also for a single particle, all of the aforementioned approaches (0D, 1D, 2D, and
3D) are available, and it could be concluded that the best simulations are 3D unsteady simula-
tions. But, contrary to the case of an entire reactor, in the case of single particles, assumption
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reducing the complexities of the calculations are more appropriate. It will be shown in further
chapters that the pseudo-steady state approximation can be employed here. Moreover, it is well
known from heat transfer theory that the lumped capacitance method, reducing a thermal system
to a number of discrete lumps and assuming that the temperature difference inside each lump is
negligible (i.e., 0D assumption), is a reasonable assumption if the Biot number Bi  1. It will
be shown that this is the case for small particles of industrial pulverized fuel boilers or entrained
flow gasifiers.
1.5. Solid fuel conversion
Pulverized coal combustion in boilers for electrical energy production is a typical example of
solid fuel conversion. Nowadays the interest is not any more only on coal as fuel and combustion
is not anymore the only application in which solid fuels are involved.
Following the path of the Energiewende in Germany and recent developments in other coun-
tries in the World, the perception that solid fuels are “dirty” and must be abandoned, is reinforced
by political decisions. But contrary to the common perception, the interest in coal and biomass,
and more generally in solid fuel conversion is increasing. Coal remains one of the cheapest
fuel available and biomasses utilization gain interest due to renewable and zero carbon dioxide
emission aspects.
The fact that solid fuels conversion is used in combustion for energy production only is
partially true. Combustion is used not only for electrical energy production but in many industrial
branches coal, and other various solid fuels are oxidized to produce heat for the processes. In
the cement industry for example, due to the high temperatures combined with the oxidizing
atmosphere and long residence times, various types of wastes are used in the kilns. Refuse
Derived Fuels (RDF) combusted in the cement industry contain the following: [249]:
• Car and truck tires;
• Paint sludge from automobile industries;
• Waste solvents and lubricants;
• Meat, bone meal and slaughterhouse waste;
• Waste plastics;
• Sewage sludge;
• Rice hulls;
• Sugarcane waste;
• Used wooden railroad ties (railway sleepers);
• Spent cell liner from the aluminum smelting industry.
In the steel industry, coke or anthracite is used as fuel in blast furnaces. The CO produced
reacts with Fe2O3 to Fe and CO2. Also other materials like Manganese, Silicon and Phosphor
have similar reactions with carbon. In limestone conversion, coke or anthracite are used for both,
heat generation and CO2 generation to be used in for the carbonization of CaO.
Wastes from industry, communal wastes and also wastes from households are mostly in the
form of solids. This waste must be converted and several technologies are available. Thermal
treatment is one of them.
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As already mentioned, combustion is not the only technology where solid fuel conversion
takes place. Gasification is also a technology where solid fuels of low quality (here low quality is
to be understood as low calorific value) are converted into gaseous fuels of higher quality (high
calorific value).
1.6. Objectives
Improvements in energy efficiency, fuel flexibility and capital effectiveness of modern solid fuel
boilers as well as gasifiers, increasingly rely on CFD modeling. The accuracy of CFD calcula-
tions is often limited by the lack of knowledge of fundamental conversion rate parameters, since
the need for efficiency improvements is pushing the technologies towards higher temperatures
and higher pressures, where measurements and modeling reach their limit of validity and accu-
racy. The primary objective of this work is then to explain and demonstrate how the CFD tool
can be helpful in predicting solid fuel conversion for industrial applications with emphasis on
high temperatures and high pressures processes. Since the general theory of CFD can be found
elsewhere [388], only a short description will be provided. Instead, more attention will be given
to the modeling needed for the description of the solids conversion. Since solid fuels are com-
plex and heterogeneous, there is no a single theory able to explain and predict all aspects of
the complex thermo-chemical changes involved. In many situations, we must therefore relay on
measurements to generate the parameters needed to feed the model.
According to Weber et al. [408], three different levels of information can be achieved by
CFD-based modeling of combustion systems:
Level 1: Knowledge of flame shape and length with a temperature prediction with an accuracy
of around 200 ◦C. Estimation of the heat fluxes with an accuracy of around 30-40 %.
Location of regions of high and low mixing intensity.
Level 2: Knowledge of temperature distribution with accuracy within 100 ◦C. Oxygen con-
centration with uncertainties around 0.3 % and fuel unburned with an accuracy of 0.3 %.
Identification of furnace and burner regions of high slagging potential.
Level 3: Knowledge of flame emissions, NOx, CO, PAH, sulfur oxides and char burnout. The
prediction of the temperature distribution with an accuracy of 50 ◦C, detailed chemistry
with the identification of the region of high pollutants formation.
The first level of knowledge can be achieved by using the proximate and ultimate fuel analysis,
a rough estimation of high-temperature volatile yield, devolatilization and char reaction rates.
Often literature data on the fuel conversion rates are sufficient. An adequate turbulence model,
like the k- (if applicable) can be combined with a simplified global chemistry model. Numerics
remains essential and coarse grids with first order approximation should be avoided.
The second level of knowledge can be achieved only if the boundary conditions are precisely
known (mean values, fluctuations, distributions), and the solid fuel must be comprehensively
characterized. High-temperature volatile yield and rates of devolatilization and char combustion
must be measured at the conditions found in the flame (the same temperature and the high heating
rate). For many flames the model used for the turbulent closure of the equations plays a lesser
role, providing that the numerical solution is accurate enough. Therefore finer grids and possibly
second order schemes are required.
Achievement of the third level of description is still nowadays a challenge for the modeling.
Detailed chemistry and high-performance computing are required, but also turbulence modeling
must be improved. More sophisticated models and more advanced approaches can now be used
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since the computer technology is so developed that memory, speed and parallelization are easily
obtainable. Following the advance in computing power, models can be refined in such details
that they can be of use also in the interpretation of measured data.
A well-established procedure in fuel characterization and solid fuels modeling at the Insti-
tute for Energy Process Engineering and Fuel Technology of the The Clausthal University of
Technology (IEVB is an acronym originating from the German name Institute für Energiever-
fahrenstechnik und Brennstofftechnik) is based on the synergy between experiments and theory,
in which both methods provide a substantial contribution to achieving the third level of the de-
scription mentioned by Weber et al. in [408]. The steps to follow can be roughly listed below:
1. An analysis of the industrial process to determine the conditions of the fuel conversion
process. This first step is critical because, as already mentioned, most of the models de-
veloped have a restricted range of validity, and the behavior of the fuel changes drastically
with the process conditions.
2. Fuel analysis and characterization using appropriate techniques.
3. Development of sub-models for describing the mechanisms of fuel conversion and imple-
mentation of the resulted sub-models into an existing CFD software.
4. Deduction of parameters that cannot be measured directly.
5. Validation of the resulting CFD model against in-flame data obtained in small scale and
semi-industrial scale reactors.
6. Application to industrial plants.
The chapters of this book show examples and contain detailed information concerning the
above-introduced methodology.
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2. Solid Fuels
Fuels are materials able to produce heat after reacting. If the fuel reacts with oxygen, the reac-
tion is called combustion or oxidation, but other processes can be considered as well. Nuclear
reactions, for example, involve nuclear decomposition (fission) or fusion of some elements (in
technical applications the fuels are Uranium and Hydrogen respectively). Combustion is not the
only chemical conversion process which involves solid fuels. Gasification and pyrolysis are two
endothermic processes that become more important in industry and research in the last 15 years.
In those processes, fuels do not oxidize completely. Only just amount needed to sustain thermally
the process, providing the required heat, undergoes oxidation while the rest is converted.
Hydrocarbons are by far the most commonly used fuels. They are mainly composed of
carbon C, hydrogen H, oxygen O, with a small amount of nitrogen N and sulfur S. They react
with oxygen to form carbon dioxide and water as a final product. They can be classified as:
gaseous fuels as methane CH4, carbon monoxide CO, hydrogen H2;
liquid fuels as benzine, oil, glycol;
solid fuels as coal, wood, bio-fuels as derivatives from agriculture products.
Independently of its aggregation state, fuels can be divided into two mains categories, bio-
fuels and fossil fuels. In the last years also plastic wastes and polymers are considered as fuels
for several processes. Fossil fuels are fuels formed by natural processes such as anaerobic de-
composition of buried dead organisms. The age of the organisms and their resulting fossil fuels
is typically millions of years. Fossil fuels include coal, petroleum, and natural gas.
A bio-fuels are those fuels whose energy is derived from biological carbon fixation. Biofuels
include fuels derived from biomass conversion, as well as solid biomass, liquid fuels and various
biogases.
The primary processes in which solid fuels are involved are combustion, gasification, and
pyrolysis. The objective of combustion is to decompose the feed material thermally and to gen-
erate heat. The objective of pyrolysis and gasification is to decompose the solid macromolecular
structure into smaller gaseous products. In pyrolysis, this is achieved using only thermal decom-
position while in gasification the solid structure reacts with other molecules, namely CO2, steam,
and hydrogen.
To understand solid fuel conversion, is essential first to understand the properties of fuels,
which determine the behavior of the whole process. Therefore, to facilitate the discussion, a
brief review of fuels properties and their conversion fundamentals is presented, with emphasis
on those characteristics relevant to coal and biomass conversion. The interrelated processes
through which a single solid fuel particle undergoes during thermal conversion are: heating,
drying, devolatilization (pyrolysis), combustion of Volatile Matter (VM), char burnout, and char
gasification. During over stoichiometric combustion, gasification is not relevant, and the entire
process is shown schematically in Figure 2.1. In that figure the particle temperature-history is
qualitatively sketched, identifying various reaction steps.
The particles enter the reactor at a low temperature and start almost immediately to be heated
up. When the particle temperature reaches nearly the boiling temperature of the water, moisture
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is given off from the particle. Particles enter the flame region, and their temperature rapidly in-
creases. The weakly linked molecules thermally decompose, and gases in the form of light gases
and tars 1 are released. When the temperature of the particles reaches a maximum, and all the
volatiles are removed, the remained part of the solid structure starts to react heterogeneously. The
particles leave the high-temperature flame region, and due to heat transfer with colder parts of
the reactor, their temperature decreases. During the heating process and the devolatilization, the
diameter of the particles may increase (swelling). During the burnout phase, the mean diameter
can decrease and during the last stages of the process, the structure of remaining ash may become
weak, and the particle undergoes fragmentation.
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Figure 2.1.: Combustion steps of solid fuel particle
Both coal and biomass conversion can be split into these four fundamental steps, but the time
needed for each step depends on the composition and size of the fuel, on the gas temperature,
and on the concentration of the reactants.
Solid fuel analysis are often reported as
1. a proximate analysis,
2. an ultimate analysis.
Proximate analysis is a broad analysis that determines the amounts of moisture, volatile
matter, fixed carbon and mineral matter (ash). The moisture consists of surface moisture and
chemically bound moisture, the fixed carbon is the amount of reacting organic matter and the
mineral matter is the amount of inorganic material, which when the fuel is thermally converted,
produces ash. Decomposition of some inorganic minerals in a high-temperature environment
cause that ash and mineral matter composition differs.
The ultimate analysis is the determination of the chemical elements in the fuel, that is car-
bon, hydrogen, oxygen, nitrogen, and sulfur. Besides, the calculation of the amounts of elements
that have a direct impact on the utilization of the fuel may be necessary. These may include the
forms of sulfur, chlorine, and phosphorus, and an analysis of elements present in the mineral
matter. The analysis may be reported using the following basis [374] (see Figure 2.2):
1Tars are the heaviest components in the volatilized gases. In the scientific literature they are defined in many ways,
but here we will consider tars as all those components that are liquid at room temperatures. Water is excluded from
the tars category. In some applications, tars are defined as all those components heavier than benzene, C6H6 , which
liquified at 80 ◦C.
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As received (ar) (sometimes called as fired) The data are expressed as percentages of the fuel
including both the surface and the air-dried moisture content
Air dried The data are expressed as percentages of the air-dried fuel. The surface moisture is
removed from the particle but the inherent moister remains.
Dry The data are expressed as percentages of the fuel after all the moisture has been removed.
Dry ash-free (daf) The fuel is considered to consist of volatile matter and fixed carbon by
recalculation with moisture and ash removed.
Dry mineral-matter-free (dmmf) For this analysis the total amount of mineral matter rather
than ash is determined so that the volatile matter content in the mineral matter can be
removed.
Figure 2.2.: Different analytical bases
2.1. Formation
Biomass and coal are complex polymers consisting primarily of carbon with variable quantities
of other elements. Coal is a compact, aged form of biomass containing combustibles, mois-
ture, intrinsic mineral matter (originating from dissolved salts in water) and extrinsic ash (due to
mixing with soil). It is formed following the chain:
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vegetation −→ peat −→ lignite (low rank coal)
−→ bituminous coals −→ anthracite (high rank coal)
In the past, the Earth was broadly cover by vegetation that due to natural processes, have
been buried under the soil and heavily compressed. The buried material experienced an increase
in temperate under high pressure, and it was protected from bio-degradation and oxidation, usu-
ally by mud or acidic water. This process trapped the former vegetation into reservoirs that were
subsequently covered by sediments. Under high pressure and high temperature, dead vegetation
was slowly converted to coal. As coal contains mainly carbon, the conversion of dead vegetation
into coal is called carbonation. The process of coal formation is slow and complex, but it can be
divided into four main stages.
• During the first stage, dead biomasses accumulate into peat reservoir. At relatively low
temperature and atmospheric pressure, they are converted by a biochemical process (dia-
genesis) partially in the presence of water.
• In the second stage, lignite is formed as soon as pressure increases. It contains already a
small amount of plant matter. During these stages the material can undergo the following
processes [372]:
Disintegration The organic matter after exposure to atmospheric oxygen is decom-
posed. The main products of this stage are carbon dioxide, methane, and water.
Mouldering or rotting Oxygen is not anymore available due to the high presence of
water. The final product of this step is hummus.
Peatification If the content of water is high, the material is preserved in a reducing
environment. The end products are humic coals, low hydrogen content coals.
Putrefaction This process takes place in stagnant water, where dead material accumu-
lates. A final product of sapropelic coal is formed. Sapropelic coals are hydrogen-
rich coal, derived from sapropels (loose deposits of sedimentary rock rich in hydro-
carbons). Sapropelic coals are rich in liptinites (microscopic organic matter derived
from waxy or resinous plant parts) and have high yields of volatile matter. Examples
of sapropelic coals are cannel coal and boghead coal. Cannel coals are rich in spores,
whereas boghead coals are rich in algae.
Increasing the pressure, the moisture content of the already formed peat decreases and the
carbon content increases (as shown by the decrease O/C ratio in Figure 2.3. This process
proceeds in parallel with the humification and the gelification of the bio-material. The
primary coal precursor, lignin, is slowly oxidized to form humic acid and humines 2. The
lipid-rich fraction and the woody part of the material are relatively resistant to degradation
and do not undergo humification. These components have already a high degree of aroma-
tization and suffer very little alteration during the entire process. Chemically, the material
undergoes hydration, compaction, loss of O-bearing groups and expulsion of – COOH
groups.
2Soil consists of both mineral (inorganic) and organic components. The organic components can be subdivided into
fractions that are soluble, largely humic acids, and insoluble, the humins. Humic acids are a complex mixture of
many different acids containing carboxyl R C
O
OH
and phenyl groups
R
so that the mixture
behaves functionally as a dibasic acid or, occasionally, as a tribasic acid, an acid that has two or three hydrogen cations
to donate to a base in an acid-base reaction. The formation of humic substances is one of the least understood aspects
of humus chemistry [164].
26
2.2. Classification and properties
• The last two stages are driven by geochemical processes (metamorphism). Bituminous
coal formation is the third stage of coal production. The lignite continues experiencing
high pressure until it turns dark brown and becomes soft coal. The material experience
generation and entrapment of hydrocarbons, depolymerization of the matrix, increased
hydrogen bonding. Soft coal becomes hard coal under intense pressure and high tem-
peratures. The structure begins to crack and low molecular weight hydrocarbons, mainly
methane, leave the structure.
• The final stage of coal production is the formation of anthracite. During this stages, mate-
rial continues to increase the amount of carbon, losing the weak bonds that link together
aromatic rings. Coal now undergoes coalescence and ordering of pre-graphitic aromatic
lamellae, loss of hydrogen, loss of nitrogen. The structure becomes more compact, and at
the end of the process the matter is formed only by strong bonds and aromatic rings [374]
(anthracite).
2.2. Classification and properties
Solid fuels are broadly classified according to the extent of their coalification, the process un-
derwent by burial and tectonic, and that determines their rank. Coal rank is also related to the
relative proportions of Volatile Matter (VM) and Fixed Carbon (FC) present in the coal and it
increases with decreasing VM [302]. With time and higher temperatures, higher ranks of coal
are developed.
Figure 2.3 representing the position of several coals and biomass according to the ration
of hydrogen to oxygen versus the ratio of carbon to oxygen. The diagram reporting the ratio
H/C versus O/C is also called the Van Krewelen diagram. The O/C and H/C ratios decrease
through the formation process as shown in the figure. In the left upper part of the diagram,
biomasses are positioned, where still H and O are present in the material. The position of peat
and lignite shows that already half of the oxygen left the material together with hydrogen. Coals
have a certain stable ration of H/C and a more significant variation in oxygen content (reaching
almost zero while the ration of hydrogen to carbon is still approximately equal to 0,8). In the
lower right corner of the diagram is graphite (pure carbon) anthracite, with almost no oxygen
left and a small residue of hydrogen in the range of 0 to 0.4. The lower the respective ratios,
the greater the energy content of the material. Fuels with high O/C ratio have a smaller heating
value than those with low O/C ratio.
Many properties depend on carbon content, that determines the calorific value and flame
temperature. The Volatile matter content determines the flame stability and the parameter FC/VM
(flame ratio) plays a role in correlating flame properties. It is widely used in industry as an
indicator of fuel reactivity and carbon in ash [424].
2.2.1. Coal
Coal is extremely heterogeneous in nature as shown in Table 2.1. Its moisture can be as high
as 60% for young lignite and decreases almost to 0% for anthracite. The volatile fraction lays
in a range of around 50% for brown coals to almost few percents for anthracite. The carbon
fraction follows an opposite trend, from 60% for brawn coals up to 95% for anthracites. Due to
the trend of the fraction of carbon concerning oxygen, the low calorific value (LCV) of lignites is
the lowest, around 15 MJkg , and the low calorific value of anthracites is the highest, around 33
MJ
kg .
It is of importance for modeling to be able to adequately characterize a solid fuel. One
strategy is to measure the ultimate or the proximate composition of the fuel and then derive
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Figure 2.3.: Coalification diagram showing compositional differences among coals and biomass
the remaining (needed) quantities by using appropriate correlations. In [437] several of such
correlations are presented. The main components, C and O correlate with the volatile fraction
Vdaf relatively well but more difficulties arise in the interpretation of the correlations for nitrogen
and sulfur. The formulas are reported below (the correlation of the hydrogen has been given in
term of the carbon fraction because of the better statistics):
Cdaf (%) = 93.010− 0.1864 · Vdaf − 0.004971 · V 2daf (2.1)
Odaf (%) = 2.178 + 0.008 · V 1.9daf (2.2)
Hdaf (%) = −57.68 + 1.637 · Cdaf − 0.01054 · C2daf (2.3)
Correlations have been developed also for the calorific value of the coal. The Dulong cor-
relation [136] is based on the calorific content of every single pure element irrespective of any
associated functional group. The correlation provides topically higher values than the measured
ones and it should be used only as a vague indicator. The equation of Boie [51] slightly under-
predicts the real values:
LCVdaf = 33.91 · Cdaf + 93.87 ·Hdaf + 10.47 · Sdaf − 15.18 ·Odaf − 2.44 ·Wdaf (2.4)
Other fitting formulas can be found in [235]. In the author’s opinion, a better fitting of the
measured data is given by the equation:
LCVdaf = 0.46 · Cdaf + 1.44 ·Hdaf + 0.19 · Sdaf + 0.10 ·Adaf − 11.99 (2.5)
where Vdaf is the fraction of Volatile in % and LCVdaf is in kJkg . More Recently [227] better
correlations are obtained considering only the ash and the water content. It is worth noticing here
that the calorific value of many chars are statistically near the graphite value of 33.9 MJkg .
Chemically coal and biomass are complex macromolecules formed principally by aromatic
and aliphatic groups. In Figure 2.4 examples of a chemical coal structure for different coal
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Figure 2.4.: Examples of chemical coal structure for different coal ranks [172]
ranks are given. The fundamental hydrogen containing structures are the polynuclear aromatic
(multiple benzene rings), the hydroaromatic (benzene rings with the addition of hydrogen atoms
as a link) and aliphatic structures (linear chains). The hydroxyl ( – OH), carboxyl ( – OOOH) and
carbonyl ( –– CO) groups are the major oxygen functional groups. Lower rank coals can have more
complex groups like ether (R1 – O – R2), quinone (compounds in which a odd number of C – H
bounds in a ring structure are converted into C –– O bound with rearrangements of the double
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bonds 3), methoxyl ( – OCH3) and hetherocyclic oxygen structures 4. Nitrogen and Sulfur appear
as a substitute in the aromatic or as heterocyclic.
Typical bituminous coal consists of a series of aromatic groups, containing an average of
2-5 rings per cluster. The clusters are joined by methylene linkages ( – CH2 – ) with 1-3 carbon
atoms in length. Clusters are 3-dimensionally disposed of with crosslinking among planes, a
structure that promotes porosity.
Chars are characterized by a carbon-rich polynuclear aromatic structure. High-rank coals
are associated with a lamellar disposition of the clusters. Therefore, the structure is less porous.
Aromatic carbon is mainly responsible for char formation while tar comes from hydroaro-
matic carbon. Light gases (CH4, CO and CO2) are produced by aliphatic carbon.
Coal classification by rank The coal classification commonly used is the ASTM (American
Standard of Technology and Materials) a ranking system that is based on the fixed carbon, and
calorific value on the dry mineral matter free basis (dmmf). This system was adopted in 1938
and is a general guideline to classify different coals. Table 2.1 lists coal rank classification under
ASTM standard. The bituminous class is the only coal group used for the metallurgical coal
purpose. It is primarily classified into three types by the varied volatile matter, including Low
Volatile Bituminous, Medium Volatile Bituminous, and High Volatile Bituminous coal. The High
Volatile Bituminous coal is further classified into A, B, and C levels, with a descending heating
value on a moisture mineral matter free basis (mmf). The German classification is similar to the
international standard and it is reported in Table 2.2 [214].
Coal classification by petrography Maceral is a component, organic in origin, of coal or
oil shale. The term maceral in reference to coal is analogous to the use of the term mineral in
reference to igneous or metamorphic rocks. Examples of maceral groups are inertinite, huminite,
vitrinite, and liptinite. As expected the aromaticity increases in the order: exinite, inertinite,
vitrinite.
Inertinite is considered to be the equivalent of charcoal and degraded plant material. It is highly
oxidized in nature and may be said to be burnt.
Liptinite macerals are considered to be produced from decayed leaf matter, spores, pollen and
algal matter. Resins and plant waxes can also be part of liptinite macerals. Liptinite mac-
erals tend to retain their original plant form, i.e., they resemble plant fossils. These are
hydrogen rich and have the highest calorific values of all coal macerals. Macerals of lip-
tinite are sporinite, cutinite, resinite, alginite (telalginite and lamalginite), liptodetrinite,
fluorinite, and bituminite [367]. For low-rank coals, liptinite is also called exinite.
3The benzoquinone is an example of quinone
O
O
4pyridines
N
, pyrol
NH
and thiophenes
S
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Coal Rank Volatile Content GCV Agglomeration
% kJkg mmf
I. Anthracites Class Not
Meta-Anthracit < 2%
Anthracite 2 to 8%
Semi-Anthracite (Lean Coal) 8 to 14%
II Bituminous Commonly yes
Low Volatile Bituminous 14 to 22%
Medium Volatile Bituminous 22 to 31%
High Volatile A Bituminous > 31% 32.6
High Volatile B Bituminous > 31% 30.2 to 32.6
High Volatile C Bituminous > 31% 24.4 to 30.2
III Subbituminous > 31% Not
Subbituminous A Coal 24.4 to 26.7
Subbituminous B Coal 19.3 to 22.1
Subbituminous C Coal 22.1 to 24.4
IV Lignite Not
Lignite A 14.7 to 19.3
Lignite B < 14.7
Table 2.1.: Classification of coal by rank (ASTM D-388)
Classification VM % C % H % O % S % LCV kJ
kg
Braunkohle Lignite (brown coal) 45–65 60–75 6.0–5.8 34-17 0.5-3 <28,470
Flammkohle Flame coal 40-45 75-82 6.0-5.8 >9.8 1 <32,870
Gasflammkohle Gas flame coal 35-40 87.5-89.5 5.8-5.6 9.8-7.3 1 <33,910
Gaskohle Gas coal 28-35 85-87.5 5.6-5.0 7.3-4.5 1 <34,960
Fettkohle Fat coal 19-28 82-85 4.5-3.2 1 <35,380
Esskohle Forge coal 14-19 89.5-90.5 5.0-4.5 4.5-4.0 3.2-2.8 1 <35,380
Magerkohle Nonbaking coal 10-14 90.5-91.5 4.0-3.75 2.8-3.5 1 35,380
Anthrazit Anthracite 7-12 >91.5 <3.75 <2.5 1 <35,300
Table 2.2.: Classification of coal following the German system
Vitrinite Vitrinite is shiny, glass-like material that is considered to be composed of cellular
plant material such as roots, bark, plant stems and tree trunks. Vitrinite macerals when
observed under the microscope show a boxlike, cellular structure, often with oblong voids
and cavities which are likely the remains of plant stems. This has a high calorific value
(24 - 28 MJ/kg) and a large proportion of volatile matter (24 - 30%). It often occurs
interbanded or interlaminated with inertinite and can be recognized as bright bands. In
low-rank coals, the term this maceral group is called huminite.
Coal classification by industrial application As an example, the classification of coals
used in the steel industry and power plants is also reported. The division is based on coking
coal, required for the production of coke which is used in steel industries, and non-coking coal
required for thermal power plants for steam production. Coals that are to be used for conventional
coke production must have three essential properties:
1. They must be within a specific range in rank for the coking process to occur, that is bitu-
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minous coal.
2. They must possess a high proportion of fusible macerals (>40% vitrinite) to form a strong
well-fused coke.
3. They must have low levels of certain elements, notably sulfur and phosphorus, and be
generally low in mineral matter.
A non-caking coal is a coal which, when heated in the absence of air, leaves a powdery
residue. A caking coal when similarly heated, leaves a solid, coherent residue. The caking
coal might produce a coke unsuitable for steel making plants as it does not possess the requisite
physical and chemical properties.
A coking coal is a coal which, when heated in the absence of air, leaves a solid, coherent
residue possessing metallic grayish luster and which owns all the physical and chemical prop-
erties in the coke when manufactured commercially. A non-coking coal also leaves a solid,
coherent residue which may not possess the physical and chemical properties of the coke.
Char classification by morphology Char morphology is generally a function of parent
coal rank, parent coal petrography and process conditions [18] and [33]. According to [428] and
[33], chars can be classified by morphology into three groups:
1. Group I particles have a very porous structure, with large voids inside the particle and a
thin wall,
2. Group II particles have a medium porosity and wall thickness;
3. Group III char particles have low porosity.
The morphology of the chars shows then a strong response to pressure and that response
is stronger for char of increasing vitrinite content. The fraction of Groups I, II and III chars
from bituminous coals arranged in order of increasing parent coal vitrinite content and generated
at several furnace pressures (at 5, 10 and 15 atm), has been analyzed in [33]. Increasing the
pressure, the fraction of Group I chars increases, while chars belonging to the group III decreases.
2.2.2. Biomass
Biomass is the name given to all of the Earths living matter. In general, it can be categorized
into:
wastes such as sewage sludge, refuse derived fuel (RDF), animal manure;
herbaceous biomasses like grass, stakes, straw, crops;
aquatic for example kelp;
wood hardwood and softwood;
derivatives such as paper.
The components forming biomass include cellulose, hemicelluloses, lignin, extractives,
lipids, proteins, simple sugars, starches, water, ash, and other compounds. Two larger carbohy-
drate categories that have significant value are cellulose and hemicellulose. The lignin fraction
consists of non-sugar-type molecules. Biomass can also be generally defined as any hydrocarbon
material which mainly consists of carbon, hydrogen, oxygen, and nitrogen. Sulfur is also present
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in smaller proportions. The concentration of the ash arising from these inorganics changes from
less than 1% in softwoods to 15% in herbaceous biomass and agricultural residues [433].
Cellulose is an organic compound with the formula (C6H10O5)n, a polysaccharide consisting
of a linear chain of several hundred to over ten thousand β(1→ 4) linked D-glucose units.
Cellulose is the main component of plant cell walls.
Hemicellulose is any of several heteropolymers (matrix polysaccharides), such as arabinoxy-
lans, present along with cellulose in almost all plant cell walls. While cellulose is crys-
talline, strong, and resistant to hydrolysis, hemicellulose has a random, amorphous struc-
ture with little strength. It is easily hydrolyzed by dilute acid or base as well as myriad
hemicellulase enzymes. Unlike cellulose, hemicellulose (also a polysaccharide) consists of
shorter chains 500 to 3000 sugar units as opposed to 7000 to 15000 glucose molecules per
polymer seen in cellulose. Besides, hemicellulose is a branched polymer, while cellulose
is unbranched. Hemicellulose binds the cellulose microfibrils of the cell walls.
Lignin is a complex chemical compound which is an integral part of the secondary cell walls of
plants and some algae. It is one of the most abundant organic polymers on Earth, exceeded
only by cellulose, employing 30% of non-fossil organic carbon, and constituting from a
quarter to a third of the dry mass of wood. As a biopolymer, lignin is unusual because of
its heterogeneity and lack of a defined primary structure. Lignin is a cross-linked racemic
macromolecule with molecular masses more than 10,000 amu. Lignin is the strengthening
component of the cell wall and is mainly present in woody biomass.
The wide variety of biomass sources result in a wide range of biomass physical and chemical
properties. The properties of biomass as a fuel can be measured by standard methods, some
biomass materials and their properties are summarized in Table 2.3.
Material Moisture FC VM Ash Alkali metal HHV
(as Na and K oxides) MJ/kg
Fir 6.5 17.2 82 0.8 - 21
Danish pine 8 19 71.6 1.6 4.8 21.2
Willow 60 - - 1.6 15.8 20
Poplar 45 - - 2.1 16 18.5
Cereal straw 6 10.7 79 4.3 11.8 17.3
Miscanthus 11.5 15.9 66.8 2.8 - 18.5
Bagasse 45–50 - - 3.5 4.4 19.4
Switchgrass 13–15 - - 4.5 14 17.4
Bituminous coal 8–12 57 35 8 - 22-26
Table 2.3.: Properties of selected biomass materials (wt. % ) [238]
Moisture, for instance, can only be a few percents with pre-dried biomass or as high as 50%
with freshly harvested crops. Volatile matter in biomass is much higher than in coals, ranging
from 65 to 85%, while fixed carbon is much lower, ranging from 7 to 20 %. Ash is generally
under 5%, but can be as high as 20% with some specific biomass, for example, rice hulls. For
elemental analysis, a noticeable feature is the high oxygen content (32 to 45 %). The LCV
ranges from 10 to 22 MJkg while their size can range from pulverized particles (∼ 1 mm) to that of
whole wood logs (∼ 100 mm). Biomass particles are rather non-spherical, generally with high
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dimension ratios. Bulk densities of biomass are low compared to coal. For very light dry straw
the bulk density of (20 kg
m3
) is typical, while for coals figures of 600 to 900 kg
m3
are applicable.
The low densities of the biomass complicate their processing, transportation, storage, and firing.
This wide variation in biomass properties can significantly affect the burning characteristics of
the biomass fuels. When comparing biomasses with coals, see Figure 2.3, it can be seen, that the
higher proportion of oxygen and hydrogen, compared with carbon, reduces the energy value of
a fuel, due to the lower energy contained in carbon–oxygen and carbon-hydrogen bonds, than in
carbon-carbon bonds.
The alkali metal content of biomass, namely Na, K, Mg, P and Ca, is especially impor-
tant for any thermochemical conversion processes. These components influence the physical
properties of the ash: ash fusibility behavior, sintering, and hardness of the formed ash deposit.
During mineral mater transformation occurring in combustion a sticky, mobile liquid phase can
be formed, which can lead to blockages of furnace and boiler ducting [238].
2.3. Morphology
Morphology plays a fundamental role in solid fuel conversion (see for more details Chapter 8).
It has been already pointed out that chars are highly porous, increasing enormously the surface
available for the reactions, but also introducing an additional resistance to diffusion of reactants
towards the active sites where reactions take place. The structure and the development of the
pores is then a fundamental aspect that must be investigated. The internal surface is deeply
linked with the porosity and the pore structure since both coals and biomasses are highly porous
solids; this partially explains the variations in conversion behavior among different fuels and at
different conversion stages.
Pores diameters δ range from tenths of nanometers to several microns and are divided into
three groups: micropores (δ <1 nm), mesopores (δ = 1–20 nm) and macropores (δ >20 nm).
This denomination suggests cylindrical pores, but detailed analysis shows that together with
the cylindrical shape, pores can have conical structures as well as flat geometries. In special
biomasses and chars after fast pyrolysis, spherical cavities can also be found. Micropores can be
interpreted as weak cross-linked clusters in the chemical structure while mesopores and macro-
pores can be seen as physical cracks in the solid particle.
Porosity also affects the following important properties:
1. Effective density of the solid;
2. Specific internal pore volume;
3. Specific internal surface area;
4. Distribution of specific area or volume over the pore diameter δ.
Micropores and mesopores have a high specific area but contribute less to the averaged
porosity. Macropores and mesopores are transition pores driving the reactants to the reactive site
(mostly in the micropores). Macropores dominate in low-rank coals while micropores dominate
in high-rank coals. Therefore both, low-rank coal and high-rank coals, are less reactive (absence
of micropores and lack of transitional pores, respectively).
Under thermal treatment, morphology does not undergo significant changes until devolatiliza-
tion. After that, an increase of porosity and an increase of macropores size is expected. To the
contrary, micropores, and mesopores can decrease their size due to polymerization particularly
for coals that undergo a plastification phase. At high heating rates those effects are stronger and
also meso- and micropores can increase their dimensions and consequently available surface.
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Generally the internal surface area increases with temperature until about θ = 1000 ◦C and it is
reduced at higher temperatures. The increase is magnified (even by a factor 5) for non-caking
coals while the growth is reduced for caking coals. The loss in surface development can be as-
sociated with the closures of pores by polymerization and graphitization. The surface changes in
the micropores structure, together with the increase in devolatilization yield at higher tempera-
tures and heating rates is the reason why intrinsic char reactivity is a function of the fuel history
and devolatilization conditions. Since high temperature treatment (higher than 1000 ◦C) causes a
decrease in active sites 5 and a decrease in internal surface, it results in a reduction in reactivity.
During carbonization, the development of the pore structure and the internal surface is more
complex and it is also influenced by the conversion rate. Slow conversion rates allow a better
diffusion of reactants into the most active available area therefore developing micro-pores while
a rapid conversion favors the development of meso- and macro-pores. In general, the internal
surface area increases with burnout (due to development of the pores and the opening of new
ones) until a maximum surface is reached and then it decreases due to the breakdown of the
structure or coalescence of the pores. The conversion fraction where the pore structure starts to
break up is a function of the previous treatment temperature. As that temperature increases, the
breakup begins at lower conversion fraction.
2.4. Drying
Drying is a mass transfer process consisting of the removal of water by evaporation from a
solid particle. The mass transfer between a particle and the surrounding gas is driven by the
difference between the partial pressure of water vapor in the gas and the saturation pressure
at the particle surface temperature. At the separation surface, thermodynamic equilibrium is
rapidly established between liquid water and vapor. The amount of liquid water removed from
the particle is controlled by the rate the evaporated vapor is removed from the liquid surface by
diffusion or advection.
If the temperature of the solid is high enough, eventually the saturation pressure equalizes
the pressure of the gas. In such conditions, liquid water is not thermodynamically stable, and
equilibrium between liquid water and water vapor cannot be achieved anymore. All the water
present inside the solid particle will tend to evaporate completely. In this regime, the rate of
boiling is controlled by the amount of energy added to the particle.
Pressure influences the molecular diffusion coefficient of the water vapor, the partial pres-
sure, and the boiling temperature. As a combination of those effects, at high pressures, the
process is shifted towards higher temperatures with a slower rate.
2.5. Devolatilization
2.5.1. Coal devolatilization
When coal is heated up in an inert atmosphere, combustible gases are released due to thermal
decomposition of the solid. This process is called devolatilization or pyrolysis, depending on
the availability of oxygen in the atmosphere. If O2 is present, as in boilers or furnaces, then
usually the process is called devolatilization. If oxygen is not available, as in gasifiers, then
the process is called pyrolysis. This stage has a significant influence on the conversion process,
mainly in combustion since it controls the particle ignition and it is responsible for stabilizing
5Active sites, see Chapter 3 are lost due to thermal annealing. At temperatures higher than 700 ◦C a reorganization of
the structure occurs, and usually, impurities and carbon edges are lost.
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the flame. The temperature at which pyrolysis occurs depends on the coal type and the heating
rate. For bituminous coals, devolatilization starts at 350–400 ◦C and a constant weight loss is
observed at temperatures higher than 650 ◦C [414]. The products of devolatilization are gases
ranging from light components (CH4, C2H4, C2H6, CO, CO2, H2, H2O, etc. ) to heavier tars
that represent an extremely complex mixture of various organic compounds. Nitrogen is also
released from the fuel during pyrolysis in the form of NH3, HCN, and other N2–containing
species which are generally represented as XN. The release of Nitrogen occurs typically towards
the end of the pyrolysis process. Nitrogen leaving the fuel undergoes oxidation to NOx. Once
the volatiles is released, they mix with oxygen and promptly oxidized. During this stage, the gas
phase temperature is much higher than the particle temperature [315]. After the VM is oxidized,
a solid material called char remains.
Reactions involved in devolatilization are very complex, but in general, this process can be
described in three following sequences, as shown at Figure 2.5. In the first step, coal undergoes
a reduction of hydrogen bonding, and the non-covalently bounded (weak links) molecules are
released from the particle. The structure starts to melt, the weakest bound disrupt, and a metaplast
or liquid components are formed. Tars evaporate from the generated metaplast, and they are
released from the solid structure. Low-rank coals also produce at this stage a small amounts of
metaplast.
In the second step (primary pyrolysis) bond breaking leads to the evolution of tars and
gases, and repolymerization of coal fragments provides char. In this phase functional groups 6
are decomposed to form light molecule mainly CO2, methane, and H2O. Methane is formed
by substitution reactions in which a bigger molecule releases the methyl group; CO2 is formed
by condensation, after a radical is formed on the ring when a carboxyl is removed and water
is formed by the condensation of two OH groups (or one OH group and a – CHHO group) to
establish an ether link. When those molecules reattach from the solid structure, they leave open
active sites favoring the reattachment of several clusters (cross-linking [345]).
In the last step (secondary pyrolysis) products of the polymerization process react with
tars forming soot and char. Char produces carbon monoxide and hydrogen while continuing to
crosslink and condense [341].
StageIII
primary gasesmetaplast secondary gases
char
tar soot
char
Stage I Stage II
raw coal
(Coal/metaplast) (secondary pyrolysis)(primary pyrolysis)
Figure 2.5.: Pyrolysis steps of coal
Composition of the gas Volatiles composition can be roughly divided into three main cat-
egories as already discussed, i.e. pyrolysis water, light gases, and tars. The fraction of water is
6In organic chemistry, functional groups are lexicon-specific groups of atoms or bonds within molecules that are re-
sponsible for the characteristic chemical reactions of those molecules. The same functional group will undergo the
same or similar chemical reaction (s) regardless of the size of the molecule it is a part of. However, its relative
reactivity can be modified by nearby functional groups.
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always around 20-25% of the entire volatiles for lignite and sub-bituminous coal while slightly
less for bituminous coal and anthracite [437]. The amount of tars is around 25% for low-rank
coals, increasing up to 40% for bituminous coals and then decreasing until approximately 10%
for anthracite. The rest of the volatiles is in light gases, around 50% for lignite, 20-30% for
bituminous coals and 70% for anthracite. It is important noticing that these values are applicable
for standardized labor measurements and they can be significantly different in industrial appli-
cations. The second observation is that usually during measurements, independently of the coal
rank, around 5% of the mass remains undetected [345].
The composition of the light gases can also be correlated to the fraction of carbon present
in the parent coal and consequently even to the rank. For low-rank coals, the main component is
oxidized carbon, mainly CO2 and CO, with a smaller amount of CH4 and eventually traces of H2.
As the fraction of carbon in the parent coal increases, also the amounts of methane and hydrogen
increase, while both CO and CO2 decreases. With an increase in C content the calorific value
of the volatiles increases, from roughly 15 MJkg in the case of lignite to approximately 40
MJ
kg
in the case of anthracite. In Figure 2.6 some measurements are presented together with their
correlations (from [437]).
Standard proximate analysis of coal allows determining the VM content. However, under
high-temperature combustion conditions, such as those found in real utility boilers, part of the
carbon in the coal matrix is also volatilized, yielding a higher volatile content than the one ob-
tained from the proximate analysis. The yield released at higher temperatures may increase from
20 to 70 % (dry ash free, d.a.f.) to the proximate analysis. This has a significant influence on the
next stage of combustion [285].
Dependency on the Temperature Both, mass loss and tars yield, differs strongly even
among coals of the same nominal rank and both are sensitive to pyrolysis conditions, One of the
major influencing parameters is the temperature. As the temperature of the particle increases the
amount of volatile given off increases. The devolatilization process starts around θ = 400 ◦C
with the yield increasing roughly linearly until θ = 1000 ◦C. At higher temperature the yield
reaches an asymptotic value at θ = 1200 ◦C. An important factor is the holding time at the
maximum temperature [309]. The time required for a given degree of devolatilization is less at
high temperatures than at lower temperatures therefore, as the time increases, the importance of
the temperature history become less significant. Since the temperature influences directly the
primary decomposition rates as well as the second decomposition reactions, the composition of
the volatiles is different at different temperatures. As observed in [366], at low temperatures
oxygen is used to form pyrolysis water, while at higher temperatures O2 is used to form oxides
of carbon. Temperature also increases the rate of secondary reactions resulting in a higher rate
of cracking and polymerization. This leads to a decrease in tars yield and an increase in char and
gases. Also, the composition of the final char and gases are strongly influenced by temperature.
At higher temperature char contains less oxygen and less hydrogen as both species evolve as
volatile. Tars, in comparison with the parent coal, have less hydrogen and oxygen strongly
depleted. Increasing the temperature, the hydrogen content is reduced while the temperature
effects on nitrogen and oxygen are barely observable.
Dependency on the heating rate The effect of heating rate is more difficult to asses.
According to [12], [362] and [366] the degree of devolatilization depends only on peak tem-
perature and holding time. It is difficult to separate both effects since during experiments high
temperatures are always linked with high heating rates. In Figure 2.7 some published results are
presented.
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Figure 2.6.: Fraction of CO2 and tar in volatiles. The continuous lines is the correlations from [437]
Dependency on the pressure The pressure at which the parent coal is devolatilized changes
the rates of the pyrolysis, the yields and the composition of the released products. The pres-
sure (together with the temperature as previously explained) also plays an important role in the
reactivity of the resulting char [393]. The experiments suggest that the pyrolysis pressure sig-
nificantly influences the physical structure of coal chars, but it has little effect on the chemical
structure of char which determines the intrinsic reactivity to a larger extent, therefore, in other
words, chars produced at different pyrolysis pressures have different apparent reaction rates, but
have similar intrinsic rates, suggesting that morphology rather than chemistry is responsible for
the measured differences.
The yield of gas and tars together decreases with the increase of pressure while the gas yield
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Figure 2.7.: Total volatile yields as a function of heating rate [393].
alone increases with the pressure. The effect is particularly important at high temperatures. With
an increase of the pressure, the influence of the temperature is limited. The reduction is more
pronounced for bituminous coals than for lignite.
Pressure also influences the gas composition. When increasing the pressure, more CO and
aliphatic hydrocarbons, especially CH4, are produced while CO2 and H2O do not change. Tars
shift toward lower molecular weights. It appears that tars generated under elevated pressures
show more significant enhancements in hydrogen than those generated at atmospheric pressure
[261]. Estimated oxygen contents of the tars varied from 8 to 20%, which are only half to
two-thirds of the values reported for atmospheric pyrolysis with the same coals. This difference
probably reflects the elimination of oxygen functional groups from intermediate fragments of
coal molecules at elevated pressure before they were released as tars compounds [261]. In Fig-
ure 2.8 some results are shown (see [393]) where the tars yield and the total amount of volatiles
are plotted as a function of the pressure.
To explain the above observations, several mechanisms have been proposed. It is generally
agreed that the secondary reactions and mass transport limitations are the processes that influence
pyrolysis at ambient pressure, and the influence of pressure on the tars yields is found to be on the
evaporation of tars precursors. Following the explanation in [364] while the vapor pressure of tar
precursors is inversely proportional to their molecular weight, higher pressure inhibits the escape
of larger tar molecules that may evaporate at low pressures. This is a reason that explains the
tar yield decreases and tars shift toward lower molecular weights with increasing pressure. On
the other hand, the experimental observation that the effect of pressure on the total volatiles and
tars yields is significant at high temperatures imply that also secondary reactions contribute to the
pressure influence on product yields. Moreover, increases in gas yields (particularly for methane)
have been attributed to the secondary polymerization of the tars and the auto-hydrogenation
phenomenon at elevated pressure, where hydrogen evolved from coal and reacts back to form
CH4.
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Figure 2.8.: Total volatile yields as a function of pressure [393]
Swelling Swelling is the most significant feature of softening coals during heating, which
determines the particle size, porosity, density and reactivity of the residual char. As observed
in [346] the swelling ratio increases when pressure increases and reaches a maximum value,
then drops again. The pressure at which this maximum occurs is independent of coal rank and
occurs typically between 10 and 20 atm. In Figure 2.9 the swelling ratio of chars generated from
devolatilisation of different coals at a gas temperature of 1573K [393] is plotted as a function of
the pressure.
Morphology Pyrolysis pressure has a significant effect on char morphology, and it has been
observed that more porous chars are formed at elevated pressures. The apparent density decreases
while in many samples the true density increases. The increase of porosity together with the
increase of swelling ratio is consistent with the development of bubble structure separated by
thin walls [439] (thinner at higher pressures). The higher reactivities of chars produced at higher
pressure are consistent with a higher measured internal surface [106, 296, 107], an effect due to
mainly higher micropores development. In fact, the intrinsic reactivity (per unit of the internal
surface) increases only slightly with the pressure and this increase is less pronounced at higher
pyrolysis temperatures [106, 73].
It is worth noticing that the trend of increase of reactivity and internal surface is in some
cases reversed at higher pressures as in [439] where a decrease in the internal surface has been
measured in the case of oxidation.
The effects of the pressure have been related to the vitrinite content of the parental coal
therefore pyrolysis of bituminous coals forms chars whose structure is particularly affected by
the pressure. For those chars, the intra-particle walls are thinner, and fragmentation can occur
more frequently.
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Figure 2.9.: Swelling ratio of chars generated from devolatilization of different coals at a gas temperature of
1573 K [393]
2.5.2. Biomass devolatilization
Devolatilization is an important part of the entire combustion process of biomass, because of
their high VM content, which causes easier ignition and rapid burning. For the design of com-
bustion burners, the high content of VM (up to 90%) needs to be taken into consideration. As for
coal, tars are formed during devolatilization of biomass. Compared with coal, devolatilization of
biomass and ignition occur at much lower temperatures. In [414] it is shown that the devolatiliza-
tion of the coffee husks and the wood chips starts (upon completion of drying) at temperatures in
range 160 to 200 ◦C. At around 200 ◦C, the devolatilization is rapid and significant weight loss
is noticeable, while above 500 ◦C, the mass stays more or less constant. Also it can be observed,
that devolatilization products from different biomasses are mainly CO, H2, CO2 and CH4. As
the devolatilization temperature increases, CO2 decreases, while CO and H2 increase rapidly. At
higher temperatures, the combustibles (CO, H2, CH4) accounted for more than 70–80 vol% of
the gas components. Despite the high VM content of biomass fuels, the heating values of their
volatiles are lower than that of coal.
Pyrolysis of biomasses can be considered as a superposition of the pyrolysis of the single
components, cellulose, hemicellulose, and lignin [88, 46]. Cellulose conversion proceeds in two
stages: a gradual degradation, decomposition and charring on heating at lower temperatures, and
a rapid devolatilization with the formation of levoglucosan at higher temperatures. The glucose
chains are decomposed into glucose and, in a second stage, glucosan is formed by the splitting
off of one molecule of water. Since cellulose and levoglucosan have the same elementary for-
mula, a yield of 100% of the latter might be expected. The initial degradation reactions include
depolymerization, hydrolysis, oxidation, dehydration, and decarboxylation [88]. High pressure
blocks the depolymerization of the cellulose, reducing the amount of gas, while at the same time,
allowing competing reactions such as dehydration and crosslinking to become dominant. The net
effect is a decrease in the volatile production and an increased yield of char cellulose. Hemicellu-
lose is decomposed in a way similar to cellulose: by dehydration at low temperatures (< 280 ◦C)
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and depolymerization at higher temperatures. Hemicelluloses contain more combined moisture
than lignin and the hemicelluloses softening point is low compared to lignin. Also, exothermic
peaks of hemicelluloses appear at lower temperatures than that of lignin, and their thermal de-
composition occurs at a lower temperature. The aromatic structure of lignin is reflected in the
higher stability of the molecule, and consequently, the conversion temperature is higher than the
one for cellulose or hemicellulose. Lignin produces higher amount of char and tars and products
are characterized by guaiacol and pyrogallol dimethyl ether 7. Phenolics are obtained by cracking
of the phenyl-propane units 8 of the macromolecule lattice.
It has been found that pyrolysis of hemicellulose and lignin are exothermic processes while
pyrolysis of cellulose is endothermic at lower temperatures and becomes exothermic at higher
temperatures. The variations seen for cellulose are believed to be the effect of combined primary
and secondary reactions. Primary reactions (active at low temperatures) are endothermic while
secondary reactions, dominant at higher temperature are exothermic.
As pointed out in [47] and references therein, the total yield and the relative proportion
among bio-char volatiles and bio-char tars depend, as for coal, on the heating rate and tempera-
ture of the devolatilization process. Tars yield in fast pyrolysis experiments tend to increase as the
temperature increases until 750 ◦C where they reach a maximum of about 70 − 80% (dry solid
basis). For higher temperatures, the yield decrees sharply. In slow pyrolysis experiments, the
trend of the tars yield shows a much slower increase until a constant value of around 50−60% is
reached. This behavior is explained by the presence of secondary reactions active only at higher
temperatures producing tars cracking into secondary tars and light gases. In fact, light gases
whose yield at a lower temperature is only around 10%, increase quickly with temperature for
both fast pyrolysis and slow pyrolysis. For fast pyrolysis, the increase in the light gas component
is more evident. Char yield shows in both condition a quicker decrease in lower temperature
and remains constant for all the range at higher temperatures. For slow pyrolysis, biochar yield
remains in all the conditions twice as high as for fast pyrolysis, indicating a competition between
tars transport and reattachment.
2.6. Definition of the reaction rates
The following definitions are here provided since they are important for the understanding of
the following sections. A complete description of the reaction rates equations is postponed to
Chapter 8.
The mass loss of a fuel particle dmdt (in
kg
s ) is measured by the reactivity R˙ (in
1
s ) defined as:
R˙ = − 1
m
dm
dt
(2.6)
7Guaiacol:
OCH3
OH
and pyrogallol dimethyl ether:
OCH3
OH
H3CO
8Phenol:
OH
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It is proved that the reactivity R˙ is proportional to a surface as every heterogeneous processes.
The apparent reaction rate is defined as the mass loss per unit of the external particle surface
while the intrinsic reaction rate is defined as the mass loss per actual (or internal) available
surface.
The partial pressure of the reactant pr plays also a role and in the simplest case the reaction
rate can be expressed by the following formula:
dm
dt
= −S · k(T ) · pr (2.7)
The function k(T ) is called rate constant.
2.7. Char combustion
During the release of volatiles, char is formed. The char is richer in carbon than the original fuel
and it consists of porous networks into which oxygen can diffuse and react. Two basic overall
reactions for char oxidation can be written:
C +
1
2
O2 −−→ CO (R 2.1)
C + O2 −−→ CO2 (R 2.2)
but for thermodynamical reasons the first one is predominant (see Section 3.2.1).
Compared to rapid VM oxidation, heterogeneous char oxidation requires much longer time.
Typical total combustion time for a 100 µm char particle is on the order of 1 s. Thus it can be
regarded as the rate-limiting step of the overall combustion process. During char oxidation, the
reactant, usually oxygen, diffuses from the gas phase through the boundary layer to the surface
of the particle and into the particle’s pore system.
The oxygen reacts with carbon in the pore walls producing CO and CO2. The CO can react
in the gas-phase to form CO2, which further reacts with the carbon in the char. Characterization
of a universal intrinsic kinetic reactivity per active site, applicable for all chars, and the con-
nection between concentration of active site and structural coal or char properties are still fields
of research. Carbon in the solid phase is consumed, altering spatially and temporally the pore
structure. This phenomenon influences the available surface area, active site concentrations, and
pore diffusional characteristics.
The rate of char oxidation is controlled by the sequential or parallel processes of boundary
layer diffusion and pore diffusion. Several works, such [392] and [133] have postulated the
existence of three different temperature zones, where one or more different processes limit the
overall char oxidation rate.
• At low temperatures, the intrinsic reaction is slow, reactant gases diffuse into the particle
center, and the particle burns internally at a constant diameter with a decreasing particle
density (Zone I).
• At moderate temperatures, the intrinsic reaction rate increases and the consumption of the
reactant gas is higher than the rate of internal diffusion. The reactant gas is consumed
before diffusing completely into the particle. Particle burns both internally and externally
with a decreasing diameter and particle density (Zone II).
• When high temperatures are reached, the reaction occurs only on the particle surface, while
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reaction rate is controlled by the diffusion rate of the boundary layer film. The particle
burns with decreasing particle diameter, while density remains constant (Zone III).
Since intrinsic kinetic mechanisms are dependent on surface area, changes in porosity and
surface area with burnout affect the char reaction rates in Zones I and II. With changing the pore
structure and the surface area, the oxidation process may occur through all three zones before
the carbon is completely consumed. The conditions under which a char is produced, such as
heating rate, peak temperature, gas environment and residence time, affect a char’s chemical and
physical structure, and consequently the resulting char reactivity [341, 82].
Many investigations have been published on the effect of oxidant pressure on the combus-
tion reaction rate of coal, in which both oxygen partial pressure and total pressure have been
studied (see [393] and cited references). The combustion rates were observed to increase with
increasing pressure. At low pressures, the chemical reaction rate controlled the overall reaction
rate. With an increase in pressure, the reaction approached pore diffusion controlled conditions.
The pressure dependence appears to invert for very small particles, as seen in some oxidation rate
experiments [260] and [207]. For particles with a dimension of the order of few microns burn-
ing rates would probably be limited by a combination of pore diffusion and chemical reaction.
Consequently, a major portion of the internal surface area would participate in the oxidation.
The reported oxidation rates decreased for higher total pressures, especially at the higher gas
temperatures.
Since lignite chars have the highest intrinsic char oxidation reactivities, film diffusion might
be expected to approach the theoretical Zone III limit, but the situation is more complicated. The
burnout of some lignite char is independent of total pressure, consistent with a strictly diffusion-
limited burning rate but burnout of the other lignite char exhibits a strong pressure dependence
[393]. Similarly, the burnout of some of the hv bituminous chars is independent of pressure up
to 0.5 MPa, becoming higher for progressively higher pressures. But the burnout of the other hv
bituminous char is especially sensitive to pressures below 0.5 MPa, then it becomes insensitive
to further increases in the pressure. Compared to the lignite char, the bituminous and anthracite
chars are converted at slower burning rates for pressures above 0.25 MPa. The particles always
burn hotter for progressively higher pressures, except for the lignite whose burning rate is film-
diffusion-limited.
Biomass chars contain high levels of oxygen and low levels of hydrogen compared to coals.
Hence, graphitic structures do not develop in biomass chars as they do in bituminous coal chars,
which contain lower oxygen levels. The structural disorder may also lead to higher reactivities
of biomass in the late stages of combustion since more edge carbon (which is more reactive) is
available. Nevertheless, biomass chars are quite reactive in the early stages of char conversion
and burn almost under diffusion control. Biomass char burning rates are comparable to burning
rates of high–volatile matter bituminous coal chars [427].
2.8. Char gasification
After drying and devolatilization, the remaining solid structure does not react only with oxygen
as described in Section 2.7. The fixed carbon in the char can react also with water vapor, carbon
dioxide and hydrogen:
C + CO2 −−→ 2 CO (R 2.3)
C + H2O −−→ CO + H2 (R 2.4)
C + 2 H2 −−→ CH4 (R 2.5)
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The steam gasification is the fastest among all, and the methanation reaction is by far the
slowest. All the gasification reactions are endothermic, and their rates are lower than for the
oxidation reactions. The relative rates of the four reactions (oxidation plus gasification), at θ =
800 ◦C and p = 1 atm are estimated to be 105 for oxygen, 103 for steam, 10 for carbon dioxide,
and 10−3 for hydrogen with variations among different fuels.
The basic features of gasification reactions do not differ much from those of the oxidation
reaction. At low temperatures, all the reactions increase their rate exponentially, and for high
temperatures, the increase follows a power law trend. While for oxidation reactions the change
in slope happens at around 500 ◦C, for gasification reactions that change is more towards higher
temperatures, around 1100 ◦C. That change in temperature dependency is due to the reaction
shift from zone I to zone II, where pore diffusion is the rate controlling mechanism. A very simi-
lar temperature dependence appears for steam gasification but at significantly hotter temperatures
and for much shorter reaction times.
The apparent gasification rates are significantly accelerated at higher pressures. For both
gasification reactions, R 2.3 and R 2.4, the incremental conversion becomes smaller at progres-
sively higher pressures, indicating that this effect saturates. The gasification reactions are con-
trolled by pore diffusion, and normally a pore diffusion rate is independent of pressure because
the pressure dependence in the reactant concentration cancels the inverse proportionality to pres-
sure in the diffusivity. But since the partial pressure of the gasification agent is uniform dur-
ing experiments, the diffusivity determines the pressure dependence in the transport rate, which
would tend to diminish the overall gasification rate at progressively higher pressures.
The pressure dependence is most substantial in the lower pressure range, as expected. But
the asymptotic saturation at high pressures becomes less pronounced with chars of progressively
lower rank. Indeed, no asymptotes are apparent with subbituminous chars. In general, gasifi-
cation rates diminish for coals of progressively higher rank, but only for ranks of high volatiles
bituminous. Mineral catalysis becomes more significant than the generic rank dependence for
low-rank chars, so the carbon content of the parent coal no longer correlates this portion of the
rank dependence.
A feature of gasification kinetic, hardly observed in oxidation experiments, is the influence
of external molecules like the CO for the reaction R 2.3 and H2 for the steam gasification. It
seems to be experimentally verified that those molecules (and some others too) decrease the
gasification reaction rates and it is proved that this effect is pressure dependent.
2.9. Fragmentation of porous char during conversion
Char fragmentation has been found to play a significant role in ash formation (see [33]). Frequent
fragmentation reveals a reduced coalescence of included minerals during combustion. Various
char fragmentation studies have also shown that fragmentation is strongly associated with the
porous char structure and highly porous chars tend to fragment frequently. Fragmentation of
char begins below a burnout level of 54%, and becomes intensive at burnout levels between
54 and 70%, due to a significant number of cenospherical char particles in the bulk samples.
Percolation theory has been applied to the fragmentation study, and it has been shown that the
fragmentation of char particles (at least of the char of Group I) appears to be associated with the
macropores in the external particle shell, which provide weak points from which a fragment can
detach. Macropores in the shell are formed during both devolatilization and char combustion.
Char particles of various structures have significantly different behavior, regarding char
fragmentation, reaction mode, and burnout. Char particles of Group I type (see Section 2.2.1 for
the classification by morphology) are highly porous with a thin wall, and have been found to burn
quickly during the early combustion stage, which leads to a significant decrease in the amount
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of the Group I type char particles observed during the combustion. This type of char particles
also fragments significantly during combustion, reducing the extent of coalescence of included
mineral matter. Coalescence of the included mineral particles is possible only for the small
fragments, which are produced by the fragmentation of Group I particles, containing more than
one mineral particle inclusion. Complete combustion of these small fragments results in the fine
ash particles being liberated in early stages. Fragmentation of Groups II and III particles occur at
the late stages of combustion, and the burnout of these particles and ash liberation occur at much
longer times than those of Group I particles. Group I type char particles fragment extensively
during the early and middle combustion stages and burn out early. The extent of coalescence for
the included mineral particles is very low. One Group I type char particle may produce some
small ash particles, resulting in small size distribution. Group II type char particles fragment less
compared to the Group I type char particles. Char fragmentation is still the dominant mechanism
for ash formation, but the included mineral particles undergo some coalescence. One Group II
type char particle may produce several ash particles with a relatively larger size compared to
the Group I type char particle, resulting in an increase in the size distribution of the ash during
the middle burnout stage. Group III type char particles exhibit low or no fragmentation. The
included mineral particles undergo a considerable degree of coalescence. One Group III type
particle may form only one or two ash particles of a larger size compared to Groups I and II type
char particles, resulting in a significant shift to a larger size of ash size distribution during the
late combustion stage.
Char structure has been found to have a significant role in explaining pressure effects in
ash formation. At 15 atm, the charred sample contains mainly highly porous Group I particles.
However, at 1 atm, it is dominated by the Groups II and III type particles. As a consequence, at
high pressures, char fragmentation is more pronounced, as more cenospherical char particles are
formed by high-pressure pyrolysis. It indicates that ash formed at high pressure has a much finer
size.
2.10. Reactivity reduction
At higher temperatures and higher burnouts, many solid fuels show a reduction in their conver-
sion rates, ([441, 219] and reference herein). Experimental evidence is based on TGA experi-
ments using different chars either generated in laboratory scaled experiments or extracted from
industrial plants. Generally, the chars collected from industrial plants are more reactive than
the chars generated in laboratory conditions. Morphologies analyzed using quantitative X-ray
diffraction analysis, high-resolution transmission electron microscopy, high-resolution scanning
electron microscope and multi-point gas adsorption [219] have confirmed that chars from utility
boilers are indeed more ordered than chars produced in entrained flow, TGA or even fluidized
bed reactors.
The deactivation are usually explained in term of the following phenomena ([219, 365]):
• Number of active sites available;
• Annealing of the solid structure;
• Ash inhibition;
• Pores closure;
• Changes in the amount, nature and distribution of catalytic materials;
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Since the chars are extremely heterogeneous the hypothesis of the active site with different
reactivity is reasonable (and probably valid) but the knowledge available on different active sites
chemistry suggest that this cannot be the only reason for the deactivation.
Annealing is the process of changing chemical structure under heat treatment. Transforma-
tions in the carbonaceous matrix include the loss of hydrogen and oxygen, elimination of edge
carbon sites due to coalescence of aromatic rings, and defect elimination [317, 161]. The order of
the structure in the char increases approaching, in the limit, the structure of graphite. In practical
applications, due to cross-linking and relatively lower peak particle temperatures, the final stage
is never perfectly ordered graphite. For biomass fuels, the cross-linking is more pronounced
and hence their annealing propensity due to changes in the carbonaceous phase is less than for
coals. The above transformations are usually taken into account using a parameter that combines
the effect of reduction in intrinsic char reactivity as well as internal surface area [161, 160], as
introduced in Section 8.7.4.
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Char oxidation and gasification reactions are heterogeneous reactions. Heterogeneous reactions
are defined as those reactions taking place between reactants in different phases. For the pro-
cesses taken here into consideration, the oxygen, the carbon dioxide or the water vapor are in
gas phase while the carbon is in the solid phase. The correct mathematical description of both
process, i.e., oxidation and gasification respectively, is the first step for modeling of solid fuel
conversion applications.
3.1. Mechanisms of chemical reaction rates
Heterogeneous reactions are described as a result of several sub-processes:
1. Firstly the reactants diffuse from the bulk through the particles boundary layer until they
reach the surface;
2. The reactant is in gaseous form and it will react with the solid structure;
3. The products will diffuse finally back into the bulk phase.
Each of the aforementioned steps must be described mathematically and the influence of the
thermodynamic quantities must be determined.
The porosity of the char is also a fundamental ingredient for the total reaction rate. Char
from coals or biomasses are both highly porous, increasing enormously the surface available for
the reactions. On the other side, after bulk diffusion, the reactant is not yet in contact with the
most available surface, and molecules must continue to diffuse inside the porous structure of the
solid particle. Pores diffusion, is in most cases the limiting rate of the process and it is strongly
coupled with kinetic rates. While reactions progress, the solid structure is altered, creating a
two-way coupling between diffusion and kinetics. More information are given in Section 2.3.
The chemical reactions with the carbon atoms of the surface are described by the active site
theory. Reactions occur only in favorite sites of the solid structure (called active sites) where
the gaseous reactant will be bounded (adsorbed), and bonds will be broken. The newly formed
molecules will be then released from the active site (desorption) into the gas phase. At each
active site, it may occur that, after the reactant is adsorbed, an eventual intermediate can migrate
to nearby sites.
The theory is based on the following assumptions:
1. Localized adsorption via collision with empty active sites;
2. One adsorbed molecule or atom per site;
3. A constant surface mechanism (chemisorption/migration/desorption);
4. Surface coverage less than a complete mononuclear layer.
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Adsorption Two types of interactions between solid structure and gas species usually occur,
namely physical adsorption and chemisorption. Physical adsorption is non-specific and some-
what similar to the process of condensation. The forces attracting gas molecules to the solid
surface are rather weak. Because of the small amount of energy requirement, the adsorbed gas
molecules are quickly removed from coal surfaces. Chemisorption is surface specific and in-
volves forces much stronger than those operating in physical adsorption. It is argued that only
particular sites at internal surfaces of the fuel can attract the reactant molecules, and hold them by
valence forces of the same type as those occurring between atoms in molecules. Those particular
sites are the one where irregularities induce electron transfer causing gas-solid bounding. For
coal and biomass, the irregularities can be formed by [205]:
1. carbon edges or dislocations;
2. inorganic impurities;
3. oxygen and hydrogen functional groups 1.
Physically adsorbed or chemically adsorbed reactants can be easily distinguished experi-
mentally, as the gas chemically absorbed by the structure cannot be recovered since chemisorp-
tion is irreversible while physically adsorption is a reversible process. It has been found that
physical adsorption plays a major role below 273 K, while at higher temperatures, the irre-
versible chemisorption is the dominant process during adsorption. The different mechanisms
of adsorption cause differences in mass balance at the surface since physical adsorption results
in single or multiple layers of adsorbed molecules, while chemisorption is limited to a mono-
layer of molecules at the surfaces. Adsorption mechanisms also play distinct roles in the total
heat balance during the conversion process. Physical adsorption is characterized by the heat of
adsorption, which is in the same order of magnitude as the heat of vaporization. Figures of be-
tween 6.7 and 20.9 kJmol are quoted as reasonable limits for the heat of physical adsorption of O2
on solids. In contrast, the heat of chemisorption of gases by coal and biomass is much higher, in
the range from 83.6 to 418.0 kJmol depending on the coal type and the amount of O2 consumed.
Mineral matter and trace elements can provide direct catalytic activity.
Both adsorption and desorption can occur via a single or dual site mechanism. Migration
allows for changes in the mobility or stability of surface intermediate. Examples of single site
chemisorption requires one free carbon site:
Cf + CO2 ←−→ CO + C(O) (R 3.1)
Cf + O←−→ C(O) (R 3.2)
where Cf is a free carbon site and C(O) denotes a carbon site filled with atomic oxygen. Dual
site adsorption requires two free carbon sites. An example is given below:
Cf1 + Cf2 + O2 ←−→ 2 C(O) (R 3.3)
Surface migration involves movement of adsorbed atom from a site to a more mobile site as in
the following reaction:
C′(O) −−→ C(O) (R 3.4)
1In organic chemistry, functional groups are lexicon-specific groups of atoms or bonds within molecules that are re-
sponsible for the characteristic chemical reactions of those molecules. The same functional group will undergo the
same or similar chemical reaction(s) regardless of the size of the molecule it is a part of. However, its nearby func-
tional groups can modify relative reactivity. The atoms of functional groups are linked to each other and to the rest of
the molecule by covalent bonds. When the group of covalently bound atoms bears a net charge, the group is referred
to more properly as a polyatomic ion or a complex ion. Any subgroup of atoms of a compound also may be called a
radical, and if a covalent bond is broken homolytically, the resulting fragment radicals are referred to as free radicals.
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where C(O) is a stable site and C ′(O) is a mobile site.
Examples of desorption reactions are given below:
C(O) −−→ CO + Cf (R 3.5)
C(O) + C(O) −−→ CO2 + Cf1 + Cf2 (R 3.6)
In the first reaction, the rapture of the bond of a carbon site filled with atomic oxygen
produce the emission of a molecule and the exposure of a new free carbon site. In the second
reaction, the interaction of two near carbon site produces the emission of e CO2 molecule and
the disclosure of two different free sites.
3.1.1. Heterogeneous reaction rates
The mass loss of a fuel (dmdt ), to be determined in Chapter 8, requires an expression of the intrinsic
reaction rate R˙. The intrinsic rate (called also surface reaction rate in some works) is defined as
the amount of carbon removed per unit of real (internal) surface and its unit is kg
m2 s
. The intrinsic
reaction rate is a complex function of temperature, gas composition and surface properties, but
it can be usually simplified using the following equation, in which the parameters are effective
parameters:
R˙ = k · [C]m (3.1)
where [C] (in kgm3 ) is the local gas concentration, m is the reaction order and k the reaction rate
constant. The reaction rate constant is usually expressed using an Arrhenius form:
k = AT be−
E
RT (3.2)
where A is the pre-exponential factor and E is the activation energy.
Intrinsic heterogeneous reaction rates can be quantitatively described by the active site the-
ory. The model describing a single site or a double site mechanism is denoted as the Langmuir-
Hinshelwood kinetics [154]. The following assumptions are usually made:
1. The surface is homogeneous and, consequently, also the active site are distributed homo-
geneously;
2. The adsorbed species are non-interacting with the consequence that the amount of ad-
sorbed species does not affect the rate of adsorption;
3. Surface migration is non-existent or so quick that adsorption or desorption is the control-
ling rate.
In the characterization of the conversion velocity, the following rates are involved (the rates
are expressed in kg
m2 s
):
• The adsorption rate R˙a;
• The desorption rate R˙d;
• The migration rate R˙m;
• The kinetic rate R˙c;
• The intrinsic rate R˙;
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Each of the aforementioned rates has a different dependency on temperature and reactant
pressure and therefore their combination gives rise to complex laws for different regimes.
As a first example of the application of the methods of the active site theory, let us consider
the case in which the kinetic of formation of intermediate products R˙c is not the limiting rate
because it is much quicker than absorption. Even if this assumption is not usually acceptable in
coal or biomass conversion rate, it has pedagogical importance.
Chemisorption is due to molecules that strike a non-covered active site. If θ is the fraction
of free site it follows that the intrinsic rate of adsorption R˙a (in kgm2sec ) can be written in the
following way:
R˙a = ka · [C] · (1− θ)n (3.3)
where [C] is the concentration of gas and n = 1 for a single site mechanism or n = 2 for a
double site mechanism. The kinetic rate ka (in msec ) is calculated using the kinetic theory of gas:
ka = Aa · e−
Ea
RT =
Λ√
2piMRT
· e− EaRT (3.4)
where  is the efficiency of collision and Λ is a stoichiometric coefficient.
The rate of desorption can be assumed to be proportional to the fraction of covered surface:
R˙d = kd · θn′ (3.5)
where n′ refers indifferently to the single or doubles site desorption mechanism. For single site
mechanism, Equation 3.3 and Equation 3.5 are exact, independent from site mobility. For dual
site mechanisms, both equations imply either mobility or non-mobility with low site coverage.
In the last case, desorption mobility is required to allow site interactions.
If adsorption and desorption have the same reaction order n = n′, and after imposing steady
state (R˙a = R˙d): (
θ
1− θ
)n
= Kad,eq · [C] (3.6)
where the equilibrium constant Kad,eq is defined by:
Kad,eq ≡ ka
kd
=
Aa
Ad
· e−Ea−EdRT (3.7)
It is worth noticing that Kad,eq is a function of the temperature only. Rearranging Equation 3.6,
the fraction of available sites can be written in the following way:
θ =
(
Kad,eq · [C]
)1/n
1 +
(
Kad,eq · [C]
)1/n (3.8)
This equation describes the classical Langmuir-Hinshelwood isotherm for adsorption and it is
the basis for the Langmuir-Hinshelwood kinetic rate.
Several characteristics can be derived from the model.
• Assuming n = 1 and introducing Equation 3.8 into Equation 3.3:
R˙ = R˙a = R˙d = ka · [C]
1 +Kad,eq · [C] (3.9)
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Comparing the results of Equation 3.9 with the definition of R˙ given in equation 3.1
R˙ = k · [C]m
it becomes evident that the global reaction order m changes according to the temperature
and the pressure. If K · [C] 1 the reaction rate simplifies to R˙ = k · [C] and then m = 1
while if K · [C] 1 the reaction rate simplifies to R˙ = k and then m = 0.
• If n = 2 neither m = 0 nor m = 1 are obtained.
• If n = 2 and n′ = 1 the combination of Equation 3.3 and Equation 3.5 gives:
Kad,eq[C] · θ2 − (2Kad,eq[C]− 1) · θKad,eq[C] = 0 (3.10)
and it offer the possibility to have half order kinetic.
3.1.2. Multicomponent systems
If more than one species adsorbs and reacts on a single site material, assuming steady state, it is
possible to derive the following relation:
ka,i
1−∑
1
a1
 = kd,iθi (3.11)
where the index i refers to each single species and θi is the fraction of active sites covered by the
ith specie. For a binary mixture the previous equation can be solved and the following relation
for the reaction rate R˙1 is obtained:
R˙1 = ka1
K1 · [C]1
1 +K1 · [C]1 +K2 · [C]2 (3.12)
where, as before, the equilibrium constant K1 =
ka,1
kd,i
have been introduced. It follows from
Equation 3.12 that the presence of a second adsorbed species (it can also be an inert) reduces the
reactivity closing part of the actives sites.
3.1.3. Influence of surface migration
The rate of migration among sites can me modeled as:
R˙m = km · θ (3.13)
where as before θ is the fraction of active sites and the factor km is written in an Arrhenius
form with an activation energy Em. The surface migration process can be significant at a lower
temperature since Em < Ed. In fact, migration requires weak bond while desorption involves
bond breaking.
If the intrinsic rate is controlled by surface migration then the steady state relation
R˙ = R˙m (3.14)
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predicts the following reaction rate in the case of single site adsorption:
R˙ = km
K · [C]
1 +K · [C] (3.15)
and in the case of double side adsorption:
R˙ = km
(K · [C])1/2
1 + (K · [C])1/2 (3.16)
It is worth noticing that the expression 3.15 is identical to the expression previously derived
in equation 3.9. Therefore, different assumption for chemisorption, adsorption, desorption and
surface migration, often lead to similar results.
3.1.4. Non-homogeneous surface
In non-homogeneous surface model [149] the sites most reactive are filled first. If the sites are
also interacting, then the presence of adsorbed molecule favors the desorption of neighboring
molecules and disfavor further adsorption. This effect is increased with the temperature. There-
fore, following this model, it can be assumed
Ed = E
0
d − ωd · θ (3.17)
Ea = E
0
a + ωa · θ (3.18)
As a function of temperature the chemisorption rate can be written in the following form:
R˙a = R˙
0
a · e−ωa/RT (3.19)
For char reactions, there is no evidence of such a mechanism.
3.2. Detailed Kinetics
In the present section, the ideas developed in the previous one, will be applied in the more
realistic case when the chemical reactions become a limiting step for the intrinsic rate R˙. It is
worth noticing that the reaction rate is not proportional to the total surface area (TSA) but the
active surface area (ASA), where:
ASA = Ag · [Ct]
where [Ct] is the concentration of total active sites expressed per kg of solid fuel. The ratio
r = ASATAS decrease at the beginning of the reactions and then increase somewhat at higher
burnout [240]. The total internal surface has an inverse behavior therefore for many chars it is
found that the reactivity is proportional to the internal specific surface area Ag without the effect
of the concentration of total active sites [Ct]. The active site concentration [Ct] is promoted by
carbon edges, metallic impurities and heterocyclic sites (mainly oxygen). If metallic impurities
predominate, the reaction rate remains constant with the burnout. If oxygen sites are predom-
inant the reaction rate decrease with the burnout due to oxygen depletion. If carbon edges are
predominant, then the reactivity can increase with the burnout. However, at higher temperature
thermal annealing occurs reducing [Ct] and therefore the reactivity.
As in the case of homogeneous reactions (see Chapter 5) two levels are available for the
description of heterogeneous reaction rates:
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Global mechanisms in which the mechanism is simplified to include only the main compo-
nents. The rates derived from this approach are expressed by simple mathematical expres-
sions, quickly implemented into a CFD software, but the accuracy is limited to narrow
temperature, pressure and composition ranges.
Detailed mechanisms in which more fundamental steps are taken into consideration. The
final mechanism is more physically and chemically accurate, and the rate is accurate also
for a wider range of temperature and pressure,
In the following sections, more attention is given to the detailed description of the hetero-
geneous reaction of solid fuels. The simplifications needed for the implementation in a CFD
software are described in Chapter 8.
3.2.1. The C +O2 reaction
The reaction of Carbon with oxygen, probably one of the most important reactions, is also one
of the most difficult to investigate because:
• it has an high reaction rate;
• it is exothermic, producing temperature uncertainties;
• thermal annealing produces a change in [Ct]
Each proposed mechanism should be able to reproduce the correct magnitudes of the tem-
perature dependence (global intrinsic activation energy) and concentration dependence (global
intrinsic reaction order) during steady-state combustion across the various temperature and pres-
sure ranges of technological interest. The experimental data available for the comparison with
the predictions is extensive and there is no universal consensus even on the magnitude of the
global orders or activation energies involved ([162]) 2. The following observation can be taken
for established:
1. Global intrinsic activation energies fall between 105 and 180 kJmol with many values in the
range 130 to 150 kJmol
2. The reaction order change from n = 1 for lower temperatures (typically T < 1000 −
1300K ) to n = 0 for higher temperatures (T > 1400− 2000 K). For even higher temper-
atures, experiments indicate an increase of the reaction order.
3. Many studies didn’t find any saturation region of the reaction rate as a function of the par-
tial pressure. (Only in the case of gasification with CO2 and H2O an asymptotic behavior
has been found around 20-30 bars).
4. A mixture of CO and CO2 has been measured in many experiments, and it is now as-
sumed that both are primary products. It has been experimentally observed that at higher
temperatures, typical of combustion applications, the sole product is CO but at lower tem-
peratures, the amount of carbon dioxide increases. There is evidence that catalytic effects
at lower temperature can increase the formation of CO2. The ratio of carbon dioxide to
2Part of the scatter is because of problems with experimental techniques and data analysis methods, both of which
have been in a continuous state of development, part is because of real fuel-to-fuel differences, and part is because
of the limited size of individual datasets, which makes many kinetic analyses formally correct, but statistically not
significant [162].
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carbon monoxide in the product, is mathematically described by an exponential relation of
the form:
[CO]
[CO2]
= Ae−E/RT (3.20)
with the following values for the rate parameters:
A ' 102.5 E ' 24− 50 kJmol at low pressures
A ' 103.5 E ' 50− 70 kJmol at higher pressures
Mechanism Oxi-A: The following 2-steps mechanism is the easiest mechanism based on
elementary reactions:
Cf + O2 −−→ C(O) + O (R 3.7)
C(O) −−→ CO + Cf (R 3.8)
The oxygen is adsorbed on a free site, forming the complex C(O) and releasing the radical O.
The C(O) group will detach from the carbon structure and desorbed as carbon monoxide only.
If the second reaction is non-dissociative then, as explained in Section 3.1, a Langmuir-
Hinshelwood type reaction is obtained:
R˙ =
k1k2
k1 · [C]O2 + k2
· [C]O2
The Langmuir-Hinshelwood kinetic predicts an effective reaction order that varies with tem-
perature. Activation energies for desorption have been measured in the range 160 to 400 kJmol and
those for adsorption in the range 10 to 125 kJmol , therefore, for most surface sites, Edes  Eads.
Under this circumstances, for a given pressure, rg = k2 in the low temperature regime, predicting
a zeroth reaction order (desorption controlled) behavior, and rg = k1pO2 in the high tempera-
ture regime, predicting a reaction order n = 1 (adsorption controlled). The experiments show
the opposite trend. The Langmuir-Hinshelwood kinetic expression can be fitted to experimental
data, providing mostly good results (see [438]), but then it looses his theoretical soundness and
it must be considered as an empirical expression that contains an additional parameter to allow
a variable reaction order within a given data set. Another problem with this form of the reaction
rate is its impossibility of predicting fractional reaction order, holding for several orders of the
oxygen partial pressure [363]. Finally, the inverted (Edes < Eads) Langmuir-Hinshelwood is
an useful form for the reaction rates but fails to predict the transition region from adsorption
controlled to a desorption controlled region.
Mechanism Oxi-B: An enhancement to the 2-steps mechanism has been proposed in [356]:
Cf + O2 −−→ C(O) + O (R 3.9)
Cf + O −−→ C(O) (R 3.10)
C(O) −−→ CO + Cf (R 3.11)
Cf −−→ Ci (R 3.12)
As in the previous mechanism, an O radical from the adsorbed oxygen is linked with a free carbon
site and the complex is released as CO only. In the present mechanism the free radical O can
itself react with a free site forming an equal complex C(O). The last reaction takes into account
the transformation of an active site into an inactive one due to thermal annealing. If this reaction
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is neglected and the steady state assumption for C(O) is invoked, the Langmuir-Hinshelwood
kinetic is also obtained for this mechanism. The obtained expression allows reaction rates order
between n = 0 and n = 1 but does not explain the high reactivity compared to the reactions with
CO2 and with H2O (unless the total number of active sites [Ct] drastically changes).
Mechanism Oxi-C: An alternative mechanism to the Oxi-A mechanism [333] is the follow-
ing:
Cf + O2 ←−→ C(O2) (R 3.13)
Cf + C(O2) −−→ 2 CO (R 3.14)
In this mechanism the adsorbed oxygen forms the complex C(O2) without previously splitting
into O radicals. This mechanism explains the high reactivity of oxygen with carbon (due to the
high desorption rate) but the first reaction is probably not elementary because of the observations
that C(O) is favored in place of C(O2).
Mechanism Oxi-D: Experimental evidence has been found that in the middle range of tem-
perature a lower order reaction rate is present. Suggested by this observation, the following
mechanisms has been proposed [50], based on a two side dissociative chemisorption and site
migration:
2 Cf + O2 ←−→ 2 Ca(O) (R 3.15)
Ca(O) −−→ Cb(O) (R 3.16)
Cb(O) −−→ CO + Cf (R 3.17)
The oxygen is adsorbed on two different carbon sites and after site migration carbon monoxide
is released.
The disadvantages of this mechanism are the following:
1. The production of CO2 at low temperature as a primary product is not explained;
2. The reaction R 3.15 cannot be reversible according to experimental data;
3. The rapidity of the combustion is not explained.
Mechanism Oxi-E: A possible alternative is the following mechanism:
2 Cf + O2 −−→ 2 Ca(O) (R 3.18)
Ca(O) −−→ Cb(O) (R 3.19)
Cb(O) −−→ CO + Cf (R 3.20)
Ca(O) −−→ CO + Cf (R 3.21)
Ca(O) + Cb(O) −−→ CO2 + Cf (R 3.22)
As in the mechanism before, oxygen is adsorbed on two different sites.After adsorption the
following can happen:
1. Oxygen migration and desorption of CO as in the mechanism Oxy-D;
2. Direct desorption of CO;
3. Exchange interaction of the C(O) complex to form CO2.
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Comparing Reaction R 3.21 and Reaction R 3.22 the rate of desorption of CO2 to the des-
orption of CO is given by:
d[C]CO2
d[C]CO
= [Ct]
k10
k9
θ′O (3.21)
where k9 and k10 are the reaction constants for reactions R 3.21 and R 3.22 respectively. Af-
ter application of steady state assumption for Ca(O) and Cb(O) the following relation can be
derived:
∆1θ
2
O −∆2θO + ∆3 = 0 (3.22)
where the terms ∆1, ∆2 and ∆3 are expressed by:
∆1 = 2k7
(
1 +
k3
k8
)2
[Ct]CO2 − 2k10
(
k3
k8
)2
[Ct]
∆2 = 4k7
(
1 +
k3
k8
)
[Ct]CO2 + k3
(
1 +
k9
k8
)
∆3 = 2k7[Ct]CO2
and k7 and k8 are the reaction constants for reactions R 3.19 and reaction R 3.18 respectively.
If the production of CO2 is negligible the reaction rate can be approximated in the following
way:
R˙ = mc[Ct]k3
(
1 +
k9
k8
)
θO (3.23)
with θO solution of the equation 3.22.
With further simplifications it is possible to show [205] that:
• At high temperatures:
R˙ = mc[Ct]
k9
2
(3.24)
predicting a reaction order n = 0 and a rate controlled by mobile site desorption;
• At low temperatures:
R˙ = 2mc[Ct]
2k7[C]O2 (3.25)
predicting a reaction order n = 1 and a rate controlled by dissociative chemisorption;
• At intermediate temperatures:
R˙ = mc[Ct]k8
(
k7
k10
)1/2
[C]
1/2
O2
(3.26)
predicting a reaction order n = 12 and a rate controlled by migration.
Mechanism Oxi-F A simple improvement for the 2-steps mechanism Oxi-C suggested in
[162] is the inclusion of the following reaction:
C(O) + O2 −−→ CO2 + C(O) (R 3.23)
where oxygen react with a complex C(O) to form CO2. The reaction rate is given by:
R˙ =
k1k2[C]
2
O2
+ k1k3[C]O2
k1 [C]O2 + k3/2
(3.27)
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The destabilization of surface complex C(O) can be formed by more elementary steps and there
are some experimental evidences for this kind of reactions (see the references in [162] for more
details). This reaction is also the most accepted path of CO2 formation in most recent literature,
instead of the previously suggested reaction R 3.22 (Ca(O) + Cb(O) −−→ CO2 + Cf .
It is expected that for Reaction R 3.23 the activation energies follow the relation E3 >
E2 > E1, where the index 1, 2 and 3 refer to the reactions R 3.7, R 3.8, and R 3.23 respectively.
The aforementioned activation energy chain differs than the one obtained from the mechanism
Oxi-E. The tree step mechanism with this chain of activation energies reproduces the following
asymptotic behavior:
• At low temperatures:
dotR = k2 · pO2 (3.28)
explaining a first order reaction;
• At extremely high temperatures:
R˙ = 2k1 · pO2 (3.29)
a first order reaction;
• At low-moderate temperatures (k1 · pO2  k3) the rate is given by
R˙ = k2 · pO2 + k3 (3.30)
• At moderate temperatures (k1 · pO2  k3  k2 · pO2 ) the rate is given by
R˙ = k3 (3.31)
• At moderate-high temperatures (k1 · pO2  k3  k2 · pO2 ) the rate is given by
R˙ =
k1k2
k1pO2 + k3/2
· pO2 (3.32)
This model is able to correctly predict the aforementioned measured observations with the
following constant (see [162] for more information). A2 = 5.7 · 10−4 1/bar, E2 = 130 kJmol
E3 = 180
kJ
mol (normalized by A3 = 1.0). All this activation energies are in the correct ranges
reported by the litterature. It is finally interesting to mention that this model is able to predict
also the CO/CO2-ratio by:
[CO]
[CO2]
=
k3
k2
· 1
pO2
(3.33)
with the correct activation energy reported by [13] ECO/CO2 = E3 − E2 = 52 kJ mol.
This model is still not able to reproduced some expected features of the carbon-oxygen
system, but more sophisticated models as the one presented in Section 3.3 or the simplified one
presented in the paper [162] are too complex to be expressed into simple analytical expressions.
3.2.2. The C + CO2 reaction
The reaction of solid carbon with CO2 produces mainly carbon monoxide. The main task for a
detailed mechanism is the handling of its low reactivity when compared with oxidation and its
inhibition if CO is present.
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Mechanism CO2-A: The simplest gasification reaction with CO2 proceeds following the
oxygen exchange mechanism:
Cf + CO2 ←−→ CO + C(O) (R 3.24)
C(O) −−→ CO + Cf (R 3.25)
In this simple mechanism the CO2 molecule reacts with a free carbon site to form the complex
C(O) with release of carbon monoxide. Also the complex will evolve into a desorbed molecule
of CO. Assuming steady state for the free carbon sites θo ≡ [C(O])[Ct] , i.e. dθodt = 0, the following
relation can be derived:
θo =
k1,f · [C]CO2
k1,f · [C]CO2 + k1,b · [C]CO + k2
(3.34)
where k1 and k2 are reaction rates for reactions R 3.24 and R 3.25 respectively. The intrinsic
reaction rate is given by the release of products from the surface and it is written in the following
way:
R˙ = mc[Ct]k3θo
and after inserting in the previous equation, the relation obtained for θo, the final rate follows:
R˙ =
k · [C]CO2
1 + a · [C]CO + b · [C]CO2
(3.35)
where [Ct] is, as before, the total number of active sites per unit of surface and mc = 2.3243 ·
10−23gram is the mass of a carbon atom. Equation 3.35 is written as a function of the quantities:
k = mc[Ct]k1,f
a =
k1,b
k2
b =
k1,f
k2
From the previous equation is important to notice that the presence of CO inhibits the re-
action rate. The described mechanism suggests that the inhibition occurs not by adsorption but
because carbon monoxide reacts with the chemisorbed oxygen.
Mechanism CO2-B: The following proposed mechanism [114] predicts a deactivation for
the reaction rate due to CO adsorption:
Cf + CO2 −−→ CO + C(O) (R 3.26)
C(O) −−→ CO + Cf (R 3.27)
CO + Cf ←−→ C(CO) (R 3.28)
in which the CO can reacts with a free carbon site. The mechanism leads to an equation rate
equal to the 3.35. The oxygen exchange mechanism is probably more accurate in predicting the
deactivation from CO presence.
The equation 3.35 shows that R˙ ∼ [Ct]k1,f . The total amount of free active sites [Ct]k1,f
changes drastically for each type of solid fuels, explaining (as in [240]) the great variation of
reactivities found, while activation rate and pre-exponential factors for the single steps are inde-
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pendent of the type of fuel. The partial equilibrium for the oxygen exchange reaction leads to the
relation:
Keq,1 =
[C]COθo
[C]CO2θf
and if the following assumptions are valid (law temperature regime):
a · [C]CO  1
c · [C]CO2  1
the global reaction rate 3.35 can be written as
R˙ =
k2[Ct]
1 + [C]CO[C]CO2 ·Keq,1
(3.36)
The previous equation allows the determination of the unknown quantities Keq,1:
Keq,1 = 4.15 · 103e−11.43/T (3.37)
Moreover k2[Ct] = A2[Ct]e−
E2/RT while the Arrehnius form has been validated by experiments.
Mechanism CO2-C: The simple exchange oxygen mechanism described by reaction R 3.24
has been assumed to be single site but the chmisorption reaction could be composed by even
more fundamental steps as, for example:
CO2 + 2 Cf ←−→ C(CO) + C(O) (R 3.29)
C(CO)←−→ CO + Cf (R 3.30)
but if C(CO) is in steady state, the previous mechanism generates the reaction R 3.24, therefore
it remains formally a single site mechanism.
Mechanism CO2-D: The first results of high pressure gasification of carbon has been pub-
lished in [45] suggesting a global reactivity of the form:
R˙ =
k · [C]CO2 + c · [C]2CO2
1 + a · [C]CO + b · [C]CO2
(3.38)
showing a higher reactivity at high pressure. The CO adsorption predominates, therefore the
high reactivity is due to an higher C(O) (or a lower C(CO)) concentration. The following
simple mechanism is able to reproduce a quadratic reaction rate as shown by the measurements:
CO2 + Cf −−→ CO + C(O) (R 3.31)
C(O) −−→ CO + Cf (R 3.32)
CO + Cf ←−→ C(CO) (R 3.33)
C(CO) + CO2 −−→ 2 CO + C(O) (R 3.34)
C(CO) + CO −−→ CO2 + 2 Cf (R 3.35)
The firs three reactions are equal to the reactions proposed in mechanism CO2-C and the last
two reactions describe the fate of the C(CO) complex. When the complex reacts wuith CO2, two
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carbon monoxide atoms are formed and after an oxygen exchange a complex C(O) is left. If CO
reacts with C(O) a carbon dioxide molecule is desorbed and two free carbon sites are left.
Mechanism CO2-E: A valid mechanism consistent with the available experimental data is
to add to the reactions R 3.24 and R 3.25 the following:
C(O) + CO2 −−→ CO + ... (R 3.36)
suggesting the formation of other stable products. In this case, the coefficients in equation 3.38
become:
k = mc[Ct]k1,f (3.39)
a =
k1,b
k2
(3.40)
b =
k1,f + k3
k2
(3.41)
c = mc[Ct]k1,f
k3
k2
(3.42)
where k3 is the rate coefficient for the reaction R 3.36.
3.2.3. The C +H2O reaction
The study of the wet gasification reaction is more complex than the gasification with CO2 because
of the presence of extra reactions among the products H2, CO2, CO and H2O itself, with the water
gas shift reaction playing an important role at middle and higher temperatures. An observed
feature of the steam gasification is that the presence of H2 inhibits steam gasification reactions
from taking place [44]. In-depth understanding of the inhibition mechanism gives the possibility
to extend the calculated reaction rates further in pressure and temperature.
Mechanism H2O-A: Two primary mechanisms have been proposed for the wet gasification
reaction [205]. The first mechanism proposes a reversible adsorption of water followed by inhi-
bition by oxygen exchange [240]:
Cf + H2O←−→ H2 + C(O) (R 3.37)
C(O) −−→ CO + Cf (R 3.38)
The adsorption of the water vapor molecule produces a C(O) complex with release of hydrogen
while the oxygen exchange produces carbon monoxide.
The surface reaction rate can be written as:
R˙ =
k · [C]H2O
1 + a · [C]H2 + b · [C]H2O
(3.43)
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with the following definitions:
k = mc[Ct]k1,f
a =
k1,b
k2
b =
k1,f
k2
Mechanism H2O-B: In the second mechanism the adsorption is irreversible and the inhibi-
tion is due to reversible hydrogen adsorption [168]:
Cf + H2O −−→ C(O) + H2 (R 3.39)
C(O) −−→ CO + Cf (R 3.40)
Cf + H2 ←−→ C(H2) (R 3.41)
Both mechanisms are equivalent and both give a surface reaction rate of the Langmuir form:
R˙ =
ka · [C]H2O
1 + kb · [C]H2O + kc · [C]H2 (3.44)
Mechanism H2O-C: A variant of the reversible adsorption of water in H2O-A mechanism is
given by the more complex chain:
2 Cf + H2O←−→ C(H) + C(OH) (R 3.42)
Cf + C(OH)←−→ C(O) + C(H) (R 3.43)
2 C(H)←−→ H2 + 2 Cf (R 3.44)
The adsorption of water molecule is a double site adsorption with formation of the two complexes
C(H) and C(OH). After migration, the C(OH) complex creates the two simpler complex C(O)
and C(H) with desorption of hydrogen and carbon monoxide. This mechanism reduces to the
R 3.37 if C(H) and C(OH) are short living intermediates.
The mechanism H2O-A is better accepted even if it is not possible to exclude the presence
of the hydrogen adsorption inhibition mechanism. The arguments for that acceptance are based
on the following reasons:
1. The analogy with the C + CO2 system;
2. The agreement between the experimental values for the equilibrium constant K2 for the
reaction R 3.37 and the equilibrium constant calculated based on the C + CO2 equilibrium
and the water gas shift reaction constant;
3. The agreement of the activation energy E for steam gasification;
4. The evidence that H2 undergoes dissociative chemisorption;
5. The simplified explanation for the water-gas equilibrium (see later).
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Mechanism H2O-D A more complex mechanism that take into consideration also the pro-
duction of methane has been proposed in [125]:
Cf + H2O←−→ C(O) + H2 (R 3.45)
Cf + H2 ←−→ C(H2) (R 3.46)
Cf +
1
2
H2 ←−→ C(H) (R 3.47)
C(O) −−→ CO + Cf (R 3.48)
C(O) + H2O −−→ CO2 + H2 + Cf (R 3.49)
C(H2) + H2 −−→ CH4 + Cf (R 3.50)
In this mechanism the hydrogen inhibition is achieved in different ways and to different extents
but the most important inhibition effect is the dissociative chemisorption of hydrogen described
by the reaction R 3.47. Considering the reactions R 3.45 to R 3.48 state approximation for C(O)
and C(H2) leads to the expression for the rate:
R˙ =
ka · [C]H2O
1 + kb · [C]H2O + kc · [C]H2 + (1 + kc · [C]H2)(kd · [C]H2 + ke ·
√
[C]H2)
(3.45)
that for low H2 partial pressures can be reduced to the following:
R˙ =
ka · [C]H2O
1 + kb · [C]H2O + kc ·
√
[C]H2
(3.46)
The previous surface reaction rate can also be obtained considering the Mechanism H2O-A
with dissociative chemisorption of hydrogen given in reaction R 3.47.
More complex surface reaction rates with dependencies from hydrogen and water vapor par-
tial pressures can be obtained if reaction R 3.49 and reaction R 3.50 are taken into consideration.
Mechanism H2O-E: Usually, carbon dioxide arises always as a secondary product during
gasification, also considering that the water gas shift reaction is almost in equilibrium for high
temperature. The observation is in agreement with the following mechanism:
CO2 + Cf ←−→ CO + C(O) (R 3.51)
H2O + Cf ←−→ H2 + C(O) (R 3.52)
C(O) −−→ CO + Cf (R 3.53)
The previous mechanism obviously explain the water gas shift equilibrium (controlled by the
absorption of water). The reaction rates are denoted k1, k2 and k3 respectively.
The global reaction rate for the mechanism previously suggested can be written as follows
(assuming steady state for C(O)):
R˙ = mc[Ct]
k1,f · [C]CO2 + k2,f · [C]H2O
1 + 1/k3(k1,f · [C]CO2 + k2,f · [C]H2O + k1,b · [C]CO + k2,b · [C]H2)
(3.47)
The reaction rate given above suggests that inhibition can be caused by both, CO and H2. Some
experiments suggest however that CO does not participate in the inhibition process while H2 it
does. If water and carbon dioxide prefer different active site, then equation 3.47 is an oversim-
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plification.
Mechanism H2O-F At higher pressures (as in [44]) larger rates are found. Moreover, methane
becomes to play a role in the mechanism, its formation having a first-order dependence on steam
concentration. At relatively low temperature the global rate is given by:
R˙ =
k · [C]H2O + c · [C]2H2O + d · [C]H2 · [C]H2O
1 + a · [C]H2 + b · [C]H2O
(3.48)
High pressure promote the conversion of H2 to methane, increasing the C(O) concentration and
consequently the rate.
Another mechanism for high pressure has been proposed [321], where dissociative chemisorp-
tion predominates:
C(H) + H2 −−→ CH3 + Cf (R 3.54)
C(H) + H2O −−→ CH3 + C(O) (R 3.55)
CH3 + H2 −−→ CH4 + H (R 3.56)
CH3 + H2O −−→ CH4 + OH (R 3.57)
Cf + H −−→ C(H) (R 3.58)
Cf + OH −−→ C(OH) (R 3.59)
where the C(H) + H2O is much faster than the step C(H) + H2.
3.2.4. The C +H2 reaction
Mechanism H2-A: The reaction with hydrogen under consideration is the following:
C + 2 H2 −−→ CH4 (R 3.60)
Its rate is slow even at higher pressures where it plays a more significant role than at lower
pressure. At low char temperatures, the global rate is increased by the interaction of hydro-
gen with pyrolysis products. At higher temperatures measurements have shown that the global
reaction rate has a first order dependance on hydrogen concentration:
R˙ = k · [C]H2 (3.49)
At higher pressures several more complex expressions have been suggested. For example
in [104]:
R˙ =
k · [C]2H2
1 + a · [C]H2
(3.50)
while at higher methane concentrations [43]:
R˙ =
k · [C]2H2 − d · [C]CH4
1 + a · [C]H2 + b · [C]2H2 + c · [C]CH4
(3.51)
Mechanism H2-B: Both expressions 3.50 and 3.51 are provided by the following mecha-
nism:
H2 + Cf ←−→ C(H2) (R 3.61)
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C(H2) + Cf ←−→ 2 C(H) (R 3.62)
2 C(H) + H2 ←−→ 2 C(H2) (R 3.63)
C(H2) + H2 ←−→ CH4 + Cf (R 3.64)
It can been shown that the final rate is proportional to the amount of oxygen in the char and
that addition of steam increase the reactivity.
Compared to the n-th rate equation, the Langmuir-Hinshelwood type equation has the fol-
lowing advantages.
• does not involve the pressure order which is uncertain for the nth order equation;
• is derived from reaction mechanism, whereas the nth order equation is empirical;
• accounts for the inhibiting effect of H2 and CO, which are considerably present at high
pressures.
3.3. A unified mechanism
Regarding the gasification and oxidation with a mixture of steam, O2, CO2, CO, and H2, there are
two possible scenarios that have been proposed. The first scenario assumes that reactions occur
at common active sites, while the other believes that reactions occur at separate active sites.
As an example, gasification reactions are described by the simple CO2-A mechanism:
Cf + CO2 ←−→ CO + C(O)
C(O) −−→ CO + Cf
and the simple H2O-A mechanism:
Cf + H2O←−→ H2 + C(O)
C(O) −−→ CO + Cf
where both Cf and C(O) can be the same site or different sites.
When CO and CO2 only are present, the intrinsic rate is (see equation 3.35):
R˙1 =
k1 · [C]CO2
1 + a1 · [C]CO + b1 · [C]CO2
When H2O and H2 only are present, the the intrinsic rate is (see equation 3.43):
R˙2 =
k2 · [C]H2O
1 + a2 · [C]H2 + b2 · [C]H2O
If the sites Cf are different (Cf,1 6= Cf,2) then molecules do not compete for free active
sites and the total intrinsic reaction rate is given by the sum of both reactions:
r˙ = R˙1 + R˙2 =
k1 · [C]CO2
1 + a1 · [C]CO + b1 · [C]CO2
+
k2 · [C]H2O
1 + a2 · [C]H2 + b2 · [C]H2O
(3.52)
If the mechanism allows to share the same active sites, an analysis based on steady state
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conditions for the C(O) complex, leads to the following total intrinsic reaction rate:
k1 · [C]CO2 + k2 · [C]H2O
1 + a1 · [C]CO + b1 · [C]CO2 + a2 · [C]H2 + b2 · [C]H2O
(3.53)
Some results ( for example in [159, 135]) indicate that, at atmospheric pressure, both gasi-
fication reactions proceed on separate active sites while others (see for example [384]) indicate
that sites are partially shared, more precisely steam gasification is independent on CO2, while
CO2 reaction is inhibited by steam (see [76]).
At higher pressures, there are indications that the situation could be different since the partial
pressure of the molecules affects the degree of surface saturation [296, 295].
Among the many mechanisms proposed only two of them are reported below with some
details.
Mechanism Global-A: The model presented in [260, 217] is based on a three-steps mecha-
nism for char oxidation:
2 Cf,1 + O2
k1−−→ C(O) + CO (R 3.65)
Cf,1 + C(O) + O2
k2−−→ CO2 + C(O) (R 3.66)
C(O)
k3−−→ CO (R 3.67)
and a 5 steps-mechanism for CO2 gasification and steam gasification:
Cf,2 + CO2
k4←−→ C(O) + CO (R 3.68)
C(O)
k5−−→ CO (R 3.69)
Cf,3 + H20
k6←−→ C(O) + H2 (R 3.70)
C(O)
k7−−→ CO (R 3.71)
Cf,3 + 2 O2
k8−−→ CH4 (R 3.72)
The adsorption reactions are reversible while the other are irreversible. The model is based on
several assumptions:
• Oxidation and gasification do not share the same active sites while gasification reactions
shares them. The desorption rates for the C(O) complex from carbon dioxide and steam
are different, depending on temperature but not on pressure;
• The mechanism neither include CO chemisorption nor the reactions of C(CO) complex,
which give rise to quadratic higher order terms (see [253] and equation 3.48 in the mecha-
nism H2O-F), while the kinetic rate constants associated with the quadratic terms are small
for temperature higher than 900◦C.
• Gasification with hydrogen does not share the same active site with oxygen. The kinetics
for hydrogasification are resolved separately
The reaction rate R˙tot is then the sum of the oxidation reaction (R˙Comb)) and the gasifica-
tion reactions (R˙Gas):
R˙tot = R˙Comb + R˙Gas (3.54)
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where R˙Comb and R˙Gas are given by the following expressions:
R˙Comb =
k1 · k2 · [C]2O2 + k1 · k3 · [C]O2
k1 · [C]O2 + k3/2
(3.55)
R˙Gas =
(k7 + k5) · (k4,f · [C]CO2 + k6,f · [C]H2O)
k7 + γk4 · [C]CO2 + γk4,b · [C]CO + k6,f · [C]H2O + k6,b · [C]H2
+k8 ·[C]H2 (3.56)
where γ = k7k5 is the ratio of the desorption rates in reactions R 3.69 and reaction R 3.71. It is
worth noticing that also this mechanism predicts the combustion product ratio between CO and
CO2 to be given by:
[CO]
[CO2]
=
k3
k2
· 1
[C]O2
(3.57)
The parameters for the Arrhenius rate constant ki can be find in [260] and in [217].
Mechanism Global-B: An attempt to combine all three conversion mechanisms has been
presented in [368]. The elementary scheme is reported below.
2 Cf + H2O←−→ C(OH) + C(H) (R 3.73)
C(OH) + Cf ←−→ C(O) + C(H) (R 3.74)
C(H) + C(H)←−→ H2 + 2 Cf (R 3.75)
C(O) + Cb −−→ CO + Cf (R 3.76)
C(OH) + Cb = HCO + Cf (R 3.77)
Cb + Cf + C(H) + H2O←−→ CH3 + C(O) + Cf (R 3.78)
Cb + Cf + C(H) + H2 ←−→ CH3 + 2 Cf (R 3.79)
Cf + C(H) + CO −−→ HCO + 2 Cf (R 3.80)
C(H) + C(H) −−→ CH2 + Cf (R 3.81)
CO2 + Cf ←−→ C(O) + CO (R 3.82)
Cb + CO2 + C(O) −−→ 2 CO + C(O) (R 3.83)
CO + Cf ←−→ C(CO) (R 3.84)
CO + C(CO) −−→ CO2 + Cf + Cb (R 3.85)
2 Cf + O2 −−→ C(O) + CO (R 3.86)
2 Cf + O2 −−→ C2(O2) (R 3.87)
Cf + Cb + C(O) + O2 −−→ CO2 + C(O) + Cf (R 3.88)
Cf + Cb + C(O) + O2 −−→ CO + 2 C(O) (R 3.89)
Cb + C2(O2) −−→ CO2 + 2 Cf (R 3.90)
where C(X) denotes an adsorbed species (a carbon site filled with an adsorbed species X), Cf
denotes a free carbon site (a carbon site available for adsorption), and Cb denotes a bulk carbon
site (an underlying site that will be exposed upon desorption of a carbon atom).
The first nine reactions represent the reactivity of carbon to H2O where as previously dis-
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cussed dual site chemisorption of steam is assumed (reaction R 3.73). As a result, H and OH
species are adsorbed on the surfaces. The adsorbed OH further dissociates yielding adsorbed
O and H. Hydrogen is produced via reactions R 3.75 and CO is produced via reaction R 3.76.
The next reactions do not play a major role in the conversion of carbon but are important for
the formation of methane. The released radicals CH2, CH3, and HCO form CH4 via gas phase
reactions (see [368] for further details about the choices of the mechanism).
The next 4 reactions, together with reaction R 3.76 describe the conversion of carbon by
reactions with CO2. Single-site chemisorption of oxygen atoms is assumed, leading to CO for-
mation and an adsorbed oxygen atom. The inhibition of the carbon gasification rate by CO is
due, to the reverse of reaction R 3.82, which removes an adsorbed oxygen atom from the surface.
The last reactions, together with reaction R 3.76 describe the oxidation mechanism. Dual
site chemisorption of oxygen is assumed, yielding adsorbed oxygen species on the surfaces. Part
of this adsorbed oxygen is on adjacent carbon sites denoted by C2(O2). Complex enhanced
adsorption is also taken into account, leading to both CO2 and CO formation. CO is produced
after desorption by reaction R 3.76 and CO2 by reaction R 3.90.
It is possible that ash impurities within the carbon matrix play a role in influencing the
reactivity of the char. The presence of Mg and Ca tends to increase char reactivity to both O2
and CO2 [155] while Si and Al reduce the reactivity of H2O [316]. The derived parameters for
the model are presented in Table 5 in the previously cited reference [368].
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4. The CFD method
The balance equation 1.10, when applied to the volume of a whole reactor, gives useful but most
of the time limited information. Reactors are not in thermodynamic equilibrium and techniques
of irreversible thermodynamic must be used. In devices of practical interest for solid fuel con-
version, the assumption of Local Thermodynamic Equilibrium (LTE) can be applied and the
balance relations can be written for infinitesimal volumes, resulting in a system of partial differ-
ential equations. In practice, the description of the system based on differential equations enlarge
the possibility for the calculations of wanted quantities, linking them to more fundamental mech-
anisms.
The method of CFD (Computational Fluid Dynamic) form the basis for many simulations
of heat transfer and fuel conversion prediction. In fact, heat transfer rates are usually one of the
required quantities for high temperature processes. To have reliable predictions, the temperature
distribution inside the reactor must be known with good accuracy. To this end a differential
equation for the temperature field is the basis for the calculations. That equation alone does not
solve the problem because conversion rates greatly influence the temperature field. The rates
depend on the concentrations of reactant and these must be calculated solving extra differential
equations, namely, the mass conservation equations for each component. Mixing (both macro-
mixing and micro-mixing) plays in that equations an important role and mixing is driven by flow
field (velocity) and turbulence.
For more details of the advantage of using a CFD method in predictions of solid fuel con-
version and heat transfer see Section 4.9.
4.1. The balance equation
The general form of the balance equation has been already written in equation 1.1:
d
dt
Φ = Φ˙input + Φ˙source
with an infinitesimal volume as control volume. As already underlined in Section 1.4, two mech-
anisms are responsible for the flow rate of the quantity Φ across the boundaries:
• Convection;
• Diffusion.
The convection is the mechanism for which a flow across the boundary of the control volume
is due to the presence of a flow with velocity ~u. Its expression is given by an equation similar to
1.2:
Φ˙ =
∫
ρφ~u · n̂ dS (4.1)
where the specific quantity for unit of mass is used Φ = mφ.
The diffusion is the mechanism for which a flow across the boundary of the control volume
is due to the presence of a gradient of Φ. This mechanism is irrelevant in the case of global
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balances approach because usually the boundary of the global volume are taken in region of no
gradient of Φ. The diffusive flux will now be indicated with ~Jφ.
The balance equation 1.1 is then explicitly written in the following integral form:
∂Φ
∂t
=
∮
S
(ρφ ~U · n̂ dS) +
∮
S
~Jφ · n̂ dS + S˙φ (4.2)
Each term can be now expressed as a volume integral using the divergence theorem 1:
Φ =
∫
ρφ dV (4.3)∮
S
(ρφ~u · n̂ dS) = −
∫
∇ · (ρφ~u) dV (4.4)
∮
S
~Jφ · n̂ dS = −
∫
∇ · ~Jφ dV (4.5)
S˙φ =
∫
s˙φ dV (4.6)
After elimination of the volume integral, the final balance equation can be written in differential
form as:
∂
∂t
(ρφ) +∇ · (ρφ~u) = ∇ · ~Jφ + s˙φ (4.7)
If the diffusion flux vector can be expressed by the following relation:
~Jφ = −Γφ∇φ (4.8)
(see anyway later in this chapter) the general balance equation can be now rewritten:
∂
∂t
(ρφ) +∇ · (ρφ~u) = ∇ · (Γφ∇φ) + s˙φ (4.9)
The relation 4.9 is the final form of the balance equation in conservative form. Balance
equations for every thermodynamic quantity of interest can be written in this conservative form
with a proper choice of the variable φ, its transport properties expressed by Γφ, and its interaction
with the other quantities expressed by the source term s˙φ.
Mass balance The equation for the total mass balance is obtained from the general transport
equation with the choice φ = 1 and since diffusion is not present, take the form:
∂ρ
∂t
+∇ · (ρ~u) = s˙m (4.10)
Species balance For the species balance φ = Yi equation 4.7 can be written as:
∂
∂t
(ρYi) +∇ · (ρYi ~u) = ∇ · ~Ji + s˙i (4.11)
1The divergence theorem require a different direction for n̂, therefore the − sign.
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In the terms on the left hand side the derivative of the quantity (ρYi) and (ρYi ~u) can be
explicitly performed and after utilization of the mass balance equation 4.10, the equations of the
species are given by the following scalar equations:
ρ
∂Yi
∂t
+ ρ
(
~u · ∇)Yi = −∇ · ~Ji + s˙i (4.12)
where:
Yi - mass fraction of species i
~Ji - mass flux
Si - source term due to reactions
It is possible to relate the mass transfer rate to the mass fraction gradient, using Fick’s law
of diffusion and the mass diffusion coefficient Di,m2:
~Ji = Di,m∇Yi (4.13)
Using the above equation, Equation 4.12 can be written:
ρ
∂Yi
∂t
+ ρ~u · ∇Yi = −∇ · (Di,m∇Yi) + S˙i (4.14)
This equation is the mass balance equation written in non-conservative form.
It is worth noticing that the use of the Fick law requires a correction for the diffusion fluxes
when the mass diffusion coefficients Di,m are not equal (in which case the Lewis number are
different for each component). Equation 4.14 written in conservative form is:
∂ρYi
∂t
+∇ρ~uYi = −∇ · (Di,m∇Yi) + S˙i
and, since
∑
i S˙i = 0, after summing on the index i, with the meaning of summing up over all
2A more rigorous approach to the multicomponent mass transport equation gives the following result, written in terms
of the mole fraction XI :
∇Xi =
∑
j
XiXj
Di,j
(~ui − ~uj) + (Xi −Xj)∇p
p
+
+
ρ
p
∑
j
YiYj(~fi − ~fj) +
∑
j
XiXj
ρDij
(
αj
Yj
− αi
Yi
)
The first term on the right hand side is the molecular diffusion, the second term is the gradient pressure diffusion
and the third is the diffusion due to different forces for each component (~f is the force per unit of mass). The last
term is the Soret effect, diffusion of species due to a temperature gradient. The exact diffusion equation reduces to
the Flick diffusion if:
1. thermal diffusion is negligible;
2. the body forces per unit of mass are the same for each species;
3. the pressure is constant.
The above equation reads then:
∇Xi =
∑
j
XiXj
Di,j
(~Ui − ~Uj)
Usually, instead of using the binary diffusion coefficient, it is useful to define a diffusion coefficient for the mixture
Di,m and then Equation 4.13 is found.
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the component in the mixture:
∂ρ
∂t
+∇ρ~u = −∇ ·
∑
i
(Di,m∇Yi) (4.15)
which should be identical to the total mass balance equation, in which the right hand side is zero.
If the Lewis numbers are not equal, the right hand side is not zero and a correction to the flux is
needed:
~Ji = Di,m∇Yi + ~Jc (4.16)
and total mass balance is ensured if the correction flux is defined in the following way:
~Jc =
∑
i
(Di,m∇Yi) (4.17)
Momentum balance The second law of dynamics relates the momentum variation of a body
with the forces acting on it. Two types of forces may act on a volume of a fluid:
1. The mass force ~f acting on each volume element. For gravity this becomes: ~f = ρ~g.
2. Surface forces ~t acting only at the boundaries. These forces are written as: ~t = T ·~n, where
T is the stress tensor.
The resulting balance equation for the momentum is a vector equation:
∂
∂t
(ρ~u) +∇ · (ρ~u : ~u) = −∇ · T + ρ~g + ~f (4.18)
where the term (~u : ~u)i,j = uiuj is a diadic form.
As for the species, combining the previous equation with the continuity equation 4.10, it is
possible to obtain:
ρ
∂~u
∂t
+ ρ
(
~u · ∇) ~u = −∇ · T + ρ~g + ~f (4.19)
The tensor T can be split into a part p·I (I is the unit tensor) representing the normal stress
(p is the pressure in the fluid) and a part D representing the shear stresses: T = D + p·I.
ρ
∂~u
∂t
+ ρ
(
~u · ∇) ~u = −∇p+∇ · D + ρ~g + ~f (4.20)
where:
p - pressure of the fluid
D - stress-strain tensor
~g - gravitational acceleration
~f - other volumetric forces
For a Newtonian fluid, the stress tensor D can be related, as a first approximation, to the
velocity gradients. In Cartesian coordinates it can be written in the following form3:
Dij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
+ δij
(
β − 2
3
µ
)
∂ul
∂ul
(4.21)
3When in a product a tensor is written in components the summation over two repeated indices applies.
76
4.1. The balance equation
where:
µ - molecular dynamical viscosity
β - bulk viscosity
δ - Kronecker’s delta
With the exception of shock waves studies, or in the absorption or attenuation of acoustic
waves, it is convenient to ignore the coefficient of bulk viscosity4. The pressure p and the density
ρ are related to each other through the equation of state. In Cartesian coordinates, the Navier-
Stokes equation is written in the following way:
ρ
∂vi
∂t
+ρuj
∂vi
∂xj
= − ∂p
∂xi
+
∂
∂xi
µ( ∂ui
∂uj
+
∂uj
∂xi
)
+ δij
(
β − 2
3
µ
)
∂ul
∂xl
+ρgi+fi (4.22)
Energy balance The energy balance is written for the total energy e = h+ u
2
2 − pρ :
ρ
∂e
∂t
+ ρ
(
~u · ∇) e+∇ · (~up) = Ψ + Q˙−∇ · ~q + L (4.23)
where:
Ψ - dissipation by viscous stress
Q˙ - heat source or sink
~q - heat flux
L - rate of work done by external forces
The dissipation by viscous stress Ψ is, for a Newtonian fluid is written using the strain tensor
sij =
1
2
(
partialui
∂xj
+
partialuj
∂xi
)
:
Ψ ≡ −2
3
(∇ · ~v)2 + 2µsijsij (4.24)
and can be written in the following form:
Ψ = T∇ · ~u (4.25)
The viscous term is important only if the Brinkman number:
Br =
µu2
k∆T
is greater than unity. In combustion the Brinkman number is of the order of Br ∼ 10−4 and
therefore the viscous term is usually neglected.
The rate of work done by external forces can be written in the following way:
L ≡ ρ
∑
k
Yk ~Fk
(
~u+ ~uk
)
(4.26)
4This assumption is strictly valid only for a monoatomic gas. For polyatomic gases the non zero values for the bulk
viscosity are from relaxation effect for translational motions and the various internal degree of freedom. Up to now
there is no satisfactory theories and the experimental data are incomplete.
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where:
Yk - mass fraction of the kth component
~Fk - force acting on the kth element
~uk - relative mass diffusion velocity component
The only external force acting on the components under consideration is the gravity force
whose influence is anyway small.
The heat flux vector consists of several contributions:
1. Heat flux due to thermal conduction ~qc;
2. Heat flux due to component diffusion ~qm;
3. Heat flux due to concentration gradients ~qD (Dofour effect).
The heat flux due to thermal conduction is written using the Fourier law:
~qc = −k∇T (4.27)
where k is the thermal conductivity of the gas.
The multicomponent heat transfer rate reads:
~qm = ∇ ·
ρ∑
j
hjYj~uj
 (4.28)
The relative mass diffusion velocity component ~uj can be expressed in terms of concentration
gradients and the above equation can be written as:
~qm = ∇ ·
∑
j
hj ~Jj
 ~Jj = Dj,m∇Yj (4.29)
Onsager’s reciprocal relations for the thermodynamics of irreversible process imply that
if a temperature gradient gives rise to a diffusion velocity (the Soret effect) then concentration
gradients must produce a heat flux. This effect is known as the Dofour effect. In terms of the
relative diffusion velocity it can be written in the following way:
~qD = RT
∑
i
∑
j
(
XjαT,i
µiDi,j
)
(~ui − ~uj) (4.30)
where:
R - ideal gas constant
Xj - mole fraction of species j
αT,i - thermal diffusivity for species i
µi - molar mass for species i
Even if the thermal diffusion is not negligible, the Dofour effect is. After the simplification
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described above, Equation 4.23 reads:
ρ
∂e
∂t
+ ρ~U∇e+∇ · (~Up) = Q˙−∇ ·
∇ ·
∑
j
hj ~Jj
− k∇T
 (4.31)
The processes that can add or remove heat from the system are the following two, considered
in more detail later:
1. radiative heat transfer;
2. combustion reactions.
A different and more rigorous approach to derive the equations for the reactive CFD can be
found in [112].
4.2. Turbulence
The flows described by the previous equations have the characteristic to become unstable if the
Reynolds number Re is bigger than a characteristic value. This non-stationary behavior is called
turbulence. There is no unique definition of a turbulent flow, but such a flow has a number of
characteristic features (see [137]) such as:
Irregularity Turbulent flow is irregular, random and chaotic. The flow consists of a spectrum of
different scales (eddy sizes) where largest eddies are of the order of the flow geometry. At
the other end of the spectra the smallest eddies are by viscous forces (stresses) dissipated
into internal energy. Even though turbulence is chaotic it is deterministic and is described
by the Navier-Stokes equations.
Diffusivity In turbulent flow the diffusivity increases. This means that the spreading rate of
boundary layers, jets, etc. increases as the flow becomes turbulent. The turbulence in-
creases the exchange of momentum in e.g. boundary layers and reduces or delays thereby
separation at bluff bodies such as cylinders, airfoils and cars. The increased diffusivity
also increases the resistance (wall friction) in internal flows such as in channels and pipes.
Three-Dimensionality Turbulent flow is always three-dimensional. However, in particu-
lar geometries and after time averaging the equations the flow can be treated as two-
dimensional.
Dissipation Turbulent flow is dissipative, which means that kinetic energy in the small (dissi-
pative) eddies are transformed into internal energy. The small eddies receive the kinetic
energy from slightly larger eddies. These larger eddies receive their energy from even
larger eddies and so on. The largest eddies extract their energy from the mean flow. This
process of transferred energy from the largest turbulent scales (eddies) to the smallest is
called cascade process
According to Kolmogorov [184], the size of the eddies spans a wide range of length scales,
from a macroscale (integral length scale L) corresponding to the geometrical dimension of the
system, to the smallest size of the eddies (Kolmogorov microscale η ). The energy is supplied to
the largest scales of motion through the production mechanism. These eddies transfer their en-
ergy sequentially to the smaller ones during energy cascade (introduced historically by Richard-
son [292]). During this energy transfer, the Reynolds number decreases until it becomes equal
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to unity corresponding to the dissipation scale, where the molecular viscosity converts the turbu-
lent kinetic energy into heat. Since the information of the large scales is lost during the cascade
process, the small-scale motions are characterized by statistically universal characteristics, func-
tion of the two parameters controlling the cascade process, i.e. the rate at which the energy is
transferred and the viscous dissipation . This property leads to the definition of the Kolmogorov
length η, velocity uη and time τη scales, defined as:
η ≡
(
ν3

)1/4
(4.32)
uη ≡ (ν)1/4 (4.33)
τη ≡
(
ν

)1/2
(4.34)
where ν is the kinematic viscosity and  the dissipation rate of turbulent kinetic energy k. Another
important property, summarized by Kolmogorov second similarity hypothesis, is that, for high
Reynolds number turbulent flows, the statistics of the motion of scales larger than η are only
dependent on . From this characteristic and the previous definition of the Kolmogorov scale, the
following identity can be written:
 =
u ′ 3
L
=
u3η
η
(4.35)
It can be seen that the Reynolds number calculated at the Kolmogorov scale is equal to 1:
Reη =
ηuη
ν
= 1
The turbulent scales are distributed over a range of scales which extends from the largest
scales L which interact with the mean flow to the smallest scales η where dissipation occurs.
Each single scale contain an amount of (turbulent) energy E(κ)dκ, where κ = 1η . The energy
spectrum E(κ) can be subdivided into three region of different characteristics, according to the
previous discussion about Kolmogorov hypotheses:
1. The region where the large eddies carry most of the energy. These eddies interact with the
mean flow and extract energy from the mean flow. Their energy is transferred to slightly
smaller scales.
2. The dissipation range. The eddies are small and isotropic and it is here that the dissipation
occurs. The scales of the eddies are described by the Kolmogorov scales
3. The inertial sub-range. The existence of this region requires that the Reynolds number is
high (fully turbulent flow). The eddies in this region represent the mid-region. Energy per
time unit is coming from the large eddies at the lower part of this range and is given off to
the dissipation range at the higher part. The eddies in this region are independent of both
the large, energy containing eddies and the eddies in the dissipation range.
In practical applications, where the flow becomes turbulent, it is imperative to take into
account the effects of turbulence on all the thermodynamic variables, since turbulence change
dramatically the characteristics of the flow. According to the previous description, turbulence
has the following impact on a flow:
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• The first important characteristic of turbulence is its ability to transport and mix fluid more
effectively than in a laminar flow. Modern applications strongly confirmed this phenom-
ena. The aforementioned feature is of great importance in many industrial applications,
where several streams are brought together to mix (and eventually to react, as in a com-
bustion chamber).
• Turbulence also has the ability to transport momentum of the fluid. As a consequence,
for example, the penetration of jets inside a combustion chamber (and related to that, the
length of a flame) is reduced in comparison to the laminar case.
• Due to the velocity fluctuations, the species concentration and the temperature field also
fluctuate. Those fluctuations must be taken into account in calculations of reacting flows.
In fact the reaction rates between the species are strongly non-linear in the species concen-
trations and, mainly, in temperature. Therefore not only an average values but also their
fluctuations must be taken into account.
The following list summarizes shortly the most frequently used approaches in turbulent flow
calculations:
Direct Numerical Simulation (DNS): In this approach the Navier-Stokes equations are solved
without any approximation or modeling for the turbulence. All the scales in the eddy cas-
cade are resolved from the macroscopic scale to the Kolmogorov scale. The simulations
based on this model are intrinsically time dependent.
Large Eddy Simulation (LES): Only the largest scales are spatially resolved and time-de-
pendently simulated. These scales are directly affected by the macroscopic geometry and
therefore it is difficult to create a model valid for all the physical situations and for all the
geometries. The smallest scales are less dependent on a macroscopic geometry and are not
resolved but modeled. Even these models are intrinsically time dependent.
Reynolds Averaged Models (RAM): Only the averaged quantities are considered and equa-
tions are written only as a function of them. Mathematically, the thermodynamic variables
are split into two parts. The average and the fluctuating parts are related by the following
equation:
Φ = Φ + Φ ′
The operator previously referred as f denotes averaging over the fluctuating variable f .
Probability Density Function (PDF ): In these type of models the variables are considered
as stochastic fields and the methods of stochastic analysis must be used. For each variable,
its PDF, a function of time and space, can be derived from the NS equations. The PDF
describes the probability that the variable has a certain values in a certain range. The
numerical algorithm solves directly for the PDF.
4.3. Reynolds averaged models
The decomposition of a variable into its mean value and its fluctuation is referred as Reynolds
decomposition and it was first discussed by Reynolds in 1894. The equations derived from this
approach are called Reynolds Averaged Navier-Stokes (RANS) equations. For the velocity this
decomposition reads:
~u(~r, t) = ~U(~r, t) + ~u ′(~r, t) (4.36)
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where the variable ~U(~r, t) is the mean velocity. The Fevre ensemble averaging needs to be used:
~u(~r, t) ≡ U(~r, t) = lim 1
ρN
N∑
ρ~u(~r, t) (4.37)
where
ρ =
1
∆t
t+∆t∫
t
ρ(~r, τ)dτ (4.38)
From the above definition, the following relations are derived:
〈~u ′(~r, t)〉 = 0 (4.39)
〈~U(~r1, t)~U(~r2, s)〉 = |U(~r, t)|2δ3(~r1 − ~r2)δ(t− s) (4.40)
The first equation means that the first statistical moment of the turbulent field is zero. The
higher order moments do not vanish as will be seen hereafter. The second equation says that the
mean velocity field has no fluctuations: it is not a stochastic variable. Higher moments of the
mean velocity vanish too. Since U(x, t) is not stochastic, its correlations with any other variables
are zero:
〈~U(~r1, t1)~v(~r2, t2)〉 = 0 (4.41)
The Favre averaging process makes possible the decoupling between the average of the
density and the average of other variables. Considering the velocity as an example, it is possible
to write the definition 4.37 in a different form:
ρ~U(~r, t) =
1
∆t
t+∆t∫
t
ρ(~r, τ)~v(~r, τ)dτ (4.42)
If now again the averaging of the continuity equation is performed, because of relationships like
the one above, the term inside the divergence produces only a term containing the average of the
density and the average of the velocity. The term containing the divergence of the correlation of
the fluctuations is no longer present.
It is now possible to insert the Favre decomposition into Equations 4.10 and 4.20, and after
taking the ensemble averaging, one obtains:
∂ρ
∂t
+∇ ·
(
ρ~U
)
= 0 (4.43)
ρ
∂~U
∂t
+
(
ρ~U · ∇
)
~U = ~f0 −∇P +∇ · D +∇ · D ′ (4.44)
The tensor D ′ is the turbulent stress tensor, known as the Reynolds stress tensor . If the fluid
is Newtonian, the stress tensor is defined in Equation 4.21 as a function of the averaged values:
D ′ij = ρ
(
u ′iu
′
j
)
(4.45)
The Reynolds stress tensor is a symmetric second order tensor. Its isotropic part, the turbu-
lent kinetic energy defined by:
k ≡ 1
2
(
u ′iu
′
i
)
(4.46)
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allows the definition of the deviatoric anisotropic part of the Reynolds stress:
aij ≡ u ′iu ′j −
2
3
kδij (4.47)
It is only the anisotropic part that is effective in transporting momentum. For it is:
ρ
∂u ′iu
′
j
∂xi
+
∂P
∂xj
= ρ
∂aij
∂xi
+
∂
∂xj
(
P +
2
3
ρk
)
(4.48)
showing that the isotropic part can be absorbed in a modified mean pressure.
The dissipation of the turbulent energy  , defined by:
 ≡ µ∂u
′
i
∂xk
∂u ′i
∂xk
(4.49)
will be used later.
Equations 4.43 and 4.44 are the equations for the averaged field. They are not in a closed
form, due to the presence of the Reynolds stress. This is the well know closure problem for the NS
equations. In fact, if a component of the momentum equation 4.20 is multiplied by a component
of the velocity field, an equation containing a term for the triple correlations is obtained (see also
Section 4.3.3 and [280]). In Equation 4.76 the terms DT,ij , Gij , φij , and Rij require a model
for the closure. In each equation for an nth correlation a term containing an nth+1 correlation
appears. All this kind of models require sub-models for closure.
Also a generic passive scalar field φ can be divided, as previously done for the velocity, into
its mean and its fluctuation part. Applying the same method as previously used for the velocity,
it is possible to derive the following equation for a generic specific quantity φ:
∂ρφ
∂t
+∇ · ρ
(
~U φ+ ρ~u ′φ ′
)
= ∇ ·
(
Γ∇φ
)
+ s˙φ (4.50)
The above equation can also be written in the following way:
ρ
∂φ
∂t
+ ρ~U · ∇φ = ∇ ·
(
Γ∇φ− ~u ′φ ′
)
+ s˙φ (4.51)
The scalar fluxes play a similar role to that of Reynolds stresses in the Reynolds equation.
Even in the case of a passive scalar, as discussed before, Equation 4.51 require a closure.
The term ρ~u ′φ ′ explicitly written for the enthalpy equations and the species equation, arises
the following two unclosed correlation, ρ~u ′h ′ and ρ~u ′Y ′i . The closure of this two terms will be
shortly explained in 5.
4.3.1. Turbulent viscosity
The vector ~u ′φ ′ gives the direction and the magnitude of the turbulent transport of the quantity
φ as the turbulent Reynolds stress ~u ′i~u
′
j gives the magnitude and the direction of the turbulent
transport for the momentum. Following the gradient diffusion hypothesis it is possible to relate
the turbulent scalar flux to the gradient of the mean field:
~u ′φ ′ = −ΓT∇φ (4.52)
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The function Γ(~r, t) is called the turbulent diffusivity. Using this approximation, Equation 4.51
becomes:
∂φ
∂t
+
(
~U · ∇
)
φ = ∇ ·
(
Γeff∇φ
)
+ s˙φ (4.53)
where:
Γeff (~r, t) = Γ(~r, t) + ΓT (~r, t) (4.54)
In an analogous way, the turbulent viscosity hypothesis, introduced by Boussinesq in 1877,
can be used and it is possible to write the correlations for the fluctuating velocity:
−ρu ′iu ′j +
2
3
ρkδij = −ρ µT
(
∂Ui
∂xj
+
∂Uj
∂xi
)
(4.55)
The function µT (~r, t) is called turbulent viscosity, in terms of which the NS Equation 4.22 be-
comes:
ρ
∂~U
∂t
+ ρ
(
~U · ∇
)
~U = −∇
(
P +
2
3
ρk
)
+∇σ + ρ~g + ~f (4.56)
where:
σij = (µ+ µT )Sij
and the mean strain rate Sij is defined by:
Sij ≡ 1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
(4.57)
The specification of µT and ΓT , or their measurement, solve the closure problem.
At this point some comments about the introduced hypothesis have to be made (see [280]).
The turbulent viscosity hypothesis can be seen as consisting of two parts:
1. the intrinsic part assumes that, at each point of the domain, the Reynolds anisotropy is
determined by the mean velocity gradient;
2. the specific assumption determines the relation between the two tensors to be mediated by
the turbulent viscosity.
Regarding the first assumption, even for simple turbulent flows (see for example [371, 280])
it is possible to show that the turbulence behavior is not strictly (and in some cases even not at
all) related to the mean strain rate tensor. That stems from the fact that the physics of molecular
diffusion is different to the physics of turbulence. Molecular diffusion has a short relaxation time
scale and so the molecular motions adjust rapidly to the imposed strain. Turbulent motions, on
the other hand, do not have these possibilities because their dynamic time scale is much larger.
Using the same arguments the specific assumption can also be questioned.
In simple, almost one dimensional shear flows, the viscosity hypothesis does not bring any
constraint to the Reynolds stress and can be interpreted as a definition for the turbulent viscos-
ity. In most general classes of flow, strongly swirling flows [412], flows with strong streamline
curvature, some fully developed flows in non-circular ducts, the hypothesis fails. The fact that
the simple Newtonian stress-strain relationship applies to the viscous (laminar) stress but not to
the turbulent stress is based again on the difference in time scales. Because of the very small re-
laxation time scales in laminar flows (the molecular transport scales), the ratio between isotropic
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stress and homogeneous stress is very small. In turbulent flows, on the contrary, that ratio can be
as high as 0.5.
All of the remarks made above regarding the viscosity hypothesis can be made also for the
gradient diffusion hypothesis. At high Reynolds numbers both ΓT and µT scale with the velocity
and the length scale of the flow, independently from the details of the molecular transfer (i.e µ
and Γ). This implies that the ratio between the turbulent diffusion and the molecular diffusion
scales with the Reynolds number too. At high Re the diffusion of momentum and scalar is
controlled by turbulence only; The turbulent Prandtl number is defined by:
PrT =
νT
ΓT
and in almost all turbulent flows is found to be around unity.
The sub-models that determine the turbulent viscosity are usually defined in terms of the
number of differential equations used to resolve them.
4.3.1.1. The zero-equation models
In the zero-equation models the value for µ is given analytically. The turbulent viscosity can be
determined in terms of a velocity vm and a length lm:
µT = Cρvmlm
This assumption is called the mixing length theory and is based on a similarity between momen-
tum diffusion due to molecular process and the one due to turbulence [422] and [283].
The mixing length still remains unknown: it must be either guessed or measured. This
model can be applied with relative success, despite the simplicities of the assumptions, to bound-
ary layer flows or flows in which the main gradients are in one direction only but it fails to
reproduce the characteristics of more complex flows.
Some well known zero equation models are the Baldwin-Lomax model [20], and the Cebeci-
Smith model [337]. The algebraic Johnson-King model [167] requires the solution of a ODE and
sometimes is called a 1/2 equation model.
4.3.1.2. The one-equation models
One of the biggest drawback of each 0-equation models is the difficulties to relate the behavior of
the turbulence at one point to the characteristics of the flow at other locations. At a certain point
~r the turbulence is given only as an effect of the local gradient of the mean velocity and does
not depend on the history of the turbulence itself. That behavior is obviously not physical. To
avoid this deficiency it is possible to express the turbulent viscosity as a function of the turbulent
kinetic energy k = 12u
′
iu
′
i :
µT = cρlm
√
k (4.58)
It is possible to solve a differential equation for the calculation of the turbulent kinetic
energy k. These models are known as one-equation models because the only differential equation
to be solved is the equation for k. Both sides of Equation 4.20 can be multiplied by the component
of the velocity vi and, after summing up on the i indices and taking the average values (see for
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the details [422]), the following equation is derived:
ρ
∂k
∂t
+ ρ
(
~U · ∇
)
~U = D ′∇ · ~U − D∇ · ~u ′ +
+∇ ·
(
D~u ′ − 1
2
ρ~u ′|~u ′| − P ′~u ′
)
− ~u ′∇P + P ′∇ · ~u ′ (4.59)
In the above equation the following terms are present:
D ′ - the Reynolds stress
D~u ′ - molecular diffusion
ρ~u ′ 12 |~u ′| - turbulent transport
D∇ · ~u ′ - dissipation rate
~u ′∇P - pressure work
P ′∇ · ~u ′ - pressure dilatation
Some terms appearing in the above equation need to be closed, but before focusing on a
specific closure model, it is worthwhile to citing the most important guidelines that usually are
followed in deriving compressible flow closure approximations:
• all closure approximations should approach the proper laminar limit for density fluctuation
going to zero;
• all term must be written in tensor form that is coordinate independent;
• all closure approximations must be dimensionally consistent and invariant under Galilean
transformation.
The following terms appearing in Equation 4.59 need closures.
The Reynolds stress: In one-equation models and in two-equations models the Boussinesq
approximation is used:
D ′ij ≡ ρ~u′i~u′j = 2µT (Sij −
1
3
∇ · ~Uδij)− 2
3
ρkδij (4.60)
Sometimes the last term in this equation is omitted. As shown in Equation 4.48 the
isotropic part can be absorbed into a modified pressure and for flows up to supersonic
the pressure is still several orders of magnitude larger that the correction term due to the
turbulence.
Molecular diffusion and turbulent transport: These two terms are often omitted but to
ensure exact conservation of the total energy more detailed closure models are required.
The most commonly used approximation is the following generalization of the gradient
diffusion hypothesis:
D~u ′ − 1
2
ρ~u ′|~u ′| =
(
µ+
µT
σk
)
∂k
∂xj
(4.61)
The factor σk is the turbulent Prandtl number and is of the order of unity.
Pressure diffusion and pressure dilatation: Generally these terms are neglected, consid-
ering the fact that in incompressible flows they are exactly zero and also because little is
really known about them. Several attempts have been made to develop closures for these
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two terms but none of them received general acceptance. It is however believed that in
compressible flows neglecting them ultimately leads to significant errors. It seems that the
most promising approach is to derive the closure from DNS simulations, but up to now
there are no generally accepted models.
Pressure work: The presence of this term shows that Favre averaging is not able to remove
from the NS equation all the terms containing correlations between pressure, density and
velocity. As with the previous terms, it seems that they are important in sonic flows and
the most recent models for closure are obtained in such conditions. The best approach is
to derive the correlation from DNS calculations.
Dissipation Term: This term gives the Favre averaged expression for the dissipation of the
turbulent kinetic energy5:
ρ = aijsij (4.62)
The Cartesian form of the k equation, neglecting the term due to the pressure fluctuation,
reads:
∂ρk
∂t
+
∂
∂xi
(ρkUi) =
∂
∂xj
(
µeff
∂k
∂xj
)
+ 2µTSijSij − ρ (4.63)
At high Reynolds numbers the dissipation  scales as u30/l0 where uo and l0 are the velocity
and the scale of the energy containing motion, respectively. It is reasonable then to assume:
 = CD
k3/2
lm
(4.64)
With the above assumption it is possible to write the molecular viscosity as (from Equations 4.58
and 4.64):
µT = ρCµk
2/ (4.65)
For simple shear flows the quantities µT ,  and k can be measured and the validity of the
assumption can be checked. From [179] it is possible to argue that, excluding the region near the
wall y+ < 50, the quantity Cµ is indeed approximately constant, with a value around 0.09. Even
for a mixing layer, excluding the edges, the values are practically constant and equal to 0.08, as
shown in [297].
In more complex flows, or in other geometries the argument seems to be not so stringent.
For example Jovanovic [170] shows that for axisymmetric turbulence the turbulent viscosity is
given by:
µT =
1
2
Ca1
k
S
(4.66)
where S =
√|Sij |. One way to produce axisymmetric turbulence is to suddenly expand (or con-
tract) homogeneous turbulence. Pope shows ([280]) that the intrinsic assumption of the turbulent
viscosity cannot predict such flows.
Comparison with the measurements (see [422]) shows that this model has modest advantage
over the zero-equation models. Moreover the biggest drawback of the zero-equation models is
present even in the one-equation models: the mixing length lm must still be given.
Example of a one equations model is the Spalart-Allmaras model [350], the Baldwin-Barth
model [21], the NUT-92 model [325] and the Rahman-Agarwal-Siikonen Model [284].
5Only the symmetric part plays a role in the dissipation.
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4.3.1.3. The two-equations models
In order to remove the unknown lm, a second differential equation must be introduced. Using
this closure the two equation models are the simplest complete models. The starting point for the
two-equations model is the Boussinesq approximation, Equation 4.55, and the equation for the
turbulent kinetic energy, Equation 4.59. For the second equation, there is not a unique way to de-
termine a characteristic length lm or the turbulent dissipation . The most common assumptions
are listed below:
• in terms of the vorticity:
µT ∼ ρkω ` ∼ k1/2/ω  ∼ ωk
• in terms of the dissipation rate:
µT ∼ ρk2/ ` ∼ k3/2/
• in terms of the mixing scalar length:
µT ∼ ρk1/2`  ∼ k3/2/`
• in terms of the turbulent dissipation time:
µT ∼ ρkτ ` ∼ k1/2τ  ∼ k/τ
It is not clear which of above models is superior. It is also not clear which variable should be
used for the most accurate description of turbulence. However it seems to be sure that the highest
uncertainty is associated with the formulation of the second equation. By now the most widely
method used is the so called k −  model.
Among the many realizations of the two-equations models the following can be cited:
k- models: the standard model in [204] and [201], the RNG k-model in [431], the realizable
k- model in [324]
The k-ω models: the Wilcox’s k-ω model [421] the modified Wilcox’s k-ω model [422] the
SST k-ω model [241]
υ2 − f model in [97]
k-τ model of Speziale in [353]
k-kL model in [3]
One of the most common model used in industrial applications is the standard k- model
therefore more detail will be given. The equation for k is derived directly from the NS equations
and,as discussed before, is exact [142]. Sub-models are needed anyway for the closure of the
various terms. Although equation for  could be derived in the same way, usually a different
approach is taken. The flow of energy is seen as a cascade, from the biggest length scales to the
dissipation ones, determined by the large scale motion. In the limit of high Reynolds numbers,
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the cascade is independent of the viscosity. Consequently the  equation is better viewed as
entirely empirical, and can be written as:
∂
∂t
+ ~U∇ = ∇
(
µT
σ
∇
)
+ C1
P
k
− C2 
2
k
(4.67)
whereP is the production of the turbulent kinetic energy: P = µTSijSij . The turbulent viscosity
µT is computed by combining k and  as follows (see Equation 4.65 and following discussion):
µT = ρCµ
k2

(4.68)
where Cµ is a constant.
The constants of the model are listed below:
C1 = 1.44, C2 = 1.92, Cµ = 0.09, σk = 1.0, σ = 1.3
These default values have been determined from experiments on turbulent shear flows including
homogeneous shear flows and decaying isotropic grid turbulence. They have been found to work
fairly well for a wide range of wall-bounded and free shear flows.
4.3.1.4. More n-equations models
More complex models have been developed with the aim to increase the accuracy. Among the
models that need more than 2 partial differential equations the following can be mentioned:
1. the 3-equations k-kl-ω transition model [395];
2. the 4-equations transition SST model [198].
4.3.2. Algebraic stress models
While models based on the Boussinesq approximation provide excellent prediction for many
flows of industrial interest (and indeed the two-equation k- model is the most used in industrial
numerical simulations), there are several categories of flows for which the approximation fails
completely in the prediction of the main flow:
• flows with sudden changes in mean strain rate;
• flows over curved surfaces;
• flows in duct with secondary motions;
• flows in rotating and stratified flows;
• three dimensional flows;
• flows with boundary layer separations.
One option to overcome the previous problems is to consider the Boussinesq approximation
as a first order truncated series. The primary distinction of an algebraic stress model (ASM)
is the assumption that the Reynolds stresses are given by a series expansion of functionals, of
which the Boussinesq approximation only contains the first terms. Two main approaches can
be undertaken. In the first, the transport of the turbulent stresses is assumed proportional to
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the turbulent kinetic energy; while in the second, convective and diffusive effects are assumed
to be negligible. Following such an idea some other relationships were developed, but even
if mathematically correct, they did not succeed in removing all the drawbacks of the models
presented here. It is the case of the model presented by Lumley [221] and Saffman [300] that
reads:
D ′ij = −
2
3
ρkδij + 2µTSij −Dρk
ω2
(SikΩkj + SjkΩki) (4.69)
or by Speziale [354]:
D ′ij = −
2
3
ρkδij + 2µTSij + 4CDC
2
µ
ρk3
2
(SikSkj − 1
3
SmnSnmδij)
+4CEC
2
µ
ρk3
2
(
o
Sij −1
3
o
Smn δij) (4.70)
with the following definition:
o
Sij=
∂Sij
∂t
+ Uk
∂Sij
∂xk
− ∂Ui
∂xk
Skj − ∂Uj
∂xk
Ski (4.71)
The antisymmetric strain of rotation Ω is defined as follows:
Ωij ≡ 1
2
(
∂Ui
∂xj
− ∂Uj
∂xi
)
(4.72)
The closure coefficients CD and CE are given by:
CD = CE = 1.68
The Speziales constitutive relationship describes in a good way for example secondary flows
(that using the standard Boussinnesq approximation do not develop), but still fails to describe
flows with sudden changes in strain rate. In summary the biggest advantage of these non-linear
constitutive relations is in the attempt to reproduce the anisotropy of the Reynolds stress tensor.
A more recent example is the explicit algebraic Reynolds stress model, or EARSM, [394].
In this model, the turbulent stress relationship is non linear and it can be given by:
τij = 2µt
(
Sij − 1
3
∂Uk
∂xk
δij
)
− 2
3
ρkδij − a(ex)ij ρk (4.73)
where:
a
(ex)
ij = β3
(
W ∗ikW
∗
kj −
1
3
IIΩδij
)
+ β4
(
S∗ikW
∗
kj −W ∗ikS∗kj
)
+ β6
(
S∗ikW
∗
klW
∗
lj +W
∗
ikW
∗
klS
∗
lj − IIΩS∗ij −
2
3
IV δij
)
+ β9
(
W ∗ikS
∗
klW
∗
lmW
∗
mj −W ∗ikW ∗klS∗lmW ∗mj
)
(4.74)
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The turbulent eddy viscosity is computed from:
µt =
Cµ
β∗
ρk
ω
(4.75)
together with a k-ω model.
4.3.3. Reynolds stress models
Even if the second-order closure models are more mathematically complex and require higher
computational costs, the advantages of these models are clearly recognizable in complex flows
[403]. First of all the models account automatically for anisotropy of the flows without imposing
conditions on the tensor components. Secondly, since the equations accounts for convection and
diffusion, the formulation includes the effects of the flow history. The presence of diffusion and
turbulent transport indicates the presence of time scales that are not related with the mean flow
time scales. Moreover the terms in the equations have the potential (with an appropriate closure)
to account for stream curvature and sudden change of strain rate.
The exact transport equations for the component of the Reynolds stresses, ρu ′iu
′
j may be
written as follows [200]:
∂
∂t
(ρ u ′iu
′
j)︸ ︷︷ ︸
Local Time Derivative
+
∂
∂xk
(ρuku ′iu
′
j)︸ ︷︷ ︸
Cij ≡ Convection
=
− ∂
∂xk
[
ρ u ′iu
′
ju
′
k + p
(
δkju ′i + δiku
′
j
)]
︸ ︷︷ ︸
DT,ij ≡ Turbulent Diffusion
−ρ
(
u ′iu
′
k
∂uj
∂xk
+ u ′ju
′
k
∂ui
∂xk
)
︸ ︷︷ ︸
Pij ≡ Stress Production
+ p
(
∂u ′i
∂xj
+
∂u ′j
∂xi
)
︸ ︷︷ ︸
φij ≡ Pressure Strain
− 2µ∂u
′
i
∂xk
∂u ′j
∂xk︸ ︷︷ ︸
Rij ≡ Dissipation
−2ρΩk
(
u ′ju ′mikm + u
′
iu
′
mjkm
)
︸ ︷︷ ︸
Fij ≡ Production by System Rotation
(4.76)
Of the various terms in these exact equations, Cij , DL,ij , Pij , and Fij do not require any
modeling. However, DT,ij , Gij , φij , andRij need to be modeled to close the equations.
4.3.3.1. Turbulent diffusive transport
As it was discussed before, there are not enough experimental data to asses, without any doubt,
the mathematical form of the termDT,ij . It can be modeled by the generalized gradient-diffusion
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model [84]:
DT,ij = Cs
∂
∂xk
ρ ku ′ku ′`

∂u ′iu
′
j
∂x`
 (4.77)
However, this equation can result in numerical instabilities, so it has been simplified to use
a scalar turbulent diffusivity as follows [212]:
DT,ij =
∂
∂xk
µT
σk
∂u ′iu
′
j
∂xk
 (4.78)
The turbulent viscosity, µT , is computed using Equation 4.102.
Lien and Leschziner [212] derived a value of σk = 0.82 by applying the generalized
gradient-diffusion model, Equation 4.77, to a planar homogeneous shear flow. Note that this
value of σk is different from that in the standard and realizable k- models, in which σk = 1.0.
4.3.3.2. Pressure-strain term
The fluctuating pressure enters Equation 4.76 through the pressure strain tensorRij and through
the pressure driven turbulent diffusion (second term in DT,ij). In flows with constant density the
trace ofRij is zero; this term does not enter in the equation for the turbulent kinetic energy k, but
it is important for the redistribution of excess energy between the components of the Reynolds
stress. It is possible to show (see for example [280]) that the order of magnitude of this term
can be almost equal to the order of magnitude of the production, the dissipation being small (for
example in the turbulent boundary layers). Together with the production and the dissipation,
the redistribution must be an important process in the balance of the Reynolds stress and that
explains the reason for the effort put by researchers in the modeling of that term.
The classical approach to modeling Rij is through the following decomposition [126, 115,
202, 199]:
Rij = Rij,1 +Rij,2 +Rij,w (4.79)
where:
Rij,1 - slow pressure-strain term6
Rij,2 - rapid pressure-strain term
Rij,w - wall-reflection term.
The decomposition can be understood from an examination of the Poisson equation for the
fluctuating pressure:
1
ρ
∇2p ′ = −2∂Ui
∂xj
∂u ′j
∂xi
− ∂
2
∂xi∂xj
(
u ′iu
′
j − u ′iu ′j
)
(4.80)
in which it is possible to identify the following terms:
1
ρ
∇2p ′rapid = −2
∂Ui
∂xj
∂u ′j
∂xi
(4.81)
1
ρ
∇2p ′slow = −
∂2
∂xi∂xj
(
u ′iu
′
j − u ′iu ′j
)
(4.82)
6The names of the pressure component refer only to the fact that the rapid pressure contains directly the mean pressure
gradient, but they have nothing to do with a general response velocity.
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The complete solution contains also a third term, a harmonic term solution of the following
equation:
1
ρ
∇2p ′arm = 0 (4.83)
Consequently with the previous distinction, also the tensorRij can be split into different contri-
butions7. In homogeneous turbulence the solution of the above equation leads to the following:
Rij = Aij +Mijkl ∂Uk
∂xl
(4.84)
where:
Aij =
1
4pi
∫∫∫
V
∂u ′i
∂xj
+
∂u ′j
∂xi
 ∂2(u ′ku ′l )
∂yk∂yl
d3y
|x− y| (4.85)
Mijkl =
1
2pi
∫∫∫
V
∂u ′i
∂xj
+
∂u ′j
∂xi
 ∂u ′l
∂yk
d3y
|x− y| (4.86)
The integration domain in Equations 4.85 and 4.86 is the entire volume. If the turbulence
is not homogeneous, then the second term in Equation 4.84 becomes an integral with the mean
velocity gradient inside the integral. But it is expected that the influence of turbulence at locations
two or three eddies away is negligible and so it is possible to assume that turbulence is locally
homogeneous and use directly Equation 4.84. The models for the two tensors are based on both
the symmetry and kinematic considerations (see [422] for the derivations).
The slow pressure-strain term,Rij,1, is modeled as:
Rij,1 ≡ −C1ρ 
k
[
u ′iu
′
j −
2
3
δijk
]
(4.87)
with C1 = 1.8.
The rapid pressure-strain term,Rij,2, is modeled as:
Rij,2 ≡ −C2
[
(Pij + Fij +Gij − Cij)− 2
3
δij(P +G− C)
]
(4.88)
where:
C2 = 0.60
Pij , Fij , Gij , and Cij = are defined as in Equation 4.76
P = 12Pkk
C = 12Ckk
The wall-reflection term,Rij,w, is responsible for the redistribution of normal stresses near
the wall. It tends to dampen the normal stress perpendicular to the wall, while enhancing the
7From DNS simulation it is possible to see that the harmonic pressure term can be neglected since it is an order of
magnitude smaller than the other two terms.
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stresses parallel to the wall. This term is modeled as:
Rij,w ≡ C ′1

k
(
u ′ku ′mnknmδij −
3
2
u ′iu
′
knjnk −
3
2
u ′ju
′
knink
)
k3/2
C`d
+ C ′2
(
Rkm,2nknmδij − 3
2
Rik,2njnk − 3
2
Rjk,2nink
)
k3/2
C`d
(4.89)
where:
C ′1 = 0.5
C ′2 = 0.3
nk - is the component of the unit normal to the wall
d - is the normal distance to the wall
C` = C
3/4
µ /κ
The constant Cµ = 0.09 and κ is the von Karman constant (= 0.4187).
When the RSM model is applied to near-wall flows the pressure-strain model needs to be
modified. The modification used, specifies the values of C1, C2, C ′1 , and C
′
2 as functions of the
Reynolds stress invariants and the turbulent Reynolds number, according to the suggestion of
Launder and Shima [203]:
C1 = 1 + 2.58A
√
A2
{
1− exp
[
−(0.0067Ret)2
]}
(4.90)
C2 = 0.75
√
A (4.91)
C ′1 = −
2
3
C1 + 1.67 (4.92)
C ′2 = max
[
2
3C2 − 16
C2
, 0
]
(4.93)
with the turbulent Reynolds number defined asRet = (ρk2/µ). The parameterA and the tensor
invariants, A2 and A3, are defined as
A ≡
[
1− 9
8
(A2 −A3)
]
(4.94)
A2 ≡ aikaki (4.95)
A3 ≡ aikakjaji (4.96)
aij is the Reynolds-stress anisotropy tensor, defined as:
aij = −
−u ′iu ′j + 23kδij
k
 (4.97)
In [355] a different model for the pressure-strain model have been proposed. This model has
been demonstrated to give superior performance in a range of basic shear flows, including plane
strain, rotating plane shear, and axisymmetric expansion/contraction. This improved accuracy
should be beneficial for a wider class of complex engineering flows, particularly those with
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streamline curvature. This model is written as follows:
Rij = −
(
C1ρ+ C
∗
1P
)
aij + C2ρ
(
aikakj − 1
3
amnamnδij
)
+(
C3 − C∗3
√
aijaij
)
ρkSij + +C4ρk
(
aikSjk + ajkSik − 2
3
amnSmnδij
)
+
C5ρk
(
aikΩjk + ajk + Ωik
)
(4.98)
The mean strain rate, Sij , and the mean rate-of-rotation tensor, Ωij , are previously defined.
The constants are:
C1 = 3.4, C
∗
1 = 1.8, C2 = 4.2, C3 = 0.8, C
∗
3 = 1.3, C4 = 1.25, C5 = 0.4
This model is know as the quadratic pressure-strain model. It does not require a correction to
account for the wall-reflection effect in order to obtain a satisfactory solution in the logarithmic
region of a turbulent boundary layer.
The ideal model for the pressure strain term should satisfy the following criteria (see [280]):
1. In the rapid distortion limitRij must be linear in the mean velocity gradient;
2. The rapid pressure part ofRij must be determined by the tensorMijkl, which must satisfy
the following exact relations:
Mijkl = Mijlk Mijkl = Mjikl Mijjl = 0 Mijkk = uiuj
3. The rapid pressure tensor must be linear in the Reynolds stresses;
4. The implementation must satisfy realizability conditions;
5. It must be frame independent.
The model previously described does not satisfy the second conditions. An extension of the
original model was provided in [355] in order to fill this gap, but the performances of the new
models were worst than the original one.
4.3.3.3. The kinetic energy
When the turbulence kinetic energy is needed for modeling a specific term, it is obtained by
taking the trace of the Reynolds stress tensor:
k =
1
2
u ′iu
′
i (4.99)
4.3.3.4. The dissipation tensor
The dissipation tensor, ij , is modeled as:
ij =
2
3
δij(ρ) (4.100)
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The scalar dissipation rate, , is computed with a model transport equation similar to that
used in the standard k-:
∂
∂t
(ρ) +
∂
∂xi
(ρUi) =
∂
∂xj
[(
µ+
µT
σ
)
∂
∂xj
]
C1
1
2
Pii

k
− C2ρ
2
k
(4.101)
where the constants have the following values:
σ = 1.0
C1 = 1.44
C2 = 1.92
The turbulent viscosity, µT , is computed similarly to the k- models:
µT = ρCµ
k2

(4.102)
where Cµ = 0.09. Equation 4.100 is based on the Kolmogorov assumption of homogeneity of
the small scale eddies where dissipation occurs. In reality also the dissipation can be anisotropic,
especially near the walls, and attempts were made to incorporate that effects. For example Han-
jalic and Launder [140] postulate that:
ij = ρ(
2
3
δij + 2fsaij)
where fs is a low-Reynolds dumping function, postulated as:
fs = (1 + 0.1ReT )
−1
4.4. Large-eddy simulations
All the models previously described fail in universality. The reason is that the physical properties
of the turbulence are strongly related to the biggest geometrical scales. The approach of the Large
Eddy Simulation aims to simulate the dynamics of the biggest scale and then to leave the issue
of modeling to the smallest scales that are believed to be more universal.
4.4.1. The filtering operators
The filtering operator (see for more mathematical details [301]) is the operator that allows to sep-
arate the scales, retaining the variations related to the biggest scales and cutting out the variation
of small scales.
The general filtering operator is defined by:
〈φ〉LES (x, t) =
∫∫
D
φ(x− r, t− τ)G(x, r, t, τ)dr dτ (4.103)
where D is the flow domain, and G(x, r, t, τ) is the filter function that determines the scale of
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the resolved eddies. The filter must satisfy the following normalization condition:∫
D
G(x, r, t, τ)dr = 1
In the simplest case the filter is homogeneous and it does not depend on x and on t. Using
the filtered field, it is possible to decompose the original variable in the following way:
φ(x, t) = 〈φ〉LES (x, t) + φ ′(x, t) (4.104)
The analogy with Reynolds or Favre decomposition is evident, but there are several impor-
tant differences. The filtered variable 〈φ〉LES (x, t) is still a stochastic variable and in general
the filtered residuals are not zero: 〈
φ ′
〉
LES
(x, t) 6= 0
To clarify the effect of the filter function, it is better to work in the spectral space. The
spectral field of a variable φ is written, using Laplace transform F :
φ(κ) ≡ F(φ(x)) =
+ inf∫
− inf
eiκrφ(r)dr (4.105)
Using the properties of the Fourier transform on the convolution operator we can write for
the filtered variable:
〈φ〉LES (κ) = F(
〈
φ(x)
〉
LES
) = G(κ)φ(κ) (4.106)
where G(κ) is the transfer function, 2pi times the Fourier transform for the filter function. The
transfer function has always the properties, coming from the normalization relation, that:
G(0) = 1
and usually for large κ decreasing towards zero. In Table 4.1 the most used one-dimensional
filters in CFD calculation are reported.
Name Filter function Transfer function
General G(r) G(κ) ≡ ∫ + inf− inf eiκrG(r)dr
Box 1∆H(
1
2∆− |r|)
1
2κ∆
1
2κ∆
Gaussian
√
6
pi∆2 exp
(
− 6r2∆2
)
exp
(
−κ2∆224
)
Sharp spectral pir/∆pir H(
pi
∆ − |κ|)
Cauchy api∆[(r/∆)2+a2] a =
pi
24 exp(−a∆|κ|)
Pao exp
(
−pi2/324 (∆|κ|)4/3
)
Table 4.1.: Filter function and transfer function for one-dimensional filters
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From Equation 4.106 it is possible to see that the effect of the filtering process is to cut the
frequency of the turbulence above certain values depending on the filter. In such a way the low
frequencies (responsible for the slow field variation and related to the biggest eddies) are retained
inside the filtered Navier-Stokes equations and the high frequencies must be modeled. The NS
equations are in this case time dependent. The strategy of the simulations is to place the cut
above the energy containing region in such a way that the direct solution of the filtered equations
represents the most important features of the flow.
The smallest eddies (the highest frequencies) remain to be modeled. For these eddies even
the less sophisticated approaches (homogeneous and isotropic turbulence) are more useful than
for the entire turbulence field (that normally is neither homogeneous nor isotropic).
It is possible to show that the time derivative commute with the filtering operator and also
the averaging operator does so.
Usually the filtering is done only on the spatial variables and that leads to the following
decomposition for the filter operator:
G(x, r, t, τ) = δ(t− τ)Gx(x, r)
It should be considered that even a pure spatial filter induces a cat on temporal frequencies
and similarly, a temporal filter creates a cut on spacial wavelength. Let be ∆ the cutoff length
and kc = pi/∆ the wave number. Let E(κ) be the energy spectrum of the exact solution. The
kinetic energy associated to the wave number κc is κcE(κc) and a velocity can be extracted as
vc =
√
κcE(κc). The characteristic time associated with the length ∆ is:
tc =
∆
vc
The cutoff frequency is then: ωc = 2pi/tc. The spectrum E(k) used in LES simulation is mono-
tonic decreasing function of k. This implies that the imposing a spatial cutoff all the frequencies
smaller that ωc are not taken into consideration.
It is possible to establish a formal link between the LES models and the RANS models. The
averaged RANS operator is defined by the time Equation 4.36:
~v(~r, t) = ~U(~r, t) + ~v ′(~r, t)
~v(~r, t) ≡ U(~r, t) = 1
∆t
t+∆t∫
t
~v(~r, τ)dτ
In term of filter function it is possible to recognize in the RANS operator the following:
G(x, r, t, τ) =
HT
∆t
· δ(x− r) (4.107)
whereHT is the Heviside function for the time interval. The transfer function associated with the
previous operator is:
G() =
sin(0.5ω∆t)
0.5ω∆t
(4.108)
As pointed out previously, the RANS models were constructed with the intention to have
their averaged part, independent of the time. With the filter formalism it is possible to get the
same equations, but this time the averaged part is just a resolved part, generally dependent on
time with frequency less than a certain value ωc = 1/0.5∆t.
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4.4.2. The filtered Navier-Stokes equations
Filtering the incompressible Navier-Stokes equations, one obtains:
∂ρ
∂t
+∇(ρ 〈~v〉
LES
) = 0 (4.109)
and:
∂
∂t
(ρ
〈
~v
〉
LES
) +∇ · (ρ 〈~v〉
LES
〈
~v
〉
LES
) = ∇ (µ∇ · 〈ui〉LES)−∇〈p〉LES −∇ · τRij (4.110)
where τRij is the residual stress defined by:
τRij ≡ ρ
〈
vivj
〉
LES
− ρ〈vi〉LES
〈
vj
〉
LES
(4.111)
It is possible to define, as in the Reynolds decomposition, the residual kinetic energy:
kr ≡ 1
2
τRii (4.112)
end the anisotropic residual stress tensor:
τij = τ
R
ij −
2
3
krδij (4.113)
The isotropic residual stress tensor can be incorporated in a modified filtered pressure:
P ≡ P + 2
3
kr
With this definition the filtered momentum equation can be written:
∂
∂t
(ρ
〈
~v
〉
LES
) +∇(ρ 〈~v〉
LES
〈
~v
〉
LES
) = ∇ (µ∇〈ui〉LES)−∇〈p〉LES −∇τij (4.114)
4.5. Probability density function method
In turbulent flows the velocity (and more generally each involved field φ) can be seen as a fluctu-
ating variable and treated using the methods of stochastic theory in which the solved variables are
not anymore averaged quantities as in the models aforementioned, but the distribution functions
of that variable P(x, t). Averaged quantities and correlations must then be calculated as the first
and second moments of the function P(x, t).
The transport equation for the velocity PDF can be derived from the NS equation and it is
written in the following form [280, 124]:
∂Pu
∂t
+ ui
∂Pu
∂xi
=
(
1
ρ
∂p
∂xi
− fi
)
∂Pu
∂Ui
− 1
ρ
∂
∂Ui
〈∂τij
∂xj
− ∂p
′
∂xj
∣∣∣∣∣ U
〉
Pu
 (4.115)
All convective transport are in closed form while models are required for the dissipation terms
and for the correlation of the fluctuating pressure. A similar equation can be also written for the
PDF of the thermal variables as shown in Chapter 5.
Closures cannot be found using the function P alone because the PDF does not contain
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information on the turbulence scales. One way to overcome this deficiency is to couple the
equations for the PDF with equations for the dissipation . An other way (see [280]) is to solve
for the join PDF of velocity and turbulent frequency.
The most common model for the closure of the equation is the generalized Langevin model
described in [280] and [279]. The final equation reads:
∂Pu
∂t
+ ui
∂Pu
∂xi
−
(
1
ρ
∂p
∂xi
)
∂Pu
∂Ui
=
∂
∂Ui
[
PuGij(Uj −
〈
Uj
〉
)
]
+
1
2
C0
∂2Pu
∂Ui∂Uj
(4.116)
The RANS equations are obtained from the moment of the equation 4.115. The zeroth-
moment describe the equation for the mass balance while the first moment describe the equa-
tions for the momentum (the Navier-Stokes equations). Higher moments can be used to obtain
equations and closure for the Reynolds stress tensor and consequently detailed RSM equations.
4.6. Direct Numerical Simulations
The idea of the DNS models is to resolve all the scales of the turbulence down to the dissi-
pation scale (the Kolmogorov scale). That makes the DNS the most complete turbulence model
available. The model gives a complete description of the turbulence and it does not need any sub-
model for the closure. Unfortunately the model is extremely expensive in terms of computing
time. For high Reynolds numbers the huge difference between the large scale and Kolmogorov
scale needs grids so fine that currently using the most powerful computers only flows on rela-
tively small domains can be simulated.
4.7. Boundary conditions
A mathematical problem based on differential equations is completely defined when the bound-
ary conditions are specified. In the case of CFD applied to an enclosure (most of the cases
applications presented in this book are dealing with system bounded by well defined surfaces),
the boundary conditions express physical properties of the bounding surface. In this chapter the
boundary conditions for
• Momentum;
• Turbulence quantities;
• Energy;
• Components;
• Radiation intensity.
will be considered.
4.7.1. Boundary conditions for Momentum
Inlets Instead of the momentum itself, this boundary condition is expressed in term of the
velocity. The velocity at inlets is considered constant over the entire cross-section of the inlet
duct and its value is derived from the measured mass flow rate Φ:
v =
Φ
ρS
(4.117)
100
4.7. Boundary conditions
where S is the cross-section surface of the inlet duct.
Walls The condition of no slip velocity is assumed at the walls therefore the velocity is zero at
the surface of the walls. This condition creates a boundary layer composed by three regions. In
the innermost layer, called the viscous sub-layer, the flow is laminar, and the molecular viscosity
plays a dominant role in momentum and heat or mass transfer. In the outer layer, called the
fully-turbulent layer, turbulence plays a major role. Finally, there is a region between the viscous
sub-layer and the fully turbulent layer where the effects of molecular viscosity and turbulence
are equally important.
To avoid the exact solution of the near wall effects (the calculation of boundary layers
requires fine cells near the wall to be adequately resolved), the wall function approach is used. In
the vicinity of the wall the velocity is not resolved, but it is assumed to follow the fully turbulent
boundary profile:
u+ =
1
κ
ln(Eu+) + C+ −∆B (4.118)
where k = 0.4187 (von Karman constant), C+ = 5, 0 and E = 9.793 (wall function constant).
The dimensionless velocity velocity u+ ≡ uuτ is expressed in terms of the dimensionless distance
from the wall y+ ≡ y·uτν and:
uτ ≡
√
τw
ρ is called the friction velocity or shear velocity
τw is the wall shear stress,
ν is the kinematic viscosity
∆B is a roughness function that quantifies the shift of the intercept due to roughness effects.
∆B depends, in general, on the type (uniform sand, rivets, threads, ribs, mesh-wire, etc.) and
size of the roughness 8
The most disadvantage of the presented wall function is its deterioration when the non
8There is no universal roughness function valid for all types of roughness. For a sand-grain roughness and similar
types of uniform roughness elements, however, ∆B has been found to be well-correlated with the non-dimensional
roughness height, K+s = ρKsu∗/µ where K+s is the physical roughness height.
Analysis of experimental data show that the roughness function, ∆B, is not a single function of K+s , but takes
different forms depending on the K+s value itself. It has been observed that there are three distinct regimes:
1. Hydrodynamically smooth: K+s < 3 ∼ 5 ;
2. Transitional: 3 ∼ 5 < K+s < 70 ∼ 90 ;
3. Fully rough: K+s > 70 ∼ 90 .
According to the data, roughness effects are negligible in the hydrodynamically smooth regime, but become in-
creasingly important in the transitional regime, and take full effect in the fully rough regime.
For each regime the software uses different correlation. For the hydrodynamically smooth regime:
∆B = 0
For the transitional regime
∆B =
1
κ
ln
[
K+s − 2.25
87.75
+ CKsK
+
s
]
× sin
{
0.4258(lnK+s − 0.811)
}
where CKS is a roughness constant, and depends on the type of the roughness.
In the fully rough regime:
∆B =
1
κ
ln(1 + CKsK
+
s )
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dimensional distance from the wall y+ is smaller then 30. Many improvements of the 4.118 have
been considered. One of the most used is the two layer model where the linear viscous region is
resolved together with the logarithmic turbulent region and a blending function is applied [173].
4.7.2. Boundary conditions for turbulence
Inlets: At the inlets the values for he unknown variables must be given. In the case of the 2
equations k- model both the kinetic energy k and the dissipation  must be assumed. Usually
those two values are correlated to more general quantities, like the turbulent intensity and the
hydraulic diameter. The correlations valid for a long pipe, function of the turbulent intensity I
and a typical length scale l, can be used as conditions at the inlets:
k =
3
2
(UI)
2 (4.119)
 = C3/4µ
k3/2
l
(4.120)
ω =
k1/2
C
1/4
µ l
(4.121)
where l is the turbulent scale correlated to the diameter of the duct (D) by l = 0.07D. The factor
0.07 is based on the maximum value of the mixing length in fully-developed turbulent pipe flow.
In the case of the RMS model the previous relations are completed by the isotropic turbu-
lence assumption such that:
u ′iu
′
j = 0 (4.122)
Walls: The presence of the wall is extremely important for the turbulent field for two reasons:
1. the components of the fluctuations orthogonal to the walls are greatly suppressed, leading
to non-homogeneous turbulence;
2. the high vorticity of the stream generates turbulence that is transported to the bulk flow.
As a boundary condition for the turbulent energy k the following equation is assumed:
∂k
∂n
= 0 (4.123)
where n is the local coordinate normal to the wall. The production of kinetic energy, and its
dissipation rate, at the wall-adjacent cells, are computed on the basis of the local equilibrium
hypothesis (see [280]). Under this assumption, the production of k and its dissipation rate are
assumed to be equal in the wall-adjacent control volume.
Gk ≈ τw ∂U
∂y
= τw
τw
κρC
1/4
µ k
1/2
P yP
(4.124)
The value of  is computed from:
P =
C
3/4
µ k
3/2
P
κyP
(4.125)
For the RSM model, using a local coordinate system, where τ is the tangential coordinate,
η is the normal coordinate, and λ is the bi-normal coordinate, the Reynolds stresses at the wall-
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adjacent cells are computed from:
u ′2τ
k
= 1.098,
u ′2η
k
= 0.247,
u ′2λ
k
= 0.655, −u
′
τu
′
η
k
= 0.255 (4.126)
The values of k and  are evaluated solving a k −  two-equations model.
4.7.3. Boundary conditions for energy
Inlets If the diffusion (conduction) can be neglected in comparison with advection (the Pe
number calculated at the inlet is approaching infinity), the knowledge of the temperature of the
incoming flow is sufficient for the calculation of the incoming energy. A boundary condition of
the first art is then assumed.
If, on the contrary, the Peclet number at the inlet is small, the temperature at the inlet differs
from the temperature of the free incoming flow and must be calculated from simplified (usually
one-dimensional) calculations based on energy transfer in the inlet pipe.
Walls All the three kind of boundary formulation (Neumann, Dirichlet and Robin) can be used
as boundary conditions at the furnace walls. If a temperature can be measured or estimated, a
boundary of the first kind using the value of the energy calculated from the known temperature
can be imposed. If the heat flux is known, a boundary condition of the second kind is applied.
The required heat flux knowledge is usually obtained if the walls are cooled, using a cooling
medium. An energy balance for the cooling medium gives the required heat extracted from the
device. A boundary condition of the third art can be implemented if the mechanism of the heat
transfer is known. In the case of convection the relation
q˙ = h (Tw − T∞)
can be applied as boundary condition. In the previous relation the convective coefficient h must
be known. The previous relation can be generalized to the situation in which radiation (or a mix
of convection and radiation) is responsible for the heat removal and a simplified version of a
problem with conjugated heat transfer problem must be solved.
In the case of furnaces, where the walls are made by isolating materials, the temperature
gradients along the wall are smaller than the gradients through the wall, since heat transfer along
the walls are negligible. In this case, heat transfer from the internal surface can be calculated
considering one-dimensional conduction only. If in addition planar geometry and constant wall
conductivity k can be assumed, the heat transfer rate is given by:
q˙ = k
Tw − Te
d
(4.127)
where the thickness of the wall d, the temperature of the internal surface Tw and the temperature
of the external surface Te are linked together.
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The law-of-the-wall for the energy has the following composite form:
T ∗ ≡ (Tw − TP ) ρcpC
1/4
µ k
1/2
P
q˙
=

Pr y∗ + 12ρPr
C1/4µ k
1/2
P
q˙ U
2
P (y
∗ < y∗T )
Prt
[
1
κ ln(Ey
∗) + P
]
+
1
2ρ
C1/4µ k
1/2
P
q˙
{
PrtU
2
P + (Pr − Prt)U2c
}
(y∗ > y∗T )
(4.128)
where P is computed using the formula:
P = 9.24
( Pr
Prt
)3/4
− 1
[1 + 0.28e−0.007Pr/Prt] (4.129)
and:
kP - turbulent kinetic energy;
ρ - density of fluid;
Cp - specific heat of fluid;
q˙ - wall heat flux;
Tp - temperature at the cell adjacent to wall;
Tw - temperature at the wall;
Pr - molecular Prandtl number (µcp/kf );
Prt - turbulent Prandtl number (0.85 at the wall);
A - 26 (Van Driest constant);
Uc - mean velocity magnitude at y∗ = y∗T .
4.7.4. Boundary conditions for the components
Inlets The treatment of the component is similar to the treatment sketched in Section 4.7.3. If
the diffusion of the component can be neglected at the inlet, then a boundary condition of the
first art with a given value for the mass or mole fraction can be used. If the Peclet number is
negligible, a similar calculation as the one proposed for the energy can be used.
Walls At the walls several conditions can be applied, considering which chemical or physical
process takes place at the surface itself. If the wall is impermeable then a zero-flux conditions is
the most appropriate. Other boundaries can be used if mass transfer is present, namely a given
mass flux or a constant mass (or mole) fraction. If the wall is in reality a liquid surface and
phase change is allowed, then a constant value for the mass fraction can be applied (boundary
condition of the first art). The constant value can be calculated from the phase change curve,
invoking thermodynamic equilibrium at the surface. Chemical reactions as well as permeable
membranes can be simulated assuming a given heat flux of the component.
The law-of-the-wall for species can be expressed for constant property flow with no viscous
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dissipation as:
Y ∗ ≡
(
Yi,w − Yi
)
ρC
1/4
µ k
1/2
P
Ji,w
=
 Sc y
∗ (y∗ < y∗c )
Sct
[
1
κ ln(Ey
∗) + Pc
]
(y∗ > y∗c )
(4.130)
where Yi is the local species mass fraction, Sc and Sct are molecular and turbulent Schmidt
numbers, and Ji is the diffusion flux of species at the wall (in this calculation there is no mass
transfer through the wall and so Ji = 0). Pc and y∗ are calculated in a similar way as P and
y∗, with the difference being that the Prandlt numbers are always replaced by the corresponding
Schmidt numbers.
4.8. Radiative heat transfer
Radiation interacts with both, gas and particles. The theory of radiative heat transfer is complex
and is behind the scope of this book. Here only the principles can be given and the interested
reader must be referred to specific literature (see for example [247, 158, 385]).
The variation of the spectral intensity Iη along an optical path s due to absorption, emission,
and scattering (both, in- and out-scattering) is described by the radiative heat transfer equation
(RTE):
d Iη
d s
= −aη · Iη + aη · Iη,b − p04piIη
(
~si
) · Φη (~si, ~s) · d Ωi (4.131)
where aη is the absorption coefficient in cm−1, Iη is the spectral intensity in W cm m−2 sr−1,
ση,s is the scattering coefficient in cm−1, and Φη is the so-called scattering phase function (di-
mensionless). Index η emphasizes that the RTE is valid for one single wavenumber η in cm−1
only. However, since gas absorption properties and, therefore, the intensity field strongly depend
on wavenumber, simplifications for the treatment of gas properties are essential in conjunction
with overall CFD calculations. These simplifications are described in Section C.1. Solution of
the intensity field, equation (4.131) is obtained using a form of the discrete ordinates method,
e. g. see Ref. [109], which is called finite volume method [79, 256]. In this method, the RTE,
see equation (4.131) is solved for a discrete number of solid angles ∆Ω. Each direction i has a
weight given by its finite solid angle ∆Ωi / 4pi. When the mesh is unstructured, pixelation [256]
is used to minimize so-called control-angle overhang which means that solid angle are further
subdivided for integration over solid angle. For more details on the radiation solver, the reader is
referred to textbooks [247, 158] or the original publications [79, 256].
The modeling of the gas absorptivity a and the modeling of absorption and scattering on
droplets have been discussed in Section C.1 and Section C.1.1, respectively.
4.8.1. Boundary conditions
The boundary condition for the intensity can be derived from a formulation of the radiative
energy balance at the given surface. The balance at the surface express the condition that the
impinging radiation on the surface (the irradiance i) can be reflected, re-emitted or abosrbed by
the surface. Mathematically the balance is written in the following way:
q˙λ,α(x; θ) = iλ(x; θ) + jλ(x; θ, α) (4.132)
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where the radiosity jλ is the sum of the emitted and the reflected energy. It is important to notice
that in the previous equations all the quantities are function of the position on the surface (x), the
incoming angle θ and the out coming angle α. Moreover the energy balance previously written
is strictly valid for a single wavelength λ. In order to decrease the complexity of the treatment
usually in CFD application the assumption of gray body must be taken. For more information
see [247, 158].
4.9. Advantages of the CFD method
As already mentioned the CFD method has several advantages that can be exploited in industrial
applications. Even if more modeling is required to properly close the previously described equa-
tions and they will be introduced in the next chapters, a short list showing few examples of the
most advantage aspects of the CFD approach will follows.
Flow field calculation CFD method is the natural tools to solve problems in which the calcu-
lation of flow field is required. In many industrial applications complex configurations and
geometries are involved. These complexities and the particular geometries involved make
it generally difficult to use correlations derived in standard flow configurations.
Turbulent mixing and aerodynamics Mixing and aerodynamics are other two phenomena
of industrial interest that are driven directly by velocity distribution and if the flow is tur-
bulent, turbulence effects may play a dominant role. As in the previous case CFD method
is successfully employed to overcome the inherent difficulties of turbulence calculations
in complex geometries.
Convective heat transfer The standard simplified way of calculating the convective heat
transfer rate is using of Nusselt function for the calculation of the Nusselt number Nu
[163]. This method requires the knowledge of the Nusselt function for the specific tem-
peratures, velocity and gas composition together with the knowledge for the geometry. In
industrial application this details are not all the time easy to be obtained. The CFD method
solve the problem calculating the heat transfer process throughout all the boundary layers
until the surface. The assumptions behind such an approach are much more general and
the CFD method can be applied to more general and complex situation. For the sake of
correctness, it must be mentioned that in most of the CFD software a function of wall is
employed (see Section 4.7.3) and its limitations must be also taken into account. The ap-
plicability of a wall function has anyway less stringent limitations than the ones required
by the Nusselt function approach.
Radiative heat transfer Radiation is the most important heat transfer process at high tem-
perature applications, accounting for as high as 90% of the transferred heat. As a typical
example, the radiative heat fluxes in the radiative section of a boiler can be considered. The
solution of the Radiative Transfer Equation (RTE) in a scattering and absorbing medium,
as the gas inside a boiler, is based on the temperature distribution of the gas. Using CFD
the calculation of the temperature distribution can be performed with higher accuracy.
Heat transfer by conduction In some calculations of heat transfer by conduction the un-
certainties in boundary conditions can deteriorate the accuracy of the entire results. If
conjugated heat transfer can be applied at the unknown boundary, a CFD method can then
improves the predictability of the heat transfer calculation. The opposite situation can be
also of interest, where the calculation of cooling or heating of a body requires the solution
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of the heat conduction equation with boundaries given by convective (forced or natural)
heat transfer solved using CFD methods.
Flames Flame structure calculations are directly based on CFD because of the knowledge of
temperature and specie distribution (mixing) and because of the knowledge of the heat lost
by radiation. All those processes, as previously stated, can be easily simulated using CFD.
Particle dispersions Solid particle dispersion is an important issue in most of the industrial
application where solid fuel conversion is performed. As for the case of gas mixing, tur-
bulent mixing is the predominant driving effect. Therefore CFD can be successfully em-
ployed in this kind of applications.
Burnout of particles or droplets Burnout of particles or droplets can be calculated cor-
rectly only if temperature and species distribution are both accurately known. The classical
application of CFD software is the calculation of coal paths inside a boiler.
Emissions of CO, NOx , SOx , soot, particulate Emissions of flames in general are strongly
dependent on the flame structure even if in many case there is no strong effects of the emis-
sion back on the flame. The knowledge of the flame structure is, therefore, required and in
many cases CFD is the only choice able to provide it with the needed accuracy.
A state of the art of applications of reactive fluid dynamics is presented in [385].
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Homogeneous reactions are present in every solid fuel conversion process and gaseous compo-
nents interact chemically with each other and with the solid fuel. In order to be able to calculate
those interactions, energy and components equations must be added into the CFD tool presented
in the previous chapter. The species equation has been already written in equation 4.12:
ρ
∂Yi
∂t
+ ρ
(
~v · ∇)Yi = −∇ ~Ji + S˙i
while the energy equation has been written in equation 4.23:
ρ
∂e
∂t
+ ρ
(
~v · ∇) e+∇ · (~vP ) = Φ + Q˙−∇ · ~q + L
Homogeneous reactions contribute to both source terms, for the energy and for the components
involved in the reactions. If R˙j is the molar rate of reaction j expressed in kmols m3 , the source terms
in the aforementioned equations are:
S˙i =
∑
j
Mjνj,iR˙j (5.1)
Q˙ =
∑
j
MjR˙j∆hj (5.2)
where Mj is the molecular weight, νj,i is the stoichiometric coefficient for specie i in reaction j
and ∆hj is the formation enthalpy per unit mass of reactant.
5.1. The reaction mechanisms
In combustion and gasification hundreds of chemical species are involved in mechanisms of more
than 1000 elementary reactions [418, 78, 83]. The number of radicals involved and the number
of chemical paths followed by the reactions are dependent on the kind of fuel involved and on the
complexity of the used description. Nowadays many mechanisms have been developed with the
goal of describing chemical reactions involved in many complex chemical processes. The result-
ing networks are validated against standard flame configurations like flamelets, spontaneous igni-
tion processes or free flame propagation. References to currently existing mechanisms are given
in several review papers [83, 328, 415, 26, 171, 27, 276, 28]. For oxygenated compounds, found
in combustion of bio-diesel fuels and in gasification of several biomass and off-specification fuels
the mechanisms (see for example [276, 192, 185] ) are larger due to a higher number of carbon
atoms. As an important example, for natural gas which comprises mainly of alkane compounds
(methane, ethane, propane) the GRI 3.0 mechanism [338] was found to give a detailed enough
description.
Detailed mechanisms Detailed reaction mechanisms are developed and validated against
experimental results from simple laminar flames (e.g. laminar flame velocities, quenching strain
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rates, flame structures), from ignition experiments (ignition delay times from shock tube or rapid
compression machine experiments) or from flow reactor or perfectly stirred reactor experiments.
The goal of the mechanisms is to give a detailed description of all the molecular reactions in-
volved in a chemical process and that allows the application of the mechanisms in many (ideally
all) conditions. With the current state of the development the extrapolation to different conditions
than the validated ones, must be performed with care [385]. The accuracy of such mechanism is
high and the information obtained are quite detailed but the utilization of such large mechanism
become prohibitive in many industrial applications due to the requirement in available storage
and because of the long calculation times required. To overcome such drawbacks skeleton mech-
anisms and global mechanisms must be developed.
Skeleton Mechanisms Based on detailed reaction mechanisms so-called skeleton mecha-
nisms can be derived, which describe the system with an appropriate accuracy valid only for a
specific domain of interest. Very large reaction mechanisms with thousands of species and re-
actions can be simplified up to smaller mechanisms with only some hundred or less species and
reactions. Due to the loss of information such skeleton mechanisms do no longer cover the range
of applicability of the original mechanisms. The reduction can be performed using mathematical
tools or just considering some constraints from physics and chemistry of the system. Some of
the most common strategies are listed below [385]:
• Removal of peroxyde 1 from the mechanism for hydrocarbon combustion. Above temper-
atures of about 1100 K the β-decomposition of the primary fuel radicals 2 is so fast that
fuel specific peroxides are formed. Mechanisms for the high temperature application are
obtained by removing all peroxides of higher hydrocarbons and their reactions from the
mechanism.
• Grouping or lumping of chemical species. Many radical reactions of higher hydrocarbons
are not very site-specific, and therefore different radicals can be lumped together, thus
reducing the number of species.
• Removal of sub-mechanisms. In many cases the mechanism can be simplified by removing
sub-mechanisms. that do not couple back to the main mechanism.
Many mathematical tools are available for development of skeleton mechanisms [378].
They help in the identification of unimportant species and unimportant reactions. Reaction paths
analysis identifies the major reaction pathways by comparing the contributions of different reac-
tions to the formation and destruction of chemical species while sensitivity analysis identify the
rate-limiting elementary reactions.
Skeleton mechanisms have the advantage of being valid in a large range of applications.
On the other hand they still involve a relatively large number of chemical species. The idea of
adaptive chemistry is the adoption of different mechanisms for different regions, depending on
their ranges of applicability. Two methods that implement the idea are the method of adaptive
chemistry (or dynamic mechanism reduction) [323, 289] and the method of phase optimized
reaction mechanisms [48]. The original mechanism is a detailed reaction mechanism valid for a
large range. During the simulation the importance of the chemical species and chemical reactions
is monitored, and depending on the time or on the location in the reacting flow chemical rate
equations are solved only for the so-called active species.
1Peroxides are compounds containing an oxygen-oxygen single bond. The O – O group is called the peroxide group.
2β-decomposition is an important reaction in the chemistry of thermal cracking of hydrocarbons and it is based on the
splitting of the carbon-carbon bond
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A skeleton mechanism contain still planty of information and its level of accuracy is still
high at least in the region where the mechanism has been validated. The chemical kinetics
does not access the whole composition space, but is restricted to smaller subspaces of lower
dimension. The space of thermo-chemical states accessed by reacting flows is characterized by
two important properties:
• The space of the states accessed in a specific reacting flow is only a small subset of the
allowed one;
• After a short relaxation time the thermodynamic state is restricted to a small neighborhood
of low-dimensional attractors.
These two observations can be used to simplify further the mechanisms. A further reduction is
then based on the application of assumptions about species in steady states or reactions in partial
equilibria. The mechanism reduction procedure can then be divided into two tasks, namely the
identification of the steady state species or the reactions in partial equilibria, and their subse-
quent implementation for the mechanism reduction [397, 378, 220]. Many methods have been
suggested to do the analysis in a correct way, for example, methods based on CSP (computational
singular perturbation) [196, 197], instantaneous QSSA (quasi steady state assumption) [382], or
level of importance [218].
The method based on Identification of Low-Dimensional Manifolds reduces the number of
thermodynamic states, using the one confined to or at least in the vicinity of a low-dimensional
attractors in composition space, and express the chemical variable and the rates as a function of
a set of variables belonging to that manifolds (see [385] for more information).
Global mechanisms Global mechanisms express the chemical source terms using a small
number of chemical species (see [417] as an example). Many different variations with compar-
isons of different models can be found (see e.g. [272, 169, 10, 396, 113, 257, 243]). Equivalence
ratio or temperature dependent parameters are used to cover a large domain of stoichiometry
or the low and high temperature regime, respectively [113, 243, 40]. They have several major
advantages [385]:
• They involve only those species which are of interest, and not a large number of interme-
diates.
• The evaluation of the chemical source terms is computationally inexpensive.
• Storage problems like in tabulation methods are avoided.
• Coupling with any CFD code and transport model is simple.
Despite their simplicity, these global mechanisms can give good results, but only in a small
range of applicability. As an example, calculated flame speed for several mixture of methane
and air is presented in Figure 5.1. The speed is calculated using the full GRI3.0 mechanism
and the 4-step mechanism developed in [169] and both calculations are compared with an opti-
mized 2-step model [40]. The original 4-step mechanism overpredicts the flame speed in the
under-stoichiometric region while the agreement is quite satisfactory in the near- and over-
stoichiometric conditions. The failure of the original 4-step mechanism in fuel rich conditions
is due to an overprediction of the temperature inside the flame front, caused by a non correct
prediction of the equilibrium composition for those conditions. This drawback can be corrected
after fine tuning of the parameters.
Global mechanisms have also to be used with care because of the following drawbacks
[385]:
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Figure 5.1.: Comparison of laminar flame speed for a mixture of methan air at different stoichiometric con-
ditions
• The range of applicability is usually small, and an extrapolation is not possible;
• Typically the rate parameters have to be “tuned” to each new application;
• The interaction of the chemistry with the transport is a crucial issue and the transport
properties have to be tuned to the description by the reduced set of species;
• Some of these mechanisms (due to the fits of the rates) might introduce artificial stiffness
into the system.
Few reactions are always present in each global mechanism used for the simulation of con-
version of solid fuels:
• Oxidation of light hydrocarbons, as CH4, CO and H2;
• The homogeneous water gas shift reaction
CO + H2O = CO2 + H2 (R 5.1)
• Methanation reaction
CO + 3 H2 = CH4 + H2O (R 5.2)
and its reverse reaction, the steam methane reforming;
• Acetylene formation and oxidation;
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• Tar cracking reactions;
Without going into details, it is worth noticing that after reducing a detailed mechanisms
the expressions for the reaction rates are not in Arrhenius form, but they are expressed by a more
complex algebraic formulas involving the Arrhenius rates of several elementary reactions (see
[269]). The reaction rates can then be fitted using AT be−
E
RT to get the Arrhenius parameters A,
b and E with the consequence that their range of validity is only limited to the range fitted. More
generally, the parameters for any global reaction are function of the temperature, pressure and
air ration for any conditions for which the reduction has been done.
5.2. Reaction rates
Each reaction can be written in the following way:∑
i
νiRi =
∑
j
ν′jPj
where Ri are the names of the reactants and Pj are the names of the products; νi and ν′j are the
stoichiometric coefficients. The rate of formation or destruction of each species is:
Ri = kf, i
∏
j
[Rj ]
νj,i − kb, i
∏
j
[Pj ]
ν′j,i (5.3)
where:
kf, i - rate constant for the forward reaction
kf, i - rate constant for the backward reaction
[R]i - mole concentration of reactant i
[P ]j - mole concentration of product j
For reversible reactions, the forward and the backward reaction rate constants are linked
through the equilibrium constant:
kf
kb
=
(
P
RT
)∆ν
exp
(
∆S0
R
− ∆H
0
RT
)
(5.4)
where ∆ν =
∑
j ν
′
j −
∑
i νi.
Usually an elementary reaction takes place between two species only. Few reactions, for
example recombination or dissociation and few others, need a third body, to provide or remove
the reaction energy. The rate of formation or destruction of the species can be written as:
Ri =
kf, i∏
j
[Rj ]
νj,i − kb, i
∏
j
[Pj ]
ν′j,i
 [M ] (5.5)
The third body concentration [M ] is written as a function of the other stable species:
[M ] =
∑
i
ai [Ai] (5.6)
Not all the species have the same collision efficiency, thus the weighting coefficients ai take this
into account.
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The rate coefficients k are a function of the temperature only. These are usually expressed
using an Arrhenius form:
ki = AiT
b
i exp
(
− Ei
RT
)
(5.7)
with R being the ideal gas constant. The coefficient A is the pre-exponential factor, b is the
temperature power and E is the activation energy.
It is possible to give a deeper theoretical explanation of the Arrhenius form. A simple theory
of chemical reactions (the collision theory of the reaction rates) assumes that reactions occur at
a rate proportional to the collision between molecules. According to the kinetic theory of gases
the frequency of collision in an ideal gas where ni and nj molecules of kind i and j are present
respectively, is given by the equation:
Z = piσ2ninj
√
8KBT
piM
(5.8)
where KB is the Boltzmann constant, σ represent a typical molecular dimension, and M is the
reduced mass of the system. The temperature exponent 12 is not an universal feature. A better
calculation of the factor Z, based on the Lennard-Jones potential gives the following result:
Z = piσ2ninj
√
8KBT
pim
Ω(2,2)∗ (5.9)
where the parameter Ω(2,2)∗ represent a configuration integral:
Ω(2,2)∗ = 1.16145y−0.14874 + 0.52487 · e−0.7732Ty + 2.16178 · e−2.437887y
expressed as a function of a reduced temperature y = KBT√M and  is the Lennard-Jones parameter.
The previous relation shows clearly that the temperature dependency inside the factor Z is a
complex analytical function.
Only a fraction of encounters possessing energies higher than a certain amountE∗ are capa-
ble of reactions. The distribution of such molecules is, according to statistical thermodynamics:
n∗
n
= exp
(
− E
∗
RT
)
(5.10)
If then an activation energy Ea is defined by Ea ≡ E∗i + E∗j the reaction rate between the
molecules i and j is given by:
d
dt
[i] = ψAvσ2
√
8piKBT
m
· exp
(
− Ea
RT
)
· [i] · [j] (5.11)
with Av being the Avogadro’s number and ψ is the steric factor, accounting for the effectiveness
of each energetically allowed collision.
The transition state theory of reaction rates, allows a even deeper understanding of the
Arrhenius form. After any collision with energies in excess of Ea, a non stable molecule called
the activated complex is formed. The activated complex can further react following several path,
one of which produces back the initial reactants and one (or more) produced new molecules, the
products. Assuming that the activated complex is in equilibrium with the products and with the
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reactants an Arrhenius form can be formulated:
k = Zψ · exp
(
− E
∗
RT
)
(5.12)
with the following identifications (h is the Planck constant):
Z =
KBT
h
(RT )
n−1 (5.13)
ψ = exp
(
−∆S
R
)
(5.14)
Ea = ∆H (5.15)
Both ∆S and ∆H are differences between the reactant and the activated complex (which ther-
modynamical properties are usually not known). The equation 5.12 is exactly the expression of
the reaction constant in Arrhenius form.
Some reactions are pressure dependent. Typical examples of reactions that show a signif-
icant change of the reaction constant k with the pressure are unimolecular reactions, like the
isomerazation reactions:
A←−→ B (R 5.3)
and the dissociation and association reactions:
A←−→ B + C (R 5.4)
Unimolecular reactions are not elementary reactions since they do not posses the required
energy to exceeding the energetic barrier of the reaction. For a unimolecular reaction to proceed,
the reactant molecule A must first be excited to the required energy. A molecule that is suffi-
ciently excited is called an activated species and often labeled with an asterisk A∗. The reaction
between two excited state is elementary. There are a number of ways that an activated species
can be produced:
1. Chemical activation where the exited molecule A∗ is the product of a chemical reaction:
B + C −−→ A∗
2. Thermal activation, where the activated state is produced by bimolecular collision:
A + M −−→ A∗ + M
3. Photoactivation, ehere A∗ is produced as a result of absorption of a photon.
Once an activated molecule has been produced, multiple isomerization and dissociation reactions
may become competitive with one another and with collisional stabilization (thermal deactiva-
tion). The major pathway will depend on the relative rates of collision and reaction, which in turn
is a function of both temperature and pressure. At high pressure the collision rate will be fast, and
activated molecules will tend to be collisionally stabilized before reactive events can occur; this
is called the high-pressure limit. At low pressures the collision rate will be slow, and activated
molecules will tend to isomerize and dissociate, often going thorough multiple reactions before
collisional stabilization can occur.
The beginning of the pressure-dependent regime depends on both temperature and molecu-
lar size. The Figure 5.2 shows the approximate pressure at which pressure-dependence becomes
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important as a function of temperature and molecular size. The parameter m = Nvib + 12Nrot
represents a count of the internal degrees of freedom (vibrations and rotations, respectively). The
ranges of the figure (temperature and pressure) suggest that pressure dependence is in fact im-
portant over a wide regime of conditions of practical interest, particularly in high-temperature
processes such as pyrolysis and combustion [426].
The theory developed by Lindemann [213] has laid the foundations for understanding uni-
molecular reactions. As previously described the two elementary reactions:
A + M←−→ A∗ + M (R 5.5)
A∗ −−→ P (R 5.6)
lead to the following reaction rates:
d[A]
dt
= −k1,f [A][M ] + k1,b[A∗][M ] (5.16)
d[A∗]
dt
= k1,f [A][M ]− k1,b[A∗][M ]− k2[A∗] (5.17)
and after assuming steady state for the activated molecule, it follows:
d[A]
dt
=
k2
k1,f
k1,b
1 + k2k1,b[M ]
[A] (5.18)
showing that in the high pressure limit ([M ]→∞), the reaction rate is pressure independent.
A rigorous treatment of these processes requires detailed consideration of molecular en-
ergy levels. The Lindemann theory consider only translational energy while in real molecules
a better energy transfer is through the vibrational energies [154]. A further improvement of the
theory considers that molecules posses a distribution of energies P (E) that must be taken into
consideration. The RRKM expression (from the name of the Authors) for the microcanonical
rate coefficient k(E) was derived in [291, 176, 233] and the reaction constant is calculated after
averaging the reaction constants at different energies:
k =
∞∫
E0
P (E)
k2(E)
1 + k2(E)k1,b(E)[M ]
dE (5.19)
In the subsequent refinements of the theory, a master equation models of chemical systems
began appearing [326, 23, 250, 188, 116], including an early linear integral-differential equation
formulation [420]. Analytical solutions of the master equation for a variety of simple models
have been developed in [177, 381, 380], together with the first numerical approaches [370].
Numerical methods are required for complex unimolecular reaction networks and they became
much more attractive with the appearance of new algorithms, including methods for solving stiff
systems of ordinary differential equations and efficient algorithms for calculating the density of
states [34, 357, 14]. Computing power had increased to the point where it is practical to solve
the master equation numerically by discretizing the integrals over energy. The results for such
predictive calculations are usually expressed using simple functions for the reaction rate, with
fitting of parameters helping to achieved the required accuracy (see below).
The other category of reactions with pressure-dependent rate coefficients is bimolecular
reactions with formation of a complex. An example of such a pressure-dependent reaction is the
reaction of OH with CH3 radicals, which is important both in combustion and gasification.
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Figure 5.2.: Plot of the switchover pressure - indicating the onset of pressure dependence - as a function
of temperature and molecular size. The value m = Nvib + 12Nrot represents a count of the
internal degrees of freedom. (adapted from [426]
As mentioned before, for pressure dependent reactions the rate constant is often given in the
original Lindemann form:
k = kinf
1
1 + Pr
F (5.20)
where Pr is the reduced pressure: Pr =
k0[M ]
kinf
and:
[M ] - total concentration of the mixture
k0 - low pressure reaction rate in Arrhenius form
kinf - high limit pressure reaction rate in Arrhenius form
If F = 1 then the above Equation is in the Lindemann form. In some rate equations, the Troe
form is also used:
logF =
1 +( logPr + c
n− d (logPr + c)
)2−1 logFcent (5.21)
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where:
c = −0.4− 0.67 logFcent
n = 0.75− 1.27 logFcent
d = 0.14
Fcent = (1− α)e−
T
T3 + αe−
T
T2 + e−
T1
T
The reaction rate in equation 5.3 has been expressed using the concentration [X]. Since the
concentration is linked to the partial pressure pA by:
[A] ≡ NA
V
=
pA
RT
(5.22)
any reaction rates can be expressed also using pA, rearranging the factorsA and b in the Arrhenius
form.
5.3. The presence of turbulence
Turbulence, as discussed in Chapter 4, enhances both the mixing of the species and the transport
of the energy. The method used for the closure of the balance equations is similar to that used
in Chapter 4 for the momentum equations. A Reynolds decomposition applied to the species
equation and to the enthalpy equation gives the following relations:
ρ
∂Yi
∂t
+ ρ ~U · ∇Yi = −∇ · (Di,m∇Yi) +∇ · ~v ′ Y ′i + S˙i (5.23)
ρ
∂h
∂t
+ ρ~v · ∇h = +Q˙−∇ · ~qc + ~qm +∇~v ′h ′ (5.24)
In this equations extra terms require a closure, namely the Reynolds Energy flux ρu′ih′ and the
The specie Reynolds-flux ρu′iY ′
The direct approach to calculate the Reynolds Energy flux is to use the gradient transport
hypothesis:
ρu′ih′ = −ρDe,ij ∂h∂xj
De,ij = Ce
k
εu
′
iu
′
J
(5.25)
Usually the gradient transport hypothesis is written in term of turbulent quantities and dimen-
sionless numbers (here the Pr number). For simplicity of notations Yi ≡ Y i and h ≡ h:
ρu′ih′ = −
λt
cp
∂h
∂xj
= − µt
Prt
∂h
∂xj
(5.26)
Similarly the direct approach for the Reynolds species flux follows from the equation:
ρu′iY ′a = −ρDt,ij ∂Ya∂xj
Dt,ij = Ca
k
εu
′
iu
′
J
(5.27)
and written in terms of turbulent quantities and dimensionless numbers (here the Schmidt number
Sc):
ρu′iY ′a = −ρDt
∂Ya
∂xj
= − µt
Sct
∂Ya
∂xj
(5.28)
The turbulent diffusivity and the turbulent conductivity are introduced in the previous equa-
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tions. Using these two quantities, it is possible to define an effective diffusivity and an effective
conductivity.
For the standard k- model, for the realizable k- model as well as for the RSM model, the
effective thermal conductivity is given by:
keff = k +
cpµt
Prt
(5.29)
where k, in this case, is the thermal conductivity. The default value of the turbulent Prandtl
number is 0.85. For the RNG k- model, the effective thermal conductivity is:
keff = αcpµeff (5.30)
where α is calculated from a RNG differential equation [431] allowing the variation of the tur-
bulent Prandtl number with turbulence intensity 3.
Turbulent mass transfer is treated similarly:
Deff = D +
µt
ρSc
(5.31)
where Sc is the Schmidt number.
For the standard k-, realizable k- and RSM models, the default turbulent Schmidt number
is 0.7. For the RNG model, the effective turbulent diffusivity for mass transfer is calculated in a
way analogous to the method used for heat transport previously explained..
In highly turbulent flows the turbulent diffusion rate is usually much larger than the molec-
ular one, as shown in Table 5.1 taken from [228]. This observation will be used for the simplifi-
cation of the equations derived in Section 5.9.
Properties Molecular value Turbulent Value Unit
Viscosity 1.2 10−5 3.0 10−3 kgms
Conductivity ∼ 7 0.1 kJmK
Diffusivity 2.8 10−5 0.05 m
2
s
Table 5.1.: Order of magnitude for the turbulent and for the molecular properties [228]
If the simple gradient diffusion assumption is not accurate enough, a transport equations
for the Reynolds averaged term can be computed, in a similar way that has been done for the
calculation of the Reynolds stress tensor in Section 4.3.3. Using the equation for the enthalpy h
and the Navier-Stokes equations, it is possible to derive an exact equation for the second moment
[124]:
∂
∂t
(
ρu′ih′
)
+
∂
∂xk
(
ρUku′ih′
)
= ρPhi −
∂Thik
∂xk
+ Πhi − εhi +Mhi (5.32)
where the following terms are present:
1. The production term:
Phi ≡ −u′kh′
∂ui
∂xk
− u′iu′k
∂h
∂xk
(5.33)
3The RNG equation smoothly predicts the variation of effective Prandtl number from the molecular value (α = 1/Pr)
in the viscosity-dominated region to the fully turbulent value (α = 1.393) in the fully turbulent regions of the flow.
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takes into account the interaction between moments of the second order and gradients of
the averaged quantities. If the turbulent Reynolds stress tensor can be calculated then the
production term is closed.
2. The spatial transport:
Thik ≡ ρu′iu′kh′ − h′τ ′ik + u′iq − u′iujτjk + p′h′δik − p′u′iuk (5.34)
can be split into third correlation terms that can be closed using a diffusion gradient as-
sumption of the turbulent kinetic energy k.
3. The pressure scalar gradient:
Πhi ≡ p
∂h′
∂xi
− p∂(u
′
iuk)
∂xi
+ u′i
∂p′
∂t
(5.35)
contains a non closed spatial derivative that usually is neglected.
4. The production rate due to viscous forces:
Mhi ≡ uj
∂(u′iτjk)
∂xi
(5.36)
5. The dissipation rate:
εhi ≡ −q′k
∂u′i
∂xk
+ τ ′ik
∂h′
∂xk
(5.37)
6. The heat flux:
qk ≈ −λ ∂T
∂xk
− ρ
N∑
a=1
Daha
∂Ya
∂xk
(5.38)
In the case of the components the transport equation reads [124]:
∂
∂t
(
ρu′iY ′a
)
+
∂
∂xk
(
ρuku′iY ′a
)
= ρP ai −
∂T aik
∂xk
+Rai − εai + u′iSa (5.39)
where the following terms are present:
1. The production term:
P ai ≡ −u′kY ′a
∂ui
∂xk
− u′iu′k
∂Ya
∂xk
(5.40)
correlating the second moment with the averaged quantities gradients. Also this term is
closed if the Reynolds turbulent stress tensor is known.
2. The spatial transport term:
T aik ≡ u′ij′ak − Y ′aτ ′ik + ρu′iu′kY ′a + pY ′aδik (5.41)
scales as Re−1 and can be neglected for high Reynolds flows.
3. The pressure scalar gradient term:
Rai ≡ p′
∂Y ′a
∂xi
(5.42)
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4. The dissipation term:
εai ≡ −j′a,k
∂u′i
∂xk
+ τ ′ik
∂Y ′a
∂xk
(5.43)
5. The pressure diffusion
Πai ≡ −Y ′a
∂p′
∂xi
= Rai −
∂
∂xi
p′Y ′a (5.44)
The gradient diffusion hypothesis is invoked for the closure of the molecular diffusion:
ja,k = −Daρ
∂Ya
∂xk
≈ −ρDa ∂Ya
∂xk
−Daρ∂Y
′
a
∂xk
≈ −ρDa ∂Ya
∂xk
(5.45)
and it scales as Re−1 and can be neglected for high Reynolds flows.
5.3.1. Generation of turbulence in presence of chemical reactions
If the temperature changes inside the flow, then the presence of the gravitational forces, together
with density differences, leads to movements (instability of Kelvin-Helmoltz) that can generate
or reduce turbulence. The generation of turbulence due to buoyancy is given by:
Gb = βgi
µt
Prt
∂T
∂xi
(5.46)
where Prt is the turbulent Prandtl number for energy and ~g is the gravitational vector For both
the standard k- and the realizable k- the default value of Prt is 0.85. The coefficient of thermal
expansion, β, is defined as:
β = −1
ρ
(
∂ρ
∂T
)
p
(5.47)
For the ideal gas, Equation 5.46 reduces to
Gb = −gi µt
ρPrt
∂ρ
∂xi
(5.48)
It can be seen from the transport equations for k (equation 4.63), that turbulence kinetic
energy tends to be increased (Gb > 0) in an unstable stratification. For a stable stratification,
buoyancy tends to suppress the turbulence (Gb < 0). While the buoyancy effects on the gen-
eration of k are relatively well understood, the effect on the turbulent dissipation  is less clear.
However, it is possible to include the buoyancy effects in the transport equation for  (Equation
4.67) adding the following source (or sink) terms:
Sbuoyancy = C1

k
(C3Gb) (5.49)
The degree to which the dissipation is affected by the buoyancy, is determined by the C3 coeffi-
cient calculated according to the following relation [151]:
C3 = tanh
∣∣∣∣ vu
∣∣∣∣ (5.50)
where v is the component of the flow velocity parallel to the gravitational vector and u is the
component of the flow velocity perpendicular to the gravitational vector. In this way, C3 will
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become 1 for buoyant shear layers for which the main flow direction is aligned with the direction
of gravity. For buoyant shear layers that are perpendicular to the gravitational vector, C3 will
become zero.
In the Reynolds stress model the production terms due to buoyancy are:
Gij = −ρβ(giu′jT + gju′iT ) (5.51)
and they are modeled as:
Gij = β
µt
Prt
(
gi
∂T
∂xj
+ gj
∂T
∂xi
)
(5.52)
where Prt is the usual turbulent Prandtl number for energy. Using the definition of the coefficient
of thermal expansion, β, given by Equation 5.47 the following expression is obtained for ideal
gases:
Gij = − µt
ρPrt
(
gi
∂ρ
∂xj
+ gj
∂ρ
∂xi
)
(5.53)
5.4. Turbulent reacting flows
The interaction between turbulence and chemistry is in two directions. The presence of com-
bustion through heat release affects the formation and dissipation of the turbulence but also the
presence of fluctuating fields affects the rate of reactions. The effects of the heat release on the
turbulence are believed to be well described by the turbulence models presented in Chapter 4.
The increase of temperature, increases the molecular viscosity, leading to an increase of the dis-
sipation rate . Moreover, in the combustion region, the expansion of the gas causes an increase
of the velocity, leading to an increase of the kinetic energy k. Last, the gradients of density and
pressure create an extra source for the turbulence [53].
Turbulent reacting flows can be characterized by several non-dimensional numbers. The
most important one is the Damköhler number, defined as the ratio between the turbulent time
scale τt and the chemical time scale τc:
Da =
τt
τc
(5.54)
In the limit of high Damköhler numbers the chemical time is short in comparison with the turbu-
lent mixing time. The gas in the reacting region has time to complete the combustion before the
turbulence destroys the reacting region itself. The opposite scenario occurs when the Damköhler
number is less than one. Then, the chemistry is the slowest process and its influence dominates
the combustion. If the mixing is too fast, then the gas has no time to ignite and quenching must
be taken into consideration.
Another important number is the Karlovitz Number Ka, defined as the ratio between the
chemical time scale τc and the time scale of the structure at the Kolmogorov length scale τk:
Ka =
τc
τk
(5.55)
In the limit of low Karlovitz numbers the chemical processes are faster than the mixing at the
Kolmogorov scale and the spatial structure of the flame front is not affected by the detail of the
chemistry.
The Borghi diagram [52], shown in Figure 5.3, incorporates both the Damköhler and the
Karlovitz number. The x-axis is the logarithm of the ratio between the integral length lI and the
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Figure 5.3.: The Borghi diagram [52, 389]
chemical length lc. On the y-axis is the logarithm of the ratio of the turbulent velocity and the
mean flow velocity. In the Borghi diagram the lines where Da = 1 and the one with Ka = 1 are
shown. The diagram is divided into four regions:
Wrinkled Flamelets : In this region,Ka < 1 whileDa > 1, the chemistry time scale is fast if
compared with the flow field time scale. The chemistry does not affect the spatial structure
of the flame front. This region can be described well by a flamelet model.
Corrugated Flamelets : This region is similar to the previous one. The turbulent velocity is
anyway bigger than the integral one. The flame front can be still approximated as thin.
The turbulence is not able to change the flame front internal structure but corrugates its
surface.
Perturbed Flamelets : The chemistry can still be considered as fast with respect to the flow
dynamics but now the small Kolmogorov eddies are interacting with the chemistry. In this
region both extinction and reignition can take place.
Thickened flame : The turbulence strongly alters the spatial structure of the flame front be-
cause Ka > 1. Moreover, the non-equilibrium chemistry effects become evident: in the
thickened flame regime the assumption of fast chemistry fails.
The difficulties in developing a general turbulence-chemistry interaction model are also
mathematical. Let us consider a one-step global reaction of a fuel into a product:
A+B −→ P
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The source term is given by Equation 5.3 using an Arrhenius form for the kinetic rate constant:
SA = − ρ
2
MB
(k + k′)(Ya + Y ′a)(Yb + Y
′
b ) (5.56)
where the fluctuating and non-fluctuating components are explicitely written. The kinetic rate
constant k is non linear in temperature. The two terms containing the temperature are:
k1 = AT
n (5.57)
k2 = e
−E/RT (5.58)
They can be expanded into a series of the fluctuating temperature as follows:
k1 = AT
n
1 + ∞∑
i=1
Qn
(
T ′
T
)i (5.59)
k2 = e
−E/RT
1 + ∞∑
i=1
Pn
(
T ′
T
)i (5.60)
The two functions Qi and Pi are given by:
Qi =
n(n− 1)(n− 2) · · · (n− i+ 1)
i!
(5.61)
Pi =
i∑
j=1
(−1)i−j (i− 1)!
(j − 1)!2(i− j)!j
(
E
RT
)j
(5.62)
Putting everything together, the source term can be written in the following complicated
form:
SA = −ρ
2ATn
MB
e−
E/RT · [1+
+
Y ′AY
′
B
YAYB
+
Q1P1 +Q2 + P2
T
T ′2 +
Q1 + P1
YAT
Y ′AT ′ +
Q1 + P1
YBT
Y ′BT ′+
+
∞∑
a=1
(
C1,aY ′AY
′
BT
′a + C2,aY ′AT ′a+1 + C3,aY
′
BT
′a+1 + C4,aT ′a+2
)
The above equation, even if formally correct, cannot be used for CFD calculations for sev-
eral reasons:
• the series converges only if the fluctuations are small in comparison to the mean tempera-
ture;
• even if the ratio T ′T is within the convergence radius of the above series, the convergence
is slow. The first two terms do not provide a good enough accuracy;
• in order to evaluate other terms in the above description of the source, closure models for
second order correlations (or higher if more terms are considered) are needed, increasing
enormously the difficulties.
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In order to solve the closure problem for the source term, other approaches are needed.
5.5. The well-mixed reactor limit
The easiest situation in which the reaction rate can be explicitly written, is when the turbulent
mixing is quick enough that the turbulent structures have already been dissipated before chemical
reactions start to be effective. In such a condition the assumption of well mixed reactor (at
the molecular level) can be assumed and the reaction rates can be calculated as a function of
the averaged quantities since no fluctuations are present. The reaction rates are then directly
expressed by the mathematical relation presented in Section 5.2.
This situation is present in reactors where all the chemical reactions are slower than the tur-
bulent mixing. In reactors for solid fuels conversion this is never the case. Even if slow reactions
are present in the system, as for example the NO formation mechanisms, the fluctuations of the
temperature, due to the quicker and fluctuating reactions, influence strongly the rates and they
cannot be discarded (see Section 9.2).
5.6. Turbulent velocity models
When the flame front is sufficiently thin (low turbulence), it can be seen as a interface between
fuel and oxidizer (for non-premixed combustion) and it can be described as a geometrical entity.
Two formalisms have been proposed following this assumption, G-field equation (used mainly
in premixed flames) and the flame surface density concept (see [389]). The source term due to
chemical reactions can be written in term of a turbulent velocity flame St and the surface density
Σ:
S˙ = ρUStΣ (5.63)
A phenomenological model for the turbulent velocity must be provided. As an example the
following relation can be applied [425] :
St
SL
= 1 + C ·
(
u′
SL
)n
(5.64)
where the exponent n is usually∼ 0.7. A more theoretically derived equation is the one proposed
in [271] as a function of the turbulent Damköhler number Dat ≡ τturbτkin = k S
2
L
ν :
St − SL
u′
= aDat +
(
bDat + cDa
2
t
)0.5
(5.65)
Instead of 5.63 the flame front can be seen locally as a laminar flame, with the turbulence
influencing the surface of the flame:
S˙ = ρUSLΣt (5.66)
where the laminar flame speed SL is a characteristic of the flame and can be previously calcu-
lated. The turbulent surface density Σt may be estimated either from algebraic relations or as a
solution of an exact, but unclosed, balance equation. [75, 282].
The Bray-Moss-Libby (BML) model [60, 62] is based on the assumption of infinitely fast
chemistry. In this case, the instantaneous flame front are considered as a discontinuity that sep-
arates fresh mixture and the flue gases from each other. The flame can then be regarded as an
ensemble of quasi-laminar flame structures (flamelets), which are embedded in the turbulent flow
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field. It can be derived that in the first approximation, the flame front surface density can be writ-
ten by an algebraic expression function where the variance c′ and an integral length of the flame
front curvature L̂ can be linked. In addition, since an infinitely thin flame front is assumed, the
distribution of the reaction progress variable is bimodal. The surface density is then:
Σt = g
c(1− c)
σL̂
(5.67)
where g is a model constant of order unity and σ is an orientation factor, which describes the
time-average angle between the normal vector of the flame front and a characteristic isosurface
of the reaction progress variable. The constant g is considered to be an universal constant with
a value of 0.5. The characteristic flame front curvature must be described by a separate model,
being generally assumed that L̂ is proportional to the integral length of the turbulent flow. The
final form of the reaction rate for the BML model is:
S˙ = ρu
g
σCl

k
(1 + τT )c(1− c)
(1 + τT c)2
(5.68)
with Cl an other model constant and the heat release parameter τT = TbTu − 1 links the tempera-
tures of the burned and the unburned gas respectively.
5.7. The Probability Density Function method
If the variables in the source term of equation 5.56 are considered as fluctuating variables, the
averages present in the equations can be calculated knowing the probability density functions. In
CFD methods the control volumes are chosen small enough that the mixture can be considered
macroscopically homogeneous. When mixing at the molecular level is also ensured (micro-
scopical mixing) then the probability to find the fluctuating quantity at different values than the
averaged one is zero and the PDF become a δ function and the variance of the distribution is zero.
Conversely if micromixing is not perfect, i.e. still structures smaller than the cell dimension are
present, values different than the averaged one can be found and the functional form of the PDF
is different than a δ. In particular, the variance of the fluctuating quantity is different than zero.
When the components or the temperature are not perfectly mixed across the entire reactor, the
averaged values on a cell basis must be different on each cell. The averaged values calculated
from a PDF must reflect that variations, therefore the PDF become explicitly a function of the
position inside the reactor.
If the temperature is the only variable considered fluctuating, the average of the source term
is given by:
S˙A =
Tmax∫
Tmin
P(T )S˙A(T ) dT (5.69)
where P(T ) is the probability density function of the temperature. The source term SA(T ) is
expressed as a function of the fluctuating temperature only while the species concentrations are
considered non fluctuating. If other fluctuating variables must be taken into consideration, the
average can be easily rewritten:
S˙A =
Tmax∫
Tmin
Ymax∫
Ymin
P(T )P(Y |T )SA(T, Y ) dTdY (5.70)
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where now a generic mass fraction Y appears explicitly and the conditional probability function
P(Y |T ) must be considered.
5.7.1. Assumed PDF
The easiest way of solving the integral 5.69 is to consider the PDF as a known mathematical
function PDF = F(T ). Usually this approach is used with the the RANS approach for the
main quantities (see Section 4.3). The function F must be parametrized in order to have the
possibility to satisfy physical constrains. Each n-th moment of the function F must be equal
to each n-th moment calculated using the RANS approach (and the corresponding sub models
for the closure of the equations). In practice only the first two moments are used. In the case of
probability density function of the temperature, the mean temperature and the variance calculated
from F(T ) must be equal to the mean temperature and the variance from the RANS equations 4.
Therefore: ∫
T F(T )dT = T (5.71)∫
(T − T )2 F(T )dT = T ′2 = σ2T (5.72)
Similar equations can be written for the PDF of the species.
The variance of the temperature σT can be calculated solving a differential equation [112,
124]:
∂
∂t
(ρσT ) +
∂
∂xk
(ρUkσT ) =
∂
∂xk
[(
γ
µ
Pr
+
µt
Prt
)
∂σT
∂xk
]
+
+ MT + PT +
∂TTk
∂xk
− γεT − 2
cV
CT (5.73)
In the previous equation several terms appear and they are defined in the following.
1. The production term:
PT ≡ −2ρu′kT ′
∂T
∂xk
= 2
µt
Prt
(
∂T
∂xk
)2
(5.74)
is a function of the averaged temperature;
2. The transport term:
TTk ≡ −ρu′kT ′2 − 2T ′qk (5.75)
3. The pressure correlation term:
MT ≡ −2T ′p∂uk
∂xk
= −2 (γ − 1) ρσT ∂Uk
∂xk
(5.76)
is modeled in such a way that it vanishes if pressure is a constant.
4. The term:
CT ≡ 2T ′
N∑
a=1
hf,aSa (5.77)
4The conditions
∫ F(T )dT = 1 must be always satisfied after scaling appropriately the function F .
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is responsible for the interaction between chemistry and fluctuations. contain a correlation
between chemical reactions and turbulence and it is usually neglected.
5. The dissipation:
εT ≡ −2qk ∂T
′
a
∂xk
= CT ρσTω (5.78)
6. the term
ρu′kT ′ = −
µt
Prt
∂σT
∂xk
(5.79)
7. and the term
qk ≡ −λ ∂T
∂xk
+
N∑
a=1
haja,k ≈ − µ
Pr
∂σT
∂xk
(5.80)
The equilibrium hypothesis assumes that the production must be equal to the dissipation
and it leads to a direct calculation for the variance of the PDF:
σT ≡ T ′2 = 2µt
Prt CT ρω
(
∂T
∂xi
)2
(5.81)
where CT = 2 and ω = εk
Similar equations can be derived when the variance and covariance of the components are
required. The results are similar to the ones presented in this section and they will not be here
reported. The details can be found in [112, 124].
Several choices for the function F are available:
• Constant distribution;
• Delta functions;
• Triangular distributions;
• Gauss distribution;
• Beta function.
Among the aforementioned distribution the β-function can assume non symmetrical profile
and it can provide peaks at the highest and lowest boundary. This property can simulate inter-
mittent behavior of turbulent fields or ignition in combustion. The β-function is mathematically
defined as:
βa,b(f) = C(f + 1)
a−1(1− f)b−1 (5.82)
where C is the constant that assures the normalization. The previous definition is valid for the
the variable f in the interval −1 ≤ f ≤ 1 and it must be appropriately rescaled if the described
variable is defined in a different interval. The two parameters a and b are linked to the first and
the second moment of the PDF . In the case of the PDF for the Temperature the 2 parameters a
and b can be written as:
a = T
(
T (1− T )
σ2
− 1
)
(5.83)
b = (1− T )
(
T (1− T )
σ2
− 1
)
(5.84)
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In Figure 5.4 few examples of a β-PDF are given. As before the independent variable f is
in the interval −1 ≤ f ≤ 1.
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Figure 5.4.: Example of several beta-PDF for different parameters a and b
The functions denoted as A,B and D are symmetric while the function C presents an asym-
metry towards negative f . The function D shows the possibility to describe fields that present
two high probability values, one in the upper and in the lower range of the independent variable.
5.7.2. Transport equation for the PDF
Following the line exposed in Section 4.5, a transport equations for the PDF PT can be written
(see [124] for the derivation). The PDF is considered to be a function of the temperature T (or
the enthalpy h) and of the species Yi. The differential equation that gives the evolution of PT is:
∂ (ρPT )
∂t
+
∂ρuiPT
∂xi
= − ∂
∂h
〈(
Dp
Dt
+ τij
∂ui
∂xj
− ∂qi
∂xi
+ ρuifi
)
PT
〉
+
− ∂
∂Yk
〈(
−∂jki
∂xi
+ S˙k
)
PT
〉
(5.85)
where the enthalpy h and the component mass fraction Y are introduced as variables describing
the thermal dimension of the PDF. The components of the heat flux are described by the term qi
and the component of the diffusion mass flux of the component k are given by jki. The fi are
the components of external forces.
Without entering in the details, the previous equation describes the change of the PDF in
physical space (the first term is the time variation of the PDF and the second term is the convective
transport) and in the thermal space (the third and forth term on the right hand side).
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The convective transport can be split into an averaged convection term and a turbulent con-
vection term after splitting of the velocity ui:
∂
∂xi
(ρuiPT ) = ∂
∂xi
(ρUiPT ) + ∂
∂xi
(
ρu ′iPT
)
(5.86)
The turbulent convection requires a closure since the PDF doesn’t contain any information about
velocity fluctuation.
Part of the derivatives of the second and third terms, namely
∂
∂h
∂qi
∂xi
+
∂
∂Yi
∂jki
∂xi
under the assumption of unity Lewis number, can be rearranged into the following:
∂
∂xi
(
ρD
∂PT
∂xi
)
+
∂
∂xi
(
DPT ∂ρ
∂xi
)
+
−ρ ∂
∂Ψl
∂
∂Ψm
[〈
D
∂Ψl
∂xi
∂Ψm
∂xi
〉
PT
]
(5.87)
where Ψ is the vector with components the temperature and the mass fractions. The first term in
the previous equation represent the molecular diffusion, and the third is the turbulent diffusion,
describing the turbulent mixing at the molecular level. This last term, together with the source
term due to chemistry are of fundamental importance. As for the previous term the molecular
diffusion requires a closure.
It is of fundamental importance to notice that the source term
∂
∂Yk
(
S˙kPT
)
is in closed form. The other terms, namely the compressibility term, the dissipation term and the
external mass forces are small and usually can be neglected.
For the sake of completeness, it is worth recalling that the definition space for the PDF is
not necessary formed by the temperature and the components as it has been done in the previous
Sections. If the fluctuations of the components are not affecting the process, a PDF for the
temperature T as a only variable can be used. Other thermal variables (for example the mixture
fraction) being function of the temperature and the composition, can be used as a definition space
for a PDF and appropriately transport equations can be formulated.
An other option for the space for the definition of PDF can be assumed. The whole set of
thermal variables can be used together with the velocity. In such an approach the PDF serves as
a closure for the thermal variables, describing the interaction between chemistry and turbulence,
and serves as a closure for the momentum equation as well, describing the turbulence models.
The composition PDF transport equation is derived the from the Navier-Stokes equations [281]:
∂
∂t
(ρP)+ ∂∂xi (ρUiP) +
∂
∂ψk
(ρSkP) =
= − ∂
∂xi
[
ρ〈u′′i |ψ〉P
]
+
∂
∂ψk
ρ〈 1
ρ
∂Ji,k
∂xi
∣∣∣∣ψ
〉
P
 (5.88)
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where ρ is the mean fluid density, Ui is the Fevre mean fluid velocity vector, Sk stands for
reaction rate for species K, ψ is composition space vector, v
′′
i is the fluid velocity fluctuation
vector and Ji,k is the molecular diffusion flux vector. The notation of 〈. . . 〉 denotes expectations,
and 〈A|B〉 is the conditional probability of event A, given the event B occurs.
In Equation 5.88 the terms on the left-hand side are closed, while those on the right-hand
side are not and require modeling. The first term on the left-hand side is the unsteady rate of
change of the PDF , the second term represents convection by the mean velocity field, and the
third term is the reaction rate. The principal strength of the PDF transport approach is that
the highly-non-linear reaction term is completely closed and requires no modeling. The two
terms on the right-hand side represent scalar convection by turbulence (turbulent scalar flux),
and molecular mixing/diffusion, respectively. The turbulent scalar flux term is not closed, and
can be modeled by the gradient-diffusion assumption:
− ∂
∂xi
[
ρ〈u′′i |ψ〉P
]
=
∂
∂xi
(
µt
ρSct
∂P
∂xi
)
(5.89)
5.8. The Eddy-Dissipation Model
The models previously described require intensive computation and for many applications quicker
models must be applied even if further assumptions are needed in in many cases they are not
strictly verified.
The interaction between turbulence and chemistry is assumed to be well described using the
concept of Magnussen et al. [102, 225]. In order to react, fuel and oxidizer must be mixed at the
molecular level. The smallest scales (eddies) in the turbulent spectrum are responsible for the
mixing at the molecular level. Inside these eddies (called fine structures) the gas is well mixed
and the structure can be viewed as a well-stirred reactor. Inside the fine structures the turbulence
has no effect. When the fine structure is destroyed (by the turbulence), then the mixture inside
them is released into the surrounding fluid.
The turbulence influences the overall process in several ways:
1. The turbulence is an intrinsic fluctuating process that can mix two neighboring regions
of different temperatures and compositions. A model must take into consideration the
possibility that a volumetric region must interact with other regions of different properties
changing the conditions for the combustion.
2. In a diffusion flame turbulence is the most effective process that is able to mix the reactants
and the products at the molecular level. The process of combustion and the process of
mixing compete and various scenarios occur depending on the relationship between these
two processes.
A phenomenological model has been firstly derived by [351] and then successively refined
in [225] and [224]. The underlying idea is the splitting of a macroscopically well mixed control
volume into microscopically well mixed reactors called fine structures and surrounding. Only in
the fine structures, well mixed at the molecular level, volumetric chemical reactions are effective.
The sources for a given quantity in the control volume is then the net exchange per unit of time
between the surrounding and the fine structure. The characteristic time scale of the fine structure
is calculated from a model of turbulent energy cascade as [224]:
τ∗ =
(
C2
3
)1/2√
ν

(5.90)
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and the ratio of the fine structure mass to the total mass is:
γ∗ =
(
3C2
4C21
)3/4(
ν
k2
)3/4
(5.91)
where
ν - viscosity of the fluid
 - turbulent dissipation
k - turbulent kinetic energy
C1 and C2 - model constants
The mass transfer between the fine structure and the surroundings is given by:
m˙ = ρ
γ∗
τ∗
= A
(
ν
k2
)1/4

k
(5.92)
with the constant A given by the relation:
A =
3
4C1
(
12C2
C21
)1/4
(5.93)
For the two constants, it was found empirically that C1 = 0.135 and C2 = 0.5, giving for
the constant A the value of 23.66.
The Eddy Break Up (EBU ) model [225] assumes that the reaction rate is equal only to the
turbulent mass transfer between fine structure and surroundings (see [64, 65]):
S˙f = m˙Yf (5.94)
where Yf is the fuel mass fraction. The above equation calculates the maximum rate of com-
bustion and it equals the combustion rate if the chemistry is quick compared to the turbulent
mixing time scale. From the stoichiometry equations it is possible to derive a required rate of
consumption of oxygen:
S˙req =
∑
f
sf S˙f (5.95)
where sf are the oxygen requirement for the fuel f . The maximum rate of combustion, due to
the presence of the oxygen is:
S˙O2 = m˙ρYO2 (5.96)
Equation 5.96, together with Equation 5.95, are used to create a limit for the rate of reaction
Rf if S˙req > S˙O2:
S˙f used = Sf · S˙O2
S˙req
(5.97)
These approach are correct only in the limit of combustion rate controlled by the turbulence. The
chemical kinetic effects are not taken into considerations and the reactants immediately react to
completion as soon as they mix.
For low temperatures or for relatively low reactions this approach over predicts the reaction
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rates. In order to consider the limitation introduced by the kinetics (not taken entirely into account
in the model aforementioned), small changes must be introduce. The total reaction process can be
seen as a chain of two serial processes, the mixing with a rate S˙mix and the reactions with a rate
Rkin. Both rates can be considered together after application of the law of the serial processes:
1
S˙
=
1
S˙mix
+
1
S˙kin
(5.98)
Another approach based on the EBU model can be also found in the literature. The net rate
of production or consumption of species i is given by the smaller of the two expressions below:
S˙i,r = ν
′
i,rMw,iAρ

k
min
R
(
YR
ν′R,rMw,R
)
(5.99)
S˙i,r = ν
′
i,rMw,iABρ

k
∑
P YP∑N
j ν
′′
j,rMw,j
(5.100)
where YP is the mass fraction of any product species and YR is the mass fraction of a particular
reactant. The parameter A is an empirical constant equal to 4.0 and B is an empirical constant
equal to 0.5. The second expression takes into consideration a limitation due to the absence of
the products. Both version of the EBU model are suitable for global reactions only, where the
chemistry is assumed fast in comparison to the mixing rate.
The Eddy Dissipation Concept (EDC ) is an extension of the EBU model described in [224].
The reaction rate is given by:
S˙i = ρ
γ∗
τ∗
(Y oi − Y ∗i )ξ (5.101)
In the above equation Y oi is the mass fraction of species i in the surrounding entering the fine
structure, and Y ∗i is the final composition in the fine structure. The factor ξ can be considered
to limit the fraction of the fine structure that really reacts. Usually, it is near 1 and in many
implementations of the EDC model its influence is ignored. The composition of the two regions
can be related to provide the mean composition in the control volume:
Yi = γ
∗ξY ∗i + (1− γ∗ξ)Y oi (5.102)
Combining the last two equations, the rate of combustion can be written in terms of mean
mass fraction and fine structure mass fractions:
S˙i =
γ∗
τ∗
(Yi − Y ∗i )
ξ
1− γ∗ξ (5.103)
The fine structure composition can be calculated using both an equilibrium approach or a chem-
ical kinetics model. In the last case the fine structure can be simulated as a well-stirred reactor
[223, 66] or a plug flow reactor, both with a residence time given by the time scale given in 5.90.
It is worth noticing that the several possibility are not equivalent. For example if flames near the
stability limit are investigated, different conclusions can be derived since the ignition time in a
well mixed reactor is shorter than the ignition time in a plug flow reactor and in the equilibrium
calculations there is no ignition times.
A more theoretical derivation of the EBU model can be done using the PDF method [271,
112]. In the BML model [60, 62] already presented in Section 5.6 the following density function
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for the progress variable c can be assumed:
P(c) = αδ(c) + βδ(1− c) + γF (c) (5.104)
with the normalization relation α + β + γ = 1. Under Da  1 an intermittent behavior of
the progress variable is predicted therefore the reaction is not yet started (c = 0) or is already
completed (c = 1). Under those circumstances, using a balance equation for c(1−c), the reaction
rate can be related to the the scalar dissipation rate of the progress variable:
S˙ =
2
2cm − 1ρD
∂c
∂xi
∂c
∂xi
(5.105)
A transport equation for the scalar dissipation rate may be written and solved, or one may postu-
late a linear relaxation of the fluctuations generated by micromixing leading to:
ρD
∂c
∂xi
∂c
∂xi
=
ρc′2
τ
(5.106)
where τ is the characteristic time of the integral length scales of the turbulent Ì„field τ = k .
Under the BML assumption it can be calculated as:
S˙ =
2
2cm − 1
ρc(1− c)
τ
(5.107)
5.9. The mixture fraction approach
The definition of the mixture fraction f is the following:
f(x) ≡ Z(x)− Zo
Zf − Zo (5.108)
where
Z - mass fraction of a species at position (x)
Zf - mass fraction of the same species in the fuel stream
Zo - mass fraction of the same species in the oxidizer stream
The mixture fraction, defined in Equation 5.108, is, under the aforementioned assumptions,
independent from the species considered. On the basis of the information provided in Table 5.1,
one may assume that all the effective diffusivities are equal for all the species since the most
efficient diffusion process is the diffusion due to turbulence. The molecular diffusivity (different
for all the species) is less important than turbulence one, equal for all the species.
In gaseous combustion, the mixture fraction is a conserved scalar and its transport equation
has no source. 5 The significance of the mixture fraction is in eliminating the chemistry source
and sink from the species equation.
5The absence of the source term is not the reason for which the mixture fraction is useful. If oil or coal combustion are
simulated with the mixture fraction approach then in the gas streams there is no fuel. The evaporation of the droplets
or the devolatilization process bring inside the continuity equation terms of production of the mixture fraction.
134
5.9. The mixture fraction approach
The transport equation for the mixture fraction is explicitly written below:
∂(ρf)
∂t
+∇(f ~Uφ) = ∇(Γf∇φ) (5.109)
where
Γf = ρ
D
Prf
with D being the effective diffusivity and Prf is the turbulent Prandtl number for the mixture
fraction f .
The energy equation can also be simplified if the diffusivities are taken to be equal. If also
the Lewis number Le, defined by:
Lei =
k
ρCpDi,m
(5.110)
is equal to unity, the energy equation 4.31 simplifies to:
∂
∂t
(ρE) +∇ · (~v(ρE + p)) = ∇ ·
keff∇T −∑
j
hj ~Jj + (τeff · ~v)
+ Sh (5.111)
The interaction with turbulence can be calculated using a probability density function P(f)
in the same way as explained in Section 5.7. In the case of the probability density function for
the mixture fraction f , the general transport equation 5.88, can be simplified further because f
has no source terms and the dimensionality of the P is reduced to only two terms: the mixture
fraction f and the temperature T .
The calculation of the P(f) using a transport equation is still too expansive for most of the
industrial applications. A less expensive method is to use a presumed PDF like the β-function
is used which is mathematically defined as:
βa,b(f) = C(f)
a−1(1− f)b−1 (5.112)
where C is the constant that assures the normalization. The two parameters a and b are linked to
the first and the second moment of the PDF . If moreover the dimensionality is further reduced,
considering the P only a function of the mixture fraction f , the parameter a and b are calculated
using the mean value of mixture fraction f and the mixture fraction variance f
′2:
a = f
(
f(1− f)
f ′2
− 1
)
(5.113)
b = (1− f)
(
f(1− f)
f ′2
− 1
)
(5.114)
The mean mixture fraction equation was already written in equation 5.109. The conservation
equation for the mean mixture fraction variance, f
′2 is:
∂
∂t
(
ρf
′2
)
+∇ ·
(
ρ~vf
′2
)
= ∇ ·
(
µt
σt
∇f ′2
)
+ Cgµt
(
∇2f
)
− Cdρ 
k
f
′2 (5.115)
The constants σt, Cg , and Cd take the values 0.85, 2.86, and 2.0, respectively.
The influence of temperature on the chemistry (the terms φ(f) and ρ(f) in the equation
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above) is taken into consideration through the enthalpy h, calculated together with the flow field.
From the definition of the PDF it is possible to derive the mean and the variance for all the
other variables. The model uses the mean of the species and the mean of the density only:
φ(h) =
1∫
0
β(f)φ(f, h)df (5.116)
1
ρ
(h) =
1∫
0
β(f)
1
ρ(f, h)
df (5.117)
Chemistry (components and temperature) is calculated when a link between the mixture
fraction f and each component Yi is established. In combustion theory the following three ap-
proaches are usually mentioned [278]:
• Stoichiometric calculation;
• Chemical Equilibrium approach;
• Flamelets utilization;
• Conditional Moment Closure models.
The modeling based on stoichiometric calculations is never applied since its accuracy is poor.
It is worth noticing that the aforementioned link between the mixture fraction and the compo-
nents is mostly independent from the details of the flow and it can be calculated before the CFD
calculation and it can be stored in a table, saving time for complex chemistry calculations.
5.9.1. The equilibrium approach
For any given mixture fraction f and enthalpy h, the function φ(f, h) in 5.116 can be univo-
cally calculated assuming chemical equilibrium at constant enthalpy and constant pressure. This
method doesn’t require the knowledge of any chemical mechanism, it is quick and easy to im-
plement. Its drawback lays in the inability to predict correctly chemical effects like flame strain,
stretching and quenching.
The accuracy of the solution is related to the achievement of equilibrium in the flow. For
high temperature industrial applications (usually based on combustion) the accuracy can be ac-
ceptable but it decreases as the process temperature decreases (usually in gasification). Chemical
equilibrium is never acceptable in the case of pollutant calculation (like nitric oxide) and in the
case of rich flame. In the second case, the problem can be mitigated assuming for higher mixture
fraction frozen chemistry or (linear) interpolation to the point f = 1.
5.9.2. The flamelet model
If the combustion is near equilibrium but chemical kinetic effects cannot be omitted (in the case
of quenching for example) some other variable must be taken into consideration. The flamelet
concept views the turbulent flame as an ensemble of thin, laminar, locally one-dimensional
flamelet structures embedded within the turbulent flow field. As already pointed out in Sec-
tion 5.4, once ignition has taken place, chemistry accelerates as the temperature increases due to
heat release. When the temperature reaches values that are of the order of magnitude of those
of the close-to-equilibrium branch the reactions that determine fuel consumption become very
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fast. For methane combustion, for example, the rate determining reaction in the fuel consumption
layer is the reaction of CH4 with the H-radical. Since the chemical time scale of this reaction is
short, chemistry is active only within a thin layer, namely the fuel consumption or inner layer. If
this layer is thin compared to the size of a Kolmogorov eddy, it is embedded within the quasi-
laminar flow field of such an eddy and the assumption of a laminar flamelet structure is justified.
Following [268, 270, 61] it is possible to calculate the structure of the flamelets considering
another scalar, named the scalar dissipation χ as a parameter. The balance equations for the
energy and for the components are firstly written only using the normal coordinate to the flamelet
surface. The resulting simplified equations are then written using the mixture fraction (here Z)
as a independent variable, resulting in the following relations:
∂Yk
∂t
=
χ
2Le
∂2Yk
∂Z2
+
S˙k
ρ
(5.118)
cp
∂T
∂t
=
χ
2Le
∂2h
∂Z2
−
N∑
k=1
hk
{
χ
2
∂2Yk
∂Z2
+
S˙k
ρ
}
(5.119)
where the χ is the scalar dissipation at the stoichiometric condition. The above equations are
assumed to be independent of the specific geometrical conditions and they can be solved for
particular suitable configurations.
If the time dependency at the first term can be discarded, the model is described as steady
laminar flamelet in opposition to the time dependent unsteady laminar flamelet models. The
influence of the other two coordinates can be considered taking into account of the curvature
effects as a secondary parameter.
A common laminar flame used to represent a flamelet in a turbulent flow is a counterflow
diffusion flame consisting of two opposed, axisymmetric jets of fuel and oxidizer. As the dis-
tance between the jets decreases or the velocity of the jets increases, the flame is strained and
increasingly departs from chemical equilibrium until it is eventually extinguished [271, 206]. In
the laminar counterflow flame, the mixture fraction f decreases monotonically from unity at the
fuel jet to zero at the oxidizer jet. If the species mass fraction and temperature along the axis are
mapped from physical space to mixture fraction space, they can be uniquely described by two
parameters: the mixture fraction and the strain rate (or, equivalently, the scalar dissipation ξ).
Hence, the chemistry is reduced and completely described by the two quantities.
A characteristic strain rate for an opposed-flow diffusion flamelet can be defined as as = v2d ,
where v is the velocity of the fuel and oxidizer jets, and d is the distance between the jet nozzles.
Instead of using the strain rate to quantify the departure from equilibrium, it is common to use
the scalar dissipation χ, defined as:
χ = 2D |∇Z|2 (5.120)
where D is the molecular diffusion coefficient.
For the counterflow geometry, the flamelet strain rate can be related to the scalar dissipation
at the position where f is stoichiometric by:
χst =
as
pi
exp
(
−2(erfc−1(2fst))2
)
(5.121)
where fst is the stoichiometric mixture fraction and erfc−1 is the inverse complementary error
function.
In addition, the laminar flamelet model is suited to predict moderate chemical non-equilibrium
states in turbulent flames due to aerodynamic straining by the turbulence. The chemistry, how-
ever, is assumed to respond rapidly to this strain, so as the strain relaxes, the chemistry relaxes
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to equilibrium. Physically, as the flame is strained, the width of the reaction zone diminishes,
and the gradient of f at the stoichiometric position increases. The instantaneous stoichiometric
scalar dissipation, χst , is used as the essential non-equilibrium parameter. In the limit χst −→ 0
the chemistry tends to equilibrium, and as χst increases due to aerodynamic straining, the non-
equilibrium increases. Local quenching of the flamelet occurs when χst exceeds a critical value.
The coupling between the flamelets and the turbulence is done through the PDF . The
function P is now a function of two variables, the mixture fraction and the scalar dissipation.
The mean scalar dissipation is calculated in the following way [278]:
χst =
Cχf
′2
k
(5.122)
with the constant Cχ equals 2. The variance of the scalar dissipation is neglected and the P(χ)
becomes a δ-function in χ.
5.9.3. Conditional Moment Closure model
It has been observed that in combustion experiments (confirmed by DNS calculations) the fluc-
tuations of a quantity near its mean conditioned to a given mixture fraction are relatively narrow.
In the limit of fluctuations around the conditional mean being negligible the conditional source
term can be closed: 〈
S(φ) |f 〉 = S(〈φ |f 〉) (5.123)
where the operator Q(f ;x, t) ≡ 〈φ |f 〉 is the conditional average of the quantity φ for a given
mixture fraction f .
In Conditional Moment Closure models (CMC) equations for the conditional moments
Q(f ;x, t) are solved [41, 181]:
〈
ρ |f 〉 ∂Q
∂t
+
〈
ρUi |f
〉 ∂Q
∂xi
=
1
2
〈
ρχ |f 〉 ∂2Q
∂f2
+
〈
S(φ) |f 〉 (5.124)
For simple chemistry the conditional moment Q can be found by interpolation between the
two extreme cases, unreacted mixture and equilibrium (see [112] for some examples). A more
accurate method is the formulation of a transport equation that depend explicitly on turbulent
quantities. In practice, the mixture fraction is discretized in a number of bins and the conditional
average is the average value in each bin. The conditional quantities are computed by solving
transport equations in sample space. These CMC transport equations present additional unclosed
terms, such as the conditional velocity, the conditional turbulent flux and conditional chemical
source term. A key assumption of CMC is that fluctuations about the conditional mean are
small therefore first order CMC hypothesis is often used to close the chemical source term as
in equation 5.123, that is the scalar variance about the conditional average is negligible and the
conditional averaged chemical source terms are closed by conditional averaged scalars.
First order closure may not be appropriate when the effects of conditional fluctuations are
expected to be significant, as near flame quenching or extinction. The second order CMC ap-
proach may be preferred in these cases, as it provides better predictions for auto igniting cases
and in the context of flames characterized by extinction/reignition.
If the conditional means together with a presumed PDF of the mixture fraction are known
then the unconditional averaged source can be computed:
〈
S(φ)
〉
=
∫
S(Q(f ;x, t))P(f ;x, t)df (5.125)
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as in the Multiple Mapping Conditioning (MMC) model [180].
Another model that uses conditional averages to achieve closure of the chemical reaction
source term is the Conditional Source-term Estimation (CSE) approach [72]. CSE uses the same
CMC hypothesis for closing chemical source terms, where the conditional average of the chem-
ical source term is determined by first order averages. However in the CSE approach the condi-
tional averages are assumed to be homogeneous within a known ensemble of points (computa-
tional cells). Thus, conditional values are obtained by inverting an integral equation instead of
solving transport equation (as in CMC).
The Conditional Moment Closure is related with the flamelet model but their mathematical
derivations slightly differ. Even if it is possible to observe that those two models are consistent
with each other [181], it has not yet bin assessed in which region the model can be safety applied.
5.10. Reactions in LES modeling
Large Eddy Simulation does not intend to numerically resolve all turbulent length scales, but only
a fraction of the larger energy containing scales within the inertial subrange (see Section 4.4).
Modeling is then applied to represent the smaller unresolved scales which contain only a small
fraction of the turbulent kinetic energy. Therefore the computed flows are usually less sensitive
to modeling assumptions. The reason why LES provides substantial advantages for modeling
turbulent combustion is that the scalar mixing process is of importance in chemical conversion
and LES modeling try to simulate a larger part of the process than a RANS approach does. Non-
reactive and reactive system studies show that LES predicts the scalar mixing process and dissi-
pation rates with improved accuracy compared to RANS, especially in complex flows. Detailed
comparisons for industrial applications (see for example the calculation presented in Section Sec-
tion 16.5.1) show that, irrelevant from the details, RANS modeling is capable of catching many
of the characteristics of a reactor.
139

6. Modeling of Drying and
Devolatilization
In this chapter several models for drying, pyrolysis and devolatilizations are discussed. The
modeling of the conversion of the formed char is discussed in the next chapter.
6.1. Vaporization
As already explained in Section 2.4, drying is the first process undertaken by solid fuels as soon
as particles enter an hot environment. The transfer of water from the particle to the bulk is
accomplished by two processes, the vaporization and the boiling. For small solid particle the
vaporization is the most important and it will be described below.
Modeling of vaporization (for moisture release from wet particles or for vaporization of
multicomponent particles) requires the modeling of the following process: heat transfer by con-
vection and radiation, kinetic rates modeling for the detachment of gaseous molecules from the
liquid phase and mass transfer of the vaporized gas from the particle internal pores to the exter-
nal surface and, last, to the bulk. For most industrial application the rate of detachment is much
higher than the rate of the other two processes therefore local thermodynamic equilibrium at the
particle surface can be assumed with high accuracy.
Following [336] the modeling of wet particle heating can be subdivided into the following
groups in order of increasing complexity:
1. Models based on the assumption that the droplet surface temperature is uniform and does
not change with time;
2. Models based on the assumption that there is no temperature gradient inside droplets (in-
finite thermal conductivity of liquid);
3. Models taking into account finite liquid thermal conductivity, but not the re-circulation
inside droplets (conduction limit);
4. Models taking into account both finite liquid thermal conductivity and the re-circulation
inside droplets via the introduction of a correction factor to the liquid thermal conductivity
(effective conductivity models);
5. Models describing the re-circulation inside droplets in terms of vortex dynamics (vortex
models);
6. Models based on the full solution of the Navier-Stokes equation for the liquid inside the
particle.
Models belonging to the first group allow the reduction of the dimension of the system via
the complete elimination of the equation for droplet temperature but even if interesting from the
analytical point of view in combination with CFD calculations, their accuracy is too low. Models
belonging to the last two groups have not yet been implemented due to their complexity. In the
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following sections, models based on the second group will be described. For a review of the
other approaches see [307].
The simplest model for vaporization assumes that at the particle surface thermodynamic
equilibrium between the liquid and the gaseous phase is established. The rate of vaporization
is then governed by diffusion through the boundary layer and by convection (Stephan flow). If
the boundary layer is thin in comparison to the dimension of the particle, plane geometry can be
assumed and the stationary mass balance equation for a general vaporizing component i and the
total mass balance are expressed by the following two equations:
ρU
dYi
dx
=
d
dx
(
ρD
dYi
dx
)
(6.1)
ρUA = m˙ (6.2)
where m˙ is the constant (and unknown) mass evaporated from the surface per unit of time and U
is the radial velocity of the evaporated component. From the second equation, assuming constant
density in the boundary layer, it follows that the velocity U is a constant. The first equation can
be then integrated once:
ρUYi − ρDdYi
dx
=
m˙i
A
(6.3)
The the total mass flow for the non evaporating species (whose mass fraction is denoted Y2)
vanishes at steady state, m˙2 = 0. Since Y1 +Y2 = 1, from equation 6.3 the solution for the mass
flow m˙ can be derived:
m˙ =
ρD
l
ln(1 +Bm) (6.4)
where the Spalding number sdefinwed by:
Bm =
Y0 − Y∞
1− Y0 (6.5)
has been introduced. The mass fractions Y0 and Y∞ represent the mass fraction at the surface
and in the bulk respectively.
If the boundary layer is not small in comparison with the dimension of the particle, the
balance equations must be solved in spherical coordinates in which the stationary mass balance
equation for the component i is written as follows:
ρU
dYi
dr
=
1
r2
d
dr
(
r2ρD
dYi
dr
)
(6.6)
with U the radial velocity andD the binary diffusion coefficient. The total mass balance equation
impose that the mass flow is a constant:
ρUA = m˙ (6.7)
with A = piD2p the external surface of a sphere with diameter Dp. If the relation 6.6 is applied to
the non evaporating component Y2, a zero flow rate can be imposed at infinity and at the droplet
surface. Since Y1 = 1−Y2, assuming as before constant density, a solution for the mass fraction
can be written:
Y = Y0 + (Y∞ − Y − 0)
[
em(1−
1
r ) − 1
em − 1
]
(6.8)
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with the following non dimensional parameters:
m =
m˙
4piDpρD
(6.9)
r =
r
Dp
(6.10)
This relation will be used later, in Section 8.8, for the determination of the delay of char reactions
in the presence of pyrolysis.
The evaporation rate m˙ is given, in the case of spherical geometry, by the same relation
derived in the case of planar geometry:
m˙ =
ρD
Dp
ln(1 +Bm) (6.11)
If the Stephan flow is negligible, the Spalding number is small, Bm  1, and after expan-
sion of both, equation 6.4 and equation 6.11 in Taylor series, a linear relation is obtained:
m˙ =
ρD
Dp
(Yo − Y∞) (6.12)
It is worth noticing that the previous equations can be written as well in term of partial pressures
p′, mole fractions x or concentration [i]. The fraction Y0 of vapor at the droplet surface is
evaluated by assuming that the partial pressure of vapor at the interface is equal to the saturated
vapor pressure, psat, at the particle droplet temperature, Tp. This assumption is usually very
accurate since the molecular interactions responsible for kinetic effects between phases are much
faster than the following mass transfer rate.
The previous equations are valid if the droplets are at rest with respect to the surrounding
fluid, since the molecular diffusivity D has been used. In applications where vaporization takes
place, the particle are transported by the flow and a velocity difference (usually a small differ-
ence) is present. To take this forced diffusion into consideration the diffusion coefficient D is
replaced by a more general mass transfer coefficient k calculated from the Sherwood number
correlation:
ShRM =
kcdp
Dm
= 2.0 + 0.6Re
1/2
d Sc
1/3 (6.13)
where:
Dm diffusion coefficient of vapor in the bulk m
2
s
Sc the Schmidt number, µρDi,m
Dp particle diameter m
There are many other correlations available [42], but all these correlations are an extension
or modification of correlations presented in [286]. More modern theories introduce the influence
of the turbulent intensity directly into the correlation for the Schmidt number after the observa-
tion that turbulence intensity enhances droplet vaporization rates compared to a laminar forced
convective flow. The following correlation has been proposed [429]:
Shturb = ShRM · 0, 74
Da0.115t
(6.14)
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where Dat = τedτv , τed =
(d2PL)
1/3
u′ and τv =
δ
V are the vaporization Damköhler number, the
turbulent flow characteristic timescale based on the droplet initial diameter and the droplet va-
porization timescale, respectively, The vapor film thickness, δ, and vapor blowing Stephan flow
velocity, V , are calculated using the droplet boundary film theory [4]. For even more advanced
models see [307, 308].
This simple approach can be improved if some of the assumptions used by the previous
derivation are relaxed [308]. Among the most important improvement the following can be
cited:
1. The conductivity of the liquid is not infinite, creating a temperature gradient inside the
droplets;
2. The surface temperature is not anymore equal to the averaged temperature (usually solved
by the CFD solvers, see Section 10.3);
3. An increase of the droplet dimensions due to a finite expansion coefficient lead to an in-
crease of the initial evaporation rate through an increase of the external surface.
Further improvements of the models led to the introduction of corrections due to the finite
thicknesses of thermal boundary layers. In spherical coordinates the balance equation of the
enthalpy leads to:
ρUcp
dT
dr
=
1
r2
d
dr
(
λ
dT
dx
)
(6.15)
that is practically identical to equation 6.6. This leads to the introduction of the the Spalding heat
transfer number;
BT ≡ cP (Tg − Ts)
L
(6.16)
with L the specific heat of evaporation 1. The final correlations for the Schmidt and the Nusselt
numbers suggested in [336] are the following:
Sc = 2
(
1 + 0, 3
Re1/2Sc1/3
F (BM )
)
(6.17)
Nu = 2
ln(1 +BT )
BT
(
1 + 0, 3
Re1/2Pr1/3
F (BT )
)
(6.18)
with F (x) = (1 + x)0,7 ln(1+x)x .
In vaporization of pure liquid particles without expansion the diameter changes following
the d2 law if the vaporization rate is a constant. The mass conservation for the droplets is:
m˙ = ρ · V = pi
6
D3pρ (6.19)
and after derivation with respect to time:
D2p
d
dt
Dp =
2
piρ
· d
dt
m˙ (6.20)
1If the Lewis number Le = 1 Both Saplding numbers are equal:
Bm = BT
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During devolatilization of more general solid fuels the d2-law is not anymore valid and, in
general, the law for the diameter change depends on the amount of humidity the particle posses.
For the evaporation of slurry, where the concentration of solid particle is small, the d2 law can be
a fairly approximation. In the case of partially dried coals or biomass (usually fired in boilers),
the amount of water contained trapped inside the porous structure is limited and the diameter can
be considered constant.
6.2. Devolatilization
The process of devolatilization is usually very fast. Although the time needed to complete the
process is short if compared with the residence time of the fuel inside the reactor, it affects
strongly not only the structure of the flame, but, as already seen in Section 2.7, also the internal
structure of the remaining char as well as its properties and its reactivity.
Devolatilization consists of three different steps:
1. pyrolysis, the decomposition of the solid structure;
2. volatile transport through the pores;
3. secondary reactions that can alter the chemical structure of the gases or can cause deposi-
tion of the gases on the pore walls.
The decomposition of the solid structure is an intrinsic chemical process determined by the
temperature and by the internal pressure of the gas. The transport through the pore structure
determines the internal pressure and the rate of the gas release if the pore resistance is high.
Light gas is not affected by transport limitation as much as tar release.
There are a number of properties, different for each fuel, on which the devolatilization
process depends on [347] and those properties must be taken into consideration if the description
of the complex chemical processes together with the underling mass transport phenomena must
be satisfactory described:
1. Elemental composition;
2. Functional group composition;
3. Plasticity;
4. Size of aromatic ring cluster;
5. Molecular weight of tars;
6. Variations in bridging materials;
7. Porosity;
8. Hydrogen bonding;
9. Catalytic constituents;
10. Material (usually hydrocarbons) not chemically bound.
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While these properties affect the composition of the gas and the tars as well as the reactivity
of the formed char, they do not affect directly the chemical decomposition rate of the fuels and
they can be largely discarded as soon as the speed of decomposition alone is required.
The various models used for the mathematical description of devolatilization can be divided
into the following categories:
1. One step global models;
2. One-stage multi-reactions models;
3. Two stage semi-global models;
4. Detailed models.
Many models try to simplify the complexity of the devolatilization process introducing a
pseudo global rate. Using this rather crude phenomenological approach the devolatilization steps
are usually condensed in the following global mechanism:
solid
k−−→ volatile + char (R 6.1)
In this approach tar and light gases are treated as a unique species for which thermodynamic
properties and kinetic rates for further homogeneous reaction must be defined. If information
about the split between tar and gases are available then the global mechanism can be replaced by
the following
solid
k−−→ gas + tar + char (R 6.2)
where the splitting is a functions of thermodynamic quantities T and p. It is worth recalling that
the split just defined is not based on any chemical rate: gases and tars are released at the same
time.
6.2.1. Constant devolatilization model
The simplest assumption for the global reaction R 6.1 or R 6.2, is to calculate the mass loss using
the following equation:
dmp
dt
= −k(1− fv)mp,0 (6.21)
where the kinetic constant k is not temperature or pressure dependent. The fraction of volatile
fv is kept constant during the process therefore the mass loss predicted by 6.21 is linear in time.
In quick pyrolysis of many coals usually this is not a drawback (see the example in section
Section 6.3).
The model is successful in predicting the behavior of the solid fuels only if the parameters
k and fv are calculated by fitting experiments in the exact conditions used in the modeling.
It is worth noticing that in equation 6.21 the parameter fv is usually a fixed parameter that
must be obtained from measurements. No models have been developed from equation 6.21 with
a temperature dependent fv in order to simulate the temperature dependent yield.
6.2.2. Single-kinetic rate model
If the kinetic rate k is allowed to be a function of the temperature, the mass loss can be written
as:
dmp
dt
= −K(1− fv)mp,0 (6.22)
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The kinetic constant K is expressed using an Arrhenius rate form:
K = AT bp e
− ERTp (6.23)
As is the previous model, the devolatilization process is assumed single step. Although this
model has a rate dependent on the particle temperature, for a fixed temperature the mass loss is
constant.
The yield is not temperature dependent and must be derived from measurements.
6.2.3. Linear devolatilization model
If the rate is proportional to the volatile released, the mass loss can be expressed in the following
form [15]:
dmp
dt
= −K(mp − fvmp,0) (6.24)
The kinetic constant K is expressed using an Arrhenius rate form:
K = AT bp e
− ERTp (6.25)
The pyrolysis rate depends on temperature and on the content of gas. Still the final yield
must be specified and the composition of the volatile is not known. The exponential form of the
mass loss derived by equation 6.24 is suitable for predicting rates for most of the coals and can
be safety applied to biomasses as well with reasonable accuracy.
The parameters needed for this model must be derived using dedicated experiments with
conditions similar to those used in the modeling. In Section 11.3 it will be shown that using a
single experiment the parameters are not unique.
6.2.4. Multi-kinetic rate model
The equations for the multi-kinetic rate model are similar to the equations of the mass loss of the
previous model, but this model allows more than one reaction to be active in the process. The
global mass loss is then given by:
dmp
dt
= −
∑
i
Ki(mp − fv,imp,0) (6.26)
with the sum extended over each reaction used to describe the devolatilization process.
The kinetic constants Ki are expressed using an Arrhenius rate form:
Ki = AiT
bi
p e
− EiRTp (6.27)
This scheme allows the prediction of products distributions based on kinetics when each
product is described by a different kinetic reaction, as in the following list:
solid
k1−−→ H2O (R 6.3)
solid
k2−−→ CO2 (R 6.4)
solid
k3−−→ CH4 (R 6.5)
solid
k4−−→ CO (R 6.6)
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solid
k5−−→ H2 (R 6.7)
solid
k5−−→ tar (R 6.8)
As pointed out in Section 2.5 the time history of some light species is better predicted if
more than one reaction is used. As an example, using the multi-reaction approach, the global
reaction R 6.4 can be split into the following three reactions:
solid
k2a−−→ CO2 (R 6.9)
solid
k2b−−→ CO2 (R 6.10)
solid
k2c−−→ CO2 (R 6.11)
Similar scheme can be applied to other components as in [345] and in Table 6.1 the values used
for the kinetic parameters are reported. It is worth noticing that the values given in the table,
must be used together with a distribution of the activation energy (see the section Section 6.2.5)
and they are here given as an example only.
Applied to biomass conversion, this approach allows the split of the fuel into its three main
components, cellulose, hemicellulose and lignin:
biomass = cellulose + hemicellulose + lignin (R 6.12)
and the reaction rates follow the scheme:
cellulose
ka−−→ products (R 6.13)
hemicellulose
kb−−→ products (R 6.14)
lignin
kc−−→ products (R 6.15)
For this model the rates are temperature dependent and a dependency on the content of gas
is also present. While the composition is directly calculated, the total amount of volatile must be
still derived from experiments. The advantage of having multiple reactions for each species is
described in the following paragraph.
6.2.5. Distributed Activation Energy
The single kinetic model performs well only when the model is used in applications with similar
heating rate than the one used for the derivation of the parameter (usually a curve fitting proce-
dure). Following [345] it is possible to show that a unique single kinetic rate is not able to fit
properly both the data at law and high heating rate. This happens because pyrolysis is a complex
process in which many competitive reactions with different activation energies are involved. If
a system with distributed activation energies is fitted with a single kinetic rate, an unreasonably
low value of the activation energy is obtained. A simplified model known as distributed acti-
vation energy model (DAEM) for determining kinetic parameters for complex reactions such as
coal pyrolysis reaction has been firstly proposed in [245, 246]. This model assumes a set of
irreversible first-order reactions that have different activation energies. The distribution is often
assumed to be a Gaussian function:
W (E) =
W0
σi
√
2pi
e−(E−E0)
2
/2σ2 (6.28)
The model has the same performance as the single kinetic rate model, with the advantage
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Gas FG A E σ
CO2 extra loose carbonyl 0.56 E+15 30000 ±1500
CO2 loose carbonyl 0.65 E+17 33850 ±1500
CO2 tight 0.11 E+16 38315 ±2000
H2O loose hydroxyl 0.22 E+19 30000 ±1500
H2O tight hydroxyl 0.17 E+14 32700 ±1500
CO ether loose 0.14 E+19 40000 ±6000
CO ether light ether O 0.15 E+16 40500 ±1500
HCN loose 0.17 E+14 30000 ±1500
HCN tight 0.69 E+13 42500 ±4750
NH3 0.12 E+13 27300 ±3000
CHx aliphatic H(al) 0.84 E+13 30000 ±1500
CH4 extra lose methoxy 0.84 E+13 30000 ±1500
CH4 loose mathyl 0.34 E+12 30000 ±2000
H aromatic H(al) 0.1 E+15 20500 ±6000
CO extra light ether O 0.2 E+14 45500 ±1500
Table 6.1.: Kinetic rate used in the FG-DVC model for devolatilization of coal [345]
that its applicability can be enlarged at high heating rates even if the fitting has been done with
measurements taken at lower heating rates. The disadvantage of the Gaussian distribution is its
symmetry, whereas the reactivity distributions inferred from measurements tend to be asymmet-
ric [71]. The asymmetry can be accounted for by replacing the Gaussian distribution with other
distributions, for example the one used in [194]:
W (E) =
λ
η
yλ−1e−y
λ
(6.29)
with y = E−γη , λ is the shape parameter, η is the width parameter, and γ is the activation energy
threshold.
The mass loss is given by the following equation:
dmp
dt
= −
∫
A ·W (E)T bp e−
E
RTp (mp − fv,imp,0)dE (6.30)
A drawback of the model is the necessity to solve a double integral and this mathematical
operation can slow down the calculations. Several simplification have been proposed, based on
asymptotic expansion for the integral [277, 237].
The distribution of the activation energy is not restricted to a single gaussian function. A
double-Gaussian model was developed in [85] assuming that the pyrolysis process occurs in
two steps with different kinetic behaviors, the tar and light hydrocarbon gas formation during the
primary pyrolysis and the char condensation, cross-linking reactions, and a further gas production
during the secondary pyrolysis. In [319] a model in which the pyrolysis is divided into three steps
has been also proposed. The first corresponds to the breakage of light bonds and the release of
some molecules, the second is the primary pyrolysis, and the third is the secondary pyrolysis.
This model has been applied successfully to coals as well to biomass conversion.
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6.2.6. Two competing kinetic rates model
A simple model for the description of the temperature dependent yield has been given in [182].
The fuel decomposition is governed by competing reactions having different volatile yields with
the reactions contributing to the higher yields have the higher activation energies since an in-
crease in temperature produce an increase in amount of volatiles released.
A mechanism that might show such behavior is the primary decomposition of coal to inter-
mediates that either decompose further to form volatile compounds or form char by a combina-
tion of cross-linking, addition and condensation reactions. The decomposition reactions leading
to the volatile formation have a higher activation energy than the condensation reactions leading
to char formation.
The simple model proposed in [182] consist of two competing reactions, for which the mass
losses can be calculated from the differential relation:
dm1
dt
= R˙1α1mp = A1e−(E1/RTp)α1mp (6.31)
dm2
dt
= R˙2α2mp = A2e−(E2/RTp)α2mp (6.32)
where R˙1 and R˙2 are two competing rates active in two different temperature ranges. Both
reactions produce volatile and char as product but with two different split. The first reaction is
assumed to be dominant at relatively low temperatures leading to the asymptotic volatile yield
α1 and char 1-α1. At high temperatures the second reaction is assumed to become faster than
the first one, requiring that E2 is larger than E1, The asymptotic behavior of the second reaction
results in larger volatile yields. The total mass loss rate is governed by the following differential
equation:
dmp
dt
=
dm1
dt
+
dm2
dt
=
(
α1R˙1 + α2R˙2
)
·mp (6.33)
For a constant temperature an analytical solution exist and it is given by:
mp(t)
mp,0 −ma =
t∫
0
(
α1R˙1 + α2˙R2
)
e
(
− ∫ s
0
R˙1+˙R2
)
dz
ds (6.34)
Little physical significance should be given to the constants in the model. It should be noted,
that the model reduces to a single reaction at relatively low temperature where the second reaction
is negligibly slow. Therefore kinetic parameters for the first reaction are uniquely specified under
relatively low temperature conditions. This allows the utilization of available kinetic parameters
based on a single reaction model for the first reaction leaving two parameters to be evaluated at
higher temperatures.
6.2.7. Multi-steps model (IFRF model)
The multi-steps model developed by the IFRF [408] is an example of the family of pyrolysis
models in which kinetic effects are discarded and the gas released during devolatilization is only
a function of the particle temperature. The model predicts the yield of devolatilization Ψv in the
following way:
Ψv = F (Tp) (6.35)
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where the choice of IFRF has been to use for the function F (Tp) a two steps piecewise linear
function:
Ψv(Tp) =

0 Tp ≤ Tl
Ψig +
Tp−Tl
Tig−Tl Tl ≤ Tp ≤ Tig
Ψig + (Ψh −Ψig) Tp−TigTh−Tig Tig ≤ Tp ≤ Th
ΨHT Tp ≥ Th
(6.36)
The temperatures Tl Tig , and Th are typically independent from the fuels. The yield at the
ignition temperature Tig is calculated following the relation:
Ψig =
Eig
LCVvol
(6.37)
whereEig is the volatile energy at ignition and LCVvol is the Low Calorific Value of the Volatile.
The volatile energy at ignition is obtained from fuel characterization experiments.
The model is implemented into a CFD solver using the mass loss per unit of time. From
equation 6.35 it is possible to derive the following equation:
dmp
dt
=
dF (Tp)
dTp
· dTp
dt
(6.38)
where the differential mass loss is linked to the heating rate of the particle. The calculation of
the heating rate dTpdt is presented in equation Section 10.3.
The IFRF model is easy to implement and it works properly in pulverized coal combustion
applications. Its main objective is a rate temperature dependent with a final yield that is also
temperature dependent.
6.2.8. Semi-global pyrolysis models
Models belonging to the semi-global group, try to predict the behavior of the solid fuels us-
ing more fundamental steps in order to minimize the amount of fuel specific parameters. The
complexity of the mathematical description is therefore increased.
The application of this idea to coal devolatilization has been successfully performed in [349]
where each specific fuel is considered a linear combination of several reference fuels, namely
pure carbon, and two reference coals: a lignite with high oxygen content (coal3) and a reference
coal without oxygen and particularly rich in hydrogen (coal1). A third reference coal (coal2) has
been selected close to a number of bituminous coals. These reference coals can be described by
three lumped or equivalent monomer structures which stand for reference configurations, saving
the elemental C/H/O composition. The reference monomers which represents coal1 is (C12H11),
the one for coal2 is (C14H10O) and for coal3 (C12H12O5). The coal1 is considered as a 50/50 mol
mixture of (C12H10) and (C12H12). The monomers from coal1 to coal3 are richer in side chains
and posses less and less aromatic structures. The multi-step kinetic model describes the pyrolysis
of these reference coals.
At low temperatures (or low heating rates), the reference coals initially form char and
volatile species (tar∗ and gas∗), which still are in the condensed phase. The tar∗ in the con-
densed phase can be released from the fuel or can interact with the char structure in cross-linking
reactions, which increase the residual char and produce further gas.
The following reactions are typical for many fuels [349]:
coal1 −−→ 5 charH + 0.1 charC + 0.2 H2 + 0.9 CH4 + C2−5 (R 6.16)
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coal1 −−→ tar∗1 (R 6.17)
tar∗1 −−→ tar1 (R 6.18)
Light hydrocarbon gases are H2, CH4 and a mixture of C2-C5 hydrocarbons lumped as
a single pseudo-components with the equivalent formula (CH2). as well as oxygenated prod-
ucts CO, CO2 and H2O. The other oxygenated species, namely formaldehyde, methanol, (both
lumped into OxC) ketene, and acetic acid (lumped into BTX group) are produced in smaller
concentrations 2. A typical example:
tar∗1 + charH −−→ 5.3 charH + 3 charC + 2.55 H2 + 0.4 CH4 (R 6.19)
tar∗1 + charC −−→ 4.3 charH + 4 charC + 2.55 H2 + 0.4 CH4 (R 6.20)
Lignite coals (coal3) first move through an activate state in the condensed phase and then
undergo a real decomposition reaction:
coal3 −−→ coal∗3 (R 6.21)
coal∗3 −−→ 1.5 charH + 0.82 charC + 2.08 CO + .25 OxC + ... (R 6.22)
The hydrocarbon gases and pseudo-species trapped in the metaplast are all released with the
same rate.
One of the first study of semi-global pyrolysis model applied to biomass has been proposed
in [178] who studied in particular detail the thermal degradation of cellulose. The Author pro-
posed that a general biomass fuel can be represented into the following form
biomass = α cellulose + β lignin + γ hemicellulose
As a consequence, the devolatilization mechanism is expressed in the following way:
cellulose −−→ anydrocellulose (R 6.23)
anhydrocellulose −−→ gas + char (R 6.24)
cellulose −−→ tar (R 6.25)
The decomposition starts at around θ ≈ 200◦C with endothermic internal water elimina-
tion to produce anhydrocellulose. At higher temperature cellulose decompose in tar while the
anhydrocellulose decompose to form lighter gas and char as a remnant.
A similar decomposition scheme for cellulose has been proposed in [59], where the place
of anhydrocellulose has been taken by a more general active cellulose group of molecules. The
mechanism is divided into two main paths. The first path is active at low temperatures, and
involves reduction in the degree of polymerization by bond rescission, appearance of radicals,
2formaldehyde: O C
H
H
methanol: CH
H
H
OH ketene: C
H
H
C O acetic acid:
CH
H
H
C
O
OH
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elimination of water and formation of gas and char. As soon as temperature increases, the tar
formation reactions became more an more important.
cellulose −−→ active cellulose (R 6.26)
active cellulose −−→ tar (R 6.27)
active cellulose −−→ gas + char (R 6.28)
Both cited mechanisms predicts a temperature dependence for the char formation, with the
amount of char decreasing with the increase of the temperature.
In [5] a different mechanism was proposed:
cellulose −−→ gas (R 6.29)
cellulose −−→ tar (R 6.30)
cellulose −−→ char (R 6.31)
based on the observation that the yield of gas and char are linked in the same way to the temper-
ature and therefore the ratio is temperature independent.
For lignin, in [11] the following mechanism has been proposed:
lignin −−→ gas + char (R 6.32)
lignin −−→ tar (R 6.33)
lignin −−→ gas + reactive vapors (R 6.34)
where low temperature processes, producing gas and char, are active at low temperature.
In general, for all the model previously described, secondary reactions describe the cracking
and the repolymarization of tar into lighter gas and char.
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Figure 6.1.: Fuel structure and devolatilization steps as assumed in [111]
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6.2.9. Detailed pyrolysis models
The most detailed theories for pyrolysis and devolatilization have the purpose of being able to
predict light gas, char and tars fractions as well as their compositions (light molecules for the light
gases and a molecular distribution for the tar fraction). They attempt to cover a wide spectrum in
operating conditions (temperature, heating rate and pressure) for most of the fuels available for
industrial applications. These models assumes that the variations among fuels are caused by the
different chemical structure while the chemistry is coal independent.
The most known detailed models for pyrolysis are:
• The Chemical Percolation Devolatilization (CPD) model [132]
• The distributed-energy chain statistics (DISCHAIN) model [259]
• The Functional Gropus Devolatilization Vaporization Conversion (FG-DVC) model [344]
The CPD model uses percolation theory 3 and it has the capability of predicting total
volatiles and tar yields on the base of heating rate, temperature, pressure and coal type. It consists
of five principal components:
1. Description of the parent fuel structure;
2. Bridge reaction mechanism with associated kinetics;
3. Percolation lattice statistics to determine the relationship between bridge breaking and
detached fragments (these fragments are tar precursor);
4. Vapor-liquid equilibrium mechanism to determine the fraction of liquids that vaporize;
5. Cross-linking mechanism for high molecular weigh tar precursors to reattach to the char.
The fuel is represented by a lattice of four generic structural components: aromatic nuclei,
labile bridges, char links, and side chains as shown in Figure 6.1 Aromatic nuclei are non reacting
units with the characteristics of the hypothetical aromatic cluster based on 13C NMR analysis.
Except for HCN production from their nitrogen, nuclei are immutable. Nuclei are interconnected
by two types of linkages: labile bridges or char links. Labile bridges contain all the oxygen, sul-
fur, and aliphatic carbon, but no aromatic components. Char links are non reacting completely
aromatic with no heteroatoms. Peripheral groups are the remnants of broken bridges having the
same composition. Attached to the rings, side chains are responsible for the chemical stabiliza-
tion of the rings. From the chemical point of view the fuel is seen as an ensemble of functional
groups that are organized into tightly bound aromatic ring clusters and are connected by bridges.
Reaction rates are different for each functional groups but are relatively insensitive on the rank
of the fuel.
Modeling of bridges reactions and the generation of light gas, char, and tar precursors is
described by the scheme shown in Figure 6.2. where the variable £ represents the original
population of labile bridges in the lattice. Upon heating, these bridges become the set of reactive
bridges. For the reactive bridges £∗, two competing paths are available. In one path, the bridges
react to form side chains, δi. The side chains may detach from the aromatic clusters to form
light gases, g1,i. As bridges between neighboring aromatic clusters are broken, a certain fraction
of the coal becomes detached from the coal lattice. These detached aromatic clusters are the
heavy-molecular-weight tar precursors that form the metaplast. The metaplast vaporizes to form
3The percolation theory is a branch of the mathematics that describes the properties of connected clusters in a random
graph using statistical methods.
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Figure 6.2.: Scheme of the coal behavior during devolatilization process as a simplified network of chemical
bridges [111]
coal tar. While waiting for vaporization, the metaplast can also reattach to the coal lattice matrix
(crosslinking). In the other path, the bridges react and become a char bridge, c, with the release
of an associated light gas product, g2,i. The total population of bridges in the coal lattice matrix
can be represented by the variable p, where p = £+ c.
Given this set of variables that characterizes the coal lattice structure during devolatilization,
reaction rates can be defined for the following processes:
1. formation of a reactive bridge intermediate from a labile bridge (kb is reaction rate)
2. formation of a char bridge and gas from the reactive intermediate (kc is reaction rate)
3. formation of a side-chain from the reactive intermediate (kδ is reaction rate)
4. conversion of side chains into light gases (kg,i are reaction rates)
With the assumption that the reactive bridges are destroyed at the same rate at which they
are created £∗ = £ kbkδ+kc the equations are written as:
d£
dt
= −kb£ (6.39)
dc
dt
= kb
£
ρ+ 1
(6.40)
dδi
dt
= [2ρkb · £
ρ+ 1
]− kg,iδi (6.41)
dg1,i
dt
= kg,iδ (6.42)
dg2
dt
= 2
dc
dt
(6.43)
where the rate constants for bridge breaking and gas release steps, kb and kg,i, are expressed in
Arrhenius form with a distributed activation energy:
k = A · exp (−(E ± Eσ)/RT ) (6.44)
The parameters A, E, and Eσ are, respectively, the pre-exponential factor, the activation energy,
and the distributed variation in the activation energy; R is the universal gas constant, and T is
the temperature and ρ = kδkc A total of 19 first-order, distributed-energy rate expressions for the
release of various light gases have been provided [172]. It is not practical, however, to extend
this kind of comprehensive approach for gas release to the production of tar with its very large
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number of unique molecular species. Thus, tar production is modeled as a single first-order,
distributed-energy rate expression with chain statistics and with lattice statistic.
It is worth noticing that the N2 is released during primary devolatilization in two ways
[122]. Firstly nitrogen contained in the aromatic clusters is transported away as large aromatic
tar molecules escape the lattice (this is often the primary mode of nitrogen release during de-
volatilization). Additional nitrogen can be released as HCN and NH3 after the rupture of aro-
matic rings. Nitrogen is first released as HCN for most coals, with some primary NH3 from
low-rank coals and biomass. Additional NH3 can also be formed from subsequent reactions with
H2 in the char. In this model nitrogen is released primarily with tars and the kinetics of HCN and
NH3 are described using by first order kinetic with distributed activation energy 4. In [258] an
extra variable η is introduced. This variable monitors the average mole of N per aromatic cluster.
Its change reproduces the measured effect of reduced HCN in large aromatic clusters present in
high rank coals. The simple first order reaction, even with the distributed activation energy, is
not able to reproduce the amount of stable nitrogen remaining into the char. This quantity is coal
dependent and is strongly affected by heating rate dependent chemistry taken into account with
correlations (see [122] for more results).
The fuel structure parameters, must be expressed as functions of coal mass changes and
related release of volatile products. The fractional change in the coal mass as a function of time
is divided into three parts: light gases (fgas,i), tar precursor fragments (ffrag), and char (fchar).
The variables given in the above differential equations may be related now to the mass of the
individual sites and bridges. The masses on a per lattice site basis are expressed as follows [132].
The total mass is expressed by:
mtotal(t) = ma +mb · (1− c0)(σ + 1)/2 (6.45)
where ma and mb are the averaged mass of a cluster and the mass of the bridges, respectively 5.
The mass of the gas released up to time t is expressed by 6:
mgas,i = mb · gi · σ + 1
4
(6.46)
Finally the total mass of tar clusters of size n is given by:
mfrag,n(t) =
n ·ma + (n− 1)mb(£
p
+ τ ·mb
(
δ
4
(1− p)
))Qn(p) (6.47)
where Qn(p) =
Fn(p)
n is the number of n-site clusters, expressed on a per site basis and p is the
fraction of still intact bridges. The first term take into account the average molecular weight of
the n-sites in a cluster. The second term gives the molecular weight for the mass of the bonds still
intact as labile bridges multiplied by the fraction of intact labile bridges. The third term gives the
molecular weight of side chains to be released as gas and is calculated from the fraction of side
chains times the number of broken bridges tau. The total tar mass is obtained by summing over
4In [24] it has been observed that in slow heating rates experiments production of NH3 is relevant and the production
of HCN proceed the production of NH3. It has been proposed that only HCN is produced from the coal structure and
only in the pores HCN reacts heterogeneously to NH3.
5The σ+1
2
term is the ratio of bridges to sites and converts a bridge parameter such as 1− c0 into a site quantity
6The fraction of bridges that have been released as gas must be converted into a site variable by the factor σ+1
2
and an
additional factor of is inserted to convert the mass of the bridgesmb into the half-bridge mass assigned to the average
mass of side chains and of light gases released
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the various finite clusters:
mfrag(t) = ΦmaF (p) + ΩmbK(p) (6.48)
and it is accomplished by relationships obtained using percolation lattice statistics.
The variables Φ, Ω, F (p) (total fraction of sites with p is the fraction of intact bridges), and
K(p) are the statistical relationships related to the cleaving of bridges based on the percolation
lattice statistics, and are given by the following equations:
Φ = 1 + r
[
£
p
+
(σ − 1)δ
4(1− p)
]
(6.49)
Ω =
δ
2(1− p) −
£
p
(6.50)
F (p) =
(
p′
p
) σ+1
σ−1
(6.51)
K(p) =
[
1−
(
σ + 1
2
)
p′
](
p′
p
) σ+1
σ−1
(6.52)
r is the ratio of bridge mass to site mass, mb/ma, and:
mb = 2Mδi (6.53)
ma = Mcl − (σ + 1)Mδi (6.54)
Mδ and Mcl are the side chain and cluster molecular weights respectively; σ+1 is the lattice co-
ordination number (alkyl groups and oxygen functional groups) which is determined from solid
state Nuclear Magnetic Resonance (NMR) measurements related to coal structure parameters,
and p′ is the root of the following equation in p (the total number of intact bridges in the coal
lattice matrix):
p′(1− p′)σ−1 = p(1− p)σ−1 (6.55)
The mass fraction of gas fgas(t) ≡ mgasmtotal , fragments ffrag ≡
mfrag
mtotal
and char can be
expressed as a function of the dynamic variables:
fgas,i(t) =
r(g1,i + g2,i)(σ + 1)
4 + 2r(1− c0)(σ + 1) (6.56)
ffrag(t) =
2
2 + r(1− c0)(σ + 1)
[
ΦF (p) + rΩK(p)
]
(6.57)
fchar(t) = 1− fgas(t)− ffrag(t) (6.58)
In accounting for mass in the metaplast (tar precursor fragments), the part that vaporizes is
treated in a manner similar to flash vaporization, where it is assumed that the finite fragments
undergo vapor/liquid phase equilibration on a time scale that is rapid with respect to the bridge
reactions 7. Tar is generated when the fragments become small enough to vaporize into the
7The phenomenology invokes an analogy between coal devolatilization and the steam distillation of petroleum. When
steam is bubbled through a barrel of crude oil, the lightest fractions pass into the vapor and are transported away with
bubbles breaking through the surface of the petroleum. But the material with high molecular weight remains in the
liquid phase and condenses into coke if the temperature exceeds a certain threshold value. The role of the steam is
played by the noncondensable gases produced whenever aliphatic components are partially converted into stable char
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escaping noncondensible gases. Char forms by crosslinking among heavier fragments in the
condensed phase, whose further depolymerization is suppressed whenever labile connections
are converted into stable char links. Noncondensible gases are produced as a by-product of
charring. All this chemistry occurs in the condensed phase, so no redeposition from the gas
phase is involved.
As an estimate of the vapor/liquid that is present at any time, a vapor pressure correlation
based on a simple form of Raoult’s Law is used. The vapor pressure treatment is largely respon-
sible for predicting pressure dependent devolatilization yields. For the part of the metaplast that
reattaches to the coal lattice, a cross-linking rate expression given by the following equation is
used:
dmcross
dt
= mfragAcrosse
−(Ecross/RT ) (6.59)
where mcross is the amount of mass reattaching to the matrix, mfrag is the amount of mass in
the tar precursor fragments (metaplast), and Across and Ecross are rate expression constants.
In [123] a non linear correlation has been developed allowing the calculation of the struc-
tural parameters needed as model inputs as a function of the ultimate composition of the parent
coal. This more complex model explain both, the observed heating rate dependencies and those
pressure dependent.
Thermal history effects Thermal history effects are based on the heterogeneity of the fuels
namely on the structure of the lattice. A distribution of activation energies for the depolymer-
ization chemistry is responsible for the broad thermal response of the fuel, and explains why
asymptotic volatiles yields are dependent on the pyrolysis temperature. But competitive char
formation chemistry is needed to explain the proportions of tar and gas from coals of different
rank [260]. Heating rate also affects the rate, yields, and composition of volatiles. As the heating
rate is increased, the onset of devolatilization moves to higher temperatures and the devolatiliza-
tion rate increases in rough proportion to the heating rate. Rapid heating enhances yields at
lower pressures by delaying the generation of primary fragments until higher temperatures are
achieved, where more of the heavier fragments are expelled as tar. Consequently, tar becomes
more abundant and heavier as heating rates are accelerated and gas yields decrease because the
additional tar shuttles away precursors to noncondensibles. But at elevated pressures, the heavier
tar fragments cannot vaporize so the heating rate enhancements diminish. Some of the fragment
mass is retained in the char, while the rest is released as noncondensible gases.
According to the flash distillation analogy, the phase equilibrium shifts to retain a larger por-
tion of the lighter fragments in the condensed phase as the pressure is increased. Consequently,
tar prepared at higher pressures becomes lighter and the tar yield diminishes. The fragments
retained in the char also contain precursors to noncondensible gases which are eventually re-
leased, so gas yields increase as the pressure is elevated, but not by enough to compensate for the
retention of tar precursors.
6.2.10. Summary
In Table 6.2 the capabilities of each model previously analyzed are summarized. The important
properties needed in an accurate CFD calculation are the following:
1. Temperature dependent rate;
2. Conversion dependent rate;
links.
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Figure 6.3.: Examples of fitting results for the devolatilization of four different coals
3. Yield temperature dependent;
4. Splitting between light gases and tars;
5. Composition of products;
Model Rate(T) Conversion(T) Yield(T) Tar Gas Composition
constant Section 6.2.1 No No No No No
Single Section 6.2.2 No Yes No No No
Linear Section 6.2.3 Yes Yes No No No
Competing Section 6.2.6 Yes Yes Yes No No
IFRF Section 6.2.7 Yes Yes Yes No No
Semi-global Section 6.2.8 Yes Yes Yes Yes No
CPD Section 6.2.9 Yes Yes Yes Yes Yes
Table 6.2.: Summary of the properties of several devolatilization models
6.3. Some examples
The fitting of several devolatilization experiments using models explained in this Chapter are
shown below..
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Mass loss In Figure 6.3 the fitted curves are compared with devolatilization experiments
taken at the IFRF drop tube (see Chapter 11 for the description of the fitting method). The
following models are used for the fitting:
1. a pure kinetic model (see Section 6.2.2);
2. a two competing reaction models (the Kobayashi model, see Section 6.2.6);
3. the CPD model (see Section 6.2.9);
4. the 2-steps model developed at the IFRF (see Section 6.2.7).
All the models predict fairly well the devolatilization history of all the coals but few comments
must be added:
1. The experimental data at early times are not corrected from the uncertainty explained in
Section 11.4.4. The higher mass loss due to the cooling produces in the experiments is
the cause of the under-prediction at the early measurements points shown by almost all the
models. Only the model used at the IFRF has the capability to predict high yield at low
temperature.
2. For the fittimg of the Guasare coal, the Kobayashi model has been used taking both ac-
tivation energies constant, as given in the original paper [182]. The comparison with the
measured data shows that those activation energies are too high and the predicted de-
volatilization rate too low. In the aforementioned paper, the experiments from which the
activation energies are derived have been performed with a relative low heating rate, ex-
plaining the lower devolatilization rate. If the activation energies are allowed to change (as
in Section 11.4.2) the competing rate is able to predict variations with the devolatilization
temperature.
Gas-tar splitting Predicted [121] and measured mass loss and Tar yields (reported by [430])
are reproduced in Table 6.3. The coal selected belong to a set with a broad range of carbon
content. The comparison shows that the trend of both, the mass loss and the tar yield are well
reproduced by the model.
Effects of the heating rate In Figure 6.4 predictions of the pyrolysis product distribution
as a function of the heating rate for Göttelborn coal (high volatile bituminous coal with 80 % C)
are shown. The calculations have been performed using the CPD model. Increasing the heating
rate the amount of char decreases and the amount of tar increases. It is worth noticing that in the
case of Göttelborn coal the measurements performed at the IFRF gave the following values for
the yield: Char 51.2%; Volatiles 48.8%.
The total pressure dependency is shown in Figure 6.5 [172]. Increasing the pressure, tars
release decreases while the amount of char increases. The model predict well this dependency.
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Figure 6.4.: Prediction of the product distribution as a function of the sample heating rate in the case of
Göttelborn coal (hvb)
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Figure 6.5.: Effect of pressure on the char and tar yields from Illinois No. 6 coal [172]
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Mass release Tar yield
coal experimental CPD experimental CPD
Yallourn 51.0 51.2 19.9 15.8
Rhein Braun 52.5 48.6 22.1 18.4
Morwell 55.5 51.1 25.6 14.8
Velva 48.5 53.0 17.9 15.0
Soyakoishi 49.0 50.5 20.9 16.6
South Beulah 47.0 54.2 16.8 17.0
Colowyo 41.5 50.2 19.3 16.2
Taiheiyo 53.0 47.7 29.6 24.6
Millmerran 51.5 46.4 29.8 24.4
Wandoan 52.0 51.0 27.9 25.5
Hunter Valley 38.0 50.1 21.9 22.0
Liddell 39.5 47.5 22.2 26.0
Newvale 35.5 46.8 19.4 24.2
Yubari Shinko 38.0 37.6 22.0 20.8
Vicary Creek 24.5 23.5 11.7 8.0
Keystone 17.0 12.8 8.1 3.7
Hongay 6.0 4.4 2.6 2.1
Table 6.3.: Comparison gas and tar yield from measurements [430] and calculations [121]
163

7. Modeling of fuel structure
Since solid fuels are porous materials, the macromolecular structure and its development during
devolatilization and the following char reactions are as important as the chemical processes that
are causing the fuel conversion. In this Chapter, several approaches used to describe the fuels
pore structure and its development during conversion are described.
7.1. The pore structure
During pyrolysis, the porosity, the surface area and the density of the coal particle change signif-
icantly, which in turn influence the heterogeneous reaction rate of the char and the ash formation.
All these properties are important for both, pyrolysis and char combustion. Below the modeling
relevant to pyrolysis will be summarized, leaving to Chapter 8 a further discussion about aspects
relevant to char reactions. For correct predictions of fuel conversion in a broad range of condi-
tions, it is imperative that those properties can be adequately predicted and to this sake, several
models for particle pore structure have been developed:
Isolated pore models [373, 419] in which all pores are identical cylinders extending through
all the particle. The pores are randomly oriented, but they do not intersect. This restriction
prevents the possibility to describe the evolution of the internal surface area as a function
of the particle burnout with sufficient accuracy.
Random pore models [144, 145, 118, 119, 35, 36] are similar to the previous models but
they take into account the interaction between different pores. The internal surface area
and the mass transport inside the pores are obtained using the single pore model with the
effects of pore interactions taken into account by integration over a distribution function
for the pore dimensions. In [118] and in [35] the distribution is a known function while
in [144] the distribution is not known and the closure is achieved using the momentum
method. The random pore models are quite successful in the prediction of the evolution
of the internal area as a function of the burnout, but they do not consider that pores are
connected into a specified branching sequence which permits the gas to diffuse from one
pore to the others.
Lattice models The lattice pore model account for a specified branching sequence which al-
lows diffusion from one pore to the other [143]. This kind of models, however, are suc-
cessful if the pore size distribution is narrow. In the case of coal and biomass, where the
distribution is broad [327], several parameters must be inserted into the model to have a
better prediction of the internal area evolution.
Pores tree models The pore tree model has been developed in [329] and [334]. It is basi-
cally a random pore model where a single pore is not described by a standard cylindrical
geometry, but it is described by a structure leading to smaller pore attached to it.
The models mentioned above are used to describe the static pore structure. During conversion
the following physical mechanisms drive changes and the structure evolution must be considered
into the mathematical modeling [331, 330]:
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Bulk growth The existing pores grow because of the breaking of the bonds of the solid struc-
ture;
Combination The destruction of small pores (and eventually the generation of large pores) due
to the growing of larger pores into materials containing smaller pores;
Exposure Formation of small pores due to the opening of closed pores;
Generation Creation of small pores due to the release of solid matter.
Among all solid fuels, the pore structure of lignite coals changes in a different way [210].
During devolatilization, most particles become plastic and swell. However, because the content
of metaplast in the particle of lignite during pyrolysis is small, the diameter of lignite changes
little during pyrolysis with no thermoplastic deformation and some kinds of lignites are classified
as nonswelling coals.
Particle porosity increases during pyrolysis because of mass release and the opening of
closed pores while surface area changes little with mass release up to about 30%. For higher mass
losses both, porosity and surface are strongly increased. With the maximum particle temperature
increasing from 900 to 1200 K, it is observed that the predicted porosity of char formed during
pyrolysis increases. However, with further increase of the maximum particle temperature, the
predicted porosity and area change little. The influence of heating rate and ambient pressure
on the change of pore structure during pyrolysis is small and the initial coal structure alone
significantly influences the final pore structure of the char.
7.1.1. The single pore model
Aromatic clusters and bridges surround the closed pores. When the bridges are broken, the
closed pores are opened and become part of open pores. The following linear relationship [210]
describes the enlargement of the porosity caused by the opening of the closed pores:
θopening = f
0
PC(1− θ0)
(
1− p
p0
)
(7.1)
where f0PC represents the initial volume fraction of closed pores, θ0 represents the initial porosity
of the coal particle, and p and p0 represent the fraction of intact bridges and its initial value,
respectively.
The following two equations describe the porosity expansion caused by the generation of
gas and tar:
θgas = fgas(1− θ0)(1− f0PC)
(
1− adry
)
(7.2)
θtar = ftar(1− θ0)(1− f0PC)
(
1− adry
)
(7.3)
where fgas and ftar represent the yield of gas and tar on a dry ash-free basis, respectively, and
adry represents ash content on a dry basis (see equations 6.56, 6.57 and 6.58).
The internal surface Sint is the surface available to molecules adsorbed in a single layer
during adsorption. They can be N2 or CO2 as in the case of measurements or O2, CO2 and H2O
in the case of conversion. The following relation expresses the surface Sint:
Sint = SaNAna (7.4)
where Sa represents the adsorption cross-section of the adsorbing species, NA is the Avogadro’s
number, and na represents the moles of adsorbed molecules. During pyrolysis, the positions in
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the macromolecular array originally occupied by volatile molecules are emptied and transformed
into pores. However, not all the spaces left by volatiles can increase the surface area. Only the
spaces on the surface of solid that are big enough for adsorbates to come in can be measured in
the monolayer molecular adsorption. Therefore each space left in the particle by the gas after
stabilization of a broken side chain (g2) is filled by a char bridge and is not big enough to adsorb
molecules. Differently, the light molecules g1 are big enough for one adsorbent molecule to
move in. The quantity of g1 spaces attached to each aromatic cluster is given by:
Ng1spacecluster =
g1
2
(σ + 1) (7.5)
Considering that the fraction of pores from light gas spaces is estimated as:
fg1 =
g1
g1 + δ
(7.6)
it follows that the quantity of pores consisting of two g1 spaces that can adsorb, per aromatic
cluster, is calculated as follows:
Napcluster =
g21(σ + 1)
4(δ + g1)
(7.7)
Considering that tar is created when all the light bonds around it are broken, this process
creates light molecules g1 therefore the amount of available space for pores has been already
included into 7.7. Extra spaces is anyway accounted for, being the tar molecules bigger that the
g1 spaces:
Nclustercoal = (1− adry)
(
1
Mcl
−Nclustertar
)
m0p (7.8)
where 1Mcl is the initial population of clusters per mass of dry ash-free coal,Nclustertar represents
the population of clusters removed out of the particle by evaporation of tar per mass of dry ash-
free coal, and m0p is the initial mass of the dry coal particle.
The final specific surface area can be derived after balancing the available volume in the
particle, and it is given by[210]:
Sint =
SaNAN
ap
clusterNclustercoal + s
t0
particle
(1− ftar − fgas)/(1− adry) + adry (7.9)
7.1.2. Lattice model
In this model the development of the internal area Ai as a function of the burnout, is calculated
assuming that the pores possess a geometrical lattice distribution inside the solid particle. Let us
consider a cubic particle of side L whose pores are cylinders orthogonal to each face. There are
N pores on each side, and the diameter of the pore be δ. The Volume Vp of the pore is:
Vp = 3N
2δ2L− 2N3δ3 (7.10)
The porosity ε of the particle, defined by ε = VpL3 can be written:
ε = 3Z2 − 2Z3 (7.11)
where:
Z =
N3δ3
L3
(7.12)
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The internal surface of the pores Sp is:
Sp = 12δN
2 (L− δN) (7.13)
and the internal surface per unit of volume Ai =
Sp
L3 :
Ai =
12
δ
Z2 (1− Z) (7.14)
Each solid material usually has a distribution of pores dependent on its length L and its
diameter δ. The equation 7.11 and the equation 7.14 must be changed using an integration:
ε =
∫
dL
∫
dδ
(
3Z2L,δ − 2Z3L,δ
) L3
D3
(7.15)
Ai =
∫
dL
∫
dδ
(
12
δ
Z2L,δ
(
1− ZL,δ
)) L3
D3
(7.16)
where D is the dimension of the particle.
Let us consider, as an example, a pore distribution piked on a macro-pores δM over a really
law background V. Moreover, to simplifying the calculations, let have pore with a unique length
L. The differential distribution of the volume of the pore (quantity usually measured) is:
d
dδ
Vδ = L
3Z2δ (3− 2Zδ) (7.17)
that solved for Zδ for δ 6= δM :
Zδ =
√
V
3L3
(7.18)
The porosity is then calculated:
ε =
∫
V ,δ
D3
dδ (7.19)
=
V
D3
δmax +
VM
D3
(7.20)
=
L3
D3
Z2M (3− 2ZM ) (7.21)
The surface per unit of volume:
Ai = 4
V
D3
ln
δmax
δmin
+
L3
D3
12
δM
Z2M (1− ZM ) (7.22)
7.1.3. Random-pore models
According with the model [35, 36], the internal surface is created by a set of overlapping cylin-
drical pores of size distribution f(r), where the function f(r) identify the length distribution of
the cylinders per unit of volume. The total length LE , the total surface area SE and total enclosed
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volume VE of the non-overlapped cylindrical system are described by the following equations:
LE =
∫
f(r) dr (7.23)
SE = 2pi
∫
rf(r) dr (7.24)
VE = pi
∫
r2f(r) dr (7.25)
A balance equation for the size of the growing cylinders can be written:
∂f(r)
∂t
+
∂
∂
(
f(r)
∂r
∂t
)
= 0 (7.26)
with the only assumption that pores are neither created nor destroyed.
The solution of this equation is linked to a specific model for the char reaction (and conse-
quently for the surface accretion), and it will be further described in Section 8.6.3.
7.1.4. Pores-tree models
In [331, 330] the pore structure has been treated statistically, described by a collection of pore
trees with a continuous size distribution and branching sequence. The pore tree model assumes
that pores at the surface are the base of a structure that develops deep inside a particle. The
dimensions of a single tree range from micro-scales of the order of rmin ≈ 0.1 nm to macro-
scale that is a significant fraction of the particle radius. The radius of the largest pore rmax is
related to the particle radius Rp by the relation:
rmax =
2
3
Rp · ε1/3
K0
(7.27)
where ε is the porosity, K0 ≈ 5 is an integration constant and Rp is the radius of the particle.
The integration constant relates statistically the pore length lp to its radius rp:
lp = Kp
rp
ε1/3
(7.28)
The radius rmin of the smallest pore is given by:
rmin = 2
ε
βρsSp
(7.29)
where Sp is the internal specific area,
β = ln
rmax
rmin
(7.30)
and ρs = 2, 21 gramcm3 is the density of the non-porous material.
Inside a single particle, the pores have several diameter rp distributed between the minimum
and the maximum diameter following a distribution function called g(rp) given by:
g(rp) =
ε
2pi
1
r3p
(7.31)
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The radius rp and the number of pores n are a function of the depth of the pore x. It has
been shown that [331]:
n(x) =
(
rt
rp(x)
)2
(7.32)
where rt is the initial radius of the pore tree and the coordinates x is related to the radius by:
drp
dx
= −rp
lt
(7.33)
The porosity and the internal surface area are 2pir2p and 4pirp moments of the distribution
g(r), respectively.
It can be shown [331] that during pyrolysis the distribution g(r) ∼ 1r3 remain valid for all
times, leading to the relation:
rp = rp(0)
(
θ
θ(0)
)1/3
(7.34)
lp = lp(0) (7.35)
for all pores, indicating that the pore trees evolve in a self similar way.
In [335, 329] a differential equation for the distribution function g(r) has been developed
and information on the specific rates of pore formation and destruction has been inferred.
As expected, the theory predicts that the internal surface area is several order of magnitude
larger than the area of the pores of the largest radius and that the volume is only a factor 10 larger
than the volume of the largest pore.
The description of the diffusion of reactant inside the tree can be performed considering the
usual differential equation for the concentration [C]. The diffusion inside n pores of radius rp
must be balanced by its reaction on the surface of the tree:
d
dx
(
nρgDpir
2
p
d [C]
dx
)
= 2pinrpkg (7.36)
where kg is the reaction rate of the reactant with the solid structure and D is the diffusion coeffi-
cient. As in Section 8.5 the total amount of reactant reacted inside the pore tree must be equal to
the diffusion of reactant at the x = 0:
M˙t = −ρgDpir2p
d [C]
dx
∣∣∣∣∣
s
(7.37)
The reactant diffusion equation given by 7.36 must be solved for each tree and then inte-
grated over all trees. The intrinsic reaction rate k is given by a adsorption desorption mechanism
as described in Section 3.2 and the pore diffusion is given by the effective diffusivity model
described in 8.5.1.1.
Analytical solutions have been obtained only in the limit of absorption kinetic for which
k ∼ [C] and for Knudsen diffusion and are discussed further in Section 8.6.4.
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7.2. Gas transport across the structure
The flash distillation analogy explained in Section 6.2.9 does not include any finite-rate transport
mechanisms. Instead, the escape rate of gases is set equal to their rate of production from the
chemical reaction mechanism, under the assumption that a bulk convective flow of gases can be
established by a nominally infinitesimal pressure gradient across the particle; hence, internal and
ambient pressures are equal and all transport resistances are negligible.
Following the model presented in [330], the gas released from the solid walls at a rate m˙w
must obey a continuity equation of the form
d
dy
nρgUpir
2
p = nm˙w (7.38)
where n is the number of the branches of radius rp presented in the solid structure. The mass
removed at the walls must be determined by the development of the pore structure:
m˙w = 2χpirpρs
drp
dt
(7.39)
with χ = 23 a shape factor calculated by the model.
The change of the radius rp is related to the change of the pore structure presented previ-
ously in Section 7.1:
drp
dt
=
rp
3θ
dθ
dt
(7.40)
and the development of the porosity is related to the intrinsic devolatilization reaction by:
dθ
dt
= k
(
θf − θ
)
(7.41)
The model can reconstruct the pressure distribution inside each pore (detailed are given in
[332]) assuming a limiting process for the diffusion. Usually, Knudsen diffusion limits the flow
in small pores while for the largest tree choked flow can be achieved.
At high devolatilization rates, the fluid mechanics retard the release of gas out of the particle
because a part of the gas stagnates at extremely high pressures inside the small pores. This
stagnation at high pressure has an impact on secondary reactions.
7.3. Particle swelling during devolatilization
Coal can swell upon heating, resulting in larger particle size. This effect is stronger in an inert
environment or under reducing conditions. The swelling factor, which is the ratio of the swollen
coal particle to its original dimension, can range from about 1.3 (under oxidative conditions)
to about 4 (in an inert environment). Swelling introduces thin-walled cenospheres, which can
produce a sudden decrease in the particle size when burned and a density increase during burn
off.
More generally, solid fuels can be divided into several classes regarding their ability to
swell:
1. non-swelling;
2. fusion;
3. swelling;
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4. cenospheres;
5. mixed.
Modeling thermal-plastic behaviors of solid particles are challenging because of uncertain-
ties of the physical properties of fuels upon heating. A few attempts have been made to model
the swelling of coal particles. In [343] a first single bubble model has been developed, where the
swelling was assumed to be due to the pressure of trapped evolved gases against viscosity forces.
Following the single bubble approach, a multi-bubble model was proposed [262], which
describs more accurately the bubble behaviors, including the bubble growth, coalescence, and
transport to the surface. A most recent model [322] has been developed for the transient swelling
of coal particles on the basis of a single bubble and porous shell assumptions, and volatile re-
lease was predicted using the advanced chemical percolation devolatilization model [348]. The
formation, growth, and rupture of the bubble and the swelling and shrinking of the particle were
modeled in detail. However, these processes have not been justified due to the lack of experi-
mental observations. This model is only suitable to those coals tending to form cenospherical
chars.
To avoid the complexity of a more detailed modeling, a phenomenological relation is as-
sumed:
d
d0
=
(
mp
m0
)n
(7.42)
where n is a parameter determines using experiments.
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In Chapter 3 the basics of heterogeneous kinetic rates have been underlined and various mecha-
nisms leading to several expressions for the reaction rates have been discussed. The main conclu-
sion of the Chapter was that heterogeneous reactions take place on activated sites, on the internal
surface, and the rates of intrinsic heterogeneous reactions are affected by the following three
parameters:
1. the type of the activated sites;
2. the amount of activated sites;
3. the availability of gaseous reactants.
Type and amount of activated sites are directly influenced by the past thermal history of the
solid fue. Therefore the char reactivity is dependent on the way the char is formed (devolatiliza-
tion). The availability of gases (oxygen, water, carbon dioxide) is affected by the structure of the
particle into which reactants must diffuse.
CFD applications need an expression for the mass loss of the fuel particle dmpdt to calcu-
late the sources due to conversion reactions, and therefore this Chapter aims to present several
approaches and assumptions to obtain the mass loss as a function of all the relevant thermody-
namic quantities. Most of the models here presented have been developed in the case of char
oxidation but their validity remain unaltered also for other kinds of reactions and the extension
to gasification reactions are straightforward.
In the case of char oxidation simplifications in the description of the complex heterogeneous
chemical reactions mechanism will be adopted and a stoichiometric global reaction is considered.
The reaction is written as follows:
Char + s O2 −−→ x CO + y CO2 (R 8.1)
The splitting of the product between CO and CO2 is a function of the temperature and is given
in section Section 9.1 (see equation 9.3). The stoichiometric coefficient s can be related to a
measurable quantity, named the oxygen requirement ζ defined as the kg of O2 required to burn 1
kg of char. Char can be assumed to be pure carbon with the consequence that the stoichiometry
ζ = 2.667 kgO2/kgC and the low calorific value LCV = 32 MJkg . Most of the time those values
are good approximations but a better approximations is to consider char as a macromolecule
CaObHc with the values of a, b and c calculated from the fuel and char analysis.
The gasification reactions are written in the simple stoichiometric form:
C + CO2 −−→ 2 CO (R 8.2)
and
C + H2O −−→ CO + H2 (R 8.3)
.
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8.1. A general model for char conversion
A general model for the conversion of the char could be written in the following form:
dmp
dt
= f(Tp)g(B)h(Dp) (8.1)
where f(), g() and h() are functions dependent on the temperature of the particle Tp, the burnout
of the particle B and on the diameter of the particle Dp. This approach is usually not used for
several reasons:
1. The model described by equation 8.1 do not give any information on the the physical
process taking place in the particle and therefore it is not scientifically satisfactory;
2. In the models described by equation 8.1 there is a need for extensive experimental data to
reduce the infinite degree of freedom still present.
Although its phenomenological basis, such an approach has been used in the past. An
example of coal-char combined gasification and oxidation reaction mechanisms has been given
in [226] as a function of the variable τ = tτ1/2 . The model predicts directly the burnout B using
the following correlation:
B = aτ + bτ2 + cτ3 (8.2)
with the values of the parameters given in Table 8.1.
Reactant a b b
Air 0.317 0.367 -0.182
CO2 0.436 0.189 -0.122
H2O 0.375 0.276 -0.148
H2 0.349 0.283 -0.144
All 0.368 0.277 -0.147
Table 8.1.: Parameters for the unified reactions of coal char oxidation and gasification
The correlation is valid until B ≈ 70− 80%. To be predictive, the model needs the knowl-
edge of half-bornout time τ1/2.
8.2. Diffusion model
Two different approaches, leading to the same final model, can be considered for a more physical
description of thermal conversion of solid fuels. The two approaches are described bx the two
following two processes:
1. Diffusion of reactants through the boundary layer;
2. Chemical reactions with the macromolecular structure.
and they will be discussed in the following sections. We decided to start considering the diffusion
of reactants as a first step to create the final char reaction model.
Using mass conservation, the amount of reactant participating in the conversion reaction
inside the particle has to be equal to the amount of reactant diffused through the boundary layer
of the particle. As soon as that amount is calculated, the reaction rate can be also calculated.
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In vectorial form the steady-state diffusion equation for the reactant concentration [C] can
be derived by the conservation of the mass and is written in the following form 1:
∇ · (Dc∇ [C]) = S˙c (8.3)
where:
Dc - diffusion coefficient in m
2
s
[C] - concentration of the reactant in kg
m3
S˙c - Source term for the reactant c in
kg
m3
This equation must be solved in the space outside the particle. To simplify the mathematical
formulation, it is assumed that the problem posses spherical symmetry. In spherical symmetry
(no dependencies on the angles ϑ and ϕ) and expressed in spherical coordinates, the previous
equation becomes:
1
r2
∂
∂r
(
r2D(c, r)
∂
∂r
[C]
)
= S˙c(c, r) (8.4)
Since no heterogeneous reactions are present in the boundary layer, the sources in the balance
equation is zero and the diffusion equation 8.4 reduces to:
1
r2
∂
∂r
(
r2D(c, r)
∂
∂r
[C]
)
= 0 (8.5)
Integrating the equation once, the mass flow rate jc (in
kg
m3 s
) can be calculated:
jc ≡ −Dc d
dr
[C] =
K
r2
(8.6)
with K a constant to be determined. Integrating a second time:
−K
r
∣∣∣∣∞
Rp
= −Dc [C]∞Rp (8.7)
It follows:
K
Rp
= Dc
(
[C]∞ − [C]s
)
(8.8)
from which it is possible to calculate the unknown constant K:
K =
Dc
Rp
([C]∞ − [C]s) (8.9)
The total reaction rate M˙c of the char is related to the reactant diffusing into the particle:
M˙c ≡ dmp
dt
=
1
ζ
Apjc (8.10)
where Ap is the external surface of the particle. For a spherical particle:
Ap = piD
2
p (8.11)
1The same equation can be also derived on mole basis but the results are the same.
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The previous derivation assumed a non-moving particle with the diffusion coefficient Dc
being the molecular diffusion coefficient of the reactant in the mixture. In practical application,
this assumption is never valid, and more general correlations must be used. The flux jc is more
generally expressed as a function of the pressure difference between the bulk pressure p∞ and
the surface pressure ps. From the ideal gas law:
pcMc = [c]RT (8.12)
Introducing into equation 8.6 the value of K from equation 8.8 and expressing the concentration
[c] as a function of partial pressure from 8.12 the flux can be expressed as follows:
jc =
DcMc
RpR
(
p∞
T∞
− ps
Ts
)
(8.13)
The proportionality between the flux and the pressure difference is maintained and the pro-
portionality coefficient hm is introduced. The mass diffusion coefficient hm is expressed in msec .
The expression of the flux is then written in the following form:
jc = hm
Mox
RTe
(p∞ − ps) (8.14)
In the above formula the temperature Te is an effective temperature and can be calculated in
several ways. The most common way is to assume an arithmetical averaged temperature between
the bulk temperature and the particle temperature:
Te =
Tp + T∞
2
(8.15)
Using the equation 8.14, the reaction rate given in 8.10 can be rearranged in the following
form:
M˙c = Ap
MCarb
RTe
hm
ζ
(p∞ − ps) (8.16)
The partial pressure of the reactant at the surface ps is unknown. If the diffusion across the
boundary layer is much slower than the reaction with the char structure, it is possible to assume
that the partial pressure at the surface is negligible with respect the bulk partial pressure. The
reaction rate is then given by:
M˙c =
piD2p
ζ
MCarb
RTe
hmp∞ (8.17)
The diffusion coefficient hm The diffusion coefficient hm can be determined from the
Sherwood number Sh, defined as:
Sh =
hmDp
Dc
where Dp is the diameter of the particle. From empirical correlation for Sh as a function of the
Re number. In the previous equation Dc is the diffusivity of the reactant in the gas around the
char particle. If the Lewis number (defined as the ratio between the heat and mass diffusivity)
Le ≡ αDc = 1 then the Nusselt number Nu and Sh are equal and correlations for Nu can be
used as well as for Sh. In the correlation the Prandlt number Pr has to be replaced by the the
Schmidt number Sc, describing the ratio between momentum and mass diffusivity:
Sc =
µ
ρDc
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Some useful correlations are the following:
Ranz-Marshall correlation [286] expressed by:
Sh = 2 + 0.6
√
ReSc1/3 (8.18)
Renksizbulut-Hayoowood correlation expressed by:
Sh = (2 + 0.57
√
ReSc1/3)(1 +B)0.7 (8.19)
Faeth correlation expressed by:
Sh = 2 +
0.555
√
ReSc1/3
1 + 1.23/
√
ReSc4/3
(8.20)
Free convection correlation expressed by:
Sh = 2 + 1.066Gr0.52 (8.21)
The diffusion of the reactant through the boundary layer into the particle can be described
by fitting of experimental data and mathematically can be expressed by (Dc is in m
2
sec ):
Dc = Co
(
Tp + T∞
)1.75
(8.22)
with:
Co = 9.54 · 10−10 (in the case of oxygen)
Tp - Temperature of the particle
T∞ - Bulk temperature
More accurate relations can be used. The Chapman-Enskog equation uses kinetic theory of
gases to compute the diffusion coefficient in a binary mixture and it is given by:
[
Cf
]Dij = 3
16
√√√√2RT
pi
(
1
Mi
+
1
Mj
)
1
NAσ2i,jΩD,ij
(8.23)
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where:
[C]f concentration in
kg
m3
R Universal gas constant in kJkmol
T Temperature in K
Mx Molecular mass in
kg
kmol
NA Avogadro’s number
σ is the collision diameter in m
Ω is the collision integral.
Making use of the ideal gas law (reducing the applicability of the following equation only
to low pressures) the previous equation simplifies:
Dij = 0.0018583
√√√√T 3( 1
Mi
+
1
Mj
)
1
pabsσ2i,jΩD,ij
(8.24)
where now pabs is the absolute pressure in atm and the collision diameter σ is in Å. For a binary
mixture, σij is calculated as the average of the individual σs:
σij =
1
2
(σi + σj) (8.25)
The collision integral ΩD, which is a measure of the interaction of the molecules, is a
function of the quantity T ∗D, where:
T ∗D =
T
(/kB)ij
(8.26)
kB is the Boltzmann constant, which is defined as the gas constant R, divided by Avogadro’s
number. (/kB)ij for the mixture is the geometric average:
(/kB)ij =
√
(/kB)i(/kB)j (8.27)
The  is the maximum energy of attraction between two unbounded molecules 2. The relation for
Ω follows:
ΩD,ij =
1.06036
T ∗0.15610
+
0.19300
exp(0.47635T ∗)
+
1.03587
exp(1.52996T ∗)
+
1.76474
exp(3.89411T ∗)
(8.29)
2 and σ are parameters used in the Lennard-Jones description of the potential between two molecules:
VLJ = 4
[(
σ
r
)1
2 +
(
σ
r
)6]
(8.28)
and are tabulated.
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8.3. Pseudo-chemical models
In the previous Section, relations for the conversion rate have been derived based on the rate of
diffusion of the reactants across the boundary layer. In this Section, the conversion rate will be
described based on expressions for the kinetic rates.
The starting point for the model of char reaction is the formulation of the reaction rates for
heterogeneous reactions:
dmp
dt
=
Mreac
ζ
ApkC [C]
n
S (8.30)
where:
ζ - stoichiometric coefficient in kgf/kgchar
Mreac - Oxygen molecular weight in kgf/kmolf
Ap - external particle surface in m2
kc - reaction rate constant in ms only if n = 1
[C]S - reactant molar concentration at the
surface of the particle
in kgf/m3
n - reaction order -
It is important to notice that in the above equation the reaction is given as a function of the
external surface that, with the approximation of spherical particles, is given by Ap = piD2P .
The kinetic rate constant kc describes the kinetic of a pseudo reaction. It does not refer to
any real kinetic reaction between reactant molecules and the char structure, but includes several
phenomena not explicitly written in such a way that equation 8.30 is the definition for kc. Usually,
all the phenomena collected inside kc are taken to be a function of the particle temperature only
and the reaction rate constant is expressed in an Arrhenius form:
ki(Tp) = AcT
be
− EcRTp (8.31)
In equation 8.30 the concentration of the reactant at the surface is not known. It can be as-
sumed that the chemical reactions are slower than the diffusion of reactant to the particle surface
(due to molecular diffusion through the particle boundary layer). The reactant is then always
available at the surface and its concentration is equal to the concentration in the bulk:
[C]S = [C]∞ (8.32)
This assumption is the opposite of the one made in the previous section describing the situ-
ation in which the bulk diffusion rate is slower than the kinetic rate. With the present assumption
in equation 8.30, the pseudo kinetic model can be written in its final form:
dmp
dt
=
Mreac
ζ
ApkC [C]
n
∞ (8.33)
8.4. Kinetic-limited model
Equation 8.30 for the kinetic reaction rate and equation 8.14 for the diffusive flux can be coupled
together. Before doing that, let us rewrite the equations in a more compact way. The general
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equation for the reactant diffusion given by 8.14 can be written
M˙c = KD (p∞ − pS) (8.34)
where all the variables are condensed into the single coefficient KD:
KD = Ap
Mfhm
RTeζ
(8.35)
In the same way equation 8.30 can be written using the partial pressure:
M˙c = KCp
n
S (8.36)
where the kinetic coefficient KC is expressed as:
KC =
(
Mf
RTp
)n
Apkc
ζ
(8.37)
The unknown pressure at the surface can be extracted from equation 8.34 and inserted into
equation 8.36 to give the final (implicit) rate:
M˙c = KC
(
p∞ − M˙c
KD
)n
(8.38)
This is a non-linear equation for the variable M˙c. If the reaction order n equals unity, equation
8.38 can be analytically solved to give the reaction rate of the kinetically-limited model:
M˙c =
KDKC
KD +KC
p∞ (8.39)
8.5. Pore models
Most of the solid fuels are porous materials, and therefore heterogeneous reactions take place
mostly on the internal surface, more extended than the external one. The availability of reactants
and active sites must then be known as a function of the particle radius. Models able to describe
the internal pore structure and its development are required to achieve a better prediction and a
more satisfactory understanding of the overall conversion rate.
If the pore structure is not allowed to change, the effective diffusivity and the pore diam-
eters remain constant and the pore models and the macroscopic models are equivalent. This
approximation cannot describe the conversion of chars where changes in internal structure are
relevant.
The division among different pores models, already proposed in Section 7.1, is also valid
for char conversion models as the explanation below will clarify.
8.5.1. Isolated-pore models
The reactions between reactant and char structure take place directly on the internal surfaces of
the porous particle. The reaction rate for the particle is written, without approximations, in the
following form:
M˙c =
∫
qv([C]) dV (8.40)
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where qv([C]) (in
kg
m3 s
) is the reaction rate per unit of volume and its dependency on the avail-
ability of reactant is explicitly expressed. The integration has to be performed all over the entire
volume of the particle. The quantity qv can be related to the more physical qs, the reaction rate
per unit of (internal) surface (in kg
m2 s
):
qv = q˙c
ST
V
= q˙cAi (8.41)
The equation 8.40 can be rearranged as:
M˙c =
∫
q˙c([C])
ST
V
dV =
∫
q˙c([C])Ai dV (8.42)
The internal reaction rate q˙c can be now expressed using an Arrhenius form:
q˙c = MCarb
ki
ζ
[C]
n
=
1
ζ
[C]
n
AT be(−
E
RT ) (8.43)
The reaction constant ki in the previous equation should not be confused with the reaction rate
kC defined previously in equation 8.30. The rate kC is an effective char reaction rate while the
rate ki is the rate of the reactions taking place at internal surfaces of the pores and is usually
expressed in Arrhenius form:
ki = AiT
bi
p e
− EiRTp (8.44)
The rate constant ki is called the intrinsic reaction constant.
The expression 8.42, can be rewritten in the following way:
M˙c = −MCarb 4pir2Dc
ζ
d
dr
[C]
∣∣∣∣
s
= −MCarb4piR2p
Dc
ζ
d
dr
[C]s (8.45)
For the determination of M˙c the derivative ddr [C]s must be found. This derivative is a
function of the position inside the particle. To calculate this function, the diffusion equation of
the reactant inside the particle has to be solved. If the concentration is not constant inside the
particle, the reaction rate has to be written in the following way:
dmp
dt
= MCarb
∫
dVp
Ai
ζ
ki [C]
n (8.46)
where:
ζ - stoichiometric coefficient in kgC/kgchar
MCarb - molecular weight in kgC/kmolC
Ai - internal particle surface per unit of
Volume
in m
2
m3
ki - reaction rate constant in ms only if n = 1
[C] - reactant molar concentration in kmolC/m3
n - reaction order -
The equation for the reactant diffusion inside a spherical particle was already written in
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equation 8.4:
1
r2
∂
∂r
(
r2D([C] , r)
∂
∂r
[C]
)
= Sc([C] , r) (8.47)
where the source term Sc([C] , r), expressed in kmolc/s/m3, is given by the following relation,
after the definition given in equation 8.46:
Sc([C] , r) = Aiki [C]
n (8.48)
The final form of the equation for a reacting spherical particle for which the effective diffu-
sivity D([C] , r) = Deff is not dependent on the variable r, is the written below:
1
r2
∂
∂r
(
r2
∂
∂r
[C]
)
=
1
Deff
Aiki [C]
n (8.49)
The boundary conditions are written at the center of the particle (r = 0) and at the surface
of the particle (r = Rp): {
[C] (Rp) = [C]s
d
dr [C] (0) = 0
(8.50)
With the change of variables defined by:
f = rRp
[C]
[C]
s
x = rRp
(8.51)
The relation 8.49 can be rewritten in the following way:
df2
d2x
= [C]
n−1
s R
2
p
ki
Deff
Ai
fn
xn−1
= A
fn
xn−1
(8.52)
with the boundary conditions:  f(1) = 1ddx ( fx) (0) = 0 (8.53)
The constant A is then defined by:
A = [C]
n−1
s R
2
p
ki
Deff
Ai (8.54)
8.5.1.1. The intrinsic model
The equation 8.52 can be analytically solved only in the case of n = 1 when it reduces to:
d2 f
dx2
= Af (8.55)
with the constant A defined by:
A = R2p
ki
Deff
Ai (8.56)
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Using the given boundary conditions, the final solution reads:
f =
sinh
(√
A x
)
sinh
(√
A
) (8.57)
end in term of the reactant concentration:
[C] = [C]s
Rp
r
sinh
(√
A rRp
)
sinh
(√
A
) (8.58)
The species diffusion flux jc in
kg
m2 s
, is defined as:
jc = −Deff d
dr
[C] (8.59)
The amount of gas reacting inside the particle is equal to the the amount of gas flowing through
the surface (r = Rp), and, according to the previous results, it is given by:
jc = [C]s
Deff
Rp
(
1− Φ
tanh Φ
)
(8.60)
with:
Φ =
√
A = Rp
√
ki
Deff
Ai (8.61)
Using the results previously derived:
M˙c = −MCarb4piRp [C]s
Deff
ζ
(
Φ
tanh Φ
− 1
)
(8.62)
With the definition of the Thiele modulus Φ:
Φ = Rp
√
Aiki
Deff
(8.63)
it is possible to write the reaction rate for the intrinsic model in the following final form:
M˙c = −4piRpMCarb [C]s
Deff
AikiR2p
R2pAiki
ζ
(
Φ
tanh Φ
− 1
)
(8.64)
and using the definition of Φ in the right hand side:
M˙c = −4
3
piR3pMCarb
Aiki
ζ
[C]s
3
Φ2
(
Φ
tanh Φ
− 1
)
(8.65)
Recognizing in the factor 43piR
3
pAi the total area AT available for reaction, we have:
M˙c = −ATMCarb ki
ζ
[C]s η (8.66)
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Figure 8.1.: Effectiveness as a function of the Thiele modulus for a spherical geometry
with η the effectiveness of the reactions inside the particle due to reactant diffusion:
η =
3
Φ2
(
Φ
tanh Φ
− 1
)
(8.67)
In equation 8.66 the concentration at the surface [C]S is not known. The method shown in
Section 8.4 can then be applied to the case of intrinsic reaction as well.
The highest rate at a given temperature would occur when reactions take place on the entire
surface and this conditions is satisfied when enough oxygen is able to diffuse into the entire
particle. The effectiveness η is a number lass than unity that limit the maximum rate kinetic, and
it can be indifferently seen as the amount of internal surface available to the oxygen.
Figure Figure 8.1 presents the graph of the effectiveness η given in equation 8.67 as a
function of the Thiele modulus Φ. For small values of Φ the diffusion of the oxygen inside the
particle is quicker than the reaction rates, and therefore most of the surface is involved in the
reactions. The effectiveness η is then unity. As the Thiele Modulus increases and the diffusion
becomes slower than the reactions, the effectiveness decreases reaching small values in the limit
of very large Thiele numbers.
Considering the expression of the Thiele number as in equation 8.63, it becomes evident
that the three parameters that characterize Φ are:
1. The pore radius;
2. The temperature;
3. The radius of the particle
A small pore radius decrease the effective diffusivityDeff (see the next paragraph) increas-
ing the Thiele modulus. The small pores are associated usually with an high internal surface,
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but finally are responsible for decreasing of the overall reaction rate. A contrary effect have the
particle dimension, represented, in equation 8.63, by the particle radius Rp. Large particles react
with a rate limited by pore diffusion. FinaÃ¶lly the influence of the temperature is clear since an
increase in Tp leads to an exponential increase of the kinetic rate with a consequent increase in
Thiele number. Also at high temperature the conversion of particles is pore diffusion controlled.
In the case of diffusion controlled conversion, when the Thiele number is much larger than
one, the expression of the effectiveness η can be asymptotically expanded:
η −→ 3
Φ
(8.68)
In this limit, the overall reaction rate in equation 8.66 can be adjusted as follow:
M˙c = −4
3
piR3pMCarb
Aiki
ζ
[C]s
3
Φ
= −4piR2pMCarb
Aiki
ζ
[C]s ·
√
Deff
Aiki
(8.69)
and finally:
M˙c = −4piR2p
MCarb
ζ
[C]s
√
Deff ·
√
Aiki (8.70)
Two important observations must be made about the result expressed by this equation:
1. The factor 4piR2p represents the external area of the particle. In the limit of reactions
largely dominated by pore diffusion, reactions take place on a small volume near the ex-
ternal surface of the particle.
2. The factor
√
ki =
√
Ai · exp
(
− EiRT · 12
)
shows that the activation energy in this limit is
half of the intrinsic activation energy.
The effective diffusivity To determine the effective pore diffusion, two effects have to be
taken into consideration :
1. The bulk molecular diffusion described by the diffusion coefficient Dc;
2. The interaction between the walls of the pore and the molecules of reactant, described by
the diffusion coefficient Dkn (the Knudsen diffusion);
The diffusion in a single pore is written in the following way:
1
Di
=
1
Dc
+
1
Dkn
(8.71)
The Knudsen diffusion Dkn is given as a function of the particle temperature Tp and pore radius
rp:
Dkn = 97.0 rp
√
Tp
Mox
(8.72)
The mean pore radius δp are expressed in the following form:
rp = 2
ε
√
τ
Ai
(8.73)
In the previous equation the tortuosity τ and the porosity ε are introduced.
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To calculate the effective diffusivity for the entire particle, a simplified model is used, in
which a porous layer contains non-intersecting cylindrical capillaries. The mass flux can be
modeled using an effective diffusivity:
je = −De d
dx
[C] (8.74)
or using a summation over the diffusion in each pore 3:
jp = −Dp d
dl
[C] = −1
τ
d
dx
[C] (8.75)
The total amount of mass has to be diffused through the same effective surface containing
Np pores of diameter δp:
Aeje = pi
δ2p
4
Npjp (8.76)
giving the relation:
Deff = pi
δ2p
4
N
τ Ae
Dp (8.77)
The number of pores is related to the porosity ε by:
N =
Aeε
pi
δ2p
4 τ
(8.78)
obtaining for the effective diffusivity the final relation:
Deff =
ε
τ2
Dp (8.79)
Using the model previously described, the length of the pore and the diameter can be calcu-
lated from measured quantities.
Vg = NLPpi
δ2p
4
(8.80)
Ag = NpiδpLp f(1− ε) (8.81)
where Ag and Vg are the specific internal surface area (in m
2
kg ) and the specific pore volume (in
m3
kg ). Solving both relations for δp and Lp, we obtain:
δp =
4f
ρappAg
ε(1− ε) (8.82)
Lp =
Vgτ
Aeε
(8.83)
The factor f is a roughness factor and for non-intersecting pore:
f (1− ε) = 1 (8.84)
obtaining back the relation 8.73.
3The tortuosity is used to change coordinate along the pore with the coordinate vertical to the surface.
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Figure 8.2.: Comparison of reactant concentration using a non steady model (blue curve) and a steady model
(red curve) after a time τ = 1
Assumption of the model All the model presented in the previous paragraphs contain the
assumption of steady state. Conversion of single particles is intrinsically a non steady process.
Before discussing more advanced char reaction models, it is worth analyzing the effects of the
this major assumption considering the model intrinsic model just presented.
The unsteady equation for the reactant diffusion inside a spherical particle written as follow:
∂[C]
∂t
+
1
r2
∂
∂r
(
r2D([C] , r)
∂
∂r
[C]
)
= SC([C] , r) (8.85)
must be accompanied with an equation for the carbon density ρC(r) inside the particle :
∂ρC(r)
∂t
= −ξSC([C] , r) (8.86)
with, as before, the source term SC([C] , r) is given by:
Sc([C] , r) = kaAi[C]
n (8.87)
and ξ is here the inverse of the stoichiometric coefficient.
Unsteady effects originates by two phenomena:
1. Oxygen needs time to diffuse inside the particle;
2. The local internal area Ai is a function of the local burnout B(r) and, consequently it is a
function of the time.
To analyze the impact of those two phenomena, properties are assumed constant and, as
done for the intrinsic model, the equations are reduced in non dimensional form. The resulting
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Figure 8.3.: Comparison of The numerical solution of the system 8.88 (blue curve) with the prediction of the
intrinsic model (red curve) for different times in the case of a unitary Thiele modulus
system of partial differential equations is the following:
∂[C]
∂τ +
1
x2
∂
∂x
(
x2([C] , x) ∂∂x [C]
)
= Aiki(1−B) · [C]
∂B
∂τ = ξ
ρg
ρC
Aiki(1−B) · [C]
(8.88)
In the previous equation the time has been scaled using the diffusion time scale:
τ∗ =
R2p
D
(8.89)
In the second equation in the system 8.88 it is important to notice the factor ρgρC ∼ 11000 that
multiply the source term for the burnout. As a consequence, the concentration [C] of the gaseous
reactant changes following the time scale τ∗ that in the reduced system 8.88 becomes τ = 1. If
the Thiele modulus is equal unity or smaller than unity, chemical reactions do not change this
time scale, and the concentration adjust to the changes in burnout with time scale similar to τ∗
(τ = 1 in the reduced system).
The variation of the burnout follows a time scale that is a factor ρgρC ∼ 11000 slower. The
gaseous reactants have plenty of time to arrange themselves to the variation of B and as shown
in Figure Figure 8.3 the assumption of steady state condition for each burnout is correct.
If the local internal area is considered as a function of the local burnout, the analytical
solution used for the derivation of the intrinsic model is not anymore valid. The numerical
solution of the system 8.88 is compared with the prediction of the intrinsic model in Figures
Figure 8.3 and Figure 8.4. The intrinsic model is calculated considering an averaged burnout all
over the particle. Figure Figure 8.3 shows that the local burnout differs between the two models
but the averaged one doe not. The intrinsic model can be still used with accuracy to calculate the
averaged burnout of a particle.
It is interesting to notice that for small Thiele modulus (see Figure Figure 8.4) the differ-
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Figure 8.4.: Comparison of The numerical solution of the system 8.88 (blue curve) with the prediction of the
intrinsic model (red curve) for different times in the case of a small Thiele modulus
ences between the two models disappear also in the prediction of the local burnout.
8.5.1.2. General reaction order
For a general reaction order n 6= 1 there is no closed solution for the transport equation given by
equation 8.4. An approximate solution is given by the same reaction rate given in equation 8.66:
M˙c = −ATMCarb ki
ζ
[C]s η (8.90)
η =
3
Φ2
(
1− Φ
tanh Φ
)
(8.91)
with the following definition of a generalized Thiele number:
Φ = Rp
√
n+ 1
2
Aiki
Deff
[C]
n
S (8.92)
8.5.1.3. General geometries
The geometry of a coal particle is in general non-spherical. For a general geometry of the particle,
there is no closed solution for the transport equation given in equation 8.4. An approximate
solution is given by the same reaction rate in 8.66:
M˙c = −ATMCarb ki
ζ
[C]s η (8.93)
η =
3
Φ2
(
1− Φ
tanh Φ
)
(8.94)
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with the following definition of a generalized Thiele number:
Φ = Reff
√
n+ 1
2
Aiki
Deff
[C]
n
S (8.95)
where the effective radiusReff is given as a function of the volume of the coal Vp and its external
surface Sp:
Reff =
Vp
Sp
(8.96)
8.5.1.4. Langmuir reaction rate
If the reaction rate is expressed using the Langmuir form
R˙ =
k1 · [C]
1 + k2 · [C] (8.97)
a correction factor for the effectiveness given in equation 8.67 must be considered [156]:
fc =
(
1 +
√
1/2
2Φ2 + 12Φ2
)0.5(1−nobs)2
(8.98)
where Φ is the Thiele number and the observed reaction order nabs is defined as a function of the
concentration at the surface [C]s by:
nobs =
1
1 + k[C]s
(8.99)
The Thiele number must be also modified and its expression is written below:
Φ = Rp
√
Aik1
Deff
(
k2 · [C]s
1 + k2 · [C]s
)√
1
k2 · [C]s − ln (1 + k2 · [C]s) (8.100)
8.6. Surface development
The considerations of the previous Section focused on the dependencies between diffusion and
reaction rate. They point out that the development of the internal surface plays an important role.
The single-pore model presented in Section 8.5.1 assumed a dependency of the internal area with
the burnout B of the form:
Ai = Av · ρp = Av · ρp,0 · (1−B) (8.101)
with the specific surface Av assumed to be constant and the initial particle density given by ρp,0.
Since the pores are not isolated, this assumption can be questionable and indeed is not
anymore correct for high burnouts, where the particles become more porous. The forthcoming
sections show how the development of the internal area can be taken into account.
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8.6.1. Lattice model
In this model, following the description of Section 7.1.2, the development of the internal area Ai
as a function of the burnout, is calculated assuming that the pores possess a geometrical lattice
distribution inside the solid particle.
The the internal surface per unit of volume Ai is calculated by the model with the relation
7.14, rewritten below:
Ai =
12
δ
Z2 (1− Z)
where:
Z =
N3δ3
L3
and the porosity ε of the particle must be written using 7.11:
ε = 3Z2 − 2Z3
The variable Z is linked to the porosity that is linked to the burnout:
B = (8.102)
in such a way that:
B = 1 =⇒ Z = 1 (8.103)
The internal area increase for Z < 12 and decrease towards zero for Z >
1
2 .
8.6.2. Bimodal pore structure
From the simple lattice analysis presented in the previous section, it can be observed that the
porosity is a function of the macropores distribution while the internal surface is a function of the
micropores distribution. The pore structure is assumed to be bimodal in [118, 215] and this ap-
proach allows the Authors to derive a dependency of the internal surface from the burnout similar
to the derivation using the random pore model theory (see next Section Section 8.6.3). The pre-
dicted particle structure parameters based on the initial surface area and porosity of macropores
and micropores in the particle showed a reasonable agreement with the experimental extraction
from both CO2 gasification and air combustion. The predicted reaction rates, using this modified
random pore model, agreed well with the experimental measurements under various conditions.
8.6.3. Random-pore models
According to the model shortly described in Section 7.1.3 the balance equation for the size of the
growing cylinders can be written (see 7.26):
∂f(r)
∂t
+
∂
∂t
(
f(r)
∂r
∂t
)
= 0
with the only assumption that pores are neither created nor destroyed.
If the rate of reaction on the actual surface is proportional to the total surface area (scaling
as r2), the rate of change of the pore diameter can be expressed as a function of the reactant
concentration [C]:
dr
dt
= −ks [C]n (8.104)
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Using equation 8.104 into equation 7.26 the following partial differential equation for the
distribution f(r) is obtained:
∂f(r)
∂t
= −ks [C]n ∂
∂t
f(r) (8.105)
with the boundary conditions f(0) = 0 and f(∞) = 0. After multiplication by power of r and
integration the following relation can be derived:
d
dt
LE = 0 (8.106)
d
dt
SE = 2piks [C]
n
LE (8.107)
d
dt
VE = ks [C]
n
SE (8.108)
The solution of the previous system of differential equations is given by:
SE =
√
(S0E)
2 + 4piL0E(VE − V 0E) (8.109)
VE = V
0
E + S
0
Eks [C]
n
t+ piL0E(ks [C]
n
t)2 (8.110)
The quantities presented in the previous equations must be related to the corresponding properties
of the actual (overlapped) surface. The change in volume of overlapped surfaces is only a small
fraction of the change of the actual volume enclosed by the non-overlapped surface V and this
fraction is equal to 1− V . Therefore:
dV = (1− V )dVE (8.111)
After considering that V → 0 as VE → 0, this equation can be integrated to give V as a function
of VE :
V = 1− e−VE (8.112)
Under the same assumptions used until here, a relationship between the overlapped surface
SE and the non-overlapped surface S can be derived:
S = SE(1− V ) (8.113)
The change in the total length of the pores due to additional intersections may be written as:
dL = − L
1− V dV (8.114)
Considering that non-overlapping is possible as VE → 0, the integral relation follows:
L = LE(1− V ) (8.115)
Combining 8.112, 8.113 and 8.115 the final relations for the actual internal surface and the
actual volume can be achieved:
S
S0
=
1− V
1− V0
√
1− 4piL0(1− V0)
S20
ln
(
1− V
1− V0
)
(8.116)
1− V
1− V0 = exp
(
−ks [C]
n
t
1− V0
(
S0 + ks [C]
n
t
))
(8.117)
192
8.6. Surface development
0 0.2 0.4 0.6 0.8 1
Burnout
0
0.5
1
1.5
2
S 
/ S
0
ψ= 0.5
ψ = 3
ψ= 5
Figure 8.5.: Ratio between the initial internal surface and the internal surface available as a function of
burnout B predicted by the random pore model. The curve are given for different values of the
parameter ψ
For a spherical particle in the reaction controlled regime, the burnout can be calculated as:
1−B = 1− V
1− V0
(
1− ks [C]
n
t
R0
)3
(8.118)
whereR0 is the initial particle radius. This relation leads to the following formula for the internal
surface development:
S
S0
=
1−B
(1− τσ )3
√√√√1− ψ ln( 1−B
1− τσ )3
)
(8.119)
where τ =
ks[C]
n
t
1−0 is the dimensionless time, σ =
R0S0
1−0 the particle size parameter. ψ =
4piL0(1−0)
S20
the structural parameter, and 0 the initial porosity.
After devolatilization, many chars have already a well developed internal surface and the
parameter σ  1. In this approximation the final form of the internal surface development can
be written as in [35]:
S
S0
= (1−B)
√
1− ψ ln(1−B) (8.120)
Figure Figure 8.5 show three typical curve representing the changes of the internal surface
with increasing burnout B. All the curves decrease for large burnout, but if the structural pa-
rameter ψ is large enough, then the internal surface increase at the beginning of the conversion
as in the case of coal combustion. If the structural parameter is lower than the critical parameter
the internal surface will decreases for during the entire conversion as in the case observed during
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conversion of of biomasses.
If among the products of the heterogeneous reactions solid remnants are present, the con-
centration of reactant [C]i at the interface must be calculated from the concentration in the bulk
of the pore [36]. The layer of non-reacting remnants causes extra resistance to diffusion. Assum-
ing a linear concentration gradient in the diffusion layer of thickness ∆ a material balance for
the reactant provides the following equation:
Dr
[C]− [C]i
∆
=
ks [C]i ζρ
M
(8.121)
with Dr the molecular diffusivity of the reactant across the layer, M the molecular weight of the
reactant an a the stoichiometry coefficient of the reaction
C(s) + ζR(g) −−→ pP(g) + qR(s) (R 8.4)
.
An equation for the thickness ∆ can be obtained using mass balance for the solid phase and
can be written:
∆ =
2Z(1− 0)
ψS0
(√
1− ψ ln(1−B)− 1
)
(8.122)
where Z is the ratio of volume of solid phase after reaction to that before reaction.
Combining 8.120, 8.122 and 8.121 the equation for the mass loss of the particle reads:
dB
dt
=
ksS0 [c] (1−B)
√
1− ψ ln(1−B)
(1− 0)
(
1 + βZψ (
√
1− ψ ln(1−B)− 1)
) (8.123)
where β = 2Ksζρ(1−0)MDrS0 is a modified Biot modulus.
8.6.4. Pores-tree models
The pore tree model described in Section 7.1.4 assumes that pores at the surface are the base of
a structure that develops deep inside a particle.
As described in the section previously mentioned, a balance equation for the size of the
growing cylinders can be written as 7.26:
∂f(r)
∂t
+
∂
∂r
(
f(r)
∂r
∂t
)
= 0
with the only assumption that pores are neither created nor destroyed.
In this approximation
k = kipg [C] (8.124)
and the absorption rate constant is a function only of the temperature:
ki =
k1k2
K ′ + k2
(8.125)
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In the values of the Arrhenius rates are given in [331] and [209] by the correlations:
k1 = 900e
−19000/T (8.126)
k2 = 90e
−19000/T (8.127)
K = 200k1k2e
−3500/T (8.128)
If the diffusion is dominated by wall interactions (Knudsen diffusion) then
D =
2
3
V rp (8.129)
where V =
√
8RT
piM is the mean thermal velocity of the gas.
The solution under the previous conditions can be written as:
m˙t = ptr
2
t c0
(
3
4
kipgρgV
)1/2(
e2k − 1
e2k + 1
)
(8.130)
with:
k =
√
3kipg
ρgV
(
St(rt)
2pir2t
)
(8.131)
The reaction rate obtained from the solution of the general equation written in 7.36 must
then be summed up over all the pores distribution, with the result that several regimes can be
identified:
• rmin < rt < r1: The reactions rate m˙KL is kinetically controlled;
• r1 < rt < r2: The reactions rate m˙KD is controlled by Knudsen diffusion;
• r2 < rt < rmax: The reactions rate m˙BD is controlled by bulk diffusion.
where the values for r1 and r2 are obtained imposing the continuity for the reaction rates.
In order to be used, the model needs the determination of the initial porosity ε0 and the
initial internal surface that in [334] is assumed to vary as:
sp = 100 · ε0 m
2
g
(8.132)
It is important to remark here that in equation 8.131 and in equation 8.63 the pore radius
produces different effects. In the definition of the Thiele modulus 8.63 smaller pore produce
larger φ and therefore, following the single-pore model, combustion is diffusion limited. In the
pore-tree model, small pore structures (trees) have bigger k (the pore-tree radius rt is in the
denominator) and therefore they are chemically controlled.
8.7. Phenomenological models
The starting point for the phenomenological (effective) models is the pseudo-kinetic equation
given in 8.30:
dmp
dt
=
1
ζ
ApkC [C]
n
S (8.133)
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The biggest drawback of this models is the lack of accuracy in the prediction of the last part
of the burnout fraction because from experiments it is known that the combustion rates decrease
at higher burnout (see also Section 2.10 and Section 8.8).
Instead of describing more details of the physics involved in the char combustion, the phe-
nomenological models apply corrections to the above equation that takes into account the behav-
ior mentioned above. Analytically the equation is as follows:
dmp
dt
=
1
ζ
ApkC [C]
n
S f(B)S(B) (8.134)
The functions f(B) and S(B) describe the chemical inhibition of the char at high burnout
and the changes of the relative internal surface. They must be derived from experiments.
8.7.1. The Field’s model
In [108] empirical expressions for the description of particle diameter as well as apparent density
changes during the burnout have been defined in the following way:
d = d0 · (1−B)α (8.135)
ρa = ρa,0 · (1−B)β = ρa,0 · (1−B)1−3·α (8.136)
The exponents α and β are empirical parameters. After taking into account the dependency
between the diameter and density of the particle by the use of mass conservation, the parameters
α and β have to satisfy at every instance the following equation:
1 = β + 3 · α (8.137)
Which combustion regime, the particle is burning at, is described by the exponent α.
1. In the case of diffusion-controlled combustion, the particle would burn with changing di-
ameter and constant density (α = 0.333, β = 0);
2. For kinetically-controlled combustion, the particle diameter would be constant, whereas
density of the particle would continuously decrease (α = 0, β = 1);
3. Some other specific cases can be distinguish:
• For α = 0.5 the surface area is constant and burnout increases linearly with time,
• For α = 1 the surface area is linearly decreasing and this results in an exponential
expression for the burnout over the time (IFRF approach);
• For α > 1 the surface area is hyperbolically decreasing.
Applying the α parameter of Field into the description of the specific surface area leads to:
Sa(B)
Sa,0
= (1−B)2·α (8.138)
The burnout for any α 6= 0.5 can be calculated as:
B(t) = 1− 1−2·α
√
1− (1− 2 · α) · q0 · Sa,0 · t (8.139)
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8.7.2. Extended approach for cenospherical particles
Smith [339] presented an extension of the Field model which takes into account more adequately
the behavior of bituminous coals in the course of combustion. Char of these coals plasticizes
during devolatilization and often forms an inflated sphere with one or more large internal voids
(so-called cenosphere). For those particles, considering the simplified radial mass distribution
inside the cenospherical particle results in a better model than describing the particle as a homo-
geneous sphere.
Smith improve the Field equations for particle diameter (8.135) and apparent density (8.136)
with a diameter ratio Cd:
Cd =
dexternal
dinternal
(8.140)
d = d0 · (1−B +B · C3d)0.333 (8.141)
ρa = ρa,0 · (1−B)
(1−B +B · C3d)
(8.142)
8.7.3. Unreacted shrinking-core model
The unreacted shrinking coal model assumes that quick chemical reactions take place in a thin
layer around the particles while the reactant does not have time to diffuse towards the internal
regions. Solid remnants may increase the resistance at higher burnout if they do not detach from
the original solid structure. The surface available for the reaction is proportional to the external
surface of the core that is a function of the core radius rc:
dmp
dt
= 4pir2cks [O2]
n
s (8.143)
The concentration at the surface [O2]
n
s must be calculated after application of the mass balance
relation considering diffusion thorough the gas film and the diffusion thorough the external rem-
nants:
De
1
Rp
− 1rc
(
[O2]− [O2]s
)
= 4pir2cks [O2]
n
s (8.144)
The solution of the previous equation has been already discussed in Section 8.4.
8.7.4. The IFRF-97 model
The IFRF model (IFRF is an acronym for Intenational Flame Research Foundation) considers the
decreasing of the reactivity at high burnout to be proportional to the burnout itself. The reaction
rate is then written:
dmp
dt
=
1
ζ
ApkC [C]
n
S (1−B) (8.145)
In 1997 Haas [138] extended the IFRF model considering two major effects on the normal-
ized surface area:
• influence of the ash (f1),
• influence of the temperature (f2).
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According to the model the normalized surface area is given by:
Sa
Sa,0
= (1−B) · f1(B, a, PD) · f2(B, T, εmax) (8.146)
When f1 = f2 = 1 equation 8.146 simplifies to the equation proposed at the foundation.
The burnout rate is given by:
dB
dt
= q0 · Sa,0 · (1−B) · f1 · f2 (8.147)
The first term, q0, is a combustion rate derived from the pseudo–kinetic model and it is
calculated from the initial char properties (d0, ρ0).
The aforementioned correction terms, f1 and f2, consider the nonlinear behavior of the
surface area. The first correction, given by f1, considers the non-linear effect of the ash content
increasing for higher burnouts. By the high burnout level the ash content in the rest of char grain
is more than 90%. This influence of the non-combustible phase on the burnout is calculated as
follows:
f1 =
(
1− a
1− a0
)PD
(8.148)
where a and a0 are instantaneous and initial ash content in the particle, respectively. The frac-
tion
(
1−a
1−a0
)
represents the instantaneous over the initial fraction of combustible matter and is
assumed to be proportional to the instantaneous combustible surface area. With increasing the
burnout degree the non-combustible surface of ash in the rest grain rises and passivates the char.
In the case that ash also forms a resistance for diffusion of the reactant inflow, the passive pa-
rameter PD increases. For the PD = 0 no effect of the ash on burnout is observed and f1 is a
constant. Adjustment to the measurements has shown that for most of the coals PD has a value
0÷ 1 (however, the value 1 is not the upper limit).
The second correction term, given by f2, takes into account the effect of the temperature
on the normalized surface area. When the temperature is low, the total surface area of pores
(inside the particle) can be used for the reaction. Otherwise, when the temperature is high, the
C concentration on the outer surface of the particle is near zero. Therefore the maximum of the
available reaction surface depends on the temperature and is defined as:
Sa,max
Sa,0
= [1 +Bmax]
(
kD
kc
)
(8.149)
The exponent (kDkc ) describes how big is the ratio of reaction to the diffusion rate. When (
kD
kc
) >
1, the diffusive transport is much bigger than reaction rate, and reactant has enough time to
penetrate the particle. In this case, the reaction surface area will be maximum. For very small
values of (kDkc ) < 1 the exponent approaches zero and
Sa,max
Sa,0
→ 1, because no reactant reaches
the inner surface area and the combustion takes place only on the outer surface area.
Photos of different chars from electron microscope have shown the typical evolution of the
pore structure. The surface of the char particle burns and it gives access to the internal pore
structure of the particle. The available surface area increases and can be accessed by reactant.
If the partial pressure of C at the outer surface is not zero, it reacts at the pore walls resulting
with growing of the porosity. At the maximum possible porosity particle starts to defragment and
pores coalescence. Due to this effect, the total available surface area decreases. A first approxi-
mation for this phenomena is that the available pore surface area grows linearly until reaches the
maximum value, then declines linearly:
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For B < Bmax:
f2 =
Sa
Sa,0
=
Sa,max
Sa,0
− 1
Bmax
·B + 1 (8.150)
For B ≥ Bmax:
f2 =
Sa
Sa,0
=
1− Sa,maxSa,0
1−Bmax ·B +
Sa,max
Sa,0
−Bmax
1−Bmax (8.151)
where Sa,max is the maximum surface area at the state of maximum porosity and Bmax is the
burnout degree X at which the maximum porosity is reached. It is derived from the expression
for the entire particle volume:
Vp · (1− ε) = Vash + Vc (8.152)
where ε is the particle porosity. Assuming that the volume of carbon, Vc, changes proportionally
with the carbon mass, Bmax can be calculated:
Bmax =
ρc
ρa,0
· 1
1− a0,char · (εmax − ε0) (8.153)
The carbon density is set to 2000 kg
m3
, whereas εmax and ε0 are the maximum and initial porosity
of the particle, respectively. The initial value of the porosity can be calculated as follows:
ε0 = 1−
ρc
ρa,0
· (1− a0,coal) ·HVM
C3sw
(8.154)
HMV is the high volatile matter yield and Csw is the swelling coefficient (the diameter ratio of
char to coal). The maximum achievable porosity εmax depends on the initial char properties, and
it is a specific parameter for each coal. Generally, the later the maximum porosity is reached, the
higher increase of surface area will be.
The passivation parameter PD is set arbitrary, the maximum porosity is determined by nor-
malizing the reaction rate to the initial reaction rate and assuming that the change of reactivity is
only due to the change of specific surface area.
8.8. Char deactivation
Many of the aforementioned models are not able to describe the deactivation of the solid structure
reactivity at higher burnouts [441]. A model has been proposed [49] where non-active sites are
converted at high temperature into further reacting active sites. The final rate is the following:
R˙ =
k [C]
1 + b [C]
χ+ kI [C] (1− χ) (8.155)
where χ is the fraction of active sites and kI is the rate coefficient of the conversion into inactive
sites.
According to the model of Hurt [160], the sites in a char deactivate by a first-order thermal
process and are assumed to have a common pre-exponential factor and a distribution of activation
energies for annealing. The parameters for the untreated chars are corrected by the deactivation
ratio. Using this approach the untreated char reactivity can be back-calculated and used as an
intrinsic reactivity determined for every single fuel.
199
8. Modeling of Char Conversion
Figure 8.6.: Examples of fitting results for the char combustion of four different coals
8.9. Some examples
Fitting curves of measured burnout for four coals against residence time are presented in this
paragraph. See Chapter 11 for the description of the fitting method.
In Figure 8.6 the fitting has been performed for the combustion models described in sec-
tion Section 8.4 by the equation 8.38 (the kinetic-limited model) using the single pore model
described in section Section 8.5. The model is a kinetic-limited model with non-unity reaction
order where bulk diffusion is taken into consideration. The kinetic constant is calculated using
the intrinsic model based on a single pore model with correction for the reaction order.
As shown in the Figure, the agreement is excellent for almost all the coals, and the fitting is
quite well for all the temperatures taken into consideration.
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Because of the chemical complexity of solid fuels, many unwanted components are generated
during its thermal conversion [423]. It is possible to distinguish them into three different types
of compounds:
1. compounds coming from the fuel;
2. by-products of combustion;
3. compounds due to incomplete combustion.
The compounds that belong to the first category are also the most harmful. To this group
belong the Fuel NO, sulfur compounds, minerals, unburned particles.
Due to incomplete combustion, CO, soot, volatile organic compounds (VOC) and polycyclic
aromatic hydrocarbons (PAH) are released into the atmosphere. Smaller quantities of other pollu-
tants such as trace metals, hydrogen halides, unburnt hydrocarbons, non-methane volatile organic
compounds and dioxins may also be emitted.
In this Chapter, only CO and NO emissions will be taken into consideration. The mech-
anism leading to the formation and destruction of both molecules will be underlined and the
fundamentals of several modeling approaches will be presented. The exact prediction of CO
emission is essential since this unburned molecule carries out a certain amount of energy re-
ducing the thermal efficiency of the plants. Among the NOx components, the NO2 is the most
harmful. It causes lungs irritation, and it leads to low blood pressure. In the presence of water,
it forms nitric acid which is one of the most common components of acid rains. It is also a
greenhouse gas. In high temperature processes NO2 is thermodynamically disfavored and NO
becomes the principal molecules to be considered.
9.1. CO emissions
CO emission is a result of the balance between its formation and its oxidation. In fact, CO is
always formed during oxidation of hydrocarbons and during conversion of solid fuels, but its
further oxidation is slowed down since the OH radicals, responsible for CO and hydrocarbon
oxidation, prefer to react with hydrocarbons than with the carbon monoxide.
During conversion of solid carbonaceous particles, the following processes are responsible
for the formation mechanism of the carbon monoxide:
1. Homogeneous formation from oxidation of hydrocarbons;
2. Formation during pyrolysis and devolatilization;
3. Heterogeneous oxidation of Char structure;
4. Heterogeneous gasification of Char structure due to the Boudoir reaction;
5. Homogeneous Water Gas Shift reaction (CO2 + H2 −−→ CO + H2O);
6. Heterogeneous Water Gas Shift reaction (C(s) + H2O −−→ CO + H2).
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Homogeneous CO formation CO oxidation is usually the last oxidation step of hydrocar-
bons (see [434]). Long hydrocarbons chains break down into CO, and only afterward the CO
oxidation takes place. Usually, the reactions involving hydrocarbons cracking are much faster
than carbon monoxide oxidation.
The formation of CO is almost entirely due to the reactions of HCO radical:
HCO + H2O −−⇀↽− H + CO + H2O (R 9.1)
HCO + O2 −−⇀↽− HO2 + CO (R 9.2)
HCO + OH −−⇀↽− H2O + CO (R 9.3)
HCO + M −−⇀↽− H + CO + M (R 9.4)
A smaller amount of CO is formed in reactions involving directly higher radicals:
CH3 + O −−⇀↽− H + H2 + CO (R 9.5)
CH2 + O −−⇀↽− H2 + CO (R 9.6)
CH2 + O2 −−⇀↽− OH + H + CO (R 9.7)
CH2 + CO2 −−⇀↽− CO + CH2O (R 9.8)
CH + O −−⇀↽− H + CO (R 9.9)
HCCO + O2 −−⇀↽− 2 CO + OH (R 9.10)
Formation during pyrolysis During pyrolysis, bonds are disrupted, and a gas composed of
several light molecules are released. Pyrolysis models are responsible for the prediction of the
concentration of CO in those gas.
In the case of the CPD model developed in [121] and described in Section 6.2.9, a look-up
table is used to determine the composition of each light gas released from a coal as a function of
the extent of the total volatile release, interpolating the values from several measured coals.
In Figure 9.1 (Up) the predicted composition of light gases for a range of coals is presented.
The amount of carbon monoxide is almost constant, lying in the range 10 to 20 (volume %) and
it is higher for low carbon content coals. It is interesting to notice from the Figure, how heavy
molecules (usually undetected) are pyrolyzed in the case of coals with high carbon content.
In Figure 9.1 (Bottom) the history of the composition of the light gas is presented (mass %
of the parent coal) for the Gt¨telborn (hvb coal with 80 % C) for an heating rate 105 Ks . Few results
presented in the Figure are worth to be mentioned here:
1. The release of the tars start at relatively low temperatures and is completed below T =900 ◦C;
2. The release of the gas is bimodal with a second peak around T =900 ◦C;
3. The CO release is the last process starting well above T =600 ◦C and is completed at the
highest temperature reached by the sample.
Heterogeneous CO formation route Carbon monoxide is formed during char conversion,
during both oxidation processes and in the gasification processes:
C + γ O2 −−→ 2 ( 1− γ) CO + 2 (γ− 1
2
) CO2 (R 9.11)
C + CO2 −−→ 2 CO (R 9.12)
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Figure 9.1.: Light Gas composition (volume %) predicted by the CPD model for several coals (Left) Release
history for light gases in the case of Göttelborn coal (Right))
C + H2O −−→ CO + H2 (R 9.13)
The CO/CO2 ratio described by the splitting factor γ in R 9.11 depends on the temperature
and oxygen concentration and can be calculated following several correlations. For oxygen mole
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Figure 9.2.: CO to CO2 ratio as a function of the temperature of a char particle. The values are calculated
using the correlation 9.3)
fractions not larger than around 21%, the CO/CO2 ratio is [13]:
CO
CO2
= 2512 · exp(−6244
Tp
) (9.1)
The stoichiometric coefficient γ of the global reaction R 9.11 is, for a given temperature, calcu-
lated as follows:
γ = (1 + 0.5
CO
CO2
)/(1 +
CO
CO2
) (9.2)
The Arthur relation 9.1 was determined experimentally using both artificial graphite and
coal char made from Warwickshire coal (the Ryder Seam) and 1-2.83 mm particles were exam-
ined in the 753-1173 K temperature range. Experiments of Tognotti et al. [377] were carried out
using 180-250 µm Spherocarb char particles in the 670-1670 K temperature range and, for 20%
oxygen content in nitrogen, the following relationship was obtained:
CO
CO2
= 69.39 · exp(−3070
Tp
) (9.3)
The dependency on oxygen concentration has been introduced into the pre-exponential constant
in the following way:
A = 69.39 · (pO2)n (9.4)
where pO2 is in atmosphere and n = 0.02.
Figure Figure 9.2 plots the correlation from equation 9.3. For temperatures higher than
T = 850Kelvin most of the products are in form of CO. This trend is favored by an increase in
pressure, but the effect is of lessen importance.
Shaddix et al. [320] have re-examined the experiments from Tognotti and concluded that
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the relationship 9.3 is accurate if the particle temperature does not exceed 1250 K. In a previous
article [120] the same Author gave a theoretical basis for the phenomenological analysis of Tog-
notti 1. The results suggest that the CO2/CO production ratio may be considerably lower than
that estimated with existing power-law correlations for oxygen partial pressures less than 10 kPa
and surface temperatures higher than 1600 K.
CO oxidation CO oxidation can proceed in two different ways, depending on the presence of
H components. The dry route is initiated by the reactions:
CO + O2 −−⇀↽− CO2 + 2 O (R 9.14)
CO + O + M −−⇀↽− CO2 + M (R 9.15)
These reactions are slow and their contribution to CO2 formation is negligible in most of com-
bustion systems. However, they contribute to the creation and destruction of O radicals.
If water is present then the wet route is initiated with the formation of H radicals from the
following reactions:
H2O + O −−⇀↽− 2 OH (R 9.16)
H + O2 −−⇀↽− OH + O (R 9.17)
If H2 is also present, the following additional reactions take place:
H2 + O −−⇀↽− OH + H (R 9.18)
H2 + OH −−⇀↽− H2O + H (R 9.19)
The radical OH then quickly reacts with the CO:
CO + OH = CO2 + H (R 9.20)
In the initial stage of CO oxidation, the high concentration of HO2 can make the following
reaction competitive with the above ones:
CO + HO2 −−⇀↽− CO2 + OH (R 9.21)
Two remarks should be made on the CO oxidation mechanism:
1. The most important reaction is Reaction R 9.20. It proceeds through a four atoms activation
complex and the Arrhenius plot shows that it cannot be considered as a simple molecular
reaction.
1The global model suggested is the following:
2 C() + O2 −−→ 2 C(O)
C + C() + O2 −−→ CO + C(O)
δC() + C + C(O) + O2 −−→ CO2 + C(O) + δC()
C() + C + C(O) + O2 −−→ CO + 2 C(O)
C + C(O) −−→ CO + C()
C + 2 C(O) −−→ CO2 + 2 C()
where C() denotes a free, active surface site, C symbolizes an inactive carbon atom in the char surface or underneath
an active site.
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2. The fate of the hydroxyl radical is important. As shown in Table 9.1 the competitive
routes of OH destruction by attacking hydrocarbons are faster than Reaction R 9.20. That
suggests, as already pointed out, the inhibition of CO oxidation in the presence of hydro-
carbons.
Reaction at 1000 K at 2000 K
C3H8 + OH 5.0 · 1012 1.6 · 1013
H2 + OH 1.6 · 1012 6.0 · 1012
CO + OH 1.7 · 1011 3.5 · 1011
Table 9.1.: Rate constant (k) of specific OH reactions (from [128])
It is evident that in the wet route the entire H2 reaction paths has an important influence.
The complete mechanism must be linked to the mechanisms described in Section A.1.1.
9.1.1. Modeling of homogeneous CO formation and oxidation
As already pointed out in other chapters, a reduced global scheme valid for all the conditions
is not available. The following derivation of a two steps global mechanism for the wet route is
presented for a heuristic purpose. The derivation is taken from [298]. The skeletal mechanism to
be reduced is formed by the following reactions, where the numbers of the reactions refers to the
number used in the aforementioned reference:
1: O2 + H
k1−−→ OH + O 2: O2 + H k2−−⇀↽− OH + O
3: H2 + O
k3−−→ OH + H 4: OH + H k4−−→ H2 + O
5: H2 + OH
k5−−→ H2O + H 6: H2 + H k6−−→ H2 + OH
7: OH + OH k7−−→ H2O + O 8: H2O + O k8−−→ OH + OH
9: H + H + M k9−−→ H2 + M 11: H + OH + M k11−−→ H2O + M
15: H + O2 + M
k15−−→ HO2 + M 17: HO2 + H k17−−⇀↽− OH + OH
19: HO2 + H
k19−−→ H2 + 02 21: HO2 + H k21−−→ H2O + O
23: HO2 + O
k23−−→ OH + 02 25: HO2 + OH k25−−→ H2O + O2
38: CO + OH k38−−→ CO2 + H 39: CO2 + H k39−−→ CO + OH
46: CHO + H k46−−→ CO + H2 54: CHO + O2 k54−−→ CO + HO2
56: CHO + M k56−−→ CO + H + M 57: CO + H + M k57−−→ CHO + M
CO oxidation The full numerical integrations shows that the species HO2, OH and HCO are
in steady state for all temperatures above roughly 600K. The OH equilibrium in the reaction H2 +
OH = H2O + H, (reaction R A.9), together with the wet route for CO consumption CO + OH =
CO2 + H, (reaction R 9.20), results in a global reaction for the water gas shift reaction:
CO + H2O −−⇀↽− CO2 + H2 (R 9.22)
which neither creates nor destroys reaction intermediaries.
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With a steady-state for HO2 and with reactions H + O2 + M −−→ HO2 + M (reaction R A.13)
and HO2 + OH −−→ H2O + O2 (reaction R A.17) assumed to be dominant in the HO2 kinetics,
the overall recombination reaction is obtained:
2 H + M −−→ H2 + M (R 9.23)
If a steady-state for O atoms is also introduced and H2 + O −−⇀↽− OH + H, (reaction
R A.8) is assumed to maintain partial equilibrium, then the overall radical-production, oxygen-
consumption process is found to be the following:
O2 + 3 H2 −−⇀↽− 2 H2O + 2 H (R 9.24)
This completes the definition of the three-step mechanism 2.
The stated steady-states and partial equilibrium relations yield for the concentrations of
intermediates functions of the main components:
[OH] =
k5
k6
[H]
[H2O]
[H2]
(9.5)
[H] =
k4
k3
[H]
[OH]
[H2]
(9.6)
[HO2] =
k15
k25
[H]
[M][O2]
[OH]
(9.7)
[HCO] = [H]
k57[CO][M]
k56[M] + k46[H]
(9.8)
The reaction rates for the resulting three steps (denoted I, II, III) can be directly calculated
from the reaction rates present in the detailed mechanism:
RI = R38 (9.9)
RII = R15 +R9 +R4 −R57 (9.10)
RIII = R2 +R17 +R21 (9.11)
A simple relation for the reaction rates can be derived if R21 is neglected:
RI =
k6 k38 [H]
k5 [H2]
· ([CO][H2O]−KI [CO2][H2]) (9.12)
RII = [M](k15[O2] + k
∗
57[M][CO])[H] (9.13)
(9.14)
where:
k∗57 =
k57
1 + k56[M ]
1
k46[H]
2Quoting directly from the Authors in [298]: from the numerical integrations it is found that the steady state for O
is inaccurate below about 1100K, that partial equilibrium for steps H2 + OH = H2O + H and (especially) H2 +
O −−⇀↽− OH + H are inaccurate, and that step HO2 + H −−→ OH + OH rather than step HO2 + OH −−→ H2O +
O2 is the main depletor of HO2. An H steady state is found to be slightly more accurate than an O steady state
throughout most of the flame. Despite those limitations, the results are qualitatively correct and the deviations from
the prediction of the detailed mechanism are small.
207
9. Pollutants
the constant KI is the equilibrium constant for the water gas shift reaction given by:
KI =
k39k5
k38k6
and KOH is equilibrium constant for the reaction H + O2 + H2O −−⇀↽− 3 OH given by
KOH =
k1k3k6
k2k4k5
The manipulation of a detailed mechanism to obtain rates for global reactions shows clearly
a complex temperature dependency. The fitting into an Arrhenius form works in a limited range
of temperatures only.
If also the radical H is assumed to be in equilibrium the following two steps mechanism can
be recovered:
CO +
1
2
O2 −−→ CO2 (R 9.25)
H2 +
1
2
O2 −−→ H2O (R 9.26)
The reaction rates for this two-steps mechanism are written in the following way:
RI = R38 (9.15)
RII = R5 +R7 +R17 +R21 +R4 (9.16)
The concentration of the intermediates are expressed by algebraic non-linear equations and
without any further simplifications they cannot be expressed in an explicit form [273].
CO formation The formation of CO is more difficult to predict since the concentration of the
radicals and the concentration of the HCO is strongly dependent on the type of fuel used. There-
fore as shown in [273] and references herein, each fuel requires a different global mechanism. In
the case of CH4 the following 4 steps mechanism has been derived:
CH4 + 2 H + H2O −−⇀↽− CO + 4 H2 (R 9.27)
CO + H2O −−⇀↽− CO2 + H2 (R 9.28)
H + H + M −−⇀↽− H2 + M (R 9.29)
O2 + 3 H2 −−⇀↽− 2 H + 2 H2O (R 9.30)
and similar mechanisms have been found appropriate also for light hydrocarbons, where only the
first reaction must be changed:
C2Hn + O2 −−⇀↽− 2 CO + nH2 (R 9.31)
and for propane:
C3H8 + O2 + H2O + 2 H −−⇀↽− 3 CO + 6 H2 (R 9.32)
The expression of the reaction rates and the radical concentration differ from case to case (see
[273]).
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9.2. NO emissions
The combustion products usually contain two kinds of nitrogen components: NO and NO2, but
others, such as N2O, N2O3, N2O5 may appear in very small quantities. The most abundant in hot
combustion environment is the NO. The NO2 is usually only a few percents of the concentration
of NO removed (usually not exceeding 5%) but in favorable conditions (for example in high-
pressure turbines) its concentration can become significant.
As for the oxidation process, NOx formation can be described by a chain of reactions where
many stable species and radicals are involved. As for the primary oxidation process, the mech-
anism described in such a way is too complex to be used in conjunction with CFD calculations.
For that reason, several sub-mechanisms for NO formation and destruction have been identified
[242, 127, 67] and they are reviewed below:
• The thermal NO is characterized by the splitting of N2 molecules due to attack of an O
radical;
• The prompt NO is characterized by the splitting of N2 molecules due to the attack of CHi
radicals;
• The N2O path is characterized by the splitting of N2 molecules (from the attack of O
radical) through the formation of a N2O molecule;
• The NNH path is characterized by the splitting of N2 molecule (from the attack of H
radical) through the formation of a NNH molecule;
• The fuel NO is characterized by the oxidation of N-containing radicals released during the
decomposition of the fuel;
• The reburning of NO is the reaction back to N2 by reactions with several radicals.
9.2.1. Thermal NO
The mechanism known as the thermal or Zeldovich mechanism is the reaction of the N2 present
in the air with O2. The molecular nitrogen can be present in the natural gas (few percents), but
the most important source is the combusting air in which it is the largest component. The first
step of thermal NO formation is the dissociation of N2:
N2 + O
k1−−⇀↽− NO + N (R 9.33)
The N radical then reacts to form NO:
N + O2
k2−−⇀↽− NO + O (R 9.34)
N + OH
k3−−⇀↽− NO + H (R 9.35)
The N2 molecule is a stable one (the two nitrogen atoms are linked with a triple bond) and
can be dissociated only at high temperatures. If the temperature of the gas is lower than 1700 K
the dissociation is ineffective and Reaction R 9.33 creates both NO and N radicals at a low rate.
The other two reactions are faster than the first, but overall, the mechanism is slow in comparison
to the hydrocarbon oxidation rates. The time required to achieve equilibrium is, depending on the
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conditions, between 3 seconds and 15 seconds3. Usually, this time is longer than the residence
time inside the region where the temperature is high enough. Hence the thermal NO formation is
a chemically-controlled process, and the final NO concentration may be far from the equilibrium
value.
Because of the difference in time scales between the first and the other two reactions, it is
possible to assume that all the N radicals produced by Reaction R 9.33 immediately form NO.
That observation implies that the N radicals are in a quasi-steady state and are given by:
[N ] =
k1[N2][O] + k−2[NO][O] + k−3[NO][H]
k−1[NO] + k2[O2] + k3[OH]
(9.17)
To calculate the rate of formation of NO in a CFD software, the concentrations of the
radicals need to be evaluated as a function of the main species4.
Simple approach Using Equation 9.17 to estimate the concentration of N radicals together
with the equilibrium of the following reaction:
H + O2 −−⇀↽− OH + O (R 9.36)
to eliminate the H radicals, it is possible to write the NO reaction rate as a function of the
temperature T , the main species concentration [N2], [O2] and the [O] and [OH] radicals:
d
dt
[NO] = 2k1[O][N2]
1− [NO]2K[N2][O2]
1 + k−1[NO]k2[O2]+k3[OH]
(9.18)
where K = k1k−1
k2
k−2
is the equilibrium constant for the global reaction N2 + O2 −−⇀↽− NO + NO.
If it is assumed that the oxygen dissociation reaction:
O2 + M
ko−−⇀↽− O + O + M (R 9.37)
is in equilibrium, then it is possible to write the O radical concentration in terms of the oxygen
concentration:
[O] =
√
ko
k−o
[O2] (9.19)
In the same way it is possible to assume equilibrium for the reaction:
O + H2O
koh−−⇀↽− OH + OH (R 9.38)
3The time required to reach equilibrium can be estimated using the correlation derived by Rejzer and Zeldovich:
τeq =
2.06 · 10−13√
CN2
exp
(
53750
T
)
where CN2 is the concentration of molecular nitrogen in
mole
liter
, and the time is in seconds.
4In the PDF mixture fraction approach the radicals are quickly evaluated, and the calculation of the NOx formation
rate does nor require any other assumption.
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and derive the following relation for the OH radicals:
[OH] =
√
koh
k−oh
√
[O][H2O] (9.20)
It has been shown [186, 100, 81] that Reaction 9.19 under-estimates the value of O atoms.
One way to correct for this imperfection is to still use the same equations 9.19 and 9.20 with
different parameters. The equations for the concentrations [O] and [OH] are the following (in
g
m3 s
):
[O] = 36.64T 1/2[O2]
1/2e−27123/T (9.21)
[OH] = 2.129× 102T−0.57e−4595/T [O]1/2[H2O]1/2 (9.22)
Advanced approach A more theoretical approach for the calculation of the radicals [397] is
to assume steady state for the following reactions:
O2 + H
ko−−⇀↽− O + OH (R 9.39)
OH + H2
ka−−⇀↽− H2O + H (R 9.40)
O + H2
kb−−⇀↽− OH + H (R 9.41)
and this results in the following expressions for the concentrations of the O, OH and H radicals:
[O] = Ko
[H2][O2]
[H2O]
(9.23)
[H] = Kh
[H2]
√
[H2][O2]
[H2O]
(9.24)
[OH] = Koh
√
[H2][O2] (9.25)
with the constants K given by:
Ko =
ko
ka
k−o
k−a
(9.26)
Kh =
ka
h−a
√
ko
k−o
kb
k−b
(9.27)
Koh =
√
ko
k−0
kb
k−b
(9.28)
9.2.2. Prompt NO
The prompt mechanism is the formation of NO in fuel reach regions near the flame front. This
mechanism is initiated by the presence of CHi radicals generated via the dissociation of the fuel.
The mechanism takes place only in a small region of the flame and therefore the fraction of NO
generated is relatively small and it decreases as the thermal input (flame temperature) increases.
The initiating reactions are:
CH + N2
kp1−−⇀↽− HCN + N (R 9.42)
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CH2 + N2 −−⇀↽− HCN + NH (R 9.43)
There are also other radicals that can participate in the prompt mechanism. For example, C2H
and C2 radicals may participate in the formation of the NCO molecule vie the reactions:
C2H + N2 −−⇀↽− HCN + CN (R 9.44)
C2 + N2 −−⇀↽− 2 CN (R 9.45)
CN + O2 −−⇀↽− NCO + O (R 9.46)
It has been established [148] that the prompt mechanism is proportional to the volumetric
concentration of C atoms. In such a way, the above reactions are not primary contributors to
the NO formation because is unlikely that C2 or C2H are produced from CH4 with an efficiency
higher than 0.5 or from C3Hx molecules with an efficiency higher than 0.3.
The HCN generated in the above reactions reacts further. In a reducing environment, the
following reactions take place:
HCN + M −−⇀↽− CN + H + M (R 9.47)
HCN + H −−⇀↽− CN + H2 (R 9.48)
HCN + CN −−⇀↽− C2N2 + H (R 9.49)
In a partially oxidizing environment, other elementary reactions take place, with O and OH
radicals as reactants:
HCN + O −−⇀↽− CN + OH (R 9.50)
HCN + O −−⇀↽− NCO + H (R 9.51)
HCN + O −−⇀↽− NH + CO (R 9.52)
HCN + OH −−⇀↽− CN + H2O (R 9.53)
HCN + OH −−⇀↽− HNCO + H (R 9.54)
In an oxidizing environment, the cyanogen CN undergoes the following reactions:
CN + OH −−⇀↽− HCN + N (R 9.55)
CN + O −−⇀↽− CO + N (R 9.56)
CN + O2 −−⇀↽− NCO + O (R 9.57)
The radicals formed up to this point undergo further oxidation (mainly to NH and NO):
NCO + O −−⇀↽− NO + CO (R 9.58)
NCO + H −−⇀↽− NH + CO (R 9.59)
NCO + H2 −−⇀↽− HNCO + H (R 9.60)
HNCO + H −−⇀↽− NH2 + CO (R 9.61)
At the end of this long chain of reactions, a part of the nitrogen-containing molecules is converted
to NO (Reaction R 9.58 and Reaction R 9.60) but a part is also converted to amine radicals,
specified in Reaction R 9.59 and Reaction R 9.61 5.
5These radicals are processed in parallel to ammonia. The NH3 molecules originate directly from the fuel N. At flame
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The NH2 molecule originates from the group of N − C − H − O molecules which con-
tains HCNO, NOCN and HNCO. The group is generated in the NO reburning path. The NH2
molecules undergo the following reactions:
NH2 + O −−⇀↽− OH + NH (R 9.62)
NH2 + H −−⇀↽− H2 + NH (R 9.63)
NH2 + OH −−⇀↽− H2O + NH (R 9.64)
NH2 + O −−⇀↽− HNO + H (R 9.65)
NH2 + O2 −−⇀↽− HNO + OH (R 9.66)
The NH formed from the NH2 and from the NCO can react to water and hydrogen:
NH + H −−⇀↽− N + H2 (R 9.67)
NH + OH −−⇀↽− N + H2O (R 9.68)
or further to NHO:
NH + O −−⇀↽− NO + H (R 9.69)
NH + H −−⇀↽− HNO + H (R 9.70)
NH + O2 −−⇀↽− HNO + O (R 9.71)
The HNO reacts finally to NO:
HNO + M −−⇀↽− NO + H + M (R 9.72)
HNO + H −−⇀↽− NO + H2 (R 9.73)
HNO + OH −−⇀↽− NO + H2O (R 9.74)
HNO + O −−⇀↽− NO + OH (R 9.75)
The path with the amine radicals is faster than the one in which HCN is involved 6. In Figure
Figure 9.3 the complete path is clearly shown.
Modeling in a CFD calculation In the CFD calculations, two approaches for the prediction
of the NO produced by the prompt mechanism are considered (without the solution of the afore-
mentioned chains of elementary reactions). The first approach which is due to De Soete [86],
provides the following rate of NO formation:
Rpr = fprC
(
RT
P
)1+b1
[O2]
b1 [N2][Fuel] exp
(
− E
RT
)
(9.29)
temperatures, the bigger molecules break off into smaller ones. Their reactions achieve partial equilibrium:
NH3 + O −−⇀↽− NH2 + OH
NH3 + H −−⇀↽− NH2 + H2
NH3 + OH −−⇀↽− NH2 + H2O
In the natural gas, there are no relevant amounts of N linked directly to the fuel. Thus, the presence of NH3 is not
important, and the entire path will start from NH2.
6Usually in solid particle combustion the HCN path is more important than the NH path. In fact the NH radical
concentration is much smaller than the HCN one.
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Figure 9.3.: Reaction path diagram for NO formation. The arrows indicate the direction of all the reactions
that involve the two species. Their thickness is proportional to the net intensity of formation or
destraction of the species involved.
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where
Rpr - reaction rate in molcm3 s
C - pseudo pre-exponential factor = 6.4 106 1s
E - pseudo-activation energy = 72.5 103 cal/mol
fpr - correction factor
b1 - oxygen reaction order
The correction factor and the oxygen reaction order are given by (XO2 is the molar fraction of
oxygen in the mixture):
fpr = 4.75 + 0.0819Nc − 23.2
λ
+
32.0
λ2
− 12.2
λ3
(9.30)
b1 =
1
1 + exp(−3.93(4.9 + c)) (9.31)
c = lnXO2 (9.32)
where λ is the local stoichiometry and Nc is the number of carbon atoms in the fuel.
The second approach is based on Reaction R 9.42 and the rate of NO formation can be
written as:
d
dt
[NO] = 2kp1[CH][N2] (9.33)
with an analytical evaluation of the CH radicals. In natural gas combustion, usually the fuel is
composed mainly of methane CH4 and ethane C2H6. The cracking path for the methane is the
following:
CH4 −→ CH3 −→ CH2 −→ CH
and for ethane is:
C2H6 −→ C2H5 −→ C2H4 −→ C2H3 −→ C2H2 −→ CH2 −→ CH
As in reference [186], CH3 and methylene are assumed to be the direct precursors to the
CH2 radicals following the reactions:
CH3 + H
kp7−−⇀↽− CH2 + H2 (R 9.76)
CH3 + OH
kp8−−⇀↽− CH2 + H2O (R 9.77)
C2H2 + O −−⇀↽− CH2 + CO (R 9.78)
The CH3 radical concentration is calculated assuming that the following two reactions are in
partial equilibrium:
CH4 + H
kp2−−⇀↽− CH3 + H2 (R 9.79)
CH3 + O
kp3−−⇀↽− CH2O + O (R 9.80)
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and is given by the equation:
[CH3] = kp2
[CH4][H]
kp2[H2] + kp3[O]
(9.34)
The CH2 radical is formed from CH3 and C2H2 in the way described by Reaction R 9.76, Reac-
tion R 9.77 and Reactions R 9.78. The C2H2 radical is formed directly from ethane:
C2H6 + H
kp4−−⇀↽− C2H5 + H2 (R 9.81)
followed by these reactions, that bring all the C2H5 molecules to C2H2:
C2H5 + M −−⇀↽− C2H4 + H + M (R 9.82)
C2H4 + R −−⇀↽− C2H3 + RH (R 9.83)
C2H3 + R −−⇀↽− C2H2 + RH (R 9.84)
where R is a generic radical. Finally the CH2 radical is consumed by the reactions:
CH2 + O
kp5−−⇀↽− Products (R 9.85)
CH2 + O2
kp6−−⇀↽− Products (R 9.86)
Considering the above CH2 formation and destruction mechanisms, the equation for the CH2
radical concentration reads:
[CH2] = kp4[C2H6][H] +
kp7[H] + kp8[OH]
kp5[O] + kp6[O2]
(9.35)
The CH radical concentration can be estimated by taking into consideration the following
formation reactions:
CH2 + H
kp9−−⇀↽− CH + H2 (R 9.87)
CH2 + OH
kp10−−−⇀↽ − CH + H2O (R 9.88)
CH2 + O
kp11−−−⇀↽ − CH + OH (R 9.89)
and the destruction paths:
CH + H2O
kp12−−−⇀↽ − CH2O + H (R 9.90)
CH + O2
kp13−−−⇀↽ − Products (R 9.91)
CH + O
kp14−−−⇀↽ − CO + H (R 9.92)
CH + H
kp15−−−⇀↽ − C + H2 (R 9.93)
CH + OH
kp16−−−⇀↽ − HCO + H (R 9.94)
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The calculations give the following estimation for the CH radical concentration:
[CH] =
[CH2]
(
kp9[H] + kp10[OH] + kp11[O]
)
kp12[H2O]kp13[O2] + kp14[O] + kp15[H] + kp16[OH]
(9.36)
In Equations 9.34, 9.35 and 9.36 the O, OH and H radicals are calculated using Equations
9.23, 9.24 and 9.25.
In [141] the previous mechanism has been reduced using the Quasi-Steady State (QSS)
method. The procedure followed in [265] can be summarized in the following steps, typical for
a QSS reduction approach:
1. Determination of main reaction paths;
2. Elimination of redundant species;
3. Elimination of redundant reactions;
4. Identification of irreversible reactions;
5. Elimination of non-selective irreversible reaction channels;
6. Identification of species in steady state;
7. Identification of reactions in partial equilibrium.
As a result, NO, HCN NH3 and N2 only must be considered as independent species while
C2N2, NCN, NO2, H2NO, HONO and N2H2 can be completely discarded. The other compo-
nents, CN, HOCN, HNCO, NCO, NH2, NH, and N are calculated in steady state.
The reduced model showed very good agreement with the detailed chemical kinetic model
for conditions similar to those in a pulverized coal flame.
9.2.3. The N2O path
In low-temperature combustion (below 1500 K) of lean mixtures of hydrocarbons (or at pres-
sures higher than the atmospheric) a mechanism, in which the N2O molecule is the intermediary
becomes important [239]. The reaction involved in the formation of the N2O molecule is the
following:
N2 + O + M
kn1−−⇀↽− N2O + M (R 9.95)
This reaction is a limiting rate for the N2O molecules that are converted into NO by the
following reactions:
N2O + O
kn2−−⇀↽− NO + NO (R 9.96)
N2O + O
kn3−−⇀↽− N2 + O2 (R 9.97)
N2O + H
kn4−−⇀↽− NO + NH (R 9.98)
N2O + H
kn5−−⇀↽− N2 + OH (R 9.99)
N2O + OH
kn6−−⇀↽− N2 + H2O (R 9.100)
217
9. Pollutants
This mechanism is still under investigation, and most of the rates in high-temperature con-
ditions must be extrapolated from laboratory experiments at lower temperatures. It is the case for
Reaction R 9.100 for which the reaction rate at 500oC is known. Since Reaction R 9.95 is slower
than the others, the concentration of N2O is assumed to be in a quai-steady state:
[N2O] =
kn1[N2][O][M ] + kn2[NO]
2
(kn2 + kn3)[O] + (kn4 + kn5)[H]
(9.37)
Assuming that the NH radical is converted to NO, the rate of NO formation is:
d
dt
[NO] = 2[N2O]
(
kn2[O] + kn4[H]
)
(9.38)
The above equation predicts accurately the rate above 1900 K but strongly over-predicts it at
lower temperatures. This is due to the over prediction of [O] and [H] radicals at lower tempera-
tures as previously discussed (see [186]).
9.2.4. The NNH path
This mechanism of relatively little importance includes the following two reactions (see [58]):
N2 + H
kh1−−⇀↽− NNH (R 9.101)
O + NNH
kh2−−⇀↽− NO + NH (R 9.102)
Assuming a partial equilibrium, the NNH concentration is:
[NNH] = kh2[N2][H] (9.39)
Assuming that the NH radical is converted later into NO, the NO formation rate can be written
as:
d
dt
[NO] = 2kh2[NNH][O] (9.40)
Expression 9.40 is also valid for temperatures higher than 1900 K.
9.2.5. The Fuel NO
If nitrogen is linked to the structure of a fuel, the disruption of the bounds during pyrolysis,
oxidation or gasification, releases automatically radicals containing the N atoms, mainly HCN or
NH3. Therefore modeling the fuel-NOx formation requires the detailed description of the release
of the nitrogen from the fuel, including both the rate of release and the form or species in which
N is released.
The form of N-atoms in the fuel determines which species are released during each con-
version process. The N atoms bonded to the fuel (usually N atoms are bounded directly in the
ring structures) start to be released into the gas phase as soon as the fuel itself starts to decom-
pose during pyrolysis, and the release continues during the subsequent conversion of the char
structure. The radicals formed by the bonds CN, NO and NH react into stable species, mainly
hydrogen cyanide HCN, ammonia NH3, NO and a small amount of cyanogen CN in the form of
dicyanogen (CN)2. The HCN is formed primarily from the tars and nitrogen bound in aromatic
rings, and the NH3 is formed primarily from the amines in the coal. Heterocyclic compounds of
pyridine, quinoline, pyrrole, and benzonitrite are mostly pyrolyzed to HCN at typical combustion
temperatures.
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The amount of the respective compounds is a function of the fuel and the stoichiometry.
In the case of very rich mixture non-oxidized components, NH3 and HCN are present while for
stoichiometric flames both components are present in trace and mainly HCO and NO appear. For
slightly under stoichiometric condition the maximum amount of fuel bounded N is transformed
directly into N2. More HCN has been observed from bituminous coals, but more NH3 was formed
from sub-bituminous and lignite coals and this is consistent with the observation that the number
of aromatic rings in coal decreases with coal rank, and the number of molecular cyclic structures
increases. Measurements have not generally confirmed this difference in industrial applications.
In that conditions usually, solid fuels are transported using air, creating an under-stoichiometric
condition at the beginning of the devolatilization process and therefore HCN prevails.
The details of the mass loss depend, as in the case of pyrolysis, on the heating rate and
temperature of the solid particle. All the details are still not clear but the following behaviors
have been observed (see [153] and reference herein):
• Devolatilization studies show that nitrogen leaves the coal at a rate proportional to, but
somewhat higher than the rate of coal weight loss.
• Coal nitrogen loss is less dependent on coal type than is coal mass loss.
• Nitrogen evolution is more sensitive to temperature than is the coal mass devolatilization.
• Nitrogen is emitted more slowly than the coal mass at lower temperatures and more rapidly
at higher temperatures.
• Typically, low-rank coals release a larger fraction of nitrogen in the light gases, and a lower
fraction in the tars, compared to medium-rank coals.
The subsequent chemistry of the formed compounds follows the description given in Sec-
tion 9.2.2 and the one given in Section 9.2.6.
Various global reaction rates have been proposed, for example [86], [54] and [244]. An
example, with more details, will be given in Chapter 14.
9.2.6. Reburning of NO
The amount of NO already present in the gaseous phase can be reduced by its interaction with
CHi radicals (homogeneous reduction) or with its interaction with C atoms (heterogeneous re-
duction).
At relatively high temperatures the presence of CHi radicals can initiate reactions that may
reduce NO as follows:
NO + CH −−⇀↽− HCN + O (R 9.103)
NO + CH −−⇀↽− NCO + H (R 9.104)
NO + CH −−⇀↽− HCO + N (R 9.105)
NO + CH2 −−⇀↽− HCN + OH (R 9.106)
NO + CH2 −−⇀↽− HCNO + H (R 9.107)
NO + CH2 −−⇀↽− HNCO + H (R 9.108)
NO + CH3 −−⇀↽− H2CN + OH (R 9.109)
NO + CH3 −−⇀↽− HCN + H2O (R 9.110)
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NO + C2H −−⇀↽− HCN + CO (R 9.111)
NO + HCCO −−⇀↽− HCNO + CO (R 9.112)
NO + N −−⇀↽− N2 + O (R 9.113)
The main compounds formed from the reburning process are N −C −H −O molecules, NCH
and HCN. Inside the N − C −H −O group several reactions are important:
HNCO + O −−⇀↽− NCO + OH (R 9.114)
HOCN + H −−⇀↽− HNCO + H (R 9.115)
HCNO + H −−⇀↽− HNCO + H (R 9.116)
HCNO + H −−⇀↽− HCN + OH (R 9.117)
HCNO + H −−⇀↽− NH2 + CO (R 9.118)
At the end the HNCO molecule is converted to NH2:
HNCO + OH −−⇀↽− NH2 + CO2 (R 9.119)
Several approaches have been used to calculate the rate of NO reburning. In the first ap-
proach, a global simplified reaction scheme is used [65, 266]:
NO + Fuel −−→ HCN + ... (R 9.120)
HCN + O2 −−→ NO + ... (R 9.121)
HCN + NO −−→ N2 + ... (R 9.122)
The reaction rate for Reaction R 9.120 is given by [77] in molesec m3 :
RNO−HCN = 2.68 · 106[Fuel][NO] exp(−9517
T
) (9.41)
The reactions rates for HCN are given by [86] in molesec m3 :
RHCN−NO = 1010
(
RT
P
)b
[HCN ][O2]
b exp(−33738
T
) (9.42)
RHCN−N2 = 3 · 1012
(
RT
P
)
[HCN ][NO] exp(−30213
T
) (9.43)
with (XOO is the mole fraction of oxygen):
b =
1
1 + exp(−3.93(4.9 + c)) (9.44)
c = lnXO2 (9.45)
The second approach, as for the prompt NO, takes into consideration the individual reactions
with the radicals CHi:
CH + NO
kr1−−→ HCN + O (R 9.123)
CH2 + NO
kr2−−→ HCN + OH (R 9.124)
220
9.2. NO emissions
CH3 + NO
kr3−−→ HCN + H2O (R 9.125)
The rate constants for these reactions are expressed in m3/gmol-sec (from [55]):
kr1 = 1× 108 (9.46)
kr2 = 1.4× 106e−550/T (9.47)
kr3 = 2× 105 (9.48)
The NO depletion rate due to the reburning is expressed as:
d[NO]
dt
= −kr1[CH][NO]− kr2[CH2][NO]− kr3[CH3][NO] (9.49)
The concentrations of the radicals CHi are taken from Equations 9.34, 9.35 and 9.36.
NOx can be heterogeneously reduced by C(s)+NO −−→ N2. The reaction rates are different
for different chars with bio-chars being the less reactive [440]. Experiments showed that the
reaction rate for NO reduction in oxygen-free experiments was lower by a factor of about 10
compared to that from char combustion experiments. The main reasons for this difference were
thermal deactivation, increasing surface area during char combustion, producing reactive surface
intermediates, and presence of gases such as CO, which can promote the NO reduction.
The reduction of NOx on the surface of the solid phase is interpreted by the following
reactions [342]:
O2 + 2 C −−→ 2 C(O) (R 9.126)
C(O) −−→ CO + free carbon site (R 9.127)
2 C(O) −−→ CO2 + (C) + free site (R 9.128)
O2 + C + C(N) −−→ C(O) + C(NO) (R 9.129)
C(NO) −−→ NO + C (R 9.130)
NO + C −−→ 1
2
N + C(O) (R 9.131)
NO + C(NO) −−→ N2O + C(O) (R 9.132)
N2O + C −−→ N2 + C(O) (R 9.133)
where (C), C(O), C(N) and C(NO) are active carbon site, not covered by oxygen, active sites
covered by oxygen, nitrogen sites and an oxygen-covered nitrogen site respectively. The reaction
R 9.131 is the sum of the two consecutive reactions NO + 2 C −−→ C(O) + C(N) and 2 C(N) −−→
N2 + 2 C.
The Authors were able to estimate the reaction constants from experimental data and solving
the set of equations derived from the previous scheme, they pointed out the importance of the
N2O molecules during NO reduction mainly at high temperatures where conversion of char-
nitrogen into N2O increases with combustion temperature. Moreover around T = 1000K, only
a small part of the NO (20%) is converted into N2 while a major part of N2O (40 to 80%) is
reduced to N2. A major part of the molecular nitrogen released originates from N2O reduction
(typically 60%), rather than from NO reduction (typically 40%). They concluded that reduction
of NO thus occurs preferentially via the intermediate formation of nitrous oxide.
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9.2.7. The formation of NO2
Thermodynamic equilibrium strongly disfavors at high temperatures the formation of NO2 against
the NO, the last usually being more than 95% of the total NOx. The H radicals diffuse from the
flame zone and react with oxygen:
H + O2 + M −−⇀↽− HO2 + M (R 9.134)
At high temperatures, a competitive reaction reabsorbs the H radicals:
H + O2 −−⇀↽− OH + O (R 9.135)
At the same time NO also diffuses from the reacting zone and interacts with the peroxide:
NO + HO2 −−⇀↽− NO2 + OH (R 9.136)
Parallel to this reaction the dissociation of NO2 takes place:
NO2 + H −−⇀↽− NO + OH (R 9.137)
NO2 + O −−⇀↽− NO + O2 (R 9.138)
9.3. Interaction with turbulence
As previously discussed, the reactions leading to NO formation are substantially slower than
fuel oxidation reactions. Moreover, the NO kinetics is usually slower even in comparison to the
turbulence time scales. However, turbulence fluctuations usually play a decisive role because of
the high non-linearity of the NO reaction rates.
Two models are used for the turbulent chemistry interaction: an Eddy Dissipation Concept
and a Probability Density Function. The first model has been already described in section Sec-
tion 5.8. The PDF method differs slightly from the one explained in section Section 5.7 and
applied to the prediction of the main species and therefore is described below in some detail.
The reaction rates of the mechanisms discussed in section Section 9.2 are assumed to be
valid for a given Temperature T and a given gas composition xi. The fluctuations change both
the temperature and the composition. If the PDF of those variables are known, then it is possible
to calculate the averaged reaction rate easily Rnox using:
Rnox =
∫
P (T, xi)R(T, xi) dTdxi (9.50)
where P (T, xi) is the PDF andR(T, xi) is the totalNOx reaction rate for a specific temperature
and a specific composition. Usually, it is assumed that the fluctuations of the temperature and the
species are independent, simplifying the numerical calculation of the integrals greatly. Moreover,
only the following combinations are taken into consideration:
• fluctuations of temperature: P (T, xi) = P (T );
• fluctuations of the temperature and one species: P (T, xi) = PT (T )Pa(x);
• fluctuations of two independent species: P (T, xi) = Pa(x)Pb(y).
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As in the case of the mixture fraction (see section Section 5.7), the β function is used as the
PDF of the temperature, expressed by the following relation:
P (T ) = βa,b(T )
The coefficients a and b are a function of the mean temperature T and its variance σ:
a = T
(
T (1− T )
σ2
− 1
)
(9.51)
b = (1− T )
(
T (1− T )
σ2
− 1
)
(9.52)
The averaged temperature T is calculated from the solution of the averaged energy equation. For
the calculation of the variance, a transport equation for the σ2 can be written:
∂
∂t
(
ρσ2
)
+∇ · (ρ~vσ2) = ∇
(
µt
σt
∇σ2
)
+ Cgµt(∇m)2 − Cdρ 
k
σ2 (9.53)
where the constants σt, Cg and Cd take the values 0.85, 2.86, and 2.0, respectively. The above
equation is identical to Equation 5.115 derived in Section 5.7. If the mixture fraction PDF model
is used, then the equation 9.53 is already solved.
Assuming equal rates of production and of dissipation of the variance, an analytical estima-
tion for σ2 is obtained:
σ2 =
µt
ρ
k

Cg
Cd
(∇T )2 (9.54)
The limits of the integration are taken to be equal to Tu and Tb where the unburned temperature
Tu is set to be Tu = 300 K and the burned temperature Tb is set to the local adiabatic equilibrium
temperature. The value for the unburned temperature is not important because the source term is
small (see [266]) at that temperature.
In the case of fluctuation of reacting gases, a β-PDF can also be used and similar equations
can also be formulated in this case.
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In the previous Chapters, it has been described how the thermochemical processes of solid parti-
cles can be mathematically implemented into the frame of reactive turbulent fluid dynamics. To
complete this overview other three points must be addressed:
1. Modeling of the motion of the particle;
2. Modeling of the temperature of the particle;
3. Modeling of the particles interaction with the radiation field.
In this Chapter, a brief description of these last three points is presented.
10.1. Multi-phase flow tracking
The multiphase fluid flow analysis is used to simulate the behavior of a mixture of phases and
their interactions. Simulations of solid particles conversion processes are an intrinsically multi-
phase calculation. Many kinds of multiphase flow exist, depending on the mass ratio, the volume
ratio, the geometrical arrangements (also considering the gravity direction) and many other [63].
Multiphase flow regimes can be generally divided into four categories:
1. gas-liquid or liquid-liquid flows;
2. gas-solid flows;
3. liquid-solid flows;
4. three-phase flows.
For some of the simpler flows, such as those in vertical or horizontal pipes, a substantial
number of investigations have been conducted to determine the dependence of the flow pattern
from the flow conditions. The results are often displayed in the form of a flow regime map
that identifies the flow patterns occurring in various parts of a parameter space defined by the
component flow rates. An example of such a flow regime map for gas-liquid mixture in a vertical
flow is shown in Figure 10.1 (here the the Hewitt and Roberts map is shown, similar the the old
and standard Baker map [19]), presenting several ways, the two-phase can be classified. The axis
are both labeled using each phase momentum G to the density ρ ratio.
The following regimes are typical for gas-liquid or liquid-liquid flows:
• Bubbly flow: This is the flow of discrete gaseous or fluid bubbles in a continuous fluid.
• Droplet flows: This is the flow of discrete fluid droplets in a continuous gas.
• Slug flow: This is the flow of large bubbles in a continuous fluid.
• Stratified/free-surface flow: This is the flow of non-miscible fluids separated by a clearly-
defined interface.
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Figure 10.1.: Example of a flow regime map for a multiphase flow in a vertical pipe (Hewitt and Roberts
map [19])
In the case of a gas-solid mixture, the following regimes are typical of gas-solid flows:
• Particle-laden flow: This is a flow of discrete particles in a continuous gas.
• Pneumatic transport: This is a flow pattern that depends on factors such as solid loading,
Reynolds numbers, and particle properties. Typical patterns are dune flow, slug flow, and
homogeneous flow.
• Fluidized bed: This consists of a vertical cylinder containing particles, into which a gas
is introduced through a distributor. The gas rising through the bed suspends the particles.
Depending on the gas flow rate, bubbles appear and rise through the bed, intensifying the
mixing within the bed.
• Packed bed.
If the volume fraction of the solid phase is high enough, the particles are packed, and the
freedom of movement is limited. Decreasing the packed ratio, the solid particles become to
experience a relative motion in the fluidized bed regime, in which still the interaction between
single particles are still determinant for the motion. In the extreme limit of low solid phase
volume fraction, the particles are so diluted inside the gas that the interactions among them do
not influence the flow. This is the regime of discrete particles in which the solid-solid interactions
can be completely neglected: this regime is the only interesting regime taken into consideration
in this thesis. In practice, discrete phase must be present at a reasonably low volume fraction,
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usually less than 10-12% (the limitation is done on the volume fraction, while the mass loading
of the discrete phase may greatly exceed 10-12%).
The solid phase can be described following the two general approaches:
1. Lagrangian reference frame;
2. Eulerian reference frame.
In the Eulerian reference frame, the same approach presented in Chapter 4 for the descrip-
tion of the gaseous phase is also used for the second phase. Using this method, the particles are
regarded as a continuous phase for which conservation equations (continuity, momentum, and
energy) are solved in a similar way to gas flow field. This approach is the most general, appli-
cable for all the flow regimes, particularly suitable for denser suspensions when particle-particle
interactions are important and the particle effects on the flow is too large to be neglected. The
Eulerian reference frame approach posses drawbacks due to its difficult convergence behavior.
Taking advantage of the fact that interactions among particles in the second phase are ne-
glected, the analysis in a Lagrangian frame can be carried out. Conservation equations are written
for each particle (in a Lagrangian frame), and they are then solved iteratively one after the other
from their injection inside the domain until they leave the domain (or some other criteria is ful-
filled).
10.2. Particle tracking in Lagrangian frame
In the Lagrangian discrete phase model, the fluid phase is treated as a continuum by solving the
time-averaged Navier-Stokes equations, while the dispersed phase is solved by tracking a large
number of particles, bubbles, or droplets through the calculated flow field. The dispersed phase
exchanges momentum, mass, and energy with the fluid phase.
The particle or droplet trajectories are computed individually at specified intervals during
the fluid phase calculation. This makes the model appropriate for the modeling of spray dryers,
coal and liquid fuel combustion, and some particle-laden flows, but inappropriate for the model-
ing of liquid-liquid mixtures, fluidized beds, or any application where the volume fraction of the
second phase is not negligible.
The dispersion of the second phase is simulated in a Lagrangian frame. For each particle
position ~Xp and velocity ~up are calculated solving the following equations [56, 402, 57, 211]:
d ~Xp
dt
= ~up (10.1)
d~up
dt
= ~ad +
(
1− ρ
ρp
)
g (10.2)
with ~ad and ~g are the acceleration due to drag force and the acceleration due to gravity. The
particles are assumed to be spherical therefore the drag acceleration is written as:
~ad =
18µ
dpρ2p
CDRep
24
|urel| ~urel (10.3)
where ~urel = ~u − ~up is the relative velocity of the particle respect to the actual velocity of the
gas ~u.
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In Equation 10.3 the particle Reynolds number Rep is defined by:
Rep =
ρdpurel
µ
(10.4)
and the drag coefficient, CD, taken from [251]:
CD = a1 +
a2
Rep
+
a3
Re2p
(10.5)
A more generally valid equation has been proposed in [236] where the forces together with
the gravity force, the force due to the fluid pressure gradient, inertia force of added mass, the
viscous and pressure drag force and the viscous force due to unsteady relative acceleration (also
known as the Basset history term) are taken into consideration. If the particle Reynolds number
Rep is small (it has been proved [101] that the most restrictive condition is Rep < 0.5) the
Stokes approximation is allowed for the viscous and pressure drag force. Due to this Stokes
approximation, no lift force is present in the equation. All those forces can be neglected and
the proposed equation 10.2 is obtained back when the density of the dispersed particles is much
bigger than the density of the Eulerian fluid.
The driving velocity in equation 10.3 is the instantaneous velocity of successive fluid par-
ticles that cross the solid particle trajectory. In RANS models that detailed information is lost
since averaged quantities are calculated only. The actual velocity of the gas ~u can be recon-
structed from the Favre averaged gas velocity ~U adding a random contribution from the turbulent
fluctuations (the Eddy Interaction Model, or EIM) [129]:
ui = Ui + ξ
√
u
′2
i (10.6)
where ξ a normally distributed random number. If the assumption of homogeneous turbulence is
used as in the k-ε and k-ω models the previous equation is simplified into the following:
~u = ~U + n̂
√
2k (10.7)
where n̂ is a random generated unit vector.
The equations of motion 10.1 and 10.2 are solved in a given instance of the turbulence for a
characteristic lifetime of the eddy defined by
τe = 2CL
k
ε
(10.8)
with the constant CL = 0.15 for the k-ε model and CL = 0.3 for the RSM. To increase the
accuracy of the model, the equations for each droplet are integrated several times and the results
averaged before passing them to the solver for the gas phase.
The aforementioned model, with the isotropic turbulence assumption, can be accurately
employed as long as particles are outside the woll boundary layer. If particles move inside
the layer the velocity fluctuations present strong inhomogeneities and modifications for each
component must be taken into account. As an example, the modification proposed in [93, 94] are
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obtained by data fitting from DNS calculations 1:
u
′,+ ≡
√
u′2
U
=
0.40y+
1 + 0.0239y+ 1.496
(10.9)
w
′,+ ≡
√
w′2
U
=
0.19y+
1 + 0.0361y+ 2.421
(10.10)
where u and w are the components parallel and normal to the wall.
Models that take into consideration in more detail the correlation function (in space as well
as in time) can be derived using stochastic equations. Three kinds of models are available in
literature:
1. The Thomson models [375], in which the velocity is considered a stochastic variable and
is given by the following equation:
dui = ai · dt+ bi,j · dWj (10.11)
where ai,j and dWj are the diffusion tensor and the infinitesimal increment of a vector
Wiener process, with Gaussian distribution with mean zero and variance dt and its succes-
sive values are uncorrelated. The vector a and the tensor b can be expressed as a function
of the Lagrangian auto-correlation function (see [193] for more details).
2. The Sawford model [305], an acceleration-based stochastic Lagrangian model in which
the acceleration is a stochastic variable given by the equation:
dai + α1ai · dt+ α2
t∫
0
ai(t
′)dt′ · dt =
√
2α1α2σ2u · dWj (10.12)
3. The Reynolds model [290] that improve the Sawford model to obtain non-Gaussian dis-
tribution by using an instantaneous dissipation rate modeled by an independent stochastic
equation.
10.3. Modeling of particle temperature
The temperature of the particle Tp must be calculated using the energy balance for a single
particle. If the fuel particles are small enough, the Biot number Bi of the particle is smaller than
one. The thermal resistance due to conduction is negligible in comparison with the effective heat
transfer coefficient (heff takes into consideration radiation and convection) and the temperature
of the particle can be assumed uniform.
Heat transfer to the particle during the devolatilization process includes contributions from
convection, radiation, and the heat consumed during each process.
mpcp
dTp
dt
= hAp(T∞ − Tp) + pApσ(θ4R − T 4p ) + fhHreac
dmp
dt
(10.13)
1In the original paper modification to the turbulent viscosity and to the turbulent energy dissipation have been also
proposed.
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where:
mp mass of the particle kg
cp heat capacity of the particle Jkg K
Ap surface area of the particle m2
T∞ local temperature of the continuous phase K
h convective heat transfer coefficient W
m2 K
p particle emissivity -
θR radiation temperature, ( G4σ )
1/4 K
Hreac is the heat released by each process. In the case of devolatilization that energy is
negligible. Only a portion (1 − fh) of the energy produced by the surface reaction appears as
a heat source in the gas-phase energy equation: the particle absorbs a fraction fh of this heat
directly. For coal combustion, it is recommended that fh be set at 1.0 if the char burnout product
is CO and 0.3 if the char burnout product is CO2.
The heat transfer coefficient, h, is evaluated using the correlation of Ranz and Marshall
[286] (other relations can be used as well):
Nu =
hdp
k∞
= 2.0 + 0.6Re
1/2
d Pr
1/3 (10.14)
where:
dp particle diameter m
k∞ thermal conductivity of the continuous phase W m K
Rep Reynolds number (based on the particle diameter)
and the relative velocity
Pr Prandtl number of the continuous phase -
10.4. Radiative Properties of Particles
The evaluation of the radiative properties of pulverized coal, char and fly ash particles requires
knowledge of their size and complex index of refraction [131, 130, 436, 134]. The size typically
ranges from a few hundred to tens of µm, and may be even smaller, of the order of one micron.
The contribution of particles to the radiative intensity field is calculated during Lagrangian
particle tracking. The particles absorption coefficient inside a certain control volume is calculated
by summing up the contribution of all particle classes inside the volume. [74]
ap =
N∑
n=1
Qabs,n · Ap,n
VCV
(10.15)
where Qabs,n is the absorption efficiency of the nth particle, Ap,n is the particle’s projected area,
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and VCV is the cell’s volume. A similar expression holds for the scattering coefficient
σp =
N∑
n=1
Qsca,n · Ap,n
VCV
(10.16)
where Qsca,n is the scattering efficiency of the nth particle. The particle volume fraction in each
cell fV can be calculated using the relation:
fV =
N∑
n=1
Vp,n
VCV
(10.17)
If the volume fraction becomes sufficiently large, i. e. the distance between the particle is
so small that scattering does not take place on single droplets but on a cluster of particles, e. g.
for further details see [247], and the calculation scheme taking this effect into account becomes
very involved.
The radiative properties of the particles depend on their shape, size parameter, complex
index of refraction, and clearance to wavelength ratio. Soot particles, pulverized coal particles,
char, and fly-ash are generally assumed to be spherical, as far as thermal radiation is concerned.
The particle size parameter is defined as x = 2pia/λ, where a is the radius of the particle, and
λ the wavelength of the incident radiation. The complex index of refraction, which depends on
the material of the particle, is defined as m = n − ik, where n is the refractive index and k the
absorptive index. The influence of the clearance to wavelength ratio, defined as the ratio of the
distance between the particles to the wavelength of the incident radiation, may be neglected for
most combustion problems. In such a case, the scattering is referred to as independent.
The radiative properties of a spherical particle may be determined using Mie’s theory [247].
This theory is based on the solution of the Maxwell equations for the scattering of an electro-
magnetic wave incident on a homogeneous spherical particle, and it requires the knowledge of
the complex index of refraction. The refractive index of coal varies little with the wavelength in
the infrared region of the spectrum and is weakly sensitive to the type of coal, while the absorp-
tive index exhibits much larger variations. The absorptive index of fly ash is about 1.5, and its
refractive index varies significantly. Typical values of the complex refractive index of coal, char,
and fly-ash may be found in [232] and [247].
Once the complex index of refraction is available, Mie theory may be used to determine the
radiative properties of a spherical particle.
In order to perform Mie calculations for the efficiencies as well as phase function, certain
values have to be defined. The absorption efficiency factor is defined as the ratio between ab-
sorption cross section Cabs and the geometric projected area Ap
Qabs =
Cabs
Ap
(10.18)
while the scattering efficiency is the ratio between scattering cross section Csca and Ap
Qsca =
Csca
Ap
(10.19)
231
10. Implementation in a CFD software
The sum of both efficiency is called the extinction efficiency Qext
Qext =
Cext
Ap
=
Cabs + Csca
Ap
= Qabs +Qsca (10.20)
These values generally depend on the size parameter x = pi · D · η and the complex index of
refraction m. For details on the calculation of efficiencies, the reader is referred to [247, 386].
After calculating the efficiencies for one diameter, the gray values are calculated according to
Qi =
∞∫
0
Qi,η · Iη,b · d η
Ib
(10.21)
where Iη,b is the spectral blackbody intensity given through Planck’s law and Ib is the total black-
body emissive power given by the Stefan-Boltzmann law. Subscript i stands either for absorption
(abs) or scattering (sca). Figure 10.2 shows the result of the Planck averaged efficiencies as a
function of diameter calculated at different temperatures. With increasing temperature the con-
tribution of absorption decreases while the one of scattering increases. From Figure 10.2 it can
be seen that at large diameter the sum of the contributions of scattering and absorption exceeds
unity which is due to diffraction, also known as the extinction paradox [386]. In CFD calcula-
tions, the effect of diffraction is neglected [247] in such a way that it is assumed that half of the
extinction is due to diffraction and, therefore, the scattering coefficient in Eq (10.16) is simply
Qsca = 1−Qabs (10.22)
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Figure 10.2.: Scattering and absorption coefficients as a function of particle diameter at different tempera-
tures. Calculated using Mie theory [386, 247] with glycol properties using measurements of
Sani and Dell’ Oro [303].
The radiative properties of a cloud of particles may be determined from those of the individ-
ual particles if the particle size distribution is known and the scattering is independent. In such
a case, the spectral absorption, scattering and extinction coefficients of a cloud of particles are
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given by
κλ =
∞∫
0
Cabs (a)n (a) da
σsλ =
∞∫
0
Csca (a)n (a) da
βλ =
∞∫
0
Cext (a)n (a) da (10.23)
where Cabs, Csca and Cext are the absorption, scattering and extinction cross sections, respec-
tively, which are defined as the ratio of the radiative power of the incident radiation beam that is
absorbed, scattered or extinguished by the particle, respectively, to the radiative energy flux of
the incident radiation beam and n(a) is the particle radius distribution function, i.e., n(a)da is
the number of particles per unit volume with radius in the interval between a and a + da. The
scattering phase-function of a cloud of particles is given by
Φλ (Θ) =
1
σsλ
∞∫
0
Csca (a) Φ (a,Θ)n (a) da (10.24)
where Θ is the angle between the incoming and the outgoing radiation beams.
In [68] the Mie theory is applied to homogeneous spherical particles for a wide range of
complex index of refraction and particle size distributions. It has been found ([68]) that the
spectral absorption and extinction coefficients of a cloud of spherical particles normalized by the
corresponding coefficients for the small particle limit, which are given by Rayleigh theory, are
approximately independent of the particle size distribution, and depend only on the mean particle
diameter and the index of refraction. The Planck-mean and the Rosseland-mean absorption and
extinction coefficients were calculated from the spectral results, and the following correlations
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were proposed:
κP
fA
=

0.0032φ(1 + ( φ
725
)1.65)−3/2 + (13.75
φ0.13
)−3/2
−2/3
κR
fA
=

0.0032φ(1 + ( φ
650
)2.3)−25/22 + ( 15.65
φ0.143
)−25/22
−22/25
βP
fA
=

0.0032φ(1 + ( φ
355
)1.9)−6/5 + (10.99
φ0.02
)−6/5
−5/6
βR
fA
=

0.0032φ(1 + ( φ
485
)1.75)−6/5 + (10.99
φ0.02
)−6/5
−5/6
(10.25)
where
φ = a¯T
a¯ =
3fv
4fa
fa =
∞∫
0
pia2n (a) da (10.26)
The mean particle radius, a¯ , is expressed in µm. The expressions above correlate the experimen-
tal data for different coals within 30% in the temperature range from 500 to 2500 K. They can be
used as approximations if no more accurate data are available for the coal under consideration.
If the particles can be assumed as very large spheres such that the size parameter x >> 1
and x|m − 1| >> 1, then the geometric optics theory is applicable. If, in addition, the particles
are opaque, grey and reflect diffusely, then the absorption efficiency, defined as the ratio of the
absorption cross-section to the projected area of the particle (pia2), is equal to the emissivity of
the surface, ε. Similarly, the scattering efficiency, defined as the ratio of the scattering cross
section to the projected area of the particle, is equal to the reflectivity of the surface, ρ. Under
these conditions, the spectral absorption and scattering coefficients of a cloud of particles are
given by:
κλ = piε
∞∫
0
a2n (a) da
σsλ = piρ
∞∫
0
a2n (a) da (10.27)
This procedure has been used, e.g., in [435]. Its accuracy can be questionable, particularly in the
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case of fly ash, which is semi-transparent in the spectral range of importance of thermal radiation
in combustion. Notice that due to the assumption of grey particles, the spectral coefficients in
Eq. 10.27 become independent of the wavelength.
Coal particles exhibit a highly forward scattering behavior. Although the Mie theory may
be used to determine the scattering phase function, it is often advantageous to rely on relatively
simple approximate phase functions, e.g., either a Henyey-Greenstein phase function or a linear
anisotropic delta-Eddington phase function. Marakis et al. [232] claim that neglecting scattering
is a reasonable approach for atmospheric coal combustion, while anisotropic scattering should be
taken into account for pressurized pulverized coal combustion. The approximation of isotropic
scattering was found to yield poorer results than neglecting scattering [232] .
Combustion of biomass produces particles very similar to those of coal combustion. Soot,
fly ash and char are the main particles in biomass combustion. Bahador and Sundén [17] observed
that the chemical composition of fly ash from coal and biomass combustion is similar, and so
they assumed that the complex refractive indices are also similar. The Mie theory can be used
to determine the radiative properties of single spherical particles, and Eqs. 10.23 and 10.24
employed to calculate the spectral radiative properties of a cloud of particles. According to [17],
the absorption effects of fly ash are important and can increase the radiative heat source and wall
heat fluxes. However, for prescribed fly ash volume fractions, the effect of scattering by particles
on the radiative heat source and radiative heat flux to the wall is not so important [17].
Radiative properties of particles may be considered by accounting for the transparency in the
infrared or by assuming that the particles are grey opaque spheres. This last approximation has
been used, for example, in [16], for the modeling of thermal radiation from droplets in light fuel
oil spray combustion. Under this approximation, the absorption and the scattering coefficients
are determined using Eq. 10.27.
In the first approach the transparency of the droplets is taken into account, and therefore it is
more rigorous, but not so computationally efficient. A simplified model for radiation absorption
by semi-transparent diesel fuel droplets is reported in Dombrovsky et al. [91]. It was found that
this model is more accurate than the previous one, based on the assumption of opaque droplets.
However, the grey medium approach used by may lead to important errors in non-isothermal
media. An improved spectral model is described in [90]. In this work, the spectral absorptive
index was experimentally determined for several Diesel fuels, while the spectral refractive index
was theoretically obtained. Approximate equations to calculate the absorption and scattering
efficiencies were reported. The radiative properties were obtained using these approximations
and compared with those calculated using the more general Mie theory. It was concluded that
the accuracy of the simplified approach is sufficient for practical applications in the visible and
infrared ranges, for various types of Diesel fuels, and for droplet radii in the range from 5 to 50
µm. Further information on radiative properties of droplets may be found in [89].
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11. Fuel Characterization
The application of the models described in the previous chapters, requires the estimation of
several parameters whose values have to be calculated from specifically designed experiments.
The influence of those parameters on the accuracy of the results can be high and therefore great
care must be taken in both, design of the experiments and the successive mathematical analysis.
Since each fuel has different composition and different chemical structure, the details of
the conversion rates remain fuel dependent. Consequently, experiments must be designed and
performed individually for each fuel. In the past, several attempts have been published with
the aim to generalize reactions rates and correlations to be able to predict fuels conversion rates
without the use of extensive experiments. The idea behind the intrinsic model for char combus-
tion [339], for example, is based on the separation between the intrinsic chemical rate, equal
for all the chars, and the effect of pore structures that is char dependent. Even if those attempts
have been surmounted with some success, fuel specific effects are still observable and only with
tuned parameters high predictive models can be expected to meet the requirements of science
and technology.
There is a second reason why parameters and experiments are fuel dependent. Correlations
are generated only for a narrow range of fuels (coals, wood, biomass) and they cannot be applied
with confidence to any fuel. In the last decades, many different fuels have been used in industry
and even more out of specification fuels will be used. It becomes clear that parameters used until
now cannot be anymore utilized in modeling many of the existing industrial processes.
Considering the vast variety of solid fuels, many kinds of techniques and experiments have
been developed for the extraction of data for the modeling. In fact, there are dependencies among
parameters and thermodynamical quantities (temperature, pressure, gas concentrations), and the
parameters itself are also related to other chemical processes (char reactivity depends on how
devolatilization is conducted).
In this Chapter, some of the methodologies used to derive the unknown parameters are pre-
sented. Few experiments are presented in more detail together with the mathematical approach
used for the analysis.
11.1. Basic analysis
Few properties are fundamental as a preliminary characterization. These properties are listed
below:
Ultimate analysis provides the amount of C, H , O, N , S and sometimes Cl in the fuel.
Proximate analysis provides the amount of moisture, volatile matter, fixed carbon, and ash
in the fuel.
Heating value provides the heat released by the reactions. The measurements are performed in
calorimeters. These instruments usually consist of a calorimetric vessel containing the fuel
sample, with the vessel surrounded by a shield and an external thermostat. In isothermal
calorimeters, the vessel is placed in a large bath held at a constant temperature, and the
heat released by chemical reactions occurring in the sample is determined by measuring
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the heat dissipated to the environment. In adiabatic calorimeters, the heat generated by
fuel oxidation is not transferred to the environment, and is then calculated by measuring
the temperature rise within the vessel.
The analysis mentioned above is performed for the fuel as received and for the char af-
ter conversion. Knowing the characteristics of the coal as received and that of the char, as a
difference, the averaged, global characteristics of the volatilized gases can also be calculated.
Additional analyzes can be performed in view of special applications. Among them:
• Particle size distribution;
• Density (usually apparent and with the knowledge of the porosity also the true density can
be derived);
• Specific heat of the solid;
• Thermal conductivity of the solid;
• Swelling, shrinking and fragmentation phenomena;
• Ignition delay time;
• Grindability;
• Ash analysis (Si, Al, Fe, Ca, K... content);
• Ash fusion tests;
• Morphological analysis (shape and distribution of pores);
• Maceral analysis (Inertite, Liptinite, Vetrinite, for coals);
• Nuclear Magnetic Resonance (NMR) analysis;
• Chemical analysis (Cellulose, Hemicellulose, lignin, for biomasses);
• Merceological analysis (main fractions in wastes and residues).
The knowledge of the morphological structure of a solid porous material is relevant for a
proper applications of some models as already pointed out in Chapter 7 and in Chapter 8. Without
their knowledge (internal surface, pore diameters, and their development with the conversion) it
is not possible to extract chemical parameters from the experimental data and the applications
to other regimes may lead to wrong rates (see Chapter 13). Ash analysis is of fundamental
importance for applications to slagging and fouling phenomena [29].
Since each model has a different mathematical formulation based on different physical and
chemical phenomena, the need of parameters remains model dependent. In oxidation and gasifi-
cation, using the intrinsic rate given in Arrhenius form, the following data are usually required:
1. The activation energy;
2. The pre-exponential factor;
3. The reaction order for the reactants.
In the case of devolatilization experiments with the single kinetic rate the following param-
eters are searched:
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1. The amount of volatiles released;
2. The activation energy;
3. The pre-exponential factor;
4. The composition of the gas released.
11.2. Methods for solid fuel conversion characterization
The required modeling parameters are extracted from specifically designed experiments where
mass loss as a function of time is measured in a controlled environment (temperature, pressure,
gas composition). The most common techniques for the characterization are listed below (see
also [275]):
Heated grid experiments In this kind of experiments a thin layer of particles have been
heated up using electrically heated wire. Weight loss has been obtained by weighting
the char after quick cooling of the sample. The tar, as well as the gas, can be collected and
analyzed. Secondary reactions cannot be eliminated but using efficient cooling, they can
be reduced. Using heated grid experiments, time can be accurately measured, and balances
can be adequately closed. The main disadvantage of this technique is that the temperature
cannot be easily estimated or measured. Moreover, the heating rate is moderately high
(being ∼ 103 Ksec ) still far from those encounter in industrial applications.
Entrained flow reactors In this techniques, solid fuel is injected into a preheated stream of
gas. Residence time can be controlled known the velocity distribution inside the reactor.
High heating rates together with high final temperatures can be achieved, but difficulties
arise in measuring or calculating the particle temperature accurately. Secondary reactions
are present and their influence cannot be easily estimated. To avoid the difficulties related
to the particle temperature determination, gas and fuel can be heated up together inserting
them into a reactor tube with constant wall temperature (electrically controlled). To further
reduce the inaccuracy for the particle temperature determination, the preheated gas and the
fuel stream are inserted into a transparent wall reactor. This solution opens the possibility
to control the particle paths with non-intrusive techniques. As a disadvantage, the wall
temperature cannot be as high as in the previous reactors. Moreover due to heat transfer
through the walls the system is not anymore isotherm. A well-mixed reactors can also be
used. Strong mixing reduces the uncertainties of temperature but increases the difficulties
of extrapolating good kinetics due to different particle residence times.
TGA Thermogravimetric (TG) balance consists in slowly heating up the sample and recording
the rate of change in weight as functions of time in a controlled atmosphere. The thermo-
gravimetry analysis can easily obtain differential thermogravimetry (DTG). Analysis of
the released gases can be performed using chromatography or FTIR techniques. However
temperatures and heating conditions are far from those of large-scale furnaces, so data and
parameters obtained with this analysis should be considered as a first level in the character-
ization of the fuels. Difficulties arise in extrapolating the kinetic from low heating rates to
high heating rates experienced in many industrial furnaces. Besides, as already explained
in other chapters, yields are different (as a strong function of the temperature), kinetics
can be different and mainly tar amount (drastically increasing with the heating rate) and
composition are different. The maximum temperature is generally around 1000◦C, the
maximum heating rate can be 100
◦C
min . The sample is inserted in appropriate crucibles (of
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different materials depending on the final temperature), and the maximum amount can be
on the order of some tenths of milligrams, typically ranging from 1mg to 50−100mg. The
residence time depends on the thermal program and can be on the order of some minutes or
more. The sample weight and temperature are continuously monitored, and the accuracy
is generally high. The weighing sensitivity is on the order of 0.1µg, while the tempera-
ture precision is on the order of 0.1◦C. Small amounts of sample (5mg or less) should
be used for obtaining the devolatilization kinetics and avoiding the heat transfer limitation
during the test. At least three runs (under different heating rates) should be programmed
to elaborate the intrinsic kinetics by using iso-conversional methods. Larger amounts of
sample (for example 1 or 2 g) can be used for studying the gas products (by coupling the
TG balance with a gas analyzer, e.g., FTIR or MS-GC). This method is accurate and, most
of all, it gives the weight loss curve directly as a function of the time. As a drawback the
measurements are slow and only one sample per time can be analyzed. TGA is inadequate
if the sample is inhomogeneous. More capable reactors must be built, and problems in de-
termining the temperatures accurately and the homogeneity of conditions inside the probe
may arise.
Radiative heating In this type of experiments particles are heated up by laser or flash lamps.
Extremely high heating rates with high accuracy in heat flux measurements can be achieved
with the possibility to control secondary reactions. In many devices, there is the possibility
to have optical access to the sample. The possibility of temperature gradients effects must
be accounted as a drawback of the method. Moreover the accuracy of the temperature
estimation relay on optical properties of char (eventually soot present around the particle).
The combination of laser heating and electrodynamic balance can be used for monitoring
the weight losses continuously.
Fluidized and fixed beds The method of using a fluidized and fixed bed in devolatilization
experiments is applicable in retrieving the volatile yield in particular condition, but they
are usually not designed for calculating kinetics rate or detailed mechanisms, due to the
difficulty to determine residence time and particle temperatures. The technique is primarily
used to study the behavior of relatively big particle and to study secondary reactions of
tars [252, 187, 147]. Detailed mass and energy transport calculation must be performed to
analyze the data, and this difficulty limits the accuracy of the predictions.
Shock tubes The sample is quickly heated up by a shock wave and rapidly cooled down by the
rarefaction wave. High temperature and high heating rates can be achieved, but a precise
determination of the particle temperature is difficult to be obtained.
Mass spectrometry Pyrolysis experiments have been performed at the inlet of a mass spec-
trometer. The sample is slowly heated up in the vacuum and the products after an ioniza-
tion zone are analyzed by a mass spectrometer. The technique is useful in studying the
compositions of tars before they undergo secondary reactions.
Drop tubes The reactor is generally formed by a vertical tube inserted in a furnace. The fuel
is fed at the top section generally with a pneumatic transport with a primary gas. A sec-
ondary gas can be introduced too. Electrically heated elements along the internal wall of
the furnace provide the heat to the gas/solid mixture along the tube. The appropriate set up
of these resistances can give an isothermal profile inside the tube. A gas burner can be in-
serted in the top section to give a transport gas at high temperature. In this kind of reactors
conditions similar to the ones prevalent in large-scale plants can be achieved and therefore
they are suitable for the analysis of the remnants after the devolatilization. As for draw-
backs it must be mentioned that interpretation of the raw data still creates some inaccuracy
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and mainly the balances are hardly closed. To regain accuracy for the devolatilization ki-
netic at high heating rates, experiments in drop furnaces must be coupled with detailed
mathematical analysis of the sample.
Differential thermal analysis The Differential Thermal Analysis (DTA) technique an old
method in which the solid sample is slowly heated up, and the temperature is continuously
measured. The rate of reaction is calculated after comparison of the recorded temperature
with the temperature of a similar inert sample.
Two general remarks must be made at the end of this list. The determination of particle
temperature is a crucial factor in interpreting correctly every experiment for kinetic parameter
determination and its inaccuracy estimation can lead to inaccurate kinetic parameters. When high
particle temperatures have been measured at a high rate it is likely that the measured temperatures
at the surface is different than the temperatures inside the particle [345]. Direct measurements
of particle temperature require the knowledge of spectral radiation properties. If the radiation
properties can be assumed to be gray, by measurements at a single frequency of the radiation
intensity emitted or using different colors, it is possible to compare the amplitudes emitted at
several wavelengths estimating the temperature.
Mass balance can be closed with an inaccuracy of 5% in those experiments where direct
measurements are possible. In entrained flow experiments, in fluidized beds, in radiative tubes
as well as in shock tubes the inaccuracy in mass balance can be higher. In devolatilization
experiments, it is not possible to achieve perfect mass balance better than 5-10% (coal mass
basis), due to the difficulties of collecting material with big molecular weight [345].
11.3. Parameter calculations
The calculation of the parameters values from the experimental data is a step involving the knowl-
edge of the mathematical expression of the model and the knowledge of the details of the exper-
iments. Generally, the experiments used can be divided into the following three categories:
1. Isothermal experiments, in which the temperature of the sample is kept constant;
2. Non-isothermal experiments with a constant heating rate, in which the temperature in-
crease of the sample is controlled and kept constant;
3. Non-isothermal experiments with a non-constant heating rate are the most common.
Two mathematical methodologies can be applied to any of the experiments mentioned
above:
1. Integral methods;
2. Differential methods.
Integral methods are based on relations that arise after integration of the differential equa-
tions and require calculation of integrals from the measured data while differential methods
use relation based on differentiation of measured quantities. Generally, both mathematical ap-
proaches are appropriate, and if applied to idealized conditions they result in the same estimation
of the parameters. As shown in [405] both methods, when correctly applied in the case of a syn-
thetic conversion rate, estimate the correct parameters. Each method behaves differently when
applied to real experiments, where uncertainties are presented in both, the measured quantities
and the assumed mathematical model.
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Differential methods are based on a mathematically ill-posed operator 1 (the derivative) and
the uncertainties in the data and the model are usually amplified. To overcome this difficulty
methods for the solution of inverse problems can be applied [376].
Integral methods are based on a well-posed operator (the integration) that cannot generally
be expressed in a closed analytical form and they require therefore numerical integration.
11.3.1. Isothermal experiments
The easiest expression for the mass loss can be reformulated in the following expression (see
Section 8.3):
dα
dt
= k(T )pnx(1− α)q (11.1)
where α = 1−mpm0 is the reaction progress variable taking values from zero (no fuel converted) to
one (full conversion) and px is the partial pressure of the reactant (in the case of devolatilization
that term is not present and the reaction order is n = 0). The goal of the mathematical analysis
is the calculation of the activation energy E and the pre-exponential factor A, both present in the
rate constant k expressed in Arrhenius form:
k(T ) = Ae−
−E
RT
Integral methods Integral methods use the integral form of equation 11.1. Experiments de-
liver a certain set of conversions αi,j (i is the index of the measurement point for the temperature
with index j) measured at time ti,j . The first step for the calculation of the unknown parameters
A, E, (see as an example [401]) is the determination of the reaction rate constant kj(T ). A fitting
procedure follows after analytical integration of the equation 11.1. If q = 1, after integration:
ln(1− α) = −k(T )pnx · t (11.2)
and if q 6= 1: (
1− α(t))(1−q) = (q − 1) (k(T )pnx · t+ 1) (11.3)
Both equations can be used as a fitting function for the set of measured pairs αi,j ; ti,j (index i)
for each experiment at temperature Tj . A plot of ln kj versus 1Tj provides the activation energy
and the pre-exponential factor since:
ln k(T ) = lnA+
E
RT
(11.4)
Only experiments at two different temperatures are needed to obtain both parameters, but
at least a third experiment must be used to validate the linearity of the derived relation. More
temperatures can be used to reduce the numerical uncertainties of the fitting algorithm.
As stated in [401] this procedure of obtaining the parameters does not contain any mathe-
matical ambiguity. The accuracy of determining E and A is determined both by the quality of
the experimental data and the accuracy of the least square fit. The correlation coefficient of the
regression procedure used is a good indicator of its accuracy.
1A well-posed problem has the properties that (following Hadamard):
1. a solution exists;
2. the solution is unique;
3. the solution’s behavior changes continuously with the initial conditions.
Problems that are not well-posed in the sense of Hadamard are termed ill-posed.
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It is worth noticing that, as explained later in section Section 11.3.4, a non-linear multivari-
ate fitting can be used. Instead of fitting the function 11.2 (if q = 1) or 11.3 (if q 6= 1) for each
single experiment at temperature Tj , the measured points are fitted simultaneously αi,j ; ti,j ,
obtaining directly the unknown parameters E and A, bypassing the calculation of the constant
kj . This both methods are mathematically equivalent, giving the same parameters in the case
of synthetic generated fuel. The non-linear method, in conjunction with an appropriate solver,
returns values with less statistical uncertainties.
Differential method Direct utilization of equation 11.1 can also be used for the calculation
of the reaction rate constant, but this method is usually less accurate than integral methods.
If the equation 11.1 is used the reactant reaction order n is calculated after fitting ln dαdt
versus ln(px). The reaction order q is obtained fitting ln dαdt i,j versus ln(1− αi,j) since:
ln
dα
dt
= ln k + q · ln(1− α) + n · ln px (11.5)
The extrapolated derivative dαdt (t = 0) at the beginning of the conversion can also be used
for the parameter calculation, but this method is usually affected by larger uncertainties since
it is more difficult to know the exact conditions that must be applied for the fitting (mostly
temperature and composition of the gas).
11.3.2. Constant heating rate
The use of non-isothermal experiments is usually motivated by the necessity to save time (non-
isothermal experiments are generally quicker than isothermal ones). Moreover, a non-isothermal
behavior of the sample is natural in devolatilization and pyrolysis experiments since thermal
decomposition cannot be avoided as in the case of char reaction by the utilization of non-reactive
mixture.
In non-isothermal experiments, the sample is heated with a predetermined ratem = dTdt and
typically remains constant throughout the experiment. The relation given by the equation 11.1
can be recast in term of the temperature T
dα
dT
=
A
m
e−
−E
RT pnx(1− α)q (11.6)
The integral form of this equation cannot be expressed with analytical functions, and, using
the variable x = ERT it can be written as follows:
− ln(1− α) = AE
mR
∞∫
x
e−ζ
ζ
dζ ≡ AE
mR
p(x) (11.7)
It is worth noticing that in the previous equation the upper bound of the integration has been re-
placed with∞with the assumption that at the beginning of the experiment the initial temperature
(usually the room temperature) is too low to have some conversion already in place.
There exist a large number of methods for extracting both the activation energy and the
pre-exponential factor from the non-isothermal experiments and as in the isothermal experiment
case those methods can be grouped onto both integral methods and differential methods.
Integral methods In integral methods the equation 11.7 is used to fit the experimental data
obtaining the unknowns parameters. The function p(x) is related to the exponential integral
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Ei(x) by the relation:
p(x) =
e−x
x
− Ei(−x) (11.8)
In several mathematical software the exponential integral Ei(x) is implemented with high
accuracy, but direct approximations of the function p(x) itself have also been derived. The
simplest approximation is the one developed by [255] (originally used for x > 15):
p(x) ' e
−x
x2
(11.9)
Inserting this equation into 11.7:
ln
(
−1− α
T 2
)
= ln
(
AR
mE
)
− E
RT
(11.10)
and when m is given, A and E can be determined from the intercept and the slope of a plot
ln
(
− ln 1−αT 2
)
versus 1T . A linear approximation for the logarithm of p(x) has been given in
[92]:
ln p(x) ' −0.4567 · x− 2.315 (11.11)
In [80] the following approximation has been proposed:
p(x) ' e
−x
x2
(
1− 2
x
)
(11.12)
leading to a non-linearfitting:
− ln(1− α) = AR
mE
T 2 exp
(
− E
RT
)(
1− 2RT
E
)
(11.13)
The previous non-linearfitting can be reduced to a linear one after taking the logarithm of both
sides:
ln
(
− ln(1− α
T 2
)
= ln
[
AR
mE
(
1− 2RT
E
)]
− E
RT
(11.14)
and assuming constant the first term on the right side. This is a valid approximation if x 2.
An other approximation has been derived in [318] leading to the following non-linearfitting:
p(x) ' e
−x
x2
x4 + 18x3 + 86x2 + 96x
x4 + 20x3 + 120x2 + 240x+ 120
(11.15)
Differential methods As for the isothermal case, differential methods use directly the ex-
pression given by 11.6 as basis for a non-linearfit. From the pairs αi; ti (assuming one single
experiment) the derivative dαidTi must be calculated before the application of the fitting proce-
dure. Several experiments at different (but similar) heating rate can be performed to increase the
accuracy.
A second differential method is based on the search for the maximum of the rate dαdT , leading
to the following relation (again assuming one single experiment):
E
RT 2max
=
q dαdT
∣∣∣
max
1− αmax (11.16)
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requiring the determination of pair αmax; Tmax at which the gradient of the conversion curve
dα
dT has a maximum (denoted
dα
dT
∣∣∣
max
).
All the approximations and the derived fitting methods have been compared in [401]. A
synthetic coal with typical parameters for char oxidation experiments given by E = 123.3 kJmol
and A = 16 647.24 1/s and a biomass with pyrolysis given by the kinetic parameters given by
(E = 30.0 kJmol and A = 0.02 1/s) have been used.
The conclusions in [401] can be summarized as follows:
1. In all of the cases considered, all the integral methods have provided an excellent visual
fit to the synthetic data but they returned different values for the parameters (see also
Section 11.3.4 for an explanation).
2. Reliability of the methods examined is directly related to accuracy in approximating the
Arrhenius integral. Experiments on pyrolysis and oxidation of solid fuels are typically
conducted in the x ratio (x = E/R/T ) range from 2 to 50. The formula from Senum
[318] given by equation 11.15 approximates the Arrhenius integral with accuracy better
than 0.05% over the whole x ratio range.
3. The integral method based on the approximations from Doyle [92] given by 11.11 is unre-
liable.
4. The approximation from [80] given by Redfern 11.12 has resulted in 23% the activation
error in energy and 350% error in the pre-exponential factor.
5. The integral method based on the approximation from Murray [255] given by 11.9 has
identified the activation energy E within 4% error from the exact value, however the error
in determining the pre-exponential factor A is around 40%.
6. The differential method has identified the activation energy within 5% margin from the
exact value, however the error in the pre-exponential factor has reached almost 50%.
7. The integral method based on the approximation from Senum [318] given by 11.15 has
provided both kinetic parameters within 0.5% error from the exact values.
The application of the differential method to experimental data of the integral type such as
mass loss data in TGA reveals a critical disadvantage caused by the need of using numerical
differentiation for estimating dαdt . The procedure dramatically amplifies the noise present in
experimental data. For this reason, numerical differentiation has to be combined with smoothing.
Integral methods do not suffer from this drawbacks.
11.3.3. Iso-conversional methodology
The iso-conversional methodology is a generalization of the above given approaches. It is based
on the assumption that the effects of temperature and the effects of the conversion can be sepa-
rated as given in the following equation:
dα
dt
= k(T ) · g(α) (11.17)
The iso-conversional method is an useful procedure to extract the activation energies only. Fur-
ther mathematical procedures are required to extract other information.
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Using the integral method, after separation of variables and integration of equation 11.17
the following expression can be written:
α∫
0
dα
g(α)
=
t∫
0
k(T )dt (11.18)
According to the iso-conversional methodology, the unknown integral on the right side is a con-
stant for any given α. If several heating rates experiments are used, the same conversion α (and
consequently the same integral on the right of 11.18) will be reached at different temperatures.
The activation energy can be then estimated with a subsequent fitting procedure. If the heating
rate is a constant, the temperature integral I(E, T ) =
∫ T
T0
k(T0 + mt)dt must be approximated
and the same approximations shown in Section 11.3.2 can be used.
A better way of deriving the parameter E is based on the observation that if g(α) does not
depend on the temperature program then the following equation holds:
g(α) =
A
mi
I(Eα, Ti) (11.19)
for each measurement point i. As a consequence (see [390] and reference herein) the expression:
Φ(Eα) =
∑
i
∑
j 6=i
mjI(Eα, Ti)
miI(Eα, Tj)
(11.20)
has a minimum equal to Φmin = N(N − 1), with N being the number of different heating rates.
It has been proved (see [391]) that the minimization of 11.20 is practically not affected by
the uncertainties in the measurements, mainly in the range of small x = ERT < 30. As explained
in [390] this method has further advantages in comparison with the standard method based on
fitting:
• In the standard method the lower boundary of the temperature integral is set to T = 0
instead of a finite T0. The use of the function Φ solves the problem. This modification also
allows the application of the iso-conversional methods on process occurring on cooling
(like crystallization) rather than on heating.
• If the sample temperature is not equal to the measured furnace temperature, the tempera-
ture integral cannot be used. The function Φ allows the integral to be evaluated on time.
• The activation energy E is a mean value between conversion from α = 0 to α. If non-
constant activation energy describes the process, this procedure leads to unsealable values.
The function Φ can instead be evaluated dividing the range of conversion in smaller inter-
vals and assuming constant activation energy for each of them. This modification opens
up the possibility to use a better algorithm for the evaluation of the integrals, increasing
the accuracy and reducing the computing time (see for more details [390]).
The estimation of the pre-exponential factorA and the function g(α) can be achieved in two
ways. The kinetic part can be rearranged into the function:
ln
(
1
g(α)dαdt
)
= lnA(α)− E(α)
RT
(11.21)
showing the linear dependency between lnA(α) and E(α) for a given α. The parameters of the
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linear correlation can be derived by fitting data from a single heating rate experiment. Introducing
the previously derived value of the activation energy E(α) into the linear relation 11.21 a value
for the exponential function A(α) is found. An estimation of the function g(α) is achieved after
numerical integration:
g(α) = m
dα
dt
A(α)
exp
(
−E(α)RT
) (11.22)
In applications of iso-conversional methods to the study of solid fuel conversion, two main
assumptions must be taken into account:
1. The rate equation can be split into a part temperate dependent and a part conversion depen-
dent. In other words, the method is based on the possibility to reach the same conversion α
at a given temperature T regardless of the detail of the experiment (usually the temperature
history).
2. Since the iso-conversional method is based on the repetition of experiments, the method-
ology applies to processes that are not altered by the parameters of the experiments.
In solid fuel conversion methods, both assumptions are not valid for pyrolysis and question-
able for oxidation and gasification. For pyrolysis, it is well known that the heating rate influence
strongly the outcome of the experiments in such a way that multiple parallel kinetics are invoked
for better fitting.
11.3.4. The general case
If more complex models for devolatilization and char burnout are used, reaction rates cannot be
easily estimated from the measured data, and the aforementioned methods cannot be applied.
Several difficulties cause extensions of an easy model like the one expressed by the equation
11.1:
• The mathematical relation 11.1 is not accurate since other physical and chemical effects
play a role. More complex models have been already presented and discussed in Chapter
6 and in Chapter 8.
• The assumption of constant temperature is never valid in the case of pyrolysis and must
be verified in the case of char conversion. In both cases, exothermic and endothermic
reactions change the temperature of the sample.
• The temperature of the sample is not directly measured, and it must be calculated using
heat transfer calculations, introducing further differential equations that must be solved
together with the conversion.
• Constant heating rate is an assumption that often is not valid, mainly when the experiments
are performed near the limits of the device.
• Single chemistry in pyrolysis (and probably also in char conversion) is not a valid as-
sumption. In a simplified mathematical expression, the assumption of a constant value of
activation energy is implicit but many times not correct.
• Diffusion of reactants into the sample change the value of the reactant concentration. Con-
sequently, the surface available for the reactions and the local temperature of the sample
differs from the averaged values. Also, in this case, supplementary differential equations
must be solved to obtain the unknown values.
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More general relations for the description of particle conversion (including both pyrolysis
and char conversion) can be written in the following mathematical form:
dα
dt
= F (T, [X] , α, p) (11.23)
where now a general model is described by the function F , where the sample temperature T
and the reactant concentration [X] are dependent variables. The vector p is the vector of all
parameters to be determined, namely the activation energy E, the pre-exponential factor A, the
reaction order n and many others that the specific model requires. If the sample temperature
and the concentration of reactant are unknown, equation 11.23 can be coupled with additional
differential equations. For example in the case of dispersed particle temperature (needed in plug
flow reactor experiments), the already written relation 10.13:
mpcp
dTp
dt
= hAp(T∞ − Tp) + pApσ(θ4R − T 4p ) + fhHreac
dmp
dt
can be used. The particle conversion is then described by a system of ordinary differential equa-
tions of the form:
dα
dt
= F (T, [X] , α, p)
dT
dt
= G(T, [X] , α, p) (11.24)
d [X]
dt
= H(T, [X] , α, p)
The parameters vector p must be then determined after fitting the curves representing the
solutions of the system 11.24 to the experimental values for α. Since now in the equation for α
unknowns parameters appear (local temperature and reactant concentration, for example), differ-
ential methods cannot be applied, and the system of ODE must be numerically solved.
A multivariate optimization method must be used to determine the reaction order and the ki-
netic parameters [175, 174, 22, 254]. For least-squares based optimization, the objective function
is defined as:
f =
∑
i,j
(
Bij,c −Bij,m
)2
(11.25)
where the index i and j refers to the i-th measurements into the j-th series. The fitting procedure
is performed using a non-linear least squares problems as the Levenberg-Marquardt procedure
[208, 234].
The method discussed is mathematically more expensive than a log-diagram fitting but it
posses several advantages:
1. Its application is not limited to purely Arrhenius rate, but can be applied to the most com-
plex expressions like the Langmuir-Hinshelwood form of the reaction rate Section 3.1;
2. The method can be applied to non-isothermal conditions and non-constant heating rates;
3. The method can take into consideration a measured diameter distribution (several models
have an intrinsic diameter dependency and a mono-dispersed distribution is practically
impossible to be realized during a single experiment);
4. The method takes advantage of the possibility to fit different curves (representing different
experimental conditions) using the same kinetic parameters, increasing the accuracy of the
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parameters consequently.
As an example of what has been previously explained, the kinetic parameters for the South
African Char from Kleinkopje will be presented. Kleinkopje colliery is an open-pit mine situated
in South Africa, 8 km south of Witbank in Mpumalanga and forms part of the South African Coal
Estates Complex. The Char has been produced at the IFRF (the International Flame Research
Foundation) in the plug flow reactor and then characterized in the same device (see Section 11.4
for a similar device). The reaction order has been previously determined to be n = 1 (without
showing here the results). The fitting for evaluation of the Activation energy E and of the pre-
exponential function A will be presented hereafter.
Figure 11.1.: Fitting of isothermal experiments for a South African coal for the determination of the activa-
tion energy E
In Figure 11.1 the results of the fitting of the burnout B at three different temperatures
(ϑ1 = 950 ◦C, ϑ2 = 1200 ◦C, ϑ3 = 1400 ◦C) is presented. The open circles are the measured
burnouts as a function of residence times. The solid lines represent the calculated burnouts for
the optimal parameters together with the prediction at 1-σ confidence level. The simple kinetic
model given by:
dB
dt
= Ae−
E
RT · pO2
has been used, and the three curves have been fitted together. The obtained values are E =
99 MJkg (uncertainty ∆E = 3
MJ
kg ) and A = 5900
kg bar
s (uncertainty ∆A = 1800
kg bar
s ). It is
interesting to mention that the fitting is not visually perfect, as also the value of the χ2 = 0, 98
mathematically suggest. A second approach to the fitting procedure is to fit separately every
single temperature with the reaction constant k(T ) as a parameter and then using a log-diagram
fitting to extract the parameters A and E. This algorithm produces the following vales for the
parameters: E = 90.2 MJkg (uncertainty ∆E = 18.5
MJ
kg ) and A = 2800
kg bar
s (uncertainty
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∆A = 4800 kg bars ). Both results are consistent but the second procedure has larger uncertainties.
The multivariate optimization method highlights the fact that there is a range of combi-
nations of parameters which can represent adequately the measurements (see also [22, 175]).
Figure 11.2 reports the values of objective function in the (A,E) space, in which the two pa-
rameters are scaled around the optimum values Aopt and Eopt using exponential functions in the
following way:
A = Aopt · efA
E = Eopt · efE
With this rescaling the optimum values are in the point (fA = 0; fE = 0). It is possible to note
from Figure 11.2 that near the minimum point an elongated valley with steep walls is present.
Along the valley, it is possible to find a family of points giving the value of the objective function
not dissimilar than the optimum value. This characteristic makes difficult a visual assessment of
the goodness of the fit since all pairs of E and A on the button of the valley produce small values
of the objective function even if their values differ significantly.
11.3.5. Comments on the objective function
In the previous paragraph the objective function has been defined by the relation 11.25:
f =
∑
i,j
(
Bij,c −Bij,m
)2
The underlying meaning of this expression is that the weight of each single measurements
point is the same. In reality, for many applications, a better prediction of the high burn out region
is of importance and many times the best fitting of many conversion models is not able to predict
the last 10% of the conversion curve correctly. The calculation of the burnout in pulverized solid
fuel-fired boilers is a typical example (see the prediction in Chapter 14).
The other negative effect of the mathematical approach adopted in the previous paragraph
can be seen when the model is not able to predict the measured conversion for each temperature
correctly, as in the case of the test shown in Figure 11.1. The optimized parameters, when used
to simulate the combustion of those conditions, predict values of the burnout that minimize the
total discrepancy, but they do not predict correctly any of the burnout curves. In such conditions,
it is preferable that the model correctly predicts the measured burnout at higher and at lower
temperatures, while with more uncertainties for the intermediate temperatures.
A similar drawback appears in applications without significant temperature variations in the
combustion region. Also, in this case, more importance can be given at the prediction of those
models with temperatures near the operating temperature.
In both this circumstances the formula 11.25 is (often arbitrarily) written in the following
form:
f =
∑
i,j
Wi,j
(
Bij,c −Bij,m
)2
(11.26)
where a weighting function Wi,j , for each point in each curve is introduced.
11.3.6. Sensitivity analysis
Since measurements are affected by errors and uncertainties, it is worth investigating how much
those errors affect the fitted parameters. The burnout history of synthetic coal with effective
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Figure 11.2.: Contour diagram of the apparent pre-exponential factor and apparent activation energy of a
South African coal char with a fixed apparent reaction order of 1.0. The values indicated on
the contours correspond to the values of the objective function. The minimum is marked with
a filled circle
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reaction rate given by the kinetic law (without pore or bulk diffusion limitation) is given by:
dm
dt
= −Ae−ET pnO2 ·m
and it is generated in simulated isothermal experiments. Only the uncertainties on temperature,
burnout (reflecting uncertainties in the measured mass loss) and oxygen concentration will be
analyzed.
Systematic errors Measurement errors can be divided into two components: random errors
and systematic errors. Systematic errors are errors that are not determined by statistics but are
introduced by an inaccuracy (involving either the observation or measurement process) inherent
to the system.
In Figure 11.3 the errors (in %) associated with the fitting of the activation energy E, the pre-
exponential factor A and the reaction order n are presented. The errors are generated by a
systematic error ∆T in the determination of the temperature of the sample (the temperature is
constant since the simulated experiments are isothermal) for two (real) activation temperatures,
namely for ErealR = 8000K (Top) and
Ereal
R = 12000K (Bottom). The following conclusion can
be drowned by the results shown in the Figure:
1. Both the values of E and A are overestimated if the temperature is underestimated and the
errors decrease with an increase of ∆T ;
2. Underestimating the temperature (∆T < 0) produces larger error than an overestimation
of the temperature T ;
3. If the real activation energy E is higher, also the errors (in %) are larger;
4. The errors associated with the reaction order n are smaller than the ones associated with
the activation energy E and they are larger for larger activation energies;
5. Underestimating the temperature (∆T < 0) produces smaller values of the reaction order.
In Figure 11.4 the error generated by an uncertainty ∆p in the determination of the reactant
partial pressure (here oxygen) are presented. The activation energy is not as much affected by
the uncertainties as the reaction order is. If the partial pressure is underestimated then both the
activation energy and the reaction order are overestimated. The dependency with the activation
energy is also shown by the comparison between the results for the ErealR = 8000K (Left in the
figure) and ErealR = 12000K (Right in the figure). The errors decrease with an increase of E, but
the effect is not very pronounced.
The errors estimation presented here cannot be used as a general rule since the results are
dependent on how the error is calculated. In the previous results, a constant error (for example
∆T in Figure 11.3) is assumed for all the experiments. If the systematic error is then calculated
proportional to the measured value, then the following is observed.
1. A systematic proportional error on the temperature affects neither the reaction order nor the
pre-exponential factor, but strongly deteriorate the uncertainties on the activation energy
as shown in top part of Table 11.1.
2. An underestimation of the temperature causes a larger overestimation of the activation
energy;
3. The relative error on the activation energy is not dependent on the value of the real activa-
tion energy.
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Figure 11.3.: Errors in % calculated as a function of the temperature uncertainty (in K) forEreal = 8000K
(Top) and Ereal
R
= 12000K (Bottom)
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Figure 11.4.: Errors in % calculated as a function of the partial pressure uncertainty (in mbar) or Ereal =
8000K (Top) and Ereal
R
= 12000K (Bottom)
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4. A proportional error on the partial pressure affects only the pre-exponential factor but
neither the activation energy nor the reaction order. The results are presented in the bottom
part of Table 11.1.
Quantity Changes Exact Results Deviation
·10−3
∆T -10% ER = 8 ∆E +11.11%
∆T -5% ER = 8 ∆E +5.26%
∆T -2% ER = 8 ∆E +2.04%
∆T +2% ER = 8 ∆E -1.96%
∆T +5% ER = 8 ∆E -4.76%
∆T +10% ER = 8 ∆E -9.09%
∆O2 -10% A = 2 ∆A -8.08%
∆O2 -5% A = 2 ∆A -4.02%
∆O2 -2% A = 2 ∆A -1.60%
∆O2 +2% A = 2 ∆A +1.59%
∆O2 +5% A = 2 ∆A +3.98%
∆O2 +10% A = 2 ∆A +7.92%
Table 11.1.: Errors of the activation energyE and of the pre-exponential factorA as function of proportional
systematic errors on the temperature T (Top) and on the partial pressure p (Bottom)
In Figure 11.5 the errors generated by a systematic proportional error ∆B in the determina-
tion of the Burnout are presented. As for the previously presented results, two (real) activation
temperatures are taken into consideration, namely ER = 8000K (Top) and
E
R = 12000K (Bot-
tom). In this case, both the errors of the activation energy and the ones of the reaction order are
small and do not change much if the real activation energy is increased. An underestimation of
the burnout produces smaller values for both, the activation energy E and the reaction order n.
Random errors Random errors are errors in measurements that lead to different values every
time a quantity is measured and are described by random variables. A random variable x is
distributed following a probability density function P (x) from which the mean µ and the variance
σ of the fluctuating variable x can be calculated. As a consequence of the existence of random
fluctuations in an input variable x, the results of the operation F will be distributed following
a probability density function G. Since the operator F is not generally a linear operator it is
expected that µ(y = F(x)) 6= F(µ(x).
As an example, only random errors on the measurement of the burnout curve are considered
for the case in which the real activation temperature is ErealR = 8000K and nreal = 0.8. The
calculations are performed with errors calculated using a normal distribution of mean 0 and
variance 5% of the real burnout:
Bi = B · (1 +N(µ = 0;σ = 0.05 ·Bi))
In Figure 11.6 the histograms distribution of the Activation energy and of the reaction order
are fitted with a Normal distribution (in red). The statistical analysis of the fitting procedure gives
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Figure 11.5.: Errors in % calculated as a function of the Burnout uncertainty (in %) for E = 8000K (Top)
and E
R
= 12000K (Bottom)
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the following two averaged values:
E
R
= 7997± 111K
n = 0.80± 0.02
Further analysis, which results are not presented here, have shown that:
1. If the real activation energy increases the distribution is wider. In the case of ErealR =
12000K, a statistical analysis of the distribution of the results gives the following:
E
R
= 12006± 203K
n = 0.80± 0.05
2. Statistical analysis of experiments with Ereal = 8000K and measurement scattering of
10%, gives the results:
E
R
= 8006± 226K
n = 0.80± 0.04
showing a nearly linear relation between the uncertainty of the burnout and the uncertainty
of the calculated parameters.
11.4. Fuel Characterization in IPFR
In this paragraph, the Isothermal Plug Flow Reactor (IPFR) method is analyzed in detail using
the reactor of the Institute for Energy Process Engineering and Fuel Technology (IEVB, from
the German name Institut für Energieverfahrenstechnik und Brennstofftechnik) at the Technical
University of Clausthal, in Lower Saxony.
The IPFR allows investigating of devolatilization and char burnout phenomena, carried out
as two separate experiments. The main advantage of this approach is a possibility of carrying
out investigations with conditions close to industrial pulverized fuel (PF) fired boilers, namely
high temperatures and high heating rates (around 105 Ks ). The IPFR is characterized by the
flat profiles of the temperature and oxygen along the furnace length. This ensures that the fuel
particles experience the same condition on the whole length of the reactor. The facility has
generally been used for research purposes to obtain kinetic data of both devolatilization and char
burnout processes.
11.4.1. Experimental setup
The experimental rig is divided into four main sections (as shown in the Figure 11.7):
• The gas preheater: allows the heat up of the gas mixture before entering the reactor,
ensuring high heating rates.
• The fuel feeding system: consists of a screw feeder, which provides the fuel to an injector,
where it is mixed with the transport gas. From the injector, the fuel-gas mixture is trans-
ported pneumatically to the feeding, water-cooled probe, which can be mounted in several
openings along of the reactor.
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Figure 11.6.: Histograms for the distribution of the calculated activation energy E (Top) and the reaction
order n (Bottom) fitted with a Normal distribution (red)
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Figure 11.7.: Schematic view of IPFR facility
• The combustion chamber: is a vertical, cylindrical ceramic tube with 0.12 m diameter
and total length of 3.1 m, which contains six modules.The main part of the reactor is 2 m
long and contains four electrically heated elements–one for each segment, giving 20 kW
of total heat power. The first and the last module are 0.25 m high, and both are not heated.
All segments are thermally isolated and enclosed in a metal casing. The access to the ports
is possible after every 0.25 m of reactor length.
• The particle collecting system: it is divided into two parts for the main off-gas, and off-
gas sucked through the sampling probe.
During the experiments, the particle collecting system is used in two different configu-
rations, for measurements of devolatilization or measurements of char burnout. In this second
mode, the reactor can also work as a reactor for char production. For devolatilization experiments
a movable, water and nitrogen cooled vertical sampling probe is used. The probe is installed at
the bottom part of the reactor and moved along the furnace length allowing to achieve differ-
ent residence time in a range from 20 to 250 ms. The gas flowing through the probe is passing
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the cyclone to separate particles for further analysis. For the char burnout/production, only the
mainline is used. In this case, the cyclone is installed close to the reactor outlet to maximize the
sampling efficiency.
The outcome of the reactor is to provide partially converted particles at different distances
from the particle injection system. Information about the process rate is extrapolated from the
collected probe (see Chapter 12) and this information are mathematically analyzed to get the
unknown model parameters. The fitting procedure requires the knowledge of the conversion as a
function of time at several known conditions and these data must be extracted using a calculated
mean velocity for the gas. Therefore the whole procedure is based on the following assumptions:
1. The velocity of the gas at the probe position is known;
2. The interaction of the particles with turbulence does not alter the time history previously
determined;
3. The temperature of the particles is known;
4. The reactant concentration in the gas is known;
5. The presence of the injection probe and the collector device do not alter the quantities
previously determined;
6. The reactions are quenched in such an effective way that the time previously calculated is
a representative quantity for the conversion.
To answer all these questions, a detailed CFD simulation of the reactor together with the
conversion process has been performed and the results are summarized in the Section 11.4.4.
11.4.2. A typical char combustion experiment
A typical experiment for characterization of a solid fuel consist of several standard steps:
1. Proximate and ultimate analysis;
2. Particle size distribution determination;
3. Devolatilization experiments;
4. Char generation;
5. Char characterization (oxidation or gasification).
An example of the procedure and some results are given below. Two fuels are chosen for
investigation: the South African Middelburg coal and leaves of sugar beets, counted as a biomass
fuel. The coal fired in our experiments is identical to the one used in [404]. The properties of
both fuels are given in Table 11.2.
Particle Size distribution Both biomass and coal fuels have been investigated in pulverized
form. The measured particle size distribution fitted with the Rosin-Rammler 2 and it’s parameters
2The Rosin-Rammler distribution is given in its comulatiove form by the folloowing equation:
p = exp
(
−
(
Dp
σ
)n)
where Dp is the particle diameter.
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Property Unit Coal Biomass Method
ultimate analysis C wt. % 66,2 40,4 DIN 51721
(as received) H wt. % 4,1 5,4 DIN 51721
N wt. % 1.7 1,4 DIN 51722
S wt. % 0,9 0,2 DIN 51724
O wt. % 11,1 38,9 by difference
proximate analysis moisture wt. % 6,1 8,5 DIN 51718
(as received) Volatile wt. % 30,4 71,2 DIN 51720
ash wt. % 10,0 5,3 DIN 51719
Fixed Char wt. % 53,5 15,1 by difference
calorific data LCV MJ/kg 25,3 14,1 DIN 51900
Table 11.2.: Proximate and ultimate analysis and calorific data of the fuels
(the mean particle size Dmean and spread parameter n) are shown in Figure 11.8. From the
data, 80% of coal sample is smaller than 150 µm, which is typical for such coals. Biomass is
characterized with coarser fraction, where only 60% is smaller than 150 µm.
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Figure 11.8.: Particle size distribution of biomass and coal fuel
Devolatilization The devolatilization experiments were conducted at two typical tempera-
tures, 1000 ◦C and 1200 ◦C. Pure nitrogen was used as an inert purge gas to prevent sample
oxidation and thus reducing the secondary reaction effects within the hot particles. The resi-
dence times between 10 and 250 ms were covered, with reactor chamber velocity of 3 ms . Two
ports, 7 and 8 for feeding probe were used and the residence time was regulated by changing the
position of the sampling probe. The feeding rate of the sample was kept in a range of 100 gh . The
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samples obtained in the small cyclone at the end of the sampling probe were investigated for an
ash content and the mass loss M has been calculated via ash tracking method, simply as:
M = 1− a0
a
(11.27)
where a0 is the ash content of the initial coal and a the ash content of the sample, both in wt. % ,
so that the mass loss M has no dimension.
The plot of the mass loss against residence time is presented in Figure 11.9 in the case of
the coal and in Figure 11.10 in the case of the biomass and the results of the fitting are presented
in Table 11.3 for both fuels. The model used is the two competing kinetic rate model presented
in Section 6.2.6.
Parameter Symbol Unit Coal Biomass
First rate
Pre-exponential Factor A1 kg/(m2 s) 200 260
Activation Energy E1 kJ/mol 7.8 3
Weighting factor α1 - 0.28 0.31
Second rate rate
Pre-exponential Factor A2 kg/(m2 s) 3× 107 2.6× 107
Activation Energy E2 kJ/mol 62 70
Weighting factor α2 - 0.98 0.97
Table 11.3.: Parameters for single kinetic rate model
For both temperatures, the volatiles are released in the first 60 – 70 ms. As expected, more
volatile matter is released at higher temperatures. A higher devolatilization yield than the value
measured by the proximate analysis is observed. For biomass fuel 95 % at 1200 ◦C and 88 % at
1000 ◦C is achieved, a value to be compared with 71,2 % from the proximate analysis. Also in
the case of the coal a value of 37 % at 1200 ◦C must be compared with the value of 30.4% from
the proximate analysis.
The results for the coal devolatilization show that volatiles are released at almost the same
time as in the case of biomass devolatilization. This is specific to the coal used, and it cannot
be generalized. In the case of a German sub-bituminous Hambach coal whose devolatilization
experiments are presented in Figure 11.11, the time required for devolatilization is in the range
90 – 130 ms. It has to be noted that volatile yield at higher heating rates amounts to around 60 %
(compared with 45.8 % from the standard analysis).
Char production Char was produced at 1200 ◦C in pure nitrogen atmosphere. Fuel was
injected at the maximum possible mass flow rate of approximately 300 gh into the reactor in Port
6, with a reactor chamber velocity of 3 ms . The produced char was collected in the large cyclone
in the exhaust line (no sampling probe was used). After the production phase, the char samples
were analyzed. Results of the proximate and ultimate analysis are summarized in Table 11.4.
This data is used further to calculate the burnout rate and to determine the concentration of
nitrogen oxides.
11.4.3. Char Burnout
The oxidation rate of the generated coal char is determined using the same IPFR reactor, operated
with a carrier gas containing N2/O2 mixtures and the oxygen content taking values of 5%, 10%,
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Figure 11.9.: Devolatilization of Middelburg coal at two temperatures, 1000 ◦C and 1200 ◦C
Property Unit Coal Biomass Method
ultimate analysis C wt. % 86,67 - DIN 51721
(as recevied) H wt. % 0,86 2 DIN 51721
N wt. % 0,6 0,95 DIN 51722
S wt. % 0,57 - DIN 51724
O wt. % 1,89 - by difference
proximate analysis moisture wt. % 0 0 DIN 51718
(as recevied) Volatile wt. % 4,07 7,73 DIN 51720
ash wt. % 9,16 54,17 DIN 51719
Fixed Carbon wt. % 86,77 38,1 by difference
Table 11.4.: Proximate and ultimate analysis of char
and 15% in volume. Three temperatures has been chosen, 900 ◦C, 1000 ◦C and 1200 ◦C. In
the case of biomass, the bio-Char Burnout experiments were conducted with a gas temperature
of 1000 ◦C and with an oxygen concentration (10 vol. % ). The gas velocity has been chosen in
such a way, that the highest possible residence times could be achieved, without overheating the
gas preheater. The residence times were changed by changing the position of the feeding probe.
Mass flow rates of the chars were chosen in such a way, that the oxygen concentrations at the
outlet of the reactor deviated maximally within 10 % from the desired set point. The samples
were collected with the same device used for the char production and investigated for the ash
content. Char burnout was obtained through ash tracking method, comparing the ash content in
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Figure 11.10.: Devolatilization of biomass at two temperatures, 1000 ◦C and 1200 ◦C
burned char with the original ash content in char:
B =
1− a0a
1− a0 (11.28)
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Figure 11.11.: Devolatilization of German sub-bituminous Hambach coal at two temperatures, 1000 ◦C and
1200 ◦C
whereB is the burnout, a0 ash content in the original char andA is the ash content of the sample,
both in wt. % .
The results for the fitting of char burnout is shown in Figure 11.12 for the case of coal-char
and in Figure 11.13 for the case of biochar. In both cases, the intrinsic model is used (see 8.5.1.1).
The obtained parameters are shown in Table 11.5
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Figure 11.12.: Burnout of coal at 1000 ◦C and at 1200 ◦C and different concentration of oxygen
11.4.4. Analysis of the IPFR measurements
It has been already mentioned that the fitting procedure requires the knowledge of the conversion
as a function of time at several known conditions. It is important to remark that the previously
described procedure is based on the following assumptions, already listed in Section 11.4.1:
1. The velocity of the gas at the probe position is known;
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Figure 11.13.: Burnout of biomass at 10 % of oxygen concentration and 1000 ◦C
Table 11.5.: Parameters for intrinsic model
Parameter Symbol Unit Case A Case B
Mass Diffusion-Limited Rate Constant C1 m3/(K0.75 s) 5.5× 10−12 10
Pre-exponential Factor Ai kg/(m2 s) 4 8
Activation Energy Ei J/kmol 1.55× 108 1× 1013
Char Porosity θ - 0.5 0.5
Mean Pore Radius rp m 6× 10−7 6× 10−7
Specific Internal Surface Area Ag m2/kg 3× 105 3× 105
Tortuosity τ - 1.41 1.41
Burning Mode, alpha – – 0 0
2. The interaction of the particles with turbulence does not alter the time history previously
determined;
3. The temperature of the particles is known;
4. The reactant concentration in the gas is known;
5. The presence of the injection probe and the collector device do not alter the quantities
previously determined;
6. The reactions are quenched in such an effective way that the time previously calculated is
a representative quantity for the conversion.
To check if these assumptions are correct, a series of detailed CFD simulations of the re-
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actor (see Figure 11.14) together with the conversion process have been performed 3. The CFD
analysis has been performed to study both, the devolatilization experiments and the char reaction
experiments. The following conclusions can be drawn:
1. The maximum gas velocity at the axis of the reactor is different from the averaged velocity.
Since the fuel is injected on the axis of the reactor, a correction factor must be applied to
the averaged velocity to obtain the correct particle residence time.
2. Turbulence produces a scattering in residence time of the order of 10%, depending on the
distance between the injection probe and the particle collector. The utilization of the mean
residence time appears to cause no deterioration of the prediction.
3. In the case of char conversion experiments, the temperature of the particles is practically
identical to the gas temperature. Only for small particles, due to intense reactions, the gas
and the particles temperatures significantly differ. Taking into consideration this discrep-
ancy, the reliability of the predictions increases.
4. In the case of Char reaction experiments, the oxygen diffusion into the reacting particle
stream is fast enough, that each particle sees the same oxygen concentration.
5. In the case of Devolatilization experiments, large differences have been found in the case
of sampling at a low residence time. Both the temperature and the particle residence time
show differences than the ones calculated using averaged quantities. The utilization of
properly computed temperatures, lower than the ones assumed based on averaged calcula-
tions, are of importance for a better agreement between predictions and measurements.
6. At higher residence times the aforementioned effects don’t play anymore an important role
also in the case of devolatilization experiments.
7. A proper quenching system after the collector probe is important to stop the reactions at
the wanted residence times. In the case of the quenching system installed at the IEVB
corrections must be implemented only in the case of devolatilization.
11.5. Fuel Characterization in TGA
The application of the TGA method to coal combustion and gasification has been analyzed in
[38] and some results published in [39]. In these studies, several aspects have been taken into
consideration 4 with the goal to improve the reliability of the measurements:
The choice of crucible is important since mass transfer rates may be affected by it. In [38]
a platter crucible made of Al2O3 since the platter crucible facilitates the access of gas,
flowing from TGA bottom, to the sample surface.
3The chemical parameters are not exactly known during the CFD analysis therefore firstly some assumptions have to be
made, and some preliminary kinetic parameters are derived. The CFD calculations will provide a proof of consistency
and possible correction factors to adjust the fitting algorithm. This interaction between experiments and modeling
is a practical example of the synergy between them: the experiments give data, parameters, and measurements for
validation for the modeling and the mathematical modeling gives detailed information of the extracted data from
the experiments. A well-validated model from well-performed experiments is a necessary and essential tool for
applications to science and industrial processes.
4For more literature on the subject, the reader is referred to the literature cited in [38]
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Figure 11.14.: Detail of sketch of the 3D geometry of the IPFR as used in the CFD calculation. The horizon-
tal feeding system and the collector probe are shown together with the stream lines (yellow)
and the solid fuels particles paths (blue)
The amount of fuel put into the crucible plays an important role due to two factors. Firstly
the amount of fuel affects the diffusion of oxygen into the probe directly, and secondly,
self-heating or self-cooling can be present if the sample is too large. In [38], the sample of
a size of m=8 mg has been used and the particles have been uniformly distributed on the
plate. This small amount has been chosen as a compromise between negative effects and
accuracy of the device.
The particles size is important since pore resistance can affect the measurements if the parti-
cles are too large. Bigger particles offer resistance to the reactant diffusion as explained in
Section 8.5 therefore, to facilitate rapid mass transfer rate, the char particles are sieved to
the particles diameters ≤ 0.25 mm. Additionally, small particles also help to maintain an
equal temperature in the entire particle volume, which is crucial, when measurements are
used for the determination of kinetic parameters.
The gas mixture volumetric flow rate The use of protective gas is mandatory (for the de-
vice used in [38] the requested value was m˙ = 10 mLmin ) therefore the flow of nitrogen must
be higher than the required value. In addition O2, CO2 or steam must be considered, giving
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a range in which optimum and stable value can be achieved 5.
The heating rate has to be correctly chosen. From the numerical analysis point of view the
optimal heating rate must be chosen based on the conversion rate for the specific fuel. If
the heating rate is too low, the conversion will practically be analyzed at low and almost
constant temperature, decreasing the temperature range and consequently the accuracy for
the activation energy. If the rate is too high, the conversion will occur only at the high-
est temperature, again reducing the temperature range and the accuracy of the activation
energy. Of no lesser importance, the actual heating rate must remain constant during the
whole experiment. At high heating rates and higher temperatures, the device can deviate
from the ideal conditions (usually the heating rate lowers in those conditions) influencing
and biasing the subsequent mathematical analysis.
The final temperature has to be properly chosen. The spanned temperatures during the ex-
periments must represent well the temperatures of the processes. As previously discussed,
if the final temperature is too low for both, devolatilization and conversion experiments,
part of the information is lost, and the mathematical procedure is not able to recover the
correct parameters. If on the contrary, the temperature is too high, the heating elements
can have difficulty in maintaining a constant heating rate. From the chemical point of view,
high temperatures are not required since diffusion processes (and not chemical reactions)
will determine the measured mass loss.
Figure 11.15.: Relative mass loss rate (black lines) and temperature (red line) of the sample during de-
volatilization in TGA; atmosphere - nitrogen [38]
TGA measurements for pyrolysis are intrinsically non-isothermal, but oxidation or gasifica-
tion measurements can be carried out as isothermal or non-isothermal. As pointed out in [38], in
non-isothermal experiments, firstly, the char is heated up to the required temperature in an inert
5In the case of the measurement done in [38] the gas flow rate has been chosen to be m˙ = 80 mL
min
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atmosphere. Only after reaching the required temperature, the reactive gas flow is initiated and
the mass loss as a function of time can be recorded.
Nevertheless, non-isothermal experiments have the following advantages over isothermal
ones:
• Non-isothermal experiments are quicker since temperature is allowed to reach a maximum,
which implies that for each run the sample will react;
• Non-isothermal experiments require (theoretically) only one single run for the determina-
tion of the activation energy;
• Non-isothermal experiments allow the investigation of heating rates effects on the sample;
• Non-isothermal experiments allow the investigation of overlapping effects (for example
pyrolysis and char reactions since it is known that a cooling of the char sample can change
the reactivity of the char, as demonstrated in [166, 82, 38]);
• Non-isothermal analysis is overall cheaper since fewer experiments are required.
The main disadvantage of non-isothermal experiments has been already discussed in Sec-
tion 11.3.2 and it is related to the difficulty to obtain an accurate and robust fitting. A second
disadvantage appears considering the impossibility to isolate a single process (gasification, for
example), since usually all thermal conversion processes overlap. In isothermal experiments,
times can be freely adjusted (as previously discussed) but in non-isothermal experiments, times
are dictated only by the heating rates. Even if the overlapping is small (in mass and rate) the fit-
ted parameters are in both cases different. Therefore non-isothermal experiments must be fitted
considering all the processes taking place inside the investigated temperature range.
In Figure 11.15 an example of the relative mass loss rate and the temperature rise (taken
from [38]) are presented. The fuel examined is the Polish coal Janina, and a non-isothermal
TGA is applied to investigate the pyrolysis. The temperature control of the device tries to keep
a constant heating rate of 1
◦C
K . AT the beginning of the process the sample temperature has
a plateau at 100 ◦C which is clearly due to the evaporation of the water present in the sample.
For higher temperatures, the heating rate is constant until the maximum temperature is reached
which for this measurement run has been set to 750 ◦C. Regions, where drying and pyrolysis are
present, are clearly shown in the diagram. It is worth noticing that the water release is divided
into two different processes, the evaporation of the water present at the surface (first peak at
T = 100 ◦C) and the water present inside the pores (second peak at higher temperatures). The
devolatilization starts around T = 250 ◦C but an evident overlapping is shown by the data.
11.5.1. Analysis of the TGA Measurements
CFD analysis has been performed to clarify if the following uncertainties cause errors in the
fitted parameters:
1. Diffusion of reactants into the sample;
2. Correct heating up of the sample;
3. Limitations due to particles dimensions.
An example of this kind of analysis can be found in [314] in which a TGA experiment of
CO2 gasification of Rhenish coal has been investigated. The Authors recognize that diffusion
of CO2 and the Stephan flow generated by the products of the homogeneous reactions are the
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only responsible mechanisms for providing reactants into the crucible. In certain conditions a
gradient of reactant concentration can be established, limiting the local availability of CO2. With
this knowledge, a model for species and heat transfer within the crucible has been developed
and used in the fitting procedure. For the Boudouard reaction of char, the activation energy was
calculated to be 126.9 kJmol instead of the 118.4
kJ
mol taken from the original fitting of the data. The
discrepancy in the reaction order is more pronounced. The reaction order increases from 0.67 for
the initial fitting to 0.74 for the fitting with adjusted reactant diffusion.
In other simulations (see [69]), the behavior of TGA experiments for the Janina coal (not
char) gasification has been investigated with a CFD unsteady model. It has been found that the
cooling due to the endothermic gasification reactions cause a change of local temperature of
around −20 K for the higher heating rate. The temperature difference decreases if the heating
rate decrease. When this difference is not taken into consideration, following the uncertainties
analysis done in section Section 11.3.6, the activation energy is overestimated with an error about
20%.
11.6. Measurements of surface structure evolution
As already pointed out in Chapter 8, the description of the growth of the internal area is as
important as the knowledge of the intrinsic kinetic rate. The evolution of Ag affects directly the
changes in the conversion rate, and it is responsible for the reduction in conversion at the last
10-20% of the conversion history (see [138]). The following characteristics are important, and
they must be well reproduced by every model of internal surface evolution:
1. The evolution of the internal surface is fuel dependent;
2. The initial value of Ag depends on the (previous) thermal history;
3. The evolution of the internal surface is temperature and conversion (burnout) dependent.
In Figure 11.16 the measured evolution of the internal surface (from [138]) together with its
fitting by the random pore model (see Section 8.6.3) is presented. The measurements have been
taken during oxidation in a PFR at three different temperatures, namely T =950 ◦C, 1200 ◦C and
1400 ◦C. It is important to notice that the evolution is different for each thermal conditions. At
low temperature, an increase of the internal surface is observable, while for higher temperatures
this increase is less pronounced and disappear at the highest temperature. For all of the tempera-
tures at higher burnout the internal surface decrease steady towards lower values. The predicted
evolution using the random pore model represents quite well the observed tendency.
Also in [38] the random pore model has been used. The model requires the knowledge of
several char dependent quantities that have to be measured, namely the total specific intrusion
volume Vpore,0 (in m
3
g ), the total specific pore area Sm,0 (in
m2
g ), the median pore diameter
dpore,av,0 (in nm), the apparent density ρapp,0 (in
kg
m3
), and the total porosity 0 (in m3g/m3). In
addition to those quantities the other quantities needed by the model can be calculated, namely
the real density ρtrue (in
kg
m3
), the average pore diameter calculated as 4Vpore,0Sm,0 (in
m3
g ) volumetric
pore length LV,0 in ( mm3 ), pore structural parameter ψ, initial volumetric internal surface area SV,0
( m
2
m3
) and pore tortuosity τ .
In the previously cited work, two different chars have been generated from the Polish coal
Janina. The first char (called TGA Char) has been generated in a TGA run of the original coal.
The second char (called GTB Char) has been generated by heating up a 5 mm size coal particle.
Both chars have been successively milled to similar diameter classes. The results of Mercury
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Figure 11.16.: Measured [138] and fitted evolution of the specific internal surface at three different temper-
atures
porosimetry measurements for the two chars are reported in Table 11.6 and they clearly reveal
different char structures.
This kind of results shows that it is possible to significantly influence the char reactivity
by changing the coal devolatilization rate, due to modification of the specific surface area and
porosity. The first parameter is responsible for the surface available for the reactions, and the
second one for the modeling of the gas diffusion inside a char particle.
275
11. Fuel Characterization
Parameter GTB Char TGA Char
Parameters obtained directly from Mercury porosimetry software
Vpore,0 (in m
3
g ) 0.270 0.166
Sm,0 (in m
2
g ) 26.8 15.8
dpore,av,0 (in nm) 40.2 41.9
ρapp,0 (in
kg
m3
) 1163 1257
0 (in m
3
m3
) 0.286 0.191
Parameters calculated from the previous quantities
ρtrue (in
kg
m3
) 1628 1554
LV,0 in ( mm3 ) 2.47× 1014 1.51× 1014
ψ 2.28 3.88
SV,0 ( m
2
m3
) 3.11× 107 1.99× 107
τ 1.20 1.19
Table 11.6.: Parameters obtained from Mercury porosimetry [38]
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The kinetic data obtained using the methods presented in Chapter 11 are applied here to indepen-
dent experiments, with the goal to show how accurate CFD modeling is in predicting combustion
phenomena in real furnaces. In this work, the CFD method is validated using two experiments, a
small scale experiment (20 kW) performed at the IEVB (see Section 12.1) and a semi-industrial
scale experiment (2.5 MW) performed in Furnace number 1 of the IFRF (see Section 12.2).
The validation procedure requires the following steps to be performed:
1. Check that the calculated mass and the elemental balances are closed. The calculated
final composition must be compared with the measurements available at the furnace out-
let. Comparison with stoichiometry calculations or equilibrium calculations (at constant
temperature and constant pressure) are usually useful. The balance should be as close as
possible since elemental balance tells nothing about the conversion process (no CFD cal-
culations are required for the prediction of the elemental composition of the flue gases). In
modeling conversion of solid fuels three effects can lead to elemental imbalance, and they
must be carefully analyzed:
1.1. In-leakage of uncontrolled external air;
1.2. Incomplete conversion of the solid, in which case the remnants must be added to the
balance;
1.3. Incorrect elemental composition of the solid, since the ultimate and proximate anal-
ysis are affected by uncertainties;
In the case of temperature dependent yield of the devolatilization (a feature that any im-
plemented advanced model should have as explained in section Section 6.2.9) a further
problem can arise. The elemental composition of the volatiles plus the elemental compo-
sition of the char must be equal to the elemental composition of the fuel as received. Since
the initial elemental composition of the fuel is unchanged, the other two compositions
must be consequently both temperature dependent. A fixed composition of released gases
and chars together with a temperature dependent devolatilization yield lead to inconsistent
elemental balance.
2. Check that the calculated energy balance is closed. The energy balance (usually an en-
thalpy balance) is based on two different steps:
2.1. Energy balance;
2.2. Radiative energy balance.
The energy balance can be performed indifferently using the total enthalpy or the phys-
ical enthalpy. Agreement with the measured furnace exit temperature must be as good
as possible. Since the energy transferred to the charge, or loss through the walls, can-
not be estimated with a high accuracy without the utilization of CFD calculations (see
Section 4.9), the exit temperature cannot be estimated correctly before performing the cal-
culation. Therefore, no perfect agreement can be expected. The comparison between the
calculated exit temperature and the measured one is a direct indication that the calcula-
tion can be further verified using detailed in-flame measurements. The correct balance of
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the RTE (radiative energy emitted or absorbed by the gas must be equal to the net radia-
tive energy transferred through the walls) is a further indication of the correctness of the
calculations.
3. Comparison of the flow field. Velocities (mean velocity and its fluctuations if available)
must be compared with the measured values. Flow pattern must be considered and an-
alyzed. The correctness of the momentum balance is more difficult to be checked since
more terms must be evaluated. A lot of experience is required to determine if the flow
pattern is correct (reasonable) or not. The correctness of the solution of the Navier-Stoked
equations can be validated using in-furnace measurement only.
4. The temperature field must be analyzed. The calculated temperatures must be compared
with the in-furnace measured temperatures. As in the case of velocity, experience is also
in this case required. Global energy balance is needed for judging the correctness of the
calculation but it is not a sufficient requirement since different flame shapes can end-up
in similar exit temperatures (and closed energy balance). Comparison with local (in each
cell) equilibrium calculations at constant enthalpy and constant pressure can be useful.
Equilibrium calculations do not allow a direct method for validations, but they are essential
as a reference.
5. The species fields must be analyzed, starting from the fuel and oxygen, followed by the
CO, the other products and finally (if available) several radicals (the radical OH is usually
measured to give a hint about position and structure of the flame). Reactions are temper-
ature dependent. Therefore, a connection between components and temperature must be
recognizable.
6. Solid fuel conversion and solid particle tracking must be finally analyzed.
From the theoretical point of view, a sophisticated and traversal method like computational
fluid dynamics must be firstly evaluated in each single components. To validate a single compo-
nent, specific care and measurements must be adopted to reduce the number of parameters that
can have an influence in the process under investigation that cannot be directly controlled. The
calculation of the radiative heat transfer can be used as an example (see also Appendix C for
some results). Since temperature and components distribution play an important role in the de-
termination of the radiative intensity, the validation of modeling assumption using data of a real
industrial furnace is difficult since an eventual inaccuracy of the radiative fluxes can be caused
by inaccuracy of the combustion module altering the temperature or the components distribution.
In this context, validation of a specific sub-model should be better performed using a synthetic
flame when a better mathematical model is available (see for example Chapter 3 in [385]).
In this work, we implicitly assume that each module or sub-model has been already sep-
arately and successfully validated. The amount and the quality of the results presented the lit-
erature is so extensive that no strong doubts can arise about the prediction capabilities of every
single sub-model. There is indeed room for improvements, but our goal here is to show the
ability of CFD to be able to predict industrial processes. An example of this kind of validation
applied to the calculation of the absorption coefficient for the gas is presented in Appendix C.
Without entering into the details (see also [385] and [229]), the main conclusion of the Appendix
is that, even if the Weighted Sum of Grey Gas (WSGG) model can be improved, a more accurate
radiative property model does not improve neither the temperature nor the radiation intensity
field since a small rearrangement of the wall temperature masks the improvements of the better
model. In this case, the sub-model for the absorption coefficient cannot be validated using real
in-flame data, and the comparison with the measurements shows that (in the calculated condition)
the model of the absorption coefficient is good enough.
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A more subtle subject to be discussed is the validation of the CFD calculations with small
laboratory flames like the ones from [1] for validation of industrial-scale flames. In those lab-
scale experiments, the inputs are entirely controlled, and not intrusive measurements are per-
formed. Moreover, the flames are near the unstable point in such a way that chemistry and
mixing become a decisive factor for the prediction of the flame. The problem with lab-scale
experiments is that the results are difficult to be scaled up to industrial scales for several reasons.
It has been observed (see [398] for more details) that disparity between the in-flame tem-
peratures measured in lab-scale and in large-scale flames can be as large as 100-200 K due to
different measurement techniques used. In lab-scale experiments, one observes a strong inter-
action between turbulence and chemistry and the measured data is sensitive to small alterations
to burner inputs and boundary conditions. The sensitivity disappears at large-scales since the
convective mixing is the dominant (the slowest) mechanism. In other words, different effects are
seen at small- and large-scales and different mechanisms are controlling.
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Figure 12.1.: The Scaling 400 data concerning performance of the burner at fuel staging (low NOx) condi-
tions. [398]
The Scaling-400 natural gas burner [398] is used here to show an unexpected change to the
flames issued from the burner during the scaling trials. The burner had the possibility to operate
at different thermal inputs, namely 30 kW 300 kW, 1.3 MW, 4 MW and 12 MW. The burners
could be operated in standard (high-NOx) mode where all the fuel (natural gas) was injected
through the central fuel injector located at the centerline while, by injecting the fuel via eight
staged fuel pipes, the NOx emissions could be lowered reaching the lowest values at 80% or
100% staging (0% staging corresponded to the situation when all the fuel was injected via the
central injector while 100% staging means that all the fuel was injected by the eight injectors
equidistantly spaced on the circumference).
Figure 12.1 shows the NOx emissions dependence on fuel-staging at different thermal inputs
indicating that the dependency was reproduced at all considered burner scales but the smallest
(30 kW) burner size. Although attempts have been made to explain this unexpected behavior
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observed in the 30 kW experiments, it is perhaps fair to say that the reasons for the departure
remain unknown.
Indeed, a universal model possessing perfect physics should work at all scales. We don’t
have this model yet. And since the scaling challenge is not part of this work, validation using
lab-scale experiments is not further discussed.
12.1. Small scale experiments
The Down Fired Combustion Chamber (DFCC) facility at the IEVB has been used as a first step
for the validation of the CFD modeling approach. The DFCC is a vertical furnace of 20 kW
thermal input. Solid fuel is introduced from the top through a burner. The reactor is divided into
three main parts (see Figure 12.2):
• burner installed axis-symmetrically and characterized by a stable performance in a broad
range of conditions and very well determined outflows aerodynamic. Two burner configu-
rations are used, different for biomass and for coal fuel as shown in Figure 12.2.
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Figure 12.2.: Schematic view of DFCC facility
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• radiative section electrically heated 2.2 m long ceramic tube with inner diameter of 0.3 m
ensures high temperatures and minimize heat loses from flame region.This section includes
three ports for temperature and gas composition measurement and for sampling probes for
burnout determination.
• convective section The convective section is 1.8 m long and is made out of 0.2 m diame-
ter steel pipe. In this section the flue gases are cooled down to around 200 ◦C to protect
the down stream equipment. Downstream of the convective section the particle collect-
ing system is situated and consists of a cyclone and a fabric filter for the capture of fine
particles.
Coaland
primary air
Secondary
air
Biomass and
primary air
Secondary
air
Figure 12.3.: Burner configurations for coal (left) and biomass (right)
Boundary Property Unit Coal Biomass
primary air
m˙ kg/h 11.16 6.41
v m/s 5 6
T ◦C 25 25
ε – 0.9 0.9
dh m 0.016 0.008
turbulent int. % 20 20
wO2 wt. % 0.23 0.23
secondary air
m˙ kg/h 10.44 40.97
T ◦C 250 25
ε – 0.9 0.9
dh m 0.36 0.36
turbulent int. % 20 20
wO2 wt. % 0.23 0.23
fuel inlet
m˙ kg/h 2.37 3.81
v m/s 30 30
T ◦C 25 25
ε – 0.9 0.9
wall
T ◦C 1200 950
ε – 0.9 0.9
Table 12.1.: Boundary conditions for the experiment at DFCC
Three openings, which are marked in Figure 12.2 as ports 1, 2 and 3, are used for the
measurements. At each port, the temperature is measured using a suction pyrometer. The flue
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gas composition (for NO, SO2, CO2, CO, O2) is measured using a gas sampling probe and a set
of gas analyzers. Another, specially designed, sampling probe allows for the measurements of
carbon burnout.
Two different measurement sets will be compared with CFD calculations. Solid fuel has
been used in both experiments. In the first run, Rhine coal at stoichiometry λ = 1.2 has been
used, while in the second experiment Biomass at stoichiometry λ = 2.5 has been used. Both fuels
have previously been fully characterized using the IEVB drop tube furnace (see Section 11.4).
Neither air nor fuel is preheated during biomass combustion, while the secondary air for coal
combustion is preheated to 250 ◦C. The inputs used in both experiments and the boundary con-
ditions for the modeling are reported in Table 12.1.
12.1.1. Results for coal combustion
12.1.1.1. Flow pattern
In Figure 12.4 stream functions 1 (up) and the contour plot of the gas velocity in m/s (down) and
along the chamber are presented.
Figure 12.4.: Contours of stream function (up) and velocity (down) - Coal combustion
Since velocity vectors are tangent to a streamline, a streamline plot shows the trajectory of
fluid particle inside the reactor. As it can be observed from the Figure, the high-velocity fuel
jet merges quickly the combustion (secondary) air and a recirculation zone is formed by the
momentum of both merged jets.
The amount of gas recirculated is an essential parameter in furnace design since the stabil-
ity of a flame, the dilution of the jet, the maximal temperature inside the flame or the amount of
1In 2 dimension the stream function at a point P can be defined [25] as the the mass flux through the curve connecting
the point P with a reference point A. The point A is a reference point defining where the stream function is zero:
a shift of A results in adding a constant to the stream function. Since streamlines are tangent to the flow velocity
vector of the flow, the value of the stream function is constant along a streamline. Following those properties, the
streamlines are used for:
1. a quick visual representation of the flow and its structures;
2. the representation of the mass distribution and eventual mass recirculation.
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thermal NOx are examples of important quantities directly affected by the amount of gas recircu-
lated. Its value can be obtained after integration of the mass flux j over an appropriate surface.
In the case of the flame discussed in this section the amount of gas recirculated is 3.4 times the
amount of gas injected with the burner (transport air plus comburent air).
Since jets are typical configurations for solid fuels burner, the features shown present in the
DFCC can be found in many applications. The entrainment of a free jet allows a better mixing
between fuel and air streams and its features (length, turbulent intensity, temperature) are of
fundamental importance in flame stabilization, fuel ignition, and furnace optimization (see es an
example the MILD combustion with its application to boilers in Chapter 14 and in Chapter 15).
12.1.1.2. Temperature Field
The calculated temperature field along the combustion chamber is presented in Figure 12.5. As
it can be observed, the pulverized coal ignites in the close vicinity of the burner, and most of the
combustion is completed by the first measurement port, which is located 0.55 m away from the
burner. The highest temperatures of the flame have been reached before port-1 and the peak value
of around 1500 ◦C has been calculated. Downstream port-1 the temperatures gradually decrease
along the reactor until around 1200 ◦C, representing the temperature of the heated lateral walls.
Figure 12.5.: Contours of temperature field in ◦C- Coal combustion
In Figure 12.6 the calculated temperatures along the reactor axis are plotted against the
measured values. No significant difference between the model predictions and measurements can
be observed, except for the region near the port-1, where the calculated temperatures overpredict
the measured ones about 130 ◦C (for a similar difference see the predictions in [31] obtained
in the same reactor but with different coal). The model well predicts the temperature values in
port-2 and port-3, and the difference between measured and simulated data is in the range 15 to
25 ◦C.
12.1.1.3. Profile of species concentration
Oxygen and carbon dioxide concentration In Figure 12.7 and Figure 12.8 the calculated
O2 and CO2 concentration profiles are presented. The O2 concentration at the inlet has the highest
value, while the oxidation reactions are not yet started. O2 decrease gradually and conversion of
volatiles and char to CO2 take place.
The comparison between the measured concentrations and the calculated ones are presented
in Figure 12.9 The computed concentrations are in good agreement with the experimental values.
However, both, O2 and CO2 concentrations, are slightly higher than measured values in the last
two ports. From experiments, values in range 3.8 to 3 % for O2 and 15.4 to 16 % for CO2 are
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Figure 12.6.: Temperature profile along the center line - Coal combustion
Figure 12.7.: Contours of O2 concentration in vol. % - Coal combustion
Figure 12.8.: Contours of CO2 concentration in vol. % - Coal combustion
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determined, while the calculated results vary from 5.21 to 2.55 % and 13.9 to 17.2 % , respec-
tively for O2 and CO2. According to the simulations, combustion still takes place nearby port-1,
because oxygen is predicted correctly (and carbon dioxide is produced in proper concentrations).
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Figure 12.9.: O2 and CO2 concentration along the center line - Coal combustion
Carbon monoxide concentration The contours of CO concentration are shown in Fig-
ure 12.10. The highest CO concentration is achieved in the ignition region, and then it quickly
decreases due to further oxidation. At the end of the radiative zone, CO is almost completely
burnt, and nearly a zero value is predicted. The simulated concentration peak reaches about
13 000 vol. – ppm and is located at 0.45 m from the front wall of the radiative section. This value
is too high, in comparison to measured 2000 vol. – ppm , as shown at Figure 12.11. In port-2 and
port-3 a good agreement with experiments is achieved.
Figure 12.10.: Contours of CO concentration in vol. – ppm - Coal combustion
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Figure 12.11.: CO concentration along the center line - Coal combustion
Nitric oxide concentration In Figure 12.12 the computed contours of the NOx concentra-
tion are presented. Even if the thermal, the prompt and the fuel NO mechanism path formations
are taken into consideration, in the present calculation the fuel-NO is the most important mech-
anism accounting for 90% of the formed NO. NO is formed within the flame front, after the
intermediates (NCO in the case of coal combustion) are generated and oxidized and its concen-
tration remains approximately constant along all the furnace.
Figure 12.12.: Contours of NOx concentration in vol. – ppm - Coal combustion
The measured values are compared with the calculated ones in Figure 12.13. The calcu-
lated peak value is in order of 620 vol. – ppm and is located in port-2, while the measured peak
of 650 vol. – ppm has been reached already in port-1. In port-2 and 3 constant values of around
600 vol. – ppm are measured. Ignoring a small discrepancy near port-1, the agreement is excel-
lent.
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Figure 12.13.: NOx concentration along the axis in vol. – ppm - Coal combustion
12.1.1.4. Discrete-phase
In Figure 12.14 two coal trajectories colored by residence time are shown. The injected particles
have two diameters, the smaller having Dp = 50 µm and the bigger Dp = 200 µm. The smaller
particle achieves longer residence time, up to 16 s than the bigger particle (2.6 s). Due to the
heavier weight, the bigger particles move directly to the bottom of the reactor while the smaller
and lighter particles are scattered around by the turbulence and are easily recirculated in the top
part of the reactor.
In Figure 12.15 the trajectories of the same particles are again presented (on the top the
trajectories of smaller particles 50 µm and the bottom the trajectories of bigger particles 200 µm)
with the color representing a different thermo-chemical process. The Blue color represents sim-
ple heating or cooling, the Yellow represents the devolatilization, and Red color represents the
char oxidation.
Smaller particles reach the devolatilization temperature quicker and devolatilize faster than
the bigger particles. For those particles, char burnout occurs earlier. For bigger particles, both
processes are shifted down into the radiative section. However, considering the particle size
distribution of this coal, around 10 % (in mass) of the particles are represented than particles
with the diameter bigger than 200 µm while approximately 70 % are represented by particles
with the diameter smaller than 100 µm. Hence most of the devolatilization takes place before
port-1 and most of the char oxidation in the surrounding of this port.
The averaged burnout of 5000 particles calculated at each port is shown in Figure 12.16.
In calculating the burnout, only particles in the close vicinity of the axis has been taken into
consideration since experimental sampling is also carried out in the middle of the reactor. High
burnout has been achieved, and the calculated values reproduce quite well the measurements. The
burnout of heavier particles is low as it has been previously seen while burnout of smaller particle
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Figure 12.14.: Trajectories colored by residence time for 50 µm coal particle (Top) and 200 µm coal particles
(Bottom) - Coal combustion
Figure 12.15.: Contours of particle law index of 50 µm (top) and 200 µm (bottom) particles - Coal combus-
tion
is higher due to quicker reactions and due to higher residence times (also due to the presence of
smaller particle that after being trapped inside the recirculation zone reach the sampling probe
with almost complete burnout.
12.1.2. Results for biomass combustion
The calculation of the biomass combustion in the DFCC has been compared with the measured
values. The results are presented in this Section.
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Figure 12.16.: Calculated and measured char burnout in each port - Coal combustion
12.1.2.1. Flow pattern
In Figure 12.17 the contours of the gas velocity in m/s (down) and the stream function (up) are
presented. The profile of the stream functions profile is similar to the profile obtained in the case
of coal combustion. Entrainment of the recirculated gas into the combustion air is observed and
a constant decrease in velocity is achieved. The values of the calculated velocity for the fuel
stream and secondary air at the inlet are 30 ms and 13.7
m
s , respectively.
Figure 12.17.: Contours of stream function (up) and velocity (down) - Biomass combustion
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Figure 12.18.: Velocity profile along the center line - Biomass combustion
In Figure 12.18 the velocity is plotted along the reactor center line. As it can be observed,
the velocity increases near the burner to a value of 33 ms and downstream a constant decrease is
observed. At port-1 the velocity reach 5 ms and decrease to 1.3
m
s in port-2. After that the profile
is almost flat and values lower than 1 ms are computed.
12.1.2.2. Temperature Field
The contours of the temperature field are given in Figure 12.19. As it can be seen, the flame is
created somewhere between port-1 and port-2 and its temperature increase from 900 to 1070◦C,
reaching a peak value of 1040 ◦C, close to the port-2, far downstream in the radiant section. Due
to the high excess ratio (λ = 2, 5) lower temperatures are achieved.
In Figure 12.20 the measured values are reported against the simulated ones. In the com-
parison, the temperature profile is well predicted by the model. The temperature in port-1 is
calculated to be 673 ◦C, while the measured value is higher and reach 750 ◦C. In port-2, a value
of 1400 ◦C is predicted in comparison to 990 ◦C from the measurements. In port-3, the measured
value is about 20 ◦C lower than the measured value and it reach 1020 ◦C.
Figure 12.19.: Contours of temperature field in ◦C- Biomass combustion
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Figure 12.20.: Temperature profile along the center line - Biomass combustion
12.1.2.3. Profile of species concentration
Oxygen and carbon dioxide concentration In Figure 12.21 and Figure 12.22 the molar
concentrations of O2 and CO2 are plotted. Generally it can be observed, that combustion extends
far into the reactor and near port-2, 1.1 m into the radiative section, still oxygen is consumed.
Figure 12.21.: Contours of O2 concentration in vol. % - Biomass combustion
In Figure 12.23 the measured data are reported against the results of the simulation. Both
species concentration are in good agreement with the experiments. The difference between the
simulated values of O2 and the measured one varies in range 0.7 to 2.9 vol. % . As it can be
seen, CO2 concentration are computed with greater accuracy, and only 0.5 to 0.12 vol. % dif-
ference is achieved. While in port-1 17.6 vol. % have been measured, simulation gives a value
of 14,6 vol. % . From those discrepancies, it is possible to infer that the simulated combustion
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Figure 12.22.: Contours of CO2 concentration in vol. % - Biomass combustion
proceed slightly faster, in comparison to the combustion taking place inside the reactor chamber.
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Figure 12.23.: O2 and CO2 concentration along the center line - Biomass combustion
Carbon monoxide concentration The Figure 12.24 presents the contours of the CO con-
centration. The CO level remains high along the whole radiative section. The simulated peak
value reach about 26 000 vol. – ppm and is located in the vicinity of port-1 (Figure 12.25). The
measured value at this position is only 10 700 vol. – ppm . Also at port-2 and 3, the computed
values are higher, ending with a CO concentration of 3480 vol. – ppm . The obtained differences
underline the difficulties to achieve a reasonable prediction of the CO emission in solid fuel
combustion.
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Figure 12.24.: Contours of CO concentration in vol. – ppm - Biomass combustion
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Figure 12.25.: CO concentration along the center line - Biomass combustion
Nitric oxide concentration Because of the fairly low temperature (950 ◦C) present in the
chamber, only Fuel NO was taken into consideration. In the case of biomass, as mentioned in
Section 9.2.5, all the nitrogen, both from char and volatiles is firstly converted to NH3, and the
ammonia reacts further to NO. The contours of NO concentration are shown in Figure 12.26.
The trend of NO concentration is not correctly predicted as clearly appears in Figure 12.27
where the plot of the measured values and the predicted ones is shown. Especially at the port-2
and 3, a discrepancy is evident. The outlet NO concentration should be 830 vol. – ppm while only
a level of about 200 vol. – ppm has been computed.
For this simulation, the NO formation follows the path indicated in Figure 12.28. According
to this mechanism, nitrogen from the Volatile Matter can either directly reacts to NO, or it can
be converted to NH3. The fraction of N directly converted to NO is not known for this biomass.
In Figure 12.29 the values of the NO concentration calculated at port-1 and 3 are plotted against
the fraction of N directly converted into NH3. Decreasing the fraction, the level of NO in port-3
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Figure 12.26.: Contours of NOx concentration in vol. – ppm - Biomass combustion
increases but the level in port-1 increases steeper, and reach values (1400 ppm) not compatible
with the measurements before the measured value in port-3 is achieved.
The impossibility to obtain a correct NOx level in all the three measurement points indicate
the inadequacy of the model adopted. It is worth recalling that the similar model used for coal in
12.1.1.3, in which NH3 was replaced by HCN, can reproduce the NO emissions quite well in the
whole reactor.
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Figure 12.27.: NOx concentration along the axis in vol. – ppm - Biomass combustion
12.1.2.4. Discrete phase
In Figure 12.30 particle tracks colored by low index for smaller (top) and bigger (bottom) parti-
cles is given. The meaning of the colors is as described previously in 12.1.1.4.
Due to the higher velocity at the inlet, a shorter residence time for both particle sizes is cal-
culated if compared to the residence time obtained in the coal combustion experiments presented
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Figure 12.28.: Fuel NO path adopted in the simulation for Biomass combustion
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Figure 12.29.: NOx concentration predicted in the Biomass combustion experiment by changing NH3 parti-
tion in fuel NO path
in 12.1.1.4. Particles with the diameter of 50 µm remain in the reactor up to the 12 s scattered by
the turbulence, while the biggest particles of 500 µm spend less than 0.3 s in the chamber.
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As expected, devolatilization plays a dominant role in biomass combustion while char
burnout is responsible for only about 5% of the mass loss.
Figure 12.30.: Contours of particle law index of 50 µm (top) and 200 µm (bottom) particles - Biomass com-
bustion
In Figure 12.31 the calculated burnout is compared with the measured values from the sam-
ples extracted in all three ports. Significant differences between measured and calculated values
in port-1 are observed, while a better agreement is achieved in port-3. The computed values
are 14,8%, 58,8% and 93% against the measured 64,6%, 87,1% and 98,2%, for port-1, 2 and 3
respectively.
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Figure 12.31.: Simulated char burnout in each port - Biomass combustion
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12.2. Semi-industrial scale
In the previous section, examples of the applicability of the CFD method to small flames has been
given. In these Sections, the same method will be applied to the prediction of a semi-industrial
swirled coal flame taken also into account in [267]. In the MMF5-2 investigation executed at the
IFRF, an unstaged (therefore high-NO) coal flame was generated in the old IFRF furnace no.1
shown in Figure 12.32 using the experimental aerodynamically air staged burner shown in Fig-
ure 12.33. In-flame temperatures, chemical species concentrations, and coal burnout were mea-
sured at seven traverses using standard IFRF sampling probes. The measured chemical species
are O2, CO, CO2, NOx-precursors (HCN and NH3), N2O and NOx. Velocity and turbulence
measurements were performed at four traverses using an LDV technique, with the coal particles
used as the scattering source. Radiative heat fluxes near the furnace refractory wall, the heat
extraction of the seven cooling loops and flue gas chimney values were also measured. The coal
fired was a Saarcoal: Gottelborn hvBb. For more details about the coal and the inputs, see [267].
Figure 12.32.: Sketch for the old IFRF Furnace number 1 used in the MMF5-2 investigation [267]
Figure 12.33.: Sketch of the aerodynamically air staged burner used in the MMF5-2 investigation [267]
Contrary to previous examples that have been considered in detail, in this Section, only a
few general characteristics of the modeling will be presented. The flame generated by the burner
is a high swirled unstaged flame and has two recirculation zones, an internal recirculation zone
surrounded by the flame and an external recirculation zone due to the penetration of the flame
inside the combustion chamber. Due to the acceleration the flame is closed, and a typical bulb is
formed, while for higher tangential velocity the flame assumes the form of an open tulip.
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The Authors in [267] describing the results of the modeling, show that the CFD can predict
the near-burner zone axial and tangential velocities and their root-mean-square values with a
good accuracy (applying the standard k- turbulence model). The overall agreement between
predicted and measured carbon monoxide, oxygen, and carbon dioxide concentrations in the
flame zone have also been found to be good.
The MMF5-2 burner is axis-symmetric and has been modeled accordingly using a two-
dimensional cylindrical coordinate system. However, the whole combustion chamber is not axial-
symmetric for two reasons:
1. The shape of the chamber section is a square with the roof slightly curved;
2. The burner is not situated in the center of the burner-wall but 20 cm below (see Fig-
ure 12.32).
The calculation presented in reference [267] has been performed with the version 3,0 of
the software FLUENT. The flame has been predicted to be closed, in accordance with the ex-
perimental observation. Later, with new software versions, better numeric in the solver, finer
mesh discretization, and faster computers, the flame has always been predicted open. During the
first several thousand iterations the flame remains closed, and with the progress of the solution
through the external recirculation zone, the flame shortens until it opens up and become entirely
stable. In the present section it is shown that after imposing an additional symmetry, the wrong
flow field pattern is calculated.
In Figure 12.34 the stream-lines for the axial symmetric simulation are presented. The flow
field is predicted with several recirculation zones:
1. A first internal recirculation zone (experimentally observed);
2. A second internal recirculation zone where the flame open up (experimentally NOT ob-
served);
3. A first external recirculation zone along the furnace (experimentally observed);
4. A second and a third recirculation zones near the burner (experimentally NOT observed).
Figure 12.34.: Stream-lines of the MMF5-2 flame calculated imposing axial symmetry
The position and the intensity of the recirculation zones can be seen from the axial and swirl
velocities measured. In Figure 12.35 the axial velocity calculated by the CFD model has been
compared with the data obtained by the LDV measurements. Three cases are reported in the
Figure:
Case 1: Simulation after 20k iterations with a closed flame (realizable k- turbulence model);
Case 2: Simulation after 50k iterations with an open flame (realizable k- turbulence model);
Case 3: Simulation after 50k iterations with an open flame (RSM turbulence model).
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Two aspects are worth noticing. At the first reported traverse, with an axial distance of
0.234 m still inside the divergent part of the burner, measurements indicate a weak internal re-
circulation zone since the axial velocity is roughly U = −2 ms . This velocity is well predicted
by the model when the flame remain closed, (model 1) while as soon as the flame opens up
(model 2 and 3), the internal recirculation zone moves downstream and the modeled velocity at
the first traverse increases and it is predicted to be about U = −20 ms . At the traverses 0.734 m
and 1.084 m from the burner, the not well-predicted position of the velocity peak is an indication
that the flame is open (case 2 and case 3). Moreover in the same traverses, near the center of
the furnace, the predicted negative axial velocity shows the presence of the second internal re-
circulation zone, clearly not present in the measurements. As a last observation, the opening of
the flame is independent on which turbulence model has been used and which parameters for the
combustion sub-models have been adopted (many variations, not presented in this section, have
been performed without changes in the quality of the predictions).
Since the whole furnace doesn’t have any axial symmetry full 3D calculations has been
performed, with results shown in the following table:
Run Geometry Roof Burner Flame
R-1 cylindrical - Center Open
R-2 rectangular Flat Center Open
R-3 rectangular Curved Center Open
R-4 rectangular Flat Down Closed
R-5 rectangular Curved Down Closed
Those calculations demonstrated that the correct position of the burner (together with the
correct numeric) is essential for the good prediction of the flame form. In Figure 12.36 the axial
and the swirl velocities predicted by the model R-5 are presented. In Figure 12.37 the temperature
and the CO concentration predicted by the same R-5 model are presented. A good accuracy
between measured and calculated values is achieved. The position of the internal recirculation is
better predicted than the 2D model together with the CO level. The temperature inside the burner
remains underpredicted, a consequence of the low predicted reaction intensity.
12.2.1. LES Simulation
For the sake of comparison, it is worth noticing that in [294] the same flame has been simulated
using an LES approach. The furnace has been simulated with a quadratic section, and the burner
has been placed in the center. Although the RANS model predicts, in the same conditions, as
that the flame open up, the performed LES predicts a closed flame as shown in Figure 12.38.
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Figure 12.35.: Axial velocity of the MMF5-2 flame calculated imposing axial symmetry
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Figure 12.36.: Axial and Swirl velocities of the MMF5-2 flame calculated using RANS modeling. The
geometry is a full 3D with asymmetrical position of the burner (run R-5)
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Figure 12.37.: Temperatures and CO mole fraction of the MMF5-2 flame calculated using RANS modeling.
The geometry is a full 3D with asymmetrical position of the burner (run R-5)
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Figure 12.38.: Contours of the MMF5-2 flame calculated using LES modeling [294]
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Predicting combustion rates of char particles is an important issue since such information is re-
quired during designing pulverized coal boilers, fluidized bed combustors, fixed bed combustors,
and gasifiers. In pulverized coal boilers, fuel is usually introduced into the combustion chamber
in small particles for which the methods of determining the conversion kinetic have been ex-
plained in the previous Chapters. In some applications like packed bed reactors or fluidized bed
reactors, the fuel is introduced in millimeter size or even centimeter size particle. The question,
if the intrinsic reactivity together with the proper determination of structural changes inside the
particles is enough for the determination of the overall rates, is of importance. An affirmative an-
swer to that question implies that adequate knowledge of the fuel at laboratory conditions allows
the prediction of conversion rates at more difficult operating conditions. In [30] a detailed CFD
simulation has been carried out to answer the question. The results are taken from that work
which should be consulted for more details.
The aforementioned work was concerned with the combustion of a 5.2 mm coal-char parti-
cle in a stream of hot air. During the particle combustion, an ash layer has been formed which
inhibits the oxidation rate. In the paper, a CFD based mathematical model has been compared
with measurements. The model calculates the development of the oxidation front within the par-
ticle and predicts the ash layer development. It will be shown that the model replicates well the
experiment and the slow-down of the oxidation process, occurring during the last 20 % burnout,
is also well reproduced.
13.1. Experiments
Bibrzycki et al. [39, 38] have reported a series of measurements concerning oxidation rates
of char particles. In [30], experimental run No. 1 is considered (see Table 2 in [39]) where a
char particle of 5.2 mm diameter is oxidized in a stream of hot air T =1069 K approaching the
particle with 3.3 ms velocity. The mass loss of the particle has been recorded every second using
an analytical balance while the surface temperature has been recorded, every three seconds using
an infrared camera as shown in Figure 13.1.
The composition of the char has been determined to be the following:
moisture = 1.5%
fixed carbon = 78.0%
volatiles = 7.7%
ash content = 12.8%
At the end of the oxidation process (∼300 s), the remnants are equal to the initial ash mass.
The infrared images show that in experimental run No. 1 the particle diameter stays approxi-
mately constant because the ash remains on the particle.
Mercury porosimetry has been used to determine the true particle density, the volumetric
pore length, the porosity, the pore structural parameter, the initial internal volumetric surface area
and the pore tortuosity (see Tables 3 and 4 in [39]). The measured values are reported below:
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Interior-2
Interior-3Figure 13.1.: Simplified representation of the experiment [39, 38]: computational domain and boundary
conditions [30]
particle true density ρtrue 1628
kg
m3
volumetric pore length LV 2.47 · 1014 mm3
porosity ε 0.286
pore structural parameter ψ 2.28
initial internal volumetric surface area SV0 3.11 · 107 m
2
m3
pore tortuosity τpore 1.20
The intrinsic kinetics for the char considered have been determined using TGA operated
in an isothermal mode to eliminate both the complexity and ambiguity in deriving the kinetic
parameters at non-isothermal operation (see Section 11.3 and [401]). Assuming that the char
consists of ash and carbon only, the char oxidation is described by the following stoichiometric
equation:
C + γO2 −−→ ( 2 γ-1) CO2 + ( 2− 2 γ) CO (R 13.1)
where the CO/CO2 ratio is taken to be temperature dependent [13]
The pre-exponential factor and the activation temperature of the Arrhenius expression
kint = Aint · exp
(
−Ea,int
R · T
)
(13.1)
for Reaction (R 13.1) have been determined to be Aint = 4.04 · 103 ms and Ea,int/R = 15 450K
[39]. The latter corresponds to a 128 kJmol activation energy which is lower than typically quoted
values of around 140 kJmol [105] or 160
kJ
mol [339]. The pre-exponential factor and the activation
temperature for oxidation of the same char in carbon dioxide (Boudouard reaction)
C + CO2 −−→ 2 CO (R 13.2)
have been determined to be Aint = 2 775 ms and Ea int/R = 26 177 K [39]. Thus, a 218
kJ
mol
activation energy [150, 216] has been measured. The ratio of CO2 gasification to oxidation rate
at 1063 K is then 3.13 · 10−5 which aligns well with typical values (see Table 2 in [150]). In the
experimental determination of the above kinetic constants, reactions (R 13.1) and (R 13.2) are
taken to be first order.
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13.2. Two-dimensional char combustion model
A CFD based mathematical model has been formulated describing the time-dependent char ox-
idation process. The model describes the flow around the particle with the homogeneous reac-
tions as well as the reactant transport and heterogeneous reactions inside the coal structure (see
also [103]). No turbulence must be taken into account since the oxidizer flow is laminar (flow
Reynolds number ≈ 465) and the particle Reynolds number is 140 so that the boundary layer
around the particle is also laminar and a time-dependent wake is formed on the downwind side.
The model must reproduce the alterations to the particle structure and shows the build-up of the
ash layer with time. It is assumed that heterogeneous reactions (R 13.1) and (R 13.2) take place
inside the particle (on the walls of the particle pores) and on the external particle surface. The
reactions produce both CO and CO2 and, if oxygen is available, CO can be further oxidized to
CO2 in the particle voids and in the air flow.
The computational domain is shown in Figure 13.1. It is divided into the gas-flow region
(Interior-1) and the porous particle (Interior-2 and Interior-3). In Interior-1 the laminar incom-
pressible Navier-Stokes equations have been solved together with equations for the energy bal-
ance, the total gas mass balance and the mass balance for each component. The following species
are taken into consideration, CO, CO2, H2O, N2 and O2. Only CO oxidation is present, with the
consumption rate calculated as [96]:
d[CO]
dt
= −2.239 · 1012 · exp
(
−20 157
T
)
· [CO] · [O2]0.25 +
+ 5 · 108 · exp
(
−20 157
T
)
· [CO2] (13.2)
For the porous particle (Interiors-2 and -3) the continuity equation is written separately for the
gas present in the particle voids:
∂(ρg · ε)
∂t
= S˙g (13.3)
and for solids:
∂(ρtrue · (1− ε))
∂t
= S˙C (13.4)
where the gas-phase mass source S˙g and the solid-phase source S˙C are calculated as:
S˙g = −S˙C = S˙r,oxy + S˙r,B (13.5)
In the above equations the source terms S˙g and S˙C are calculated using S˙r,oxy and S˙r,B
which represent the overall carbon consumption rates (in kg
m3 s
) in reaction (R 13.1) and in Boudouard
reaction (R 13.2), respectively.
The mass balance for the ith species present in voids of the particle are calculated by solving
the following transport equation:
∂(ρg · ε · Yi)
∂t
= ∇ · (ρg · ε ·Deff i · ∇Yi) + S˙g i + R˙i · ε (13.6)
where the source terms R˙i is the source due to homogeneous CO oxidation while the source
terms S˙g i are due to heterogeneous conversion of carbon. No convection term is present in
the above equation, and reactants transport inside the particle is due to molecular and Knudsen
diffusion only as explained in Section 8.5.1.
The energy equation has been derived assuming thermal equilibrium between the gas and
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the solid structure:
∂
∂t
(ε · ρg · hg + (1− ε) · ρtrue · hs)= S˙e + S˙er + S˙he · ε+∇ · (λeff) · ∇T (13.7)
The Se-source represents the heterogeneous reactions. The term Ser is present in Interior-3
only, and it takes into account the radiation exchange between the particle and the surroundings.
The variation of the porosity (ε) with time and space has been calculated according to the
random pore models described in Section 8.6.3 in which the internal surface area is given by:
SV = SV0 · (1−X) ·
√
1− ψ · ln(1−X)
13.3. Model predictions
Among all the results presented in [30], only the ones describing the capability of the method
to predict conversion of large particles will be here shown. A few seconds after initialization of
the calculations, the flow field shown in Figure 13.2 has been formed. The flow is close to the
classical laminar flow around a sphere with stagnation on the upwind side and a wake (with a
recirculation zone) on the downstream side.
Velocity in m/s
0.00 1.00 2.00 3.00 4.00 4.503.502.501.500.50
Figure 13.2.: Axial velocity profiles (top) and streamlines (bottom) at 60 s. The air flows from left to right.
[30]
In Figure 13.3 and Figure 13.4, the contours of the temperature field and the CO concentra-
tion are reported at four different conversion times. In those figures, the black contour-line shows
the particle boundary so that the region outside the particle, the ash layer and the reacting core
can be identified. A thin high-temperature reacting layer moves inward to the particle center, and
the reacting layer temperature remains approximately constant at around 2000 K. At 60 s, the
temperature inside the particle is already high, indicating rapid heat conduction.
Carbon monoxide is present inside the particle already in early times, produced by hetero-
geneous reactions in the reacting layer. Diffusion towards the center of the particle explains
the presence of CO in all the shrinking core. The carbon monoxide leaving the reacting surface
towards the particle surface is then oxidized to carbon dioxide, and the oxidation is completed al-
ready within the ash layer. It is worth noticing that both Figures indicate an asymmetrical carbon
oxidation process due to differences in oxygen transport rates.
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After 180 s After 240 s 
Temperature in K 
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Figure 13.3.: Temperature in the particle and in its vicinity. [30]
After 60 s After 120 s 
After 180 s After 240 s
CO mass fraction 
0.00 0.05 0.450.10 0.15 0.20 0.25 0.30 0.35 0.40
Figure 13.4.: Carbon monoxide mass fraction in the particle and in its proximity. [30]
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Figure 13.5.: Measured [38] and computed particle mass loss
In Figure 13.5 the measured and the calculated particle mass loss are compared. It is evident
that the mass loss predictions agree well with the measured data during all the oxidation time. It
is important here to remind that no corrections to the mathematical model are needed to slow-
down the char conversion rates at the end of the process since the decreased conversion rates at
high burnouts are due to the decreased reacting layer volume and generally due to alterations to
the particle morphology.
Also, the comparison between measured and calculated particle surface temperature pre-
sented in Figure 13.6, indicate a good agreement with the computed temperature. The CFD
predictions are slightly higher than the averaged temperature of about 50 K 1. At around 50 s the
hemisphere-averaged particle surface temperature reaches a maximum at around 1300 K and af-
terward, since the char reaction front moves gradually inside the particle, the surface temperature
decreases due to convective and radiative heat losses.
A further analysis has been presented in [30], exploring deeper the mechanisms underling
the oxidation of large particles. The carbon conversion rates, S˙r,oxy and S˙r,B for the direct ox-
idation and for the Boudouard reaction, respectively, are presented in Figure 13.7. At around
130 s the rates are equal indicating a preference of the carbon structure to reacts with oxygen.
At a successive conversion stage, the carbon is primarily consumed in the Boudouard reaction,
and oxygen reacts mainly to the formed carbon monoxide. This explanation underlines the im-
portance of both the Boudouard reaction and the CO2 diffusion inside the particle in predicting
oxidation of large particles.
1The value indicated by the camera is affected by uncertainties and variation of the surface emissivity. The shown
temperatures are calculated using a fixed value for the emissivity, and no attempt has been made to improve the
predictions (see [30]).
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Figure 13.6.: Computed and measured [38] surface mean particle temperature on the downwind side [30]
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Figure 13.7.: Calculated char conversion rates due to heterogeneous reactions [30]
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14. Mild combustion
The exhaust gases from most industrial processes contain considerable enthalpy. To save energy,
it is essential to recover as much as possible of this wasted henthalpy or in other words to lower
the final exhaust temperature at which the combustion products are released to the atmosphere.
In most cases, one avoids lowering the temperature below the dew point to prevent condensation.
There are several ways of implementing heat recovering. The first method consists in pre-
heating the load. On continuous furnaces, for example, an added unfired preheat suction can
preheat the load with free heat that would otherwise have been discharged up to the stack. Other
examples include a long inlet tunnel on a conveyor furnace, an economizer on a boiler, a preheat
added to a cement kiln. A second possibility is to recirculate the exhaust energy, preheating the
air using heat exchangers. This method (see the detailed information in Section 14.1) has the
promising advantage to increase the furnace efficiency and reduce the fuel consumption, but as a
drawback, the emissions (mainly of NOx) increase dramatically with the increase of the preheat.
A new technology named initially HTAC (an acronym for High-Temperature Air Combus-
tion) has been developed with the goal of maintaining the high degree of preheat and reducing the
emissions [228]. This technology is also known by different names, namely MILD combustion
(Moderate or Intensive Low-oxygen Dilution) (often written merely as mild combustion) and
even FLameless Oxidation (FLOX). The combustion characteristics of the MILD applications
differs considerably from the one encountered in standard combustion therefore considerable ef-
forts have been made to investigate the capability of the CFD approach to predict those distinctive
characteristics.
In the first part of this chapter a short introduction about energy balances in furnaces is pre-
sented, and successively, the MILD method for increasing the efficiency of the plant is discussed
and finally results of the application of the solid fuel conversion modeling to MILD combustion
experiments are presented.
14.1. Mild combustion
MILD is a combustion technology which essence is having the fuel oxidized in an environment
that contains a substantial amount of inert (flue) gases (see [228, 310]). Several technological
realizations achieve this result, and two, perhaps the most common ones, are shortly described
here. In the first method, the combustion air is provided by a central, strong (high-momentum) air
jet that is surrounded by a number of weak (low-momentum) fuel jets (in industrial applications
typically two jets are used). These weak fuel jets are positioned away from the central air jet to
inject the fuel into recirculated combustion products and, by doing so, to dilute the fuel before it
mixes with the combustion air stream.
The second method can be characterized by a central fuel jet and some air jets positioned in
the relative vicinity of the central fuel jet. In both realizations, little combustion occurs within the
natural gas jets and the temperature rise along the fuel is almost exclusively due to the entrain-
ment of hot combustion products. A similar process undergoes the oxidizer jets. The process
taking place within both jets can be named preconditioning of the fuel and it results in a mixture
containing a significant amount of hot combusted gases diluting the fuel and the oxidizer. The
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fuel does not ignite until it merges into the oxidizer jet. For clean gaseous fuels that do not con-
tain any fuel-bounded nitrogen, this results in very low NOx emissions even if the combustion air
stream is preheated to temperatures more than 1000 ◦C. Chemical reactions take place in almost
the entire volume of the combustion chamber and uniformity of both the temperature and the
chemical species fields are characteristics of this technology [230]. Low gradients of the relevant
scalars are present and induce a smaller impact of turbulent fluctuations than for conventional
combustion.
14.1.1. Furnace energy balance
To quantify the characteristics of MILD combustion, a simple approach based on a global energy
balance is here presented. The furnace efficiency η can be generally written in the following
way:
η ≡ Q˙used
H˙input
= 1− cp(Tout)(Tout − T0)
cp(Tad)((Tad − T0) (14.1)
where the outlet temperature Tout and the adiabatic temperature Tad are used. The two mean
specific heats cp cannot be in general simplified because they are function of two different tem-
peratures. If the temperature Tout is high, then its dependency from T is not anymore so pro-
nounced and it can be assumed that cp at both temperatures Tout and Tad are equal, leading to
the final (but approximated) relation for the efficiency of a combustion chamber:
η = 1− Tout − T0
Tad − T0 (14.2)
In Figure 14.1 the efficiency η is plotted against the furnace exit temperature for three dif-
ferent fuels (blast furnace gas, coke oven gas and Gröningen Natural gas) for two different stoi-
chiometries. As shown in the Figure, for higher furnace exit temperatures, the efficiency drops,
particularly in processes where high temperature is achieved. The thermal energy contained in
the exhaust gases can be recirculated back into the combustion chamber preheating the combu-
rent air. Using this method, the efficiency of the whole process (furnace plus the heat exchangers)
increases for two reasons:
1. The adiabatic temperature increases, increasing the furnace efficiency;
2. The heat is recirculated, increasing the efficiency of the whole process (furnace plus heat
recirculation).
14.1.2. Increase of the adiabatic temperature
The adiabatic temperature is calculated from the equation:
hin = (1 + λ · L)
Tad∫
T0
cp,out(T ) dT = (1 + λ · L)had (14.3)
where L is the air requirement at the stoichiometric condition (in kgair/kgfuel) and λ is the sto-
ichiometric ratio. Both specific enthalpies can be explicitly written as a function of the mean
specific heat cp:
LCV + λ · Lcp(TA)(TA − T0) = (1 + λ · L)cp(Tad)(Tad − T0) (14.4)
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Figure 14.1.: Furnace efficiency η plotted against the furnace exit temperature for three different fuels (blast
furnace gas, coke oven gas and Gröningen Natural gas) for two different stoichiometries
and consequently, the adiabatic temperature can be derived:
Tad = T0 +
LCV + λ · Lcp(TA)(TA − T0)
((1 + λ · L)cp(Tad) (14.5)
From the previous equation it is evident that the adiabatic temperature Tad increases with the in-
crease of the preheat temperature TA. In Figure 14.2 the adiabatic temperature is plotted versus
the temperature of the comburent for several oxygen concentrations. The same figure is used
to argue that, while a reduction of thermal NOx can be achieved by reducing the local adiabatic
temperature, the reduction of local oxygen concentration also helps in decreasing the local tem-
perature. With a preheat of 1500K, 8% (in mass) oxygen concentration in the comburent, is
required to reduce the adiabatic temperature to the level of conventional combustion (no preheat
and 23% oxygen in air).
The following expression gives the efficiency of the combustion chamber:
η = 1− (1 + λ · L)hout
LCV + λ · LhA (14.6)
14.1.3. Heat recirculation
The efficiency of the whole process (furnace plus recirculation) increases after recirculating part
of the energy contained in the exhaust gases back to the combustion air. Because preheating
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Figure 14.2.: Adiabatic temperature as a function of the preheat temperature for several O2 concentration
the fuel is energetically not so efficient as preheating the comburent, from now on in all the
equations the physical enthalpy of the fuel will be dropped 1. The air can be preheated using
two heat exchanger type:
• Regenerators for preheat up to medium level;
• Recuperator for a high degree of preheat temperatures.
The efficiency of the process can now be calculated considering a control volume compre-
hensive of the recirculating heat. The efficiency is then calculated by the formula:
η = 1− (1 + λ · L)hout
LCV
(14.7)
where now hout is the specific enthalpy of the exhaust gases after the heat exchangers.
14.1.4. Fuel savings
The same results can be seen in term of fuel savings FS defined as:
FS = 1− m˙F,preheat
m˙F,No−preheat
(14.8)
1The preheat of the fuel has two drawbacks. Fuel at high temperature is not safe due to problems related to self-ignition.
Secondly, because the maximum preheat temperature must be equal to the exhaust gas temperature the amount of
heat recirculated is lower than in the case of air preheating due to the factor λ · L.
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Introducing the mass flow of the fuel from the equation (Q˙ is the amount of used heat into the
process and this quantity must remain constant):
m˙F =
Q˙
LCV + hF + λ · LhA − (1 + λ · L)hout (14.9)
into the Equation 14.8, the equation for the fuel saving can be obtained:
FS = 1− LCV − (1 + λ · L)hout
LCV − (1 + λ · L)hout + λ · LhA (14.10)
Considering now that the efficiency of a furnace without preheat is given by equation 14.7, after
some algebra Equation 14.10 can be written in its final form:
FS = 1− ηnot,P
ηnot,P +
hA
LCV
(14.11)
In Figure 14.3 the fuel savings (in %) are reported as a function of the Air preheat for
several Furnace exit temperatures. The regions in which regenerators (heat transfer efficiency
between 0.2 and 0.5) and recuperators (heat transfer efficiency between 0.8 and 0.95) work are
also marked. The figure shows clearly that the potential for fuel savings increase with the Air
preheat and it is more pronounced if the furnace exit temperature is high (even for the same
level of Air preheat). The high level of the savings in the high-temperature process forces every
furnace to be equipped with a system of energy recirculation.
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Figure 14.3.: Fuel savings as a function of the Air preheat for several Furnace exit temperatures
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14.2. Validation of the CFD model
In the following sections a complete program for the validation of the CFD tool in semi-industrial
scales experiments of a realization of the MILD combustion is presented. The results of the
calculations are taken from [310] and [311].
The International Flame Research Foundation (IFRF) in the 90‘s carried out experiments on
the applicability of the MILD combustion concept to gas, oil and pulverized coal firing [264, 410,
400]. In the test of pulverized coal combustion, a high volatile coal (1.4% N) was combusted
with high-temperature air and the lowest NOx emissions were in the range 160-175 ppm (at 3%
O2) indicating a high NOx reduction potential of this technology also for nitrogen-containing
fuels (see Table 14.1).
Fuel NOx IN NOx out ∆
Gas 110 140 30
LFO 90 95 5
HFO (0.4 % N) 70 215 145
Coal (1.4 % N) 110 220 110
Table 14.1.: Input-output NOx measurements in the IFRF HTAC (MILD) experiments
Among the experiments carried out by the IFRF, only the experiments with coal as fuel will
be presented below (see also [310]).
14.2.1. The experimental setup
The MILD experiments [400, 410] were carried out in a refractory lined IFRF furnace schemati-
cally shown in Figure 14.4. The furnace has a square cross section of 2 m times 2 m and its length
is 6.25 m. It consists of 11 water-cooled segments. The wall temperatures of all segments were
monitored using thermocouples located at the top and sidewalls of the furnace. The furnace heat
extraction was monitored by measuring the volumetric flow rate and the temperature rise of the
cooling water circulating in each segment.
The burner consisted of a central 125 mm diameter pipe supplying the oxidizer and two
27.3 mm coal injectors (pipes), which were located at 280 mm away from the burner center. The
burner operated at 0.58 MW fuel input and the vitiated air temperature was 1623 K. The vitiated
air stream contained 22% (wet, by weight) oxygen and 89 ppm (wet, by weight) NOx. The
vitiated air and the fuel streams were supplied into the furnace with injection velocities of 65
and 26 ms , respectively. The fuel is a high volatile bituminous coal. Its ultimate and proximate
analysis, as well as its volatilization velocity and the char reaction rate were experimentally
determined to obtain the parameters needed for the mathematical modeling.
The measurements were taken at several traverses in a horizontal plane cutting through the
burner centreline (see Figure 14.4). In-flame measurements included mean and rms axial veloc-
ities, gas temperature, gas composition (CO2, O2, CO, NOx, CnHm), burnout, solids concentra-
tion, total irradiation and total radiative fluxes at the furnace wall. The velocity measurements
were performed using the IFRF water cooled Laser Doppler Velocimetry (LDV) probe. In-flame
temperatures were measured using a suction pyrometer equipped with a type B thermocouple
(Pt-6%Rh/Pt-30%Rh). Local in-flame gas compositions were measured using a gas sampling
probe. The measurements of total irradiation and total radiative heat fluxes were performed
using a standard IFRF narrow-angle radiometer and an ellipsoidal radiometer, respectively. A
detailed description of these measurements can be found in [264, 410].
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Figure 14.4.: Geometry of the MILD Experiment at IFRF [310]
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The input conditions are summarized in Table 14.2.
Mass flow Vel. Temp. Enthalpy Composition
kg
h
m
s K MW weight % wet
Coal 66 - - 0.58
Coal transport air 130 26 313 - O2 =23, N2 =77
Oxidizer (vitiated
air)
675 65 1623 0.30 O2 =22, H2O =9.5,
CO2 =12.5, NO =89 ·
10−4, N2 =56
Furnace exit 871 30 1503 0.36 O2 =2.8, H2O =11,
CO2 =31, NO =250 ·
10−4, N2 =55.2
Table 14.2.: Experimental conditions
14.3. The mathematical model
The equations used in modeling the IFRF experiment has been described with details in [310]
to which we refer. Substantial efforts have been allocated into a proper numerical description
of the coal combustion. To this end, several fuel specific subroutines have been developed.
The Venezuelan bituminous Guasare coal was combusted [264] which, according to the ASTM
classifications it is a high volatile bituminous A coal. The proximate and ultimate analysis of
Guasare coal are given in Table 14.3 and Table 14.4, respectively.
composition wt%
moisture (105 ◦C) 2.9
volatile matter 37.1
fixed carbon 56.7
ash 3.3
LCV 31.74 MJkg
Table 14.3.: Guasare coal proximate analysis
composition, wt% daf coal char volatiles
C 81.6 92.6 72.51
H 5.5 1.3 9.10
N 1.5 1.7 1.3
O 10.7 4.0 16.3
S 0.6 0.4 0.8
Table 14.4.: Guasare coal ultimate analysis (dry, ash free basis)
The Rosin-Rammler distribution function with the mean diameter of 42 µm and the spread
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of 1.36 represents the measured data nicely, and it is shown in Figure 14.5.
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Figure 14.5.: Guasare coal particle distribution (left) and distribution parameters (right)
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Figure 14.6.: Devolatilization and burnout measurements [369] with the CPD (left) and the intrinsic (right)
model fittings for Guasare coal
The rate of the devolatilization process has been modeled using the CPD model described in
Section 6.2.9. The parameters have been derived using the IFRF experimental data [369] on the
characterization of both devolatilization and char combustion of Guasare coal. Figure 14.6 (left)
shows the devolatilization curve obtained using the IFRF Isothermal Plug Flow Reactor (IPFR)
operated at a 1200 ◦C temperature. The particle heating rate of these experiments is in the range
105 ÷ 106 Ks depending on the particle size. Under such rapid heating conditions, a 55% high-
temperature yield is measured as opposed to 37% ASTM volatiles. The obtained values of the
CPD parameters after the fitting are listed in Table 14.5 while the CPD model devolatilization
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curve is shown in Figure 14.6 (left) using a solid line. The volatiles are represented in the CFD
predictions as C1.20H4.48O0.44 which provides the stoichiometric coefficient of 1.5 (see R 14.1).
parameter symbol value unit
Initial Fraction of Bridges in Coal Lattice p0 0.5 -
Initial Fraction of Char Bridges c0 0 -
Lattice Coordination Number Σ + 1 5 -
Cluster Molecular Weight Mcl 300 kgkmol
Side Chain Molecular Weight Mdel 30 kgkmol
Table 14.5.: The derived parameters for the CPD devolatilization model of Guasare coal used in [310]
parameter symbol value unit
Mass Diffusion-Limited Rate Constant C1 5 · 10−12 m3K0.75·s
Pre-exponential Factor Ai 1 · 10−3 kgm2s
Activation Energy Ei 50 MJkmol
Char Porosity Θ 0.74 -
Mean Pore Radius rp 1 · 10−7 m
Specific Internal Surface Area Ag 2.5 · 104 m2kg
Tortuosity τ
√
2 -
Table 14.6.: The parameters for the intrinsic char combustion model of Guasare coal used in [310]
The intrinsic model for char burnout has been used (see 8.5.1.1). The adaption of the
char combustion model to the Guasare coal has been achieved using again the IFRF measure-
ments [369] of Guasare char burnout as a function of time for temperatures of 950 ◦C, 1300 ◦C
and 1400 ◦C, see Figure 14.6 (right). These measurements were carried out at 4% oxygen vol-
ume fraction. The char morphology data were also measured: the apparent char density equal
to 339 kg
m3
and porosity equal to 74%. Fixing the mass diffusion-limited rate constant (C1) at
a value of 5 · 10−12 m3K0.75·s , the char porosity at the 74%, and the specific surface area at
2.5 · 104 mater2/kg we optimize values of the kinetic parameters Ai and Ei and n to obtain
a proper fit to the IFRF data, as shown in Figure 14.6 (right). The optimization results in the
values given in Table 14.6. During the simulation the initial particle diameter remains unaltered
through the char combustion processes while the rate of char oxidation is calculated using 8.66.
The char density is changing during the char burnout process according to the conservation of
the mass law.
The other models used in the simulation are quickly listed below:
• The k − ε model (see section 4.3.1.3) for the turbulence;
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• The EDC model (see Section 5.8) for the turbulence-chemistry interaction;
• The DPM model (see Section 10.2) for the tracking of the coal particles;
• The DO model (see Section 4.8) for the solution of the Radiative heat transfer equation
with the gas absorption coefficient from the WSGGM described in [340];
• The fuel, thermal, prompt and N2O paths as well as NO reburning have been considered,
as shown in Figure 14.7 (see for the detail of the model Section 9.2). It is assumed in [311]
that all fuel nitrogen, both from volatiles and char, is converted into HCN that can undergo
reduction or formation of NO. The source term for the NO specie is then given by the sum
of the six following terms:
SNO = SNO,fuel + SNO,hom.reburn + SNO,het.reburn
+SNO,thermal + SNO,propmpt + SNO,N2O (14.12)
corresponding to the NOx path taken into consideration.
Combustion of the volatiles has been simplistically represented by two overall reactions (see
for more details about the impact of this simplification in [2]):
C1.2H4.48O0.44 + 1.5 O2 = 1.2 CO + 2.24 H2O (R 14.1)
CO + 0.5 O2 = CO2 (R 14.2)
The particle-radiation interaction was taken into account assuming that the particles are
very large opaque and gray spheres (implying that the geometric optics theory holds), which
reflect diffusely. The absorption coefficient for the particles (a) is given by a constant value of
1.5 m−1 and kept constant through the furnace volume. The value has been derived using the
narrow-angle radiance measured by the IFRF [264], see Section 14.4.
Figure 14.7.: Path of NO formation and reburning path modeled.
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14.4. The results
Furnace outlet The temperature, oxygen, carbon oxides and nitric oxide concentrations and
char burnout at the outlet of the furnace for calculations and measurements are summarized in
Table 14.7. The furnace exit temperature is very close to the measured value and the difference
is about 50 K which corresponds to 2.37% of the furnace thermal input.
parameter unit experiment [264] predictions [311]
T K 1503 1555
O2 vol. % dry 3.1 2.52
CO vol. ppm dry <50 10
CO2 vol. % dry 25.50 23.93
NOx vol. ppm dry 320 333
Char burnout % 99.4 100
Carbon in ash % 14.95 none
Table 14.7.: Computed and measured values at the furnace exit
Flow field and recirculation In Figure 14.8 the measured and calculated velocities along
the seven traverses are shown. At the first traverse, the computed values correspond well with the
measured velocities except for the comburent centerline velocities which were measured about
20 ms lower than the calculated values. At the first two traverses, the comburent jet can be clearly
distinct from the coal jet. The coal jet merges into the comburent jet near the third traverse and
downstream both jets merge and form one stream that can be observed at the next traverses.
At a distance of 2m downstream of the furnace front wall (from the fifth traverse onwards) the
velocity profile is flat. As shown in Figure 14.8 the size of the recirculation region formed in the
furnace and its low magnitude (negative) velocities are well reproduced in the computation.
Temperature field and radiative heat fluxes The temperature profiles along the traverses
are given in Figure 14.9. No substantial difference between the model predictions and the mea-
surements can be seen with the exception of the fuel jet at the first traverse. The temperature
level, as well as the temperature peaks, are reproduced well by the simulations. Ignition of the
fuel jet takes place somewhere between the first and the second traverse so that the peak temper-
ature of around 1800K occurs between the second and third traverses. This feature is again well
reproduced in the numerical simulations. From the fourth traverse downwards, the temperature
profile is flat since slow combustion proceeds downstream in the furnace, and the temperature
level is everywhere around 1600K.
To obtain such a good accuracy of the temperature predictions, it is imperative that the
value of the absorption coefficient appearing in the RTE 4.131 is properly selected. Following
the method of Lallemant et al. [195] and Sayre et al. [306] the narrow angle radiance measured
at the fifth traverse (2 05m) has been used for the calibration. Figure 14.10 shows that using a
value of 1 5m which accounts for the soot and particles radiation, the predicted and measured
radiation intensities are in good agreement. In the flame region, the predictions are better than in
the recirculation zone, where the radiation intensity is over-predicted by about 10%.
The verification of the correctness of the radiative heat transfer procedure is demonstrated
in Figure 14.11 showing very good agreement between the measured and the predicted total
incident heat flux at the furnace wall. Flatness and high values of the radiative heat flux are
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characteristics of mild combustion [407, 411]. The predicted wall temperature, calculated using
a coupled heat transfer approach, has an excellent agreement with the measured values, while
the radiative heat fluxes at the end of the furnace are under-predicted by most simple models.
Most detailed model, based on the flamelet and the GRI mechanism (not shown here), has better
accuracy, also at the end of the furnace, due to a better prediction of the flame temperature after
the ignition point.
Carbon monoxide concentration field Carbon monoxide profiles are illustrated in Fig-
ure 14.12. The highest concentration of CO is about 6%, and it is located at the third traverse.
The prediction of its peak value agrees entirely with the measurement. Downstream of the fifth
traverse no considerable amount of carbon monoxide is detectable.
Nitric oxide concentration field NOx concentration profiles are given in Figure 14.13
showing that the model reasonably well predicts its concentrations, not only qualitatively but
also quantitatively. It can be observed that the NO formation begins upstream of the first tra-
verse, however, most of the NO is formed upstream of the third traverse in the volatiles released
zone. At the second traverse, the highest peak of 900 ppm has been measured. This peak is also
well reproduced in the calculations. Downstream of the fourth traverse the nitric oxide profile
is flat and of a low level (around 300 ppm). At the outlet 333 ppm NO was calculated and this
value agrees very well with the measurements (320 ppm).
Among the six terms which appear in the source for the net NO formation rate (see equation
14.12), the fuel-NO path, the homogeneous NO-reburning path, and the heterogeneous NO-
reburning path are significant. The fuel-NO source, SNO,fuel, is of the order of 7.8 · 10−4 kmolm3 s
while the homogeneous NO-reburning rate, SNO,hom.reburn, is around −2.7 · 10−4 kmolm3 s and the
heterogeneous NO-reburning rate, SNO,het.reburn, is of the order of −2.0 · 10−4 kmolm3 s . Thus,
these three sources are of the same order of magnitude, and the in-flame NO-concentrations are
determined by their balance which is then altered due to the NO advection and diffusion. The NO
post-processor predicts a rapid reburning occurring already in the fuel jet where NO is formed
directly from HCN decomposition.
Integration of the NO sources over the entire furnace volume provides further insight into
the NO-mechanisms. The overall NO production rate through the fuel mechanism is calculated
to be 18.5 mgNO/s. The NO reburning rate is so that the net NO production rate in the furnace
amounts to 7.0 mgNO/s. This figure reproduces exactly the difference between the amount of NO
at the furnace exit (11.0 mgNO/s) and at the furnace inlet (4.0 mgNO/s) Thus, only those two terms
in the overall NO-balance are significant; the NO generation via the fuel mechanism and the NO
reburning mechanism.
Char burnout Figure 14.14 shows both the measured and predicted char burnout along the
centerline of the fuel jet. The char burnout predictions are in good agreement with the measured
data up to 80% burnout. For higher degrees of burnout the model over-predicts the char oxidation
rates, and at the furnace outlet, a complete burnout is predicted (see Table 14.7). This is a
consequence of the fact that the parameters of the char combustion model have been derived
using the measured data that extend up to 85% burnout. As can be seen in Figure 14.6, an
extrapolation of the char model predictions to residence times of 5-6 seconds results in complete
burnout. To predict the last stages of burnout, corrections to the char model are needed to slow
down the rate as the char oxidation proceeds (see for example [267, 138]).
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Figure 14.8.: Velocity profiles along the measurement traverses. The measured values taken from [264]. For
location of the measurement traverses see Figure 14.4 [310]
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Figure 14.9.: Temperature profiles along the measurement traverses. The measured values taken from [264].
For location of the measurement traverses see Figure 14.4 [310]
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Figure 14.10.: Measured [264] and calculated total radiation intensity for a=1 51m
Figure 14.11.: Measured [264] and calculated total incident radiative heat flux [310]
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Figure 14.12.: Carbon monoxide concentration profiles along the measurements traverses [310]
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Figure 14.13.: Nitric oxide concentration profiles along the measurements traverses [310]
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Figure 14.14.: Char burnout (Top) and carbon in ash (Bottom) along the centerline of the fuel jet. The
measured values taken from [264]
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15. Numerical simulation of boilers
The original application of the models for coal combustion is the numerical simulation of pul-
verized coal-fired boilers [399, 263, 70]. In those systems, the fuel, usually coal, is pulverized
and then injected into the combustion chamber where it reacts with the oxygen present in the
gaseous phase. The energy released by the exothermic reaction is usually transferred to a sec-
ondary external medium. In the case of boiler used in power plants, the second medium is water
to generate steam and the steam, at high temperature and high pressure, is used to produce work.
The CFD method has advantages to other methods (see also Section 4.9) since in boilers,
burners are designed to optimize the heat transfer (both heat transfer mechanisms are present,
either radiation and convection) with the restriction that fuel must be completely converted. Since
many years, boilers for power generation have been developed and optimized and nowadays
their performances are so high that much effort and high accuracy is needed to achieve further
improvements.
15.1. Boilers
The efforts of improving existing boilers performance are directed towards two challenges:
1. The utilization of alternative fuels, mainly biomass with a decrease in thermal efficiency.
2. The subsequent deterioration of the heat transfer process due to the increased slugging and
fouling.
In facts, co-firing of alternative fuels with pulverized coal became very important in the last
decade since resources protection and climate precaution became more important for the power
industry. Unknown ash behavior and ash-related operational problems, such as the effects of
the co-fired fuel on slagging and fouling in the system, are challenges in co-firing technology.
Careless co-firing of difficult alternative fuels could lead to a reduction of boiler reliability and
availability, and to unscheduled plant shut-downs.
The replacement of coal with biomass results in an increase of slugging and fouling in sev-
eral parts of the boiler. Most importantly, as shown in Figure 15.1 fouling affects heat transfer on
the superheater and accumulated material near the burners, altering the flow field and indirectly
the combustion zone. Generally the accumulation of material in unwanted part of the boiler
causes the following problem:
• Decreased efficiency;
• Unexpected shutdowns;
• Limited availability;
• Increased pollutant emissions;
• Increased production costs.
331
15. Numerical simulation of boilers
Figure 15.1.: Region of possible slugging and fouling effects inside a boiler [191]
The first step in tackling that challenge is the investigation of the distribution inside the
boiler of the solid particles, the temperature field and finally the efficiency of the boiler. The
CFD method presented in the previous Chapters does just that. In Figure 15.2 and in Figure 15.3
the temperature distribution and the particle paths are presented for a boiler fired with pulverized
coal (Left) and in the same boiler where part of the coal is replaced with biomass (Right). Without
entering into details, the differences shown by the calculations are evident.
The knowledge of the temperature distribution together with the other aforementioned ther-
modynamic quantities doesn’t complete the task since the proper rate of fouling is still difficult
to compute in real boiler geometries like the one shown here as an example. As the solid par-
ticles approach the surface where the impaction rate is required, (this information is provided
by CFD calculations), the path through the boundary layer of the surface must be addressed,
and the impaction rate must be calculated. Subsequently, not all the particles hitting the surface
remain on the surface since physical and chemical processes cause the particle to be rebounded
from or adhere the surface. In particular conditions, some of them stay bounded forming the slag
material. Those two processes are commonly not addressed by CFD software.
In [190] blends of a South African bituminous Middleburg coal and alternative fuels (sewage
sludge, saw-dust and refuse-derived fuel) have been tested to experimentally examine the effect
of the added fuel on the slagging propensity of the mixtures. Substantial impact of sewage
sludge has been observed. The initially formed deposits have become rapidly molten and they
flow around the deposition probes, particularly when the sewage sludge fraction exceeds 15%
by thermal input and the gas flow temperature exceeds the ash melting point. A 5% addition of
the refuse-derived fuel (RDF) has increased the deposition rate by almost a factor of two. Large
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Figure 15.2.: Temperature distribution inside a boiler fired with pulverized coal (Right) and with a certain
amount replaced by Biomasses (Left)
Figure 15.3.: Solid particle paths inside a boiler fired with pulverized coal (Right) and with a certain amount
replaced by Biomasses (Left)
RDF ash particles have been observed in the deposits.
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In [409, 406, 146] the requirements for accurate predictions of impaction efficiency on tubes
using CFD approach (RANS in the first two articles and DNS in the third) have been identified.
Flows which pass a cylinder have been computed using steady-state and time-dependent sim-
ulations with emphasis on related numerical errors, boundary layer, and turbulence modeling.
Inertial impaction on the front face of the cylinder and eddy impaction on the rear face have
been considered, and measures needed for accurate predictions of the particle arrival rate have
been formulated. Accurate predictions of the impaction efficiency are obtainable only when the
flow-field in the neighborhood of the deposition surface is accurately resolved. Those require-
ments include turbulence modeling choice and discretization of the boundary layer around the
cylindrical probe.
In [31] the requirements derived in the previous studies have been applied to the predic-
tion of ash deposition from a flame using RANS and compared with measurements of fly ash
deposition in a 15 kW pulverized coal jet flame. The CFD-model predictions have been able to
reproduce the measured dependencies after adjustments to the particle sticking sub-model.
For the details of those results we refer to the original papers, [409, 406, 31].
15.2. The MILD boiler
The aforementioned developments must satisfy the usual constraints of any combustion system,
namely:
1. A stable flame;
2. The desired heat flux;
3. A minimum pollution.
These requirements are usually conflicting, and the goal of engineering modeling is to pro-
vide useful information to combine all at best [413]. In [311, 312] a new approach to the solution
of the aforementioned problems has been taken, implementing the MILD technology (see [228]
and Chapter 14) to boilers. The characteristics of a MILD combustion are summarized below:
1. Low NO and CO emissions;
2. Complete combustion in applications with short residence times;
3. High and uniform wall heat fluxes;
4. Flame stabilized without problem of ignition;
5. Simple burner construction.
Although most current applications are limited to industrial furnaces, MILD technology is
expected to provide significant advantages when also applied to power station boilers. It is not
clear if fuel can be saved since the method of external heat recirculation, due to the presence of
ash in the flue gas, can cause slugging inside the heat exchangers but, since high radiative fluxes
are expected, the boiler can be build more compact, opening the possibility for high steel quality
to be used so that the cycle thermal efficiency is improved due to increased (superheated) steam
parameters. A simple design of the burners and a very stable combustion process open up the
possibility of using low-rank coals without decreasing the burnout at the exit.
A typical conventional boiler is composed of the radiative section and the convective sec-
tion. An air preheater and an economizer are used to recover the waste heat of flue gases. In
MILD combustion, the adiabatic flame temperature is much higher than that of a conventional
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boiler and the heat transfer inside the boiler is dominated by radiation. Thus, it should be possi-
ble to design a boiler without the convective section and yet maintain the same thermal output.
The removal of the convective heat transfer region will certainly lead to a significant reduction
of boiler size and cost.
As already discussed, MILD combustion can be achieved by an intense recirculation of
combustion products inside the chamber. This recirculation causes that both the combustion air
stream and the fuel stream are diluted before the ignition occurs, causing the reduction of the
temperature peaks. The challenge tackled [312] (see also [311]) is to study the possibility of
generating a recirculation with the needed intensity in a combustion chamber smaller than the
one available in furnaces.
The Author of [312] develop a conceptual 130 MWth boiler fired with Venezuelan Guasare
coal. The boiler posses a radiative section only with its design and layout guaranteeing opera-
tion in MILD combustion regime. Unconventional but simple burners characterized by a high
momentum (strong) central (combustion air) jet and two (weak) coal jets provide the necessary
mixture of fuel and oxidizer [310].
Numerical simulations have been performed to determine the shape of the boiler and to
optimize some constructive features allowing the establishment of the MILD combustion regime.
The boiler design procedure consists of the steps outlined below:
1. Boiler shape. Three shapes (A, B, C - see Figure 15.4 have been considered; see section
Section 15.3.
2. Burner spacing. Configurations with five, three and one burner have been considered;
3. Burner Block Location. Up-fired and down-fired options have been considered; see Sec-
tion 15.4;
4. Boiler Volume. Smaller, medium and larger volumes have been considered;
Results of the first and third optimization steps only will be reported in details below. The
CFD-based mathematical model has been previously explained and their validation presented
in Section 14.2 and, for more details, [310]. The main features of the CFD model used in the
calculations are listed below:
1. Euler description of the gas-phase with turbulence described by the k-ε model;
2. Lagrangian formulation for the solid-phase (the pulverized coal);
3. A global 2-steps mechanism for the volatile matter combustion coupled with the Eddy
Dissipation Concept for turbulent combustion;
4. Fuel, Thermal, Prompt and Reburning mechanism for the description of the NO chemistry.
5. DO model as a solver for the radiative transport equation with the WSGG model for the
calculation of the gas absorption coefficient.
The coal used is the Guasare coal already described in Chapter 14. In that chapter, the char
combustion model and the adopted parameters are also presented.
15.3. Boiler shape
The first challenge of the MILD boiler design project is to find a shape of the boiler appropriate
for MILD technology. Calculations have been performed for three different boiler shapes which
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are marked in Figure 15.4 as designs A, B, and C. The first two (A and B) designs are derived
to resemble standard PC boilers. The third (C) boiler is an innovative concept (of the authors),
invented to create a proper internal recirculation of the combustion products.
Figure 15.4.: Illustration of the considered combustion chamber forms configuration
As shown in Figure 15.5, the geometry of the boiler and the configuration of the inlets
determine the recirculation pattern inside the boiler. The intensive recirculation created in the
symmetric boiler results in a more uniform temperature field, lower temperature peaks, moderate
oxygen concentrations, and complete burnout of the combustible gases and the char. Table 15.1
lists the calculated peak temperature and burnout for designs A, B, and C. The table also lists
standard deviations of the predicted temperature and oxygen fields. The lower values for design
C indicate the highest degree of homogeneity. As a result of the simulations, the symmetric
boiler has been found to be the most suitable among the three considered designs, so further
work focuses on this concept.
A B C
Peak temperature, K 2618 2437 2106
Burnout, % 97 99 100
Standard deviation of the temperature, K 375 238 290
Standard deviation of the oxygen concentration, % 3 5 1
Table 15.1.: Results of the boiler shape determination
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Figure 15.5.: Predicted recirculation zones inside the combustion chamber [310]
15.4. Location of the burner block
The third simulation series has been carried out to examine the down-fired configuration of the
MILD boiler and to compare the results with the up-fired one. The down-fired configuration has
been tested because of slagging problems and a risk of the burner destruction by the agglomer-
ated ash, when the burner is located at the bottom. Several advantages of the down-fired boiler
have been identified; the recirculation path is longer in the down-fired configuration than in the
up-fired one resulting in a more intensive heat transfer (see Figure 15.6 and Table 15.2). So,
lower flue gas temperatures are observed. Furthermore, the down-fired configuration features
more uniform heat fluxes. Therefore, the down-fired configuration has been selected for further
investigations.
Up-fired Down-fired
Heat transfer rate, kWm2 220 261
Outlet temperature, K 1722 1568
Table 15.2.: Results of the burners location determination
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Figure 15.6.: Recirculation inside the up-fired boiler (left) and down-fired boiler (right) [310]
15.5. Final configuration of the MILD boiler
Based on the previous investigations (see in [310] the details of all the investigations), the final
configuration of the MILD boiler was selected and it is presented in Figure 15.7. The boiler is
13 m high and has a 7 m times 6 m cross-section. It is equipped with a burner block that consists
of five identical burners located at the top wall; thus the boiler is a down-fired one. The flue gas
1 m × 1 m square outlets are also located at the top, and they are symmetrically positioned on
both sides of the burner block. Each of the five burners is equipped with a central injector of hot
air and two coal guns positioned on both sides of the air injector. Pulverized coal is introduced
into the furnace by nozzles of 140 mm diameter and the combustion air by 480 mm nozzles. The
boiler is equipped with two ash hoppers. The combustion air is preheated to 1200 K and the coal
together with its transport air is supplied at ambient temperature (300 K). The coal feeding rate
is 3.2 kgs , and its transport air is almost twice as high. The mass flow of combustion air is equal
to 33.1 kgs . The air jet is supplied at a high velocity (120
m
s ), and the coal jet has the velocity of
30 ms . The boiler is operated at 130 MW total thermal input. The fuel thermal input is equal to
100 MW so each burner operates at 20 MW fuel power. Both the combustion and the transport
air streams contain 23% (wt) oxygen and 77% (wt) nitrogen. The wall temperature is constant in
the final boiler design calculations and it is equal to 800 K.
The final boiler design possesses an intensive in-furnace recirculation and the dead zones
are small, as can be observed in Figure 15.8. The whole volume of the chamber participates in the
combustion process. The internal recirculation of the combustion products creates homogenous
both the temperature and the chemical species concentration fields. Further, due to the dilution
of the combustion air and fuel jets with the combustion products, coal ignition takes place in low
oxygen concentration environment, and therefore the temperature peaks are suppressed.
The whole boiler is filled up with combustion products of 1600-2000 K temperatures while
the furnace exit temperature is around 1400 K. As already mentioned, a way of using the exit
gas enthalpy to preheat the combustion air must be developed to reach high efficiency for the
whole process. This enthalpy must be recovered in a heat exchanger and utilized to preheat
the combustion air. The oxygen concentration in the entire boiler is in a range of 3-5% while
in the flue gas is equal to 3.4%. As a result of the strong recirculation inside the combustion
chamber and as a consequence of the uniform temperature field, the heat fluxes are high and
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Figure 15.7.: Final geometry of the MILD boiler
Figure 15.8.: Velocity vectors (left), temperature field (center) and oxygen concentration field (right) inside
the MILD boiler
almost constant along the height of the MILD boiler (see Figure 15.9, right). For the sake of
comparison typical heat flux profiles for fluidized bed boilers (see Figure 15.9, left [222]), and
conventional wall-fired boilers (see Figure 15.9, center [222]) are also shown. The MILD boiler
has two advantages: uniform heat fluxes along the boiler height (as in fluidized bed boilers) and
high heat fluxes values (as in wall fired pulverized coal boilers). Heat transfer due to radiation is
dominant; its share is 83% of the total heat transfer rate.
Most of NO is generated in the region between the burners. The NO concentration peak is
equal to 1195 ppm while downstream of this region the nitric oxide concentrations are low, in a
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Figure 15.9.: Heat fluxes along height of a fluidized bed boiler (left), conventional pulverized coal boiler
(center) and the simulated MILD boiler (right)
300-400 ppm range. In the MILD boiler, 98% of nitric oxide is formed via fuel mechanism, and
the NO reburning mechanism plays an important role. As a result, the nitric oxide concentrations
at the boiler outlet are low and equal to 298 ppm. (For a detailed discussion of the NOx formation
and destruction mechanisms the reader is referred to [310]). The large particles residence time
and recursive recirculation of the combustion products improve the burnout of the CO, volatiles,
and the char.
15.6. Effects of selected operating parameters
The impact of three important operating parameters has been further examined. For all calcula-
tions, the final MILD boiler geometry is retained and the same boundary conditions are applied.
1. The combustion air preheat has been decreased and the numerical simulations showed that
the technology could also be realized without preheating the combustion air stream.
2. The combustion air jet velocity has also been decreased but the installation of a high mo-
mentum jet, creating an intense recirculation, has been found imperative for the realization
of the MILD characteristics.
3. The air excess ratio has been decreased to λ = 1.05, and the mixing of oxygen with the
fuel has been found enough to guarantee still complete combustion.
15.7. Steam cycle
From the point of view of steam parameters, pulverized coal fired power plants can be divided
into [32]:
• sub-critical (under critical point of water 1
• super-critical (over critical point of water; usually up to 24 MPa and 565oC)
• ultra-super-critical (USC) (over super-critical conditions; usually 30 MPa and 600oC)
1The critical point of water is 22.06 MPa and 375 ◦C; usually 19 MPa and 535 ◦C
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In order to improve coal-fired power plant efficiencies the power industry must move from sub-
critical to super-critical steam cycles. A super-critical design not only improves the efficiency by
increasing the working fluid pressure (modern super-critical coal-fired power plants have efficien-
cies above 45%) but it allows super-heating of the steam to higher temperatures which provides a
significant steam cycle efficiency improvement. The super-critical technology plays a dominant
role in the newly built power plants, however, the installed technology is based predominantly
on sub-critical steam cycles.
Figure 15.10.: Heat flux along the height of the boiler for the simulated tubes arrangements: vertical down-
up (left), vertical up-down (center) and spiral (right) [310]
Boiler design procedures involve an examination of the combustion process as well as the
steam cycle. Both issues are strongly coupled due to the heat transfer proceeding from the com-
bustion products inside the chamber to the water/steam mixture inside the boiler tubes. In this
simulation series, the coupling between the MILD boiler and the entire steam cycle is consid-
ered. The final boiler geometry, as well as the operating and boundary conditions, are the starting
point for these calculations. The heat transfer rates per unit of height (Q˙l) of the membrane wall
have been obtained in the CFD predictions of the combustion chamber. This heat is transferred
to the boiler tubes and the working fluid. The heat conduction through the tube walls is ne-
glected. At the beginning of the process, the working fluid is super-critical water which is then
converted into ultra-superheated steam. The working fluid consists of the one phase only because
of super-critical conditions of the process.
The heat transfer rate between the combustion products and the working fluid is described
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by the following equation:
dH˙
dy
= Q˙l (15.1)
Introducing into the above equation the mass flow of the medium one obtains:
m˙
dh
dy
= Q˙l (15.2)
where Q˙l is the heat transfer rate per meter of the tube height, H˙ stands for the total enthalpy
rate of the medium, h is the medium specific enthalpy and m˙ is the mass flow rate of the medium
while y is the distance in y direction.
Solving equation 15.2 the specific enthalpy of the medium, represented by h(y) is calcu-
lated, as a function of y distance. Furthermore, the temperature of the working fluid denoted
as Ts(y) is calculated using the steam tables. This temperature should be lower than 750◦C
which is assumed in this calculations as the maximum allowable temperature of the steel mate-
rial. The steam pressure is assumed to be p=30 MPa and water/steam mass flow is equal to 17 kgs .
Additionally, the convective heat transfer coefficient α is computed along the tube at the side of
the super-critical working fluid. The Nusselt function is calculated for the water/steam under
super-critical conditions according to the formula of Yamagata et al. [432]. The efficiency of the
fins is assumed to be equal to 1. As a result of these calculations, the temperature profiles at the
boiler walls are obtained.
The MILD boiler is proposed as an ultra-super-critical boiler with the once-through type
of the water circulation. Three commonly used configurations of the once-through boiler tubes
were tested in this series of calculations: vertical down-up, up-down and spiral (see Figure 15.10,
top). The most uniform temperature profile can be found in the boiler with the spiral tubing as
can be found in Figure 15.10, bottom. Comparing the two vertical tubes arrangements, it can
be noticed that the up-down configuration works worse than the down-up one. It was concluded
that the spiral tubes configuration is the most suitable for the MILD boiler designed in this work.
However, this configuration is technically most complicated. The Rankine cycle efficiency of the
steam cycle coupled with the MILD boiler is calculated to be above 50%.
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In the last decade pyrolysis and gasification have become the main topic for industrial applica-
tions of solid fuel conversion. Following this tendency many basic and applied research projects
came to stand to give support to industrial requirements.
The main idea of pyrolysis and gasification is to convert solid fuels into combustible gases
that can be easily used in industrial processes. During pyrolysis solids are converted by thermal
treatment and, during gasification, by heterogeneous reactions with special gases (mainly CO2
and H2O).
There are basically three kinds of gasifiers:
1. Entrained flow gasifiers (EFG)
2. Fixed bed gasifiers, either counter-current (up-draft) or co-current (down-draft)
3. Fluidized bed gasifiers (FBG), either circulating bed gasifiers (CBG) or non-circulating
bed gasifiers.
In the entrained flow reactors, fuel is injected into the reactor as small particles or small
droplets, creating a mixture in which the second phase can be considered as dispersed. Fluid
dynamics drive the flow, and the mixing and small or no interactions among the particles are
expected. In a fixed bed reactor, solid fuel particles are in contact with each other, and they
are not free to move. Gasification medium can flow only between particles, and the mixing is
limited. A fluidized bed reactor has properties lying between those of an entrained flow reactor
and those of fixed bed reactors. Particles experience strong interactions among them, but they
are still free to move and to mix with the gasification medium.
All the aforementioned forms of gasifiers have in common that part of the fuel must be
combusted (exothermic reaction) to obtain high enough temperatures needed to sustain the en-
dothermic gasification and pyrolysis reactions.
In Table 16.1 several characteristics for the gasifiers are summarized. The advantages and
the disadvantages of each kind of gasifier are also presented. The entrained flow reactors have the
advantage to produce a clean gas, with high thermal input but high technological requirements
must be satisfied. The fuel must usually be of high quality, traditionally pulverized or atomized.
Temperatures in an EFG are also higher than in the other technologies. On the contrary, the
fixed bed technology doesn’t have high requirements for the fuels, therefore, this is the best
technologies to be applied in the case of difficult fuels. The drawbacks of the FBG lay in the
relatively low quality of the gases.
In this chapter a CFD analysis of an entrained flow reactor is presented, with the goal to
show how well the CFD tools can simulate those kinds of devices.
16.1. Introduction
At the Karlsruhe Institute of Technology (KIT) in Germany, a new process for handling low
calorific biomass fuels has been developed, the bioliq R© process [98]. Agriculture waste, highly
decentralized, are thermally treated, and a slurry is formed with the obtained liquid and the
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Fixed bed Fluidized bed Entrained flow
Parallel Counter-current stationary circulating
T in ◦C 700-1200 700-900 <900 < 900 1200-1500
Tars content g/Nm3 0.1-2 10-100 2-50 1-20 0
Control easy easy moderate moderate difficult
Power MWth <5 <20 10-100 >20 >100
Gas quality gut difficult moderate moderate fine particles
Table 16.1.: Characteristics of gasifiers [189]
remaining bio-char. The slurry is then transported to central plants where it is gasified at high
pressure.
The Helmholtz Virtual Institute of Gasification Technology (HVIGasTech) [165, 183] has
been created with the goal to develop a well scientifically established numerical model for the
bioliq R© process. To reach this goal, several sub-processes have been addresses, namely the
convective and the radiative heat transfer, the characteristics of the heterogeneous and the homo-
geneous reactions, the characteristics of the molten slag at the walls, the turbulent mixing inside
the reactor, the atomization process of the liquid fuel. The final CFD model, incorporating every
single sub-model, has been validated against in gasifier measurement of slurry and of model-fuel
in reactors at atmospheric and high pressure. Ethylenglycol (IUPAC name: ethane-1,2-diol) has
been chosen as model-fuel, and the REGA Facility at KIT serves as an atmospheric reactor.
In a three-part paper series [110, 229, 99] current experimental and modeling results con-
cerning gasification of mono-ethylene-glycol (MEG) have been presented. In the first part [110]
an experimental campaign is described. The second paper [229] reports on simulation of the
campaign using RANS based CFD. The third paper [99] describes Large Eddy Simulation of the
same REGA-glycol-T1 campaign.
In this Chapter, the results of the simulations of the atmospheric experiments will be pre-
sented. Following the results in [229] closely, the discussion will be based on the analysis of the
REGA-glycol-T1 experiments.
16.2. Modeling
The models used in the simulations are summarized in the following list:
• Navier-Stokes equations have been solved using the RANS approach in Euler frame (see
Section 4.1);
• Turbulence modeled using the RSM (see Section 4.3.3);
• The interaction with turbulence has been described by the EDC (see Section 5.8);
• The droplets of Glycol has been described using the DPM model (see Section 10.2);
• The radiative heat transfer equation is solved using the DO model Section 4.8;
• The thermodynamic properties has been taken from available measurements or calculated
using the kinetic theory of gases.
As shown in more detail in [229] few other turbulence models have been tested (see Fig-
ure 16.8) to quantify their influence on the calculated quantities. The mixture fraction approach
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with equilibrium chemistry (see Section 5.7) has also been used since it posses a few advantages
that can be exploited especially in simulations of gasification. The model for the chemistry-
turbulence interaction should possess the following features:
1. Good predictions of the micro-mixing process and consequently a good limitation mecha-
nism for the kinetic rate of reaction;
2. Correct asymptotic behavior predicting chemical equilibrium (see below);
3. Usability, in terms of applicability to complex industrial gasification plants.
The first requirement is fulfilled by both models, the EDC and the PDF. Considering that
exothermic reactions are expected to be fast, and consequently reaction rates are not everywhere
kinetically controlled. Both chosen models can correctly predict the limitation of laminar reac-
tion rates in turbulent flames. Generally, the description of the turbulent fluctuations and of the
mixing provided by a PDF method is more accurate than the one given by the EDC since more
details are retained by the PDF description while the EDC describes the turbulent fluctuations
based upon two regions only. A drawback of the β-PDF used in the modeling is its inadequacy of
simulating mixing of three streams. In REGA the stream of evaporating MEG is mixed with the
gasification medium (enriched air) and with recirculated and partially converted syn-gas. Since
evaporation is slower than the entrainment (mixing with the recirculated syn-gas), even if the
recirculation is strong, the inaccuracy introduced should be small. This may not be correct in the
near burner region where the atomization process governs the mixing.
The second requirement is related to the need to let the water gas shift reaction (WGSR)
reach the equilibrium. In combustion problems, the WGSR is essential inside the flame hotspots
only. In gasification systems, the WGSR equilibrium is reached at lower temperatures. The
PDF method equipped with chemical equilibrium provides a way to reach equilibrium under any
conditions. However, the EDC does not possess this property. In the EDC, the reaction rates
are limited by the local turbulent time scales. Since the standard implementation of EDC is
based on quantities locally calculated in each cell, there is no memory of previously achieved
molecular mixing and when a local turbulent time scale increases, because of laminarization or
natural turbulence decay as in convective regions, the chemical reactions do not have anymore
the possibility to reach equilibrium in the gas phase. As a lemma of this analysis, models based
only on turbulent mixing as the Eddy Break Up model [225] (see also Section 5.8), or the mixed-
is-burned model, not implementing chemistry, do not reproduce accurately the reaction rates and
they are inadequate for gasification modeling.
The advantage of the species transport model coupled with the EDC manifests itself in
its adaptability to complex geometrical arrangements pertinent in industrial applications. The
implementation of the PDF method discussed here is based on one single mixture fraction. One
mixture fraction is enough for the simulation of the gasification of pure MEG as in this paper, but
it is not enough for the simulation of for example slurry (oil + char) gasification. Increasing the
number of mixture fractions is mathematically feasible, but the resulting model requires more
computational power.
The last drawback of PDF model implemented for this calculation consists in the utilization
of chemical equilibrium also in regions where finite rate chemistry could play a role.
16.2.1. Fuel decomposition and gas-phase reactions
The chemical reactions used in the EDC can be written in the following way:
N∑
r
νrMr 
N∑
p
νpMp (16.1)
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where the index r refers to the reactants and p to the products. The forwards and the backwards
reaction rates are expressed using the Arrhenius form:
k = AT b exp
(
− E
RT
)
(16.2)
The following reaction sequence is considered:
1. thermal decomposition of the MEG molecule. MEG droplets, after evaporation, decom-
pose into a gas containing CO,CO2,CH4,H2,H2O and hydrocarbons:
C2H6O2 −−→ CO,CO2,CH4,H2,H2O (R 16.1)
2. reactions with O2:
b1) partial oxidation of MEG molecule in gas-phase
CxHyOz + ζO2 −−→ ζ1 CO + ζ2 H2 + ζ3 CO2 + ζ4 H2O (R 16.2)
b2) oxidation of decomposition products and syn-gas components
H2 + 0.5 O2 −−→ H2O (R 16.3)
CO + 0.5 O2 −−→ CO2 (R 16.4)
CH4 + 0.5 O2 −−→ CO + 2 H2 (R 16.5)
3. reforming / gasification reactions.
CO + H2O←−→ CO2 + H2 (R 16.6)
CH4 + H2O −−→ CO + 3 H2 (R 16.7)
To describe the reactions mentioned above either detailed kinetic mechanisms or global
kinetics may be applied. The detailed GRI3.0 mechanism has been chosen since it is validated
for combustion of natural gas in a wide range of conditions with λ, the air ratio, from 0.2 to 10,
temperatures from 1000 to 2500 K and pressure up to 10 atm [338]. The applicability of GRI3.0
for high-pressure partial oxidation of methane has been reported by Vegendla [387] and Rehm
[288]. Tranter [379] has simulated reasonably well shock tube experiments of ethane oxidation
and pyrolysis from 5 bar to 1000 bar and up to 1550 K using the GRI3.0.
Detailed mechanisms are less suitable for RANS simulation due to excessive computing
time. Therefore a global mechanism for a) decomposition of MEG and b+c) combustion and
gasification of decomposition products and syngas components applicable for entrained flow
gasification conditions is needed. By reason that C1 to C3 hydrocarbon fuels are included,
GRI3.0 is used as a reference for the reactions mentioned above.
A large number of global mechanisms for combustion and gasification of various fuels is
available in the literature. The most frequently used global mechanisms for C1-C4 hydrocarbon
combustion are given by Westbrook & Dryer [416] and Jones & Linstedt [169]. The more com-
plex Jones and Linstedt Four-Step Mechanism contains the reaction R 16.5, R 16.6, and R 16.7
and has also been validated for moderately fuel rich methane-air flames [10]. The mechanisms
reported by Biba [37] and Petersen [274] are derived for gasification of coal and sewage sludge,
whereas [358] simulated moving bed coal gasification (10-60 bar, 1500-1600K) and Mann [231]
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steam gasification of char at 915oC. None of the above global mechanisms has been validated
for gasification of MEG under EFG conditions, i.e., temperatures above 1500 K.
Different single reactions from literature have been compared with GRI3.0 simulation under
appropriate concentration, stoichiometry, and temperature. Using Chemkin 4.1 [287], isothermal
CSTR calculations were conducted under variation of residence time from 10−8 to 10 seconds
and temperature from 800 to 1800oC. In Figure 16.1 an example of such comparison is shown.
Starting from a non-equilibrium mixture of WGS components (CO2, H2, CO, H2O, and N2) cor-
responding to REGA stoichiometry, the H2 concentration in the WGS-reaction (R6) at 1400oC as
a function of reaction time is compared for different global mechanisms and the detailed mech-
anism GRI3.0. It is clearly seen that in comparison with the predictions of the GRI3.0 mech-
anism, the Sudiro [358] the Jones [169] (adopted into the HVI mechanism as reaction HVI5,
see Table 16.2) and the Mann [231] reactions are too fast whereas Peterson [274] and Biba [37]
are too slow. As none of the kinetic data from literature have shown sufficient conformity with
the GRI3.0-reference at low and high temperatures, the Arrhenius parameters of the global ki-
netics has been adapted to give the best fit over the whole temperature range to be considered.
The line in Figure 16.2 labeled HVI shows the results for the kinetic parameters derived via this
procedure.
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Figure 16.1.: H2 concentration while reaching WGS Equilibrium at 1400oC [304]
While the homogeneous gas phase reactions can be derived from literature or adapted to
GRI3.0, the decomposition of the fuel needs separate modeling. In the absence of experimental
and literature data for MEG decomposition products and global kinetics, reaction (R 16.1) has
been adapted to a detailed mechanism for gasification of MEG. Rashidi et al. [139] developed this
detailed high-temperature mechanism from a mechanism for ethanol combustion and used for
simulations of previous REGA data [293]. Only the main products of the MEG decomposition
(H2, CO, H2O and CH4) are considered. In Figure 16.2 temperature and concentrations of MEG
and main products are shown. The MEG decomposing is undertaken at a constant heating rate of
105 K/s, which is a typical value for EFG. The bold lines show the predictions using the detailed
mechanism and the dashed lines the prediction using the adapted global decomposition reaction.
In Table 16.2 the parameters used in the final global mechanism called HVI mechanism are
reported.
To ensure that the set of adapted kinetics works together as well as they work as the single
reactions, the resulting complete global mechanism was tested (and further optimized) using
Chemkin 4.1 for calculations of a 1D-PFR model of REGA with the temperature profile given
by measurements and input data from several experimental set up (see [110]).
To show the influence of chemical reaction kinetics on CFD-modelling, an alternative mech-
anism was derived from the 4 step Jones-Linstedt mechanism [169], combined with reaction
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Figure 16.2.: Molar concentrations during decomposition of pure MEG at 105 K/s (constant) heating rate
[304]
Reaction A b E / 108
kmol,meter,second Jkmol
HVI1 4C2H6O2 → 9H2 + 7CO + H2O + CH4 9.31 1013 0.0 2.684
HVI2 CO + 1/2O2 + H2O→ CO2 + H2O 3.1623 1011 0.0 1.256
HVI3 CH4 + H2O CO + 3H2 1.7 1010 0.0 2.300
HVI4 CH4 + 1/2O2 → CO + 2H2 1.5811 1014 0.0 2.512
HVI5 CO + H2O H2 + CO2 8.5 109 0.0 2.040
HVI6 H2 + 1/2O2 → H2O 2.8464 10+14 0.0 2.592
Table 16.2.: The HVI mechanism for MEG gasification
eJL2 (see Table 16.3) for direct combustion of MEG and with the same decomposition reaction
of MEG (reaction eJL1 in the table mentioned above). The parameters of the adopted alternative
global mechanism called e-JL mechanism are shown in Table 16.3.
Reaction A b E / 108
kmol,meter,second Jkmol
eJL1 4C2H6O2 → 9H2 + 7CO + H2O + CH4 9.31 1013 0.0 2.684
eJL2 C2H6O2 + O2 → 2CO + 2H2O + H2 4.3975 1010 0.0 1.256
eJL3 CH4 + H2O→ CO + 3H2 3.0 108 0.0 1.256
eJL4 CH4 + 1/2O2 → CO + 2H2 4.4 1011 0.0 1.256
eJL5 CO + H2O CO2 + H2 2.75 109 0.0 0.838
eJL6 2H2 + O2  2H2O 2.5 1016 -1 1.6747
Table 16.3.: The Extended Jones-Lindstedt (e-JL) mechanism for MEG gasification
Reaction JL1 represents the splitting of the gaseous MEG into H2, CO, H2O and CH4 and
it has been left unchanged in both mechanism. Reaction JL2 represents the oxidation of the
MEG. Its rate has been taken from [169]. Reactions JL3 to JL6 describe the original mechanism
presented by Lindstedt. In the original paper [169] two equations for the eJL6 rate has been
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given. In this work the most accurate relation has been used:
R˙6 = k6 · [H2]
0.5[O2]
2.25
[H2O]
(16.3)
For a further verification purpose, both mechanisms have been used to calculate several
typical zones in an EF gasifier like oxidation of hot recirculating syngas with oxygen or methane
conversion in gasification zone. The following diagram (Figure 16.3) shows as an example of
methane conversion of detailed (GRI3.0) and global (HVI and e-JL) mechanisms in a gasifying
atmosphere at 1200oC and 1400oC resulting from isothermal PFR calculations.
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Figure 16.3.: Comparison of CH4-concentration over residence time during CH4 reforming in gasification
zone at 1200oC and 1400oC between detailed and global mechanisms [304]
For typical temperatures in the REGA gasification zone (1200oC) HVI mechanism shows
excellent agreement with detailed mechanisms, while e-JL is too fast. For higher temperatures,
e-JL reaches a better agreement with a detailed mechanism.
It is worth noticing here that the rate for the MEG decomposition (reaction HVI1 and reac-
tion eJL1) is also calculated using the EDC. In this case, the EDC does not consider the mixing of
different reactants (not needed for this kind of reaction) but takes into account the heating up of
the MEG due to the turbulent mixing. With the assumption of the Lewis number equal to unity,
the mathematical expression for the reaction rate does not differ from one of the other reactions.
A direct integration of the rate equations inside the fine structures has been adopted. Tech-
niques of using tabulated values for the chemistry (for example the ISAT table) has not been used
to avoid the introduction of other inaccuracies into the calculations.
16.3. Inlet and boundary conditions for the
REGA-glycol-T1 campaign
The REGA test rig has been simulated using a 2D axisymmetric solver with a discretization
of the computational domain using roughly 105 unstructured cells. Mesh sensitivity has been
performed, and computational test using a structured mesh has been performed. The number of
cells has been determined by the accuracy needed inside the flame where high steep gradients
are present (∆ ∼ 0.1mm). The inputs of the model for the REGA-glycol-T1 run (see [110]) are
summarized in Table 16.4.
Both air leaking into the reactor and the nitrogen purge are injected together with the atom-
izing medium, resulting in a flow of m˙ = 18kgh . The oxygen represent 0.538 % in moles of the
total flow.
349
16. Entrained flow gasifier
REGA-glycol-T1
MEG m˙ 12.56 kgh
Air V˙A 7.02 Nm
3
h
Oxygen V˙O 4.98 Nm
3
h
Purge (N2) V˙P 0.514 Nm
3
h
Leakage (air) 1.8 Nm
3
h
Table 16.4.: Inputs for the REGA-glycol-T1 simulation
The walls of the REGA has been electrically heated. For the heating elements a fixed
temperature of ϑhe = 1200oC has been assumed. The heating elements are placed inside the
lateral wall at a depth of δw = 50mm, and the heat transfer through this layer has been calculated
using the Fourier law for a plane wall:
q˙w = kw
The − Tw
δw
(16.4)
with q˙w the specific heat flux through the wall, kw the thermal conductivity of the refractory
material and Tw the temperature of the internal surface.
The no slip velocity condition is assumed at the walls. This condition creates a boundary
layer that requires fine cells near the walls to be adequately resolved. To avoid the exact solution
of the near wall effects and consequently minimize the cell number requirement, the wall function
approach is used (see Section 4.7.1). In the simulations, the smooth regime is always used,
neglecting roughness effects. Since in the performed simulations the wall y+ is smaller than 30
the two-layer model where the linear viscous region is resolved together with the logarithmic
turbulent region and a blending function is used [173]. A similar approach using a law-of-the-
wall has also been used to resolve the boundary layer for the enthalpy and for the species.
16.3.1. Inlet conditions for the spray modeling
The MEG droplets diameter distribution has been taken from measurements [165] and fitted us-
ing the Rosin-Rummler distribution (see Figure 16.4). In the Figure both mass based distribution
and volume based distribution are presented. The parameters for the mass based Rosin-Rummler
distribution have values of Dmean = 100.9µm and n = 1.776.
Droplets are injected with a velocity of U = 10ms with injection directions distributed
homogeneously in a cone of α = 10o half angle.
16.4. Results of the REGA-glycol-T1 simulation
The calculated streamlines are reported in Figure 16.5. The streamlines for the HVI chemistry
model are in the upper part, while those for the extended JL model are in the middle and those
for the PDF model are reported in the lower part. The near burner region shows a strong recircu-
lation zone where partially reacted gases are brought back to the burner and mixed both with the
enriched air (the gasification medium) and the fuel from the burner inlets. All the models predict
qualitatively the same pattern with similar figures for the total recirculated mass. The recircula-
tion predicted by the HVI model has a strength of m˙rec = 130kgh , corresponding to about 7 times
the amount of air injected into the reactor (approximately 4.6 times the total mass flow injected
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Figure 16.4.: Fitting of the droplet diameter distribution
into the reactor), and it extends up to z = 840mm distance from the burner. The extended JL
model predicts the length of the recirculation to be ∆z = 910mm. The PDF model predicts a
stronger recirculation zone with a strength of m˙rec = 135kgh and a length of ∆z = 800mm.
The predictions of the PDF model also differ in the region downstream of the recirculation zone,
where the streamlines are more open than in the predictions from the EDC based models.
The calculated temperatures, composition (CO, CO2, H2 and CH4) and the droplet veloc-
ities have been compared with the measured values. The measurements have been taken in the
radial direction at two distances from the burner, at z = 300mm (z1) and z = 682mm (z2).
The Figure 16.6 shows contour of the CFD-calculated temperature (Bottom) and the temperature
profile along the axis (Top). Results of the calculations of the EDC model with both chemical
schemes and the PDF model are compared with measured values. The excellent agreement for
all the calculations presented is an indication of the correctness of the adopted thermal boundary
conditions.
In Figure 16.7 the gas temperatures (left) and the composition (right) are shown at five
distances from the burner. All the models show the same general features while differences
appear in details. Up to 150mm from the burner, a cold thin core is formed in the middle of
the reactor, where glycol droplets are present. Around this cold core, a thin and hot flame is
predicted by all the models. Both EDC models show a similar flame structure with the e-JL
model predicting a longer flame while the HVI model is predicting a slightly hotter region. The
predictions of the PDF model show substantial differences in the first 200 mm from the burner.
The mixing between the streams is quicker, and it is accomplished within the first 50 mm from
the burner (the figure predicted by the EDC models is more than 100 mm). As a consequence of
the better mixing and the chemical equilibrium calculations, ignition takes place practically at the
burner. The Figure 16.6 shows clearly the absence of a cold cone region in the PDF calculations.
An immediate ignition of MEG vapors results in a high-temperature region also on the axis,
and this high temperature drives further evaporation (endothermic process) with a subsequent
decrease in temperature clearly seen in Figure 16.6.
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Figure 16.5.: Streamlines predicted by three different models [229]
The maximum temperature predicted by the HVI model is θmax = 2867 K while the e-
JL model predicts θmax = 2775 K. Both temperatures are high for the absence of radicals in
the mixture. Inside the flame, in the first 100 mm from the burner the PDF model, due to the
coupling with chemical equilibrium calculations, predicts up to 2% of radicals, not taken into
consideration in the global mechanisms. As a consequence the PDF model predicts the maximum
temperature of θmax = 2497 K which is substantially lower than the predictions of the other two
model.
From the comparisons presented in Figure 16.7 it is possible to see that both EDC models
predict the temperature and all the composition very accurately at z2 = 680 mm. The HVI
mechanism overpredicts the methane concentration slightly at z2, while at traverse z1 = 300
mm is more accurate and predicts all the species reasonably well. All the calculations well
reproduce the temperatures. The e-JL mechanism predicts higher temperature on the axis while
the species concentrations are not as flat as the measurements indicate. It is worth noticing
that the extended JL mechanism does not reproduce the CO to CO2 ratio near the axis: the
measurements indicate higher carbon monoxide than carbon dioxide concentration while the
extended JL shows the opposite. This mechanism predicts a longer flame and at traverse z1 =
300 mm the gas composition reflects more combustion than gasification.
16.5. Sensitivity Analysis
Because uncertainties, simplifications, and assumptions present in the model, needed for speed-
ing up the calculations, a sensitivity analysis has been performed.
16.5.1. Turbulence models
The standard k- model, the realizable k- and the SST k-ω have been used in place of the more
advanced RSM (see 4.3.1.3 for a short description).
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Figure 16.6.: Top: Measured and predicted gas temperature along the gasifier axis. Bottom: raster plot of
the CFD-calculated temperatures [229]
In the k- models, the turbulent Reynolds stress tensor T is written using the turbulent
viscosity hypothesis:
T = −µT
(
∂Ui
∂xj
+
∂Uj
∂xi
)
(16.5)
with the turbulent viscosity µT expressed as a function of the turbulent kinetic energy k and its
dissipation :
µT = ρCµ
k2

(16.6)
Only two extra equations are needed to close the model, namely the equation for the turbulent
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Figure 16.7.: Temperature (left) and Composition (right) radial profiles [229]
kinetic energy k and the equation for its dissipation . The standard and the realizable k- differ in
the formulation for the turbulent viscosity and in a different transport equation for the dissipation
rate, derived from an exact equation for the transport of the mean-square vorticity fluctuation.
Also, the SST k-ω model is a two-equation turbulence model that attempts to predict tur-
bulent quantity using an equation for the kinetic energy and a second equation for the specific
dissipation rate ω = kCµ . The SST version (Shear Stress Transport) of the model combines the
k-ω turbulence model and k- turbulence model such that the first one is used in the inner region
of the boundary layer and switches to the second one in the free shear flow.
It is known that the standard k- model is weaker than other more advanced turbulence
models in predicting the spread of free round (and planar) jet accurately. Both the realizable
version of the k- and the k-ω model are superior in predicting this kind of flow structure.
Applied to the REGA reactor most of the differences can be seen in the flow field only.
For all the simpler models the strength of the recirculation increases from m˙ = 130 to m˙ =
144 kgh ; in the case of the standard k- model a wider jet is predicted from the comparison of the
axial velocity at z = 300mm presented in Figure 16.8 (left). Despite of these differences the
composition of the gas changes only slightly as also presented in the same figure (right). This
effect can be understood comparing the time scale of the small eddies τ∗ (see Eq (5.90)) and the
fraction of the fine structure γ∗ (see Eq (5.91)). Both quantities are functions of the turbulent k
and  and the differences inside both reaction zones are about 10%.
If the goal of the simulations is to predict the chemical composition of the syn-gas correctly
the choice of the turbulence model is irrelevant.
As already mentioned before, particularly important is the determination of the molecular
diffusion of vapor as a function of temperature, needed for the determination of the evaporation
rate (see Eq. (6.11). Since a change in the diffusivity leads to a quicker or a slower evaporation,
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models. All the model use the HVI chemistry [229]
the consequences of using an inaccurate value are similar to the effects observed using smaller
or bigger droplets.
355

17. Closure
The numerical simulation of solid fuels conversion is a part of the broader field of simulation of
reactive systems, but it stands out because of its peculiar complexity. First of all, the process of
conversion of solid materials involves many chemical reactions and physical processes that have
not yet been completely clarified. As mentioned in the text, an enormous amount of experiments,
measurements, and research has been made over several decades, but still more work is to come.
This is so because solid fuels have a complex chemical structure that undergoes many changes
when temperature increases. This complex behavior has been reviewed in this thesis with an
attempt to explain it using, when possible, a unified view without losing sight of the individual
processes.
This choice has been made for two reasons. Firstly, because solid materials are nowadays
converted and processed in many ways with chemical and thermal changes going on in parallel
and affecting and influencing each other. A unified description is more appropriate than a spe-
cific one for predicting the behavior of the solids in wider ranges without the need to introduce
correction factors or ad hoc parameters. A second reason for a unified description is related to
the large variety of available fuels. Despite the differences between them, some chemical and
physical properties can be linked to more general and fundamental characteristics, reducing the
arbitrariness of some assumptions.
The research in this field has not yet been completed since not all the many complexities
are reduced to unified descriptions and, therefore, the use of experiments and measurements for
a specific fuel is still necessary to close the gaps for the modeling. A drawback of a unified
description of so many complex processes may be a loss of knowledge of each individual pro-
cess. And this drift can be dangerous mainly for students. Due to the lack of experience, they
can miss some correlations or some properties typical of each process. The consideration pre-
sented in this thesis combined both descriptions. The characteristics of each single process have
been described, in conjunction with more advanced modeling that can highlight more general
properties.
In this book, the subject has been presented in conjunction with CFD calculations since
this is the natural mathematical environment for the field of non-equilibrium thermodynamics of
reactive flows. Moreover, the CFD tools become more and more common among engineers and
already are an essential steps in the industrial calculation and design. The possibility of applying
such a sophisticated tool also brings limitations, disadvantages, and issues that are still open.
The main challenge, present in almost all the described models, is the seek for simplicity of the
mathematical description and is a typical feature of every CFD-based model. Without going into
details, each model is a compromise between accuracy and calculability and the balance is a
function of the computer performances. Aiming for this balance, several models have been pre-
sented, starting from the simplest ones (for which the accuracy and the applicability are limited)
up to to the most complex and detailed models (for which the use in simulation of industrial
processes is limited). Both approaches are, in my view, essential in modeling, in the same way as
the description of single processes should be consistent with a unified description (as previously
discussed).
The CFD method has been explained with the same philosophy, with emphasis focused on
the RANS approaches. Several models for the treatment of unclosed terms have been presented
and some of them have been discussed in more details. It is not correct to create the impression
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on young students that everything done in the past is the result of mistakes, approximations or
incorrect assumptions that no one would do today anymore. Even the simplest of the models
is based on analyses that have been developed with the use of some mathematical tools (which
therefore are scientific) from which the young student should learn a lot.
For space reasons, it has not been possible to provide comparisons between the different
models presented even if in a didactic perspective such comparisons are of fundamental impor-
tance and interest. For the same reason, nothing has been written about the solution methods of
the differential equations.
In the second part of the book, the experimental method adopted at the IEVB (an acronym
for the German name: Institut für Energieverfahrenstechnik und Brennstofftechnik) for the anal-
ysis of solid fuels has been described and results of its application have been presented. The
philosophy adopted, is based on three steps:
1. Collection of data for each fuel;
2. Extraction of the parameters needed in the modeling;
3. Validation of the resulting CFD model using simple flames up to semi-industrial scales.
One of the goals of this book (perhaps the main one) was to demonstrate to what extent the
CFD method can predict in-flame measurements. Many examples of calculations where flames
are well predicted are available in the literature, and some of them have been reported here. As a
conclusion, CFD can predict accurately solid fuels conversion processes, with some limitations:
1. Small-scale flames are better predicted than industrial ones;
2. Accuracy deteriorates if details of the fuel are not known;
3. Some inaccuracies are still present in the predictability of CO and NO concentrations.
The limitations listed above become evident to modelers in everyday life when results and
information are requested during designing industrial applications. It is unlikely that the first
CFD run will give results in accordance with measurements. Usually, the excellent agreement
presented in the literature is the results of many years of research, thorough investigations and
uncertainties analysis. Therefore, there is also a list of conditions, experiments, flames, where
the CFD fails to predict the measurements. Those cases are hidden in the drawers, also because
no scientific journal would publish results that are contradicted by measurements.
Last but not least, the explanations, the modeling closures, and the approaches presented in
this thesis are given having in mind applications to industrial processes. Alongside new mod-
els, examples of how CFD calculations produce information, useful in the development of new
technologies, have been presented.
What is to come further? There is still a lot to do in the field of solid fuel modeling. In all
aspects presented here:
• Many closures in the CFD sub-models are behind in development in comparison to the
models designed for combustion of gaseous fuels. Accurate chemistry mechanisms that
involve the relevant light-gas components as well as the tars, begin to be available but their
reduction and implementation into a CFD is still in the infancy. For example, the analysis
of the interaction between chemistry and turbulence based on the Low-Dimensional Man-
ifolds idea works well for gaseous fuels but it has not been yet developed in the case of
solid fuels conversion processes.
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• There is still a lack of understanding of details in many solid fuels conversions. The rates of
pyrolysis, combustion, and gasification at high pressures and high temperatures are seldom
known and, mainly in the case of pyrolysis, the models predicting the dependency of the
products on the thermodynamic parameters lack the required accuracy.
• The uncertainties in measurements must be reduced (in measurements of properties of the
solids);
Is CFD the final tool in thermal-fluid science and thermal engineering?
CFD is an excellent tool, useful in many applications and it solves the basic equations
for the non-equilibrium thermodynamics (invoking the assumption of a Local Thermodynamic
Equilibrium). Theoretically, it could be employed in almost all industrial applications since there
is almost always a fluid in motion. It’s hard to say if it is the ultimate one since for the moment
it has limitations in its reliability and its applicability. But the most important reason why I
would say it cannot be the final tool (at least not in education) is its complexity. Students need
understanding. They need to build their knowledge using smaller blocks until they master them
to such a level that these blocks (sub-models) become distinguishable to them while incorporated
in CFD codes.
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A. Detailed homogeneous combustion
mechanisms
A.1. The reaction scheme
In this section detailed combustion mechanisms for few relevant molecules (hydrocarbons) are
reviewed. Generally, the oxidation path can be divided into three main steps [383, 117]:
1. the fuel is attacked by H and O radicals and is converted in CHi radicals and H2. Hydrogen,
in the presence of oxygen, is converted into water;
2. the CHi radicals oxidize further to CO and H2 that is later converted into water;
3. CO is oxidized to CO2.
Considering the enthalpy of formation of the given species it is easy to show that about 25% of
the energy of the process is released in the last step.
Typical behavior in a premixed flame front is shown in Figure A.1. Methane is the only
fuel, and the oxidizer is air with λ = 1.1. The mixture is preheated to a temperature of 1500 K.
In the figure, it is possible to recognize three regions.
Pre-ignition region: At the beginning, just after the pre-mixing, the gas needs a certain amount
of time to start the reaction and ignite itself. The ignition time depends on the composition
and the mixture temperature. For compositions near the ignition limits and temperatures
near the ignition temperature, this time is longer, reaching a minimum near the stoichio-
metric conditions.
Combustion region: After ignition, the speed of reactions gradually increases. This region
is a transition region where several reaction rates scales play an important role. The con-
centration of fuel (in the case of Figure A.1 only methane) and oxygen start to decrease,
and the products are formed. Each fuel has a different kind of transition regions. For
hydrocarbons in conventional combustion conditions, the transition is extremely fast: the
radicals attack and quickly dissociate the hydrocarbon molecules. For CO and even for H2
the transition is slower. The concentration of intermediate species (hydrogen in Figure A.1
is one of them) and the radicals, after ignition, can reach high peaks and then decrease
towards equilibrium.
Post-combustion region: The reaction rates decrease in this region. The time dependence
is lower, and almost all the species are near equilibrium.
The importance of these three regions has been reconsidered in Section 5.4, with regards to the
interaction with turbulence since each model is based on assumptions valid only in one of the
aforementioned regions.
Detailed mechanisms are formed by a large number of chain reactions in which stable
molecules react with radicals. Chain reactions can be grouped into five main categories de-
pending on the fate of the radicals involved:
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Figure A.1.: Premixed flame front for CH4 and air in lean condition with inlet temperature of 1500 K. The
circles point out the three different regions in which hydrocarbons combustion can be divided
1. Chain initiation, in which radicals are formed from stable molecules;
2. Chain branching, in an attack of a radical to a stable molecule, cause the number of radicals
to increase;
3. Chain propagation, in which the number of radicals is left unchanged;
4. Chain inhibition, in which the number of radicals decreases;
5. Chain termination, in which radicals recombination to stable molecules let no free radicals
available.
Every step is made up of different reactions depending on the temperature and pressure but
also from the geometrical structure of the flame considered. In this chapter, several oxidation
mechanisms for diffusion flames are shortly described.
A.1.1. The formation and destruction of H2
The combustion of hydrogen is important since it is the last step of combustion for all the fuels
containing H atoms. This section follows the review of [383] closely, but more extended reviews
can be found in [434, 117, 401].
The formation of H2 is due to the breaking of the hydrocarbon chains mainly following the
reactions:
CH4 + H −−⇀↽− CH3 + H2 (R A.1)
C2H4 + H −−⇀↽− C2H3 + H2 (R A.2)
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CH3 + H −−⇀↽− CH2 + H2 (R A.3)
CH2O + H −−⇀↽− HCO + H2 (R A.4)
CH3 + O −−⇀↽− H + H2 + CO (R A.5)
The initiation reactions for the oxidation are1:
H2 + O2 −−⇀↽− HO2 + H (R A.6)
followed by the reactions involving radicals:
H + O2 −−⇀↽− OH + O (R A.7)
H2 + O −−⇀↽− OH + H (R A.8)
H2 + OH −−⇀↽− H2O + H (R A.9)
O + H2O −−⇀↽− 2 OH (R A.10)
The chain-terminating reactions are the three body recombination reactions:
H + O + M −−⇀↽− OH + M (R A.11)
H + OH + M −−⇀↽− H2O + M (R A.12)
together with the recombination of H and O into hydrogen and oxygen.
When the following reaction:
H + O2 + M −−⇀↽− HO2 + M (R A.13)
becomes active, then the reactions of the hydroperoxide radical (HO2) follow:
HO2 + H −−⇀↽− 2 OH (R A.14)
HO2 + H −−⇀↽− H2O + O (R A.15)
HO2 + O −−⇀↽− O2 + OH (R A.16)
HO2 + OH −−⇀↽− H2O + O2 (R A.17)
and the reactions of the hydrogen peroxide (H2O2):
HO2 + HO2 −−⇀↽− H2O2 + O2 (R A.18)
HO2 + H2 −−⇀↽− H2O2 + H (R A.19)
and:
H2O2 + OH −−⇀↽− H2O + HO2 (R A.20)
H2O2 + H −−⇀↽− H2O + OH (R A.21)
H2O2 + H −−⇀↽− HO2 + H2 (R A.22)
H2O2 + M −−⇀↽− 2 OH + M (R A.23)
1The thermal dissociation of H2 is important only at very high temperature
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A.1.2. The formation and destruction of CO
This important mechanism has been already summarized in Section 9.1.
A.1.3. Oxidation of CH4
At high temperature (T ≥ 1500 K) the thermal decomposition of methane is the initiating step
of the oxidation process:
CH4 + M −−→ CH3 + H + M (R A.24)
With the presence of H radical (in stable diffusion flames), the oxidation process for the system
H2 - O2 takes place quickly and the other reactions are more effective in extracting the hydrogen
radical from the methane molecule:
CH4 + H −−→ CH3 + H2 (R A.25)
CH4 + OH −−→ CH3 + H2O (R A.26)
The reaction with the OH radical is usually the fastest.
If the further oxidation of the ethyl radical is slow for example in the region of the flame
where no oxygen is present, the recombination reaction to form ethane takes place:
CH3 + CH3 −−→ C2H6 (R A.27)
The ethane formed by the previous reaction has to be oxidized further as soon as oxygen is
available.
Competing with the reaction R A.27, the most effective reaction is the following:
CH3 + O2 −−→ CH3O + O (R A.28)
The methoxy radical CH3O decompose rapidly into formaldehyde:
CH3O + M −−→ H2CO + H + M (R A.29)
The formaldehyde is attacked by radicals to give HCO:
H2CO + H −−→ HCO + H2 (R A.30)
H2CO + O −−→ HCO + OH (R A.31)
H2CO + OH −−→ HCO + H2O (R A.32)
that reacts further to CO.
In Figure A.2, Figure A.3 and Figure A.4 the reaction path diagrams following C for λ < 1,
λ = 1 and λ > 1 respectively are presented. The diagrams are created from the simulation of a
opposite diffusion flame (flamelet) for methane and air at a strain of χ = 1 1s .
The following can be observed:
1. In under-stoichiometry conditions (figure Figure A.2) methane reacts to ethane and acety-
lene (the second being favored in this conditions). No CO is formed.
2. In stoichiometry conditions (figure Figure A.3) the main path through formaldehyde is
active. Ethane has been already oxidized while the path through acetylene (to CO) is
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still active. CO is now formed from HCO (from formaldehyde) and dissociation of CO2
eventually formed in other reactions.
3. At higher stoichiometry (figure Figure A.4) CO is oxidized to CO2.
In Figures Figure A.5, Figure A.6 and Figure A.7 the reaction path diagrams following H
for λ < 1, λ = 1 and λ > 1 respectively are presented. Much more reactions are present in
those diagrams but the paths identified from the previous analysis are still recognized. The main
difference now is the presence o hydrogen, formed during radical reactions at sub-stoichiometry
and stoichiometry conditions. Hydrogen will be slowly oxidized as soon as radicals recombine.
Globally the methane oxidation could better be described by the reaction:
CH4 + O2 −−→ CO + H2 + H2O
followed by oxidation of CO and H2.
A.1.4. Oxidation of higher hydrocarbons
The importance of higher order hydrocarbons results not only from their substantial presence in
the fuel composition but also, as already seen in the Section above, from the fact that methyl
radicals recombine to give ethane.
In the absence of radicals the long hydrocarbon molecules split thermally and a C−C bond
is broken:
CnH2n+2 + M −−→ R′ + R′′ + M (R A.33)
where R′ and R′′ are two radicals of lower order. Some of the C − H bonds are also broken,
leading to the formation of the H radical:
CnH2n+2 + M −−→ CnH2n+1 + H + M (R A.34)
Other low-temperature reactions can also be present as, for example, the low-temperature
reaction with oxygen. The final result of these first steps is the formation of H radicals that can
react with O2 leading to the formation of a pool of radicals. After that pool is formed, the fuel is
reduced following the reactions:
R−H + OH −−→ R + H2O (R A.35)
R−H + X −−→ R + H−X (R A.36)
where R represent one of the alkyl radicals and X is mainly one of O, OH, H or CH3 radicals
with the reaction rates being dependent also on which H atom is abstracted.
The alkyl radical is usually highly unstable and dissociates into an olefin and a lower order
radical or, in the case of the ethyl radical, into ethene and H.
Propane forms either n-propyle radical (the H abstracted was linked to a C atom at the end
of the chain) or an iso-propyl radical (the H abstracted was attached to the central carbon atom
of the chain). The two radicals form propene (from the iso-propyl radical) and ethene (from the
n-propyl radical):
n-C3H7 + M −−→ C2H4 + C3 (R A.37)
i-C3H7 + M −−→ C3H3 + H (R A.38)
The reaction rate of the second path is higher than the first.
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The H removed by alchene molecules is usually the one not linked to a double bonded C
atom. Therefore all the higher hydrocarbons commonly present in the natural gas form ethene,
before reacting to CO.
In the case of ethane oxidation, for the removal of the H atom the ethyl radical C2H5 can
react directly with oxygen:
C2H5 + O2 −−→ C2H4 + HO2 (R A.39)
The primary attack on ethene is by the O radical:
C2H4 + O −−→ CH3 + HCO (R A.40)
but other reactions can be involved, like:
C2H4 + O −−→ CH2 + H2CO (R A.41)
C2H4 + OH −−→ CH3 + H2CO (R A.42)
C2H4 + OH −−→ C2H3 + H2O (R A.43)
C2H4 + H −−→ C2H3 + H2 (R A.44)
The species formed up to now undergo mainly the following transformations:
C2H3 + M −−→ C2H2 + H + M (R A.45)
C2H3 + O2 −−→ C2H2 + HO2 (R A.46)
C2H2 + O −−→ CH2 + CO (R A.47)
CH2 + O −−→ H2CO + O (R A.48)
A.1.5. The oxidation of aromatic compounds
The pyrolysis and the oxidation of aromatic compounds are both problematic processes to be gen-
erally described since many species are involved, and those species usually have very different
chemical properties. The reaction of Benzene must be treated separately since no hydrocarbon
radicals are attached to the ring, bat also Toluene has a proper reactivity that resembles the one
of Benzene.
The aromatic ring interferes with the reactivity of the attached molecules changing the se-
lectivity how carbon atoms react, but usually the side chains are converted before the ring itself
since (at higher temperatures) the radicals react faster with the ring than the rate of thermal dis-
sociation. Of importance is also the knowledge when the ring chemically opens or thermally
decomposes changing the way the remaining molecules reacts.
In the case of benzene, experiments at high temperatures have shown a sequence of sta-
ble compounds following the order [128]: phenol, cyclopentadiene, vinyl acetylene, butadiene,
ethene, and acetylene. The combustion of toluene (and higher alkylated aromatics) is remark-
ably similar to the oxidation of benzene. During the conversion, the ring remains stable until
the molecules have reached the phenyl radical stage. From the C6 stage, identical mechanisms
follow.
Aromatic compounds have the property to react with other compounds, by electrophilic
substitution reactions. The most important reactions are:
1. Halogenation, with the formation of Chlorobenzene;
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2. Nitration, with the formation of Nitrobenzene;
3. Sulfonation, with the formation of Benzenesulfonic acid.
Those reactions open up the possibility that in solid fuel conversion, tars can react with the
vapors from the ash evaporation.
A.1.6. Simplified combustion
In a CFD calculation, it is prohibitive to manage the chemistry calculation in such a detail as
described in the previous Section. To simplify the chemistry calculation, several strategies are
adopted.
Simplified mechanisms: Not all the species and not all the reactions are important in com-
bustion. In such a way, several simplified mechanisms are considered. These mechanisms
differ in the number of species and number of reactions. The reaction rates are given using
an Arrhenius expression as for the complete mechanisms.
Reduced mechanisms: Only a small number of main species are resolved and the reaction
mechanism is extremely simplified. To improve the generality of the schemes the reaction
rates are not given in an Arrhenius form, but in other analytical forms, which are typically
complex functions of temperature and main species concentration. The concentration of
radicals generally is estimated using either the quasi-steady state approximation or the
partial equilibrium approximation.
Global mechanisms: As in the reduced mechanisms, only the main species are taken, and
only a few steps are resolved, but the reaction rates are given in an Arrhenius form. The
parameters of the Arrhenius formula are usually derived either by fitting experimental
data or by performing more detailed chemistry calculations. The effect of the radicals is
omitted.
The combustion of natural gas can be modeled using the following mechanisms:
Two-step mechanism: The hydrocarbon mixture comprises of methane and a numerical fuel 2
that react following the two-step mechanism:
CH4 + 1.5 O2 −−→ CO + H2O (R A.49)
CxHy + 0.5 (x + 0.5 y) O2 −−→ xCO + 0.5 yH2O (R A.50)
CO + 0.5 O2 −−→ CO2 (R A.51)
The reaction rates are taken from Dryer [95].
Four-step mechanism: The mixture contains only methane and the reactions proceed as fol-
lows:
CH4 −−→ CH3 + 0.5 H2 (R A.52)
CH3 + 0.5 O2 −−→ 2 CO + 3 H2 (R A.53)
CO + 0.5 O2 −−→ CO2 (R A.54)
H2 + 0.5 O2 −−→ H2O (R A.55)
2A Numerical Fuel (NF ) is a hypothetical fuel of the form CxHyOzNt where the parameters x, y, z and t are
calculated from the composition of the parent mixture. The molecular weight, the specific heat and the formation
enthalpy can also be calculated from the parent fuel composition.
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Four-step mechanism: The hydrocarbon mixture is represented by a numerical fuel (CxHy)
only and the reaction mechanism scheme proposed by Jones and Lidestedt [169] is as
follows:
CxHy + xH2O −−→ xCO + 0.5 (y + 2 x) H2 (R A.56)
CxHy + xO2 −−→ xCO + 0.5 yH2 (R A.57)
CO + H2O←−→ CO2 + H2 (R A.58)
H2 + 0.5 O2 ←−→ H2O (R A.59)
Nine-step mechanism: The mechanism of combustion is as follows, with a mixture of 9
species (derived from the Augmented Reduced Mechanism of Chen et al. [359, 360, 361]):
H2 + O2 −−⇀↽− H + OH (R A.60)
4 H + O2 −−⇀↽− H2 + 2 OH (R A.61)
H + O −−⇀↽− OH (R A.62)
H2 + 2 O + CH3 −−⇀↽− 4 H + OH + CO (R A.63)
O + CH4 −−⇀↽− OH + CH3 (R A.64)
H + OH + CO −−⇀↽− H2 + CO2 (R A.65)
H + OH −−⇀↽− H2O (R A.66)
5 H + NO −−⇀↽− 2 H2O + OH + N2 (R A.67)
O + N2O −−⇀↽− O2 + N2 (R A.68)
14-step mechanism: The mechanism contain 19 species and 14 reactions (derived from the
Augmented Reduced Mechanism of Chen et al. [359, 360, 361]) :
H + 0.5 O2 −−⇀↽− OH (R A.69)
H2 + 0.5 O2 −−⇀↽− H + OH (R A.70)
HO2 −−⇀↽− 0.5 O2 + OH (R A.71)
0.5 O2 + H2O2 −−⇀↽− OH + HO2 (R A.72)
0.5 O2 + 0.5 C2H2 −−⇀↽− H + CO (R A.73)
CH3 + CO + C2H4 −−⇀↽− 0.5 O2 + CH4 + 1.5 C2H2 (R A.74)
0.5 O2 + 2 CH3 −−⇀↽− H2 + CH4 + CO (R A.75)
0.5 O2 + CH4 −−⇀↽− H + CH2O (R A.76)
0.5 O2 + CO −−⇀↽− CO (R A.77)
0.5 O2 + C2H6 −−⇀↽− CH4 + CH2O (R A.78)
H + OH −−⇀↽− H2O (R A.79)
H + CH4 + NO + HCN −−⇀↽− 0.5 O2 + 2 CH3 + N2 (R A.80)
H + 0.5 O2 + CH4 + HCN −−⇀↽− 2 CH3 + NO (R A.81)
0.5 O2 + CH4 + NH3 + HCN −−⇀↽− H2O + 2 CH3 + N2 (R A.82)
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It is worth noticing that in the last two reduced mechanisms, NO production is considered within
the principal mechanism itself and not as a post-processor.
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Figure A.2.: Reaction path diagram following C for λ < 1
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Figure A.3.: Reaction path diagram following C for λ = 1
373
A. Detailed homogeneous combustion mechanisms
Figure A.4.: Reaction path diagram following C for λ > 1
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Figure A.5.: Reaction path diagram following H for λ < 1
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Figure A.6.: Reaction path diagram following H for λ = 1
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Figure A.7.: Reaction path diagram following H for λ > 1
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B.1. The energy balance
The steady-state energy balance of a combustion chamber is written in the following way:
H˙in = L˙+ Q˙+ H˙out (B.1)
where: H˙in is the total energy flow in inlet, L˙ are the losses, Q˙ is the heat transfer to the process
and H˙out is the enthalpy flow of the exhaust gas.
The total enthalpy flow in inlet is determined as the sum of the enthalpy of the fuel H˙in,F
plus the enthalpy of the comburent H˙in,A and the enthalpy of the fuel is the sum of its chemical
enthalpy and its physical enthalpy. Both enthalpy flows can be written in terms of the specific
enthalpy h:
H˙in,F = m˙F · (LCV + hF (TF )) (B.2)
and when physical enthalpy is expressed in term of the specific heat of the fuel cp,F :
H˙in,F = m˙F ·
LCV + TF∫
T0
cp,F (T ) dT
 (B.3)
The enthalpy of the comburent can be written in a similar way:
H˙in,A = m˙AhA(TA) (B.4)
and in terms of the specific heat:
H˙in,A = m˙A ·
 TA∫
T0
cp,A(T ) dT
 (B.5)
The enthalpy of the exhaust gas, considering complete combustion, does not contain any
term for the chemical enthalpy and can be written:
H˙out = m˙outhout(Tout) (B.6)
and in terms of the specific heat:
H˙out = m˙out ·
 Tout∫
T0
cp,out(T ) dT
 (B.7)
It is worth noticing that in equations B.3, B.5 and B.7 the specific heat has to be determined from
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the composition of the gas:
cp(T ) =
∑
i
Yicp,i(T )
where Yi are the mass fractions of each species present in the gaseous mixture and cp,i are the
specific heat of each specie. At high temperatures it is not possible to calculate the gas com-
position simply from a (complete combustion) stoichiometry calculation because dissociation of
molecules is present. Therefore if equation B.7 is to be used, dissociation has to be taken into
account. The same argument is valid also for the physical enthalpy of the gas and of the air but
in this cases dissociation plays a minor role.
Together with the energy balance the mass balance must also holds:
m˙F + m˙A = m˙out (B.8)
The ratio between m˙F and m˙A is fixed by the excess air ration λ:
λ =
m˙A
m˙sto
(B.9)
where m˙sto is the stoichiometric amount of air needed. This is a linear function of the mass flow
of the gas:
m˙sto = m˙F L (B.10)
The factor L determines the amount in kg of air per kg of fuel and is dependent only on the
ultimate composition of the fuel. Using the relation B.9, the mass flow of the exhaust gas can be
expressed as a function of the mass flow of the fuel:
m˙out = m˙F (1 + λL) (B.11)
The general form of the energy balance in a combustion chamber can be finally written with
the help of the previous equations:
m˙F · (LCV + hF + λLhA) = L˙+ Q˙+ m˙F · (1 + λL)hout (B.12)
B.1.1. Furnace exit temperature
The left hand side of equation B.12 is often called as total thermal input (TTI) into the system:
TTI = m˙F · (LCV + hF + λLhA) (B.13)
Dividing both sides of equation B.12 by m˙F · LCV , and after some algebra one obtains:
Q˙+ L˙
m˙F · LCV =
(1 + λL)hout
LCV
+
hF
LCV
+
hA
LCV
(B.14)
The ratio Q˙+L˙m˙F ·LCV is the fraction of the fuel thermal input that is extracted by the process
(including heat losses). For a given fuel and a given preheat the ratio is a function of the excess
air (λ) and the furnace exit temperature Tout only so that:
Q˙+ L˙
m˙F · LCV = f(λ, Tout) (B.15)
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It is worth observing that for Q˙+ L˙ = 0:
Tout = Tad (B.16)
If Tin = T0 ( no preheat) Equation B.14 simplifies further to:
X =
Q˙+ L˙
m˙F · LCV = 1−
(1 + λL)hout
LCV
(B.17)
The ratio X is a fraction of the fuel thermal input that is available for the process and
therefore it is often called in short percentage available heat.
B.2. Efficiencies
In order to quantify the performance of a furnace, heater, or an industrial plant a parameter called
efficiency is used. In general it is defined as:
η =
RESULT
INPUT
(B.18)
What is regarded as RESULT and what as INPUT (effort) depends on the engineer that
formulates the question and therefore a number of efficiencies are in use. First of all one may
consider the calculation of efficiency of a whole plant or a specific part of the plant. Usually, a
furnace is just a part of an entire plant and therefore maximizing its efficiency is a task of the
furnace operator.
To calculate an efficiency both the RESULT and the INPUT must be in the same units
and must correspond to the same control volume. By the control volume, one means a fictitious
boundary that encompasses the plant or its specific part for which we intend to calculate effi-
ciencies. Usually, several energy (enthalpy) streams enter the control volume and one or more
of them the engineer regards as the INPUT (effort). Similarity several energy streams leave
the control volume and here again the engineer has to decide which of them are seen as the
RESULT .
Consider a simple furnace for continues heating of a charge. The enthalpy increase of the
charge is ∆H˙C . For the transport of the charge, a water-cooled transporter is used that also takes
up the heat marked herewith as ∆H˙T . The furnace heat loss is marked L˙. The furnace is fired
with the fuel of H˙f enthalpy while the enthalpy of the combustion air stream is H˙a. The enthalpy
of the combustion products leaving the furnace is H˙out.
The control volume for the energy balance of the furnace is marked using the dotted line.
The energy balance for the control volume reads:
H˙f + H˙a = L˙+ ∆H˙T + ∆H˙C + H˙out (B.19)
The sum L˙+ ∆H˙T + ∆H˙C is the available heat ( Q˙) introduced previously while the ratio
X = Q˙
H˙f
represents the percentage available heat.
Several efficiencies can be easily defined. Let begin with the overall efficiency of the heating
process of the charge:
Process efficiency
ηp =
∆H˙C
H˙f + H˙a
(B.20)
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Furnace efficiency
ηf =
L˙+ ∆H˙T + ∆H˙C
H˙f + H˙a
(B.21)
Heat transfer efficiency
ηht =
∆H˙T + ∆H˙C
L˙+ ∆H˙T + ∆H˙C
(B.22)
Heat transfer charge/transport elements
ηhtc =
∆H˙C
∆H˙T + ∆H˙C
(B.23)
The process efficiency can be expressed as a product of specific efficiencies since:
ηp = ηf · ηht · ηhtc (B.24)
If there is no preheat of the combustion air stream (H˙a = 0) the process efficiency (ηp)
equals the fuel utilization efficiency (or percentage of available heat) showing the fraction (per-
centage) of fuel thermal input (H˙f ) that is realized as the useful output of the furnace.
While formulating the energy balance and subsequently while deriving the efficiencies, we
assumed that the latent heat of moisture in combustion products would not be utilized. However,
if one insists on the correctness of the above formulation with the first law of thermodynamics,
we should have used Gross (High) Calorific Value, as it has already been explained. A new trend
in designing of industrial boilers for water heating and production of low-pressure steam is to
condense the moisture. This, however, requires materials (steel with a ceramic coating) of high
resistance to corrosion. For such boilers, the efficiency should be defined using a Gross Calorific
Value (GCV ) of the fuel otherwise efficiencies larger than 100% may occur.
With preheating of the air, the efficiency of a combustion chamber is generally defined as
the heat used Q˙ divided by the energy in input H˙in:
 =
Q˙
H˙in
(B.25)
The amount of heat Q˙ needed for the process is independent of the combustion chamber because
is only determined by the process itself. Eliminating Q˙ using the energy balance the previous
equation can be written:
 = 1− L˙+ H˙out
H˙in
(B.26)
Explicitly written:
 = 1− L˙+ m˙outhout
m˙F (LCV + hF + λLhA)
(B.27)
B.2.1. Fuel (utilization) efficiency
One of the most important efficiency that describes furnace (or plant) operation is fuel efficiency
or fuel Utilization factor. The factor shows the fraction of the fuel energy (ηfuel) that is utilized
as useful heat. Thus,
ηfuel =
∆H˙C
H˙f
(B.28)
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B.2.2. Plant efficiencies
For the evaluation of the performances of an entire plant, the control volume must include all
the elements, facilities and mass or energy exchange among all the single systems. Plant fuel
efficiency is:
ηplant,fuel =
∆H˙C
H˙f
(B.29)
where H˙f stands for chemical enthalpy of the fuel only.
The plant thermal efficiency (heating process efficiency) is defined as:
ηplant,fuel = 1− H˙out
H˙f
(B.30)
where H˙f is the chemical enthalpy of the fuel and H˙out is the enthalpy of the combustion prod-
ucts leaving the plant.
B.2.3. Efficiency with no losses
Usually, the losses in a combustion chamber are only a few percents of the total thermal input
inside the furnace. If they can be neglected, the expressions of the energy balance and the effi-
ciency of the combustion chamber are simplified. The energy balance from the general equation
B.12 now reads:
m˙F · (LCV + hF + λLhA) = Q˙+ m˙F · (1 + λL)hout
from which the amount of fuel needed for the process can be calculated:
m˙F =
Q˙
LCV + hF + λLhA − (1 + λL)hout (B.31)
The efficiency given by the relation B.27 can be written:
 = 1− m˙outhout
m˙Fhin
(B.32)
where for compactness hin = LCV + hF + λLhA With the help of equation B.11 the ratio
between the mass flow of the fuel m˙F and the total mass flow m˙out can be expressed only as a
function of fixed quantities:
 = 1− (1 + λL)hout
hin
(B.33)
The denominator in the previous expression can be expressed as a function of other fixed
quantities, namely the adiabatic temperature Tad. The definition of the adiabatic temperature
follows from the energy balance B.12 with all the heat extracted equal zero:
H˙in = H˙ad (B.34)
The total inlet enthalpy is already defined by the equations B.2 and B.4, while the total enthalpy
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of the exhaust gas is defined in B.6 with the replacement Tout = Tad:
Hin = m˙out ·
 Tad∫
T0
cp,out(T ) dT
 (B.35)
The previous equation can also be simplified using equation B.11, eliminating the dependency
from the amount of fuel:
hin = (1 + λL)
Tad∫
T0
cp,out(T ) dT (B.36)
= (1 + λL)had
The expression of hin derived in the previous equation can be inserted into equation B.33
and the efficiency can be written:
 = 1− hout
had
= (B.37)
= 1−
∫ Taut
T0
cp,out(T ) dT∫ Tad
T0
cp,out(T ) dT
It has to be noted that in equation B.37 the specific heat cp is the same in the denominator as
well as in the nominator. The previous equation can be written as a function of the mean specific
heat cp defined by:
cp(T ) =
1
T
T∫
T0
cp(s) ds (B.38)
The relation B.37 becomes:
 = 1− cp,out(Tout)(Tout − T0)
cp,out(Tad)((Tad − T0) (B.39)
In the previous equation the two mean specific heats cannot be simplified in general because cp is
a function of the temperature. If the temperature Tout is relative high, then its dependency from
T is not anymore so strong and it can be assumed that cp at both temperature is equal, leading to
the final (but approximated) relation for the efficiency of a combustion chamber:
 = 1− Tout − T0
Tad − T0 (B.40)
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Radiation is an important mechanism of heat transfer, especially in a furnace at higher temper-
atures. The complexities of solving the RTE in general geometries with participating media has
been shortly summarized in Section 10.4 and in Section 4.8 and more details can be obtained
from [247, 158, 385].
In this Appendix, two further aspects are considered of the modeling glycol gasification
[229] already discussed in 16:
1. Calculation of the gas radiation properties;
2. Calculation of the absorption and scattering on solid particles;
will be analyzed. Two most advanced calculations will be used to derive parameters for two
simplified models Those models will be applied to the simulation of the atmospheric gasifier
presented in Chapter 16.
C.1. Gas radiation properties
As already stated, the RTE with constant absorption coefficient is valid for one single wavenum-
ber only. In principle, the RTE must be solved for each wavenumber, and the spectral intensity
must be integrated over the whole wavenumber range to yield the total intensity I =
∫
Iη · d η.
In solid fuel conversion, the most important species participating in radiation are CO2, H2O, and
CO whose spectra consists of several million individual spectral absorption lines. Several models
to avoid integration over the whole spectrum exist and they differ in computing power and accu-
racy. The most accurate is the line-by-line model which considers each individual absorption line
using spectral databases like HITEMP-2010 [299] with a typical resolution of ∆η = 0.01 cm−1.
A gray-gases model (WSGGM) [157] has also been developed based on accurate spectral
line-by-line calculations using HITEMP-2010 database [299]. The RTE is solved for each gray
band k separately and weighted by its temperature weighting function wk. Assuming negligible
scattering, the RTE can then be written for each gray gas [248]
d Ik
d s
= −ak · Ik + wk · ak · Ib (C.1)
Summation over all gas contributions yields to the total intensity I =
∑
Ik.
The same method, described in [9, 7, 8] has been used to calculate the absorption spectra
as a starting point for the evaluation of the emissivity as a function of temperature for different
pressure-path lengths pa ·L where p is the sum of partial pressures of all radiatively participating
molecules and L is the optical path length. In the WSSGM the total emissivity is calculated using
εtot =
Ng∑
k=0
wk(T ) ·
[
1− exp (−ak · pa · L)
]
(C.2)
where Ng is the number of gray gases, wk is the temperature scaling function of gas k, ak is the
pressure-based absorption coefficient of pseudo gas k, and pa ·L is again the pressure path-length.
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An example of a fitted WSGGM using 5 gray gases (plus a clear gas) and a 6th degree
polynomial for the weighting function is shown in Figure C.1. Emissivities calculated using the
fitted WSGGM differ by 0.017 %± 1.272 % from the line-by-line calculated values.
500 1000 1500 2000 2500 3000
Temperature / K
10-4
10-3
10-2
10-1
100
Em
is
si
vi
ty
xH2O = 0.33, xCO2 = 0.13, xCO  = 0.18, 5x7
0.01bar*cm
0.025
0.063
0.157
0.393
0.983
2.46
6.16
15.42
6000bar*cm
LbL
Fit
Figure C.1.: Example of a fitted WSGGM using 5 gray gases (plus a clear gas) and a 6th degree polynomial
for the weighting function [6].
The produced sets of tabulated values have been implemented into the CFD solver and in
each computational cell radiative properties are evaluated using the local composition. The radia-
tion source is important since it contributes to the energy equation and, therefore, influences both
the temperature field and the gas composition. The source term S is defined as the divergence of
the radiative flux field ~˙q [247]:
S = −∇ · ~˙q = −∇ ·
∫
4pi
I · ~s · d Ω (C.3)
The CFD calculations have been carried out using either a constant emissivity, determined
using a typical gas composition inside the gasifier and a typical temperature, or WSGGM is used
which facilitate a variable absorption. The constant absorption coefficient a for the DO solver is
then calculated through the mean beam length Leq:
a = − ln (1− ε)
Leq
= 0.53 m−1
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The calculation using the constant absorption coefficient is used as a reference case. The absorp-
tion coefficient in case of the WSGGM is an average value calculated using:
a = pa ·
5∑
k=0
wk (T ) · ak
The following conclusions can be drowned by the analysis of the results (see [110]):
1. The mean absorption coefficient is larger than the constant value 0.53 1m almost throughout
the whole domain.
2. The radiation flux incident on the walls, changes only slightly and most of the changes are
in the near-flame region.
3. The radiation source changes especially in the flame region but, the effect on the temper-
ature field is small since in this region the energy source due to the chemical reactions is
much larger (around two orders of magnitude) if compared to the radiative contribution.
Figure C.2 shows the wall incident radiation, the radiative as well as total (radiation plus
convection) heat flux to the inner tube wall of the REGA reactor, and the internal wall temper-
ature. Due to the WSGGM, the surface incident radiation is increased in the near-flame region
so that the wall temperature is slightly increased. As can be seen in Fig. Figure C.2, the ra-
diative heat flux to the wall significantly increases whereas the total heat flux increases to a
lesser extent since due to the higher wall temperature the convective heat transfer decreases. The
total (radiation + convection) heat flux to the wall is 34.22 kW (reference case) and 36.17 kW
(WSGGM), whereas for the radiative heat flux alone values of 26.41 kW (reference case) and
33.59 kW (WSGGM) are applicable so that in case of the WSGGM the contribution of radiation
is more pronounced if compared to the convective part.
C.1.1. Absorption and Scattering on droplets
Besides the gas radiation properties, also the contribution of the droplets must be taken into
account. In contrast to gaseous molecules, droplets do not only emit and absorb but also scatter
the radiation intensity. Assuming spherical droplets, scattering coefficients can be calculated
using the Mie-Lorentz theory [386, 247]; the emissivity or absorption also depends on the droplet
diameter or more precisely on the diameter distribution.
The contribution of droplets to the radiative intensity field is calculated during Lagrangian
particle tracking. The particles absorption coefficient inside a numerical control volume is cal-
culated by summing up the contribution of all particle classes inside the volume: [74]:
ap =
N∑
n=1
Qabs,n · Ap,n
VCV
(C.4)
where Qabs,n is the absorption efficiency of the nth droplet, Ap,n is the droplet’s projected area,
and VCV is the cell’s volume. A similar expression holds for the scattering coefficient:
σp =
N∑
n=1
Qsca,n · Ap,n
VCV
(C.5)
where Qsca,n is the scattering efficiency of the nth droplet.
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Figure C.2.: Effect of the WSGGM on the (i) wall surface incident radiation, the (ii) radiative as well as (iii)
total (radiation + conduction) heat flux to the wall, and the (vi) wall temperature [110]
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The calculations of the droplets volume fraction using the experimentally determined di-
ameter distribution for REGA-1 conditions have shown that the value of the average distance
between droplets is comparable with pulverized coal combustion [247] so that the scattering can
be treated as independent.
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Figure C.3.: Diameter-Distribution-Averaged Phase function which has been further averaged using Planck’s
function at 1400 K temperature.
Figure C.3 presents an example of a diameter-distribution-averaged phase function which
has been further averaged using Planck’s function at 1400 K temperature.
The following conclusions can be derived for the application of the Mie scattering to CFD
simulations:
1. The theory let the exact calculations of the absorption coefficient and the scattering coeffi-
cient based on the spectral data of the particle (in this case liquid Glycol);
2. It confirms the application of the geometrical optics for the droplets present in the REGA
gasifier;
3. It confirms the weak diameter dependency of the characteristics mentioned above and
therefore confirms the simple approach used in the standard model;
4. It shows that any of the important quantities in radiative transfer calculations are affected
by the utilization of the exact theory.
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