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Abstract In the context of global/goal-oriented er-
ror estimation applied to computational mechanics, the
need to obtain reliable and guaranteed bounds on the
discretization error has motivated the use of residual
error estimators. These estimators require the construc-
tion of admissible stress fields verifying the equilib-
rium exactly. This article focuses on a recent method,
based on a flux-equilibration procedure and called the
element equilibration + star-patch technique (EESPT),
that provides for such stress fields. The standard ver-
sion relies on a strong prolongation condition in or-
der to calculate equilibrated tractions along finite el-
ement boundaries. Here, we propose an enhanced ver-
sion, which is based on a weak prolongation condition
resulting in a local minimization of the complementary
energy and leads to optimal tractions in selected re-
gions. Geometric and error estimate criteria are intro-
duced to select the relevant zones for optimizing the
tractions. We demonstrate how this optimization pro-
cedure is important and relevant to produce sharper
estimators at affordable computational cost, especially
when the error estimate criterion is used. Two- and
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1 Introduction
In a wide variety of engineering disciplines, verification
of the quality of the numerical modeling of physical sys-
tems has become an important issue at both industrial
and research levels. Starting from an initial mathemat-
ical model, referred to as the reference model, and com-
ing from continuum mechanics, one usually constructs
a discretized model suited to current numerical engi-
neering tools. One of the most powerful and popular
design tools is the finite element method (FEM); it is
extensively used to obtain approximate numerical so-
lutions. The mastering and control of the quality of a
finite element analysis boomed about 40 years ago [14,
18,3,41]. Pioneering developments of effective methods
concerning the assessment of the global error discretiza-
tion provided a reliable mean to control the global qual-
ity of a FE simulation [39,4,37,21]. Nowadays, research
activities are turning to goal-oriented error estimation,
i.e. assessment of the error on local quantities provid-
ing local error bounds [27,36,10,31,23,35,38,6,40,15,
8,9,26,16]. One of the topical key issues concerns ro-
bust global/goal-oriented error estimation methods, i.e.
techniques providing strict and relevant bounds on the
error. Such methods currently require the construction
of an admissible stress field, i.e. a stress tensor that
verifies the equilibrium equations exactly.
Several techniques currently enable to construct an
admissible stress field. The first approach, based on a
ar
X
iv
:1
40
8.
61
43
v2
  [
ma
th.
NA
]  
21
 A
pr
 20
17
2 Florent Pled et al.
equilibrium-type finite element method, is not realistic
today despite its remarkable efficiency, as it requires an-
other global solution of the reference problem through a
dual formulation. The second approach, called the ele-
ment equilibration technique (EET) [18,1,20,22,13,30],
is built on an energy relation linking the FE data and
the searched stress field, called the strong prolongation
condition, and allowing the construction of equilibrated
tractions along element boundaries. Starting from those
balanced tractions and FE data, an approximate resolu-
tion of local problems defined at the element scale leads
to the calculation of an admissible stress field at reason-
able computational cost. The third approach, called the
star-patch equilibration technique (SPET) [24,7,25,34,
28,29,2,12], is built on the partition of unity concept
allowing the resolution of local self-equilibrated prob-
lems defined at the patch of elements scale and lead-
ing to accurate admissible stress fields at higher com-
putational cost. The last existing approach, called the
element equilibration + star-patch technique (EESPT)
and recently introduced in [17,32], results of combin-
ing the former two approaches as it is built on both the
strong prolongation condition and the partition of unity
method leading to equilibrated tractions whose con-
struction is easier to implement. This last method has
attractive features, as it seems to be a good trade-off
between performance, computation cost and simplicity
of implementation [17,32]. Nevertheless, the element-
by-element calculation of an admissible stress field is
similar to that of the EET. Besides, it is worth notic-
ing that EET and EESPT methods are similar in the
case of first-order FE interpolation degree. Only their
practical implementations differ.
In this work, we first revisit the main features of this
new hybrid technique, namely the EESPT. This paper
is a continuation of previous papers [17,32], where the
EESPT method is introduced. We then go one step fur-
ther and focus on an enhanced version of the EESPT
method, inspired from an idea introduced in [22] and
subsequently developed in [13]. This improved version
is based on a weak prolongation condition resulting in
local minimization of the complementary energy that
leads to optimal tractions. The main thrust resides in
the introduction of geometric and error estimate criteria
which allow to select the relevant zones for optimizing
the tractions, namely the highly distorted and mostly
concentrated error regions. This enables to reduce the
error estimate without increasing significantly the cor-
responding computational cost.
The paper is divided into seven sections: after this
introduction, Section 2 introduces the reference prob-
lem and the finite element one considered in this work
in order to introduce the basic notion of admissible
Fig. 1 Representation of the structure and its environment.
fields; Section 3 revisits the standard version of the
EESPT me-thod based on a strong prolongation con-
dition, while Section 4 presents the enhanced version
for constructing fluxes based on a weak prolongation
condition; Section 5 deals with the main technical fea-
tures regarding its practical implementation; the capa-
bilities of the proposed optimized approach are illus-
trated through several two- and three-dimensional nu-
merical examples in Section 6; eventually, Section 7 sug-
gests recommendations and topics for future research.
2 Basics on error estimation and admissible
solutions
2.1 Statement of the reference problem
Let us consider a mechanical structure defined in an
open bounded domain Ω, with boundary ∂Ω (see Fig-
ure 1), and subjected to a prescribed mechanical load-
ing: a displacement field Ud on part ∂1Ω 6= ∅; a traction
force density F d on the complementary part ∂2Ω of ∂Ω
such that ∂1Ω ∪ ∂2Ω = ∂Ω, ∂1Ω ∩ ∂2Ω = ∅; a body
force field f
d
within Ω.
Besides, we consider a material with isotropic, ho-
mogeneous, linear and elastic behavior under the as-
sumptions of small perturbations state, quasi-static
loading and isothermal case.
The reference problem to be solved reads as follows:
Find a displacement/stress pair (u,ff) in the space do-
main Ω, which verifies:
• the kinematic conditions:
u ∈ U ; u|∂1Ω = Ud; "(u) =
1
2
(∇u+∇Tu); (1)
• the equilibrium equations:
ff ∈ S; ∀ u∗ ∈ U0,
∫
Ω
Tr
[
ff "(u∗)
]
dΩ
=
∫
Ω
f
d
· u∗ dΩ +
∫
∂2Ω
F d · u∗ dS;
(2)
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• the constitutive relation:
ff(M) = K "
(
u(M)
) ∀M ∈ Ω, (3)
where "(u) represents the classical linearized strain
tensor associated to displacement field u, while op-
erator K stands for Hooke’s elasticity tensor. U ={
u ∈ [H1(Ω)]3} and S = {ff ∈Ms(3) ∩ [L2(Ω)]6} are
the functional regularity spaces ensuring the existence
of finite-energy solutions, where Ms(n) denotes the
space of symmetric square matrices of order n, H1(Ω)
represents the standard Sobolev space of square inte-
grable functions and first derivatives, and L2(Ω) refers
to the space of square integrable functions. U0 ⊂ U
represents the vectorial space associated to U , i.e.
the space of functions satisfying homogeneous kine-
matic (Dirichlet boundary) conditions over ∂1Ω: U0 ={
u∗ ∈ U , u∗|∂1Ω = 0
}
.
In the following, the exact solution of the reference
problem is denoted by (u,ff). As this one remains in-
accessible in practice, one has recourse to approximate
resolution methods in order to achieve an approximate
solution of that reference problem.
2.2 Statement of the finite element problem
The standard Galerkin Finite Element Method (FEM),
which is a well-established computer-aided engineering
tool, is one of the most commonly used methods. It fur-
nishes a numerical solution (uh,ffh) lying in the finite-
dimensional spaces Uh×Sh ⊂ U ×S. These are de-
fined from piecewise continuous polynomial displace-
ment shape functions associated with a spatial dis-
cretization (finite element space mesh Mh) of the do-
main Ω. It is assumed that the prescribed displacement
field Ud is compatible with the interpolation chosen for
the FE discretization. Thus, the finite element problem
to be solved reads as follows: Find a displacement/stress
pair (uh(M),ffh(M)),M ∈ Ω, which verifies:
• the kinematic conditions:
uh ∈ Uh; uh|∂1Ω = Ud; "(uh) =
1
2
(∇uh+∇Tuh);
(4)
• the equilibrium equations:
ffh ∈ Sh; ∀ u∗h ∈ Uh,0,
∫
Ω
Tr
[
ffh "(u
∗
h)
]
dΩ
=
∫
Ω
f
d
· u∗h dΩ +
∫
∂2Ω
F d · u∗h dS;
(5)
• the constitutive relation:
ffh(M) = K "
(
uh(M)
) ∀M ∈ Ω, (6)
where Uh,0 = Uh ∩ U0.
In the displacement-type finite element framework,
the FE solution (uh,ffh) satisfies both kinematic condi-
tions (1) and constitutive relation (3) of the reference
problem, but fails to verify equilibrium equations (2).
These equilibrium deficiencies are the main approxima-
tion in the displacement-type FEM.
First, let us define the discretization error eh =
u − uh, also called the exact error or true error, cor-
responding to the difference between the exact dis-
placement solution and the FE one; the assessment of
this error enables to control the numerical quality of
the FE solution (uh,ffh). Usually, it is measured in
terms of a suitable norm, such as the energy norm
‖•‖u,Ω =
(∫
Ω
Tr
[
K "(•) "(•)]dΩ)1/2, which leads to a
global discretization error ‖eh‖u,Ω . Secondly, local er-
rors eloch = I(u) − I(uh) can be defined if one seeks to
evaluate and measure errors on quantities of interest,
i.e. functional outputs I(u) of the solution.
2.3 Construction of admissible fields in the standard
FEM framework
The need of obtaining reliable and guaranteed bounds
of the discretization error has motivated the develop-
ment of methods for constructing an admissible solu-
tion; those are currently the only way to achieve strict
bounds on the error [21,18]. The admissible pair, de-
noted (uˆh, ffˆh), should verify the kinematic conditions
(1) and equilibrium equations (2) of the reference prob-
lem. As the most widespread finite element methods use
a classical displacement formulation providing a kine-
matically admissible displacement field uh, one usually
chooses uˆh = uh for the sake of simplicity, apart from
the case of incompressible materials (incompressibility
being considered as an additional kinematic admissibil-
ity constraint, see [19]). Therefore, one focuses on the
construction of an admissible stress field ffˆh, which is
the key technical ingredient. An overall description of
the different techniques used to reconstruct such stress
field has been presented in Section 1, and one of these
techniques will be detailed in Section 3.
Starting from an admissible solution (uˆh, ffˆh), the
measure ecre(uˆh, ffˆh) = ‖ffˆh −K "(uˆh)‖ff,Ω of the
constitutive relation error (3) enables one to as-
sess the measure of the global discretization error
‖eh‖u,Ω = ‖u− uˆh‖u,Ω in the sense of the energy norms
‖•‖u,Ω and ‖•‖ff,Ω =
(∫
Ω
Tr
[ • K−1 • ]dΩ)1/2 with-
out knowing the exact solution u. Indeed, the error in
constitutive relation is connected to the classical dis-
cretization error in solution by the popular Prager-
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Synge hypercircle theorem [33] which reads:
‖u− uˆh‖2u,Ω + ‖ff − ffˆh‖2ff,Ω = ‖ffˆh −K "(uˆh)‖2ff,Ω , (7)
and leads to the inequality:
‖eh‖u,Ω 6 ecre(uˆh, ffˆh). (8)
Thus, the constitutive relation error ecre(uˆh, ffˆh) is a
reliable error measure as it is a strict upper bound of
the measure ‖eh‖u,Ω of the exact discretization error.
The quality of the obtained error bound is strongly de-
pendent on the quality of the corresponding admissible
stress field. Assessment of the accuracy of an estimator
is commonly expressed in terms of the usual effectivity
index with respect to the energy norm of a reference
error (obtained using an “overkill solution” resulting
from the use of a very refined mesh):
η =
θ
‖eh‖u,Ω
,
where θ denotes the error estimate and ‖eh‖u,Ω stands
for the energy norm of the exact discretization error (if
available) or that of the reference error. The more the
effectivity index η is close to 1, the more the estimator
is relevant and the more the corresponding admissible
stress field is similar to the unknown exact stress field,
see (7). Let us now examine the main points regard-
ing the standard and enhanced versions of the EESPT
technique.
3 Principles of the original version of the
EESPT technique
3.1 Notations
Let us define E , N , I, N \I and J the set of elements,
nodes, vertices, non-vertex nodes and edges of the FE
mesh Mh, respectively. ENi ⊂ E , EIi ⊂ E , EN\Ii ⊂ E
and EJΓ ⊂ E represent the set of elements connected to
node i, vertex i, non-vertex node i and edge Γ , respec-
tively. J Ii ⊂ J represents the set of edges connected to
vertex i. N EE ⊂ N and NJΓ ⊂ N stand for the set of
nodes associated with element E and edge Γ , respec-
tively. IEE ⊂ I and IJΓ ⊂ I designate the set of vertices
connected to element E and edge Γ . N EE \ IEE ⊂ N \ I
andNJΓ \IJΓ ⊂ N\I denote the set of non-vertex nodes
connected to element E and edge Γ . Finally, the FE dis-
placement field uh is assumed to belong to Uph, where
Uph corresponds to the FE interpolation space of degree
less than or equal to p, p being the FE interpolation
degree. Uph refers to its one-dimensional correspondent.
3.2 The element equilibration and star-patch
technique (EESPT): principle of the construction
This technique, developed in Ladeve`ze et al [17], is a
hybrid method as it combines the advantages of both
EET and SPET methods introduced in Section 1. The
procedure to construct an admissible stress field is car-
ried out in two main steps:
(i) construction of tractions Fˆh in equilibrium with
the external loading (F d, fd) on element edges ∂E
of the spatial mesh Mh;
(ii) calculation of an admissible stress field ffˆh solution
of a static local problem over each element E ∈ E
where equilibrated tractions Fˆh act as Neumann
boundary conditions.
The key ingredient used to set up an admissible
stress field is an energy condition, called the strong pro-
longation condition. This one consists of seeking ffˆh as
an extension (or prolongation) of the FE stress field ffh
in the following sense:∫
E
(ffˆh − ffh) ∇ϕi dΩ = 0 ∀ E ∈ E , ∀ i ∈ N EE , (9)
where ϕi ∈ Uph represents the FE shape function asso-
ciated with node i.
Tractions Fˆh involved in the first step are designed
to represent the stress vectors ffˆh|E nE on sides ∂E of
element E ∈ E :
ffˆh|E nE = ηE Fˆh on ∂E, (10)
where nE is the unit outward normal vector to element
E and ηE = ±1 are constant functions ensuring con-
tinuity of the stress vector in the nE direction across
element boundaries ∂E.
Besides, these tractions are constructed in equilib-
rium with the mechanical external loads (F d, fd), that
reads:
ηE Fˆh = F d on ∂E ⊂ ∂2Ω (11)∫
∂E
ηE Fˆh · us dS +
∫
E
f
d
· us dΩ = 0 ∀ us ∈ US|E ,
(12)
where US|E denotes the set of rigid body displacement
fields over element E.
Once the set of equilibrated tractions Fˆh has been
constructed on the element sides, the second step
merely consists of searching the local restriction ffˆh|E
of an admissible stress field ffˆh to each element E ∈ E
as the solution of the following local problem PEE :
ffˆh|E ∈ SFˆh ⇐⇒

ffˆh|E ∈ S
div ffˆh|E + fd = 0 in E
ffˆh|E nE = ηE Fˆh on ∂E
(13)
An enhanced method with local energy minimization for the construction of equilibrated stress fields 5
One can obtain an approximation of ffˆh|E by us-
ing a standard displacement-type FEM in each element
E ∈ E , based on a dual formulation of local static prob-
lems PEE (13). In practice, it is sufficient to consider a
discretization of each element E by a single element
with an interpolation of degree p + k, where p is the
degree of interpolation of the initial FE analysis and k
an additional degree [5]. Numerical experiments tend
to show that the use of an extra-degree k = 3 enables
one to obtain an approximate stress field of good qual-
ity [11]. Consequently, the practical resolution of local
problems PEE (13) leads to stress fields which are not
exactly rigorous relative to the exact solution, but with
respect to a refined solution.
Remark 1 Local problems PEE (13) can be solved di-
rectly by searching an admissible stress field analyti-
cally in the polynomial form; the yielded stress field
is strictly admissible only when the given body force
field f
d
is a polynomial of degree compatible with that
of ffˆh|E ; a step of decomposition of each element into
subelements is required in order to ensure, at element
vertices, the compatibility conditions resulting from the
symmetry of the stress field ffˆh|E [21,20].
The first step, which aims at constructing a set of
equilibrated tractions, plays an important role in the
quality of associated admissible stress fields and error
estimates.
3.3 Original version of the construction of equilibrated
tractions
Let us outline the main aspects related to the construc-
tion of equilibrated tractions. A detailed description
and computational aspects of this method can be found
in [17,32].
Starting from the strong prolongation condition (9)
rewritten in the global form:∫
Ω
Tr
[
(ffˆh − ffh) "(v∗h)
]
dΩ
=
∑
E∈E
∫
E
Tr
[
(ffˆh − ffh) "(v∗h)
]
dΩ
= 0 ∀ v∗h ∈ Vph,
(14)
where Vph stands for the space of polynomial functions
of degree p which are continuous over each element
E ∈ E and possibly discontinuous across inter-element
edges, one can restrict (14) to functions v∗h ∈ V1h, since
it is sufficient to satisfy equilibrium condition (12).
Then, considering the weak form of the equilibrium
equations verified by ffˆh, tractions Fˆh satisfy:
∑
E∈E
[∫
∂E
ηE Fˆh · v∗h dS
−
∫
E
(
Tr [ffh "(v
∗
h)]− fd · v∗h
)
dΩ
]
= 0 ∀ v∗h ∈ V1h.
(15)
Remark 2 Global form (14) of strong prolongation con-
dition (9) could have been modified by considering
shape functions ϕi ∈ Uqh (1 6 q 6 p) in condition (9),
thus leading to condition (14) with v∗h ∈ Vqh. For the
sake of simplicity and practical purposes, one limits to
the space V1h.
Then, introduction of the partition of unity defined
by the linear FE shape functions λi ∈ U1h into (15)
yields the following system:
∑
E∈EIi
[∫
∂E
ηE λi Fˆh · v∗h dS
−
∫
E
(
Tr [ffh "(λi v
∗
h)]− fd · λi v∗h
)
dΩ
]
= 0 ∀ v∗h ∈ V1h.
(16)
In order to confer more flexibility, we consider here
the following set of local problems PIi defined over the
patch Ωi of elements E ∈ EIi associated to each vertex
i ∈ I:
Find λi Fˆ
(i)
h such that:
∑
Γ∈J Ii
∫
Γ
λi Fˆ
(i)
h ·
 ∑
E∈EJΓ
ηE v
∗
h|E
dS
= QΩi(λi v∗h) ∀ v∗h ∈ V1h,
(17)
where
QΩi(λi v∗h) =
∫
Ωi
(
Tr [ffh "(λi v
∗
h)]− fd · λi v∗h
)
dΩ.
(18)
Indeed, it is worth recalling that quantity λi Fˆ
(i)
h
is nonzero exclusively along edges Γ ∈ J Ii . Figure 2
illustrates the sets of edges Γ ∈ J Ii and elements E ∈
EIi connected to vertex i.
The solvability and well-posedness of problems (17)
is ensured for a FE interpolation degree p > 2 by consid-
ering the space U¯1h,0|Ωi =
{
v∗h ∈ V¯1h, v∗h|Γ∈J Ii ∩∂Ω = 0
}
,
where V¯1h defines the set of piecewise linear polynomial
functions v∗h ∈ V1h which are continuous across edges
Γ ∈ J Ii , and therefore continuous over the whole patch
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i
i
Ωi
Ωi
E ∈ EIi
Γ ∈ J Ii
Edges connected to vertex i :
Elements connected to vertex i :
Fig. 2 Elements and edges connected to vertex i.
Ωi. A specific treatment is required in the case p = 1,
for which problems (17) are substituted by:
Find λi Fˆ
(i)
h such that:
∑
Γ∈J Ii
∫
Γ
λi Fˆ
(i)
h ·
 ∑
E∈EJΓ
ηE v
∗
h|E
 dS
= QΩi(λi v∗h(xi)) ∀ v∗h ∈ V1h,
(19)
where
QΩi(λi v∗h(xi))
=
∫
Ωi
(
Tr [ffh "(λi v
∗
h(xi))]− fd · λi v∗h(xi)
)
dΩ.
(20)
One can demonstrate the existence of a solution to
problems (19), by using both subspace U¯1h,0|Ωi and FE
equilibrium. (see [17] for more details).
Uniqueness of the solution of such problems is guar-
anteed by the least-squares minimization of a cost func-
tion of the form [17]:
JΩi(λiFˆ
(i)
h ) =
1
2
∑
Γ∈J Ii
(λi Fˆ
(i)
h − λi F (i)h )2|Γ , (21)
which represents the gap between the searched solution
λi Fˆ
(i)
h|Γ and the known quantity λi F
(i)
h|Γ involving the
projection of the FE stress field ffh over the edge Γ ∈
J Ii and the traction force density F d.
Eventually, one recovers tractions Fˆh along each
edge Γ ∈ J directly from calculated quantities λi Fˆ (i)h ,
which are sought in Uph|Γ , in such a way that Fˆh ∈
Uph|Γ :
Fˆh|Γ =
∑
i∈IJΓ
(λi Fˆ
(i)
h )|Γ . (22)
Besides, enforcement of conditions ηE Fˆh = F d over
edges Γ ⊂ ∂2Ω can be achieved by adding these con-
straints in the constrained minimization problem.
In the following part, we describe the enhanced ver-
sion in details with the purpose of emphasizing the key
aspects of the method.
4 Principles of the enhanced version of the
EESPT technique
The basic idea is to confer more flexibility and to give
greater freedom in the construction of equilibrated trac-
tions in order to improve the quality of associated ad-
missible stress fields despite higher (but reasonable)
computational cost. Indeed, in zones of high element
aspect ratios or sharp gradients, the quality of admissi-
ble stress fields may be affected, thus resulting in large
effectivity indices [22,21]. This observation has spurred
the development of an enhanced construction of equili-
brated tractions. The principle, originally introduced in
[22], is to optimize the quality of the computed admis-
sible stress field by improving the recovering strategy
for the construction of equilibrated tractions. Thus, the
construction of such tractions has been changed and
is henceforth based on a weakened prolongation con-
dition, which amounts to removing, from the strong
prolongation condition, the shape functions associated
with vertex nodes. Therefore, equilibrated stress field
ffˆh is still constructed as an extension (or prolongation)
of the FE stress field ffh, but the weak extension con-
cerns only the non-vertex nodes of the FE mesh. From
a practical point of view, this optimized construction
of the tractions can be applied locally only in relevant
zones in order to preserve an affordable computational
cost. In this work, the main breakthrough is the use
of sound criteria which enables to select these apposite
regions. Let us define Ee ⊂ E and Je ⊂ J the sets of el-
ements and edges involved in the enhanced procedure,
respectively. Several criteria have been considered to se-
lect part Ωe, i.e. the set Ee of elements involved in the
global minimization step (see Section 4.2).
4.1 Enhanced version of the construction of
equilibrated tractions
The prolongation condition needed for the construction
of equilibrated tractions along Γ ∈ Je is reduced to:∫
E
(ffˆh − ffh) ∇ϕi dΩ = 0 ∀ i ∈ N EE \ IEE , ∀ E ∈ Ee,
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(23)
where ϕi is the FE shape function associated with non-
vertex node i.
This relation is weaker than the strong prolongation
condition as it involves only the FE shape functions of
higher degree. In the following, the shape functions are
described in hierarchical form in such a way that the
linear part of the FE shape functions is associated with
vertices.
As for the standard construction, densities Fˆh along
edges Γ ∈ Je are searched in a discretized space with
the same interpolation degree as the FE displacement
field uh, i.e. Fˆh|Γ ∈ Uph|Γ .
The modification of the prolongation condition
leads to a partition of the tractions:
Fˆh = Hˆh + Rˆh on Γ ∈ Je, (24)
with∫
Γ
Hˆh ϕi dS = 0 ∀ i ∈ IJeΓ , (25)∫
Γ
Rˆh ϕi dS = 0 ∀ i ∈ NJeΓ \ IJeΓ . (26)
This decomposition is unique [21] and one can
note that part Hˆh has zero resultant and moment on
Γ ∈ Je. Now, let us focus on the determination of each
part of tractions.
The determination of part Hˆh on Γ ∈ Je is completely
governed by the weak prolongation condition (23) and
relation (25), as the strong prolongation condition is no
longer respected. As a result, part Hˆh on Γ ∈ Je only
depends on the data of the problem and the FE stress
field. The construction of this part of the tractions
is globally similar to the standard construction, thus
it requires local calculations and therefore is not
expensive in terms of computational time. Thus, part
Hˆh can be determined explicitly.
The determination of part Rˆh on Γ ∈ Je is per-
formed by minimizing the complementary energy (or,
equivalently, the constitutive relation error) locally on
part Ωe ⊂ Ω containing elements E ∈ Ee under the
following constraints:
• Neumann boundary conditions over edges Γ ∈ Je ∩
∂2Ω;
• equilibrium conditions of tractions Hˆh + Rˆh with
body force field f
d
over each element E ∈ Ee;
• equilibrium conditions of tractions Hˆh + Rˆh with
body force field f
d
and standard tractions Fˆ
std
h over
each element E ∈ E¯e \ Ee,
where E¯e ⊂ E denotes the set of elements E connected
to at least one edge Γ ∈ Je; therefore, E¯e \ Ee contains
all the elements connected to one and only one edge
Γ ∈ Je; Fˆ stdh are pre-computed tractions over edges
Γ ∈ ∂E \ Je coming from the standard construction
over element E ∈ E¯e \ Ee. Let us recall that standard
tractions are constructed in equilibrium with the exter-
nal loading over edges Γ ∈ J \ Je. Indeed, equilibrium
conditions (11) and (12) are inherently enforced only
over elements E ∈ E \ E¯e and edges Γ ∈ J \ Je in the
standard construction of equilibrated tractions.
Besides, one can reduce the computational cost re-
sulting from the calculation of this global problem by
introducing two local problems, referred to as PH|E and
PR|E , defined on each element E ∈ Ee and linked to parts
Hˆh and Rˆh, respectively [21]. Similarly, a local problem
PH,F|E linked to Hˆh and Fˆ
std
h is introduced on each ele-
ment E ∈ E¯e \ Ee. Let us decompose ffˆh into two parts
ffˆ
H
h and ffˆ
R
h such that:
ffˆh = ffˆ
H
h + ffˆ
R
h on E ∈ Ee, (27)
with
ffˆ
H
h|E nE = ηE Hˆh on ∂E, (28)
ffˆ
R
h|E nE = ηE Rˆh on ∂E. (29)
Let us now consider the following local problems:
• Problem PH|E :
ffˆ
H
h|E ∈ SHˆh ⇐⇒

ffˆ
H
h|E ∈ S
div ffˆHh|E + f
H
E
= 0 in E
ffˆ
H
h|E nE = ηE Hˆh on ∂E,
(30)
with
◦ fH
E
= − 1|E|
∫
∂E
ηE Hˆh dS
−
(
I−1G
∫
∂E
(
GM ∧ ηE Hˆh
)
dS ·N
)
N ∧GM
(31)
in two dimensions, where |E| represents the mea-
sure of element E and N denotes the axis normal
to the two-dimensional plane considered; IG is the
scalar mass moment of inertia around axis N pass-
ing through the center of mass G;
◦ fH
E
= − 1|E|
∫
∂E
ηE Hˆh dS
−
(
I−1G
∫
∂E
(
GM ∧ ηE Hˆh
)
dS
)
∧GM
(32)
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in three dimensions, where IG is the mass moment
of inertia tensor with respect to the center of mass
G.
fH
E
is constructed in such a way that fH
E
is in equi-
librium with part Hˆh. The weak form of problem
PH|E reads:
Find ffˆHh|E ∈ S such that:
∀ u∗ ∈ U0|E ,
∫
E
Tr
[
ffˆ
H
h|E "(u
∗)
]
dΩ
=
∫
E
fH
E
· u∗ dΩ +
∫
∂E
ηE Hˆh · u∗ dS;
(33)
Solving problems PH|E over each element E ∈ Ee
leads to part ffˆHh|E , which is determined explicitly
from Hˆh.
• Problem PR|E :
ffˆ
R
h|E ∈ SRˆh ⇐⇒

ffˆ
R
h|E ∈ S
div ffˆRh|E + f
R
E
= 0 in E
ffˆ
R
h|E nE = ηE Rˆh on ∂E,
(34)
with
◦ fR
E
= − 1|E|
∫
∂E
ηE Rˆh dS
−
(
I−1G
∫
∂E
(
GM ∧ ηE Rˆh
)
dS ·N
)
N ∧GM
(35)
in two dimensions;
◦ fR
E
= − 1|E|
∫
∂E
ηE Rˆh dS
−
(
I−1G
∫
∂E
(
GM ∧ ηE Rˆh
)
dS
)
∧GM
(36)
in three dimensions.
As a result, fR
E
is in equilibrium with part Rˆh. The
weak form of problem PR|E reads:
Find ffˆRh|E ∈ S such that:
∀ u∗ ∈ U0|E ,
∫
E
Tr
[
ffˆ
R
h|E "(u
∗)
]
dΩ
=
∫
E
fR
E
· u∗ dΩ +
∫
∂E
ηE Rˆh · u∗ dS;
(37)
Solving problems PR|E over each element E ∈ Ee
leads to a linear relation ffˆRh|E(Rˆh|∂E), as f
R
E
is a
linear function with respect to Rˆh|∂E .
Subsequently, the global constrained minimization
problem defined over Ωe consists of minimizing either
the complementary energy on part Ωe:
1
2
∫
Ωe
Tr
[
ffˆ
R
h (Rˆh)K
−1
ffˆ
R
h (Rˆh)
]
dΩ
+
∫
Ωe
Tr
[
ffˆ
R
h (Rˆh)K
−1
ffˆ
H
h
]
dΩ
−
∫
∂1Ω∩Je
ffˆ
R
h (Rˆh) n · Ud dS,
(38)
or, equivalently, the constitutive relation error:
1
2
∫
Ωe
Tr
[
ffˆ
R
h (Rˆh)K
−1
ffˆ
R
h (Rˆh)
]
dΩ
+
∫
Ωe
Tr
[
ffˆ
R
h (Rˆh)K
−1 (
ffˆ
H
h − ffh
) ]
dΩ,
(39)
under the following constraints:
• ηE Rˆh = F d − ηE Hˆh on edges Γ ∈ ∂2Ω ∩ Je, (40)
• ∀ us ∈ US|E , ∀E ∈ Ee,
∫
∂E
ηE Rˆh · us dS
=−
∫
∂E
ηE Hˆh · us dS −
∫
E
f
d
· us dΩ (41)
• ∀ us ∈ US|E , ∀E ∈ E¯e \ Ee,
∫
∂E∩Je
ηE Rˆh · us dS
=−
∫
∂E\Je
ηE Fˆ
std
h · us dS
−
∫
∂E∩Je
ηE Hˆh · us dS −
∫
E
f
d
· us dΩ (42)
Constraint (40) enforces the equilibrium of tractions
Hˆh+ Rˆh with the external traction force density F d on
element edges Γ ∈ Je ∩ ∂2Ω. Constraint (41) enforces
the equilibrium of tractions Hˆh + Rˆh on element edges
Γ ∈ Je with the external body force field fd over
elements E ∈ Ee. Eventually, constraint (42) enforces
the equilibrium of tractions Hˆh + Rˆh on element edge
Γ ∈ Je with fd and the standard tractions Fˆ
std
h over
elements E ∈ E¯e \ Ee.
The resulting stress field ffˆh|E = ffˆHh|E+ffˆ
R
h|E(Rˆh|∂E),
E ∈ Ee is statically admissible provided that constraints
(40), (41) and (42) hold. Since fR
E
and fH
E
are built
in equilibrium with parts Rˆh|∂E and Hˆh|∂E , respec-
tively, equilibrium conditions (41) can be rewritten in
the form:∫
E
fR
E
dΩ =
∫
E
(
f
d
− fH
E
)
dΩ ∀E ∈ Ee; (43)∫
E
GM ∧ fR
E
dΩ =
∫
E
GM ∧
(
f
d
− fH
E
)
dΩ ∀E ∈ Ee.
(44)
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Indeed, (43) and (44) convey the equilibrium between
tractions Hˆh + Rˆh (or body force field f
R
E
+ fH
E
, equiv-
alently) and f
d
over elements E ∈ Ee. Likewise, equi-
librium conditions (42) over E ∈ E¯e \ Ee can be recast
in a form similar to relations (43) and (44).
Eventually, part Rˆh is recovered over edges Γ ∈ Je
by solving two local problems PH|E and PR|E defined at
the element scale and one global problem defined at the
part Ωe scale.
4.2 Criteria used in the enhanced procedure
Three criteria have been considered for the selection of
relevant zones involved in the optimization procedure:
• the radius ratio, which is the radius of the inscribed
circle tangent to triangle’s three edges divided by
the radius of the circle circumscribed by triangle’s
three vertices for two-dimensional cases whose FE
mesh is made of linear triangular elements; besides,
it is the ratio between the radius of the inscribed
sphere tangent to tetrahedron’s four faces divided
by the radius of the sphere circumscribed by tetra-
hedron’s four vertices for three-dimensional cases
whose FE mesh is made of linear tetrahedral ele-
ments;
• the edge ratio, which is the ratio between the short-
est element edge length and the longest element
edge length for two-dimensional cases; similarly, the
area ratio, which is the ratio between the smallest
element face area and the largest element face area
for three-dimensional cases;
• the estimate ratio, which is the ratio between
the squared element-by-element contribution to the
global estimate and the squared maximal local con-
tribution to the global estimate.
The two geometric criteria, namely the radius ratio
and edge ratio, are intended to take the most distorted
elements into account in the optimization procedure,
while the error estimate criterion allows the elements
which contribute to the estimate θ the most to be se-
lected. In Section 6, we limit ourselves to alone the three
aforementioned criteria.
Implementation issues regarding the enhanced pro-
cedure are discussed in the next section. The interested
reader can refer to [17,32] for more details about prac-
tical implementation for the standard versions of EET
and EESPT methods.
5 Practical Implementation of the optimized
procedure
5.1 Discretized quantities
Over an edge Γ ∈ Je, searched quantities Rˆh|Γ and
Hˆh|Γ are discretized in the form:
Rˆh|Γ = [ϕ|Γ ]
T rˆh,Γ ; (45)
Hˆh|Γ = [ϕ|Γ ]
T hˆh,Γ , (46)
where [ϕ|Γ ] is the matrix of FE shape functions of
degree p over Γ and rˆh,Γ (respectively hˆh,Γ ) is the
unknown vector of components of Rˆh|Γ (respectively
Hˆh|Γ ). Let rˆh (respectively hˆh) be the generalized vec-
tor corresponding to the combination of unknown vec-
tors rˆh,Γ (hˆh,Γ respectively) for every edge Γ ∈ Je.
As already pointed out in Section 4.1, hˆh is explicitly
calculated using weak prolongation condition (23) and
relation (25). From now on, hˆh is assumed to be known.
5.2 Practical resolution
In practice, local problems (33) and (37) are solved nu-
merically in the same way as problem (13), that is,
by duality on element E, a displacement-type FEM by
considering the original FE mesh Mh with a p+ 3 dis-
cretization over each element E.
Minimization function (39) (or (38)) takes the fol-
lowing matrix form:
1
2
rˆTh A rˆh − rˆTh B, (47)
where A is a symmetric matrix.
Constraints (40), (43), (44) and (26) are back im-
posed through the definition of extra sets of unknowns,
the so-called Lagrange multipliers. First, equilibrium
conditions (40) over edges Γ ∈ Je ∩ ∂2Ω read:
C rˆh = q. (48)
Second, equilibrium conditions (43) and (44) over
elements E ∈ Ee and similar equilibrium conditions over
elements E ∈ E¯e \ Ee read:
L rˆh = b. (49)
Let us note that solvability of (49) requires the verifica-
tion of compatibility conditions resulting from the FE
equilibrium. One way to overcome this problem is to
properly eliminate the redundant equations. A zero or
small pivots detection procedure has been performed to
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handle and discard redundant equations into (49) and
yields a reduced system which reads:
L˜ rˆh = b˜. (50)
Third, conditions (26) over edges Γ ∈ Je read:
P rˆh = 0. (51)
Let us notice that conditions (26) (or system (51)) van-
ish in the case p = 1, p being the FE interpolation
degree.
Therefore, introducing the Lagrangian:
L(rˆh, ΛC, ΛP, ΛL) =
1
2
rˆTh A rˆh − rˆTh B + (C rˆh − q)T ΛC
+ (P rˆh)T ΛP + (L˜ rˆh − b˜)T ΛL,
(52)
the system to be solved takes the matrix form:
A CT PT L˜T
C 0 0 0
P 0 0 0
L˜ 0 0 0


rˆh
ΛC
ΛP
ΛL
 =

B
q
0
b˜
 , (53)
where ΛC, ΛP, ΛL represent the vectors of Lagrange
multipliers associated with constraints (48), (51) and
(50), respectively.
6 Numerical results
All the two- and three-dimensional structures consid-
ered are made of an isotropic linear elastic material.
The two-dimensional cases are plane-stress problems.
Values for Young’s modulus and Poisson’s ratio are set
to 1 and 0.3, respectively. All the calculations of local
solutions are performed using an interpolation of degree
p + k with k = 3 (p-refinement). The performance of
the two error estimates, namely EET and EESPT, is
analyzed with respect to the geometric and error esti-
mate criteria in challenging real industrial applications.
The broad applicability and relevance of the proposed
techniques are investigated through the following two-
and three-dimensional model problems:
• a two-dimensional cracked structure, already stud-
ied in [28,17], which contains two different round
cavities;
• a two-dimensional weight sensor under bending al-
ready considered in a previous paper [32];
• a three-dimensional open hole specimen under ten-
sion.
All those numerical experiments are performed by
using FE meshes made of linear elements. Let us recall
that both EET and EESPT methods give similar results
in this particular case, as only their implementations
are different.
x
y
t
p0
Fig. 3 Cracked structure model problem (left) and associ-
ated finite element mesh (right).
6.1 Cracked structure
Let us consider a two-dimensional cracked structure,
represented in Figure 3, which contains two circular
holes. Under the plane stress assumption, the central
round cavity is clamped, while the smaller one is sub-
jected to an internal constant pressure p0. The struc-
ture is also subjected to a unit normal traction force
density t = +n acting on the top-left side. Besides,
a crack is located at the bottom of the second cav-
ity. Therefore, a singularity is located at the crack tip
where a strong stress concentration occurs. Traction-
free boundary conditions are prescribed over the two
lips of the crack and over the other sides. The mesh
density increases toward the singularity introduced by
the crack tip, which is the highest stress zone. The FE
mesh containing 7 751 linear triangular elements and
4 122 nodes (i.e. 8 244 d.o.f.) is given in Figure 3. The
reference solution, also called “quasi-exact” solution,
is obtained through an overkill FE calculation with a
reference mesh made of 1 082 011 linear triangular ele-
ments and 543 744 nodes (i.e. 1 087 488 d.o.f.).
Figure 4 shows the magnitude
√
Tr
[
ffh ffh
]
of the
FE stress field and that
√
Tr
[
ffˆh ffˆh
]
of the admissi-
ble stress fields obtained from the standard versions of
EET and EESPT methods and the enhanced version
in the case Ee = E (hereafter referred to as the full en-
hanced version), i.e. where all the elements of the FE
mesh are implicated in the enhanced procedure. The
highest stress region is located near the crack tip. As
the FE mesh is refined adaptively in the vicinity of the
crack tip, the spatial distribution of the reference and
estimated error is expressed as a density which is the
ratio between the squared elementary contribution to
the reference (or estimated) error and the size of the el-
ement. Figure 5 displays the spatial distribution of the
local contributions to the density of the energy norm of
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(a) (b)
(c) (d)
Fig. 4 Magnitude of the FE stress field (a) and the admis-
sible stress field calculated using the standard versions of the
EET (b) and the EESPT (c), and the full enhanced version
(d).
(a) (b)
(c) (d)
Fig. 5 Spatial distribution of local contributions to the den-
sity of the energy norm of the reference error (a) and that
of the contributions to the density of the error estimates cal-
culated using the standard versions of the EET (b) and the
EESPT (c), and the full enhanced version (d).
the reference error and that of the contributions to the
density of the error estimates for the standard versions
of EET and EESPT methods and the full enhanced ver-
sion. These maps show that the higher contributions
to the density of the reference and estimated error are
concentrated in the elements surrounding the crack tip.
Furthermore, the full enhanced version provides a bet-
ter indicator of the elementary contributions to the en-
ergy norm of the reference error compared to the stan-
dard versions of EET and EESPT methods.
Given that the structure is subjected to homoge-
neous Dirichlet boundary conditions, the quasi-exact
value of the energy norm of the discretization error (i.e.
the energy norm of the reference error) has been directly
calculated:
‖eh‖u,Ω =
√
‖u‖2u,Ω − ‖uh‖2u,Ω
'
√∥∥uref∥∥2u,Ω − ‖uh‖2u,Ω ' 6.3302, (54)
and required a computational cost of about 1 s, while
that needed for calculating the local contributions to
‖eh‖u,Ω reaches 3 hours and 40 minutes.
The graphs of the effectivity indices and correspond-
ing normalized CPU time calculated using each crite-
rion, namely the radius ratio, the edge ratio and the
estimate ratio, are shown in Figures 6, 7 and 8, respec-
tively, for both EET and EESPT methods. The r.h.s.
graphs represent the evolution of the effectivity indices
and corresponding normalized CPU time as functions
of the number of elements involved in the enhanced
procedure for both estimators. The normalized com-
putational times obtained using the EET and EESPT
methods have been computed with respect to the stan-
dard versions of each estimator. The radius ratio, edge
ratio and estimate ratio range between 0.2923 to 0.5000,
0.4885 to 0.9981 and 9.5 10−9 to 1.0, respectively. Val-
ues of the effectivity indices and normalized CPU times
corresponding to values 0.29, 0.48 and 1.1 for the ra-
dius ratio, edge ratio and estimate ratio, respectively,
are that calculated using the standard versions of EET
and EESPT methods. First, the amount of comput-
ing time increases quasi-linearly with the number of
elements involved in the minimization step. Then, one
can observe that effectivity indices exhibit a downward
behavior as the number of elements involved in the op-
timized procedure increases whatever the criterion we
used. Nevertheless, the effectivity indices for both es-
timators drop more strongly in the case of the error
estimate criterion than in the case of both geometric
criteria. These reports are relevant as regards the choice
of the error estimate criterion, as this one enables us to
achieve sharper upper bounds while keeping an afford-
able computational cost. Besides, the use of other geo-
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metric criteria would probably lead to a trend similar
to that obtained with the radius ratio or edge ratio.
A sound efficiency factor is the ratio between the
gain gη in effectivity index and the loss lt of computa-
tional cost with respect to the standard technique. The
gain gη in effectivity index and the loss lt of computa-
tional cost are defined as
gη =
∣∣∣∣η − ηstdηstd
∣∣∣∣ and lt = ∣∣∣∣ t− tstdtstd
∣∣∣∣ , respectively,
(55)
where η and ηstd denote the effectivity indices obtained
using the enhanced and standard procedures, respec-
tively, while t and tstd represent the corresponding nor-
malized CPU times.
Figures 9, 10 and 11 represent the evolution of this
efficiency factor for both estimators as a function of the
radius ratio, the edge ratio and the estimate ratio, re-
spectively, (l.h.s. graphs) and as function of the number
of elements involved in the enhanced procedure (r.h.s.
graphs). One can observe that the efficiency factor gη/lt
becomes meaningful when a small percentage of the ele-
ments are implicated in the enhanced procedure regard-
less of the criterion. Nevertheless this efficiency factor
obtained using the error estimate criterion reaches a
value at least twice as high as the one given by the use
of geometric criteria.
6.2 Weight sensor
Now, let us consider a two-dimensional model of a
weight sensor with two symmetric holes represented
in Figure 12. The structure, already studied in [32],
is loaded with a unit force density f = −y along the
top-left horizontal edge. Displacements are set to zero
along the bottom-right horizontal edge. All the remain-
ing edges are traction-free boundaries. The geometry
and mesh considered, made of 11 766 linear triangular
elements and 6 299 nodes (i.e. 12 598 d.o.f.), are given
in Figure 12. The mesh is uniformly densified around
the top and bottom regions of the two round cavities,
which are the highest stress zones. The reference solu-
tion is performed using a very fine mesh consisting of
3 331 632 linear triangular elements and 1 671 043 nodes
(i.e. 3 334 086 d.o.f.).
The FE stress field and the admissible stress fields
obtained from the standard versions of EET and
EESPT methods and the full enhanced version are dis-
played in Figure 13. Maps of the local contributions
to the energy norm of the reference error and that
of contributions to the error estimates obtained from
the standard versions of EET and EESPT methods are
shown in Figure 14. One can observe that the error is
by a majority localized around the top and bottom re-
gions of the two cavities. Besides, maps (a) and (d) are
strikingly close. More precisely, values of the elemen-
tary contributions to the estimated error computed us-
ing the full enhanced version do not overestimate that
of the contributions to ‖eh‖u,Ω , contrary to the stan-
dard versions of EET and EESPT methods.
The calculation of the value of the energy norm of
the reference error leads to:
‖eh‖u,Ω =
√
‖u‖2u,Ω − ‖uh‖2u,Ω
'
√∥∥uref∥∥2u,Ω − ‖uh‖2u,Ω ' 335.005, (56)
and the CPU time is about 2 s, whereas that needed
for the calculation of the positive contributions of each
element of the mesh providing local indicator of the
local energy norm of the reference error reaches about
15 hours.
The effectivity indices and the corresponding nor-
malized times of simulation computed with respect to
the EET and EESPT methods are plotted versus the ra-
dius ratio, the edge ratio and the estimate ratio, respec-
tively, in Figures 15, 16 and 17. The radius ratio, edge
ratio and estimate ratio range between 0.2863 to 0.5000,
0.4909 to 0.9989 and 3.10−10 to 1.0, respectively. Val-
ues of the effectivity indices and normalized CPU times
corresponding to values 0.28, 0.48 and 1.1 for the ra-
dius ratio, edge ratio and estimate ratio, respectively,
are that calculated using the standard versions of EET
and EESPT methods. Furthermore, those figures show
the evolutions of the effectivity indices and correspond-
ing CPU times as functions of the number of elements
involved in the enhanced procedure for both estima-
tors. For both EET and EESPT estimators, the upper
bounds of ‖eh‖u,Ω become gradually more precise as
the number of elements involved in the minimization
procedure increases for all the criteria we considered.
It confirms that quality of the balanced tractions has
a strong influence on resulting error bounds. More pre-
cisely, the analysis of the curves reveals that the effec-
tivity indices for both estimators plummet in the case
of the error estimate criterion and reaches a value very
close to one with only a small part of the elements in-
volved in the optimization. On the contrary, in the cases
of both geometric criteria (radius ratio and edge ratio),
the evolution of the global effectivity indices remains
more or less linear with respect to the number of ele-
ments involved in the enhanced procedure.
The graphs represented in Figures 18, 19 and 20
show the evolution of the efficiency factors introduced
in Section 6.1 with respect to each criterion (l.h.s.
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Fig. 6 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the radius ratio
(left) and to the number of elements involved in the optimized procedure (right).
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Fig. 7 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the edge ratio
(left) and to the number of elements involved in the optimized procedure (right).
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Fig. 8 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the estimate
ratio (left) and to the number of elements involved in the optimized procedure (right).
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with respect to the edge ratio (left) and to the number of elements involved in the optimized procedure (right).
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f
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Fig. 12 Weight sensor model problem (left) and associated finite element mesh (right).
(a) (b)
(c) (d)
Fig. 13 Magnitude of the FE stress field (a) and the ad-
missible stress field calculated using the standard versions of
EET (b) and EESPT (c), the full enhanced version (d).
graphs) and the number of elements involved in the op-
timization (r.h.s. graphs) for both EET and EESPT
methods. Results are similar to the previous two-
dimensional case and proves that a local optimization
involving only a small part of the elements of the initial
FE mesh suffices to achieve sharper upper bounds.
6.3 Plate with a hole
Let us now consider a three-dimensional open-hole
specimen modeled by a perforated plate, represented
in Figure 21. The plate is 20 mm long, 15 mm large,
1 mm high and presents a hole of radius 2.5 mm. Due
to symmetry, only one eighth of the structure is mod-
eled. Symmetry boundary conditions are applied on the
light blue surfaces represented in Figure 21. The struc-
ture is loaded along the right side with a unit traction
force density t = +x. The hole and the top side are
traction-free boundaries. The FE mesh contains 2 075
(a) (b)
(c) (d)
Fig. 14 Spatial distribution of local contributions to the en-
ergy norm of the reference error (a) and that of the contri-
butions to the error estimates calculated using the standard
versions of the EET (b) and the EESPT (c), and the full
enhanced version (d).
linear tetrahedral elements and 724 nodes (i.e. 2 172
d.o.f.), is given in Figure 21. Once again, the reference
solution is not the exact one, but the one given con-
sidering an approximation space of very large dimen-
sion. Indeed, the refined mesh obtained by subsplitting
each tetrahedron into 512 tetrahedra, thus consisting of
1 062 400 linear tetrahedral elements and 199 293 nodes
(i.e. 597 879 d.o.f.).
Figure 22 represents the FE stress field and the
admissible stress fields computed using the standard
versions of EET and EESPT methods and the full
enhanced version. Figure 23 shows only the elements
which contribute the most to the density of the en-
ergy norm of the reference error and to the density of
the error estimates. As expected, the region located in
the neighborhood of the hole contains the major part
of the reference and estimated error. Furthermore, the
full enhanced version seems to be less affected by the
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Fig. 15 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the radius
ratio (left) and to the number of elements involved in the optimized procedure (right).
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Fig. 16 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the edge ratio
(left) and to the number of elements involved in the optimized procedure (right).
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Fig. 17 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the estimate
ratio (left) and to the number of elements involved in the optimized procedure (right).
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Fig. 21 Plate with a hole model problem (left) and associated finite element mesh (right). Light blue plans represent symmetry
boundary conditions.
(a) (b)
(c) (d)
Fig. 22 Magnitude of the FE stress field (a) and the ad-
missible stress field calculated using the standard versions of
EET (b) and EESPT (c), the full enhanced version (d).
(a) (b)
(c) (d)
Fig. 23 Spatial distribution of relevant local contributions to
the density of the energy norm of the reference error (a) and
that of the contributions to the density of the error estimates
calculated using the standard versions of the EET (b) and
the EESPT (c), and the full enhanced version (d).
distortion of the FE mesh than the standard versions
of EET and EESPT methods. Indeed, one can see that
some ill-shaped elements take a significant part in the
error estimates calculated using the standard versions
of EET and EESPT methods, whereas these are not
involved in the main contributions to the energy norm
of the reference error and in that of the error estimates
obtained from the full enhanced version.
The calculation of the value of the energy norm of
the reference error leads to:
‖eh‖u,Ω =
√
‖u‖2u,Ω − ‖uh‖2u,Ω
'
√∥∥uref∥∥2u,Ω − ‖uh‖2u,Ω ' 0.368999, (57)
and requires a CPU time of about 1 s, whereas the
calculation of the local contributions to ‖eh‖u,Ω takes
about 1 hour and 25 minutes.
Figures 24, 25 and 26 show the effectivity indices
and corresponding normalized computational cost as
functions of radius ratio, area ratio and estimate ratio,
respectively. The radius ratio, area ratio and estimate
ratio range between 0.06689 to 0.3298, 0.2564 to 0.9900
and 1.77 10−4 to 1.0, respectively. Values of the effec-
tivity indices and normalized CPU times corresponding
to values 0.06, 0.24 and 1.1 for the radius ratio, area
ratio and estimate ratio, respectively, are that calcu-
lated using the standard versions of EET and EESPT
methods. As regards both geometric criteria, results are
similar and show a quasi-linear evolution of the effec-
tivity indices with respect to the number of elements
implicated in the optimized procedure. Concerning the
error estimate criterion, values of the effectivity indices
do not decline as strongly as for the two-dimensional
cases, but however they experience a substantial de-
crease compared to the ones obtained using both geo-
metric criteria.
The efficiency factors gη/lt, defined by relations (55)
in Section 6.1, computed with respect to the EET and
EESPT methods, are plotted versus the radius ratio,
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Fig. 24 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the radius
ratio (left) and to the number of elements involved in the optimized procedure (right).
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Fig. 25 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the area ratio
(left) and to the number of elements involved in the optimized procedure (right).
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Fig. 26 Effectivity indices and normalized CPU time for the error estimates EET and EESPT with respect to the estimate
ratio (left) and to the number of elements involved in the optimized procedure (right).
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the area ratio and the estimate ratio (l.h.s. graphs), and
versus the number of elements involved in the enhanced
procedure (r.h.s. graphs) respectively, in Figures 27, 28
and 29. Once again, upper bounds of better quality can
be obtained without impairing too much the compu-
tational cost and with no need to perform any mesh
refinement by using an error estimate criterion in order
to optimize the tractions only in local zones in which
the contributions to the estimate are greatest.
7 Conclusion and Prospects
We studied an enhanced version of the procedure used
for the calculation of balanced tractions over element
edges involved in both EET and EESPT methods. We
pointed out that the optimized procedure offers greater
flexibility. Therefore, the use of such a procedure in or-
der to improve the quality of the tractions constructed
achieves better efficiency than the standard version, al-
though it requires higher computational cost. The nov-
elty of this work is embodied in the different criteria
used in the enhanced procedure. The analysis of the
results reflects a downward trend of the global effectiv-
ity indices of each estimator. The optimized procedure
concerning the sensitivity to error contribution leads
to a better computational efficiency than the ones re-
garding the sensitivity to geometric parameters. Indeed
the global effectivity indices for both estimators experi-
ence a sharp decrease by using error estimate criterion,
while the use of geometric criteria yields a slight down-
turn in the effectivity index. Thus, this enhanced pro-
cedure is very effective and the improvement is partic-
ularly significant at affordable cost when it brings only
the mostly concentrated error elements of the FE mesh
into play. As regards robust error estimation, a way to
achieve a sharper estimate while keeping a low-cost er-
ror estimation procedure and a given FE mesh is the
use of the enhanced procedure with error estimate cri-
terion. Therefore, it will be used in a forthcoming work
dealing with global/goal-oriented error estimation.
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