Comparing charge transport predictions for a ternary electrolyte using the Maxwell-Stefan and Nernst-Planck equations by Psaltis, Steven & Farrell, Troy
Journal of The Electrochemical Society, 158 1 A33-A42 2011 A33Comparing Charge Transport Predictions for a Ternary
Electrolyte Using the Maxwell–Stefan and Nernst–Planck
Equations
S. T. P. Psaltis*,z and T. W. Farrell**
Mathematical Sciences, Queensland University of Technology, Brisbane QLD 4001, Australia
In this work, we investigate and compare the Maxwell–Stefan and Nernst–Planck equations for modeling multicomponent charge
transport in liquid electrolytes. Specifically, we consider charge transport in the Li+/I−/I3−/ACN ternary electrolyte originally found
in dye-sensitized solar cells. We employ molecular dynamics simulations to obtain the Maxwell–Stefan diffusivities for this
electrolyte. These simulated diffusion coefficients are used in a multicomponent charge transport model based on the Maxwell–
Stefan equations, and this is compared to a Nernst–Planck based model which employs binary diffusion coefficients sourced from
the literature. We show that significant differences between the electrolyte concentrations at electrode interfaces, as predicted by
the Maxwell–Stefan and Nernst–Planck models, can occur. We find that these differences are driven by a pressure term that
appears in the Maxwell–Stefan equations. We also investigate what effects the Maxwell–Stefan diffusivities have on the simulated
charge transport. By incorporating binary diffusivities found in the literature into the Maxwell–Stefan framework, we show that
the simulated transient concentration profiles depend on the diffusivities; however, the simulated equilibrium profiles remain
unaffected.
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0013-4651/2010/1581/A33/10/$28.00 © The Electrochemical SocietyIt is important to have an in-depth understanding of the physical
and chemical processes that occur within electrochemical devices, in
order to minimize any loss mechanisms and to improve perfor-
mance. Mathematical modeling can be used to aid us in this under-
standing. A fundamental component of many electrochemical de-
vices, such as dye-sensitized solar cells DSCs Ref. 1 and primary
and secondary batteries, is the liquid electrolyte used for transport-
ing charge between electrodes. Developing accurate models of elec-
trolytes is crucial in formulating a realistic full cell model.
Many existing mathematical models of electrochemical devices
Refs. 2-7 make use of the well-known Nernst–Planck equations8-11
to model the transport of charge in the liquid electrolyte, which can
be thought of as an extension of the Stokes–Einstein model12,13 for
molecular motion in an infinitely dilute solution.
In this work, we explore the use of both the Nernst–Planck equa-
tions and a framework for multicomponent transport based on the
Maxwell–Stefan equations8,9,11,14 for modeling charge transport in
an electrolyte solution. The Maxwell–Stefan equations are due to the
work by Maxwell15 on binary dilute gas mixtures and Stefan,16 who
extended Maxwell’s work to multicomponent dilute gas mixtures.
Lightfoot et al.17 showed that the Maxwell–Stefan equations can be
applied to multicomponent liquids, and they have since been used to
describe diffusion in electrolyte solutions.10,18-21 By taking into ac-
count the solute–solute interactions, in addition to the solute–solvent
interactions considered by the Nernst–Planck equations, the multi-
component framework provides a more realistic description of the
electrolyte.
By way of example, we consider a ternary electrolyte a four-
component liquid originally found in DSCs, which contains iodide,
I−, triiodide, I3
−
, and lithium, Li+, ions, and acetonitrile ACN,
CH3CN, as the solvent. We aim to ascertain whether the multicom-
ponent nature of this electrolyte, and thus other similar electrolytes,
has a significant effect on the simulated ionic concentration distri-
butions.
There has been a considerable amount of work done on modeling
transport within electrochemical systems. Much of this is based on
the pioneering work of Newman and co-workers.2,10,22-24 Newman10
considers concentrated transport through the use of multicomponent
equations which use the electrochemical potential as the driving
force for diffusion. An electroneutrality assumption is applied in
order to eliminate a solute species from the model, and a modified
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potential. In a bulk electrolyte solution this is a perfectly valid as-
sumption to make. However, at electrochemical interfaces, an elec-
tric double layer forms due to the preference of some ions to be
close to the solid, which depending on the electrolyte concentration,
can typically range in width from 0.3 to 10 nm.25 In this double
layer region local electroneutrality does not hold. Many modern thin
film electrochemical devices such as DSCs and Li-ion batteries are
nanoporous,1,26,27 and in such structures the double layer region may
be significant in relation to the pore diameter. In this work, we wish
to be able to account for this, and as such we do not wish to apply
an electroneutrality assumption.
Taylor and Krishna9 also consider transport in electrolyte solu-
tions from a generalized development of the Maxwell–Stefan equa-
tions. They assume an isobaric system with electroneutrality every-
where and outline the inversion process for obtaining the
generalized Fickian diffusion equations from the Maxwell–Stefan
equations. In addition, they show how the Maxwell–Stefan equa-
tions reduce to the Nernst–Planck equations for infinitely dilute so-
lutions.
Cussler11 has written an excellent book on diffusive transport in
fluids in which he includes a section on multicomponent transport.
Cussler notes that a multicomponent approach to transport modeling
may be motivated in systems containing solutes of very different
sizes and/or concentrated electrolytes. The electrolyte we are con-
sidering in this work is a concentrated solution with an initial con-
centration of 0.5 M. Moreover, the ionic radius of I− is approxi-
mately three times that of Li+ with I3
− being even larger.28 These two
factors lead us to believe that the multicomponent effects may be
important.
Lito and Silva29 have compared the use of the Maxwell–Stefan
and Nernst–Planck equations for modeling the transport processes
associated with the ion exchange in microporous materials with a
typical pore width of 0.3–0.4 nm. These authors assume no net cur-
rent flow and electroneutrality. However, they only deal with a dilute
binary electrolyte which is a perfect candidate for using the Nernst–
Planck equations. Thus, it is not surprising that they found that there
was no difference between the Maxwell–Stefan and Nernst–Planck
equations for the system that they modeled.
Graham and Dranoff19 and Pinto and Graham30 considered mod-
eling the diffusion of charges in ion exchange resins. These resins
typically have a high ionic concentration 3–4 M, and as such,
significant multicomponent interactions may occur, making them an
excellent candidate for treatment with multicomponent equations.
These authors found that in order for Nernst–Planck based models toCS license or copyright; see http://www.ecsdl.org/terms_use.jsp
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cients must be chosen so as to give the “best-fit” to the experimental
data.19 Additionally, they found these fitted diffusion coefficients to
vary greatly with the solution composition and types of other ions
present.19
The Maxwell–Stefan equations make use of an alternative set of
transport parameters, known as the Maxwell–Stefan diffusivities,8,14
which describe the interactions between different species in the so-
lution. Graham and Dranoff19 showed that the Maxwell–Stefan dif-
fusivities are pseudobinary in nature in that they do not depend on
other species found in the solution. The Maxwell–Stefan diffusivi-
ties describing interactions between two species can thus be used
independently of the other species in the solution. Graham and
Dranoff31 have shown that by using diffusion coefficients obtained
from a Maxwell–Stefan approach in the Nernst–Planck equations
better predictions for ion exchange can be obtained than through the
Nernst–Planck equations with tracer diffusivities. This suggests that
there are important interactions taking place that are typically ne-
glected by the Nernst–Planck approach.
To be able to make use of the multicomponent Maxwell–Stefan
framework for any electrolyte we require the appropriate set of the
Maxwell–Stefan diffusivities. These are generally very difficult to
obtain especially in a ternary electrolyte such as the one we are
considering here.
There exist well-established formulations32,33 for calculating
tracer diffusion coefficients from molecular dynamics simulations.
Until recently, however, there has been no equivalent formulation
for the calculation of the Maxwell–Stefan diffusivities in a general
n-component liquid. A Green–Kubo expression32 for determining
the Maxwell–Stefan diffusivities from molecular dynamics simula-
tions of a ternary 3-component mixture has been developed by van
de Ven-Lucassen et al.34 and van de Ven-Lucassen et al.35 However,
there is no indication as to how their method can be extended for a
higher number of components, and furthermore, their expression for
calculating the diffusivities does not obey Onsager’s reciprocal
relations.36,37 Wheeler and Newman,37 on the other hand, have de-
veloped a general Green–Kubo expression to obtain the Maxwell–
Stefan diffusivities from equilibrium molecular dynamics simula-
tions of n-component fluids. Moreover, their development preserves
Onsager’s reciprocal relations for the diffusivities which means an
n-component fluid has only nn − 1/2 unique transport parameters.
The Maxwell–Stefan diffusivities predicted by Wheeler and New-
man showed reasonable agreement with diffusivities measured ex-
perimentally by Chapman.38
In this work, we begin by introducing the Nernst–Planck equa-
tions that describe the molecular flux in an infinitely dilute electro-
lyte solution followed by a brief development of the equivalent mo-
lecular flux expressions for an n-component electrolyte based on a
Maxwell–Stefan approach. We then use each of these flux expres-
sions to develop a transport model for a simple cell containing the
Li+/I−/I3
−/ACN electrolyte solution. This simple setup will enable us
to investigate and compare the concentration distributions as pre-
dicted by our Nernst–Planck and Maxwell–Stefan transport models
which are developed between ideally polarizable electrodes IPEs
in the absence of an a priori electroneutrality assumption.
Following this, we apply the theory developed by Wheeler and
Newman37 to ascertain the Maxwell–Stefan diffusivities for our
Li+/I−/I3
−/ACN electrolyte which appear as parameters in the simple
cell multicomponent transport model developed earlier. A brief dis-
cussion of the numerical solution approach adopted to implement
our simple cell model is then given.
We conclude this work with a discussion of the differences ob-
served in our simulated distributions, an analysis on why these dif-
ferences have occurred, and a comment on the implications of the
differences as they relate to charge transport modeling in relevant
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Nernst–Planck equations.— In a dilute electrolyte solution,
charge transport can be modeled through the use of the Nernst–
Planck equations, each of which describes the total molar flux, Ni
mol/m2 s, of ionic species i due to bulk fluid or solvent motion
and gradients in concentration and electric potential, namely9,11,14,25
Ni = − Di  ci +
ziF
RT
Dici   + civ0 i = 1, 2, . . . , n 1
Here, Di m2/s is the binary diffusivity of species i in a solvent, ci
mol/m3 is the concentration of species i, zi is the formal charge of
species i, F C/mol is Faraday’s constant, R J/K mol is the uni-
versal gas constant, T K is the temperature,  V is the electric
potential, v0 m/s is the solvent velocity, and n is the number of
components in the solution.
We note that Eq. 1 can be derived by applying a Stokes–Einstein
argument12,13 for fluid flow around a solid sphere. As such, only
interactions between individual solute ions and the solvent mol-
ecules are considered in these equations and this therefore means
that Eq. 1 is strictly only applicable in infinitely dilute solutions.
Notwithstanding this, the Nernst–Planck equations have been widely
used to successfully model many electrochemical systems.2,7 In this
work, however, we wish to ascertain their validity for a concentrated
ternary electrolyte, and to this end we also explore a multicompo-
nent charge transport model based on the Maxwell–Stefan equa-
tions.
Maxwell–Stefan equations.— Here we briefly outline the devel-
opment of the multicomponent analog of Eq. 1. For further detail on
transport in multicomponent electrolyte solutions, the reader is re-
ferred to previous work by the authors,14 and the extensive refer-
ences contained therein. The basic procedure for developing multi-
component flux expressions is to begin by considering the forces
that act on each of the species in the electrolyte, then, via the use of
Maxwell–Stefan equations, relate these forces to the molecular flux,
Ji mol/m2 s, of the individual species. By inverting these equa-
tions we can then obtain expressions for the Ji in terms of the con-
tributing forces.
Bird et al.8 show that for an n-component fluid, the driving
forces, di m−1, which contribute to the molecular diffusive flux
of an individual species i, relative to a reference frame, can be
expressed as
di =
1
cRTciRT  ln ai + ciV¯ i − i  p − igi
+ i
j=1
n
 jg j i = 1, 2, . . . , n 2
Here, ai is the activity of species i, c =  j=1
n cj mol/m3 is the total
concentration, i kg/m3 is the mass density of species i, i is the
mass fraction of species i, and p kg/m s2 is the pressure. The first
term on the right-hand side of Eq. 2 represents a gradient in the
natural logarithm of the activity and can be expressed in terms of a
concentration gradient, while the second term indicates that a pres-
sure gradient contributes to the driving forces only when there is a
difference between the volume and mass fractions of species i.9 The
final two terms represent the external forces, gi m/s2, acting on the
system. In an electrolyte solution, assuming that the effects of grav-
ity are negligible, the gi are given by a gradient in the electric
potential, namely
gi = −
ziF
Mi
  3
where M kg/mol is the molecular weight of species i.i
CS license or copyright; see http://www.ecsdl.org/terms_use.jsp
A35Journal of The Electrochemical Society, 158 1 A33-A42 2011We now consider the conservation of linear momentum on an
element of fluid in our electrolyte. Assuming that the reference ve-
locity of the system is the velocity of the solvent, v0, we then have
that9
dv0
dt
+  ·  = −
1

 p + 
j=1
n
 jg j 4
where t is time s,  is  j=1
n  j kg/m3, and  m2/s2 represents the
viscous stresses. We note that reference frames other than that of the
solvent are possible see Refs. 9, 10, and 39, however, here we use
the solvent velocity in order to maintain consistency with the
Nernst–Planck equations and our molecular dynamics calculations
to be discussed later. At this point, we must be particularly careful
with what further assumptions we make. If we assume that mechani-
cal equilibrium prevails in the fluid i.e., we ignore acceleration and
viscous stress terms, we obtain that
1

 p = 
j=1
n
 jg j 5
Substituting Eq. 3 into Eq. 5 we have
p = − 
j=1
n
zjcjF   6
Now, if we were to assume an isobaric system   p = 0, then in
the presence of an electric field we see that Eq. 6 would imply a
condition of electroneutrality. However, we know that in the double
layer region local electroneutrality does not hold. So, to be able to
include the effects of the double layer, we must retain the pressure
term in Eq. 5. Substituting Eq. 5 into Eq. 2, we then obtain
di =
1
cRTciRT  ln ai + ciV¯ i − ij=1
n
 jg j − igi + i
j=1
n
 jg j
=
1
cRTciRT  ln ai − igi + ciV¯ ij=1
n
 jg j, i = 1, 2, . . . , n
7
It would be advantageous to write the first term on the right-hand
side of Eq. 7 in terms of a concentration gradient. For nonideal
fluids, Taylor and Krishna9 show that
i  ln ai = 
j=1
n−1
ij   j i = 1, 2, . . . , n 8
where i is the mole fraction of species i and ij is a thermodynamic
factor for the i, j pair, and the nth species has been eliminated from
the sum due to the fact that the i sum to unity. The ij in Eq. 8 is
not generally available for electrolyte solutions and in lieu of this,
for the purposes of determining the first term on the right-hand side
of Eq. 7 only, we adopt the ideality assumption
i  ln ai =  i 9
Substituting Eq. 9 into Eq. 7 and assuming constant total concentra-
tion, c, we obtain
cdi =  ci +
1
RT− igi + ciV¯ ij=1
n
 jg j i = 1, 2, . . . , n
10
Noting that the molecular flux of species i, Ji, relative to the solvent
velocity reference frame is
Ji = civi − v0 11
the Maxwell–Stefan equations,8,9,11,14 can be written asDownloaded 23 Nov 2010 to 131.181.251.11. Redistribution subject to Ecdi = 
j=1,ji
n
1
Ðij
 jJi − iJ j i = 1, 2, . . . , n 12
where vi m/s is the velocity of species i and Ðij m2/s is the
Maxwell–Stefan diffusivity describing interactions between species
i and j. As we indicated in our discussion surrounding Eq. 4, other
reference velocities are possible. In fact, the choice of reference
velocity is arbitrary, provided it allows one of the molecular fluxes
to be easily calculated. By using v0 as our reference frame and
setting species n to be the solvent, we are able to say that the mo-
lecular flux of solvent, Jn, is identically zero. Removing the Jn from
consideration, we can then formulate Eq. 12 in terms of an n
− 1 dimensional matrix equation. Inverting this matrix equation, we
can obtain a generalized Fickian form for Ji, in terms of the driving
forces, d j, namely9,11,14
Ji = − c
j=1
n−1
Dijd j i = 1, 2, . . . , n − 1 13
For details of the matrix formulation and subsequent inversion, the
reader is referred to the work by Taylor and Krishna.9 In Eq. 13 we
have introduced a new set of transport parameters; the Fickian mul-
ticomponent diffusivities, Dij m2/s, which are complicated func-
tions of the species concentrations and Maxwell–Stefan diffusivities,
Ðij. With our choice of reference velocity being v0, the total molar
flux of species i then becomes14
Ni = Ji + civ0 i = 1,2, . . . ,n − 1
= − 
j=1
n−1
Dij  cj + 1RT−  jg j + cjV¯ jk=1
n
kgk	 + civ0
i = 1, 2, . . . , n − 1 14
and
Nn = cnv0 15
As with Eq. 1, we can use Eqs. 14 and 15 to formulate a transport
model for multicomponent electrolyte solutions. However, a brief
discussion is needed regarding the transport parameters, before we
can proceed.
As noted above, the Fickian multicomponent diffusion coeffi-
cients, Dij, are dependent on the concentration and the Maxwell–
Stefan diffusivities, Ðij. While the functional forms for Dij are
known, the values of Ðij are generally not known and thus, the main
difficulty in using a mathematical model based on the Maxwell–
Stefan equations lies in determining these transport coefficients. In
the following section, we investigate the use of equilibrium molecu-
lar dynamics simulations to aid us in obtaining the Ðij. However, we
first briefly introduce a specific system of equations, to model charge
transport in the Li+/I−/I3
−/ACN electrolyte.
Simplified cell model.— Up to now, we have only considered a
generalized development of the flux expressions to describe charge
transport in a liquid electrolyte. To develop a specific system of
equations describing charge transport in a simple electrochemical
cell, we consider a modeling scenario as depicted in Fig. 1. We
consider a setup where no interfacial reactions occur, consisting of
two metallic IPE in a bath of the Li+/I−/I3
−/ACN electrolyte. A po-
tential difference is applied across the electrodes, such that the left-
hand electrode at x = 0 is at a potential that is V V more positive
of the right hand electrode at x = L. Charge transport is modeled in
one dimension only, orthogonal to the two electrodes.
For each species in the solution we have a conservation equation,
given byCS license or copyright; see http://www.ecsdl.org/terms_use.jsp
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t
+
Ni
x
= 0 i = Li+, I−, I3
−
, ACN 16
where Ni is the one-dimensional flux from either the Nernst–Planck
approach, Eq. 1, or the Maxwell–Stefan approach, Eqs. 14 and 15.
Conservation of volume at each point in the electrolyte yields40

i=1
n
ciV¯ i = 1 17
Furthermore, the electric potential is governed by Poisson’s equa-
tion, namely

x

x
 = − F
i
zici, i = Li+, I−, I3
− 18
where  F/m is the permittivity, which is assumed to be a constant
here. In reality, the permittivity is composition dependent and inves-
tigating means of accounting for this Refs. 41-43 may be a pos-
sible extension of the model.
To close our equation system, we need a set of initial and bound-
ary conditions. Initially, we assume that each species is at a constant,
uniform concentration, ci
0 mol/m3, thus
cix,0 = ci
0 i = Li+, I−, I3
−
, ACN 19
At each electrode surface no interfacial reaction occurs; hence,
the flux of each species is given by
Ni0,t = NiL,t = 0 i = Li+, I−, I3
−
, ACN 20
For the electric potential at each electrode interface we set
0,t =
V
2
, L,t = −
V
2
21
Equations 16-18 together with initial conditions Eq. 19 and bound-
ary conditions Eqs. 20 and 21 model transport in the electrolyte of
our simple cell. These equations are solved numerically using a
procedure that is similar to that developed previously by the authors
for the solution of a similar model system.14 In the approach here,
the equations are discretized using control volume methods44 on a
uniform mesh to yield a set of differential-algebraic equations
DAEs. As the DAEs associated with the multicomponent transport
V
Li
+
I
-
+
+
+
+
+
+
+
+
+
+
+
+
+
+
Metal IPE
L
LiI + I2 + CH3CN
I3
-
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-
-
-
-
-
-
-
-
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Figure 1. Color online Diagram of the simplified modeling scenario used
to perform a comparison between the Maxwell–Stefan and Nernst–Planck
equations. It consists of a bath of the Li+/I−/I3−/ACN electrolyte, with two
metallic ideally polarizable electrodes. A voltage, V, is applied across the
cell.Downloaded 23 Nov 2010 to 131.181.251.11. Redistribution subject to Emodel are nonlinear, a Newton iteration scheme45 is applied to solve
our DAEs at each time step. Progression of the solution in time is
achieved through the use of the Implicit Differential-Algebraic
IDA module for differential-algebraic equations in Sundials.46
Molecular Dynamics
To perform the simulations for calculating the Maxwell–Stefan
diffusivities, Ðij, we have made use of a molecular dynamics simu-
lation package, DL_POLY.47,48 DL_POLY requires three input files to
run the molecular dynamics simulations; namely, the CONTROL,
CONFIG, and FIELD files. The CONTROL file contains the list of param-
eters used to control the simulation, such as the ensemble, integra-
tion method, and time step. The CONFIG file describes the starting
configuration of the molecules to be used in the simulation. At a
minimum, it must specify the coordinates of each molecule; how-
ever, it can also include the velocity of molecules and the force
applied to the molecules. The CONFIG file is also responsible for
defining the size of the simulation cell. The FIELD file describes the
force field information, such as interaction potentials and bonding
information. When generating the FIELD file, it must be ensured that
the atoms and molecules appear in the same order as they appear in
the CONFIG file.
To set up the initial configuration, the programs PACKMOL49 and
ATEN50 were used. PACKMOL requires the coordinates of one mol-
ecule of each type in the medium being simulated, the numbers of
each molecule in the medium, and the dimensions of the simulation
cell. It then uses optimization algorithms51 to determine the best
packing of molecules within the defined cell, based on distances
between the molecules. The output from PACKMOL is then opened in
ATEN, where it can be visualized and exported to a format compat-
ible with DL_POLY.
Simulation of Li/I	/I3	/ACN electrolyte.— To model liquid
ACN, we have used the three-site model of Guárdia et al.52 with
potential parameters given in Table I.
The parameters for Li+ are taken from Bouazizi and Nasr,53
while those for I− and I3
− are from Lynden-Bell et al.54 and Zhang
and Lynden-Bell.55 These are shown in Table II.
In our simulations, we have used the isobaric–isothermal en-
semble, with a constant number of molecules approximately 5000,
a constant temperature 298 K, and constant pressure 1 atm. Fol-
lowing an equilibration period, the simulations were run for over
1000 ps and molecular coordinate information was collected.
Calculation of Maxwell–Stefan diffusivities.— Wheeler and New-
man
37 have developed a generalized approach to obtain the
Maxwell–Stefan diffusivities for a multicomponent solution. They
developed a Green–Kubo expression based on the collective veloc-
Table I. Lennard-Jones potential parameters for the three-site
model of ACN.52
Parameter Cmethyl Cnitrile N
q e 0.206 0.247 −0.452

ii nm 3.775 3.650 3.200
ii kJ mol−1 0.7824 0.544 0.6276
Table II. Lennard-Jones potential parameters for Li+, I−, and I3−
ions.53-55
Parameter Li+ I− I3center
− I3end
−
q e 1 −1 −0.03 −0.485

ii nm 1.505 5.167 5.167 5.167
 kJ mol−1 0.6904 0.4184 0.4814 0.4184ii
CS license or copyright; see http://www.ecsdl.org/terms_use.jsp
A37Journal of The Electrochemical Society, 158 1 A33-A42 2011ity correlation function for a general number of species, which can
be calculated from equilibrium simulations.37 For our multicompo-
nent system, this can be written as
Lij
0
=
V
3kBT


0

dtSit · S j0 i, j = 1, 2, . . . , n − 1
22
where V m3 is the simulation cell volume, kB m2 kg/s2 K is the
Boltzmann constant, Sit m/s is the generalized flux of species i at
time, t, and S j0 is the generalized flux of species j at t = 0. The
generalized flux of a species is defined as the time rate of change of
the center of mass of the species relative to the solvent, i.e., Rit
m/s.37 Thus
Sit = R˙ it i = 1, 2, . . . , n − 1 23
where
Rit =
1
Niki rkt −
1
Nnkn rkt i = 1, 2, . . . , n − 1
24
Here, rkt m is the position vector of a particular molecule at
time, t, in our molecular dynamics simulation cell, with k in the first
term on the right-hand side representing ionic species i and in the
second term representing the solvent species, n, while Ni and Nn are
the numbers of molecules of species i and n solvent, respectively.
Equation 24 indicates that the center of mass of species i must be
referenced to the center of mass of the solvent, and Wheeler and
Newman37 found that due to the solvent velocity being used as the
reference frame, this was critical in order to obtain the correct trans-
port parameters, Lij
0
.
Equation 22 can be applied to a liquid with any number of com-
ponents, and moreover as noted earlier, they satisfy Onsager’s recip-
rocal relations.36 They define a new set of transport parameters, Lij
0
,
which are related to the Fickian multicomponent diffusivities, Dij,
introduced previously. The functional form of each of the Dij is
obtained when we invert Eq. 12 to obtain Eq. 13. These functional
forms are a set of nonlinear algebraic equations that relate the spe-
cies concentrations, ci, the Dij, and the Ðij. Now, given that at
known ci values the Lij
0 and hence the Dij can be determined from
molecular dynamics simulations using the procedure outlined below,
these nonlinear algebraic equations for the functional forms of the
Dij can then be solved simultaneously to yield the Ðij.
In our work, rather than applying Eq. 22 to calculate the Lij
0
, we
have used the equivalent Einstein form of the Green–Kubo expres-
sion, also developed by Wheeler and Newman,37 namely
Lij
0
=
V
6kBT
lim
t→
d
dt
Rit − Ri0 · R jt − R j0,
i, j = 1, 2, . . . , n − 1 25
Equation 25 is used to calculate the diffusivities, as opposed to Eq.
22, as it requires only the coordinates of each atom in the system at
each time step, which are produced as output by DL_POLY. On the
other hand, Eq. 22 requires the generalized fluxes, which can be
calculated from the species velocities. Although DL_POLY has the
capability to output velocities from the molecular dynamics simula-
tions, there is an increased data storage overhead associated with
this approach that we did not wish to cater for here. Furthermore,
Allen and Tildesley32 show that in the calculation of self diffusivi-
ties, incorrect values can be obtained by using a Green–Kubo ex-
pression. This occurs when the velocity correlation function is not
integrated over a long enough time period and important informa-
tion is lost. This can be avoided by using the equivalent Einstein
form, which allows us to observe when fluctuations in the system
have relaxed.Downloaded 23 Nov 2010 to 131.181.251.11. Redistribution subject to EIn our molecular dynamics simulations, the species concentra-
tions are essentially held constant, indicating that the Lij
0 must also
be constant. For this to occur, we require a linear profile for the dot
product in Eq. 25, yielding a constant gradient in time. We have
developed a code to calculate Rit − Ri0 · R jt − R j0 as
a postprocessing step, after the molecular dynamics simulations
have completed execution. We have used a form of block
averaging,32 to compute the average displacement of each species,
relative to the solvent, over different time steps. Care must be taken
to not enforce periodic boundary conditions on the molecular dy-
namics simulation cell when performing the postprocessing calcula-
tions, as the use of periodic boundary conditions would lead to much
greater displacements being calculated when molecules travel across
the boundaries. This is done on-the-fly by checking whether a mol-
ecule has traveled more than half of the simulation cell width in a
single time step. If it has, then the boundary of the molecular dy-
namics simulation cell has been crossed and the true coordinate
outside of the simulation cell must be calculated. This true coordi-
nate is then used to calculate the displacement of the molecule in
question.
Molecular dynamics simulation results.— Figure 2 shows two
typical results for the calculation of the dot product in Eq. 25 solid
line for the Li+/I−/I−/ACN electrolyte, at a concentration of ap-
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Figure 2. Calculated values of Rit − Ri0 · R jt − R j0 from mo-
lecular dynamics simulations —, and a fitted linear relation ---. a Inter-
actions between Li+ and Li+. b Interactions between Li+ and I3−.3
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between Li+ ions i.e., i = Li+, j = Li+ in the dot product in Eq. 25,
while Fig. 2b shows the calculated result of interactions between Li+
and I3
− ions i.e., i = Li+, j = I3− in the dot product in Eq. 25. From
Fig. 2b we observe that the dot product calculation, which we expect
to be linear in time, is somewhat nonlinear in the simulations due to
the relatively small number of I3
− ions. This was a typical outcome
for our calculations involving the I3
− species. This deviation from
linearity may introduce a level of uncertainty in the exact value of
the LiI3−
0
where i = Li+, I− terms and hence the associated DiI3− that
result from these values. We have confirmed, however, that this
uncertainty has no effect on the qualitative nature of the results
presented in this work. In fact, we found that minor variations in the
values of Dij used in our simple cell simulations lead to a variation
in the transient behavior of our solutions, but do not affect the
steady-state distributions that are attained. We show this in more
detail in the Model Results and Discussion section.
To calculate the Lij
0
, we have fitted a linear in time equation to
the calculated dot product see Figs. 2a and 2b, for example and
used the gradient of this line in Eq. 25. In practice, rather than
utilizing these Lij
0 to determine the Ðij via the process described in
the previous subsection see above, we converted them directly to
the Fickian multicomponent diffusivities, Dij noting that the Lij0 and
the Dij are directly related. These simulated Dij are then the trans-
port parameters that we use via Eq. 14 in our simple cell model
introduced previously.
Model Results and Discussion
Table III gives the parameter values and appropriate references
used to solve the system of equations for our simple cell model. We
have used the radius of the ionic species28 to calculate the partial
molar volumes, V¯ .
Figure 3 shows a comparison between the steady-state electrolyte
concentration profiles in our simple cell obtained for the
Li+/I−/I3
−/ACN electrolyte, at 0.5 M initial concentration, with a
0.01 V applied voltage, from both the Maxwell–Stefan and Nernst–
Planck based models. From the figure, we can see that in this case
the predictions from each model are indistinguishable. At such a low
applied voltage, there is relatively little increase in the electrolyte
concentration at the interfaces and as such any nonsolute–solvent
interactions that are not accounted for by the Nernst–Planck equa-
tions have a negligible effect.
Figure 4 shows a comparison between the transient interfacial
concentration profiles of I− predicted by the Nernst–Planck and
Table III. Parameter values used in the simple cell simulations, with
Parameter Value Descript
zLi+ +1 Formal c
zI− −1 Formal c
zI3
−
−1 Formal c
F 96485.3399 C/mol Faraday
R 8.31447215 J/K mol Gas Con
T 298.15 K Tempera
DLi+ 7.5  1010 m2/s Diffusion
DI− 7.5  1010 m2/s Diffusion
DI3− 3.2  10
10 m2/s Diffusion
MLi+ 6.941  103 kg/mol Molar m
MI− 126.90447  103 kg/mol Molar m
MI3− 380.71341  10
3 kg/mol Molar m
MACN 41.052  103 kg/mol Molar m
 324.41056  1012 Permittiv
V¯ Li+ 2.11485877  10
6 m3/mol Partial m
V¯ I− 5.12978048  10
5 m3/mol Partial m
V¯ I3−
4.103824384  104 m3/mol Partial m3
Downloaded 23 Nov 2010 to 131.181.251.11. Redistribution subject to EMaxwell–Stefan models at 51 ns, 101 ns, and steady state 1071 ns
for the Nernst–Planck model and 762 ns for the Maxwell–Stefan
model, for a 0.5 M initial electrolyte concentration and an applied
voltage of 0.01 V. This is the same scenario as presented in Fig. 3,
where no difference in the steady-state profiles was found between
the two approaches. In Fig. 4, we see that there is very little differ-
ence between the predicted I3
− concentrations, even in the transient
profiles. We also note that the differences between similar predic-
tions for Li+ and I− concentrations are even smaller than those
shown here for I3
−
. As the transient profiles at these low interfacial
concentrations are very similar for both the Nernst–Planck and
Maxwell–Stefan models as we would hope they would be, this
gives a good indication that our simulated multicomponent diffusivi-
ties are reasonable.
Figure 5 shows the steady-state concentration profiles obtained
from the Nernst–Planck equations for the Li+/I−/I3
−/ACN electrolyte
at an initial concentration of 0.5 M, when the applied voltage is
increased to 0.15 V. We see that much higher concentrations are
obtained at the electrode surfaces, which is to be expected. The
lated values of V¯ .
on Li+ Ref. 28
on I− Ref. 28
on I3
− Ref. 28
ant Ref. 28
Ref. 28
ficient of Li+ in ACN Ref. 56
ficient of I− in ACN Ref. 56
ficient of I3
− in ACN Ref. 56
Li+ Ref. 28
I− Ref. 28
I3
− Ref. 28
ACN Ref. 28
liquid ACN, multiplied by the permittivity of free space Refs. 28 and 57
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−
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A39Journal of The Electrochemical Society, 158 1 A33-A42 2011corresponding Maxwell–Stefan results are given in Fig. 6. The in-
terfacial concentrations of Li+ and I− are predicted to be lower than
those from the Nernst–Planck equations, which may be due to the
inclusion of interactions between each species. However, if we look
closer at a comparison between the interfacial concentration of I3
−
,
we observe that different behavior occurs.
Figure 7 shows a comparison between the transient I3
− interfacial
concentration for the Maxwell–Stefan and Nernst–Planck equations
at 51 and 101 ns, with steady state at 3493 ns for the Nernst–Planck
model and 1265 ns for the Maxwell–Stefan model, at an initial elec-
trolyte concentration of 0.5 M and an applied voltage of 0.15 V.
While the I3
− concentration continues to increase monotonically as
we approach the interface for the Nernst–Planck equations, the cor-
responding Maxwell–Stefan profile displays an extremum just prior
to the interface, which is at a significantly lower concentration than
the interfacial concentration predicted by the Nernst–Planck model.
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Figure 4. Comparison of the transient I3− interfacial concentration predicted
by the Maxwell–Stefan — and Nernst–Planck -·- equations for the
Li+/I−/I3
−/ACN electrolyte, at an initial concentration of 0.5 M and applied
voltage of 0.01 V, at 51 ns , 101 ns , and steady state .
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Figure 5. Resulting concentration profiles from a simulation of the simple
cell model, predicted by the Nernst–Planck equations, for an initial
Li+/I−/I3
−/ACN electrolyte concentration of 0.5 M and applied voltage of
0.15 V. --- Li+, — I−, -·- I−.3
Downloaded 23 Nov 2010 to 131.181.251.11. Redistribution subject to EThis could be interpreted as the I3
− ions being repelled from the
interface due to an increasing concentration of like charged I− ions.
By increasing the applied voltage to 0.15 V, we have reached inter-
facial concentrations where the multicomponent interactions ac-
counted for by the Maxwell–Stefan equations become important.
The preceding results show that significant differences can occur
in the behavior predicted by the Nernst–Planck and Maxwell–Stefan
models. As mentioned previously, Cussler11 has stated that multi-
component effects become important in highly concentrated electro-
lyte solutions. However, in the simulations of our simple cell model,
we have held the initial electrolyte concentration constant at 0.5 M
and varied the applied voltage. One way of obtaining a highly con-
centrated electrolyte is to increase the initial electrolyte concentra-
tion. We found that for the Li+/I−/I3
−/ACN electrolyte, the initial
concentration had to be significantly higher than 0.5 M to obtain
significant differences between the Nernst–Planck and Maxwell–
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Figure 6. Resulting concentration profiles from a simulation of the simple
cell model, predicted by the Maxwell–Stefan equations, for an initial
Li+/I−/I3
−/ACN electrolyte concentration of 0.5 M and applied voltage of
0.15 V. --- Li+, — I−, -·- I3−.
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Figure 7. Comparison of the transient interfacial I3− concentration profiles
predicted by the Maxwell–Stefan — and Nernst–Planck -·- models, at
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A40 Journal of The Electrochemical Society, 158 1 A33-A42 2011Stefan equations at low applied voltages e.g., 0.01 V. An alterna-
tive method to increase concentration that we have employed here is
to increase the applied voltage. This leads to high ionic concentra-
tions at the electrode interfaces, as seen in Figs. 5 and 6. For the
0.5 M Li+/I−/I3
−/ACN electrolyte, increasing the applied voltage to
0.15 V allowed us to observe differences between the Nernst–
Planck and Maxwell–Stefan model concentration predictions.
The differences observed in predicted interfacial concentrations
between the Nernst–Planck and Maxwell–Stefan models may be im-
portant in models of electrochemical systems where interfacial reac-
tions occur. This leads us to explore the causes behind these differ-
ences and attempt to characterize when these differences will occur.
As discussed above, to elicit the different behavior exhibited by the
Maxwell–Stefan equations we increased the applied voltage as a
method of obtaining higher concentrations. To this end, we consider
the contribution of potential to the driving forces, given by Eq. 7, of
the Maxwell–Stefan equations. Hence, we consider the ratio
ciV¯ i
j=1
n
 jg j
igi
i = Li+, I−, I3
− 26
We recall from Eq. 7 that the numerator in the ratio Eq. 26
represents the driving force due to pressure, while the denominator
represents the driving force due to the electric field. While this ratio
appears to be a function of the electric potential, we can in fact
eliminate the electric potential gradient and obtain a function of
concentration only, namely,
V¯ i
zi

j=1
n
cjzj i = Li+, I−, I3
− 27
This reduced ratio of terms Eq. 27 has been calculated for the
0.5 M Li+/I−/I3
−/ACN electrolyte, with an applied voltage of 0.01 V
and the results are shown in Fig. 8. For this scenario, we observed
no appreciable difference between the predicted electrolyte concen-
trations, as shown in Figs. 3 and 4, and here the value of Eq. 27
remains small for all ionic species. This indicates that the concen-
trations are not sufficiently high enough for the pressure term to
dominate the electric field.
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Figure 8. Ratio of force terms given by Eq. 27 for the Li+/I−/I3−/ACN elec-
trolyte at 0.5 M and 0.01 V. For this scenario, no significant difference was
observed between the simulated concentration profiles and here Eq. 27 re-
mains small for all species. --- Li+, — I−, -·- I3
−
.Downloaded 23 Nov 2010 to 131.181.251.11. Redistribution subject to EFigure 9 shows a comparison of Eq. 27 for each ionic species,
where the applied voltage has been increased to 0.15 V. Note that
this is the same case as presented in Fig. 6, where an extremum in
the I3
− concentration is seen prior to the interface. We can see that for
Li+ and I− this ratio remains small in the region close to the inter-
face, where we see the most difference in predicted electrolyte con-
centrations. However, for I3
− the ratio becomes greater than unity. In
this case, the ionic concentrations have reached a point where the
pressure becomes the dominant term. We believe that it is this pres-
sure term, not accounted for in the Nernst–Planck model, that drives
the behavior exhibited by the Maxwell–Stefan model at high inter-
facial concentrations. When Eq. 27 becomes greater than unity, we
will see considerably different behavior between the Nernst–Planck
and Maxwell–Stefan models.
We also note that in our multicomponent model, if we were to
consider a binary three-component electrolyte, the reduced ratio of
terms given in Eq. 27 will be unity when the concentration of one
ionic species, j, goes to zero, and the other, i, goes to 1/V¯ i. In this
instance, conservation of volume, Eq. 17, implies that the solvent
concentration must also be zero. At the interface this would indicate
that our model predicts that a layer of species i has been deposited
on the electrode. As an aside, we note that, in fact, the reduced ratio
Eq. 27 can never be larger than unity for a binary electrolyte. In
our model, we make no account of the additional chemistry that may
be associated with there being no solvent at the interface e.g., the
precipitation of ionic species, the desolvation of ionic species in
solution, etc.; hence, in regimes where the solvent concentration at
the interface is nonzero, for a binary electrolyte we do not expect to
see a situation where an ionic species exhibits a maximum at a point
away from the interface, as is the case for our ternary electrolyte in
this work. Interfacial behavior like that shown for our
Li+/I−/I3
−/ACN electrolyte will only occur in electrolytes containing
two or more like charged species, with a difference in their partial
molar volumes, V¯ . We can see this by noting that when there is no
difference in the partial molar volumes of the ionic species, the
maximum value of the sum,  j=1
n cjzj, is zi/V¯ i, meaning that the
reduced ratio in Eq. 27 cannot exceed unity. However, when as is
generally the case there is a difference in the partial molar volumes
of the ionic species, this ratio can exceed unity because n c z 
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Figure 9. Ratio of force terms given by Eq. 27 for the Li+/I−/I3−/ACN elec-
trolyte at 0.5 M and 0.15 V. When this ratio becomes larger than unity, we
observe different behavior in the concentration profiles. --- Li+, — I−, -·-
I3
−
.j=1 j j
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zi/V¯ i. It is this exceeding of unity in Eq. 27 that indi-
cates when the behavior observed in this paper will occur where an
ionic species exhibits a maximum at a point away from the inter-
face.
In addition to the above analysis of driving forces, we wish to
determine what effects the diffusion coefficients have on the con-
centration profiles. To this end, we consider the difference between
the Maxwell–Stefan equations when using our simulated multicom-
ponent diffusivities and when using “ordinary” binary diffusion co-
efficients. To obtain a model based on Maxwell–Stefan-type equa-
tions that are consistent with using binary diffusivities, we must
somehow neglect interactions between different solute species. To
do this, we consider a derivation of the Maxwell–Stefan equations
where the only nonzero friction coefficients are those involving in-
teractions between a solute and the solvent. Taylor and Krishna9
give the force between species i and j as
− f iji jvi − v j 28
where f ij is a friction factor for the i − j pair. Setting f ij = 0 when i
or j  n, the Maxwell–Stefan equations give
di = −
in
Ðin
vi − vn 29
where species n is the solvent. Substituting Eq. 11 into Eq. 29, we
obtain
cdi = −
n
Ðin
Ji 30
Rearranging Eq. 30 gives a new expression for the molecular flux,
namely
Ji = −
Ðin
n
cdi 31
which can be used in our species conservation equations, Eq. 16. We
then let Ðin/n be the binary diffusivity, Di m2/s, of species i in
the solvent, as used in the Nernst–Planck equations, Eq. 1, thus
yielding a binary approximation to the full Maxwell–Stefan model.
Figures 10 and 11 show a comparison of the transient I3
− concen-
tration profiles for the Li+/I−/I3
−/ACN electrolyte at an initial con-
centration of 0.5 M and applied voltage of 0.01 and 0.15 V, respec-
tively, as predicted by the binary approximation to the Maxwell–
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Figure 10. Comparison of the transient I3− interfacial concentration profiles
between the full Maxwell–Stefan — and binary Maxwell–Stefan equations
-·-, for the Li+/I−/I3
−/ACN electrolyte at 0.5 M and 0.01 V applied voltage,
at 51 ns , 101 ns , and steady state .Downloaded 23 Nov 2010 to 131.181.251.11. Redistribution subject to EStefan model and the full Maxwell–Stefan model. We see that the
diffusion coefficients have no effect on the final steady-state concen-
tration distribution; however, the transient concentration profiles are
affected by the diffusivities. The Maxwell–Stefan model based on
binary diffusivities consistently takes more time to reach steady state
than the full Maxwell–Stefan equations. This is consistent with what
was observed in the comparison between the Nernst–Planck and
Maxwell–Stefan equations and may be due to the solute–solute in-
teractions, which have been neglected. Additionally, as we increase
the applied voltage, and thus the interfacial concentrations, we see
greater differences in the transient concentration profiles. This is to
be expected because at higher concentrations the interaction terms
neglected by the binary Maxwell–Stefan model become more im-
portant.
For our Li+/I−/I3
−/ACN electrolyte, this shows that the diffusivi-
ties have no effect on the final steady-state concentration profiles
predicted by the Maxwell–Stefan model. Thus, for situations where
the steady-state profiles are of interest, this indicates that we may
simply make use of the binary diffusivities and neglect solute–solute
interactions, as they do not affect the steady-state concentration dis-
tribution. However, transient concentration profiles become impor-
tant when there is current flowing in the system, which will be the
case in many electrochemical devices. In cases such as these, the
interactions accounted for by the Maxwell–Stefan equations may
become important.
Conclusions
In this work, we have investigated the use of both the Nernst–
Planck and Maxwell–Stefan equations for modeling charge transport
in a ternary liquid electrolyte originally found in DSCs. The elec-
trolyte is composed of Li+, I−, and I3
− ions, with acetonitrile as the
solvent. For an n-component fluid, the Maxwell–Stefan equations
require nn − 1/2 diffusivities, which, in general, are not readily
obtainable. We have applied the work of Wheeler and Newman37 to
the Li+/I−/I3
−/ACN electrolyte, in an attempt to elucidate the re-
quired diffusivities. We have been relatively successful in this en-
deavor, in that the diffusivities we calculated were of a comparable
order of magnitude to the binary diffusivities available in the litera-
ture and gave transient results that were very similar to those ob-
tained from the Nernst–Planck equations for a dilute solution of our
electrolyte. One difficulty we encountered was due to the fact that I3
−
ions appear in a much lower relative concentration compared to Li+
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Figure 11. Comparison of transient I3− interfacial concentration profiles be-
tween the full Maxwell–Stefan — and binary Maxwell–Stefan equations
-·-, for the Li+/I−/I3
−/ACN electrolyte at 0.5 M and 0.15 V applied voltage,
at 51 ns , 101 ns , and steady state .CS license or copyright; see http://www.ecsdl.org/terms_use.jsp
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total molecules in our simulations in an attempt to mitigate the error.
The calculation of the Maxwell–Stefan diffusivities, Ðij, allowed
us to perform a comparison between the Nernst–Planck and
Maxwell–Stefan approaches. We have shown that at higher interfa-
cial concentrations, we obtain different behavior in the predicted
concentration profiles between the two approaches. This appears to
be the result of the pressure term which appears in the driving force
for the Maxwell–Stefan equations. An assumption of electroneutral-
ity, together with mechanical equilibrium would see the pressure
eliminated from Eq. 2. However, due to our interest in modeling
charge transport in nanoporous structures, we specify that local elec-
troneutrality is not necessarily satisfied at all the locations in the
electrolyte, and as such we must retain the pressure term. We make
an assumption of mechanical equilibrium, which allows us to ex-
press the pressure gradient in terms of the external force. Without
this assumption we would need to consider the viscous stresses and
acceleration terms in the momentum equation 4. We found that at
high interfacial electrolyte concentrations, achieved by increasing
the applied voltage, the pressure term became dominant due to the
interactions between the like charged I− and I3
− ions, causing the
development of an extremum near the interface in the I3
− concentra-
tion. By analyzing a ratio of force terms appearing in the driving
forces of the Maxwell–Stefan equations, Eq. 7, we have shown that
such behavior will only occur in electrolytes with two or more like
charged species and a difference in the partial molar volumes of the
ionic species. As such, in our simple cell model the ionic species in
a binary electrolyte will not exhibit an extremum in concentration at
a point away from the interface.
We have also investigated the effect of the multicomponent dif-
fusion coefficients in the Maxwell–Stefan equations. By introducing
a binary solution approximation based on the Maxwell–Stefan form,
we were able to make use of binary diffusion coefficients available
in the literature. We found that only the transient concentration pro-
files were affected, which in turn alters the time taken to reach
steady state. However, the steady-state concentration profiles pre-
dicted by the full Maxwell–Stefan model and the binary approxima-
tion to the Maxwell–Stefan model are identical. This suggests that
when transient profiles are not required, a simplified Maxwell–
Stefan model that makes use of binary diffusivities can be imple-
mented. This would remove the need for the costly calculations
involved in determining the Ðij. It may also provide a way of testing
the validity of our simulated Maxwell–Stefan diffusivities and this is
the work the authors will investigate in the future.
When dealing with the modeling of multicomponent charge
transport in nanoporous structures, where the interfacial concentra-
tions are of interest, it is important to consider carefully which mod-
eling strategy to use. An example of an electrochemical device
where interfacial concentrations are important is the DSC. In a DSC,
there are numerous interfacial reactions that take place, one of
which occurs at the counter electrode, where I3
− ions are reduced by
the electrons entering the cell. If the concentration of I3
− ions is too
low, the efficiency of the cell will be affected. Thus, accurate pre-
dictions of interfacial concentrations are crucial in obtaining accu-
rate full cell models. In this work, we have shown that for a ternary
electrolyte the Maxwell–Stefan model, which provides a more real-
istic description of charge transport, predicts ionic concentration
profiles that exhibit behavior that is not captured by the Nernst–
Planck equations and this should be considered when modeling
charge transport.
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