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ON LONG TIME DYNAMICS OF PERTURBED KDV
EQUATIONS
HUANG GUAN
C.M.L.S, E´COLE POLYTECHNIQUE
Abstract. Consider a perturbed KdV equation:
ut + uxxx − 6uux = ǫf(u(·)), x ∈ T = R/Z,
∫
T
u(x, t)dx = 0,
where the nonlinear perturbation defines analytic operators u(·) 7→ f(u(·)) in
sufficiently smooth Sobolev spaces. Assume that the equation has an ǫ-quasi-
invariant measure µ and satisfies some additional mild assumptions. Let uǫ(t)
be a solution. Then on time intervals of order ǫ−1, as ǫ → 0, its actions
I(uǫ(t, ·)) can be approximated by solutions of a certain well-posed averaged
equation, provided that the initial datum is µ-typical.
0. Introduction
The KdV equation on the circle, perturbed by smoothing perturbations, was
studied in [5]. There an averaging theorem that describes the long-time behavior
for solutions of the perturbed KdV equation was proved. In this work, we suggest an
abstract theorem which applies to a large class of ǫ-perturbed KdV equations which
have ǫ-quasi-invariant measures; the latter notion is explained in the main text. We
show that the systems considered in [5], satisfy this condition, and believe that it
may be verified for many other perturbations of KdV. More exactly, we consider a
perturbed KdV equation with zero mean-value periodic boundary condition:
ut + uxxx − 6uux = ǫf(u(·)), x ∈ T = R/Z,
∫
T
u(x, t)dx = 0, (0.1)
where ǫf is a nonlinear perturbation, specified below. For any p ∈ R we introduce
the Sobolev space of real valued function on T with zero mean-value:
Hp =
{
u ∈ L2(T,R) : ||u||p < +∞,
∫
T
udx = 0
}
, ||u||2p =
∑
k∈N
(2πk)2p(|uˆk|2+uˆ2−k).
Here uˆk and uˆ−k, k ∈ N are the Fourier coefficients of u with respect to the
trigonometric base
ek =
√
2 cos 2πkx, k > 0 and ek =
√
2 sin 2πkx, k < 0,
i.e. u =
∑
k∈N uˆkek + uˆ−ke−k. It is well known that KdV is integrable. It means
that the function space Hp admits analytic coordinates v = (v1,v2, . . . ) = Ψ(u(·)),
where vj = (vj , v−j)
t ∈ R2, such that the quantities Ij = 12 |vj |2 and ϕj = Arg vj ,
j > 1, are action-angle variables for KdV. In the (I, ϕ)-varibles, KdV takes the
integrable form
I˙ = 0, ϕ˙ =W (I), (0.2)
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where W (I) ∈ R∞ is the KdV frequency vector, see [7, 6]. For any p > 0 the
integrating transformation Ψ (the nonlinear Fourier transform) defines an analytic
diffeomorphism Ψ : Hp → hp, where
hp =
{
v = (v1,v2, . . . ) : |v|2p =
∞∑
j=1
(2πj)2p+1|vj |2 <∞,vj = (vj , v−j)t ∈ R2
}
.
We introduce the weighted l1-space hpI ,
hpI =
{
I = (I1, I2, . . . ) ∈ R∞ : |I|∼p = 2
+∞∑
j=1
(2πj)2p+1|Ij | <∞
}
,
and the mapping πI :
πI : h
p → hpI , (v1, . . . ) 7→ (I1, . . . ), Ij =
1
2
vtjvj , j ∈ N. (0.3)
Obviously, πI is continuous, |πI(v)|∼p = |v|2p and its image hpI+ = πI(hp) is the
positive octant of hpI .
We wish to study the long-time behavior of solutions for equation (0.1). Accord-
ingly, we fix some
ζ0 > 0, p > 3, T > 0,
and assume
Assumption A: (i) For any u0 ∈ Hp, there exists a unique solution u(t) ∈ Hp of
(0.1) with u(0) = u0. It satisfies
||u||p 6 C(T, p, ||u0||p), 0 6 t 6 T ǫ−1.
(ii) There exists a p′ = p′(p) < p such that for q ∈ [p′, p], the perturbation term
defines an analytic mapping
Hq → Hq+ζ0 , u(·) 7→ f(u(·)).
We are mainly concerned with the behavior of the actions I(u(t)) ∈ R∞+ on time
interval [0, T ǫ−1]. For this end, we write the perturbed KdV (0.1), using slow time
τ = ǫt and the v-variables:
dv
dτ
= ǫ−1dΨ(u)V (u) + P (v). (0.4)
Here V (u) = −uxxx+6uux is the vector filed of KdV and P (v) is the perturbation
term, written in the v-variables. In the action-angle variables (I, ϕ) this equation
reads:
dI
dτ
= F (I, ϕ),
dϕ
dτ
= ǫ−1W (I) +G(I, ϕ). (0.5)
Here I ∈ R∞ and ϕ ∈ T∞, where T∞ := {θ = (θj)j>1, θj ∈ T} is the infinite-
dimensional torus, endowed with the Tikhonov topology. The two functions F (I, ϕ)
andG(I, ϕ) represent the perturbation term f , written in the action-angle variables,
see below (1.3) and (1.4). We consider an averaged equation for the actions:
dJ
dτ
= 〈F 〉(J), 〈F 〉(J) =
∫
T∞
F (J, ϕ)dϕ, (0.6)
where dϕ is the Haar measure on T∞. It turns out that 〈F 〉(J) defines a Lips-
chitz vector filed in hpI (see (3.11) below). So equation (0.6) is well-posed, at least
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locally. We want to study the relation between the actions I(τ) of solutions for
equation (0.5) and solutions J(τ) of equation (0.6), for τ ∈ [0, T ].
Let Sτǫ , 0 6 τ 6 T , be the flow-maps of equation (0.4) on h
p and denote
Bvp(M) =
{
v ∈ hp : |v|p 6M
}
.
Definition 0.1. 1) A measure µ on hp is called regular if for any analytic function
g on hp such that g 6≡ 0, we have µ({v ∈ hp : g(v) = 0}) = 0.
2) A measure µ on hp is said to be ǫ-quasi-invariant for equation (0.4) on the
ball Bvp (M) if it is regular, 0 < µ(B
v
p (M)) <∞ and there exists a constant C(T,M)
such that for any Borel set A ⊂ Bvp (M), we have
e−τC(T,M)µ(A) 6 µ(Sτǫ (A)) 6 e
τC(T,M)µ(A). (0.7)
Similarly, these definitions can be carried to measures on the space Hp and the
flow-maps of equation (0.1) on Hp.
The main result of this paper is the following theorem, in which uǫ(t) denotes
solutions for equation (0.1), vǫ(τ) = Ψ
(
uǫ(ǫ−1τ)
)
denotes solutions for (0.4) and
I(vǫ), ϕ(vǫ) are their action-angle variables. By Assumption A, for τ ∈ [0, T ],
|I(vǫ(τ))|∼p 6 C1(|I(vǫ(0))|∼p ).
Theorem 0.2. Fix any M > 0. Suppose that assumption A holds and equa-
tion (0.1) has an ǫ-quasi-invariant measure µ on Bvp (M). Then
(i) For any ρ > 0 and any q < p+ 12 min{ζ0, 1}, there exists δρ > 0, ǫρ,q > 0 and
a Borel subset Γǫρ,q ⊂ Bvp (M) such that
lim
ǫ→0
µ(Bvp (M) \ Γǫρ,q) = 0, (0.8)
and for ǫ 6 ǫρ,q, we have that if v
ǫ(0) ∈ Γǫρ,q, then
|I(vǫ(τ)) − J(τ)|∼q 6 ρ, for 0 6 τ 6 min{T, T (Iǫ0)}. (0.9)
Here Iǫ0 = I(v
ǫ(0)), J(·) is the unique solution of the averaged equation (0.6) with
any initial data J0 ∈ hpI , satisfying |J0 − Iǫ0|∼q 6 δρ, and
T (Iǫ0) = min
{
τ : |J(τ)|∼p > C1(|Iǫ0|∼p ) + 1
}
.
(ii) Let λv0ǫ be the probability measure on T
∞, defined by the relation∫
T∞
f(ϕ) dλv0ǫ (dϕ) =
1
T
∫ T
0
f(ϕ(vǫ(τ))dτ, ∀f ∈ C(T∞),
where v0 = v
ǫ(0) ∈ Bp(M). Then the averaged measure
λǫ :=
1
µ
(
Bp(M)
) ∫
Bp(M)
λv0ǫ dµ(v0)
converges weakly, as ǫ→ 0, to the Haar measure dϕ on T∞
Remark 0.3. 1) Assume that an ǫ-quasi-invariant measure µ depends on ǫ, i.e.
µ = µǫ. Then the same conclusion holds with µ replaced by µǫ, if µǫ satisfies some
consistency conditions. See subsection 3.3.
2) Item (ii) of Assumption A may be removed if the perturbation is hamiltonian.
See the end of subsection 3.1.
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Toward the existence of ǫ-quasi-invariant measures, following [5], consider a class
of Gaussian measures µ0 on the Hilbert space h
p:
µ0 :=
∞∏
j=1
(2πj)1+2p
2πσj
exp{− (2πj)
1+2p|vj |2
2σj
}dvj , (0.10)
where dvj , j > 1, is the Lebesgue measure on R
2. We recall that (0.10) is a well-
defined probability measure on hp if and only if
∑
σj < ∞(see [2]). It is regular
in the sense of Definition 0.1 and is non-degenerated in the sense that its support
equals to hp (see [2, 3]). From (0.2), it is easy to see that this kind of measures are
invariant for KdV.
For any ζ′0 > 1, we say the measure µ0 is ζ
′
0-admissible if the σj in (0.10) satisfies
0 < j−ζ
′
0/σj < const for all j ∈ N. It was proved in [5] that if Assumption A holds
and
(ii)′ the operator defined by v 7→ P (v) (see (0.4)) analytically maps the space hp to
the space hp+ζ
′
0 with some ζ′0 > 1,
then every ζ′0-admissible measure µ0 is ǫ-quasi-invariant for equation (0.1) on h
p.
However, the conditions (ii)′ is not easy to verify due to the complexity of the
nonlinear Fourier transform. Fortunately, there exists another series of Gibbs-type
measures (see (4.3) below) known to be invariant for KdV, explicitly constructed
on the space Hp in [13]. We will show in Section 4 that these measures are ǫ-
quasi-invariant for equation (0.1) if Assumption A holds with ζ0 > 2. We point out
straight away that this condition is not optimal (see Remark 4.11).
The paper is organized as follows: Section 1 is about some important proper-
ties of the nonlinear Fourier transform and the action-angle form of the perturbed
KdV (0.1). We discuss the averaged equation in Section 2. The Theorem 0.2
is proved in Section 3. Finally we will discuss the existence of ǫ-quasi-invariant
measures in Section 4.
Agreements. Analyticity of maps B1 → B2 between Banach spaces B1 and B2,
which are the real parts of complex spaces Bc1 and B
c
2, is understood in the sense
of Fre´chet. All analytic maps that we consider possess the following additional
property: for any R, a map extends to a bounded analytical mapping in a complex
(δR > 0)-neighborhood of the ball {|u|B1 < R} in Bc1. We call such analytic maps
uniformly analytic.
1. Preliminaries on the KdV equation
In this section we discuss integrability of the KdV equation (0.1)ǫ=0.
1.1. Nonlinear Fourier transform for KdV.
Theorem 1.1. (see [7]) There exists an analytic diffeomorphism Ψ : H0 7→ h0
and an analytic functional K on h1 of the form K(v) = K˜(I(v)), where the func-
tion K˜(I) is analytic in a suitable neighborhood of the octant h1I+ in h
1
I , with the
following properties:
(i) For any p ∈ [−1,+∞), the mapping Ψ defines an analytic diffeomorphism
Ψ : Hp 7→ hp.
(ii) The differential dΨ(0) is the operator
∑
uses 7→ v, vs = |2πs|−1/2us.
(iii) A curve u ∈ C1(0, T ;H0) is a solution of the KdV equation (0.1)ǫ=0 if and
only if v(t) = Ψ(u(t)) satisfies the equation
ON LONG TIME DYNAMICS OF PERTURBED KDV EQUATIONS 5
v˙j =
(
0 −1
1 0
)
∂K˜
∂Ij
(I)vj , vj = (vj , v−j)
t ∈ R2, j ∈ N. (1.1)
The coordinates v = Ψ(u) are called the Birkhoff coordinates, and the form (1.1)
of KdV is its Birkhoff normal form
Since the maps Ψ and Ψ−1 are analytic, then for m = 0, 1, 2 . . . , we have
||djΨ(u)||m 6 Pm(||u||m), ||djΨ−1(v)||m 6 Qm(|v|m), j = 0, 1, 2,
where Pm and Qm are continuous functions.
A remarkable property of the nonlinear Fourier transform Ψ is its quasi-linearity.
It means:
Theorem 1.2. (see [10, 8]) If p > 0, then the map Ψ − dΨ(0) : Hp → hp+1 is
analytic.
We denote
W (I) = (W1,W2, . . . ), Wk(I) =
∂K˜
∂Ik
(I), k = 1, 2, . . . .
This is the KdV-frequency map. It is non-degenerate:
Lemma 1.3. (see [9], appendix 6) For any n ∈ N, if In+1 = In+2 = · · · = 0, then
det
(
(
∂Wi
∂Ij
)16i,j6n
)
6= 0.
Let l∞−1 be the Banach space of all real sequences l = (l1, l2, . . . ) with the norm
|l|−1 = sup
n>1
n−1|ln| <∞.
Denote κ = (κn)n>1, where κn = (2πn)
3.
Lemma 1.4. (see [7], Thoerem 15.4) The normalized frequency map
I 7→W (I)− κ
is real analytic as a map from h1I+ to l
∞
−1.
1.2. Equation (0.1) in the Birkhoff coordinates. For k = 1, 2 . . . we denote:
Ψk : H
m → R2, Ψk(u) = vk,
where Ψ(u) = v = (v1,v2, . . . ). Let u(t) be a solution of equation (0.1). Passing
to the slow time τ = ǫt and denoting ˙ to be ddτ , we get
v˙k = dΨk(u)(ǫ
−1V (u)) + Pk(v), k > 1, (1.2)
where V (u) = −uxxx + 6uux and Pk(v) = dΨk(Ψ−1(v))(f(Ψ−1(v))). Since the
action Ik(v) =
1
2 |Ψk|2 is an integral of motion for the KdV equation (0.1)ǫ=0, we
have
I˙k = (Pk(v),vk) := Fk(v). (1.3)
Here and below (·, ·) indicates the scalar product in R2.
For k > 1 defines the angle ϕk = arctan(
v−k
vk
) if vk 6= 0 and ϕk = 0 if vk = 0.
Using equation (1.2), we get
ϕ˙k = ǫ
−1Wk(I) + |vk|−2(dΨk(u)f(x, u),v⊥k ), if vk 6= 0, (1.4)
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where v⊥k = (−v−k, vk). Denoting for brevity, the vector field in equation (1.4) by
ǫ−1Wk(I) +Gk(v), we rewrite the equation for the pair (Ik, ϕk)(k > 1) as
I˙k = Fk(v) = Fk(I, ϕ),
ϕ˙k = ǫ
−1Wk(I) +Gk(v).
(1.5)
We set
F (I, ϕ) = (F1(I, ϕ), F2(I, ϕ), . . . ).
Denote
ζ¯0 = min{1, ζ0}.
For any q ∈ [p′, p], define a map P as
P : hq → hq+ζ¯0 , v 7→ (P1(v), . . . ).
Clearly, P(v) = dΨ(Ψ−1(v))(f(Ψ−1v)). Then Theorem 1.2 and Assumption A
imply that the map P is analytic. Using (1.3), for any k ∈ N, we have
(2πk)2q+1+ζ¯0 |Fk(v)| 6 (2πk)2q+1|vk|2 + (2πk)2q+1+2ζ¯0 |Pk(v)|2.
Therefore,
|F (I, ϕ)|∼q+ζ¯0/2 6 |v|2q + |P(v)|2q+ζ¯0 6 C(|v|q). (1.6)
In the following lemma Pk and P
j
k are some fixed continuous functions.
Lemma 1.5. For k, j ∈ N and each q ∈ [p′, p], we have:
(i) The function Fk(v) is analytic in each space h
q.
(ii) For any δ > 0, the function Gk(v)χ{Ik>δ} is bounded by δ
−1/2Pk(|v|q).
(iii) For any δ > 0, the function ∂Fk∂Ij (I, ϕ)χ{Ij>δ} is bounded by δ
−1/2P jk (|v|q).
(iv) The function ∂Fk∂ϕj (I, ϕ) is bounded by P
j
k (|v|q), and for any n ∈ N and
(I1, . . . , In) ∈ Rn+, the function ϕ 7→ Fk(I1, ϕ1, . . . , In, ϕn, 0, . . . ) is smooth on Tn.
We denote
ΠI : h
p → hpI , ΠI(v) = I(v),
ΠI,ϕ : h
p → hpI × T∞, ΠI,ϕ(v) = (I(v), ϕ(v)).
Abusing notation, we will identify v with (I, ϕ) = ΠI,ϕ(v).
Definition 1.6. We say that a curve
(
I(τ), ϕ(τ)
)
, τ ∈ [0, τ1], is a regular solution
of equation (1.5), if there exists a solution u(·) ∈ Hp of equation (0.1) such that
ΠI,ϕ
(
Ψ(u(ǫ−1τ))
)
= (I(τ), ϕ(τ)), τ ∈ [0, τ1].
Note that if (I(τ), ϕ(τ)) is a regular solution, then each Ij(τ) is a C
1-function,
while ϕj(τ) may be discontinuous at points τ , where Ij(τ) = 0.
2. Averaged equation
For a function f on a Hilbert space H , we write f ∈ Liploc(H) if
|f(u1)− f(u2)| 6 P (R)||u1 − u2||, if ||u1||, ||u2|| 6 R, (2.1)
for a suitable continuous function P which depends on f . By the Cauchy inequality,
any analytic function on H belongs to Liploc(H) (see Agreements). In particularly,
for any k > 1,
Wk(I) ∈ Liploc(hqI), q > 1, and Fk(v) ∈ Liploc(hq), q ∈ [p′(p), p]. (2.2)
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Let f ∈ Liploc(hp0) for some p0 > 0 and v ∈ hp1 , p1 > p0. Denoting by ΠM ,
M > 1, the projection
ΠM : h0 → h0, (v1,v2, . . . ) 7→ (v1, . . . ,vM , 0, . . . ),
we have |v −ΠMv|p0 6 (2πM)−(p1−p0)|v|p1 . Accordingly,
|f(v)− f(ΠMv)| 6 P (|v|p1)(2πM)−(p1−p0). (2.3)
The torus T∞ acts on the space h0 by the linear transformations Φθ, θ ∈ T∞,
where Φθ : (I, ϕ) 7→ (I, ϕ + θ). For a function f ∈ Liploc(hp), we define the
averaging in angles as
〈f〉(v) =
∫
T∞
f(Φθ(v))dθ,
where dθ is the Haar measure on T∞. Clearly, the average 〈f〉 is independent of ϕ.
Thus 〈f〉 can be written as 〈f〉(I).
Extend the mapping πI to a complex mapping h
p
⊗
C → hpI
⊗
C, using the
same formulas (0.3). Obviously, if O is a complex neighbourhood of hp, then πcI(O)
is a complex neighbourhood of hpI .
Lemma 2.1. (See [11], Lemma 4.2) Let f ∈ Liploc(hp), then
(i) The function 〈f〉(v) satisfy (2.1) with the same function P as f and take the
same value at the origin.
(ii) This function is smooth (analytic) if f is. If f(v) is analytic in a complex
neighbourhood O of hp, then 〈f〉(I) is analytic in the complex neighbourhood πcI(O)
of hpI .
For any q¯ ∈ [p′, p], we consider the mapping defined by
〈F 〉 : hq¯I → hq¯+ζ¯0/2I , J 7→ 〈F 〉(J),
where 〈F 〉(J) = (〈F1〉(J), 〈F2〉(J), . . . ).
Corollary 2.2. For every q¯ ∈ [p′, p], the mapping 〈F 〉 is analytic as a map from
the space hq¯I to h
q¯+ζ¯0/2
I .
Proof. The mapping P(v) extends analytically to a complex neighbourhood O of
hq¯ (see Agreements). Then by (1.3), the functions Fj(v), j ∈ N are analytic in O.
Hence it follows from Lemma 2.1 that for each j ∈ N, the function 〈Fj〉 is analytic
in the complex neighbourhood πcI(O) of hq¯I . By (1.6), the mapping 〈F 〉 is locally
bounded on πcI(O). It is well known that the analyticity of each coordinate function
and the locally boundness of the maps imply the analyticity of the maps (see, e.g.
[1]). This finishes the proof of the corollary. 
We recall that a vector ω ∈ Rn is called non-resonant if
ω · k 6= 0, ∀ k ∈ Zn \ {0}.
Denote by C0+1(Tn) the set of all Lipschitz functions on Tn. The following lemma
is a version of the classical Weyl theorem (for a proof, see e.g. Lemma 2.2 in [5]).
Lemma 2.3. Let f ∈ C0+1(Tn) for some n ∈ N. For any δ > 0 and any non-
resonant vector ω ∈ Rn, there exists T0 > 0 such that if T > T0, then∣∣∣ 1
T
∫ T
0
f(x0 + ωt)dt− 〈f〉
∣∣∣ 6 δ,
uniformly in x0 ∈ Tn.
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3. Proof of the main theorem
In this section we prove Theorem 0.2.
Assume u(0) = u0 ∈ Hp. So
ΠI,ϕ(Ψ(u0)) = (I0, ϕ0) ∈ hpI+ × T∞. (3.1)
We denote
BIp(M) = {I ∈ hpI+ : |I|∼p 6M}.
Without loss of generality, we assume that T = 1. Fix any M0 > 0. Let
(I0, ϕ0) ∈ BIp(M0)× T∞ := Γ0,
that is,
v0 = Ψ(u0) ∈ Bvp (
√
M0).
We pass to the slow time τ = ǫt. Let (I(·), ϕ(·)) be a regular solution of the system
(1.5) with (I(0), ϕ(0)) = (I0, ϕ0). We will also write it as (I
ǫ(·), ϕǫ(·)) when we
want to stress the dependence on ǫ. Then by assumption A, there exists M1 >M0
such that
I(τ) ∈ BIp(M1), τ ∈ [0, 1]. (3.2)
By (1.6), we know that
|F (I, ϕ)|∼1 6 CM1 , ∀ (I, ϕ) ∈ BIp(M1)× T∞, (3.3)
where the constant CM1 depends only on M1.
We denote Im = (I1, . . . , Im, 0, 0, . . . ), ϕ
m = (ϕ1, . . . , ϕm, 0, 0, . . . ), andW
m(I) =
(W1(I), . . . ,Wm(I), 0, 0, . . . ), for any m ∈ N.
3.1. Proof of assertion (i). Fix any
n0 ∈ N and ρ > 0.
By (2.2), there exists m0 ∈ N such that
|Fk(I, ϕ)− Fk(Im0 , ϕm0)| 6 ρ, ∀(I, ϕ) ∈ BIp(M1)× T∞, (3.4)
where k = 1, · · · , n0.
From now on, we always assume that
(I, ϕ) ∈ Γ1 := BIp(M1)× T∞, i.e. v ∈ Bvp (
√
M1),
and identify v ∈ hp with (I, ϕ) = ΠI,ϕ(v).
By Lemma 1.5, we have
|Gj(I, ϕ)| 6 C0(j,M1)√
Ij
,
|∂Fk
∂Ij
(I, ϕ)| 6 C0(k, j,M1)√
Ij
,
|∂Fk
∂ϕj
(I, ϕ)| 6 C0(k, j,M1).
(3.5)
From Lemma 1.4 and Lemma 2.1, we know that
|Wj(I)−Wj(I¯)| 6 C1(j,M1)|I − I¯|1,
|〈Fk〉(I)− 〈Fk〉(I¯)| 6 C1(k, j,M1)|I − I¯|1.
(3.6)
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By (2.2) we get
|Fk(vm0)−Fk(v¯m0)| 6 C′2(k,M1)|vm0−v¯m0 |p 6 C2(k,m0,M1)|vm0−v¯m0 |∞, (3.7)
where | · |∞ is the l∞-norm.
We denote
Cn0,m0M1 = m0 ·max{C0, C1, C2 : 1 6 j 6 m0, 1 6 k 6 n0}.
Below we define a number of sets, depending on various parameters. All of them
also depend on ρ, n0 and m0, but this dependence is not indicated. For any δ > 0
and T0 > 0, we define a subset
E(δ, T0) ⊂ Γ1
as the collection of all (I, ϕ) ∈ Γ1 such that for every T > T0, we have,∣∣∣ 1
T
∫ T
0
[Fk(I
m0 , ϕm0 +Wm0(I)s)− 〈Fk〉(Im0)]ds
∣∣∣ 6 δ, for k = 1, . . . , n0. (3.8)
Let Sτǫ be the flow generated by regular solutions of the system (1.5). We define
two more groups of sets.
∆(τ) = ∆(τ, ǫ, δ, T0, I, ϕ) := {τ1 ∈ [0, τ ] : Sτ1ǫ (I, ϕ) /∈ E(δ, T0)}.
N(γ) = N(γ, ǫ, δ, T0) := {(I, ϕ) ∈ Γ0 : Mes[∆(1, ǫ, δ, T0, I, ϕ)] 6 γ}.
Here and below Mes[·] stands for the Lebesgue measure in R. We will indicate the
dependence of the set N(γ) on n0 and ρ as Nn0,ρ(γ), when necessary.
By continuity, E(δ, T0) is a closed subset of Γ1 and ∆(τ) is an open subset of
[0, τ ]. Repeating a version of the classical averaging argument (cf. [12]), presented
in the proof of Lemma 4.1 in [5], we have the following averaging lemma:
Lemma 3.1. For k = 1, . . . , n0, the Ik-component of any regular solution of (1.5)
with initial data in N(γ, ǫ, δ, T0) can be written as
Ik(τ) = Ik(0) +
∫ τ
0
〈Fk〉(I(s))ds + Ξk(τ),
where the function |Ξk(τ)| is bounded on [0, 1] by
4Cn0,m0M1
{[
2(ǫ1/4 + 2T0CM1ǫ)
1/2
]
(ǫT0 + ǫγ + 1)
+
[
T0CM1ǫ
7/8 + T0CM1ǫ+ C
n0,m0
M1
(
1
2
T0ǫ
7/8 +
1
3
CM1T
2
0 ǫ)
]
(ǫT0 + ǫγ + 1)
+ 4CM1γ + 2ρ+ 2δ + 2CM1T0ǫ.
Corollary 3.2. For any ρ¯ > 0, with a suitable choice of ρ, δ, T0, γ, the function
|Ξk(τ)| in Lemma 3.1 can be made smaller than ρ¯, if ǫ is small enough.
Proof. We choose
T0 = ǫ
−σ, γ =
ρ¯
9CM1
, δ = ρ =
ρ¯
9
with 0 < σ < 12 . Then for ǫ sufficiently small we have
|Ξk(τ)| < ρ¯.

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Now let µ be a regular ǫ-quasi-invariant measure and {Sτǫ , τ > 0} be the flow of
equation (0.4) on hp. Below we follow the arguments, invented by Anosov for the
finite dimensional averaging (e.g. see in [12]).
Consider the measure µ1 = dµdt on h
p×R. Define the following subset of hp×R:
Bǫ := {(v, τ) : v ∈ Γ0, τ ∈ [0, 1] and Sτǫ v ∈ Γ1 \ E(δ, T0)}.
Then by (0.7), there exists C(M1) such that
µ1(Bǫ) =
∫ 1
0
µ
(
Γ0 ∩ S−τǫ
(
Γ1 \ E(δ, T0)
))
dτ 6 eC(M1)µ(Γ1 \ E(δ, T0).
For any v ∈ Γ0, denote ∆¯(v) = ∆(1, ǫ, δ, T0, I, ϕ), where (I, ϕ) = ΠI,ϕ(v). Then by
the Fubini theorem, we have
µ1(Bǫ) =
∫
Γ0
Mes(∆¯(v))dµ(v).
Using Chebyshev’s inequality, we obtain
µ
(
N(γ, ǫ, δ, T0)
)
6
eC(M1)
γ
µ
(
Γ1 \ E(δ, T0)
)
. (3.9)
By the definition of E(δ, T0), we know that
E(δ, T0) ⊂ E(δ, T ′0), if T ′0 > T0. (3.10)
We set E∞(δ) := ∪T0>1E(δ, T0). Define
RES(m0) =
{
(I, ϕ) ∈ Γ1 : ∃k ∈ Zm0 such that k1W1(I)+ · · ·+km0Wm0(I) = 0
}
.
Since the measure µ is regular, then by Lemma 1.3, we have that µ(RES(m0)) = 0.
If (I ′, ϕ′) ∈ Γ1 \RES(m0), then the vectorWm0(I ′) ∈ Rm0 is non-resonant. Due to
Lemma 2.3, we know that there exists T ′0 > 0 such that for T > T
′
0, the inequalities
(3.8) hold. Therefore (I ′, ϕ′) ∈ E(δ, T ′0) ⊂ E∞(δ). Hence
Γ1 \ E∞(δ) ⊂ RES(m0).
So we have µ(E∞(δ)) = µ(Γ1). Since µ(E
∞(δ)) = limT0→∞ E(δ, T0) due to (3.10),
then for any ν > 0, there exists T ′0 > 0 such that for each T0 > T
′
0, we have
µ(E∞ \ E(δ, T0)) 6 ν.
So the r.h.s of the inequality (3.9) can be made arbitrary small if T0 is large enough.
Fix some 0 < σ < 1/2, we have proved the following lemma.
Lemma 3.3. Fix any δ > 0, ρ¯ > 0. Then for every ν > 0 we can find ǫ(ν) > 0
such that, if ǫ < ǫ(ν), then
µ
(
Γ0 \N( ρ¯
9CM1
)
)
< ν,
where N( ρ¯9CM1
) = N( ρ¯9CM1
, ǫ, δ, ǫ−σ).
We now are in a position to prove assertion (i) of Theorem 0.2.
By Corollary 2.2, for each q ∈ [p′, p], there exists C3(q,M1) such that for any
J1, J2 ∈ BIq¯ (M1 + 1) (see Agreements),
|〈F 〉(J1)− 〈F 〉(J2)|∼q 6 |〈F 〉(J1)− 〈F 〉(J2)|∼q+ζ¯0/2 6 C3(q¯,M1)|J1 − J2|∼q . (3.11)
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Since the mapping 〈F 〉 : hpI → hpI is locally Lipschitz by (3.11), then using Picard’s
theorem, for any J0 ∈ BIp(M1) there exists a unique solution J(·) of the averaged
equation (0.6) with J(0) = J0. We denote
T (J0) := inf{τ > 0 : |J(τ)|p > M1 + 1} 6∞.
For any ρ¯ > 0 and q < p+ ζ0, there exist n1 ∈ N such that
|F (I, ϕ)− Fn1(I, ϕ)|q < ρ¯
8
e−C3(M1), (I, ϕ) ∈ BIp(M1 + 1)× T∞,
|〈F 〉(J)− 〈F 〉n1 (J)|q < ρ¯
8
e−C3(M1), J ∈ BIp(M1 + 1).
(3.12)
Here
C3(M1) =
{
C3(p,M1) if q > p,
C3(q,M1) if q 6 p.
Find ρ0 from the relation
8
n1∑
j=1
j1+2qρ0 = ρ¯e
−C3(M1).
By Lemma 3.1 and Corollary 3.2, there exists ǫρ¯,q such that if ǫ 6 ǫρ¯,q, then for
initial data in the subset Γρ¯ = Nn1,ρ0(
ρ0
9CM1 ǫ
, ǫ, ρ09 , ǫ
−σ) we have for k = 1, · · · , n1,
Iǫk(τ) = I
ǫ
k(0) +
∫ τ
0
〈Fk〉(Iǫ(s))ds+ ξk(τ), |ξk(τ)| < ρ0, τ ∈ [0, 1], (3.13)
Therefore, by (3.12) and (3.13), for (Iǫ(0), ϕǫ(0)) ∈ Γρ¯, J(0) ∈ Bp(M1 + 1) and
|τ | 6 min{1, T (J(0))},
|Iǫ(τ) − J(τ)|∼q − |Iǫ(0)− J(0)|∼q
6
∫ τ
0
|F (Iǫ(s))ds−
∫ τ
0
〈F 〉(J(s))|∼q ds
6
∫ τ
0
|Fn1(Iǫ(s))− 〈F 〉n1 (J(s))|∼q ds+
ρ
4
e−C3(M1).
6
∫ τ
0
|〈F 〉(Iǫ(s))− 〈F 〉(J(s))|∼q ds+
ρ
2
e−C3(M1).
Using (3.11), we obtain
|Iǫ(τ) − J(τ)|∼q 6 |Iǫ(0)− J(0)|∼q +
∫ τ
0
C3(M1)|Iǫ(s)− J(s)|∼q ds+ ξ0(τ),
where |ξ0(τ)| 6 ρ¯2e−C3(M1). By Gronwall’s lemma, if
|Iǫ(0)− J(0)|∼q 6 δ = e−C3(M1)ρ¯,
then
|I(τ) − J(τ)|q 6 2ρ¯, |τ | 6 min{1, T (J(0))}.
This establishes inequality (0.9). Assuming that ρ¯ << 1, we get from the definition
of T (J(0)) that T (J(0)) is bigger than 1, if ζ0 > 0 and q > p. From Lemma 3.3 we
know that for any ν > 0, if ǫ small enough, then µ(Γ0 \ Γρ¯) < ν. This completes
the proof of the assertion (i) of Theorem 0.2.
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Proof of statement (2) of Remark 0.3 If the perturbation is hamiltonian with
Hamiltonian H , then F = −∇ϕH . Therefore the averaged vector filed 〈F 〉 = 0.
For any ρ > 0 and any q < p, there exists n2 such that
|I − In2 |∼q < ρ/4, ∀I ∈ Bp(M).
By similar argument, we can obtain that, there exists a subset Γǫρ,n2 ⊂ Γ0, satis-
fying (0.8), such that for initial data (Iǫ(0), ϕǫ(0)) ∈ Γǫρ,n2 , and for τ ∈ [0, 1], we
have
|Iǫ,n2(τ) − Iǫ,n2(0)|∼q 6 ρ/4.
So
|Iǫ(τ) − Iǫ(0)|∼q 6 ρ for τ ∈ [0, 1].
In this argument we do not require ζ0 > 0. So item (ii) of Assumption A is not
needed if the perturbation is hamiltonian.
3.2. Proof of the assertion (ii). We fix α < 1/4. For any (m,n) ∈ N2 denote
Bm(ǫ) :=
{
(I, ϕ) ∈ Γ1 : inf
k6m
|Ik| < ǫα
}
,
Rm,n(ǫ) :=
⋃
|L|6n,L∈Zm\{0}
{
(I, ϕ) ∈ Γ1 : |W (I) · L| < ǫα}
}
.
Then let
Υm,n(ǫ) =
( ⋃
m06m
Rm0,n(ǫ)
)
∪ Bm(ǫ), (3.14)
and for any (I0, ϕ0) ∈ Γ0, denote
S(ǫ,m, n, I0, ϕ0) = {τ ∈ [0, 1] : (Iǫ(τ), ϕǫ(τ)) ∈ Υm,n(ǫ)}
Fix m ∈ N, take a bounded Lipschitz function g defined on the torus Tm such
that Lip(g) 6 1 and |g|L∞ 6 1. Let
∑
s∈Zm gse
is·ϕ be its Fourier series. Then for
any ρ > 0, there exists n, such that if we denote g¯n =
∑
|s|6n gse
is·ϕ, then∣∣∣g(ϕ)− g¯n(ϕ)∣∣∣ < ρ
2
, ∀ϕ ∈ Tm.
As the measure µ is regular and Υm,n(ǫ1) ⊂ Υm,n(ǫ2) if ǫ1 6 ǫ2, then
µ(Υm,n(ǫ))→ 0, ǫ→ 0.
Since the measure µ is ǫ-quasi-invariant, then following the same argument that
proves Lemma 3.3, we have there exists subset Λǫρ ⊂ Γ0 such that for initial data
(I0, ϕ0) ∈ Λǫρ, we have Mes
(
S(ǫ,m, n, I0, ϕ0)
)
6 ρ/4, and if ǫ is small enough,
then µ(Γ0 \ Λǫρ) < µ(Γ0)ρ/4. Due to Lemma 2.3, if (Iǫ(·), ϕǫ(·)) stays long enough
time outside the subset Υm,n(ǫ), then the time average of g¯(ϕ
ǫ,m(τ)) can be well
approximated by its space average. Following an argument of Anosov (see [12]), we
obtain that for ǫ small enough and for initial data (I0, ϕ0) ∈ Λǫρ, we have∣∣∣ ∫
Tm
g¯(ϕ)dλI0,ϕ0ǫ −
∫
Tm
g¯dϕ
∣∣∣ = ∣∣∣ ∫ 1
0
g¯
(
ϕǫ,m(τ)
)
dτ −
∫
Tm
g¯(ϕ)dϕ
∣∣∣ < ρ/2. (3.15)
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(For a proof, see Lemma 4.1 in [5].) So if ǫ is small enough, then∣∣∣ ∫
Tm
g(ϕ)λǫ −
∫
Tm
g(ϕ)dϕ
∣∣∣
6
1
µ(Γ0)
{∣∣∣ ∫
(I0,ϕ0)∈Λǫρ
[ ∫
Tm
g(ϕ)dλI0,ϕ0ǫ −
∫
Tm
g(ϕ)dϕ
]
dµ(I0, ϕ0)
∣∣∣
+
∣∣∣ ∫
(I0,ϕ0)∈Γ0\Λǫρ
[ ∫
Tm
g(ϕ)dλI0,ϕ0ǫ −
∫
Tm
g(ϕ)dϕ]dµ(I0, ϕ0)
∣∣∣} 6 2ρ.
That is , ∣∣∣ ∫ g(ϕ)λǫ −
∫
g(ϕ)dϕ
∣∣∣ −→ 0 as ǫ→ 0, (3.16)
for any Lipschitz function as above. Hence, the probability measure λǫ converges
weakly to the Haar measure dϕ (see [4]). This proves the assertion (ii).
3.3. Consistency conditions. Assume the ǫ-quasi-invariant measure µ depends
on ǫ, i.e. µ = µǫ. Using again the Anosov arguments, we have for the measure µǫ
that
µǫ
(
N(T˜ , ǫ, δ, T0)
)
6
eCǫ(M1)
T˜
µǫ
(
Γ1 \ E(δ, T0)
)
.
It is easy to see that assertion (i) of Theorem 0.2 holds, with µ replace by µǫ, if the
following consistency conditions are satisfied:
1) For any δ > 0, µǫ(Γ1 \ E(δ, ǫ−σ)) go to zero with ǫ.
2) Cǫ(M1) is uniformly bounded with respect to ǫ
In subsection 3.2, we can see that for assertion (ii) of Theorem 0.2 to hold, one
more conditions should be added to the family {µǫ}ǫ∈(0,1). That is,
3) For any m, n ∈ N, µǫ
(
Υm,n(ǫ)
)
(see (3.14)) goes to zero with ǫ.
4. On existence of ǫ-quasi-invariant measures
In this section we prove that if Assumption A holds with ζ0 > 2, then there exist
ǫ-quasi-invariant measures for the perturbed KdV (0.1) on the space Hp, where
p > 3 is an integer. Through this section, we suppose that ζ0 = 2, 3 6 p ∈ N and
p′ = 0. Our presentation closely follows Chapter 4 of the book [13].
Let ηp be the centered Gaussian measure on H
p with correlation operator ∂−2x .
Since ∂−2x is an operator of trace type, then ηp is a well-defined probability measure
on Hp.
As is known, for solutions of KdV, there are countably many conservation laws
Jn(u), n > 0of the form Jn = 12 ||u||2n + Jn−1(u), where J−1(u) = 0 and for n > 1,
Jn−1(u) =
∫
T
{
cnu(∂
n−1
x u)
2 +Qn(u, . . . , ∂n−2x u)
}
dx . (4.1)
where cn are real constants, and Qn are polynomial in their arguments (see, p.209
in [7] for exact form of the conservation laws). By induction we get from these
relations that
||u||2n 6 2Jn + C(Jn−1, . . . ,J0), n > 1, (4.2)
where C vanishes with u(·).
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From (4.1) we know that the functional Jp is bounded on bounded sets in H
p.
We consider the measure µp defined by
µp(Ω) =
∫
Ω
e−Jp(u)dηp(u), (4.3)
for every Borel set Ω ⊂ Hp. This measure is regular in the sense of Definition 0.1
and non-degenerated in the sense that its support contains the whole space Hp
(see, e.g. Chapter 9 in [2]). Moreover, it is invariant for KdV [13].
The main result of this section is the following theorem:
Theorem 4.1. The measure µp is ǫ-quasi-invariant for perturbed KdV equation (0.1)
on the space Hp.
To prove this theorem, we follow a classical procedure based on finite dimensional
approximation (see, e.g. [13]).
Let us firstly write equation (0.1) using the slow time τ = ǫt,
u˙ = ǫ−1(−uxxx + 6uux) + f(u), (4.4)
where u˙ = dudτ . By Assumption A, for each u0 ∈ Bup (M), the equation (4.4) has a
unique solution u(·) ∈ C([0, T ], Hp) and ||u(τ)||p 6 C(||u0||p, T ) for all τ ∈ [0, T ].
Denote Lm the subspace ofH
p, spanned by the basis vectors {e1, e−1, . . . , em, e−m}.
Let Pm be the orthogonal projection of H
p onto Lm and P
⊥
m = Id− Pm. For any
u ∈ Hp, denote um = Pmu ∈ Lm. We will identify P∞ with Id and u∞ with u.
Consider the problem
u˙m = ǫ−1
[− umxxx + 6Pm(umumx )]+ Pm(f(um)), um(x, 0) = Pmu0(x). (4.5)
Clearly, for each u0 ∈ Hp this problem has a unique solution um(·) ∈ C([0, T ′],Lm)
for some T ′ > 0.
Proposition 4.2. Let u0 ∈ Hp and um0 ∈ Lm such that um0 strongly converge to u0
in Hp as m→ +∞. Then as m→ +∞,
um(·)→ u(·) in C([0, T ], Hp),
where u(·) is the solution of equation (0.1) with initial datum u(0) = u0 and um(·)
is the solution of problem (4.5) with initial condition um(0) = um0 .
In this result, as well as in the Lemmas 4.5-4.7 below, the rate of convergence
depends on the small parameter ǫ.
To prove this proposition, we start with several lemmas. For any n,m ∈ N, we
have for the solution um(τ) of problem(4.5)
d
dτ
Jn(um(τ)) =
〈∇uJn(um), u˙m(τ)〉
=
〈∇uJn(um), ǫ−1[−umxxx + Pm(umumx )] + Pm[f(um)]〉
Here ∇u stands for the L2-gradient with respect to u. Since Jn is a conservation
law of KdV, then 〈∇uJn(um),−umxxx + umumx 〉 = 0. So
d
dτ
Jn(um) = −ǫ−1
〈∇uJn(um),P⊥m(umumx )〉+ 〈∇uJn(um),Pm[f(um)]〉. (4.6)
We denote the first term in the right hand side by ǫ−1En(um) and the second term
by Efn(um).
ON LONG TIME DYNAMICS OF PERTURBED KDV EQUATIONS 15
Lemma 4.3. There exist continuous functions γn(R, s) and γ
′
n(R, s) on R
2
+ = {(R, s)}
such that they are non-decreasing in the second variable s, vanish if s = 0, and
|Efn(um)| 6 γ′n(||um||n−1, ||um||n−1), (4.7)
|En(um)| 6γn
(
||um||n−1,
max
0 6 i, j 6 n − 1,
i + j 6= 2n − 2
||P⊥m[∂ixum∂jxum]||0 + ||P⊥m(umumx )||1
)
.
(4.8)
for all n = 3, 4, . . . . For n = 2 equality (4.7) still holds, and
|E2(um)| 6 C2(||um||1)||um||22 + C′2(||um||1). (4.9)
Proof. Since f(u) is 2-smoothing, from (4.1) and (4.6) we know that
|Efn(um)| 6 γ′n(||um||n−1, ||um||n−1),
where γ′n(·, ·) is a continuous function satisfying the requirement in the statement
of the lemma.
For the quantity En(um), by (4.1) and (4.6) we have
En(um) =
∫
T
{
6(−1)n(∂2nx um)P⊥m(umumx ) + 6cnP⊥m(umumx )(∂n−1x um)2
+ (−1)n−112cn∂n−1x (um∂n−1x um)P⊥m(umumx )
+ 6
n−2∑
i=0
∂Qn(um, . . . , ∂n−2x um)
∂(∂ixu
m)
∂ixP
⊥
m(u
mumx )
}
dx
= 0 +
∫
T
{
6cnP
⊥
m(u
mumx )(∂
n−1
x u
m)2
+ 12cnP
⊥
m(u
m∂n−1x u
m)[∂x
n−3∑
i=0
Cin−2∂
n−2−i
x u
m∂i+1x u
m]
+ 6
n−2∑
i=0
∂Qn(um, . . . , ∂n−2x um)
∂(∂ixu
m)
∂ixP
⊥
m(u
mumx )
}
dx.
Hence we prove the assertion of the lemma. 
Lemma 4.4. For every u0 ∈ Hp, there exist τ1(||u0||0) > 0 and a continuous non-
decreasing ǫ-depending function βǫp(s) on [0,+∞) such that the value ||um(τ)||p are
bounded by the quantity βǫn(||u0||p), uniformly in m = 1, 2, . . . and τ ∈ [0, τ1].
Proof. Let M = max{||u0||0, 1}. It is easy to verify that
d
dτ
||um||20 = 2〈um,Pm(f(um))〉 6 2||um||20 + C(2M),
if ||um||0 6 2M . Therefore for a suitable τ1 = τ1(||u0||0) > 0 and all τ ∈ [0, τ1], we
have ||um(τ)||0 6 2M . For the quantity J1(um) and τ ∈ [0, τ1],
d
dτ
J1(um) = 〈∇uJ1(um),Pmf(um)〉 6 C1(2M).
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Therefore J1(um(τ)) 6 C1τ +J1(um(0)). So ||um(τ)||1 6 β1(||u0||1). Similarly, by
Lemma 4.3 and inequality (4.2), we have for τ ∈ [0, τ1],
d
dτ
J2(um(τ)) 6 ǫ−1C2[β1(||u0||1)]J (um(τ)) + C′′2 [ǫ−1, β1(||u0||1)].
By Gronwall’s lemma and relation (4.2), we obtain ||um(τ)||2 6 βǫ2(||u0||2). In the
view of Lemma 4.3, we have
Jn(um(τ)) 6 Jn(um(0)) + τCn[ǫ−1, βǫn−1(||u0||n−1)],
for n = 3, . . . , p. Hence maxτ∈[0,τ1] ||um(τ)||p 6 βǫp(||u0||p). 
Below, we will denote by τ1 the quantity min{τ1(||u0||0), T }.
Lemma 4.5. As m→∞,
||um(τ) − u(τ)||p−1 → 0,
uniformly in τ ∈ [0, τ1].
Proof. Denote w = um − u. Using that 〈∂jxum,P⊥mu′〉 = 0 for any j and each
u′ ∈ H0, we get:
1
2
d
dτ
||w||2p−1
=
〈
∂p−1x w, ∂
p−1
x
[
ǫ−1
(− wxxx + 6Pm(umumx )− 6uux)+ Pm(f(um))− f(u)]〉
= 3ǫ−1
〈
∂p−1x w, ∂
p
x
[
(um)2 − u2]〉+ 3ǫ−1〈P⊥m(∂p−1x u), ∂px[(um)2]〉
+
〈
∂p−1x w, ∂
p−1
x
[
Pm(f(u
m))− f(u)]〉.
Using Sobolev embedding and integration by part, we have〈
∂p−1x w, ∂
p
x
[
(um)2 − u2]〉 = p∑
i=0
Cip
∫
T
∂p−1x w∂
p−i
x w∂
i
x(u
m + u)dx
6 −
∫
T
∂x(u
m + u)(∂p−1x w)
2dx+
p∑
i=1
Cip||w||2p−1||um + u||p
6 C(||u||p, ||um||p)||w||2p−1
Therefore,
d
dτ
||w||2p−1 6 C1(ǫ−1, ||um||n)||P⊥mu||p+||P⊥mf(u)||p+C2(ǫ−1, ||u||n, ||um||n)||w||2p−1.
Since ||P⊥m(u)||p and ||P⊥m(f(u))||p go to zero as m→∞ for each τ ∈ [0, τ1] and as
they are uniformly bounded on [0, τ1] by Lemma 4.4, we have for τ ∈ [0, τ1],
||w||2p−1(τ) = ||w(0)||2p−1 +
∫ τ
0
C(ǫ−1, ||u0||p)||w||2ds+ am(ǫ−1, τ),
where am(ǫ
−1, τ) → 0 as m → ∞. So the assertion of the lemma follows form
Gronwall’s lemma. 
Lemma 4.6. Let τm ∈ [0, τ1] such that τm → τ0 ∈ [0, τ1], then
||um(τm)− u(τ0)||p → 0 as m→∞.
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Proof. We firstly prove Jp(um(τm))→ Jp(u(τ0) as m→∞. Indeed, for m 6 +∞,
by (4.6), we have
Jp(um(τm)) = Jp(um(0)) +
∫ τm
0
[ǫ−1Ep(um(s)) + Efp (um(s))]ds
Since f(u) is 2-smoothing, the second term in the integrand is continuous in Hp−1.
So, in the view of Lemma 4.5, we only need to prove that the first term goes to zero
as m→∞. Due to Lemma 4.3, we only need to show that uniformly in τ ∈ [0, τ1],
lim
m→∞
||P⊥m(∂ixum(τ)∂jxum(τ)||0 + lim
m→∞
||P⊥mum(τ)um(τ)x||1 = 0,
where 0 6 i, j 6 p− 1 and i+ j 6= 2p− 2. For the first term in the left hand side,
we have
||P⊥m(∂ixum(τ)∂jxum(τ))||0
6 ||P⊥m(∂ixum(τ)∂jxum(τ)− ∂ixu(τ)∂jxu(τ))||0 + ||P⊥m(∂ixu(τ)∂jxu(τ))||0.
(4.10)
By Lemma 4.5, the first term in the r.h.s of (4.10) goes to zero asm→∞, uniformly
in τ ∈ [0, τ1]. Since u(·) ∈ C([0, τ1], Hp), then ∂ixu(·)∂jxu(·) ∈ C([0, τ1], H0). There-
fore, the quantity ||P⊥m(∂ixu(τ)∂jxu(τ)||0 → 0 as m→∞, uniformly in τ ∈ [0, τ1].
In the same way limm→∞ ||P⊥mumumx ||1 = 0. Therefore, we have
lim
m→∞
Jp(um(τm)) = Jp(u(0)) +
∫ τ0
0
〈∇uJp(u(s)), f(u(s))〉ds = Jp(u(τ0)).
Since the quantity Jp(u)− ||u||2p/2 is continuous in Hp−1, we have
lim
m→∞
||um(τm)||p = ||u(τ0)||p.
The assertion of the lemma follows from the fact that weak convergence plus norm
convergence imply strong convergence. 
Lemma 4.7. As m→∞, ||um(τ) − u(τ)||p → 0 uniformly for τ ∈ [0, τ1].
Proof. Assume the opposite. Then there exists δ > 0 such that for each m ∈ N,
there exists τm ∈ [0, τ1] satisfying
||um(τm)− u(τm)||p > δ. (4.11)
Take a subsequence {mk} such that τmk → τ0 ∈ [0, τ1] asmk →∞. By Lemma 4.6,
we have
lim
mk→∞
||umk(τmk)− u(τmk)||p
= lim
mk→∞
(||umk(τmk)− u(τ0)||p + ||u(τmk)− u(τ0)||p) = 0.
This contradicts the inequality (4.11). So the assertion of the Lemma holds. 
If T = τ1, Proposition 4.2 is proved. Otherwise, we j iterate the above procedure
by letting the initial datum to be u(τ1). This completes the proof of Proposition 4.2.
Apart from Proposition 4.2, we will need two more results to prove Theorem 4.1.
Proposition 4.8. For each u0 ∈ Hp and any ν > 0, there exists δ > 0 such that
||um(τ) − um1 (τ)||p < ν,
18 HUANG GUAN C.M.L.S, E´COLE POLYTECHNIQUE
uniformly in m = 1, 2, . . . , τ ∈ [0, T ] and for every solution um1 (·) of problem (4.5)
with initial data um1 (0), satisfying
||um(0)− um1 (0)||p < δ,
(here um(·) is the solution of (4.5) with initial data Pmu0).
Proof. Assume the contrary. Then there exists ν > 0 such that for each δ > 0,
there exists m ∈ N, u1 ∈ Lm and τm ∈ [0, T ] satisfying
||um1 (τm)− um(τm)||p > ν and ||um1 (0)− um(0)||p < δ. (4.12)
Hence there exists a subsequence {mk} such that ||umk1 −Pmku0||p → 0 asmk →∞.
Therefore limmk→∞ ||umk1 − u0||p = 0. By Proposition 4.2, we known that
|umk1 (τmk)− umk(τmk)||p 6 ||umk1 (τmk)− u(τmk)||p+ ||umk(τmk)− u(τmk)||p → 0,
as mk → ∞. This contradicts the first inequality of (4.12). Proposition 4.8 is
proved. 
Lemma 4.9. Let u0 ∈ Hp. Then for any δ > 0, there exist r > 0 and m0 > 0 such
that for each m > m0 and u¯(0) ∈ B˙up (u0, r), the quantity
ǫ−1|Ep+1(u¯m(τ))| 6 δ,
for all τ ∈ [0, T ].
Proof. In the view of Lemma 4.3, we only need to show for each δǫ > 0, there exist
r > 0 and m0 > 0 such that for every u¯0 ∈ B˙up (u0, r), and m > m0, we have for
τ ∈ [0, T ],
max
06i,j6p,i+j 6=2p
||P⊥m[∂ixu¯m(τ)∂jxu¯m(τ)]||0 + ||P⊥m(u¯m(τ)u¯mx (τ))||1 < δǫ. (4.13)
Here u¯m(τ) is the solution of problem (4.5) with initial datum u¯m(0) = Pmu¯0.
For the first term, we have
||P⊥m[∂ixu¯m(τ)∂jxu¯m(τ)]||0
6 ||∂ixum(τ)∂jxum(τ) − ∂ixu¯m(τ)∂jxu¯m(τ)||0
+ ||∂ixum(τ)∂jxum(τ) − ∂ixu(τ)∂jxu(τ)||0 + ||P⊥m[∂ixu(τ)∂jxu(τ)]||0.
By Proposition 4.2 and the fact that ∂ixu(·)∂jxu(·) ∈ C([0, T ], H0), the second and
the third terms on the right hand side of this inequality converge to zero asm→∞,
uniformly in τ ∈ [0, T ]. From Proposition 4.8, we know that there exists r > 0 such
that the first term is smaller than δǫ/2 for all u¯ ∈ B˙pr (u0) and uniformly in m ∈ N
and τ ∈ [0, T ]. Estimating in this way the term ||P⊥m(u¯mu¯mx )||1, we obtain inequality
(4.13). Hence we prove the assertion of the lemma. 
We now begin to prove Theorem 4.1.
Consider the following Gaussian measure ηmp on the subspaces Lm ⊂ Hp:
dηmp : =
m∏
i=1
(2π)2pi2p+1 exp− (2πi)
2p+2(uˆ2i + uˆ
2
−i)
2
duˆiduˆ−i
= c(m) exp
−||um||2p+1
2
duˆ1duˆ−1 . . . duˆmduˆ−m,
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where um :=
∑m
i=1(uˆiei + uˆ−ie−i) ∈ Lm and duˆ±i, i ∈ N, is the Lebesgue measure
on R. Obviously, ηmp is a Borel measure on Lm. Then we have obtained a sequence
of Borel measure {ηmp } on Hp (see, e.g. [13]). We set
µmp (Ω) =
∫
Ω
e−Jp(u)dηmp ,
for every Borel set Ω ∈ Hp. Then µmp are well defined Borel measure on Hp. Clearly
dµmp = c(m)e
−Jp+1(u
m)duˆ1duˆ−1 . . . duˆmduˆ−m.
Lemma 4.10. ([13]) The sequence of Borel measures µmp in H
p converges weakly
to the measure µp as m→∞.
Rewrite the system (4.5) in the variables
uˆm = (uˆ1, uˆ−1, . . . , uˆm, uˆ−m),
where um =
∑m
j (uˆjej + uˆ−je−j):
d
dτ
uˆj = −2πjǫ−1∂J1(uˆ
m)
∂uˆ−j
+ fj(uˆ
m), j = ±1, . . . ,±m. (4.14)
where Pmf(uˆ
m) =
∑m
j=1(fj(uˆ
m)ej + f−j(uˆ
m)e−j). Let S
τ
m, τ ∈ [0, T ], be the flow
map of equation (4.14). For any Borel set Ω ⊂ Hp, let Sτm(Ω) = Sτm(Pm(Ω)). By
the Liouville Theorem and (4.6), we have
d
dτ
µm(Sτm(Ω)) =
∫
Sτm(Ω)
[
ǫ−1Ep+1(um) + Efp+1(um) +
m∑
i=−m,i6=0
∂fi
∂uˆi
)
]
dµm. (4.15)
Denote Sτǫ , τ ∈ [0, T ], to be the flow map of equation (4.4) on the space Hp. Fix
any M > 0. By Assumption A, there exists M1 such that
Sτǫ (B
u
p (M)) ⊂ Bup (M1).
Since f(u) is 2-smoothing, then on the ballBp(2M1) we have |fi(u)| 6 |i|−p−2C(2M1).
By Cauchy inequality, we have |∂fi/∂uˆi| 6 C(2M1)i−2 on the ball Bp(M1). So we
have
|Efp+1(um) +
m∑
i=−m,i6=0
∂fi
∂uˆi
(um)| 6 C(M1), ∀m ∈ N and ∀um ∈ Bup (M1). (4.16)
Now fix τ0 ∈ [0, T ]. Take an open set Ω ⊂ Bup (M). For any δ > 0, there exists a
compact set K ⊂ Ω such that µp(Ω \K) < δ. Let K1 = Sτ0ǫ (K). Then the set K1
also is compact and K1 ⊂ Sτ0ǫ (Ω) = Ω1. Define
α = min{dist(K, ∂Ω); dist(K1, ∂Ω1)},
where dist(A,B) = infu∈A,v∈B ||u−v||p and ∂A is the boundary of the set A ⊂ Hp.
Clearly α > 0. By Proposition 4.8 and Lemma 4.9, for each u0 ∈ K, there exists
a mu0 > 0 and an open ball B˙
u
p (u0, ru0) of radius ru0 > 0 such that
||um(s)− u¯m(s)||p 6 α/3 and |ǫ−1Ep+1(u¯m)| 6 C(M1)/2, (4.17)
for all u¯ ∈ Bup (u0, ru0), m > m0 and s ∈ [0, τ0]. Let B1, . . . , Bl be the finite covering
of the compact set K by such balls. Let
D = ∪li=1Bi and Ωα/3 := {u ∈ Ω1| dist(u, ∂Ω1) > α/3}.
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By Proposition 4.2,
Sτ0m (D) ⊂ Ωα/3,
for all large enough m ∈ N. From inequalities (4.15), (4.16) and (4.17), we know
that if m is sufficiently large, then
e−3C(M1)τ0/2µmp (D) 6 µ
m
p (S
τ0(D)) 6 e3C(M1)τ0/2µmp (D).
By Lemma 4.10, we have
µp(Ω) 6 µp(D) + δ 6 lim inf
m→∞
µmp (D) + δ
6 lim inf
m→∞
e3C(M1)τ0/2µmp (S
τ0
m (D)) + δ 6 lim sup
m→∞
e3C(M1)τ0/2µmp (Ωα/3) + δ
6 e3C(M1)τ0/2µp(Ω1) + δ.
Here we have used the Portemanteau theorem. Since δ was chosen arbitrarily, it
follows that
µp(Ω) 6 e
3C(M1)τ0/2µp(S
τ0
ǫ (Ω)).
Similarly, µp(S
τ0(Ω)) 6 e3C(M1)τ0/2µp(Ω). As τ0 ∈ [0, T ] is fixed arbitrarily, Theo-
rem 4.1 is proved.
Remark 4.11. The measure µp is also ǫ-quasi-invariant for the following perturbed
KdV equations on Hp:
u˙+ ǫ−1(uxxx − 6uux) = ∂xu, (4.18)
u˙+ ǫ−1(uxxx − 6uux) = ∂−1x u. (4.19)
Indeed, consider the following finite dimensional system corresponding to equa-
tion (4.18) as in problem (4.5):
u˙m = ǫ−1
[− umxxx + 6Pm(umumx )] + ∂xum, um(0) = Pmu0. (4.20)
Let us investigate the quantity ddτJn(um), n > 3, for equation (4.20):
d
dτ
Jn(um) = ǫ−1En(um) + 〈∇uJn(um), ∂xum〉.
For the first term, see in Lemma 4.3. For the second term,
Dn := 〈∇uJn(um), ∂xum〉 =
∫
T
{
∂nxu
m∂n+1x u
m + cn∂xu
m(∂n−1x u
m)2
+ 2cnu
m∂n−1um∂num
+
n−2∑
i=0
∂Qn(um, . . . , ∂n−2x um)
∂(∂ixu
m)
∂i+1um
}
dx.
Notice that the first term in right hand side vanishes. For the second and the third
terms,∫
T
cn[∂xu
m(∂n−1x u
m)2 + 2um∂n−1x u
m∂nxu
m]dx = cn
∫
T
d[um(∂n−1x u
m)2] = 0.
So we have
|Dn| 6 C(||um||n−1). (4.21)
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Note that equation (4.20) can be written as a Hamiltonian system in coordinates
uˆm = (uˆ1, uˆ−1, . . . , uˆm, uˆ−m):
d
dτ
uˆj = −2πjǫ−1∂H1(uˆ
m)
∂uˆ−j
, j = ±1, . . . ,±m, (4.22)
where the Hamiltonian H1(u) = J1(u) − ǫ2
∫
T
u2dx. Therefore the divergence for
the vector field of equation (4.22) is zero. This property and inequality (4.21) also
hold for equation (4.19). Hence the same proof as in this section applies to equation
(4.18) and (4.19), which justifies the claim in the Remark 4.11.
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