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Non-equilibrium steady states are subject to intense investigations but still poorly understood. For
instance, the derivation of Fourier law in Hamiltonian systems is a problem that still poses several ob-
stacles. In order to investigate non-equilibrium systems, stochastic models of energy-exchange have been
introduced and they have been used to identify universal properties of non-equilibrium. In these notes,
after a brief review of the problem of anomalous transport in 1-dimensional Hamiltonian systems, some
boundary-driven interacting random systems are considered and the “duality approach” to their rigorous
mathematical treatment is reviewed. Duality theory, of which a brief introduction is given, is a powerful
technique to deal with Markov processes and interacting particle systems. The content of these notes is
mainly based on the papers [10, 11, 12].
These notes are based on two lectures given by C. Giardina` during the training week in the GGI workshop
’Advances in Nonequilibrium Statistical Mechanics: large deviations and long-range correlations, extreme
value statistics, anomalous transport and long-range interactions’ in Florence, Italy (May 2014). These
notes were prepared by Chiara Franceschini.
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1 Fourier’s law and anomalous transport
The models we would like to discuss are motivated by two fundamental open problems in mathematical
statistical physics:
1. deriving phenomenological laws of non-equilibrium statistical physics for a microscopic interacting
model;
2. understanding the general structure and properties of the probability measure describing a system
in a non-equilibrium steady state.
In this opening section we briefly discuss the first problem, while we defer the second to the study of the
specific models discussed below. We focus on the Fourier’s law
〈J〉 = κ · ∇T (1)
describing the heat flow across a metal bar when we heat the bar from one side and cool it from the other.
The law bears its name to J.B.J. Fourier [8] who discovered it in 1822. In (1) the left hand side 〈J〉 is the
average energy current per unit time and per unit of surface, whereas in the right side κ is the material’s
conductivity and ∇T is the temperature gradient. One would like to derive this phenomenological law
(and the linear heat equation describing the diffusive heat spreading) from a simplified, yet realistic,
mathematical model. The simplest setting is obtained by considering a one-dimensional system with
L sites coupled to two external reservoirs imposing temperatures Tl and Tr at the extremes. A crucial
distinction emerges as those two parameters are varied:
- If Tl = Tr then in the long time limit the system reaches an equilibrium state described by the
Boltzmann-Gibbs probability distribution.
- If Tl 6= Tr then a non-equilibrium state arises. We will be interested in those cases in which a
stationary measure sets in the long time limit. Such invariant measure will be called in the sequel
the non-equilibrium probability measure.
1.1 Hamiltonian models
In the basic setting described above one considers a bulk part and a boundary contribution. If one starts
from the assumption that the micro-world evolution is described by Newton equations, then the bulk part
of the model consists of particles whose dynamics is encoded in the Hamiltonian
HL(q, p) =
L∑
i=1
(
p2i
2
+ U(qi)
)
+
L−1∑
i=1
V (qi+1 − qi) (2)
Here the particles are assumed to have unit mass, position and momentum coordinates are denoted by
(q, p) = (q1, . . . , qL, p1, . . . , pL). The Hamiltonian has a local contribution (including kinetic energy and
a site potential U) and a nearest-neighbor interaction potential V . For the boundaries, one option is to
model the reservoirs by adding to the velocities of the first and the last particles an Ornstein-Uhlenbeck
process that fixes the temperatures via a fluctuation-dissipation mechanism1. Therefore the full equations
of motion read
dqi = pidt
dpi = −∂HL
∂qi
dt+ δi,1(−γp1 +
√
2γTl dW
(l)) + δi,L(−γpL +
√
2γTr dW
(r))
1It is also possible to work with deterministic thermostats (e.g. Nose´-Hoover or isokinetic), however this setting will not
be discussed here (see [17] for more on this)
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where W (l) and W (r) are two independent standard Brownian motion and 0 < γ < ∞ is a parameter
tuning the coupling to reservoirs. The microscopic definition of the observables appearing in the Fourier
law (1) follows from the discretization of the continuity equation
∂ρi
∂t
= −(ji − ji−1)
where ρi denotes the energy density at site i and ji is the energy current across the bound (i, i+ 1). As
discussed in [17], this leads to the definition of the current in the bulk, i.e. for i ∈ {1, . . . , L− 1}
ji := −1
2
(pi + pi+1)
∂HL
∂qi
(3)
and the average current for a system of size L is given by
〈J (L)〉 := 1
L− 1
L−1∑
i=1
〈ji〉 (4)
where 〈·〉 denotes expectation with respect to the stationary non-equilibrium probability measure. The
details of the computation leading to the definition in (3) and (4) can be found in [17]. As for the
temperature the standard definition is given by twice the average kinetic energy 2, yielding
Ti := 〈p2i 〉 (5)
Combining together (4) and (5) and assuming validity of Fourier’s law (1) with linear stationary energy
profiles, one obtains a definition of the conductivity for a system of size L
κL := 〈J (L)〉 L
Tl − Tr
and considering the thermodynamic limit one has the definition of the system conductivity
κ := lim
L→∞
κL .
1.2 Stylized properties of Fourier’s law in 1d Hamiltonian models
With reference to the generic Hamiltonian (2), the following picture emerges from numerical and analytical
studies of several models.
i) For harmonic oscillators with U(x) = 0 and V (x) =
1
2
x2 Lebowitz, Lieb and Rieder [19] proved that
κL ' L. The result is rooted in the fact that the L degrees of freedom can be decoupled into normal
modes, which transport ballistically the heat from one side to the other. Furthermore [19] proves
also that the non-equilibrium invariant measure is a multivariate Gaussian measure.
ii) For non-linear oscillator chains with a non-vanishing on site potential (i.e. U(x) 6= 0) a finite
conductivity is found [17]. The reason is that the on-site potential acts as a source of scattering
among the normal modes. However this case is believed to be quite unrealistic.
2Other definitions of the temperature are possible, cfr [20, 13].
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iii) For non-linear oscillator chains with translation invariant interaction (i.e. U(x) = 0) one typically
finds κL ∼ Lα with 0 < α < 1. This is the phenomenon of anomalous transport, whose origin
has been linked to the presence of additional conserved quantities (momentum, besides energy) for
the bulk dynamics. The result is supported both by numerical analysis of several models (a much
studied case is the FPU-β model with a quartic potential V (x) =
1
2
x2+
1
4
βx4) as well as by analytical
studies based on mode-coupling theory [17] and nonlinear fluctuating hydrodynamics [1, 21]. From
the numerical experiments the value of the exponent α ∈ [0.3, 0.5].
iv) An exceptional case is given by the rotor model with potential U(x) = 0, V (x) = 1 − cos(x). In
this case, despite conservation of momentum, the finite volume conductivity scales ad kL = a +
b
L ,
yielding a finite conductivity in the thermodynamic limit. This was found by two (independent)
numerical studies of the works [14, 9].
v) Recently it has been claimed [22] that, despite the divergence observed in numerical simulations of
finite system sizes, non-linear oscillator chains with U(x) = 0 and asymmetric potential V (x) 6=
−V (x) have finite asymptotic thermal conductivity at low temperatures and anomalous transport at
high temperatures. The claim has been contradicted in [6].
1.3 Stochastic models
The use of stochastic models to model the bulk system is a further simplifying assumption. In this
approach the Hamiltonian dynamics is replaced by a stochastic evolution and exact solutions can be
obtained. The first model of this type was introduced by Kipnis, Marchioro and Presutti [16] in 1982.
They considered a model in which the energy is uniformly redistributed among nearest neighbor particles,
thus providing an efficient mechanism of energy transport across the extended system. They proved the
validity of Fourier law and introduced the duality approach that is the core of these lectures. More recent
works include [2], where the case of harmonic oscillators with an energy conserving stochastic noise has
been studied. Remarkably they find that if the noise is only energy-conserving then the conductivity
is finite. On the contrary, if the noise conserves both energy and momentum then κL ∼
√
L, thus
strengthening the claim that conservation of momentum leads (in general) to anomalous transport.
1.4 From Hamiltonian to stochastic
We conclude this introduction by considering a model that has been introduced in [10], it serves as a
minimalistic model to go from Hamiltonian to stochastic dynamics, in the sense that in the high-energy
limit the deterministic dynamics is well-approximated by a stochastic dynamics. Consider the Hamiltonian
HL(q, p) =
L∑
i=1
(pi −Ai(q))2
2
(6)
where A(q) =
(
A1(q), . . . , AL(q)
)
is a generalized ”vector” potential in RL. In this model there is a
non-trivial distinction between momentum and velocities. The equations of motion read
dqi
dt
= vi
dvi
dt
=
∑
j Bijvj
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where the “magnetic fields” are obtained from the generalized potential as
Bi,j(q) =
∂Ai(q)
∂qj
− ∂Aj(q)
∂qi
Since the fields form and antisymmetric matrix, i.e. Bi,j = −Bj,i, the total energy is conserved:
d
dt
∑
i
v2i
2
=
∑
i
vi
dvi
dt
=
∑
i,j
Bijvivj = 0.
The model (6), coupled to reservoirs, has been studied using numerical simulations in [10] for several
choices of the vector potential and the thermal conductivity measured for different system sizes and dif-
ferent temperature. From those studies it has been found that the system has always a finite conductivity.
Moreover, as the temperature is increased, the conductivity approaches an asymptotic constant value (see
figure 1).
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Figure 1: Heat conductivity as a function of the temperature for the model (6) with reservoirs and for a particular
choice of the vector potential A. Picture taken from [10].
The findings of the numerical study of the model suggested that in the high-energy limit the determin-
istic dynamics could be substituted with a random evolution. The stochastic model that will be discussed
in these lectures is indeed obtained by replacing the deterministic magnetic fields Bi,j with a family of
random fields given by independent Brownian motions [10].
2 The Brownian Momentum Process (BMP)
Definition 2.1 (BMP, stochastic differential equations) For a graph GL = (VL, EL) where VL is
the vertex set of cardinality L ∈ N and EL is the edges set, the Brownian Momentum Process (X(t))t≥0 =
(Xi(t))i∈VL, t≥0 is a diffusion process that takes value in R
L and satisfies the SDE (in Stratonovich sense)
dXi =
∑
j: (i,j)∈EL
Xj ◦ dWij(t)
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where for 1 ≤ i < j ≤ L the Wij(t) are a family of independent standard Brownian motion and for
1 ≥ i > j ≥ L we set Wij(t) = −Wji(t). Moreover Wii(t) = 0 for i ∈ VL.
Remark 2.2 The X(t) vector collects the velocities of L particles at time t > 0. For any graph GL it
follows from the definition above that the total kinetic energy is conserved
d
dt
1
2
∑
i∈VL
X2i (t)
 = 0
An alternative definitions of a continuous time Markov process is obtained by specifying its generator.
Definition 2.3 (BMP, generator) The generator of the BMP process on the graph GL = (Vl, EL) is
the second order differential operator L BMP defined on smooth functions f : RL → R as
L BMP f(x) =
∑
(i,j)∈EL
L BMPij f(x) =
∑
(i,j)∈E
(
xi
∂
∂xj
− xj ∂
∂xi
)2
f(x) (7)
Remark 2.4 We remind that the generator L of a Markov process gives the infinitesimal evolution of
the expectations of observables. Namely, for a measurable function f
L f(x) = lim
h→0
Ex [f(Xh)]− f(x)
h
=
d
dt
Ex [f(Xt)]
∣∣∣∣
t=0
where Ex [f(Xt)] = E [f(Xt) | X0 = x]. As a consequence
d
dt
E [f(Xt)] = E [L f(Xt)] .
By exponentiating the generator one (formally) obtains the semigroup St = exp[tL ]. Namely, assuming
the Hille-Yoshida theorem [18] can be applied, one has
Ex [f(Xt)] = Stf(x).
The last characterization of a Markov stochastic process is obtained by the forward Kolmogorov equation
(also called Fokker-Planck equation in the context of diffusions). For the forward Kolmogorov equation
to exists it is required that the process is absolutely continuous with respect to the Lebesgue measure.
Definition 2.5 (BMP, Fokker-Planck equation) The probability density function p(x, t) : RL×R+ →
R of the BMP process at time t > 0 on the graph GL = (VL, EL) started from the density g at time t = 0
is given by 
d
dt
p(x, t) =
(
(L BEP )∗p
)
(x, t)
p(x, 0) = g(x)
(8)
where (L BEP )∗ is the adjoint in L2(dx) of L BEP in (7). It turns out that (L BEP )∗ = L BEP .
Remark 2.6 From the Fokker-Planck equation it is easy to check that product measure with marginal
given by N (0, T ), i.e. centered Gaussian with variance T , are invariant. It is believed that the family
of such product measure, labeled by the variance T > 0, exhaust all the ergodic measures [15]. In other
words it should be possible to write any other invariant measure as a convex combination of those product
measures.
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2.1 Brownian Momentum Process with reservoirs
In order to make connection with the heat transport discussed in the first section we specify to a graph
GL, which is given by the one-dimensional lattice of L sites with edges between nearest neighbor vertices.
Moreover we add to the first and last site two reservoirs at temperatures Tl and Tr modeled as Ornstein-
Uhlenbeck processes.
Definition 2.7 (BMP with reservoirs) The generator of the BMP process with reservoirs is
L BMP, res =
L−1∑
i=1
(
xi
∂
∂xj
− xj ∂
∂xi
)2
− x1 ∂
∂x1
+ Tl
∂2
∂x21
− xL ∂
∂xL
+ Tr
∂2
∂x2L
(9)
If Tl = Tr = T then a unique stationary measure is selected, namely the product of centered Gaussians
with variance T with probability density function
p(x) =
L∏
i=1
1√
2piT
e−
x2i
2T .
The question we would like to address is what can be said about the situation in which Tl 6= Tr. We will
see that a characterization of the non-equilibrium invariant measure can be achieved by using stochastic
duality.
3 Duality theory
Duality theory is a powerful technique to deal with stochastic processes. In a nutshell, the main idea
behind duality is to study a given process making use of a simpler dual one. In particular the connection
between the two processes occurs on a set of so-called duality functions.
3.1 Duality
Definition 3.1 (Duality) Let X = (X(t))t≥0 and Y = (Y (t))t≥0 be two Markov processes with state
spaces Ω, respectively Ωdual, and generator L , respectively L dual. We say that X is dual to Y with
duality function D : Ω× Ωdual 7−→ R if
Ex[D(X(t), y)] = Ey[D(x, Y (t))] , (10)
for all (x, y) ∈ Ω× Ωdual and t ≥ 0.
Remark 3.2 Markov processes X and Y are dual on function D iff
[LD(·, y)](x) = [L dualD(x, ·)](y) (11)
Indeed, informally, we have the following series of equalities
Ex[D(Xt, y)] =
(
etLD(·, y))(x) = (etL dualD(x, ·))(y) = Ey[D(x, Yt)]
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3.2 Algebraic approach to duality theory
How to find a dual process? How to find duality-function? The following scheme has been put forward
in a series of works [11, 12]
• Duality arises as a change of representation of an abstract operator that belongs to a Lie-algebra.
• Duality functions correspond to the intertwiners between the two representations.
We shall illustrate this approach by considering the case of Brownian Momentum Process and its underly-
ing SU(1, 1) Lie algebra structure. The existence of a dual process often allows to simplify the analysis of
the process at hand. In the context of boundary driven non-equilibrium systems, further simplifications
take place. A list of consequences of duality theory includes:
1. From continuous to discrete: interacting diffusions can be studied via interacting particles systems.
2. From reservoirs to absorbing boundaries: stationary state of boundary-driven processes with reser-
voirs can be fully characterized by dual processes with absorbing boundaries.
3. From many to few: n-point correlation functions of a system of site L can be studied using n dual
walkers.
4 The Symmetric Inclusion Process (SIP)
Definition 4.1 (SIP(m), generator) Given the graph GL = (EL, VL) the Symmetric Inclusion Process
with parameter m ∈ R+ is the continuous time Markov chain (η(t))t>0 = (ηi(t))i∈VL,t≥0 with state space
NL with generator
L SIP (m)f(η) =
∑
(i,j)∈EL
L
SIP (m)
i,j f(η) =∑
(i,j)∈EL
ηi
(m
2
+ ηj
) [
f(ηi,j)− f(η)]+ ηj (m
2
+ ηi
) [
f(ηj,i)− f(η)]
where the vector ηi,j is obtained form the configuration η by moving one particle from site i to site j, i.e.
ηi,j = (η1, . . . , ηi − 1, . . . , ηj + 1, . . . , ηL)
Remark 4.2 The SIP process is an interacting particles system with attractive interactions. The sta-
tionary reversible measures are product with marginals Neg Bin
(m
2
, p
)
, i.e.
P(η1 = n1, . . . , ηV = nV ) =
∏
i∈V
pni(1− p)m2
(
ni +
m
2 − 1
m
2 − 1
)
We remind that Neg Bin
(m
2
, p
)
represents the number of trials before the (
m
2
)th failure in a sequence of
independent Bernoulli trials with success probability p.
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4.1 SIP with absorbing boundaries
Definition 4.3 (SIP(1) with absorbing boundaries) We add two extra sites, i.e. the configurations
are η = (η0, η1, . . . , ηL, ηL+1). The generator of Symmetric Inclusion Process with absorbing boundaries
and parameter m = 1 is
L SIP (1),absf(η) =
L−1∑
i=1
ηi
(
1
2
+ ηi+1
)[
f(ηi,i+1)− f(η)]+
ηi+1
(
1
2
+ ηi
)[
f(ηi+1,i)− f(η)]+
η1
2
[
f(η1,0)− f(η)]+ ηL
2
[
f(ηL,L+1)− f(η)]
4.2 Duality between BMP with reservoirs and SIP(1) with absorbing boundaries
The main result, which allows studying the non-equilibrium invariant measure of the Brownian Momentum
Process, is contained in the following theorem.
Theorem 4.4 (Duality BMP/SIP(1) ) The BMP with reservoirs is dual to the SIP(1) with absorbing
boundaries on duality function
D(x, η) = T η0l
(
L∏
i=1
x2ηii
(2ηi − 1)!!
)
T
ηL+1
r
Proof. From equation (11) the proof is a consequence of the identity
(L BMP,resD(·, η))(x) = (L SIP (1),absD(x, ·))(η)
The above equation can be verified by a direct explicit computation.
2
5 Intermezzo: SU(1,1) algebra
We recall that if A and B are operators working on a common domain, the commutator of A and B is
[A,B] := AB −BA.
Definition 5.1 (SU(1,1) algebra) For a graph GL = (VL, EL), we define the SU(1,1) algebra as the
algebra of elements generated by {K+i ,K−i ,K0i }i∈VL satisfying the commutation relations
[K−i ,K
+
j ] = 2K
0
i δij , [K
0
i ,K
±
j ] = ±K±i δij (12)
The duality between BMP and SIP process can be seen as a change of representation of the abstract
operator L that is a linear combination of the generators of the SU(1,1) algebra
L =
L−1∑
i=1
(
K+i K
−
i+1 +K
−
i K
+
i+1 − 2K0iK0i+1 +
1
8
)
+
−
(
2K01 +
1
2
+ Tl2K
−
1
)
−
(
2K0L +
1
2
+ Tr2K
−
1
)
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There exists a representation in terms of differential operators where the generators of the SU(1,1) algebra
are given by
K+i =
1
2
x2i , K
−
i =
1
2
∂2i , K
0
i =
1
4
(xi∂i + ∂ixi).
In this case one finds that L = L BMP,res. Another discrete representation is obtained in terms of infinite
dimensional matrices by writing
K+i |ηi〉 = (ηi +
1
2
)|ηi + 1〉 K−i |ηi〉 = ηi|ηi − 1〉 K0i |ηi〉 = (ηi +
1
4
)|ηi〉
where |ηi〉 denotes the vector with all components equal to 0 except the ith component equal to 1. In this
case one finds that L = L SIP (1),abs. Duality functions are the intertwiner between the two representations
and they are obtained by imposing relation (11) for all the algebra generators. In particular,
K+i d(·, ηi)(xi) = K+i d(xi, ·)(ηi)
leads straight to
d(xi, ηi) =
x2ηii
(2ηi − 1)!! .
6 Correlation functions in the stationary state
Next theorem shows that the moments of energy (i.e. square of the velocity) of the BMP process with
reservoirs can be characterize via duality.
Theorem 6.1 (Moments of BMP) Let η be a configuration of the SIP(1) process with absorbing bound-
aries and denote by |η| = ∑Li=1 ηi the total number of SIP dual walkers. Let
pη(a, b) = P(η0(∞) = a, ηL+1(∞) = b | η(0) = η) . (13)
be the probability that a SIP walkers are absorbed at site 0 and b of them are absorbed at site L + 1.
Then denoting by 〈·〉L the expectation in the non- equilibrium stationary state of the BMP process with
reservoirs one has
〈D(X, η)〉L =
∑
a,b : a+b=|η|
T al T
b
r pη(a, b) (14)
Proof.
Consider the BMP process started from the initial measure ν. Then
〈D(X, η)〉L = lim
t→∞
ˆ
Ex[D(X(t), η)]ν(dx)
= lim
t→∞
ˆ
Eη[D(x, η(t))]ν(dx)
=
ˆ
lim
t→∞Eη[D(x, η(t))]ν(dx)
=
ˆ
ν(dx)Eη(T
η0(∞)
l T
ηL+1(∞)
r )
=
∑
a,b : a+b=η
pη(a, b)T
a
l T
b
r
2
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Example 1: temperature profile
In particular it follows that if η = (0, . . . , 0, 1, 0, . . . , 0) is a null vector with 1 in the ith position, then
D(X, η) = X2i . Denoting by (R(t))t>0 a continuous time symmetric random walker jumping at rate 1/2
and absorbed at the boundaries {0, L+ 1} also with rate 1/2 one has
〈X2i 〉 = Tl pη(1, 0) + Tr pη(0, 1)
= Tl P(R(∞) = 0|R(0) = i) + Tr P(R(∞) = L+ 1|R(0) = i)
= Tl
(
1− i
L+ 1
)
+ Tr
(
i
L+ 1
)
= Tl +
Tr − Tl
L+ 1
i
Example 2: energy covariance
If η = (0, . . . , 0, 1, 0, . . . , 0, 1, 0, . . . , 0) is a null vector with 1 in the ith position and in the jth position,
then D(X, η) = X2iX
2
j . Therefore
〈X2iX2j 〉 = T 2l pη(2, 0) + T 2r pη(0, 2) + TlTr (pη(1, 0) + pη(0, 1))
= T 2l Pij(R1(∞) = R2(∞) = 0) + T 2r Pij(R1(∞) = R2(∞) = L+ 1)
+ TlTr[Pij(R1(∞) = 0, R2(∞) = L+ 1) + Pij(R1(∞) = L+ 1, R2(∞) = 0)]
where (R1(t), R2(t))t>0 are two continuous time SIP walkers absorbed at the boundaries {0, L + 1}. A
computation gives [11]
〈X2iX2j 〉 − 〈X2i 〉〈X2j 〉 =
2i(L+ 1− j)
(L+ 3)(L+ 1)2
(Tl − Tr)2
7 Redistribution model
The example of duality between BMP and SIP(1) process can be generalized in several ways. For instance
one can define energy redistribution jump process by considering instantaneous thermalization limit of
the BMP process.
7.1 The Brownian Energy Process BEP(m)
It is convenient to start from a ladder-graph with m copies of the one dimensional lattice of L sites. The
Brownian Momentum Process on such graph has generator
L BMP (m) =
L−1∑
i=1
m∑
α,β=1
(xi,α∂i+1,β − xi+1,β∂i,α)2 (15)
Let Zi(t) =
∑m
α=1X
2
i,α(t) be the energy at site i at time t ≥ 0. Then one can check that (Z(t))t≥0 =
(Zi(t)i∈VL,t≥0) defines a Markov process called the Brownian Energy Process with parameter m ∈ R
(BEP(m)) having generator
L BEP (m) =
L−1∑
i=1
zizi+1(∂i − ∂i+1)2 − m
2
(zi − zi+1)(∂i − ∂i+1) (16)
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For the BEP(m) process the total energy
∑L
i=1 Zi(t) is conserved. It can be proved that the stationary
reversible measure are product with marginals Gamma
(m
2
, θ
)
, i.e. with probability density
p(z) =
L∏
i=1
z
m
2
−1
i e
− z
θ
Γ
(
m
2
)
θ
m
2
(17)
Exploiting a change of representation of the SU(1,1) algebra from
K+i = zi K
−
i = zi∂
2
i +
m
2
∂i K
0
i = zi∂i +
m
4
(18)
to
K+i |ηi〉 =
(
ηi +
m
2
)
|ηi + 1〉 K−i |ηi〉 = ηi|ηi − 1〉 K0i |ηi =
(
ηi +
m
4
)
|ηi〉 (19)
one deduces that the BEP(m) process admits a dual given by the SIP(m) process with generator
L SIP (m)f(η) =
∑
i
ηi
(m
2
+ ηi+1
) [
f(ηi,i+1)− f(η)]
+ ηi+1
(m
2
+ ηi
) [
f(ηi+1,i)− f(η)] (20)
The following result is a generalization of the duality relation between BMP and SIP models.
Theorem 7.1 (Duality BEP(m)/SIP(m)) The process with generator L BEP (m) in (16) and the pro-
cess with generator L SIP (m) in (20) are dual with duality function
D(z, η) =
L∏
i=1
zηii
Γ
(
m
2
)
2ηiΓ
(
m
2 + ηi
) .
7.2 Instantaneous thermalization limit
The idea behind instantaneous thermalization limit is to imagine that the process evolves through jumps
and at each jump it immediately thermalize with respect to the invariant measure. For the BEP(m) this
leads to the following definition for the generator of the instantaneous thermalization limit on the edge
(i, i+ 1)
L
IT,BEP (m)
i,i+1 f
(
zi, zi+1
)
:= lim
t→∞
((
etL
BEP (m) − 1
)
f
) (
zi, zi+1
)
=
ˆ
ρm(z′i, z
′
i+1|z′i + z′i+1 = zi + zi+1)
[
f
(
z′i, z
′
i+1
)−f(zi, zi+1)]dz′idz′i+1
where ρ(m) denotes the probability density of the stationary state of the BEP(m) process on two sites.
Since we know that for two independent random variables (Z1, Z2) with distribution Gamma
(m
2
, θ
)
the
ratio P = Z1/(Z1 + Z2) is distributed like Beta
(
m
2 ,
m
2
)
then we can also write
L
IT,BEP (m)
i,i+1 f
(
zi, zi+1
)
=ˆ 1
0
dp ν(m)(p)
[
f
(
p(zi + zi+1), (1− p)(zi + zi+1)
)−f(zi + zi+1)]
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where ν(m) denotes the probability density of Beta
(
m
2 ,
m
2
)
distribution. In particular, since Beta(1, 1)
coincides with the uniform distribution, then for m = 2 the generator of the KMP process [16] is recovered,
i.e.
L
IT,BEP (2)
i,i+1 f
(
zi, zi+1
)
= LKMPi,i+1 f
(
zi, zi+1
)
(21)
where
LKMPi,i+1 f
(
zi, zi+1
)
=
ˆ 1
0
dp
[
f
(
p(zi + zi+1), (1− p)(zi + zi+1)
)−f(zi + zi+1)]
8 Duality and multiple conservation laws
In this last chapter we present an example of a diffusion process that conserves (in the bulk) its total
energy and momentum (see also [2, 3]). We investigate its duality relations and, last, we infer a general
theorem about duality and change of coordinates. The results discussed in this section are taken from [7].
8.1 A diffusion process with conservation of energy and momentum
The basic process we examine is a Markov process defined by its generator as follows.
Definition 8.1 (of the process) Consider a diffusion process (Xt)t≥0 = (Xt, Yt, Zt)t≥0 taking values
in R3. The vector (x, y, z) represents the momentum associated with three unit mass particles {1, 2, 3}
freely moving in a physical volume V . Thus, up to irrelevant constant, the total momentum of the system
is P = x+ y + z and the total (kinetic) energy is E = x2 + y2 + z2. The generator of the process is
L =
[
(x∂y − y∂x) + (y∂z − z∂y) + (z∂x − x∂z)
]2
(22)
where we shorthand ∂i =
∂
∂i with i ∈ {x, y, z}. L acts on twice differentiable functions f : R3 → R.
A distinguishing property of this process regards the conservation of both total energy E and total
momentum P . This property can be easily proved by letting act the generator on those functions. It is
easy to see that they are both zero. The same result can also be achieved via the stochastic differential
equations (in Itoˆ sense) of L associated to generator (22), which are
dxt = (−2xt + yt + zt)dt+ (yt − zt)dBt
dyt = (xt − 2yt + zt)dt+ (zt − xt)dBt
dzt = (xt + yt − 2zt)dt+ (xt − yt)dBt.
(23)
By inspection it is possible to find that the total momentum P is conserved
d(xt + yt + zt) =(−2xt + yt + zt)dt+ (yt − zt)dBt + (xt − 2yt + zt)dt+
(zt − xt)dBt + (xt + yt − 2zt)dt+ (xt − yt)dBt = 0
and, by making use of the Itoˆ’s formula, the total energy of the process E satisfies
d(x2t + y
2
t + z
2
t ) =
[
2xt(−2xt + yt + zt) + 2yt(xt − 2yt + zt) + 2zt(xt + yt − 2zt)
+ 2(yt − zt)2 + 2(zt − xt)2 + 2(xt − yt)2
]
dt
+ 2
[
xtyt − xtzt + ytzt − ytxt + ztxt − ztyt
]
dBt
= 0.
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Before going any further, we want to highlight the geometric aspects of our problem. Generator (22)
can be viewed as the result of three different rotations. To be more specific, (x∂y − y∂x) generates the
rotation across the z-axis, (y∂z − z∂y) generates the rotation across the x-axis and (z∂x − x∂z) generates
the rotation across the y-axis, so it turns out that generator (22) represents the rotation around the
(1, 1, 1)-axis, which is orthogonal to the plane of equation x+ y + z = constant.
As a consequence of the conservation of both total energy and total momentum, the motion takes place
in the 1−dimensional manifold (i.e. a circle) given by the intersection of the sphere x2 + y2 + z2 = E and
the plane x+ y + z = P orthogonal to the rotation axis just mentioned.
Remark 8.2 (Extended system) It is easy to define a one-dimensional system with L sites coupled
with two external reservoirs at different temperatures Tl and Tr that conserve in the bulk both energy and
momentum. The generator of this process is given by the sum of each generator of the type of (22) for
the bulk part, where the contribution of the two reservoirs has been added:
L = Ll +
L−2∑
i=1
Li,i+1,i+2 +Lr. (24)
8.2 Duality results
One might wonder about the existence of a dual process in the setting of multiple conservations laws.
In order to find a duality relation we make a change of coordinates that simplifies the expression of the
generator (22). This is achieved by a rotation that maps the (1, 1, 1) axis to the z′ axis of the new
coordinates system. In other words, we need to find matrix R such that
1√
3
1√
3
1√
3
 = R
 00
1
 .
Matrix R describes the rotation that moves a frame Ox′y′z′, initially aligned with Oxyz, into a new
orientation in which the Oz′ axis is brought into the (1, 1, 1) axis. This matrix is easily found through
Euler angles
R =

−
√
2
2 cosϕ−
√
2
2
√
3
sinϕ
√
2
2 sinϕ−
√
2
2
√
3
cosϕ 1√
3√
2
2 cosϕ−
√
2
2
√
3
sinϕ −
√
2
2 sinϕ−
√
2
2
√
3
cosϕ 1√
3√
2√
3
sinϕ
√
2√
3
cosϕ 1√
3
 . (25)
This change of coordinates let us find the generator of the process that conserves total momentum and
energy (and we call it L3 to highlight the fact that 3 sites are involved) as function of x′, y′ and z′
L3 =
[
(x∂y − y∂x) + (y∂z − z∂y) + (z∂z − x∂z)
]2
= 3 [x′∂y′ − y′∂x′ ]2. (26)
To make it clearer we call the latter equation above L ′3, i.e. the generator of the Brownian Momentum
process with 2 sites (x∂y − y∂x)2 for which duality is verified, as shown in [11].
Thereby the duality function is obtained by the knowledge of
D′(x′, y′;n1, n2) = d(x′;n1)d(y′;n2) =
x′2n1y′2n2
(2n1 − 1)!!(2n2 − 1)!!
which is the duality function of the process of generator L ′3.
Thanks to matrix R in (25), it is possible to write x′ and y′ as functions of x, y, z and consequently one
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finds the duality function for our process:
D(x, y, z;n1, n2) = (27)[
(−
√
2
2 cosϕ−
√
2
2
√
3
sinϕ)x+ (
√
2
2 cosϕ−
√
2
2
√
3
sinϕ)y +
√
2√
3
sinϕz
]2n1
(2n1 − 1)!! ·
·
[
(
√
2
2 sinϕ−
√
2
2
√
3
cosϕ)x+ (−
√
2
2 sinϕ−
√
2
2
√
3
cosϕ)y +
√
2√
3
cosϕz
]2n2
(2n2 − 1)!! .
Remark 8.3 Due to the arbitrary of ϕ, this example shows that there are infinitely many duality functions
not trivially related by a multiplicative factor.
The non-trivial duality relation discussed in the previous section is formalized in the following theorem.
Theorem 8.4 The process X(t) =
(
x(t), y(t), z(t)
)
with generator L3 in equation (26) is dual to the
process N(t) =
(
n1(t), n2(t)
)
, with generator
L3f(n1, n2) = n1
(
n2 +
1
2
)[
f(n1 − 1, n2 + 1)− f(n1, n2)
]
+ n2
(
n1 +
1
2
)[
f(n1 + 1, n2 − 1)− f(n1, n2)
]
on duality function D = D(x, y, z;n1, n2) in (27).
Proof. The result is proved by an explicit computation that shows that the definition of duality in (11)
is satisfied.
2
8.3 Duality theory under change of coordinates
The purpose of this last section is to extend for a generic situation the duality result found for the
process that leaves energy and momentum invariant. Starting from a known duality and after a change
of coordinates, we ask about the duality properties in the new system of coordinates. The main idea is
explained in Figure 2, where full arrows allude to a duality relation: D′ represents the known duality
function, while D is the new one. The relation given by dashed arrow Rϕ, as formalized in theorem 8.5,
is between the same function spaces, for which we use two different coordinate systems.
L 0 = R' 1LR'
1
L
1
L 0 = R' 1LR'
1
D’#D#
L '
Figure 2: A schematic representation of theorem 8.5, full arrows indicate a duality relation, while dashed map Rϕ
is a relation between two function spaces.
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Theorem 8.5 (Duality and change of coordinates) Consider the function spaces B(Ω) = {f : Ω→
R} and B(Ω′) = {f : Ω′ → R}, where Ω and Ω′ are two generic spaces. Let
Rϕ : B(Ω
′)→ B(Ω)
f → (Rϕf)(x) = (f ◦ ϕ)(x)
the composition with function
ϕ : Ω→ Ω′
x→ ϕ(x) = x′,
where we assume that ϕ is an invertible function.
Consider also the two operators L ′ : B(Ω′) → B(Ω′) and L′ : B(Ωdual) → B(Ωdual) dual to each other
with duality function D′(x′, n′) : Ω′ × Ωdual → R, i.e.,[
L ′D′(·, n′)](x′) = [L′D′(x′, ·)](n′). (28)
Let L : B(Ω)→ B(Ω) be an operator related to L ′ as follows
L ′ = Rϕ−1LRϕ. (29)
Then, operator L is dual to L′ through D : Ω× Ωdual → R, i. e.[
LD(·, n′)](x) = [L′D(x, ·)](n′) (30)
where the duality function D is
D(x, n′) :=
(
RϕD
′(·, n′))(x) = D′(ϕ(x), n′). (31)
Proof. Consider the following chain of equalities given by (28), (29) and (31)
L′D(x, ·) = L ′D′(·, n′) = Rϕ−1LRϕD′(·, n′) = Rϕ−1LD(x, ·)
Multiplying each side for Rϕ we have
LD(x, ·) = RϕL′D′(·, n′) = L′RϕD′(·, n′) = L′D(x, ·)
2
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