Neurons in the medial superior olive (MSO) are thought to encode interaural time differences (ITDs), the main binaural cues used for localizing low-frequency sounds in the horizontal plane. The underlying mechanism is supposed to rely on a coincidence of excitatory inputs from the two ears that are phase-locked to either the stimulus frequency or the stimulus envelope. Extracellular recordings from MSO neurons in several mammals conform with this theory. However, there are two aspects that remain puzzling. The first concerns the role of the MSO in small mammals that have relatively poor low-frequency hearing and whose heads generate only very small ITDs. The second puzzling aspect of the scenario concerns the role of the prominent binaural inhibitory inputs to MSO neurons.
Neurons in the medial superior olive (MSO) are thought to encode interaural time differences (ITDs), the main binaural cues used for localizing low-frequency sounds in the horizontal plane. The underlying mechanism is supposed to rely on a coincidence of excitatory inputs from the two ears that are phase-locked to either the stimulus frequency or the stimulus envelope. Extracellular recordings from MSO neurons in several mammals conform with this theory. However, there are two aspects that remain puzzling. The first concerns the role of the MSO in small mammals that have relatively poor low-frequency hearing and whose heads generate only very small ITDs. The second puzzling aspect of the scenario concerns the role of the prominent binaural inhibitory inputs to MSO neurons.
We examined these two unresolved issues by recording from MSO cells in the Mexican free-tailed bat. Using sinusoidally amplitude-modulated tones, we found that the ITD sensitivities of many MSO cells in the bat were remarkably similar to those reported for larger mammals. Our data also indicate an important role for inhibition in sharpening ITD sensitivity and increasing the dynamic range of ITD functions. A simple model of ITD coding based on the timing of multiple inputs is proposed. Additionally, our data suggest that ITD coding is a by-product of a neuronal circuit that processes the temporal structure of sounds. Because of the free-tailed bat's small head size, ITD coding is most likely not the major function of the MSO in this small mammal and probably other small mammals.
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Interaural time differences (I TDs) are a major cue for localizing sounds. I TD processing is thought to be accomplished by neurons that work as coincidence detectors (Jeffress, 1948) . This idea is based on the assumption of three main features: (1) phase-locked inputs, (2) coincidence detection, and (3) delay lines. The first assumption is that the discharge of the neurons projecting to coincidence detector neurons encode the temporal structure of a stimulus, e.g., exhibit a phase-locked discharge to the pressure waves of low-frequency tones or the envelopes of high-frequency tones. The second assumption is that binaurally innervated detector neurons respond with a facilitated rate when excitatory inputs from the two ears arrive coincidentally. The third assumption is the existence of an array of cells receiving inputs with systematically varying combinations of axonal length from both ears, so-called "delay lines," thereby creating a place code of azimuthal position.
The medial superior olive (MSO) seems to comprise all the features that are necessary to work as an I TD-sensitive coincidence detector as proposed by Jeffress (1948) : (1) its neurons receive bilateral excitatory inputs and respond with a phaselocked discharge; (2) the neurons respond with a strongly facilitated rate to particular ITDs (for review, see Irvine, 1986 Irvine, , 1992 ; and (3) different MSO neurons are tuned to different characteristic ITDs (Yin and Chan, 1990) , conforming with the idea of an array of delay lines.
However, two major concerns remain. One is that ITD detection should be used only in mammals with good low-frequency hearing and a sufficient inter-ear distance capable of creating biologically useful ITDs (Harrison and Irving, 1966; Irving and Harrison, 1967; Masterton and Diamond, 1967) . For mammals with small inter-ear distances and predominantly high-frequency hearing, like small rodents and bats, interaural intensity differences (IIDs) are the main cues for lateralization. However, because a number of studies have shown that many small mammals possess an MSO (for review, see Covey and Casseday, 1995) , the question becomes what its function is in these animals.
The second concern is the role of the inhibitory projections to the MSO (see Fig. 1A ). Although the Jeffress model does not incorporate a role for inhibition, much evidence suggests that inhibition is involved in ITD coding in the MSO (Clark, 1969; Goldberg and Brown, 1969; Perkins, 1973; Yin and Chan, 1990; Grothe and Sanes, 1994) .
Here we examine the two concerns described above. We investigated whether the MSO in the free-tailed bat shows ITD sensitivity similar to that of other mammals and whether ITD coding is its major function. One advantage of studying the MSO of the free-tailed bat is that many of its cells receive the full complement of the common MSO inputs, bilateral excitation and bilateral inhibition, whereas other cells receive less than the full complement (Grothe et al., 1997) . In other words, the free-tailed bat MSO has neurons receiving different subsets of the common MSO inputs, allowing us, by means of comparison, to gain infor-mation about the role of different inputs-the inhibitory inputs in particular-for creating I TD sensitivity.
MATERIALS AND METHODS
Six Mexican free-tailed bats, Tadarida brasiliensis me xicana, from Texas were used in this study. During surgery the bats were anesthetized with sodium pentobarbital (15 mg / kg) and methoxyflurane inhalation. Skin and muscles were deflected from the upper part of the skull, and a metal rod was mounted to the skull using cyanoacrylate and dental cement that was later used to secure the bat's head during recordings. A small hole (0.5-1 mm diameter) was cut over the inferior colliculus on one side. The stereotaxic procedure described by Schuller et al. (1986) was used to define the position and angle of penetration of the recording electrode. After the skin and muscles from the bats skull were deflected, the sagittal profile of the skull was scanned at the midline and at 100 m lateral off the midline on both sides in 50 m steps. Additionally, the transversal profile was scanned at two different rostrocaudal positions. The individual scans were compared with an averaged standard profile for skull and brain (derived from 10 free-tailed bats from earlier studies). The use of a fixed reference point in the custom-made stereotactic apparatus allowed us to predict the penetration coordinates for hitting the MSO (error less than Ϯ100 m) (see Fig. 2 , insert in top lef t corner). The histological analysis at the end of the experiment (see Fig. 2 ) allowed us to precisely reconstruct each recording site. For more details see Schuller et al. (1986) .
Recording started after f ull recovery of the bat in a sound-attenuated and heated room (27-30C°). Water was offered repeatedly to the bat during recording sessions. If the animal emitted alarm calls or struggled (signs of discomfort), the local anesthetic was refreshed, and an additional subanesthetic injection of sodium pentobarbital (10 mg / kg body weight) was given subcutaneously. This dosage of pentobarbital never induced anesthesia. The bats were still awake; their eyes were open, they drank water when it was offered, and they responded when their face or ears were touched gently. There were no noticeable, systematic changes in neuronal response properties from the pentobarbital. These additional pentobarbital injections were administered on only several occasions and then only once during a given recording session. Recording sessions generally lasted from 3 to 5 hr/d to minimize the animals' discomfort from being restrained, and individual animals were usually tested on 5 consecutive d.
Action potentials were recorded extracellularly using glass pipettes filled with 1 M NaC l. Impedance of the recording electrodes ranged from 5 to 20 M⍀. The electrodes were advanced with a piezoelectric drive (Burleigh Inc.) controlled from outside the recording chamber. Spikes from single units were fed via a recording amplifier, a bandpass filter (0.3-5 kHz), and a window discriminator into a computer. Criteria for recording single neurons were stable waveforms and amplitudes from spike to spike that systematically changed when the electrode was moved slightly in 1 m steps. In all cases, signal-to-noise ratio was Ͼ60%. In contrast to the MSO in other mammals, the neurophonics that make it particularly difficult to isolate single neurons (Yin and Chan, 1990) are much less prominent in the bat MSO. This may be attributable to the sharp frequency tuning of single neurons resulting in a relatively small number of MSO inputs activated by pure tones. The software used for controlling stimulus presentation and recording was programmed by M. Baumann and S. K ieslich (Z oologisches Institut, Universität München). Programming for T ucker-Davis-Technology equipment was provided by John H. C asseday (Department of Psychology, University of Washington).
Acoustic stimuli were presented via custom-made earphones (Schlegel, 1977; Schuller, 1997) fitted to the ears with probe tubes (5 mm diameter). The earphones were calibrated using a one-quarter inch Bruel & Kjaer microphone, and they showed a variability of less than Ϯ3 dB over the frequency range used (15-80 kHz). Acoustic isolation between the two ears was better than 40 dB for all frequencies used in our experiments. Intensities between the two earphones did not vary more than Ϯ3 dB.
Pure tones and sinusoidally amplitude-modulated stimuli (SAM) (100% modulation depth) were used as search stimuli. The stimuli were presented at a rate of four per second. A unit's best (characteristic) frequency and thresholds for both ears were determined to set stimuli parameters for subsequent control by computer. Binaural characteristics of neurons were tested by keeping the intensity at one ear 20 dB above threshold and changing the intensity of the opposite ear (10 dB steps) and vice versa, using pure tones (40 msec duration) as well as using SAM stimuli at 100 and 200 Hz modulation rate (100 msec duration). The existence of ipsilateral or contralateral inhibition was additionally determined by using the following combination of features as indicators of inhibitory inputs: phasic on-responses to pure tones, nonmonotonic rate level f unctions, and low-pass filter characteristics for amplitude modulation rates. Because these features are usually not seen in the lower centers that project to the MSO, they are thought to be mediated by inhibition acting at the target MSO cell (cf. Grothe et al., 1997) .
I TDs were created digitally using either custom-made hardware ("Delayus") or T ucker-Davis-Technology-Systems. I TDs ranged from Ϯ1 sec to Ϯ20 msec. In one animal, 1 sec binaural beat SAM stimuli with beat frequencies of 2 or 5 Hz were additionally used to test I TD sensitivity.
Each test signal was presented either 20 times (normal SAM stimuli) or 30 times (binaural beat), if not indicated differently in text or figure legends. Spike count-based as well as vector strength-based (VS) I TD f unctions were calculated. VS values range from 0 to 1 and indicate how well neuronal discharges are correlated with the phase of the SAM modulation frequency (calculations according to Goldberg and Brown, 1969) . Only statistically significant VS values that f ulfilled the p Ͻ 0.001 level in the Rayleigh test (Mardia, 1972) were used. To define the characteristic interaural delay (CD) and characteristic phase (C P) of a neuron, mean vectors of interaural phase difference (I PD) f unctions where calculated (cf. Yin and Kuwada, 1983) . Again, only measurements that were statistically significant (see above) were used. I PD f unctions that had a mean vector with a vector strength below 0.2 were excluded from the analysis.
Recording sites were confirmed by small HRP injections at the end of each experiment. Perf usion and histology procedures followed Vater and Feng (1990) .
RESULTS
In a preceding paper (Grothe et al., 1997) we showed that the MSO of the free-tailed bat contains neurons receiving different combinations of the common MSO inputs (Figs. 1 A, 2) . Many neurons receive excitatory and inhibitory projections from both ears (EI/EI) defined by indirect evidence such as phasic response patterns, nonmonotonic rate-level functions, and low-filter cutoffs for amplitude-modulated stimuli. These response characteristics are abundant in bat MSO neurons but unusual for anteroventral cochlear nucleus (AVCN) bushy cells, the cells that send excitatory projections to MSO (Vater, 1982) . Additionally, MSO cells frequently show strong inhibitory effects at particular IIDs, which cannot be compensated for by changing ITDs [Grothe et al. (1997) , and see below]. Each of the inhibitory effects described above are consistent with the anatomical input patterns to the MSO (Grothe et al., , 1997 , and they can be blocked pharmacologically in the mustached bat (Grothe, 1994) and the species used in this study (B. Grothe and L. Yang, unpublished results) . However, there were subpopulations ofcells that failed to show excitatory effects from the ipsilateral ear (I/EI) or that failed to show prominent inhibitory effects from both ears (E/E). There were also monaural cells that responded only to one ear.
Here we present data from 51 binaural MSO neurons in response to ITDs. In addition, 11 monaural cells were encountered but not included in the analyses below. Furthermore, we recorded from 19 medical nucleus of the trapezoid body (MNTB) and 12 lateral nucleus of the trapezoid body (LNTB) cells to explore the temporal response patterns of the inhibitory MSO inputs. We will turn first to a general description of ITD sensitivity. We then turn to a more specific analysis of the ITD functions found in the different subsets of MSO cells. Differences in the ways that these subgroups respond to ITDs will be used to suggest what role each input plays in ITD coding. Finally, we will propose a simple model of how the excitatory and inhibitory inputs might interact in creating ITD sensitivity. Most data presented were obtained using SAM tones with high-frequency carriers (at each neuron's best frequency) presented as 100 msec stimuli. In some cases we used 1 sec SAM stimuli with modulation frequencies that differed by 2 or 5 Hz between the two ears, creating a 2 or 5 Hz binaural beat. The carrier frequency was always kept at the characteristic (best) frequency of a neuron, 20 dB above threshold of the contralateral ear. Unless stated otherwise, the IID was set to 0 dB.
MSO inputs phase-lock to SAM stimuli
Auditory neurons in the free-tailed bat are tuned to high frequencies and hence do not phase-lock to pure tones; therefore, we used SAM stimuli. The rationale of using SAM stimuli is that the MSO neuron receives inputs from both ears that are phase-locked to the stimulus envelope and that can be presented with an interaural phase difference. The phase-locked nature of the MSO inputs has been shown in the cat for the two excitatory AVCN inputs as well as for the inhibitory M N TB projection (Smith et al., 1993) . The poststimulus-time (PST) histograms in Figure 1 B show examples of how M N TB (n ϭ 19) and L N TB (n ϭ 12) neurons in the free-tailed bat phase-lock to the stimulus envelope of SAM stimuli. For both M N TB and L N TB, the phase-locking was robust up to high-modulation frequencies (Ͼ800 Hz) in all neurons tested. Whether the inputs are phase-locked to the carrier frequency or the stimulus envelope should not make a difference for the I TD detection mechanism. For example, Yin and Chan (1990) described a cat MSO neuron that was tuned to high frequencies and did not phase-lock to pure tones but exhibited an ITD sensitivity to the stimulus envelope comparable to the ITD sensitivity of low-frequency neurons in response to pure tones. Batra et al. (1989) showed similar results for the rabbit inferior colliculus in response to SAM stimuli, and they argued that these results reflect an input from high-frequency MSO neurons. MSO neurons in the free-tailed bat respond to monaurally as well as binaurally presented 100 msec SAM stimuli, with a robust phaselocked discharge correlated to each cycle of the SAM stimulus (Grothe et al., 1997) . Typically there is a decrease in discharge rate over the first 50 -80 msec of stimulation. However, despite the initial decrease in spike count, there is still a consistent, phase-locked response throughout the remaining portion of the stimulus, independent of its duration.
MSO neurons show ITD sensitivity
To measure the ITD sensitivity of the bat's MSO, we tested each cell using a range of ITDs that spanned at least the duration of one full SAM cycle in each direction (Ϯ360°IPD) for every SAM rate tested. Figure 3 shows PST histograms for the response to selected ITDs for a typical EI/EI neuron tested with a 200 Hz SAM stimulus. Spike counts diminished progressively as the two stimuli were presented more and more out of phase in either direction. For this cell, the response to the first SAM cycle was not affected, as was the case in about half of the neurons tested. In the remaining half, the on-response was reduced by at least Reconstruction of recording sites in one of the bats used in this study. After the stereotactic procedure described by Schuller et al. (1986) , the profile of the skull was measured in the sagittal (top right inset) and the horizontal plane (bottom lef t inset). The profiles were fitted to standard sections as shown in the top right inset. This way the position of the MSO could be predicted with an error of less than Ϯ100 m. A small HRP injection (arrow) during one of the first penetrations and a large HRP injection (black area in section 3, black dots in insets) 24 hr before killing the animal were used to confirm the stereotactic calculations and to precisely reconstruct all recording sites. The shaded areas in the two areas give the range of penetrations in this particular animal. The tilted lines labeled 1-5 (top lef t inset) give the planes of sectioning. 25%, and in some cells by up to 90%. However, in contrast to the late responses, it never f ully disappeared. Figure 4 shows the complete I TD f unction for the EI/EI cell described above. This f unction spans the range of a full SAM cycle in both directions, revealing a cyclic I TD f unction for both the spike count and the synchronization coefficient (vector strength). The peak spike count occurred when the I TD was near 0. Also, the peak spike count for this binaurally derived function was substantially higher than the spike counts evoked by monaural stimulation of either ear (Fig. 4, arrows) . Minimum spike counts occurred when the stimuli were shifted approximately one-half of the SAM cycle and were clearly below that for monaural stimulation. The spike count peaked again when the two stimuli were shifted approximately one f ull SAM cycle in either direction. Thus, the ITD function of this neuron showed an in-phase maximum and out-of-phase minimum, typical of the ITD functions reported previously for MSO cells in other mammals. The majority of MSO cells (90%) exhibited such cyclic ITD functions. As laid out in detail below, the principal positions of peaks and troughs, however, was different in the different subsets of cells (EI/EI, E/E, I/EI).
Is the ITD sensitivity in the biologically relevant range for the free-tailed bat?
To get an index of ITD sensitivity, we measured the distance from the peak of the ITD function to the point where the function declined to 75% of the peak. Although the ITD functions that we measured were cyclical, they were not necessarily symmetrical: the steepness of the two halves of the cyclic functions were often not identical. Therefore, we chose to measure the distance from the peak to the 75% decline at the side closer to 0 ITD (Fig. 5A ). Because the slope of the ITD functions depends on the phase relationship and hence on the modulation rate, we used the highest SAM rate that gave a robust response (spikes/ cycle Ն0.5) that was available in our data set, usually 200 -400 Hz (n ϭ 38; neurons tested only with SAM rates below 200 Hz are not included). However, because we used 100 Hz (or sometimes 50 Hz) SAM rate steps, our measures most likely underestimate the cells' best ITD sensitivity.
We found that ITD sensitivity varied from cell to cell. The distribution of sensitivity values is shown in Figure 5B . The majority of neurons exhibited ITD sensitivity values below 1000 sec, but only six neurons had values below 200 sec.
The distribution of ITD sensitivities described above shows that none of the neurons had an ITD sensitivity in the range relevant for the free-tailed bat, because the bat's small head can only generate ITDs up to ϳ30 sec (Pollak, 1988) . However, nearly half of the neurons tested exhibited ITD sensitivities in the range relevant for larger mammals such as dogs or cats. The striking similarity between ITD functions from bat MSO neurons and those from cat MSO neurons is illustrated in Figure 6 . For means of comparison we transformed the ITD functions into IPDs of the modulation frequency. Figure 6 A shows an IPD f unction from a cat MSO neuron in response to a 300 Hz pure tone (data from Yin and Chan, 1990 ). Figure 6 B shows a typical I PD f unction from a free-tailed bat MSO neuron in response to a 200 Hz SAM stimulus. One can see very little difference between these two f unctions. However, although the I TD f unction is within the range of naturally occurring I TDs (Fig. 6, shaded area) for the cat, it is far outside of that for the free-tailed bat.
Most EI/EI neurons exhibit typical MSO-type ITD functions
We tested 31 EI / EI neurons for I TD sensitivity to SAM stimuli. These cells were classified as EI / EI because they showed clear evidence of both binaural excitation and binaural inhibition (see Materials and Methods). The responses to I TDs already described for the cell in Figures 3 and 4 were typical for all but one of the 31 EI / EI neurons. In 21 of the 31 EI / EI cells, the binaural response at best I TD was more than 1.3 times that of the summation of the two monaural responses. Thus, there was considerable facilitation in the majority of these cells, a crucial factor in the Jeffress model of coincidence detection. The averaged facilitation for the 31 cells at the best I TD was 1.52 (SD 0.74).
Another key feature of the Jeffress coincidence detector model is that a cell's best interaural time difference remains stable for different stimulus frequencies. MSO neurons in the cat (Yin and Chan, 1990 ) and gerbil (Spitzer and Semple, 1995) respond in this way. To determine whether ITD sensitivity in the bat's MSO also shows this feature, we obtained ITD functions for three or more modulation frequencies (between 50 and 750 Hz) from 18 of the EI/EI neurons. The cyclic shape of the ITD function described above was observed for every SAM rate that the cells could follow with a phase-locked discharge. Figure 7A gives an example of a neuron that was tested with three different modulation rates; 100, 200, and 300 Hz. All three functions peaked near 0 ITD, and the troughs occurred at ITDs corresponding to approximately onehalf of the SAM cycle. For the 100 Hz SAM, troughs occurred at approximately Ϯ5 msec, which is the duration of half a cycle for a SAM of 100 Hz. Presenting a 200 and 300 Hz SAM to the same cell generated troughs at approximately Ϯ2.5 and Ϯ3.33 msec, respectively, which is again the duration of half a cycle. The same type of cyclic pattern was observed for the corresponding vector strength functions, although vector strength-based ITDs never showed as precise a match of the peaks for different SAM rates. Yin and Chan (1990) , their Fig. 3 ] and a neuron in the MSO of the free-tailed bat ( B) . As illustrated here, ITD functions reported for the cat, as well as those we measured from the bat, showed a correlation of response magnitude with the relative phase difference of the stimulus at the two ears. Hence, to facilitate a direct comparison, I TDs were translated into phase differences on the x-axis of the graphs presented here. In the example shown for the cat ( A), the neuron was tested with a 300 Hz pure tone, and sensitivity was related to the relative timing of the 300 cycles/sec at each ear. The stimulus presented to the bat ( B) was a high-frequency tone that was amplitude-modulated at a rate of 200 cycles/sec, and sensitivity was related to the relative timing of the amplitude modulations. The shaded areas on each graph display the range of corresponding I TDs that naturally occurs for these species.
These observations suggest that the I TD sensitivity of this cell is consistent with the coincidence mechanism proposed by Jeffress (1948) .
For each cell tested, we quantified the measures described above. To this end, we first converted I TD f unctions into IPD functions. This allowed us to perform a detailed phase analysis that takes into account the entire shape of the f unction, not only the peak or trough (cf. Goldberg and Brown, 1969; Yin and Kuwada, 1983) . First, we calculated the interaural phase delays in degrees as a f unction of the SAM frequency. The interaural phase delay gives the peak in the I PD f unctions, which corresponds to the peak in the ITD function. By calculating the interaural phase delays for different functions, one can calculate a CP relationship of the two inputs (equals the intercept of the regression line derived from the measured interaural phase delays for different frequencies with the y-axis). For a Jeffress coincidence detector neuron this CP would be 0 (0°) or 1 (360°). As depicted in Figure 7C , bottom panel, the neuron in fact resembles this aspect of a coincidence detector neuron in that its CP is close to one (0.982 cycles ϭ contralateral leading by 0.018 cycles). Moreover, for a Jeffress coincidence detector neuron, the interaural phase delay at a certain modulation frequency should be predictable from the monaural response to the same frequency and intensity. For example, if the response to ipsilateral stimulation has a different latency than the contralateral response, presenting this difference as ITD should bring the two responses into register. Hence, a coincidence detector neuron should respond maximally to this particular ITD. For the neuron shown in Figure  7 , we calculated the phase histograms for the monaural responses (Fig. 7C shows the phase histograms for 100 Hz SAM). The interaural phase delays predicted from these histograms in fact matched the interaural phase delays that we measured: the calculated phase difference for 100 Hz (0.979) differed only ϳ0.003 cycles from the measured phase delay. Similar values derive from the comparisons for 200 Hz (0.011) and 300 Hz (0.006). Additionally, the steepness of the regression line gives the CD of the contralateral input. The steepness of 0.0002 of the interaural phase delay function indicates a CD of 200 sec.
Of the 18 EI/EI cells, 10 behaved as described above. This suggests that MSO cells in the bat and other mammals share a common underlying mechanism for creating ITD sensitivity. Moreover, these neurons seem to conform with the Jeffress model. The characteristics of the ITD and IPD functions shown by the remaining EI/EI cells will be addressed in detail below.
Results from four additional EI/EI cells tested with binaural beat stimuli also support a coincidence mechanism for bat MSO cells. We used binaural beat stimuli because this stimulus has been used as a standard test for ITD sensitivity in a number of previous studies (Yin and Chan, 1990; Spitzer and Semple, 1995) .
To generate binaural beat stimuli, we presented SAM tones to both ears, with a modulation rate at the ipsilateral ear that was 2 or 5 Hz higher than that presented to the contralateral ear so that the cycles of the two stimuli went in and out of phase 2 or 5 times per second, respectively. Hence, the stimuli are said to "beat" at 5 Hz. This stimulus paradigm was presented to each of four EI/EI cells, using six different combinations of SAM rates from 75 Hz at the contralateral ear and 77 (2 Hz beat) or 80 Hz (5 Hz beat) at the ipsilateral ear, up to 225 Hz at the contralateral ear and 227 or 230 Hz at the ipsilateral ear.
The response pattern from one of the four EI/EI cells to the beat stimuli is shown in Figure 8 A (for reasons of clarity only five curves are shown). Each curve represents the response to a different combination of SAM rates, each of which beats at 5 Hz. The curve that achieved the highest spike counts at its peaks was derived by presenting a tone with a SAM rate of 75 Hz to the contralateral ear and a tone with a SAM rate of 80 Hz to the ipsilateral ear. Higher SAM rates (e.g., n SAM rate of 225 to the contralateral ear and 230 to the ipsilateral ear) generated lower spike counts. However, in each curve the periodic response to the 5 Hz beat is apparent, showing that the cell responded best to one particular combination of envelope arrival times per beat.
We used the data from the beat stimuli to construct a plot of interaural phase as a function of SAM rate, as we did previously for the static SAM stimuli. Figure 8 B gives the interaural phase plot for the data in Figure 8 A. The characteristic delay for this cell, calculated from the interaural phase plot, was 1.9 msec. The characteristic phase for this cell, also calculated from the interaural phase plot, was close to 1 (0.954), indicating an EE coincidence mechanism. Comparing the calculated and predicted best IPDs at 100 Hz (0.0038) and 200 Hz (0.029) also supports a coincidence mechanism. Each of the four neurons tested with the beat stimuli behaved like the cell described above.
Taken together, of the 22 EI / EI cells tested with various SAM rates (18 cells tested with static SAM stimuli and four cells tested with beat stimuli), 14 had I TD f unctions indicative of a Jeffress coincidence mechanism. The responses of the remaining eight EI/EI cells were not consistent with a Jeffress-type coincidence mechanism. These cells are described in the next section.
Some EI/EI neurons showed ITD functions not consistent with the Jeffress coincidence model
Eight cells showed I TD f unctions and /or interaural phase functions that were not consistent with a Jeffress-type coincidence mechanism, despite clear evidence of receiving EI / EI inputs. Three of these neurons had interaural phase f unctions that showed unpredictable best delays with different SAM rates and, correspondingly, CD values far from 0 or 1. T wo units showed ITD f unctions suggestive of an I E mechanism: instead of peaking near 0 sec ITD, their functions had the lowest spike counts near 0 sec ITD. The remaining three cells exhibited doublecyclic ITD functions with unpredictable second peaks, as explained in detail below. Another feature that distinguished these cells from the one described in the previous section was that their ITD functions were highly asymmetric.
An example of a cell that had a double peak in its ITD function is shown in Figure 9 . The phase histograms (SAM phase-related response over all cycles of the 100 msec stimulus) for this cell reveal a fundamental difference between the responses to different SAM rates. At 100 and 200 Hz SAM rates, the neuron responded to a small range of ITDs of approximately 1.5-3 msec (ipsilateral leading) to both SAM rates. This is shown in the three phase histograms in Figure 9B derived from the 200 Hz SAM stimulus. In contrast, at 400 Hz SAM rate this second peak never occurred. The peaks of the ITD functions could not be predicted by the mean phase angles of the monaural responses. For instance, the interaural phase delay predicted from the two phase Figure 8 . A, ITD sensitivity of a binaurally excited and binaurally inhibited neuron to binaural beat stimuli with different modulation frequencies. The function for the different SAM rates lines up because the beat frequency was 5 Hz for all tests. Hence, the interaural phase difference at a given ITD was identical for all SAM rates. B, Monaural phase histograms and interaural phase histogram indicate an EE coincidence mechanism. For details, see text. Figure 9 . I TD sensitivity of a neuron that receives binaural excitation and binaural inhibition in response to SAM stimuli. This neuron exhibited an I TD sensitivity that differed from those described for other mammals in that the peaks did not line up. A, Normalized discharge rates to SAM stimuli with 100, 200, and 400 Hz modulation rates. B, The phase histograms for binaural responses to 200 Hz SAM exhibit one peak for an ITD of Ϫ1 msec but two peaks for ϩ2 msec. The regression line in the interaural phase delay diagram ( C) does not conform with either an EE or an EI coincidence mechanism.
histograms for monaural stimulation with the 200 Hz SAM would have been 0.18 (ipsilateral delayed), but there was no peak at the corresponding I TD (ϩ0.9 msec). The eight neurons described in this section showed clear evidence for binaural excitation and binaural inhibition (EI/EI type). Furthermore, these cells were sensitive to I TDs; they responded differentially to different I TDs. However, either because the I TD f unctions of these cells had unpredictable peaks with different SAM rates and were highly asymmetric or because they peaked far from 0 m I TD, they failed to match the Jeffress coincidence detector model. As we shall explain in detail below, the data from these cells suggest a complex interaction of all four inputs, including the inhibitory inputs, in creating I TD sensitivity. In the following sections we will focus on this issue by examining other MSO cells that appeared to lack inhibitory or excitatory inputs.
ITD functions of E/E neurons
Four of the binaural cells that we studied could be driven monaurally from both ears but showed no signs or only very weak signs of inhibitory inputs. The spike count-based I TD functions of these cells failed to show the typical Jeffress-type I TD sensitivity, although they did show a sensitivity in terms of vector strength (two of these cells were tested with static SAM stimuli and two with beat stimuli). The I TD f unctions and selected PST histograms from one E / E cell are shown in Figure 10 . The PST histograms indicate that the cell responded to both excitatory inputs at every I TD, causing the spike count-based I TD function to remain flat. As for vector strength, when the two inputs were out of phase, the two peaks canceled each other out, resulting in a low vector strength, but when the two inputs were in phase, the single peak caused a substantial increase in vector strength.
ITD functions of I/EI neurons
Further evidence of the importance of the inhibition in creating ITD sensitivity comes from a subset of MSO neurons that showed no sign of ipsilateral excitation but retained contralateral excitation and binaural inhibition. One would expect these I/EI neurons to exhibit an ITD sensitivity typical of I/E neurons as shown for lateral superior olive (LSO) (Joris and Yin, 1995; Park et al., 1996) . We tested 16 I/EI neurons. Each of them had cyclic ITD functions for spike counts and vector strength. Figure 11 A shows ITD functions from an I/EI neuron in response to 100, 200, and 400 Hz SAM rates. For each SAM rate there was a cyclic ITD function with the troughs lining up around 0 ITD. Hence, these neurons show ITD functions consistent with an IE mechanism. This is confirmed by the corresponding interaural delay function (Fig. 11 B) revealing a CP of 0.48 and a CD of 400 sec.
Each of the I/EI neurons retained the cyclic characteristic for all SAM rates tested; however, there were two features that generally distinguished the population of I/EI neurons from the population of EI/EI neurons. First, the peak spike counts from the ITD functions of the I/EI cells never surpassed the spike counts from monaural stimulation, whereas they always did so in the EI/EI cells. Second, although the ITD functions of some of the I/EI cells troughed near 0 sec ITD, as do E/I cells in the LSO, many of the I / EI cells had troughs that were far from 0 sec as did the EI / EI cells. In some cases, the troughs were 180°away from 0 I TD. In fact, if I TDs had not been manipulated, four of the I/EI neurons would have been classified as O/ EI cells because of the long latency of the ipsilateral inhibition relative to the contralateral excitation. Figure 12 gives four examples of I/EI neurons showing different positions of 75% cut-offs, all in response to a 100 Hz SAM rate. Compared with the distribution of peaks observed for the EI / EI cells, the peaks for the I/EI cells encompassed a much broader range of I TDs ( p Ͻ 0.001; unpaired t test). However, a substantial number of I / EI cells had peaks within the range observed for the EI / EI cells.
In summary, the data from the I / EI cells suggest that ITD sensitivity in these MSO neurons is a consequence of a simple IE mechanism (coincidence of an excitatory and an inhibitory input creates a trough in the I TD f unction). Therefore, one might suggest that different subsets of MSO cells rely on f undamentally different mechanisms for temporal processing. Alternatively, what appears to be differences in temporal processing might be attributable to variations of a common mechanism: the relative arrival times of multiple excitatory and inhibitory inputs. The following sections will describe how such a temporal interaction might work in creating I TD f unctions.
Scenario of the interaction of binaural excitation and inhibition in creating ITDs
So far we presented evidence that the inhibitory inputs play an important role in shaping I TD f unctions in the MSO. Moreover, it appears that the timing of the inhibition might be of particular importance. But how could the complex interaction of the various MSO inputs play together in creating I TD f unctions, and why do they differ in different EI / EI neurons? We approached this question by constructing a simple scenario that takes into account the time course of each of the different MSO inputs.
Most of the neurons we recorded from had inputs from at least one ear that included both excitation and inhibition. In our previous article (Grothe et al., 1997) we reported that there are two basic temporal patterns of these monaural excitatory and inhibitory inputs. In some neurons inhibition occurred only after excitation, and in other cells inhibition occurred before excitation as well as after. On average, the leading input occurred ϳ2 msec before the lagging input (range, ϳ0.5 to 5 msec). A similar relationship of monaural excitation and inhibition was found for the mustached bat MSO (Grothe, 1994) . Additionally, these previous studies indicate that spikes resulting from excitation occur within a narrow time window, whereas inhibition takes place throughout the stimulus duration. In those neurons that showed inhibition before the excitation as well as after, it appears that only the transient component of the excitation is strong enough to overcome the sustained inhibition. For our model we used the two basic input patterns and the general time parameters described above. In addition, we also considered monaural inputs that lack either the excitatory or inhibitory component.
To determine how these various input patterns might affect ITD sensitivity, we simulated their binaural interactions for different ITDs. Because we do not know the actual underlying EPSPs and IPSPs, we based our calculation on the observable excitatory and inhibitory effects, resulting in the patterns described above. Furthermore, we assumed equal strength of the excitatory and inhibitory inputs such that excitation and inhibition occurring at the same time generate no output (output ϭ 0). Excitation alone was assigned a value of 1 (output ϭ 1). We assumed a facilitation of ϳ50% when excitatory inputs are coincident (output ϭ 3). This value roughly corresponds to the facilitation we observed in EI/EI cells. However, this facilitation is not essential for the model because it heightens some of the peaks and hence has a quantitative effect but does not affect the shape of the ITD functions. We simulated the response to 100 msec SAM stimuli with different modulation rates (as used in the recordings). ITDs were varied from Ϫ10 to ϩ10 msec, in 0.5 msec steps. The net output at each ITD was calculated using a 0.5 msec binwidth. From these points a smoothed ITD function was calculated using the formula:
where N is the number of preceding periods that is used for smoothing, Aj is the actual value at a given point j, and Fj is the predicted value at point j.
The first binaural cell type we simulated was I/EI: pure inhibition from one ear and the most common monaural input pattern from the other ear (leading excitation with lagging inhibition). The results are shown in Figure 13A . The schematic in the left panel show the starting point (ITD ϭ 0) for the 100 and 200 Hz SAM stimulations. Hatched bars represent excitation, and solid bars represent inhibition. Although we calculated the output for each ITD based on 100 msec stimuli, for convenience we only display the inputs for two SAM cycles at one ear and for one cycle at the other ear (the indicated output for each ITD reflects only that of the short portion shown). Note that the timing of the leading excitation remains stable, creating a constant time delay but a changing phase delay of the inhibition. The duration of the cycle-by-cycle inhibition shortens as modulation rate increases, because the duration that each cycle remains above threshold becomes shorter (cf. Vater, 1982; Grothe, 1994) .
The full ITD functions (calculated for the entire 100 msec stimulus duration) for three SAM rates (100, 150, and 200 Hz) are shown in the Figure 13A , right panel. The important feature was that the troughs around 0 ITD were much more stable than the peaks. This was typical for the I/EI cells we recorded from (Fig. 12) .
The second binaural cell type we simulated was EI/EI, with identical monaural input patterns of the common type (excitation leading) shown in Figure 13B , left panel, for 100 and 200 Hz SAM rates. Again, we assume a fixed time delay of the inhibition compared with the excitation coming from the same side creating a changing phase relationship of the two excitatory and inhibitory inputs. As stated above, the period of effective inhibition shortens at higher rates. The calculated ITD functions (right panel) were symmetric and showed stable peaks at 0 ITD and varying troughs. This was typical for most EI / EI cells that we recorded from (Fig. 8) .
However, changing one of the monaural inputs such that inhibition was leading excitation resulted in very different ITD functions (Fig. 13C) . In this case, unlike the previous EI / EI cell, the ITD f unctions were asymmetrical and resembled those EI/EI cells that did not match the Jeffress coincidence model (Fig. 9) .
In the examples shown above, the leading input from both ears arrived simultaneously. Adding absolute interaural delays would shift the f unctions but would not change their f undamental features (e.g., stable peaks or troughs, shape, etc.).
Our simple model based on the observed timing relationships of the various MSO inputs can account for most of the basic features of I TD f unctions that we observed in the free-tailed bat. This finding supports the idea that the timing of both the excitatory inputs and the inhibitory inputs is crucial in shaping ITD sensitivity. Application of this model to other mammals, in which neurons in the MSO phase-lock to low-frequency sinusoids, would require taking into account the fact that the duration of the inhibition would not be frequency-depending. Nevertheless, the delayed binaural inhibition would still cause a sharp decline of the MSO output when the I TDs are causing noncoincident inputs, as shown above.
Are ITD sensitivity and SAM sensitivity related?
In a previous study (Grothe et al., 1997) , we showed that MSO neurons in the free-tailed bat are sensitive to SAM rate. They act as low-pass filters for SAM rates in that they respond best to rates below ϳ400 Hz, and for some cells they are as low as 90 Hz. A similar sensitivity to SAM rate has also been found in the mustached bat's MSO. For the mustached bat, it was shown that the mechanism creating the filter characteristic is based on the temporal interaction of excitation and inhibition (Grothe, 1994) , which also appears to be the case in the free-tailed bat. Hence, SAM filter characteristics and I TD sensitivity might be created by the same basic mechanism. If so, one would expect an interdependence between ITD functions and the filter characteristics of SAM filter functions.
We therefore compared the 75% cut-off point on a cell's SAM filter function [response to SAM stimuli as a function of modulation frequency; for details, see Grothe et al. (1997) ] and the point of 75% discharge on the cell's ITD function. We interpret the striking correlation shown in Figure 14 for the I/EI neurons (correlation coefficient ϭ 0.82) and the EI/EI neurons (correlation coefficient ϭ 0.54) as supporting evidence that SAM filter sensitivity and ITD sensitivity are created, at least partly, by the same interaction of excitation and inhibition. The fact that the correlation is more clear-cut for I/EI neurons compared with EI/EI neurons is not surprising because the additional excitatory input to the latter should make for a much more complex interaction between inputs.
The effect of IIDs and absolute intensity on ITD functions
It has been argued by Harnischfeger et al. (1985) that even the smallest changes in firing rates that are caused by ITDs could be useful when integrated over a large population of cells and therefore that even bats could use ITDs for lateralization. However, one has to take into account to what extent a neuronal response is affected by other stimulus parameters that change with azimuthal location, such as IIDs. Therefore, we tested the impact that behaviorally relevant IIDs have on ITD functions in the free-tailed bat's MSO. We did not perform a systematic investigation of how IIDs within the relevant physiological range affect ITD functions on the entire population of cells tested. However, we did measure ITD functions using different IIDs or interaural level differences (ILDs) for 11 EI/EI neurons and 8 I/EI neurons. Positive values indicate IIDs favoring the contralateral ear, whereas negative values indicate IIDs favoring the ipsilateral ear.
The effect of IIDs on the ITD functions of I/EI neurons was uniform. As one would expect if the ipsilateral inhibition is in fact shaping the ITD function, ITD sensitivity vanished if the intensity at the ipsilateral ear was decreased (positive IIDs, favoring the excitatory ear) and was only slightly affected (longer periods of inhibition; data not shown) for negative IIDs.
Each of the 11 EI/EI cells tested changed their ITD sensitivity with varying IIDs, and the changes were unpredictable in that they could not be explained by time intensity trading effects, e.g., amplitude-dependent latency shifts (cf. Harnischfeger et al., 1985; Fuzessery, 1997) . In all cases tested, IIDs within the physiological range caused significant changes in the neuronal response to varying ITDs. Figure 15A ,B gives two examples of neurons that behaved in different ways.
Additionally, in six out of six EI/EI neurons, ITD functions changed when IID was kept constant, but absolute intensity was changed by 10 dB. In three of these ITD, sensitivity vanished for intensity shifts in both directions (higher and lower) (Fig. 15C) ; in the other three, no significant changes could be seen.
DISCUSSION
In summary, nearly all neurons in the free-tailed bat exhibited a sensitivity for ITDs of the SAM stimulus envelope. The ITD sensitivity observed in most, although not all, EI/EI neurons is comparable to that shown in the MSO of other mammals. Despite this apparent coherence with the Jeffress coincidence mechanism, which does not predict a crucial role for inhibition, we found inhibition to be essential to create ITD sensitivity. Moreover, it seems likely that a complex temporal interaction of the four inputs, which are all governed by the temporal structure of the acoustic stimulus, shapes I TD f unctions in the MSO.
Behavioral relevance of ITD coding in the free-tailed bat MSO
The ITD f unctions obtained from the MSO in the free-tailed bat seem to be similar to those in other mammals, despite their small inter-ear distance. This in itself makes it unlikely that the ITD functions we measured are of behavioral significance. However, Harnischfeger at al. (1985) argued that even a very small shift in the ITD f unction might be of significance if assessed by a large population of cells. This argument would hold only if other stimulus parameters do not cause dramatic changes in the MSO response. We have shown previously that these neurons are very sensitive to SAM rate as well as to IIDs, both within biologically significant ranges (Grothe et al., 1997) . Therefore, the MSO in the free-tailed bat most likely performs a different role than ITD coding. However, its connectional properties are capable of processing ITDs in the range of those available for larger mammals. Thus, ITD sensitivity in these MSO neurons is a by-product of a circuit that in the bat and most likely in other small mammals codes for other temporal stimulus properties, e.g., frequency and amplitude modulations. Given the fact that the earliest mammals were very small (Rowe, 1988) and adaptations for low-frequency hearing occurred only in a minority of mammals (Heffner and Heffner, 1990; Frost and Masterton, 1994) , neurons like those in the MSO of bats, which analyzes temporal structures, may have been preadapted for ITD coding in cases in which animals grow larger during evolution.
Comparison with ITD sensitivity of MSO neurons in other mammals
The major difference between the free-tailed bat MSO and that in larger mammals is that MSO neurons in the free-tailed bat are tuned to high frequencies, and therefore the ITD sensitivity in the free-tailed bat MSO is restricted to ITDs of the stimulus envelope. Additionally, there is a higher variability in the basic binaural input pattern (Grothe et al., 1997) . The main result of the present study, however, is that the majority of EI/EI neurons in the free-tailed bat MSO exhibited an ITD sensitivity similar to that shown for the MSO in dogs (Goldberg and Brown, 1969) , cats (Yin and Chan, 1990) , gerbils (Spitzer and Semple, 1995) , and rabbits (Batra et al., 1997) . The key feature is that the ITD sensitivity appears to corroborate the coincidence detector mechanism proposed by Jeffress (1948) . The predictability of the interaural phase for any given frequency (here, modulation frequency) by the phase histogram for monaural stimulation, as well as the characteristic delays around 0, suggests that the coincidence of binaural excitatory inputs dominates the ITD sensitivity.
The role of inhibition
Inhibitory inputs to MSO neurons have been suggested for many years from physiological data (Goldberg and Brown, 1969; Yin and Chan, 1990) . Most neurons show an "out-of-phase" suppression causing the ITD function to drop below the rate of monaural or even spontaneous discharge rates when unfavorable ITDs are presented. Additionally, there are two glycinergic, inhibitory pathways to the MSO: one via the LNTB that is driven by the ipsilateral ear and one via the MNTB that is driven by the contralateral ear (for review, see Cant, 1991; Schwartz, 1992) . The same inputs exist in the free-tailed bat . Additionally, there is evidence from gerbil (Grothe and Sanes, 1993) and guinea pig (Smith, 1995) slice experiments that glycinergic inhibition is involved in ITD sensitivity. In the gerbil slice preparation, the timing and strength of inhibition seems to define at what ITDs action potentials can occur. Additionally, the inhibition increases the dynamic range of the response (Grothe and Sanes, 1994) ; however, brain slice recordings can only present indirect evidence.
Inhibitory inputs have also been described for another ITD coding structure, the nucleus laminaris in birds, which is known to function as a coincidence detector for binaural excitatory inputs. There, however, the inhibition is mediated by GABA, derives from other nuclei, and seems to be of more diffuse nature. Recent studies suggest a role of the inhibition in adjusting excitability, independent from sound pressure (Pena et al., 1996 ; Figure 15 . A, B, ITD f unctions measured at different interaural level differences (ILDs). Positive values: stimulus at the contralateral ear more intense. C, ITD functions measured at ILDs of 0 dB but at different absolute intensities. Reyes et al., 1996; Brückner and Hyson, 1997; Viete et al., 1997) . Such a role of inhibition has also been proposed in a theoretical study by Reed and Durbeck (1995) .
In contrast to the data on the nucleus laminaris in birds, the data presented here suggest a more profound role of inhibition in ITD coding of the free-tailed bat MSO. First, inhibition seems necessary to generate Jeffress-type I TD f unctions, and second, the relative timing of the inputs, including the inhibitory inputs, determines the characteristics of a neuron's I TD sensitivity. The evidence from the present study is threefold. (1) Neurons that lacked inhibitory inputs did not show any I TD sensitivity in the spike count-based f unctions. (2) In cells that lacked one excitatory input (I / EI), a simple interaction of excitation and inhibition seemed to be responsible for the I TD sensitivity. (3) Some EI/EI neurons showed an I TD sensitivity that did not conform with either the Jeffress model or an I E mechanism (cf. Yin and Kuwada, 1983) but rather was in between. (4) There is a correlation of a neuron's filter characteristic for the modulation rate of SAM stimuli and that of the I TD selectivity. Because the former has been shown to be a result of a temporal interaction of excitation and delayed inhibition, it seem to be unlikely that one would find such a correlation if the latter would be a result of a fundamentally different mechanism. In the mustached bat, the SAM filter characteristic has been shown to be a result of an interaction of excitation and inhibition (Grothe, 1994) that is very similar to the temporal filtering found in MSO cells recorded from gerbil brain slices (Grothe and Sanes, 1994) . Such temporal filtering, e.g., low-pass filter characteristics for the SAM rate, has been described in the cat (Joris, 1996) and the free-tailed bat MSO (Grothe et al., 1997) . The obtained filter characteristics in the free-tailed bat were rather homogeneous over the different subpopulations of MSO neurons. However, it was impossible to simply predict the cut-off for binaural stimulation from monaural measurements. Thus, a slightly different balance in strength or in timing among the four inputs might lead to very different results in different EI / EI neurons. Consequently, we favor the conclusion that slightly different timing and strength of the four inputs determine the type of the I TD f unction, favoring either EE or EI mechanisms as suggested by the model presented above.
There are two ways that inhibition might act in shaping the ITD f unctions of EI / EI neurons that conform with the Jeffress coincidence mechanism. First, cycle-by-cycle inhibition that is delayed compared with the cycle-by-cycle excitatory input from the same ear limits the time frame when this excitation affects the MSO cell (as well as suppresses excitation from the other ear, as shown in Fig. 13A) . Second, the finding of an inhibition that embraces the excitation (both from the same ear) implies that the exact moment when the excitation can be effective is also a result of a competition between the two inputs from the same side, most likely allowing only highly synchronized excitatory inputs to affect the MSO cell but suppressing sustained nonphase-locked inputs. For both cases, the inhibition takes part in defining when excitation is effective and hence when coincidence of binaural excitation can create a peak in the I TD f unction.
The concept of an interaction of excitation and inhibition in the MSO cell might present an alternative hypothesis to the concept of the delay lines. The coincidence model assumes that delay lines generate coincidence and that this coincidence does not depend on inhibition (Jeffress, 1948; Schamma et al., 1989; Colburn et al., 1990; Brughera et al., 1996) . Such delay lines, generated by axonal lengths, have been shown for the nucleus laminaris inputs in birds (Carr and Konishi, 1990; C arr and Boudreau, 1993), but the anatomical evidence for delay lines in the mammalian MSO is weak for the contralateral and lacking for ipsilateral inputs (Smith et al., 1993) . As an alternative, for the excitatory and inhibitory inputs from a given ear, inhibition occurring at the beginning of the excitation could create a functional delay of the excitation. In other words, the early inhibition neutralizes the initial effects of the excitation, hence the delay. Thus, the inhibition could serve the same function as the delay line in creating coincidence. This concept fits our data from the free-tailed bat MSO in response to the ITDs of the envelope of high frequency neurons. It might not explain all phenomena seen in low-frequency MSO neurons in other mammals, particularly for frequencies above 1.5 kHz. However, this scenario might help to explain the apparent contradiction that MSO neurons fit the coincidence model and yet depend heavily on inhibition. Coincidence of excitation seems to be the main mechanism, but it is generated by inhibition, not delay lines.
