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Resumen
Actualmente, la utilizacio´n de medios informa´ticos a lo largo de la academia se ha vuelto
cada vez ma´s imprescindible a la hora de representar cualquier tipo de modelo computacio-
nal, ya sea como herramienta para la representacio´n de datos o como nu´cleo y fuerza de
trabajo para elaborar algoritmos de algu´n propo´sito en espec´ıfico. La evolucio´n del computo
cient´ıfico esta´ encaminada a procesos de tipo hpc 1, donde cada vez, son ma´s los algoritmos
que dependen de grandes y costosas infraestructuras para poder funcionar, no esta´ de ma´s
entonces, concebir una manera de utilizar los recursos a disposicio´n para mejorar la produc-
cio´n acade´mica e intelectual de nuestra universidad.
La idea conce´ntrica planteada en este proyecto de grado es modular un sistema escalable
para aprovechar recursos computacionales de componentes comunes (Pc’s a lo largo de todo
el campus universitario) usando mpi2 como base para la comunicacio´n de estos componentes,
todo esto accesible de manera web, encaminado a la obtencio´n de mejores resultados en los
procesos investigativos y acade´micos emergentes en el campus universitario.
E´ste documento contendra´ paso a paso el proceso de elaboracio´n de un cluster computacional
funcional bajo arquitecturas estables que sera´n descritas de manera puntual; todos esto sus-
tentado en tecnolog´ıas open-source3 . Las razones por las cuales el proyecto descrito, presente
factibilidad, es debido concretamente a los siguientes beneficios:
Computar algoritmos con una optimizacio´n notable.
Accesibilidad,portabilidad,eficiencia, dado la posibilidad de acceder a trave´s de una
plataforma web.
Disminucio´n de costos de tecnolog´ıas especializadas.
1 High performance Computing, es el uso de procesamiento en paralelo para la ejecucio´n de programas de
aplicacio´n avanzada de manera eficiente, fiable y ra´pida
2Message Passing Interface, para la comunicacio´n entre nodos de un sistema distribuido
3 software o hardware distribuido y desarrollado libremente (acceso al co´digo fuente) y en cuestiones e´ticas.
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Mejorar la eficiencia e inteligencia colectiva de la universidad, puntualmente de los
grupos de investigacio´n.
Mejorar el uso de los nodos computacionales dentro de la universidad.
Finalmente se dejara el co´digo fuente de la plataforma web, que estara´ a disposicio´n del
grupo de investigacio´n sirius y el campus en general.
Palabras claves: cluster, web, mpi, hpc, sirius, procesamiento paralelo, plataforma, web.
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Cap´ıtulo 1
Introduccio´n
1.1. Planteamiento del problema
Actualmente el campo de la computacio´n distribuida se ha afianzado como una de las
mejores maneras de computar algoritmos de alta demanda, tanto en campos de la ciencia
como la biolog´ıa, f´ısica, medicina, bioinforma´tica, entre otras, utilizando diferentes estrate-
gias informa´ticas. La optimizacio´n de algoritmos[12] es un tema que ayudo´ al desarrollo de
herramientas para utilizar un conjunto coordinado de recursos dispersos que unitariamente
no aportaban mayor poder computacional, pero en conjunto, resolv´ıan las necesidades emer-
gentes. Las te´cnicas actuales de computacio´n de alto rendimiento ostentan la utilizacio´n de
recursos comunes, presentes, en cada equipo de co´mputo promedio, un ejemplo de ello son
las vitales CPU o las unidades de procesamiento gra´fico (GPU).
Proveedores como Amazon, Nvidia entre otros, ofrecen servicios de computacio´n distribui-
da rentados por tiempos o por convergencia de solucio´n algor´ıtmica. Estos servicios ofrecen
grandes cantidades de FLOPS1 a disposicio´n; adema´s de las soluciones competitivas y admi-
nistrativas que involucran las diferentes compan˜´ıas de este tipo computacio´n distribuida; lo
que presenta inconvenientes respecto a lo que se desea computar. Se resalta entonces que este
tipo de proveedores tengan un mercado selecto, establecido y predeterminado lo que hace que
el costo para pequen˜as instituciones sea elevado y no se acomode a las necesidades puntuales
de e´stas.
En lo que concierne a la universidad, la presencia o necesidad en los u´ltimos an˜os de este tipo
de algoritmos ha ido creciendo a grandes pasos. Grupos de investigacio´n, semilleros, como
1FLoating-point Operations Per Second.Medida de la eficiencia computacional. Unidad que determina la
cantidad de operaciones que se pueden realizar en un segundo
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docentes o alumnos han presentado algoritmos de diferentes tipos algunos ya distribuidos o
que se podr´ıan optimizar con te´cnicas de alto rendimiento computacional.
1.2. Justificacio´n
Gracias a las investigaciones realizadas por Bernardo Cuervo en su proyecto de grado[1]
y por la retroalimentacio´n obtenida por de diferentes docentes, estudiantes e investigadores,
se dieron a conocer las diferentes problema´ticas que tienen que ver con el tema.
Los enfoques de procesamiento de HPC son enfoques que recientemente aparecen dada la
demanda del campo cient´ıfico que han marcado un hito en la historia de la computacio´n au´n
ma´s en el a´mbito investigativo. Los altos costos que demanda este tipo de computacio´n (como
tambie´n el HTC2), junto a la combinacio´n de los enfoques mencionados con tecnolog´ıas como
grids3 o mallas superponen una gran costo de manutencio´n e implementacio´n donde muchas
instituciones educativas no pueden mantener. Una vez planteadas las condiciones generales
de la universidad en el campo de computacio´n distribuida, seguido de las ideas presentadas
por grupos de investigacio´n dentro del campus, junto a proyectos de grados anteriores, se
ha visto la posibilidad de implementar una plataforma tecnolo´gica del tipo cluster4 la cual
podr´ıa ayudar e incursionar en el campo distribuido ya sen˜alado , dando con esto ventajas
investigativas, sumamente importantes a la hora de obtener resultados en los tiempos de
ejecucio´n de algoritmos. Esta idea tiene como objetivo acarrear con el desarrollo tecnolo´gico
(infraestructura y adecuacio´n de equipos) todo esto sustentado en la infraestructura actual
alojada en equipos de co´mputo similares a los usados en las salas de sistemas del centro de
recursos informa´ticos y educativos (CRIE)5. Se mantiene la idea principal de disen˜ar, elabo-
rar e implementar en un prototipo de infraestructura con un entorno computacional estable,
accesible y elaborable dentro de los recursos actuales del ambiente de trabajo.
Sentando lo anterior, se le brindara´ a todo el campus la oportunidad de acceder a una platafor-
ma para el procesamiento de algoritmos de alta carga computacional con una disponibilidad
razonable.
La plataforma sera´ capaz de interpretar a nivel de co´digo lo implementado en la librer´ıa de
pasos de mensajes MPI.
2”High-Throughput ComputingC¸omputacio´n que dispone generalmente de una gran cantidad de recursos
en un corto periodo de tiempo
3Conjunto de recursos informa´ticos localizados espacialmente en diferentes zonas que se coordinan para
alcanzar un objetivo comu´n
4Computadoras conectadas entre s´ı que se comportan como si fuesen una misma computadora
5Centro de Recusos Informa´ticos y Educativos
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1.3. Objetivos
1.3.1. General
Disen˜ar e implementar un prototipo de plataforma tecnolo´gica distribuida, capaz de
computar algoritmos de alta demanda computacional presentados en el campus universitario,
soportados a trave´s de la librer´ıa MPI.
1.3.2. Espec´ıficos
Obtencio´n de requerimientos, ana´lisis de requisitos, limitaciones, especificaciones y di-
sen˜o sistema´tico del prototipo.
Desarrollo del prototipo de plataforma distribuida dentro del campus universitario.
Implementacio´n del prototipo de plataforma funcional.
1.4. Estado del arte
1.4.1. Definicio´n cluster
“ Un cluster cuya traduccio´n al castellano ser´ıa ( ‘racimo’, ‘conjunto’ , ‘grupo’ o ‘cu´mu-
lo’) es una solucio´n computacional conformada por un conjunto de sistemas computacionales
muy similares entre si (grupo de computadoras), interconectados mediante alguna tecnolog´ıa
de red de alta velocidad, configurados de forma coordinada para dar la ilusio´n de un u´nico
recurso; cada sistema estara´ proveyendo un mismo servicio ejecutando una (o parte de una)
misma aplicacio´n paralela. La caracter´ıstica inherente de un cluster es la comparticio´n de re-
cursos: ciclos de CPU (Central Processing Unit), memoria, datos y servicios.”[9]. Los clusters
esta´n conformados por nodos gene´ricos single-core o multicore, que a su vez podr´ıan usar
hardware de procesamiento como la CPU o la GPU6. Dichos nodos pueden estar exclusiva-
mente dedicados a labores del cluster o pueden destinar una parte para ello. Actualmente
ocupan un papel crucial en el campos cient´ıficos, tecnolo´gicos, comerciales ya que aportan
una plataforma capaz de computar grandes lotes de informacio´n utilizada en cada tipo de
co´mputo. En otras palabras es la unio´n de varias computadoras (nodos) a trave´s de una red,
que parecen ante el usuario como un solo equipo de co´mputo y que trabajan en conjunto de
manera funcional, gracias a alguna aplicacio´n.
6GPUS: (graphics processing unit) circuito especializado en el procesamiento de operaciones gra´ficas
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1.4.2. Caracter´ısticas sistemas distribuidos
Los sistemas distribuidos suponen un paso ma´s en la evolucio´n de los sistemas informa´ti-
cos, entendidos desde el punto de vista de las necesidades que las aplicaciones plantean y las
posibilidades que la tecnolog´ıa ofrece. Antes de proporcionar una definicio´n de sistema distri-
buido resultara´ interesante presentar, a trave´s de la evolucio´n histo´rica, los conceptos que han
desembocado en los sistemas distribuidos actuales, caracterizados por la distribucio´n f´ısica de
los recursos en ma´quinas interconectadas. Un sistema distribuido que pretenda ofrecer una
visio´n de sistema u´nico debera´ cumplir las propiedades que se presentan a continuacio´n.[13]:
Transparencia
El objetivo esencial de un sistema distribuido es proporcionar al usuario y a las aplica-
ciones una visio´n de los recursos del sistema como gestionados por una sola ma´quina virtual.
La distribucio´n f´ısica de los recursos es transparente. Pueden describirse diferentes aspectos
de la transparencia:
De identificacio´n: Los espacios de nombres de los recursos son independientes de la
topolog´ıa de la red y de la propia distribucio´n de los recursos. De esta forma, una
aplicacio´n puede referirse a un recurso con un nombre independientemente de en que´
nodo se ejecute. Por ejemplo, en NFS (concepto que se vera´ mas adelante) un sistema de
ficheros remoto se monta en un punto del sistema de ficheros local. Que una instalacio´n
de NFS proporcione transparencia de identificacio´n a las aplicaciones depende de que
todos los nodos cliente tengan montado el sistema remoto en el mismo punto de montaje,
lo que es generalmente responsabilidad del administrador.
De ubicacio´n f´ısica de los recursos: Ni los usuarios ni las aplicaciones conocen en
que´ nodo reside el recurso accedido, o si e´ste es local o remoto. Esto implica tambie´n
que los recursos pueden migrar entre nodos sin que las aplicaciones se vean afecta-
das.En NFS, podemos migrar un sistema de ficheros remoto de un nodo a otro y la
transparencia de la ubicacio´n se preservara´ si se actualizan convenientemente las tablas
de montaje de los nodos cliente.
De replicacio´n: Ni los usuarios ni las aplicaciones conocen cua´ntas unidades hay de
cada recurso, ni si se an˜aden o eliminan copias del recurso. En NFS los clientes ges-
tionan caches locales de los ficheros remotos. El “caching” es una forma restringida
de replicacio´n que requiere alguna forma de validacio´n (en NFS mediante encuesta)
por los clientes para preservar la consistencia6. Au´n as´ı, la sema´ntica UNIX que NFS
CAPI´TULO 1. INTRODUCCIO´N 7
pretende ofrecer a las aplicaciones puede verse a veces comprometida cuando varios
clientes escriben sobre un mismo fichero.
De paralelismo: Una aplicacio´n puede ejecutarse en paralelo, sin que la aplicacio´n
tenga que especificarlo, y sin consecuencias sobre la ejecucio´n, salvo por cuestiones de
rendimiento. Esta propiedad afecta a los sistemas que permiten distribuir procesos y
memoria. En el caso de un sistema de ficheros, so´lo es relevante cuando las aplicaciones
bloquean temporalmente el acceso a ficheros, lo que se especifica de forma expl´ıcita
(mediante primitivas de lock y unlock). Las u´ltimas versiones de NFS incluyen este
mecanismo.
De comparticio´n: El que un recurso compartido intente ser accedido simulta´neamente
desde varias aplicaciones no tiene efectos sobre la ejecucio´n de la aplicacio´n. Como se
resalto anteriormente, en NFS esta propiedad puede verse afectada por la existencia de
caching, en particular si los periodos de la encuesta de validacio´n son elevados.
De rendimiento: Inevitablemente, implementar las propiedades de los sistemas dis-
tribuidos sera´ a costa de una pe´rdida de rendimiento. Por lo tanto, generalmente es
necesario buscar soluciones de compromiso. As´ı, en NFS la minimizacio´n del periodo
de validacio´n de la cache permitir´ıa hacer casi totalmente transparente la existencia de
caches, a costa de incrementar el tra´fico de la red y en consecuencia las latencias.
Escalabilidad
Una de las caracter´ısticas de los sistemas distribuidos es su modularidad, lo que le permite
una gran flexibilidad y posibilita su escalabilidad, definida como la capacidad del sistema
para crecer sin aumentar su complejidad ni disminuir su rendimiento. Uno de los objetivos
del disen˜o de un sistema distribuido es extender la escalabilidad a la integracio´n de servicios.
La escalabilidad presenta dos aspectos. El sistema distribuido debe (1) proporcionar espa-
cios de nombres suficientemente amplios, de forma que no supongan una limitacio´n inherente,
y (2) mantener un buen nivel de rendimiento en el acceso a los recursos cuando el sistema
crece.
Espacios de nombres: Los espacios de nombres, al igual que en los sistemas cen-
tralizados, pueden identificar objetos de diferente naturaleza, como ficheros, procesos,
variables, o incluso direcciones de memoria (en los sistemas de memoria compartida
distribuida, DSM). En el caso de los espacios lineales, como la memoria, existe una
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limitacio´n inherente asociada al taman˜o del nombre, de forma que hoy en d´ıa es razo-
nable plantear la insuficiencia de los espacios de direcciones de 32 bits. En otros casos,
los espacios de nombres son jera´rquicos y por lo tanto escalables por naturaleza.
Complejidad-rendimiento: El crecimiento de un sistema distribuido puede introdu-
cir cuellos de botella y latencias que degradan su rendimiento. Adema´s del incremento
de los costes de comunicacio´n por el aumento de la distancia f´ısica entre los componen-
tes del sistema, la complejidad estructural de los algoritmos distribuidos es a menudo
ma´s que lineal con respecto al taman˜o del sistema. Es necesario, por tanto, establecer
compromisos entre taman˜o del sistema, rendimiento y complejidad.
Fiabilidad y tolerancia a fallos:
La fiabilidad de un sistema puede definirse como su capacidad para realizar correctamente
y en todo momento las funciones para las que se ha disen˜ado. La fiabilidad se concreta en
dos aspectos:
Disponibilidad: Es la fraccio´n de tiempo que el sistema esta´ operativo. El princi-
pal para´metro para medir la disponibilidad es el tiempo medio entre fallos (MTBF),
pero hay que considerar tambie´n el tiempo de reparacio´n. La disponibilidad se pue-
de incrementar de dos formas: (a) utilizando componentes de mayor calidad, y/o (b)
con un disen˜o basado en la replicacio´n de componentes que permita al sistema seguir
operando au´n cuando alguno(s) de ellos falle(n). Ambas alternativas incrementan el
coste del sistema; sin embargo, en el estado tecnolo´gico actual, la replicacio´n resulta,
en general, menos costosa. Los sistemas distribuidos proporcionan inherentemente la
replicacio´n de algunos recursos (por ejemplo, unidades de proceso), mientras que otros
normalmente compartidos (por ejemplo, un servidor de ficheros) pueden replicarse para
aumentar la disponibilidad. Por otra parte, la ausencia de fallos en los componentes
de un sistema, tanto hardware como software, nunca puede garantizarse, de modo que,
ma´s alla´ de unos l´ımites, la replicacio´n es necesaria para seguir incrementando la dispo-
nibilidad, ya que la probabilidad de fallo disminuye como una funcio´n exponencial de la
replicacio´n. Por ejemplo, dada una probabilidad de fallo de un 1 % en un componente
(en un periodo de tiempo dado), si se monta un sistema replicado con cuatro compo-
nentes ide´nticos, la probabilidad de que fallen en ese periodo los cuatro componentes
disminuir´ıa a 0,000001 %.
Tolerancia a fallos: Au´n con una alta disponibilidad, un fallo en un momento de-
terminado puede tener consecuencias desastrosas. Por ejemplo sistemas de tiempo real
CAPI´TULO 1. INTRODUCCIO´N 9
cr´ıticos que controlan dispositivos vitales (por ejemplo en medicina, centrales nuclea-
res...). Es decir, aunque la replicacio´n aumenta la disponibilidad, no garantiza por s´ı
sola la continuidad del servicio de forma transparente. La tolerancia a fallos expresa la
capacidad del sistema para seguir operando correctamente ante el fallo de alguno de
sus componentes, enmascarando el fallo al usuario o a la aplicacio´n. Por lo tanto, la
tolerancia a fallos implica (1) detectar el fallo, y (2) continuar el servicio, todo ello de
forma transparente para la aplicacio´n (transparencia de fallos).
Consistencia
La distribucio´n de recursos introduce importantes beneficios. Por una parte, contribuye al
incremento del rendimiento a trave´s del paralelismo y promoviendo el acceso a copias locales
del recurso (disminuyendo los costes de comunicacio´n). Por otra, como se acaba de ver, la
replicacio´n aumenta la disponibilidad, siendo la base para proporcionar tolerancia a fallos. No
obstante, distribuir recursos acarrea algunos problemas. Por una lado, la red de interconexio´n
es una nueva fuente de fallos. Adema´s, la seguridad del sistema es ma´s vulnerable ante accesos
no permitidos. Pero el problema de mayor complejidad es el de la gestio´n del estado global
para evitar situaciones de inconsistencia entre los componentes del sistema. Los nodos del
sistema se hallan f´ısicamente distribuidos, por lo que la gestio´n del estado global depende
fuertemente de los mecanismos de comunicacio´n, a su vez soportados por una red sujeta
a fallos. Como se ve en la actualidad, la gestio´n de la consistencia puede basarse en una
buena sincronizacio´n entre los relojes de los nodos o en mecanismos de ordenacio´n de eventos
(relojes lo´gicos). La distribucio´n f´ısica hace, en general, inviable la utilizacio´n de un reloj
global que aporte referencias absolutas de tiempo, lo que permitir´ıa una ordenacio´n total de
los eventos y, por lo tanto, de las transiciones de estado en cada nodo.
1.4.3. Clasificacio´n de los clusters
La base de la clasificacio´n de los clusters esta´n establecidas por su uso y servicios que
ofrecen.
Segu´n su aplicacio´n:
Alta disponibilidad: Son clusters que tienen como finalidad asegurar la fiabilidad
de un sistema, son utilizados cuando la disponibilidad es un factor clave a la hora de
computar esquemas, un ejemplo de ello son las transacciones de comercio electro´nico
en tiempo real. Estos sistemas aseguran la disponibilidad manteniendo servicios activos
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compartidos entre si, a su vez, son monitorizados de manera constante. Generalmente
se clasifican en 2 subclases:
• Alta disponibilidad de infraestructura: frente a una falla de hardware, el
software especializado sera capaz de iniciar de nuevo los servicios en otros com-
ponentes activos del cluster (failover), cuando dicho componente se recupere, el
software sera capaz de migrar nuevamente los servicios a la maquina original, esto
es failback. Esta capacidad de recuperacio´n automa´tica minimiza la percepcio´n de
fallo por parte de los usuarios.
• Alta disponibilidad de aplicacio´n: frente a una falla de software o hardware, el
sistema sera capas de proceder de manera correcta salvaguardando la integridad y
el estado de correctitud del cluster arrancando de nuevo los servicios en los dema´s
nodos del sistema. Esto garantiza integridad de la informacio´n, ya que intenta
salvaguardar la informacio´n de la mejor manera.
Alto rendimiento: Para la ejecucio´n de algoritmos que demanden gran cantidad de
recursos, un ejemplo de ellos son los programas de Rendering, usados en el procesa-
miento de ima´genes. Se distinguen por ser una tecnolog´ıa que trabaja en un conjunto de
computadoras de manera paralela, prioritariamente son usados en problemas de gran
complejidad y de plataformas de costo elevado.
Segu´n el propietario de los nodos:
• Nodos dedicados: nodos exclusivos para uso del cluster, generalmente se en-
cuentran conectados por lan dentro de una zona comu´n y sin otro componente
conectado como perife´ricos.
• Nodos no dedicados: nodos con uso gene´rico que hacen parte del cluster pero
pueden realizar otras tareas.
Segu´n la configuracio´n del cluster: Son diversos los factores que intervienen direc-
tamente en la configuracio´n de un cluster, entre los mas importantes se destancan dos:
el tipo de computo que tendra´n y el propietario de los nodos.
• Segu´n su propietario:
◦ Homogene´os : Conjunto de maquinas bajo arquitecturas de software y
hardware ide´nticas.
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◦ Heteroge´neos: Conjunto de nodos que no comparten relacio´n entre sus
caracter´ısticas de hardware y software.
• Segu´n el tipo de co´mputo:
◦ High Performance (Alto rendimiento) : Para tareas que demanden alto
poder computacional (memoria, procesamiento, en algunos casos almacena-
miento). Tambie´n pudiendo comprometer la demanda de recursos por largos
periodos de tiempo. Son pensados para solventar problemas de co´mputo pe-
sados, adema´s de ser costosos. Se basan el la premisa de dividir los problemas
en partes mas pequen˜as, dando as´ı poderes de computo mucho mejores que
las supercomputadoras dedicadas mucho mas costosas. Para poder beneficiar-
ce de la divisio´n de problemas los programadores entonces, esta´n obligados
a realizar sus implementaciones pensando en paralelizar sus algoritmos, por
otra parte, las tecnolog´ıas actuales han permitido el uso de nuevos tipos de
computacio´n como sistemas embebidos y las GPUs que permiten solucionar
de distintos enfoques y de manera optimizada problemas computacionales de
diferente tipo.
Para que un problema sea del tipo paralelizable se debe solucionar el co´mo
se comunicaran los procesos divididos dentro del cluster, para ello, se usan
librer´ıas especializadas como PVM (Parallel virtual machine) 7 o MPI (Mes-
sage passage interface)8, son usados generalmente por la comunidad cient´ıfica.
Por otra parte se puede usar un modelo de memoria compartida como lo es
OpenMP9.
◦ High Availability (Alta disponibilidad): Ma´xima disponibilidad de los
recursos del cluster, seguido de un rendimiento sostenido[14]. Son usados ge-
neralmente por el sector comercial.
◦ High Throughput (Alta eficiencia): : segu´n el proyecto de la universidad
de Universidad Cato´lica de Temuco [2] ”Son clusters cuyo objetivo de disen˜o
es el ejecutar la mayor cantidad de tareas en el menor tiempo posible. Exis-
te independencia de datos entre las tareas individuales. El retardo entre los
7PVM : consiste en una librer´ıa de paso de mensajes con un ambiente de ejecucio´n y administrador de
tareas y recursos, usada comu´nmente en clusters heteroge´neos ha sido desarrollado desde 1989 por U¨niversity
of Tennessee, Oak Ridge National Laboratory and Emory University.”
8MPI: libreria de paso de mensajes, define un esta´ndar de comunicacio´n para aplicaciones paralelas,
desarrollado en 1992 en Williamsburg, Virginia.
9Open Multi-Processing: es un API que soporta mu´ltiples plataformas de multiprocesammiento de me-
moria compartida.
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nodos del cluster no es considerado un gran problema”, su principal tarea es
asegurar la resolucio´n de problemas en el menor tiempo posible, minimizando
el acaparamiento de recursos por una sola aplicacio´n en una medida de tiempo
considerable. Usados por la comunidad cient´ıfica y militar.
Clasificacio´n segu´n su disposicio´n y contribucio´n al cluster:
La disponibilidad de los nodos es vital para lograr el objetivo comu´n del cluster, no
todos los cluster son dedicados ya que serlo implica un costo que no seria viable para
proyectos de a´mbito no lucrativo, ejemplo de ello es el proyecto SETI@home[15] que
usa los ordenadores de usuarios a lo largo del mundo, descargando informacio´n de un
servidor central y procesando estos datos durante sus tiempos muertos (tiempos en los
cuales el ordenador no esta en uso), luego se env´ıan los resultados de vuelta al servidor.
Para clusters cooperativos donde es descentralizado su dominio y del tipo beowulf (se
explicara´ ma´s adelante), la disponibilidad esta´ determinada por los tiempos que este no-
do puede aportar (en base a su capacidad), de otro modo, si el ordenador esta realizando
una tarea diferente a la de un calculo del cluster no sera prestado, lo que se denomina
COW y no hara´ parte del poder de procesamiento. Por otra parte, algunos programas
de balanceo de carga permiten el uso persistente de los ciclos de procesamiento (esta
te´cnica se denomina NOW) asegurando mayor la persistencia de participacio´n en todos
los nodos[16].
Clasificacio´n segu´n taman˜o:[4] “Los meta clusters, son los clusters de clusters, es
decir, los meta clusters son usualmente un grupo de clusters que esta´n geogra´ficamente
distribuidos, ya sea a nivel nacional o al rededor del mundo, pero pueden ser tratados
como un solo recurso por software especial y muy avanzado. Los meta clusters pueden
ser tambie´n homoge´neos o heteroge´neos. Los meta clusters son llamados tambie´n super
clusters. ”
Clusters Beowulf:
Consiste en una tecnolog´ıa que agrupa computadoras basadas en sistemas linux (adema´s
de otras herramientas) para formar parte de un sistema de computo mas potente o de un
cluster, su primera aparicio´n fue en el an˜o de 1994 y ha sido una tecnolog´ıa con mucha
acogida debido a su facilidad de implementacion y coster relativamente bajos. Una de las
diferencias principales entre Beowulf y un cluster de estaciones de trabajo (COW, cluster
of workstations) es el hecho de que Beowulf se comporta ma´s como una sola ma´quina que
muchas estaciones de trabajo. Este sistema consiste de un nodo maestro y uno o ma´s nodos
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esclavos conectados a trave´s de una red ethernet u otra topolog´ıa de red. Esta construido con
componentes de hardware comunes en el mercado, similar a cualquier PC capaz de ejecutar
linux, adaptadores de Ethernet y switches esta´ndares. Como no contiene elementos especiales,
es totalmente reproducible [2].
Figura 1.1: Arquitectura del cluster Beowulf [2]
1.4.4. Componentes de un cluster
Para poder cumplir su labor, un cluster necesita de componentes ba´sicos para lograr su
objetivo y optimizarlo, algunos de estos componentes son:
Arquitectura
la siguiente seccio´n es tomada del proyecto de pregarado de Erick Samuel Gutie´rrez per-
teneciente a la universidad Veracruzana de Mexico [14] “ un cluster esta´ formado por nodos
de co´mputo y una red de comunicacio´n, dichos nodos puede ser un ordenador convencional
o un sistema multiproceso con su propia memoria y sistema operativo. Cabe mencionar que
estos nodos pueden estar incluidos en una sola cabina (llamada tambie´n rack”), o conectados
por medio de una LAN.
Los componentes que forman un sistema de este tipo son.
Un conjunto de ordenadores de altas prestaciones.
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Figura 1.2: Arquitectura Paralela Basada en Clusters [3]
Sistemas operativos basados en microkernel o estratificados.
Redes de interconexio´n de altas prestaciones (myrinet, Gigabitt, Infiniband).
Tarjetas de conexio´n a red de alta velocidad.
Protocolos y servicios de comunicacio´n a alta velocidad.
Midleware que esta´ compuesto por dos subniveles de software, el cual se explicara´ con
ma´s detalle en el siguiente punto.
Entornos y herramientas de programacio´n paralela, compiladores paralelos, Java, PVM,
MPI, estos componentes se mostro´ en la figura anterior.
Midleware
En la computacio´n basada en clusters el midleware es el software especializado que sirve
de interfaz entre el sistema operativo y el hardware con la finalidad de:
Proveer escalabilidad: De esta manera se le pueden unir mas componentes computacio-
nales (nodos) de manera sencilla y fa´cil al sistema.
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Herramientas de optimizacio´n y rendimiento del sistema.
Interfaz u´nica de acceso al sistema.
La imagen de sistema u´nica (SSI Single System Image)10 que ofrece a los usuarios un
acceso unificado de todos los recursos del sistema, es un concepto que se basa en el fa´cil
uso y administracio´n de clusters especializados.
Disponibilidad del sistema que permite servicios como puntos de chequeo, recuperacio´n
de fallos, soporte para tolerancia a fallos.
Es importante sen˜alar que la imagen de sistema u´nico proporciona al usuario una visio´n
unificada del cluster como un u´nico recurso o sistema de co´mputo. Esta imagen esta´ soportada
precisamente por el nivel midleware que esta´ entre el sistema operativo y las aplicaciones de
usuario y tiene ba´sicamente dos subsistemas que son:
Infraestructura de imagen del sistema u´nico: Esta presente en los nodos del
sistema propiciando acceso invariante a los recursos disponibles del sistema.
Infraestructura de disponibilidad del sistema: Posibilidad servicios propios del
cluster como puntos de chequeo, recuperacio´n automa´tica de fallos y soporte para to-
lerancia a fallos.
Algunos objetivos de esta tecnolog´ıa son:
Presentar una completa transparencia al usuario de forma que este no tenga que preo-
cuparse de detalles de bajo nivel en la implementacio´n, ni de co´mo gestionar el sistema
para optimizar su rendimiento.
Por otro lado, la escalabilidad del sistema, ya que los clusteres pueden ampliarse fa´cil-
mente an˜adiendo nuevos nodos, las aplicaciones deben ejecutarse de forma eficiente en
un rango amplio de taman˜os de ma´quinas.
Por u´ltimo, tambie´n es importante la disponibilidad del sistema para soportar las apli-
caciones de los usuarios, esto, como se menciono anteriormente, por medio de te´cnicas
de tolerancia a fallos y recuperacio´n automa´tica sin afectar a las aplicaciones de los
usuarios.
10SSI: es un cluster de maquinas que aparentan ser un solo sistema, el concepto es aveces considerado como
sino´nimo de un sistema operativo distribuido.
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Existen diversos tipos de midleware, entre los que se encuentran :
MOSIX: Es una herramienta disen˜ada para realizar balanceo de cargas en el cluster de
forma totalmente transparente de forma tal que los nodos del cluster se comportan como
una sola ma´quina, y de esta manera incrementar el aprovechamiento de cada uno de los
nodos. De igual manera tambie´n se puede observar el comportamiento del cluster, para
esto se utiliza el monitor de carga de MOSIX llamado MON. Otra aplicacio´n que vale la
pena mencionar es MPS la cual da un reporte del status de procesos multicomputadores.
Por otro lado cabe sen˜alara que es un parche para el kernel de Linux que le da la
capacidad de ejecucio´n distribuida de procesos, lo que permite el desarrollo de una
supercomputadora.
OpenMOSIX: Es un parche para el kernel Linux que permite a varias ma´quinas
actuar como un sistema multiprocesador grande. Lo que hace OpenMosix es balancear
la carga de trabajo entre todos los nodos que forman el clu´ster : migra los procesos,
independientemente de en que´ nodo se han originado, al nodo con menos carga de
trabajo. Su mayor ventaja es que las aplicaciones no tienen que estar programadas
espec´ıficamente para OpenMosix ya que trabaja con aplicaciones normales (no parale-
lizadas), siendo su funcionamiento transparente al usuario. Pero tiene una limitacio´n:
so´lo migra procesos que no usen memoria compartida, por lo que no migra procesos
multi-hilo(caracter´ıstica que permite a una aplicacio´n realizar varias tareas a la vez).
OpenMosix esta´ formado por los siguientes componentes:
• Un parche para el kernel Linux.
• Herramientas para la l´ınea de comandos y para el entorno gra´fico.
• el script de inicio /etc/init.d/openmosix.
El middleware tambie´n debe poder migrar procesos entre servidores con distintas fina-
lidades:
• Balancear la carga: Si un servidor esta´ muy cargado de procesos y otro esta´
ocioso, pueden transferirse procesos a este u´ltimo para liberar de carga al primero
y optimizar el funcionamiento.
• Mantenimiento de servidores: Si hay procesos corriendo en un servidor que
necesita mantenimiento o una actualizacio´n, es posible migrar los procesos a otro
servidor y proceder a desconectar del clu´ster al primero.
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• Periodizacio´n de trabajos : En caso de tener varios procesos corriendo en el
clu´ster, pero uno de ellos de mayor importancia que los dema´s, puede migrarse
este proceso a los servidores que posean ma´s o mejores recursos para acelerar su
procesamiento. ”
Otros factores que influyen en la arquitectura segu´n Leonardi Mart´ın Torralba Morales
[4] son :
Almacenamiento compartido y almacenamiento distribuido: Al disen˜ar un
cluster tambie´n se debe pensar en la manera de almacenar la informacio´n dentro del
esquema distribuido:
Figura 1.3: Cluster con almacenamiento compartido [4]
En el almacenamiento compartido, los nodos se conectan entre si para proveer un
servicio de almacenamiento a un disco o arreglo de ellos (RAID), los nodos comparten
este arreglo de discos gracias a un software especializado que se encarga de administrar
el control de acceso que puede ser concurrente. Este tipo de almacenamiento comparti-
do, es mucho mejor para sistemas que manejan gran cantidad de bases de datos y para
sistemas que se encuentran en un mismo lugar.
Por otra parte el almacenamiento distribuido, cada nodo hace uso de su disco
duro propio, as´ı, cuando otro nodo necesita acceder a informacio´n de e´ste, lo realiza
por medio de un mecanismo de paso de mensajes. Gracias a este proceso, se controla
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la sincronizacio´n e informacio´n actual del sistema. Este tipo de almacenamiento se
comporta eficientemente en sistemas de acceso constante e independiente a ciertos datos
y tambie´n para sistemas dispersos o clusters de pocos nodos. Estas arquitecturas se
pueden mezclar sin ningu´n problema. Uno de los protocolos mas populares para este
tipo de sistema, es el NFS 11.
Memoria compartida y memoria distribuida: Cuando se tiene un esquema de
memoria compartida cada unidad de procesamiento tiene acceso a toda la memoria
incrementando en gran medida el desempen˜o, esto se puede llegar a cabo debido a que
cada espacio de direccionamiento de cada uno procesos participantes puede ser asig-
nada y manipulada de manera independiente, evitando problemas como concurrencia
o fallos, la memoria compartida (shared memory) es una forma impl´ıcita de comuni-
cacio´n entre procesos[17]. De otro modo, la memoria compartida distribuida [18]
es definida como son sistemas que, mediante software, emulan sema´ntica de memoria
compartida sobre hardware que ofrece soporte so´lo para comunicacio´n mediante paso
de mensajes. Este modelo permite utilizar una red de estaciones de trabajo de bajo
costo como una maquina paralela con grandes capacidades de pro cesamiento y amplia
escalabilidad,siendo a la vez fa´cil de programar. El objetivo principal de estos siste-
mas es permitir que un multicomputador pueda ejecutar programas escritos para un
multiprocesador con memoria compartida.
Por otro lado Erick [14] trae en contexto otros 2 tipos de arquitectura de memorias:
Arquitectura Non Uniform Memory Arquitecture(NUMA): Adema´s de la
memoria compartida, cada procesador tiene una memoria local para guardar el progra-
ma y los datos no compartidos. En este caso disminuye el acceso a la red por parte de
cada procesador haciendo ma´s eficiente el acceso a memoria.
Arquitectura Cache Only Memory Arquitecture (COMA): Solo quedan las
memorias locales para cada procesador y cada procesador puede acceder a la memoria
de cualquier otro, se le conoce como memoria virtual.
Balanceo de carga
El balanceo de carga es una te´cnica computacional, donde los elementos portadores de
recursos se reparten el trabajo de la mejor manera posible generando una mejor prestacio´n de
11Protocolo originalmente desarrollado por Sun Microsystems en 1984, permite a un usuario en una compu-
tadora del tipo cliente acceder a informacio´n a trave´s de una red como si est´ıbese accediendo al disco local
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Figura 1.4: Memoria Compartida [4]
Figura 1.5: Memoria Distribuida [4]
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Figura 1.6: Diagrama cluster de balanceo de carga [5]
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servicio, en te´rminos de cluster el proyecto realizado por Alfred Gutie´rrez Sanmiguel para la
universidad Auto´noma de Barcelona define el balanceo de carga de un cluster como [5] “Un
cluster de balanceo de carga esta compuesto de varios nodos que actu´an como la cara visible
o front-end de este. Estos nodos se encargan de repartir las peticiones de servicio recibidas
entro los diversos nodos existentes. ”
La te´cnica de balanceo se divide en te´cnicas algor´ıtmicas que reorganizan de manera
mas precisa y equitativa el trabajo, encontrando procesos, rutas, mapeos, consistentes en
cada componente que sea demandado por recursos. La aplicacio´n de estas te´cnicas reduce
el tiempo que le tarda a las aplicaciones en arrojar resultados. La administracio´n de estas
te´cnicas se hace mas engorrosa si los componentes del cluster son heteroge´neos, ya que debe
de mantener un estado de correctitud entre diferentes componentes de distinta naturaleza
(procesadores, memorias, sistemas operativos , entre otros).
Existen tres clases de algoritmos de balanceo:
Balanceo centralizado: En este tipo de balanceo, se delega un nodo predeterminado
para ejecutar los algoritmos y as´ı mantener el estado normal de todo el cluster, este
me´todo es poco flexible o escalable ya que para una demanda muy grande de recursos el
nodo presentar´ıa un cuello de botella dado que ese solo nodo intentar´ıa suplir la sobre
demanda de tareas.
Balanceo completamente distribuido: Aqu´ı cada nodo computacional posee in-
formacio´n global del funcionamiento del sistema, intercambiando informacio´n con los
nodos asociados a ellos, esto con el fin de hacer cambios de manera parcial.
Balanceo semi-distribuido:[19] divide los procesadores en regiones, cada una con
un algoritmo centralizado local. Otro algoritmo balancea la carga entre las regiones.
El balanceo puede ser iniciado por env´ıo o recibimiento. Si es balanceo iniciado por
env´ıo, un procesador con mucha carga env´ıa trabajo a otros. Si es balanceo iniciado por
recibimiento, un procesador con poca carga solicita trabajo de otros. Si la carga por
procesador es baja o mediana, es mejor el balanceo iniciado por env´ıo. Si la carga es
alta se debe usar balanceo iniciado por recibimiento. De lo contrario, en ambos casos,
se puede producir una fuerte migracio´n innecesaria de tareas.
Estas te´cnicas esta´n a cargo de programas complejos, uno de los ma´s usados en imple-
mentaciones del tipo beowulf es el framework HTCondor12 disen˜ado por la universidad de
12HTCondor es un software de co´digo abierto de computacio´n de high throughtput para la paralelizacio´n
distribuida de grano grueso de las tareas computacionalmente intensivas. Se puede utilizar para manejar
la carga de trabajo en un cluster dedicado de computadoras , y / o para aprovechar tiempos muertos de
computadoras de escritorio - llamado ciclo de compactacio´n.
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Wisconsin-Madison. HTCondor se encarga de gestionar la carga de trabajos de ca´lculo in-
tensivo, ofrece funcionalidades importantes como, mecanismo de cola de trabajos, pol´ıtica
de planificacio´n, esquema de prioridades, seguimiento de recursos y la gestio´n de estos. Los
usuarios env´ıan sus trabajos seriales o paralelos a la plataforma que disponga este framework,
HTCondor administra estros trabajos de tal manera de que presenta un informe puntual y
hace seguimiento cronolo´gico a la ejecucio´n de las tareas.
Recurso: Componente de hardware o software que hacen parte del cluster.
Nodos: Definicio´n de los componentes computacionales que hacen parte del modelo
del cluster, generalmente, son sistemas multi-procesador o estaciones de trabajo (works-
tations).
1.4.5. Ventajas y desventajas de los clusters
Tomado del proyecto de balanceo de carga [20].
Ventajas
Disponibilidad: Capacidad para continuar operando ante sucesos previsibles.
Distribucio´n en paralelo.
Flexibilidad: Los balanceadores de carga no esta´n amarrados a ninguna arquitectura
especifica, en lo que respecta a hardware.
Costos: El disen˜o y montaje requiere inversiones sumamente bajas compa-
radas con las alternativas de solucio´n, las cuales son de costo elevado.
Escalabilidad: Capacidad para hacer frente a volu´menes de trabajo cada vez mayores,
presentando as´ı un nivel de rendimiento o´ptimo.
Acople: Transferencia de informacio´n y todo tipo de servicio por internet de forma
ra´pida, a bajo costo e ininterrumpible mente.
Velocidad: Incremento del numero de transacciones o velocidad de respuesta ofrecido
por los clusters de balanceo de carga.
Equilibrio: Incremento de la confiabilidad y robustez ofrecido por los clusters de alta
disponibilidad.
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Desventajas:
Empresas y entidades prefieren seguir utilizando el modelo cliente/servidor tradicio-
nal debido al espacio f´ısico o a nuevos problemas que no se daban en la arquitectura
tradicional.
Espacio f´ısico para el montaje de los clusters me mediana o gran embargadura.
1.4.6. Aplicacio´n y prestaciones de co´mputos en paralelo
El paralelismo es ampliamente utilizado en multitud de campos para el desarrollo de
aplicaciones y estudio de problemas que requieren por su naturaleza trabajar con eficiencia
adema´s de tiempos aceptables para la labor acade´mica en cuestio´n, este tipo de paradigma,
divide los problemas (algoritmos) en partes ma´s pequen˜as que se resuelven de manera simulta-
nea, Solventando la problema´tica creciente de la arquitectura monol´ıtica de las computadoras
en el pasado. Por otro lado favorece la explotacio´n de recursos en el proceso de co´mputo,
aumentando el rendimiento de un equipo computacional. Las dos principales caracter´ısticas
de la computacio´n paralelas son:
Memoria compartida.
Paso de mensajes.
Tipos de paralelismo:
Funcional: Se refiere a tareas diferentes que se pueden realizar en paralelo, es inherente
en todas las aplicaciones y generalmente tiene un grado de paralelismo bajo.
De datos: Se enfoca a que una misma tarea se ejecuta en paralelo sobre un conjunto
de datos, se tiene replicas del mismo programa trabajando sobre partes distintas de los
datos, tiene un control centralizado o distribuido, en este caso el grado de paralelismo
es muy alto, sin embargo, no esta´ presente en todas las aplicaciones.
El proyecto [14] realizado en la universidad de Veracruz (Me´xico) destaca los campos en
do´nde el paralelismo contribuye de manera significativa:
Modelado predictivo y simulacio´n: Se realiza mediante extensos experimentos de
simulacio´n por computador que con frecuencia acarrean computaciones a gran escala
para obtener la precisio´n y el tiempo de respuesta deseado. Entre estos modelados
destacamos la previsio´n meteorolo´gica nume´rica y la oceanograf´ıa
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El desarrollo industrial: tambie´n reclama el uso de computadores para progresar
en el disen˜o y automatizacio´n de proyectos de ingenier´ıa, la inteligencia artificial y la
deteccio´n remota de los recursos terrestres. En este campo destacamos: la inteligencia
artificial y automatizacio´n (procesamiento de ima´genes, reconocimiento de patrones,
visio´n por computador a, comprensio´n del habla, deduccio´n automa´tica, robo´tica inte-
ligente, sistemas expertos por computadoras, ingenier´ıa del conocimiento, etc.)
Investigacio´n me´dica: En el a´rea me´dica las computadoras ra´pidas son necesarias en
tomograf´ıa asistida, disen˜o de corazones artificiales, diagno´stico hepa´tico, estimacio´n
de dan˜os cerebrales y estudios de ingenier´ıa gene´tica.”
Rendimiento computacio´n paralela
Definicio´n segu´n una publicacio´n del profesor Javier Bastida Iba´n˜ez de la universidad de
Valladolid [21] “La velocidad con que operan las computadoras se mide por el nu´mero de
operaciones ba´sicas que pueden realizar por unidad de tiempo.” Una de las tantas unidades
para medir la velocidad de las operaciones realizadas por una computadora es la llamada
MIPS (1 millo´n de instrucciones sobre segundo.), pero como lo afirma Iba´n˜ez [21] esta
unidad tiene el inconveniente de que no es homoge´nea debido a que las instrucciones de
un procesador pueden ser mucho ma´s potentes que la de otra computadora. Dentro de las
ma´s usadas esta la unidad de MFLOPS (1 millo´n de instrucciones de punto flotante sobre
segundo). La unidad generalmente usada en los famosos benchmarks es la VUP (VAX unit
performance). Una medida bastante utilizada para medir la eficiencia de un sistema, y que
so´lo afecta para´metros arquitecto´nicos del mismo sin entrar en la calidad de la tecnolog´ıa
empleada, es el CPI (ciclos por instruccio´n) que es el nu´mero medio de ciclos de reloj necesario
para ejecutar una instruccio´n.
CPI =
Nu´mero de ciclos de reloj consumidos
Nu´mero instrucciones ejecutadas
(1.1)
Para un programa de n instrucciones, el tiempo de ejecucio´n estara´ dado por:
t = CPI · n · 1
f
(1.2)
donde f es la frecuencia de reloj, y, por lo tanto, su inverso es el tiempo de ciclo de reloj.
Para medir la eficiencia de un sistema paralelo, se compara el tiempo tomado en el sistema
paralelo (N ) y el tiempo tomado en solo procesador, a esto se le conoce como aceleracio´n
(speed up) y esta definido por:
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S(N) =
t(1)
t(N)
(1.3)
donde t(1) es el tiempo que se tardo en ejecutar un proceso en el sistema de un solo
procesador y t(N) es el tiempo empleado para ejecutar un proceso en el sistema paralelo de
N unidades de co´mputo. En condiciones ideales, t(N) = 1
N
dando como resultado que la
ganancia de la velocidad (usando ecuacio´n 1.3 ):
S(N)ideal =
t(1)
t(N)
=
1
1/N
= N (1.4)
Por otro lado, si se quiere medir el rendimiento del sistema, se compara la ganancia de
la velocidad brindada por la ecuacio´n 1.4, dando como resultado la eficiencia y estara´ dada
por:
E(N) =
S(N)
S(N)ideal
=
S(N)
N
=
t(1)/t(N)
N
=
t(1)
Nt(N)
(1.5)
Que indica la medida en que se aprovechan los recursos.
1.5. Marco referencial
1.5.1. Marco de antecedentes
Al comienzo del auge computacional, los ordenadores actuaban como componentes se-
parados de propo´sitos espec´ıficos ejecutando rutinariamente programas almacenados en su
memoria interna. Ya en los an˜os 60’s la comunicacio´n entre computadoras fue implementada
para compartir ficheros (sin ningu´n trasfondo puntual). El primer RFC (RFC 1) 13 fue una
propuesta de como ma´quinas pueden intercambiar informacio´n con otras. La primera aplica-
cio´n de una interconexio´n entre nodos fue el e-mail en 1972 usando ARPANET14. ARPANET
dio como base a los sistemas ditribuidos por ende a los grids y clusters computacionales[22].
Segu´n el proyecto[14] los componentes histo´ricos detra´s de los sistemas computacionales del
tipo cluster son :
El primer producto comercial de tipo cluster fue ARCnet, desarrollada en 1977 por Datapoint
13Request For commetns, son especificaciones propuestas por ingenieros de internet que invitan a realizar
comentarios pu´blicos.
14fue una red de computadoras usadas para la comunicacio´n entre las diferentes instituciones acade´micas
y estatales en USA
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pero no tuvieron un e´xito comercial y los clusters no consiguieron tener e´xito hasta que en
1984 VAX cluster produjera el sistema operativo VAX/VMS.Estos productos no solo apoyan
a la computacio´n paralela, sino que tambie´n comparten los archivos y dispositivos perife´ricos.
La idea original de estos sistemas era proporcionar las ventajas del procesamiento paralelo,
al tiempo que se mantiene la fiabilidad de los datos y el cara´cter singular.VAX cluster y VMS
cluster esta´n au´n disponibles en los sistemas de HP OpenVMS corriendo en sistemas Itanium
y ALpha.
Otros dos principios comerciales de clusters notables fueron el Thandem Himalaya (alrede-
dor de 1994 con productos de alta disponibilidad) y el IBM S/390 Parallel Sysplex tambie´n
alrededor de 1994, este con fines empresariales. Por otro lado se encuentra el software de
Parallel Virtual Machine (PVM). Este software de fuente abierta basado en comunicaciones
TCP/IP permitio´ la creacio´n de un superordenador virtual (un cluster HPC) realizada desde
cualquiera de los sistemas conectados TCP/IP15. De forma libre los clusters heteroge´neos han
constituido la cima de este modelo logrando aumentar ra´pidamente en FLOPS globalmente y
superando con creces la disponibilidad incluso de los ma´s caros superordenadores. El empleo
de PC, PVM y redes de bajo costo dio como resultado en 1993 la creacio´n de un cluster desa-
rrollado por la NASA, denominado Discover. Otros hitos relevantes[9]: En 1994, T. Sterling
y D. Becker, trabajando en CESDIS (Center of Excellence in Space Data and Information
Sciences) bajo el patrocinio del Proyecto de la Tierra y Ciencias del Espacio (ESS), cons-
truyeron un cluster de computadoras que consist´ıa de 16 procesadores 486DX4, usando una
red Ethernet a 10Mbps, con un costo de 40,000 dolares. El rendimiento del cluster era de 3.2
GFLOPS.Ello s llamaron a su sistema Beowulf, un e´xito inmediato, y su idea de proporcionar
sistemas en base a COTS (Components Of The Shelve) para satisfacer requisitos de co´mputo
espec´ıficos, se propago´ ra´pidamente a trave´s de la NASA y en las comunidades acade´micas
y de investigacio´n. En la actualidad, muchos clusters todav´ıa son disen˜ados, ensamblados y
configurados por sus propios operadores; sin embargo, existe la opcio´n de adquirir clusters
prefabricado.
Algunos ejemplos de clusters en la actualidad:
Para dar detalle del poder tecnolo´gico que implica la disposicio´n de un cluster compu-
tacional, se lista la maquina mas poderosa actualmente fabricada en el mundo 16:
Por otro lado, las unidades de computacio´n que pueden prestarse para la elaboracio´n de un
cluster son infinitas, como es el caso de las consolas de videojuegos, en Noviembre de 2010 “the
Air Force Research Laboratory” creo un poderoso supercomputador conectando 1,760 Sony
15Transmission Control Protocol/Internet Protocol, lenguaje de comunicacio´n ba´sico o protocolo de inter-
net.
16Top de super computadoras, [fecha de consulta: 15 Noviembre 2015] ,[en l´ınea] http://www.top500.org
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Figura 1.7: Supercomputadora Tianhe-2 (MilkyWay-2) [6]
PS3s las cuales inclu´ıan separadamente 168 GPU’s y 84 servidores coordinados en un array
en paralelo con capacidad de realizar 500 Teraflops ( trillones de operaciones coma flotante
por segundo) (500 TFLOPS).17. Otro caso interesante es el que propone PUZZLECLUSTER
18, ba´sicamente es un modulo que permite conectar tele´fonos modulares (pro´ximos a salir en
el mercado) para que aporte poder computacional.
Cifras de otros proyectos
La siguiente seccio´n ha sido tomada del proyecto de grado de Bernardo [1], dentro de su
investigacio´n referente a cifras del uso de clusters a nivel nacional.
17Supercomputadora PS3, [fecha de consulta: 16 Noviembre 2015] ,[en l´ınea]http://www.wpafb.af.mil/
news/story.asp?id=123231285
18Proyecto Puzzlecluster ,[fecha de consulta: 16 Noviembre 2015] ,[en l´ınea]: http://www.hpcwire.com/
2015/01/27/new-purpose-old-smartphones-cluster-computing/
CAPI´TULO 1. INTRODUCCIO´N 28
Tabla 1.1: Cifra proyectos [1]
Descripcio´n
Nombre del proyecto : Perfiles HMM y genoma de P. infestans. A´rea: Biolog´ıa. Una
de las herramientas ma´s utilizadas para ana´lisis de secuencias biolo´gicas en Hmmer. Con
el Laboratorio de Micolog´ıa y Fitopatolog´ıa de la Universidad de los Andes, se desarrollo´
una solucio´n para portar hmmer a una infraestructura distribuida y as´ı poder aprovechar
de manera oportunista las salas de co´mputo del Departamento de Ingenier´ıa de Sistemas
y Computacio´n. Se implemento´ un cluster virtual basado en Condor (Anteriro version de
HTCondor) y se desarrollo´ una aplicacio´n para permitir la paralelizacio´n de las tareas. El
cluster fue desplegado en la salas Wuaira del Departamento de ISC la cual consta de 70
ma´quinas al servicio de los estudiantes. La aplicacio´n requirio´ la ejecucio´n de 4200 trabajos
y los resultados de estas ejecuciones se ilustran en la tabla de resultados.
Nombre del proyecto : JG2A: A Grid-Enabled Object-Oriented Framework for Deve-
loping Genetic Algorithms. A´rea: Ingenier´ıa industrial. Java Genetic Algorithm (JGA)
es un framework flexible orientado a objetos para el prototipado de algoritmos evolutivos.
Es una nueva generacio´n de JGA que explota el paralelismo de los algoritmos gene´ticos
en dos caminos: primero, permite la ejecucio´n paralela de un largo conjunto de instancias
(paralizacio´n de instancias); y segundo, proporciona paralizacio´n de la evaluacio´n de la
poblacio´n. En este proyecto se verifico´ la paralizacio´n de instancias utilizando diferentes
para´metros en experimentos de problemas de enrutamiento de veh´ıculos y problemas de di-
sen˜o de rutas. La paralizacio´n de la evaluacio´n de la poblacio´n es particularmente u´til para
problemas de optimizacio´n donde la funcio´n de evaluacio´n objetivo incluye un ana´lisis de
la simulacio´n con eventos discretos y elementos finitos. JG2A puede ser desplegado en am-
bientes computacionales heteroge´neos como es el caso de infraestructuras Grid Computing
basados en Globus y Condor como el administrador de recursos locales.
Tabla 1.2: Resultados Proyecto Perfiles HMM y genoma de P. infestans. [1]
Infraestructura
Numero de
trabajos
Tiempo promedio de
CPU X trabajo (min)
Numero
de
CPUs
Tiempo
total
(d´ıas)
PC 4200 195 2 284,4
Inf. Oportu-
nista
4200 215 140 4,5
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Tabla 1.3: Resultados proyecto JG2A [1]
Infraestructura
Numero de
trabajos
Tiempo promedio de
CPU X trabajo (min)
Numero
de
CPUs
Tiempo
total
(d´ıas)
PC 2880 50 2 50,1
Inf. Oportu-
nista
2880 52 70 1,5
Herramientas de configuracio´n y administracio´n un cluster
Algunas herramientas (mostradas en la figura 1.8) para realizar configuracio´n y adminis-
tracio´n en clusters (de a´mbito beowulf) son:
Pirahna: Piranha es uno de los productos de clustering de Red Hat Inc; incluye
el co´digo del kernel IPVS, herramientas de monitoreo de clusters y herramientas de
configuracio´n de cluster basado en la web. La herramienta de monitoreo piranha tiene
dos caracter´ısticas principales: 1- Heartbeating entre balenceadores de carga de activos
y de reserva. 2 - Comprobacio´n de disponibilidad de los servicios en cada uno de los
servidores reales.
Open Moxis: Proyecto oficialmente finalizado el primero de marzo del 2008. ( link).
Fue un sistema de gestio´n del cluster gratuito que proporciona imagen de sistema u´ni-
co (SSI), por ejemplo, distribucio´n del trabajo automa´tica entre nodos. Permitio´ a los
procesos del programa (no hilos) migrar a las ma´quinas de la red del nodo que ser´ıan
capaces de ejecutar ese proceso ma´s ra´pido (migracio´n de procesos). Es particularmente
u´til para ejecutar en paralelo e intensivo de entrada / salida (I / O). Fue lanzado como
un parche de kernel de Linux, pero tambie´n estaba disponible en Live CDs especializa-
dos. desarrollo openMosix ha sido terminado por sus desarrolladores, pero el proyecto
LinuxPMI continuo desarrollo del antiguo co´digo openMosix 19 .
Ultra Monkey: 20 Ultra Monkey es un proyecto para la creacio´n de servicios de red
equilibradas y de alta disponibilidad. Un ejemplo de ello es un grupo de servidores web
que aparecen como un u´nico servidor web para los usuarios finales. El servicio puede
ser prestado para los usuarios finales en todo el mundo conectado a trave´s de internet,
19Definicio´n OpenMoxis, [fecha de consulta: 18 Noviembre 2015] ,[en l´ınea]https://en.wikipedia.org/
wiki/OpenMosix
20Que´ es ultramonkey?,[fecha de consulta: 18 Noviembre 2015] ,[en l´ınea] http://www.ultramonkey.org/
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Figura 1.8: Algunas herramientas administrativas para clusters [7]
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o para usuarios empresariales conectados a trave´s de una intranet. Ultra Monkey hace
uso del sistema operativo Linux para proporcionar una solucio´n flexible que se puede
adaptar a una amplia gama de necesidades. Desde pequen˜os grupos de dos nodos a los
grandes sistemas que sirven a miles de conexiones por segundo.
FAI (Fully Automatic Installation): 21 FAI es un sistema no interactivo para
instalar, personalizar y gestionar los sistemas Linux y configuraciones de software en
los equipos, as´ı como ma´quinas virtuales y entornos chroot, desde pequen˜as redes de
infraestructuras a gran escala, como clusters y entornos de nube. Es una herramienta
para el despliegue masivo desatendida de Linux.
LVSmon: 22 LVSmon es un demonio de monitoreo de clusters escrita originalmente
con la intencio´n de reemplazar a las herramientas como ldirectord y mon en relacio´n
con el mantenimiento de tablas LVS . LVSMon es segura, confiable y escalable. LVSmon
nunca dejara el sistema. Nunca le dara´ una salida falsa . Ni permitira´ que las personas
(usuarios finales) se hagan cargo del sistema. Utiliza muy poca carga de CPU, tiene
un taman˜o reducido y escala mejor que la mayor´ıa de aplicaciones de este tipo, incluso
teniendo en cuenta el hecho de que se ejecuta en un solo hilo.
Pconsole: 23 PCONSOLE es una herramienta administrativa para trabajar con grupos
de ma´quinas. PCONSOLE le permite conectar cada nodo del cluster al mismo tiempo,
adema´s usted puede escribir sus comandos administrativos en una ventana especializada
que ’multiplica’ la entrada a cada una de las conexiones que se han abierto.
Ganglia: 24 Es un sistema de control distribuido escalable para los sistemas de compu-
tacio´n de alto rendimiento, como los clusters y Grids. Se basa en un disen˜o jera´rquico
dirigido a federaciones de clusters. Aprovecha las tecnolog´ıas ampliamente utilizado co-
mo XML para la representacio´n de datos, XDR para el transporte de datos compacto,
porta´til y RRDtool para el almacenamiento de datos y visualizacio´n. Utiliza disen˜ado
cuidadosamente las estructuras de datos y algoritmos para lograr muy bajos los gastos
generales por nodo y alta concurrencia
Heartbeat: [7] Funciona enviando perio´dicamente un paquete, que si no llegara,
indicar´ıa que un servidor no esta´ disponible, por lo tanto se sabe que el servidor ha
21FAI web page, [fecha de consulta: 18 Noviembre 2015] ,[en l´ınea] http://fai-project.org/
22 LVSmon definicio´n ,[fecha de consulta: 18 Noviembre 2015] ,[en l´ınea]
http://www.scaramanga.co.uk/lvsmon/
23 Definicio´n Pconsole,[fecha de consulta: 18 Noviembre 2015] ,[en l´ınea] http://www.heiho.net/pconsole/
24Definicio´n Ganglia ,[fecha de consulta: 20 Noviembre 2015] ,[en l´ınea] http://ganglia.sourceforge.net/
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ca´ıdo y se toman las medidas necesarias. Se recomienda el uso de puertos serie puesto
que esta´n aislados de las tarjetas de red. Soporta mu´ltiples direcciones IP y un modelo
servidor primario/secundario. Los mensajes de Heartbeat se env´ıan por todas las l´ıneas
de comunicacio´n a la vez, de esta manera, si una l´ınea de apoyo cae, se avisara´ de ese
problema antes de que la l´ınea principal caiga y no haya una l´ınea secundaria para
continuar el servicio. Heartbeat tambie´n se preocupa por la seguridad, permitiendo
firmar los paquetes con CRC de 32 bits, MD5 y SHA1.
Servicios Clustering
Debido al auge tecnolo´gico, la demanda de plataformas tecnolo´gicas para computar al-
goritmos paralelos ha venido en creciente apogeo. A continuacio´n se presentara una lista
aplicaciones comerciales que brindan este servicio.
Amazon: Amazon Elastic Compute Cloud (Amazon EC2) es un servicio web que
proporciona capacidad informa´tica con taman˜o modificable en la nube. Esta´ disen˜ado
para facilitar a los desarrolladores la informa´tica en la nube escalable basada en web.
E´sta plataforma funciona bajo StarCluster que englosa un conjunto de herramientas de
co´digo libre para clusters, StarCluster trabaja bajo licencia LGPL.
Dell: 25 Soluciones de Dell TM HPC utilizan bloques de construccio´n mejores en su
clase, probados y validados por los ingenieros de Dell, para que pueda implementar y
empezar a utilizar sus recursos de TI ra´pidamente. Nuestros arquitectos de soluciones
trabajan duro para entender el entorno en te´rminos de requisitos funcionales, te´cnicos y
operativos, por lo que pueden integrar soluciones HPC completos que se pueden replicar
y empleados como arquitecturas de racimo de clase mundial.
HP: 26 HP Cluster Platforms, Estos sistemas combinan la flexibilidad de una solucio´n
personalizada con la simplicidad, la fiabilidad y el valor de un producto preconfigurado,
incorporado de fa´brica. Caracter´ısticas : 1 Amplia seleccio´n de procesadores, interco-
nexiones del clu´ster y middleware. 2 Fa´brica integrado y probado, instalacio´n desde
el sitio web. 3 Eleccio´n de los estilos de embalaje: disen˜o modular denso o ampliable
hasta 1024 nodos. 4 Con el respaldo de garant´ıa y soporte de HP, y uniformemente
25Dell HPC web page, [fecha de consulta: 22 Noviembre 2015] ,[en l´ınea]
https://www.dell.com/learn/us/en/555/high-performance-computing-strategy
26HP cluster site,[fecha de consulta: 22 Noviembre 2015] ,[en l´ınea]
http://www8.hp.com/us/en/products/servers/scalable-systems/clusterplatform.html
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construido, con especificaciones internacionales. 5 seleccio´n de software integral, pro-
bado y verificado por HP y / o sus socios. 6 Servicios de despliegue ra´pido, incluyendo
la instalacio´n de software opcional, formacio´n one-site y apoyo a la ejecucio´n. 7 opcio´n
Nvidia Tesla GPU - hasta 6 GPUs por 2u.
IBM: 27 IBM Platform HPC, proporciona un conjunto completo de capacidades de
computacio´n (HPC) de gestio´n del rendimiento te´cnico y alta en un solo producto. El
rico conjunto de caracter´ısticas out-of-the-box a los administradores de TI y los usuarios
reducir la complejidad de la implementacio´n, mejorar la gestio´n y el uso de su entorno
informa´tico y la mejora de su tiempo a los resultados sin olvidar la reduccio´n los costos.
Figura 1.9: Componentes servicio de cluster por IBM [8]
27IBM platform computing, [fecha de consulta: 22 Noviembre 2015] ,[en l´ınea] http://www-
03.ibm.com/systems/platformcomputing/products/hpc/
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1.5.2. Marco Teo´rico
Ley de Amdahl
La ley de Amdahl 28 [21] (1967) pone un l´ımite superior a la ganancia en velocidad,
y por tanto tambie´n a la eficiencia, de un sistema paralelo, donde que los procesos suelen
tener partes que no pueden ser ejecutadas en paralelo, sino so´lo de forma secuencial pura. Del
tiempo total de ejecucio´n del proceso, llamaremos s a la parte que no puede ser paralelizada y
p al resto (paralelizable). Suponiendo condiciones ideales en la parte paralelizable del proceso
p, tendremos que los tiempos mı´nimos de ejecucio´n del proceso con un solo procesador y en
el sistema paralelo con N procesadores sera´n:
t(1) = s + p (1.6)
t(N) = s +
p
N
(1.7)
Por lo tanto, la ganancia de velocidad ma´xima estara´ dada por:
S(N)ma´x =
s + p
s + p
N
=
1
s
s+p
+ p
N(s+p)
(1.8)
Adema´s la fraccio´n de tiempo no paralelizable f esta dada por:
f =
s
s + p
(1.9)
Reemplazando en la ecuacio´n 1.8 :
S(N)ma´x =
1
f + 1−f
N
=
N
Nf + 1− f =
N
1 + (N − 1)f (1.10)
Entonces la ganancia ma´xima tendera´ a :
S(N)l´ımite = l´ım
N→∞
N
1 + (N − 1) =
1
f
(1.11)
28 Estadounidense de origen noruego, arquitecto computacional y una de las personalidades ma´s importante
y exce´ntricas en la historia de la informa´tica y la computacio´n. Fundo´ cuatro compan˜´ıas tecnolo´gicas en
diferentes a´mbitos, la mayor´ıa de las cuales, se fundaron con el objetivo de competir con otras compan˜´ıas
donde e´l mismo hab´ıa trabajado o incluso creado anteriormente, y que ya hab´ıa abandonado.
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Esta limitacio´n de la fraccio´n no paralelizable f recibe el nombre de cuello de botella
secuencial de un proceso. Ahora, gracias a el limite anterior sabremos que (en la ecuacio´n
de eficiencia 1.5) estara´ dada por :
E(N)ma´x =
S(N)ma´x
N
=
1
1 + (N − 1)f (1.12)
Si el numero de procesadores crece indefinidamente, la eficiencia ma´xima tendera´ a:
E(N)l´ım = l´ım
N→∞
1
1 + (N − 1)f = 0 (1.13)
“Por lo dicho hasta ahora, la ley de Amdahl es bastante pesimista. Es necesario sen˜alar,
sin embargo, que esta ley no tiene en cuenta algunos beneficios de los sistemas paralelos. Por
ejemplo, un sistema con varios procesadores que tengan memorias cache´ propias puede hacer
que cada procesador almacene en su cache´ los datos que esta´ utilizando; sin embargo, un
procesador solo, con una memoria cache´ del mismo taman˜o, no podra´ hacerlo con todos los
datos. Esto puede causar que, en estas condiciones, la velocidad de un sistema paralelo con N
procesadores pueda aumentar por encima de N, lo que aumentar´ıa la cota superior propuesta
por la ley de Amdahl. Una realidad que s´ı transmite la ley de Amdahl es que el rendimiento
no aumenta por incrementarse indefinidamente el nu´mero de procesadores.”[21]
Ley de Gustafson
La ley de Gustafson 29 (1988) tiene un enfoque diferente al establecido en la ley de Amdahl,
pasando a ser una visio´n mucho mas positiva en cuanto a las ventajas del procesamiento
paralelo, esta ley afirma que el volumen del problema no es independiente del nu´mero de
procesadores, debido a que cuanto mayor sea el numero de procesadores se pueden afrontar
problemas de mayor taman˜o. La Ley de Amdahl se basa en una carga de trabajo o taman˜o
de entrada prefijados. Esto implica que la parte secuencial de un programa no cambia con
respecto al nu´mero de procesadores de la ma´quina, sin embargo, la parte paralelizable es
uniformemente distribuida en el nu´mero de procesadores [23].
En muchos casos, cuando el volumen del problema aumenta, solo lo hace su parte pa-
ralela, dejando que el cuello de botella secuencial tienda a cero. Algunos problemas tienden
a aumentar su taman˜o debido a la reduccio´n del poder computacional o el aumento de la
29John L. Gustafson (19 de enero , 1955) es un cient´ıfico estadounidense informa´tico y empresario , prin-
cipalmente conocido por su trabajo en High Performance Computing (HPC ) tales como la invencio´n de la
ley de Gustafson , al presentar el primer cluster informa´tico comercial
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complejidad espacial o temporal ni hablar de problemas que crecen de dimensionalidad. Si el
numero de procesadores aumenta indefinidamente tendremos :
l´ım
N→∞
f = l´ım
N→∞
s
s + Np
= 0 (1.14)
Donde s es la parte secuencial y p la parte paralela. Luego, se aumenta proporcionalmente
el numero de procesadores (parte paralela). En un solo procesador 1.15 y en un sistema
paralelo 1.16 :
t(1) = s + Np (1.15)
t(N) = s + p (1.16)
Por lo tanto, la ganancia de velocidad es:
S =
t(1)
t(N)
=
s + Np
s + p
(1.17)
Y referente a la fraccio´n no paralelizada (dada por la ecuacio´n 1.9) queda:
S = f + N(1− f) = N − (N − 1)f (1.18)
MPI
Message Passing Interface es uno de los protocolos ampliamente usado en en la compu-
tacio´n paralela, teniendo como premisa el paso de mensajes en su desarrollo, haciendo que
las aplicaciones sean eficientes y portables. La primera versio´n aparece en mayo de 1994.
MPI ofrece al programador interesado en el paralelismo un conjunto de especificaciones y
funcionalidades te´cnicas ideales para el desarrollo de aplicaciones distribuidas. MPI realiza
una conversio´n de datos heteroge´neos como parte transparente de sus servicios, por medio
de la definicion de tipos de datos espec´ıficos para los procesos de comunicacio´n.
Fundamentos de MPI [9] : El nu´mero de procesos requeridos se asigna antes de la
ejecucio´n de la aplicacio´n en mpi, sin necesidad crearlos en tiempo de ejecucio´n. Para
su identificacio´n a cada proceso se le asigna una variable denominada rank. Es as´ı como
rank, determina el control de ejecucio´n del programa determinando que proceso ejecuta
determinado co´digo. En MPI la coleccio´n de procesos se define como comunicator, los
cuales pueden enviar mensajes los unos a los otros. el comunicador ma´s ba´sico se define
“MPI-COMM-WORLD” y se define mediante un macro del lenguaje C.
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Hay 4 clases de llamadas en MPI:
• Llamadas de inicializacio´n, administracio´n y de terminacio´n de los procesos de
comunicaciones.
• Llamadas utilizadas para la transferencia de datos entre un par de procesos.
• Llamadas utilizadas para la transferencia de datos entre varios procesos.
• Llamadas utilizadas para crear tipos de datos definidos por el usuario.
La primera clase de llamadas permiten inicializar la librer´ıa de paso de mensajes, iden-
tificar el nu´mero de procesos (size) y el rango de los procesos (rank). La segunda clase
de llamadas incluye operaciones de comunicacio´n punto a punto, para diferentes tipos
de actividades de env´ıo y recepcio´n. La tercera clase de llamadas son conocidas como
operaciones grupales, que proveen operaciones de comunicaciones entre grupos de pro-
cesos. La u´ltima clase de llamadas provee flexibilidad en la construccio´n de estructuras
de datos complejos. Formato de un mensaje en MPI:
Figura 1.10: Formato de un mensaje de MPI [9]
El cuerpo del mensaje contiene los datos que sera´n enviados, contiene tres piezas de
informacio´n:
• buffer: Localidad de memoria donde se encuentran los datos de salida o almacenan
los datos de entrada.
• Tipo de dato: Indica los tipos de datos que se env´ıan en el mensaje.
• El count: Es un nu´mero de secuencia que junto a los tipos de datos permiten al
usuario agrupar ı´tem de datos de un mismo tipo en un solo mensaje.
La envoltura indica el proceso fuente y destino, normalmente contiene la direccio´n
destino conjunto con la fuente, e informacio´n que se necesite, consta de 4 partes:
• Fuente: Identifica al proceso transmisor.
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• Destino: Identifica al proceso receptor.
• Comunicador: Especifica el grupo de procesos a los cuales pertenecen la fuente
y el destino.
• Etiqueta: Permite clasificar el mensaje. Es un entero definido por el programador
que puede ser usado para distinguir los procesos.
Taxonomı´a de Flynn
La taxonomı´a de Flynn es una clasificacio´n de arquitecturas de computadores propuesta
por Michael J. Flynn en 1972. Flynn clasifico las arquitecturas segu´n el flujo de datos e
instrucciones.
Figura 1.11: Taxonomı´a de Flynn [10]
Single instruction Stream, Single Data Stream (SISD): Un solo flujo de ins-
trucciones y un solo flujo de datos. Modelo convencional de Von Neumann 30. El modelo
de Von Neumman describe que un procesador es capaz de realizar acciones secuencial-
mente, controladas por un programa el cual se encuentra almacenado en una memoria
conectada al procesador. Este hardware esta disen˜ado para dar soporte al procesamien-
to secuencial cla´sico, basado en el intercambio de datos entre memoria y registros del
procesador, y la realizacio´n de operaciones aritme´ticas en ellos.[10]
30 fue un matema´tico hu´ngaro-estadounidense que realizo´ contribuciones fundamentales en f´ısica cua´nti-
ca, ana´lisis funcional, teor´ıa de conjuntos, teor´ıa de juegos, ciencias de la computacio´n, economı´a, ana´lisis
nume´rico, ciberne´tica, hidrodina´mica, estad´ıstica y muchos otros campos. Es considerado como uno de los
ma´s importantes matema´ticos de la historia moderna.
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Single instruction Stream, Multiple Data Stream (SIMD): Un solo flujo de
instrucciones y varios flujos de datos. Cuenta con una sola unidad de control que asigna
instrucciones a los elementos de procesamiento, todas las unidades de proceso ejecutan
la misma instruccio´n. Paralelismo de datos, computacio´n vectorial.
Figura 1.12: Diagrama SISD - MISD [10]
Multiple Instruction Stream, Single Data Stream (MISD): Varios flujos de
instrucciones y un solo flujo de datos. Usada en Arrays sisto´licos que se definen como :
“Una arquitectura y un paradigma aplicables a la computacio´n en paralelo. Los algo-
ritmos paralelos sisto´licos exhiben un flujo direccional por el cual los datos se dividen
y quedan en cola para pasar por iguales secuencias de procesamiento al moverse de un
proceso al siguiente. La meta´fora del flujo de sangre ha servido para caracterizar el flujo
de datos a lo largo del proceso.” 31
Multiple Instruction Stream, Multiple Data Stream (MIMD): Varios flujos
de instrucciones y varios flujos de datos. Modelo general, varias implementaciones.
31MISD definition, [fecha de consulta: 1 Diciembre 2015] ,[en l´ınea]
http://www.oocities.org/ohcop/systolic.html
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Figura 1.13: Diagrama SIMD - MIMD [10]
1.6. Estructura del trabajo de grado
El trabajo de grado esta organizado de la siguiente forma. En el Capitulo 2 se presenta
la implementacio´n del proyecto en cuestio´n utilizando herramientas y te´cnicas que sera´n des-
critas de manera minuciosa y explicativa, en el capitulo 3 se presentara las convenciones de
ingenier´ıa de software para describir el sistema de tipo web en el que se sustenta la imple-
mentacio´n. Finalmente se presentan las conclusiones de esta implementacio´n en el capitulo
4.
Cap´ıtulo 2
Descripcio´n de la solucio´n
Para solventar el problema descrito 1.1, se ha de detallar de forma explicita la solucio´n
del problema conjunto a los apartados plasmados a lo largo de documento, para as´ı alcanzar
de manera puntual los objetivos propuestos. As´ı, Obedeciendo el orden de ideas, se mostrara
aspectos como los implementos usados para la elaboracio´n de la plataforma, procedimientos
usados y configuraciones. Dentro del abanico de opciones para elegir nuestro sistema operati-
vo central, se decanto el sistema por un sistema Linux, dada su versatilidad, documentacio´n,
co´digo abierto y soporte. Por u´ltimo, la lista de elementos como scripts y archivos de configu-
racio´n usados en este proceso estara´n alojados en la carpeta ConfigScripts del repositorio
de trabajo.[24]
2.1. Elementos usados
Para el desarrollo de la plataforma tecnolo´gica de tipo beowulf se usaron los siguientes
elementos:
2.1.1. Hardware
Dentro de los requerimientos de hardware del cluster, se podra´n usar WS (Pc’s) o cualquier
tipo de computadora que cuente con una interfaz de red (sea cual sea el tipo) , para poder
comunicarse en red con las otras WS. En el caso de nuestro cluster se usaron las siguientes
estaciones de trabajo.
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Tabla 2.1: Caracter´ısticas estaciones de trabajo de la implementacio´n.
Ma´qui-
na
Nombre del
host
Procesador Memoria Ram HDD
CM gc1-
ce.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
CL gc1-
ce.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
WN0 gc1-
wn0.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
WN1 gc1-
wn1.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
WN2 gc1-
wn2.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
WN3 gc1-
wn3.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
WN4 gc1-
wn4.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
WN5 gc1-
wn5.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
NFS gc1-
nfs.utp.edu.co
Intel(R) Co-
re(TM)2 Duo
CPU E4600 @
2.40GHz
2 GB DIMM
DDR2 Syn-
chronous 800
MHz
80GB
ST380815AS
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Do´nde:
CE: Este tipo de estaciones se encuentran encargadas de la administracio´n lo´gica del
cluster.
CL: Las estaciones CL se encargan de enviar las tareas para que sean procesadas por
el sistema, generalmente son estaciones con poder limitado a comparacio´n de las dema´s
ma´quinas del esquema.
WN: Son los nodos encargados de hacer el trabajo ”Pesado”. Se ocupan de procesar
los trabajos, tareas , peticiones del CL. Entre ma´s WN tenga nuestra infraestructura,
mejor sera´ la capacidad de co´mputo.
NFS: Network File System , ma´quina encargada de compartir archivos y configuracio-
nes, asegura transparencia y usabilidad.
2.1.2. Software
Al iniciar el proyecto de GridUTP se establecieron una serie de para´metros, entre ellos,
una la lista de software preestablecido con la cual se trabajar´ıa. Se utilizaron los siguientes
mo´dulos y/o software para las ma´quinas :
Sistema Operativo: Debian 7.8.0 32 o 64 bits
Administrador de carga de trabajo: HTCondor 7 o versiones posteriores
Librer´ıas,API’s,Frameworks: OpenMPI - MPICH2 - OPENSSH - GCC 5.2.
Nota : La instalacio´n de algunos mo´dulos var´ıa dependiendo de la ma´quina, ma´s adelante
se describira´ cuales son los mo´dulos / software que se instalara´n en las respectivas ma´quinas.
Es importante resaltar que la instalacio´n de todas las librer´ıas se debera´ hacer en la misma
ubicacio´n para todos los nodos.
2.1.3. Modelo de red usado
Dentro del modelo de red usado, se decanto´ por el siguiente esquema, dada la necesidad
de facilidad y los elementos aportados por el grupo de investigacio´n Sirius:
Nota: la red red por defecto sera´ 192.168.0.0/24,diferente a la imagen.
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Figura 2.1: Modelo de Red usado en la implementacio´n [11]
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El proyecto tiene como meta la escalabilidad para la interconexio´n con otros clusters a
nivel nacional, esto gracias a RENATA 1, pero por razones de alcance solo se describira´ el
proceso de implementacio´n intra-institucional, omitiendo la interconexio´n de otros sistemas.
2.2. Configuracio´n de los nodos:
Una ves instalado el sistema linux (que para este proyecto fue Debian), se procede a
configurar los nodos de la siguiente manera.
2.2.1. Seleccio´n de servidor de repositorios.
Dada la naturaleza de la instalacio´n, el sistema operativo au´n se encuentra sin una lista
de repositorios predefinida.
utp@gsirius-cm:~$ su
root@gsirius-cm:/home/utp# nano /etc/apt/sources.list
Comentar todas las l´ıneas y pegar la direccio´n del servidor favorito, para este caso:
deb http://ftp.fr.debian.org/debian stable main contrib non-free
deb http://ftp.debian.org/debian/ wheezy-updates main contrib non-free
deb http://security.debian.org/ wheezy/updates main contrib non-free
luego, para que el sistema se percate de los cambios :
root@gsirius-cm:/home/utp# apt-get update
Tambie´n se pueden generar los repositorios desde el siguiente enlace: creador de repos.
1RENATA es la red nacional de investigacio´n y educacio´n de Colombia que conecta, articula e integra
a los actores del Sistema Nacional de Ciencia Tecnolog´ıa e Innovacio´n (SNCTI) entre s´ı y con el mundo, a
trave´s del suministro de servicios, herramientas e infraestructura tecnolo´gica para contribuir al mejoramiento
del nivel de productividad, efectividad y competitividad de la produccio´n cient´ıfica y acade´mica del pa´ıs.
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2.2.2. Cambiar nombre del host (en todos los nodos, opcional):
Para configurar el hostname se deben modificar los siguientes archivos:
/etc/hostname /etc/hosts
utp@gsirius-cm:~$ su
root@gsirius-cm:/home/utp# nano /etc/hostname
Se edita con el nombre deseado, luego:
root@gsirius-cm:/home/utp# nano /etc/hosts
Para no tener que reiniciar el equipo para ver los cambios:
root@gsirius-cm:/home/utp# /etc/init.d/hostname.sh start
Utilizar la convencio´n antes mencionada, para este caso:
CM: gsirius-cm.utp.edu.co
CL: gsirius-cl.utp.edu.co
NFS: gsirius-nfs.utp.edu.co
WN0: gsirius-wn0.utp.edu.co
modificamos el archivo con el nombre pertinente. Nota: luego se clonaran las ma´quinas
WN, por lo que este paso se debera´ repetir para cada uno de los nodos.
2.2.3. An˜adir usuarios sudoers (opcional,Todos)
primero, se instala sudo en los nodos.
utp@gsirius-cm:~$ su
root@gsirius-cm:/home/utp# apt-get install sudo
se an˜aden los usuario a sudoers 2
# User privilege specification
root ALL=(ALL:ALL) ALL
gsirius-cm ALL=(ALL:ALL) ALL
# Allow members of group sudo to execute any command
%sudo ALL=(ALL:ALL) ALL
2Sudoers, [fecha de consulta: 4 Diciembre 2015] ,[en l´ınea] http://www.pendrivelinux.com/how-to-add-a-
user-to-the-sudoers-list/
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2.2.4. Instalacio´n Software necesario
utp@gsirius-cm:~$ sudo apt-get install gedit
utp@gsirius-cm:~$ sudo apt-get install build-essential
utp@gsirius-cm:~$ sudo aptitude install openssh-server
utp@gsirius-cm:~$ sudo aptitude install mpich2
2.2.5. Configuracio´n de red (en todos los nodos) :
Dada la naturaleza de la red se procede a configurar las ma´quinas con las siguientes
direcciones. Se debe de tener en cuenta que para la configuracio´n de la subred se utilizaron
2 interfaces, tanto, para el CM como para el CE. Tambie´n se utilizo´ un switch de red.
Tabla 2.2: Caracter´ısticas de red de las estaciones de trabajo de la implementacio´n.
Ma´qui-
na
Direccion IP Interfaz Gateway Mask DNS
CM 192.168.0.1 eth0 (sub-red) 192.168.0.1 24 192.168.0.1
CM 10.1.x.xx (priva-
da)
eth1 (Internet) 10.1.4.1 22 10.1.0.10 o
10.1.0.11
CL 192.168.0.2 eth0 (sub-red) 192.168.0.1 24 192.168.0.1
CL 10.1.x.xx (priva-
da)
eth1 (Internet) 10.1.4.1 22 10.1.0.10 o
10.1.0.11
NFS 192.168.0.10 eth0 192.168.0.1 24 10.1.0.10
WN0 192.168.0.3 eth0 192.168.0.1 24 10.1.0.10
WN1 192.168.0.4 eth0 192.168.0.1 24 10.1.0.10
WN2 192.168.0.5 eth0 192.168.0.1 24 10.1.0.10
WN3 192.168.0.6 eth0 192.168.0.1 24 10.1.0.10
WN4 192.168.0.7 eth0 192.168.0.1 24 10.1.0.10
WN5 192.168.0.8 eth0 192.168.0.1 24 10.1.0.10
Para modificar la configuracio´n de red:
utp@gsirius-cm:~$ sudo nano /etc/network/interfaces
Modificar la configuracio´n de red en 2 interfaces:
Ver archivo anexo “interfaces”.
luego:
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utp@gsirius-cm:~$ sudo service networking restart
Nota: Se debe cerciorar que ningu´n gestor de conexiones este´ activo, de ser as´ı, asignar
esta configuracio´n a el gestor que se este´ usando para evitar solapamientos en configuraciones.
CM y CE tendra´n 2 interfaces, para los dema´s solo sera´ la interfaz eth0 (mayor´ıa de
los casos). En este paso se difiere mucho de las instalaciones, la misma institucio´n asigno´ 2
direcciones de red pu´blicas (CE-CL) para la conexio´n remota, adema´s se debe solicitar abrir
puertos necesarios para la integracio´n de nuestro pool a un grid ma´s grande. Algunos de estos
puertos son:
22 - SSH
80 - Web
2119 - Globus Gatekeeper (GRAM)
2811 - GridFTP
8443 - GUMS/VOMS
9443 - WebServices
200000:22000 - GLOBUS TCP PORT RANGE
9000:9999 - HTCONDOR TCP PORT RANGE
443 - 943 - 1194
2.2.6. Configurac´ıon network switching (solo en el CM)
La siguiente configuracio´n es muy permisiva, pero funcional, para an˜adir reglas de seguri-
dad a las iptables consultar 3. Descomentar la linea “net.ipv4.ip forward1¯ en etcsysctl.conf”
Ver script anexo “iptables.sh”.
2.2.7. Asignacio´n ruta por defecto (Todos los WN y NFS)
utp@gsirius-wn0:~$ ip route del default
utp@gsirius-wn0:~$ ip route add default via 192.168.0.1
3Configua iptables , [fecha de consulta: 4 Diciembre 2015] ,[en l´ınea] https://wiki.debian.org/iptables
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2.2.8. Actualizacio´n sistema operativo(Todos - opcional):
utp@gsirius-cm:~$ sudo aptitude update
utp@gsirius-cm:~$ sudo aptitude full-upgrade
2.2.9. Instalacio´n NTP
De ser necesario iniciar el demonio ntp con el sistema.
utp@gsirius-cm:~$ sudo aptitude install ntp
Para consultar la fecha y hora de nustro sistema:
utp@gsirius-cm:~$ date -R
coordinacio´n Network Time Protocol
2.3. instalacio´n de HTcondor (Todos - menos NFS)
2.3.1. An˜adir repositorios estables HTCondor(CM-CL-WN):
utp@gsirius-cm:~$ sudo echo
"deb http://research.cs.wisc.edu/htcondor/debian/stable/ wheezy contrib"
>> /etc/apt/sources.list
2.3.2. Configuracio´n secure shell – ssh (para mpi) – En todos
Primero se crea las llaves pu´blicas, luego deben ser compartidas entre todos los hosts
exceptuando el NFS.
ssh-keygen -t rsa
Para pasar las llaves entre los usuarios se haces uno por uno
de la siguiente forma:
ssh-copy-id -i ~/.ssh/id_rsa.pub user_name@user_ip_address
Para usuarios comunes que no son root anteponer el comando sudo
sudo ssh-copy-id -i ~/.ssh/id_rsa.pub user_name@user_ip_address
Nota: se debe hacer el proceso para los distintos usuarios (de utp a utp o de root a
root) logueados como dichos usuarios.A su vez se debe realizar este paso, si se quieren lanzar
trabajos en el universo paralelo con OpenMPI
CAPI´TULO 2. DESCRIPCIO´N DE LA SOLUCIO´N 50
2.3.3. An˜adimos llave del repositorio al sistema:
utp@gsirius-cm:~$ wget -qO -
http://research.cs.wisc.edu/htcondor/debian/HTCondor-Release.gpg.key |
sudo apt-key add -
2.3.4. Actualizamos e instalamos:
La instalacio´n agregara´ automa´ticamente el usuario ’condor’ y el grupo si este no existe.
utp@gsirius-cm:~$ sudo apt-get update
utp@gsirius-cm:~$ sudo apt-get install condor
Configuracio´n del Network File System (NFS)
Primero instalamos el servidor NFS en el ordenador dedicado para dicha labor
utp@gsirius-cm:~$ sudo apt-get install nfs-kernel-server
Se crea el directorio en el que se almacenara la carpeta que se va a compartir. El directorio
debe ser creado en un path que todos los equipos puedan usar de la misma forma (El mismo
directorio con el mismo path debe ser creado en todos los equipos), por ejemplo en este caso
se creo´ la carpeta en la ra´ız de directorio ( / ).
utp@gsirius-cm:~$ mkdir /exports
y la carpeta se desea compartir.
utp@gsirius-cm:~$ mkdir /exports/condor
Se modifica el archivo exports para que se sepa que directorio compartir.
utp@gsirius-cm:~$ nano /etc/exports
Quedando:
Ver archivo anexo “exports”.
No es necesarios especificar anonuid o anongid, pero por razones de seguridad se hace.
Luego se modifica el archivo Hots.allow para que los nodos puedan hacer uso de la carpeta
previa:
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utp@gsirius-cm:~$ nano /etc/hosts.allow
Se especifica el rango de direcciones IP que tienen permitido hacer uso de los recursos a
compartir quedando as´ı:
Ver archivo anexo “host.allow”.
utp@gsirius-cm:~$ exportfs -a
2.3.5. Instalacio´n NFS (WN-CL-CM)
Instalamos el cliente NFS en los dema´s nodos
utp@gsirius-cm:~$ apt-get install nfs-common
Ahora creamos el directorio en todos los hosts el cual debe tener el mismo path que la
creada en el NFS.
utp@gsirius-cm:~$ mkdir /exports/condor
Modificamos el archivo fstab para an˜adir la carpeta del NFS
Ver archivo anexo “fstab”.
Finalmente montamos el directorio:
utp@gsirius-cm:~$ sudo mount
192.168.0.10:/exports/condor /exports/condor
2.4. Prueba funcionamiento MPI
Para probar el funcionamiento de los algoritmos escritos en mpi, se procede a crear el
archivo dentro de la carpeta compartida previamente creada y montada.
Compilamos nuestro programa en mpi:
utp@gsirius-cm:/exports/condor ~$ mpic++.mpich primos.c -o primos
Por u´ltimo procedemos a ejecutar nuestro programa:
utp@gsirius-cm:/exports/condor ~$ mpirun -n 4 ./primos
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Cabe resaltar que la anterior instruccio´n correra´ 4 procesos en la ma´quina que ejecuto´
la orden, para distribuir la tarea en los dema´s nodos, se necesita especificar las ma´quinas
disponibles para el ca´lculo.
El formato del archivo que especificara los nodos disponibles sera´:
[Nombre de la ma´quina:][Nucleos disponibles][ usuario=]
utp@gsirius-cm:/exports/condor ~$ cat machinefile
gsirius-wn2.utp.edu.co:2 user=wn2
gsirius-wn4.utp.edu.co:2 user=wn4
Por u´ltimo se especifica el archivo creado con la l´ınea: –hostfile
utp@gsirius-cm:/exports/condor ~$ mpirun -n 4
--hostfile [nombre del archivo] ./primos
2.5. Configuracio´n HTcondor
Luego de instalar HTCondor en toda la jerarqu´ıa de co´mputo, se procede a definir los
perfiles de cada ma´quina.
2.5.1. lista de archivos de configuracio´n
Por cuestiones de seguridad y comodidad,los demonios que correra´n en cada ma´quina se
especificaron en un archivo compartido en el NFS. Por otra parte, se configuraron las dema´s
opciones en un archivo local existente cada ma´quina.
/etc/condor/condor_config
Configuracio´n general,creado por la instalacio´n de HTCondor .
/Carpeta_compartida_nfs/condor_config.xx
Do´nde xx puede ser [headnode-interactive-worker]
(Configuracio´n de los demonios (u´til cuando se tiene un pool
de ma´quinas muy grande).Creado por nosotros (opcional)).
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Se debe tener en cuenta, que dentro de la configuracio´n de HTCondor se deben tener los
perfiles mencionados en el apartado anterior y cuyos demonios para cada perfil sera´n:
WORKER (WN): MASTER, STARTD
CLIENT (CL): MASTER, SCHEDD
COMPUTER MASTER (CM): MASTER, COLLECTOR, NEGOTIATOR, SCHEDD
Luego se procede a la creacio´n del archivo que correra´ los demonios en cada ma´quina:
Headnode (CM):
utp@gsirius-cm:~$ su
root@gsirius-cm:/home/utp# nano
/exports/condor/config/htcondor/condor_config.headnode
Quedando as´ı:
#Configuracio´n - GridUTP
#Para ma´s info:
#http://research.cs.wisc.edu/htcondor/manual/v8.2/3_3Configuration.html
#Lista de demonios para el CM
DAEMON_LIST = MASTER, COLLECTOR, NEGOTIATOR, SCHEDD
Interactive nodes (CL):
utp@gsirius-cm:~$ su
root@gsirius-cm:/home/utp# nano
/exports/condor/config/htcondor/condor_config.interactive
Quedando as´ı:
# Configuracio´n - GridUTP
# Para ma´s info:
#http://research.cs.wisc.edu/htcondor/manual/v8.2/3_3Configuration.html
# Lista de demonios para el Cliente UI
DAEMON_LIST = MASTER, SCHEDD
Worker nodes (WN):
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utp@gsirius-cm:~$ su
root@gsirius-cm:/home/utp# nano
/exports/condor/config/htcondor/condor_config.worker
Quedando as´ı:
# Configuracio´n - GridUTP
# Para ma´s info:
#http://research.cs.wisc.edu/htcondor/manual/v8.2/3_3Configuration.html
# Lista de demonios para el WN
DAEMON_LIST = MASTER, STARTD
Se Procede a realizar los links simbo´licos para aislar au´n ma´s las configuraciones de cada
ma´quina,esto con el fin de mejorar la seguridad,pero deja de lado la practicidad.
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.headnode condor_config.gsirius-cm
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.interactive condor_config.gsirius-cl
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.worker condor_config.gsirius-wn0
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.worker condor_config.gsirius-wn1
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.worker condor_config.gsirius-wn2
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.worker condor_config.gsirius-wn3
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.worker condor_config.gsirius-wn4
root@gsirius-cm: /exports/condor/config/htcondor#
ln -s condor_config.worker condor_config.gsirius-wn5
Dependiendo de este perfil, se debe linkear desde el archivo de configuracio´n \etc \condor\
condor config de cada ma´quina. Reemplazando o adicionando luego de la siguiente l´ınea “##
Where is the machine-specific local config file for each host?” por:
## Where is the machine-specific local config file for each host?
LOCAL_CONFIG_FILE = /exports/condor/config/htcondor/condor_config.\$(HOSTNAME)
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Si se tiene un pool muy grande y no se quiere especificar o hacer links simbo´licos, cambiar
.$(HOSTNAME), por el .worker o´ .interactive o´ .headnode, segu´n sea el caso; recordar que
este archivo se debe proteger para evitar colapsos del sistema.
Nota: Tambie´n se puede especificar los demonios que se quieren correr de la misma manera,
pero en el archivo de configuracio´n \etc\condor\condor config de cada una de las ma´quina
existentes en el pool.
CM
Ver script anexo “condor config.headnode”
CL
Ver script anexo “condor config.interactive”
WN
Ver script anexo “condor config.worker”
Para probar el sistema procedemos a ejetutar en la terminal la siguiente l´ınea:
utp@gsirius-cm:/exports/condor ~$ condor_status
Mostrando exitosamente los recursos disponibles de nuestro cluster:
Name OpSys Arch State Activity LoadAv Mem ActvtyTime
slot1@gsirius-wn2. LINUX X86_64 Unclaimed Idle 0.000 993 1+16:14:56
slot2@gsirius-wn2. LINUX X86_64 Unclaimed Idle 0.000 993 1+16:15:17
slot1@gsirius-wn4. LINUX X86_64 Unclaimed Idle 0.000 993 1+16:15:02
slot2@gsirius-wn4. LINUX X86_64 Unclaimed Idle 0.020 993 1+16:50:23
Total Owner Claimed Unclaimed Matched Preempting Backfill
X86_64/LINUX 4 0 0 4 0 0 0
Total 4 0 0 4 0 0 0
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HTCondor provee una serie de directivas para controlar los trabajos dentro del sistema,
estas directivas deben aparecer en un archivo llamado “archivo submit” que es el archivo por
excelencia para la ejecucio´n de cualquier trabajo en un cluster administrado por HTCondor.
El archivo “submit” ma´s ba´sico posee:
#: Comentarios.
Universe: Entorno en el cua´l correra´ nuestro programa.
Executable: ejecutable.
input: archivos. (STDIN)
arguments : Nu´meros,cadenas ... (STDIN)
output: Salidas de nuestro programa. (STDOUT)
error: Errores presentados en su ejecucio´n. (STDERR)
El archivo ma´s ba´sico :
#############################################
## submit description file for a parallel program
# submit.sub
#############################################
universe = parallel
executable = /bin/sleep
arguments = 5
error = errorfile
machine_count = 2
queue
Para probar la comunicacio´n del sistema se procede a ejecutar un ejemplo ba´sico que
invocara´ una rutina ba´sica del sistema operativo. La siguiente l´ınea env´ıa una tarea al sistema.
utp@gsirius-cm:/exports/condor ~$ condor_submit submit.sub
De ser una ejecucio´n limpia, el archivo errorfile debera´ estar totalmente en blanco.
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2.6. Mpi & HTCondor
Para poder ejecutar un algoritmo MPI conjunto a HTCondor se debe ejecutar un script
especial para enlazar los requerimientos del ejecutable, HTCondor toma de manera inicial la
configuracio´n contenida en este script, pasando por configuraciones como ssh y directorios de
librer´ıas necesarias para la ejecucio´n, el script usado en el proyecto es el siguiente:
Ver script anexo “MPIwrapper.sh”
A continuacio´n se presentara´ el co´digo usado para esta prueba:
Ver co´digo anexo “PrimosMPI.c”
Para la ejecucio´n de MPI se debe cambiar el archivo “submit”, quedando:
Ver co´digo anexo “submit.sub”
Por ultimo, ejecutamos la tarea con HTCondor:
utp@gsirius-cm:/exports/condor ~$ condor_submit submit.sub
Cap´ıtulo 3
WebMPI
En este cap´ıtulo se ahondara la implementacio´n de la interfaz multiusuario denominada
web mpi desde el lado de la ingenier´ıa de software, se plantea todo el apartado de este cap´ıtulo
en un documento alojado en la carpeta Documents en el repositorio de trabajo.[24]
Ver anexo “Documento de ingenier´ıa de software”
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Cap´ıtulo 4
Conclusiones
El presente trabajo demuestra te´cnicamente la posibilidad de realizar una implementacio´n
de bajo costo con elementos comunes (ver seccio´n 2.1.1) presentes en las salas de sistemas de
la universidad cumpliendo con el objetivo propuesto relacionado.
Lo que respecta a la plataforma, una implementacio´n en windows supone ma´s problemas
de los imaginados, primero no cuenta con soporte nativo para NFS por lo que se dependera
del uso de software de terceros, segundo, muchas rutinas de condor no esta´n soportadas en
este sistema operativo, es por eso, el uso de herramientas libres se concibio´ en una decisio´n
acertada ya que contrajo una amplia base de conocimiento, ahorro de tiempo, adema´s de
dinero, encontrando implementaciones existentes de todo tipo con procesos detallados.
La implementacio´n e instalacio´n de un framework como Htcondor supuso un verdadero
reto a la hora de interconectar las maquinas y ponerlas a punto, dada la susceptibilidad de
la comunicacio´n y configuracio´n de sus demonios, y la desactualizacio´n de algunos archivos
de configuracio´n. Por el lado de mpi, fue fa´cil su adecuacio´n al sistema, gracias al gran so-
porte del sistema operativo Debian y a su amplia lista de paquetes compatibles. Referente
a la combinacio´n de mpi y Htcondor, no se pudo lograr ejecutar el wrapper necesario para
que pudiese funcionar, ya que este, esta totalmente desactualizado comparado con la versio´n
actual de HTCondor.
Adema´s de ser posible el desarrollo de una implementacio´n intuitiva, se ha incorporando
una abstraccio´n de tipo web escrita en javascript (del lado del cliente) y nodejs (del lado
del servidor), los cuales fueron fa´ciles de entender y de configurar por su facilidad de apren-
dizaje y amplia documentacio´n disponible actualmente sobre cualquier tema en particular.
59
CAPI´TULO 4. CONCLUSIONES 60
Por medio a este desarrollo web se re-asegura el principio de transparencia de los sistemas
distribuidos, dando una verdadera ventaja para las personas que no quieren preocuparse por
agentes externos dentro de sus programas, tambie´n, incrementando el tiempo productivo de
los usuarios contando con la comodidad de ejecutar su co´digo desde cualquier lugar.
Al comienzo se empezo´ a hacer pruebas bastante sencillas haciendo uso de un ”Hola
mundo”programado en C y con mpi. Lo que muestra el algoritmo a la hora de ser ejecutado
es:
Hello world from processor gsirius-wn4, rank 0 out of 1 processors
Fue una tarea satisfactoria ya que el algoritmo se hizo correr en todas las maquinas y no se
presento´ ningu´n problema.
Despue´s se hizo uso de un algoritmo encargado de encontrar los nu´meros primos que
hay en las potencias de 2 hasta un numero N que uno es el encargado de cambiarlo, en es-
te caso el valor escogido fue 140000 para poder encontrar los primos hasta 2 en la 17 potencia.
Entregando la cantidad de hilos usados y el tiempo gastado encontrando los primos en las
potencias de 2. En este caso con un solo hilo demoro´ 5.10558 segundos en hacer el trabajo;
y aqu´ı son mostradas las pruebas realizadas con 1 y ma´s hilos:
Con 1 hilo se tardo´ 5.10558
Con 3 hilos se tardo´ 2.56046
Con 5 hilos se tardo´ 1.28632
Con 7 hilos se tardo´ 0.857135
Lo que se observa es que el algoritmo mejoro´ cuando se aumentaron los hilos; pero hay que
tener cuidado porque hay algoritmos que empeoran cuando son ma´s los hilos encargados de
hacer el trabajo.
Por esto se plantea que la paralelizacio´n de algoritmos es como el futuro de la computacio´n.
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4.1. Futuros trabajos de investigacio´n
Plataforma de tipo SaaS: Una mejor implementacio´n, conjunto a una mejor infra-
estructura, representar´ıa una plataforma atractiva para la ejecucio´n de algoritmos de
niveles industriales, la elaboracio´n de un sistema como SaaS (software como servicio)
proporcionar´ıa la interfaz necesaria para disponer esos recursos para diversos objetivos,
uno de estos con fines econo´micos.
Utilizacio´n de dockers: Para la labor distribuida, la obtencio´n de recursos en nuestro
proyecto se basa en la disposicio´n total de un entorno que independiente o no de que se
ejecuten tareas, se basara´ en formatos de compilacio´n y ejecucio´n pre-establecidas. La
idea de la utilizacio´n de dockers es dotar de ambientes cambiantes capaces de atender
mu´ltiples peticiones con mu´ltiples requerimientos, adaptando el espacio de trabajo a
tal punto de generar una instancia optimizada para que solo se dispongan las herra-
mientas puntuales cuando se separan requerimientos para los ejecutables. Tambie´n la
utilizacio´n de dockers garantizara´ un esta´ndar de seguridad ma´s alto que el brindado
en el prototipo de implementacio´n aqu´ı vista, por otro lado, la distribucio´n de recursos
ser´ıa totalmente heteroge´nea basa´ndose exclusivamente en una implementacio´n que co-
rrer´ıa en los sistemas operativos ma´s comunes (gracias a la ma´quina virtual presente en
algunas implementaciones de docker), por u´ltimo, la utilizacio´n de recursos ser´ıa mucho
mejor dado que dentro de un solo ordenador podr´ıa estar alojado toda la infrastructura
administrativa aprovechando los dema´s nodos para labores de ejecucio´n.
Grid UTP: Este prototipo de implementacio´n a la larga es el inicio de una otra ma´s
escalable y viable, que podr´ıa estar presente en la infraestructura de todo el campus
universitario, siendo una verdadera herramienta de ejecucio´n de algoritmos que benefi-
ciar´ıa enormemente la academia.
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