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Abstract
Mathematical proofs can be mechanised using proof assistants to eliminate gaps
and errors. However, mechanisation still requires intensive labour. To promote
automation, it is essential to capture high-level human mathematical reasoning,
which we address as the problem of generating suitable propositions. We build
a non-synthetic dataset from the largest repository of mechanised proofs and
propose a task on causal reasoning, where a model is required to fill in a missing
intermediate proposition given a causal context. Our experiments (using various
neural sequence-to-sequence models) reveal that while the task is challenging,
neural models can indeed capture non-trivial mathematical reasoning. We further
propose a hierarchical transformer model that outperforms the transformer baseline.
1 Introduction
Mathematical proof can mostly be considered as a sequence of intermediate propositions. Consider
the following prose proof:
Proof of irrationality of
√
2. Assume
√
2 is rational. Then there exists a pair of coprime integers a
and b such that
√
2 = a/b, and it follows that 2 = a2/b2 and then 2b2 = a2. Hence a2 is even, and
therefore a is even. Thus there exists c such that a = 2c, which combined with 2b2 = a2 yields
2c2 = b2: hence b is also even. So a and b are both even although they are coprime, contradiction.
By intermediate propositions, we refer to each of the reasoning steps, such as ‘
√
2 is rational’,
‘2 = a2/b2’, that are connected causally by words such as ‘therefore’, ‘since’, ‘yields’. The implicit
gaps between these intermediate propositions are neglected in human reasoning as they are often
too primitive and obvious to go through explicitly. However, those implicit derivations sometimes
contain fatal errors. As a result, proof assistants, such as Coq [5] and Isabelle [38], were developed
to mechanically check proofs down to primitive inferences or axioms. Over the last decade, non-
trivial mathematical theorems [16, 18, 19], security protocols [14, 40], and industry-scale software
systems [27, 32] have been mechanically checked, highlighting numerous issues and bugs. Despite
those successes, mechanisation still requires substantial human effort: in the seL4 project [27], 20
person-years were devoted to verify an OS kernel written in 8700 lines of C. To boost the automation
in proof assistants, approaches have been proposed ranging from incorporating automated theorem
provers [6–8] to synthesising tactics [3, 37, 43, 53] using learning-based methods.
However, existing learning-based automation attempts [3, 53] are mostly machine-oriented: numerous
primitive inferences or hard-coded tactics are explored to justify a human-provided conjecture and
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Figure 1: Full declarative proof (left) and tactic proof (right) of the irrationality of
√
2 in Isabelle/HOL.
produce a machine-checkable but illegible proof. Those proofs are often called tactic proofs. In
contrast, we approach automation in a human-oriented way: synthesising high-level intermediate
propositions in a proof style called declarative proof style. A comparison of two proof styles is shown
in Fig. 1, both proving the irrationality of
√
2. One can see that the declarative proof (left) resembles
the human prose proof with clear high-level structures, whereas the tactic proof (right) is difficult to
comprehend without domain knowledge of the tactics. We argue that a human-oriented approach is an
essential step to further automation. When searching for a proof, machine-level exploration can easily
get lost due to the astronomical number of primitive steps, while high-level jumpy reasoning largely
reduces the effective search space. As will be illustrated in §8, existing tactic-synthesis frameworks
are limited by the inability to generate intermediate propositions. The high-level reasoning approach
is also complementary to existing tactic based works.
In this work, we have mined arguably the largest publicly-hosted repository of mechanised (declarative
style) proofs: the Achieve of Formal Proofs (AFP).1 The AFP is checked by the Isabelle proof
assistant [38] and contains 143K lemmas (increasing by about 10K annually) contributed by 347
authors. Combining the AFP with the Isabelle/HOL library yields a dataset of 204K formally-proved
lemmas, which is much larger than (the number of lemmas used in) the previous tactic-oriented
benchmarks (71K in CoqGym [53], 11K in HolStep [25], 29K in HOList [3], 1.6K in GamePad
[22]).2 The dataset covers a broad spectrum of subjects, including foundational logic (e.g. Gödel’s
incompleteness theorems [39]), advanced analysis (the Prime Number Theorem [11]), computer
algebra [45], cryptographic frameworks [26, 33], and data structures [10, 29, 36].
The mined dataset allows us to propose a proposition synthesis task — IsarStep.3 In this task (§3),
a model is asked to propose meaningful steps in unseen proofs by reading derivations in existing
proofs. For example, given
√
2 = a/b and 2b2 = a2, we would like to synthesise a meaningful
intermediate proposition 2 = a2/b2. To succeed in this task, the model is required to learn the
meaning of important mathematical concepts (e.g. determinant in linear algebra, residue in complex
analysis), how they are related to each other through theorems, and how they are utilised in proofs. In
addition to the contribution to the theorem proving community on improving proof automation, we
believe that our proposed task will also contribute to the machine learning community by providing a
benchmark for testing and advancing machine learning algorithms on mathematical reasoning.
We frame the proposed task as a sequence-to-sequence (seq2seq) prediction problem. Beyond
evaluating the existing neural seq2seq model baselines: the seq2seq with attention [2], the transformer
[46], we also propose a new architecture: hierarchical transformer4 (§5). The architecture is motivated
by the way humans reason about propositions; it consists of a set of local transformer layers, modelling
the representation of each proposition, and a set of global layers, modelling the correlation across
propositions. Experiments (§6) reveal that these neural models can solve 10–20% of problems on the
test set on average, in which the hierarchical transformer achieves the best result. Further analysis
(§7) on the output of these models shows that while the proposition synthesis task is hard, the neural
models can indeed capture mathematical reasoning. We find that the embeddings of closely related
1https://www.isa-afp.org
2Tactic-oriented tasks are usually more primitive so each lemma can be split into more data points.
3The dataset will be publicly available at xxxx.
4The code will be released at xxxx.
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Figure 2: Causal environment around even a, where a filled arrow and a dotted arrow, respectively,
refer to implications from a (local) intermediate proposition and a (global) named lemma.
mathematical concepts are close in cosine space; models can reason about the relation between set,
subset, and member, and more complicated multi-step reasoning that is even difficult for humans to
follow.
2 Technical Background
Most proof assistants support tactics (e.g., clarsimp, elim and drule in Fig. 1, right) that transform
proof states. A conjecture is considered mechanically proved if a proof state starting with the
conjecture itself has been transformed, by a sequence of tactics, into a state with no subgoals left.
Therefore, as has been shown, a tactic proof is a sequence of tactics optionally with some arguments
(see Appendix A for additional details).
Declarative proofs emulate prose proofs by focusing on intermediate propositions. They differ from
the prose ones in that all claims require explicit justifications. These justifications can be found
automatically by Sledgehammer [7], which internally invokes automatic theorem provers [4, 9, 41].
When automatic justifications fail, users can open another proof block (e.g., line 8-12 in Fig. 1) and
provide extra intermediate propositions.
3 The IsarStep Task
In order to imitate human mathematical reasoning, we focus on the synthesis of intermediate proposi-
tions in declarative proofs using machine learning, a different approach from prior works on tactic
synthesis [3, 37, 43, 53]. We mined a dataset of mechanised declarative proofs from the AFP and the
Isabelle/HOL [38] standard library and defined a proposition generation task: the IsarStep.
Key to high-level mathematical reasoning is to bridge the gap in causal relations using intermediate
propositions. For example, in the
√
2 proof, the proposition even a is conjectured to fill in the gap
between 2 * b2 = a2, a = 2 * c and False (see Fig. 2, which was extracted from highlighted parts
in Fig. 1, left). Deriving False also requires two other local propositions, coprime a b and even
b, and justifying even a requires three library lemmas (dvd_triv_left, power2_eq_square and
even_mult_iff ), which were found by Sledgehammer. In this case, even a is the target proposition
while other surrounding propositions and lemmas form the context.
In our defined IsarStep task, each example is formed by five parts:
F.1 a target proposition (e.g. even a ),
F.2 a set of used local propositions to derive F.1 (e.g. 2 * b2 = a2),
F.3 a set of local propositions derived from the target proposition F.1 (a = 2 * c and False ),
F.4 other local propositions and (global) lemmas used to justify F.3 (even b and coprime a b ),
F.5 a set of used (global) lemmas to justify F.1 (e.g. dvd_triv_left ).
We want to synthesise F.1 given F.2 – F.4 with F.5 optional: the named lemmas in F.5 are common
knowledge and can be used as additional hints. The propositions are generated as a sequence of
tokens and therefore the search space is Σ∗: search over 28K actions (§4.3, vocabulary size for
seq2seq models) at every timestep without a predefined maximum output length. IsarStep can be
considered as single step reasoning, which can be repeated to sketch more complex proofs. This task
provides a vehicle for machine learning models to imitate causal reasoning in mathematics.
3
4 Dataset Preprocesssing and Statistics
The mined raw dataset has long propositions and a large number of unique tokens. To alleviate
the performance deterioration of machine learning models due to the aforementioned problems, we
propose tricks to preprocess the raw dataset, including free variable normalisation and removing
unnecessary parentheses, which substantially reduce the sequence lengths and vocabulary size.
4.1 The Logic and Tokens
The core logic of Isabelle/HOL is simply-typed λ-calculus with de Bruijn indices for bound variables
[49, Chapter 2.2]. A local proposition or a (global) lemma/theorem is essentially a term in the
calculus. As types can be inferred automatically, we drop types in terms (to reduce the size of the
vocabulary) and encode a term as a sequence of tokens that include lambda term constructors: CONST,
FREE, VAR, BOUND, ABS (function abstraction), and $ (function application). Additionally, parentheses
have been used in the sequence to represent the tree structure. To give an example, we encode the
proposition even a as the following sequence of tokens separated by a white space:
CONST HOL.Trueprop $ ( CONST Parity.semiring_parity_class.even $ FREE <X0> )
where CONST HOL.Trueprop is a boilerplate function that converts from type bool to prop ;
CONST Parity.semiring_parity_class.even is the even predicate; FREE <X0> encodes the
Skolem constant a in even a. Since a is a user-introduced local constant that can be arbitrary, we
normalised it to the algorithmically generated name <X0> in order to reduce the vocabulary size (see
§4.2).
Overall, every local proposition and global lemma/theorem is encoded as a sequence of tokens, and
can be mostly decoded to the original term with type inference.
4.2 Free Variable Normalisation
Due to Isabelle’s use of de Bruijn indices, bound variables have already been normalised: ∀ x. P x
is no different from ∀ y. P y, as both x and y are encoded as BOUND 0. However, arbitrary variable
names can be introduced by the command fix in declarative proofs or unbounded variables in lemma
statements (e.g. False =⇒ P and False =⇒ Q are semantically equivalent but with different free
variables). To reduce the vocabulary size here, we normalised these free variables like the bound ones.
For example, False =⇒ P would be normalised to False =⇒ <V0> as P is the first free variable in
the proposition. Such normalisation reduced the vocabulary size by one third. The normalisation
preserves the semantics, and we can always parse a normalised term back under a proper context.
4.3 Statistics
We have mined a total of 850K data points for IsarStep. We removed examples in which the length of
the concatenation of the source propositions, i.e. F.2 – F.4 in §3, longer than 800 and the length of the
target propositions, i.e. F.1 in §3, longer than 200, which results in approximately 665K examples.
From these examples we randomly sampled 8000 examples for validation and 8000 examples for
testing. We removed duplicates and those whose target propositions exist in the training data. The
final dataset split is 609K, 4143, 4145 for the training, validation, and test sets, respectively. The
vocabulary size is 28,370.
5 Model
We define x = [x1,x2, . . . ,xI ] as the sequence of source propositions with I propositions, and
y = (y1, y2, . . . , yN ) as the target proposition containing N tokens. Let xi = (xi1, x
i
2, . . . , x
i
M )
represent the ith proposition in the set, consisting ofM tokens. Each source proposition xi belongs to
a category F.2 – F.4 defined in §3. We annotate the category corresponding to xi as Ci and therefore
the sequence of categories corresponding to x is C = [C1, C2, . . . , CI ]. The generation of a target
proposition y is determined by finding the proposition yˆ, where p(yˆ | x,C) is optimal,
yˆ = arg max
y
p(y | x,C). (1)
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Figure 3: Architecture of the encoder of the hierarchical transformer (HAT). There are two types of
layers, the local layers model the correlation between tokens within a proposition, and the global
layers model the correlation between propositions. The input to the network is the sum of the token
embedding, the positional information, and the embedding of the corresponding category.
We propose two approaches to parameterising the conditional probability p(y | x,C), which differ
in the way of modelling the sequence of source propositions. The first method is simply appending
a label to each source proposition indicating their category and then concatenating the source
propositions using a special token <SEP>, treating the resulting long sequence as the input to a
seq2seq model.
Our second approach models the encoding of source propositions hierarchically. As shown in
Fig. 3, the encoder has two types of layers. The local layers build the proposition representations by
modelling the correlations of tokens within each proposition; the global layers take the proposition
representations as input and model the correlations across propositions. Both the local layers and
global layers are transformer layers [46]. Positional information is encoded separately for different
source propositions. That is, suppose x1 has M tokens, then the position of the first token in x2 is
not M + 1 but 1. The embedding of a token xim is obtained by adding the token embedding, the
positional information, and the embedding of the category that the proposition xi belongs to. The
category embedding is learnt together with the rest of the network. We call this model the hierarchical
transformer (HAT). Intuitively, HAT models the structure of the source propositions more explicitly
compared to the first approach and therefore should be better at capturing mathematical reasoning
between source and target propositions. We will validate our hypothesis in §6.
6 Experiments
We benchmark three models on IsarStep (§3), namely the seq2seq model with attention (RNNSearch)
[2, 52], transformer [46], and hierarchical transformer (HAT). The input to the RNNSearch and the
transformer is a concatenation of source propositions (the first parameterisation approach described
in §5). We train these models with the same training data and report their performance on test sets.
6.1 Experimental Setup
For RNNSearch5 [2, 52], we use 2-layer LSTMs [20] with 512 hidden units and 0.2 dropout rate.
The hyperparameters for training the transformer6 are the same as transformer base [46], i.e. 512
hidden size, 2048 filter size, 8 attention heads, and 6 layers for both the encoder and decoder. The
hyperparameters for HAT are the same, except that the number of local context layers is 4 and global
context layers is 2. We share the source and target token embeddings for all the three models. We
use beam search decoding with beam size 5 (for top1 accuracies) and 10 (for top10 accuracies). The
configurations for different models are the best ones we found based on validation performance. We
train these models for 100K steps and pick the checkpoint with the best BLEU on the validation set
to evaluate on the test set. Training the transformer and HAT takes 48 hours on 4 Tesla-V100 GPUs.
5Codebase: https://github.com/tensorflow/nmt
6Codebase: https://github.com/THUNLP-MT/THUMT/tree/pytorch
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Table 1: Test set accurarcies on the IsarStep task. We report mean accuracies over 3 runs (standard
deviations in parentheses).
Model Top-1 Acc. Top-10 Acc.
Base +F.5 Base +F.5
RNNSearch 10.50 (0.14) 12.33 (0.25) 22.86 (0.61) 26.64 (0.29)
Transformer 17.30 (0.08) 17.63 (0.32) 28.33 (0.54) 28.63 (0.45)
HAT 20.10 (0.35) 21.10 (0.33) 33.03 (0.47) 34.53 (0.17)
6.2 Results
We consider an output sequence as correct if it matches the target sequence exactly at surface form.
The top-1 accuracy is then defined as the percentage of the best output sequences that are correct in
the given dataset. The top-10 accuracy is defined as the percentage of target sequences appearing
in the top 10 generated sequences. Table 1 presents the results of different models for the IsarStep
task. We report mean accuracies over 3 runs (standard deviations in parentheses). Overall, the neural
seq2seq models achieve around 10–20% top-1 accuracies and 22–34% top-10 accuracies, which
indicates that this task is non-trivial and yet not too difficult for neural networks. Of the three models,
the transformer [46] outperforms the RNNSearch [2, 52] significantly and our HAT performs best. As
mentioned in §3, adding F.5 is optional and is conjectured for better performance due to exploiting
used lemmas explicitly. We experimented both cases and found adding this extra information indeed
leads to further improvement.
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Figure 4: Accuracy of differ-
ent target sequence lengths.
To explore how well models perform on examples with various target
sequence lengths, we categorise the examples on the IsarStep test
set into 5 buckets based on their lengths and calculate the accuracies
for different buckets. As shown in Fig. 4, the accuracies of all three
models decrease as the target sequence lengths get longer. HAT is
superior over the transformer on sequences shorter than 120 but is
on par with the transformer for longer ones.
We subsequently investigate the effect of incorporating the category
information for source propositions into the models by removing
the category embedding for the input to the HAT encoder (Fig. 3),
i.e. we are now modelling p(y | x) instead of p(y | x,C). We
see a dramatic drop in accuracy: 14.6 versus 20.1 obtained by the
HAT with category embedding included, indicating the importance
of category information. This is in line with human proofs: without
causal relations, gap-filling intermediate propositions serve no purpose.
7 Analysis
In this section, we present an in-depth analysis of what has been learnt by the neural network models.
To summarise our findings: 1) the seq2seq models can learn the syntax of propositions correctly; 2)
the learned token embeddings are comprehensive in that related mathematical concepts are close
in cosine space; 3) manual inspection of the generated propositions reveal that models can learn
non-trivial mathematical reasoning and even more complicated multi-step reasoning.
Token Embeddings To investigate whether the seq2seq models have learnt mathematical reason-
ing, we checked whether the learnt token embeddings were meaningful. We first projected the learnt
embeddings for all the tokens in the vocabulary into a three-dimensional space via principal compo-
nent analysis and chose random tokens and checked their 50 nearest neighbours in cosine distance.
We found that the embeddings of related concepts in mathematics were close, indicating that the
models have managed to learn the relations between mathematical concepts — the basic step towards
reasoning mathematically. For example, in Fig. 5, the neighbours of ‘Borel measurable’ are mostly
measure theory related including ‘almost everywhere’, ‘integrable’, and ‘null set’, while ‘arrow’
is close to ‘isomorphism’ (EpiMonoIso.category.iso), ‘identity’(Category.partial_magma.ide), and
‘inverse arrow’(EpiMonoIso.category.inv), which are concepts in category theory. Additionally, vector
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arithmetic also seems to connect related mathematical definitions: for example, the three closest
tokens next to ‘bounded’ + ‘closed’ are ‘bounded’,‘closed’, and ‘compact’, where compactness can
be alternatively defined as boundedness and closedness (on a Euclidean space).
Attention Visulisations We next investigate how reasoning has been learnt by visualising attentions
from the transformer model [46]. We find that important and related tokens are likely to attend to
each other. For example, Fig. 6 illustrates the visulisation of the last layer of the transformer encoder
for the source propositions F.2: F.3: x70 ∈ x39 F.4: x57 ⊆ x39. The target proposition generated
from the model is x70 ∈ x57. The interpretation of those source propositions is that combining with
(F.4) x57 ⊆ x39 we would like to infer the intermediate step so that the goal x70 ∈ x39 can be proved.
The transformer model gives the correct answer x70 ∈ x57 which implicitly applied the lemma
x ∈ A,A ⊆ B ` x ∈ B (2)
that relates ∈ and ⊆. On the last self-attention layer of the transformer encoder (Fig. 6), ∈ and ⊆
attend to each other. Interestingly, the above reasoning seems robust. If we swap x57 and x39 in
F.4 (i.e., the source is now F.2: F.3: x70 ∈ x39 F.4: x39 ⊆ x57), the answer becomes x70 ∈ x39.
This totally makes sense since (2) no longer applies (despite that ∈ and ⊆ still attend to each other
similarly as in Fig. 6) and x70 ∈ x39 can only be discharged by proving itself.
Multi-Step Reasoning By further inspecting the generated propositions, we find that the model
can implicitly invoke multiple theorems as humans normally do. While this property can be found in
quite a few examples, here we show one of them due to the limited space. We refer the readers to the
appendix for more examples. Given the source F.2: dim(span(x0)) ≤ card(x2) F.3: card(x2) =
dim(x0) F.4: card(x2) ≤ dim(x0), finite(x2), where dim, span and card refer to the dimensionality,
the span, and the cardinality of a set of vectors, respectively, and the model gives the correct answer
dim(x0) ≤ card(x2). Here, dim(x0) ≤ card(x2) is derived by dim(span(x0)) ≤ card(x2) only
if the model has implicitly learned the following theorem ` dim(span(S)) = dim(S), while
dim(x0) ≤ card(x2) yields card(x2) = dim(x0) (in conjunction of card(x2) ≤ dim(x0)) only if
the model has implicitly invoked the antisymmetry lemma x ≤ y, y ≤ x ` x = y.
Understandable Mistakes Surprisingly, some of the incorrect answers given by the transformer
model still make sense. For example, given the source F.2: ∃x ⊆ x5(x8). x 6= {} ∧ x ⊂x0 x5(x8)
F.3: x9 = {x10} F.4: x5(x8) = {x10}, x10 ∈ x5(x8), x10 ∈ x9, where ⊂x0 is a special binary
relation on finite sets. The target answer is x9 ⊆ x5(x8) where x9 is a new fixed variable introduced
by the existential proposition in F.2. The target is a valid answer because it can obviously be derived
from F.2 and combined with propositions in F.4 to derive F.3: putting together x9 ⊆ x5(x8) = {x10}
and x10 ∈ x9 yields x9 = {x10}. The model gives an alternative derivation of F.2: x9 ⊂x0 x5(x8),
which can still be related to F.3 by a property of ⊂x0 : A ⊂R {x} ` x 6∈ A. Applying this property to
x9 ⊂x0 x5(x8) = {x10} yields x10 6∈ x9, which, in conjunction with x10 ∈ x9, leads to x9 = {x10}.
In this particular example, the model might just have chosen a less straightforward step to bridge the
gap between F.2 and F.3.
Failures Some of the incorrect answers appear related to the difficulty of modelling fixed and
unbounded variables (e.g. x10 and v2), whose distributed representation vary from context to
context (unlike global constants like ‘Borel measurable’). For example, consider the source F.2:
F.3: poly(xx21 ) = poly(x3) F.4:, where the function poly takes a polynomial p and a value a,
and returns the evaluation p(a). To derive the equality between two functions in F.3, we natu-
rally invoke functional extensionality and try to prove these two functions are equal on all inputs:
poly(xx21 , v0) = poly(x3, v0), as suggested by the reference answer. Here, the reference answer
introduces a new variable v0 that does not appear in the source, which probably causes problems to
our model that instead gives a non-sensible answer: v0 ∈ {} → ∃x. x1(v0, x).
8 Related Work
Our work and the recent abundant work in tactic synthesis on Coq [43, 53], HOL Light [3, 37], and
HOL4 [13] are complementary. A key limitation in existing work is that the tactic arguments can only
be a previously proved lemma, a small integer (e.g., within [−10, 10]) or a sub-term from the proof
state; an arbitrary proposition/term as an argument is beyond the power of current tactic synthesis
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Figure 5: Nearest neighbours of the tokens ‘Borel measurable’ (left) and ‘arrow’ (right) in cosine
space. The 512-dimensional embeddings are projected into 3-dimensional embeddings. Neighbours
are found by picking the top 50 tokens whose embeddings are closest to the selected token.
Figure 6: Attention visualisation of the last layer of the transformer encoder for the source propositions
F.2: F.3: x70 ∈ x39 F.4: x57 ⊆ x39. The generated target proposition is x70 ∈ x57.
frameworks. This limitation prohibits current frameworks from synthesising the tactic-based proof
in Fig. 1 due to its introduction of arbitrary propositions (via the subgoal_tac tactic). The ability
to synthesise intermediate propositions can well complement current tactic synthesis frameworks.
In the meantime tactic synthesis can be used to justify proposed intermediate propositions, which
complements the Sledgehammer command we used in §2. Finally, our dataset is larger than previous
ones in terms of the number mechanised lemmas, but it is not yet an interactive environment like
CoqGym [53] or HOList [3].
A classic machine learning task for theorem proving is premise selection: to select a few lemmas
that are likely to be useful for the current proof from a large library of previously proved lemmas.
Various methods have been used for this task, ranging from hand-crafted features and distance
functions [21, 35], to classic machine learning methods like Naive Bayes [1, 7, 28], and recently to
deep learning based approaches [23, 34]. Premise selection is a classification problem, whereas our
proposition generation task is a generation problem with a countably infinite search space.
Sequence generation tasks have been proposed for mathematical reasoning [30, 44]. Our task is
different from the previous ones in the sense that ours is non-synthetic, with realistic vocabulary size
(i.e., 28K vs. less than 100) and cover various topics in research-level mathematics and computer
science that have no general algorithmic solutions.
Synthesising conjectures [24, 31, 54] have been explored before, but mostly not learning-based and
limited to specific domains (e.g. in inductive proofs): propositions are enumerated against some
grammars or templates, and then checked by automatic theorem provers. Numerous heuristics have
been invented to make the enumeration process tractable. Statistical conjecture synthesis based
on substitution has been explored in Metamath [47] and earlier in Mizar [12]. In comparison,
propositions in our work are synthesised purely from input tokens (without referring to semantic
operations like substitution).
Seq2seq models have been used by Wang et al. [48] to map informal LATEX source to mathematical
statements in the Mizar system.
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9 Conclusion
We have defined a novel proposition generation task on a large-scale dataset mined from mechanised
declarative proofs. We have benchmarked existing seq2seq models on this dataset and their perfor-
mance shows their impressive reasoning capability despite the difficulty of the task. To further push
the limit, we proposed HAT — a novel hierarchical adaptation of the transformer — that outperforms
the transformer baseline by a large margin. The dataset is of significance both to the proof assistant
community (for promoting automation) and to the machine learning community (for benchmarking
the reasoning capability of new models).
10 Broader Impact
In the short term, proof assistants are mainly used to ensure rigorous reasoning and build trust: mathe-
maticians (software engineers) can confidently build their proofs (systems) on top of formally verified
ones without worrying about fatal errors. Our research will facilitate the laborious mechanisation
process. In the long term, advance in effective reasoning within proof assistants will potentially lead
to auto-programming and auto-mathematics. It may be a concern that machines will displace some
engineers and mathematicians. However, we believe that such advance will mainly complement
humans by allowing them to focus on the creative parts and leave routine reasoning being automated
by machine learning algorithms.
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apply (elim Rats_abs_nat_div_natE)
apply (drule arg_cong[where f="λx. x * x"])
…
…
Figure 7: Proof state transition after applying tactics
Figure 8: A proved lemma in the library of Isabelle/HOL claiming that given a rational number x
there exists a coprime pair of natural numbers m and n such that n 6= 0 and | x |= m/n.
A From Tactic Proofs to Declarative Ones
Figure 9: Tactic-style proof of the irrationality of
√
2 in HOL Light (left) and Coq (right)
In the early days of proof assistants [17], people were generally concerned whether a theorem can be
mechanically checked, which is essentially a process of transforming the proof state until all subgoals
have been discharged. Tactics, due to their direct access to proof states and their programmable nature
(i.e., primitive tactics can be easily composed into sophisticated ones), have become the building
blocks of most proof assistants.
To illustrate the interaction between tactics and proof states, we briefly examine the tactic proof of the
irrationality of
√
2 in Isabelle/HOL. Given the statement theorem "sqrt 2 /∈ Q", the initial proof
state is the conjecture itself – sqrt 2 /∈ Q. We then consider to deploy a proof-by-contradiction
strategy and applied the clarsimp tactic (see Fig. 7), which transformed the state to sqrt 2 ∈ Q
=⇒ False (i.e., assuming
√
2 is rational, we want to derive false). To utilise the assumption, we
find a relevant lemma called Rats_abs_nat_div_natE in the library (see Fig. 8), and then update the
state by applying the elim tactic argumented with this found lemma. The resulted state requires us to
derive false with fixed coprime natural numbers m and n such that n 6= 0 and
|
√
2 |= m
n
. (3)
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Subsequently, we square both sides of (3) by invoking another tactic drule with the argument
arg_cong[where f="λx. x * x"], and obtain a new state. We repeat this process until we reach
a state with no subgoal left, and the final mechanised proof is a sequence of tactics possibly with
arguments as displayed in §2.
The proof of the irrationality of
√
2 is also available in other tactic-based proof assistants includ-
ing HOL Light7 and Coq8 (see Fig. 9). The proof scripts are similar to the tactic-based ones in
Isabelle/HOL except that tactic combinators (which combines several tactics to produce a new one)
are used more heavily.
In general, a tactic proof can be viewed as a sequence of commands issued to the proof assistant
instructing how the proof state should be transformed. In this case, people are mainly interested in
the theorem being checked leaving the proof itself like incomprehensible machine code.
Pioneered by the Mizar system [42], it has been realised that a human-oriented declarative proof can
become an object of interest itself. The declarative feature (i.e. focusing on intermediate propositions)
was then incorporated into other systems including HOL Light [51], Isabelle [50], and Coq [15].
Nowadays mechanised proofs are developed in a mixed manner: tactic-style parts are for finely
controlling the proof state (like an assembly language), and declarative parts are for sketching high-
level reasoning (like the Python language). Nevertheless, due to technical (e.g. automation) and
cultural reasons, proof style varies from one system to another. Proofs in Isabelle and Mizar are
arguably much more declarative than that in other systems — this is in contrast to HOL Light, where
most of its proofs are of tactic style despite having a declarative mode.
B Examples of correct synthesises
In this section, we present some correctly synthesised propositions which will be labelled as F.1 in
each case.
F.1 :
additive(Ax1 , µx0) (4)
F.2 :
subalgebra(x0, x1) (5)
F.3 :
measure_space(Xx0 ,Ax1 , µx0) (6)
F.4 :
σ(Xx0 ,Ax1) (7)
positive(Ax1 , µx0) (8)
measure_space(v1, v0, v2) = (σ(v1, v0) ∧ positive(v0, v2) ∧ additive(v0, v2)) (9)
Here, x0 and x1 are measure spaces. For a measure space y, Xy ,Ay , and µy are the three components
of y (i.e., y = (Xy,Ay, µy)), where Xy is the carrier set, Ay is a collection of subsets on Xy , and µy
is a measure defined onAy . Eq. (5)⇒ (4): x1 being a subalgebra of x0 (i.e., (5)) impliesAx1 ⊆ Ax0 ,
so that µx1 in additive(Ax1 , µx1) (i.e., µx1 is countably addictive on Ax1 which is implied by x1
being a measure space) can be substituted with µx0 which yields (4). Eq. (4)⇒ (6): deriving (6)
requires unfolding the definition of measure spaces (i.e., (9)), which requires v0 is a sigma algebra
on v1, the measure v2 is non-negative on v0, and v2 is countably additive on v0. Two of the three
requirements have already been satisfied by (7) and (8) respectively, while (4) entails the last one and
eventually leads to (6).
7Example available from https://github.com/jrh13/hol-light/blob/master/100/sqrt.ml
8Example available from https://coq.inria.fr/distrib/8.2/contribs/QArithSternBrocot.
sqrt2.html
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F.1 :
Bseq(λx. x2(x)x
x
0) (10)
F.2 :
Cauchy(λx. x2(x)x
x
0) (11)
F.3 :
∀x. | x2(x)xx0 |≤ x3 (12)
x3 > 0 (13)
F.4 :
Bseq(v0) = (∃x > 0.∀y. | v0(y) |≤ x) (14)
Eq. (11)⇒ (10): a Cauchy sequence is naturally a bounded sequence (i.e., Cauchy(x) ` Bseq(x)).
Eq. (10)⇒ (12 - 13) by unfolding the definition of bounded sequences (i.e., (14)).
F.1 :
x29 6∈ path_image(x7) (15)
F.2 :
x29 ∈ proots(x0)− proots_within(x0,box(x1, x2)) (16)
path_image(x7) ∩ proots(x0) = {} (17)
F.3 :
x29 6∈ cbox(x1, x2) (18)
F.4 :
cbox(x1, x2) = box(x1, x2) ∪ path_image(x7) (19)
x29 ∈ proots(x0)− proots_within(x0,box(x1, x2)) (20)
Here, path_image(x7) is the image of the path function x7 on the interval [0, 1]; proots(x0) and
proots_within(x0, S) are, respectively, the roots of a polynomial x0 and the roots (of x0) within a
set S; box(x1, x2) = {x | x1 < x < x2} and cbox(x1, x2) = {x | x1 ≤ x ≤ x2} are (bounded)
boxes on an Euclidean space. Eq. (16 - 17) ⇒ (15): x29 is a root of x0 (by (16)) that does not
intersect with the path of x7 (i.e., (17)). Eq. (15)⇒ (18): combining with (19), (18) is equivalent to
x29 6∈ box(x1, x2) ∧ x29 6∈ path_image(x7), which follows from joining (20) with (15).
F.1 :
x4(2x10)
x4(x10)
≤ x9 (21)
F.2 :
x9 = Max
{
x4(2y)
x4(y)
| y ≤ x8
}
(22)
x10 ≤ x8 (23)
F.3 :
x4(2x10) ≤ x9x4(x10) (24)
F.4 :
0 < x4(x10) (25)
Eq. (22 - 23)⇒ (21): (23) implies
x4(2x10)
x4(x10)
∈
{
x4(2y)
x4(y)
| y ≤ x8
}
,
hence (21) by the definition of Max. Eq. (21) ⇒ (24) by arithmetic and the positivity of the
denominator (i.e., (25)).
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F.1 :
lim
x→∞(x4(x)− x5(x)) = pi (26)
F.2 :
lim
x→∞x5(x) = −
pi
2
(27)
lim
x→∞x4(x) =
pi
2
(28)
F.3 :
lim
x→∞
(
x4(x)− x5(x)
2pi
)
=
1
2
(29)
F.4 :
Both (27 - 28)⇒ (26) and (26)⇒ (29) can be derived from limit arithmetic.
F.1 :
|ix0 +
√
1− x20| = 1 (30)
F.2 :
|ix0 +
√
1− x20|2 = 1 (31)
F.3 :
=(arcsin(x0)) = 0 (32)
F.4 :
=(arcsin(v0)) = − ln(|iv0 +
√
1− v20 |) (33)
e−v0 = 1/(ev0) (34)
Eq. (31)⇒ (30) by arithmetic. Eq. (30)⇒ (32):
=(arcsin(v0)) = − ln(|iv0 +
√
1− v20 |) = − ln 1 = 0.
F.1 :
x4 = x10[x12] (35)
F.2 :
∀x. x3 = x6[x] ∧ x < len(x6) −→ x4 = x10[x] (36)
x3 = x6[x12] (37)
x12 < len(x6) (38)
F.3 :
x4 = x7[x11] (39)
F.4 :
x7 = x9#x10 (40)
x12 < len[x6] (41)
x11 = x12 + 1 (42)
Here, x10[x12] refers to the x12th element in the list x10; len is the length function on a list; x9#x10
is a list where the element x9 is concatenated to the front of the list x10. Eq. (36 - 38)⇒ (35) by
instantiating the quantified variable x in (36) to x12 and combining with (37 - 38). Eq. (35)⇒ (39):
x4 = x10[x12] = (x9#x10)(x12 + 1) = x7[x11].
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Figure 10: Distribution of source and target sequence lengths for the IsarStep task.
C Distribution of Sequence Lengths
Fig. 10 shows the distribution of the source and target sequence lengths. The source sequence is a
concatenation of the source propositions.
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