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In the standard geometric approach to a measure of entanglement of a pure state, sin2 θ is used,
where θ is the angle between the state to the closest separable state of products of normalized qubit
states. We consider here a generalization of this notion to separable states consisting of products of
unnormalized states of different dimension. In so doing, the entanglement measure sin2 θ is found
to have an interpretation as the distance between the state to the closest separable state. We also
find the components of the closest separable state and its norm have an interpretation in terms of,
respectively, the eigenvectors and eigenvalues of the reduced density matrices arising in the Schmidt
decomposition of the state vector.
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I. INTRODUCTION
With recognition of its role as a resource in quantum computing [1], the nature of entanglement in quantum systems
is a problem of much current interest [2, 3, 4]. Of particular importance is a quantitative measure of entanglement [5];
two of the more commonly used measures, depending on the context, are the von Neumann entropy, based on reduced
density matrices [2], and a geometric measure, based on the distance to the nearest product state [6, 7, 8, 9, 10].
The use of the von Neumann entropy as a measure of entanglement can be understood in the framework of the
Schmidt decomposition [1, 11, 12, 13, 14, 15]. Consider a pure state |ψ〉 in an n-dimensional Hilbert space, assumed to
be normalized: 〈ψ|ψ〉 = 1. Let us then decompose the system into an u-dimensional subsystem, A, and a v-dimensional
subsystem, B, such that n = uv. For a basis |i〉 of A and |j〉 of B we can write |ψ〉 as
|ψ〉 =
u−1∑
i=0
v−1∑
j=0
γij |i〉 ⊗ |j〉 (1)
for some complex coefficients γij . However, the Schmidt decomposition states that there exists a basis |αi〉 for A and
|βj〉 for B such that |ψ〉 can be expressed as a single summation:
|ψ〉 =
min(u−1,v−1)∑
k=0
√
pk |αk〉 ⊗ |βk〉 (2)
where the Schmidt coefficients satisfy
∑
k pk = 1. The existence of this decomposition follows from the singular value
decomposition of the matrix of coefficients γij |i〉 ⊗ 〈j|, and can be related to the reduced density matrices formed by
tracing out one of the subsystems of the density matrix ρ = |ψ〉〈ψ|:
ρA = TrB(ρ) =
∑
k
pk |αk〉〈αk|
ρB = TrA(ρ) =
∑
k
pk |βk〉〈βk| (3)
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2by which one can see that αk are the eigenvectors of ρA = TrB(ρ) and βk are the eigenvectors of ρB = TrA(ρ). The
spectrum of eigenvalues of ρA and ρB , which are the same, can be used to quantify the degree of entanglement of |ψ〉
due to the fact that, for a separable state, only one non–zero eigenvalue is present. In this context K = 1/
∑
k p
2
k,
which satisfies K ≥ 1, is often considered; another commonly used measure is the von Neumann entropy:
S = −Tr (ρA ln ρA) = −Tr (ρB ln ρB) = −
∑
k
pk log2 pk (4)
On the other hand, in the geometric approach to measuring entanglement, one considers the distance from a
n–dimensional pure state |ψ〉 = ∑n−1i=0 χpi |e(i)pi 〉 to a separable state
|φ〉 = ⊗n−1i=0 |φ(i)〉 =
∑
pi
c(i)pi |e(i)pi 〉 (5)
where i = 0, 1, . . . , n− 1. The states |φ(i)〉 here are assumed to be normalized: 〈φ(i)|φ(i)〉 = 1. Minimizing ||φ〉− |ψ〉|2
results in the non–linear eigenvalue equations:∑
p0···p̂i···pn−1
χ∗p0···pn−1c
(0)
p0 · · · ĉ(i)pi · · · c(n−1)pn−1 = Λc(i)∗pi (6)
where the eigenvalue Λ is the Lagrange multiplier enforcing 〈φ(i)|φ(i)〉 = 1 and ̂ means omission. The eigenvalues Λ
can be shown to lie in the range −1 ≤ Λ ≤ 1, and so are interpreted as the cosine of the angle between |φ〉 and |ψ〉;
this can be seen by multiplying Eq. (6) by c(i)pi and summing over i. A measure of entanglement is then taken to be
1− Λ2max, where Λmax corresponds to the eigenvalue determined from Eq. (6) of the closest separable state.
In this paper we show that if one uses unnormalized separable states in a geometric measure of entanglement,
the norm of the closest separable state can be related to both the distance between and to the angle between the
separable and target states; this will provide a natural interpretation of the entanglement measure 1 − Λ2max as the
distance to the closest separable state. As well, by considering the geometric measure in arbitrary dimensional spaces,
a connection can be established between the basis states and eigenvalues of the Schmidt decomposition of the state
and the components and norm of the closest separable product state used in this geometric approach.
II. OPTIMUM EUCLIDEAN DISTANCE
In this section we describe the geometric measure of entanglement we shall use based on finding the extrema of the
distance to a separable state. For this, we consider an n–dimensional pure state |ψ〉 = ∑n−1i=0 χpi |e(i)pi 〉. We split the
n–dimensional space into subspaces A,B,C, . . . of dimension u, v, . . ., and consider the separable state
|φ〉 = |A〉 ⊗ |B〉 ⊗ |C〉 ⊗ . . . =
u−1∑
i=0
ai|e(i)A 〉 ⊗
v−1∑
j=0
bj |e(j)B 〉 ⊗
w−1∑
k=0
cj |e(k)C 〉 ⊗ . . . (7)
The state |φ〉 is not assumed to be normalized. We now form the distance from the state |ψ〉 to such a separable state:
D2 = ||φ〉 − |ψ〉|2 =
u−1∑
i=0
v−1∑
j=0
w−1∑
k=0
· · ·
(a∗i b∗jc∗k . . .− χ∗ijk···) (aibjck . . .− χijk···) (8)
where ai, bj , . . . are the coordinates in the appropriate spaces, and optimize this distance with respect to the coordinates
of |A〉, |B〉, . . .:
∂D2
∂ai
= 0 ⇒ a∗iNBNC . . . =
v−1∑
j=0
w−1∑
k=0
· · ·
 bjck . . . χ∗ijk...
∂D2
∂bj
= 0 ⇒ b∗jNANC . . . =
(
u−1∑
i=0
w−1∑
k=0
· · ·
)
aick . . . χ
∗
ijk...
∂D2
∂ck
= 0 ⇒ c∗kNANB . . . =
u−1∑
i=0
v−1∑
j=0
· · ·
 aibj . . . χ∗ijk...
... (9)
3where NA =
u−1∑
i=0
a∗i ai, NB =
v−1∑
j=0
b∗j bj , and so on. Except in special cases these non–linear equations must be solved
numerically. However, from Eq.(9), one can show
NANBNC . . . =
u−1∑
i=0
v−1∑
j=0
w−1∑
k=0
· · ·
 aibjck . . . χ∗ijk... (10)
and hence, at the critical points,
〈φ|ψ〉 = NANBNC . . . = 〈ψ|φ〉 (11)
Using 〈ψ|ψ〉 = 1 and 〈φ|φ〉 = NANBNC . . ., we find that, at the critical point, the angle between |φ〉 and |ψ〉 is
cos θC =
〈ψ|φ〉√〈φ|φ〉√〈ψ|ψ〉
∣∣∣∣∣
critical
=
√
NANBNC . . . (12)
and the distance D2 is
D2C = 1−NANBNC . . . = sin2 θC (13)
Consistency of the above requires NANBNC . . . ≤ 1. This can be done using the Cauchy–Schwartz inequality:
|〈φ− ψ|φ〉|2 ≤ 〈φ− ψ|φ− ψ〉〈φ|φ〉 (14)
Using 〈φ|φ〉 = NANBNC · · · and the definition D2 = 〈φ− ψ|φ− ψ〉, this then implies
NANBNC · · ·D2 ≥ |〈φ|φ〉 − 〈ψ|φ〉|2 (15)
At the extremal points we have 〈ψ|φ〉 = NANBNC · · · and D2 = 1−NANBNC · · ·, and so we can conclude
1−NANBNC · · · ≥ 0⇒ NANBNC · · · ≤ 1 (16)
The preceding has a close connection to the results of the entanglement measure using a normalized separable state;
indeed, rewriting Eqs. (9) for the unnormalized separable state in terms of variables a˜i = ai/
√
NA, b˜j = bj/
√
NB , etc.
formally leads to the relations of Eq. (6), with the eigenvalue Λ identified with
√〈φ|φ〉 = √NANBNC . . .. This makes
for a simple geometrical interpretation of the results of using unnormalized and normalized separable states indicated
in Fig. (1). Both the approach of Eq. (6) using normalized separable states and that of Eq. (9) using unnormalized
states lead to the same angle cos θC = Λ =
√
NANBNC . . . of Eq. (12). The corresponding distances differ, however.
Using unnormalized separable states |φ〉, the distance of Eq. (13) is
D2 = 〈φ− ψ|φ− ψ〉 = 1−
(√
〈φ|φ〉
)2
= 1− cos2 θC , (17)
On the other hand, using normalized separable states |φN 〉, the corresponding distance is
D2N = 〈φN − ψ|φN − ψ〉 = D2 +
(
1−
√
〈φ|φ〉
)2
= 2(1− cos θC). (18)
Thus, in the approach using unnormalized separable states, the use of 1−cos θ2C = sin θ2C as the entanglement measure
can be interpreted as the distance to the closest separable state.
III. SCHMIDT DECOMPOSITION
As mentioned in the previous section, the equations of (9) determining the extremal points of the distance to the
closest separable state are non–linear. One of the special cases for which a closed–form solution exists is when the
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FIG. 1: Geometrical comparison of the entanglement measure using unnormalized (~φ) and normalized (~φN ) separable states
n–dimensional system is decomposed into an u-dimensional subsystem, A, and a v-dimensional subsystem, B, such
that n = uv. In this case the equations decouple to yield
akNANB =
u−1∑
i=0
v−1∑
j=0
χkjχ
∗
ijai
bmNANB =
v−1∑
j=0
u−1∑
i=0
χimχ
∗
ijbj (19)
which, respectively, leads to the product NANB being found as solutions to
det
∣∣∣∣∣∣NANBδki −
v−1∑
j=0
χkjχ
∗
ij
∣∣∣∣∣∣ = 0
det
∣∣∣∣∣NANBδmj −
u−1∑
i=0
χimχ
∗
ij
∣∣∣∣∣ = 0 (20)
This has an interesting correspondence to the Schmidt decomposition of |ψ〉 of Eq. (2). To see this, consider the
density matrix of the pure state |ψ〉:
ρ = |ψ〉〈ψ| =
n−1∑
i=0
n−1∑
j=0
χiχ
∗
j |i〉〈j| (21)
where χi are the coordinates of ψ in the computational basis: |ψ〉 =
∑n−1
i=0 χi|i〉. We decompose the system into a
u-dimensional subsystem, A, and a v-dimensional subsystem, B, such that n = uv, and expand the density matrix
ρ in the orthonormal basis |i〉〈j| = |k〉〈l| ⊗ |q〉〈r|, where each vector is a member of the computational basis in its
respective space. The density matrix then takes the form
ρ =
u−1∑
k=0
u−1∑
l=0
v−1∑
q=0
v−1∑
r=0
χkqχ
∗
lr|k〉〈l| ⊗ |q〉〈r| (22)
where we have reparameterised the χi coordinates as χkq. We now define the partial traces over the two subsystems
as
TrA(ρ) =
u−1∑
t=0
(〈t| ⊗ 1B) ρ (|t〉 ⊗ 1B) (23)
5TrB(ρ) =
v−1∑
t=0
(1A ⊗ 〈t|) ρ (1A ⊗ |t〉) (24)
where 1A and 1B are the identity matrices in the subspaces of A and B, respectively. The reduced density matrix
ρA, defined by tracing out over the subsystem B, can then be written as
ρA = TrB(ρ) =
v−1∑
t=0
u−1∑
k=0
u−1∑
l=0
v−1∑
q=0
v−1∑
r=0
χkqχ
∗
lr|k〉〈l| ⊗ 〈t|q〉〈r|t〉
=
v−1∑
t=0
u−1∑
k=0
u−1∑
l=0
χktχ
∗
lt|k〉〈l| (25)
or, in terms of components,
(ρA)kl =
v−1∑
t=0
χktχ
∗
lt (26)
Similarly, the reduced density matrix ρB , defined by tracing out over the subsystem A, can be written as
(ρB)qr = TrA(ρ) =
u−1∑
t=0
χtqχ
∗
tr (27)
In terms of the reduced density matrices ρA and ρB of Eqs.(26) and (27), we find that the extremal conditions of
Eqs.(19) can be written as
u−1∑
i=0
(ρA)ki ai = NANBak (28)
v−1∑
j=0
(ρB)mj bj = NANBbm (29)
Thus, NANB can be interpreted as the eigenvalues of the reduced density matrices ρA and ρB , with ai and bj being the
corresponding eigenvectors. As discussed after Eq. (2), this then provides a geometric interpretation of the Schmidt
decomposition of |ψ〉: the coefficients ai and bj used in defining the closest separable state are related to the basis
states |αk〉 and |βk〉 of the Schmidt decomposition, with the norm NANB of the closest separable state related to the
Schmidt coefficients pk.
It is interesting to consider the particular case that the n–dimensional space is split into a product of a single qubit
space and another space of dimension u = n/2. In this case, one of the equations of (20) will become a quadratic
equation for the product NANB , with solutions
NANB ≡ µ± = 12
[
1±√1− 4C
]
, C =
u−1∑
j=1
j−1∑
k=0
|χ0jχ1k − χ1jχ0k|2 (30)
The Schmidt decomposition of Eq. (2) in this case becomes
|ψ〉 = √µ+ |α+〉 ⊗ |β+〉+√µ− |α−〉 ⊗ |β−〉 (31)
with µ+ + µ− = 1. Relating the eigenvalues NANB to the cosine of the angle between |ψ〉 and the closest separable
state |φ〉 by Eq. (12), and noting that µ+ is the larger of the two eigenvalues, we find the Schmidt decomposition can
be written as
|ψ〉 = cos θmax |α+〉 ⊗ |β+〉+ sin θmax |α−〉 ⊗ |β−〉 (32)
where cos θmax ≡ µ+. If |ψ〉 was separable we would have sin2 θmax = µ− = 0, and as such this provides a direct
connection between the entanglement measures of 1 − Λ2max = sin2 θC in the geometric approach and the coefficient
sin2 θmax in the Schmidt decomposition.
6This geometric connection can also be made to the generalization of the Schmidt decomposition for multipartite
pure states developed by Partovi [14]. In this approach, one starts with a state |ψ〉 and decomposes it into two
subsystems: one, a qubit space A, and another space (BC . . . Z) representing the remaining dimensions:
|ψ〉 =
∑
ia
√
pAia |ψAia〉 ⊗ |ψBC...Zia 〉 (33)
One then decomposes |ψBC...Zia 〉 into two subsystems: another qubit space B, and another space (CD . . . Z) represent-
ing the remaining dimensions:
|ψBC...Zia 〉 =
∑
ib
√
pBia;ib |ψBia;ib〉 ⊗ |ψCD...Zia;ib 〉 (34)
This process is continued until the last two qubit spaces Y and Z are reached, with the result
|ψ〉 =
∑
iaib...iyz
√
pAiap
B
ia;ib
· · · pY Ziaib...ix;iyz |ψAia〉 ⊗ |ψBia;ib〉 ⊗ · · · ⊗ |ψYiaib...ix;iyz 〉 ⊗ |ψZiaib...ix;iyz 〉 (35)
There is a direct correspondence between each stage of this series of decompositions and a problem involving the finding
of the extremal points of a particular distance in the geometric approach described in the previous section. For example,
at the first stage of Eq. (33), we can consider the distance between |ψ〉 and and a state |φA;BC...Z〉 = |φA〉⊗ |φBC...Z〉:
D2A;BC...Z = 〈ψ −
[
φA ⊗ φBC...Z] |ψ − [φA ⊗ φBC...Z]〉 (36)
where |φA〉 is a qubit state and |φBC...Z〉 encompasses the remaining dimensions. Finding the extremal points of
this distance will result in a system of (linear) equations, as in Eq. (20), determining the components of the state
|φA;BC...Z〉. For the next stage, corresponding to Eq. (34), we can then consider the distance between the state
|φBC...Z〉 and a state |φB;CD...Z〉 = |φB〉 ⊗ |φCD...Z〉:
D2B;CD...Z = 〈φBC...Z −
[
φB ⊗ φCD...Z] |φBC...Z − [φB ⊗ φCD...Z]〉 (37)
where |φB〉 is a qubit state and |φCD...Z〉 encompasses the remaining dimensions. Finding the extremal points of this
distance will again result in a system of linear equations determining the components of the state |φB;CD...Z〉. This
process may be continued until the last two qubit states |φY 〉 and |φZ〉 are reached; at each stage there will be a direct
correspondence between the coefficients used in defining the closest separable state to the basis states of the Schmidt
decomposition, with the norm of the closest separable state related to the corresponding Schmidt coefficients. At the
end, we can then define, in analogy with Eq.(12), the cosine of the critical angle θC as
cos θC =
〈ψ|φ〉√〈φ|φ〉√〈ψ|ψ〉
∣∣∣∣∣
critical
. . . |φ〉 = |φA〉 ⊗ |φB〉 ⊗ · · · |φZ〉 (38)
and then use as a measure of entanglement sin2 θC = 1−cos2 θC . Although this procedure has the advantage compared
to the approach of Section II of resulting in a series of linear equations to solve, compared to the non–linear equations
of Eq. (9), the disadvantage is that the final result depends on the order that the series of decompositions is made:
the sequence ABC . . . Y Z described above will differ from the sequence BC . . . ZA. As such, an approach such as
that of Ref. [14] of a minimization over all permutations of the possible orders of the decompositions must be done.
IV. CONCLUSIONS
We have considered a generalization of the usual geometric measure of entanglement of pure states using the
distance to the nearest unnormalized product state. Although this doesn’t lead to any computational advantages,
as the resulting equations determining the measure are still non–linear in general, this does afford an interpretation
of the standard entanglement measure 1 − Λ2max as the distance to the closest separable state. This also provides a
relationship between the the norm and components of the closest separable state and the coefficients and basis states
of the Schmidt decomposition of the state |ψ〉.
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