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1. INTRODUCTION 
By a Jacobi matrix, we mean a tridiagonal matrix of either finite or infinite dimensions; they have 
been studied extensively in analysis. The infinite-dimensional J cobi matrix serves as a prototype 
of a self-adjoint operator with a simple spectrum; the finite-dimensional one plays an important 
role in areas such as numerical analysis, orthogonal polynomials, and continuous fractions. The 
importance of this matrix, to some extent, is due to its connection with orthogonal polynomials 
of one variable. To be more precise, let # be a nonnegative measure with finite moments and 
d infinite support, and let {Pn( #)}n=0 be the orthonormal polynomials with respect o #, where 
Pn (d#) is a polynomial of degree n. Then it is well known that there exist numbers an, bn E R 
such that {pn(dP)}n= o satisfies a three-term recurrence relation 
xpn(d#) = anPn+l(d#) + bnPn(d#) + an- lPn - l (d#) ,  n ~ O, (1.1) 
where a-1 is defined to be 0. The coefficients an and bn in (1.1) define the associated Jacobi 
matrix 
"b0 a0 © 
J = . (1 .2 )  
al b2 '. 
".. ' .  
Using this notation, equation (1.1) can be formally written as 
Jp(x) = xp(x),  
where p(x) = (po(x ) ,p l (x ) , . . . )T ;  T stands for transposition. Moreover, if we denote the n × n 
matrix of the left upper corner of J by Jn, a Jacobi matrix of dimension , then it is known 
that pn(d#) = det(xIn - .In), where In is the identity matrix. In particular, one important 
consequence is that the zeros of pn(d~t) are the eigenvalues of .In. 
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The word block Jacobi matrix has appeared in matrix theory and numerical analysis for years; 
it usually means a single tridiagonal matrix whose elements are matrices of equal dimension. 
However, the block Jacobi matrices that we shall consider are quite different: they are associated 
with multivariate orthogonal polynomials in the same way as the classical Jacobi matrix is asso- 
ciated to orthogonal polynomials of one variable. They are a family of block tridiagonal matrices 
and are studied as a family; their blocks are of different dimensions. These matrices have only 
recently been studied in connection with multivariate orthogonal polynomials. The purpose of 
this paper is to introduce them to the numerical analysis community, and it is our hope that 
experts in this field, as well as in matrix theory, will find these matrices interesting enough to 
further explore their properties. 
This paper is organized as follows. In Section 2, we define these matrices and give some basic 
properties. Infinite-dimensional block Jacobi matrices are discussed in Section 3, and finite- 
dimensional ones in Section 4. 
2. DEF IN IT ION AND BASIC  PROPERTIES  
Let No be the set of nonnegative integers. For n E No, let Ii d be the set of polynomials of total 
degree n in d variables, H d be the set of all polynomials. We denote by r d the number of linearly 
independent polynomials of degree xactly n. It follows that dim H d =(n+dd ) and rn d= ,(n+d-n 1~]. 
A linear functional /: is called square positive if £(p2) > 0 for all p E H d and p ~t 0. Examples 
include all linear functionals expressible as integrals against a nonnegative weight function with 
finite moments; i.e., £:f = f f (x )W(x)dx .  For simplicity, we always assume that £:(1) -- 1. For  
d 
n rn  OO such an £, we denote by {P) }j=l,~=o a sequence of orthonormal polynomials with respect o £:, 
where the superscript n means that pin E H d and the elements are arranged according to the 
lexicographical order. In my recent work on multivariate orthogonal polynomials, the following 
vector notation plays a key role: 
~n(x) = x), P~(x) , . . . ,  P~ (x ; (2.1) 
it allows us to describe the orthonormal property of {P~} as 
f. (]PnP T) = 6m,nIr~, (2.2) 
where In denotes the n x n identity matrix. Throughout this paper, the notation A : i x j means 
oo  that A is a matrix of size i x j .  For convenience, we call the sequence {]Pn},~=0 a sequence of 
orthonormal polynomials. The importance of this vector notation is justified by the following 
fundamental theorem which is the analogue of Favard's theorem in one variable. For x E R d we 
write x -- (Xl, . . . ,Xd) T. 
THEOREM 2.1. Let {]~n}n°°=0, ]I~0 ~- 1, be a sequence in lid. Then the following statements are 
equivalent. 
(1) There exists a linear functional which is square positive and makes of {Pn}~=o an or- 
thonormal basis in II d. 
(2) For n > 0, 1 < i < d, there exist matrices An,i: r~ x r~+ 1 and Bn#:  r~ x r~ such that 
the polynomial vectors Pn satis~ing the three-term relation 
XiPn = An,iPn+l + Bn,iPn + AnY_l#Pn-1, 1 _< i _< d, (2.3) 
where IP-1 = O, A-I, i  = O, and 
AT T rankAn g An ( n,ll, ' T = = JAn,d) rn+ 1, • . ,  (2.4) 
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This theorem has been proved recently in [1,2]; it improves an earlier result of Kowalski [3] 
by removing one excessive condition. The vector-matrix notation used in [3,4] is slightly but 
significantly different from ours; it is notation (2.1) which leads to the block Jacobi matrices 
we will now define. The three-term relation (2.3) is analogous to (1.1), from which follows the 
definition of Block Jaeobi matrices. 
BLOCK JACOBI  MATRICES.  
Bo,i Ao,~ @ ] 
A T BI# Al# O,i 
J~ = A T B2,i , 1 < i < d. (2.5) 
14 
".. ' .  
We note that  the dimensions of the matrices An,i and Bn,i increase toward infinity as n increases. 
Before studying these matrices, we will present heir basic properties that  follow from their con- 
nections with orthogonal polynomials. Let us start by explaining our notation and relation (2.3) 
through a simple example. 
EXAMPLE. Let pn(dtt) be the univariant orthonormal polynomials with respect to #; it satis- 
fies the three-term relation (1.1). Let u be the product measure on R 2 defined by &,(x, y) = 
d#(x) d#(y). Then it is easy to verify that  the bivariate orthonormal polynomials with respect 
to t /are given by 
P (x,y) = p . -k (x )pk(y ) ,  0 < k < n,  
where for the bivariate case we take the subindex k to run from 0 to n instead of from 1 to 
9 = n + 1. In particular, our vector notation (2.1) takes the form lPn = (p~, pn rn)q-. It is not r n • . .  , 
difficult to verify that  the coefficient matrices of the three-term relation (2.3) are of the following 
form: 
and 
[an [ ao Q] 
A~,l = "'. and A~,2 = ".. , (2.6) 
@ ao @ an 
Bn,1 = "'. and B~,2 = ".. • (2.7) 
bo b~ 
A second example is given in Section 4. 
d such that The rank condition (2.4) implies that there exist matrices Dk# : rd+t X r k
d 
E Dk,iAk# = I. (2.8) 
i=1 
We can take Dn T T T = (Dna I as ... ]Dn,d) the generalized inverse of A,~. As an immediate conse- 
quence of (2.8) and (2.4), we derive a recurrence relation as follows [5]. 
RECURSIVE RELATION. For n >_ O, 
d 
= + + 
i=1 
where IF'_ 1 = 0 and 
En = - E Drn, iBn# and 
i=1 
d 
Fn = _ E T T Dn, i  An-  1,i" 
i= l  
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Applying the linear functional Z: to both sides of the three-term relation, it follows that 
An,i -- £ (xilPnlP~+l) and Bn,i = E. (Xi~n~T). (2.9) 
Moreover, the three-term relation (2.3) allows us to compute the matrices £(XiXj]pnPTn+k), k = 
-1 ,  0, 1, respectively, in two different ways, which lead to the commuting conditions. 
COMMUTING CONDITIONS. For n > 0, 1 < i , j  < d, 
An,iAn+l,j =- An,jAn+l,i, (2.10) 
An#B,~+I,j + Bn,iAn,j =- Bn,jAn# + An,jBn+l#, (2.11) 
T (2.12) An_l , iAn- l , j  T Bn#Bn,j + An#ATj  T , ~- An_l , jAn- l , i  + Bn,jBn,i + An,jAn#. 
The reason that we call these conditions commuting is because they are equivalent to the formal 
commutativity of Ji under matrix multiplication; i.e., JiJj =- JiJi. Commutativity of operators 
will be defined in the following section. Another important consequence of the three-term rela- 
tion (2.3) is an extension of the Christoffel-Darboux formula. Let Ks(. , .)  be the reproducing 
kernel of the orthogonal polynomials ~,  
n--1 
Kn(X, y) -- ~ P[(x)~k(y) .  
k=0 
CHRISTOFFEL-DARBOUX FORMULA. For n > 1, 1 < i < d, 
[An-I#F~(x)] T ]P,- I(y) - ]P~-I (x)[A~-I#F,~(y)] 
K , (x ,  y) -- (2.13) 
xi - y~ 
There is another point of view of looking at block Jacobi matrices and multivariate orthogonal 
polynomials in several variables: the system of polynomials {]?n}n°°__0 can be regarded as a solution 
of the finite difference quations generated by the block Jacobi matrices 
Ak#Yk+i + Bk,iYk + A[_ i#Yk- i  = xiYk, 1 < i < d, k >_ 1, (2.14) 
with the following initial values: 
]I0 -- 1, ]I1 = Ao l (x  - B0). (2.15) 
For d = 1 this viewpoint is important, because the corresponding difference quation has an- 
other solution corresponding to the initial values ]To = 0 and ]11 = Ao 1. This is a system of 
polynomials usually referred to as the associated polynomials, or the polynomials of the second 
kind; this second solution, the associated polynomials, plays an essential role in the areas such as 
the moment problem, continuous fractions, and Pad~ approximation. However, it is somewhat 
surprising that for d > 1 the difference quations (2.14) does not possess any other solution than 
that of orthogonal polynomials, as shown in the following theorem, proved in [6]. 
THEOREM 2.2. I f  the difference quation (2.14) has solution IP = {?k}~°=0 for the particular initial 
value (2.15), then any other solution of (2.14) with initial conditions pecified for Yo and ]I1 are 
multiples of P with the possible exception of the first component. More precisely, if Y = {Yk }~°=o 
is such a solution, then Yk ~- h]Pk for all k >_ 1, where h is a function independent of k. 
This theorem indicates that there is an essential difference between orthogonal polynomials 
of one and several variables. From the viewpoint of Jacobi matrices, this difference lies in the 
contrast between the theory of a single matrix, or a single operator, and that of a family of them. 
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3. INF IN ITE-D IMENSIONAL BLOCK JACOBI  MATRICES 
The block Jacobi matrices Ji defined in (2.5) can be considered in a natural way as linear 
operators acting on g2 via matrix multiplication. The domain of Ji consists of all sequences in g2 
which are mapped by Ji through matrix multiplication to a sequence in g2; that is, :D(J~) = 
{f  : J~f c t?2}. Let {¢k}~°=0 be the canonical orthonormal basis for e 2. We rewrite this basis as 
d 
{~bk}k=0 = {¢j }j=ln=O according to the lexicographical order, and introduce the formal vector 
notation 
T 
• , 
the orthogonality of {¢k}k~_-0 then reads 
d d 
oo  We shall say that {q)n}n=0 is orthonormal. Let :D be the set of all finite linear combinations of 
the canonical basis vectors 
~) = aTOk : N E No, ak C N r~ . 
k=O 
Then, since 7:) is clearly a dense subset of g2 and :D C :D(Ji), the operators Ji are densely defined 
on g2. 
The spectrum of Ji can be studied using the spectral theorem of a commuting family of self- 
adjoint operators. We recall the basics of operator theory which are standard and can be found, 
for example, in [7,8]. Let 7-/be a separable Hilbert space. Each self-adjoint operator S in 7-/has 
a unique spectral representation 
S = / A dE(A), 
where E is the spectral measure, which is a projection-valued measure defined for Borel sets 
of R such that E(N) is the identity operator in 7-/and E(B  n C) = E(B)  A E(C) for Borel sets 
B, C C R. For f E 7-/ the mapping B --* (E(B) f ,  f )  is an ordinary measure defined on the 
Borel sets B C_ R and denoted (E f, f) .  The self-adjoint operators S1, . . . ,  Sd in ~ with spectral 
measures E1 , . . . ,Eg ,  respectively, are said to be mutually commuting (mutually permutable 
in [7]) if their spectral measures commute, i.e., 
Ei (B)E j (C)  = E i (C)E j (B)  (3.1) 
for any i , j  = 1, . . . ,  d and any two Borel sets B, C _c R. If S1, . . . ,  Sd are commuting in 7-/, then 
E = E1 ®. • • ® Ed is a spectral measure on ][~d with values that are self-adjoint projections in 7-/. 
In particular, E is the unique measure such that E(B1 × ... × Bd) = E l (B1) ' "  Ed(Bd) for any 
Borel sets B1,. . .  ,Bd C_ ~. The measure E is called the spectral measure of the commuting 
family S1,. • •, Sd. 
For a commuting family of self-adjoint operators S1,.. •, Sd in 7-/, a vector O0 is called a cyclic 
vector in 7-/ if the linear manifold {P(S1, . . . ,Sd)~0,  P E Fig}, is dense in 7-/. The spectral 
theorem for S1, . . . ,  Sd can be summarized as follows. 
THEOREM 3.1. Let Tl be a separable Hilbert space and St, .  • •, Sd be a commuting family of self- 
adjoint operators in Tl. I f  ¢o is a cyclic vector in TI with respect o S1, . . . , Sd, then S] , . . . ,  Sd 
are unitarily equivalent to the multiplication operators X1 , . . . ,  Xd, 
(X~f)(x) = xi f (x) ,  1 < i < d, 
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defined on L2(R d, #), where the measure # is defined by #(B) = (E(B)~o, @o) for the Borel set 
B C ]~d; that is, there exists a unitary mapping U : H --~ L#(Rd,#) such that USiU -t  = Xi, 
l< i<d.  
The connection between the Jacobi matrices Ji, 1 < i < d, and the orthogonal system {~,~},~°°= 0 
can be seen as follows: let 7 ~d be the space of lid equipped with the quasi-inner product induced 
by £: and with the orthonormal basis {I?~}~__o . Let U be a map from 7 ~d into g2 defined by 
U : I~ n ~ ~I) n. Then U is an unitary map. If we define ~ = (]?0 T, ~ , . . .  )T, then the three-term 
relation (2.3) is formally equivalent to Ji~ = x~,  which shows that the Ji's are connected to the 
multiplication operator Xi defined on pd. 
The operators S = ($1,..., Sd) are said to have a simple spectrum if there exists a generating 
element h E T/such that span{E(B)h : B E ~4} is dense in ~; see [8, p. 147; 9, p. 149]. For 
d -- 1, the famous theorem of Stone states that any self-adjoint operator with simple spectrum is 
generated by some self-adjoint Jacobi matrix (cf. [9, p. 149; 10, p. 275]). The following theorem 
is a multidimensional nalogue of Stone's theorem. 
THEOREM 3.2. Any commuting [amily of self-adjoint operators with simple spectrum is gener- 
ated by a family of commuting self-adjoint Jacobi matrices. 
PROOF. We briefly outline the proof, following the proof of the univariant case in [9, p. 149]. 
Let S = ($1, . . . ,  Sd) be a commuting family of self-adjoint operators with h as its generating 
element. We shall prove that S has a cyclic vector ~0. Let E be the spectral measure of the 
commuting family S on R d. We set #(B) = (E(B)h, h), which is a Borel measure on R d. Let  
L 2 (R d, #) denote the associated Lebesgue space with inner product fRd f (x)g(x)  d/z(x); then 7-/is 
isometrically isomorphic to L2(R d, #) via the correspondence b tween ¢ E 7-/and f E L2(R d, #) 
through 
¢= J~/df(u)dE(u)h and (¢,¢) = JR/ f(u)g(u)d#(u). (3.2) 
d 
Using this correspondence, wedefine 
~0 = ~d e-lu]~ dE(u)h, (3.3) 
where [u[2 is the Euclidean norm of R d, and claim that ~0 is cyclic in ~ with respect o S. 
Indeed, for a (at, . . ,ad)  e N d, set S O I and S ° S~ 1 ad. S o . . . . . . .  S~ , then has a meaning 
applied to ¢0; i.e., 
SaC0 = 9fR~ u~e -lulg dE(u)h. 
In order to show that span{P(S)¢0 : P E li d} is dense in 7-/ we prove that if ¢ E 7-/ and 
(Sa¢0,¢)  -- 0, a E No d, then ¢ = 0. Let ¢ correspond to f E L2(Rd,#) as in (3.2), and let u be 
a measure defined by 
~(B) = / f (u)  d#(u). 
JS 
Then it is readily seen that 
By assumption, if B is a~y Borel set then its characteristic function XB E L 2 (R d,/~); consequently, 
v defines a measure on R d. From the assumption that (S~¢0, ¢) = 0, we conclude that 
~d uae-lul~ dr(u) -- 0, a E Nod; 
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consequently, # vanishes on Co(~d), and hence for any Borel set B we have 
/Blf(u)12 d~ = fBf(u)du = O. 
But then, since IL¢II~ = f If(u)l 2 d~, we conclude that ¢ = 0. Therefore, ¢P0 defined at (3.3) 
is a cyclic vector for S. This allows us to use the spectral theorem. The unitary equivalence 
associates the cyclic vector ~o to the function f (x)  = 1 and S~0 to x a. In particular, let IP~ be 
a a sequence of orthonormal polynomials with respect o # on R d, written in the form of (2.1). 
Then ~5~ • 7-/defined by ~ = IPn(T1,..., Td)~Po forms an orthonormal basis for ~.  The matrix 
representation of S under this basis is easily seen to be block Jacobi matrices. | 
One important question is to determine under what conditions a family of Jacobi matrices is 
self-adjoint and commuting. If the J i 's are bounded, which holds if and only if {llAk,~ll2} and 
{llBk,il]2} are bounded [2], then they are mutually commuting if they are formally commuting; 
i.e., J~Jj = JjJi under matrix multiplication, which is equivalent to (2.10)-(2.12). However, for 
unbounded operators, the statement that J i 's are commuting means that their spectral measures 
are commuting, i.e., that (3.1) holds. The well-known example of Nelson [11] shows that there are 
self-adjoint operators with a common dense domain which commute formally, but their spectral 
measure does not commute. Let I1" 112 be the spectral norm for matrices that are induced by the 
Euclidean norm for vectors 
IIAII2 -- max { v~:  ,k is an eigenvalue of AT- A}.  
In [12], a sufficient condition for Ji to be self-adjoint and mutually commuting is given, which we 
state in Theorem 3.3. 
THEOREM 3.3. Let Ji be block Jacobi matrices defined at (2.5). Assume that (2.10)-(2.12) hold. 
Then Ji's are self-adjoint and are commuting if
k=0 IIA'~'~II2 - oo, 1 < i < d. (3.4) 
For the proof we used a theorem in [11] (el. [13]) which states a sufficient condition for un- 
bounded linear operators to commute. For d = 1, the condition (3.4) is known as Carleman's 
condition which is useful in connection with the moment problem [9, pp. 24,85]. Let Ad(R d) be 
the set of nonnegative Borel measures # on R d, defined on the a-algebra of Borel sets, such that 
~d Ix~l d~(x) < +~,  v~ • N0 d
By the moments of # • 3,t, we mean the numbers /z~ = f x ~ d#. If two measures have the 
same moments, then we say that they are equivalent. If the equivalence class of measures having 
the same moments as # consists of # only, the measure # is called determinate. For orthogonal 
polynomials of one variable, the linear functional/2 in Favard's theorem always has a represen- 
tation in terms of a determinate measure # • 3A(R); i.e., £ ( f )  = f f (x)  d~(x), which follows 
from the theory of moments and is a consequence of the fact that for 1; defined on R, the square 
positivity of/2 is equivalent o the strict positivity, which means Z:(p) > 0 whenever p >_ 0, 
p • H d. For •d, d > 2, however, these two types of positivity are not equivalent, and the theory 
of moments problem is much more complicated (cf. [14,15]). As a consequence, for multivariate 
orthogonal polynomials, our Theorem 2.1 is weaker than its counterpart in one variable, since 
we do not know whether/2 has an integral representation i  terms of a determinate measure in 
AA(IRd). Nevertheless, as an immediate consequence of Theorem 3.3 and the spectral theorem 
Theorem 3.1, we have the following theorem [2,12]. 
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oO THEOREM 3.4. Let {IPn},~_-0, IP0 1, be a sequence in li d that satisfies the three-term re/a- 
tion (2.3) and rank condition (2.4). H (3.4) holds, then there exists a determinate measure # E 
d~(~ d) such that {l?n} is orthonormal with respect to #. In particular, if supn>o{l[An,il[2 } < oo 
and supn>o{[[Bn,i[[2 } < oo, then # has compact support. 
As a final result in this section, we mention a simple theorem in [16] concerning the eigenvalues 
of J = (J1,. . .  ,Jd). A vector A = (A1,... ,Ad) E R d is called an eigenvalue of J ,  if there exists 
oo  x C f2, x # 0, such that J ix = Aix for 1 < i < d. Let {4Pn}n=0 be the orthonormal basis in f2 
defined before. Since the support set of # is the joint spectrum of J1 , . . . ,  Jd, the study of the 
eigenvalues will help us to understand the structure of #. 
THEOREM 3.5. Let {I~k} be the orthonormal polynomials which correspond to the operators 
J 1 , . . . ,  Jd. Let A E R d. Then A is an eigenvalue of J if, and only if, 
OO 
k=O 
Moreover, if x is an eigenvector of J, then 
oo  
x = a ,  = 
k=0 
where a0 E E is a constant. 
There are further results in [16] concerning the eigenvalues of J which extend theorems in [17] 
from d = I to d > 1. However, compared to a single Jacobi matrix, very little is known with 
respect o the spectrum of the block Jacobi matrices. 
4.  F IN ITE-D IMENSIONAL BLOCK JACOBI  MATRICES 
By the finite-dimensional b ock Jacobi matrices we mean the truncated block Jacobi matrices 
of Ji, which are defined for n E N as 
[ B0# A0# 0 AT0# Bl,i AI# J n#= ".. ".. ' .  , l< i<d.  T An_2, i Bn-l, i  An-l , i  
© T An-  1,i Bn,i 
In the following, we shall denote by Jn the tube of matrices J,~ = ( Jn,1, . . . ,  J~,a)- If x is an 
eigenvector for all Jn,i, i.e., Jn,ix = Aix for 1 < i < d, then we call x a joint eigenvector of 
( Jn,1,- . . ,  Jn,d), or simply an eigenvector of Jn, and call A = (A1,... ,  An) a joint eigenvalue, or 
simply an eigenvalue, of jn. 
As we mentioned in the Introduction, orthogonal polynomials of one variable can be written in 
terms of its corresponding Jacobi matrix as pn(x) = 7n det(x I  - Jn)- For multivariate orthogonal 
polynomials, such a formula is clearly very unlikely as there is a family of matrices and ]P,~ is a 
polynomial vector. Nevertheless, it turns out that the following theorem is true. 
THEOREM 4.1. Let {?n} be orthonormal polynomials, and Jn#, 1 <_ i < d, be the corresponding 
truncated block Jacobi matrices. Then A = (,~1,...,)~d) is an eigenvalue of J,~ if, and only if, 
A is a zero of Pn. Moreover, the joint eigenvector is given by (PT o (A) , . . . ,  ~T_ 1 (A)) r.  
PROOF. This theorem is proved in [16]; here we give an outline of the proof. If Pn(A) -- 0, then it 
is easy to verify that for the point A the first n equations of the three-term relation is equivalent 
to that 
S #x = x = T 
Thus, A is the eigenvalue of J,~ with joint eigenvector x. 
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On the other hand, suppose that A -- (A1,... ,  •d) is an eigenvalue of Jn with the joint eigen- 
vector x written as 
(0 H)T d X---- X , ' ' ' ,Xn -1  , X j  E ]~r~. 
Then Jn#x -- Aix implies that {xj} satisfies a three-term relation 
B0#x0 + A0#xl = A~x0, 
T Ak_ l , iXk_  1 + Bk, iX k + Ak, iXk+l  -= AiXk, 1 < k < n -- 2, 
ATn_2,iXn_2 -~- Sn_ l , iXn_ l  : )~iXn_l, 
for 1 < i < d. These equations and (2.8) allow us to use induction to prove that xo cannot 
be zero, since otherwise, we would have x = 0 which contradicts the assumption that x is an 
eigenvector. We can then assume that x0 = 1 -- ]P0. If we define, in addition, that x~ E R r~" by 
X n x~ = 0, then it is easy to see that { k}k=o and {Pk(A)}~= 0 satisfy the same three-term relation. 
So does {Yk} = {Pk(A) - xk}. But since Y0 = 0, it follows from the previous argument hat 
Yk = 0 for all 1 < k < n. In particular, Yn = Pn(A) = 0. | 
There are several important consequences of this identification of eigenvalues with zeros of P~. 
We call a joint eigenvalue of J~ simple if its eigenvectors span a vector space of dimension one. 
Correspondingly, we call a zero A of Pn simple, if at least one of the partial derivative of lFn is 
not zero at A. 
THEOREM 4.2. All eigenvalues of Jn, thus all zeros  OriOn, are real and simple. 
That the eigenvalues are real follows from the fact that the Jn#'S are symmetric; that they are 
simple follows from the Christoffel-Darboux formula, which implies that 
Ks(A, A) H 7- = O~ n (A)A~_I#]Pn-I(A), 
and thus, a i~(A)  # 0 for at least one i and A cannot be a double multiple zero oflPn. For d = 1, 
both of the above theorems are well known (cf. [18,19]); moreover, it is known that each p~(d#) 
has n distinct real zeros, denoted by xk,n which are usually ordered as xl,n < "'" < x~,~. The 
limits of xl,n and Xn,n as n goes to infinity can be used to describe the essential spectrum of the 
Jacobi matrix. For d > 1, however, zeros of IFn means common zeros of a family of polynomials; 
and the existence of common zeros is a very difficult question in general. We note that the 
dimension of the Jn#'s is equal to dim Hd_], which is the largest number of distinct zeros that 
]Fn can possibly possess. 
THEOREM 4.3. The polynomial lt~n has N = dimI In_ l  real distinct zeros if and only if 
T T An_l,iA~_l, j = A~_I,jA,~_I#, 1 <_ i , j  <_ d. (4.1) 
This theorem is proved in [16] in its present form; the proof follows easily from the following 
facts: a family of symmetric matrices can be simultaneously diagonalized if, and only if, they 
are mutually commuting; by the commuting conditions (2.10)-(2.12), the J~,i's are mutually 
commuting if, and only if, (4.1) holds. The condition (4.1) was first discovered by Mysovskikh [20] 
for d = 2, but it was given in a different form in [20] and proved using a totally different method. 
The importance of this theorem lies in the existence of minimal cubature formulae. A linear 
functional 
N 
IN(f) = ~ ~k/(xk), ~k > 0, xk ~ ~a 
k=l  
is called a cubature formula of degree 2n - 1, if E( f )  = IN( f )  whenever f c ii d2n_l, and / : ( f * )  
IN(f*)  for at least one f* E I Id+l .  For fixed n, a cubature with minimal number of nodes N is 
called a minimal cubature. A lower bound for N is [21] 
N > dimHd_l ,  (4.2) 
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which follows from the fact that no polynomial in Hd_i can vanish on all nodes of the formula 
because of the square positivity o f /2  If there is a cubature formula which attains the lower 
bound in (4.2), then it is called a Gaussian formula. It was proved by Mysovskikh that in order 
for a Gaussian cubature formula to exist, it is necessary and sufficient hat Pn has dimyId_i 
distinct real common zeros. Since matrix multiplication is not a commuting operation, it is clear 
from (4.1) that Gaussian cubature formulae do not exist in general. This fact, not so obvious in 
Mysovskikh's notation for (4.1), was revealed by MSller in [22,23] where he proved an improved 
lower bound for the number of knots. To state his result, we need one more definition. We say 
that a linear functional/:  is centrally symmetric if £ (x  a) = 0 for [a[ being an odd integer. I f / :  
has an integral representation in terms of a weight function W, and we let ~t be the support set 
of W, then W is called centrally symmetric if
x E 12 ~ --x E ~ and W(x) = W( -x ) .  
In terms of our vector-matrix notation, MSller's result states as follows. 
THEOREM 4.4. Let d -- 2. Then the number of nodes in any cubature formula of degree 2n - 1 
satisfies 
N > dim H 2 1 - A,,2An,1). (4.3) - n-1 + ~ rank (An,lATh,2 T 
Moreover, if f-. is centrally symmetric, then 
rank ( An,I A~, 2 T (4.4) 
This theorem can also be extended to several variables [5,22,23]. That £ is centrally symmetric 
can be shown to be equivalent to Bn# -- 0, 1 < i < d. In [5], the condition of central symmetry 
for (4.4) is replaced by Bn#Bn,y = B,~,jBn#, whose corresponding linear functional or weight 
function we call quasi-centrally symmetric. In terms of block Jacobi matrices, this theorem and 
its extension in [5,22,23] implies the following corollary. 
THEOREM 4.5. Let the Jn#'s be defined as before. I f  Bn,iSn, j = Bn,jBn,i ,  1 < i , j  < d, then 
Jn# 's cannot be mutually commuting. 
The examples of quasi-centrally symmetric weight functions include such classical ones as 
product weight functions (see the example in Section 2) and ultraspherical weight functions on 
the disk, etc. Moreover, it has also been shown [24,25] that (4.4) holds for many classical weight 
functions which are not quasi-centrally symmetric, such as Jacobi weight function on circular 
or triangular egions. From the viewpoint of cubature, the above results show that Gaussian 
cubature formulae do not exist for all these classical weight functions. The minimal cubature 
formula, however, clearly always exists; to study them, it is necessary to consider the so-called 
quasi-orthogonal polynomials of various order. In terms of matrices, it amounts to study the 
T T block Jacobi matrices obtained from Jn# by replacing An_l# by A,_I ,~V , where V is a matrix 
d of dimension r n x o, thus, cutting down the dimensions of Jn#. This part of the theory, however, 
is still being developed [26] and, in any case, it goes far beyond this survey. 
Let us consider a few examples. First, for the product measure given in Example 2.2, it 
is evident from the explicit formula of matrices at (2.7) that all product measures are quasi- 
centrally symmetric; by (2.6) the rank condition (4.4) can be easily verified. Next we present 
another example for d = 2, taken from [27], so that Jn,1 and Jn,2 are commuting. The block 
Jacobi matrices in this example are connected to the bivariate orthogonai polynomials appearing 
in [28], which are generated from orthogonal polynomials of one variable through symmetric 
polynomials. 
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EXAMPLE 4.6. Let {Pn}nC~=o be a sequence of orthonormal polynomials with respect o a weight 
function w on R. Let u = x + y, v = xy and define W(u, v) = w(x)w(y). For n E No we define 
P~'(-1/2)(u, v) = { Pn(x)pk(y) + Pn(y)pk(x), 
-~Pn'(1/2) (U, V) = Pn+l (x)pk (y) -- Pn+l (Y)Pk (X) 
x - -y  
if k < n, 
(4.5) 
if k = n, 
(4.6) 
Then p2,(±W2) are polynomials of total degree n in variables of u and v. Koornwinder [28, 
p. 468] showed that {p2,(+1/2)} are bivaxiate orthogonal systems with respect to the weight 
function (u 2 - 4v)±W2W(u, v). 
Let us denote by A~,li/2 and B,~li/~ the coefficient matrices of the three-term relation for IF~ 1/2, 
respectively. Then using the definition of p2,(-W2) given in (4.5) and the three-term relation (1.1) 
satisfied by Pn, we derived in [27] that 
ll A(. 1/2) = an " , 
1 
© 
b I ao (~) bl al ~(-1/2) 
~n,1  z "•. "..  " . .  
an-2 bn-1 x/2an-1 
V~an-1 bn 
bl al 
A(-, 1/2) = a~ ... ... ... 
an - 2 b~ _ 1 x/2an - 1 
+ bnIn+l, 
il 
and 
b I ao C) bl al 
B( .  1/2) = ".. ".. ".. 
a,~- 2 bn-1 v/'2an-1 
v~a,~-i bn 
[° + a 2 1 
n--1 
0 
For the coefficient matrices "'n,lA(1/2) and ~n,1~(1/2), we refer to [27]. From these explicit formulae, 
(4.1) can be easily verified, and thus, Jn,lJn,2 = Jn,2Jn,1. From Theorem 4.3 and Mysovskikh's 
characterization f Gaussian cubature formulas, we can conclude the following theorem. 
THEOREM 4.7. For the weight functions (u 2 -4v)±l /2W(u,  v), there exist Gaussian cubature of 
degree 2n - 1. 
Incidentally, these axe the first examples of Gaussian cubature of degree 2n - 1 that hold for 
all n. There is an alternative way of verifying (4.1): the special form of the polynomials in (4.5) 
and (4.6) allows us to count the zeros of Fn ~1/2 directly. Since they have dim Hd_I many distinct 
real zeros, it follows from Theorem 4.3 that (4.1) holds. These examples have been extended 
to R d in [29], where the orthogonal polynomials are defined in terms of the symmetric and the 
antisymmetric polynomials in [30]. The recurrence relations given in [30] can be used to study 
the explicit formula of the coefficient matrices. 
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F rom the  po int  of cubature  formula,  it would be very  nice if we could character ize  all b lock 
Jacob i  matr i ces  J i  such that  Jn# commute .  A l though the  cond i t ion  (4.1) looks s imple  enough,  
the fact that  condi t ions  (2.10)-(2.12) all have to be satisf ied makes this  quest ion  difficult. A 
s impler,  but  perhaps  not  easier, p rob lem is to  find other  par t icu lar  examples  of J i  so that  Jn# 
commute .  
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