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1 Introduction
We continue our previous survey [12] on papers given mostly by participants of an Algebra
Seminar at South China Normal University, Guangzhou.
This survey consists of two blocks:
(I) New Composition-Diamond (CD-) lemmas.
(II) Applications of known CD-lemmas.
In [82], A. I. Shirshov established the theory of one-relator Lie algebras Lie(X|s =
0) and provided the algorithmic decidality of the word problem for any one-relator Lie
algebra. In order to proceed his ideas, he first created the so called Gro¨bner-Shirshov
bases theory for Lie algebras Lie(X|S) which are presented by generators and defining
relations. The main notion of Shirshov’s theory was a notion of composition (f, g)w of
two Lie polynomials, f, g ∈ Lie(X) relative to some associative word w. The following
lemma was proved by Shirshov [82].
Shirshov Lemma. Let Lie(X) ⊂ k〈X〉 be a free Lie algebra over a field k which is
regarded as an algebra of the Lie polynomials in the free algebra k〈X〉, and let S be a
Gro¨bner-Shirshov basis in Lie(X). Then f ∈ Id(S) ⇒ f¯ = us¯v, where s ∈ Sc, u, v ∈
X∗, f¯ , s¯ are the leading associative words of the corresponding Lie polynomials f, s with
respect to the deg-lex order on X∗.
Nowadays, Shirshov’s lemma is named the “Composition-Diamond lemma” for Lie and
associative algebras.
We explain what it means of “CD-lemma” for a class (variety or category) M of linear
Ω-algebras over a field k (here Ω is a set of linear operations on M) with free objects.
M-CD-lemma Let M be a class of (in general, non-associative) Ω-algebras, M(X)
a free Ω-algebra in M generated by X with a linear basis consisting of “normal (non-
associative Ω-) words” [u], S ⊂ M(X) a monic subset, < a monomial order on normal
words and Id(S) the ideal of M(X) generated by S. Let S be a Gro¨bner-Shirshov basis
(this means that any composition of elements in S is trivial). Then
(a) If f ∈ Id(S), then [f¯ ] = [as¯b], where [f¯ ] is the leading word of f and [asb] is a
normal S-word.
(b) Irr(S) ={[u]|[u] 6= [as¯b], s ∈ S, [asb] is a normal S − word} is a linear basis of the
quotient algebra M(X|S) =M(X)/Id(S).
In many cases, each of conditions (a) and (b) is equivalent to the condition that S is a
Gro¨bner-Shirshov basis in M(X). But in some of our “new CD-lemmas”, this is not the
case.
How to establish a CD-lemma for the free algebraM(X)? Following the idea of Shirshov
(see, for example, [11, 17, 82]), one needs
1) to define appropriate linear basis (normal words) N of M(X);
2) to find a monomial order on N ;
3) to find normal S-words;
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4) to define compositions of elements in S (they may be compositions of intersection,
inclusion and left (right) multiplication, or may be else);
5) to prove two key lemmas:
Key Lemma 1. Let S be a Gro¨bner-Shirshov basis (any composition of polynomials
from S is trivial). Then any element of Id(S) is a linear combination of normal S-words.
Key Lemma 2. Let S be a Gro¨bner-Shirshov basis, [a1s1b1] and w = [a2s2b2] normal
S-words, s1, s2 ∈ S. If [a1s1b1] = [a2s2b2], then [a1s1b1]− [a2s2b2] is trivial modulo (S, w).
Let the normal words N of the free algebra M(X) be a well-ordered set and 0 6= f ∈
M(X). Denote by f¯ the leading word of f . f is called monic if the coefficient of f¯ is 1.
A well ordering on N is monomial if for any u, v, w ∈ N ,
u > v =⇒ w|u > w|v,
where w|u = w|x 7→u and w|v = w|x 7→v.
For example, let X be a well-ordered set and X∗ the free monoid generated by X .
We define the deg-lex order on X∗: to compare two words first by length and then
lexicographically. Then, such an order is monomial on X∗.
Let S ⊂ M(X), s ∈ S, u ∈ N . Then, roughly speaking, u|s = u|xi 7→s, where xi is
the individuality occurrence of the letter xi ∈ X in u, is called an S-word (or s-word).
More precisely, let ⋆ 6∈ X be a new letter and N(⋆) the normal words of the free algebra
M(X∪{⋆}). Then by a ⋆-word we mean any expression in N(⋆) with only one occurrence
of ⋆. Now, an s-word means u|s = u|⋆7→s, where u is a ⋆-word. Therefore, the ideal Id(S)
of M(X) is the set of linear combination of S-words.
An S-word u|s is normal if u|s = u|s.
Definition 1.0.1 Given a monic subset S ⊂ M(X) and w ∈ N , an intersection (in-
clusion) composition h is called trivial modulo (S, w) if h can be presented as a linear
combination of normal S-words with leading words less than w; a left (right) multiplica-
tion composition (or another kinds composition) h is called trivial modulo (S) if h can
be presented as a linear combination of normal S-words with leading words less than or
equal to h¯.
The set S is a Gro¨bner-Shirshov basis in M(X) if all the possible compositions of
elements in S are trivial modulo S and corresponding w.
If a subset S of M(X) is not a Gro¨bner-Shirshov basis then one can add all nontrivial
compositions of polynomials of S to S. Continuing this process repeatedly, we finally
obtain a Gro¨bner-Shirshov basis SC that contains S. Such a process is called Shirshov
algorithm. SC is called Gro¨bner-Shirshov complement of S.
We establish new CD-lemmas for the following classes of algebras:
2.1 Lie algebras over commutative algebras (L. A. Bokut, Yuqun Chen, Yongshan Chen
[14]).
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2.2 Associative algebras with multiple operations (L. A. Bokut, Yuqun Chen, Jianjun
Qiu [20]).
2.3 Rota-Baxter algebras (L. A. Bokut, Yuqun Chen, Xueming Deng [15]).
2.4 Right-symmetric (or pre-Lie) algebras (L. A. Bokut, Yuqun Chen, Yu Li [16]).
2.5 L-algebras (Yuqun Chen, Jiapeng Huang [34]).
2.6 Differential algebras (Yuqun Chen, Yongshan Chen, Yu Li [31]).
2.7 Non-associative algebras over commutative algebras (Yuqun Chen, Jing Li, Mingjun
Zeng [36]).
2.8 n-conformal algebras (L. A. Bokut, Yuqun Chen, Guangliang Zhang [21]).
2.9 λ-differential associative algebras with multiple operators (Jianjun Qiu, Yuqun
Chen [73]).
2.10 Categories (L. A. Bokut, Yuqun Chen, Yu Li [17]).
2.11 Metabelian Lie algebras (Yuqun Chen, Yongshan Chen [30]).
2.12 S-act algebras (Xia Zhang [87]).
A new CD-lemma is given in:
2.13 Operads (V. Dotsenko, A. Khoroshkin [45], see also V. Dotsenko, M. V. Johansson
[46]).
Some new applications of known CD-lemmas are given in:
3.1 Artin-Markov normal form for braid groups in Artin-Burau generators (L. A. Bokut,
V. V. Chainikov, K. P. Shum [10] and Yuqun Chen, Qiuhui Mo [37]).
3.2 Braid groups in Artin-Garside generators (L. A. Bokut [8]).
3.3 Braid groups in Birman-Ko-Lee generators (L. A. Bokut [9]).
3.4 Braid groups in Adyan-Thurston generators (Yuqun Chen, Chanyan Zhong [42]).
3.5 GSB and normal forms for free inverse semigroups (L. A. Bokut, Yuqun Chen,
Xiangui Zhao [22]).
3.6 Embeddings of algebras (L. A. Bokut, Yuqun Chen, Qiuhui Mo [19]).
3.7 Word problem for Novikov’s and Boone’s group (Yuqun Chen, Wenshu Chen, Runai
Luo [32]).
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3.8 PBW basis of Uq(AN) (L. A. Bokut, P. Malcolmson [26] and Yuqun Chen, Hongshan
Shao, K. P. Shum [40]).
3.9 GSB for free dendriform algebras (Yuqun Chen, Bin Wang [41]).
3.10 Anti-commutative GSB of a free Lie algebra relative to Lyndon-Shirshov words (L.
A. Bokut, Yuqun Chen, Yu Li [18]).
3.11 Free partially commutative groups, associative algebras and Lie algebras (Yuqun
Chen, Qiuhui Mo [39]).
3.12 Plactic monoids in row generators (Yuqun Chen, Jing Li [35]).
Some applications of CD-lemmas for associative and Lie algebras are given in:
3.13 Plactic algebras in standard generators (Lukasz Kubat, Jan Oknin´skii [64]).
3.14 Filtrations and distortion in infinite-dimensional algebras (Y. Bahturin, A. Olshan-
skii [2]).
3.15 Sufficiency conditions for Bokut’ normal forms (K. Kalorkoti [60]).
3.16 Quantum groups of type G2 andD4 (Yanhua Ren, Abdukadir Obul [74], Gulshadam
Yunus, Abdukadir Obul [86]).
3.17 An embedding of recursively presented Lie algebras (E. Chibrikov [43]).
3.18 GSB for some monoids (Canan Kocapinar, Firat Ates, A. Sinan Cevik [62]).
Notations
CD-lemma: Composition-Diamond lemma.
GSB: Gro¨bner-Shirshov basis.
X∗: the free monoid generated by the set X .
X∗∗: the set of all non-associative words (u) in X .
k: a field.
K: a commutative ring with unit.
Id(S): the ideal generated by the set S.
k〈X〉: the free associative algebra over k generated by X .
k[X ]: the polynomial algebra over k generated by X .
Lie(X): the free Lie algebra over k generated by X .
LieK(X): the free Lie algebra over a commutative ring K generated by X .
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2 New CD-lemmas
2.1 Lie algebras over a commutative algebra
A. A. Mikhalev, A. A. Zolotykh [70] prove the CD-lemma for k[Y ] ⊗ k〈X〉, a tensor
product of a free algebra and a polynomial algebra. L. A. Bokut, Yuqun Chen, Yongshan
Chen [13] prove the CD-lemma for k〈Y 〉 ⊗ k〈X〉, a tensor product of two free algebras.
Yuqun Chen, Jing Li, Mingjun Zeng [36] (see §2.7) prove the CD-lemma for k[Y ]⊗ k(X),
a tensor product of a non-associative algebra and a polynomial algebra.
In this subsection, we introduce the CD-lemma for k[Y ]⊗ Lie(X), Lie algebra Lie(X)
over a polynomial algebra k[Y ], which is established in [14]. It provides a Gro¨bner-
Shirshov bases theory for Lie algebras over a commutative algebra.
Let K be a commutative associative k-algebra with unit and L a Lie K-algebra. Then,
L can be presented as K-algebra by generators X and some defining relations S,
L = LieK(X|S) = LieK(X)/Id(S).
In order to define a Gro¨bner-Shirshov basis for L, we first present K in a form
K = k[Y |R] = k[Y ]/Id(R),
where R ⊂ k[Y ]. Then the Lie K-algebra L has the following presentation as a k[Y ]-
algebra
L = Liek[Y ](X|S,Rx, x ∈ X).
Let the set X be well-ordered, and let < and ≺X be the lex order and the deg-lex order
on X∗ respectively, for example, ab < a, a ≺X ab, a, b ∈ X .
A word w ∈ X∗ \ {1} is an associative Lyndon-Shirshov word (ALSW for short) if
(∀u, v ∈ X∗, u, v 6= 1) w = uv ⇒ w > vu.
A nonassociative word (u) ∈ X∗∗ is a non-associative Lyndon-Shirshov word (NLSW
for short), denoted by [u], if
(i) u is an ALSW;
(ii) if [u] = [(u1)(u2)] then both (u1) and (u2) are NLSW’s (from (i) it then follows that
u1 > u2);
(iii) if [u] = [[[u11][u12]][u2]] then u12 ≤ u2.
We denote the set of all NLSW’s (ALSW’s) on X by NLSW (X) (ALSW (X)).
Let Y = {yj|j ∈ J} be a well-ordered set and [Y ] = {yj1yj2 · · · yjl|yj1 ≤ yj2 ≤ · · · ≤
yjl, l ≥ 0} the free commutative monoid generated by Y . Then [Y ] is a k-linear basis of
the polynomial algebra k[Y ].
Let Liek[Y ](X) be the “double” free Lie algebra, i.e., the free Lie algebra over the
polynomial algebra k[Y ] with generating set X .
From now on we regard Liek[Y ](X) ∼= k[Y ]⊗Liek(X) as the Lie subalgebra of k[Y ]〈X〉 ∼=
k[Y ]⊗k〈X〉 the free associative algebra over polynomial algebra k[Y ], which is generated
by X under the Lie bracket [u, v] = uv − vu.
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For an ALSW t on X , there is a unique bracketing, denoted by [t], such that [t] is
NLSW :
[t] = t ∈ X, [t] = [[v][w]],
where t = vw and w is the longest ALSW proper end of t (then v is also an ALSW).
Let
TA = {u = u
Y uX |uY ∈ [Y ], uX ∈ ALSW (X)}
and
TN = {[u] = u
Y [uX ]|uY ∈ [Y ], [uX ] ∈ NLSW (X)}.
Let kTN be the linear space spanned by TN over k. For any [u], [v] ∈ TN , define
[u][v] =
∑
αiu
Y vY [wXi ]
where αi ∈ k, [w
X
i ]’s are NLSW’s and [u
X ][vX ] =
∑
αi[w
X
i ] in Liek(X).
Then k[Y ]⊗ Liek(X) ∼= kTN as k-algebra and TN is a k-basis of k[Y ]⊗ Liek(X).
We define the deg-lex order ≻ on
[Y ]X∗ = {uY uX |uY ∈ [Y ], uX ∈ X∗}
by the following: for any u, v ∈ [Y ]X∗,
u ≻ v if (uX ≻X v
X) or (uX = vX and uY ≻Y v
Y ),
where ≻Y and ≻X are the deg-lex order on [Y ] and X
∗ respectively.
Lemma 2.1.1 (Shirshov [80, 83]) Suppose that w = aub where w, u ∈ TA and a, b ∈ X
∗.
Then [w] = [a[uc]d], where [uc] ∈ TN and b = cd.
Represent c in a form c = c1c2 . . . ck, where c1, . . . , cn ∈ ALSW (X) and c1 ≤ c2 ≤ . . . ≤
cn. Denote by
[w]u = [a[· · · [[[u][c1]][c2]] . . . [cn]]d].
Then, [w]u = w.
Definition 2.1.2 Let S ⊂ Liek[Y ](X) be a k-monic subset, a, b ∈ X
∗ and s ∈ S. If
as¯b ∈ TA, then by Lemma 2.1.1 we have the special bracketing [as¯b]s¯ of as¯b relative to s¯.
We define [asb]s¯ = [as¯b]s¯|[s¯] 7→s to be a normal s-word (or normal S-word).
It is proved that each element in Id(S) can be expressed as a linear combinations of
normal S-words (see [14]). The proof is not easy.
There are four kinds of compositions.
Definition 2.1.3 Let f, g be two k-monic polynomials of Liek[Y ](X). Denote the least
common multiple of f¯Y and g¯Y in [Y ] by L = lcm(f¯Y , g¯Y ).
If g¯X is a subword of f¯X , i.e., f¯X = ag¯Xb for some a, b ∈ X∗, then the polynomial
C1〈f, g〉w =
L
f¯Y
f −
L
g¯Y
[agb]g¯
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is called the inclusion composition of f and g with respect to w, where w = Lf¯X = Lag¯Xb.
If a proper prefix of g¯X is a proper suffix of f¯X , i.e., f¯X = aa0, g¯
X = a0b, a, b, a0 6= 1,
then the polynomial
C2〈f, g〉w =
L
f¯Y
[fb]f¯ −
L
g¯Y
[ag]g¯
is called the intersection composition of f and g with respect to w, where w = Lf¯Xb =
Lag¯X .
If the greatest common divisor of f¯Y and g¯Y in [Y ] is non-empty, then for any a, b, c ∈
X∗ such that w = Laf¯Xbg¯Xc ∈ TA, the polynomial
C3〈f, g〉w =
L
f¯Y
[afbg¯Xc]f¯ −
L
g¯Y
[af¯Xbgc]g¯
is called the external composition of f and g with respect to w.
If f¯Y 6= 1, then for any normal f -word [afb]f¯ , a, b ∈ X
∗, the polynomial
C4〈f〉w = [af¯
Xb][afb]f¯
is called the multiplication composition of f with respect to w, where w = af¯Xbaf¯b.
Theorem 2.1.4 ([14], CD-lemma for Lie algebras over a commutative algebra)
Let S ⊂ Liek[Y ](X) be nonempty set of k-monic polynomials and Id(S) be the k[Y ]-ideal
of Liek[Y ](X) generated by S. Then the following statements are equivalent.
(i) S is a Gro¨bner-Shirshov basis in Liek[Y ](X).
(ii) f ∈ Id(S)⇒ f¯ = βas¯b ∈ TA for some s ∈ S, β ∈ [Y ] and a, b ∈ X
∗.
(iii) Irr(S) = {[u] | [u] ∈ TN , u 6= βas¯b, for any s ∈ S, β ∈ [Y ], a, b ∈ X
∗} is a k-basis
for Liek[Y ](X|S) = Liek[Y ](X)/Id(S).
Now, we give some applications of Theorem 2.1.4.
A Lie algebra is called special if it can be embedded into its universal enveloping
associative algebra.
Only a few of non-special Lie algebras were known.
Example 2.1.5 (Shirshov [79, 83]) Let the field k = GF (2) and K = k[Y |R], where
Y = {yi, i = 0, 1, 2, 3}, R = {y0yi = yi (i = 0, 1, 2, 3), yiyj = 0 (i, j 6= 0)}.
Let L = LieK(X|S1, S2), where X = {xi, 1 ≤ i ≤ 13}, S1 consist of the following relations
[x2, x1] = x11, [x3, x1] = x13, [x3, x2] = x12,
[x5, x3] = [x6, x2] = [x8, x1] = x10,
[xi, xj ] = 0 (for any other i > j),
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and S2 consist of the following relations
y0xi = xi (i = 1, 2, . . . , 13),
x4 = y1x1, x5 = y2x1, x5 = y1x2, x6 = y3x1, x6 = y1x3,
x7 = y2x2, x8 = y3x2, x8 = y2x3, x9 = y3x3,
y3x11 = x10, y1x12 = x10, y2x13 = x10,
y1xk = 0 (k = 4, 5, . . . , 11, 13), y2xt = 0 (t = 4, 5, . . . , 12), y3xl = 0 (l = 4, 5, . . . , 10, 12, 13).
Then S = S1 ∪ S2 ∪ RX ∪ {y1x2 = y2x1, y1x3 = y3x1, y2x3 = y3x2} is a GSB in
Liek[Y ](X). By Theorem 2.1.4, x10 6= 0 in L. But from the CD-lemma for k[Y ] ⊗ k〈X〉
in A. A. Mikhalev, A. A. Zolotykh [70], it easily follows that x10 = 0 in the universal
enveloping associative algebra UK(L) = K〈X|S
(−)
1 , S2〉. Hence, L is non-special as a
K-algebra.
Example 2.1.6 (Cartier [29]) Let k = GF (2), K = k[y1, y2, y3|y
2
i = 0, i = 1, 2, 3] and
L = LieK(X|S), where X = {xij , 1 ≤ i ≤ j ≤ 3} and
S = {[xii, xjj] = xji (i > j), [xij , xkl] = 0 (others), y3x33 = y2x22 + y1x11}.
Then S ′ = S ∪{y2i xkl = 0 (∀i, k, l)} ∪S1 is a GSB in Liek[Y ](X), where S1 consists of the
following relations
y3x23 = y1x12, y3x13 = y2x12, y2x23 = y1x13, y3y2x22 = y3y1x11,
y3y1x12 = 0, y3y2x12 = 0, y3y2y1x11 = 0, y2y1x13 = 0.
The universal enveloping algebra of L has a presentation:
UK(L) = K〈X|S
(−)〉 ∼= k[Y ]〈X|S(−), y2i xkl = 0 (∀i, k, l)〉.
In UK(L), we have
0 = y23x
2
33 = (y2x22 + y1x11)
2 = y22x
2
22 + y
2
1x
2
11 + y2y1[x22, x11] = y2y1x12.
On the other hand, since y2y1x12 ∈ Irr(S
′), y2y1x12 6= 0 in L by Theorem 2.1.4. Thus, L
is not special as a K-algebra.
Conjecture (Cohn [44]) Let K = k[y1, y2, y3|y
p
i = 0, i = 1, 2, 3] be an algebra of truncated
polynomials over a field k of characteristic p > 0. Let
Lp = LieK(x1, x2, x3 | y3x3 = y2x2 + y1x1).
Then Lp is not special. Lp is called Cohn’s Lie algebras.
Let Y = {y1, y2, y3}, X = {x1, x2, x3} and S = {y3x3 = y2x2 + y1x1, y
p
i xj = 0, 1 ≤
i, j ≤ 3}. Then Lp ∼= Liek[Y ](X|S) and UK(Lp) ∼= k[Y ]〈X|S
(−)〉. Suppose that SC is
the Gro¨bner-Shirshov complement of S in Liek[Y ](X). Let S
X
p ⊂ Lp be the set of all the
elements of SC whose X-degrees do not exceed p. It is clear that S
X
p is a finite set for any
p. Although it is difficult to find the Gro¨bner-Shirshov complement of S in Liek[Y ](X),
it is possible to find the set S
X
p . By using this idea and the Theorem 2.1.4, we have the
following theorem:
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Theorem 2.1.7 ([14]) Cohn’s Lie algebras L2, L3 and L5 are non-special.
Theorem 2.1.8 ([14]) For an arbitrary commutative k-algebra K = k[Y |R], if S is a
Gro¨bner-Shirshov basis in Liek[Y ](X) such that for any s ∈ S, s is k[Y ]-monic, then
L = LieK(X|S) is special.
Corollary 2.1.9 ([14]) Any Lie K-algebra LK = LieK(X|f) with one monic defining
relation f = 0 is special.
Theorem 2.1.10 ([14]) Suppose that S is a finite homogeneous subset of Liek(X). Then
the word problem of LieK(X|S) is solvable for any finitely generated commutative k-algebra
K.
Theorem 2.1.11 ([14]) Every finitely or countably generated Lie K-algebra can be em-
bedded into a two-generated Lie K-algebra, where K is an arbitrary commutative k-
algebra.
2.2 Associative algebras with multiple operations
A Ω-algebra A is a k-space with the linear operator set Ω on A.
V. Drensky and R. Holtkamp [47] constructed Gro¨bner bases theory for Ω-algebras,
where Ω consists of n-ary operations, n ≥ 2.
In this subsection, we consider associative Ω-algebras, where Ω consists of n-ary oper-
ations, n ≥ 1.
An associative algebra with multiple linear operators is an associative K-algebra R
with a set Ω of multilinear operators (operations).
Let X be a set and
Ω =
∞⋃
n=1
Ωn
where Ωn is the set of n-ary operations, for example, ary (δ) = n if δ ∈ Ωn.
Define
S0 = S(X0), X0 = X,
S1 = S(X1), X1 = X ∪ Ω(S0),
· · · · · ·
Sn = S(Xn), Xn = X ∪ Ω(Sn−1),
where Ω(Sj) =
∞⋃
t=1
{δ(u1, u2, . . . , ut)|δ ∈ Ωt, ui ∈ Sj, i = 1, 2, . . . , t} and S(Xj) is the free
semigroup generated by Xj , j = 0, 1, . . . .
Let
S(X) =
⋃
n≥0
Sn.
Then, it is easy to see that S(X) is a semigroup such that Ω(S(X)) ⊆ S(X).
For any u ∈ S(X), dep(u) = min{n|u ∈ Sn} is called the depth of u.
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Let K〈X ; Ω〉 be the K-algebra spanned by S(X). Then, the element in S(X) (resp.
K〈X ; Ω〉) is called a Ω-word (resp. Ω-polynomial). If u ∈ X∪Ω(S(X)), we call u a prime
Ω-word and define bre(u) = 1 (the breadth of u). If u = u1u2 · · ·un ∈ S(X), where ui is
prime Ω-word for all i, then we define bre(u) = n.
Extend linearly each δ ∈ Ωn,
δ : S(X)n → S(X), (x1, x2, · · · , xn) 7→ δ(x1, x2, · · · , xn)
to K〈X ; Ω〉. Then, K〈X ; Ω〉 is a free associative algebra with multiple linear operators Ω
on set X .
Assume that S(X) is equipped with a monomial order >.
Let f, g be two monic Ω-polynomials. Then, there are two kinds of compositions.
(i) If there exists a Ω-word w = f¯a = bg¯ for some a, b ∈ S(X) such that bre(w) <
bre(f¯) + bre(g¯), then we call (f, g)w = fa − bg the intersection composition of f
and g with respect to w.
(ii) If there exists a Ω-word w = f¯ = u|g¯ for some u ∈ S(X), then we call (f, g)w =
f − u|g the including composition of f and g with respect to w.
It is noted that each S-word is normal.
Theorem 2.2.1 ([20], CD-lemma for associative Ω-algebras) Let S be a set of
monic Ω-polynomials in K〈X ; Ω〉 and > a monomial order on S(X). Then the following
statements are equivalent.
(i) S is a Gro¨bner-Shirshov basis in K〈X ; Ω〉.
(ii) f ∈ Id(S)⇒ f¯ = u|s for some u ∈ S(X) and s ∈ S.
(iii) Irr(S) = {w ∈ S(X)|w 6= u|s for any u ∈ S(X) and s ∈ S} is a K-basis of
K〈X ; Ω|S〉 = K〈X ; Ω〉/Id(S).
Now, we give some applications of Theorem 2.3.1.
First of all, we define an order on S(X). Let X and Ω be well-ordered sets. We order
X∗ by the deg-lex order. For any u ∈ S(X), u can be uniquely expressed without brackets
as
u = u0δi
1
−→xi1u1 · · · δit
−→xitut,
where each ui ∈ X
∗, δi
k
∈ Ωi
k
, −→xik = (xk1 , xk2, · · · , xki
k
) ∈ S(X)ik . It is reminded that
for each ik, dep(u) > dep(
−→xik).
Denote by
wt(u) = (t, δi
1
,−→xi1 , · · · , δit ,
−→xit , u0, u1, · · · , ut).
Then, we order S(X) as follows: for any u, v ∈ S(X),
u > v ⇐⇒ wt(u) > wt(v) lexicographically (1)
by induction on dep(u) + dep(v).
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It is clear that the order (1) is a monomial order on S(X).
A Rota-Baxter K-algebra of weight λ ([3, 77]) is an associative algebra R with a K-
linear operation P : R→ R satisfying the Rota-Baxter relation:
P (x)P (y) = P (P (x)y + xP (y) + λxy), ∀x, y ∈ R.
Thus, any Rota-Baxter algebra is a special case of associative algebra with multiple
operators when Ω = {P}.
Now, let Ω = {P} and S(X) be as before. Let K〈X ;P 〉 be the free associative algebra
with one operator Ω = {P} on a set X .
Theorem 2.2.2 ([20]) With the order (1) on S(X),
S = {P (x)P (y)− P (P (x)y)− P (xP (y))− λP (xy)| x, y ∈ S(X)}
is a Gro¨bner-Shirshov basis in K〈X ;P 〉.
By Theorems 2.3.1 and 2.2.2, we obtain a normal form Irr(S) of the free Rota-Baxter
algebra K〈X ;P |S〉 which is the same as in [48].
A λ-differential algebra over K ([54]) is an associative K-algebra R together with a
K-linear operator D : R→ R such that
D(xy) = D(x)y + xD(y) + λD(x)D(y), ∀x, y ∈ R.
Any λ-differential algebra is also an associative algebra with one operator Ω = {D}.
Let X be well-ordered and K〈X ;D〉 the free associative algebra with one operator
Ω = {D} defined as before.
For any u ∈ S(X), u has a unique expression
u = u1u2 · · ·un,
where each ui ∈ X ∪D(S(X)). Denote by degX (u) the number of x ∈ X in u. Let
wt(u) = (deg
X
(u), u1, u2, · · · , un).
For any u, v ∈ S(X), define
u > v ⇐⇒ wt(u) > wt(v) lexicographically, (2)
where for each t, ut > vt if one of the following holds:
(a) ut, vt ∈ X and ut > vt;
(b) ut = D(u
′
t), vt ∈ X ;
(c) ut = D(u
′
t), vt = D(v
′
t) and u
′
t > v
′
t.
It is easy to see the order (2) is a monomial order on S(X).
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Theorem 2.2.3 ([20]) With the order (2) on S(X),
S = {D(xy)−D(x)y − xD(y)− λD(x)D(y)| x, y ∈ S(X)}
is a Gro¨bner-Shirshov basis in K〈X ;D〉.
By Theorems 2.3.1 and 2.2.3, we obtain a normal form Irr(S) of the free λ-differential
algebra K〈X ;D|S〉 which is the same as in [54].
A differential Rota-Baxter algebra of weight λ ([54]), called also λ-differential Rota-
Baxter algebra, is an associative K-algebra R with two K-linear operators P,D : R→ R
such that for any x, y ∈ R,
(I) (Rota-Baxter relation) P (x)P (y) = P (xP (y)) + P (P (x)y) + λP (xy);
(II) (λ-differential relation) D(xy) = D(x)y + xD(y) + λD(x)D(y);
(III) D(P (x)) = x.
Hence, any λ-differential Rota-Baxter algebra is an associative algebra with two linear
operators Ω = {P,D}.
Let K〈X ; Ω〉 be the free associative algebra with multiple linear operators Ω on X ,
where Ω = {P,D}. For any u ∈ S(X), u has a unique expression
u = u0P (b1)u1P (b2)u2 · · ·P (bn)un,
where each ui ∈ (X ∪D(S(X)))
∗ and bi ∈ S(X). Denote by
wt(u) = (deg
X
(u), deg
P
(u), n, b1, · · · , bn, u0, · · · , un),
where deg
P
(u) is the number of P in u. Also, for any ut ∈ (X ∪ D(S(X)))
∗, ut has a
unique expression
ut = ut1 · · ·utk
where each utj ∈ X ∪D(S(X)).
Let X be well-ordered and u, v ∈ S(X). Order S(X) as follows:
u > v ⇐⇒ wt(u) > wt(v) lexicographically (3)
where for each t, ut > vt if
(deg
X
(ut), degP (ut), ut1, · · · , utk) > (degX (vt), degP (vt), vt1 , · · · , vtl) lexicographically
where for each j, utj > vtj if one of the following holds:
(a) utj , vtj ∈ X and utj > vtj ;
(b) utj = D(u
′
tj
), vtj ∈ X ;
(c) utj = D(u
′
tj
), vtj = D(v
′
tj
) and u
′
tj
> v
′
tj
.
Clearly, the order (3) is a monomial order on S(X).
Let S be the set consisting of the following Ω-polynomials:
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1. P (x)P (y)− P (xP (y))− P (P (x)y)− λP (xy),
2. D(xy)−D(x)y − xD(y)− λD(x)D(y),
3. D(P (x))− x,
where x, y ∈ S(X).
Theorem 2.2.4 ([20]) With the order (3) on S(X), S is a Gro¨bner-Shirshov basis in
K〈X ; Ω〉.
By Theorems 2.3.1 and 2.2.4, we obtain a normal form Irr(S) of the free λ-differential
Rota-Baxter algebra K〈X ;P,D|S〉 which is a similar one in [54].
2.3 Rota-Baxter algebras
In the subsection, we consider Rota-Baxter algebras over a field of characteristic 0.
The free non-commutative Rota-Baxter algebra is given by K. Ebrahimi-Fard and L.
Guo [48]. The free commutative Rota-Baxter algebra is given by G. Rota [77] and P.
Cartier [28].
Let X be a nonempty set, S(X) the free semigroup generated by X without identity
and P a symbol of a unary operation. For any two nonempty sets Y and Z, denote by
ΛP (Y, Z) = (∪r≥0(Y P (Z))
rY )∪(∪r≥1(Y P (Z))
r)∪(∪r≥0(P (Z)Y )
rP (Z))∪(∪r≥1(P (Z)Y )
r),
where for a set T , T 0 means the empty set.
Define
Φ0 = S(X)
...
...
Φn = ΛP (Φ0,Φn−1)
...
...
Let
Φ(X) = ∪n≥0Φn.
Clearly, P (Φ(X)) ⊂ Φ(X). If u ∈ X∪P (Φ(X)), then u is called prime. For any u ∈ Φ(X),
u has a unique form u = u1u2 · · ·un where ui is prime, i = 1, 2, . . . , n, and ui, ui+1 can
not both have forms as p(u′i) and p(u
′
i+1). If this is the case, then we define the breath of
u to be n, denoted by bre(u) = n.
For any u ∈ Φ(X) and for a set T ⊆ X ∪ {P}, denote by degT (u) the number of
occurrences of t ∈ T in u. Let
Deg(u) = (deg{P}∪X(u), deg{P}(u)).
We order Deg(u) lexicographically.
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Let kΦ(X) be a free k-module with k-basis Φ(X) and λ ∈ k a fixed element. Extend
linearly P : kΦ(X)→ kΦ(X), u 7→ P (u) where u ∈ Φ(X).
Now we define the multiplication in kΦ(X).
Firstly, for u, v ∈ X ∪ P (Φ(X)), define
u · v =
{
P (P (u′) · v′) + P (u′ · P (v′)) + λP (u′ · v′), if u = P (u′), v = P (v′);
uv, otherwise.
Secondly, for any u = u1u2 · · ·us, v = v1v2 · · · vl ∈ Φ(X) where ui, vj are prime, i =
1, 2, . . . , s, j = 1, 2, . . . , l, define u · v = u1u2 · · ·us−1(us · v1)v2 · · · vl.
Equipping with the above concepts, kΦ(X) is the free Rota-Baxter algebra with weight
λ generated by X (see [48]), denoted by RB(X).
We have to order Φ(X). Let X be a well-ordered set. Let us define an order > on
Φ(X) by induction on the Deg-function.
For any u, v ∈ Φ(X), if Deg(u) > Deg(v), then u > v.
If Deg(u) = Deg(v) = (n,m), then we define u > v by induction on (n,m).
If (n,m) = (1, 0), then u, v ∈ X and we use the order on X . Suppose that for (n,m)
the order is defined where (n,m) ≥ (1, 0). Let (n,m) < (n′, m′) = Deg(u) = Deg(v).
If u, v ∈ P (Φ(X)), say u = P (u′) and v = P (v′), then u > v if and only if u′ > v′ by
induction. Otherwise u = u1u2 · · ·ul and v = v1v2 · · · vs where l > 1 or s > 1, then u > v
if and only if (u1, u2, . . . , ul) > (v1, v2, . . . , vs) lexicographically by induction.
It is clear that > is a monomial order on Φ(X). Throughout this subsection, we will
use this order.
It is noted that not each S-word is normal.
Let f, g ∈ RB(X) be monic with f = u1u2 · · ·un where each ui is prime. Then, there
are four kinds of compositions.
(i) If un ∈ P (Φ(X)), then we define composition of right multiplication as f · u where
u ∈ P (Φ(X)).
(ii) If u1 ∈ P (Φ(X)), then we define composition of left multiplication as u · f where
u ∈ P (Φ(X)).
(iii) If there exits a w = fa = bg where fa is normal f -word and bg is normal g-word,
a, b ∈ Φ(X) and deg{P}∪X(w) < deg{P}∪X(f) + deg{P}∪X(g), then we define the
intersection composition of f and g with respect to w as (f, g)w = f · a− b · g.
(iv) If there exists a w = f = u|g where u ∈ Φ
⋆(X), then we define the inclusion
composition of f and g with respect to w as (f, g)w = f − u|g.
Theorem 2.3.1 ([15], CD-lemma for Rota-Baxter algebras) Let RB(X) be a free
Rota-Baxter algebra over a field of characteristic 0 and S a set of monic polynomials
in RB(X) and > the monomial order on Φ(X) defined as before. Then the following
statements are equivalent.
(i) S is a Gro¨bner-Shirshov basis in RB(X).
(ii) f ∈ Id(S)⇒ f¯ = u|s for some u ∈ Φ(X), s ∈ S.
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(iii) Irr(S) = {u ∈ Φ(X)|u 6= v|s¯, s ∈ S, v|s is normal s-word} is a k-basis of RB(X|S)
= RB(X)/Id(S).
The following are some applications of the Theorem 2.3.1.
Theorem 2.3.2 ([15]) Let I be a well-ordered set, X = {xi|i ∈ I} and the order on
Φ(X) defined as before. Let
f = xixj − xjxi, i > j, i, j ∈ I (4)
g = P (u)xi − xiP (u), u ∈ Φ(X), i ∈ I (5)
Let S consist of (4) and (5). Then S is a Gro¨bner-Shirshov basis in RB(X).
By using Theorems 2.3.1 and 2.3.2, we get a normal form Irr(S) of the free commutative
Rota-Baxter algebra RB(X|S) which is the same as one in [53].
Theorem 2.3.3 ([15]) Every countably generated Rota-Baxter algebra with weight 0 can
be embedded into a two-generated Rota-Baxter algebra.
An important application of Theorem 2.3.1 is PBW theorem for dendriform algebra
which is a conjecture of L. Guo [52].
A dendriform algebra (see [67]) is a k-space D with two binary operations ≺ and ≻
such that for any x, y, z ∈ D,
(x ≺ y) ≺ z = x ≺ (y ≺ z + y ≻ z)
(x ≻ y) ≺ z = x ≻ (y ≺ z)
(x ≺ y + x ≻ y) ≻ z = x ≻ (y ≻ z)
Suppose that (D,≺,≻) is a dendriform algebra over k with a linear basis X = {xi|i ∈
I}. Let xi ≺ xj = {xi ≺ xj}, xi ≻ xj = {xi ≻ xj}, where {xi ≺ xj} and {xi ≻ xj}
are linear combinations of x ∈ X . Then D has an expression by generators and defining
relations
D = D(X|xi ≺ xj = {xi ≺ xj}, xi ≻ xj = {xi ≻ xj}, xi, xj ∈ X).
Denote by
U(D) = RB(X|xiP (xj) = {xi ≺ xj}, P (xi)xj = {xi ≻ xj}, xi, xj ∈ X).
Then U(D) is the universal enveloping Rota-Baxter algebra of D, see [48].
The following is the PBW theorem for dendriform algebras which is proved by Yuqun
Chen, Qiuhui Mo [38].
Theorem 2.3.4 ([38]) Every dendriform algebra over a field of characteristic 0 can be
embedded into its universal enveloping Rota-Baxter algebra.
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2.4 Right-symmetric (or pre-Lie) algebras
A non-associative A is called a right-symmetric (or pre-Lie) algebra if A satisfies the
following identity (x, y, z) = (x, z, y) for the associator (x, y, z) = (xy)z − x(yz). It is a
Lie admissible algebra in a sense that A(−) = (A, [xy] = xy − yx) is a Lie algebra.
Let X = {xi|i ∈ I} be a set and for any (u) ∈ X
∗∗, |(u)| the length of the word (u).
Let I be a well-ordered set. We order X∗∗ by the induction on the lengths of the words
(u) and (v):
(i) If |((u)(v))| = 2, then (u) = xi > (v) = xj if and only if i > j.
(ii) If |((u)(v))| > 2, then (u) > (v) if and only if one of the following cases holds:
(a) |(u)| > |(v)|.
(b) If |(u)| = |(v)|, (u) = ((u1)(u2)) and (v) = ((v1)(v2)), then (u1) > (v1) or
((u1) = (v1) and (u2) > (v2)).
It is clear that the order < on X∗∗ is well-ordered which is called deg-lex order on
non-associative words. We use this order throughout this subsection.
We now cite the definition of good words (see [78]) by induction on length:
1) x is a good word for any x ∈ X .
Suppose that we define good words of length < n.
2) non-associative word ((v)(w)) is called a good word if
(a) both (v) and (w) are good words,
(b) if (v) = ((v1)(v2)), then (v2) ≤ (w).
We denote (u) by [u], if (u) is a good word.
Let W be the set of all good words in the alphabet X and RS〈X〉 the free right-
symmetric algebra over a field k generated by X . Then W forms a linear basis of the free
right-symmetric algebra RS〈X〉, see [78]. Daniyar Kozybaev, Leonid Makar-Limanov,
Ualbai Umirbaev [63] has proved that the deg-lex order on W is monomial.
Let S ⊂ RS〈X〉 be a set of monic polynomials and s ∈ S. An S-word (u)s is called a
normal S-word if (u)s¯ = (as¯b) is a good word.
Let f, g ∈ S, [w] ∈ W and a, b ∈ X∗. Then there are two kinds of compositions.
(i) If f¯ = [ag¯b], then (f, g)f¯ = f − [agb] is called composition of inclusion.
(ii) If (f¯ [w]) is not good, then f · [w] is called composition of right multiplication.
Theorem 2.4.1 ([16], CD-lemma for right-symmetry algebras) Let S ⊂ RS〈X〉
be a nonempty set of monic polynomials and the order < be defined as before. Then the
following statements are equivalent.
(i) S is a Gro¨bner-Shirshov basis in RS〈X〉.
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(ii) f ∈ Id(S) ⇒ f¯ = [as¯b] for some s ∈ S and a, b ∈ X∗, where [asb] is a normal
S-word.
(iii) Irr(S) = {[u] ∈ W |[u] 6= [as¯b] a, b ∈ X∗, s ∈ S and [asb] is a normal S-word} is a
linear basis of the algebra RS〈X|S〉 = RS〈X〉/Id(S).
As an application, we have a GSB for universal enveloping right-symmetric algebra of
a Lie algebra.
Theorem 2.4.2 ([16]) Let (L, [, ]) be a Lie algebra with a well-ordered basis {ei| i ∈ I}.
Let [ei, ej ] =
∑
m
αmij em, where α
m
ij ∈ k. We denote
∑
m
αmij em by {eiej}. Let
U(L) = RS〈{ei}I | eiej − ejei = {eiej}, i, j ∈ I〉
be the universal enveloping right-symmetric algebra of L. Let
S = {fij = eiej − ejei − {eiej}, i, j ∈ I and i > j}.
Then the set S is a Gro¨bner-Shirshov basis in RS〈X〉 where X = {ei}I .
By Theorems 2.4.1 and 2.4.2, we immediately have the following PBW theorem for Lie
algebra and right-symmetric algebra.
Corollary 2.4.3 (D. Segal [78]) A Lie algebra L can be embedded into its universal
enveloping right-symmetric algebra U(L) as a subalgebra of U(L)(−).
2.5 L-algebras
An L-algebra (see [66]) is a k-space L equipped with two binary k-linear operations
≺, ≻: L⊗L→ L verifying the so-called entanglement relation:
(x ≻ y) ≺ z = x ≻ (y ≺ z), ∀x, y, z ∈ L.
Let Ω = {≻, ≺} = Ω2 and S(X) =
⋃
n≥0Sn (see §2.2). For any δ ∈ Ω, x, y ∈ X , we
write δ(x, y) = xδy.
An Ω-word u is an L-word if u is one of the following:
i) u = x, where x ∈ X .
ii) u = v ≻ w, where v and w are L-words.
iii) u = v ≺ w with v 6= v1 ≻ v2, where v1, v2, v, w are L-words.
Let L(X) be the free L-algebra generated by X . Then the set N of all L-words forms
a normal form of L(X), see [34], Corollary 3.3.
Let X be a well-ordered set. Denote ≻ by δ1 and ≺ by δ2. Let δ1 < δ2. For any u ∈
S(X), if u = x ∈ X , denote by wt(u) = (1, x); if u = δi(u1, u2) for some u1, u2 ∈ S(X),
denote by wt(u) = (deg
X
(u), δi, u1, u2). For any u, v ∈ S(X), define
u > v ⇐⇒ wt(u) > wt(v) lexicographically
18
by induction on |u|+ |v|.
It is clear that > is a monomial order on N .
It is noted that not each S-word is normal.
In the paper [34], CD-lemma for Ω-algebras is established, where Ω consists of n-ary
operations, n ≥ 1. This generalizes the result in V. Drensky and R. Holtkamp [47]. As
a result, the linear basis N (the set of all L-words) for the free L-algebra is obtained by
using CD-lemma for Ω-algebras. Then the CD-lemma for L-algebras is given. There are
two kinds compositions: inclusion composition and right multiplication composition. As
applications, the following embedding theorems for L-algebras are obtained:
Theorem 2.5.1 ([34]) 1) Every countably generated L-algebra over a field k can be em-
bedded into a two-generated L-algebra.
2) Every L-algebra over a field k can be embedded into a simple L-algebra.
3) Every countably generated L-algebra over a countable field k can be embedded into a
simple two-generated L-algebra.
4) Three arbitrary L-algebras A, B, C over a field k can be embedded into a simple
L-algebra generated by B and C if |k| ≤ dim(B ∗ C) and |A| ≤ |B ∗ C|, where B ∗ C is
the free product of B and C.
GSB of a free dialgebra and the free product of two L-algebras, respectively are also
given, and then the normal forms of such algebras are obtained in [34].
2.6 Differential algebras
Let D be a set of symbols, A an associative algebra over K. Then A is a differential
algebra with differential operators D or D-algebra for short if for any δ ∈ D, a, b ∈ A,
δ(ab) = δ(a) · b+ a · δ(b).
Let D = {Dj |j ∈ J} and N the set of non-negative integers. For any m ∈ N and
j¯ = (j1, · · · , jm) ∈ J
m, denote by Dj¯ = Dj1Dj2 · · ·Djm and D
ω(X) = {Dj¯(x)|x ∈ X, j¯ ∈
Jm, m ∈ N}, where Dj¯(x) = x if j¯ ∈ J0. Let T = (Dω(X))∗ be the free monoid generated
by Dω(X).
Let D(X) be the free differential algebra with differential operators D generated by X .
Then T is a linear basis of D(X), see [31].
Let X , J be well-ordered sets, Di¯(x) = Di1Di2 · · ·Dim(x) ∈ D
ω(X) and
wt(Di¯(x)) = (x;m, i1, i2, · · · , im).
Then, we order Dω(X) as follows:
Di¯(x) > Dj¯(y)⇐⇒ wt(Di¯(x)) > wt(Dj¯(y)) lexicographically.
It is easy to check this order is a well ordering on Dω(X).
Then deg-lex order on T = (Dω(X))∗ is monomial.
It is noted that each S-word is normal.
Let f, g ∈ D(X) be monic polynomials and w, a, b ∈ T . Then there are two kinds of
compositions.
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(i) There are two sorts of composition of inclusion:
If w = f¯ = a · dj¯(g¯) · b, then the composition is (f, g)w = f − a · D
j¯(g) · b. If
w = di¯(f¯) = g¯ · b, then the composition is (f, g)w = D
i¯(f)− g · b.
(ii) Composition of intersection:
If w = f¯ · b = a · dj¯(g¯) such that |f¯ | + |g¯| > |w|, then the composition is (f, g)w =
f · b− a ·Dj¯(g). In this case, we assume that a, b 6= 1.
Theorem 2.6.1 ([31], CD-lemma for differential algebras) Let D(X) be the free
differential algebra with differential operators D = {Dj|j ∈ J}, S ⊂ D(X) a monic subset
and < the order on T = (Dω(X))∗ as before. Then the following statements are equivalent.
(i) S is a Gro¨bner-Shirshov basis in D(X).
(ii) f ∈ Id(S)⇒ f¯ = a · di¯(s¯) · b for some s ∈ S, i¯ ∈ Jm, m ∈ N and a, b ∈ T.
(iii) Irr(S) = {u ∈ T | u 6= a · di¯(s¯) · b for all s ∈ S, a, b ∈ T, i¯ ∈ Jm, m ∈ N} is a
k-linear basis of D(X|S) = D(X)/Id(S).
In the paper [31], as applications of Theorem 2.6.1, there are given GSB for free Lie-
differential algebras and free commutative-differential algebras, respectively.
2.7 Non-associative algebras over a commutative algebra
Let K be a commutative associative k−algebra with unit, X a set and K(X) the free
non-associative algebra over K generated by X .
Let [Y ] denote the free abelian monoid generated by Y . Denote by
N = [Y ]X∗∗ = {u = uY uX |uY ∈ [Y ], uX ∈ X∗∗}.
Then N is a k-linear basis of the “double” free non-associative algebra k[Y ](X) = k[Y ]⊗
k(X) over k[Y ] generated by X .
Suppose that both >X and >Y are monomial orders on X
∗∗ and [Y ], respectively. For
any u = uY uX , v = vY vX ∈ N , define
u > v ⇔ uX >X v
X or (uX = vX and uY >Y v
Y ).
It is obvious that > is a monomial order on N .
It is noted that each S-word is normal.
Let f and g be monic polynomials of k[Y ](X), w = wYwX ∈ [Y ]X∗∗ and a, b, c ∈ X∗,
where wY = L(f¯Y , g¯Y ) = L and L(f¯Y , g¯Y ) is the least common multiple of f¯Y and g¯Y in
k[Y ]. Then we have the following two kinds compositions.
(i) X-inclusion
If wX = f¯X = (a(g¯X)b), then (f, g)w =
L
f¯Y
f − L
g¯Y
(a(g)b) is called the composition of
X-inclusion.
(ii) Y -intersection only
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If |f¯Y | + |g¯Y | > |wY | and wX = (a(f¯X)b(g¯X)c), then (f, g)w =
L
f¯Y
(a(f)b(g¯X)c) −
L
g¯Y
(a(f¯X)b(g)c) is called the composition of Y -intersection only, where for u ∈ [Y ], |u|
means the degree of u.
A CD-lemma for non-associative algebras over commutative algebras is given ([36],
Theorem 2.6). As an application, the following embedding theorem is obtained.
Theorem 2.7.1 ([36]) Each countably generated non-associative algebra over an arbi-
trary commutative algebra K can be embedded into a two-generated non-associative algebra
over K.
2.8 n-conformal algebras
Definition 2.8.1 Let k be a field with characteristic 0 and C a vector space over k.
Let Z+ be the set of non-negative integers, Z the integer ring and n a positive integer
number. We associate to each −→m = (m1, · · · , mn) ∈ Z
n
+ a bilinear product 〈
−→m〉 on C.
Let Di : C → C be linear mappings such that DiDj = DjDi, 1 6 i, j 6 n. Then C is
an n-conformal algebra with derivations D = {D1, . . . , Dn} if the following axioms are
satisfied:
(i) If a, b ∈ C, then there is an
−→
N (a, b) ∈ Zn+ such that a〈
−→m〉b = 0 if −→m 6≺
−→
N (a, b),
where for any −→m = (m1, · · · , mn),
−→
l = (l1, · · · , ln) ∈ Z
n
+,
−→m = (m1, · · · , mn) ≺
−→
l = (l1, · · · , ln)⇔ mi ≤ li, i = 1, . . . , n
and there exists i0, 1 ≤ i0 ≤ n such that mi0 < li0.
−→
N : C × C → Zn+ is called the locality function.
(ii) For any a, b ∈ C, −→m ∈ Zn+, Di(a〈
−→m〉b) = Dia〈
−→m〉b+ a〈−→m〉Dib, i = 1, . . . , n.
(iii) For any a, b ∈ C, −→m ∈ Zn+, Dia〈
−→m〉b = −mia〈
−→m − −→ei 〉b, i = 1, . . . , n, where
−→ei = (0, · · · , 0︸ ︷︷ ︸
i−1
, 1, 0, · · · , 0).
For −→m,−→s ∈ Zn+, put (−1)
−→s = (−1)s1+···+sn and
(−→m
−→s
)
=
(
m1
s1
)
· · ·
(
mn
sn
)
.
An n-conformal algebra C is associative if in addition the associativity condition holds.
Associativity Condition: For any a, b, c ∈ C and −→m,−→m ′ ∈ Zn+,
(a〈−→m〉b)〈−→m ′〉c =
∑
−→s ∈Zn
+
(−1)
−→s
(−→m
−→s
)
a〈−→m −−→s 〉(b〈−→m ′ +−→s 〉c),
or equivalently a right analogy
a〈−→m〉(b〈−→m ′〉c) =
∑
−→s ∈Zn
+
(−1)
−→s
(−→m
−→s
)
(a〈−→m −−→s 〉b)〈−→m ′ +−→s 〉c.
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We fix a locality function
−→
N : B × B → Zn+.
In the paper [21], by a close analogy with the paper by L. A. Bokut, Y. Fong, W.-F. Ke
[24], the free associative n-conformal algebra is constructed and CD-lemma for associative
n-conformal algebras is established. There are five kinds compositions.
Let C(B,
−→
N ,D1, · · · , Dn) be the free associative n-conformal algebra generated by B
with a fixed locality function
−→
N . Then the set of elements of the form
[u] = a1〈
−→m(1)〉(a2〈
−→m(2)〉(· · · (ak〈
−→m(k)〉D
−→
i ak+1) · · · ))
forms a linear basis of C(B,
−→
N ,D1, · · · , Dn), where al ∈ B,
−→m(j) ∈ Zn+,
−→m(j) ≺
−→
N ,
1 6 l 6 k + 1, 1 6 j 6 k, ind(u)=
−→
i ∈ Zn+, |u| = k + 1, k > 0. We shall refer to [u] as
D-free if ind(u)=(0, · · · , 0), and we shall say that f is D-free if every normal word in f is
D-free.
Theorem 2.8.2 ([21], CD-lemma for associative n-conformal algebras)
Let S be a Gro¨bner-Shirshov basis in C(B,
−→
N ,D1, · · · , Dn). Then the set Irr(S) forms a
linear basis of the n-conformal algebra C(B,
−→
N ,D1, · · · , Dn|S) with defining relations S.
If S is D-free, then the converse is true as well.
Remark that the condition “the set S is a Gro¨bner-Shirshov basis” is not equivalent to
“the set Irr(S) forms a linear basis of the n-conformal algebra C(B,
−→
N ,D1, · · · , Dn|S)”.
As an application of Theorem 2.8.2, there are constructed GSB for loop Lie n-conformal
algebras presented by generators and defining relations in [21].
2.9 λ-differential associative algebras with multiple operators
A λ-differential associative algebra with multiple operators is a λ-differential algebra R
with a set Ω of multi-linear operators.
Free λ-differential associative algebra on X with multiple operators Ω is constructed in
[73].
There are two kinds of compositions: intersection and inclusion.
A CD-lemma for λ-differential associative algebras with multiple operators is estab-
lished in [73]. As an application, a Gro¨bner-Shirshov basis for the free λ-differential
Rota-Baxter algebra is given and then normal forms is obtained for such an algebra
which is the same as one in [20].
2.10 Categories
Let C be a category. Let
kC = {f =
n∑
i=1
αiµi|αi ∈ k, µi ∈ mor(C), n ≥ 0,
µi (0 ≤ i ≤ n) have the same domains and the same codomains}.
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Note that in kC, for f, g ∈ kC, f + g is defined only if f, g have the same domain and
the same codomain.
A multiplication · in kC is defined by linearly extending the usual compositions of
morphisms of the category C. Then (kC, ·) is called the category partial algebra over k
relative to C and kC(X) the free category partial algebra generated by the graph X .
Just like the case of associative algebras, a CD-lemma for categories is established, see
[17], Theorem 4.4. As applications, they give GSB for the simplicial category and the
cyclic category respectively, cf. [17], Theorems 5.1 and 5.4, see S. I. Gelfand, Y. I. Manin,
[51], Chapter 3.1.
2.11 Metabelian Lie algebras
Suppose that L is a Lie algebra over a field. As usual we set L(0) = L, L(n+1) = [L(n), L(n)].
Then L/L(2) is called a metabelian Lie algebra. More precisely, the variety of metabelian
Lie algebras is given by the identity
(x1x2)(x3x4) = 0.
Let us begin with the construction of a free metabelian Lie algebra. LetX be a linear or-
dered set, Lie(X) the free Lie algebra generated by X . Then L(2)(X) = Lie(X)/Lie(X)
(2)
is the free metabelian Lie algebra generated by X = {ai}. We call a monomial is left-
normed if it is of the form (· · · ((ab)c) · · · )d. In the sequel, the left-normed brackets in
the expression is omitted without confusion. For an arbitrary set of indices j1, j2, · · · , jm,
define
〈aj1 · · ·ajm〉 = ai1 · · · aim ,
where ai1 ≤ · · · ≤ aim and i1, i2, · · · , im is a permutation of the indices j1, j2, · · · , jm.
Let
R = {u = a0a1a2 · · · an | u is left-normed, ai ∈ X, a0 > a1 ≤ a2 ≤ · · · ≤ an, n ≥ 1}
and N = X ∪R. Then N forms a linear basis of the free metabelian Lie algebra L(2)(X).
Therefore, for any f ∈ L(2)(X), f has a presentation f = f
(1)+ f (0), where f (1) ∈ kR and
f (0) ∈ kX .
Moreover, the multiplication of the elements of N is the following, u · v = 0 if both
u, v ∈ R, and
a0a1a2 · · ·an · b =
{
a0〈a1a2 · · · anb〉 if a1 ≤ b,
a0ba1a2 · · ·an − a1b〈a0a2 · · · an〉 if a1 > b.
If u = a0a1 · · · an ∈ R, then the words ai, a0〈ai1 · · · ais〉 (s ≤ n, ai1 · · · ais is a subse-
quence of the sequence a1 · · · an) are called subwords of the word u.
Define the length of monomials in N :
|a| = 1, |a0a1a2 · · · an| = n+ 1.
Now we order the set N degree-lexicographically.
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Then we have a0a1a2 · · · an · b = a0〈a1a2 · · · anb〉 and |u·b| = |u|+1. For any f ∈ L(2)(X),
we call f to be monic, (1)-monic and (0)-monic if the coefficients of f¯ , f (1) and f (0) is 1
respectively.
Let S ⊂ L(2)(X). Then the following two kinds of polynomial are called normal S-
words:
(i) sa1a2 · · · an, where a1 ≤ a2 ≤ · · · ≤ an, s ∈ S, s¯ 6= a1 and n ≥ 0;
(ii) us, where u ∈ R, s ∈ S and s¯ 6= u.
Let f and g be momic polynomials of L(2)(X). We define seven different types of
compositions as follows:
1. If f¯ = a0a1 · · ·an, g¯ = a0b1 · · · bm, (n,m ≥ 0), then let w = a0〈lcm(ab)〉, where
lcm(ab) denotes the least common multiple of associative words a1 · · · an and b1 · · · bm.
The composition of type I of f and g relative to w is defined by
CI(f, g)w = f〈
lcm(ab)
a1 · · · an
〉 − g〈
lcm(ab)
b1 · · · bm
〉.
2. If f¯ = f (1) = a0a1 · · · an, g(0) = ai for some i ≥ 2 or g(0) = a1 and a0 > a2, then let
w = f¯ and the composition of type II of f and g relative to w is defined by
CII(f, g)w = f − α
−1a0a1 · · · aˆi · · ·an · g,
where α is the coefficient of g(0).
3. If f¯ = f (1) = a0a1 · · · an, g¯ = g(0) = a1 and a0 ≤ a2 or n = 1, then let w = f¯ and
the composition of type III of f and g relative to w is defined by
CIII(f, g)f¯ = f + ga0a2 · · · an.
4. If f¯ = f (1) = a0a1 · · · an, g
(1) 6= 0, g(0) = a1 and a0 ≤ a2 or n = 1, then for any
a < a0 and w = a0〈a1 · · · ana〉, the composition of type IV of f and g relative to w
is defined by
CIV (f, g)w = fa− α
−1a0aa2 · · · an · g,
where α is the coefficient of g(0).
5. If f¯ = f (1) = a0a1 · · ·an, g
(1) 6= 0 and g(0) = b /∈ {ai}
n
i=1, then let w = ao〈a1 · · · anb〉
and the composition of type V of f and g relative to w is defined by
CV (f, g)w = fb− a0a1 · · · an · g,
where α is the coefficient of g(0).
6. If f (0) = g(0) = a and f (1) 6= 0, then for any a0a1 ∈ R and w = a0〈a1a〉, the
composition of type V I of f and g relative to w is defined by
CV I(f, g)w = (a0a1)(α
−1f − β−1g),
where α and β are the coefficients of f (0) and g(0) respectively.
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7. If f (1) 6= 0, g(1) 6= 0 and f (0) = a > g(0) = b, then for any a0 > a and w = a0ba, the
composition of type V II of f and g relative to w is defined by
CV II(f, g)w = α
−1(a0b)f − β
−1(a0a)g,
where α and β are the coefficients of f (0) and g(0) respectively.
Then, in [30], CD-lemma for metabelian Lie algebras is given.
Remark: In V. V. Talapov [84], there is a mistake for compositions that is now modified.
2.12 S-act algebras
Let A be an associative algebra over k and S a monoid of linear operators on A. Then A
is called an S-act algebra if A is an S-act with the action s(a) satisfying
s(ab) = s(a)s(b), s ∈ S, a, b ∈ A.
In the paper [87], the “double free” S-act algebra (i.e., a free S-act algebra, where S is
a free semigroup) is constructed. Then Gro¨bner-Shirshov bases theory for S-act algebras
is established, where S is an arbitrary semigroup. As an application, a Gro¨bner-Shirshov
basis of free Chinese monoid-act algebra is given and hence a linear basis of free Chinese
monoid-act algebra is obtained.
2.13 Operads
We present elements of the free operad by trees.
Let V =
⋃∞
n=1 Vn, where Vn = {δ
(n)
i |i ∈ In} is the set of n-ary operations.
A tree with n leaves is called decorated if we label the leaves by [n] = {1, 2, 3, . . . , n}, n ∈
N and each vertex by an element in V .
A decorated tree is called tree monomial if for each vertex, the minimal value on the
leaves of the left subtree is always less than that of the right subtree.
For example, δ
(2)
1 (δ
(2)
2 (1, 3), 2), δ
(2)
1 (1, δ
(2)
2 (2, 3)) are tree monomials, but δ
(2)
1 (1, δ
(2)
2 (3, 2))
is not a tree monomial.
Let FV (n) be the set of all tree monomials with n leaves and T = ∪n≥1FV (n). For
any α = α(x1, . . . , xn) ∈ FV (n), β ∈ FV (m), define the shuffle composition α ◦i,σ β as
follows
α(x1, . . . , xi−1, β(xi, xσ(i+1), . . . , xσ(i+m−1)), xσ(i+m), . . . , xσ(m+n−1))
which is in FV (n+m−1), where 1 ≤ i ≤ n and the bijection σ : {i+1, . . . , m+n−1} →
{i+ 1, . . . , m+ n− 1} is an (m− 1, n− i)-shuffle; that is
σ(i+ 1) < σ(i+ 2) < · · · < σ(i+m− 1),
σ(i+m) < σ(i+m+ 1) < · · · < σ(n +m− 1).
For example,
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◦i,σ =
1 2
· · ·
n
µ1
1 2
· · ·
m
µ2
1
· · ·µ2
i σ(i+ 1)
· · · σ(i+m− 1)
· · ·
σ(n+m− 1)
µ1
Then with the shuffle composition, the set T is freely generated by V .
Let FV = kT be a k-space with k-basis T . Then with the shuffle compositions ◦i,σ,
FV is called the free shuffle operad.
Let S be a homogeneous subset of FV , s ∈ S. The S-word u|s is defined as in §1 (in
this case, the ⋆ depends on s). That means
(i) s is an S-word.
(ii) If u|s is an S-word, then for any v ∈ T , u|s ◦i,σ v and v ◦j,τ u|s are both S-words if
the shuffle compositions are defined.
It is clear that the ideal Id(S) of FV is the set of linear combination of S-words.
A well ordering > on T is called monomial (admissible) in the sense that
α > β ⇒ u|α > u|β for any u ∈ T.
Suppose that T equips with a monomial order. Then each S-word is a normal S-word.
For example, the following order > on T is monomial, see [45], Proposition 5.
For any α = α(x1, . . . , xn) ∈ FV (n), α has an unique expression
α = (path(1), . . . , path(n), x1, . . . , xn),
where each path(i) ∈ V ∗ is the unique path from the root to the leaf i. If this is the case,
we denote by
wt(α) = (n, path(1), . . . , path(n), x1, . . . , xn).
Let V be a well-ordered set. We order V ∗ by deg-lex order. We order numbers by
inverse order, i.e., x > y if and only if as natural number, x is less than y.
Now, for any α, β ∈ T , we define
α > β ⇔ wt(α) > wt(β) lexicographically.
For a, b ∈ T , we say a is divisible by b, if there exists a subtree of the underlying tree
of a for which the corresponding tree monomial a′ is equal to b.
An element of FV is said to be homogeneous if all tree monomials that occur in this
element with nonzero coefficients have the same arity degree (but not necessarily the same
operation degree).
Definition 2.13.1 Let f, g be two monic homogeneous elements of FV . We define two
types of compositions as follows:
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1. If w = f¯ = u|g¯ for some g-word u|g, then (f, g)w = f − u|g is called the inclusion
composition of f and g.
2. If w = a◦i,σ f¯ = g¯ ◦j,τ b (or w = f¯ ◦i,σ a = g¯ ◦j,τ b) for some a, b ∈ T and the number
of vertices of the underlying tree of w is less than the total number of vertices for
f and g, then (f, g)w = a ◦i,σ f − g ◦j,τ b ((f, g)w = f ◦i,σ a − g ◦j,τ b) is called the
intersection composition of f and g.
Theorem 2.13.2 ([45], Theorem 1, CD-lemma for shuffle operads) Let the nota-
tions be as above. S ⊂ FV the nonempty set of monic homogeneous elements and < a
monomial order on T . Then the following statements are equivalent.
(i) S is a Gro¨bner-Shirshov basis in FV .
(ii) f ∈ Id(S)⇒ f¯ = u|s¯ for some S-word u|s.
(iii) Irr(S) = {u ∈ T |u 6= v|s¯ for any S-word v|s} is a k-basis of FV /Id(S).
As applications, in [45], the authors compute the Gro¨bner-Shirshov bases for some
well-known operads, such as the operad Lie of Lie algebras, the operad As of associative
algebras, the operad PreLie of pre-Lie algebras and so on.
In the paper of V. Dotsenko, M. V. Johansson [46], an implementation of the algorithm
for computing Gro¨bner-Shirshov bases for operads is given.
3 Applications of known CD-lemmas
3.1 Artin-Markov normal form for braid groups in Artin-Burau
generators
Let Bn denote the braid group of type An. Then
Bn = gp〈σ1, . . . , σn | σjσi = σiσj (j − 1 > i), σi+1σiσi+1 = σiσi+1σi, 1 ≤ i ≤ n− 1〉.
Let X = Y ∪˙Z, Y ∗ and Z be well-ordered. Suppose that the order on Y ∗ is monomial.
Then, any word in X has the form u = u0z1u1 · · · zkuk, where k ≥ 0, ui ∈ Y
∗, zi ∈ Z.
Define the inverse weight of the word u ∈ X∗ by
inwt(u) = (k, uk, zk, · · · , u1, z1, u0).
Now we order the inverse weights lexicographically as follows
u > v ⇔ inwt(u) > inwt(v).
Then we call the above order the inverse tower order. Clearly, this order is a monomial
order on X∗.
In case Y = T ∪˙U and Y ∗ is endowed with the inverse tower order, we call the order of
words in X the inverse tower order of words relative to the presentation
X = (T ∪˙U)∪˙Z.
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In general, we can define the inverse tower order of X-words relative to the presentation
X = (· · · (X(n)∪˙X(n−1))∪˙ · · · )∪˙X(0),
where X(n)-words are endowed by a monomial order.
In the braid group Bn, we now introduce a new set of generators which are called the
Artin-Burau generators. We set
si,i+1 = σ
2
i , si,j+1 = σj · · ·σi+1σ
2
i σ
−1
i+1 · · ·σ
−1
j , 1 ≤ i < j ≤ n− 1;
σi,j+1 = σ
−1
i · · ·σ
−1
j , 1 ≤ i ≤ j ≤ n− 1; σii = 1, {a, b} = b
−1ab.
Form the set
Sj = {si,j, s
−1
i,j , 1 ≤ i, j < n} and Σ
−1 = {σ−11 , · · ·σ
−1
n−1}.
Then the set
S = Sn ∪ Sn−1 ∪ · · · ∪ S2 ∪ Σ
−1
generates Bn as a semigroup.
Now we order the set S in the following way:
Sn < Sn−1 < · · · < S2 < Σ
−1,
and
s−11,j < s1,j < s
−1
2,j < · · · < sj−1,j , σ
−1
1 < σ
−1
2 < · · ·σ
−1
n−1.
With the above notation, we now order the S-words by using the inverse tower order,
according to the fixed presentation of S as the union of Sj and Σ
−1. We order the Sn-
words by the deg − inlex order, i.e., we first compare the words by length and then by
inverse lexicographical order, starting from their last letters.
Lemma 3.1.1 The following Artin-Markov relations hold in the braid group Bn. For
δ = ±1,
σ−1k s
δ
i,j = s
δ
i,jσ
−1
k , k 6= i− 1, i, j − 1, j (6)
σ−1i s
δ
i,i+1 = s
δ
i,i+1σ
−1
1 (7)
σ−1i−1s
δ
i,j = s
δ
i−1,jσ
−1
i−1 (8)
σ−1i s
δ
i,j = {s
δ
i+1,j, si,i+1}σ
−1
i (9)
σ−1j−1s
δ
i,j = s
δ
i,j−1σ
−1
j−1 (10)
σ−1j s
δ
i,j = {s
δ
i,j+1, sj,j+1}σ
−1
j (11)
for i < j < k < l, ε = ±1,
s−1j,ks
ε
k,l = {s
ε
k,l, s
−1
j,l }s
−1
j,k (12)
sj,ks
ε
k,l = {s
ε
k,l, sj,lsk,l}sj,k (13)
s−1j,ks
ε
j,l = {s
ε
j,l, s
−1
k,l s
−1
j,l }s
−1
j,k (14)
sj,ks
ε
j,l = {s
ε
j,l, sk,l}sj,k (15)
s−1i,ks
ε
j,l = {s
ε
j,l, sk,lsi,ls
−1
k,l s
−1
i,l }s
−1
i,k (16)
si,ks
ε
j,l = {s
ε
j,l, s
−1
i,l s
−1
k,l si,lsk,l}si,k (17)
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for j < i < k < l or i < k < j < l, and ε, δ = ±1,
sδi,ks
ε
j,l = s
ε
j,ls
δ
i,k (18)
and
σ−1j σ
−1
k = σ
−1
k σ
−1
j , j < k − 1 (19)
σj,j+1σk,j+1 = σk,j+1σj−1,j , j < k (20)
σ−2i = s
−1
i,i+l (21)
s±1i,j s
∓1
i,j = 1 (22)
Theorem 3.1.2 ([10]) The Artin-Markov relations (6)-(22) form a Gro¨bner-Shirshov
basis of the braid group Bn in terms of the Artin-Burau generators relative to the inverse
tower order of words.
In the paper [10], it was claimed that some compositions are trivial. The paper [37]
supported the claim and all compositions worked out explicitly.
3.2 Braid groups in Artin-Garside generators
The Artin-Garside generators of the braid group Bn+1 are σi, 1 ≤ i ≤ n, △, △
−1 (Garside
1969), where △ = Λ1 · · ·Λn, with Λi = σ1 · · ·σi.
Let us order △−1 < △ < σ1 < · · · < σn. We order {△
−1,△, σ1, . . . , σn}
∗ by deg-lex
order.
By V (j, i),W (j, i), . . . , where j ≤ i, we understand positive words in the letters
σj , σj+1, . . . , σi. Also V (i+ 1, i) = 1, W (i+ 1, i) = 1, . . . .
Given V = V (1, i), let V (k), 1 ≤ k ≤ n− i be the result of shifting in V all indices of
all letters by k, σ1 7→ σk+1, . . . , σi 7→ σk+i, and we also use the notation V
(1) = V ′. We
write σij = σiσi−1 . . . σj , j ≤ i− 1, σii = σi, σii+1 = 1.
Theorem 3.2.1 ([8]) A Gro¨bner-Shirshov basis of Bn+1 in the Artin-Garside generators
consists of the following relations:
σi+1σiV (1, i− 1)W (j, i)σi+1j = σiσi+1σiV (1, i− 1)σijW (j, i)
′,
σsσk = σkσs, s− k ≥ 2,
σ1V1σ2σ1V2 · · ·Vn−1σn · · ·σ1 = △V
(n−1)
1 V
(n−2)
2 · · ·V
′
(n−1),
σl△
−1 = △−1σn−l+1, 1 ≤ l ≤ n,
△△−1 = 1, △−1△ = 1,
where 1 ≤ i ≤ n− 1, 1 ≤ j ≤ i+1, W begins with σi if it is not empty, and Vi = Vi(1, i).
As results, we have the following corollaries.
Corollary 3.2.2 The S-irreducible normal form of each word of Bn+1 coincides with the
Garside normal form of the word.
Corollary 3.2.3 (Garside (1969)) The semigroup of positive braids B+n+1 can be embed-
ded into a group.
3.3 Braid groups in Birman-Ko-Lee generators
Recall that the Birman-Ko-Lee generators σts of the braid group Bn are the elements
σts = (σt−1σt−2 . . . σs+1)σs(σ
−1
s+1 · · ·σ
−1
t−2)σ
−1
t−1.
Then Bn has an expression.
Bn = gp〈σts, n ≥ t > s ≥ 1|σtsσrq = σrqσts, (t− r)(t− q)(s− r)(s− q) > 0,
σtsσsr = σtrσts = σsrσtr, n ≥ t > s > r ≥ 1〉.
Denote by δ = σnn−1σn−1n−2 · · ·σ21.
Let us order δ−1 < δ < σts < σrq iff (t, s) < (r, q) lexicographically. We order
{δ−1, δ, σts, n ≥ t > s ≥ 1}
∗ by deg-lex order.
Instead of σij , we write simply (i, j) or (j, i). We also set (tm, tm−1, . . . , t1) =
(tm, tm−1)(tm−1, tm−2) . . . (t2, t1), where tj 6= tj+1, 1 ≤ j ≤ m − 1. In this notation, the
defining relations of Bn can be written as
(t3, t2, t1) = (t2, t1, t3) = (t1, t3, t2), t3 > t2 > t1,
(k, l)(i, j) = (i, j)(k, l), k > l, i > j, k > i,
where either k > i > j > l, or k > l > i > j.
Let us assume the following notation: V[t2,t1], where n ≥ t2 > t1 ≥ 1, is a positive word
in (k, l) such that t2 ≥ k > l ≥ t1. We can use any capital Latin letter with indices instead
of V , and any appropriate numbers (for example, t3, t0 such that t3 > t0) instead of t2, t1.
We will also use the following notations: V[t2−1,t1](t2, t1) = (t2, t1)V
′
[t2−1,t1]
, t2 > t1, where
V ′[t2−1,t1] = (V[t2−1,t1])|(k,l)7→(k,l), if l 6=t1; (k,t1)7→(t2,k); W[t2−1,t1](t1, t0) = (t1, t0)W
⋆
[t2−1,t1]
, t2 >
t1 > t0, where W
⋆
[t2−1,t1]
= (W[t2−1,t1])|(k,l)7→(k,l), if l 6=t1; (k,t1)7→(k,t0).
Theorem 3.3.1 ([9]) A Gro¨bner-Shirshov basis of the braid group Bn+1 in the Birman-
Ko-Lee generators consists of the following relations:
(k, l)(i, j) = (i, j)(k, l), k > l > i > j,
(k, l)V[j−1,1](i, j) = (i, j)(k, l)V[j−1,1], k > i > j > l,
(t3, t2)(t2, t1) = (t2, t1)(t3, t1),
(t3, t1)V[t2−1,1](t3, t2) = (t2, t1)(t3, t1)V[t2−1,1],
(t, s)V[t2−1,1](t2, t1)W[t3−1,t1](t3, t1) = (t3, t2)(t, s)V[t2−1,1](t2, t1)W
′
[t3−1,t1]
,
(t3, s)V[t2−1,1](t2, t1)W[t3−1,t1](t3, t1) = (t2, s)(t3, s)V[t2−1,1](t2, t1)W
′
[t3−1,t1],
(2, 1)V2[2,1](3, 1) . . . Vn−1[n−1,1](n, 1) = δV
′
2[2,1] . . . V
′
n−1[n−1,1],
(t, s)δ = δ(t+ 1, s+ 1), (t, s)δ−1 = δ−1(t− 1, s− 1), t± 1, s± 1 (modn),
δδ−1 = 1, δ−1δ = 1,
where V[k,l] means as before any word in (i, j) such that k ≥ i > j ≥ l, t > t3, t2 > s.
As results, we have the following corollaries.
Corollary 3.3.2 The semigroup of positive braids BB+n in Birman-Ko-Lee generators
can be embedded into a group.
Corollary 3.3.3 The S-irreducible normal form of a word of Bn in Birman-Ko-Lee gen-
erators coincides with the Birman-Ko-Lee-Garside normal form δkA, A ∈ BB+n of the
word.
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3.4 Braid groups in Adyan-Thurston generators
The symmetry group is as follow:
Sn+1 = gp〈s1, . . . , sn | s
2
i = 1, sjsi = sisj (j − 1 > i), si+1sisi+1 = sisi+1si〉.
L. A. Bokut, L.-S. Shiao [27] found the normal form for Sn+1 in the following theorem.
Theorem 3.4.1 ([27]) N = {s1i1s2i2 · · · snin | ij ≤ j+1} is the Gro¨bner-Shirshov normal
form for Sn+1 in generators si = (i, i + 1) relative to the deg-lex order, where sji =
sjsj−1 · · · si (j ≥ i), sjj+1 = 1.
Let α ∈ Sn+1 and α = s1i1s2i2 · · · snin ∈ N be the normal form of α. Define the length
of α as |α| = l(s1i1s2i2 · · · snin) and α ⊥ β if |αβ| = |α| + |β|. Moreover, each α ∈ N has
a unique expression α = s
l1il1
s
l2il2
· · · s
ltilt
, where each s
lj ilj
6= 1. Such a t is called the
breath of α.
Now, we let
B′n+1 = gp〈r(α), α ∈ Sn+1 \ {1} | r(α)r(β) = r(αβ), α ⊥ β〉,
where r(α) means a letter with the index α.
Then for the braid group with n+1 generators (see §3.1), Bn+1 ∼= B
′
n+1. Indeed, define
θ : Bn+1 → B
′
n+1, σi 7→ r(si) and θ
′ : B′n+1 → Bn+1, r(α) 7→ α|si 7→σi. Then two mappings
are homomorphisms and θθ′ = lB′n+1 , θ
′θ = lBn+1 . Hence,
Bn+1 = gp〈r(α), α ∈ Sn+1 \ {1} | r(α)r(β) = r(αβ), α ⊥ β〉.
Let X = {r(α), α ∈ Sn+1 \ {1}}. The generator X of Bn+1 is called Adyan-Thurston
generator.
Then the positive braid semigroup in generator X is
B+n+1 = sgp〈X | r(α)r(β) = r(αβ), α ⊥ β〉.
Let s1 < s2 < · · · < sn. Define r(α) < r(β) if and only if |α| > |β| or |α| = |β|, α <lex β.
It is clear that such an order on X is well-ordered. We will use the deg-lex order on X∗
in this subsection.
Theorem 3.4.2 ([42]) A Gro¨bner-Shirshov basis of B+n+1 in Adyan-Thurston generator
X relative to the deg-lex order on X∗ is:
r(α)r(β) = r(αβ), α ⊥ β,
r(α)r(βγ) = r(αβ)r(γ), α ⊥ β ⊥ γ.
Theorem 3.4.3 ([42]) A Gro¨bner-Shirshov basis of Bn+1 in Adyan-Thurston generator
X relative to the deg-lex order on X∗ is:
1) r(α)r(β) = r(αβ), α ⊥ β,
2) r(α)r(βγ) = r(αβ)r(γ), α ⊥ β ⊥ γ,
3) r(α)∆ε = ∆εr(α′), α′ = α|si 7→sn+1−i,
4) r(αβ)r(γµ) = ∆r(α′)r(µ), α ⊥ β ⊥ γ ⊥ µ, r(βγ) = ∆,
5) ∆ε∆−ε = 1.
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3.5 GSB and normal forms for free inverse semigroups
We recall that an inverse semigroup is a semigroup in which every element a has a uniquely
determined a−1 such that aa−1a = a and a−1aa−1 = a−1. Let FI(X) be a free inverse
semigroup generated by a set X , X−1 = {x−1|x ∈ X} with X∩X−1 = ∅. Denote X∪X−1
by Y . Then FI(X) has the following semigroup presentation
FI(X) = sgp〈Y | aa−1a = a, aa−1bb−1 = bb−1aa−1, a, b ∈ Y ∗〉
where 1−1 = 1, (x−1)−1 = x (x ∈ X) and (y1y2 · · · yn)
−1 = y−1n · · · y
−1
2 y
−1
1 (y1, y2, · · · , yn ∈
Y ).
Let us assume that the set Y is well-ordered by an order <. Let < be also the
corresponding deg-lex order of Y ∗. For any u = y1y2 · · · yn (y1, y2, · · · , yn ∈ Y ), let
fir(u) = y1.
We give inductively definitions in Y ∗ of an idempotent, canonical idempotent, prime
canonical idempotent, ordered (prime) canonical idempotent and factors of a canonical
idempotent, all of which but (prime) idempotent and ordered (prime) canonical idempo-
tent are defined in O. Poliakova, B. M. Schein [71].
(i) The empty word 1 is an idempotent, a canonical idempotent, and an ordered canon-
ical idempotent. This canonical idempotent has no factors.
(ii) If h is an idempotent and x ∈ Y , then x−1hx is both an idempotent and a prime
idempotent. If h is a canonical idempotent, x ∈ Y and the first letters of factors of h
are different from x, then x−1hx is both a canonical idempotent and a prime canonical
idempotent. This canonical idempotent is its own factor. Moreover, if the subword h
in this canonical idempotent is an ordered canonical idempotent, then x−1hx is both an
ordered canonical idempotent and an ordered prime canonical idempotent.
(iii) If e1, e2, · · · , em (m > 1) are prime idempotents, then e = e1e2 · · · em is an idem-
potent. Moreover, if e1, e2, · · · , em are prime canonical idempotents and their first letters
are pairwise distinct, then e = e1e2 · · · em is a canonical idempotent and e1, e2, · · · , em are
factors of e. For this canonical idempotent, if e1, e2, · · · , em are ordered canonical idem-
potents and e ≤ ei1ei2 · · · eim for any permutation (i1, i2, · · · , im) of (1, 2, · · · , m), then e
is an ordered canonical idempotent.
Theorem 3.5.1 ([22]) Let X be a set, X−1 = {x−1|x ∈ X} with X ∩ X−1 = ∅, < a
well ordering on Y = X ∪X−1 and also the deg-lex order of Y ∗, FI(X) the free inverse
semigroup generated by X. Let S ⊂ k〈Y 〉 be the set of the following defining relations (a)
and (b):
(a) ef = fe, where both e and f are ordered prime canonical idempotents, ef is a
canonical idempotent and fe < ef ;
(b) x−1e′xf ′x−1 = f ′x−1e′, where x ∈ Y , both x−1e′x and xf ′x−1 are ordered prime
canonical idempotents.
Then FI(X) = sgp〈Y |S〉 and S is a Gro¨bner-Shirshov basis in k〈Y 〉.
By Theorem 3.5.1 and CD-lemma for associative algebras, Irr(S) is normal forms of
the free inverse semigroup FI(X). It is easy to see that Irr(S) = {u ∈ (X ∪X−1)∗|u 6=
as¯b, s ∈ S, a, b ∈ (X ∪X−1)∗} consists of the word u0e1u1 · · · emum ∈ (X ∪X
−1)∗, where
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m ≥ 0, u1, · · · , um−1 6= 1, u0u1 · · ·um has no subword of form yy
−1 for y ∈ X ∪ X−1,
e1, · · · , em are ordered canonical idempotents, and the first (last, respectively) letters of
the factors of ei (1 ≤ i ≤ m) are not equal to the first (last, respectively) letter of
ui (ui−1, respectively). Thus Irr(S) is a set of canonical words in the sense of [71], and
different words in Irr(S) represent different elements in FI(X).
3.6 Embeddings of algebras
By using CD-lemma for associative algebras, in [19], they give another proofs for the
following theorems (G. Higman, B. H. Neumann, H. Neumann [55], A. I. Malcev [69], T.
Evans [50]): every countably generated group (resp. associative algebra, semigroup) can
be embedded into a two-generated group (resp. associative algebra, semigroup). Also
some new results are proved.
Theorem 3.6.1 ([19]) (i) Every countably generated associative algebra over a countable
field k can be embedded into a simple two-generated associative algebra.
(ii) Every countably generated semigroup can be embedded into a (0-)simple two-generated
semigroup.
By using CD-lemma for Lie algebras over a field (see §2.1), in [19], they give another
proof of the Shirshov’s theorem (A. I. Shirshov [80]): every countably generated Lie
algebra can be embedded into a two-generated Lie algebra. Namely, let L = Lie(X|S) is
a Lie algebra generated by X with relations S, where X = {xi, i = 1, 2, . . . } and S is a
GSB in the free Lie algebra Lie(X) on deg-lex order. Let H = Lie(X, a, b|S, [aabiab] =
xi, i = 1, 2, . . . ). Then {S, [aab
iab] = xi, i = 1, 2, . . . } is a GSB in Lie(X, a, b) on deg-lex
ordering with a > b > xi. By CD-lemma for Lie algebras, L is a subalgebra of H which
is generated by {a, b}.
Theorem 3.6.2 ([19]) Every every countably generated Lie algebra over a countable field
k can be embedded into a simple two-generated Lie algebra.
CD-lemma for associative differential algebras with unit is established in [31], see §2.6.
By applying this lemma, they prove the following theorem.
Theorem 3.6.3 ([19]) (i) Every countably generated associative differential algebra can
be embedded into a two-generated associative differential algebra.
(ii) Any associative differential algebra can be embedded into a simple associative dif-
ferential algebra.
(iii) Every countably generated associative differential algebra with countable set D of
differential operations over a countable field k can be embedded into a simple two-generated
associative differential algebra.
CD-lemma for associative algebra with multiple operations is established in [20], see
§2.2. By applying this lemma, they prove the following theorems.
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Theorem 3.6.4 ([19]) (i) Every countably generated associative Ω-algebra can be embed-
ded into a two-generated associative Ω-algebra.
(ii) Any associative Ω-algebra can be embedded into a simple associative Ω-algebras.
(iii) Each countably generated associative Ω-algebra with countable multiple operations
Ω over a countable field k can be embedded into a simple two-generated associative Ω-
algebra.
The definition of associative λ-differential algebra is mentioned in §2.2.
Theorem 3.6.5 ([19]) (i) Each countably generated associative λ-differential algebra can
be embedded into a two-generated associative λ-differential algebra.
(ii) Each associative λ-differential algebra can be embedded into a simple associative
λ-differential algebra.
(iii) Each countably generated associative λ-differential algebra over a countable field k
can be embedded into a simple two-generated associative λ-differential algebra.
3.7 Word problem for Novikov’s and Boone’s group
Let us call the set of letters a1, · · · , an the principal alphabet and refer to the letters
q1, · · · , qλ, r1, · · · , rλ, l1, · · · , lλ
as signal (n, λ > 0). Append a copy to the previous alphabet, namely, the letters
q+1 , · · · , q
+
λ , r
+
1 , · · · , r
+
λ , l
+
1 , · · · , l
+
λ .
Consider the set {(Ai, Bi)|1 ≤ i ≤ λ} which is constituted by pairs of nonempty words
in the principal alphabet. Consider the chain of the following groups: G0, G1, G2 and
Ap1p2 given as follows.
G0 = gp〈 qi, ri, q
+
i , r
+
i (1 ≤ i ≤ λ) |∅〉
G1 = gp〈 G0, aj , a
+
j ( 1 ≤ j ≤ n) | qiaj = ajqiqi,
ririaj = ajri, q
+
i q
+
i a
+
j = a
+
j q
+
i , r
+
i a
+
j = a
+
j r
+
i r
+
i 〉
G2 = gp〈 G1, li, l
+
i ( 1 ≤ i ≤ λ ) | ajli = liaj, a
+
j l
+
i = l
+
i a
+
j 〉
Ap1p2 = gp〈 G2, p1, p2 | q
+
i l
+
i p1liqi = A
+
i p1Ai, r
+
i p1ri = p1,
rilip2l
+
i r
+
i = Bip2B
+
i , qip2q
+
i = p2 〉
Then Ap1p2 is called the Novikov group.
Now, the principal alphabet is constituted by letters sj
,s and qj
,s, 1 ≤ j ≤ m.
The letters x, y, li
,s, and ri
,s, 1 ≤ i ≤ n, form an auxiliary alphabet. Denote by
{(Σi,Γi), 1 ≤ i ≤ n} the set of pairs of special words, i.e., the words of the form sqjs
′,
where s and s′ are words in the alphabet {sj}. Designate q1 = q. The Boone group
G(T, q) is given by the above generators and the following defining relations:
(i) y2sj = sjy, xsj = sjx
2;
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(ii) sjli = yliysj, sjxrix = risj;
(iii) liΓiri = Σi;
(iv) lit = tli, yt = ty;
(v) rik = kri, xk = kx;
(vi) q−1tqk = kq−1tq.
In the paper [32], direct proofs of GSB for the Novikov group and Boone group are
given, respectively. Then the corresponding normal forms are obtained. These proofs are
different from those in L. A. Bokut [5, 6].
3.8 PBW basis of Uq(AN)
Let A = (aij) be an integral symmetrizable N × N Cartan matrix so that aii = 2,
aij ≤ 0 (i 6= j) and there exists a diagonal matrix D with diagonal entries di which are
nonzero integers such that the product DA is symmetric. Let q be a nonzero element of
k such that q4di 6= 1 for each i. Then the quantum enveloping algebra is
Uq(A) = k〈X ∪H ∪ Y |S
+ ∪K ∪ T ∪ S−〉,
where
X = {xi},
H = {h±1i },
Y = {yi},
S+ = {
1−aij∑
ν=0
(−1)ν
(
1− aij
ν
)
t
x
1−aij−ν
i xjx
ν
i , where i 6= j, t = q
2di},
S− = {
1−aij∑
ν=0
(−1)ν
(
1− aij
ν
)
t
y
1−aij−ν
i yjy
ν
i , where i 6= j, t = q
2di},
K = {hihj − hjhi, hih
−1
i − 1, h
−1
i hi − 1, xjh
±1
i − q
∓1diaijh
±1xj , h
±1
i yj − q
∓1yjh
±1},
T = {xiyj − yjxi − δij
h2i − h
−2
i
q2di − q−2di
} and
(
m
n
)
t
=


n∏
i=1
tm−i+1−ti−m−1
ti−t−i
(for m > n > 0),
1 (for n = 0 or m = n).
Let
A = AN =


2 −1 0 · · · 0
−1 2 −1 · · · 0
0 −1 2 · · · 0
· · · · ·
0 0 0 · · · 2

 and q8 6= 1.
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We introduce some new variables defined by Jimbo (see [85]) which generate Uq(AN):
X˜ = {xij , 1 ≤ i < j ≤ N + 1},
where
xij =
{
xi j = i+ 1,
qxi,j−1xj−1,j − q
−1xj−1,jxi,j−1 j > i+ 1.
We now order the set X˜ in the following way.
xmn > xij ⇐⇒ (m,n) >lex (i, j).
Let us recall from Yamane [85] the following notation:
C1 = {((i, j), (m,n))|i = m < j < n},
C2 = {((i, j), (m,n))|i < m < n < j},
C3 = {((i, j), (m,n))|i < m < j = n},
C4 = {((i, j), (m,n))|i < m < j < n},
C5 = {((i, j), (m,n))|i < j = m < n},
C6 = {((i, j), (m,n))|i < j < m < n}.
Let the set S˜+ consist of Jimbo relations:
xmnxij − q
−2xijxmn ((i, j), (m,n)) ∈ C1 ∪ C3,
xmnxij − xijxmn ((i, j), (m,n)) ∈ C2 ∪ C6,
xmnxij − xijxmn + (q
2 − q−2)xinxmj ((i, j), (m,n)) ∈ C4,
xmnxij − q
2xijxmn + qxin ((i, j), (m,n)) ∈ C5.
It is easily seen that U+q (AN ) = k〈X˜|S˜
+〉.
In the paper [40], a direct proof is given that S˜+ is a Gro¨bner-Shirshov basis for
k〈X˜|S˜+〉 = U+q (AN) ([26]). The proof is different from one in L. A. Bokut, P. Malcolmson
[26].
3.9 GSB for free dendriform algebras
The L-algebra and the dendriform algebra are mentioned in §2.5 and §2.3, respectively.
Let L(X) be the free L-algebra generated by a set X and N the set of all L-words, see
§2.5. Let the order on N be as in §2.5.
It is clear that the free dendriform algebra generated by X , denoted by DD(X), has
an expression
L(X | (x ≺ y) ≺ z = x ≺ (y ≺ z) + x ≺ (y ≻ z),
x ≻ (y ≻ z) = (x ≻ y) ≻ z + (x ≺ y) ≻ z, x, y, z ∈ N).
The following theorem gives a GSB for DD(X).
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Theorem 3.9.1 ([41]) Let the order on N be as before. Let
f1(x, y, z) = (x ≺ y) ≺ z − x ≺ (y ≺ z)− x ≺ (y ≻ z),
f2(x, y, z) = (x ≺ y) ≻ z + (x ≻ y) ≻ z − x ≻ (y ≻ z),
f3(x, y, z, v) = ((x ≻ y) ≻ z) ≻ v − (x ≻ y) ≻ (z ≻ v) + (x ≻ (y ≺ z)) ≻ v.
Then, S = {f1(x, y, z), f2(x, y, z), f3(x, y, z, v)| x, y, z, v ∈ N} is a Gro¨bner-Shirshov
basis in L(X).
Then, by using the CD-lemma for L-algebras, see [34], Irr(S) is normal words of free
dendriform algebra DD(X).
3.10 Anti-commutative GSB of a free Lie algebra relative to
Lyndon-Shirshov words
LetX be a well-ordered set, >lex, >dex−lex lexicographical order and degree-lexicographical
order on X∗ respectively.
Let >n−lex be the nonassociative lexicographical order on X
∗∗. For example, let X =
{xi|1 ≤ i ≤ n and x1 < x2 < . . . < xn}. Then x1(x2x3) >n−lex (x1x2)x3 since x1 >n−lex
(x1x2).
Let >n−dex−lex be the nonassociative degree-lexicographical order on X
∗∗. For example,
x1(x2x3) <n−deg−lex (x1x2)x3 since x1 <n−deg−lex (x1x2) (the degree of x1 is one and the
degree of (x2x3) is two).
An order ≻1 on X
∗∗:
(u) ≻1 (v)⇔ either u >lex v or (u = v and (u) >n−dex−lex (v)).
An order ≻2 on X
∗∗:
(u) ≻2 (v)⇔ either u >deg−lex v or (u = v and (u) >n−dex−lex (v)).
We define normal words (u) ∈ X∗∗ by induction:
(i) xi ∈ X is a normal word.
(ii) (u) = (u1)(u2) is normal if and only if both (u1) and (u2) are normal and (u1) ≻1
(u2).
Denote N the set of all normal words [u] on X .
Let AC(X) be a k-space spanned by N . Now define the product of normal words by
the following way: for any [u], [v] ∈ N ,
[u][v] =


[[u][v]], if [u] ≻1 [v]
−[[v][u]], if [u] ≺1 [v]
0, if [u] = [v]
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Remark By definition, for any (u) ∈ X∗∗, there exists a unique [v] ∈ N such that, in
AC(X), (u) = ±[v] or 0.
Then AC(X) is a free anti-commutative algebra generated by X .
The order ≻2 is a monomial order on N .
Shirshov [81] proved a CD-lemma for free anti-commutative algebra AC(X), where
there is only one composition: inclusion. By using the above order ≻2 on N , Shirshov’s
([81]) CD-lemma holds.
Theorem 3.10.1 ([18]) Let the order ≻2 on N be defined as before and
S = {([[u]][[v]])[[w]]− ([[u]][[w]])[[v]]− [[u]]([[v]][[w]]) | u >lex v >lex
w and [[u]], [[v]], [[w]] are NLSWs}.
Then S is a Gro¨bner-Shirshov basis in AC(X).
By CD-lemma for anti-commutative algebras, Irr(S) = NLSW (X) is linear basis of
the free Lie algebra Lie(X) which is due to A. I. Shirshov [80] and K.-T. Chen, R. Fox,
R. Lyndon [33].
3.11 Free partially commutative groups, associative algebras
and Lie algebras
Let X be a set, Free(X) the free algebra over a field k generated by X , for example,
free monoid, group, associative algebra over a field, Lie algebra and so on. Let ϑ ⊆
(X × X)\{(x, x) | x ∈ X}. Then Free(X|R) = Free(X)/Id(R) with generators X and
defining relations R = {ab = ba, (a, b) ∈ ϑ} (in the Lie case R = {(a, b) = 0, (a, b) ∈ ϑ})
is the free partially commutative algebra.
Denote by
— gp〈X|ϑ〉 the free partially commutative group.
— sgp〈X|ϑ〉 the free partially commutative monid.
— k〈X|ϑ〉 the free partially commutative associative algebra.
— Lie(X|ϑ) the free partially commutative Lie algebra.
Let < be a well ordering on X . Throughout this subsection, if a > b and (a, b) ∈ ϑ or
(b, a) ∈ ϑ, we denote a⊲b. Generally, for any set Y , a⊲Y means a⊲y for any y ∈ Y . For
any u = xi1 · · ·xin ∈ X
∗ where xij ∈ X , we denote the set {xij , j = 1, . . . , n} by supp(u).
For free partially commutative group gp〈X|ϑ〉, let ≺ be a well ordering on X . We
extend this order to X ∪X−1 as follows: for any x, y ∈ X, ε, η = ±1
(i) x > x−1, if x ∈ X ;
(ii) xε > yη ⇐⇒ x ≻ y.
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For any a, b ∈ X , if aε > bη (ε, η = ±1) and (a, b) ∈ ϑ or (b, a) ∈ ϑ, we denote aε ⊲ bη.
Moreover, for any set Y , a⊲ Y means a⊲ y for any y ∈ Y .
It is obvious that
gp〈X|ϑ〉 = sgp〈X ∪X−1|xεx−ε = 1, aεbη = bηaε, x ∈ X, (a, b) ∈ ϑ, ε, η = ±1〉.
By using CD-lemma for associative algebras, the following results are proved in [39].
Theorem 3.11.1 ([27]) With the deg-lex order on X∗, the set S = {xuy − yxu | x, y ∈
X, u ∈ X∗, x⊲y⊲supp(u)} forms a Gro¨bner-Shirshov basis of the free partially commuta-
tive associative algebra k〈X|ϑ〉. As a result, Irr(S) = {u ∈ X∗|u 6= as¯b, s ∈ S, a, b ∈ X∗}
is a k-basis of k〈X|ϑ〉. Then, Irr(S) is also a normal form of the free partially commu-
tative monoid sgp〈X|ϑ〉.
Theorem 3.11.2 ([49]) Let the notations be as the above. Then with the deg-lex order
on (X ∪ X−1)∗, the set S = {xεuyη = yηxεu, zγz−γ = 1 | ε, η, γ = ±1, x, y, z ∈
X ∪ X−1, u ∈ (X ∪ X−1)∗, xε ⊲ yη ⊲ supp(u)} forms a Gro¨bner-Shirshov basis of the
free partially commutative group gp〈X|ϑ〉. As a result, Irr(S) = {u ∈ (X ∪ X−1)∗|u 6=
as¯b, s ∈ S, a, b ∈ (X ∪X−1)∗} is a normal form of gp〈X|ϑ〉.
By using CD-lemma for Lie algebras, we have
Theorem 3.11.3 ([39]) With deg-lex order on X∗, the set S = {[xuy] | x, y, z ∈ X, u ∈
X∗, x ⊲ y ⊲ supp(u)} forms a Gro¨bner-Shirshov basis of the partially commutative Lie
algebra Lie(X|ϑ). As a result, Irr(S) = {[u] ∈ NLSW (X) | u 6= as¯b, s ∈ S, a, b ∈ X∗}
is a k-basis of Lie(X|ϑ).
Theorem 3.11.3 is also proved by E. Poroshenko [72].
3.12 Plactic monoids in row generators
Let X = {x1, . . . , xn} be a set of n elements with the order x1 < · · · < xn. The plactic
monoid (see M. Lothaire [68], Chapter 5) on the alphabet X is Pn = sgp〈X|T 〉, where T
consists of the Knuth relations
xixkxj = xkxixj (xi ≤ xj < xk),
xjxixk = xjxkxi (xi < xj ≤ xk).
A nondecreasing word R ∈ X∗ is called a row, for example, x1x1x3x5x5x5x6 is a row
when n ≥ 6. Let Y be the set of all rows in X∗. For any R = r1 . . . ru, S = s1 . . . sv ∈
Y, ri, sj ∈ X , we say R dominates S if u ≤ v and for i = 1, . . . , u, ri > si.
The multiplication of two rows is defined by Schensted’s algorithm: for a row R and
x ∈ X ,
R · x =
{
Rx, if Rx is a row
y · R′, otherwise
where y is the leftmost letter in R which is strictly larger than x, and R′ = R|y 7→x.
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Then, for any R, S ∈ Y , it is clear that there exist uniquely R′, S ′ ∈ Y such that
R ·S = R′ ·S ′ in Pn, where R
′ dominates S ′, i.e., |R′| ≤ |S ′| and each letter of R′ is larger
than the corresponding letter of S ′.
We express the Pn as follows:
Pn = sgp〈Y |R · S = R
′ · S ′, R, S ∈ Y 〉.
For any R, S ∈ Y , we define R > S by deg-lex order on X∗. Then we have a well
ordering on Y .
It follows from CD-lemma for associative algebras that with the deg-lex order on Y ∗,
the set {R · S = R′ · S ′|R, S ∈ Y } is a GSB in k〈Y 〉, see M. Lothaire [68], Chapter 5.
For n = 4, we give a direct proof. Namely, any composition (f, g)w = (RS)T − R(ST ) is
trivial, where f = RS −R′S ′, g = ST − S
′′
T ′, w = RST .
Let R = 1r12r23r34r4 be a row in P4, where each ri is non-negative integer. For con-
venience, denote by R = (r1, r2, r3, r4). Then for three rows R = (r1, r2, r3, r4), S =
(s1, s2, s3, s4), T = (t1, t2, t3, t4), we have
R(ST ) =

 r1 r2 r3 r4( s1 s2 s3 s4
t1 t2 t3 t4
)  =


(
r1 r2 r3 r4
0 a2 a3 a4
)
b1 b2 b3 b4


=

 0 0 c3 c4( d1 d2 d3 d4
b1 b2 b3 b4
)  =

 0 0 c3 c40 e2 e3 e4
f1 f2 f3 f4


(RS)T =


(
r1 r2 r3 r4
s1 s2 s3 s4
)
t1 t2 t3 t4

 =

 0 g2 g3 g4( h1 h2 h3 h4
t1 t2 t3 t4
) 
=


(
0 g2 g3 g4
0 i2 i3 i4
)
j1 j2 j3 j4

 =

 0 0 k3 k40 l2 l3 l4
j1 j2 j3 j4


Now, one needs only to prove l2 = e2, l3 = e3, l4 = e4, c3 = k3 and c4 = k4. Let us
mention that it takes almost 20 pages to calculate.
As the result, in [35], a new direct elementary proof (but not simple) of the following
theorem is given.
Theorem 3.12.1 Let the notations be as above. Then with deg-lex order on Y ∗, {R ·S =
R′ · S ′|R, S ∈ Y } is a Gro¨bner-Shirshov basis in k〈Y 〉 if n = 4.
3.13 Plactic algebras in standard generators
Let Pn = sgp〈X|T 〉 be the plactic monoid with n-generators, see §3.12. Then the semi-
group algebra k〈X|T 〉 is called the plactic algebra. For any xi1 · · ·xit ∈ X
∗, we denote
xi1 · · ·xit by i1 · · · it.
In the paper [64], the following theorem is given.
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Theorem 3.13.1 ([64], Theorem 1, Theorem 3) Let the notation be as above. Then with
the deg-lex order on X∗, the following statements hold.
(i) If |X| = 3, then the set S = {332 − 323, 322 − 232, 331 − 313, 311 − 131, 221 −
212, 211−121, 231−213, 312−132, 3212−2321, 32131−31321, 32321−32132}
is a Gro¨bner-Shirshov basis in k〈x1, x2, x3〉.
(ii) If |X| > 3, then the Gro¨bner-Shirshov complement T c of T is infinite.
3.14 Filtrations and distortion in infinite-dimensional algebras
Let A be a linear algebra over a field k. An ascending filtration α = {An} on A is
a sequence of subspaces A0 ⊂ A1 ⊂ . . . ⊂ An ⊂ . . . such that A =
∑∞
n=0An and
AkAl ⊂ Ak+l for all k, l = 0, 1, 2, . . .. Given a ∈ A, the α-degree of a, denoted by degαa,
is defined as the least n such that a ∈ An. If B is a subalgebra of A with a filtration α,
as above, then we call the filtration β = {B ∩An} the restriction of α to B and we write
β = α ∩ B. In the case of monoids the terms of filtrations are simply subsets, with all
other conditions being the same. In the case of groups the terms of filtrations must be
closed under inverses.
A generic example is as follows. Let A be a unital associative algebra generated by
a finite set X . Then a filtration α = {An} arises on A, if one sets A0 = Span{1} and
An = An−1+Span{X
n}, for any n > 1. The α-degree of a ∈ A in this case is an ordinary
degree with respect to the generating set X , that is the least degree of a polynomial in X
equal a. We write degαa = degXa. Such filtration α is called the degree filtration defined
by the generating set X .
Definition 3.14.1 ([2]) Given two filtrations β = {Bn} and β
′ = {B′n} on the same
algebra B, we say that β is majorated by β ′ if there is an integer t > 0 such that Bn ⊆ B
′
tn,
for all n ≥ 0. We then write β  β ′. If β  β ′ and β ′  β then we say that β and β ′ are
equivalent and write β ∼ β ′.
If B is a finitely generated subalgebra of a finitely generated algebra A then we say then
B is embedded in A without distortion (or that B is an undistorted subalgebra of A) if a
degree filtration of B is equivalent to the restriction to B of a degree filtration of A
Definition 3.14.2 ([2]) A filtration α = {An} on an algebra A is called a tame filtration
if it satisfies: there is c > 0 such that dim(An) < c
n, for all n = 1, 2, . . . .
In the paper [2], the following questions are discussed.
(1) Is it true that every tame filtration of an algebra B is equivalent (or equal) to a
filtration restricted from the degree filtration of a finitely generated algebra A where B is
embedded as a subalgebra?
(2) If the answer to the previous question is “yes”, can one choose A finitely presented?
If not, indicate conditions ensuring that the answer is still “yes”.
By using CD-lemmas for associative and Lie algebras, Y. Bahturin, A. Olshanskii [2]
proved the following theorems.
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Theorem 3.14.3 ([2], Theorem 7) Let B be a unital associative algebra over a field F .
(1) A filtration β on B is tame if and only if β ∼ α ∩ B where α is a degree filtration
on a unital 2-generator associative algebra A where B is embedded as a subalgebra.
(2) A filtration β on B is tame if and only if β = α ∩ B where α is a degree filtration
on a unital finitely generated associative algebra A where B is embedded as a subalgebra.
Theorem 3.14.4 ([2], Theorem 8) Let N be a countable monoid.
(i) There exist a 3-generator monoid M where N is embedded as a submonoid.
(ii) If N is finitely generated then the embedding of N in a 3-generator monoid M can
be done without distortion.
(iii) A filtration β on N is a tame filtration if and only if there is a finitely generated
monoid M with a degree filtration α such that β ∼ α ∩N .
Theorem 3.14.5 ([2], Theorem 9) (1) A filtration χ on a Lie algebra H is tame if and
only if χ ∼ γ ∩ H where χ is the degree filtration on a 2-generator Lie algebra G where
H is embedded as a subalgebra, if and only if χ ∼ ρ ∩ H where ρ is the degree filtration
on a 2-generator associative algebra R where H is embedded as a Lie subalgebra.
(2) A filtration χ on a Lie algebra H is tame if and only if χ = γ ∩H where γ is the
degree filtration on a finitely generated Lie algebra G where H is embedded as a subalgebra,
if and only if χ = ρ∩H where ρ is the degree filtration on a finitely generated associative
algebra R where H is embedded as a Lie subalgebra.
Theorem 3.14.6 ([2], Theorem 10) Any finitely generated associative, respectively, Lie
algebra can be embedded without distortion in a simple 2-generator associative, respec-
tively, Lie algebra.
Theorem 3.14.7 ([2], Theorem 11) Any finitely generated monoid M with a recursively
enumerable set of defining relations can be embedded in a finitely presented monoid M ′ as
an undistorted submonoid.
Theorem 3.14.8 ([2], Theorem 13) Let B be an arbitrary finitely generated unital asso-
ciative algebra with a recursively enumerable set of defining relations, over a field k which
is finitely generated over prime subfield. Then there exists a finitely presented unital as-
sociative k-algebra A in which B is contained as an undistorted unital subalgebra.
3.15 Sufficiency conditions for Bokut’ normal forms
L. A. Bokut [5, 6] (see also L. A. Bokut, D. J. Collins [23]) introduced a method for
producing normal forms, called Bokut’s normal forms, for groups obtained as a sequence
of HNN extensions starting with a free group. K. Kalorkoti [57, 58, 59] has used these
in several applications. In any application we need to prove first of all that normal
forms exists, i.e., a certain rewriting process terminates. Uniqueness is then established
separately, it is not guaranteed. Termination is usually ensured for both requirements
that lead to a fairly uniform approach.
In the paper [60], the author provides sufficient conditions for the existence and unique-
ness of normal forms of sequences of HNN extentions defined by Bokut’. Furthermore,
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the author shows that under an assumption, which holds for various applications, such
normal forms always exist (but might not be unique). The conditions are amenable to be
used in automatic theorem provers. It is discussed also how to obtain a Gro¨bner-Shirshov
basis from the rewrite rules of Bokut’s normal forms under certain assumptions. An ap-
plication drawn from a paper of S. Aaanderaa, D. E. Cohen [1] to illustrate to sufficiency
conditions is also given.
3.16 Quantum groups of type G2 and D4
First, we recall some basic notions about Ringel-Hall algebra from [75].
Let k be a finite field with q elements, Λ an k−algebra. By Λ−mod we denote the
category of finite dimensional right Λ−modules. ForM,N1, · · · , Nt ∈ Λ−mod, let F
M
N1,...,Nt
be the number of filtrations
M =M0 ⊇M1 ⊇ · · · ⊇ Mt−1 ⊇ Mt = 0,
such that Mi−1/Mi ∼= Ni for all 1 ≤ i ≤ t.
Now, let Λ be a finitary k−algebra, i.e., for any M,N ∈ Λ−mod, Ext1Λ(M,N) is finite
dimensional k−vector space. For each M ∈ Λ−mod, we denote by [M ] the isomorphism
class of M and by dimM the dimension vector of the Λ-module M. We have the well-
known Euler form 〈−,−〉 defined by
〈dimM,dimN〉 =
∞∑
i=0
dimExtiΛ(M,N).
Note that (−,−) is the symmetrization of 〈−,−〉. It is well-known that if Λ is Dynkin type,
that is one of the types An, Bn, Cn, Dn, E6, E7, E8, F4 and G2, then 〈dimM,dimN〉 =
dimHomΛ(M,N)− dimExt
1
Λ(M,N).
The (twisted) Ringel-Hall algebra H(Λ) is the free Q(υ)-algebra with bases {u[M ] |M ∈
Λ − mod} indexed by the set of isomorphism classes of Λ-modules, with multiplication
given by
u[M ]u[N ] = υ
〈dimM,N〉
∑
[L]
FLM,Nu[L] for all M,N ∈ Λ−mod,
where Q is the field of quotient numbers, υ an indeterminate and Q(υ) the factor field of
the polynomial algebra Q[υ].
Then H(Λ) is an associative algebra with identity 1 = u0, where 0 denotes the isomor-
phism class of the trivial Λ−module 0.
Let ∆ be the graph defined by the symmetrizable Cartan matrix A and
−→
∆ be obtained
by choosing some orientation of the edges of the graph ∆. Choose a k−species S =
(Fi,iMj) of type
−→
∆ (see [76]). Then the main result in [75] is
Theorem 3.16.1 ([75]) The map η : U+q (A) −→ H(
−→
∆) given by
η(Ei) = [Si]
is an Q(υ)−algebra isomorphism, where [Si] is the isomorphism class of i’th simple rep-
resentations of S-module.
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We take the set B = {u[M ] |M is indecomposable} as a generating set for the Ringel-
Hall algebra H(
−→
∆) and denote by T+ the set of all skew-commutator relations between
the elements of B. Then by the isomorphism η in Theorem 3.16.1, we get a corresponding
set S+c of relations in the positive part of quantum group U+q (A).
Let ∆ = G2 (resp. D4) and
−→
∆ be obtained by choosing the following orientations: for
G2 :
b b
1 2
(1 , 3)
and for D4 :
b b
b
b
1 3
2
4
Then under the deg-lex order defined in [74] and [86], we get
Theorem 3.16.2 ([74, 86]) The set S+c is a Gro¨bner-Shirshov basis of the algebra U+q (G2)
(resp. U+(D4)).
If we replace all x’s in U+q (G2) (resp. U
+(D4)) with y’s, then we get a similar result for
the negative part of the quantum group. Then, by Theorem 2.7 in [26], we have
Theorem 3.16.3 ([74, 86]) The set S+c ∪ K ∪ T ∪ S−c is a Gro¨bner-Shirshov basis of
the quantum group Uq(G2) (resp. U
+(D4)).
3.17 An embedding of recursively presented Lie algebras
In 1961 G. Higman [56] proved an important Embedding Theorem which states that every
recursively presented group can be embedded in a finitely presented group. Recall that
a group (or an algebra) is called recursively presented if it can be given by a finite set
of generators and a recursively enumerable set of defining relations. If a group (or an
algebra) can be given by finite sets of generators and defining relations it is called finitely
presented. As a corollary to this theorem G. Higman proved the existence of a universal
finitely presented group containing every finitely presented group as a subgroup. In fact,
its finitely generated subgroups are exactly the finitely generated recursively presented
groups.
In [4] V.Ya.Belyaev proved an analog of Higman’s theorem for associative algebras over
a field which is a finite extension of its simple subfield. The proof was based on his
theorem stating that every recursively presented associative algebra over a field as above
can be embedded in a recursively presented associative algebra with defining relations
which are equalities of words of generators and α + β = γ, where α, β, γ are generators.
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In recent paper [2] Y. Bahturin and A. Olshanskii, see §3.14, showed that such embed-
ding can be performed distortion-free. The idea of transition from algebras to semigroups
was also used by G. P. Kukin in [65] (see also [25]).
The paper [43] appears as a byproduct of the author’s joint attempts with Y. Bahturin
to prove Lie algebra analog of Higman’s Theorem. In particular, Y. Bahturin suggested to
prove that any recursively presented Lie algebra can be embedded in a Lie algebra given
by Lie relations of the type mentioned above. In the paper [43], the author shows that
this is indeed true. Namely, every recursively presented Lie algebra over a field which is
a finite extension of its simple subfield can be embedded in a recursively presented Lie
algebra defined by relations which are equalities of (nonassociative) words of generators
and α+β = γ (α, β, γ are generators). Note that an existence of Higman’s embedding for
Lie algebras is still an open problem (see [61]). It is worth to mention a result by L. A.
Bokut [7] that for every recursively enumerable set M of positive integers, the Lie algebra
LM = Lie(a, b, c | [ab
nc] = 0, n ∈M),
where [abnc] = [[. . . [[ab]b] . . . b]c], can be embedded into a finitely presented Lie algebra.
By using Grobner-Shirshov basis theory for Lie algebras, in [43], the following theorem
is given.
Theorem 3.17.1 ([43]) A recursively presented Lie algebra over a field which is a finite
extension of its simple subfield can be embedded into a recursively presented Lie algebra
defined by relations which are equalities of (nonassociative) words of generators and α +
β = γ, where α, β, γ are generators.
3.18 GSB for some monoids
In the paper [62], Gro¨bner-Shirshov bases for the graph product, the Schu¨tzenberger prod-
uct and the Bruck-Reilly extention of monoids are given, respectively, by using Shirshov
algorithm for associative algebras.
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