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1 Introduction
In a binary linear code, a zero neighbor is a cod eword whose Voronoi region shares a
facet with that of the all-zero codeword [2]. The local weight distribution $[1, 12]$ (or local
distance profile [2, 3, 4, 5, 11] $)$ of a binary linear code is defined as the weight distribution
of zero neighbors in the code. Knowledge of the local weight distribution of a code is
valuable for the error peiforman ce analysis of the code. For example, tlle local weight
distribution gives a tighter upper bound on error $\mathrm{P}^{1\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{b}\mathrm{i}1\mathrm{i}\mathrm{t}\mathrm{y}}$. for soft decision decoding
over AWGN channel than the usual union bound [5].
Formulas for local weight distribution are only known for certain classes of codes,
Hamming codes and second-order Reed-Muller codes. Although an efficient method to
ex amine zero neighborship of codeword is presented in [2], the $\mathrm{c}\mathrm{o}$ mputation $\mathrm{f}\mathrm{o}1$ obtaining
the local weight distribution is a very time-consuming task. As Agrell noted in [2], the
auto morphism group of the code can help reduce the complexity. Using the group of
cyclic permutations, Mohri et al. devised a computation algorithm for cyclic codes. We
call the algorithm the MHM algorithm in this resume. By using the algorithm, they
obtained the local weight distributions of the $(63, k)$ binary primitive BCH codes with
$k\leq 45[3,4]$ . They also obtained the distirubutions for A $=51,57$ by their another
algorithm [3]. The MHM algorithm reduces the computational complexity by using the
following invariance property [2]: Any cyclic permutation of a codeword is a zero neighbor
if and only if the codeword is a zero neighbor. It generates the representative codeword
and the number of the equivalent codewords, which are able to be cyclic-permuted into
the representative one, and checks whether each of the representatives is a zero neighbor
or not. The key subalgorithm in the algorithm is the generation of the representative
codewords.
The MHM I algorithm can also be applied straightforwardly to compute the local
weight distribution of extended cyclic codes (see Corollary 2). Extended primitive BCH
codes are closed under the affine group of permutations, which is larger than tl$\iota \mathrm{e}$ cydic
group of permutations. The invariance property for the cyclic permutations can be
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generalized to that for any group of permutations [2]. Using the invariance property
for the larger group of permutations, we lnay reduce the number of the representative
codewords. However, it is not easy to obtain the representative codewords and the
number of the equivalent codewords.
In this resume, we give some of our results on the local weight distributions, presented
in [11, 12, 13, 14]. Frist, we give an algorithm for computing the local weight distribution
of binary linear codes which are closed under any group of permutations. To use the
invariance property, we will apply the invariance property to the set of cosets of a subcode
rather than the set of codewords. The representative cosets and the number of equivalent
cosets are computed in the proposed algorithm. This reduces the complexity of finding
the representatives, which is much smaller than that for checking the zero neighborship
for every representative codewords. This idea was introduced in [7] for computing the
weight distributions of extended binary primitive BCH codes, We show that the idea can
also be applied for the local weight distribution, To reduce the complexity more, we use
the trellis structure of the code, in checking the zero neighborship.
We apply the proposed algorithm to extended binary primitive BCH codes and
obtain the local weight distributions of the $(12\mathrm{S}, k)$ extended binary primitive BCH code
for $k$ $\leq 50[11],[12]$ . The complexity of the proposed algorithm is about 1/64 as much
as that of the MHM $\mathrm{a}1\mathrm{g}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{m}^{-}1$ for the codes of length 128. Furthermore, we obtain the
local weight distributions of the third-order Reed-Muller code of length 128.
However, for cyclic codes, the complexity is not reduced. Then, the local weight
distributions of the $(127, k)$ primitive BCH codes for A $\geq 36$ were not obtained although
those of the corresponding $(12\mathrm{S}, k)$ extended primitive BCH codes are obtaiend for $k\leq 50$ .
A method for obtaining the local weight distribution of a code from that of its extended
code should be considered.
For this purpose, relations between local weight distributions of a binary linear code
and its extended code are derived. A concrete relation is presented for the case that the
extended code is transitive invariant and contains only codewords with weight multiple
of four. Extended binary prim itive BCH codes and Reed-Muller codes are transitive
invariant codes.
A relation between local weight distributions of a binary linear code and its even
weight subcode is also given. By using the relations, the local weight distributions of
the $(127, k)$ binary primitive BCH codes for $36\leq k\leq 50$ , the punctured third-order
Reed-Muller code of length 127, and their even weight subcodes are obtained from the
local weight distributions of tlle $(12\mathrm{S}, k)$ primitive BCH codes for $36\leq k\leq 50$ and the
third-order Reed-Muller code of length 128.
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2 Local Weight Distribution
Let $C$ be a binary $(n, k)$ linear code. Define a mapping $\mathrm{s}$ from {0, 1} to $\mathrm{R}$ as $s(0)=-1$
and $s(1)=1$ . The mapping $s$ is naturally extended to one from $\{0, 1\}^{n}$ to $\mathrm{R}^{n}$ . Zero
neighbor is defined as follows:
Definition 1 (Zero neighbor) For $v$ $\in C$ , define $m_{0}\in \mathrm{R}^{n}$ as $m_{0}= \frac{1}{2}(s(0)+s(v))$ ,
where $0=(0, 0, \ldots, 0)$ . The codeword $v$ is a zero neighbor iff
$d_{E}(m_{0}, s(v))=d_{E}(m_{0}, s(0))<d_{E}(m_{0}, s(v’))$ ,
for any $v’\in C\backslash \{0, v\}$ , (1)
where $d_{E}(x, y)$ is the squared Euclidean distance be rween $x$ and $\prime y$ in $\mathrm{R}^{n}$ .
The local weight distribution is defined as follows:
Definition 2 (Local weight distribution) Let $L_{w}$ be the number of zero neighbors
with weight $w$ in C. The local weight distribution of $C$ is defined as the $(n+1)$ -tuple
$(L_{0}, L_{1}, \ldots, L_{n})$ .
The following lemma is useful to check whether a given codeword is a zero neighbor or
not.
Lemma 1[2] $v\in C$ is a zero neighbor if and only if there does not exist $v’\in C\backslash \{0\}$
such that Supp(v’) $\subset<$ Supp(v) . Note that Supp(v) is the set of support of $v$ , which is the
set of positions of nonzero elements in $v$ $=$ $(v_{1}, v_{2}, . , . , v_{n})$ .
Let $A_{w}(C)$ be the number of codewords with weight $w$ in $C$ . For the local weight
distribution and the (global) weight distribution $(A_{0}(C), A_{1}(C)$ , $\ldots$ , $A_{n}(C))$ , we have
the following lemma $[1, 6]$ .
Lemma 2 Let d be the minimum distance of C. Then, we have thai
$L_{w}(C)=\{$
$A_{w}(C)_{7}$ $w<2d$ ,
0, $w>n$ $-k+1$ .
(2)
When the weight distribution is known, only $L_{w}(C)$ with $2d\leq w\leq n-k+1$ need to be
computed to obtain the local weight distribution. Generally, the complexity for comput-
ing the local weight distribution is larger than that for computing the weight distribution.
Therefore, Lemma 2 is useful for obtaining local weight distributions. Moreover, when
all the weights $w$ in a code is confined in $w<2d$ and $w>n-k+1$ , the local weight dis-
tributhon can be obtained from the weight distribution straightforwardly. For example,
the local weight distribution of the $(n, k)$ primitive BCH code of length 63 for $k\leq 1\mathrm{S}$ , of
length 127 for $k\leq 29$ , and of length 255 for $k\leq 45$ can be obtained from their weight
distributions.
The MHM algorithm proposed in [4] uses the following invariance property under
cyclic permutations, as well as Lemma 1,
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Theorem 1 [4] Let C be a binary cyclic code. Any cyclic permuted codeword of v is $a$
zero neighbor if a codeword v $\in C$ is a zero neighbor.
Corollary 1 Let $C$ be a binary cyclic cole, and $\sigma^{i}v$ be an $i$ times cyclic permuted
codeword of $v\in C$ . Consider a set $\mathrm{S}$ $=\{v, \sigma v, \sigma^{2}v, \ldots, \sigma^{p(\sigma,v)-1}v\}_{f}$ where $p(\sigma, v)$ is the
period of $\sigma$ , which is the minimum $\mathrm{i}$ such that $\sigma^{i}v=v$ . Then, (1) if $v$ is a zero neighbor,
all codewords in the set $S$ are zero neighbors; and (2) otherwise, all codewords in $S$ are
not zero neighbors.
In the MHM algorithm, all codewords are partitioned into the sets described in
Corollary 1. Only one representative codeword in each sets is generated and checked
whether it is a zero neighbor or not.
We can easily modify the MHM algorithm to compute the local weight distribution
of the extended cyclic code using the following corollary:
Corollary 2 Let $C$ and $C_{\mathrm{e}\mathrm{x}}$ be a binary cyclic code and its extended code, respectively.
For $v\in C_{f}$ let $\mathrm{e}\mathrm{x}(v)$ be the corresponding codeword in $C_{\mathrm{e}\mathrm{x}}$ . Then, for any cyclic perm utel
codeword $v’$ of $v_{;}\mathrm{e}\mathrm{x}(v’)$ is a zero neighbor in $C_{\mathrm{e}\mathrm{x}}$ if $\mathrm{e}\mathrm{x}(v)$ is a zero neighbor in $C_{\mathrm{e}\mathrm{x}}$ .
As mentioned in Section 1 the extended primitive BCH codes are closed larger class of
permutations, and Theorem 1 can be generalized to any group of permutations of the
automorphism group of the code [2]. In the following section, we review the invariance
property under a group of permutation, and present a coset partitioning technique to use
the property effectively.
3 Coset Partitioning for Computing the Local Weight
Distribution of Codes Closed under a Group of
Permutations
3,1 An invariance property under permutations
For a permutation $\pi$ and a set of vectors $D$ , the set of the permuted vectors $\pi[D]$ is
defined as
$\pi[D]=\{\pi v : v \in D\}$ . (3)
The automorphism group of a code $C$ is the set of all permutations by which $C$ is
permuted into $C$ , and denoted by $\mathrm{A}\mathrm{u}\mathrm{t}(C)$ , $\mathrm{i}.\mathrm{e}.$ , $\mathrm{A}\mathrm{u}\mathrm{t}(C)=\{\pi : \pi[C]=C\}$ .
An invariance property under the automorphism group is given in the following
theorem.
Theorem 2 For $\pi\in \mathrm{A}\mathrm{u}\mathrm{t}(C)$ and v $\in C_{f}\pi v$ is a zero neighbor if v is a zero neighbor.
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This theorem extends Corollary 1 as follows:
Corollary 3 For $v\in C$ , consider a set $S=$ {wv : $\forall\pi\in \mathrm{A}n\mathrm{t}(C)$ }. Then, (1) if $v\iota s$ $a$
zero neighbor, all codewords in $S$ are zero neighbors; and (2) otherwise, all codewords in
$S$ are not zero neighbors.
It is not easy to devise a similar algorithm as the MHM algorithm, since for almost
all group of permutations, no efficient way is known for generating the representative
cod ewords and obtaining the number of the equivalent codewords. To use this invariance
property, we apply the invariance property to the set of cosets of a subcode rather than
the set of codewords.
3.2 Local weight subdistribution for a coset
For a binary ( $n$ , Ax) linear code $C$ and its linear subcode with dimension $f_{\hat{v}}’$ , iet $C/C’$
denote $\mathrm{t}1_{1}\mathrm{e}$ set of cosets of $C’$ in $C$ , that is, $C/C’=\{v+C’ : v\in C\}$ . Then,
$|C/C’|=2^{h-k’}\}$ and $C=\cup D\in C/C$’D. (4)
Definition 3 (Local weight subdistribution for a coset) The local weight subdis-
tribution for a coset $D\in C/C’$ is the weight $dis$ tribution of zero neighbors of $C$ in $D$ .
The local weight subdistribution for $D$ is $(|LS_{0}(D)|)|LS_{1}(D)|$ , $\ldots$ , $|LS_{n}(D)|)f$ where
$LS_{w}(D)$ $=$ {$v\in D$ : Supp $(\mathrm{v}^{\mathit{1}})\not\leqq$ Supp(v) for any $v’\in C\backslash \{0, v\}$ ,
and the Ha mning weight of $v$ is $w$ } , (5)
with $0\leq w\leq n$ .
Then, from (4), the local weight distribution of $C$ is given as the sum of the local weight
subdistributions for the cosets in $C/C’$ , that is,
$L_{w}= \sum_{D\in C/c_{J}\prime}|LS_{w}(D)|$
. (6)
The following theorem gives an invariance property under permutations for cosets.
Theorem 3 For $D_{1}$ , $D_{2}\in C/C’$ , the local weight subdistnbution for $D_{1}$ and that for $D_{2}$
are the same if there exists $\pi\in$ Aut(C) such that $\pi[D_{1}]=D_{2}$ .
3.3 Partitioning the set of cosets with the same local weight
subdistribution
We give a condition for cosets having the same local weight subdistribution. The following
lennna gives the set of all permutations by which every coset in $C/C’$ is permuted into
one in $C/C’$ .
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Lemma 3 For a linear code C and its linear subcode $C’$ ,
{yr : $\pi[D]\in C/C’$ for any $D\in C/C’$} $=$ Aut(C) $\cap$ Ant $(C’)$ .
Aut(C) $\cap$ Aut(C”) (or even Aut(C)) is generally not known. Only subgroups of
Aut(C) $\cap$ Ant(C’) are known. Therefore, we use a subgroup.
Definition 4 Let $\Pi$ be a subset of Aut(C)\cap Aut(C’). For $D_{1}$ , $D_{2}\in C’/C_{J}’$ we denote
$D_{1}\sim\Pi D_{2}$ if and only if there exists $\pi\in\Pi$ such that $\pi[D_{1}]=D_{2}$ .
Lemma 4 The relation $.’\zeta\sim\Pi$ ” is an equivalence relation on $C/C’$ if TI forms a group.
When the set of cosets are partitioned into the equivalence classes by the relation $(\zeta’)\sim\Pi$ ,
the local weight subdistributions for cosets which belong to the same equivalence class
are the same.
We give a useful theorem for partitioning the set of cosets into equivalence classes
by the relation $‘\zeta\sim\Pi\cdot$ ”
Theorem 4 Let II be a subset of Aut(C) $\cap \mathrm{A}\mathrm{u}\mathrm{t}(C’)$ . For $D_{1}$ , $D_{2}\in C/C’$ and $\pi\in\Pi_{f}$ we
have $D_{1}\sim\Pi D_{2}$ if. $\pi v_{1}\in D_{2}$ for any $v_{1}\in D_{1}$ .
From Theorem 4, to partition the set of cosets into equivalence classes, we only
need to check whether the representative codeword of a coset is permuted into another
coset. After partitioning into equivalence classes, the local weight subdistribution for only
one coset in each equivalence class needs to be computed. Thereby the computational
complexity is redu$\iota \mathrm{c}\mathrm{e}\mathrm{d}$ .
4 An Algorithm for Computing the Local Weight
Distribution
4.1 Outline of the algorithm
On the basis of the method of partitioning the set of cosets described in the previous
section, we propose an algorithm to compute the local weight distribution as follows:
1. Choose a subcode $C^{l}$ and a subgroup $\Pi$ of permutations of Aut(C) $\cap \mathrm{A}\mathrm{u}\mathrm{t}(C’)$ .
2. Partition $C/C’$ into equivalence classes with permutations in
$\Pi$ , and obtain the
number of codewords in each equivalence class.
3. Compute the local weight subdistributions for the representative cosets in each
equivalence ciass.
4. Sum up all the local weight subdistributions
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4.2 Computational complexity
Here, we analyze computational complexity of the proposed algorithm for the binary
$(n, k)$ linear code $C$ , assuming that the subcode $C’$ with dimension $k’$ is given. Also, to
check whether a codeword is a zero neighbor or not, the procedure presented in [2] is
used as in the MHM algorithm. The procedure uses Lemma 1 and its $\mathrm{c}\mathrm{o}$ mputational
complexity to check one codeword is $O(n^{2}k)$ .
Since the number of codewords in each cosets is $2^{k’}$ , the total number of codewords to
be checked by the procedure is $e2^{k’}\backslash$ , where $e$ is the number of the equivalence classes. The
computational complexity to check one codeword is $O(n^{2}k)$ . Hence, the time complexity
of Step (3) of the proposed algorithm is $O(n^{2}k\cdot e2^{k’})$ . The time complexity of Step (2),
partitioning the set of cosets, is $O(n(k-k’)2^{k-k’}|\Pi|)[11]$ .
Therefore, the time complexity of the entire algorithm is $O(n^{2}k\cdot$ $e2^{k’}+n(k$ -
$k’)2^{k-k’}|\Pi|)$ . When $k’$ is chosen as $k’>k/2$ , then $2^{k’}>2^{k-k’}\wedge$ , and the complexity of
partitioning the set of cosets is much smaller than of computing the local weight subdis-
tributions for cosets.
The space complexity of the entire algorithm is 0 $((k-k’)2^{k-k’})[11]$ , since the space
$\mathrm{c}\mathrm{o}$ mplexity for computing the local weight subdistributions is much smaller than that for
partitioning the set of cosets.
4.3 Selection of the subcode
We should choose the subcode to make the number of permutations in $\Pi$ large.
If there are several subcodes with the sam $\mathrm{l}\mathrm{e}$ $\Pi$ , then the subcode with the smaller
dimension should be chosen to minimize the number of codewords that need to be checked,
as long as the complexity of partitioning the set of cosets is relatively small.
4.4 A method for checking the zero neighborship using the trel-
lis structure
We consider reducing the complexity of checking whether a codeword is a zero neighbor
or not.
For $v\in C$ , iet $C(v)=$ { $u|u\in C\backslash \{0\}$ , Supp(w) $\subseteqarrow$ Supp(v)}. Checking whether
a codeword $v$ is a zero neighbor or not is examining whether the dimension of $C(v)$ ,
denoted by $\dim(C(v))$ , is zero or not [2]. For $v\in C$ and $i$ with $1\leq \mathrm{i}\leq n$ , let $\mathrm{S}(v, \mathrm{i})=$
{ ( $u_{1}$ , $u_{2}$ , $\ldots$ , $u_{n})\in C|u_{j}=v_{j}$ with $1\leq j\leq \mathrm{i}$ } and $\mathrm{C}(v, i)=\{u|u\in \mathrm{S}(v, i)$ , Supp(w) $\cap$
$\{1, \ldots, \mathrm{i}\}\subseteq$ Supp(v) $\cap\{1, \ldots , \mathrm{i}\}\}$ . A typical implimentation to check whether $v$ is a
zero neighbor or not computes $\mathrm{C}(v, \mathrm{i})$ for $\mathrm{i}=1,2$ , $\ldots$ , $n$ , where $\mathrm{C}(v, n)=\mathrm{C}(v)$ . For any
$u$ , $u’\in \mathrm{S}(v, \mathrm{i})$ , $\mathrm{C}(u, \mathrm{i})=\mathrm{C}(u’, i)$ . That is, if we generate $\mathrm{C}(u, \mathrm{i})$ once, we does not need
to generate $\mathrm{C}(u, i)$ for each $u\in \mathrm{S}(v, \mathrm{i})$ later. By this, the computational complexity is
reduced. We should choose 2 properly, say $n/2$ or $n/4$ , in order to make $\mathrm{S}(v, \mathrm{i})$ large
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and $\mathrm{C}(u, \mathrm{i})(u\in \mathrm{S}(v, i))$ small, To obtain $\mathrm{S}(v, \mathrm{i})$ , we use the trellis structure of cosets.
This method does not make the space complexity much larger, since a codeword in
$\mathrm{S}(v, \mathrm{i})$ is generated successively. The advantage of this method depends on the code.
For extended binary primitive BCH codes, permuting the symbol positions of codewords
properly makes $\mathrm{S}(v, i)$ larger [9].
It is not easy to estimate precisely how the computational complexity is reduced.
We will estimate the effect roughly in the case of tlle $(12\mathrm{S}, 50)$ extended BCH code. In
this case, tlle $(128, 29)$ code is chosen as the subcode and the number of representative
cosets is 258. We pick up $2^{15}\cross 258$ codewords by choosing $2^{15}$ codewords randomly
from each of the 258 representative coset. For every codeword $v$ in such codewords, we
examined a position at which the $\dim(\mathrm{C}(v))$ is found out to be zero or not. Then, the
average was 100. Assuming that the complexity of obtaining $\mathrm{C}(v, \mathrm{i}+1)$ from $\mathrm{C}(v, \mathrm{i})$
is proportional to the dimension of $\mathrm{C}(v, i)$ , we estimated the relative computational
complexity to that without using the above technique when $\mathrm{i}_{0}$ is chosen as $\mathrm{i}(0\leq i\leq n)$ :
$((100-\mathrm{i}_{0})/100)^{2}+(1-((100-\mathrm{i}_{0})/100)^{2})/2^{k_{s}}$ , where $k_{s}$ is the dimension of $\mathrm{S}(v, \mathrm{i}_{0})$ .
It turned out that the complexity would reduced mostly by 1/2 for $\mathrm{i}=32,46$ , and 47.
Therefore, we choose 32 as $\mathrm{i}$ for the $(12\mathrm{S}, 50)$ code. Actually, for the $(128, 50)$ extended
BCH code and the $(128, 29)$ extended BCH subcode, the complexity is reduced by about
1/2.
In the proposed algorithm, since the codewords that need to be checked are generated
coset by coset, the subset of $\mathrm{S}(v, \mathrm{i})$ in a coset is used instead of $\mathrm{S}(v, i)$ . If the dimension
of the subcode is small, $k_{s}$ may become small and the effect of using the trellis structure is
small. We should choose the subcode considering the effect of using the trellis structure.
5 Relations of Local Weight Distributions
5.1 General relation
Consider a binary linear code $C$ of length $n$ , its extended code $C_{\mathrm{e}\mathrm{x}}$ , and its even weight
subcode $C_{\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{n}}$ . For a codeword $v\in C$ , let $\mathrm{w}\mathrm{t}(v)$ be the Hamming weight of $v$ and
$v^{(\mathrm{e}\mathrm{x})}$
be the corresponding codeword in $C_{\mathrm{e}\mathrm{x}}$ , that is, $v^{(\mathrm{e}\mathrm{J}\mathrm{C})}$ is obtained from $v$ by adding the
over-all parity bit.
if $v\in C$ can be represented as $v$ $=v_{1}+v_{2}$ , where $v_{1}$ , $v_{2}\in C$ alld $\mathrm{S}\mathrm{u}\mathrm{p}\mathrm{p}(v_{1})\cap$
Supp(v2) $=\emptyset$ , $v$ is said to be decomposable. obtain Lemma 1, $v$ is not a zero neigh bor if
and only if $v$ is decomposable. To consider a relation between $C$ and $C_{\mathrm{e}\mathrm{x}}$ with respect to
zero neighborship, for even weight codewords, we refine the notion, decomposable, and
introduce only-odd-decomposable and even-decomposable.
Definition 5 Let v $\in C$ be a decomposable cod eword with even $\mathrm{w}\mathrm{t}(v)$ . That is, v is not
a zero neighbor in C. v is said to be $only- odd- decomposabfe_{2}$ if all the decomposition of
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Table 1: Zero neighborship of $v$ in a linear block code, $v_{\mathrm{e}\mathrm{x}}$ in its extended code, and $v$
in its even weight subcode.
$v$ is of the form $v_{1}+v_{2}$ with the odd weight codewords $v_{1}$ and $v_{2}$ . Otherwise, $v$ is said
to be even-decomposable.
When $v$ is even-decomposable, there is a decomposition of $v$ , $v_{1}+v_{2}$ such that
both $\mathrm{w}\mathrm{t}(v_{1})$ and $\mathrm{w}\mathrm{t}(v_{2})$ are even. The relation between $C$ and $C_{\mathrm{e}\mathrm{x}}$ with respect to zero
neighborship is given in the following theorem, which is also summarized in Table 1.
Theorem 5 1. For a zero neighbor v in C, $v^{(\mathrm{e}\mathrm{x})}$ is a zero neighbor in $C_{\mathrm{e}\mathrm{x}}$ .
2. For a codeword $v$ which is not a zero neighbor in $C$ , the following $a$) and $b$) hold.
(a) When $\mathrm{w}\mathrm{t}(v)$ is old, $v^{(\mathrm{e}\mathrm{x})}$ is not a zero neighbor in $C_{\mathrm{e}\mathrm{x}}$ .
(b) When $\mathrm{w}\mathrm{t}(v)$ is even, $v^{(\mathrm{e}\mathrm{x})}\iota s$ a zero neighbor in $C_{\mathrm{e}\mathrm{x}}$ if and only if $v$ is only-
odd-lecomposable in $C$ .
For the local weight distributions of a code and its extended code, we have the
following theorem, which is a direct consequence of Theorem 5.
Theorem 6 if there is no only-odd-decomposable codeword in C,
$L_{2i}(C_{\mathrm{e}\mathrm{x}})$ $=$ $L_{2i-1}(C)+L_{2i}(C)$ , $0\leq i\leq n/2$ . (7)
Prom Theorem 6, the local weight distributions of $C_{\mathrm{e}\mathrm{x}}$ are obtained from that of
$C$ . Next, we give a useful sufficient condition rm der which no only-odd-decomposable
codeword exists.
Theorem 7 If all the weights of codewords in $C_{\mathrm{e}\mathrm{x}}$ are multiples of four, no only-odd-
decomposable cod ernont exists in C.
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For example, all the weights of codewords in the $(128, k)$ extended primitive BCH
code with $k\leq 57$ are multiples of four. The parameters of Reed-Muller codes with which
all the weights of codewords are multiples of four are given by Corollary 13 of Chapter
15 in [15]. The third-order Reed-Muller code of length 128, 256, and 512 are true for the
case.
Although the local weight distribution of $C_{\mathrm{e}\mathrm{x}}$ for these codes can be obtained from
that of $C$ by using Theorem 6, what we need is a method for obtaining the local weight
distribution of $C$ from that of $C_{\mathrm{e}\mathrm{x}}$ . We need to know the number of zero neighbors with
parity bit one. In the next section, we will show a method to obtain the number of zero
neighbors with parity bit one for a class of transitive invariant codes.
A similar relation as that between $C$ and $C_{\mathrm{e}\mathrm{x}}$ holds between $C$ and $C_{\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{n}}$ . This
relation is given in Theorem 8.
Theorem 8 1. For an even weight zero neighbor v in $C_{f}$ v is a zero neighbor in $C_{\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{n}}$ .
2. For an even weight codeword $v$ which is not a zero neighbor in $C$ , $v$ is a zero
neighbor if and only if $v$ is only-odd-decomposable in $C$ .
From Theorem 8, we have Theorem 9.
Theorem 9 if there is no only-odd-decomposable codeword rn $C_{2}$
$L_{2i}(C_{\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{n}})$ $=$ $L_{2i}(C)$ , $0\leq \mathrm{i}\leq n/2$ . (8)
5.2 Relation for transitive invariant extended codes
A Transitive invariant code is the code which is invariant under a transitive group of
permutations. A group of perm utations is said to be transitive if for any two symbols
in a codeword there exists a permutation that interchanges them [16]. The extended
primitive BCH codes and Reed-Muller codes are transitive invariant codes. For a tran-
sitive invariant $C_{\mathrm{e}\mathrm{x}}$ , a relation between the (global) weight distributions of $C$ and
$C_{\mathrm{e}\mathrm{x}}$ is
presented in Theorem 8.15 in [16]. A similar relation holds for local weight distribution.
The following lemma can be proved in a similar way as the proof of Theorem 8.15.
Lemma 5 if $C_{\mathrm{e}\mathrm{x}}$ is a transitive invariant code of length $n+1$ , the number of zero neigh-
bors with parity bit one is $\frac{w}{n+1}L_{w}(C_{\mathrm{e}\mathrm{x}})$ .
It is clear that there are $\frac{n+1-w}{n+1}L_{w}(C_{\mathrm{e}\mathrm{x}})$ zero neighbors with weight $u$) whose parity
bit is zero from this lemma. The following theorem is obtained from Theorem 5 and
Lemma 5.
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Theorem 10 if $C_{\mathrm{e}\mathrm{x}}$ is a transitive irvvanant code of length $n+l$ ,
$L_{i}(C)$ $=$ $\frac{\mathrm{i}+1}{n+1}L_{i+1}(C_{\mathrm{e}\mathrm{x}})$ , for odd $\mathrm{i}$ , (9)
$L_{i}(C)$ $\leq$ $\frac{n+1-\mathrm{i}}{n+1}L_{i}(C_{\mathrm{e}\mathrm{x}})$ , for even $i$ . (10)
If there is no only-odd-decomposable codeword in a transitive invariant code $C_{\mathrm{e}\mathrm{x}}$ , the
equality of (10) holds. That is, in this case, we have that
$L_{i}(C)$ $=$ $\frac{n+1-\mathrm{i}}{n+1}L_{\dot{\mathrm{z}}}(C_{\mathrm{e}\mathrm{x}})$ , for even $\mathrm{i}$ . (10)
Therefore, for a transitive invariant code $C_{\mathrm{e}\mathrm{x}}$ having no only-odd-decomposable code-
word in $C$ , the local weight distributions of $C$ can be obtained from that of $C_{\mathrm{e}\mathrm{x}}$ by using
(9) and (11) in Theorem 10. After computing the local weight distribution of $C$ , that of
$C_{\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{n}}$ can be obtained by using Theorem 9.
6 Obtained Local Weight Distributions
As discussed in the previous section, the local weight distributions of the $(127, k)$ primitive
BCH codes for $k\leq 57$ , the $\mathrm{p}$ unctured third-order Reed-Muller codes of length 127 255,
and 511, and their even weight subcodes are obtained from those of the corresponding
extended codes by using Theorems 9 and 10. The obtained local weight distributions
are presented in Table 2. Since the local weight distribution for the $(128, 57)$ extended
primitive BCH code and the third-order Reed-Muller code of length 256 are unknown,
only the local weight distributions of the $(127, k)$ primitive BCH codes for $k=36$ , 43, 50,
the punctured third-order Reed-Muller code of length 127 are given in the tables.
7 Conclusion
In this resum $\mathrm{e}$ , some of our results on the local weight distribution are given. An algo-
rithm is shown for computing the local weight distribution of a code which are closed
under a group of permutations. The algorithm uses an invariance property under the
automorphism group. This property is applied to the set of cosets of a subcode. Some
relations between local weight distributions of a binary linear code, its extended code,
and its even weight subcode are presented. The local weight distributions of the $(127, k)$
primitive BCH codes for $k=36,43,50$ , the punctured third-order Reed-Muller code of
length 127 and their even weight subcodes are presented.
If the local weight distribution of the $(128, 57)$ extended primitive BCH code and the
third-order Reed-Muller code of length 256 are obtained, we can obtain the local weight
distributions of the $(127, 57)$ primitive BCH code, the punctured third-order Reed-Muller
code of length 255 and their even weight subcodes
1el
Table 2: The local weight distributions of the $(127, k)$ $\mathrm{p}\mathrm{r}\mathrm{i}_{\mathrm{I}}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ BCH codes for $k=$
$36,43$ , and 50 and the punctured third-order Reed-Muller code of length 127 .
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