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Abstract We present two new hybrid meta exchange-
correlation functionals, called M06 and M06-2X. The M06
functional is parametrized including both transition metals
and nonmetals, whereas the M06-2X functional is a high-
nonlocality functional with double the amount of nonlocal
exchange (2X), and it is parametrized only for nonmetals.The
functionals, along with the previously published M06-L local
functional and the M06-HF full-Hartree–Fock functionals,
constitute the M06 suite of complementary functionals. We
assess these four functionals by comparing their performance
to that of 12 other functionals and Hartree–Fock theory for
403 energetic data in 29 diverse databases, including ten
databases for thermochemistry, four databases for kinetics,
eight databases for noncovalent interactions, three databases
for transition metal bonding, one database for metal atom
excitation energies, and three databases for molecular exci-
tation energies. We also illustrate the performance of these 17
methods for three databases containing 40 bond lengths and
for databases containing 38 vibrational frequencies and 15
vibrational zero point energies. We recommend the M06-
2X functional for applications involving main-group thermo-
chemistry, kinetics, noncovalent interactions, and electronic
excitation energies to valence and Rydberg states. We recom-
mend the M06 functional for application in organometallic
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and inorganometallic chemistry and for noncovalent
interactions.
Keywords Density functional theory · Exchange ·
Correlation · Metals · Organic molecules
1 Introduction
The continued development of improved exchange-
correlation functionals is essential for expanding the applica-
bility of Kohn–Sham density functional theory (DFT). Over
the past 5 years, much progress [1–19] has been made,
primarily due to the exploitation of kinetic energy density
[1–6,10,12,14,16,19] and systematic optimization of
exchange-correlation functionals against broad and diverse
databases [4–6,10–12,14,16–19].
In a recent review [20], Scuseria and Staroverov summa-
rized the six strategies that have been widely employed for
designing density functionals: (1) local spin density approx-
imation (LSDA), (2) density-gradient expansion, (3) con-
straint satisfaction, (4) modeling the exchange-correlation
hole, (5) empirical fits, and (6) mixing Hartree–Fock and
approximate DFT exchange. Our M05 [12] and M05-2X [14]
functionals were constructed with strategies (3), (5), and (6).
Recently we developed a local functional M06-L [16], which
is constructed via strategies (3), (4) and (5) and is based on
the M05 [12] and VSXC [21] functional forms, and a full-
Hartree–Fock-exchange functional, M06-HF [19], which is
constructed with strategies (3), (4), (5), and (6).
When Scuseria and Staroverov discussed constraint satis-
faction [20], they were referring to constraints such as having
the correct limit for a uniform electron gas. All the function-
als we have designed recently [4,6,10,12,14,16,19] satisfy
this constraint. However, there are other kinds of constraints
that one wishes to enforce sometimes, but not always. An
123
216 Theor Chem Account (2008) 120:215–241
example is constraining the functional to be local, where we
use the word ”local” in the sense as Becke [22], so that it
includes spin density gradient and spin kinetic energy den-
sity (as well as local spin density) but excludes Hartree–
Fock exchange. Although the exact density functional must
be nonlocal [9], local functionals allow one to use density fit-
ting algorithms [23–32] and plane wave algorithms [33] that
require much less computation than the best algorithms for
nonlocal functionals, and thus they are preferred for practi-
cal computations on large systems. Furthermore, local func-
tionals allow calculations on periodic systems with small
band gaps, for which nonlocal functionals are prohibitively
expensive. Another optional constraint is full Hartree–Fock
exchange. Only functionals with full Hartree–Fock exchange
are satisfactory for one-electron systems [9] and long-range
charge-transfer excited states [19,34]. Enforcing locality or
full Hartree–Fock exchange restricts the flexibility of a func-
tional, and therefore it limits the accuracy that can be achieved
for some applications.
An ideal functional would be well suited to all applica-
tions in chemistry and physics. However, although consider-
able progress has been made [12,13,15,18], such functionals
are unknown and are unlikely to be discovered in the fore-
seeable future. Therefore, in the design of functionals, we
should have a goal or objective that specifies the area or areas
of application for which it is designed. Within those areas,
one seeks the broadest possible accuracy. In our work, we





ES electronic spectroscopy (sometimes called
“UV–vis” spectroscopy)
TM transition metal bonding
Functionals designed for the TC area should predict accu-
rate structures, energies, and vibrational frequencies for com-
pounds containing only main-group elements. Functionals
designed for the BH area should predict accurate structures,
energies, and vibrational frequencies of transition states.
Functionals designed for the NC area should predict accu-
rate structures, energies, and vibrational frequencies of com-
plexes held together by noncovalent forces and would also
be expected to be particularly useful for soft materials and
solvation. Functionals designed for the ES area should pre-
dict accurate structures, energies, and vibrational frequen-
cies of systems in electronically excited states; if a functional
does not have full Hartree–Fock exchange though, one might
look only at valence and Rydberg states, not charge transfer
excited states. Functionals designed for the TM area should
predict accurate structures, energies, and vibrational frequen-
cies for compounds containing transition metals. Functionals
can be developed to perform well in one or more of these
five niches, with or without the local or full-Hartree–Fock
constraint of the previous paragraph. As one studies func-
tionals designed for a particular niche, one may discover
correlations between niches and subniches. For example, a
functional designed for the TM area may also be well suited
to that subset of the MG area involving systems with high
multireferecne character.We also found that functionals that
give good performance for the NC and BH areas are good
for certain thermochemical properties that are sensitive to
medium-range correlation energy [35].
In designing functionals for each of these niches, one
needs the broadest possible databases of accurate data (train-
ing and testing data) in each area. Although the develop-
ment of such databases is subject to continual improvement
(more accurate values, more diverse data within the desig-
nated area, and/or more properties, for example polariazabil-
ities or dipole moments or barrier heights for transition metal
reactions), we have made some progress in developing use-
ful databases [4,19,36–40]. The present article will use these
databases plus some new ones to test a variety of functionals.
We will average over databases in a given area to obtain an
overall assessment of performance of the functionals in that
area.We will then average the area averages over two or more
areas to learn how well selected functionals can do on two
or more areas. For example, can we find a functional that is
good for both the TM and BH areas? The present article will
consider this kind of question.
In a previous work, we have designed two very broadly
accurate functionals without local or full-Hartree–Fock con-
straints. The first functional, called M05 [12], is designed
to be as accurate as possible for the TM, MG, BH, and NC
areas.The second one, called M05-2X [14], is designed only
for main-group chemistry, in particular to be good for the
MG, BH, and NC areas. As a side effect, this functional
turns out to be excellent for non-charge-transfer states in
electronic spectroscopy. We also designed two functionals
with constraints. The first, called M06-L [16], is constrained
to be local and is designed to be as good as possible, under
that constraint, for the TM, MG, BH, and NC areas. In the
process of designing this functional, we improved the func-
tional forms enough that it is actually better than M05 for
the TM area, but because of its constraint, it is less adequate
for the MG, BH, and NC areas. A fourth designer functional
designed in a similar manner to the three just mentioned is
called M06-HF and is constrained to have full Hartree–Fock
exchange. Such a functional tends to be very bad for the TM
area, so, as for M05-2X, we optimized this functional only
for the MG, BH, and NC areas. It turns out, as expected, to be
the only functional with useful accuracy for charge-transfer
states in electronic spectroscopy.
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Based on what we learned in optimizing M06-L and M06-
HF we can return to the objectives we had for M05 and M05-
2X and re-optimize functionals for those objectives with the
new functional forms. These new functionals will be called
M06 and M06-2X and they are presented here for the first
time. Some practioners believe that one should not introduce
new functionals very often. They believe that there are too
many functionals and that we need to settle in with a few
well-designed functionals (maybe even only one functional)
and use them (or it) for a long time to develop confidence in
their (or its) robustness. This is a legitimate approach, and
readers with this attitude need not use the M06 and M06-
2X functionals. We still believe that M05 and M05-2X are
excellent functionals; in fact, by some criteria they are the
very best available functionals at this time (except for M06
and M06-2X), and we encourage readers to use these func-
tionals for their applications—they have already been quite
successful and shown good robustness [14,16,19,35,40–48].
Other readers, though, are happy to have even better func-
tionals designed with our improved functional forms; their
work should benefit from the increased accuracy of the new
functionals. These readers may wish to switch from M05 and
M05-2X to M06 and M06-2X, respectively.
The paper is organized as follows. Section 2 presents our
databases. Section 3 gives computational details. Section 4
discusses the theory and parametrization of the two new func-
tionals. Section 5 alerts the reader where to look for expla-
nations of acromyms. Section 6 is a brief classification of
the density functionals considered in this article; this clas-
sification provides the keys to the underlying physics. Sec-
tion 7 presents results and discussion for energetic quantities,
including many energies not used in training; and Sect. 8
gives results and tests for bond lengths, vibrational frequen-
cies, and zero point energies, none of which were used in
training. Section 9 concludes the paper. The appendix con-
tains a glossary.
2 Databases
As described in a previous paper [16], our general notation
for databases is YN /V, where Y is an acronym for the type
of data, N is the number of data, and V is a version number
(sometimes omitted if there has only been one version with
the same YN ). Since version numbers (when used) are spec-
ified in Table 1, we usually omit them in the text and in other
tables.
In the present article we emphasize energetic databases.
We have considered geometries [4,6,16,37,42,44] and vibra-
tional frequencies [16] in previous articles, and we generally
have found that functionals that perform well for energies
also perform well for geometries and frequencies, although
the rank order may be different; we will illustrate this with
Table 1 Organization of energetic databases
Databases Refs.
I. Main-group energetics (MG350)
A. Thermochemistry (TC177)
1. Standard data (SD143)
a. Atomization energies (AE109/05) [14]
b. Ionization potentials (IP13/3) [10,12,14,52]
c. Electron affinities (EA13/3) [10,12,14,52]
d. Proton affinities of small molecules (PA8) [40]
2. Alkyl bond dissociation energies (ABDE4/05) [14,16,60]
3. π system thermochemistry (πTC13) [14,16]
a. π system isomerization energies (π IE3) [40,102]
b. Proton affinities of conjugated polyenes (PA-P5) [40]
c. Proton affinities of conjugated [40]
Schiff bases (PA-SB5)
4. Hydrocarbon thermochemistry (HC7) [35], present
5. Difficult cases (DC10) Present
B. Diverse barrier heights (DBH76)
1. Heavy-atom transfer (HATBH12/05) [50]
2. Nucleophilic substitution (NSBH16/05) [50]
3. Unimolecular and association (UABH10/05) [50]
4. Hydrogen transfer (HTBH38/04) [8,14,50]
C. Noncovalent interaction energies (NCIE53)
1. Noncovalent complexes (NCCE31/05)
a. Hydrogen bonding (HB6/04) [37]
b. Charge-transfer complexes (CT7/04) [37]
c. Dipole-interaction complexes (DI6/04) [37]
d. Weak interaction complexes (WI7/05) [10]
e. π–π stacking (PPS5/05) [10]
2. Noncovalent interaction of biological [44,65]
importance (S22)
a. Hydrogen bonding (JHB7) [44,65]
b. Predominantly dispersion-like (JDL8) [44,65]
c. Mixed (JM7) [44,65]
D. Electronic spectroscopy (ES44) [19]
1. Non-charge-transfer (VRE41) [19]
a. Valence excited states (VES21) [19]
b. Ryderberg excited states (RES20) [19]
2. Charge transfer excited states (CTES3) [19]
II. Transition metal energetics (TME53)
A. Transition metal reaction energies (TMRE48)
1. Transition metal atomization energies (TMAE9/05)[38]
2. Metal ligand bond energies (MLBE21/05) [39]
3. 3dtransition metal reaction energies [43,76]
(3dTMRE18/06)
B. Metal atom excitation energies (MAEE5) [16]
selected tests for geometries and frequencies near the end of
the article. The energetic databases we consider in the present
article are organized in Table 1. Since most of these databases
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are fully described elsewhere [4,6,8,12,14,16,37,40,41,43,
44,49,50] and are presented in Supporting Information, we
will not review them in detail here, but each database will
be described briefly when we use it to test the accuracy of
density functionals.
We note here that all data in the energetic databases are
zero-point-exclusive (e.g., dissociation energies are De, not
D0). When data have been derived from experiments, this
means that thermal vibrational–rotational energies and zero
point vibrational energies have been removed. The values
in the database are thus appropriate for direct comparison
to Born–Oppenheimer electronic energies, including nuclear
repulsion.
In addition to using some of the database developed for
testing (given in Table 1), one additional database, called
AE17, is used during parametrization. AE17 contains the
total atomic energies [51] of the atoms from H to Cl.
3 Computational methods
3.1 Geometries and basis sets
The choice of which basis set(s) to use in developing, test-
ing, and validating density functionals is a difficult one. In
this regard we received two kinds of comments by readers of
our previous articles and a reviewer of this paper. One com-
ment is that our basis sets are too small because it sometimes
requires very large basis sets to achieve full convergence
and to fully eliminate basis set superposition error. The other
is that we should present more tests with small basis sets
because “most computational chemists would like to apply
the functionals to much larger systems” where basis sets as
large as those used here “would be too costly.” Our usual
procedure has been to present results for partially augmented
polarized double zeta basis sets (“double zeta quality‘’) and
partially augmented multiply polarized triple zeta basis sets
(“triple zeta quality”) with occasional use of quadruple zeta
quality. In general, we have found that for organic molecules,
a double zeta quality basis set is usually reasonable, and tri-
ple zeta quality is generally more quantitative. For system
containing metals, double zeta quality is more useful but can
be dangerous and checking basis set convergence for each
kind of system is advisable. In the present article, to keep
the paper from becoming unwieldy, we use only a single
basis set for each case, but readers can refer to our previ-
ous papers [6,14,37–39,50,52,53] for comparisons of basis
sets. Of the basis sets employed here, as delineated below,
MQZVP, QZVP, AVQZ and aug-cc-pVQZ are of quadruple-
zeta quality; MG3, MG3S, 6-311+G(2df,2p), the augmented
Sadlej pVTZ basis, and TZQ are of triple-zeta quality; 6-
311+G(d,p) is triple-zeta quality in the valence space with
double-zeta-quality polarization functions, and 6-31+G(d,p)
and 6-31G(d) are of double-zeta quality.
The calculated energies that we compare to the
MGAE109, IP13, EA13, PA8, ABDE, HC7, πTC13, and
DC10 databases are single-point calculations. The geome-
tries used for MGAE109, IP13, and EA13 were optimized by
QCISD/MG3, where QCISD is quadratic configuration inter-
action with single and double excitations [54], and MG3 is
the modified [55,56] G3Large [57] basis set. The MG3 basis
set [55] is also called G3LargeMP2 [56], and it is the same as
6-311++G(3d2f, 2df, 2p) [58,59] for H–Si, but improved [57]
for P–Ar. Geometries for the PA8 molecules were optimized
at the MP2(full)/6-31G(2df,p) level of theory. Geometries
[60] for the ABDE4 database are optimized with B3LYP and
the 6-31G(d) basis set. MP2/6-311+G(d,p) geometries were
employed for the HC7 and DC10 databases, and MP2/6-
31+G(d,p) geometries were employed for πTC13.
The single-point energies were calculated with the MG3S
[52] basis set for MGAE109, IP13, EA13, HC7, and πTC13,
with the 6-311+G(2df,2p) basis set [59] for PA8, and with
the 6-311+G(3df,2p) basis set [59] for ABDE4. The MG3S
basis is like MG3 except that diffuse functions are removed
on hydrogen. We also employed the MG3S basis set for the
AE17 calculations.
A new basis set was designed and employed with MP2/6-
311+G(d,p) geometries for the DC10 database of ten difficult
cases for DFT. The new basis set is called MQZVP, and it is
a modification of the quadruple-zeta-quality QZVP basis of
Weigend et al. [61]. In the MQZVP basis set, we deleted f
basis functions for hydrogen, and we also deleted g functions
for B–Ne. We augmented the basis set for H with a diffuse
s function, and we augmented the basis sets for B–Ar with
a diffuse s function and a set of diffuse p functions. The
exponent of the diffuse s function was taken as 0.2 times the
most diffuse s function already in the QZVP basis set, and the
exponent for the diffuse p functions was taken as 0.2 times
the most diffuse p exponent already in the QZVP basis.
For barrier heights we used QCISD/MG3 geometries
[50,52] and single-point energies were calculated with
MG3S. Geometries for all molecules in the HB6, CT7, DI6,
and WI7 noncovalent databases and the (C2H4)2 and (C2H2)2
dimers in the PPS5/05 database are optimized at the
MC-QCISD/3 level, where MC-QCISD is the multi-coeffi-
cient QCISD method [62,63]. The geometries for the ben-
zene dimers in the PPS5 database are taken from Sinnokrot
and Sherrill [64]. The methods used to obtain geometries
[65] for the S22 database are specified in elsewhere [65] and
in Supporting Information. The MG3S basis set is employed
for the NC31 databases, and the 6-31+G(d,p) basis is used
for S22.
The time-dependent density functional theory (TDDFT)
[34,66–71] calculations on the CO, N2, and HCHO mole-
cules employed the augmented Sadlej pVTZ basis set [72,73]
and experimental geometries [74]. The 6-31+G(d,p) basis
set was employed for the calculations on NH3 · · · F2. The
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geometry for the charge-transfer complex, NH3 · · · F2, was
optimized at the MC-QCISD/3 level, and the intermolecular
distance of the two monomers was changed to 6 Å, without
reoptimization. The 6-31G(d) basis set was employed for the
C2H4 · · · C2F4 complex, and we used experimental geome-
tries [75] for each monomer with the intermolecular distance
being 8 Å. The geometry of tetracene was optimized at the
B3LYP/6-31+G(d,p) level, and all TDDFT calculations for
tetracene employed the 6-311G(2d,p) basis set.
Geometries for TMAE9 and MLBE21/05 are optimized
consistently with each level of theory. We employed the
TPSS/QZVP geometries [76] for 3dTMRE18. We used the
TZQ basis [38] for TMAE9 and MLBE21 and the QZVP
basis for 3dTMRE18.
We employed the aug-cc-pVQZ basis set for Be [77], Mg
[77], and Cu+ [78] in the MAEE5 database. The basis set
for Mn is QZVP [61], and that for Pd is the AVQZ basis set
from Quintal et al. [79].
Note that the MG3, MG3S, TZQ, and MQZVP basis sets
can be obtained from our basis set web page [80].
3.2 Relativistic effects
Incorporation of relativistic effects in all calculations has
been described in detail in a previous paper [16], and we
briefly outline it here. Scalar relativistic effects are not
included for main group elements in the present study. Scalar
relativistic effects have been taken into account for transition
metals using a relativistic effective core potential [38,39],
or a relativistic DFT [76] or HF calculation [81,82]. The
vector relativistic effect is included by adding spin–orbit cou-
pling. In all the calculations presented in this paper, the spin–
orbit stabilization energy was added to atoms and open shell
molecules for which it is nonzero, as described previously
[38,39,55].
3.3 Counterpoise correction
For the noncovalent complexes in NCCE31 and S22, we per-
formed calculations with and without the counterpoise cor-
rections [83,84] for basis set superposition error (BSSE).
3.4 Software
All calculations in this article were performed with a locally
modified version of the gaussian03 program [85].
4 Theory and parametrization
The local parts of the M06 and M06-2X functionals depend
on three variables: spin density (ρσ ), reduced spin density
gradient xσ , and spin kinetic energy density τσ .









The M06 functional includes terms based on the VSXC
functional, and these terms involve a working variable zσ and





− CF , CF = 35 (6π
2)2/3 (3)
γ (xσ , zσ ) = 1 + α(x2σ + zσ ) (4)
h(xσ , zσ ) =
(
d0




γ 2σ (xσ , zσ )
+ d3x
4
σ + d4x2σ zσ + d5z2σ
γ 3σ (xσ , zσ )
)
(5)
Note that σ denotes the component along an arbitrary space-
fixed axis of electron spin angular momentum.
4.1 Meta-generalized gradient approximation (GGA)
exchange functional
The M06 functional form is the same as the M06-L functional
[16], which is a linear combination of the functional forms of
the M05 [12,14] and VSXC [21,86] exchange functionals.







FPBEXσ (ρσ ,∇ρσ ) f (wσ )
+ εLSDAXσ hX(xσ , zσ )
]
(6)
where hX(xσ , zσ ) is defined in Eq. (5), FPBEXσ (ρσ ,∇ρσ ) is
the exchange energy density of the PBE [87] exchange model
(which is itself a modified version of the B86 [88] exchange








and f (wσ ) is the spin kinetic-energy-density enhancement
factor






where the variable wσ is a function of tσ , and tσ is a function
of the spin kinetic energy density τσ and spin density ρσ .
wσ = (tσ − 1)/(tσ + 1) (9)
tσ = τLSDAσ /τσ (10)
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The functional form of the exchange functional in M06-
2X is the special case in which hX(xσ , zσ ) = 0; in this special
case, the M06 functional form for exchange reduces to M05
functional form for exchange.
4.2 Meta-GGA correlation functional
The functional form of the M06 and M06-2X correlation
functionals is the same as the functional form of the M06-
L or M06-HF functionals. This functional form is based on
the M05 and VSXC correlation functionals. In the correla-
tion functional, we treat the opposite-spin and parallel-spin
correlation differently.





gαβ(xα, xβ) + hαβ(xαβ, zαβ)
]
dr (12)







1 + γCαβ(x2α + x2β)
)i
(13)
and hαβ(xαβ, zαβ) is defined in Eq. (5), with x2αβ ≡ x2α + x2β




eUEGσσ [gσσ (xσ ) + hσσ (xσ , zσ )] Dσ dr (14)
where gσσ (xσ ) is defined as:






1 + γCσσ x2σ
)i
(15)
and hσσ (xσ , zσ ) is defined in Eq. (5). Dσ is the self-interac-
tion correction factor
Dσ = 1 − x
2
σ
4(zσ + CF ) (16)
We note that Dσ vanishes for any one-electron system [21]
and that eUEGαβ and eUEGσσ in Eqs. (12) and (14) are the UEG
correlation energy density for the anti-parallel-spin and par-
allel spin cases [90]. The total M06 correlation energy of the
new correlation functional is given by
EC = EαβC + EααC + EββC (17)
The values of the two non-linear parameters in Eqs. (13)
and (15) are taken from previous work [12,14].
γCαβ = 0.0031, γCσσ = 0.06 (18)
The values of the three non-linear parameters αx, αCαβ ,
and αCσσ in Eq. (5), as employed in Eqs. (6), (12), and (14),
are taken from other previous work [21].
4.3 Hybrid meta functional










EDFTX + EDFTC (19)
where EHFX is the nonlocal Hartree–Fock (HF) exchange
energy, X is the percentage of Hartree–Fock exchange in the
hybrid functional, EDFTX is the local DFT exchange energy,
and EDFTC is the local DFT correlation energy.
We optimize X along with the parameters in the new meta
exchange and correlation functionals; the optimization pro-
cedure is given in the next section.
The M06 and M06-2X functionals may be classified as
hybrid meta-generalized gradient-approximations (hybrid
meta-GGAs). We will discuss such classifications further in
Sect. 6.
4.4 Optimization of the new hybrid meta-GGA
All parameter optimizations were carried out in a self-
consistent fashion. The parameters ai in Eqs. (6) and (8),
cCαβ, i in Eq. (12) and (13), cCσσ, i in Eq. (14) and (15),
di in hX(xσ , zσ ) (Eqs. (5) and (6)), dCαβ, i in hαβ(xαβ, zαβ)
(Eqs. (5) and (12)) and dCσσ, i in hσσ (xσ , zσ ) (Eqs. (5) and
(14)), along with the X were determined by fitting to the
data in the training set. To obtain the correct UEG limit, we
enforce the following constraints:
a0 + d0 + X/100) = 1 (20)
cCαβ, i + dCαβ, i = 1 (21)
cCσσ, i + dCσσ, i = 1 (22)
We optimized the parameters in M06 against accurate data
to minimize (subject to two constraints specified below) a
training function F defined by
F = RMSEPB(MGAE109) + RMSE(IP13)
+ RMSE(EA13) + RMSE(PA8) + RMSE(DBH76)
+ 10 × RMSE(NCCE31) + RMSE(TMML30)
+ RMSE(ABDE4) + RMSE(AE17)
+ RMSE(πTC13) (23)
where RMSEPB is denotes root-mean-squared error (RMSE)
per bond, RMSE denotes root mean square error, all databas-
es except TMML30 are defined in Sect. 2 and Table 1, and
TMML30 is the union of TMAE9 and MLBE21.
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Table 2 Optimized parameters in the M06 and M06-2X methods
ai cCαβ,i cCσσ,i di dCαβ,i dCσσ,i
i M06
0 5.877943E-01 3.741539E+00 5.094055E-01 1.422057E-01 −2.741539E+00 4.905945E-01
1 −1.371776E-01 2.187098E+02 −1.491085E+00 7.370319E-04 −6.720113E-01 −1.437348E-01
2 2.682367E-01 −4.531252E+02 1.723922E+01 −1.601373E-02 −7.932688E-02 2.357824E-01
3 −2.515898E+00 2.936479E+02 −3.859018E+01 1.918681E-03 1.871015E-03










0 4.600000E-01 8.833596E-01 3.097855E-01 1.166404E-01 6.902145E-01
1 −2.206052E-01 3.357972E+01 −5.528642E+00 −9.120847E-02 9.847204E-02
2 −9.431788E-02 −7.043548E+01 1.347420E+01 −6.726189E-02 2.214797E-01
3 2.164494E+00 4.978271E+01 −3.213623E+01 6.720580E-05 −1.968264E-03









The optimization of the M06-2X functional proceeds in
the same way except that we exclude TMML30 in Eq. (23).
Since the training set for M06-2X is less diverse than the
training set of M06, we eliminated the parameters d0−5 in
the M06-2X functional, so the UEG constraint for the M06-
2X exchange part is reduced to
a0 + (X/100) = 1 (24)
We minimize the training function with respect to these
parameters in a self-consistent way by solving the Fock–
Kohn–Sham equation using the basis sets and geometries
described in Sect. 3.1 but subject to two constraints:∣∣cCαβ, 0
∣∣ < 5 and
∣∣cCσσ, 0
∣∣ < 5. Because of these constraints
the training function is only approximately minimized, but
the functional is more physical than for an unconstrained
optimization. All optimized parameters for M06 and M06-
2X are listed in Table 2.
5 Acronyms
The density functional literature has an abundance of acro-
nyms. The reader is reminded that most of these are identified
in Tables 1 and 3. Other acronyms are defined at first usage
and summarized in the glossary in the appendix.
6 Density functionals considered in this article
In this article, we compare the results obtained by the new
M06 and M06-2X functionals to those for 14 other function-
als (BLYP [91,92], B3LYP [91–94], PBE [87], B98 [95],
VSXC [21], PBEh [87,96], HFLYP [97], TPSSh [3], BMK
[5], B97-3 [11], M05 [12] M05-2X [14], M06-L [16], and
M06-HF [19]) and to results for HF theory. Table 3 lists
all 16 density functionals considered in this work. In each
case we specify the year it was first published, the functional
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Table 3 Tested density functionals
Method Year Ref(s) Exchange Correlation
ρσ ,∇ρσ X τσ ? UEG? ρσ ,∇ρσ τσ ? SCorF? UEG?
BLYP 1988 [91,92] B88 0 No Yes LYP No Yes No
B3LYP 1994 [91–94] B88 20 No Yes LYP No Yes No
PBE 1996 [87] PBE 0 No Yes PBE No No Yes
B98 1998 [95] B98 21.98 No No B98 No No No
VSXCa 1998 [21] VSXC 0 Yes No VSXC Yes Yes No
PBEhb 1999 [96] PBE 25 No Yes PBE No No Yes
HFLYP 2002 [97] None 100 No Yes LYP No Yes No
TPSSh 2003 [3] TPSS 10 Yes Yes TPSS Yes Yes Yes
BMK 2004 [5] BMK 42 Yes No BMK No No No
B97-3 2005 [11] B97-3 26.93 No No B97-3 No No No
M05 2005 [12] M05 28 Yes Yes M05 Yes Yes Yes
M05-2X 2005 [14] M05-2X 56 Yes Yes M05-2X Yes Yes Yes
M06-L 2006 [16] M06-L 0 Yes Yes M06-L Yes Yes Yes
M06-HF 2006 [19] M06-HF 100 Yes Yes M6-HF Yes Yes Yes
M06 2007 Present work M06 27 Yes Yes M06 Yes Yes Yes
M06-2X 2007 Present work M06-2X 54 Yes Yes M06-2X Yes Yes Yes
a Also called VS98
b Also called PBE1PBE and PBE0
forms used for dependence on ∇ρσ , whether or not the func-
tional includes τσ in the exchange and correlation functional,
and whether the correlation functional is self-correlation-
free (SCorF). Table 3 also contains two columns (one for
the exchange functional and one for the correlation func-
tional) that describe whether or not the functional reduces
to the correct uniform-electron-gas limit when ∇ρσ → 0
and τσ → τLSDAσ . Readers can find the performance of
many other hybrid functionals in our previous papers [6,
10,14,16] and those of others [5,7,98]. However, the pres-
ent article focuses on a subset of popular, venerable, pro-
totypical, and recent functionals. These functionals include
high-performance representatives of each of four major clas-
ses of functionals: hybrid GGAs, hybrid meta-GGAs, local
functionals, and functionals with full Hartree–Fock
exchange. B3LYP, a hybrid GGA, is the most popular func-
tional. B98, PBEh, and B97-3 are examples of the next gen-
eration of hybrid GGAs, with better average performance,
and B98 is selected because it was judged by Curtiss et al.
[99] to be the most accurate functional for the G3/05 test
set of 454 energies. TPSSh and BMK represent two lines
of development of hybrid meta GGAs, and M05 and M05-
2X represent better performing hybrid meta GGAs; they are
direct precursors of the M06 and M06-2X functionals that are
the new functionals of the present article. As mentioned in
Introduction, it is also sometimes desired or even required to
use functionals with either no or full Hartree–Fock exchange.
As examples of the former we consider BLYP, PBE, VSXC,
and M06-L. As examples of the latter we consider HFLYP
and M06-HF. Functionals with full Hartree–Fock exchange
are well known to be problematic for transition metals, so
HFLYP and M06-HF will not be applied to transition metals
(nor will HF be so applied).
Various schemes are available for classifying density func-
tionals, and it is useful to amplify on these schemes in more
detail than was done in the previous paragraph. The first kind
of scheme classifies them by their ingredients. The simplest
such classification involves two classes: local functionals and
nonlocal functionals. In Table 3, BLYP, PBE, VSXC, and
M06-L are local (X = 0), and all others are nonlocal. At a
finer level of distinction, one divides local functionals into
local spin density approximations (LSDAs) that depend only
on local spin density, generalized gradient approximations
(GGAs) that also depend on the gradient of the local spin den-
sities, and meta GGAs that also depend on local spin kinetic
energy density. BLYP and PBE are GGAs, and VSXC and
M06-L are meta GGAs. Nonlocal functionals are also called
hybrid functionals to denote that, at least for currently avail-
able functionals, the nonlocality consists of adding the func-
tional form of Hartree–Fock exchange. Adding Hartree–Fock
exchange to GGAs or meta GGAs yields hybrid GGAs and
hybrid meta GGAs, as classified in the previous paragraph.
Our functional (M06-HF) with full Hartree–Fock exchange
is a special case of a hybrid meta GGA. The ingredients of
functionals may also be used to classify them in terms of
Jacob’s Ladder [100]; BLYP and PBE are on rung 2, VSXC
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and M06-L are on rung 3, and the other 12 functionals in
Table 3 are on rung 4.
Finally, one may also classify functionals in terms of the
strategy used in their design, as done by Scuseria and Staro-
verov [20]. They classified PBE, TPSS, and the exchange part
of BLYP as functionals obtained by constraint satisfaction,
the correlation part of BLYP and HFLYP as obtained by mod-
eling the exchange-correlation hole, and B3LYP, PBEh, and
TPSSh as functionals obtained by mixing exact and approxi-
mate exchange. Their scheme classifies B98, BMK, and B97-
3 as empirical fits. They caution, however, that some func-
tionals have elements from more than one class. As already
mentioned in the introduction, the M05 and M05-2X func-
tionals involve constraint satisfaction, empirical fitting, and
mixing Hartree–Fock and approximate DFT exchange, M06-
L involves constraint satisfaction, modeling the exchange-
correlation hole, and empirical fitting, and M06-HF involves
these components plus mixing Hartree–Fock and approxi-
mate exchange. The M06 and M06-2X functionals involve
elements obtained by the same kinds of strategies as those in
M06-HF.
7 Results and discussion for energies
The tables include both mean unsigned errors (MUEs), which
are the averages of the absolute deviations of calculated val-
ues from database reference values, and mean signed errors
(MSEs), which are used to detect systematic deviations. For
atomization energies we use MUE per bond (MUEPB) and
MSE per bond (MSEPB) because this allows [4,49,101] one
to make more meaningful comparisons between databases
with different average sizes of molecules. To make the trends
more clear, in every table that ends with a mean error column
we will list the methods in increasing order of the values in
the last column of a given table, which is the key overall error
column for that table.
7.1 Thermochemistry: AE, IP, EA, and PA results
Table 4 summarizes the errors in atomization energies, ioni-
zation potentials, electron affinities, and proton affinities for
all tested functionals. The table shows that the M06-2X, M06,
M05-2X, and BMK functionals all perform 9–13% better
Table 4 Mean errors (kcal/mol for ionization potentials (IP), electron affinities (EA), and proton affinities (PA) and kcal/mol per bond for atomization
energies (AE))
Method AE109 IP13 EA13 PA8 SD143
MSEPB MUEPB MSE MUE MSE MUE MSE MUE MUE
M06-2X −0.18 0.40 1.06 2.54 1.30 2.07 −0.19 1.75 0.82
M05-2X −0.02 0.48 1.69 3.54 0.53 2.03 −0.25 1.23 0.94
BMK −0.04 0.47 2.74 4.21 0.28 1.56 −0.49 1.07 0.94
M06 0.15 0.56 −0.08 3.27 1.19 1.82 1.01 1.80 0.99
B98 −0.50 0.64 1.99 3.21 0.30 1.84 1.44 1.44 1.03
M05 −0.01 0.53 −0.41 2.87 2.81 2.96 1.20 2.16 1.06
B97-3 −0.37 0.59 1.56 3.51 0.82 2.07 2.46 2.46 1.10
VSXC −0.18 0.57 2.31 3.29 0.22 2.80 1.83 1.98 1.10
M06-HF −0.24 0.64 0.64 3.76 0.60 2.35 0.11 2.21 1.17
PBEh 0.11 0.91 2.44 3.23 1.50 2.76 1.12 1.19 1.30
B3LYP −0.69 0.91 3.58 4.72 −1.51 2.29 0.18 1.02 1.39
M06-L 0.05 0.85 0.76 3.09 2.96 3.84 2.01 2.06 1.39
TPSSh −0.12 0.98 1.96 3.17 1.40 2.81 2.78 2.78 1.45
BLYP −0.47 1.49 −0.41 4.87 −0.11 2.63 −0.69 1.53 1.90
PBE 2.80 3.03 2.11 3.58 −1.20 2.22 0.04 1.35 2.91
HFLYP −7.85 7.98 1.24 5.09 8.84 9.51 2.41 3.27 7.59
HF −30.83 30.83 −17.32 17.92 26.96 26.96 2.75 3.19 27.76
Average (DFT)a −0.47 1.32 1.45 3.62 1.24 2.85 0.93 1.83 1.69
Average (all)a −2.26 3.05 0.34 4.46 2.76 4.27 1.04 1.91 3.23
The MG3S basis set and QCISD/MG3 geometries are employed for the AE109, IP13, and EA13 databases; the 6-311+G(2df,2p) basis set and
MP2(full)/6-31G(2df,p) geometries are employed for the PA8 database
MUEPB denotes mean unsigned error (MUE) per bond. MSE denotes mean signed error. The MUE for SD143 is defined as: MUE = [ MUEPB×109
+MUE(IP)×13+ MUE(AE)×13+MUE(PA)*8]/143
a In all tables where the last two rows are averages, “Average(DFT)” is the average of that column for all density functionals in the table, and
“Average(all)” is the average of that column over all entries in the table (DFT and HF)
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tries are used in all calcula-
tions in this table, and the
6-311+G(3df,2p) basis set is
employed for all calculations
involved in this table
Method R-CH3 R-OCH3 ABDE4
R=Me R= i-Pr R=Me R= i-Pr MSE MUE
Exp. 97.39 95.00 89.79 91.51
M05-2X 97.37 94.01 90.65 90.93 −0.18 0.61
M06-2X 97.58 94.05 91.49 91.64 0.27 0.74
BMK 97.99 93.42 88.81 87.99 −1.37 1.67
M06 96.83 91.58 89.50 88.16 −1.90 1.90
PBE 96.79 89.65 87.24 84.08 −3.98 3.98
M06-HF 97.32 98.02 96.88 99.57 4.52 4.56
B97-3 96.76 89.78 85.86 82.78 −4.63 4.63
B98 95.73 89.10 86.06 83.31 −4.87 4.87
PBEh 95.23 89.29 85.63 83.59 −4.98 4.98
M06-L 96.32 88.96 84.49 81.75 −5.54 5.54
M05 94.47 86.99 86.32 82.77 −5.79 5.79
VSXC 90.11 87.22 81.16 83.72 −7.87 7.87
B3LYP 91.58 85.01 82.58 80.06 −8.62 8.62
TPSSh 90.47 84.12 82.08 79.62 −9.35 9.35
BLYP 90.31 82.64 81.09 77.50 −10.53 10.53
HFLYP 89.39 86.17 76.49 77.36 −11.07 11.07
HF 65.57 62.19 52.39 52.86 −35.17 35.17
Average (DFT) −4.74 5.42
Average (all) −6.53 7.17
than B98 for this standard thermochemical data, which is
similar to the kind of data most often used to test electronic
methods like DFT. An important feature of our work though
is to test the density functionals more broadly, as we do in
the rest of this article.
7.2 Trends in alkyl bond dissociation energies
Predicting the dependence of alkyl bond dissociation ener-
gies on the size of the alkyl groups has proved to be difficult
for many density functionals [60]. Table 5 summarizes the
results for the trends in R–X BDEs (R = methyl and isopro-
pyl; X = CH3 and OCH3). This table shows that M05-2X
and M06-2X have excellent performance, and BMK and M06
also do much better than all other functionals tested.
7.3 Tests for π systems
The πTC13 database [16,40] consists of the π IE3/06 data-
base of three isomeric energy differences between allene and
propyne as well as higher homologs (which correspond to cu-
mulenes and poly-ynes) [40,102], the PA-CP5/06 database
of the proton affinities of five conjugated polyenes, and the
PA-SB5/06 database of the proton affinities of the five conju-
gated Schiff bases. The cumulene↔poly-yne isomerizations
are another notoriously difficult problem of DFT [40,102].
Table 6 shows that M06-HF, M05, M06-2X, and M06 all do
reasonably well for this problem. Proton affinities of con-
jugated π systems are an interesting test of DFT because
many density functionals greatly overestimate the polariz-
abilities and hyperpolarizabilities of conjugated π systems
[103,104]. Table 6 shows that M06-2X performs strikingly
well for proton affinities of conjugated polyenes. The second
and third best methods for this difficult problem are M06-HF
and M05-2X, respectively.
7.4 Tests for hydrocarbons
The HC7 database consists of seven difficult cases involving
medium-range correlation energies in hydrocarbons; HC7
is the combination of the previous HC5 database [35] with
two isodesmic reactions (involving adamantane and bicy-
cle [2.2.2]octane) that were singled out as difficult cases by
Grimme [17]. The first two data in HC7 are isomerization
energies of (CH)12 isomer 1, 22, and 31 [35,105] and shown
in Fig. 1. The third datum is energy of reaction of the follow-
ing octane isomerization [106]:
(CH3)3CC(CH3)3 → n − C8H18 (25)
The fourth To seventh data are energies of reaction for the
following reactions [19]:
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(π IE3) + MUE(PA-P5)+
MUE(PASB5))/3. This weighted
MUE weights each of the com-
ponent databases equally, even
though they have different num-
ber of data
Method π IE3 PA-P5 PA-SB5 πTC13
MSE MUE MSE MUE MSE MUE BMUEa
M06-2X 1.6 1.6 0.4 0.7 1.7 2.0 1.4
M06-HF 1.1 1.1 −3.9 3.9 0.8 0.8 1.9
M05-2X 3.0 3.0 2.1 2.1 3.9 3.9 3.0
M06 2.0 2.0 5.7 5.7 4.2 4.4 4.0
BMK 3.9 3.9 4.3 4.3 5.1 5.1 4.4
M05 1.8 1.8 7.9 7.9 5.5 5.5 5.1
PBE 8.8 8.8 4.2 4.2 4.5 4.8 5.9
PBEh 5.7 5.7 5.7 5.7 6.5 6.5 6.0
B3LYP 6.2 6.2 5.8 5.8 5.9 5.9 6.0
BLYP 8.7 8.7 4.9 5.5 4.3 4.8 6.3
M06-L 5.4 5.4 7.8 7.8 6.1 6.1 6.4
B98 6.3 6.3 7.3 7.3 7.3 7.3 6.9
B97-3 5.4 5.4 7.7 7.7 8.0 8.0 7.0
TPSSh 7.2 7.2 8.6 8.6 7.8 7.8 7.9
VSXC 8.4 8.4 8.3 8.3 8.1 8.1 8.3
HFLYP −1.8 2.5 11.4 11.4 12.0 12.0 8.6
HF −2.2 2.7 12.7 12.7 10.9 10.9 8.8
Average (DFT) 4.6 4.9 5.5 6.0 5.7 5.8 5.6
Average (all) 4.2 4.7 5.9 6.4 6.0 6.1 5.8
Fig. 1 Structures of (CH)12 isomers 1, 22, and 31 in Ref. [105]
n − C6H14 + 4 CH4 → 5 C2H6 (a)
n − C8H18 + 6 CH4 → 7 C2H6 (b)
adamantane → 3 C2H4 + 2 C2H2 (c)
bicyclo[2.2.2]octane → 3 C2H4 + C2H2 (d)
Table 7 shows that the performance of the most popu-
lar functional, B3LYP, is worse than the performance of HF
theory for this database. Encouragingly, the M06-HF, M05-
2X, M06-2X, and M06 functionals all perform well for this
difficult database. Even M06-L is better than most pervious
functionals.
7.5 Tests for difficult cases
Table 8 summarizes the results for ten difficult cases (the
DC10 database). The first datum is the binding energy of a
Lewis acid–base complex (HCN · · · BF3), which has been
shown to be a difficult case for DFT by Phillips and Cramer
[107]. The second datum is the atomization energy of O3, a
notorious [108–110] main-group multireference system for
which the best estimate for the atomization energy is taken
from Feller and Peterson [111]. The third datum is the energy
of reaction for C6Cl6 +6HCl → 6Cl2 +C6H6; Grimme [17]
showed that it is a difficult case for DFT. The fourth to sixth
data are the atomization energies of non-hydrogen-containing
hypervalent compounds involving second row elements, in
particular, P4, SF6, and PF5; these compounds are difficult
cases for DFT and for WFT-based G3-type methods [99,
112]. The seventh datum is the energy of reaction for
P4O10 → P4 + 5O2; Grimme [17] showed that it is also
a difficult case for DFT. The last three data are the atomiza-
tion energies of C6F6, Si(OCH3)4, and urotopin (C6H12N4);
the atomization energy for these big molecules are also chal-
lenging cases for DFT, as shown by Curtiss et al. [99,112]
and by Grimme [113]. The best estimates of the last eight data
are obtained using the standard enthalpies of formation from
Cioslowski et al. [114] and thermal corrections and zero-
point vibrational energies (ZPVE) calculated at the MP2/6-
31+G(d,p) level of theory, with a scaling factor [49] of 0.97
for the MP2/6-31+G(d,p) ZPVE. Note that the experimen-
tal data quoted by Grimme [17] for P4O10 and adamantane
appear to be incorrect.
As shown in Table 8, the most popular density functional,
B3LYP, gives an MUE of 20.7 kcal/mol for these ten difficult
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Table 7 Results for the HC7 database
Method E22-E1 E31-E1 Octane isomerization 
E (rxn a) 
E (rxn b) 
E (rxn c) 
E (rxn d) HC7
MSE MUE
Best estimate 14.34 25.02 1.90 16.33 24.84 127.22 193.99
M06-2X 16.31 23.63 2.12 14.65 22.08 129.41 199.27 0.55 2.21
M06-HF 14.21 23.87 3.64 15.35 23.02 130.76 201.98 1.31 2.48
M06 19.30 26.17 3.03 14.51 21.87 130.05 199.02 1.47 2.84
M06-L 16.29 19.87 1.24 12.82 19.34 123.95 191.43 −2.67 3.23
M05-2X 14.94 22.89 2.04 14.74 22.23 133.63 206.45 1.90 3.71
PBE 13.81 18.45 −5.17 12.36 18.64 124.90 193.65 −3.86 3.86
BMK 21.47 31.04 −2.07 12.70 19.28 133.25 204.83 2.41 6.17
TPSSh 15.53 20.27 −5.93 10.87 16.43 117.60 183.72 −6.45 6.79
B97-3 12.38 18.26 −7.95 11.02 16.62 117.58 183.54 −7.46 7.46
M05 30.23 37.73 −7.10 12.06 18.17 124.94 191.50 0.55 7.62
B98 6.56 11.82 −6.50 11.49 17.37 118.94 185.40 −8.37 8.37
PBEh 23.49 32.36 −4.56 12.37 18.67 139.73 214.70 4.73 9.47
VSXC 3.62 1.95 32.15 20.13 30.37 113.33 181.27 −2.97 14.28
HF 2.52 11.90 −10.75 10.09 15.27 100.92 161.41 −16.04 16.04
HFLYP 24.38 40.70 −3.34 12.71 19.19 156.59 239.91 12.35 16.50
B3LYP −1.09 1.25 −7.97 11.16 16.85 103.02 163.40 −16.72 16.72
BLYP −11.50 −13.34 −9.58 10.64 16.06 83.93 136.38 −27.29 27.29
Average (DFT) −3.16 8.69
Average (all) −3.92 9.12
The MG3S basis set and MP2/6-311+G(d,p) geometries are employed for all calculations
Reactions (a), (b), (c), and (d) are defined in Sect. 7.4
cases. The best performing functional in Table 8 is BMK,
followed by M06-2X and M05-2X.
7.6 Thermochemical kinetics
Table 9 gives the mean errors for the barrier height data-
bases. We also tabulated a balanced MUE (BMUE) that is
defined as 1/4 times the MUE for heavy-atom transfer barrier
heights plus 1/4 times the MUE for SN2 barrier heights plus
1/4 times the MUE for unimolecular and association barrier
heights plus 1/4 times the MUE for hydrogen transfer barrier
heights.
Table 9 shows that the BMK, M06-2X, and M05-2X func-
tionals give the best results for heavy-atom-transfer barrier
height calculations. M05, B97-3, and BMK have the best per-
formance for nucleophilic substitution barrier height calcula-
tions. M06-2X, B97-3, and M06-HF give the best
performance for unimolecular and association barrier height
calculations. The M06-2X, BMK, and M05-2X function-
als give the best performance for hydrogen-transfer barrier
height calculations, and they also give the lowest values of
BMUE, which means they give the best overall performance
for barrier height calculations.
Another quantity, average MUE or AMUE, is defined as:
AMUE = [MUE(
E, 38) + MMUE(DBH76)]/2 (26)
where MUE(
 E,38) is the mean unsigned error in the energy
of reactions for the 38 reactions in the DBH76 database. If
one prefers to use AMUE as a criterion to justify the per-
formance of a DFT method for thermochemical kinetics, the
M06 functional gives better performance than M05 because
M06 has much better performance for energies of reaction
than M05. With this one exception, the 14 highest ranking
functionals in Table 9 for AMUE are in the same order as the
14 highest ranking for BMUE.
7.7 Noncovalent interactions
The mean errors for noncovalent interactions are listed in
Tables 10 and 11. In Table 10, we use “no-cp” to denote cal-
culations without the counterpoise correction for the BSSE,
and we use “cp” to denote calculations that do include the
counterpoise correction for the BSSE. In Tables 10 and 11,
we also defined a mean MUE:
MMUE = [MUE(no-cp) + MUE(cp)]/2 (27)
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As in our previous work [10,14,37] we use MMUE to
judge the performance of density functionals for noncovalent
interactions, but our conclusions would not be very different
if we used either no-cp results or cp results.
Charge transfer complexes have long been recognized as a
difficulty for density functionals [115,116]; Table 10 shows
that M06-2X, M05-2X, M06-HF, and M05 give the best
performance. For the dipole interactions, M05, HFLYP, and
M05-2X are the best performers.
Weak interactions and π–π stacking interactions play a
dominant role in stabilizing various biopolymers, for exam-
ple, the double helix structure of DNA [117,118], and such
interactions are also important for protein folding [119] and
supramolecular design [120,121]. Table 10 shows the best
functionals for weak interactions are M05-2X, M05, and
HFLYP. However, M06-2X, M06-HF, and M06 give the best
performance for π–π stacking interactions, which until
recently were considered [122,123] to be a major failing of
DFT.
The overall performance for noncovalent interactions can
be judged by the balanced MMUE for NC31, which is defined
as:
BMMUE = [MMUE(HB) + MMUE(CT) + MMUE(DI)
+ MMUE(WI) + MMUE(PPS)]/5 (28)
If we use BMMUE as a criterion to evaluate the over-
all performance of DFT methods for noncovalent interac-
tions, we can see from Table 10 that M06-2X, M05-2X,
M06, and M05 are the best functionals in the present study.
They are also best for hydrogen bonding. The M05 family of
M05 and M05-2X have BMMUEs of 0.52 and 0.33 kcal/mol,
respectively, while the family of four M06-type functionals
have BMMUEs in the range of 0.27–0.55 kcal/mol. The best
previous hybrid functionals in Table 10 are PBEh and B98
with 0.74–0.78 kcal/mol, and the local PBE functional has a
BMMUE of 1.14 kcal/mol.
Table 11 presents results for the S22 database and its
three components. S22 is a large, diverse, noncovalent data-
base that is not in the training set of the M06 and M06-2X
functionals (nor is it in the training set for M05, M05-2X,
M06-L, or M06-HF). The JHB7 component of the S22 data-
base contains hydrogen bonded complexes. Jurecka et al.
use the language of “predominant dispersion stabilization”
for the complexes in JDL8, but the word “dispersion” seems
to be interpreted differently by different workers with some
researchers restricting it to long-range forces only. At the
equilibrium geometry of complexes, the repulsive force is
equal and opposite to the attractive force, so one is not in the
long-range regime; thus we prefer to say “dispersion-like” or
“medium-range” correlation energy. The complexes in JM7
are bound by a mixture of electrostatic and dispersion-like
forces. It is encouraging that Table 11 shows that M06-2X,
M05-2X, and M06 perform best for the S22 database of bio-
logically important interactions. In fact the Minnesota func-
tionals as a group are best for both the NC31 database and
the S22 database.
7.8 Thermochemistry, kinetics, and noncovalent
interactions
We can use the results in Sects. 7.1–7.7 to assess the per-
formance of the functionals over broad amounts of data. For
example, the average of the results for database in catego-
ries IA and IB (see Table 1) give a balanced assessment for
thermochemistry (TC) and thermochemical kinetics (TK):
MUE(TC177) = [143MUE(SD143) + 4MUE(ABDE4)
+ 13BMUE(πTC13) + 7MUE(HC7)
+ 10MUE(DC10)]/177 (29)
BMUE(TK253) = [MUE(TC177) + BMUE(DBH76)]/2
(30)
Similarly we can assess the functionals even more broadly




BMUE(TKNC306) = [MUE(TC177) + BMUE(DBH76)
+ BMUE(NCIE53)]/3 (32)
Table 12 shows that the most accurate method for ther-
mochemistry and kinetics, as judged by the TK253 database,
is M06-2X, followed by M05-2X and BMK. When nonco-
valent interactions are also considered, the best methods, as
judged by the thermochemistry, kinetics, and noncovalent
interaction database TKNC306, are M06-2X, M05-2X, M06,
BMK, M06-HF, and M05, in that order. The success of M06-
HF is very noteworthy because for a long time it was widely
believed that one could not obtain high accuracy with full
Hartree–Fock exchange.
7.9 Spectroscopy
Tables 13–17 show the results of time-dependent DFT
(TDDFT) for spectroscopy. We judge the performance for
spectroscopy primarily in terms of the mean unsigned errors
(MUEs) for noncharge-transfer (non-CT) and charge trans-
fer (CT) excitations in a test set. The non-CT transitions are
denoted VR for valence and Rydberg; the MUE for this class
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Table 9 Mean errors for thermochemical kinetics
Methods HATBH12 NSBH16 UABH10 Hydrogen Transfer (38) AMUE DBH76
MSE MUE MSE MUE MSE MUE MSE MUE BMUE
M06-2X −0.81 1.61 0.77 1.22 0.32 0.92 −0.51 1.13 1.06 1.22
BMK −1.21 1.49 0.75 0.91 0.80 1.58 −0.82 1.32 1.29 1.32
M05-2X 1.15 2.00 −0.79 1.48 0.91 1.77 −0.39 1.34 1.39 1.65
B97-3 −2.41 2.41 −0.24 0.80 0.57 1.42 −2.11 2.27 1.48 1.72
M05 −2.84 3.79 0.00 0.80 0.69 2.24 −1.20 1.93 2.06 2.19
M06 −3.33 3.38 −1.53 1.78 0.04 1.69 −1.94 2.00 1.88 2.21
M06-HF 1.79 4.39 −0.71 1.61 0.54 1.45 1.14 2.06 2.22 2.38
B98 −5.18 5.18 −2.96 2.96 −0.31 1.97 −4.16 4.16 2.41 3.57
PBEh −6.62 6.62 −1.87 2.05 −0.58 2.16 −4.22 4.22 2.75 3.76
M06-L −5.58 5.93 −3.58 3.58 0.04 1.86 −4.14 4.16 3.02 3.88
B3LYP −8.49 8.49 −3.25 3.25 −1.42 2.02 −4.13 4.23 3.08 4.50
VSXC −7.44 7.44 −5.30 5.30 −0.91 2.40 −4.86 4.87 3.45 5.00
TPSSh −11.51 11.51 −5.78 5.78 −2.94 3.23 −5.97 5.97 4.57 6.62
HFLYP 9.67 11.96 5.26 5.33 3.13 3.54 6.42 7.22 4.77 7.01
HF 14.86 16.87 6.67 6.67 2.70 3.82 1.83 6.28 7.19 8.41
BLYP −14.66 14.66 −8.40 8.40 −3.38 3.51 −7.52 7.52 5.67 8.52
PBE −14.93 14.93 −6.97 6.97 −2.94 3.35 −9.32 9.32 5.65 8.64
Average (DFT) −4.52 6.61 −2.16 3.26 −0.34 2.19 −2.73 3.98 2.92 4.01
Average (all) −3.38 7.22 −1.64 3.46 −0.16 2.29 −2.46 4.12 3.17 4.27
The QCISD/MG3 geometries and MG3S basis set are used for calculations in this table
AMUE is defined in as: AMUE = [MUE(
E,38) + MMUE]/2, where MUE(
E,38) is the mean unsigned error for the energy of reactions for the
38 reactions involved in this table. AMUE is one measure of the quality of a method for kinetics
BMUE denotes balanced mean unsigned error (kcal/mol). BMUE for DBH76 is calculated by averaging the numbers in columns 3, 5, 7, and 9; this
weighs each of the four component databases equally, so that their contributions are balanced even though they have different numbers of data
where MUE(VES21) is the mean unsigned error for the exci-
tation energies of the 21 valence transitions of N2, CO, form-
aldehyde, and tetracene in Tables 13–16, and MUE(RES20)
is the mean unsigned error for the excitation energies of the
twenty Rydberg transitions of N2, CO, and formaldehyde in
Tables 13–15.
The MUE for charge transfer excitations is
MUE(CTES3) = [|error in CT transition of tetracene|
+ |error in NH3 · · · F2 at 6 Å|
+ |error in C2H4 · · · C2F4 at 8 Å|]/3 (34)
The distances of the two CT pairs of Eq. (34) are defined in
Fig. 2, which also shows the orientation of the subunits. The
test data for the charge transfer transitions are less reliable
than the other data used for testing in the present paper. For
example, an alternative treatment of the experimental data
[124] leads to a gas-phase CT excitation energy of 2.74 eV,
and the other two best estimates should also be used with
caution, but the uncertainty are not large enough to change
our conclusions.
The results for all the transitions are in Tables 13–16, along
with best estimates [19,125–130] to which we compare. The
Fig. 2 Structures of C2H4 · · · C2F4 and NH3 · · · F2 complexes
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Table 10 Mean errors for noncovalent databases (kcal/mol)
Method HB6/04 CT7/04 DI6/04 WI7/05 PPS5/05 NCCE31
MUE MMUE MUE MMUE MUE MMUE MUE MMUE MUE MMUE BMMUE
no-cp cp no-cp cp no-cp cp no-cp cp no-cp cp
M06-2X 0.45 0.25 0.35 0.36 0.27 0.32 0.25 0.31 0.28 0.17 0.09 0.13 0.21 0.39 0.30 0.27
M05-2X 0.40 0.20 0.30 0.46 0.30 0.38 0.27 0.32 0.29 0.09 0.03 0.06 0.49 0.71 0.60 0.33
M06 0.26 0.30 0.28 1.11 0.69 0.90 0.26 0.32 0.29 0.20 0.17 0.19 0.26 0.60 0.43 0.42
M06-HF 0.66 0.37 0.52 0.37 0.60 0.49 0.59 0.66 0.63 0.22 0.11 0.16 0.31 0.40 0.35 0.43
M05 0.58 0.53 0.55 0.68 0.30 0.49 0.23 0.24 0.23 0.14 0.06 0.10 1.12 1.34 1.23 0.52
M06-L 0.21 0.51 0.36 1.80 1.41 1.61 0.32 0.32 0.32 0.19 0.13 0.16 0.17 0.42 0.29 0.55
PBEh 0.40 0.28 0.34 1.04 0.75 0.90 0.35 0.38 0.37 0.12 0.18 0.15 1.84 2.09 1.96 0.74
B98 0.45 0.66 0.55 0.91 0.66 0.79 0.34 0.40 0.37 0.12 0.16 0.14 1.91 2.13 2.02 0.78
HFLYP 1.50 1.08 1.29 0.88 1.02 0.95 0.22 0.31 0.26 0.15 0.05 0.10 1.28 1.53 1.41 0.80
TPSSh 0.41 0.80 0.60 1.44 1.16 1.30 0.49 0.58 0.54 0.18 0.26 0.22 2.46 2.72 2.59 1.05
BMK 0.68 0.96 0.82 0.41 0.62 0.52 0.78 0.97 0.88 0.76 0.85 0.81 2.36 2.57 2.47 1.10
B3LYP 0.60 0.93 0.76 0.71 0.54 0.63 0.78 0.94 0.86 0.31 0.39 0.35 2.95 3.17 3.06 1.13
PBE 0.45 0.32 0.39 2.95 2.63 2.79 0.46 0.40 0.43 0.13 0.15 0.14 1.86 2.09 1.97 1.14
B97-3 1.16 1.50 1.33 0.48 0.63 0.56 0.82 0.98 0.90 0.49 0.58 0.53 2.49 2.70 2.59 1.18
BLYP 1.18 1.56 1.37 1.67 1.42 1.54 1.00 1.18 1.09 0.45 0.53 0.49 3.58 3.79 3.69 1.63
VSXC 0.45 0.79 0.62 2.84 2.53 2.68 1.10 1.02 1.06 0.94 0.90 0.92 6.75 6.58 6.66 2.39
HF 2.23 2.65 2.44 3.77 4.12 3.94 2.39 2.51 2.45 0.31 0.43 0.37 3.41 3.67 3.54 2.55
Average (DFT) 0.62 0.69 0.65 1.13 0.97 1.05 0.52 0.58 0.55 0.29 0.29 0.29 1.88 2.08 1.98 0.90
Average (all) 0.71 0.80 0.76 1.29 1.15 1.22 0.63 0.70 0.66 0.29 0.30 0.30 1.97 2.17 2.07 1.00
The MG3S basis set is employed for all calculations. The MC-QCISD/3 geometries are used for the HB6, CT7, DI6, and WI7 databases; the
geometries for benzene dimers in the PPS5 database are taken from Sinnokrot and Sherrill [64], and the geometries for the (C2H4)2 and (C2H2)2
dimers were optimized at the MC-QCISD/3 level of theory
MUE denotes mean unsigned error (MUE). MMUE = [MUE(cp) + MUE(no-cp)]/2, and MMMUE = [MMUE(HB) + MMUE(CT) + MMUE(DI)
+ MMUE(WI) + MMUE(PPS)]/5; HB hydrogen bonding; CT charge transfer; DI dipole interaction; WI weak interaction; PPS π −π stacking
We use “no-cp” to denote calculation without counterpoise corrections for basis set superposition error (BSSE), and we use “cp” to denote
calculations with counterpoise corrections for BSSE
MUEs are in Table 17. Table 17 shows that TPSSh, B98, B97-
3, and M06 are the best performers for valence excitations,
followed closely by several other functionals with mean
unsigned error of 0.37 eV or less. M05-2X, M06-2X, BMK,
and M06-HF are the only functionals with mean unsigned
errors below 0.78 eV for Rydberg transitions. When valence
and Rydberg transitions are combined in the VRES41 data-
base, BMK, M05-2X, and M06-2X perform best. Although
M06-HF is not as good as other high-quality density func-
tionals for valence excitations, it is the best for long-range
charge transfer excitation, and no other method gives use-
ful results. In fact, the table shows that high Hartree–Fock
exchange is not the entire reason for the success of M06-HF,
since M06-HF is much better than either HF or HFLYP.
7.10 Overall main group assessment
In order to include electronic spectroscopy in our assessment
we must use a weighted mean unsigned error since the mean
unsigned errors in ES44 are an order of magnitude larger
than those for TKNC294. We therefore normalize the errors
by the average DFT errors, which are given in the second
last rows of Tables 4–12 and 17. Furthermore TKNC306 is
weighted three times higher than ES44 because, as indicated
in Eq. (32), TKNC306 already corresponds to an average
over three large databases. Thus we define a weighted mean
unsigned error (WMUE) for 350 main group energetic data
by
WMUE(MGE350) = 0.75 × BMUE(TKNC306)
Ave. (DFT, TKNC306)
+ 0.25 × BMUE(ES44)
Ave. (DFT, ES44)
(35)
The results are given in Table 18. Notice that WMUE is
unitless. Table 18 shows that when we include electronic
excitation, M06-HF, M06-2X, and M05-2X are the most
accurate functionals overall. The weights in Eq. (35) are
clearly somewhat arbitrary, and some readers might want
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Table 11 Mean errors for the S22 noncovalent database of biological
importance
Method JHB7a JDL8b JM7c S22d
MMUE MMUE MMUE BMMUE
M06-2X 0.73 0.36 0.32 0.47
M06-HF 0.96 0.71 0.47 0.71
M05-2X 0.80 1.01 0.43 0.75
M06-L 0.82 0.76 0.72 0.77
M06 0.89 0.99 0.67 0.85
M05 1.26 3.16 1.09 1.83
HFLYP 2.48 2.57 0.68 1.91
PBEh 0.79 4.26 1.46 2.17
PBE 1.13 4.53 1.66 2.44
B98 1.34 4.76 1.75 2.62
BMK 1.86 3.95 2.06 2.62
TPSSh 1.41 5.42 2.22 3.01
B3LYP 1.77 6.22 2.64 3.54
B97-2 2.33 6.15 2.61 3.69
HF 3.29 7.24 3.15 4.56
BLYP 2.94 7.43 3.45 4.60
VSXC 1.27 15.12 5.18 7.19
Average (DFT) 1.42 4.21 1.71 2.45
Average (all) 1.53 4.39 1.80 2.57
a Seven hydrogen bonded complexes from the S22 database of
Jurecka et al. [65]
b Eight complexes dominated by dispersion-like interactions,
including π −π stacking from the S22 database of Jurecka et al. [65]
c Seven mixed complexes, e.g., benzene · · · H2O from the S22
database of Jurecka et al. [65]
d Average of the previous columns. Each column is weighted one-third
to balance the contributions of the three component database
to recompute the last column with a higher weight on ES44.
Since the three highest ranked functionals for the weighted
average are also the three highest ranked functionals for
ES44, they would still be at the top of the table if we used
any higher weighting for ES44.
7.11 Transition element bond energies
Transition-element metal–metal and metal–ligand bonding is
very important in many application areas [97,131–147], but
we have shown [14,38,39] that functionals with a high per-
centage of HF exchange are not suitable for the prediction of
metal–metal and metal–ligand bonding in transition-metal-
containing molecules with unsaturated valences, apparently
in large part due to the multireference character of open-shell
transition-metal species. In Table 19, we give the results of
the TMRE48 database only for the 14 functionals that do not
have full HF exchange.
Table 12 Assessment of functionals for thermochemistry, kinetics, and
noncovalent interactions
Method TC177 DBH76 TK253 NCIE53 TKNC306
MUE BMUE BMUE BMUE BMUE
M06-2X 1.32 1.22 1.27 0.37 0.97
M05-2X 1.63 1.65 1.64 0.54 1.27
M06 1.82 2.21 2.02 0.63 1.56
BMK 1.80 1.32 1.56 1.86 1.66
M06-HF 2.29 2.38 2.33 0.57 1.75
M05 2.57 2.19 2.38 1.18 1.98
B97-3 2.80 1.72 2.26 2.44 2.32
M06-L 2.94 3.88 3.41 0.66 2.49
B98 2.59 3.57 3.08 1.70 2.62
PBEh 2.89 3.76 3.33 1.46 2.71
B3LYP 3.59 4.50 4.04 2.34 3.47
TPSSh 3.23 6.62 4.93 2.03 3.96
VSXC 3.00 5.00 4.00 4.79 4.27
PBE 5.20 8.64 6.92 1.79 5.21
BLYP 4.80 8.52 6.66 3.12 5.48
HFLYP 12.73 7.01 9.87 1.36 7.03
HF 39.18 8.41 23.79 3.55 17.05
Average (DFT) 3.45 4.01 3.73 1.68 3.05
Average (all) 5.55 4.27 4.91 1.79 3.87
The MUE for TC177 and the BMUEs for TK253, NCIE53, and
TKNC306 are defined in Eqs. (29), (30), (31), and (32). BMUEs for the
DBH76 database are from Table 9
The TMRE48 transition metal bonding database consists
of the TMAE9 [38] set of 9 transition metal–metal bond
energies, the MLBE21 [39] database of 21 metal–ligand
bond energies, and the 3dTMRE18 [43,76] benchmark data-
base of 18 reaction energies involving 3dtransition metals.
Table 19 summarizes the mean errors for these databases. For
the TMAE9 database of bond energies of transition metal
dimers, M06, M06-L, and BLYP give the best results. For
the MLBE21 database of metal–ligand bond energies, M06,
M06-L, M05, and TPSSh give the best performance, and
M06, M06-L, and M05 perform best for the 3dTMRE18
database.
In Table 19, the BMUE(TMRE48) is the average of the
MUE for the TMAE9, MLBE21, and 3dTMRE18 databas-
es, and M06-L, M06, and M05 give the smallest BMUE.
Thus these are the three strongly recommended methods for
transition-metal chemistry.
7.12 Metal atom excitation energy
MAEE5 [16] is a database of five metal-atom excitation ener-
gies containing two main group neutral metals (Be, Mg),
two neutral transition metals (Mn, Pd), and one transition
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Transition πu → 3sσg σg→3pσu σg→3pπu σg→3sσg σg→3sσg σu→πg πu→πg πu→πg πu→πg σg→πg πu→πg σg→πg πu→πg
Accuratea 13.24 12.98 12.90 12.20 12.00 11.19 10.27 9.92 9.67 9.31 8.88 8.04 7.75
B3LYP 12.04 11.62 11.78 11.24 10.99 10.63 9.72 9.31 9.31 9.24 7.97 7.55 7.06
B97-3 12.33 11.96 12.10 11.59 11.30 11.00 9.80 9.28 9.28 9.34 8.17 7.74 7.22
B98 12.20 11.81 11.97 11.44 11.15 10.85 9.75 9.32 9.32 9.30 8.10 7.69 7.07
BLYP 11.29 10.34 10.72 10.11 9.98 10.31 9.85 9.55 9.55 9.06 8.22 7.41 7.44
BMK 12.72 12.60 12.59 12.19 11.92 11.30 9.92 8.85 8.85 9.28 8.39 7.76 7.27
HF 14.05 14.83 13.21 13.98 13.05 11.28 8.77 7.93 7.93 9.77 7.62 5.85 3.45
HFLYP 14.77 14.95 13.82 14.60 13.80 11.58 9.77 7.92 7.92 8.83 7.81 6.29 4.62
M05 12.39 11.43 11.54 11.01 10.62 10.99 9.78 9.09 9.09 8.89 8.23 7.57 6.93
M05-2X 13.36 13.16 13.16 12.75 12.32 11.10 10.19 8.35 8.35 9.15 8.82 7.63 7.24
M06-HF 13.48 13.40 12.45 12.99 12.06 11.25 10.20 6.47 6.47 8.71 9.51 7.55 7.53
M06-L 11.78 10.72 11.10 10.50 10.24 11.14 9.87 10.25 10.25 9.42 8.06 7.86 7.33
M06 11.54 11.05 10.95 10.41 10.11 10.83 9.33 9.08 9.08 8.94 8.11 7.73 7.05
M06-2X 12.55 12.60 12.51 12.01 11.68 11.33 9.96 8.41 8.41 9.05 8.84 7.74 7.48
PBE 11.47 10.48 10.80 10.23 10.06 10.38 10.08 9.66 9.66 9.08 8.31 7.37 7.51
PBEh 12.32 11.87 11.99 11.47 11.17 10.74 9.89 9.34 9.34 9.31 7.90 7.50 6.93
TPSSh 11.91 11.20 11.46 10.90 10.72 10.75 9.94 9.72 9.72 9.32 7.97 7.48 7.03
VSXC 11.79 10.75 11.25 10.58 10.43 10.78 10.14 10.01 10.01 9.39 8.41 7.71 7.25
The augmented Sadlej pVTZ basis set [72,73] and experimental geometry (rN–N = 1.098 Å) were employed for all TDDFT calculations
a The accurate data for N2 were taken from an experimental study [126]
Table 14 Excitation energies (eV) for CO
Type Rydberg Valence
State 1





Transition σ→3dσ σ→3pπ σ→3pπ σ→3pσ σ→3pσ σ→3s σ→3s π→π* π→π* π→π* π→π* σ→π* π→π* σ→π*
Accuratea 12.40 11.53 11.55 11.40 11.30 10.78 10.40 10.23 9.88 9.88 9.36 8.51 8.51 6.32
B3LYP 10.47 10.27 10.24 10.21 10.19 9.83 9.56 10.04 9.71 9.71 8.64 8.40 7.92 5.85
B97-3 10.75 10.55 10.43 10.50 10.37 10.13 9.80 10.16 9.75 9.75 8.86 8.47 8.10 6.09
B98 10.59 10.45 10.35 10.38 10.29 10.02 9.68 10.11 9.76 9.76 8.79 8.46 7.99 6.04
BLYP 9.69 9.62 9.64 9.36 9.22 8.81 8.69 10.00 9.75 9.75 8.67 8.24 8.06 5.81
BMK 11.38 10.99 10.90 10.95 10.86 10.55 10.23 10.37 9.55 9.55 9.11 8.45 8.25 6.15
HF 13.55 12.59 12.37 12.56 12.28 11.88 10.96 9.96 9.38 9.38 7.88 8.80 6.34 5.28
HFLYP 14.24 13.26 13.02 13.16 12.94 12.48 11.70 10.07 9.43 9.43 8.25 8.80 7.10 5.69
M05 10.44 10.25 10.10 10.19 10.06 9.80 9.32 10.16 9.64 9.64 8.94 8.18 7.84 5.97
M05-2X 11.99 11.61 11.46 11.53 11.41 11.09 10.62 10.35 9.13 9.13 9.12 8.30 7.98 6.04
M06-HF 12.99 11.62 11.28 11.68 11.24 10.98 9.83 10.18 7.61 7.61 9.45 7.91 8.00 6.19
M06-L 9.84 9.83 9.62 9.63 9.53 9.35 9.03 10.28 10.49 10.49 8.92 8.59 8.04 6.16
M06 10.44 9.70 9.55 9.70 9.52 9.11 8.80 9.88 9.60 9.60 9.01 8.18 8.03 6.19
M06-2X 11.70 10.99 10.91 10.92 10.83 10.44 10.08 10.23 9.13 9.13 9.27 8.22 8.15 6.25
PBE 9.48 9.42 9.36 9.27 9.24 8.98 8.79 10.18 9.84 9.84 8.74 8.25 8.09 5.73
PBEh 10.68 10.49 10.42 10.42 10.35 10.05 9.70 10.20 9.78 9.78 8.61 8.44 7.84 5.73
TPSSh 10.14 10.06 10.01 9.96 9.93 9.64 9.43 10.17 10.01 10.01 8.61 8.52 7.87 5.77
VSXC 9.81 9.79 9.73 9.50 9.53 9.34 9.19 10.30 10.18 10.18 8.89 8.56 7.95 6.05
The augmented Sadlej pVTZ basis set [72,73] and experimental geometry (rC–O = 1.128 Å) were employed for all TDDFT calculations
a The accurate data for CO were taken from an experimental study [127]
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Table 15 Excitation energies (eV) for HCHO
Type Rydberg Valence
State 1 A2 1 A2 1 B2 3 B2 1 A1 3 A1 1 B2 3 B2 1 B1 3 A1 1 A2 3 A2
Transition n →3db1 n →3db1 n →3pa1 n →3pa1 n →3pb2 n →3pb2 n →3sa1 n →3sa1 σ →π* π →π* n →π* n →π*
Accuratea 9.22 8.38 8.12 7.96 7.97 7.79 7.09 6.83 8.68 5.53 3.94 3.50
B3LYP 7.94 7.35 7.16 7.10 7.15 7.10 6.43 6.32 9.03 5.48 3.92 3.20
B97-3 8.16 7.60 7.45 7.34 7.45 7.32 6.81 6.68 9.17 5.66 4.00 3.32
B98 8.04 7.48 7.32 7.23 7.31 7.21 6.62 6.47 9.09 5.59 3.96 3.28
BLYP 6.91 6.35 6.21 6.20 6.16 6.15 5.61 5.52 8.82 5.81 3.82 3.12
BMK 8.59 7.97 7.82 7.72 7.67 7.58 7.19 7.06 9.08 5.83 3.90 3.24
HF 11.22 9.69 9.28 8.93 9.52 9.18 8.54 8.13 9.71 2.21 4.42 3.45
HFLYP 11.11 10.37 9.78 9.45 9.43 9.83 9.03 8.68 9.75 3.39 4.42 3.54
M05 7.98 7.36 7.17 7.03 7.18 6.99 6.41 6.18 8.37 5.46 3.83 3.29
M05-2X 9.40 8.76 8.41 8.26 8.54 8.41 7.68 7.58 9.00 5.49 3.72 3.11
M06-HF 9.87 8.86 8.44 8.01 8.71 8.33 7.69 7.25 8.50 5.74 3.16 2.72
M06-L 7.49 6.93 6.65 6.64 6.68 6.54 6.29 6.03 9.38 5.82 4.31 3.65
M06 7.85 6.83 6.61 6.48 6.64 6.45 5.92 5.72 8.83 5.72 3.85 3.41
M06-2X 9.08 8.16 7.85 7.73 7.98 7.89 7.14 7.06 8.90 5.82 3.70 3.18
PBE 7.00 6.46 6.30 6.29 6.27 6.24 5.73 5.59 8.91 5.81 3.80 3.06
PBEh 8.12 7.54 7.37 7.27 7.37 7.28 6.67 6.49 8.90 5.29 3.94 3.15
TPSSh 7.57 7.03 6.93 6.89 6.87 6.84 6.29 6.17 9.14 5.43 4.08 3.26
VSXC 7.26 6.73 6.45 6.44 6.48 6.47 6.09 5.91 9.31 5.68 4.06 3.36
The augmented Sadlej pVTZ basis set [72,73] and experimental geometry (rC–O = 1.203 Å, rC–O = 1.102 Å, and θH–C–O = 121.9◦) were
employed for all TDDFT calculations
a The accurate data for HCHO were taken from a experimental study [128]
metal cation (Cu+). Table 20 presents the performance for the
MAEE5 database of excitation energies of metal atoms. We
give the performance of all functionals that do not have full
HF exchange. Note that the excitation energies in this section
are calculated by the 
SCF approach rather than TDDFT.
Among the tested DFT methods, VSXC, B98, M06-L, and
M06 give the best performance, whereas BMK gives poor
results for this database.
7.13 Overall assessment of energetics
For an overall assessment of energetics, we average the mean
unsigned error in main group energetics in reduced units (that
is, divided by the average error of all DFT methods tested)
and the mean unsigned error in transition metal energetics,
also in reduced units. The resulting overall assessment is in
the last column of Table 21. More specifically, the new quan-
tities in Table 21, BMUE(TME53) are defined by
BMUE(TME53) = 0.75 × AMUE(TMRE48)
+ 0.25 × MUE(MAEE5) (36)
where AMUE(TMRE48) is the average of three databases in
Table 19 and MUE(MAEE5) is from Table 20 and by
WMUE(M06E403) = 0.5 × WMUE(MGE350)
Ave. (DFT, MGE350)
+ 0.5 × BMUE(TME53)
Ave. (DFT, TME53)
(37)
Note that even though only three of the five data in MAEE5
are for transition elements, we average it with TMRE48
although it is weighted only 25%. Table 21 summarizes our
complete energetic assessment, and it shows that M06, M05,
and M06-L are the best performing functionals for the 403
energetic data in the present study.
Another way to measure the success of a functional is by
its applicability to a wide variety of problems. We therefore
counted the number of times that each functional appears
among the top four functionals in the 13 previous tables that
have mean errors in the last column (Tables 4–12 and 17–20).
M06-2X appears 11 times; M05-2X appears 10 times; M06,
9 times; BMK and M06-HF, 6 times; M06-L, 4 times; and
no other functional more than twice. The broad generality of
these functionals provides a motivation for future work that
would attempt to obtain more physical insight by analyzing
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Table 16 Excitation energies (eV) for tetracene, NH3 · · · F2, and
C2H4 · · · C2F4
Molecule Tetraacene NH3 · · · F2 C2H4 · · · C2F4
Type Valence CT CT CT
State B2u B3u 3 A1 3 B2
Transition La Lb n → σ* π → π*
Best estimatea 3.4 2.9 9.5 12.6
B3LYP 3.4 2.4 2.2 7.0
M05-2X 3.7 2.7 5.4 9.6
M06-2X 3.7 2.8 5.5 9.4
PBEh 3.5 2.5 2.8 7.4
M05 3.5 2.5 2.6 7.6
TPSSh 3.4 2.3 1.5 6.4
BMK 3.7 2.7 4.3 8.7
M06-HF 3.8 3.0 9.4 12.6
HF 3.9 2.9 11.1 13.9
B98 3.5 2.4 2.6 7.2
B97-3 3.5 2.5 3.0 7.6
M06 3.4 2.4 2.6 7.6
HFLYP 3.9 3.0 11.0 14.1
M06-L 3.2 2.2 0.8 5.7
BLYP 3.0 2.1 0.1 5.2
VSXC 3.1 2.2 0.3 5.6
PBE 3.0 2.1 0.1 5.1
The 6-31+G(d,p) basis set was employed for the calculations of
NH3 · · · F2; the 6-31G* basis set was employed for the C2H4 · · · C2F4
complex, and the 6-311G(2d,p) basis set was employed for tetracene
a The accurate data for tetraacene were taken from experiment [129]
as given by Grimme and Parac [130]; the accurate charge transfer
excitaion energy for C2H4 · · · C2F4 was taken from a previous paper
by Tawada et al. [125], and the charge transfer excitation energy for the
NH3 · · · F2 complex was calculated at the SAC-CI/6-31+G(d,p) level
of theory [19]
the functionals themselves. It also provides a validation for
using these functionals in the kinds of applications for which
they are successful.
8 Geometries and scaling factors for the prediction
of harmonic frequencies and zero-point vibrational
energies
It is also important to evaluate the performance of the devel-
oped DFT models for the prediction of properties other than
energetic data. In this section we discuss performance for
the calculation of bond lengths, harmonic frequencies, and
zero-point vibrational energies (ZPVEs).
Table 22 presents the mean errors for the prediction of
equilibrium bond lengths in the MGBL19 database [16],
MLBL13 database [39], and TMBL8 database [38].
Table 17 Errors (eV) for electronic spectroscopy
Method VES21 RES20 VRES41 CTE3 ES44
MUE MUE MUEa MUE BMUEb
M06-HF 0.71 0.39 0.55 0.09 0.40
M05-2X 0.37 0.31 0.34 2.42 1.03
M06-2X 0.34 0.35 0.35 2.46 1.05
HF 1.08 1.18 1.13 0.99 1.08
HFLYP 0.87 1.72 1.28 1.01 1.20
BMK 0.30 0.35 0.33 3.10 1.25
B97-3 0.25 0.78 0.51 3.94 1.66
PBEh 0.29 0.86 0.57 4.08 1.75
B98 0.24 0.92 0.57 4.25 1.80
M05 0.29 1.16 0.71 4.12 1.85
B3LYP 0.28 1.07 0.66 4.44 1.93
M06 0.27 1.67 0.95 4.11 2.02
TPSSh 0.24 1.33 0.77 4.93 2.17
M06-L 0.32 1.62 0.95 5.44 2.46
VSXC 0.27 1.64 0.94 5.63 2.52
PBE 0.32 1.95 1.12 5.86 2.71
BLYP 0.35 2.00 1.16 5.85 2.74
Average (DFT) 0.36 1.13 0.74 3.86 1.78
Average (all) 0.40 1.13 0.76 3.69 1.74
a MUE (VRES41) = [21MUE(VES21) + 20MUE(RES20)]/41
b BMUE(ES44) = (MUE(VES21) + MUE(RES20) + MUE(CTES3))/3.
Note that the balanced MUE (BMUE) weights each category of excited
state equally to balance the contributions of the three component data-
bases
MGBL19 is database of 19 bond lengths of 15 main-group
molecules, MLBL13 is a database of 13 bond lengths of 13
transition metal–ligand compounds, and TMBL8 is a data-
base of 8 metal–metal bond lengths in 8 transition metal
dimers. Table 22 shows that VSXC, M06-L, and TPSSh
give the best performance for the MGBL19 database, PBE,
TPSSh, and B3LYP perform best for the MLBL13 database,
and PBE, BLYP, and TPSSh give the best performance for the
TMBL8 database. We also tabulated another MUE, labeled
TMBL7, which excludes the Cr2 dimer, because it is a diffi-
cult case for most of the tested functionals and therefore it
can dominate the error when included. If we exclude the
Cr2 dimer, PBE VSXC, and BLYP are the best functionals,
followed by the M06-L and TPSSh methods. Overall PBE,
TPSSh, BLYP, and M06-L are the four best functionals for the
prediction of bond lengths in these three databases, as shown
by their low BMUE for the whole set of 40 molecules.
It is customary to use a scaling factor to calculate vibra-
tional frequencies, ZPVEs, and thermal vibrational contribu-
tions to enthalpies and free energies. Such scaling factor may
be optimized in various ways [148–150], and it is important
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Table 18 Overall assessment for main group energetics
Method TKNC306 ES44 MGE350
BMUE BMUE (eV) WMUE
(kcal/mol) (reduced units)
M06-2X 0.97 1.05 0.39
M05-2X 1.27 1.03 0.46
M06-HF 1.75 0.40 0.49
BMK 1.66 1.25 0.58
M06 1.56 2.02 0.67
M05 1.98 1.85 0.75
B97-3 2.32 1.66 0.80
B98 2.62 1.80 0.90
PBEh 2.71 1.75 0.91
M06-L 2.49 2.46 0.96
B3LYP 3.47 1.93 1.13
TPSSh 3.96 2.17 1.28
VSXC 4.27 2.52 1.40
PBE 5.21 2.71 1.66
BLYP 5.48 2.74 1.73
HFLYP 7.03 1.20 1.90
HF 17.05 1.08 4.35
Average (DFT) 3.05 1.78 1.00
Average (all) 3.87 1.74 1.20
WMUE(MGE350) = 0.75 × BMUE(TKNC306)Ave.(DFT,TKNC306) + 0.25×
BMUE (ES44)
Ave.(DFT,ES44)
to keep in mind that there is more than one kind of vibrational
frequency in the literature. Harmonic vibrational frequencies
(also called [151] “vibrational frequencies for infinitesimal
amplitudes”) are obtained computationally from the Hessian
at the equilibrium geometry or experimentally by extrapolat-
ing a vibrational progression to the experimentally inacces-
sible vibrationless state. The full set of harmonic vibrational
frequencies is usually unavailable for polyatomic molecules
since their determination requires an elaborate analysis of
anharmonicity; therefore one often deals with the observed
fundamental frequencies, which include both principal (in-
tramode) anharmonicity and mode–mode coupling. This
same analysis yields an estimate of the true ZPVE. In the
present article, all frequencies are harmonic frequencies, and
all test data for ZPVEs are best estimates of true ZPVEs,
not harmonic ZPVEs. However calculated ZPVEs are simply
computed as one half the sum of the frequencies. To optimize
scaling factors for harmonic frequencies, we employed the
F38/06 database, which consists of the F36/06 database [16]
plus the harmonic frequencies [152] of the OH and Cl2 mol-
ecules. For the optimizations of scaling factors for ZPVE,
we employed the ZPVE15/06 database, which consists of
the ZPVE13/99 [6,150] database plus the ZPVEs [152] of
OH and Cl2. Table 23 gives the data [152] that we used for
OH and Cl2. The scaling factors are optimized to minize the
RMSE in the F38/06 and ZPVE15/06 databases.
Table 24 presents the scaling factors and mean errors for
the prediction of harmonic frequencies and zero-point vibra-
tional energies. First of all, Table 24 shows that the scale
factors for predicting harmonic frequencies are larger than
those for predicting true ZPVEs. Scale factors would be
smaller for predicting fundamentals (in fact, based on the
work of Scott and Radom [149], we recommend multiplying
the ZPVE scale factor by 0.980 if one’s goal is to predict
Table 19 MUE (kcal/mol) for
the TMAE9/05, MLBE21/05,
and 3dTMRE18/06 databases
The TZQ basis set is employed
for the TMAE9/05 and
MLBE21/05 databases. The
QZVP basis set is employed for
the 3dTMRE18/06 database
Method TMAE9/05 MLBE21/05 3dTMRE18 TMRE48
MSE MUE MSE MUE MSE MUE BMUE
M06 −3.1 4.7 −0.6 5.4 −2.1 6.6 5.6
M06-L 0.2 4.9 4.7 5.4 3.8 6.9 5.7
M05 −3.0 6.9 −0.7 5.5 −3.0 7.8 6.8
B98 −8.9 9.7 −0.4 5.8 −4.3 9.6 8.4
BLYP 4.8 5.3 9.0 9.6 5.5 10.6 8.5
VSXC 5.5 10.2 6.3 6.6 8.2 8.9 8.6
TPSSh −11.0 11.0 2.1 5.5 1.0 9.7 8.7
PBE 3.9 7.7 11.7 12.1 10.3 10.8 10.2
B97-3 −15.3 15.3 −3.3 8.3 −5.2 8.7 10.8
B3LYP −16.7 16.7 −0.6 6.0 −6.6 12.0 11.6
PBEh −19.3 25.0 −2.7 6.3 −9.6 13.1 14.8
BMK −22.1 22.1 −7.1 10.2 −9.1 12.7 15.0
M05-2X −17.8 23.3 −10.8 13.5 −16.4 19.6 18.8
M06-2X −20.0 22.6 −11.8 13.8 −17.2 21.1 19.1
Average (DFT) −8.8 13.2 −0.3 8.1 −3.2 11.3 10.9
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Table 20 Metal atom excitation energy (kcal/mol)a
Be Mg Mn Cu+ Pd MSE MUE
Exp. 62.84 62.47 48.76 62.70 18.77
Scalar rel. b −c −c 3.92d −10.38e −f
S-O g −0.01 −0.12 −0.66 −2.06 −2.26
Total rel. h −0.01 −0.12 3.26 −12.44 −2.26
VSXC 58.8 60.1 44.8 66.2 18.8 −1.4 2.8
B98 57.6 64.6 44.9 59.9 17.9 −2.1 3.0
M06-L 53.4 60.9 46.5 68.2 21.7 −3.3 4.0
M06 57.2 63.2 55.2 61.6 31.1 2.5 5.2
B97-3 56.1 64.1 62.3 55.5 18.6 0.2 5.9
B3LYP 56.6 64.1 35.2 52.4 15.2 −6.4 7.1
M06-2X 63.1 69.9 62.0 48.6 22.1 2.0 7.7
M05 64.3 67.4 57.1 71.2 34.1 7.7 7.7
BLYP 56.8 65.5 26.0 56.5 15.8 −7.0 8.2
M05-2X 66.0 75.0 66.7 56.9 21.1 6.1 8.4
PBEh 52.7 58.0 34.9 51.3 15.0 −8.7 8.7
PBE 53.1 60.1 23.1 58.7 16.6 −8.8 8.8
TPSSh 55.8 58.7 26.5 54.4 14.0 −9.2 9.2
BMK 53.0 61.1 45.7 42.0 −7.4 −12.2 12.2
Average −2.9 7.1
All calculated excitation energies are for the lowest excited state and include the relativistic contribution
a The aug-cc-pVQZ basis sets are employed for Be, Mg, and Cu. The basis set for Pd is taken from Quintal. [79] The QZVP [61] basis set is
employed for Mn
b Scalar relativistic effect
c Assumed to be negligible
d Taken from Raghavachari and Trucks, Ref. [81]
e Taken from Martin and Hay, Ref. [82]
f The effect is taken into account by using a relativistic effective core potential
g Spin-orbit effect
h This row, which is the sum of the previous two, is the total relativistic effect that has been added to all DFT results to produce the values in the
14 DFT rows of this table
fundamental frequencies). Second, Table 24 shows that the
scale factors for methods that are not constrained to have full
Hartree–Fock exchange are within 3.6% of unity and the
mean unsigned error in ZPVEs for these methods are all less
than or equal to 0.41 kcal/mol without scaling or 0.16 kcal/
mol with scaling.
9 Concluding remarks
This paper presents two new hybrid meta-GGA exchange-
correlation functionals, M06 and M06-2X, for thermochem-
istry, thermochemical kinetics, noncovalent interactions, and
excited states. The M06 and M06-2X functionals have been
comparatively assessed against 22 main-group ground-state
energetic databases and three main-group excited-state ener-
getic databases. The M06 and M06-2X functionals have also
been tested against four databases involving transition met-
als. We also assesses the accuracy using 40 bond lengths, 38
vibrational frequencies, and 15 vibrational zero-point ener-
gies, for a total of 496 data. Of these 496 data, 182 were not
used during parametrization.
From the assessment, we make the following recommen-
dations:
(1) The M06-2X, BMK, and M05-2X functionals are rec-
ommended most highly for the study of main-group
thermochemistry and kinetics; they have smallest
BMUE for the combined TK253 database (see Table 12)
and also for the separate TC177 and DBH76 databases
(see Table 12)
(2) M06-2X, M05-2X, and M06 are the best functionals for
a combination of main-group thermochemistry, kinet-
ics, and noncovalent interactions; they have the smallest
BMUE for the TKNC306 database (see Table 18).
(3) M06-HF is the best functional for the study of long-
range charge transfer via a TDDFT approach (see the
CTE3 database in Table 17).
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Table 21 Overall assessment
a BMUE(TME53) is defined in
Eq. (30)
b WMUE(M06E403) is defined
in Eq. (37)
Method MGE350 TME53a M06E403b
WMUE (reduced units) BMUE (kcal/mol) WMUEb (reduced units)
M06 0.67 5.50 0.62
M05 0.75 7.00 0.74
M06-L 0.96 5.27 0.76
B98 0.90 7.03 0.82
B97-3 0.80 9.53 0.89
M06-2X 0.39 16.28 1.02
BMK 0.58 14.33 1.02
M05-2X 0.46 16.18 1.05
VSXC 1.40 7.12 1.08
TPSSh 1.28 8.85 1.10
B3LYP 1.13 10.44 1.10
PBEh 0.91 13.30 1.14
BLYP 1.73 8.42 1.31
PBE 1.66 9.87 1.35
M06-HF 0.48 − −
HFLYP 1.90 − −
HF 4.35 − −
Average (14 DFTs) 0.97 9.94 1.00
Average (16 DFTs) 1.00
Average (all) 1.20 − −
Table 22 Mean errors for bond lengths (Å)
Method MGBL19 MLBL13 TMBL8 TMBL7 BMUE39b BMUE40c
MSE MUE MSE MUE MSE MUE MUEa
PBE 0.009 0.009 −0.002 0.010 0.016 0.031 0.029 0.016 0.017
TPSSh 0.002 0.004 −0.004 0.010 0.019 0.049 0.047 0.020 0.021
BLYP 0.012 0.012 0.007 0.013 0.034 0.039 0.041 0.022 0.022
M06-L −0.001 0.003 −0.001 0.011 0.101 0.118 0.043 0.019 0.044
VSXC 0.003 0.003 0.008 0.013 0.119 0.138 0.037 0.018 0.052
M06 −0.005 0.007 −0.007 0.018 0.112 0.131 0.056 0.027 0.052
B3LYP 0.000 0.005 −0.003 0.010 0.126 0.154 0.057 0.024 0.057
M05 −0.005 0.007 −0.001 0.021 0.134 0.154 0.071 0.033 0.061
B98 −0.001 0.005 0.001 0.011 0.156 0.174 0.086 0.034 0.063
PBEh −0.004 0.006 −0.010 0.014 0.129 0.173 0.061 0.027 0.064
BMK −0.004 0.007 −0.011 0.025 0.161 0.183 0.075 0.036 0.072
B97-3 −0.004 0.006 0.009 0.018 0.175 0.197 0.095 0.040 0.074
M05-2X −0.008 0.009 0.005 0.023 0.174 0.213 0.113 0.048 0.082




Average (DFT) −0.003 0.008 0.000 0.017 0.118 0.143 0.068 0.030 0.055
Average (all) −0.005 0.010
The MG3S basis set is employed for the MGBL19 database, and the TZQ basis set is employed for the MLBL13 and TMBL databases
a This MUE excludes the bond length of Cr2
b BMUE39 = (MUE(MGBL19) + MUE(MLBL13) + MUE(TMBL7))/3
c BMUE40 = (MUE(MGBL19) + MUE(MLBL13) + MUE(TMBL8))/3
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Table 23 Vibrational data (cm−1) for OH and Cl2 in the F38/06 and
ZPVE15/06 databases
Molecules OH Cl2
Harmonic frequency 3737.8 559.7
ZPVE 1847.7 279.2
ωe and ωexe for OH and Cl2 are taken from NIST Webbook [152]
(4) The M06-L, M06, and M05 functionals are the best
functionals for the study of organometallic and inor-
ganometallic thermochemistry; they have smallest
BMUE for the TME53 and M06E403 databases (see
Table 21).
(5) The M06-2X, M05-2X, M06-HF, and M06 function-
als are the best functionals for the study of noncova-
lent interactions; they have the smallest BMUEs for the
NCIE53 database (see Table 12).
(6) When the use of full Hartree–Fock exchange is impor-
tant, for example to avoid the error of self-interaction
at long-range, the M06-HF functional can be
recommended since it has reasonably good overall
performance (excluding transition metals) even though
it has full Hartree–Fock exchange.
(7) When a local functional is required for efficiency sake
or because of program requirements, the M06-L func-
tional can be recommended because it has reasonably
good overall performance even though it has the local-
ity constraint. In addition, M06-L is the best functional
for transition metal energetics (TME53 database, see
Table 21).
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Appendix: Acronyms
All acronyms that are not included in Tables 1 and 3 are
explained in Table 25.
Table 24 Scaling factors for the predictions of harmonic frequencies and zero-point vibrational energies
Method Frequencies (cm−1) Zero-point energies (kcal/mol) BMUEa (kcal/mol)
Scaling factor MUE Scaling factor MUE
No scaling Scaling No scaling Scaling No scaling Scaling
VSXC 1.001 24 24 0.989 0.13 0.08 0.10 0.07
PBE 1.025 56 29 1.012 0.13 0.08 0.15 0.08
B98 0.995 32 30 0.984 0.19 0.08 0.14 0.08
TPSSh 1.002 28 28 0.986 0.15 0.09 0.11 0.08
BLYP 1.031 67 25 1.016 0.17 0.09 0.18 0.08
B3LYP 0.998 31 31 0.985 0.17 0.08 0.13 0.09
B97-3 0.986 46 34 0.974 0.29 0.09 0.21 0.09
M06-L 0.996 39 36 0.980 0.21 0.10 0.16 0.10
BMK 0.984 52 42 0.973 0.32 0.09 0.23 0.11
PBEh 0.989 46 39 0.978 0.27 0.10 0.20 0.11
M05 0.989 54 49 0.979 0.26 0.12 0.21 0.13
M05-2X 0.975 72 45 0.964 0.41 0.13 0.31 0.13
M06-2X 0.982 57 47 0.972 0.34 0.13 0.25 0.13
M06 0.994 60 59 0.983 0.23 0.16 0.20 0.16
HF 0.932 180 69 0.921 0.93 0.20 0.72 0.20
M06-HF 0.967 95 68 0.957 0.49 0.22 0.38 0.20
HFLYP 0.912 233 74 0.902 1.17 0.22 0.92 0.21
Average (DFT) 67 41 0.34 0.12 0.26 0.12
Average (all) 69 43 0.35 0.12 0.27 0.12
The MG3S basis set is employed for all calculations in this table
a BMUE = (MUE(F38/06, in kcal/mol)) + MUE(ZPVE15/06))/2. Note that 1 kcal/mol = 349.75 cm−1
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Table 25 Acronyms, excluding
those in Tables 1 and 3 Acronym Meaning
AE Atomization energy
AMUE Average mean unsigned error
aug-cc-pVTZ Augmented correlation-consistent polarized valence-triple-zeta (basis set)
AVQZ Augmented valence quadruple zeta (basis set)
BH Barrier heights
BMUE Balanced mean unsigned error
BSSE Basis set superposition error
cp Counterpoise correction
CT Charge transfer
DFT Density functional theory
EA Electron affinity
ES Electronic spectroscopy (sometimes called “UV-Vis” spectroscopy)
GGA Generalized gradient approximation
HF Hartree-Fock
IP Ionization potential
LSDA Local spin density approximation
MC-QCISD Multi-coefficient QCISD method
MG Main group
MG3 Modified Gaussian3Large (basis set)
MG3S MG3-semidiffuse (basis set)
MMUE Mean mean unsigned error
MQZVP The modified QZVP basis set
MP2 Mφller-Plesset 2nd-order (perturbation theory)
MSE Mean signed error
MUE Mean unsigned error
MUEPB MUE per bond
No-cp Without counterpoise correction
PA Proton affinity
pVTZ Polarized valence triple zeta (basis set)
QCISD Quadratic configuration interaction with single and double excitations
QZVP Quadruple-zeta-valence polarized (basis set)




TM Transition metal bonding
TZQ Triple-zeta quality (basis set)
UEG Uniform electron gas
WMUE Weighted mean unsigned eror
ZPVE Zero-point vibrational energy
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