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Abstract
We develop differential algebraic K-theory of regular arithmetic schemes. Our
approach is based on a new construction of a functorial, spectrum level Beilinson
regulator using differential forms. We construct a cycle map which represents dif-
ferential algebraic K-theory classes by geometric vector bundles. As an application
we derive Lott’s relation between short exact sequences of geometric bundles with
a higher analytic torsion form.
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1 Introduction
In this paper we develop differential algebraic K-theory of smooth complex varieties and
their arithmetic analogs. We construct differential algebraic K-theory classes from vec-
tor bundles with additional geometric structures. Our main and motivating application
of this theory concerns the relation (called Lott’s relation) between these classes for the
constituents of a short exact sequence of such bundles in the case of number rings. Tech-
nically, this paper is based on a new approach to the Beilinson regulator via characteristic
forms for vector bundles with geometry on products of smooth manifolds and complex
varieties.
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The purpose of the first two subsections of this introduction is to introduce the back-
ground and the motivation for the paper. In Subsection 1.1 we explain the main ideas
of differential cohomology and how they are related with a conjecture of Lott. In the
second Subsection 1.2 we review the differential algebraic K-theory for number rings.
We state Lott’s relation and the Transfer Index Conjecture (TIC) with technical details.
The third Subsection 1.3 gives an overview over the central topic of the present paper:
a new construction of Beilinson’s regulator, differential algebraic K-theory in the higher-
dimensional case, and the cycle map. Finally, Subsection 1.4 of this introduction explains
the structure of the paper.
1.1 Differential algebraic K-theory and Lott’s conjecture
We first recall some history and general ideas of differential cohomology. A spectrum E
represents a generalized cohomology theory E∗ on topological spaces. In particular, E∗
is a collection of functors
E∗ : Topop → Ab
from topological spaces to abelian groups indexed by ∗ ∈ Z. A differential extension of
E (in the sense of Hopkins-Singer) depends on the choice of a chain complex C of real
vector spaces and a morphism of spectra
c : E → H(C) . (1)
Here the spectrum H(C) is the Eilenberg-MacLane spectrum associated to C such that
pi∗(H(C)) ∼= H−∗(C). The triple (E,C, c) is called differential data for E. A differential
extension of E∗ is a collection of functors
Eˆ∗ : Mfop → Ab
from smooth manifolds to abelian groups, again indexed by ∗ ∈ Z. For a manifold M an
element of Eˆ∗(M) combines the topological information of a class in E∗(M) and a cycle
in the complex Ω∗(M ;C) of differential forms with coefficients in C. The main properties
of the differential extension are best expressed by the differential cohomology hexagon
[SS08a]:
Ω∗−1(M ;C)/im(d) d //
a
((
Ω∗cl(M ;C)
de Rham
''
H∗−1(M ;C)
))
55
Eˆ∗(M)
I
&& &&
R
88
H∗(M ;C)
F ∗−1(M) //
) 	
66
E∗(M)
c
77
(2)
This is a diagram of natural homomorphisms, where Ω∗cl(M ;C) ⊆ Ω∗(M ;C) denotes
closed C-valued forms, and F ∗ is the cohomology theory represented by the spectrum F
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defined by the fibre sequence
E
c−→ H(C)→ F → ΣE . (3)
The transformation R is called the curvature map and extracts the differential form part
of a differential cohomology class. The transformation I maps a differential cohomology
class to its underlying cohomology class. Finally, the transformation a maps differential
forms to differential cohomology classes and encodes the secondary information contained
in differential cohomology. The upper and the lower parts of the hexagon are segments
of long exact sequences. Furthermore, the diagonals at Eˆ∗(M) are exact.
The historically first example of a differential cohomology theory was the differential
extension ĤZ
∗
of ordinary singular cohomology with Z-coefficients. It has been con-
structed by Cheeger and Simons [CS85] in terms of differential characters. In this case
the differential data is given by C := R and the map c : HZ→ HR is the canonical one
induced by the inclusion Z → R. This theory receives refined Chern classes for vector
bundles with connection. The differential form part of these classes is given by Chern-
Weil forms. In particular, these refined characteristic classes induce non-trivial secondary
invariants for flat bundles.
Versions of differential extensions of topological complex K-theory KU∗ have been
constructed and studied by Karoubi [Kar87, Kar90] (under the name multiplicative K-
theory), and later by Freed and Hopkins [FH00], by the first author and Schick in [BS09],
by Freed and Lott [FL10], and by Simons and Sullivan [SS08b]. In this case, the differential
data is given by C := R[b, b−1] with deg(b) := −2 and the Chern character c := ch : KU →
H(C).
Differential extensions of bordism theories and Landweber exact cohomology theories
have been considered in [BSSW09].
In all these examples the differential extension has been constructed in terms of ge-
ometric cycles and relations. A general construction of a differential extension using
methods of homotopy theory was given in the ground-breaking paper [HS05] by Hopkins
and Singer. It follows from the axiomatic characterization [BS10] that the geometric ex-
amples above are equivalent to the differential extensions defined by the Hopkins-Singer
construction.
The Hopkins-Singer construction was streamlined and formalized in [BG13], where it
was applied to the differential extension of the cohomology theory defined by the algebraic
K-theory of number rings. We will review this version of the Hopkins-Singer construction
in Subsection 5.1. We refer the reader to [BNV13], which embeds the Hopkins-Singer
construction into an even more general context and nicely explains the origin of the
differential cohomology hexagon (2).
Let MR/Z denote the Moore spectrum of the group R/Z. The spectrum ER/Z :=
E ∧ MR/Z represents the cohomology theory ER/Z∗, often called the cohomology of
E with coefficients in R/Z. One of the motivations to define multiplicative K-theory in
[Kar87, Kar90] was to give a geometric construction of KUR/Z∗. This works in greater
generality. We call the differential data (E,C, c) strict, if the morphism c (see (1)) induces
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an isomorphism pi∗(E) ⊗ R
∼=→ H−∗(C). In this case we have an equivalence F ' ER/Z
(see (3) for F ) and therefore by (2) a natural isomorphism
ER/Z∗−1(M) ∼= Eˆ∗flat(M) := ker{R : Eˆ∗(M)→ Ω∗cl(M ;C)} . (4)
Thus, in the case of strict differential data, the differential cohomology Eˆ∗(M) contains
ER/Z∗−1(M) as a subgroup of flat classes. Note that in general, without any condition
on the differential data, the functor Eˆ∗flat is homotopy invariant.
To a ring R one can associate an algebraic K-theory spectrum KR and an associated
cohomology theory KR∗. We refer to Subsection 1.2 for more details. In analogy to the
construction of KUR/Z−1 in terms of multiplicative K-theory by Karoubi, Lott defines
in [Lot00] a candidate KR
0
Lott for the flat part of a differential extension K̂R
0
by cycles
and relations. However, at that time, there was no differential extension K̂R
0
of KR0
available. The main obstacle against the geometric construction of K̂R
0
is that, in contrast
to complex K-theory, there is no simple construction of KR0(M) in terms of bundles of
R-modules on M .
The functor KR
0
Lott is homotopy invariant. Another property which it shares with
cohomology theories is a push-forward operation for a proper submersion
pi : M → B
of smooth manifolds: Lott defines
pi! : KR
0
Lott(M)→ KR0Lott(B)
by analytic means. On the other hand, for every cohomology theory E∗ represented by a
spectrum E, we have the Becker-Gottlieb transfer
tr : E∗(M)→ E∗(B) .
It is defined as the pull-back along a canonical equivalence class of stable maps Σ∞+B →
Σ∞+M , see [BG75]. Lott conjectures that the analytic push-forward pi! is related to the
Becker-Gottlieb transfer in a precise way. If R is a ring of integers in a number field, then
one can formulate his conjecture as follows:
Conjecture 1.1 (Lott).
1. There is a natural transformation KR
0
Lott → KRR/Z−1.
2. The diagram
KR
0
Lott(M) //
pi!

KRR/Z−1(M)
tr

KR
0
Lott(B) // KRR/Z−1(B)
commutes.
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By now, we can apply the general Hopkins and Singer construction [HS05] to the
algebraicK-theory spectrumKR of the ring R. Following [BG13], we choose the canonical
differential data given by C := K−∗(R)⊗R and the canonical morphism c : KR→ H(C).
By definition, this differential data is strict. It gives rise to the differential extension K̂R
0
and we have KRR/Z−1(M) ∼= K̂R0flat(M) by (4).
In [BG13], a class in K̂R
0
flat(M) was defined for every cycle used by Lott in his
definition of KR
0
Lott(M). This construction would provide the transformation conjectured
in the first part of 1.1, if the relations used by Lott in the definition of KR
0
Lott(M) also
hold true in K̂R
0
flat(M). We will formulate Lott’s relation in detail in Theorem 1.3 after
the introduction of the necessary notation. Lott’s relation has been verified partially in
[BG13]. It is one of the main objectives of the present paper to verify Lott’s relations
in general and therefore to provide the transformation asked for in Conjecture 1.1, 1.
As explained in [BG13], the second part of Lott’s Conjecture 1.1 is then an immediate
consequence of the (still open) Transfer Index Conjecture (TIC) recalled as 1.2 below.
In contrast to cohomology in the sense of homotopy theory, differential cohomology
is not homotopy invariant. The deviation from homotopy invariance is measured by the
homotopy formula, see Subsection 5.4. The idea to verify Lott’s relation is to deform a
short exact sequence of bundles of R-modules on a manifold M to a split one and to apply
the homotopy formula to this deformation. Here by a deformation of a flat bundle we
mean a flat bundle on the product [0, 1] ×M . Unfortunately, in this sense flat bundles
are rigid. But there exists such a deformation on M × P1R which is not flat, but algebraic
along the P1R-direction, where P1R is the projective line over the number ring R. In order
to make use of this deformation, we have to generalize the theory of [BG13] from number
rings to higher dimensional schemes, and we have to establish a new homotopy formula
in the algebraic direction (Proposition 5.17).
1.2 Rings of integers: a review of [BG13]
We consider a unital ringR. The zeroth algebraicK-groupK0(R) ofR is the Grothendieck
group of the monoid of isomorphism classes of finitely generated projective R-modules (see
Example 2.1). According to Quillen, the higher algebraic K-groups of R are defined as
the homotopy groups of a pointed space:
Kn(R) := pin(K0(R)×BGL(R)+) .
This pointed space K0(R) × BGL(R)+ is equivalent to the infinite loop space of the
connective algebraic K-theory spectrum KR of R, see Example 2.6. So on the one hand,
we can equivalently express the algebraic K-groups of R in terms of the homotopy groups
of this spectrum by
Kn(R) ∼= pin(KR) .
On the other hand, the spectrum KR contains more information as it represents a gen-
eralized cohomology theory KR∗, which can be evaluated on topological spaces, so in
particular on a smooth manifold M .
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In the present paper we are especially interested in the group KR0(M). Even sticking
to these degree-zero groups, we can encode information about all the higher algebraic K-
groups of R. Indeed, for a compact manifold M , we have the Atiyah-Hirzebruch spectral
sequence
Ep,q2
∼= Hp(M,K−q(R))⇒ KRp+q(M) .
So, morally, all the groups Hp(M,Kp(R)) for p ≥ 0 contribute to KR0(M).
In the following we describe cycles representing classes in KR0(M). A locally constant
sheaf of finitely generated projective R-modules on a smooth manifold M will be called
an R-bundle, for short. An R-bundle gives rise to a class
cycl(V ) ∈ KR0(M) . (5)
In order to describe this class, let us first assume that the fibres of V are free of rank
` ∈ N. Then the isomorphism class of V is classified by a homotopy class of maps
v : M → BGL(`, R). The class cycl(V ) is given by the homotopy class of the composition
M
v→ BGL(`, R)→ BGL(R)→ BGL(R)+ {`}×id→ Z×BGL(R)+ → K0(R)×BGL(R)+ ' Ω∞KR .
Here all non-named maps are the canonical ones. If V is arbitrary and M is connected,
then we can reduce to the case of free fibres by adding a suitable trivial bundle. If M is
non-connected we construct the class cycl(V ) component-wise. For more details we refer
to [BG13].
For p ∈ Z, let H(R[p]) denote the Eilenberg-MacLane spectrum of R shifted in such
a way that its non-trivial homotopy group is R in degree p. If H(R[p])∗ denotes the
cohomology theory represented by this spectrum, then we have by construction
H(R[p])0(M) ∼= Hp(M ;R) .
By definition, a regulator is a map of spectra r : KR→ H(R[p]). It defines a natural
homomorphism between cohomology groups r : KR0(M)→ Hp(M ;R). We consider the
question how to calculate the class
r(cycl(V )) ∈ Hp(M ;R) .
Let us assume that R is the ring of integers in a number field. We choose an embedding
σ : R → C and an odd positive integer p. For these choices Borel [Bor74] introduced a
regulator
rσ,p : KR→ H(R[p]) (6)
whose induced map on p-th homotopy groups generalizes the classical Dirichlet regulator
R× ∼= K1(R)→ R , u 7→ log |σ(u)|,
in the case p = 1.
7
In the following, we give a differential geometric description of Borel’s regulator. The
complexification V ⊗R,σ C of the R-bundle V →M is a locally constant sheaf of finite di-
mensional complex vector spaces on M , which we interpret as the sheaf of parallel sections
of a complex vector bundle Vσ →M with a flat connection ∇Vσ . If we choose a hermitian
metric hVσ on the complex vector bundle Vσ (not necessarily parallel with respect to ∇Vσ),
then we can form the adjoint connection ∇Vσ ,∗. In general, given two connections ∇0,∇1
on a complex vector bundle, we have the transgression Chern character form c˜h(∇1,∇0)
such that dc˜h(∇1,∇0) = ch(∇1)− ch(∇0). Since in our case ∇Vσ and ∇Vσ ,∗ are flat, the
degree-p component c˜hp(∇Vσ ,∗,∇Vσ) of the transgression Chern character form is closed.
Up to normalization, this is the Kamber-Tondeur form of the flat bundle with metric
(Vσ,∇Vσ , hVσ) introduced in [BL95]. Its cohomology class is independent of the choice of
the metric hVσ . The regulator (6) is now characterized by
rσ,p(cycl(V )) = [c˜hp(∇Vσ ,∗,∇Vσ)] ∈ Hp(M ;R) .
The choice of a conjugation invariant collection hV := (hVσ)σ of metrics h
Vσ for all
embeddings σ : R → C is called a geometry on V . One motivation for introducing the
differential extension K̂R 0 of algebraic K-theory of R is that it can capture a refined
cycle class
ˆcycl(V, hV ) ∈ K̂R 0(M) (7)
which combines the information about the class cycl(V ) ∈ KR0(M) and the collection
of characteristic forms (c˜hp(∇Vσ ,∗,∇Vσ))σ with secondary invariants.
We now consider a proper submersion pi : M → B between manifolds. On the one
hand, an R-bundle V can be pushed forward along pi by taking fibre-wise cohomology. In
sheaf theoretic terms, one considers the higher derived images Ripi∗(V ) as R-bundles on
B. On the other hand, for every cohomology theory E∗ represented by a spectrum E,
we have the Becker-Gottlieb transfer tr : E∗(M) → E∗(B). Via the cycle map we can
compare the sheaf-theoretic push-forward with the Becker-Gottlieb transfer in algebraic
K-theory. We have the following equality in KR0(B):∑
i≥0
(−1)icycl(Ripi∗(V )) = tr(cycl(V )) . (8)
The Bismut-Lott index theorem [BL95] implies that (8) holds true in Hp(B;R) after
application of the regulator rσ,p described above. The equality (8) in KR
0(B) itself is a
consequence of the Dwyer-Weiss-Williams index theorem [DWW03].
The fundamental question considered in [BG13] concerned the refinement of (8) to
differential algebraic K-theory. First of all, in [BG13] we construct a differential Becker-
Gottlieb transfer
tˆr : Eˆ∗(M)→ Eˆ∗(B)
for every (Hopkins-Singer) differential cohomology theory Eˆ∗. This differential refinement
of tr depends on the additional choice of a Riemannian structure gpi on pi.
If (V, hV ) is a bundle of R-modules with geometry, then we define geometries h
Ripi∗(V )
L2
on the bundles Ripi∗V using fibre-wise Hodge theory. These constructions allow us to lift
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both sides of (8) to differential algebraic K-theory. A simple check using the local version
of the Bismut-Lott index theorem [BL95] shows that the naive differential version of (8)
is not true. But the theory of Bismut-Lott provides a natural candidate for a correction
term, which can be expressed in terms of a higher analytic torsion form T (pi, gpi, V, hV ) ∈
Ω−1(B;C). We refer to [BG13] for details. In the following formula, a denotes the map
from differential forms to differential cohomology as in (2).
Conjecture 1.2 (Transfer Index Conjecture (TIC)). The equality∑
i≥0
(−1)i ˆcycl(Ripi∗(V ), hR
ipi∗(V )
L2 ) + a(T (pi, gpi, V, hV )) = tˆr( ˆcycl(V, hV )) (9)
holds true in K̂R 0(B).
The TIC is an interdisciplinary statement which combines homotopy theory, global
analysis, and arithmetic. It subsumes known results like the local version of the Bismut-
Lott index theorem [BL95], the Dwyer-Weiss-Williams index theorem [DWW03], or a
version of the Cheeger-Mu¨ller theorem [Che79], [Mu¨l78]. Further special cases and arith-
metic consequences are discussed in [BG13, Sec. 5]. At the moment, it is still wide open.
We now describe Lott’s relation. We consider a short exact sequence
V : 0→ V0 → V1 → V2 → 0 , gV := (gVi)i=0,1,2 , (10)
of R-bundles on M together with a choice of geometries. In KR0(M) we then have the
relation
cycl(V0)− cycl(V1) + cycl(V2) = 0 . (11)
It is again a natural question whether this equality refines to differential algebraic K-
theory. By the theory of Bismut-Lott [BL95], the naive refinement does not hold in
general, but there is a natural correction term given by a finite dimensional version of
the higher analytic torsion form T (V , gV) ∈ Ω−1(M ;C). In [BG13] we conjectured and
partially verified the following result:
Theorem 1.3. Lott’s relation
ˆcycl(V0, g
V0)− ˆcycl(V1, gV1) + ˆcycl(V2, , gV2) = a(T (V , gV))
holds true in K̂R 0(M).
The complete proof of this theorem is one of the main achievements of the present
paper (see Theorem 5.25). As a consequence, one gets the existence of the natural trans-
formation asserted in Lott’s Conjecture 1.1. The Transfer Index Conjecture then implies
the second statement of Conjecture 1.1.
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1.3 The higher-dimensional case
The paper [BG13] is devoted to the study of the differential algebraic K-theory of rings
of integers in number fields. In the current paper we generalize this theory to general
noetherian, regular, and separated schemes X such that the base change X ⊗ Q :=
Spec(Q) ×Spec(Z) X is of finite type over Spec(Q). We call them arithmetic schemes.
In this realm, the case of rings of integers in a number field corresponds to arithmetic
schemes X = Spec(R)→ Spec(Z) which are finite over Spec(Z).
To a scheme X we can associate its connective algebraic K-theory spectrum. In the
present paper, this spectrum is denoted by KZ(X) and defined in Definition 3.12 as the
evaluation of a certain sheaf of spectra KZ on X. The connection with the notation used
in Subsection 1.2 is established by KR ' KZ(Spec(R)). The algebraic K-groups of X
are defined in terms of the homotopy groups of the algebraic K-theory spectrum of X as
Kn(X) := pin(KZ(X)). (12)
In order to construct a differential extension1 K̂(X)0 of the cohomology theory deter-
mined by the spectrum KZ(X), we must fix differential data, i.e. a chain complex C and
the comparison map c as in (1). They should satisfy the following requirements:
Firstly, the chain complex C should model the real homotopy type of the spectrum
KZ(X) as close as possible. We adopt this requirement in order to assure that the flat part
of the differential extension may contain a maximum of interesting secondary information.
Secondly, in order to have a chance to generalize the cycle map for geometric bundles,
the groups Ωcl(M ;C) should be the recipient of explicitly given characteristic forms like
the forms c˜hp(∇Vσ ,∗,∇Vσ) in the number ring case.
For a number ring R the real homotopy type of KR has been computed by Borel, see
Example 3.15 for the statement. In contrast, for a higher dimensional scheme X the real
homotopy type of KZ(X) is unknown and one subject of Beilinson’s conjectures, which
will be reviewed in Subsection 3.4. According to these conjectures, the absolute Hodge
cohomology
H−∗Hodge(X) :=
⊕
p∈Z
H2p−∗Hodge(X,R(p))
of X can serve as a good approximation of K∗(X)⊗R. The relation between K-theory and
absolute Hodge cohomology is implemented by Beilinson’s regulator, which generalizes
Borel’s regulator from the case of number rings. Originally, this regulator and absolute
Hodge cohomology were introduced by Beilinson in [Be˘ı84, Be˘ı86] in order to study special
values of L-functions of algebraic varieties.
The absolute Hodge cohomology of a scheme X can be defined as the cohomology of
a complex built from differential forms on the complex manifold X(C) of C-valued points
of X. This chain complex was constructed by Burgos and Wang [Bur94, BW98]. In the
present paper we denote it by DRZ(X), see Definition 3.10. The Beilinson regulator will
1We omit the subscript Z in order to simplify the notation.
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be defined in Definition 4.36 as a natural map of spectra
rBeilZ : KZ(X)→ H(DRZ(X)) , (13)
where H(DRZ(X)) is the Eilenberg-MacLane spectrum of DRZ(X). Now, one could
take the differential data (KZ(X), H(DRZ(X)), r
Beil
Z ) in order to define the differential
extension K̂(X)0 using the Hopkins-Singer construction. But we shall observe that these
choices do not satisfy our second requirement, namely that Ωcl(M,H(DRZ(X))) receives
appropriate characteristic forms. We explain the necessary modifications in the course of
reviewing our new approach to the construction of Beilinson’s regulator, which occupies
Sections 2, 3, and 4.
Previous constructions [Be˘ı84, Sch87, BW98] of the regulator were mainly designed to
produce natural homomorphisms
pi∗(KZ(X))→ H−∗Hodge(X) (14)
of abelian group valued functors. In order to define differential algebraic K-theory we
must lift this to a morphism between sheaves of spectra (13). Our main contribution in
this direction is a construction of such a lift.
We now explain the main ideas going into this construction. If X is a scheme as above
and M is a smooth manifold, then by a bundle on M × X we understand a locally free
and finitely generated pr∗XOX-module, where prX : M × X → X is the projection. If
X = Spec(R) for a number ring R, then a bundle over M × X is the same thing as an
R-bundle as discussed in Subsection 1.2. We consider a site consisting of products of the
form M ×X with the topology given by open coverings of M and Zariski open coverings
of X. On this site we get a stack of bundles with a symmetric monoidal structure given
by the direct sum. The algebraic K-theory sheaf KZ is defined by group completing the
nerve of this stack. The details will be given in Section 3.3. In view of this construction,
a bundle V on M ×X naturally yields a class
cycl(V ) ∈ pi0(KZ(M ×X)) ∼= KZ(X)0(M) .
This is the higher-dimensional generalization of (5).
A geometry gV on a bundle V on M×X involves a hermitian metric and a connection
∇ on its complexification V (C) over M×X(C). The connection captures the holomorphic
structure of the bundle in the direction of X(C). A geometry gives rise to two Chern-Weil
representatives of the Chern character of V (C). On the one hand, the degree-2p part of
the Chern form ch2p(∇) belongs to the pth step of the Hodge filtration along X(C). On
the other hand, the form ipch2p(∇u) is real, where ∇u is the unitarization of ∇ with
respect to the chosen metric. We finally have a transgression c˜h2p−1(∇,∇u) such that
dc˜h2p−1(∇,∇u) = ch2p(∇)− ch2p(∇u) .
We consider the collection of triples of forms
(ch2p(∇u), ch2p(∇), c˜h2p−1(∇,∇u))p∈N (15)
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as the characteristic form associated to the geometric bundle (V, gV ). The complex
DRMf,Z(M×X) introduced in Definition 4.8 is built from forms on the manifoldM×X(C)
in exactly such a way that it captures these characteristic forms as cycles of degree zero.
Moreover, there is a natural inclusion Ω(M,DRZ(X)) → DRMf,Z(M × X), which is a
quasi-isomorphism. This implies that
H0(DRMf,Z(M ×X)) ∼= H(DRZ(X))0(M),
which is the correct target of the regulator rBeilZ applied to elements of KZ(X)
0(M).
We thus define the differential extension K̂(X)0 of the algebraic K-theory of X by
the Hopkins-Singer construction with the slight modification that we replace the complex
Ω(M,DRZ(X)) by the quasi-isomorphic complex DRMf,Z(M×X). It is then not difficult
to define the differential algebraic K-theory class
ĉycl(V, gV ) ∈ K̂(X)0(M) (16)
of a geometric bundle (V, gV ), see Definition 5.9. This is our higher-dimensional general-
ization of (7).
In the following, we comment on one important aspect which we have neglected in
the discussion above. In order to represent the absolute Hodge cohomology of X when
X(C) is not compact, the differential forms entering into the complex DRMf,Z(M ×X)
must satisfy growth conditions at infinity (see Subsection 4.2 for details). If X(C) is not
compact, then for an arbitrary geometry gV the forms in (15) will not necessarily satisfy
the required growth conditions. We therefore introduce the notion of good geometries
(Definition 4.15), whose associated characteristic forms (15) are nice in this respect. By
the work of Burgos-Wang [BW98], good geometries exist locally on M . However, if
X(C) is not compact, then in general we do not know whether good geometries exist
globally on M . Hence we are forced to work with local geometries. For this reason we
must further replace the absolute Hodge complex DRMf,Z(M×X) by its quasi-isomorphic
Cˇech complex with respect to coverings of the manifold M denoted by LDRMf,Z(M×X).
As a consequence of the approach to differential algebraicK-theory K̂(X)0(M) sketched
above, it is clear that it is not only functorial in the variable M , but also in X. In partic-
ular, the cycle map ĉycl in (16) is compatible with this functoriality. Even if we restrict
to number rings, this is an improvement of [BG13].
An aspect truly related to the higher-dimensional generalization of differential alge-
braic K-theory is the homotopy formula in the algebraic direction discussed in 5.4.2. It
is the clue in the proof of Lott’s relation.
Remark 1.4. In a recent paper [HQ15], Hopkins and Quick introduce a Hodge filtered
version of complex bordism. Its construction is very similar in spirit to our definition of
differential algebraic K-theory and also uses related constructions with differential forms.
However, Hodge filtered complex bordism is not a differential version of complex bordism
since from its cohomology classes one cannot recover the differential form representatives
of the relevant cohomology classes.
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1.4 Organization of the paper
In Section 2 we define algebraic K-theory and analyze the construction of regulator maps.
In Subsection 2.1 we define the algebraic K-theory spectrum of a symmetric monoidal
category in terms of an ∞-categorical version of commutative group completion of its
nerve. We introduce the necessary∞-categorical language in the place of its first appear-
ance. In the following two Subsections 2.2 and 2.3 we introduce the notion of a regulator
and explain a procedure to construct a regulator from a characteristic cocycle. In this
way we set up an interface relating classical 1-categorical objects (characteristic cocycles)
with ∞-categorical objects (the regulator).
In Section 3 we introduce the absolute Hodge complex DRZ(X) and specialize the
definition of algebraic K-theory to the cases we need. In Subsection 3.1 we first consider
a version DRC(X) for an algebraic variety X over C, where most of the technical issues
like the growth conditions at ∞ have to be resolved. In Section 3.2 we define DRZ(X)
for an arithmetic scheme X in terms of DRC applied to the base change of X to C. In
Subsection 3.4 we state a version of Beilinson’s conjecture concerning kernel and cokernel
of the regulator.
The purpose of Section 4 is our new construction of the Beilinson regulator. We
introduce the site of products M ×X of manifolds and schemes X in Subsection 4.1. In
Subsection 4.2 we extend the definition of the absolute Hodge complex to such products
M × X and define DRMf,Z. In the next two Subsections 4.3 and 4.4 we introduce the
notion of bundles on M × X and of good geometries, and we construct the associated
characteristic forms. In the Subsections 4.5 and 4.6 we apply the general theory developed
in Section 2 in order to define the algebraic K-theory sheaf KMf,Z and the Beilinson
regulator rBeilZ : KMf,Z → H(DRMf,Z) which induces (13) by evaluation at ∗ × X. In
Subsection 4.7 we verify that our spectrum level regulator (13) really induces the classical
regulator (14). In Subsection 4.8 we show that the set-up developed in the present paper
allows us to rederive easily the generalization of the Karoubi regulator, which was first
obtained in [Tam12].
The final Section 5 is devoted to differential algebraic K-theory and the verification
of Lott’s relation. Its first three subsections contain the construction of the differential
algebraic K-theory spectrum K̂(X), the calculation of its homotopy groups, and the cycle
map ĉycl, see (16). In Subsection 5.4 we discuss the homotopy formulas in the manifold
and in the algebraic direction. We comment on the relation of differential algebraic K-
theory to arithmetic K-theory in Subsection 5.5. Since Lott’s relation and the TIC have
been stated in [BG13] in the set-up developed for number rings there, we provide the
precise relation between [BG13] and the specialization of the theory of the present paper
to number rings in Subsection 5.6. This will be used in Subsection 5.7, where we complete
the proof of Lott’s relation.
We tried to make the main text self contained. But the explanation at the place of
first appearance of some of the technical details would take the reader to far apart from
the main course of reading. We therefore have collected some elements of ∞-categorical
sheaf theory in the Appendix A.
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2 Regulators
2.1 Definition of algebraic K-theory
In this subsection we describe the algebraic K-theory spectrum of a symmetric monoidal
category in terms of nerves and group completion. This will later be applied to the
categories of finitely generated projective modules over a ring or of vector bundles on a
regular scheme.
We start with the inclusion of commutative monoids into commutative groups, which
is part of an adjunction
K0 : CommMon(Set) CommGroup(Set) : incl .
The left-adjoint of incl is the group completion functor K0, also called the Grothendieck
construction.
Example 2.1. For a unital associative ring R, we can consider the category P(R) of finitely
generated projective R-modules and its maximal subgroupoid iP(R), which has the same
objects as P(R), but only the isomorphisms as morphisms. The direct sum induces the
structure of a commutative monoid on its set of isomorphism classes pi0(iP(R)). We thus
have pi0(iP(R)) ∈ CommMon(Set) and K0(R) := K0(pi0(iP(R))) is the zeroth K-theory
group of R. In order to define higher algebraic K-theory in a similar manner we want to
apply the Grothendieck construction not to the set of isomorphism classes of P(R), but
to the category P(R) itself. This is best formulated using the language of ∞-categories.
In the present paper, by an ∞-category we mean more precisely an (∞, 1)-category,
i.e. we require all higher (≥ 2) morphisms to be invertible. We will model∞-categories by
quasi-categories, i.e. simplicial sets which satisfy the inner horn filling condition. These
were first introduced by Boardman-Vogt [BV73], and then developed systematically by
Joyal [Joy02] and Lurie. Our main references are the books [Lur09] and [Lur14]. For a
quick overview, we refer the reader to [Gro10].
Given ∞-categories D and E, the simplicial mapping space of maps of simplicial sets
from D to E is again an ∞-category. We denote it by Fun(D,E).
If C is an ordinary category, then its nerve N(C) is a simplicial set which happens
to be an ∞-category. Most of the ∞-categories used in the present paper are of the
form N(C)[W−1] for some ordinary category C and some class of morphisms W in C.
The localization N(C)[W−1] and the morphism ι : N(C) → N(C)[W−1] are characterized
essentially uniquely by the universal property [Lur14, Def. 1.3.4.1]: For every∞-category
E, the composition with ι induces a fully faithful embedding Fun(N(C)[W−1],E) →
Fun(N(C),E) whose essential image consists of those functors N(C)→ E that map each
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morphism in W to an equivalence in E. Usually, we will not write ι explicitly. If X
is an object of C, then we will use the notation X also for ι(X) and make clear in the
surrounding text that we consider X as an object in the localization.
As an example, we let sSet be the category of simplicial sets and W be the class of
weak equivalences, i.e. maps which induce isomorphisms in homotopy groups. Then we
get the ∞-category N(sSet)[W−1] of spaces.
For a pair of objects X, Y of an ordinary category, we have a set of morphisms
Hom(X, Y ). In contrast, for two objects X, Y of an ∞-category we have a mapping space
map(X, Y ) ∈ N(sSet)[W−1] [Lur09, 1.2.2.1].
The theory of symmetric monoidal∞-categories and the notion of commutative monoids
therein is developed in [Lur14]. In the present paper we abuse language slightly. We call
an∞-category C symmetric monoidal, if it is equivalent to the fibre C〈1〉 of a cocartesian
fibration C⊗ → N(Fin∗) which is the data of a symmetric monoidal ∞-category in the
sense of [Lur14, Definition 2.0.0.7]. The underlying symmetric monoidal structure will
always be clear from the context. We define the ∞-category of commutative algebra
objects CAlg(C) in C as in [Lur14, Definition 2.1.3.1].
The ∞-category N(sSet)[W−1] is symmetric monoidal with its cartesian symmetric
monoidal structure. In this special case, we call commutative algebras commutative
monoids and use the notation
CommMon(N(sSet)[W−1]) := CAlg(N(sSet)[W−1]) .
Commutative monoids in N(sSet)[W−1] are also known as E∞-spaces. A grouplike E∞-
space will be called a commutative group. In order to define this notion, we use the
symmetric monoidal functor pi0 : N(sSet)[W
−1] → Set. We define the ∞-category of
commutative groups in N(sSet)[W−1] to be the full subcategory
CommGroup(N(sSet)[W−1]) ⊂ CommMon(N(sSet)[W−1])
of commutative monoids which are mapped to groups under pi0.
The notion of group completion now generalizes. In fact, the inclusion of the ∞-
category of commutative groups into the ∞-category of commutative monoids is again
the right-adjoint of an adjunction
ΩB : CommMon(N(sSet)[W−1]) CommGroup(N(sSet)[W−1]) .
We use the symbol ΩB resembling an explicit model for the group completion since we
want to reserve the letter K to denote the K-theory spectrum functor.
Example 2.2. A simplicial abelian monoid or group is mapped under the canonical map
N(sSet)→ N(sSet)[W−1] to a monoid respectively a group in N(sSet)[W−1]. An example
of a commutative group in N(sSet)[W−1] which does not come from a simplicial abelian
group is the infinite loop space Ω∞S of the sphere spectrum S.
We let Sp denote the∞-category of spectra. We refer to [Lur14, Subsection 1.4.3] for
details. It is related with the ∞-category of pointed simplicial sets N(sSet)∗[W−1] by an
adjunction
Σ∞∗ : N(sSet∗)[W
−1] Sp : Ω∞∗ .
15
The infinite loop space functor Ω∞∗ refines to a functor
Ω∞ : Sp→ CommGroup(N(sSet)[W−1]) . (17)
The∞-category Sp is the basic example of a stable∞-category in the sense of [Lur09,
1.1.1.9]. In general, if X and Y are objects of any stable ∞-category, then we have a
mapping spectrum Map(X, Y ) ∈ Sp. The ∞-categorical mapping space can be recovered
from the mapping spectrum by the equivalence
map(X, Y ) ' Ω∞∗ Map(X, Y )
in N(sSet)[W−1].
The inclusion of the full subcategory of connective spectra into all spectra is part of
an adjunction
incl : Sp≥0  Sp : τ≥0 .
The restriction of (17) to connective spectra provides an equivalence of ∞-categories
Ω∞ : Sp≥0
∼−→ CommGroup(N(sSet)[W−1]) . (18)
The composition of its inverse with the forgetful functor from connective to all spectra
will be denoted by
sp : CommGroup(N(sSet)[W−1])→ Sp . (19)
One source of commutative monoids in simplicial sets are the nerves of symmetric
monoidal categories. In general, a symmetric monoidal category can be considered as a
commutative monoid in the 2-category of categories Cat2. If the associator and symmetry
transformations are not given by identities, then it is not a commutative monoid in the
1-category of categories Cat. But it gives rise to a commutative monoid in the ∞-
category N(Cat)[W−1] with its cartesian structure, where W is the class of categorical
equivalences. Following the notation for simplicial sets, we will also use the notation
CommMon instead of CAlg for commutative monoids in N(Cat)[W−1]. The nerve
functor N : N(Cat)[W−1] → N(sSet)[W−1] is symmetric monoidal with respect to the
cartesian structures and therefore induces a transformation
N : CommMon(N(Cat)[W−1])→ CommMon(N(sSet)[W−1]) .
We have a functor i : Cat→ Cat which maps any category C to its maximal subgroupoid
iC. The induced functor i : N(Cat)[W−1]→ N(Cat)[W−1] is also symmetric monoidal.
Definition 2.3. We call the composition
K := sp ◦ ΩB ◦ N◦i : CommMon(N(Cat)[W−1])→ Sp
the algebraic K-theory functor.
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Remark 2.4. Note that we use the symbol K in two ways depending on the type of its
argument. On the one hand, if R is a ring, then KR and K∗(R) denote the algebraic K-
theory spectrum and K-groups of R, respectively. On the other hand, if C is a symmetric
monoidal category, then K(C) is the spectrum as in Definition 2.3.
Example 2.5. We consider the monoid N as a symmetric monoidal category with only
identity morphisms. This is actually a commutative monoid in Cat, so in particular in
N(Cat)[W−1]. We have an equivalence K(N) ' HZ, where HZ is the Eilenberg-MacLane
spectrum characterized by
pin(HZ) ∼=
{
Z, if n = 0,
0 else.
Example 2.6. For a unital associative ring R, we consider the category P(R) of finitely
generated projective R-modules. It is symmetric monoidal with respect to the direct sum
⊕. It is not even a monoid in the 1-category of categories Cat since the associator is
not the identity. But P(R) can naturally be viewed as a commutative monoid in Cat2
and therefore in N(Cat)[W−1]. Hence we can apply the algebraic K-theory functor K to
P(R). It is known that we have an equivalence K(P(R)) ' KR (see e.g. [Wei13, IV.4.8,
IV.4.11.1]). In the present paper we will actually take this as a definition of the algebraic
K-theory spectrum KR of the ring R.
The considerations above generalize to diagrams indexed by a simplicial set S. In
order to simplify the notation, we retain the symbol of a functor in order to denote its
object-wise extension to diagrams.
Definition 2.7. The connective algebraic K-theory of a diagram
V ∈ Fun(S,CommMon(N(Cat)[W−1]))
of symmetric monoidal categories is the diagram of spectra
K(V) ∈ Fun(S,Sp) , K(V) := sp(ΩB(N(iV))) .
2.2 The space of regulators
Let V be a symmetric monoidal category. To determine the homotopy type of K(V)
is in general a difficult task. So we are interested, as a first approximation, in some
cohomological information about K(V). We consider cohomology theories represented
by Eilenberg-MacLane spectra.
The ∞-category of spectra Sp has a closed symmetric monoidal structure based on
the smash product. In particular, we can define the ∞-category of commutative ring
spectra CAlg(Sp).
We let Ch be the category of chain complexes and chain maps. We form the ∞-
category N(Ch)[W−1], where W is the class of quasi-isomorphisms. It is a presentable and
stable∞-category with a symmetric monoidal structure induced by the tensor product of
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chain complexes. The tensor unit is given by the chain complex Z concentrated in degree
zero.
Since the ∞-category N(Ch)[W−1] is stable, for a pair of objects C,D ∈ N(Ch)[W−1]
we have a mapping spectrum Map(C,D) ∈ Sp. In particular, we can consider the en-
domorphism spectrum Map(Z,Z) which has the structure of an associative algebra with
product given by the composition. Since N(Ch)[W−1] is symmetric monoidal and Z is
the tensor unit, this spectrum Map(Z,Z) is actually a commutative algebra which we will
denote by HZ ∈ CAlg(Sp). It gives rise to the ∞-category of HZ-modules Mod(HZ).
The Eilenberg-MacLane equivalence
H : N(Ch)[W−1] ∼→Mod(HZ) (20)
is an equivalence of closed symmetric monoidal ∞-categories. Its existence is asserted in
[Lur14, Thm. 7.1.2.13]. In particular, it sends Z to HZ. See also [BG13, Subsection 6.8].
Remark 2.8. The Eilenberg-MacLane correspondence sends a chain complexA ∈ N(Ch)[W−1]
to the HZ-module Map(Z, A), where the HZ = Map(Z,Z)-module structure is given by
precomposition. In particular, we compute
pi∗(H(A)) ∼= pi∗(Map(Z, A)) ∼= H−∗(A), (21)
as expected.
We have an adjunction
Free : SpMod(HZ) : U
where Free maps a spectrum E to the HZ-module E ∧HZ, and the forgetful functor U
takes the underlying spectrum of an HZ-module. We will also use the notation H for the
composition
N(Ch)[W−1] H−→Mod(HZ) U−→ Sp . (22)
This composition of an equivalence and a right-adjoint preserves limits. By definition,
an Eilenberg-MacLane spectrum is a spectrum which can be presented as H(A) for some
A ∈ N(Ch)[W−1].
Given a symmetric monoidal category V ∈ CommMon(N(Cat)[W−1]) and a chain
complex F ∈ N(Ch)[W−1], we can now consider the commutative group
Ω∞Map(K(V), H(F )) ∈ CommGroup(N(sSet)[W−1]) ,
where Ω∞ is as in (17). The homotopy groups of Ω∞Map(K(V), H(F )) are the cohomology
groups of K(V) with coefficients in F .
Example 2.9. Let R[−i] be the chain complex whose only non-trivial component is R in
cohomological degree i. Then we have
pi0(Ω
∞Map(K(V), H(R[−i]))) ∼= H i(K(V);R) .
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In order to give a precise functorial definition of regulators we extend these consider-
ations to diagrams. We consider a simplicial set S, a diagram of chain complexes
F ∈ Fun(S, N(Ch)[W−1]), (23)
and a diagram
V ∈ Fun(S,CommMon(N(Cat)[W−1]))
of symmetric monoidal categories. Using that Fun(S,Sp) is again a stable ∞-category,
two diagrams of spectraX, Y ∈ Fun(S,Sp) give rise to the mapping spectrum Map(X, Y ) ∈
Sp.
Definition 2.10. For F and V as above, the commutative group of F -valued regulators
for V is defined by
Reg(V , F ) := Ω∞Map(K(V), H(F )) ∈ CommGroup(N(sSet)[W−1]) .
Below we also use the term regulator for elements in pi0(Reg(V , F )).
Example 2.11. Let Rings be the category of commutative, associative, unital rings. We
can define a morphism of ∞-categories
P : N(Rings)→ CommMon(N(Cat)[W−1])
which maps a ring R to the symmetric monoidal category P(R) (see Example 2.6), and
a morphism of rings R→ S to the functor P(R)→ P(S) of extension of scalars given by
M 7→ M ⊗R S. Then we can consider S := N(Rings) and V := P . For F we take the
constant functor Z with value Z. A regulator φ ∈ pi0(Reg(P ,Z)) gives rise to a natural
homomorphism φ : K0(R) → Z. Such a natural homomorphism is necessarily trivial,
i.e. pi0((Reg(P ,Z))) ' ∗.2
In contrast, if Domains ⊆ Rings is the full subcategory of integral domains, and
S0 := N(Domains), then there is an element r(ωrk) ∈ pi0(Reg(P|S0 ,Z|S0)) which induces
the rank homomorphism rk : K0(R)→ Z. A precise construction of r(ωrk) will be given
below in Example 2.15.
2.3 Regulators and characteristic cocycles
Because of the∞-categorical nature of the objects involved, it appears to be a complicated
task to produce regulators explicitly. Fortunately, the notion of a characteristic cocycle
introduced below in Definition 2.12 amounts to a formidable reduction of complexity. The
main goal of the present subsection is to indicate a general machine to produce regulators
from characteristic cocycles.
We consider a simplicial set S, a diagram
V ∈ Fun(S,CommMon(N(Cat)[W−1]))
2 Hint: For any ring R, consider the class of R× 0 in K0(R×R) ∼= K0(R)⊕K0(R).
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of symmetric monoidal categories, and a diagram
F ∈ Fun(S, N(Ch))
of chain complexes. Note that we do not invert the quasi-isomorphisms here on purpose.
We derive from V the diagram of commutative monoids of isomorphism classes of objects
of V
pi0(iV) ∈ Fun(S, N(CommMon(Set)))
and from F the diagram of degree-zero cycles
Z0(F ) ∈ Fun(S, N(Ab)) .
Definition 2.12. A characteristic cocycle is a transformation
ω : pi0(iV)→ Z0(F )
between objects of Fun(S, N(CommMon(Set))).
We can consider sets as categories with only identity morphisms. Similarly, commu-
tative monoids are symmetric monoidal categories. In this sense we have the symmetric
monoidal functor iV → pi0(iV) which associates to every object its isomorphism class. We
consider the composition
iV → pi0(iV) ω−→ Z0(F )
of morphisms in Fun(S,CommMon(N(Cat)[W−1])) to which we apply the algebraic
K-theory functor from Definition 2.7. We get a map
K(V) K(ω)−−−→ K(Z0(F )) . (24)
Remark 2.13. We need to understand the target of (24). We claim that we have a
commutative diagram
N(Ab)
(−)[0]

cat // CommMon(N(Cat)[W−1])
K

N(Ch)[W−1] H // Sp
(25)
where the left vertical arrow maps an abelian group A to the chain complex A[0] with the
group A placed in degree zero, cat interprets an abelian group A as a symmetric monoidal
category with set of objects A and only identity morphisms, and H and K are as in (22)
and Definition 2.3, respectively. In fact, both compositions naturally factor through the
full subcategory Sp0 ⊂ Sp of spectra E satisfying pii(E) = 0 for all i 6= 0. The functor
pi0 : Sp0 → N(Ab) is an equivalence, since for E,F ∈ Sp0 the mapping space map(E,F )
has contractible components and pi0(map(E,F )) ∼= Hom(pi0(E), pi0(F )). The claim now
follows, since we have a natural isomorphism of functors N(Ab)→ N(Ab)
pi0 ◦H ◦ (−)[0] ∼= idAb ∼= pi0 ◦K ◦ cat .
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The square (25) gives an equivalence
K(Z0(F ))
'−→ H(Z0(F )[0]) . (26)
We have a natural map of diagrams of chain complexes
Z0(F )[0]→ F
which induces the map
H(Z0(F )[0])→ H(F ) . (27)
Definition 2.14. We define the regulator
r(ω) ∈ pi0(Reg(V , F ))
associated to the characteristic cocycle ω : pi0(iV)→ Z0(F ) to be the composition
K(V) (27)◦(26)◦(24)−−−−−−−−→H(F ) .
Example 2.15. We continue the Example 2.11. We let S0 := N(Domains) and F := Z.
Then we get the characteristic cocycle
ωrk : pi0(iP)→ Z0(Z) ∼= Z
which maps the isomorphism class [M ] ∈ pi0(iP(R)) of a finitely generated projective
R-module M to its rank rk(M) ∈ Z. The regulator
r(ωrk) ∈ pi0(Reg(P|S0 ,Z|S0))
is the non-trivial regulator mentioned in Example 2.11.
3 Absolute Hodge cohomology and Beilinson’s regu-
lator
In the previous section we described a general machinery to produce regulators. In the
present section we start with its application to the Beilinson regulator for smooth varieties
over C or arithmetic schemes. In particular, we describe the relevant domain and target
for the regulator map. In view of Beilinson’s famous conjectures [Be˘ı84, Be˘ı86], the
appropriate cohomology is the absolute Hodge cohomology of the scheme considered.
In order to construct a differential version of algebraic K-theory for such schemes we
need a complex computing absolute Hodge cohomology built out of forms, with a good
functorial behaviour. This is accomplished in Subsections 3.1 and 3.2 building upon
work of Burgos [Bur94]. In Subsection 3.3, we introduce the domain of the regulator, a
sheaf of spectra representing algebraic K-theory. While the actual construction of the
regulator is deferred to Section 4, we formulate Beilinson’s conjecture in Subsection 3.4.
The constructions in Section 4 are technically involved because of the presence of an
additional manifold direction. The present section can be considered as an introduction
to Section 4, specialized to the case where the additional manifold is a point.
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3.1 The absolute Hodge complex DRC
By a variety over C we will mean a reduced, separated scheme such that all its connected
components are of finite type over C. We let SmC denote the site of smooth varieties over
C with the topology given by Zariski open coverings.
Example 3.1. The site SmC contains for example:
1. the multiplicative group Gm,C,
2. the affine space AnC,
3. but also large objects like the disjoint union of complex projective spaces
⊔
n∈N PnC.
Let X be a smooth variety over C. According to Nagata [Nag62] and Hironaka [Hir64]
there exists an open immersion j : X ↪→ X into a smooth variety X over C such that each
connected component of X is proper over C and each connected component of D := X−X
is a divisor with normal crossings. We call X a good compactification of X.
Example 3.2.
1. A good compactification of Gm,C is given by P1C with D = {0,∞}.
2. A good compactification of the affine space AnC is given by PnC with D ∼= Pn−1C .
3. A good compactification of
⊔
n∈N PnC is
⊔
n∈N PnC itself.
The set of C-valued points X(C) has a natural structure of a complex manifold. By
abuse of notation we will denote it simply by X. It will always be clear from the context
whether we consider X as an abstract variety or as a complex manifold. Burgos introduces
in [Bur94] a differential graded algebra AX(X, logD) of complex valued smooth differential
forms on X with logarithmic singularities along D. It is part of a mixed R-Hodge complex
in the sense of [Del74, 8.1.5] (see (31) below). We first describe its real subcomplex
AX,R(X, logD) ⊂ AX(X, logD)
with its weight filtration
W∗AX,R(X, logD) . (28)
For a smooth manifold Y , let
AR(Y ) ⊂ A(Y ) (29)
denote the differential graded algebras of smooth real, respectively, complex valued dif-
ferential forms on Y . We define AX,R(X, logD) ⊂ AR(X) to be the subcomplex which is
locally generated as an algebra over AR(X) by 1 and the forms
log(ziz¯i) , Re(
dzi
zi
) , Im(
dzi
zi
) , i ∈ I .
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Here the zi, i ∈ I are local coordinates of X in the analytic topology which define the di-
visor D locally by the equation
∏
i∈I zi = 0. The weight filtration on AX,R(X, logD) is the
minimal multiplicative increasing filtration by subcomplexes such thatW0AX,R(X, logD) =
AR(X) and the forms log(ziz¯i), Re(
dzi
zi
), and Im(dzi
zi
) generate the weight-1 subcomplex.
We let AX(X, logD) ⊆ A(X) be the image of AX,R(X, logD)⊗C under the canonical
map AR(X) ⊗ C → A(X). The complex AX(X, logD) has a decreasing multiplicative
Hodge filtration
F∗AX(X, logD) . (30)
By definition, a form ω ∈ AX(X, logD) belongs to FpAX(X, logD) if it is locally a sum
of forms of the form dζi1 ∧ · · · ∧ dζip ∧ ω′, where the ζi are complex coordinates of X.
Let
ι : AX,R(X, logD)⊗R C
∼=→ AX(X, logD)
be the canonical identification. By [Bur94, Corollary 2.2], the triple(
(AX,R(X, logD),W∗), (AX(X, logD),W∗,F∗), ι
)
(31)
is a mixed R-Hodge complex. Recall that this implies in particular that the cohomology
H∗
(
AX,R(X, logD)
)
carries a mixed R-Hodge structure in the sense of [Del71, 2.3.1].
Precisely, it is given as follows: By [Bur94, Theorem 2.1] together with [Del71, 3.1.8] the
embeddings
AX¯,R(X, logD)→ AR(X), AX¯(X, logD)→ A(X) (32)
are quasi-isomorphisms. So Hn(AX,R(X, logD))
∼= Hn(X;R) is the singular cohomology
of the complex manifold X(C) with R-coefficients. The weight filtration on Hn(X;R) is
induced via (32) by the filtration (28), shifted by n,
WkHn(X;R) := im
(
Hn(Wk−nAX¯,R(X, logD))→ Hn(AX¯,R(X, logD))
)
,
and the Hodge filtration on the complexificationHn(X;R)⊗RC ∼= Hn(X;C) is induced via
(32) by (30). By [Del71, 3.2.5], the mixed R-Hodge structure on H∗(X;R) is independent
of the choice of the good compactification.
Example 3.3. 1. We have H0(AnC;R) ∼= R(0), where the mixed R-Hodge structure R(0)
on the underlying real vector space V := R is characterized by
0 =W1V ⊂ W0V = V , VC = F0VC ⊃ F1VC = 0 .
Indeed, the real vector space H0(AnC;R) is generated by the class of the constant
function 1 ∈ A0PnC ,R(AnC, logP
n−1
C ), which belongs to weight- and Hodge filtration
zero.
2. As mixed R-Hodge structures, we have H1(Gm,C;R) ∼= R(−1), where R(−1) denotes
the dual of the Tate R-Hodge structure R(1) (cf. [Del71, 2.1.13]). The underlying
real vector space of R(−1) is V := R. The weight- and Hodge filtrations are char-
acterized by
0 =W1V ⊂ W2V = V
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and
VC = F1VC ⊃ F2VC = 0.
Indeed, H1(Gm,C;R) is generated by the class of
dz
z
+
dz¯
z¯
∈ W1A1P1C,R(Gm,C, log{0,∞}) ,
and H1(Gm,C;C) is generated by the class of
dz
z
∈ F1A1P1C(Gm,C, log{0,∞}) .
Recall that the de´calage of the weight filtration (28) is given by
WˆkAnX,R(X, logD) := {ω ∈ Wk−nAnX,R(X, logD) | dω ∈ Wk−n−1An+1X,R(X, logD)} . (33)
It induces the weight filtration on H∗(X,R) without the shift by the degree (see [Del71,
1.3.4]), and by [Del71, 3.2.10] the associated spectral sequence degenerates at E1. In
particular, we have
WkH∗(X;R) ∼= H∗(WˆkAX,R(X, logD)) . (34)
The same reasoning applies to the cohomology of any mixed R-Hodge complex (see [Del74,
8.1.9]).
In the following, we get rid of the choice of the good compactification and define a
presheaf of mixed R-Hodge complexes on the site SmC. For a smooth variety X, the
category IX of good compactifications of X with respect to maps under X is cofiltered
and essentially small. For a morphism
X
  
X // X
′
in IX we have an inclusion
AX′(X, log(X
′ \X)) ⊆ AX(X, log(X \X)) (35)
which is compatible with the real subcomplex and the weight and Hodge filtrations. By
[Del71, Thm. 3.2.5] and (34) it is in fact a bifiltered quasi-isomorphism with respect to
Wˆ and F . Hence we get functors
IopX → Ch , (X → X) 7→ AX(X, log(X \X)), (36)
and subfunctors corresponding to the real subcomplex and the weight and Hodge filtra-
tions.
For any 1-category C, we denote the 1-category of presheaves on SmC with values in
C by PShC(SmC). There is an equivalence of ∞-categories
N(PShC(SmC)) ' Fun(N(SmopC ), N(C)).
We will often use similar identifications implicitly when we consider the category of func-
tors between 1-categories as ∞-category.
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Definition 3.4. We define the presheaf of chain complexes
Alog ∈ PShCh(SmC)
by
X 7→ Alog(X) := colimIopX AX(X, log(X \X)) .
Furthermore, we define
Alog,R, Wˆ∗Alog,R, Wˆ∗Alog, F∗Alog ∈ PShCh(SmC)
in a similar manner.
Using the exactness of a filtered colimit it is clear that for any X ∈ SmC the triple
((Alog,R(X),W∗), (Alog(X),W∗,F∗), ι)
is a mixed R-Hodge complex computing the mixed R-Hodge structure on H∗(X;R) de-
scribed above which moreover depends in a functorial way on X.
Let S be a site, and let S be the∞-category N(Sop). Let C be a presentable∞-category
[Lur09, Ch. 5]. Using the covering families of the site S, we define the full subcategory of
sheaves
Fundesc(S,C) ⊆ Fun(S,C) (37)
which are the objects satisfying descent. See Subsection A.1 for more details.
Example 3.5. Consider the site Mf of smooth manifolds with the open covering topology,
and write SMf := N(Mf
op).
1. Let R ∈ ShCh(Mf) be the constant sheaf on Mf with value R, considered as a
complex concentrated in degree 0. Then R, considered as an object of the ∞-
category Fun(SMf , N(Ch)) ' N(PShCh(Mf)) is a sheaf. However, its image ι(R) in
Fun(SMf , N(Ch)[W
−1]) is not a sheaf. For example, if U• is the Cˇech nerve (in the
sense of Remark A.2) of the covering of the 1-sphere S1 ⊂ C by S1 \ {1}, S1 \ {−1},
then limN(∆)ι(R)(U•) has cohomology R in degrees 0 and 1, whereas ι(R)(S1) has
cohomology only in degree 0.
2. The complex of smooth forms A is a sheaf when considered in Fun(SMf , N(Ch))
since it consists degree-wise of sheaves in the classical sense. By Lemma A.4, 2. it
is also a sheaf when considered in Fun(SMf , N(Ch)[W
−1]).
We return to the framework of smooth varieties over C. We consider the ∞-category
SC := N(Sm
op
C ).
The presheaves of Definition 3.4 can be seen as objects of the ∞-category
Fun(SC, N(Ch)) ' N(PShCh(SmC))
or also as objects of Fun(SC, N(Ch)[W
−1]). We claim that they are in fact sheaves when
considered as objects in the latter.
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Lemma 3.6. We have
Alog , Alog,R , WˆkAlog,R ,Fp ∩ WˆkAlog ∈ Fundesc(SC, N(Ch)[W−1]) .
Proof. The functors A and AR satisfy descent in the analytic, and hence in the Zariski
topology. Because of the quasi-isomorphisms (32), the inclusions
Alog(X)→ A(X) , Alog,R(X)→ AR(X) (38)
are quasi-isomorphisms for all X ∈ SmC. Hence the subfunctors Alog and Alog,R satisfy
Zariski descent, too.
Next we handle Wˆk. Obviously, condition (A) of Remark A.2 is satisfied. We now
check (B). Let
Tot : cCh→ Ch (39)
be the total complex functor from cosimplicial chain complexes to chain complexes, given
on a cosimplicial complex [q] 7→ F ∗[q] by Tot(F )n := ∏p+q=n F p[q]. For F ∈ cCh, we can
calculate the limit of the corresponding object ι(F ) ∈ Fun(N(∆),Ch[W−1]) by
limN(∆)ι(F ) ' Tot(F )
(see [Bun12, Problem 4.3.2] for an argument).
Let U• be the Cˇech nerve of a Zariski cover of X. We have to show that the map
WˆkAlog,R(X)→ Tot
(
WˆkAlog,R(U•)
)
(40)
is a quasi-isomorphism. Now
((Alog,R(U•),W∗), (Alog(U•),W∗,F∗), ι)
is a cosimplicial mixed R-Hodge complex. Deligne has shown in [Del74, 8.1.15]3 that the
associated total complex TotAlog,R(U•) inherits the structure of a mixed R-Hodge complex
whose weight and Hodge filtrations W∗ and F∗ are given by
Wk(TotAlog,R(U•)) :=
⊕
p
Wk+pAlog,R(Up) and Fp(TotAlog(U•)) := Tot(FpAlog(U•)),
respectively. Hence the cohomology H∗(TotAlog,R(U•)) carries a mixed R-Hodge structure,
and by (34) and the remark following it, the horizontal maps in the diagram
H∗
(
Wˆk (TotAlog,R(U•))
) ∼= //WkH∗ (TotAlog,R(U•))
H∗
(
WˆkAlog,R(X)
) ∼= //
OO
WkH∗ (Alog,R(X))
OO
(41)
3 Note that our complexes are bounded below. Hence it makes no difference, whether we use the
direct product total complex Tot or the direct sum total complex as Deligne does.
26
are isomorphisms.
It is easy to see that the de´calage of the weight filtration satisfies
Wˆk (TotAlog,R(U•)) = Tot
(
WˆkAlog,R(U•)
)
.
Hence, in order to prove that (40) is a quasi-isomorphism, it suffices to check that the
right vertical map in (41) is an isomorphism. But H∗(Alog,R(X)) → H∗(TotAlog,R(U•))
is a morphism of mixed R-Hodge structures, hence strict with respect to both filtrations
[Del71, 1.2.10], and an isomorphism by Zariski descent for Alog,R.
The main non-formal input for this argument was (34), which is a consequence of
the fact that the spectral sequence associated to Wˆ∗ degenerates at E1. Since this holds
true for F∗Alog and the induced filtration Wˆk ∩ F∗Alog, we can argue similarly for the
remaining cases.
Notation 3.7. Let us introduce some notation concerning complexes and cones. Using the
convention C−i = Ci, a chain complex (C, ∂C) will either be indexed cohomologically,
· · · → Ci ∂C−→ Ci+1 → . . . ,
or homologically,
· · · → C−i ∂C−→ C−i−1 → . . . .
For an integer k, we define the shifted complex (C[k], ∂C[k]) by C[k]
i := Ci+k, or
equivalently C[k]i = Ci−k, with differential ∂C[k] = (−1)k∂C .
If φ : E → F is a morphism of chain complexes, then we have
Cone(E → F )i := Ei+1 ⊕ F i .
For e ∈ Ei+1 and f ∈ F i we write
(e, f) ∈ Cone(E → F )i (42)
for the corresponding element in the cone. The differential of the cone is given by
d(e, f) := (−de, df − φ(e)) .
Definition 3.8. For p ∈ Z we define the absolute Hodge complex twisted by p as
DRC(p) := Cone
((
(2pii)pWˆ2pAlog,R
)
⊕
(
Wˆ2p ∩ FpAlog
)
→ Wˆ2pAlog
)
[2p−1] ∈ PShCh(SmC)
where the map defining the cone is given by (ω, η) 7→ ω − η. Furthermore, we set
DRC :=
∏
p≥0
DRC(p) .
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Note that by Lemma 3.6 we can consider
DRC, DRC(p) ∈ Fundesc(SC, N(Ch)[W−1]) . (43)
The cohomology of DR(p)(X) is, up to a shift, the absolute Hodge cohomology of X as
defined by Beilinson in [Be˘ı86]:
Hk(DRC(p)(X)) ∼= Hk+2pHodge(X,R(p)). (44)
Example 3.9. As an illustration, we calculate the absolute Hodge cohomology of Spec(C).
We get
Hk(DRC(p)(Spec(C))) ∼=

C/ipR if p ≥ 1, k = 1− 2p,
R if p = 0, k = 0,
0 else.
Here we write C/ipR instead of R in order to indicate the action of the Galois group
Gal(C/R) ∼= Z/2Z by complex conjugation. This will be further used in Example 3.11.
3.2 Arithmetic sites and the absolute Hodge complex DRZ
In Subsection 3.1 we described the absolute Hodge complex DRC(X) of a smooth variety
X over C. In the present subsection we extend this construction to noetherian, regular,
and separated schemes X such that the base change X ⊗ Q := Spec(Q) ×Spec(Z) X is of
finite type over Spec(Q). We call them arithmetic schemes. The basic idea is to apply
DRC to the complexification X ⊗ C := Spec(C) ×Spec(Z) X, which is a smooth variety
over C, and to take the action of complex conjugation into account.
We let RegZ be the site of arithmetic schemes with the topology given by Zariski open
coverings. We further introduce the ∞-category
SZ := N(Reg
op
Z ) .
The group Gal(C/R) ∼= Z/2Z acts by complex conjugation on the site SmC. It also
acts on the site of complex manifolds: The complex conjugate of a complex manifold X
is the complex manifold X¯ which has the same underlying smooth manifold as X but the
opposite complex structure. If X is complex algebraic, then so is X¯.
The base change functor
B : RegZ → SmC , B(X) := X ⊗ C
is compatible with the topologies and Z/2Z-invariant in the sense that there exists a
natural isomorphism
uX : B(X)
∼→ B(X) (45)
given by complex conjugation.
An equivariant structure on a presheaf F ∈ PShC(SmC) with values in a category
C is given by a natural isomorphism cX : F (X) → F (X¯) for all X ∈ SmC such that
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cX¯ ◦ cX = id. For example, the sheaf of complex differential forms A ∈ PShCh(SmC)
is equivariant by cX : A(X)
∼→ A(X¯), cX(ω) := ω¯. This action clearly preserves the
real subspace AR(X), restricts to cX : Alog,R(X)
∼→ Alog,R(X¯), and preserves the weight
and Hodge filtrations. Hence it induces an equivariant structure on the absolute Hodge
complexes DRC(p) for p ∈ N and their product DRC.
If a presheaf F ∈ PShC(SmC) is equivariant, then the pull-back B∗F ∈ PShC(RegZ)
has a natural Z/2Z-action given by ω 7→ u∗XcB(X)(ω) for ω ∈ F (B(X)).
If F is a chain complex with an action of a group G, then we let FG ⊆ F denote the
subcomplex of G-invariants. In the case of presheaves of chain complexes with G-action
we take the invariants object-wise.
Definition 3.10. We define the arithmetic versions of the absolute Hodge complex by
DRZ(p) := (B
∗DRC(p))Z/2Z ∈ PShCh(RegZ)
and
DRZ := (B
∗DRC)Z/2Z ∈ PShCh(RegZ) .
Note that DRZ ∼=
∏
p≥0 DRZ(p).
Let GChQ be the category of chain complexes of Q-vector spaces with a G-action. If
G is finite, then the functor GChQ → Ch given by F 7→ FG and forgetting the Q-vector
space structure preserves quasi-isomorphism. Since B∗DRC takes values in Z/2ZChQ,
the object-wise operation of taking invariants B∗DRC  B∗DRZ/2ZC preserves descent
when we consider them as presheaves with target in N(Z/2ZCh)[W−1] and N(Ch)[W−1],
respectively. It thus follows from (43) that the arithmetic versions of the absolute Hodge
complexes have the descent property, too:
DRZ(p), DRZ ∈ Fundesc(SZ, N(Ch)[W−1]) .
Example 3.11. As an illustration, we calculate the absolute Hodge cohomology of X =
Spec(R) for a number ring R. Note that X(C) is the set of embeddings R ↪→ C. It
decomposes into the union
X(C) = X(C)Gal(C/R) unionsqX(C)′
of real and complex embeddings. Then Hk(DRZ(p)(X)) decomposes as a sum over the
orbits X(C)/Gal(C/R). Every real embedding σ ∈ X(C)Gal(C/R) contributes a copy of
Hk(DRC(p)(Spec(C)))Gal(C/R), while every pair (σ, σ¯) ∈ X(C)′/Gal(C/R) of a complex
embedding and its conjugate contributes a copy of Hk(DRC(p)(Spec(C))). Using Exam-
ple 3.9, we get
Hk(DRC(p)(Spec(C)))Gal(C/R) ∼=

R if p ≥ 1 odd, k = 1− 2p,
R if p = 0, k = 0,
0 else.
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We define the integers
r1 := #X(C)Gal(C/R) , r2 := #(X(C)′/Gal(C/R)) . (46)
Then we have
Hk(DRZ(p)(X))
Gal(C/R) ∼=

Rr1+r2 if p ≥ 1 odd, k = 1− 2p,
Rr2 if p ≥ 1 even, k = 1− 2p,
Rr1+r2 if p = 0, k = 0
0 else.
3.3 K-theory
In this subsection we discuss the definition of algebraic K-theory in the complex and
the arithmetic case. A vector bundle on a smooth variety X over C or on an arithmetic
scheme X is a locally free sheaf ofOX-modules which is locally of finite rank. The category
VectC(X) (or VectZ(X), respectively) of vector bundles on X is symmetric monoidal with
respect to the direct sum. A morphism X → Y gives rise to a symmetric monoidal functor
VectC(Y )→ VectC(X) (or VectZ(Y )→ VectZ(X), respectively). Finally, vector bundles
can be glued along open coverings. All this can be formalized by saying that we have
sheaves
VectC ∈ Fundesc(SC,CommMon(N(Cat)[W−1])) , (47)
and
VectZ ∈ Fundesc(SZ,CommMon(N(Cat)[W−1])) .
If we apply the algebraic K-theory functor from Definition 2.7 to these sheaves, then we
get presheaves of spectra K(VectC) ∈ Fun(SC,Sp) and K(VectZ) ∈ Fun(SZ,Sp). Note
that, since K involves the group-completion ΩB, which is a left-adjoint and does not
preserve limits, in general, K does not preserve sheaves. We will use the sheafification
functors L which are the left-adjoints of the inclusions of sheaves into presheaves (see
Subsection A.1)
L : Fun(SC,Sp) Fundesc(SC,Sp) , L : Fun(SZ,Sp) Fundesc(SZ,Sp) .
Definition 3.12. We define the sheaves of K-theory spectra by
KC := L(K(VectC)) ∈ Fundesc(SC,Sp) , KZ := L(K(VectZ)) ∈ Fundesc(SZ,Sp).
Remark 3.13. In this remark we explain why Definition 3.12 reproduces the standard
version of algebraic K-theory as defined by Quillen [Qui73]. In order to be specific we
consider the arithmetic case.
We consider the subcategory of affine schemes RegaffZ ⊂ RegZ and the corresponding
inclusion of nerves SaffZ ⊂ SZ. If Spec(R) ∈ RegaffZ , then we have an equivalence of
symmetric monoidal groupoids
VectZ(Spec(R)) ' P(R) ,
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where P(R) is as in Example 2.6. As argued in this example, we have the first equivalence
in the chain
KR ' K(P(R)) ' K(VectZ(Spec(R)))
(see Remark 2.4 for the two usages of the symbol K). It follows that the functor
K(VectZ)|SaffZ ∈ Fun(S
aff
Z ,Sp)
associates to each object Spec(R) ∈ SaffZ the usual K-theory spectrum KR of the ring
R. It is further known that K(VectZ)|SaffZ satisfies Zariski descent (see below). The latter
property allows us to drop the sheafification in the definition (3.12) of KZ restricted to
SaffZ , and we have an equivalence
(KZ)|SaffZ ' K(VectZ)|SaffZ ∈ Fun
desc(SaffZ ,Sp) .
If X ∈ RegZ is not affine, an exact sequence of vector bundles on X does not split in
general. Because of this the K-theory of X is usually not defined by group completion,
but by applying a different K-theory machine to the exact category of vector bundles.
Such a machine leads to a functor
K˜Z ∈ Fun(SZ,Sp).
Since the schemes in RegZ are separated, noetherian, and regular, Quillen’s K-theory of
vector bundles coincides with Thomason’s KB-theory [TT90, 6.4] which satisfies Zariski
descent [TT90, 7.6, 8.4].4 We conclude that
K˜Z ∈ Fundesc(SZ,Sp) .
Since every scheme X ∈ RegZ admits a Zariski covering by affines, the restriction
Fundesc(SZ,Sp)→ Fundesc(SaffZ ,Sp)
is an equivalence. In particular, since
(KZ)|SaffZ ' K(VectZ)|SaffZ ' (K˜Z)|SaffZ ,
we conclude that KZ ' K˜Z.
3.4 Beilinson’s conjectures
In the present paper the Beilinson regulator is a morphism of sheaves of spectra
rBeilZ : KZ → H(DRZ) ,
4 In fact, this follows already from Quillen’s localization and resolution theorems.
31
see (86). The construction of rBeilZ in this form is technical and occupies a large part of
Section 4. As we will verify in Subsection 4.7, the induced map in homotopy groups
rBeilZ : pii(KZ(X))→ H−i(DRZ(X))
for X ∈ RegZ coincides with classical definitions.
In this subsection, we describe, as a service for the interested reader, the conjectural
picture of kernel and cokernel of the regulator map rBeilZ as given by the conjectures of
Beilinson and Parshin [Be˘ı84, Be˘ı86, §8]. For simplicity, we fix a scheme X ∈ RegZ,
proper and flat over Spec(Z), which has potentially good reduction at every prime. For
example, X could be smooth and proper over the ring of integers in some number field.
Then we have homomorphisms
rBeilZ : pii(KZ(X))→ H−i(DRZ(X))
for all i ≥ 0.
Conjecture 3.14 (Beilinson). 1. For i ≥ 2 the regulator induces an isomorphism
pii(KZ(X))⊗ R
∼=−→ H−i(DRZ(X)) . (48)
2. For i = 1 the map (48) is expected to be injective. Let Np(XQ) be the group of
codimension p-cycles in the generic fibre XQ modulo homological equivalence and
N(XQ) :=
∏
p≥0N
p(XQ). Then the cycle map in de Rham cohomology
Np(XQ) ↪→ H2p(B(X); Ω•B(X)) ∼= H2p(Wˆ2pAlog(B(X)))
together with the natural map H2p(Wˆ2pAlog(B(X)))→ H−1(DRZ(p+ 1)(X)), com-
ing from the definition of DRZ(p+ 1) as a cone, induce an injection
z¯p : Np(XQ) ↪→ H−1(DRZ(p+ 1)(X)) .
We let z¯ :=
∏
p≥0 z¯
p. It is expected that
rBeilZ ⊕ z¯ : pi1(KZ(X))⊗ R⊕N(XQ)⊗ R→ H−1(DRZ(X))
is an isomorphism.
3. For i = 0 we have
H0(DRZ(p)(X)) ∼=
(
H2p(X ⊗Z C;R(p)) ∩ FpH2p(X ⊗Z C;C)
)Z/2Z
.
Hence H0(DRZ(X)) is the group of real Hodge classes on X ⊗Z C. As the example
of number rings shows, the map pi0(KZ(X)) ⊗ R → H0(DRZ(X)) can be far from
being surjective.
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The above conjecture is a consequence of Conjectures 8.4.1 and 8.3.3 (Parshin’s con-
jecture) in [Be˘ı86]. Beilinson formulates his conjecture in terms of motivic cohomology,
which he defines as certain Adams eigenspaces of rational algebraic K-theory. One obtains
the above statement by taking the sum over all Adams eigenspaces. Moreover, instead
of the K-theory pii(KZ(X)) = Ki(X) of X, he uses the image of Ki(X) in the K-theory
Ki(XQ) of the generic fibre XQ. However, under the assumption that X is regular and has
potentially good reduction everywhere, Quillen’s localization sequence for the K-theory
of coherent sheaves together with Parshin’s conjecture on the vanishing of rational K-
theory of smooth proper varieties over finite fields imply, that the map Ki(X)→ Ki(XQ)
is rationally injective. One can weaken the assumptions on X, but then the statement of
the conjectures becomes more complicated.
Example 3.15. Using a different construction of the regulator for number rings, Borel
[Bor74] has computed the ranks of the K-groups of a number ring R. Using the notation
of Example 3.11, his result is given by
pik(KR)⊗ R ∼=

Rr1+r2 if k = 2p− 1, p ≥ 3 odd
Rr2 if k = 2p− 1 , p ≥ 2 even
Rr1+r2−1 if k = 1,
R if k = 0
0 if k < 0.
In view of the computations in Example 3.11, and using the comparison between the
regulators of Borel and Beilinson, this proves the above conjecture for X = Spec(R).
Essentially, this is the only known case of Beilinson’s conjectures.
4 Smooth manifolds
In this section we extend the definition of the absolute Hodge complexes and K-theory to
the setting where we consider products M ×X of an arbitrary smooth manifold M with
a smooth variety over C or an arithmetic scheme X. We introduce the notion of good
geometries and local geometries. We define characteristic forms in the absolute Hodge
complex and in its Cˇechification, respectively. We then construct the regulator map
using these characteristic forms. In 4.7, we show that our construction of the regulator
reproduces Beilinson’s one if one specializes the manifold M to a point. Finally, in the last
subsection, we apply the techniques of the current paper in order to compare Karoubi’s
relative Chern character with Beilinson’s regulator.
4.1 The sites
By a smooth manifold we understand a smooth manifold with corners (see, for example,
[Bun09, §2.1.3]). Corners of codimension n in k-dimensional manifolds are modelled on
[0,∞)n×Rk−n. For simplicity, we require that our transition maps preserve the germs of
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product coordinates to the boundary faces. We use these product coordinates in order to
define the notion of product structures for various geometric objects. The most important
example of a manifold with corners is the standard simplex ∆n.
We consider the category Mf of smooth manifolds as a site equipped with the topology
of open coverings. The nerve of its opposite is the ∞-category SMf := N(Mfop).
We let SmC denote the site of smooth varieties over C (see Subsection 3.1) and Zariski
open coverings, and we set SC := N(Sm
op
C ).
Finally, we let RegZ be the site of noetherian, regular, and separated schemes X
such that X ⊗Q is of finite type over Spec(Q), with the topology given by Zariski open
coverings (see Subsection 3.2) and write SZ := N(Reg
op
Z ). We remind the reader that we
also call objects in RegZ arithmetic schemes.
We consider the product sites
Mf × SmC , Mf ×RegZ
and write
SMf,C := SMf × SC , SMf,Z := SMf × SZ
for the corresponding ∞-categories. We write objects of these product sites in the form
M × X, where M ∈ Mf and X is the algebraic object. We have canonical topology
preserving functors
e : SC → SMf,C , e : SZ → SMf,Z (49)
both induced by X 7→ ∗ ×X, where ∗ is the point considered as a manifold.
Example 4.1. Here are some typical objects of these sites.
1. S1 × P1C ∈ SMf,C,
2. T 2 × Spec(Z[√2]) ∈ SMf,Z where T 2 is the 2-dimensional torus,
3. ∆n × E ∈ SMf,C for an elliptic curve E over C,
4. T 2 × Spec(Q[√2]).
Note that S3 × Spec(R) does not belong to SMf,Z since Spec(R) ∼= Spec(R)⊗Q it is not
of finite type over Spec(Q). Examples of morphisms are
1. R× P1C → S1 × P1C induced by the universal covering R→ S1,
2. T 2× Spec(Z[√2])→ ∗× Spec(Z) induced by T 2 → ∗ and Spec(Z[√2])→ Spec(Z).
Note that the flip P1C(C)× ∗ → ∗ × P1C is not a morphism in SMf,C.
We will often consider M ×X as a ringed space with structure sheaf pr∗XOX .
Remark 4.2. One can also interpret M × X as a relative scheme over the ringed space
(M,Z) in the sense of [Hak72], where (M,Z) denotes the underlying topological space of
the manifold M with the constant sheaf Z as structure sheaf.
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4.2 The sheaves DRMf,C and DRMf,Z
We start with the construction of the analogue
Alog ∈ PShCh(Mf × SmC)
of the bifiltered complex introduced in Definition 3.4. Let M be a manifold and X a
smooth variety over C (cf. Subsection 3.1). We fix some good compactification
X
j
↪→ X
and write D := X − X for the divisor at infinity. We consider X and X as smooth
manifolds. In this sense, the product M ×X is a manifold and AR(M ×X) is defined as
in (29). We define the chain complex
AM×X,R(M ×X, logD) ⊆ A(M ×X)R
to be the subcomplex which is locally generated as an algebra over A(M ×X)R by 1 and
log(ziz¯i), Re
dzi
zi
, Im
dzi
zi
, for i ∈ I . (50)
Here the zi, i ∈ I, are local coordinates of X (for the analytic topology) which define D
locally by the equation
∏
i∈I zi = 0.
Example 4.3. The following example should clarify the meaning of the notion locally
generated. We consider X := P1C \ {0} with local coordinate z at 0 and M = R. We let
(χn)n∈Z be a partition of unity on R such that supp(χn) ⊂ [n − 2, n + 2] for all n ∈ Z.
Then ∑
n∈Z
log(|z|)|n|χn ∈ A0R×P1C(R×X, log {0}) . (51)
We are going to introduce several filtrations on AM×X,R(M × X, logD). The naive
weight filtration W˜ is the multiplicative increasing filtration by A(M × X)R-modules
obtained by assigning weight 0 to the section 1 and weight 1 to the sections listed in (50).
We define a decreasing filtration L of AM×X,R(M×X, logD) such that LpAM×X,R(M×
X, logD) is the subcomplex of differential forms that are given locally by∑
I,J,K,|I|≥p
ωI,J,K dx
I ∧ Re dzJ ∧ Im dzK ,
where the xi are local coordinates for M , the zj local coordinates for X, and ωI,J,K local
smooth functions on M ×X.
We now define the weight filtration W as the diagonal filtration of W˜ and L:
WkAM×X,R(M ×X, logD) :=
∑
p
W˜k+p ∩ LpAM×X,R(M ×X, logD). (52)
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As usual, its de´calage (cf. (33)) will be denoted by Wˆ∗AM×X,R(M ×X, logD).
We further define the complex dg-algebra
AM×X(M ×X, logD) := AM×X,R(M ×X, logD)⊗R C
with the induced weight filtration. This complex carries the decreasing Hodge filtration
F such that the elements of FpAM×X(M ×X, logD) are locally of the form∑
I,J,K,|J |≥p
ωI,J,K dx
I ∧ dzJ ∧ dz¯K ,
where the xi and zj are local coordinates of M and X, respectively.
In the special case that M = ∗, the complex A∗×X,R(∗ × X, logD) is exactly the
complex of global sections of Burgos’ sheaf of complexes [Bur94, Section 2]. With its
filtrations it gives rise to the mixed Hodge complex (31).
Fix X ↪→ X as above. Then the functors
M 7→ AM×X,R(M ×X, logD) ,
M 7→ WˆkAM×X,R(M ×X, logD),
M 7→ AM×X(M ×X, logD),
M 7→ Wˆk ∩ FpAM×X(M ×X, logD)
(53)
are defined as objects of PShCh(Mf). They are sub-presheaves of the presheaf M 7→
A(M ×X).
Let C be any presentable∞-category. A functor F ∈ Fun(SMf ,C) is called homotopy
invariant, if for every manifold M the map F (M)→ F (I ×M) induced by the projection
I×M →M (with I = [0, 1]) is an equivalence. We define the notion of sheaves (see (37))
using the covering families of the site Mf . Finally, we write
Fundesc,h(SMf ,C) ⊆ Fun(SMf ,C)
for the full subcategory of functors which are sheaves and homotopy invariant. We refer
to Subsection A.2 for further details.
For an illustration of the sheaf condition we refer to Example 3.5.
Example 4.4. In this example we illustrate the condition of being homotopy invariant. An
abelian group will be considered as a chain complex concentrated in degree zero.
1. Let C∞ be the sheaf which maps a manifold M to its smooth complex valued
functions C∞(M). Similarly as in Example 3.5, we can consider C∞ as an object
in Fundesc(SMf , N(Ch)) or in Fun
desc(SMf , N(Ch)[W
−1]). In both cases, it is not
homotopy invariant.
2. The constant sheaf Z, considered as an object in Fun(SMf , N(Ch)) is a homotopy in-
variant sheaf, i.e. it belongs to Fundesc,h(SMf , N(Ch)). It is also homotopy invariant
when considered as an object of Fun(SMf , N(Ch)[W
−1]).
36
3. The de Rham complex A, considered as an object in Fundesc(SMf , N(Ch)[W
−1]) is
homotopy invariant. This follows from the Poincare´ lemma. It is, of course, not
homotopy invariant when considered as an object of Fundesc(SMf , N(Ch)).
The objects listed in (53) can naturally be considered as objects of Fun(SMf , N(Ch)[W
−1]).
As such, one can ask whether they satisfy descent, i.e. are sheaves, or whether they are
homotopy invariant.
Lemma 4.5. The presheaves of complexes (53) satisfy descent and are homotopy invari-
ant, i.e. they belong to Fundesc,h(SMf , N(Ch)[W
−1]).
Proof. In order to verify descent, we show below that the presheaves of complexes (53) are
degree-wise sheaves of modules over the sheaf C∞R ∈ ShAlg(R)(Mf) of algebras of smooth
real valued functions. It then follows from Lemma A.4 that the presheaves listed in (53)
satisfy descent, i.e. belong to Fundesc(SMf , N(Ch)[W
−1]).
We discuss the case of WˆkA···×X,R(· · · ×X, logD). The other cases are similar.
As a preparation, note that for an n-form ω ∈ Wk−n (see (52)) we have ω ∈ Wˆk if
and only if dXω ∈ Wk−n−1, where dX is the differential in X-direction. Indeed, we may
assume that ω ∈ W˜k−n+p ∩ Lp for some p. Then dω = dMω + dXω and
dMω ∈ W˜k−n+p ∩ Lp+1 ⊆ Wk−n−1 .
Now we assume that
ω ∈ WˆkAnM×X,R(M ×X, logD) , f ∈ C∞(M,R) .
Then obviously fω ∈ Wk−n and dX(fω) = fdXω ∈ Wk−n−1, hence
fω ∈ WˆkAnM×X,R(M ×X, logD) .
In order to verify homotopy invariance, we show that the integration∫
I
: A∗(I ×M ×X)→ A∗−1(M ×X)
preserves the subcomplexes (53). This fact is then employed as follows. Let it : M →
I ×M , t = 0, 1, be the inclusions given by the endpoints of the interval. The integral
provides a chain homotopy between i∗1 and i
∗
0 applied to one of the presheaves listed in
(53). We now consider the map a : I × I ×M → I ×M given by a(s, t,m) = (st,m).
Then we have
a ◦ (i0 × idI×M) = i0 ◦ pr , a ◦ i1 = idI×M .
Consequently, we get a chain homotopy between pr∗ ◦ i∗0 and id which exhibits i∗0 as a
chain homotopy inverse of pr∗.
First note that
∫
I
preserves the subcomplex of forms with logarithmic singularities
along D. For the filtrations we only discuss the case WˆkA···×X,R(· · · ×X, logD). Take
ω ∈ WˆkAnI×M×X,R(I ×M ×X, logD) .
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We may again assume that ω ∈ W˜k−n+p ∩ Lp for some p. Then∫
I
ω ∈ W˜k−n+p ∩ Lp−1 ⊆ Wk−n+1
and dX
∫
I
ω = − ∫
I
dXω ∈ Wk−n since dXω ∈ Wk−n−1. This shows that∫
I
ω ∈ WˆkAn−1M×X,R(M ×X, logD) .
Now assume that we have two good compactifications X and X
′
of X and a morphism
X
′ → X inducing the identity on X. Then the induced maps
AM×X,R(M ×X, logD)→ AM×X′,R(M ×X, logD′) ,
WˆkAM×X,R(M ×X, logD)→ WˆkAM×X′,R(M ×X, logD′) ,
FpAM×X(M ×X, logD)→ FpAM×X′(M ×X, logD′) ,
Wˆk ∩ FpAM×X(M ×X, logD)→ Wˆk ∩ FpAM×X′(M ×X, logD′)
are quasi-isomorphisms. Indeed, descent and homotopy invariance in the M -direction
reduce the claim to the case M = ∗ and there the claim follows from Hodge theory (cf.
the discussion following (35)).
In order to get rid of the choice of the compactification X, we now proceed as in
Subsection 3.1. We define the presheaf Alog,Mf,R ∈ PShCh(Mf × SmC) by
Alog,Mf,R(M ×X) := colimX∈IXAM×X,R(M ×X, log(X −X)) (54)
where the colimit runs over the directed system IX of all good compactifications of X. It
has an induced weight filtration W and a Hodge filtration F on the complexification
Alog,Mf (M ×X) := colimX∈IXAM×X(M ×X, log(X −X)) ∼= Alog,Mf,R(M ×X)⊗R C .
By the above, all maps in the directed system are quasi-isomorphisms which are bifiltered
with respect to the de´calage Wˆ of the weight filtration and the Hodge filtration.
We extend the notion of homotopy invariance to the product site Mf × SmC: A
presheaf F ∈ Fun(SMf,C,C) with values in the ∞-category C is called homotopy in-
variant, if, for all M × X ∈ Mf × SmC, the map F (M × X) pr
∗−−→ F ((I ×M) × X) is
an equivalence. The full subcategory of homotopy invariant sheaves will be denoted by
Fundesc,h(SMf,C,C). Alternatively, we could use the equivalence
Fundesc,h(SMf,C,C) ' Fundesc,h(SMf ,Fundesc(SC,C)) .
Lemma 4.6. We have
Alog,Mf , Alog,Mf,R , WˆkAlog,Mf,R ,Fp ∩ WˆkAlog,Mf ∈ Fundesc,h(SMf,C, N(Ch)[W−1]) .
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Proof. We can check descent in the M - and X-directions separately. Since the structure
maps of the colimit over IX are quasi-isomorphisms, it follows from Lemma 4.5 that the
complexes in the statement of the lemma fulfil descent and homotopy invariance in the
M -direction.
In order to show Zariski descent in the X-direction, we use descent and homotopy
invariance in the M -direction in order to reduce to the case M = ∗. In this special case,
the Zariski descent was proven as Lemma 3.6.
We now introduce the extension of the absolute Hodge complex of Definition 3.8 to
the site Mf × SmC:
Definition 4.7. For p ≥ 0 we define the complex
DRMf,C(p) := Cone
((
(2pii)pWˆ2pAlog,Mf,R
)
⊕
(
Wˆ2p ∩ FpAlog,Mf
)
(α,β)7→α−β−−−−−−→ Wˆ2pAlog,Mf
)
[2p−1] ,
and
DRMf,C :=
∏
p≥0
DRMf,C(p) .
By the above, we may view DRMf,C(p) and DRMf,C as objects in PShCh(Mf×SmC).
By Lemma 4.6, they can also considered as objects
DRMf,C(p), DRMf,C ∈ Fundesc,h(SMf,C, N(Ch)[W−1]) .
Definition 4.8. Generalizing Definition 3.10, we define
DRMf,Z ∈ PShCh(Mf ×RegZ)
by
DRMf,Z := ((idMf ×B)∗DRMf,C)Z/2Z .
We have
DRMf,Z ∈ Fundesc,h(SMf,Z, N(Ch)[W−1]) .
In order to understand the cohomology of DRMf,C and DRMf,Z, we show a version
of the de Rham Lemma. Recall the definitions of the Eilenberg-MacLane correspondence
H from (22) and the constant sheaf functor ... defined in (181) as the composition
Fundesc(SC, N(Ch)[W
−1])
p∗−→ Fun(SMf,C, N(Ch)[W−1]) L−→ Fundesc(SMf,C, N(Ch)[W−1])
of the pull-back along the projection p : SMf,C → SC and the sheafification L, and similarly
with SMf,C replaced by SMf,Z (see Subsection A.2). Note that the Eilenberg-MacLane
correspondence H preserves limits and therefore maps sheaves with values in N(Ch)[W−1]
to sheaves with values in Sp.
Lemma 4.9. We have canonical equivalences
H(DRMf,C) ' H(DRC) , H(DRMf,Z) ' H(DRZ) . (55)
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Proof. We consider the complex case. The arithmetic case is similar. Since H(DRMf,C)
is homotopy invariant, we have a chain of equivalences
H(DRMf,C)
(182)' e∗H(DRMf,C) ' H(DRC)
where e is as in (49).
Using (180) we get the following consequence.
Corollary 4.10. We have isomorphisms
H∗(DRMf,C(M ×X)) ∼= H(DRC(X))∗(M) , X ∈ SmC
and
H∗(DRMf,Z(M ×X)) ∼= H(DRZ(X))∗(M) , X ∈ RegZ.
In other words, H∗(DRMf,C(M ×X)) is the cohomology of M with coefficients in the
absolute Hodge cohomology of X.
4.3 Vector bundles and geometries
We consider a product M × X of a real manifold M and a complex manifold X. The
manifold M may have corners with distinguished germs of product coordinates. The
complex manifold X is smooth and without boundary. Both, M and X, are allowed to
be non-compact and non-connected. We let V →M ×X be a complex vector bundle.
Definition 4.11. A partial geometry on V is a pair (∇I , ∂¯) consisting of
1. a partial connection ∇I in the M-direction with a product structure, and
2. a holomorphic structure ∂¯ in the X-direction which is compatible with the product
structure.
Definition 4.12. A geometry on the vector bundle V with a partial geometry (∇I , ∂¯) is
a pair gV := (hV ,∇II) consisting of
1. a partial connection ∇II in the X-direction which extends the holomorphic structure
∂¯ and is compatible with the product structure, and
2. a hermitian metric hV on the bundle V → M × X which is compatible with the
product structure.
Example 4.13. We consider the one-dimensional trivial complex vector bundle V on R×C.
We discuss the following list of examples of partial geometries:
1. (d, ∂¯)
2. (d+ zdt, ∂¯)
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3. (d+ z¯dt, ∂¯)
4. (d, ∂¯ + tdz¯)
Here (t, z) are the coordinates of R×C, d is the de Rham differential in the R-direction,
and ∂¯ acts in the C-direction. In the first three cases we can take the geometry (hV , ∂¯+∂)
where hV is the standard metric of the trivial line bundle and ∂ acts in the C-direction.
In the third case (hV , ∂¯ + ∂ + tdz¯) is a geometry.
Remark 4.14. Let us comment on the product structure. If M = [0,∞)n × N models a
corner, then a product structure consists of a bundle V˜ → N ×X with partial connection
∇˜I and an isomorphism of (V,∇I) with the pull-back of (V˜ , ∇˜I) along the projection
M × X → N × X. The geometry g and the holomorphic structure ∂¯ are compatible
with the product structure if they are obtained via this isomorphism from a geometry
g˜ and a holomorphic structure ∂¯ on V˜ . In general, the compatibility with the product
structure is required locally at the corners. Roughly speaking, compatibility with the
product structure requires that the geometry and holomorphic structure do not depend
on the normal coordinates of the corners if the bundles are trivialized along the normal
directions using ∇I .
We now assume that X is a smooth variety over C and consider a sheaf V of locally
free and finitely generated pr∗XOX-modules on M × X. Here pr∗X denotes the inverse
image under the projection to X in the sense of sheaves of sets. We use the same symbol
V in order to denote the corresponding complex vector bundle over M × X. It has an
induced partial geometry (∇I , ∂¯) which in addition satisfies:
Assumption 4.15.
1. The partial connection ∇I is flat.
2. The holomorphic structure ∂¯ is constant w.r.t. ∇I , i.e. [∇I , ∂¯] = 0.
The original locally free sheaf of pr∗XOX-modules can be recovered as the sheaf of
sections of V annihilated by both, the partial connection∇I and the holomorphic structure
∂¯.
Example 4.16. We continue Example 4.13. The first two examples, (d, ∂¯) and (d+zdt, ∂¯),
satisfy Assumption 4.15. Indeed, the partial connection d+zdt is flat, and [d+zdt, ∂¯] = 0
since ∂¯z = 0. The point is that d+ zdt is a holomorphic family of flat partial connections
along the R-direction. The third example, (d + z¯dt, ∂¯), does not satisfy the assumption
since [d+ z¯dt, ∂¯] = −dt. Indeed, d+ z¯dt is a non-constant anti-holomorphic family of flat
partial connections. The last example, (d, ∂¯ + tdz), also does not satisfy the assumption
since [d, ∂¯ + tdz¯] = dz¯. This expresses the fact that the holomorphic structure is not
parallel along the R-direction.
In Definition 4.25 we will introduce characteristic forms associated to geometries. If
X is not proper over C we want these characteristic forms to belong to the logarithmic
subcomplex Alog,Mf (M × X) with controlled weights. To this end we define a subset of
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geometries on V , called good geometries, which behave in a controlled way at infinity. The
definition of the notion of a good geometry, the existence of local geometries explained
below, and the construction of the canonical interpolation in 4.22 restate corresponding
ideas and constructions of Burgos and Wang in [BW98, §§2,3] in the present setting.
Definition 4.17. A geometry g on V is called good, if every m ∈M has a neighbourhood
U ⊆M such that there exist the following data:
1. a good compactification X ↪→ X (see Subsection 3.1),
2. a locally free sheaf of pr∗OX-modules V on U ×X, where pr : U ×X → X is the
projection,
3. an isomorphism of pr∗|U×XOX-modules φ : V|U×X
∼=−→ V |U×X ,
4. a geometry g on V in the sense of Definition 4.12 such that φ is compatible with
the geometries (note that V has a natural flat partial connection in the manifold
direction and a holomorphic structure along X).
In the situation of 1.–3. of the definition, we say that V is a compactification of V|U×X .
If X is proper, then every geometry is good. In this case we can glue good geometries
using a partition of unity on M . Since good geometries exist locally on M (see below) we
conclude that good geometries exist.
If X is not proper, then we do not know whether a general sheaf V over M×X admits
a good geometry globally on M , see Example 4.19. Therefore, we introduce the notion
of a local geometry. A germ of a good geometry on V at a point m ∈ M is represented
by pair (U, g) where U is a neighbourhood of m and g is a good geometry on V|U×X , and
we identify two such representatives if they coincide after restriction to a joint smaller
neighbourhood of m.
Germs of good geometries exist at every point m ∈M . Indeed, we can take a simply
connected neighbourhood U ⊆ M of m. Then we can identify V|U×X with the pull-back
of a bundle V˜ on X along the projection U ×X → X. By [BW98, Proposition 2.2] there
exist a good compactification X ↪→ X and an extension V˜ → X. We choose a geometry
g˜ on V˜ . Then we get a good geometry on V|U×X by restricting g˜ to X and pulling it back
to U ×X.
Definition 4.18. A local geometry on V is a family (gm)m∈M of germs of good geometries.
The pair (V, (gm)m∈M) will be called a geometric bundle. An isomorphism of geometric
bundles is an isomorphism of bundles which preserves the local geometry.
If g is a good geometry on V , then we can set gm := [M, g] for every m ∈M and thus
obtain a geometric bundle.
Example 4.19. We consider Gm,C = Spec(C[λ, λ−1]) ∈ SmC. On S1 × Gm,C we consider
the bundle V which is trivial along the fibres of S1 × Gm,C → S1 and has holonomy λ
along S1. Locally on S1, we can trivialize V and choose the good compactification by
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the trivial bundle over P1C (see also Example 3.2,1.). This does not work globally on S1
since the multiplication by λ does not extend to the compactification. This is the typical
problem which occurs when we want to construct good geometries globally.
For an object M × X ∈ Mf × SmC, we let VectMf,C(M × X) be the category of
locally free and finitely generated sheaves of pr∗XOX-modules on M ×X. It is symmetric
monoidal with respect to the direct sum. From now on, the objects of VectMf,C(M ×X)
will be called bundles. We let
iVectMf,C(M ×X) ⊆ VectMf,C(M ×X) (56)
be the maximal subgroupoid. Bundles can be pulled back along morphisms M ′ ×X ′ →
M × X in the site Mf × SmC. In fact, iVectMf,C is a symmetric monoidal stack since
bundles can be glued from local data given on covering families of the site Mf×SmC. Since
bundles are locally constant in the manifold direction, this stack is homotopy invariant.
It can therefore be interpreted as an object
iVectMf,C ∈ Fundesc,h(SMf,C,CommMon(N(Cat)[W−1])) . (57)
We now turn to geometric bundles. For an object M × X ∈ Mf × SmC we let
iVectgeomMf,C(M ×X) denote the symmetric monoidal groupoid (again with respect to the
direct sum) of geometric bundles as in Definition 4.18 and geometry preserving isomor-
phisms. Similarly as above, we get a symmetric monoidal stack iVectgeomMf,C. It can be
considered as an object
iVectgeomMf,C ∈ Fundesc(SMf,C,CommMon(N(Cat)[W−1]))
which in this case is not homotopy invariant. We have a morphism
iVectgeomMf,C → iVectMf,C (58)
which maps a geometric bundle to its underlying bundle.
Remark 4.20. Let C be any presentable ∞-category. Then the inclusion of homotopy
invariant into all sheaves with values in C has a left adjoint H called homotopification,
i.e. we have an adjunction
H : Fundesc(SMf,C,C) Fundesc,h(SMf,C,C)
(see also Subsection A.2). We expect that the morphism (58) becomes an equivalence after
homotopification. This should reflect the fact that the space of geometries on a bundle
is contractible. In the present paper we prove a corresponding statement in Lemma 4.21
where we will not use H but a concrete approximation s¯ to the homotopification defined
in (60). We refer to [BNV13] for a detailed discussion of the relation between s¯ and H.
We consider a presentable∞-category C (e.g. C = CommMon(N(sSet)[W−1])). Let
∆• ∈Mf∆ be the cosimplicial manifold given by the standard simplices. It gives rise to
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a functor SMf,C × N(∆) → SMf,C induced by (M, [q]) 7→ ∆q ×M . Pull-back along this
functor defines the functor
s : Fun(SMf,C,C)→ Fun(SMf,C × N(∆),C) ' Fun(N(∆),Fun(SMf,C,C)) . (59)
We define the endofunctor s¯ by
s¯ := colimN(∆op) ◦ s : Fun(SMf,C,C)→ Fun(SMf,C,C) . (60)
The projection ∆• → ∗ to the constant cosimplicial manifold given by the point induces
the transformation
id→ s¯ . (61)
In the following, we use the nerve functor
N : CommMon(N(Cat)[W−1])→ CommMon(N(sSet)[W−1]) .
Lemma 4.21. The morphism (58) induces an equivalence
s¯(N(iVectgeomMf,C))
'−→ s¯(N(iVectMf,C))
in Fun(SMf,C,CommMon(N(sSet)[W
−1])).
Proof. The forgetful functor CommMon(N(sSet)[W−1])→ N(sSet)[W−1] reflects equiv-
alences. If we forget the symmetric monoidal structure and descent properties, then we
can assume that iVectMf,C is realized by a strict functor iVectMf,C ∈ Fun(SMf,C,Cat).
To every object M ×X ∈Mf × SmC we can thus functorially associate a simplicial set
N(iVectMf,C)(M ×X) ∈ sSet and the set Nq(iVectMf,C)(M ×X) of its q-simplices.
We show that, for every object M×X ∈ SMf,C and every q ∈ N, the map of simplicial
sets
s(Nq(iVect
geom
Mf,C))(M ×X)→ s(Nq(iVectMf,C))(M ×X),
with s as in (59), is a trivial Kan fibration. Then the induced morphism of colimits over
∆op is an equivalence in N(sSet)[W−1]. This implies the assertion.
Recall that trivial Kan fibrations are characterized by the right lifting property with
respect to the inclusions ∂∆p ↪→ ∆p for all p ≥ 0. Let us consider a p-simplex
x : ∆p → s(Nq(iVectMf,C))(M ×X)
and a lift
y˜ : ∂∆p → s(Nq(iVectgeomMf,C))(M ×X)
of x|∂∆p . Explicitly, x is a sequence of isomorphisms V0
∼=−→ . . . ∼=−→ Vq of bundles on
∆p×M ×X. The lift y˜ is given by a collection of local geometries (g(i)(u,m))(u,m)∈∂i∆p×M
on (Vq)|∂i∆p×M×X for i = 0, . . . , p which are isomorphic at the corners of codimension two
of the simplex ∆p. The germ g(i)(u,m) extends uniquely to a germ of a good geometry
on Vq at the point (∂i(u),m) ∈ ∆p ×M that is compatible with the product structure,
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where ∂i : ∆
p−1 → ∆p is the inclusion of the i-th face. Using the compatibility of the g(i)
at the corners of codimension two, we obtain well-defined germs of good geometries on
Vq at all points of ∂∆
p ×M . We can extend this to a local geometry on Vq by choosing
germs of good geometries at all points (u,m) ∈ (∆p \ ∂∆p) ×M . In this way, we get a
lift x˜ : ∆p → s(Nq(iVectgeomMf,C))(M ×X) of x.
We consider a bundle V on M×X and assume that we have a family of good geometries
(gi)
n
i=0 on V . In the following we describe the construction of the canonical interpolation
between these geometries.
We let [x0 : · · · : xn] be homogeneous coordinates on PnC which will be considered as
sections xi ∈ OPnC(1)(PnC). We define an embedding
pr∗V ↪→
n⊕
i=0
pr∗PnCOPnC(1)⊗C pr
∗V =: W , s 7→ ⊕ni=0xi ⊗ s ,
where pr : M × X × PnC → M × X and prPnC : M × X × PnC → PnC are the projections.
Let HPnC(1) → PnC denote the holomorphic vector bundle whose sheaf of holomorphic
sections is OPnC(1). We use the standard metric h
HPnC
(1)
and connection on HPnC(1) and the
geometries pr∗gi in order to define a geometry gW on W . We obtain a metric h on pr∗V
by restricting the metric of W . Using the projection W → pr∗V given by the metric on
W we obtain a partial connection ∇II on pr∗V . Hence we have a geometry g := (h,∇II)
on pr∗V .
Definition 4.22. The geometry g on pr∗V over M ×X × PnC constructed above is called
the canonical interpolation of the family (gi)
n
i=0.
Lemma 4.23. The canonical interpolation of the family (gi)
n
i=0 is good.
Proof. Goodness can be checked locally in M . We can thus assume that M is simply
connected. For every i ∈ {0, . . . , n} the geometry gi extends to a compactification V i
with geometry gi on M × X i. We can choose a joint good compactification X × PnC
mapping to the compactifications X i × PnC for all i ∈ {0, . . . , n}.
The compactification V i with geometry gi can be pulled back to M × X × PnC, and
this pull-back will be denoted by Vˆi and gˆi. Since M is simply connected, the compactifi-
cation W :=
⊕n
i=0 pr
∗
PnC
OPnC(1)⊗ Vˆi of W determines by [BW98, Thm 2.4], after possibly
replacing X × PnC by another good compactification mapping to X × PnC, a compactifica-
tion V of pr∗V such that V ↪→ W is a subbundle. The geometries gˆi together with the
geometry on HPnC(1) induce a geometry on W . We obtain a metric h on V that extends
the metric h of the canonical interpolation on pr∗V by restricting the metric of W . Using
the projection W → V given by the metric on W we obtain a partial connection ∇II on
V which extends ∇II . 
For later use we record the following fact.
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Fact 4.24. For j ∈ {0, . . . , n} let fj : Pn−1C → PnC denote the canonical embedding
of the subvariety {xj = 0}. Then the geometry f ∗j g is, by construction, the canonical
interpolation of the family (gi)
n
i=0,i 6=j.
4.4 Characteristic forms
We consider a smooth manifold M , a complex manifold X, and a complex vector bundle
V →M ×X with partial geometry (∇I , ∂¯) (see Definition 4.11).
The choice of a geometry (∇II , hV ) allows us to define the connection ∇V := ∇I+∇II ,
its adjoint ∇V,∗ with respect to hV , and the unitarization
∇V,u := 1
2
(∇V +∇V,∗) . (62)
The component in degree 2p of the unnormalized Chern form of the unitary connection
∇V,u satisfies
ch2p(∇V,u) :=
[
Tr exp(−R∇V,u)
]
2p
∈ (2pii)pA2pR (M ×X) . (63)
If the partial geometry (∇I , ∂¯) satisfies Assumption 4.15, then we have
R∇
V ∈ F1A2(M ×X, End(V ))
so that
ch2p(∇V ) ∈ FpA2p(M ×X) .
Finally, we consider the transgression (see (66) below for a definition)
c˜h2p−1(∇V,u,∇V ) ∈ A2p−1(M ×X),
which satisfies
dc˜h2p−1(∇V,u,∇V ) = ch2p(∇V,u)− ch2p(∇V ) .
We now assume that X is a smooth variety over C and that g is a good geometry
on the bundle V in the sense of Definition 4.17. Then Assumption 4.15 is fulfilled. In
addition we shall see that the Chern forms belong to the subcomplex Alog,Mf (M × X)
with the correct weights. This can be checked locally in M . Thus we can assume that
the geometry g is obtained from a geometry g¯ on a bundle V over a compactification
M × X ↪→ M × X. Since the Chern forms are natural, we conclude that ch2p(∇V ),
ch2p(∇V,u) and c˜h2p−1(∇V,u,∇V ) extend smoothly to M ×X and consequently belong to
W0A∗log,Mf (M ×X). Since Chern forms are closed we see in addition that
ch2p(∇V ), ch2p(∇V,u) ∈ Wˆ2pA2plog,Mf (M ×X) . (64)
Similarly, if I is the unit interval with coordinate t, then we have
ch2p((1− t)pr∗M×X∇V + t pr∗M×X∇V,u) ∈ Wˆ2pA2plog,Mf (I ×M ×X) . (65)
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Since by the proof of Lemma 4.5 integration along I preserves the subcomplex of loga-
rithmic forms and the de´calage Wˆ of the weight filtration, we conclude that
c˜h2p−1(∇V,u,∇V ) :=
∫
I
(65) ∈ Wˆ2pA2p−1log,Mf (M ×X) . (66)
Recall the Definition 4.7 of the cone DRMf,C(p) for p ∈ Z and the Notation 3.7 for its
elements.
Definition 4.25. We define the characteristic form of the bundle V with a good geometry
g by
ω(p)(g) :=
(
ch2p(∇V,u)⊕ ch2p(∇V ), c˜h2p−1(∇V,u,∇V )
)
∈ Z0(DRMf,C(p)(M ×X)) .
(67)
We further define
ω(g) :=
∏
p≥0
ω(p)(g) ∈ Z0(DRMf,C(M ×X)) . (68)
Example 4.26. In this example we consider X = Spec(C) in SmC and a manifold M ∈Mf .
A bundle over M ×X is a complex vector bundle V → M with a flat connection ∇I . A
good geometry g on V is just the choice of a hermitian metric hV . In this case we have
for p ≥ 1
ω(p)(g) = (ch2p(∇V,u)⊕ 0, c˜h2p−1(∇V,u,∇I)) .
The equation dω(p)(g) = 0 is equivalent to the pair of equations
dch2p(∇V,u) = 0 , dc˜h2p−1(∇V,u,∇I) = ch2p(∇V,u) .
We have an isomorphism
H0(DRMf,C(p)(M ×X)) ∼= H2p−1(M ;R) , [α⊕ 0, γ] 7→ [Re(ip+1γ)] . (69)
Since Re(ip+1ch2p(∇V,u)) = 0, we indeed have dRe(ip+1c˜h2p−1(∇V,u,∇I)) = 0. Therefore
the class of ω(p)(g) is mapped under (69) to [Re(ip+1c˜h2p−1(∇V,u,∇I))] ∈ H2p−1(M ;R).
This is, up to normalization, exactly the characteristic class of the flat vector bundle
(V,∇I) considered in [BL95, (0.2)].
Our next task is to extend the definition of the characteristic forms to geometric
bundles. A geometric bundle comes with a family of germs of good geometries (gm)m∈M .
This gives a family of germs ω(gm) of characteristic forms. The idea is to use the canonical
interpolation of geometries from Definition 4.22 and some homotopies, to be described
below, in order to extend this family to a zero cycle in the Cˇechification LDRMf,C(M×X)
of the de Rham complex. Here LDRMf,C(M ×X) is the colimit of the Cˇech complexes
of DRMf,C over the poset of coverings of M × X of the form (Um × X)m∈M which are
indexed by the points of M and such that m ∈ Um. We refer to Subsection A.1 for more
details.
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We let Q : A(M ×X×PnC)→ A(M ×X×PnC) be the projection onto the part which is
harmonic in the last variable. Note that the harmonic forms on PnC are given by multiples
of powers of the Ka¨hler form ω ∈ A2R(PnC) which we normalize such that
∫
PnC
ωn = 1.
Explicitly we have
Q(β) =
n∑
i=0
pr∗M×X
(∫
M×X×PnC/M×X
β ∧ pr∗PnCω
i
)
∧ pr∗PnCω
n−i .
It easily follows from this formula that Q preserves the Hodge filtration, the weight filtra-
tion, and real forms. It therefore induces a projection operator on the level of mapping
cones
Q : DRMf,C(M ×X × PnC)→ DRMf,C(M ×X × PnC). (70)
It is natural in M ×X.
Lemma 4.27. There exists a homotopy
h : DRMf,C(M ×X × PnC)→ DRMf,C(M ×X × PnC)[−1]
which is natural in M ×X and such that
dh+ hd = id−Q , hQ = 0 . (71)
Proof. We fix p ∈ Z and consider the component of h for DRMf,C(p), which we will also
denote by h. Assume that we have natural transformations
hR, hF , h˜ : WˆpAlog(M ×X × PnC)→ WˆpAlog(M ×X × PnC)[−1] (72)
and
rR, rF : WˆpAlog(M ×X × PnC)→ WˆpAlog(M ×X × PnC)[−2] (73)
such that
dhR + hRd = id−Q = dhF + hFd , dh˜+ h˜d = id−Q
drR − rRd = hR−h˜ , drF − rFd = hF−h˜ ,
and hR preserves Alog,R and hF preserves FpAlog. Then we define
h : DRMf,C(p)(M ×X × PnC)→ DRMf,C(p)(M ×X × PnC)[−1],
using the notation (42), by
h(ωR ⊕ ωF , ω˜) := (hRωR ⊕ hFωF ,−h˜ω˜ + rRωR − rFωF) .
We check:
dh(ωR ⊕ ωF , ω˜) = (dhRωR ⊕ dhFωF , dh˜ω˜−drRωR+drFωF+hRωR−hFωF) .
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hd(ωR ⊕ ωF , ω˜) = h(dωR ⊕ dωF ,−dω˜+ωR−ωF)
= (hRdωR ⊕ hFdωF , h˜dω˜ − h˜ωR + h˜ωF+rRdωR−rFdωF) .
We get
((dh+ hd)(ωR ⊕ ωF , ω˜))R = dhRωR+hRdωR = ωR −Q(ωR) ,
((dh+ hd)(ωR ⊕ ωF , ω˜))F = dhFωF+hFdωF = ωF −Q(ωF) ,
and
((dh+ hd)(ωR ⊕ ωF , ω˜))∼ = dh˜ω˜−drRωR+drFωF+hRωR−hFωF
+h˜dω˜ − h˜ωR + h˜ωF+rRdωR−rFdωF
= ω˜ −Q(ω˜).
It remains to construct the transformations (72) and (73). This can be done using the
Ka¨hler package. Let Y be a compact Ka¨hler manifold. Then we consider the operator
G : A(Y )→ A(Y ) which vanishes on the harmonic forms H := ker(∆) and is ∆−1 on the
orthogonal complement H⊥. We define
hR := d
∗G , hF := 2∂¯∗G , h˜ := d∗G . (74)
Using the adjoint L∗ of L : α 7→ ω ∧ α (with ω the Ka¨hler form) we define
rF := iL∗G, rR := 0 . (75)
Using that
∆ = dd∗ + d∗d = 2(∂¯∂¯∗ + ∂¯∗∂¯), [∂, ∂¯∗] = 0
we see that
dhR + hRd = id− prH , dhF + hFd = id− prH .
Finally, using
h˜− hF = (∂∗ − ∂¯∗)G , [d, L∗] = i∂∗ − i∂¯∗
we get
[d, rF ] = hF − h˜ .
We apply this in the case Y := PnC. In general, a form in A(M×X×PnC) can be considered
as a form on M × X with values in A(PnC). In this way the homotopy operators just
introduced for PnC induce the desired homotopy operators for M ×X × PnC.
We continue to use the notation introduced in Fact 4.24. We have natural maps
f ∗i : DRMf,C(M ×X × PnC)→ DRMf,C(M ×X × Pn−1C )
for i = 0, . . . , n, and we set
δ :=
n∑
i=0
(−1)if ∗i .
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We observe that f ∗i ◦Q is independent of i. We define H0 := id, and then inductively
Hn+1 :=
n+1∑
i=0
(−1)iHnf ∗i h : DRMf,C(M ×X × Pn+1C )→ DRMf,C(M ×X)[−n− 1] , (76)
where h is the homotopy as in Lemma 4.27 and Hnf
∗
i h is a short-hand notation for the
composition Hn ◦ f ∗i ◦ h. One checks, using δ ◦ δ = 0 and (71), that
(−1)n−1dHn +Hnd = Hn−1δ , HnQ = 0 (77)
for all n ≥ 1.
We can now construct the characteristic cocycle ω(g) ∈ Z0(LDRMf,C(M × X)) as-
sociated to a geometric bundle (V, g) on M × X. Recall that g = (gm)m∈M , where
gm = [Um, g(m)] is the germ of a good geometry represented by a good geometry g(m) on
the restriction of V to Um×X, where Um ⊆M is a neighbourhood of m. We get an open
covering U := (Um)m∈M of M indexed by the points of M .
For n ∈ N and a family (mi)ni=0 of points in M we form U(mi) :=
⋂n
i=0 Umi . The
geometries g(mi) induce a family of good geometries on U(mi)×X by restriction, and we let
ĝ(mi) denote their canonical interpolation (Definition 4.22). We consider its characteristic
form (Definition 4.25)
ω(ĝ(mi)) ∈ DR0Mf,C(U(mi) ×X × PnC) .
The collection of these forms for all families (mi)
n
i=0 determines an element of degree n in
the Cˇech complex
ωn ∈ Cˇn(U ,DR0Mf,C(−×X × PnC)) .
We define
ω(g)n := Hnωn ∈ Cˇn(U ,DR−nMf,C(−×X)) .
Then
ω(g) := (ω(g)n)n∈N ∈ Tot(Cˇ(U ,DRMf,C(−×X)))0 (78)
is a cycle. To see this, we denote the coface maps defining the differential of the Cˇech
complex by ∂∗i . Using dωn = 0 and ∂
∗
i ωn−1 = f
∗
i ωn, we get for the component of d
Totω(g)
in Cˇn(U ,DR−n+1Mf,C (−×X))
(dTotω(g))n =
n∑
i=0
(−1)i∂∗i ω(g)n−1 + (−1)ndω(g)n
=
n∑
i=0
(−1)i∂∗iHn−1ωn−1 + (−1)ndHnωn
=
n∑
i=0
(−1)iHn−1f ∗i ωn + (−1)ndHnωn
= Hn−1δωn + (−1)ndHnωn
(77)
= Hndωn
= 0.
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Recall that, by definition, the complex LDRMf,C(M ×X) is the colimit of the complexes
Tot Cˇ(U ,DRMf,C(− ×X)) over the poset of open coverings of M which are indexed by
the points of M .
Definition 4.28. The characteristic cocycle of the geometric bundle (V, g) is the cycle
ω(g) ∈ Z0(LDRMf,C(M ×X))
represented by the cycle ω(g) constructed in (78).
It is easy to see that the characteristic cocycle is well-defined, i.e. independent of the
choices of the representatives of the germs gm, and gives rise to a characteristic cocycle
ω : pi0(iVect
geom
Mf,C)→ Z0(LDRMf,C) (79)
in the sense of Definition 2.12.
4.5 Bundles and algebraic K-theory
In the present subsection we generalize Definition 3.12 of the algebraic K-theory sheaves
to the case of a non-trivial manifold direction. Recall that iVectMf,C is the symmetric
monoidal stack of bundles on the site Mf×SmC, which we interpret as in (57). In a similar
manner, we consider the symmetric monoidal stack iVectMf,Z on the site Mf×RegZ which
associates to M × X the symmetric monoidal (with respect to direct sum) groupoid of
locally free and finitely generated sheaves of pr∗XOX-modules on M × X. We again
interpret this stack as an object
iVectMf,Z ∈ Fundesc,h(SMf,Z,CommMon(N(Cat)[W−1])).
As before, L denotes the sheafification functors
L : Fun(SMf,C,Sp) Fundesc(SMf,C,Sp) , L : Fun(SMf,Z,Sp) Fundesc(SMf,Z,Sp)
(80)
and K is the algebraic K-theory functor introduced in Definition 2.7.
Definition 4.29. We define the sheaves of algebraic K-theory spectra
KMf,C ∈ Fundesc,h(SMf,C, N(Sp)[W−1]) , KMf,Z ∈ Fundesc,h(SMf,Z, N(Sp)[W−1])
by
KMf,C := L(K(iVectMf,C)), KMf,Z := L(K(iVectMf,Z)) .
Remark 4.30. These sheaves are homotopy invariant in the manifold direction, since the
arguments of K are. This homotopy invariance must not be confused with homotopy
invariance in the algebraic direction, which would lead to a version of Weibel’s homotopy
K-theory.
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Note that Definition 4.29 extends Definition 3.12 in view of the equivalences
e∗KMf,C ' KC , e∗KMf,Z ' KZ , (81)
where e is as in (49). The units of the sheafification adjunctions (80) provide morphisms
K(iVectMf,C)→ KMf,C , K(iVectMf,Z)→ KMf,Z (82)
in Fun(SMf,C,Sp), or Fun(SMf,Z,Sp), respectively.
For X in SmC or RegZ, the spectra KC(X) or KZ(X) represent generalized cohomol-
ogy theories. By Lemma A.11, homotopy invariance of KMf,C and KMf,Z, and (81) we
have equivalences
KMf,C ' KC , KMf,Z ' KZ .
By (180) this immediately implies that, for all k ∈ Z and manifolds M ∈Mf , we have
pik(KMf,C(M ×X)) ∼= KC(X)−k(M)
or
pik(KMf,Z(M ×X)) ∼= KZ(X)−k(M) , (83)
respectively.
We now extend the definition of a geometric bundle to the arithmetic case. A local
geometry on a bundle V ∈ iVectMf,Z(M×X) is by definition a local geometry (Definition
4.18) on its base change V ⊗ C to
M × (X ⊗ C) := M × (X ×Spec(Z) Spec(C))
which in addition is invariant under the operation of Gal(C/R) in the second argument.
In the following we make this precise. Recall that the underlying complex manifold of
X ⊗ C is the smooth manifold X ⊗ C with its opposite holomorphic structure. For a
vector bundle V on M ×X we let V ⊗ C be the bundle V ⊗C equipped with the opposite
complex structure.
Let (∇I , ∂¯) be the partial geometry (see Definition 4.11) on V ⊗ C. The same data
can also be considered as a partial geometry on V ⊗ C. Let g := (∇II , hV⊗C) extend the
partial geometry to a geometry (Definition 4.12). Then we define the hermitian metric
on V ⊗ C by
hV⊗C(φ, ψ) := hV⊗C(φ, ψ) .
The partial connection ∇II = ∂¯+∇1,0 can be considered as a partial connection on V ⊗ C
which extends ∂¯. We can therefore define the conjugated geometry by g¯ := (∇II , hV⊗C).
We now have a pair of canonical isomorphisms uM×X : M × (X ⊗C)→M × (X ⊗ C)
and UM×X : u∗M×XV ⊗ C→ V ⊗ C.
Definition 4.31. Let V be a bundle over M ×X. We say that a geometry g on V ⊗ C
is Gal(C/R)-invariant, if
(uX , UX)
∗g¯ = g .
A local geometry (gm)m∈M is called Gal(C/R)-invariant, if gm is so for every m ∈M .
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Definition 4.32. A geometric bundle on M×X ∈Mf×RegZ is a pair (V, g) of a bundle
V on M ×X and a Gal(C/R)-invariant local geometry g on V ⊗ C.
We let iVectgeomMf,Z be the symmetric monoidal stack of geometric bundles on Mf×RegZ,
which we consider as an object
iVectgeomMf,Z ∈ Fundesc(SMf,Z,CommMon(N(Cat)[W−1])) .
We have a forgetful transformation
iVectgeomMf,Z → iVectMf,Z (84)
and the analogue of Lemma 4.21 with the same proof:
Lemma 4.33. The transformation (84) induces an equivalence
s¯(N(iVectgeomMf,Z))
'−→ s¯(N(iVectMf,Z)) .
4.6 The regulators rBeilC and r
Beil
Z
In this subsection we apply the machinery of Subsection 2.3 in order to construct the
complex and arithmetic versions of the regulators rBeilC and r
Beil
Z . We use the characteristic
cocycle ω defined in (79). According to Definition 2.14, we get a regulator
r(ω) : K(iVectgeomMf,C)→ H(LDRMf,C) .
In the following definition we use Lemma A.9 saying that for a homotopy invariant
presheaf F ∈ Fun(SMf,C,Sp) the natural morphism F → s¯(F ) is an equivalence. We
further use the Fact A.6 that for a sheaf F ∈ Fundesc(SMf,C,Sp) the natural morphism
F → L(F ) is an equivalence.
Definition 4.34. We define the complex version of the Beilinson regulator
rBeilC : KMf,C → H(DRMf,C)
to be the map which is essentially uniquely determined through the diagram
K(iVectMf,C)
(82)

Lemma A.9
' // s¯(K(iVectMf,C)) s¯(K(iVect
geom
Mf,C))Lemma 4.21
'oo s¯(r(ω)) // s¯(H(LDRMf,C))
KMf,C
rBeilC // H(DRMf,C) Fact A.6
' // H(LDRMf,C)
' Lemma A.9
OO
Here essentially uniquely means that the space of all factorizations is contractible.
Proof of the assertions made in the definition. First note that sp from (19) and the group
completion ΩB are left adjoints and hence commute with colimits. So Lemma 4.21 implies
that the second arrow in the upper row is an equivalence. Next, the clockwise composition
is a map from the presheaf K(iVectMf,C) to the sheaf H(DRMf,C) which then factors
essentially uniquely through the left vertical map to the sheafification.
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We now consider the arithmetic situation.
Lemma 4.35. If (V, g) ∈ iVectgeomMf,Z(M × X) is a geometric bundle (Definition 4.32),
then the characteristic form ω(g) ∈ Z0(LDRMf,C(M ×X ⊗ C)) satisfies
u∗M×Xω(g¯) = ω(g) .
In particular, we can interpret
ω(g) ∈ Z0(LDRMf,Z(M ×X)) .
Proof. Let us first assume that g is a good geometry on V which is Gal(C/R)-invariant.
Then we have
u−1,∗M×Xω(g) = ω(u
−1,∗
M×Xg) = ω(g¯) = ω(g) .
We now use the fact that the homotopies Hi in (76) are Gal(C/R)-equivariant in order
to extend these formulas to Gal(C/R)-invariant local geometries.
Using Lemma 4.35, we again interpret the characteristic form ω as a characteristic
cocycle
ω : pi0(iVect
geom
Mf,Z)→ Z0(LDRMf,Z) .
Definition 4.36. We define the arithmetic version of the Beilinson regulator
rBeilZ : KMf,Z → H(DRMf,Z)
to be the map which is essentially uniquely determined through the diagram
K(iVectMf,Z)
(82)

Lemma A.9
' // s¯(K(iVectMf,Z)) s¯(K(iVect
geom
Mf,Z))Lemma 4.33
'oo s¯(r(ω)) // s¯(H(LDRMf,Z))
KMf,Z
rBeilZ // H(DRMf,Z)
'
Fact A.6
// H(LDRMf,Z).
' Lemma A.9
OO
(85)
The justification is the same as in the complex case above.
4.7 Comparison with other constructions of the regulator
We can specialize the regulators defined in 4.34 and 4.36 along the morphism of sites
e : SC → SMf,C and e : SZ → SMf,Z, respectively. The resulting maps
rBeilC : KC → H(DRC) , rBeilZ : KZ → H(DRZ) (86)
will still be denoted by the same symbol. The goal of the present subsection is to give an
argument why these regulators coincide with the ones introduced originally by Beilinson
[Be˘ı84, Be˘ı86].
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We consider the complex case. We use
N(iVectC) ∈ Fundesc(SC,CommMon(N(sSet)[W−1]))
(see (47)) and
DRC(p) ,DRC ∈ Fundesc(SC, N(Ch)[W−1])
(see Definition 3.8). The fact that the set of homomorphisms from an abelian monoid to
an abelian group is itself an abelian group generalizes to the fact that for
X ∈ Fun(SC,CommMon(N(sSet)[W−1])) , Y ∈ Fun(SC,CommGroup(N(sSet)[W−1])),
the ∞-categorical mapping space map(X, Y ) refines naturally to a mapping object
map(X, Y ) ∈ CommGroup(N(sSet)[W−1])
in commutative groups.
Definition 4.37. We define the primitive part of the cohomology of N(iVectC) with coef-
ficients in the sheaf of chain complexes DRC(p) by
Prim(N(iVectC),DRC(p)) := pi0(map(N(iVectC),Ω
∞H(DRC(p))) .
By Definition 3.12 we can write the algebraic K-theory sheaf KC ∈ Fundesc(SC,Sp)
in the form K ' L(sp(ΩB(N(iVectC)))). Using the universal properties of sheafification
and group completion and the fact that Ω∞H(DRC(p)) is a sheaf of commutative groups,
we obtain the equivalences
Ω∞Map(KC, H(DRC(p))) ' map(ΩB(N(iVectC)),Ω∞H(DRC(p)))
' map(N(iVectC),Ω∞H(DRC(p))) .
(87)
In view of (87), the p-component of the regulator rBeilC ∈ pi0(Ω∞Map(KC, H(DRC))) is
characterized uniquely by the corresponding primitive cohomology class, which we will
denote by cω(p) ∈ Prim(N(iVectC),DRC(p)).
The goal of comparing rBeilC with Beilinson’s definition is achieved by a calculation
of Prim(N(iVectC),DRC(p)) in terms of the absolute Hodge cohomology of the simplicial
varieties BGL•(n) (see below) and the identification of cω(p) with the 2p-component of the
Chern character class. Due to Deligne’s computations [Del74, 9.1.1], the absolute Hodge
cohomology of BGL•(n) is well understood and basically equals its singular cohomology
with real coefficients (see (92) below).
The stack of bundles iVectC on the site SmC has an atlas
N0 → iVectC
which represents the vector bundle
⊔
n∈N0 C
n → N0. The atlas gives rise to a groupoid
GL :=
( ⊔
n∈N0
GL(n)⇒ N0
)
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in SmC. We let BGL• := N(GL) ∈ (SmC)∆op denote its nerve. It decomposes as the
disjoint union of simplicial varieties
∐
n∈N0 BGL•(n). In particular, we can consider its
absolute Hodge cohomology (see [Be˘ı86, §4])
H0(DRC(p)(BGL•)) ∼= H2pHodge(BGL•,R(p)) ∼=
∏
n∈N0
H2pHodge(BGL•(n),R(p)).
Proposition 4.38. The primitive cohomology Prim(N(iVectC),DRC(p)) is naturally iso-
morphic to the one-dimensional real subspace
R · (sp,0, sp,1, sp,2, . . . ) ⊆
∏
n∈N0
H2pHodge(BGL•(n),R(p))
spanned by the degree-2p component of the universal Chern character class in absolute
Hodge cohomology (see the proof for notation). Under this isomorphism cω(p) corresponds
to the universal Chern character class.
This proposition implies in particular that on the level of homotopy groups rBeilC and
similarly rBeilZ induce Beilinson’s regulator introduced originally in [Be˘ı84, 2.3].
Proof. Let
Y : (SmC)
∆op → Fun(SC, N(sSet))
be the Yoneda embedding, let κ : Fun(SC,C) → Fun(SC,C[W−1]) be the notation for
the canonical map in the cases C = Cat and C = sSet, and let
L : Fun(SC, N(sSet)[W
−1])→ Fundesc(SC, N(sSet)[W−1])
be the sheafification functor (175). If we interpret the sheaf of groups Y (GL(n)) as the
sheaf of automorphisms of the trivial n-dimensional bundle, then we get a morphism
κ(Y (GL))→ iVectMf,C
in Fun(SC, N(Cat)[W
−1]). Applying the nerve we get a morphism in Fun(SC, N(sSet)[W−1])
κ(Y (BGL•)) = κ(Y (N(GL))) ' N(κ(Y (GL)))→ N(iVectMf,C) .
As every bundle is locally trivial and as N(iVectMf,C) satisfies descent, this morphism
induces an equivalence
L(κ(Y (BGL•))) ' N(iVectC) (88)
in Fundesc(SC, N(sSet)[W
−1]). Since Ω∞H(DRC(p)) also satisfies descent, this in turn
induces an equivalence of mapping spaces between objects of Fun(SC, N(sSet)[W
−1])
map(N(iVectC),Ω
∞H(DRC(p))) ' map(κ(Y (BGL•)),Ω∞H(DRC(p))). (89)
Lemma 4.39. For every k ≥ 0, we have a natural isomorphism
pik (map(κ(Y (BGL•)),Ω∞H(DRC(p)))) ∼= H−k (Tot(DRC(p)(BGL•))) . (90)
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Proof. For q ∈ N we can consider the sheaf of sets Y (BGLq) on SC as a sheaf of constant
simplicial sets. Then we can define Y∞(BGLq) := κ(Y (BGLq)) ∈ Fun(SC, N(sSet)[W−1]).
Let ι : N(sSet) → N(sSet)[W−1] be the canonical morphism. If S•• is a bisimplicial
set, then there is a natural equivalence ι(diagS••) ' colim[q]∈∆opι(S•q) in N(sSet)[W−1].
We apply this to the diagram Y (BGL•) of bisimplicial sets which are constant in the first
simplicial direction. Then we get the equivalence
κ(Y (BGL•)) ' colim[q]∈∆opY∞(BGLq)
in Fun(SC, N(sSet)[W
−1]). Using this and the Yoneda Lemma [Lur09, Lemma 5.1.5.2]
we get the equivalences
map(κ(Y (BGL•)),Ω∞H(DR(p))) ' lim[q]∈∆map(Y∞(BGLq),Ω∞H(DRC(p)))
' lim[q]∈∆Ω∞H(DRC(p)(BGLq)).
Note that H and Ω∞ commute with limits since they are both right adjoints. Since
moreover
lim[q]∈∆DRC(p)(BGLq) ' Tot(DRC(p)(BGL•)),
we obtain the equivalence
map(κ(Y (BGL•)),Ω∞H(DR(p))) ' Ω∞H (Tot(DRC(p)(BGL•))) .
Since for any complex A ∈ N(Ch)[W−1] and k∈ Z we have pik(H(A)) ∼= H−k(A), we get
a natural isomorphism
pik (map(κ(Y (BGL•)),Ω∞H(DR(p)))) ∼= H−k (Tot(DRC(p)(BGL•)))
which is exactly (90).
Using (44) the right-hand side of (90) can be expressed in terms of the absolute Hodge
cohomology of the simplicial variety BGL• as
H−k (Tot(DRC(p)(BGL•))) ∼=
∏
n∈N0
H2p−kHodge(BGL•(n),R(p)). (91)
According to Deligne [Del74, 9.1.1] we have H2k+1(BGL•(n),R) = 0 and the real
Hodge structure on H2k(BGL•(n),R) is pure of type (k, k), i.e. the weight filtration has
a single step at 2k and the Hodge filtration has a single step at k. Using this and the
definition of DRC(p) as a cone one sees that
HkHodge(BGL•(n),R(p)) ∼= Hk(BGL•(n), ipR) , 0 ≤ p ≤
k
2
, k even, (92)
and all other absolute Hodge cohomology groups of BGL•(n) vanish. In particular, com-
bining (89), (90), and (91) we get
pi0(map(M,Ω
∞H(DRC(p)))) ∼=
∏
n∈N0
H2p(BGL•(n), ipR). (93)
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The simplicial variety BGL• has the structure of a monoid in (SmC)∆
op
given by the
block sum of matrices. We denote by µ, pr1, pr2 : BGL• × BGL• → BGL• the monoid
structure and the projections, respectively. The subspace of primitive elements
H∗ (Tot(DRC(p)(BGL•)))
prim ⊆ H∗ (Tot(DRC(p)(BGL•))) (94)
is by definition the set of elements x satisfying
µ∗(x) = pr∗1x+ pr
∗
2x.
It is known that the singular cohomology of BGL•(n) is a polynomial ring
H2∗(BGL•(n),R) = R[s1,n, . . . , sn,n]
where 1
p!
sp,n ∈ H2p(BGL•(n),R) is the component of the Chern character in degree 2p
divided by ip. In addition we set s0,n := n. Note that sp,0 = 0 for p ≥ 1. For the map
µ : BGL•(n)×BGL•(m)→ BGL•(n+m) induced by the direct sum, we have
µ∗(sk,n+m) = pr∗1sk,n + pr
∗
2sk,m.
This together with the fact that the space of primitive elements intersects trivially with
the space of decomposable elements and an easy computation imply that the subgroup of
primitives H0(Tot(DRC(p)(BGL•)))prim is the one-dimensional R-vector space spanned
by the class
sp := (sp,0, sp,1, sp,2, . . . ) ,
where we denote the preimage of ipsp,n in H
0(Tot(DRC(p)(BGL•(n)))) under the iso-
morphisms (91) and (92) by the same symbol.
We have an injection
Prim(N(iVectC),DRC(p)) ↪→ H0(Tot(DRC(p)(BGL•)))prim . (95)
It follows from the constructions of the characteristic cocycle ω(p) in Definition 4.28 and
the regulator rBeilC in Definition 4.34 that the element cω(p) ∈ Prim(N(iVectC),DRC(p))
corresponding to the p-component of rBeilC goes to the class
1
p!
sp under the map (95). This
shows surjectivity of (95) and finishes the proof of the proposition.
4.8 The relative Chern character
In this subsection we present some additional material which fits into the present paper,
since the constructions and arguments use the techniques and ideas developed for the
main part of the paper. Since the results shown here are not used elsewhere in the paper
this subsection can safely be skipped on first reading.
An alternative approach to regulators goes back to Karoubi [Kar83, Kar87] using his
relative Chern character. This approach was further studied and generalized in [Tam12].
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Roughly, the idea is as follows: We consider a smooth variety X over C. Then we have a
natural comparison map
c : KC(X)→ Ktop(X) (96)
from the algebraic to the topological K-theory spectrum of X. If we compose c with the
usual Chern character
ch : Ktop(X)→ H(A(X))
from the topological K-theory to the de Rham cohomology of X (cf. (99)), then the
resulting map looses a lot of information. Instead, we define the relative K-theory Krel(X)
as the homotopy fibre of the map c. It is the domain of the relative Chern character
chrel : pii(K
rel(X))→
∏
p
H2p−i−1(X;C)/Fp,
which carries interesting secondary information.
For all i, p ≥ 0 we have a natural map
H2p−i−1(X;C)/Fp → H2p−i(D(p)(X)) ,
where the complex D(p) representing weak absolute Hodge cohomology is defined similarly
as the absolute Hodge complex DRC(p), but discarding the weight filtration (see (102) for
details). The weak analogue of Beilinson’s regulator for smooth varieties over C induces
the maps
rBeilC,D,p : pii(KC(X))→ H2p−i(D(p)(X))
(see (104)) for all i, p ≥ 0. The following theorem has been shown in [Tam12, Thm. 3.9]:
Theorem 4.40. For all p, i ≥ 0 the diagram
pii(K
rel(X))

chrelp // H2p−1−i(X;C)/FpH2p−1−i(X;C)

pii(KC(X))
rBeilC,D,p // H2p−i(D(p)(X))
commutes.
The goal of the present section is to give the details of the constructions and a proof
of this theorem using the techniques developed in the present paper. We consider the site
Mf and the∞-category SMf := N(Mfop). For technical reasons, we also need to consider
the product SMf,Mf := SMf × SMf . We consider the stack iVecttopMf on Mf ×Mf which
associates to M ×X ∈Mf ×Mf the symmetric monoidal groupoid of smooth complex
vector bundles on M ×X. We interpret this stack also as an object
iVecttopMf ∈ Fundesc(SMf,Mf ,CommMon(N(Cat)[W−1])) .
This stack does not model topological K-theory since it does not take the topology of
the morphism spaces into account. We can remedy this defect by an application of the
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functor s¯ : Fun(SMf,Mf ,Sp) → Fun(SMf,Mf ,Sp) defined similarly as the corresponding
transformation (60), but for the site SMf,Mf instead of SMf,C. We combine s¯ and the
algebraic K-theory functor introduced in Definition 2.7 in order to define the sheaf of
topological K-theory spectra
KtopMf := L(s¯(K(iVect
top
Mf ))) ∈ Fundesc(SMf,Mf ,Sp) . (97)
We further define the sheaf of topological K-theory spectra
Ktop ∈ Fundesc(SMf ,Sp)
by specializing the first factor to be a point. By [BNV13, Lemma 6.3] we know that
Ktop ' ku
where ku is the constant sheaf of spectra induced by the connective topological K-theory
spectrum of C.
Next, we construct the comparison map (96). Let h : SC → SMf be the map given by
sending a smooth variety over C to its associated smooth manifold. It is compatible with
the topologies and induces a map h : SMf,C → SMf,Mf . We have a natural transformation
of stacks u : iVectMf,C → h∗iVecttopMf which maps a bundle to its underlying smooth
complex vector bundle. The comparison map is now defined by
c : KMf,C = L(K(iVectMf,C))
u−→ h∗L(K(iVecttopMf ))
(61)−−→ h∗L(s¯(K(iVecttopMf ))) = h∗KtopMf .
We define the relative K-theory KrelMf by forming the fibre sequence in Fun
desc(SMf,C,Sp)
KrelMf → KMf,C c−→ h∗KtopMf .
We again define Krel ∈ Fundesc(SC,Sp) by specializing the manifold in the first factor to
be a point.
The relative Chern character will be induced by compatible regulator maps on KMf,C
and h∗KtopMf . We now describe the relevant choice of geometries and characteristic cocycles.
A geometry on a complex vector bundle V over M×X is a pair gV = (hV ,∇V ) consisting
of a hermitian metric hV and a connection ∇V . A local geometry on the complex vector
bundle V over M ×X is a family (gm)m∈M of germs of geometries. In other words, each
gm is represented by a geometry on V|U×X where U is a neighbourhood of m ∈ M . A
geometric smooth bundle is a pair (V, g) consisting of a bundle V with local geometry
g. We let iVecttop,geomMf be the symmetric monoidal stack of geometric smooth bundles.
Similarly as in Lemma 4.21, the forgetful transformation induces an equivalence
s¯(N(iVecttop,geomMf ))
∼→ s¯(N(iVecttopMf )) (98)
in Fun(SMf,Mf ,CommMon(N(sSet)[W
−1])).
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We define the sheaf of complexes
AMf :=
∏
p≥0
A[2p] ∈ Fundesc(SMf,Mf , N(Ch)) (99)
where A is the usual de Rham complex of smooth C-valued forms. Furthermore, we let
A ∈ Fundesc(SMf , N(Ch)) be the restriction to the site SMf .
To a complex vector bundle V on M × X with geometry (hV ,∇V ) we associate the
characteristic form
ωtop(V, (hV ,∇V )) :=
∏
p≥0
ch2p(∇V )
(see (63) for the definition of ch2p). By a precisely analogous construction as in Subsec-
tions 4.3, 4.4 (in particular using the canonical deformations) we get the characteristic
cocycle
ωtop(g) ∈ Z0(LAMf (M ×X))
of a geometric smooth bundle (V, g) in the Cˇechification (see Subsection A.1) LAMf of
AMf , where L acts on the first component in Mf ×Mf .
Similarly to the construction of Beilinson’s regulator in Definition 4.34, we define the
topological Chern character
ch : Ktop → H(A)
through the diagram Fun(SMf,Mf ,Sp)
s¯(K(iVecttopMf ))
(97)

s¯(K(iVecttop,geomMf ))
∼
(98)
oo s¯(r(ω
top)) // s¯H(LAMf )
KtopMf
ch // H(AMf )
∼
Fact A.6
// H(LAMf ).
∼ Lemma A.9
OO
We can also consider its real variant chR by replacing AMf with the complex of real
valued differential forms
AR,Mf :=
∏
p≥0
(2pii)pAR[2p] ∈ Fundesc(SMf,Mf , N(Ch))
and using the characteristic form (cf. (62))
ωtopR (V, (h
V ,∇V )) :=
∏
p≥0
ch2p(∇V,u) .
Geometries on algebraic vector bundles are defined in such a way that the correspond-
ing Chern character forms live in the appropriate step of the Hodge filtration. We thus
consider
F0Alog,Mf :=
∏
p≥0
FpAlog,Mf [2p] ∈ Fun(SMf,C, N(Ch)) .
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By Lemma 4.6, we can consider F0Alog,Mf as an object in Fundesc(SMf,C, N(Ch)[W−1]).
There is a natural morphism F0Alog,Mf → h∗AMf in Fun(SMf,C,Ch), which gives rise
to a fibre sequence in Fundesc(SMf,C, N(Ch)[W
−1])
Arel,Mf → F0Alog,Mf → h∗AMf
defining Arel,Mf ∈ Fundesc(SMf,C, N(Ch)[W−1]). We denote its specialization to SC by
Arel. We will actually use the explicit model
Arel,Mf ' Cone(F0Alog,Mf → h∗AMf )[−1]. (100)
From a good geometry gV = (hV ,∇II) (see Definition 4.17) we obtain a geometry
(hV ,∇V ) with ∇V = ∇II + ∇I on the underlying complex vector bundle. Using the
characteristic form
ωF(gV ) :=
∏
p≥0
ch2p(∇V )
and the construction of Subsections 4.3, 4.4, we get for any geometric bundle (V, g) on
M × X ∈ SMf,C, i.e. a bundle V with a local geometry g = (gm)m∈M , a characteristic
cocycle
ωF(V, g) ∈ Z0(LF0Alog,Mf (M ×X)) .
Again, similarly as in the construction in Definition 4.34, we get a regulator map
chF : KMf,C → H(F0Alog,Mf ) .
Clearly, the diagram of characteristic cocycles
pi0(iVect
geom
Mf,C)
ωF //

Z0(LF0Alog,Mf )

h∗pi0(iVect
top,geom
Mf )
h∗(ωtop)// h∗Z0(LAMf )
commutes. This gives us the commutativity of the lower square in the following diagram
in Fundesc(SMf,C,Sp). We define the relative Chern character ch
rel to be the map induced
on fibres:
KrelMf
chrel //

H(Arel,Mf )

KMf,C
chF //

H(F0Alog,Mf )

h∗KtopMf
h∗(ch) // H(h∗AMf ) .
(101)
Specializing the manifold to a point, we get the map
chrel : Krel → H(Arel)
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in Fundesc(SC,Sp). Note that we have natural isomorphisms
pii(H(Arel(X))) ∼= H−i(Cone(F0Alog(X)→ h∗A(X))[−1])
∼=
∏
p≥0
H2p−1−i(X;C)/FpH2p−1−i(X;C) .
This finishes the construction of the relative Chern character.
In order to compare it with the Beilinson regulator, we introduce the Deligne-Beilinson
or weak absolute Hodge complex
DMf,C(p) := Cone ((2pii)
pAMf,R ⊕FpAlog,Mf → A) [2p− 1] ∈ Fun(SMf,C, N(Ch)) (102)
and set DMf,C :=
∏
p≥0 DMf,C(p). By inspection of the Definition 4.7 of DRMf,C we have
a natural map
DRMf,C → DMf,C (103)
which simply forgets the weight filtration and the logarithmic growth condition at the
appropriate places.
The image under (103) of the characteristic LDRMf,C-valued cocycle ω defined in
Definition 4.28 is an LDMf,C-valued characteristic cocycle which we denote by ωD. As in
Definition 4.34, it induces a morphism
rBeilC,D : KMf,C → H(DMf,C) (104)
in Fundesc(SMf,C,Sp), which we call the weak Beilinson regulator. It follows from the
constructions that the composition of the characteristic cocycle ωD with the projection
to the second component of the cone Z0(LDMf,C)→ Z0(LF0Alog,Mf ) coincides with ωF
and moreover that the square
pi0(iVect
geom
Mf,C)
ωD //

Z0(LDMf,C)

h∗pi0(iVect
top,geom
Mf )
ωtopR // Z0(h∗LAR,Mf )
commutes.
It follows from (100) and (102) that the fibre of the map DMf,C → h∗AR,Mf , given by
the projection to the first component of the cone, is naturally equivalent to Arel,Mf (see
also (107) below). Using the diagram
KrelMf
//

H(Arel,Mf )

KMf,C
rBeilC,D //

H(DMf,C)

h∗KtopMf
h∗(chR) // H(h∗AR,Mf )
(105)
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the weak Beilinson regulator rBeilC,D also induces a map
KrelMf → H(Arel,Mf ). (106)
We claim that (106) coincides with chrel constructed in (101). The assertion of Theo-
rem 4.40 then follows by specializing the manifold to a point and taking homotopy groups.
We start with the following commutative diagram in Fundesc(SMf,C, N(Ch)[W
−1])
Cone(DMf,C → h∗AR,Mf )[−1] //DMf,C // h∗AR,Mf
Cone(DMf,C → Cone(· · · ))[−1]
induced '
OO
//
induced '

DMf,C //

Cone(h∗AR,Mf ⊕ h∗AMf → h∗AMf )[−1]
'
OO

Arel,Mf // F0Alog,Mf // h∗AMf .
(107)
Here the map from DMf,C to the cone in the right column is induced by F0Alog,Mf →
h∗AMf , the maps in the right column are the obvious projections, and the maps in the
left column are the induced ones. The lower left vertical arrow is an equivalence since the
lower right square is a pull-back square.
To prove the claim, we introduce the auxiliary characteristic cocycle
ωCone : pi0(iVect
top,geom
Mf )→ Z0 (LCone(AR,Mf ⊕AMf → AMf )[−1])
which, similarly as before, is induced by sending a complex vector bundle with geometry
(V, (hV ,∇V )) to ∏
p≥0
(ch2p(∇V,u)⊕ ch2p(∇V ), c˜h2p−1(∇V,u,∇V ))
(see Subsection 4.4 for the definition of the transgression c˜h and compare with (67)).
It follows directly from the definitions that we have the compatibility of characteristic
cocycles defined on pi0(iVect
geom
Mf,C), (or on h
∗pi0(iVect
top,geom
Mf ), respectively) with values in
the groups of 0-cocycles in the Cˇechifications of the middle respectively right column of
diagram (107), summarized schematically in the diagram
ωD
 // ωtopR
ωD
 //
_

ωCone
_
OO
_

ωF
 // ωtop.
(108)
As in the diagrams (101) and (105), the characteristic cocycles ωD and ωCone thus give rise
to a third map KrelMf → H(Arel,Mf ). Moreover, by the commutativity of (107) and the
compatibilities in (108), this third map coincides with chrel from (101) – corresponding
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to the bottom row of (108) – and with (106) – corresponding to the top row of (108).
This implies our claim. 
Remark 4.41. Whereas with this construction of the relative Chern character the relation
to Beilinson’s regulator follows quite easily, it is not a priori clear that this new construc-
tion really extends Karoubi’s original one. This is done in [Tam12] and used there to
establish also the comparison with Borel’s regulator in the number field case.
5 Differential algebraic K-theory
5.1 Definition of differential algebraic K-theory
A spectrum E ∈ Sp represents a cohomology theory E∗ on the category of topolog-
ical spaces. A differential extension Ê∗ combines the restriction of the functor E∗ to
the category of smooth manifolds with information about characteristic forms. In the
following, we describe the Hopkins-Singer version of differential cohomology introduced
in the ground-breaking paper [HS05]. Recall that H : N(Ch)[W−1] → Sp denotes the
Eilenberg-MacLane correspondence. In order to define a Hopkins-Singer differential co-
homology theory, we must choose differential data (E,C, c). It consists of the spectrum
E as above, a chain complex C ∈ Ch of real vector spaces, and a morphism of spectra
c : E → H(C). The differential data is called strict if this morphism induces isomorphisms
pi∗(E)⊗ R ∼= H−∗(C).
A standard choice for C is the Z-graded vector space C := pi∗(E) ⊗ R with trivial
differentials. We then have a unique5 equivalence class of morphisms c : E → H(C)
which induces the canonical map
pi∗(E)→ pi∗(H(C)) ∼= pi∗(E)⊗ R
in homotopy groups. The triple (E,C, c) is called the canonical differential data associated
to the spectrum E. It is strict.
For a chain complex of real vector spaces C, we let ΩC ∈ PShCh(Mf) be the
de Rham complex with coefficients in C. Note that it actually is a sheaf, i.e. ΩC ∈
Fundesc(SMf , N(Ch)).
Remark 5.1. At this point we must consider ΩC as a sheaf with values in N(Ch) and not
in N(Ch)[W−1], since we want to form the stupid truncation σ≥0ΩC below, which is only
well-defined before inverting quasi-isomorphisms.
For a spectrum F , let F ∈ Fundesc,h(SMf ,Sp) be the constant sheaf of spectra induced
by F (cf. Subsection A.2). We have a version of the de Rham Lemma (Lemma A.13),
which provides the equivalence
H(C) ' H(ΩC)
5For uniqueness we use the fact that C consists of Q-vector spaces.
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in Fundesc,h(SMf ,Sp). Given differential data (E,C, c), we thus have a canonical equiva-
lence class of morphisms
rat : E
c−→ H(C) ' H(ΩC) . (109)
For every integer n ∈ Z, the sheaf Diffn(E) ∈ Fundesc(SMf ,Sp) of differential function
spectra is defined by the pull-back
Diffn(E)
I

R // H(σ≥nΩC)

E rat // H(ΩC)
(110)
in Fundesc(SMf ,Sp), where σ
≥nΩA is the stupid truncation. Finally, the differential
cohomology groups of a manifold M are defined by
Ên(M) := pi−n(Diffn(E)(M)) .
This construction of differential cohomology is called the Hopkins-Singer construction
because of the foundational work [HS05]. In this streamlined form it has been introduced
in [BG13], [BNV13, Sec. 4.4].
In the present paper we consider the differential extension of the algebraic K-theory
of arithmetic schemes (see Subsection 3.2). Its construction is modelled on the Hopkins-
Singer construction explained above, but modifications are needed since we work on a
product site Mf ×RegZ. Our choice of differential forms is the complex LDRMf,Z. This
complex is connected with algebraic K-theory by the regulator
KMf,Z
rBeilZ−−→ H(DRMf,Z) ∼→ H(LDRMf,Z)
given in Definition 4.36. This map replaces the map rat in (109). Usually, a differential
extension of a cohomology theory is considered as a functor on the category of manifolds.
Here it is a functor
M ×X 7→ K̂(X)0(M)
of two variables, an arithmetic scheme X and a manifold M . Furthermore, the differential
data are far from being strict. In order to explain this, let us fix X and write
DRZ(X)(M) := DRMf,Z(M ×X) . (111)
Let us assume that X is proper over Spec(Z) in order to avoid the complications with
compactifications. Then DRZ(X)(M) is a topological completion of the de Rham complex
of M with coefficients in DRZ(X)(∗). Even if X is zero-dimensional, DRZ(X)(∗) is a
complex with non-trivial differential. Beilinson’s conjectures, described in Subsection
3.4, predict that, for X → Spec(Z) proper and flat with potentially good reduction
everywhere, the regulator induces an isomorphism Kp(X) ⊗ R → H−p(DRZ(X)(∗)) for
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p ≥ 2, and its kernels and cokernels for other p are well understood and non-trivial in
general. Hence even if Beilinson’s conjectures are assumed to be true, the map
K∗(X)⊗ R→ H−∗(DRZ(X)(∗))
is not an isomorphism.
We now turn to the construction of the differential algebraic K-theory functor K̂0 and
the structure maps R, I, a of a differential cohomology theory. The differential algebraic
K-theory functor will be defined in terms of the differential algebraic K-theory spectrum.
We denote the stupid truncation of a complex to the non-negative degree part by σ≥0.
Definition 5.2. We define the differential algebraic K-theory spectrum
Diff(K) ∈ Fun(SMf,Z,Sp)
by the pull-back in Fun(SMf,Z,Sp)
Diff(K) R //
I

H(σ≥0LDRMf,Z)
i

KMf,Z
rBeilZ // H(LDRMf,Z) .
(112)
Furthermore, we define the differential algebraic K-theory (in degree zero) by
K̂0 := pi0(Diff(K)) ∈ Fun(SMf,Z, N(Ab)) .
Note that a pull-back in Fun(SMf,C,Sp) can be computed object-wise.
While KMf,Z and H(LDRMf,Z) are homotopy invariant in the manifold direction
(see Lemma 4.5 for the latter) the complex H(σ≥0LDRMf,Z) is no longer homotopy
invariant. Therefore Diff(K) is not homotopy invariant as well. Hence the functor
K̂0 is not homotopy invariant in the manifold direction. The deviation from homotopy
invariance can be described by a homotopy formula, which will be formulated in Lemma
5.11.
The maps R and I in the diagram (112) induce the structure maps (denoted by the
same symbols)
R : K̂0 → Z0(LDRMf,Z) , I : K̂0 → pi0(KMf,Z) .
The inclusion i of the non-negative part into the full de Rham complex fits into a fibre
sequence
· · · → σ≤−1LDRMf,Z[−1]→ σ≥0LDRMf,Z i−→ LDRMf,Z → σ≤−1LDRMf,Z → . . . (113)
in Fun(SMf,Z, N(Ch)[W
−1]). Since (112) is a pull-back square, the fibre sequence (113)
induces a fibre sequence
· · · → H(σ≤−1LDRMf,Z[−1]) a−→ Diff(K) I−→ KMf,Z → H(σ≤−1LDRMf,Z)→ . . . .
(114)
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The map marked by a in this sequence induces the map
a : H−1(σ≤−1LDRMf,Z)→ K̂0 . (115)
Applying pi0 to (114) we get the exact sequence
pi1(KMf,Z)→ H−1(σ≤−1LDRMf,Z) a−→ K̂0 I−→ pi0(KMf,Z)→ 0 , (116)
where the surjectivity of the last map follows from H0(σ≤−1LDRMf,Z) = 0.
Definition 5.3. We define the flat part of differential algebraic K-theory by
K̂0flat := ker
(
R : K̂0 → Z0(LDRMf,Z)
)
.
5.2 The homotopy of Diff(K)
In this subsection we calculate the homotopy groups of Diff(K). We fix X ∈ RegZ and
write
Diff(K(X))(M) := Diff(K)(M ×X) ,
K̂(X)0(M) := K̂0(M ×X) , (117)
and
K̂(X)0flat(M) := K̂
0
flat(M ×X) . (118)
Furthermore, we let KZ(X)
∗ and KZ(X)R/Z∗ be the generalized cohomology theories
represented by the spectra KZ(X) and its R/Z-version KZ(X)R/Z := KZ(X) ∧MR/Z,
respectively (compare with (83)). Here MR/Z denotes the Moore spectrum of R/Z. The
calculation will partially depend on the validity of Beilinson’s conjectures for X. We will
indicate this dependence precisely at the corresponding places.
Proposition 5.4. The homotopy groups of Diff(K(X)) can be described as follows:
1. For i ≤ −1 we have
pii(Diff(K(X))) ∼= KZ(X)−i , i ≤ −1 .
2. For i ≥ 1 we have a natural map
KZ(X)R/Z−i−1 → pii(Diff(K(X))) . (119)
It is an isomorphism if Beilinson’s conjectures hold true for X.
3. We have a sequence
KZ(X)R/Z−2 → KZ(X)−1 r
Beil
Z−−→ H(DRZ(X))−1 a−→ K̂(X)0 (I,R)−−−→
→ KZ(X)0 ×H(DRZ(X))0 Z0(LDRZ(X))→ 0
(120)
which is exact except possibly at KZ(X)
−1. It is exact if Beilinson’s conjectures hold
true for X.
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4. We have an exact sequence
KZ(X)
−1 → H(DRZ(X))−1 a−→ K̂(X)0flat I−→ KZ(X)0
rBeilZ−−→ H(DRZ(X))0 . (121)
Proof. Since the inclusion map i in (112) induces an isomorphism on pii for i ≤ −1 and a
surjection on pi0, we obtain from the long exact sequence associated to the pull-back that
pii(Diff(K(X))) ∼= KZ(X)−i , i ≤ −1 .
We let eX : SMf → SMf,Z be given by
eX(M) := M ×X . (122)
Write KMf,ZR := KMf,Z ∧MR. The map
KMf,ZR→ H(DRMf,Z) (123)
induced by the regulator rBeilZ induces a map of pull-back diagrams in Fun(SMf ,Sp) from
e∗XΣ
−1KMf,ZR/Z //

0

e∗XKMf,Z // e
∗
XKMf,ZR
(124)
to
Diff(K(X)) //

e∗XH(σ
≥0LDRMf,Z)

e∗XKMf,Z // e
∗
XH(LDRMf,Z) .
(125)
The resulting map of left upper corners gives the map (119) on homotopy groups.
We now assume that X satisfies Beilinson’s conjecture 3.14. We want to prove that
(119) is an isomorphism for i ≥ 1. We first study the map between the lower right corners
of diagrams (124) and (125). Since the corresponding sheaves of spectra are homotopy
invariant, we can use the equivalences
e∗XKMf,ZR ' KZ(X)R , e∗XH(LDRMf,Z) ' H(DRZ(X)) .
For a manifold M , we consider the morphism between the (right half plane) Atiyah-
Hirzebruch spectral sequences for KZ(X)R∗(M) and H(DRZ(X))∗(M) induced by (123).
By our assumption, the map of E2-terms is an isomorphism on E
pq
2 for all q ≤ −2 and
injective on E0,−12 . Here is a schematic picture of these spectral sequences:
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here injective
here isomorphism
p
q
1 2 3 4
-4
-3
-2
-1
0
The induced map is injective on the dotted line and an isomorphism in the shaded area.
The dashed diagonal indicates the contributions in cohomological degree −2. The terms
Epq2 of both spectral sequences vanish for p > dim(M). Hence, if M is finite dimensional,
the spectral sequences converge, and we deduce that
KZ(X)R−i(M)→ H(DRZ(X))−i(M)
is an isomorphism for i ≥ 2 and injective for i = 1. If M is infinite dimensional, we get
the same result arguing component-wise.
The map from to (124) to (125) induces a morphism between the associated long exact
sequences in homotopy. By an application of the Five Lemma we see that (119) is an
isomorphism for i ≥ 1.
The exactness of (120) is simply a part of the long exact sequence of homotopy
groups associated with the pull-back diagram (125) where we have used the equiva-
lence DRZ(X)
∼−→ LDRZ(X) and we have replaced pi1(Diff(K(X))) at the left end by
KZ(X)R/Z−2 using (119). Hence it is exact except possibly at KZ(X)−1. By the above,
it is exact everywhere if we assume Beilinson’s conjecture for X.
The exactness of (121) follows from the unconditional part of exactness of (120) by
pull-back along the injective transformation
ker
(
KZ(X)
0 r
Beil
Z−−→ H(DRZ(X))0
)
x 7→(x,0)−−−−→ KZ(X)0 ×H(DRZ(X))0 Z0(LDRZ(X)).
Example 5.5. We specialize the sequence (120) to the case M = ∗ and X = Spec(R)
for a number ring R. Let Cl(R) denote the class group of R. There is an isomorphism
K0(R)
rk⊕cl−−−→ Z ⊕ Cl(R) whose first component is the rank homomorphism. Combining
this and the Examples 3.11 and 3.15, we get an exact sequence
0→ Zr1+r2−1 i−→ Rr1+r2 a→ K̂(X)0(∗) rk⊕cl−−−→ Z⊕ Cl(R)→ 0 . (126)
Here r1 and r2 are as in Example 3.11. The group Zr1+r2−1 is the image of the group of
units R∗ in R under the regulator
R∗ ∼= K1(R) r
Beil
Z−−→ H−1(DRZ(X)) ∼= Rr1+r2 .
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Its rank is determined by Dirichlet’s theorem. In particular, (121) gives an exact sequence
0→ Rr1+r2/i(Zr1+r2−1)→ K̂(X)0flat(∗)→ Cl(R)→ 0.
5.3 The geometric cycle map
Let M be a smooth manifold and X a scheme in RegZ. A bundle V ∈ iVectMf,Z(M×X)
gives rise to a class
cycl(V ) ∈ pi0(KMf,Z(M ×X)) ∼= KZ(X)0(M) .
The natural transformation cycl is called the topological cycle map, see (128) for details.
If gV is a local geometry on V , so that (V, gV ) is a geometric bundle (see Defini-
tion 4.32), then we have the characteristic form ω(gV ) ∈ Z0(LDRMf,Z(M ×X)), defined
in 4.28, which represents the class of the regulator
rBeilZ (cycl(V )) ∈ H0(LDRMf,Z(M ×X)) ∼= H(DRZ(X))0(M).
The main result of the present subsection is the construction of a geometric cycle map
ĉycl which sends (V, gV ) to the differential algebraic K-theory class
ĉycl(V, gV ) ∈ K̂(X)0(M)
such that
R(ĉycl(V, gV )) = ω(gV ) , I(ĉycl(V, gV )) = cycl(V ) . (127)
Remark 5.6. Note that in order to define ĉycl(V, gV ) ∈ K̂(X)0(M), it is not sufficient to
give a pair of classes ω(gV ) ∈ Z0(LDRMf,Z(M × X)) and cycl(V ) ∈ KZ(X)0(M) such
that their images in H0(LDRMf,Z(M ×X)) coincide. The square (112) does not induce
a pull-back square on the level of pi0.
Remark 5.7. A first version of topological and geometric cycle maps for number rings
has been introduced in [BG13, Sec. 3.6]. The approach presented in the present paper is
simpler. Moreover, we get a geometric cycle map which is functorial in the scheme X.
Restricted to number rings, we get a functorial geometric cycle map for number rings.
This improves the result of [BG13]. See, for example, the discussion in [BG13, Sec. 3.11].
We start with a precise description of the topological cycle map. We consider the
functor
pi0(iVectMf,Z) : Mf
op ×RegopZ →Mon(Set) ,
see Subsection 4.5.
Definition 5.8. The natural map of monoids
N(iVectMf,Z)→ ΩB(N(iVectMf,Z)) ' Ω∞K(VectMf,Z)→ Ω∞KMf,Z
induces the topological cycle map
cycl : pi0(iVectMf,Z)→ pi0(Ω∞KMf,Z) ∼= pi0(KMf,Z) (128)
as a map in Fun(SMf,Z, N(Mon(Set))).
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In order to define the geometric cycle map, we extend diagram (85), used in the con-
struction of the regulator in Definition 4.36, to the commuting diagram in Fun(SMf,Z,Sp)
K(iVectgeomMf,Z)
 ,,
K(ω)
(24)
// K(Z0(LDRMf,Z)) '
(26)
// H(Z0(LDRMf,Z)) // H(σ≥0LDRMf,Z)

K(iVectMf,Z)

// s¯K(iVectMf,Z) s¯K(iVect
geom
Mf,Z)
'oo s¯(r(ω)) // s¯H(LDRMf,Z)
KMf,Z
rBeilZ // H(DRMf,Z).
'
OO
Note that the datum of a commuting square in an ∞-category includes that of fillers.
By the universal property of the pull-back defining Diff(K), the outer square defines a
canonical map
K(iVectgeomMf,Z)→ Diff(K) (129)
of diagrams of spectra.
Definition 5.9. We define the geometric cycle map
ĉycl : pi0(iVect
geom
Mf,Z)→ K̂0
as the transformation in Fun(SMf,Z, N(Mon(Set))) given by the composition
pi0(iVect
geom
Mf,Z)→ pi0(K(iVectgeomMf,Z))
(129)−−−→ pi0(Diff(K)) .
It is clear from the construction that this geometric cycle map satisfies the conditions
(127).
Example 5.10. We continue Example 5.5. We consider the bundle V := OX on X :=
Spec(R). The standard metric ‖.‖ on C induces a geometry gV‖.‖. We therefore get a class
ĉycl(V, gV‖.‖) ∈ K̂0(X)(∗) .
We have rk(ĉycl(V, gV‖.‖)) = 1 and cl(ĉycl(V, g
V
‖.‖)) = 0. For λ ∈ (0,∞) we can define a
new scaled metric λgV‖.‖. Then we get a class
ĉycl(V, λgV‖.‖)− ĉycl(V, gV‖.‖) ∈ K̂0flat(X)(∗). (130)
We will describe this class more explicitly in 5.16.
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5.4 Homotopy formulas
5.4.1 The manifold direction
Let I := [0, 1] be the unit interval. We consider a smooth manifold M ∈Mf and a smooth
variety X ∈ SmC over C. As observed in the proof of Lemma 4.5, the integral∫
I
: A∗(I ×M ×X)→ A∗−1(M ×X)
induces a morphism∫
I
: DRMf,C(I ×M ×X)→ DRMf,C(M ×X)[−1] .
Explicitly, if (ωR ⊕ ω, ω˜) is an element in the cone, then∫
I
(ωR ⊕ ω, ω˜) = (
∫
I
ωR ⊕
∫
I
ω,−
∫
I
ω˜) . (131)
Let i0, i1 : M → I ×M be the inclusions corresponding to the end points of the interval.
By Stokes’ theorem, for ω ∈ DRMf,C(I ×M ×X) we then have the identity∫
I
dω = i∗1ω − i∗0ω − d
∫
I
ω (132)
in DRMf,C(M ×X). A similar formula holds true for X ∈ RegZ and ω ∈ DRMf,Z(I ×
M ×X).
A typical feature of differential cohomology is a homotopy formula in the manifold
direction [BS10, Eq. (1)], [BNV13, Thm. 3.6]. The case of differential algebraic K-theory
is slightly more complicated since the curvature takes values in a Cˇechification LDRMf,Z.
We only state a homotopy formula in the arithmetic case and for classes whose curvature
belongs to the image of the inclusion DRMf,Z → LDRMf,Z.
Assume that M ∈Mf is a smooth manifold and X is a scheme in RegZ. Recall that
we denote by a the natural map LDR−1Mf,Z(M ×X)/im(d)
(115)−−−→ K̂0(M ×X).
Lemma 5.11. If xˆ ∈ K̂0(I ×M × X) and R(xˆ) belongs to the image of the canonical
map
Z0(DRMf,Z(I ×M ×X))→ Z0(LDRMf,Z(I ×M ×X)) ,
then we have
i∗1(xˆ)− i∗0(xˆ) = a(
∫
I
R(xˆ)) .
Proof. Let prM×X : I × M × X → M × X denote the projection. Since K0 is homo-
topy invariant in the manifold direction, there exists a class y ∈ K0(M × X) such
that pr∗M×X(y) = I(x). We can choose a form β ∈ Z0(DRMf,Z(M × X)) such that
[β] = rBeilZ (y). By the exactness of (120) at the right end, we can choose a class
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yˆ ∈ K̂0(M × X) such that I(yˆ) = y and R(yˆ) = β. As H(DRMf,Z)0 is also homotopy
invariant in the manifold direction, the cocycle
R(xˆ)− pr∗M×X(R(yˆ)) =R(xˆ)− pr∗M×X(β) ∈ Z0(DRMf,Z(I ×M ×X))
is exact. Thus there exists a form α ∈ DR−1Mf,Z(I ×M × X) such that dα = R(xˆ) −
pr∗M×X(R(yˆ)). Using R ◦ a = d and (120) again, there is some γ ∈ Z−1(DRMf,Z(I ×M ×
X)) satisfying
xˆ− pr∗M×X(yˆ)− a(α) = a(γ). (133)
Combining
d(α + γ) = dα =R(xˆ)− prM×XR(yˆ) ,
(133), and (132), we get
i∗1(xˆ)− i∗0(xˆ)
(133)
= a(i∗1(α + γ)− i∗0(α + γ))
(132)
= a(
∫
I
R(xˆ)) .
Example 5.12. As an application, we discuss how the geometric cycle class changes under
scaling the metric. Thus we let V be a locally free sheaf of pr∗XOX-modules of finite rank
on M ×X. We assume that V admits a good geometry gV = (∇II , h) such that the total
connection ∇ is flat. Let λ ∈ (0,∞) ⊂ R.
Lemma 5.13. We have
ĉycl(V, (∇II , λh))− ĉycl(V, (∇II , h)) = a(β) (134)
where β ∈ DR−1Mf,Z(M ×X) has only one non-trivial factor, namely
(0⊕ 0, 1
2
dim(V ) log(λ)) ∈ DRMf,Z(1)−1(M ×X) .
Proof. Consider the bundle pr∗M×XV on I×M×X. We choose a smooth positive function
ρ on I with ρ(0) = 1, ρ(1) = λ. Then gˆV = (pr∗M×X∇II , ρ·pr∗M×Xh) is a good geometry on
pr∗M×XV . We let xˆ := ĉycl(pr
∗
M×XV, gˆ
V ). Denoting the total connection on pr∗M×X(V )
by ∇ˆ, we find that its adjoint is simply given by
∇ˆ∗ = pr∗M×X(∇∗h) + d log(ρ).
The curvature of ∇ˆu is the pull-back of the curvature of ∇uh , hence∫
I
ch2p(∇ˆu) = 0.
Write ω := ∇uh −∇, ωˆ := ∇ˆu − ∇ˆ = pr∗M×Xω + 12d log(ρ). Since ∇ˆ is flat, we obtain the
relation
c˜h2p−1(∇ˆu, ∇ˆ) = − 4
pp!
2(2p)!
Tr(ωˆ2p−1).
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We have
ωˆ2p−1 = pr∗M×Xω
2p−1 +
1
2
d log(ρ) ∧ pr∗M×Xω2p−2 .
Since Tr(ω2p−2) = 0 for p > 1, we get c˜h2p−1(∇ˆu, ∇ˆ) = pr∗M×X c˜h2p−1(∇u,∇) for p > 1.
Furthermore, c˜h1(∇ˆu, ∇ˆ) = pr∗M×X c˜h1(∇u,∇)− dim(V )2 d log(ρ). We finally get∫
I
c˜h2p−1(∇ˆu, ∇ˆ) =
{
−1
2
log(λ) dimV if p = 1
0 else.
Using (131) we see that
∫
I
R(xˆ)(p) = 0 for p 6= 1 and ∫
I
R(xˆ)(1) = (0⊕0, 1
2
dim(V ) log(λ)).
By Lemma 5.11 this implies (134).
Example 5.14. The homotopy formula in the manifold direction can be used in order
to calculate the Beilinson regulator explicitly in some cases. Let X := Spec(R) for a
number ring R. Then X(C) is a zero-dimensional manifold whose points are the embed-
dings σ : R ↪→ C. For every σ ∈ X(C) we have an evaluation map evσ : DRZ(X) →
DRC(Spec(C)). By Example 3.9 we have an isomorphism
H−1(DRC(Spec(C))) ∼= H−1(DRC(1)(Spec(C))) ∼= C/iR ∼= R . (135)
Lemma 5.15. The composition of the evaluation and the Beilinson regulator
R∗ ∼= K1(R) r
Beil
Z−−→ H−1(DRZ(X)) evσ−−→ H−1(DRC(Spec(C)))
(135)∼= R
maps u ∈ R∗ to − log ‖σ(u)‖ ∈ R.
Proof. We consider the trivial bundle V := OX . It has a canonical metric hV‖.‖ induced
by the standard metric of C. It further has a canonical connection ∇II and therefore
a geometry (∇II , hV‖.‖). Multiplication by u induces an isomorphism between geometric
bundles
φu : (V, (∇II , hV‖.‖))
∼=−→ (V, (∇II , |u|−2hV‖.‖)) ,
where the function |u| : X(C) → (0,∞) is given by σ 7→ ‖σ(u)‖. Let ρ : I × X(C) →
(0,∞) be a smooth function such that ρ(t, σ) = 1 for t near 0 and ρ(t, σ) = ‖σ(u)‖−2 near
t = 1. We define the metric hˆV := ρ pr∗Xh
V
‖.‖ and get the geometry gˆ
V := (pr∗X∇II , hˆV ) on
pr∗XV . Using φu we can descend the geometric bundle (pr
∗
XV, gˆ
V ) to a geometric bundle
(V˜u, g˜u) on S
1 ×X.
The difference cycl(V˜u)− cycl(V˜1) ∈ K0C(X)(S1) corresponds to u ∈ R∗ ∼= K1(R) ∼=
KZ(X)
−1(∗) under suspension. Hence, by a calculation as in Example 5.12, we get
evσ(r
Beil
Z (u)) =
[∫
S1×X/X
R(ĉycl(V˜u, g˜u)− ĉycl(V˜1, g˜1))(1)
]
= − log ‖σ(u)‖ .
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Example 5.16. We continue with Example 5.10. Note that the identificationH−1(DRZ(X)) ∼=
Rr1+r2 is given by the tuple of evaluations (evσ)σ∈X(C)/Gal(C/R).
The flat class (130) is given by a(diag(λ)) where
diag(λ) :=
1
2
log(λ) (1, . . . , 1)︸ ︷︷ ︸
r1+r2
∈ Rr1+r2 .
In this picture the image of the map i in (126) is given by the vectors
(log ‖σR1 (u)‖, . . . , log ‖σRr1(u)‖, . . . , log ‖σC1 (u)‖, . . . , log ‖σCr2(u)‖) , u ∈ R∗ ,
where (σRi )i and (σ
C
j )j run over the real embeddings R ↪→ R and representatives of pairs
of complex conjugate complex embeddings R ↪→ C.
5.4.2 The algebraic direction
Absolute Hodge cohomology is homotopy invariant in the algebraic direction in the sense
that the natural projection induces a quasi-isomorphism
DRMf,C(M ×X)
pr∗M×X−−−−→
'
DRMf,C(M ×X × A1C) :
By descent in the manifold direction, it suffices to prove this for M a point. From
the homotopy invariance of de Rham cohomology we know that the map Alog,R(X) →
Alog,R(X × A1C) is a quasi-isomorphism. By Deligne [Del71] it is strict with respect to
the de´calage of the weight filtration. Thus WˆkAlog,R(X)→ WˆkAlog,R(X ×A1C) is a quasi-
isomorphism, too. Similarly, one handles the other components of the cone defining
DRMf,C.
In particular, the two inclusionsM×X ↪→M×X×A1C given by the points 0, 1 ∈ A1C(C)
induce the same map in absolute Hodge cohomology. We expect that there exists an
integration operator
∫
II
in the algebraic direction which satisfies a formula similar to (132).
However, the actual construction of such an operator seems to be quite complicated, and
we content ourselves with the analogous formula for P1C. This is enough for our purposes
in the current paper.
Again we state the homotopy formula in the arithmetic situation. We consider M ∈
Mf and X ∈ RegZ. We let [x0 : x1] be homogeneous coordinates of P1Z and fi : M×X ↪→
M × X × P1Z be the inclusions determined by xi = 0, i = 0, 1. Using the homotopy H1
from (76) we define∫
II
ω := L(H1) : LDR0Mf,Z(M ×X × P1Z)→ LDR−1Mf,Z(M ×X) . (136)
Then (77) becomes
f ∗0ω − f ∗1ω =
∫
II
dω + d
∫
II
ω . (137)
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Proposition 5.17. We consider a class xˆ ∈ K̂0(M × X × P1Z). There exists a class
yˆ ∈ K̂0(M ×X × P1Z) such that I(yˆ) = I(xˆ) and
∫
II
R(yˆ) = 0. For any such class yˆ, we
have
(f ∗0 − f ∗1 )xˆ− (f ∗0 − f ∗1 )yˆ = a(
∫
II
R(xˆ)) .
Proof. Let η ∈ Z0(DR(M × X × P1Z)) be a form representing rBeilZ (I(xˆ)). Recall the
Gal(C/R)-equivariant operator Q from (70). According to (77), we have
∫
II
Q(η) = 0.
By the exactness of (120) there exists yˆ ∈ K̂0(M × X × P1Z) such that I(yˆ) = I(xˆ) and
R(yˆ) = Q(η). Hence yˆ has the desired properties.
By the exactness of (116) at K̂0 we can then find an element ω ∈ LDR−1Mf,Z(M ×X×
P1Z) such that xˆ− yˆ = a(ω). It follows that
(f ∗0 − f ∗1 )xˆ− (f ∗0 − f ∗1 )yˆ = a(f ∗0ω − f ∗1ω)
(137)
= a(
∫
II
dω) = a(
∫
II
R(xˆ))
since R(yˆ) is annihilated by
∫
II
.
5.5 Relation to arithmetic K-theory
Predating the development of differential generalized cohomology theories in the case
of smooth manifolds, analogues have been considered in the arithemtic context. The
first examples were the so called arithmetic Chow groups and an arithmetic K0-group
introduced by Gillet and Soule´ [GS90a, GS90b] for schemes in RegZ which are flat and
quasi-projective over Z (or, more generally, over an arithmetic ring). Let X be such a
scheme. Gillet and Soule´ define the arithmetic K0-group K̂
GS
0 (X) [GS90b, 6.1] in terms
of cycles and relations: A hermitian vector bundle E¯ on X is a pair (E, h) consisting
of a vector bundle E on X and a hermitian metric h on the complex vector bundle
E(C)→ X(C) which is invariant under the complex conjugation. Generators for K̂GS0 (X)
are triples (E, h, η) consisting of a hermitian vector bundle (E, h) and a differential form
η = (η(p))p≥0 ∈
∏
p≥0A˜
p,p(X) where
A˜p,p(X) :=
((
Ap,p(X(C)) ∩ A2pR (X(C))
)
/(im(∂) + im(∂¯))
)Gal(C/R)
Relations come from short exact sequences and involve a Bott-Chern secondary form.
Recall that, given a hermitian vector bundle (E, h) on X, there is a unique unitary
connection ∇h on E(C) which is compatible with the holomorphic structure ∂¯. Assume
for simplicity that X(C) is compact. Then (E, h,∇h) is a bundle on ∗ ×X with a good
geometry in our sense.
To every generator (E, h, η) one can associate a class Ψ(E, h, η) ∈ K̂0(∗×X) as follows:
For ηp ∈ A˜p,p(X), the class
(ip(∂ − ∂¯)ηp ⊕ 2ip∂ηp,−ipηp) ∈ DRZ(p+ 1)−1(X)/im(d)
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is well defined. We set
Ψ(E, h, η) := ĉycl(E, h,∇h)+a
((
ip−1(∂ − ∂¯)ηp−1 ⊕ 2ip−1∂ηp−1,−ip−1ηp−1
)
p≥0
)
∈ K̂0(∗×X).
Using the axiomatic characterization of Bott-Chern forms and a deformation over P1,
similar as we will use it in the proof of Lott’s relation, one can prove that Ψ indeed gives
a homomorphism
K̂GS0 (X)→ K̂0(∗ ×X).
Recall from (12) that the higher K-groups of X are given by
Kn(X) := pin(KZ(X)).
Beilinson’s regulator induces
Kn(X)
rBeilZ−−→ H−n(DRZ(X)) ∼=
⊕
p≥0
H2p−nHodge(X,R(p)).
It was suggested by Deligne [Del87, Rem. 5.4] and Soule´ [Sou92, III.2.3.4] that higher
arithmetic K-groups K̂arithn (X) for n ≥ 0 should fit into long exact sequences
Kn+1(X)
rBeilZ−−→ H−n−1(DRZ(X))→ K̂arithn (X)→ Kn(X)
rBeilZ−−→ H−n(DRZ(X)).
Candidates for such groups have been constructed by Takeda [Tak05] and Scholbach
[Sch12]. We now explain, how our differential algebraic K-theory provides another can-
didate for these groups:
We use the inclusion j : ∗ → Sn of the north pole into the n-dimensional sphere in
order to define reduced n-th cohomology groups. We have isomorphisms
Kn(X) ∼= ker
(
j∗ : KZ(X)0(Sn)→ KZ(X)0(∗)
)
and
H−n(DRZ(X)) ∼= ker
(
j∗ : H(DRZ(X))0(Sn)→ H(DRZ(X))0(∗)
)
.
If we set
Kn(X) := ker
(
j∗ : K̂(X)0flat(S
n)→ K̂(X)0flat(∗)
)
,
then this group fits into an exact sequence
Kn+1(X)
rBeilZ→ H−n−1(DRZ(X)) a→ Kn(X) I→ Kn(X) r
Beil
Z→ H−n(DRZ(X)) (138)
as desired.
We comment briefly on the relation to Takeda’s construction. Based on the differential
form level construction of the Beilinson regulator by Burgos and Wang [BW98], Takeda
defines in [Tak05] a group K̂Takedan (X) for proper X together with a characteristic form
map ch. The group K̂Takedan (X) is the analogue of our
K̂BTn (X) := ker
(
j∗ : K̂(X)0(Sn)→ K̂(X)0(pt)
)
.
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It is not the same because of a different choice of differential form data computing absolute
Hodge cohomology. Takeda’s version of arithmetic algebraic K-theory is
K
Takeda
n (X) := ker(ch) .
It fits into an exact sequence which is the analogue of (138). We expect that there is a
natural isomorphism
Kn(X) ∼= KTakedan (X) .
For a proof one must construct a map relating these groups which is compatible with the
exact sequences. By the Five Lemma this map is then automatically an isomorphism. At
the moment, however, it is not obvious how to construct such a map.
5.6 Rings of integers
5.6.1 A review of [BG13]
In this subsection we review the construction of differential algebraic K-theory K̂R
0
as
introduced in [BG13, Sec. 2.2] by a specialization of the Hopkins-Singer construction.
Let R be a number ring, i.e. the ring of integers in a finite field extension Q ⊆ k.
We consider the scheme X = Spec(R) ∈ RegZ, which is of relative dimension 0 over
Spec(Z), and its connective algebraic K-theory spectrum KR := KZ(X) ∈ Sp. In order
to define the differential algebraic K-theory K̂R
0
by the Hopkins-Singer construction as
explained in Subsection 5.1, we choose the canonical differential data (KR,C, c). Here
C∗ := pi−∗(KR)⊗R is a chain complex of real vector spaces with trivial differentials and
c : KR→ H(C) is up to equivalence uniquely determined by the property that it induces
the canonical map pi∗(KR)→ pi∗(H(C)) ∼= pi∗(KR)⊗ R. Note the explicit calculation of
C given in Example 3.15.
The maps denoted by R and I in the diagram (110) induce maps
R : K̂R
0 → Z0(ΩC) , I : K̂R0 → KR0 ,
and we have a map
a : ΩC−1/im(d)→ K̂R0 .
We shall use the exact sequence
KR−1 → ΩC−1/im(d) a→ K̂R0 I→ KR0 → 0 (139)
of [BG13, Def. 2.2 (iii)], which is the analogue of (116).
5.6.2 Comparison of the two versions of differential algebraic K-theory
We want to give the precise relation between the differential algebraic K-theory K̂R
0
introduced in [BG13] or Subsection 5.6.1 and K̂(X)0 in defined in (117). We further use
the notation e∗XDRMf,Z ∈ PShCh(Mf) with eX as in (122).
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We must relate the two versions of forms ΩC and e∗XDRMf,Z corresponding to K̂R
0
and K̂(X)0. We write elements ω ∈ DRMf,Z(M ×X) in the form
ω = (ωR(p)⊕ ω(p), ω˜(p))p≥0 ∈
∏
p≥0
DRMf,Z(p)(M ×X) . (140)
Here
ωR(p) ∈ (2pii)pAR(M ×X)[2p] ,
ω(p) ∈ FpA(M ×X)[2p] ,
ω˜(p) ∈ A(M ×X)[2p− 1] ,
where we use the notation A(M ×X) := [A(M ×X(C))]Gal(C/R) where Gal(C/R) acts on
the set X(C) of complex points of X and the differential forms by complex conjugation.
Furthermore, FpA(M ×X) = 0 for p ≥ 1 and F0A(M ×X) = A(M ×X). We define
Re(ω˜(p)) := (2pii)pRe
(
(2pii)−pω˜(p)
)
, Im(ω˜(p)) := (2pii)p+1Re
(
(2pii)−p−1ω˜(p)
)
, (141)
where Re denotes the usual real part. Note that for every complex point σ ∈ X(C), we
have an evaluation
evσ : A(M ×X)→ A(M) .
We will use the following results about Beilinson’s regulator for R, which have already
been stated in Example 3.15: Combining Borel’s results [Bor74] concerning the ranks
of the Ki(R), i ≥ 0, and the comparison between the regulators of Borel and Beilinson
[Be˘ı84, Rap88, BG02], the map
rBeilZ : pi∗(KZ(X))⊗ R→ H−∗(DRZ(X))
is an isomorphism in degrees ∗ ≥ 2, and injective (with well known image) in degrees 0
and 1. In fact, the conditions 1. – 3. below determine a subcomplex of DRZ(X) with
trivial differential such that C∗ = pi−∗(KZ(X))⊗R is isomorphic to (the cohomology of)
this subcomplex via rBeilZ . The cohomology of DRZ(X) has been calculated explicitly in
Example 3.11.
It follows that for any smooth manifold M , we get a natural isomorphism
Ψ : ΩC(M) ↪→ DRMf,Z(M ×X) (142)
onto the subcomplex of forms ω ∈ DRMf,Z(M × X) satisfying (using the components
introduced in (140))
1. ω(p) = 0, ωR(p) = 0, Re(ω˜(p)) = 0 for p ≥ 2,
2. ω(1) = 0, ωR(1) = 0, Re(ω˜(1)) = 0 and
1
|X(C)|
∑
σ∈X(C)
evσω˜(1) = 0 , (143)
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3. ω˜(0) = 0 and there exists a form x ∈ AR(M) such that evσω(0) = evσωR(0) = x for
all σ ∈ X(C).
The isomorphism is normalized in the unique manner such that
KR
'

rat // H(ΩC)
Ψ

e∗XKMf,Z
rBeilZ // e∗XH(DRMf,Z)
(144)
commutes. In fact, Ψ is fixed by the evaluation of this diagram at M = ∗ using the fact
that rat induces an isomorphism after tensoring its domain by R.
Example 5.18. To motivate condition (143), consider a number ring R and let X :=
Spec(R). If u ∈ R∗ ∼= K1(R), then we have the well-known relation∑
σ∈X(C)
evσ(r
Beil
Z (u))
Lemma 5.15
= −
∑
σ∈X(C)
log ‖σ(u)‖ = 0 .
Lemma 5.19. The map
Ψ : H∗(ΩC)→ e∗XH∗(DRMf,Z)
is injective.
Proof. Let M be a smooth manifold. Let α ∈ Z∗(ΩC(M)) and assume that Ψ(α) = dω.
We must show that there exists some βˆ ∈ ΩC∗−1(M) such that dβˆ = α. We define
β ∈ DR∗−1Mf,Z(M ×X) as follows:
1. For p ≥ 2 we set β˜(p) := Im(ω˜(p)) and β(p) := 0, βR(p) := 0.
2. For p = 1 we define β(1) := 0, βR(1) := 0 and β˜(1) by
evσβ˜(1) := evσIm(ω˜(1))− 1|X(C)|
∑
σ∈X(C)
evσIm(ω˜(1))
for all σ ∈ X(C).
3. For p = 0 we set βR(0) := ωR(0), β(0) := ωR(0) and β˜(0) := 0.
Then we have dβ = Ψ(α) and since β satisfies 1. – 3. above β = Ψ(βˆ) for some uniquely
determined βˆ ∈ ΩC∗−1(M). We conclude that dβˆ = α.
In view of the Definition 5.2 of Diff(K), the map of pull-back diagrams
KR
rat //
'

H(ΩC)
Ψ

H(σ≥0ΩC)oo
'

H(σ≥0LΩC)
σ≥0LΨ

e∗XKMf,Z
rBeilZ // e∗XH(DRMf,Z)
' // e∗XH(LDRMf,Z) e∗XH(σ≥0LDRMf,Z)oo
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gives a morphism Diff0(KR) → Diff(K(X)) in Fun(SMf ,Sp) and hence a natural
transformation of differential cohomology functors
ψ : K̂R
0 → K̂(X)0 . (145)
By construction, the diagram
ΩC−1 a //

K̂R
0
ψ

R //
I
''
Z0(ΩC)

KR0
∼=

e∗XLDR−1Mf,Z a // K̂(X)0 R //
I
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Z0(e∗XLDRMf,Z) KZ(X)0,
(146)
commutes, where the unlabelled vertical maps are induced by Ψ.
Lemma 5.20. For every manifold M ∈Mf the map
ψ : K̂R
0
(M)→ K̂(X)0(M)
is injective.
Proof. Compare the exact sequence (120) with the analogous exact sequence for K̂R
0
.
The assertion follows by a simple diagram chase using Lemma 5.19.
5.6.3 Comparison of cycle maps
As in the previous subsections we fix X = Spec(R) for a number ring R. A sheaf of locally
free, locally finitely generated pr∗XOX-modules V on M×X is the same thing as a locally
constant sheaf of finitely generated projective R-modules on M . It gives rise to complex
vector bundles Vσ → M for all σ ∈ X(C). Since X(C) is zero-dimensional, the datum of
a good geometry gV on V reduces to the choice of hermitian metrics hVσ on the complex
vector bundles Vσ, for all σ ∈ X(C), which satisfy the compatibility hVσ = h¯Vσ¯ . This is the
same thing as a geometry on the locally constant sheaf of finitely generated projective R-
modules on M as considered in [BG13, Def. 3.8]. We let Loc
proj
geom(M) denote the monoid of
isomorphism classes of locally constant sheaves of finitely generated projective R-modules
on M with geometry in the sense of [BG13, Def. 3.8]. Recall that iVectgeomMf,Z is the stack
of geometric bundles, where a geometric bundle is a bundle with the choice of a local
geometry, see Definition 4.32. Since a good geometry induces a local geometry, we have
a natural map
c : Loc
proj
geom(M)→ pi0(iVectgeomMf,Z(M ×X)) . (147)
A major result in [BG13] was the construction of the cycle map
ˆcycl : Loc
proj
geom(M)→ K̂R
0
(M) .
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In the present subsection we will compare it with the cycle map
ĉycl : pi0(iVect
geom
Mf,Z(M ×X))→ K̂0(M ×X)
constructed in Subsection 5.3. As the comparison in Lemma 5.23 shows, these are not
equal, but differ by a natural correction term.
In the present paper, we let
β(gV ) ∈ Z0(ΩC(M))
denote the characteristic form of the bundle with geometry (V, g) as introduced in [BG13,
Def. 3.10], and
ω(gV ) ∈ Z0(DRMf,Z(M ×X))
be the form introduced in Definition 4.25 and Lemma 4.35. In order to simplify formulas,
we use a normalization adapted to the conventions of the present paper. For Ψ as in (142)
we write (using again the notation from (140))
Ψ(β(gV )) =
(
β(gV )R(p)⊕ β(gV )(p), β˜(gV )(p)
)
p≥0
. (148)
Since Ψ is injective the characteristic form β(gV ) is uniquely determined by:
1. For p ≥ 2 we have β(gV )R(p) = 0 = β(gV )(p), and for all σ ∈ X(C)
evσβ˜(g
V )(p) =
1
2
c˜h2p−1(∇Vσ ,∗,∇Vσ) .
2. If p = 1, then β(gV )R(1) = 0 = β(g
V )(1), and for all σ ∈ X(C)
evσβ˜(g
V )(1) =
1
2
c˜h1(∇Vσ ,∗,∇Vσ)− κ ,
where
κ :=
1
2|X(C)|
∑
σ∈X(C)
c˜h1(∇Vσ ,∗,∇Vσ) .
3. We have β˜(gV )(0) = 0, and for all σ ∈ X(C)
evσ(β(g
V )R(0)) = evσ(β(g
V )(0)) := dim(V ) .
The following two lemmas prepare the definition of the correction term in the com-
parison of the cycle maps.
Lemma 5.21. There exists a smooth map gV 7→ λ(gV ) ∈ A0R(M) which is natural with
respect to pull-back along maps between manifolds and such that∑
σ∈X(C)
c˜h1(∇Vσ ,∗,∇Vσ) = dλ(gV ) .
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Proof. Recall that
c˜h1(∇Vσ ,∗,∇Vσ) =
∫
I×M/M
ch2(∇V˜σ)
where V˜σ → I × M is the bundle pr∗MVσ with the connection ∇V˜σ obtained by linear
interpolation between ∇Vσ and ∇Vσ ,∗. We consider the line bundle
V˜ :=
⊗
σ∈X(C)
det(V˜σ)
with the connection ∇V˜ induced by the connections ∇V˜σ . Then∑
σ∈X(C)
c˜h1(∇Vσ ,∗,∇Vσ) =
∫
I×M/M
ch2(∇V˜) .
We further consider the complex line bundle V :=
⊗
σ∈X(C) det(Vσ) on M with the
induced flat connection ∇V. We let (s, t) ∈ I × I denote the parameters. On I × I ×M
we consider the bundle V̂ := pr∗MV with the connection ∇V̂ which along the s-direction
linearly interpolates between the connection ∇V˜ and the linear path (parametrized by t)
between pr∗M∇V and pr∗M∇V,∗. We set
λ0(g
V ) := −
∫
I×I×M/M
ch2(∇V̂)
and observe that
dλ0(g
V ) =
∑
σ∈X(C)
c˜h1(∇Vσ ,∗,∇Vσ)− c˜h1(∇V,∗,∇V) .
We now observe that V has a Z-structure and therefore has a uniquely determined hermi-
tian metric hV0 such that the Z-basis vectors have length one. On the bundle V̂→ I×I×M
we consider the metric
ĥV̂ := (1− s) pr∗MhV + s pr∗MhV0 .
We consider the connection ∇̂V̂ which linearly (in t) interpolates between the connection
pr∗M∇V and its adjoint with respect to ĥV̂. We define
λ1(g
V ) := −
∫
I×I×M/M
ch2(∇ˆV̂)
and observe that
dλ1(g
V ) = c˜h1(∇V,∗,∇V) .
Since Im
∑
σ∈X(C) c˜h1(∇Vσ ,∗,∇Vσ) = 0 (see (141) for the definition of Im and Re),
λ(gV ) := Re(λ0(g
V ) + λ1(g
V )) (149)
has the required properties.
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Let V → M be a complex vector bundle and ∇i, i = 0, 1, 2, be three connections on
V . Then we have the following well-known relation
c˜h(∇0,∇1) + c˜h(∇1,∇2) ≡ c˜h(∇0,∇2)
modulo exact forms. In fact, we have a stronger result.
Lemma 5.22. There exists a smooth map
(∇0,∇1,∇2) 7→ c˜h(∇0,∇1,∇2) ∈ A(M) ,
natural with respect to pull-back along maps between manifolds, such that
c˜h(∇0,∇1) + c˜h(∇1,∇2)− c˜h(∇0,∇2) = dc˜h(∇0,∇1,∇2) .
Proof. We consider the bundle V̂ := pr∗MV → ∆2 ×M and define the connection ∇V̂ as
the convex linear interpolation between the connections ∇i at the corners of the simplex.
Then
c˜h(∇0,∇1,∇2) :=
∫
∆2×M/M
ch(∇V̂ )
does the job.
We now define the natural transformation
α : Loc
proj
geom(M)→ DR−1Mf,Z(M ×X) , (V, gV ) 7→ α(gV ) (150)
that will show up in the above mentioned correction term. We use the notation (140) in
order to describe the form α(gV ):
1. For p ≥ 2 we set
evσα(g
V )R(p) :=
1
2
(
c˜h2p−1(∇Vσ ,u,∇Vσ) + c˜h2p−1(∇Vσ ,u,∇Vσ ,∗)
)
,
evσα˜(g
V )(p) := −1
2
c˜h2p−2(∇Vσ ,∗,∇Vσ ,u,∇Vσ) ,
and α(gV )(p) := 0.
2. For p = 1 we set (using (149))
evσα(g
V )R(1) :=
1
2
(
c˜h1(∇Vσ ,u,∇Vσ) + c˜h1(∇Vσ ,u,∇Vσ ,∗)
)
,
evσα˜(g
V )(1) := −1
2
c˜h0(∇Vσ ,∗,∇Vσ ,u,∇Vσ)− 1
2|X(C)|λ(g
V ) ,
and α(gV )(1) := 0.
3. We set α˜(gV )(0) := 0, α(gV )R(0) := 0 and α(g
V )(0) := 0.
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A simple calculation shows that
ω(gV ) = Ψ(β(gV )) + dα(gV ) . (151)
Recall the transformations ψ from (145) and c from (147). In the next lemma, we compare
the two cycle maps
ĉycl ◦ c, ψ ◦ ˆcycl : Locprojgeom → K̂(X)0.
In its formulation, we use the natural map
V : Loc
proj
geom → e∗Xpi0(iVectMf,Z)
which forgets the geometry and the flat part K̂(X)0flat of differential algebraic K-theory
defined in (118).
Lemma 5.23. There exists a natural transformation
 : e∗Xpi0(iVectMf,Z)→ K̂(X)0flat
such that
ψ ◦ ˆcycl− ĉycl ◦ c+ a ◦ α =  ◦ V.
Moreover,  is additive on short exact sequences, i.e. if
0→ V0 → V1 → V2 → 0 (152)
is an exact sequence, then we have the equality
(V1) = (V0) + (V2) .
Proof. We consider the natural transformation
δ := ψ ◦ ˆcycl− ĉycl ◦ c+ a ◦ α : Locprojgeom → K̂(X)0.
The equality of characteristic forms (151) implies that R ◦ δ = 0. Since X is proper over
Spec(Z), any geometry is good and we can interpolate between any two geometries on a
given bundle. The homotopy formula from Lemma 5.11 then implies that δ factors as a
composition
Loc
proj
geom
V−→ e∗Xpi0(iVectMf,Z) −→ K̂(X)0flat ⊆ K̂(X)0.
This proves the first part of the lemma.
The functor K̂(X)0flat is, in contrast to K̂(X)
0, part of a cohomology theory. It is
represented by the homotopy fibre of the map of spectra rBeilZ : KZ(X) → H(DRZ(X)).
In particular, it makes sense to evaluate K̂(X)0flat on any topological space.
Note that δ and hence  are additive for direct sums and vanish on a trivial bundle.
Therefore,  corresponds to a class in K̂(X)0flat(BGL(R)), where BGL(R) is the classifying
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space of the discrete group GL(R). Since K̂(X)0flat is part of a cohomology theory, passing
to the plus-construction induces an isomorphism
K̂(X)0flat(BGL(R)
+)
∼=−→ K̂(X)0flat(BGL(R)) .
We denote by cV : M → BGL(R) the map that classifies the stable class of V ∈
e∗Xpi0(iVectMf,Z)(M). Given an extension (152) one knows that cV1 and cV0⊕V2 become
homotopic to each other when we compose them with BGL(R) → BGL(R)+. This
implies the second assertion of the lemma.
5.7 Extensions
The main result of this subsection is the proof (5.7.4) of Theorem 1.3, which identifies
the alternating sum of cycle classes for an extension of geometric vector bundles with a
version of the Bismut-Lott higher torsion form T (Lott’s relation). We refer to 5.7.3 for
the precise statement. The main ingredient is a deformation to a split extension over P1C.
Using integration in the algebraic direction (5.4.2) we construct in 5.7.2 a form T ′ and
show that it coincides with the Bismut-Lott form T up to exact forms. For this we use
the axiomatic characterization of the latter, to be recalled in 5.7.1 below. Lott’s relation
then follows essentially from the homotopy formula in Proposition 5.17.
5.7.1 The axiomatic characterization of the torsion form
In this section we fix X = Spec(C). Then a bundle over M×X is a locally constant sheaf
V of finite dimensional C-vector spaces on the manifold M . It can be presented as the
sheaf of parallel sections of a uniquely determined flat complex vector bundle (V,∇V ) on
M . The connection ∇V is a partial geometry on that bundle in the sense of Definition
4.11. A geometry on V in the sense of Definition 4.12 is a hermitian metric hV on the
vector bundle V →M . Given a geometry, ∇V,∗ denotes the adjoint connection.
Let
V : 0→ V0 → · · · → Vn → 0
be an exact sequence of locally constant sheaves of finite dimensional C-vector spaces on
a manifold M . A geometry on V is by definition a collection hV = (hVi)i=0,...,n of metrics
on the bundles Vi. In this situation the Bismut-Lott torsion form
T (V , hV) ∈ A(M)
is defined such that
dT (V , hV) = 1
2
n∑
i=0
(−1)nc˜h(∇Vi,∗,∇Vi) (153)
[BL95, Def. 2.20]. Note that our normalization of the torsion form differs from the one
adopted in [BL95]. In the present paper we will not use the precise construction of the
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torsion form, but rather its axiomatic characterization. We restrict to the case n = 2 and
consider a transformation
(V , hV) 7→ T ′(V , hV)
which associates to every exact sequence
V : 0→ V0 → V1 → V2 → 0 (154)
of locally constant sheaves of finite dimensional C-vector spaces on a manifoldM , equipped
with a geometry hV , a form T ′(V , hV) ∈ A(M). We have the following characterization,
due to Bismut-Lott:
Theorem 5.24 ([BL95, Thm. A1.2]). Assume that (V , hV) 7→ T ′(V , hV) satisfies
1. Re(T ′(V , hV)2p−2) = 0 for all p ≥ 1 (see (141) for the notation Re) ,
2. dT ′(V , hV) = 1
2
∑2
i=0(−1)ic˜h(∇Vi,∗,∇Vi),
3. T ′ is natural, i.e. T ′(f ∗V , f ∗hV) = f ∗T ′(V , hV) for a smooth map f : M ′ →M ,
4. T ′(V , hV) = 0 in the split case, i.e. when V1 ∼= V0 ⊕ V2 as flat bundles and hV1 =
hV0 ⊕ hV2,
5. T ′ depends smoothly on V and hV .
Then T ′(V , hV) equals the Bismut-Lott torsion form T (V , hV) modulo exact forms:
T ′(V , hV) ≡ T (V , hV) ∈ A(M)/im(d) .
5.7.2 A deformation
In this subsection we give a holomorphic construction of a version of the analytic tor-
sion form. Let (V , hV) be an exact sequence (154) with geometry. We construct a form
T ′(V , hV) which satisfies the assumptions in Theorem 5.24. The main point of the con-
struction below is that it is canonical. This ensures the properties 3. and 5. in Theorem
5.24.
The metric hV1 provides an orthogonal decomposition of vector bundles V1 ∼= V0⊕ V2.
With respect to this decomposition the connection on V1 can be written as
∇V1 = ∇V0 ⊕∇V2 + E , E ∈ A1(M, Hom(V2, V0)) .
Furthermore,
hV1 = hV1|V0 ⊕ hV1|V2 .
We let Y := P1C with homogeneous coordinates [x : y]. We consider x, y as global sec-
tions of the sheaf OY (1) of holomorphic sections of the holomorphic line bundle HY (1).
This bundle carries a natural U(2)-invariant metric hHY (1) and an U(2)-invariant con-
nection. We normalize the metric hHY (1) in such a way that its value on the section y
evaluated at [0 : 1] is 1.
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On M × Y we consider the complex vector bundle
W := pr∗MV0 ⊗ pr∗YHY (1)⊕ pr∗MV2 .
The connections ∇V0 and ∇V2 together with the connection on HY (1) induce a connection
∇W0 on W . We consider
pr∗ME ⊗ pr∗Y y ∈ A1(M × Y, Hom(pr∗MV2, pr∗MV0 ⊗ pr∗YHY (1)))
and define the connection
∇W := ∇W0 + pr∗M(E)⊗ pr∗Y y .
Note that, for every s ∈ C, the connection ∇V0 ⊕ ∇V2 + sE on V1 is flat. Therefore,
the partial connection ∇I on W → M × Y induced by ∇W in the M -direction is flat.
Furthermore, the (0, 1)-part ∂¯ of ∇W in the Y -direction is a holomorphic structure. The
pair (∇I , ∂¯) is a partial geometry on the complex vector bundle W →M ×Y in the sense
of Definition 4.11.
We fix a cut-off function θ ∈ C∞(R) such that θ(t) ∈ [0, 1] for all t ∈ R, θ(t) ≡ 0 for
t ≤ 1 and θ(t) ≡ 1 for t ≥ 2. The bundle W has two metrics hW02 and hW1 , where the
first one is induced from hV0 , hV2 and hHY (1), while the second one is induced in the same
manner from hV1|V0 and h
V1
|V2 and h
HY (1). We define the metric
hW ([x : y]) := (1− θ(|y
x
|))hW02([x : y]) + θ(|
y
x
|)hW1 ([x : y])
(note that hW extends smoothly to the point [0 : 1] ∈ Y ).
The pair (∇II , hW ) consisting of the partial connection ∇II in the Y -direction induced
by ∇W and the metric hW is a good geometry gW in the sense of Definitions 4.12, 4.17.
In particular, we have the characteristic form (68)
ω(gW ) ∈ Z0(DRMf,C(M × Y )) .
We abbreviate DRMf,C(M) := DRMf,C(M × Spec(C)). Using (136), we define the form
U(V , hV) :=
∫
II
ω(gW ) ∈ DR−1Mf,C(M) . (155)
Let f0, f1 : M ↪→ M × P1C be the inclusions given by the points [0 : 1], [1 : 0] ∈ P1C.
Then, by construction and using y as a basis of OY (1)|{y 6=0}, we have isomorphisms
f ∗0 (W, g
W ) ∼= (V1, hV1) , f ∗1 (W, gW ) ∼= (V0 ⊕ V2, hV0 ⊕ hV2) .
Since ω(gW ) is closed, (137) implies that
− dU(V , hV) =
2∑
i=0
(−1)iω(hVi) =: ω(hV) . (156)
We define a form α(hV ) ∈ DR−1Mf,C(M) using the notation (140) similarly to the form
defined in (150):
89
1. For p ≥ 1 we set
α(hV )R(p) :=
1
2
(
c˜h2p−1(∇V,u,∇V ) + c˜h2p−1(∇V,u,∇V,∗)
)
,
α˜(hV )(p) := −1
2
c˜h2p−2(∇V,∗,∇V,u,∇V ) ,
and α(hV )(p) := 0.
2. We set α˜(hV )(0) := 0, α(hV )R(0) := 0 and α(h
V )(0) := 0.
We set
α(hV) :=
2∑
i=0
(−1)iα(hVi) ∈ DR−1Mf,C(M) . (157)
Furthermore, we define
γ(hV) :=
2∑
i=0
(−1)iγ(hVi) ∈ Z0(DRMf,C(M)) ,
where γ(hV ) ∈ Z0(DRMf,C(M)) is given as follows:
1. For p ≥ 1 we set γ(hV )R(p) := 0, γ(hV )(p) := 0 and
γ˜(hV )(p) :=
1
2
c˜h2p−1(∇V,∗,∇V ) .
2. We set γ˜(hV )(0) := 0, γ(hV )R(0) = γ(h
V )(0) := dim(V ).
Then we have (compare with (151))
ω(hV)− dα(hV) = γ(hV) . (158)
We define
Z(V , hV) := U(V , hV)+α(hV) ∈ DR−1Mf,C(M) . (159)
The equalities (156) and (158) imply that the components of Z(V , hV) (as in (140)) satisfy
Z(V , hV)(p) = 0 and
dZR(V , hV)(p) = 0 , −dZ˜(V , hV)(p)+ZR(V , hV)(p) = −γ˜(hV)(p) (160)
for all p ≥ 0. We now separate the real and imaginary parts (see (141)) of this equality.
Note that
Im(ZR(V , hV)(p)) = 0 , Re(c˜h2p−1(∇Vi,∗,∇Vi)) = 0 .
We define
T ′(V , hV)2p−2 := Im(Z˜(V , hV)(p)) , T ′(V , hV) :=
∑
p≥1
T ′(V , hV)2p−2 .
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Then the imaginary part of (160) gives
dT ′(V , hV) = 1
2
2∑
i=0
(−1)ic˜h(∇Vi,∗,∇Vi) . (161)
Finally, we check that T ′(V , hV) vanishes in the split case. If (V , hV) is split, then the
metric hW = hW02 = h
W
1 , the connection ∇W = ∇W0 , and hence the characteristic forms are
U(2)-invariant. In particular, the components of ω(gW ) ∈ DRMf,C(M ×Y ) are harmonic
in the Y -direction, and, by the second equality in (71) and the definition of
∫
II
in (136),
we get
∫
II
ω(gW ) = 0. One sees directly that also α˜(hV) vanishes.
Putting everything together, we see that
(V , hV) 7→ T ′(V , hV)
satisfies the assumptions in Theorem 5.24 characterizing the Bismut-Lott torsion form,
and hence
T ′(V , hV) ≡ T (V , hV) (162)
modulo exact forms.
For later use we introduce the following notation:
ZIm(V , hV) := (0⊕ 0, T ′(V , hV)2p−2)p≥0 (163)
and
ZRe(V , hV) :=
(
ZR(V , hV)(p)⊕ 0, Re(Z˜(V , hV)(p))
)
p≥0
so that
Z(V , hV) = ZRe(V , hV) + ZIm(V , hV) . (164)
Further note that (160) implies
ZRe(V , hV) = d
(
Re(Z˜(V , hV)(p))⊕ 0, 0
)
p≥0
. (165)
5.7.3 Lott’s relation
We fix a number ring R and set X := Spec(R) ∈ RegZ. We further consider a smooth
manifold M and an exact sequence
V : 0→ V0 → V1 → V2 → 0 (166)
of locally free, locally finitely generated pr∗XOX-modules on M ×X.
Recall from Subsection 5.6.3 that for every σ ∈ X(C) we get an exact sequence
Vσ : 0→ V0,σ → V1,σ → V2,σ → 0 (167)
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of locally constant sheaves of finite dimensional C-vector spaces. A geometry gV =
(gVi)i=0,1,2 is the same as a collection of geometries (h
Vσ)σ∈X(C) such that h¯Vσ = hVσ¯
(cf. the introductory paragraphs of 5.6.3 and 5.7.1).
We use the Bismut-Lott torsion forms T (Vσ, hVσ) in order to define the analytic torsion
form
TZ(V , gV) ∈ ΩC−1(M),
which coincides up to normalization with the form [BG13, (104)]. Note that the map Ψ
in (142) is injective. Hence we can describe TZ(V , gV) by giving the components (140) of
its image under Ψ. We write
Ψ(TZ(V , gV)) = (TZ(V , gV)R(p)⊕ TZ(V , gV)(p), T˜Z(V , gV)(p))p≥0 .
Then we have
TZ(V , gV)R(p) := 0 , TZ(V , gV)(p) := 0 for all p ≥ 0
and
evσT˜Z(V , gV)(p) :=

−T (Vσ, hVσ)2p−2, if p ≥ 2,
−T (Vσ, hVσ)0+τ¯(V , gV), if p = 1,
0, if p = 0,
(168)
with
τ¯(V , gV) := 1|X(C)|
∑
σ∈X(C)
T (Vσ, hVσ)0. (169)
Recall the characteristic form β(gVi) introduced in (148), and write
β(gV) :=
2∑
i=0
(−1)iβ(gVi).
By the fundamental property (153) of the Bismut-Lott torsion form, we then have
dΨ(TZ(V , gV)) = Ψ(β(gV)) and hence dTZ(V , gV) = β(gV).
In [BG13, Conj. 5.7] we asked whether
ˆcycl(V0, g
V0)− ˆcycl(V1, gV1) + ˆcycl(V2, gV2) = a(TZ(V , gV))
holds true in K̂R
0
(M). We call this Lott’s relation. For more motivation we refer to
[BG13, Sec. 5.4.1].
Theorem 5.25. Lott’s relation holds true, i.e. we have
ˆcycl(V0, g
V0)− ˆcycl(V1, gV1) + ˆcycl(V2, gV2) = a(TZ(V , gV))
in K̂R
0
(M).
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5.7.4 Proof of Theorem 5.25
Recall the functions (169) and (149).
Lemma 5.26. We have the relation
τ¯(V , gV) = 1
2|X(C)|
2∑
i=0
(−1)iλ(gVi) .
Proof. We write
σ(V , gV) := τ¯(V , gV)− 1
2|X(C)|
2∑
i=0
(−1)iλ(gVi) .
We first observe that, as a consequence of Lemma 5.21 and (161), we have dσ(V , gV) = 0.
This implies that σ(V , gV) is independent of the choice of the metric gV . Moreover it
suffices to check the equality σ(V , gV) = 0 in the case that M is a point. If M is a point,
then we can assume that (V , gV) splits, in which case the relation σ(V , gV) = 0 is clear.
To prove the theorem, by Lemma 5.20 and (146) it suffices to show that
ψ( ˆcycl(V0, g
V0))− ψ( ˆcycl(V1, gV1)) + ψ( ˆcycl(V2, gV2)) = a(Ψ(TZ(V , gV)))
in K̂0(M ×X). By Lemma 5.23, this is equivalent to
ĉycl(V0, g
V0)− ĉycl(V1, gV1) + ĉycl(V2, gV2) = a
(
Ψ(TZ(V , gV)) + α(gV)
)
,
where α(gV) is defined using the form α from (150) by
α(gV) :=
2∑
i=0
(−1)iα(gVi)
and we suppress the comparison map c given in (147). We write
Ψ(TZ(V , gV)) + α(gV) =: δ(V , gV) ∈ DR−1Mf,Z(M ×X)) .
If we compare (157) with the definition of the map (150), then we get the relations
evσα(g
V)(p) = α(gVσ)(p)
for p 6= 1 and
evσα(g
V)(1) = α(gVσ)(1)− (0⊕ 0, 1
2|X(C)|
2∑
i=0
(−1)iλ(gVi))
Lemma 5.26
= α(gVσ)(1)− (0⊕ 0, τ¯(V , gV)) (170)
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for the components in DR−1Mf,C(p)(M). We use in particular (170) in the equality (171)
of the calculation below in order to cancel out the contribution of τ¯(V , gV). We calculate
evσδ(V , gV) (168)= (0⊕ 0,−T (Vσ, hVσ)2p−2)p≥0 + α(gVσ) (171)
(162)≡ (0⊕ 0,−T ′(Vσ, hVσ)2p−2)p≥0 + α(gVσ)
(163)
= −ZIm(Vσ, gVσ) + α(gVσ)
(164)
= −Z(Vσ, hVσ)+α(gVσ)+ZRe(Vσ, hVσ)
(159)
= −U(Vσ, hVσ)+ZRe(Vσ, hVσ)
(165)≡ −U(Vσ, hVσ) (mod im(d)) . (172)
The idea is now to refine the deformation constructed in Subsection 5.7.2 in such a way
that it is compatible with the R-module structure. We can assume that M is connected
and fix a base point m ∈M . We let Ui ∈Mod(R) be the fibres of Vi at m. The sheaves Vi
are determined by the holonomy representations ρi of pi1(M,m) on the finitely generated
projective R-modules Ui. We can choose a decomposition
U1 = U0 ⊕ U2 (173)
as R-modules. There exists a uniquely determined map ν : pi1(M,m)→ HomMod(R)(U2, U0)
such that
ρ1 =
(
ρ0 ν
0 ρ2
)
.
We let Y := P1Z with homogeneous coordinates [x : y] and consider y ∈ OY (1)(Y ). We
define the vector bundle
U˜1 := U0 ⊗R OY (1)⊕ U2 ⊗R OY
on X × Y and set
ρ˜1 :=
(
ρ0 ⊗ 1 ν ⊗ y
0 ρ2
)
: pi1(M,m)→ Aut(U˜1) .
The representation ρ˜1 determines a sheaf V˜1 of locally free, finitely generated pr
∗
X×YOX×Y -
modules on M ×X × Y . Its base-change along the inclusion Z → C is a sheaf V˜1,C over
M × X(C) × P1C. For every σ ∈ X(C), we get a complex vector bundle W˜σ → M × P1C
with partial geometry (∇I,W˜σ , ∂¯W˜σ) such that the sheaf of joint kernels of ∇I,W˜σ and ∂¯W˜σ
is canonically isomorphic to (V˜1,C)|M×{σ}×P1C .
If we apply the construction of Subsection 5.7.2 to the sequence (167), we get a bundle
Wσ → M × P1C with partial geometry (∇Wσ , ∂¯Wσ). By construction we have a natural
identification
φσ,m : (Wσ)|{m}×P1C
∼=−→ (W˜σ)|{m}×P1C .
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Indeed, both sides are canonically isomorphic to the vector bundle on P1C corresponding
to
(U0 ⊗σ C)⊗OP1C(1)⊕ (U2 ⊗σ C)⊗OP1C .
We use parallel transport along curves with constant projection to P1C in order to extend
this identification to an isomorphism
φσ : Wσ
∼=−→ W˜σ
which is compatible with the partial connections ∇I,Wσ and ∇I,W˜σ . This works, since by
construction the isomorphism φσ,m maps the holonomy of (∇I,Wσ)M×{z} to the holonomy
of (∇I,W˜σ)M×{z} for all z ∈ P1C. Note that φσ is also compatible with the holomorphic
structures ∂¯Wσ , ∂¯W˜σ . We now use φσ in order to transport the geometry g
Wσ defined in
5.7.2 for the sequence (167) to a geometry gW˜σ .
We define the geometry gV˜1 such that it evaluates at all σ ∈ X(C) to the geometry
gW˜σ .
We let f0, f1 : M ×X →M ×X × Y be the maps given by the points [0 : 1], [1 : 0] ∈
P1Z(Z). By our normalization of the metric hHY (1), we have a natural isomorphism
f ∗0 (V˜1, g
V˜1) ∼= (V1, gV1) .
We also consider the split variant (V˜ split1 , g
V˜ split1 ) obtained by replacing the exact sequence
(166) in the constructions above by
Vsplit : 0→ V0 → V0 ⊕ V2 → V2 → 0
and using the geometry induced by gV0 and gV2 on V0 ⊕ V2. By construction, we have
natural isomorphisms
f ∗1 (V˜
split
1 , g
V˜ split1 ) ∼= f ∗1 (V˜1, gV˜1), f ∗0 (V˜ split1 , gV˜
split
1 ) ∼= (V0, gV0)⊕ (V2, gV2) .
We write
xˆ := ĉycl(V˜1, g
V˜1), yˆ := ĉycl(V˜ split1 , g
V˜ split1 ) .
Since the topological cycle map (128) is additive on short exact sequences, we have I(xˆ) =
I(yˆ). Furthermore,
∫
II
R(yˆ) = 0 (cf. the argument in Subsection 5.7.2). By Proposition
5.17 we have
f ∗0 (xˆ)− f ∗0 (yˆ) = f ∗0 (xˆ− yˆ)− f ∗1 (xˆ− yˆ) = a(
∫
II
R(xˆ)) = a(
∫
II
ω(gV˜1)) .
In other words,
ĉycl(V0, g
V0)− ĉycl(V1, gV1) + ĉycl(V2, gV2) = −a(
∫
II
ω(gV˜1)) .
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Note that by (155)
evσ
∫
II
ω(gV˜1) = U(Vσ, gVσ)
for all σ ∈ X(C). In view of (172) this implies
−a(
∫
II
ω(gV˜1)) = a(δ(V , gV)) ,
and thus Theorem 5.25. 
A Some technical results
A.1 Sheaves and Cˇechification
Here we assemble some technical facts about sheaves, used in the main text. The basic
reference is [Lur09, §6.2.2]. Note, however, that the situation in the present paper is
simpler than that of loc. cit., since the sites we consider, i.e. the domains of the sheaves,
are always 1-categories. Here the ∞-categorical notion of a site reduces to the classical
one [Lur09, Rem. 6.2.2.3].
We consider a site S, i.e. a category with a Grothendieck topology determined by a
collection of covering families. Let S := N(Sop). We define the Cˇech nerve of a covering
family U = (Uα →M)α∈A as the presheaf of simplicial sets
U• ∈ Fun(S, N(sSet))
whose presheaf of n-simplices is given by
Un :=
(∐
α∈A
Y (Uα)
)
×Y (M) · · · ×Y (M)
(∐
α∈A
Y (Uα)
)
(n+ 1 factors) with the obvious simplicial structure. Here Y denotes the Yoneda embed-
ding. The Cˇech nerve has a natural augmentation towards Y (M) considered as a presheaf
of constant simplicial sets. Using the natural map ι : N(sSet) → N(sSet)[W−1] we form
the presheaf of spaces ι(U•) ∈ Fun(S, N(sSet)[W−1]).
Let C be a presentable ∞-category [Lur09, Ch. 5]. In the following definition we use
the left Kan extension
Fun(S,C)→ Fun(Fun(S, N(sSet)[W−1])op ,C). (174)
We denote the image of a presheaf F ∈ Fun(S,C) under (174) by the same symbol.
Definition A.1. We let
Fundesc(S,C) ⊆ Fun(S,C)
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denote the full subcategory of sheaves, i.e. objects F ∈ Fun(S,C) which satisfy the descent
condition that
F (M) ' F (ι(Y (M))) '−→ F (ι(U•))
is an equivalence in C for all M ∈ S and every covering family U of M .
Remark A.2. Assume that the site S satisfies the following conditions.
1. Coproducts in S are disjoint.
2. For every covering family (Uα →M)α∈A, the coproduct
∐
α∈A Uα exists in S.
3. If (Uα)α∈A is a family of objects in S whose coproduct U :=
∐
α∈A Uα exists, then
(Uα → U)α∈A is a covering family.
Then the descent condition for F is equivalent to:
(A) For every family (Uα)α∈A as in 3. above the natural map
F (
∐
α∈A
Uα)→
∏
α∈A
F (Uα)
is an equivalence.
(B) For every covering family (Uα →M)α∈A, the natural map
F (M)→ limN(∆)F (U•)
is an equivalence, where U• ∈ Fun(∆op , S) is the Cˇech nerve of the morphism
U →M with U := ∐α∈A Uα.
See [BG13, Section 6.3] for details.
This remark applies to all examples we consider in this paper.
Remark A.3. In the present paper, we define the notion of descent using Cˇech nerves. An
alternative option would be to use hypercovers. The latter choice would be relevant if
we would try to detect equivalences between sheaves on stalks what we never do in the
present paper. For smooth manifolds with the open coverings topology both options give
the same notion of descent, anyway.
We have an adjunction
L : Fun(S,C)Fundesc(S,C) : inclusion , (175)
where L is called the sheafification.
We now consider the special case of the site Mf of manifolds with the open covering
topology. As before, we write SMf := N(Mf
op). The following lemma provides many
examples of sheaves with values in chain complexes:
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Lemma A.4. 1. For b ∈ Z, let Ch≥b ⊂ Ch be the full subcategory of chain complexes
which are bounded below by b. If F ∈ PShCh≥b(Mf) is a presheaf of chain complexes
consisting degree wise of fine sheaves, then its image ι(F ) ∈ Fun(SMf , N(Ch)[W−1])
satisfies descent:
ι(F ) ∈ Fundesc(SMf , N(Ch)[W−1]) .
2. For a chain complex of real vector spaces C ∈ Ch, we denote by ΩC ∈ ShCh(Mf)
the sheaf of differential forms with coefficients in C. We have
ι(ΩC) ∈ Fundesc(SMf , N(Ch)[W−1]) .
Proof. Clearly, condition (A) of Remark A.2 is fulfilled. It remains to check (B). The
limit limN(∆)F (U•) is realized by the total complex TotF (U•) of a double complex which
is acyclic in the Cˇech direction. If F is bounded below, then the result follows easily using
the spectral sequence induced by the filtration induced by the degree of F .6
In the second case, since we do not assume C to be bounded below, we argue differently.
Using a partition of unity we construct a contracting homotopy h for the Cˇech complex.
The homotopy does not commute with the differential of ΩC, but the commutator [h, d]
increases the differential form degree. In the second case we therefore use the spectral
sequence associated to the filtration of TotΩC(U•) induced by the filtration of ΩC given
by FpΩC := Ωp · ΩC. The homotopy h above induces a contracting homotopy on the
E1-page of this spectral sequence. This implies the claim.
Let f : F → G be a morphism in Fun(SMf ,C). Sometimes one needs a criterion
ensuring that L(f) : L(F ) → L(G) is an equivalence in Fundesc(SMf ,C). In examples
this turns out too difficult to check directly. In some cases one can use the following
approximation L : Fun(SMf ,C)→ Fun(SMf ,C) of the sheafification functor (175) which
on objects acts as
L(F )(M) := colimUF (ι(U•)) ,
where the colimit is taken over a suitable filtered system of open coverings of M . Its
precise construction goes as follows.
We consider a partially ordered set as a category in the natural way. We have a functor
Mfop → Cat which associates to every manifold M the filtered partially ordered set of
open coverings (Um)m∈M of M indexed by the points of M in such a way that m ∈ Um.
By M˜f we denote the Grothendieck construction of this functor. An object of M˜f is a
pair (M,U) of a manifold M and an open covering U := (Um)m∈M of M . A morphism
(M,U) → (M ′,U ′) is a smooth map f : M → M ′ such that Um ⊆ f−1(U ′f(m)) for all
m ∈ M . We have a functor M˜f → Fun(SMf , N(sSet)) which associates to (M,U) the
Cˇech nerve U•. Precomposition with this functor gives the functor
Fun(Fun(SMf , N(sSet)[W
−1])op,C)→ Fun(N(M˜f)op,C) .
6Note that the argument given in [BG13, Lemma 6.15] or [BNV13, Lemma 7.12] only works under
this boundedness assumption. This assumption was missed in the statement given in these references.
98
We further precompose with (174) and get the functor
L˜ : Fun(SMf ,C)→ Fun(N(M˜f)op,C) .
We have an adjunction
Φ∗ : Fun(N(M˜f)op,C) Fun(SMf ,C) : Φ∗ ,
where Φ : N(M˜f
op
)→ SMf forgets the coverings and Φ∗ is the pull-back along this functor.
Its left adjoint Φ∗ is the Kan-extension functor.
Definition A.5. We define L := Φ∗ ◦ L˜.
By the point-wise formula for the Kan extension functor we have the equivalence
L(F )(M) ' colim((N,U),N→M)∈M˜fop/MF (ι(U•)) .
Now M˜f
op
/M = (M˜fM/)
op contains the category of open coverings of M as a cofinal sub-
category. Hence it suffices to take the colimit over the open coverings of M and we
get
L(F )(M) ' colim(M,U)∈M˜fop/MF (ι(U•)) .
If F ∈ Fun(SMf , N(Ch)) is a presheaf of chain complexes, then (abusing notation) we
agree to define LF ∈ Fun(SMf , N(Ch)) by
LF (M) := colim(M,U)∈M˜fop/M Tot Cˇ(U , F )
where Cˇ(U , F ) is the usual Cˇech double complex of F associated to U . Note that LF
is a model for L(ι(F )), where ι(F ) ∈ Fun(SMf , N(Ch)[W−1]) is the image of F under
localization.
We have a natural transformation id→ L given by the canonical maps
F (M)→ colim(M,U)∈M˜fop/MF (ι(U•)).
Fact A.6. If F is a sheaf, then F → L(F ) is an equivalence.
In order to relate L with the sheafification, we define the functor
L∞ := colim(id→ L → L2 → L3 → . . . ) : Fun(SMf ,C)→ Fun(SMf ,C) .
By construction, the natural morphism L∞ → (L∞)2 is an equivalence. We let
FunL
∞
(SMf ,C) ⊆ Fun(SMf ,C)
be the essential image of L∞. This is a localization, since condition (3) of the recognition
principle [Lur09, Prop. 5.2.7.4] is satisfied. If F is a sheaf, then the morphism F → L∞(F )
is an equivalence. Hence we have a sequence of localizations
Fundesc(SMf ,C) ⊆ FunL∞(SMf ,C) ⊆ Fun(SMf ,C) .
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In particular, the natural transformation
L→ L ◦ L∞ (176)
is an equivalence. We conclude:
Fact A.7. If f : F → G is a morphism in Fun(SMf ,C) such that L(f) : L(F )→ L(G)
is an equivalence, then L(f) : L(F )→ L(G) is an equivalence.
A.2 Homotopy invariance
We introduce the notion of homotopy invariance for (pre)sheaves on Mf with values in an
∞-category, provide a relation to constant sheaves, and discuss two important examples.
Let I := [0, 1] ∈Mf be the unit interval, and let S be one of the ∞-categories SMf =
N(Mfop), SMf,C = N(Mf
op × SmopC ), or SMf,Z = N(Mfop ×RegopZ ). For any ∞-category
C, the pull-back along taking the product with I gives an endofunctor I : Fun(S,C)→
Fun(S,C). Moreover, the projection along I gives a transformation id→ I.
Definition A.8. We call a presheaf F ∈ Fun(S,C) homotopy invariant, if the natural
morphism F → I(F ) is an equivalence.
We let
Funh(S,C) ⊆ Fun(S,C)
denote the full subcategory of homotopy invariant presheaves. If C is presentable, then
we have an adjunction
Hpre : Fun(S,C) Funh(S,C) : incl
where the left-adjoint is called homotopification. In the following we construct an explicit
model for Hpre.
Let ∆• ∈Mf∆ be the cosimplicial manifold given by the standard simplices. It gives
a functor S × N(∆op) → S induced by (M, [q]) 7→ M ×∆q. Pull-back along this functor
defines the functor
s : Fun(S,C)→ Fun(S× N(∆op),C) . (177)
We define the endofunctor
s¯ := colimN(∆op) ◦ s : Fun(S,C)→ Fun(S,C) . (178)
The projection ∆• → ∗ to the constant cosimplicial manifold given by the point induces
the transformation
id→ s¯ . (179)
Lemma A.9. 1. We have an equivalence Hpre ' s¯.
2. If F ∈ Fun(S,C) is homotopy invariant, then the natural morphism F → s¯(F ) is
an equivalence.
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Proof. The first assertion follows from [BNV13, Lemma 7.5]. Then second is shown by
F ' Hpre(F ) ' s¯(F ).
Let C be a presentable ∞-category. We have a functor p : SMf → ∗ which induces a
pull-back
p∗ : C ' Fun(∗,C)→ Fun(SMf ,C) .
We define the constant sheaf functor by
... := L ◦ p∗ : C→ Fundesc(SMf ,C) .
Note that for X ∈ C both, p∗X and X, are homotopy invariant.
Example A.10. We consider a spectrum E ∈ Sp. It represents a cohomology theory E∗.
This is related to the constant sheaf of spectra E on Mf via natural isomorphisms
pii(E(M)) ∼= E−i(M) (180)
for every integer i and every manifold M .
We consider the embedding e : ∗ → SMf of the ∞-category ∗ as the subcategory of
the one-point manifold, and we let
e∗ : Fun(SMf ,C)→ Fun(∗,C) ' C
be the corresponding pull-back. For every F ∈ Fundesc(SMf ,C) we have a natural mor-
phism e∗F → F .
Lemma A.11. A sheaf F ∈ Fundesc(SMf ,C) is homotopy invariant, if and only if the
natural morphism e∗F → F is an equivalence.
Proof. This follows immediately from the fact that every manifold admits a cofinal system
of good coverings, i.e. open coverings such that all components of multiple intersections
are contractible.
Example A.12. Let us discuss an application of Lemma A.11. We consider a chain complex
C of real vector spaces, and we let ΩC ∈ ShCh(Mf) be the sheaf of forms with coefficients
in C.
Lemma A.13. We have an equivalence
H(ΩC) ' H(C)
in Fundesc,h(SMf ,Sp).
Proof. By the Poincare´ lemma, H(ΩC) ∈ Fun(SMf ,Sp) is a homotopy invariant sheaf.
Hence we have a canonical equivalence
H(C) ' e∗H(ΩC) A.11' H(ΩC) .
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We extend the above considerations to the product sites Mf × SmC and Mf ×RegZ
using the equivalences
Fundesc,h(SMf,C,C) ' Fundesc,h(SMf ,Fundesc(SC,C)),
Fundesc,h(SMf,Z,C) ' Fundesc,h(SMf ,Fundesc(SZ,C)).
In particular, we get a relative version of the constant sheaf functor
... : Fundesc(SC,C)→ Fundesc(SMf,C,C) (181)
and an equivalence
e∗F '−→ F (182)
for every F in Fundesc,h(SMf,C,C).
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