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Introduction

Methods

Super Smash Bros. Melee is a popular platform
fighting gaming released in 2001 for the Nintendo
GameCube. With over 19 years since the game’s
release, the way a character is played has become
refined by competitive players. With 3rd party
software, information from matches can be recorded
and stored for analysis. By combining this information
with the power of machine learning, this project aims
to show how predictable a character is based on
inputs from any given match.

A Support Vector Machine model is normally used for binary classification problems, so in order to fit this experiment,
Support Vector Classification using a One-vs-One scheme will be used. Data is normalized to use a common scale of a 0-1
range. The data was shuffled and split 75-25 for the training and testing portions. 10-fold cross validation is used to ensure
the data is appropriately generalized without overfitting or underfitting the training data. We choose to use the Radial Basis
Function kernel in this algorithm with a C value of 1 to specify a higher penalty parameter, and a gamma of 0.1 to indicate
the influence of a single training example. From here predictions were made on the testing data for an accuracy and
precision score.

Results

Data
This experiment will look at 4 popular characters in
the competitive scene of the game:
• Fox
• Falco

• Marth
• Jigglypuff

Only one stage, Battlefield, will be used to eliminate
further disparities. The original dataset is comprised
of 95,102 replay files, all from previously played
tournament sets from players of all skill levels. After
pruning, the remaining 9266 unique matches were
parsed using slippi-js to a CSV file with the following
features chosen for each match:
•
•
•
•
•
•
•

Character played
Opponents character
Inputs per minute
Win/Lose
Match length
Opening per kill
Damage per opening

• Neutral win ratio
• Opening conversion
rate
• Dash-dance count
• Wave-dash count
• Ledge grab count
• Number of grabs

Figure 1: Normalized confusion matrix of the testing data
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Figure 2: Feature Importance for Fox compared to Marth
using the Linear kernel

Figure 1 shows the confusion matrix of the algorithm’s predictions of
characters, normalized due to unbalanced data. As we can see, both Fox
and Falco were predicted well with a 78% and 84% accuracy respectively.
While Marth and Jigglypuff had lower accuracies of 53% and 40%. Overall,
the prediction accuracy was 73% for all characters used in the dataset.
Figure 2 shows an example of the One vs. One approach for multiclassification, with the comparison of features that set apart correctly
predicting Fox instead of Marth. In this case, inputs per minute seems to be
a great factor in choosing Fox over Marth, while the number of grabs is a
hindrance to correctly choosing Fox. It’s important to note that this analysis
is only possible by switching to the Linear kernel, which gives a lower
accuracy than the RBF kernel, and overall may skew the actual importance.
To continue this research I would like to do feature extraction as well as
broaden the scope to different stages and characters.
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