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1 Abstract 
In recent years there has been a rapid development in sequencing technologies. These new 
technologies produce data in the order of several gigabase-pairs per day. The sequences 
produced are short and numerous. These short sequences are often used for resequencing. 
Resequencing is when sequence DNA from an organism with a known genome sequence is 
aligned to a reference genome of the organism. Doing this alignment with the traditional 
alignment tools like BLAST have proved to be too time-consuming, and because of this 
several new short sequence aligners been developed. These new tools are much faster than the 
traditional tools. I wanted to study whether a GPU could be used to create a faster tool for 
this, because a GPU is a great tool to speed up algorithms through massive parallelism. 
 
I have developed GPUalign, a short read alignment tool. It uses a simple hash based index 
algorithm that aligns the reads with massive parallelism on the GPU. Tests have evaluated 
speed and accuracy of GPUalign and compared it to the state of the art tool BWA. GPUalign 
performed well and showed a great potential for the use of GPUs in short sequence alignment.   
At the same time GPUalign also have much room for further improvements in speed and 
accuracy. GPUalign should also scale well with future improvements in GPU technology. 
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3 Introduction 
 
3.1 Motivation 
In recent years there has been a rapid development in sequencing technologies. These new 
technologies produce data in the order of several gigabase-pairs per day. The sequences 
produced are short and numerous. These short sequences are often used for resequencing. 
Resequencing is when sequence DNA from an organism with a known genome sequence is 
aligned to a reference genome of the organism. Doing this alignment with the traditional 
alignment tools like BLAST have proved to be too time-consuming, and because of this 
several new short sequence aligners been developed. These new tools are much faster than the 
traditional tools. I wanted to study whether a GPU could be used to create a faster tool for 
this, because a GPU is a great tool to speed up algorithms through massive parallelism. 
 
3.2 Problem definition 
 
3.2.1 Sensitivity 
The goal for short read alignment is to take a short sequence (up to 125bp) and find the best 
possible match for this sequence in the reference genome. Perfect matches are easy to find, 
but since we are ultimately looking for differences we need to allow gaps and mismatches. 
This creates a problem with what we define as a viable match and how deep the search needs 
to go. 
 
3.2.2 Speed 
The time needed to align a read grows rapidly as we increase the size of the reference genome 
and the amount mismatches and gaps allowed. In addition you have millions of sequences that 
need alignment. This can create problems if the time it takes to align the sequences grows 
fast. 
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3.2.3 Architecture 
To solve the speed problem I seek to exploit extreme parallelism through the use of a GPU 
(Graphic Processing Unit). GPUs are processors specialized at generating computer graphics 
with great detail in real time. To be able to accomplish this they have become processors with 
extreme parallel capabilities. Writing code that utilizes this architecture introduces new 
problems and complexities. 
 
3.3 Objectives 
My project aims to implement a program able to do short sequence alignment with the help of 
extreme parallelism. I also seek to answer these questions: 
 Is it feasible to use a GPU for short sequence alignment? 
 Would this approach be able to give us a reasonable speed? 
 How good would the sensitivity and accuracy be? 
 How does such an approach scale? 
 How does this approach compare to state of the art short sequence aligners? 
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4 Background 
 
4.1 GPU history 
A GPU (Graphics Processing Unit) is a specialized processor for accelerating graphics 
rendering in real time. Rendering graphics is a computationally heavy job, and doing this in 
real time sets high requirements to the hardware. To handle this job specialized coprocessors 
with limited functionality were designed to accelerate it. In time the effectiveness and speed 
grew and new functionality like 3D support was added. Even later the support for 
programmable shading was added. This let developers make short programs (shaders) that 
calculate color and other attributes for each individual pixel or geometric figure. With this 
feature GPUs became more flexible and made it possible to create more advanced effects.  
In time GPUs have turned into massively paralleled architectures with several hundreds of 
programmable shaders processors specialized to render graphics. These days most computers 
come with some sort of GPU either integrated on the motherboard or as a dedicated extension 
card. 
 
4.2 Fermi architecture (GF100) 
The Fermi Architecture is described in NVidia‟s whitepaper about the Fermi architecture 
(NVidia Corporation, 2009). The Fermi architecture is a GPU-architecture developed by 
NVidia and released in 2010 specialized for 3D graphics and CUDA-computing (Compute 
Unified Device Architecture). GF100 is the codename for the GPU processor itself, but it is 
mounted on an extension card that communicates with the host computer through a PCI-
Express interface. The extension card has its own dedicated GDDR5 DRAM memory with a 
wide memory bus, but access to the memory on the host computer is limited. Figure 1 shows 
a diagram over the general architecture.  
14 
 
 
 
The architecture has 512 CUDA cores (shader processors) divided on 16 SM‟s (Streaming 
Multiprocessors). This means a total of 512 threads can execute at the same time on the GPU, 
and because context switching has a low cost on the GPU it can operate with many more 
threads at the same time. Threads on the GPU are grouped in blocks as shown by Figure 2. 
All threads in a block must execute the same code and can only run on a single SM. The 
GigaThread Engine is what decides automatically what blocks to run on each SM. 
 
 
Figure 1 Architecture diagram 
 An architecture overview of the Fermi architecture that show how the SM‟s are organized. 
Source: http://www.nvidia.com/object/IO_89569.html (8. February 2011) 
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Figure 2 Grid of threadblocks 
A grid of threadblocks and the threads inside one of the threadblocks. 
Source: (NVidia Corporation, 2010) 
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4.2.1 SM (Streaming multiprocessor) 
Figure 3 shows the structure of an SM. Each SM is designed to hold 32 CUDA cores and the 
facilities they need to operate effectively. The instruction cache holds the code this SM is 
currently executing. The warp Scheduler and dispatch unit decides what threads and 
instruction lines to run next. Register File holds the registers for the threads currently running 
on the SM. CUDA cores are processors that execute instructions. Every CUDA core is able to 
execute one integer or floating point instruction per clock cycle. The LD/ST (load/store) units 
calculates source and destination addresses for memory. The SFU‟s (Special Function Units) 
 
Figure 3 SM (Streaming multiprocessors) 
The general structure of an SM. 
Source: (NVidia Corporation, 2009) 
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does special mathematical functions like sin, cos and square root. Shared memory is low 
delay memory shared by all threads running in a threadblock. 
 
4.3 GF104 
The GF104 architecture is a slightly altered version of the GF100 architecture described 
earlier. The main difference being that it has fewer SM‟s but at the same time has 48 CUDA-
cores in each SM. The full design has 384 CUDA-cores divided on 8 SM‟s. This change has 
been made to the architecture in an attempt to reduce heat, cost and power usage (by reducing 
the size of the GPU).  
 
4.4 CUDA 
NVidia introduced CUDA in 2006. CUDA is a general purpose parallel computing 
architecture that lets developers create massively parallel code that runs on NVidia GPU‟s. 
Previously this was only possible to achieve though use of graphic API‟s. CUDA is a large 
step forwards for making programming the GPU easier and more available. The API and the 
general ideas behind are described in the CUDA C Programming Guide (NVidia Corporation, 
2010). Below is a short summary. 
 
4.4.1 CUDA basics 
A CUDA program consists of at least 2 parts, a main program that runs on the CPU (host 
code) that supplies and retrieves data from the GPU, and a kernel (device code) that runs on 
the GPU. The GPU don‟t normally have access to the memory on the host computer, but have 
its own device memory that the host code can transfer data to and from. This creates the 
following pattern: 
1. Host allocates memory on the device for input and output data. 
2. Host copies input data to the device. 
3. The device run the kernel on the input data and creates output data. 
4. Host copies out the output data. 
5. Host frees the device memory. 
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4.4.2 Kernels 
Kernels are defined much like normal functions in C but are given the prefix “__global__”. 
When you call them they execute multiple times in parallel. How many times in parallel they 
run is decided by the size and number of blocks. Inside the functions you have access to a few 
extra structs. “threadIdx“ tell which thread inside the block the code is running. “blockIdx” 
tell us what block the thread are in. “blockDim” tells the dimensions of the block. A simple 
kernel that adds two     matrices together could look like this: 
 
 
This kernel can be called from the host program like this: 
 
Where A and B are two     float arrays already resident on the GPU and C is an     
array that will contain the results from the operation (also on the GPU).  First the size of the 
blocks are defined and then the number of blocks. Then the kernel is called using the 
<<<…>>> syntax. This kernel uses     threads to add the two matrices together. First the 
kernel finds out its position in the matrix then adds the two numbers together and writes it to 
the output area. The host program will block and wait until the kernel is done executing. This 
blocking behavior can be changed to be performed asynchronously using CUDA streams. 
 
A CUDA stream is a work queue you insert jobs in to be completed. The jobs in a stream are 
then processed in an FIFO order asynchronously from what the host thread is doing. This can 
be used to queue up memory transfers or kernel launches and free up the host thread to do 
other useful operations while waiting for the kernel to finish.  Multiple streams can be active 
at the same time. 
 
4.4.3 Memory Hierarchy 
The GPU has several different types of memory available, they all have different access time 
and size limitations like on a CPU. But unlike when you code for the CPU you have more 
__global__ void MatAdd(float A[N][N], float B[N][N], float C[N][N])  
{  
int i = blockIdx.x * blockDim.x + threadIdx.x;  
int j = blockIdx.y * blockDim.y + threadIdx.y;  
if (i < N && j < N) 
C[i][j] = A[i][j] + B[i][j];  
} 
 
dim3 threadsPerBlock(16, 16);  
dim3 numBlocks(N / threadsPerBlock.x, N / threadsPerBlock.y);  
MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C); 
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control of what memory type to use in your code. The 3 most important types of memory are 
local, shared and global as shown in Figure 4.  
 
 
 
Figure 4 Memory Hierarchy 
The types of memory that is available for every single thread in the CUDA architecture: 
Local memory for a single thread, Shared memory for every thread in the same 
threadblock and global memory for all threads. 
Source: (NVidia Corporation, 2010) 
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Global memory is the device memory. You can access it from the host and from any thread in 
any threadblock. This memory type is the slowest type of memory available. Global memory 
is cached when running on hardware with compute capability 2.0 or higher (GF100 or newer). 
 
Shared memory is memory shared by all the threads in a block and resides on-chip in the SM 
and because of this it is magnitudes faster than the global memory. Shared memory can only 
be accessed by threads inside the same block.  Shared memory is often used for 
communication between threads and to store values needed by all the threads in a block.  
 
Local memory is only available to the thread that is currently running. Local memory can 
reside in the registers in the SM on the hardware or in the global memory. The compiler 
decides where to place the local memory at compile time. If the local memory resides in the 
registers the local memory is the fastest possible memory on the GPU. If the local memory 
resides in the global memory the access time is equivalent of that of the global memory. Like 
the global memory this local memory is also cached on hardware with compute capability 2.0 
or higher. Local memory is mostly used as working memory for the different threads. 
 
 To get the best possible performance out of the GPU it is important to use the right type of 
memory for every job and try to limit the amount of accesses to the global memory as much 
as possible. A normal approach here is to take data that is needed by more than 1 thread in the 
block and store them in the shared memory early, then sync all the threads with 
__syncthreads(). 
 
4.4.4 CUDA thread scheduling 
To understand how threads are handled in CUDA it is helpful to think about each SM as a 
wide SIMD processor. Threads are handled in groups of 32 threads called warps and all 
threads in a warp must execute the same instruction at the same time. The scheduling starts 
with the two warp schedulers in each SM. They select two warps to execute an instruction on. 
These instructions are then dispatched to a group of 16 CUDA-cores, the load/store units or 
the SFU units to be executed. Different types of instructions needs to be dispatched to 
different units. While the previous instruction are being executed the warp schedulers selects 
two new warps and instructions and dispatch instructions for them.  
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Because every thread in warp need to execute the same instruction this can produce problems 
when the code branches. If one thread inside a warp takes a different branch than the rest 
every thread in the warp would need to execute both paths. The same is true for branching 
with loops. This is called a branch divergence. 
 
This way of scheduling works nicely for the GF100 architecture, but for the GF104 
architecture things starts getting more complex (AnandTech, 2010) because the extra 16 
CUDA-cores added to the SMs don‟t come with its own warp scheduler. So the SM can only 
schedule instructions from 2 different warps at the same time. Instruction level parallelism is 
instead used to try to utilize the last 16 CUDA-cores in the SM. This means that the scheduler 
tries to schedule 2 independent instructions at the same time from each warp. What 
instructions that can be executed independent of each other are already decided by the 
compiler beforehand. In the best case scenario a SM can execute 4 independent instructions 
each clock cycle, although this would require very carefully designed instruction level code. 
Worst case scenario is that the SM is only able to execute 2 instructions each clock cycle 
because all instructions are dependent on previous instructions. The later scenario would 
make the last 16 CUDA-cores in each SM unusable for the kernel.   
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4.5 Genomes 
Almost every living organism we know of use DNA to store its genetic hereditary material. 
The DNA molecule is a double helix lined with 4 different nucleotides. These 4 different 
nucleotides are adenine (A), cytosine (C), guanine (G) and thymine (T). It is the sequence of 
these nucleotides that contains the genetic information. The entirety of the genetic material for 
a species is called its genome. In cells the genome is naturally divided into chromosomes.  
 
4.5.1 Reference Genomes 
A reference genome is a representation of a species genome that has been acquired through 
sequencing. Reference genomes already exist for several species and new ones are produced 
continuously. Since sequencing a genome is a complex job, regions often occur where the 
genetic sequence remains unknown. These regions are called gaps. Gaps can also be inserted 
where the relation of different sequence regions are unknown. A gapless region of a genetic 
sequence is also called a contig. N50 is a way to measure the fragmentation of a genetic 
sequence. You start with taking every single contig you have and sort them by length with the 
longest first and the shortest last. Starting with the longest you add together the contig lengths 
until you get to half the size of the genome. The length of the last contig added is the N50 
value. Table 1 shows some key data on existing reference genomes. 
 
 
4.6 DNA Sequencing 
DNA sequencing is the act of determining the order of the nucleotide bases in a genome. 
There are several ways to do this and in recent years several advances has been made in the 
field. The 3 leading current technologies are: Roche 454, Illumina and ABI SOLID. They all 
have different advantages and disadvantages and are able to fulfill different roles. Even if the 
Species Assembly Chromosomes Length (bp) Gaps N50 (bp) 
Human GRCh37 22 + XY 3,156,105,057 357 46,395,641 
Mice MGSCv37 19 + XY 2,716,949,182 834 39,293,786 
Zebrafish Zv9 25 1,412,448,247 26,921 1,551,602 
Table 1 Reference Genomes 
Different statistics about a few available reference genomes. 
Source: http://www.ncbi.nlm.nih.gov/projects/genome/assembly/grc/data.shtml 
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technologies are different they all share some basic steps. They all start with reproducing the 
genome you want to sequence to make multiple samples (library building). Then they 
randomly break the DNA down so they end up with short strands of DNA. Then the short 
sequences are immobilized to a fixed surface to separate them and make it possible to work 
on several sequences at a time. Then they use their respective technologies to decide the order 
of nucleotides in each sequence. Both Roche 454 and Illumina gives us the sequence as 
individual nucleotides, but ABI SOLID has taken a different approach and uses 4 colors to 
represent change from the previous nucleotide in the sequence. This is often referred to as 
color-space and can be used to easily produce the nucleotide sequence. 
 
For more information on the workings of these and other competing technologies see a recent 
review (Metzker, 2010). Table 2 shows some general statistics about the different sequencing 
technologies according to manufacturer‟s specifications. 
 
 
Roche 454 has the longest read length and the shortest runtime, but have low throughput. 
Illumina has an okay read length, good throughput and is the most widespread of the 3 
technologies. ABI SOLID has the shortest readlengths, but has a good throughput. 
 
All these technologies produce errors in the sequences created. Some these errors are a 
product of errors in the library building while others are errors that occur in the machine. The 
most common errors are indels and substitution.  A substitution is when a nucleotide in the 
read has been mistaken for another nucleotide. Indels have occurred if a nucleotide has 
disappeared or a new nucleotide not present in the sequence has appeared. All the 
Name Typical read 
length 
Typical runtime 
(days) 
Gp per 
run 
Throughput  
(Gp/day) 
Roche 454 GS FLX 
(Roche, 2011) 
400 0.42 0.4-0.6 1 
Illumina HiSeq 2000 
(Illumina, 2011) 
100 8 150-200 25 
ABI 5500xl SOLID 
(Applied Biosystems, 2011) 
75 7 180 20-30 
Table 2 DNA Sequencing Systems 
General statistics for the different sequencing systems. 
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technologies has in common that the quality of the base calls go down the further out in the 
read you come. This means the chance of getting errors towards the end of the read is 
significantly higher. Roche 454 rarely gets substitution errors but has a larger problem with 
indel errors (Margulies et al., 2005). Many of these indels are the result of homopolymers 
(several repeats of the same nucleotide) in reads, because it can be hard to determine how 
many times they repeat. Illumina on the other hand has fewer indels but had larger problem 
with substitutions. Substitutions for Illumina are more common between A/C and T/G 
nucleotide pairs, due to difficulties telling them apart (Dohm et al., 2008). ABI SOLID error 
rates are depended upon a reference genome for error correction upon alignment. In absence 
of a reference genome error rates are slightly higher than Illumina (Kircher & Kelso, 2010).  
 
These technologies produce much raw data for researchers to work with. The output 
sequences from these methods are often called reads. The reads are often stored in the ASCII 
codded format FASTQ. See example for a FASTQ coded read in Figure 5. 
 
 
 
The quality of a read is defined as a Phred score. A high score for a nucleotide means the 
probability for it being the right nucleotide is high. A low Phred score means that the machine 
doing the sequencing did not get a clear result for this nucleotide and it has a greater chance 
of being wrong. Note that it is not defined what ASCII char that counts as quality 0 in the 
standard so different technologies can use different ranges of characters. The Phred score is 
defined as: 
             
Where P is the probability that the base call is wrong and Q is the Phred score for that base. 
@read name 
GGGTGATGGCCGCTGCCGATGGCGTCAAATCCCACC 
+read name 
IIIIIIIIIIIIIIIIIIIIIIIIIIIIII9IG9IC 
Figure 5 FASTQ 
A FASTQ coded read. Every read is represented as 4 lines in a text file. The first and third line 
contains the name of the read. The second line contains the sequence coded with ASCII characters. 
The fourth line contains the quality of the base call for that nucleotide in the read. The quality is a 
number but encoded as an ASCII character. 
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Another type of read is the paired-end read. Unlike a normal read that just sequence one end 
of a larger sequence, a paired-end read have sequenced both ends of the larger sequence. The 
approximate distance between the two sequences are known. This can be used to make it 
easier and more accurate to align the reads. All three of the leading technologies support 
paired-end sequencing. 
 
There exist many fields of use for this technology. The most obvious examples of this are de 
novo sequencing or resequencing. De novo sequencing is the act of sequencing a genome 
from scratch without any other data to go on. Resequencing means you sequence a genome 
but have a reference genome you can align it against. Resequencing can then be used to find 
changes between the reference and the genome you are sequencing. Other sequencing 
applications to take note of are ChIP-seq, RNA-seq and methyl-seq. 
 
4.7 Sequence Alignment 
Sequence alignment is a method to find regions of similarity between two nucleotide or 
protein sequences. This is useful because sequences with high similarity have a good chance 
at being evolutionary related. The most basic way to do this is to take the two sequences and 
put them together and insert gaps in either of them until we have the best possible similarity 
between the sequences with the least gaps. An example of an alignment is shown in Figure 6. 
To determine what is the best possible alignment we score them. A perfect match gives a 
positive score while a mismatch or gap gives a penalty. For proteins a substitution matrix is 
used to give match and mismatch scores. 
 
  
 
TGGA-ACTCGCA-TTCA 
T-GACACTCGCAGTT-A 
Figure 6 Alignment 
This example shows a representation of an 
alignment between the sequences 
TGGAACTCGCATTCA and 
TGACACTCGCAGTTA. 
26 
 
To achieve the best alignment manually is often difficult. This is especially true for long or 
sequences with little in common. Some of the first alignment algorithms for computers were 
Needleman–Wunsch (Needleman & Wunsch, 1970) (global alignment) and Smith-Waterman 
(Smith & Waterman, 1981) (local alignment). Both algorithms use a   -matrix to 
calculate the optimal alignment for the sequences, where m and n are the lengths of the 2 
sequences. 
 
4.7.1 Global Alignment 
Global alignment can be done with the Needleman-Wunsch-algorithm. Global alignment 
calculates the best possible alignment for the entire 2 sequences.  The Needleman-Wunsch-
algorithm fills the   -matrix with the following functions: 
 
 (   )              
 (   )              
 
 (   )     {
 (       )   (     )  
 (     )   
 (     )   
          
 
Where: 
F is the   -matrix  
A and B is the 2 sequences 
m and n is the lengths of A and B 
G is the gap penalty 
S is the score matrix used 
 
When the matrix is filled you find the score for the alignment in  (   ). Starting in that cell 
you backtrack back up through the matrix extract the alignment until you reach  (   )   
Figure 7 gives you an example for an alignment done this way. 
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4.7.2 Local Alignment 
Local alignment can be done with the Smith-Waterman-algorithm. When doing local 
alignment between 2 sequences we try to find the largest section with similarity between 
them. The Smith-Waterman--algorithm fills the   -matrix with the following functions: 
 (   )           
 (   )           
 
 (   )     
{
 
 
 (       )   (     )
 (     )   
 (     )   
 
          
Where: 
F is the   -matrix  
 
Figure 7 Global Alignment 
The figure shows the filled out Needleman-Wunsch matrix for the sequences TGACTCGATCA and 
CGACTGATCAC. The score for a match is 2 while a mismatch gives a -3 penalty. Gaps have a -5 penalty. 
The final Alignment was: 
TGACTCGATCA-  
CGACT-GATCAC 
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A and B is the 2 sequences 
m and n is the lengths of A and B 
G is the gap penalty 
S is the score matrix used 
  
When the matrix is filled you need to scan the entire matrix for the highest value. If the 
highest value is multiple sites in the matrix this means that there exist multiple equally good 
local alignments for the sequences. As with the Needleman-Wunsch-algorithm you then 
backtrack from these cells to gain the alignment, but unlike Needleman-Wunsch you stop 
when you reach a Cell with the value 0. Figure 8 gives you an example for an alignment done 
this way. 
 
 
Figure 8 Local Alignment 
The figure shows the filled out Smith-Waterman matrix for the sequences TGACTCGATCA and 
CGACTGATCAC. The score for a match is 2 while a mismatch gives a -3 penalty. Gaps have a -5 penalty. 
The final Alignment was: 
GACTCGATCA  
GACT-GATCA 
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4.7.3 Gap penalty 
The previous examples used linear gap penalty. There are many more ways to give penalty for 
gaps, and changing between them can change what is considered the best alignment between 
2 sequences. Here are some types of gap penalty in use: 
 Constant gap penalty gives every gap the same penalty no matter how long the gap is. 
 Linear gap penalty is defined as                . Where d is a constant penalty for a 
gap of nucleotide. Gaps are penalized after how many nucleotides are gapped without 
regard to how long each Gap is. 
 Affine gap penalty is defined as         (            ). Where o is the cost of 
opening a new gap and e is the cost to extend an already existing gap. Here opening a 
gap gives a large penalty while extending an already existing gap is less penalized. 
 
4.7.4 Speed 
Both Needleman-Wunsch and Smith-Waterman are dynamic programming approaches to the 
problem and both deliver the optimal answer to the problems. Because runtime on the 
dynamic programming algorithms grows quadratic with the input they are both insufficient 
for large or many sequences. Because of this other heuristic solutions have been developed, 
the best known of these is BLAST. These algorithms don‟t always produce the best possible 
solution, but the results are often close enough and they are much faster. 
 
4.8 Short read alignment 
Short read alignment is the job of aligning all the reads created by DNA sequencing. In de 
novo sequencing the reads are aligned to each other to try to create a full genome of an 
organism. This can also be referred to as sequence assembly and will not be covered here. In 
resequencing the reads are aligned to a reference genome. This job is called short read 
alignment. Since sequencing machines produce reads in massive amounts this alignment is 
quite work intensive. Often the machines produce several tens of millions reads but often they 
are not longer than 35-100bp. At these scales prior alignment algorithms have turned out to be 
insufficient, and in recent years much work have been put into developing new alignment 
algorithms for short reads. These new algorithms can in general be divided into hash table 
based algorithms and algorithms based on suffix/prefix tries (Li & Homer, 2010). 
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4.8.1 Algorithms based on hash tables 
The basic idea behind these algorithms is the same that was used previously in BLAST 
(Altschul et al., 1990) (Altschul et al., 1997). BLAST uses a hash table and indexes every 
position in the query, with a given index width of 11 nucleotides. Then it scans the genome 
and uses this index to find positions that needs to be examined more closely for a match 
(expanded).  Some hash based algorithms index the genome they are matching against, while 
other indexes the query. 
 
A variation to this approach is the spaced seed approach first described for PatternHunter (Ma 
et al., 2002). Here indices are built over a template. The template tells you which positions 
you want to create the hash over. For instance “1110011010011” would hash the 8 1-coded 
positions of the nucleotides but skipping 0-coded for that index position. Tests have shown 
that this is a more sensitive approach than indexing over the same amount of consecutive 
nucleotides.  
 
Another approach to this is the use of q-gram filter. The q-gram filter comes from the simple 
observation. A read is r nucleotides long. You allow m mismatches. You would always share 
at least one substring of length 
 
   
. This means for a read that is 36bp long you would only 
need 3 lookups with an index width of 12 to guarantee a hit if  it has no more than 2 
mismatches. This can then again be used to seed alignment expansions for longer reads. 
 
A variant of the q-gram filter require hits on more than one index hit to trigger the alignment 
expansion. If 4 lookups with an index width of 8 was done in a 32bp seed and we expand 
alignments on every position that occurred in two or more of the lookups it is guaranteed that 
we have found every position in the genome that match the 32bp seed allowing two 
mismatches. In effect this would emulate a 16bp width index using an 8bp index. The cost is a 
large memory requirements and computationally heavy lookups. 
 
The q-gram filter can be combined with multiple template spaced seed indexes to guarantee 
that you would find the best position in the genome to expand alignment upon, for a set 
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threshold of maximum mismatches in the seed, while still keeping good sensitivity and 
specificity.  
 
4.8.2 Algorithms based on suffix/prefix tries 
Tries are ordered tree structures normally used to store strings for fast exact matching. If you 
have a trie of the genome matching perfect matches to the genome is fast and easy using a 
trie. You start in the root node and navigate down the trie until you reach an end node or you 
are done with the read. Imperfect matches would require backtracking back up the trie and 
can quickly be costly if you allow too much variation. The main problem with using 
traditional tries for alignment is that the size of a trie for the full genome would end up being 
too large to hold in memory. A more effective approach is a FM-index. The FM-index is 
named after the creators of the algorithm Paolo Ferragina and Giovanni Manzini. A FM index 
is a substring index based on the Burrow-Wheeler transform. A FM-index is just as effective 
as a trie but much more space efficient with respect to memory. A problem with an FM-index 
is the time it takes to build the index, but because the index can be reused after it is created the 
problem is only minor. How to build a FM-index will not be covered here.  A FM-index is 
usually referred to as a Burrows-Wheeler index. Table 3 shows an overview of other 
available short read alignment programs. 
 
4.8.3 Using read quality scores 
Some short read aligners use the read quality scores that come with the read to help do 
alignments. This allows these aligners to scale the penalty for getting a mismatch with the 
quality of the nucleotide. In essence this allows more mismatches on nucleotides with low 
quality and fewer mismatches on nucleotides with higher quality. This can increase the 
accuracy of the alignments if the read quality scores are accurate. 
 
4.8.4 BWA 
BWA is a popular short real aligner. It uses an index based on the Burrows-Wheeler 
transform. This it is memory efficient and fast. Unlike other Burrows-Wheeler-based aligners 
available BWA does support indels in alignments. BWA do not use read quality scores for 
alignment.  
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Program Index type 
Index 
data 
Indel 
support  
Paired 
end 
Color 
space 
Ref 
MAQ Spaced seed Reads 
Only 
paired 
end 
Yes Yes (Li et al., 2008) 
RMAP Spaced seed Reads No Yes N/A 
(Smith et al., 
2008), (Smith et 
al., 2009) 
SOAP Spaced seed Genome Yes Yes N/A (Li et al., 2008) 
SOAP2 
Burrows-
Wheeler 
Genome No Yes N/A (Li et al., 2009) 
ZOOM Spaced seed Reads Yes Yes Yes (Lin et al., 2008) 
BFAST Spaced seed Genome Yes Yes Yes 
(Homer et al., 
2009) 
Novoalign Single seed Genome Yes Yes Yes 
www.novocraft.
com 
SHRiMP Spaced seed Reads Yes Yes Yes 
(Rumble et al., 
2009) 
Bowtie 
Burrows-
Wheeler 
Genome No Yes Yes 
(Langmead et 
al., 2009) 
BWA 
Burrows-
Wheeler 
Genome Yes Yes Yes 
(Li & Durbin, 
2009) 
Table 3 Short read alignment programs 
Other available short read alignment programs. 
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4.9 SAM format 
The SAM format (Li et al., 2009) is a standardized output for alignment programs. The format 
is a tab separated flat file format. The format starts with an optional header lines starting with 
@ and a two letter record type code. The rest of the line need to hold the data required for that 
record type. The definition of the different record types is not handled here but for a full 
definition check out the format definition. After the header the alignment hits are stored in tab 
separated lines. See Figure 9 for an example for an alignment hit in SAM format. The fields 
SAM format is defined in Table 4. 
 
 
 
 
ERR000589.1.2 EAS139_45:5:1:1:691.2      
16       
gi|224589816|ref|NC_000004.11|   
68264637 
0 
51M 
*        
0        
0       
TGAGAATTCTGCTGTGTAACATTATATGAGGAAATCCCGTTTCCAACGAAG     
*4;%+(*$;)#>.7+=*&+9;,2I-65-I9H337>:II>I*AIIIII?@II 
Figure 9 Output format: Unique alignment 
Here is an example of the SAM output format the program uses. The tabs are here replaced by 
newlines to improve readability. 
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4.9.1 Bitmap 
The bitmap is defined containing 11 bits, that are independently set if certain features are true 
about this alignment. The different bits and their meaning are described in Table 5. 
Col Name Description 
1 QNAME Name of the read from the input file. 
2 FLAG A bitmap containing information about the alignment 
3 RNAME 
Name for the contig the read was aligned to or „*‟ if no alignment 
was found 
4 POS 
Position in the contig the alignment starts or 0 if no alignment was 
found. 
5 MAPQ Alignment quality or 0 if no alignment was found. 
6 CIGAR CIGAR string for the alignment or „*‟ if no alignment was found. 
7 RNEXT 
Name of the other end of a paired-end read or „*‟ if single-end 
alignment was done. 
8 PNEXT 
Position of the other end of the paired-end read or 0 if single-end 
alignment was done. 
9 TLEN 
Length between the two ends of a paired end alignment or 0 if single-
end alignment was done. 
10 SEQ Read string. 
11 QUAL Read quality string 
Table 4 Mandatory SAM fields 
The mandatory fields in the SAM standard. 
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4.9.2 Alignment quality 
 Alignment quality (mQ) is defined as:           (  ) rounded to nearest integer, 
where mE is the probability that the alignment is wrong.  How to calculate mE is not 
defined, but it is common for programs to approximate this value. Reads with multiple 
best alignment hits are given the quality 0 while higher values are only given to reads 
with a single best hit. 
 
4.9.3 CIGAR string 
The CIGAR string tells you how the read was aligned to the reference. The CIGAR string is 
made up by pairs of a number and a letter. The letter tells us which operation that has been 
performed in the alignment and the number tells you how many bases in row this concern. 
Table 6 shows the different characters and operations available to build CIGAR strings from 
in the SAM standard.  A read that is aligned without indels gets a CIGAR string of the format 
50M, where 50 is the length of the read. If a deletion occurs in the read the string can become 
Bit value Description 
0x01 Set if the read is a paired end read. 
0x02 Set if both ends of the paired end read aligned properly. 
0x04 Set if the read is unaligned. 
0x08 Set if the other read in a paired end read is unaligned 
0x10 Set if the read is aligned as reverse complement. 
0x20 Set if the other read in a paired end read is aligned as reverse complement. 
0x40 Set if the read is the first of a paired end read 
0x80 Set if  the read is the last of a paired end read 
0x100 Set if it is a secondary alignment 
0x200 Set if the read didn‟t pass the quality control. 
0x400 Set if the read is a duplicate 
Table 5 Bitmap bit description 
The bits in the bitmap and their meaning in the SAM standard. 
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12M1D38M. If an insertion into the reference sequence occurs the string can become 
15M1I34M. 
 
 
4.9.4 SAMtools 
SAMtools is a program package containing tools to manipulate alignments in the SAM 
format. With the tools it is possible to do operations like building pileups and SNP (Single 
Nucleotide Polymorphism) calling. 
  
Character Operation 
M Alignment match. 
I Insertion into the reference. 
D Deletion from the reference. 
N Skipped region from the reference. 
S Soft clipping in paired-end reads. 
H Hard clipping in paired-end reads. 
P Padding (silent deletion from padded reference). 
= Sequence match (instead of M). 
X Sequence mismatch (instead of M). 
Table 6 CIGAR string characters 
The table shows the CIGAR string characters their meaning in the SAM standard. 
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5 Methods and materials 
 
5.1 Hardware 
For development and testing a normal desktop computer with an NVidia GPU and extra 
memory was used. The machine had the following specifications: 
 CPU: Intel Core i5 750 2.66GHz 8MB (4 cores) 
 GPU: GeForce GTX 460 1 GB OC 
 RAM: 12 GB DDR3 1600MHz 
 
The GTX 460 is a GF104 architecture GPU and have 336 CUDA-cores divided on 7 SM‟s 
with 48 CUDA-cores in each SM. Because of the way GF104 architecture handles threads the 
real performance should be somewhere between that of 224 CUDA-cores and 336 CUDA-
cores. The GPU also came slightly overclocked from the manufacturer raising its “shader” 
frequency (CUDA-cores) from 1350MHz to 1430MHz. 
 
5.2 Software 
The machine is running a standard desktop version of Ubuntu 10.04(Lucid Lynx). The kernel 
version is 2.6.32-28. The system uses version 260.19.26 CUDA Developer Drivers for the 
GPU. For code compiling I use nvcc from the CUDA Toolkit 3.2. nvcc parses the code and 
compiles the GPU specific code before the rest of the code is handed over to a standard 
C/C++ compiler. In this case this other compiler was G++ 4.4.3. The code is compiled with 
the argument “–arch=sm_21” to try to make use of the last 16 CUDA-cores in each SM. 
computeprof is a visual profiler used to profile the CUDA-code. computeprof is included in 
the CUDA Toolkit 3.2. For comparison BWA 0.5.5 was used. The read simulator and 
alignment validator wgsim and wgsim_eval.pl have traditionally been a part of the SAMtools 
package but the author forked it out in 2011 as a standalone project. Version 0.3.0 of wgsim 
and wgsim_eval.pl was downloaded and compiled from instructions from: 
https://github.com/lh3/wgsim 
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5.3 Data 
For testing a human reference genome was used. The version used was the assembled 
chromosomes versions of GRCh37 patch 2. Chromosomes used were 1-22, XY, and the 
mitochondrial DNA. The genome was downloaded from NCBI‟s ftp server in FASTA format: 
ftp://ftp.ncbi.nih.gov/genomes/H_sapiens/Assembled_chromosomes/seq/  
 
Short reads was downloaded from NCBI short read archive: 
www.ncbi.nlm.nih.gov/sra 
The read archive with accession id ERR000589 was used for real data testing. ERR000589 
contains 12 million 51bp paired end reads. 
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6 Implementation 
A short read aligner utilizing a GPU was implemented, called GPUalign. Here follows 
implementation details for GPUalign. 
 
6.1 Design idea 
GPUalign‟s design idea has much in common with a brute force attack, because GPUalign 
tries to align the reads against a large amount of positions in the genome. This is possible 
because the GPU have much computing power that may be utilized. Checking every possible 
position in the genome was of course out of the question. Instead the main idea was to use an 
as simple as possible seeding approach to find the positions in the genome most likely to give 
a good alignment without too much filtering. And then use the GPU to find the best alignment 
among positions.  
 
6.2 CPU / GPU workload balance 
The goal of this project was to try to speed up short read alignment using the massive parallel 
power of a GPU. Because of this it was natural to do as much of the work as possible on the 
GPU. In the beginning I decided upon starting the development with a more traditional hash 
table based approach to the problem because I assumed that it would be easier to parallelize 
than a Burrows-Wheeler-implementation. Because of its size it would be impossible to put the 
hash table of any large genome into memory on the GPU.  Instead of restricting myself to 
only working on small genomes I decided to do the index lookups on the CPU, and then use 
the GPU to expand the hits from the index. This looked like a good idea because initial tests 
had shown that this expansion was time consuming. This created a simple procedure for 
aligning reads: 
1. The read is read from file to memory by the CPU 
2. The CPU does index lookups to find positions in the genome to try to align the read 
against. 
3. The GPU tries to align the read to the available positions and finds the best. 
4. The CPU process the output from the GPU 
5. The CPU writes the final output to file. 
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 Because of the parallel nature of the GPU it would be ineffective to process each read 
separately. Instead GPUalign group up several reads in batches.  
 
6.3 Multithreaded pipeline 
If we only use one CPU thread for the GPUalign the GPU could stand idle much of the time 
while waiting for a new batch of reads to work on. Because of this GPUalign uses a pipeline 
of 4 CPU threads to make sure that the GPU is actively working as much as possible. 
 The first thread reads the input from file and stores it and the reverse-complement in 
memory. 
 The next thread places the seeds and performs the index lookups to get the positions 
that need to be checked. Then copies these positions to a list to send to the GPU. 
 The third thread copies the read sequences and positions to the GPU memory, 
executes the kernel and copies the output out. 
 The fourth thread interprets the results and does the final alignment before writing the 
results to file. 
 
This pipeline structure ensures that the total execution time is close to that of the most time 
consuming step in the pipeline. In almost every situation this should be the GPU alignment 
step. This means that every improvement I could do to the GPU kernel would have direct 
results on the runtime of GPUalign. GPUalign is designed for a computer with a single GPU 
and a 4 kernel CPU for optimal performance. It is possible for 1 machine to have multiple 
GPU‟s installed (up to 4) in this case the GPUalign would have to be modified to use them all.  
 
The easiest way to do this is to create 1 additional thread for the third step for each GPU to 
handle the kernel execution on them and split the load between them. The largest problem 
with this approach is that the seeding thread could end up being the slowest step in the 
pipeline. If this happens we would either have to change the seeding algorithm or create 
another thread that does the seeding. The execution time for the GPU alignment step is highly 
dependent on the length of the reads it aligns so it is possible that 1 seeding thread could keep 
several GPU alignment threads busy for longer reads. The input and output threads are fairly 
light in comparison and should not have large scaling problems. This defines a worst case 
thread count for a multi GPU version of GPUalign: 
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                       (                                )                
When running in standard 4 thread 1 GPU setup the load the GPUalign is putting on the 
system is highly depended on the length of the read sets, but read sets of length 50bp or longer 
the load is equal to two full cores or lower. 
 
6.4 Index structure 
GPUalign uses a two-level index. The first index is    nodes long, where n is the index width. 
One index node consist of two unsigned 32 bits integers, one points to an index position in the 
second index and the another tells you how many nodes in the second index from that point is 
covered by this node in the first index. The second index contains 
   
 
 nodes where G is the 
size of the genome, n is the index width and s is the step size. Each node contains an unsigned 
32 bit integer that points to a position in the genome. Figure 10 shows a simplified 
representation of an index lookup. 
 
 
Figure 10 Index structure 
The basic index structure used by GPUalign. To find the positions in the genome CGATCA exists: 
1. You convert every A to binary 00, C to binary 01, G to binary 10 and T to binary 11 and we end up 
with the sequence 011000110100 which translates to the number 1588. 
2. Then you access the first index in position 1588 and get 71467 as the address for the second index. 
3. You access the second index at 71467 to get the genome positions for CGATCA 
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The index width is the number of nucleotides you use to create the hash for each index 
position. The step size is the space between positions in the genome you index. For instance a 
step size of 2 indexes every second nucleotide position in the genome. The index width and 
step size is important for the memory requirement and selectivity of the index. An index with 
a width 11 would hit 4 times as many places as an index with width 12. An increased step size 
reduces the memory requirements of having the index in memory but makes it harder to find 
hits. For instance an index with step size 2 would only require half the memory of an index 
with step size 1 but also find only half of the positions. To counteract the missing results a 
possible configuration is using a step size of 2 and an index width 11 to emulate an index of 
width 12. To do this you must do 2 lookups over the 12 nucleotides one of the 11 first and one 
of the 11 last. This would give twice amounts of results of a width 12 index but with half the 
memory requirement. 
 
All this makes the structure of the index incredibly important for the performance of 
GPUalign. It was important to hit a good balance of speed, sensitivity and size.  To get the 
best possible balance I needed to be able to keep the entire index in memory at all times to be 
able to keep the GPU active. Frequent swapping would reduce performance.  
 
I tested multiple different index types and the 2 most promising was the 12 width 1 step size 
and the 11 width 2 step size emulating the 12 wide. The 12 width 1 step size index was the 
one chosen in the end for speed.  
 
A spaced seed approach would in theory give even better results, but that would require 
multiple template indexes in memory or doing swapping on the index files. Because the test 
machine did not have enough memory to keep the template indexes in memory and swapping 
indexes was not desirable this approach was dropped. But with a machine with enough 
memory this could reduce the amount of positions that needs to be expanded alignments on 
and that way increase speed. 
 
The indexer part of GPUalign also filters out sequences that occur in excessive amounts. It 
achieves this with not creating entries in the secondary index for nodes in the first index that 
would normally have a large amount of nodes in the secondary index. The amount of times a 
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sequence has to occur to be skipped is called the cutoff value. This slightly shrinks the size of 
the secondary index and makes it less penalizing to be “unlucky” with an index lookup.  This 
might remove some potential alignments, but if the cutoff value is set high enough the chance 
of missing a high quality alignment should be low. In default mode the cutoff value is set to 
60 000. A lookup should, if the genome and reads are without bias, yield 
     
   
 positions on 
average. This is clearly not the case because GPUalign with the cutoff checks 8-9000 
positions per read when it aligning reads on the human genome. This is much more than the 
 
     
   
      positions we would expect to have (6 lookups for each read). This is probably 
due to the large amount of repeated sequences in the human genome. These repeated 
sequences can be in the form of LINEs, SINEs or simple repeats. 
 
6.5 Memory Requirements 
GPUalign uses much memory. Most of the allocated memory is used to store the two-level 
index and the genome. The first level of the index takes up            of memory, where n is 
the index width. The second level of the index takes up 
   
 
          of memory, where n is the 
index width, G is the size of the genome and s the step size. This means an index of the 
human genome (3 000 000 000bp) with an index width of 12 and step size 1 would require 
                            of memory. This was too much considering that the 
test machine only had 12 GB of memory and that GPUalign also would need to keep the 
genome in memory (another 2.8 GB of memory). One solution would be to swap data in and 
out of memory but this would be time consuming and ineffective. A better alternative would 
be to figure out a way to reduce the size of the genome and that way also reduce the size of 
the index. 
 
6.5.1 Filtering ambiguous symbols 
The assembled reference sequences contain many repeats of the letter „N‟ that denote sections 
of the genome with unknown content. In total this accounts for about 10% of the length of the 
assembled chromosomes. GPUalign therefore remove all but 1 of the repeated „N‟s and 
instead keep track of the number of „N‟s that should have been there through another index. 
This reduces the memory footprint of the second level index and the genome by 10%. 
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6.5.2 Compressing the genome 
Since the genome also needs to fit in memory on the GPU (1 GB) to do the alignment, there is 
no other choice than to compress the genome. GPUalign compress each nucleotide previously 
stored in ASCII chars as a 2 bit number and store 4 nucleotides inside each byte. The 
remaining „N‟s can be changed into „A‟s without losing the positions of them due to the „N‟ 
index. Headers in the genome is extracted and stored into the same index as the „N‟s and 
represented in the genome as an „A‟. This compresses the genome into a quarter of the 
previous size and makes it small enough to fit into the memory of the GPU.  
 
As an added bonus the compression reduces the amount of global memory accesses needed to 
be done on the GPU during alignment. This helps to counteract the cost of the arithmetic 
operations needed to extract the nucleotides again, and since global memory access on the 
GPU is fairly slow this is more of a performance gain than a loss.  
 
An own indexer tool for GPUalign was created to make these indexes and compress the 
genome. The indexer stores the indexes and the genome as files so they can be reused again 
and again without having to create them from scratch every time. 
 
6.6 Input processing 
GPUalign requires that the input file is in the standard FASTQ format. The name, sequence 
and quality is read for each read and stored together with the rest of the batch of reads in 
memory. The reads are trimmed of any leading and trailing „N‟s. Then the reverse 
complement sequence for the reads is also added to the batch, so that each read is represented 
as two in the batch. 
 
6.7 Seeding 
The seeding for expansion is done with 3 lookups in the index for each read in the batch (6 
with the reverse complement). Since the quality of the reads traditionally is better in the start 
of the read, the first index lookup starts in position 0 and covers the 12 first nucleotides of the 
read. The next lookup is 1 index width offset from the first (12) and the third 2 offsets from 
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the first (24). If the read is not long enough to do the 3 index lookups side by side the last 
lookup is put over the last index width (12) nucleotides. For reverse reads this is reversed and 
the lookups is done on the other end of the read. By doing 3 lookups this way GPUalign can 
guarantee to find any reads with 2 or less gaps or mismatches in the first               
(36) nucleotides of the read, unless the position was left unindexed due to the index cutoff. 
The first 36 nucleotides are this way used as the seed for the read by GPUalign. The positions 
gained by these lookups are copied to a separate list to be copied to the GPU.  
 
GPUalign also got an alternative seeding approach. The normal approach always does the 
same amount of index lookups for each read with no thought to the length of the read or the 
maximum amount of mismatches allowed. The alternative approach does 
                    side by side lookups for each read. In effect this increases the 
seeding region for longer reads. To decrease the computational costs of using this many 
lookups the maximum number of index entries (cutoff value) is decreased from 60 000 to 
20 000. This decreases the computational costs of a worst case lookup 
 
6.8 Alignment 
The alignment of the index hits is done by the GPU. The genome is copied over to the GPU 
memory as GPUalign starts up. It then starts waiting for the first positions to come from the 
seeding step. After the first positions have arrived all reads, positions and variables are copied 
over to the GPU. Then the entire alignment operation is done with a single kernel launch. The 
kernel is launched with 1 threadblock for each read in the batch and each block with a 
blocksize of 256 threads that cooperate to check all positions for the read. The main reason for 
the high amount of threads is that having multiple active warps per threadblock helps to mask 
the delay the threads face when writing or reading memory. Because of this it is also 
important that the number of threads per block is a multiple of 32 to make sure the hardware 
can always run full warps. Many different blocksizes was tested and a size of 256 ended up 
giving the best performance. When the kernel is completed results are copied out and passed 
on the output step. 
 
The kernel does a simplified banded Needleman-Wunsch algorithm on all positions returned 
by the seeding. The algorithm is simplified to only sum up penalty for gaps and mismatches. 
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This makes the goal finding the lowest possible penalty score. The algorithm is also modified 
to give no penalty for gaps before and after the read because GPUalign checks the read 
against a sequence of the genome longer than the read.  
 
The separate threads in a block works on separate positions for the same read simultaneously. 
So to keep memory usage and execution time down each thread only computes the score for 
each position and don‟t construct the final alignment. The computation is also banded 
reducing the computation to cells that is in close vicinity to the perfect alignment. See Figure 
11 for an example on how GPUalign performs banded alignment.  
 
6.8.1 Kernel pseudo code 
Here is a simplified pseudo code style version of the GPU kernel code  
 
Figure 11 Banded alignment 
The white cells are the cells calculated under the alignment. The black cells are skipped. The black 
horizontal line represents the seed used for the alignment of this position. Note that the seed don‟t start in 
the very first cell. Instead we start the alignment half a band before the predicted start position. 
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#Stores the read String itself 
__shared__  <read[<maxReadLength>]>  
#Holds for each thread the positiont for the best hit 
__shared__  <hit[<blockSize>]> 
#Holds for each thread the score the for the best hit  
__shared__  <best[<blockSize>]>  
#Holds for each thread the number of hits with the same score 
__shared__  <ant[<blockSize>]>  
 
FUNCTION <alignment kernel> 
<Copy read into shared memory> 
<Initialize memory and get parameters> 
<syncthreads> 
 
FOR <position> from <first position> to <last position> by  
         <blocksize> 
 <Banded Needleman-Wunsch>(<position>) 
END FOR 
 
<syncthreads> 
 
<totalBest> = <All threads in the block consolidate 
    their best hits to find the highest> 
IF <theadIdx.x == 0> #Only 1 thread writes output 
 IF <totalBest <= cutoff> 
  <Loop through best[] and write hits  
  with best[] == totalBest to output> 
 ELSE 
  <Set output blank> 
 END IF 
END IF 
END FUNCTION 
 
The Banded Needleman-Wunsch method called for each position stores position and score in 
the shared memory arrays if the score is lower than the previous best. <blocksize> is the 
numbers of threads in block and <cutoff> it maximum amount of penalty we accept for an 
alignment. 
 
6.8.2 Banded Needleman-Wunsch 
Here is a simplified pseudo code style version of the GPU version of the Banded Needleman-
Wunsch algorithm: 
FUNCTION <banded Needleman-wunsch>(<position>) 
#Stores temporary cells for the banded Needleman-wunsch 
algorithm 
<tempArray[<bandWidth>]>  
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<Initialize temparray to INT_MAX value> 
#The cost of getting to the cell horizontally above active 
here the first cell 
<hor> = 0  
#The cost of getting to the cell left of the active here the 
first cell 
<left> = <gapPenalty>  
#Holds track of the banded width 
<readFrom> = -<bandWidth> 
<readTo> = 0 
FOR <genCounter> from <startPosition> to <endPostion> by 1 
 <genChar> = <decompress and translate the <genCounter>th 
    character  from genome> 
 <readFrom>++ 
 <readTo>++ 
 FOR <readCounter> FROM <max(<readFrom>, 0)> TO 
  <min(<readTo>, <readLength>)> by 1 
  <n> = <Content from tempCounter  
  representing the cell above this cell> 
  <up> = <Content from tempCounter representing the  
    cell above this cell> 
  # No cost of putting gaps after the read 
  IF <readCounter != readLength-1>    
   <up> += <gapPenalty> 
  END IF 
  IF <genChar != read[<readCounter>]>  
   <hor> += <missmatchPenalty> 
  END IF 
  <hor> = min(<up>,<hor>) 
  <hor> = min(<left>,<hor>) 
  <Cell in tempArray representing this cell> = <hor> 
  <left> = <hor> + <gapPenalty> 
  <hor> = <n> 
 END FOR 
 #Row of cells complete 
 IF <genCounter - startPos >= bandWidth>  
  #This is at least the <bandWidth>th iteration  
  <bestScore> = <Last cell in tempArray this iteration> 
  <hor> = <The first cell this iteration> 
  <The first cell this iteration> = <INT_MAX> 
  <left> = <INT_MAX> 
 ELSE  
  #One of the first <bandWidth>th iterations 
  #Gaps at no cost before the first character in read 
  <hor> = <0>  
  #First gap in read at constant cost 
  <left> = <gapPenalty> 
 END IF 
END FOR 
 
IF <bestScore> <= <best[<threadIdx.x>]> 
49 
 
 <Check if <position> is in or close  
to an N filled area abort if it is> 
 IF <bestScore < best[<threadIdx.x>]> 
  <best[<threadIdx.x>]> =  <bestScore> 
  <hit[<threadIdx.x>]> = <position> 
  <ant[<threadIdx.x>]> = 1; 
 ELSE IF <bestScore == best[<threadIdx.x>] AND  
   <Position is not a duplicate of existing hit>> 
  ant[threadIdx.x] += 1; 
 END IF 
END IF 
END FUNCTION 
 
In short first a banded alignment over the region given by the index is done. Then each thread 
checks if the position got a better alignment than the previous best for that thread. Then if the 
position is not overlapping with „N‟ regions updates the threads best values. To check if the 
read is not in an „N‟ region a simple binary search is done on the „N‟ index. The region the 
banded alignment is done on is defined as:                           . For the actual 
alignment it is important to note that the inner loop is looping over the read that is stored in 
shared memory to minimize memory accesses to the global memory. 
 
The kernel in the original format is available in appendix A. 
 
6.9 Outputting results 
Before results from the alignment can be printed to file the output from the GPU must be 
interpreted. First the lowest mismatch score for the forwards and reverse alignments is 
compared. If an alignment exists a CPU version of the simplified banded Needleman-Wunsch 
algorithm is used to give the final alignment for the read. GPUalign then writes the output to a 
SAM formatted output file. The optional header is not implemented. Paired-end reads is not 
supported so the paired-end specific fields is set to default values. The bitmap is also limited 
to 3 different values because only 2 of the fields are used. This gives the following possible 
integer values for the bitmap: 
 0 Read aligned successfully 
 4 Read unaligned 
 16 Read aligned successfully in reverse. 
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GPUalign does not implement any algorithm to calculate alignment quality and instead used 
the value 0 for hits with multiple best alignment and 37 for hits with a singular best 
alignment. The CIGAR string only uses the M, I and D characters (match, indel, deletion).  
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7 Results 
GPUalign was evaluated using different datasets and compared to the results for the BWA (Li 
& Durbin, 2009) program. Both simulated datasets and real data was used for the evaluation. 
Both accuracy and speed was evaluated. Because of the multithreaded nature of GPUalign 
both the real clock time and CPU computing time for both programs was tested. BWA was 
chosen for comparison because it is a well-known state-of-the-art alignment tool that 
implements the Burrows-Wheeler algorithm. BWA might not the fastest Burrows-Wheeler 
implementation but unlike other Burrows-Wheeler aligners it does have indel support. 
GPUalign also have indel support and both programs disregard read quality scores. BWA 
should be the Burrows-Wheeler aligner most similar to GPUalign. Other comparison 
programs was not tested, although Bowtie could have better results for speed and MAQ could 
have better results for accuracy. Bowtie use the read quality scores for alignment and because 
the read simulator used for these tests do not create real read quality scores the accuracy tests 
for Bowtie would be at a huge disadvantage. MAQ on the other hand would probably perform 
well in the accuracy tests but would be at a huge disadvantage for the runtime tests. 
 
7.1 Simulated data analysis 
The simulated data was created using wgsim, a read simulator. The reads were simulated 
across the entire human reference genome and was simulated with a 2% base error rate, 
0.085% SNP mutation rate and 0.015% indel rate. In total 5 datasets was simulated and tested 
all containing 1 million simulated reads. The only variable was the length of the simulated 
reads. The different sets had lengths 36, 50, 70, 100 and 125bp.  All the datasets were then 
aligned with both programs and then the results were compared. For examination of the 
accuracy on the simulated data wgsim_eval.pl was used. wgsim_eval.pl comes together with 
wgsim. wgsim_eval.pl calculated the error rates for aligned reads. BWA was run with the 
default settings with a single thread and GPUalign was configured to behave as closely as 
possible to BWA. This means allowing 2 mismatches for 36bp reads, 3 mismatches for 50bp 
reads, 4 mismatches for 70bp reads, 5 mismatches for 100bp reads, and 6 mismatches for 
125bp reads. Both aligners were also configured to only allow a single gap. The accuracy 
evaluation was inspired by the approach used in the BWA paper (Li & Durbin, 2009). 
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7.1.1 Runtime analysis 
The results from the runtime analysis for the simulated reads follow. Because the runtime 
profile of GPUalign varies depending on read length, tests were performed on a wide array of 
generated read sets. BWA require you to execute both the bwa aln and bwa samse command 
to generate the final output file, so for BWA the runtime for both are timed and added 
together for a total runtime. Both programs are timed using the time command in Linux. 
 
Total runtime 
 Figure 12 shows the total runtime for both programs for multiple readlengths.  
 
 
As shown on the figure GPUalign starts off slower for the 36 and 50bp read sets, before 
getting ahead on the read sets longer than 70bp. For the 125bp read set GPUalign is about 
33% faster than BWA. But since GPUalign is running multithreaded and BWA is only 
running a single thread it is limited what can be concluded from this.  
 
 
Figure 12 Total runtime 
The total wall clock runtime for BWA and GPUalign, for different readlengths. 
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Peak CPU load 
Next up is analyzing the peak CPU load put on the computer by GPUalign while running. We 
are checking the average peak CPU usage instead of the average CPU usage. This because 
GPUalign spends a large amount of time reading the large indices from disk into memory for 
these small read sets. In fact on average 2 minutes and 45 seconds of the runtime is used just 
to read the indices from disk and prepare to start the alignment processes, while at the same 
time less than one second of CPU-time is used (in user space). This means doing the 
calculations as: 
              
              
  would be an underestimation. Instead 
              
                                
 
 is used to find the average peak load for GPUalign. These figures 
match closely what I see when we run top or any other system monitor tools in the 
background so they should be fairly accurate. Figure 13 shows the peak CPU chart for 
different readlengths.  
 
 
As seen in the chart the load start of high at about 228% at the 36bp reads, then drops as the 
length of the reads is increased. This is due to the fact that all CPU-usage above 100% is done 
by the input, seeding, and output threads. Of these factors only the workload of the output 
thread should increase as the length is increased.  
 
Figure 13 Peak CPU load (GPUalign) 
Shows the differences in peak CPU load when GPUalign is working on reads of different read lengths. 
54 
 
 
Total CPU usage 
Next up is the total CPU usage as shown in Figure 14.  
 
 
As shown on the figure GPUalign starts off at twice the CPU time of BWA on the 36bp read 
set. But the growth in CPU time for GPUalign is lower than that of BWA. Both programs are 
about equal for the 100bp read set and GPUalign is significantly faster for the 125bp read set.   
 
  
 
Figure 14 Total CPU usage 
The figure shows the total usage runtime for BWA and GPUalign, for different readlengths. 
55 
 
CPU usage breakdown 
It has been observed that the alignment thread of GPUalign is always using close to 100% 
CPU while the program is under full load. This means the peak CPU load figures can be 
combined with the total CPU usage to calculate how much of the CPU time the program uses 
on the alignment thread and how much is spent on the other threads (overhead). The time 
spent on the alignment thread is estimated with 
               
                 
. Figure 15 shows the 
breakdown of CPU alignment time and CPU overhead time. 
 
From the breakdown it is easy to see that the overhead is fairly constant with only a slight 
growth. In total the overhead grows about 9% from the 36bp read set to the 125bp read set. At 
the same time the CPU time used by the alignment thread has tripled. This is less than the 
increase in read length that is 3.47 times larger.  
 
  
  
Figure 15 CPU usage breakdown (GPUalign) 
The estimated CPU usage breakdown for the different areas of GPUalign. All other threads than the 
alignment thread is considered overhead. 
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Alignment time growth 
Figure 16 shows the growth of CPU time for the alignment thread of GPUalign and the total 
time of BWA in the different intervals compared to the growth in read length. 
 
It would seem that the growth in in alignment time is not only significantly lower than that of 
BWA but also below the growth of the readlengths. 
 
  
 
Figure 16 CPU usage growths 
The growth in alignment time for BWA and GPUalign compared to the growth in readlengths. 
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7.1.2 Accuracy analysis 
The accuracy analysis is done with processing the output files created from the runtime 
analysis with the command “wgsim_eval.pl alneval”. Every alignment with an alignment 
quality above 9 is considered a confident alignment. All base pairs in the reads created by 
wgsim is given the same read quality score, but because neither GPUalign nor BWA use read 
quality scores for alignment this is not a problem.  
 
Total aligned reads 
Figure 17 shows the total amount of reads aligned by BWA and GPUalign grouped by read 
length. 
 
 
We can see that BWA align more reads in the 36bp read set, but that GPUalign align more 
reads in every other read set. This could be a sign of a weakness in the seeding approach used 
in GPUalign.  
 
 
Figure 17 Total aligned reads 
The total amount of reads aligned by BWA and GPUalign grouped by different readlengths. 
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Confidently aligned reads 
Figure 18 shows the amount of confidently aligned reads for BWA and GPUalign grouped by 
different readlengths.  
 
  
It is clear GPUalign marks more of its alignments confident than BWA does overall. This is 
most clearly shown in the 36bp read set where BWA had aligned more reads total, but 
GPUalign has more confidently aligned reads.  
 
  
 
Figure 18 Confidently mapped reads 
The total amount confidently aligned reads by BWA and GPUalign by different readlengths. Confidently 
aligned reads are reads with an alignment quality higher than 9. 
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Incorrectly aligned reads 
Figure 19 shows the amount of incorrectly aligned reads in % of confidently mapped reads of 
BWA and GPUalign grouped by readlengths. 
 
We can clearly see that GPUalign is doing more incorrect alignments than BWA. For all 
datasets the amount of incorrectly aligned reads is triple or more that of BWA. This clearly 
shows a weakness in the way GPUalign is calling alignments confident.  
 
  
 
Figure 19 Incorrectly aligned reads 
The amount of incorrectly aligned reads for BWA and GPUalign in % of confidently aligned reads, grouped 
by different readlengths. 
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Correctly aligned reads 
Figure 20 shows the amount of correctly aligned reads for BWA and GPUalign grouped by 
readlengths. 
 
Even with the higher amount of incorrectly aligned reads GPUalign does in total align more 
reads correct. This raises the question if the extra hits make it worth handling the extra 
incorrect alignments, or if the algorithm GPUalign uses to define confident hits need to be 
redefined. 
 
7.2 Real data analysis 
For analysis with real data a paired read archive with 12 139 786 paired end reads was used. 
Each end of the paired end read was 51bp long. The read archive was downloaded from the 
NCBI short read archive and had the access code: “ERR000589”, but should also be available 
from the European Nucleotide Archive with the same access code. The read archive was 
produced as a part of the 1000genomes project and created for an individual with the 
anonymized name NA12750 using an Illumina Genome Analyzer II. Even if this is paired-end 
reads they are aligned as 24 million single-end reads. From the simulated data analysis we 
 
Figure 20 Correctly aligned reads 
The amount of correctly aligned reads for BWA and GPUalign in % of total reads, grouped by read length. 
61 
 
already know that GPUalign should be slower than BWA for this dataset. We also know that 
GPUalign is using about 2 full cores of CPU power for reads of this read length so for 
comparison we let BWA run with 2 threads.  
 
7.2.1 Runtime analysis 
Analysis is has been done on both CPU time and real time used by BWA and GPUalign for 
the entire “ERR000589” read set. Results are shown in Figure 21. 
 
As expected BWA was the fastest aligner for this read set, but the lead is seems smaller than 
first expected, considering that the runtime was equal for the simulated 50bp read set when 
BWA ran in a single thread. This is probably because the cost of reading the index to memory 
becomes a smaller portion of the total runtime. The difference in CPU time is also less than 
what we saw in the simulated reads. 
  
 
Figure 21 Runtime analysis 
The real runtime and CPU time for GPUalign and BWA in minutes, for a dataset containing 24 million 51bp 
reads.  
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7.2.2 Accuracy analysis 
Figure 22 shows the total amount of reads in “ERR000589” both the programs have aligned. 
 
 
BWA has aligned more of the reads but GPUalign has declared more of its alignments 
confident than BWA. This fits the pattern we saw in the simulated data.  
 
  
 
Figure 22 Reads aligned 
The total amount of reads aligned and the amount of confident read alignments for BWA and GPUalign on a 
read set containing 24 million 51bp reads. 
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Read pair analysis 
Since it is hard to figure out how many of these alignments are “correct”, we instead try to see 
if the alignments fit the fact that read set is in fact paired-end reads. A short Perl script that 
parsed the output file and count pairs of reads with different characteristics. Figure 23 
contains results the read pair analysis, where confident pairs are pairs where both ends has 
been confidently aligned. Close pairs are confident pairs where both reads are aligned to the 
same contig and at a maximum distance of 300bp and where one read are aligned forwards 
and the other reverse. 
 
GPUalign have more confident pairs than BWA. Because of this GPUalign also have more 
close pairs than BWA.  
 
  
 
Figure 23 Read pair analysis 
Confident pairs and close pairs for BWA and GPUalign in % of total amount of read pairs. 
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7.3 Alternative seeding configuration 
In addition to the initial tests on the simulated dataset, the alternative seeding configuration of 
the seeding algorithm was also tested.  
 
Total runtime alternative configuration 
Figure 24 shows the real time comparison using the alternative configuration.  
 
 
As the figure shows the alternate seeding approach is faster for reads below 70bp while 
slower for longer reads.  
 
  
 
Figure 24 Run time analyses alternate 
The different run times for GPUalign in normal, GPUalign alternate mode and BWA, grouped by readlengths. 
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Total CPU usage alternative configuration 
Figure 25 shows the changes in total CPU usage. 
 
The figure shows the same signs seen in the total runtime analysis. The alternate uses less 
CPU time than the normal configuration for reads shorter than 70bp, and more for the longer 
reads.  
 
  
 
Figure 25 Total CPU usage alternate 
The different CPU usage for GPUalign in normal and alternate mode and BWA, grouped by readlengths. 
66 
 
Total aligned reads alternative configuration 
Figure 26 shows the total amount of aligned reads in the synthetic tests. 
 
 
Unsurprisingly we see that the alternate mode of GPUalign aligns fewer reads for the 36bp 
read set. More interestingly is it that the alternate mode aligns considerably more reads in all 
the other read sets.  
 
  
 
Figure 26 Total aligned reads alternate 
The total amount of aligned reads for GPUalign in normal and alternate mode and BWA, grouped by 
readlengths. 
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Confidently aligned reads alternative configuration 
Figure 27 shows how many of the reads are confidently aligned. 
 
 
The alternate mode of GPUalign takes a small loss in confidently aligned reads in the 36bp 
read set, while clearly leading in all the other read sets. At the same time it is clear that most 
of the new alignment hits in the alternate configuration is considered confident alignments.  
 
  
 
Figure 27 Confidently aligned reads alternate 
The total amount of confidently aligned reads for GPUalign in normal and alternate mode and BWA, grouped 
by readlengths. 
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Correctly aligned reads alternative configuration 
How the alternative configuration affects the total amount of correct alignments is shown in 
Figure 28. 
 
 
Also here it is clear that the alternative mode of GPUalign produces more correct alignments 
for every read set above 36bp. 
  
 
Figure 28 Correctly aligned reads alternate 
The total amount of correctly aligned reads for GPUalign in normal and alternate mode and BWA, grouped 
by readlengths. 
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8 Discussion 
 
8.1 Thread balance 
For GPUalign to be effective it was important to make sure that the GPU was kept busy 
aligning as much as possible. To keep the GPU busy a pipeline approach was used, and it was 
important to make sure that none of the other steps in the pipeline was blocking the GPU. In 
this aspect I have succeeded, internal timing of the different threads show a significant higher 
time spent in the GPU thread than the other threads. This is true for all the read sets, although 
the margin is lower on the 36bp read set.  
 
8.2 Interpreting results 
 
8.2.1 Runtime analysis 
The tests have revealed and interesting runtime profile for GPUalign. For the real time 
analysis of the simulated reads it is important to note that each read set only contains 1 million 
reads. A real read set could in comparison contain 10-30 million reads. When aligning a larger 
read set the time spent reading indices and starting up would only be a very small portion of 
the total time spent. The index BWA uses is small enough to be cached by the OS from run to 
run while the GPUalign index would need to be read from disk for every run. This creates a 
rather large gap in runtime. Because of this we see that GPUalign fall behind BWA for the 
real time test of 36bp reads, but BWA‟s lead has shrunk considerably for the 50bp read set. 
For the 70bp read set GPUalign have overtaken BWA and acquired a small lead which keep 
growing for the 100bp and 125bp read sets. If GPUalign‟s indices could be cached in memory 
like the BWA index, GPUalign would save at least 150 seconds on all the tests. This would 
place GPUalign in the lead for all the tested read sets. To help achieve this performance a 
RAM disk or a fast disk could be used. 
 
The CPU time tests reveal that GPUalign is using significant more CPU time than BWA for 
read sets below 100bp. For the 100bp read set they are about even but for the 125bp read set 
GPUalign is ahead. This shows that GPUalign have a rather large amount of overhead with 
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reading input, seeding alignments and outputting results. This work stays fairly constant for 
the different readlengths with a very small growth. At the same time we see that the time 
spent waiting for the GPU to finish computing grows to triple what it started at for the 36bp 
read set when compared to the 125bp read set. From the growth analysis we see that the 
growth in the time spent waiting for the GPU was fairly close to the growth in the length of 
the reads, while the growth for BWA‟s was significantly higher. GPUalign‟s scaling for 
longer read lengths does in this regard seem very good. This might not be too important with 
the current sequencing technology but it might be an interesting feature for the future. 
 
The test on the real paired end read set revealed that given the same amount of CPU power to 
both programs BWA was the clear winner, although GPUalign is not as far behind as the 
earlier performance tests would indicate. This is probably due to heavier startup overhead for 
GPUalign becomes less important. 
 
8.2.2 Accuracy analysis 
The simulated reads revealed many interesting quirks about GPUalign. The fact that 
GPUalign aligns fewer of the 36bp long reads than BWA might seem slightly puzzling, when 
the seeding system is made to guarantee to find positions with up to 2 mismatches in the 36 
first bps. The reason for this drop seems to be the cutoff we defined when we built the index 
that drops indexing sequences of 12bp‟s that occur more than 60000 times in the genome. 
This limit can be increased to or dropped entirely, but would come at a significant hit to 
performance of GPUalign because it would increase the amount of positions that needs to be 
checked by GPUalign in total. For the cutoff to come into effect the sequences would need to 
occur:  
      
 
   
              
           more than random chance would dictate.  
 
Even if BWA has more total alignments for the 36bp set GPUalign has more confident 
alignments for the same set. This means that the hits BWA find, but GPUalign is unable to 
find, is unconfident hits or that GPUalign is unable to find the duplicates BWA find. The 
effect of this seems minor and on the longer reads the effect of the cutoff seems insignificant.   
Because of this I concluded that increasing or removing the cutoff was not worth the 
performance hit to GPUalign. 
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GPUalign did consistently align more confident alignments than BWA in all read sets. This is 
due to the difference in how the two programs call confidence for alignments. While 
GPUalign only checks for the existence of multiple best hits BWA also checks the amount of 
second best hits as part of its mapping quality assignment. A second best hit can only have 1 
more mismatch than the best hit. The end result of this calculation is that any best hit that 
have more than 22 second best hits gets assigned the mapping quality below 10 and declared 
unconfident. Since GPUalign don‟t perform this calculation the result is that GPUalign is 
calling more alignments confident than BWA. This is most likely also the reason GPUalign 
has triple the amount of incorrectly aligned confident reads compared to BWA. A look at the 
incorrect alignments done by GPUalign compared to the BWA alignments for the same reads 
revealed that the many of these alignments are given quality less than 10 by BWA, but they 
are often aligned to the same position and have a high amount of second best hits. It seems 
like GPUalign would have to implement a similar alignment quality score to be able to filter 
out these incorrect alignments.  
 
But even with the higher rate of incorrect alignments we also see that GPUalign is aligning 
more reads to correct positions than BWA. It seems like the alignments filtered out by BWA 
confidence calling, about half of them is actually correct alignments and the other half 
incorrect. In essence it ends up as a question of how much these wrongly aligned reads hurts 
the further processing of the results versus how much is gained from this slight increase in 
correctly aligned reads. For deep coverage SNP calling the extra errors might not have a huge 
impact on the final results, but if the depth was shallow the errors is more likely to produce 
incorrect SNP calls. 
 
The tests ran on the real paired-end dataset did show many of the same signs as seen in the 
simulated dataset. But unlike the 50bp simulated data GPUalign aligned less of the 51bp 
paired end reads than BWA. This could again be due to the cutoff or that the seeding region 
for BWA is 32bp while the seeding region for GPUalign is 36bp (both with 2 mismatches). 
But again the simple way GPUalign calls confidence leads to more confident alignments. 
GPUalign also has the most confident and close pairs. For BWA 
      
      
        of the 
confident read pairs was close to each other. For GPUalign 
      
      
        of the confident 
read pairs was close to each other. This could be an indication that the accuracy of BWA is 
slightly better since it is more selective. 
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8.2.3 Alternative seeding configuration 
The alternative seeding configuration tests revealed interesting facts about GPUalign. The 
drop in aligned reads in the 36bp read set is because we are still doing the same amount of 
lookups for those reads as previously but with a lower cutoff value. This confirms that the 
cutoff is the reason GPUalign aligns less reads in the 36bp read set than BWA. When it comes 
to the longer read sets we see that the alternative mode is not only aligning more reads but 
more of the alignments are also confident and correct alignments. The error rate has changed 
little compared to the normal seeding. For the 36bp and 50bp read sets it has gone slightly up 
but for the other read sets it has gone slightly down. The runtimes are what was expected. For 
shorter read sets it runs faster because it in checks fewer positions for each read on average. 
For longer reads sets many more positions is checked than earlier, and because of this the 
runtime is longer. The total runtime and CPU-time is fairly close to that of BWA, while more 
correct alignments are reported. 
 
It is possible to configure the seeding in BWA to make it behave the same way or to remove 
the seeding entirely. But using these options causes the runtime of BWA to increase 
exponentially with the amount of allowed mismatches. This is the reason no other seeding 
methods was included in the tests of BWA. 
 
In addition the tests also show that it is possible to drastically alter performance or accuracy 
by just reconfiguring the program as needed. Reducing the cutoff value gives a boost to the 
speed at the cost of accuracy. Increasing the amount of lookups GPUalign does make it use 
more of the read as seed for alignment, and this is increasing the sensitivity. Combining the 
two made GPUalign increase its sensitivity and accuracy, with only small changes in the total 
run time. 
 
8.3 Further general improvements 
In its current state GPUalign is not a finished program, and is more a proof of concept. There 
are many possible improvements that can affect both its accuracy and performance. Other 
types of improvements would include support for different data types. 
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8.3.1 Hiding overhead 
The alignment thread spends most of its CPU time “busy waiting” for the GPU to finish its 
work. This is not a very effective approach, instead GPUalign could launch its kernels and 
memory transfers asynchronous from the alignment thread. This frees up the thread for doing 
other work while waiting for the GPU to finish its work. With this idea in mind I could 
rewrite all the different threads into 1 that loops through the following operations: 
1. Start memory transfers and launch alignment kernel asynchronous if any input from 
seeding exists. 
2. Do output for any existing GPU results from last alignment stage. 
3. Read new input if available. 
4. Do seeding on new input data. 
5. Wait for GPU to finish kernel and memory transfers. 
This approach has the potential to totally hide most of the overhead for GPUalign. The cost 
could be a reduction in speed for the shortest reads if the time spent doing the overhead is 
longer than the time spent by the GPU to perform alignments. 
 
8.3.2 Implementing alignment quality 
GPUalign does not implement a real alignment quality algorithm the way BWA does. 
Because of this I saw that GPUalign produced more incorrect alignments than BWA. The 
easiest way to solve this would be to implement the same algorithm BWA uses for alignment 
quality. To implement the BWA alignment quality algorithm we would need an accurate 
count of both the amount of best alignment hits and second best alignment hits. This would 
need to be kept count of in the kernel, but at the current state the kernel can only accurately 
tell if an alignment has 0, 1 or more hits. This is because the kernel does not store all positions 
if it finds multiple equally good positions. This is a problem because the seeding step is not 
doing duplicate elimination and a perfect hit in the seed makes the GPU check the same 
alignment position 3 times. To make accurate counts on the GPU we would need to check if 
the alignment position has already been counted before by any of the 256 threads. This task 
would be quite complicated and time consuming to do on the GPU. The easiest way to fix this 
problem would be to perform duplicate elimination either in the seeding process or as a kernel 
that runs before the alignment kernel on the GPU. The seeding approach could take form as a 
merge sort of the 3 lookups, but would give a considerable increase in runtime for the seeding 
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thread. This coupled with the lower amount of positions to check could make the seeding 
thread slower than the alignment thread and decrease performance. The kernel approach 
would most likely take the form of a hash-based duplicate elimination. Both approaches could 
work and should make it easy for the alignment kernel to keep track of the total amount of 
best and second best hits. 
 
8.3.3 Using read quality scores 
The current implementation of GPUalign requires the reads to be in the FASTQ format, but it 
is not doing anything with the Phred quality values for the reads. Other aligners as Bowtie and 
RMAP allow more errors in alignments for positions with low alignment quality to correct for 
possible sequencing errors. This approach would be fairly easy to implement for GPUalign by 
taking the quality scores and transfer them to the GPU where they can be used in the 
alignment process instead of the static mismatch score. This has the potential to give more 
and better alignments but also the potential to give more incorrect alignments. 
 
8.3.4 Seeding improvements 
The seeding GPUalign uses is designed to be very simple. This makes it fast but also gives 
many positions that the GPU has to perform alignments on. This is intended by design to 
ensure that the GPU has enough work.  But in tests GPUalign is checking 8-9000 positions 
for the average read, and this is more than first expected when the algorithm was chosen. 
Because of this it might be worth checking out other algorithms. An algorithm that returns a 
more selective amount of positions, but with little extra computation time would be ideal. 
 
The Burrows-Wheeler seed approach is promising because of its compact index size and 
speed. Burrows-Wheeler is truly fast when it comes to finding exact matches, but using it to 
seed would require inexact matching and that would require much backtracking. This could 
make the algorithm too slow for GPUalign. 
 
The spaced seed approach is probably even more promising. The easiest approach here would 
be to create 3 template indexes over the genome each with a coded width of 14. Then use 
these template indexes to do 6 lookups for each read to get all the possible positions that is at 
max 2 mismatches away from the seed of 28bp. Each lookup should give considerably less 
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positions to check than the current lookups, but the cost is a tripling of an already large 
memory footprint. The memory footprint could be reduced by cutting the index into smaller 
parts that only holds positions for parts of the genome. And then instead of one run with a 
large index do several runs with smaller indexes. For this approach to work the best hits 
would be stored separately for each run and compared in the end to give a final alignment.  
 
8.3.5 Support for different read types 
This version of GPUalign only supports single-end, Illumina reads. Support for other read 
types would need to be added. Support for alignment of SOLID reads in color-space, and 
bisulfite alignment should not be too difficult to implement, but both would require building 
new types of indices to use for the alignment. 
 
Paired-end alignment could be fairly complex to implement. It would require breaking the 
alignment algorithm into multiple smaller kernels, or let a single threadblock handle both the 
forwards and reverse complement ends of a paired-end read. This is because there exists no 
good way to communicate between the different threadblocks while a kernel is running. And 
communication would be required for paired-end alignments. As an alternative it is possible 
to let the paired end alignment to be carried out in a separate post-processing step after the 
GPU alignment step, but this would require the alignment kernel to output much more 
detailed results for each read to work. 
 
8.3.6 Automatic configuration 
GPUalign needs to be configured to run optimally on a GPU. These configurations are mainly 
tuning of the memory footprint of GPUalign on the GPU. The most important parameter here 
are how many reads we process at the same time on the GPU. The optimal is to process as 
many reads as possible at the same time on the GPU. This minimizes the amount of times 
thread synchronization occurs in the pipeline and let the GPU work more efficiently. The 
optimal amount of reads processed simultaneously also change when working on different 
genomes on the same GPU.  Configuring this variable does in the current version rely much 
on trial and error, so automatic configuring would greatly increase user friendliness. 
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8.4 Further GPU code improvements 
The GPU code is not fully optimized and there is still room for improvements. There are 
several ways to optimize the kernel but there are two of the more important areas are 
optimizing global memory usage and optimizing code structure. For further tips on how to 
optimize a CUDA program check out the NVidia CUDA C Best Practices Guide (NVidia 
Corporation, 2010). 
 
8.4.1 Memory access optimization 
Accessing the global memory is one of the slowest operations you can do on a GPU. Because 
of this it is important to minimize the amount of global memory accesses. When the GPU 
access global memory it is always done in blocks of 32, 64 or 128 bytes. Even the smallest 
memory access will therefore result in a 32 byte memory transaction. The memory 
transactions are grouped together if more threads in the same block try to read global memory 
from the same area. GPUalign accesses the memory very ordered at the start of each kernel 
launch when reading in read sequences into global memory, but when the alignment process 
starts every thread wants to access a different place in the genome at the same time. This 
results in a very random and highly spread access pattern. The result is that each thread needs 
its own memory transaction to get data. This can seriously reduce the GPU‟s global memory 
throughput and become a major bottleneck for GPUalign.  
 
Running computeprof (part of the CUDA SDK) to profile the GPU usage of GPUalign has to 
some degree confirmed the memory access issue. Computeprof reports that the global 
memory throughput on the GPU is somewhere around 16-18 GB/s while the theoretical 
maximum throughput is above 100GB/s. The low throughput could be due to the bad memory 
access pattern or due to the time spent doing arithmetic operations. Commenting out the part 
of the kernel doing anything else than memory transfers halves the runtime of the kernel and 
gives a doubling of the memory throughput to about 40 GB/s. This indicates that it is not the 
memory throughput that is the largest bottleneck for GPUalign, but instead the arithmetic 
operations of the alignment algorithm. Even if it is arithmetic operations is the major 
bottleneck, the memory access pattern is not optimal and should be considered for 
optimization. 
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Another possible area where optimizing is possible is in the shared memory access. When 
several threads inside a warp try to access the same shared memory bank access to this bank is 
serialized. Or in other terms if several threads inside a warp try to access the same value 
inside shared memory they all have to wait for their turn. This will increase the access time 
for read sequence when doing alignment. This can be solved by keeping 32 versions of the 
read sequence in shared memory at a time, but it comes with a rather large cost in shared 
memory usage. 
 
8.4.2 Optimizing code structure 
Branching code can reduce performance as explained earlier. Because of this the use of 
branching code structures where it is impossible to guarantee that all the threads in the warp 
agree on an execution path should be minimalized. GPUalign does use a fair bit of branching 
in the alignment algorithm, but is designed in such a way that divergent branching should be 
rare. Profiling GPUalign has shown that divergent branching does occur, but it is unknown 
how much this divergent branching affects performance. Reducing the amount of divergent 
branching that occur should only have positive consequences for the performance and is 
encouraged.  
 
In addition some types of instructions takes more work to perform on a GPU than other 
architectures. In particular integer modulus operations is slow. Replacing the modulus 
operations with other more efficient operations can give a performance gain. GPUalign does 
use modulus operations and can probably gain some performance if they are replaced. Other 
inefficient functions should also be identified and replaced.  
  
8.4.3 Double buffering 
GPUalign has to wait for data to get transferred in before launching the kernel and wait for 
results to be transferred out every cycle. With the use of double buffering it is possible to hide 
this transfer delay. Double buffering means that input and output is transferred at the same 
time as a kernel is being executed. It would be implemented with two CUDA streams. Stream 
one executes a kernel if any data is on the GPU. Stream two transfer output from the previous 
kernel and then new input for the next kernel. Both streams run independent and would hide 
the transfer delay from and to the GPU. The cost is higher code complexity and that size of 
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the input and output memory on the GPU is doubled. Double buffering was tested in 
GPUalign but only gave minor or none performance benefits because the time spent on data 
transfers are short compared to the time the kernel uses. This was since dropped when GPU 
memory became a scarce commodity for GPUalign. It could still be worth implementing if we 
want to process more reads at a time on the GPU. 
 
8.5 Future GPU’s  
GPUalign was tested with a GeForce GTX 460 as the GPU. In hindsight this might not have 
been the optimal card to test this approach on because each SM contains 48 CUDA-cores 
instead of 32. A quick test on compiling the source with and without support for utilizing the 
last 16 cores in each SM only saw a small performance benefit (less than 2%). So it would 
seem like GPUalign is only fully utilizing the first 32 CUDA-cores in the SM efficiently 
while the last 16 is only used sporadically. At the same time the GTX 580 is the top single 
GPU in the current NVidia generation. It has 512 CUDA-cores divided on 16 SM‟s with 32 
CUDA-cores each. On top of that its theoretical maximum memory throughput is also almost 
twice that of the GTX 460. Using GPUalign on such a GPU could potentially cut the time 
spent on the alignment kernel in half. The largest problem could end up being that the 
overhead in the other threads could not be able to keep up anymore. Even better performing 
GPU architectures are also planned for release. 
 
As the computing power of GPU‟s increase a decision about what to use the extra computing 
power for must be made. The extra power can be used to perform the alignment faster or it 
can be used to check more positions for each read and that way improve accuracy and 
sensitivity further. In either case it is a danger that the lookup will end up as a bottleneck. 
 
There is also the OpenCL (Open Computing Language) framework. It is an open standard 
alternative to the CUDA framework. The framework is supported both by NVidia and AMD 
GPU‟s. So implementing a short read aligner that utilized OpenCL would open up more 
possible hardware to run on. The hardware architecture of AMD GPU‟s is very different from 
NVidia‟s architecture. Because of this the performance profile for the different GPUs will 
most likely be different too. Which architecture would give the best results for GPUalign is 
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unknown, but NVidia have had the head start in the GPGPU (General Purpose computing on 
Graphics Processing Units) field. 
 
In addition both NVidia and AMD have own product lines of GPU‟s specialized for parallel 
computing namely NVidia Tesla and AMD Firestream. These products are based on the same 
architecture as normal GPU‟s but they have some features that can make them preferable for 
GPU computing. Most notable of those features is increased memory size, and that the 
NVidia Tesla has better double precision performance than their regular GPUs. While extra 
memory might come in handy for GPUalign, the double precision performance is unimportant 
because GPUalign do not need to perform double precision operations. These products are 
also more expensive than a normal GPU and you might be able to buy several normal GPU‟s 
for the price of one of these. This makes it hard to figure out if using the specialized product 
is worth it. 
 
8.6 Comparison to other accelerated Smith-Waterman 
implementations 
Implementations of Smith-Waterman the algorithm accelerated on the GPU already exist. 
Most of these implementations are made to accelerate the alignment of longer protein 
sequences instead of short nucleotide sequences to several thousand places in a reference as 
GPUalign does. CUDASW++ (Liu et al., 2009) is one such implementation and reports 
getting more than 9 GCUPS out from a GTX 280 GPU. CUDASW++ has since been 
upgraded to CUDASW++2.0 (Liu et al., 2010) and now claim to achieve 17 GCUPS on the 
same hardware. Another implementation on a GTX 480 achieved 42.6 GCUPS (Ligowski et 
al., 2011).  
 
The GTX 280 has 240 cores compared to the GTX 460‟s 336 cores. Both cards are running at 
similar clock speeds and have similar memory bandwidth. Also considering that GPUalign 
only efficiently uses 224 of the 336 cores. This makes the comparison hardware quite good. 3 
quick tests of GPUalign were done to check cell throughput with different allowance for gaps. 
The test consisted of 1 000 000 single end 125bp reads. For the test about 12 200 positions in 
the genome was checked on average per read (includes both forwards and complement 
reverse). The throughput was calculated as: 
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GPUalign throughput allowing 1 gap: 
                         
         
               
 
GPUalign throughput allowing 2 gaps: 
                      
         
               
 
GPUalign throughput allowing 3 gaps: 
                      
         
               
 
It is clear that the overhead inside the kernel is high when GPUalign only allow 1 gap. Trying 
to reduce this overhead could give performance benefits to GPUalign. GPUalign also seem to 
scale well when the maximum amount of gaps are increased. 
 
These numbers are not directly comparable with CUDASW++ because CUDASW++ uses 
affine gap penalties and GPUalign uses linear gap penalties (but for this test only allow 1 
gap). The type of sequences aligned is also different (amino acids vs. nucleotides). GPUalign 
also align shorter sequences than CUDASW++, only does banded alignment and do many 
other operations on top of processing the cells. Still GPUalign has decent performance even if 
it has room for improvement. 
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9 Conclusion 
GPUalign has proven that using the extreme parallelism in a GPU to align short reads is 
possible. GPUalign was able to keep up with BWA in tests for real time speed, but its CPU 
time is higher. Much of this extra CPU time is spent “busy waiting” on the GPU to finish 
working on the kernel and it would be possible to rewrite GPUalign to do something else 
useful while waiting. GPUalign seems to scale better than BWA for reads with longer lengths 
(and should scale better with reads with more mismatches). 
 
GPUalign‟s sensitivity was as good as BWA‟s. Although accuracy was lower it was not due 
to technological limitations, but because GPUalign don‟t calculate mapping quality like BWA 
do. Even if GPUalign had the lower accuracy it did align more reads correct in total than 
BWA. To reach BWA levels of accuracy in GPUalign an alignment quality calculation would 
need to be implemented. 
  
Even if these results were promising GPUalign has some shortcomings. Its accuracy and 
sensitivity seems highly dependent on the algorithm used for seeding. In short, GPUalign get 
more accurate results the more positions it checks, but it comes at a cost in speed. Finding a 
seeding algorithm that finds the best combination of speed and sensitivity can be hard when it 
also need to be fast enough not to keep the GPU waiting. 
 
GPUalign have a large memory footprint when compared to BWA. This is hard to do 
something about with the current index structure, but it is possible to only keep parts of the 
index in memory at the same time and process parts of the genome in separate steps or totally 
change the index. 
 
The GPU kernel can also need some further tweaking to be able to squeeze out the last 
performance out of the GPU. 
 
In the end I have to conclude that a GPU accelerated short sequence aligner is a promising, 
but not completely finished approach. It has many possibilities for the future growth, 
refinement and further optimization. It should scale well with increasing sequence lengths and 
amount of allowed mismatches. It should also scale well with future upgrades in GPU 
technology. When you consider the impressive improvements in throughput of sequencing 
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technologies we have observed in recent years, the scaling could be the most valuable feature 
for a GPU accelerated short sequence aligner.   
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11 Appendix A 
This is the source code for the GPU kernel used by GPUalign. 
/* 
 align_kernel.cu  
 The alignment kernel used by GPUalign. 
 Included in alignment.cu 
*/ 
 
__shared__ char read[maxReadLength]; 
__shared__ uint32_t hits[blockSize]; 
__shared__ uint16_t best[blockSize]; 
__shared__ uint16_t ant[blockSize]; 
 
__constant__ uint8_t bitOr[4]  = {192, 48 , 12 , 3 }; 
__constant__ uint8_t translate[256] = { 
 4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4
,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4, 
 4,0,4,1,4,4,4,2,4,4,4,4,4,4,4,4,4,4,4,4,3,4,4,4,4,4,4,4,4,4,4,4,4,4,4
,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4, 
 4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4
,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4, 
 4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4
,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4 
}; 
 
__device__ void needleWunchPos(uint32_t pos, char *genom, uint32_t 
genomSize, nPos_t *nPos, uint32_t nPosSize, int readLength) 
{ 
 int16_t tempArray[(needleWidth)]; 
 int i; 
 for(i = 0; i < needleWidth;i++) 
 { 
  tempArray[i] = int16MAX; 
 } 
 
 int32_t tempCounter = 0; 
 int32_t readCounter = 0; 
 int32_t genCounter; 
 uint32_t genMin = 0; 
  
 if(pos < needleEdge) 
 { 
  genMin = needleEdge-pos; 
 } 
  
 uint16_t bestScore = maxHit+1; 
 int32_t readFrom = -needleWidth; 
 int32_t readTo = 0; 
 uint32_t genMax; 
 int16_t hor, n, up, left; 
 genMax = min(readLength  + 2*needleEdge, genomSize - (pos+readLength 
+ needleEdge)); 
 int lastCounter = 0; 
 int end = 0; 
 hor = 0; 
 left = readGap; 
 char tempTegn[5]; 
 tempCounter = 0; 
88 
 
 tempTegn[0] = genom[(pos-needleEdge + genMin)/4]; 
 tempTegn[1] = genom[(pos-needleEdge + genMin)/4+1]; 
 tempTegn[2] = genom[(pos-needleEdge + genMin)/4+2]; 
 tempTegn[3] = genom[(pos-needleEdge + genMin)/4+3]; 
 tempTegn[4] = genom[(pos-needleEdge + genMin)/4+4]; 
 uint32_t cashed = (pos-needleEdge + genMin)/4; 
  
 for(genCounter = genMin; genCounter < genMax; genCounter++) 
 { 
  readFrom++; 
  readTo++; 
  readTo = min(readTo, readLength); 
  uint32_t gPos = pos-needleEdge + genCounter; 
   
  if(gPos/4 > cashed + 4) 
  { 
   tempTegn[0] = genom[(gPos)/4]; 
   tempTegn[1] = genom[gPos/4+1]; 
   tempTegn[2] = genom[gPos/4+2]; 
   tempTegn[3] = genom[gPos/4+3]; 
   tempTegn[4] = genom[gPos/4+4]; 
   cashed= gPos/4; 
  } 
   
  uint8_t genTegn = tempTegn[gPos/4 - cashed]; 
  genTegn = genTegn & bitOr[gPos%4]; 
  genTegn = genTegn >> ((3 - gPos%4) * 2); 
   
  int width = readTo - max(readFrom,0); 
  
  for(readCounter = max(readFrom,0); readCounter < readTo; 
readCounter++) 
   { 
   n = tempArray[tempCounter%(needleWidth)]; 
   up = tempArray[(tempCounter)%(needleWidth)]; 
   up += (genomGap)*(readCounter != readLength-1); 
   hor += genMissmatch * (genTegn != read[readCounter]); 
   hor = min(up,hor); 
   hor = min(left,hor); 
   tempArray[(tempCounter)%(needleWidth)] = hor; 
   left = hor + readGap; 
   hor = n; 
   tempCounter += 1; 
  } 
 
  if(width == needleWidth || end == 1) 
  { 
   bestScore =  tempArray[(tempCounter - 1)%needleWidth]; 
   tempCounter = lastCounter; 
   end = 1; 
   hor = tempArray[((tempCounter)%(needleWidth))]; 
   tempArray[(tempCounter%(needleWidth))] = int16MAX; 
   left = int16MAX; 
   tempCounter += 1; 
   lastCounter = tempCounter; 
  } 
  else 
  { 
   tempCounter = 0; 
   hor = 0; 
   left = 0 + readGap; 
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  } 
 } 
  
 if(bestScore <= best[threadIdx.x]) 
 { 
  uint32_t matchStart = pos  + genMin - needleEdge; 
  uint32_t matchEnd = pos + genMax; 
  uint32_t first = 0; 
  uint32_t last = nPosSize; 
  int illegalPos = false; 
   
  while(first <= last) 
  { 
   uint32_t mid = (first + last)/2; 
   nPos_t tmp = nPos[mid]; 
   if(tmp.pos + tmp.ant < matchStart) 
   { 
    first = mid + 1; 
   } 
   else if(tmp.pos > matchEnd) 
   { 
    last = mid - 1; 
   } 
   else 
   { 
    illegalPos = true; 
    break; 
   } 
  } 
   
  if(illegalPos == false) 
  { 
   if(bestScore < best[threadIdx.x]) 
   { 
    best[threadIdx.x] = (uint16_t) bestScore; 
    hits[threadIdx.x] = (uint32_t) pos  + genMin - 
needleEdge; // + ; 
    ant[threadIdx.x] = (uint8_t)1; 
   } 
   else if (bestScore == best[threadIdx.x] && 
hits[threadIdx.x] != pos  + genMin - needleEdge) 
   { 
    ant[threadIdx.x] += 1; 
   } 
  } 
 } 
  
} 
 
__global__ void match(read_t *d_reads, match_t *d_matches, uint32_t *d_pos, 
uint16_t *d_hits, char *d_genom, uint32_t genomSize, char *d_readString, 
char *d_qualString, nPos_t *d_nPos, uint32_t nPosSize) 
{ 
 uint32_t y; 
 if(threadIdx.x < maxReadLength) 
 { 
  read[threadIdx.x] = 
translate[d_readString[maxReadLength*blockIdx.x+threadIdx.x]]; 
 } 
  
 best[threadIdx.x] = (int16_t)(maxHit + 1); 
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 ant[threadIdx.x] = (uint8_t) 0; 
 hits[threadIdx.x] = (uint32_t)0; 
 
 uint32_t posStart = d_reads[blockIdx.x].posStart; 
 uint32_t posEnd = (d_reads[blockIdx.x].posStart + 
d_reads[blockIdx.x].pSize); 
 uint8_t readLength = d_reads[blockIdx.x].readLength; 
  
 __syncthreads(); 
 for(y = posStart + threadIdx.x; y < posEnd; y += blockSize) 
 { 
  needleWunchPos(d_pos[y], d_genom, genomSize, d_nPos, nPosSize, 
readLength); 
 } 
 __syncthreads(); 
  
 uint32_t tmp = best[threadIdx.x]; 
 
 int nThreads = blockSize; 
 while(nThreads > 1) 
 { 
  int halvPart = nThreads / 2; 
  if(threadIdx.x < halvPart) 
  {  
   best[threadIdx.x] = min(best[threadIdx.x], 
best[threadIdx.x+halvPart]); 
  } 
  __syncthreads(); 
  nThreads = nThreads / 2; 
 } 
 __syncthreads(); 
 int totalBest; 
 if(threadIdx.x == 0) 
 { 
  totalBest = best[0]; 
 } 
 __syncthreads(); 
 best[threadIdx.x] = tmp; 
 __syncthreads(); 
  
 if(threadIdx.x == 0) 
 { 
  int addSet = false; 
  if(totalBest <= maxHit) 
  { 
   for(y = 0; y < blockSize; y++) 
   { 
    if(best[y] == totalBest && ant[y] > 0) 
    { 
     if(addSet == true &&  hits[y]  != 
d_matches[blockIdx.x].address) 
     { 
      d_hits[blockIdx.x] += ant[y]; 
     } 
     else if(addSet == false) 
     { 
      addSet = true; 
      d_matches[blockIdx.x].address = hits[y]; 
      d_matches[blockIdx.x].quality = best[y]; 
      d_hits[blockIdx.x] = ant[y]; 
     } 
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    } 
   } 
  } 
  else 
  { 
   d_matches[blockIdx.x].address = 0; 
   d_matches[blockIdx.x].quality = 100; 
   d_hits[blockIdx.x] = 0; 
  }  
 } 
  
} 
 
