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This note is a stripped down version of a published paper on the Potts partition
function, where we concentrate solely on the linear coding aspect of our approach.
It is meant as a resource for people interested in coding theory but who do not know
much of the mathematics involved and how quantum computation may provide a
speed up in the computation of a very important quantity in coding theory. We
provide a theorem on the quantum computation of the Weight Enumerator polyno-
mial for a restricted family of cyclic codes. The complexity of obtaining an exact
evaluation is O(k2s(log q)2), where s is a parameter which determines the class of
cyclic codes in question, q is the characteristic of the finite field over which the code
is defined, and k is the dimension of the code. We also provide an overview of cy-
clotomic cosets and discuss applications including how they can be used to speed
up the computation of the weight enumerator polynomial (which is related to the
Potts partition function). We also give an algorithm which returns the coset leaders
and the size of each coset from the list {0, 1, 2, . . . , N − 1}, whose time complexity is
soft-O(N). This algorithm uses standard techniques but we include it as a resource
for students. Note that cyclotomic cosets do not improve the asymptotic complexity
of the computation of weight enumerators.
2I. INTRODUCTION
There have been many quantum algorithms applied to problems of interest to mathematical
scientists, including the famous Shor’s algorithm for prime factorization [15], approximations
of the Jones polynomial [19, 22], approximations of the Tutte polynomial [20] and algorithms
for Gauss sums and Zeta functions [8, 21]. In this paper we give an algorithm for the
evaluation of another variant of the Tutte polynomial, the weight enumerator polynomial for
classical codes, which is of interest to people in the engineering sciences and other branches
of applied mathematics. In particular, we use an approach recently outlined in [3] to allow
quantum computers to return the exact weight enumerator polynomial for a certain restricted
subset of linear codes. It relies on a quantum oracle that is able to run an algorithm for
discrete log (as in [15]) and an algorithm for the estimation of Gauss sums (or Zeta functions)
which is known to be as computationally hard as the evaluation of discrete log [8].
Cyclotomic cosets are a partition of the list {0, 1, 2, . . . , N−1} into m unique subsets. While
doing research at the intersection of classical coding theory and statistical physics, one of
the authors found that if one knew one element from each coset and the size of each coset,
i.e., the number of members in that coset, then certain instances of a hard problem became
computationally easier. Specifically, one is able to obtain the exact partition function for
the Potts model over a specific family of graphs if one had access to a quantum oracle[3].
This was due to certain algebraic symmetries that a function that we needed to compute
had, i.e., Gauss sums, which we review. This author also found that there was a lack of
literature on computing cyclotomic cosets. (Note that [2] does provide a computational tool
for finding cyclotomic cosets.) Here we provide a classical algorithm for the computation
of an element from each set, the so called coset leader or coset representative, and also the
number of elements in each coset. The complexity of the algorithm is O(N).
We also present a theorem on the exact evaluation of the weight enumerator polynomial for
a certain family of codes using quantum computation. This theorem is actually a stripped
down version of the main theorem presented in [3], i.e., with no mention of statistical physics.
3II. CYCLOTOMIC COSETS
Let S = {0, 1, 2, . . . , N − 1} and let p be prime such that gcd(N, p) = 1. The p-cyclotomic
cosets of this set is given by the collection of subsets
{0}, {1, p, p2, . . . , pr}, . . . , {a, ap, ap2, . . . , aps}
where elements are computed mod N and s is the minimal exponent such that a(ps− 1) = 0
mod N i.e. s is the smallest integer before one begins to get repeats in the coset. (The same
is true for r.)
As an example consider N = 16 and p = 3. One obtains
{0}, {1, 3, 9, 11}, {2, 6}, {4, 12}, {5, 15, 13, 7}, {8}, {10, 14}.
One sees that this defines an equivalence relation, i.e., for g, f ∈ S we have that g ∼ f if
g = f · pl mod N for some l. Each equivalence class in known as a cyclotomic coset or
class and referred to as Cj where j is the coset leader, i.e., the smallest coset representative.
For the example given above we have C0 = {0} (as always), C1 = {1, 3, 9, 11}, C2 = {2, 6},
C4 = {4, 12}, C5 = {5, 15, 13, 7}, C8 = {8}, and C10 = {10, 14}.
III. APPLICATIONS
A. Factorization of XN − 1
We present a few results with no proof. Proofs can be found in [4]. Take p to be prime.
Definition 1 Consider an element α in the finite field extension GF(pl) of GF(p). The
minimal polynomial of α is the monic, irreducible polynomial M(x) of least degree such that
M(α) = 0.
The following is a classical result and it is an extension of the fact that Xp
n −X is equal to
the product of all monic polynomials, irreducible over GF(p) whose degree divides n. The
4idea is that once one has the cyclotomic cosets of S, then one can find a factorization of
XN − 1 into a product of monic polynomials as well.
Theorem 2
Ms(X) ≡
∏
η∈Cs
X − η
is the minimal polynomial of αs over GF(pk).
Corollary 3
XN − 1 =
∏
s
Ms(X)
where s runs over any set of coset representatives modulo N over GF(p).
The above theorems provide a basis for the factorization of XN−1 which has applications in
the theory of error correcting codes. We provide some details in the next section. Detailed
examples of using cyclotomic cosets for finding factorizations are provided in [4].
B. Cyclic Codes
We go into some detail here for it will be useful background for a recently discovered theorem
that we include in this paper. Let us recall some definitions from algebra after we define
linear codes. Take q to be prime or a power of a prime and let Fq = GF(q)
Definition 4 A linear code C is a k dimensional subspace of the vector space Fnq and is
referred to as an [n, k] code. The code is said to be of length n and of dimension k.
Definition 5 A linear code C is a cyclic code if for any word (c0, c1, . . . , cn−1) ∈ C, also
(cn−1, c0, c1, . . . , cn−2) ∈ C. If C contains no subspace (other than 0) which is closed under
cyclic shifts then it is irreducible cyclic.
Definition 1 A ring is a set R which is an abelian group (R,+) with 0 as the identity,
together with (R,×), which has an identity element with respect to × where × is associative.
5Definition 2 An ideal I is a subset of a ring R which is itself an additive subgroup of (R,+)
and has the property that when x ∈ R and a ∈ I then xa and ax are also in I.
Definition 3 A principal ideal is an ideal where every element is of the form ar where
r ∈ R.
Thus, a principal ideal is generated by the one element a and a principal ideal ring is a ring
in which every ideal is principal.
There is an important isomorphism between powers of finite fields Fnq and a certain ring of
polynomials. Let (xn − 1) be the principal ideal in the polynomial ring Fq[x] generated by
xn − 1.
Therefore the residue class ring Fq[x]/(x
n − 1) is isomorphic to Fnq since it consists of the
polynomials
{a0 + a1x+ · · ·+ an−1xn−1|ai ∈ Fq, 0 ≤ i < n}.
Taking multiplication modulo xn − 1 we can make the following identification:
(a0, a1, . . . , an−1) ∈ Fnq ←→ a0 + a1x+ · · ·+ an−1xn−1 ∈ Fq[x]/(xn − 1). (1)
This implies the following theorem.
Theorem 1 A linear code C in Fnq is cylic ⇐⇒ C is an ideal in Fq[x]/(xn − 1).[5]
Note that Fq[x]/(x
n − 1) is a principal ideal ring and therefore the elements of every cyclic
code C are just multiples of g(x), the monic polynomial of lowest degree in C; g(x) is called
the generator polynomial of C. We see that g(x) divides xn − 1 since otherwise g(x) could
not be the monic polynomial of lowest degree in C. This is where the factorization of xn− 1
of the last section becomes important. First let us explain what it means to generate a code
by making use of a simple relationship between g(x) and a special matrix well known in
the theory of error correcting codes called the generator matrix. Note that we can write
6g(x) = g0+ g1x+ · · · gn−kxn−k. We then can write the k×n generator matrix of the code as


g0 g1 · · · gn−k 0 0 · · · 0
0 g0 · · · gn−k−1 gn−k 0 · · · 0
0 0 · · · · · · 0
0 0 · · · g0 g1 · · · gn−k


.
In this way, the row space of this matrix is C.
The previous arguments all point to the fact that if you are able to factorize xn − 1 into
irreducible polynomials, then you can generate every cyclic code of length n over Fq. If
we can write xn − 1 = w1(x)w2(x) · · ·wt(x) as the decomposition of xn − 1 into irreducible
factors, then we can generate 2t − 2 different cyclic codes by taking any non-trivial product
of the factors wi(x) as the generator polynomial. If for example you take wi(x) to be the
generator polynomial, you obtain what is known as a maximal cyclic code and if you choose
xn−1
wi(x)
then you obtain an irreducible cyclic code. It is clear that t is the number of cyclotomic
cosets modulo n. We mention one more definition pertinent to coding theory as we shall
need it to understand another application of cyclotomic cosets.
Definition 6 Let C be a linear code of length n and let Ai be the number of vectors in C
having i non-zero entries (Hamming weight of i) . Then the weight enumerator of C is the
bi-variate polynomial
A(x, y) =
n∑
i=0
Aix
n−iyi.
The set {Ai} is called the weight spectrum of the code.
Associated with any [n, k] linear code C is its [n, n− k] dual code C⊥. The relation between
the weight enumerator A of a code C over the field Fqk , and the weight enumerator A
⊥ of
the dual code C⊥ is given by the MacWilliams identity [12]:
A⊥ (x, y) = q−k
2
A
(
y − x, y + (qk − 1)x) . (2)
The computation of the weight enumerator polynomial is known to be a #P-hard problem
[6, 7]. This should not be surprising as the weight enumerator is an instance of the Tutte
7polynomial (as is the Jones polynomial from knot theory and the Potts partition function)
[6]. In the next subsection we come to an overview of our last application, namely the com-
putation of the weight enumerator polynomial. In [3], cyclotomic cosets provide a speed
up in the computation of the partition function for the Potts model. Given the above rela-
tionship between the weight enumerator and the partition function, it is of no surprise that
cyclotomic cosets provide a practical speed up in the evaluation of both of these functions.
Again, the use of cyclotomic cosets provides no speed up asymptotically.
1. The Computation of Weight Enumerators for Irreducible Cyclic Codes
We now briefly introduce characters over finite fields and Gauss sums as this will provide
a vital link between quantum computation and the weights of words in a certain subset
of the set of all irreducible cyclic codes. From here one will be able to see a very useful
application of cyclotomic cosets. Ultimately, we wish to provide a quantum algorithm for
the exact evaluation of the weight enumerator for a restricted class of codes by making use
of a quantum algorithm for Gauss sums [8]. This result is presented in [3] but in the guise of
evaluating the Potts partition of statistical physics. Here we make no mention of the Potts
model and concentrate on the coding theoretic aspect but provide a less detailed treatment.
Given a field Fqk , there is a multiplicative and additive group associated with it. Namely,
the multiplicative group is F∗
qk
= Fqk \0 and the additive group is Fqk itself. Associated with
each group are canonical homomorphisms from the group to the complex numbers, named
the additive and multiplicative characters. The multiplicative character χ is a function of
the elements of F∗qk and the additive character is a function of Fqk and is parameterized by
β ∈ Fqk .
Definition 7 Let eβ and χj be an additive and multiplicative character respectively. Then
the Gauss Sum G(χj, eβ) is defined as:
G(χj , eβ) =
∑
x∈F∗
χj(x)eβ(x). (3)
8A Gauss sum is then a function of the field Fqk , the multiplicative character χ and the
parameter β, and can always be written as
GF
qk
(χ, β) =
√
qkeiγ, (4)
where γ is a function of χ and β. It is in general quite difficult to find the angle γ. The
complexity of estimating this quantity via classical computation is not known but it can be
shown it is equivalent in complexity to evaluating discrete log [8].
There is a trace function over finite fields that we now define.
Definition 8 Let q be prime, k a positive integer, and let Fqk be the finite field with q
k − 1
non-zero elements. The trace is a mapping Tr : Fqk 7→ Fq and is defined as follows. Let
ξ ∈ Fqk . Then
Tr(ξ) =
k−1∑
j=0
ξq
j
. (5)
The canonical form of an additive character is given by
eβ(a) = e
2πi/qTr(βa)
and the canonical form of a multiplicative character is given by
χj(α
m) = e
i 2pijm
qk−1
where any non-zero element in Fqk may be written as α
m for some positive integer m, i.e.,
α is the generator of this finite field.
We deal specifically with irreducible cyclic codes. Let α generate the multiplicative (cyclic)
group F∗qk = Fqk\{0}.
Theorem 9 Each of the qk words of an [n, k] irreducible cyclic code may be uniquely asso-
ciated with an element τ ∈ Fqk and may be written as
(Tr(τ),Tr(ταN ),Tr(τα2N), . . . ,Tr(τα(n−1)N )), (6)
where k is the smallest integer such that qk = 1 mod n.
9For a proof of this statement see [5].
In order to obtain A(x, y) we need to find the weight spectrum {Ai}. One step in this
direction is the following theorem that connects the weights of irreducible cyclic code words
to Gauss sums. Let w(x) be the Hamming weight of the code word associated with x ∈ F∗qk .
Theorem 10 (McEliece Formula) Let w(ξ) for ξ ∈ F∗qk be the weight of the code word
given by Eq. (6), let qk = 1 + nN where q is prime and k, n and N are positive integers,
let d = gcd(N, (qk − 1)/(q − 1)), and let the multiplicative character χ¯ be given by χ¯(α) =
exp(2πi/d), where α generates F∗qk . (χ¯ is called the character of order d.) Then the weight
of each word in an irreducible cyclic code is given by
w(ξ) =
qk(q − 1)
qN
− q − 1
qN
d−1∑
a=1
χ¯(ξ)−aGF
qk
(χ¯a, 1). (7)
For a proof of this see [9, 10].
The main difficulty in using this theorem is that even estimating Gauss sums is computation-
ally difficult. Fortunately, it has been shown that this is an application for which quantum
computers are efficient [8]. Specifically, in order to approximate γ to within an error ǫ, the
computational cost is O(1
ǫ
· (log(qk))2).
Let us define the function
S(ι) =
qk(q − 1)
qN
− q − 1
qN
d−1∑
a=1
χ¯(αι)−a
√
qkeifγa . (8)
This equation is just the expansion of the formula for w(y) where now we take α to be the
primitive element in Fqk (i.e., any element in the field may be written as α
ι). This means that
if we were able to find the range of S(ι) we would have all the weights of the corresponding
code. Of course, it does look like we have to evaluate an exponential number of words in k,
the dimension of the code. This is not the case in all situations however and this is where
cyclotomic cosets will play a role. Note the following proposition.
Proposition 1 In an [n, k] irreducible cyclic code there are at most N words of different
non-zero weight where N = (qk − 1)/n.
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Proof. For any irreducible cyclic code we have the relation qk − 1 = nN over the field Fq.
The length of each word is n and any cyclic permutation of a word preserves the Hamming
weight. Therefore, for each word there are n− 1 other words of equal weight. As there are
qk − 1 words of non-zero weight, if we assume that every word that does not arise from the
cyclic permutation of another word is of a different weight, then there are (qk − 1)/n words
of different weight. Being however that there is the possibility of repeats in weight among
words which are not cyclic permutations of each other, there are at most N different weights.
This means that it is in fact N and not n which will determine the complexity of finding
the weight spectrum {Ai}. The first restriction that we make on our codes is that we only
consider families of codes where N grows polynomially in k. In this way, we may claim that
our algorithm for the exact evaluation of the weight enumerator is efficient as will be shown
below.
It turns out that cyclotomic cosets are a help here. This occurs because each element in a
given coset has the same value of S(ι). This is due to the fact that the mapping x 7→ xqj is a
permutation of Fqk (Frobenius automorphism) and in fact this mapping is an automorphism
for ZN when q and N are relatively prime[12]. Let us assume that we have all d − 1 Gauss
sums necessary to compute S(ι) (via a quantum computation for example). Let us call these
Gauss sums Λa. We then must convince ourselves that S(g) = S(f) whenever g = fq
j for
some integer j. We have
S(g) ∼
d−1∑
a=1
(
e
2piifqj
d
)−a
Λa =
d−1∑
a=1
((
e
2piif
d
)−a)qj
Λa.
One can show that gcd(qj, d) = 1 and therefore the mapping
(
e
2piif
d
)
7→
(
e
2piif
d
)qj
is just a permutation of the cyclic group of order d generated by the primitive root of unity,
i.e., the above mapping is an automorphism. This means that the sum does not change and
therefore we have that S(g) = S(f). This means that S(ι) is invariant over individual cosets.
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It is known that the number of cyclotomic cosets is equal to
NC =
∑
f |N
φ(f)
ordqf
(9)
where φ(f) is the Euler totient (the number of positive integers which are relatively prime to
f and s = ordqf means that s is the smallest positive integer such that q
s = 1 mod f.)[12]
There are many instances where NC << N but asymptotically, it does not make an expo-
nential difference. However the difference can be significant. Take for example N = 358701.
The number of 2-cyclotomic cosets is 546. One can clearly see that this has the potential for
a large speed up for the task of evaluating weight enumerators.
IV. A THEOREM ON THE EXACT EVALUATION OF THE WEIGHT
ENUMERATOR VIA QUANTUM COMPUTATION FOR A CERTAIN CLASS OF
CYCLIC CODES
Earlier, we made mention of a theorem presented in [8] that gives a poly-logarithmic algo-
rithm for the estimation of a Gauss sum. The algorithm is for an approximation of the angle
γ in
GF
qk
(χ, β) =
√
qkeiγ, (10)
up to an error ǫ. This means that if γa is the actual angle then the quantum algorithm
returns γ such that |γa − γ| < ǫ. The smaller we wish to make ǫ the more times we would
have to run our quantum algorithm, i.e., if we want ǫ accuracy we have to run the algorithm
1/ǫ times. How can we use this result to obtain the exact weight spectrum? Clearly the
error would propagate when we attempted to find the range of S(ι). This is dealt with in
the paper [3] but we give a brief review.
Fortunately, there is a theorem which gives us some information about the weights of words
in irreducible cyclic codes.
Theorem 11 (McEliece [14]) All the weights of an [n, k] irreducible cyclic code are di-
12
visible by qθn,k−1, where θn,k is given by
θn,k =
1
q − 1 min0<j≤αks(k) S
′(jn) (11)
(where S ′(x) is the sum of the digits of x in base q)
Being that the weights are integers, this theorem gives us a clue as to the distance between
weights. What this means is that if we can make ǫ small enough, we will be able to guarantee
that the range of S(ι) are the actual weights even though we are using an approximation of
the Gauss sum. In [3] it was shown that
ǫ ≤ q
θn,k−1
4
√
qk
is sufficient. Further, it can be shown that for any fixed ǫ < 1, there is a family of cyclic codes
which conform to the necessary restrictions required to obtain the exact weight enumerator.
There is a polynomial speed up in the dimension k and an exponential speed up in q over the
best classical algorithms. See [3, 11, 17] for details. For completeness we mention justification
for this claim of algorithmic speed up. Note that in [11], they give an algorithm for computing
the weight distribution of binary index 2 irreducible cyclic codes. The algorithm is efficient
and is due to the fact that there is an efficient way of solving the Diophantine equation
necessary for this case. As indicated in [17], the weight distributions of irreducible cyclic
codes are intimately related to Gauss sums (as these functions are related to the number of
rational points on Hasse-Davenport curves). Thus, for the index 2 cases explored in [11],
they used a special form that Gauss sums take for this situation as well as information
from the solution of the particular Diophantine equation. Now, index 2 refers to the fact
that the dimension k of the code is equal to φ(N)/2, where φ is the Euler totient function.
Asymptotically it is well known that N1−ǫ < φ(N) < N , and thus we essentially have
k ∼ N . This means that the situations that we are able to handle are computationally
much more difficult to deal with than these situations and the quantum computers ability
to approximate Gauss sums provides a very significant advantage. In fact, the assumption
that the length of of the codes considered in this paper grow exponentially with k, makes
it very unlikely that any approach devoid of computations of Zeta functions or Gauss sums
will be sufficient.
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We now give a formal definition for the class of codes for which this applies and a theorem
that summarizes the results.
Definition 12 Given a constant ǫ < 1, ICQǫ is the class of irreducible cyclic codes of
dimension k and length n, such that
n =
qk − 1
αks
(12)
(where α ∈ R is chosen so that n ∈ N and where s ∈ R determines the complexity and the
instances of codes considered) and
θn,k =
1
q − 1 min0<j≤αks S
′(jn) (13)
(where S ′(x) is the sum of the digits of x in base q) so that
ǫ ≤ q
θn,k−1
4
√
qk
. (14)
ICQǫ also includes the cyclic [n, n− k] dual codes and all equivalent codes [5].
Theorem 13 A quantum computer can return the exact weight enumerator polynomial
A(x, y) for codes in ICQǫ. For each family ICQǫ (ǫ fixed), the overall running time is
O(k2s(log q)2) and the success probability is at least 1− δ, where δ = [2((qk − 1)2ǫ− 2)]−1.
This theorem imposes a restriction on the fundamental relationship nN = qk − 1 in that we
impose that asymptotically N = O(ks). This essentially means that we consider codes for
which the lengths of the codes grow exponentially. This is a good restriction for it makes
brute force classical computation not feasible. We do not supply a proof for the theorem as
it is essentially the same as the proof given in [3]. We do however supply an overview of the
algorithm for computing the weight enumerator of a code in ICQǫ. The success probability
comes from the fact that the evaluation does depend on a quantum algorithm and thus is
ultimately probabilistic. See [3, 8, 16] for details.
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A. Overview of the Algorithm to Obtain the Exact Weight Enumerator of a Code
in ICQǫ
In [3], a quantum algorithm for checking whether graphs are members of the family ICCCǫ
is given where it essentially checks whether codes are members of ICQǫ as defined in this
paper. This quantum algorithm is exponentially faster than the best classical algorithm for
it requires the computation of the discrete logarithm [15]. We do not present it here but
instead just assume that we know that a code does indeed belong to ICQǫ
1. Let N = O(ks) where s is a constant integer that determines the complexity of the
algorithm. Take C as our irreducible cyclic code of length n = q
k−1
N
and dimension k
(or the dual code).
2. Find the q-cyclotomic cosets of {0, 1, . . . , N − 1}. This step requires at most linear
time in N . (See the next section)
3. Using the quantum algorithm for Gauss sums [8] we are be able to estimate the weights
of the words. Use the Gauss sum algorithm to return the phases γ1, . . . , γd−1 [Eq. (10)]
and then input these values into the function S(ι). According to the McEliece Formula
(Th. 10) we have to make d− 1 (where d = gcd(N, qk−1
q−1
)) calls to the quantum oracle
and we can use these evaluations for each representative i of the q-cyclotomic cosets
of {0, 1, . . . , N − 1}. This step has time complexity O(dk2(log q)2) [3, 8].
4. Let b1, b2, . . . , bNC be the coset representatives from the NC cosets. Now each coset
has cardinality vi, i.e., bi belongs to coset i which has vi elements. We evaluate ωi =
S(bi) for each bi, remembering that each ωi occurs vi times. We end up with a list
(ω1, ω2, . . . , ωNC) as well as a list (v1, v2, . . . , vNC ) of multiplicities. This step will have
an O((d− 1) ·NC) time cost.
5. Now perform a tally of repeats of the ωi for each i ∈ {1, ..., NC}. This returns a
set of indices Λi ≡ {ji} ⊆ {1, ..., NC}. We add the corresponding vji which yields
ai =
∑
j∈Λi
vj , the number of words of weight ωi up to cyclic permutations. To account
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for cyclic permutations due to the fact that we are working over cyclic codes, we have
Ai = nai, which is the desired weight spectrum. The tally will have an O(
√
NC) time
cost using Grover’s quantum search algorithm [18]. (This will have no affect on the
overall complexity.)
6. Combining the previous steps, we now have determined the weight spectrum Ai in
time O(k2s(log q)2) (by modestly taking NC = O(k
s), i.e., essentially ignoring the
contribution of the cyclotomic cosets). This means that we have the coefficients for
A(x, y) as well as the exponents and thus, are done.
V. A CLASSICAL ALGORITHM FOR THE COMPUTATION OF COSET
LEADERS AND COSET SIZE
The algorithm for the calculation of the cyclotomic cosets themselves is quite simple; it is
essentially a sieve method of the kind commonly used in number theoretic algorithms such
as those for prime factorization.
CosetLeaders (N , p)
Array A (size N), initialize to unmarked
for i = 0 to N − 1 do
if Ai = unmarked do
output “New coset leader = i”
a← i, s← 0
while Aa = unmarked do
mark Aa
increment s
a← a× p (mod N)
end while
output “Coset size = s”
end if
16
end for
end CosetLeaders
The outer loop scans for coset leaders, which here are unmarked numbers of the form ap0,
while the inner loop sieves out other coset members i.e. apk for k = 1 to s−1, where s is the
size of a particular coset. Since, as explained in section II, the cosets partition 1 to N − 1,
and s is the smallest integer such that a(ps−1) ≡ 0 (mod N), on termination the inner loop
has returned to the original coset leader ap0 after marking every other member.
While the algorithm features nested loops, its running time is linear in N , since the inner
loop is activated only once per coset, and the number of iterations for a particular coset are
equal to the size of that coset. In fact, it is easy to see that every element in A is read only
twice (once in an unmarked state, and once in a marked state) and of course marked only
once (as well as unmarked once, during initialization). It should be noted that while the
algorithm is soft-O(N), in terms of general complexity it is not polynomial with respect to
the input size, but only pseudo-polynomial, since N and p are given as (presumably) binary
numbers. This is of course the best that can be done for enumeration problems of this sort,
which have very succinct inputs consisting of only 1 or 2 numbers but outputs that consist of
relatively long lists (the number of cosets can approach N
2
, as in the example given in section
II). As well, like other sieve algorithms, the storage requirements can be a bit onerous for
large N , but this can be helped a bit by doing things such as implementing A as a bit-array.
Such optimizations make the problem feasible for N up to several billion on one of today’s
ordinary household computers.
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