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Fano Resonanzen im Zeitbereich - Verständnis und Kontrolle von Lichtabsorpti-
on und -emission—Innerhalb dieser Arbeit wird, ausgehend von der bereits bekannten
Theorie zum Wirkungsquerschnitt der Photoabsorption von Ugo Fano, ein Formalismus
entwickelt, mit dessen Hilfe Phasen- und Amplitudenänderungen eines abstrahlenden Di-
pols ausgelesen und kontrolliert werden können. Anhand von experimentellen Messer-
gebnissen in einfach und doppelt angeregten Helium wird die Gültigkeit dieses Forma-
lismus gezeigt. Darüber hinaus wird eine Anwendung des Formalismus im Gebiet der
zeitabhängigen Quanten-Holographie von angeregten Zuständen gezeigt, die es erlaubt,
die verschiedenen Pfade der Laser-induzierten Wechselwirkung zu separieren.
Fano Resonances in the Time Domain - understanding and controlling the absorp-
tion and emission of light—Within this work, starting from the well known theory for
photoabsorption cross sections by Ugo Fano, a new formalism is developed, which en-
ables measurement and control of phase and amplitude changes in an emitting dipole.
This is shown by experimental measurements in singly and doubly excited helium that
confirm the formalism. An application in time-domain quantum holography of excited
states, allowing to separate laser-induced coupling pathways, is also presented.
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Chapter 1
Introduction
How is a spectroscopic absorption line formed? This seemingly simple and yet fundamen-
tal question was asked for the first time exactly 200 years ago. In the year 1814 Joseph
von Fraunhofer [10] published a systematic investigation about the absorption lines in the
spectrum of the sun. Since then, spectroscopic techniques evolved and became the most
important tool that astronomers have at hand [11] to study the formation of stars [12]
and the distribution of hydrogen in the universe [13] by observing the Lyman-series [14],
which consists of spectral lines of atomic hydrogen in the ultraviolet regime. In paral-
lel, spectroscopy was developed into a high precision method for atomic, molecular and
nuclear physics. In this context, monochromatic light is used to study the properties of
matter and determine fundamental physical constants like the size of the proton [15] or
the Rydberg constant [16]. The latter is amongst the most precise physical constants de-
termined to an extraordinary relative precision of 5.0 · 10−12 [17], again by spectroscopy
of the Lyman-series of atomic hydrogen [18].
As all absorption lines of atomic hydrogen show a symmetric Lorentzian profile [19] it
came as a surprise when, as a result of the increasing spectroscopic resolution, asymmetric
absorption line shapes were observed in 1935 in the absorption spectrum of various noble
gases for ultraviolet light [20]. While the symmetric Lorentzian line shape is understood
as an exponential decay of a discrete excited state with a finite lifetime, there was no
explanation for the newly discovered asymmetric line shapes. In the same year Ugo Fano,
inspired by the work of Ettore Majorana1 published an article explaining these asymmetric
line shapes [23]. The accordingly named Fano line shape is understood to be caused
by discrete states coupled to a continuum of states. In addition, it was found that the
occurrence of the Fano line shapes is a general phenomenon in various research fields,
such as nuclear [25], atomic [26–28] and solid-state physics [29–32], as well as chemistry
[33]. Later, Fano developed a general theory based on the example of doubly-excited
states in helium [34]. There, he introduced the so called q-asymmetry parameter, which is
1Ettore Majorana in 1931 already published [21] his considerations on the role of selection rules for the
non-radiative decay of two electron excitations in atomic spectra [22], explicitly involving the configuration
interaction between discrete and continuum channels, inspiring other works on line shape analysis, e.g. by
Ugo Fano [23], Herman Feshbach [24] and many more.
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proportional to the ratio between the bound–bound and the bound–continuum transition
probability and determines the symmetry of the line shapes. With a quantum-mechanical
calculation determining the transition probabilities, the line shape is exactly predicted, see
for example Rost et al. [28], who explained even tiny differences in the Fano resonances
line shapes of doubly-excited helium, which have been found in high-precision studies
(e.g. [35]). The authors conclude that "the q-parameter is a much more sensitive probe of
the dynamics than the resonance positions and even the widths" [28].
Today, high-precision spectroscopy techniques use monochromatic light which is δ-like
in the spectral domain, thus creating well-defined light-induced states. Using such a light
field which is nearly infinitely long in time, the dynamical information of the system,
encoded in the spectral phase, is typically lost. By contrast, a short, almost δ-like pulse
allows for a high temporal resolution resulting in a nearly continuous spectrum. A pulse is
considered short when its duration is short compared to the time scale of the dynamics of
the system. For atomic systems this time scale is determined by the electronic transitions
and typically lies in the femtosecond (10−15 s) regime. With the development of mode-
locked lasers [36] pulse durations in the near infrared and visible regime (VIS) decreased
rapidly. With Kerr-lens mode locked laser systems [37] pulse durations in the femtosec-
ond regime became available in the early 1990’s. Only a few years later, in 2001, the first
pulse trains in the extreme ultraviolet (XUV) regime were reported [38] having a duration
of a few hundred attoseconds (10−18 s) making use of high-order harmonic generation
(HHG) in a gaseous target by intense laser pulses [39, 40].
In this work we combine the field of high resolution spectroscopy and the field of short-
pulse physics enabling a high resolution in the spectral and temporal domain. Having
these optical precision tools at hand,we are able to address the following scientific ques-
tions:
What does spectroscopy with short pulses mean?
How is absorption understood in the time domain?
To what extent can absorption, in general, be controlled?
Answers to these questions help to understand and to formulate new descriptions of dy-
namics in light–matter interaction. As Fano described the asymmetric line profile on the
example helium–the model system for two-electron dynamics–we will use helium gas in
the experiments presented in this work. To excite the two-electron dynamics, we use HHG
to produce an attosecond light pulse in the extreme ultraviolet regime (XUV). The XUV
light passes through the helium gas target and populates the singly excited 1snp states
(with bound–bound transitions only) and the doubly excited sp2,n+ states embedded in
the N = 1 continuum (with both bound–bound and bound–continuum transitions). From
a time-domain perspective, in our spectral interferometer [41, 42] we record the interfer-
ence between the transmitted XUV light and the light emitted by the decay of the induced
polarization. The interference pattern is the line shape of the state. As the emitted light
interferes with the transmitted exciting XUV pulse in the spectrometer, the relative phase
3information is also encoded in spectral line shapes [43, 44]. If freely decaying, the singly
excited 1snp states exhibit symmetric Lorentzian line shapes while the doubly excited
sp2,n+ states feature the above mentioned asymmetric Fano line profiles, quantified by
the q parameter. For the temporal interpretation used in this work we develop a mapping
between the q parameter and the relative phase between the two interfering light fields.
To learn more about the dipole response of the system, we use the excitation of the system
as a reference for time t = 0 and then–instead of letting the polarization induced by the
XUV light decay freely–we perturb the decay by a second light pulse following the XUV
closely. This second light pulse is a 7fs laser pulse in the visible (VIS) regime. We
observe that the line shape changes periodically as a function of the intensity and the time
delay of the VIS pulse. By setting a fixed time-delay and controlling the intensity, we
show how an asymmetric Fano line shape is turned into a symmetric Lorentzian one and
vice versa. It is even possible to turn an original absorption of light into an emission line.
All these observed phenomena are then explained in our Fano phase formalism [2] by
non-resonant, ponderomotive coupling to a nearby continuum of states. In this formalism
we show the intensity dependence of the phase ϕ = 2arg(q− ı) between the XUV light and
the light emitted by the decay of the induced polarization.
By contrast, the resonant coupling of states by pulsed coherent light fields is of substan-
tial interest e.g. to fully understand the creation and probing of electronic wave pack-
ets [45–48]. We therefore also examine the resonant coupling of two states by interaction
with a VIS pulse. For a resonant coupling, the VIS pulse can transfer population depend-
ing on its time delay with respect to the exciting XUV pulse. This population transfer
alters the spectral amplitude and phase of the light compared to the light from the unper-
turbed decay (without the VIS pulse) as a function of the time delay. We show, how within
a quarter of the VIS period (≈500 attoseconds) an asymmetric Fano line shape is turned
into a symmetric Lorentzian one. To explain this fast line shape changes, we develop a
generalized model of the Fano-phase formalism [1] and apply it to the measurement of
time-dependent phases and amplitudes induced by short-pulsed resonant laser coupling.
This model allows to extract the amplitude modifications Amod and phase modifications
ϕmod by the VIS laser and, thereby, enables the separation of different few-photon quan-
tum pathways that are involved in the coupling dynamics of the autoionizing states. As
stated above, the Fano q parameter is a sensitive test of atomic structure calculations under
field-free conditions [28,49,50]. In the same way, the determination of the laser-controlled
phase ϕ by the model developed in this work, may in the future provide a sensitive test of
time-dependent quantum-dynamics theory [51].
This thesis is structured as follows: In chapter 2, the fundamentals of light–matter inter-
action are recalled based on the example of a few-level system (treated perturbatively and
non-perturbatively) with emphasis on the connection between descriptions in the temporal
and spectral domain. In chapter 3, the multidimensional spectroscopy setup is described
in detail. This apparatus allows to measure the spectral line shape as a function of the VIS
pulse intensity, the temporal delay of this VIS pulse to attosecond pulsed XUV light, the
spatial orientation of both pulses and the density of the target gas atoms. In chapter 4 the
main scientific results of this work are presented. We first show the experimental control
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of the line shapes of singly and doubly excited helium states with the 7fs-VIS pulse and
the development of the generalized Fano-phase formalism. This provides a framework
to interpret the line-shape control as a "phase kick" of the dipole response by the VIS
laser pulse. Further, the investigation of resonant population transfer allows to extract the
dipole phase relative to the exciting field and thereby gives access to information on the
few-photon quantum pathways involved in the coupling dynamics. Finally, in chapter 5
the results of this work are summarized and an outlook is given on the applications of the
presented mechanism, e.g. in the hard-x-ray or γ-ray regime.
Chapter 2
Fundamentals of Light-Matter
Interaction
The understanding of light–matter interaction is at the heart of any time-resolved exper-
iment that uses electromagnetic fields as a probe of quantum dynamics. For the experi-
ments presented in this work, the system of interest is helium. While the singly excited
1snp series of helium features a Lorentzian line shape in an spectrometer monitoring the
extreme ultra-violet light (XUV) transmission, the first doubly excited resonance series of
helium exhibits asymmetric Fano line profiles. In this chapter we will transfer the spectral
picture of an absorption line into the temporal understanding as an interference between
an exciting light field transmitted through the sample and the re-emission by the decay of
the induced polarization on the example of a symmetric Lorentzian line profile (section
2.1.1) as well as for a asymmetric, Fano line shape (section 2.1.2). The temporal picture
is favored, as we use ultra short pulses for the experiments presented in this work to map
out the dynamics of the system. To theoretically model the physical processes behind the
measured dynamics, we recall the properties of a two-level system coupled to a electro-
magnetic field (section 2.3) and extend this to a few–level-λ (or Ξ) system (section 2.4).
The actual system under study, the helium atom, is discussed with all involved states in
section 2.5.
At the end of this chapter, we also outline the techniques to produces ultra short pulses
with pulse durations in the range of a few femtoseconds for visible (VIS) light (section
2.6.1) and in the few–hundred-attosecond regime for XUV light (section 2.6.2) .
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Lorentzian temporal dipole response function, the well-known exponential decay, starting after an
excitation at time t = 0.
2.1 Time Dependent Dipole Moment
2.1.1 Symmetric Lorentzian Line Shapes
If an optical transition between two states with energies Eground and Eexcited is driven by
electromagnetic radiation, a dipole moment between the involved states is induced. In
the framework of classical electrodynamics the amplitude of the induced dipole decreases
exponentially over time by radiative decay. Mathematically this is described by
d˜(t) ∝ e−Γ/2 sin(ωrt)θ(t) (2.1)
with the resonance energy ωr = (Eexcited−Eground)/h¯ and the decay rate Γ = 1/τ. The Heaviside
function θ(t) starts the dipole oscillation at t = 0. The spectral width of the emitted light
is inversely proportional to the lifetime τ of the state.The Fourier transformation of d˜(t)
reads
d(ω) ∝ ωr
ω2r + (Γ− ıω)2
(2.2)
Experimentally, the quantity of interest is the photo-absorption cross section σabs since
its measurements gives access to the dynamics of the studied system. The connection be-
tween the photo-absorption cross section an the dipole response of the system is derived
in detail in appendix B.2. In a nutshell the photo-absorption cross section is proportional
to the imaginary part of the refractive index which in turn is proportional to the polariz-
ability and thus to the frequency-dependent dipole response function d(ω). As a result the
photo-absorption cross section
σabs(ω) ∝ = (d(ω)) (2.3)
The spectral dipole response d(ω) has an Lorentzian profile of width Γ = 1/τ, thus the
absorption cross section of a dipole also has a Lorentzian shape (see Fig. 2.1).
The relative phase offset between this decaying dipole and the electromagnetic radia-
tion which originally excited the atom plays a major role for the interpretation of the
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~r
z
∆ρ
ρ
β
P
plane A of
oscillating dipoles
E(t,~r,k⊥A)
Figure 2.2: Electric field phase shift of a plane A of dipoles compared to a single dipole at point
P. With z denoting the distance from P to A and ~r the vector from P to each dipole. Integration
over the plane goes along ρ. Only the electric field E(t,~r,k⊥) parallel to the plane of dipoles is of
interest.
results presented in this work, so some consideration will be spent on it in the follow-
ing paragraphs. Is the dipole driven resonantly by the exciting field, the phase of the
dipole is shifted by pi/2 against the phase of the exciting field if measured in the far-field
of the dipole. The same result is obtained by solving the Schrödinger equation for a plane
wave [52].
Later in this work, emissions from dilute gases will be investigated therefore we now
consider not only one dipole, but a plane full of dipoles and check how the phase of the
combined emitted fields far away from the plane is related to the phase of the exciting
field. Starting with classical electrodynamics, the electric field ESingleDipole of a single
dipole is proportional to the acceleration of the charges −x0ω20 cos(ω0t) with x0 the phys-
ical dimension of the dipole and ωr = (Eexcited−Eground)/h¯, like defined above. The electric
field perpendicular to the normal vector of the plane (see Fig. 2.2) at a point P at distance
z from the plane in atomic units (see apendix A) is given by
ESingleDipole = q/c2 · cos(β) x0 ·ω
2
r cos
(
ωr(t− r/c))
r
= q/c2 · zx0 ·ω
2
r cos
(
ωr(t− r/c))
r2
(2.4)
with the vector ~r connecting point P and the center of the dipole, the angle β between ~r
and the normal vector of the plane and cos(β) = z/r , the speed of light c in atomic units
(see Append. A) and the number of electrical charges q. The electric field of all N dipoles
in the plane at the point P in distance z is a vector sum of the individual electric fields
with distance r and reads (see Chapter 30-7 in [53])
ETotal = −2pi · q/c ·N · x0 ·ω0 · sin (ω0(t− z/c)) . (2.5)
Interestingly, for a plane of dipoles a retardation occurs, corresponding to in a phase shift
of pi/2 [54, 55] compared to the single dipole response 1 in equation 2.4. In total the phase
1This behavior and a more detailed derivation is discussed by Richard Feynman in his famous lectures
[53]
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shift of the dipole response is pi. If both the excitation pulse and the dipole emission are
observed in a spectrometer, there will be destructive interference 2 due to the phase shift of
pi. The recorded spectrum shows the envelope of the exciting pulse before the interaction
now with an absorption line around the dipole emission frequency. The absorption line
profile is Lorentzian as the spectral distribution of the dipole emission was Lorentzian,
too. The correspondence principle translates this classically derived result into quantum
mechanics. A single atom in an excited state will emit exactly one photon, but the time
of its emission cannot be predicted, although the probability distribution is known. The
spectral width of the emitted photons is inversely proportional to the life time of the
state. Looking at the number of photons emitted by an ensemble of excited atoms, an
exponentially decreasing behavior is observed like for the electric field in the classical
case.
2.1.2 Asymmetric Fano Line Shapes
Some Rydberg series of spectral lines in an atom are superimposed on the continuous
spectrum of a different configuration. In the case that both configuration interact with
each other also the decay is affected and the theory presented in the previous chapter has
to be modified to take this changes into account. Effects of interaction between different
configurations in the case of noble gases have been investigated by Ugo Fano [23] after
their observation by Herbert Beutler [20] in studies of absorption of noble gases. Beut-
ler found asymmetric line shapes for the high energetic Rydberg series in contrast to the
symmetric Lorentzian line shapes found for the case of energies below 24.6eV, the first
ionization potential of helium. Fano [23, 34] described the asymmetric line shapes by the
energy-dependent absorption of a discrete bound state |ϕ〉 at energy Er having spectral
width Γ, that is embedded within a continuous set of states |χE〉 (which will be called
continuum in the following). The bound state and the continuum are energetically degen-
erate. If they interact with each other neither |ϕ〉 nor |χE〉 is an eigenstate of the interaction
Hamiltonian. In [34] it is described in detail how the new eigenstate |ΨE〉 is expressed
in a basis set spanned by |ϕ〉 and |χE〉. As a result, the two configurations |ϕ〉 and |χE〉
interfere constructively on one side of the resonance energy Er and destructively on the
other side, which gives rise to an asymmetric line shape. To parametrize this asymmetry
Fano considered the relation between the following two transition probabilities. First, the
probability of the transition 〈ΨE |Tˆ|g〉 from the ground state |g〉 into the new eigenstate
|ΨE〉. Second the probability of the transition 〈χE |Tˆ|g〉 from the ground state into the
undisturbed continuum |χE〉, without taking into account the bound state |ϕ〉. The last
assumption means we neglect radiative decay Γrad which almost always happens on much
longer time scales than the autoionization (Γrad  Γauto). Thus, we set Γ = Γauto. Now
2This is true for most of the spectrometer apparatus, but technically speaking the coherence depends on
the physical dimensions of the spectrograph. For a more detailed explanation as well as a calculation for
the experimental setup used for this work see Fig. 3.7 on page 35.
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Figure 2.3: a) Fano spectral absorption line shape (solid, black curve) and Lorentzian spectral
absorption line shape (dashed, grey curve). The off-resonace difference of both curves is marked
by a green arrow. The Lorentzian line goes to zero far off the resonance, while the Fano line
has a (constant) finite value. This finite value is the continuum absorption, which gives rise to
the δ-peak in subplot b) where the Fano temporal dipole response function (solid, black curve)
is shown, consisting of this instantaneous δ-response (due to the continuum absorption), marked
by the green arrow, and an exponentially decaying response, governed by autoionization. The
Lorentzian temporal dipole response from Fig. 2.1 is shown for comparison (dashed, grey curve).
The asymmetric Fano line shape is caused by a phase shift ϕFano of the exponentially decaying
dipole response as compared to the Lorentzian case.
looking at the ratio between both probabilities, it is possible to parametrize the ratio∣∣∣∣〈ΨE |Tˆ|g〉∣∣∣∣2∣∣∣∣〈χE |Tˆ|g〉∣∣∣∣2 =
∣∣∣q+ ∣∣∣2
1 + 2
(2.6)
where the reduced energy  is defined as
 =
E−Er
h¯Γ/2
. (2.7)
by using the asymmetry parameter
q =
〈Φ|Tˆ|g〉
piV∗E〈χE |Tˆ|g〉
(2.8)
with the modified bound state 〈Φ| and the configuration-interaction matrix element V∗E
which describes the interaction of the discrete state at energy Er with a continuum state
at energy E. For a detailed derivation see the review by Ugo Fano from 1961 [34], which
was judged to be among the most influential papers published in the history of The Phys-
ical Review journal series [56]. The non-resonant continuum absorption 〈χE |Tˆ|g〉 is also
called background absorption, since it is present over the whole spectrum and varies only
slowly with the photon energy, in contrast to the resonant absorption of discrete states.
The corresponding photo absorption cross section σ0 will accordingly be called back-
ground cross section. Equation 2.6 is then rewritten in terms of the photo-absorption
cross section:
σFano
σ0
=
∣∣∣q+ ∣∣∣2
1 + 2
. (2.9)
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To develop a more generalized theory of asymmetric line shape, we now formulate the
Fano photo-absorption cross section in units of the background absorption and arrive at
the simple expression
σFano = σ0
(q+ )2
1 + 2
. (2.10)
Note that the absolute value in Equ. 2.9 is neglected since q,  ∈ R. To check the scope
of application of Equ. 2.10 we look at the behavior far away from the resonance, i.e.
→±∞. Therefore we rewrite the formula as follows
lim
→±∞σFano = lim→±∞σ0
q2 + 2q −11 + 2 + 1
 = σ0 (2.11)
In this work, we focus on the time-dependent evolution of the dipole. In order to get the
time dependent dipole response, real and imaginary part of the dipole-response function
have to be determined. In part 2.1.1 it was shown that the photo-absorption cross section
is proportional to the imaginary part of the dipole response (see Equ. 2.3). This is also
true in the vicinity of an autoionizing resonance [27]. As the imaginary part represents
the absorption, the real part describes the dispersion3. The Kramers-Kronig relation [57]
is used to determine the real part of the dipole response:
Re
[
d()
]
= 1/piP
∫ ∞
−∞
= [d()]
x−  dx
∝ 1/piP
∫ ∞
−∞
σ0
 q2 + 2q −1(1 + 2) (x− ) + 1x− 
dx. (2.12)
To remove the discontinuity at x =  we introduce an infinitely broad discrete state to
replace the normalized continuum. The infinitely broad discrete state will have a normal-
ized Lorentzian line shape. Then the imaginary part of the complex dipole response is of
the form [27]
= [d()] ∝ lim
α→0σ0
q2 + 2q −11 + 2 + 11 + (α)2
 (2.13)
Then the integral in Equ. 2.12 gives the following solution for the full complex dipole
response:
d() ∝ lim
α→0

(
σ0
(
 +q(2−q))
1 + 2
− ασ0
1 + (α)2
)
+ ı
σ0
(
q2 + 2q −1
)
1 + 2
+
σ0
1 + (α)2

 (2.14)
Comparing the terms where α appears within Equ. 2.2 we find that the terms containing
the infinitely broad discrete state describe the well-known dispersion and absorption of an
exponentially-decaying state. The limit of α→ 0 will be taken at the end of this paragraph
since we validate the following steps in the derivation with the widely-known behavior of
a Lorentzian of width Γ/α . Up to here the formula is exact in terms of a response function,
i.e. the time- or frequency-dependent dipole as excited by a driving delta function at time
zero. Fano and Cooper in 1968 already stated4:
3this relation is more commonly known for the refractive index
4See [58] on page 446 in section "Time Correlations".
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In this context one may also consider how the mean electric dipole moment
of an atom varies in time following an initial disturbance.
To calculate the time-dependent response function d˜(t) we apply a Fourier transformation
on d() = d
(
E−Er
Γ/2
)
= d
(
ω−ωr
Γ/2
)
(taking into account equations 2.14 and 2.7 and h¯ = 1 in
atomic units):
d˜(t) = 1/2pi
∫ ∞
−∞
d
(
ω−ωr
Γ/2
)
eıωtdω (2.15)
∝ ı lim
α→0
Γ/α2 e
(
− Γ/α2 +ıωr
)
t
θ(t) + ıΓ2 e− Γ2 t(q− ı)2eıωrtθ(t) (2.16)
where θ(t) is the Heaviside step function indicating the instantaneous switch-on of the
dipole response with the δ-like excitation. The first term is the Lorentzian shaped de-
caying discrete state of width Γ/α, which aproximates the continuum states and oscillates
with the resonance frequency ωr. The second term also is a decaying discrete state, also
oscillating with the resonance frequency ωr, but of width Γ. The main difference is the
additional factor (q− ı)2, which changes the Lorentzian line shape and therefore, depend-
ing on the exact value of q, reassembles the autoionizing Fano resonance shape. To get
back to a "real continuum", we now execute the limit α→ 0:
d˜(t) ∝ ı
[
δ(t) +
Γ
2
e−
Γ
2 t(q− ı)2eıωrt
]
θ(t) (2.17)
The first term in Equation 2.17 has the intuitive physical interpretation of an infinitely
short contribution δ(t) associated with the continuum. The second term is a decaying
discrete state of autoionization width Γ at resonance position ωr and with an additional
factor (q− ı)2. This additional complex factor is due to the configuration interaction and
is now expressed in an exponential representation
(q− ı)2 = (q2 + 1)eıϕ(q) (2.18)
where the real amplitude (q2 +1) is the absolute value of (q− ı)2. Simultaneously the Fano
asymmetry parameter q is directly mapped into an effective phase
ϕ(q) = 2arg(q− ı). (2.19)
The final dipole response function
d˜(t) ∝ ı
[
δ(t) +
Γ
2
e−
Γ
2 t(q2 + 1)eıωrteıϕ(q)
]
θ(t) (2.20)
This means the decaying autoionizing state is phase shifted with respect to an unperturbed
Lorentzian line and also with respect to the instantaneous response to an excitation, i.e. the
Dirac delta function δ(t). By this phase shift the profile of the Fano resonance (∝ =[d()])
is determined. The amplitude (q2 + 1) on the other hand scales the resonant part of the
Fano cross section relative to the background cross section.
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0.00-1.00 +1.00-2.58 +2.58
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0.00-1.00 +1.00-2.58 +2.58-∞ +∞
ϕ
a)
b)
q
Figure 2.4: Mapping of the temporal response-function phase ϕ to Fano’s q (line-shape asym-
metry) parameter. ϕ starts from the vertical top point rotating in mathematical positive direction
(counter-clockwise) in the (complex) plane. a) The tangents (dashed light blue lines) indicate the
mapping from a given phi value to the horizontal q-axis. The graphs below the q-axis show the
absorption line shapes σ() [as depicted in figure 2.3 a)] for selected values of q(ϕ). b) There are
two special points. The first is the special case ϕ = pi which is a window resonance q = 0. The sec-
ond is the point at the branch cut ϕ = 0 = 2pi, which is called branch point. Lorentzian line shapes
are obtained for the case of ϕ = 0 = 2pi corresponding to q→−∞ and q→ +∞, respectively.
The projection is interpreted in analogy to the Riemann sphere and illustrated in Fig. 2.4.
As the Riemann sphere is on top of the complex plane and every point in the complex
plane is mapped to its surface, the circle is on top of the imaginary axis and every point of
the circle is mapped on the horizontal imaginary (q) axis. The topmost point is assigned
to ±∞. Excluding this point the mapping is isomorphic. All ϕ values are projected onto
the horizontal q-axis. The absolute value of q per ϕ step increases rapidly for the upper
hemisphere of the circle. The graphs below the q axis illustrate the photo-absorption cross
section. The value of −2.58 has been chosen because of its importance for the measured
lines, presented in chapter 4. It is the same as in Fig.2.3 a).
The phase shift ϕ of the dipole response function is understood as a consequence of the
strong coupling between continuum states and discrete quantum states. In Fano’s original
work [34] this coupling was formulated in terms of the q-parameter as shown in Equ. 2.10.
The reformulation first presented by our group [2], similar to the one performed recently
for classical Fano resonances [59], provides a more intuitive interpretation in terms of the
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dipole-response function showing the universal nature of the phase shift ϕ. The experi-
mental results presented in this work are based on the fact that any phenomenon that shifts
the dipole evolution of a system on the onset of the radiative decay out of phase with an
initial excitation will modify the q-parameter and thus the line shape. If it is possible to
control the phase shift, one controls the absorption process in general.
2.2 Perturbation Theory
In this work the Schrödinger equation needs to be solved. This is not always possible
in full generality. To solve the Schrödinger equation approximately, we use perturbation
theory. In the following the principle idea will be explained following the concept of the
publication by Paul Dirac [60]. We start out with a time-independent Hamiltonian H that
can be split into two parts, namely,
H =H0 +V (2.21)
where H0 the Hamiltonian of the unperturbed system and V is the perturbation (and not
necessarily the full potential operator) that kicks in at t = 0. For example, we consider
a helium atom in an external laser field ELaser(t). The position of the two electrons is
denoted by ri with i ∈ [1,2]. The unperturbed Hamiltonian H0 in atomic units (see ap-
pendix A) consists of the the kinetic energy
∑
i=1,2 (−∇ri )/2, the Coulomb potential due to
the presence of the nucleus
∑
i=1,2 (−Z)/ri with charge Z = 2 and the the Coulomb interac-
tion between the two electrons 1/ri. Only that part of the potential due to the interaction
with the external E field is represented by the perturbationV = −e · (r1 + r2) · ELaser(t).
For the unperturbed case (V = 0) the solution of the Schrödinger equation
H|φ(0)n (t)〉 =H0|φ(0)n (t)〉 = ı∂t|φ(0)n (t)〉 = ω(0)n |φ(0)n (t)〉 (2.22)
are the exact eigenstates |φ(0)n (t)〉 with the exact eigenenergies ω(0)n . The eigenstates are
normalized to 〈φ(0)n (t)||φ(0)n (t)〉 = δnm, using the Kronecker-Delta [61].
The task is to find approximate eigenvectors and eigenvalues for the caseV , 0 :
H|ψ〉 = (H0 +V)|ψ〉 = ı∂t|ψ〉 (2.23)
We express the solution of the Schrödinger equation for the full Hamiltonian H in the
base of the unperturbed system:
|ψ〉 =
∑
n
cn(t)e−ıωnt|φ(0)n 〉 (2.24)
casting the trivial time dependence from H0 into the phase ωnt while having the time
dependent coefficients cn(t) describing the evolution of the system under the influence of
the small perturbationV.
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Plugging this back into the Schrödinger equation for the full Hamiltonian Equ. 2.23 and
multiplying from left with one of the basis vectors |φ(0)m (t)〉 = e−ıωmt|φ(0)m 〉 we arrive at the
differential equation for the time dependent coefficients cm(t) which then reads (for a more
detailed derivation see appendix B)
d
dt′
cm(t′) = −ı
∑
n
cn(t′)e−ı(ωn−ωm)t
′〈φ(0)m |V|φ(0)n 〉 (2.25)
Note that the sum runs over all numbers, explicitly also over m, so we have to solve a
system of coupled differential equations. As the ability to do so strongly depends on the
exact form of V, it is generally not possible to analytically solve this problem. Now the
idea of perturbation theory drops in as we can integrate Equ. 2.25 to the first order by
replacing the cn(t′) with their values c(0)n at the time t = 0.
If at t = 0 when the perturbation kicks in only the state |φ(0)m (t = 0)〉 is populated, the
coefficient on the right-hand side of the differential equation cm(t = 0) = c
(0)
m = 1, while all
other cn(t = 0) = c
(0)
n = 0. We relate c
(0)
m to the time derivative of cm(t = 1 ·  · t) = c(1)m (for a
small  ∈ R+), integrate the differential equation to obtain c(1)m plug c(1)m into the right-hand
side of Equ. 2.25 again to obtain the differential equation for cm(t = 2 ·  · t) = c(2)m and
so on. This is how Dirac developed time-dependent perturbation theory in 1927 [60]. A
mathematically more strict derivation using the time evolution operator is found in [61].
In this work, we will apply the perturbation theory in order to calculate the population
of (atomic) states after their interaction with a light field. We start with the most simple
system.
2.3 Two-Level System
We suppose it is possible to isolate two states of an atom. A two-level systems is the most
simple (non-trivial) quantum system that exists. It is described by two coupled linear
differential equations. A comprehensive and detailed description is found in [62]. The
solution for the Hamiltonian H0 of the two-level system without external forces consists
of two independent states |φ0(t)〉 = e−ıω0t|0〉 and |φ1(t)〉 = e−ıω1t|1〉, which form a complete
basis. Note, that |φ0(t)〉 and |φ1(t)〉 have different parity, allowing for dipole transitions
between them. Figure 2.5 gives an illustration of the two level scheme with a dipole
transition between the two states (violet arrow). When the two-level system is interacting
with an external electromagnetic field Eem(t), we can use the perturbation theory approach
for weak fields to solve the Schrödinger equation. Using Equ. 2.24 we can write the
wavefunction in the basis of the system without the electromagnetic field
|ψ〉 = c0(t)e−ıω0t|0〉+ c1(t)e−ıω1t|1〉 (2.26)
When at t = 0 we assume all population in the lower state, i.e. c0(t = 0) = c
(0)
0 = 1 and
c1(t = 0) = c
(0)
1 = 0, we calculate the first order perturbation theory term (see Equ. 2.25)
by integrating
d
dt′
c(1)1 (t
′) = −ıc(0)0 e−ı(ω0−ω1)t
′〈1|
(
−e · r · Eem(t′)
)
|0〉 (2.27)
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Figure 2.5: a) Illustration of the two-level scheme with a dipole transition. In horizontal-direction
the states are separated by their parity, while the vertical axis shows the energy of the states. The
coupling between the two states by an external electromagnetic field is depicted by a violet arrow.
b) Energy diagram for helium in the range of the doubly excited sp2,n+ series (see section 2.5),
which is of major importance for this work. To emphasize the analogy to the two-level model,
only the ground state 1s2 and the doubly-excited sp2,3+ state are drawn, while the other states are
faded out.
with the perturbationV = −e · r · ELaser(t). to
c(1)1 (t) = −ıµ10
∫ t
∞
Eem(t′)e−ı(ω0−ω1)t′dt (2.28)
with the dipole transition matrix element µ01 = 〈1| (−e · r) |0〉.
Under the interaction with the electric field a dipole moment d˜(t) is induced between the
two levels, which is also called atomic polarization P(t). We will later use this time-
dependent dipole response d˜(t) of the excited system, which is obtained via the expecta-
tion value of the dipole moment operator
P(t) = d˜(t) = 〈ψ(1)(t)|(−er)|ψ(1)(t)〉 =
(
c(1)0 (t)
)∗
c(1)1 (t) ·µ10eı(ω0−ω1)t + c.c. (2.29)
Note, that factor
(
c(1)0 (t)
)∗
c(1)1 (t) and its complex conjugate represent the off-diagonal ele-
ments of the density operator ρ(1) = |ψ(1)(t)〉〈ψ(1)(t)|. In this work, we observe the emission
by the decay of the induced polarization. The excited states couple to the electromag-
netic vacuum modes and decay spontaneously. We apply the Weisskopf-Wigner theory
of spontaneous emission [63] between two atomic levels and approximate the probability
amplitude for spontaneous emission by
d
dt′
cse1 (t) = −
Γ
2
cse1 (t) (2.30)
(2.31)
with the decay constant Γ = 4/3(ω31µ
2
01) = 1/τlife and the life time τlife. As a result of this
differential equation the excited states decay exponentially.
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Figure 2.6: Illustration of the two-level system under influence of an off-resonant electromagnetic
field (violet arrow) with frequency ωm. The vertical axis shows the energy of the states, while
the horizontal axis shows the absolute electric field strength of the external field. The parts left
of Em = 0 are only to illustrate the field free case and the energy position of the virtual levels
"|0〉+ γm" and "|0〉 − γm". The detuning ∆f between the states is depicted by a blue arrow. The
Rabi splitting ΩR proportional to the peak electric field strength is illustrated by a green arrow.
Up to now, we only considered a perturbative description of the system’s interaction with
a weak electric field. If the field strength increases, the approximation of c0(t) ≈ 0 for all
times t breaks down, as a significant fraction of the population is transferred back and forth
between the two states. This behavior is commonly known as Rabi oscillations [64, 65].
The frequency ΩR of such a Rabi oscillation the atomic transition between the states |0〉
and |1〉 in monochromatic driving field Em is defined as
ΩR = µ01 · Em (2.32)
This so-called Rabi frequency is a measure of the fluctuation of population between the
states.
Furthermore, the energy levels start to mutually repel each other and shift in energy when
they are strongly coupled5 with the electric field (see Fig. 2.6). This effect is known in
various fields of physics, for example as Rabi splitting [66], the Autler Townes effect
[67] or AC Stark splitting. Additionally the electric field can be detuned, i.e. slightly off
the resonant transition ω10 = ω1 −ω0 between the two states. For a electric field which
has a detuning ∆f = |ωm−ω10| from the resonance frequency, the energy splitting ∆E is
5The situation becomes more complicated if the field strength increases further and the Rabi frequency
ΩR ∝ Em becomes comparable to (or even larger than) than the transition frequency ω10. However, this
so-called ultra-strong coupling regime lies beyond the scope of this work.
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Figure 2.7: a) Illustration of the three-level scheme with a dipole transition. In the horizontal
direction the states are separated by their parity, while the vertical axis shows the energy of the
states. The coupling between the two states by an external electromagnetic field is depicted by
a violet arrow.Doubly-excited states of helium and the embedded 3-level laser-coupled system.
The XUV pulse coherently excites the dipole-allowed |1〉 (=ˆ sp2,3+) state (violet arrow), while the
energetically intermediate |1〉 (=ˆ 2p2) state cannot be accessed from the ground state |0〉 (=ˆ 1s2).
The |1〉 state is resonantly coupled to the |2〉 state by the VIS pulse (red arrow). b) Energy diagram
for helium in the range of the doubly excited sp2,n+ series (see section 2.5). Similar to Fig. 2.5,
the ground state 1s2 and the two doubly-excited states sp2,3+ and 2p2 are drawn to emphasize the
analogy to the three level model, while the other states are faded out.
calculated as
∆E = ∆f ±
√(
∆2f +
∣∣∣ΩR∣∣∣2) (2.33)
The details of the derivation of Rabi oscillations and splitting for a two level system are
subject of many physics textbooks [53,62,68,69] and shall not be repeated here in detail.
Instead we extend the scheme to more levels, approaching the case of helium.
2.4 Three-level Systems
In this section a three-level atom is considered. To this end, we introduce an additional
state |φ2(t)〉 = e−ıω2t|2〉, energetically between the states |φ0(t)〉 and |φ1(t)〉, i.e. ω0 < ω2 <
ω1. Figure 2.7 illustrates the 3 levels. Note, that we use an unusual labeling for the
states, as we will later map these states onto the helium atom and for consistency apply
the labeling convention used later in this work. This system is a so called Ξ system, as
illustrating the 3-level system without regarding the parity resembles the Greek letter.
As introduced in the previous section, |φ0(t)〉 and |φ1(t)〉 have different parity, allowing
for dipole transitions between them. We chose the state |φ2(t)〉 to have the same parity as
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the state |0〉 allowing for dipole transitions between |φ1(t)〉 and |φ2(t)〉. As the transition
frequencyω12 differs fromω10, we now use a second light field to investigate the coupling
between states |φ1(t)〉 and |φ2(t)〉.We assume the second light field (red arrow in Fig. 2.7)
to be applied a with a time delay τ to the first one (violet arrow). As in the previous
section, we describe the wavefunction in the basis of the system without electromagnetic
field:
|ψ〉 = c0(t)e−ıω0t|0〉+ c1(t)e−ıω1t|1〉+ c1(2)e−ıω2t|2〉 (2.34)
The Hamiltonian contains two different electric fields
H =H0 +HI =H0− eEXUV(t)r− eEVIS(t, τ)r (2.35)
where in anticipation of the experiments presented in this work, the electric field coupling
the states |φ0(t)〉 and |φ1(t)〉 is named EXUV(t) and the electric field coupling the states|φ1(t)〉 and |φ2(t)〉 is named EVIS(t). H0 is the Hamiltonian of the system without the
electromagnetic fields.
As we now consider two light fields at different times, we can split the integral in two
subsequent steps for calculating the coefficients. Starting from the ground state, in the
first step we transfer population only to state |φ1(t)〉. After time delay τ the second electric
field EVIS(t) couples the states |φ1(t)〉 and |φ2(t)〉. We use perturbation theory to solve it,
resulting in an effective second order perturbation theory.
2.5 The Helium Atom
In this work, the response of matter to interaction with light is investigated. In the previous
sections we started our theoretical descriptions with the most simple two- and few-level
systems to develop a deeper understanding of this light–matter interaction. These sys-
tems form the basis for the later presented formalisms. To experimentally observe the
predicted effects, we also need the most simple system, to eliminate complicated many-
electron interactions. On the other hand it is of major importance for the understanding of
electron correlation effects to have at least two electrons interacting. Both requirements
are fulfilled for the helium atom. As we use the XUV light from the HHG process to
populate exited states in helium, we mostly discuss resonances of 1Po symmetry6, which
are accessible via one photon transitions from the ground state. We use the spectroscopic
nomenclature to address the different states. The ground state is denoted by 1s2.
For photon energies between the first dipole-allowed excited state at 21.22eV = 0.78a.u.
the first ionization threshold at an energy of 24.59eV = 0.90a.u. only one electron is
excited from the ground state, the principal quantum number N = 1. In this work we will
6In the Russell-Saunders term symbol notation [70], P is the total angular momentum quantum number
and the superscript 1 refers to the multiplicity, which is (2S + 1) for the total spin S of the atom, while "o"
(odd) denotes the parity of P. The ground state has a symmetry of 1Se.
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mostly refer to the dipole-allowed transitions of the excited electron into the p-state. The
singly excited resonance series is denoted by their subshells 1snp for subshell n= 2,3,4, . . .
and converges towards the N = 1 threshold (see Fig. 2.8). Their energy position as well as
the line width up to n= 8 is included in Tab. 2.1. As all 1snp states are unperturbed in their
decay, they exhibit a symmetric Lorentzian line shape, corresponding to an asymmetry
parameter of q =∞.
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Figure 2.8: Level scheme for helium up to the N = 2 ionization threshold. All states are placed
in their relative energy spacing. Note the two axis breaks around 16eV and 26eV. On the left-
hand side are states that favor dipole-allowed transitions from the ground state. In the experiment
described below, these states are accessible by the XUV excitation. On the right-hand side are
states with a different symmetry which can be experimentally coupled by one VIS photon to the
states excited by the XUV. At 24.59eV the first ionization threshold is reached. All states above
this energy are embedded in the N = 1 continuum (also the 2p2 state). Energy position taken
from [28, 71, 72].
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Series Configuration Energy (eV) Γ (meV) q
N=1
1s2p 21.2180 0.0074 −∞
1s3p 23.0870 0.0023 −∞
1s4p 23.7421 0.0010 −∞
1s5p 24.0458 0.0005 −∞
1s6p 24.2110 0.0003 −∞
1s7p 24.3107 0.0002 −∞
1s8p 24.3755 0.0001 −∞
N=2
1s2p 60.147 37.4 −2.77
sp2,3+ 63.658 8.2 −2.58
sp2,4+ 64.466 3.5 −2.55
sp2,5+ 64.816 1.8 −2.54
sp2,6+ 65.000 1.0 −2.53
sp2,7+ 65.110 0.7 −2.52
sp2,8+ 65.179 0.4 −2.58
Table 2.1: Tabulated values for the 1snp singly excited series and the sp2,n+ doubly excited series
of helium. Data for the singly excited states are taken from NIST [71]. Values for the doubly
excited states are extracted from [28]. See also Tab. C.2 and C.3.
For certain photon energies above 60.15eV = 2.21a.u. there are two possirbilities. Either
one electron is ionized and takes away the energy difference to the N = 1 ionaization
threshold or both electrons are excited to higher states. These doubly excited states in
helium can be classified by the shell notation using the principal quantum number N = 2
for the shell and then denote the subshells, resembling the uncorrelated product of single-
electron orbitals.
There are three dipole allowed N = 2 resonance series, namely 2snp, 2pns and 2pnd [73],
which converge to the N = 2 ionization threshold at 65.40eV = 2.40a.u.(see Fig. 2.8),
where one electron leaves the ion core and the other one is left in an excited state. For this
work we only consider the 2snp and 2pns series, as their photo-absorption cross section
is much larger then the one of the 2pnd series7. As the states of the 2snp and 2pns series
are energetically degenerate, we describe the corresponding states as a superposition via
sp2,n± =
1√
2
(
2snp±2pns) (2.36)
7The 2pn series involves no s subshell and is more unlikely to be excited as both electrons have to
exchange angular momentum with the radiation field. In fact, it has be observed [74,75] more than 30 years
after the others [26].
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where the "+" states belong to the stronger (larger photo-absorption cross section)series
and the "-"states belong to the weaker series. In this work we mainly focus on the stronger
sp2,n+ states. The autoionization life times τlife = 1/Γ fall within the range between 17fs
for the lowest 2s2p state and hundreds of femtoseconds for the highest sp2,n+ state. The
energy position, line widths and the Fano asymmetry parameter describing the line shape
of each state are listed in Tab. 2.1. The energy data for the N = 1 series are taken from the
NIST data base and references therein [71,76] where they are given in a precision of neV,
much better than the precision needed for these experiments (meV). Values have been
rounded to match the necessary precision. The lifetime data are taken from [77, 78] and
[79] in [80]. The data for N=2 are taken from [28]. As mentioned in the introduction of
this thesis, in their comprehensive publication Rost, Schulz, Domke and Kaindl conclude
[28]:
It turns out that the q-parameter is a much more sensitive probe of the dy-
namics than the resonance positions and even the widths.
Therefore it is very important to have a spectrograph powerful enough to resolve even
small changes in the q-parameter, respectively in the line shape.
2.6 Ultra-Short Laser Light Sources for the Coupling of
States
In this work we consider dynamical processes on the time scale of a few femtoseconds or
less. As the interaction is of electromagnetic nature it is not far to seek the help of laser
light to probe and control the interaction. To achieve this high temporal resolution, we
need ultrashort laser pulses to prevent the time information from being smeared out. The
term ultrashort light pulses generally refers to time durations of below one picosecond. As
the bandwidth ∆ωLaser for a dispersionless Gaussian pulse is the Fourier transform of its
duration ∆τ, such pulses have a broadband spectrum. To achieve the formation of a short
pulse out of a broad spectrum it is necessary that all the modes are locked, i.e. they have
a fixed phase relation, as illustrated in Fig. 2.9. The peak intensities are extremely high
for these short pulses, for example the laser pulses used in this work can reach a peak
intensity8 of ≈ 3.5 · 1015 W/cm2 = 3.5 PW/cm2. No gain medium in a laser can stand such
intense pulses. Therefore these high power pulses are created in steps. A mode-locked
oscillator produces a broad spectrum and a short pulse. This pulse is then amplified using
the technique of chirped pulse amplification9 [82].
The traditionally most successful gain medium for such ultrashort pulsed lasers is a tita-
nium doped sapphire (Ti:Al2O3, short Ti:Sa) crystal.
8For a 7fs pulse as it is used in this work with a pulse energy of ≈ 500µJ, resulting in a peak power of
70GW, focused on a spot of 50µm diameter
9Chirped pulse amplification was first introduced for radar in 1960 [81] then adapted for high power
optical lasers in 1985 [82]
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2.6.1 Compressed Ti:Sa Pulses
The first operation of the Ti:Sa laser was reported by Moulton in 1982 [83]. These solid-
state lasers were first used in continuous wave (cw) mode and with external mode-locking
techniques with pulse durations in the picosecond regime. That the Ti:Sa- amplification
bandwidth allows the formation of pulses with pulse durations of a few femtoseconds
when all the modes are locked, is illustrated in the comparison of Fig.2.9 a) and b). As not
the whole bandwidth is amplified with the same efficiency, the bandwidth is convoluted
with a Gaussian envelope, still producing a few-femtosecond pulse in the mode-locked
operation [see Fig. 2.9 d)]. With the discovery of the Kerr-lens mode locking inside the
Ti:Sa crystal [37] those pulse durations in the femtosecond regime became available. In
short, the Kerr lens effect causes light with higher intensity to be focused more tightly
inside the crystal. As a pulse, created by a distortion of the cw-mode, has a higher peak
intensity than the latter, it will stimulate more emission than the cw-mode and clear the
population inversion, thus increasing the absorption for the cw-mode. If the pump laser
which creates the population inversion is focused tightly in the Ti:Sa crystal, the (by the
Kerr lens effect) more tightly-focused pulsed mode is preferred compared to the cw-mode.
This tendency is additionally enhanced when the cavity is at the limit of the stability range
for the cw-mode. There, the Kerr lens effect stabilizes the lasing.
Ti:Sa laser systems with pulse durations around 10fs and repetition rates from kilohertz
to megahertz are commercially available since 1997 [84]. For the experiments presented
in this work a commercial FEMTOPOWER compact PRO [85] chirped pulse amplifier
with a subsequent KALEIDOSCOPE [86] hollow fiber compressor is used to produce 7fs
laser pulses. These pulses yield peak intensities in the 1 PW/cm2 regime (corresponding to
electric field strength around 0.5a.u.). The electric field which the electron in a semiclas-
sical picture would feel in the first Bohr orbit of the hydrogen atom is 1a.u.. Due to this
high electric field strength of the laser pulse, highly non-linear effects take place when
interacting with atomic systems, such as non-sequential double ionization [6, 87], high-
order above threshold ionization [88] and high-order harmonic generation (HHG) [39].
The latter one is of great importance for this work. In HHG one uses the femtosecond
pulse as an expedient to produce even shorter attosecond pulses, as it is described in the
next section.
2.6.2 High-Order Harmonic Generation
For the generation of high-order harmonics an intense femtosecond laser pulse impinges
on a gaseous target, ionizes an electron and drives it back so it can recollide with the
parent ion under emission of XUV light (see Fig. 2.10). We will here explain the 3-step
model for the HHG process as an overview and reminder. A mathematically more strict
and detailed derivation is found in modern attosecond science literature, e.g. [90].
As explained in the previous section, such femtosecond laser foci reach peak electric field
strengths on the order of half an atomic unit. This field strengths is sufficient to signifi-
cantly suppress the Coulomb barrier and increase the probability for tunnel ionization of
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Figure 2.9: a) Oscillations between 1100nm and 500nm with random phase relation and unitary
amplitude of 1. The sum of all modes (light-blue solid curve) is projected onto the electric-
field/time plane (xz-plane). Since all phase relations are random, the pattern is noisy. b) Oscilla-
tions in the same wavelength and amplitude as in a) but in contrast to the former case all waves are
in phase. The sum of all modes is projected onto the xz-plane (light-blue solid curve) and forms a
short pulse with a pulse duration τFWHM = 5.2fs. The maximum of the electric field amplitude of
the pulse shown in the xz-projection is 0.33arb.u.. c) Oscillations between 1100nm and 500nm
with random phase relation but each amplitude is scaled by a Gaussian centered around 780nm
(shown in the projection on the electric-field/wavelength-plane (green filled curve). Note that to
enhance visibility the z-axis range is reduced compared to a) and b). Again the sum of the un-
related waves gives a noisy pattern, which is visible in the projection on the xz-plane (light-blue
solid curve). d) Oscillations in the same wavelength and amplitude as in c) but now all waves
are in phase. The z-axis has the same scaling as in c). The projection on the xz-plane shows a
short pulse (light-blue solid curve). For comparison the positive part of the pulse from b) is also
shown in the xz-plane (light-grey dashed curve). This pulse has a duration of τFWHM = 8.2fs and
is longer than the one shown in b) but shows less oscillation in the pedestal due to the tapering
of the wavelength. The maximum electric field is 44% of the maximum electric field for the case
shown in b).
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Fundamental electric field
XUV photon
a) b) c)
Figure 2.10: Artist’s view of the three-step model for HHG. a) In the first step, an electron is
extracted near the peak of a fundamental laser field. b) In this field, the freed electron is accelerated
away from the ion core. When the field reverses direction the electron is driven back. c) For a
linearly polarized laser field the electron passes by and can "recollide" with the parent ion leading
to the emission of XUV radiation. Illustration adapted from [89]
a valence electron into the continuum. The tunneling ionization rate is essentially deter-
mined by the instantaneous field strength [91]. At the moment of ionization [see Fig. 2.11
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Figure 2.11: Schematic illustration of the three-step model for HHG. a) Tunneling: Near its peak
field strength, the intense femtosecond VIS field EVIS (red solid line) extracts an electron wave
packet from an atom. b) Propagation: The electron propagates in the field and when EVIS reverses,
the electron is driven back. c) Recombination: The electron passes by the parent ion and can
recombine leading to the emission of a XUV photon. Illustration adapted from [89]
a)] an electron appears in the continuum where it is immediately accelerated away by the
strong laser field and starts to return to its parent ion, if the the electric field points into
the opposite direction [see Fig. 2.11 b)]. For a linearly polarized driving field, there is
a non-vanishing probability that the returning electron is recaptured by the parent ion10.
10 In most cases however, the free electron will oscillate in the field until the end of the pulse and not
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If this is the case, the combined kinetic and binding energy is carried away by an XUV
photon 2.11 c)].
As this three steps are repeated every half-cycle of EVIS, high-order harmonics are emit-
ted as light bursts with a periodicity of half the fundamental laser period [93]. Taking
into account that the sign flips between successive bursts, it follows from the symmetry
properties of the Fourier transform that the produced harmonic spectrum consists of the
odd harmonics of the fundamental laser frequency [94, 95]. Additionally, it is found the-
oretically and experimentally that the intensity of the lowest order harmonics decreases
apace, followed by a long plateau with equal intensities and ends in an abrupt cutoff [96].
This cutoff lies at Ip +3.17Up with the field-free ionization potential of the atom Ip and the
ponderomotive energy Up, of the free electron gained by the Lorentz force in the electric
field (see [90] and chapter 4.2.2).
recombine with the parent ion [92]
26 FUNDAMENTALS OF LIGHT-MATTER INTERACTION
Chapter 3
The Multidimensional Spectroscopy
Setup
The precise characterization of quantum states is at the heart of atomic and molecular
physics. Different techniques including detection of photon-electrons and ions have been
developed to access the properties of quantum states in various systems [97]. The very
first observations of electronic levels in atoms and molecules two centuries ago were
performed measuring the light absorption spectra [10, 98]. Since photons do not suffer
from space-charge effects, are insensitive to stray electric or magnetic fields, and can
be detected with high dynamic range using existing charge-coupled device technology,
they are still the first choice for the precise characterization of bound-bound transition in
atoms. To gain insight in quantum dynamical processes it is necessary to introduce timing
information to the system. Therefore it is inevitable to have a time reference. One of the
most successful measurement schemes in the last 40 years detecting photons to explore
the dynamics of the system uses two light pulses in a so called pump-probe scheme where
one of the two light pulses is delayed with respect to the other. The first light pulse starts
a process when absorbed in the system and the second light pulse probes response of the
system1 when arriving delayed thus introducing a measurable time difference.
The essential idea of traditional time-resolved absorption spectroscopy is to start dynam-
ics with a pulse short compared to the time scale of the system dynamics to observe its
time evolution by measuring the absorbance of the system as a function of time after
excitation by a second laser pulse. This transient-absorption technique is a very well-
established method in other regions of the electromagnetic spectrum [99] and/or on longer
timescales (e.g. [100]). It recently has been transferred to attosecond science [101–105].
In contrast to other techniques like streaking [106, 107] or stroboscopic photo-electron
spectroscopy [108], where electrons are detected after changing their trajectory due to the
second laser field, transient absorption spectroscopy does not require the presence of a
1this probing can for example be the ionization of the excited state, then information is acquired by
measuring electron and/or ion CITE . Probing can also mean that the spectral and/or temporal profile of the
pulse is changed and information of the system is gained be determine this differences.
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strong laser field2.
To gain access to the dynamical phase information of the excited system, the original
transient absorption spectroscopy scheme is extended for the experiments presented in
this work. In the first step an XUV light pulse passes through a gas target. The second
light pulse is a visible laser (VIS) pulse. In contrast to the original transient absorption
scheme this second pulse is not used to probe the absorption of the excited system, but
to control the coupling to other excited (continuum) states by changing its intensity and
time delay. Therefore the measured absorption spectra are not in the frequency domain of
the second pulse (VIS), but in the region of the first, exciting XUV-pulse. In combination
with our high-resolving XUV spectrometer even small changes in the observed line shape
of the excited states are observed enabling the extraction of dipole phase changes. Since
the decaying dipole is altered by the second pulse this measurement scheme is known
as perturbed polarization decay (as first described by Joffre et al. [110]). Together with
additional observables, controlled by macroscopic experimental parameters like pressure
of the target gas, incident angle and intensity of the second light pulse a deeper under-
standing of the interaction between the incoming light and the atomic quantum states is
achieved.
This chapter is structured as follows: Section 3.1 gives a brief introduction into the ex-
perimental setup lining out the most important ideas and components and introducing the
perturbed-polarization decay scheme. The experimental setup is then described in detail
of section 3.2. Each of the components adding another dimension for the multidimen-
sional spectroscopy setup is described in a separate subsection. Section 3.2.1 expands the
detail on the split mirror setup and the filter unit, enabling separation in space and time of
the two co-propagating pulses. The newly build computer-controlled micro-stepper iris
aperture for controlling the coupling strength between different states via the intensity of
the VIS pulse is discussed in section 3.2.2. In section 3.2.3 the pressure control of the
target cell is described. Section 3.2.4 presents the spectrometer including a backside illu-
minated XUV camera and a variable line space grating. Finally in section 3.4 the analysis
of the recorded experimental absorption spectra is carried out.
3.1 Overview of the Beamline
In the experimental setup (see Fig. 3.1) an XUV light pulse—produced in a HHG process
(see Chapter 2.6.2) with a 7 fs 760 nm driver pulse—travelling in an ultra high vacuum
(UHV) chamber passes through a helium gas target with variable backing pressure (see
Chapter 3.2.3). The spectral range of the generated XUV pulses depend on the phase
matching conditions of the HHG process and the used generation gas and can be flexi-
bly tuned from 15eV to 110eV3. For the experiments presented in this work the singly
2It should be mentioned though that strong fields could still be useful, for example to create an electron-
wavepacket by strong field ionization [109].
3Usually, not the whole range is covered at once. For neon gas with 100mbar backing pressure in the
HHG cell it is possible to achieve a continuous and barely modulated XUV spectrum, indicating a single
attosecond pulse, for the energy range between 55eV and 90eV. Using argon with 60mbar backing pressure
as a generation gas the region between 20eV and 70eV is covered, but the spectrum is deeper modulated,
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Figure 3.1: Schematic illustration of the experimental setup. All depicted components are located
in an UHV chamber, reducing absorption and dispersion of the light pulses before reaching the
target gas. The fundamental VIS laser pulse enters the HHG cell from the upper left corner of
the picture. Both VIS and produced XUV light pulses leave the HHG cell heading towards the
flat-field spectrograph in the lower right corner. They are re-focused into the pressure-controlled
target gas cell by a toroidal mirror with an 1:1 imaging geometry. After the target gas cell the VIS
light is completely filtered out by an thin-film metal filter. Only XUV light enters the spectrograph
and is recorded on the camera after being split-up into different wavelength components.
and doubly excited states of helium are investigated demanding a spectral range between
20.6eV for the lowest-lying state 1s2p and 65.4eV for the double-ionization threshold.
The transmission of the employed aluminum filters ranges between 18eV and 72eV thus
covering the region of interest. During the interaction with the helium atoms the XUV
light coherently excites the 1snp state resonance series and the sp2,n+ [75] state resonance
series (see chapter 2.5 and Fig. 2.8 therein). The absorption spectra are observed by using
a home-built flat-field spectrometer featuring a resolution of better than 20meV (standard
deviation, see chapter 3.2.4), achieved by a variable line space (VLS) grating (see chapter
3.2.4), which is crucial to resolve small changes in the observed line shapes. In addition,
a synchronized VIS laser pulse of controlled intensity, time delay and angle relative to the
XUV pulse follows the XUV pulse. The VIS laser (photon energy h¯ωL ≈ 1.7eV) couples
different states to each other after the initial XUV pulse created a coherent superposition
between the 1s2 = |0〉 ground state and the dipole-allowed excited states. Additionally
to the observation of intensity- and time-delay-dependent changes of the absorption line
shape it is also possible to scan the density of the atomic target by controlling the back-
ing pressure, thus unveiling propagation effects and, potentially (but not observed here)
coherence effects between the atoms4. In absorption spectroscopy, different spectral line
indicating an attosecond pulse train. With xenon at 25mbar backing pressure a quasi-continuous spectrum
is generated with a cut-off around 36eV under our experimental conditions.
4Some recent publications even hint the possibility of coupling effects between different excited atoms
in the gas phase [111].
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shapes arise by the interference of the systems dipole response with the incoming light.
By controlling the focal spot positioning of the pulses relative to each other, it is possible
the send the XUV through a region with an inhomogenous VIS intensity distribution and
thereby steer the re-emission of the excited target gas atoms thus separating the incoming
XUV light from the emitted dipole radiation.
3.2 Multidimensional Spectroscopy: Energy, Space and
Time Resolution
Transient absorption spectroscopy is not limited to scanning the time delay between the
two pulses. By extending the free parameters for manipulating the system in the experi-
ment one obtains an extensive knowledge of the the properties and the behaviour of the
system under study. This has already been done for the spatial distribution of the emitted
dipole radiation [112]. In the following the extension of a two-dimensional setup (time
delay and energy) to a multi-dimensional setup including additionally control over the
spatial electric field gradient, the average distance between two neighboring atoms and
the strength of the coupling between different quantum states of the system is presented
in detail.
3.2.1 Temporal Control of Split Pulses
The major control parameter to reveal time dependent processes in the experiment is the
time delay between XUV and VIS pulse. To make a control of the time delay possible
it is necessary to first spatially separate the pulses, as they are overlapping due to the
nature of the HHG process. In our setup we take advantage of the intrinsically lower
divergence of the attosecond pulses (∼ 1mrad) compared to the copropagating VIS pulses
(∼ 15mrad). Approximately 70cm behind the high harmonic generation a filter is placed
that spatially separates the inner XUV pulse from the VIS pulse (see Fig. 3.2). The outer
part of that filter is made of an uncoated nitrocellulose membrane. It is transparent for the
VIS laser pulses with an average refractive index of 1.50 [113] and due its thickness of
only 2µm introduces a group delay of 3fs, but only negligible dispersion. For the XUV
pulses on the other hand it shows an optical density of 5 [114] resulting in a complete
absorption of XUV stray light of higher divergence. To let the XUV light pass part of the
polymer membrane is removed in the center. In front of this hole in the membrane the
second, inner part of the filter is placed. It is composed of an aluminum foil of 200nm
thickness [115]. In the photon energy range between 18.2eV and 72.6eV at least half
of the XUV intensity is transmitted through the Al-foil (see Fig. 3.3). By contrast, the
penetration depth in aluminum for the VIS laser field is around 10nm and therefore it is
completely absorbed.
The outcome of the measured spectra depends on the amount of VIS light which still
remains in the XUV beam path (this light will be called leakage) either due to micro-
holes in the sub-micron metal foils or due to misalignment of the filters relative to the
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Figure 3.2: Schematic illustration of the filter setup consisting of thin-film metal filters (attached
to the small grey tubes, which are connected by planks to the green cylinders) for blocking the VIS
laser pulse and a polymer membrane (colored in light blue, inside the big metal ring) for blocking
the XUV pulse. The polymer membrane only covers the area around the upper two thin-film metal
filters. It transmits all visible light and is colored in blue for visibility in this illustration. To allow
XUV light to pass the filter at the right spot, the membrane has been removed co-aligned with the
small metal filters (small holes in the light-blue membrane).
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Figure 3.3: (a) The transmission of aluminum of 200nm thickness between 10eV and 80eV is
important for the use of thin metal foils spatially separating XUV and VIS pulse. (b) Reflectivity
of gold between 30eV and 75eV is used to estimate the influence of the mirrors to the spectrum.
(c) The overall transmission for an XUV pulse starting from the high-harmonic generation cell
to the XUV-CCD-camera, taking into account three reflections from gold surfaces on glass (inner
mirror, toroidal mirror and spectrometer grating) and transmission through three 200nm-layers of
aluminum. The amplitude of the recorded spectra exactly follows this envelope. All data exported
from [114]
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Figure 3.4: a) Schematic illustration of the grazing-incidence split-mirror setup. The grazing
incidence angle θ is market. The outer mirror is mounted on a piezo-driven tip-tilt platform which
can be tilted around the horizontal axis (1) and the vertical axis (2) to steer the VIS beam. The
VIS beam diameter on the mirror is depicted as red dotted line. The gold coated, piezo-controlled
inner mirror reflects the XUV beam (blue solid line) and is highlighted in yellow in subfigure b)
on a blueprint illustration of the grazing-incidence split-mirror setup.
beam such that light passes by on the side of the filters. Therefore, the placement of
the filter unit in the exact center of the XUV beam is crucial and will be described here
in a bit more detail. This placement is checked separately for the horizontal (x) and
the vertical (y) direction. Since the XUV camera shows the spatial distribution of the
HHG light in y-direction the alignment is oriented on the edges of the aluminum filter,
which appear as dark stripes on the illuminated camera. The y-axis movement of the filter
is controlled by a ultra-high vacuum (UHV) linear translator. In x-direction the XUV
camera observes the wavelength-separated spectrum from the grating. The only control
parameter for the alignment are changes of the natural line shape due to leakage of the
VIS laser pulse. These line shape modifications are minimized by precisely aligning the
filter in x-direction with a picomotor.
Having discussed in detail the spatial separation of the pulses, now the temporal sepa-
ration is described. We use a gold-coated mirror for the XUV on a piezo-positioning
device [116] to manipulate its beam path length and change its arrival time at the target
relative to the arriving time of the VIS laser pulse. A schematic view of the gold-coated
movable mirror (inner mirror) sitting embedded in a large silver-coated mirror (outer mir-
ror) with fixed transversal position is shown in Fig. 3.4.
Mechanical fluctuations of the inner mirror induced by external (e.g. vibrations from the
vacuum pumps) or internal disturbances (e.g. fluctuation in the piezo positioning) lead
to geometrical changes of the beam path, induce timing jitter and and uncontrollably
change the overlap of the two foci. To determine these instabilities a helium-neon laser
was coupled into the system and one part was reflected off the movable inner mirror and
the other part of the fixed outer mirror. By recombining the two beams, focusing on a
photo diode and monitoring the intensity modulations the interferometric stability was
determined to be on the order of 10as (root-mean square error) rms-noise. This is only a
factor of five higher than the theoretical limit of 2as for the typical 1nm accuracy of the
piezo-positioning device [116]hitting the mirror under 15◦ gracing incidence.
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3.2.2 Intensity Control of the Coupling Pulse
The intensity of the VIS laser pulse in the experimental interaction region is another major
control parameter of this time-resolved absorption experiment. In the first part the control
of the absolute value of the intensity is described. This control is realized using a home-
built motorized zero-aperture iris. The iris precisely controls the beam diameter of the
Figure 3.5: Photographic picture of the motorized zero-aperture iris used in the setup presented
in this work. With the iris mounted on the 0.035mrad step size motor the beam diameter of the
divergent VIS pulse can be controlled with high precission.
divergent VIS pulse and thus the focus size after re-focusing with the toroidal mirror into
the target gas cell. A photographic picture is shown in Fig. 3.5. The iris aperture is
centered around the combined XUV and VIS beam path after the attosecond pulses are
generated. To control the opening of the aperture during vacuum operation a modified
closed-loop rotation mount [117] is used enabling reproduction of iris positions with a
precision of 0.035mrad. The opening of the iris is controlled by the angle of the rotation
stage. Consequently, the minimum intensity step size of the iris is below the shot-to-shot
rms of the intensity fluctuations of the laser system. The VIS intensity calibration is done
in situ using the Autler-Townes splitting of the helium 2s2p state (see Chapter 2.3 and
3.4.2, respectively). For future work an intensity calibration using the attosecond streak
camera technique [107, 118] is envisaged.
Having discussed the control of the absolute value of the VIS intensity, in the following
the control of the spatial homogeneity of the intensity is described. An inhomogeneous
intensity distribution is used to separate the atoms response from the excitation pulse.
The observations and effects resulting from this separation are subject of chapters 4.1.1
and 4.3 while the experimental realization will be discussed here. As long as the VIS
pulse is centered around the preceding narrow XUV pulse, all atoms which are excited
by the XUV pulse will be exposed to nearly the same VIS intensity [see Fig. 3.6 a)].
When the VIS beam path is slightly displaced from the center the XUV beam path and
the excited atoms experience a spatial gradient of the VIS intensity distribution [see Fig.
3.6 b)]. Slightly rotating the silver-coated outer mirror around its vertical and horizontal
axes (see Fig. 3.4) changes the angle of the VIS pulse reflected from the outer mirror and
thus its focal position in the target gas cell. The sensitivity for the displacement of the
VIS beam increases with decreasing VIS focus diameter. Therefore, the inhomogeneity
is larger with larger iris opening. The focus spot size of the VIS pulse for a iris opening
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Figure 3.6: a) XUV (blue) and VIS (red) beam paths passing the target gas cell (grey cylinder)
through a hole of only 100µm diameter. The stainless steel target gas cell provides helium with
backing pressures between 30mbar and 100mbar. The VIS beam is centered around the XUV
beam creating a nearly homogenous intensity distribution [indicated by the broad vertical Gaussian
profile (red, solid line)] around the atoms excited by the XUV [indicated by the narrow vertical
Gaussian profile (blue, solid line)]. b) Here the VIS beam path is moved upwards relative to the
XUV path by rotating the outer mirror of the split mirror setup around its horizontal axis (see
3.4). Now the atoms excited by the XUV and located in the rising edge of the VIS intensity
distribution are exposed to an inhomogeneous intensity distribution [indicated by by the narrow
vertical Gaussian profile on the rising edge of the broad vertical Gaussian profile].
of 50% is around 50µm. The spot size of the XUV beam is on the order of a few µm.
For a complete opening of the iris some inhomogeneity effects can already occur for no
displacement since the VIS focus is only a few tens of µm.
3.2.3 Pressure Control of Target Gas
The target gas is provided by a 2mm inner-diameter stainless-steel tube with 100µm di-
ameter holes in order to let the focused co-propagating beams pass through (see Fig. 3.6).
To achieve high optical densities and thus good spectroscopic contrast, high target gas
pressures are required. By contrast, low pressure is preferred to avoid propagation effects.
In helium for the doubly-excited states, a good compromise for this tradeoff is a backing
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Figure 3.7: The XUV beam (purple) is diverging after the target gas cell and enters the spectrom-
eter after passing another thin-film metal filter. The cylindrical VLS grating focuses the split-up
wavelength onto the charge-coupled device (CCD) camera chip. The horizontal axis of the camera
shows the wavelength spectrum of the XUV light while the vertical axis shows the beam profile of
the XUV beam. Two beam paths (marked 1 & 2) of the short wavelength (blue beam) are drawn.
Number 1 reflects of the center of the grating while number 2 reflected of the left hand side. The
dotted red circle represents the are of the VLS grating which reflects the XUV beam.
pressure between 30mbar and 100mbar corresponding to at least ∼ 0.2 mbar l/s of gas leak-
ing into the chamber. With our 2000 l/s turbomolecular pump it is possible to maintain a
pressure of 10−5 mbar in the vacuum chamber, for backing pressures up to 300mbar. This
represents the upper limit for pressure-dependent measurements. The lower limit is given
by the possibility to measure the backing pressure. Measuring the thermal conductivity
with a Pirani gauge [119] we determine the backing pressures down to 0.1mbar. The
backing pressure is controlled by a mechanical needle valve. For measurements at fixed
pressure a standard backing pressure of 100mbar was applied for doubly-excited helium
and 30mbar for singly excited helium.
3.2.4 Energy Resolution of the Flat-Field Spectrograph
We use a reflective, gold-coated line grating after the target cell to split up the attosecond
beam in space and time and let it interfere with the equally split-up dipole response of
the target. To project the focus in the experimental interaction region onto the camera,
the grating has a cylindrical shape and therefore additionally acts as a focusing optic for
the (horizontal) wavelength axis. A cylindrically shaped grating with equally spaced lines
will focus onto a circle, the Rowland circle [120, 121]. A projection of the focus on a flat
focal plane is achieved by using a variable line space (VLS) structure instead of a linear
one, a technique that is used in the XUV region for over 30 years [122,123]. We use such a
VLS grating to disperse the wavelengths between ∼ 11nm and 62nm (corresponding to ∼
20eV to 110eV) onto a flat wide image plane of ∼ 110mm size (see Fig.3.7). The average
groove spacing is 833nm [124] corresponding to a lattice constant of 1200−1 mm. In the
image plane the XUV light is detected by a back-illuminated thermo-electrically cooled
charge-coupled device (CCD) camera [125] with a pixel resolution of 1340× 400 (also
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see chapter 3.3). Typically the integration time is set between hundreds of milliseconds
up to a few seconds enabled by the low thermal and readout noise and the high dynamic
range. As the physical dimension of the camera chip is 26.8mm×8mm it is moved along
the horizontal axis to cover the whole wavelength range from 11nm and 62nm. The
groves of the used VLS grating are linear along the vertical direction and thus the grating
acts as a plane mirror in the vertical direction, perpendicular to the spectral separation.
On the camera chip the vertical beam profile can thus be analyzed (see Fig. 3.7). For
the experiments discussed in this work the interference between the XUV pulse from
the HHG process and dipole response of the target on the camera chip is of importance.
Therefore, the question arises how long after the XUV pulse is reflected off the grating it
is possible to observe such interference. Two beam paths of the short wavelength (blue
beam) are drawn in Fig.3.7. Number 1 travels in the center of the beam and is reflected of
the center of the cylindrical shaped grating and then projected onto the camera. Beam path
number 2 travels at the edge of the pulse and is reflected on the left hand side of the grating
and the projected onto the same camera spot as beam path 1. Since the VLS grating has a
cylindrical shape the beam path number 1 is longer than path 2. The path length difference
s is roughly 1.5cm. The maximal time difference is given by ∆t = s/c = 50ps, where c is
the speed of light. If two XUV light pulses are not more than 50ps delayed against each
other, they will be coherently add up on the camera chip.
Later in this work, we will map the wavelength on the an energy axis, allowing for a
more intuitive physical description of the observed phenomena. Therefor the spectrome-
ter resolution in terms of XUV photon energy is of importance. As the wavelength axis is
equally spaced (dλλ =const.), the energy resolution
dω
ω increases quadratically with increas-
ing wavelength (dωω =
dλ
λ · cλ2 ). The spectrometer resolution is estimated by determining
the line width of the asymmetric 2s2p resonance of helium for the case of no VIS pulse
and comparing it to the literature value [28, 35]. The best result is produced if the 2s2p
line is calculated using the literature values (Er = 60.15eV, h¯Γ = 37meV) and convoluted
with an Gaussian distribution of 20meV standard deviation, which we take as an estimator
for the spectrometer resolution. For the resolution for photons around 20eV we convolve
a δ-like absorption line with an Gaussian to match the experimentally observed spectral
width to confirm this resolution. Using a δ-like absorption line is reasonable due to the
lifetime in the nanosecond regime of these singly-excited states (see Tab.2.1). We thereby
estimate a resolution of 5meV standard deviation corresponding to 11.7meV FWHM.
Other experimental setups also using the same VLS grating model estimate a resolution
of 12meV FWHM for the energies of around 20eV [126].
3.3 Recording Spectral Data
In Fig. 3.8 a full chip camera picture is shown as it is acquired during the experiment.
The camera has 400 vertical pixels and 1340 horizontal ones. The vertical axis shows the
spatial distribution of the XUV light while the horizontal axis is approximately propor-
tional to wavelength as the light is split up into its wavelength components by the VLS
grating (see focal plane in Fig. 3.7). The target gas was helium with a backing pressure
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Figure 3.8: Full-chip camera picture (representing an XUV spectrum) as it is acquired during
the experiment. The lower x-axis and y-axis are labeled in raw pixels of the camera, where the
x-axis is approximately proportional to wavelength diffracted by the grating and the y-axis shows
the spatial distribution of the XUV light. Above the graph the calibrated wavelength and photon
energies are added. The picture shows the measurement of singly excited helium. The close to
round spot below marker 1 is caused by one harmonic in the XUV pulse train. All other circular
structures are harmonics. Some of them appear as triple spots. The structure elongated in the
y-direction in the area below marker 2 arise from the absorption of the 1snp Rydberg series of
helium. The yellow horizontal lines are markers for the vertical (spatial) binning of the data (see
Fig. 3.9 for the result).
of 30mbar. A coarse energy scale is attached to the camera linear translation stage. Ac-
cording to this scale the center of the camera chip is at 24eV, so the covered area is in the
energy range of the singly excited helium series.
The thin vertical stripes in the area below marker 2 arise from the absorption of the 1snp
Rydberg series of helium. The close to round spot below marker 1 is caused by one
harmonic in the XUV pulse train. All other circular structures are harmonics with a main
periodicity of 3.4eV, but some of them appear as triple spots with a separation much
smaller than 3.4eV. These triple spots could be caused by several effects. One is a spatial
chirp on the fundamental pulse (see [112]), the other is that the third order diffraction
of the grating overlaps with the first order, so some of the weaker spots are third order
diffraction of the thirty-fifth and thirty-seventh harmonic. The sharp edge at marker 3 has
no physical but geometric reasons caused by the layout of the spectrometer chamber 5.
The light from the VLS grating cannot reach the outer part of the camera chip. However,
this does not negatively affect the measurement. The information about the vertical beam
5If the camera is moved to higher energies another sharp vertical cut will be observed - the absorption
edge of aluminum (filter material) at 72.1eV
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Figure 3.9: Software binning of an acquired XUV spectrum. Shown is the part within the yellow
horizontal cursors of the full chip camera picture shown in Fig. 3.8. The lower x-axis shows
the different wavelength diffracted by the grating and the y-axis shows the accumulated counts.
Above the graph the calibrated wavelength and photon energies are added. The structures between
pixel 650 and pixel 800 is again absorption of the 1snp Rydberg series of helium. Again the sharp
edge at pixel 1281 is visible (which is also visible below marker 3 in Fig. 3.8), resulting from a
geometric blocking of the beam path.
profile is important to align the setup and for measurements which separate the exciting
light field from the target’s dipole response. For most of the other setups a vertically
(spatially) binned (integrated) spectrum is recorded and analyzed.
3.3.1 Software & Hardware Binning
By integrating over a certain region of the chip (indicated by the two yellow horizontal
lines in Fig. 3.8) the information of the vertical axis is sacrificed for an enhanced signal
to noise ratio and a faster read-out time of the camera.
The integration can be done by software after the data recording or by controlling the shift
of the registers on the camera chip. For both cases the signal to noise ratio is enhanced
because only those parts of the chip are selected which have been illuminated. But only if
the registers of the chip are directly shifted and summed up "on chip" the read out time is
shortened because of the reduction of transferred and stored data. This plays an important
role for the measurements since the read-out time is reduced from the order of seconds
for a full chip image to the order of hundred milliseconds for a so-called binned spectrum,
thus making the measurement more independent of long term drifts of the laser system.
More important than the decreased readout time, is the reduction in read-out noise arising
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in the digitization of the number of accumulated charges. After recording the spatially
binned spectrum of the XUV camera picture, we map the wavelength axis of the camera
bin to an energy axis by using the literature values [28, 35, 71] for the energies of the
recorded line shapes. Then, we linearize the energy axis by interpolation. From now on,
we will only use the energy calibrated spectra for the further analysis.
3.4 Analyzing the Absorption Line Shape Spectra
3.4.1 Reconstructing the Absorbance of Helium
After the energy calibration of the spectra, the absorbance is calculated out of the recorded
intensities of the XUV light after transmission through the helium target. At first sight,
the recorded spectra show the slowly varying high-harmonic spectrum and the sharp line
shapes of the helium states (see for example Fig. 3.9). As we are interested in the ab-
sorption properties of the excited states in helium, we will only consider the helium ab-
sorbance [also called the optical density (OD)] and therefore remove the high-harmonic
modulation of the spectrum.
The OD is determined by dividing the transmitted spectral intensity I through helium by
the corresponding spectral intensity I0 of the pure high harmonics and then taking the
negative logarithm6 of this intensity ratio II0 . There are two methods of acquiring I0:
A. Measured reference Im0 : determine I0 by removing the helium from the target gas cell
and perform the measurement.
B. Fourier filtered reference If0: apply a low-pass Fourier filter on I to extract the low
frequency part, scale it and use this as the reference I0.
The more straightforward method is using I0 = Im0 , the measured reference. When there
is no gas in the target cell, the camera will detect the unperturbed XUV spectrum as it is
produced in the HHG cell and transmitted to the spectrometer7. The disadvantage of this
method is that HHG, being a highly non-linear process, is sensitive to even small fluctua-
tions in the driving laser. As a consequence, these fluctuations translate into measurable
changes in the spectral intensity profile. This means that even for exactly the same settings
two spectra recorded one after the other are distinct. To get rid of these fluctuations, we
use the second method (B) mentioned above to acquire I0: We apply a low-pass Fourier
filter on I to extract the low frequency part If0. In Fig. 3.10, a comparison between I
f
0 and
Im0 for the energy range of the doubly excited sp2,n+ states in helium is shown. Plotted are
6Note, that within this work, we use the decimal logarithm for the definition of the absorbance. Other
fields (e.g. biology) define the absorbance using the natural logarithm.
7 As the inner mirror produces a small walk off, different spectra for different mirror positions must be
recorded.
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Figure 3.10: Directly measured XUV spectra I(ω) after the transmission through the helium target
(blue solid line), together with the Fourier low–pass-filtered harmonic modulation If0 (grey solid
line) and the measured reference Im0 (black solid line) taken with the same experimental settings but
without the target gas. The actual harmonic spectrum Im0 has a higher count rate, which cannot be
recovered by the Fourier filter. If If0 is scaled to match the height of the actual harmonic spectrum.
It can be used as the reference spectrum I0 to retrieve the resonant absorption profiles OD (see for
example Fig. 4.9 on page 61).
the energy-calibrated transmitted spectra for the measured reference Im0 (black solid line)
and the Fourier-filtered reference (grey solid line) as well as the corresponding measure-
ment with target gas (blue solid line). The intensity of the actual harmonic spectrum Im0
is twice as big as the Fourier filtered one because of the continuum absorption of helium
in this energy range, which cannot be revealed by the Fourier filter.
The non-resonant continuum absorption σ0 in the regime of the doubly-excited states of
helium arises from the absorption into the N = 1 continuum. It only changes slowly as a
function of energy. Therefore, σ0 is also termed background absorption. It is extracted
from the precision measurements in the publication of Samson, Xe, Yin and Haddad
[127]. The data in this publication (namely figure 3 and table 1) have been fitted using
a fifth-order polynomial. The best fit parameters are listed in Tab. C.1 in appendix C.3,
which define the slowly changing background absorption σ0(ω). For a XUV photon
energy of 63.66eV the corresponding background absorbance roughly evaluates to 0.294.
Having applied the Fourier filter on I to extract the low frequency part If0, we now calibrate
If0 in the second step. Therefore, we scale the spectrum I
f
0 by the continuum absorption
σ0 via
If0 · e+σ0·ρ·l = Ir0 (3.1)
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Figure 3.11: Absorbance (OD) for different time delays between XUV and VIS pulse. The relative
ODs have been obtained by dividing the spectra with helium in the target cell by the measured
reference, acquired without helium in the target cell. For negative time delays the VIS pulse
precedes the XUV pulse.
with the path length density product ρ · l = 0.15a.u.. This value was determined from
method A by directly measuring Im0 , and averaging over the fluctuations in the XUV
spectrum. For this procedure it is assumed that the background absorption is not altered
by the VIS laser pulse. The rescaled spectrum Ir0 is then used as the reference I0. For the
case of the singly excited 1snp series there is no background absorption, as these states
are not embedded in a continuum. Therefore the Fourier filtering of I returns the correct
result without rescaling.
Fig. 3.11 shows the absorbance obtained using the measured reference (method A), while
Fig. 3.12 shows the OD obtained using the reference reconstructed by the Fourier filtering
method B. The fluctuations of around 10% in the absorption, visible as thin horizontal
lines in Fig. 3.11, are caused by pulse to pulse intensity fluctuations in the driving laser
translating into small changes of the XUV–high-harmonic spectral profile. In contrast
to Fig. 3.11 there are almost no fluctuations visible in Fig. 3.12, where the absorption
is obtained using method B, resulting in a higher signal-to-noise ratio. Comparing the
results of method A with the Fourier reconstructed spectra of method B shows that the
later does not change the spectral line shapes. This is due to the fact, that the Fourier
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Figure 3.12: Absorbance (OD) for different time delays between XUV and VIS pulse. The exper-
imental data set is the same as in Fig. 3.11. In contrast to Fig. 3.11, the ODs have been obtained
by method B, i.e. dividing by the Fourier-filtered reference which has been rescaled with the back-
ground absorption σ0. With this method a higher signal-to-noise ratio is obtained, since for each
single time-delay step the statistical harmonic intensity fluctuations are eliminated. The visible
structures are the same, proving the validity of the Fourier-filtering method.
components of the harmonics in the spectrum are clearly separable from those of the
observed features. The periodicity of the harmonics is twice the photon energy of the
driving laser (see chapter 2.6.2), namely 3.4eV. The broadest feature that can be reliably
extracted using the Fourier-reconstruction method has a maximal width of 850meV. In
the performed experiments, the VIS laser pulse following the XUV excitation changes
and also broadens the line shapes. For the spectra presented in this work, the condition
of maximal width of 850meV for each spectral feature of interest is fulfilled for almost
every experimental condition. Therefore from now on we will use method B, the Fourier
filtering, for all optical densities of the singly and doubly exited states of helium presented
in this work.
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Figure 3.13: Optical density of helium in the energy region between 59eV and 61eV. The vertical
axis on the left shows the iris opening in steps from small to large beam diameter. The vertical
axis on the right shows the electric field strength EVIS used in the time-dependent close-coupling
simulation to reproduce the measured Autler–Townes splitting of the 2s2p line.
3.4.2 Calibration of the VIS peak intensity
As previously stated, if the VIS laser pulse is present, the natural line shape can be altered.
We now look at the profile of the 2s2p line. This line shape changes in the region of the
pulse overlap (around time delay zero) depending on the VIS pulse intensity and the time
delay between XUV and VIS pulse.
The 2s2p starts to split around time delay zero (see Fig. 3.13). The maximum of the
splitting is reached for a time delay of +5fs. To cancel out time-delay dependent fast
oscillations, we build an average over two such modulation periods. Plotting this averaged
2s2p line shape as a function of the iris opening (see Fig. 3.13) we note an increase of
the splitting with accordingly increasing VIS intensity in the interaction region. This is
the so-called Autler–Townes splitting arising from the repulsion of two states coupled to
each other in the presence of an electromagnetic field (see chapter 2.3). The stronger the
coupling between the states, the larger their energy splitting.
For the case of strong coupling (larger than the detuning from the resonance, see secion
2.3), the coupling strength between the 2s2p state and the laser-dressed state "2p2−γ" is
proportional to the electric field strength of the VIS pulse. Subsequently the width of the
Autler–Townes splitting is proportional to the square root of the VIS-pulse peak intensity.
For the intensity calibration we compare the measured splitting with the splitting obtained
in a time-dependent close-coupling simulation for autoionizing states. For details of the
simulation see [128]. The spectra obtained from the simulation are convoluted with the
spectrometer resolution. A comparison with the measured data gives the calibration curve
for the VIS intensity. This method of determining the VIS intensity via the Autler–Townes
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splitting enables us to perform the intensity calibration in-situ. The relative systematic
error is on the order of 0.5, as it is common for intensity calibrations of short pulses8.
In any case, we have the additional information that the iris opening, and thus also the
intensity, is monotonically increasing as set experimentally, which reduces the error in
the intensity calibration. A more detailed description of the VIS intensity calibration is
found in chapter 6.6 of Christian Ott’s PhD thesis [128].
To calibrate the VIS intensity for the singly excited states we use the fact that the third
order diffraction of the VLS grating for 60.1eV lies at 20eV and therewith in the energy
range of the singly excited states of helium. As a result the 2s2p line shape can be resolved
in third order diffraction along with the 1snp states on the camera chip, if the HHG process
is optimized to produce XUV light covering the complete range between 20eV and 65eV.
Then we use the calibration for the 2s2p state as explained above to gauge the intensity
values for the VIS pulse also for measurements near 20eV. After the calibration of the
energy axis, the time-delay axis and the intensity of the VIS pulse, the data are prepared
for the discussion and the interpretation in the following chapter.
8Determining the peak intensity in the focus from the measured averaged intensity of the VIS laser
beam does require the laser repetition rate, pulse duration, pulse energy and the focal diameter. The latter
involves a large error as it depends on the exact beam alignment between XUV and VIS pulse as well as the
iris opening. However, the focal diameter is not necessary for the in-situ calibration. Thus, the error bar for
the intensity determined by the in situ calibration is much lower than for the ex-situ calibration.
Chapter 4
Laser Control of Absorption
Spectroscopic methods to characterize light after its interaction with matter are an essen-
tial tool for uncovering the mechanisms involved in this interaction. In this work, we use
helium as a prototype system for matter with correlated-electron effects and laser light to
investigate its properties. Typical ground-state transition frequencies in helium are of the
order of 1017 Hz =ˆ 41eV. As typical optical laser photons are far off this energy range,
we use high-order harmonic generation to produce attosecond extreme-ultraviolet (XUV)
pulses with energies between 15eV and 110eV. These XUV pulses induce a polarization
in the helium atom, which we then perturb by a subsequent 7fs near-visible (VIS) laser
pulse. Observing the singly excited 1snp series and the doubly excited sp2,n+ series, we
extract information on the relaxation process. As described in section 2.1.2, the transition
strength varies over a certain energy range close to a resonance due to interference be-
tween different quantum-mechanical pathways. This distribution is called the line shape
of the transition.
In general, different relaxation channels exist. Some states decay only radiative, others
have multiple radiative and non-radiative decay channels. Controlling the coupling be-
tween different states leads to many interesting phenomena which have been widely stud-
ied in the optical frequency regime, such as electromagnetically induced transparency
(EIT) [129, 130] or the possibility to slow (or even stop) light [131, 132].
As a result of a relaxation process, a particle carries away the excess energy. This particle
is either an electron in the case of (auto-) ionization or a photon in the case of radiative
decay from an excited state. If only a single radiative decay channel exists (and no addi-
tional effects like Doppler broadening [133] occur) the resulting line shape is a symmetric
Lorentzian. Asymmetric absorption line shapes emerge when the pathways (phases) for
different competing decay channels add up coherently. For example, asymmetric Fano
line shapes are observed when discrete excited states are coupled to an energetically de-
generate continuum of states [23, 34]. In helium one observes Fano line shapes above
60eV, where both bound–bound and bound–continuum dipole transitions are present.
The dipole response of the bound–bound transition exhibits an exponentially decaying
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envelope, while the dipole response of the bound–continuum transition is instantaneous
and therefore modeled by a δ-function.
As the doubly excited states of helium are embedded in the N = 1 continuum, both of these
transitions are degenerate and are coupled to each other by the configuration interaction.
As result of this discrete–continuum coupling mechanism, the temporal dipole response
to an infinitesimal short excitation is not simply the sum of the exponentially decaying
isolated state and the δ-like continuum response. In fact, the influence of the coupling
(as described in section 2.1.2) induces a phase shift in the exponentially decaying dipole
response with respect to a decay in the absence of an interfering continuum channel. The
phase shift manifests itself in the change of the line shape with respect to the Lorentzian
one. This is the interpretation of the time-domain formalism of the Fano process, as it
was developed in our group (also see [1] and [2]).
Such a phase shift, which naturally occurs in the case of doubly-excited helium due to the
configuration interaction can also be induced by an artificial interaction. In our experiment
this artificial interaction is realized by a VIS laser pulse. As a result of the interaction
with the VIS laser pulse the unperturbed decay of the excited states is changed and the
naturally resulting line shape is altered. The detailed analysis and modeling of this process
is subject of this chapter.
This chapter is structured as follows: In section 4.1 the experimental control of the spec-
tral line profile by the intensity of the VIS pulse or the time-delay between the XUV and
the VIS pulse is presented. The control of the line shape and absorption in general can
be understood with the theoretical framework developed in section 4.2. Finally, the dis-
covered control mechanism is employed to access amplitude and phase information of a
dipole oscillating with 15PHz in section 4.4.
4.1 Controlling Spectral Line Shapes
In this section the main experimental results of this work are presented. We will discuss
how the experimental control of the absorption of singly and doubly-excited states of
helium is realized. In that context, it will be shown that the spectral (absorption) profiles
are not only slightly altered, but can be completely changed in their nature and even be
inverted.
This is first shown for the time–delay-independent measurement, where the control pa-
rameter is the intensity of the coupling VIS pulse, while the time delay is kept fixed at a
constant value. With a suitably chosen intensity we achieve an gain of light at an energy
where it was absorbed before.
Then, we extend the controllability and also vary the time-delay between the exciting
XUV and the coupling VIS pulse. Some recent publications in the field of attosecond
science report about effects connected to energetic line shifts observed on a time scale
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faster than a cycle of the near-visible laser light used in their experiments [134, 135]
or theoretical calculations [136, 137]. In this chapter we show that also in our data the
absorption maximum energetically shifts as a function of the time delay. We find that this
goes along with changes in the line shape and use the high resolution to identify these
changes in the line profiles as the actual source of an apparent sub-cycle energy shift of
the states. In addition, we will show that within a fifth of the oscillation period of the
VIS laser pulse (≈ 500as) we turn a symmetric Lorentzian absorption into an asymmetric
Fano line shape and vice versa.
4.1.1 Intensity Control
In this section we investigate the intensity-dependence of the line profiles of the sp2,n+ and
the 1snp states. To focus on the intensity dependent effects, we rule out any time-delay
dependence by scanning the time delay over a full VIS optical cycle and taking the average
spectrum of these spectra, as done in the previous section for the intensity calibration. The
full optical cycle of 2.4fs is centered around the time-delay +5fs. This procedure was
performed for each intensity. First we will present and discuss the intensity-dependent
effects in the data set of the doubly excited series, then the effects in the data set of the
singly excited series will be approached.
A sequence of four OD spectra of the sp2,n+ (n≥ 5) states is shown in Fig. 4.1 for different
intensities of the VIS pulse. The continuum absorption has been subtracted for these spec-
tra. For zero intensity the well-known Fano line shapes are recorded. Labeled above each
graph is the fitted Fano asymmetry parameter for the absorption profile of the sp2,5+ state.
When the VIS intensity is set to 2 TW/cm2 the former asymmetric Fano line shapes have
changed to symmetric (Lorentzian) absorption peaks. The profile of each state reverses in
shape if the VIS intensity is set to 3 TW/cm2. When we use a VIS pulse peak intensity of
4 TW/cm2 even a window resonance is produced.
The full set of 33 spectra of the complete doubly excited sp2,n+ (n≤ 8) series ranging from
zero VIS intensity (neglecting leakage) to 4.5 TW/cm2 is shown in Fig. 4.2. The labels on
top of the graph show the energy positions for the unperturbed states as listed in Tab. 2.1.
The white curve marks the field strength for the barrier suppression ionization (BSI) into
the N = 2 continuum.
BSI occurs, when an electric field is strong enough to bend the Coulomb potential such
that the Coulomb barrier is completely suppressed and the bound electron is free to move
into the continuum, i.e. the electronic wavefunction spreads into the continuum. There-
fore the laser field strength must be above a critical value Ecrit, which in atomic units is
defined by
Ecrit =
I2P
4Z
. (4.1)
where Z is the charge of the remaining ion and IP is the ionization potential, which in
the case of the sp2,n+ series is the respective energy distance of each state to the N = 2
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Figure 4.1: Measured line shapes of the doubly-excited sp2,n+ series for n≥ 5 in helium referenced
to the continuum absorption. The first panel shows the unperturbed (without the VIS pulse) asym-
metric Fano spectral absorption line with a literature value of qorig(sp2,5+) = −2.5. In the presence
of the VIS pulse set to a peak intensity of 2 TW/cm2 and following the δ-like XUV excitation with a
time delay of 5fs, the line shapes turns into symmetric Lorentzian absorption peaks with a q fitted
by eye to −190. If the VIS pulse is set to a peak intensity of 3 TW/cm2, the absorption profiles revert
their original symmetry now showing a q = +2.0. At an intensity of 4 TW/cm2 the special case of
a window resonance q = 0.2 is achieved. If no continuum absorption was present, this scenario
could even lead to a gain of photons at the resonance energy (see chapter 4.1.1).
continuum at 65.40eV. As the energy distance of the sp2,n+ (Rydberg) states to the N = 2
continuum decreases proportional to the square of the principal quantum number, the
critical field strength Ecrit decreases rapidly towards the ionization threshold. Remarkably,
all states in Fig. 4.2 are clearly observed as stable and sharp resonance lines significantly
above critical field strengths for BSI into the N = 2 continuum, until a sudden change
occurs at a VIS intensity of around 4 TW/cm2 where all states disappear abruptly. At first
sight the systematic error in the intensity calibration of ∆IVISIVIS ≈ 0.5 might be a possible
explanation. This is true for the state 1s2p and sp2,3+ with relative high critical field
strength Ecrit. The higher states (n ≥ 4) by contrast have a very low critical field strength
and still resist the ionization by the laser.
The resistance to laser-induced ionization comes as a surprise. Experimental results from
Loh et al. [101] could not be explained without taking into account an additional ioniza-
tion channel. It is found that the 2s2p state is coupled to the 2p2 state by one VIS photon1.
In short, the additional channel necessary to explain the findings is identified as the tunnel
ionization of the 2p2 into the N = 2 continuum [138, 139]. The main difference between
the experiment presented by Loh et al. [101] and the one presented in this work is the
pulse duration of the used coupling pulse. In [101] a much longer coupling pulse with a
1The nature of this coupling goes beyond the scope of this section and will be discussed in detail in
section 4.3.5, see for example Fig 4.15 therein.
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Figure 4.2: Optical density of helium in the energy range between 58eV and 66eV. The vertical
axis shows the different intensities for the VIS pulse. The critical field strength EBSI for barrier-
suppression ionization (BSI) into the N = 2 continuum is indicated (red bars) and connected by
a cubic spline interpolation as a guide to the eye (white line). All states exist for intensities high
above the BSI limit. The states above 63eV disappear at a VIS intensity around 4 TW/cm2. A
detailed description of the features in this graph is given in the main text.
duration of 42fs FWHM was used. This longer pulse duration means a longer interaction
time and thus a more severe influence on the states in terms of their ionization and their
dipole response, as it will be explained in the next section. This might be the origin of the
different finding in the case of a longer coupling pulse.
The resistance against ionization of the highest states in our short VIS pulse is a benefit
as it allows to trace the profile of the states in the transition from the perturbative to the
strong-coupling regime. And indeed the line profiles change significantly with increasing
VIS intensity. Below, we will use the change in the line profile to extract state-resolved
phase information from this data.
In the structure around the 2s2p state the formation of an Autler–Townes doublet is visible,
which occurs due to the repulsion of the 2s2p state and the laser-dressed state "2p2−γVIS",
as also discussed in [101]. In the center part of the structure around the 2s2p state at
intensities above 3 TW/cm2 the laser dressed state "sp2,3+−2γVIS" emerges.
Also the absorption line shape for the higher excited sp2,n+ (n ≥ 4) states is altered with
increasing VIS intensity. In contrast to the Autler–Townes splitting of the 2s2p state, the
energy position for each state remains constant (which is important and will be discussed
in chapter 4.4). Instead, their asymmetry parameter q changes. For zero intensity the
profiles show a high optical density at their lower energetic edge and a lower OD at their
high-energetic edge, visible as light blue/dark blue shape for increasing photon energy
in Fig. 4.2. The profile of all states reverses in shape (now going dark blue/light blue
50 LASER CONTROL OF ABSORPTION
"1
s2
s+
γV
IS
"
1
0
2
21 22 23 24 25
fixed time delay: 5fs
Photon energy (eV)
...
V
IS
pe
ak
in
te
ns
ity
(T
W
/c
m
2 )
V
IS
pe
ak
el
ec
tr
ic
fie
ld
(1
0−
3
a.
u.
)
4
2
6
0.70
O
D
0.00
0.24
0.48
1s
2p
1s
3p
1s
4p
1s
5p
1s
6p
Figure 4.3: Optical density of helium in the energy region between 20.7eV and 24.55eV. The
vertical axis shows the different intensities for the VIS pulse. For the lowest intensity values the
lines are not altered. The energy position of the undisturbed states are marked on top on the graph.
The highest state which is distinguishable from its neighbor is 1s14p. In the main text a description
of the features visible in this graph is given.
for increasing photon energy) between VIS intensity 2.5 TW/cm2 and 3.5 TW/cm2 [128]. As
described above, Lorentzian absorption peaks appear for 2 TW/cm2 symmetric (Lorentzian)
and window resonances are produced shortly before the complete ionization takes place
(around 4 TW/cm2). The theoretical explanation of these changes will be subject of the next
chapter.
The intensity-dependent effects of the singly excited 1snp series are presented in Fig. 4.3
which shows 36 spectra starting from nearly zero VIS intensity to 2 TW/cm2. The labels
on top of the graph give the energy positions for the unperturbed 1snp states as listed in
Tab. 2.1, while the energy of the 1s2s state is taken from [71].
For the 1snp series, the states with highest energies start to ionize at a VIS intensity of
around 1.9 TW/cm2, which shows that these states are less resistant to high-intensity VIS
light than the doubly excited sp2,n+ series. Also, no abrupt disappearance of all states at
the same intensity is observed. The fact that the 1snp lines are visible at all also for zero
VIS intensity comes unexpected considering their natural line widths of 7.4µeV for the
1s2p down to 0.1µeV for the 1s8p, which are at least three orders of magnitude below the
resolution of the spectrometer resulting in a reduction of the absorption peak amplitude.
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The reason for a measurable absorption peak amplitude is a laser broadening by the long
lasting pedestal of the VIS pulse, as it is typical for compressed ultra-short Laser pulses.
A recent publication on in situ calibration of XUV spectrometers [126] showed, that it
is necessary to use the broadening by a near-visible laser pulse and its pedestal for the
observation of singly excited 1snp states of helium. They used the the VLS grating model
as it is done in the experiments presented here and reach almost the same resolution. They
observe the same structures as presented in Fig. 4.3 for zero VIS intensity.
In the following we will discuss the structure for non-zero VIS intensities. In the structure
around the 1s2p state for the energies higher than the position of the 1s2p state, the for-
mation of laser-dressed states is visible. For intensities above 0.5 TW/cm2 the laser-dressed
states repel each other, leading to a shift towards higher energies. These laser-dressed
states have also been observed in experiments by the group of Steve Leone [72,140]. They
find that the 1s3s state at 22.92eV and the 1s3d state at 23.07eV are both dressed by the
VIS laser pulse and form the light-induced states "1s3s−γVIS" and "1s3d−γVIS". Around
the same intensity as these laser-dressed states, the structure at 22.15eV appears. It is
identified as three laser-dressed states which lie close to each other. One is the dressed
state "1s2s+γVIS" , the second the dressed state "1s4s−γVIS" and the other the dressed
state "1s4d−γVIS". The fact that these laser-dressed states also occur for negative time
delays (VIS pulse first) in the time-delay scans for intensities above 0.5 TW/cm2 hints that
the copropagating VIS pulse from the HHG is not filtered out completely, thus leading
to a complex mixture of laser dressed states in the intensity scan. At the same intensity
as the state "1s2s+γVIS" becomes visible, the original Lorentzian profile of the 1s2p line
changes to an asymmetric Fano line shape.
The 1s3p state also shows a splitting, but meaningful interpretation fails due to the high
noise level in this energy range. When the ratio between measurement and reference II0
is considered for the calculation of OD shown in the figure (see chapter 3.4.1), the noise
level is high at that energy as I0 is almost zero. The reason for the low intensity of the
high harmonic spectrum in the energy range around 23eV is that the HHG process did
not produce a single attosecond pulse but a pulse train for these comparably small photon
energies between 20eV and 25eV. As a result the high harmonics are separated and
energy regions with almost no harmonic light lead to a high noise level and almost no
measurable signal of the resonances therein.
With increasing VIS intensity, the absorption line shapes for the higher excited 1snp (n ≥
4) states are altered, while their energy position stays constant (which will be discussed in
chapter 4.1.2). Instead, in analogy to the doubly excited states for n ≥ 4 their asymmetry
parameter q is altered by the laser. For zero intensity the profiles are pure Lorentzian.
Then above 1 TW/cm2 they are turned into asymmetric Fano-like profiles, with a low optical
density at their lower energetic edge and a high OD at their high-energetic edge, inverse
to the natural Fano line shape of the sp2,3+ states. A comprehensive explanation for this
behavior and an intuitively accessible picture of underlying physics will be given in the
section 4.2.1.
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Figure 4.4: Sequence of measured time–delay-dependent absorption spectra of the sp2,3+ state.
The profile starts with a Fano-like structure with a fitted q ≈ −2.5 =ˆ ϕ = 0.24pi, then turns into
a symmetric Lorentzian profile ϕ = 0.06pi at one quarter of the VIS laser period. A few hundred
attoseconds later it even reaches a positive q parameter of ≈ 0.8 corresponding to a phase ϕ=−0.6pi
before turning back into its initial shape.
4.1.2 Temporal Control
Taking a first look at the time–delay-dependent experimental data (see Fig. 4.4) already
shows a periodic alternation in the line profiles calling for a time-dependent Fano phase
approach. In the shown sequence of absorption spectra a striking change in the line pro-
files with a period corresponding to approximately half the optical cycle of the VIS pulse
(TVIS/2 ≈ 1.2fs) is clearly visible.
In Fig. 4.5 we show the acquired line shapes as a function of the time-delay between
XUV and VIS pulse and the XUV photon energy. The intensity was kept constant at
0.5 TW/cm2. As for the intensity-dependent graphs in the previous section the positions of
the unperturbed autoionizing sp2,n+ states are labeled on top of the graph.
For negative time delays the well-known Fano line shapes are measured. For the line
shapes of the sp2,n+ states with n ≥ 4 no time-delay dependence is visible. A fast oscil-
lation with time delay is present for the 2s2p and the sp2,3+ state between 0fs and 25fs.
The oscillation period is 1.2fs, corresponding to TVIS/2. Additionally the 2s2p line is split
up for time delays between −2fs and 30fs. It is connected to the Autler–Townes splitting
due to the coupling between the 2s2p and the "2p2−γVIS" (see chapters 2.3 and 3.4.2).
Another weak line is visible at a XUV photon energy of 62.8eV for time delays between
−10fs and 15fs. It is identified as the absorption line corresponding to the sp2,3− state.
The 2p2 state with an energy of 62.06eV is not visible, as it is not accessible from the
ground state due to symmetry reasons.
To further investigate the fast oscillation visible for the sp2,3+ state between 0fs and 25fs,
we now display in Fig. 4.6 the detailed view on area 1 (white rectangle) of Fig. 4.5. As
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Figure 4.5: Absorption (OD) in the energy range between 58eV and 66eV for different time
delays between XUV and VIS pulse. A fast oscillation of the sp2,3+ state is visible. Also the 2s2p
state shows a slight oscillation with the time delay. The position of the 2p2 state at 62.06eV is
marked, as it plays an important role in resonantly coupling the 2s2p and the sp2,3+ state. Area 1
(white solid rectangle) marks the region where lineouts are taken for further analysis.
we are interested in the line-shape modifications of the sp2,3+ state, we subtracted the
background absorption σ0(ω) for this detailed view to enhance the contrast. The black
trace in the center of Fig. 4.6 connects the maxima of each spectrum. Despite the fact,
that this maxima trace is oscillating with the period of half an optical cycle (=ˆ 1.2fs), the
energy position of the state is constant for the VIS peak intensity of 0.5 TW/cm2 and an
energy resolution of 20meV. In fact, the only parameter altering periodically with the
time delay in this graph is the line shape asymmetry. For example, the line shape for a
time delay of 7fs is symmetric, while the line shape for 7.5fs shows a strong asymmetry.
This time-dependent change of the line shape will be subject of chapter 4.3.5.
As already mentioned, the energy position of the sp2,3+ state in Fig. 4.6 is constant as a
function of time delay, while the line shape oscillates with a period of half an optical VIS
cycle. For a VIS peak intensity of 0.5 TW/cm2 a shift of the absorption maximum of the
sp2,n+ states with n ≥ 4 is below the energy resolution of 20meV. For higher VIS pulse
intensities a shift of the maximum of the sp2,n+ states with n ≥ 4 is resolved. Figure 4.7
shows the line shapes between 62eV and 66eV for different time delays between XUV
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Figure 4.6: Measured Fano resonance absorption spectrum near the He 1s2→ sp2,3+ transition for
varying time delay. The VIS intensity was set to 0.5×1012 W/cm2. Note that the OD in this plot is
given relative to the nonresonant background (which has been subtracted). The maxima of each of
the spectra are also highlighted by the black solid oscillatory trace. The oscillation of the maxima
is due to a line-shape change while the resonance energy remains constant.
and VIS pulse which was set to an intensity of 2 TW/cm2. The absorption maxima of the
sp2,n+ states with n ≥ 4 show a shift to higher energies. As a guide to the eye, the original
(unperturbed) energy position of maximum of the sp2,4+ state is indicated by the vertical
white dashed line. The period of the absorption maximum change is much lower and is
not connected to the optical cycle of the VIS pulse. For the time delay range between 0fs
and 25fs the maximum is shifted towards higher energies. This shift is below 100meV.
Panel b) compares lineouts of panel a) for different VIS pulse time delays in the energy
range of the sp2,4+ state and the sp2,5+ state. For negative time delays (the VIS pulse
arrives before the XUV) the unperturbed Fano line shape is measured (black solid line).
For a time delay of +5fs the line shape (blue solid line) features a symmetric Lorentzian,
as it was shown for the intensity scan (compare to Fig. 4.1 of the previous section). The
maxima of the curves are different, albeit the energy position of the state is not shifted by
the VIS laser pulse or its pedestal. If the time delay of the VIS pulse is 30fs, which is
larger than 30% of the lifetime τlife of the state ( τlife(sp2,3+) = 80fs), the line shape (red
solid line) features a Fano profile again.
These time-dependent effects displayed here, as well as the intensity-dependent effects
presented in the previous section are understood in our model based on Ugo Fano’s theory
[34] where he described the asymmetry in unperturbed doubly exited states. In our model,
Fano’s theory is generalized to also explain effects dependent on the time delay and the
intensity of a laser pulse following the excitation for both singly and doubly excited states.
The key to this extension of the original Fano theory is that the VIS pulse perturbs the
system right at the onset of the polarization decay.
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Figure 4.7: a) Line shapes in the energy range between 62eV and 66eV for different time delays
between XUV and VIS pulse. The intensity of the VIS pulse was set to 2 TW/cm2. A fast oscillation
with time delay is visible for the sp2,3+ state changing its line shape periodically. While the lines at
higher photon energy show no oscillation a slight shift of their maxima to higher energies is visible
for the time delay range from −5fs to 25fs. This shift is indicated for the sp2,4+ state by the white
dashed line starting at the maximum of the unperturbed sp2,4+ profile. The 3 horizontal black solid
lines ranging from 64eV to 65eV correspond to the lineouts shown in b). The lineout at −15fs
(black solid line)features the unperturbed Fano line shape. If the VIS pulse arrives shortly (+5fs)
after the XUV, the line shape (blue solid line) changes to a symmetric Lorentzian, in consistency
with the intensity scan (see Fig. 4.1). Note, that the maximum of the absorbance shifted despite
the fact, that the energy position remained constant. If the VIS pulse arrives later than 10% of
the lifetime of the state, in this case +30fs, the line shape (red solid line) yields an asymmetric
Fano-like profile, again.
4.2 General Fano Phase Formalism
Having presented the line-shapes changes as a function of VIS pulse intensity and time-
delay in the experimentally measured data, we now explain how to control absorption in
general. To this end, the necessary theoretical framework is presented and we derive an
analytical formula for the dipole-response function of a system excited by an infinitesi-
mally short (δ-like) XUV flash and a subsequent interaction with a short VIS laser pulse.
We elucidate the switching from a Fano line shape into a Lorentzian one and vice versa
by tuning the VIS laser intensity or the time delay between the XUV and the VIS pulse.
Moreover, we will describe how absorption is even transformed into emission.
4.2.1 Time Independent Fano-Phase Formalism
The spectral line profile is linked to the imaginary part of the spectral dipole response,
σ(ω) ∝=[d(ω)]. As shown in chapter 2.1.2, the origin of the asymmetric line shape of the
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Fano resonance is a shift in phase of the exponentially-decaying temporal dipole response
with respect to the Lorentzian dipole response.
To model a line shape, it is sufficient to take into account a single atomic bound–bound
and the corresponding continuum transition. In this approximation, the dipole response
of the instantaneous excitation of the system is semi-classically described by
d˜(t) ∝ ı
[
c ·δ(t) + Γ
2
e−
Γ
2 t(q+ 1)2eıωrteıϕ(q)
]
θ(t), (4.2)
where the δ-term represents the instantaneous response of the N = 1 continuum with
amplitude c and the second term describes the decaying discrete state of width Γ, os-
cillating with the resonance frequency ωr. Here, q is the asymmetry parameter as de-
fined in Equ. 2.8. The additional phase ϕ(q) results from the interaction between the
energetically degenerate bound–bound and bound–continuum transition. For the special
case of ϕ = c = 0, a Lorentzian dipole-response function is obtained. Otherwise, the line
shape deviates from a symmetric profile. We note that ϕ is expressed using the asymmetry
parameter q of the line shape (see Equ. 2.19).
In turn, this relation can be inverted allowing to map a phase shift into the Fano q param-
eter [2] via
q(ϕ) = ı
(
1 + exp(ıϕ)
1− exp(ıϕ)
)
= −cot (ϕ/2) . (4.3)
In other words, the shape of the resonance is determined by the phase ϕ. This implies
that if the phase of the dipole response is altered, the interference pattern of the excitation
pulse and the dipole emission is changed.
In the experiment, we induce a change of the phase ϕ by the VIS laser pulse temporally
after the XUV excited the helium atoms. This phase change is considered to happen
instantaneously on the time scale of the dipole response if the latter lives much longer
than the VIS pulse duration. We call this instantaneous phase change a "phase kick".
Such a "phase kick" changes the dipole response function and thereby the line profile as
illustrated in figure 4.8.
For the validity of the above description, it is necessary that the VIS pulse arrives im-
mediately after the XUV light has excited the dipole. Notably, the above description is
applicable to any system with a lifetime longer than the duration of the interaction.
4.2.2 Physical Origin of the Phase Shift
To understand how the VIS laser pulse may induce a phase shift, it is necessary to recall
the meaning of the phase of a quantum mechanical state. For a time-independent system
the wave-function |ψ(t)〉 of a state with energy in atomic units Er =ωr is in the Schrödinger
picture given by
|ψ(t)〉 = e−ıϕ(t)|ψEr〉, ϕ(t) = −ωrt. (4.4)
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Figure 4.8: a) A schematic illustration how an asymmetric Fano line profile with q = −2.54 cor-
responding to a phase ϕ = 0.24pi (grey dashed line) turns into a symmetric Lorentzian profile with
ϕ = 0 (black solid line), when the phase of the decaying dipole is altered by a "phase kick" of
−0.24pi induced by the VIS laser pulse [marked by the red arrow in b)]. Note, that the expo-
nentially decreasing envelope, due to the fact that the system radiates energy with a lifetime of
hundreds of femtoseconds, lives on a much longer timescale than the oscillation period of d˜(t)
which is less than 60as. To show both in one graph, the oscillation period is enlarged by three
orders of magnitude. Note also, that it is important that the "phase kick" happens right at the
beginning of the decay, within ≈ 1h of the lifetime.
where |ψEr〉 denotes an eigenstate of the Hamiltonian. We note that the unperturbed phase
is defined by the energy of the state. The Hamiltonian H , which determines the energy,
contains the electromagnetic (Coulomb) potential. Slightly changing this potential by
adding a weak external electromagnetic field alters the life time and the energy of the
state. This energy shift is known as a dynamical Stark shift or alternating current (AC)
Stark shift [68, 69]. The AC Stark shift in our system is induced by a laser pulse that is
short in comparison with the life time τl = 1/Γ of the state [62] and it adds an additional
contribution to the phase ϕ in Equ. 4.4.
Qualitatively, this is easily understood in a semiclassical picture2. To this end, we consider
a free electron in an infinitely long, coherent and monochromatic electromagnetic field
of field strength ELaser,0 and frequency ωLaser3.The electron is driven by the electric field
resulting in a quivering motion. The average energy ∆ω gained by this wiggling compared
to the field-free case is called ponderomotive energy UP. It is expressed via
∆ω = UP =
(v¯(t))2
2m
=
e2ELaser,02
4mωLaser2
(4.5)
where v¯(t) is the velocity average over one optical cycle, e is the elementary charge and
m the electron mass, respectively (which are actually both set to 1 in atomic units, see
appendix A). A similar energy shift is expected for a bound electron and must be added
to the Coulomb term in the Hamiltonian if an atom interacts with a monochromatic field.
The deeper the state lies within the Coulomb potential the less it is affected by the external
2The linear Stark shift can be explained classically, while the classical pictures of the quadratic and
dynamical Stark effects are only valid if the correspondence principle is applicable [141]
3We start with the monochromatic case, which, of course, is not applicable to the short VIS pulse, but
helps to understand the physical processes in a much simpler picture, before we consider the case of a short
pulse. Additionally, it does explain effects arising from the long-lasting VIS pulse pedestal.
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field. As a result, the actual energy change that is induced by the monochromatic field
differs from UP in Equ. 4.5. In turn, the higher the states lies in the Coulomb potential
(e.g. Rydberg states) the more appropriate becomes the approximation of the free electron
and the more the energy shift approaches UP. It is added to the phase evolution (see
Equ. 4.4)
ϕ(t) = − (ωr +∆ω) t. (4.6)
Inserting this in the time-dependent dipole response function for a two-level system (see
chapter 2.3) yields
d˜(0)(t) ∝ ı∣∣∣µge∣∣∣2 e−(Γlb/2)teı(ωr+∆ω)tθ(t) (4.7)
with the dipole expectation value µge between the ground state and the excited state. In
addition to the constant energy shift ∆ω, another consequence of the monochromatic laser
field is the reduced life time of the state resulting in the laser-broadened (lb) line width
Γlb. A Fourier transformation of d˜(0)(t) yields the expected Lorentzian absorption line
shape, which is the spectral dipole response of a discrete state (see Fig. 2.1 on page 6).
Note, that the Lorentzian absorption line is now centered around the energy ωr +∆ω.
Having understood the simplified picture of the monochromatic case, we now consider the
case of laser pulses. In the time domain, this leads to an explicitly time-dependent energy
shift ∆ω(t) in the phase evolution given in Equ. 4.6. However, the pulse duration ∆τLaser
of the VIS laser is much shorter than the lifetime of the state. Therefore, the laser-induced
effects on the state are summarized in a total phase shift
∆ϕ = −
∫
∆τLaser
∆ω(t′)dt′ (4.8)
with the integral running over the duration of the VIS laser pulse ∆τLaser (if the state is
populated during that time).
In the limit of δ–function-like pulses (both excitation and phase-shifting pulse) impinging
at time t = 0, the time-dependent-dipole response function reads
d˜(δ)(t) ∝ ı∣∣∣µge∣∣∣2 e−(Γ/2)teıωrte−ı∆ϕθ(t). (4.9)
At first sight, d˜(0)(t) and d˜(δ)(t) look similar, but they feature some important differences.
In Equ. 4.7 the decay width of the state Γlb is broadend by the laser and an AC-Stark shift
∆ω is added to the phase evolution. By contrast, the decay width and the energy of the
state in the case of a δ-pulse (Equ. 4.9) remain unchanged, while the phase is changed
by ∆ϕ. Remarkably, the dipole response due to a δ-like laser perturbation (see Equ. 4.9)
is similar to the time-dependent dipole response as derived by the Fano approach from
strong coupling between continuum states and discrete quantum states (see Equ. 4.2 and
the derivation in chapter 2.1.2). By comparing both expressions, we identify the phase
shift ∆ϕ induced by the laser pulse as the Fano phase ϕ(q).
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4.2.3 Calculation of the Line-Shape Changes
By calculating the phase shift ∆ϕ for a known laser pulse, we can predict the change of
the q parameter of the observed line shape, via the mapping presented in Equ. 4.3. We
perform this calculation for the highest-lying states of the doubly excited sp2,n+ series
of helium, i.e. for n ≥ 4. For these states, the inner electron is mainly located close to
the nucleus. The outer electron, however, is more likely to be found far away from the
nucleus. So we consider the p-electron as asymptotically free [3] and calculate the change
in energy by the Lorentz force from the time-dependent laser pulse ELaser with envelope
FL(t) in atomic units using the instantaneous ponderomotive potential U′P(t):
∆ω(t) = U′P(t) = 1/2(v¯(t))
2 (4.10)
where v¯(t) is the average of the instantaneous velocity v(t) during the period of one optical
cycle T , as we use the instantaneous ponderomotive potential U′P(t) for the laser pulse
envelope FL(t). The phase shift ∆ϕ is finally calculated using
∆ϕ = −
∫
∆τLaser
U′P(t
′)dt′ (4.11)
The total phase ϕ = ϕorig +∆ϕ is the sum of the laser-induced phase shift ∆ϕ and the orig-
inal phase4 ϕorig induced by the strong coupling between the continuum and the discrete
quantum state. Interestingly, the laser-induced phase shift ∆ϕ (see Equ. 4.11) is always
negative as the square of the time integrated VIS envelope will always be positive. There-
fore, the final q parameter will always be smaller than the original parameter qorig (see
Fig. 4.10), up to the branch point ϕ = 0, where the function jumps from −∞ to +∞.
In the next paragraph we show that the above theoretical description is in excellent agree-
ment with the experimental data if a pulse is used which is short compared to the decay
time of d˜(t).
4.3 Experimental application of the Fano Phase Formal-
ism in Helium
The theoretical behavior of a decaying dipole under the influence of a δ-like pulse has
been described in the previous paragraph. In the following, we apply the knowledge of
the developed Fano-phase formalism to quantify the derived phase shift by inserting the
laser-pulse characteristics of our laser system and calculating the expected optical density
of the helium target gas.
The line shapes observed for the unperturbed singly excited 1snp series in helium feature
a symmetric Lorentzian absorption profile (see chapter 2.5). For the case of the doubly-
excited sp2,n,+ series, an asymmetric optical-density profile is observed. As explained
4The original phase ϕorig is calculated from the original Fano line shape asymmetry parameter qorig
using ϕorig(qorig) = 2arg(qorig− ı) (see Equ. 2.19).
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above, each excited state |sp2,n+〉 of the doubly-excited resonance series interacts with the
N = 1 continuum |1sεp〉. This interaction induces a “temporal phase shift” to the natural
dipole moment. The q parameter resulting from this interaction can be determined using
(see Equ. 2.8)
q =
〈sp2,n+|Tˆ|1s2〉
piV∗E〈1sεp|Tˆ|1s2〉
(4.12)
with Tˆ denoting the perturbative coupling induced by the XUV light and VE the con-
figuration interaction term. The absorption cross section is given by (see Equ. 2.3 and
Equ.2.10)
σFano = σ0
(q+ )2
1 + 2
∝ = (d(ω)) (4.13)
with the reduced energy  = 2(ω−ωr)/Γ and the spectral-domain dipole response d(ω). In
the region around the sp2,n+ states series in helium, the absorption cross section is a sum
of two parts [28]:
σFano = σ0(ω) +σr(ω), (4.14)
where σ0(ω) is the non-resonant offset, arising from the continuum absorption. The sec-
ond part is the resonant absorption cross section σr(ω) due to the discrete bound two-
electron states. As we extract the resonant part from the experimental data by subtracting
the background absorption σ0(ω) (known from synchrotron data), we only consider the
resonance absorption cross section σr(ω) in the following.
For the theoretical calculation of the resonant absorption cross section we use the relation
given in [28]
σr(ω) =
∑
n
σ(n)r (ω) =
∑
n
µ2(n)
σ(n)Fano(ω)σ(n)0 (ω) −1
 (4.15)
where µ2(n) is the strength parameter of the remaining resonant part [2, 28] and is listed
in Tab. 2.1 in appendix C.2. The parametrization in Equation 4.15 is similar to the one
used by Ugo Fano [34]. The background absorption is assumed to be constant across each
resonance at the respective energies h¯ωr, i. e. σ
(n)
0 (ω) = σ
(n)
0 and the sum runs over all in-
volved discrete states. Using σ(n)Fano = σ
(n)
0
(q(n)+)2
1+2 (see Equ. 2.10) the resonant absorption
cross section reads:
σr(ω) =
∑
n
µ2(n)
 (q(n) + )21 + 2 −1
. (4.16)
Using this equation, we can now calculate the theoretical line shapes and compare them
to the experimentally measured ones.
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Figure 4.9: Transforming asymmetric Fano spectral absorption lines into symmetric Lorentzian
absorption peaks in doubly-excited He. a): Unperturbed absorption spectrum of the sp2,n+ series
in helium. The well-known Fano absorption profiles are observed in the transmitted spectrum of a
broad-band attosecond pulse in the absence of the VIS pulse. The blue solid line is a line out from
Fig.4.2 at zero VIS intensity, while the solid black line is calculated using the values from Tab. C.2.
b): The absorption spectrum of the sp2,n+ series when coupled by the VIS pulse immediately after
the excitation. The Fano absorption profiles are converted to Lorentzian profiles. The blue solid
line is a line out from Fig.4.2 at a VIS intensity of 2 TW/cm2. The 7fs VIS pulse follows the δ-like
excitation with a time delay of 5fs. The solid black line represents Lorentzians at the resonance
positions of the original Fano lines, calculated from Tab. C.2.
4.3.1 Comparison of the calculated and measured absorbance for the
sp2,n+ series
The calculated photo-absorption cross sections for the sp2,n+ series are based on the reso-
nance energy ωr, line width Γ and dipole-transition strength parameter µ2(n) for the doubly
excited states which are listed in Tab. C.2 in appendix C.2. As the experimentally ob-
served line width not only depends on the decay time, but also on the resolution of the
recording spectrometer, the calculated cross sections are convoluted with a normalized
Gaussian with a standard deviation of 20meV for XUV photon energies around 60eV
(see page 36 in chapter 3.2.4).
For the following discussion of the phase control of the dipole response it is important
that the q parameter in the amplitude factor (q2 + 1) in Equ. 4.2 remains constant with
q = qorig, as defined by the original resonance. As a direct consequence it is possible to
achieve a situation where OD < 0, which corresponds to a gain of transmitted light at the
resonance energy5, which is not allowed for a field-free Fano resonance where OD ≥ 0
for all photon energies.
Figure 4.9 compares the measured (solid blue line) and the theoretical OD (solid grey
line) for the doubly excited series. The spectrum in subplot a) shows the line profiles of
5More precisely: distributed around the resonance energy with a Lorentzian probability distribution.
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the doubly excited series from sp2,4+ to sp2,7+ without the VIS laser pulse. The Fano line
shapes are clearly visible. For the spectrum in Fig. 4.9 b) the VIS laser intensity was set
to 2 TW/cm2. The asymmetric Fano line shapes have been altered to symmetric Lorentzian
line shapes. The natural autoionization life time of the sp2,4+ (a few hundred femtosec-
onds, see table 2.1) is much larger than the VIS pulse duration. Therefore the "phase
kick" picture as described in section 4.2.1 is applicable. Using the q(ϕ)-mapping (see
Equ. 4.3) we can calculate the change of the line shape parameter due to the "phase kick".
As seen from Tab. 2.1 the states from sp2,4+ to sp2,7+ exhibit original (unperturbed) line
shape parameters qorig ranging from −2.55 to −2.58. This original line-shape parameters
translates into phases ϕorig ranging between0.240pi =ˆ (0.75)rad and 0.243pi =ˆ (0.76)rad
using ϕorig(qorig) = 2arg(qorig − ı) (see Equ. 2.19). For the photo-absorption cross sec-
tion of the sp2,n+ series the VIS laser pulse causes a phase shift ∆ϕ, which depends on
its intensity. We assume that the laser does not, after its interaction, significantly alter
neither the energy position of the absorption lines nor the population and the lifetime
of each state. We therefore use the same parameters as for the unperturbed case, listed
in Tab. C.2. In Fig. 4.9 b) the experimentally obtained OD for the doubly excited he-
lium states under the influence of the VIS laser pulse with a peak intensity of 2 TW/cm2
is compared to the theoretical OD calculated by the Fano phase formalism shown above
and convoluted with the spectrometer resolution. The laser-induced phase shift ∆ϕ is di-
rectly connected to the effective phase ϕ(q) which then relates to the Fano asymmetry
parameter. The phase shift ∆ϕ is calculated assuming a free electron in a 7fs (FWHM)
Gaussian laser pulse with central frequency ωLaser = 1.7eV (corresponding to a wave-
length of 730nm). For the measurement of the doubly excited states a peak electric field
strength of ELaser,Peak = 3.9 ·109 V/m corresponding to a peak intensity of 2 TW/cm2 has been
used. During the presence of the laser pulse the states experience a ponderomotive shift
resulting in a total phase shift ∆ϕ = (−0.35±0.18)pi =ˆ (−1.1±0.5)rad. This phase shift is
added to the original phase ϕorig. The resulting phase (−0.11±0.18)pi is close to zero thus
producing the Lorentzian absorption line, as shown in Fig. 4.9 b).
Driving a full 2pi phase circle
In the previous paragraph we have shown how to switch a Fano line shape to a Lorentzian
one (see Fig. 4.9) by the VIS intensity dependent phase shift ∆ϕ. As the VIS laser intensity
is continuously controlled by the iris aperture, so is the phase shift and we can smoothly
transform the line shapes into each other. The most interesting line profiles obtained in
this way for the doubly excited states of helium starting with the sp2,5+ state are shown in
Fig. 4.10.
Besides the natural Fano line shape for the case without coupling laser and the Lorentzian
line shape obtained for an VIS intensity of 2 TW/cm2, we now also observe the inversion of
the natural line shape at an intensity of 3 TW/cm2. Furthermore, a window resonance forms
at an intensity of 4 TW/cm2, as shown in Fig. 4.10, where the optical density is purely
negative for the sp2,n+ states. Note, that the continuum absorption is subtracted, thus the
overall absorbance is still positive. We will later show in section 4.3.3 how to turn this
into a gain situation in the absence of continuum absorption.
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Figure 4.11: Transforming symmetric Lorentzian peaks into asymmetric Fano-like spectral ab-
sorption profiles in singly-excited He. a): Unperturbed absorption spectrum of the 1snp series in
helium. Lorentzian line shapes are measured in the attosecond-pulse absorption spectrum in the
absence of the VIS laser pulse (blue solid line) and calculated using the values from Tab. C.3.
b): The measured absorption spectrum (blue solid line) of the states when a VIS pulse at an in-
tensity of 2.1 TW/cm2 follows immediately after the excitation. The initial Lorentzian absorption
profiles are transformed to Fano-like profiles. The 7fs VIS pulse follows the δ-like excitation
with a time delay of 5fs. The solid black line represents Fano profiles with expected laser-induced
q= 1.49 at the resonance positions of the original Lorentzian resonances, calculated from Tab. C.3.
4.3.2 Comparison of the calculated and measured absorbance for the
1snp series
To proof that the change of the line shape is really due to the AC Stark shift of the bound
state, we now consider the singly excited 1snp series in helium. These states have a
natural Lorentzian absorption profile as they decay fully radiatively with no interfering
continuum contribution [142]. To this end we expose the singly excited 1snp series in
helium to a VIS laser pulse of 4.0 · 109 V/m peak electric field strength (=ˆ 2.1 TW/cm2).
The subsequent phase shift should then result in an inverse transformation compared to
Fig. 4.9 turning the symmetric Lorentzian lines into Fano-like line shapes.
In the absence of the VIS laser field, the well-known absorption spectrum of helium in
the 1snp series just below its first ionization threshold at 24.6eV is measured as shown
in Fig. 4.11 a). When the VIS pulse peak intensity is set to 2.1 TW/cm2(=ˆ 4.0 · 109 V/m),
the symmetric Lorentzian line shapes are turned into asymmetric Fano line shapes, as
shown in Fig. 4.11 b). The ponderomotive shift during the presence of the laser pulse is
calculated to ∆ϕ = (−0.38± 0.19)pi =ˆ (−1.2± 0.6)rad. As the original phase is zero, the
resulting q parameter only depends on ∆ϕ and is calculated to +1.49± 0.6, which is in
agreement with the measured line shape in Fig. 4.11 b).
The line broadening in the measured data in Fig. 4.11 b) indicates a reduction of the
original lifetime of the states (which is in the nanosecond regime). This reduction occurs
due to single-photon ionization in the long-duration pedestals typically accompanying
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few-cycle laser pulses (see chapter 2.6.1).
For the calculation of the line profiles of the singly-excited helium series as known from
literature, the energy and dipole transition elements are used as listed in Tab. C.3 in Ap-
pend. C.3. The line widths have been adapted due to broadening by the single-photon
ionization in the VIS laser pedestal. For the detector resolution in the energy range from
20eV to 25eV, a Gaussian with a standard deviation of 5meV was used to convolve the
calculated profiles.
For the laser-manipulated profile shown in Fig. 4.11 b) the same energy positions and
dipole transition elements were used as for the unperturbed case. For all states under the
influence of the coupling VIS laser pulse q was set to +1.49.
Small additional line-shape modifications for the 1s6p line and lower-lying states are due
to the onset of near-resonant couplings to other bound states. Their description is currently
beyond the scope of the phase-shift model introduced in this section.
The ability to control the phase shift imprinted onto the discrete state by a short laser pulse
of controlled intensity as shown here has relevance for a complementary understanding
of other types of recently observed phase (or temporal) shifts in photoionization [143].
4.3.3 Transforming Absorption into Emission
In the previous sections we have shown how to change the absorption line shape from
a Lorentzian into a Fano profile and vice versa. We will now extend this control even
further by turning absorption into emission.
As we have seen in Fig. 4.10, it is possible to turn the line shapes into window reso-
nances. When no continuum absorption is present, as e.g. for the case of singly excited
helium, even a gain situation can be reached. In this case the necessary intensity is around
3 TW/cm2, as shown in Fig. 4.12, where the binned spectra of the XUV camera are shown
for two different VIS pulse intensities. Note, that this is an absolute measurement, in-
cluding the high harmonic light which passes through the helium target. If the VIS pulse
intensity is (almost) zero6, the Lorentzian absorption lines are visible as dips in the binned
spectrum (green dots connected by the green solid line). The increase in the overall in-
tensity towards the N = 1 ionization threshold is caused by the increase of the intensity
of the high harmonic light passing through the sample, as shown in the full camera chip
image in Fig.4.13. For the case of an VIS intensity of 3 TW/cm2, peaks appear at the energy
positions of the 1snp states (blue dots connected by the blue solid line), while the intensity
of the harmonic light between the energy positions of the states is lowered. The emission
peaks feature Lorentzian line shapes. This means that it is not only possible to change
6Almost zero means that the iris is closed that only a a minimal amount of co-propagating VIS light
passes the iris, thus ensuring a the line broadening of the 1snp profiles, so they can be resolved by the
spectrometer (see section 4.1.1). At such low intensities no Autler-Townes splitting is observed.
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Figure 4.12: Software binning of an acquired XUV spectrum. Shown are the integrals along the
vertical axes of the full chip camera pictures shown in Fig. 4.13 and Fig. 4.14. The camera pixels
(blue and green dots respectively) have been connected by a spline interpolation as an guide to
the eye. In the absence of the VIS pulse (blue dots) a pure Lorentzian absorption line is present.
An increase the the overall intensity towards the N = 1 ionization threshold is visible due to the
intensity increase of the generated harmonic light. If the VIS pulse is set to an intensity of 3 TW/cm2,
the previously absorbing lines turn into emission (green dots). The line profiles feature Lorentzian
shapes and are energetically located at the resonances of the 1snp series.
the line profile, but also to control the sign of the absorption by varying only the phase
ϕ. The mentioned gain is optically induced solely by modifying the phase of the dipole
response. We point out that no additional amplitude control or even population inversion
of the excited state was necessary.
To explain in more detail how this gain situation is achieved, we start from the singly
excited 1snp states. For these states the spectral dipole response is a Lorentzian absorption
line (with an unperturbed ϕorig = 0) in the absence of the VIS pulse. By introducing the
laser-controlled tunable phase ∆ϕ the time-dependent dipole response is described by (see
Equ. 4.9)
d˜(t) ∝ e−(Γ/2)t+ı(ω0t+∆ϕ) (4.17)
resulting in a photo-absorption cross section
σabs ∝ =(d(ω)) = =( −1 + 2 eı∆ϕ+ ı 11 + 2 eı∆ϕ
)
(4.18)
with the normalized frequency  = (ω−ωr)Γ/2 [2]. The absorption cross section σabs yields
negative values when ϕ departs from zero, corresponding to the absence of the VIS pulse.
This is because the negatively-valued (for  > 0) dispersive term −1+2 e
ı∆ϕ acquires an
imaginary part for ϕ , 0. The interpretation of this mixing of the dispersive and the
absorbing term as a function of ϕ will be discussed in the next section.
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Figure 4.13: Full-chip camera picture of an unperturbed absorption measurement. The x-axis is
calibrated in energy and the y-axis is calibrated in the spatial dimensions of the camera chip. The
intense part around 0.0mm height is the harmonic spectrum of the XUV pulse. The iris controlling
the VIS laser intensity was closed in a way that the time-delayed VIS pulses did not perturbed the
decay of the excited helium dipoles strongly. Nevertheless, a minimal amount of co-propagating
VIS light ensures a broadening the lines, so they can be resolved by the spectrometer (see section
4.1.1).
In the beginning of this section, to confirm the laser control and the transformation of
absorption into emission, we have shown a binned spectrum for the cases with and without
the VIS laser pulse. We will now show the corresponding full camera images, spatially
resolved across the vertical axis. In Fig. 4.13 the case without laser control is shown. The
structure around the vertical position of 0mm is the transmitted harmonic light, with the
Lorentzian absorption dips at the energy position of the 1snp states. We compare this
spectrum to a spectrum where the VIS laser pulse is present (see Fig. 4.14). Note, that
both figure have the same color scale. The presence of the laser field clearly enhances
the XUV light intensity at the resonance positions of the singly-excited states of helium7
which are, in the absence of the laser field, absorbing. The intensity of the transmitted
harmonic spectrum around the vertical position of 0mm in Fig. 4.14 decreased compared
to to one in Fig. 4.13.
7In addition, the bright emission structures appearing at the resonance position of the 1snp series, are
spatially separated from the previously absorbing line profiles. This behavior is explained by a spatial
gradient of the VIS pulse, as it can be produced by tilting the outer mirror (see section 3.2.2 and Fig. 3.6
therein).
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Figure 4.14: Full-chip camera picture. The x-axis is calibrated in energy and the y-axis is cali-
brated in the spatial dimensions of the camera chip. Similar to Fig. 4.13 the part around 0.0mm
height is the harmonic spectrum of the XUV pulse. The intensity of the VIS laser was set to
4.5 TW/cm2. Clearly visible is the XUV light between 1mm and 2mm. The energy position of the
emission lines corresponds to the energy position of the absorption lines recorded for the case of
no VIS pulse (see Fig.4.13).
4.3.4 Physical Significance of the Phase ϕ
The phase ∆ϕ imprinted at the onset of the decay of an exited isolated state not embedded
in any continuum states, directly results in a Fano-like absorption profile with asymmetry
parameter q(∆ϕ) as given by Equ. 4.3. The offset due to the background absorption in
the spectral domain, which is given by the δ function in the time domain caused by the
non-resonant continuum absorption, is then of course absent. Within the framework of
the Fano phase formalism, the laser-induced phase shift ∆ϕ can thus be interpreted as an
angle which determines the mixing between dispersion [<d(ω)] and absorption [=d(ω)].
It is controlled by the VIS laser pulse. As a consequence, shifting the dipole response
function by a phase ϕ = pi, absorption is transformed into gain (as shown in Fig. 4.10
and also discussed in chapter 4.1.1) and positive dispersion is transformed into negative
dispersion.
Using the formalism described above also other effects such as electromagnetically–
induced transparency (EIT) [129, 130], lasing without inversion [144], slow and fast
light [131], and other related effects, can be interpreted from a time-domain point of
view, opening a different perspective.
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Beyond the Short-Pulse Limit
Note, that up to now we only discussed the singly excited 1snp states and the sp2,n+ states
for n ≥ 4. If the life time of a state is comparable to the pulse duration, neither of the
two equations 4.7 and 4.9 applies. The dipole response can be calculated numerically
(see [3, 145]). In this intermediate regime, Rabi cycling (see section 2.3) and ionization
must be taken into account.
The 2s2p state has a lifetime of a few tens of femtoseconds, thus the condition of a kick-
like phase change by the VIS pulse is not fulfilled and the analytic Fano-phase formalism
fails to describe the line shape changes. The sp2,3+ state exhibits a complicated mixture of
the discussed non-resonant (ponderomotive) and resonant coupling via the 2p2 to the 2s2p
state [3]. The resulting sub-cycle time-delay-dependent shifts of the 1s3p resonance have
recently been observed in transient-absorption measurements [134]. This time-dependent
dipole phase shifts and amplitude modulations are beyond the applicability of the simple
Fano phase formalism, which focuses on a global change of the dipole phase ϕ at a con-
stant time delay directly after excitation and relates it to the transformation of the Fano q
parameter.
Beyond the constant time delay
Nevertheless in the limit of a kick-like VIS pulse after the excitation an analytic descrip-
tion can be found to explain the time dependent case. The derivation of this formula and
its application will be presented in the next section.
4.3.5 Time Dependent Fano Phase Formalism
In the previous section the Fano-phase formalism was introduced, mapping the Fano
asymmetry parameter q to a phase ϕ of the time-dependent dipole response function.
This formalism was developed for a δ-like excitation and a subsequent "phase kick" by
a VIS laser pulse right after the excitation. It is confirmed experimentally as the "phase
kick" transforms the Fano absorption lines of the sp2,n+ (n ≥ 4) states in helium into
Lorentzian lines. In a semiclassical picture the source for the phase change is the gain of
ponderomotive energy by the electron. Alternatively, the phase change is understandable
as a dressing of the bound sp2,n+ states by the VIS laser. As the sp2,n+ (n ≥ 4) states are
less than one VIS photon energy away from the N = 2 continuum, the laser-dressed states
are embedded in this continuum. Note, that besides the dressing, which is adiabatically
switched on and off, the VIS laser pulse has no effect on the system, in particular no
population transfer takes place. Therefore, the Fano phase formalism presented in chap-
ter 4.1 is formulated time independently. In contrast to the non-resonant, ponderomotive
coupling presented in the previous sections, resonant coupling of two states transfers pop-
ulation and, thus, leads to transient effects (e.g. coherent superposition [146, 147], wave
packets [47, 104, 148], etc.).
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Figure 4.15: Doubly-excited states of helium and the embedded 3-level laser-coupled system. The
XUV pulse coherently excites the dipole-allowed 2s2p and sp2,3+ states (straight arrows), while the
energetically intermediate 2p2 state cannot be accessed from the ground state 1s2. Both the 2s2p
and sp2,3+ states are resonantly coupled by two photons of a VIS pulse, via the 2p
2 state. The VIS
laser (photon energy h¯ωL ≈ 1.7eV) resonantly couples the lowest-lying dipole-allowed excited
states sp2,3+ = |1〉 and |2s2p〉 = |3〉 in a two-photon transition via the energetically intermediate
2p2 = |2〉 state, after their initial XUV excitation from the 1s2 = |0〉 ground state.
Resonant light–matter interactions have been intensively studied using long, monochro-
matic laser fields [130,149,150]. In the case of monochromatic light, i.e. electromagnetic
fields that are δ-function-like in the spectral domain, it is hard to extract time-dependent
information from the system under investigation. With the recent advent of attosecond
pulse generation techniques the possibility to observe electronic behavior in the time do-
main has become feasible, triggering many theoretical predictions [43, 137, 151, 152].
Also, in the experiments presented in this work, we have used extremely short pulses
with a large spectral bandwidth described as δ-like in the time domain, allowing for high
temporal resolution. In consequence the experimentally obtained results call for a tempo-
ral interpretation. Especially, the resonant coupling and its consequences for the dipole
response function must now be described in the time domain. The deeper understanding
of the phase relations between the exciting field and the induced dipole response as well
as the time dependent population transfer is of great interest to the field of atomic and
molecular physics. Additionally, in this section the question will be addressed how the
current technical inability to directly measure the amplitude and the phase of the XUV
light field can be overcome. This section is based on our already published work [1] and
will adhere closely to the publication.
In this section we investigate the temporal structure of the transition between the ground
state and the sp2,3+ state of helium. Using the VIS laser pulse subsequently following
the excitation of the doubly excited sp2,n+ states, we resonantly couple the sp2,3+ and the
2s2p state. To illustrate the coupling between these states, Fig. 4.15 shows a zoom into the
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energy region between 58eV and 66eV of the helium level scheme presented in Fig. 2.8.
If considering solely the 2s2p and sp2,3+ states with an energy spacing ∆ω1,3 = 3.51eV,
the coupling would need an intense laser beam to achieve the two-photon absorption, as a
direct transition is dipole forbidden. It is a fortunate coincidence that the even-parity state
2p2 at 62.06eV couples resonantly to both states within the bandwidth of our laser pulse.
Consequently, the coupling between the sp2,3+ state, which is called |1〉 from now on, and
the 2s2p state–which we will call |3〉–is resonantly enhanced by the 2p2 state. The 2p2
state–which is called |2〉 in the following–is not accessible via dipole excitation from the
ground state 1s2 (|0〉) due to dipole selection rules.
We are now focusing on the time-dependent dipole response d˜10(t) originating from the
superposition of states |1〉 and |0〉. Not only phase modifications of d˜10(t), as discussed
in the previous sections. but also amplitude modifications of d˜10(t) give rise to changes
in the spectroscopic line shape. This effect is illustrated in Fig. 4.16, showing the time-
dependent atomic dipole moment d˜(t) after δ-like XUV excitation at time t = 0. As previ-
ously mentioned, the duration of the VIS laser pulse is 7fs while one cycle of the dipole
oscillation is around 60as. Therefore, the oscillation period of d˜(t) in Fig. 4.16 is enlarged
by approximately three orders of magnitude. The exponentially decreasing envelope, due
to the fact that the system autoionizes and therefore decays with a lifetime of ≈ 80fs, is to
scale with the depicted VIS pulse duration.
The observed spectral response, or correspondingly the absorption (OD) [see inset of
Fig. 4.16], depends not only on the intensity but also on the time delay of the VIS pulse,
which resonantly couples the autoionizing states |1〉 and |3〉. The time delay between the
XUV and the VIS pulse is varied within 10fs, corresponding to 10% of the lifetime of
state |1〉. The general assumption that the perturbation by the VIS pulse is considered to
be instantaneous is therefore still fulfilled.
In chapter 2 we introduced an effective two-level system, which we will now use to un-
derstand the few-level coupling in detail for the case of a short laser pulse. Afterwards
we extend this model to a multilevel Ξ system. We consider a general two-level model
system consisting of two excited states |1〉 and |2〉. Their energy spacing in atomic units
is denoted by ∆ω12 ≈ ωL. As they shall be coupled by a single photon transition, we
choose the states to have opposite parity. Due to dipole selection rules, only |1〉 is initially
populated at t = 0 (by the XUV pulse) while |2〉 remains empty. After the excitation, the
wavefunction Ψ(t) of the system is expressed as the sum of the two populated states:
Ψ(t = 0) ∝ a0|0〉− ıa1|1〉. (4.19)
The coefficient of the ground state a0 ≈ 1 for all times, assuming a weak excitation (as it is
the case for the XUV pulse in our experiment). The complex expansion coefficient a1 can
be parametrized as A1eıϕ1 . The sp2,3+ =ˆ |1〉 state is embedded in the N = 1 continuum, thus
exhibiting a phase shift of ϕ= 0.24pi (see section 4.3.1). Due to this phase shift the spectral
dipole response of the sp2,3+ state features a Fano line shape. We now associate the phase
ϕ1 of the coefficient with the phase ϕ = 0.24pi. Consequently, by using the mapping
qi = −cot (ϕi/2) given in Equ. 4.3 the asymmetry parameter q1 assumes its literature value
of −2.58. To describe the interaction with the VIS pulse, near-resonantly coupling the
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Figure 4.16: The time-dependent atomic dipole moment d˜(t), after δ-like XUV excitation at time
t = 0. The VIS laser pulse (red shading) duration is scaled to the time of the decay of the dipole
moment. The oscillation period of the dipole moment is enlarged by three orders of magnitude.
The observed spectral response [optical density (OD)], see inset, depends on the intensity and time
delay of a VIS pulse, which resonantly couples the autoionizing states |1〉 and |3〉. The time delay
τi is much smaller than the lifetime of the state τlife. Therefore, the interaction with the VIS pulse
can still be considered as instantaneous on the time scale of the decay.
states |1〉 =ˆ sp2,3+ and |2〉 =ˆ 2p2, we use second-order perturbation theory (see chapter 2.2
and Append. B.5). The dipole transition from 2p2 state to the ground state is forbidden
because of their parity. The lifetime of the 2p2 state is around 100ps [153, 154] and
therewith much larger than the lifetime of the sp2,3+ state. The life time of the sp2,3+
state, by contrast, is 80fs [155]. Nevertheless, as the VIS pulse is significantly shorter
than the life time of both states, we approximate it by an infinitesimally short interaction,
a δ-like pulse. After the coupling of the two states the coefficient a1 of |1〉 is changed to
a′1 = a1 +aself . (4.20)
The second term
aself = Aself · eı(ϕ1+pi) ∝ −a1 ·E2VIS ·
∣∣∣µ12∣∣∣2 (4.21)
describes the two-photon laser coupling to state |2〉 and back to |1〉, and depends on the
square of the coupling electric field strength EVIS and the squared absolute value of the
dipole-transition matrix element µ12 between the states |1〉 and |2〉. As the coefficient aself
refers to a two-photon process in perturbation theory, it is much smaller than the coeffi-
cient a1. Note that aself is pi out of phase with the original excitation a1, corresponding to
a small loss of population from state |1〉 to |2〉.
Having the formulas for the two-level coupling at hand, we extend the theory to three
levels. Therefore we include the third |3〉, located energetically below |2〉 with an energy
spacing of ∆ω23 ≈ ∆ω12 ≈ ωL (see Fig. 4.15). The VIS laser pulse couples |3〉 to |1〉 by a
two-photon transition via |2〉. The excitation at time t = 0 coherently excites states |1〉 and
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Figure 4.17: Graphical representation of the complex amplitude of an excited state =ˆ |1〉, res-
onantly coupled by δ-like pulsed laser interaction to two other levels: a (dark) initially non-
populated intermediate state =ˆ |2〉, and a coherently excited (bright) state =ˆ |3〉. In second-order
perturbation theory, the amplitude contribution for transition in and out of the dark state Aself is
phase shifted by pi with respect to the original excitation amplitude A1, resulting in an amplitude
reduction due to population transfer. The contribution of the coherently-excited bright state Ainter
describes a circle in the complex plane as a function of time delay due to the energy difference
between the states and their corresponding field-free time-dependent phase evolution.
|3〉. Again, using second-order perturbation theory we find that the expansion coefficient
of |1〉 after the VIS interaction picks up a third term arising from the inter-state coupling,
complementing Equ. (4.20) to
a′′ = a1 +aself +ainter(τ). (4.22)
The third contribution
ainter(τ) = Ainter · eı(ϕ3+pi+∆ω13τ)
∝ a3 ·E2VIS ·µ32µ21 · eı∆ω13τ (4.23)
depends on the time delay τ between the XUV excitation and the VIS coupling pulse.
The reason for this time-delay dependence is that both coherently excited states |1〉 and
|3〉 evolve in time with a relative phase, because of their different energies. Consequently,
state |3〉, which is coherently excited with the initial coefficient a3 by the same XUV pulse
as |1〉, has the relative phase ∆ω13τ compared to state |1〉.
We now use a′′ as the coefficient for state |1〉 in the wavefunction of this effective 3-level
system and calculate the dipole response for the natural decay from the excited state |1〉 to
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the ground state d˜10(t). The time-dependent dipole response d˜10(t) lies in the XUV energy
regime and is after the VIS interaction given by
d˜10(t) = 〈Ψ(t)|r|Ψ(t)〉 ∝ Amodeıϕmod · e− Γ2 t+ı∆ω01t + c.c. (4.24)
with the natural decay rate Γ = 1/τlife for t > 0 and c.c. denoting the complex conjugate
of the first term. The complex prefactor Amodeıϕmod is proportional to the expansion co-
efficient a′′, using Eqs. (4.21 and 4.23). As we recall from section 3.4.1, the Fourier
transform of d˜10(t), given by d10(ω), is proportional to the background-corrected Fano
absorption cross section.
σFano(ω)−1 ∝ =[d10(ω)] ∝ =
[
Amodeıϕmod
ı− (ω)
1 + 2(ω)
]
(4.25)
with the reduced energy  = 2(ω−∆ω01)/Γ. Due to the linearity of the Fourier transformation,
the three contributions to the quantum-state coefficient a′′ also contribute additively in the
complex factor
Amod(τ)eıϕmod(τ) = A1eıϕ1 +Aselfeı(ϕ1+pi)
+Aintereı(ϕ3+pi+∆ω13τ), (4.26)
which governs the line shape of the measured absorption spectrum (see Equ. 4.25). Since
Amod(τ) depends explicitely on the time delay τ between the XUV and the VIS pulse, the
absorption spectrum σ(ω) also varies as a function of τ.
The individual contributions and the total sum to the complex dipole response are repre-
sented graphically by a phasor addition in the complex plane (see Fig. 4.17). While the
first two contributions in Equ. 4.26 are pi out of phase relative to each other and indepen-
dent of τ, the third contribution is fixed in amplitude Ainter but varies in phase ϕinter(τ).
This causes the phasor sum to circle around a fixed center point in the complex plane as
the time delay is varied.
4.4 Application of the Generalized Fano Phase Formal-
ism
In the last section we developed a model to describe the time-delay dependent changes in
the Fano line shape by interaction with the VIS pulse. This model allows to extract dy-
namical modifications of the amplitude and phase of the near-resonantly coupled doubly-
excited states in helium. We therefore apply the model to measured absorption spectra
across the sp2,3+ state in helium for different time delays and intensities of the VIS cou-
pling pulse.
For high VIS peak intensities, it has been found [135] that additional effects change the
line profiles and their respective energy position (e.g. AC Stark shifts). Also the line width
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Figure 4.18: a) Measured (dots) Fano resonance absorption spectrum [optical density (OD)] near
the He 1s2 → sp2,3+ transition. The resonant line shape changes with time delay τ from 8.6fs to
9.8fs of the VIS pulse following the XUV excitation. The VIS intensity was set to 0.5×1012 W/cm2.
Analytical formula [Eqs. (4.25-4.26)] (solid lines) for a fixed resonance-energy position. b) Mea-
sured absorption spectra for varying time delay. c) Analytically calculated absorption spectra
[Eqs. (4.25-4.26)] after convolution with the spectrometer resolution (20meV). The maxima of
each of the spectra are also highlighted by the black solid oscillatory trace. The oscillation of the
maxima is due to a line-shape change while the resonance energy remains constant.
of the states can be affected, as the intensity of the long-lasting pedestal also increases.
To rule out these additional effects we go to intensities below 1.4 TW/cm2. As the laser-
induced phase depends on the peak intensity, also the maximal value for the phase shift
∆ϕ is reduced. Still it is possible to trace the half laser cycle periodicity of the line shape
changes, as presented in Fig. 4.18 a) and b) (dots represent the measured data), which
show a zoom near the sp2,3+ state of a set of time–delay-dependent absorption spectra.
Fig. 4.18 b) shows the absorption spectrum over a time-delay range of 4 fs. It is the same
data set as Fig. 4.6, where the VIS intensity was set to 0.5×1012 W/cm2. This spectrum is
modified with a period corresponding to approximately half the optical cycle of the VIS
pulse. Interestingly, a small shift of as a function of τ is observed, as indicated by the
black solid oscillating trace connecting the maxima of each spectrum. The shift of the
absorption maximum is due to the modifications of the line-shape asymmetry, as the line
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outs in Fig. 4.18 a) show. This is explained by a "phase kick" of the dipole response by
the VIS laser pulse, as discussed in the time-dependent Fano phase mechanism presented
in the previous chapter. As a result of the "phase kick", the spectral position of the ab-
sorption maximum varies as the line shape changes from an asymmetric, Fano-like profile
to a more symmetric, close-to-Lorentzian profile, while the resonance energy and width
remain constant. From an entirely different perspective, the experimental results and their
interpretation are also of general importance for the budding field of attosecond transient
absorption spectroscopy [109,156–158]. In the absence of line-shape information at high
spectral resolution, such a shift could be confused with a time-dependent energy-level
shift, creating an important caveat for transient-absorption spectroscopy.
In the next step we use the understanding of the time-dependent Fano phase mechanism
and the resonant coupling therein to extract the time-dependent relative phases. If we
insert the experimental parameters (e.g. VIS pulse intensity, time-delay, etc.) and the
literature values for the 2s2p, the 2p2 and the sp2,3+ state (i.e. energy position, qorig, Γ) in
the model described in the previous section, we obtain the spectra presented in Fig. 4.18
c).
Both, the experimental data set in Fig. 4.18 b) and the theoretical data set in Fig. 4.18 c)
show the same overall behavior. The maxima shift with the same frequency. Nevertheless
in the theoretical data, the slope for the shift from high energies to low energies is smaller
than for the opposite direction. In the experimental data, despite the lower resolution, we
can state, that this behavior is not observed. To check the agreement between the theo-
retical predicted and measured line shapes, the line outs, corresponding to the measured
data (dots), are additionally plotted in Fig. 4.18 a) as solid lines. For certain time-delays,
both curves do not agree very well, while for others the agreement is almost perfect.
As the model, fed by the experimental parameters and literature values, can not explain
the differences between the theoretical to the experimental line shapes present for some
time-delays [see 4.18 a)], we now take a second approach to determine the experimentally
measured time-delay dependent amplitude and phase changes. Therefore, a sequence of
absorption line shapes to the state sp2,3+=|1〉 is fitted using the background–absorption-
free Fano cross section in phase representation (see Equ. 4.25)
σFano(ω) ∝ =
[
Amodeıϕmod
ı− (ω)
1 + 2(ω)
]
(4.27)
For this fit, the amplitude Amod and phase ϕmod were left as free parameters (see Fig. 4.17),
while µ12, µ23, µ13, Γi, ωi (i ∈ [1,2,3]) were fixed to tabulated values [159]. We, thus,
assign an amplitude and a phase value to each given time delay and laser intensity.
In Fig. 4.19 Amodeıϕmod is plotted in the complex plane for half a VIS laser cycle. Half a
VIS cycle is scanned by seven time-delay steps, the eighth step is then the same as step
one. To prove that this is the case for the fit, eight complex coefficients, subsequent in
time-delay are plotted for every intensity. The direction of rotation for the complex Ainter
is indicated by the grey solid arrow, spanning over the first three complex coefficients
(sorted by time-delay). Interestingly, we observe an elliptical shape of the curve rather
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Figure 4.19: Spectral dipole amplitudes and phases as a function of the VIS intensity and time
delay. Each subplot represents a complex plane in which the time-delay evolution of the dipole
moment is shown. The dots show the experimental data, the solid lines are ellipsoidal fits. One
half cycle of the VIS pulse corresponds to 7 data points. The eighth data point is plotted to show
that the ellipse starts again after one VIS half-cycle. The first data point of each plot is highlighted
in blue, the order of the subsequent time-delay dependent complex values is indicated by the
grey arrow (clockwise for increasing time delay). The time delay τ ranges from 9.8fs to 11.0fs.
By extracting the circle radius and center as a function of VIS intensity, the different resonant
coupling pathways can be separated [as shown in Fig. 4.20a) and b)]. With increasing intensity
and correspondingly larger radius approaching the size of the initial amplitude, the circles become
more and more elliptical.
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Figure 4.20: a) Length of the semi-major and semi-minor axis of each ellipse (blue curves and
left vertical axis), the corresponding mean value (black curve and left vertical axis) and the phase
of the point (red curve and right vertical axis) at fixed time delay 10.6fs , relative to the center
point, for each measured VIS intensity. b) The absolute value of the complex-valued center point
of each ellipse (blue curve and left vertical axis) and the corresponding phase (red curve and right
vertical axis) for each measured VIS intensity. The center point of the ellipse changes its position
due to population transfer with increasing VIS intensity. The phase of the center point remains
approximately constant for all VIS intensities.
than the circle that was intuitively expected from our model. The elliptical shapes change
with increasing VIS pulse intensity IVIS. To quantify this change we fit the ellipses us-
ing a fit algorithm adapted from the one developed by Gabriel Taubin [160]8. With this
algorithm it is possible to fit an ellipse using 6 sampling points. After finding the ellipse
with the least mean square error we extract the center point, the length of the ellipses
semi-major axis lmaj and the length of its semi-minor axis lmin.
Comparing the fitted ellipses in Fig. 4.19, we observe, that the eccentricity
cecc =
√
l2maj− l2min
lmaj
∈ [0,1) (4.28)
approaches the limit of 1 for increasing intensities, while a circle exhibits an eccentricity
cecc = 0.
In addition to the fact that the eccentricity increases as a function of the VIS intensity,
the center point of the ellipse moves closer to the origin [see Fig. 4.20 a)] as expected
from population transfer expressed by the contribution aself . We can interpret the el-
liptical shape as the superposition of two counter-rotating contributions to the complex
coefficient in the observed state |1〉. A second laser-coupled state energetically above |1〉,
coherently excited by the XUV pulse, would add this counter-rotating contribution by the
same reasoning as given above for the lower-lying |3〉 state. In fact, the N = 2 continuum
in helium (see Fig. 4.15) can contribute by a two-photon transition into state |1〉, providing
such a counter-rotating term.
From the second-order perturbative two-photon inter-state population transfer (as dis-
cussed for the circle above, see Fig. 4.17 and Equ. 4.23) an increase of the ellipse half-
8This algorithm is among the most accurate non-iterative ellipse fit algorithms, only surpassed by a
recently published algorithm [161], which requires more sampling points.
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axis size is expected with increasing VIS intensity. This tendency is confirmed for the
measured ellipse (semi-major and semi-minor) axes [Fig. 4.20b)].
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Chapter 5
Conclusion
In this work, we investigate the behavior of the coupling dynamics of autoionizing states
by perturbed polarization decay and therefore combine a few milli-electronvolt spectral
resolution and an attosecond temporal resolution. We laser-control the absorption of the
states on a sub–laser-cycle timescale and, by phase-resolved interferometry, retrieve the
involved different few-photon quantum pathways using laser pulses at controlled time de-
lay and intensity. We developed a Fano-phase mechanism describing the correspondence
between the dipole-response phase ϕ and the line-shape asymmetry q and introduced
the concept of a "phase kick", an abrupt change in the dipole emission phase induced
by the short-pulsed laser via non-resonant ponderomotive coupling on the onset of the
dipole’s decay. Moreover, we generalized the model of the Fano-phase mechanism to the
measurement of time-dependent phases and amplitudes induced by short-pulsed resonant
laser coupling.
For the Fano-phase approach we interpret the absorption line shapes of spectroscopic
measurements in the time-domain picture as the interference between the transmitted
(XUV) light and the light emitted by the decay of the induced polarization. Thus, the
relative phase information is also encoded in spectral line shapes. For this temporal inter-
pretation, we derived the mapping between the q parameter and the relative phase between
the two interfering light fields to
ϕ(q) = 2arg(q− ı)⇔ q(ϕ) = −cot (ϕ/2) . (5.1)
We highlighted the important implication of this mapping (Equ. 5.1) that any phenomenon
shifting the dipole response of a system out of phase with an initial excitation can be used
to modify the q parameter.
To experimentally prove the concept we use XUV light passing through a helium gas
target to populate the singly excited 1snp states (with bound–bound transitions only) and
the doubly excited sp2,n+ states embedded in the N = 1 continuum (with both bound–
bound and bound–continuum transitions) and control their absorption profiles by a subse-
quent short-pulsed VIS laser. By setting a fixed time-delay and controlling the intensity,
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∆ϕ
q
Figure 5.1: Illustration of the laser-induced
"phase kick" ∆ϕ and the mapping on q as well
as the experimental proof by the corresponding
measured line shapes. Full picture on page 63.
we show how an asymmetric Fano line
shape is turned into a symmetric Lorentz-
ian one and vice versa (Fig. 5.1). We show
that it is even possible to turn an original
absorption of light into an emission line.
Identifying the intensity-dependent non-
resonant ponderomotive shift by the VIS
laser pulse as a source for a change in the
phase ϕ, we experimentally confirmed the
Fano-phase approach.
In addition, we expanded the Fano-
phase formalism to the resonant cou-
pling of two states. This model was confirmed for the example of doubly-
excited states in helium resonantly coupled by a two VIS-photon transition.
In this measurement, we turned an asymmetric Fano line shape into a symmetric Lorentz-
ian one within a quarter of the VIS period (≈500 attoseconds). Population can be trans-
ferred for the resonant-coupling case, depending on the time delay between the exciting
XUV and the VIS pulse altering the spectral amplitude and phase of the light compared
to the light from the unperturbed decay. Using the generalized model of the Fano-phase
formalism, we extracted the amplitude modifications Amod and phase modifications ϕmod
by the VIS laser and thereby achieved the separation of different few-photon quantum
pathways (Fig. 5.2) that are involved in the coupling dynamics of the autoionizing states.
=[ d 1
0(
ω
)]
< [d10(ω)]
τ2 τ3
τ5
τ1
Ainter(τ)
Aself
A1
ϕ1
ϕmod(τ)
Amod(τ)
Figure 5.2: Illustration of the sep-
aration of different pathways. Full
picture on page 73.
Higher-precision measurements and the analysis of the
exact variation of the different phase contributions with
laser control will help to better understand the laser cou-
pling of autoionizing states to other bound or continuum
states. Resonant electronic processes have recently been
considered in a theoretical treatment [151]. The authors
considered a single XUV pulse coherently exciting the
sp2,n+ series in helium. They found the autoionized elec-
trons appearing periodically in the continuum as bursts
separated by ≈ 1.2fs. The energy level spacing between
the states 2s2p and sp2,3+ ∆ω1,3 = 3.51eV corresponds
to ≈ 1.2fs. In that publication the authors propose the
possibility to observe this beating in time by measuring
the yield of excited (N = 2) ions with a time-delayed
VIS pulse similar to the one used in our absorption measurement. In a future upgrade, the
setup used in this work could be adapted to also measure ions and electrons and show this
control over the suppression of autoionization.
The understanding of the connection between the line-shape asymmetry and the phase
of dipole response (Equ. 5.1) can be applied to laser coupling of states, but can also
be used to quantify interactions of any nature. This leads to a deeper understanding
of light-matter interaction, especially when the coupling mechanisms are more complex
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than just a ponderomotive coupling which is considered here to introduce the principle.
There is no reason why the mechanism should not be applicable to molecules, or exci-
tons in condensed phase or mesoscopic materials. This understanding yields answers to
the question to what extent absorption could be controlled, in particular regarding effects
such as electromagnetically-induced transparency [129, 162] and lasing without inver-
sion1 [144, 163], which can be explained as phase shifts of the light field.
In addition, the general Fano phase mechanism does not depend on the actual transition
frequency, but only on the assumption that the "phase kick" is applied right at the onset
of the decay. Consequently, it could be applied to hard-x-ray or even γ-ray transitions
with much longer life times. One example would be the well-known Mössbauer transi-
tion in 57Fe with a lifetime > 100ns. For such extremely slow decays, the inversion of
the absorption line into an emission line by a phase flip could also be achieved for exam-
ple by the physical displacement of a solid-state absorber [164] or a nanosecond-pulsed
magnetic field, using the Zeeman shift. The δ-like excitation could be realized by a short-
pulsed free-electron laser or a sub-nanosecond synchrotron pulse. With this development,
frequency standards in the hard x-ray regime can be defined and pulse shaping in the hard
x-ray regime is within reach. Moreover, as we already saw signs of lasing without inver-
sion in the XUV, an effective x-ray laser could be realized, as it was originally proposed
for a helium-positronium mixture by Dietrich Marcuse [165].
1Lasing without inversion was originally proposed for a helium system.
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Appendix A
Atomic units
Atomic units are used in this thesis. In the following, the most important physical con-
stants in atomic units are presented, adapted from [128]. In the definition of the atomic
units, the reduced Planck constant h¯, the electron mass me, the elementary charge e, and
the Coulomb constant (4pi0)−1 of the electric force are all set to unity (h¯ = me = e =
(4pi0)−1 = 1). Using this definition, e.g. the energy and frequency of a photon are related
via E = ω, or the energy and momentum of an electron are connected via E = p2/2. A
list of conversion factors (for the most important physical constants used in this work)
between atomic units and the international system of units (SI) is given in the table below.
The atomic unit of intensity is proportional to the square of the atomic unit of the electric
Table A.1: Physical quantities expressed in atomic units, with data taken from [17] which was
updated in 2010.
1 atomic unit of SI value
energy (27.211 385 05±0.000 000 60) eV
time (24.188 843 265 02±0.000 000 000 12) ·10−18 s
length (0.529 177 210 92±0.000 000 000 17) Å
electric field strength (5.142 206 52±0.000 000 11) ·109 V/cm
intensity (3.509 445 21±0.000 000 15) ·1016 W/cm2
field strength: Ia.u. = 1/2 · c · E2a.u.. The used definition allows for an easy conversion be-
tween atomic units of the electric field strength and SI units of the laser intensity which
is used in the experiment. For example E = 0.01 a.u. then translates to I = 3.509 TW/cm2.
The speed of light in atomic units is just the inverse of the fine structure constant c = α−1,
where
α−1 = 137.035999074±0.000000044.

Appendix B
Time-Dependent Perturbation Theory
of the Dipole Response
B.1 A Simple Picture of the Dipole Response
An decaying dipole is mathematically described by the (complex) amplitude A and two
exponential functions.
d(t) ∝ A · e−Γ/2t · eıωDtΘ(t) (B.1)
The decay rate Γ is inversely proportional to the expectation value of the lifetime τ = 〈t〉.
By using Fourier transformation one can calculate the spectral response of the dipole.
d˜(ω) ∝ 1/2pi
∫
e−Γ/2t · eı(ωD−ω)tΘ(t)dt (B.2)
=
−1
2pi
(
Γ/2 + ı(ω−ωD)) (B.3)
B.2 Time-Dependent Dipole Response in Beer-Lambert’s
Law
Absorption in a medium is described by the ratio of the intensity of transmitted light IT
to incident light I0 [166–168]. The intensity of the transmitted light decreases exponen-
tially with the density of the medium, the traveled distance inside the medium and the
frequency-dependent cross section. In equation B.5 we apply the dipole approximation.
IT = I0 · e−σ(ω)ρl (B.4)
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I0 · e−σ(ω)ρl =
E(t) · cos (ωt+<[k]x)e−=[k]l)2√µ0/r
2
=
E(t) · cos (ωt+<[k]l)
2
√
µ0/r
2 e−2=[k]l
⇔ e−σ(ω)ρl = e−2=[k]l
⇔ σ(ω)ρ = 2= [k]
⇔ σ(ω)ρ = 2=
[
ω
c
n(ω)
]
= 2=
[
ω
c
√
r(ω)
]
= 2=
[
ω
c
√
1 +χe(ω)
]
= 2=
[
ω
c
( √
1 +<[χe(ω)]+ ı=[χe(ω)]
2
√
1 +<[χe(ω)]
+O(=[χe]2)
)]
= 2=
[
ω
c
( √
1 +<[χe(ω)]+ ı=[χe(ω)]2
(
1− <[χe(ω)]
2
+O(<[χe]2)
)
+O(=[χe]2)
)]
= 2=
[
ω
c
( √
1 +<[χe(ω)]+ ı=[χe(ω)]2 +O(<[χe]=[χe]) +O(<[χe]
2)
+O(=[χe]2)
)]
≈ 2=
ωc
(√
1 +<[χe(ω)] + ı=[χe(ω)]2
)
=
ω
c
=[χe(ω)] = ωc =
[
ρ
〈
d(ω)
〉
0E(ω)
]
=
ρω
0c
=

F
[〈
d˜(t)
〉]
F
[
E˜(t)
]
 (B.5)
Here the dipole approximation is used to cut the Taylor expansion after the first term
and express the electric susceptibility as χe(ω) =
ρ〈d(ω)〉
0E(ω)
, where
〈
d(ω)
〉
is the expectation
value for the dipole moment, 0 the electric permittivity of free space, ρ is the inverse unit
volume and E(ω) the electric field. The dipole approximation is justified since the typical
photon energies in our experiment are in the order of 10eV to 100eV. Hence, a typical
wave vector of the photon is
∣∣∣∣~k∣∣∣∣ = 1/λ = ω/2pic ≈ 10−3 1A˚ while the typical length scale for
the electronic state
∣∣∣~r∣∣∣ ≈ 1A˚. Therefore the exponential factor in the vector potential can
be Taylor expanded as exp
[
−ı~k ·~r
]
= 1− ı~k ·~r+O((~k ·~r)2) The first term in the expression
produces results that are equivalent to the radiation from an oscillating classical electric
dipole. The dipole approximation restricts considerations to the case of vanishing orbital
angular momenta ∆l = 0. This follows from the assumption that the typical length scale
for the electronic state is negligible compared with the scale over which the vector poten-
tial varies. Then the vector potential around the atom only describes photons with zero
external angular momentum.
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⇔ σ(ω) = ω
c0
=
F
[〈ψ(t)|(−er)|ψ(t)〉]
F
[
E˜(t)
]
 (B.6)
=
ω
c0
=
 1
F
[
E˜(t)
]F (c∗0(t)eıω0t〈ϕ0|+ c∗1(t)eıω1t〈ϕ1|+ c∗2(t)eıω2t〈ϕ2|
+c∗3(t)e
ıω3t〈ϕ3|
)(
− er
)(
c0(t)e−ıω0t|ϕ0〉+ c1(t)e−ıω1t|ϕ1〉
+c2(t)e−ıω2t|ϕ2〉+ c3(t)e−ıω3t|ϕ3〉
)
=
ω
c0
=
 1
F
[
E˜(t)
]F2< [c∗0(t)c1(t)eı(ω0−ω1)t〈ϕ0|(−er)|ϕ1〉
+c∗0(t)c3(t)e
ı(ω0−ω3)t〈ϕ0|(−er)|ϕ3〉
+c∗2(t)c1(t)e
ı(ω2−ω1)t〈ϕ2|(−er)|ϕ1〉
+c∗2(t)c3(t)e
ı(ω2−ω3)t〈ϕ2|(−er)|ϕ3〉
]
=
ω
c0
=
 1
F
[
E˜(t)
]F2<[c∗0(t)c1(t)eı(ω0−ω1)tµ01 + c∗0(t)c3(t)eı(ω0−ω3)tµ03
+c∗2(t)c1(t)e
ı(ω2−ω1)tµ21 + c∗2(t)c3(t)e
ı(ω2−ω3)tµ23
]
(B.7)
B.3 Time-Dependent Perturbation Theory
We now apply Schrödingers equation and the dipole approximation to determine the co-
efficients ci(t).
H =H0 +HI =H0− eELaser(t)r (B.8)
|ψ〉 = c0(t)e−ıω0t|ϕ0〉+ c1(t)e−ıω1t|ϕ1〉+ c2(t)e−ıω2t|ϕ2〉+ c3(t)e−ıω3t|ϕ3〉 (B.9)
ıh¯∂t|ψ〉 = (H0 +HI) |ψ〉 (B.10)
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c∗0(t)e
ıω0t〈ϕ0|ıh¯∂t′ |ψ〉 = c∗0(t)eıω0t〈ϕ0|
(H0 +HI) (c0(t′)e−ıω0t′ |ϕ0〉
+c1(t′)e−ıω1t
′ |ϕ1〉+ c2(t′)e−ıω2t′ |ϕ2〉+ c3(t′)e−ıω3t′ |ϕ3〉
)
ıh¯〈ϕ0|∂t′ |ψ〉 = E0c0(t′)e−ıω0t′〈ϕ0|ϕ0〉
+ELaser(t′)c0(t′)e−ıω0t
′〈ϕ0|(−er)|ϕ0〉
+ELaser(t′)c1(t′)e−ıω1t
′〈ϕ0|(−er)|ϕ1〉
+ELaser(t′)c2(t′)e−ıω2t
′〈ϕ0|(−er)|ϕ2〉
+ELaser(t′)c3(t′)e−ıω3t
′〈ϕ0|(−er)|ϕ3〉
∂t′〈ϕ0|ψ〉 = −ı/h¯
(
E0c0(t′)e−ıω0t′ +ELaser(t′)c1(t′)e−ıω1t
′
µ01
+ELaser(t′)c2(t′)e−ıω2t
′
µ02︸︷︷︸
≡0
+ELaser(t′)c3(t′)e−ıω3t
′
µ03
)
∂
∂t′
c0(t′)e−ıω0t
′〈ϕ0|ϕ0〉 = −ı/h¯
(
E0c0(t′)e−ıω0t′ +ELaser(t′)c1(t′)e−ıω1t
′
µ01
+ELaser(t′)c3(t′)e−ıω3t
′
µ03
)
e−ıω0t
′ ∂c0(t′)
∂t′
− ıω0c0(t′)e−ıω0t′ = −ıω0c0(t′)e−ıω0t′ − ı/h¯
(
ELaser(t′)c1(t′)e−ıω1t
′
µ01
+ELaser(t′)c3(t′)e−ıω3t
′
µ03
)
e−ıω0tdc0 = −ı/h¯
(
ELaser(t′)c1(t′)e−ıω1t
′
µ01
+ELaser(t′)c3(t′)e−ıω3t
′
µ03
)
dt′
c0(t) = −ı/h¯
t∫
−∞
(
ELaser(t′)c1(t′)e−ı(ω1−ω0)t
′
µ01
+ELaser(t′)c3(t′)e−ı(ω3−ω0)t
′
µ03
)
dt′
(B.11)
c1(t) = −ı/h¯
t∫
−∞
(
ELaser(t′)c0(t′)e−ı(ω0−ω1)t
′
µ10
+ELaser(t′)c2(t′)e−ı(ω2−ω1)t
′
µ12
)
dt′
(B.12)
c2(t) = −ı/h¯
t∫
−∞
(
ELaser(t′)c1(t′)e−ı(ω1−ω2)t
′
µ21
+ELaser(t′)c3(t′)e−ı(ω3−ω2)t
′
µ23
)
dt′
(B.13)
c3(t) = −ı/h¯
t∫
−∞
(
ELaser(t′)c0(t′)e−ı(ω0−ω3)t
′
µ30
+ELaser(t′)c2(t′)e−ı(ω2−ω3)t
′
µ32
)
dt′
(B.14)
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B.4 Solving First Order Perturbation Theory for One-
XUV-Photon Transitions
The excitation for the direct one-XUV-photon transitions c1 and c3 are given as a pertur-
bative solution, including the subsequent evolution as a function of time t. The XUV-Field
here is assumed to be centered at t=0. The spectrum of the pulse does not cover the low
frequency part (this will be covered by a second pulse in the visible range and is estab-
lished in the experiment using a aluminum filter), so c2 = 0. The whole population is in the
ground state for negative times, c0(t < 0) = 1. Since the state |ϕ1〉 will decay into |ϕ0〉 via
dipole interaction with a lifetime τ1 = 1/Γ1. Therefor a factor e
−Γ1
2 t appears additionally.
c1(t) = (−ı/h¯)e
−Γ1
2 t
t∫
−∞
µ10EXUV(t′)c0(t′)e−ı(ω0−ω1)t
′
dt′ (B.15)
c3(t) = (−ı/h¯)e−
Γ3
2 t
t∫
−∞
µ30EXUV(t′)c0(t′)e−ı(ω0−ω3)t
′
dt′ (B.16)
B.5 Solving Higher-Order Perturbation Theory for Three-
Photon Transitions
After the excitation with one XUV-photon two transition by the VIS-field at t= τ follow-
ing via the intermediate state |ϕ2〉. For an intense few-cycle visible laser pulse, absorbing
or emitting one photon can occur at the rising edge and again in the falling edge or some-
where in between. This leads to an additional phase which is picked up during the time
in the intermediate state |ϕ2〉. Since the duration of the VIS-field is short compared to
the lifetime, we for now ignore this additional time in the intermediate state and assume
an instantaneous absorption of two VIS-photons. This leads to the following description
of the electric field: ELaser = EXUVδ(t− t1) +EVISδ(t− t2) +EVISδ(t− t2). We choose the
arrival time of the XUV-pulse t1 = 0 and t2 = τ− t1 with the time delay to the two other
pulses τ and get: ELaser = EXUVδ(t) +EVISδ(t− τ) +EVISδ(t− τ). For population ending
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up in |ϕ1〉 or |ϕ3〉 before decaying into the ground state, we have 3 contributions each:
c1(t) =
(
−ı/h¯
) t∫
−∞
(
EXUVδ(t′) +EVISδ(t′−τ) +EVISδ(t′−τ)
)
e−
Γ1
2 (t
′)
c0(t′)µ10e−ı(ω0−ω1)t′ + c2(t′)µ12e−ı(ω2−ω1)t′dt′
(B.17)
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2 (t)
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(B.18)
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dt′′
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(B.19)
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=
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−ı/h¯
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t∫
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c0(t′′ < τ)µ10e−ı(ω0−ω1)t′′ + c2(t′′ < τ)µ12
e−ı(ω2−ω1)t
′′
µ21e−ı(ω1−ω2)t′′
+
(
−ı/h¯
)
e−
Γ3
2 (t
′′)EXUV
c0(t′′ < τ)µ30e−ı(ω0−ω3)t′′
+c2(t′′ < τ)µ32e−ı(ω2−ω3)t
′′
µ23e−ı(ω3−ω2)t′′dt′′µ12e−ı(ω2−ω1)t′
dt′
(B.20)
=
(
−ı/h¯
)
e−
Γ1
2 (t)
t∫
−∞
(
EXUVδ(t′) +EVISδ(t′−τ) +EVISδ(t′−τ)
) 1 ·µ10e−ı(ω0−ω1)t′
+
(
−ı/h¯
)2
e−
Γ2
2 (t
′)
t′∫
−∞
(
EXUVδ(t′′) +EVISδ(t′′−τ) +EVISδ(t′′−τ)
)
e− Γ12 (t′′)EXUVµ21µ10e−ı(ω0−ω2)t′′ + e− Γ32 (t′′)EXUVµ23µ30e−ı(ω0−ω2)t′′
dt′′
µ12e−ı(ω2−ω1)t
′
dt′
(B.21)
=
(
−ı/h¯
)
e−
Γ1
2 (t)
t∫
t′−
(
EXUVδ(t′) +EVISδ(t′−τ) +EVISδ(t′−τ)
)
1 ·µ10e−ı(ω0−ω1)t′ + (−ı/h¯)2e− Γ22 (t′) t
′=t′′+∫
t′′>0
(
EXUVδ(t′′) +EVISδ(t′′−τ) +EVISδ(t′′−τ)
)
e− Γ12 (t′′)EXUVµ21µ10e−ı(ω0−ω2)t′′ + e− Γ32 (t′′)EXUVµ23µ30e−ı(ω0−ω2)t′′dt′′µ12e−ı(ω2−ω1)t′
dt′
(B.22)
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c1(t) =
(
−ı/h¯
) t∫
−∞
µ10EXUVδ(t′)e−
Γ1
2 (t
′)e−ı(ω1−ω0)t
′
dt′
+
(
−ı/h¯
)3 t∫
−∞
t′∫
−∞
t′′∫
−∞
µ12EVISδ(t′−τ)e−(
Γ2
2 +
Γ1
2 )t
′
e−ı(ω1−ω2)t
′
µ21EVISδ(t′′−τ)e−(
Γ2
2 +
Γ1
2 )t
′′
e−ı(ω2−ω1)t
′′
µ10EXUVδ(t′′′)e−
Γ1
2 t
′′′
e−ı(ω1−ω0)t
′′′
dt′′′dt′′dt′
+
(
−ı/h¯
)3 t∫
−∞
t′∫
−∞
t′′∫
−∞
µ12EVISδ(t′−τ)e−(
Γ2
2 +
Γ1
2 )t
′
e−ı(ω1−ω2)t
′
µ23EVISδ(t′′−τ)e−(
Γ2
2 +
Γ3
2 )(t
′′
e−ı(ω2−ω3)t
′′
µ30EXUVδ(t′′′)e−
Γ3
2 t
′′′
e−ı(ω3−ω0)t
′′′
dt′′′dt′′dt′
(B.23)
=
(
−ı/h¯
)
µ10EXUV
+
(
ı/h¯3
)
µ12µ21µ10EXUVE2VISe−(Γ2+Γ1)τΘ(t−τ)
+
(
ı/h¯3
)
µ12µ23µ30EXUVE2VISe−(
Γ3
2 +2
Γ2
2 +
Γ1
2 )τe−ı(ω1−ω3)τΘ(t−τ)
(B.24)
c3(t) =
(
−ı/h¯
)
µ30EXUV
+
(
ı/h¯3
)
µ32µ23µ30EXUVE2VISe−(Γ2+Γ3)τΘ(t−τ)
+
(
ı/h¯3
)
µ32µ21µ10EXUVE2VISe−(
Γ3
2 +2
Γ2
2 +
Γ1
2 )τe−ı(ω3−ω1)τΘ(t−τ)
(B.25)
In the following we only treat cases in which the coupling VIS pulses arrive within 2
cycles of light after the XUV excitation. Also both VIS photons will be absorped simulta-
neously, therefor leaving no time for the state |2〉 to evolve, canveling out all factors eΓ2/2t.
The resulting coefficients are
c1(t) =
(
−ı/h¯
)
µ10EXUV
+
(
ı/h¯3
)
µ12µ21µ10EXUVE2VISe−Γ1τ
+
(
ı/h¯3
)
µ12µ23µ30EXUVE2VISe−(
Γ3
2 +
Γ1
2 )τe−ı(ω1−ω3)τ
(B.26)
c3(t) =
(
−ı/h¯
)
µ30EXUV
+
(
ı/h¯3
)
µ32µ23µ30EXUVE2VISe−Γ3τ
+
(
ı/h¯3
)
µ32µ21µ10EXUVE2VISe−(
Γ3
2 +
Γ1
2 )τe−ı(ω3−ω1)τ
(B.27)
σ(ω) =
ω
c0
=
 1F [E(t)]F
[
c∗0(t)c1(t)e
ı(ω0−ω1)te−
Γ1
2 tµ01 + c∗0(t)c3(t)e
ı(ω0−ω3)te−
Γ3
2 tµ03
+c0(t)c∗1(t)e
−ı(ω0−ω1)te−
Γ1
2 tµ01 + c0(t)c∗3(t)e
−ı(ω0−ω3)te−
Γ3
2 tµ03
]
(B.28)
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=
ω
c0
=
 EXUV∫ ∞
−∞EXUVδ(t)e−ıωtdt
[ (
−ı/h¯
)
µ210
∫ ∞
−∞
Θ(t)
(
eı(ω0−ω1)t − e−ı(ω0−ω1)t
)
e−
Γ1
2 te−ıωtdt
+
(
ı/h¯3
)
µ212µ
2
10E
2
VISe
−Γ1τ
∫ ∞
−∞
Θ(t)Θ(t−τ)
(
eı(ω0−ω1)t − e−ı(ω0−ω1)t
)
e−
Γ1
2 te−ıωtdt
+
(
ı/h¯3
)
µ01µ12µ23µ30E2VISe
−( Γ32 +
Γ1
2 )τ
∫ ∞
−∞
Θ(t)
(
eı
(
(ω0−ω1)t−(ω1−ω3)τ
)
−e−ı
(
(ω0−ω1)t+(ω1−ω3)τ
))
e−
Γ1
2 te−ıωtdt
−
(
ı/h¯
)
µ230
∫ ∞
−∞
Θ(t)
(
eı(ω0−ω3)t − e−ı(ω0−ω3)t
)
e−
Γ3
2 te−ıωtdt
+
(
ı/h¯3
)
µ223µ
2
30E
2
VISe
−Γ3τ
∫ ∞
−∞
Θ(t)
(
eı(ω0−ω3)t − e−ı(ω0−ω3)t
)
e−
Γ3
2 te−ıωtdt
+
(
ı/h¯3
)
µ03µ32µ21µ10E2VISe
−( Γ32 +
Γ1
2 )τ
∫ ∞
−∞
Θ(t)
(
eı
(
(ω0−ω3)t−(ω3−ω1)τ
)
−e−ı
(
(ω0−ω3)t+(ω3−ω1)τ
))
e−
Γ3
2 te−ıωtdt
]
(B.29)
=
ω
c0
=
 (−ı/h¯)µ210 ∫ ∞
0
e−( Γ12 +ı(ω−ω0+ω1))t − e−( Γ12 +ı(ω+ω0−ω1))tdt
+
(
ı/h¯3
)
µ212µ
2
10E
2
VISe
−Γ1τ
∫ ∞
0
e−( Γ12 +ı(ω−ω0+ω1))t − e−( Γ12 +ı(ω+ω0−ω1))tdt
+
(
ı/h¯3
)
µ01µ12µ23µ30E2VISe
−( Γ32 +
Γ1
2 )τ
∫ ∞
0
(
e
−
(
Γ1
2 +ı(ω−ω0+ω1)
)
t−ı(ω1−ω3)τ
−e−
(
Γ1
2 +ı(ω+ω0−ω1)
)
t+ı(ω1−ω3)τ)dt
−
(
ı/h¯
)
µ230
∫ ∞
0
e−( Γ32 +ı(ω−ω0+ω3))t − e−( Γ32 +ı(ω+ω0−ω3))tdt
+
(
ı/h¯3
)
µ223µ
2
30E
2
VISe
−Γ3τ
∫ ∞
0
e−( Γ32 +ı(ω−ω0+ω3))t − e−( Γ32 +ı(ω+ω0−ω3))tdt
+
(
ı/h¯3
)
µ03µ32µ21µ10E2VISe
−( Γ32 +
Γ1
2 )τ
∫ ∞
0
(
e
−
(
Γ3
2 +ı(ω−ω0+ω3)
)
t−ı(ω3−ω1)τ
−e−
(
Γ3
2 +ı(ω+ω0−ω3)
)
t+ı(ω3−ω1)τ)dt
(B.30)
96 TIME-DEPENDENT PERTURBATION THEORY OF THE DIPOLE RESPONSE
=
ω
c0
=
 (−ı/h¯)µ210
 1Γ1
2 + ı (ω−ω0 +ω1)
− 1
Γ1
2 + ı (ω+ω0−ω1)

+
(
ı/h¯3
)
µ212µ
2
10E
2
VISe
−Γ1τ
 1Γ1
2 + ı (ω−ω0 +ω1)
− 1
Γ1
2 + ı (ω+ω0−ω1) t

+
(
ı/h¯3
)
µ01µ12µ23µ30E2VISe
−( Γ32 +
Γ1
2 )τ
 e−ı(ω1−ω3)τΓ1
2 + ı (ω−ω0 +ω1)
− e
ı(ω1−ω3)τ
Γ1
2 + ı (ω+ω0−ω1)

−
(
ı/h¯
)
µ230
 1Γ3
2 + ı (ω−ω0 +ω3)
− 1
Γ3
2 + ı (ω+ω0−ω3)

+
(
ı/h¯3
)
µ223µ
2
30E
2
VISe
−Γ3τ
 1Γ3
2 + ı (ω−ω0 +ω3)
− 1
Γ3
2 + ı (ω+ω0−ω3)

+
(
ı/h¯3
)
µ03µ32µ21µ10E2VISe
−( Γ32 +
Γ1
2 )τ
 e−ı(ω3−ω1)τΓ3
2 + ı (ω−ω0 +ω3)
− e
ı(ω3−ω1)τ
Γ3
2 + ı (ω+ω0−ω3)


(B.31)
We now introduce the ith state to ground state difference energy to be ∆i = ωi −ω0 and
the normalized energy i =
ω−∆i
Γi/2
. Additionally we only look at positive frequencies, thus
neglecting all denominators containing Terms proportional to ω+∆i.
=
ω
c0
=
 (−ı/h¯)µ210 2Γ1 11 + ı1
+
(
ı/h¯3
)
µ212µ
2
10E
2
VIS
2
Γ1
1
1 + ı1
+
(
ı/h¯3
)
µ01µ12µ23µ30E2VIS
2
Γ1
e−ı(ω1−ω3)τ
1 + ı1
−
(
ı/h¯
)
µ230
2
Γ3
1
1 + ı3
+
(
ı/h¯3
)
µ223µ
2
30E
2
VIS
2
Γ3
1
1 + ı3
+
(
ı/h¯3
)
µ03µ32µ21µ10E2VIS
2
Γ3
e−ı(ω3−ω1)τ
1 + ı3

(B.32)
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=
ω
c0
=
 (−ı/h¯)µ210 2Γ1 1− ı11 + 21
+
(
ı/h¯3
)
µ212µ
2
10E
2
VIS
2
Γ1
1− ı1
1 + 21
+
(
ı/h¯3
)
µ01µ12µ23µ30E2VIS
2
Γ1
(1− ı1)e−ı(ω1−ω3)τ
1 + 21
−
(
ı/h¯
)
µ230
2
Γ3
1− ı3
1 + 23
+
(
ı/h¯3
)
µ223µ
2
30E
2
VIS
2
Γ3
1− ı3
1 + 23
+
(
ı/h¯3
)
µ03µ32µ21µ10E2VIS
2
Γ3
(1− ı3)e−ı(ω3−ω1)τ
1 + 23

(B.33)
=
ω
c0
=
 (−1/h¯)µ210 2Γ1 ı+ 11 + 21
+
(
1/h¯3
)
µ212µ
2
10E
2
VIS
2
Γ1
ı+ 1
1 + 21
+
(
1/h¯3
)
µ01µ12µ23µ30E2VIS
2
Γ1
(1− ı1)
(
cos
(
(ω1−ω3)τ)− ısin ((ω1−ω3)τ))
1 + 21
−
(
1/h¯
)
µ230
2
Γ3
ı+ 3
1 + 23
+
(
1/h¯3
)
µ223µ
2
30E
2
VIS
2
Γ3
ı+ 3
1 + 23
+
(
ı/h¯3
)
µ03µ32µ21µ10E2VIS
2
Γ3
(1− ı3)
(
cos
(
(ω3−ω1)τ)− ısin ((ω3−ω1)τ))
1 + 23

(B.34)
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=
ω
c0
(
−1/h¯
)
µ210
2
Γ1
1
1 + 21
+
(
1/h¯3
)
µ212µ
2
10E
2
VIS
2
Γ1
1
1 + 21
+
(
1/h¯3
)
µ01µ12µ23µ30E2VIS
2
Γ1
cos
(
(ω1−ω3)τ)− 1 sin ((ω1−ω3)τ)
1 + 21
−
(
1/h¯
)
µ230
2
Γ3
1
1 + 23
+
(
1/h¯3
)
µ223µ
2
30E
2
VIS
2
Γ3
1
1 + 23
+
(
1/h¯3
)
µ03µ32µ21µ10E2VIS
2
Γ3
cos
(
(ω3−ω1)τ)− 3 sin ((ω3−ω1)τ)
1 + 23
(B.35)
=
ω
c0
=
 (−1/h¯)µ210 2Γ1 ı+ 11 + 21
+
(
1/h¯3
)
µ212µ
2
10E
2
VIS
2
Γ1
ı+ 1
1 + 21
+
(
1/h¯3
)
µ01µ12µ23µ30E2VIS
2
Γ1
(ı+ 1)e−ı(ω1−ω3)τ
1 + 21
−
(
1/h¯
)
µ230
2
Γ3
ı+ 3
1 + 23
+
(
1/h¯3
)
µ223µ
2
30E
2
VIS
2
Γ3
ı+ 3
1 + 23
+
(
1/h¯3
)
µ03µ32µ21µ10E2VIS
2
Γ3
(ı+ 3)e−ı(ω3−ω1)τ
1 + 23

(B.36)
We only look at ω1 and ignore the influence from the energetically well seperated state
|3〉.
=
ω
c0
=
 (−3/h¯)µ210 2Γ1 ı+ 13 + 21
+
(
3/h¯1
)
µ221µ
2
10E
2
VIS
2
Γ1
ı+ 1
3 + 21
+
(
3/h¯1
)
µ01µ12µ23µ30E2VIS
2
Γ1
(ı+ 1)e−ı(ω1−ω3)τ
3 + 21

(B.37)
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We now write this Formula in atomic units, where h¯ = 1,c = 137 and 0 = 14pi .
=
8piω
137Γ1
=
−µ210 ı+ 13 + 21
+µ221µ
2
10E
2
VIS
ı+ 1
3 + 21
µ01µ12µ23µ30E2VIS
(ı+ 1)e−ı(ω1−ω3)τ
3 + 21

(B.38)
=
4pi
137
(
1 +
2∆1
Γ1
)
=
−µ210 ı+ 13 + 21
+µ221µ
2
10E
2
VIS
ı+ 1
3 + 21
µ01µ12µ23µ30E2VIS
(ı+ 1)e−ı(ω1−ω3)τ
3 + 21

(B.39)
For the lowest lying, dipole allowed doubly excited states in helium ( 2s2p and sp2,3+)
one has 2∆i/Γi i which leads to the simplyfied expression
=
8pi∆1
137Γ1
=
−µ210 ı+ 13 + 21
+µ221µ
2
10E
2
VIS
ı+ 1
3 + 21
µ01µ12µ23µ30E2VIS
(ı+ 1)e−ı(ω1−ω3)τ
3 + 21

(B.40)
σ(ω) =
−4pi
137
=
µ210 ωΓ1/2
(
ı+ ω−ω1Γ1/2
)
3 + (ω−ω1Γ1/2 )
2
e−ıϕoriginal
 (B.41)
σ(ω) = e−ıϕoriginal 8pi∆1
137Γ1
=
−µ210 ı+ 13 + 21
+µ221µ
2
10E
2
VIS
ı+ 1
3 + 21
µ01µ12µ23µ30E2VIS
(ı+ 1)e−ıϕ
3 + 21

〈ψ(t)|(−er)|ψ(t)〉 =
(
c∗0(t)e
ıω0t〈ϕ0|+ c∗3(t)eıω3t〈ϕ3|+ c∗2(t)eıω2t〈ϕ2|+ c∗1(t)eıω1t〈ϕ1|
) (
− er
)
(
c0(t)e−ıω0t|ϕ0〉+ c3(t)e−ıω3t|ϕ3〉+ c2(t)e−ıω2t|ϕ2〉+ c1(t)e−ıω1t|ϕ1〉
)
= c∗0(t)c3(t)e
ı(ω0−ω3)t〈ϕ0|(−er)|ϕ3〉+ c∗0(t)c1(t)eı(ω0−ω1)t〈ϕ0|(−er)|ϕ1〉+
c∗2(t)c3(t)e
ı(ω2−ω3)t〈ϕ2|(−er)|ϕ3〉+ c∗2(t)c1(t)eı(ω2−ω1)t〈ϕ2|(−er)|ϕ1〉
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σmodified(qmodified, ) = A ·
q2original + 1
q2modified + 1
·
(
qmodified + 
)2
1 + 2
(B.42)
d(t) = δ(t) +
Γ1
2
e−Γ/2t(qmodified− i)2µ201
1+eıpiE2VISµ221h¯2
+eı∆ϕ13eı∆ω13τE2VIS
µ12µ23µ30
µ01h¯2

(B.43)
Since we are interested in the dipole radiation from |1〉 to |0〉 we only need to calculate
c∗0(t)c1(t)e
ı(ω0−ω1)t〈ϕ0|(−er)|ϕ1〉. Where c∗0(t) = 1, 〈ϕ0|(−er)|ϕ1〉 = µ01 and
c1(t) =
(
−ı/h¯
)
µ10EXUV
+
(
ı/h¯1
)
µ12µ21µ10EXUVE2VISe−Γ1τ
+
(
ı/h¯1
)
µ12µ23µ30EXUVE2VISe−(
Γ1
2 +
Γ3
2 )τe−ı(ω1−ω3)τeı(ω0−ω1)t
which leads to the following solution:
< d(t) >=
(
−ı/h¯
)
µ210EXUVΘ(t)
(
eı(ω0−ω1)t − eı(ω0−ω1)t
)
+
(
ı/h¯1
)
µ212µ
2
10EXUVΘ(t)E2VISe−Γ1τ
(
eı(ω0−ω1)t − eı(ω0−ω1)t
)
+
(
ı/h¯1
)
µ01µ12µ23µ30EXUVΘ(t)E2VISe−(
Γ1
2 +
Γ3
2 )τe−ı(ω1−ω3)τ
(
eı(ω0−ω1)t − eı(ω0−ω1)t
)
(B.44)
Together with the steps done in the previous paper (see supplement of [2]), we arrive at
the full complex dipole moment in third order perturbation theory:
d(t) = δ(t) +
Γ1
2
e−Γ1/2t
2µ210EXUV
h¯
sin
(
(ω0−ω1)t)θ(t) (qoriginal− ı)21− µ212h¯2 E2VISe−Γ1τ− µ12µ23µ30h¯2µ01 E2VISe−( Γ12 + Γ32 )τe−ı(ω1−ω3)τ

d(ω) =
∫ ∞
−∞
dt e−ıωtd(t)
=
∫ ∞
−∞
dt e−ıωt
δ(t)+Γ12 e−Γ1/2t 2µ
2
10EXUV
h¯
sin
(
(ω0−ω1)t)θ(t) (qoriginal− ı)21− µ212h¯2 E2VISe−Γ1τ− µ12µ23µ30h¯2µ01 E2VISe−( Γ12 + Γ32 )τe−ı(ω1−ω3)τ

= 1 +
∫ ∞
−∞
dt θ(t)
(
eı(ω0−ω1−ω+ıΓ1/2)t − e−ı(ω0−ω1+ω−ıΓ1/2)t
) Γ1µ210EXUV
2ıh¯
(
qoriginal− ı
)21− µ212h¯2 E2VISe−Γ1τ− µ12µ23µ30h¯2µ01 E2VISe−( Γ12 + Γ32 )τe−ı(ω1−ω3)τ

Neglecting the negative frequencies leads to
= 1 +
Γ1µ
2
10EXUV
h¯Γ1
(
ω−ω1+ω3
Γ1/2
− ı
) (qoriginal− ı)21− µ212h¯2 E2VISe−Γ1τ− µ12µ23µ30h¯2µ01 E2VISe−( Γ12 + Γ32 )τe−ı(ω1−ω3)τ

Introducing  = ω−ω1+ω3Γ1/2 and writing each contribution in terms of Fano parameters gives
d(ω) = 3 +
µ210EXUV
h¯ ( − ı)
(q2original + 1)eıϕoriginal + (q23 + 1)eı(ϕoriginal+pi)
+
(
q22 + 1
)
eı
(
ϕoriginal+pi−(ω1−ω3)τ+∆ϕ13
)
with q3 = q3(EVIS, τ,µ12) and q2 = q3(EVIS, τ,µ12,µ23). ∆ϕ13 is the phase differnce be-
tween the Fano Phase of state |3〉 und |1〉.
This sum of 3 complex Fano resonances again is a complex Fano resonace and can there-
for be rewritten as
d(ω) = 1 +A ·
(
q2original + 1
)
eıϕmodified
 + i
2 + 1
with A =
µ201EXUV
((
q2original−q3
)2
+
(
q22+1
)2−2(q2original−q3)(q22+1)cos((ω1−ω3)τ+∆ϕ13))
1
2
h¯
(
q2original+1
) and
ϕmodified = arctan
((
q2original−q23
)
tan
(
ϕoriginal
)
−
(
q22 + 1
)
tan
(
ϕoriginal + (ω1−ω3)τ+∆ϕ13
))
which gives the follow cross section
σ(ω) = σ0
ω
c0
=
[
1 +A ·
(
q2original + 1
)
eıϕmodified
 + i
2 + 1
]

Appendix C
The optical density of helium
C.1 Fit of the non-resonant backgound
σ
f it
0 (ω) = a0 +
∑k=5
k=1 akω
k
a0 30.78865875723
a1 −1.696014464231
a2 0.04116820950202
a3 −0.0005211442693275
a4 3.351095461225 ·10−6
a5 −8.64455721385 ·10−9
Table C.1: Tabulated values for the fit of the resonant background cross section of helium between
26eV and 70eV used to subtract the resonant background from the measured data of the sp2,n+
doubly excited series. Fit function is a polynomial of fifth degree as given on top of the table. Data
are fitted from figure 3 and table 1 in [127]. See also page 60.
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C.2 Optical density near the doubly excited series
Series Configuration Energy (eV) Γ (meV) q µ2
N=2
1s2p 60.147 37.4 −2.77 0.345
sp2,3+ 63.658 8.2 −2.58 0.306
sp2,4+ 64.466 3.5 −2.55 0.295
sp2,5+ 64.816 1.8 −2.54 0.290
sp2,6+ 65.000 1.0 −2.53 0.290
sp2,7+ 65.110 0.7 −2.52 0.289
sp2,8+ 65.179 0.4 −2.58 0.282
Table C.2: Tabulated values for the sp2,n+ doubly excited series. Data are extracted from [28].
See also Tab. 2.1 on page 20.
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C.3 Optical density near the singly excited series
Series Configuration Energy (eV) Γ (meV) q µ2ge
N=1
1s2p 21.2180 0.0074 −∞ 0.53143
1s3p 23.0870 0.0023 −∞ 0.12988
1s4p 23.7421 0.0010 −∞ 0.05136
1s5p 24.0458 0.0005 −∞ 0.02554
1s6p 24.2110 0.0003 −∞ 0.01455
1s7p 24.3107 0.0002 −∞ 0.00908
1s8p 24.3755 0.0001 −∞ 0.00605
Table C.3: Tabulated values for the first helium singly excited series (N=1). Data are extracted
from NIST [71]. See also Tab. 2.1 on page 20.
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