The inventory cycle offsetting problem (ICP) is a strongly NPcomplete problem. We study this problem from the view of probability theory, and rigorously analyze the performance of a specific random algorithm for this problem; furthermore, we present a "local search" algorithm, and a modified local search, which give much better results (the modified local search gives better results than plain local search), and leads to good solutions to certain practical instances of ICP, as we demonstrate with some numerical data. The regime where the random algorithm is rigorously proved to work is when the number of items is large, while the time horizon and unit volumes are not too large. Under such natural hypotheses, the Law of Large Numbers, and various quantitative refinements (such as Bernstein's inequality) 1 come into play, and we use these results to show that there always exist good solutions, not merely that good solutions holds with high probability.
Introduction
In a multi-item inventory system, the basic problem is the timing and quantity of replenishment orders. Suppose all items have constant demand rates, and the inventory cycles are given. The decision of cycle offsets is known as the Inventory Cycle Offsetting Problem (ICP).
Let k be the index for items, where k ∈ {1, · · · , K}. The inventory cycle of item k is q k . Within a base cycle framework (c.f., Murphy et al. (2003) ), we assume q k 's are natural numbers greater than 1. The volume of resource consumed or occupied by one unit item k in unit time is d k . They are also called "unit volumes". The integer decision variable is 0 ≤ δ k < q k , the replenishment time for item k. We define the following periodic function for each item k:
For all integers t, let h be the unique integer such that 0 ≤ t + hq k < q k and f k (t) = f k (t + hq k ). The ICP problem is to efficiently determine 
, and to determine a choice for δ 1 , ..., δ K where this Minimum-Maximum is attained. In the literature, the ICP problem is also called the staggering problem (c.f., Gallego et al. (1992) , Gallego et al. (1996) ).
The significance of this problem comes from two aspects. First, in many multi-item inventory systems, there exists a resource constraint, which requires that the resource occupied at any time along a finite or infinite time horizon does not exceed a given capacity. Such a resource can be the maximum money tied up in the inventory (c.f., Rosenblatt (1981) ), or the maximum available warehouse space (c.f., Gallego et al. (1996) ). In a labor intensive environment, e.g., retailer stores, labor could also be a stringent resource (c.f., Erhun and Tayur (2003) , van Donselaar et al. (2006) ). Second, the ICP problem is a very hard integer program inherent in a larger global optimization problem, which is of theoretical interests to researchers in this field (c.f., Gallego et al. (1992) , Gallego et al. (1996) , Hariga and Jackson (1996) ).
In the following, we give a literature review in Section 2. In Section 3, we present a Law of Large Numbers for the ICP problem, which is based on the Bernstein concentration of measure inequality. In Section 4, we propose a random algorithm and an improved version based on local search. The numerical experiment results in Section 5 show that our algorithms are effective for many practical inventory systems. Finally, we conclude the paper and discuss future research directions in Section 6.
Literature review
The inventory replenishment policy for a multi-item inventory system is a fundamental topic in the inventory theory (c.f., Hadley and Whitin (1963) , Johnson and Montgomery (1974) , Naddor (1966) , Tersine (1976) , Zipkin (2000) ). There are two types of decisions in inventory replenishment. One is the quantity of replenishment, which is determined by the cycle length; the other is the timing of replenishment, which is determined by the cycle offset (δ k 's). The ICP problem tries to answer the latter question, and is a sub problem in a larger global optimization problem.
When there exists a single global resource constraint in a multi-item inventory system, there are usually two approaches. One is the Lagrangian relaxation approach (c.f., Hadley and Whitin (1963) , Parsons (1966) , Johnson and Montgomery (1974) ), where Lagrangian multipliers are used and the global optimization problem is decomposed into single item problems. The other is the equal cycle length approach (c.f., Krone (1964) , Parsons (1965) , Homer (1966) , Page and Paul (1976) , Zoller (1977) , Goyal (1978) ), where all the items share the same cycle, and the decisions are to choose the equal cycle length and the replenishment times for items.
In the 1990s, the advantages of joint replenishment receive intensive study (c.f., Zipkin (2000) ). When multiple items are replenished simultaneously, pooling effects will bring significant cost reduction. In joint replenishment policy, usually a base cycle is determined, and the cycle of any item is an integer multiple of the base cycle. So this approach is also called the base cycle approach (c.f., Goyal (1973) , Silver (1976) , Goyal and Belton (1979) , Kapsi and Rosenblatt (1983) ). It can be shown when the base cycle length is given, the problem of determining the integer multiples can be regarded as a partitioning problem and solved efficiently in most practical cases (c.f., Chakravarty et al. (1982) , Chakravarty et al. (1985) ). In Gallego et al. (1996) , a variant of the base cycle approach is proposed, where the cycle lengths of items are set to be power of two times of the base cycle length. In Hariga and Jackson (1996) , a similar method is discussed.
However, in most base cycle approach papers, there is very little discussion on the cycle offsetting problem; it is usually assumed that there exists times along the horizon, such that the overall resource occupied is just the sum of the maximum resource occupations of individual items. This may be due to the difficulty of solving the cycle offsetting problem as a subproblem. In Gallego et al. (1992) , it is shown that the cycle offsetting problem is strongly NP-complete. In Goyal (1978) , a heuristic is proposed to incorporate the cycle offsetting within a fixed cycle approach. Then in Hall (1988) , the author considers the separate replenishment policy for two items, where the cycle length of one item is defined as the basic cycle, and the other item's cycle length is an integer multiple of the basic cycle. The optimal offsetting solution for this special case is derived. The two item case is also studied in Hartley and Thomas (1982) , Thomas and Hartley (1983) . In Shaw (1990) , the case of no more than three replenishment in each cycle is studied. It is shown that for this special case, the ICP problem can be transformed to the knapsack problem, and a pseudo polynomial algorithm can be used. Later in Murphy et al. (2003) , the general two item cycle offsetting problem is solved. By using modular arithmetic, a closed form optimal solution is obtained. Furthermore, the authors show that cycle offsetting can increase resource utilization by as much as fifty percent, which implies that it is very necessary to consider the cycle offsetting effect when the resource is limited.
To conclude, in previous research on the inventory cycle offsetting problem, the two item case was solved, while for the case of larger number of items, only a few heuristics exist.
Law of Large Numbers for ICP
Our first observation of ICP is the following theoretical lower bound, whose proof can be found in Croot and Huang (2007) .
where
and L is the least common multiple (LCM) of the q k 's.
On the other hand, it is trivial to see that the upper bound of the ICP problem is:
In this section we consider a large number of items, in which case the Law of Large Numbers will come into play. We can show that the existence of a "good" solution can be guaranteed when the distributions of the cycles (the q k 's) and unit volumes (the d k 's) of items satisfy certain conditions, where a "good" solution is a solution providing a total capacity requirement close enough to the theoretical lower bound.
Statistics
We take the view that the parameters q k 's and d k 's are taken from random distributions. Therefore, the following equations can be regarded as definitions of a series of statistics. The theorems in this section will be stated using these statistics.
Notice that now B can be written as B = Kµ 1 2 .
Applications of Bernstein's inequality
In this subsection we will use Bernstein's inequality (Theorem 2) to show that in the case of large number of items, if we pick δ 1 , ..., δ K at random, then S(t; δ 1 , ..., δ K ) is not too large for lots of times t. We first list the Bernstein's inequality without proof:
then for any t ≥ 0 we have the inequality:
Now we consider the following: Suppose we fix a time t, and choose δ 1 , ..., δ K independently at random, where
with the uniform distribution. How close to B would we expect S(t; δ 1 , ..., δ K ) to come? To answer this question, first let
which satisfies
Then let
We have E(S) = 0. Since all X k 's are independently chosen,
Now, we can take for the parameter c in the statement of Bernstein's inequality,
and so, we obtain from Bernstein's inequality
With this inequality, we can derive the following theorem:
Theorem 3 For any fixed t ≥ 0, if we choose δ k 's independently at random from uniform distributions, then we have
Proof: We have from (3) that
, we deduce from (3), along with the easy-to-verify inequality
Remark. The first observation is that for any fixed t, if we choose appropriate U , µ 1 , σ 1 , K and α, and if the following inequality holds:
In other words, there exists a positive probability of finding a value for S that is within (1 + α) times the lower bound B for the fixed t. Furthermore, if we regard U , µ 1 , σ 1 , T and α as fixed parameters, then the right hand side of (4) is an exponentially decreasing function for any t with respect to K. Therefore, as long as K is large enough, we can always guarantee that there is a "good" solution; more precisely,
The reason for the here is that we only have ≤ here when T = L (i.e., when T < L, B may not be a lower bound); however, a result in Croot and Huang (2007) shows that when T is "sufficiently large", then B is still essentially a lower bound for Max 0≤t<T S(t; δ 1 , ..., δ K ).
From the remark, we have the following immediate corollary of Theorem 3:
Then, if we choose δ k 's randomly from uniform distributions, we have a strictly positive probability for the event
which implies that
Proof: Let event A t be the event
is the same as event ∩
T −1 t=0 A t . Using Theorem 3 and inequality (5), we have
The conclusion (6) clearly holds if this last quantity is positive, which is equivalent to (5).
Remark. One can make even stronger deductions from Theorem 3, but for the purpose of this paper, Corollary 1 is good enough, as it gives a rough idea of what is possible to prove. Corollary 1 shows that when we have a large number of items, the Law of Large Numbers becomes effective, in which case it is guaranteed that there exists "good" solutions as long as the ratios λ 1 and λ 2 are not too large.
Random algorithms
In this section, we present three random algorithms to find "good" solutions in certain practical instances. Furthermore, we present an algorithm that produces better lower bounds than just B for the resource requirement.
A simple random algorithm
Corollary 1 implies a simple randomized procedure to find a "good" solution when K is large, where a "good" solution is one such that S(t; δ 1 , · · · , δ K ) ≤ (1 + α)B for all 0 ≤ t < T , given an α that is small enough. Assume inequality (5) 
for all 0 ≤ t < T , then stop and return the solution. Otherwise go to
Step 1.
Remark. In each iteration of Algorithm 1, the complexity is O(T ).
Note that the effectiveness of Algorithm 1 is guaranteed by the selection of α according to inequality (5) . The managerial intuition behind (5) is that for similar values of U , µ 1 and σ 1 , the total inventory capacity is directly related to the item number K and time horizon T . When T is fixed, the larger the item number K is, the smaller the value α can be. When K is fixed, the smaller the time horizon T is, the smaller the value α can be. In other words, when we have given U , µ 1 and σ 1 and α, the effectiveness of the randomized procedure depends on the ratio between K and T . When T is larger, we need a larger K for Corollary 1 to work; when T is smaller, we only need a smaller K.
An improved random algorithm: Basic local search
We can easily improve the performance of the previous algorithm by performing a series of "local searches". One round of local search simply applies the following procedure for a given index 1 ≤ i ≤ K:
Local Search (LS):
1. We assume that we have some values for δ 1 , ..., δ K to begin with.
Reset δ i as follows
Note: There may be multiple δ that minimize the maximum S. We choose here any δ producing such a minimum maximum. This now leads us to an improved random algorithm, given as follows:
Algorithm 2 An improved random algorithm with basic local search 1 : Given q 1 , ..., q K and d 1 , . .., d K , select 0 ≤ δ k ≤ q k − 1 at random using uniform measures. 2: For j from 1 to N do steps 3 and 4. 3: Select i randomly from among the integers {1, ..., K} using uniform measures. 4: Perform local search for this chosen value of i.
Remark. In each iteration of Algorithm 2, the complexity is O(N QT ), where Q is the largest q k value, i.e., 1 ≤ q k ≤ Q for all k. Note N is a parameter to control the computation effort of the algorithm. In the following experiments, we set N = 500.
An improvement to basic local search
Before we explain how to further improve local search, let us begin with the following observation: Suppose we have two initial sets of values of the δ k for which we wish to apply local search. The first set of values of the δ k 's produces many times t in the window 0 ≤ t < T where S is "large", while the second set produces very few times t where S is "large". Which set of values of δ k 's would probably be a better candidate to which to apply local search?
It would seem that the second set would be better, and the reason is as follows: Suppose one applies local search to the first set of δ k 's, say changing the value of δ i so as to reduce the size of Max 0≤t≤T −1 S(t; δ 1 , ..., δ K ). Since this set of δ k 's leads to lots of times t where S is large, by changing δ i by a little bit it is true that one can perhaps get S to be a little smaller at one of the peak times, but one is just as likely to make S larger at another peak time. So, one is more likely to get stuck in a "local minimum" where local search does not much help. However, if there were fewer peaks of the function S to begin with (as in the case of the second set of δ k 's), then it is more likely that changing δ i to reduce the size of one peak value of S at one particular time t, will not much increase the size of S at one of the other peak value times. So, there is a greater chance of not getting stuck in a local minimum.
How might we take advantage of this intuition? One way is to devise and use a type of local search that first adjusts the δ k 's to try to reduce the number of peak values of the function S, and then to apply the local search procedure from subsection 4.2 to the resulting set of δ k 's. One way to measure whether a choice of δ k 's leads to many times t where S is large (i.e., "many peaks") is just to compute a certain L c norm: For c ≥ 1 we let
The larger the value of F c , the more peaks that the function S enjoys. This now leads us to the following:
.., K are given, let i be an index where for which to improve the value of δ i , and finally let c ≥ 1 be a choice of exponent.
2. Let 0 ≤ δ ≤ q i −1 be chosen so as to minimize
Numerical evidence suggests that using c = 4 gives good results. Let us now state our modified local search algorithm.
Algorithm 3 An improved random algorithm with modified local search 1: Given q 1 , ..., q K and d 1 , ..., d K , select all the δ 1 , ..., δ K at random using uniform measures. 2: For j from 1 to N 1 do steps 3 and 4. 3: Select i randomly from among the integers {1, ..., K} using uniform measures. 4: Perform L 4 local search (L4LS) for this chosen value of i. 5: For j from 1 to N 2 do steps 6 and 7. 6: Select i randomly from among the integers {1, ..., K} using uniform measures. 7: Perform regular local serach (LS) for this chosen value of i.
Remark. In each iteration of Algorithm 3, the complexity is O(N QT ), where N = N 1 + N 2 , and N 1 , N 2 are parameters to control the computation effort of the algorithm. In the following experiments, we set N 1 = 200 and N 2 = 300. Like in Algorithm 2 in subsection 4.2, we run for N = 500 iterations in total; however, it turns out that this new algorithm usually has better performance, as numerical studies in Section 5 will demonstrate.
An algorithm for better lower bound on the objective
Note that B is valid when T = L. However, when T = L, B could be an approximate lower bound. Especially when T L, B can be very inaccurate. Therefore, there is a need to develop some better lower bound.
We begin by defining the quantity
Although we don't know the value of this quantity, we can at least efficiently compute a lower bound for it. Note that if we were to drop the "min", and expand the square, we would get
Regardless of what values of δ k we choose, this is always bounded from below by 1≤i,j≤K
A slightly more efficient way of computing this is to write it as
and
So, we have that
Now we arrive at the following, almost trivial inequality that underlies our algorithm for a better lower bound:
Our algorithm for a lower bound for M T is now given as follows:
Algorithm 4 An algorithm for better low bound on the objective For i from 1 to K do steps 4 through 6.
Remark. The complexity to compute the better lower bound is O(K
In subsection 5.4 we present some data showing how well Algorithm 3 performs, using the better lower bound produced by Algorithm 4.
Numerical Experiments
In this section, we first present the performances of Algorithm 1-3 separately. Then we further compare the three algorithms. The results show that Algorithm 3 has the best performance. We also use the better lower bound to further verify the performance of Algorithm 3. Note that all the numerical experiments are implemented in ANSI C.
Performance of the simple random algorithm
We first present some data on the effectiveness of the simple random algorithm. For each value of K, Q and T , we perform the following procedure 10 times, and we record the average value of the ratio Max 0≤t<T S(t; δ 1 , ..., δ K )/B for these 10 runs: We select K random integers 1 ≤ q 1 , ..., q K ≤ Q using the uniform measure, then select unit volumes d 1 , ..., d K ∈ (0, 1] also using the uniform measure (actually, the d i are rational numbers of the form x/1000, where natural number x satisfies 1 ≤ x ≤ 1000), and finally select offsets δ 1 , ..., δ K randomly as in Algorithm 1. The results are presented in Table 1 .
From Table 1 , we can see the law of large numbers does come into play when the number of items K becomes large. When K ≥ 300, Algorithm 1 is able to generate offsets whose resource requirement is within 12 percent of the minimum requirement. Furthermore, the impact of T is obvious. Generally speaking, the solution quality becomes better when T becomes smaller. 
Performance of the basic local search
Next, we present some data on the effectiveness of "basic local search" using N = 500 iterations. Basically, for each choice of K, Q and T we perform the 500 iterations of basic local search on 10 random data sets, by selecting the q i 's, d i 's and δ i 's at random using uniform measures. Then we compute the average value of Max 0≤t<T S(t; δ 1 , ..., δ K )/B for those 10 data sets. The results are presented in Table 2 . From Table 2 , we can see that Algorithm 2 performs much better than Algorithm 1. And it is surprising how well the random algorithms can perform. When K ≥ 300, Algorithm 2 is able to generate offsets whose resource requirement is within 4 percent of the minimum requirement. This means that for a practical inventory system with many items, these random algorithms can find near-optimal solutions. 
Performance of the modified local search
We perform the same experiment as in the previous subsection, except that we use "modified local search" in place of "basic local search". The results are presented in Table 3 . Note that in every single set of the experiment, for each choice of K, Q and T , Algorithm 3 beats Algorithm 2 and Algorithm 1. One way that we can further improve the random algorithms is to run them multiple times on the same set of q 1 , ..., q K and δ 1 , ..., δ K , and then take the best choice of δ 1 , ..., δ K among all the different runs. This can be rather computationally intensive, so we only carried out the computations for the case K = 50, Q = 100 and T = 2000. The exact procedure we use is given as follows:
1. For i from 1 to 5 do steps 2 through 9 2. Generate a random values 1 ≤ q 1 , ..., q 50 ≤ 100, 0 < d 1 , ..., d 50 ≤ 1.
local search" and "modified local search". The numerical experiment results were especially interesting, as they indicated that "modified local search" can obtain solutions that come rather close to the theoretically best-possible.
There are several future research directions that we will explore:
• First, the analysis in Section 3 shows the simple random algorithm is asymptotically optimal. It would be good to be able to carry out a similar analysis for "basic local search" and "modified local search", and to show that they can give much better solutions than the simple random algorithm.
• Second, it would be good to have a better theoretical lower bound on the best-possible resource requirement than that produced in Algorithm 4. Perhaps there are better algorithms for this that require only modest computing resources (certainly one can do "cubic" and "quadratic" versions of our algorithm, but these require enormously more computing resources than our algorithm).
• Third, the choice of parameters N, N 1 , N 2 in "basic local search" and "modified local search", was rather ad hoc. It would be interesting to work out, experimentally, what the best combination of uses of LcLS and LS in "modified local search" are so as to typically produce the smallest resource requirement.
• Fourth, it would be interesting to see whether one can devise random algorithms as good as "modified local search", that allow the demand to vary with time (i.e., stochastic demand).
