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Abstract
We consider the singular boundary value problem for the differential equation x′′ +f (t, x, x′)= 0
with the boundary conditions x(0)= 0, w(x(T ), x′(T ))+ ϕ(x)= 0. Here f is a Carathéodory func-
tion on [0, T ] × (0,∞) × R which may by singular at the value x = 0 of the phase variable x
and f may change sign, w is a continuous function, and ϕ is a continuous nondecreasing func-
tional on C0([0, T ]). The existence of positive solutions on (0, T ] in the classes AC1([0, T ]) and
C0([0, T ]) ∩AC1loc((0, T ]) is considered. Existence results are proved by combining the method of
lower and upper functions with Leray–Schauder degree theory.
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Let T be a positive constant, J = [0, T ], and letA denote the set of (generally nonlinear)
functionals ϕ :C0(J )→R which are
(i) continuous, and
(ii) nondecreasing (i.e., x, y ∈C0(J ), x  y on J ⇒ ϕ(x) ϕ(y)).
In the sequel, AC1(J ) stands for the set of functions having absolutely continuous deriv-
atives on J and AC1loc((0, T ]) denotes the set of functions having absolutely continuous
derivatives on compact subintervals of (0, T ].
Consider the singular differential equation
x ′′(t)+ f (t, x(t), x ′(t))= 0 (1.1)
together with the functional boundary conditions
x(0)= 0, w(x(T ), x ′(T ))+ ϕ(x)= 0, (1.2)
where f satisfies local Carathéodory conditions on J × (0,∞)×R (f ∈ Car(J × (0,∞)
×R)) and may be singular at the point x = 0 of the phase variable x , w ∈C0([0,∞)×R)
and ϕ ∈A. In addition, our nonlinearity f is allowed to change sign.
The special case of the boundary conditions (1.2) (with w(u,v)= v+ψ(u) and ϕ = 0)
are the boundary conditions
x(0)= 0, x ′(T )+ψ(x(T ))= 0, (1.3)
where ψ ∈C0([0,∞)). We note that singular BVPs for differential equations of the type
x ′′(t)+ q(t)f1
(
t, x(t)
)= 0
together with the boundary conditions (1.3) have been considered extensively in the litera-
ture (see [1–3,5]). Usually it is assumed that f1 is continuous and positive [2,3,5] but in [1]
f1 is allowed to change sign. We next observe that in the regular case our BVP (1.1)–(1.2)
is the special case of problems considered in [6].
We say that x ∈ AC1(J ) or x ∈ C0(J ) ∩ AC1loc((0, T ]) is a solution of the boundary
value problem (BVP) (1.1)–(1.2) if x(t) > 0 for t ∈ (0, T ], x satisfies the boundary
conditions (1.2), and (1.1) holds a.e. on J .
The aim of this paper is to place conditions on the nonlinearity f and the function w in
(1.1) and (1.2) which guarantee the solvability of the BVP (1.1)–(1.2) either in AC1(J ) or
in C0(J )∩AC1loc((0, T ]). The proofs are based on regularization and sequential techniques
and rely on combining the method of lower and upper functions with Leray–Schauder
degree theory (see, e.g., [4]).
From now on, ‖x‖ = max{|x(t)|: t ∈ J } and ‖x‖L =
∫ T
0 |x(t)|dt denotes the norm in
C0(J ) and L1(J ), respectively. x ′+(t) and x ′−(t) denotes the derivative on the right and on
the left of x at the point t , respectively.
The following assumptions are used in this paper:
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where h ∈ L1(J ) is nonnegative, g ∈ C0((0,∞)) is nonincreasing and positive,
ψ : [0,∞)→ (0,∞) is nondecreasing and
∞∫
0
1
ψ(s)
ds =∞; (1.5)
(H2) There exist α ∈ C0(J ) ∩ AC1loc((0, T ]) and a decreasing sequence {tn} ⊂ (0, T ),
limn→∞ tn = 0, such that
α(0)= 0, α > 0 on (0, T ], α(tn) α(t) for t ∈ [0, tn],
α′′(t)+ f (t, α(t), α′(t)) 0 for a.e. t ∈ J,
f
(
t, α(tn),0
)
 0 for a.e. t ∈ [0, tn] and each n ∈N.
In addition, for αn defined by
αn(t)=
{
α(tn) for t ∈ [0, tn],
α(t) for t ∈ (tn, T ],
the following inequalities:
w
(
α(T ),α′(T )
)+ ϕ(αn) 0
and ∣∣f (t, αn(t), α′n(t))∣∣ χ1,n(t)
are satisfied for a.e. t ∈ J and each n ∈N, where χ1,n ∈L1(J ) is positive;
(H3) For each n ∈N, there exists βn ∈ C0(J )∩AC1loc((0, T ]) such that (for n ∈N)
βn(t) αn(t) for t ∈ J,
β ′′n(t)+ f
(
t, βn(t), β
′
n(t)
)
 0 for a.e. t ∈ J,
w
(
βn(T ),β
′
n(T )
)+ ϕ(βn) 0,∣∣f (t, βn(t), β ′n(t))∣∣ χ2,n(t) for a.e. t ∈ J,
where χ2,n ∈ L1(J ) is positive, and
B = sup{‖βn‖: n ∈N}<∞, B1,n = sup{∣∣β ′n(t)∣∣: t ∈ (0, T ]}<∞;
(H4) w ∈ C0([0,∞) × R) is nonincreasing in the second variable and there exists a
positive constant S  1 such that
w(u,−S)+ ϕ(αn) > 0, w(u,S)+ ϕ(βn) < 0
for 0 u B and n ∈N.
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We first define, for each γ, δ ∈ C0(J ), γ  δ on J , Λ ∈ L1(J ) positive, ε ∈ (0,∞),
and n ∈ N, the continuous truncation operator ∆(· ;γ, δ) :C0(J )→ C0(J ), the penalty
operator pε(· ;γ, δ,Λ) : C0(J )→ L1(J ), the function Φγ,δ ∈ C0(R) and the sequence
{Sn} ⊂R by the formulas
∆(x;γ, δ)(t)=


δ(t) if x(t) > δ(t),
x(t) if γ (t) x(t) δ(t),
γ (t) if x(t) < γ (t),
pε(x;γ, δ,Λ)(t)=


Λ(t) if x(t) > δ(t)+ ε,
Λ(t)
ε
(x(t)− δ(t)) if δ(t) < x(t) δ(t)+ ε,
0 if γ (t) x(t) δ(t),
Λ(t)
ε
(x(t)− γ (t)) if γ (t)− ε  x(t) < γ (t),
−Λ(t) if x(t) < γ (t)− ε,
Φγ,δ(u)=


δ(T ) for u > δ(T ),
u for γ (T ) u δ(T ),
γ (T ) for u < γ (T ),
and
Sn =max{S,A1,n,B1,n}, (2.1)
where A1,n =max{|α′(t)|: t ∈ [tn, T ]} and B1,n, S are given by (H3) and (H4).
Remark 2.1. We note that for γ, δ ∈C1(J ), ∆(· ;γ, δ) :C1(J )→AC(J ) and
lim
n→∞
(
∆(xn;γ, δ)
)′
(t)= (∆(x;γ, δ))′(t) a.e. on J,
whenever xn, x ∈C1(J ) and limn→∞ xn = x in C1(J ) (see [7, Lemma 2]).
Throughout this section we assume that n ∈N is an arbitrary, but fixed positive integer,
and assumptions (H1)–(H4) are satisfied. We will deal with the solvability of the BVP
x ′′(t)+ f (t, x(t), x ′(t))= 0, (2.2)
x(0)= α(tn), w
(
x(T ), x ′(T )
)+ ϕ(x)= 0 (2.3)
in the class AC1(J ). For this purpose, let {εm} ⊂ (0,1) be a decreasing sequence,
limm→∞ εm = 0, ε1 < min{αn(t): t ∈ J }, and let χn ∈L1(J ) be given by
χn(t)=max
{
χ1,n(t),χ2,n(t)
}
for a.e. t ∈ J . Consider the two-parameter family of regular BVPs
x ′′(t)+ λf (t,∆(x;αn,βn)(t), (∆(x;αn,βn))′(t))
− (1− λ+ εm)pεm(x;αn,βn,χn)(t)= 0, (2.4)
x(0)= α(tn), (2.5)
x(T )=Φα−εm,βn+εm
(
x(T )+w(∆(x;α,βn)(T ), x ′(T ))+ ϕ(∆(x;αn,βn))) (2.6)
depending on the parameters λ ∈ [0,1] and m ∈N.
R.P. Agarwal et al. / J. Math. Anal. Appl. 279 (2003) 597–616 601A function x ∈AC1(J ) is said to be a solution of BVP (2.4)–(2.6) (with some λ ∈ [0,1]
and m ∈N) if x satisfies the boundary conditions (2.5), (2.6) and (2.4) holds a.e. on J .
Lemma 2.2. Let x be a solution of BVP (2.4)–(2.6) with some λ ∈ [0,1] and m ∈N. Then
αn(t)− εm  x(t) βn + εm for t ∈ J (2.7)
and ∣∣x ′(T )∣∣ S, (2.8)
where S is given in (H4).
Proof. By (2.6), we have
α(T )− εm  x(T ) βn(T )+ εm. (2.9)
To prove (2.7), we first assume that
max
{
x(t)− βn(t): t ∈ J
}= x(ξ)− βn(ξ) > εm. (2.10)
Then ξ ∈ (0, T ) (see (2.5) and (2.9)), and so x ′(ξ) = β ′n(ξ) and there exists an interval
[ξ, ξ + *] ⊂ J such that x(t)− βn(t) εm for t ∈ [ξ, ξ + *]. Therefore
∆(x;αn,βn)(t)= βn(t),
(
∆(x;αn,βn)
)′
(t)= β ′n(t),
pεm(x;αn,βn,χn)(t)= χn(t)
for t ∈ [ξ, ξ + *], which implies
x ′′(t)− β ′′n(t)−λf
(
t, βn(t), β
′
n(t)
)+ (1− λ+ εm)χn(t)+ f (t, βn(t), β ′n(t))
= (1− λ)[f (t, βn(t), β ′n(t))+ χn(t)]+ εmχn(t) εmχn(t)
for a.e. t ∈ [ξ, ξ + *]. Now, from the inequality
x ′(t)− β ′n(t) εm
t∫
ξ
χn(s) ds > 0, t ∈ (ξ, ξ + *],
we deduce that x ′ > β ′n on (ξ, ξ + *], contrary to (2.10).
Assume that
min
{
x(t)− αn(t): t ∈ J
}= x(τ)− αn(τ ) <−εm. (2.11)
Then τ ∈ (0, T ) by (2.5) and (2.9). The next part of the proof is divided into three cases.
Case 1. Let τ > tn. Then x ′(τ ) = α′n(τ ) = α′(τ ) and x(t) < α(t) − εm on an interval
[τ, τ + ν] ⊂ J . Thus
∆(x;αn,βn)(t)= α(t),
(
∆(x;αn,βn)
)′
(t)= α′(t),
and
pεm(x;αn,βn,χn)(t)=−χn(t)
for t ∈ [τ, τ + ν], and so
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−λf (t, α(t), α′(t))− (1− λ+ εm)χn(t)+ f (t, α(t), α′(t))
= (1− λ)[f (t, α(t), α′(t))− χn(t)]− εmχn(t)−εmχn(t)
for a.e. t ∈ [τ, τ + ν]. From the inequality
x ′(t)− α′n(t)−εm
t∫
τ
χn(s) ds < 0, t ∈ (τ, τ + ν],
we see that x ′ < α′n on (τ, τ + ν], contrary to (2.11).
Case 2. Let τ ∈ (0, tn). Then 0 = α′n(τ )= x ′(τ ) and there exists an interval [τ, τ + ν] ⊂
[τ, tn] such that x(t) < α(tn)− εm for t ∈ [τ, τ + ν]. Since
∆(x;αn,βn)(t)= α(tn),
(
∆(x;αn,βn)
)′
(t)= 0,
and
pεm(x;αn,βn,χn)(t)=−χn(t)
on this interval, we have
x ′′(t)=−λf (t, α(tn),0)− (1− λ+ εm)χn(t) < 0
for a.e. t ∈ [τ, τ + ν]. Hence x ′(t) − α′n(t) = x ′(t) =
∫ t
τ x
′′(s) ds < 0 for t ∈ (τ, τ + ν],
contrary to (2.11).
Case 3. Let τ = tn. Then (x − αn)′−(tn)  0 and (x − αn)′+(tn)  0. Since (x −
αn)
′−(tn)= x ′(tn) and (x−αn)′+(tn)= x ′(tn)−α′(tn), and from α(t) α(tn) for t ∈ [0, tn]
it follows that α′(tn) 0, the following inequalities
0 α′(tn) x ′(tn) 0
are satisfied. Hence α′(tn) = x ′(tn) = 0, and the same procedure as in Case 1 leads to a
contradiction.
We have proved (2.7). It remains to verify (2.8). If x ′(T ) > S then
w
(
∆(x;α,βn)(T ), x ′(T )
)+ ϕ(∆(x;αn,βn))
w
(
∆(x;α,βn)(T ), S
)+ ϕ(βn) < 0 (2.12)
by (H4). Hence (2.6) yields x(T )= α(T )− εm and then from (2.7) it follows that x ′(T )
α′(T ). Consequently,
0w
(
α(T ),α′(T )
)+ ϕ(αn)w(∆(x;α,βn)(T ), x ′(T ))+ ϕ(∆(x;αn,βn)),
contrary to (2.12). Finally, let x ′(T ) <−S. Then
w
(
∆(x;α,βn)(T ), x ′(T )
)+ ϕ(∆(x;αn,βn))
w
(
∆(x;α,βn)(T ),−S
)+ ϕ(αn) > 0 (2.13)
by (H4). Therefore (2.6) gives x(T ) = βn(T ) + εm, and then (2.7) implies that x ′(T ) 
β ′n(T ). Hence
0w
(
βn(T ),β
′
n(T )
)+ ϕ(βn)w(∆(x;α,βn)(T ), x ′(T ))+ ϕ(∆(x;αn,βn)),
contrary to (2.13). ✷
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Pn∫
Sn
1
ψ(s)
ds > ‖h‖L + 2‖χn‖L
ψ(0)
+
T∫
0
g
(
αn(t)
)
dt, (2.14)
where Sn is given in (2.1). Then
‖x ′‖ Pn (2.15)
for any solution x of the BVP (2.4)–(2.6) with λ ∈ (0,1] and m ∈N.
Proof. Let x be a solution of BVP (2.4)–(2.6) with λ ∈ (0,1] and m ∈N. Then inequalities
(2.7) and (2.8) are satisfied. If ‖x ′‖  Sn then (2.15) is satisfied. Assume that ‖x ′‖ =
|x ′(ξ)|> Sn and let x ′(ξ) > 0. Since x ′(T ) S by (2.8) and S  Sn, we see that ξ ∈ [0, T )
and there exists ν > 0 such that x ′(t) > Sn for t ∈ [ξ, ξ + ν)⊂ J and x ′(ξ + ν)= Sn. Then∣∣(∆(x;αn,βn))′(t)∣∣ x ′(t)
for t ∈ [ξ, ξ + ν] and∣∣λf (t,∆(x;αn,βn)(t), (∆(x;αn,βn))′(t))− (1− λ+ εm)pεm(x;αnβn,χn)(t)∣∣

(
h(t)+ g(∆(x;αn,βn)(t)))ψ(∣∣(∆(x;αn,βn))′(t)∣∣)+ 2χn(t)

(
h(t)+ g(αn(t)))ψ(x ′(t))+ 2χn(t)
for a.e. t ∈ [ξ, ξ + ν]. Therefore
x ′′(t)−(h(t)+ g(αn(t)))ψ(x ′(t))− 2χn(t) for a.e. t ∈ [ξ, ξ + ν],
and integrating the inequality
x ′′(t)
ψ(x ′(t))
−h(t)− g(αn(t))− 2χn(t)
ψ(0)
for a.e. t ∈ [ξ, ξ + ν]
over [ξ, ξ + ν] gives
‖x ′‖∫
Sn
1
ψ(s)
ds 
ξ+ν∫
ξ
[
h(t)+ g(αn(t))+ 2χn(t)
ψ(0)
]
dt
 ‖h‖L + 2‖χn‖L
ψ(0)
+
T∫
0
g
(
αn(t)
)
dt. (2.16)
From (2.14) and (2.16) we see that (2.15) is valid. The case where x ′(ξ) < 0 is similar so
we omit the details. ✷
Lemma 2.4. There exists a solution of BVP (2.4)–(2.6) with λ= 1.
Proof. Set
E = 2 (B + 1+ 4T ‖χn‖L)
T
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Ω = {(x, a): (x, a) ∈ C1(J )×R, ‖x‖<B +ET + 4T ‖χn‖L,
‖x ′‖<E + Pn + 4‖χn‖L, |a|<E + Pn
}
,
where Pn is given in Lemma 2.3. Let the operator Z : [0,1]×Ω →C1(J )×R be defined
by the formula
Z(λ, x, a)=
(
λα(tn)+ at + (1+ εm)
t∫
0
(t − s)pεm(x;αn,βn,χn)(s) ds
− (1− λ)(1+ εm)
t∫
0
(t − s)pεm(−x;αn,βn,χn)(s) ds,
a + x(T )− λΦα−εm,βn+εm
(
x(T )+w(∆(x;α,βn)(T ), x ′(T ))
+ ϕ(∆(x;αn,βn)))
)
.
Then Z(0,−x,−a) = −Z(0, x, a) for (x, a) ∈ Ω , and so Z(0, ·, ·) is an odd operator.
Since ∣∣pεm(x;αn,βn,χn)(t)− pεm(y;αn,βn,χn)(t)∣∣ 2χn(t)
εm
∣∣x(t)− y(t)∣∣
a.e. on J for each x, y ∈ C1(J ), we can verify that Z is a continuous operator. Let
{(λj , xj , aj )} ⊂ [0,1] ×Ω . Then
∣∣∣∣∣λjα(tn)+ aj t + (1+ εm)
t∫
0
(t − s)pεm(xj ;αn,βn,χn)(s) ds
− (1− λj )(1+ εm)
t∫
0
(t − s)pεm(−xj ;αn,βn,χn)(s) ds
∣∣∣∣∣
 B + (E + Pn)T + 4T ‖χn‖L,
∣∣∣∣∣aj + (1+ εm)
t∫
0
pεm(xj ;αn,βn,χn)(s) ds
− (1− λj )(1+ εm)
t∫
pεm(−xj ;αn,βn,χn)(s) ds
∣∣∣∣∣E + Pn + 4‖χn‖L,
0
R.P. Agarwal et al. / J. Math. Anal. Appl. 279 (2003) 597–616 605∣∣∣∣∣(1+ εm)
t2∫
t1
pεm(xj ;αn,βn,χn)(s) ds
− (1− λj )(1+ εm)
t2∫
t1
pεm(−xj ;αn,βn,χn)(s) ds
∣∣∣∣∣ 4
∣∣∣∣∣
t2∫
t1
χn(s) ds
∣∣∣∣∣,
and ∣∣∣aj + xj (T )− λΦα−εm,βn+εm(xj (T )+w(∆(xj ;α,βn)(T ), x ′j (T ))
+ ϕ(∆(xj ;αn,βn)))∣∣∣
 2B +E(1+ T )+ Pn + 1+ 4T ‖χn‖L
for t, t1, t2 ∈ J and j ∈ N. By the Arzelà–Ascoli theorem and the Bolzano–Weierstrass
theorem, {Z(λj , xj , aj )} is relatively compact. Hence Z is a compact operator.
Let Z(λ0, x0, a0)= (x0, a0) for some λ0 ∈ [0,1] and (x0, a0) ∈ ∂Ω . Then
x0(t)= λ0α(tn)+ a0t + (1+ εm)
t∫
0
(t − s)pεm(x0;αn,βn,χn)(s) ds
− (1− λ0)(1+ εm)
t∫
0
(t − s)pεm(−x0;αn,βn,χn)(s) ds, t ∈ J, (2.17)
and
x0(T )= λ0Φα−εm,βn+εm
(
x0(T )+w
(
∆(x0;α,βn)(T ), x ′0(T )
)+ ϕ(∆(x0;αn,βn))).
(2.18)
By (2.18),
(0) λ0
(
α(T )− εm
)
 x0(T ) λ0
(
βn(T )+ εm
)
 B + 1,
and then (2.17) with t = T gives
|a0| = 1
T
∣∣∣∣∣x0(T )− λ0α(tn)− (1− εm)
T∫
0
(T − t)pεm(x0;αn,βn,χn)(t) dt
+ (1− λ0)(1+ εm)
T∫
0
(T − t)pεm(−x0;αn,βn,χn)(t) dt
∣∣∣∣∣
 1
T
(
2B + 1+ 4T ‖χn‖L
)
<E.
Hence∣∣x0(t)∣∣ B +ET + 4T ‖χn‖L
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for t ∈ J . We have proved that (x0, a0) ∈ ∂Ω . Consequently, Z(λ, x, a) = (x, a) for
(λ, x, a) ∈ [0,1] × ∂Ω . Then, by the Borsuk antipodal theorem, D(I − Z(0, ·, ·),Ω,0)
= 0, where I is the identity operator on C1(J )×R and “D” stands for the Leray–Schauder
degree, and, by the homotopy invariance property,
D
(I −Z(0, ·, ·),Ω,0)=D(I −Z(1, ·, ·),Ω,0).
Therefore
D
(I −Z(1, ·, ·),Ω,0) = 0. (2.19)
Now, define the operator K : [0,1] ×Ω→C1(J )×R by
K(λ, x, a)=
(
α(tn)+ at − λ
t∫
0
(t − s)f (s,∆(x;αn,βn)(s), (∆(x;αn,βn))′(s))ds
+ (1− λ+ εm)
t∫
0
(t − s)pεm(x;αn,βn,χn)(s) ds,
a + x(T )−Φα−εm,βn+εm
(
x(T )+w(∆(x;α,βn)(T ), x ′(T ))
+ ϕ(∆(x;αn,βn)))
)
.
Then K(0, ·, ·)= Z(1, ·, ·), and so D(I −K(0, ·, ·),Ω,0) = 0 by (2.19). If we verify that
(i) K is a compact operator, and
(ii) K(λ, x, a) = (x, a) for λ ∈ [0,1] and (x, a) ∈ ∂Ω ,
then, by the homotopy property,
D
(I −K(1, ·, ·),Ω,0) = 0. (2.20)
It is easy to verify, using Remark 2.1, that K is a continuous operator. To prove that
K([0,1] × Ω) is a relatively compact subset of the Banach space C1(J ) × R, let
{(λj , xj , aj )} ⊂ [0,1] ×Ω and set
*n(t)= sup
{∣∣f (t, x, y)∣∣: (x, y) ∈ [cn,B] × [−Pn,Pn]}
for a.e. t ∈ J , where cn =min{α(t): t ∈ [tn, T ]}> 0. Then *n ∈L1(J ) and∣∣∣∣∣α(tn)+ aj t − λj
t∫
0
(t − s)f (s,∆(xj ;αn,βn)(s), (∆(xj ;αn,βn))′(s)) ds
+ (1− λj + εm)
t∫
0
(t − s)pεm(xj ;αn,βn,χn)(s) ds
∣∣∣∣∣
< B + (E + Pn + ‖*n‖L + 2‖χn‖L)T ,
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t∫
0
f
(
s,∆(xj ;αn,βn)(s),
(
∆(xj ;αn,βn)
)′
(s)
)
ds
+ (1− λj + εm)
t∫
0
pεm(xj ;αn,βn,χn)(s) ds
∣∣∣∣∣
<E + Pn +‖*n‖L + 2‖χn‖L,∣∣∣∣∣− λj
t2∫
t1
f
(
s,∆(xj ;αn,βn)(s),
(
∆(xj ;αn,βn)
)′
(s)
)
ds
+ (1− λj + εm)
t2∫
t1
pεm(xj ;αn,βn,χn)(s) ds
∣∣∣∣∣
<
∣∣∣∣∣
t2∫
t1
*n(s) ds
∣∣∣∣∣+ 2
∣∣∣∣∣
t2∫
t1
χn(s) ds
∣∣∣∣∣,
and ∣∣∣aj + xj (T )−Φα−εm,βn+εm(xj (T )+w(∆(xj ;α,βn)(T ), x ′j (T ))
+ ϕ(∆(xj ;αn,βn)))∣∣∣
 2B + Pn +E(T + 1)+ 4T ‖χn‖L + 1
for t, t1, t2 ∈ J and j ∈ N. By the Arzelà–Ascoli theorem and Bolzano–Weierstrass
theorem, {K(αj , xj , aj )} is relatively compact, and consequentlyK is a compact operator.
Assume that K(λ∗, x∗, a∗)= (x∗, a∗) for some λ∗ ∈ [0,1] and (x∗, a∗) ∈ ∂Ω . Then
x∗(t)= α(tn)+ a∗t
− λ∗
t∫
0
(t − s)f (s,∆(x∗;αn,βn)(s), (∆(x∗;αn,βn))′(s))ds
+ (1− λ∗ + εm)
t∫
0
(t − s)pεm(x∗;αn,βn,χn)(s) ds, t ∈ J, (2.21)
and
x∗(T )=Φα−εm,βn+εm
(
x∗(T )+w
(
∆(x∗;α,βn)(T ), x ′∗(T )
)+ ϕ(∆(x∗;αn,βn))).
(2.22)
From (2.21) it follows that x∗(0)= α(tn) and x∗ is a solution of (2.4) with λ= λ∗. Hence
x∗ is a solution of BVP (2.4)–(2.6) with λ= λ∗ and then, by Lemmas 2.2 and 2.3,
αn(t)− εm  x∗(t) βn(t)+ εm for t ∈ J (2.23)
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‖x ′∗‖ Pn. (2.24)
In addition, (2.21) gives a∗ = x ′∗(0). Therefore ‖x∗‖ B + 1, ‖x ′∗‖ Pn, and |a∗| Pn,
and so (x∗, a∗) ∈ ∂Ω . We have proved that (2.20) is true. Then there exists a fixed point
(xˆ, aˆ) of the operator K(1, ·, ·) and it is easily seen that xˆ is a solution of BVP (2.4)–(2.6)
with λ= 1. ✷
Lemma 2.5. There exists a solution x ∈AC1(J ) of BVP (2.2)–(2.3) satisfying the inequal-
ities
αn(t) x(t) βn(t) for t ∈ J (2.25)
and
‖x ′‖ Pn, (2.26)
where Pn is given in Lemma 2.3.
Proof. By Lemma 2.4, for each m ∈N, there exists a solution xm of BVP (2.4)–(2.6) with
λ= 1. Consider the sequence {xm}. Then
αn(t)− εm  xm(t) βn + εm, (2.27)
‖x ′m‖ Pn (2.28)
for t ∈ J and m ∈ N, by Lemmas 2.2 and 2.3. Since f ∈ Car(J × (0,∞) × R), 0 <
min{αn(t): t ∈ J }  ∆(xm;αn,βn)(t)  B and |(∆(xm;αn,βn))′(t)|  Pn for t ∈ J and
m ∈N, there exists * ∈L1(J ) such that∣∣f (t,∆(xm;αn,βn)(t), (∆(xm;αn,βn))′(t))∣∣ *(t) (2.29)
for a.e. t ∈ J and each m ∈N. Then
∣∣x ′m(t1)− x ′m(t2)∣∣=
∣∣∣∣∣
t2∫
t1
f
(
t,∆(xm;αn,βn)(t),
(
∆(xm;αn,βn)
)′
(t)
)
dt
− εm
t2∫
t1
pεm(xm;αn,βn,χn)(t) dt
∣∣∣∣∣

∣∣∣∣∣
t2∫
t1
*(t) dt
∣∣∣∣∣+
∣∣∣∣∣
t2∫
t1
χn(t) dt
∣∣∣∣∣
for t1, t2 ∈ J and m ∈N. Hence {x ′m(t)} is equicontinuous on J and since {xm} is bounded
in C1(J ) by (2.27) and (2.28), without loss of generality we can assume that {xm} is
convergent in C1(J ) and let limm→∞ xm = x . Then x ∈ C1(J ) satisfies (2.25), (2.26) and
x(0)= α(tn). In addition,
lim ∆(xm;αn,βn)(t)= x(t) for t ∈ J
m→∞
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lim
m→∞
(
∆(xm;αn,βn)
)′
(t)= (∆(x;αn,βn))′(t) for a.e. t ∈ J,
by Remark 2.1, we have
lim
m→∞
(
∆(xm;αn,βn)
)′
(t)= x ′(t) for a.e. t ∈ J.
Consequently,
lim
m→∞f
(
t,∆(xm;αn,βn)(t),
(
∆(xm;αn,βn)
)′
(t)
)= f (t, x(t), x ′(t)) (2.30)
and
lim
m→∞ εmpεm(xm;αn,βn,χn)(t)= 0 (2.31)
for a.e. t ∈ J . Now from (2.29)–(2.31) and the inequality∣∣εmpεm(xm;αn,βn,χn)(t)∣∣ χn(t)
for a.e. t ∈ J and each m ∈ N, we deduce, by the Lebesgue dominated convergence theo-
rem, that f (t, x(t), x ′(t)) ∈ L1(J ) and letting m→∞ in the equalities
x ′m(t)= x ′m(0)−
t∫
0
f
(
s,∆(xm;αn,βn)(s),
(
∆(xm;αn,βn)
)′
(s)
)
dt
+ εm
t∫
0
pεm(xm;αn,βn,χn)(s) ds,
we get
x ′(t)= x ′(0)−
t∫
0
f
(
s, x(s), x ′(s)
)
ds, t ∈ J.
Hence x ∈AC1(J ) and x is a solution of (2.2).
It remains to verify that x satisfies the second condition in (2.3). We know that
xm(T )=Φα−εm,βn+εm
(
xm(T )+w
(
∆(xm;α,βn)(T ), x ′m(T )
)
+ ϕ(∆(xm;αn,βn))) (2.32)
for m ∈N. Letting m→∞ gives
x(T )=Φα,βn
(
x(T )+w(x(T ), x ′(T ))+ ϕ(x)). (2.33)
If w(x(T ), x ′(T ))+ ϕ(x) > 0 then from (2.25) and (2.33) we deduce that x(T )= βn(T )
and x ′(T ) β ′n(T ). Then
0 <w
(
x(T ), x ′(T )
)+ ϕ(x)w(βn(T ),β ′n(T ))+ ϕ(βn),
contrary to w(βn(T ),β ′n(T )) + ϕ(βn)  0 by (H3). If w(x(T ), x ′(T )) + ϕ(x) < 0 then
(2.25) and (2.33) yield x(T )= αn(T )= α(T ) and x ′(T ) α′n(T )= α′(T ). Therefore
0 >w
(
x(T ), x ′(T )
)+ ϕ(x)w(α(T ),α′(T ))+ ϕ(αn),
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w
(
x(T ), x ′(T )
)+ ϕ(x)= 0. ✷
3. Existence results
In this section, existence results for BVP (1.1)–(1.2) are presented. We give conditions
which guarantee the solvability of our problem in the classes C0(J ) ∩ AC1loc((0, T ])
(Theorem 3.1) and AC1(J ) (Theorem 3.2).
Theorem 3.1. Let assumptions (H1)–(H4) be satisfied with ψ = 1, 1/g differentiable on
(0,B], g′ < 0 a.e. on (0,B] and g′/g ∈ L1([0,B]). Then there exists a solution x ∈
C0(J )∩AC1loc((0, T ]) of BVP (1.1)–(1.2) such that
x(t) α(t) for t ∈ J. (3.1)
Proof. Consider the sequence {xn} where xn is a solution of BVP (2.2)–(2.3). The exis-
tence of xn and the inequalities
αn(t) xn(t) βn(t) ( B) for t ∈ J, n ∈N, (3.2)
are guaranteed by Lemma 2.5. From (3.2), (H4), and the equalities
w
(
xn(T ), x
′
n(T )
)+ ϕ(xn)= 0, n ∈N, (3.3)
we deduce that∣∣x ′n(T )∣∣ S for n ∈N. (3.4)
We are going to show that {xn} is equicontinuous on J and {x ′n} is bounded
in C0([t∗, T ]) and equicontinuous on [t∗, T ] for each t∗ ∈ (0, T ]. By (H1) we have
|f (t, xn(t), x ′n(t))| h(t)+ g(xn(t)), and so∣∣x ′′n(t)∣∣ h(t)+ g(xn(t)) for a.e. t ∈ J and each n ∈N. (3.5)
To prove that {xn} is equicontinuous on J we use the procedure given in [1]. By (3.5),
−x ′′n(t)
g(xn(t))
 h(t)
g(xn(t))
+ 1 h(t)
g(B)
+ 1
a.e. on J and each n ∈N. Integrate
−x ′′n(t)
g(xn(t))
 h(t)
g(B)
+ 1
from 0 to T to obtain
x ′n(0)
g(xn(0))
− x
′
n(T )
g(xn(T ))
+
T∫ −g′(xn(t))
g2(xn(t))
(
x ′n(t)
)2
dt  ‖h‖L
g(B)
+ T .0
R.P. Agarwal et al. / J. Math. Anal. Appl. 279 (2003) 597–616 611Since x ′n(0)  0 which follows from xn(t)  α(tn) for t ∈ [0, tn] and xn(t) = α(tn), we
have (see (3.4))
T∫
0
−g′(xn(t))
g2(xn(t))
(
x ′n(t)
)2
dt  ‖h‖L
g(B)
+ x
′
n(T )
g(xn(T ))
+ T  ‖h‖L + S
g(B)
+ T ≡K.
Setting
I (z)=
z∫
0
(−g′(u))1/2
g(u)
du for z ∈ [0,B],
we have
∣∣I(xn(t2))− I(xn(t1))∣∣=
∣∣∣∣∣
t2∫
t1
(−g′(xn(t)))1/2
g(xn(t))
x ′n(t) dt
∣∣∣∣∣
 |t2 − t1|1/2
( T∫
0
−g′(xn(t))
(g(xn(t)))2
(
x ′n(t)
)2
dt
)1/2

(
K|t2 − t1|
)1/2
for t1, t2 ∈ J . It follows from the above inequalities, the uniform continuity of I−1 on
[0, I (B)], and∣∣xn(t2)− xn(t1)∣∣= ∣∣I−1(I(xn(t2)))− I−1(I(xn(t1)))∣∣, t1, t2 ∈ J,
that {xn(t)} is equicontinuous on J .
By (3.2) and (3.5),∣∣x ′′n(t)∣∣ h(t)+ g(xn(t)) h(t)+ g(αn(t)) h(t)+ g(α(t)) (3.6)
for a.e. t ∈ J and each n ∈ N since g(αn(t))  g(α(t)). Fix now t∗ ∈ (0, T ). Then using
(3.4) and (3.6) we can verify that
max
{∣∣x ′n(t)∣∣: t ∈ [t∗, T ]}U∗ for n ∈N, (3.7)
where
U∗ = S + ‖h‖L +
T∫
t∗
g
(
α(t)
)
dt.
Let
c∗ =min
{
α(t): t ∈ [t∗, T ]
}
> 0
and
*∗(t)= sup
{∣∣f (t, x, y)∣∣: (x,u) ∈ [c∗,B] × [−U∗,U∗]}
for a.e. t ∈ [t∗, T ]. Then *∗ ∈L1([t∗, T ]) and, by (3.2) and (3.7),∣∣f (t, xn(t), x ′n(t))∣∣ *∗(t) for a.e. t ∈ [t∗, T ] and each n ∈N, (3.8)
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∣∣x ′n(t2)− x ′n(t1)∣∣=
∣∣∣∣∣
t2∫
t1
f
(
t, xn(t), x
′
n(t)
)
dt
∣∣∣∣∣
∣∣∣∣∣
t2∫
t1
*∗(t) dt
∣∣∣∣∣
for t1, t2,∈ [t∗, T ]. We have proved that {x ′n} is bounded in C0([t∗, T ]) and equicontinuous
on [t∗, T ]. Since t∗ ∈ (0, T ] is an arbitrary number, applying the Arzelà–Ascoli theorem
and the Cauchy’s diagonal process, we can assume without loss of generality that {xn} is
convergent in C0(J ) and {x ′n} is locally uniformly convergent on (0, T ]. Let limn→∞ xn
= x . Then x ∈C0(J )∩C1((0, T ]), x(0)= 0, x(t) α(t) for t ∈ J ,
0 = lim
n→∞
(
w
(
xn(T ), x
′
n(T )
)+ ϕ(xn))=w(x(t), x ′(T ))+ ϕ(x),
lim
n→∞f
(
t, xn(t), x
′
n(t)
)= f (t, x(t), x ′(t)) for a.e t ∈ J.
Letting n→∞ in the equalities
x ′n(t)= x ′n(T )+
T∫
t
f
(
s, xn(s), x
′
n(s)
)
ds, t ∈ J, n ∈N,
we have
x ′(t)= x ′(T )+
T∫
t
f
(
s, x(s), x ′(s)
)
ds, t ∈ (0, T ],
by the Lebesgue dominated convergence theorem. Notice, in addition, that f (t, x(t), x ′(t))
∈ Lloc((0, T ]). Hence x is a solution of BVP (1.1)–(1.2) in the class C0(J ) ∩
AC1loc((0, T ]). ✷
Theorem 3.2. Let assumptions (H1)–(H4) be satisfied and let g ∈ L1([0,B]). Then there
exists a solution x ∈AC1(J ) of BVP (1.1)–(1.2) such that (3.1) is true.
Proof. Consider the sequence {xn}, where xn is a solution of BVP (2.2)–(2.3) which exis-
tence is guaranteed by Lemma 2.5. Then (3.2)–(3.4) are satisfied. From (H1) it follows
that ∣∣f (t, xn(t), x ′n(t))∣∣ (h(t)+ g(xn(t)))ψ(∣∣x ′n(t)∣∣) (3.9)
for a.e. t ∈ J and each n ∈N. We are going to show that
‖x ′n‖<Q for n ∈N, (3.10)
where Q is a positive constant satisfying the inequality
Q∫ 1
ψ(s)
ds > ‖h‖L +
B∫
g(s) ds. (3.11)S 0
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x ′n0(ξ) < −S we proceed analogously). Then x ′n0(t) > S ( 1) on an interval [ξ, ξ + ε0]⊂ J and x ′n0(ξ + ε0)= S. Therefore
x ′′n0(t)=−fn0
(
t, xn0(t), x
′
n0(t)
)
−(h(t)+ g(xn0(t)))ψ(x ′n0(t))
and
x ′′n0(t)
ψ(x ′n0(t))
−h(t)− g(xn0(t))−h(t)− g(xn0(t))x ′n0(t) (3.12)
for a.e. t ∈ [ξ, ξ + ε0]. Integrating (3.12) over [ξ, ξ + ε0] gives
‖x ′n0‖∫
S
1
ψ(s)
ds 
ξ+ε0∫
ξ
h(s) ds +
xn0 (ξ+ε0)∫
xn0 (ξ)
g(s) ds  ‖h‖L +
B∫
0
g(s) ds,
and so (see (3.11)) ‖x ′n0‖<Q. Hence (3.10) is proved.
To prove that {x ′n(t)} is equicontinuous on J , we use the inequalities∣∣∣∣x ′′n(t)x ′n(t)ψ(|x ′n(t)|)
∣∣∣∣Qh(t)+ g(xn(t))∣∣x ′n(t)∣∣ for n ∈N and a.e. t ∈ J, (3.13)
which follows from (3.9) and (3.10). We first show that∣∣∣∣∣
|x ′n(t2)|∫
|x ′n(t1)|
s
ψ(s)
ds
∣∣∣∣∣Q
t2∫
t1
h(t) dt +
∣∣∣∣∣
xn(τ1)∫
xn(t1)
g(s) ds
∣∣∣∣∣+
∣∣∣∣∣
xn(t2)∫
xn(τ2)
g(s) ds
∣∣∣∣∣ (3.14)
for all 0  t1 < t2  T and n ∈ N, where τ1 = τ1(t1, t2), τ2 = τ2(t1, t2), and t1  τ1  τ2
 t2. Fix 0 t1 < t2  T and n ∈N. If x ′n(t1)= x ′n(t2)= 0 then (3.14) is valid, for instance,
with τ1 = t1, τ2 = t2. Let |x ′n(t1)| + |x ′n(t2)|> 0. We must distinguish three cases.
(a) Let x ′n(t) > 0 for t ∈ [t1, t2]. Integrating (3.13) from t1 to t2, we get∣∣∣∣∣
|x ′n(t2)|∫
|x ′n(t1)|
s
ψ(s)
ds
∣∣∣∣∣Q
t2∫
t1
h(t) dt +
∣∣∣∣∣
xn(t2)∫
xn(t1)
g(s) ds
∣∣∣∣∣
and (3.14) is satisfied with t1 = τ1 = τ2.
(b) Let x ′n(t1) = 0, x ′n(t2)= 0, and x ′n = 0 on [t1, t2
)
or x ′n(t1)= 0, x ′n(t2) = 0, and x ′n = 0
on (t1, t2]. Then applying the same procedure as in case (a) we can verify (3.14) with
t1 = τ1 = τ2 as well.
(c) Let x ′n(t1) = 0, x ′n(t2) = 0, and x ′n changes its sign on [t1, t2]. Then there exist
t1 < τ1  τ2 < t2 such that x ′n = 0 on [t1, τ1) ∪ (τ2, t2] and x ′n(τ1) = x ′n(τ2) = 0.
Arguing as in case (a), now on the intervals [t1, τ1] and [τ2, t2], we have
|x ′n(t1)|∫
s
ψ(s)
ds Q
τ1∫
t
h(t) dt +
∣∣∣∣∣
xn(τ1)∫
g(s) ds
∣∣∣∣∣
0 1 xn(t1)
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|x ′n(t2)|∫
0
s
ψ(s)
ds Q
t2∫
τ2
h(t) dt +
∣∣∣∣∣
xn(t2)∫
xn(τ2)
g(s) ds
∣∣∣∣∣.
Hence (3.14) is satisfied.
We claim that {x ′n(t)} is equicontinuous on J . In fact, for the opposite case there exist a
positive constant ε∗, sequences {un}, {vn} ⊂ J , limn→∞ un = limn→∞ vn and a sequence
{kn} ⊂N such that∣∣x ′kn(un)− x ′kn(vn)∣∣ ε∗, n ∈N.
Since {x ′kn(un)}, {x ′kn(vn)} are bounded, we can assume that they are convergent. Let
limn→∞ x ′kn(un)=U , limn→∞ x ′kn(un)= V . Then
|U − V | ε∗. (3.15)
From (3.14) it follows that
∣∣∣∣∣
|x ′kn (vn)|∫
|x ′kn (un)|
s
ψ(s)
ds
∣∣∣∣∣Q
∣∣∣∣∣
vn∫
un
h(t) dt
∣∣∣∣∣+
∣∣∣∣∣
xn(τn)∫
xn(un)
g(s) ds
∣∣∣∣∣+
∣∣∣∣∣
xn(vn)∫
xn(νn)
g(s) ds
∣∣∣∣∣ (3.16)
for n ∈N, where τn, νn ∈ [min{un, vn}, max{un, vn}], τn  νn. Since∣∣xkn(τn)− xkn(un)∣∣Q|τn − un|Q|vn − un|,∣∣xkn(vn)− xkn(νn)∣∣Q|vn − νn|Q|vn − un|,
limn→∞(un − vn)= 0, h ∈L1(J ), and g ∈ L1([0,B]), we have
lim
n→∞
(
Q
∣∣∣∣∣
vn∫
un
h(t) dt
∣∣∣∣∣+
∣∣∣∣∣
xn(τn)∫
xn(un)
g(s) ds
∣∣∣∣∣+
∣∣∣∣∣
xn(vn)∫
xn(νn)
g(s) ds
∣∣∣∣∣
)
= 0.
Then, by (3.16),
lim
n→∞
|x ′kn (vn)|∫
|x ′kn (un)|
s
ψ(s)
ds = 0.
Hence
|V |∫
|U |
s
ψ(s)
ds = 0,
and so |U | = |V |. Then according to (3.15) we have U =−V and U = 0. Therefore there
is a n0 ∈N such that sign x ′ (un)u′ (vn) < 0 for n n0, and then u′ (ξn)= 0 for some ξnkn kn kn
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suitable τi,n and *i,n between un, ξn and ξn, vn, respectively)
|x ′kn (un)|∫
0
s
ψ(s)
ds 
∣∣∣∣∣
ξn∫
un
h(t) dt
∣∣∣∣∣+
∣∣∣∣∣
xkn (τ1,n)∫
xkn (un)
g(s) ds
∣∣∣∣∣+
∣∣∣∣∣
xkn (ξn)∫
xkn (τ2,n)
g(s) ds
∣∣∣∣∣
and
|x ′kn (vn)|∫
0
s
ψ(s)
ds 
∣∣∣∣∣
vn∫
ξn
h(t) dt
∣∣∣∣∣+
∣∣∣∣∣
xkn (*1,n)∫
xkn (ξn)
g(s) ds
∣∣∣∣∣+
∣∣∣∣∣
xkn (vn)∫
xkn (*2,n)
g(s) ds
∣∣∣∣∣
for n n0. Since the limits, as n→∞, of the right-hand sides of the two last inequalities
are equal to 0, we have
0 = lim
n→∞
|x ′kn (un)|∫
0
s
ψ(s)
ds =
|U |∫
0
s
ψ(s)
ds,
0 = lim
n→∞
|x ′kn (vn)|∫
0
s
ψ(s)
ds =
|V |∫
0
s
ψ(s)
ds,
contrary to 0 =U =−V . Hence {x ′n(t)} is equicontinuous on J .
We know that {xn} is bounded in C1(J ) by (3.2) and (3.10) and {x ′n} is equicontinuous
on J . Thus without loss of generality we can assume that {xn} is convergent in C1(J ) and
let limn→∞ xn = x . Then x ∈ C1(J ), x(t) α(t) for t ∈ J by (3.2), and letting n→∞ in
the equalities xn(0)= α(tn) and w(xn(T ), x ′n(T ))+ ϕ(xn)= 0, we have
x(0)= 0, w(x(T ), x ′(T ))+ ϕ(x)= 0.
Fix t∗ ∈ (0, T ) and set
ε∗ =min
{
x(t): t ∈ [t∗, T ]
}
min
{
α(t): t ∈ [t∗, T ]
}
> 0.
Then there exists n∗ ∈ N such that xn(t)  ε∗/2 for t ∈ [t∗, T ] and n  n∗. Since f ∈
Car(J × (0,∞)×R),∣∣f (t, x, y)∣∣ *∗(t) for a.e. t ∈ [t∗, T ] and each *∗2  x  B, |y|Q,
where *∗ ∈ L1([t∗, T ]). Hence∣∣f (t, xn(t), x ′n(t))∣∣ *∗(t) for a.e. t ∈ [t∗, T ] and each n n∗,
and since
lim f
(
t, xn(t), x
′
n(t)
)= f (t, x(t), x ′(t)) for a.e. t ∈ [t∗, T ],
n→∞
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letting n→∞ in the equalities
x ′n(t∗)= x ′n(T )+
T∫
t∗
f
(
t, xn(t), x
′
n(t)
)
dt, n ∈N,
we have
x ′(t∗)= x ′(T )+
T∫
t∗
f
(
t, x(t), x ′(t)
)
dt.
Since t∗ ∈ (0, T ), we have proved that
x ′(t)= x ′(T )+
T∫
t
f
(
s, x(s), x ′(s)
)
ds for t ∈ (0, T ]. (3.17)
Then from the continuity of x ′ on J we deduce that (3.17) holds even for t ∈ J . Conse-
quently, x ∈ AC1(J ) and x satisfies (1.1) a.e. on J . Hence x is a solution of BVP (1.1)–
(1.2) in the class AC1(J ). ✷
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