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Jeffrey Kuan
Abstract
We provide two new constructions of Markov chains which had pre-
viously arisen from the representation theory of U(∞). The first con-
struction uses the combinatorial rule for the Littlewood–Richardson co-
efficients, which arise from tensor products of irreducible representations
of the unitary group. The second arises from a quantum random walk on
the von Neumann algebra of U(n), which is then restricted to the center.
Additionally, the restriction to a maximal torus can be expressed in terms
of weight multiplicities, explaining the presence of tensor products.
1 Introduction
This paper will examine a family of Markov processes on the state space
{λ1 ≥ . . . ≥ λn : λi ∈ Z}. These Markov processes were first introduced
as the Charlier process in [12]. In [3], the authors introduce a family of
Markov chains on the Gelfand–Tsetlin set GT. This is the set of infinite
sequences λ(1) ≺ λ(2) ≺ . . . , where λ(k) = (λ(k)1 ≥ . . . ≥ λ(k)k ) is a k–tuple
of nonincreasing integers and λ ≺ µ denotes the condition µ1 ≥ λ1 ≥
µ2 ≥ λ2 ≥ . . . µn ≥ λn. By considering the map
λ(1) ≺ λ(2) ≺ . . . 7→ {(λ(k)i − i, k)}1≤i≤k<∞ ⊂ Z× Z+,
these Markov chains define an interacting particle system on Z × Z+.
Drawing lozenges around each particle yields a random tiling of the half
plane. Furthermore, the condition λ(k) ≺ λ(k+1) ensures that there is
a natural interpretation as a randomly growing stepped surface. This
random growth belongs to the 2 + 1 anisotropic KPZ class of stochastic
growth models. This universality class is a variant of the KPZ universality
class, which has seen many results in recent years (see [7] for a survey). By
considering suitable projections, the Markov chains also reduce to TASEP,
PushASEP (introduced in [4]) , and the Charlier process from [12].
The Gelfand–Tsetlin set parametrises the branching of irreducible rep-
resentations of the unitary group. Additionally, the family of Markov
chains can be constructed from the representation theory of the infinite–
dimensional unitary group U(∞) [6]. Tools from representation theory
have yielded a rich variety of two–dimensional dynamics (e.g. [9, 15]).
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One of the most general processes arising from representation theory are
Macdonald processes [5].
In this paper, we hope to deepen the connections between proba-
bility theory and representation theory. To this end, we give two new
representation–theoretic constructions for these Markov chains. The first
involves the Littlewood–Richardson rule for decomposing tensor products
of irreducible representations of U(n). The second involves a quantum
random walk on the von Neumann algebra of U(n), which is then re-
stricted to the center. These constructions have the advantage of not re-
quiring infinite–dimensional representation theory and are therefore more
generalisable to other simple Lie groups.
The structure of the paper is as follows. In section 2, we review the
representation theory of U(n) and introduce the Markov chains from [3].
In section 3, we provide a construction the combinatorial description of the
Littlewood–Richardson coefficients. In section 4, we provide another con-
struction, this time using a quantum random walk on the von Neumann
algebra of U(n). This will also give a representation theoretic explanation
(i.e. using tensor products of representations instead of combinatorics)
for the occurrence of the Littlewood–Richardson coefficients.
2 Markov chains
2.1 Background
Before defining the Markov chains, let us review some background on the
unitary groups. Let U(n) denote the compact group of n × n unitary
matrices. Occasionally, to clean up notation, G will also refer to U(n).
Let Tn ⊂ U(n) be the subgroup of diagonal unitary matrices, which is a
maximal torus of U(n). With respect to this maximal torus, the weight
lattice of U(n) is easy to describe. The Lie algebra of Tn, denoted LTn,
consists of imaginary diagonal matrices. The weight lattice P ⊂ (LTn)∗
is the n–dimensional lattice generated by the elements 1, . . . , n, where
j(diag(u1, . . . , un)) = uj/(2pii). Each λ11 + . . .+ λnn, λj ∈ Z defines a
character of Tn by sending (z1, . . . , zn) to zλ11 · · · zλnn . In this way, there is
an isomorphism e : P → T̂n. For x ∈ P and θ ∈ Tn, write x(θ) = e(x)(θ).
Note that with this notation, x(θ)y(θ) = (x+ y)(θ).
The roots of U(n) with respect to Tn are ei − ej , 1 ≤ i 6= j ≤ n. The
Weyl group is generated by the reflections with respect to the roots. It
is isomorphic to the group Sn acting on {1, . . . , n}, where the reflection
with respect to ei − ej is the transposition (i j). The Weyl chamber is
thus Wn := {λ11 + . . .+ λnn : λ1 ≥ . . . ≥ λn, λj ∈ Z}.
Recall that any irreducible representation of any compact, connected,
simple Lie group is generated by a highest weight vector, which must lie
in the Weyl chamber. Conversely, any weight in the Weyl chamber gener-
ates an irreducible representation by successively applying negative roots.
Therefore the irreducible unitary representations of U(n) is parameterised
by Wn.
Letmn11 m
n2
2 . . . denote the sequence (m1, . . . ,m1︸ ︷︷ ︸
n1
,m2, . . . ,m2︸ ︷︷ ︸
n2
, . . .). For
2
λ, µ ∈ Wn, let λ ≺ µ denote the condition µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ . . . µn ≥
λn.
For each λ ∈ Wn, let piλ : U(n) → GL(Vλ), χλ and dimλ denote the
corresponding representation, character and dimension. Let χ˜λ denote
the normalized character χλ/dimλ. Recall that the conjugacy class of a
matrix in U(n) is given by its eigenvalues. Therefore, χλ is a function of
θ = (θ1, . . . , θn). Explicitly, χ
λ is just the Schur polynomial sλ. Useful
formulae are
χλ(θ1, . . . , θn) = sλ(θ1, . . . , θn) =
det[θ
λj+n−j
i ]1≤i,j≤n
det[θn−ji ]1≤i,j≤n
. (1)
and
χλ(θ1, . . . , θn) = sλ(θ1, . . . , θn) = det[hλi−i+j(θ)], (2)
where hk is the k–th complete homogeneous symmetric polynomial:
hk(θ) =
∑
1≤i1≤···≤ik≤n
θi1 · · · θik .
Equation (2) is called the first Jacobi–Trudi formula. The elementary
homogeneous symmetric polynomial ek will also appear:
ek(θ) =
∑
1<i1<···<ik<n
θi1 · · · θik .
Note that (1) implies that
sλ+1(θ1, . . . , θn) = θ1 · · · θnsλ(θ1, . . . , θn)
where 1 = (1, . . . , 1). It is also true that
det[θ
λj+n−j
i ]1≤i,j≤n
det[θn−ji ]1≤i,j≤n
=

hk, when λ = k0
n−1
ek, when λ = 1
k0n−k
hk(θ
−1
1 , . . . , θ
−1
n ), when λ = 0
n−1(−k)
θ−11 . . . θ
−1
n en−k = ek(θ
−1
1 , . . . , θ
−1
n ), when λ = 0
n−k(−1)k
The first two lines are well known, and the second two can be deduced
from the first two. A formula for the dimension is
dimλ =
∏
i<j
λi − i− (λj − j)
j − i ,
which extends formally to dim : P → R.
Let L2(G, dg)G denote the square–integrable class functions on G. By
the Peter–Weyl theorem, {χλ}λ∈Wn is an orthonormal basis for L2(G, dg)G.
For any κ ∈ L2(G, dg)G and any λ ∈ Wn, let κ̂(λ) be the Fourier coeffi-
cient
κ̂(λ) =
∫
G
κ(g)χλ(g)dg,
so that
κ(g) =
∑
λ∈Wn
κ̂(λ)χλ(g). (3)
Formally, this means that
∑
λ∈Wn χλ(g)χλ(g
′) is the Dirac delta function
δg−1g′ .
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2.2 Markov chains
Now review the Markov chains from [3]. Let θ1, . . . , θn be fixed nonzero
complex numbers, and let F be an analytic function in an annulus A
which contains all the θ−1j such that each F (θ
−1
j ) is nonzero. Given such
an F , define
f(m) :=
1
2pii
∮
F (z)
zm+1
dz, (4)
where the integral is taken over any positively oriented simple loop in A.
Section 2.3 of [3] defines matrices Tn with rows and columns parameterised
by Wn:
Tn(θ;F )(λ, µ) :=
sµ(θ)
sλ(θ)
det[f(λj + j − µi − i)]n1∏
F (θ−1j )
Proposition 2.1. There is the commuting relation Tn(θ;F1)Tn(θ;F2) =
Tn(θ;F1F2). For θ = (1, 1, . . . , 1), Tn(θ;F ) is a stochastic matrix.
Proof. Proposition 2.10 of [3] gives the commuting relation. Proposition
2.8 of [3] gives the stochastic matrix result.
Let us now describe the functions F to be considered. Define the
functions
Fα+,q(z) = (1− qz)−1, Fα−,q(z) = (1− qz−1)−1, 1 > q ≥ 0
Fβ+,p(z) = 1 + pz, Fβ−,p(z) = 1 + pz
−1, 1 ≥ p ≥ 0.
Fγ+,t(z) = e
tz, Fγ−,t(z) = e
tz−1 , t ≥ 0.
Lemma 2.2. For these functions,
Tn(θ;Fβ−,p)(λ, µ) =
pk∏
F (θ−1j )
sµ(θ)
sλ(θ)
, if each µj − λj ∈ {0, 1} and
∑
(µj − λj) = k,
0, otherwise.
Tn(θ;Fβ+,p)(λ, µ) =
pk∏
F (θ−1j )
sµ(θ)
sλ(θ)
, if each µj − λj ∈ {−1, 0} and
∑
(µj − λj) = −k,
0, otherwise.
Tn(θ;Fα−,q)(λ, µ) =
qk∏
F (θ−1j )
sµ(θ)
sλ(θ)
, if λ ≺ µ and
∑
(µj − λj) = k,
0, otherwise.
Tn(θ;Fα+,q)(λ, µ) =
qk∏
F (θ−1j )
sµ(θ)
sλ(θ)
, if µ ≺ λ and
∑
(µj − λj) = −k,
0, otherwise.
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Proof. These are Lemmas 2.12 and 2.13 from [3].
Use the variable ξ to denote one of the symbols α±, β±, γ±. For ξ =
β± and ξ = γ±, the process with transition probabilities Tn(1, Fξ) are
respectively the Krawtchouk and Charlier processes from [12]. These can
be described respectively as the Doob h–transform (where h(λ) = dimλ)
of n independent Bernoulli walks and n independent exponential random
walks of rate 1.
There is a general construction for building multivariate Markov chains
out of {Tn : n = 1, 2, 3, . . .}. This construction requires a intertwining
relation between the transition probabilities (see section 2 of [3]). It is
still an open problem to find a representation–theoretic interpretation of
the commutation relation.
Let Pn(θ;F )(µ) = Tn(θ;F )(0, µ). From Lemma 2.2, we see that for
F = Fα± , Fβ± , these are geometric random variables weighted by the di-
mension of the representation. The construction then proceeds as follows.
First, for F = Fα± or Fβ± , construct Tn(F ) out of Pn(F ) (Lemmas 3.2
and 4.3 below). Second, we show that there is a commuting relation that
is analogous to the one in Proposition 2.1 (Proposition 3.3 and Lemma 4.4
below). Finally, use a continuity argument (Lemmas 3.4 and 4.5 below)
to give Fγ± .
3 Combinatorial Formula
From Lemma 3.4 and (2) of [6], the measures Pn(θ;F )(µ) have a nice
algebraic interpretation from the formula∑
µ∈Wn
Pn(θ;F )(µ)
sµ(θ)
sµ(1)
= F (θ1) · · ·F (θn).
In words, the measures Pn(θ;F ) are the coefficients in the decomposition
of the function F (θ1) · · ·F (θn) over the normalized irreducible characters
of U(n). However, these measures are obtained by applying Tn(θ;F )
to the initial condition 0, and it is not clear what algebraic structure
remains if started from a different initial condition. Theorem 3.1 below
will provide a generalization to the case when the initial condition is some
nonzero λ ∈ Wn. It also worth noting that for F = Fα+ , a similar theorem
has appeared in the case of the orthogonal groups, using Pieri’s formula
(see [8],[13]). The theorem has also found use in [14].
Before proceeding to the statement of Theorem 3.1, let us briefly recall
the Littlewood–Richardson coefficients. For any two paritions λ, τ such
that λj ≤ τj for each j, the skew diagram of τ\λ is the set–theoretic dif-
ference of the Young diagrams of λ and τ . A skew Tableau of shape τ\λ
and weight µ is obtained by filling in the skew diagram of τ\λ with posi-
tive integers such that the integer k appears µk times. A skew Tableau is
semistandard if it the entries weakly increase along each row and strictly
increase down each column. A Littlewood–Richardson tableau is a semis-
tandard skew Tableau with the additional property that in the sequence
obtained by concatenating the reversed rows, every initial part of the
sequence contains any number k at least as often as it contains k + 1.
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Figure 1: For τ = (4, 3, 2), λ = (2, 1, 0) and µ = (3, 2, 1), here is a Littlewood–
Richardson tableau of shape τ\λ and weight µ. The sequence obtained by
concatenating the reversed rows is 112132 in the first case, and 112231 in the
second.
See figure 1 for two examples. The Littlewood–Richardson coefficient cτλµ
counts the number of Littlewood–Richardson tableaux of shape τ\λ and
of weight µ. In the example in figure 1, cτλµ equals 2.
In the special case µ = k0n−1, the Littlewood–Richardson rule is
known as Pieri’s formula. In this case, the semistandard skew Tableau
can only be filled with 1’s, so the condition on the concatenated sequence
is automatically satisfied. The only requirement is that the skew diagram
of τ\λ does not contain two boxes in the same column. In other words,
when µ = k0n−1, cτλµ =
{
1, if λ ≺ τ and ∑(τj − λj) = k,
0, else.
(5)
We also need the special case µ = 1k0n−k. The integers appearing in
the semistandard skew Tableau are {1, 2, . . . , k}, so the condition on the
concatenated sequence can only hold if the skew diagram of τ\λ does not
contain two boxes in the same row. In other words,
when µ = 1k0n−k, cτλµ =
{
1, if τj − λj ∈ {0, 1} and ∑(τj − λj) = k,
0, else.
(6)
The Littlewood-Richardson coefficients are related to representation
theory by the decomposition
Vλ ⊗ Vµ =
⊕
τ∈GTn
cτλµVτ .
Since the character of Vλ is the Schur polynomial sλ it is equivalent to
say
sλsµ =
∑
τ∈Wn
cτλµsτ .
Note that this implies the identity cτλµ = c
τ
µλ, which would not have
been obvious from the combinatorial description. Also note that this al-
lows for a natural definition of cτµλ when one of τ, µ, λ has negative entries.
Namely, letting 1 = (1, 1, . . . , 1), since sλ+1(x1, . . . , xn) = x1 · · ·xnsλ(x1, . . . , xn),
we can define
cτ−1λ−1,µ = c
τ
λµ.
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Also define the coefficients cτλσµ by
sλsσsν =
∑
τ∈Wn
cτλσνsτ .
It follows immediately that∑
µ∈Wn
cτλµc
µ
σν = c
τ
λσν .
The theorem can now be stated.
Theorem 3.1. For F = Fξ,∑
µ∈Wn
Pn(θ, F )(µ)cτλµ
sτ (θ)
sλ(θ)sµ(θ)
= Tn(θ, F )(λ, τ). (7)
Proof. Let C be the set of all functions F : A→ C such that (7) holds.
Lemma 3.2. The functions F = Fα± , Fβ± are in C.
Proof. Start with 1 + pz−1. By lemma 2.2,
Pn(θ;F )(µ) =
sµ(θ)
pk∏
F (θ−1j )
, µ = 1k0n−k,
0, else.
(8)
Thus it suffices to consider the value of cτλµ when µ = 1
k0n−k. By using
Pieri’s formula (6) and another application of lemma 2.2, Fβ+ ∈ C.
Now let consider 1 + pz. Since f˜(m) = f(−m),
Pn(θ;Fβ−)(µ) =
sµ(θ)
pk∏
F (θ−1j )
, µ = 0n−k(−1)k,
0, else.
Since cτλµ = c
τ+1
µ+1,λ, then for µ = 0
n−k(−1)k,
cτλµ =
{
1, if each τi − λi ∈ {−1, 0} and ∑(τj − λj) = −k,
0, else.
Therefore, by lemma 2.2, Fβ− ∈ C.
Now consider the function F (z) = (1− qz−1)−1 By lemma 2.2,
Pn(θ;F )(µ) =
sµ(θ)
qk∏
F (α−1j )
, µ = k0n−1,
0, else.
By (5) and lemma 2.2, Fα+ ∈ C.
Finally let F˜ (z) = (1− qz)−1. Then
Pn(θ;F )(µ) =
sµ(θ)
qk∏
F (θ−1j )
, µ = 0n−1(−k),
0, else.
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Using the identity
sλ(θ
−1) = (θ1 . . . θn)
−λ1s(λ1−λn,...,λ1−λ2,0)(θ),
we get for µ = 0n−1(−k)
s(λ1−λn,...,λ1−λ2,0)(θ)sk0n−1(θ) = (θ1 . . . θn)
λ1sλ(θ
−1) · sµ(θ−1)
= (θ1 . . . θn)
λ1
∑
τ
cτλµsτ (θ
−1)
=
∑
τ
cτλµ(θ1 . . . θn)
λ1−τ1s(τ1−τn,...,τ1−τ2,0)(θ)
=
∑
τ
cτλµs(λ1−τn,...,λ1−τ1)(θ),
so
cτλµ =
{
1, if (λ1 − λn, . . . , λ1 − λ2, 0) ≺ (λ1 − τn, . . . , λ1 − τ1) and ∑(−τj + λj) = k,
0, else.
Equivalently,
cτλµ =
{
1, if τ ≺ λ and ∑(τj − λj) = −k
0, else.
Therefore, by lemma 2.2, Fα− ∈ C.
Proposition 3.3. If F1, F2 ∈ C, then F1F2 ∈ C.
Proof. Fix λ and τ . We want to prove that∑
µ∈Wn
Pn(θ, F1F2)(µ)cτλµ
sτ (θ)
sλ(θ)sµ(θ)
= Tn(θ, F1F2)(λ, τ).
Consider the expression
P (σ, γ, ν) = Pn(θ;F1)(σ)cγλσ
sγ(θ)
sλ(θ)sσ(θ)
Pn(θ;F2)(ν)cτγν
sτ (θ)
sγ(θ)sν(θ)
.
Since F1, F2 ∈ C, we have that∑
σ,γ,ν∈Wn
P (σ, γ, ν) =
∑
γ∈Wn
Tn(θ, F1)(λ, γ)Tn(θ, F2)(γ, τ)
= Tn(θ, F1F2)(λ, τ)
Now we also claim that
Pn(θ;F1F2)(µ)cτλµ
sτ (θ)
sλ(θ)sµ(θ)
=
∑
σ,γ,ν∈Wn
cµσνc
τ
λµ
cτλσν
P (σ, γ, ν). (9)
Summing over γ on the right–hand–side yields∑
σ,ν∈Wn
cµσνc
τ
λµ
cτλσν
Pn(θ;F1)(σ)cτλσν
1
sλ(θ)sσ(θ)
Pn(θ;F2)(ν)
sτ (θ)
sν(θ)
,
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while the left–hand–side equals (since F2 ∈ C)
Pn(θ;F1)(σ)Tn(θ;F2)(σ, µ)cτλµ
sτ (θ)
sλ(θ)sµ(θ)
=
∑
σ∈Wn
Pn(θ;F1)(σ)
∑
ν∈Wn
Pn(θ;F2)(ν)cµσνcτλµ
sµ(θ)
sσ(θ)sν(θ)
sτ (θ)
sλ(θ)sµ(θ)
,
which proves (9). And then summing both sides of (9) over µ ∈ Wn yields
the result.
Lemma 3.4. If {Fk} is a sequence of functions in C which converges to
F uniformly in A, then F ∈ C.
Proof. It is immediate that {fk} converges to f uniformly. Since the de-
terminant is a continuous function of its entries, Tn(θ;Fk)(λ, τ) converges
to Tn(θ;F )(λ, τ). Since sum in the left–hand side of (7) only has finitely
many terms, convergence must hold as well.
Finally, since ex = limk→∞(1 + x/k)k = limk→∞(1− x/k)−k, Lemma
3.2, Proposition 3.3 and Lemma 3.4 prove Theorem 3.1.
4 Quantum Random Walk
Let us introduce some notation, which will follow [1] closely.
Let G be a compact topological group, let dg denote its Haar measure
(normalized to have total weight 1), and let H = L2(G, dg) be the Hilbert
space of square–integrable functions. Let α denote the representation of G
on H by left translation. In other words, for f ∈ B(H) a unitary operator
on H, the map α : G→ B(H) is defined by [α(g)(f)](x) = f(xg). The von
Neumann algebra of G, denoted vN(G), is the closure (under the strong
operator topology) of the ∗–subalgebra of B(H) generated by α(G).
Let κ be a continuous, positive type function on G which sends the
identity to 1. This defines a state ϕ on vN(G) by ϕ(α(g)) = κ(g), and also
defines a completely positive map Qn(κ) on vN(G) by [Qn(κ)](α(g)) =
κ(g)α(g).
Since vN(G) is a unital C∗–algebra, we can define the infinite tensor
product vN(G)⊗∞, which is also a C∗–algebra. Let ϕ⊗∞ be the state
on vN(G)⊗∞ defined by ϕ⊗∞(x1 ⊗ x2 ⊗ · · · ) = ϕ(x1)ϕ(x2) . . .. The
Gelfand–Naimark–Segal construction produces a von Neumann algebra
A. For nonnegative integers k, define jk : vN(G)→ A by j0(α(g)) = Id.
and jk(α(g)) = α(g)
⊗k⊗Id⊗Id⊗· · · . The jk form what is called a “non-
commutative Markov process”. There is a projection map Ek from A to
Ak, the von Neumann subalgebra generated by the images of j0, . . . , jk.
For k ≤ m, there is the Markov property Ek ◦ jm = jk ◦Qm−kn . One could
think of these objects with the following analogy:
Classical State Space S (Ω,F) (Ω,Fk) Xk : Ω→ S E(·|Fk) E
Quantum vN(G) A Ak jk Ek(·) ϕ⊗∞
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4.1 Restriction to Center
Let Z(vN(G)) be the center of vN(G). The Peter–Weyl theorem gives an
isomorphism χ : Z(vN(G)) → L∞(Ĝ), where Ĝ is the set of equivalence
classes of irreducible representations of G. If κ is constant on conjugacy
classes, then Qn sends Z(vN(G)) to itself. Because it is completely pos-
itive, the map χ ◦ Qn ◦ χ−1 defines a transition matrix for a (classical)
Markov chain with state space Ĝ, assuming that κ is normalized so that
κ(Id) = 1. By a slight abuse of notation, let Qn(κ)(x, y) denote the
transition probabilities.
Now let G = U(n). Define κF : U(n) → C to be the class function
defined by
κF (θ) =
n∏
j=1
F (θj)
F (1)
.
Here, θ = (θ1, . . . , θn) are the eigenvalues of the unitary matrix on which
κF is applied. If F = Fξ, write κξ = κFξ .
Here is some useful information about Qn(κ). Below, Mat(Wn ×Wn)
is the ∗–algebra of matrices with rows and columns indexed by the Weyl
chamber Wn, and any M ∈ Mat(Wn ×Wn) has (λ, µ)–entry denoted by
M(λ, µ). Additionally, BC(G,C) denotes the complex–valued continuous
class functions on G.
Proposition 4.1. 1. For any κ ∈ L2(G, dg)G,
Qn(κ)(λ, µ) =
dimµ
dimλ
∫
U(n)
χλ(g)χµ(g)κ(g)dg. (10)
2. The map Qn : BC(G,C)G → Mat(Wn × Wn) is a morphism of
∗–algebras.
Proof. 1. This is Theorem 3.2 from [2]. Although the result there is only
stated for certain κ, by following the proof one sees that it holds more
generally.
2. The fact that Qn preserves linearity and
∗ follows immediately from
(10). By applying (3) to (10), it is immediate that multiplication is also
preserved. Another way to see this is to use the quantum random walk:
let Q1, Q2, and Q12 be the maps vN(G) → vN(G) defined by sending
α(g) to κ1(g)α(g), κ2(g)α(g) and κ2(g)κ1(g)α(g) respectively. By con-
struction, Qn(κ1), Qn(κ2), and Qn(κ1κ2) are the respective restrictions
to Z(vN(G)). Since Q1 ◦Q2 = Q12, the result follows.
Now specialize to κξ. Below, let ξ
∗ denote ξ with ± replaced by ∓;
for example, (α+)∗ = α−. This discrepancy is due to the (non–canonical)
choice of the representation α as acting by left translation, rather than by
right translation.
Theorem 4.2. For any symbol ξ, Qn(κξ) = Tn(1, Fξ∗).
Proof. Start with:
Lemma 4.3. Theorem 4.2 holds for ξ = α±, β±.
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Proof. By Weyl’s integration formula and (1), equation (10) implies
Qn(κ)(λ, µ) =
dimµ
dimλ
1
n!
∫
Tn
det[θ
λj+n−j
i ]det[θ
µj+n−j
i ]κ(θ1, . . . , θn)dθ1 · · · dθn.
This integral can be written in complex analytic notation. Since the
maximal torus is
Tn = {diag(z1, . . . , zn) : |zj | = 1} ⊂ U(n),
Tn can therefore be identified with the n–fold product of the unit circle in
C, which will also be denoted Tn. The Haar measure dθ on T is dz/2piiz,
so the integral equals
Qn(κ)(λ, µ) =
dimµ
dimλ
1
n!
(
1
2pii
)n ∫
Tn
det[z
λj+n−j
i ]det[z
µj+n−j
i ]κ(z1, . . . , zn)
dz1 · · · dzn
z1 · · · zn .
(11)
Note that
κα+(z) =
n∏
j=1
(1− qzj)−1
(1− q)−1 =
n∏
j=1
1 + qzj + (qzj)
2 + . . .
(1− q)−1 =
∞∑
k=0
qkhk(z)
(1− q)−n .
(12)
κα−(z) =
n∏
j=1
(1− qz−1j )−1
(1− q)−1 =
n∏
j=1
1 + qz−1j + (qz
−1
j )
2 + . . .
(1− q)−1 =
∞∑
k=0
qkhk(z
−1)
(1− q)−n .
and also
κβ+(z) =
n∏
j=1
1 + pzj
1 + p
=
∞∑
k=0
pkek(z)
(1 + p)n
. (13)
κβ−(z) =
n∏
j=1
1 + pz−1j
1 + p
=
∞∑
k=0
pkek(z
−1)
(1 + p)n
.
By expanding the determinant in (11),
Qn(κξ)(λ, µ) =
dimµ
dimλ
1
n!
(
1
2pii
)n ∫
Tn
(∑
σ∈Sn
sgn(σ)zλ1+n−1σ(1) · · · zλnσ(n)
)
×
(∑
τ∈Sn
sgn(τ)z−µ1−n+1τ(1) · · · z−µnτ(n)
)
κξ(z1, . . . , zn)
dz1 · · · dzn
z1 · · · zn (14)
Observe that for any ξ, the only contributions to the integral come from
the constant terms after expanding the product.
First consider when ξ = α+. Define the contribution from σ and τ to
be
Con(σ, τ) =
{
sgn(σ)sgn(τ), if each λj − j ≤ µτ−1(σ(j)) − τ−1(σ(j)),
0, else.
In words, given the two decreasing sequences λj − j and µj − j, we are
looking at permutations of the second one which are entrywise smaller
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than the first one. Also observe that Con(σ, τ) depends only on τ−1σ and
thus ∑
σ,τ
Con(σ, τ) = n!
∑
pi
Con(pi)
where, by definition, Con(pi) = Con(σ, τ) for any pair (σ, τ) with τ−1σ =
pi. By (12)
Qn(κα+)(λ, µ) =
dimµ
dimλ
1
n!
q
∑n
i=1 µi−λi
(1− q)−n
∑
σ,τ
Con(σ, τ).
Proceed with three steps:
I If µi < λi for some 1 ≤ i ≤ n, then Con(σ, τ) = 0 for all σ, τ ∈ Sn.
II If µi > λi−1 for some 1 < i ≤ n, then Qn(κ)(λ, µ) = 0.
III If λ ≺ µ, then ∑pi Con(pi) = 1.
For I, fix an i such that µi < λi and suppose Con(σ, τ) is nonzero for
some σ, τ ∈ Sn. If there is a j < i which satisfies τ(σ−1(j)) ≥ i, then
λj − j ≤ µτσ−1(j) − τσ−1(j) ≤ µi − i, implying that µi > λj ≥ λi, which
contradicts µi < λi. Therefore τσ
−1 sends the set {1, 2, . . . , i−1} to itself,
so τ(σ−1(i)) ≥ i. Thus λi − i ≤ µτσ−1(i) − τσ−1(i) ≤ µi − i, so λi ≤ µi.
Again, this is a contradiction. Therefore, the only possibility is that all
Con(σ, τ) are zero.
For II, suppose that Qn(κ)(λ, µ) 6= 0. Fix an i such that µi > λi−1.
I claim that for some j ≤ i, there is no k such that µj − j < λk −
k ≤ µj−1 − (j − 1). This is simply because there are i − 1 intervals
(µj − j, µj−1 − (j − 1)], but only i − 2 numbers λk − k that can fit into
these intervals, so at least one interval must be empty. The claim implies
that the inequality λk − k ≤ µj − j holds if and only if the inequality
λk−k ≤ µj−1−(j−1) holds. Therefore Con(σ, τ)+Con(σ, (j j−1)·τ) = 0,
so the sum
∑
σ,τ Con(σ, τ) is zero.
For III, suppose that Con(σ, τ) 6= 0. Then, using that λ ≺ µ, a
strong induction argument on j implies that τ−1σ(j) = j for all j. In
other words, Con(σ, τ) 6= 0 implies that σ = τ . Since the converse is
immediate, the sum
∑
σ,τ Con(σ, τ) simplifies to
∑
σ∈Sn Con(σ, σ), which
equals |Sn| = n!.
Together, I, II and III imply that
Qn(κα+)(λ, µ) =
q
∑n
i=1 µi−λi
(1− q)−n
dimµ
dimλ
1λ≺µ,
which is just Tn(1, Fα−).
Now move on to ξ = β+. Define the contribution from σ and τ to be
Con′(σ, τ) =
{
sgn(σ)sgn(τ), if each λj − j − (µτσ−1(j) − τσ−1(j)) ∈ {0,−1}
0, else,
so that
Qn(κβ+)(λ, µ) =
dimµ
dimλ
1
n!
p
∑n
i=1 µi−λi
(1 + p)n
∑
σ,τ
Con′(σ, τ)
=
dimµ
dimλ
p
∑n
i=1 µi−λi
(1 + p)n
∑
pi
Con′(pi),
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where as before Con′(τσ−1) = Con′(σ, τ).
Again we prove three steps:
1. If µi < λi for some 1 ≤ i ≤ n, then Con′(σ, τ) = 0 for all σ, τ ∈ Sn.
2. If µi − λi /∈ {0, 1} for some 1 < i ≤ n, then Qn(κ)(λ, µ) = 0.
3. If all µi − λi are 0 or 1, then ∑pi Con′(pi) = 1.
For 1, notice that Con(σ, τ) = 0 implies that Con′(σ, τ) = 0, and I
above shows that Con(σ, τ) is always 0.
For 2, we already know that Qn(κ)(λ, µ) = 0 if some µi < λi, so we can
assume that all µi ≥ λi. Now fix some j such that µj−λj ≥ 2, and suppose
Con′(σ, τ) 6= 0. Then τσ−1(j) ≤ j would imply µτσ−1(j) − τσ−1(j) ≥
µj − j, which implies that λj − j − (µτσ−1(j) − τσ−1(j)) ≤ λj − µj ≤ −2,
which contradicts Con′(σ, τ) 6= 0. So τσ−1(j) > j. Thus there must be
some i > j such that τσ−1(i) ≤ j (or else τσ−1 would map {j, . . . , n}
to {j + 1, . . . , n}). This implies that λi − i < λj − j ≤ µj − j − 2 ≤
µτσ−1(i) − τσ−1(i) − 2, which again contradicts Con′(σ, τ) 6= 0. Thus,
Con′(σ, τ) must always be zero.
For 3, suppose that Con′(pi) 6= 0 with pi 6= id, and let j be the smallest
integer such that pi(j) 6= j. Then pi(j) > j and there is some i > j such
that pi(i) = j. This implies that λi− i < λj − j ≤ µpi(j)−pi(j) < µj − j =
µpi(i) − pi(i), which implies that λi − i − (µpi(i) − pi(i)) ≤ −2, which is
a contradiction. Therefore Con′(pi) = 1 exactly when pi is the identity
permutation, and the result follows.
For the α− case, it is almost identical to the α+ case.
Now move on to the β− case. Since
ek(z
−1) = z−11 . . . z
−1
n en−k(z),
the contribution is now
Con′′(σ, τ) =
{
sgn(σ)sgn(τ), if each λj − j − (µτσ−1(j) − τσ−1(j)) ∈ {0, 1}
0, else,
and
Qn(κβ−)(λ, µ) =
dimµ
dimλ
1
n!
p
∑n
i=1 λi−µi
(1 + p)n
∑
σ,τ
Con′′(σ, τ).
From here, the proof is the essentially identical as the β+ case, except
with negative signs inserted and inequalities reversed.
Lemma 4.4. If Theorem 4.2 holds for two functions F1 and F2, then it
holds for F1F2.
Proof. This follows from Proposition 4.1.
Lemma 4.5. If Theorem 4.2 holds for a sequence of functions Fk which
converge uniformly to a function F on A, then the theorem also holds for
F .
Proof. With fk defined as in (4), it is immediate that fk converges to
f uniformly. Since the determinant is a continuous function of its en-
tries, Tn(1;Fk)(λ, µ) converges to Tn(1;F )(λ, µ). By (11), Qn(κFk )(λ, µ)
converges to Qn(κF )(λ, µ) as well.
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Finally, since ex = limk→∞(1 +x/k)k = limk→∞(1−x/k)−k, Lemmas
4.3, 4.4 and 4.5 finish the proof of Theorem 4.2.
Let us also prove a statement similar to Theorem 3.1.
Proposition 4.6. For κ ∈ L2(G,C)G,∑
µ∈Wn
Qn(κ)(0, µ)c
τ
λµ
dim τ
dimλdimµ
= Qn(κ)(λ, τ).
Proof. By linearity, it suffices to prove the result when κ = χβ . By (10),∑
µ∈Wn
Qn(χβ)(0, µ)c
τ
λµ
dim τ
dimλdimµ
=
∑
µ∈Wn
dim τ
dimλ
cτλµ
∫
U(n)
χµ(g)χβ(g)dg
=
dim τ
dimλ
cτλβ .
On the other side,
Qn(χβ)(λ, τ) =
dim τ
dimλ
∫
U(n)
χλ(g)χτ (g)χβ(g)dg
=
dim τ
dimλ
∫
U(n)
χτ (g)
∑
µ∈Wn
cµλβ · χµ(g)dg
=
dim τ
dimλ
cτλβ .
4.2 Restriction to Maximal Torus
The purpose of this subsection is to demonstrate that there is a natural
representation theoretic reason for the occurrence of tensor products in
the transition probabilities. To see this, we will consider the restriction of
the quantum random walk to the von Neumann algebra of the maximal
torus. This is a natural restriction to consider: in [12], it is shown that the
Krawtchouk and Charlier processes are Doob h–transforms of Bernoulli
and exponential random walks; while in [2], it is shown that for represen-
tations whose highest weight is miniscule, the restriction of the quantum
random walk to the center is the Doob h–transform of the restriction to
the maximal torus.
Restricting the highest weight representation Vλ to Tn yields a decom-
position into one–dimensional subspaces
Vλ =
⊕
x∈P
U⊕nλ(x)x , (15)
where
Ux = {v ∈ Vλ : θ · v = x(θ)v for all θ ∈ Tn}
and nλ(x) are non–negative integers. In terms of characters, this means
that
χλ(θ) =
∑
x∈P
nλ(x)x(θ).
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For κ ∈ L2(G,C)G, define nκ(x) by linear extension, i.e.
nκ(x) =
∑
λ∈Wn
κ̂(λ)nλ(x).
Let T be the subalgebra of vN(G) generated by {α(θ) : θ ∈ Tn}.
Since every element of G is conjugate to exactly one element of Tn, we
can decompose the Haar measure on G as a measure on Tn×Tn\G. Thus
L2(G, dg) ∼= L2(Tn, dθ) ⊗ L2(Tn\G), where dθ is Haar measure on Tn.
With this isomorphism, α(θ) acts as the identity element on L2(Tn\G).
Therefore T is isomorphic to the group von Neumann algebra of Tn.
Since the character group of Tn is isomorphic to P , there is an iso-
morphism of W ∗–algebras ζ : T → L∞(P ) such that ζ(α(θ)) sends x ∈ P
to e(x)(θ). Since Qn(κ) sends T to itself, the map ζ ◦ Qn(κ) ◦ ζ−1 de-
fines a classical Markov chain with state space P , assuming that κ is
normalized so that κ(Id) = 1. Identify P with Zn naturally, and write
Pn(κ)(x, y), x, y ∈ Zn for the transition matrix of this Markov chain.
Proposition 4.7. 1. For any κ ∈ L2(G,C)G,
Pn(κ)(x, y) = nκ(y − x) (16)
Furthermore, for any σ in the Weyl group, Pn(κ)(x, y) = Pn(κ)(σx, σy).
2. The map Pn : BC(G,C)G → Mat(P × P ) is a morphism of ∗−
algebras.
Proof. 1. By Proposition 3.1 in [1],
Pn(κ)(x, y) =
∫
Tn
e(x)(θ)e(y)(θ)κ(θ)dθ, (17)
which implies that
Pn (κ) (x, y) =
∫
Tn
e(y − x)(θ)
∑
λ∈Wn
κ̂(λ)χλ(θ)dθ
=
∫
Tn
e(y − x)(θ)
∑
λ∈Wn
κ̂(λ)
∑
z∈P
nλ(z) · e(z)(θ)dθ
=
∫
Tn
e(y − x)(θ) · e(y − x)(θ)
∑
λ∈Wn
κ̂(λ)nλ(y − x)dθ
=
∑
λ∈Wn
κ̂(λ)nλ(y − x) = nκ(y − x).
Furthermore, since the weight multiplicities are invariant under the action
of the Weyl group, it follows that the transition probabilities are invariant
under the Weyl group.
2. The fact that Pn is linear and preserves
∗ follows from (17). Since∑
z∈P e(z)(θ)e(z)(θ
′) is the Dirac delta δθθ′−1 , it follows that from (17)
multiplication is also preserved. This can also be seen from the construc-
tion of the quantum random walk, as in the proof of Proposition 4.1.2.
There is also a proof which illuminates the occurrence of tensor prod-
ucts. To show that Pn preserves multiplication, by (16) it suffices to show
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that the map n : BC(G,C)G → B(P,C) defined by n(κ) = nκ from
bounded, continuous complex–valued class functions on G to bounded
complex–valued functions on P is a morphism of ∗–algebras, where the
multiplication in B(P,C) is usual convolution. By definition, n is linear,
so it suffices to show that
nχλχµ = nχλ ∗ nχµ .
Letting W (pi) denote the multiset of weight multiplicities (i.e. the number
of times that x ∈ P appears in W (pi) is nχpi (x), which is the multiplicity
of the weight x in the representation Vpi), this is equivalent to
W (pi1 ⊗ pi2) = W (pi1) +W (pi2),
where A + B denotes the usual addition of multisets, A + B = {a + b :
a ∈ A, b ∈ B}. However, by (15), this follows immediately.
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