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Resumen
La śıntesis dimensional de mecanismos planos de generación de trayectoria es am-
pliamente utilizada en diversos campos de la ingenieŕıa y puede obtenerse de forma
exacta u óptima.
En la śıntesis dimensional exacta, aún cuando un punto del eslabón acoplador de
un mecanismo de cuatro barras pasa por todos los puntos planteados, es posible que
la trayectoria generada a partir de un número reducido de puntos, no corresponda a
la que se desea que recorra el punto del acoplador, sin embargo, si se incrementa el
número de puntos al plantear el problema, el sistema de ecuaciones para resolverlo,
se vuelve inconsistente.
En estos casos, la śıntesis óptima de mecanismos es capaz de obtener un eslabo-
namiento cuya trayectoria descrita por un punto del eslabón acoplador se aproxime
la trayectoria ideal, con la ventaja de que a mayor número de puntos usados, la curva
generada es más suave y describe mejor el recorrido completo del punto del acoplador.
En este trabajo se plantea la obtención de śıntesis dimensional de mecanismos a
través de una metodoloǵıa consistente en el uso de algoritmos heuŕısticos capaz de
adaptarse a problemas de diversas aplicaciones y número de puntos.
Palabras clave: śıntesis de mecanismos planos, optimización, algoritmos heuŕısti-
cos, generador de trayectoria, mecanismos de cuatro barras.
Abstract
Dimensional synthesis of a four bar linkage for path generation is widely used in
a variety of engineering fields and can be achieved in an exact or optimal form.
In exact dimensional synthesis, the coupler point pass through all the desired points,
but the coupler path may not be a smooth one or more points may be required to
describe properly a smooth path, resulting in linear equations systems that can not
be solved.
This is when optimal dimensional synthesis is able to achieve a smooth coupler
path, due to the increased number of points along the curve that result on a path
very close to the desired one.
In this work, the dimensional synthesis of a planar mechanism is achieved by using a
methodology that combines heuristic algorithms that aim to minimize the distance
between the ideal coupler path and the actual one. This methodology is able to adapt
itself to different application problems and variations in the number of points.
Keywords: planar mechanism synthesis, optimization, heuristic algorithm, path ge-
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4.1. Conjunto de soluciones iniciales . . . . . . . . . . . . . . . . . . . . . 69
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Caṕıtulo 1
Introducción
En este proyecto de investigación se propone estudiar algunos de los algoritmos
de optimización existentes actualmente y aplicarlos a la śıntesis de mecanismos, pa-
ra determinar las ventajas y desventajas de cada uno y aplicarlos al desarrollo de
una metodoloǵıa que sea capaz de obtener la śıntesis óptima de un mecanismo plano.
A partir de las coordenadas de puntos por los que el mecanismo debe pasar y que
forman parte de la trayectoria que se desea que alcance un punto del mecanismo,
se busca determinar las coordenadas que permitan identificar los pasadores y punto
acoplador de todos los elementos del mecanismo en una posición inicial, realizando
posteriormente un análisis cinemático para verificar los resultados obtenidos.
En el caṕıtulo 2 se presentan los conceptos teóricos relativos a la śıntesis de me-
canismos, aśı como el panorama general de la investigación acerca de śıntesis óptima
de mecanismos.
En el caṕıtulo 3 se analizan algunos algoritmos de optimización, aplicados al pro-
blema de śıntesis de mecanismos planos, para observar su desempeño bajo diferentes
valores iniciales en la búsqueda de un mecanismo cuyo punto del acoplador sea capaz
de alcanzar de manera cercana la trayectoria definida por un grupo de puntos dados.
En el caṕıtulo 4 se realiza una propuesta de metodoloǵıa para el problema de
10
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śıntesis de mecanismos planos, con base en los resultados observados en la imple-
mentación de los algoritmos presentados en el caṕıtulo 3, aśı mismo, se presenta el
análisis de los resultados obtenidos al realizar la śıntesis al seguir esta metodoloǵıa,
en comparación con la aplicación única de los algoritmos de forma individual.
1.1. Planteamiento del problema
Entre los criterios de optimización más utilizados en la śıntesis de trayectoria de
mecanismos se encuentran el mı́nimo error estructural, la restricción de dimensiones
del mecanismo, el cumplimiento de la condición de Grashof y el ángulo mı́nimo de
transmisión.
En algunos casos las dimensiones del mecanismo se restringen ya que es necesario
que el mecanismo tenga un determinado tamaño. El cumplimiento de la condición
de Grashof se refiere a que al menos un eslabón del mecanismo sea capaz de girar de
forma continua 360◦, debido a que en muchos casos a dicho eslabón se conecta un
motor. El ángulo mı́nimo de transmisión es aquel formado entre el eslabón acoplador
y el eslabón de salida y debe estar dentro de cierto intervalo para evitar puntos muer-
tos o puntos de cambio, es decir, posiciones en las que es posible que el mecanismo
deje de girar normalmente, presentándose una singularidad.
Otras caracteŕısticas que podŕıan utilizarse como criterios particulares de opti-
mización son la capacidad de generar presión uniforme (para sujeción de objetos
en mecanismos de prótesis de mano, por ejemplo), la estabilidad, el equilibrio y la
transmisión de fuerza en mecanismos utilizados en elementos de rehabilitación [1][2].
Si bien se encuentra publicada bastante información sobre la śıntesis óptima de
trayectoria de mecanismos, hasta ahora no se han encontrado estudios en los que
se analicen las diversas soluciones obtenidas de forma simultánea para verificar que
cumplan con los criterios de optimización mencionados en el párrafo anterior, lo que
representa un área poco explorada para los dispositivos de rehabilitación [3][4].
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Por lo anterior, se buscará establecer una MSM (Metodoloǵıa de Śıntesis de Me-
canismos) que cumpla con varios criterios de optimización de forma simultánea, tales
como la generación de trayectoria, la estabilidad, la transmisión de fuerza, el equili-
brio y la condición de Grashof, por ejemplo. Los mecanismos obtenidos podrán ser
utilizados en diferentes áreas, entre ellas, los dispositivos de rehabilitación.
1.2. Justificación
La śıntesis exacta de un mecanismo se refiere al proceso de establecer ecuaciones
para que un punto del mecanismo alcance todos los puntos deseados, que se conocen
como puntos de precisión. Sin embargo, cuando el número de puntos de precisión es
elevado, se obtienen sistemas de ecuaciones inconsistentes, por lo que no es posible
utilizar śıntesis exacta y es por ello que se utiliza śıntesis óptima ya que esta no
está restringida al número de puntos a alcanzar, además de que entre mayor sea la
cantidad de puntos de precisión se puede definir mejor la trayectoria que se desea
que el mecanismo siga [5][6].
Dentro de la śıntesis óptima, los métodos heuŕısticos existentes tienen ciertas li-
mitantes, como la dependencia de la solución inicial generada de forma aleatoria,
en el caso de los algoritmos genéticos, o bien la dificultad de programación de los
métodos PSO o el Algoritmo de Competición Imperialista (ICA, del inglés Imperia-
list Competitive Algorithm) [7][8].
Se propone utilizar técnicas existentes de śıntesis de mecanismos, con el fin de
establecer una metodoloǵıa que integre las ventajas y elimine las desventajas de di-
ferentes métodos de optimización aplicados a la śıntesis de generación de trayectoria
de mecanismos planos para que los mecanismos generados satisfagan múltiples cri-
terios, además del mı́nimo error estructural.
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1.3. Hipótesis
Es posible elaborar una metodoloǵıa que determine, a partir de una función obje-
tivo apropiada (aquella que contenga los elementos que definen un mecanismo plano
como posiciones por alcanzar, dimensiones, distancia entre apoyos y localización de
los mismos) el mecanismo óptimo que satisface, además del criterio de mı́nimo error
estructural, al menos un criterio secundario adicional.
1.4. Objetivo
Proponer y validar una metodoloǵıa que permita realizar un proceso de śıntesis
óptima de mecanismos para diferentes aplicaciones.
1.4.1. Objetivos particulares
Establecer los criterios que se considerarán para integrar la metodoloǵıa de
śıntesis óptima de mecanismos.
Evaluar la conveniencia de los métodos de optimización más representativos
para determinar las ventajas y desventajas de su uso aplicado a śıntesis de
mecanismos.
Realizar simulaciones numéricas de implementación de los métodos revisados
para determinar su convergencia.
Determinar la flexibilidad que los métodos de optimización revisados presentan
con respecto a la adición de restricciones a la función objetivo.
Identificar los métodos de optimización que presentan mejores resultados de
convergencia y adaptabilidad a los cambios en los parámetros iniciales de cada
problema individual de optimización y determinar la manera en que pueden ser
mejorados, ajustando las etapas de tal forma que se obtenga una metodoloǵıa
más robusta de śıntesis de mecanismos.
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Propuesta de metodoloǵıa para śıntesis óptima de mecanismos y validación de
la misma a través de su comparación con metodoloǵıas existentes, de acuerdo
con los criterios de optimización determinados, partiendo de la función objetivo
del mecanismo y sus restricciones.
Evaluar la metodoloǵıa propuesta, comparando los resultados obtenidos por
las śıntesis de mecanismos reportadas para distintas aplicaciones y determinar
el impacto o mejora obtenida.
1.5. Alcances y Limitaciones
El estudio se orientará a mecanismos planos de lazo cerrado. Los datos iniciales
para realizar la śıntesis consistirán en puntos de precisión con los que sea posible
generar la trayectoria de un punto del mecanismo.
La metodoloǵıa propuesta será capaz de adaptarse a cambios en los puntos de
precisión que definen la trayectoria del mecanismo.
La evaluación de la metodoloǵıa se realizará comparando los resultados de los
mecanismos obtenidos en esta última con aquellos obtenidos mediante los métodos
de optimización revisados.
1.6. Metodoloǵıa propuesta
1. Revisión permanente y actualización continua del estado del arte de los méto-
dos de optimización de śıntesis de trayectoria de mecanismos planos para que
el resultado de la investigación sea un producto actualizado que pueda tener
aplicación en diferentes ámbitos.
2. Evaluar el funcionamiento de los algoritmos de śıntesis óptima y determinar
cómo incluir más restricciones en la función objetivo, debido a que los proble-
mas de śıntesis óptima de mecanismos deben considerar ciertas limitaciones
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desde su planteamiento, por ejemplo, el espacio total donde se ubicará el me-
canismo, la longitud mı́nima o máxima de los eslabones, la ubicación de los
puntos de apoyo, entre otros.
3. Analizar el desempeño de los métodos de optimización existentes y verificar
qué ventajas de cada uno podŕıan utilizarse para que formen parte de la MSM
propuesta y en caso de tener desventajas, analizar cómo podŕıan disminuirse o
eliminarse.
4. Proponer una MSM, que partiendo de una función objetivo genere mecanismos
que satisfagan varios criterios de optimización o que se acerquen lo más posible
a ellos, de mejor forma que los métodos existentes.
5. Obtener mecanismos por medio de métodos de śıntesis ya definidos, observando
si las soluciones obtenidas satisfacen los criterios de optimización establecidos.
6. Validar la MSM propuesta comparando la solución obtenida con aquellas gene-
radas por otros métodos de śıntesis para mecanismos de cuatro barras (SM4B),




En este caṕıtulo se presentan los conceptos relativos a optimización y śıntesis de
mecanismos. Se revisan y evalúan las ventajas y desventajas de algunos métodos de
optimización y su aplicación a la śıntesis de trayectoria de mecanismos planos.
2.1. Marco teórico: conceptos
Optimización
En términos matemáticos, la optimización es la minimización o maximización de una
función sujeta a restricciones en las variables que la componen [9]. En dicho proceso




ci(x) = 0 i ∈ εdk(x) ≤ 0, k ∈  (2.1)
Donde x es la variable independiente de la función f, que es la función que se busca
minimizar, c y d indican restricciones a considerar en el proceso de minimización, ε
y  son conjuntos de ı́ndices para las restricciones de igualdad y desigualdad, respec-
tivamente.
La optimización se refiere al proceso de modificar la entrada o caracteŕısticas de
16
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un dispositivo o proceso matemático para obtener un mı́nimo o un máximo como
salida [9].
Mecanismo
Es una combinación de eslabones conectados entre śı por medio de pares cinemáticos
de tal forma que se mueven uno sobre el otro con un movimiento relativo definido.
Los mecanismos se han empleado desde la antigüedad con diferentes fines, debido a
que hacen posible cambiar la dirección o magnitud de la fuerza aplicada. La relación
entre la fuerza ejercida por el mecanismo y la fuerza aplicada al mismo se conoce
como ventaja mecánica [10].
El propósito de cualquier mecanismo es transferir movimiento y trabajo mecáni-
co de una o más fuentes de entrada a uno o más elementos de salida [10].
Los elementos que componen un mecanismo se conocen como eslabones, ligados unos
con otros mediante pares o juntas cinemáticos que permiten ciertos movimientos. El
número y tipo de sólidos junto al número y tipo de pares condicionan el tipo de
movimiento que el mecanismo puede realizar (grado de movilidad).
Los mecanismos pueden clasificarse, de acuerdo con el movimiento que realizan sus
componentes, como lineales, rotatorios, reciprocantes y oscilantes [10].
Un mecanismo plano es aquel en el que todos sus componentes se mueven en planos
paralelos. Si se selecciona cualquier punto de este tipo de mecanismos y se dibuja su
trayectoria, ésta es una curva en dos dimensiones que se encuentra en un plano pa-
ralelo a aquellos que contienen las trayectorias del resto de los puntos del mecanismo.
Grados de libertad (GDL)
El número de GDL es el número de parámetros independientes que se requieren para
definir completamente la posición del mecanismo en cualquier instante [10].
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Eslabón
Un eslabón es un cuerpo ŕıgido que tiene al menos dos nodos, es decir, puntos de
conexión con otros eslabones. De acuerdo con el número de nodos que presentan, los
eslabones pueden ser binarios, ternarios y cuaternarios, para dos, tres y cuatro no-
dos, respectivamente. En la Figura 2.1 se muestran los diferentes tipos de eslabones.
Figura 2.1: Tipos de eslabones por el número de nodos que presentan [10].
El término junta o par cinemático es una conexión entre dos o más eslabones que
permite su movimiento relativo. Los pares cinemáticos se dividen en pares inferiores
y pares superiores. En la Figura 2.2 se muestran las juntas cinemáticas de par infe-
rior.
Figura 2.2: Juntas cinemáticas de par inferior [10].
La junta giratoria o revoluta sólo permite rotación relativa y, por consiguiente, posee
un grado de libertad. Con frecuencia, este par se denomina articulación de pasador.
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La junta prismática sólo permite movimiento relativo de deslizamiento o traslación
y, por ende, se denomina casi siempre articulación de deslizamiento. También posee
un solo grado de libertad.
El par de tornillo o par helicoidal cuenta con un solo grado de libertad porque los
movimientos de deslizamiento y rotación están relacionados por el ángulo de hélice
de la rosca.
El par ciĺındrico permite tanto rotación angular como un movimiento de desliza-
miento independiente. Por consiguiente, el par ciĺındrico tiene dos grados de libertad.
El par esférico es una articulación de rótula y posee tres grados de libertad, una
rotación alrededor de cada uno de los ejes coordenados.
Las juntas cinemáticas de par superior son aquellas que presentan un contacto de
punto o de ĺınea y pueden apreciarse en la Figura 2.3.
Figura 2.3: Juntas cinemáticas de par superior [10].
La śıntesis de un mecanismo se refiere al diseño de un mecanismo que realice un
movimiento predefinido, siga una trayectoria o tenga cierta velocidad en un eslabón
o un punto del mecanismo (acoplador) [11], de tal manera que puede ser clasificada
como śıntesis de tipo, śıntesis de número y śıntesis dimensional.
La śıntesis de tipo se utiliza para determinar qué elementos son ideales para confor-
mar un mecanismo (eslabones, engranes, poleas, bandas, tipo de pares cinemáticos,
etc.) para cierta tarea [12].
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La śıntesis de número se enfoca en hallar la cantidad de elementos que deben com-
poner un mecanismo para lograr un determinado comportamiento [12].
La śıntesis dimensional es generalmente la más utilizada ya que de ella se obtie-
ne el tamaño adecuado del mecanismo que debe cumplir con cierta función. En este
tipo de śıntesis de mecanismos, se incluyen la śıntesis de generación de movimiento,
la śıntesis de generación de trayectoria y la śıntesis de generación de función [12].
La śıntesis de generación de movimiento se refiere a determinar varias posiciones
de un elemento completo del mecanismo (por ejemplo, un eslabón) y hallar la po-
sición inicial de los demás elementos que, una vez que se mueven, logran alcanzar
todas las posiciones deseadas del eslabón o elemento de interés [12].
La śıntesis de generación de trayectoria se refiere a que solo un punto del mecanismo
pase por cierta cantidad de puntos que están a lo largo de un recorrido (generalmente
cerrado) [12].
Finalmente, la śıntesis de generación de función relaciona el giro del eslabón de
entrada con el giro del eslabón de salida, es decir, si el eslabón de entrada gira cierto
ángulo la śıntesis de función determina el mecanismo cuyo eslabón de salida gire un
ángulo determinado en función del ángulo de entrada.
La diferencia entre cada una de ellas puede apreciarse en la Figura 2.4, donde en
2.4.a se observa la śıntesis de generación de movimiento, donde el eslabón de interés
es el AB; se busca que en el mecanismo sintetizado, el eslabón completo pase de la
posición A1B1 a la A2B2. En 2.4.b se aprecia la śıntesis de generación de trayecto-
ria, donde el punto E se mueve a lo largo de la trayectoria l y en 2.4.c se muestra la
śıntesis de generación de función, donde el eslabón de entrada 2 afecta el movimiento
del eslabón de salida 4 de manera controlada, es decir, conocido el giro de 180◦ del
eslabón 2, se sabe que el eslabón 4 se mueve un ángulo predefinido.
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a. Śıntesis de generación de movimiento b. Śıntesis de generación de trayectoria
c. Śıntesis de generación de función
Figura 2.4: Diferentes métodos de śıntesis de mecanismos. Modificada de [12].
2.2. Estado del Arte
La śıntesis de mecanismos planos es un área de interés para muchos campos, ya
que con ella se garantiza que el mecanismo alcance las posiciones deseadas.
La śıntesis de generación de trayectoria originalmente se trabajaba como śıntesis
exacta, es decir, se construye un sistema de n ecuaciones con igual número de incógni-
tas que se resuelve para determinar la posición inicial del mecanismo, el cual pasa
exactamente por cada uno de los puntos deseados.
Sin embargo, el número de incógnitas y ecuaciones se incrementa si aumentan los
puntos por los que el mecanismo debe pasar, como se observa en la Tabla 2.1 donde
para un mecanismo de Watt, para dos puntos de precisión se genera un sistema de
4 incógnitas y 16 ecuaciones.










Tabla 2.1: Relación entre número de puntos de precisión, ecuaciones e incógnitas
para śıntesis exacta de mecanismos [10].
En este caso, debe conocerse o bien proponerse un valor inicial para doce de las
variables, de tal forma que se logre una solución única para el sistema de ecuaciones
planteado y no un número infinito de soluciones, es decir, para sistemas de ecua-
ciones de más incógnitas que ecuaciones, el número infinito de soluciones se obtiene
porque algunas variables dependen de otras, aśı que para que el sistema tenga solu-
ción única, es necesario asignar valores a tantas variables excedentes del número de
ecuaciones del sistema.
Es posible observar que conforme se aumenta el número de puntos de precisión,
el sistema se vuelve más complejo, requiriendo el uso de herramientas computacio-
nales para encontrar la solución.
De la misma forma, se requieren cada vez menos datos hasta el caso ĺımite de ocho
puntos de precisión, donde se tienen 28 incógnitas y 28 ecuaciones, generando un
sistema de solución única. Sin embargo, para nueve puntos de precisión (o más) se
tienen más ecuaciones que incógnitas, por lo que se presenta un caso de sistemas de
ecuaciones inconsistente, el cual no tiene solución.
En este caso es posible hacer uso de la śıntesis óptima, que es aquella que, si bien
no pasa exactamente por los puntos deseados, pasa lo más cerca posible de éstos y
tiene la ventaja de que pueden agregarse puntos sin tener la restricción de volver
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incompatible el sistema de ecuaciones de śıntesis.
En las siguientes secciones se describirá el funcionamiento de algunos algoritmos
de optimización representativos, aśı como sus resultados de aplicación para resolver
problemas de śıntesis óptima de mecanismos de cuatro barras (SOM4B).
2.2.1. Algoritmo de Recocido Simulado (SA)
Uno de los primeros algoritmos metaheuŕısticos en desarrollarse que continúan
siendo populares es el de Recocido Simulado (SA del inglés Simulated Annealing)
que es una técnica de búsqueda aleatoria para optimización global.
El algoritmo está basado en el proceso de recocido del acero, donde para reducir
la dureza o para eliminar las tensiones internas del material, éste se somete durante
un tiempo determinado a temperaturas elevadas, manteniéndose aśı para cambiar su
estructura cristalina y luego se enfŕıa lentamente para reducir esfuerzos internos.
Durante el proceso, la velocidad baja de enfriamiento da lugar a una estructura
cristalina con la mı́nima enerǵıa, lo que produce tamaños grandes de los cristales de
la estructura de forma que se reducen los defectos en estructuras metálicas.
El proceso de recocido involucra un control cuidadoso de temperatura y tasa de
enfriamiento, mejor conocido como programa de recocido (annealing schedule). El
cambio de temperatura debe llevarse a cabo de forma muy lenta, contrario a lo que
sucede durante el proceso de temple de metales, donde el enfriamiento se realiza de
forma muy rápida para aumentar la dureza del material al producir una estructura
desordenada.
El recocido simulado fue desarrollado por Kirkpatrick et al. en 1983 y desde entonces
se ha aplicado en casi cualquier área de optimización. Esto se debe principalmente a
que los métodos basados en el gradiente y otras búsquedas determińısticas (métodos
exactos) presentan la desventaja de no funcionar cuando las funciones a minimizar
son discontinuas o bien, es posible que se estanquen en valores mı́nimos locales, mien-
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tras que el SA puede manejar ambos casos sin problema [13].
Existen estudios que han demostrado que el recocido simulado converge al mı́nimo
global óptimo si se tiene suficiente aleatoriedad en combinación con un enfriamiento
muy lento [14].
Esencialmente el SA es un algoritmo de búsqueda conocido como caminata alea-
toria (Random Walk), que converge si las condiciones son apropiadas, en este caso,
dichas condiciones consisten en suficiente aleatoriedad y un gran número de itera-
ciones, representadas por un enfriamiento lento.
La idea básica del algoritmo SA es el uso de búsqueda aleatoria en términos de
una cadena de Markov. La cadena de Markov es aquella en la que la probabilidad de
cambio de un estado i a otro j depende sólo del estado actual, es decir, los estados
previos al i no se reflejan en el estado siguiente.
Además, no sólo se aceptan cambios que mejoran la función objetivo, sino que tam-








Donde kB es la constante de Boltzmann. Por simplicidad se usa kB = 1. T es
la temperatura para controlar el proceso de recocido y ∆E es el cambio en el nivel
de enerǵıa, la cual se relaciona directamente con la Función Objetivo (f) a minimizar.
Para determinar si se acepta o no un movimiento, se usa como ĺımite un número
aleatorio r, tal que si la probabilidad de transición es mayor, se acepta. El número r
se puede obtener directamente de una distribución uniforme de probabilidad.
Un parámetro muy importante en el algoritmo SA es la temperatura inicial T0.
La elección de la misma es cŕıtica ya que para un cambio determinado ∆f , si T es
demasiado grande (T →∞) entones P → 1 , lo que significa que casi todos los cam-
bios se aceptaŕıan, sin importar que se alejen del mı́nimo de la función objetivo (FO).
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Si T es demasiado baja (P → 0), entonces cualquier ∆f > 0 (peor solución) será ra-
ramente aceptada y como consecuencia, la diversidad de las soluciones será limitada.
Sin embargo, cualquier mejora de ∆f será casi siempre aceptada. En otras palabras,
si la elección de T es muy alta no se alcanzarán mı́nimos, pero si es demasiado baja
el sistema se estancará en un mı́nimo local.
Otro parámetro importante es la rapidez de cambio de la temperatura en el pro-
ceso de enfriamiento, de tal forma que es indispensable que el sistema se enfŕıe
gradualmente de una temperatura alta hasta finalmente establecerse en un estado,
en el mejor de los casos, correspondiente a un mı́nimo global de la FO.
Existen distintas formas de controlar la velocidad de enfriamiento, aunque dos es-
quemas de SA comúnmente usados son el que utiliza una tasa de enfriamiento lineal
y el que utiliza una tasa geométrica de enfriamiento.
La variación lineal de la temperatura se muestra en la ecuación (2.3) donde el termino
β se multiplica por el tiempo t para ir reduciendo gradualmente la temperatura del
sistema, en decrementos idénticos, mientras que la variación geométrica de la tem-
peratura, observada en la ecuación (2.4) utiliza un valor predefinido α < 1 que
multiplica a la temperatura inicial hasta que el sistema se estabiliza.
T = T0 − βt (2.3)
T (t) = T0α
t, t = 1, 2, ..., tf (2.4)
La ventaja del esquema geométrico es que la temperatura tiende a cero cuando
el tiempo tiende a infinito, ya que α < 1, por lo que no se requiere especificar el
número máximo de iteraciones, Sin embargo, el proceso de enfriamiento debe ser lo
suficientemente lento como para permitir que el sistema se estabilice fácilmente (en
la práctica se usan valores de α de entre 0.7 y 0.99)[13].
Para una temperatura dada, se requiere realizar múltiples evaluaciones de la función
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objetivo, ya que se va realizando una variación aleatoria de la solución y determi-
nando si la nueva solución mejora o no el valor actual de la FO. Si son muy pocas
evaluaciones, se corre el riesgo de que el sistema no se estabilice y por consecuencia,
no converja al óptimo global.
Por el contrario, si se tienen demasiadas evaluaciones, se consumen recursos (proce-
samiento de la computadora, tiempo) y el sistema convergerá lentamente, ya que el
número de iteraciones para lograr la estabilidad puede ser exponencial al tamaño del
problema.
Esto es una desventaja importante en el caso de la śıntesis óptima de mecanismos,
ya que las funciones objetivo son complejas e involucran al menos 10 variables, lo
cual puede hacer que las evaluaciones consuman una gran cantidad de recursos.
En conclusión, existe un balance entre el número de evaluaciones y la calidad de
la solución. Pueden realizarse muchas evaluaciones en pocos niveles de temperatura
o pocas evaluaciones a muchos niveles de temperatura.
Existen dos formas de establecer el número de iteraciones: fijas o variables. En el
primer caso se usa un número fijo de iteraciones para cada temperatura, mientras
que el segundo intenta aumentar el número de iteraciones a temperaturas bajas de
tal forma que el mı́nimo local pueda ser bien explorado.
El algoritmo SA descrito se muestra en la Figura 2.5. Este algoritmo es muy sencillo
de implementar, siendo esa la razón por la que sigue utilizándose. Sin embargo, para
el propósito espećıfico de problemas de śıntesis óptima de mecanismos planos, aun-
que es posible que con las suficientes iteraciones y lenta velocidad de enfriamiento,
encuentre un valor mı́nimo suficiente para considerar que el problema se resolvió sa-
tisfactoriamente, requiere más recursos computacionales que otros algoritmos como
los algoritmos evolutivos.
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Figura 2.5: Algoritmo SA
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2.2.2. Algoritmos Evolutivos (EA)
Los algoritmos evolutivos (EA, del inglés Evolutionary Algorithms) son progra-
mas computacionales que intentan resolver problemas complejos simulando el proceso
evolutivo de la teoŕıa de la evolución de Charles Darwin [16].
En los EA, un número de individuos se localizan en el espacio de búsqueda del
problema y compiten continuamente por descubrir áreas óptimas en el espacio de
búsqueda. Se espera que con el tiempo, los más exitosos evolucionen hasta descubrir
la solución óptima [16].
Los individuos en los algoritmos evolutivos se representan comúnmente por vectores.
Cada individuo representa una posible solución al problema. El algoritmo comienza
con una población inicial de cierto tamaño con individuos generados de forma alea-
toria dentro del espacio de búsqueda del problema de optimización.
Cuando se sustituyen los valores que componen el vector que representa al indi-
viduo en la función objetivo a optimizar, se obtiene un valor para dicha función.
Este valor es conocido como la aptitud del individuo y entre menor sea su valor, se
dice que está más cerca de un mı́nimo de la función objetivo, por lo que el individuo
es una mejor solución respecto de otros.
El uso de operadores de recombinación y mutación modifica la lista inicial de in-
dividuos en el EA, que siguiendo la teoŕıa evolutiva de Darwin, selecciona a aquellos
con mejores valores de aptitud para que después de un cierto número de iteraciones
en donde se producen nuevos individuos, éstos sean mejores que sus antecesores de
tal forma que se alcancen valores menores de la función objetivo [16].
Entre los algoritmos evolutivos más conocidos se encuentran los algoritmos genéti-
cos, el Lamarckismo y las modificaciones a los algoritmos genéticos, como el caso de
los algoritmos genéticos con coeficientes de Fourier, que han demostrado ser capaces
de alcanzar soluciones muy cercanas a valores óptimos para funciones objetivo en
espacios de búsqueda complejos o discontinuos [16].
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Algoritmos genéticos
Los Algoritmos Genéticos (AG), desarrollados en las décadas de 1960 y 1970,
son aquellos métodos adaptativos que pueden usarse para resolver problemas de
búsqueda y optimización. Se basan en el proceso genético de los organismos vivos,
considerando que a lo largo de las generaciones, las poblaciones evolucionan en la
naturaleza de manera más o menos similar a la evolución debida a los principios de
selección natural y supervivencia de los más fuertes [17].
Por imitación de este proceso, los AG son capaces de ir creando soluciones para
problemas del mundo real, como para este caso, la śıntesis de un mecanismo plano.
La evolución de dichas soluciones hacia valores óptimos del problema depende en
gran medida de una adecuada inicialización de la población.
Los principios básicos de los algoritmos genéticos fueron establecidos por Holland
en 1975 y utiliza la terminoloǵıa y principios de la genética para obtener soluciones
a distintos problemas. En un algoritmo genético se debe tener un conjunto de solu-
ciones iniciales, denominado población, del cual cada elemento es un individuo. A
su vez, cada individuo está compuesto de una serie de caracteŕısticas, o cromoso-
mas, los cuales constituyen variables que forman una posible solución al problema
de optimización [18].
Cada individuo debe satisfacer una función de aptitud (FA) que es una expresión
matemática que contiene las variables que forman a cada individuo y que es distinta
para cada problema o aplicación. Cuando se sustituyen los valores de los cromosomas
del individuo en la función de aptitud, es decir, al evaluar el valor de las variables
de un individuo en dicha función, el valor de esta debeŕıa minimizarse para la mejor
solución.
A partir de la población inicial, se evalúa la aptitud de cada elemento y se reordenan
de acuerdo con su valor de FA de menor a mayor, donde los primeros elementos son
mejores debido a que obtienen los menores valores en la FA.
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Una vez reordenados se comienza a realizar cruces entre los individuos para crear
un nuevo conjunto de soluciones a partir de la población original, dando paso a una
nueva generación.
El paso de una generación a otra debe realizarse a través de una serie de cruces
entre pares de elementos, considerados padres para dar lugar a un par de nuevos
elementos o hijos. El método seleccionado para las pruebas que se llevarán a cabo es
una selección aleatoria del primer padre y un torneo determińıstico para el segundo.
La selección aleatoria, como su nombre lo indica, consiste en elegir un elemento
al azar del conjunto de elementos disponibles, siendo este el primer padre. Para se-
leccionar el segundo padre se eligen al azar dos elementos, pero en este caso de ambos
se selecciona al elemento con un mejor valor de FA (menor) para ser el segundo padre.
El cruce entre los elementos seleccionados es puntual, es decir, se determina alea-
toriamente un punto de cruce o número de cromosoma hasta el cual el primer hijo
será idéntico al primer padre, es decir, compartirán los primeros cromosomas hasta
el punto de cruce, y después el primer hijo será idéntico al segundo padre.
De manera similar, el segundo hijo es idéntico al segundo padre en los primeros
cromosomas, hasta el punto de cruce y contiene los cromosomas del primer padre
después del punto de cruce. En la Figura 2.6 se observa a dos padres compuestos por
ocho cromosomas, cuyo punto de cruce es la mitad del elemento, produciendo dos
hijos a partir de los valores de los cromosomas de los padres.
El algoritmo genético contiene también mutaciones para realizar un proceso de
renovación de la población. La mutación depende del valor conocido como tasa de
mutación Tm, de la misma manera que el proceso de cruce depende del valor de la
tasa de cruce Tc.
La mayoŕıa de los algoritmos genéticos cuenta con valores preestablecidos de ta-
sa de cruce y de mutación, cuyos valores van de 0 a 1. El 0 representa un 0 % de
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Figura 2.6: Tipo de cruce: puntual
posibilidad (tanto de cruce como de mutación) y 1 representa el 100 % de probabili-
dad de que se lleven a cabo.
Convencionalmente los valores de la Tm son bajos y los de la Tc altos, para te-
ner una mayor probabilidad de cruce que de mutación. Esto sin embargo depende
de cada aplicación ya que una mayor tasa de mutación genera una población con
elementos más variados que podŕıan ser una mejor alternativa que los que original-
mente constituyen a la población.
Como se ha mencionado, los AG se aplican a la resolución de problemas en dife-
rentes áreas y la śıntesis de mecanismos no es la excepción. En este caso se considera
śıntesis óptima porque el acoplador pasa cerca de los puntos deseados, si bien no
exactamente, a una distancia lo suficientemente pequeña para considerar que la so-
lución satisface el problema.
La śıntesis de mecanismos de cuatro barras (SM4B) es un problema cuyo estudio
comenzó a finales del siglo XIX y continúa siendo estudiado en la actualidad, sin
embargo, se requieren técnicas numéricas de śıntesis cuando el número de puntos
de precisión, es decir, los puntos que debe alcanzar el acoplador son numerosos o
están dados en desorden [19].
Existen numerosos estudios de SOM4B. Algunos de los primeros trabajos en esta
área se llevaron a cabo utilizando algoritmos evolutivos [15]. El uso de AG permite
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Figura 2.7: Trayectorias del acoplador de diferentes mecanismos sintetizados [20]
resolver problemas de śıntesis de mecanismos de cuatro barras con múltiples pun-
tos de precisión sacrificando ligeramente la exactitud con la que la trayectoria del
acoplador pasa por los puntos deseados. En la Figura 2.7 se aprecian diferentes tra-
yectorias que recorre el punto del acoplador de un mecanismo generado con AG con
respecto a los puntos de precisión por los que se desea que pase. En ĺınea continua
se encuentra la mejor solución encontrada [20], la cual está dada por la trayectoria
cuyas distancias a los puntos de precisión es menor. Esto se conoce como error es-
tructural y es uno de los principales criterios de decisión para determinar que una
solución es mejor que las demás [21].
Además de [23] y [19], que fueron de los primeros autores que aplicaron algoritmos
genéticos a la śıntesis de mecanismos, en [24] se utilizaron debido a que son fáciles de
implementar y requieren calcular únicamente el valor de la función objetivo, usan-
do operadores genéticos para explorar y evaluar las posibles soluciones. También es
posible obtener un conjunto de soluciones que pueden evaluarse posteriormente para
determinar si satisfacen criterios de diseño adicionales.
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Los AG son ampliamente utilizados para sintetizar mecanismos de cuatro barras,
como se observa en [20] y [22] que realizan estudios comparativos de mecanismos
sintetizados con AG comparando los resultados del algoritmo con los obtenidos por
[24], concluyendo que aún cuando ambos métodos utilizan AG, [20] es más sencillo
de implementar y tiene una convergencia más rápida.
Estudios adicionales sobre AG aplicados a la śıntesis de mecanismos reconfigurables,
es decir, aquellos mecanismos cuya estructura topológica y parámetros cinemáticos
o dinámicos puedan ser ajustados durante el proceso de movimiento han sido repor-
tados por [25] y [26].
Una estructura topológica contempla los tipos de juntas cinemáticas, restricciones
dimensionales del mecanismo y los parámetros cinemáticos, que seŕıan en este caso la
posición, velocidad y aceleración del mecanismo en cualquier punto de su trayectoria
o bien las fuerzas estáticas a las que se encuentre sometido. Los parámetros dinámi-
cos se refieren a las fuerzas de inercia que actúan sobre el mecanismo a medida que
cambia su aceleración [12].
Estos elementos también fueron considerados en la śıntesis de un mecanismo de
Watt para aplicación en una prótesis de rodilla, sintetizado utilizando AG. En este
caso se comprobó la facilidad de implementación de estos algoritmos evolutivos, aśı
como su fuerte dependencia de la población inicial para encontrar una solución ópti-
ma al problema [27][28].
Un estudio realizado en 2014 consideró el uso de algoritmos genéticos para obte-
ner la śıntesis óptima de trayectoria, comparando los resultados obtenidos con los
generados mediante las herramientas disponibles en el software Matlab c©, que reali-
zan optimización numérica restringida no lineal. Una vez obtenidos los mecanismos,
se utilizó MS Excel c© para dibujar y simular el movimiento de los mismos, para ve-
rificar que el punto de interés en el eslabón acoplador alcance los puntos deseados [29].
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Lamarckismo
Además de los AG existen otros algoritmos evolutivos que se han utilizado para
resolver problemas de optimización no lineal con restricciones, como la śıntesis de
mecanismos de cuatro barras. Estos algoritmos tienen el fin de aprovechar al máximo
la capacidad de cálculo y velocidad de procesamiento de las computadoras actuales
y se basan en conceptos biológicos.
En el caso del Lamarckismo, se utilizan los mismos principios de generación de una
población inicial, selección de padres y cruces puntuales para generar hijos y dar
lugar a nuevas generaciones que deseablemente sean mejores que las anteriores.
La diferencia con los AG radica en el operador de mutación. En los AG tradicio-
nalmente se realiza la mutación después del cruce, es decir, primero se producen los
hijos a partir del cruce de los padres y después estos mutan si la tasa de mutación
es mayor que el número aleatorio generado para determinar si se lleva a cabo la
mutación.
Esto tiende a renovar la población si esta se ha estancado. Sin embargo, en la teoŕıa
de Lamarck estas mutaciones se llevan a cabo antes de realizar el cruce, es decir, los
elementos considerados como padres mutan o mejoran pasando a los hijos directa-
mente estas mejoras [7].
La mutación antes del cruce se realiza, porque de acuerdo con la teoŕıa de Lamarck,
los cambios en los individuos no se realizan de manera gradual a través de modifica-
ciones que tardan varias generaciones en llevarse a cabo, sino que el propio individuo
al conocer sus limitantes se esfuerza tratando de eliminarlas haciendo posible alcan-
zar pequeños cambios que se transmiten entonces a la nueva generación.
Esta teoŕıa es biológicamente incorrecta, sin embargo, es posible aplicarla a pro-
blemas de optimización obteniendo buenos resultados.
Además de la mutación previa al cruce, el algoritmo evolutivo planteado por [7]
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considera métodos de penalización agregados a la función objetivo para mejorar la
calidad de las soluciones encontradas. En este caso se considera sumar un término a
la función objetivo que sea 0 en caso de que el mecanismo cumpla con la condición
de Grashof y un número grande (por ejemplo 1000) si el mecanismo no cumple con
dicha condición.
La condición de Grashof es una caracteŕıstica deseable en los mecanismos y con-
siste en garantizar que al menos un eslabón del mismo realiza giros completos. Esto
debido a que en muchas ocasiones los mecanismos van acoplados a motores que tie-
nen un único sentido de giro, por lo que no seŕıa posible regresar el mecanismo si
este llega a una posición a partir de la cual el giro se detiene y tiene que volver por
la misma trayectoria. En este caso se dice que el mecanismo no cumple la Condición
de Grashof.
Al igual que en los AG, el algoritmo basado en la Teoŕıa de Lamarck, si bien es
sencilla de comprender e implementar, requiere inicializar la población con elemen-
tos a partir de los cuales pueda obtenerse una solución al problema de optimización
a través de los operadores genéticos de cruce y mutación.
El algoritmo basado en la teoŕıa de Lamarck se denominó algoritmo de mejora se-
lectiva limitada (LSI del inglés Limited Selective Improvement) [7].
Algoritmos genéticos (AG) con coeficientes de Fourier
Un caso especial del uso de AG es la combinación de estos y el uso de Coeficien-
tes de Fourier (FC) para sintetizar mecanismos. En [30] se realizó la śıntesis de un
mecanismo de cuatro barras a partir de un generador de curvas. Para ello se utili-
zaron coeficientes de Fourier para representar una curva cerrada. A partir de esta
curva, compuesta por una serie de funciones seno y coseno, se genera la śıntesis del
mecanismo [31].
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2.2.3. Lógica difusa (FL)
Debido al creciente interés que se ha tenido en los últimos años en la śıntesis
de mecanismos, se han aplicado diferentes metodoloǵıas además de los algoritmos
evolutivos o bien en combinación con ellos. Una de las técnicas que ha cobrado más
auge en el siglo XXI es la Lógica Difusa (FL del inglés Fuzzy Logic).
La lógica difusa es una lógica alternativa a la lógica clásica, en esta última, las
condiciones planteadas se cumplen o no se cumplen. Sin embargo, en la lógica difusa
es posible considerar cierto grado de vaguedad en las cosas evaluadas, es decir, veri-
ficar un cumplimiento parcial de la condición planteada.
En el mundo real las situaciones son ambiguas o imprecisas por naturaleza, por
lo que el razonamiento humano con frecuencia decide con base en este tipo de in-
formación. La lógica difusa fue diseñada para imitar el comportamiento de toma de
decisiones del ser humano.
En [33] se utiliza una combinación de lógica difusa con algoritmos genéticos para
realizar la śıntesis de trayectoria de un mecanismo. En este caso el AG realiza el
proceso de búsqueda de posibles soluciones y se agrega un controlador que hace uso
de la lógica difusa para modificar los intervalos de búsqueda o reiniciarlos.
De acuerdo con los resultados reportados por [33], la combinación de AG y lógi-
ca difusa genera mejores resultados que los algoritmos genéticos por śı solos. En la
Figura 2.8 se muestra la comparación del error obtenido a través de las diferentes
etapas de búsqueda (generaciones), observando que el error inicial cuando se utiliza
lógica difusa es menor que cuando se utilizan los AG de forma independiente.
Asimismo, el error estructural final demostró ser menor en el caso de la combinación
AG-FL [33].
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Figura 2.8: Comparación de efectividad entre AG y AG-FL [33].
2.2.4. Búsqueda armónica (HS)
Existen también otros métodos de optimización menos conocidos que los AG o
la lógica difusa, como es el caso de la búsqueda armónica. Este es un algoritmo
solamente explorado en los últimos años que consiste en una técnica de optimiza-
ción basada en un proceso de improvisación musical. Existen diferentes versiones de
Búsqueda Armónica (HS del inglés Harmonic Search) que se han usado para resolver
problemas del mundo real, aunque la gran mayoŕıa de sus aplicaciones hasta ahora
son orientadas a la optimización combinatoria [34].
Sin embargo, también es posible aplicar la búsqueda armónica a la śıntesis de meca-
nismos. En [35] se utilizó para generar la śıntesis de trayectoria de un mecanismo de
Grashof de cuatro barras. El objetivo fue minimizar el error estructural. Se realizaron
pruebas de comparación con śıntesis de trayectoria realizada con AG obteniéndose
que la búsqueda armónica converge a una solución aceptable con más rapidez. Una
de las ventajas del uso de HS es la posibilidad de extender el proceso para realizar
la śıntesis de trayectoria de mecanismos de más eslabones [36].
De la misma forma, en [37] se hace uso del algoritmo HS para sintetizar un mecanis-
mo de cuatro barras que sigue una trayectoria espećıfica. Los resultados reportados
indican un control muy preciso en el seguimiento de la trayectoria deseada para el
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mecanismo.
Entre las ventajas del uso de la HS en la śıntesis de mecanismos se encuentra la
simplicidad del algoritmo que lo hace apto para diseñar otros tipos de mecanismos
o dispositivos mecánicos, sin embargo, presenta la desventaja de que requiere una
adecuada interpretación y su formulación es diferente para cada problema en parti-
cular, aśı como sus restricciones [37].
2.2.5. Mapeo cinemático (KM)
El mapeo cinemático (KM del inglés Kinematic Mapping) es una técnica que con-
sidera los desplazamientos relativos de dos cuerpos ŕıgidos en el plano, considerando
que uno de ellos permanece fijo y el otro puede moverse libremente. A través de esta
consideración pueden generarse soluciones a problemas de cinemática directa de tres
grados de libertad, principalmente en manipuladores paralelos [38].
En [39] se utiliza el mapeo cinemático para desarrollar de forma preliminar un algo-
ritmo para śıntesis aproximada de mecanismos de cuatro barras. La curva deseada
del acoplador consiste en la curva generada por la intersección de dos superficies,
haciendo que las ecuaciones de śıntesis del mecanismo se encuentren definidas en
exceso y aún cuando el algoritmo se reportó incompleto por no encontrar soluciones
no triviales, los resultados obtenidos muestran que se llevaŕıa a cabo un desarrollo
posterior.
Es por ello que en [40] se toma como base el algoritmo [39] para realizar la śıntesis
de un mecanismo de cuatro barras a partir de n posiciones deseadas del acoplador,
encontrando el mejor mecanismo que puede alcanzar, casi exactamente, dichas posi-
ciones.
Esto se logró resolviendo un problema de minimización sin restricciones no lineal
equivalente, usando mapeo cinemático para determinar la distancia mı́nima entre
las n posiciones y la trayectoria real. El procedimiento comprobó su efectividad en
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la SM4B [39].
2.2.6. Optimización por enjambre de part́ıculas (PSO)
La optimización por enjambre de part́ıculas (PSO del inglés Particle Swarm Op-
timization) es un algoritmo que al igual que los algoritmos evolutivos fue inspirado
en la bioloǵıa. Fue desarrollado por Kennedy y Eberhart en 1995 [32]. El algoritmo
PSO se basa en el comportamiento que presentan los individuos que pertenecen a
enjambres o parvadas.
La búsqueda se realiza dentro de una población, en la que los individuos deben
desplazarse con base en la experiencia y conocimiento de los elementos vecinos. Ini-
cialmente se define una colección o enjambre de part́ıculas, en el cual la posición de
cada part́ıcula en N dimensiones representa una solución particular al problema de
optimización [41].
A diferencia de los algoritmos evolutivos, la optimización por enjambre de part́ıculas
no utiliza mutaciones o cruces. El movimiento de las part́ıculas se determina por
aleatoriedad de números reales y comunicación global entre las part́ıculas del enjam-
bre [41].
Algunos nuevos algoritmos, como el algoritmo de luciérnagas, se desarrollaron a
partir de los componentes usados en PSO, por lo que se considera a este último
como un algoritmo pionero para la resolución de problemas de optimización [41].
Cada posible solución (o posición de cada part́ıcula) se mueve para obtener un peso,
el cual se calcula de acuerdo con qué tan bien dicha posición resuelve el problema
de optimización, de manera similar al cálculo de la función de aptitud en los AG [41].
Una vez determinados los pesos de cada individuo, estos tratan de moverse hacia
la mejor solución de acuerdo a su posición actual, su velocidad individual, el valor de
inteligencia (o peso) individual y el valor de inteligencia del grupo (o mejor peso) de
tal manera que a través de una serie de iteraciones, el conjunto de soluciones tiende
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a moverse hacia la solución del problema [41].
Es decir, el algoritmo PSO busca en el espacio de una FO ajustando las trayec-
torias de las soluciones individuales, o part́ıculas. El movimiento de una part́ıcula
en el enjambre consiste en dos principales componentes: uno estocástico, es decir,
dependiente de procesos o cálculos que involucran valores aleatorios y uno deter-
mińıstico, donde los valores obtenidos son siempre iguales para los mismos valores
de entrada [41].
Cada part́ıcula es atráıda hacia la posición del mejor global actual g∗ y su mejor
ubicación xi∗, histórica (componente determińıstico), mientras que al mismo tiempo,
se presenta una tendencia a moverse de forma aleatoria (componente estocástico) [41].
Cuando una part́ıcula encuentra una posición que es mejor que cualquier posición en-
contrada antes, se actualiza la mejor posición para la part́ıcula i. Entonces existe un
mejor actual para todas las n part́ıculas en cualquier tiempo t durante las iteraciones.
El objetivo es encontrar el mejor global entre todas las soluciones hasta que el obje-
tivo ya no mejore o después de un cierto número de iteraciones [41].
El movimiento de las part́ıculas sistemáticamente se representa como un movimiento
de la part́ıcula que puede ir en cualquier dirección, pero siempre es atráıda por el
mı́nimo local y el mı́nimo global.
Esto puede observarse en la Figura 2.9 donde la part́ıcula i tiende a moverse siempre
hacia el mı́nimo local x∗i (part́ıcula que alcanza un mı́nimo en esa iteración) y el
mı́nimo global g∗ (part́ıcula con el valor mı́nimo histórico durante la evaluación).
El algoritmo PSO se muestra en la figura 2.10. La optimización por enjambre de
part́ıculas ha sido aplicada al diseño cinemático de mecanismos cuyos elementos se
mueven en planos paralelos. Este tipo de mecanismos presentan una transmisión de
movimiento más fluida.
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Figura 2.9: Tendencia de movimiento de una part́ıcula en el algoritmo PSO [41].
En [42] se realizó un análisis cinemático de un mecanismo controlable de 5 barras,
realizando el proceso de optimización usando el algoritmo PSO, dando como resul-
tado una mejora en la eficiencia del proceso de búsqueda por medio de la gradual
reducción del espacio de las posibles soluciones.
Otros estudios que utilizan el algoritmo PSO para śıntesis óptima de mecanismos
planos, concretamente en mecanismos de cuatro barras, no consideran el ángulo de
giro del eslabón de entrada para alcanzar los puntos de precisión (śıntesis sin tem-
porización) debido a que cuando se define la trayectoria con un mayor número de
puntos, se incrementa el tiempo de cálculo, sin que esto garantice alcanzar la solución
exacta, por lo que también se considera el mı́nimo error estructural como criterio de
optimización [43].
En 2010, se realizó una variante del algoritmo PSO, conocida como optimización
por enjambre de part́ıculas aśıncrona multiobjetivo (MOPAPSO del inglés Multi-
Objective Parallel Asynchronous Particle Swarm Optimization) con el fin de realizar
śıntesis óptima garantizando que los mecanismos obtenidos cumplen con la condición
de Grashof, probando el algoritmo en mecanismos de hasta cinco eslabones [44].
.
.
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Figura 2.10: Algoritmo PSO.
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2.2.7. Algoritmo del banco de krill modificado (MKH)
Otro algoritmo inspirado en sucesos biológicos es el algoritmo del banco de krill
(KH del inglés Krill Herd) que se desarrolló para resolver problemas de optimización.
Este algoritmo se basa en la simulación del comportamiento de los individuos en un
banco de krill [46].
La distancia mı́nima entre cada individuo del banco y la fuente de comida, aśı como
la distancia a la que se encuentra la mayor densidad de individuos en el banco se
consideran la función objetivo que determinan el movimiento de un individuo o krill.
La posición del individuo depende del tiempo y está relacionada con tres facto-
res básicos: el movimiento provocado por otros individuos, la actividad externa y la
difusión aleatoria del banco. Este algoritmo mostró ser capaz de resolver eficiente-
mente problemas t́ıpicos de optimización [46].
El algoritmo KH se modificó en [47] para obtener soluciones al problema de opti-
mización planteado para generar la śıntesis dimensional de un mecanismo de cuatro
barras, por medio de generación de trayectoria. Se realizaron algunos cambios para
mejorar la eficiencia del algoritmo, dando lugar al algoritmo del banco de krill mo-
dificado (MKH del inglés Modified Krill Herd).
Las modificaciones realizadas consistieron en la inicialización de la función de apti-
tud (Fitness Function) aśı como de los vectores que representan la localización de la
fuente de alimentación.
Dichas modificaciones son un reflejo del comportamiento real de los individuos de
krill en el banco al que pertenecen, es decir, se busca emular la tendencia del indivi-
duo a buscar una posición con cierta densidad de individuos a su alrededor (no en
un espacio saturado de individuos o aislado totalmente) aśı como tener la fuente de
comida relativamente cerca.
La segunda modificación realizada en [47] es el reemplazo de la función de cruce,
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similar en el algoritmo KH a la función que se lleva a cabo en los AG, por una
combinación entre los valores de función de aptitud obtenidos en una iteración. De-
bido a estos cambios, el algoritmo MKH mostró resultados eficientes en la śıntesis
de trayectoria de un mecanismo de cuatro barras.
2.2.8. Optimización por algoritmo de luciérnagas (FA)
Los algoritmos metaheuŕısticos inspirados en la naturaleza, especialmente los que
se basan en inteligencia de part́ıculas, se han desarrollado durante los últimos 10 años
[45][48] a partir de la aparición del algoritmo PSO. Entre ellos, destaca el conoci-
do como algoritmo de luciérnagas (FA, del inglés Firefly Algorithm) que apareció
en 2008 y cuya literatura se ha expandido dramáticamente en diversas aplicaciones
desde entonces [49].
El algoritmo FA fue desarrollado por Xin-She Yang a finales de 2007 y publica-
do en 2008. Se basa en los patrones de comportamiento de las luciérnagas tropicales
[50]. Estos patrones se refieren a los generados por la luz parpadeante de las luciérna-
gas que se observa en verano en regiones tropicales y templadas.
Existen alrededor de 2000 especies de luciérnagas y la mayoŕıa generan parpadeos
rápidos y ŕıtmicos. Estos patrones de luces parpadeantes con frecuencia son únicos
para distintas especies.
La luz parpadeante se produce por un proceso de bioluminiscencia, sin embargo,
las verdaderas funciones de este tipo de señales aún son objeto de debate, aunque
dos de las funciones fundamentales comprobadas son atraer pareja (comunicación)
y atraer presas potenciales.
Además, es posible que la luz parpadeante sirva como un mecanismo de advertencia
para recordar a los potenciales depredadores que las luciérnagas poseen un sabor
desagradable (amargo) [53].
Se sabe que la intensidad de la luz a una distancia particular r de la fuente, obedece
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la ley de inversos cuadrados, es decir, la intensidad de la luz I disminuye mientras





Además, el aire absorbe la luz, lo que la hace más y más débil mientras mayor es
la distancia. Estos factores combinados hacen que más luciérnagas sean visibles a
un ĺımite de distancia, usualmente, algunos cientos de metros en la noche, que es lo
suficiente para que las luciérnagas puedan comunicarse.
La luz parpadeante puede formularse de forma que se asocie con la función ob-
jetivo a optimizar, lo que hace posible adaptar el algoritmo a múltiples áreas de
investigación [51].
El algoritmo FA estándar sigue algunas reglas básicas que lo hacen ligeramente
diferente del proceso real de comunicación entre luciérnagas. Estas reglas son las
siguientes:
1. Todas las luciérnagas son unisex, por lo que una luciérnaga puede ser atráıda
por otra, con independencia de su sexo.
2. El atractivo es proporcional al brillo de la luciérnaga, es decir, para un par de
luciérnagas, la menos brillante se moverá hacia la más brillante. El atractivo
es proporcional al brillo y ambos disminuyen al aumentar la distancia. Si no
hay una luciérnaga más brillante, el movimiento será aleatorio.
3. El brillo de una luciérnaga se determina por su valor de función objetivo.
.
El diagrama de flujo del algoritmo FA se presenta en la Figura 2.11. En el algo-
ritmo FA hay dos factores importantes: la variación de la intensidad de la luz y la
formulación del atractivo. Por simplicidad se puede asumir que el atractivo de una
luciérnaga está determinado por su brillo, el cual se asocia con la FO.
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Figura 2.11: Algoritmo FA
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En la mayoŕıa de los problemas de optimización el brillo I de una luciérnaga es pro-
porcional a su valor de FO, pero el atractivo es relativo y será variable dependiendo
de la distancia rij entre las luciérnagas i y j. Además, la intensidad luminosa dis-
minuye conforme aumenta la distancia de la fuente y la luz es absorbida por el medio.
En la forma más simple, la intensidad de la luz está dada por la ley de inversos





Donde Is es la intensidad luminosa en la fuente.
Para evitar la singularidad que puede presentarse cuando la distancia r entre dos
luciérnagas es cero, se utiliza la aproximación Gaussiana mostrada en la ecuación 2.7
I(r) = I0e
−γrm (2.7)
Donde I0 es la intensidad de luz original a una distancia cero (r = 0), γ, r y m
constantes determinadas empiricamente, cuyos valores se encuentran entre cero y
uno. .
En el caso del algoritmo FA el atractivo que cada luciérnaga ejerce sobre cualquier
otra es una analoǵıa de la intensidad luminosa de la ley de inversos cuadrados y














Mientras que la distancia euclidiana r entre dos luciérnagas está dada por:
rij =
√
(xi − xj)2 + (yi − yj)2 + ... (2.10)
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Los puntos suspensivos indican la diferencia entre las variables que componen las
luciérnagas que se están evaluando. Finalmente, el movimiento de una luciérnaga i




−γr2ij(xtj − xti) + αεti (2.11)
Para śıntesis de mecanismos planos aún no hay art́ıculos reportados del uso del
algoritmo de luciérnagas. Esto podŕıa ser debido a que el algoritmo, si bien es rela-
tivamente sencillo de implementar, funciona muy bien para valores reales de la FO,
sin embargo, en el caso de śıntesis de mecanismos, algunos de los valores calcula-
dos de FO para las luciérnagas pueden resultar complejos, lo que hace dif́ıcil hacer
la comparación entre valores para llevar a cabo el movimiento de las luciérnagas y
lograr una convergencia hacia un valor mı́nimo de la Función Objetivo.
2.2.9. Optimización por algoritmo de colonia artificial de
abejas (ABC)
El algoritmo de colonia artificial de abejas (ABC, del inglés Artificial Bee Colony)
es un algoritmo de optimización heuŕıstica inspirado en el proceso de búsqueda de
alimento que llevan a cabo las abejas y modificado para generar tres fases dentro de
la misma iteración del ciclo de optimización. Fue propuesto en 2005 por Karaboga
[52].
En el algoritmo ABC, se tienen tres tipos de abejas: obreras, espectadoras y ex-
ploradoras, además se considera que sólo hay una abeja obrera por cada fuente de
alimento.
Si la fuente de alimento es buena, la abeja obrera lo indica a la abeja espectado-
ra, en caso de que la fuente no sea considerada buena, se abandona y la abeja obrera
que estaba en ella se convierte en una abeja exploradora.
En esta etapa se busca una nueva solución si se observa que no mejora a lo lar-
go de las iteraciones. El trabajo de la abeja espectadora es monitorear las fuentes de
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alimento y conservar la mejor.
En el uso del algoritmo ABC en optimización de funciones, usualmente se busca
la solución con el valor más bajo de función objetivo. Si la abeja obrera tiene una
buena fuente de alimento (valor bajo de FO) realizará movimientos alrededor de ésta,
encontrando posiblemente una mejora en el valor de la FO.
Si por el contrario, no tiene asignada una fuente de alimento apropiada, se con-
vertirá en abeja exploradora, moviéndose aleatoriamente en el espacio de búsqueda
y con posibilidad de encontrar fuentes atractivas de alimento.
El diagrama de flujo del algoritmo ABC se muestra en la Figura 2.12
2.2.10. Optimización por algoritmo de búsqueda del cuco
(CS)
La naturaleza y los fenómenos que en ella se presentan han sido la inspiración de
muchos algoritmos de optimización, como los algoritmos ya mencionados de optimi-
zación por enjambre de part́ıculas, algoritmos genéticos, algoritmos de luciérnagas y
algoritmo de colonia artificial de abejas, entre otros.
El algoritmo de búsqueda del cuco (CS, del inglés Cuckoo Search), desarrollado en
2009 por Xin-She Yang y Suash Deb [51], es uno de los últimos algoritmos inspirados
en la naturaleza que ha sido propuesto y está basado en el parasitismo de postura
en algunas especies de cucos, aves que depositan sus huevos en otros nidos para que
otra especie los incube y aśı mejorar sus posibilidades de sobrevivencia.
En el algoritmo CS un cuco representa un vector de datos que al ser sustituidos
en una función objetivo proporcionan un valor. Se espera que este valor sea lo más
cercano a cero, lo cual representa un valor mı́nimo global.
Estudios recientes indican que el algoritmo CS presenta una mejor convergencia que
los algoritmos PSO y AG [51]. El algoritmo CS utiliza paseos aleatorios, de manera
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Figura 2.12: Algoritmo ABC.
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similar al algoritmo de SA, sin embargo utiliza mutaciones a escala local y global
para garantizar que no se estanca en un valor mı́nimo encontrado y lleva a cabo
la selección de los mejores elementos usando elitismo, es decir, si bien es inspirado
en un proceso natural independiente, utiliza estrategias de mutación y selección de
los algoritmos genéticos y realiza la exploración del espacio de búsqueda de forma
similar al algoritmo SA.
El algoritmo CS se muestra en la Figura 2.13
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Figura 2.13: Algoritmo CS.
Caṕıtulo 3
Śıntesis óptima de mecanismos de
cuatro barras (SOM4B)
En este caṕıtulo se presenta el desarrollo de la función objetivo utilizada para
la śıntesis óptima de trayectoria de mecanismos planos de cuatro barras en forma
general, para un número n de puntos de precisión.
También se aborda el uso de los algoritmos mencionados en el caṕıtulo anterior
para obtener el valor mı́nimo de la FO que representa el mecanismo de cuatro barras
que pasa más cerca de los puntos dados.
3.1. Función objetivo de un mecanismo de cuatro
barras
Para llevar a cabo la śıntesis de un mecanismo de cuatro barras, es necesario defi-
nir previamente los elementos del mismo. En la Figura 3.1 se muestran los elementos
necesarios para determinar la posición inicial de un mecanismo de cuatro barras, que
serán determinados durante el proceso de śıntesis óptima.
El punto C, es el punto del eslabón acoplador que idealmente pasaŕıa por todos
los puntos requeridos por el proceso de śıntesis óptima durante la rotación del es-
labón de entrada del mecanismo.
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Figura 3.1: Parámetros geométricos de un M4B [47].
Los elementos presentes en la figura 3.1 son además de las longitudes de los es-
labones y la distancia entre los apoyos de los eslabones de entrada y salida, los
ángulos de inclinación de los eslabones de entrada y acoplador, en la primera posi-
ción, aśı como las coordenadas del apoyo del eslabón de entrada respecto al marco
fijo de referencia. Esto puede observarse con más detalle en la siguiente lista:
a Longitud del eslabón de entrada.
b Longitud de la base del eslabón acoplador.
c Longitud del eslabón de salida.
d Distancia entre apoyos.
e, f Distancia del punto C sobre la base del acoplador y la normal a ésta.
x0, y0 Coordenadas del apoyo del eslabón de entrada respecto al marco de referencia.
θ2 Inclinación inicial del eslabón de entrada.
θ3 Inclinación inicial del eslabón acoplador.
θ0 Ángulo del vector que une el apoyo fijo del eslabón de entrada con el apoyo
fijo del eslabón de salida.
.
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Donde Cxr = a cos θ2 + e cos θ3 − f sin θ3 y Cyr = a sin θ2 + e sin θ3 − f cos θ3.
Las variables a optimizar son las longitudes de los eslabones (a, b, c, d), los ángulos





2 ) para alcanzar los puntos de precisión.
La función objetivo depende entonces de que la distancia del punto C del eslabón
acoplador sea lo más pequeña posible de los puntos de precisión especificados en cada
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Donde n es el número de puntos de precisión que se utilizarán para llevar a ca-
bo el proceso de śıntesis, mientras que Cixd y C
i
yd representan los puntos alcanzados
por el punto C del acoplador durante la rotación del mecanismo y P ix y P
i
y son las
coordenadas de los puntos de precisión con respecto al marco fijo de referencia.
Una de las ventajas de esta función objetivo es que se respeta en todo momento
la hipótesis de cuerpo ŕıgido, la cual establece que los componentes de un mecanismo
no pueden estirarse o encogerse para todas las posiciones que este alcance al girar,
es decir, la distancia entre dos puntos cualquiera del mecanismo debe mantenerse
constante, aún cuando los elementos roten y se desplacen para alcanzar diferentes
posiciones en un ciclo.
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En este sentido, cuando el mecanismo no alcance una posición el valor de la función
objetivo será un número complejo, indicando que para esa posición los elementos no
respetan la hipótesis de cuerpo ŕıgido, debiendo en la implementación de la śıntesis
incluir filtros que eliminen los resultados complejos de la śıntesis.
A continuación se presentan los procedimientos de la implementación de algunos
algoritmos representativos de optimización utilizados para sintetizar mecanismos
planos de cuatro barras, con base en la función objetivo detallada en la ecuación
(3.2).
Cabe destacar que se ajustaron los parámetros de los algoritmos utilizados de tal
manera que el tiempo de evaluación fuera similar, es decir, para aquellos algoritmos
que involucran un mayor número de cálculos o evaluaciones, se utilizó un número
menor de iteraciones. Este ajuste en los parámetros se determinó emṕıricamente con
base en las pruebas realizadas, a partir del registro de los tiempos obtenidos durante
múltiples evaluaciones.
3.2. Minimización de la función objetivo del me-
canismo de cuatro barras
3.2.1. Uso de algoritmo SA
El algoritmo de recocido simulado es uno de los algoritmos metaheuŕısticos más
sencillos de implementar, siendo esta su principal ventaja, sin embargo, presenta cier-
tos inconvenientes, como la lentitud de convergencia, la importancia de la selección
inicial de parámetros y el alto número de evaluaciones que debe realizar que lo dejan
atrás como algoritmo seleccionado para problemas complejos.
Para la śıntesis de mecanismos de cuatro barras, se utilizaron seis posiciones ob-
jetivo a alcanzar por el punto de interés del eslabón acoplador.
El número de evaluaciones realizadas por el algoritmo SA que se requieren para
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que el error estructural sea cercano a cero es elevado, por lo que el tiempo de eje-
cución del programa desarrollado en el software Mathematica c© de Wolfram, para
alcanzar un valor bajo en la función objetivo puede llegar a ser de más de una hora
en una computadora de escritorio estándar, cuando el uso de este mismo algoritmo
para la optimización de funciones de una o dos variables independientes se lleva a
cabo en segundos en las mismas condiciones del equipo de cómputo.
Si se compara este tiempo con el tiempo transcurrido para la evaluación de otros
algoritmos de optimización, como los algoritmos genéticos, el recocido simulado es
más lento si el criterio de paro es el valor alcanzado en la función objetivo, o más
inexacto, para la misma cantidad de iteraciones realizadas.
Para la implementación del algoritmo de recocido simulado en la śıntesis de me-
canismos de cuatro barras, se eligió el problema planteado en [47] consistente en seis
puntos en una trayectoria vertical, en un espacio de búsqueda de 120 unidades en el
eje x y 80 en el y.
Los puntos de interés están localizados en las coordenadas (20,20), (20,25), (20,30),
(20,35), (20,40) y (20,45). Los puntos de apoyo se desconocen y pueden estar locali-
zados en cualquier lugar en el intervalo de búsqueda, aśı como los puntos extremos
de los eslabones de entrada y salida, siendo ambos nodos del eslabón acoplador. El
último punto del eslabón acoplador es el que de acuerdo con la śıntesis realizada,
alcanzará las posiciones determinadas por el problema.
En la Figura 3.2 puede observarse el mecanismo de cuatro barras obtenido al utilizar
el algoritmo de recocido simulado para minimizar el error estructural en la trayecto-
ria del mecanismo, la cual se desea que pase lo más cerca posible de los seis puntos
de precisión colocados en ĺınea vertical. También se observa la trayectoria que el
punto del eslabón acoplador alcanza para los 360◦ de giro de la manivela de entrada,
cumpliendo aśı la condición de Grashof.
El número de iteraciones está dado por la selección de la temperatura inicial y la
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final, aśı como la tasa de enfriamiento. En este caso a la temperatura inicial se le
asignó un valor de 1000◦ y la final de 5◦, con una tasa de enfriamiento de 0.003,
lo cual indica, de acuerdo al algoritmo, que en cada iteración disminuye el valor de
la temperatura en 0.3 %, es decir, en la primera iteración T=1000◦, en la segunda
T=997◦ (disminuye 3 %) y aśı sucesivamente hasta que la temperatura alcanza los
5◦. Para este proceso de búsqueda con los parámetros mencionados, la temperatura
final se alcanza en la iteración 1770, que es donde el algoritmo se detiene.
Esto garantiza que la diferencia entre los valores encontrados durante las prime-
ras iteraciones es mayor que la de los valores encontrados en las últimas iteraciones,
lo que corresponde al comportamiento del algoritmo SA en el sentido de localizar
valores durante las primeras iteraciones en todo el espacio de búsqueda y durante las
últimas iteraciones concentrarse en los valores que se haya determinado que son los
más cercanos a un mı́nimo, pudiendo en estos casos encontrar tanto soluciones cuyo
valor de función objetivo es un mı́nimo global, aunque en gran parte de los casos,
los mejores valores corresponden a mı́nimos locales de la función objetivo.
Para realizar un mayor número de iteraciones, puede incrementarse la temperatura
inicial, disminuirse la temperatura final (sin llegar a los 0◦ ya que de este modo nunca
se detendŕıa el algoritmo) o bien disminuir el valor de la tasa de enfriamiento. Esto
mejora los resultados obtenidos en la función objetivo, sin embargo la ejecución del
programa se vuelve más lenta.
3.2.2. Uso de algoritmos genéticos
Los algoritmos genéticos han sido históricamente utilizados para optimización
debido a que son fáciles de comprender e implementar, dada su similitud con el pro-
ceso de evolución utilizando selección natural. La śıntesis óptima de mecanismos no
es la excepción, ya que se ha utilizado con este fin desde 1994 [23].
Para la śıntesis del mecanismo plano de cuatro barras empleando algoritmos genéti-
cos, para este proyecto, se utilizó para fines comparativos el mismo problema pre-
sentado para el algoritmo de recocido simulado, es decir, los seis puntos de precisión
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Figura 3.2: SM4B con el algoritmo de SA. Elaboración propia.
en una trayectoria vertical planteado en [47], con los mismos ĺımites en el intervalo
de búsqueda.
Asimismo, utilizando algoritmos genéticos para buscar la combinación de paráme-
tros del mecanismo que generen la trayectoria que se aproxime más a la ideal, se
utilizó como función objetivo la ecuación (3.2) para los seis puntos del recorrido. Los
resultados del proceso de búsqueda son la localización de los apoyos o puntos fijos, y
los puntos extremos del mecanismo en la primera posición, lo que permite construir
el mecanismo y su posterior análisis cinemático para comprobar el cumplimiento de
la condición de Grashof.
Respecto al algoritmo SA, los algoritmos genéticos muestran una mejor tendencia a
converger hacia un valor mı́nimo de la función objetivo, debido a que el análisis de
los elementos de cada generación no requiere grandes tiempos de cálculo y siempre
conservan el conjunto de mejores elementos de cada generación (elitismo) por lo que
a diferencia del algoritmo SA donde se tiene una probabilidad de aceptar una peor
solución con el fin de aumentar la aleatoriedad, los algoritmos genéticos no desechan
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una solución si no hay una mejor que la sustituya.
En el caso del mecanismo de cuatro barras con seis puntos de precisión, como se
observa en la Figura 3.3, en las pruebas realizadas en este estudio, se logró obtener
un mecanismo que pasa más cerca de los puntos de precisión deseados, describiendo
un recorrido continuo y cumpliendo con la condición de Grashof, con tiempos de
cálculo menores a los del algoritmo de recocido simulado.
Los parámetros usados en el algoritmo genético para la obtención del mecanismo
de cuatro barras fueron los siguientes:
Número de individuos: 50
Elitismo: 4 elementos
Probabilidad de cruce: 90 %
Probabilidad de mutación: 30 %
Número de generaciones: 1000
Estos parámetros pueden ser modificados con el fin de mejorar la solución obtenida,
observándose que al aumentar el número de generaciones o de individuos se mejora
el desempeño del algoritmo, con la limitante de que el tiempo de evaluación del
algoritmo se incrementa.
3.2.3. Uso de algoritmo PSO
El algoritmo de optimización por enjambre de part́ıculas desarrollado por Ken-
nedy y Eberhart en 1995 [32] ha sido utilizado desde entonces, al igual que los
algoritmos genéticos en múltiples aplicaciones en las que se requiere el uso de méto-
dos heuŕısticos debido a que los métodos exactos no proveen de los elementos para
poder resolverse, como es el caso de sistemas algebraicos inexistentes, que plantea la
śıntesis óptima de mecanismos.
El algoritmo PSO se ha utilizado para la śıntesis óptima de mecanismos planos
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Figura 3.3: SM4B con algoritmos genéticos. Elaboración propia.
obteniendo buenos resultados [43]. Para la śıntesis del mecanismo con el algoritmo
PSO se utilizaron también las seis posiciones colocadas en una ĺınea vertical, es de-
cir, el mecanismo debe tener en su recorrido una parte idealmente recta, movimiento
usual en los mecanismos de manivela-biela-corredera (MBC) y poco convencional en
los mecanismos de cuatro barras, los cuales tienden a tener trayectorias curvas en el
punto del acoplador.
El algoritmo PSO muestra una mejora en el desempeño, al tener una convergen-
cia más rápida al llegar a menores valores de FO en pocas generaciones, lo que al
compararlo con los algoritmos genéticos lo hace más conveniente, sin embargo, el
algoritmo PSO tiende a no mejorar significativamente después de cierto número de
generaciones, por lo que en ocasiones es posible que se lleven a cabo una gran can-
tidad de cálculos adicionales en los que no se mejora el valor de la función objetivo.
En la Figura 3.4 puede observarse que la trayectoria generada utilizando el algo-
ritmo PSO es más cercana a los puntos de precisión deseados, para el tiempos de
cálculo similares.
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Los parámetros usados en el algoritmo PSO para la obtención del mecanismo de
cuatro barras fueron los siguientes:
Número de part́ıculas: 300
Número de iteraciones: 100
Estos parámetros también pueden ser modificados con el fin de mejorar la solución
obtenida, observándose que al aumentar el número de iteraciones el desempeño del
algoritmo no mejora significativamente, a diferencia del aumento en el número de
part́ıculas utilizado, ya que en este caso śı se observa una mejora en el desempeño
del algoritmo, con la desventaja, al igual que en la śıntesis óptima usando algoritmos
genéticos, de que el tiempo de evaluación del algoritmo se incrementa.
Figura 3.4: SM4B con algoritmo PSO. Elaboración propia.
3.2.4. Uso de algoritmo FA
El algoritmo de luciérnagas se utilizó también para sintetizar un mecanismo plano
de cuatro barras. Este algoritmo tiende a recorrer el espacio de búsqueda atrayendo a
las soluciones generadas hacia la más ”brillante”, representada por el vector solución
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con valor más bajo de función objetivo.
El algoritmo FA tiene excelentes resultados de convergencia para funciones de varia-
bles reales y espacios de búsqueda reducidos. En el caso de los mecanismos de cuatro
barras y la función objetivo (3.2), se tiene un gran número de variables, una proba-
bilidad muy alta de que en algún punto del proceso se generen valores complejos de
la función objetivo, además de un espacio de búsqueda muy amplio.
La combinación de estos tres factores hacen que el uso del algoritmo FA tenga difi-
cultades en su aplicación a problemas de śıntesis óptima de mecanismos planos, por
lo que si bien el algoritmo tiene excelentes resultados cuando se cierra el espacio de
búsqueda, es decir, los ĺımites de las variables se reducen, esto sólo es posible cuando
se conoce la solución aproximada del mecanismo que se busca, lo cual es poco usual
en el proceso de śıntesis de mecanismos, donde se parte del supuesto de que lo que
se conoce del mecanismo es muy poco, en este caso los puntos aproximados de la
trayectoria que se desea que alcance el acoplador.
Los parámetros usados en el algoritmo FA para la obtención del mecanismo de cuatro
barras fueron los siguientes:
Número de luciérnagas: 15
Número de iteraciones: 600
En la Figura 3.5 puede observarse un mecanismo de cuatro barras sintetizado usan-
do el algoritmo FA con el mismo espacio de búsqueda usado en la śıntesis con el
algoritmo de recocido simulado y el algoritmo PSO. En este caso, el resultado no es
preciso, debido a que el algoritmo FA no obtiene resultados satisfactorios cuando los
ĺımites de las variables involucradas están lejos.
Por el contrario, en la Figura 3.6 se observa el resultado de la śıntesis cuando
los ĺımites de las variables corresponden a valores más cercanos, en este caso obteni-
dos de la mejor solución en la śıntesis con el algoritmo PSO. Es importante destacar
que el algoritmo FA refina la solución obtenida mediante PSO, dado que como ya se
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Figura 3.5: SM4B con algoritmo FA. Elaboración propia.
ha señalado, para espacios reducidos de búsqueda, el algoritmo FA tiene un mejor
desempeño que en espacios grandes.
Cabe destacar que a diferencia del algoritmo PSO, el algoritmo FA encuentra me-
Figura 3.6: SM4B con algoritmo FA, con espacio de búsqueda reducido. Elaboración
propia.
jores resultados al incrementar el número de iteraciones, con un menor número de
luciérnagas, logrando obtener resultados similares a los obtenidos con el algoritmo
PSO incrementando el número de iteraciones del algoritmo, preferentemente en in-
tervalos de búsqueda reducidos.
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El algoritmo FA podŕıa utilizarse para refinar el resultado de la búsqueda del meca-
nismo obtenido por otros métodos de optimización, como el PSO o AG, generando
un espacio de búsqueda reducido alrededor de la mejor solución encontrada para
buscar una mejor solución en el área cercana.
3.2.5. Uso de algoritmo ABC
El algoritmo de colonia de abejas artificial se utilizó para realizar la śıntesis de
mecanismos de cuatro barras con el fin de detectar si era posible superar la limitación
obtenida con el algoritmo FA, es decir, si el algoritmo ABC es capaz de encontrar un
mecanismo partiendo de la misma función objetivo pero con un espacio de búsqueda
amplio.
Debido a que consta de tres fases, la fase de abeja obrera, la fase de abeja especta-
dora y la fase de abeja exploradora, se busca varias veces durante la misma iteración
mejorar el valor mı́nimo de función objetivo, añadiendo una expansión al espacio de
búsqueda, lo que permite tener una mayor posibilidad de convergencia aún en estos
intervalos mayores.
Para las pruebas realizadas al algoritmo ABC nuevamente se utilizó el problema
expuesto en [47], de los seis puntos de precisión en una ĺınea vertical, aśı como los
intervalos de las variables involucradas utilizados en la SM4B con SA, AG y PSO.
Los parámetros utilizados en el algoritmo ABC fueron los siguientes:
Número de abejas: 20
Número de iteraciones: 1000
Puede observarse que los parámetros en relación al número de posibles soluciones
(en este caso abejas) es similar a lo que se utilizó en el algoritmo FA, es decir, pocos
elementos o individuos y un número de iteraciones grande.
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En la Figura 3.7 puede observarse uno de los mecanismos sintetizados utilizando
el algoritmo ABC. Los resultados son mejores que en el algoritmo FA dado que para
intervalos grandes de las variables involucradas, se obtienen resultados similares a
los que el algoritmo FA genera cuando el espacio de búsqueda es muy reducido.
Respecto al tiempo de cálculo, el algoritmo ABC tiene un desempeño similar al
algoritmo PSO, por lo que también es una opción a evaluar para generar de for-
ma rápida un conjunto de soluciones que serán analizadas posteriormente usando el
algoritmo FA.
Figura 3.7: SM4B con algoritmo ABC. Elaboración propia.
3.2.6. Uso de algoritmo CS
El algoritmo CS también se utilizó para resolver el problema de śıntesis de me-
canismo de cuatro barras que debe recorrer una serie de seis puntos colocados verti-
calmente.
El algoritmo CS tiene la ventaja de poder realizar las iteraciones del ciclo de forma
más rápida que algoritmos como los AG, PSO o FA, por lo que puede usarse un
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número alto de iteraciones que son ejecutadas en el mismo tiempo que menos itera-
ciones en los algoritmos mencionados.
Los parámetros utilizados en el algoritmo CS fueron los siguientes:
Número de nidos: 20
Número de iteraciones: 5000
En la Figura 3.8 se observa el mecanismo obtenido utilizando el algoritmo CS para
obtener la posición de todos los puntos de interés del mismo, aśı como la trayectoria
del punto de interés del eslabón acoplador para los 360◦ de giro de la manivela.
El algoritmo CS presenta una convergencia rápida si se considera que el tiempo
Figura 3.8: SM4B con algoritmo CS. Elaboración propia.
promedio en el que realiza 5000 iteraciones es equivalente al tiempo en el que se
hacen 1000 iteraciones en los algoritmos genéticos o el algoritmo FA, por lo que en
términos de tiempo de cálculo, resultan convenientes y de rápida convergencia, dado
que invariablemente generan soluciones con valores de la función objetivo menores a
5 unidades.
En el caṕıtulo siguiente se realizarán propuestas de posibles combinaciones de al-
goritmos, con objeto de construir la metodoloǵıa de forma tal que se asegure que
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siempre se obtengan valores cercanos a cero de la función objetivo en un tiempo
razonable, en este caso, menor a una hora, independientemente de la cantidad de
iteraciones realizadas.
Caṕıtulo 4
Propuesta de metodoloǵıa para
SOM4B
En este caṕıtulo se evaluará si es posible combinar los algoritmos presentados,
con el fin de lograr eliminar las desventajas de cada uno y asegurar que independien-
temente de la cantidad de variables que incluye la función objetivo o el tamaño de los
intervalos de búsqueda, es posible generar un mecanismo de cuatro barras que pase
por los puntos dados con un error estructural mı́nimo y cumpliendo la condición de
Grashof.
4.1. Conjunto de soluciones iniciales
Una de las problemáticas detectadas al utilizar los algoritmos evaluados al rea-
lizar la śıntesis óptima de mecanismos planos fue que todos parten de un proceso
aleatorio de inicialización de soluciones.
Dentro de esta inicialización, usualmente se sigue una distribución normal, asig-
nando una mayor cantidad de valores al centro del espacio de búsqueda.
Esto puede ser un problema sobre todo para los algoritmos genéticos, ya que como
se mencionó anteriormente, si en el conjunto inicial de soluciones no se encuentran
valores cercanos al mı́nimo global, es dif́ıcil que el algoritmo lo alcance, incluso con
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Caṕıtulo 4. Propuesta de metodoloǵıa para SOM4B 70
probabilidades altas de mutación.
En el caso del resto de los algoritmos el hecho de que la distribución del conjun-
to inicial de soluciones corresponda a una distribución normal no parece afectar el
desempeño de los mismos.
No obstante, se propone dividir el espacio en partes iguales, de acuerdo a la cantidad
de soluciones iniciales deseadas y repartir el intervalo de búsqueda para generar una
red que cubra en intervalos iguales todo el espacio de búsqueda, asegurando que se
cubre la totalidad del espacio en vez de centrarse en valores a la mitad del mismo.
Esto representa una ventaja sobre todo para aquellas funciones objetivo cuyo mı́nimo
global está lejos del centro del espacio de búsqueda, ya que existen más posibilidades
de encontrarlo en un menor número de iteraciones entre mejor repartidas en dicho
espacio se encuentren las soluciones iniciales.
4.2. Algoritmos de rápida convergencia
Una vez que se logran repartir las soluciones iniciales en todo el espacio de búsque-
da se desea utilizar un algoritmo cuya convergencia sea rápida, es decir, que incluso
con soluciones iniciales que abarcan espacios amplios de búsqueda, sea capaz de en-
contrar en pocas iteraciones una solución cercana a cero.
Entre los algoritmos que mostraron un mejor desempeño relativo a la rapidez de
convergencia se encuentran el algoritmo PSO, el algoritmo ABC y el algoritmo CS,
por lo que son candidatos a iniciar la metodoloǵıa, teniendo como ventaja que ya se
les han colocado filtros para no considerar las soluciones complejas, de forma que la
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4.3. Algoritmos de análisis detallado
Con elementos de la población cercanos entre śı, es posible refinar la búsqueda
del mı́nimo global utilizando algoritmos que demostraron una alta capacidad para
detallar soluciones, en espacios de búsqueda reducidos.
En este caso se propone el uso de los algoritmos genéticos y el algoritmo FA, los
cuales tendrán por objetivo reducir en lo posible el valor de la función objetivo con
base en el conjunto de elementos inicial producto de la ejecución previa de otro u
otros algoritmos.
4.4. Propuesta de combinación de algoritmos
Debido a que las pruebas realizadas a lo largo de esta investigación arrojan que
si bien un algoritmo de optimización es capaz de alcanzar un valor mı́nimo global si
se permite que itere un número suficiente de veces, es posible que la mejora no sea
sustancial después de realizar estas evaluaciones por d́ıas, semanas o incluso meses.
Es por ello que se propone que las evaluaciones se realicen en el menor tiempo
posible, para obtener una solución al problema que, aún cuando no corresponda al
valor mı́nimo global de la función objetivo, el valor alcanzado de error estructural
sea evidentemente bajo.
Se considera un valor bajo, aquel que numéricamente corresponde a un valor de
función objetivo menor al 1 % de la longitud del intervalo de búsqueda en el eje
coordenado donde esta longitud sea menor.
Este valor porcentual se plantea debido a que en caso de cumplirse dicha condi-
ción, también es posible observar a simple vista que la trayectoria del mecanismo
pasa de manera muy cercana a todos los puntos planteados.
En este sentido se utilizarán tanto la inicialización de valores en todo el intervalo
de búsqueda para todas las variables involucradas, aśı como un algoritmo de rápida
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convergencia para filtrar el conjunto de soluciones en el menor tiempo posible.
Una vez encontrado un conjunto de soluciones con valores de la función objetivo
menores al 1 % del intervalo de búsqueda, se utilizarán como los valores iniciales de
un algoritmo de análisis detallado, para que a través de éste se mejoren las soluciones
encontradas.
No se utiliza de inicio un algoritmo de análisis detallado debido a que es posible
que se requiera más tiempo sólo para llegar a los valores iniciales dados por el primer
algoritmo utilizado.
En la Tabla 4.1 se observan las combinaciones que se proponen evaluar, para ve-
rificar el desempeño del algoritmo individual con el algoritmo combinado.
Cabe mencionar que inicialmente se propone la combinación de un algoritmo de
rápida convergencia con un algoritmo de análisis detallado, sin embargo, se evalúa
también una combinación de dos algoritmos de rápida convergencia.
.








Tabla 4.1: Combinaciones de algoritmos de optimización a evaluar para la metodo-
loǵıa de śıntesis de mecanismos.
.
.
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4.5. Propuesta de metodoloǵıa para śıntesis ópti-
ma de mecanismos
La metodoloǵıa que se desea proponer y evaluar, requiere de la inicialización no
aleatoria de los valores en el espacio de búsqueda, aśı como de combinación de al
menos dos algoritmos de optimización.
Esto permite reducir o eliminar las desventajas encontradas en la evaluación de
la aplicación de los algoritmos en la SOM4B.
Las etapas de la metodoloǵıa se describen a continuación y se muestran en la Figura
4.1:
1. Determinación del problema: Este debe corresponder a la śıntesis de tra-
yectoria de un mecanismo de cuatro barras.
2. Selección de los puntos de la trayectoria: Se propone usar al menos seis
puntos de precisión ubicados a lo largo de la trayectoria.
3. Determinación del espacio de búsqueda: Corresponde a la ubicación del
mecanismo en un marco de referencia XY, donde se ubicarán los dos apoyos
del mecanismo, aśı como los puntos correspondientes a las juntas cinemáticas
del mismo, en la primera posición.
4. Inicialización de las soluciones: El espacio de búsqueda se divide en inter-
valos regulares para garantizar que no se tiene una tendencia inicial a buscar
soluciones al centro del mismo, como resultaŕıa en una inicialización aleatoria,
basada en la distribución normal.
5. Búsqueda preliminar: Uso de un algoritmo de rápida convergencia para
descartar rápidamente soluciones iniciales que no tienden a reducir el valor
de la función objetivo. Al final de esta etapa, el conjunto de soluciones se
encontrará cerca de un valor mı́nimo.
6. Refinamiento de la solución: Utilizando como valores iniciales los resulta-
dos obtenidos con un algoritmo de rápida convergencia, esta etapa busca en
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un menor intervalo de búsqueda, para mejorar el valor de la función objetivo
obtenido.
7. Evaluación del mecanismo obtenido: Una vez obtenidos los resultados, se
realiza un análisis cinemático del mecanismo, para determinar la trayectoria
que sigue el punto del acoplador.
En caso de no cumplir con la reducción del valor establecido de error estructural o
la condición de Grashof, es posible repetir la búsqueda. .
.
Figura 4.1: Etapas de la metodoloǵıa propuesta. Elaboración propia.
.
.
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4.6. Análisis de resultados
4.6.1. Combinación PSO-AG
Debido a que el algoritmo PSO funciona mejor con un número alto de part́ıculas
y pocas iteraciones, es uno de los algoritmos ideales para realizar un filtrado rápido
de posibles soluciones.
Para el algoritmo de análisis detallado se contempló el algoritmo genético básico,
con los valores para cada algoritmo detallados en la Tabla 4.2.
.
Algoritmo PSO Algoritmo genético
Part́ıculas: 4000 Individuos: 30
Iteraciones: 30 Tasa de cruce: 0.9
Generaciones: 300
Tasa de mutación: 0.25
Error estructural: ≤ 1 Error estructural: ≤ 0.1
Tabla 4.2: Parámetros de los algoritmos en la combinación PSO-AG.
Se contabilizaron 150 pruebas con duración promedio de 40 minutos para que la
combinación de algoritmos obtuviera un mecanismo útil, con dos criterios de paro,
ya sea el alcanzar un error estructural menor a una unidad para el caso del algoritmo
PSO o menor a 0.1 unidades para el AG o bien, en ambos casos, alcanzar el número
máximo de iteraciones establecido.
Los resultados de las pruebas contabilizadas muestran una mejora en el desempeño
de ambos algoritmos, en relación al tiempo de ejecución y el valor obtenido de la FO.
4.6.2. Combinación PSO-FA
En el caso de la combinación entre algoritmos PSO-FA, se considera nuevamente
al algoritmo PSO como el que tiene por objetivo filtrar el conjunto de soluciones
para dar paso a la ejecución del algoritmo FA. Los valores de los parámetros para
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cada algoritmo se detallan en la Tabla 4.3.
Se contabilizaron también 150 pruebas, mejorando la duración promedio de ejecución
que se obtuvo de 29 minutos, en todos los casos esta combinación de algoritmos ob-
tiene un mecanismo útil y también se consideraron los mismos criterios de paro que
para la combinación PSO-AG, es decir, la obtención de un error estructural menor
a una unidad para el caso del algoritmo PSO y menor a 0.1 unidades para el FA o
bien, en ambos casos, alcanzar el número máximo de iteraciones establecido.
Los resultados de las pruebas contabilizadas indican también una mejora en el le-
sempeño de ambos algoritmos, tanto para el tiempo de ejecución como para el valor
obtenido de la FO.
Algoritmo PSO Algoritmo FA
Part́ıculas: 4000 Luciérnagas: 50
Iteraciones: 30 Iteraciones: 40
Error estructural: ≤ 1 Error estructural: ≤ 0.1
Tabla 4.3: Parámetros de los algoritmos en la combinación PSO-FA.
4.6.3. Combinación PSO-ABC
De manera adicional, se realizó una prueba para observar el desempeño de dos
algoritmos considerados de rápida convergencia anidados, ejecutando primero el al-
goritmo PSO y posteriormente el ABC para la obtención de la śıntesis de mecanismo
de cuatro barras.
Se utilizó el algoritmo PSO, con 300 part́ıculas y 50 iteraciones, para obtener un
conjunto de soluciones que tienden a acercarse al mı́nimo global.
En la segunda etapa se utilizaron los primeros 20 elementos del conjunto final de
soluciones del algoritmo PSO como conjunto inicial para el algoritmo ABC, debido
a que los primeros elementos de la lista son aquellos que obtienen menores valores
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Figura 4.2: SM4B con una combinación de algoritmos PSO y ABC.
en la función objetivo y se ejecutaron 250 iteraciones del algoritmo.
Se encontró que el algoritmo ABC tiende a mejorar los valores obtenidos de la fun-
ción objetivo, logrando reducirlos hasta un 65 %.
La combinación de ambos algoritmos permite la reducción de tiempo de cálculo,
ya que las ejecuciones realizadas se llevaron a cabo en un tiempo menor que la eje-
cución individual de cada algoritmo.
En la Figura 4.2 se observa el mejor mecanismo obtenido con esta combinación
de algoritmos, observándose una mejora evidente también en la reducción del valor
de la función objetivo, al acercar aún más la trayectoria del punto de interés del
eslabón acoplador al conjunto de puntos deseado.
Es de resaltar que el tiempo promedio de las 150 evaluaciones de esta combina-
ción es de alrededor de 17 minutos, debido a que se reducen significativamente el
número de elementos evaluados en el algoritmo PSO y el número de iteraciones en
el algoritmo ABC, sin embargo también se observa la reducción del valor final de la
FO y la trayectoria alcanzada por el mecanismo obtenido pasa de manera casi exacta
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por los puntos planteados.
4.6.4. Combinación ABC-AG
El algoritmo ABC fue uno de los más complejos de implementar para la śıntesis
de mecanismos de cuatro barras, debido a que los operadores están diseñados pa-
ra trabajar con números reales y para la śıntesis óptima deben considerarse valores
complejos.
Sin embargo, una vez completado el proceso de implementación, se verificó que es
uno de los algoritmos capaces de reducir rápidamente el valor de la FO para el con-
junto de soluciones en proceso, por lo que se decidió usarlo como primera etapa para
inicializar las soluciones para un algoritmo adicional.
El algoritmo ABC en conjunto con los AG muestra un desempeño similar a la com-
binación PSO-AG, en relación al tiempo de ejecución y mecanismos obtenidos.
Los valores para cada algoritmo se detallan en la Tabla 4.4. Se consideraron 150
pruebas cuya duración promedio fue de 47 minutos para que la combinación de al-
goritmos obtuviera un mecanismo útil, con los mismos criterios de paro al alcanzar
el número máximo de iteraciones o bien valores de la FO menores a 1 y 0.1 unidades
respectivamente.
Si bien por el tiempo promedio observado podŕıa pensarse que no se obtiene una
mejora en relación a las combinaciones hasta ahora evaluadas, la combinación ABC-
AG obtiene un valor de error estructural promedio menor a los obtenidos en las
combinaciones de algoritmos PSO-AG y PSO-FA.
4.6.5. Combinación ABC-FA
La combinación entre el algoritmo ABC y FA permite observar el rápido decre-
cimiento en el valor de la FO durante la primera etapa de ejecución y la posterior
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Algoritmo PSO Algoritmo genético
Abejas: 20 Individuos: 30
Iteraciones: 250 Tasa de cruce: 0.9
Generaciones: 300
Tasa de mutación: 0.25
Error estructural: ≤ 1 Error estructural: ≤ 0.1
Tabla 4.4: Parámetros de los algoritmos en la combinación ABC-AG.
mejora en el valor final de la FO en un tiempo promedio de ejecución menor a las
combinaciones hasta ahora evaluadas. Los valores para cada algoritmo se detallan
en la Tabla 4.5.
Al igual que con las combinaciones anteriores, se contabilizaron 150 pruebas con
duración promedio de 34 minutos para alcanzar como resultado un mecanismo útil,
aśı mismo, se utilizaron los dos criterios de paro utilizados hasta ahora, es decir, el
alcanzar un error estructural menor a una unidad para el caso del algoritmo ABC o
menor a 0.1 unidades para el AG o bien, en ambos casos, alcanzar el número máximo
de iteraciones establecido.
Algoritmo PSO Algoritmo FA
Abejas: 20 Luciérnagas: 50
Iteraciones: 250 Iteraciones: 40
Error estructural: ≤ 1 Error estructural: ≤ 0.1
Tabla 4.5: Parámetros de los algoritmos en la combinación ABC-FA.
4.6.6. Combinación CS-AG
El algoritmo CS tiene un tiempo de evaluación por iteración bajo, por lo que se
realizaron pruebas de observación del comportamiento de los resultados al incremen-
tar el número de iteraciones.
.
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De este modo, se encontró que es posible realizar la ejecución de 50000 iteraciones
en un tiempo muy similar al obtenido para el algoritmo PSO con sus 30 iteraciones
y 4000 part́ıculas.
Esto es debido a que el algoritmo PSO realiza evaluaciones a 4000 elementos por
iteración, mientras que en el algoritmo CS estas evaluaciones se llevan a cabo en un
número significativamente menor de elementos, por lo que es posible y recomendable
realizar más iteraciones para mejorar la solución obtenida.
Para la etapa de análisis detallado se contempló el algoritmo genético, con los valo-
res para cada algoritmo detallados en la Tabla 4.6. Se registraron 150 evaluaciones
con duración promedio de 37 minutos hasta que se generaba un mecanismo útil, con
similares criterios de paro.
.
Estos criterios de paro consisten en alcanzar un error estructural menor a una unidad
para el caso del algoritmo CS o menor a 0.1 unidades para el AG o bien, en ambos
casos, alcanzar el número máximo de iteraciones establecido, observándose ligeras
mejoras tanto en relación a tiempos de ejecución como valores de la FO obtenidos.
Algoritmo PSO Algoritmo genético
Nidos: 20 Individuos: 30
Iteraciones: 50000 Tasa de cruce: 0.9
Generaciones: 300
Tasa de mutación: 0.25
Error estructural: ≤ 1 Error estructural: ≤ 0.1
Tabla 4.6: Parámetros de los algoritmos en la combinación CS-AG.
4.6.7. Combinación CS-FA
La última combinación evaluada de algoritmos de rápida convergencia para la
primera etapa y algorimos de análisis detallado para refinar las soluciones es la com-
binación de los algoritmos CS y FA.
.
Caṕıtulo 4. Propuesta de metodoloǵıa para SOM4B 81
Ambos algoritmos muestran un buen desempeño individual y el hecho de que la ini-
cialización del algoritmo FA dependa de los resultados preliminares del algoritmo CS
mejora el desempeño final comprobándose tanto por los valores de la FO objetivo
obtenidos, como por la reducción en los tiempos de ejecución.
Para el número de registros analizados en todas las combinaciones anteriores, es
decir, 150 ejecuciones de esta combinación, se obtuvo un tiempo promedio de 26 mi-
nutos, para los mismos criterios de paro y los parámetros de los algoritmos detallados
en la Tabla 4.7.
Algoritmo PSO Algoritmo FA
Nidos: 20 Luciérnagas: 50
Iteraciones: 50000 Iteraciones: 40
Error estructural: ≤ 1 Error estructural: ≤ 0.1
Tabla 4.7: Parámetros de los algoritmos en la combinación CS-FA.
4.6.8. Comparación de las combinaciones evaluadas
El tiempo total de las pruebas realizadas fue de casi 32000 minutos, este tiem-
po considera solamente la realización de los cálculos por el equipo de cómputo. Se
consideraron solamente las ejecuciones que arrojaron los mejores 150 valores de la
función objetivo para cada combinación, independientemente del tiempo logrado pa-
ra alcanzarlas. De estos, se obtuvo el tiempo promedio ya mencionado para cada
combinación, el cual se observa en el en la Tabla 4.8:
Aśı mismo, se realizó el análisis del número de veces que se detuvo la ejecución de
los algoritmos por alcanzar el valor buscado de la función objetivo, el cual se mues-
tra en la Tabla 4.9, donde se observa que los algoritmos de rápida convergencia que
llegaron a detenerse un mayor número de veces por ese motivo fueron el algoritmo
PSO y el CS. El algoritmo ABC se detuvo una mayor cantidad de veces por alcanzar
el número de iteraciones establecido.
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Combinación Duración Duración Tiempo Mejor valor de error
utilizada máxima [min] mı́nima [min] Promedio estructural obtenido
PSO-AG 101 19 40 0.01801
PSO-FA 42 11 29 0.00972
ABC-AG 89 31 47 0.00197
ABC-FA 64 17 34 0.00473
CS-AG 92 19 37 0.00132
CS-FA 70 18 26 0.00093
PSO-ABC 32 8 17 0.00004
Tabla 4.8: Comparación de tiempo de ejecución y valor de error estructural obtenido
En el caso de los algoritmos utilizados para refinar la solución, partiendo del último
resultado del algoritmo de rápida convergencia, tienden a comportarse de manera
similar, independientemente del algoritmo anterior, con alrededor del 60 % de las
veces alcanzando un valor menor al establecido en el criterio de paro.
4.7. Postprocesamiento de resultados
4.7.1. Análisis cinemático de mecanismos obtenidos
A todos los mecanismos obtenidos se les realizó un análisis cinemático para la
verificación de la trayectoria de manera visual. El análisis de posición del meca-
nismo permite detectar la trayectoria del punto del eslabón acoplador que sigue la
trayectoria deseada y observar si existen puntos de agarrotamiento.
4.7.2. Cumplimiento de la condición de Grashof
Se verificó que todas las soluciones obtenidas cumplieran con la condición de
Grashof, es decir, el eslabón considerado como manivela gira los 360◦. Se descarta-
ron las soluciones obtenidas que presentaban puntos de agarrotamiento, debido a
que en la práctica, es posible que no puedan seguir girando por śı solos de manera
fluida.
.
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Combinación Número máximo Valor menor al error Total
utilizada de iteraciones estructural establecido
PSO-AG PSO: 14 PSO: 136 150
AG: 62 AG: 88
PSO-FA PSO: 38 PSO: 112 150
FA: 74 FA: 76
ABC-AG ABC: 104 ABC: 46 150
AG: 56 AG: 94
ABC-FA ABC: 61 ABC: 89 150
FA: 73 FA: 77
CS-AG CS: 18 CS: 132 150
AG: 68 AG: 82
CS-FA CS: 29 CS: 121 150
FA: 57 FA: 93
PSO-ABC PSO: 32 PSO: 118 150
ABC: 49 ABC: 101











Se ha propuesto una metodoloǵıa consistente en anidar distintos algoritmos
de optimización, utilizando primero uno para generar de forma rápida una
disminución en el valor de la función objetivo y otro para refinar la solución de
forma local.
Se ajustaron los parámetros de los algoritmos utilizados de forma que el tiem-
po de cálculo para el total de iteraciones fuera similar para todos los algorit-
mos evaluados. Dado que algunos de ellos requieren de un mayor número de
cálculos, se realizaron evaluaciones con un menor número de elementos, para
homogeneizar el tiempo total de evaluación.
La función objetivo utilizada puede generar valores complejos, que debieron fil-
trarse para garantizar que todas las soluciones encontradas eran valores reales,
para un correcto funcionamiento de los algoritmos de optimización selecciona-
dos.
El algoritmo de recocido simulado no tiene un buen desempeño en la śıntesis
de mecanismos de cuatro barras, por lo que no se incluyó en la metodoloǵıa de
śıntesis de mecanismos.
Los algoritmos genéticos pueden aplicarse a la śıntesis óptima de mecanismos
de cuatro barras pero están limitados por los valores iniciales de la población.
Si en estos valores existen datos cercanos al mı́nimo global, seguramente lo
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encontrarán.
Por el contrario, si los valores iniciales de la población son lejanos al mı́nimo
global, incluso con una probabilidad de mutación alta, es dif́ıcil que se logre
encontrar dicho valor usando algoritmos genéticos.
El algoritmo PSO presenta una rápida convergencia y resultados alentadores
en su aplicación a la śıntesis de mecanismos de cuatro barras.
El uso de más iteraciones en el algoritmo PSO no mejora significativamente
el valor mı́nimo encontrado, aumentando los tiempos de cálculo de la compu-
tadora utilizada.
El algoritmo FA genera mejores resultados en su aplicación a la śıntesis de
mecanismos de cuatro barras si el espacio de búsqueda es reducido.
El algoritmo ABC tiene un desempeño similar al algoritmo PSO, dado que
obtiene buenos resultados al converger a valores de la función objetivo cercanos
a cero, incluso cuando el espacio de búsqueda es amplio.
El algoritmo de búsqueda cuco genera resultados alentadores ya que su desem-
peño en la śıntesis de mecanismos de cuatro barras también tiende a converger
de forma rápida.
Los criterios de paro para los algoritmos fueron tanto el número de iteraciones
(cuando se deseaba que el tiempo no sobrepasara cierto valor) como el valor
mı́nimo de la función objetivo esperado.
Se evaluaron siete combinaciones de algoritmos utilizando como criterio para la
combinación la rapidez de convergencia observada durante la implementación
de los mismos, aśı como la capacidad de seguir encontrando y mejorando las
soluciones cuando los elementos evaluados son valores cercanos.
Todas las combinaciones tuvieron resultados mejores que la ejecución indi-
vidual de los algoritmos, sin embargo no es fácil cuantificar esta mejora de
forma exacta debido a que durante la ejecución de todos los algoritmos se uti-
lizan operadores generados aleatoriamente, por lo que únicamente se evaluó
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el desempeño a través del tiempo de ejecución y el valor de error estructural
obtenido.
La combinación de algoritmos PSO y ABC demostró ser capaz de obtener resul-
tados superiores a todas las demás evaluadas, tanto en el tiempo de ejecución,
como en el valor alcanzado de la función objetivo.
Al realizar el análisis cinemático de todos los mecanismos obtenidos se com-
prueba que cumplen con la condición de Grashof y que no presentan puntos
muertos.
Es posible obtener un mecanismo de cuatro barras útil a través de la śıntesis
óptima de trayectoria utilizando puntos que pertenezcan a la trayectoria ideal
para determinar el mecanismo en su posición inicial, utilizando una combi-
nación de métodos heuŕısticos anidados, lo que garantiza el error estructural
mı́nimo.
Referencias
[1] L. Birglen and C. Gosselin, “Optimal design of 2-phalanx underactuated fin-
gers,” Proceedings of International Conference on Intelligent Manipulation and
Grasping, pp. 110–116, 2004.
[2] N. Nava Rodriguez, G. Carbone, and M. Ceccarelli, “Optimal design of dri-
ving mechanism in a 1-DOF anthropomorphic finger,” Mechanism and Machine
Theory, vol. 41, no. 8, pp. 897–911, 2006.
[3] E. Ngale Haulin, A. Lakis, and R. Vinet, “Optimal synthesis of a planar four-
link mechanism used in a hand prosthesis,” Mechanism and Machine Theory,
vol. 36, no. 11-12, pp. 1203–1214., 2001.
[4] S. Yao, M. Ceccarelli, G. Carbone, Q. Zhan, and Z. Lu, “Analysis and optimal
design of an underactuated finger mechanism for LARM hand,” Frontiers of
Mechanical Engineering, vol. 6, no. 3, pp. 332–343, 2011.
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