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Executive Summary 
The Paris Agreement sets out the collective ambition of the world’s nations to 
prevent dangerous climate change. However, at national level across the world, 
there is a gap between action and the required rate of effort. Long-term models 
show technology pathways but governments must act to realise them. Long-term 
pathways are often based on a single aim – achieving a level of CO2 reduction at 
least cost. Yet governments have wider objectives beyond climate mitigation. 
Economic competitiveness, wellbeing of citizens and employment also feature. 
This thesis approaches the modelling of sustainable energy from a policymaker’s 
perspective. The aim is to improve the evidence base and inform policy 
development.  
Showing citizens the impact of current policy helps governments to bring forth 
further support. These assessments can be difficult to implement. The first part of 
this thesis examines the emissions impact of existing renewable electricity policy. 
Several methods have been used to explore this question. This thesis applies a 
comprehensive method: an ex-post power system optimisation model. The 
purpose is to address questions raised about the effectiveness of wind power in 
reducing CO2 emissions in Ireland. Using 2012 data, the modelling shows that 
renewable electricity saved 0.43 – 0.46 tCO2/MWh. Power system modelling is 
also employed to examine the impact of using waste heat from power generation 
in heat networks. Linking heat and electricity sectors in this way affects both. The 
findings show that using waste heat is competitive and results in CO2 savings in 
both sectors.  
The second part of the thesis focuses on the challenge of developing coherent 
supports for bioenergy. A decision support tool that uses mixed methods simulates 
policy options in Ireland. The model incorporates least-cost use of bioenergy 
resources and a detailed representation of consumer decision-making in the heat 
sector. The results show that using domestic biomass resources in the power 
sector slows the uptake of renewable heat and hence diminishes the benefits of 
renewable heat policy. This has negative implications for national climate targets.  
Many decarbonisation pathways need consumers to make sustainable energy 
decisions. Part three applies empirical methods to representative data from 
Ireland’s commercial sector.  Logistic regressions identify key factors that can help 
to target policy on the barriers faced by consumers. Tenants in business units that 
do not make investment decisions locally are 16 times less likely to investigate 
energy options. Other factors such as the approach to budgeting and knowledge 
of the building floor area are also important. 
The primary contribution of this thesis is to provide evidence-based insights for 
policymaking in Ireland and beyond. The thesis also makes contributions to 
advancing modelling methods.  
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Units and Abbreviations 
°C  Degrees Celsius 
3G 3rd generation district heat network 
4G 4th generation district heat network 
AIP All-Island Project 
ASHP Air-source heat pump 
BEAM Bioenergy Assessment Model 
BEIS Department for Business, Energy Industry & Industrial Strategy (UK) 
BER Building Energy Rating 
Capex Capital expenditure 
CCGT Combined-cycle gas turbine  
CCGT-CHP Combined-cycle gas turbines with combined heat and power capabilities 
CDM Clean development mechanisms  
CER Commission for Energy Regulation 
CHP Combined heat and power 
CO2 Carbon dioxide 
COP Conference of Parties 
CRU Commission for Utility Regulation 
CSO Central Statistics Office 
DCCAE Department of Communications, Climate Action and Environment 
DCENR Department of Communications, Energy and Natural Resources 
DEAP Dwellings Energy Assessment Procedure 
DECC Department of Energy and Climate Change (UK) 
EC European Commission 
ECN Energy Research Centre of the Netherlands 
EEA European Environment Agency 
EED Energy Efficiency Directive 
EPA Environmental Protection Agency 
ESB Electricity Supply Board 
ETS Emissions Trading Scheme 
ETSAP Energy Technology Systems Analysis Program 
EU European Union 
EWEA The European Wind Energy Association  
EWIC East-West Interconnector 
GB Great Britain 
GHG Greenhouse gas 
GJ Giga joule 
GLOBIOM Global Biomass Optimisation Model  
GSHP Ground-source heat pump 
GWh Giga watt hour 
HRES High Renewable Electricity System 
IEA International Energy Agency 
ILUC Indirect Land Use Change 
INDC Intended Nationally Determined Contributions  
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IP Intermediate pressure 
IPCC Intergovernmental Panel on Climate Change 
IRENA International Renewable Energy Agency 
LCOE Levelised Cost of Energy 
LFG Landfill gas  
LIEN Large Industry Energy Network, a voluntary grouping facilitated by SEAI 
Logit Logistic model 
LOLE Loss of Load Expectation 
LP Low pressure 
MAPE Mean Average Percentage Error 
MDT Minimum Down Time 
MIP Mixed Integer Programming 
MSL Minimum Stable Level 
MUT Minimum Up Time 
MWe Megawatt of electrical capacity 
MWh Megawatt hours 
MWth Megawatt of thermal capacity 
NCM National Calculation Methodology  
NCV Net Calorific Value 
ND-BER Non-Domestic Building Energy Rating 
NIAUR Northern Ireland Authority for Utility Regulation 
NMAE Normalised Mean Absolute Error  
non-ETS Non-Emissions Trading Scheme  
NORA National Oil Reserves Agency 
NREAP National Renewable Energy Action Plan 
NREL National Renewable Energy Laboratory  
OCGT Open-cycle gas turbines  
Opex Annual operating expenditure 
OR Odds ratio 
PEE Primary Energy Equivalent  
PES Primary Energy Standard 
pr Marginal probability 
RE Renewable energy 
RES Renewable Share in Gross Final Consumption of Energy 
RES-E Renewable Share in Electricity 
RES-H Renewable Share in Heat 
RES-T Renewable Share in Transport 
ROI Republic of Ireland 
RQ Research question 
SBEM Simplified Building Energy Model  
se Standard error 
SEAI The Sustainable Energy Authority of Ireland  
SEM Single Electricity Market 
SEMC Single Electricity Market Committee 
SEMO Single Electricity Market Operator 
SME Small and medium enterprises  
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SNSP Synchronous non-synchronous penetration  
SONI System Operator of Northern Ireland 
SRMC Short-Run Marginal Cost 
SSRH Support Scheme for Renewable Heat 
TSO Transmission System Operator  
TIAM Times Integrated Assessment Model 
UCO Used Cooking Oil 
UK United Kingdom of Great Britain and Northern Ireland 
UNFCC United Nations Framework Convention on Climate Change 
US United States of America 
WSHP Water-source heat pump 
WtE Waste to energy 
WTP Willingness to pay 
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Chapter 1  
Introduction 
1.1. Background 
The Paris Agreement, negotiated by representatives of 196 parties and adopted 
on the 12th of December 2015, is an agreement setting out the global political 
response to dangerous climate change. It deals with adaptation, mitigation and 
finance. A headline aim of the agreement is to hold the global average 
temperature increase to “well below 20C”, as compared to pre-industrial levels, 
and to pursue efforts to limit the temperature increase to less than 1.50C 
(UNFCCC, 2016). The production and use of energy has contributed substantially 
to the problem of climate change, accounting for an estimated two-thirds of global 
greenhouse-gas (GHG) emissions (IEA, 2017a). Solutions will involve the 
decarbonisation of the energy system. Figure 1-1 shows an optimistic pathway 
arising from analysis carried out with the World Times Integrated Assessment 
Model (TIAM). The scenario shown is optimistic about technological developments 
such as the ability of energy systems to integrate large amounts of wind and solar, 
the development of carbon capture and storage technologies, and the availability 
of biomass resources to produce bioenergy. Long-term modelling of 
decarbonisation ambitions, such as the TIAM analysis, show challenging pathways 
characterised by radical changes in how we produce and consume energy (IPCC, 
2015; Kriegler et al., 2014). The decarbonisation pathways suggested by the 
different modelling analyses vary but tend to agree on fundamental points, 
including: the longer mitigation measures are delayed, the more onerous the task 
of meeting the ambition of the Paris Agreement; and the current nationally 
determined commitments fall significantly short of the required trajectories 
(Rogelj et al., 2016).  
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Figure 1-1Results from the Stanford Energy Modelling Study (EMF) -  EMF27 450 Full Tech Scenario 
from TIAM World 2012 model (Kriegler et al., 2014) 
Intended Nationally Determined Contributions (INDCs) are the pledges made by 
countries stating their plans to combat climate change (UNFCCC, 2015a). All 
countries that signed the United Nations Framework Convention on Climate 
Change (UNFCCC) were asked to publish INDCs ahead of the 2015 United Nations 
Convention on Climate Change Conference. Much of the GHG emissions reduction 
set out in the INDCs do not have specific national policies currently in place to 
deliver on the pledges. For example, the EU’s pledge to reduce emissions by 40% 
by 2030 first requires negotiation of individual member-state targets to share the 
effort of achieving the cuts and then that each member state implement policies 
to deliver them (Fragkos et al., 2017).  
In most cases, long-term modelling efforts focus on a single objective: to minimise 
the costs of achieving the required reductions in GHG emissions (IEA, 2017a; 
IPCC, 2015; Rogelj et al., 2015). But policy is made at national or regional levels 
and governments must consider several other factors, including: social 
acceptance, employment, economic competitiveness, other exchequer spending 
priorities, long-term lock-in of public funds, energy security, and energy costs. 
From a government’s perspective, a sustainable energy system is one that delivers 
on a broad set of these priorities.  
Like other advanced economies, Ireland faces challenges to decarbonise the 
energy system. Ireland’s energy system continues to rely on fossil-fuel - 92% of 
the 604 PJ used in 2016 came from fossil fuels (Howley and Holland, 2016a). At 
present renewable energy sources supply 49 PJ (8%) of the energy used in Ireland 
and the increased deployment of renewable technologies and fuels in recent years 
has helped reduce the fossil-fuel share from 96% in 2005. Unlike other advanced 
economies, the largest single source of emissions is the agriculture sector (EPA, 
2017a). Maintaining activity in the agriculture sector places an extra burden on 
the energy sector to decarbonise. Relative to other countries, Ireland’s total GHGs 
are small but, on a per capita basis, they totalled 12.9 tCO2 in 2016, the third 
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highest of the member countries of the European Union (EU) (EPA, 2017a). 
Emissions have been on an increasing trajectory; the most recent inventory 
numbers recorded a 2.1% increase in 2016 with annual emissions rising from 
59.43 MtCO2 in 2015 to 61.55 MtCO2 in 2016 (EPA, 2017a). Projections that model 
the policy currently in place to halt this trend shows the demand for energy 
supplied by fossil-fuels continuing to increase, reaching 696 PJ in 2030 (SEAI, 
2017a). 
In spite of this, there have been some notable policy success. In recent years, 
Ireland has moved up the rankings world for wind-energy penetration and now is 
2nd in the world for wind output as a proportion of electricity demand (IEA Wind, 
2017). The deployment of high amounts of wind on a small island with a 
synchronous electricity system has brought about operational, market and other 
innovations that lead the way internationally and act as a blueprint for those 
electricity systems now reaching higher levels of electricity production from 
variable renewable sources. This has helped to move Ireland towards the 
mandatory renewable energy targets for 2020 and also to reduce Ireland’s 
dependence on imported fossil fuels (SEAI, 2016). But the electricity sector is 
covered by the EU emissions trading scheme (ETS), so this progress does not 
contribute to Ireland’s legally enforceable climate obligations under the European 
Union’s effort-sharing agreement (EC, 2009). Emissions and energy projections 
show that Ireland is likely to fall short of national targets and EU obligations for 
2020 (EPA, 2017b). Ireland is expected to reduce non-ETS emissions by 4%-6% 
by 2020, but the target is to reduce by 20%, as compared to the quantity of 
greenhouse gases emitted in 2005. This leaves the country’s exchequer exposed 
to the costs of purchasing compliance, penalties and fines.  
To meet the INDC commitment, the EU must reduce emissions by at least 40% 
by 2030. The burden of this will be shared among member countries. Under the 
effort-sharing proposal, Ireland must reduce non-ETS GHG emissions by 30% as 
compared to 2005 (European Parliament, 2017). Long-term modelling efforts at a 
global and national level show potential pathways to adequate GHG emissions 
reductions (Chiodi et al., 2013b; IPCC, 2015). There are many different 
technological and behavioural options available but, to make the decarbonisation 
pathways a reality, evidence-based analysis and analytical decision tools that 
consider consumer behaviour and the interactive effects of policy have key roles.  
1.2. Purpose of thesis 
The aim of this thesis is to provide insights and evidence, based on transparent 
methods, to inform policy decisions as well as the wider social debate on the 
options to decarbonise energy. The thesis also contributes innovative new 
approaches to energy modelling, with a specific focus on the perspective of the 
policymaker. A number of different methods are applied to deliver the analysis, 
and these are discussed in more detail in the next section.  
Four research questions are addressed. First, the effectiveness of existing policy 
is a key factor in helping to inform future policymaking and, perhaps more 
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importantly, to establish the credibility of policy interventions to support the 
energy transition in general. While the transition to a low-carbon system creates 
opportunities for industry and communities, existing interests will be negatively 
affected. Voter perception of the value for money achieved in the past may well 
influence future policy direction. In this context, it is important that the evidence 
relating to policy impacts is established in a methodologically sound and 
transparent way. As opposition to infrastructure and the deployment of wind farms 
has increased, questions have been raised about the credibility of the estimated 
savings (Wheatley, 2013). Ireland has had early success in the deployment of 
wind generation but local opposition is a feature of the policy debate. The first 
research question is motivated by this Irish context and explores the impact of 
renewable electricity generation of fossil-fuel displacement and CO2 reduction in 
two parts:   
RQ1 (a): What are the methods available to assess the GHG emissions savings 
contribution of renewable electricity generation? 
RQ1 (b): What fossil fuel and GHG emissions savings impacts have resulted from 
the renewable power generation currently deployed in Ireland?  
Secondly, the infrastructure required to enable energy system decarbonisation is 
frequently assessed within the boundaries of the electricity, heat or transport 
system in which it is deployed. In many cases, the impacts of the infrastructure 
choices affect emissions across end-use sectors. The second research question 
looks at the impacts of using waste heat from existing power generators in district 
heating networks on energy prices and CO2 emissions in the heat and power 
sectors. The impacts of high penetrations of renewable electricity generation on 
these factors are also explored. The research question is motivated by need to 
understand the broader implications of energy system infrastructure investments 
that couple end-use sectors – in this case the heat and electricity sectors.     
RQ2: What are the short-run price and CO2 impacts of using waste heat from CCGT 
generators for district heating on a high-renewable electricity system?   
Thirdly, long-term pathways show an important role for bioenergy in 
decarbonising the energy system. Unlike energy efficiency and energy 
technologies that rely on ambient sources of power like the wind and sun, 
bioenergy generation has extensive supply chains, and individual biomass 
feedstock can often be refined into separate products suitable for use in heat, 
power or transport sectors. In addition, government policy related to bioenergy is 
also concerned with aspects such as rural economic development, sustainability, 
employment, air quality and security of supply. Biomass resources are limited and 
the ability of the end-use sectors to compete for them is directly related to 
government policy choices. This means that bioenergy policy choice may have 
negative interactive effects. To understand these effects, models must represent 
bioenergy demand in heat, power and transport sectors. While demand in the 
power and transport sectors is largely influenced by investments by commercial 
actors in the energy sector – power stations and fuel refineries – demand for 
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bioenergy use in the heat sector is a more complicated picture. Heat sector 
consumers come from industry, services and residential viewpoints and require 
different services from heat production, and are primarily concerned with non-
energy activities. To examine the policy options in the Irish context two research 
questions are addressed, motivated by the need to understand the implications of 
policy choices on energy-related CO2 reductions – including the impact on CO2 
emissions that count towards national climate targets: 
RQ3 (a): How can demand for bioenergy in the heat, power and transport sectors 
be represented in a decision support tool to aid policymaking?  
RQ3 (b): What are the interactive and cumulative impacts of bioenergy policy 
options for the heat, transport and power sectors in Ireland?  
Lastly, the energy transition will require policy developments that incentivise 
homeowners and businesses to choose low-carbon and energy-efficient options 
related to behavioural and technological choice. The reasons why the ‘rational 
economic actor’ assumption does not hold in practice is well documented and the 
barriers have been detailed. In many cases, financial support alone will not 
incentivise a change from the status quo (Sorrell, 2004). Policy packages that can 
address the circumstances faced by various market segments may perform better 
than broad financial incentives or mandates. The question for policymakers is how 
to identify the factors that are having the largest impact on consumer engagement 
with the energy transition. A survey of commercial businesses in Ireland comprises 
detailed data on attributes and attitudes in the sector that allows these factors to 
be investigated. The last research question addressed in this thesis is motivated 
by the need for policy makers to identify factors that prevent energy users from 
engaging with the low-carbon options available so more targeted and effective 
policy can be implemented. 
RQ4: What are the factors that discourage commercial businesses from 
considering energy-related decisions? 
1.3. Methodology 
Pfenninger et al., in their assessment of the challenges faced by energy modelling, 
define four modelling paradigms and explore some challenges faced by energy 
modellers based on a comprehensive review of the energy modelling literature 
(Pfenninger et al., 2014). The categories defined are: optimisation models, 
simulation models, power system models, and qualitative and mixed-methods 
scenarios. The authors explore the challenges related to the resolution of time and 
space, balancing uncertainty and transparency, complexity and the integration of 
human behaviour. The various modelling approaches typically do not have 
representations of human behaviour; Pfenninger et al. identify this as a key 
emerging approach. Similarly, Horschig and Thrän reviewed modelling approaches 
for policymaking. They suggest that hybrid models can minimise the drawbacks 
of using a single approach and recommend that policymakers use several 
modelling approaches to examine a policy question and to determine a course of 
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action. They also point to the usefulness of using linking approaches to combine 
models to answer a broader set of questions (Horschig and Thrän, 2017). Bazilian 
et al. make the point that, while there are several models available to examine 
energy and other water, food and land-use questions, these are often focused on 
long-term policy research-orientated work rather than short-term applied policy 
decision support tools (Bazilian et al., 2011a).  
The analysis presented in this thesis applies:  
 Ex-post simulation of power system operation that incorporates simulation 
and optimisation methods to evaluate the emission reduction impact of 
renewable energy electricity generation;  
 Ex-ante simulation of heat and power market interaction, enabled by district 
heating infrastructure, to examine the emissions impact;  
 A mixed-methods simulation of the emissions impact of future bioenergy 
policy options, using a policy decision support tool that incorporates a 
detailed representation of consumer decision-making, 
 And econometric methods to examine how consumer attributes influence 
energy-related decision-making.  
1.3.1. Power system simulation 
Power system models draw from optimisation and simulation modelling 
approaches. The technical detail and high temporal resolution of the models are 
defining features, as is the requirement to match supply and demand exactly in 
each simulation period. This type of modelling is widely used by utilities, 
regulators, policymakers and in academic studies. The models can examine 
production costs, electricity network flows, market pricing (including locational 
marginal pricing), maintenance scheduling, storage optimisation, impact of 
powerful market actors, and capacity investment and expansion. These models 
can typically be solved for a range of objectives such as the minimisation of 
production costs, network losses and emissions or the maximisation of renewable 
energy use. The modelling carried out in this thesis uses a production cost 
minimisation objective. For production cost studies, the objective function 
minimises system costs by dispatching a chronologically consistent, least-cost 
arrangement of generation units to meet demand across the time horizon. 
The model used for the analysis in this thesis are based on publicly available 
information, validated and published by the market regulators on the island of 
Ireland. The model represents generator capabilities through constraints on 
maximum and minimum outputs, start-up times, minimum online and offline 
periods, and how quickly generators can change output. Constraints also define 
the capacities and losses on interconnector power lines and the maximum 
allowable instantaneous penetrations of variable renewable sources. The model 
contains information on: generator heat rates, forced outage rates and mean 
repair times, and start-up fuel requirements. 
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Software called PLEXOS is used for the analysis described in this thesis to address 
RQ 1 (b) and RQ 2. The PLEXOS software, developed by Energy Exemplar, is used 
by several utilities, market operators and system operators to examine power 
system questions. It is available free of charge to academic institutions. The model 
has high temporal resolution and allows the impact of uncertainty and the 
stochastic nature of some variables to be incorporated into simulation outcomes.  
For RQ 1(b), a detailed model that approximates actual system operation is 
implemented. It incorporates forecast uncertainty for wind output and demand by 
using a multiple-stage unit commitment and dispatch approach. The first stage 
uses forecast data to decide on unit commitment; the second stage takes the 
initial conditions from stage one and then dispatches units under actual conditions. 
The model was implemented using historical data for a number of variables 
including network constraints, electricity demand, hydro output, fuel prices and 
power station availability.  
For RQ 2 the production costs and emissions impact are determined using a single-
stage optimisation. Scenario and sensitivity analysis is used to explore the impact 
of investment in district heating infrastructure.   
1.3.2. Mixed-methods simulation of bioenergy and renewable heat policy  
A techno-economic model that combines cost-effective allocation of limited raw 
bioenergy resources in Ireland is developed to address RQ3 (a) and used to 
simulate policy impacts to explore RQ 3 (b). The model is mixed-methods in that 
it combines techno-economic modelling with a detailed representation of 
consumer decision-making.  
The model represents the technical characteristics of various bioenergy production 
pathways, including the costs of transporting feedstock, producing and 
transporting refined fuels, and converting the energy into a useful form. The initial 
demand for bioenergy in the power and transport sectors is an exogenous input 
from other models. Bioenergy demand in the heat sector is based on uptake of 
heat technologies across the various combinations of consumer and building 
types. The available feedstocks are deployed though pathways in order of least 
cost until demand is met or until the cost of the pathway is greater than the market 
value of the energy produced.  
The inclusion of the consumer decision-making aspect enhances the 
representation of technology uptake in the heat sector as factors beyond payback 
and cost are accounted for in consumer decisions. It also provides a more 
authentic representation of the impact of policy support.  
Scenario and sensitivity analysis is used to determine the impact of various policy 
options as compared to a business-as-usual baseline. Scenario analysis can 
provide some insights within the range of variable uncertainty without overly 
compromising transparency or increasing the complexity. As this modelling is 
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focused on informing policy development and design, this approach was chosen 
to enhance the accessibility of the results to policymakers.     
1.3.3. Empirical analysis 
The use of econometric techniques can provide useful insights for policy design. 
Many energy policies are focused on incentivising consumers to make a 
technological change. At the industry, services and household level, the 
characteristics of individual consumers are likely to influence how they respond to 
policy interventions. Knowledge of the significance and magnitude of individual 
factors as well as the interactive effects of multiple factors can improve how 
policies are tailored and targeted to achieve larger impacts.  
In RQ 4 a logistic model is fitted to a statistically representative sample of Irish 
businesses in the commercial sector to examine energy retrofit decisions. The data 
set analysed has information on both building and business unit characteristics. 
The statistical representativeness of the underlying data allows population-wide 
conclusions to be inferred from the analysis. The logistic model estimates the 
probability that a business unit would consider energy investment options given 
the characteristics of that business and the characteristics of the building they 
operate from.  
1.4. Thesis in brief 
1.4.1. Part I – power system modelling 
 Chapter 2 – Review of methods to assess emissions impacts of wind energy 
(RQ1 (a)) 
This chapter presents approaches for quantifying CO2 reductions from wind 
power using different methodologies. The strengths and pitfalls in various 
methodological approaches are discussed. The chapter proposes appropriate 
methods to perform the calculations. Results for CO2 emission reductions are 
shown from several countries.  
 Chapter 3 – Detailed ex-post simulation model of Ireland’s electricity 
systems system to determine fossil-fuel and CO2 reductions (RQ 1 (b)) 
A detailed dispatch model is applied to ex-post data of the All-Island system 
for a single year. The influential factors for reductions in fossil-fuel and CO2 
emissions are considered. The findings show that each MWh of renewable 
electricity saves 0.43 tCO2. The impact of altered running profiles for fossil-fuel 
units were found to be minor (<2%). Policy can affect several influential factors 
to maximise the savings achieved from renewable electricity. 
 Chapter 4 – Examination of the role of district heating in enabling 
emissions reductions and cost savings in the wider energy system (RQ 2) 
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High-resolution heat-demand profiles are estimated and included in a 
simulation model of electricity and heat systems. The heat demand can be met 
using heat from CCGTs retrofitted with CHP and storage capabilities. Heat 
revenue allows CCGT-CHPs to offset electricity production costs and increase 
capacity factors. Cumulative reductions of 3.5 MtCO2 result – 44% in the heat 
sector and 56% in the electricity sector. While carbon prices are low, CCGT-
CHP displaces some coal generation. The shadow price of electricity reduces 
by 4%, which increases power exports. Producing heat at CCGT-CHP units is 
competitive with gas boilers except at times of low electricity prices. More 
renewables lower the electricity price, reducing the competitiveness of heat 
production. Overall, the results are promising for the viability of CCGT-CHPs 
on high-renewable electricity systems. 
1.4.2. Part II – Mixed-method simulation of bioenergy and renewable 
heat policy  
 Chapter 5 – Decision support tool to examine bioenergy policy trade-offs 
(RQ 3 (a)) 
A methodology for an integrated bioenergy and heat policy decision support 
tool is developed. The result is a techno-economic model with a novel 
representation of consumer decision-making in the heat sector. The method 
explores supply-chain competition from a policy perspective. Results for three 
high-level and indicative scenarios are examined to demonstrate the model 
functionality. 
 Chapter 6 – Implementation of the model to examine the interactive and 
cumulative impacts of a range of future scenarios for bioenergy policy in 
Ireland (RQ 3 (b))  
Bioenergy policy options for the heat, power and transport sectors in Ireland 
are examined using the simulation model developed in Chapter 5. As national 
climate targets are helped most by renewable heat and transport, policy action 
in these areas is examined initially. The cumulative impact of further policy in 
the electricity sector is then explored. Policy supporting co-firing of biomass 
and peat is found to increase CO2 emissions in the power and heat sectors. 
Increased demand for resources in the power sector slows the uptake of 
renewable heat. This is negative for national climate targets in EU countries. 
Increased use of advanced biofuels in Ireland is likely to depend on imports.  
1.4.3. Part III – Empirical analysis 
 Chapter 7 – Identification of the factors that discourage business in the 
commercial sector from considering energy technology options (RQ 4) 
Two Logit models are applied to representative data of the Irish commercial 
sector. The likelihood that a business unit would consider an energy-saving 
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option is investigated and the determining factors identified. Companies are 
more likely to investigate a fabric upgrade when: they own the building they 
operate from, make energy-related decisions locally, have more than 10 
employees, have had a recent renovation, accept longer paybacks, and apply 
a case-by-case approach to budget decisions. Hotels and offices were found 
to be more likely to investigate energy efficiency retrofit options. Lack of 
knowledge of building floor area indicated that companies were less likely to 
investigate both fabric upgrade and behavioural options, while companies that 
have undertaken a renovation of some sort are more likely to implement a 
behavioural measure.  
1.5. Role of collaborations 
This thesis is the summation of my research work, but it would not have been 
possible without collaborative efforts that played a greater or lesser part in the 
formation of all chapters. This section details my specific contributions and the 
role of collaborators. Chapter 2 has been published in peer-reviewed conference 
proceedings. Chapter 3, Chapter 5 and Chapter 7 have been published in peer-
reviewed scientific journals. Chapter 4 and Chapter 6 are currently under review 
in peer-reviewed journals. 
Chapter 2 was published in collaboration with some members of the International 
Energy Agency’s research task on the grid integration of wind power. The paper 
is based on my extensive literature review on the methods and findings of analysis 
that examined the fossil-fuel and CO2 savings impact of renewable energy 
generation. The role of my colleague in SEAI, John McCann, was to bring the 
analysis to the IEA Task 25 group. Dr Hannele Holttinen co-ordinated the 
comments from the other co-authors. This resulted in some minor amendments. 
Dr. Holttinen also submitted the paper to the IEEE workshop on ‘Large-Scale 
Integration of Wind Power into Power Systems as well as on Transmission 
Networks for Offshore Wind Power Plants’. 
Chapter 3 was published in a peer-reviewed scientific journal of which I am lead 
author. I developed the research question, determined the method, ran scenarios 
and wrote the paper. Fiac Gaffney and I collaborated on the model development 
and Fiac Gaffney helped to quality-assure and present the results. Dr Paul Deane 
provided advice and guidance on the modelling approach and reviewed drafts. 
Prof. Brian Ó Gallachóir and Dr John Curtis provided guidance and reviewed drafts. 
Clancy J.M., Gaffney F, Deane JP, Curtis J, Ó Gallachóir BP (2015), Fossil fuel and CO2 
emissions savings on a high renewable electricity system – A single year case study for 
Ireland. Energy Policy, 83, 151-164. 
Chapter 4 has been submitted to a peer-reviewed scientific journal of which I am 
lead author. I developed the research idea, carried out the analysis and wrote the 
paper. Dr Paul Deane provided guidance on the modelling approach and reviewed 
drafts. Prof. Brian Ó Gallachóir and Dr John Curtis provided guidance and reviewed 
drafts.  
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Clancy, J.M., Gartland, D., Deane, J.P., Curtis, J., Ó Gallachóir B.P (2018), The short run 
price and CO2 impacts of utilising waste heat from CCGT generators for district heating on 
a high renewable electricity system. Applied Energy (in review).  
Chapter 5 has been published in a peer-reviewed journal of which I am 
corresponding author. I developed the research question and the specification for 
the modelling tool, and contributed to method development and data-gathering. I 
drafted the introduction and literature review parts of the paper and provided 
overall editorial oversight. Emrah Durusut and Sam Foster contributed to the 
method development and data-gathering. Emrah Durusut also drafted the 
elements of the method section and the results section. Foaad Tahir built the 
model and, along with Dr Denis Dineen, tested the model performance. Foaad 
Tahir drafted much of the method section and Dr Dineen drafted the conclusions. 
 
Durusut, E., Tahir, F., Foster, S., Dineen, D. and Clancy, M. (2018), BioHEAT: A policy 
decision support tool in Ireland’s bioenergy and heat sectors. Applied Energy, 213, pp.306-
321. 
 
Chapter 6 has been submitted to a peer-reviewed scientific journal of which I am 
lead author. I developed the research question, conducted the modelling and 
wrote the manuscript. Prof. Brian Ó Gallachóir and Dr John Curtis provided 
guidance and reviewed drafts.   
Clancy, J.M., Curtis, J. and Ó Gallachóir, B.P. (2018). Modelling national policy making to 
promote bioenergy in heat transport and electricity to 2030 – interactions, impacts and 
conflicts. Energy Policy (in review). 
Chapter 7 has been published as a paper in a peer-reviewed journal of which I 
am lead author. I developed the research question, developed the method and 
model, performed the analysis and wrote the paper. Dr John Curtis advised and 
contributed to method development, provided guidance and reviewed drafts. Prof. 
Brian Ó Gallachóir provided guidance and reviewed drafts.    
 
Clancy, J.M., Curtis, J. and Ó Gallachóir, B.P. (2017), What are the factors that discourage 
companies in the Irish commercial sector from investigating energy-saving options? 
Energy and Buildings, 146, pp.243-256. 
1.6. Thesis outputs 
1.6.1. Journal papers 
Clancy, J.M., Gaffney, F., Deane, J.P., Curtis, J. and Ó Gallachóir, B.P. (2015), 
Fossil fuel and CO2 emissions savings on a high renewable electricity system – A 
single year case study for Ireland. Energy Policy, 83, pp.151-164. 
Durusut, E., Tahir, F., Foster, S., Dineen, D. and Clancy, M. (2018), BioHEAT: A 
policy decision support tool in Ireland’s bioenergy and heat sectors. Applied 
Energy, 213, pp.306-321. 
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Clancy, J.M., Curtis, J. and Ó Gallachóir, B.P. (2018), Modelling national policy 
making to promote bioenergy in heat transport and electricity to 2030 – 
interactions, impacts and conflicts. Energy Policy (in review). 
Clancy, J.M., Curtis, J. and Ó Gallachóir, B.P. (2017), The impact of a large-scale 
district heating system on energy, environmental and economic factors in the heat 
and electricity sectors. Applied Energy (in review). 
Clancy, J.M., Curtis, J. and Ó Gallachóir, B.P. (2017), What are the factors that 
discourage companies in the Irish commercial sector from investigating energy 
saving options? Energy and Buildings, 146, pp.243-256. 
1.6.2. Conference proceedings 
Holttinen, H., Kiviluoma, J., Clancy, M., McCann, J., Pineda, I., Milligan, M. 
(2014), Estimating the Reduction of Generating System CO2 Emissions Resulting 
from Significant Wind Energy Penetration. Presented at the 13th International 
Workshop on Large-Scale Integration of Wind Power into Power Systems as well 
as on Transmission Networks for Offshore Wind Power Plants, Berlin 
1.6.3. Invited talks and presentations  
Clancy. M, “Renewable heat in Ireland”. International Energy Research Centre 7th 
annual conference, Fota Island Hotel, Cork, 14th March 2018. 
Clancy. M, “Reducing carbon emissions: The environmental impact of CHP”, 
Combined Heat & Power Conference, Radisson Blu Hotel, Cork, 7th Feb 2018. 
Clancy. M, “The outlook and challenges for renewable heat”. Irish Renewable 
Energy Summit. Croke Park, Dublin, 31st January 2018. 
Clancy. M, “The Biomethane Opportunity”. Department of Communications 
Climate Action and Environment. Biomethane Stakeholder Engagement 
Workshop. Camden Court Hotel, Dublin, 17th January 2018.  
Clancy. M, “District Heating – summary of research”. Department of 
Communications Climate Action and Environment – District Heating Working 
Group. 29-31 Adelaide Rd, Dublin, 9th of November 2018. 
Clancy. M, “Bioenergy in Ireland – challenges and opportunities”. Irish Bioenergy 
Association’s National Bioenergy Conference, Castleknock Hotel, Dublin, 9th 
February 2017. 
Clancy. M, “What does Bord na Móna's announcement mean for energy costs, 
competitiveness, security of supply and jobs?”. The Sustainable Energy Authority 
of Ireland, Wilton Place, Dublin, 20th October 2015. 
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Chapter 2  
Reduction of CO2 emissions due to wind energy – methods and issues in 
estimating operational emission reductions 
Abstract 
This chapter presents ways of estimating CO2 reductions of gird connected wind 
power using different methodologies. Estimates based on historical data have 
more pitfalls in methodology than estimates based on dispatch simulations. Taking 
into account exchange of electricity with neighbouring regions is challenging for 
all methods. Results for CO2 emission reductions are shown from several countries. 
Wind power will reduce emissions for about 0.3-0.4 MtCO2/MWh when replacing 
mainly gas and up to 0.7 MtCO2/MWh when replacing mainly coal-powered 
generation. The chapter focuses on CO2 emissions from power system operation 
phase, while long-term impacts are briefly discussed.1
                                       
1 Chapter based on contribution to conference paper of Task 25 on wind integration under 
IEA wind technology collaboration platform: Holttinen, H., Kiviluoma, J., Clancy, M., 
McCann, J., Pineda, I., Milligan, M. (2014), Estimating the Reduction of Generating System 
CO2 Emissions Resulting from Significant Wind Energy Penetration. Presented at the 13th 
International Workshop on Large-Scale Integration of Wind Power into Power Systems as 
well as on Transmission Networks for Offshore Wind Power Plants, Berlin. 
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2.1. Introduction 
One primary policy driver for wind power uptake in recent years has been CO2 
emission reduction in support of environmental policy objectives. Wind power is a 
renewable electricity generation source that does not itself emit CO2 in operation, 
and has very low lifecycle CO2 emissions when compared with the lifecycle 
emissions of fossil-fuelled generation. The vast majority of wind deployment has 
been gird connected wind farms, built for the purpose of exporting electricity to 
the grid (IEA Wind, 2017). Micro generation is costlier and has seen less 
deployment but may offer some additional advantages. For example, when 
incorporated into smart grids micro-generation  may improve system resilience 
(Wang et al., 2016). There is also some evidence that small scale generation is 
more socially acceptable (Burton and Hubacek, 2007).  
This chapter will examine methods for estimating avoided CO2 emissions in the 
power system, since those constitute by far the biggest share of the total lifecycle 
emissions of the whole power generation chain. Research elsewhere has examined 
the other elements of lifecycle CO2 emissions for both wind power and fossil-fired 
plant (Kubiszewski et al., 2010). In principle, the methods to estimate the 
emission reductions should be the same for any power source or change in 
demand. However, in this analysis we concentrate on the particular application of 
these methods to the calculation of the CO2 abatement due to wind power. 
When wind power replaces electricity from legacy (older) coal power plants, the 
CO2 emission savings in power generation can be more than 1,000 gCO2/kWh. If 
generating plant other than coal power plant is displaced, the emission savings 
will be less. Due to a scarcity of examples of complete power systems with high 
wind-power penetrations, most of the early studies examining the CO2 emissions 
reductions levels from wind power in electricity systems have been for 
hypothetical future scenarios, with controlled assumptions on system operation. 
More recently, with high penetrations of wind power being achieved in several 
power systems internationally, it has been possible to quantify the actual CO2 
emissions levels within these systems. Attributing decreased CO2 emissions from 
electricity generation to wind power in real historical power system operational 
contexts presents several challenges, and a number of approaches have been 
used. 
2.2. Methodologies for estimating CO2 reductions 
In order to estimate CO2 reductions caused by wind power, one should isolate the 
impact of wind power from all other changes in the system and compare the 
system with wind power to the situation that would have prevailed in its absence. 
However, the complexity of the electricity system makes estimation of fossil-fuel 
and CO2 emissions an intricate task. The primary parameters affecting emissions 
intensity can vary significantly across short timescales and no ‘natural experiment’ 
exists to facilitate analysis.  
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Regarding operational impacts of wind power, an ideal natural experiment would 
involve two identical systems having the same generation portfolio, demand 
profile, forecast accuracy, dynamic fuel price changes, generator and 
interconnector availability, interconnector trade flows and network constraints in 
each time period across a year. In other words, one should change only those 
things that would change with vs. without wind power. The CO2 emissions on the 
system with renewable energy generation could be compared to the system 
without any renewable energy in order to determine the impact. 
However, there is no fully objective way to establish the comparative cases and 
therefore, at least, the assumptions need to be clearly laid out. The difficulty in 
establishing the base case or the counterfactual scenario is one reason for 
divergent methodologies and results concerning CO2 reductions due to any power 
source. 
Extra complexity is introduced when estimating emission impacts for a region that 
is part of a larger market area – in all cases where exchange of electricity is 
significant. Emission reductions also occur in the neighbouring region to which 
electricity is exported. Also, in a more comprehensive, long-term approach, the 
changes caused by wind power to power plant fleet and to other power system 
components during the lifetime of wind power plants would be taken into account. 
Four main categories of methods have been used to show the impacts of 
renewable energy on fossil-fuel displacement and CO2 emissions reduction. These 
vary in complexity and approach, and are outlined below. 
2.2.1. Displacement estimation 
The simplest approach to estimate CO2 reduction is to assume that wind power 
replaces the average annual emissions of the power system, which are often 
readily available as statistics. The Clean Development Mechanisms (CDMs), the 
system used to issue Certified Emissions Reductions (CERs) for electricity 
production renewables in developing countries, uses the average carbon intensity 
of the existing electrical generation capacity as a benchmark to estimate the 
avoided CO2 emissions from wind and other renewables (UNFCCC, 2006). Basing 
the calculations on the carbon intensity of a generation mix will generally give a 
lower figure for avoided CO2 than is realistic. Part of the generation mix is such 
that wind will not replace it (like 0 emission technologies hydro or nuclear power 
in most cases). It is also an oversimplification as wind power does not generate 
electricity in tandem with electricity demand. It would be more correct to weight 
the CO2 emissions of each scheduling period with wind-power output, but even 
this suffers from the assumption that wind power replaces all forms of generation. 
A more accurate way is to make assumptions on the type of fossil fuel that 
renewable energy is likely to replace and the conversion efficiencies of this 
electricity generation. The Primary Energy Equivalent (PEE) method equates the 
energy produced from renewable sources with the amount of primary fossil-fuel 
energy required to generate the same amount of electricity. 
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The PEE approach requires an assumption of the efficiency of the fossil-fuel plant 
being displaced by renewable electricity sources and the type of fuel used. A 
weighted average approach can be used by assuming that fossil-fuel generation 
is displaced in proportion to the individual shares in the fossil-fuel mix (Howley et 
al., 2014). This method may over- or underestimate the fossil-fuel and CO2 
displacement as the impact of renewable energy tends to be focused on a subset 
of the generation portfolio, typically the more expensive or marginal generators. 
As fuel costs are the main contributor to the cost of generation, the marginal units 
tend to be of the same fossil-fuel type. Using the proportional approach spreads 
the displacement effect over more fuel types and does not account for the 
marginal displacement effect. 
The assumption can also be based on time series about marginal units, if that data 
is available. However, depending on the amount of wind energy during operating 
hour and the amount of energy from marginal unit at that time, there may be 
other units displaced also that are likely to have a different emission rate.  
A further complication is that wind power may displace thermal power production 
in neighbouring countries. The marginal CO2-emission reduction benefit on a 
system-wide basis and a national basis might differ considerably, because of 
international power markets.  
The data of the PEE method is usually easily available and computational 
requirements are light. PEE provides a relatively straightforward and 
understandable way to estimate fuel and emissions displacement. However, the 
simplifying assumptions can introduce some inaccuracy, even if care is taken to 
use the fuels that wind is replacing only. The PEE method cannot account for any 
additional dynamic changes that renewable electricity may introduce into the 
system. Fossil-fuel units may operate in less efficient modes and may be subject 
to additional start-ups. 
2.2.2. Empirical statistical methods applied to historical data 
(econometric methods)  
Empirical econometric methods have applied statistical tools to (hourly) data on 
emissions production, changes in electricity demand, renewable electricity 
generation, and weather conditions. By establishing the marginal reduction in 
emissions as the share of renewable electricity rises, inferences are made on the 
displacement effectiveness of renewable electricity. These methods seek to isolate 
the impact of renewable electricity generation by accounting for variables that are 
statistically related to emissions. The problem is that CO2 emissions can have 
sensitive and non-linear relationships to individual independent variables. 
2.2.3. Detailed simulation: dispatch models 
The dispatch model method uses detailed information on components of the 
electricity system to establish a representation of how the electricity system 
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operates. Data and information on the full range of influencing factors prevailing 
over a particular historic or future period may be included. Scenario analysis 
compares identical systems with and without renewable electricity generation.  
Kartha et al. (2004) describe this approach as “the most sophisticated and 
accurate operating margin approach” for establishing CO2 displacement impacts 
(Kartha et al., 2004). Dispatch models, unlike the PEE and empirical methods, are 
generally used to investigate possible future effects of changing electricity system 
conditions.  
The system characteristics and prevailing external conditions are identical across 
scenarios, apart from the level of renewable energy generation. By comparing the 
fuel use and resultant CO2 emissions over the scenarios, the effectiveness of 
renewable electricity generation in displacing fossil fuel can be estimated. The 
models typically arrange the generators into a merit order, from the lowest-cost 
generator to the highest-cost, and dispatch the least-cost arrangement of 
generators required to meet demand, subject to a range of constraints (system 
operation requirements, network constraints, generator capabilities). These 
models can optimise dispatch for a given period by looking at how system 
conditions are likely to change over the coming periods. 
The challenge in the dispatch method is how well reality is simulated. There are 
complications when simulating the power system operation with and without wind 
power. Variability and uncertainty of wind power causes need to procure more 
reserves and increases the use of those reserves and balancing markets. Also, 
cycling of conventional power plants2 is likely to increase, and this will influence 
the emissions from the power system. A detailed model can incorporate the impact 
of any forecasting uncertainty and variability, and capture additional efficiency 
losses due to ramping and start-ups. The detailed nature of a dispatch model 
means it can be labour-intensive to build, and the resulting models can suffer from 
a lack of transparency. The results are highly sensitive to assumptions such as 
fossil-fuel prices or generator performance. Without an extensive validated 
database on generator performance and cost data, and information on system 
operational rules, these models are difficult to develop and review. 
Another challenge is studying future high shares of wind power. If large amounts 
of wind are added, the generation mix should also be reoptimised to manage the 
increased variability and uncertainty from wind energy. However, this case is 
unlikely to have the ability to function effectively without wind energy (this issue 
may also apply to some systems in the near future that are adapting, or have 
adapted, the generation mix for wind energy). 
                                       
2 Cycling refers to the operation of electric generating units at varying load levels, including 
on/off, load following, and minimum load operation, in response to changes in system load 
requirements.  
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2.2.4. Detailed simulation: generation expansion models with dispatch 
models 
The knowledge that wind power will be built is likely to change what other 
generation will be built – and once built, it will continue influencing future 
investment decisions. New investments affecting the marginal emissions can 
change the emissions considerably. When comparing future scenarios containing 
a large share of wind power, the generation mix should be optimised to both cases 
separately in order to get a more realistic estimate on what kind of emission 
reductions wind power actually allows.  
Some studies have used this approach, but have tended to focus on cost data. To 
compare the CO2 emission reductions in operation of the systems is, again, more 
challenging as other things other than wind power (including electricity price, 
power generation investment, demand) will change in the cases compared.  
It is also natural that in future high-renewable systems, when most fossil-fuel-
based sources are replaced, further CO2 reductions can only be very limited. 
2.3. Examples of methodology implementation 
2.3.1. Displacement estimation  
Kartha et al. suggest three possible options to estimate marginal fossil-fuel 
displacement: the operating margin, the build margin, or the combined margin 
approach (Kartha et al., 2004). Low-cost and must-run generators are assumed 
to be unaffected by the addition of renewable capacity. The system average of the 
remainder of the generation portfolio determines the operating margin. The build 
margin is based on the historical data for the generation: the weighted average of 
the most recent 20% of plant additions to the portfolio or, if the data is inadequate, 
using a proxy plant method. Implementation of the proxy plant method in Ireland 
has tended to assume gas-fired CCGT as the proxy plant (Howley et al., 2014; Ó 
Gallachóir et al., 2006). The combined margin approach combines the previous 
two methods. SEAI previously estimated the fuel displacement from renewable 
electricity generation using the operating margin approach. The associated 
emissions displacement was estimated as 2.42 million tonnes of CO2. This 
represents a displacement rate equalling 0.489 tCO2/MWh of wind-generated 
electricity in Ireland (Howley et al., 2014). Using a similar approach based on the 
average CO2 intensity of the system, EWEA estimated that wind energy avoided 
126 million tonnes of CO2 in 2010 or 0.696 tCO2/MWh (EWEA, 2011). This figure 
was increased to 175 million tonnes in 2013 or 0.674 tCO2/MWh. The average CO2 
intensity of the EU system stems from modelling of the European Commission 
(Capros et al., 2013) which used a detailed simulation method similar to the 
method described in Section 2.2.4 above. 
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2.3.2. Empirical statistical methods for historical data (Econometric 
methods)  
Kaffine et al. specified a model that took into account hourly wind-energy output, 
hourly load, average hourly temperature, the expansion of wind capacity and the 
day-of the-week changes in electricity demand (Kaffine et al., 2013). They found 
that marginal emissions reduction due to wind energy in the Texas region was 
0.523 tCO2/MWh of wind generation. The paper highlights the sensitivity of the 
results to the makeup of the generation portfolio in operation over a given period. 
In a large system, such as the Texas system, plant and interconnector outages 
are averaged over a large generation portfolio. In a small system like the All-
Island system, comprised of the synchronous grids of the Republic of Ireland and 
Northern Ireland, an outage of a single plant can significantly alter the generation 
portfolio and affect system flexibility and the fossil-fuel and emissions 
displacement estimates for a given period. 
A similar method has been used for the Republic of Ireland by Wheatley (Wheatley, 
2013). This model accounts for wind generation and system demand only and how 
these relate to changes in plant-specific emissions. This excludes possible 
influencing factors such as the impact of network constraints, and unexpected 
generator outages. The analysis was for Republic of Ireland electricity generation 
only and was therefore not a whole-system analysis that considered the effects of 
interconnector flows. Thus changes in plant emissions have been interpreted as 
being caused by changes in wind output when other dynamic factors might also 
have been influencing emissions at the same time. The 2011 period examined in 
the analysis was exceptional due to the reduction in system flexibility. The pumped 
storage capacity was offline for maintenance and the interconnection capacity was 
also offline. The paper suggests that the marginal displacement due to wind 
energy in 2011 was 0.28 tCO2/MWh. 
Amor et al. looked at several years of data in Ontario to establish the impacts of 
wind generation on electricity price and GHG emissions (Amor et al., 2014). The 
model specification accounts for variations in demand, wind output, baseload 
generation from hydro and nuclear, and output from marginal generators. The 
impact of network constraints is also included. The study finds that wind 
displacement effects are strongly influenced by the level of network constraints. 
The paper estimates GHG displacement in the range 0.283 to 0.394 tCO2/MWh. 
Cullen examined the impact of wind in the Texas system between 2005 and 2007 
(Cullen, 2013). Wind output, electricity demand, network congestion and changing 
efficiencies of fossil-fuel generators are included. As the generation output of 
fossil-fuel generators influences future output, due to the additional costs and 
inefficacies involved in starting up a generator that has been offline for a longer 
period of time, Cullen includes lagged data for these variables to help explain the 
generator output. Generator outages and fossil-fuel spot prices are also included 
as well as controls for generator pricing strategies. The relationship between these 
variables is expressed as linear and non-linear relationships that can capture some 
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of the more nuanced effects of wind generation of fossil-fuel generator output. 
The results show that wind tends to displace natural-gas CCGTs but also displaces 
less efficient natural-gas generation from OCGTs. Overall, the CO2 reduction is 
estimated as 0.43 tCO2/MWh. 
Analysis by di Cosmo and Malaguzzi Valeri examines the displacement impact of 
wind between 2008 and 2012 in the All-Island system. The estimation relates 
changes in power-plant emissions to variations in the output of wind generators, 
fluctuations in demand, and changes in other influencing factors. Findings show a 
displacement effect that varied across individual years due to changing system 
conditions affecting the generation mix and system flexibility (Di Cosmo and 
Valeri, 2014). 
An empirical method that includes a full specification of the explanatory factors 
that contribute to emissions of the electricity grid could provide some insight into 
the impact of renewable electricity generation on emissions reduction. Historical 
data is required for several influencing variables over short-time horizons of 
several years to better understand the historical period examined. The nature of 
the relationship between the explanatory variables and emissions can be difficult 
to identify, with the possibility that the influence of some factors is non-linear and 
lagged in time. 
The empirical models tend to focus on what the past displacement impact of 
renewable electricity was, with models specified to fit the available data as closely 
as possible. Models capable of predicting and explaining the impact of the various 
factors require different specifications that include the influence of network 
constraints, forecasting uncertainty, demand in preceding periods, must-run 
generators and the availability and flexibility of plant in the generation portfolio. 
Amor et al. point out that, due to the complexity of electricity systems, empirical 
methods are unable to fully explain the reasons for observations and that the 
strength of empirical models lies in their ability to observe an emissions reduction 
impact in historical data (Amor et al., 2014).  
2.3.3. Detailed simulation: dispatch models 
EirGrid, the Irish electricity system operator, conducted a study in 2007 (EirGrid, 
2007) that updated earlier analysis (ESB National Grid, 2004), using the dispatch 
model methodology applied to future renewable electricity deployment scenarios. 
Four electricity system scenarios were examined: a no-wind reference case and 
three scenarios with increasing levels of wind-power generation. The impact of 
additional cycling was examined as part of the analysis. It showed that wind 
energy displaces between 906 and 974 tCO2/MW of capacity installed. This is 
equivalent to between 0.260 and 0.502 tCO2/MWh. Denny and O’Malley confirmed 
the effect of fossil-fuel and CO2 displacement, including the impact of any 
additional cycling, estimating a CO2 displacement impact of 0.33–0.438 tCO2/MWh 
(Denny and O’Malley, 2007). 
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The National Renewable Energy Laboratory (NREL) outlined in a detailed report a 
method to analyse the effect of renewables (wind and solar) on increased thermal 
plant cycling (Lew et al., 2013). Using PLEXOS power market simulation software, 
a dispatch model was created to simulate scenarios with various levels of 
renewable penetration in the Western Interconnection of the United States. To 
carry out the analysis, detailed emission curves for nearly all thermal power plants 
in the West were obtained from the US Environmental Protection Agency, which 
tracks and collects these data. These emission curves were directly incorporated 
into the production simulation model. Emission penalties for start-up and part-
load operation were modelled also, with CO2 penalties for part-load operation 
ranging from 6%-18%, based on type of unit. Ramping emissions were also 
penalised; however, it was found that CO2 ramping impacts are equivalent to less 
than three minutes of full-load operation. The generation mix was not-reoptimised 
for the wind energy that was added to the system. The generation assumptions 
were adopted from the Western Electricity Coordinating Council (WECC) 
transmission planning process, which has representatives from all regions in the 
West and produces a collaborative model of the generation fleet and transmission 
network. 
The study found that a 24-26%3 wind and solar energy penetration avoids 29%-
34% of the carbon dioxide compared to the base case, depending on the relative 
mix of wind and solar. This is approximately 0.489 to 0.523 tCO2/MWh of 
wind/solar generation. The emission reduction rate exceeds the penetration rate 
because much of the displaced generation is natural gas, which has relatively low 
carbon emissions rates. In the high wind energy case, more coal was displaced, 
thus even less CO2 emissions were produced (34% reduction from base case). 
Thus the study concluded that, even when start-up, additional cycling, and other 
efficiency penalties are incurred, overall CO2 emissions are reduced significantly 
with the inclusion of high levels of wind and solar energy. 
Valentino et al. examine the emissions impact of incorporating wind energy into 
the electric power system in Illinois (Valentino et al., 2012). Their findings showed 
a reduction in CO2 for all levels of wind penetration of between 0.672 tCO2/MWh 
and 0.847 tCO2/MWh. 
For Nordic countries, the electricity system is dominated by hydro power, in 
addition to coal and gas. Wind power was estimated to reduce CO2 emissions by 
0.3-0.7 tCO2/MWh, depending on whether coal or gas-powered plants were 
substituted (Lund, 2005). The market model used in simulations optimises also 
the hydro power generation in the Nordic countries. Reservoir hydro can hold the 
water on windy periods, and even if it is replaced by wind during a single hour, it 
will be generated at a later stage. This is why wind will replace mostly coal and 
                                       
3 The percentage of renewable energy was 33% of the US demand, but when non-US parts of the 
interconnection were included in the modelling, the penetration rate declined with the increase in 
demand. 
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gas also in the Nordic system. However, adding larger amounts of wind power will 
result in CO2 savings also outside the Nordic countries, for example in Germany. 
2.3.4. Detailed simulation: generation expansion models with dispatch 
models 
The All-Island Grid Study examined the impact of five future renewable electricity 
development scenarios for the 2020 power system on the island of Ireland. The 
analysis showed CO2 savings due to renewable energy (DCENR (IE) / DETI (UK), 
2008). The emissions reduced from 20 MtCO2/year (16% share of renewables) to 
15 MtCO2/year (42% share of renewables), but different portfolios had different 
CO2 emissions even for the three portfolios for a 27% share of renewables (18-22 
MtCO2/year). It also showed equal emissions reductions in the UK system to those 
in Ireland associated with wind additions solely in Ireland.  
Analysing results from generation planning model simulations where wind power 
is one investment option shows a very high difference in CO2 reductions (Kiviluoma 
and Meibom, 2010). Changing the level of wind-power investment cost resulted 
in a change in the amount of invested wind power. All scenarios analysed by 
Kiviluoma and Meibom had low levels of CO2 emissions, since the system was 
based heavily on wind power and nuclear power. In a scenario where new nuclear 
power was not allowed, increasing amount of wind power reduced CO2 by 1.20-
1.22 tCO2/MWh. This is more than emission from a coal plant and is explained by 
the dynamic factors in the system: coal power plants were increasingly replaced 
by natural gas power plants when there was more wind power. Gas power plants 
had lower capital costs and higher operational costs than coal power plants. They 
were not as influenced by the lower utilisation rate. The generation planning model 
did not include other cycling costs. In cases with a very low initial level of CO2 
emissions (a scenario where nuclear was allowed), the emissions actually 
increased when wind power increased (0.01-0.02 tCO2/MWh increase). In these 
cases, more flexibility was needed and it was economic to source it partially from 
fossil-fuel sources. The availability of flexibility measures (smart-charging electric 
vehicles and flexibility in district heating) had also a sizeable impact on the 
emission reductions. The main conclusion from Kiviluoma and Meibom, 2010 is 
that the emission reductions of future systems are highly dynamic and dependent 
on the assumed system conditions and cost assumptions 
2.4. Discussion and conclusions 
Figure 2-1 shows the range of results from the various studies (PEE, empirical and 
dispatch) referenced above for displacement of fossil-fuel generation and 
associated CO2 emissions for the All-Island electricity system (shown in green) 
and for systems in other countries (shown in blue). For the studies pertaining to 
the All-Island system, the overall range of emission displacement intensities, for 
different periods and under different scenarios, extends from 0.260 tCO2/MWh to 
0.502 tCO2/MWh. 
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Figure 2-1: Emission reductions of wind power in Ireland according to different methodologies 
(green), compared to estimates for North America (blue) 
The All-Island System and US Western Grid have high proportions of less carbon-
intensive gas generation. In contrast, the Illinois system is dominated by more 
carbon-intensive coal combustion. Renewable energy displacing less carbon 
intensive gas results in a lower displacement impact than when renewable energy 
displaces coal – for coal-dominated systems 0.489 to 0.847 tCO2/MWh has been 
estimated. Cycling impacts are shown to have a minor overall impact when 
compared to the absolute ‘bottom line’ reduction in CO2 emissions. 
Detailed dispatch simulations that capture additional cycling impacts are the most 
correct approach to estimate the impacts of wind power on CO2 emissions in power 
system operation. Increased cycling due to wind capacity addition has to be clearly 
distinguished from the existing level of cycling in the system. Cycling impact has 
been estimated to be small and will not offset the benefits of wind energy in 
reducing emissions (Lew et al., 2013). 
Using emission rate data and assumptions on fuels displaced is effective as a first 
estimate but, especially at higher penetrations, will not be accurate. Using 
historical data can give insight into CO2 reductions, but separating the impacts 
due to wind power from other power system factors is challenging. For example, 
transmission system congestion may have a fundamental influence upon 
emissions but this is rarely quantified. 
Exchange to neighbouring countries will complicate the analyses. The distinction 
between political and system boundaries is critical to proper analysis as 
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interconnector flows may effectively export or import CO2 emissions. Governments 
are responsible for abatement only within their particular jurisdictions and external 
effects may go unreported if analysis and reporting is focused solely on national 
effects.  
Systems that have appreciable penetrations of wind to date may not be using 
existing flexible resources and demand-side management to their full potential. 
This implies that greater CO2 displacement may be possible. Incorporating wind 
into legacy generating systems may result in a non-optimal flexibility resource in 
the balance of generating plant. This will be resolved as the generating system 
evolves but ex-post analysis of a power system with steadily growing wind 
penetration (undergoing a wind-energy transition) may underrepresent the long-
term potential for CO2 displacement by wind power.  
Most of the work so far has concentrated on capturing the impacts operationally 
in the short term. The impacts can be very different in the long term. Newly built 
wind power, together with other low marginal cost units, will push out the highest 
marginal cost units during each scheduling period. However, the same wind power 
will also influence what new generation or electricity demand is worthwhile to 
develop at a later time. Wind power will suppress prices during many hours of the 
year and decrease the incentive especially for baseload power plants. The CO2 
emissions of a system with high amounts of wind power are highly sensitive to the 
resource mix that results from past investments in generation and demand 
response (Kiviluoma and Meibom, 2010). Thus, the lifecycle emissions of a wind-
power plant should consider the impact over the whole operational period of the 
plant (Soimakallio et al., 2011).
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Chapter 3  
Fossil-fuel and CO2 emissions savings on a high-renewable electricity 
system – a single-year case study for Ireland 
Abstract  
Several electricity systems supply significant proportions of electricity from 
weather-dependent renewable sources. Different quantification methods have 
estimated the associated historical savings of fuel and CO2 emissions. Primary 
energy equivalent and econometric methods do not readily quantify factors such 
as operational changes to fossil-fuel generation arising from the integration of 
renewable energy. Dispatch models can overcome these limitations, but are 
generally applied to future scenarios. A dispatch model is applied to ex-post data 
for the 2012 All-Island system in Ireland. Renewable electricity accounted for 
20.4% of total generation, 15.8% from wind. The results show renewable 
generation averted a 26% increase in fossil fuels (valued at €297 million) and 
avoided an 18% increase in CO2 emissions (2.85 MtCO2), as compared to the 
simulated 2012 system without renewable generation. Wind averted a 20% 
increase in fossil-fuel generation and a 14% increase in CO2 emissions (2.33 
MtCO2). Each MWh of renewable electricity avoided on average 0.43 t CO2, with 
wind avoiding 0.46 tCO2/MWh. Additional renewable-related balancing 
requirements had minor impacts on fossil-fuel generation efficiency; CO2 
production rates increased by <2%. Policy measures to alleviate network 
congestion, increase system flexibility and raise financial penalties on emissions 
can increase savings from renewable generation.4 
                                       
4 This chapter is based on the published journal article, Clancy, J.M., Gaffney, F., Deane, J.P., Curtis, 
J. and Gallachóir, B.Ó. (2015), Fossil fuel and CO2 emissions savings on a high renewable electricity 
system – A single year case study for Ireland. Energy Policy, 83, pp.151-164. 
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3.1. Introduction 
Renewable electricity generation is playing an expanding role in international 
efforts to reduce fossil-fuel dependency and greenhouse-gas (GHG) emissions 
(IEA, 2013a, 2013b; IRENA, 2014; Klessmann et al., 2011; Lind et al., 2013; 
Nelson et al., 2013).  Some governments are implementing a range of policies to 
encourage the deployment of renewable technologies based on the understanding 
that these will improve energy security and reduce GHG emissions by displacing 
fossil fuels. A notable example is the EU Renewable Energy Directive (2009/28/EC, 
2009a, p.28), which sets renewable targets for individual member states to be 
achieved by 2020. Table 3-1 shows that many member states are planning to 
achieve significant proportions of their binding renewable targets by deploying 
renewable electricity technologies – much of this from variable sources such as 
wind, ocean and solar PV (NREAPs 2011). 
In 2005, 85% of the 2,785 TWh of EU electricity demand was supplied from fossil 
generation; achievement of the targets would see this reduce to 66% of an 
expected 2020 electricity demand of 3,530 TWh (ECN, 2011). Wind, solar and 
wave generation have a free source of fuel, and article 16 (2) of EU Renewable 
Energy Directive 2009/28/EC gives legal precedence to output from renewable 
sources. This implies significant operational changes for fossil-fuel generators as 
low marginal cost and must-run renewable generation moves fossil-fuel 
generation up the dispatch curve, resulting in reduced capacity factors and more 
variable running duties. 
In addition, the output from variable renewable electricity generating sources 
changes with the prevailing weather conditions. These sources also tend to be 
non-synchronous5 (EirGrid, 2010). At high penetrations, balancing the fluctuating 
output of variable renewable energy with output from fossil-fuel units can lead to 
additional start-ups and shutdowns (cycling), more frequent and intense output 
changes (ramping) and less efficient operation of these fossil-fuel units. The non-
synchronous nature of variable renewable generation limits the proportion of 
electricity demand that can be met from wind and solar PV on smaller systems. 
At times of high non-synchronous availability and low demand, the output from 
these sources is turned down (curtailed) to maintain system security operational 
standards. These operational actions can negate some of the fuel and CO2 savings 
from renewable electricity generation and this is cited by critics of renewable 
electricity policy as a critical flaw in the ability of variable renewable electricity 
sources to reduce fossil-fuel use and to save CO2 emissions (Chris Heaton-Harris 
et al., 2012; Wheatley, 2013). 
 
                                       
5 Non-synchronous in electrical terms refers to electricity generators that do not operate at the 
standard system frequency and are connected asynchronously. The All-Island system has a system 
frequency of 50 Hz. 
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Table 3-1: EU member states’ binding renewable targets (RES), and proportion of electricity demand 
planned to come from renewable electricity (RES-E) (ECN, 2011) 
Member state  
(listed in order of planned 
contribution of renewable 







Planned % point 
contribution   from 
renewable electricity 
towards RES target 





planned to come 
from renewable 
electricity in 2020 
(of which from 
variable sources) 
Malta 10% 7%  (5%) 14%  (9%) 
Netherlands 14% 9%  (6%) 37%  (25%) 
Spain 20% 13%  (10%) 40%  (29%) 
Ireland 16% 8%  (7%) 43%  (37%) 
Portugal 31% 16%  (8%) 55%  (27%) 
United Kingdom 15% 7%  (5%) 31%  (22%) 
Austria 34% 17%  (2%) 71%  (7%) 
Germany 18% 9%  (6%) 39%  (26%) 
Greece 18% 10%  (7%) 40%  (30%) 
Sweden 49% 21%  (3%) 63%  (8%) 
Slovakia 14% 6%  (1%) 24%  (3%) 
Italy 17% 6%  (2%) 26%  (8%) 
Slovenia 25% 10%  (1%) 39%  (2%) 
Cyprus 13% 5%  (4%) 16%  (14%) 
Belgium 13% 5%  (2%) 21%  (10%) 
Romania 24% 9%  (2%) 43%  (12%) 
France 23% 8%  (4%) 27%  (12%) 
Denmark 30% 10%  (6%) 52%  (31%) 
Bulgaria 16% 6%  (2%) 21%  (8%) 
Finland 38% 10%  (2%) 33%  (6%) 
Poland 15% 4%  (2%) 19%  (9%) 
Czech Republic 13% 3%  (1%) 14%  (4%) 
Latvia 40% 9%  (2%) 60%  (11%) 
Estonia 25% 5%  (4%) 5%  (14%) 
Lithuania 23% 4%  (2%) 21%  (9%) 
Luxembourg 11% 2%  (1%) 12%  (5%) 
Hungary 13% 2%  (1%) 11%  (3%) 
EU-27 20% 9%  (4%) 14%  (9%) 
Integration of variable renewables is more challenging in some power systems 
than others. Ireland is an interesting case study in this regard, being a relatively 
small AC power system (6,878 MW peak load, 35 TWh annual demand) with 
limited interconnection and a high share of variable non-synchronous renewable 
generation (Foley et al., 2013; O Gallachóir et al., 2007). Detailed data on the 
electricity system and market are also publicly available (SEMO, 2014). These 
factors point to the selection of Ireland as a suitable case study for the analysis 
described in this chapter.  
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As discussed in Chapter 2, the complexity of the electricity system makes 
estimation of fossil-fuel and CO2 emissions savings an intricate task. Key 
parameters can vary significantly across short timescales and no ‘natural 
experiment’ exists to facilitate analysis. Three main methods have been employed 
to estimate fuel savings and CO2 emissions reductions. Chapter 2 discusses these 
in detail but they are summarised again here for convenience.  
The primary energy equivalent (PEE) method equates the energy produced from 
renewable sources with the amount of primary fossil-fuel energy that would have 
been required to generate that same quantity of electricity, by making 
assumptions on the type and efficiency of fossil-fuel generation displaced. The 
impact of renewable energy tends to be focused on a subset of the generators, 
typically the more expensive to run or marginal generators. Kartha et al. (2004) 
suggest three variants of the marginal method to estimate savings: the operating 
margin, the build margin or the combined margin approach. The operating margin 
approach has previously been implemented in Ireland, with gas-fired CCGT 
assumed as the marginal generation (Howley et al., 2014; Ó Gallachóir et al., 
2006). The data and computational requirements of the PEE method provide a 
relatively straightforward way to estimate fuel and emissions savings. However, 
the simplifying assumptions can introduce some inaccuracy. The PEE method does 
not account for the impact of operational changes to fossil-fuel generators because 
of renewable generation and assumes that all savings occur within system 
borders. 
Empirical methods fit econometric models to available data to estimate the 
marginal reduction in emissions due to renewable generation. Empirical models of 
varying complexity have been specified to assess CO2 displacement (Amor et al., 
2014; Cullen, 2013; Di Cosmo and Valeri, 2014; Kaffine et al., 2013; Wheatley, 
2013). Model specification is dependent on data availability, with different 
specifications used across analyses. The influence of the dynamic temporal 
constraints of electricity generators and other system variables can be difficult to 
capture within econometric models. Limited model specification can lead to biased 
estimates of CO2 impacts. As Amor et al. (2014) point out, due to the complexity 
of electricity systems empirical methods are limited in their explanatory power 
and their strength lies in their potential to confirm if renewable generation has a 
statistically significant impact on an emissions reduction in historical data. 
The dispatch model method uses detailed information of electricity systems to 
simulate system operation. Dispatch models arrange generators into a merit 
order, from the lowest-cost generator to the highest-cost, and dispatch the least-
cost generator arrangement required to meet demand, subject to a range of 
constraints, including system operation requirements, network constraints and 
generator capabilities. Scenario analysis compares a base system to alternative 
systems to quantify the operational impacts and system design implications of 
changes to the generation portfolio, transmission network and other influential 
variables. Kartha et al. (2004) describe this approach as “the most sophisticated 
and accurate operating margin approach” for establishing CO2 displacement 
impacts. Several studies have used this method to examine the impacts of 
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renewable electricity generation on power system operation, engineering design 
requirements, electricity markets, and GHG emissions within the All-Island system 
and other electricity systems (Calnan et al., 2013; DCENR (IE) / DETI (UK), 2008; 
Denny and O’Malley, 2007, 2006; Diffney et al., 2009; EirGrid, 2007; ESB National 
Grid, 2004; Tuohy and O’Malley, 2011; Valentino et al., 2012). The detailed nature 
of dispatch models means they can be labour-intensive to build, and, in some 
cases, the resulting models can lack transparency. The availability of a validated 
model data set, published by the market regulatory authorities, and publicly 
available market data overcome these difficulties for models of the All-Island 
system. Dispatch models have typically been employed ex-ante to examine 
electricity systems under scenarios that vary system conditions and generation 
portfolios. 
This chapter takes a novel approach by building a detailed dispatch model using 
ex-post data for a case-study system: the All-Island electricity system on the 
island of Ireland under the conditions that prevailed in 2012. The aim of the 
analysis is to quantify the amount of fossil fuel and CO2 emissions saved by 
renewable electricity generation, to identify, explain and quantify where possible 
the important factors that influence savings and to quantify how the operational 
characteristics of renewable generation affect the CO2 emissions intensity of the 
fossil-fuel generators. The dispatch model of the All-Island system is used to 
compare the outcome under the conditions that prevailed in 2012 with two 
hypothetical scenarios that reduce and remove the renewable electricity capacity 
from the 2012 system. The dispatch method applied to ex-post data overcomes 
some of the limitations of other methods and provides savings estimates for a 
historical period. 
Section 3.2 describes why the All-Island system is a useful test case and outlines 
the factors that influence the displacement impact of renewable generation. The 
details of the simulation method are also described. Section 3.3 presents the 
results and the final section concludes. 
3.2. Methods 
3.2.1. The All-Island electricity system and market 
The All-Island system is useful for this analysis for several reasons. The system 
already has a high proportion of renewable electricity. The share of electricity 
demand supplied from renewable sources was 19.6% in 2012 (Howley et al., 
2014). In 2012, Ireland was fourth in the world for the proportion of wind 
generation in its electricity system (IEA Wind, 2013), contributing a total of 15.3% 
of electricity demand (normalised) in 2012. Instantaneous wind penetration 
regularly exceeded 40% of demand in 2012, peaking at a year-high penetration 
of over 50% in December 2012 (EirGrid Group, 2013). 
The All-Island system has low levels of interconnection with neighbouring systems, 
which means that the potential for renewable electricity generation to displace 
fossil fuel and CO2 outside of the system is reduced and savings tend to remain 
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within the system boundary. Therefore, savings estimates for the All-Island 
system are not strongly biased by leakage of displacement impacts to or from 
neighbouring systems. 
In addition, market transparency rules mean that data on the generator 
characteristics, electricity demand and other operational variables are publicly 
available. The generator dataset underpinning this analysis is validated and 
published by the regulatory authorities (AIP 2012). 
The All-Island market is a compulsory pool market that all generators bid into and 
from which all suppliers purchase electricity. Generators’ bids include their short-
run marginal costs, start costs and generator technical capabilities for each trading 
period over a full day. The most expensive generator required to meet demand in 
any trading period sets the market price. Additional demand-related market 
payments for capacity availability act to incentivise long-run investment in 
generation. Constraint and balancing payments ensure that generators are not 
over- or under-rewarded due to measures taken by the system operator to 
maintain system stability. Government support schemes for renewable electricity 
and peat generation are funded through consumer levies. Payment through these 
schemes is net of market revenue, with generators receiving support if their 
market revenue is less than support tariff levels for these generators. 
Figure 3-1 shows the generation capacity on the All-Island system in 2012. 
 
Figure 3-1: All-Island electricity system capacities in 2012, by fuel (MW) 
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3.3. Factors that influence fossil-fuel and CO2 savings  
3.3.1. Variability and uncertainty 
The nature of renewable sources such as wind can add to system variability and 
uncertainty (Soder et al., 2012). Savings are reduced if fossil-fuel generators must 
use additional fuel to change output more frequently (ramping) and start up more 
often (cycling) to balance the output of renewable generation. 
Thermal generators must have notice periods of several hours before they can 
start generating electricity. Supercritical pulverised coal units can start up within 
24 hours from a hot state,6 in 25–119h from a warm state and in over 120h from 
a cold state (Kumar et al., 2012). Gas CCGTs can typically start up in less than 5h 
from a warm state and in less than 12h from cold (Balling, 2011). Therefore, 
system operators must decide in advance which generators are required to satisfy 
anticipated demand. Forecasting accuracy plays a key role in optimising generator 
dispatch to minimise production costs (Fay and Ringwood, 2010; Foley et al., 
2013; Hodge et al., 2012; Lew et al., 2013; McGarrigle and Leahy, 2013) 
Forecasting accuracy is measured using the inverse of the Normalised Mean 
Absolute Error (NMAE). NMAE expresses the deviation of the forecasted output 
from the actual as a proportion of installed capacity. The forecast predictability for 
wind is typically 80% for a day-ahead forecast, improving up to 95% for one-to-
two-hour-ahead forecasts (Lang and McKeogh, 2010; Milligan et al., 2009). On 
the All-Island system in 2014, the 24h wind forecast showed an average accuracy 
of 93% and a minimum accuracy of 80% (EirGrid/SONI, 2014). 
Wider spatial dispersion of wind-farms results in an aggregation benefit for 
forecast accuracy as forecast errors in one location balance errors elsewhere 
(Hodge et al., 2012). Similarly, wider dispersion reduces aggregate variation, as 
total generation from a distributed group of wind-farms fluctuates less and more 
slowly than the output from a single site (Holttinen, 2005). Wind output also varies 
less over shorter periods. Data from Ireland shows the maximum recorded change 
over a 15-minute period was 17% of installed wind capacity. In Germany the 
maximum variation was 5%. Over a one-hour period, the maximum output change 
was 29% and 13% respectively in the two countries (Holttinen et al., 2013). 
The aggregation characteristics mean that negative impacts are likely to be more 
pronounced on spatially compact systems like the All-Island system. A statistical 
comparison of the temporal variation in demand and wind output shows that wind 
output varied less than demand on the All-Island system in 2012.7 However, it is 
important to consider the combined effect on the system load that fossil-fuel 
generators must meet; i.e. the net load after the output of variable renewable 
generation is subtracted from electricity demand. Table 3-2 shows the average 
                                       
6 Hot, warm and cold are terms used to define the start-up readiness of a thermal generator as a 
function of the time required to raise the plant temperatures to operational requirements. 
7 F-test for equality of variance at 95% confidence interval for 15 min, 1h, 4h and 12h. 
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and maximum variation in wind output, demand and net load at various time 
resolutions in 2012. As wind output is not correlated to demand changes, the 
existing variability of the system absorbs much of the wind variability. Net load 
variation is less than the sum of the variations in demand and wind output, and 
similar in magnitude to the variations in electricity demand. 
Table 3-2: Demand, wind generation output and net load variability at various time intervals in 2012 
 Time Resolution 


























Demand 36 277 130 778 370 1,458 470 2,241 
Wind 
Output 
26 238 69 444 69 825 308 1,263 
         
Net 
Load 
38 293 131 902 368 1,798 496 2,877 
3.3.2. Reserve8 
Operating reserve is deployed to cover ‘event’ and ‘non-event’ risks. Event risk is 
managed with contingency reserves which are included in operational strategies 
to deal with a sequence of severe unexpected and unforeseeable events such as 
generator breakdowns and transmission line faults (Ela et al., 2011). By holding 
some of the available output from other generators as a backup that can be quickly 
called into action, the severe negative impacts of these occurrences on grid 
frequency stability are avoided. On the All-Island system, like on most systems, 
renewable electricity generation does not increase requirements for contingency 
reserve. Contingency reserve requirements are related to the maximum capacity 
of the largest individual generator or interconnector online (typically 300–500 MW) 
and are not increased by renewable generation at current levels of installed 
capacity as forecast errors and output variation from wind over the operational 
time periods covered by contingency reserve are much less than the variation 
caused by an unexpected generator breakdown. 
Non-event risks refer to continuous events that are indistinguishable from one 
another (Ela et al., 2011). Balancing, regulating, dispatch and following reserve 
are terms commonly used to describe the deployment of generation to correct 
active power imbalances to the target frequency due to non-event risks. In 
isolated systems, like the All-Island system, the fast-acting reserve is provided by 
the automatic governor response of designated generation assets (Ela et al., 
2011). On lower time-scales, generators are dispatched to correct forecast errors 
from earlier time periods or to overcome short-term generator ramping 
constraints due to a sharp increase or decrease in system load. Wind and other 
variable sources of power tend to increase these balancing requirements. 
                                       
8 Several naming conventions are defined for reserve depending on the region or electricity system. 
This paper uses the European Network of Transmission System Operators (ENTSO) naming 
conventions as defined by All-Island TSO. 
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Higher reserve requirements result in more online fossil-fuel capacity being kept 
in reserve. This tends to lower their operating efficiency and increases fuel use 
and CO2 emissions. Additional deployment of reserve can lead to more cycling and 
ramping of fossil-fuel generators. Milligan et al. (2009) state, “the experience of 
countries and regions that already have quite a high wind penetration has been 
that the existing reserves are deployed more often after wind power is added to 
the system, but no additional reserve capacity is required”. Soder et al. (2012) 
examined historical data for the All-Island system and found that no additional 
reserve was required during periods of high wind variability. 
3.3.3. System flexibility 
System flexibility is defined as “the ability of [an electricity] system to deploy its 
resources to respond to changes in net load” (Lannoye et al., 2012). Yasuda et al. 
(2013) identify interconnection levels, pumped storage hydro and conventional 
hydro capacity along with combined-cycle gas turbine (CCGT) capacity as being 
the main sources of flexibility in electricity systems with high penetrations of 
renewable generation. Hydro capacity and storage can start generating and 
change output quickly. Interconnection increases flexibility within the system 
boundary by exporting some of the impacts of variability to connected systems. 
CCGTs and open-cycle gas turbines (OCGTs) deliver flexibility through cycling and 
ramping. 
A reduction in the availability of flexible assets constrains dispatch choices and 
can lead to the curtailment of variable renewable generators. Curtailment happens 
when grid security issues can only be resolved by reducing the output of renewable 
generators; at all other times renewable generation has priority over fossil-fuel 
generation. 
As an electrically remote system, with light interconnection to other systems, 
flexibility on the All-Island system is not a new or entirely wind-focused concern 
(Yasuda et al., 2013). The system has developed a flexible generation portfolio, 
based on appropriately sized units, capable of changing load and starting up 
quickly to deal with unexpected variability over short time horizons (Holttinen et 
al., 2013). EirGrid reported that wind power in the All-Island system had been 
dispatched down by 110 GWh (2.1% of total available output) in 2012 (EirGrid, 
2013), and 119 GWh (2.2% of total available output) in 2011 (EirGrid, 2012). 
These years were higher-than-average for curtailment due to a reduction in 
interconnector capacity that coincided with a long-term outage of pumped storage 
capacity. Outages of these flexible assets will tend to increase cycling, as CCGT 
and OCGT generators provide system flexibility. 
Much of the new renewable electricity capacity has been integrated into electricity 
systems with older, less flexible fossil-fuel generators. Flexible operational 
strategies – rewarding flexibility in fossil-fuel and renewable generation units, 
increasing interconnection and storage, and encouraging demand-side 
participation – can mitigate the negative effects of variable renewable generation 
as modern electricity systems evolve (Holttinen et al., 2013). 
  Chapter 3 
Modelling sustainable energy and 
the policy implications 51 Matthew Clancy 
3.3.4. Generation mix, fossil-fuel/CO2 prices and ‘must run’ units 
The dominant fossil fuel within the generation mix is a key determinant of how 
much CO2 is saved. Electricity systems with high proportions of gas generation, 
like the All-Island system, have lower average emissions than a system dominated 
by coal. The average emissions intensity of electricity supply in 2012 for Ireland 
was 0.53 tCO2/MWh (Martin Howley and Mary Holland, 2013) compared with 0.75 
tCO2/MWh for Australia (AEMO 2014). Therefore, renewable electricity generation 
added to a gas system will tend to displace less CO2 than if added to a coal-
dominated system. 
In addition, fossil-fuel and CO2 prices determine the marginal costs of coal and 
gas-fired generation, with the more expensive or marginal fuel tending to be 
displaced most often by renewable generation. Should prices dictate that less 
efficient, more carbon-intensive coal generation is the marginal generation, then 
renewable output will tend to displace more CO2 than when gas generation is more 
expensive. Some of this additional emissions reduction is offset, however, by 
additional, emission-intensive start-ups of the marginal coal units (Denny and 
O’Malley, 2007). 
For the All-Island system, when gas is the marginal plant, emissions savings tend 
to be below the system average; when coal is the marginal plant, displaced 
emissions will tend to be above the system average. 
Some fossil-fuel units (notably peat-fired plants9 (Tuohy et al., 2009)) receive 
fixed price support for their output through government policies and tend to run 
for long periods at high output. Renewable energy will only displace these units in 
periods where the system is highly constrained and/or periods where wind 
generation contributes a high proportion of total generation (SEMC, 2011). 
3.3.5. Network constraints 
Network congestion adds further constraints to the system operator's dispatch and 
reserve provision choices. Some generators (including renewable generators) may 
have to increase or decrease output to relieve network constraints on congested 
transmission lines. 
Generation output on the All-Island system is currently constrained in several 
locations due to network congestion. This restricts the maximum output of 
generators in some regions and necessitates generators to remain online in others 
outside of merit order. 
                                       
9 Peat is indigenous to Ireland and peat-fired generation receives a fixed price payment for output 
as a security of supply measure paid for by the electricity consumer. 
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A congested transmission system can reduce the potential energy savings due to 
renewable electricity as constraints act to reduce system flexibility. Amor et al. 
(2014) show how constraints can reduce the CO2 savings from wind energy. 
3.3.6. Cross-border trade 
GHG emissions are accounted for within national political boundaries, but most 
electricity systems cross numerous jurisdictions. Renewable electricity generation 
in one jurisdiction can reduce emissions in another. The higher the levels of 
interconnection, the more likely this is to occur and the more likely that 
assessments of fossil-fuel and CO2 savings within a political boundary will not 
account for the full savings impact of renewable electricity.  
The All-Island system has low levels of interconnection with other systems but it 
combines the national jurisdictions of Northern Ireland and the Republic of Ireland. 
Savings estimates for the All-Island system as a whole are more reflective of the 
full impact of renewable electricity generation than for either jurisdiction alone. 
3.4. Simulation methodology 
This chapter builds a dispatch model method and applies it to ex-post data of the 
actual 2012 conditions on the All-Island system. The validated electricity market 
model (AIP, 2012) is taken as a starting point and is adapted to capture the impact 
of network constraints, system security considerations and the impact of 
uncertainty on generator dispatch. The purpose of the resultant 2012 Base Model 
is to provide a representation of the 2012 electricity system as benchmark, against 
which the scenario simulations can be compared. Two scenarios are analysed to 
assess the impact of renewable electricity in general, and wind in particular, in 
displacing fossil-fuel usage and CO2 emissions. The three simulations may be 
summarised as: 
 2012 Base model: Actual system conditions and portfolio in 2012 
 No Wind: All wind capacity removed from the system 
 No Renewables (No RE): All renewable generation (wind, hydro and 
biomass) capacity removed from the system 
The removal of electricity supply capacity reduces the system security standard 
as measured by loss of load expectation (LOLE) (EirGrid/SONI, 2013a). To 
maintain parity of generation adequacy across scenarios, it was necessary to 
provide the following additional thermal generation capacity (all gas-fired) into the 
system to replace the absent renewable capacity,10 as follows: 
 No Wind scenario: 238 MW OCGT added 
 No RE scenario: 415 MW CCGT along with 168 MW OCGT 
                                       
10 The capacity credit for wind is based on EirGrid's evaluations in the Generation Capacity 
Statement. Other renewable energy is replaced by the same capacity of thermal plant. 
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Figure 3-2: Model  summarises the model details and input assumptions expanded 
in the following sections. 
 
Figure 3-2: Model details and input assumptions overview 
3.4.1. Validated market model 
The energy market regulators publish a validated electricity market model that 
contains a dataset of generator technical parameters and their temporal 
constraints. Generation dispatch based on these factors is calibrated against 
historic market outcomes (AIP, 2012). Generator parameters in the validated 
model include: maximum and minimum outputs, generation efficiency at various 
output points, start-up times, minimum online periods for generator units once 
started, minimum off periods for generators once stopped, and how quickly 
generators can change output. As explained in Section 3.3, several other factors 
come into play during the real-time operation of the electricity system that must 
be accounted for in order to simulate operational fossil-fuel use and CO2 emissions 
production. 
3.4.2. Reserve, network constraints and non-synchronous limits 
The Transmission System Operator (TSO) publishes the reverse requirements, 
network constraints and system stability limits for the All-Island system 
(EirGrid/SONI, 2013b). Contingency reserve on the All-Island system is classified 
as primary, secondary, tertiary and replacement reserve. As both primary and 
secondary reserves are called upon over short time periods (5–90s), they are 
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provided by units already online that can quickly change output to deal with 
unexpected load changes. Tertiary and replacement reserve act to ensure that 
sufficient capacity is available to replace primary and secondary reserve to ensure 
the system is prepared for further unexpected events and is provided by offline 
generators. Primary and secondary reserve requirements relate to 75% of the 
output of the largest online infeed; tertiary and replacement reserve is based on 
100% of the output of the largest online infeed. Generation dispatch to meet 
electricity demand is co-optimised with the provision of contingency reserve. 
A system-wide synchronous non-synchronous penetration (SNSP) constraint is 
implemented to ensure system frequency stability at times of high levels of wind 
penetration (EirGrid and SONI, 2010). The SNSP constraint means that no more 
than 50% of instantaneous system demand can be served from non-synchronous 
services, specifically imports across the interconnection from Great Britain and 
wind generation output. 
The impact of network congestion is captured though constraints on generator 
commitment and output. The flow limits of the transmission line linking the 
Northern Ireland system and the Republic of Ireland system is explicitly included 
in the optimisation. 
3.4.3. Interconnection 
The All-Island system is connected to Great Britain through two direct current 
interconnectors: the Moyle line from Northern Ireland to Scotland and the East–
West Interconnector (EWIC) from the Republic of Ireland to Wales. The Moyle 
interconnector can theoretically export 300 MW but is limited in operation to 80 
MW due to network constraints in Scotland (Mutual Energy, 2011). The 500 MW 
of capacity of EWIC was commissioned in quarter 4 2012. Interconnectors 
imported electricity throughout 2012, with imported electricity contributing 6% of 
total electricity consumption. 
Previous studies have modelled interconnector flows by representing market price 
differentials between the All-Island system and Great Britain (Denny et al., 2010; 
Diffney et al., 2009). Evidence of market integration barriers shows that this 
approach may overstate the liquidity of interconnector trade, with trade over the 
interconnection capacity primarily influenced by system operation considerations 
(Lytvyn and Hewitt, 2013; Nepal and Jamasb, 2012). Also, due to the merit order 
effect of renewable electricity, the absence of renewable generation raises 
wholesale prices in the Single Electricity Market, all else being equal (Di Cosmo 
and Valeri, 2014; O’Mahoney and Denny, 2011a). This increases the economic 
signal to import across lines already importing close to capacity. The replacement 
of renewable generation with fossil-fuel alternatives in the scenarios does not 
change the operational imperatives or economic signals driving interconnector 
flows. Given these factors, and the complexities of modelling the UK system and 
the trading strategies and constraints on the operation of interconnectors in 2012, 
a fixed profile of the actual recorded flows across these lines for each 30 min 
period in 2012 is included in the model (SEMO, 2014). 
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3.4.4. Renewable electricity generation  
Actual recorded wind generation and 24h-ahead wind forecast data at a 30 min 
time resolution is used in the modelling.11 The available hydro resource for each 
month is calculated based on the output of hydro units in 2012 (SEMO, 2014). A 
daily limit constraint for each month is included in the model that allows the model 
flexibility to optimise the dispatch of hydro generation while remaining consistent 
with the actual energy production in 2012. 
Biomass generation is comprised of landfill gas generation (LFG), some biomass 
CHP and biomass co-firing at a peat station representing 8.5% of fuel input in 
2012. The maximum generation capacities of the individual LFG and biomass CHP 
units are below the 10 MW threshold for compulsory market participation and 
therefore can self-dispatch. These units are included in the model at a flat output 
level consistent with their total actual generation recorded in 2012 (Howley and 
Holland, 2013). Biomass combustion in the co-firing peat station is included as 
8.5% fixed proportion of fuel input for each half-hour period. 
3.4.5. Electricity demand, generator outages and ‘must run’ units 
Actual recorded electricity demand and 24h-ahead forecast demand for each half-
hour period in 2012 is included for the Republic of Ireland and Northern Ireland 
(SEMO, 2014). Planned maintenance and unexpected forced outages are included 
in the model as recorded by the market operator and declared by generators in 
2012 (SEMO, 2014). Forced outage rates of fossil-fuel generators are assumed to 
be unaffected by any increase in cycling due to renewable electricity generation. 
This may underestimate costs, and Lew et al. (2012) have shown that unexpected 
breakdowns of thermal generators increase by 0.0086% per hot start. 
Peat stations’ ‘must run’ status is included as the actual recorded output for the 
three individual peat stations in each half-hour period in 2012 (SEMO, 2014). 
3.4.6. Fuel prices 
The price an electricity generator bids into the electricity market is regulated by 
the market authorities and is directly linked to the spot prices of input fuels. 
Quarterly 2012 fuel spot prices for coal, gas and oil were sourced from the IEA's 
fuel price database (IEA, 2014a). Distillate prices are taken from DECC (2012). 
The transportation cost of fuel to power stations is calculated using a fuel delivery 
calculator developed by the CER and Northern Ireland Authority for Utility 
Regulation (NIAUR) (AIP, 2012). The emissions trading sector (ETS) prices are 
based on recorded market prices averaged over each quarter of 2012. Table 3-3 
shows fossil-fuel and CO2 prices inputs. 
                                       
11 Wind generation and forecast data was provided on request by EirGrid for the Republic of Ireland 
and by SONI for Northern Ireland. 
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   Fuel Price (€/GJ) 
  Q1 Q2 Q3 Q4 
Gas (NCV) – Republic of Ireland (RoI) 7.98 7.69 7.70 8.57 
Gas (NCV) – Northern Ireland (NI) 8.01 7.73 7.74 8.60 
Coal – RoI 3.1 2.7 2.76 2.65 
Coal – NI 3.51 3.11 3.17 3.06 
Distillate – RoI 21.99 21.62 22.25 20.86 
Distillate – NI 21.63 21.26 21.9 20.5 
Oil – RoI 17.55 16.45 17.07 15.75 
Oil – NI 17.2 16.1 16.72 15.41 
          
  CO2 Price (€/tonne) 
  8.01 7.07 7.55 7.18 
3.4.7. Dispatch decisions under uncertainty-simulation approach 
Dispatch modelling approaches that incorporate forecast uncertainty employ a 
stochastic optimisation that aims to minimise costs over multiple possible 
scenarios of variable renewable output and electricity demand with multiple-stage 
unit commitment and dispatch (Deane et al., 2013; Denny and O’Malley, 2006; 
Lew et al., 2012).  
This analysis uses this method and employs a two-stage generator unit 
commitment and dispatch to capture the impact of forecast uncertainty on 
generation output and fossil-fuel use. The first stage decides what generators are 
committed and online in advance based on 24h-ahead forecasts of wind output 
and electricity demand as well as information on scheduled maintenance outages 
of generation capacity. The real-time dispatch then takes these prior unit 
commitment decisions and reoptimises their output for each of the 48 half-hour 
periods in that day based on actual wind output, electricity demand and any 
unexpected generator outages. Large forecast errors will result in less optimal 
real-time dispatch and more fossil-fuel use. An additional look-ahead of 12 half-
hour periods is included in the model to ensure that dispatch and commitment 
decisions include expectations for system conditions outside of the 24h simulation 
period. These initial conditions are fed into the next 24h-ahead simulation. The 
system is optimised in this way for each of the 366 days of 2012. 
3.4.8. PLEXOS software 
The widely used PLEXOS electricity system simulation software runs the model 
simulations (Energy Exemplar, 2014). A number of analyses have simulated 
various electricity systems and markets using PLEXOS (AIP, 2012; Calnan et al., 
2013; Deane et al., 2013, 2014; Denholm et al., 2013; Di Cosmo et al., 2013; 
Lannoye et al., 2012; Lew et al., 2012; Malla and Wood, 2012; McGarrigle and 
Leahy, 2013; SEM-12-045(1), 2012). Deane et al. (2014) describe the relevant 
capabilities of PLEXOS software in detail. 
Table 3-3: Quarterly fuel and CO2 prices for 2012 
  Chapter 3 
Modelling sustainable energy and 
the policy implications 57 Matthew Clancy 
3.5. Results and discussion 
3.5.1. Model calibration 
Calibration of the model compared real 2012 data, recorded by the market 
operator (SEMO, 2014), with the output from progressive model simulations with 
increasing levels of sophistication — progressing from more simplified market 
models to models that more adequately reflect real-time operations over the 
course of the year. The predicted share of each generation type from the 
simulations is compared to the actual shares recorded in the 2012 data. The 
accuracy of generator dispatch predicted in the model is also compared against 
actual recorded data at a daily resolution. 
The CER validated market model, the starting point for the analysis, was adjusted 
incrementally to add more complex representations of real-time operations. The 
CER market model solves in a more flexible, rounded relaxation (RR) mode, which 
enables the model to solve in a shorter period of time. RR works by rounding the 
linear relaxation unit commitment solution to the “nearest” integer values, while 
enforcing the minimum up time (MUT), minimum down time (MDT), and minimum 
stability level (MSL) constraints of generators. Because of the need to enforce MUT 
and MDT, the algorithm is more complex than a simple rounding of individual 
hourly on/off decisions. In addition, the algorithm seeks to preserve as closely as 
possible the total commitment MW capacity in each region (as compared to the 
linearised solution). It uses multiple linear passes as well as decomposition similar 
to Lagrangian Relaxation. The CER market model dispatch results in a higher 
predicted use of coal and lower use of gas CCGT as compared to the real 2012 
data. The modelled share of coal is 40% higher and the share of gas CCGT is 16% 
lower than actually recorded in 2012 data. Peaking plant have a low utilisation 
rate due to the combination of the optimisation settings and the absence of 
reserve provision and network constraints. Progressive incorporation of the 
network constraints and then the reserve into the model moves the balance of 
coal and gas towards the recorded 2012 shares and sees better prediction of 
peaking plant utilisation. 
Incorporating mixed integer programming (MIP) allows the model to solve without 
breaching constraint limits. This ensures a more precise estimation of generation 
system flexibility and results in gas CCGTs remaining online in the low-demand 
periods. Coal units reduce output to allow the dispatch of this generation and to 
avoid the additional costs associated with stopping and starting gas CCGTs. 
Additional generator cycling arises, with peaking units being used to provide the 
flexibility to meet the electricity demand and reserve requirements at times when 
the output of other generators is bound by their physical limits. When MIP is 
applied, overall coal use is reduced further, gas CCGT generation increases and 
peaking plant see a much higher running duty. 
The final stage of the calibration to include forecast uncertainty requires the model 
to make unit commitment decisions that are optimal under a range of probable 
scenarios. This further increases the running duty of peaking plant, reduces the 
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share of coal generation and increases the share of gas CCGT. More short-term 
peaking units are committed in real time to correct for forecast errors in wind and 
electricity demand, and unforeseen generator outages. Gas CCGTs also cycle more 
frequently and ramp more often. The inverse of the Mean Average Percentage 
Error (MAPE) is used to evaluate the accuracy of model prediction at a daily time 
resolution. The MAPE compares the actual generation across a full day with what 
actually occurred for each generation type and expresses the accuracy as a 
percentage of actual recorded generation. This metric shows that the average 
predictive accuracy was 95% for gas CCGTs, responsible for 61% of total predicted 
fossil-fuel generation; 90% for coal generators, responsible for 29% of generation, 
and 52% for peaking units, accounting for 0.6% of the predicted fossil-fuel 
generation in the model. Generation shares recorded in 2012 data were of 62% 
for gas CCGTs, 27% for coal and 1% for peaking generators. Peat accounts for 
9% of generation in both the simulated outputs and the actual 2012 data. Figure 
3-3 shows how the model prediction improves at each stage of model calibration, 
measured in terms of the annual share of each generation type as a proportion of 
total fossil-fuel generation.  
The additional complexity introduced in the model to achieve the predictive 
accuracy results in increased running times of up to 15h for a single simulation 
and is not conducive to running numerous scenarios for several years’ data. 
 
Figure 3-3: Share of fossil-fuel generation by type, actual 2012 data and model simulation 
predictions 
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3.5.2. Overall fossil-fuel use and CO2 savings 
The scenario comparisons show that renewable electricity generation is effective 
in replacing fossil-fuel generation and reducing CO2 emissions. Wind generation 
accounted for 15.8% of total All-Island generation in 2012, averting a 20% 
increase in fossil-fuel use and a 14% increase in CO2 emissions, relative to the 
2012 Base Model. All renewable electricity generation accounted for 20.4% of 
generation output and prevented a 26% increase in fossil-fuel use and an 18% 
rise in CO2 emissions. 
Natural-gas generation is typically the marginal generation source and sees the 
largest reduction in output with renewable electricity on the system. Some 
displacement of coal-fired generation is also evident at times of low net load when 
coal becomes the marginal generator, and at times when network constraints 
require other more expensive generation to remain online outside of merit order. 
In the No Wind scenario, each 10 MWh of wind generation output replaced, on 
average, 8 MWh of gas generation and 2 MWh of coal. In the No RE scenario, 
every 10 MWh of total renewable electricity generation replaced on average 8.3 
MWh of gas generation, 1.4 MWh of coal and 0.3 MWh of peat. 
Due to thermal combustion inefficiencies, fossil-fuel generation requires a higher 
level of primary fuel input to produce the equivalent of the absent renewable 
electricity output. Each unit of output from fossil-fuel generators requires between 
1.8 and 4 units of primary fossil-fuel input in steady-state operation. In 2012 on 
the All-Island system, the No Wind scenario suggests that renewable electricity 
generation displaced 1.88 units of fossil-fuel input for each unit of electricity 
produced by wind. In the No RE scenario, total renewable electricity generation 
displaces 1.53 units of fossil fuel for each unit of electricity produced by renewable 
energy. The lower displacement ratio in the No RE scenario is due to the efficiency 
losses associated with the co-combustion of biomass in peat stations and the 
presence of more gas CCGT capacity. 
Figure 3-4 shows the net displacement of fossil-fuels (in TJ) and CO2 emissions 
(in millions of tonnes) on the All-Island system in both scenarios relative to the 
2012 Base Model. Wind generation is estimated to have saved 2.33 MtCO2, 
equivalent to an average of 0.46 tCO2/MWh of wind generation output. Renewable 
generation in total reduced CO2 emissions by 2.85 MtCO2, equivalent to 0.43 
tCO2/MWh. The displacement intensity is lower for the No RE scenario as less 
carbon-intensive gas makes up a higher proportion of the fossil fuel displaced 
because of the inclusion of the additional gas CCGT capacity in this scenario.  
Based on the fossil-fuel prices in Table 3-1, the value of the fossil-fuel savings is 
estimated as €225 million on the No Wind scenario and €297 million in the No RE 
scenario. 
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Figure 3-4: Fossil-fuel and CO2 emissions savings by fuel source. 
3.5.3. Impact of renewable generation on fossil-fuel generator operation 
and CO2 production intensity 
3.5.3.1.  Cycling of fossil-fuel generation 
Figure 3-5 shows the average amount of time fossil-fuel generators spent online 
for each start. Coal generators are most affected by the presence of renewable 
electricity generation. Renewable generation pushes coal up the dispatch curve, 
resulting in more cycling and a reduction in the amount of time coal units spend 
online for each start. As a result, coal generators use more fuel for start-ups in 
the No Wind and No RE scenarios.  
Gas CCGT units also spend less time online for each start with renewable electricity 
generation on the system but the difference is less pronounced. As the marginal 
generator, gas units already cycle frequently to respond to daily demand 
variability. 
As start-up energy makes up just 1% of total fossil-fuel use in all scenarios, the 
reduction in online time for each start due to wind and renewable electricity has 
little adverse impact on the total fossil-fuel and CO2 savings. 
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Figure 3-5: Online hours per start-up for fossil-fuel generators in the 2012 Base Model and scenarios 
3.5.3.2.  Ramping of fossil-fuel generation 
Ramping of fossil-fuel generation can be quantified in terms of how frequently 
these units change output and by the intensity of these output changes. Ramping 
intensity is measured as the total sum of ramping output throughout the year 
divided by the total ramping time (Deane et al., 2014). A high ramping intensity 
signifies that fossil-fuel generators change output more rapidly and/or by a greater 
amount. 
Figure 3-6 shows the average number of ramps per day by generation type 
(primary axis) and the intensity of the ramps (secondary axis). Coal units see an 
increased ramping frequency with wind generation on the system. The inclusion 
of wind capacity means coal deviates somewhat from a baseload running duty by 
responding more frequently to changes in net load. Many of these additional 
output changes are of a smaller magnitude in the 2012 Base Model and act to 
lower the average ramping as compared to the No Wind and No RE scenarios. 
The average number of ramps per day that gas CCGTs undertake falls slightly in 
the No Wind scenario. The intensity of the ramps also falls. In the No RE scenario, 
the ramping of CCGTs increases as hydro generators are no longer available as a 
ramping resource. Gas and distillate open cycle (OC) turbines ramp more 
frequently with renewable electricity generation on the system. 
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Figure 3-6: Average number of ramps per day and ramp intensity by fossil-fuel generation 
technology, 2012 Base Model and scenarios 
3.5.3.3. Online capacity factor of fossil-fuel generators 
The operating efficiency of fossil-fuel generators tends to be highest when these 
units operate close to or at maximum output. At lower outputs, generators tend 
to see a reduction in their efficiency and an increase in CO2 production intensity. 
Figure 3-7 shows the average output of online generators in 2012 as a percentage 
of available capacity for each fossil-fuel technology type. The available capacity 
and output for each generator in each period is used to calculate the online 
capacity factor. Lower online capacity factors indicate less efficient running duties. 
Gas CCGT and coal generators are responsible for over 90% of fossil-fuel 
generation in all scenarios. With renewable electricity on the system, these units 
tend to operate at lower, less efficient output levels. The ‘must run’ status of peat 
generation sees peat units run close to their maximum output when generating. 
Gas/distillate OC turbines and oil generators have a higher capacity factor in the 
No Wind scenario as the absence of wind generation is partly covered by an 
increase in output from these sources. The need for additional OC and oil output 
is reduced in the No RE scenario due to the inclusion of the additional CCGT 
capacity in the No RE scenario. 
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Figure 3-7: Online capacity factor of fossil-fuel generators as % of available output, 2012 Base Model 
and scenarios 
3.5.3.4.  Combined impact on CO2 emissions 
Figure 3-8 shows the combined impact of cycling, ramping and reduction in online 
capacity factors on the average emissions intensity of the individual fossil-fuel 
units across scenarios. As gas CCGTs and coal are responsible for most fossil-fuel 
generation, their emission production intensity is of primary concern. The results 
show that the impact of the operational changes because of renewable electricity 
generation has a minor impact on CO2 production intensity. With wind generation 
removed from the system, CO2 production intensity drops by 2% in gas CCGTs 
and by 1% in coal generation. Emission intensity in open-cycle generation and oil 
generation falls in the No Wind and No RE scenarios, reflecting their more variable 
running duty with renewable generation on the system, but these generation 
sources contribute less than 1% to total fossil-fuel generation output. 
Figure 3-9 shows the positive impact of renewable generation on system-wide CO2 
emissions intensity for each scenario. With wind removed from the system, CO2 
production intensity increases by 14%, and by 17% with all sources of renewable 
generation removed. 
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Figure 3-8: CO2 production intensity by fossil-fuel generation type, 2012 Base Model and scenarios 
 
Figure 3-9: All-Island system CO2 production intensity, 2012 Base Model and scenarios 
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3.5.4. Network constraints 
The results of sensitivity simulations to investigate the influence of network 
constraints on emissions intensity are also shown in Figure 3-9. Comparing the 
system-wide emissions intensity levels in the same scenarios with and without 
constraints shows that intensity levels increase in the absence of network 
constraints as more expensive gas generation is run less out of merit order, with 
the result that more carbon-intensive coal generation makes up a greater 
proportion of generation output. This is a function of the location-specific impact 
of the constraints as they currently exist on the All-Island system. The impact of 
constraints on system emissions intensity is small compared to the impact of 
renewable electricity generation. 
The effectiveness of wind generation in displacing CO2 emissions also increases on 
the more flexible system. Wind saves on average 0.48 tCO2/MWh with network 
constraints removed, a 5% increase. The displacement impact of all renewable 
electricity generation is similar with and without network constraints. 
3.5.5. Seasonal CO2 emissions 
The level of fossil-fuel displacement due to renewable energy varies as system 
conditions change across the year. Figure 3-10 shows the changing profile of CO2 
emissions (primary axis) and total system CO2 intensity (secondary axis) in each 
quarter of 2012. It emphasises that the measurement of displacement is sensitive 
to the conditions prevailing in the time period chosen. The availability of pumped 
storage and interconnection assets influenced the flexibility of the system over the 
course of the year. The capacity factor of wind generation was highest in the early 
part of the year, averaging over 45% in January and over 33% in February. The 
available hydro resource is also highest at these times. A number of coal units 
were offline for maintenance in Q3, causing a drop in overall CO2 emissions 
intensity. The displacement impact was lowest during Q2 and Q3 when electricity 
demand was the lowest and the output from wind and hydro was lowest. 
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Figure 3-10: Total quarterly CO2 emissions and CO2 emissions intensity, 2012 Base Model and 
scenarios 
3.6. Conclusion and policy implications 
Several electricity systems now have significant proportions of electricity demand 
generated from weather-dependant renewable sources. Different methods of 
quantification have estimated the associated historical savings of fossil fuel and 
CO2. Primary energy equivalent and econometric methods have limitations that 
can bias estimates of fossil-fuel and CO2 savings and make explanations of 
contributory factors, like the impact of operational changes to fossil-fuel 
generation, difficult. 
This chapter presented the results of a dispatch model applied to ex-post data for 
a case-study system: the All-Island system on the island of Ireland in 2012. Wind 
generation was responsible for 15.8% of electricity generation in 2012, averting 
a 20% increase in fossil-fuel use, worth €225 million, and a 14% (2.33 MtCO2) 
increase in CO2 emissions relative to the 2012 Base Model. Renewable electricity 
generation in total accounted for 20.4% of total generation output and averted a 
26% increase in fossil-fuel use worth €297 million and an 18% (2.85 MtCO2) rise 
in CO2 emissions. Each MWh of wind electricity is found to save an average of 0.46 
tCO2, with all renewable electricity saving 0.43 tCO2/MWh of output. 
At current prices, gas-fired generation tends to be the marginal generation in the 
All-Island system. Systems where coal is the marginal generation source will see 
higher levels of CO2 savings per unit of renewable generation.  
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Additional renewable-related balancing requirements had minor impacts on fossil-
fuel generation efficiency, with <2% difference in CO2 production rates from these 
units in the 2012 Base Model as compared to the No Wind and No RE scenarios. 
Other contributory factors have a greater influence on savings due to renewable 
electricity. These include network congestion, system flexibility and financial 
penalties for emission production. In addition, policy and market incentives can 
influence these factors to maximise the displacement impact of renewable 
sources.  
These are promising results in the context of the international and EU policy 
direction of increased deployment of renewable electricity generation. A price 
increase for EU Emission Trading Scheme credits would see more carbon-intensive 
generation being displaced. Electricity market incentives that reduce network 
congestion, increase electricity system flexibility and reward more accurate 
forecasting of renewable electricity output can also improve the displacement 
impact of renewable electricity. 
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Chapter 4   
The short-run price and CO2 impacts of using waste heat from CCGT 
generators for district heating on a high-renewable electricity system 
Abstract 
Using waste heat from power generators is a means to reduce CO2 emissions, but 
linking heat and electricity markets affects both. High levels of renewable 
electricity generation may affect the cost of using waste heat and influence CO2 
outcomes. This chapter examines the potential price and CO2 impacts in both 
sectors of retrofitting Combined Cycle Gas Turbine (CCGT) to supply a heat 
network in Dublin. A detailed optimisation model is solved at five-year intervals, 
from 2020-2035 – with heat network and without heat network – for central and 
high-renewable electricity deployment. Heat revenue allows CCGT-CHPs to offset 
electricity production costs and increase capacity factors. Cumulative reductions 
of 3.5 MtCO2 result: 44% in heat and 56% in electricity. While carbon prices are 
low, CCGT-CHP displaces some coal generation. The shadow price of electricity 
reduces by 4%, which increases power exports. Producing heat at CCGT-CHP units 
is competitive with gas boilers except at times of low electricity prices. More 
renewables lower the electricity price, thus reducing the competitiveness of heat 
production. The results are promising for the viability of CCGT-CHPs on a high-
renewable electricity system but further research on the efficiency loss impact of 
CCGT to CCGT-CHP retrofits, system flexibility, long-run market costs and fourth-
generation heat networks is necessary.12
                                       
12 This chapter is based on a submission to a peer-reviewed journal:  
Clancy, J.M., Gartland, D., Deane, J.P., Curtis, J., Ó Gallachóir B.P (2018), The short run 
price and CO2 impacts of utilising waste heat from CCGT generators for district heating on 
a high renewable electricity system. Applied Energy (in review). 
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4.1. Introduction  
District heating can play a role in the transition to low-carbon energy systems by 
providing the heat requirements of buildings more efficiently and more cost-
effectively than small-scale technologies installed in individual buildings (Lund et 
al., 2010; Werner, 2017). In areas with many buildings – and thus high heat 
densities – the delivery of heat through district heating networks can bring 
environmental and economic benefits. Relative to individual heat sources, 
consumers can benefit from lower-cost heat, improved reliability of heat supply, 
greater convenience and lower nuisance factors. Energy producers, particularly 
those that currently have a waste-heat source, can increase revenues by selling 
heat.  
However, barriers to district heating networks include: long payback times, a 
regulatory focus on gas and electricity utilities’ distinctive competence, fuel and 
electricity price volatility, and the priorities and experience of local government 
(Colmenar-Santos et al., 2015; Kelly and Pollitt, 2010). Article 14 of the EU’s 
Energy Efficiency Directive (2012/27/EU) mandates national-level economic 
assessments of district heating potential (European Parliament and Council, 
2012). The recommended method compares the cost of delivering heat through a 
network with the cost of heat-generation technologies in individual buildings, and 
does not examine the impacts that district heating may have on the wider energy 
system (European Commission, 2013). Additional potential for district heating has 
been identified by several member states, including Ireland (AECOM for SEAI, 
2015; European Commission, 2016a). These findings align with Connolly et al., 
who also show that additional district heating potential exists in the EU and that 
district heating expansion could reduce heating and cooling costs by 15% 
(Connolly et al., 2014). 
The long-term ambition of the EU is to reduce GHG emissions by between 80% 
and 95% by 2050, relative to 1990 levels (European Commission, 2011). The 
pathways to realising a transition from fossil-fuel-dominated systems rely on the 
efficient use of energy and increased renewable energy production (Chiodi et al., 
2013a; European Commission, 2011; IPCC, 2015). Several studies have explored 
how heat networks and the operating strategies of combined heat and power 
(CHP) can maximise the environmental benefits and improve the flexibility of the 
electricity system in countries with large amounts of CHP energy production (Lund, 
2005; Lund and Münster, 2003a, 2003b; Lund and Mathiesen, 2015; Nuytten et 
al., 2013; Sorknæs et al., 2015; Streckienė et al., 2009). Others have focused on 
the pricing aspects of heat delivered through district heating networks (Difs and 
Trygg, 2009; Li et al., 2015; Sjödin and Henning, 2004; Zhang et al., 2013), but 
less information is available on how both systems influence pricing in heat and 
electricity. For countries like Ireland, with little heat network infrastructure and 
CHP generation capacity, key questions remain as to what the impact of linking 
the heat and electricity markets through heat networks may be and how it aligns 
with pre-existing decarbonisation ambitions.  
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The research question in this chapter asks what are the price and environmental 
impacts of linking heat and electricity systems that have developed in isolation 
from each other, and how high penetrations of renewable electricity production 
might affect these. Specifically, the chapter explores how CHP units influence the 
dispatch order in the electricity market, how this influences heat and electricity 
prices, and what CO2 emissions outcomes result.    
Ireland can offer some useful insights. It has the lowest share of district heating 
in Europe, at less than 1% of the total heat demand (Euro Heat & Power, 2017) 
and the heat and electricity systems have developed in isolation from each other. 
This provides a useful benchmark to measure the impact of a large district heating 
system on the wider energy system. The Irish government’s energy white paper 
commits to developing a policy framework focused on district-heating (DCENR 
2015). Ireland is currently third in the world for the penetration of wind energy, 
measured as a proportion of electricity demand, and the decarbonisation 
ambitions will require continued development of wind, solar PV and other 
renewable sources of power generation (IEA Wind 2016). In addition, CCGT units 
and a waste-to-energy plant (WtE) near Dublin city, with the largest and most 
dense heat demand in Ireland, have significant waste heat potential (Alex Kelly 
and Donna Gartland, 2016a, 2016b; Donna Gartland, 2015; SEAI 2016a),. The 
CCGT units are currently dealing with reduced running duties due to the increased 
penetration of wind (AECOM for SEAI, 2015). While Ireland has made progress in 
decarbonising electricity, progress in decarbonising heat has been slow.  
In this Chapter, an optimisation model of Ireland’s electricity sector is developed 
and a representation of a third-generation13 district-heating network in Dublin fed 
by CCGT units with retrofitted CHP capabilities (referred to as CCGT-CHP units) is 
included. The model optimises the dispatch and generation output from the 
electricity and heat units at an hourly resolution with the objective of minimising 
overall energy production costs at five-year intervals from 2020 to 2035. A 
Baseline scenario, where the electricity system continues to develop in isolation 
from the heat supply, is used to measure the impact of the heat network 
development. A central case for the deployment of variable renewable electricity 
generation and a sensitivity for a more rapid increase in the deployment are 
explored. 
The chapter makes a number of contributions to the literature. Many of the 
previous studies have focused on Scandinavian energy systems that already have 
large proportions of CHP supplying extensive district heating networks (Lund, 
2005; Lund and Andersen, 2005; Lund and Münster, 2003a, 2003b, 2006; Lund 
and Mathiesen, 2015; Sorknæs et al., 2015). This study quantifies the wider 
                                       
13 Third-generation heat networks operate at temperatures of <100°C and are characterised by the 
use of pre-insulated pipes, compact substations and metering and monitoring of heat use. Third-
generation networks have been heat-installed since the 1980s and have replaced previous 
generations of heat networks operated less efficiently at higher temperatures. Fourth-generation 
networks that operate at temperature of <50-60°C will be possible with improvements in the thermal 
performance of the building stock. Lund et al. provide a detailed description of the characteristics of 
the various generations of heat networks (Lund et al., 2010). 
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energy system impacts of introducing a heat network fed by retrofitted CCGT-CHP 
units in the Irish energy system in a detailed way. In addition, the previous 
analysis has tended to focus on the operational strategies, heat-storage 
investments and other measures that produce the most optimal use of existing 
generation assets in scenarios of increasing penetrations of variable renewable 
generation (Lund, 2005; Lund and Münster, 2003b, 2006; Sorknæs et al., 2015; 
Streckienė et al., 2009). Based on the findings in previous studies, the method 
used here allows CHP units to regulate output and goes beyond these by exploring 
the link between heat and electricity production costs in CHP units and how this 
influences market prices for both energy types. The EnergyPLAN model has been 
used to examine the research questions in many of the highly cited papers in the 
area (Lund, 2005; Lund and Andersen, 2005; Lund and Münster, 2003a, 2003b, 
2006; Lund and Mathiesen, 2015; Mathiesen et al., 2015). An additional 
contribution is the use of a validated power systems simulation model extended 
to include heat demand. This also contributes to the development of approaches 
to integrate modelling methods for electricity and heat systems integration. The 
methods and analysis provide useful insights for many regions within the EU and 
beyond that have high shares of CCGT electricity generation, with the potential to 
supply heat demands. The chapter also contributes evidence that can inform the 
current discussions of the District-Heating working group in Ireland and to inform 
district heating initiatives under the National Development Plan (Department of 
Public Expenditure and Reform, 2018). 
Section 4.2 provides some background, Section 4.3 details the method and 
describes the data, Section 4.4 presents the results that are discussed in Section 
4.5, and Section 4.6 concludes.  
4.2. Background 
4.2.1. Energy cost of heat production in power generators – the Z-factor 
Power generators produce large amounts of heat as part of the electricity 
production process. The low temperature of the heat means it has a low exergy 
value and is unusable as a heating source for the current generation of district 
heating networks. Steam generators typically condense steam to ~30°C (Lowe, 
2011) and buildings typically require water at temperatures >60°C (SEAI, 2017). 
Power generators located near to heat networks can retrofit CHP capabilities in 
order to increase the heat temperature. This comes at the expense of electrical 
output and efficiency.  
The ratio of electricity lost to heat produced is known as the Z-factor. Lowe 
describes how the Z-factor is thermodynamically equivalent to the coefficient of 
performance of a heat pump (Lowe, 2011). Heat networks operating at higher 
temperatures require higher-temperature heat from CHP units. This results in a 
greater reduction in electricity output for each unit of heat produced and a lower 
Z-factor.  A typical third-generation network requires heat at ~100°C (Lowe, 
2011; Lund et al., 2010). At these temperatures, large-scale CCGT-CHP units 
achieve Z-factors of 4-7 (Poyry and AECOM, 2009; Lowe, 2011; Ricardo AEA, 
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2011; David Andrews et al., 2012). Fourth-generation DH networks have 
significantly lower input temperatures (<70°C) and offer the opportunity of higher 
Z-factors; some sources suggest that Z-factors as high as 12-18 may be 
achievable (Lund et al., 2010; William R H Orchard, 2009).  
The capital costs of retrofitting CHP capabilities are not considered in this analysis 
but are shown here for completeness. These costs depend on the extent of the 
steam turbine modifications required (Andrews et al., 2012). The costs can range 
from 10%-20% of the original capital costs of the power station (Andrews et al., 
2012) – for gas CCGT, this can be in the order of 50 to 100 €/kWth. Analysis of 
the heat available from CCGT units in Scotland suggests a wide range from ~40 
€/kW to over 300 €/kW (Ricardo AEA, 2011). The Scottish study shows that the 
capital costs of upgrades are not sensitive to heat output. More heat output 
capacity, all else being equal, lowers the cost per kW of the investments.   
4.2.2. Power and heat market interaction 
For CHP units with short-run costs below the electricity market price, the cost of 
producing heat, 𝑃ℎ, is equal to the market price of the forgone electricity, 𝑃𝑒, 





These CHP units can seek to maximise heat output at times of low electricity prices 
and maximise electricity output at times of high prices (Type I).  
Units with electricity production costs above the electricity price require offsetting 
heat revenues in order to be dispatched in the electricity market (Type II). The 
combination of heat and electricity market revenues must equal the fuel burn (and 
other short-run costs) to meet profit maximising conditions. The profit maximising 





where 𝑃𝑓is the fuel price, 𝐻𝑅𝑎𝑣𝑔 is the average electrical heat rate of the unit in 
CHP mode, 𝜎 is the electricity output reduction factor and Z is the Z-factor.  
Type II units may become more common as electricity systems decarbonise. The 
electricity market price tends to reduce at times of high output from variable 
renewable electricity generation (Lund and Mathiesen, 2015; O’Mahoney and 
Denny, 2011b; Sensfuß et al., 2008). CHP generators with short-run costs, 
previously below the market price, can move towards or above the margin.  
Figure 4-1 plots marginal cost equal to marginal revenue – profit maximisation 
under perfect competition – in terms of short-run prices in the heat and electricity 
markets.  The figure illustrates the potential trade-offs between power output loss 
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and heat market revenue. It shows how the economics are influenced by the 
electricity price and the generation cost as well as how higher Z-factors reduce 
the cost of heat production. Points A and A’ show where the electricity price 
corresponds to the minimum heat price; the short-run marginal cost of electricity 
generation is equal to the electricity market price. At 30€/MWh the corresponding 
heat prices are 4.7€/MWh and 7.5€/MWh for Z=6.3 and Z=4 respectively. This 
point also represents the transition from a Type I to Type II unit. CHP generators 
will aim to produce as much heat output as possible at electricity market prices at 
or close to point A, where heat production costs are lowest.   
 
Figure 4-1: Price dynamics for CHP feeding a DH network (illustrative)  
The theoretical backstop short-run price is the cost of generating heat in individual 
buildings. The heat generation sources connected to a heat network, including 
storage, must be capable of meeting heat demand peaks and have redundancy to 
ensure heat is available in the event of breakdowns or extreme demand peaks. 
Hence the typical upper-bound price on a heat network is set by these generation 
technologies with higher short-run costs of heat production, e.g. large gas boilers 
with low annual capacity factors. Points B and B’ show the lowest electricity price 
that can allow CHP units to compete with boiler-produced heat. In this example, 
should electricity prices fall below 28€/MWh for Z=4, and below 26€/MWh for 
Z=6.3, it becomes uneconomic for CHP units to generate – the cost of heat 
production is above that of the large-scale boiler.   
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4.2.3. Allocation of CHP fuel use to heat and power 
The method for distributing fuel use in CHP units between heat and power is 
subject to debate (Verbruggen et al., 2013; Orchard, 2009). The International 
Energy Agency (IEA) and Eurostat use the energy allocation method (Eurostat, 
2017). Fuel use is allocated based on the proportion of energy output used for 
heat and power. The underlying thermodynamics of the separate heat and power 
products are not considered. The fuel use associated with heat production is 
overestimated, and underestimated for electricity production. The method is 
primarily used in the construction of energy balances.    
The Exergy method14 allocates fuel use on the basis of the exergy content of both 
energy products. This method is the most thermodynamically appropriate but 
requires detailed information on the parameters of the energy production cycle in 
question (Rosen, 2008).  
The reference technology method allocates fuel based on the efficiency of 
producing heat and power separately. This method forms the basis for determining 
if a CHP unit meets the high-efficiency CHP standard in the EU’s Energy Efficiency 
Directive (2012/27/EC). The Environmental Protection Agency in the US applies 
the method in the CHP emissions savings calculator (US EPA, 2017).  
CHP operators can allocate based on the market value of heat and electricity  
(Holmberg et al., 2012; Rosen, 2008; Siitonen and Holmberg, 2012). This is 
known variously as the economic method or market method. While this method 
may not be the most appropriate for allocating fuel use from a thermodynamic 
point of view, it does offer most flexibility for the generators (Holmberg et al., 
2012). 
4.3. Data and method 
The analysis uses a validated model of the Irish electricity system and generation 
stock, extended to include a representation of a third-generation (3G) district heat 
network. The model minimises the total system costs by optimising the production 
of electricity and heat. The electricity price is determined based on the current 
market rules of the Single Electricity Market (SEM) on the island of Ireland (SEMO, 
2009). To link the heat and electricity markets, the analysis assumes that current 
electricity market rules are extended to allow CHP generators to consider the value 
of heat in determining their bids into the electricity market.  
Baseline systems – with no district-heating network – provide benchmarks to 
measure the impacts of using waste heat from the power generators to supply the 
                                       
14 We use the formula suggested by Rosen (2008) as follows: 𝑓𝐸 = 𝐸𝑥𝐸/(𝐸𝑥𝐸 + 𝐸𝑥𝑄) where 𝑓𝐸 is the 
fuel share of electricity and 𝐸𝑥𝐸and 𝐸𝑥𝑄denote the exergy content of electricity and heat respectively. 
𝐸𝑥𝐸 = 1 and 𝐸𝑥𝑄 = 𝑄 ∗ (1 − 𝑇0/𝑇). 𝑄 is the heat output and 𝑇 specifics the temperature at which heat 
crosses system boundary (100oC/373o K) and To is the reference environment (30oC/303oK).  
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network. Four primary scenarios are examined at five-year intervals from 2020 to 
2035: 
Central renewable deployment 
 Baseline: no district heating system and electricity dispatch based on 
meeting electricity demand. Heat fuel use is based on producing heat in a 
90% efficient gas boiler.  
 3rd generation district heating network (3G Scenario): heat network 
supplying heat to Dublin city from CCGT units retrofitted with CHP 
capabilities, the existing waste-to-energy plant and centralised gas boilers.   
High-renewable electricity system (HRES) 
 Baseline HRES: annual capacity additions of variable renewable electricity 
installations increase by 50%. Heat fuel use is based on heat in a 90% 
efficient gas boiler. 
 3G HRES Scenario: 3rd generation district heating network added to 
Baseline HRES. 
4.3.1. Dispatch model 
PLEXOS software is used to model the system and is available free of charge to 
academic institutions for non-commercial research purposes. PLEXOS is widely 
used in the literature as well as by the power sector in Ireland (Clancy et al., 2015; 
Collins et al., 2017; Deane et al., 2014; Di Cosmo et al., 2013; Lew et al., 2013; 
McGarrigle et al., 2013). This analysis is based on a data set validated and 
published by the market regulators on the island of Ireland (Baringa for CRU, 
2016).15 
The objective function of the model is detailed in the equation below. The objective 
is to minimise system costs including start costs, energy production costs including 
emissions costs, any unserved energy costs and interconnection wheeling charges 
to meet electricity and heat demand.  
𝑚𝑖𝑛 {𝑆𝑐𝑖. 𝑆𝑖,𝑡 + (𝑃𝑐𝑖 + 𝐸𝑐𝑖). 𝐹𝑖,𝑡 +𝑊. 𝐼𝐹𝑖,𝑡 + 𝑈𝐸𝑡 . 𝑃𝑒𝑛} 
Start-up costs, 𝑆𝑐, are scaled by the unit commitment state, 𝑆, at time t for plant 
i. The commitment state is determined in the previous simulation period -  if the 
unit was generating the commitment state value is 0. Start costs depend on the 
                                       
15 The validation of the model compares the model simulation to actual market outturns. The results 
of the validation process are published in a report by the market regulators along with the forecast 
model and data. 
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time since the unit was last running, and ‘hot’, ‘warm’ and ‘cold’ start costs are 
defined. Variable operating and maintenance costs and fuel costs are captured in 
𝑃𝑐 and emissions penalty costs are included in 𝐸𝑐𝑖. 𝐹𝑖,𝑡 is the quantity of fuel used 
by unit i in time period t. A penalty cost, 𝑃𝑒𝑛, for unmet electricity demand is 
included to capture the cost of any unserved demand, 𝑈𝐸𝑡, in time t. The cost of 
interconnector use is captured by the wheeling charges, 𝑊, and the volume of 
flow, 𝐼𝐹𝑖,𝑡, across interconnector i and time t.  
The heat and electricity markets are linked explicitly through the production cost 
function for CHP units. The term 𝐹𝑖,𝑡 is determined for CHP units operating in CHP 
mode by: 
𝐹𝑖,𝑡 = 𝐻𝑅. 𝐸𝑖,𝑡 + (𝐻𝑅𝐶𝐻𝑃 −𝐻𝑅). 𝑅. 𝐻𝑖,𝑡 
where 𝐻𝑅 is the heat rate of the unit in condensing mode, 𝐻𝑅𝐶𝐻𝑃 is the incremental 
heat rate in CHP mode, 𝐸𝑖,𝑡 is the electrical output of unit i at time t, R is the heat 
to power ratio and H is the heat output of unit i at time t. Two key constraints 
specify electricity and heat demand. Electricity demand 𝐷𝐸,𝑡 for time t is given by  
∑ 𝐸𝑖,𝑡 = 𝐷𝐸,𝑡
𝑁
𝑖  and heat demand 𝐷𝐻,𝑡  is given by ∑ 𝐻𝑖,𝑡 = 𝐷𝐻,𝑡
𝑁
𝑖 . Heat demand can be 
met by CHP generation or by output from gas boilers.  
The objective function minimises system costs by dispatching a chronologically 
consistent, least-cost arrangement of generation units to meet heat and electricity 
demands across the time horizon. An additional look-ahead of six hours into the 
next day is incorporated to avoid sub-optimal outcomes at the daily time step 
boundaries; the solutions for the look-ahead period are then overwritten by the 
solution for the simulation period. The model generates a maintenance schedule 
based on forced outage rates and repair times of electricity generators to equalise 
the capacity reserves for the one-year horizon. Monte Carlo simulation generates 
random forced outages and the frequency of time offline is determined by the 
forced outage rates.  
Electricity demand and generation are defined at a single node and dispatch 
decisions are assumed to be unaffected by transmission constraints.16 Heat 
demand is represented by a constraint in the model to be met by the optimal 
dispatch of CHP units, backup gas boilers and the heat in storage. The model 
represents generator capabilities through constraints on the maximum and 
minimum outputs, start-up times, minimum online and offline periods, and how 
quickly generators can change output. Constraints also define the capacities and 
losses on interconnector power lines and the maximum allowable instantaneous 
penetrations of variable renewable sources. The model contains information on: 
generator heat rates; forced outage rates and mean repair times, and start-up 
fuel and energy requirements.  
                                       
16 The Irish TSO is currently implementing a grid upgrade programme called Grid 25 aimed at 
strengthening the grid and eliminating sub-optimal congestion and constraints. See: 
https://goo.gl/yFrAJb  
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The model is solved at five-year intervals from 2020 to 2035. Since this study is 
not concerned with specific operational issues, a deterministic approach is taken; 
electricity and heat generators are dispatched with ‘perfect foresight’ of variables 
that may be subject to uncertainty, such as electricity and heat loads, renewable 
electricity outputs and generator availability.  
4.3.2. Dublin heat demand  
Dublin City has a population of 1.3 million (Central Statistics Office, 2016) and an 
estimated annual heat demand of approximately 9,000 GWh (SEAI 2016a). Gas 
is the primary fuel used for heating but direct electric heating is common (Element 
Energy and The Research Perspective for SEAI, 2015a). A small number of 
buildings are connected to local networks but most buildings have individual heat 
generation technologies installed. Analysis of heat demand density (TJ/km2) in the 
Dublin city area shows 75% of mapped areas have heat demands suitable for 
district heating (Donna Gartland, 2015). A number of studies have shown that 
municipal district heating  projects are economically feasible in the Dublin area 
(AECOM for SEAI, 2015; Byrne Ó Cléirigh for SEI, 2009; Donna Gartland and Tom 
Bruton, 2017; RPS and COWI, 2007). Dublin City planners require new buildings 
to be district-heating-enabled and are designing network development (Dublin 
City Council, 2016; RPS for Dublin City Council, 2016). Figure 4-2 shows a linear 
heat density map of Dublin and the locations of the power stations (red dots).  
 
Figure 4-2: Linear heat density of Dublin City – MWh/km (Sustainable Energy Authority of Ireland, 
2016a) 
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4.3.3. The Irish electricity system 
The electricity system on the island of Ireland is interconnected with Great Britain 
(GB). Gas generation, provided primarily by CCGT units, accounted for 43% of 
gross electricity demand in 2015, followed by wind (22.8%), coal (16.9%) and 
other renewable generation (4.5%). Other fossil-fuel generation accounts for the 
remainder (Howley and Holland, 2016a). The peak demand on the all-island 
system has been rising slow in recent years. Peak demand in 2012 was ~6,400 
MW and in 2015 was ~6,700 MW. Expectations are for this peak to increase to 
between 7,070 MW and 7,960 MW by 2026. In 2015, the installed wind capacity 
is 3,010MW (EirGrid 2016). Ireland ranks third in the world for the penetration of 
wind generation (IEA Wind 2016). Instantaneous wind penetration peaked at over 
60% in January 2017 (EirGrid 2017a). As a small and electrically isolated system, 
the Irish system operator imposes a limit on the amount of non-synchronous 
sources of power on the system at any given moment in order to maintain control 
over frequency stability. This is known as the synchronous / non- synchronous 
pentation limit and has risen from 50% in 2012 to 75% in 2018.  
CHP is a small contributor to electricity generation. There is a total of 339 MWe of 
CHP, predominantly gas, with one large CHP generator responsible for 47% of this 
capacity. Just over 1 MWe is connected to district heating systems. These CHP 
plants account for approximately 7% of electricity generation, placing Ireland 21st 
of the EU-28 countries in 2013, and 7% of thermal energy demand in Ireland 
(Howley and Holland, 2016b).   
The All-Island system in Ireland has 950 MW of interconnection with GB, across 
two interconnectors. A simplified model of the GB system is included to simulate 
cross-border trade. Wheeling charges are imposed on interconnector flows. The 
validated model specifies a heat rate for the GB market based on the historic 
relationship between gas and carbon prices and market bids.  
4.3.4. Generation capacity and electricity demand  
The validated model time horizon is extended to 2035. The capacity additions and 
retirements are based on the Generation Capacity Statement published by the 
Irish system operator (EirGrid 2017b). An additional 450 MW gas CCGT and a 90 
MW gas peaking plant are added in 2030 to maintain generation adequacy.  
Wind generation capacity additions follow the trajectory published by the Irish 
system operator to 2026 and annual capacity additions post 2026 occur at the 
2020-2026 average, 200 MW (EirGrid 2017b). In the high deployment scenario, 
wind capacity additions are increased by 300 MW per annum from 2025. The 
hourly profile for wind output uses the historical wind profile from 2009 from the 
validated model (Baringa for CRU, 2016). The 2009 capacity factor was 31% and 
represents a typical wind year (Howley and Holland, 2016a). Other renewable 
electricity generation capacity additions follow the expectations of the Irish system 
operator (EirGrid, 2017b). 
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The median scenario for electricity demand from the system operator is used to 
2026 (EirGrid, 2017b). Post 2026, the average annual growth rate from 2020-
2026 is used to project demand to 2035. The hourly demand profile uses the 2015 
profile from the validated model (Baringa for CRU, 2016). 
Wind and solar output is curtailed at the synchronous/non-synchronous constraint 
limit of 75% (EirGrid, 2017). This limit is represented by a constraint on the 
instantaneous generation output from non-synchronous sources. 
4.3.5. Heat demand and heat network   
Annual heat demand estimates are included for a 15 km zone from the main heat-
supply power stations in the east of the city, encompassing all four power stations 
examined. The heat demand is based on energy mapping analyses carried out for 
the Dublin region (Kelly and Gartland, 2016a, 2016b; Gartland, 2015). The annual 
heat demand estimated is 9,100 GWh. Given the implications of large diurnal 
variations for the cost of district heating infrastructure, it unlikely that a district 
heating system would be designed to meet the current profile of Irish use. Hence, 
a more typical profile for district heat consumption, based on actual data from 
Norwegian heat networks, was applied to the annual heat demand to produce a 
diurnal profile (Pedersen et al., 2008). We assume a gradual roll-out of the 
network, starting from 15% of heat demand in 2020 to 85% by 2035. 
Heat generation is provided from combining the heat generated from the 
retrofitted CCGT-CHP units, the existing waste-to-energy plant in Dublin and 
peaking gas boilers, equivalent to 120% of average peak heat demand (Connolly 
et al., 2014). The conversion efficiency of the gas boilers ranges from 85-90% 
(European Commission, 2013; IEA ETSAP and IRENA, 2010). The existing waste-
to-energy plant has a maximum output of 67 MWe and operates a heat to power 
ratio of 0.63. Heat storage is included at each of the retrofitted sites equivalent to 
six hours of heat production (Gartland and Bruton, 2017; IEA ETSAP and IRENA, 
2013).  
4.3.6. CCGT-CHP retrofits  
Power generators are limited by the amount of heat that can be bled from the 
steam generator. Bleed point optimisation will vary for the circumstances of 
individual power generators. In the absence of detailed site data, we assume that 
the power generators are likely to limit bleeds to the Intermediate Pressure (IP) 
to Low Pressure (LP) reheater circuits at the final stage of steam turbines (Andrews 
et al., 2012). The final stage of a steam turbine typically contributes approximately 
10%-25% of the total output from the steam turbine (Saqib Riaz, 2017), though 
this may be as high as 50% in some cases (Zachary et al., 2006). The contribution 
of the steam turbine to the overall output of CCGTs varies with shaft configuration, 
technology type and ambient atmospheric conditions. The steam turbine 
contributes between 33% and 47% of the maximum rated capacities of the units 
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considered in this analysis (Global Energy Observatory, 2017a, 2017b, 2017c). 
Hence, CHP retrofits could result in power output reductions of up to 12%.  





where 𝐸 is the pre-retrofit power output and 𝜎 is the power reduction factor. A 
central Z-factor of 6.3 is used based on the mid-range of published values (AECOM 
for SEAI, 2015; Andrews et al., 2012; Lowe, 2011; Lund et al., 2010; Poyry and 
AECOM, 2009; Ricardo AEA, 2011; William R H Orchard, 2009).   
Annex II of the Energy Efficiency Directive specifies a primary energy savings 
(PES) standard for CHP and co-generation. It compares the efficiency of CHP 
generation to the separate production of heat and power from efficient reference 
technologies, i.e. a CCGT and a gas boiler (2012/27/EC). The power reduction of 
the units was initially calculated based on the availability of 10% of the energy 
from the steam turbine. For some units this did not meet the PES standard of 
high-efficiency CHP. A further reduction was then made to the power output of 
these units to meet the 10% PES standard. 
The CCGT units can operate in two modes in the model: condensing mode and 
CHP mode. Two separate heat rates are defined for each mode. The heat rates for 
the electrical output of retrofitted CCGT-CHP units are determined from: 
𝐻𝑅 𝐶𝐻𝑃 =
𝐻𝑅𝑛𝑙 + (𝐻𝑅𝑖𝑛𝑐, ∗ 𝐸)
𝜎𝐸
 
where 𝐻𝑅𝑖𝑛𝑐 is the pre-upgrade incremental heat rate in GJ/MWh. The no-load heat 
rate, 𝐻𝑅𝑛𝑙, is unaffected by a CHP upgrade.  
Table 4-1 shows the maximum rated capacities, the gas and steam turbine 
maximum rated outputs, the power reduction factors and the average heat rates 
for the CCGT units.  
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Table 4-1: Technical details and retrofit adjustments for CCGT units 
*Based on meeting the HE CHP standard for a Z-Factor of 6.3 outlined in 2012/27/EC and European 
Commission, 2013. 
4.3.7. Fuel and CO2 prices 
The fossil-fuel prices follow the central scenario for gas, oil and coal published by 
the UK government (BEIS, 2016). This trajectory does not anticipate further price 
growth from 2030 to 2035. Distillate and low-sulphur fuel oil prices use current 
Irish  prices for these commodities, recorded by the  IEA (IEA, 2014a), inflated at 
the oil price growth rate (BEIS, 2016). Transportation and other costs are included 
to estimate the delivered cost of fuel to the power stations based on data published 
by the regulator (Baringa for CRU, 2016). Carbon prices follow the trajectory 
outlined in the EU Reference Scenario 2016 (Capros et al., 2016). For the UK, 
carbon prices are based on UK government projections (Government of the UK, 
2016a). There is a clear difference in the carbon prices in favour of generation 
assets located in the Republic of Ireland due to the implementation of the carbon 
floor price in the UK. Previous work has highlighted the impacts of this (Curtis et 
al., 2014). Table 4-2 outlines the fossil-fuel and carbon price assumptions used as 
inputs to the modelling.  
  




































Single shaft of 
Alstom GT 26B & 
Alstom ST-1 
415 265 150 5.69 -4% 5.90 0.24 
Poolbeg 
CCGT 
2 X 2 GT 
generator sets, 
Siemens V94.2  
+ 1 Siemens ST-
1 steam turbine 
512 342 170 7.04 -8% 7.68 0.57 
Huntstown Single Shaft 
Siemens V94.3A 
GT + Steam 
turbine 





GT + Steam 
turbine 
412 220 192 5.8 -5% 6.08 0.31 
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Table 4-2: Fuel and CO2 price assumptions  
Fuel €/GJ 
 2020 2025 2030 2035 




















































































€/tCO2 (ROI) 10 14 35 57 
€/tCO217 (GB & 
NI) 
5.5 20 59 59 
*NCV: Net Calorific Value  
Gas prices for residential and business gas customers are used to estimate 
Baseline costs for the heat sector. Current prices are ex-vat and exclude gas 
network costs (Howley and Barriscale, 2017). Transmission and distribution costs 
account for 40% of the final price in the residential sector; this assumption is also 
applied to business prices. The prices are inflated at the gas price growth rate in 
(BEIS, 2016). Table 4-3 summarises the prices for household and business gas 
customers. 
Table 4-3: Gas prices, excluding network costs, for residential and business customers 
€/GJ 2020 2025 2030 2035 
Households 12.69 18.64 24.59 24.59 
Business 6.44 9.45 12.47 12.47 
4.4. Results 
4.4.1. Electricity and heat prices  
The cost of electricity generation from the retrofitted gas CCGT units and the 
consequent effect this has on the shadow price of electricity is a key influence on 
the outcome. Figure 4-1 introduced the dynamics of how heat and electricity 
market prices can each influence the other. Table 4-4 shows how this dynamic has 
influenced the short-run marginal costs of the CCGT-CHP units post retrofit as well 
                                       
17 EUR/GBP FX rate on the 21/04/17 of 0.837 used to convert GBP to EUR. 
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as the load-weighted heat and power shadow prices in each market. The pre-
retrofit information is also included.  
Table 4-4: Average short-run costs of CCGT & CCGT-CHP units and shadow prices for heat and 
electricity (all scenarios)  
 
An important observation is the relative difference between the electricity market 
price and the cost of production from the CCGT pre and post retrofit. The short-
run costs of the CCGT units, before the CHP capabilities are retrofitted, move 
towards the load-weighted average shadow price of electricity over the time 
horizon – and in the high-renewable deployment case, they move above the 
shadow price of electricity. Therefore, the cost of electricity production from these 
units are often above the electricity price. This means that in the 3G scenarios, 
the CCGT-CHP units frequently operate in Type II mode; in order to be dispatched, 
the value of the heat must be sufficient to reduce the short-run electricity 
production costs below the market price of electricity. This effect is reflected in 
the price of heat over the time horizon. As the cost of electricity production from 
the units becomes less competitive, the shadow price of heat increases and moves 
towards the backstop heat price. The backstop price is equivalent to the cost of 
producing heat from a gas boiler (~ 45 €/MWh in 2035). The modelling shows that 
on average CCGT-CHP units can produce heat at a cost that is competitive with 
heat produced from large-scale boilers feeding the same network, but that this 
reduces as more renewable electricity generation is connected. 
Figure 4-3 shows the price duration curve for heat. The chart shows that, as more 
heat is connected to the network out to 2035, the price of heat increases. This is 
driven by increased fossil-fuel and carbon prices, increased boiler generation 
output to meet higher heat demand, and increased Type II operation at the CCGT-
CHP units. The areas where Type II operation begins are visible as the slope 
between the lower price area on the chart and the higher price areas –  where 
boilers set the marginal price. By 2030 the additional renewable deployment in 
the high-renewable scenarios starts to have an impact on heat price. Increased 
Baseline electricity system (no-heat network) 
 Central renewable electricity deployment High-renewable electricity deployment 
(€/MWh) 2020 2025 2030 2035 2020 2025 2030 2035 
CCGT 
Production 
cost of elec. 




37.79 51.79 66.47 71.64 37.79 51.68 64.50 67.91 
Electricity system and 3rd generation heat network  
 Central renewable electricity deployment High-renewable electricity deployment 








36.14 49.61 64.05 68.81 36.14 50.52 61.86 65.64 
Shadow 
price of heat  
8.75 18.19 36.50 44.12 8.75 18.12 36.75 44.32 
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output from variable renewable generation further reduces the shadow price of 
electricity and, as a result, the high-renewable system sees a slightly higher 
shadow price of heat. The average difference of 0.2 €/MWh in 2035 is statistically 
significant (p=0.05).  
 
Figure 4-3: Price duration curve for heat price (all scenarios) 
While the shadow price of electricity production reduces with increased CHP heat 
production, electricity prices increase overall. The indirect impact of CHP-CCGTs 
on the uplift component of the market price drives the increases. Uplift is added 
ex-post to the short-run price of electricity determined by the optimal dispatch in 
order to recover the other no-load and start-up costs of generators. Though the 
total number of start-ups and shut-downs is similar in the 3G scenarios and in the 
Baselines, the units providing the cycling flexibility have higher no-load and start-
up costs. This outcome is sensitive to the specific circumstances of the Irish 
system, particularly the start-up and no-load costs of the generators that take on 
most of the cycling duties, and the outcome may not be applicable to other 
systems.  
Figure 4-4 shows the market prices for each year broken into the shadow price 
and uplift components. The addition of CHP reduces the shadow price but 
increases the uplift component. For all scenarios post 2020, this results in an 
increase in price. Comparing the 3G scenario to the central renewable deployment 
Baseline, the average increase is 2%. For the high renewable scenario and 
Baseline the increase is 3%. 
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Figure 4-4: Electricity market prices by component (€/MWhe) 
The dynamic interaction of heat and electricity prices are explored further in Figure 
4-5. The chart shows the shadow price of heat and electricity, the pre-retrofit 
average SRMC of the CCGT-CHP units and the heat production from CCGT-CHP 
units and gas boilers for a nine-day period at the start of the heating season in 
2030. The chart illustrates the interplay between the electricity price, the heat 
price and the production of heat. When the shadow price of electricity is above the 
short-run cost of the pre-retrofit CCGTs, either the heat price is reduced, the 
production from CCGT-CHP is increased, or both. A notable period of low electricity 
price occurs during the weekend of 26-27th October, where electricity prices 
reduce to ~16 €/MWh. At this price, some of the CCGT units cannot compete with 
gas boilers. The output from boilers increases significantly during this period, with 
consequent increases in the shadow price of heat as well as reductions in the 
output from CCGT-CHP units.  
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Figure 4-5: Price and heat output interactions for sample week for 3G Scenario in 2030 
Heat storage is lightly used in all scenarios due to the limited arbitrage 
opportunities. As the CCGT-CHP units often need heat revenue to be dispatched 
in the electricity market, increasing heat output would add further costs to the 
optimisation that cannot be recovered through arbitrage.  
4.4.2. Impact of prices changes 
The price dynamics influence a number of outcomes, including changes in the 
dispatch order on the system, the volumes of electricity exported, fuel use and 
CO2 production. Figure 4-8 shows the load duration curves for the Baseline 
scenario and the 3G scenario in 2030 and 2035 for the gas CCGT pre-retrofit, for 
the gas CCGT-CHP units and for coal units. 
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Figure 4-6: Load duration curves for coal generation and gas CCGT generation in Baseline and 3G 
scenarios  
The addition of CCGT-CHP units to the system increases the capacity factor of 
these units significantly. This reduces the output at other gas stations but also 
reduces coal use. By 2030, with 65% of the heat demand in Dublin connected, 
CCGT-CHP operation leads to a ~10% reduction in coal use as compared to the 
Baseline. Post 2030, large increases in the projected carbon price push coal up 
the merit order and result in lower annual capacity factors in the Baseline scenario. 
This means that there is less coal available to displace in the high-renewable 
scenario in 2035. Figure 4-6 shows similar load duration curves for coal in the 
Baseline and in the other scenarios. 
The overall total CO2 savings are sensitive to the quantity of generation avoided 
from coal and the method used to allocate fuel use in the CHP units to the heat or 
electricity sectors. The IEA method allocates more fuel use to the heat sector and 
less to the electricity sector, while the Exergy method does the reverse. The EU 
EED allocation method falls between these extremes.  
Figure 4-7 shows the annual savings compared to the Baseline in each year for 
the electricity and heat sectors.  All allocation methods show savings but differ on 
the sector they arise in. The IEA method allocates the majority of the fuel use to 
the electricity sector, which results in a relatively large saving in the electricity 
sector but increased emissions in the heat sector. The Exergy method shows the 
opposite outcome: large savings accrue in the heat sector but emissions in the 
electricity sector increase. The EED method shows savings in both end-use 
sectors.  
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The impact of the movement of coal generation in the dispatch merit order over 
the horizon is evident from the change in the trajectory of the electricity sector 
emissions from 2025 to 2035. Using a linear interpolation between years for the 
central renewable deployment scenario, the EED allocation method results in an 
estimated 3.4 MtCO2 of cumulative savings from 2020 to 2035 relative to the 
Baseline – 1.9 MtCO2 in the electricity sector and 1.5 MtCO2 in the heat sector. 
For the high-renewable deployment scenario, further savings accrue in the 
electricity sector, resulting in total cumulative savings over the horizon of 3.5 
MtCO2.  
 
Figure 4-7: CO2 emissions for scenarios relative to Baseline for electricity and heat production 
(ktCO2) 
These findings are sensitive to the volume of electricity trade. The reduction in the 
shadow price of electricity also increases the volume of exports and results in an 
increase in electricity generation export to the neighbouring GB system.  
The increased generation to meet the increased export demand causes higher 
total emissions on the Irish system. Figure 4-8 presents the findings in terms of 
emissions intensity from electricity generation as a means to normalise the effects. 
The EED method shows reductions in CO2 emissions intensity of electricity 
generation of 4% in 2030 and 2.7% in 2035 for the central renewable deployment 
electricity system. The impact is similar for both the central and high-renewable 
systems. 
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Figure 4-8: Emissions intensity of electricity production (tCO2/GWhe) 
4.4.3. Impact of electricity trade 
The simulations were rerun without any interconnection to the GB market to help 
understand the impact the electricity trade has on the outcome. This removes the 
route for generation export but also reduces the flexibility of the Irish system.  
Table 4-5 shows the resultant price impacts. The flexibility reduction results in 
higher electricity prices than those presented in Table 4-4 but the differences 
between the scenarios and the Baseline are similar. The shadow price of heat is 
also similar.  
Table 4-5: Average short-run costs of CCGT and CCGT-CHP units and shadow price of heat and 
electricity with no interconnection (all scenarios)   
Baseline electricity system (no-heat network) 
 Central renewable electricity deployment High-renewable electricity 
deployment 
(€/MWh) 2020 2025 2030 2035 2020 2025 2030 2035 
CCGT 
production 
cost of elec. 




31.58 57.87 67.40 74.39 31.58 57.98 66.07 70.16 
Electricity system and 3rd generation heat network  
 Central renewable electricity deployment High-renewable electricity 
deployment 
(€/MWh) 2020 2025 2030 2035 2020 2025 2030 2035 
CCGT-CHP 
production 
cost of elec. 




30.89 60.22 65.80 71.74 30.89 57.08 63.80 68.08 
Shadow 
price of heat  
9.10 19.56 37.43 44.62 9.10 19.67 37.55 44.75 
  Chapter 4 
Modelling sustainable energy and 
the policy implications 90 Matthew Clancy 
Figure 4-9 shows the emissions savings on the Irish system without connection to 
GB. A key difference between this and the central scenario is that all allocation 
methods show saving in the electricity sector. This is because the capacity factor 
of coal generation and less efficient gas generation increases in the Baseline. 
Therefore, the retrofitted gas CCGT-CHP units replace this more carbon-intensive 
generation in the scenarios. This hypothetical sensitivity provides some indicative 
results but care should be taken in drawing wider inferences. One of the reasons 
why the emissions outcome is better than for the actual system is that some of 
the savings on the GB system arising from exports from the Irish system cannot 
be accounted for. The GB system was not modelled in sufficient detail to make 
such an assessment.  
 
Figure 4-9:  CO2 emissions for scenarios relative to Baseline for electricity and heat production with 
no interconnection (ktCO2) 
4.4.4. Industry perspective  
The modelling shows that CCGT units close to high-density heat demand in Dublin 
are currently out of the merit for much of the time. There is a risk that these units 
may become financially unviable. The revenue available from the sales of heat can 
offer a means for these generators to improve the long-term financial viability. As 
Figure 4-6 shows, the load factor of those CCGT units that can retrofit CCGT 
capabilities are greatly improved. Figure 4-10 shows the aggregate revenue 
benefit for these sites. The main benefit in terms of revenue comes from the 
additional running hours in the electricity market rather than the direct revenue 
from heat sales.  
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Figure 4-10: Total revenues pre and post upgrade for CCGT units 
4.5. Discussion 
The analysis implemented detailed simulations of the Irish power system and 
extended the model to include a representation of a large heat network in Dublin 
using the heat from CCGT units. Much of the previous analysis of CHP and high-
renewable systems has focused on regions with high levels of pre-existing CHP-
fed heat networks and of electrical interconnection with other systems (Lund, 
2005; Lund and Münster, 2003a; Østergaard, 2015; Sorknæs et al., 2015). They 
have also favoured the use of the EnergyPLAN model. This chapter builds on these 
by employing a different methodology to examine the impact of CHP in the Irish 
context. The modelling approach outlined in this chapter employs a chronologically 
consistent, high temporal optimisation, as well as an operationally rich and 
validated data set. Like previous studies, the analysis of the impact of heat 
networks on the Irish system shows emissions reduction benefits.  
Emission benefits arise from an altered dispatch order in the electricity system 
due to the reduction in electricity production costs at retrofitted CCGT-CHP units 
and through the displacement of heat produced by individual boilers. The electrical 
output from the CCGT-CHP units replaces coal and other gas generation. The 
amount of coal replaced is higher in earlier years when carbon prices are lower. 
Under these circumstances, coal generation is higher in the Baseline and hence 
there is more opportunity for coal displacement in the scenarios in the years before 
2035. A lower growth rate in the carbon price increases the probability that coal 
would remain the cheapest fuel source and be displaced more frequently by CCGT-
CHP generation. The results presented show that the CCGT-CHPs help hedge 
against some of the carbon price risk. 
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The allocation method used to divide emissions from the CCGT-CHP units between 
the heat and electricity sectors influences the quantity of the savings and in which 
sector they accrue. The method prescribed by the EU’s Energy Efficiency Directive 
is most likely to guide policy in the area and, using this method, savings accrue in 
both the heat and electricity sectors. An estimated 3.4 MtCO2 of cumulative 
savings accrue in the central renewable deployment: 56% in the heat sector and 
44% in the electricity sector. Similar savings accrue in the high-renewable 
deployment scenario. This finding suggests that policy evaluations of emissions 
benefits of district heating networks may be underestimated if the electricity 
sector impacts are not considered (European Parliament and Council, 2012). 
These findings add additional nuance to the operational strategies of CHP units in 
high-renewable systems. This analysis shows that the CCGT-CHP units require 
heat market revenue to offset the cost of electricity production in order to be 
dispatched. For these units, the most cost-optimal time for dispatch is when 
electricity market prices approach their short-run cost of electricity production. 
Electricity price reductions increase the cost of heat production for these units. 
These operation strategies can be classified as Type I and Type II. Type I is 
appropriate when the short-run costs of electricity production are below the 
shadow price of electricity and Type II is likely when the short-run costs of 
production, without heat revenue offset, are above the shadow price of electricity 
generation. As more variable renewable generation, with low or zero short-run 
costs, are connected to electricity systems, Type II operation become more 
common for CHP units (Lund and Andersen, 2005; Lund and Mathiesen, 2015; 
Sorknæs et al., 2015). The results show that, as more renewable electricity is 
added to the system, the heat output from CCGT-CHP units becomes less 
competitive with heat output from gas boilers. The modelling also finds that the 
storage of heat is found to be sub-optimal under Type II conditions. Additional 
heat production, at a value required to allow the CCGT-CHP units to compete in 
the electricity market, would increase production costs overall. Several studies 
have found that additional heat storage increases the flexibility of the electricity 
system (Lund and Andersen, 2005; Lund and Münster, 2003b; Nuytten et al., 
2013; Streckienė et al., 2009). This analysis does not contradict the flexibility 
assessment but raises some further questions on how the valuation of heat 
storage should be considered.  
This analysis does not consider detailed operational factors, including the impact 
of forecast uncertainty (Sorknæs et al., 2015). Further work is required to quantify 
the ancillary system value of heat storage in the Irish context, including the 
flexibility benefits outlined in previous studies (Lund and Münster, 2003a; Lund 
and Mathiesen, 2015; Streckienė et al., 2009). The inclusion of heat pumps, that 
can participate as demand-side units, has the potential to increase system 
flexibility. Further work to examine this in an Irish context can draw on similar 
previous work (Lund et al., 2010; Lund and Münster, 2006; Mathiesen et al., 
2015). Heat pumps could produce heat during low-cost price periods in the 
electricity market and hedge against the higher costs of operating CHP units in 
Type II mode during these times. For Ireland, the availability of large sources of 
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waste heat from data centres, which could be used as a heat source for heat 
pumps, adds an additional nuance that warrants further investigation. 
Type II operation at CCGT-CHP units leads to reductions in the shadow price of 
electricity generation of 3.7% to 4.4% in the central renewable deployment 
scenario and 2.6% to 4.4% in the high-renewable scenario, as compared to the 
Baseline. While the addition of CHP acts to reduce the shadow price of electricity, 
it simultaneously pushes units with higher start up and no-load costs to the margin 
on the All-Island market. This causes the uplift component of the market price to 
increase. These impacts are relatively minor compared to the annual variations in 
price, and the price outcome is closely tied to the issue of the misalignment of 
carbon pricing between the UK and Ireland (Curtis et al., 2014).  The lower shadow 
price in the scenarios results in more exports to neighbouring electricity systems. 
A sensitivity that isolates these impacts results in further increases in CO2 
emissions savings. For systems with high levels of interconnection to other 
systems, CO2 should be assessed across all of the interconnected systems in order 
to capture the true impact. The new electricity market currently in development 
in Ireland and the decision of Great Britain to leave the EU may both affect these 
results. 
The modelling shows large increases in the annual revenue received by the CCGT-
CHP units, which aligns with findings from similar work (Sorknæs et al., 2015; 
Streckienė et al., 2009). The primary benefit is from the additional revenue gained 
from being dispatched in the electricity market rather than from the revenue 
received from selling heat. Ireland has a relatively isolated electricity grid, which 
means that market mechanisms must support the investment costs of 
dispatchable capacity to support the secure operation of the grid with high 
amounts of variable renewable generation. Further work to examine how the 
improvement in the financial viability of generators could affect the total long-run 
costs of electricity, the cost of system security and the cost of providing capacity 
would add further insight to the value of large-scale CHP.  
The analysis presented here uses mid-range assumptions from other studies to 
estimate likely Z-factors. More detailed engineering studies of the individual 
stations are required to understand their heat production ranges and capabilities. 
Z-factors below those used for this study will narrow the range of prices that a 
unit can viably operate in and make them less competitive with gas boilers. This 
suggests that, to avoid overestimation, assessments for the potential availability 
of waste heat should aim to incorporate economic assessments.  
4.6.   Conclusion 
Using waste heat available from power generators in heat networks is a means to 
reduce CO2 by replacing heat production from fossil-fuel heat boilers. But CHP 
generation, by linking heat and electricity markets, can change how other 
electricity generators run and affect price and emissions in both sectors. High 
levels of renewable electricity generation may also affect the cost of using waste 
heat and influence the cost and magnitude of CO2 reduction.  
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Using a detailed optimisation model, this chapter finds that retrofitting CCGT units 
with CHP capabilities to feed a heat network in Dublin reduces emissions in both 
the heat and electricity sectors, and that electricity and heat are produced at 
competitive prices. Changes in the short-run cost of electricity production at the 
retrofitted CCGT-CHP units is the key driver of the emissions savings. The cost-
optimal solution showed that the CCGT-CHP units use revenue from the heat 
market to offset electricity production costs and allow them to be dispatched more 
often in the electricity market. The altered dispatch order in the electricity market 
led to reductions in output from other gas stations and from coal generation. It 
also reduced the average shadow price of electricity production, leading to more 
exports to the GB electricity system. As more renewable electricity was added to 
the system, the amount of offsetting revenue required from the heat market 
increased. This led to a reduction in the competiveness of heat produced from the 
CCGT-CHP units and increased output from gas boilers feeding the heat network, 
but overall the average price of producing heat is competitive compared to 
production from gas boilers.  
These findings align well with the outcomes of previous work examining CHP-fed 
district heating systems in the context of high-renewable electricity systems and 
has further defined the economic boundaries for viable use of waste heat from 
existing power stations in an energy system where no large-scale district heating 
currently exists. CHP units can produce heat at lowest cost when the price of 
electricity is above the short-run cost of electricity production. The addition of 
renewable electricity generation to the power system reduces the price of 
electricity, leading to more periods where offsetting heat revenue is required. 
These can be labelled as Type I and Type II operational modes. The analysis shows 
that, as more renewable electricity generation is deployed, Type II operation 
becomes more common. The finding is sensitive to the efficiency at which units 
can produce heat. This study uses a Z-factor in the mid-range of estimates from 
the literature. Higher Z-factors can increase the competitiveness of heat 
production and lessen the impact of electricity price reductions. Further modelling 
to explore lower temperature, fourth-generation heat networks and work to 
specify Z-factors achievable from the various power generation technologies 
would help complete the picture. Longer term, the implementation of low-
temperature heat networks in conjunction with heat pumps and CHP may be 
required to optimise district heating on high-renewable electricity systems. 
The utilities that own the CCGT generators would also see a benefit as the capacity 
factors and revenues increase with the addition of CHP capabilities. Capacity 
payments to ensure long-term generation adequacy is being considered or in place 
in many markets. Further analysis could examine if the additional revenue 
available to CHP units has an impact on total capacity payments in the electricity 
market. Likewise, an analysis of the impacts of CHP upgrades on the operation of 
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Chapter 5   
BioHEAT: A policy decision support tool in Ireland’s bioenergy and heat 
sectors 
Abstract 
Bioenergy is likely to play a key role in decarbonising the energy system. The 
versatility of bioenergy as a transport, heat or electricity fuel is one of its key 
strengths, but can add to the complexity of policy design. Policies aimed at 
stimulating bioenergy use in one end-use sector should consider the impacts of 
use and uptake in the others. This chapter details a methodology for an integrated 
bioenergy and heat policy decision support tool. The previous literature has 
focused on individual supply-chain optimisation, plant sizing and plant locations 
from an operator’s perspective. The BioHEAT model is a techno-economic model 
that accounts for the co-dependencies between the end-use sectors. It extends 
the approach to supply-chain specification in the literature to incorporate a novel 
representation of consumer decision-making in the heat sector as well as the 
flexibility to model various policy types in heat, electricity and transport sectors 
from a policymaking perspective. Three scenarios are examined to demonstrate 
the functionality of the model, including the interaction between separate policies 
targeting the heat and power sectors. The results demonstrate how the model can 
be used to examine policy impacts against a range of metrics, including the 
contribution to renewable energy and carbon reduction targets; cost to the 
Exchequer, and the marginal cost of carbon abated. The model has helped to 
inform the development of a renewable heat policy instrument in Ireland.18
                                       
18 This chapter is based on the published journal article: Durusut, E., Tahir, F., Foster, S., Dineen, 
D. and Clancy, M. (2018), BioHEAT: A policy decision support tool in Ireland’s bioenergy and heat 
sectors. Applied Energy, 213, pp.306-321. 
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5.1. Introduction 
Many countries are looking to bioenergy as a means to achieve climate and 
renewable energy goals (Bacovsky et al., 2016). The long-term energy system 
models show that bioenergy has a key part to play in meeting the climate-change 
mitigation goals outlined in the Paris agreement (IEA, 2016; IPCC, 2015). Biomass 
feedstocks are a versatile renewable energy source and can be used to produce 
renewable energy for heat, electricity and transport. Biomass can be converted 
into refined liquid, solid or gaseous fuels, and there are several production 
pathways possible for most feedstock types. Many countries already have policies 
in place to develop the use of bioenergy in all three end-use sectors (Dina 
Bacovsky et al., 2016). Further policy interventions will be required to make long-
term decarbonisation goals a reality.  
The versatility of bioenergy offers many options for policymakers but it also adds 
complexity and brings a significant risk of unintended consequences (Creutzig et 
al., 2012; Havlík et al., 2011; Muench and Guenther, 2013; Yamamoto et al., 
1999). Policymakers should be aware of the impacts that policies, intended to 
stimulate the use of bioenergy through one particular pathway, can have on other 
bioenergy pathways, as well as on non-energy markets for biomass feedstock. 
Policy initiatives that increase bioenergy production in one sector at the expense 
of bioenergy output in another are counterproductive. In a recent policy design 
initiative for renewable heat in Ireland, several of these challenges were apparent. 
A modelling solution was sought to address these issues. This required the 
development of a novel methodology that goes beyond those previously published 
in the literature. The purpose of this chapter is to share the knowledge gained so 
as to inform similar efforts elsewhere. Bazilian et al. make the important point 
that, while several models are available to examine energy and other water, food 
and land-use questions, these are often focused on long-term policy research-
orientated work rather than short-term applied policy decision support tools 
(Bazilian et al., 2011b).  
BioHEAT is a techno-economic simulation model of bioenergy supply chains in 
Ireland. It follows previous approaches in incorporating a detailed representation 
of bioenergy supply. It goes beyond many of these by including cost-effective 
allocation of limited bioenergy resources between the power, transport and heat 
end-use sectors. Bioenergy-related demand for heat is typically treated as an 
external input in other approaches (Cambero and Sowlati, 2014; De Meyer et al., 
2014; Freppaz et al., 2004; Mafakheri and Nasiri, 2014; Shabani et al., 2013). 
Bioenergy-related models that include representations of consumer behaviour 
seem to be absent (this review did not find any examples). The simulation of 
consumer behaviour and decision-making is a particularly novel approach and can 
have applications for heat-sector modelling beyond renewable uptake.   
Much of the research and modelling to inform bioenergy decisions is focused on 
specific aspects of the supply chain such as: 
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 the most optimal way to use an individual resource or supply chain (Alex 
Marvin et al., 2012; An et al., 2011; Andersen et al., 2012; Chen and Fan, 
2012; Cundiff et al., 1997; Dunnett et al., 2008; Freppaz et al., 2004; 
Frombo et al., 2009; Huang et al., 2010; Iakovou et al., 2010; O’Shea et 
al., 2017; Parker et al., 2010; Sacchelli et al., 2013; Walther et al., 2012); 
 where to locate a bioenergy-producing plant and what size a plant should 
be (Comber et al., 2015; Franco et al., 2015; Höhn et al., 2014; Leduc et 
al., 2008, 2010; Ma et al., 2005; Natarajan et al., 2012; O’Shea et al., 
2017; Rauch and Gronalt, 2010; Schmidt et al., 2010a; Shi et al., 2008; 
Steubing et al., 2014; Sultana and Kumar, 2012; Tursun et al., 2008; Vera 
et al., 2010; Vukašinović and Gordić, 2016; Zhang et al., 2011), 
 and factors influencing refining costs (Mobini et al., 2013; Tittmann et al., 
2010; Wetterlund et al., 2012). Others focus on what might be required 
from policy interventions in order to bring about uptake of a certain 
technology or feedstock (Gonzalez-Salazar et al., 2016; Kalt and Kranzl, 
2011; Schmidt et al., 2010b; Steubing et al., 2012a; Wahlund et al., 2004).  
Optimisation models for bioenergy supply chains are common. De Meyer et al. 
examined the use of optimisation methods in the design and management of the 
upstream supply chain (De Meyer et al., 2014). They conclude that models are 
usually developed for specific cases that address a particular part of the supply 
chain at one point in the hierarchical decision level. Most models address the 
optimisation problem from the plant or bioenergy user’s point of view. Mafakheri 
and Nasiri (2014) reviewed the modelling of biomass to energy supply-chain 
operations. They point to the limited research about certain aspects of biomass 
supply chains. A conclusion from the review highlighted the lack of evidence on 
the extent of the policy impact on the design and management of biomass supply 
chains. Shabani et al. (2013) reviewed value-chain optimisation of forest biomass 
for bioenergy production. The optimisation models reviewed tended to deal with 
location-specific or end-use sector questions such as technology choice, plant size 
and location, storage location, product mix and environmental and social 
objectives. Cambero and Sowlati (2014) also reviewed the literature on forest 
biomass supply-chain assessment and optimisation. Many of the models reviewed 
considered energy demand as an exogenous constraint to be met in the 
optimisation and did not examine the cross-cutting impact on other supply chains 
or bioenergy end uses. 
Mitchell et al. developed a decision support tool as part of a project under the 
International Energy Agency’s Technology Collaboration on bioenergy, called the 
BioEnergy Assessment Model (BEAM) (Mitchell et al., 1995; Mitchell, 2000). The 
BEAM model allowed a techno-economic assessment of biomass-to-energy policy 
schemes. The model has modules that characterise the economics of feedstock 
supply, pre-treatment and conversion into a final product. The case studies 
presented in these papers inputted demand for bioenergy products – electricity 
and ethanol – as exogenous factors, and the model generates estimates of the 
costs of meeting those demands. Freppaz et al. (2004) is a often-cited example 
of an optimisation approach. The model seeks to minimise the costs related to 
plant, transportation, biomass harvesting costs and energy distribution. The 
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constraints to be satisfied include a requirement to meet a proportion of the 
thermal energy demand in a given area. The model decides on the annual biomass 
use and plant size. The only policy variable included is a constraint to specify the 
minimum amount of energy that must come from renewable sources in a given 
area. Some models focus on optimising the supply chain to a refinery without 
consideration of the final energy use (Mobini et al., 2013; Wetterlund et al., 2012). 
The specification of biomass supply chains in BioHEAT has mirrored the 
predominant approaches outlined in the literature, which include recourse costs, 
transport costs, refining costs and conversion costs.   
A few of the modelling methods have been applied to high-level policy analysis. 
Kalt and Kranzl (2011) assessed the economic efficiency of bioenergy policy using 
a techno-economic model. The cost of energy production for clusters of bioenergy 
technologies is compared with a reference system. The model does not estimate 
uptake in a detailed way, but rather compares the costs of energy production and 
evaluates a mitigation cost based on this. This method helps with a broad 
assessment of policy but is not suitable for uptake assessments and does not tell 
policymakers anything on the cross-cutting impacts of a policy implementation. 
Wahlund et al. (2004) take a similar approach, comparing the cost of replacing a 
reference fossil fuel in each of the heat electricity and transport sectors, based on 
an evaluation of the supply-chain costs. Schmidt et al. (2010b) looked at the cost-
effectiveness of various bioenergy-related policy instruments in Austria to support 
advanced bioenergy conversion technologies. BioHEAT focuses on the policymaker 
perspective.  
The inclusion of energy demand, especially heat demand, has taken various high-
level approaches. Schmidt et al. (2010a) developed a spatially explicit 
optimisation model for domestic forest biomass production and use in Austria. The 
model used detailed data on forest supply-chain costs and a representation of heat 
demand to examine the comparative cost of wood-pellet heating compared to CHP 
and gasification technologies. Heat demand is based on high-level factors such as 
number of employees for commercial and industrial demand and average 
consumption values by age and type of house in the residential sector. Steubing 
et al. (2012) implemented an optimisation model to examine the best use of 
residual and waste biomass in the EU. The model assesses the alternative uses of 
bioenergy between the heat transport and electricity generation options. Heat 
demand is based on aggregate energy balance data, divided simply into heat for 
household use and heat for industrial use. Steubing in a separate paper looked at 
identifying the optimal plant sizes and locations for wood-based SNG from an 
environmental and economic perspective (Steubing et al., 2014). Bentsen et al. 
(2014) developed an optimisation model to minimise the energy system emissions 
by allocating biomass resources to meet energy services. They use supply cost 
curves of biomass as inputs and include supply-chain emissions from biomass in 
the optimisation. Tan et al. (2012) developed a fuzzy optimisation model for 
biomass production and trade. Within the model, bioenergy demand in each region 
is an input specified by a lower limit and a tolerance level. The Global Biomass 
Optimisation Model (GLOBIOM) uses a partial economic equilibrium methodology 
to determine the land-use change implications of bioenergy policy (Havlík et al., 
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2011). Demand for bioenergy resources is passed to the model, and the prices for 
bioenergy feedstock, and thus the supply-side response, are determined 
endogenously through the product balance constraint. The BioHEAT model 
estimates for heat demand are developed in a detailed way and the decision to 
move to a renewable heat technology is not solely influenced by the cost. The 
specification of building archetypes in BioHEAT allows a more representative 
analysis of the likely demands for bioenergy and other forms of renewable heat. 
Demand for bioenergy in the electricity and transport sectors is specified in a 
similar way to other models in the literature and, in the case of electricity, can 
also be limited by economic considerations.  
The extensive barriers to heating-related investments are well documented 
(Clancy et al., 2017; DeCanio, 1993; Schleich, 2009; Sorrell, 2004). Heat 
consumers do not make choices solely on technology costs and paybacks. Models 
that characterise the choice preferences of consumers have shown the relative 
importance of technology, building and consumer characteristics on uptake 
decisions (Braun, 2010; Rouvinen and Matero, 2013). Horschig and Thrän suggest 
that hybrid models can minimise the drawbacks of using one single approach and 
recommend that policymakers strive to use several modelling approaches in 
determining a course of action. They also point to the promise of using linking 
approaches to combine models to answer a broader set of questions (Horschig 
and Thrän, 2017). Pfenninger et al. (2014) identify the development of models 
that represent human behaviour as a key emerging approach. The BioHEAT model 
incorporates consumer behaviour in the heat sector with a simulation of a range 
of bioenergy supply chains. The representation of consumer decision-making is a 
particularly novel approach. 
The specification of biomass supply chains in BioHEAT has mirrored the 
predominant approaches outlined in the literature. The detailed way heat demand 
is handled and the incorporation of consumer decision-making in that sector are 
additional contributions to the knowledge in this area. It also connects research 
on bioenergy systems, consumer behaviour, and the development of policy 
interventions in practice.  
The focus on the modelling from a policymaker perspective is also a novel aspect. 
Much of the literature focuses either on bioenergy from the perspective of an agent 
in the supply chain or on broad policy evaluations. Policymakers are concerned 
with understanding the impact a measure may have on uptake of specific types of 
technologies and how a policy in one sector may affect policy objectives in another. 
The method outlined here is a useful addition to the literature in this regard. The 
model was used as part of the design of a renewable heat incentive policy in 
Ireland. Pfenninger et al. (2014) identify transparency as a key way to improve 
some of the shortcomings of the modelling field. The description of BioHEAT in 
this chapter is intended to contribute to this goal as well as to contribute to 
literature on the modelling of bioenergy-related questions from a policymaking 
perspective. 
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In this chapter, Section 5.2 outlines the modelling method in detail; Section 5.3 
describes the key data inputs; Section 5.4 presents the results of some illustrative 
scenarios; Section 5.5 discusses the results in the context of BioHEAT as a tool to 
aid policymaking, and Section 5.6 concludes.  
5.2. Method 
BioHEAT is a techno-economic model that combines cost-effective allocation of 
limited raw bioenergy resources in Ireland based on: up-to-date bioenergy 
resource costs and availability; refining and transportation costs; competition for 
bioenergy resources between the power, transport and heat sectors, and uptake 
of renewable heat technologies that incorporates consumer behaviour. 
The model is the culmination of a number of years work in this. My initial efforts 
to examine the use of the bioenergy resource in Ireland involved the development 
of linear programming models that sought to minimise the cost of bioenergy 
technology deployment and use. I implemented this model, known as the 
BioEnergy Analysis Model, to inform Ireland’s National Renewable Action Plan 
(NREAP) submission to the EU commission (NREAP's, 2011). The initial 
representation of the heat sector in the model was limited - technology cost at 
different sizes were represented and these were deployed to meet demand in each 
of the economic sub-sectors of residential, commercial, public sector and industry. 
Subsequently, a representation of the hidden costs faced by sites installing 
renewable heat technologies was developed. These costs included the space 
requirement for storage of wood fuels and the higher ongoing management costs 
associated with managing fuel deliveries. This improved the representation but 
predicated uptake still showed an overly optimistic trajectory for the uptake of 
renewable heat technologies. Previous work on technology choice had addressed 
this problem by examining how different consumer cohorts respond to technology 
attributes (Braun, 2010; Rouvinen and Matero, 2013). In collaboration with 
Element Energy (and some of the co-authors of this paper) an approach was used 
to develop a more detailed representation of the heat sector that included 
consumer choice. I developed a soft inking method and used both models to 
examine policy options for the heat sector in Ireland. The models were solved until 
renewable heat output converged in both models. The modelling informed the 
Draft Bioenergy Action Plan published in 2014 including the recommendation to 
implement a renewable heat incentive (Department of Communications, Climate 
Action and Environment, 2014). A report I authored for SEAI details the modelling 
method and the scenarios examined as part of the analysis for the plan (Clancy, 
2015). Further work in Ireland on the potential for energy efficiency further refined 
the representation of heat demand and consumer decision making (Scheer et al., 
2015). I initiated a further project to incorporate this approach into the heat 
modelling. This also allowed a full integration of both the heat and the bioenergy 
models. The model was developed with a focus on the design of a renewable heat 
incentive policy in Ireland. The model name – BioHEAT – describes the integration 
of the bioenergy and heat sector and highlights the detailed and novel 
representation of the heat sector.   
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BioHEAT splits energy demand into three broad sectors. Electricity generation 
technologies such as co-firing, landfill gas, biomass CHP, anaerobic digestion and 
waste to energy are referred to as “Power”. The biofuels that can be used in the 
transport sector, such as bioethanol, biodiesel and biomethane, are included in 
“Transport”. “Heat” includes all the heating technologies that can be used to meet 
the heating demand in the residential, commercial, public and industry sectors, 
such as ASHP (air-source heat pump), GSHP (ground-source heat pump), biomass 
boiler, biomass CHP (combined heat and power), gas CHP, gas boiler, oil boiler, 
resistive electric heating, solid-fuel boiler, district heating and biogas injection to 
grid.  
The model can apply a range of policy interventions, which can be combined to 
create policy packages including upfront grant support, renewable heat incentive, 
low-interest loans, public procurement (mandatory uptake of renewable heat 
technologies in the public sector), retail tax reduction in Heat; feed-in tariffs in 
Power, and biofuel incentives and mandates in Transport. The model also has the 
functionality to add levies on fossil fuel and increase carbon tax in all sectors. 
The modelling process has five key steps, which are illustrated in Figure 5-1 and 
explained in more detail in the subsequent sections: 
1. Calculation of the cost of bioenergy pathways for Heat, Power and 
Transport based on bioenergy resource supply curves, bioenergy 
pathways that map these resources to products/technologies, and cost 
data on transport, refining, technology and fuel prices 
2. Identification of least-cost way to meet demand in Transport and Power 
3. Calculation of uptake of technologies in Heat based on a detailed 
representation of consumer investment behaviour in domestic, 
commercial, public and industry sectors, suitability of technologies for 
different building types, and detailed data on consumer investment 
behaviour 
4. Prioritisation of the Heat, Power and Transport sectors to model the 
interactions between sectors 
5. Allocation of bioenergy resource over time considering resource 
limitations, uptake of bioenergy and heating technologies, and 
competition between Heat, Power and Transport 
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Figure 5-1: BioHEAT model diagram 
5.2.1. Cost of bioenergy pathways 
A bioenergy production pathway typically includes some elements of harvesting, 
drying or pre-treatment, transportation, refining and combustion. These elements, 
along with the underlying economics of the feedstock, determine the cost of 
producing energy from biomass through a given pathway. How these costs 
compare to the fossil-fuel or other renewable energy alternatives is a key factor 
in determining how much and in which end-use sector bioenergy is used.  
The model currently includes 99 distinct bioenergy pathways that can use Irish 
biomass resources to meet the demand in Power, Heat and Transport, as 
illustrated in Figure 5-2. Imported bioenergy resources can be used directly by 
new pathways, or to meet bioenergy demand. It is assumed that the supply of 
fuel to existing demand does not change through the modelling time horizon. 
BioHEAT has the flexibility to add new pathways as needed. These could consist 
of a new resource, new refined product, new end-use technology or a new way of 
using an existing crop with an end-use technology. A full description of the 
resources is included in the table below: 
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Table 5-1: Resources included in the BioHEAT model 
Resource Resource category 
Forest thinnings and residues (Forest) Forestry 
Sawmill residues (Sawmill) Other by-products and waste 
Post-Consumer Recycled Wood (PCRW) Other by-products and waste 
Straw Agricultural waste and residues 
Miscanthus Energy crops 
Short Rotation Coppice Willow (Willow) Energy crops 
Residual Solid Municipal Solid Waste (MSW) Other by-products and waste 
Grass Silage (Crops anaerobic) Energy crops 
Pig and cattle manure (Pig/cattle) Agricultural waste and residues 
Industrial Food waste Other by-products and waste 
Biodegradable municipal solid waste incl. separated food 
waste (BMSW)  
Other by-products and waste 
Tallow Other by-products and waste 
Oil Seed Rape (OSR) Energy crops 
Used cooking oil and recycled vegetable oil (RVO) Other by-products and waste 
Wheat Energy crops 
 
Figure 5-2: Bioenergy pathways in BioHEAT.  
Bioenergy supply curves that represent the cost (€/kWh) and available potential 
(in TJ or GWh) for bioenergy resources for low, central and high-cost tranches19 
until 2030 provide the constraints on the availability of the bioenergy resources. 
                                       
19 This specification mirrors the Irish bioenergy supply curve data but it is possible to increase the 
number of tranches in the model. 
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Bioenergy pathways represent how these resources can be used by end users in 
the heat, power and transport sectors, either directly or after being converted to 
a refined product via refining technologies. The levelised cost of energy for each 
pathway (€/kWh) is calculated based on: the cost of each biomass resource in a 
given year for every cost tranche; the cost of refining technologies (where a 
resource is converted to a refined product), transportation costs, and end-use 
technology cost. Refining costs are based on annual output, capex, opex, discount 
rate and technology lifetime. Transport costs are calculated based on the 
transportation distances, freight capacity, fuel consumption, energy content, mass 
density and cost of transport fuel. Technology costs for Power are based on 
marginal capex, marginal opex, thermal efficiency, electrical efficiency, 
availability, discount rate, and economic life; for Transport are based on marginal 
capex and thermal efficiency; and for Heat are based on marginal capex, marginal 
opex, thermal efficiency, fixed capex, fixed opex, max size, electrical efficiency, 
discount rate, economic life, fixed hidden cost, and marginal hidden cost. 
For instance, the cost of wood chip for a consumer in Heat depends on the cost of 
the available raw resource (e.g. willow or forest residues), the cost of refining at 
a wood chipping plant, and the cost of transportation based on the stock-weighted 
distances between raw resource and chipping plant and between chipping plant 
and end consumer.  
The equation (1) below details how the cost of bioenergy supply pathways is 
calculated.  
 
 𝐿𝐶𝑝,𝑐,𝑟 = 𝐿𝐶𝑐 + 𝐿𝐶𝑡,𝑐,𝑠 + 𝐿𝐶𝑡,𝑐,𝑟 + 𝐿𝐶𝑡,𝑟,𝑠 + 𝐿𝐶𝑟𝑡 + 𝐿𝐶𝑒𝑡 (1) 
 
Levelised cost is denoted by LC and the subscripts identify: pathway (p), 
resource/crop (c), sector (s), refined product (r), transport (t), transportation fuel 
(f), refining technology (rt) and end-use technology (et). Levelised cost for 
refining/end-use technology is calculated by equation (2)   
 
LCrt =
Crt  x  (1 − drt)






where C, O, S and l are capital cost (€), annual operating cost (€/y), annual output 
(kWh/y) and lifetime (years) of refining technology. d is the discount factor as 
determined by equation (3) 




where i is the interest rate for a typical refining/end-use technology. 
Transportation costs are determined by equation (4) for bioenergy resources that 
travel directly to an energy end-use conversion technology.  
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LCt,c,s =





Equation (5) captures the case where bioenergy resources travel first to a refining 
process and then by equation (6) for onwards transportation to end use.   
            LCt,c,r =












   
The transportation cost is calculated as the product of the distance D (km), 
transportation fuel consumption E (kWh/km) and transportation fuel cost LC 
(€/kWh) divided by the transportation crop/refined product capacity (kWh). The 
transportation crop/refined product capacity is based on the freight capacity (kg 
or m3) and the crop/refined product energy density (kWh/kg or kWh/m3). 
Equations (2), (5) and (6) go to zero in a bioenergy pathway that uses a bioenergy 
resource directly without a refining step.   
The cost of the end-use conversion technologies is given by equation (7) 
 
LCet =
Cet  x  (1 − det)







where C, O, S and l are capital cost (€), annual operating cost (€/y), annual output 
(kWh/y) and lifetime (years) of end-use technology. d is the discount factor as 
determined by equation (3). 
5.2.2. Least-cost way to meet demand in Transport and Power sectors 
The bioenergy demands in the transport and power sectors are defined 
exogenously for each year and for each pathway, technology or sector. These 
demands are met at least cost, based on the economic ranking order of all possible 
bioenergy pathways available to meet the demand. The priority ranking of meeting 
bioenergy demands in Transport and Power is as follows: 
1 First, if the exogenous inputs specify a certain demand to be met by a 
pathway (e.g. 10 GWh generation via co-firing using forestry residues), 
then that pathway is prioritised subject to availability of the bioenergy 
resource. 
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2 Second, if the exogenous inputs specify a certain demand to be met by a 
particular technology (e.g. 100GWh generation via co-firing), then all 
pathways that use that technology are ranked based on their cost, and the 
cheapest pathways with available raw bioenergy resource are then used to 
meet the technology demand. 
3 Finally, the remaining pathways are ranked based on their cost, and the 
cheapest pathways with available bioenergy resource are then used to meet 
the residual sector demand (e.g. 200GWh of additional generation via 
bioenergy resource). 
For pathways in the Power sector, an additional economic constraint can be applied 
to limit the generation to an amount that is economic. A pathway is only used to 
meet the exogenously specified demand if the cost of generation is lower than the 
price available for the electricity output from the technology. The price available 
may be defined as the market price for electricity or a policy tariff level.  
If the demand is defined exogenously for a pathway, then the rank, R, is calculated 
as specified in equation (8) and utilisation, U, is determined by equation (9): 
 
Rp,n = 1 +∑ {
0, if LCp,n < LCp,i and Dp,i > 0
1, if LCp,n > LCp,i and Dp,i > 0






 Up,R = min( Dp, Ac) (9) 
LC is the levelised cost in €/kWh, D is the exogenous demand in kWh and A is the 
availability in kWh. Subscripts are used for pathway (p), end-use technology (et), 
total number of pathways (t), pathway being considered (n), pathway being 
compared (i), pathway already utilised (j), resource (c) and sector (s). 
If the demand is defined for the technology used in the pathway, then the rank is 
calculated as in equations (10) and (11): 
 





 0, if LCp,n < LCp,i and Dp,i = 0 and Det,i > 0
1, if LCp,n > LCp,i and Dp,i = 0 and Det,i > 0
1, if Dp,i > 0 







Up,R = min(Dt − ∑ Up,j
R−1
j=1
 , Ac) 
(11) 
For all other pathways, the rank is calculated as: 
 
 
Rp,n = 1 +∑ {
0, if LCp,n < LCp,i and Dp,i = 0 and Det,i = 0
1, if LCp,n > LCp,i and Dp,i = 0 and Det,i = 0
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Up,R = min(Ds − ∑ Up,j
R−1
j=1
 , Ac) 
(13) 
The available bioenergy resource and refined product resource for each sector is 
based on total resource in the year less the existing cumulative consumption of 
all sectors. The additional uptake in the higher-ranked sectors (e.g. the available 
bioenergy resource in 2020) is the total resource less the cumulative uptake in all 
sectors up to 2020. The higher ranking of the Power and Transport sectors leads 
to additional consumption, and thus the available resource for the Heat sector is 
further reduced by new uptake in 2020 in the Power and Transport sectors.   
The total cost of each bioenergy pathway is compared to the cost of counterfactual 
energy (e.g. electricity, gasoline, diesel, etc) to calculate the savings per use of 
bioenergy (€/kWh). Any financial incentives such as electricity feed-in tariffs or 
biofuel incentives are taken into account. The pathways are ranked according to 
the value of the savings. Pathways are then deployed in descending order until 
the demand in the Transport and Power sectors is met. The remaining raw 
bioenergy resource is then available for use in the Heat sector uptake. 
5.2.3. Consumer investment behaviour to calculate uptake of heating 
technologies 
The representation of the heat end-use sector is a key innovation in the modelling 
approach. BioHEAT contains a detailed breakdown of the building and heat sector 
stock in Ireland. The BioHEAT model uses the heating demand of the buildings to 
determine the cost of heating technologies as well as the ongoing fuel costs and 
revenues from policy incentives if specific constraints are defined for subsidy 
eligibility.  
The uptake of renewable heat technologies at individual building level in the model 
is calculated based on a model of the consumer investment decision-making 
process (Figure 5-3). This consists of a series of ‘barriers’ to the uptake of 
renewable heat technologies.  
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Figure 5-3: Illustration of the consumer decision-making process 
The decision-making process is represented based on the results of detailed and 
representative surveys of consumer behaviour. Therefore, the consumer choice 
aspect of the BioHEAT model has been empirically determined outside of the 
theoretical framework of models that conceptualise consumer decision making but 
the approach does align with these. The work of Jackson (2005) provides a 
comprehensive review of the different models of consumer behaviour and 
behaviour change. Jackson outlines approaches ranging from the rational self-
interested agent model to models that account for a more complete representation 
of consumer behaviour. More complete representations allow for consumer habits, 
attitudes and values as well as situational factors, social influences and personal 
capabilities to be incorporated. These more complete models have shown greater 
predictive power (Klöckner, 2013) and can represent the ‘attitude-behaviour gap’ 
other empirical work has identified (Young et al., 2010).   
The conceptual framework for decision-making used in BioHEAT falls under this 
theoretical framework. Jackson (2005) mentions that: “a good conceptual model 
requires a balance between parsimony and explanatory completeness”. Jackson 
also details how a representation of consumer behaviour should account for both 
internal (cognitive) and external (situational) factors (Jackson, 2005). BioHEAT’s 
use of empirically determined values for consumer decision making behaviours, 
through a staged decision making process, approaches these aims.  
The stages are described below and illustrated in Figure 5-3 are useful from a 
policy intervention point of view. Tools that can influence consumer behaviour can 
be deployed to increase awareness and engagement with the options available. 
For example, traditional information programmes can help bridge knowledge gaps 
and lower hassle factors. Newer programmes focused on consumer behaviour 
change can also target these early stages – for example the behavioural science 
on nudge theory can be effective in overcoming some of the inertia in consumer 
choices (Leonard, 2008). The latter stages of the decision making process can be 
influenced by financial incentives.  
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Awareness and engagement: The first aspect of the decision-making process 
is the segmentation of the consumer population on the basis of ‘awareness and 
engagement’. The characteristics of consumer types make them more or less likely 
to engage with an energy decision. A fraction of ‘laggards’ for each consumer 
archetype is defined in BioHEAT, as explained in Section 5.5.3. This stage 
empirically captures some of the internal cognitive influences in an aggregate way. 
Jackson (2005) lists the individual factors as: motivations, attitudes, value, social 
influences, capabilities and habits of consumers as important internal factors.  
Decision-making frequency and trigger points: The decision frequency is the 
frequency with which consumers make purchasing decisions (whether positive or 
negative) regarding their heating technology. This stage captures an important 
situational factor. The representation of the suitability of individual technology for 
specific sites also adds to the representation of situational factors.  
Budget constraints: Lack of sufficient funds for renewable heating upgrade 
might be a key barrier, especially in the residential sector, due to the lack of 
accessible finance for renewable heating investments. The model has the 
functionality to apply budget constraints, which can limit uptake of renewable heat 
technologies unless loans or grants are available. This step captures the influence 
of the heuristic behaviours some consumers use.   
Consumers’ willingness to pay: The final step in the consumer decision-making 
process is the calculation of consumers’ willingness-to-pay for each renewable 
heating technology based on the simple payback period of each renewable heating 
technology and willingness-to-pay curves for each sector, which represent the 
percentage of consumers willing to invest in a technology offering a given simple 
payback on investment. This part of the model captures the stated preferences of 
different consumer groups that includes the range of influential internal cognitive 
and external situational factors. These curves are presented in Section 5.5.3.  
The payback period calculation is described in equation (14), where C is the capital 
cost in €, H is the hidden cost in €, V is the VAT reduction in €, L is the upfront 
loan in €, G is the grant subsidy in €, O is the annual maintenance cost in €/y, F 
is the annual fuel cost in €/y, R is the annual revenue in €/y, P is the annual policy 
payments in €/y, and I is the annual loan repayments in €/y. Subscripts are used 
for end-use technology (et), counterfactual technology (ct), electricity (e) and 
heat (h). 
 Pet =
Cet + Het − Cct − Vet − Let − Get 
Oct + Fct + Ret,e + Pet,h − Oet − Fet − Iet 
 (14) 
A simple payback period is calculated for each heating technology and compared 
with the willingness-to-pay curves for each consumer type in order to identify the 
fraction that are likely to choose that heating technology. However, given that 
there is competition between several technologies, the total uptake is determined 
by the heating technology with the lowest payback period and hence the highest 
uptake fraction. The total uptake is shared between the competing technologies 
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weighted by their individual uptake, with the most cost-effective technology still 
having the highest share. 
For instance, if the laggard fraction is 25% for an illustrative building/consumer 
archetype, which represents 100 buildings in Ireland, 75 consumers would 
normally consider renewable heating options. Assuming a decision-making 
frequency of 15 years, only five consumers would normally replace their heating 
systems each year. Even if we assume that all of these consumers have enough 
budget and 60% of the consumers are willing to invest in a given technology based 
on the payback period, only three consumers would install a renewable heat 
technology per annum. This simple example illustrates the impact of the decision-
making process on the uptake of renewable heat technologies. 
BioHEAT also has the functionality to consider the uptake of district heating and 
injection of biomethane to the gas grid. If these are defined by the user, the 
uptake of renewable heating in the heat sector is broken into three categories:  
First, the exogenously defined uptake of district heating is applied as the rollout 
of such schemes reduces the remaining potential for further renewable heating 
uptake at consumer level. The rollout also defines the demand for bioenergy from 
district heating if biomass boilers or CHP technologies are used. This is a useful 
functionality to understand the impact of potential district heating schemes in 
Ireland on the uptake of renewable heat technologies. 
Secondly, for some pathways no additional capex is required for an existing 
technology to switch from the fossil fuel to bioenergy, e.g. a gas boiler switching 
from grid natural gas to grid-injected biomethane. For these pathways, bioenergy 
will displace the fuel where the levelised cost of the equivalent biofuel is lower 
than that of the fuel. Exogenous inputs specify what fuels can be directly replaced 
for each pathway. 
Finally, consumer-level uptake of renewable heating technologies is considered, 
as explained above. The technical potential for this uptake depends upon the 
remaining stock not already supplied by district heating and not already having 
substituted their fuel for an equivalent biofuel, as per the previous point.  
5.2.4. Interaction between heat, power and transport sectors 
One of the key strengths of the model is its ability to treat potential interaction 
between various sectors and technologies. This is an important functionality to 
examine the potential indirect impacts of a policy in one end-use sector on the 
bioenergy use in another sector.  
To represent this, the model allows prioritisation of the end-use sectors for access 
to bioenergy resources. In this case the demands of Power, Transport and Heat 
are met in the order of their ranking, and the remaining bioenergy resource is 
then used by the next sector in each year. The default is for Power and Transport 
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demands to be met first, with the remaining bioenergy available for use in the 
heat sector. 
For instance, if the power sector is prioritised in the model (assuming that power 
plants might be able to have access to the lowest-cost biomass resources as they 
offer bigger and longer contracts), BioHEAT allocates available biomass resource 
to the power plants cost-effectively in each year and calculates the cost of 
remaining biomass resource that can be used in the heat sector. Instead of 
meeting a pre-defined biomass demand in the heat sector at least cost, the model 
endogenously calculates the uptake of biomass boilers based on the costs of 
biomass and competition between alternative fossil fuels and other renewable heat 
technologies such as heat pumps. If the cost of remaining biomass resource is 
higher, the model estimates a lower uptake of biomass boilers as consumers 
consider the cost of fuel when making investment decisions in renewable heat 
technologies. 
5.2.5. Allocation of bioenergy resource over time 
The model assigns bioenergy resources to various bioenergy pathways on an 
annual basis. Once bioenergy resource is assigned to a pathway (due to 
exogenously specified demand) or to the heat sector based on consumer uptake, 
then at least this amount of resource is used in all of the subsequent years (since 
the model run years are within the lifetime of all technologies and thus decisions 
on fuel switching are not repeated). Thus there is no reduction of bioenergy 
consumption and the model only calculates the annual additional demand from 
pathways and consumer uptake. The available bioenergy resource for a sector in 
a given year is calculated using the equation (15), where A is the available crop 
resource in kWh and U is the historic sector utilisation in kWh. Subscripts are used 
for resource/crop (c), sector (s), rank of active sector (R), current year (y), rank 
of sectors already considered (i), historic year (j), and total number of sectors (t).  










The key data used to populate BioHEAT to run two scenarios (i.e. Baseline and 
Carbon Tax) is explained in the sections below.  
5.3.1. Cost of bioenergy pathways 
5.3.1.1. Bioenergy supply curves  
The cost and available potential for all resources for low, central and high scenarios 
for 2015-2030 are included in BioHEAT based on the data from the ‘Bioenergy 
Supply in Ireland 2015-2035’ report (Ricardo Energy and Environment, 2016). 
The report details the availability and cost of bioenergy resources based on Irish 
data for 14 different feedstock types. The study indicates that if market prices for 
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bioenergy resources are high enough and supply-side barriers are addressed, the 
total amount of bioenergy produced in Ireland could be as high as 138 PJ by 2035, 
which is substantially higher than the total primary energy demand of bioenergy 
of 19.6 PJ in 2014.  
Imported bioenergy resources are also included in the model for refined solid 
biomass, biodiesel and biogasoline. The cost of imported biomass can be varied. 
It is assumed to be €0.038/kWh in Power and €0.069/kWh in Heat for the 
scenarios examined. Costs of imported biodiesel and biogasoline are assumed to 
be €0.11/kWh and €0.07/kWh, respectively. Around 488 GWh of imported 
biomass is assumed to be used for co-firing in Power, based on the Irish Energy 
Balance data, and all current and future demand in Transport can be met by 
imported biogasoline and biodiesel. Uptake of imported biomass in Heat is 
constrained by its price and consumers’ investment behaviour.  
5.3.1.2. Refining and transportation costs 
Detailed data on refining and transportation are included. Specifications of the 
refining technologies are based on total capital cost, annual operating 
maintenance cost, annual fuel (oil/electricity) requirement, annual output and 
economic life. 
The cost of transporting resources or refined products to refineries or end-use 
technologies is calculated based on transport vehicle fuel type, fuel consumption, 
maximum freight mass, maximum freight volume, resource or refined product 
energy density, and resource or refined product density (Fealy et al., 2012; Devlin, 
2010). Weighted average distances of resource to refinery, resource to end use 
and refined product to end use are defined for all sectors and refined products. 
Wood-chip and pellet refining costs were calibrated to the delivered market prices 
in 2016 for these refined products (€0.039/kWh and €0.057/kWh for chips and 
pellets, respectively).  
5.3.2. Least-cost way to meet demand in Transport and Power sectors 
In the power sector, BioHEAT includes co-firing, landfill gas power generation, 
waste-to-energy, anaerobic digestion power generation, and biomass CHP. For 
each technology, capital expenditure (capex) (€/kWe), operating expenditure 
(opex) (€/kWe/y), fuel conversion efficiency, lifetime and fuel type are defined 
(Clancy, 2015).  
The following sector and technology-specific demands were defined for the 
transport and power sectors, based on modelling carried out by SEAI on energy 
forecasts for Ireland (Scheer et al., 2016). Bioenergy demand in Transport is 
assumed to increase from ca. 8,100 TJ (2,250 GWh) in 2016 to 9,900 TJ (2,746 
GWh) in 2030 based on the trajectory published in the national energy forecasts 
for Ireland (Scheer et al., 2016). In the power sector, bioenergy demand is defined 
for co-firing (236 GWh), waste-to-energy (209 GWh), landfill gas power 
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generation (280 GWh), and biomass CHP (803 GWh) in terms of power output, 
based on information from SEAI energy forecast modelling. Around 80% of 
existing co-firing demand is assumed to be met by imported biomass (~190 GWh).  
5.3.3. Consumer investment behaviour to calculate uptake of heating 
technologies 
5.3.3.1. Consumer archetype definition 
BioHEAT is populated with best-available Irish data on building and Heat sector 
stock, which was developed as part of the ‘Unlocking the Energy Efficiency 
Opportunity’ study (Scheer et al., 2015). As part of the study, an extensive survey 
of commercial buildings was deployed and detailed datasets such as the Building 
Energy Rating (BER) and Non-Domestic-BER (ND-BER) databases were reviewed 
to identify the common characteristics of a limited number of building archetypes, 
which are used to represent the national stock. Building energy models such as 
Simplified Building Energy Model (SBEM) and Dwellings Energy Assessment 
Procedure (DEAP) were used to estimate the heat demands of these building 
archetypes. The model contains a detailed breakdown of the stock and consists of 
601 building archetypes, which are used to represent the Irish heat sector, 
including the following: 
 115 existing and nine new-build commercial-sector archetypes 
characterised by: building activity (office, retail, hotel, restaurant/public 
house or warehouse/storage); size (large or small); HVAC type; heating 
fuel type; wall condition; window condition; building type (e.g. mid-terraced 
or detached), and purpose (commercial-only or commercial and 
residential). The commercial building stock model was developed by 
surveying a statistically representative sample of commercial buildings in 
Ireland (Element Energy and The Research Perspective for SEAI, 2015a); 
linking the survey database with ND-BER and the Irish National Calculation 
Methodology (NCM) databases (SEAI, 2017b); selecting a sufficient number 
of archetypes for use in the national stock model, based on coverage of 
final energy, and constructing a national stock model using building energy 
outputs from the Simplified Building Energy Model (SBEM). A more detailed 
description of the methodology is provided in the methodology and 
technical assumptions appendix to the ‘Unlocking the Energy Efficiency 
Opportunity’ study (Element Energy for SEAI, 2015) 
 46 existing and six new-build public sector archetypes characterised by 
building activity (education, healthcare or office); size; HVAC type; heating 
fuel type, and wall/window condition. The public buildings stock was 
developed by estimating the total number of public buildings based on 
GeoBusiness and literature including SEAI public sector programme data; 
obtaining detailed data from the Irish Display Energy Certificates20 (DEC), 
ND-BER and NCM datasets; selecting a sufficient number of archetypes for 
                                       
20 Display Energy Certificates are required to be displayed for large buildings open to the public. 
They are based on the actual metered energy consumption of the building over a year. For more 
information, see http://www.seai.ie/Your_Building/BER/Large_Public_Buildings/DEC_FAQ/ 
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use in the national stock model based on coverage of final energy, and 
constructing a national stock model using building energy outputs from 
SBEM.  
 112 residential sector archetypes characterised by heating fuel type (i.e. 
electric, gas, oil and solid fuel), Building Energy Rating (BER) and building 
type (detached, semi-detached, terraced or flat). The sector archetypes 
were developed by reviewing the BER dataset and estimating building 
energy demand by using the official Irish procedure for calculating and 
assessing energy performance of domestic buildings – the Dwelling Energy 
Assessment Procedure (DEAP). 
 208 space heating and 95 low-temperature process heat industrial sector 
archetypes characterised by 13 industrial activity subsectors,21 EU 
Emissions Trading Scheme participation; participation in the national 
energy efficiency programme for large industry, and four heating fuel types. 
Note that none of the renewable heat technologies is deemed suitable to 
provide high-temperature process heat for industry. 
 10 agriculture sector archetypes, characterised by EU ETS status and size. 
Figure 5-4 shows the resultant heat demand in residential, commercial, public and 
industry sectors in 2016 by fuel type (excluding the high-temperature processes 
in industry). This includes the impact of energy efficiency uptake as the baseline 
heating demand is adjusted for savings resulting from the uptake of energy 
efficiency measures. This results in reducing demands at building archetype levels 
from 2016 to 2030. 
                                       
21 Basic metals and fabricated metal products; Food, beverages and tobacco; Other non-metallic 
mineral products; Electrical and optical equipment; Chemicals and man-made fibres; Wood and 
wood products; Other manufacturing; Non-energy mining; Rubber and plastic products; Machinery 
and equipment; Pulp, paper, publishing and printing; Transport equipment manufacture; and 
Textiles and textile products. 
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Figure 5-4: Heating demand by sector and fuel type in BioHEAT for 2016 (final energy) 
Building archetypes are also disaggregated into a number of ‘consumer 
archetypes’ to better represent the main differences in the decision-making 
process of different consumer types based on previous surveys (Element Energy 
and The Research Perspective for SEAI, 2015b). These include whether companies 
are large or small, whether the decision-maker is owner or tenant in the 
commercial sector, and whether the consumer is owner-occupier or 
tenant/private-landlord in the residential sector. The fraction of laggards, budget 
limit and willingness-to-pay curves are different for different consumer groups. 
Table 5-2: Existing energy production from technology pathways22 
Technology Bioenergy resource Demand (GWh) 
Co-firing Miscanthus 5 
Co-firing Sawmill residue 41 
Co-firing Imported solid biomass 190 
Waste to energy Solid MSW 95 
Landfill gas power generation Landfill gas 218 
Biodiesel Imported biodiesel 779 
Bioethanol Imported bioethanol 276 
Biomass CHP Post-consumer recovered wood 15 
Table 5-3: Existing uptake of renewable heat technologies 
Subsector Renewable technology Current heating demand met 
(GWh) 
Commercial Biomass boiler 269 
Commercial ASHP 153 
Commercial GSHP 29 
Commercial WSHP 14 
Industry Biomass boiler 1,623 
                                       
22 Bioenergy demand for power corresponds to power output. The model calculates how much 
bioenergy resource is needed to meet these power demands. 
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Industry Biomass CHP 69 
Residential Biomass boiler 155.2 
Residential ASHP 377 
Residential GSHP 70.7 
Residential WSHP 35.3 
Residential Solar thermal 140 
The current demands and uptake are also accounted for in the model. The data 
on existing uptake of bioenergy and heating technologies is based on the national 
energy balance (Howley and Holland, 2016a). The data used to populate BioHEAT 
is shown in Table 5-2 and Table 5-3. 
5.3.3.2. Heating technology cost, performance and suitability 
As of 2016, up-to-date data on capital cost, operating cost, hidden cost, typical 
size, load factor, efficiency, lifetime and suitability for all heating technologies in 
BioHEAT is based on recent extensive stakeholder engagement carried out as part 
of the design of the Renewable Heat Incentive (Element Energy for DCCAE and 
SEAI, 2017).  
5.3.3.3. Willingness-to-pay curves 
The following willingness-to-pay (WTP) curves are used in BioHEAT for owner 
occupiers and private landlords in the residential sector, commercial buildings, 
public buildings and industry. WTP curves for commercial buildings were derived 
using the data from the survey of consumer behaviour in the commercial sector 
in Ireland (Element Energy and The Research Perspective for SEAI, 2015b). WTP 
curves for public buildings and industrial organisations were derived using cost 
and savings data from around 200 energy-savings projects funded by the Better 
Energy Programmes in 2011 and 2012 (Element Energy and The Research 
Perspective for SEAI, 2015b). WTP curves for residential owner-occupiers and 
private landlords are from the consumer surveys undertaken and household 
survey data in the UK (Element Energy et al., 2008; CCC 2009). 
Willingness-to-pay curves represent the proportion of decision-makers who are 
predicted to invest in a given technology for a given payback period, as illustrated 
below (Figure 5-5). For example, based on the above studies it is estimated that 
half of residential owner-occupiers (who are aware/engaged, have sufficient 
budget and are considering replacing their heating technologies) will take up an 
investment with a payback of three years, while the corresponding number for 
private landlords is almost zero. For the same payback period of three years, more 
than 70% of companies are estimated to make an investment.   
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Figure 5-5: Willingness-to-pay curves used in BioHEAT 
5.3.3.4. Laggards and decision-making frequency 
The first aspect of the decision-making process is the segmentation of the 
consumer population on the basis of ‘awareness and engagement’. The survey 
information showed that energy use is not a top priority for approximately half the 
consumers in the Irish commercial sector (Clancy et al., 2017; Element Energy 
and The Research Perspective for SEAI, 2015b). These consumers are represented 
in the model as ‘laggards’ who do not consider renewable heat technologies unless 
regulation is in place. The fraction of laggards is defined for each archetype in 
BioHEAT. For instance, the fraction of laggards is almost 60% for some of the 
small retail shops, but less than 20% for some of the large offices. Table 5-3 




Sector Fraction of laggards Data sources 
Commercial Varies between 18% and 59% Survey of consumer behaviour in the 
commercial sector in Ireland (Element 
Energy and The Research Perspective for 
SEAI, 2015b)  
Industry 0% for LIEN23 companies and 33% for 
non-LIEN companies 
Survey of consumer behaviour in the 
commercial sector in Ireland (Element 
Energy and The Research Perspective for 
SEAI, 2015b)  
Public 0% - 
Residential Varies between 8% and 19%  Survey on energy efficiency loans in 
Ireland (Sustainable Energy Authority of 
Ireland, 2016b) 
                                       
23 The Large Industry Energy Network (LIEN) is a voluntary grouping, facilitated by SEAI focused on 
improving energy efficiency.  
Table 5-4: Fraction of laggards in BioHEAT 
  Chapter 5 
Modelling sustainable energy and 
the policy implications 119 Matthew Clancy 
The decision frequency is the frequency with which consumers make purchasing 
decisions (whether positive or negative) regarding their heating technology, and 
is thus an important limit to the rate at which renewable heating technologies can 
be taken up. The decision frequency is typically related to ‘trigger points’ at which 
consumers are most likely to consider renewable heating technologies. For heating 
technologies, this might be a major building renovation or an end-of-life 
replacement of a heating system. Boilers typically have a lifetime of around 15 
years, so the default assumption for the decision-making frequency in BioHEAT is 
every 15 years for all sectors. It is possible for policy interventions to increase the 
decision frequency as consumers may choose to retire an old technology early to 
avail of an incentive that is offered for a limited time period. On this basis, 
commercial, public and industry sectors’ decision-making frequency is increased 
to every five years if incentives for renewable heat output are introduced in the 
model.  
5.3.4. Fuel costs and emissions 
Fuel costs and CO2 prices and intensity for gas, oil, solid fossil (i.e. combination of 
peat and coal) and electricity are specified for domestic, commercial and industrial 
sectors. Gasoline and diesel prices are input for transport. The underlying 
commodity prices are defined for low, central and high scenarios for 2016-2030. 
2016 fuel costs are based on SEAI fuel cost comparison tables (SEAI, 2017c) and 
the UK Department of Energy and Climate Change (DECC) fuel cost projections 
(BEIS 2016) are used to determine the increase in base year prices. Consumption 
bands for gas and electricity prices are included in the model as building owners 
face different prices depending on their energy consumption, which have an 
impact on the likely uptake of renewable heat technologies. 
5.4. Illustrative scenarios and results 
A number of different policy instruments can be applied in BioHEAT and assessed 
under a wide range of sensitivities. To demonstrate some of the capabilities and 
outputs of the model, a baseline scenario and two further scenarios were 
constructed. This section presents some of the key results from these scenarios. 
Note that the scenarios chosen and results shown are for illustrative purposes; 
they are intended to display the novel features and main outputs that the model 
is capable of generating. These include the interaction between separate targets 
for the heat and power sectors, the flexibility to model various policy types in the 
Heat, Electricity and Transport sectors from a policymaker’s perspective, and 
novel representation of consumer decision-making in Heat. This chapter does not 
seek to examine in detail specific government policies or to forecast the 
development of the bioenergy sector. 
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5.4.1. Definition of Baseline, High-Power Sector Demand and Carbon Tax 
scenarios 
The Baseline scenario shows the impact of existing policies and the additional 
expenditure proposed for 2017 in Ireland, but assumes no new policy is in place 
beyond 2020. The policies included are: a 30% grant for solar thermal technology 
in the residential sector; a feed-in tariff for electricity generated from biomass CHP 
and AD CHP until 2020; and carbon tax is assumed to remain at €20/tonne until 
2030. No new policy schemes (e.g. RHI, further grants, loans schemes, etc) are 
included.  
The High-Power Sector Demand scenario illustrates the impact of increased 
demand for bioenergy in the power sector on the heat sector. Bioenergy demand 
in the power sector is assumed to double from 236 GWh to 513 GWh in this 
scenario.  
The Carbon Tax scenario examines the impact of an increasing carbon tax without 
any supporting policies over the period to 2030. Carbon tax starts at €20/tonne 
in 2016 and is assumed to increase over time (at the same growth rate as in the 
projection for carbon prices included in the Public Spending Code (CEEU, 2017)) 
to €40/tonne by 2025 and €100/tonne by 2030. This higher carbon tax/price is 
also applied to the ETS industry in this scenario. 
5.4.2. Bioenergy resources used in the Baseline scenario 
Bioenergy resource use in Ireland increases from 32 PJ (~9 TWh) in 2020 to 50 
PJ (~14 TWh) in 2030 in the Baseline scenario, as shown in Figure 5-6. This 
increase is mainly driven by the uptake of solid biomass boilers in the Heat sector 
– which almost triples in 10 years –  as well as biomass CHP uptake. 
 
Figure 5-6: Bioenergy resource used in all sectors (Baseline scenario) 
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Figure 5-7 shows the bioenergy resources used in the Power sector in 2020, 2025 
and 2030. The slight increase in bioenergy consumption between 2020 and 2030 
is driven by the uptake of biomass CHP. Due to economic and resource constraints, 
the demand defined for biomass CHP in this scenario is not met in 2020. The 
Baseline bioenergy demand for biomass CHP does not increase between 2020 and 
2030, and BioHEAT reduces the unmet demand over time as lower-cost bioenergy 
resource becomes available (and more biomass CHP projects become 
economically feasible).  
 
Figure 5-7: Bioenergy resource used for Power (Baseline scenario) 
The amount of bioenergy demand defined and met in the power sector in the 
model is shown in Figure 5-8. All of the demand defined for waste-to-energy and 
co-firing is met; however, around 20% of landfill gas and biomass CHP demand in 
2030 is not met due to economic constraints (e.g. the LCOE of biomass CHP from 
the higher-cost bioenergy resources and pathways is more than the 12c/kWhe 
REFIT incentive and the LCOE of landfill gas is higher than the electricity price). 
 
Figure 5-8: Electricity demand met by bioenergy in Power in 2030 
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Changes in bioenergy demand in the transport sector have no impact on power 
and heat sector uptake as transport demand does not compete with these for 
bioenergy resources. Demand is met via imported biogasoline and biodiesel as 
these are available at lower cost than through production pathways in Ireland. 
The use of sawmill residues dominates the bioenergy resources used to generate 
heat energy in 2020. Sawmill residues are relatively low-cost and in 2020 there is 
low availability of other local biomass resources such as forest residues and willow. 
After 2020, more forest residues and willow energy crops are available, and the 
use of these resources is driven by the increased uptake of biomass boilers, mainly 
in the industrial sector. Total bioenergy use in Heat increases from less than 11 
PJ (3 TWh) in 2020 to 27 PJ (7.5 TWh) in 2030, as shown in Figure 5-9. Imported 
biomass increases from 500 TJ (140 GWh) in 2018 to ~1,400 TJ (400 GWh) in 
2021, but it does not increase further after 2021 as cheaper local biomass 
resources become available. The model estimates that uptake of biomass boilers 
and biomass CHP in industry could be significant if cheap local resources become 
available in the 2020s. The impact of resource constraints on bioenergy uptake in 
Heat is examined in more detail below.  
 
 
Figure 5-9: Bioenergy resource used in Heat (Baseline scenario) 
Figure 5-10 shows the use of remaining forest, sawmill and willow resource 
(available to Heat sector) between 2018 and 2030, reflecting the underlying trends 
of availability and costs. Use of higher-cost imported biomass increases 
significantly between 2018 and 2021 due to the limited availability of cheaper 
domestic resources, but after 2021 the uptake of biomass is driven by the 
availability of low-cost domestic resources (mainly forest and sawmill). Before 
2021, the utilisation rate of forest, sawmill and willow is around 100% as resource 
availability is the limiting factor. After 2021, the utilisation rate is generally less 
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than 100% as the uptake of renewable heat technologies based on consumer 
investment behaviour is the limiting factor.  
 
Figure 5-10: Utilisation of key bioenergy resources in Heat over time (Baseline scenario) 
The uptake of biomass boilers and CHP in Heat also depends on the consumers’ 
investment behaviour. As explained in the Method section 5.2, BioHEAT contains 
a detailed breakdown of the building and Heat sector stock in Ireland. The uptake 
of renewable heat technologies at individual building level is calculated based on 
a model of the consumer investment decision-making process. Consumers 
compare economics of different technologies and fuel types while making an 
investment decision. Figure 5-11 shows the fraction of each bioenergy resource 
that is used to replace each fossil fuel in the Baseline scenario. Due to its low 
price, sawmill residues could replace electricity, oil and gas, whereas imported 
biomass could only replace electricity. The model predicts that oil or gas-heated 
buildings are unlikely to invest in biomass technologies without further incentives 
if cheap local resources are not available. 
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Figure 5-11: Proportion of counterfactual fuel replaced by each bioenergy resource type (Baseline 
scenario) 
5.4.3. Impact of high bioenergy demand in Power on the Heat sector 
In the High-Power Sector Demand scenario, the impact of increased bioenergy 
demand in the power sector on the uptake of biomass in the Heat sector is 
examined. Figure 5-12 shows that around 2,200 TJ (600 GWh) of additional 
sawmill, forest and willow is used in the power sector in 2020 to meet an assumed 
additional bioenergy demand arising from additional co-firing.  
 
Figure 5-12: Bioenergy in Power in 2020 – comparison of Baseline and high co-firing sensitivity 
Due to the reduced availability of low-cost resources for Heat, uptake in Heat is 
20% lower in 2020 in the High-Power Sector Demand scenario, as shown in Figure 
5-13. Imported biomass increases slightly (~180 TJ) in this scenario. This is driven 
by heat consumers using imported biomass where access to local resources is 
limited, but overall uptake is lower as the cost of imported biomass (€0.069/kWh) 
is higher than the costs of biomass chips and pellets (e.g. €0.039/kWh and 
€0.057/kWh, respectively). 
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Figure 5-13: Bioenergy in Heat in 2020 – comparison of Baseline and high co-firing sensitivity 
5.4.4. Uptake of renewable heat technologies in the Baseline and Carbon 
Tax scenarios 
The objective of this section is to demonstrate the impact of higher carbon tax on 
the uptake of renewable heat technologies. Figure 5-14 shows the number of 
installations of renewable heat technologies between 2018 and 2030 by sector 
(residential, public, commercial, industry) and technology. Fewer than 1,000 
renewable heating installations are deployed by 2020 and 3,400 by 2030 in the 
Baseline, mainly driven by the uptake of biomass boilers in industry and heat 
pumps in the commercial, public and residential sectors. In the Carbon Tax 
scenario, there is only a modest increase in biomass boilers and ASHPs versus the 
Baseline. In terms of MWth installed capacity, renewable heat is dominated by 
biomass boilers in industry and ASHPs in the commercial and residential sector in 
both of the scenarios. The uptake of solar thermal is estimated to be negligible 
until 2030, although a grant of 30% is currently available in the residential sector 
as the payback periods for various consumer archetypes are higher than the 
acceptable levels.  
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Figure 5-14: Number of installations 2018-2030 by sector and technology 
The total capex in renewable heating technologies to 2030 increases from €750 
million in the Baseline scenario to €800 million in the Carbon Tax scenario, mainly 
due to the additional investment in industry (Figure 5-15). It should be noted that 
both the carbon tax and EU ETS price is assumed to increase in the Carbon Tax 
scenario (as explained previously).  
  
Figure 5-15: Total investment to 2030 by sector and technology (undiscounted) 
Cumulative CO2 savings between 2016 and 2030 increase from 17 MtCO2 in the 
Baseline to 17.4 MtCO2 in the Carbon Tax scenario, representing a 2.5% increase 
(Figure 5-16). In both scenarios, carbon savings are dominated by biomass-based 
heating in industry, with biomass boilers the single largest component. In terms 
of ETS and non-ETS split, total CO2 savings in the non-ETS sectors are around 4 
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Figure 5-16: Cumulative CO2 savings to 2030 by technology 
5.5. Discussion  
The BioHEAT model was developed as a decision support tool for policymakers 
when considering policies to support the use of bioenergy or renewable heat 
technologies. A number of different policy instruments can be applied in BioHEAT 
and assessed under a wide range of sensitivities. Sensitivity analysis can be 
carried out on all inputs. Important examples include sensitivity on the cost and 
availability of bioenergy, fossil-fuel costs, discount rates, cost of carbon, and the 
type, scale and duration of financial support offered by a policy measure.  
The outputs of the BioHEAT model can provide a robust evidence base to assess 
policies against a range of important metrics – for example, the effect of a 
proposed policy measure on Ireland’s progress towards renewable energy targets, 
split by Heat, Power and Transport, and towards carbon reduction targets. The 
model can distinguish between the ETS and non-ETS sectors, which is important 
when considering national carbon emissions reduction targets and the effect of 
targeting renewable energy policy specifically at the non-ETS sector.  
BioHEAT can provide the total and annual direct cost to the Exchequer, and can 
give the cost profile of a scheme across the full lifetime; for instance, investigating 
the effects of front-loading a policy measure in the early years to help contribute 
to short-term 2020 targets. It can give the average and marginal cost of carbon 
abated and of renewable energy generated. 
The model can investigate the impact of policy on the diversity of renewable 
heating technology mix; for example, whether a particular policy design results in 
over-reliance on a single technology, fuel type or sector to achieve its goals. It 
can also investigate the cost to the Exchequer of broadening the scheme to 
facilitate non-cost-optimal technologies and sectors.  
The model can give an indication of the administrative burden posed by a scheme; 
for example, a policy that incentivises a small number of high-capacity 
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installations is likely to be easier to administer than one that incentivises a large 
number of small-capacity installations.  
The detailed representation of the bioenergy sector is a key strength of the 
BioHEAT model due to the importance of bioenergy to the renewable heat sector 
and, potentially, to electricity generation. An additional goal of government policy 
to support renewable heat is to develop an indigenous bioenergy sector that will 
contribute to the economy of rural areas and to national energy security. The 
detailed bioenergy cost curves that underpin BioHEAT provide a robust basis on 
which to estimate the potential growth in supply and usage of indigenous 
bioenergy, and the limitations posed by cost and availability, particularly where 
there are competing demands for the same limited resource in multiple sectors.  
As an example of how BioHEAT could be used for real applications, the model has 
recently been applied as part of the work being undertaken by the DCCAE and 
SEAI to support the design of the support scheme for renewable heat in Ireland 
(DCCAE, 2017a). This work provides a useful case study of the model’s utility as 
a policy decision support tool. A wide range of key design questions for the 
renewable heat support scheme were studied using the model, allowing the 
project working group to study the potential impact of various policy design 
options and external scenarios on the level of deployment of renewable heating, 
the associated policy cost and the contribution towards national policy goals. For 
example, the technologies eligible for support under the support scheme were 
varied to consider the balance between diversity of technologies deployed and the 
overall policy cost; the impact of including only Non-ETS users in the scheme or 
both Non-ETS and ETS was assessed, and a combination of policy support 
mechanisms was tested, including payment per unit of heat output and payment 
through upfront grant support. The sensitivity of the outcome was also tested 
against a range of input assumptions, including the bioenergy and fossil-fuel 
prices; the availability of biomass imports into Ireland; the likelihood of fuel 
switching among cohorts using different counterfactual heating fuels, and others. 
The BioHEAT model is providing the capability to investigate key policy questions 
with a high level of robustness, flexibility and transparency. 
5.6. Conclusions 
This chapter presented a model of the renewable heat and bioenergy sectors in 
Ireland. This model was developed specifically to inform government policy in 
these areas and has been used to investigate policy options for the introduction 
of a Renewable Heat Incentive to help achieve Ireland’s 2020 targets for 
renewable energy and carbon emissions reductions. The purpose of this chapter 
is to provide a detailed description of the methodology and data inputs so as to 
allow transparency and peer review of the model. 
Three illustrative scenarios were examined to demonstrate the functionality and 
unique features of the model. The Baseline scenario showed the impact of existing 
policies on bioenergy use in the heat and power sectors. Comparing the High-
Power Sector Demand scenario to the Baseline scenario illustrates the impact of 
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increased demand for bioenergy in the power sector on the Heat sector. In this 
scenario a doubling of bioenergy used for power generation led to a 20% drop in 
bioenergy use for heat due to a shortage of low-cost biomass resource. Finally, 
the Carbon Tax scenario shows the impact of higher carbon tax on the uptake of 
renewable heat technologies.  
Together, these scenarios demonstrate the wide range of policy measures that 
can be modelled and how the detailed model outputs can provide a solid evidence 
base for policymakers when assessing policies against a range of metrics. 
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Chapter 6  
Modelling national policymaking to promote bioenergy in heat, transport 
and electricity to 2030 – interactions, impacts and conflicts 
Abstract 
Governments must increase bioenergy use to realise the Paris agreement 
ambition. Most countries have limited biomass resources and policy goals beyond 
carbon reduction. This can lead to policy incoherence as the use of bioenergy in 
either heat, transport or electricity can impact on the others. Previous studies 
tended to focus on one end-use sector or on optimising CO2 reduction. In this 
chapter, the cross-sector interactions of policy in Ireland are examined. As an EU 
member with ambition for increased bioenergy use, Ireland is a useful case to 
examine trade-offs. We simulate policy impacts using the BioHEAT policy decision 
support tool. Policy in the Heat and Transport sector closes the gap to Ireland’s 
2030 climate targets by 3%. Policy supporting co-firing of biomass increases 
emissions by 8.3 MtCO2 overall and reduces the policy impact on national climate 
targets by 63% as co-firing out competes heat sector sites for the available 
resources. Coal conversions and the use of advanced biofuels are found to rely on 
high availability of imports. Overall, we find public policy supporting biomass use 
in the power sector can make national climate targets less achievable for EU 
countries. Availability of biomass imports can help reduce risks but raises security 
of supply questions.24 
                                       
24 This chapter is based on a paper currently under review in a peer-reviewed journal: Clancy, J.M., 
Curtis, J. and Gallachóir, B.Ó. (2018). Modelling national policy making to promote bioenergy in heat 
transport and electricity to 2030 – interactions, impacts and conflicts. Energy Policy, submitted in 
April 2018. 
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6.1. Introduction 
Governments are implementing policy to stimulate the use of biomass resources 
for energy (Bacovsky et al., 2016). The primary focus is to reduce GHG emissions 
but specific policies are also influenced by considerations such as creating and 
protecting employment, energy security, and other environmental objectives 
(Berndes and Hansson, 2007; DCCAE 2014; Bacovsky et al., 2016). Over the 
longer term, the Intergovernmental Panel on Climate Change (IPCC), the 
International Energy Agency (IEA) and others show an increasing role for 
bioenergy in efforts to mitigate climate change (IEA, 2016; IPCC, 2015). Coherent 
policy measures will be required to deliver this. The range of policy objectives can 
be difficult to coordinate. Action in one sector may have unintended negative 
outcomes in another. Competition for resources between the end-use sectors can 
affect overall deployment, leading to more expensive policy interventions. 
Therefore, the modelling of bioenergy policy must consider the system-wide and 
cumulative impacts of policy interventions. 
Examples of policies that encourage bioenergy use in one or more of the three 
end-use sectors of Heat, Transport and Power are already commonplace. In North 
America the policy focus has been on liquid biofuels. Through the Energy 
Independence and Security Act of 2007, the US aims to produce 36 billion gallons 
(136 Gigalitres) by 2022 (United States Congress, 2007). Canada has also had a 
focus on biofuel use. The Federal Renewable Fuels Regulations require a 5% 
bioethanol blend and a 2% renewable content in diesel (Government of Canada, 
2010). In Asia, Japan is focused on the use of bioenergy to produce electricity 
(METI, 2014) and China has policy measures for liquid biofuels and for power 
generation (Jiang et al., 2017). Policy in the Republic of Korea is also oriented 
towards supporting biofuels for transport, though recent measures have increased 
the use of bioenergy in the power sector (Bacovsky et al., 2016). In Europe, policy 
measures have been implemented to encourage bioenergy use for heat, transport 
and electricity; many countries have policy instruments in place for bioenergy in 
each sector (Bacovsky et al., 2016). Germany, for example, has feed-in tariff 
support for bioenergy production from solid biomass and biogas (Bundestag, 
2008) as well as mandates for CO2 reductions though blending liquid biofuels into 
petrol and diesel (FNR, 2015). The UK has bioenergy supports and regulations in 
place for heat (Government of the UK, 2009), transport (Government of the UK, 
2015) and electricity (Government of the UK, 2016b, 2017a). UK government 
support has enabled some coal generation units to convert to using wood pellets 
to produce electricity (Government of the UK, 2017a), while support for bioenergy 
through the Renewable Heat Incentive has led to increased use of solid biomass 
for heat and increased production biogas, for direct combustion and for injection 
into the gas grid as biomethane (Government of the UK, 2017b). 
As an EU country with several renewable energy policies in place, Ireland is a 
useful case study to examine the policy trade-offs and the importance of national 
considerations (Tonini et al., 2017). Like the EU as a whole, Ireland has limited 
domestic biomass resources and ambitious decarbonisation goals. As is the case 
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at a global level, Ireland’s decarbonisation pathways are likely to see an increasing 
role for bioenergy (Chiodi et al., 2013a). Ireland’s Energy White Paper outlines 
the ambition to reduce Ireland’s energy-related GHG emissions by 80% by 2050, 
as compared to 1990 levels (DCENR, 2015). A number of Irish government 
documents set out policy aspirations in the area. These point to measures in all 
three end-use sectors but also set out some  principles for policymaking, including: 
“policy should be economic, bioenergy delivers genuine carbon reductions, policy 
contributes to wider environmental policy objectives, policy aims to optimise 
enterprise and employment opportunities, and energy citizens play an active role 
in the transition” (DCENR, 2015; DCCAE, 2014).  
Much of the previous literature has focused on specific elements of the bioenergy 
supply chain or climate mitigation optimisation with limited consideration of the 
other policy objectives (Berndes and Hansson, 2007). Assessments of the optimal 
use for a specific resource, the optimal size and location of bioenergy plant and 
factors that influence the cost of feedstock refinement are common. Some studies 
have taken a broader view and examined energy security implications (Chiodi et 
al., 2015; Glynn et al., 2017), or the optimal allocation of feedstock to bring about 
the largest overall CO2 emissions reduction impact. Several literature reviews 
discuss these approaches in more detail (Bentsen et al., 2014; Graham et al., 
2011; Schmidt et al., 2010b; Steubing et al., 2012b; Wahlund et al., 2004) but 
few studies deal with the simulation of policy in all end-use sectors, and 
examinations of the use of bioenergy in the heat sector are rare. This chapter aims 
to add to the literature in this regard, using Ireland as a case study. 
The BioHEAT model, which is a techno-economic simulation model that integrates 
bioenergy and heat – including allowing for co-dependencies between the heat, 
power and transport end-use sectors – is used for our analysis (Durusut et al., 
2018). Using the BioHEAT model presented in Chapter 4, this chapter examines 
the interactive and cumulative impacts of separate policy instruments aimed at 
increasing renewable energy output through bioenergy supply chains. Scenarios 
examine the impact of converting existing generation units from fossil fuel to 
biomass fuel, the mandated use of advanced biofuels in transport, and the 
extension of the support for renewable heat to 2030. Impacts such as the total 
renewable energy production from bioenergy, energy-related CO2 reductions, 
energy security, and the overall resource efficiency of bioenergy use in Ireland are 
evaluated. Several studies have noted the variability in outcomes of national-level 
analyses (Berndes and Hansson, 2007; Steubing et al., 2012b; Bentsen et al., 
2014). These analyses sought to inform policy development rather than examine 
the impact of policy instruments. The contribution of this chapter is to show how 
various policy proposals interact, to highlight the interdependencies and trade-
offs, in the context of actual policy goals and considerations at a national level. 
The modelling employed is applicable to other jurisdictions and can help develop 
targeted and more effective bioenergy policy supports. 
Section 6.2 provides background, Section 6.3 presents methodology and data, 
Section 6.4 shows the results discussed in Section 6.5 and Section 6.6 outlines 
the policy conclusions. 
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6.2. Background 
6.2.1. EU policy context   
The EU has set a target to reduce GHG emissions by 40% as compared to 1990 
levels by 2030 (UNFCCC, 2015b) and to increase the share of renewable energy 
to at least 27% of energy consumption (European Council, 2016). To achieve this, 
the Emissions Trading Scheme (ETS), which covers electricity generation and 
other energy-intensive producers, is undergoing changes with the aim of 
increasing the price signal to prompt increased mitigation action (European 
Commission, 2016b). In addition, CO2 reduction targets have been agreed for each 
member state to share the effort of reducing emissions in those sectors that are 
outside the ETS (non-ETS) by 30% as compared to 2005 levels by 2030 (DCCAE, 
2017b). A large majority of the energy-related non-ETS emissions come from 
transport and heating fuel combustion (EEA, 2017). The draft second EU 
Renewable Energy Directive proposes legislation to meet the 27% renewable 
energy target (European Council, 2016). Specific targets are proposed for 
transport, with the proposed directive setting a limit on the amount of biofuels 
that can come from first-generation biofuels as well as minimum amounts that 
must come from advanced biofuels.  
The combination of these proposals should increase the focus of national climate 
policy on the heat and transport sectors, with the revamped ETS guiding 
investment in the electricity generation and energy-intensive industry.   
6.3. Drivers of policy in Ireland  
6.3.1. Electricity sector 
There are three peat-fired power stations with 346 MW of generation capacity in 
Ireland, owned and operated by two state utilities (EirGrid, 2017b). In 2015, 
electricity generation at the peat-fired plants accounted for 8.8% of Ireland’s 
electricity demand (SEAI, 2016a). Co-firing biomass with peat is supported though 
a feed-in tariff at one of the peat stations, and the combustion of peat is supported 
at the other two (CER, 2017). Security of fuel supply and the protection of local 
employment are the primary justifications for the policy support (Tuohy et al., 
2009). 
Bord na Móna – a state utility that harvests, supplies and uses peat – has a 
strategy to further diversify into other energy sources (Bord na Móna, 2016). This 
includes the continued co-firing at the Edenderry power station and the ambition 
to move to 100% renewable energy sources by 2030 (Bord na Móna, 2016). The 
Edenderry power plant was granted a planning permission extension to continue 
to operate to 2023 subject to a number of conditions, including the requirement 
to co-fire with biomass (An Bord Pleanála, 2016). The two peat stations owned by 
the Electricity Supply Board (ESB) have planning permits until 2020. In the 
absence of a planning permission extension, they must decommission by 2022 
(An Bord Pleanála, 2002). The precedent of the planning authorities’ decision on 
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the Edenderry plant implies that the remaining peat stations will also need to co-
fire in order to retain planning consent. Both state companies have agreed to keep 
the peat-fired stations open beyond this closure date and to co-fire them with 
biomass (Joint Committee on Transport and Communications, 2015). Due to the 
uncompetitive cost of producing electricity at these sites, policy support will be 
required to make the extension viable. 
Coal is the lowest-cost fossil-fuel generation source on the Irish system (Baringa 
for CRU, 2016). The 895 MW of generation export capacity provided 17% of 
electricity demand in 2015 (SEAI, 2016a). The Moneypoint station has coal 
storage equivalent to three months of running and is a key security-of-supply 
asset. The station is due to come to the end of its operating life in its current 
configuration in 2025 (DCENR 2015). Options for the future of the Moneypoint 
station are being examined, including the potential to convert from coal to 
biomass. Some key financial and technical challenges have been identified 
(O’Sullivan, 2017). 
The carbon intensity of the counterfactual generation source is a key determinant 
of how much CO2 emissions savings will accrue (Clancy et al., 2015; Ó Gallachóir 
et al., 2006). National energy projections suggest that reduced output from peat 
stations is offset by increased output from gas combined-cycle gas turbines 
(CCGTs) (SEAI, 2017a). In order for the output from a peat station to reach carbon 
intensity parity (in terms of gCO2 per kWh generated) with a typical gas-fired 
CCGT plant, co-firing rates must reach an average of 65%.25 While biomass co-
firing can increase renewable output, this result means co-firing will increase CO2 
emissions if co-firing rates are less than 65%. Projections for the Irish energy 
system also show coal moves out of its baseload position by 2025 due to projected 
increases in carbon prices and an increase in coal prices relative to gas (SEAI, 
2017a). Hence, a switch from coal to biomass is also likely to displace gas rather 
than coal.  
6.3.2. Heat sector  
In 2015, 6.5% of demand in the heat sector in Ireland was met by renewable 
energy (SEAI, 2016a). In this chapter, heat use includes all energy used 
(excluding electricity) to meet the thermal energy needs of all sectors of the 
economy, i.e. heating of homes and other buildings, cooking, hot water, 
manufacturing processes, etc. Bioenergy is the largest source of renewable heat, 
though heat delivered through heat pumps is growing fastest (SEAI, 2016a). The 
support scheme for renewable heat (SSRH) supports renewable installations at 
non-residential sites that are outside the EU ETS. The SSRH aims to meet the 
national target, which requires 12% of heat demand from renewable sources by 
                                       
25 The average efficiency of the peat power stations is 35% and for a typical CCGT is 54%, based 
on data published by the electricity market operator (Baringa for CRU, 2016). The carbon intensity 
of milled peat is 1,077.4 tCO2/GWh and for gas it is 203.7 tCO2/GWh (SEAI, 2016a). The proportion 
of peat output to achieve equivalence is equal to {(Carbon intensity of gas/efficiency of 
CCGT)/(Carbon intensity of peat fuel/efficiency of peat generation)} 
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2020 (DCENR, 2015). Tariffs are offered across a number of output tiers for 
biomass and biogas technologies that replace oil, gas or solid fuel. Should the 
consumers opt to install a heat pump in their building then capital grant support 
is available in lieu of the ongoing support.  
6.3.3. Transport sector 
Some 5.7% of road and rail transport demand in Ireland came from biofuels in 
2015 (SEAI, 2016a). The EU Renewable Energy Directive (RED) sets a binding 
target of 10% of transport demand to come from renewable energy by 2020. 
Ireland has policy measures that mandate the use of biofuels and incentivise the 
uptake of electric vehicles (EVs). The renewable contribution from EVs is currently 
small as the numbers of vehicles on the road are at a low, but increasing, levels 
(SEAI, 2016a).   
The blending rate for biofuel in Ireland is set at 8.695% by volume and is 
implemented though an obligation on the suppliers of mineral oil (NORA, 2010). 
A high share (46%) of the biofuel placed on the Irish market is from used cooking 
oil (UCO), most of which is imported. As a by-product, UCO (along with other 
biofuels from waste) receives double-weighted certification (NORA, 2017). This 
allows the energy output to be counted twice towards the renewable transport 
target under the rules of the (2009/28/EC). A recent consultation sought views on 
increasing the blending rate to a level sufficient to meet the 2020 targets 
(Department of Communications, Climate Action and Environment, 2017c). The 
proposed requirement to including more advanced biofuels out to 2030 in the 
recast of the EU Renewable Energy Directive will require further policy action at 
national level.  
6.4. Methodology  
6.4.1. BioHEAT techno-economic decision support model 
The full detail of the BioHEAT model was presented in Chapter 4 and is summarised 
here again for context. The versatile nature of biomass means that many 
individual feedstocks can be used in solid, liquid or gaseous form to meet energy 
needs in the heat, transport or electricity sectors. The BioHEAT model is a techno-
economic simulation model that integrates bioenergy pathway optimisation with 
demand for bioenergy in the heat, transport and electricity sectors. A novel aspect 
of the model is the inclusion of a detailed bottom-up representation of heat 
demand as well as a lifelike representation of how consumers in the heat sector 
make decisions. The background, method and data have been peer-reviewed and 
published (Durusut et al., 2018). This decision support tool was developed in 
Ireland to help with bioenergy policy design. 
BioHEAT divides energy demand into heat, transport and electricity. For the 
electricity sector, the renewable output for individual technologies determines the 
bioenergy demand. This is an exogenous input linked to other models or sources 
of data. For example, the renewable output from a converted coal power station 
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is determined based on the capacity of the station and annual load factor. The 
biomass feedstock demand is determined within the model based on the pathway 
efficiency. The model determines if the electricity demand is economic, based on 
a comparison of the cost of the renewable output from a pathway and the market 
price or a policy tariff. Bioenergy demand is limited to pathways that provide 
renewable output at a cost lower than the market price or policy tariff.  
Transport demand is also an exogenous input – determined at the sector rather 
than the technology level. Transport demand inputs are based on energy 
projections for future transport demand growth and renewable policy targets 
(SEAI, 2017a). In addition, demands for specific pathways can be mandated. For 
example, the requirement for advanced biofuel is imposed on advanced biofuel 
pathways, which also contributes to the overall demand for bioenergy in the 
transport sector.  
The bioenergy demand in the heat sector is determined endogenously. The model 
calculates the uptake of biomass boilers based on the costs of biomass and 
competition between alternative fossil fuels and other renewable heat 
technologies. If the cost of biomass resource is higher, the model estimates a 
lower uptake of biomass boilers as consumers consider the cost of fuel when 
making investment decisions. The detailed and representative description of 
building heat demand and technology is one of the key strengths of the model. 
The uptake of technologies is calculated at an individual building level based on a 
model of the consumer decision-making process that captures factors beyond cost 
alone. The decision-making process starts with the probability of a consumer type 
being aware of the options available to replace existing technologies. The 
characteristics of a consumer type make them more or less likely to investigate 
the options. Of those consumers that are aware of the options, only a fraction of 
these will make an investment decision in any given year. As boilers typically have 
a lifetime of 15 years, this means only 7% of consumers will make an investment 
decision (DCCAE and SEAI, 2017). The payback periods of the various 
technologies examined depends on the competitiveness of that technology in a 
given building type and the willingness-to-pay curve for that sector (residential, 
commercial, public sector and industry). The data to calibrate the stages of the 
decision-making process is based on statistically representative surveys of Irish 
consumers and buildings (Durusut et al., 2018; Scheer et al., 2015)   
The BioHEAT model has a detailed representation of the cost of bioenergy 
pathways across all the end-use sectors. The costs of refining and conversion 
supply-chain stages are determined by the capital, investment and operating costs 
as well as the technology-specific performance characteristics. The cost of 
resources, including the costs of transportation, is also accounted for. The heat 
sector includes the hidden costs associated with aspects of renewable heat 
production, such as the storage space for wood fuel or the management of fuel 
deliveries. Financial incentives such as electricity feed-in tariffs are taken into 
account. The pathways are ranked according to the value of the savings.  
Pathways are then deployed in order of least cost to meet demand power and 
transport and all economic uptake has happened in the heat sector. The model 
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allows sectors to be prioritised or considered together (e.g. resources deployed to 
meet demand in the power sector first) – in this analysis the sectors are considered 
together without prioritisation. 
6.4.2. Scenarios examined 
Scenarios are developed based on the current policy context in Ireland. The policy 
signals from the emerging climate and energy legislation focus on those sectors 
outside the EU ETS (i.e. non-ETS sectors). Action in the heat and transport sectors 
will contribute most to national targets that result from the EU legislation. Hence, 
the scenario analysis examines the impacts of policy in these sectors and 
evaluates the impact of further policy action in the electricity sector supplementary 
to these. All impacts are compared to a business-as-usual Baseline scenario to 
assess the differences in renewable energy output, CO2 emissions, policy support 
cost, bioenergy use and resource efficiency. The impact on investment in the heat 
sector is also examined. Table 6-1 summaries the detail of the scenarios 
examined.   
Baseline: acts as a benchmark to measure the impacts of policy interventions. It 
captures the current state of policy. 
Scenario 1 (S1): examines the impact of the extension of the support scheme 
for renewable heat to 2030 along with the implementation of the proposed 
requirements for advanced biofuels and limits for first-generation biofuels from 
the proposed revised EU Renewable Energy Directive.  
Scenario 2 (S2): This peat co-firing scenario builds on S1 and examines the 
additional impact of co-firing at the three peat stations to 2030. As the available 
policy supports up to 30% co-firing, further growth in co-firing rates is linked to 
growth in the ETS carbon price projections.  
Scenario 2 accelerated increase of co-firing rates (S2 aggressive): This 
scenario examines a more rapid increase in co-firing rates to reflect the stated 
ambitions of industry.  
Scenario (S3): This coal conversion scenario assumes the Moneypoint station 
converts to biomass combustion from 2025, with all three units converted to 
biomass by 2030.  
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Table 6-1: Summary of scenarios examined 
6.5. Data 
6.5.1. Biomass supply  
The cost and availability of Irish biomass resources are taken from ‘Bioenergy 
Supply in Ireland 2015-2035’ (SEAI, Ricardo Energy and Environment, 2016). 
Availability of imported solid biomass resources is adapted from the UK’s biomass 
feedstock availability report (Ricardo Energy & Environment, 2017a). When scaled 
by the relative size of UK and Irish energy consumption, the availability of imports 
to Ireland is circa 70 PJ in 2020 and in the range 36 – 77 PJ in 2030 (BEIS, 2016; 
SEAI, 2016a).  
Accessing these import quantities represents a significant increase in the imported 
volumes of material into Ireland; in 2016 the import volumes of solid biomass 
were ~2 PJ. Port infrastructure constraints may limit rapid increases in imported 
volumes (Ricardo Energy & Environment, 2017b). Our central assumption is that 
imports can grow by a maximum of 30% per annum up to a value equal to 50 PJ. 
                                       
26 The directive proposes a 14% RES-T target for 2030, with a limit of 7% on first-
generation biofuels. Advanced and second-generation fuels count double in the RES-T 
calculation; this means that the actual blending rate by energy in 2030 would be 10.5%. 
Current blending rates (2016) by energy in Ireland are 3% (5% when weightings are 
applied).  
 Heat policy Transport policy  Power policy 
Baseline 
Support scheme for 
renewable heat runs to 
2020 and supports non-
domestic installations at 
sites outside of the ETS 
Current levels of mandated 
blending and advanced target 
of 0.25 % of biofuels to come 
from advanced sources 
Co-firing at one peat plant 
rising from current rate of 
40% in line with growth in 
ETS price receiving feed-in 
tariff of 100 €/MWh 
Scenario 1 
(S1) 
Extension of SSRH to 
2030 
Mandates to reach targets of 
proposed Renewable Energy 
Directive26 by 2030 including: 
Advanced fuel penetrations of 
0.25 % in 2020; 1% in 2025; 




As S1 As S1 
Co-firing rate reaching 60% at 
all 3 peat stations by 2030 




As S1 As S1 
Edenderry converts fully to 
biomass by 2025 
Full conversion achieved at 
remaining 2 stations by 2030 
All receiving feed-in tariff of 
100 €/MWh 
Scenario 3  
(S3) 
As S1 As S1 
Peat co-firing as S2 
Coal converts incrementally 
from 2025.  1st unit converts 
to biomass in 2025, 2nd unit in 
2027 and 3rd unit in 2029. 
Receives feed-in tariff of 130 
€/MWh 
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This (50 PJ) is the median value from the UK analysis, scaled to Ireland’s energy 
demand. For sensitivity analysis, the allowable annual increase in import volumes 
is assumed to be 70% per annum and import availability increase up to the value 
determined to be available internationally for import to Ireland in 2030. Figure 6-1 
shows the quantities of imports available for solid biomass in both cases. 
 
Figure 6-1: Imported biomass availability 
A similar approach is taken for first-generation biofuels and advanced biofuel, with 
international estimates scaled to Ireland’s energy demand (IEA, 2017b; Veum et 
al., 2016).  
There is considerable uncertainty as to how the price of internationally traded solid 
biomass may develop (Thrän et al., 2017; Ricardo Energy & Environment, 2017b). 
Recent analysis for Ireland recommended a price range of 5.5 c/kWh to 6.5 c/kWh 
(15-18 €/GJ), applicable to solid biomass imports in the heat sector (Ricardo 
Energy & Environment, 2017b). The lower end of this range is used for the central 
case. Power generation sites may be able to access material at lower cost. A low-
price sensitivity where the power sector can access imports at a price of 3.5 c/kWh 
(9.7 €/GJ) is also examined.  
The price of first-generation imported biodiesel and biogasoline are included, 
based on information from Platts at 11 c/kWh (30 €/GJ) and 7 c/kWh (19 €/GJ) 
respectively (Platts, 2017). Much less certainty is available on the price of 
advanced biofuels. Individual costs for drop-in-biodiesel, drop-in-bioethanol and 
other advanced biofuels are included. The low-end cost estimates of the pathways 
examined in the IRENA report on advanced biofuels are used, with an average 
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price for all advanced fuels equivalent to 80 c/kWh (220 €/GJ) (Alberts et al., 
2016) .  
6.6. Bioenergy demand 
6.6.1. Power sector demand  
Table 6-1 outlines the assumptions on the electricity generation technologies 
supported. Peat stations can access the current feed-in tariff support scheme that 
offers 100 €/MWh for co-firing rates up to 30% (DCCAE, 2017d). There is no 
support available for conversion of pulverised coal stations at present, but a 
forthcoming auction scheme will allow bids from all renewable sources (DCCAE, 
2017e). The assumed level of support for the conversion of pulverised coal 
stations is 130 €/MWh based on the average strike price agreed for this type of 
units in the UK market (Low Carbon Company, 2017) 
The exogenous input for renewable electricity output from peat and coal is based 
on an annual load factor of 75%. While a full conversion may affect the export 
capacity and efficiencies of these units, no site-specific data is available. Hence, 
the characteristics of the units are assumed to remain in place post conversion.  
Table 6-2: Power generation key technical parameters (Baringa for CRU, 2016) 
Other bioenergy-related power generation comes from landfill gas generation and 
waste-to-energy (WtE) and continue to generate at current levels of energy 
production (EirGrid, 2017b).  
Solid biomass CHP and anaerobic digestion CHP are available for use by heat 
consumers in the model. The BioHEAT model determines the uptake of these units 
based on the suitability and economics of the CHP technologies, including financial 
support to service individual consumer heat loads.  
6.6.2. Transport sector 
For the Baseline scenario, the current blending mandate of 8.695% by volume is 
assumed to remain in place to 2030 (NORA, 2010). The limits imposed by EU 
indirect land-use change (ILUC) rules are captured by limiting the use of first-
generation fuels to maximum of 7% of total road and rail transport energy use 
and requiring 0.5% of transport energy to come from advanced biofuels. 
Regarding the latter, Ireland has received a derogation to 0.25% for advanced 
biofuels based on the availability of qualifying resources (2009/28/EC). 
 Peat Coal 
Station name: Edenderry: West Offaly Power Lough Ree Power Moneypoint 
Average heat 
rate (GJ/MWh) 
(Baringa for CRU, 
2016) 
12 9.5 9.9 11.46 
Export capacity 
(MW)(Baringa 
for CRU, 2016) 
118 140 93 855 (285 X 3) 
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The demand for fuel in road and rail transport is taken from the national energy 
projections, and the proposed transport target of 14% renewable fuel by 2030 is 
imposed in the scenarios (SEAI, 2017a). The latest version of the directive 
proposed continuation of the 7% cap on first-generation biofuels, a double 
multiplier for fuels refined from feedstocks such as used cooking oil and other 
residues, and a requirement to increase the use of feedstocks suitable for 
advanced biofuels to 1% of transport demand by 2025 and 3% by 2030. As 
biofuels from these feedstocks are double-counted, the actual energy required 
from these feedstocks is 0.5% by 2025 and 1.5% by 2030 (European Council, 
2016).  
6.6.3. Heat demand 
In the heat sector, a renewable heat incentive policy is assumed to be in place 
from 2018. A tiered tariff structure is available to biomass and biogas27 
technologies that replace fossil fuel in commercial, public sector, agricultural and 
non-ETS industrial sites. The c/kWh tariff offered reduces as annual output 
increases, with the highest output band having the lowest tariff level (DCCAE, 
2017a). A grant of 30% is available for sites that choose to install heat pumps. In 
the scenarios, these tariffs remain in place beyond 2020, up to 2030. The uptake 
of bioenergy arises from the impact of this policy on the relative economics of 
these technologies in for consumers in individual building archetypes.  
Table 6-3: Details of tariffs offered under the support scheme for renewable heat 
 
6.6.4. Pathway costs 
Bioenergy pathways are defined within the model. The delivered energy cost of 
each possible pathway is calculated based on the biomass feedstock cost, the cost 
of transporting feedstock to a refining plant, the refining costs, transport of a 
                                       
27 In phase I of the SSRH, there is no subsidy for biomethane grid injection. This is 
currently under review for Phase II. In the absence of guidance on the tariff rates, 
biomethane is excluded from this analysis. 




Biomass Heating Systems 
(c/kWh) 
Anaerobic Digestion Heating 
Systems (c/kWh) 
1 0 300 5.66 2.95 
2 300 1,000 3.02 2.95 
3 1,000 2,400 0.50 0.50 
4 2,400 10,000 0.50 0.00 
5 10,000 50,000 0.37 0.00 
6 50,000 N/A 0.00 0.00 
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refined product and the conversion costs. Detail on the pathway cost calculation 
and data is available in Durusut et al. (2018).  
Some further pathways have been added for this analysis. Biogas and biomethane 
pathways27 are determined based on surveys of Irish industry active in the supply 
chain (Ricardo Energy & Environment, 2017c). Advanced liquid biofuel pathways 
are based on a report by IRENA (Alberts et al., 2016). Pulverised coal conversion 
costs are based on the range of published international values and the strike prices 
for this technology established in recent renewable support auctions in Great 
Britain (IEA, 2012a; IRENA, 2012; Low Carbon Company, 2017).  
6.6.5. Fossil-fuel and carbon prices 
Fossil-fuel and electricity prices in the heat sector vary by usage band and are 
based on data recorded in 2017 (SEAI, 2017c). From this starting point, these 
prices expand at the growth rate of the appropriate underlying commodity price 
projection. Low, central and high trajectories for future prices are taken from 
projections published by the UK government for oil, gas and coal (BEIS, 2016).  
As gas is the price-setting fuel in the Irish electricity market, future electricity 
prices – wholesale and retail – are grown at the same rate as gas prices. A 
projected price for carbon is also applied to the price of each fossil fuel (CEEU, 
2017).  
6.7. Results 
The Baseline scenario results in a renewable energy output of 10,720 GWh in 2030 
– 69% coming from renewable heat, 26% in the transport sector and 5% from 
power generation.  
Figure 6-2 shows the biomass resources used in each sector. Much of the 
resources used come from domestic sources. The potential resource available from 
forest residues and energy crops increases across the horizon, and this drives 
much of the uptake in the heat sector. Biomass boilers are competitive with oil for 
many consumers, particularly in the industry sector. The Baseline simulation 
shows ongoing uptake of these technologies as fossil-fuel and CO2 prices increase 
over the horizon.   
  Chapter 6 
Modelling sustainable energy and 
the policy implications 143 Matthew Clancy 
 
 
Figure 6-2: Biomass fuel use for each end-use sector in the Baseline (GWh primary) 
6.7.1. Renewable energy production 
Policy support in the power sector results in the largest increases in renewable 
output but there are trade-offs with output in the heat sector.  
Figure 6-3 shows the change in renewable output in each end-use sector for each 
scenario as compared to the Baseline. The extension of the support scheme for 
renewable heat and the additional requirement for advanced biofuels in S1 lead 
to an increase in renewable output of 1,687 GWh in 2030 – an increase of 15% 
compared to the Baseline. Heat policy increases renewable heat output by 570 
GWh (8%) and the advanced biofuel requirements increase renewable use in the 
transport sector by 1,116 GWh (40%). By 2030, the share of renewables in heat 
(RES-H) increases by 1.5% points as compared to the Baseline and the transport 
share (RES-T) increases by 4% points. The overall, renewable share increases by 
1% point.  
The additional co-firing in S2 increases renewable output further. In 2030, S2 
renewable output is 2,070 GWh (22%) higher than the Baseline. The additional 
co-firing crowds out some of the renewable output in the heat sector. The 
renewable output in the power sector is 840 GWh higher in S2 than in the Baseline 
but the renewable heat output increases by the lower amount of 115 GWh (2%). 
The more rapid increase in co-firing rates in scenario S2 aggressive leads to 
further increases in output in the electricity sector but also to further reductions 
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in the heat sector. Co-firing increases the share of renewables in the electricity 
sector (RES-E) by 3% points in 2030 but reduces the contribution towards RES-H 
to 0.6%.  
S3 includes the renewable output from the conversion of the coal station to 
biomass, beginning in 2025. This results in a large increase in renewable output 
without any additional further negative impact on the heat sector. The coal 
conversion requires a higher standard of fuel than the peat stations. Imported 
wood pellets are favoured due to the lower cost relative to the wood pellets 
available through domestic supply chains. S3 has the largest overall impact on 
RES, which increases to 4% by 2030.  
Table 6-4 shows the difference in the renewable heat shares in each sector in 
2030. The trade-offs between co-firing and heat are demonstrated again, and the 
S3 scenario results in the highest overall share of renewable energy in 2030.  
Table 6-4: Renewable shares overall and in each end-use sector as compared to Baseline in 2030 
 
 
Figure 6-3: Renewable output in each end-use sector compared to the Baseline (GWh) 
2030 RES-E RES-T RES-H Overall RES 
Difference v Baseline 
in 2030 
 
S1 0% 4.1% 0.4% 1.0% 
S2 3% 4.1% -0.3% 1.4% 
S2 aggressive 5% 4.1% -1.0% 1.7% 
S3 16% 4.1% -0.3% 5% 
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The impact of competition for biomass resources between co-firing stations and 
biomass boilers on uptake in the heat sector is explored further in Figure 6-4 and 
Figure 6-5.  
The extension of support for renewable heat in S1 results in an increased uptake 
of biomass boilers providing heat, primarily at industrial sites. In scenario S2, the 
additional demand in the power sector draws the lower-cost material out of the 
heat sector and into use for co-firing. The more forceful ramp up of co-firing in S2 
aggressive compounds this negative impact. Early in the time horizon, the reduced 
availability of lower-cost resources – particularly forest residues – and the reduced 
capacity to import biomass fuels means that the impact on the heat sector is more 
severe. As more potential from forestry resources becomes available post 2025 
and as the import capacity for biomass grows, the impact of competition is less 
severe and the negative impact on renewable heat output eases. The conversion 
of the coal units in S3 has no additional impact beyond S2 as the coal stations 
import all of their biomass fuel requirement.  
 
Figure 6-4: Difference in renewable heat output by sector as compared to the Baseline – all scenarios 
(GWh) 
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Figure 6-5: Difference in renewable heat output by technology as compared to the Baseline – all 
scenarios (GWh) 
Figure 6-6 shows the impact of policy on fuel displacement as compared to the 
Baseline. Sites switching from oil account for ~70% of the fuel saved by renewable 
technologies in the Baseline. The extension of policy support in the heat sector to 
2030 in S1 causes additional replacement of natural gas, with some additional 
replacement of oil also occurring. With the addition of co-firing in S2, fuel savings 
reduce with oil fuel use increasing.  Further increases in the rate of co-firing in the 
S2 aggressive scenario result in more fuel use than in the Baseline. 
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Figure 6-6: Difference in fuel replaced by renewable technologies in the heat sector as compared to 
the Baseline (GWh primary) 
6.7.2. CO2 emissions 
The picture for CO2 emissions is more nuanced.  Figure 6-7 shows what the various 
policy configurations mean for CO2 emissions.  
By 2030, total annual emissions in S1 are 440 kt CO2 lower than in the Baseline, 
with cumulative savings from 2020-2030 of 1.8 MtCO2.28 The additional co-firing 
in scenario S2 results in an increase in CO2 emissions. In the Baseline, the current 
support scheme for peat generation expires in 2020, at which point those peat 
stations not already co-firing cease to generate. Support for renewable output 
from co-firing at these stations allows for the continued use of peat post 2020, 
which displaces gas CCGT generation. This increases CO2 emissions in the power 
sector. Annual emissions in 2030 are 348 ktCO2 higher than in the Baseline and 
cumulative emissions increase by 8.3 MtCO2 from 2020 to 2030. The crowding-
out of the heat sector results in cumulative emissions in the heat sector that are 
higher in S2 than in the Baseline.   
                                       
28 The official national GHG emissions projections indicate that cumulative total energy-
related emissions for the period 2021-2030 in the ‘With Measures’ scenario are 472.29 
MtCO2 and 47.14 MtCO2 in 2030.  
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Figure 6-7: Cumulative CO2 emissions impacts in each scenario for each end-use sector (MtCO2) 
The outcome of S2 does not align with wider policy objectives to decarbonise the 
electricity grid. Accelerated increases in co-firing rates at the peat stations mean 
the peat stations can reach emissions parity with gas CCGTs faster and begin to 
save emissions earlier. In S2 aggressive, all stations achieve full conversion to 
biomass by 2030. The in-year savings in 2030 compared to the Baseline for S2 
aggressive are 1,049 ktCO2 and cumulative savings are estimated as 493 ktCO2. 
The cumulative savings are lower as the co-firing rate in the first four years is not 
high enough to result in net emissions savings. The more aggressive co-firing 
trajectory also results in further crowding-out of emissions savings in the heat 
sector; cumulative emissions from the heat sector are 344 ktCO2 higher than in 
the Baseline. This offsets most of the emissions saving benefit from the more 
accelerated co-firing trajectory.   
Scenario S3 sees additional reductions in CO2 emissions. The savings from the 
conversion of the coal station offset the impact of co-firing shown in S2 and result 
in cumulative savings of 298 ktCO2 from 2020-2030. Cumulative savings 
attributable to the coal station conversion to 2030 are 6.5 MtCO2. The coal 
conversion does not result in any additional negative impact on emissions in the 
heat sector.  
6.7.3. CO2 emissions outside of the ETS 
The distinction between those CO2 emissions covered by the ETS and those 
emissions falling outside of this (non-ETS) is important from a policy perspective 
  Chapter 6 
Modelling sustainable energy and 
the policy implications 149 Matthew Clancy 
for member countries of the European Union. National targets and associated 
penalties for shortfalls relate to the non-ETS sector. Ireland must reduce emissions 
from 44.54 MtCO2 in 2019 to 33.20 MtCO2 by 2030 to meet the target.29 National 
emissions projections published by the Environmental Protection Agency (EPA) 
suggest a cumulative gap to the target of 51 MtCO2  (EPA, 2017b).  
Table 6-5 and Figure 6-8 show the cumulative emissions impact in the heat sector. 
Scenario S1 is the only scenario that results in non-ETS emissions savings – the 
1.8MtCO2 cumulative reduction. Scenario S2 aggressive results in more non-ETS 
emissions than in the Baseline. Emissions increase in the heat sector and add a 
further 1% to the gap to the non-ETS target. As the conversion of the coal station 
to biomass does not compete strongly for resources with the heat sector, the 
additional negative impact of S3 on non-ETS emissions is negligible.  
Table 6-5: Cumulative non-ETS emissions in each scenario compared to the Baseline and the 
contribution to the estimated gap to target 
                                       
29 A starting point of May 2019 is used to calculate the emissions starting point of 44.54 MtCO2. The 
starting point for Ireland is based on a 2016-2018 average of total non-ETS emissions and includes 
non-energy sectors such as agriculture. The static gap, before economic growth and other factors 
are accounted for, is 11.43 MtCO2. The projected  cumulative gap  is estimated as 51 MtCO2 based 
on the With Measures Scenario in EPA projections (EPA, 2017b). 
 
Difference in cumulative Non-ETS 
CO2  
v Baseline (2020-2030) 
% contribution to non-ETS gap to target 
MtCO2 
S1 -1.75 3% 
S2 - 0.64 1% 
S2 
aggressive 0.70 -1% 
S3 - 0.60 1% 
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Figure 6-8: Cumulative CO2 emissions impact in each policy scenario for ETS and non-ETS sectors 
(ktCO2) 
6.7.4. Biomass resource use 
Figure 6-9 presents the resource use in each of the scenarios. Domestic resources 
are categorised as energy crops, forestry residues, agricultural wastes and 
residues and other by-products and wastes. Imports are categorised as imported 
solid biomass and imported biofuel. 
The chart shows the majority of the increase in renewable heat output in S1 comes 
from imported biomass, with a small increase in the use of forestry residues. The 
increase in biofuels use in the transport sector relies on the availability of imported 
biofuels.   
Co-firing in S2 uses forestry residues, with some contribution from energy crops. 
However, this is not a net increase in the use of domestic resources but rather a 
transfer from the heat sector. The heat sector moves to imports to partly replace 
the shortfall. Within the model, biomass boilers face higher costs due to the fuel 
refining necessary to ensure an adequate fuel standard. The fluidised bed boilers 
at the peat stations allow for more heterogeneity in biomass fuel and hence lower 
fuel refining costs. 
Co-firing in scenario S2 aggressive uses all of the available forest resource as well 
as some of the energy crop potential, i.e. SRC willow. To meet the demand of the 
increased co-firing rates, imported biomass is also used.  
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Figure 6-9: Resource use by sector in each scenario (GWh primary) 
The conversion of the coal stations to solid biomass results in a large increase in 
imported solid biomass. Imported wood pellet costs are below the cost of 
production from domestic resources. As Moneypoint station has major port 
infrastructure already in place, it is not subject to the limits of port capacity growth 
that the heat sector and the co-firing plants face. Pulverised coal conversions using 
wood pellets have similar fuel quality requirements as the heat sector 
technologies. By 2030, the quantity of imports is above the median estimate for 
international biomass import availability of 50 PJ but just within the estimate for 
the maximum available imports of 77 PJ. Table 6-6 summaries the conversion 
efficiency in each scenario. 




6.7.5. Sensitivity analysis – fossil-fuel price and biomass availability 
Sensitivities on the high and low fossil-fuel prices and on the price and availability 
of biomass resources were also examined. For changes in fossil-fuel prices, the 
Scenario: Resource efficiency (GWh/PJ) 
Scenario S1 227 
Scenario S2 216 
Scenario S2 aggressive 195 
Scenario S3 149 
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trends that emerged were similar. In the low fossil-fuel price scenario, the 
negative impact of co-firing on the heat sector were less pronounced and in the 
high fossil-fuel price scenario they were more evident.  
Changing the availability and price of biomass imports had a more significant 
impact. In scenario S1, the overall increase in renewable output, as compared to 
the Baseline, is similar at 1,556 GWh. In the subsequent scenarios, the overall 
renewable energy output increases as the availability of low-price domestic 
resources is less limiting to the uptake of renewable heat. In scenario S2 
renewable energy output is 2,300 GWh higher than the Baseline in 2030. For 
scenario S2, aggressive renewable output is 3,150 GWh higher and 8,985 GWh 
for scenario S3.    
Cumulative emissions reduce in scenario S1 by 1.7 MtCO2. This is lower than the 
reduction in the central case as the uptake in the Baseline increases due to higher 
availability of resources. For scenario S2, emissions increase by a lower amount –  
7.5 MtCO2 cumulatively to 2030 – and S2 aggressive sees substantially increased 
savings of 2.6 MtCO2 to 2030. 
6.8. Discussion 
Previous literature finds that optimal use of resources is linked to the efficiency of 
the technologies and fossil fuels displaced; that use of woody biomass has the 
largest impact on CO2 savings; and that separation of woody biomass from 
agricultural residues is optimal (Graham et al., 2011; Steubing et al., 2012b; 
Bentsen et al., 2014). However, Bentsen et al. further conclude that some 
country-specific analyses may differ from the wider consensus in the literature.  
Our analysis at a national level for Ireland finds that support for renewable heat 
and transport results in increased renewable output and emissions savings. 
Renewable heat technologies are among the most efficient, and use woody 
biomass. Policy to stimulate increased use of biomass in less efficient technologies 
in the power sector has several risks related to CO2 emissions, import dependence 
and resource efficiency – including negative impacts on the effectiveness of policy 
in the heat sector. Policy in the transport sector leads to more importation of 
biofuels and does not compete with heat or power for resources. 
6.8.1. Heat and power – policy implications  
The use of resources to maintain the commercial viability of the state-owned peat 
plants, and associated employment, does not align with either high-level climate 
policy objectives nor national efforts to meet climate targets. Under a scenario 
where significant amounts of peat continue to be combusted with biomass to 
produce power to 2030, a total of 8.3 MtCO2 additional emissions are produced. 
Co-firing policy is already in place at one of the peat stations and the co-firing and 
the other stations have been accepted into the existing feed-in tariff scheme. To 
prevent emissions increases, a more aggressive increase in co-firing rates is 
required to achieve emissions savings by 2030. Such a policy would ideally require 
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a minimum co-firing rate of 65% biomass to ensure that the emissions from a co-
firing unit are at least equivalent to the counterfactual electricity generation 
technology of gas-fired CCGTs.  
The fluidised bed boilers at the peat stations are capable of using heterogeneous 
and unrefined biomass fuel sources (Koppejan and Van Loo, 2012). This means 
that peat stations are able to access resources at lower cost than the heat sector. 
Hence, increases in biomass demand in the power sector come with the risk of 
reducing the uptake of renewable technologies in the heat sector and the quantity 
of CO2 emission savings that count towards national targets for member countries 
of the EU. Non-ETS emissions savings decline as co-firing increases. Further 
increases in co-firing increases the negative impact on the heat sector and leads 
to an increase in non-ETS emissions. This agrees with Berndes and Hansson 
(2007) who found that use of resources to achieve divergent policy objectives 
does not result in coherent outcomes. 
Despite this context, a number of policy measures are focused on enabling co-
firing in the power sector (Bacovsky et al., 2016). In addition, several studies 
highlight the potential for co-firing in Europe and North America (Agbor et al., 
2014; Hansson et al., 2009; Roni et al., 2017). These studies have tended to 
evaluate climate and other benefits based on the counterfactual fuel being coal 
and have not examined the impact on other sectors of using limited resources at 
these sites. The analysis presented here suggests that policymakers should 
examine these impacts in their own national context and across all end-use sectors 
when considering co-firing support, as there is the potential for negative climate 
outcomes – particularly where resources are limited. 
As the availability and cost of solid biomass imports increase, the coherence of 
between policy in the heat and power sector improves. High availability of solid 
biomass imports allows the heat sector to replace with imported fuels some of the 
domestic resource that is diverted to the power sector. This reduces the negative 
indirect impact of co-firing policy on the heat sector. Full conversion of coal to 
biomass also depends on the availability of low-cost solid biomass. The quantities 
of imports required are above the estimates of what may be available for import 
to Ireland. This does not help policy ambitions to increase security of supply, and 
the low resource conversion efficiency in the power sector leads to risks of high 
lifecycle GHG emissions.  
The electrification of heat demand, to benefit from a high renewable share in the 
electricity sector, is a potential route to overcome the negative impact on 
renewable heat production. However, this route also needs deeper consideration. 
The majority of the renewable heat uptake in our modelling occurred in the 
industry sector. These sites are not suitable candidates for electrification via heat 
pumps due to the higher heat temperatures typically required. Hence, 
electrification as a means to decarbonise heat may not be the most optimal route 
if using biomass in the power sector crowds out the low-cost renewable process 
heat and replaces it with higher-cost space heat delivered by heat pumps. 
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6.8.2. Transport sector – policy implications 
Increases in the demand for bioenergy in the transport sector are met through 
additional importation of biofuels. Ireland’s size and demand for biofuels relative 
to the economic scale of a biofuels refinery mean that advanced biofuel refineries 
are uncompetitive with imports. For larger countries, increases in biofuel 
production may affect other sectors more. Several studies have found that using 
woody biomass to make advanced biofuels can counteract the emissions reduction 
potential as material is diverted from other sectors (Bentsen et al., 2014; Schmidt 
et al., 2010b; Wahlund et al., 2004). For Ireland, the modelling shows that all 
additional demand for first-generation and advanced biofuels is imported. The 
move to high shares of biofuels may see a reliance on a much smaller market, 
from fewer sources, and one that is exposed to regulatory risk. For example, a 
change in the sustainability rules affecting non-EU countries could leave Ireland 
exposed to lack of supply. In this context, the option to increase the use of 
biomethane and compressed natural gas in the transport sector maybe an import 
enabler to allow Ireland to meet the obligations of the proposed Renewable Energy 
Directive for advanced biofuels from domestic feedstock. Further work to examine 
the implementation costs of a biomethane transport policy would help guide policy 
in the area, and the gasification of transport fleets may also overcome some of 
the resource competition found in other studies.  
6.9. Conclusions  
Policymaking for bioenergy is complex. Biomass can be used as a fuel to produce 
heat, transport or electricity outputs, and many alternative pathways to end-use 
energy are possible. In addition, the reduction of CO2 emissions is rarely the only 
objective of government policy. Rural employment, security of supply, bolstering 
agricultural, industry and semi-state enterprises, and other individual national 
issues are often part of the policy mix. For many countries, the availability of 
biomass for energy is limited. This means that policy options chosen for one end-
use sector may have consequences for the outcomes in another. These require 
careful consideration in policy formation. The analysis undertaken in this chapter 
uses the BioHEAT model to simulate the impact of policy action in the heat, power 
and transport sectors in Ireland. 
The results show that policies for the heat and transport sectors increase 
renewable energy and save emissions in the non-ETS sectors counting towards 
Ireland’s binding obligations under EU legislation. The policies modelled in these 
sectors contribute a 15% reduction in the gap to 2030 climate targets. Policy to 
enable co-firing at the peat stations increases emissions in Ireland – directly 
through enabling peat combustion beyond 2020 and indirectly through crowding 
out biomass use in the heat sector. A more accelerated path to full conversion of 
the peat stations can prevent an increase in direct emissions but has additional 
negative impacts on the emissions outcome in the heat sector. In the latter case, 
emissions in the heat sector increase and add 6% to the gap to national targets. 
Co-firing policy is being pursued in a number of countries, and this analysis shows 
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that the wider system impacts need to be explored and risks assessed to ensure 
similar outcomes are avoided.    
The conversion of the pulverised coal station to biomass combustion does not 
result in any further crowding-out of the heat sector. The results show a 
conversion may rely on imported wood pellets that are lower-cost than the 
domestic market can provide. The Moneypoint coal station is not constrained by 
import volumes as it has a large port infrastructure in place.  
Most domestic supply chains for biofuels are uncompetitive with imports, with the 
transport sector relying on imports to meet increasing bioenergy demand in the 
sector. Advanced biofuels have high production costs. There may be options for 
Ireland to reduce the cost associated with advanced fuels and increase the use of 
domestic resources by moving to biomethane in the transport sector. Further work 
that incorporates supply and demand-side costs can help inform the options.
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Chapter 7  
What are the factors that discourage companies in the Irish commercial 
sector from investigating energy-saving options? 
Abstract 
To implement an energy-saving measure, companies must first decide to 
investigate the options available. Representative survey data shows that almost 
half of companies in the Irish commercial sector do not take this step. This chapter 
explores the barriers and drivers of this. Two logit models are fitted to data to 
estimate the influence of variables, representing company and building 
characteristics, on the likelihood of a company investigating either a fabric 
upgrade or a behaviour change measure. Companies are more likely to investigate 
a fabric upgrade where they own the building they operate from, make energy-
related decisions locally, have more than 10 employees, have had a recent 
renovation, accept longer paybacks, and apply a case-by-case approach to budget 
decisions. Hotels and offices were found to have a higher likelihood of investigating 
fabric options. Lack of knowledge of building floor area reduced the likelihood of 
investigation of both fabric upgrade and behavioural options. Much of the previous 
research is concerned with the final adoption of measures; this analysis adds 
additional insights by identifying the factors that determine if a company is likely 
to investigate the options available.30
                                       
30 This chapter is based on a published journal paper: Clancy, J.M., Curtis, J. and O Gallachóir, B.P. 
(2017), What are the factors that discourage companies in the Irish commercial sector from 
investigating energy saving options? Energy and Buildings, 146, pp.243-256. 
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7.1. Introduction 
The International Energy Agency has shown that action to increase efficiency can 
halve energy demand growth to 2035 (IEA, 2012b; Oettinger, G., Rosenfeld, A, 
2013). Unlocking this potential is a key policy challenge facing governments’ 
efforts to reduce GHG emissions (IEA, 2012b; Chiodi et al., 2013b; Edenhofer et 
al., 2014). Along with the direct climate and energy cost reduction benefits, 
energy efficiency has been shown to deliver tangible co-benefits for nations, 
industry, businesses and individuals (IEA, 2014b). These include improved 
security of supply, higher productivity, GDP increases, less exposure to fuel price 
volatility, increased comfort in buildings and improved human health outcomes. 
The services sector is not a large consumer of energy, even in economies where 
it is responsible for the majority of economic activity. The services sector includes 
both commercial (comprising banking, retail, hotels, etc) and public (education, 
health, local government, etc) services. Energy use in the services sector 
represented 13% (5,911 PJ) of final energy consumption in the EU in 2014 
(European Commission, 2016c). In comparison, the transport (14,755 PJ), 
industry (11,505 PJ) and residential (11,019 PJ) sectors have much higher annual 
energy demand. Future energy projections suggest that the services sector is 
likely to maintain that share (Capros et al., 2016). 
Analyses of the energy-savings potential, however, indicates that the commercial 
sector has significant potential to reduce energy consumption. The Ecofys and 
Fraunhofer ISI (2010) examination of the marginal savings curve for energy 
efficiency investments shows that such investment in the services/commercial 
sector offers some 100 Mtoe (4,187 PJ) of savings (∼25% of total potential savings 
available in all sectors) (Wesselink et al., 2010). This confirms earlier analysis 
conducted by Fraunhofer ISI et al. for the European Commission that found the 
tertiary sector holds 22% of the total savings potential to 2030 across all sectors 
(Eichhammer et al., 2009). Almost half of these savings comes at a negative cost 
if the necessary policy instruments act to remove the barriers to investment in 
energy efficiency measures. Analysis of the energy efficiency potential and costs 
in Ireland shows similar results (Scheer et al., 2015). 
In Ireland, the commercial sector accounts for 7% of final energy consumption 
but 11% of the total primary energy requirement. The relatively high proportion 
of electricity use in the Irish commercial sector drives the higher share of primary 
energy (Howley et al., 2015). Projections for the Irish energy system show that 
the sector is likely to increase its share in final energy demand to 13% (SEAI, 
2016c). The services sector in Ireland accounts for 70% of GDP, 54% of all active 
companies (EU average is 45.5%) and employs 51% of the working population 
(Central Statistics Office, 2014). In addition, the sector is one of the largest 
indigenous exporters, and competitiveness is a key concern (National 
Competitiveness Council, 2016). The technical potential for energy savings in the 
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Irish commercial sector represents 26% of the total available across all sectors to 
2020. The value of the savings available over the full lifetime of most measures is 
greater than the investment costs for these measures – i.e. negative cost over the 
full lifetime (Scheer et al., 2015). 
The observation of a gap between the actual uptake of energy efficiency measures 
and the economic potential predicted by engineering-economic models is common 
in the literature on energy efficiency. A body of theoretical and empirical literature 
has explored the barriers contributing to this phenomenon. Using representative 
survey data from Ireland, this chapter aims to identify the characteristics of 
commercial companies that are likely or unlikely to engage with energy efficiency 
actions in the context of the barriers to, and drivers of, energy efficiency. Two 
distinct categories of measures are possible for companies to implement: 
behavioural measures that lead to changes in how employees use and conserve 
energy (e.g. reducing room temperature or turning off appliances when not in 
use), and building upgrade measures (e.g. insulating walls, installing lighting 
controls or a more efficient heating source). Two separate logit models are fitted 
to the data on relevant factors, including company activity, number of employees, 
tenure, building size and stated approach to financial decision-making. This adds 
to the limited empirical evidence on energy efficiency in the commercial sector 
and contributes new information on the factors that discourage companies from 
engaging with the available energy-saving opportunities. Representative data on 
energy use and attitudes in the commercial sector are rare, and the data set that 
underpins this analysis is notable as being representative of the Irish commercial 
building stock and the attitudes of commercial sector companies to energy 
efficiency actions. 
Section 7.2 provides an overview of the literature. A full description of the data 
and the model specification are given in Section 7.3, Section 7.4 presents the 
results, Section 7.5 discusses the key insights in the context of the relevant 
previous empirical research, and Section 7.6 concludes. 
7.2. Literature background 
The difference between the actual level of energy efficiency action and the rate 
implied by these models has been labelled the ‘energy efficiency gap’ (Hirst and 
Brown, 1990; Jaffe and Stavins, 1994; Backlund et al., 2012). Theoretical 
investigations into the causes of the gap have shown a range of barriers to 
investment in commercial organisations. Sorrell (2004), a key reference, has 
identified and categorised the barriers to energy efficiency into economic, 
behavioural and organisational. Economic barriers include market failures such as 
imperfect and asymmetric information, adverse selection, principal agent 
relationships subject to moral hazard, split incentives and heterogeneity 
(Blumstein et al., 1980; Howarth and Andersson, 1993; Jaffe and Stavins, 1994; 
DeCanio, 1994; Sorrell et al., 2000; Brown, 2001; IEA., 2007). Non-market 
failures also present barriers in the form of hidden costs, uncertainty/risk and 
access to capital (Fisher and Rothkopf, 1989; Jaffe and Stavins, 1994; Golove and 
Eto, 1996). Human behaviour barriers such as bounded rationality in decision-
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making, trust and credibility, the form and timing of how information is 
communicated, resistance of consumers to change (inertia) and the personal 
values of decision-makers have been shown to diminish the uptake of energy 
efficiency technology (Stern and Aronson, 1984; Eyre, 1997; Almeida, 1998; 
Sanstad and Howarth, 1994; Sorrell et al., 2000; Sathaye et al., 2001). At the 
organisation level, the power or status of divisions and/or individuals with 
responsibility for energy decisions and how conservation and environmental issues 
are viewed in the organisational culture can act as barriers to uptake (DeCanio, 
1993, 1998; Brown, 2001; Worrell et al., 2003; Sorrell, 2004; Rohdin and 
Thollander, 2006; Schleich and Gruber, 2008; Cagno and Trianni, 2013; Cagno et 
al., 2013). In practice, these barriers overlap and energy-related decisions in a 
commercial organisation will have aspects of economic, behavioural and 
organisational barriers (Weber, 1997; Cagno et al., 2013). 
The literature on the drivers for energy efficiency in the sector is less developed. 
Reddy and Assenza (2007) and Cagno and Trianni (2013) list the drivers of energy 
efficiency that also include energy management practices as well as energy 
efficient technology. The classification of drivers lists management sensitivity to 
environmental issues, external pressures on the bottom line from rising fuel and 
CO2 prices or other regulatory penalties, having clients who consider 
environmental behaviour in decisions, and having access to information from case 
studies of interventions by similar companies. Additional drivers include access to 
low-cost expert advice (particularly for small companies), internal competence in 
energy management, availability of public financing, a focus on long-term 
benefits, availability of new solutions, anticipation of environmental regulations 
and an entrepreneurial culture within the company. The literature on business 
engagement with wider environmental issues reports similar classifications of 
drivers (Simpson et al., 2004; Studer et al., 2006; Revell et al., 2010). 
The empirical literature has used a number of methods to investigate the impact 
and importance of the barriers to energy efficiency in practice. These have 
examined barriers in the industrial sector, small and medium enterprises (SMEs) 
and various sub-sectors within this. Given the relatively low number of empirical 
analyses and lack of studies that examine the commercial sector in isolation, all 
relevant studies are considered here. 
A number of case studies, based on interviews with a smaller sample of 
companies, have provided insight into the energy-related decision-making 
processes within organisations (Almeida, 1998; Ostertag, 2002; O’Malley and 
Scott, 2004; Rohdin and Thollander, 2006; Cooremans, 2012a). Econometric and 
other statistical analyses, based on larger data samples, have sought to establish 
the significance and importance of the barriers and company factors that impede 
uptake of energy efficiency (Gruber and Brand, 1991; Velthuijsen, 1993; DeCanio 
and Watkins, 1998; Harris et al., 2000; de Groot et al., 2001; Diederen et al., 
2003; Anderson and Newell, 2004; Sorrell, 2004; Aramyan et al., 2007; Rohdin 
et al., 2007; Thollander et al., 2007; Schleich and Gruber, 2008; Thollander and 
Ottosson, 2008; Trianni and Cagno, 2012).  
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Sorrell et al. (2011) and Fleiter et al. (2012) contain detailed literature reviews of 
the various empirical studies on the barriers to energy efficiency. Both reviews 
point to the difficulty of comparing results across studies due to the different 
methods employed and the variations in time horizons, sectors and sub-sectors 
examined, as well as the barriers considered. 
Sorrell et al. (2011) assessed the relative importance of the barriers based on a 
simple count of the barriers identified in the empirical research on energy 
efficiency in the services sector. The findings identify differences between 
developed and developing countries. Imperfect information was the most 
identified barrier in developed countries, while access to capital was the most 
frequently identified barrier in developing countries. Hidden costs, risk/uncertainty 
and bounded rationality were also identified frequently. The review points to the 
greater obstacles faced by SMEs. Sorrell et al. (2011) suggest that this is due to 
a lack of information about the opportunities available and a lack of 
implementation expertise where opportunities have been identified. Obtaining 
relevant data on energy consumption is relatively more expensive for SMEs, and 
energy costs typically account for a small proportion of total production costs. The 
high option cost of a large capital investment for SMEs heightens the sensitivity 
to the risk and uncertainty surrounding capital investments. 
Fleiter et al.'s (2012) comprehensive review of previous empirical literature shows 
that SMEs tend to face more barriers to the implementation of energy-efficient 
measures than their industrial counterparts. The most common barriers are access 
to capital and, for energy-intensive SMEs, the technical risk associated with a 
production outage. In less energy-intensive SMEs, the lack of time and lack of 
information show up as significant barriers to energy efficiency. Other frequently 
identified factors were the number of available employees, bounded rationality 
and split incentives. The relevance of the empirical literature in informing the 
specification of the model used for our analysis is described in more detail in 
Section 7.3. 
7.3. Data and methods 
7.3.1. Data 
In recognition of the data and information deficit in the commercial sector – and 
the difficulties it causes for effective policymaking – the Sustainable Energy 
Authority of Ireland (SEAI) undertook a survey of energy use in the commercial 
sector and the attitudes of commercial sector companies to energy projects 
(Element Energy and The Research Perspective for SEAI, 2015a, 2015b). This data 
set is notable as a statistically representative dataset of the commercial building 
stock and the attitudes of commercial sector companies to energy efficiency 
actions. 
A total of 750 phone interviews were conducted in March 2014 across a statistically 
representative sample of commercial business activities in Ireland. The survey 
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collected data relating to the behaviour and decision-making process of 
commercial sector companies as well as physical information on their buildings. 
Figure 7-1 shows the primary and final energy use estimated from the building 
survey data, broken down by fuel and by commercial activity categories. Electricity 
accounts for 73% of final energy consumption. The conversion losses in generating 
electricity are greater than for other fuel sources, and about 2.5 units of primary 
energy are required for each unit of electrical end use. Electricity accounts for 
86% of the 70 PJ of primary energy used in the commercial sector. Table 7-1 
shows the number of buildings in each category in the commercial sector in 
Ireland. 
 
Figure 7-1: Primary and final energy in the Irish commercial sector by building activity (Element 
Energy and The Research Perspective for SEAI, 2015a) 
Table 7-1: Number of buildings by commercial activity 
Table 7-2 summarises the survey information collected in more detail, showing 
the frequency of the responses by business activity type. The sampling method 
across the sectors is calibrated against the distribution of business types recorded 
in the Geodirectory – a database of all commercial business active in Ireland – to 
provide a statistically representative sample of business types. There are some 
notable differences in the distributions across the business types for several 
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the occupant while retail premises and offices tend to be rented. Similarly, the 
proportion of companies where energy-related decision-making responsibilities 
reside within the business unit are notably higher for hotels and public houses 
than in other business activity areas. 
Table 7-2: Summary of survey data by variable and by business activity 















≤10 66% 73% 38% 72% 66% 66% 
 >10 34% 27% 62% 28% 34% 34% 
Tenure type Owner 67% 62% 85% 80% 52% 73% 






Decision maker 70% 64% 96% 82% 57% 70% 
 Not a decision-
maker 
30% 36% 4% 18% 43% 30% 
Budgeting 
approach 
<€10,000 49% 50% 32% 54% 49% 56% 
 ≥€10,000 6% 4% 19% 4% 5% 4% 
 Depends on 
business case of 
individual 
measure 
45% 46% 49% 41% 46% 40% 
Floor area < 1,000 m2 38% 44% 17% 38% 41% 33% 
 ≥ 1,000 m2 23% 25% 28% 13% 19% 34% 
 No reply 40% 31% 55% 49% 40% 33% 
Recently 
renovated 
Yes 17% 14% 38% 15% 17% 9% 
 No 83% 86% 62% 85% 83% 91% 
Heating fuel 
type 
Electricity 44% 58% 20% 26% 53% 33% 
 Gas, Oil or Other 56% 42% 80% 74% 47% 67% 






42% 50% 28% 39% 37% 53% 
 Investigated but 
did nothing 
7% 7% 5% 10% 6% 4% 
 Investigated, 
took action but 
think more to do 
21% 18% 29% 23% 23% 17% 
 Investigated, 
took action, 
think no more to 
do 





investigate 35% 41% 22% 33% 35% 40% 
 Investigated but 
did nothing 
6% 7% 7% 4% 7% 4% 
 Investigated, 
took action but 
think more to do 
31% 26% 39% 36% 30% 30% 
 Investigated, 
took action, 
think no more to 
do 
28% 26% 32% 
27% 
29% 26% 
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Differences are also evident across the types of fuel used for heating. Building size 
and retail business and restaurants/public houses have a relatively high 
percentage of business with fewer than 10 employees. 
Overall, the majority of organisations reported having considered either behaviour 
or a fabric upgrade measure. A large proportion of those companies that said they 
had investigated a measure considered themselves to have done everything that 
was possible. This category may well be less engaged in the future and are not 
aware that significant potential likely remains. Half of the retail and warehouse 
companies surveyed reported not having investigated fabric upgrade measures 
and over 40% of the same categories had not investigated the savings available 
through behavioural measures. 
Figure 7-2 shows the payback period that a company is willing to accept on an 
energy-related investment for each business activity. More hotels are willing to 
accept a longer payback on investment than is the case in the other commercial 
activities. 
 
Figure 7-2: Maximum time an energy efficiency measure must pay back in, by business activity 
Respondents who stated they had not investigated an energy efficiency upgrade 
were asked the follow-up question: what was the primary reason for not 
investigating a measure? The fabric upgrade choices were:’ a) we do not think we 
need to reduce our energy use as a top priority, b) we do not think there are any 
ways to reduce our energy use, c) we think there are ways to reduce but need 
more information, d) we think there are ways to reduce but it’s not our 
responsibility, e) we are planning to investigate in the near future’. These reasons, 
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summarised in Table 7-3, provide a context for the model results presented in the 
next section. A full description of the survey and results is available from Element 
Energy and The Research Perspective for SEAI (2015b). The low priority of energy 
is the primary reason reported by commercial organisations for not engaging with 
energy efficiency. Lack of information and lack of trust in the savings available are 
also reported frequently as the most important barrier. 
Table 7-3: Reasons given for not investigating energy efficiency upgrade, number of responses 









Behaviour       
Sceptical that reductions in 
energy use through 
behavioural change are 
possible 
13% 10% 9% 6% 7% 10% 
Reducing energy use is not a 
top priority 
69% 81% 71% 73% 75% 72% 
Planning to investigate 6% 0% 4% 9% 0% 5% 
Need more information on 
possible measures 
12% 10% 16% 12% 18% 13% 
       
Fabric Upgrade       
Sceptical that reductions in 
energy use through fabric 
upgrades are possible 
5% 11% 8% 4% 3% 5% 
Reducing energy use is not a 
top priority 
79% 70% 75% 73% 86% 77% 
Planning to investigate 5% 4% 4% 3% 3% 4% 
Need more information on 
possible measures 
5% 0% 6% 15% 3% 7% 
Fabric improvements are not 
responsibility of occupant 
7% 15% 8% 4% 5% 7% 
 
7.3.2. Model 
As companies that do not investigate potential energy efficiency measures cannot 
deliberately implement energy efficiency actions, the data suggests a selection 
bias problem – i.e. only those companies that have investigated will implement a 
measure. Initially, a Heckman selection model was fitted to the data in an effort 
to control for selection bias. For both the behaviour change measures and fabric 
upgrade models, there was no statistical support for a selection bias and 
consequently we proceeded with a standard logit model. Two separate logit 
models are estimated to examine the factors that discourage engagement with 
behaviour change measures, and the factors that discourage investigation of 
building fabric upgrade options. Both models include variables that describe 
building-specific and business-specific characteristics of the respondents. The 
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dichotomous dependent variables are equal to 1 if a business investigated an 
energy efficiency measure.31 
The explanatory variables included in the regression equations are guided by the 
findings of previous empirical analysis from the literature on barriers to energy 
efficiency, discussed further below. The general model specification is as follows: 
Pr(𝑌𝑖,𝑗 = 1) =
1
1 + exp (𝑓(𝑍𝑖,𝑗, 𝑋𝑖,𝑗)
 
where Yi = 1 if the company has investigated a fabric upgrade measure and Yj = 
1 if a company has investigated a behaviour change measure. Z captures the 
company-specific factors such as business activity, tenure, number of employees 
and approach to financial decision-making, while X refers to the building-specific 
factors such as floor area, fuel used for heating and recent renovations. 
Access to capital both internally within a company and though external sources 
has been frequently identified as an important barrier in empirical research 
(Velthuijsen, 1995; Ostertag, 2002; Anderson and Newell, 2004; Thollander et 
al., 2007; Trianni and Cagno, 2012). The BUDGET variable captures the impact of 
capital restrictions by differentiating between companies that have fixed maximum 
budget amounts and those companies that consider the business case for each 
measure on its own merits. Bounded rationality in financial decisions has also been 
found to influence energy-related decision-making (de Almeida, 1998; DeCanio 
and Watkins, 1998). In order to capture this, the BUDGET variable categorises 
companies into those that apply fixed budget rules (i.e. they will not consider a 
project above a certain predefined cost) and those that implement a business case 
approach for projects. The a priori expectation is that fixed budgets will impede 
engagement with energy efficiency options. 
PAYBACK requirements also reflect bounded rationality barriers. It captures 
uncertainty and risk considerations. Uncertainty and risk have been identified in 
previous empirical analysis as a primary barrier to energy conservation 
(Velthuijsen, 1995; Harris et al., 2000; Diederen et al., 2003; Anderson and 
Newell, 2004; Rohdin et al., 2007; Fleiter et al., 2012b). 
The number of EMPLOYEES may positively affect the expertise and time available 
in the organisation to investigate the options for energy-saving measures. A 
company with fewer employees may face higher hidden costs in gathering the 
information required to implement an energy efficiency project (Gruber and Brand, 
1991; Sorrell, 2004; Anderson and Newell, 2004; Rohdin and Thollander, 2006; 
Thollander et al., 2007; Schleich, 2009; Trianni and Cagno, 2012). Companies 
                                       
31 Multinomial logit models were initially fitted to the data so as to divide the dependent variables 
into companies that investigated behaviour change, companies that investigated fabric upgrade, 
companies that looked at both fabric and behaviour, and companies that did neither. It was found 
that these models were unsuitable due to the sample size, leading to lack of data required to assess 
the interaction of independent variables within sectors. 
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with more employees may have more time and expertise available, and hence 
more opportunities to engage in research of energy efficiency options. Companies 
with a larger number of employees may also suffer negatively from organisational 
barriers such as complex decision-making chains, status of energy and strategic 
value of energy projects and principal/agent, and split incentive barriers that occur 
in larger organisations (Gruber and Brand, 1991; de Groot et al., 2001; Sorrell, 
2004; Thollander et al., 2007; Cooremans, 2012b). Given these potentially 
opposing effects, no a priori expectations on the sign of the coefficient were 
established.   
The DECISION_MAKER variable also captures some organisational barriers. 
Companies where energy decisions occur at the business unit level may be more 
likely to have investigated and implemented energy efficiency measures as they 
have more ownership over the outcome and may see more of the resultant energy 
cost-saving benefits, comfort and other benefits. Hence a positive coefficient is 
expected. The OWNER variable captures the barriers of split incentives and 
principal/agent moral hazard between landlords and tenants. If a company owns 
the building from which they operate, they will reap the full benefits of any 
investment in building upgrades, hence a positive estimated coefficient is 
anticipated. The interaction of these variables is also likely to have a positive 
influence on engagement with energy efficiency. 
Building-specific variables include the energy source for heat energy 
(ELECTRICITY) and the floor area of the building (M2). Companies with large floor 
area and companies that use electricity as their main heating fuel are likely to 
have more expensive energy bills, but may also have lower per unit energy prices 
as a result of the pricing tariffs of energy suppliers. It is expected that larger 
buildings and buildings with more expensive heat sources are more likely to 
investigate energy demand reduction options. The M2 categorical variable includes 
responses with no information. This may imply a lack of awareness of the built 
environment a company is operating from; if basic information like floor area was 
not provided, then it may be likely that questions on the less obvious information 
such as type of lighting or the u value of the walls would also go unanswered. For 
this cohort, the expectation is that the estimator will have a negative relationship 
to the likelihood of investigating an energy efficiency measure. The ‘lack of 
information’ barrier has frequently been identified in previous empirical studies 
(Fleiter et al., 2012b; Gruber and Brand, 1991; Kostka et al., 2013; Schleich, 
2009; Schleich and Gruber, 2008; Velthuijsen, 1993). 
A cohort of respondents did not reply to the survey question on floor area. This 
cohort can be said to be missing at random (MAR) as the lack of response is likely 
related to some observed characteristics of the company and building, but this 
does not depend on the organisation’s overall attitude to energy efficiency 
opportunities. To examine how this affects overall engagement with energy 
efficiency and how this information barrier may affect engagement, three separate 
methods are used to estimate the logit models: 1) The No Reply cohort from the 
survey data is estimated as a category in the M2 variable, 2) with the listwise 
deletion of the No Reply observations, and 3) with multiple imputation of the No 
  Chapter 7 
Modelling sustainable energy and 
the policy implications 168 Matthew Clancy 
Reply using the Multivariate Imputation by Chain Equations (MICE) method (as 
described by Schafer and Graham, 2002; Horton and Kleinman, 2007; Graham et 
al., 2007; Graham, 2009).32 The listwise deletion can provide some insight into 
how firms that have provided basic information about their building engage with 
energy efficiency options relative to those that did not provide  basic information 
on floor area. The Multiple Imputation model recategorises the ‘no reply’ 
respondents into large buildings (floor area >1,000m2) and small buildings (floor 
area <1,000 m2), based on the imputed likelihood that the fall into either category 
is based on the observed relationship with other survey variables.  
Premises that have had some form of building RENOVATION may be more aware 
of the options for energy efficiency as a natural consequence of engaging with 
building contractors with knowledge of energy efficiency technologies and the 
requirement to consider the wider impacts of building-related design decisions. 
Fleiter et al. (2012b) show that information provided to companies though an 
energy audit programme in Germany led to increased awareness of energy 
consumption.  
The business ACTIVITY variable controls for implicit information on the sub-sector-
specific barriers that affect energy efficiency decisions. Some empirical evidence 
has shown that the impact of barriers to energy efficiency varies by business 
activity (Velthuijsen, 1995; DeCanio and Watkins, 1998; Schleich and Gruber, 
2008; Trianni and Cagno, 2012). Table 4 summarises the variables included in the 
models. 
  
                                       
32 A multinomial logit with the dependent variable as M2=1 if the data is missing, M2=0 if data 
report estimated over 20 imputations. 
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750 0.647 0.478 0 1 
1= The organisation has 
investigated ways to reduce 








750 0.580 0.494 0 1 
1 = The organisation has 
investigated ways to reduce 
energy use through 





750 0.451 0.498 0 1 
0= Fixed budget for energy 
efficiency investments 
1= No fixed budget – it 
would depend on the 






750 0.436 0.496 0 1 
0= Oil or gas, LNG, solid 
fuel or wood chips is the 
primary means of heating 
the building  
1= Electricity is the primary 
means of heating the 
building 
EMPLOYEES No. of employees  750 0.343 0.475 0 1 1= More than 10 employees 
RENOVATED 
Building 
renovated in the 
last 10 years 
 
750 0.656 0.475 0 1 
1= Premises has undergone 
maintenance, renovation, 
fit-out or upgrade of the 







750 0.667 0.472 0 1 
0 = Organisation is a tenant 
in the building  
1= Organisation owns the 
building  




in the building 
 
750 0.701 0.458 0 1 







750 3.997 2.003 1 10 
The maximum number of 
years an organisation is 
willing to wait for the 
savings to cover the 
investment costs 




750     
The primary business 
activity undertaken in the 
building 
 Retail  255      
 Hotel  95      
 Public Houses 
and Restaurants 
 136      
 Offices  194      
 Warehouse and 
Storage 




750     
The floor area taken up by 
an organisation in the 
building 
 Small: <1,000 
M2 floor area 
 282      
 Large: >1,000 
M2 floor area 
 169      
 No reply  299      
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7.4. Results 
Table 7-5 and Table 7-7 show the outcomes of the logit regressions for both 
behaviour measures and fabric upgrade measures. The odds ratios (OR) and 
marginal probabilities discussed are from the models fitted to the raw survey data. 
Results from listwise deletion and imputation methods are mentioned where 
appropriate. The characteristics that influence the decision to investigate a fabric 
upgrade are presented first. A subsequent section deals with the factors found to 
influence decisions to investigate a behaviour change measure.  
7.4.1. Fabric upgrade logit model result 
Table 7-5: Logit regression with odds ratios of likelihood of having investigated a fabric upgrade 
Investigated fabric 
upgrade  




(Robust SE)  n=750 n=451 n=750 
ACTIVITY Hotels 1.638* 1.610 1.530 
(0.484) (0.714) (0.450) 
Restaurants/public 
houses  
1.241 0.878 1.172 
(0.302) (0.280) (0.281) 
Office 1.605** 1.460 1.552** 
(0.346) (0.396) (0.334) 
Warehouse and storage 0.848 0.791 0.859 
(0.244) (0.287) (0.248) 
EMPLOYEES >10 employees 2.796*** 3.314*** 2.662*** 
(0.876) (1.446) (0.859) 
BUDGET No fixed budget – it 
would depend on the 
business case for the 
measure 
1.513** 1.461* 1.429** 
(0.255) (0.323) (0.235) 
M2 Large (>1,000 m2) 0.895 0.917 0.931 
(0.202) (0.217) (0.195) 
No reply 0.661**   
(0.126)   
RENOVATED Some building upgrade 
in the last 10 years 
1.900*** 1.598** 1.971*** 
(0.327) (0.370) (0.341) 
ELECTRICITY Uses electricity for heat 1.073 0.938 1.108 
(0.189) (0.210) (0.194) 
OWNER Business owns the 
building 
0.309* 0.197** 0.286** 
(0.192) (0.152) (0.177) 
DECISION_MAKER Respondent is 
responsible for energy-
related decisions 
0.316* 0.189* 0.295* 
(0.221) (0.179) (0.204) 
OWNER X 
DECISION_MAKER 
 16.321*** 33.106*** 17.984*** 
(14.906) (39.449) (16.239) 
PAYBACK Minimum payback 
requirement 
0.873* 0.847* 0.872* 
(0.063) (0.084) (0.063) 
OWNER X EMPLOYEES  0.306*** 0.184*** 0.321*** 
(0.114) (0.094) (0.120) 
OWNER X DECISION 
_MAKER X PAYBACK 
Owner and responsible 
for energy-related 
decisions 
1.171* 1.246* 1.173* 
(0.106) (0.159) (0.107) 
Owner and not 
responsible for energy-
related decisions 
1.356** 1.349* 1.375** 
(0.184) (0.218) (0.187) 
Tenant and responsible 
for energy-related 
decisions 
1.299* 1.425* 1.322* 
(0.202) (0.295) (0.203) 
Constant  0.618 1.034 0.553 
  (0.243) (0.517) (0.213) 
Significant at *90%, **95%,***99% 
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The nature of a company’s tenure and the decision-making responsibility of the 
survey respondent show a strong association with the likelihood of investigating a 
fabric upgrade measure. Companies that own the building they operate from and 
where the respondent is responsible for energy-related decision-making are over 
16 times more likely to engage with energy efficiency options. Companies with 
more than 10 employees are found to be over 2.5 times more likely to investigate 
a fabric upgrade. The interaction of EMPLOYEES and OWNER is also significant in 
the model. Companies that rent their commercial space and that have more than 
10 employees were significantly more likely to investigate the options as 
compared to tenant companies with fewer than 10 employees. No statistical 
difference in the likelihood of investigation was found between those companies 
with more than 10 employees that own their building, and those that rent. 
PAYBACK and BUDGET variables were both found to be significant in the model. 
Companies that implement a case-by-case approach to budgeting decisions are 
1.5 times more likely to investigate a fabric upgrade. Companies willing to wait 
longer for the energy savings to cover the cost of investment are also significantly 
more likely to investigate a fabric measure. 
Figure 7-3 shows how the interaction of payback expectations has a significant 
influence in this dynamic. The slope of the marginal probability for PAYBACK is 
significantly different across the combinations of TENURE and DECISION_MAKER. 
The marginal probability for companies that own their building and where the 
respondents are responsible for energy-related decisions does not vary as payback 
time increases; PAYBACK does not seem to influence the decision to investigate a 
fabric upgrade for this cohort. Overall, this cohort is more likely than the other 
interaction categories to investigate a fabric upgrade at all payback levels. 
 
Figure 7-3: Marginal probability of fabric investigation at each year of acceptable PAYBACK by tenure 
and by decision-making responsibility of the respondent 
For companies that own the building and where the respondent is not the decision-
maker, the likelihood of investigation increases for companies that accept longer 
paybacks. Tenants with energy-related decision-making responsibility have a 
similar slope to the latter category, with no statistical difference evident between 
the two categories. A counter-intuitive outcome is evident for companies that are 
tenants and that are not responsible for energy-related decisions: as the stated 
acceptable period of payback in years increases, this cohort becomes less likely to 
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have investigated an energy efficiency upgrade. As more energy efficiency 
measures become economic with an increasing payback period, it could be 
expected that building occupants accepting higher payback periods would be more 
likely to investigate these opportunities. This is the case with the other cohorts 
presented. It is unclear from the data what is driving this result but perhaps the 
distance of this cohort from financial and building-related decisions leads to less 
considered responses. 
The types of commercial activity undertaken in a building are significant, and there 
are differences in likelihood found between some sectors. Figure 7-4 shows the 
marginal probabilities for each business activity. Offices and hotels are most likely 
to have investigated an upgrade, with warehouses and retail companies least 
likely. These differences are statistically significant for offices compared to retail 
and to warehouses, and also for hotels compared to warehouses – all at the 95% 
significance level. 
 
Figure 7-4: Marginal probabilities by company ACTIVITY of investigating a fabric upgrade (95% 
interval) 
Respondents that did not reply to the question on the floor area of the building 
are significantly less likely to have investigated a fabric upgrade. A listwise 
deletion of the ‘no reply’ cohort resulted in a change of magnitude and 
significance of a number of variables, with the marginal probabilities of 
investigation increasing across most variables. Companies that owned their own 
building and where the respondent is the decision-maker were over 30 times 
more likely to investigate a fabric upgrade. Furthermore, the likelihood for 
companies with more than 10 employees increased in the listwise model. The 
  Chapter 7 
Modelling sustainable energy and 
the policy implications 173 Matthew Clancy 
odds ratio for companies that have had a building renovation at some time over 
the past 10 years is 1.598 lower than the results from the other models for the 
same variable shown in Table 7-5. In addition, previously significant categories 
in the ACTIVITY variable in the other models lose their significance in the listwise 
model. An examination of the no-reply cohort using a separate logit equation 
showed some significant associations. No replies are more likely from hotels, 
restaurants/public houses and offices that have not renovated recently, that use 
oil, gas or other as the primary heating fuel and that apply fixed budget rules to 
investment decisions. The logit results for this equation are shown in Table 7-6. 
Table 7-6: Results of logit regression on likelihood of company to not provide a response to question 
on floor area 
 
The RENOVATED variable was also found to be significant. Businesses operating 
from buildings that were renovated sometime in the previous 10 years are almost 
twice as likely to have investigated a fabric energy efficiency measure. The 
underlying data set includes information on the energy use or costs faced by the 
companies surveyed. To try to estimate this impact, the initial model specification 
included an interaction term combing floor area, type of heating fuel and the 
number of employees as a proxy for energy use and energy costs. The interaction 
was not significant and did not affect the significance of other terms in the model; 
hence it was dropped from the final specification. 
Did not reply to Q on floor area =1   
(Robust SE) n=750      Odds ratio 
ACTIVITY Hotels 2.479*** 
(0.678) 




Warehouse and storage 0.940 
(0.284) 
BUDGET No fixed budget – it would depend on the 
business case for the measure 
1.918*** 
(0.305) 
EMPLOYEES > 10 employees 1.041 
(0.222) 
ELECTRICITY Uses electricity for heat 0.564*** 
(0.117) 




OWNER Company owns the building 1.183 
(0.382) 
RENOVATED Some building upgrade in the last 10 years 0.590*** 
(0.102) 
DECISION_MAKER X OWNER  1.097 
(0.453) 
ELECTRICITY X EMPLOYEES  1.735* 
(0.584) 
Constant  0.687 
  (0.238) 
Significant at *90%, **95%,***99% 
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7.4.2. Behaviour change logit model results 
Analysis of the factors that influence a company to investigate a behaviour change 
measure differ somewhat from those factors that influence fabric upgrade. Similar 
to the fabric upgrade case, a lack of knowledge of the size of the building is a 
strong predictor of lack of engagement, but the company business activity, the 
company’s tenure in the building operated from, the decision-making 
responsibility of the respondent and the number of employees differ in their effect. 
Table 7-7: Logit odds ratios for likelihood of a company investigating a behaviour change 
 
The interaction between ACTIVITY and BUDGET is significant for a number of 









(Robust SE)     n=750 n-451 n=750 
ACTIVITY Hotels 1.462 1.147 1.234 
(0.605) (0.640) (0.505) 
Restaurants/public houses  1.183 1.842 1.008 
(0.356) (0.795) (0.308) 
Office 0.961 0.877 0.896 
(0.271) (0.297) (0.249) 
Warehouse and storage 0.572 0.415* 0.580 
(0.226) (0.192) (0.223) 
BUDGET No fixed budget – it would 
depend on the business case for 
the measure 
0.653 0.423* 0.560 
(0.241) (0.198) (0.204) 
ACTIVITY X BUDGET Hotel X BUDGET 0.875 0.438 0.902 
(0.505) (0.347) (0.513) 
Restaurants/public houses X 
BUDGET 
1.421 0.346 1.530 
(0.701) (0.246) (0.739) 
Office X BUDGET 2.644** 3.105** 2.731** 
(1.142) (1.784) (1.177) 
Warehouse and storage X 
BUDGET 
3.714** 8.180** 3.683** 
(2.432) (7.544) (2.390) 
M2 Large (> 1,000 m2) 0.923 0.878 1.020 
(0.265) (0.258) (0.278) 
No reply 0.486***   
(0.108)   
[0.107]   
EMPLOYEES >10 employees 1.040 1.049 1.382 
(0.378) (0.392) (0.429) 
EMPLOYEES X M2 >10 employees X Large (>1,000 
m2)  
3.053** 3.455** 1.958 
(1.606) (1.871) (0.900) 
>10 employees X No reply 2.454**   
(1.121)   
ELECTRICITY Uses electricity for heat 1.582 1.749 1.666* 
(0.478) (0.696) (0.493) 
DECISION_MAKER Respondent is responsible for 
energy-related decisions 
1.615 1.597 1.530 
(0.533) (0.682) (0.503) 
ELECTRICTY X 
DECISION_MAKER 
 0.468** 0.433* 0.471** 
(0.172) (0.211) (0.170) 
RENOVATED Some building upgrade in the last 
10 years 
1.455** 1.420 1.557** 
(0.259) (0.352) (0.275) 
BUDGET X 
DECISION_MAKER 
 2.442** 4.353*** 2.513** 
(0.925) (2.211) (0.943) 
OWNER Business owns the building 1.426* 1.432 1.375 
(0.291) (0.382) (0.275) 
Constant  0.687 0.767 0.569* 
  (0.238) (0.328) (0.195) 
Significant at *90%, **95%,***99%  
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individual business case of each measure, and that operate from office buildings 
or warehouses, are more likely than hotels, retail premises and restaurants/public 
houses to investigate behaviour change. Figure 7-5 summarises the marginal 
probabilities of the budget approaches across the business activities. 
 
Figure 7-5: Marginal probabilities by company ACTIVITY and BUDGET approach of investigating a 
behaviour change measure (95% interval) 
Office buildings with a case-by-case budgeting approach are over 2.6 times more 
likely than office buildings that apply fixed budget rules of thumb to investment 
decisions to report investigating a behavioural measure. The same is true of 
warehouse and storage businesses. Office-based businesses with a ‘business case’ 
approach have an 80% marginal probability of saying they have investigated a 
behaviour change as compared to a 59%–73% probability range for retail, hotels 
and restaurants/public houses and a 59% probability for offices that use fixed 
budget rules of thumb. 
The answer respondents gave to the question on the size of the business premises 
was significant in explaining the likelihood of investigating a behaviour change 
energy efficiency measure. Those respondents who did not respond to the 
question on the size of the business premises were also significantly less likely to 
report having investigated a behaviour change. As described in the fabric upgrade 
results and as shown in 
Table 7-7, this cohort of business shares defining characteristics that set them 
apart: hotels, restaurants/public houses and offices that have not renovated 
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recently, use oil, gas or other as the primary heating fuel and apply fixed budget 
rules to investment decisions are less likely to respond to the floor area question. 
The number of employees alone was not a significant indicator of the likelihood to 
investigate a behaviour change measure. When the interaction with floor area is 
considered, companies with more than 10 employees and with floor areas greater 
than 1000 m2 are significantly more likely to have investigated a behaviour change 
measure. This category is over three times more likely to report investigating 
behaviour change as compared to the base category: the cohort with fewer than 
10 employees and a floor area of under 1000 m2. 
The interaction of ELECTRICITY and DECISION_MAKER is significant in all models. 
Companies that use electricity as the main heating fuel, and where the respondent 
to the survey is responsible for energy-related decisions, are about half as likely 
to have investigated a behaviour upgrade compared to companies that use other 
fuels for heating and where the respondent is the decision-maker. Company units 
using oil, gas or other fuel sources and where the respondent is not responsible 
for energy-related decisions are significantly less likely to investigate a behaviour 
change measure when compared to the base category. Owning the building tends 
to favour engagement with a behaviour change investigation, although this is 
significant only in the raw survey data model. The decision-making responsibility 
of the respondent does not have a significant association with behaviour change 
investigation. In contrast to the fabric upgrade model, the interaction of both 
variables is insignificant, and was dropped from the final specification of the 
behaviour measure model. 
Companies where the respondent is responsible for energy-related decisions and 
where a business case approach is applied to budget decisions are between 2.4 
times and 4.3 times more likely to have investigated a behaviour change. The 
marginal probabilities for companies where the respondent is not the decision-
maker and where a case-by-case budgeting approach is taken (pr 57%) show no 
statistical difference in comparison with companies where a fixed budget approach 
is taken (pr 60%). 
Companies that occupy buildings that have been renovated or upgraded in the 
last 10 years are significantly more likely to have considered a behaviour change. 
When those respondents that did not reply to the floor area question were 
excluded, the significance dropped below the 90% level. 
7.5. Discussion 
In order for a company to undertake a measure, they must first invest the time in 
investigating the options available. The representative survey data shows that 
almost half of Irish companies operating in the commercial sector do not take this 
first essential step in accessing the energy efficiency measures available to them. 
The findings presented identify the company factors associated with a likelihood 
of investigating an energy efficiency measure. This section reflects on the findings 
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of this chapter in the context of other empirical analyses and mentions the 
theoretical background where relevant. 
The influence of tenure and localised energy-related decision-making 
responsibilities are perhaps the most definitive insight from this analysis. 
Companies that own the building they operate from and where energy-related 
decisions are made by local management are found to be much more likely to 
investigate a fabric upgrade measure. These findings are consistent with the split-
incentive barrier and organisational barriers identified in the theoretical literature. 
These findings may tentatively indicate that energy efficiency drivers may also be 
influencing companies with these favourable characteristics. The literature that 
explores the drivers for energy efficiency cites improved working environments, 
greater comfort, increased asset values and productivity as reasons for companies 
to take up these measures. 
The empirical studies reviewed did not examine the interaction of tenure with 
energy-related decision-making responsibility, as is done here. Some empirical 
literature has examined the impact of renting on uptake while other studies have 
looked at the impact of internal investment decision processes. Schleich and 
Gruber found that renting commercial space was a barrier to organisations in over 
half the sub-sectors they examined (Schleich and Gruber, 2008; Schleich, 2009). 
Fleiter et al. (2012b) examined the impact of tenure on uptake and found no 
significant relationship. They hypothesise that the provision of information through 
building energy ratings may have mitigated the impact of this and other barriers 
identified elsewhere in the literature. Muthulingam et al. (2011) found that 
managerial attention requirements influence the adoption rate of energy efficiency 
measures. Trianni and Cagno (2012) and Thollander et al. (2007) identify lack of 
access to internal capital as a barrier. While the control variables used in these 
studies are not directly comparable to the decision-making responsibility variable 
used here, they do support the finding that the investment decision process can 
present organisational barriers to energy efficiency measures.  
Companies with more than 10 employees are found to be more likely to investigate 
both fabric upgrades and behavioural options. This finding is consistent with 
several other empirical studies, including Anderson and Newell (2004), Aramyan 
et al. (2007) and Schleich (2009). Some studies that have included variables 
representing the number of employees have not found a significant relationship 
with likelihood to take up an energy efficiency measure; Fleiter et al. (2012b) 
postulate that the effect may be captured in other control variables included in the 
model. Several of the analyses report lack of time to investigate measures as an 
important factor (Gruber and Brand, 1991; Sorrell, 2004; Rohdin and Thollander, 
2006; Thollander et al., 2007; Trianni and Cagno, 2012). The data this analysis 
relies on does not allow for the inclusion of a control variable for lack of time, 
though it is probable that the effect may be captured by the variable for number 
of employees. Analysis by Velthuijsen (1995) (reported in Fleiter et al., 2012b) 
finds an additional nuance: as the size of a firm increases, decision-making 
complexity begins to negatively affect uptake. Commercial sector companies of 
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100 employees or more are rare in Ireland. This may partially explain why no such 
negative relationship was found in this analysis.  
This analysis found that companies that did not provide a response to the question 
on floor area were less likely to investigate a fabric upgrade or a behavioural 
measure. Lacking basic information, such as floor area and energy use, has been 
found to negatively affect the uptake on energy efficiency measures (Gruber and 
Brand, 1991; Kostka et al., 2013; Schleich, 2009; Schleich and Gruber, 2008; 
Velthuijsen, 1993). Some empirical analyses have shown how information 
campaigns and energy audits can remove the impact of information barriers 
(Harris et al., 2000; Anderson and Newell, 2004; Thollander et al., 2007; Fleiter 
et al., 2012b). For example, Fleiter et al. (2012b) examined the uptake of 
measures in German SMEs after an energy audit was completed and the firm was 
provided with information on energy-saving options. They found that lack of 
information was not a significant variable for these companies. This analysis finds, 
companies that had undergone some form of a renovation in the previous 10 years 
were more likely to have investigated a fabric upgrade. This may suggest a similar 
effect. It is interesting to note that, having undergone a renovation, companies 
were also more likely to have investigated a behaviour change measure. The 
Cagno et al. (2013) review of the literature on barriers to industrial energy 
efficiency explains the role of building designers, building contractors and trusted 
independent third parties in disseminating information on energy-saving 
measures. The energy agency in Ireland (SEAI) has been active in providing 
information as well as mentoring in the past decade and runs a tax rebate scheme 
for companies that install equipment listed as highly energy-efficient. The energy 
agency and wider market activity may be helping companies to access information 
on energy efficiency as part of the renovation process. 
The empirical evidence shows that lack of capital, both internally within the 
company and from external sources, is a significant barrier to the uptake of energy 
efficiency measures (Velthuijsen, 1993, 1995; Fleiter et al., 2012b; Anderson and 
Newell, 2004; Thollander et al., 2007; Rohdin et al., 2007; Muthulingam et al., 
2011; Trianni and Cagno, 2012). The findings in this chapter expand on this and 
examine the impact of bounded rationality in budgeting decisions. The analysis 
found that the use of heuristics – through the application of budget expenditure 
limits – was associated with a lower likelihood of investigating fabric upgrade 
options. The approach to budget decisions also had some impact on the likelihood 
of investigating a behavioural measure when the interaction with decision-making 
responsibility and commercial activity were considered.  
The payback duration required was also found to be significant. Companies that 
accept longer payback times were found to be more likely to investigate fabric 
upgrade measures. This agrees with Harris et al. (2000), Diederen et al. (2003) 
and Anderson and Newell (2004), who found payback and hurdle rates to be 
relevant to the uptake of energy efficiency measures. The findings on budget 
approach and payback lengths are notable given that little or no capital 
commitment is required to investigate a measure, but yet those companies with 
budget limits and short payback requirements are less likely to investigate energy-
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saving options. This may reflect organisational barriers or a focus of investment 
options related to core business only.  
The various sub-sectoral business activities undertaken in a building has a 
significant association with the likelihood of having investigated a fabric upgrade 
measure. Offices and hotels were found to be more likely to have considered such 
options as compared to retail and warehouse/storage. DeCanio (1998) examined 
the influence of variables including sub-sectoral classification on the profitability 
of lighting upgrade projects and found that the type of business activity is 
significant. De Groot et al. (2001) and Schleich (2009) examined barriers at a 
sub-sector level for German and Dutch data sets respectively. They found 
differences in the significance and magnitude of barriers within the sub-sectors. 
These broadly align with our findings and may suggest that individual sub-sectors 
respond to the drivers in different ways. It is plausible that hotels and offices may 
value the co-benefits from upgrade measures, such as increased internal comfort 
and noise reduction, more than retail or warehouse sub-sectors.  
The underlying data set for our analysis did not have information on energy bills. 
A proxy for energy costs was examined through the interaction of building size, 
number of employees and heating fuel type, but was not found to be significant 
in the decision to investigate. The empirical findings differ on this point. Some 
studies have not found a significant link between energy costs and the uptake of 
energy efficiency measures, while others found, in a number of empirical studies, 
that the share of energy costs in total operating costs was found to influence 
upgrade activity. Schleich (2009) found that a higher annual energy use per 
employee positively influenced the likelihood of an organisation investigating and 
implementing a measure. Anderson and Newell (2004) found that increases in 
energy costs increased the likelihood of a measure being implemented in 
manufacturing plants. In contrast, de Groot et al. (2001) found no significant 
relationship between companies’ prioritisation of energy and the uptake of energy 
efficient measures. Similarly, Fleiter et al. (2012b) found no significant 
relationship between the variable capturing energy costs and likelihood of uptake. 
The findings in this chapter should be viewed in the context that energy use is a 
relatively minor cost for most commercial sector companies in Ireland. In addition, 
as Table 7-3 shows, the low priority of energy use was cited by over 77% of those 
respondents as the reason for not investigating an upgrade.  
7.6. Conclusion  
This chapter examined the factors associated with the likelihood that a commercial 
sector company will investigate a fabric upgrade or behaviour change energy 
efficiency measure. The analysis is based on an internationally rare example of a 
statistically representative data set, for the commercial sector in Ireland. The data 
set is compiled from a survey of commercial sector business units and captures 
building-specific and company-specific characteristics as well as their behaviours 
and attitudes towards energy efficiency.  
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The profile of companies was represented in the regression models by the type of 
commercial activity undertaken in the building, the number of employees normally 
at work at the premises on a typical day, the floor area of the building, the fuel 
used for heating, if the building is owned or rented, and if energy-related 
investment decisions are made locally. Factors representing the company’s 
approach to determining capital expenditure budgets and their acceptable payback 
lengths were also included. Two logit models were specified separately to examine 
the influence these factors have on decisions to investigate a fabric upgrade 
measure, and a behaviour change measure. 
The results show that companies that rent the building they occupy and where 
decision-making responsibilities are not made locally are unlikely to investigate a 
fabric upgrade measure, suggesting that spit incentives and organisational 
barriers are acting to prevent engagement for this cohort. Hotels and offices were 
significantly more likely to have investigated a measure relative to companies in 
retail and warehouse sub-sectors, perhaps suggesting that some additional energy 
efficiency drivers are promoting engagement in these sectors. Lack of time, 
internal expertise and the hassle of investigating the available options have been 
reported in the literature as barriers to energy efficiency. The results also show 
larger companies with more than 10 employees were more likely to have 
investigated a fabric upgrade measure.  
Lack of information on energy use and on the intervention measures available are 
frequently identified in the literature as preventing adoption of measures. These 
results resonate with this, with respondents that did not know the floor area of 
their business premises significantly less likely to investigate upgrade options. In 
addition, the results show that companies that recently had a renovation were 
more likely to have investigated a fabric upgrade measure, perhaps due to the 
availability of information during this process. Companies that apply a fixed-limit 
budgeting approach and have short payback requirements are less likely to 
engage with fabric upgrades options. This is an interesting finding given that 
relatively little budget commitment is required to investigate the available 
measures.  
Companies with more employees, larger floor areas, that own their own building, 
operate as offices or warehouses and apply a business-case evaluation for each 
individual project were more likely to investigate behaviour change measures. 
Interestingly, those companies that had a recent renovation were also more likely 
to have investigated a behaviour change, suggesting that the information on and 
awareness of the building can motivate wider interest in energy savings. 
Respondents who did not report floor area, were not the energy decision-makers 
and who use electricity as a heating source were less likely to investigate 
behaviour change measures. 
The findings are consistent with the previous empirical and theoretical literature 
on the barriers and drivers to energy efficiency. Much of the previous research is 
concerned with the final adoption of measures; this analysis adds additional 
insights by identifying the factors that determine if a company is likely to 
  Chapter 7 
Modelling sustainable energy and 
the policy implications 181 Matthew Clancy 
investigate the options available. The focus of previous research has been on the 
adoption of appliance and fabric upgrade options; this work also contributes 
additional information by extending the analysis to identify factors that influence 
the decision to investigate behaviour change options. The robustness of the 
statistically representative data set underlying the analysis is also a useful and 
rare aspect of this work.  
This chapter examines the barriers and drivers across the decision-making process 
by focusing on the first step in the process of implementing a saving measure, the 
investigation step. Further research that separates the effect of barriers at the 
investigation step from their effect at the implementation phase would add an 
additional layer of understanding into how the barriers act to impede energy-
savings uptake at the various stages of the decision-making process. The initial 
model specification looked at examining the adoption of measures by first 
controlling for the self-selection bias of companies that investigated measures but 
the data set did not support this two-stage analysis. Future data collection efforts 
can keep in mind the usefulness of these staged approaches during survey design. 
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Chapter 8  
Conclusions  
The climate-change mitigation ambition agreed at the 2015 Conference of Parties 
(COP) in Paris represents a substantial challenge. Energy generation continues to 
be dominated by carbon-based fossil fuels. Well-informed policy design and 
implementation, at national and regional levels, is required to decarbonise the 
energy sector and to maintain global temperature increases to well below 20C in 
this century. Governments, and those who vote for them, often seek more than 
climate mitigation benefits from the policy they implement. Factors such as policy 
cost, economic growth, market distortion, energy prices, energy security, 
employment and social cohesion are also important. Policymakers need to 
understand the trade-offs and effectiveness of policy, both existing and planned.  
The aim of this thesis was to provide evidence and insights based on transparent 
methods in order to inform policy decisions as well as the wider societal debate 
on sustainable energy. To meet the aim, four research questions were addressed, 
using three main modelling approaches, as follows: 
Part I – Power system modelling 
RQ1 (a): RQ1 (a): What are the methods available to assess the emissions saving 
contribution of renewable electricity generation? 
RQ1 (b): What fossil-fuel and emissions savings impacts have resulted from the 
renewable power generation already deployed in Ireland?  
RQ2: What are the short-run price and CO2 impacts of using waste heat from CCGT 
generators for district heating on a high-renewable electricity system?   
Part II – Mixed-method simulation of bioenergy and renewable heat 
policy 
RQ3 (a): How can demand for bioenergy in the heat, power and transport sectors 
be represented in a decision support tool to aid policymaking?  
RQ3 (b): What are the interactive and cumulative impacts of bioenergy policy 
options for the heat, transport and power sectors in Ireland?  
Part III – Empirical analysis 
RQ4: What are the factors that discourage commercial businesses from 
considering energy-related decisions? 
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Each chapter set out to address a part of these research questions, with a focus 
on the policy implications. This final chapter summarises the findings relevant to 
policy and modelling methodology.    
8.1. Policy 
The decarbonisation of the energy sector raises many questions for policy. Among 
these: what has the impact of current policy been, what can enabling 
infrastructure deliver, what end-use sector should bioenergy resource be used in, 
and how can policy be better tailored to overcome the specific barriers faced by 
citizens and businesses.   
Many countries have already implemented policy that has resulted in substantial 
change to the energy sector. Policy supporting the deployment of variable 
renewable power generation sources of wind and solar have resulted in significant 
penetration of these technologies (IEA, 2017a). Establishing the impact of existing 
policies allows policy design to learn and evolve. It also can inform the wider 
debates and allow governments to present credible evidence to those citizens 
affected by infrastructure development and those working in industries negatively 
affected by decarbonisation efforts. RQ1 was focused on examining the impact of 
renewable electricity development in Ireland and evaluating the most appropriate 
methods for assessing this.  
Continued decarbonisation of the energy system will require enabling 
infrastructure to support technology deployment. The infrastructure required is 
frequently assessed within the boundaries of the electricity, heat or transport 
system in which it is deployed. This approach can miss the benefits and costs that 
such infrastructure may have across all end-use sectors. A wider view is often 
more appropriate. RQ2 examined the wider impacts of district heating networks 
on both the heat and electricity sectors.  
Similarly, bioenergy has a key role in decarbonising the energy system, but policy 
evaluation is often limited to the end-use sector on which it is focused. Bioenergy 
resources in the short term are restricted in availability, and policy incentivising 
demand in one end-use sector may negatively affect the aims of bioenergy policy 
in another. RQ3 focused on developing the appropriate tools to analyse bioenergy 
policy and investigating the impact of future policy options in Ireland. 
Much of the move to a low-carbon energy system will require energy consumers 
to choose energy-efficient and low-carbon technologies. To reach different cohorts 
of consumers effectively, tailored policy development is required to incentivise or 
mandate low-carbon and energy-efficient choices based on the individual 
circumstances of a citizen or business. RQ4 looked at the factors that discourage 
businesses in the Irish commercial sector from investigating the options available 
to reduce energy use.  
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RQ1 (a) What are the methods available and how well equipped are they 
to assess the emissions saving contribution of renewable electricity 
generation? 
The methods used to evaluate the fossil-fuel and CO2 saving from renewable 
electricity generation are explored in Chapter 2. A primary policy driver for the 
investment in wind and other renewable energy has been the promise of CO2 
reductions from the generation of renewable electricity. This is not a 
straightforward exercise as the impact of renewable generation must be isolated 
from the other complex interactions on the power system. The primary parameters 
affecting emissions intensity can vary significantly across short timescales and no 
‘natural experiment’ exists to facilitate conclusive empirical analysis.  
Four main methods, which vary in complexity and approach, have been used to 
examine this question. Each method has its benefits and drawbacks. For example, 
detailed simulation is the correct approach for studies seeking to isolate the impact 
of wind generation and to quantify the impact of any additional cycling and 
ramping introduced by wind and solar, but these models are characterised by 
detail and complexity. The models can lack transparency and also be time-
consuming to build and run. Econometric techniques can capture the emissions 
reduction impact but require several years of high-resolution historic data for the 
relevant dependent variables in order to give a reliable result. These models have 
limited explanatory and predictive power due to the difficulty of representing the 
complex relationship between variables within the power system. The simplicity 
of the displacement method is a useful first-order approach to estimating savings 
but it cannot provide additional insights beyond emissions and fuel savings.  
The literature review showed that the magnitude of the savings was the relative 
proportion of electricity generated from coal or gas on the system in question, 
regardless of the method used. Power systems that have high penetrations of gas 
CCGTs record savings in the range of 0.26 to 0.502 tCO2/MWh of renewable 
generation. Systems with large amounts of coal have estimated savings in the 
range 0.489 to 0.847 tCO2/MWh of renewable generation. Simulation studies tend 
to focus on future scenarios while econometric analysis is applied to historic data 
only.   
RQ1 (b): What fossil-fuel and emissions savings impacts have resulted 
from the renewable power generation already deployed in Ireland?  
In Chapter 3 a dispatch model is applied to ex-post data for the 2012 All-Island 
system in Ireland to determine the fossil-fuel and CO2 savings. Renewable 
electricity accounted for 20.4% of total generation, 15.8% from wind, on the Irish 
system in 2012. The results show renewable generation averted a 26% increase 
in fossil fuels (valued at €297 million) and avoided an 18% increase in CO2 
emissions (2.85 MtCO2), as compared to the simulated 2012 system without 
renewable generation. Wind generation on its own averted a 20% increase in 
fossil-fuel generation and a 14% increase in CO2 emissions (2.33 MtCO2).  
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Each MWh of renewable electricity generation avoided on average 0.43 tCO2, with 
wind generation avoiding 0.46 tCO2/MWh. This was at the higher end of the range 
for electricity systems with high amounts of natural-gas generation. Many of the 
studies that have found lower savings point to a loss of efficiency in the fossil-fuel 
generators induced by a more variable operating profile required to balance the 
wind generation on the system. Chapter 3 shows that the additional renewable-
related balancing requirements had minor impacts on fossil-fuel generation 
efficiency –  CO2 production rates increased by less than 2%. Other contributory 
factors have a greater influence on savings. Policy measures to alleviate network 
congestion, increase system flexibility and increase financial penalties on 
emissions can increase savings from renewable generation. 
RQ2: What are the short-run price and CO2 impacts of using waste heat 
from CCGT generators for district heating on a high-renewable electricity 
system?  
Using waste heat available from power generators in heat networks is a means to 
reduce CO2 by replacing heat production from fossil-fuel heat boilers. But CHP 
generation, by linking heat and electricity markets, can change how other 
electricity generators run, and affect price and emissions in both sectors. High 
levels of renewable electricity generation may also affect the cost of using waste 
heat and influence the cost and magnitude of CO2 reduction. Chapter 4 also uses 
a power systems model to simulate the short-run impacts of using waste heat 
from existing power generators on heat and electricity systems. The model is 
solved at five-year intervals, from 2020-2035 – with heat network and without 
heat network – for central and high-renewable electricity deployment.  
The findings show that retrofitting CCGT units with CHP capabilities to feed a heat 
network in Dublin resulted in cumulative reductions of 3.5 MtCO2 – 44% in heat 
and 56% in electricity. The CCGT-CHP units were found to produce electricity and 
heat at competitive prices. The average shadow price of electricity reduces by 4% 
and producing heat at CCGT-CHP units is competitive with gas boilers except at 
times of low electricity prices. The cost-optimal solution showed that the CCGT-
CHP units use revenue from the heat market to offset electricity production costs 
and allow them to be dispatched more often in the electricity market. As more 
renewable electricity was added to the system, the amount of offsetting revenue 
required from the heat market increased. Chapter 4 labels these offsetting periods 
as Type II operational modes and finds that the CCGT-CHP units operating in these 
modes tend not to produce heat for storage.  
The findings are sensitive to the efficiency at which units can produce heat. In this 
study, a Z-factor in the mid-range of estimates from the literature is used. Higher 
Z-factors can increase the competitiveness of heat production at times of lower 
electricity prices. Further modelling to explore lower-temperature, fourth-
generation heat networks and work to specify Z-factors achievable from the 
various power generation technologies would help complete the picture. Longer 
term, the implementation of low-temperature heat networks in conjunction with 
heat pumps and CHP may be required to optimise district heating on high-
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renewable electricity systems. Further analysis could also examine if the additional 
revenue available to CHP units has an impact on total capacity payments in the 
electricity market. Likewise, an analysis of the impacts of CHP upgrades on the 
operation of the electricity system can explore if the retrofits add to or reduce 
system flexibility. 
RQ3 (a): How can demand for bioenergy in the heat, power and transport 
sectors be represented in a decision support tool to aid policymaking?  
Bioenergy is likely to play a key role in decarbonising the energy system. The 
versatility of bioenergy as a transport, heat or electricity fuel is one of its key 
strengths, but it can add to the complexity of policy design. Policies aimed at 
stimulating bioenergy use in one end-use sector should consider the impacts of 
use and uptake in the others.  
Chapter 5 detailed a methodology to account for these interactions, and the 
decision support tool was used in the development of a renewable heat incentive 
policy in Ireland. Much of the published modelling methods focus on supply-chain 
optimisation and plant sizing and location from an operator’s perspective. The 
BioHEAT model described in Chapter 5 focuses on a policymaker’s perspective and 
accounts for the co-dependencies between the end-use sectors. The model is a 
techno-economic model with the novel approach that it accounts for consumer 
behaviour in the heat sector. 
Three illustrative scenarios were examined to demonstrate the functionality and 
features of the model. The Baseline scenario showed the impact of existing policies 
on bioenergy use in the heat and power sectors. A doubling of bioenergy used for 
power generation led to a 20% drop in bioenergy use for heat due to a shortage 
of low-cost biomass resource. A further scenario demonstrates the impact of 
higher carbon tax on the uptake of renewable heat technologies. Together, these 
scenarios show the wide range of policy measures that can be modelled and how 
the detailed model outputs can provide a solid evidence base for policymakers 
when assessing policies against a range of metrics. 
RQ3 (b): What are the interactive and cumulative impacts of bioenergy 
policy options for the heat, transport and power sectors in Ireland?  
Chapter 6 used the BioHEAT policy support decision tool to examine the climate 
energy and security-of-supply impacts of bioenergy policy for several bioenergy 
policy options available to Ireland. Scenarios simulated policy supports for 
renewable heat and renewable electricity as well as mandates for the use of 
biofuels. As an EU member country, Ireland is obligated to meet national climate 
and renewable energy targets. The policy options examined are influenced by 
these targets but also by broader policy goals. For example, policy to support the 
co-firing of biomass for heat would help the viability of the state company that 
supplies peat fuel and maintain employment in the Irish Midlands. But policy at 
an EU level is pushing national climate policy towards action in the heat and 
transport sectors.  
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Chapter 6 concludes that policy action in the heat and transport sectors saves a 
cumulative total of 1.8 MtCO2 by 2030, most of which counts towards the national 
emissions reduction target. Supporting low to moderate rates of co-firing in 
Ireland’s peat power stations has a negative emissions impact and adds a 
cumulative total of 8.3 MtCO2 to the system by 2030. Much of this is from the 
additional peat combustion at these stations, but a significant proportion is due to 
a reduction in uptake of renewable heat technologies. Co-firing stations out-
compete installations in the heat sector for biomass resources. Emissions from the 
peat stations are covered by the Emissions Trading Scheme (ETS) but the majority 
of emissions from heat use occur in those sectors outside of the trading scheme. 
Non-ETS emissions count towards the national targets of EU countries.  
To mitigate the impact of additional peat combustion, a scenario with an 
accelerated path to full conversion at the peat stations was examined. This 
resulted in some emissions savings overall but led to a net increase in emissions 
from the heat sector of 0.4 MtCO2. Sensitivities on the availability and price of 
imported biomass show that a trend that sees imports increase by 70% year on 
year reduces the negative impacts. The chapter concludes that a policy to support 
co-firing has negative risks for the national climate targets in Ireland.  
The conversion of a large pulverised coal station to biomass is also examined. The 
scenario finds that a conversion would rely on quantities of imported biomass in 
the upper range of estimates of international availability. The cost of producing 
wood pellets from native feedstock is above the price at which a converted station 
can import wood pellets, hence no domestic resource is used to generate power 
in the converted station. Most domestic supply chains for biofuels are 
uncompetitive with imports, with the transport sector relying on imports to meet 
increasing bioenergy demand in the sector. There may be options for Ireland to 
reduce these costs and increase the use of domestic resources by moving to 
biomethane in the transport sector.  
RQ4: What are the factors that discourage commercial businesses from 
considering energy-related decisions? 
Many policy measures are focused on incentivising or mandating end-use 
consumers to choose more efficient and low-carbon technologies. Policy tailored 
and timed to the circumstances of consumers is likely to have a larger impact. 
Before an energy measure can be implemented, it first must be investigated and 
representative survey data from Ireland’s commercial sector shows that half of 
businesses do not take this first step. Chapter 7 examined the factors associated 
with a company’s decision to investigate an energy-related investment or 
behaviour change in this context. The analysis used a statistically representative 
data set of the commercial sector in Ireland based on a survey of business units. 
Both building-specific and company-specific characteristics as well as their 
behaviours and attitudes towards energy are captured.  
The chapter concludes that companies that rent the building they occupy and 
where energy decision-making responsibilities are not made locally are relatively 
  Conclusions 
Modelling sustainable energy and 
the policy implications 188 Matthew Clancy 
unlikely to investigate a fabric upgrade. Split incentives and organisational barriers 
are limiting the engagement of this cohort. Policy may need to rely on regulation 
to improve the energy performance of these buildings. Companies that have more 
than 10 employees, had a recent renovation, accept longer paybacks and apply a 
case-by-case approach to budgeting decisions were more likely to investigate a 
measure. Lack of time and expertise and the hassle factors of investigating a 
measure are often reported as a barrier; having more employees may help 
overcome these. Lack of knowledge of the building floor area was associated with 
a lower likelihood of investigation. Lack of information on energy consumption is 
a barrier cited in several other studies, and the results in Chapter 7 align with this 
finding. Government policies can help small companies and companies with low 
awareness of energy to engage by requiring building energy audits or providing 
information services. An interesting outcome was the significance of financial 
considerations in lowering the likelihood of investigation given the minimal 
financial commitment involved in investigating a measure. Companies that applied 
fixed-budget limits to capital spending and had more stringent payback 
requirements were less likely to investigate. Regulation may have a role to play 
in encouraging this cohort to examine the energy options available. Chapter 7 also 
shows that there may be an additional benefit to companies that undertake energy 
upgrades in how they manage energy use from a behavioural standpoint. 
Companies that had a recent renovation were more likely to examine a behaviour 
change option.    
8.2. Recommendations 
A key objective of the work presented in this thesis is to provide policymakers with 
evidence to help with the decision-making process. A number of findings from the 
work are relevant:  
 Wind and other renewable generation have reduced carbon emissions. 
For systems with high proportions of coal, lignite or other carbon-
intensive fuel, the benefit is likely substantial. Policymakers, through 
measures such as carbon floor pricing, can help ensure that the most 
carbon-intensive fuels stay near the margin on the system. This will 
increase the benefit from the renewable electricity installed. In addition, 
grid operators and policymakers should aim to incentivise the 
development of more flexible electricity systems. Market mechanisms 
that reward higher forecast accuracy for wind and solar output along 
with measures that promote newer, more flexible generators will also 
maximise the CO2 benefit from wind and other renewable electricity 
sources.   
   
 Policymakers often limit consideration of the benefits of district heating 
to the emissions saved in the heat sector. Chapter 4 shows that the 
electricity sector impacts should also be considered. District heating in 
Dublin can make a large contribution to CO2 emissions reduction in both 
the heat and electricity sectors. The use of waste heat is economic and 
can improve the profitability of CCGT stations that retrofit CHP 
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capabilities. Further work to explore how the improved revenue of CCGT-
CHP units may affect capacity auctions and how heat networks affect the 
electricity system flexibility can add to the evidence base for 
policymakers.   
 
 Policy measures for bioenergy in the electricity sector can have negative 
impacts for the uptake of bioenergy in the heat sector. For EU countries, 
the implementation of policy to support the use of less refined solid 
biomass in the electricity sector could make national climate targets for 
greenhouse-gas reduction more difficult to achieve. In addition, the co-
firing of fossil fuel with biomass fuel can lead to an increase in emissions 
overall. The low-risk approach for policymakers is to prioritise the use of 
the available renewable solid biomass resources for heat.    
 
 Individual energy consumers are impacted by situational and internal 
factors in different ways. Financial incentives are unlikely to have an 
impact without other supporting measures and, for some business types, 
regulation may be the most effective way to deliver engagement.    
Policy packages tailored to individual circumstances, that addresses the 
various barriers faced by individual companies, have the potential to 
increase uptake of energy efficiency options. For example, consumers 
that rent their building face significant split-incentive barriers. 
Regulation along with financial support, could see more landlords 
engaging. Also, consumers that are owner occupiers and that make 
investment decisions locally could benefit by more targeted impartial 
information followed by well-developed financing options.  
8.3. Modelling 
Three distinct modelling approaches were applied to answer the research 
questions and meet the aims of the thesis. The choice of modelling approach was 
based on the literature in each of the topic areas, and the implementation has 
drawn upon existing methods and added to these approaches in some cases.    
8.3.1. Power system modelling 
Power system modelling was used to examine RQ1(b) and RQ2. The decision to 
implement a simulation of the power system to examine RQ1(b) was based on a 
review of the methods carried out for RQ1(a). Simulation models of power system 
operation can provide detailed insights into how the deployment of variable 
renewable electricity generation affects other parts of the electricity system, but 
are generally applied to future scenarios. Criticism of this method points to the 
simplifying assumptions that forward-looking simulation models tend to 
implement and to the lack of transparency that can be associated with such 
detailed models. The approach outlined in Chapter 3 addresses this by 
implementing a novel dispatch model calibrated with publically available ex-post 
data.  
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The approach calibrates the model based on historic data, with high temporal 
resolution, and implements a two-stage model. The first stage of the model 
captures the impact of forecast uncertainty for wind output and electricity 
demand. The second stage uses the unit commitment starting point to meet actual 
electricity demand less actual wind energy output in each hour for a full year. A 
hypothetical Baseline – where all renewable generation is removed – acts as a 
benchmark to compare the impact of the actual 2012 system. This approach 
allowed detailed impacts to be evaluated, including the impact of wind on the 
emissions intensity of other units on the system.  
Chapter 4 also uses the power systems modelling approach to investigate RQ2. 
An hourly demand profile is included in the model. Heat produced from gas CCGTs 
that retrofit CHP capabilities can meet the heat demand along with gas boiler 
peaking capacity and storage capacity. The use of this method allowed the short-
run price and emissions impacts on the electricity and heat sectors to be 
investigated. The model produces a chronologically consistent, least cost dispatch 
of heat and power generators using high resolution data. This adds to previous 
approached that use more aggregated representations of generating units and 
chronology.     
In addition, evaluations of district heating infrastructure that are internal to the 
heat sector are unlikely to capture the full costs and benefits of building the 
network infrastructure. Some studies make simplifying assumptions about the 
price of heat delivered from retrofitted CHP units based on the value of electricity 
production forgone and about the fuel and efficiency of generation that is replaced. 
For systems with low penetrations of renewable electricity, these assumptions are 
reasonable approximations, but they do not necessarily hold for systems with 
higher penetrations of variable renewable electricity generation. The method used 
in Chapter 4 allowed the type of fuel displaced to be quantified and the variability 
in the price of heat explored.  
An important methodological aspect, separate to the power system modelling, 
explored in Chapter 4 is the method used to split fuel use in co-generation. Three 
primary methods are used and lead to large differences in the estimated impact 
on the heat and electricity systems. The analysis provides insight into the 
differences and potential policy implications of using individual methods.    
8.3.2. Mixed-method simulation of bioenergy and renewable heat policy 
A review of the literature on modelling on the use of biomass for energy was 
carried out in Chapter 5 and Chapter 6 to identify the approaches taken to examine 
bioenergy use. Optimisation modelling at an annual resolution has been the 
predominant approach, while a sub-section of the literature focuses on 
incorporating the spatial characteristics of biomass use. The hybrid techno-
economic model developed in Chapter 5 takes some elements from the 
optimisation and simulation approaches previously used and adds a representation 
of heat consumer decision-making to build a decision support tool for 
policymaking. Bioenergy pathways are represented based on the typical approach 
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in the literature. An additional capacity to represent policy interventions to 
encourage bioenergy use in the heat, transport and power sectors is included. An 
important improvement in the approach is the representation of the heat sector 
as well as a representation of how energy consumers make decisions on the choice 
of heat-producing technologies. Heat demand is represented based on a detailed 
bottom-up representation of the building stock, and consumer decision-making 
preferences are based on detailed and statistically representative data of 
consumer preferences related to energy. This moves the resulting uptake results 
away from the ‘winner takes all’ phenomenon that other techno-economic 
optimisation models are prone to and gives a more lifelike representation of the 
impact of energy policy.  
8.3.3. Empirical analysis 
Chapter 7 examines the factors that influence consumer decisions to investigate 
the energy-saving options available to them. A logistic model is fitted to a 
statistically representative sample of business in the Irish commercial sector. 
Logistic models are a well-established method for examining the association of 
dependent variables with the probability of a particular binary outcome. In this 
case, the association between the building and consumer characteristics and the 
decision to investigate an energy-saving measure was determined. The decision 
to use a logistic model was determined by the sample size. Initially the possibility 
of using a Heckman model to investigate consumer investment decisions was 
examined. A Heckman approach would allow the factors that influence the decision 
to investigate options to be determined and then, controlling for this, the factors 
that influence the decision to invest in an energy measure to be established. The 
analysis in Chapter 7 used a pre-existing data set. A data collection approach that 
allows a more sophisticated model – such as a Heckman model –  to be specified 
could allow further insights to be gained. 
8.4. Limitations and further work 
The research presented in this thesis has some limitations and raises questions 
with potential for further research: 
 The power system simulation model developed to explore RQ1(b) requires 
detailed data and the implementation of a multi-stage simulation model 
that includes uncertainty. The regulatory authorities and system operators 
in Ireland publish the information. This is not available for all electricity 
systems and where it is substantial analytical effort is required. Further 
work to develop a more accessible assessment method that is verified by 
more detailed simulation could help policymakers to more easily assess the 
impacts of renewable electricity investments on CO2 emissions.    
 
 The Z-factor achievable at a CHP plant is a key factor in determining the 
competitiveness of the energy output from the unit. The analysis in this 
thesis used a single Z-factor for each hypothetical CCGT configuration, 
based on the best available information. Further work is required to better 
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quantify Z-factors under various circumstances and technology 
configurations. In addition, the temperature requirement of a heat network 
influences the Z-factor, and analysis to explore the impact of fourth-
generation heat networks would also be useful.  Further work is also 
required to assess the impact of CCGT-CHP upgrades on system flexibility 
and on wider energy market aspects such as the valuation of capacity.  
 
 The location of biomass supply-chain elements is an important factor in 
locating bioenergy infrastructure, particularly at larger scales. Additional 
work to extend the transport distance methodology in the BioHEAT model 
to incorporate actual spatial data could improve the insights available from 
the modelling. In addition, the heat service demand in the BioHEAT model 
is based on a representation of the current building stock. Further work to 
incorporate the impact of energy efficiency policy on reducing heat demand 
and the underlying economic drivers for heat demand increases could also 
improve the model. Further work to link the model more directly with power 
and transport sector models would also yield more dynamic insights.  
 
 The logit model used in Chapter 7 is limited to an examination of the factors 
that encourage or discourage companies from investigating an energy 
efficiency option. Further efforts in data collection could allow the modelling 
method to extend to an examination of the factors that also influence the 
decision to invest in an energy upgrade.   
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