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Abstract
In herd health studies, the mixed effects logistic regression model with random
herd effects are commonly used for modeling clustered binary data. These models are
well developed and widely used in the literature, among which is the logistic-normal
regression model. In contrast to the rich literature in modeling methods, the sam-
ple size/power analysis methods for such mixed effects models are sparse. The sample
size/power analysis method for the logistic-normal regression model is not readily avail-
able. This study is to develop a power analysis/sample size estimation method for the
logistic-normal regression model. Extended from the sample size method for the like-
lihood ratio test in the generalized linear models (Self et al., 1992), a power analysis
method for the logistic-normal model is developed based on a noncentral chi-square
approximation to the distribution of the likelihood ratio statistic. The method de-
scribed in this dissertation can be applied to both exchangeable and non-exchangeable
responses. The power curves are presented with respect to the change of each of the
planning values while holding other planning values fixed for two examples of the
logistic-normal model containing one random cluster effect.
The results from this proposed sample size/power analysis method for the logistic-
normal model were compared to the results from the method for the fixed effects logistic
regression model. For a given total sample size and the same applicable planning values,
the power for the logistic-normal regression model is smaller than that for the fixed
effects logistic regression model, suggesting that the minimum required sample size
calculated from using the method for the fixed effects model is too small to achieve the
desired power when the logistic-normal model is to be used in data analysis.
ix
Chapter 1. Objectives
Motivated by the immediate needs in dairy herd health studies, this study is to de-
velop a power analysis method to estimate the minimum sample size requirement when
a mixed effects logistic regression model (logistic-normal model) is used to ana-lyze the
data. In many dairy health epidemiological studies, the data collected are clustered
binary data; therefore, the mixed effects logistic regression models are commonly used
for data analysis or hypothesis testing. One commonly used model is the mixed effects
logistic regression model with random effects following the multivariate normal distri-
bution, i.e., the logistic-normal regression model. There is no existing power analysis
method that is applicable directly to a logistic-normal regression model. This study at-
tempts to develop a method to estimate the sample size for the logistic-normal model.
Although the motivations of this study are the needs in dairy herd health studies, the
results of this study are also applicable in many other veterinary epidemiologic and
human health epidemiologic studies where a logistic-normal regression model is used
to model the data.
This dissertation is organized as following: Chapter 2 gives a brief introduction of
the motivating problem Bovine Immunodeficiency-like Virus (BIV) and challenges in
statistical modeling of data from veterinary epidemiological studies. Chapter 3 summa-
rizes the most commonly used statistical methods in modeling clustered binary data.
Chapter 4 describes in detail the logistic-normal regression model and its likelihood
and presents an example to explore the behaviors of the likelihood of the logistic-
normal model using a sample of the data from a dairy herd health surveillance system.
Chapter 5 describes the power analysis method for the logistic-normal model using the
likelihood ratio test. Chapter 6 gives two examples of using the power analysis method
developed in Chapter 5, and Chapter 7 includes discussions and future studies.
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Chapter 2. Motivating Problem
This study was motivated by the sample size need for a veterinary epidemio-
logical study examining the effect of Bovine Immunodeficiency-like Virus (BIV) on
dairy herd health. In this chapter we will review the current literature on Bovine
Immunodeficiency-like Virus.
2.1 Bovine Immunodeficiency-Like Virus (BIV)
2.1.1 The First Case of BIV Infection
Bovine Immunodeficiency Virus (BIV) was first isolated from an eight-year old
Louisiana dairy cow (R-29) in the late 1960s (van der Maaten et al., 1972). This cow
had persistent elevated white blood cell counts and steadily declining physical con-
dition, and was later euthanized because of its deteriorating condition could not be
corrected. Postmortem gross examination did not reveal any tumors. Further histo-
logical examination of tissue samples noted generalized follicular hyperplasia of lymph
nodes and central nervous system lesions. Tissue was also collected for isolation of
Bovine Leukemia Virus (BLV) , which was thought to be the cause of her condition.
Unexpectedly, a polykaryon-inducing virus was isolated from leukocytes and tissues
co-cultured with bovine embryonic spleen cells (van der Maaten et al., 1972). This
virus was named bovine visna-like virus because it is similar to sheep visna virus in
morphology and syncytical formation in cell culture and the prolonged lymphocytic
response in experimentally infected cattle. This virus was also isolated from two other
cows, one from the same herd as cow R-29. Gonda et al. (1987) re-examined this virus
and reported that it was actually an unique member of the lentivirus family. It was
renamed as Bovine Immunodeficiency Virus (BIV) because it structurally, immunolo-
gically, and genetically closely resembles human immunodeficiency virus type 1(HIV-1),
simian immunodeficiency virus (SIV), and feline immunodeficiency virus (FIV). Know-
ledge about HIV, SIV, and FIV and their impact on human and animal health have
increased investigations of BIV. Nevertheless, so far no significant evidence shows that
BIV can indeed induce a severe acquired immunodeficiency syndrome in cattle such as
2
HIV can in humans. Gonda (1992) and Snider et al. (1997) had reviewed the history
and research results on BIV in last 30 years. A brief summary of BIV is presented here
by describing the molecular biology, transmission, symptoms, diagnosis and prevalence
of BIV and its impact on cattle health and milk production.
2.1.2 Molecular Biology of BIV
BIV is a protein-encapsulated RNA virus. It contains an unique enzyme, reverse
transcriptase, and replicates via a DNA intermediate called the provirus. Within the
retrovirus family, BIV is classified as a lentivirus. Through the molecular cloning of
integrated proviruses from BIV-infected cells and their subsequent DNA sequencing,
there has developed some understanding of the molecular biology of this virus. The
genomic RNA has the obligate gag, pol, and env genes that code for structural proteins
that are flanked on the 5’ and 3’ ends by long terminal repeats. These repeats contain
all of the necessary information for the initiation and termination of gene expression.
The BIV genome contains six non-structural and regulatory genes that lie between or
overlap the pol and env open reading frames (ORF) of the viral genome.
The infection cycle of BIV begins with the entry of the virus to a host cell that
is initiated by the high-affinity association of virus envelope glycoprotein with a spe-
cific viral cell receptor. The attached virus penetrates the cell by receptor-medicated
endocytosis or viral envelop-cell membrane fusion. The single-stranded viral RNA is
released into the cell cytoplasm, where it is reverse-transcribed into double-stranded
viral DNA. The DNA is then transported into the host chromosomes with the aid of the
integrase protein. The provirus is replicated every time the cell divides. The provirus
remains unexpressed in the nucleus until various cellular and exogenous factors initi-
ate the transcription of the provirus. After the initiation of transcription, the provirus
is transcribed into genomic RNA. Through a splicing mechanism, the primary viral
transcript splices into subgenomic mRNA, which is transported to the cytoplasm and
translated on ribosomes to produce structural proteins and accessory gene products.
The genomic RNA is packed with its protein capsule and released from the cell mem-
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brane through budding. The mature extracellular virus is free to start the infection
cycle again.
The first BIV infectious proviral molecular clones were reported by Gonda et
al. (1987). They demonstrated the genetic uniqueness of BIV within the lentivirus
subfamily and renamed the virus to BIV from the previously known bovine visna-like
virus.
2.1.3 Transmission of BIV
Most lentiviruses may be horizontally and vertically transmitted. BIV does not
seem to be an exception. In experimental infection, BIV can be transmitted by the
injection of infected whole blood (Whetestone et al., 1990), subcutaneous injection
of virus suspended in milk (Munro et al., 1998), through blood transfusion (Gonda,
1992), or cell-free and cell-associated virus (van der Maaten et al., 1972; Carpenter et
al., 1992). It can also be transmitted through body fluid (Gonda et al., 1992).
For natural infection, several studies suggest a role of transmission through colostrum
or milk naturally (Gonda, 1992). Vertical transmission of BIV is also confirmed and
transplacental transmission seems to be the main mechanism for vertical transmission
(Scholl et al., 2000; Meas et al., 2002b; Moody et al., 2002). Calves born to BIV pos-
itive dams were found to be BIV positive before they were given colostrum or milk
from their dams, with infection rates between 27% (Moody et al., 2002) and 40%
(Scholl et al., 2000). These findings support there is transplacental transmission. In
contrast to transplacental transmission, there is no evidence for transmission through
embryos. Embryos derived by in vitro fertilization from oocytes of experimentally in-
fected heifers or oocytes/embryos exposed to BIV in vitro were free from BIV provirus
(Bielanski et al., 2001a). However, when zona pellucida-free embryos were exposed to
BIV, 28% of the embryo batches tested positive for BIV provirus, suggesting a pro-
tective role of zona pellucida against BIV infection. Another study conducted by the
same group did not observe transmission by embryos either (Bielanski et al., 2001b).
In that study, embryos were collected and treated in several ways: 1. embryos were
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collected from BIV negative heifers were exposed to in vitro infection for 24 hours; 2.
embryos were collected from BIV negative heifers then transferred to the uterine horns
of BIV-infected heifers for 24 hours; 3. embryos were collected from BIV positive heifers
then transferred to BIV negatives recipients. None of these embryos tested positive for
BIV provirus. Therefore, vertical transmission of BIV is likely through transplacental
transmission rather than through embryos. Epidemiologic studies in dairy herds also
support the hypothesis of transplacental transmission of BIV in naturally infected dairy
cattle (Scholl et al., 2000, Moody et al., 2002). A study conducted in Japan not only
supports the transplacental transmission of BIV but also suggest that BIV co-infection
is a risk factor for Bovine Leukemia Virus (BLV) transplacental transmission (Meas
et al., 2002b). In that study dams infected with BLV alone did not transmit BLV to
their calves while dams co-infected with BIV transmitted both BLV and BIV to their
calves. The findings suggested transplacental transmission of BIV.
2.1.4 Impact on Herd Health and Milk Production
The first naturally infected cow (R-29) had persistent lymphocytosis, lymphadenopa-
thy, central nervous system lesions, and wasting (van der Maaten et al., 1972; Snider
et al., 1997). Following this discovery, the dairy herd at Louisiana State University
Agricultural Station were further studied. The BIV clinical syndrome in this herd was
thought to be associated with systemic stress, such as extreme ambient temperature,
parturition, lactation, ration and feeding practice, and over-crowded housing (Snider
et al., 1997). The syndrome observed in cow R-29 is typical for BIV infected dairy
cows on that farm. Infected cows usually had a normal gestation but began to develop
secondary conditions after calving. Observed secondary conditions included foot prob-
lems, mastitis, diarrhea, pneumonia, and decreased milk production. Early culling of
cows was also common (Snider et al., 1997). Other observed signs were enlarged lymph
nodes and subcutaneous hemal lymph nodes. Cows with secondary disease conditions
often did not respond well to therapy.
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Experimental infection of BIV isolates from cow R-29 induced the enlargement
of lymph nodes and hemal lymph nodes with minor immunologic alterations (van der
Maaten et al., 1972). Lymphocytosis and hypertrophic lymph nodes with follicular
lymphoid hyperplasia were again observed in experimental infection calves but no sig-
nificant clinical signs after the infection were observed (Carpenter et al., 1992). The
reasons for the absence of clinical diseases could be that the calves were maintained in
a stress-free research environment that was free of opptunistic pathogens and the rela-
tively short term of the study (less than 2.5 years). Another study observed significant
adverse effects among BIV infected calves (Snider et al., 1997). Before weaning, those
BIV-infected calves (both beef and dairy calves) grew and gained weight similarly to
non-infected calves. However, body condition of BIV-infected calves tended to decline
after weaning, indicating the contribution of weaning stress to the onset of the disease.
The calves were depressed and became progressively weaker. Eventually, these calves
developed pneumonia, diarrhea or lameness, and finally became recumbent and died.
Postmortem exams showed signs of starvation.
Cattle that are infected with BIV are often found to be co-infected with other
viruses such as bovine leukemia virus (BLV) (Meas et al., 2002b), bovine viral diarrhea
virus (BVDV), and bovine herpes virus type 1 (BHV-1), which are well known for their
importance in both animal health and economics (Gonda, 1992). A study showed that
BIV infection could cause reduced host immune function including delayed antibody
response to BHV1 challenge and reduced magnitude of antibody response to BVDV
immunization (Zhang et al., 1997b). It was also observed that lymphocyte transfor-
mation responses of calves to mitogens were diminished at 2 and 6 months post BIV
inoculation and remained depressed 10 months post inoculation (Martin et al., 1991).
In a study conducted in Japan, researchers observed that 4.2% of dams in five dairy
herds were co-infected with BIV and BLV (Meas et al., 1998). Furthermore, they found
that calves born to BLV posi-tive but BIV negative dams were BLV negative before
colostrum feeding and remained BLV negative after being fed colostrum or milk from
dams. In contrast, calves born to dams co-infected with BIV and BLV were BLV neg-
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ative (but BIV positive) before colostrum feeding after birth but became BLV positive
after colostrum feeding. One calf was BLV positive even before colostrum feeding.
These observations suggest that BLV can be transmitted through colostrum or milk
if dams are infected with both BIV and BLV. Controversially, Isaacson et al. (1998)
suggested no significant interaction between BIV and BLV in vivo using antibody and
lymphocyte proliferative responses as the measurement.
In a study conducted on a Louisiana farm, dam BIV serostatus was found to be
associated with the occurrence of calf hyperthermia and with the frequency of occur-
rence of calf hyperthermia and hyperventilatory events (Scholl et al., 2000). Another
study over 5 years on the same dairy farm also provided evidence of elevated prevalence
of secondary disease associated with BIV infection (Snider et al., 1996). They found
that high frequency of occurrence of encephalitis and lymphoid tissue depletion in that
dairy herd was associated with BIV infection status.
In contrast to the above study results, showing the evidently adverse impact of
BIV infection on animal health, some studies did not observe any of these clinical
symptoms. Straub and Levy (1999) concluded from a series of studies conducted in
Germany that BIV does not cause any clinical symptoms after infection and that no
correlation exists with the other widely spread retrovirus BLV.
Findings from different studies seem to be contraindicating with respect to the
clinical symptoms and/or signs among BIV infected animals. However, they in fact
lead to the hypothesis that BIV infection is a risk factor for other infectious diseases
manifesting in cattle. The presence of BIV combined with the stress associated with
parturition and a modern dairy production system were thought be to the causes of
the development of untreatable secondary diseases in immunocompromised cattle.
In addition to its impact on herd health, the impact of BIV on herd productivity
has also increased concerns for the dairy industry. A study conducted in Canada (Jacob
et al., 1995) investigating the effect of BIV infection on herd production showed that
BIV positive cows on average produce 990 pounds less milk per lactation than the herd
average, but when controlling for the effect of BLV and BSV, the difference in milk
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production is not significant. Another study of 265 herds also found that BIV infection
was associated with reduction in milk production (McNab et al., 1994). The decreased
milk production was observed before the onset of secondary diseases related to immune
dysfunction.
Poor herd management was found common among BIV infected herds (Snider et
al., 1997), therefore, it could be a confounding factor for BIV effect. More research is
needed in order to fully understand the characteristics of BIV and its effect on herd
health and production.
2.1.5 Diagnosis and Prevalence of BIV
2.1.5.1 Diagnosis of BIV
Due to the lack of unique clinical symptoms and signs, the diagnosis of BIV infec-
tion has to be based on laboratory tests such as serological tests. There have been a
growing number of studies developing various assays for diagnosing BIV infection. The
commonly used methods are listed as follows.
Indirect Immunofluorescent Antibody (IFA) assay: IFA detects host antibody
response to BIV antigens. The possible problems of IFA are cross reactions with other
viruses, low circulating antibodies levels, and the effect of viral variations.
Western Blot: The antigens used in Western Blot include the recombinant BIV Gag
protein (Zhang et al., 1997b), cell culture-derived whole virus protein (WB1), truncated
transmembrane envelop protein (tTM), and p26 (WB3) fusion proteins (Abed et al.,
1999). Depending on the antigens used, the sensitivity and specificity of Western blot
varies.
Enzyme-Linked Immunosorbent Assay (ELISA): ELISA also detects host anti-
body responses. Zhang et al., (1997a) used a recombinant Gag protein as the antigen.
Abed and Archambault (2000) utilized BIV truncated transmembrane envelop protein
(tTM) and found the results were in good agreement with results using the Western
blot assays with three different proteins (rTM, WB1 WB3). ELISA assays are fast and
inexpensive compared to the Western blot.
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Nested-set Polymerase Chain-Reaction (PCR) assay: This assay detects the
provirus in host white blood cells. Since PCR assay uses specific provirus, it is generally
more specific compared to other assays and maintains reasonably high sensitivity.
The above mentioned assays have been used alone or in combination in the litera-
ture. However, only a few studies have been conducted to evaluate the sensitivity and
specificity of these assays, mainly due to the lack of a gold standard for BIV diagnosis.
Some researchers are starting to apply advanced statistical methodology, such as the
Bayesian method, to evaluate and compare different assays in detecting BIV infection.
Recently, Orr et al. (2003) used the Bayesian method to estimate the sensitivity and
specificity of IFA and PCR assays, which were 60% and 88% and 80% and 86%, re-
spectively. Despite the growing number of research effort on the effect of BIV on herd
health and production in recent years, more studies are still needed to provide more
reliable and replicable diagnostic tests for BIV infection.
2.1.5.2 Prevalence of BIV
Although BIV was identified not long ago, recent studies have painted a picture
of global existence of BIV infection. After the first report of BIV in Louisiana in the
late 1960s and early 1970s, it has been reported in many states in the United States:
Mississippi with a seroprevalence of 50% in dairy herds (St. Cyr Coats et al., 1994),
Colorado with a seroprevalence of 21% (Cockerell et al., 1992), and Louisiana with
a seroprevalence of 40% among beef herds and 60% among dairy herds (Gonda et
al., 1994). Some studies show that BIV infections are more prevalent in the southern
United States. BIV infection also appears to be clustered in herds, i.e., a herd is tested
positive, many animals in that herd are also positive. Transmission through milk and/or
colostrum and placental transmission may contribute to the clustering of BIV infection
in herds. It is suspected that the reuse of contaminated needles in multiple route
vaccinations and bleedings, sharing of colostrum by calves, and failure to disinfect
instruments for dehorning may contribute to BIV spread (Gonda et al., 1994; Snider
et al., 1997) although no studies have been conducted to test such hypotheses.
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Other than in the United States, many countries have also reported BIV infection
occurrence: Korea reported a 35% prevalence in Holstein dairy herds and 33% in native
beef farms (Cho et al., 1999), Japan reported 6.4% to 17% in cattle (Meas et al., 1998;
Usui et al., 2003), Cambodia reported a prevalence of 26.3% in cattle and 16.7% in
buffalos (Meas et al., 2000a), Pakistan reported a prevalence of 15.8% in cattle and
10.3% in buffalos (Meas et al., 2000b), Turkey reported a prevalencce of 12.3% in cattle
(Meas et al., 2003), Brazil reported a prevalence of 11.7% in cattle herds (Meas et al.,
2002a), the Netherlands reported a prevalence of 1.4% in cattle (Horzinek et al., 1991),
Italy reported a prevalence of 2.5% in diary herds and 5.8% in cattle herds (Cavirani
et al., 1998), and Germany reported a prevalence of 6.6% in cattle (Muluneh 1994).
Due to the different sampling techniques and/or different diagnostic tests used,
the prevalence rates of BIV infection from different studies may not be compatible.
Therefore, the aforementioned geographical disparities in BIV prevalence may at least
be partially due to the differences in sampling design or diagnostic methods.
2.2 Challenges in Statistical Modeling of
Veterinary Epidemiological Data
There are several commonly seen challenges in modeling data from veterinary
epidemiological studies, such as clustering of cows in a herd, misclassification on ex-
planatory and/or outcome variables, and non-random dropout such as early culling.
These factors add complexities to statistical inference.
2.2.1 Clustering
There are two forms of clustering: 1. subjects clustered within a cluster such as
cows clustered in a herd, mice clustered in a litter, patients clustered in a clinic or
hospital, or students clustered in a classroom. There can be more than one level of
clustering such as students clustered within a class and classes clustered within a school;
2. observations clustered within a subject in the repeated measurement design, such
as the commonly seen longitudinal studies where multiple observations are taken on
the same subject at different time points. The first type of clustering such as cows
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within a herd can be considered as a special case of repeated measurement design
where multiple observations within the cluster are assumed independent from each
other. Since subjects within a cluster or observations taken on the same subjects are
correlated, the fixed effects models are not suitable for analyzing the clustered data
since not all observations are independent from each other.
When the outcome is a continuous variable, the mixed effects linear (Laird and
Ware, 1982) or non-linear model (Pinheiro and Bates, 1995) are well documented for
modeling such data. For binary responses, many statistical procedures have also been
developed to take into account the correlation among units within a cluster (Bonney,
1987; Rao and Scott, 1992; Zucker and Wittes, 1992). Several studies also extended the
generalized linear model to model clustered binary data, for example, the mixed effects
generalized linear model ( Stiratelli et al., 1984, Mauritsen, 1984) and the generalized
estimation equation (Liang and Zeger, 1986). In the next chapter we will further discuss
the commonly used methods for modeling clustered binary data.
2.2.2 Other Challenges
In addition to clustering, misclassification is another common phenomenon in vete-
rinary epidemiological studies. Misclassification occurs when a subject is classified into
the incorrect category. If a classification method is perfect, then no misclassification ex-
ists. However, in reality, very few, if any, classification methods are perfect, therefore,
misclassification is inevitable. In observational studies, misclassification on explana-
tory and/or outcome variables can lead to bias in estimating the associations among
explanatory and outcomes variables (Grimes and Schulz, 2002). For some stu-dies, mis-
classification may not be a significant problem if the sensitivity and specificity for the
classification method are reasonably high. As it is discussed in the previous section, the
diagnostic tests for BIV are still under development, and the sensitivity and specificity
vary among different testing methods, misclassification remains an issue for studying
BIV effect on herd health.
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Another commonly encountered issue in studying herd health is culling cows with
poor health, this introduces non-random dropout to the study, which brings another
challenge to statistical modeling and inference. Non-random dropout leads to bias in
estimating the associations among explanatory and outcomes variables.
Several studies have examined the effects of misclassification and non-random
dropout (Liu and Liang, 1991; Choi and Liu, 1995; Fairclough et al., 1998; Kim and
Goldberg, 2001; van Amelsvoort et al., 2004), which are beyond the scope of this
dissertation.
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Chapter 3. Methods for Modeling the
Clustered Binary Data
3.1 Introduction
When clustering is present, such as cows clustered in the herd, patients clustered
in the clinic, or repeated measurements on the same subject over time, the assumption
of independence among observations for fixed effects regression models does not hold
because of the correlation among observations within the cluster. Subjects within a
cluster are correlated to each other due to some common environmental factors they
share, such as herd management. This results in overdispersion where the tails of the
distribution are heavier than the corresponding distribution without clustering (Crow-
der 1978). If the response variable has a binomial distribution, such overdispersion is
called extra-binomial variation. Likewise, if the response variable has a Poisson distri-
bution, such overdispersion is called extra-Poisson variation.
Subjects clustered in clusters can also be broken down into two types: exchangeable
observations within the cluster and non-exchangeable observations within the cluster.
If the observations within a clusters have the same within-cluster covariates and they
are, conditioning on herd, identically and independently distributed (iid), they are con-
sidered as exchangeable observations. For example, a litter of multiple mice are usually
treated as exchangeable. If subjects within a cluster have subject-specific covariates as-
sociated with them, they are usually treated as non-exchangeable observations. Taking
a dairy herd as an example, if each cow within a herd has some covariates associated
with it, i.e., age or parity, they are considered as nonexchangeable. Another example
is the students within a class. Each student has a set of associated covariates, such as
sex, race, grades, etc. Once the model is defined, the above two types of observations
distinguish themselves from each other. However, if the model changes, exchangeable
observations may become non-exchangeable or vice verse. For instance, a litter of mice
in the above example is considered as exchangeable. However, if each mouse is weighed
at birth and its birth weight is considered as a covariate in the model, then these mice
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are considered non-exchangeable. In contrast, if no individual characteristics of cows
within a herd are of interest and we only model the number of cows within a herd
that has developed certain conditions, then cows within a herd are now considered
exchangeable.
Modeling clustered data using the fixed effects model results in underestimation of
the population variance as the fixed effects models do not consider the extra-binomial
variation in the data (Crowder, 1978). One way to correct such bias is to consider
cluster as a fixed effect and include it in the model. When the number of clusters is
large compared to the number of total subjects, this method tends to break down since
the number of parameters becomes large (Cox and Hinkley, 1974). Another method is
to condition on the cluster parameters, then model the data with fixed effects models.
However, conditioning does not allow the estimation of the between cluster variation.
The third approach is to model the data with a mixed effects model where the clustering
is considered as a random effect, i.e., assuming the success probability for each herd
follows a prior probability distribution and the success probability for all cows within
the same herd is the same. The prior distribution may be known or unknown and
can be continuous or discrete. In the last two decades, several methods have been
developed to model the clustered data by introducing the random herd effect: the
beta-binomial model, the logistic-normal model, the logistic-binomial model, and the
generalized estimating equation (GEE) model. In this chapter, we briefly introduce
these four approaches to modeling clustered binary data.
3.1.1 The Beta-Binomial Model
The beta-binomial model is an extension from binomial model allowing the success
probability for each cluster follows a beta distribution (Crowder, 1978; Williams, 1982).
This model is applicable if the observations within each cluster have the same treatment
assignment and are identically and independently distributed or exchangeable.
Before we discuss the details about beta-binomial, it is helpful to provide some
background regarding the binomial model. Let rg be the number of successful events
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out of ng trials with treatment assignment g (all subjects in the same cluster receive
the same treatment assignment). Assume that rg follows a binomial distribution with
parameter πg and πg is an unknown population parameter that doesn’t change across
clusters. The density function for rg is





πrgg (1 − πg)(ng−rg), rg = 0, 1, 2, . . . , ng. (3.1)
Now, consider adding the random cluster effect to the model (3.1). Let rig be the
number of successful events out of nig trials in cluster i with treatment assignment
g. Assume that rig follows Bin(nig, πig). πigs are realizations from a prior probability
distribution F = Fπig . F is often assumed continuous (such as in beta-binomial, logistic-
normal models) or sometimes discrete (such as logistic-binomial model). In the case of
the beta-binomial model, F is assumed to be a beta distribution, i.e.,






ig (1 − πig)δg−1, 0 ≤ πig ≤ 1,
where Γ(γg) is the gamma function.








ig (1 − πig)(nig−rig),
and the joint density of rig and πig is













ig (1 − πig)δg−1. (3.2)
Since the πig in model (3.2) is not observable, the joint density is not useful for modeling
data. So πig has to be integrated out and gives the marginal density








































γg + δg + nig
γg + δg + 1
.









The density function in equation (3.3) can be re-written as:





k=0 (µg + k θg)
∏nig−rig−1
k=0 (1 − µg + k θg)∏nig−1
k=0 (1 + kθg)
, (3.4)
where 0 ≤ µg ≤ 1 and θg ≥ 0.
The mean and variance are:
E(rig|nig) = nig µg




When θg = 0 this model reduces to the pure binomial model.
Crowder (1978) further re-parameterized the mean of the beta-binomial distri-
bution for the ith cluster by introducing the linear regression concept into the beta-
binomial model (3.4). This way, the model can fit data with covariates (both continuous






where xi is a q-vector of covariates associated with cluster i and β is a q-vector of
regression coefficients corresponding to covariates xi.
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Substituting (3.5) into (3.4), the density of the re-parameterized betabinomial
regression model is


















k=0 (1 + kθi)
,
(3.6)
where θi ≥ 0.
Model (3.6) can be fitted by the maximum likelihood method using an interactive
function optimization routine. This model is flexible to model clustered data with non-
distinguishable responses where individual subjects within the cluster are exchangeable.
3.1.2 The Logistic-Normal Model
Two other approaches to modeling the extra-binomial variation were generalized
from the classic fixed effects logistic regression models: logistic-normal and logistic-
binomial models. Before introducing these models we will discuss the classic logistic
regression model first.
The classic logistic regression model assumes that there is no cluster effect (Dyke
and Paterson, 1952). Let yi be the response value for i
th subject, i.e., presence (yi = 1)
or absence (yi = 0) of a certain disease condition such as mastitis. Let πi be the
probability of having mastitis, xi be a q-vector of covariates associated with the ith
subject and β be the regression coefficients corresponding to xi. The logistic regression












The density function for yi is
f(yi; xi,β) = π
yi







and the density function for the total number of mastitis positive subjects r is









Given the above background information about the logistic regression model, let’s
consider the clustered binary data. Let yij be the response value for the j
th subject
within the ith cluster, yi = (yi1, yi2, . . . , yini)
′, πij be the probability of observing a
successful event, πi = (πi1, πi2, . . . , πini)
′, xij be a q-vector of covariates associated
with the jth subject within the ith cluster, X i = (xi1,xi2, . . . ,xini)
′, and β be a





Note that xij includes both cluster level and subject level covariates. Assuming
no cluster effects, the density of yi can be written as








However, in reality, cluster effects often exist for subjects within the same cluster and
are usually correlated due to the common environmental risk factors they share or
common herd management setting. To model data with random cluster effect, an extra
term can be added to the model (3.10) (Pierce and Sands, 1975), i.e.,
logit(πij) = x
′
ijβ + ui, (3.12)
where ui is a realization from a normal distribution with a mean of 0 and a variance
of σ2.
Conditioning on ui, the density of yi is






1 + exp(x′ijβ + ui)
, (3.13)
and the joint density of (yi, µi) is
















Again we need use the marginal density to maximize the data, i.e., ui needs to be
integrated out as following
























where xij is a p-vector of fixed effects covariates associated with the j
th subject within
the ith cluster, zij is a q-vector of covariates for random effects, and wi is a q−vector
of random effects that are assumed to follow a multivariate normal distribution with
a mean of 0 and a variance-covariance matrix of Σ, whose dimension is q × q. The
marginal density for this model is






















Model (3.16) can be applied to both exchangeable and nonexchangeable responses.
3.1.3 The Logistic-Binomial Model
Similar to the logistic-normal model, the logistic-binomial model developed by
Mauritsen (1984) is also a generalization from the classic logistic model (3.10) by






where zij is a q−vector of random effects covariates, σ is the scale parameters cor-









where ωi ∼Bin(K, 1/2).
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The marginal density is

























Density function in (3.19) is a sum of K + 1 terms since the prior distribution F
is discrete. When K = 0, the model (3.19) is the classic logistic regression model (3.9).
When K → ∞, the model (3.19) converges to logistic-normal model (3.17). Mauritsen
(1984) pointed out that the logistic-normal model actually uses discrete prior because
of the approximation necessary to integrate the marginal density of logistic-normal
model. By fitting twelve example data sets, Mauritsen found that K can be as low as
10 or even 5 to obtain fit that is as well as the logistic-normal model. When K = 20,
these two models are the same in fitting time and parameter estimates. The advantage
of the logistic-binomial model is that it can fit an asymmetric prior. The model with
asymmetric prior provides a better fit for some data. To apply an asymmetric prior, it





The marginal density has following form:
































Mauritsen (1984) suggested that by fitting models (3.19) and (3.20) one can test
the hypothesis of q = 1
2
using the likelihood ratio goodness of fit test with one degree
of freedom. The parameter q can be viewed as a way of compensating for the skewness
of the data to either zero or one.
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Models (3.19) and (3.20) are applicable to both nonexchangeable and exchangeable
responses.
3.1.4 The Generalized Estimation Equation Model
Another approach to modeling clustered binary data is the Generalized Estimation
Equation Model (GEE) introduced by Liang and Zeger (1985). GEE is an extension
of the generalized linear models (GLM) which does not specify a form for the joint
distribution of the clustered or repeated measurement data. Instead, it introduces esti-
mating equations that provide consistent estimates of the regression parameters and of
their variance under weak assumptions about the joint distribution. The dependency
or correlation between subjects within the cluster is taken into account by robust es-
timation of the variances of the regression coefficients. The dependency within cluster
is treated as a nuisance. Keeping most of the notations from the original article, the
GEE modeling approach is summarized as:
Let yi = (yi1, yi2, . . . , yini)
′ be the ni-vector of response values where yij is for the
jth subject in the ith cluster and yij takes values of 0 and 1. Let X i = (xi1,xi2, . . . ,xini)
′
be the ni × p matrix of covariate values for the ith cluster where i = 1, 2, . . . ,M . For
a generalized linear model the marginal density of yij is
f(yij) = exp [{yijθij − a(θij) + b(yij)}φ] , (3.21)
where θij = h(ηij) and ηij = x
′
ijβ.

























For convenience, we will assume ni = n, i.e., all clusters have the same number
of subjects for simplicity. Let R(α) be a n × n symmetric matrix that fulfills the
requirements of being a correlation matrix, and α be an s-vector that fully characterizes
R(α). The R(α) is referred as a working correlation matrix. Now define







When R(α) is the true correlation matrix for yi then V i is equal to the covariance











Si = yi − a′(θi) = yi − E(yi).
The estimator β̂ is the solution to equation (3.22). Liang and Zeger (1985) proved
that β̂ is consistent when R(α) is the identity matrix, which means that all subjects
within the cluster are independent of one another. They also proved that under mild
regularity conditions and several assumptions regarding α̂ and φ̂ (refer to Liang and
Zeger 1986 for details) K
1
2 (β̂ − β) is asymptotically multivariate normal with a mean

























The variance estimate V̂ of β̂ can be obtained by replacing cov(yi) by SiS
′
i and
β, φ,α by their estimates in the expression of V . They noted that consistency of β̂ and
V̂ depends only on the correct specification of the mean, but not on the correct choice
of R(α) and the asymptotic variance of β̂ does not depend on choices of estimator for
α and φ among those that are K
1
2 -consistent.
Computation of β̂ requires iterations between a modified Fisher scoring for β and
moment estimation for α and φ. Given current estimates α̂ and φ̂, Liang and Zeger
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suggested the following modified iterative procedure of β:




















Define D = (D′1,D
′
2, . . . ,D
′
K)
′, S = (S′1,S
′
2, . . . ,S
′
K) and let Ṽ be a nK × nK
blocks diagonal matrix with Ṽ i’s as the diagonal elements, and define the modified
dependent variable
Z = Dβ − S,
the above iterative procedure (3.23) for calculating β̂ is equivalent to performing an
iteratively re-weighted linear regression of Z on D with weight Ṽ
−1
.
The working correlation matrix is assumed the same for all clusters. Several com-
monly used correlation structures include independent, exchangeable, autoregressive
and unstructured. The independent correlation assumes no correlation between sub-
jects within the cluster or no correlation between repeated observations in the case of
repeated measurement design. As mentioned previously, R(α) is the identity matrix in
this case. An exchangeable correlation assumes that the subjects within the cluster are
uniformly correlated, i.e., corr(yij, yij′) = α for all j 6= j′. This is equivalent to the struc-
ture of the logistic-normal model. For repeated measurement data, an autoregressive
correlation assumes that repeated measurements within the subjects are only related
to their own past values through a first or higher order autoregressive (AR) process,
i.e., corr(yij, yij′) = α
t−t′ , where t is the observation at time point t. In addition to the
repeated measurement design, GEE with autoregressive correlation is also applicable
to multi-level of subjects clustering such as patients seen by the same physician at a
clinic where the physician can be considered as t = 1 and clinics as t = 2, thus allowing
for different covariance structure for different levels of clustering.
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Chapter 4. The Logistic-Normal
Regression Model and Its Likelihood
Among the models for fitting the clustered binary data, the logistic-normal re-
gression model (Stiratelli et al., 1984) has been used widely in herd health studies
and other epidemiological studies. The logistic-normal regression model can be used
to fit both exchangeable and non-exchangeable responses. It has a wide application to
the correlated binary data including repeated measurement, longitudinal studies and
clustered data .
The logistic-normal regression model described by Stiratelli et al. (1984) was gene-
ralization from the Korn and Whittemore’s logistic growth-curve model with normally
distributed random coefficients (Korn and Whittemore 1979). Stiratelli et al. called
this model the General Logistic-Linear Mixed Model to distinguish it from Korn-
Whittemore growth-curve model. It is also often referred as the Logistic-Normal Re-
gression Model (SERC 1992). We will use the Logistic-Normal Regression Model to
refer to this model throughout this dissertation.
4.1 The Data and the Model
Let yi denote an ni- vector of responses for the ith cluster, i = 1, 2, . . . ,M , each
element yij is assumed to be a binary random variable. For all i 6= k, yij and ykl are
independent. Furthermore, conditioning on cluster i, for all j 6= l, yij and yil are also
independent. These assumptions are necessary later when we discuss the likelihood
functions for the data.
Let pij = Pr(yij = 1), λij = logit(pij), and λi = (λi1, λi2, . . . , λini)
′. Let X i denote
the ni×s design matrix for the fixed effects covariates, and Zi denote the ni×k design
matrix for the random-effects covariates. Let β and bi be the s- and k-vector of fixed
regression coefficients and cluster random effects, respectively. The model is
λi = X iβ + Zibi, (4.1)
where bi follows a multivariate normal distribution with a mean of zero vector and a
covariance matrix of Ψ, i.e., bi ∼ MVN(0,Ψ).
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Stiratelli et al. proposed a two-stage fitting of the above model. At stage 1, they
consider bi the same as the fixed effects coefficients and fit the model to the data as if
the random effect were a fixed effect. At stage 2, they assume that bi ∼ MVN(0,Ψ).
By fitting the parameter estimates of bi from the first stage to a multivariate normal
distribution, the variance-covariance matrix Ψ can then be estimated.
4.2 The Likelihood Function
Conditioning on the random effect bi, yi1, . . . , yini are assumed to be independent
binary responses each with success probability of pij. The likelihood function for the






ij (1 − pij)1−yij .
For the logistic-normal regression model, bi are assumed to follow MVN(0,Ψ). The













The joint density for (yi, bi) is given as



















Since the random effects are unobserved quantities, the joint density function is
not useful for modeling data. Therefore, bi need to be integrated out, which gives the











































Since yi are assumed to be independent among clusters, the likelihood for all herds
is simply the product of Li(β,Ψ; yi) for all i












































The integral above does not have an analytic solution, therefore, the likelihood
inference requires numerical evaluation with k dimensional integrals. Steratelli et al.
(1984) described an empirical Bayes approach to estimating β, Ψ, and random effects
b, which will not be discussed here.
4.3 Evaluating the Likelihood Using an Example
Data
4.3.1 The Data
To study the behavior of the likelihood function (4.3), we apply the logistic-normal
model to an example data set from a dairy herd health surveillance system. The health
surveillance system data were provided by Dr. Émile Bouchard and Dr. Denis Du
Tremblay, DS@HR, Faculty of Veterinary Medicine, University of Montreal.
The variables extracted from that data system include herd identification number,
cow ID number, number of previous lactations, diagnosis of mastitis during current
lactation, and if the cow is culled during or at the end of the current lactation period
(Table 4.1). The researchers are interested in the risk factors associated with culling.
The hypotheses to be tested are that mastitis is positively associated with culling and
number of previous lactations is the confounding factor. To explore the logistic-normal
model likelihood behavior, we selected 4 herds that have about 80 cows per herd out
of 329 herds in the data set (for the sake of reducing computer running time) and use
them to study how the log-likelihood of the logistic-normal model changes with the
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TABLE 4.1. Subset data from a dairy herd health surveillance system.
Culling Mastitis Count Herd
1 1 2 2
1 0 3 2
0 1 14 2
0 0 84 2
1 1 4 1
1 0 5 1
0 1 12 1
0 0 74 1
1 1 1 4
1 0 3 4
0 1 14 4
0 0 79 4
1 1 4 3
1 0 10 3
0 1 14 3
0 0 80 3
parameter values. For simplicity but without losing generality, the confounding factor
is not included in this example of exploring the behavior of the logistic-normal model
likelihood. However, the confounding factor is considered later in Chapter 6 for power
analysis. We also fit the example data with the fixed effect logistic regression model
and compare the fitting statistics and the parameter estimates for these two models.
4.3.2 The Model and Its Likelihood Function
The binary response variable is culling (0 for not being culled and 1 for being
culled), the fixed explanatory variable is mastitis (0 for absent and 1 for present), and
the random cluster effect is herd (Table 4.1). The logistic-normal model for this data
is
logit(pij) = β0 + β1xij + bi, (4.5)
where β0 and β1 are the regression parameter for the intercept and the mastitis effect,
respectively, and bi ∼ Nor(0, ψ2) is the random herd effect. The likelihood function for
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the data is








yij exp(β0 + bi + β1xij)












4.3.3 The Relative Likelihood and Profile Relative
Likelihood
The likelihood function (4.6) depends on three model parameters, i.e., β0, β1 and
ψ. In order to display the relationship between the likelihood and parameters in 2-D
plots, the profile relative likelihood is calculated. Let L(β̂0, β̂1, ψ̂) denote the maximum
likelihood over the entire parameter space, i.e., β0 ∈ R, β1 ∈ R, and ψ > 0. The
relative likelihood function is
R(β0, β1, ψ) = L(β0, β1, ψ)/L(β̂0, β̂1, ψ̂).














Figure (4.1), (4.2), and (4.3) are the plots of profile relative likelihood of R(β0),
R(β1), and R(ψ), respectively. These graphs show that the likelihood function is smooth
and has a single maximum over the parameter space. The parameter set that maximizes
the likelihood function is (β̂0 = −2.76, β̂1 = 1.12, ψ̂ = 0.32).
4.3.4 Comparison of Model Fitting: the Fixed Effects
Logistic Regression Model vs. the Logistic-Normal
Regression Model
Data in Table 4.1 is also fitted to the fixed effects logistic regression model by
ignoring the random herd effect. The fixed effects model is
logit(pij) = β0 + β1xij, (4.7)
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yij exp(β0 + β1xij)
1 + exp(β0 + β1xij)
.
The model fitting statistics and model parameter estimates using the fixed ef-
fect logistic model and the logistic-normal model are listed in Table 4.2. The maxi-
mum likelihood estimators for β0 and β1 from the fixed effects logistic model are
(β̂0 = −2.71, β̂1 = 1.12). They are very close to those from the logistic-normal model.
However, the maximum likelihood is smaller in the fixed effects logistic regression model
with -2log L being 216.5, compared to 208.2 in the logistic-normal model. The diffe-
rence in the two models in -2log L was 8.3 with a difference in the model degree of
freedom of 1. Since the fixed effect logistic model and the logistic-normal regression
model are two types of models, the fixed effects model is not simply the reduced model
for the mixed effect model. Therefore, the difference in -2log L does not follow a χ2
distribution with degrees of freedom of 1, in stead it follows a 50:50 mixture of χ21
and χ20 (Pierce and Sands, 1975; Mauritsen, 1984). The probability of observing the
likelihood ratio statistic of a value of 8.3 or larger from a χ21 is 0.004, therefore, the
p-value of testing no random effect (i.e, variance of the random effect is 0) is at most
0.004. So we can say that the logistic-normal model fits the data better than the fixed
effect logistic model at alpha level of 0.01.
TABLE 4.2. Comparison of the log-likelihood and parameter estimates for a logistic-normal
regression model (LNM) and a fixed effects logistic regression model (FEM).
FEM LNM
−2LogL 216.5 208.2





FIGURE 4.1. The profile relative likelihood R(β0) for a logistic-normal regression model.
FIGURE 4.2. The profile relative likelihood R(β1) for a logistic-normal regression model.
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FIGURE 4.3. The profile relative likelihood R(ψ) for a logistic-normal regression model.
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Chapter 5. Power Analysis for the
Logistic-Normal Regression Model
5.1 Introduction
Logistic regression models with random effects have been used frequently in vet-
erinary epidemiological studies to analyze clustered binary data. There are several mo-
dels that have been developed since the 1980s. The beta-binomial model, introduced
by Williams (1982) for identical independent distributed (iid) responses or exchange-
able responses within a cluster, assumes that the binomial parameter follows a beta
distribution. The logistic-normal model (Stiratelli et al., 1984; Anderson and Aitkin,
1985) assumes a normal or multivariate normal distribution of the parameters corre-
sponding to the random covariates. This model allows the covariates within a cluster
to vary, which makes it applicable to broader study designs and is applicable to both
exchangeable and non-exchangeable responses. The logistic-binomial model introduced
by Mauritsen (1984) is similar to the logistic-normal model except it assumes that the
model parameter follows a binomial distribution. When the total events of the prior
binomial distribution gets large, this model converges to the logistic-normal model.
Another approach to modeling clustered binary data is the Generalized Estimation
Equation (GEE) Model introduced by Liang and Zeger (1985), where the dependency
or correlation between subjects within the cluster is taken into account by robust esti-
mation of the variance-covariance of the regression coefficients. The GEE model treats
the dependency within the cluster as a nuisance. All four models above are being used
in veterinary epidemiologic studies.
In contrast to the well-developed methods in modeling the clustered binary data,
the sample size/power analysis methods corresponding to such models are not very
well developed. Several recent papers have described sample size methods for testing
one proportion from the clustered binary data (Donner and Eliasziw, 1992; Donner,
1992; Lee and Dubin, 1994; Jung et al., 2001). These methods are not regression model-
based and are applicable to exchangeable responses where subjects within a cluster are
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exchangeable. More recently, Liu et al. (2002) developed a sample size method for the
GEE Models. When using GEE to model the data, misspecification of the ”working
correlation” has little effect on model fitting. However, for sample size estimation, the
authors pointed out that it is crucial to correctly specify the ”working correlation”.
Unfortunately, it is very difficult to do so in the planning stage since very often little
is known about the nature of the variance-covariance structure.
In this study we propose a power analysis/sample size method for the logistic-
normal model described by Stiratelli et al. (1984). The proposed power analysis method
extends the sample size method developed by Self et al. (1992) for fixed effects gene-
ralized linear models to include random effects. The logistic-normal model and its
likelihood function has been described in detail in Chapters 4. In this chapter we will
develop a power analysis method for the logistic-normal model where the likelihood
ratio test is utilized to make influence on the model parameters.
5.2 Likelihood Decomposition and Expectation
Self et al. (1992) described an approach for sample size/power analysis for the
fixed effects generalized linear models based on a noncentral χ2 approximation to the
distribution of the likelihood ratio statistics. We adopt their approach and extend it
to the logistic-normal regression model with log-likelihood function of (4.4).
Let α be the model parameters of interest with dimension p, and φ be the model
parameters that are not of interest with dimension q (including the covariance para-
meter Ψ, which is often treated as nuisance parameter). For testing the null hypothesis
of α = α0, the likelihood ratio statistic can be decomposed into three terms in the way
similar to Self et al. (1992) as in (5.1), where (α̂, φ̂) are maximum likelihood estimates
(MLE) of (α,φ) under the alternative model and φ̂
0
is the MLE of φ under the null
model. φ∗
0
is the MLE of φ under the null model when the sample size is very large,
which was referred as the limiting value of φ̂
0




















































Using asymptotic expansion as in Lawley (1956) (see appendix for details) and
taking only the lead term, the approximate expected value for the first term of the
tight hand side of the equation in (5.1) is (p + q) and the approximate expected value


































and the expectations are taken with respect to the true parameters (α,φ).
The expectation of the third term in equation (5.1), denoted by ∆, can be calcu-
lated exactly in the fixed effects model. In the logistic-normal model with likelihood of
(4.3), ∆ can be evaluated numerically.
The expectation of `n(α,φ), the first half of the third term in equation (5.1),

















































The expectation of `n(α0,φ
∗
0) also has the above form but the log-likelihood is at
first evaluated at (α0,φ
∗
0) before the expectation is taken.
Evaluating the expectation of `n(α,φ) and `n(α0,φ
∗
0) with the above form is very
tedious when ni are large, which is quite common in veterinary epidemiologic studies.
To simplify the evaluation process, we group the categorical covariates into certain
number of distinct configurations of covariates (continuous covariates can be grouped
into smaller number of categories). Let Ci denote the number of distinct configurations
of all possible covariates within the ith cluster. Let πis be the proportion of subjects in
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cluster i with the sth covariate configuration, where s = 1, 2, . . . , Ci and
∑Ci
s=1 πis = 1.
Furthermore, let ui be the number of successful events for cluster i, i.e., ui =
∑ni
j=1 yij.
Now we can use the property of E(Y ) = E (E(Y |X)) to simplify the evaluation of the
expectation in (5.2).
Let `i be the log-likelihood for cluster i and g(bi) be the multivariate normal
density for bi, we have
E(`i) = E [E (`i|X i)] =
Ci∑
s=1
{πis × E(`i|X i = X is)} , (5.3)
where














puiis (1 − pis)ni−uig(bi)dbi. (5.4)






































































Calculation of E [`(α0,φ
∗
0)] is similar to the above but pis is evaluated at (α0,φ
∗
0).
Despite its complicated appearance, the expectation in (5.5) is not very difficult
to evaluate if the number of distinct covariate configurations is small at the planning
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under the alternative hypothesis can
be approximated by the noncentral χ2 distribution with p degrees of freedom and non-












is approximately (p + γ). Equating this to the approximation of the right hand-side
terms of (5.1) derived above yields
p + γ = (p + q) − Tr(A) + ∆, (5.7)
or
γ = [q − Tr(A)] + ∆. (5.8)
For a given covariate configuration and planning values for (α,Ψ), we can approximate
the power of the likelihood ratio test by computing γ and then referring to non-central
χ2p tables for the probability of exceeding the critical value. The sample size formula
can not be easily obtained from equation (5.8) since the ni can not be factored out
from the equation. However, the sample size can be obtained from the power curve
generated from formula (5.8).
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Chapter 6. Examples of Power Analysis for
the Logistic-Normal Model
For a wide range of parameter values and other planning values, we can construct
the power curve using the power analysis method described in Chapter 5. To illustrate
how to use the power method we present a couple of examples in this chapter.
Prior information about the parameters and planning values were derived from
analyzing the example data drawn from a large animal health database provided by Dr.
Émile Bouchard and Dr. Denis Du Tremblay, DS@HR, Faculty of Veterinary Medicine,
University of Montreal. The sub-dataset included herds that have at least one year of
validated mastitis data as of January 1st, 2000 and followed up for at least one year
after January 1st, 2000. Only cows that calved in 1999 were included. The sub-dataset
consists of 329 herds and 22775 lactations. Variables included are cow identification
number, herd identification number and herd size, mastitis status during lactation,
number of previous lactations, and culling status. The response variable of interest is
culling during the current lactation period (coded as 1 for being culled and 0 for not
being culled). The fixed effect explanatory variables are mastitis during lactation (coded
as 1 for having developed mastitis and 0 for no mastitis) and the number of previous
lactations (coded as 0 for ≤ 3 lactations and 1 for > 3 lactations). For simplicity, herd
effect is considered as a random effect on intercept only. In other words, the baseline
culling probability varies across herds but the effect of either mastitis status or number
of previous lactation on culling is the same across all herds. We will use two examples to
illustrate the usage of the power analysis method to determine the power of likelihood
ratio test for a given sample size or the minimum required sample size to achieve certain
power.
There are several ways of sampling from the study population. Two common ways
are equal size sampling, i.e., the same number of subjects are sampled from each cluster,
and equal proportion sampling, i.e., the number of subjects sampled from each cluster
is proportional to the total number of subjects in that herd. For simplicity, we use the
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equal size sampling in these examples. The other ways of sampling can be incorporated
into the power analysis method easily.
6.1 Example 1: A Logistic-Normal Model With
One Fixed Effect and One Random Effect
6.1.1 The Model and Its Likelihood Function
In this example, we only consider the mastitis effect on culling for illustration
purposes. Let yi denote an ni-vector of culling status for the ith cluster, i = 1, 2, . . . ,M ,
each element yij is assumed to be a binary response, and xi is an ni-vector covariate of
mastitis status. Let β0 be the regression coefficient for the intercept, β1 be the coefficient
for mastitis effect, and bi be the random cluster effect on β0 which is assumed to be
normally distributed with a mean of 0 and a variance of ψ2. The model is:
logit(pij) = β0 + β1xij + bi, (6.1)
where pij = Pr(yij = 1) is the probability of the jth cow in the i
th herd being culled.
In epidemiology, researchers are more familiar with p0, the baseline culling rate, and
Odds Ratio for these terms are practically more meaningful to them. The relationship














The likelihood function for given data in terms of regression coefficient is








exp(β0 + bi + β1xij)
yij












6.1.2 Hypothesis Testing and Planning Values
The hypothesis being tested using the likelihood ratio test is H0 : β1 = 0. β0
and ψ2 are considered as nuisance parameters. The parameter estimates derived from
fitting the model (6.1) to the example data are (p̂0 = 0.31, ÔR = 1.14, ψ̂ = 0.10). The
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estimated prevalence of mastitis is 0.2 and the average herd size is 65 cows. Therefore,
we use the following plan values to generate power curves:
p0 : 0.1 to 0.9 by 0.05
OR : 0.5 to 4 by 0.5
π : 0.1 to 0.7 by 0.05
ψ : 0.1 to 5 by 0.05
The estimates of β∗0 and ψ
∗ are also needed for calculation of the power. In order
to obtain β∗0 and ψ
∗, a pseudo dataset is generated for each combination of (β0, β1, ψ, π)
with the number of cows per herd 5000 and the number of herds 1000. β̂∗0 and ψ̂
∗ are the
estimates of β0 and ψ, respectively, by fitting this pseudo-data with the logistic-normal
model under null hypothesis.
6.1.3 Power Analysis
Another issue that needs to be specified is the sampling scheme from the study
population. There are several different ways to sample from the study population. Two
commonly used sampling schemes are: 1. Equal size sampling, i.e., the same number
of cows are sampled from each herd. 2. Equal proportion sampling, i.e., the number
of cows sampled from each herd is proportional to the total number of cows in that
herd. One special case for this type of sampling is when the sampling fraction is 1,
i.e., all cows within the selected herds are sampled. For different sampling schemes,
slightly different approaches need to be considered. For simplicity, we will illustrate
the application of the proposed power analysis method under the equal size sampling
design.
From M herds of cows, n cows from each herd are randomly selected into the study.
Therefore the total number of subjects required to achieve the desired power is M ×n.
In the case of equal size sampling, ni in equation (5.6) are the same for all herds. The
power for a given sample size n can be approximately calculated using formula (5.8).
Calculation of tr(A) can be tedious. Self et al. (1992) and Shieh (2000) demonstrated
that the term [q − tr(A)] is very close to zero in the generalized linear model, therefore
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it can be ignored in the power analysis. Since the likelihood decomposition is based on
likelihood with a general form, therefore, it is reasonable to assume that such a term
is also small and can be ignored for power analysis purposes for the logistic-normal
model. Once the term [q − tr(A)] is ignored, the calculation of power can be simplified
as
γ u ∆. (6.3)
This simplified method is to be used for the following examples. Now the planning
values are set and (β̂∗0 , ψ̂
∗) are obtained, power analysis equation (6.3) can be applied
to calculate power for a given sample size.
6.1.4 Results
Figure 6.4 is the power curve with respect to the odds ratio for mastitis effect
(note the logarithm scale for horizontal axis), which is the effect to be tested against
the null hypothesis of no effect. While other planning values are held fixed, the power
for a given size is the lowest when OR = 1, i.e., β1 = 0. The power increases when the
value of OR is away from 1.
Figure 6.5 displays the power curve with respect to p0, the baseline culling rate for
mastitis negative cows. This power curve has a minimum at p0
.
= 0.47. Power increases
as p0 takes values away from 0.47.
Figure 6.6 shows the effect of π on power while other planning values are held
fixed. Power is the largest when π is between 0.3 to 0.4. When compared with the
impact of OR and p0 on power, the change in π results in slight change in power.
Power decreases as ψ2 gets larger (Figure 6.7). Power decreases at a higher rate
when ψ2 is small and decreases at a lower rate when ψ2 gets large. The shape somehow
resembles an exponential distribution. Due to technical difficulty, the power can not
be evaluated when ψ2 is very small. In this example when ψ2 is as small as 0.3, the
integration in formula (6.3) and (5.6) can not be obtained. The data point at ψ2 at 0
is the power for the corresponding fixed effects logistic regression model with the same
applicable planning values.
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FIGURE 6.4. Power curve with respect to the log odds ratio of mastitis effect for a logis-
tic-normal model with one fixed effect and one random effect. p0 = 0.3, π = 0.2, ψ
2 = 2,
number of herd = 50, animals per herd = 20.
FIGURE 6.5. Power curve with respect to the baseline culling rate (p0) for a logistic-normal
model with one fixed effect and one random effect. π = 0.2, OR = 1.5, ψ2 = 2, number of
herd = 50, animals per herd = 20.
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FIGURE 6.6. Power curve with respect to the prevalence of mastitis (π) for a logistic-normal
model with one fixed effect and one random effect. p0 = 0.3, OR = 1.5, ψ
2 = 2, number of
herd = 50, animals per herd = 20.
FIGURE 6.7. Power curve with respect to the variance of the random herd effect (ψ2) for a
logistic-normal model with one fixed effect and one random effect. p0 = 0.3, π = 0.2, OR = 1.5,
number of herd = 50, animals per herd = 20.
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Figure 6.8 and figure 6.9 illustrate how the power changes as the total sample size
changes. As it is shown in Figure 6.8 power increases slowly but steadily while the
number of cows per herd increases. Figure 6.9 shows that power increases rapidly with
the increase of the number of herds. In these two figures one unit increase of either
the number of cows per herd or the number of herds is equivalent to the increase of 40
total sample size. These two graphs suggest that power is more sensitive to the change
of the number of herds than the change of the number of cows per herd while other
planning values are held fixed.
6.2 Example 2: A Logistic-Normal Model with
Two Fixed Effects and One Random Effect
We add the number of previous lactations (0 for ≤ 3 lactation, 1 for > 3 lactations)
into the logistic-normal model in Example 1 as a confounding factor and the new model
is
logit(pij) = β0 + β1xij + β2zij + bi, (6.4)
where zij is the value for the number of previous lactations (0 for ≤ 3 lactations and 1
for > 3 lactations) and β2 is its regression coefficient. The likelihood function is








exp(β0 + bi + β1xij + β2zij)
yij











The hypothesis being tested using likelihood ratio test is the same as Example 1, i.e.,
H0 : β1 = 0. Thus (β0, β2, ψ
2) are considered as nuisance parameters. Instead of speci-
fying π for the prevalence of mastitis, we now have to consider the relative frequency
of the number of previous lactations simultaneously. According to the estimates from
example data from a dairy herd health surveillance system, the proportion of cows
without mastitis and with fewer than three lactations (π00) is about 0.6, the propor-
tion of cows without mastitis and with more than three lactations (π01) is 0.2, and
both the proportion of cows with mastitis and with fewer than three lactations (π10)
and the proportion of cows with mastitis and with more than three lactations (π11)
are 0.1. We used these estimates as the planning values and applied them to the power
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FIGURE 6.8. Power curve with respect to the number of cows per herd for a logistic-normal
model with one fixed effect and one random effect. p0 = 0.3, π = 0.2, ψ
2 = 2, OR = 1.5,
number of herd 40.
FIGURE 6.9. Power curve with respect to the number of herds for a logistic-normal model
with one fixed effect and one random effect. p0 = 0.3, π = 0.2, ψ
2 = 2, OR = 1.5, animals per
herd 40.
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formula (6.3). Other planning values were the same as in Example 1 with the addition
of OR for the lactation effect (OR2) taking values from 0.5 to 4 by 0.5.
6.2.1 Results
In the logistic-normal model with two fixed effects and one random effect, the
effect of the odds ratio for mastitis effect (OR1) on power is similar to that in the
previous example: power is the lowest when OR1 is 1 and power increases as OR1
takes values away from 1. The power curve is close to symmetry when the x-axis is in
a logarithm scale (Figure 6.10). The effect of the odds ratio for lactation effect (OR2)
on power is very different from that of the odds ratio for mastitis: as OR2 gets larger,
power decreases rapidly at first but then decreases slowly when OR is greater than 1
(Figure 6.11).
The power curve with respect to p0 has the same shape as in Example 1 except
that the lowest power appears at about p0
.
= 0.45 (Figure 6.12). The power curves
with respect to ψ2, the number of cows per herd, and the number of herds are similar
to the results observed for Example 1 (Figures 6.13, 6.14, 6.15).
6.3 Comparison of the Results with the Fixed
Effect Logistic Regression Model
This section compares the power or sample size results derived from the method
for the logistic-normal model with one fixed effect and one random effect with those
from the method developed by Self et al. (1992) for the fixed effects logistic regression
model. We apply the same planning values that are applicable to each model and
compare the power from these two methods. The planning values are: π = 0.3, ψ = 1,
the number of herds is 50, the number of cows in each herd is 20, and type I error 0.05.
Other planning values and the power are presented in Table (6.3).
For the same applicable planning values, the logistic-normal regression model has a
smaller power than the corresponding fixed effects logistic regression model for a given
total sample size, which implies that the logistic-normal regression model requires a
larger sample size than the fix-effect logistic regression model to obtain the same power.
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FIGURE 6.10. Power curve with respect to the log odds ratio of mastitis effect for a logis-
tic-normal model with two fixed effects and one random effect. p0 = 0.3, ψ
2 = 2, OR2 = 1.5,
number of herd = 100, animals per herd = 20.
FIGURE 6.11. Power curve with respect to the log odds ratio of the confound-
ing factor for a logistic-normal model with two fixed effects and one random effect.
p0 = 0.3, ψ
2 = 2, OR1 = 1.5, number of herd = 100, animals per herd = 20.
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FIGURE 6.12. Power curve with respect to the baseline culling rate (p0) for a logistic-normal
model with two fixed effects and one random effect. OR1 = 1.5, OR2 = 1.5, ψ2 = 2, number
of herd = 100, animals per herd = 20.
FIGURE 6.13. Power curve with respect to the variance of the random herd ef-
fect (ψ2) for a logistic-normal model with two fixed effects and one random effect.
p0 = 0.3, OR1 = 1.5, OR2 = 1.5, number of herd = 100, animals per herd = 20.
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FIGURE 6.14. Power curve with respect to the number of cows per herd for a logistic-normal
model with two fixed effects and one random effect. p0 = 0.3, ψ
2 = 2, OR1 = 1.5, OR2 = 1.5,
number of herd 40.
FIGURE 6.15. Power curve with respect to the number of herds for a logistic-normal model
with two fixed effects and one random effect. p0 = 0.3, ψ
2 = 2, OR1 = 1.5, OR2 = 1.5, animals
per herd 40.
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TABLE 6.3. Comparisons of the power for a logistic-normal model (LNM) and a fixed effects
logistic regression model (FEM). π = 0.2, the number of herds = 40, and cows per herd = 20
(a total sample size of 800).
Power for LNM
p0 OR Power for FEM ———————————
ψ2 = 1 ψ2 = 2
0.2 1.5 0.5922 0.3508 0.3219
0.3 1.5 0.6870 0.2120 0.1904
0.2 2 0.9736 0.4793 0.4377
0.3 2 0.9893 0.3950 0.2817
If the sample sizes are determined using the fixed effects logistic regression model at the
planning stage, and the data collected afterwards are analyzed using the logistic-normal
regression model, the actual power is expected to be lower than what is specified at
the planing stage. The magnitude of the differences in power between these two models
depends on the planning values. In the example that includes one fixed effect of mastitis
effect and one random herd effect, the difference in power is larger for ψ2 = 2 than




7.1 Estimation of the Limiting Value of the
Nuisance Parameters in the Logistic-Normal
Model
Hypothesis testing for the logistic-normal regression models often involves one
or more nuisance parameters. In the two examples given in chapter 5.3, the nuisance
parameters are (β0, ψ
2) for the example with one fixed effect and one random effect and
(β0, β2, ψ
2) for the second example with two fixed effects and one random effect. The
estimates of these nuisance parameters under null hypotheses with large sample sizes
are necessary for calculating the power. These estimates are obtained by simulation, i.e.,
first generating a pseudo-data with a large sample size (1000 herds and 5000 animals
per herd in the examples presented in chapter 5.3), then estimating these nuisance
parameters by fitting the data with the logistic-normal model under null hypothesis.
Due to the random error associated with the estimates, this process may result in
some roughness of the power curve, as seen in figures (6.6), (6.7), (6.10) to (6.13).
Such roughness is more evident for Example 2 than for Example 1. Such variation in
estimating the nuisance parameters may also explain why the power curve with respect
to the odds ratio for mastitis effect is not exactly symmetric.
To study to what extent such variation affects the power, power is calculated
four times for the same set of planning values for the Example 1, i.e., p0 = 0.3, π =
0.2, OR = 1.5, ψ2 = 2, the number of herd = 100 and cows per herd = 20. The mean
of the calculated power is 0.3508 and the standard deviation is 0.0116. The coefficient
of variance (the ratio of the standard deviation and the mean) is 3.3%, indicating that
the variation in power calculation is small under the planning values above.
7.2 Power Curves and Planning Values
In Example 2, the power curve with respect to the odds ratio of mastitis effect is
not exactly symmetric, which might be due to the variation in estimating the limiting
value of the nuisance parameters.
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The power curve with respect to the odds ratio of the confounding factor, i.e., the
number of lactation is different from that with respect to the odds ratio of mastitis.
When the odds ratio is less than 1, i.e., more than three lactations is a protective factor
for culling, the power increases to a moderate degree as OR2 decreases. In contrast,
when OR2 is greater than 1, i.e., more than three lactations is a risk factor for culling,
the power decreases slightly as OR2 increases (Figure 6.11).
When the variance of the random herd effect increases, or the variation of β0
among herds gets larger, the power decreases rapidly when the value of ψ2 is small and
decreases slowly when ψ2 gets larger than 3 (Figure 6.13). The data point for ψ2 at 0
is the power for the corresponding fixed effects logistic regression model with the same
applicable planning values. This graph shows that for the same planning values the
logistic-normal regression model has lower power than the corresponding fixed effects
logistic regression model for a given total sample size (Figure 6.7).
The power curve with respect to p0 is bowl-shaped with a minimum of 0.12 when
p0
.
= 0.47 or β0
.
= −0.2 for Example 1 (Figure 6.5). The minimum power is about
0.21 when p0
.
= 0.45 for Example 2 with a confounding factor (Figure 6.12). For the
fixed effects logistic regression model, one would expect that the minimum power to be
achieved when the average prevalence of culling is 0.5 among all cows. Taking Example
1 as the example but ignoring the random herd effect, in order to obtain the average











where the planning values are π = 0.2 and OR = 1.5. The solution for p0 to the above
equations is approximately 0.47. For a logistic-normal model with random herd effects,
determining the value for p0 that gives the average prevalence of culling of 0.5 for all
cows is not simple. However, one may speculate that the value of p0 for the logistic-
normal model is somewhat close to the p0 for the fixed effects model when the number
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of herds are not small. The maximum of power in examples 1 is around 0.47 which is
in agreement with what we expect based on the fixed effects logistic regression model.
Compared to the effect of p0 and the odds ratio of mastitis and lactation, the
change of π has relatively smaller effect on power. The power curve with respect to π
is not symmetric either. Power curve with respect to π is the largest when π is between
0.3 and 0.4. Power is the lowest when π is approaching to 1 (Figure 6.6).
Figure 6.8, 6.9, 6.14, and 6.15 show that power increases as the total sample
size increases, either through the increase of the number of herds or the increase of the
number of cows per herd. However, power is more sensitive to the change of the number
of herds than the change of the number of cows per herd. Given the same total sample
size, power is higher when the number of herds is larger. To maximize the power for a
given total number of sample size, one should include more herds with fewer number
of animals per herd. When the number of subjects per herd is 1, the logistic-normal
model becomes the fixed effects logistic regression model for the random herd effect bi
becomes the random error term for each animal under the fixed effects logistic model.
Table 7.4 illustrates that the power for a given total sample size is higher for a larger
number of herds.
TABLE 7.4. Comparisons of the effect of the number of herds and the number of cows per
herd on the power for a logistic-normal regression model with one fixed effect and one random
effect. π = 0.2, p0 = 0.1, ψ
2 = 2, OR = 1.5.










7.3 More Than One Random Effect in the
Logistic-Normal Model
Although the two examples given in chapter 5.3 include only one random effect,
i.e., the random effect is added only to the intercept, this power analysis method can
be applied to the logistic-normal models that include more than one random effect.
When more than one random effect is included, the evaluation of the term ∆ involves
more complicated calculation. Taking the first example of one fixed and one random
effect model, we may allow the random herd effect to apply to the mastitis effect too.
Let b1i denote the random herd effect on intercept and b2i as the random effect on
mastitis effect. The new model has following form
logit(pij) = β0 + b1i + (β1 + b2i)xij, (7.1)
where (b1i, b2i) follow a bivariate normal distribution of BV N(0, Σ). This model does
not only allow the baseline probability of culling to vary among herds but also allows
the odds ratio of mastitis effect to vary among herds. Theoretically, the logistic-normal
models can include more random effects than fixed effects. However, since the random
effects are assumed to have a mean of 0, it is common to add extra fixed effects to
account for the non-zero location parameters of the random effects. Therefore, practi-
cally the logistic-normal models may include as many random effects as fixed effects
plus one more random effect for the intercept.
7.4 Comparing Results with the Fixed Effects
Logistic Regression Models
Due to the extra-binomial variation in the logistic-normal model, the variance
of the response variable is greater than that in the fixed effects logistic regression
model. Therefore, one would expect that for a given sample size the power for the
logistic-normal model would be somewhat smaller than that for the fixed effects logis-
tic regression model with the same planing values. Table 6.3 confirms what we have
expected. The difference in power between these two models is larger when the variance
of the random effect is larger. The difference is larger when the baseline culling rate is
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0.3 than is 0.2 for planning values presented in Table 6.3. Further study is needed to
compare the behavior of the power curve for the logistic-normal model and the fixed
effects logistic model under different settings of planning values.
7.5 Further Studies
This dissertation introduces a power analysis method for the logistic-normal model
and presents a couple of examples to illustrate how the method can be applied to
actual studies using the simplified formula and explores certain properties of this power
method. There are more topics needing further research.
7.5.1 Evaluation of Tr(A) and Its Effect on Power
Evaluating Tr(A) in power equation 5.8 is intensive even in the fixed effects logistic
regression model (a case of the exponential family) (Self et al., 1992; Shieh 2002). It
was pointed out that [q−Tr(A)] is small enough to be ignored in the power calculation.
In the logistic-normal model, we believe that [q − Tr(A)] is also very small since the
method in above mentioned articles is applicable to the likelihood ratio test with general
form of likelihood. Nevertheless, how small that term is and to which extent it affects
the power of the logistic-normal regression model need to be further investigated.
7.5.2 Simple Ways of Calculating Power for the Logistic-
Normal Model with Multiple Random Effects
When multiple random effects are included in the logistic-normal regression mod-
els, power calculation becomes very tedious for it involves the evaluation of multi-
dimensional integrations as shown in equation (5.6). Shieh (2002) reported that for
power analysis of the fixed effect model of exponential family, an inflation factor de-
rived from the correlation coefficients among the fixed effects is applied to the sample
size obtained using a single fixed effect logistic regression model to account for the
effect of multiple fixed effects on power. This work compares the sample sizes obtained
from inflating the sample size from the simple fixed effects logistic regression model
with those obtained using the multiple fixed effects logistic regression model and con-
cludes that the results from the former method is very close to that from the latter
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method. Further study is needed to explore if such simplification can also be applied to
the logistic-normal model with multiple random effects and/or multiple fixed effects.
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Appendix: Approximation to the Expecta-
tion of the Likelihood Ratio Statistic
A brief description of the method for the approximation to the expectation of the
likelihood ratio described by Lawley in an article titled ”A general method for appro-
ximating to the distribution of likelihood ratio criteria” (1956) is given as follows.
Let L be the logarithm of the likelihood function, which depends on p + q para-
meters θ1, θ2, . . . , θp+q. These parameters are assumed functionally independent. Let’s
assume that L and its partial derivatives with respect to the θ′s satisfy some uniform
continuity condition which allows differentiations with respect to the θ′s to commute
with integration over the sample space. Let’s further assume that the second derivatives
are of order n, where n is related to the number of observations. Let θ0r denote the true
value of θr. The hypothesis to be tested is that θp+1, θp+2, . . . , θp+q have specific values
θ0p+1, θ
0
p+2, . . . , θ
0
p+q. θ1, θ2, . . . , θp are unspecified and unknown nuisance parameters.
The likelihood ratio can be written as 2(Lp+q − Lp), where Lk denotes the maximum
likelihood with respect to θ1, θ2, . . . , θk and substitute true values for the remaining
parameters. We shall use the following notation:
lr = ∂L/∂θr, Lrs = ∂
2L/∂θr∂θs, Lrst = ∂
3L/∂θr∂θs∂θt, etc.,
λrs = E (Lrs), λrst = E (Lrss), etc.,
lrs = Lrs − λrs, lrst = Lrst − λrst, etc.
Let θ̂1, θ̂2, . . . , θ̂k be the estimates for θ1, θ2, . . . , θk to produce L
k. The equations
for determining the θ̂r may be written as
0 = lr + Lrsxs + 1/2Lrstxst + 1/6Lrstuxstu + . . . (r = 1, 2, . . . , k), (8.1)
where xs = θ̂s − θs, and the usual summation convention is used. All suffice run from
1 to k. The inverse expansion of xr in terms of the lx is found to be









and where Lrs is the inverse matrix of Lrs.
Next we write
L(k) = L + lrxr + 1/2Lrsxrxs + 1/6Lrstxrxsxt + 1/24Lrstuxrxsxtxu + . . . ,
which in view of (8.1), is equivalent to
L − L(k) = 1/2Lrsxrxs + 1/3Lrstxrxsxt + 1/8Lrstuxrxsxtxu + . . . .
Substituting the xr in (8.2) in this, we have
2(L(k) − L) = −Lrslrls − 1/3arstlrlslt − 1/4brs,tulrlsltlu + 1/12crstulrlsltlu + . . . .
Hence, including terms up to fourth degree in the l′s,
2(L(k) − L) = −λrslrls − 1/3αrstlrlslt + λrtλsulrlsltu − 1/4βrs,tulrlsltlu + 1/12γrstulrlsltlu








and where λrs is the inverse matrix of λrs. The leading term of (8.3) is −λrslrls, which
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