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Introduction 
In a preceding paper with Amitsur [24], it has been shown that the Malcev- 
Neumann construction provides examples of finite-dimensional division algebras in 
which the Galois subfields are subject o tight restrictions. In this paper, we use the 
results of [24] to obtain explicit necessary and sufficient conditions for a 
Malcev-Neumann division algebra to be cyclic or to be an elementary abelian cross- 
ed product (i.e. a crossed product with an elementary abelian Galois group). 
As applications of these criteria, a question of Kuijk [9] on the cyclicity of certain 
division algebras i  settled in Section 3 and non-elementary abelian crossed products 
of small exponent are constructed in Section 4. These examples are then used to 
prove the following theorem (see 5.9): 
Let m and n be integers which have the same prime factors and such that m 
divides n, and let k be an infinite fieM. I f  there is a prime p ~ char k such that p2 
divides m and p3 divides n, then Saltman's universal division algebras of exponent 
m and degree n over k are not crossed products. 
O. Conventions and notations 
0.1. The central simple algebras considered in this paper are finite-dimensional. The 
square root of the dimension of a central simple F-algebra A is called the degree of 
A and is denoted by deg A. The exponent of A is the order of its similarity class 
in the Brauer group Br(F); it is denoted by exp A. 
For any integer m, we denote by mBr(F) the group of similarity classes of central 
simple F-algebras of exponent dividing m. The similarity relation is denoted by - ,  
and A -  1 means that A is a matrix algebra. 
0.2. If M is a Galois extension of a field F with Galois group G, we use the notation 
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(M/F,G,f)  for the crossed product algebra of M and G with cocycle 
fe  ZE(G, MX). If G is cyclic of order n with generator tr and if a e F ×, we denote 
by (M/F, t7, a) the cyclic F-algebra generated by M and an element z subject o the 
relations: 
z n=a and zu=tr(u)z fo ru~M.  
0.3. Let F be a field, n an integer and a, b ~ F ×. If F contains a primitive n-th root 
of unity (, then we denote by (a, b; n,F, 0 the central simple F-algebra of degree n 
generated by two elements i,j subject to the relations: 
in=a, jn=b and i j=( j i  
(see [4, §11]). 
0.4. If M is a Galois extension of a field F with abelian Galois group G and if F 
contains a primitive (exp G)-th root of unity, then M/F  is called a Kummer exten. 
sion. If exp G = m, we define: 
KUM(M/F) = {x ~ M x Ix m e F x } and kum(M/F) = KUM(M/F)/F ×. 
Kummer theory defines a natural isomorphism from kum(M/F) onto the character 
group of G (see [8, Theorem 8.23]), whence kum(M/F) = G. If n is any multiple of 
m such that F contains a primitive n-th root of unity, we also have 
KUM(M/F)= {xEMX[x n~F x } 
(see [8, Theorem 8.23]) and it follows that the map xF x- ,xnF xn induces an iso- 
morphism from kum(M/F) onto the kernel 9 f the natural map FX/F x n~MX/MXn 
(see [8, p. 496]). 
1. Symmetric cocycles 
1.1. Let G and A be abelian groups. We consider A as a trivial G-module and call 
a cocycle fe  Z2(G, A) symmetric if f(tr, z) =f(z, tr) for all tr, r e G. Since the action 
of G is trivial, the group B2(G, A) of coboundaries i  contained in the group 
Z2(G, A)sy m of symmetric ocycles; we may thus define in H2(G, A) the subgroup 
of symmetric ohomology classes: 
H2(G, A)sym = Z2(G, A)sym/B2( G, A). 
The purpose of this section is to point out some properties of symmetric 
cohomology groups for later use. 
1.2. Proposition. There is a natural isomorphism: 
Extl(G, A)-- H2(G,A)sym . 
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proof. This readily follows from the fact that these groups both classify the abelian 
group extensions of A by G. 
1.3. Corollary. Every exact sequence of  trivial G-modules 
O--* A --* B --* C --* O 
yields an exact sequence: 
H2(G, A)syrn --*H2(G, B)sy m -*H2(G, C)sy m "-* 0. 
Proof. This follows from the long exact sequence in the second variable for Ext, 
since gl dim 77 = 1. 
1.4. From now on, we assume G is finite, and define 
X(G)= Hom(G, ©/77) (=HI(G, O/Z)), 
the group of characters of G. The connecting homomorphism in the long exact 
cohomology sequence associated to 0~77~©~©/Z~0 yields a natural 
isomorphism: 
X(G) "- H2(G, 7/). 
On the other hand, since the action of G is trivial 
A=H°(G,A) ,  
hence the cup-product: H2(G, Z) x H°(G, A)~HZ(G, A) yields a homomorphism: 
U :X(G) (~zA~H2(G,A) .  
1.5. Proposition. The map U is an isomorphism: X(G)®z A ~ H2(G, A)sy m. 
Proof. Since 7/has no torsion, it is easily seen that HE(G, 77)sym - -H2(  G, 77) (see for 
instance [24, Proposition 1.3]); therefore, the proposition is trivial if A =Z. 
From this observation, it follows that the proposition also holds if A = 77(I) is a 
free Z-module, since X(G) ® Z (t) = X(G)(t) and H2(G, Z(1))sy m -- H2(G, Z~ (x) Now, Jsym • 
if A is an arbitrary abelian group, choose a presentation of A: 
where F1, F0 are free Z-modules, and consider the commutative diagram: 
X(G)®F  " X(G)®Fo 
H2(G, Fl)sym , H2(G, Fo)sym 
, X (G)®A ,0 
U 
' H2(G, A)sy m ' 0 
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The upper row is exact, by the properties of the tensor product, and the lower row 
is exact by Corollary 1.3. Since U 1 and U 0 are isomorphisms, it follows that U 
also is an isomorphism. 
Remark. This proposition can also be easily proved by using the description of 
H2(G,A) in [23, §1]. 
1.6. Corollary. For any subgroup SC G, the restriction map: 
rest" H2(G, A)sy m ~ H2(S, A)sy m 
is surjective. 
Proof. The restriction map X(G)oX(S)  is onto and induces a surjective homo- 
morphism: 
X(G) ®~ A ~X(S)  ®z A 
which corresponds to the restriction map on symmetric ohomology classes by the 
proposition above. 
Alternatively, this corollary also follows from Proposition 1.2, using the long ex- 
act sequence in the first variable for Ext and gl dim Z = 1. 
1.7. In the end of this section, we assume G is the (finite, abelian) Galois group of 
a Galois extension of fields K/F. Let 
7tK/F : HE(G,  K x ) --* Br(K/F) 
be the classical 'crossed product' isomorphism, which maps the cohomology class 
of feZ2(G, K ×) to the similarity class of the crossed product (K/F, G,f) (see [4, 
§12]). Let also 
i, : H2(G, FX)~ HE(G, K x) 
be the canonical map induced by the inclusion F × CK ×. 
We denote: 
Dec(K/F)=rtx/Fi,(H2(G, FX)sym) and N(K/F)=Br(K/F)/Dec(K/F). 
Proposition 1.5 shows that Dec(K/F) is also, as in [23], the subgroup of Br(K/F) 
generated by cyclic symbols (g,a) for zeX(G)and aeF  x (see [21, Chapter 14, 
§1]), since (z ,a)= nx/Fi.U(z®a). Therefore, if CI, ..., Cn are cyclic extensions of 
F in K such that 
K-CI®F" '®FCn,  
then Dec(K/F) consists in similarity classes of tensor products of cyclic algebras: 
A = (CI/F, al, al) ®F "'" ®F(Cn/F, an, an) 
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where o'i is a generator of GaI(Ci/F ) and aieF × for i= 1,.. . ,n: this is proved in 
[23, Corollaire 1.4]. 
1.8. If M is an extension of F in K, let 
eXtM/F : Br(K/F) ~ Br(K/M) 
be the extension of scalars map. We denote: 
D(K/M/F)  =extM/F(Dec(K/F)) and N(K/M/F)  = Br(K/M)/D(K/M/F).  
Since the kernel of extM/r is Br(M/F) and Dec(M/F)CDec(K/F), there is a 
natural exact sequence: 
N(M/F)--, N(K/F)--, N(K/M/F).  
1.9. Proposition. D(K/M/F) = ztK/Mi.H2(S, F × )sym, where S = GaI(K/M). 
Proof. By definition, 
D(K/M/F)  = extM/pnK/Fi.H2(G, F × )sym ;
since extM/r rrK/p= nK/M res~ and since ress ~commutes with i., we also have: 
D(K/M/F)  = rtK/Mi,res~ H2(G, F × )sym. 
It suffices to observe that res~H2(G,F×)sym=H2(S,F×)sym, b  Corollary 1.6, to 
complete the proof. 
1.10. Combining this result with Proposition 1.5, we see as in 1.7 that D(K/M/F)  
is the subgroup of Br(K/M) generated by cyclic symbols (x,a) with )c~X(S) and 
a eF ×. Therefore, if C1,..., C,, are cyclic extensions of M in K such that 
K = CI (~M "" (~M C n, 
then D(K/M/F)  consists in similarity classes of tensor products of the form: 
A --- (C 1/M, O'1,121) (~M "'" (~M (Cn/M, an, an) 
where a i is a generator of GaI(Ci/M) and aieF × for i= 1, ...,n. 
1.11. Assume now that M/F  is a Kummer extension. The exact sequence of trivial 
S-modules (see 0.4): 
1 --. F x ---, KUM(M/F) ---, kum(M/F) --* 1 
yields, by 1.3, an exact sequence of symmetric ohomology classes: 
H2( s, FX )sym -'+ H2( S, KUM(M/F))sym --* H2(S, kum(M/F))sym ~ 1. 
Therefore, the map H2(S, KUM(M/F))sym~H2(S,K x) induced by the inclusion 
KUM(M/F) CK × yields a map: 
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H 2 (S, kum(M/F))sy m--* H2(S, K x )/i.H2(S, F × )sym" 
Composing this map with the crossed product isomorphism rtK/M:H2(S,K×)~ 
Br(K/M), we end up with a map: 
t~ M : H2(S,  kum(M/F))sym ~ N(K/M/F),  
since rtK/Mi,H2(S, F ×)sym = D(K/M/F),  by Proposition 1.9. 
This map ~M is a major tool in the description of Kummer subfields of Malcev- 
Neumann division algebras, as will be clear from 2.5 and 2.6 below. 
2. Malcev-Neumann division rings 
2.1. Let K/F  be a (finite) Galois extension of fields, with abelian Galois group G. 
We fix a presentation of G: 
f (a ,~) 
Given K, G, f  and 
series ~(K, G,f, e) 
s= ~, 
O~F~Z n ,G~I  (FCT/')  
and we let Z" act on K through e, namely: 
a(a) = e(a)(a) for a ~ Z n and a e K. 
Let fEZ2(G,K  ×) be a normalized cocycle, i.e., f( l ,  ty)=f(a, 1)=1 for all aeG. 
The inflation map induced by e raises f to a cocycle in Z2(Zn, K ×) which is also 
denoted by f,  for simplicity. Thus, by definition: 
=f(ea, eft) for a, fl ~ Z n. 
e as above, we construct he Malcev-Neumann ring of formal 
as follows: its elements are the formal series 
aaz~ (aa ~ K) 
a~Z n 
whose support supp(s)= {a e Znlaa#:O} is a well-ordered subset of Z" for the anti- 
lexicographic ordering, i.e., the ordering for which the positive dements are the n- 
tuples (u~, ..., an) in which the last non-zero entry is positive. 
Addition in ~(K, G,f, e) has the usual meaning, and multiplication is defined by 
the following relations: 
zaa = a(a)za for a e K and a e Z n, 
zazp=f(ct, fl)z~+ B for a, f l~Z n. 
The multiplication is associative since f is a cocycle and its unit is 7..o since f is 
normalized. Henceforth, we identify Zo with 1 ~K and aZoe Y(K,G,f,e) with 
aeK.  The ring ~(K,G,f,e) is a division ring [10, Theorem 5.7], which can be 
regarded as an iterated Laurent series ring in n indeterminates [24, Proposition 2.3]. 
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Remark. The construction in [24, §2] is more general, since in that paper it is only 
assumed that GaI(K/F) is a homomorphic image of G, while here G = Gal(K/F). 
2.2. To simplify notations, we denote ~(K,G,f ,e)= ~f. Consider the following 
subrings of ~f: 
1 1 
it is easy to see that P is the center of 9:  (whence/7 is a field; compare [24, Pro- 
position 2.41). S ince/~=K-/7 and Ke lP=F,  it follows that/~ is a Galois field ex- 
tension of/7 and GaI(/~/F) is naturally isomorphic to G. Abusing notations, we set 
G = GaI(I(/P). 
On the other hand, since (Z"" F)  = I G I = [K" F], we have 
[ ~f" F] = [K" F] 2 
(compare [24, Theorem 2.5]); hence/(  is a maximal subfield of ~f, and ~y is a 
crossed product. In order to determine a cocycle in Z2(G,/~×) corresponding to ~y, 
we fix for each tre G an element p(tr)e Z" such that 
ee(a)=a 
and denote 
c(tr, r) =Zufo)+otr)_otor ) for tr, re  G. 
Since Q(a) + Q(r) - Q(ar) e F, we have c(a, r) e F× and 
f(a, r)c(a, r) e/~x for a, r e G. 
2.3. Theorem. ~f-- (I~/F, G,f . c). 
Proof. Since e(Q(a) + ~o(r) - •(trr)) = 1, we have 
Ze(o) + e(r)-  o(o3) Ze(ar) = Zo(o )+ o(r), 
whence 
Observe then that the elements zeta) , for a e G, generate ~y over / (  and are subject 
to the following relations: 
zot, o • a = tr(a)zot~) for tr e G and a e/~, 
%to)zeta) =f(a, r)c(a, r)zot~ ) for a, r e O. 
This proves the theorem. 
2.4. A basic observation is that ~f has a valuation 
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o : ~f  ~Z n defined by o(s) = min supp(s), 
i.e., o(s) is the minimal a for which zu has a non-zero coefficient. The residue field 
of 3f is K, and the restriction of o to F is a valuation with group F and residue 
field F. 
Therefore, for any extension L of F in 3f, there is an associated residue field ex. 
tension FcLcK  and an associated extension of value groups: FCo(L×)cZ ". 
Denote SL the subgroup of G defined by: 
SL=eo(z ×) (=o(L×)/r). 
The following result is proved in [24, Lemma 3.5 and Proposition 3.6]: 
Proposition. I f  L is a Kummer subfield of  ~f, then L is a Kummer extension o f f  
and S~ leaves £ elementwise fixed, i.e. S~ C GaI(K//S). Moreover, there is a short 
exact sequence: 
sl " 1 ~ kum(L /F )~kum(L /F )  to 'S t  ~1,  
whence sL ~ H2(SL, kum(L/F))sym, since kum(L//e) is abelian. 
From this proposition, it follows that if L is a maximal subfield of cjy, then 
]SL I = [K :/S], whence SL = Gal(K/£). The map 
6£ : H2(SL, kum(L/F))sy m ~ N(K/£/F)  
defined in 1.11 then relates s L to the cocycle f used to define ~f, as follows: 
2.5. Theorem. I l L  is a maximal subfield of  ~f which is a Kummer extension ofF, 
then (K/F, G , f )®F£ represents 6£(s~) in N(K/£/F) .  
Proof. See [24, Theorem 3.10]. 
2.6. Conversely, starting from a Kummer extension M of F in K and letting S-- 
GaI(K/M), we have the following result [24, Theorem 3.11]: 
Theorem. I f  (K/F, G , f )~pM represents an element t~g(S) in N(K/M/F) ,  for some 
s ~ H2(S, kum(M/F))sy m, then, provided that F contains ufficiently many roots of 
unity, there exists a maximal subfield L of  ~f which is a Kummer extension of P 
with residue field £ = M and such that kum(L/~) is defined by s as an extension of 
kum(M/F) by S. 
In fact, we need F to contain a primitive root of unity of order equal to the expo- 
nent of L over P, so that a primitive ]G I-th root of unity is sufficient in all cases. 
Our next objective is to determine the exponent of ~f: 
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2.7. Theorem. The exponent of ~f is the least common multiple of the exponent of 
G and of the exponent of (K/F, G,f). 
proof. As in 2.2, we fix for each a e G an element Q(a)e Z" such that 
e~(a) = a 
and denote 
c(a, r) =zoto)+o(O_o(oO for a, re  G. 
We also recall from 2.3 that ~f= (/~//~, G,f .  c). 
If m is a multiple of exp G and of exp(K/F, G,f),  then 
Z,n~(a) e P for all tre G 
and there exists a family (ga)a~G in K × such that 
f(tr, r) m = a(gr)g~rrlga for all tr, r e G. 
Then 
If(o, l")C(O', l")] m = o.(g rZmo(r) (gar ZmQ(ar)) - l ga Zmo(a ) , 
which shows that (/~/P, G,f.  C) m~ 1, whence exp ~f divides the least common 
multiple of exp G and of exp(K/F, G,f), and it only remains to prove that exp ~y 
is a common multiple of exp G and of exp(K/F, (3, f). 
Let UC/~ × be the group of units, i.e., the kernel of the valuation map 
o :/(× --' F. The exact sequence 
1 ~ U- - * /~ × o - ' -~F--,0 
is split by the section s" F~/~ × defined by 
s(~,) =zr ;  
therefore, it induces a split exact sequence in cohomology- 
Let 
S, 
1 ~ H2(G, U)-'* H2(G,/~x) ~ H2(G, F)__~ 0" 
0,  
r, = 1 - s ,o , "  H2(G,/~x) ___~ H2(G, U) 
be the retraction map which splits the canonical map from H2(G, U) to H2(G,/~x). 
Composing r ,  with the canonical map HE(G,U)--,H2(G,K x) induced by the 
residue map U--,K x, we end up with a map 
r." H2(G,I(x)--* H2(G, KX). 
Since f(a, r )eK  x, we have o,(f)=0; moreover, it follows from the definition of s 
that s,o,(c)=c. Therefore, r , ( f .  c)=f, whence also 
r , ( f . c )=f  in H2(G, KX). 
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This readily implies that the exponent of f in H2(G, K x) divides the exponent of 
f .  c in H2(G,/~x) or, in other words, that exp(K/F, G,f)  divides exp ~f. 
On the other hand, letting e = exp ~f, it follows from o.( f .  c)= o,(c) that 
e. o.(c) =0 in H2(G,/-'); 
hence, there is a family (Yo)o~G in F such that 
eo,c(a, r) = y~- ),,,r + y,~ for all a, r ~ G. 
Since o,c(a, r) = ~o(a) + ~o(z) - Q(ar), we have 
[Ya - eQ(a)] + [Yr- e0(r)] = [Yor- eQ(ar)], 
which shows that the map a--', Yo-eQ(a) is a homomorphism from G to Z n. Since 
G is finite and 77 n is torsion-free, this homomorphism ust be trivial, whence 
eQ(a) = Ya ~ F for all a 6 G. 
This implies eT/nCF, which means that Ge= 1, whence exp G divides e=exp :3. 
This completes the proof. 
To conclude this section, we briefly discuss some constructions which are related 
to Malcev-Neumann division rings. 
2.8. Within 9f, the division subring 9~ generated by the monomials aaza (for 
a ~ Z n and aa ~ K) shares with 9f  many interesting features. Letting 
K'= I?, N ~j and F'= fi'N ~j, 
it can be seen that F '  is the center of ~j, that K' is a maximal subfield of ~; Galois 
over F '  with Galois group G, and the proof of Theorem 2.3 shows that 
~)=(K'/F" G, f  . c). 
Moreover, ~f= ~®r,/~, and ~y can be regarded as a completion of ~ with 
respect o the valuation o. 
It is then easily seen that exp ~ = lcm(exp G, exp(K/F, G,f)): indeed, since ~f is 
obtained from ~ by extension of the scalars, exp ~j is a multiple of 
exp ~f = lcm(exp G, exp(K/F, G,f)), and the first part of the proof of Theorem 2.7 
shows that exp ~ divides lcm(exp G, exp(K/F, G,f)). (With the same notations as 
in 2.7, observe that gaZmo(a)EK' for aeG.)  
The division algebras ~j are closely related to some other known division 
algebras: the generic abelian crossed products constructed by Amitsur and Saltman 
[2]. Indeed, if (el, ..., an) is a basis of G, so that 
G= (al>@...@(a,,>, 
then define e:7/n-'+G by mapping the canonical basis (ill, ...,fin) of 7/n onto 
(al, ...,an) and denote zi=z,o,. As a division ring, 9:is generated over K by the 
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indeterminates zl, ..., zn which are subject to the relations: 
zia = tT i (a)z i  for a e K and i = 1,..., n, 
zizj = uijzjzi for i , j  = 1,..., n 
where uij=f(tri, trj)f(trj, tri) -l. (Compare [24, Proposition 2.3].) 
This shows that ~} is the generic abelian crossed product denoted .~/(K/F, G, u) 
in [2]. The particular case where f= 1 had been previously considered by Kuijk in 
[91. 
The following result shows that the Galois groups of Kummer subfields of 5~j are 
the same as those of ~f: 
2.9. Proposition. The division ring ~ contains a Kummer subfield with Galois 
group isomorphic to some (abelian) group H i f  and only i f  ~f  contains such a 
subfield. 
Proof. If L' is a Kummer subfield of ~ ,  then L '®p,F  is a Kummer subfield of ~f 
with the same Galois group. Conversely, it follows from [24, Proposition 3.4] that 
every Kummer subfield of ~f is conjugate to a Kummer subfield L which has the 
property that kum(L//~) is represented by monomials. These monomials generate a
Kummer subfield L' of ~j  such that kum(L ' /F ' )= kum(L/F),  whence GaI(L' /F')= 
GaI(L/F). 
3. Cyclic maximal subfields of ~f 
In this section, we keep the same notations as in Section 2, and we assume 
moreover that F contains a primitive I G I-th root of unity. Under this hypothesis, 
we will prove the following necessary and sufficient conditions for ~f to be cyclic: 
3.1. Theorem. I f  F contains a primitive I Gl-th root o f  unity, the fol lowing 
statements are equivalent: 
(a) ~f is cyclic. 
(b) ~} is cyclic. 
(c) There is a subfield M between F and K such that 
(i) the extensions M/F  and K /M are cyclic, and 
(ii) (K /F ,G , f )®FM-(K /M,  tr, u) fo r  some generator tr o f  Gal(K/M) and 
some u e M × such that uF × generates kum(M/F) .  
(d) There is a subfield M between F and K such that, denoting r = [M : F] and 
s = [K: M], and letting ( be a primitive s-th root o f  unity in M: 
(i) M=F(a  l/r) and K=M(b  l/s) fo r  some aeF  x, b~M x, and 
(ii) (K /F ,G , f )®pM-(a i / r . c ,b ;s ,M, ( )  for  some c~F × and some integer i 
such that i, r and s are relatively prime. (More precisely, the conditions on M in (c) 
are equivalent to those in (d)). 
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Proof. It suffices to prove (a) ~* (c) and (c) ¢* (d), since the equivalence of (a) and (b) 
follows from Proposition 2.9. 
(a)=(c). Let L be a cyclic maximal subfield of ~f. We shall prove that the 
residue field M= £ satisfies (i) and (ii) of (c). By Proposition 2.4, there is a short 
exact sequence: 
st: 1--*kum(M/F)~kum(L/F)  ev ' SL ~ I 
where St = GaI(K/M). Since kum(LA¢) is cyclic, it follows that kum(M/F) and S t 
are cyclic, proving (i). 
To prove (ii), choose a generator k ~ kum(L/F) and let s = IS/.[; then M is the 
image of a generator of kum(M/F), which we denote by tF x (for some teMX), 
and the image of k in St, which we denote by a, generates St. Moreover, the 
cohomology class SL is represented by the cocycle g defined by: 
g(tri, aJ)= l if O<_i,j<s and i+ j<s,  
g(ai, a J )=tF × if O<_i,j<s and i+j>_s. 
It is then easy to check that OM(St) is represented by the cyclic algebra (K/M, a, t) 
in N(K/M/F) .  
On the other hand, by Theorem 2.5, OM(St) is also represented by (K/F, G,f)®M; 
it then follows from the description of D(K/M/F)  in 1.10 that 
(K/F, G , f )®M-(K /M,  a, t. c) 
for some ceF  x. Letting u=t .c ,  we have uF x =tF x, so that uF x generates 
kum(M/F)  and condition (ii) holds. 
(c) = (a). Let S = GaI(K/M), let s = ] S I and let g e Z2(S, kum(M/F))sy mbe defined 
by: 
g(t7 i, tr j) = 1 
g(ai, aJ)=uF × 
if O<_i,j<s and i+ j<s,  
if O<_i,j<s and i+j>_s. 
Since uF × generates kum(M/F), it is easily seen that the extension of kum(M/F) 
by S defined by g is cyclic. Moreover, condition (ii) shows that t~M(g) is represented 
by (K/F, G , f )®M in N(K/M/F) ,  whence it follows from Theorem 2.6 that Yf 
contains a cyclic maximal subfield. 
(c),~ (d). Conditions (i) in (c) and (d) are clearly equivalent, since F contains a 
primitive [K: F]-th root of unity. Assume then M=F(a l/r) and K=M(bl/S), so 
that kum(M/F) is generated by a 1/r. F x. 
(c.ii) = (d.ii). Since tr generates Gal(K/M), we have 
a(b I/s) = (Jb I/~ 
for some j relatively prime to s, whence, by [4, Lemmas II.2 and II.5]: 
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(K/M, tr, u) = (u, b; s, M, (J ) = (u m, b; s, M, ~) 
where m is such that jm-  1 mod s. 
On the other hand, since uF x generates kum(M/F) ,  we have 
uF x = aq/ rF  x 
for some integer q relatively prime to r; then u m = a qm/r. C for some c ~ F ×, and let- 
ting i - -q.  m we have: 
(K/M, tr, u) = (a i/r. c, b; s, M, O. 
Now, i, r and s are relatively prime since q is relatively prime to r and m is relatively 
prime to s, so (d.ii) is proved. 
(d.ii)= (c.ii). Let d be the greatest common divisor of i and r, then d and s are 
relatively prime, whence there exists some integer j such that - jd - -  1 mod s. By [4, 
Lemmas 11.2 and 11.5], we have: 
(a i/r. c, b; s, M, ~) = (a i/cIr, c j, b, s, M, ( J )  -~ (K/M, tr, a i/dr. c j )  
where tre Gal(K/M) is defined by: 
tr(b l/S) = (J b l/s. 
Since j and s are relatively prime, o- generates GaI(K/M); similarly, since i /d and 
r are relatively prime, a liar. c J . F  × (=ai/arF x) generates kum(M/F) .  This com- 
pletes the proof. 
3.2. Corollary. I f  G is not generated by less than 3 elements, then ~f  is not cyclic. 
Proof. The hypothesis on G implies that there is no intermediate field M between 
K and F such that K/M and M/F  are both cyclic. 
As a further application, we consider the case where the cocycle f is trivial. When 
K/F is elementary abelian of rank 4, the condition for ~i to be cyclic takes a par- 
ticularly simple form: 
3.3. Corollary. Assume F contains a primitive 4-th root o f  unity and K /F  is elemen- 
tary abelian o f  rank 4. Then the fol lowing conditions are equivalent: 
(a) ~-~1 is cyclic. 
(b) ~1' is cyclic. 
(c) K=F(x/-a, x/b) for  some elements a, b eF  x such that the quadratic form 
xg + aX?- 
is isotropic over F. 
Proof. It suffices to prove that, in this particular case, condition (d) of Theorem 
3.1 is equivalent to condition (c) above. 
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If M is a subfield of K such that K/M and M/F  are cyclic, then since K/F is 
elementary abelian we may assume M= F(v~) and K= M(~/b) with b ~ F, whence 
K=F(v~,x/-b). Since f= 1, condition (d.ii) of Theorem 3.1 is equivalent o the 
following relation between quaternion algebras: 
(x/-d,b/M)=(c,b/F)®FM for some c~F ×. 
Therefore, it only remains to prove that this relation holds if and only if the 
quadratic form )(20 + aXe-  bX~ is isotropic. This readily follows from [22, Lemrna 
2.6], but we include a proof for the reader's convenience. First, assume 
X2o + axZl - bx~ = 0 for some Xo, xl, x2 E F, not all zero. Then 
(x0 + xlx/-a) 2 -  bx~ = 2XoXlV~. 
It follows from this relation that XoX140, since b is not a square in M, and also 
that 
(2x0x  , b/M) -  1, 
whence 
(v~,b /M)=(c ,b /F )®M,  with c=2xoxz. 
Conversely, if (x/-a, b/M)= (c, b /F )®M for some ceF  x, then 
CVrd= NK/M(X) 
for some xeK x, and taking norms from M to K on both sides, we obtain: 
-c2 a = Nme(x). 
Letting Nr/F(~)(X) = Xo + X~V~ with Xo, X~ e F, we have: 
NK/F(X) = NF(v~)/F(X o + X 1'¢~) = Xg -- bx21; 
therefore, 
+ ac z -  = o, 
which shows that X~ + aX 2 -bX  2 is isotropic over F. 
3.4. Remarks. (a) In [9, p. 122], Kuijk conjectured that ~l' is cyclic only if G is 
cyclic. This conjecture was settled in the negative by Risman [12, §7], who proved 
the implications (c)= (a) and (c)= (b) in Corollary 3.3. Corollary 3.2 was also prov- 
ed by Risman [12, Corollary 4]. 
(b) Lam and Leep have recently found a necessary and sufficient quadratic form- 
theoretic ondition for a central simple algebra of exponent 2 and degree 4 to be 
cyclic (over a field of characteristic not 2). In a private communication, Lam has 
shown that Corollary 3.3 can also be deduced from the Lam-Leep conditions. 
Moreover, it follows from these conditions that the hypothesis that F contains a 
primitive 4-th root of unity can be weakened to: charF, :2 ,  if statement (c) is 
strengthened to: K=F(V~, ~/-b) for some elements a, b ~F  such that X2o + aX21 - bX22 
and X 2 + X~-  abX~ are isotropic over F. 
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4. Elementary abelian maximal subfields of ~f 
Notations in this section are as in Section 2. We now assume that [K :F ]  is a 
power of a prime p and that F contains a primitive p-th root of unity (which implies 
char F ~= p). 
4.1. Theorem. Under the hypotheses above, the following statements are equivalent: 
(a) ~y is an elementary abelian crossed product. 
(b) ~j is an elementary abelian crossed product. 
(c) There is an intermediate field M between K and F such that M/F and K /M 
are elementary abelian, and (K/F, G,f)  represents in N(K/F) an element in the im- 
age of the canonical map N(M/F)~N(K/F) .  
(d) exp G =p or p2 and (K/F, G,f)  represents inN(K/F) an element in the image 
of N(E/F), where E=K ap is the subfield of  K elementwise fixed under GP= 
{a p ] a eG }. (This last condition is void if exp G=p since in this case E=K.) 
Proof. By Proposition 2.9, it suffices to prove (a)¢~ (c) and (c)*~ (d). 
(a) = (c). Let L be an elementary abelian maximal subfield of ~y. We shall prove 
that the residue field M=:E satisfies (c). By Proposition 2.4, there is a short exact 
sequence: 
s L: 1 ~ kum(M/F) ~ kum(L//~) ~ St. ~ 1 
where SL = Gal(K/M). Since kum(L/F)  is an elementary abelian, this exact se- 
quence shows that kum(M/F) and GaI(K/M) are elementary abelian. Moreover, the 
exact sequence sL splits, since it is an exact sequence of elementary abelian groups. 
Therefore, SL = 1 in H2(SL, kum(M/F))sym, whence ~M(SL)= 1 and Theorem 2.5 
shows that (K/F, G, f )® M represents the trivial element in N(K/M/F). This com- 
pletes the proof of (c), since the kernel of the extension of scalars map 
N(K/F)--* N(K/M/F) is the image of N(M/F), as observed in 1.8. 
(c)=(a). Condition (c) implies that the image of (K/F, G , f )®M in N(K/M/F) 
is trivial; it then follows from Theorem 2.6 that ~f contains a maximal subfield L 
Galois over P with a split extension of kum(M/F) by GaI(K/M) as Galois group. 
Since these groups are both assumed to be elementary abelian, Gal(L/F) is elemen- 
tary abelian, which proves (a). 
(c) = (d). Let M be an intermediate field between F and K such that K/M and 
M/F are elementary abelian. Since G is an extension of Gal(K/M) by GaI(M/F), 
which are both elementary abelian, its exponent is p or p2. Moreover, from 
GaI(M/F)P=I, it follows that GPCGaI(K/M), whence MCE;  the image of 
N(M/F) in N(K/F) is therefore contained in the image of N(E/F). Hence, if the 
element represented by (K/F, G,f)  in N(K/F) is in the image of N(M/F), then it is 
also in the image of N(E/F), and the proof is complete. 
4.2. Corollary. I f  exp G is divisible by p3, then ~f is not an elementary abelian 
crossed product. 
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Proof. This is clear from the implication (a)= (d) in the preceding theorem. 
4.3. With a view to constructing non-crossed products of small exponent in the next 
section, we now turn to the construction of Malcev-Neumann division algebras of 
prime power degree and small exponent which are not elementary abelian crossed 
products. 
From Theorem 2.7, together with Theorem 2.3, it follows that ~f is an elernen. 
tary abelian crossed product if its exponent is p. On the other hand, Corollary 4.2 
above yields examples of degree pn and exponent pro, for any integers n, m with 
n _> m_  3, so we shall focus on exponent p2. 
For degree and exponent p2, Risman [11, Theorem 1] has constructed 
Malcev-Neumann division algebras which are not elementary abelian crossed pro- 
ducts, provided the center does not contain a primitive p-th root of unity. Indeed, 
it is easily seen [6, Lemma 3] that over a field containing a primitive p-th root of 
unity, every cyclic division algebra of degree p2 is an elementary abelian crossed 
product; since a group of order p2 is either cyclic or elementary abelian, it follows 
that every crossed product division algebra of degree p2 is an elementary abelian 
crossed product if the center contains a primitive p-th root of unity. In the end of 
this section, we construct over a field F containing a primitive p3-th root of unity 
an algebra ~f of degree p3 and exponent p2 which is not an elementary abelian 
crossed product. Examples of higher degree will be derived from this construction 
in the next section. 
4.4. Let k be a field containing a primitive p3-th root of unity (, and let x, y, z be 
independent indeterminates over k. We define: 
F=k(x,y,z), K=F([xP(ya-z)]I/U2, zl/P), A =(xP(yP-z),z; p3,F,O. 
Let also 
E = F( IxP(y  p -  z)l I/p Z 1/p) = F((y p -  z) I/p z l /P) ,  
so that E is the maximal elementary abelian extension of  F contained in K, as in 
the notations of Theorem 4.1. We shall prove in 4.8 below: 
4.5. Theorem. The algebra A has exponent p2, is split by K and represents in
N(K/F) an element which is not in the image of N(E/F). 
4.6. This theorem shows in particular that, letting G = GaI(K/F), 
A = (K/F, G,f) 
for some cocycle f~Z2(G, K×). 
As in 2.1, fix some presentation of G: 
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0~FoZ n e ,G-~l  
and let ~f = ~ (K, G, f,, e). 
4.7. Theorem. The division algebra ~f defined above has exponent p2, degree p3, 
and is not an elementary abelian crossed product (but is a crossed product with an 
abelian group of type (p2 p)). 
Proof. Since G is of type (p2,p), it follows from Theorem 2.3 that ~f has degree 
p3 and is a crossed product with a group of type (p2, p). Moreover, since exp A = 
exp G=P 2, Theorem 2.7 shows that exp ~f=p2. The rest follows from Theorem 
4.5 and the implication (a)=(d) in Theorem 4.1. 
4.8. Proof of Theorem 4.5. It is easily seen that K splits A, since 
A ®K= ([xP(y p -- Z)] I/p2, zl/P; p3, K, ~)p3 1. 
In order to prove that the exponent of A divides p2, we start from the following 
relation: 
(1 - Zy -p, zy-P; p3, F, () ~ 1, 
from which it follows, using the bilinearity of symbols and the relation 
(yp yp; p3, F, 5) ~- ( -  1, yP; p3, F, ~) (see [4, Lemma 11.1]): 
(yP - z, z; p3, F, ~) - (z - yP, yP; p3, F, ~) @ (yP, z; p3, F, ~) 
and, by [4, Lemma 11.6]: 
(yP--z,z; pH, F ,O- (z -yP  y; p2, F , (P)~(y ,z ;  p2, F,(P). 
From the decomposition: 
A-(xP,  z; p3 ,F ,O®(yP-z , z ;  p3,F,O 
it then follows: 
A - (x, z; p2, F, (P) ~ (Z --yP, Y; p2, F, (P) ® (y, Z; p2, F, (P). (l) 
This shows A p2- 1, so that exp A divides p2. 
In order to prove the rest, we consider the x-adic valuation o on F, with residue 
field F o = k(y, z). This valuation extends uniquely to a valuation on E with residue 
field Eo=Fo((yP-z)l/P,z I/p) and it induces a 'tame' map: 
t : p2Br(F) --~ FOX/FOX p2 
which is defined on symbols of degree p2 by: 
t( a, b; p2, F, ( P ) = ( -  1)uta)°tb) a°tb) b-°ta) mod FOX p2 
(where - denotes the canonical map from the group of units in F onto FOX): see for 
instance [3, Theorem 2.3]. 
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Relation (1) yields: 
t(A)=z -1 (mod F~<p2). (2) 
Since z -1 has order p2 in F~/F~ p2, it then follows that the exponent of A is divisi. 
ble by p2, whence exp A =1o 2 since it was already proved that exp A divides p2. 
It still remains to prove that A represents in N(K/F) an element which is not in 
the image of N(E/F). 
Suppose on the contrary that 
A@FB-  C 
where B represents an element in Dec(K/F) and C an element in Br(E/F). We shall 
obtain a contradiction by taking images of both sides under t. From the description 
of Dec(K/F) in 1.7, it follows that 
B - (xP(y p - Z), a; p2, F, (P) (~) (Z, b; p, F, (p2) 
for some a, beF  ×, or, by [4, Lemma 11.6]: 
B - (xP(y p - z), a, p2, F, (P) (~ (z p, b; p2, F, ~P). 
Letting a=xiao where v(ao)=0, we have: 
t(B) = (- 1)ip(y p-  z)i(do)-Pz pvCb) mod F~ p2 
so that 
t(B)=(yP-z) i modF0 xp. 
Combining this result with (2), it follows that t(A®B) has order p2 in F~/F~ p2. 
On the other hand, by commutativity of the following diagram: 
p2Br(F) 
p2Br(E) 
, F~/F~ <p2 
1 
, 
it follows that t(C) is in the kernel of the canonical map: F~/Fd<PZ'-*E~/E~p2. 
Since this kernel is isomorphic to kum(Eo/Fo), which has exponent p (see 0.4), t(C) 
has order at most p; the relation t(A®B)=t(C) is therefore impossible, and the 
proof is complete. 
5. Non-crossed products of small exponent 
5.1. The aim of this section is to prove that Saltman's generic division algebras 
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uP(k; m, n) of exponent m and degree n over an infinite field k (see [19]) are not 
crossed products if there is a prime p :~ char k such that p2 divides m and p3 divides 
t/. 
We shall require the following generic property of UD(k; m, n), [19, Theorem 
1.11]: 
5.2. Theorem. I f  UD(k; m, n) is a crossed product with some group G, then every 
division algebra of  degree n and exponent dividing m with center containing k is 
a crossed product with group G. 
5.3. Corollary. (a) Let k' be an extension of  k. I fUD(k ' ;  m,n) is not a crossed pro- 
duct, then UD(k; m, n) is not a crossed product either. 
(b) Let m, m' and n be integers which have the same prime factors and such that 
rn and m' divide n. I f  m divides m' and UD(k; m, n) is not a crossed product, then 
UD(k; m; n) is not a crossed product either. 
Proof. These results both readily follow from the generic property: (a) because the 
center of UD(k'; m, n) contains k and (b) because the exponent of UD(k; m, n) 
(which is m) divides m'. 
Using the generic property 5.2 and the usual comparison technique initiated by 
Amitsur, we now prove the following special case of our main result: 
5.4. Proposition. Let k be an infinite field and p be a prime number. I f  p ~ char k, 
then UD(k; p2, p3) is not a crossed product. 
Proof. Enlarging k if necessary, we may assume, by Corollary 5.3, that k contains 
a primitive p3-th root of unity, so that we can construct over k an algebra ~f as 
in 4.6. From Theorem 4.7 and the generic property 5.2, it follows that 
UD(k; pE, p3) is not an elementary abelian crossed product. 
Consider then the iterated Laurent series ring in six indeterminates: 
L = k((xl))((Yl)) "'" ((x3))((Y3)) 
and the algebra over L: 
3 
A = Q (xi, Yi; P, L, to) 
i=l 
where to ~ k is a primitive p-th root of unity. By [24, Theorem 5.4] (or [7, Theorem 
1, p. 102]) A is a division algebra of degree p3 and exponent p, and every maximal 
subfield of A is Galois over L with elementary abelian Galois group. There- 
fore, Theorem 5.2 shows that if UD(k; p2p3) is a crossed product, then it is an 
elementary abelian crossed product. Since this case has already been ruled out, 
UD(k; p2,p3) is not a crossed product. 
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5.5. In order to construct non-crossed products of higher degree, we shall use the 
same method as Saltman in [18]. 
Lemma. Let D be a division algebra with center F and let t be an indeterminate over 
F. I f  D is not a crossed product, then D®FF(t)  is not a crossed product either. 
Proof. Assume on the contrary that there exists in D ® F(t) a maximal subfield M 
Galois over F(t), and denote M'=M®Ftt)  F((t)); then M'  is a maximal subfield of 
D ®FF((t)), Galois over F((t)). 
Let o be the (unique) valuation on D®F((t))  extending the t-adic valuation on 
F((t)). Since o(M')Co(D®F((t)))=o(F((t))), the ramification index of M'  over 
F((t)) is 1, whence [M': F((t))] = [At': F],  and the residue field A~r' is therefore a
maximal subfield of D. 
By [5, Theorem 14.5], A~r' is normal over F, and it follows from [18, Lemma 3l 
that D is a crossed product. 
5.6. Let k be an infinite field and let q be a prime number (possibly q = char k). Let 
also m, n be integers which have the same prime factors and such that m divides n, 
and denote [m, q] the least common multiple of m and q. 
Proposition. I f  UD(k; m, n) is not a crossed product, then UD(k; [m, q], nq) is not 
a crossed product either. 
Proof. Let D = UD(k; m, n) and denote by F the center of D. Let 
L = F(tl, ... , tq)((x)) 
where h, . . . ,  tq and x are independent indeterminates and let a be the automor- 
phism of L which leaves L elementwise invariant, permutes the indeterminates ti 
cyclically and leaves x invariant. Consider then 
A =D®F(L,a,x) .  
Theorem 2 of [18] shows that A is a division algebra of exponent Ira, q] and degree 
nq, and that A is a crossed product only if D®FF(h,  ..., tq) is a crossed product. 
It then follows from Lemma 5.5 and the hypothesis that A is not a crossed product. 
Since the center of A contains k, Theorem 5.2 shows that UD(k; [m, q], nq) is not 
a crossed product either. 
5.7. Theorem. Let ml,nl ,m2,n 2 be integers uch that mi and n i have the same 
prime factors and m i divides ni for  i= 1,2, and let k be an infinite field. Assume ml 
divides m2 and nl divides n2. I f  UD(k; mi,nl)  is not a crossed product, then 
UD(k; m2,n2) is not a crossed product either. 
Proof. This readily follows from Corollary 5.3(b) and from Proposition 5.6, by in- 
duction on the number of prime factors of n2/n~. 
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5.8. Corollary. Let Pl, ... ,Pr be distinct prime numbers, let m =p~' "'pUt" and n = 
p[,...pV r" with v i >lt i>O for i= 1,..., r, and let k be an infinite field. Then 
UD(k; re, n) is a crossed product if  and only if UD(k; p/U', pV,) is a crossed product 
for i=l, . . . ,r .  
proof. If UD(k; m,n) is a crossed product, then UD(k; pf',p~') is a crossed pro- 
duct for i= 1, ...,r, by Theorem 5.7. 
Conversely, if UD(k; p/U,, p~,i) is a crossed product for i = 1,..., r then all the fac- 
tors in the decomposition of UD(k; m, n) as a tensor product of division algebras 
of prime-power degree are crossed products, whence UD(k; m, n) also is a crossed 
product. 
From Proposition 5.4 and Theorem 5.7 (or its Corollary 5.8), the main result of 
this section readily follows: 
5.9. Theorem. Let m and n be integers which have the same prime factors and such 
that m divides n, and let k be an infinite field. I f  there is a prime p ~= char k such 
that p2 divides m and p3 divides n, then UD(R; m,n) is not a crossed product. 
5.10. Corollary 5.8 shows that, in order to determine for which integers m, n the 
division algebra UD(k; re, n) is a crossed product it suffices to consider the case 
where m and n are powers of a prime p. For the reader's convenience, we finish this 
paper with a survey of previously known results: 
Let k be an infinite field. 
If char k=p, then UD(k; p3p3) is not a crossed product (Saltman [17, Theorem 
3.4]). If char k~p and if k does not contain a primitive p-th root of unity (which 
implies p:~2), then UD(k; p2p2) is not a crossed product (Risman [11, Theorem 
21). 
If char k = 0 and if there exists an integer  such that k does not contain a primitive 
pr-th root of unity, then UD(k; p, pS) is not a crossed product for s= 3 if p is odd, 
for s=4 if p=2 (Rowen [15, Theorem 6]). 
Other generic division algebras are known to be crossed products: 
UD(k;p,p) is a crossed product for p=2 and p=3,  for any (infinite) field k 
(Albert [1, Theorem 11.5]). 
UD(k; 2, 4) and UD(k; 4, 4) are crossed products, for any (infinite) field k (Albert 
[1, Theorem 11.9]). 
UD(k; 2, 8) is a crossed product, for any (infinite) field k (Rowen [13, Theorem 
6.2] and [16, Theorem 1] for chark=2).  
It was also known previously that UD(k; p3,p3) is not a crossed product if 
char k~p (Schacher and Small [20]; see also [7, p. 111]) and that UD(k; 4, 8) is not 
a crossed product if char k:~2 (Rowen [14, Theorem 2.4]), but these results are 
superseded by Proposition 5.4. 
220 J.-P. Tignol 
References 
[1] A.A. Albert, Structure of Algebras (Amer. Math. Soc. Coll. Pub. 24, Providence, RI, 1961). 
[2] S.A. Amitsur and D.J. Saltman, Generic abelian crossed products and p-algebras, J. Algebra 51 
(1978) 76-87. 
[3] S. Bloch, Torsion algebraic ycles, K 2, and Brauer groups of function fields, in: M. Kervaire t M. 
Ojanguren, ~d. Groupe de Brauer, S6minaire, Les Plans-sur-Bex, Suisse, 1980, Lecture Notes in 
Math. 844 (Springer, Berlin, 1981) 75-102. 
[4] P. Draxl, Skew Fields, London Math. Soc. Lecture Note Series 81 (Cambridge Univ. Press, Catn- 
bridge, 1983). 
[5] O. Endler, Valuation Theory, Universitext (Springer, Berlin, 1972). 
[6] B. Fein and M. Schacher, Galois groups and division algebras, J. Algebra 38 (1976) 182-191. 
[7] N. Jacobson, PI-Algebras. An Introduction, Lecture Notes in Math. 441 (Springer, Berlin, 1975). 
[8] N. Jacobson, Basic Algebra II (Freeman, San Francisco, 1980). 
[9] W. Kuijk, Generic construction of non-cyclic division algebras, J. Pure Appl. Algebra 2 (1972) 
121-130. 
[10] B.H. Neumann, On ordered ivision rings, Trans. Amer. Math. Soc. 66 (1949) 202-252. 
[ll] L.J. Risman, Cyclic algebras, complete fields, and crossed products, Israel J. Math. 28 (1977) 
113-128. 
[12] L.J. Risman, Non-cyclic division algebras, J. Pure Appl. Algebra II (1977) 199-215. 
[13] L.H. Rowen, Central simple algebras, Israel J. Math. 29 (1978) 285-301. 
[14] L.H. Rowen, Division algebra counterexamples of degree 8, Israel J. Math. 38 (1981) 51-57. 
[15] L.H. Rowen, Cyclic division algebras, Israel J. Math. 41 (1982) 213-234; correction: Israel J. Math. 
43 (1982) 277-280. 
[16] L.H. Rowen, Division algebras of exponent 2 and characteristic 2, J. Algebra 90 (1984) 71-83. 
[17] D.J. Saltman, Noncrossed product p-algebras and Galois p-extensions, J. Algebra 52 0978) 
302-314. 
[18] D.J. Saltman, Noncrossed products of small exponent, Proc. Amer. Math. Soc. 68 (1978) 165-168. 
[19] D.J. Saltman, Indecomposable division algebras, Comm. Algebra 7 (1979) 791-817. 
[20] M.M. Schacher and L.W. Small, Noncrossed prodhcts in characteristic p, J. Algebra 24 (1973) 
100-103. 
[21] J.-P. Serre, Corps Locaux (Hermann, Paris, 1968). 
[22] J.-P. Tignol, Corps ~t involution eutralis6s par une extension al~lienne 616mentaire, in: M. Ker- 
vaire et M. Ojanguren, 6d., Groupe de Brauer. S6minaire, Les Plans-sur-Bex, Suisse, 1980, Lecture 
Notes in Math. 844 (Springer, Berlin, 1981) 1-34. 
[23] J.-P. Tignol, Produits crois6s ab61iens, J. Algebra 70 (1981) 420-436. 
[24] J.-P. Tignol and S.A. Amitsur, Kummer subfields of Malcev-Neumann division algebras, Israel J. 
Math. 50 (1985) 114-144. 
