Abstract. Measured physical spectra often comprise an unknown number of components of known parametric family. A reversible jump Markov chain Monte Carlo (RJMCMC) technique is applied to the problem of estimating the number of components evident in the data jointly with the parameters of the components. The physical model consists of a mixture of components, an additive background, and a convolution with a blurring apparatus transfer function. The results were compared with the deconvolution of a form-free distribution. By calculating marginal posterior probability density distributions from the RJMCMC sample for the most probable number of components we estimated the parameters and their uncertainties. The method was applied to a benchmark test of Rutherford backscattering spectroscopy on a system consisting of a thin Cu film where we know that Cu consists of two isotopes.
INTRODUCTION
An ubiquitous problem in physics is to estimate the number of components in a measured data set together with the parameters of the components. Usually the parameters are estimated for different numbers of components separately, and a criterion is employed to infer the number of components. Clearly, if the number of degrees of freedom (DOF) is too small the model can not capture the important features evident in the data, and if the DOF is too large the noise of the data will be fitted. To avoid spurious results, there has to be a penalty for DOF which rules out the more complex model. The goal is to support only such components which are necessary to fit the significant information content of the data and to avoid components fitting noise.
The principle of parsimony (or Occam's razor) is crucial in model selection or model comparison not because it is a matter of beauty of a theory, but because we want to interpret data reasonable. Various penalization criteria of model complexity can be found in literature such as the Akaike information criterion (AIC), the Bayesian information criterion (BIC, Schwarz criterion), the Bayes factor, and derivatives of those. An overview of the most prominent model selection rules can be found in [1] . The AIC chooses the model that minimizes 2 log´maximized likelihoodµ · 2´number of parametersµ℄. AIC is shown to overestimate the number of parameters since the larger the data set the smaller is the effect of the penalizing term. This gives even asymptotically, for an infinite number of data, wrong numbers for the DOF. BIC (Schwarz criterion) takes care of the diminishing effect of the penalizing term with a very similar expression to be minimized, 2 log´maximized likelihoodµ ·´log Nµ´number of parametersµ℄. Since both criteria ignore parameter uncertainty it is clear that their applicabilities are limited. The Bayes factor is the posterior odds of two hypotheses when the prior odds of the hypotheses is one. It takes into account the full variability of parameters by integrating (marginalizing) over the parameter space. In fact, BIC is a rough approximation to the logarithm of the Bayes factors, which is easy to use but with limited range of applications.
The problem with the Bayes factor is the cumbersome multi-dimensional integral over parameter space to be calculated for the marginal density of the data. There are several techniques available for computing Bayes factors. Exact analytical evaluations are possible for exponential likelihood families together with conjugate (or convenience) priors. Since conjugate priors may not be legitimate, approximative calculations of the marginal density of the data are used such as the Laplace's method of approximating the integrand by a multivariate Gaussian or a variant on Laplace's method where the Gaussian approximation is calculated only on the likelihood.
Another method for estimating the marginal density of the data is by simulating from the posterior distribution. In the last decade, due to the huge increase in computer power, Markov chain Monte Carlo (MCMC) methods became powerful tools for sampling the large parameter spaces of "real" problems. Since all MCMC techniques, such as the Metropolis-Hastings algorithm, the Gibbs sampler, or simulated tempering methods, have to take care of detailed balance, MCMC algorithm were designed for sampling from posterior distributions with a constant DOF. The marginal densities of the nominator and denominator of the posterior odds have to be calculated separately.
With a newly developed technique of reversible jump MCMC (RJMCMC) the posterior can be sampled jointly in the values of the parameters and the number of parameters. This allows to change the dimensionality of the model within one MCMC run instead of multiple MCMC runs for separate models of different complexity. The frequency with which models of different complexity are sampled reflects the marginal posterior distribution of the model DOF. Marginal posterior densities of the parameters are estimated from histograms of the samples for separate number of mixture components.
This makes RJMCMC an ideal candidate for spectral decomposition where a measured data set (spectrum) comprises an unknown number of structures (peaks) of known parametric family. The intention of this paper is to apply the RJMCMC method to a typical physical problem of deconvolving an apparatus transfer (blurring) function from a noise data set and estimating the number of components supported by the data and the values of the parameters for the most probable number of DOF. The RJMCMC results of the mixture model where compared to the results of a recently proposed multi-resolution Maximum-Entropy method.
MIXTURE MODEL
A frequently used mixture model in physics comprises a linear combination of components with additive background
where d i d´x i µ is the measured data (intensity) at coordinate x i i 1 N data , D i is the model data, and ε i is the (statistical) uncertainty associated with the measurement process.
The mixture F´y j µ is the spectrum that would be measured with an ideal system with no intrinsic broadening (blurring) and A i j A´x i y j µ is a blurring matrix accounting for the apparatus transfer function. Knowing the apparatus transfer function precisely is vital for an useful deconvolution of the data. Most commonly, the transfer function is assumed to be described by a function with parameters incorporated into the fitting routine. In many applications the transfer function may well be approximated by a Gaussian with variance to be estimated. Preferably, the transfer function should be measured directly as done for the present application. The uncertainties of the measured transfer function can be combined with the uncertainties of the data to be deconvolved, as shown below [2] .
The mixture F´y j µ consists of E components f´y j θ k µ multiplied with normalized weights w k , ∑ E k 1 w k 1, and a scale factor s accounting for the total intensity of the measured spectrum assigned to the mixture, which is not necessarily normalized to one. b´ηµ specifies an additive background with parameters η. Smooth backgrounds are commonly described by polynomials or spline functions which may have a variable expansion order [3] . The background may depend explicitly on the mixture as is the case for integral backgrounds. For the present applications it is sufficient to use a constant background b j´η µ η 0 .
The parametric families of the mixture components f´y j θ k µ with parameters θ k depend on the physical model. For the present example, it is reasonable to use Gaussian distributions
with mean value µ k and variance ς 2 k .
Likelihood
The likelihood probability distribution for a counting experiment is a Poisson distribution with mean value D,
which for large counts is well approximated with a Gaussian 
where the uncertainties of A i j is δ i j .
Prior
The parameters for which priors have to be specified are (E, s, w k , θ k ´µ k ς k µ, η 0 ). For model comparison it is crucial to use proper priors, otherwise always the simplest model would win. On the one hand, we have to use proper priors, and, on the other hand, we often want to be as uninformative as possible. In principle, this conflict should be addressed by looking carefully on the physical situation, which always supports proper information. In practice, because sensible information is often difficult to assess, priors are intended to be as weakly informative as possible. Hierarchical models are considered to provide a simple and generalizable way of being weakly informative about parameters [4] . Proper priors, such as normal or gamma distributions, are specified with hyperparameters for which hyper-priors can be chosen. It can be shown with simple examples that using a hierarchical model for a parameter with an uninformative (improper) prior on the hyper-parameter we obtain an improper prior for the parameter. Hence, the hyperparameters have to be informative as well, which may result in an infinite series of hierarchical levels. To avoid this complication, the priors on the hyper-parameters are chosen to be informative, and a sensitivity analysis of the results to prior assumptions may be carried out. Clearly, the use of hierarchical models is vulnerable, but in lack of testable proper prior information and in lack of better approaches to quantify proper ignorance it is the best we can do for the moment.
The prior on the number of components P´Eµ is chosen flat between 1 and an upper limit E max which is chosen large enough. Though the flat (improper) prior is the most uninformative prior for discrete variables, setting bounds means to attach more information. Another proper prior with different information content is given by the Poisson prior P´E λµ with mean value λ [4] .
The prior on the scale P´s s 0 µ is chosen exponential with a mean value s 0 according to the overall intensity of the data. The exponential distribution is the most uninformative maximum entropy distribution for known mean value. Setting s 0 from the data is a reasonable approximation to introducing and marginalizing a hyper-parameters 0 since the posterior P´s 0 dµ is assumed to be sharply peaked.
The prior on the weights w k is chosen Dirichlet, P´wµ Dirichlet´w ρµ with parameters ρ k 1, which gives uniform density on the hyper-plane ∑ E k 1 w k 1. The prior for the background parameter η 0 is chosen constant on a sensibly large non-negative interval.
The prior on the mean values P´µ k µ of the components is chosen to be flat on the measurement interval. If components are expected to be located outside of the measurement interval, the interval would be increased to cover the whole interesting region. Another possible choice for the prior on µ k is the normal distribution with hyper-parameters for the normal mean and variance with values chosen to reflect the measurement interval [4] .
A problem arises when the prior allows for components which are not restricted by the data. Assume, for example, an extra component with parameters which are not constrained by the data. Then, the marginal density of the data is just the marginal of the prior which is one due to normalization. In consequence, the extra component is not penalized, in other words, Occam's razor would fail. Whenever the prior supplies space volume which is not constrained by the data, the number of components will be overestimated. This gives an additional reason for using a prior on µ k constrained to the measurement interval.
The prior on the variances ς k of the components is chosen to be inverse gamma P´ς k α βµ InvGamma´ς k α βµ with the hyper-parameters shape α and scale β. Following the ideas of Richardson and Green [4] we chose α 1 to express the belief that the ς 2 k are similar, without being informative about their absolute size, and we introduce an additional hierarchical level by allowing β to follow a Gamma distribution with parameters g and h. We chose small values g 10 9 and h 10 9 which gives a reasonable approximation to a "proper" Jeffrey's prior.
Another important issue is the identification of the parameters with individual components. An identifiability problem arises from the invariance of the likelihood pdf under permutation of the indices k. Without further assignments of the components to structures in the spectrum we would obtain useless results where the marginal posterior pdfs for all component parameters are identical. We adopt the idea of Richardson and Green [4] to impose an identifying ordering constraint on the parameters
This constraint is arbitrary since we can also impose ordering constraints on w k or σ k . An additional advantage of reducing the parameter space is to allow for more efficient exploration of the multi-modal probability space, and, hopefully, to identify individual components and estimate their parameters from the MC sample. Unfortunately, the ordering constraint may not be sufficient to efficiently explore the posterior pdf and to eliminate all problems in interpretation of the sample. The truncation of the multi-modal posterior space does not necessarily account for the geometry and shape of the unre- 
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is sampled by a MCMC technique. The types of MCMC moves separate into two groups, moves which do not change the dimensionality of the model and moves changing the dimensionality by ¦1 component, which, for the present case, changes the DOF by ¦3 parameters. For the dimension conserving moves we use the Metropolis-Hastings sampler. The Gibbs sampler can not be used since the physical model and the priors used do not allow for calculating the full conditional posterior distributions analytically. The parameters updated with the Metropolis-Hastings sampler are the weights w, the mean values µ, the variances ς, the hyper-parameter β, the scale s, and the background parameter η 0 .
The moves changing the dimensionality by ¦1 component are provided by the reversible jump method proposed by Green [5] and applied to Gaussian mixtures by Richardson and Green [4] . The RJMCMC is a generalized Metropolis-Hastings sampler for the state space including dimensionality as an additional parameter to be sampled. Fig. 1 shows the two types of reversible jump moves namely split/combine moves of adjacent components and birth/death moves of components. The parameters of the split/combine moves are assigned to match the 0 th , 1 st , and 2 nd moments of the single component to those of the splitted components. A birth move comprises the generation of a new component with random location, amplitude, and variance, to be sampled from the prior distributions. A death move is simply deleting an existing component and re-scaling the amplitudes. Details of calculating the proposed new parameters and the acceptance probabilities of the split/combine moves and the birth/death moves can be found in [4] .
EXAMPLE
A typical application for RJMCMC is given by the deconvolution of an apparatus broadening function from a blurred and noisy spectrum, the estimation of the background, and the estimation of the number and the parameters of the components underlying the spectra. The goal is to infer only the mixture components which are significantly supported by the data and to avoid the reconstruction of spurious structures which are due to the noise.
The benefits of RJMCMC are best shown with a benchmark test of a system consisting of a thin Cu film since we know that Cu consists of two isotopes. The Cu film is evaporated on a Si substrate. The system was measured with the Rutherford backscattering spectroscopy (RBS) method which is an atomic variant of playing billiard. An ion (the white billiard ball) impinges on an atom of the system (the numbered balls) and is elastically scattered with a typical energy according to the mass of the atom. The mass sensitivity allows to distinguish different atomic elements and even different isotopes of the same element. The drawback is, that the ideal spectrum is blurred with an transfer function due to the energy width of the incoming ion beam and the limited resolution of the detector. The limited mass resolution yields spectra where masses of isotopes are not separated. This problem can be overcome by either buying detectors with larger resolution capabilities which may cost orders of magnitude more compared to the frequently used semiconductor detectors, or by numerically deconvolving the transfer function from the blurred data. Fig. 2 shows the measured RBS spectrum of a thin Cu layer on a Si substrate at a channel of about 1610 (dots). In addition, Fig. 2 shows the RBS spectrum of a thin Co layer on a Si substrate at a channel of about 1575 (squares). Both layers have a thickness of a few atomic layers to obtain sufficient intensity as well as negligible multiple scattering (try to avoid multiple contacts in playing pool billiard). The Co spectrum reflects the apparatus transfer function since Co is isotopically pure, i.e. contains only one atomic mass. The apparatus transfer matrix A i j consists of the measured Co data. The uncertainty of the transfer matrix δ i j is given by the statistical uncertainty of the Co data.
The present data set was previously analyzed to show the advantages of resolution enhancement by deconvoluting an apparatus transfer function [6] . The distribution was reconstructed form-free with the Maximum Entropy (ME) method combined with adaptive kernels to allow for multi-resolution. Form-free reconstruction means that no parametric family is supported for the components which excludes the possibility to support a certain number of components. In addition, the model was not capable of discriminating the signal from the background.
In the present paper we support different kind of informations. We assume that the parametric family of the mixture components is Gaussian where the number of components are unknown, and we separate the mixture from an additive background. The deconvolved mixture F´y j µ shows two well separated peaks with confidence intervals representing ¦ one standard deviation of the posterior pdf. The two Cu isotopes are clearly resolved with a measured abundance ( exp ) very close to the natural abundance ( Lit ). Fig. 3 shows a comparison of the deconvolved results of the two methods, ME using adaptive kernels (dashed lines) and the RJMCMC technique of mixture modeling (solid lines). The results coincide within the confidence intervals of ¦1 standard deviation. The structures of the ME method are slightly smoother with a less pronounced peak. The ME result is the most uninformative profile according the multi-resolution technique with the entropic measure. The RJMCMC result reflects the knowledge of the parametric family of the peaks. Though different information is supplied, the distributions are very similar. The advantage of mixture modeling is that it allows for obtaining additional information about the parameters and the number of mixture components supported by the data.
The left panel of Fig. 4 depicts the changes of the number of components E against the number of MCMC sweeps. The MCMC sample mixes well over E which is necessary for reaching convergence. Small as well as large values of E are short-lived. The right panel of Fig. 4 shows the marginal posterior distribution P´E dµ of the number of components of the Cu spectrum. The most probable number of components is 2 which is by no means surprising because Cu consists of 2 isotopes. A mixture with a smaller number of components (here 1 component) is ruled out by the data. At least 2 components are necessary to fit the data within the uncertainties. A mixture with 3 or more components would fit the data even better but those extra degrees of freedom are penalized by the additional cost of phase space (Occam's razor). components µ 1 and µ 2 are well separated which justifies the validity of the ordering constraint on the mean values. The standard deviations ς 1 and ς 2 of the two peaks are very similar, whereas the amplitudes w 1 and w 2 are different. Fig. 6 summarizes the traces of the Gaussian parameters in histograms which constitute the marginal posterior pdf of the parameters. The positions may be estimated with high accuracy. The estimated standard deviations of both peaks are below one channel which confirms that the layers are thin enough to allow for neglecting side effects of the scattering process such as energy loss or multiple scattering. The amplitudes of the two isotopes are estimated to be 70 3 ¦ 1 9% and 29 7 ¦ 1 9% which compares well with the natural abundance of Cu isotopes of 69.2% and 30.8% (vertical lines). Fig. 7 shows the marginal posterior probability density of the background η 0 . Though the background is small compared to the signal it has to be considered correctly. Otherwise the number of components would be over-estimated. Estimates for the mean value and the standard deviation can be calculated straightforward from the marginal posterior pdf, namely 1 4 ¦0 3 counts. 
SUMMARY
We applied a reversible jump Markov chain Monte Carlo technique to the problem of estimating the number of components in a measured data set together with the parameters of the components supported by the evidence in the data. The RJMCMC method was applied to a benchmark test of a system consisting of a thin Cu film where we know that Cu consists of two isotopes. The results were compared with the deconvolution of a form-free distribution. By calculating marginal posterior pdfs from the MCMC sample for the most probable number of components we estimated the parameters and their uncertainties.
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