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ABSTRACT 
We study the dependence of the eigenvalues of a tridiagonal matrix upon 
offdiagonal entries. The change in the eigenvalues when a crossdiagonal product 
approaches zero or infinity is estimated. 
1. INTRODUCTION 
How do the eigenvahres of a tridiagonal matrix depend upon off-diagonal 
entries? Some eigenvahres, such as A=0 for the following matrix, are indepen- 
dent of E: 
1 0  12 & 1 0 E. 1 
These stationary eigenvalues are characterized in Corollary 2.2. Generally, 
eigenvahres change with E, and the behavior as E goes to zero has been studied 
by various authors. For example, see Wilkinson [9, p. 3121 and Paige [7], who 
show, under suitable hypotheses, that the distance between an eigenvahre of 
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the original matrix, and the spectrum of the matrix obtained by setting E=O is 
0(e2). Also see Kahan [5, 61. A slight strengthening of the Wilkinson-Paige 
result is given below. An apparently new observation though is that the 
eigenvalue problem simplifies when an off-diagonal entry is large. As an 
illustration of our results, A=2 differs by O(ep2) from the second biggest 
eigenvalue of the following matrix: 
[ 2 013 1 E 4 0&* 1 
These sensitivity results are relevant to algorithms for finding the eigenval- 
ues of a Hermitian matrix. Presently, the standard procedure for computing 
all the eigenvalues is to reduce the matrix to tridiagonal form using unitary 
similarity transformations, and then iteratively reduce the tridiagonal matrix 
toward a diagonal matrix using Reinsch’s root free version of the QR 
algorithm [8]. The results which follow estimate the effect on the spectrum of 
a tridiagonal matrix when a relatively large or small off-diagonal entry is 
neglected. 
2. INVARIANT EIGENVALUES 
If A is an n X n tridiagonal matrix whose entries are complex numbers and 
&(h) denotes the determinant of the kth leading submatrix in AI-A, the 
following well-known recurrence holds [4, p. 1681: 
(2.1) 
fOrk=1,2 ,..., nwherepk=ak,k_lak_-,k is the cross-diagonal product and 
Thus f,(X) is the characteristic polynomial of A. Let g,(h) denote the 
determinant of the (n - k) X (n-k) trailing submatrix of h Z - A, and define 
dV=L 
fz,+,(~)=O- 
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LEMMA 2.1. Zf OGkGn, we have 
(2.2) 
This result follows from Laplace’s 1772 expansion of det(hZ-A) into the 
sum of order-m minors from the first m rows, each multiplied by its order-(n 
-m) cofactor from the remaining n-m rows (see [l, p. 811). William Gragg 
also points out that Lemma 2.1 may be derived from an identity for 
compound determinants found in Householder’s book [3, p. 481. For com- 
pleteness, we provide a simple direct proof: 
Proof. The relation (2.2) holds trivially for k=O; proceeding by induc- 
tion, suppose that (2.2) is satisfied whenever O< k< Z- 1. Replacing k by I- 1 
and substituting for p, fi_J A) using (2.1) gives us 
Finally, making the substitution 
we get (2.2) for k = 1. The inductive step is complete. n 
The result (2.2) holds for each k. To concentrate on a particular pair of 
off-diagonal elements, we take k=m and set r-_~~+r, obtaining the following 
expression for the characteristic equation: 
=o. (2.3) 
We study the dependence of the eigenvalues on r, assuming the remaining 
cross-diagonal products are fixed. 
COROLLARY 2.2. a is an eigenvalue of A(r) for all r if and only if 
fmb)&l(4 =O=fm-1mm+A4~ (2.4) 
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Proof If (2.4) holds, then (Y is an eigenvalue of A(T) for all T by (2.3). 
Conversely, suppose that 
for all T. Equating to zero the coefficients of this polynomial in 7 gives us 
(2.4). n 
We call an eigenvalue satisfying (2.4) an invariant eigenvalue; an eigen- 
value is called varying if it is not invariant. Recall that in an appropriate 
sense, the eigenvalues of A(T) depend continuously on r; and moreover, any 
simple eigenvalue is a differentiable function of T. For example, if the 
eigenvalues are all real and indexed in decreasing order, (~~(7) depends 
continuously on T for each j. Suppose that a( 7) is a simple eigenvalue of A( T) 
for every TE T, a convex subset of the complex numbers. By Corollary 2.2, 
invariance of a( 7) for some T E T implies invariance for all T E T. Similarly, if 
(Y(T) varies for some 7 ET, it varies for all TE T, and differentiating the 
identity 
with respect to r and rearranging, we obtain 
the denominator cannot vanish if (Y(T) is a simple eigenvalue, and the 
numerator cannot vanish if it is also a varying eigenvalue, so we conclude that 
this derivative exists and is nonzero for all TE T. In addition, the following 
property holds: 
PROPOSITION 2.3. Suppose that T is a convex subset of the complex 
numbers and a(r) is a simple eigenvalue of A( r ) which depends continuously 
on r~ T. Then either a(r) is an invariant eigenvalue or a( TV) # a( r2) for all 
TV, 7zE T, r1 # 7,. Furthermore, if p(r) is another simple eigenvalue of A(r) 
which depends continuously on r~ T, then a(rl)# /3( G-~) for all rl, TIE T. 
Proof. Observe that 
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is a first-degree polynomial in r which vanishes at two distinct points if and 
only if the coefficients are zero: 
or equivalently, a is an invariant eigenvalue. Since a( T) is a simple eigenvalue, 
the proposition follows immediately. n 
The eigenvectors associated with invariant eigenvalues are related to the 
eigenvectors of submatrices. Let A, and A”’ denote the mth leading and 
(n - m)th trailing submatrices of A respectively. 
PROPOSITION 2.4. Suppose that a is an invariant eigenvalue of A( T). If 
either 
(i) f,(~)=0=g,+,(a) m 
(ii) fm-l(a)=O=gm(a), 
then A(r) has an eigenvector of the fm 
6 iI 0 ) Y 
where + and y are eigenvectors of A, and A”‘+l respectively in case (i), or 
A m_l and Am respectively in case (ii). 
Proof. If + and y are eigenvectors of A, and A”‘+’ respectively, observe 
that + [I[ 4& A o = %+l,m%+a,+l,,+zY1 Y m+l A Y I 
a+ 
m+l,m~n, +am+l,m+zY1 * 
ay I 
Now, simply normalize $I and y so that 
Case (ii) is similar. 
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The remaining classes of invariant eigenvalues are related to vanishing 
off-diagonal entries. 
PROPOSITION 2.5. Zf a is an invariant eigenvalue of A(r) for which 
then pi+ 1 =O= $(a) for some j < m. Moreover, A( r ) has an eigenvector of the 
f OrtTl fP 
[ 1 Y 
where C$ is any eigenvector of Ai corresponding to the eigenvalue (Y and y =O 
if a i+ 1, i = 0, while y is any solution of the following equation when a i+ 1, i # 0: 
1 
0 
(A’-aZ)y=P o , /3= -+iai+l,i. 
_o_ 
Proof. The first part of the lemma is essentially contained in [9, p. 3001. 
That is, if p,#O for all i<rn, then the relation (2.1) and the assumption 
fm(cx)=O=f,Pl(a) imply thatfi‘(a)=O for all i<rn. Since&(a)= 1, we have a 
contradiction, and pi+ 1 =0=$(a) for some i<m. Next, rearranging the 
eigenvector relation 
we get 
0 
0 
( Ai-aZ)+=-YIai,i+l ! 
0 
-1 
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and 
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1 
0 
(A’-aZ)y= -+jai+l,i ’ . 
_o_ 
The conclusion of the lemma follows immediately. n 
Using (2.3) we establish the following property for the extreme eigenval- 
ues of A(r): 
LEMMA 2.6. For T>O sufficiently large, A(r) has two real eigenvalues 
a( r ) and p(r) which are monotone functions of r satisfying 
lim Ly(r)=co=- lim p(r). 
7+cc 7-m 
Proof. Let us write the characteristic equation (2.3) in the form 
(P(h)=?-l, 
cp(A)z fm-,(Vgm+,(V 
fmGVg&) * 
Observe that 
Q(A) = A;:’ . . . ) 
. . . 
and 
(a!( q = - 2A;+y . . . . 
. . . 
(2.5) 
Hence Q(h) approaches 0 + monotonically on the intervals (b, co) and 
(-00, -b) when b is sufficiently large; moreover, for r big enough, (2.5) has 
real roots with the stated properties. n 
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Wilkinson [9, p. 3001 observes that the eigenvalues of a Hermitian matrix 
with positive crossdiagonal products are all simple. We have the following 
mild generalization: 
PROPOSITION 2.7. Suppose that the tridiagonul matrix A has a rwndefec- 
tive eigenvalue a. If either the superdiagonal or subdiagonul elements of A 
are all nonzero, a is simple. 
Proof. Clearly, if the subdiagonal elements are all nonzero, 
rank(cuZ-A)=n-1. 
Hence 
millity(cuI-A)=l, 
and the dimension of the eigenspace associated with (Y is one. Since (Y is not 
defective, it is simple. n 
Now let us suppose that A is Hermitian and tridiagonal; hence the 
eigenvalues are all real. The complex parameter 7 is replaced by the nonnega- 
tive parameter s2, and we assume that 
a m,m+1 =a m+1,m =&. 
Let 
denote the eigenvalues of A(&‘), and let (Y~ -q(O) for each i. 
PROPOSITION 2.8. Zf A(&‘) is Hermitian, its eigenvalues are monotone 
functions of E’. Moreover, we have 
ffl(4 aa, 2ai( E) aa, %x,(E) 
fori=2,3 ,..., n-l. 
Proof. If pi =O for some i, the eigenvalue problem uncouples, and hence 
the only eigenvalues dependent on E are those associated with the biggest 
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principal submatrix that both contains a,, r, m = a, ,,,+ r =E and has all 
nonzero crossdiagonal products. Therefore, without loss of generality, we 
suppose that pi >O for all i. By Proposition 2.7, the eigenvalues of A(&‘) are 
all simple; and Proposition 2.3 implies that ai( .) is a monotone function of e2 
for every i. Since 
lim (~r( E) = + cc = - lim a,( E) 
F-m E-OO 
by Lemma 2.6, (Ye and (Y,(E) move monotonically toward 5 cc from their 
starting points, (or and CY, respectively when E = 0. Applying Proposition 2.3, 
ai( E) is excluded from the intervals ((or, cc) and (- co, a,) for i # 1, n. n 
3. SMALL e 
By (2.3) the eigenvalues of A(0) are the zeros of f, and g,. Partition 
{I,2,..., n} into Zr and I,, where { CX~ : i E If} and { (Y~ : i E Zg} are the zeros of 
f, and g, respectively, and define the a-separation parameter 
where Z is either Zf or I, and i is any index in the complement of I. 
THEOREM 3.1. Zf A(e2) is Hermitian, then 
(3.1) 
for each positive ui. 
This inequality is slightly stronger than Paige’s bound [7], which can be 
stated as follows: If Z=Zf or I,, and iEZ, then 
min{ ]ai -ai( : iEZ} =G 
E2 
min{ ]ai -cx~(E)~ : iEZc} f 
Furthermore, our techniques apply to the study of eigenvalues when E is large. 
Paige notes that the estimate 
(3.2) 
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also holds, even if cri =O. Of course, this latter bound is better than (3.1) 
whenever ~>a~. The inequalities (3.1) and (3.2) are best possible in the 
following sense: For the matrix 
we have lai -cxi(s)( =E if a=b, and 
otherwise. 
Utilizing (2.3), the study of eigenvalues is reduced to an analysis of 
rational forms; any varying eigenvalue is a root of the equation 
@(A) =&-2, (3.3) 
where 
m+sv 
@g(V= gg (A) * 
m 
Since the eigenvalues depend continuously on the cross-diagonal products, an 
eigenvalue problem with some pi =O can be viewed as the limit of problems 
where pi approaches zero. Therefore, in establishing the theorem, we can 
assume that the cross-diagonal products are all positive. Since the zeros of f, 
and g, are the eigenvalues of A,,, and A”’ respectively, it follows that f, and 
g, have only simple zeros. Expanding in a partial fraction series gives us 
(3.4) 
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f,-lCai> 
fAtffi) 
if i.z 
f’ 
Pi = 
gm+l(% > 
gLntcui) 
otherwise. 
It is well known that the zeros of fm_l and f; strictly interlace the zeros off, 
[9, p. 3001; therefore, pi >O for every i (see also Hijrmander [2, p. 2331). Since 
the leading coefficient of 
det(XZ-A,_,)=f,_,(h) 
is unity, we also conclude that 
LEMMA 3.2. Consider the rational function 
F(X)= 5 vi 
i=l ‘-Yi ’ 
wherey,>y,> .*- 
then 
> y,,, and the vi are positive and sum to one. Zf yi <A < yi_ 1, 
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Proof. If F( h)>O, then 
+-yJ -l. 
When F( X)<O, the argument is similar. W 
Now, let us finish the proof of Theorem 3.1. Since (3.1) is trivial for 
invariant eigenvalues, we assume that ai varies. By (2.3), an eigenvalue is 
invariant if and only if it is a zero or a pole of Qr or as. But cyi varies so the 
s&W of @&q&N ad qq4) are independent of E #O; in fact, the signs 
match, since 
~(ai(&))=&C2~0. (3.5) 
By Proposition 2.8, ai(e) converges to ai from one side as E approaches zero. 
First consider the case j E Zf and ai( e)>ai for e#O. Returning to our 
partial-fraction expansion (3.4), the observation that pi >O implies that the 
positive quantity 
dominates the other terms in the sum for E sufficiently small. Invoking the 
sign invariance property, Qf( oi( E)) and @&a& E)) are positive for all E # 0, and 
applying Lemma 3.2, we have 
and 
O<~~(,i(E))~(ai(E)-(Yi)-l (3.6) 
O<~~(cYi(e))Cmax((ai(E)-(Yi)-l:iEI%) 
Gmax (q-ai)-':iEZ,), I (3.7) 
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since no pole of 4)s lies on the interval [crj, O+(E)]. Finally, (3.7) implies that 
(I$,( cyi( E)) “ql, 
which combines with (3.5) and (3.6) to establish (3.1). The cases cq(.s)<oi or 
i E I, are analogous. 
4. BIG E 
Let 
denote the n-2 zeros of fm-l and g,+l. Utilizing (2.3), it is easy to show that 
lim ai(& 
E-cc 
for i=2,3,..., n- 1, while the extreme eigenvalues tend to & co as E grows. 
In this section, we obtain estimates for the eigenvalues when E is large. 
Partition {2,3,..., n-l} into &and Jg, where {pi: iEJ,> and {pi: iEJ,> are 
the zeros of fm_l and g,,,+i respectively, and define the P-separation parame- 
ter 
pi=min{]j3i-Bi]: iW}, 
where J is either Jf or J,, and i is any index in the complement of J. 
THEOREM 4.1. Zf A(e2) is Hermitian, we have 
a- ” E%K,(&)=k,-E. 
Moreover, if n>2, there exists a constant c a’epending on A(0) such that 
(4.2) 
for each positive pi, i =2,3,. . . , n - 1. 
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The best choice for c depends on the distribution of eigenvalues. From the 
proof, it is evident that 
The relation (4.1) is deduced from a result found in [9, p. 1021: If A(0) and C 
are Hermitian where C has eigenvalues 
the jth eigenvalue of A(0) + C is on the interval [yi + a,,, yi + ai]. Now, simply 
take C = A(&‘) - A(O), and observe that the eigenvalues of C are 
{&,O ,..., 0, _E}. 
Let us consider (4.2). As noted in Section 3, we can assume without loss of 
generality that the cross-diagonal products are all positive, and ai varies. 
The following parameters are introduced: 
Z+=max{q: iEZf}, 
bg=max{ai: iEZ,}, 
sf=min{ai: iEZf}, 
s,=min(ai:iEZ,}. 
Hence Equation (3.3) can be expressed in the form 
where 
(4.3) 
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Case I: max(sf, sg}~ai(~)~min{bf, bs}. Therefore, ~(c+(E))~ >O, and 
applying the elementary inequality 
(x-a)(b-x)~~(b-a)2, (4.4) 
we conclude that 
By the same reasoning utilized in Theorem 3.1, 
(4.5) 
(4.6) 
Combining (4.3)-(4.6), we get (4.2). 
Case 2: min { bf, b,} < ai( s) < max{ bf, b,} . Suppose for convenience that 
iEJ,, or equivalently, bg<ai(E)<b,-. If h>b,, 
Combining (4.3), (4.7), and (4.4), we have 
(4.7) 
(4.8) 
Since the sign of II,(a,( E)) is independent of E > 0 and ai( E) approaches pi as 
E grows, Lemma 3.2 gives us 
(4.9) 
The relations (4.8) and (4.9) yield (4.2). 
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The final possibility, 
min{sf, s,} <ai(E)<max{sf, s,> y 
is similar to case 2. 
5. AN INTERESTING MATRIX 
Consider the symmetric, tridiagonal matrix given by 
aii =]ll--iI, i=1,...,21, 
ui,i+i=l> i=1,...,20, 
which Wilkinson [lo, p. 3661 notes has all simple eigenvalues, but for the two 
biggest eigenvahres, 
]~,-hs]<l~-‘~, h,=10.746... . 
Applying Lemma 2.1 with k= 10, 
det(XZ-A)=g,,(X)det(XZ-B)--7f,(h)det(XZ-C), r=l, 
where B and C are the 10th leading and trailing submatrices of A respec- 
tively. Since det( X I - B ) = det( X I - C ), A( 7) has 10 invariant eigenvalues, 
namely the eigenvahres of B. Moreover, it can be shown that the biggest 
eigenvalue of B is the second biggest eigenvalue of A, and the biggest 
eigenvalue of A and of B differ by about lo! -‘. 
The authors are grate@ for comments received jbm Richard Varga, 
William Gragg, Christophm Paige, and the referees. 
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