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The desorption of O/CO from graphitic carbon surfaces is investigated using a one-dimensional model
describing the adsorbate interactions with the surface phonon bath. The kinetics of desorption are described
through the solution of a master equation for the time-dependent population of the adsorbate in an oscillator
state, which is modified through thermal fluctuations at the surface. The interaction of the adsorbate with the
surface phonons is explicitly captured by using the computed phonon density Of states (PDOS) of the surface.
The coupling of the adsorbate with the phonon bath results in the transition of the adsorbate up and down
a vibrational ladder. The adsorbate-surface interaction is represented in the model using a Morse potential,
which allows for the desorption process to be directly modeled as a transition from bound to free (continuum)
state. The PDOS is a property of the material and the lattice; and is highly sensitive to the presence of defects.
The effect of etch pits along with random surface defects on the PDOS is considered in the present work.
The presence of defects causes a redshift and broadening of the PDOS, which in turn changes the phonon
frequency modes available for adsorbate coupling at the surface. Using the realistic PDOS distributions, the
phonon-induced desorption (PID) model was used to compute the transition and desorption rates for both
pristine and defective systems. Mathissen’s rule is used to compute the phonon relaxation time for pristine and
defective systems based on the phonon scattering times for each of the different scattering processes. First, the
desorption rates of the pristine system is fitted against the experimental values to obtain the Morse potential
parameters for each of the observed adatoms. These Morse potential parameters are used along with the
defective PDOS and phonon relaxation time to compute the desorption rates for the defective system. The
defective system rates (both transition and desorption) were consistently lower in comparison with the pristine
system. The difference between the transition rates is more significant at lower initial states due to higher
energy spacing between the levels. In the case of the desorption rates, the difference between the defective
and pristine system is more significant at higher temperatures. The desorption rates for each of the system
shows an order of magnitude decrease with the strongly bound systems exhibiting the greatest reduction in the
desorption rates.
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ω Frequency
θ Surface coverage
ρ Density matrix, Density of defects
τ Characteristic time
MD Molecular Dynamics
PDOS Phonon density of states
PID Phonon induced desorption
TPS Thermal protection system
conj conjugate
des Desorption
over over-coordination
pen penalty
tors torsion
under under-coordination
val valence
vdWaals van der Waals
I. Introduction
The density and energy of phonons present at the surface is described using the phonon density of states (PDOS).
The PDOS is a fundamental property of the material and the lattice, which characterizes the distribution of allowed
vibrational modes. The PDOS can provide information regarding thermal, optical, mechanical, electrical, chemical,
and transport properties of the material. While the PDOS is primarily a function of the local atomic structure, it is also
sensitive to atomic-level stresses and the microstructure. The presence of adsorbates and defects on the surface are
known to cause deviations to the PDOS from the corresponding bulk structure. Thus, it is natural to expect that even
small concentrations of defects in graphitic carbon may lead to specific shifts, broadenings and additional characteristic
singularities in the phonon densities of states and thus change the material specific heat and transport properties. Such
effects in carbon materials used as Thermal Protection System (TPS) are very significant because of the continual
change in the lattice of the material owing to the reactive interaction and erosion due to ablation.
Changes in the phonon density of states not only affect the material thermo-physical properties, it also affects
the adsorption and reaction rates and thereby the ablation and recession rates. Although the effects of point defects
caused due to irradiation on graphite has been examined previously in the literature,1, 2, 3, 4, 5 the main type of defect
encountered during ablation is etch pits occurring as a result of oxidation reaction due to atomic oxygen. The effect of
such etch pits individually and in the presence of point defects (perhaps introduced by fabrication/processing) needs
to be studied.
Many commonly used TPS materials consist of a carbon-based substrate such as FiberFormr6 and carbon weaves.7
The primary source of carbon ablation at lower temperatures is through oxidation, specifically due to dissociated
atomic oxygen.8 Recent studies have elucidated that the oxidation products CO and CO2 are formed as a result of
thermal processes on the surface.9, 10, 11, 12 Desorption of thermal products from the substrate occur through the interac-
tion with the phonon bath on the surface. Several finite-rate reaction models exist for the air-carbon system,8, 13, 14, 15, 12
developed using results from numerous experimental studies.9, 16, 17, 18, 19, 20, 21 However, all of these models character-
ize the rate of desorption only as a function of temperature. The effect on the desorption rate due to variations in the
surface phonons, which is a function of the surface structure and configuration, needs to be characterized for these
systems. A mesoscale description of the surface energetics which participate in, and promote the desorption of surface
adsorbates and oxidation products is currently lacking.
In this study, a rigorous theoretical model is used to describe the desorption of adsorbed atoms/molecules due to
interaction with the surface phonons.22 The adsorbate-surface interaction (oscillator) is coupled with the phonon bath
leading to excitations and de-excitations along the vibrational ‘ladder’. This process can be described as a random
walk using the Markoffian approximation and first order master equation is solved for the probability in a given
state. This random walk continues until the interaction energy becomes sufficient to break the adsorbate-surface bond
leading to desorption. Traditionally, simple harmonic oscillators (SHO) are used to describe the vibrational bond.23
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However, within the harmonic approximation, the bond breaking is not inherently captured and has to be imposed,
typically as a vibrational threshold beyond which desorption is assumed. In addition, the energy spacing between
the oscillator levels is constant within the SHO approximation, which becomes particularly poor at the higher energy
levels. Furthermore, the SHO allows only mono-quantum jumps, which again breaks down at higher energy levels.
The Morse potential provides a much better approximation to the adsorbate surface bond with decreasing energy gaps
at higher levels, finite probability of multi-quantum transitions and a clear threshold between the free and bound states.
Thus, the Morse potential is employed within this framework to describe the adsorbate-surface interaction potential.22
The transition matrix describing the probability of transition between the oscillator energy levels accounts for the
PDOS present at the surface. The coupling of the oscillator jump with each of the phonon modes is summed to give
the final transition rate. Thus, introducing a realistic PDOS within the calculation of the transition matrix ensures the
accurate description of the transition rates and thereby the desorption rate. The time between successive transitions
(jumps) of a particular surface-adsorbate oscillator within the vibrational ladder is known to be much higher than
the characteristic vibrations of the adsorbate and surface atoms.24 This fact allows the treatment of these transition
processes as rare events and use Markoffian random walks to analyze them. The desorption process is treated as first
order and a Master equation is used to derive the final rate constant.22
This paper is organized as follows. The theoretical framework describing the phonon-induced desorption process
is presented in Section II. The computation of the PDOS for the pristine and the defective systems using MD, that
is incorporated into this framework, is described in Section III. Section IV. describes the process of computing the
transition and desorption rates for the different systems of interest. The results of this study are discussed in Section V.,
and the transition rates and the desorption rates of the pristine and defective systems are compared and analyzed.
Finally the conclusions and summary are presented in Section VI.
II. Phonon-induced Desorption Model
In order to describe the desorption of adsorbed atoms/molecules from the surface due to the interaction with the
phonon bath, the theory by Efrima et al.22 is used. This theory begins by describing the Hamiltonian of the system
which consists of three parts: lattice (l), particle (p) and interaction (I).22
H = Hl +Hp +HI (1a)
Hl = ~
∑
λ
ωλb
†
λbλ (1b)
Hp = Kp + 〈V (Q; z)〉 (1c)
HI = V (Q; z)− 〈V (Q; z)〉 (1d)
The lattice Hamiltonian is described over the phonons (λ) in the system. ω is the phonon frequency while b and
b† are the corresponding creation and annihilation operators. Kp is the kinetic energy of the particle, V (Q; z) is the
interaction potential between the adsorbate and the surface atom, and 〈V (Q; z)〉 is the thermal average of the lattice-
particle interaction over an equilibrium phonon distribution. Q is 3N dimensional and denotes the position of the N
lattice atoms and z is the position of the adsorbed particle. Hl + Hp is the zero-order part of the Hamiltonian while
HI describes the fluctuations in the system. The reason for the addition of the average quantity 〈V (Q; z)〉 is to ensure
that the average of the interaction Hamiltonian is zero which avoids the buildup of secular terms in the subsequent
derivation.22 The adsorbate-surface interaction potential is described using a Morse potential:
V (Q; z) = D
{
e−2α(z−Q0−u−r0) − 2e−α(z−Q0−u−r0)
}
(2)
where Q0 is the equilibrium lattice position and u is the displacement of the atoms. α and r0 are the Morse
potential parameters. The Morse potential is an excellent approximation for the adsorbate-particle interaction since it
captures bond breaking (desorption), multi-quantum jumps, and decreasing energy spacing at higher energies. Thus,
the definition of the bound states and free state within the model is straightforward and the ladder climbing pathway
of desorption can be captured along with multi-quantum jumps (Fig. 1).
Now, the generalized master equation is presented, which describes the time evolution of the probability of the
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Figure 1: (a) Schematic showing the bound and free-state regions for an adsorbed particle. Reproduced with permis-
sion from Ref. 23. Copyright 1972 APS. (b) Ladder climbing model describing the pathway of desorption. Reproduced
with permission from Ref. 25. Copyright 2010 Wiley.
adsorbates being present in a particular state |n〉 at time t:22
∂Pn
∂t
= −
∑
m
Wn→mPn(t) +
∑
m
Wm→nPm(t)−
∫
Wn→Pn(t)d (3)
The first term on the right side of the equation describes the transitions from state n to all other states, while the
second term represents all the transitions leading to the state n. The last term denotes the depletion from state n to the
continuum state  (desorption). Expressing Pn(t) in terms of the reduced density matrix:22
Pn(t) = 〈n| ρr(t) |n〉 . (4)
Here, ρr(t) is the reduced density matrix of the particle, defined as summation over all phonon states |Ph〉:
ρr(t) =
∑
Ph
〈Ph| ρ(t) |Ph〉 . (5)
The density matrix ρ(t) of the lattice-particle system satisfies the Liouville equation:22
∂ρ(t)
∂t
= − i
~
[H, ρ(t)] (6)
Now substituting the Hamiltonian and ρ(t) from the previous equations, the following expression is obtained for
rate of probability:22
∂Pn(t)
∂t
=
∫ t
0
∑
m
Knm(s)Pm(t− s)
Knm(s) =
−2
~2
Re
{∑
k
eiωmk 〈(HI(s))mk (HI)km〉 δnm − e−iωnms 〈(HI(s))mn (HI)nm〉
} (7)
Using a Markoffian approximation, the Knm(s) is assumed to decay on a time scale that is small enough such that
the value of Pn(t) is constant, resulting in22∫ t
−∞
Knm(s)Pm(t− s)ds ∼= Pm(t)
∫ ∞
−∞
Knm(s)ds ∼= W nmPm(t) (8)
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with
W nm = −δnm
∑
k
Wm→k +Wm→n
Wn→m =
2
~2
Re
{∫ ∞
0
〈(HI(s))mn (HI)nm〉 exp(+iωnms)
} (9)
Assuming a first order master equation, P (t) can be expressed as:22
P (t) = eW tP (0) (10)
Using this, the average time between two successive desorption events can be calculated as:22
〈τ〉 =
∑
n
∫ ∞
0
Pn(t)dt =
∑
n
(
W−1P (0)
)
n
(11)
The desorption rate is given by the inverse of the average time.
kdes = 〈τ〉−1 (12)
Thus, all that is required now to calculate the desorption rate constants is the phonon density of states and the
transition rates. There are two types of transition present in the system: bound to bound, and bound to continuum. The
bound to bound transition rates can be derived as:26
Wn→m =
2D2
~2
Re
∫ ∞
0
dt exp(iωnmt)[(
B(2)nm
)2
exp
(
4α2
〈
u2
〉) {
exp
(
4α2 〈u(t)u(0)〉)− 1}
+ 4
(
B(1)nm
)2
exp
(
α2
〈
u2
〉) {
exp
(
α2 〈u(t)u(0)〉)− 1}
− 4
(
B(1)nm
)(
B(2)nm
)
exp
(
2.5α2
〈
u2
〉) {
exp
(
2α2 〈u(t)u(0)〉)− 1}]
(13)
The term B(j)nm is the bound to bound matrix elements, for which a general expression can be obtained as:22
B(j)nm =
1
2k
[
n˜(2k − n˜− 1)− n¯(2k − n¯− 1) + 2k
2k
]j−1
n˜! Γ(2k − n˜)
[
(2k − 2n˜− 1)(2k − 2n¯− 1)
n˜!Γ(2k − n˜)n¯!Γ(2k − n¯)
]1/2 (14)
Here 〈u(t)u(0)〉 is the correlation function of surface atom displacement given by
〈u(t)u(0)〉 = ~
2M
∫ ∞
0
dωρ(ω) |ζ(ω)|2 {n(ω)e−iωt + (n(ω) + 1) eiωt} f (∆)
ω
(15)
Here M is the mass of a lattice atom, while the quantities ρ(ω), ζ(ω), and n(ω) are the phonon density of states,
polarization, and population, respectively. The form of function f (∆) appearing in the above equation determined by
the choice of phonon relaxation model. The Lorentzian model of phonon broadening defines
f (∆) = exp(−∆|t|) (16)
while the Gaussian model employs
f (∆) = exp(−∆2t2/2) (17)
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The bound to continuum transition states can be defined in a similar manner:22
Wn =
2D2
~2
Re
∫ ∞
0
dt exp(iωnt)[(
a(2)(t)
)
exp
(
4α2
〈
u2
〉) {
exp
(
4α2 〈u(t)u(0)〉)− 1}
+
(
a(1)(t)
)
exp
(
α2
〈
u2
〉) {
exp
(
α2 〈u(t)u(0)〉)− 1}
− 4 (c(t))
(
B(2)nm
)
exp
(
2.5α2
〈
u2
〉) {
exp
(
2α2 〈u(t)u(0)〉)− 1}]
(18)
where the terms a(j)(t) and c(t) are the bound to continuum matrix elements, for which a general expression can
be obtained as:22
a(j)(t) =
∫ ∞
0
d exp(−iωnt)
(
B(j)n
)2
(19)
c(t) =
∫ ∞
0
d exp(−iωnt)
(
B(1)n B
(2)
n
)
(20)
III. PDOS of Defective Carbon Surfaces
The PDOS is calculated using the LAMMPS Molecular Dynamics (MD) software27 through the determination of
the velocity autocorrelation function.
g(ω) =
∫
< v(t).v(0) >
< v(0)2 >
eiωtdt (21)
The ReaxFF inter-atomic potential is used to describe the C-C, C-O, and C-N interactions. ReaxFF potential is an
empirical potential with a general form for various types of forces.28
Esystem = Ebond + Eover + Eunder + Eval + Epen + Etors + Econj + EvdWaals + ECoulomb. (22)
The various parameters within this form are parameterized against an extensive quantum chemical database. The
value of the parameters used in this study are taken from Shin et al.29 The C-C bond parameters used in this work were
recently re-parameterized to better capture the properties of the solid carbon phase.30 The ReaxFF potential and the
corresponding set of parameters were chosen because they can capture both short and long range bonds within solid
carbon31 as well as the reactive interaction between the carbon and adsorbate atoms.32
Figure 2: Schematic illustration of the side view of the lattice with an etch pit and random surface roughness.
The effect of the presence of etch pits along with random surface roughness on the PDOS is studied. The etch pits
are formed due to oxidation processes and are ellipsoidal in shape.33 These etch pits are characterized based on the
depth (or height H) and diameter of the ellipsoid as shown in Fig. 2. The diameter of these etch pits are usually much
higher than the height (or depth). This is because the oxidation along the lateral direction is much faster than along the
normal direction.33 These etch pits are directly obtained in MD by removing the atoms within the ellipsoidal region
of pristine graphite lattice. The values of D and H are chosen to emulate the D:H ratio found in the experiments.
The random surface defects are present on engineering materials due to a wide variety of reasons such as manufac-
turing defects, irradiation damage, etc. Within the MD simulations, these regions are created on the graphite carbon
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by irradiation with low energy ions. The surface defects are characterized based on the depth (height H) of the de-
fective region and the areal density (number of defects per unit area ρ) as shown in Fig. 2. Pristine graphite lattice is
bombarded with ions of different energies to obtain the desired defect configurations of different depths and densities.
Fig. 3 shows the effect of variation in the diameter and height of the etch pit. The surface roughness was kept
constant at H = 18 A˚ and ρ = 18 A˚−2. Additional modes at very low energies are also observed for the defective
surfaces. In general, the presence of surface roughness systematically shifts the PDOS modes from higher to lower
frequencies. However, additional densities at frequencies greater than the final peak of the pristine system are also
observed. This is most likely a result of the close packing of defects at certain regions. The presence of etch pits
tend to broaden the PDOS modes and more rounded peaks are observed. The PDOS is found to be insensitive to the
geometry of the etch pits resulting in very similar density of states for a wide range of D and H values.
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Figure 3: PDOS of carbon graphite surface with surface roughness and etch pit of (a) varying depths (heights) and (b)
varying diameters.
IV. Calculations
A. Determination of input parameters
There are three main inputs to the theoretical model described in the previous section: surface-adatom (Morse) po-
tential parameters, the phonon relaxation time, and the phonon density of states. The inter-atomic potential needs
to describe the interaction between the adatom and the entire surface and not a single surface atom. Such potential
parameters are not readily available in the literature. Further, these potential parameters are highly sensitive to the
configuration of the adatom on the surface. Thus, these parameters are calibrated by fitting the desorption rates from
this model to the values obtained from experimental data.12
The computation of the phonon relaxation time due to phonon interaction with various processes has been per-
formed for both pristine and defective graphite.34, 35, 36 Although the phonon relaxation time is a function of both
temperature and frequency, a single value for each pristine and defective lattice is used. The phonon density of states
as computed in the previous section is directly used for the calculations within the theoretical model. It is important to
note that this PDOS is based on a graphitic carbon lattice (with an intra-layer atomic spacing of 1.42 A˚ and inter-layer
spacing of 3.35 A˚), while the desorption rates were developed for a vitreous carbon system. The phonon density of
states for the vitreous carbon is expected to be different from that of the graphitic surface. Thus, the calibration of the
interatomic Morse potential parameters are required in order to match the experimental results with the PID model.
The Morse potential parameters for each of the three different adatom configuration of O{a}, CO{a}, and CO{b}
are calibrated by fitting the corresponding experimental desorption rates constants with those obtained from the the-
oretical model. For this calibration, the phonon density of states and phonon relaxation times corresponding to the
pristine carbon system are employed. This is justified from the fact that the SEM images of the carbon sample obtained
pre and post experiments showed negligible differences. Thus, it is postulated that due to the low input flux of oxygen,
the carbon sample remains (nearly) topographically pristine throughout the experiments.
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B. Desorption rates for defective systems
The interaction potential is expected to be sensitive to the configuration of the adatom on the surface and less sensitive
to the surface configuration around the adatom. Thus, in this study, the Morse potential parameters obtained using
the pristine system are used to compute the rate constants for the defective system. The phonon density of states is
directly obtained for the case of etch pits with random surface roughness with the defect configuration described in
the previous section. Finally, the phonon relaxation time for the defective system is obtained using the parameters
presented in Ref. 34. For the phonon relaxation, the Gaussian model is used instead of the Lorentzian following the
recommendation of Hood et al.26 They observed that the transition rates predicted by the Lorentzian model were
anomalously large, which is an artifact of the slower decay. Thus, the Gaussian model was used in all calculations.
V. Results and Discussion
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Figure 4: Rate constants for (a) O{a}, (b) CO{a}, and (c) CO{b} adatom systems from experiments12 and theoretical
model with a pristine carbon lattice.
The process of obtaining the Morse potential parameters by fitting the desorption rate constants of the pristine
system is performed using least square method over the temperature range of interest. Fig. 4 presents the experimental
and fitted rate constants for all the three adatom systems: O{a}, CO{a}, and CO{b}. The logarithm of the desorption
rate constants are plotted against the inverse temperature. The experimental rate constants follow an Arrhenius form
and thus forms a straight line. It is observed that the model predicts rate constants that deviate from the Arrhenius
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Figure 5: (a) Bound to bound and (b) bound to continuum transition rates between nearest neighbor oscillator states
Wn→n+1 vs bound state for the CO{b} adatom system with a pristine carbon lattice.
form especially at the lower temperatures, which is consistent with the results of Hood et al.26 Nevertheless, good
agreement is observed between the model (fitted) and experimental rate constants. As mentioned previously, these
calculations were performed assuming a pristine lattice system. The CO{b} adatom has the strongest bond with the
surface and therefore the lowest desorption rate, while O{a} has the highest desorption rate.
In order to further analyze the system, the transition rates (logarithm) between nearest neighbor oscillator states
Wn→n+1 are plotted against the initial state n for the CO{b} system. Fig. 5 (a) shows the bound to bound transition
rates, while the bound to continuum transition rates are presented in Fig. 5 (b). The transition rates initially increases
with the bound state n as the energy spacing between the levels decrease. At higher energy states, the transition rates
reach a peak and then plateaus.
Next, the transition and desorption rates are computed and analyzed for a defective system. The phonon density
of states computed in the previous chapter along with the phonon relaxation time for the defective system is used.
Fig. 6 presents the rate constants of the defective system for all the three adatom systems: O{a}, CO{a}, and CO{b}.
The experimental and fitted rate constants are also plotted for comparison. As expected, the rate constants for the
defective system are consistently lower compared to the pristine system for all the three adatom configurations. Due
to the presence of the defects, the phonons are increasingly scattered,37, 38, 39 thus reducing the energy transferred to
the adatom leading to lower desorption rates. This effect is increasingly observed at higher temperatures, where there
is a larger population of high energy phonons for the pristine system. The presence of defects scatters these phonons
to lower energies, thus reducing the energy transfer to the adatom and lower desorption rates. The desorption rates
for each of the system shows an order of magnitude decrease with the strongly bound CO{b} system exhibiting the
greatest reduction in the desorption rates consistent with the above reasoning.
Finally, the transition rates with the pristine and defective carbon lattice for the CO{b} system is shown in Fig. 7.
Both the bound-bound and bound-continuum transition rates between nearest neighbor oscillator states Wn→n+1 are
plotted against the initial state n. The transition rates for the defective system are consistently lower than the pristine
system, consistent with the observations of the desorption rates. The disparity is more significant at lower initial states
where the spacing between the energy levels is higher.
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Figure 6: Rate constants for (a) O{a}, (b) CO{a}, and (c) CO{b} adatom systems from experiments12 and theoretical
model with a pristine and defective carbon lattice.
VI. Conclusions
A rigorous theoretical model based on the interaction of the adsorbed atoms/molecules with the phonon bath at the
surface is used to describe the desorption process of the adsorbates. The interaction of the adsorbate with the surface
phonons is explicitly captured by using the PDOS of the surface. The adsorbate-surface interaction is represented using
a Morse potential, which allows for the desorption process (transition from bound to free state) to be directly modeled
as the interaction energy reaches beyond a threshold level described by the potential. This model is one-dimensional
and considers the interaction only along the surface normal direction. The coupling of the adsorbate with the phonon
bath results in adsorbate-surface bond to jump within the interaction energy ladder. Both mono- and multi-quantum
jumps are considered within this framework. The desorption process is treated as a Markoffian process and a first
order Master equation is used to derive the final rate constant.
This model was used to compute the transition and desorption rates for both pristine and defective systems. The
phonon density of states for both the pristine and defective systems are obtained directly from MD calculations.
Mathissen’s rule is used to compute the phonon relaxation time for pristine and defective systems based on the phonon
scattering times for each of the different scattering processes. First, the desorption rates of the pristine system is
fitted against the experimental values to obtain the Morse potential parameters for each of the three observed adatoms:
O{a}, CO{a}, and CO{b}. These Morse potential parameters are used along with the defective PDOS and phonon
relaxation time to compute the desorption rates for the defective system. The defective system rates (both transition and
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Figure 7: (a) Bound to bound and (b) bound to continuum transition rates between nearest neighbor oscillator states
Wn→n+1 vs bound state for the CO{b} adatom system for a pristine and defective carbon lattice.
desorption) were consistently lower in comparison with pristine system. This is a result of additional phonon scattering
due to the presence of the defects leading to lower energy transfer to the adatom. The difference between the transition
rates is more significant at lower initial states due to higher energy spacing between the levels. In the case of the
desorption rates, the difference between the defective and pristine system is more significant at higher temperatures. A
larger population of higher energy phonons which is present in the pristine system at higher temperatures are scattered
due to the defects resulting in the greater disparity. The desorption rates for each of the system shows an order of
magnitude decrease with the strongly bound CO{b} system exhibiting the greatest reduction in the desorption rates.
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