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- skalar
P Positiv definite, symmetrische Matrix der
linearen Lyapunov-Gleichung
- div.
p Anzahl der Elemente des Vektors unbe-
kannter Parameter Θ
- skalar
p Rollrate 1/s skalar
q¯ Staudruck, dynamischer Druck kg/m/s2 skalar
Q Positive definite, symmetrische Matrix der
linearen Lyapunov-Gleichung
- div.
ρ Korrelationskoeffizient - skalar
Q Seitenkraft im aerodynamischen System N skalar
q Nickrate 1/s skalar
Qi Wichtungsparameter der Optimierungs-
funktion
- skalar
r, r (Vektorieller) relativer Grad - div.
r Gierrate 1/s skalar
T Trägheitstensor kg·m2 3x3
T Zeit s skalar
T Zeitschrittweite s skalar
t Zeit s skalar
T0 Periodendauer s skalar
Ti Schubkraft in der vom Index angegebenen
Koordinatenrichtung
N skalar
u Eingangs-, Steuervektor div. nx1
U Umdrehungen pro Minute 1/min skalar
u Steuergröße div. skalar
u x-Komponente der Geschwindigkeit m/s skalar
V Wichtungsmatrix der Eingangsebene ei-
nes neuronalen Netzes
- n2xn1
V Geschwindigkeitsvektor m/s 3x1
v y-Komponente der Geschwindigkeit m/s skalar
Symbolverzeichnis xiii
W Wichtungsmatrix der Ausgangsebene ei-
nes neuronalen Netzes
- n3xn2
w Wichtungsfaktoren der Ausgangsebene
bei einem neuronalen Netz
- skalar
w z-Komponente der Geschwindigkeit m/s skalar
X Regressorenmatrix mxn
x Vektor der Positionskoordinaten im geo-
dätischen System
m 3x1
x Zustandsvektor div. nx1
x Position in x-Koordinatenrichtung im geo-
dätischen System
m skalar
Y Regressandenvektor mx1
y Ausgangs-, Ausgabevektor div. nx1
y Vektor der abhängigen Variablen div. nx1
y Abhängige Variable div. skalar
y Position in y-Koordinatenrichtung im geo-
dätischen System
m skalar
Z Zusammenfassung der Wichtungsmatri-
zen eines neuronalen Netzes
-
z Position in z-Koordinatenrichtung im geo-
dätischen System
m skalar
Griechische Buchstaben
Symbol Beschreibung Einheit Dimension
α Anstellwinkel - skalar
β Schiebewinkel - skalar
γ Bahnneigungswinkel - skalar
ΓV Diagonalmatrix mit Lernraten für die
Ausgangsgewichte eines neuronalen Net-
zes
- n2xn2
ΓW Diagonalmatrix mit Lernraten für die Ein-
gangsgewichte eines neuronalen Netzes
- n3xn3
∆t Zeitschrittweite s skalar
δ Kommandowert div. skalar
∆ Modellfehler der E/A-Linearisierung div. div.
ε,  (Vektor der) Gleichungsfehler div. nx1
ζ Seitenruderausschlagswinkel - skalar
η Höhenruderausschlagswinkel - skalar
η Teilzustandsvektor nach der E/A-
Linearisierung; Anteil der internen
Dynamik des transformierten Systems
div. div.
Θ Nicklagewinkel - skalar
Θ unbekannter Parameter div. skalar
xiv Symbolverzeichnis
Θ Vektor der unbekannten Parameter div. nx1
λ Auslegungsparameter der Lerngesetze ei-
nes neuronalen Netzes
- skalar
λ Eigenwert der Bewegungsform - skalar
µ Mittelwert - skalar
µk Bahnhängewinkel - skalar
ν0 Bias, Auslöseschwelle eines neuronalen
Netzes
- skalar
ν, ν (Vektor der) Eingangs-, Dendritenge-
wicht(e) eines neuronalen Netzes
- div
ξ Teilzustandsvektor nach der E/A-
Linearisierung; Anteil, der die linearisierte
E/A-Dynamik beschreibt
div. div.
ξ Querruderausschlagswinkel - skalar
ρ Luftdichte kg/m3 skalar
σ Abklingkoeffizient − skalar
σ, σ (Vektor der) Aktivierungs-/Basis-
funktion(en) eines neuronalen Netzes
- div.
σ, σ (Vektor der) Standardabweichung(en) div. div.
σ2, σ2 (Vektor der) Varianz(en) div. div.
Φ Hängewinkel - skalar
Φ Vektor der Eulerwinkel - 3x1
Φ Funktion zur Koordinatentransformation
z = Φ (x)
div. div.
χ Bahnazimutwinkel - skalar
χ Vektor der Regelabweichungen div. nx1
ω0 Eigenfrequenz 1/s skalar
Ψ Steuerkurswinkel - skalar
ω Kreisfrequenz 1/s skalar
Ω Vektor der Drehgeschwindigkeiten 1/s 3x1
AbkÃ¼rzungen
Symbol Beschreibung Einheit Dimension
A/D Analog/Digital
AS Anstellwinkelschwingung
ATTAS Advanced Technologies Testing Aircraft
System
CMOS Complementary Metal Oxide Semicon-
ductor
DATCOM USAF Stability and Control Data Com-
pendium
DF Drachenflugzeug
DI Dynamische Inversion
Symbolverzeichnis xv
DIN Deutsches Institut für Normung e. V.
DLR Deutsches Zentrum für Luft- und Raum-
fahrt e.V.
DNW Deutsch-Niederländische Windkanäle
Do Dornier
DSP Digitaler Signalprozessor
E/A Eingang/Ausgang
ELAC Elliptische-Auftriebs-Configuration
FD Lehrstuhl für Flugdynamik
FIBUS Forschungsinstitut für Bildverarbeitung,
Umwelttechnik & Strömungsmechanik
FL Feedback-Linearisation
FPN Fixed Pattern Noise
FPS Frames Per Second 1/s skalar
FTR Fourier-Transformations-Regression
Garteur Group for Aeronautical Research and
Technology in Europe
GIA Geodätisches Institut der RWTH Aachen
GUI Graphical User Interface
HARV High-Angle-of-Attack Research Vehicle
HF Hochfrequenz
HL High-Level
ILB Institut für Leichtbau
Im Imaginärteil 1/s skalar
LiPo Lithium-Polymer-Akku
MATLAB Matrix Laboratory
MEMS Micro-Electro-Mechanical System
MIMO Multi Input Multi Output
NASA National Aeronautics and Space Adminis-
tration
NF Nurflügler
NGK Niedergeschwindigkeitskanal
NN Neuronales Netz
Onera Office National d Etudes et Recherches
Aérospatiales
PCH Pseudo Control Hedging
Ph Phygoide
PHIDIAS Photogrammetrisches Interaktives Digita-
les Auswerte-System
PPC Power-PC
PPM Pulsphasenmoduliert
PT1 Tiefpass erster Ordnung
PT2 Tiefpass zweiter Ordnung
PWM Pulsweitenmoduliert
RB Rollbewegung
RC Radio Controlled
xvi Symbolverzeichnis
Re Realteil 1/s skalar
RISC Reduced Instruction Set Computing
RLS Recursive-Least-Square
RPM Revolutions Per Minute, Drehzahl 1/min skalar
RTI Real-Time-Interface
RTW Real-Time-Workshop
RWTH Rheinisch-Westfälische Technische Hoch-
schule
SDRAM Synchronous Dynamic Random Access
Memory
SISO Single Input Single Output
SP Spirale
STOL Short Take Off and Landing
SVD Singular Value Decomposition
UAV Unmanned Aerial Vehicle
USAF United States Air Force
VORLAX Generalized Vortex Lattice Program
VTOL Vertical Take Off and Landing
(Hochgestellte) Indizes
Symbol Beschreibung Einheit Dimension
ˆ Größe, welche für die E/A-Linearisierung
des Modells herangezogen wird
˜ Aktuelle Wichtungsmatrix eines neurona-
len Netzes
˜ Größe im Frequenzbereich
∗ optimale Wichtungsmatrix eines neurona-
len Netzes
f Differentiation im flugzeugfesten Koordi-
natensystem
f Differentiation im flugzeugfesten System
g Differentiation im geodätischen Koordina-
tensystem
g Differentiation im geodätischen System
Indizes
Symbol Beschreibung Einheit Dimension
0 Wert am Auslegungspunkt, Startwert
1123 Wert des 1123-Manövers
A Aerodynamische Größe
Symbolverzeichnis xvii
a Größe im aerodynamischen Koordinaten-
system
a Wert der Abstandsregelung
b Wert der Bahndynamik
Γ Referenzmodell der Abstandsregelung
c Kommandowert
DBLT Wert des Dublettenmanövers
DC Dynamic Compensator
f Größe im flugzeugfesten Koordinatensys-
tem
Λ Referenzmodell der Bahndynamik
K Bahngröße
k Größe im bahnfesten Koordinatensystem
l Wert der Lagedynamik
LB Wert der Längsbewegung
r Wert der Rotationsdynamik
R Referenzverlauf
RB Wert der Rollbewegung
SB Wert der Seitenbewegung
W Windgröße
• Für alle physikalischen Größen werden SI-Einheiten verwendet.
• Physikalische Vektoren und Matrizen werden durch Fettschrift gekennzeichnet.
• Soweit nicht explizit anders gekennzeichnet wird das flugzeugfeste Koordina-
tensystem nach DIN 9300 [18], Stand Oktober 1990, verwendet. Alle Begriffe,
Größen und Formelzeichen der Flugmechanik richten sich ebenfalls nach DIN
9300. Nicht in dieser Norm definierten Größen und Formelzeichen der Flug
richten sich nach Brockhaus [10].
• Begriffe sowie Darstellungen die Regelungs- und Steuerungstechnik betreffend
richten sich nach DIN 19226 [19], Stand Februar 1994.
1 Einleitung
1.1 Stand der Technik
Zur Gewinnung notwendiger aerodynamischer und flugmechanischer Kenngrößen
von Fluggeräten stehen verschiedene theoretische Methoden und Experimentaltech-
niken zur Verfügung. Zwar erlaubt die Weiterentwicklung numerischer Verfahren
einen immer besseren Einblick in die Strömungsverhältnisse. Ihre Anwendung je-
doch ist bei komplexen Konfigurationen und in einem Prozessstadium, in welchem
mit Konfigurationsänderungen gerechnet werden muss, sehr zeit- und kostenintensiv.
Der Einsatz experimenteller Techniken zur Datengewinnung, und sei es auch nur
zur Validierung der numerischen Daten, ist daher unerlässlich. Zur Beurteilung der
statischen und dynamischen Eigenschaften von Fluggeräten werden, neben einigen
Sonderformen, meist Flugversuche und Windkanalexperimente durchgeführt, die im
Folgenden kurz vorgestellt werden. All diesen ist gemein, dass sie meist erst zu ei-
nem späten Entwicklungszeitpunkt zur Anwendung kommen, wodurch notwendig
werdende Konfigurationsänderungen nur noch durch einen hohen Kosten- und Zeit-
aufwand möglich sind.
1.1.1 Freiflugversuche
Freiflugversuche dienen der Untersuchung von Flugeigenschaften und -leistungen
unter realen Bedingungen. Sie können mit bemannten oder unbemannten Fluggerä-
ten durchgeführt werden. Der Einsatz von maßstäblich herunterskalierten Modellen
macht jedoch, neben der Einhaltung der geometrischen, auch die Einhaltung der
dynamischen Ähnlichkeit erforderlich, damit die Ergebnisse unter Berücksichtigung
von Ähnlichkeitsgesetzen auf das Original übertragen werden können.
Die Versuchsträger sind mit Sensoren ausgestattet, mit denen Informationen über
Position, Lage, Geschwindigkeiten, Beschleunigungen, Anströmbedingungen, Steu-
erflächenausschlag, Antrieb usw. erfasst werden. Durch geeignete Steuerausschläge
wird die Dynamik des Fluggerätes angeregt und das Zeitverhalten erfasst [86]. Abb.
1.1 zeigt beispielhaft die Ausstattung eines Segelflugzeuges zur Identifizierung.
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Abb. 1.1: Messausrüstung eines Segelflugzeuges vom Typ ASK 21 zur Identifizie-
rung, aus [26]
Aus den Signalen, die an Bord gespeichert oder über eine Telemetrie-Funkstrecke zur
Bodenstation übertragen werden, lassen sich mittels Identifizierungsalgorithmen die
aerodynamischen und flugmechanischen Kenngrößen ermitteln [4], [35], [43]. Können
die Daten in Echtzeit ausgewertet werden, so ist es möglich, direkt auf den laufenden
Versuchsablauf Einfluss zu nehmen und somit z. B. die Manöver anzupassen [60].
Da die Versuche in der freien Atmosphäre und unter Einsatz von Modellen zu-
dem meist in bodennahen Luftschichten durchgeführt werden, unterliegen sie al-
len hieraus resultierenden störenden Einflüssen, wie Turbulenzen, nicht konstan-
ten Anströmbedingungen usw., welche die Qualität der Messergebnisse beeinflus-
sen. Hierdurch ist es erforderlich, Versuchsabläufe mehrfach durchzuführen, um auf
der Grundlage statistisch gesicherter Daten Aussagen über die Eigenschaften und
Leistungen des Fluggerätes treffen zu können. Der damit verbundene zeitliche Auf-
wand sowie die hohen Anforderungen an die Messelektronik stellen einen großen
Kostenfaktor dar. Der Flugversuch findet daher häufig, wie bereits erwähnt, erst
zum Zeitpunkt einer weit vorangeschrittenen Entwicklung statt, so dass eventuell
erforderliche Änderungen am Fluggerät nur unter großem Aufwand zu realisieren
sind.
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1.1.2 Windkanalversuchstechnik
Die aerodynamischen und flugmechanischen Kenngrößen können durch die Anwen-
dung verschiedener Versuchstechniken in Windkanälen ermittelt werden. Hierbei
kommen Windkanäle zum Einsatz, die sich hinsichtlich ihrer Bauform, Größe und
ihres Geschwindigkeitsbereiches unterscheiden [5]. Die Auswahl des geeigneten Ka-
nals wird durch das zu untersuchende Fluggerät und die geforderte Präzision der
Messungen bestimmt.
Statische Kraft- und Momenten- sowie Druckverteilungsmessungen zur Bestimmung
relevanter Werte werden standardmäßig zumeist an befestigten Modellen durchge-
führt. Dynamische Beiwerte, wie sie sich aus der Bewegung des Modells relativ zur
Atmosphäre ergeben, werden durch diese Technik nicht erfasst. Hierzu ist es erfor-
derlich, das Modell zusätzlich durch die Strömung zu bewegen. Unterschieden wird
hier zwischen der freien und der erzwungenen Bewegung.
Messmethoden der freien Bewegung wurden in den 50er und 60er Jahren des 20.
Jahrhunderts entwickelt und haben sich seitdem nicht grundlegend geändert [82].
Ihr Vorteil liegt in dem prinzipiell einfachen Versuchsaufbau. Als nachteilig erweist
sich, dass nicht beliebige Schwingungsformen angeregt werden können. Abb. 1.2 zeigt
einen solchen Aufbau, bei dem das Modell um die Nickachse frei gelagert ist.
Abb. 1.2: ELAC Nickversuch, freie Bewegung, aus [4]
Dieser Nachteil wird durch Methoden kompensiert, die das Erzwingen von Bewe-
gungen möglich machen [68]. Sie sind in ihrem Aufbau komplex und kostenintensiv.
Als Beispiel sei hier der Model Positioning Mechanism (MPM) des DNW-NWB des
DLR-Braunschweig erwähnt, welcher eine Bewegung in sechs Freiheitsgraden zulässt
[8], [52], siehe Abb. 1.3.
4 1 Einleitung
Abb. 1.3: Der Model Positioning Mechanism (MPM), aus [8]
Nachteilig bleibt jedoch, dass aus der verbleibenden Fesselung des Modells nicht
unerhebliche Rückwirkungen auf seine Anströmung resultieren. Eine simultane Frei-
gabe aller sechs translatorischen und rotatorischen Freiheitsgrade ist zudem nicht
möglich.
1.1.3 Sonderformen von Versuchstechniken
Für spezielle Untersuchungen wurden Windkanäle und Versuchsmethoden entwi-
ckelt, die es erlauben, Modelle (nahezu) frei in der Strömung fliegen zu lassen und
somit die oben erwähnten Nachteile zu vermeiden. Ein Beispiel hierfür sind Tru-
delkanäle, in denen ein geübter Controller ein nicht angetriebenes oder gesteuertes
Modell mittels eines vorgegebenen Dralls in einen vertikalen Luftstrom einwirft [97].
In anderen Forschungseinrichtungen wird das Modell durch ein Katapult bzw. eine
Kanone abgeschossen, wie zum Beispiel im Free Flight Laboratory der Onera [17]
sowie im Ames Supersonic Free Flight Wind Tunnel [85]. Hier besteht jedoch keine
Möglichkeit, das Modell nach dem Abschuss zu steuern.
Kontrollierte Freiflüge in Windkanälen wurden z. B. im NASA Langley 30x60 ft
Windkanal [24] erprobt. Erste Tests zur Validierung dieser Technik wurden in den
1950er Jahren durchgeführt [87]. Es folgten weitere Freiflugversuche zu verschiede-
nen Themen [9], [14], [27]. Nach einer Renovierung des Kanals in den 1960er und
70er Jahren wurde die Freiflugversuchstechnik fest installiert. Sie wird bis heute ge-
nutzt. Weitere Freiflugtechniken, im Speziellen für VTOL- (Vertical Take Off and
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Landing) und STOL- (Short Take Off and Landing) Fluggeräte sind in [13] beschrie-
ben. Dazu gehören neben den Flugversuchen im Windkanal Versuche an Kränen
und Seilen.
Bei allen genannten Tests und Einrichtungen sind die Modelle zumeist nicht steuer-
bar oder über Kabel gesichert, wodurch sie nicht vollständig freigegeben sind. Des
Weiteren werden die Modelle wenn, dann von Hand gesteuert, wozu bis zu fünf
sehr geübte Bediener (vier für das Modell, einer für den Windkanal) nötig sind.Die
Identifizierung der Flugmanöver erfolgt zum einen durch nachträgliche Auswertung
von Videoaufnahmen des Fluggerätes. Zum anderen werden die Aufzeichnungen der
Steuereingaben der Controller und ggf. weiterer, im Flugmodell befindlicher Senso-
ren, analysiert.
Durch dieses Vorgehen ist eine exakte Bestimmung der aerodynamischen und flugme-
chanischen Kenngrößen nicht möglich. Es bleibt lediglich bei qualitativen Aussagen
über das Flugverhalten des Modells.
1.2 Ziel und Konzeption der Arbeit
Ziel dieser Arbeit ist die Entwicklung und Anwendung einer Methode und ihrer
Algorithmen zur Ermittlung der flugmechanischen Kenngrößen durch Windkanal-
Freiflugmessungen. Dafür sollen die Methoden und Möglichkeiten der Freiflugversu-
che mit jenen der Windkanalversuche kombiniert werden. Die Methode soll auf eine
Vielzahl verschiedener Fluggeräte und Windkanäle adaptierbar sein und bereits in
einer frühen Phase des Entwurfsprozesses eingesetzt werden können.
Aufgrund des ggf. nur geringen Vorwissens über die flugmechanischen Eigenschaften
des Modells muss die Online-Adaption der Identifizierungs- und Regelungsalgorith-
men, vor allem im Fall des Reglers, über eine sehr hohe Anpassungsgeschwindigkeit
verfügen.
Validierungsversuche der Methode sollen am Beispiel eines Fluggerätes im Windka-
nal des Lehrstuhls für Flugdynamik erfolgen.
Zur Methodenentwicklung wird der gesamte Prozess in einer MATLAB/Simulink-
Umgebung aufgebaut. Die Simulationsumgebung basiert auf einer generischen Sechs-
Freiheitsgrad-Simulation, sowie einer, ebenfalls am Lehrstuhl für Flugdynamik reali-
sierten Bibliothek der gebräuchlichsten Komponenten für die Simulation und Rege-
lung von Luftfahrzeugen. Hierdurch wird ein einfacher Austausch von Umgebungs-
parametern, wie etwa Fluggerät, Windkanal, Sensoren usw., und die sich daraus
ergebende Anpassung an die benötigten Einstellungen der Algorithmen garantiert.
Durch simulierte Variation einzelner Einflussfaktoren der Teilsysteme lassen sich
somit auch die Stabilität sowie die Abhängigkeit des Messverfahrens von diesen er-
mitteln.
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Zu diesem Zweck wird das Verhalten der verschiedenen, teilweise noch auszuwäh-
lenden oder zu konstruierenden Komponenten modelliert und hiernach zu einer Ge-
samtsimulation zusammengeführt. Zur Auswahl geeigneter Hardware-Komponenten
sowie zur Datengewinnung für die Modellierung sind verschiedene Prüfstände, Sen-
soren sowie numerische und halbempirische Methoden vorhanden.
Für die Untersuchung der Robustheit der Methode werden die aerodynamischen
Datensätze verschiedener Fluggeräte mittels numerischer und Handbuchmethoden
erzeugt. Die Daten des Fluggerätes, welches zur Validierung der Methode realisiert
werden soll, werden zusätzlich mittels statischer Windkanalmessungen möglichst ge-
nau bestimmt. So ist es möglich, einen späteren Vergleich zwischen diesen Messungen
und den Ergebnissen der Identifizierung durchführen und die Methode somit einer
Bewertung unterziehen zu können.
Die Eigenschaften der Windkanalströmung des Windkanals des Lehrstuhls für Flug-
dynamik werden anhand verschiedener Messmethoden bestimmt und modelliert.
Diese Modellierung der ermittelten Einflüsse erfolgt modular, um deren Einfluss auf
die Methode getrennt untersuchen zu können.
Zur Bestimmung der Zustandsgrößen können verschiedene Sensoren verwendet wer-
den, welche sich sowohl im als auch außerhalb des Fluggerätes befinden können.
Dabei ist Letzteres von Vorteil und hier sehr einfach möglich, da sich die Flugge-
räte in einem nur stark beschränkten Raum bewegen. Andernfalls müssten für das
jeweils zu vermessende Modell Sensoren bereitgestellt und integriert werden. Auf-
grund der vorhandenen Platz- und Gewichtsbeschränkungen wäre dabei nur eine
MEMS-Lösung möglich, wodurch sich Nachteile in der Genauigkeit und/oder ein
hoher Aufwand zur Stützung der Sensorsignale ergeben.
Aus diesen Gründen kommt ein Stereo-Kamerasystem zur 3D-Markerverfolgung zum
Einsatz, welches vom Institut für Leichtbau (ILB) der RWTH Aachen für das Vor-
haben zur Verfügung gestellt wird.
Die Prozesssteuerung und -regelung wird durch eine Echtzeitumgebung realisiert, die
am Lehrstuhl vorhanden ist. Der zuvor in MATLAB/Simulink realisierte Prozess
kann mittels Compilern übertragen werden. Zur Steuerung wird die Möglichkeit
genutzt, Grafische User Interfaces (GUI) zu realisieren.
Eine ausführliche Darstellung der hier beschriebenen Komponentenauswahl und der
nachfolgenden Modellierung und Simulation ist Bestandteil des Kapitels 2.
Nachdem alle Teilsysteme entwickelt und ihre Modellierung zu einer Gesamtsimu-
lation zusammengefügt wurde, werden die Algorithmen zur Regelung und zur Pa-
rameteridentifizierung erstellt und implementiert. Eine ausführliche Beschreibung
dieser Arbeiten ist Bestandteil der Kapitel 3 und 4.
Die größten Herausforderungen bei der Auswahl und Umsetzung der Algorithmen
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stellen deren benötigte Adaptionsfähigkeit sowie die hohe Agilität und das hochgra-
dig nichtlineare Verhalten solch kleiner Fluggeräte dar.
Die Identifizierungsmanöver werden durch einen adaptiven Identifizierungsalgorith-
mus in Echtzeit ausgeführt. Nach einem moderaten Startmanöver, welches vom
Anwender festgelegt wird, wird dieses ausgewertet und, wenn nötig, so lange ad-
aptiert, bis es die Eigenbewegungsform des Fluggerätes optimal anregt. Als Algo-
rithmus wird ein erweitertes Recursive-Least-Squares-Verfahren (RLS), die Fourier-
Transformations-Regression (FTR), eingesetzt. Dieses basiert auf einem Least-Squares-
Ansatz, welcher im Frequenzbereich mittels einer Fourier-Transformation ausgeführt
wird.
Auch, wenn hier aufgrund der knappen Ressourcen, wie der Rechenzeit, nur ein
linearisiertes Modell Anwendung findet, können damit die dynamischen Eigenschaf-
ten gut identifiziert und eine „optimale“ Anregung gefunden werden. Dies und wei-
tere Einschränkungen im Echtzeitbetrieb führen jedoch dazu, dass sich nicht alle
Möglichkeiten der Identifizierung nutzen lassen, weshalb nach den Messungen eine
Offline-Identifizierung durchgeführt wird. Aufgrund des Sensorkonzeptes sind Drift
und Bias in den Signalen nicht zu erwarten, so dass hier ein Gleichungsfehlerverfah-
ren ausreichend ist.
Die verwendete Regelung hat die Aufgabe, das Fluggerät nach einem Identifizie-
rungsmanöver in eine vorgegebene Position im Windkanal zu führen und dort zu
trimmen. Zusätzlich übernimmt der Regler das Fluggerät, sobald sich dieses dem
Freistrahlrand nähert, und versucht, es zurück in die Mitte der Strömung zu führen.
Da bei der Auslegung des Regelungssystems schnell deutlich wurde, dass lineare
Regler hier an ihre Grenzen stoßen, wurde die dynamische Inversion ausgewählt.
Die dynamische Inversion bietet als expliziter Regler eine einfache Adaption an ver-
schiedene Fluggeräte und Umgebungen. Des Weiteren wird das Pseudo Control Hed-
ging eingesetzt. Dieses vermeidet zum einen das Einlaufen in nichtlineare Raten-
und Ausschlagsbegrenzungen, die z. B. durch die Aufladung von Integratoren die
Stabilität des Systems negativ beeinflussen können. Zum anderen können mit dem
Einsatz des Pseudo Control Hedgings die Invertierung der Stelldynamik und die da-
mit verbundene Erhöhung des Systemgrades umgangen werden. Da die dynamische
Inversion keine große Robustheit gegenüber Parameterungenauigkeiten aufweist, wie
sie gerade in diesem Fall vorhanden sind, werden zusätzliche adaptive Terme in Form
von neuronalen Netzen integriert.
Nach der Integration der Identifizierung sowie des Reglers in die Gesamtsimulation
erfolgt in Kapitel 5 eine Funktionsuntersuchung und Bewertung dieser beiden Kom-
ponenten. Hiernach werden die durchgeführten Validierungsversuche im Windkanal
und eventuell notwendige Änderungen oder Erweiterungen diskutiert.
Den Schluss der Arbeit bildet Kapitel 6 mit einer Zusammenfassung und einem
kritischen Ausblick.
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2 Modellierung und Simulation
Um den Prozess simulieren und eine Auswahl geeigneter Hardware-Komponenten
treffen zu können, muss das Verhalten dieser modelliert werden. Abb. 2.1 zeigt einen
schematischen Aufbau des Prozesses. Im folgenden Kapitel wird zunächst auf die
Auswahl, Modellierung und Simulation von Einzelkomponenten und deren Ober-
gruppen eingegangen. Anschließend wird der Prozess der Zusammenführung dieser
Teilsimulationen in eine Gesamtsimulation erläutert. Hierauf folgen in den weiteren
Kapiteln die Arbeiten zur Erstellung der Identifizierungs- und Regelungskomponen-
ten, welche ebenfalls in die Gesamtsimulation integriert werden.
35-MHz-
Empfänger
Aktuatoren
Antrieb
Potis
Hall-Sensor
Akkumulator
Bordrechner 868-MHz-Downlink
868-MHz-
Downlink
Echtzeit-
Hardware
PCKamera-PC
Kameras35-MHz-Sender
Fluggerät
Bodenstation
Windkanal + Startvorrichtung
Abb. 2.1: Schematischer Aufbau des Prozesses
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2.1 Fluggeräte und deren Komponenten
Auch wenn ein solches Fluggerät gegenüber einem manntragenden, motorgetriebe-
nen eine deutlich niedrigere Komplexität aufweist, ergeben sich doch einige wesent-
liche Probleme. Dies betrifft einerseits die Aerodynamik kleiner Reynoldszahlen und
die deutlich höhere Interaktion der Komponenten (z. B. Propellerstrahl auf Druck-
verteilung des Hauptflügels) sowie andererseits die Miniaturisierung der Komponen-
ten und eine damit verbundene geringere Qualität.
Bei der Konzeption, Auslegung und Realisierung der Fluggeräte konnte auf langjäh-
rige Erfahrungen zurück gegriffen werden, siehe etwa [65], [66], [67], [69], [70], [73],
[75] und [76]. Des Weiteren sind verschiedene Komponenten sowie Versuchsstände
vorhanden.
2.1.1 Fluggeräteentwicklung
Ziel ist es, Flugmodelle für die Realisierung der Methode im Windkanal zu entwi-
ckeln. Die Anforderungen an die Fluggeräte, und somit auch an deren Komponenten,
ergeben sich primär aus den Randbedingungen des Windkanals und können folgen-
dermaßen zusammengefasst werden:
• Auslegungsgeschwindigkeit kleiner 19 m/s (aufgrund des Windkanals)
• Spannweite nicht größer als 30 cm (aufgrund des Windkanals)
• Gute Flugleistung (lange Flugzeit mit akzeptablem Gleitwinkel)
• Eigenstabiles Flugverhalten, variable Schwerpunktslage
• Ausreichende natürliche Dämpfung der Eigenbewegungen
• Möglichkeit zur ausreichenden Anregung der Eigenbewegungsformen
• Reproduzierbare Flugmodelle in einfacher Bauweise
• Integrierte Startvorrichtung
• Großer Geschwindigkeitsbereich
Auf Basis der oben genannten Anforderungen wurden zwei Fluggeräte, ein Nurflügler
sowie ein Fluggerät in Drachenflugkonfiguration, entwickelt, siehe Abb. 2.2. Eine
ausführliche Beschreibung des Auslegungsprozesses ist in [77] zu finden.
Aufgrund der deutlich besseren Flugleistungen und unkritischeren Flugeigenschaf-
ten wird für die Flugversuche nur die Drachenkonfiguration genutzt, der Nurflügler
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findet jedoch seinen Einsatz zur Validierung der Methoden durch Simulationsversu-
che. Weitere Ansichten des Drachenflugzeuges enthält der Anhang, siehe Abb. A.3.
(a) (b)
Abb. 2.2: Ansichten der realisierten Fluggeräte: (a) Drachenflugzeug (b) Nurflügler
Zusätzlich zu den beiden ausgelegten Fluggeräten wird für die Überprüfung der
Eigenschaften der Identifizierung und der Regelung ein Datensatz einer Do 328 ge-
nutzt, welcher am Lehrstuhl für Flugdynamik aufgebaut wurde. Während es sich
bei dem Nurflügler um ein sowohl dynamisch als auch hinsichtlich seiner Masse und
Abmaße ähnliches Modell wie das Drachenflugzeug handelt, so ist dies bei der Do
328 nicht der Fall, siehe auch Abb. A.4 im Anhang.
Die Ausrüstung der Flugmodelle ist in beiden Fällen identisch und in Tab. 2.1 in-
klusive Massen aufgelistet. Inklusive Struktur und Verbindungselemente (Kabel, Ge-
stänge, Klebstoffe) ergibt sich damit für das Drachenflugzeug ein Gesamtgewicht von
139 Gramm.
Komponente Bezeichnung Hersteller Masse
Motor macroREX 220-3-3200 Flyware 11 g
Drehzahlregler Phoenix-10 Castle Creations 8 g
Akkumulator SAE-2/480 Saehan (LiPo) 26 g
Empfänger nano6K Becker 8 g
Telemetrie BT58 S STE 4 g
Bordrechner (mit Spannungswandler) Eigenentwicklung 6 g
Aktuatoren (3) S3153 Futaba 30 g
Potentiometer (3) SMD 12 SV01 Murata Manufacturing 2 g
Drehzahl-Sensor TLE 4905 L Siemens 2 g
Summe 97 g
Tab. 2.1: Ausrüstungskomponenten und deren Masse
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2.1.2 Flugmechanische Eigenschaften der Versuchsträger
Die aerodynamischen und flugmechanischen Kenngrößen wurden in der Vorausle-
gung mittels numerischer und halbempirischer Verfahren, wie dem USAF Stability
and Control Data Compendium, kurz Digital DATCOM [25], XFLR5 [15] sowie
VORLAX [57], ermittelt. Des Weiteren existieren am Lehrstuhl für Flugdynamik
Korrekturfaktoren für Digital DATCOM, welche sich aufgrund von Vergleichsmes-
sungen zwischen Windkanalmessungen und Digital DATCOM-Berechnungen von
verschiedenen MAV-Konfigurationen ergeben. Nach der Auslegung erfolgten Frei-
flugversuche mit dem Drachenflugzeug zur subjektiven Validierung der Auslegung.
Zusätzlich wurden statische Windkanalversuche mit dem Drachenflugzeug mit und
ohne Antrieb durchgeführt [94]. Aufgrund der gewählten Aufhängung des Modells
kam es jedoch zu Störungen in der Umströmung des Höhenruders, wodurch die Hö-
henrudereffektivität herabgesetzt und zugleich der Nickmomentenverlauf verfälscht
wurde. Außerdem ist der Datensatz aufgrund des nicht mittig eingebauten Aktua-
tors für die Querruderansteuerung, siehe Abb. 2.2, nicht mehr symmetrisch in der
x-z-Ebene. Außerdem war während der Messungen ein differenzierter Querruderaus-
schlag vorhanden, welcher hiernach korrigiert wurde, da die Ruderwirksamkeit da-
durch zu stark herabgesetzt wurde.
Aufgrund dieser Einschränkungen im Windkanal-Datensatz wird für die später fol-
genden Simulationsrechnungen das numerische Modell genutzt. Begründet werden
kann die Wahl des numerischen Modells durch zwei Punkte: Zum einen die subjek-
tive Übereinstimmung zwischen den numerischen Daten und den Freiflugversuchen,
zum anderen durch die prinzipiellen Übereinstimmungen mit den Windkanaldaten.
Eine Übersicht des erzeugten aerodynamischen Datensatzes geben Tabellen A.3 und
A.4 im Anhang A.1.1. Diese Daten werden in Simulink mittels ein-, zwei oder mehr-
dimensionalen Kennfeldern hinterlegt, in denen durch Interpolation der aktuelle Zu-
standswert ermittelt wird.
Eigenbewegungsform Re [1/s] Im [1/s] f0, T [Hz,s] D [-]
AS -10.4834 16.1848 3.0691 0.54366
PH -0.0555 0.9607 0.1532 0.05767
TS -1.1259 12.3226 1.9694 0.09099
RB -9.0968 0.1100
SP -0.2738 3.6525
Tab. 2.2: Werte der Eigenbewegungsformen des Drachenflugzeuges bei 12.5m/s
Als Versuchsgeschwindigkeit wurde für das Drachenflugzeug sowie den Nurflügler
12.5m/s festgelegt. Für die Do 328 wurde 80 m/s gewählt. Die Bestimmung und
Auswertung der flugmechanischen Eigenschaften erfolgte mittels einer generischen
Sechs-Freiheitsgrade-Simulation, welche am Lehrstuhl für Flugdynamik entwickelt
wurde. Diese erlaubt eine komfortable GUI-basierte Bedienung und Auswertung
und ist auch Grundlage für die spätere Gesamtsimulation des Prozesses, siehe Kap.
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2.6. Ausgangspunkt der Analyse sind stationäre Trimmpunkte, welche nach unter-
schiedlichen Kriterien, wie etwa konstantem Gleitwinkel, konstantem Hänge- und
Schiebewinkel sowie Kurvenflügen, ermittelt werden können. Die genutzte Berech-
nungsmethode greift dabei nicht auf vereinfachte Gleichungsansätze zurück, sondern
sucht den Gleichgewichtspunkt des Simulink-Modelles.
Hiernach besteht die Möglichkeit der Analyse des Eigen-, Führungs- und Störver-
haltens sowie die Möglichkeit, die Simulation im Betriebspunkt zu linearisieren.Tab.
2.2 listet die daraus resultierenden Eigenwerte der Referenzkonfiguration auf, Abb.
A.2 im Anhang stellt diese graphisch dar. Die Werte des Nurflüglers sowie der Do
328 sind im Anhang in den Tabellen A.1, A.2 sowie in der Abb. A.1 und Abb. A.5
zu finden.
NF [10−5] DF [10−5] Do 328 [104]
Ixx 24.092 34.638 10.300
Iyy 26.276 52.719 15.800
Izz 48.192 83.519 24.000
Ixy 0.245 0.385 ≈ 0
Iyz 0.173 0.041 ≈ 0
Izx −2.517 −2.516 1.250
Tab. 2.3: Trägheitsmomente der Konfigurationen in [kg·m2]
Die Trägheitstensoren aller drei Fluggeräte wurden mittels des 3-D-CAD-Programms
SolidWorks ermittelt und sind in Tab. 2.3 zusammengefasst. Während der Schwer-
punkt der Do 328 aus dem Flughandbuch entnommen wurde, dienten SolidWorks
sowie die Freiflugversuchsergebnisse zur Bestimmung der Schwerpunkte des Dra-
chenflugzeuges und des Nurflüglers.
2.1.3 Aktuatoren
Zur Auswahl geeigneter Aktuatoren wurden ein Aktuatorprüfstand, der Frequenz-
gänge, Kennlinien und Sprungantworten bei verschiedenen Spannungen sowie Im-
pulswiederholungsraten ermitteln kann, sowie eine Datenbank bisher vermessener
Aktuatoren verwendet. Die aus den Messungen ermittelten Daten werden statis-
tisch gemittelt und das Verhalten des Aktuators wird als PT2-Element und mit
einer Totzeit jeweils mit variablen Parametern modelliert.
Die Wahl fiel auf den Aktuator Futaba S3153 nano digital als bestem Kompromiss
zwischen Größe, Masse und Stellgeschwindigkeit sowie -genauigkeit. Eine Abbildung
sowie technische Daten sind im Anhang, Abb. A.10 und Tab. A.9, zu finden.
Abb. 2.3 zeigt beispielhaft die Sprungantwort des Aktuators auf ein Sprungkom-
mando von 25°. Neben dem Kommando (u) sind die Antwort des Servos (yServo)
sowie die Modellierung (yPT2) abgebildet.
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Abb. 2.3: Sprungantwort des Aktuators auf ein Sprungkommando von 25°
2.1.4 Antrieb
Grundlage der Auswahl eines geeigneten Motors bildete eine Leistungsbilanz. Die
Wahl fiel dabei auf den macroREX 220-3-3200 der Firma Flyware. Eine Abbildung
sowie technische Daten sind wiederum im Anhang, Abb. A.9 und Tab. A.6, zu finden.
Zur Auswahl eines geeigneten Propellers wurden Windkanalvermessungen verschie-
dener Propeller mit diesem Motor durchgeführt und dabei mittels einer Sechs-
Komponenten-Waage die Kräfte und Momente aufgezeichnet. Ausgewählt wurde
ein GWS 4x4-Propeller.
Diese statischen Messdaten wurden durch Messungen mit einem Prüfstandsaufbau
im Windkanal erweitert. Dieser führt, ähnlich wie der Aktuatorprüfstand, dyna-
mische Messungen durch, um die Frequenzgänge, Kennlinien und Sprungantworten
bei verschiedenen Spannungen sowie Impulswiederholungsraten ermitteln zu kön-
nen. [47]. Auch hier wird das Verhalten als PT2-Element und variabler Totzeit mit
jeweils variablen Parametern modelliert. Abb. 2.4 zeigt beispielhaft die modellierten
Daten eines Sprungs des Stellkommandos des Antriebs von 25 % auf 80 %.
Es besteht somit die Möglichkeit, zwischen statischen Messdaten sowie der dynami-
schen Beschreibung zu wählen. In beiden Fällen werden die Daten in Kennfeldern
abgelegt, in welchen mittels Interpolation der aktuelle Wert ermittelt wird. Der Auf-
bau der Kennfelder und somit auch eine Zusammenstellung der ermittelten Daten
ist in den Tabellen A.7 sowie A.7 im Anhang A.8 aufgeführt.
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Abb. 2.4: Sprungantwort des Antriebs
2.1.5 Bordrechner und On-Board-Sensorik
Zur Identifizierung der flugmechanischen Kenngrößen müssen auch die Werte der
Stellgrößen bekannt sein. Diese könnten mittels der gesendeten Eingabekommandos
vom Boden aus geschätzt werden, was aber aufgrund der vorhandenen Totzeiten
und der geringen Qualität der Bauteile ungenau ist. Effektiver ist das Abgreifen der
Stellerpositionen, was auch hier durchgeführt wird. Nach der Auswahl geeigneter
Sensorik wurde im Rahmen dieser Arbeit ein Bordrechner konzipiert, ausgelegt und
realisiert [3]. Dieser sammelt die Signale, verarbeitet sie und sendet sie mittels eines
868 MHz-Funkmodems, siehe Kap. 2.2, an die Echtzeit-Hardware am Boden. Ne-
ben den Signalen der Ruderposition sowie der Drehzahl des Motors wird auch die
Akkuspannung abgegriffen, um die Versuche ggf. rechtzeitig abbrechen zu können.
Abbildung A.6 im Anhang zeigt den Bordrechner. Die Zentraleinheit des Bordrech-
ners ist ein 8 Bit RISC Microcontroller der Firma Microchip vom Typ PIC18F252.
Mit dieser Prozessorenreihe wurden im Vorfeld dieser Arbeit bereits gute Erfahrun-
gen gesammelt, siehe etwa [70], [71], [72], [73], [74], [75] und [76].
Aufgrund der niedrigen Auflösung der integrierten A/D-Wandler von 10-Bit in die-
ser Klasse von Microcontrollern wurden für die Rudersensoren 16-Bit A/D-Wandler
auf dem Bordrechner integriert. Zusätzlich sind diesen symmetrische Elektrometer-
subtrahierer mit Nullpunktsverschiebung vorgeschaltet, die aus jeweils drei Operati-
onsverstärkern bestehen. Somit können sowohl der Nullpunkt angepasst als auch der
Messbereich aufgeweitet werden, um eine optimale Ausnutzung des Signalbandes zu
ermöglichen. Die Akkuspannung wird mittels der internen A/D-Wandler aufgenom-
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men, da hier keine hohe Genauigkeit erforderlich ist.
Zur Ermittlung der Drehzahl wird ein magnetisches Verfahren eingesetzt, da es ge-
genüber anderen Verfahren verschleißfrei arbeitet, relativ kostengünstig ist und ein
digitales Signal als Ausgang liefert. Genutzt wird ein Hall-Sensor vom Typ TLE
4845 L der Firma Siemens, siehe Abb. A.8 im Anhang. Die Drehzahlerfassung er-
folgt mittels Frequenzzählung. Das Zeitintervall wird zu 0.01 s gewählt. Der Grund
liegt in der daraus resultierenden niedrigeren Schrittweite pro erkannter Flanke.
Aufgrund der Polanzahl des Motors von 14 ergibt sie sich zu 428.57 1/min, was
etwa 2.6 % der maximalen Leerlaufdrehzahl des Antriebs entspricht und somit eine
ausreichende Auflösung bietet. Die niedrige Abtastrate ist hier möglich, da erstens
das Drehzahlsignal digital aufgenommen wird, so dass keine Filterung notwendig ist,
und zweitens die Stellsignale mit einer Rate von 11.3 ms an den Steller übertragen
werden können.
Die Potis der Ruderstellungen hingegen sind analoge Sensoren der Firma Mura-
ta, siehe Tab. A.5 sowie Abb. A.7, so dass hier aufgrund des Sensorrauschens eine
erhöhte Abtastrate mit Filterung nötig ist. Die A/D-Wandler werden mit einer Wie-
derholrate von 15 kHz vom Mikrocontroller abgefragt. Dieser mittelt dann jeweils
über 50 Werte und sendet das Ergebnis mit 300 Hz über die Telemetrie an die
Echtzeit-Hardware, siehe Kap. 2.7. Die Frequenz entspricht genau der Frequenz des
Kamerasystems, siehe Kap. 2.4. Hiermit wird im vorliegenden Fall eine Varianz von
etwa 1.55 · 10−2 Grad erreicht, welche auch in der Simulation berücksichtigt wurde.
2.2 Funkstrecken zur Fluggerätesteuerung und
Datenübermittlung
Zur Übertragung der Steuersignale an das Fluggerät einerseits sowie der Position
der Stellgrößen und der Akkuspannung vom Fluggerät an die Echtzeit-Hardware
andererseits dienen zwei Funkstrecken. Zur Übertragung der Steuersignale wird eine
modifizierte Vier-Kanal-HF-Anlage der Firma Becker verwendet. Diese wandelt vier
analoge Signale der Echtzeit-Hardware, siehe Kap. 2.7, in ein pulsphasenmoduliertes
(PPM) Signal und überträgt dieses an den Empfänger im Fluggerät. Dieser wandelt
das Signal in vier pulsweitenmodulierte (PWM) Signale und kommandiert damit
die Steller. Die Anlage wurde dahingehen modifiziert, dass die Übertragung eines
vollständigen Steuerbefehlssatzes nur noch 11.3 statt 25 ms benötigt.
Zum Empfangen der Daten vom Fluggerät wurde eine Funkstrecke mit 868 MHz
auf Basis der Telemetrien BR58 der Firma STE aufgebaut. Eine Abbildung der
Telemetrien sowie eine Tabelle der technischen Daten sind im Anhang, Tab. A.11
und Abb. A.11, zu finden.
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2.3 Windkanal
Der verwendete Windkanal ist ein Niedergeschwindigkeitskanal (NGK) Göttinger
Bauart mit einer offenen Messstrecke von ∅ 1.5 x 3 m Größe, siehe Abb. 2.5. Die
Geschwindigkeit lässt sich stufenlos zwischen 0 und 70 m/s einstellen. Dazu stehen
zwei Motoren zur Verfügung, wobei der kleinere der beiden eine Geschwindigkeit
von maximal 19 m/s erreicht.
Abb. 2.5: Niedergeschwindigkeitskanal des Lehrstuhls für Flugdynamik
Zur Modellierung der Strömungseigenschaften wurden verschiedene Messkampagnen
durchgeführt. Dies waren zum einen Fünf-Loch-Sonden-Messungen zur Bestimmung
der Strömungsgeschwindigkeiten sowie der Anströmwinkel, welche ausführlich in [64]
beschrieben sind. Die Messungen wurden unter Variation der Geschwindigkeit, der
Diffusorringstellung sowie des Zustands eines Rolltores neben der Messstrecke durch-
geführt. Hierzu wurde in Längsrichtung in fünf äquidistant verteilten Ebenen mit
einem Netzabstand von 10 x 10 cm gemessen. Abb. 2.6 zeigt beispielhaft die Strö-
mungsgrößen in der Messebene 1.15 m hinter dem Düsenaustritt bei einer mittleren
Geschwindigkeit von 15.15 m/s. Die Mitte der Messstrecke ist als Kreuz markiert,
der untere Rand des Diffusorrings als weiße Linie.
Als auffällig bei den Messungen erwies sich eine Abweichung im niedrigen Ge-
schwindigkeitsbereich zwischen den ermittelten Geschwindigkeiten mit der Fünf-
Loch-Sonde und der über das Kontinuitätsgesetz aus dem Düsendifferenzdruck be-
rechneten Geschwindigkeit. So waren die Geschwindigkeiten in der Messstrecke bis
etwa 40 m/s höher als die, welche über den Düsendifferenzdruck bestimmt wurden.
Bei einer späteren Analyse der Schlauchleitungen des Düsendifferenzdrucksystems
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wurde eine Beschädigung festgestellt, welche zu diesen Abweichungen geführt hat.
Aus zeitlichen Gründen konnten die Messungen jedoch nicht wiederholt werden,
weshalb die Messwerte mittels Faktoren korrigiert werden mussten.
Des Weiteren wurden Hitzdraht-Messungen zur Bestimmung des Turbulenzgrads
durchgeführt [6]. Die Messungen erfolgten zwar mit denselben Parametern, jedoch
nur mit einer Zwei-Komponenten-Sonde, nur im Mittelpunkt des Messvolumens so-
wie in einem Punkt in der Scherschicht der Strömung. Außerdem wurden die Sonden
in situ kalibriert.
Nach den beiden Messkampagnen wurde festgestellt, dass die Gleichrichtersiebe des
Windkanals starke Verschmutzungen aufwiesen, was die Strömung beträchtlich be-
einflusste [64]. Nach der Reinigung der Siebe sind jedoch nur die Fünf-Loch-Sonden-
Messungen wiederholt worden. Abb. 2.6 zeigt die Messergebnisse nach der Reini-
gung. Abb. 2.7 zeigt den Turbulenzgrad bei geschlossenem Rolltor über Variation
der Geschwindigkeit und der Diffusorringstellung. Daraus ergibt sich für die ange-
strebten Messgeschwindigkeiten ein Turbulenzgrad zwischen etwa 0.7 und 0.8 %.
Des Weiteren wurden zu einem früheren Zeitpunkt Messungen zu Schwingungs-
erscheinungen der Strömung in der Messstrecke durchgeführt [89]. Diese ergaben
Schwingungen im Bereich zwischen 9 und 19 Hz mit einem ausgeprägten Maximum
bei 11.5 Hz mit einer Geschwindigkeit von 20 m/s.
Trotz der unsicheren Daten der Turbulenzmessung sowie der Verschiebung in den
Daten der Fünf-Loch-Sonden-Messungen wurden aus Ermangelung weiterer Daten
alle oben genannten Quellen zur Modellierung genutzt. Dies war aufgrund der Tat-
sache akzeptabel, dass die zu erwartende Turbulenz durch die nach den Messungen
durchgeführte Reinigung der Kanalsiebe unterhalb der ermittelten liegen würde.
Als problematisch kann sich jedoch erweisen, dass die aerodynamischen Anström-
zustände aus den Daten der Vermessung geschätzt werden. Aufgrund der Größe des
Modells lassen sich jedoch keine Sensoren zur Bestimmung der Zustände, wie etwa
eine Fünf-Loch-Sonde, integrieren.
Die erstellte Simulation bietet die Möglichkeit, die oben erwähnten Parameter, Tor
auf/zu und Diffusorringstellung, zu wählen und festzulegen, ob die Turbulenz be-
rücksichtigt werden soll. Die Turbulenz wird mittels eines Dryden-Spektrums nach
[56] mit den Daten aus [6] und [89] erzeugt.
Die Erhöhung des Turbulenzgrades zum Rand hin wurde mittels der Ergebnisse
nicht publizierter Messungen aus den neunziger Jahren berücksichtigt. Hierbei zeigt
sich eine vermehrte Zunahme des Turbulenzgrades bei etwa 20 cm Abstand zum
Strahlrand, was auch durch die Geschwindigkeitsverteilungen aus [64] bestätigt wird,
siehe Abb. 2.6. Verlässt das Fluggerät die Stromröhre, so wird die Anströmung durch
den Windkanal sprungförmig auf null gesetzt. Auf eine genauere Modellierung dieses
Bereiches wurde verzichtet, da das Fluggerät ab diesem Punkt als verloren gilt.
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Abb. 2.6: Strömungsgrößen in der Messebene 1.15 m hinter Düsenaustritt bei einer
mittleren Geschwindigkeit von 15.15 m/s, Blickrichtung in die Düse: (a)
Anstellwinkel der Strömung in Grad; (b) Schiebewinkel der Strömung in
Grad; (c) Totalgeschwindigkeit in m/s, (d) Strömungsfeld
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Abb. 2.7: Turbulenzgrad i. A. der Geschwindigkeit und Diffusorringstellung bei ge-
schlossenem Tor, aus [6]
2.4 Optische Orts- und Lageerfassung
Die Bestimmung der Größen des Zustandsvektors kann durch in das Fluggerät einge-
baute Sensoren geschehen, wie bei „klassischer“ Identifizierung und Regelung, oder
durch Sensoren außerhalb des Fluggerätes. Da sich das Fluggerät nur in einem räum-
lich eng begrenzten Bereich aufhält, ist die Nutzung von Sensoren außerhalb des
Fluggerätes einfach möglich.
Das hat verschiedene Vorteile: Es müssen keine Sensoren in die Fluggeräte integriert
werden, für die der benötigte Raum, die Zuladungskapazität und die Stromversor-
gung im Fluggerät hätten zur Verfügung gestellt werden müssen. Die dafür benötig-
ten MEMS-Sensoren, etwa für die Bestimmung der Drehraten und Beschleunigun-
gen, weisen des Weiteren nicht die benötigten Genauigkeiten auf, so dass weitere
Größen, zumeist durch Integration, hätten gewonnen werden müssen. Dies hätte
wiederum den Fehler über die Messzeit ansteigen lassen. Deshalb wird ein 3-D-
Kamerasystem von FIBUS genutzt, welches im Folgenden kurz vorgestellt wird.
Eine Übersicht über die Komponenten und deren Eigenschaften ist in Kap. A.6 im
Anhang zu finden.
Da die Messungen der Flugzeuglage mit sehr hoher Frequenz erfolgen müssen, wer-
den Hochgeschwindigkeitskameras und schnelle Bildeinlesekarten eingesetzt. Die
MC1310 von Mikrotron ist eine CMOS-Kamera mit einer Auflösung von 1280x1024
Grauwert-Bildpunkten (Pixeln), die Bildraten von maximal 500 Bildern/Sekunde
liefern kann, bei reduzierter Auflösung auch mehr. Als Auswertungs-Software wird
eine optimierte Version der picCOLOR-Bildanalyse-Software (FIBUS) eingesetzt.
Mit der vorhandenen Hardwareausstattung und der Beleuchtungssituation in der
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Messstrecke können die Punkte problemlos mit einer Rate von 300 Hz rekonstruiert
werden. Diese liegt knapp unter 320 Hz, der maximal erreichbaren Verarbeitungs-
geschwindigkeit der hier eingesetzten Frame Grabber.
Das Messprinzip beruht auf der Identifikation von Punkten oder anderer beliebiger
Formen auf der Oberfläche des Fluggerätes, welche einfach aufgemalt oder aufge-
klebt werden können. Diese Marker können z. B. helle oder dunkle, deutlich be-
grenzte, kleine Flächen sein. Voraussetzung ist, dass sie einen starken Kontrast zum
Hintergrund aufweisen. Als Markerort wird der Flächenschwerpunkt subpixelgenau
bestimmt. Bewährt haben sich kreisförmige Marker, da diese auch unter verschie-
denen Blickwinkeln den gleichen Flächenschwerpunkt behalten und sich gleichzeitig
Unebenheiten (z. B. Wölbung) der Flugzeugoberfläche nur minimal auswirken.
Zur Lagebestimmung werden mindestens drei Marker benötigt. Weitere sind sinnvoll,
um auch bei teilweiser Verdeckung (z. B. durch das Seitenleitwerk) über genügend
Informationen zu verfügen oder auch Deformationen detektieren zu können. Des
Weiteren sind damit Verbesserungen in der Genauigkeit zu erreichen, was weiter
unten beschrieben wird. Mit den zuvor zu bestimmenden Transformationsmatrizen,
siehe Kap. 2.4.1, werden aus den Abbildern der Marker in beiden Kamerabildern
dann die tatsächlichen Raumkoordinaten rekonstruiert.
2.4.1 Kalibration des Messvolumens
Das grundsätzliche Verfahren zur 3D-Positionsbestimmung ist relativ einfach, wenn
die genauen Positionen und Kalibrierfaktoren der beiden Kameras bekannt sind. Der
Nachteil dieser direkten Methode ist jedoch, dass die Kamerapositionen, und vor al-
lem ihre Blickrichtungen, normalerweise nur ungenau bestimmt werden können. Hier
bietet es sich an, die gesuchten Transformationsmatrizen auf andere Weise zu be-
stimmen. Wenn sechs Kalibrier-Raumpunkte bekannt sind und ihre Abbildungen in
beiden Kamerabildern vermessen werden können, lässt sich für die beiden unbekann-
ten Kamerapositionen ein Gleichungssystem aufstellen [78]. Die hierbei notwendige,
sehr genaue Vermessung der Koordinaten der sechs Kalibrier-Raumpunkte ist jedoch
nicht immer möglich. Sind indes mehr als sechs Kalibrier-Raumpunkte gegeben, kön-
nen durch eine Least-Squares-Approximation kleine Fehler herausgefiltert werden,
so dass diese Methode zu deutlich genaueren Ergebnissen führt. Außerdem lassen
sich dann auch Fehlervektoren bestimmen, die bei ausreichender Anzahl von Kali-
brierpunkten sogar eine Aussage über deren Genauigkeit zulassen. Erfahrungsgemäß
sollte man dazu allerdings deutlich mehr als sechs Marker zur Verfügung haben.
Für die Kalibration wurde deshalb ein Testaufbau mit 240 Punkten im Messvolu-
men installiert. Hierbei waren zusätzlich die Abstände von Punkten in Punktgrup-
pen zueinander bekannt, was bei der folgenden Bildauswertung zu einer weiteren
Erhöhung der Genauigkeit führte. Durch zehn Bildaufnahmen aus unterschiedlichen
Standorten, darunter auch die Aufnahmen der Echtzeitkameras, konnte am Geodä-
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tischen Institut der RWTH Aachen (GIA) mittels der Software PHIDIAS (Photo-
grammetrisches Interaktives Digitales Auswerte-System) [1] die Lage der Punkte im
Raum bestimmt werden. Die dabei zum Einsatz kommende Ausgleichsberechnung
wurde primär von Herrn Dr. Raimund Schwermann entwickelt. Eine umfassende Be-
schreibung der photogrammetrischen Techniken sind z. B. in [46] und [53] zu finden.
Zusätzlich ergaben sich durch die Auswertung Korrekturfaktoren für die Kameras
und Objektive, wie Linsenverzerrung und Lage des Sensormittelpunktes. Die hohe
Anzahl der Messpunkte dient auch hier der Steigerung der Messgenauigkeit durch
Überbestimmung des Gleichungssystems.
Mittels eines internen Kalibrationsverfahrens von PicCOLOR, welches auf dem Tsai-
Code beruht [90], wurden jeweils 20 Punkte aus den Bildern der Echtzeitkameras
ausgewählt und ihnen die Raumkoordinaten zugewiesen, wodurch das Messvolumen
kalibriert werden konnte. Würden für dieses Verfahren bereits die oben angespro-
chenen sechs Punkte ausreichen, um das System von elf Gleichungen zu lösen, so
dienten auch hier die weiteren Punkte der Erhöhung der Genauigkeit.
2.4.2 Messgenauigkeit der Position und Lage
Zur Abschätzung der Messgenauigkeit, d. h. sowohl der erzielbaren Auflösung als
auch der Wiederholgenauigkeit, dienen folgende Überlegungen: Mit der oben ange-
gebenen Kameraauflösung und der Größe des betrachteten Volumens von etwa 2x2x3
Metern erhält man einen Wert von etwa 2. . . 3 mm/Pixel. Die Subpixel-Auflösung
bei der Bestimmung des Flächenschwerpunkts beträgt bei idealen Markern mit gu-
tem Kontrast und mindestens 10 Pixeln Durchmesser etwa 1/20 Pixel im Kamera-
bild, bei nicht ganz idealen Verhältnissen immerhin noch 1/10 Pixel. Damit beträgt
die zweidimensionale Auflösung etwa 0.1. . . 0.15 mm oder wenigstens 0.2. . . 0.3 mm.
Durch verschiedene Faktoren bei der Rekonstruktion ist die dreidimensionale Koor-
dinatenbestimmung wiederum etwas ungenauer. Hier spielen die Winkel der beiden
Stereo-Kameras zueinander, aber auch die Genauigkeit der Raumkalibrierung eine
Rolle. Tab. 2.4 listet die Standardabweichungen sowie den Bereich der Abweichun-
gen für die Fehler in den Rekonstruktionen der 20 Punkte auf, die zur Kalibration
des Messvolumens herangezogenen wurden.
Zur Berechnung des Schwerpunktes sowie der Eulerwinkel wurde eine Methode nach
[29] mittels Einheits-Quaternionen und einer Singular Value Decomposition Methode
(SVD) [55] verwendet. Eine kurze Beschreibung der Methode ist im Anhang, Kap.
B.1, zu finden. Ist vor allem die Berechnung mittels der SVD-Methode zeitintensiv,
so bietet sie jedoch, insbesondere auch durch die Benutzung von Quaternionen, eine
sehr hohe Genauigkeit. Darüber hinaus ist sie robust gegenüber Ungenauigkeiten in
den rekonstruierten Punkten sowie bei Geometriefehlern der aufgebrachten Punkte.
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Wert [mm] x y z
σ 0.3112 0.5205 0.4123
Bereich 1.299 1.883 1.548
Tab. 2.4: Standardabweichung und Wertebereich der Abweichung der Positionskali-
bration
Messungen mit einem statisch angebrachten Fluggerät erbrachten dabei Standard-
abweichungen σ nach Tab. 2.5. Unter Annahme normverteilter Zufallsgrößen liegen
somit 68.3 % aller Lösungen im Intervall µ±σ sowie 95.4 % im Intervall µ± 2σ mit
µ als Mittelwert.
xg [m] σ 2σ Φ[◦] σ 2σ
x 2.827e-5 5.654e-5 Φ 3.844e-2 7.688e-2
y 3.070e-5 6.140e-5 Θ 3.223e-2 6.644e-2
z 8.784e-5 1.757e-4 Ψ 8.883e-3 1.777e-2
Tab. 2.5: Standardabweichungen von Position und Lage
Somit liegt die erreichte Genauigkeit für die Position des Schwerpunkts, dank des
Einsatzes des Berechnungsalgorithmus, am Rand des maximalen Auflösungsberei-
ches des Kamerasystems. Die schlechteren Werte für die z-Koordinate sind darauf
zurückzuführen, dass beide Kameras recht weit oberhalb des Messvolumens auf-
gestellt sind, so dass keine optimale Tiefenauflösung in dieser Ebene vorliegt. Die
Auflösung der Winkelgenauigkeiten mit höher als 0.077◦ für 95.4 % aller Lösun-
gen ist ebenfalls als äußerst präzise anzusehen. Zu beachten ist, dass die Messwerte
stochastisch mit diesem Fehlerwert behaftet sind. Ein Hauptgrund hierfür ist das Fi-
xed Pattern Noise (FPN) des CMOS-Kamerasensors, das sich bei dem verwendeten
Subpixel-Algorithmus relativ stark bei sich bewegenden Marker-Abbildern auswir-
ken kann.
Die hier bestimmte Genauigkeit gilt allerdings nur für gering verschobene Marker,
d. h., wenn das Flugzeug an einem bestimmten Ort eine Lageänderung annimmt.
Die Messgenauigkeit kann bei einer Bewegung des Flugzeugs durch den kompletten
Messraum deutlich geringer sein, erfahrungsgemäß um den Faktor 3 bis 4. Zurück-
zuführen ist dies auf Fehler bei der Kalibrierung des kompletten Messvolumens, auf
optische Fehler der Kameraobjektive (z. B. Kissen- oder Tonnenverzerrung) sowie
auf die Ungenauigkeit der Einbaulage des Kamerasensors - Faktoren, die sich auch
mit den oben vorgestellten Korrekturbestimmungen nur annähernd korrigieren las-
sen, siehe dazu auch Tab. 2.4. Diese Problematik hat jedoch keinen Einfluss auf
die Winkelbestimmung, da diese immer lokal ist, und ist für die Bestimmung der
relevanten Größen auch unerheblich, da die Abweichungen lokal konstant sind und
somit maximal die Position im Referenzkoordinatensystem fehlerbehaftet ist.
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Es sei hier nochmals darauf hingewiesen, dass die oben genannten Genauigkeiten
natürlich von den Umgebungsbedingungen, wie Pixelanzahl und Größe zu Messvo-
lumen, Anzahl der Punkte, maximale Abstände der Punkte zueinander sowie der
Genauigkeit der Kalibrierung, abhängen.
Die somit erzeugten Daten werden über eine UDP-Verbindung an den Messrechner
gesendet, siehe Kap. 2.7. Da die Echtzeit-Hardware keine direkte Möglichkeit zum
Anschluss einer Netzwerkschnittstelle hat, wurde die CLIB-Library des Herstellers
dSPACE eingesetzt. Diese stellt C-Bibliotheken zur Kommunikation zwischen dem
PC und dem Echtzeitprozessor zur Verfügung. Die Datenübertragung erfolgt somit
über eine Netzwerkschnittstelle des Messrechners, über den auch der Echtzeitpro-
zess gesteuert wird. Ein C-Programm übernimmt notwendige Voreinstellungen, wie
z. B. die Festlegung der Anzahl der Punkte, Bestimmung der Prozessorboard-ID so-
wie Ermittlung der Variablenadressen auf dem Echtzeitboard, und lässt dann dem
Echtzeitprozess die Daten zukommen.
Alle weiteren Größen, wie etwa Drehraten und Beschleunigungen, ergeben sich aus
der Ableitung der absoluten Größen. Die Beschreibung dieses Vorgehens ist Bestand-
teil von Kap. 2.6.2.
2.5 Startvorrichtung
Zur Einbringung des Modells in die Strömung wurden verschiedene Möglichkeiten
untersucht. So wurde ein Modell z. B. an einfachen oder doppelten Seilen befestigt.
Dies erschien jedoch nicht praktikabel, da das Modell und die Seile zum Schwingen
neigen, was nur durch eine nicht akzeptable Vorspannung der Seile behoben werden
kann. Eine weitere Überlegung war der Start von einem senkrechten Pin, welcher in
eine Halterung im Rumpf greift und zum Start nach unten weggeschoben wird. Dies
hätte jedoch eine zu komplexe und zu schwere Konstruktion erforderlich gemacht.
Letztendlich wurde eine Startvorrichtung nach Abb. 2.8 entwickelt [40]. Diese er-
laubt das Aufstecken des Modelles mittels der Rumpfröhre auf einen Pin an der
Startvorrichtung, dessen Winkel bezüglich der x-z-Ebene frei einstellbar ist. Nach
erfolgtem Start kann die Schwenkeinrichtung durch einen am Fuß angebrachten Ak-
tuator geschwenkt werden, so dass die Messstrecke frei ist.
Versuche mit einer ersten Startvorrichtung zeigten einige Probleme in der prakti-
schen Umsetzung. So verkantete sich das Fluggerät beim Abflug regelmäßig auf den
letzten Millimetern des Pins, was sich auch nicht durch verschiedene Maßnahmen,
wie etwa Schmierung, beheben ließ. Die Lösung des Problemes wurde erreicht, in-
dem der Pin hohl ausgelegt und die Rumpfröhre im Modell verschlossen wurde. In
den Pin der Startvorrichtung wird dann Druckluft mit ca. 1.17 bar eingeführt, die
das Modell vom Pin drückt.
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Abb. 2.8: Startvorrichtung im Windkanal, aus [40]
Vorteilhaft an dieser Methode ist, dass die Steuergrößen, vor allem der Schub, bereits
auf dem Pin ihre Trimmgrößen einnehmen können und der Luftdruck dem Modell
nur den Impuls gibt, vom Pin herunter und ein Stück stromaufwärts zu gelangen.
Direkt nach Verlassen des Pins übernimmt zusätzlich der Regler das Modell und
überführt es in einen ausgetrimmten Zustand an eine gewünschte Position. Simula-
tionstests in [40] zeigten, dass der Startvorgang robust gegenüber dem Anstellwinkel
der Startvorrichtung ist, so dass dieser selbst bei unterschiedlichen Fluggeräten unter
kleinem Winkel fest eingestellt bleiben kann.
Des Weiteren zeigte sich jedoch in handgesteuerten Versuchen, dass es durch das
Kippen der Schwenkeinrichtung zu einer starken Beeinflussung der Strömungsbe-
dingungen bis mehr als einen Meter vor der Schwenkeinrichtung kommt. Daraufhin
wurde während der Freiflugtests auf ein Kippen verzichtet.
Befindet sich das Fluggerät auf der Starthalterung, so wirken von dieser Kräfte und
Momente auf das Fluggerät. Einige der Freiheitsgrade werden somit behindert oder
sogar völlig eingeschränkt. Zur Modellierung der Halterung wurde ein Stateflow-
Algorithmus aufgebaut, welcher je nach Zustand des Fluggerätes Kräfte, wie etwa
die Reibung, ein- und ausschaltet sowie die Freiheitsgrade einschränkt.
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2.6 Gesamtsimulation des Prozesses
Die Modellierung und Simulation der Teilsysteme und des Gesamtsystems wur-
den in der Hochsprache MATLAB und deren Toolboxen, wie vor allem Simulink,
durchgeführt. Ein Vorteil dieser Software ist, dass die Simulation mittels Real-Time-
Interfaces und Compilern auf die später verwendete Echtzeit-Hardware portiert wer-
den kann, was neben einer großen Zeitersparnis ebenfalls eine große mögliche Feh-
lerquelle beseitigt.
Nach den Funktionstests der Einzelkomponenten wurden diese in einer Gesamtsimu-
lation zusammengefasst. Unterstützt wurde der gesamte Prozess durch eine vorhan-
dene Flugdynamik-Toolbox sowie die bereits erwähnte generische Sechs-Freiheitsgrad-
Simulation. So war auch hier das Ziel, eine generische Gesamtsimulationsumgebung
zu schaffen, die eine einfache Adaption in Form von Modifikation, Erweiterung und
Austausch zulässt. Dabei wurde der Ansatz verfolgt, die Teilsysteme in, wenn mög-
lich, generische Subsysteme zusammenzufassen, welche ihre Daten aus standardisier-
ten Daten-Containern erhalten und über Datenbussysteme miteinander verbunden
sind. Dies ermöglicht zum einen das einfache Verändern des Systems durch Laden
anderer Daten, z. B. zum Austausch des Fluggerätes. Zum anderen können aber auch
ganze Subsysteme einfach ersetzt werden, z. B. wenn ein anderes Regelungsverfahren
genutzt werden soll. Dieses Verfahren hat den weiteren Vorteil, dass zur späteren
Portierung auf die Echtzeit-Hardware lediglich die Regelstrecke durch Hardware-
Ein- und Ausgänge ersetzt werden muss.
Regel-
strecke
Verarbeite
Streckendaten
Kommandomischer
und Begrenzer
Regelung
Identifizierung
uc
Downlink
Zustandsgrößen
uc
uc
HL-Commands
xIdent
uIdent
xRegler
uRegler
Abb. 2.9: Simulink-Modell der Gesamtsimulation
Abb. 2.9 zeigt eine Prinzipskizze der Gesamtsimulation. Initialisiert wird diese über
ein Startskript. In diesem werden die benötigten Daten-Container, wie etwa die
des Fluggerätes, des Windkanals und die Startmanöver der Identifizierung, geladen.
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Die Regelparameter und Trimmwerte werden aus den gewählten Daten ermittelt.
Zusätzlich können zu Testzwecken verschiedene Funktionen der Simulation ein- und
ausgeschaltet werden. Die Auswertung der Simulationsergebnisse erfolgt über Skrip-
te, welche die nötigen Parameter zusammenfassen und grafisch darstellen.
Im Folgenden werden die wichtigsten Aspekte der Teilkomponenten kurz erläutert.
Auf die Erläuterung der Teilkomponenten der Regelung und Identifizierung soll an
dieser Stelle nicht eingegangen werden, da dies Bestandteil der folgenden Kap. 3 und
Kap. 4 ist.
2.6.1 Regelstrecke
Das Subsystem Regelstrecke vereint alle Komponenten, welche später durch reale
Systeme ersetzt werden. Hierzu wird der Block entfernt und durch Ein- und Ausgän-
ge der Echtzeit-Hardware ersetzt. Die Strecke beinhaltet den Windkanal, die Start-
vorrichtung sowie das Fluggerät selbst. Letzteres umfasst die bereits angesprochene
Modellierung der Komponenten, wie etwa Antrieb und Steller, die Bestimmung der
aerodynamischen Kräfte und Momente sowie die Berechnung der Zustandsgrößen
aus den Bewegungsgleichungen. Da bereits auf alle Komponenten bis auf die Bewe-
gungsgleichungen eingegangen wurde, sollen nur noch diese kurz vorgestellt werden.
Bewegungsgleichungen
Für die Beschreibung der Bewegung des Fluggerätes wird ein nichtlineares Glei-
chungssystem, bestehend aus zwei Vektordifferentialgleichungen, für die vorhande-
nen sechs Freiheitsgrade aufgestellt. Als Inertialsystem dient hierbei eine ebene, ru-
hende Erde. Weiterhin werden das Fluggerät als Starrkörper mit konstanter Masse
und Trägheitsmomenten sowie eine quasi stationäre Anströmung angenommen. Die
Formulierung der Differentialgleichungen erfolgt im flugzeugfesten Hauptachsensys-
tem, da hier feste Trägheitstensoren vorliegen, was die spätere Rechnung vereinfacht.
Des Weiteren müssen die aerodynamischen Größen nur über kleine Winkel (α, β)
transformiert werden. Bei den Differentialgleichungen handelt es sich um den drei-
dimensional notierten Impuls- und Drallsatz
m
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aus welchen sich die Geschwindigkeits- und Drehratenkomponenten mittels
V K =
uKvK
wK
 ΩK =
pKqK
rK
 (2.3)
ergeben. Der Trägheitstensor ist im vorliegenden Fall voll besetzt und wird definiert
durch
T f =
 Ixx −Ixy −Izx−Ixy Iyy −Iyz
−Izx −Iyz Izz
 . (2.4)
Die Lagewinkel ergeben sich durch Rotation der Drehraten und darauf folgender
Integration:Φ˙Θ˙
Ψ˙
 = MΦf ·ΩK =
1 sin Φ tan Θ cos Φ tan Θ0 cos Φ − sin Φ
0 sin Φ/ cos Θ cos Φ/ cos Θ

pKqK
rK

f
. (2.5)
Die Wegkoordinaten ergeben sich wiederum durch die Transformation der Geschwin-
digkeiten in das geodätische System und darauf folgender Integration:x˙y˙
z˙
 =
cos γ cosχcos γ sinχ
− sin γ
 · V K . (2.6)
Daraus resultieren sechs Differentialgleichungen für die sechs Freiheitsgrade mit je-
weils drei Kräften und Momenten als Eingang sowie zwölf Zustandsgrößen als Aus-
gang. Der Windeinfluss wird durch zusätzliche Gleichungen berücksichtigt.
2.6.2 Verarbeitung der Streckendaten
Das Subsystem liest die Ausgangssignale der Strecke, die Daten des Kamerasystems
sowie der Telemetrie, aus. Zusätzlich werden die Temperatur und der Düsendiffe-
renzdruck eingelesen, welche von einem digitalen Messverstärker vom Typ Hottinger
DMC9012A bereitgestellt werden. Der statische Luftdruck ist vor dem Beginn der
Messungen manuell einzugeben.
Nach dem Einlesen der Punktdaten der Kamera werden mittels des vorgestellten
Algorithmus aus Kap. 2.4.2 die Schwerpunktkoordinaten sowie Eulerwinkel ermit-
telt. Sollten weniger als drei Punkte erkannt werden, wodurch keine Rekonstruktion
mehr möglich ist, wird ein High-Level-Command an den Kommandomischer und Be-
grenzer gegeben, welcher das Fluggerät veranlasst, eine Notlandung durchzuführen,
siehe Kap. 2.6.3.
Als weiteres High-Level-Command wird dem Kommandomischer und Begrenzer mit-
geteilt, ob sich das Fluggerät im Freiflug befindet oder auf der Startvorrichtung.
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Wenn das Fluggerät einmalig eine zuvor ausgemessene x-Koordinate, bei der die
Startvorrichtung gerade verlassen wurde, überschritten hat, wird das High-Level-
Command auf Freiflug gesetzt.
Die Daten aus der Telemetrie werden auf Übertragungsfehler untersucht und die
Digitalwerte mittels Kennfeldern in die Klappenposition, Drehzahl sowie die Akku-
spannung umgerechnet. Sollte Letztere unter einen Grenzwert sinken, so wird wie-
derum ein High-Level-Command an den Kommandomischer und Begrenzer gegeben,
welcher das Fluggerät eine kontrollierte Landung durchführen lässt.
Die somit erzeugten Daten des Kamerarechners sowie der Telemetrie sind jedoch
rauschbehaftet, was sich durch die A/D-Wandlung der Stellersignale sowie des Fixed-
Pattern-Noise des CMOS-Sensors ergibt. Gerade das Rauschen der Kamerasignale
führt bei der weiteren Verarbeitung der Daten zu erheblichen Problemen, wie et-
wa bei der Ableitung der Positions- sowie Winkelsignale. Aus diesem Grund wird
ein Binominal Smoothing Filter nach Marchand [54] zur Filterung sowohl der Da-
ten der Online- als auch der Offline-Identifizierung sowie zur Regelung eingesetzt.
Wenngleich die Signale der unterschiedlichen Quellen besser durch verschieden aus-
gelegte Algorithmen gefiltert werden könnten, wird dennoch der gleiche Filter für
die Daten aus dem Kamerasystem sowie der Telemetrie verwendet. Damit ist ein
Zeitversatz zwischen den Signalen in jedem Fall ausgeschlossen. Der Vorteil des
Marchand-Filters ist, dass sich durch einfache Wahl eines Parameters eine Anpas-
sung der Anzahl an Zeitschritten durchführen lässt, welche zur Filterung herange-
zogen werden.
Für die Daten der Regelung können nur sehr wenige Zeitschritte zur Filterung ein-
gesetzt werden, da die Signale dem Messverlauf sonst zu stark hinterherlaufen wür-
den. Im Fall der Online-Identifizierung hingegen lässt sich eine recht hohe Anzahl
an Messpunkten zur Mittlung heranziehen, da die Auswertung der Bewegungsver-
läufe nicht zeitkritisch ist. Hier ist jedoch auf eine Abstimmung zwischen benötigter
Filterung und daraus resultierender Minimierung des Signalinformationsgehaltes zu
achten.
Aus den somit gewonnenen Größen des Kamerasystems, Schwerpunktskoordinaten
und Eulerwinkel, müssen im nächsten Schritt die weiteren Zustandsgrößen mathema-
tisch ermittelt werden. Die Rotationsgeschwindigkeiten ergeben sich durch diskrete
Differentiation und Rotation der Eulerwinkel:
pKqK
rK

f
= M−1Φf ·
˙ΦΘ
Ψ
 . (2.7)
Die Ableitung der Schwerpunktkoordinaten führt auf die Geschwindigkeiten im geo-
dätischen System, sowie, mittels vorgeschalteter Rotation, auf die Bahngeschwin-
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digkeiten:
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 . (2.9)
mit M fg als Transformationsmatrix zwischen geodätisch und flugzeugfest nach Gl.
B.18, Kap. B.2.1.
Die Bahnwinkel χ und γ können mittels der geometrischen Beziehungen und Gl. 2.9
folgendermaßen bestimmt werden:
χ = arctan
(
vK
uK
)
, γ = arcsin
( −wK
‖V K‖
)
. (2.10)
Gleiches gilt für die Bahnanstell- und Schiebewinkel:
αK = arctan
(
wK
uK
)
, βK = arcsin
(
vK
‖V K‖
)
. (2.11)
Die Windgeschwindigkeiten können aus den Kenngrößen des Windkanals ermittelt
und mittels der DrehmatrixM fg ebenfalls in das geodätische System transformiert
werden. Mit der Kenntnis der Bahn- und Windgeschwindigkeiten im flugzeugfesten
Koordinatensystem können nun die aerodynamischen Geschwindigkeitskomponen-
ten ermittelt werden:
V Af = V Kf − V Wf (2.12)
Hieraus ergeben sich durch einfache geometrische Zusammenhänge die aerodynami-
schen Anströmwinkel analog zu Gl. 2.11 zu
α = arctan
(
wA
uA
)
, β = arcsin
(
vA
‖V A‖
)
. (2.13)
Sind die bisher ermittelten Größen zwar für die im Windkanal zulässigen Freiflugma-
növer definiert, so ergeben sich dennoch Probleme bei der Nutzung der Bahngrößen
für die Identifizierung und Regelung. Durch das geodätische Schweben des Flugge-
rätes schwanken die Bahngeschwindigkeiten um null, so dass auch die Bahnwinkel
permanent in ihren maximalen Definitionsgrenzen schwanken und auch Sprünge
entstehen können. Zwei Wege zur Umgehung dieses Problems wurden eingeschla-
gen: Für die Daten, die für die Regelung genutzt werden, wurde ein weiteres Da-
tenbussystem eingeführt, bei welchem vor der Bestimmung der Bahnwinkel eine
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geodätisch konstante Geschwindigkeitskomponente [uG; 0; 0] auf die vorhandenen
Bahngeschwindigkeiten addiert wird. Für die Identifizierung wird dasselbe Vorge-
hen angewendet, nur dass nicht eine konstante geodätische Geschwindigkeit addiert,
sondern der ermittelte „Wind“ des Windkanals wieder subtrahiert wird. Somit sind
die Eingangsdaten der Identifizierung frei von Wind, damit dieser keinen Einfluss
auf die Identifizierung hat, während die Regelung den Wind mit berücksichtigen
muss.
Zusätzlich werden mittels der eingelesenen Daten der Temperatur sowie des Düsen-
differenzdrucks und des aktuellen Luftdrucks die Größen der aktuellen Anströmung,
der Temperatur, der Luftdichte ρ und des Staudrucks q¯ ermittelt.
2.6.3 Kommandomischer und Begrenzer
Das Subsystem Kommandomischer und Begrenzer dient als Schaltzentrale, in wel-
cher, je nach Zuständen von High-Level-Commands sowie der Position des Flug-
gerätes, die Stellsignale an das Fluggerät sowie wiederum High-Level-Commands
generiert werden. Folgende High-Level-Commands aus Tab. 2.6 dienen als Input:
Name Beschreibung
Regel Regler global an (Testzwecke)
Not Aus Not-Aus durch Anwender ausgelöst
Ueberwach Position im Kanal überwachen (Testzwecke)
RegelIdent Regelung während Identifizierung aktiv?
isFreiflug Fluggerät im Freiflug oder auf Startvorrichtung
isZustandsvektor Konnte Zustandsvektor rekonstruiert werden?
isBatLow Akkustatus
IdentifiziereLB Identifizierungsmanöver in der LB läuft
IdentifiziereSB Identifizierungsmanöver in der SB läuft
trim Trimmung vom Identifizierer angefordert
Tab. 2.6: High-Level Inputs des Kommandomischers und Begrenzers
Des Weiteren werden zur Bestimmung, ob sich das Fluggerät in einem getrimmten
Zustand befindet, Toleranzgrenzen für die Position sowie die Rotationsgeschwin-
digkeiten eingelesen, welche über einen denfinierbaren Zeitraum nicht überschritten
werden dürfen. Zusätzlich sind Toleranzgrenzen definierbar, ab wo das Fluggerät
vom Regler wieder in die Mitte der Messstrecke geführt wird, um ein Herausfliegen
zu verhindern. Die Größen sind vom verwendeten Windkanal, von dessen Größe,
seiner Strömungsgüte und vom Fluggerät abhängig. Bei Letzterem ist die Agilität
die entscheidende Größe. Letzte Eingangs-Daten in den Kommandomischer und Be-
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grenzer stellen die Stellerkommandos der Identifizierung sowie der Regelung dar.
Die Ausgabe stellen wiederum High-Level-Commands, welche z. B. ein Reseten der
Integratoren der Regelstrecke auslösen, sowie Positionskommandos dar. Des Weite-
ren werden die Stellsignale an das Fluggerät durch den Kommandomischer ausge-
geben. Je nach Zustand der High-Level-Commands werden die Stellkommandos der
Regelung, der Identifizierung oder eine Mischung aus beiden Signalquellen ausgege-
ben. Zusätzlich wird bei folgenden Ereignissen eine Landung eingeleitet:
• Weniger als drei Punkte rekonstruierbar,
• Flugzeug kann an Herausfliegen nicht mehr gehindert werden,
• Akkuspannung sinkt unter einen Grenzwert,
• Anwender betätigt Not-Aus-Knopf,
• Identifizierungsprogramm ist beendet.
Befindet sich das Fluggerät in einem kontrollierbaren Zustand, so wird eine kon-
trollierte Landung in ein Netz, welches um die Messstrecke gespannt ist, eingeleitet.
Andernfalls werden alle Ruder der Seitensteuerung auf neutral kommandiert, das
Höhenruder leicht gedrückt und der Motor blockiert.
Die Stellersignale an das Fluggerät werden zusätzlich auf das physikalisch Mögliche
begrenzt, um Beschädigungen an der Steuerung zu vermeiden.
Da sowohl der Identifizierer als auch die Regelung, hiervon ausgenommen ist das
Schubkommando, nur Differenzausschläge kommandieren, wird zusätzlich der ak-
tuell stark gefilterte Kommandowert als Trimmwert nach einem Trimmkommando
festgehalten und auf die Differenzkommandos aufaddiert. Die Filterung erfolgt durch
Mittelung der Kommandowerte über einer Sekunde Messzeit.
2.7 Echtzeit-Hardware zur Versuchssteuerung und
-regelung
Zur Versuchssteuerung und -regelung wird in der zuvor aufgebauten Gesamtsimula-
tion die Strecke gegen Hardware-Schnittstellen ersetzt und auf ein Echtzeit-System
übertragen. Dazu wird ein System der Firma dSPACE genutzt, dessen technische
Spezifikation in Tab. A.15 im Anhang aufgeführt ist. Der größte Vorteil dieses Sys-
tems ist die Möglichkeit, mittels zugehöriger Compiler und eines Real-Time-Interface
(RTI) die Simulink-Simulation auf das System zu übertragen. Damit lässt sich ein
Auto-Coding durchführen, das die möglichen Fehler durch Codeportierung mini-
miert und einen enormen Zeitvorteil bietet.
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Die Schnittstellen des Hardware-Systems sind als Simulink-Blöcke vorhanden, so
dass diese einfach in der Simulation anstelle der Strecke eingebaut werden können.
Zur Versuchssteuerung und -regelung besteht über die zugehörige Software Control-
Desk die Möglichkeit, Grafische-User-Interfaces (GUI) zu erstellen, welche zusätzlich
die Option zur Datenspeicherung besitzen.
Abb. 2.10 zeigt das Hauptfenster des realisierten GUI, in welchem die wichtigsten
Parameter der Versuche eingestellt und überwacht werden können. Über zusätzliche
GUIs, welche über das Hauptfenster aufgerufen werden können, lassen sich weitere
Parameter, wie die Datenspeicherung, Trimmvariablen, Identifizierungseinstellungen
usw., einstellen.
Abb. 2.10: Grafical User Interface (GUI) der Echtzeit-Hardware
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3 Identifizierung
Ziel einer Identifizierung ist, die Dynamik eines physikalischen Systems mittels ei-
nes mathematischen Modells zu beschreiben. Gesucht werden somit die Übertra-
gungsfunktionen zwischen den Ein- und Ausgängen des Systems. Im Folgenden wer-
den für die Identifizierung Gleichungsfehlerverfahren eingesetzt. Da es sich hier-
bei um (nahezu) zeitunabhängige Systeme handelt, ist das Vorgehen der Identifi-
zierung wie folgt: Das physikalische Modell wird durch verstellen geeigneter Ein-
gangsgrößen angeregt und die Reaktion aufgenommen. Die Reaktion besteht aus N
diskreten Zeitschritten [yi (1) ;yi (2) ; . . . ;yi (N)] sowie den abhängigen Variablen
[xi (1) ;xi (2) ; . . . ;xi (N)]. Angenommen wird eine lineare Abhängigkeit der unab-
hängigen Variablen zu den gemessenen abhängigen Variablen zu jedem diskreten
Zeitschritt k:
yi (k) = Θ1 ·x1 (k) + Θ2 ·x2 (k) + . . .+ Θn ·xn (k) + ε (k) , k = 1, 2, . . . , N (3.1)
wobei Θ = (Θ1,Θ2, . . .Θnq)T die unbekannten Parameter beinhaltet, welche über
das ausgewertete Manöver als konstant angesehen werden. ε beschreibt den Glei-
chungsfehler in den abhängigen Variablen y. Das beschriebene Vorgehen ist in Abb.
3.1 zusammengefasst.
Reales System
Mathematisches Modell;
Parameterschätzung
Eingabe
u
Reaktion
yunabh. Variablen
x
Rauschen
Abb. 3.1: Prinzip der Identifizierung
Konsequenterweise besteht die Identifikation aus folgenden Schritten: Zunächst wird
ein passender Identifikationsalgorithmus für das bestehende Problem und die zu er-
füllenden Randbedingungen ausgewählt. Anschließend sind ein Modell des physika-
lischen Verhaltens und eine Kostenfunktion aufzustellen, welche die Abweichungen
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zwischen dem realen System und dem Modell auswertet und die unbekannten Pa-
rameter anpasst. Zum Schluss gilt es, geeignete Manöver zu definieren, welche die
Eigenbewegungsformen des Systems anregen sollen.
Insbesondere der letzte Arbeitsschritt birgt ein Hauptproblem der Identifizierung,
welches vor allem im vorliegenden Anwendungsfall auftritt. Da hier die Vorkennt-
nisse über die Eigenwerte der zu vermessenden Fluggeräte recht gering sind, ist
eine gezielte Anregung der Eigenbewegung nicht möglich. Aus diesem Grund findet
während der Messung eine Online-Identifizierung statt, welche die Eigenwerte nach
jedem Manöver analysiert und das nächste entsprechend anpasst, bis die Manöver
zu den Eigenbewegungsformen des Fluggerätes passen.
Aufgrund der begrenzten Rechenkapazität während der Messungen können bei einer
Online-Identifizierung nicht alle Identifizierungsmöglichkeiten zum Einsatz kommen.
Daher findet nach der Messung eine Offline-Identifizierung statt, die auf einem Glei-
chungsfehlerverfahren beruht.
Im Folgenden sollen die Theorie sowie die Umsetzung der beiden On- und Offline-
Algorithmen behandelt werden. Da sich einige Teile der theroretischen Betrachtung
und Herleitung überschneiden, werden diese nur in der zuerst behandelten Online-
Identifizierung erläutert, in der Offline-Identifizierung wird dann lediglich auf die
betreffenden Textstellen verwiesen.
3.1 Adaptive Online-Identifizierung
Die vorrangige Intention einer adaptiven Online-Identifizierung ist, wie es der Name
impliziert, die autonome Adaption der Identifizierungsmanöver, bis diese optimal
die Eigenbewegungsformen des Fluggerätes anregen, um bestmögliche Ergebnisse
zu erzielen. Die hier vorgestellte adaptive Online-Identifizierung beruht primär auf
den Arbeiten von Wolf [95], welche im Rahmen dieses Projekts durchgeführt wurden.
In der Identifizierung von Fluggeräten wurden bislang erfolgreich verschiedenste Al-
gorithmen eingesetzt. Eine komplette Zusammenfassung und Beschreibung ist in
einschlägiger Literatur, siehe z. B. [35], zu finden. Stand der Technik sind Aus-
gangsfehlerverfahren, welche sich jedoch, wie viele weitere Verfahren, nicht für die
Online-Identifizierung nutzen lassen, da sie eine Iteration der Daten benötigen und
diese nicht sequenziell betrachten können. Aus diesem Grund können nur rekursive
Verfahren Anwendung finden. Die gebräuchlichsten und auch effektivsten Verfahren
sind Recursive-Least-Squares-Algorithmen (RLS). Im Rahmen dieser Arbeit kommt
ein erweitertes Verfahren, die Fourier-Transformations-Regression (FTR), zum Ein-
satz.
Dieses basiert auf einem Least-Squares-Ansatz, welcher im Frequenzbereich mit-
tels einer Fourier-Transformation ausgeführt wird. Das Verfahren weist gegenüber
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anderen rekursiven Verfahren einige Vorteile auf, die auch bereits in einigen An-
wendungen deutlich wurden, siehe etwa [7], [59], [61], [84]. Hierauf wird auch in der
theoretischen Vorstellung des Verfahrens eingegangen, die sich an [61] anlehnt. Zuvor
sollen jedoch einige Punkte der Modellierung von Systemen angesprochen werden.
3.1.1 Modellbildung
Bei der Modellierung von Systemen sind zwei generelle Ansätze möglich. Der erste
Ansatz, auch Systemidentifizierung genannt, wird angewendet, wenn wenig über die
Physik des Systems bekannt oder diese so komplex ist, dass eine Modellierung z. B.
die Rechenkapazitäten überschreiten würde. In diesem Fall wird die Modellstruktur
während des Identifizierungsprozesses angepasst. Die Modellparameter haben dann
jedoch normalerweise keinerlei physikalische Bedeutung.
Der zweite Ansatz, welcher auch in dieser Arbeit Anwendung findet, macht Gebrauch
vom physikalischen Verständnis des Systems und limitiert somit die Identifizierung
auf Abschätzung der Modellparameter, welche in den meisten Fällen physikalische
Bedeutungen haben. Das verwendete physikalische Modell basiert auf den Bewe-
gungsgleichungen von Starrkörpern in sechs Freiheitsgraden, welche in der Stan-
dardliteratur definiert sind, wie z. B. in [10].
Die Zustandsraumdarstellung des dynamischen Systems hat dabei folgende Form:
x˙ (t) = f [x (t) ,u (t) ,Θ] mit x (t0) = x0 . (3.2)
Der Vektor x beinhaltet hierbei die Zustandsgrößen, der Vektor u beinhaltet die
Eingangsgrößen des Systems und der Vektor Θ die zu identifizierenden Parameter.
Die Ausgangsgleichung
y (t) = g [x (t) ,u (t) ,Θ] (3.3)
verknüpft die Systemgrößen y mit den Zustandsvariablen. Die Zustandsdifferential-
sowie die Ausgangsgleichungen sind im Allgemeinen nichtlineare und zeitinvariante
Systeme.
Aufgrund der beschränkten Prozessorleistung im Echtzeitbetrieb wurden die Dif-
ferentialgleichungen um einen Operationspunkt, in der Regel einen Trimmpunkt,
zwecks Simplifizierung linearisiert, was auch Grundvoraussetzung für die gewählten
Algorithmen ist. Dieses Vorgehen hat im vorliegenden Fall verschiedene Vorteile:
So etwa die einfache und schnellere Berechnung aufgrund der geringeren Komplexi-
tät, die Aufteilung in die Längs- und Seitenbewegung, die Nutzung von effizienten
Matrix-Operationen in MATLAB und die einfache automatische Adaption, da sich
die Methoden der linearen Systemtheorie, wie etwa die Eigenwertzerlegung, nutzen
lassen. Nachteilig an diesem Vorgehen ist, dass die Lösung nur für einen kleinen
Bereich um den Trimmpunkt Gültigkeit besitzt. Dies bedeutet, dass der Flugbe-
reich in verschiedene Bereiche (Trimmpunkte) aufgeteilt, die Steuerausschläge klein
38 3 Identifizierung
gehalten sowie die Trimmwerte aufgezeichnet werden müssen. Diese Nachteile sind
jedoch akzeptabel, da die räumliche Beschränktheit im Kanal die Reduzierung von
Steuerelementausschlägen ohnehin zwingend erforderlich macht und somit auch kei-
ne großen Manöverspielräume zulässt. Verschiedene Autoren berichten von guten
Ergebnissen mit einem linearisierten Modell, wie etwa [60], [63] und [79].
Das linearisierte Gleichungssystem eines physikalischen Systems kann im Allgemei-
nen zu
x˙ (t) = Ax (t) +Bu (t)
y (t) = Cx (t) (3.4)
aufgestellt werden. A wird als Dynamikmatrix, B als Eingangs-, und C als Aus-
gangsmatrix bezeichnet. Im Gleichungssystem ist auf die Durchgangsmatrix D auf-
grund ihres geringen Einflusses verzichtet worden.
Gleichungen 3.5 und 3.6 beschreiben die linearisierten Bewegungsgleichungen ge-
trennt nach der Längs- und Seitenbewegung.
˙
qKf
αK
uK
Θ

︸ ︷︷ ︸
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
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1 Zα Zu 0
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1 0 0 0
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
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(3.5)
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
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·

rKf
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·
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ξ
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(3.6)
Diese lassen sich für die Identifizierung weiter vereinfachen. So besteht in der Längs-
bewegung der Zusammenhang Θ˙ = qKf , welcher zwar für die Simulation des Flugver-
haltens, aufgrund fehlender Parameter jedoch nicht für die Identifizierung benötigt
wird. Gleiches gilt für die Seitenbewegung, in welcher die Ableitung des Hängewin-
kels zu
Ψ˙ = tan Θ0 · rKf + pKf (3.7)
berechnet werden kann. Des Weiteren existieren einige konstante Größen, wie etwa
die Erdbeschleunigung g und Trimmwerte, welche im Vorhinein einfach abgespei-
chert werden können. Die Schubderivative sollen im Folgenden außer Acht gelassen
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werden. Somit vereinfacht sich das Gleichungssystem für die Längs- und Seitenbe-
wegung zu:
˙ qKfαK
uK
+
 00
gΘ
 =
 Mq Mα Mu1 Zα Zu
Xq Xα Xu
 ·
 qKfαK
uK
+
 MηZη
Xη
 · [ η ]
(3.8)
˙ rKfβK
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Lr Lβ Lp
 ·
 rKfβK
pKf
+
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]
(3.9)
3.1.2 Herleitung des Online-Identifizierungsalgorithmus
Die Fourier-Transformation eines Signals x (t) sowie die Rücktransformation ist de-
finiert als
x˜ (ω) =
∫ T
0
x (t) e−jωtdt (3.10)
x (t) = 12 · pi
∫ T
0
x˜ (ω) ejωtdω . (3.11)
Wird das Signal, wie im vorliegenden Fall, zeitdiskret aufgenommen, so kann obige
Tranformation durch eine Eulerapproximation erster Ordnung angenähert werden:
x˜ (ω) ≈ ∆t
N−1∑
i=0
xie
−jωti mit xi = x (i ·∆t) , N ·∆t = T . (3.12)
Das Subscript i bezeichnet dabei den zeitdiskreten Datenpunkt, ∆t die Zeitschritt-
weite und N die totale Anzahl an Datenpunkten. Gl. 3.12 kann einigen einfachen
Korrekturen unterworfen werden, um Fehler aufgrund der vorgenommenen Verein-
fachungen zu kompensieren [62]. Dies ist jedoch bei ausreichend hohem Abstand
zwischen den Eigenfrequenzen des Systems und der Abtastrate nicht erforderlich.
Daher kann darauf an dieser Stelle verzichtet werden.
Wird der auszuwertende Frequenzbereich auf m Frequenzen nach folgender Beschrei-
bung gewählt,
ωi =
2 · pi · l
T
, l = 0, 1, 2, . . . ,m−1,
{
N/2, falls N gerade
(N + 1) /2, falls N ungerade (3.13)
wird die rechte Seite von Gl. 3.12 als Diskrete-Fourier-Transformation (DFT) be-
zeichnet. Ein Vorteil der DFT wird hier deutlich: Der Vektor und seine Stützfre-
quenzen sowie seine Länge m lassen sich auf den interessierenden Bereich der Eigen-
dynamik des Fluggerätes einschränken. Dies ermöglicht das Ausblenden der Nullfre-
quenzen, welche von Trimmwerten oder Biases hervorgerufen werden, wodurch keine
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Initialwerte aufgenommen werden müssen. Gleiches gilt für sehr kleine Frequenzen,
die primär aus Sensordrift oder Ähnlichem bestehen, sowie für hohe Frequenzen,
hervorgerufen durch Sensorrauschen. Die DFT dient somit schon im Vorhinein als
Bandpassfilter.
Die Anwendung der diskreten Fourier-Transformation ist jedoch bei der Echtzeitbe-
rechnung problematisch, da die Frequenzauflösung nach Gl. 3.13 an die Gesamtzahl
der diskreten Messpunkte N gekoppelt ist, wodurch vor dem Manöver bereits die
Gesamtdauer T bekannt sein müsste. Alternativ wird die z-Transformation genutzt.
Die Diskretisierung erfolgt analog zu Gl. 3.12, allerdings ist hier die Wahl des Fre-
quenzbereiches unabhängig von N :
ωl = ωmin + l ·∆ω, l = 0, 1, 2, . . . ,m−1 ⇒ ωmax = ωmin + (m− 1) ·∆ω .
(3.14)
Somit können drei der vier Größen (ωmin, ωmax,∆ω,m) unabbhängig voneinander
gewählt werden. Angewendet auf das lineare Gleichungssystem in Gl. 3.4 ergibt sich
somit
jωx˜ (ω) = Ax˜ (ω) +Bu˜ (ω)
y˜ (ω) = Cx˜ (ω) . (3.15)
Für die k-te Zustandsgleichung kann durch Anwenden der Minimierung der Qua-
dratsumme des Residuums nach Gauß eine Kostenfunktion zu
Jk =
1
2
m∑
n=1
|jωnx˜k (n)−Akx˜ (n)−Bku˜ (n)|2 (3.16)
aufgestellt werden, wobei Ak und Bk die k-ten Reihen der Matrizen A und B sowie
entsprechend x˜k (n) das k-te Element des Vektors x für die Frequenz ωn darstellen
[44].
Durch Einführen des Vektors unbekannter Modellparamter Θ kann das Problem als
Least Squares Regression mit komplexen Daten zu
Y˜ = X˜Θ + ˜ (3.17)
formuliert werden, wobei ˜ den komplexen Gleichungsfehler darstellt. Die Matrix X˜
sowie der Vektor Y˜ stellen die Regressorenmatrix sowie den Regressandenvektor dar:
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Y˜ ≡

jω1x˜k (1)
jω2x˜k (2)
...
jωmx˜k (m)
 (3.18)
X˜ ≡

x˜T (1) u˜T (1)
x˜T (2) u˜T (2)
... ...
x˜T (m) u˜T (m)
 . (3.19)
Diese Formulierung entspricht der in der Flugmechanik üblichen Derivativschreib-
weise für linearisierte aerodynamische Zusammenhänge, wobei der Vektor unbe-
kannter Parameter den flugmechanischen Ersatzgrößen entspricht. Werden in der
Online-Identifizierung die Derivate aus Gl. 3.8 sowie 3.9 identifiziert, so ist darauf
hinzuweisen, dass Θ beliebige Derivate sowie Derivatkombinationen enthalten kann,
zum Beispiel Terme höherer Ordnung. Eine erweiterte Diskussion ist in Abschnitt
3.2.1 zu finden.
Für den Gleichungsfehler  ergibt sich durch einfaches Umstellen
˜ = [˜ (1) , . . . , ˜ (m)]T = Y˜ − X˜ ·Θ . (3.20)
Somit lässt sich identisch zu Gl. 3.16 die Kostenfunktion zu
J = 12
m∑
n=1
˜2 (n) = 12 ˜
T ˜ = 12
(
Y˜ − X˜Θ
)∗ (
Y˜ − X˜Θ
)
(3.21)
aufstellen, wobei das Superskript ∗ eine komplex konjugierte Transformation be-
zeichnet. Die quadratische Aufstellung der Kostenfunktion hat den Vorteil, dass
diese sowohl negative als auch positive Abweichungen in gleichem Maße berück-
sichtigt und bezüglich der Differentiation einfacher zu handhaben ist. Ziel ist die
Minimierung der Kostenfunktion und somit die Minimierung des Gleichungsfehlers,
was sich zu
∂J
∂Θ
!= 0⇒ −Y˜ TX + ΘT
(
X˜
T
X˜
)
T⇒ −XT Y˜ +
(
X˜
T
X˜
)T
Θ = 0 (3.22)
berechnet.
Da der Gradient bezüglich der unbekannten Parameter Θ einen linearen Zusam-
menhang aufweist, lässt sich J einer einfachen Extremwertanalyse unterziehen. Der
geschätzte Parametervektor, der die Kostenfunktion minimiert, ergibt sich somit zu
Θˆ =
[
Re
(
X˜
∗
X˜
)]−1
Re
(
X˜
∗
Y˜
)
= F−1 ·G , (3.23)
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wobei F =
[
Re
(
X˜
∗
X˜
)]
die komplexe Informationsmatrix bezeichnet. Für die Exis-
tenz einer Inversen F−1 muss nach [32] gelten
det (F ) 6= 0 , (3.24)
was jedoch genau der hinreichenden Bedingung für die Existenz eines Minimums
entspricht:
∂2J
∂Θ∂ΘT
> 0⇒ det (F ) > 0 . (3.25)
Es kann sowohl gezeigt werden, dass diese Bedingung stets erfüllt ist, wenn der
Prozess stabil und ausreichend angeregt ist [2], als auch, dass die Datenmatrix X
bei Identifizierungsmanövern stets vollen Spaltenrang hat [35].
Wie zu erkennen, ist die Regressionsmethodik ein vergleichbar einfacher und nach-
vollziehbarer Ansatz. Vorteilhaft ist, dass er keinerlei Vorwissen oder Startwerte
benötigt. Numerisch problematisch ist jedoch die Inversion der komplexen Informa-
tionsmatrix. Möglichkeiten, diese zu bilden, sind z. B. der Inversions-Befehl oder eine
Cholesky-Zerlegung. Bei der Cholesky-Zerlegung wird die Matrix F in eine obere
und eine untere Dreiecksmatrix R aufgeteilt
F = RT ·R , (3.26)
wodurch sich für die Invertierung folgender Zusammenhang ergibt:
F−1 =
[
RT ·R
]−1
= R−1 ·
[
R−1
]T
. (3.27)
Die Invertierung der oberen Dreiecksmatrix erfolgt dabei durch Rückwärtseinset-
zen, welches ein besonders schnelles Verfahren darstellt. Beide Möglichkeiten sind
in MATLAB implementiert, liefern jedoch relativ große Residuen, auch wenn das
Verfahren mit Cholesky-Zerlegung etwa doppelt so schnell arbeitet. Zusätzlich bietet
MATLAB die Möglichkeit, die Inversion mittels des „Backslash-Operators“ durch-
zuführen, welcher auf der Gaußschen Eliminierung beruht:
F ·Θ = G ⇒ Θ = F \G . (3.28)
Dieses Verfahren liefert Residuen, die etwa um Faktor 50-100 kleiner sind als bei den
obigen. Des Weiteren ist dieser Weg, in Verbindung mit einer Cholesky-Zerlegung
zur Berechnung der Kovarianzmatrix, etwa gleich schnell wie der Inversions-Befehl,
so dass diese Kombination zur Berechnung der Inversion der komplexen Informati-
onsmatrix herangezogen wird.
Durch Anwendung des Konzepts der Summe der quadrierten Abweichungen nach
Gauß ergibt sich die Varianz der Parameter aus der Kovarianzmatrix des Vektors
der Parameter
cov
(
Θˆ
)
≡ E
{(
Θˆ−Θ
) (
Θˆ−Θ
)T}
= σ2
[
Re
(
X˜
∗
X˜
)]−1
(3.29)
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zu
σ2 = 1
m− p
[(
Y˜ − X˜Θˆ
)−1 (
Y˜ − X˜Θˆ
)]
. (3.30)
E bezeichnet in Gl. 3.29 den Erwartungswert, p in Gl. 3.30 die Anzahl der Elemente
des Vektors unbekannter Parameter Θ. Bezeichnet σ2 die Varianz, so hat diese Größe
den Nachteil, dass sie eine andere Einheit als die Daten besitzt. Dieser Nachteil kann
durch die Verwendung der Standardabweichung σ behoben werden.
Mit Hilfe der Größen Varianz und Kovarianz können die Korrelationskoeffizienten ρ
berechnet werden, welche ein Maß für die lineare Abhängigkeit zweier Signale (u1,
u2) darstellen:
ρu1u2 =
σu1u2
σu1 · σu2
. (3.31)
Die Kovarianz wird dabei mittels der Variation so skaliert, dass ρ im Intervall von
[−1; 1] liegt. Damit gilt für ρ = 0 vollständige lineare Unabhängigkeit, wohinge-
gen |ρ| = 1 eine vollständig lineare Abhängigkeit anzeigt. Existieren keine genauen
Schranken, ab wann zwei Signale als abhängig voneinander eingestuft werden, so
hat sich in der Praxis bewährt, Ergebnisse mit einem Korrelationskoeffizienten von
größer 0.9 als sehr kritisch zu betrachten.
Die Standardabweichung sowie die Varianz werden später zur Beurteilung der Er-
gebnisqualität herangezogen.
3.1.3 Rekursive-Fourier-Transformation (RFT)
Die DFT aus Gl. 3.12 ist für eine gegebene Frequenz ω für den Zeitschritt i zugehörig
zur DFT des Zeitschrittes i− 1 durch
X˜i (ω) = X˜i−1 (ω) + xie−jωi∆t (3.32)
gegeben, wobei der zweite Term aufgeteilt werden kann zu
e−jωi∆t = e−jω∆te−jω(i−1)∆t . (3.33)
Der Ausdruck e−jω∆t bleibt dabei bei konstanter Zeitschrittweite sowie gegebener
Frequenz konstant. Daraus folgt ein weiterer Vorteil dieser Methode: Die DFT kann
für eine gegebene Frequenz allein durch eine Addition in Gl. 3.32 sowie zweier
Multiplikationen, Gl. 3.32 und Gl. 3.33, ausgeführt werden. Dies resultiert in ei-
nem außerordentlich geringen Zeitaufwand sowie in einem nur geringen benötigten
Speicherbedarf, da die Transformation selbst als Speicher fungiert. Somit sind die
Geschwindigkeit und der Speicherbedarf der Lösung weder von der Messdauer noch
von der Anzahl der Messpunkte abhängig.
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3.1.4 Manöverauslegung
Über die Auslegung optimaler Identifizierungsmanöver wurden verschiedenste Ar-
tikel mit unterschiedlichen Ergebnissen veröffentlicht. Die Herausforderung hierbei
besteht darin, dass die Auslegung eines optimalen Manövers die Kenntnis über das
dynamische Verhalten des Systems voraussetzt, das zu diesem Zeitpunkt jedoch
nicht vorhanden ist. Zusätzlich ist es schwierig, Kriterien zu finden, um verschiedene
Eingangssequenzen miteinander zu vergleichen. Praktische Untersuchungen zeigten
jedoch, dass mithilfe verschiedener Ansätze der Manöverauslegung gute Ergebnisse
erzielt werden können, siehe [62], [86].
Es sind zwei grundlegend verschiedene Ansätze zu unterscheiden [35], der analytische
sowie der heuristische Ansatz. Der analytische Ansatz nutzt Funktionsklassen, wie
etwa Sinus- oder Rechteckwellen, um ein Maximum an Informationen bei minimaler
Standardabweichung der Parameter zu erhalten, was zu einer Extremwertanalyse
führt. Der heuristische Ansatz hingegen verwendet kurze Rechtecksignale, welche
sich am Spektralverhalten des dynamischen Systems orientieren, was zu einer Mini-
mierung der Standardabweichung führt.
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Abb. 3.2: Verschiedene Identifizierungsmanöver
Für die Manöverauslegung der vorliegenden Arbeit wurde der heuristische Ansatz
ausgewählt, da er folgende Vorteile bietet: Die Manöversequenzen werden lediglich
durch zwei Parameter, die Amplitude a und die Zeitschrittweite T , definiert, siehe
Abb. 3.2, wodurch sich die Manöver leicht adaptieren lassen. Des Weiteren ist die
Dauer eines Manövers begrenzt, so dass auch die Bewegung des Fluggerätes be-
grenzt wird. Zudem lässt sich das Spektralverhalten (Eigenfrequenzen, Dämpfung)
aufgrund der Wahl einer linearisierten Zustandsdarstellung sehr einfach bestimmen.
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Die gebräuchlichsten Manöversequenzen sind in Abb. 3.2 dargestellt. Diese Manöver
unterscheiden sich vor allem hinsichtlich ihres Frequenzspektrums, welches den Ener-
giegehalt als Funktion der Frequenz darstellt und z. B. mittels einer Fast-Fourier-
Transformation berechnet werden kann. Dazu sei erwähnt, dass die Spektren unab-
hängig von der zeitlichen Reihenfolge der Manöver sind. Somit ergeben sich gleiche
Spektren für ein 1123- wie für ein 3211-Manöver. Der Gesamtbetrag der Energie
lässt sich durch die Amplitude einstellen, die Periodizität der Signale variiert mit
der Zeitschrittweite. Aus letzterem Grund wird als Ähnlichkeitsgröße zur Auftra-
gung der Spektren die normierte Frequenz ωT genutzt [35]. Abb. 3.3 zeigt die auf
den Maximalwert der Energie normierten Spektren der oben dargestellten Identifi-
zierungsmanöver.
0 1 2 3 4 5
0
0.2
0.4
0.6
0.8
1
ω T
re
la
tiv
e 
En
er
gi
e
 
 
Impuls
Dublette
3211
1123 mod.
Abb. 3.3: Frequenzspektren der Manöver
Aufgrund der im Allgemeinen geringen Kopplung der beiden periodischen Eigenbe-
wegungsformen der Längsbewegung, der Anstellwinkelschwingung und der Phygoi-
de [10], werden diese getrennt angeregt. Die Anstellwinkelschwingung wird aufgrund
von Erfahrungswerten [35] am besten durch ein 1123-Manöver angeregt. Für den Fall
der Phygoide wurden im Rahmen der vorliegenden Arbeit verschiedene Möglichkei-
ten in [95] getestet. Hierbei zeigte sich, dass die Kombination aus langer Perioden-
dauer und schlechter Dämpfung dazu führt, dass bei einem streng systematischen
Vorgehen der Adaption, wie es hier der Fall ist, mitunter zu viel Zeit benötigt wird,
bis gute Ergebnisse erzielt werden. Des Weiteren würde eine Phygoidenanregung
durch Dubletten oder 1123-Manöver zu unrealistisch kleinen Ausschlagsamplituden
führen. Letztlich bewährt hat sich das folgende Verfahren: Zunächst wird die An-
stellwinkelschwingung identifiziert, wodurch auch a-priori-Wissen über die Phygoide
gesammelt wird. Im Anschluss erfolgt ein Impuls bis zu einem Ziel-Θ. Diese nieder-
frequente Anregung verbessert die Identifizierung der Parameter der Phygoide.
Die Eigenwerte der Seitenbewegung bestehen aus einem komplex-konjugierten (Tau-
melschwingung) sowie zwei realen Eigenwerten (Rollbewegung und Spirale) [10]. Die
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Spiralbewegung wird aufgrund ihrer extremen Langsamkeit, welche große Abwei-
chungen vom Trimmpunkt erzeugt, nicht gezielt angeregt. Die übrigen Eigenbewe-
gungsformen, die Roll- und die Seitenbewegung, können nicht, wie in der Längsbe-
wegung, getrennt voneinander betrachtet werden, da hier zumeist wesentlich stär-
kere Kopplungen vorliegen. Dies wird in diesem Fall zudem durch die kleinen Träg-
heitstensoren der Fluggeräte verstärkt. Die Anregung der Rollbewegung und der
Taumelschwingung erfolgt direkt hintereinander durch eine Seiten- sowie eine Quer-
ruderdublette. Ein 1123-Manöver wäre an dieser Stelle für beide Bewegungsformen
nicht angebracht, da es eine zu große Abweichung vom Trimmpunkt erzeugen wür-
de. Aufgrund der verwendeten Manöverreihenfolge steht der periodischen Taumel-
schwingung auch eine längere Ausschwingzeit zur Verfügung [45].
Wie bereits erwähnt, lässt sich die relative Energie des Manövers über die Amplitude
a einstellen. Zur Bestimmung der optimalen Zeitschrittweite T der verwendeten
Manöverformen sei noch einmal auf Abb. 3.3 verwiesen. Die Dublette weist ein
Energiemaximum bei ω0 · T ≈ 2.3 auf, weshalb die Zeitkonstante zu
TDblt =
2.3
ω0
(3.34)
gewählt wird. Schwieriger ist die Auswahl einer geeigneten Zeitschrittweite für die
1123-Eingabe, da die Signalenergie hier auf einen deutlich breiteren Intervall ab-
gegeben wird. Jategaonkar [35] schlägt vor, dass sich die Eigenfrequenz in einem
Bereich ab der Mitte bis zum oberen Drittel befinden sollte, wodurch sich ein Band
zu
ω0 · T1123 = 1.6 . . . 2.1 ⇒ T1123 = 1.6 . . . 2.1
ω0
(3.35)
ergibt. Da eine teils hohe AS-Frequenz (bis 5 Hz) zu erwarten ist, woraus hohe
Anforderungen an das Ruderstellsystem resultieren, fiel die Entscheidung auf die
obere genannte Grenze:
T1123 =
2.1
ω0,AS
. (3.36)
Hier stellt sich die Frage nach der quantitativen Beschreibung des Ausschwingvor-
gangs. Diese dient der Festlegung des Auswertezeitraums und damit auch der Fest-
legung, wann ein neues Manöver gestartet werden kann. Die Betrachtung betrifft
vor allem die zur Adaption zu verändernden Manöver, die Phygoide wird lediglich
durch einen Einzelimpuls angeregt.
Ein gebräuchlicher Ansatz ist, dem Ausschwingvorgang zwei volle Schwingzyklen
zu gewähren. Somit wird das Manöver zweimal so lang wie die Periodendauer T0
der Eigenbewegungsform beobachtet. Bezogen auf die verwendeten Manöver ergibt
sich mit den bereits bestimmten Zeitschrittweiten, Gl. 3.34 sowie Gl. 3.36, eine
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Ausschwingzeit von
∆TDblt = 2 · T0 = 2 · 2pi
ω0
= 2 · 2pi2.3TDblt ≈ 5.46 · TDblt ≈ 3 · (2 · TDblt) (3.37)
∆T1123 = 2 · T0 = 2 · 2pi
ω0
= 2 · 2pi2.1T1123 ≈ 6.98 · T1123 ≈ 7 · T1123 . (3.38)
Hat sich dieses Vorgehen bei der Manöversteuerung bewähren können, so kam es je-
doch teilweise, vor allem in der Anstellwinkelschwingung, zu frühzeitiger Beendigung
des Ausschwingvorgangs aufgrund starker Dämpfung der Eigenbewegungsform. Aus
diesem Grund ist die Dämpfung als weiteres Kriterium mit einzubeziehen.
Die Anstellwinkel- und die Taumelschwingung werden dabei als schwingungsfähige
Systeme 2. Ordnung (PT2-Systeme) betrachtet, wobei das Manöverende des Identi-
fizierungsmanövers vereinfacht als einzelner Eingabesprung interpretiert wird. Da-
durch stellt sich in den beiden Bewegungsformen jeweils eine gedämpfte Sinusschwin-
gung ein, wobei sich die Abnahme der Schwingungsamplitude a beschreiben lässt
zu:
aˆ (t) = ±aˆmax · exp (σ · t) mit σ = Re (λ) . (3.39)
σ bezeichnet dabei den Abklingkoeffizienten, welcher in folgendem Zusammenhang
zur Dämpfung des PT2-Systems der Bewegungsform steht:
D = −σ
ω0
. (3.40)
λ ist der Eigenwert der Bewegungsform. Nach Gl. 3.39 lässt sich die Ausschwingzeit
∆t über einen prozentualen Zusammenhang der minimalen zur maximalen Schwin-
gungsamplitude berechnen. Vorteilhaft an diesem Verfahren ist, dass der Maximal-
wert nicht bestimmt werden muss. In der Praxis hat sich ein Verhältnis von 10 %
als sinnvoll erwiesen:
aˆ
aˆmax
= 0.1⇒ ∆T = ln (0.1)
σ
. (3.41)
Somit existieren zwei Bedingungen, ab wann ein Identifizierungsmanöver als abge-
klungen gilt, welche als Oder-Verknüpfung in die Ablaufsteuerung integriert sind. Zu
erwähnen ist, dass die Amplitudenbedingung erst ab dem zweiten Manöver möglich
ist, da erst dann eine sinnvolle Schätzung für den Abklingkoeffizienten vorliegt.
Für die Rollbewegung, dem dritten rekursiven Identifizierungsmanöver, kann verein-
facht ein entkoppeltes System 1. Ordnung (PT1-System) zugrunde gelegt werden.
Somit reagiert das Fluggerät auf einen Querrudersprung mit einer aperiodisch ge-
dämpften Annäherung der Rollrate an ihren Stationärwert pt→∞:
p (t) = pt→∞
[
1− exp
( −t
TRb
)]
mit TRb =
1
λRb
. (3.42)
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Für die bereits erwähnte Festlegung, dass die Zeitschrittweite einer Dublette auf
das Zweifache der Zeitschrittweite der Bewegungsform entspricht, ergibt sich für die
Zeitschrittweite der Dublette des Rollmanövers:
TDblt = 2 · TRB ⇒ p (TDblt)
pt→∞
= [1− exp (−2)] ≈ 0.86 . (3.43)
Die Rollrate erreicht demnach 86 % des Stationärwertes, was sich als guter Kompro-
miss aus hohem Informationsgehalt sowie geringer Abweichung vom Trimmzustand
herausgestellt hat. Nach der Eingabe erfolgt der Ausschwingvorgang mit einer Länge
von ∆T = 3 ·TRB, in dem das Fluggerät den Trimmzustand (p = 0) wiederherstellen
kann. Die Länge des Ausschwingvorgangs hat sich dabei als ausreichend erwiesen.
Zum Ende dieses Kapitels sei darauf hingewiesen, dass sich die oben vorgestellten
Werte der Ausschwingdauer vor und während der Manöver auf die jeweiligen Um-
gebungsbedingungen anpassen lassen.
3.1.5 Umsetzung und Adaption der Online-Identifizierung
Wie bereits erwähnt, wurde die gesamte Methode in der MATLAB/Simulink-Umge-
bung erstellt, um danach mittels des Real-Time-Workshops (RTW) auf die Echtzeit-
Hardware kompiliert zu werden. So wurden auch die bisher vorgestellten Identifi-
zierungsalgorithmen in MATLAB/Simulink implementiert und zu einer adaptiven
Parameteridentifizierung zusammengefasst. Abb. 3.4 stellt den Signalfluss der Iden-
tifizierung grafisch dar:
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Abb. 3.4: Signalfluss in der Simulink-Umgebung
Der erste Block, die Datenaufbereitung, extrahiert die benötigten Signale aus dem
Zustandsvektor und sortiert diese in Längs- und Seitenbewegung. Des Weiteren wer-
den die Trimmwerte der einzelnen Signale zu Beginn der Identifizierungskampagne
erfasst und von den aktuellen Zustandsgrößen subtrahiert.
Der Datenaufbereitung folgt, getrennt in Längs- und Seitenbewegung, für die Fourier-
Transformation Gl. 3.32 sowie für die Regression Gl. 3.23. Beide wurden als Embedded-
MATLAB-Funktionen entworfen. Die jeweiligen Stränge der Längs- und Seitenbe-
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wegung werden, je nach durchzuführendem Identifizierungsmanöver, an- und ausge-
schaltet, so dass der Rechenaufwand weiter reduziert wird.
Die anschließende Manöversteuerung, in welcher auch die Adaption stattfindet, ist
mit der Simulink-Erweiterung Stateflow umgesetzt, welche das grafische Program-
mieren komplexer Steuerlogiken ermöglicht, die mit Hilfe von Zustandsautomaten
und Flussdiagrammen, den sogenannten Stateflow-Charts konzipiert werden. Abb.
3.5 zeigt das globale Ablaufschema der Identifizierung inklusive Adaption. Die Dar-
stellung ist hierbei an Stateflow angelehnt.
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Identifizierung LB
Anstellwinkelschwingung
Phygoide
Identifizierung SB
TS und RB
Ende der Identifizierung
z-Transformation LB aktivieren
z-Transformation LB deaktivieren
z-Transformation SB aktivieren
z-Transfomation SB deaktivieren
Abb. 3.5: Signalfluss in der Simulink-Umgebung
Zur Durchführung und Bewertung werden für die einzelnen Manöver Zielwerte de-
finiert, welche einen Kompromiss zwischen den teilweise gegenläufigen Forderungen
an das jeweilige Manöver darstellen. So erfordern z. B. das Einhalten der Lineari-
tät sowie der beschränkte Manöverraum im Windkanal eine geringe Manöveram-
plitude, wohingegen das Signal-Rausch-Verhältnis höhere Amplituden fordert. Als
sinnvoll erscheint hier die Wahl von Anstell-, Schiebe- und Hängewinkel (α, β, Φ)
als Zielwerte, da sich damit eine recht einheitliche Charakterisierung der Flugma-
növer erreichen lässt. Ein Sonderfall wiederum ist die Phygoide. Diese wird, wie
bereits erwähnt, durch einen Impuls auf einen bestimmten Θ-Wert ausgelenkt, wel-
cher ebenfalls einzeln vorgegeben wird. Das Verhältnis fAmp zwischen der erreichten
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und der Zielamplitude berechnet sich somit je nach Manöver zu
fAmp =
max |xi(t)|
xi,Ziel
∣∣∣∣∣
t∈Manöver
mit:

xi = α Anregung AS
xi = Θ Anregung PH
xi ∈ [β,Φ] Anregung TS, RB
, (3.44)
wobei in der Seitenbewegung der Zielwert entscheidend ist, welcher bei der Manö-
verdurchführung zuerst erreicht wird.
Die Zielwerte der Anregungen können sowohl vor Beginn der Messungen als auch
im laufenden Messbetrieb eingestellt werden. Im Rahmen dieser Arbeiten wurden in
[95] einige Empfehlungen angegeben, die in Tab. 3.1 zusammengefasst sind. Es sei
aber darauf hingewiesen, dass die Werte, zum Beispiel aufgrund des vorhandenen
Manöverraums, des Sensorrauschens, der Strömungsgüte und der Fluggeräteeigen-
schaften, auch stark davon abweichen können.
Zielwert Größe Manöver
α 3◦ AS
Θ 3◦ PH
β 3◦ TS
Φ 7◦ RB
Tab. 3.1: Empfehlungen für die Zielwerte der Identifizierung
Manöverauswertung und Adaption
Wie bereits in Kap. 3.1.4 erwähnt, können alle verwendeten Manöver durch zwei
Parameter, der Amplitde a und der Zeitschrittweite T , charakterisiert werden. Zur
Adaption wird ausgenutzt, dass sich die Amplitude a und die Zustände unter An-
nahme eines linearen Systems bei gegebenem T proportional verhalten [60]. So kann
unter Zuhilfenahme des n-ten Manövers das nachfolgende Manöver n+ 1 bestimmt
werden zu
an+1 =
an
fAmp,n
, (3.45)
so dass die Zielwerte erreicht werden.
Ein solch einfacher Sachverhalt lässt sich für die Veränderung von T auf fAmp nicht
aufstellen, da diese grundsätzlich von der Flugzeugdynamik abhängt. Es hat sich als
sinnvoll erwiesen, die Anpassung der Amplitude und der Zeitschrittweite getrennt
zu berechnen und schrittweise auszuführen.
Vor der Adaption werden zwei Konvergenzbedingungen untersucht, unter welchen
das Apriori-Manöver als konvergent angesehen wird:
0.9 < fAmp < 1.1∧|ω0,n − ω0,n−1|
ω0,n
< 0.05 bzw. |TRB,n − TRB,n−1|
TRB,n
< 0.05 . (3.46)
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Die aufgeführten Grenzen haben sich als sinnvoll erwiesen [95], lassen sich aber
vor und wiederum auch während der Messungen an die Umgebungsbedingungen
anpassen. Entspricht das Ergebnis des Apriori-Manövers nicht den Konvergenzbe-
dingungen, so wird das Manöver adaptiert. Hierbei erfolgt auch eine Negation des
Steuerkommandos, um große Abweichungen vom Trimmpunkt bei direkt hinterein-
ander folgenden Manövern zu vermeiden und um eine ggf. vorhandene Nichtlinearität
bei der Reaktion herausmitteln zu können.
Folgende Bereiche, welche sich am prozentualen Wert des erreichten Zielwertes ori-
entieren, wurden für die Adaption der Manöver festgelegt:
• fAmp < 0.25
Aufgrund des niedrigen Manöverausschlags kann ein schlechtes Signal-Rausch-
Verhältnis vorliegen, wodurch die berechnete Eigenfrequenz der Eigenbewe-
gungsform ebenfalls schlecht konditioniert sein kann. Deshalb wird die Zeit-
schrittweite nicht angepasst. Die Ruderamplitude wird durch
an+1 = an +K1 ·∆a mit ∆a =
(
1
famp
− 1
)
· an und K1 = 0.4 (3.47)
aktualisiert. Die moderate Anhebung um den Faktor K1 von 40 %, welcher,
wie alle weiteren Aktualisierungsfaktoren, vor und während der Messungen
variiert werden kann, soll fAmp erst einmal sicher über die 25 %-Schranke
bringen, um dann das Manöver vollständig adaptieren zu können.
• 0.25 <= fAmp < 1
Eine vollständige Aktualisierung der Manöver kann vorgenommen werden.
Die Amplitude wird, wie in Gl. 3.47, jedoch mit dem Faktor K1 = 0.6 ange-
hoben. Damit soll ein langsames Annähern an den Zielausschlag ohne Über-
schwingen erreicht werden. Die Aktualisierung der Zeitschrittweite erfolgt in
Abhängigkeit des Identifizierungsmanövers. Nach der Bestimmung der aktu-
ellen Zeitschrittweite Tm mittels der Gleichungen 3.34 oder 3.36 erfolgt die
Aktualisierung zu:
Tn+1 = Tn +K2 ·∆T mit ∆T = (Tm − Tn) (3.48)
K2 wurde im Rahmen der Versuche auf 0.8 gesetzt.
• fAmp >= 1
Da der Zielwert überschritten wurde, werden die Aktualisierung der Zeit-
schrittweite wiederum ausgesetzt und die Amplitude um eine vollständige
Differenz ∆a gesenkt.
Dieses Vorgehen der Adaption wird so lange wiederholt, bis entweder die Konver-
genzkriterien erfüllt sind oder eine zuvor festgelegte Anzahl an Apriori-Manövern
erreicht ist. Hiernach wird das letzte Apriori-Manöver dreimal wiederholt, um durch
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das sich einstellende, bessere Signal-Rausch-Verhältnis statistisch genauere Daten
zu erhalten.
Nach der Durchführung der Anstellwinkelmanöver werden die Standardabweichun-
gen σ sowie die Parameter der Längsbewegung, ALB und BLB, über mehrere An-
stellwinkelzyklen beobachtet. Als Ergebnis werden die jeweils minimalen Standard-
abweichungen sowie deren Parameterwerte abgelegt. Ausgenommen hiervon sind die
Parameter, welche sich aufgrund einer Geschwindigkeit in x-Richtung ergeben (Mu,
Zu undXu). Diese werden in der darauffolgenden Anregung der Phygoide beobachtet
und auf gleiche Weise abgelegt.
Die Auswertung der Seitenbewegung gestaltet sich einfacher, da die Manöver der zu
identifizierenden Bewegungsformen direkt hintereinander ausgeführt werden können.
Nach erfolgreicher Erfüllung der Konvergenzkriterien bzw. nach Erreichen der festge-
legten Anzahl an Apriori-Manövern wird die letzte Manöverfolge wiederum dreimal
wiederholt, um ein besseres Signal-Rausch-Verhältnis zu erreichen. Die Standardab-
weichungen σ sowie die Parameter der Seitenbewegung,ASB undBSB, werden über
fünf Ausschwingzyklen der Taumelschwingung überwacht und die jeweils minimalen
Standardabweichungen sowie deren Parameterwerte als Ergebnis abgelegt.
Die erwähnten Ausschwingzyklen nach den Manövern lassen sich ebenfalls vor und
während einer Identifizierung an die Umgebungsbedingungen anpassen.
Bei der im Folgenden erläuterten Offline-Identifizierung brauchen somit bestenfalls
nur die Manöverabfolgen der Längs- (dreimalige Wiederholung der Anstellwinkel-
schwingung sowie Phygoidenanregung) und Seitenbewegung (dreimalige Wiederho-
lung des zusammenhängenden Identifizierungsmanövers) untersucht zu werden.
3.2 Offline-Identifizierung
Wie bereits erwähnt, wird zusätzlich eine Offline-Identifizierung verwendet, die ein
größeres Spektrum an Möglichkeiten bietet. So werden die Signale vor der Berech-
nung individuell gefiltert. Des Weiteren können auch zusätzliche Größen, wie etwa
nichtlineare Terme, mit in die Identifizierung einfließen und die Zeitschriebe indivi-
dueller verarbeitet werden.
Die Gleichungsfehlermethode ist aufgrund ihrer mathematisch einfachen Beschrei-
bung sowie der Berechnung durch rein algebraische Operationen in der Parame-
teridentifikation von Luftfahrzeugen weit verbreitet. Voraussetzung ist, dass keine
Störsignale in den abhängigen Variablen vorliegen, was jedoch durch die verwendete
Sensorik und die Möglichkeiten der Datenaufbereitung gegeben ist. Dies stellt auch
den wesentlichen Grund für den Vorzug des Verfahrens gegenüber den Ausgangsfeh-
lerverfahren dar. Es handelt sich hierbei ebenfalls, wie bei der Online-Identifizierung,
um ein Regressionsverfahren, so dass die meisten Formeln und Herleitungen von dort
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übernommen werden können.
Gleiches gilt für die Modellbildung, welche bereits in Kap. 3.1.1 vorgestellt wurde.
Die Manöverauslegung wurde ebenfalls bereits besprochen, siehe Kap. 3.1.4. Für die
Offline-Identifizierung interessant sind bei erfolgreich durchgeführter Manöveradap-
tion jedoch nur die drei durchgeführten Manöver am Ende der Adaption.
So ergibt sich das Gleichungssystem ebenfalls nach Gl. 3.17, jedoch diesmal im Zeit-
und nicht im Frequenzbereich
Y = X ·Θ +  (3.49)
wodurch sich die Regressormatrix X sowie der Regressandenvektor Y zu
Y ≡

y (t1)
...
y (tN)
 (3.50)
X ≡

1 xT (t1) uT (t1)
... ... ...
1 xT (tN) uT (tN)
 (3.51)
ergeben. Die Spalte der Eins-Einträge in der Matrix der unabhängigen Variablen
X dient der Identifizierung von Bias-Werten. Somit gilt für den Gleichungsfehler 
analog zu Gl. 3.20:
 = [ (t1) , . . . ,  (tN)]T = Y −X ·Θ . (3.52)
Die Kostenfunktion kann ebenfalls analog zu Gl. 3.21 zu
J = 12
N∑
k=1
2 (k) = 12
T = 12 (Y −XΘ)
T (Y −XΘ) (3.53)
sowie ihr Gradient entsprechend Gl. 3.22 aufgestellt werden:
∂J
∂Θ
!= 0⇒ −Y TX + ΘT
(
XTX
)
T⇒ −XTY +
(
XTX
)T
Θ = 0 . (3.54)
Die Extremwertanalyse führt analog zu Gl. 3.23 auf
Θˆ =
(
XTX
)−1
XTY = F−1 ·G . (3.55)
Für die Existenz der Inversen gelten ebenfalls Gl. 3.24 sowie Gl. 3.25. Die Inversion
der Informationsmatrix wird wiederum mittels des Backslash-Operators gelöst.
54 3 Identifizierung
3.2.1 Auswahl geeigneter Regressoren und Datennachbereitung
Die Wahl eines geeigneten Modells, dessen Linearisierung sowie Vereinfachung wur-
de bereits in Kap. 3.1.1 behandelt, siehe Gl. 3.8 und 3.9. Zur Offline-Identifizierung
müssen, wie bereits angesprochen, nur die abschließenden Manöver, nicht jedoch die
Apriori-Manöver, untersucht werden. Während die Beiwerte der Seitenbewegung
mit einem kombinierten Ausschlag aus Seiten- und Querruder analysiert werden, so
werden Anstellwinkelschwingung und Phygoide durch getrennte Manöver angeregt.
Auswertungen zeigten, dass eine Zusammenführung der Manöver zu besseren Ergeb-
nissen führt, was auch im Folgenden durchgeführt wird. Zugleich werden aus den
beiden Manöversätzen der Längs- und Seitenbewegung etwaige Trimmmmanöver
zwischen den Identifizierungsmanövern herausgeschnitten.
Zusätzlich werden die Daten nach Empfehlung von Klein und Morelli [45] global
verändert. So konvergiert die Fourier-Transformation ohne Diskontinuitäten an den
Rändern der Datensätze deutlich besser und schneller, weshalb zwei Schritte ange-
wendet werden. Zuerst werden die Daten global um den Wert des ersten Datenpunk-
tes abgesenkt bzw. angehoben. Hiernach wird im zweiten Schritt ein linearer Trend
auf die Daten gegeben und so um den Startpunkt verschoben, dass der Endpunkt
des auszuwertenden Datensatzes ebenfalls den Wert null aufweist.
Zur Auswertung werden die bereits während der Messung gefilterten Werte für die
Online-Identifizierung herangezogen, siehe dazu Kap. 2.6.2. Auf eine weitere Filte-
rung wurde verzichtet, da sie nicht notwendig erschien.
Zur Auswahl geeigneter unabhängiger Variablen wurden verschiedene Testreihen
durchgeführt, um die Einflüsse dieser auf die Lösung zu untersuchen. Hierzu gehörten
auch nichtlineare Einflüsse, was jedoch keine signifikante Verbesserung der Lösung
erbrachte. Die Wahl fiel auf den folgenden Satz an RegressorenX und Regressanden
Y für die Längs- und Seitenbewegung:
Y LB =
q˙Kfα˙K
u˙Kf
 XLB =

qKf
αK
uKf
η
n
Θ

Y SB =
r˙Kfβ˙K
p˙Kf
 XLB =

rKf
βK
pKf
ξ
ζ
Φ

. (3.56)
3.3 Eigenschaften der Identifizierungsalgorithmen
Beide vorgestellten Identifizierungsmethoden basieren hinsichtlich ihres Grundprin-
zips auf der Methode der kleinsten Quadrate nach Gauß und setzen somit voraus,
dass die unabhängigen Variablen X bzw. X˜ fehlerfrei vorliegen. Des Weiteren müs-
sen die Gleichungsfehler , ˜ untereinander und von den Regressoren stochastisch
3.4 Besonderheiten bei der Identifizierung geregelter Systeme 55
unabhängig sein sowie durch ein normalverteiltes, weißes Rauschen mit Mittelwert
null und der Varianz σ2 beschrieben werden können:
E{} = 0 ∧ E{T} = σ2 · I . (3.57)
Unter diesen Voraussetzungen sind die resultierenden Parameter erwartungstreu,
konsistent und effizient. Erwartungstreu bedeutet, dass die Schätzung keinerlei sys-
tematische Fehler (Biases) liefert:
E{Θˆ} = Θ . (3.58)
Konsistent bedeutet, dass die Güte der Lösung mit steigender Anzahl von Messwer-
ten N zunimmt und gegen die reale Lösung konvergiert. Auch wenn damit keinerlei
Aussagen über die Güte der Schätzwerte getroffen werden können, so ist eine kon-
sistente Lösung zumindest stets asymptotisch erwartungstreu [32]:
lim
N→∞
E{Θˆ} = Θ . (3.59)
Effizient bedeutet, dass die bestimmte Schätzung unter allen erwartungstreuen Schät-
zungen die kleinstmögliche Varianz ausweist.
Der größte Nachteil in der praktischen Anwendung der beiden Verfahren besteht
darin, dass sich im Allgemeinen systematische Fehler und Messrauschen in der rea-
len Anwendung nicht vermeiden lassen, woraus sich biasbehaftete und inkonsistente
Schätzwerte ergeben. Die Anwendung ist also im höchsten Maße abhängig von der
Qualität der zur Verfügung stehenden Messdaten. Dennoch kann die Anwendung in
diesem Falle rechtfertigt werden: Aufgrund des Messkonzeptes sind systematische
Fehler nicht zu erwarten. Des Weiteren können durch eine Aufbereitung der Mess-
daten nahezu rauschfreie Daten erzeugt werden. Die Aufbereitung der Daten wurde
bereits in Kap. 2.6.2 beschrieben.
3.4 Besonderheiten bei der Identifizierung geregelter
Systeme
Wie bereits erwähnt, kann je nach Umgebungsbedingungen entschieden werden, ob
der Regler während der Identifizierungsmanöver vollständig abgeschaltet, nur in der
nicht zu identifizierenden Bewegungsform (Längs-, Seitenbewegung) aktiviert oder
aber komplett aktiviert ist. Aus diesem Grund ist die Betrachtung des Einflusses des
Reglers auf die Identifizierung notwendig. Bei der Identifizierung geregelter Systeme
wird primär zwischen der Identifikation des offenen und des geschlossenen Regel-
kreises unterschieden, siehe Abb. 3.6.
Im vorliegenden Fall ist eine Identifizierung der flugmechanischen Kenngrößen des
ungeregelten Systems gewünscht. Würde also der geschlossene Regelkreis identifi-
ziert, so müssten das Regelungssystem sowie die Stelldynamik mit in die Modell-
gleichungen einbezogen werden, was einen deutlich erhöhten Aufwand darstellt. Aus
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diesem Grund wird der offene Regelkreis identifiziert, dessen Eingangsgrößen, die
Steuerflächenausschläge, sowie Ausgangsgrößen aufgrund des Messkonzeptes direkt
vorliegen.
Regler Fluggerät
δc
Kommando
u y
Reaktion
z
Rauschen
geschlossener Regelkreis
offener Regelkreis
Abb. 3.6: Identifizierung des offenen- sowie geschlossenen Regelkreises
Die Identifikation eines geregelten Systems wirft jedoch einige Probleme auf [35]:
• Die Regelung hat die Aufgabe, gegen Störungen der Flugzeugbewegungen zu
arbeiten und unterdrückt somit die zur Identifizierung notwendigen Schwin-
gungen der Eigenbewegungsformen. Hierdurch wird der Informationsgehalt des
Manövers drastisch reduziert.
• Die Rückführung der Zustandsgrößen im Regler führt zu einem künstlichen
Zusammenhang zwischen Eingangs- und Ausgangsgrößen. Dies kann zu Kor-
relationen zwischen den Ein- und Ausgangsgrößen führen.
• Da die gemessenen Variablen einer Rückkopplung unterliegen, wirkt deren
Messrauschen auf den Systemeingang, wodurch es zu stochastischen Kompo-
nenten im Eingang kommt.
Gegen den ersten Punkt der Aufzählung wirkt im vorliegenden Fall die Adapti-
onsfähigkeit des Identifizierers. Auch wenn der Regler gegen das Identifizierungs-
kommando arbeitet, wird erkannt, dass der Zielwert nicht erreicht wurde und das
Identifizierungskommando entsprechend erhöht. Bestehen bleibt jedoch, dass die
Steuerkommandos aufgrund des Reglereingriffs nicht mehr den gewollten entspre-
chen.
Der Korrelation der Rückführung soll dadurch entgegengewirkt werden, dass das
Identifizierungskommando nicht durch den Regler geschickt, sondern getrennt vom
Regelkreis an die Aktuatoren gegeben wird. Diese Technik wird in der Fachliteratur
auch seperate surface exciation genannt. Durch diese direkte Ansteuerung wird die
Anfangsreaktion des Fluggeräts deutlich besser ausgeprägt.
Der letztgenannte Aspekt, die Rückkopplung der gemessenen Variablen, stellt das
größte Problem dar. Diesem wird jedoch durch die schon angesprochene Filterung
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auf alle Zustandsdaten, siehe Kap. 3.3, entgegengewirkt. Außerdem wird es durch die
Wahl eines Gleichungsfehlerverfahrens abgeschwächt, da dieses Verfahren weniger
empfindlich reagiert als zum Beispiel das Ausgangsfehlerverfahren. Bei diesem kann
es durch Rückkopplung der gemessenen Variablen zum Wegdriften der Lösungen
kommen.
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4 Regelung
Die Regelung dient nach dem Start und einem Identifizierungsmanöver der Positio-
nierung und Trimmung des Fluggerätes. Des Weiteren wird permanent überwacht,
ob sich das Fluggerät dem Rand des Freistrahls nähert. Wenn nötig, wird es mittels
des Reglers wieder in die Mitte der Messstrecke zurückgeführt. Während der Identi-
fizierungsmanöver kann der Regler, je nach Randbedingungen, komplett ausgeschal-
tet, nur in der nicht identifizierten Bewegungsrichtung (Längs-, Seitenbewegung)
aktiviert oder aber dauerhaft aktiviert werden. Somit kommt für die hochagilen
Fluggeräte neben der Forderung nach Adaption und schnellem Reaktionsvermögen
das Ein- und Ausschalten des Reglers als weitere Anforderung hinzu.
Für diese Arbeit bieten sich vor allem die expliziten Modellfolge-Regelungen und ih-
re Abwandlungen an, da die Regelung bei diesen nahezu unabhängig vom Fluggerät
ausgelegt werden kann und somit eine einfache Adaption an verschiedene Flugge-
räte bietet. Aus diesem Grund wurden im Rahmen dieser Arbeit durch Siewert
[88] verschiedene Vorsteuerungsansätze untersucht, die vor allem aus Mönnich [58]
entnommen sind, welcher auch einen guten Überblick über die explizite Modellfolge-
Regelung gibt. Außerdem wird ein weiterer Ansatz von Buchholz [11] verfolgt. Es
zeigte sich hierbei, dass für die vorliegende Anwendung die Nichtlinearitäten der
Fluggeräte nicht außer Acht gelassen werden dürfen, so dass die Wahl auf eine dy-
namische Inversion (DI) fiel, welche in Kap. 4.1 vorgestellt wird. Die dynamische
Inversion wurde bereits erfolgreich sowohl in Simulationsumgebungen als auch bei
Flugversuchen angewendet. Beispielhaft seien hier die folgenden Projekte erwähnt,
wie etwa Versuche mit dem F18 High-Angle-of-Attack Research Vehicle (HARV)
[22], Raumfahrzeugen [34], automatische Landungen mit dem ATTAS-System [50],
[51], Untersuchungen im GARTEUR-Programm bezüglich automatischer Landung
sowie High-Angle-of-Attack-Zuständen [21], [92] und Versuche mit Hubschrauber-
drohnen [96].
Ein Nachteil der dynamischen Inversion besteht darin, dass sie zwar eine hohe Agili-
tät zulässt, dabei aber eine recht geringe Robustheit gegenüber Parameter- und Mo-
dellunsicherheiten aufweist, wie sie hier, aufgrund der geringen Vorkenntnisse über
die Fluggeräte, in hohem Maße vorhanden sind. Eine bereits praktizierte Lösung
hierfür ist z. B. die Verwendung von adaptiven Gliedern in Form von neuronalen
Netzen (NN). Diese versuchen, kontinuierlich den Unterschied zwischen dem realen
System und dem des Modells über einen mitlernenden Algorithmus zu kompensieren,
wie es z. B. Lewis vorschlägt [48], [49]. Ausgangspunkt dieser Lösung ist die Tatsache,
dass neuronale Netze universale Approximatoren sind, die es erlauben, glatte mehr-
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dimensionale Funktionen beliebig genau anzunähern [30]. Außerdem gelingt durch
die Stabilitätstheorie von Lyapunov der mögliche Nachweis der Beschränktheit der
Netzgewichte und Systemzustände [41]. Die neuronalen Netze werden in Kap. 4.2
vorgestellt. Durchgeführt wurde dieses Verfahren, bestehend aus einer dynamischen
Inversion und neuronalen Netzen, zum Beispiel im Tiltrotor-Flugzeug XV-15 [12],
[80], [81], bei der Simulation von leitwerkslosen Kampfflugzeugen [83] sowie an der
X-33 [37].
Ein weiteres Problem bei der Anwendung von Flugreglern sind nichtlineare Raten-
und Ausschlagsbegrenzungen, welche die Stabilität des Gesamtsystems, zum Bei-
spiel durch die Aufladung von Integratoren, negativ beeinflussen. Einfache Verfah-
ren, welche den Regler von den Begrenzungen fernhalten, haben jedoch zumeist den
Nachteil, dass sie äußerst konservativ arbeiten und somit die Möglichkeiten bezüglich
der Agilität und Steuerbarkeit des Fluggerätes nicht ausnutzen. Aus diesem Grund
wird zusätzlich ein Pseudo Control Hedging (PCH) eingeführt. Das Pseudo Control
Hedging, welches in Kap. 4.3 erläutert wird, lässt bewusst Vollausschläge zu, um die
maximale Manövrierfähigkeit des Fluggerätes zu erhalten, siehe etwa [36]. Gleich-
zeitig vermag das PCH, die dabei auftretenden Effekte vor den adaptiven Termen
zu verbergen. Würde der sich einstellende Fehler zwischen realem Verhalten und
zugrunde liegendem Modell bei Einlauf in den Stellratenbegrenzer vom adaptiven
Term als Regelfehler interpretiert, so würde die Adaption versuchen, sich an ihn an-
zupassen. Dies würde dann zu stark fehlerhaften Wichtungen der Adaptionsterme
führen, welche das System im ungünstigsten Fall instabil werden lassen.
Auch diese Methodenkombination wurde bereits erfolgreich in Simulationen sowie
in Flugversuchen eingesetzt, wie etwa für UAVs [28], der X-33 [36], [37], [38], zum
Aufstellen von Systemen, welche robust sind gegenüber Aktuatorausfällen [31] sowie
bei Hubschrauberdrohnen [39]. Es hat sich in diesen Projekten gezeigt, dass durch die
Wahl dieses Regelungsansatzes selbst große Abweichungen in den Parametern und
beim Modell kompensiert werden können. Die Frage bleibt natürlich zu beantworten,
ob dies aufgrund des geringen Manövrierraumes im Freistrahl schnell genug gelingen
kann.
PCH
Referenz-
modell
Regler Inversion Aktuator Strecke
Adaption
xc xr e νDC ν uc u x
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Abb. 4.1: Übersicht der Reglerstruktur mit Strecke
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Abb. 4.1 gibt eine Übersicht über den Regler und die Strecke. Der Übersichtlichkeit
halber wurden die einzelnen Methoden der Regelung nur als Blöcke dargestellt und
die Identifizierung weggelassen.
Nach der Vorstellung der Theorien zu den einzelnen Regelungskomponenten wird
in Kap. 4.4 die Umsetzung der Regelung beschrieben. Dies beinhaltet sowohl den
detailierten Regleraufbau als auch die Auslegung der Reglerparameter.
4.1 Dynamische Inversion
Das Hauptziel der dynamischen Inversion ist, eine Beschreibung des Systems zu fin-
den, die ein lineares Eingangs-/Ausgangsverhalten aufweist. Ist diese Beschreibung
gefunden, kann auf einfache Weise für dieses resultierende lineare System ein (li-
nearer) Regler ausgelegt werden. Aus diesem Grund wird die dynamische Inversion
auch als Eingangs-/Ausgangs-Linearisierung (E/A-Linearisierung), oder, im engli-
schen Sprachraum, als „Feedback Linearisation (FL)“ bezeichnet.
4.1.1 Grundprinzip der dynamischen Inversion
Im Folgenden soll das Grundprinzip der nichtlinearen dynamischen Inversion erläu-
tert werden. Dabei werden nur Systeme mit gleicher Anzahl an Eingangs- sowie
Ausgangsgrößen, wie im Normalfall bei einem Luftfahrzeug üblich, betrachtet. Eine
Modifikation ist jedoch möglich und z. B. in [33] beschrieben.
Ein nichtlineares dynamisches System lässt sich in der allgemeinen Form
x˙ = F (x,u)
y = H (x) (4.1)
darstellen. Für konventionelle Anwendungen, in welchen kleine Störungen um den
Trimmpunkt zu erwarten sind, ist die Funktion F linear in u, so dass Gl. 4.1 zu
folgendem System umgestellt werden kann:
x˙nx1 = fnx1 (xnx1) +Gnxm (xnx1) · umx1 (4.2)
ymx1 = hmx1 (xnx1) . (4.3)
Hierbei stellt f die nichtlineare Dynamik und G die nichtlineare Stelldynamik dar.
h verknüpft die Systemgrößen mit den Zustandsvariablen.
Vor der weiteren Betrachtung der E/A-Linearisierung muss die Existenz einer Lö-
sung untersucht werden. Für die Erläuterung soll der Einfachheit halber zuerst ein
SISO-System betrachtet werden. Es wird die zeitliche Ableitung der Ausgangsgröße
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gesucht, wozu die Lie-Ableitungen eingeführt werden, welche definiert sind zu:
Lf · h (x) = ∂h
∂x
f (x) (4.4)
Lkf · h (x) = Lf
(
Lk−1f · h (x)
)
. (4.5)
Damit ergibt sich für die zeitliche Ableitung der Ausgangsgröße
y˙ = ∂h
∂x
x˙ = ∂h
∂x
(f (x) + g (x) · u) = Lf · h (x) + Lg · h (x) · u . (4.6)
Unter der Annahme, dass die Eingangsgröße zum betrachteten Zeitpunkt x0 keinen
Einfluss auf die erste Ableitung des Ausgangs hat, also Lg · h (x0) = 0, vereinfacht
sich der obige Ausdruck zu y˙ = Lf ·h (x). Wird die nächste Ableitung gebildet ergibt
sich:
y(2) = ∂Lf · h
∂x
[f (x) + g (x) · u] = L2f · h (x) + Lg · Lf · h (x) · u . (4.7)
Wird hier wiederum Lg ·Lf ·h (x0) = 0, so ist auch diese Ableitung unabhängig vom
Eingang. Es kann also die Regel notiert werden, dass wenn h(x) die Bedingungen
Lg · Li−1f · h (x) = 0 i = 1, 2, . . . r − 1; Lg · Lr−1f · h (x) 6= 0 (4.8)
erfüllt, die r-te die erste Zeitableitung darstellt, in welcher u auf der rechten Seite
der Gleichung explizit auftritt. Die r-te Ableitung ist also, bezogen auf die Eingangs-
größe, sprungfähig. Diese kann wie folgt formuliert werden:
yr = Lrf · h (x) + Lg · Lr−1f · h (x) · u . (4.9)
Somit sind alle niedrigeren Ableitungen nicht unmittelbar von der Steuergröße ab-
hängig. Damit ist r auch ein Maß für die Verzögerung des Systems und wird rela-
tiver Grad nach Definition 1, siehe Anhang B, genannt. Bei der Betrachtung eines
linearen Systems würde dies der Differenz zwischen dem Grad des Nenner- und des
Zählerpolynoms der Übertragungsfunktion, also dem Polüberschuss, entsprechen.
Durch einfaches Umstellen von Gl. 4.9 ergibt sich damit, dass ein System E/A-
linearisierbar ist, wenn die Zustandsvektorrückführung
u = 1
Lg · Lr−1f · h (x)
[
−Lrf · h (x) + ν
]
(4.10)
die E/A-Abbildung auf
yr = ν (4.11)
reduziert. Dies entspricht einer Kette von r Integratoren mit ν als neuer Eingangs-
größe.
4.1 Dynamische Inversion 63
Wird nun ein MIMO-System betrachtet, so ergibt sich für die r Ableitungen der
Ausgangsgröße eine vektorielle Darstellung zu:
y
(r1)
1
...
y(rm)m

︸ ︷︷ ︸
y
(ri)
i
=

Lr1f h1 (x)
...
Lrmf hm (x)

︸ ︷︷ ︸
b(x)
+

Lg1 · Lr1−1f · h (x) · · · Lgm · Lr1−1f · h (x)
... . . . ...
Lg1 · Lrm−1f · h (x) · · · Lgm · Lrm−1f · h (x)

︸ ︷︷ ︸
A(x)

u1
...
um

︸ ︷︷ ︸
u
(4.12)
Die Existenz eines relativen Grades ist somit eine notwendige Voraussetzung für die
Existenz einer Lösung der E/A-Linearisierung. Der skalare relative Grad berechnet
sich dabei zu r = ∑ ri.
Bei Mehrgrößensystemen ist zusätzlich die Invertierbarkeit der Entkopplungsmatrix
A (x) zu beachten. Sollte diese eine Singularität aufweisen, besteht jedoch trotzdem
in vielen Fällen die Möglichkeit einer Linearisierung durch die dynamische Entkopp-
lung des Systems [33].
Mittels der Definition des relativen Grades ist die Linearisierung analog zum SISO-
System möglich:
u = A−1 (x) [−b (x) + ν] mit neuem Eingangsvektor zu ν = [ν1, . . . , νm]T
(4.13)
Hierdurch ergibt sich ein System mit m entkoppelten Integratorketten der Länge r:
yrii = νi . (4.14)
Hier ist das weitere Ziel der E/A-Linearisierung zu sehen: Durch die Einführung der
Pseudosteuergrößen ν wird die E/A-Dynamik entkoppelt. Das heißt, jede Pseudo-
steuergröße beeinflusst jeweils nur eine Ausgangsgröße.
4.1.2 Betrachtung des internen Verhaltens des Regelkreises
Das interne Verhalten des Regelkreises kann mit dem Begriff der Nulldynamik cha-
rakterisiert werden. Diese tritt ein, wenn die Anfangsbedingungen so gewählt wer-
den, dass das Ausgangssignal gleich null bleibt [33]. Die Nulldynamik entspricht also
dem Anteil des Zustandsvektors x, welcher durch die Zustandsvektorrückführung
unbeobachtbar gemacht wurde.
Besonders deutlich wird der Nulldynamikanteil, wenn das nichtlineare System in die
eingangsnormierte Byrnes-Isidori-Normalform transformiert wird, welche im Folgen-
den eingeführt wird. Dabei macht man sich die spezielle Form der Lie-Ableitungen
und die vorhandene Existenz eines relativen Grades zunutze.
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Betrachtet wird zuerst ein SISO-System n-ter Ordnung der Form
x˙ = f (x) + g (x)u, x (0) = x0 (4.15)
y = h (x)
mit dem relativen Grad r bei x0, woraus sich die Abhängigkeiten der Lie-Ableitungen
nach Gl. 4.8 ergeben.
Die eingangsnormierte Byrnes-Isidori-Normalform kann zu
ξ˙ = ξi+1, i = 1, 2, . . . , r − 1 (4.16)
ξ˙r = a (ξ, η) + b (ξ, η)u (4.17)
η˙ = q (ξ, η) (4.18)
y = ξ1 (4.19)
mit
a (ξ, η) = Lrfh ◦ Φ−1 (ξ, η) , b (ξ, η) = LgLr−1f h ◦ Φ−1 (ξ, η) , (4.20)
q (ξ, η) = ∂Φη
∂x
f ◦Θ−1 (η, ξ)
formuliert werden [93]. Die hierfür notwendige Koordinatentransformation lautet:[
ξ
η
]
=
[
Φξ (x)
Φη (x)
]
= Φ (x) . (4.21)
Für den relativen Grad r = n ist die Transformation eindeutig festgelegt. Sollten
mehr Zustände als der relative Grad vorliegen, so müssen die zusätzlichen Freiheits-
grade so gewählt werden, dass Φ (x) diffeomorph ist, siehe Def. 2 sowie Satz 1,
Anhang B.
Solange k < r − 1 ist, ergibt sich für die sukzessiven Ableitungen der zu regelnden
Ausgangsgröße:
ξi = yk−1 = Lk−1f h (x) , k = 1, 2, . . . , r . (4.22)
Die zusätzlichen n− r Koordinaten η = Φη (x) für r < n können immer als Lösung
der partiellen Differentialgleichung
∂Φη
∂x
g (x) = 0 (4.23)
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mit der Eigenschaft
rg

∂h
∂x
(x0)
∂Lfh
∂x
(x0)
...
∂Lr−2
f
h
∂x
(x0)
∂Φη
∂x
(x0)

= n− 1 (4.24)
formuliert werden [33]. Dabei lässt sich der Wert der Koordinaten η = Φη (x) bei
x = x0 beliebig festlegen.
Die Koordinatentransformation kann im MIMO-Fall nahezu identisch zum SISO-
Fall gebildet werden. Die Transformationsgleichungen der einzelnen Ausgangsgrößen
werden dabei hintereinander aufgereiht. Auf eine Darstellung soll hier verzichtet
werden.
Die Eingangsnormalisierung der Normalform lässt sich im Mehrgrößenfall nicht mehr
unbedingt durchführen. Neben der Existenz der weiteren Koordinaten mit der Be-
dingung
LgΦi (x) ∀ r + 1 ≤ i ≤ n und alle x in der Nähe x0 (4.25)
muss auch noch die Bedingung gelten, dass die Distribution
G = span {g1, . . . , gm} (4.26)
im Gebiet x0 ivolutiv ist. D. h., dass alle Lie-Klammern sämtlicher die Distribution
G aufspannender Vektorfelder wiederum ein Element der Distribution G sind, siehe
Def. 3 im Anhang B. Somit vereinfachen sich die Bewegungsdifferentialgleichungen
der zusätzlichen Koordinaten zu:
η˙ = q (ξ,η) , (4.27)
was dann wiederum zu einer eingangsnormalisierten Byrnes-Isidori-Normalform führt.
Die Ausgangsgrößen des transformierten Systems lassen sich folgendermaßen bestim-
men:
yi = hi
(
Φ−1 (η, ξ)
)
= ξi1 . (4.28)
Angewendet auf das System der r Ableitungen, siehe Gl. 4.12, des Systems ergibt
sich damit zusammenfassend:[
y
(ri)
i
]
mx1
= b (x) +A (x)u = b (ξ,η) +A (ξ,η)u (4.29)
Nach der Erläuterung der Systemtransformation kann zum eigentlichen Ziel, der
Untersuchung der Nulldynamik, zurückgekehrt werden. Die Dynamik, die im Regel-
kreis verbleibt, kann durch die Forderung y ≡ 0 ermittelt werden. Aus Gl. 4.22 folgt
daraus sofort ξ1 = ξ2 = . . . ξ˙r = 0, wodurch aus Gl. 4.17 das zugehörige Stellgesetz
u = −a (0, η)
b (0, η) (4.30)
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folgt. Somit ist das Teilsystem η von der E/A-Dynamik abgekoppelt und stellt die
im Regelkreis vorhandene Dynamik für y (0) = 0 dar. Die Nulldynamik lautet somit,
vgl. Gl. 4.18,
η˙ = q (0,η) , η (0) = η0 . (4.31)
Auch wenn dieses System das E/A-Verhalten nicht beeinflusst, so ist doch darauf
zu achten, dass die interne Dynamik stabil oder wenigstens beschränkt ist, da eine
instabile interne Dynamik zu einem unbegrenzten Anwachsen der Zustände führen
kann. Da die interne Dynamik jedoch aus nichtlinearen Mehrgrößensystemen be-
steht, ist eine Stabilitätsuntersuchung äußerst aufwendig. Der Nachweis muss für
alle relevanten Systemeingänge wiederholt werden. Eine Möglichkeit der Analyse ist
z. B. die direkte Methode nach Lyapunov [91]. Im vorliegenden Fall fiel die Wahl
auf die Untersuchung der Stabilität durch Simulation.
4.1.3 Näherungsweise dynamische Inversion
Bei der Umsetzung der E/A-Linearisierung ist die analytische Bildung der Lie-
Ableitungen im Falle von Fluggeräten häufig nicht möglich, da die Modelldaten
nicht in geschlossener algebraischer Form vorliegen, sondern meist nur tabellarisch.
Die aktuellen Werte müssen also aus diesen Tabellen interpoliert werden. In diesem
Fall ist eine lokale, näherungsweise Inversion möglich.
Da die Inversion inkrementelle Momente kommandiert, können durch eine Tangen-
tennäherung daraus inkrementelle Steuerausschläge erzeugt werden. Die Wahl dieses
inkrementellen Ansatzes ist möglich, da sich das dynamische System stetig durch
den Zustandsraum bewegt.
Es werden also nur Wertetabellen erster Ableitung benötigt und keinerlei Invertie-
rung, die oftmals nicht eindeutig wäre. Durch die permanente Nachführung wächst
der Fehler aufgrund der Tangentennäherung nicht an und bleibt somit beschränkt.
Des Weiteren ist der Fehler durch die Linearisierung vernachlässigbar, da die Lösung
aufgrund der wesentlich höheren Abtastrate des Reglers im Vergleich zur Dynamik
des Systems immer nahe am aktuellen Zustand liegt.
4.1.4 Referenzmodell
Die bis hierhin besprochene E/A-Linearisierung entsprach der Auflösung des Glei-
chungssystems der Strecke nach den Steuergrößen. Das heißt, die Invertierung sowie
die Strecke haben im Idealfall das Übertragungsverhalten „1“.
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Zur Vorgabe eines Referenzverlaufs des Systemausgangs werden die Sollverläufe der
Ausgangsgrößen sowie deren r-te Ableitungen y(ri)R,i (t) als Pseudosteuergrößen νi =
y
(ri)
R,i in das System, bestehend aus Inversion und Strecke, geführt.
Zur Erzeugung der Referenzverläufe werden Referenzmodelle erstellt, in welchen die
Wunschdynamik für das Verhalten des geschlossenen Regelkreises vorgegeben wird.
Diese, zumeist linearen Modelle stellen neben der Steuergröße auch deren benötigte
Ableitungen bis zur r-ten zur Verfügung. Die Wahl linearer Modelle erfolgt zumeist
aus dem Grund, dass bei diesen die Solldynamik sehr einfach vorgegeben werden
kann. Beispielhaft sei in Abb. 4.2 ein Referenzmodell zweiter Ordnung dargestellt.
ω20
1
s
1
s
2Dω0
ω20
yc yR
−−
y˙R
y¨R
Abb. 4.2: Lineares Referenzmodell zweiter Ordnung
Die Wahl des Referenzmodells ist durch die physikalischen Grenzen der Strecke, vor
allem durch die Beschränktheit der Stellraten und -ausschläge, eingeschränkt. Des
Weiteren darf die vorgegebene Dynamik im Referenzmodell nicht schneller sein als
die Dynamik der Strecke.
Aus verschiedenen Gründen kann es also vorkommen, dass die Strecke den komman-
dierten Vorgabewerten nicht folgen kann. Dies geschieht z. B. aufgrund von Para-
meterunsicherheiten, Modellunsicherheiten oder vernachlässigter Dynamik zwischen
dem realen System und dem Inversionsmodell. Des Weiteren können Ungenauigkei-
ten aufgrund der Verwendung einer näherungsweisen Inversion zustande kommen,
ebenso aufgrund von Messfehlern und Messverzögerungen, einfach nicht messbaren
Größen oder von äußeren Störungen. Im Folgenden werden die Größen, welche für
die E/A-Linearisierung des genutzten Modells herangezogen werden, mit einem ˆ
gekennzeichnet:
xˆ = fˆ (x) + Gˆ (x) · u (4.32)
yˆ = hˆ (x)
u = Aˆ−1 (x) ·
[
ν − bˆ (x)
]
[
yˆ
(ri)
i
]
mx1
= bˆ (x) + Aˆ (x) · u .
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Damit lässt sich der Fehler beschreiben zu:
∆ (x,u) =
[
y
(ri)
i (x,u)
]
mx1
−
[
yˆ
(ri)
i (x,u)
]
mx1
(4.33)
bzw. nach Umstellung zu:
∆ =
[
y
(ri)
i
]
mx1
−
[
yˆ
(ri)
i
]
mx1
=
[
y
(ri)
i
]
mx1
−
[
y
(ri)
R,i
]
mx1
. (4.34)
4.1.5 Fehlerdynamik und Stabilisierungsregler
Die Regeldifferenz wird als
e =

e1
...
em
 =

yR,1 − y1
...
yR,m − ym
 (4.35)
definiert.Im Folgenden sollen zunächst wieder, der Einfachheit halber, die Zusam-
menhänge an einem SISO-System erläutert werden. Eine Erweiterung auf ein MIMO-
Modell ist auch hier einfach möglich.
Werden in der Pseudosteuergröße ν neben der höchsten Ableitung des Referenz-
verlaufes auch die Abweichungen der Ableitungen e(i) = y(i)R − y(i) = ξR,i−1 − ξi−1
integriert, so ergibt sich
ν = y(r)R + c0 · (yR − y) + c1 ·
(
y
(1)−y(1)
R
)
+ . . .+ cr−1 ·
(
y
(r−1)
R − y(r−1)
)
(4.36)
bzw. im transformierten System
ν = y(r)R +
r∑
i=1
ci−1 · (ξR,i − ξi) = y(r)R +
r−1∑
i=0
ci · e(i) = νR + νDC . (4.37)
Die gesamte Pseudosteuergröße setzt sich also aus νR, der r-ten Ableitung des Re-
ferenzsystems, sowie νDC zusammen, welcher sich aus den r− 1 ersten Ableitungen
der zeitlichen Reglerabweichung zusammensetzt.
Die linearisierende Rückführung ergibt sich somit in transformierten sowie in Ur-
sprungskoordinaten zu:
u = 1
a (ξ,η) ·
[
−b (ξ,η) + y(r)R +
r∑
i=1
ci−1 · e(i−1)
]
(4.38)
u = 1
LgL
r−1
f h (x)
·
[
−Lrfh (x) + y(r)R −
r∑
i=1
ci−1 ·
(
y
(i−1)
R − L(i−1)f h (x)
)]
.(4.39)
Es wird ein Vektor χ mit den Regelabweichungen und deren Ableitungen gebildet
zu:
χ (t) =
[
e (t) · · · e(r−1) (t)
]
. (4.40)
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Setzt man die Rückführung in die eingangsnormalisierte Byrnes-Isidori-Normalform
des idealen Systems ein, so ergibt sich das System zu
χ˙ = AEχ (4.41)
η˙ = q (ξR (t) + χ,η) (4.42)
mit
AE =

0 1 0 · · · 0
0 0 1 · · · 0
... . . . ...
... 0 1
0 · · · · · · 0 0
c0 c1 c2 · · · cr−1

. (4.43)
Daraus resultiert der Ausgang des Gesamtsystems zu:
y(r) = ξr = y(r)R − c0 · e− c1 · e˙− . . .− cr−1 · e(r−1) = y(r)R − cT · χ . (4.44)
Unter Zuhilfenahme von Gl 4.35 kann daraus die Dynamik der Regelabweichung,
die sogenannte Fehlerdynamik, folgendermaßen formuliert werden:
e(r) + cr−1 · e(r−1) + . . .+ c1 · e˙+ c0 · e = e(r) + cT · χ = 0 (4.45)
Die freie Wahl der reellen Koeffizienten c gibt dem Anwender die Möglichkeit, die
Dynamik des Abklingens des Fehlers nahezu frei vorzugeben. Dabei ist zu beach-
ten, dass für die nötige Stabilität das obige Polynom nur negative Realteile als
Lösung besitzen darf. Mittels Satz 2 im Anhang B können Aussagen über die Be-
schränktheit des Gesamtsystems gemacht werden. Ein Nachweis der Beschränktheit
des hiesigen Anwendungsfalles wird z. B. in [28] erbracht. Die Beschränktheitsaus-
sage kann einfach auf Mehrgrößensysteme erweitert werden. Dabei ergibt sich das
Zustandsraummodell unter Verwendung des Vektors der Regelabweichung zu
χ˙ = AE · χ+ bE ·∆ mit be = [0 . . . 0 1]T . (4.46)
Zusammenfassend zeigt Abb. 4.3 die Gesamtstruktur der bisherigen E/A-Linearisierung
anhand eines SISO-Systems. Zusätzlich ist ebenfalls der Steller als Übertragungs-
funktion GA (s) eingezeichnet.
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Abb. 4.3: Struktur des Inversionsreglers für ein SISO-System
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4.2 Adaption durch einfache neuronale Netze
Aufgrund der bereits angesprochenen Forderung nach einer hochagilen adaptiven
Reglerstruktur und einer nicht allzu großen Robustheit gegenüber Parameterunsi-
cherheiten der dynamischen Inversion, wird das Regelungssystem um adaptive Ter-
me in Form von neuronalen Netzen erweitert. Ziel dabei ist die Minimierung des
Modellfehlers ∆, siehe Gl. 4.34, und somit eine Robustifizierung der Regelung ohne
Einschränkung ihrer Agilität.
Im Folgenden wird kurz die Grundstruktur eines neuronalen Netzes erläutert. Dar-
aufhin werden die verwendete Netzstruktur, die Aktivierungsfunktion sowie der Ler-
nalgorithmus vorgestellt. Für eine ausführlichere Beschreibung sei hier auf Lewis [49]
verwiesen. Nachdem die Erweiterung der Regelstruktur beschrieben wurde, sollen die
Erweiterung der Regelschleifen sowie die Beschränktheit anhand der Regelschleife
der Rotationsdynamik erläutert werden.
4.2.1 Einfache neuronale Netze
Die kleinste Verarbeitungseinheit eines neuronalen Netzes ist ein Neuron, siehe Abb.
4.4. Dieses kann als mathematisches Modell wie in Gl. 4.47 formuliert werden.
1
x1
σ (.) y
xn
ν0
ν1
νn
Abb. 4.4: Neuron als kleinste Verarbeitungseinheit eines neuronalen Netzes
Die Größe xj definiert hierbei die Eingangssignale, νj die Dendritengewichte und
ν0 wird als Bias oder auch Auslöseschwelle bezeichnet. σ (.) ist eine Aktivierungs-
/Basisfunktion und y das Ausgangssignal des Neurons.
y = σ
 n∑
j=1
νjxj + ν0
 (4.47)
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Durch die Definition der obigen Größen als Vektoren zu x = [1, x1, . . . , xn]T und
ν = [ν0, ν1, . . . , νn] lässt sich das Neuron vektoriell darstellen zu:
y = σ
(
νTx
)
. (4.48)
Als Aktivierungsfunktion stehen verschiedenste Funktionen zur Auswahl, welche je
nach Anwendungsgebiet ihre Vor- und Nachteile mit sich bringen. Gemein ist ihnen,
dass sie einen Wertebereich von entweder σ (.) ∈ [0; 1] oder σ (.) ∈ [−1; 1] aufwei-
sen. Im Bereich eines Schwellenwertes reagiert die Aktivierungsfunktion besonders
empfindlich, sie ist somit die Reizschwelle, ab wann das Neuron in seinem Ausgang
reagiert. Die Aktivierungsfunktionen lassen sich neben ihrem Wertebereich auch in
stetige und unstetige Funktionen unterteilen. Reagieren die unstetigen Funktionen
an ihrer Schwelle verzögerungsfrei, so sind sie für viele Lernprozesse jedoch un-
brauchbar, da diese stetig differenzierbare Funktionen voraussetzen. Gewählt wird
hier folgende Sigmoide, vor allem aufgrund ihrer besonderen Form der Ableitung:
σ (z) = 11 + e−z . (4.49)
Die somit gestalteten Neuronen werden in einem nächsten Schritt in Netzen zusam-
mengeschaltet. Abb. 4.5 zeigt exemplarisch ein neuronales Netz. Neben der darge-
stellten Form existieren eine Vielzahl weiterer Netztopologien, wie etwa mit eigenen
dynamischen Zuständen oder internen Rückführungen zwischen den Ebenen, welche
aber hier nicht weiter besprochen werden sollen. Bei allen Netzen wird die erste Ebe-
ne als Eingangs-, die letzte als Ausgangsebene bezeichnet. Die dazwischen liegenden
Ebenen heißen verdeckte Schichten, da sie nicht von außen einsehbar sind.
Netze werden im Allgemeinen nach der Anzahl ihrer Netzebenen benannt, wobei die
Zählweise in der Literatur nicht einheitlich ist. Es scheint sich aber zu vereinheit-
lichen, dass die Eingangsebene bei einem Netz nicht mitgezählt wird, da sie keine
Aktivierungsfunktion enthält, so dass in Abb. 4.5 ein Netz mit zwei Ebenen abge-
bildet ist. Ein solches soll auch hier eingesetzt werden, da neuronale Netze bereits
mit einer verdeckten Schicht universelle Approximatoren darstellen [30]. Die Genau-
igkeit der Abbildung steigt dabei mit der Anzahl der Neuronen in der verdeckten
Schicht.
Das dargestellte Netz kann mathematisch mit folgender Gleichung beschrieben wer-
den:
yi = σ2i
 n2∑
l=1
wilσ
1
l
 n1∑
j=1
νljxj + νl0
+ wi0
 . (4.50)
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Abb. 4.5: Neuronales Netz mit zwei Ebenen
Bei einer vektoriellen Wahl der Signale zu x = [1, x1, . . . , xn1]T , σ2 = [σ1, . . . , σn3]T
und σ1 = [1, σ1, . . . σn2]T sowie den Matrizen
V T =

ν10 ν11 · · · ν1n1
ν20 ν21 · · · ν2n1
... ... . . . ...
νn20 νn21 · · · νn2n1
 W T =

w10 w11 · · · w1n2
w20 w21 · · · w2n2
... ... . . . ...
wn30 wn31 · · · wn3n2
 (4.51)
lässt sich das Netz ebenfalls, wie das Einzelneuron, in Matrixschreibweise formulie-
ren:
y = σ2
(
W Tσ1
(
V Tx
))
. (4.52)
Hierbei stehen die Größen n1, n2 und n3 für die jeweilige Anzahl der Neuronen in
den Schichten.
Um die Komplexität des Systems weiter zu senken, wird die Ausgangsebene linear
in ihren Parametern gestaltet, indem die Aktivierungsfunktion der Ausgangsebene
durch σ2 (z) = z lineares Verhalten erhält. Dadurch wird eine Vereinfachung des
Netzes erreicht, welches sich damit zu
y = W Tσ1
(
V Tx
)
(4.53)
formuliert. Gl. 4.53 wird für das Netzwerk der Regelung verwendet. Im Folgenden
wird aus Gründen der Übersichtlichkeit die Bezeichnung σ1 durch σ ersetzt, da nur
noch eine Ebene mit Aktivierungsfunktion vorhanden ist.
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4.2.2 Kompensation des Inversionsfehlers
Werden in Gl. 4.53 die optimalen Matrizen eingesetzt, so ergibt sich
W ∗Tσ
(
V ∗Tx
)
= ∆ (x)−  (x) . (4.54)
Hierbei repräsentiert der Vektor  den Rekonstruktions- oder auch Residuumsfehler,
welcher nach oben hin durch eine Schranke  mit 0 ≤ ‖‖ ≤  begrenzt ist, siehe
z. B. [38]. Die optimalen Wichtungsmatrizen, welche mit einem hochgestellten (∗)
indiziert werden, bedeuten in diesem Fall, dass sie den Fehler ‖‖minimieren. σ dient
der Approximation des Modellfehlers ∆. Somit kann der Ausgang des neuronalen
Netzes schon einmal zu
νad = Wˆ
T
σ
(
Vˆ
T
x
)
(4.55)
festgehalten werden. Ziel ist es nun, bei festliegender Anzahl der Neuronen die op-
timalen Koeffizienten der Wichtungsmatrizen W und V zu finden, welche den Ap-
proximationsfehler minimieren. Aufgabe ist es also, das Netz zu trainieren bzw.
lernfähig zu machen.
Grundsätzlich wird hierbei zwischen dem Offline- und Online-Lernen unterschieden,
wobei im vorliegenden Fall das Online-Lernen Anwendung findet. Dies bedeutet,
dass die Bestimmung der Gewichte und die Berechnung der Ausgangsgrößen simul-
tan geschehen. Es ist aber natürlich möglich, die Messungen mit den Wichtungsma-
trizen eines zu vermessenden, ähnlichen Fluggerätes oder mit den Werten aus der
Simulation zu initialisieren, was eine Form des Vorwissens bzw. des Offline-Lernens
darstellt.
Prinzipiell stellt das Online-Lernen die größere Herausforderung dar, da neben dem
Lernprozess auch die Stabilität der Strecke und die Beschränktheit der Gewichte
sichergestellt werden müssen.
Als Grundlage wird das Backpropagation-Lernverfahren eingesetzt. Dabei handelt
es sich um ein weit verbreitetes Gradientenverfahren, das somit auf einem rein ma-
thematischen Ansatz beruht.
Es gilt, die Abweichung zwischen der optimalen und aktuellen Wichtungsmatrix,
dargestellt durch eine Tilde, zu minimieren:
V˜ = V ∗ − Vˆ W˜ = W ∗ − Wˆ . (4.56)
Für eine Matrix Z, bestehend aus den Wichtungsmatrizen V und W zu
Z =
[
W 0
0 V
]
(4.57)
lässt sich festhalten: Auch wenn ihre Gewichte nicht eindeutig sein müssen, sind sie
auf jeden Fall begrenzt. Es lässt sich also für die Frobeniusnorm eine obere Schranke
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zu
‖Z∗‖F ≤ Z∗ (4.58)
definieren. Des Weiteren ist die Abweichung des Ausgangs der verdecken Schicht
analog zu den Wichtungsmatrizen bestimmbar zu
σ˜ = σ∗ − σˆ = σ
(
V ∗Tx
)
− σ
(
Vˆ
T
x
)
. (4.59)
Der Bewertungsfehler wird nun durch das Netz zurückgeführt, woher auch der Na-
me „Backpropagation“ des Verfahrens rührt, welches auch als Fehlerrückführung
bezeichnet wird. Hierzu wird eine Taylorreihenentwicklung über den aktuellen Zu-
stand des Ausgangs der verdeckten Schicht, σˆ (zˆ) = σˆ
(
Vˆ
T
x
)
, genutzt:
σ∗ = σˆ − σˆz
(
Vˆ
T
x
)
V˜
T
x+O
(
V˜
T
x
)
(4.60)
mit
σˆ = σ
(
Vˆ
T
x
)
, σˆz =
∂σ (zˆ)
∂zˆ
∣∣∣∣∣
zˆ=Vˆ Tx
=

0 · · · 0
∂σ(zˆ1)
∂zˆ1
· · · ...
... . . . ...
0 . . . ∂σ(zˆn2)
∂zˆn2
 . (4.61)
Aufgrund der Vernachlässigungen in der Taylorreihenentwicklung folgt, dass zur
Robustifizierung gegen die Effekte der Terme höherer Ordnung ein weiterer Term
νr der adaptiven Steuergröße hinzugefügt werden muss zu:
νad = Wσ
(
V Tx
)
+ νr . (4.62)
Werden dieser Term zu
νr =
[
kr0 + kr1 ·
(∥∥∥Zˆ∥∥∥
F
+ Z∗
)]
· ζT (4.63)
sowie die folgenden Matrixdifferentialgleichungen
˙ˆ
W = ΓW ·
[(
σˆ − σˆzVˆ Tx
)
· ζ − λ · ‖ζ‖2 · Wˆ
]
(4.64)
˙ˆ
V = ΓV ·
[
x · ζ · Wˆ T · σz − λ · ‖ζ‖2 · Vˆ
]
(4.65)
als Lerngesetze gewählt und sind die Matrizen ΓW und ΓV positiv definit und größer
0 sowie λ > 0, dann kann garantiert werden, dass alle Signale und somit auch der
Gesamtfehler und die Netzgewichte im geschlossenen System beschränkt bleiben,
siehe etwa [38] und [28]. Der Vektor ζ enthält dabei gefilterte Messgrößen nach der
Formel
ζ = χT · P ·B . (4.66)
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Hierbei ist die quadratische Matrix P die positiv definite Lösung der Lyapunov-
Funktion
AT · P + P ·A+Q = 0 , (4.67)
wobei A der Systemmatrix und B der Eingangsmatrix entsprechen. Q kann eine
beliebige symmetrische, positiv definite Matrix darstellen.
Die Wahl der Parameter ΓW , ΓV , λ wird im Zuge der Betrachtung der Auslegung
der Regelungsparameter, Abschnitt 4.4.5, erläutert. Die Wahl der gefilterten Mess-
größen ζ erfolgt in der Erläuterung des nächsten Abschnittes, der Anwendung des
Regelungskonzeptes.
Abschließend ist die Struktur des Inversionsreglers inklusive des adaptiven Elementes
in Abb. 4.6 dargestellt. Aus Gründen der Übersichtlichkeit wurde das PCH in der
Abbildung weggelassen, welches nachfolgend vorgestellt wird.
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Abb. 4.6: Struktur der E/A-Linearisierung mit adaptivem Element
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4.3 Pseudo Control Hedging
Bereits zuvor wurde darauf hingewiesen, dass aufgrund der Stelldynamik sowie des
physikalisch möglichen Wertebereiches der Eingangsvektor u in das System weder
exakt noch verzögerungsfrei dem kommandierten Vektor uc entspricht. Aufgrund der
bereits in der Einführung des Kapitels dargestellten Vorteile wird hier das Pseudo
Control Hedging genutzt. Das Grundprinzip ist in Abb. 4.7 dargestellt.
Fˆ (x, u)
Fˆ
−1 (x, ν) GA (s) F (x, u) 1s
1
s
cT
GR (s)
y
(r)
R
ξR
w
ν uc u y
ξ
−
e νDC x
∆
νh νˆ−
Abb. 4.7: Grundprinzip des Pseudo Control Hedgings
Ist der Eingangsvektor in das System messbar, was in der vorliegenden Anwendung
der Fall ist, so kann die tatsächliche Reaktion der Strecke folgendermaßen abge-
schätzt werden:
νˆ = Fˆ (x,u) = Fˆ (x, gA (uc)) . (4.68)
Der Unterschied zwischen gewünschter und abgeschätzter Streckenreaktion ergibt
sich zu:
νh = ν − νˆ = ν − Fˆ (x, gA (uc)) = ν − Fˆ
(
x, gA
(
Fˆ
−1 (ξ,ν)
))
. (4.69)
Da somit bekannt ist, dass die Streckenreaktion um den geschätzten Wert νh hin-
ter der Vorgabegröße zurückbleibt, ist es sinnvoll, das Referenzmodell auf von der
Strecke erreichbare Werte zu bremsen. Das bedeutet, dass die r-te Ableitung der
Referenzgröße um das abgeschätzte Reaktionsdefizit reduziert wird:
y
(r)
R = νR − νh . (4.70)
Zur Verdeutlichung ist das so entstehende Referenzmodell GR (s) aus Abb. 4.7 in
Abb. 4.8 als allgemeines Modell n-ter Ordnung dargestellt.
Es stellt sich die Frage, ob die Fehlerdynamik des Systems durch das Pseudo Control
Hedging beeinflusst wird. Der Fehler wurde in Gl. 4.35 zu e(r) = y(r)− y(r)R definiert.
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Abb. 4.8: Referenzmodell n-ter Ordnung mit Pseudo Control Hedging
Die Gleichung für den Referenzausgang ist in Gl. 4.70 beschrieben. Aus den Abbil-
dungen 4.7 und 4.8 ist zu erkennen, dass sich die Gleichung des Streckenausgangs
zu y(r) = νR + νDC + ∆ − νh formulieren lässt. Eingesetzt in die Fehlergleichung
ergibt sich
e(r) = νR + νDC + ∆− νh − (νR − νh) = νDC + ∆ (4.71)
und nach einfachem Umstellen und der Kenntnis, dass νDC = cTχ ist, ergibt sich
für die Fehlerdynamik
e(r) + cTχ = ∆ , (4.72)
was genau der Fehlerdynamik des Systems ohne PCH nach Gl. 4.45 entspricht, da
sich der Einfluss des PCH in Gl. 4.71 neutralisiert.
Damit ist zu sehen, dass für den Regler der Fehlerdynamik die Einflüsse der Stell-
dynamik nicht sichtbar sind. Somit wird vermieden, dass bei integralen Rückfüh-
rungen der Zustand des Integrators weiter ansteigt, nachdem eine Steuergröße in
Ausschlagssättigung oder Ratenbegrenzung gegangen ist. Dieser Zustand spielt für
den Einsatz des neuronalen Netzes eine entscheidende Rolle.
Auch wenn das Hinzufügen des PCH keinen Einfluss auf die Fehlerdynamik hat,
so muss der Einfluss bei der Bestimmung der Stabilitätseigenschaften des Gesamt-
systems mit berücksichtigt werden. Für die Differenz zwischen der Führungsgröße
w = yc und dem Referenzausgang ergibt sich:
eCR = yR − yC = yR − w . (4.73)
Somit kann die Gesamtregelabweichung zwischen Führungs- und Ausgangsgröße zu
ec = y − w = eCR + e (4.74)
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bestimmt werden. Der Nachweis der Beschränktheit beider Fehlergrößen kann zum
Beispiel unter Verwendung von Lyapunov-Funktionen, unter Berücksichtigung der
Stelldynamik und des Referenzmodelles, wie etwa in [42] beschrieben, gezeigt wer-
den.
4.4 Umsetzung des Regelungskonzeptes
Im Folgenden soll die Umsetzung der zuvor nur theoretisch besprochenen Rege-
lungskonzepte dargelegt werden. Grundsätzlich existieren zur Anwendung der E/A-
Linearisierung zwei Möglichkeiten: Dynamische Systeme können entweder in einem
Schritt oder in mehreren kaskadenförmigen Teilsystemen invertiert werden, wobei
die Summe der relativen Grade wieder der des Gesamtsystems entsprechen muss.
Bei der Verwendung von Teilsystemen muss vorausgesetzt sein, dass eine ausreichen-
de Zeitskalentrennung zwischen diesen vorhanden ist, damit Kopplungseffekte und
Instabilitäten nicht auftreten. Des Weiteren müssen die Frequenzen der Teilsysteme
nach außen hin abnehmen, also kleiner werden.
Als vorteilhaft bei der Verwendung von Teilsystemen erweist sich, dass der Aufbau
der E/A-Linearisierung deutlich einfacher ist. Des Weiteren hängt die Fehlerdynamik
einer durchgehenden Inversion von höheren Ableitungen der zu regelnden Größen ab,
welche entweder nur zu schätzen oder nur stark verrauscht messbar sind. Aufgrund
der geringen Anzahl an Eingangsgrößen kann es passieren, dass die Entkopplungs-
matrix AE im Fall der durchgehenden Inversion schlecht konditioniert ist, da der
direkte Einfluss der Eingangs- auf bestimmte Zustandsgrößen sehr gering ist. Der
Nachteil eines kaskadierten Vorgehens besteht darin, dass die Übertragungsband-
breite geringer ist als bei einer durchgehenden Inversion.
Aufgrund der überwiegenden Vorteile einer Kaskadierung wird die Inversion in die
drei Teilsysteme Rotations-, Lage- sowie Bahndynamik unterteilt. Für alle Systeme
werden Ersatzsysteme erster Ordnung verwendet. Das Prinzip der Zeitskalentren-
nung wird weitergeführt und auch auf die Abstandsregelung angewendet, welche
nach der Bahndynamik folgt. Eine ausführliche Diskussion der in diesem Fall mögli-
chen Umsetzungskonzepte ist in [28] zu finden. An diese Diskussion lehnt sich auch
der Aufbau der ersten drei Teilsysteme an.
Der Einsatz neuronaler Netze in allen Regelschleifen wurde während des Aufbaus der
Regelung analysiert. Dazu zählten auch Versuche mit unterschiedlichen Eingangsgrö-
ßen, Aufteilungen in Längs- und Seitenbewegung sowie mit unterschiedlicher Anzahl
an Neuronen [16]. Im Verlauf der Analysen hat sich gezeigt, dass ein neuronales Netz
in der Rotationsdynamik ausreichend ist.
Die Umsetzung der einzelnen Teilsysteme der Invertierung wird in den Kapiteln
4.4.1 bis 4.4.4 beschrieben. Dabei wird jeweils zuerst das System der Inversion sowie
des PCH erläutert und hiernach, für die Rotationsdynamik, die Adaption durch das
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neuronale Netz dargelegt. Der prinzipielle Aufbau dieser Teilsysteme ist in Abb. 4.9
dargestellt. Zusätzlich sind die Strecke und der Aktuator eingezeichnet. Hier ist auch
jeweils eine Darstellung des Teilsystems zu finden. Abgeschlossen wird das Kapitel
durch die Auslegung der Reglerparameter.
Positions-
regler
Bahn-
dynamik
Lage-
dynamik
Rotations-
dynamik Inversion Aktuator Strecke
Neuronales
Netz
PCH
xg VK , γ,
χ
αK , βK ,
µK
ΩK Ω˙K uc u x,y
Abb. 4.9: Struktur der E/A-Linearisierung inkl. PCH und NN
4.4.1 Rotationsdynamik
Grundlage für die E/A-Linearisierung ist die Formulierung der Drallgleichung nach
Gl. 2.2. Das Gesamtmoment kann aufgeteilt werden in die schon vorherrschenden
Momente aufgrund des Flugzustands und der Steuerflächenzustände sowie in einen
inkrementellen Anteil, welcher nötig ist, um die gewünschte Winkelbeschleunigung
νω zu erzeugen:
M f = (M0 (x,u))f︸ ︷︷ ︸
aktuellerF lugzustand
+ (δMC (δuC))f︸ ︷︷ ︸
erforderlicherStellausschlag
. (4.75)
Die Drallgleichung wird damit nach den erforderlichen Momenten aufgelöst zu:
(δMC (δuC))f = [Tf · νΩ + ΩK × T fΩK −M 0]f . (4.76)
Durch die Umrechnung der Momente in Derivative und aufgrund der Tatsache, dass
keine Kopplungen zwischen den Längs- und Seitenbewegungen vorliegen, kann eine
einfache Zuordnung der Momente auf die Steuerflächen erfolgen. Dieses Vorgehen
entspricht der näherungsweisen Inversion, wie sie in Abschnitt 4.1.3 erläutert wurde.
Referenzmodelle
Das Referenzmodell erster Ordnung wird beschrieben zu:
Ω˙R =
1
Tr
· (Ωc −ΩR)− νΩ˙,h , (4.77)
sowie den Pseudosteuergrößen zu:
ν˙Ω˙ =
1
Tr
· (Ωc −ΩR) +Kr · (ΩR −Ω) . (4.78)
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Abb. 4.10 zeigt die Struktur der E/A-Linearisierung sowie des PCH. Zusätzlich sind
die Strecke sowie der Aktuator eingezeichnet. Der Eingang wird von der Inversion
der Rotationsdynamik betrieben, welcher im nächsten Unterkapitel erläutert wird.
Adaption der Rotationsdynamik
Wie bereits erwähnt, werden nur in der Rotationsdynamik adaptive Elemente einge-
setzt. Um die Reglerparameter besser an die unterschiedlichen Eigenbewegungsfor-
men in der Längs- und Seitenbewegung anpassen zu können, wurden zwei neuronale
Netze, eines für die Längs- sowie eines für die Seitenbewegung, aufgestellt. Nachteilig
dabei ist, dass Kopplungen zwischen den Bewegungsformen nicht mehr berücksich-
tigt werden können.
Der Regeldifferenzvektor der Rotationsdynamik setzt sich zusammen zu:
eΩ = ΩR −Ω =
epeq
er
 =
pR − pqR − q
rR − r
 . (4.79)
Die Regeldifferenzdynamik der Rotationsdynamik lässt sich damit folgendermaßen
formulieren:
e˙Ω = KΩ · eΩ = ∆Ω,ad − νΩ,r . (4.80)
Die Verstärkungsmatrix KΩ, welche der negativen Systemmatrix entspricht, lässt
sich als Diagonalmatrix mit drei proportionalen Verstärkungsfaktoren, je einer pro
Rotationsgeschwindigkeit, beschreiben. Dadurch ergibt sich:
AΩ = −KΩ = −diag {kp, kq, kr} . (4.81)
Die Eingangsmatrix BΩ wird somit zu einer 3x3-Einheitsmatrix. Wird nun zur Be-
stimmung der Matrix P Ω für die Lyapunov-Gleichung, siehe Gl. 4.67, QΩ = 2 · I3x3
gewählt, ergibt sich aus dieser Gleichung:
P Ω = diag {1/kp, 1/kq, 1/kr} (4.82)
woraus sich resultierend für die gefilterte Fehlergröße
ζΩ = eTΩ · P Ω ·BΩ = [ep/kp, eq/kq, er/kr] (4.83)
ergibt. Neben dieser wird dem neuronalen Netz des Weiteren ein Vektor mit den
Informationen des aktuellen Sollzustandes übergeben
xR,Ω =
[
ΩR, Ω˙R
]T
= [pR, qR, rR, p˙R, q˙R, r˙R]T , (4.84)
welcher als beschränkt angesehen werden kann.
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Da die Rotationsdynamik stark von den aktuellen Strömungszuständen abhängt,
wird zuletzt ein Vektor mit den translatorischen Zuständen eingelesen. Der Stau-
druck wird jedoch noch normiert, um eine gleiche Größenordnung der Eingangssi-
gnale zu erzielen:
x˜Ω = [q/qnorm, α, β]T (4.85)
Die aufgestellten Größen, der Fehlervektor, die gefilterten Fehlergrößen sowie der
Vektor der Sollzustände werden nun nach den Zuständen der Längs- und Seiten-
bewegung getrennt. Damit ergibt sich als Eingangsvektoren der neuronalen Netze
ein Zusammenschluss der drei zuvor besprochenen Vektoren. Der Fehlervektor, der
Vektor der gefilterten Fehlergrößen sowie der Vektor der Sollzustände werden dabei
nach den Zuständen der Längs- und Seitenbewegung getrennt:
xΩ =
[
ζΩ,x
T
R,Ωx˜
T
Ω
]
. (4.86)
Somit besitzt das neuronale Netz der Längsbewegung n1 = 7 Eingangsgrößen sowie
eine Ausgangsgröße (n3 = 1). Die Seitenbewegung verfügt über ein Netz mit n1 = 11
Eingangs- sowie n3 = 2 Ausgangsgrößen.
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Abb. 4.10: Struktur der Rotationsdynamik inklusive Strecke und PCH
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4.4.2 Lagedynamik
Die Aufgabe der Lagedynamik ist es, aus den kommandierten Vorgabewerten der
Bahnschleife kommandierte Drehraten an die Rotationsdynamik weiterzugeben. Grund-
sätzlich stehen als Regelgrößen der Lagedynamik zwei Alternativen zur Verfügung,
die kurz diskutiert werden sollen. Zum einen können die Eulerwinkel (Φ, Θ, Ψ)
genutzt werden, zum anderen die Bahnwinkel (αk, βk und µk).
Vorteilhaft bei der Verwendung von Eulerwinkeln ist, dass der Zusammenhang zwi-
schen diesen und den zu kommandierenden körperfesten Drehraten direkt und ein-
deutig aus geometrischen Beziehungen entnommen werden kann:
pK,cqK,c
rK,c

f
=
1 0 − sin Θ0 cos Φ sin Φ · cos Θ
0 − sin Θ cos Φ · cos Θ
 ·
˙ΦΘ
Ψ
 . (4.87)
Hierbei entspricht ν =
[
Φ˙, Θ˙, Ψ˙
]
dem Pseudosteuergrößenvektor. Zusätzlich wäre es
möglich, die mittlere und innere Regelschleife zusammenzulegen, um einen relativen
Grad von zwei zu erhalten. Durch ein weiteres Ableiten von Gl. 4.87 erhält man das
Gleichungssystem
p˙K,cq˙K,c
r˙K,c

f
=
1 0 − sin Θ0 cos Φ sin Φ · cos Θ
0 − sin Θ cos Φ · cos Θ
 ·
¨ΦΘ
Ψ
+ (4.88)
0 0 − cos Θ0 − sin Φ cos Φ · cos Θ− sin Φ · sin Θ
0 − cos Θ − sin Φ cos Θ− cos Φ sin Θ
 ·
˙ΦΘ
Ψ
 .
Dadurch entfällt das Referenzmodell zur Berechnung der Pseudosteuergrößen der
Rotationsdynamik; als System mit relativen Grad von zwei erhält man eine höhe-
re Übertragungsbandbreite. Ein zusätzlicher Vorteil ist die Tatsache, dass die Eu-
lerwinkel mit hoher Güte direkt aus den Kamerasystemdaten entnommen werden
können.
Zwei Punkte sprechen jedoch gegen dieses Vorgehen. Durch die Verkopplung der
Referenzmodelle für den Hängewinkel und die Azimutänderung kann die Schein-
lotbedingung Ψ˙ = tan Φ · (g/V ) zwar eingehalten werden, dies gilt jedoch nur für
kleine Flugbahnwinkel. Somit ist eine Kurvenkoordination bei z. B. großen Steig-
und Sinkraten nicht mehr einwandfrei möglich, da bei hohen Nicklagen nicht mehr
ersichtlich wird, ob dieser Effekt auf einen erhöhten Anstell- oder Flugbahnwinkel
zurückzuführen ist.
Ein deutlich größeres Problem ist jedoch, dass durch die Nutzung der Eulerwinkel
der Anstell- sowie der Schiebewinkel zu Zuständen der internen Dynamik werden und
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somit nicht mehr beobachtbar sind, vgl. Kap. 4.1.2. Diese Winkel haben jedoch den
größten Einfluss auf die aerodynamischen Kräfte und Momente. Dadurch ist auch
eine präzise Bahnfolge nicht mehr möglich und die Bandbreite sinkt, da die Bewe-
gungsformen mit den inhärenten Zeitkonstanten der internen Dynamik abklingen.
Dies ist im Rahmen dieser Anwendung nicht gewollt, so dass hier den Bahnwinkeln
der Vorzug gegeben wird.
Der dazugehörige Vektor der Pseudosteuergrößen lautet somit:
νLage =
να˙Kνβ˙K
νµ˙K
 =
α˙Kβ˙K
µ˙K
 . (4.89)
Unter Vernachlässigung des Windes sowie äußerer Störungen kann ein rein geometri-
scher Zusammenhang zwischen den Ein- und Ausgangsgrößen dieses Systems erstellt
werden. Im vorliegenden Fall lassen sich diese Vereinfachungen natürlich nicht durch-
führen. Damit die Lagedynamik auch unter diesen speziellen äußeren Bedingungen
korrekt arbeitet, werden für die Ableitungen der Winkel des bahnfesten Koordina-
tensystems die vollständigen Punktmassendifferentialgleichungen notiert [23]:
α˙K = qK − qAcos βK − pK cosαK tan βK − rK sinαK tan βK (4.90)
β˙K = rA + pK sinαK − rK cosαK (4.91)
µ˙K = pA + (qA sinµK + rK cosµK) tan γ . (4.92)
Die dazugehörigen Drehgeschwindigkeiten und Kräfte im aerodynamischen System
ergeben sich zu:
pA = pK cosαK cos βK + (qK − α˙K) sin βK + rK sinαK cos βK (4.93)
qA = − FAz
m · VK −
g
VK
cos γ cosµK (4.94)
rA =
FAy
m · VK +
g
VK
cos γ sinµK . (4.95)
Die auftretenden Kräfte sind zum einen die aerodynamischen, zum anderen die des
Antriebs. Letztere müssen noch vom körperfesten in das aerodynamische System
transformiert werden, was mittels der Transformationsmatrix M af , Gl. B.19 aus
dem Anhang B.2, geschieht:
F A =
−WQ
−A

A
+M af ·
TxTy
Tz
 . (4.96)
Da sich die oben notierten Punktmassendifferentialgleichungen nicht eindeutig lösen
lassen, bedarf es einiger Vereinfachungen. Im Folgenden wird davon ausgegangen,
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dass das Triebwerk eine reine Kraft in körperfester x-Richtung erzeugt, also nur ein
F ≡ Tx 6= 0 existiert. Da ein schiebefreier Flug angestrebt wird, wird im Folgenden
ebenfalls davon ausgegangen, dass der Schiebewinkel klein ist und somit cos β ≈ 1
und sin β ≈ 0 gilt. Mit diesen Annahmen ergibt sich nach Einsetzen und Auflösen
das folgende Gleichungssystem:
α˙K = qK − A+ F · sinα
m · VK +
g
VK
· cos γ · cosµK
β˙K = pK · sinαK − rK · cosαK − Q
m · VK +
g
VK
· cos γ · sinµK (4.97)
µ˙K = pK · cosαK + pK · sinαK + tan γ
m · VK ((A+ F · sinα) · sinµK −Q · cosµK)
Die dabei auftretenden Kräfte des Auftriebs, der Seitenkraft sowie des Schubs wer-
den im PCH-Block berechnet, indem dort eine Simulation der Aerodynamik und
des Triebwerkes durchgeführt wird. Diese entsprechen den Blöcken, die in der Simu-
lation der Strecke integriert sind. Aus diesen Daten werden ebenfalls im PCH die
Rotationsgeschwindigkeiten berechnet. Grundlage hierfür ist der Impulssatz nach
Gl. 2.1.
Zur Kompensation der Lagedynamik werden die obigen Gleichungen nach den kör-
perfesten Winkelgeschwindigkeiten aufgelöst:
pK,c = µ˙K,c · cosαK,c + β˙K,c · sinαK,c
− tan γc · cosαK,c
m · VK,c ((A+ F · sinα) · sinµK,c +Q · cosµK,c)
+ Q · sinαK,c
m · VK,c −
g
VK,c
· cos γc · sinµK,c · sinαK,c (4.98)
qK,c = α˙K,c +
1
m · VK,c · (A+ F · sinα)−
g
VK,c
· cos γc · cosµK,c (4.99)
rK,c = µ˙K,c · sinαK,c − β˙K,c · cosαK,c
− tan γc · sinαK,c
m · VK,c ((A+ F · sinα) · sinµK,c +Q · cosµK,c)
+ Q · cosαK,c
m · VK,c +
g
VK,c
· cos γc · sinµK,c · sinαK,c . (4.100)
Referenzmodelle
Die eingesetzten Referenzmodelle sind wiederum Systeme erster Ordnung. Das Vor-
gehen ist dabei für alle Systeme gleich, so dass es hier nur beispielhaft für den
Anstellwinkel erläutert werden soll. Die Gleichung für das Referenzmodell lautet:
α˙K,R =
1
Tl
· (αK,c − αK,R)− να˙K ,h (4.101)
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und ist damit analog zu den Systemen der Rotationsdynamik. Dies gilt auch für die
Pseudosteuergröße, welche sich darstellt zu:
να˙K =
1
Tr
· (αK,c − αK,R) +Kr · (αK,R − αK) . (4.102)
1/Tr 1s Kr
αK,c α˙K,c αK,R eαK να˙K
−
ναK ,h
αK
−
Abb. 4.11: Lineares Ersatzsystem erster Ordnung für die Anstellwinkeldynamik
Eine Besonderheit stellt hierbei die Begrenzung im Referenzmodell des Bahnan-
stellwinkels dar, siehe Abb. 4.11. Die Begrenzung erfolgt aus zwei Gründen: Erstens
wird der Bahnanstellwinkel auf den zulässigen Wertebereich begrenzt. Zweitens wird
das dynamische Überschießen über den maximalen Anstellwinkel hinaus mittels Gl.
4.103 unterdrückt. Damit soll erreicht werden, dass die Anstellwinkelbeschleunigung
vor dem Erreichen der Grenzen immer kleiner wird.
kmin · (αmin − α) ≤ α˙ ≤ kmax · (αmax − α) (4.103)
4.4.3 Bahndynamik
In der dritten Ebene, der Bahndynamik, werden aus den kommandierten Werten für
die Bahngeschwindigkeit (VK , γ, χ) die kommandierten Werte für die Lagedynamik
(αK,c, βK,c, µK,c) erzeugt. Des Weiteren wird in dieser Ebene das Motorkommando
berechnet. Der zur Bahndynamik gehörige Vektor der Pseudosteuergrößen, mit der
hier gewählten Bezeichnung Λ, lautet somit:
νΛ =
νV˙Kνγ˙
νχ˙
 =
V˙kγ˙
χ˙
 (4.104)
Ausgegangen wird hier wiederum von den Punktmassendifferentialgleichungen [23]:
V˙K =
FAx
m
− g sin γk (4.105)
γ˙ = qA cosµK − rA cosµK (4.106)
χ˙ = 1cos γ · (qA · sinµK + rA · sinµK) . (4.107)
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Mittels der bereits in der Lagedynamik vorgestellten Gleichungen der Drehgeschwin-
digkeiten im aerodynamischen System, Gl. 4.93 - 4.95, der Gleichungen für den
Schub, Gl. 4.96 und dessen Transformation, Gl. B.19, sowie der eingeführten Klein-
winkelnäherung für β und der Definition der Schubvektorkomponenten lässt sich das
Gleichungssystem auflösen zu:
V˙K =
F · cosα−W
m
− g · sin γ (4.108)
γ˙ = 1
m · VK · ((A+ F · sinα) cosµK +Q · sinµK)−
g
VK
· cos γK (4.109)
χ˙ = 1
m · VK · cos γ · ((A+ F · sinα) · sinµK −Q · cosµK) . (4.110)
Aufgelöst nach den Größen F , A und µK können hieraus die gewünschten Komman-
dogrößen für die Lagedynamik bestimmt werden. Dieses Gleichungssystem kann
jedoch nicht direkt gelöst werden, so dass in diesem Schritt die Querkraft Q ver-
nachlässigt wird. Begründen lässt sich dieser Schritt damit, dass ein aerodynamisch
schiebefreier Flug gefordert ist, wodurch die Querkräfte vernachlässigbar klein sein
sollten. Unter dieser weiteren Annahme ergibt sich das aufgelöste System zu:
Fc =
m
(
V˙K,c + g · sin γc
)
+W
cosαK
(4.111)
Ac = m · cos γc ·
√√√√(VK,c · χ˙c)2 +
(
VK,c · γ˙c
cos γc
+ g
)2
−
(
m
(
V˙K,c + g sin γc
)
+W
)
· tanαK (4.112)
µK,c = arctan
(
VK,c · χ˙c · cos γc
VK,c · γ˙c + g · cos γc
)
. (4.113)
Kann der kommandierte Bahnhängewinkel µK,c direkt aus Gl. 4.113 bestimmt wer-
den, so müssen zur Bestimmung der beiden weiteren Bahnwinkel sowie für das
Schubkommando weitere Umrechnungen durchgeführt werden. Der kommandierte
Bahnschiebewinkel wird entgegen dem berechneten Windwinkel kommandiert, wel-
cher sich aus den Windkanalkennfeldern ergibt, um einen möglichst aerodynamisch
schiebefreien Flug zu gewährleisten. Aus dem Auftriebskraftkommando Ac lässt sich
der erforderliche Auftriebsbeiwert CA,c bestimmen. Durch Interpolation der Kenn-
felder des Auftriebes lässt sich hieraus der erforderliche aerodynamische Anstellwin-
kel αc berechnen. Mittels der Kennfelder der Windkanalströmung kann ebenfalls
der aktuell vorherschende Windanstellwinkel αW bestimmt werden, woraus sich ab-
schließend der Bahnanstellwinkel αK,c durch Differenz der beiden Winkel berechnen
lässt. Das Schubkommando erfolgt durch Interpolation der zuvor aufgenommenen
Schubkennfelder.
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Referenzmodelle
Die linearen Ersatzsysteme für die Bahngeschwindigkeit, den Bahnneigungs- sowie
Bahnhängewinkel sind wiederum Systeme erster Ordnung. Die allgemeine Gleichung
des Referenzmodells lautet also wieder:
Λ˙ = 1
Tb
· (ΛR − ΛC)− νΛ˙,h . (4.114)
Die Pseudosteuergrößen errechnen sich nach:
νΛ˙ =
1
Tb
· (ΛR − ΛC)−KV · (ΛR − Λ) . (4.115)
In allen drei Systemen werden zur Sicherheit Begrenzer eingesetzt. Damit die Bahn-
geschwindigkeit nicht unter eine Mindestgeschwindigkeit fällt, wird bei Erreichen
dieser keine weitere Verringerung der Geschwindigkeit mehr zugelassen. Anderer-
seits wird die maximale Beschleunigung auf das physikalisch Mögliche begrenzt.
Das Gleiche gilt für das Modell des Bahnwinkels. Um bei kleinen Geschwindigkeiten
ein weiteres Absinken der Geschwindigkeit zu verhindern, wird hier eine negative
Winkelbeschleunigung vorgegeben.
Die Begrenzungen des Bahnazimuts haben hingegen einen komplexeren Aufbau. Die
zeitliche Änderung des Bahnazimuts wird ebenfalls begrenzt. Hierzu erfolgt folgen-
de Berechnung: Die Vertikalkraft eines ungekrümmten Fluges sowie die maximale
Horizontalkraft ergeben sich zu:
Fvert = m · g · cos γ = m · VK ·
(
g
VK
· cos γ
)
(4.116)
Fmax,hor = χ˙max ·m · VK . (4.117)
Das maximal erreichbare Lastvielfache berechnet sich mittels
nz,Aero,max =
Amax
m · g , (4.118)
woraus sich durch geometrische Beziehungen zwischen den Kräften in horizontaler
und vertikaler Richtung die maximal zulässige Kursänderungsrate ergibt zu:
χ˙ = g
VK
·
√√√√(nzmax
cos γ
)2
− 1 . (4.119)
Zusäzlich kann zum maximal erreichbaren aerodynamischen Lastvielfachen ein ma-
ximal zulässiger Wert angegeben werden, welcher sich z. B. durch die Struktur ergibt.
Zur Limitierung der Beschleunigung des Bahnazimuts wird der kleinere der beiden
Werte herangezogen.
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4.4.4 Abstandsregelung
Es sei hier noch einmal die Hauptaufgabe des Reglers in Erinnerung gerufen, das
Positionieren des Fluggerätes in definierten Koordinaten. Die Soll-Koordinaten sind
der Eingang der letzten Reglerebene der Abstandsregelung. Auch wenn diese Ebene
der eigentliche Regler ist, so wird der verwendete Ansatz der Zeitskalentrennung
hier konsequenterweise weitergeführt.
Der Eingang ist also die kommandierte geodätische Position, als Ausgang liegen
die Bahngrößen in Form der Bahngeschwindigkeit VK , des Bahnwinkels γ sowie des
Bahnazimuts χ fest. Zwischen diesen Größen kann eine rein kinematische Bedingung
z. B. nach [10] formuliert werden:
x˙ = VK · cos γ · cosχ
y˙ = VK · cos γ · sinχ
z˙ = −H = −VK · sin γ . (4.120)
Dieses Gleichungsystem lässt sich eindeutig nach den Bahngrößen auflösen, was zu
folgenden kommandierten Werten führt:
VK,c =
√
x˙2c + y˙2c + z˙2c
γc = arcsin
 −z˙c√
x˙2c + y˙2c + z˙2c

χc = arctan
(
y˙c
x˙c
)
. (4.121)
Referenzmodelle
Als Ersatzdynamik werden wiederum Systeme erster Ordnung gewählt. Aufgrund
der gewünschten stationären Genauigkeit ist jedoch, im Gegensatz zu den bisherigen
Systemen, zusätzlich bei allen drei Ersatzdynamiken eine integrale Rückführung
vorgesehen. Das Referenzmodell wird in allgemeiner Form beschrieben zu:
Γ˙ = 1
Ta
· (Γc − Γ)− νΓ˙,h . (4.122)
Damit ergibt sich die Pseudosteuergröße, ebenfalls in allgemeiner Form, zu:
νΓ˙ =
1
Ta
· (Γc − Γ) +KA (Γ− Γp) +
∫
KA,I (Γ− Γp) dt . (4.123)
Ebenfalls sind in allen drei Ersatzdynamiken als zusätzliche Sicherheit Begrenzer
integriert, welche sich an der Größe des ausnutzbaren Freistrahles orientieren.
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Abb. 4.12: Schematische Darstellung des x-Systems der Abstandsregelung
Eine Besonderheit bildet das System der Sollgeschwindigkeit in geodätischer x-
Richtung. Aufgrund des geografischen „Stehens“ des Systems beim Erreichen der
Zielkoordinate wird damit, wie bereits beschrieben, auch die Bahngeschwindigkeit
zu null, wodurch das oben beschriebene Gleichungssystem nicht mehr definiert ist.
Deshalb muss in der Vorsteuerschleife die zuvor in Kap.2.6.2 beschriebene, aufaddier-
te Geschwindigkeitskomponente auch hier addiert werden, damit auch bei erreichter
Koordinate eine Geschwindigkeit, welche der Windkanalströmung entspricht, kom-
mandiert wird. Das dadurch resultierende x-System ist in Abb. 4.12 abgebildet.
4.4.5 Auslegung der Reglerparameter
Nach der Umsetzung des Regelungskonzeptes können nun die Reglerparameter aus-
gelegt werden. Die Auslegung der Zeitkonstanten und Rückführverstärkungen erfolg-
te im Rahmen dieser Arbeit in [88] in Anlehnung an [28]. Aufgrund der ausführlichen
Darstellung in den beiden genannten Quellen soll die Auslegung hier nur kurz vorge-
stellt werden. Da das neuronale Netz zum Einsatz kommt, wird in der Auslegung der
Reglerparameter von perfekter E/A-Linearisierung ausgegangen, wodurch die Inver-
sionsfehler verschwinden. Durch die Wahl von linearen Systemen erster Ordnung als
Referenzsysteme ist die Untersuchung der Stabilität durch einfache Verfahren mög-
lich. In den oben genannten Arbeiten wurde das Stabilitätskriterium nach Hurwitz
gewählt. Es wird zuerst die Auslegung der Zeitkonstanten, danach die der Verstär-
kungsfaktoren vorgestellt.
Aufgrund der geringeren Komplexität bei der Auslegung sowie der Beschränktheits-
analyse der Fehler werden die Zeitkonstanten des jeweiligen Regelkreises gleich ge-
wählt.
Es kann gezeigt werden, dass die Dynamik sämtlicher Schleifen durch die folgende
Übertragungsfunktion charakterisiert werden kann:
y (s)
w (s) =
Gk−1 (s)
Tk · s+Gk−1 (s) . (4.124)
Der Index k bezeichnet hierbei die jeweilig betrachtete Ebene. Unter Berücksichti-
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gung der Dynamik der Aktuatoren, welche in Kap. 2.1.3 als lineare Systeme zweiter
Ordnung mit der Übertragungsfunktion
GA (s) =
ω20
s2 + 2 ·D · ω0 · s+ ω20
(4.125)
charakterisiert wurden, ergibt sich für die Übertragungsfunktion bis zur Rotations-
dynamik
Gr (s) =
GA (s)
Tr · s+GA (s) =
ω20
Tr · s3 + 2 · Tr ·D · ω0 · s2 + Tr · ω0 · s+ ω20
. (4.126)
Führt man nun die weiteren Schleifen bis zur Abstandsregelung ein, so ergibt sich
als Gesamtübertragungsfunktion der Regelung:
Ga (s) =
ω20
TaTbTlTr · s6 + 2TaTbTlTrDω0 · s5 + TaTbTlTrω20 · s4 + . . .
TaTbTlω20 · s3 + TaTbω20 · s2 + Taω20 · s+ ω20
.
(4.127)
Für die innerste Schleife, die Rotationsdynamik, ist die minimal mögliche Zeitkon-
stante beschränkt durch die Stellerdynamik:
Tr,min =
1
2 ·Dω0 . (4.128)
Des Weiteren ist die schon angesprochene Zeitskalentrennung der einzelnen Regel-
schleifen zu beachten, welches sich formulieren lässt zu:
Tr
Tr,min
> 1, Tl
Tr
> 1, Tb
Tl
> 1, Ta
Tb
> 1 . (4.129)
Die maximal erzielbare Bandbreite des Reglers hängt also von der Bandbreite des
eingesetzten Stellers ab. Zusätzlich ist jedoch auf die Bandbreite der Eigendynamik
des zu regelnden Fluggerätes zu achten. Auch wenn das PCH das Reglerkomman-
do auf die maximal mögliche Streckenreaktion reduziert, so kann es bei zu großen
Abweichungen zwischen möglichem Ist- und Sollzustand der Reglergrößen zu Insta-
bilitäten kommen.
Für diese aufgestellten Zusammenhänge können Zwangsbedingungen formuliert wer-
den, mit welchen das Gesamtsystem optimiert werden kann. Neben den Zwangsbe-
dingungen der Zeitskalentrennung wird eine Kostenfunktion aufgestellt:
J = Q1
ω2A=−3dB
+Q2 · A2max +
Q3
D2min
. (4.130)
Es wird also besonders auf die maximal erreichbare Bandbreite optimiert. Die Op-
timierungsfunktion soll somit die Frequenz mit einem maximalen Amplitudenabfall
von 50 % optimieren (ωA=−3dB), ein Überschwingen des Amplitudengangs verhin-
dern und eine Mindestdämpfung der konjugiert komplexen Pole garantieren. Bei den
Größen Qi handelt es sich um frei wählbare Wichtungsparameter.
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Abb. 4.13: Frequenzkennlinien und Eigenwerte des geschlossenen Regelkreises
Das daraus resultierende Bodediagramm des geschlossenen Regelkreises und die Ei-
genwerte des Drachenflugzeuges sind in Abb. 4.13 abgebildet.
Die Rückführverstärkungen werden auf die Werte der Zeitkonstanten gesetzt:
ki = 1/Ti . (4.131)
Dies resultiert aus der Überlegung, dass die erzielbare Bandbreite durch die Opti-
mierung bereits maximiert ist. So erscheint es am sinnvollsten, die Fehlerdynamik
mit gleicher Geschwindigkeit wie die Vorgabedynamik zu entwerfen.
Zum Schluss erfolgt die Auslegung der Parameter der neuronalen Netze. Die Pa-
rameter der Verstärkungsmatrix Kω werden wiederum gleich den Zeitkonstanten
gesetzt:
kp = kq = kr = kω =
1
Tr
. (4.132)
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Eine Verlangsamung oder schnellere Auslegung wäre durch Veränderung des Zählers
der Verstärkungsparameter möglich. Dieses Vorgehen bietet sich in der Praxis aber
nicht an, da die Referenzmodelle bereits auf die maximal erzielbare Bandbreite aus-
gelegt sind, also nicht schneller ausgelegt werden sollten, und sich der Gesamtfehler
aufgrund der Überlagerung der Teilfehler aus Modell und Fehlerdynamik ergibt.
Für die detaillierte Darstellung der Herleitung der weiteren Parameter sei hier wie-
derum auf [28] verwiesen. Im Folgenden sollen nur die Ergebnisse präsentiert werden.
Der Parameter kr1 ergibt sich aus der Stabilitätsbetrachtung zu:
kr1 >
1
2
√
n2 · Z¯∗ · kω . (4.133)
Für die weiteren Parameter wird das neuronale Netz um einen hypothetischen
Gleichgewichtszustand linearisiert. Somit sind alle Gewichtsmatrizen sowie der Mo-
dellfehler und dadurch auch die Norm sowie die gefilterte Fehlergröße gleich null.
Hieraus lässt sich die Ableitung der Fehlerdynamik nach der Zeit folgendermaßen
formulieren:
∆˙ = e¨ω +Kω + kr0 ·K−1ω︸ ︷︷ ︸
2Dω0
·e˙ω + γ ·K−1ω︸ ︷︷ ︸
ω20
·eω . (4.134)
Somit kann die Fehlerdynamik als System zweiter Ordnung dargestellt werden.
Durch Vorgabe der natürlichen Frequenz ω0 sowie der Dämpfung D können die
Parameter zu
γ = ω20 · kω, kr0 = kω · (2 ·D · ω0 − kω) (4.135)
bestimmt werden. Um Schwingungen der Netzparameter zu vermeiden, sollte die
Dämpfung größer als eins gewählt werden. Des Weiteren sollten relativ kleine na-
türliche Frequenzen gewählt werden, da die Lerndynamik langsamer ablaufen sollte
als die Systemdynamik.
Während der Bestimmung der Ableitung der Fehlerdynamik wurde die Matrix ΓW
zu ΓW = γ′ · I gewählt. Aufgrund von Vereinfachungen in der Beweisführung wird,
analog zu ΓW , ΓV = γ′ · I gewählt. γ′ wird dabei mittels γ und n2, der Anzahl der
Neuronen in der verdeckten Schicht, zu
γ = γ′ ·
(
1 + n24
)
(4.136)
bestimmt.
Abschließend erfolgt die Wahl des Parameters λ. Dieser stellt gewissermaßen den
Faktor des „Vergessens“ dar, weshalb relativ kleine Werte für λ sinnvoll sind.
Im Besonderen für die Parameter der neuronalen Netze bleibt anzumerken, dass die
dargestellten Beziehungen lediglich Anhaltspunkte für die Wahl der endgültigen Lö-
sung darstellen. Für einige sind keine Auslegungskriterien verfügbar, so dass weitere
Größen gar nicht explizit berechnet werden können. Diese lassen sich jedoch mittels
der aufgestellten Simulation abschätzen. Des Weiteren bietet sich die Simulation zur
endgültigen Auslegung und Überprüfung der Parameter an.
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5 Ergebnisse der Anwendung der
Methode
In diesem Kapitel sollen zunächst die zuvor vorgestellten Algorithmen der Iden-
tifizierung und der Regelung hinsichtlich ihrer Funktionsfähigkeit untersucht wer-
den. Hierzu wird in Kap. 5.1 die Regelung anhand von Beispielmanövern beurteilt.
Danach erfolgt in Kap. 5.2 die Betrachtung der Funktionsfähigkeit der Identifizie-
rung. Beide Betrachtungen erfolgen durch Simulationsversuche. Im Anschluss an die
Untersuchung der Algorithmen erfolgt in Kap. 5.3 die Analyse der im Windkanal
durchgeführten Flugversuche.
5.1 Funktionsuntersuchung der Regelung
Im diesem Unterkapitel sollen die Fähigkeiten des Reglers bezüglich der Anforde-
rungen sowie der Randbedingungen in der Simulationsumgebung untersucht werden.
Dazu wird zunächst in Kap. 5.1.1 das Verhalten anhand eines Flugmanövers ohne
Störungen analysiert. Dasselbe Flugmanöver wird dann erneut, diesmal jedoch un-
ter Einwirkung der Störungen der Sensorik sowie der Windkanalumgebung, durch-
geführt und bewertet. Um das Verhalten des Reglers bei Parameterunsicherheiten
zu untersuchen, wird das Fluggerät in Kap. 5.1.2 durch Modifikation der Beiwerte
instabil ausgelegt. In Kap. 5.1.3 wird die Adaptionsfähigkeit des Reglers überprüft,
indem das Flugmanöver von verschiedenen Fluggeräten durchgeführt werden muss.
Das Verhalten bei Annäherung an den Freistrahlrand wird in Kap. 5.1.4 analysiert,
woraufhin abschließend in Kap. 5.1.5 eine Beurteilung der Funktionssfähigkeit der
Regelung erfolgt.
5.1.1 Nominalfall
Zur Untersuchung der Funktionsfähigkeit der Regelung wird zuerst ein Nominalfall
analysiert. Dieser besteht aus einem Start von der Startvorrichtung und darauf fol-
genden Positionskommandos, welche das Fluggerät in die Nähe des Freistrahlrandes
führen. Wie bereits in Kap. 2.3 erwähnt, nimmt die Turbulenz ab etwa 20 cm vom
Freistrahlrand stark zu, also ab etwa 0.55 m von der Freistrahlmitte entfernt.
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Das verwendete geodätische Koordinatensystem hat seinen Ursprung in der Mitte
des Freistrahls mit x in Strömungsrichtung und z nach oben. Die Position der Start-
vorrichtung in der Simulation ist die gleiche wie beim späteren Flugversuch. Auch
das initiale Positionskommando entspricht dem der späteren Freiflugversuche. Die
Wahl von 0.5 m vor der Freistrahlmitte liegt darin begründet, dass die Strömungsgü-
te zur Düse hin besser wird. Wird nach einem Positionskommando ein Trimmpunkt
erreicht, so wird das nächste Kommando ausgeführt.
Nominalfall ohne Störeinflüsse
Zuerst soll der Versuch ohne Störeinflüsse durchgeführt werden, um eine einfache-
re Interpretation der Daten zuzulassen. Die Lagewinkel sowie Positionskoordinaten
dieses Versuches sind in Abb. 5.1 dargestellt. Zusätzlich sind die Sollkommandos
der Position eingezeichnet. Die Manöver werden mit schneller Reaktion sowie sta-
tionärer Genauigkeit durchgeführt. In den Manövern der Längsbewegung sind bei
kommandierten z-Werten leichte Überschwinger zu erkennen, die jedoch im akzep-
tablen Bereich für die Versuche liegen. Der Start von der Vorrichtung erfolgt, abge-
sehen von einem kleinen Schwingen um die Rollachse bei Verlassen des Pins, ohne
nennenswerte Schwierigkeiten.
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Abb. 5.1: Manöverfolge ohne Störeinflüsse
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Als ein wenig problematisch erweist sich das Seitenbewegungskommando. Abb. 5.2
zeigt die Stellkommandoverläufe dieses Manövers. Prinzipiell ist hier ein ähnlicher
Verlauf wie bei einem Kurvenflug zu sehen. Der Auftriebsvektor wird durch ein
Querruderkommando gekippt, ein koordinierter Seitenruderausschlag sorgt für den
schiebefreien Flug. Der Verlust der Auftriebskraft wird mittels einer Erhöhung des
Anstellwinkels durch einen Höhenruderausschlag, der daraus resultierende erhöhte
Widerstand durch ein Erhöhen des Schubs kompensiert. Aufgrund des geforderten
geodätischen „Stehens“ in der Längsbewegung und einer gewünschten Bewegung
quer zur x-z-Ebene ist, im Gegensatz zum Kurvenflug, keine Rotation um die z-
Achse möglich. Somit ist bei diesem Manöver eine deutlich höhere Verkopplung der
Längs- und Seitenbewegung als im Kurvenflug vorhanden.
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Abb. 5.2: Ruderkommandos beim Seitenmanöver nach Abb. 5.1
Des Weiteren wird eine sehr schnelle Reaktion gewünscht, was das schnelle Aufbau-
en einer hohen Querneigung erfordert. Diesem wird durch einen Vollausschlag des
Querruders und eine daraus resultierende Querneigung von etwas über 20◦ Rech-
nung getragen. Um maximale Agilität zu gewährleisten, wurden Vollausschläge bei
der Reglerauslegung bewusst zugelassen. Das Pseudo Control Hedging schützt dabei
zwar das neuronale Netz, die Aktivität des Reglers bei Bewegungen in y-Richtung
ist aufgrund der benötigten Vollausschläge jedoch trotzdem deutlich höher als bei
anderen Positionskommandos. Eine allgemeine Verminderung der Bandbreite würde
hier keine Abhilfe schaffen, da dadurch die Gesamtreaktion des Fluggerätes verlang-
samt würde. Es müssten somit die Parameter der Regelschleifen einzeln ausgelegt
werden, was jedoch einen deutlich höheren Aufwand darstellt.
Nominalfall mit Störeinflüssen
Bei der Durchführung derselben Manöverfolge unter allen Störeinflüssen (Sensor-
rauschen / -varianz, Strömungsvarianz, Turbulenz) ergeben sich bei den Manövern
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teilweise Schwierigkeiten, da durch zu hohes Überschwingen und hohe Abweichun-
gen in den Netzgewichten der Freistrahlrand überschritten wurde. Die Varianz des
Kamerasystems sowie der Stellsignale konnte als Ursache ausgeschlossen werden. Im
Gegensatz dazu haben die Qualität der Windkanalströmung, die Turbulenz sowie
die Varianz der Anströmung in Abhängigkeit der Position im Kanal signifikanten
Einfluss auf die Manöverdurchführung. Somit wurden Abb. 5.3 sowie alle weiteren
Manöverfolgen unter Störeinflüssen ohne den Einfluss der Strömungsvarianz erstellt.
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Abb. 5.3: Manöverfolge mit Störeinflüssen
Zu erkennen ist hierbei, dass die Manöver immer noch gut befolgt werden. Ist im
Positionsverlauf kaum ein Unterschied zu erkennen, so ist der Einfluss der Störun-
gen in den Eulerwinkelverläufen deutlicher auszumachen. Der Grund für die hohen
Abweichungen sowie die allgemeine Schwierigkeit bei der Durchführung der Manö-
ver ohne Verlassen des Freistrahls wird aus Abb. 5.4 ersichtlich. Diese zeigt den
geodätischen Wind in allen drei Koordinatenrichtungen für den Zeitraum zwischen
12.5 und 15 Sekunden, in welchem die Flugzeugposition relativ konstant bleibt. Zu
erkennen sind große, hochfrequente Geschwindigkeitsschwankungen mit Standard-
abweichungen von 0.07, 0.12 sowie 0.28 m/s. Der Effekt der Strömungsvarianz würde
die Schwankungen und damit die Standardabweichungen während eines Manövers
noch weiter steigen lassen.
5.1 Funktionsuntersuchung der Regelung 101
12.5 13 13.5 14 14.5 15
−13
−12.5
−12
u
W
 
[m
/s]
12.5 13 13.5 14 14.5 15
−0.5
0
0.5
v W
 
[m
/s]
12.5 13 13.5 14 14.5 15
−1.5
−1
−0.5
0
Zeit [s]
w
W
 
[m
/s]
Abb. 5.4: Windgeschwindigkeiten während der Manöverfolge
5.1.2 Verhalten bei Parameterunsicherheiten
Eines der zu erwartenden Hauptprobleme bei der späteren Anwendung werden die
Parameterunsicherheiten im Datensatz des Fluggerätes sein. Um die Reaktion der
Regelung auf diese zu untersuchen, wurde das Nominalverhalten sowohl in der
Längs- als auch in der Seitenbewegung instabil ausgelegt. In der Längsbewegung er-
folgte dies durch eine Drehung des Nickmomentenverlaufes um den Wert bei α = 0.
Dieses Vorgehen ist in Abb. 5.5 beispielhaft für den Nickmomentenverlauf für η = 0
dargestellt. Zusätzlich wurde die Seitenbewegung durch Multiplikation des Deriva-
tivs der Windfahnenstabilität Cnβ mit dem Faktor −0.5 instabil ausgelegt.
Abb. 5.6 zeigt den daraus resultierenden Manöververlauf ohne Störungen in der An-
strömung sowie den Zustandswerten. Erste Auffälligkeit ist die starke Abweichung in
z-Richtung direkt nach Verlassen der Startvorrichtung, was jedoch sehr schnell von
den neuronalen Netzen ausgeglichen werden kann. Dies gilt auch für die weiteren
Bewegungsrichtungen, auch wenn eine ungedämpfte Schwingung mit sehr geringer
Amplitude um die Rollachse bestehen bleibt. Gerade hier bilden sich somit auch
stärkere Schwingungserscheinungen in den Lagewinkeln nach Kommandos aus, wel-
che jedoch gedämpft werden.
Der gleiche Versuch wurde ebenfalls unter Einfluss von Störungen durchgeführt,
dargestellt in Abb 5.7. Zu erkennen sind hier nochmals verstärkt die Schwingungen
in den Lagewinkeln. Vor allem bei Seitenbewegungskommandos werden diese sowohl
in den Lagewinkeln als auch in den Positionskoordinaten sichtbar.
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Abb. 5.5: Modifizierter Nickmomentenverlauf für η = 0
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Abb. 5.6: Manöverfolge mit instabilem Fluggerät ohne Störeinflüsse
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Abb. 5.7: Manöverfolge mit instabilem Fluggerät mit Störeinflüssen
5.1.3 Adaptionsfähigkeit der Regelung an andere Flugzeuge
Neben der hohen Agilität und der Robustheit gegenüber Parameterunsicherheiten
war eines der Hauptauslegungskriterien der Regelung die Adaptionsfähigkeit auf
verschiedene Umgebungsbedingungen respektive Fluggeräte. Dazu werden der be-
reits in Kap. 2.1 vorgestellte, für dieses Vorhaben ausgelegte Nurflügler sowie der
ebenfalls dort vorgestellte Datensatz der Do 328 herangezogen.
Abbildungen 5.8 und 5.9 zeigen die Manöververläufe des Nurflüglers mit und ohne
Störeinflüsse. Es wurden dabei keinerlei Modifikationen der Reglerparameter gegen-
über dem Drachenflugzeug vorgenommen. Es zeigt sich, dass der Regler ohne jegliche
Anpassungen auch dieses Fluggerät zu kontrollieren vermag. Ebenso birgt der Ab-
schuss von der Startvorrichtung keinerlei Probleme. Jedoch bleibt anzumerken, dass
gerade die Bewegungen um die Nickachse schlechter kontrolliert werden als beim
Nurflüger, was sich durch stärkeres Überschwingen sowie durch einen unruhigeren
Nicklagewinkelverlauf bemerkbar macht. Dies führt auch dazu, dass die Gesamtzeit
der Manöverabfolge steigt, da ein Trimmpunkt erst später erreicht wird. Die Schwin-
gungsanregungen werden um alle Achsen durch den Einfluss der Störungen weiter
verstärkt. Grund für das schlechtere Verhalten sind die nicht angepassten Reglerwer-
te. So weist der Nurflügler eine deutlich höhere Frequenz und schlechtere Dämpfung
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in der Anstellwinkelschwingung sowie ebenfalls eine leicht höhere Eigenfrequenz in
der Phygoidbewegung auf, welche jedoch besser gedämpft ist. Durch eine leichte
Modifikation der Reglerparameter ließe sich das Verhalten verbessern.
Abbildungen 5.10 und 5.11 zeigen das Manöververhalten der Do 328. Aufgrund
der deutlich langsameren Eigenbewegungsformen gegenüber den zuvor vorgestell-
ten Fluggeräten war eine Anpassung der Reglerparamter notwendig. Dies geschah
durch einfache Modifikation der Zeitskalentrennungen, vgl. Gl. 4.129, zwischen den
einzelnen Regelschleifen. Außerdem wurde der Mindestabstand der Zeitkonstante
der Rotations- zur Zeitkonstante der Stelldynamik erhöht. Des Weiteren wurden
die Eigenfrequenzen der neuronalen Netze, siehe Gl. 4.135, angepasst. Zusätzlich er-
folgte der Start nicht von der Startvorrichtung, sondern aus einem der Anströmung
entsprechenden Trimmzustand.
Zu erkennen ist die deutlich trägere Reaktion auf Positionskommandos, was auf die
langsameren Eigenbewegungsformen der Do 328 gegenüber den ausgelegten Wind-
kanalflugzeugen zurückzuführen ist. Auf Störungen der Anströmung reagiert die Do
328 aufgrund der deutlich höheren Masse (fünf Zehnerpotenzen), und damit auch
größerer Trägheit, gegenüber den Windkanalflugzeugen viel unempfindlicher.
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Abb. 5.8: Manöverfolge Nurflügler ohne Störeinflüsse
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Abb. 5.9: Manöverfolge Nurflügler mit Störeinflüssen
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Abb. 5.10: Manöverfolge Do 328 ohne Störeinflüsse
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Abb. 5.11: Manöverfolge Do 328 mit Störeinflüssen
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5.1.4 Verhalten bei Annäherung an den Freistrahlrand
Neben der Positionierung des Fluggerätes im Freistrahl hat der Regler auch die
Aufgabe, es bei Annäherung an den Freistrahlrand wieder in die Mitte der Strömung
zurückzuführen. Beim eingesetzten Windkanal wird die Strömungsgüte ab einem
Abstand von etwa 20 Zentimetern zum Rand erheblich schlechter, siehe Abb. 2.6, so
dass das Fluggerät ab einer Entfernung von 0.55 m von der Freistrahlmitte wieder
zurückgeführt wird.
Beispielhaft wurde das Fluggerät durch Einzelausschläge in die Begrenzungen ge-
führt. Nach dem Austrimmen wird der Regler ausgeschaltet und jeweils ein kon-
stanter Klappenausschlag vorgegeben. Der Regler schaltet sich ab dem Erreichen
von 0.55 m ein und versucht, das Fluggerät wieder in der Freistrahlmitte zu posi-
tionieren.
Für das Höhenruder wurde ein Kommandosprung von −1◦ gewählt. Für die Seiten-
und Querruderkommandos wurde das Fluggerät in der Nähe des Freistrahlrandes
getrimmt und dann durch einen Ausschlag in den Begrenzer geführt, so dass in bei-
den Fällen der Hängewinkel ca. 10° beträgt.
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Abb. 5.12: Annäherung an den Freistrahlrand mittels eines Höhenruderkommandos
Abb. 5.12 zeigt den Verlauf für das Höhenruderkommando. Der Nicklagewinkel steigt
wie erwartet an, Gleiches gilt für die Höhe des Fluggerätes. Gleichzeitig verklei-
nert sich durch die Drehung des Schubvektors sowie den erhöhten Widerstand die
x-Position. Nach Erreichen des Sicherheitsabstandes wird ein Gegenkommando im
Höhenruder gegeben und der Schub erhöht. Während die Sollhöhe ohne Überschwin-
gen erreicht wird, erfolgt in x-Richtung ein Überschwingen um nahezu 100 %. Dies
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liegt darin begründet, dass ein „Bremsen“ mit dem Antrieb so nicht einfach mög-
lich ist. Des Weiteren arbeitet der Antrieb für den ausgetrimmten Horizontalflug
im niedrigtourigen Bereich, so dass dieser deutlich mehr Spielraum zu höheren als
zu niedrigeren Geschwindigkeiten aufweist. Aufgrund der notwendigen kompletten
Rücknahme des Schubs nach dem Überschwingen kommt es auch zum Absinken des
Flugzeuges unter die Soll-Höhe. Eine Möglichkeit der Abhilfe wäre hier, die ma-
ximale positive Beschleunigung in x-Richtung zu begrenzen, was jedoch auch zu
einem verlangsamten Verhalten führen würde. Zu erkennen ist ebenfalls ein kurz-
zeitiges Rollen bei Aktivierung des Reglers, was durch eine leichte Abweichung in
y-Richtung bis zum Erreichen des Freistrahlrandes begründet ist.
Die Annäherung an den Freistrahlrand mittels eines Seiten- oder Querruderkom-
mandos, Abb. 5.13 und Abb. 5.14, zeigen ähnliches Verhalten. Beide Male erfolgt
ein Querruderkommando bis in die Reglerbegrenzung, welches einen Rollwinkel von
etwa 50◦ erzeugt.
Das Fluggerät bewegt sich nach dem Einschalten des Reglers bei y = -0.55 m immer
noch, in beiden Fällen, auf etwa -0.67 m. Ist der hohe Ausschlag aufgrund der star-
ken Annäherung an den Freistrahlrand gerechtfertigt, so ist die daraus resultierende
Beschleunigung in y-Richtung zu hoch, so dass ein starkes Überschießen in positi-
ver y-Richtung erfolgt. Dies kann auch der sehr schnell eingeleitete Gegenausschlag
des Querruders, ebenfalls nahe an den Begrenzer, nicht ändern. Im Hochpunkt der
Abweichungen in positiver y-Richtung legt sich das Modell sogar bis in eine Quer-
neigung von 72◦ und 78◦ und setzt somit nahezu den kompletten Auftriebsvektor
dazu ein, gegen die Bewegungsrichtung zu wirken.
Nach dem Überschießen klingt die Bewegungsform jedoch schnell und gut gedämpft
ab. Insgesamt lässt sich also festhalten, dass die Annäherung an den Freistrahlrand
in der Seitenbewegung zwar geglückt ist, diese Manöver aber deutlich kritischer
zu sehen sind als jene der Längsbewegung. Der Grund für dieses Verhalten wurde
bereits bei der Diskussion des Nominalfalls des Reglers, Kap. 5.1.1, diskutiert.
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Abb. 5.13: Annäherung an den Freistrahlrand mittels eines Querruderkommandos
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Abb. 5.14: Annäherung an den Freistrahlrand mittels eines Seitenruderkommandos
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5.1.5 Beurteilung des Reglerverhaltens
Abschließend lässt sich anhand der durchgeführten Tests festhalten, dass der Regler
die Anforderungen vollständig erfüllen kann. Die Manöver werden mit schnellstmög-
licher Reaktion sowie stationärer Genauigkeit ausgeführt. Parameterunsicherheiten
bis hin zu instabilen Fluggerätekonfigurationen werden mittels der neuronalen Netze
gut und vor allem schnell ausgeglichen. Des Weiteren ergeben sich keinerlei Proble-
me hinsichtlich der Adaption der Regelung auf unterschiedliche Fluggeräte. Dies gilt
sogar für die große Bandbreite von fünf Zehnerpotenzen in der Masse, neun Zehner-
potenzen in den Trägheitstensoren und Eigenfrequenzen zwischen ca. 0.025 und 4.6
Hz. Eine Modifikation der Reglerparameter auf die maximale Bandbreite des Flug-
gerätes ist natürlich nötig, der Aufwand ist jedoch minimal, da nur die Parameter
der Zeitskalentrennung, siehe Gl. 4.129, angepasst werden müssen.
Es bleibt jedoch festzuhalten, dass einige Manöver bei allen vorhandenen Störun-
gen in der Anströmung nicht in die Nähe des Freistrahlrandes durchgeführt werden
konnten, weshalb hier nur Auswertungen ohne die Positionsvarianz gezeigt wurden.
Weiterhin sind die Manöver der Seitenbewegung bei Annäherung an den Freistrahl-
rand deutlich kritischer zu sehen als jene der Längsbewegung.
5.2 Funktionsuntersuchung der Identifizierer
Im Folgenden sollen, ähnlich zum Vorgehen bei der Funktionsanalyse der Regelung,
die Fähigkeiten der Identifizierung analysiert werden. Dazu wird wiederum zuerst
ein Nominalfall erzeugt, was hier einer Identifizierung ohne jegliche Störbeeinflus-
sung und Windkanalströmung entspricht. Anschließend werden die Ergebnisse ana-
lysiert, siehe Kap. 5.2.1. Die Diskussion des Einflusses der Regelaktivitäten auf die
Adaptionsfähigkeit sowie die Ergebnisse der Identifizierung erfolgen in Kap. 5.2.2.
Hiernach erfolgt die Untersuchung der Störeinflüsse auf die Identifizierung, Kap.
5.2.3. Abschließend findet in Kap. 5.2.4 eine Beurteilung der Adaptionsfähigkeit,
der Ergebnisqualität sowie der Einsatzfähigkeit der Identifizierung statt.
5.2.1 Nominalfall
Als Nominalfall wurde eine Identifizierung ohne jegliche Störeinflüsse und Windka-
nalströmung gewählt, welche im Folgenden diskutiert werden soll. Die Startwerte
der Identifizierungsmanöver wurden konservativ klein gewählt. Es wurde für alle
Apriori-Manöver ein konvergentes Manöver nach Gl. 3.46 gefunden, bevor die ma-
ximale Anzahl an Apriori-Manövern erreicht wurde. Dies gilt auch für alle weiteren
gezeigten Identifizierungen. Auf eine Verifikation der Manöveradaption der Online-
Identifizierung soll an dieser Stelle verzichtet werden, da diese bereits ausführlich in
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[95] dargelegt ist. Die Zielwerte wurden, im Gegensatz zu Tab. 3.1, in der Längs-
bewegung um jeweils 1 Grad reduziert, da sonst der mögliche Manöverraum über-
schritten worden währe. Nach jedem Manöver wurde das Fluggerät ausgetrimmt,
bevor das nächste gestartet wurde. Da sich das Fluggerät aufgrund der fehlenden
Windkanalströmung kontinuierlich im Raum bewegt, wurde der Regler dahingehend
modifiziert, dass in x-Richtung die Trimmgeschwindigkeit statt einer Position kom-
mandiert wird.
Längsbewegung
Abb. 5.15 zeigt den zeitlichen Verlauf der Regressanden, siehe Gl. 3.56, sowie der
Regressoren η als Kommandoeingabe und der Längsneigungswinkel Θ über das aus-
gewertete Offline-Manöver. Zusätzlich ist bei den Verläufen der Regressanden auch
der VerlaufX ·Θ eingetragen. Die Differenz zwischen beiden Werten entspricht nach
Gl. 3.52 dem Gleichungsfehler, so dass ein abweichender Verlauf der beiden Größen
auf eine schlechte Identifizierung schließen lässt. Zur besseren Analyse sind die ersten
zwei Sekunden des Manövers, welche in etwa der Dauer der Anstellwinkelmanöver
entsprechen, in Abb. 5.16 dargestellt.
Die Abbildungen zeigen, dass es bei der Bahnbeschleunigung u˙Kf sowie der Nickbe-
schleunigung q˙Kf teilweise zu Abweichungen kommt. Eine Begründung für den nicht
optimalen Verlauf der Bahnbeschleunigung ist, dass während der Phygoidanregung
deren Maximalwert nicht höher ist als bei den vorherigen Manövern zur Anregung
der Anstellwinkelschwingung. Eine Verbesserung könnte eine Erhöhung des Zielwer-
tes Θ der Phygoide schaffen, jedoch ließe sich damit die Einhaltung des Manöver-
raumes des Windkanals nicht mehr gewährleisten. Auch für die Nickbeschleunigung
könnte eine Erhöhung des Zielwertes, diesmal der Anstellwinkelschwingung, eine
bessere Identifizierung des Regressors erbringen.
Tab. 5.1 fasst die Ersatzgrößen der Längsbewegung zusammen. Im Folgenden be-
schreibt Θw den wahren Wert der Beiwertgröße, welcher durch Linearisierung der
generischen Simulation bestimmt wurde. Die Ersatzgrößen Mq, Mu, Xu sowie Zu
wurden jedoch durch Linearisierung der Kennfelder um den Betriebspunkt gebildet,
da in der Simulation eine Perturbation von u zu einer gekoppelten Änderung in α
führt. Bei der Ersatzgröße Mq würde bei der Linearisierung der Simulation nur der
Einfluss von q, nicht jedoch von α˙ berücksichtigt werden.
Der linke Wert der Θ-Spalte zeigt die Ergebnisse der Online-, der rechte die der
Offline-Identifizierung. Hiernach werden die relativen Abweichungen zwischen dem
wahren und dem ermittelten Wert aufgetragen, welche mittels der Formel
∆ = 100% · |Θw −Θ||Θw| (5.1)
bestimmt werden. Zuletzt sind die Werte der Standardabweichung, sowohl als Ab-
solut- als auch als Relativwerte (·100%), notiert. Wird eine Abweichung von 15 %
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zum Originalwert als Grenze festgelegt, so gelingt der Online-Identifizierung die Re-
konstruktion von Mq, Mu sowie den Ruderbeiwerten Zη sowie Xη nicht. Die Offline-
Identifizierung hat ebenfalls Probleme bei den Ruderbeiwerten Zη und Xη sowie bei
der Rekonstruktion von Xu. Jedoch geben auch diese ein klares Bild von der Grö-
ßenordnung der identifizierten Werte. Die Abweichung von Mq, welche nur knapp
über der festgelegten Grenze liegt, könnte mit der zu geringen Manöveranregung
begründet sein, gleiches gilt für Mu. Bei den Ruderparametern sei angemerkt, dass
eine klassische Steuerung auf Momentenerzeugung beruht, so dass die Größen Zη so-
wie Xη als sekundäre Einflüsse betrachtet werden können. Dies verdeutlicht bereits
die Größenordnung der Werte. Die Größe Xu ist ebenfalls ein Nebeneffekt der Flug-
zeugbewegung, würde jedoch auch durch ein Phygoidmanöver mit höherem Zielwert
besser identifiziert werden können.
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Abb. 5.15: Manöververlauf der Identifizierung der Längsbewegung des Nominalfalls
Eine zusätzliche Fehlerquelle können auch Korrelationen zwischen den Zuständen
darstellen, siehe Gl.3.31. Eine Analyse erbrachte eine Korrelation von 0.85 zwischen
q und η, alle anderen Werte sind weitaus kleiner, so dass alle unterhalb der üblichen
Schranke von 0.9 liegen. Da die weiteren Korrelationskoeffizienten von u sowie η
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sehr klein sind, kann dies kein (Haupt-)grund für die Abweichungen der schlecht
identifizierten Größen sein.
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Abb. 5.16: Ausschnitt des Manöververlaufes der Identifizierung der Längsbewegung
des Nominalfalls
Zu beachten ist, dass die ermittelten Standardabweichungen in Tab. 5.1, verglichen
mit realen Bedinungen, zu klein sind. Die Begründung liegt darin, dass bei rauschfrei-
er Identifizierung nur Fehler durch Nichtlinearitäten sowie numerische Abweichun-
gen auftreten. Diese Fehlerquellen sind jedoch nicht durch das Modell des weißen
Gaußrauschens erklärbar, welches Basis der Herleitung der Standardabweichungen
ist.
Zur Untersuchung des Einflusses der angesprochenen Nichtlinearitäten wurden in
Abb. 5.17 die Verläufe der Zustände des ersten Manövers der Identifizierung mit je-
nen linearer Simulationen verglichen. Als Daten wurden zum einen die linearisierten
Werte der generischen Simulation (Θw), zum anderen die Werte der Online- und
Offline-Identifizierung (Θ) herangezogen.
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Mq Mα Mu
Θw -21.2 -280 1.52
Θ -17.61) -19.512) -255 -251 0.691 1.47
∆ 17.2 7.9 9.2 10.3 54.6 3.3
σ (Θ) 0.78 0.17 6.2 1.6 0.27 0.09
σrel (Θ) 4.5 0.9 2.4 0.6 38.6 6.1
Zq Zα Zu
Θw 0.964 -7.42 -0.124
Θ 0.963 0.956 -7.87 -7.83 -0.123 -0.121
∆ 0.2 0.8 6.0 5.6 1.0 3.0
σ (Θ) 2.1e-3 4.8e-4 0.016 4.4e-3 8.8e-4 2.5e-4
σrel (Θ) 0.2 0.1 0.2 0.1 0.7 0.2
Xq Xα Xu
Θw -0.818 9.69 -0.094
Θ -0.727 -0.757 9.24 10.4 -0.0982 -0.0738
∆ 11.1 7.5 4.7 7.2 4.4 21.5
σ (Θ) 0.1 7.1e-3 0.82 0.065 0.049 3.7e-3
σrel (Θ) 14.1 0.9 8.8 0.6 49.6 5.0
Mη Zη Xη
Θw -319 -0.576 0.506
Θ -295 -321 -1.06 -1.12 1.24 1.03
∆ 7.4 0.7 83.7 94.9 145.1 103.2
σ (Θ) 8 1.7 0.021 4.6e-3 1 0.069
σrel (Θ) 2.7 0.5 2.0 0.4 84.2 6.7
Tab. 5.1: Derivative der Längsbewegung des Nominalfalls; 1) Online-Identifizierte
Werte 2) Offline-Identifizierte Werte
Hierbei zeigt sich, dass bereits der Verlauf der Zustände der linearisierten Simula-
tion Abweichungen zum Originalverlauf aufweist. Die Diskrepanzen dieser Verläufe
lassen darauf schließen, dass während der Anregung nichtlineare Effekte auftreten,
welche durch ein vereinfachtes, lineares Modell nicht dargestellt werden können.
Dafür spricht auch, dass sich die Verläufe der linearen Simulationen ähnlich sind.
Somit sind die nicht identifizierbaren, nichtlinearen Effekte der Hauptgrund für die
Abweichungen der identifizierten Werte.
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Abb. 5.17: Vergleich der Zustände der Identifizierung der Längsbewegung mit den
Verläufen linearer Simulationen
Seitenbewegung
Abb. 5.18 zeigt den zeitlichen Verlauf der Regressanden sowie der Regressoren ξ,
ζ als Kommandoeingabe sowie den Eulerwinkel Φ über das ausgewertete Offline-
Manöver. Zusätzlich ist wiederum bei den Verläufen der Regressanden auch der
Verlauf X · Θ eingetragen. Zur besseren Auswertung sind die ersten zwei Sekun-
den der Identifizierungsmanöver in Abb. 5.19 dargestellt. Beide Abbildungen zeigen
einen nahezu deckungsgleichen Verlauf, was auf die hohe Qualität der Identifizierung
schließen lässt.
Tab. 5.2 fasst die Ergebnisse der Identifizierung der Seitenbewegung zusammen.
Trotz der fehlerfreien Identifizierung der Regressanden sind erhöhte Abweichungen
zum Realwert bei den Ersatzgrößen Nr, Np, Yβ sowie Yζ in beiden Identifizierungen
vorhanden. Aber auch diese Werte vermitteln zumindest einen Eindruck ihrer realen
Größenordnungen. Des Weiteren handelt es sich hier erneut um nicht dominierende
Größen. So ist Yζ wiederum ein Sekundäreffekt eines Seitenruderausschlages. Auch
die Größen Nr sowie Yβ sind im Vergleich zu Nβ, dem Haupteinfluss der Taumel-
schwingung, von sehr geringem Einfluss. Ebenso hat die Größe Np nur einen geringen
Einfluss auf die Flugzeugbewegung, wie aus der Größe des wahren Wertes ersichtlich
ist.
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Abb. 5.18: Manöververlauf der Identifizierung der Seitenbewegung des Nominalfalls
Eine Korrelationsanalyse wurde ebenfalls durchgeführt, welche nur geringe Abhän-
gigkeiten zwischen den Zuständen zeigte.
Abb. 5.20 zeigt die Verläufe der Zustände des ersten Identifizierungsmanövers im
Vergleich zu den Ergebnissen der linearen Simulationen. Im Vergleich zu den Verläu-
fen der Längsbewegung ist hier eine sehr gute Übereinstimmung der Originalverläufe
zu jenen der linearisierten Modelle zu erkennen. Somit sind nichtlineare Effekte in
der Anregung vernachlässigbar.
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Abb. 5.19: Ausschnitt des Manöververlaufes der Identifizierung der Seitenbewegung
des Nominalfalls
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Abb. 5.20: Vergleich der Zustände der Identifizierung der Seitenbewegung mit den
Verläufen linearer Simulationen
Adaption an verschiedene Fluggeräte
Zur weiteren Untersuchung der Adaptionsfähigkeit des Algorithmus wurden die be-
reits vorgestellten Fluggeräte, der Nurflügler sowie die Do 328, unter den gleichen
Bedingungen des Nominalfalls identifiziert. Die Simulation benötigt für die Identifi-
zierung des Nurflüglers keinerlei Anpassungen gegenüber dem Fall des Drachenflug-
zeuges. Für die Do 328 müssen hingegen die Bereiche der auszuwertenden Frequenzen
der Festkörperdynamik von zuvor 0.05Hz und maximal 5Hz in der Längsbewegung
sowie maximal 2.5Hz in der Seitenbewegung auf den gebräuchlichen Bereich [35]
zwischen 0.01Hz und 1.5Hz gesetzt werden. Des Weiteren wurde bereits in [95]
die Online-Identifizierung einer Do 228 durchgeführt. Die Identifizierung erfolgte in
allen Fällen ohne Probleme. Aus Platzgründen werden die daraus resultierenden Er-
gebnisse hier nicht aufgeführt. Gegenüber der Identifizierung des Drachenflugzeuges
lieferten diese jedoch auch keine wesentlichen, zusätzlichen Erkenntnisse mehr.
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Nr Nβ Np
Θw -2.32 123 -0.0314
Θ -1.741) -1.582) 123 124 -0.0825 -0.0257
∆ 25.3 32.1 0.2 0.7 162.4 18.4
σ (Θ) 0.014 5.0e-3 0.11 0.056 3.9e-3 2.1e-3
σrel (Θ) 0.0 0.0 0.0 0.0 0.0 0.1
− cosα0 Yβ sinα0
Θw -0.982 -0.591 0.0687
Θ -0.976 -0.981 -0.845 -0.861 0.0651 0.0635
∆ 0.6 0.1 43.0 45.8 5.3 7.6
σ (Θ) 6.0e-4 3.9e-5 5.0e-3 4.3e-4 1.7e-4 1.6e-5
σrel (Θ) 0.0 0.0 0.0 0.0 0.0 0.0
Lr Lβ Lp
Θw 3.43 -423 -8.71
Θ 1.66 1.99 -425 -423 -8.51 -8.38
∆ 51.7 42.2 0.5 0.0 2.3 3.8
σ (Θ) 0.041 0.02 0.34 0.22 0.011 8.3e-3
σrel (Θ) 0.0 0.0 0.0 0.0 0.0 0.0
Nξ Yξ Lξ
Θw -5.92 0 -163
Θ -6.13 -5.69 -0.021 -0.00898 -163 -163
∆ 3.5 4.0 Inf Inf 0.0 0.1
σ (Θ) 0.071 0.027 3.1e-3 2.1e-4 0.21 0.11
σrel (Θ) 0.0 0.0 0.1 0.0 0.0 0.0
Nζ Yζ Lζ
Θw -80.2 0.197 35.6
Θ -80.8 -80 0.33 0.334 37.2 38.1
∆ 0.7 0.3 67.4 69.1 4.4 6.9
σ (Θ) 0.21 0.047 9.1e-3 3.6e-4 0.62 0.19
σrel (Θ) 0.0 0.0 0.0 0.0 0.0 0.0
Tab. 5.2: Derivative der Seitenbewegung des Nominalfalls; 1) Online-Identifizierte
Werte 2) Offline-Identifizierte Werte
5.2.2 Einfluss der Regelungsaktivität auf die Identifizierung
Wie bereits in Kap. 3.4 angesprochen, ergeben sich einige Besonderheiten bei der
Identifizierung geregelter Systeme. Aus diesem Grund wird im Folgenden die Identi-
fizierung des Nominalfalls mit den Ergebnissen der Identifizierungen unter Reglerein-
fluss verglichen. Diese sind in Tab. 5.3 dargestellt. Aus Gründen der Übersichtlichkeit
werden hier nur die Werte der Online-Identifizierung gezeigt. Die erste Spalte des Er-
gebnisses Θ beinhaltet den Wert mit ausgeschaltetem Regler. Die zweite Spalte stellt
das Ergebnis mit Regelung in der jeweils nicht identifizierten Bewegungsform aktiv
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dar. Die dritte Spalte zeigt das Ergebnis mit vollständig eingeschaltetem Regler.
Sowohl in der Längs- als auch in der Seitenbewegung sind nur vernachlässigbare
Unterschiede zwischen den ersten beiden Fällen zu erkennen. Im Gegensatz dazu sind
in der Längsbewegung deutliche Abweichungen auszumachen, falls der Regler voll
aufgeschaltet wird. Dies wird vor allem in den Beiwerten in Abhängigkeit von u sowie
in den X-Beiwerten deutlich. Der Grund hierfür ist in Abb. 5.21 erkennbar: Durch
den Reglereingriff wird der Zielwert des Phygoidmanövers zwar erreicht, gleichzeitig
wird jedoch die Phygoidschwingung nahezu vollständig unterdrückt. Aus diesem
Grund findet kein Austausch von kinetischer und potentieller Energie statt, wodurch
die Beiwerte schlecht identifizert werden.
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Abb. 5.21: Manöververlauf der Identifizierung der Längsbewegung mit vollständig
aktivem Regler
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Längsbewegung
Mq Mα Mu
Θw -21.2 -280 1.52
Θ -17.61) -17.62) -16.73) -255 -255 -271 0.691 0.691 -1.28
∆ 17.2 17.1 21.4 9.2 9.2 3.2 54.6 54.7 184.3
σ (Θ) 0.78 0.78 0.8 6.2 6.2 6.4 0.27 0.27 3.3
Zq Zα Zu
Θw 0.964 -7.42 -0.124
Θ 0.963 0.962 0.968 -7.87 -7.87 -7.92 -0.123 -0.123 -0.125
∆ 0.2 0.2 0.4 6.0 6.0 6.8 1.0 1.1 0.6
σ (Θ) 2.1e-3 2.1e-3 1.9e-3 0.016 0.016 0.015 8.8e-4 8.8e-4 8.1e-3
Xq Xα Xu
Θw -0.818 9.69 -0.094
Θ -0.727 -0.728 -1.48 9.24 9.23 12.7 -0.0982 -0.0979 -1.82
∆ 11.1 11.0 81.1 4.7 4.8 30.8 4.4 4.1 1839.5
σ (Θ) 0.1 0.1 0.055 0.82 0.81 0.44 0.049 0.049 0.37
Mη Zη Xη
Θw -319 -0.576 0.506
Θ -295 -295 -285 -1.06 -1.06 -1.02 1.24 1.23 -3.46
∆ 7.4 7.3 10.6 83.7 83.8 76.4 145.1 142.7 784.4
σ (Θ) 8 8 8.4 0.021 0.021 0.02 1 1 0.58
Seitenbewegung
Nr Nβ Np
Θw -2.32 123 -0.0314
Θ -1.73 -1.64 -1.7 123 123 122 -0.0756 -0.0443 -0.0634
∆ 25.7 29.6 26.8 0.2 0.1 0.9 140.3 40.9 101.7
σ (Θ) 0.012 9.3e-3 9.9e-3 0.089 0.079 0.16 3.5e-3 2.6e-3 3.2e-3
− cosα0 Yβ sinα0
Θw -0.982 -0.591 0.0687
Θ -0.976 -0.986 -0.979 -0.832 -0.881 -0.841 0.0654 0.0629 0.0644
∆ 0.6 0.4 0.2 40.8 49.2 42.3 4.8 8.5 6.2
σ (Θ) 4.1e-4 1.0e-3 7.1e-5 3.1e-3 8.4e-3 1.1e-3 1.2e-4 2.8e-4 2.3e-5
Lr Lβ Lp
Θw 3.43 -423 -8.71
Θ 1.66 1.74 2.17 -426 -426 -426 -8.5 -8.44 -8.42
∆ 51.6 49.3 36.8 0.5 0.5 0.5 2.4 3.1 3.3
σ (Θ) 0.032 0.041 0.037 0.24 0.35 0.58 9.8e-3 0.011 0.012
Nξ Yξ Lξ
Θw -5.92 0 -163
Θ -5.99 -5.65 -6.04 -0.0181 0.0198 -0.00635 -163 -161 -163
∆ 1.1 4.6 2.1 Inf Inf Inf 0.1 1.2 0.0
σ (Θ) 0.067 0.046 0.036 2.3e-3 4.9e-3 2.6e-4 0.18 0.2 0.13
Nζ Yζ Lζ
Θw -80.2 0.197 35.6
Θ -80.9 -80.5 -79.8 0.345 0.335 0.333 36.9 36.2 36.9
∆ 0.8 0.3 0.6 75.0 69.9 68.6 3.4 1.6 3.7
σ (Θ) 0.18 0.15 0.13 6.3e-3 0.016 9.3e-4 0.49 0.65 0.48
Tab. 5.3: Vergleich der online-identifizierten Werte unter Reglereingriff; 1) Regler
inaktiv 2) Regler in der nicht identifizierten Bewegungsform aktiv 3) voll-
ständig aktivierter Regler
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5.2.3 Einfluss der Anströmung und Störungen auf die
Identifizierung
Die bisher betrachteten Fälle wurden ohne Anströmung und Störungen, sei es in der
Anströmung oder in der Ermittlung der Zustands- und Steuergrößen, durchgeführt.
Tab. 5.4 fasst die identifizierten Beiwerte ohne Windkanal, mit konstanter Windka-
nalanströmung sowie mit konstanter Windkanalanströmung und Rauschen in den
Werten der Stellgrößen zusammen. Zwischen der Identifizierung ohne und mit Wind-
kanalanströmung existieren Abweichungen in den Beiwerten Xq, Xα, Xu sowie Mu.
Die Unterschiede liegen darin begründet, dass das Phygoidmanöver im Windkanal
vom Regler unterbrochen wurde, da das Fluggerät während des Ausschwingens zu
nah an den Rand des Freistrahls geflogen ist, siehe Abb. 5.22. Die übrigen Beiwerte
zeigen nur geringe Unterschiede, da dieselben Kennfelder der Windkanalströmung
in der Strecke wie auch in der Verarbeitung der Streckendaten hinterlegt sind, siehe
Kap. 2.3. Das Rauschen durch die Verarbeitung der Stellsignale hat keinen signifi-
kanten Einfluss auf die Ergebnisse der Identifizierung.
Im Folgenden sollen die Einflüsse der weiteren Störgrößen untersucht werden. Hierbei
zeigte sich, dass die Identifizierung bei Aktivierung aller Störgrößen nicht erfolgreich
durchgeführt werden konnte. Bei Beibehaltung der Zielwerte der Identifizierung ver-
ließ das Fluggerät den Freistrahl. Wurden die Zielwerte zurückgenommen, so stieg
das Signal-Rausch-Verhältnis so stark an, dass die zu identifizierenden Ausschläge
sowie deren Reaktionen im Messrauschen verschwanden und nicht mehr eindeutig
zu identifizieren waren. Als Abhilfe bietet sich in diesem Fall das vollständige Akti-
vieren des Reglers an, wodurch die bereits besprochene, schlechtere Identifizierung
der Phygoidwerte in Kauf genommen werden muss. In Tab. 5.5 sind die Beiwerte
der Identifizierung mit Turbulenz, Positionsvarianz sowie Punktvarianz des Kame-
rasystems zusammengefasst.
Die bereits angesprochenen Werte der Längsbewegung, Mq, Mu, Zu, Zη sowie Xu
und Xη, werden auch weiterhin, aus den bereits erwähnten Gründen, schlechter
identifiziert. Zusätzlich wird der Beiwert Xα mit einer Abweichung von mehr als
15 % identifiziert. In der Seitenbewegung werden die Beiwerte Nr, Np, Lr sowie Yζ
ebenfalls weiterhin schlechter identifiziert. Aufgrund der Störungen steigen die Stan-
dardabweichungen auf realistische Werte an, jedoch bei den schlechter identifizierten
Werten, außer bei Mu, nicht so weit, dass der absolute Unterschied zwischen dem
realen und dem identifizierten Wert im Bereich von 2·σ liegt. Bei einer realen Identifi-
zierung muss die Standardabweichung also mit einem empirischen Sicherheitsfaktor
multipliziert werden [35]. Neben den bereits angesprochenen Werten wird Mη für
den Fall der Turbulenz mit erhöhter Abweichung identifiziert. Insgesamt sind für
den Fall der Turbulenz die Abweichungen zwischen identifiziertem und realem Wert
zumeist deutlich erhöht. Dies ist vor allem in der Seitenbewegung zu beobachten.
Auch hier entstehen zusätzliche Probleme bei der Identifizierung der Ruderderivate.
So wird Nξ sowie Lζ deutlich schlechter identifiziert. Dies gilt auch für den zuvor
sehr gut identifizierten Beiwert Lζ , auch wenn er nicht unter die 15 %-Marke fällt.
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Der Grund für die relativ schlechte Identifizierung liegt in der relativ hohen Turbu-
lenz, vor allem in Bezug auf die kleinen Trägheitsmomente des Fluggerätes, was z.
B. bereits aus der Darstellung der Windschwankungen in Abb. 5.4 deutlich wird. Die
gute Identifizierung der Werte mit Positionsvarianz resultiert wiederum daraus, dass
dieselben Kennfelder der Windkanalströmung sowohl in der Strecke als auch in der
Verarbeitung der Streckendaten hinterlegt sind. Die Varianz der Punkterkennung
ist recht gering, so dass auch diese Identifizierung vergleichsweise gut gelingt.
Abschließend werden in Tab. 5.6 die Identifizierungsergebnisse der Versuche ohne
und mit Windkanal sowie inklusive aller aktivierten Störungen aufgeführt. Die Än-
derungen zwischen dem Nominalfall sowie dem Windkanal-Fall werden, wie bereits
erwähnt, vorrangig durch den Abbruch des Phygoidmanövers erzeugt. Die weitere
Verschlechterung ist primär durch die Turbulenz zu begründen, jedoch scheinen sich
die Einflüsse der Störgrößen teilweise zu egalisieren, da die meisten Abweichungen
zum Originalwert besser sind als die der Identifizierung mit reiner Turbulenz.
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Abb. 5.22: Manöververlauf der Identifizierung der Längsbewegung im Windkanal
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Längsbewegung
Mq Mα Mu
Θw -21.2 -280 1.52
Θ -17.61) -17.82) -17.63) -255 -252 -254 0.691 0.851 0.521
∆ 17.2 15.9 17.2 9.2 10.0 9.5 54.6 44.1 65.8
σ (Θ) 0.78 0.78 0.78 6.2 6.2 6.2 0.27 0.28 0.31
Zq Zα Zu
Θw 0.964 -7.42 -0.124
Θ 0.963 0.957 0.957 -7.87 -7.71 -7.71 -0.123 -0.124 -0.124
∆ 0.2 0.8 0.8 6.0 3.9 3.9 1.0 0.1 0.2
σ (Θ) 2.1e-3 2.9e-3 3.2e-3 0.016 0.023 0.025 8.8e-4 1.4e-3 1.6e-3
Xq Xα Xu
Θw -0.818 9.69 -0.094
Θ -0.727 -0.234 -0.163 9.24 8.57 7.72 -0.0982 -0.205 -0.2
∆ 11.1 71.5 80.0 4.7 11.6 20.4 4.4 118.1 112.2
σ (Θ) 0.1 0.18 0.17 0.82 1.4 1.4 0.049 0.081 0.079
Mη Zη Xη
Θw -319 -0.576 0.506
Θ -295 -298 -296 -1.06 -1.08 -1.09 1.24 1.11 2.05
∆ 7.4 6.6 7.2 83.7 88.4 89.7 145.1 120.1 305.1
σ (Θ) 8 7.8 7.8 0.021 0.03 0.032 1 1.8 1.7
Seitenbewegung
Nr Nβ Np
Θw -2.32 123 -0.0314
Θ -1.74 -1.73 -1.7 123 123 123 -0.0825 -0.0756 -0.0806
∆ 25.3 25.7 26.7 0.2 0.2 0.1 162.4 140.3 156.4
σ (Θ) 0.014 0.012 0.041 0.11 0.089 0.33 3.9e-3 3.5e-3 0.013
− cosα0 Yβ sinα0
Θw -0.982 -0.591 0.0687
Θ -0.976 -0.976 -0.976 -0.845 -0.832 -0.83 0.0651 0.0654 0.0655
∆ 0.6 0.6 0.6 43.0 40.8 40.5 5.3 4.8 4.7
σ (Θ) 6.0e-4 4.1e-4 9.1e-4 5.0e-3 3.1e-3 7.2e-3 1.7e-4 1.2e-4 2.9e-4
Lr Lβ Lp
Θw 3.43 -423 -8.71
Θ 1.66 1.66 1.78 -425 -426 -425 -8.51 -8.5 -8.49
∆ 51.7 51.6 48.3 0.5 0.5 0.5 2.3 2.4 2.6
σ (Θ) 0.041 0.032 0.08 0.34 0.24 0.64 0.011 9.8e-3 0.026
Nξ Yξ Lξ
Θw -5.92 0 -163
Θ -6.13 -5.99 -6.09 -0.021 -0.0181 -0.0149 -163 -163 -163
∆ 3.5 1.1 2.8 Inf Inf Inf 0.0 0.1 0.2
σ (Θ) 0.071 0.067 0.23 3.1e-3 2.3e-3 5.1e-3 0.21 0.18 0.45
Nζ Yζ Lζ
Θw -80.2 0.197 35.6
Θ -80.8 -80.9 -80.7 0.33 0.345 0.344 37.2 36.9 37.4
∆ 0.7 0.8 0.5 67.4 75.0 74.3 4.4 3.4 4.9
σ (Θ) 0.21 0.18 0.58 9.1e-3 6.3e-3 0.013 0.62 0.49 1.1
Tab. 5.4: Vergleich der online-identifizierten Werte 1) ohne , 2) mit Windkanal sowie
3) mit Windkanal und Rauschen in den Stellgrößensignalen
5.2 Funktionsuntersuchung der Identifizierer 125
Längsbewegung
Mq Mα Mu
Θw -21.2 -280 1.52
Θ -15.11) -16.62) -16.53) -273 -271 -274 1.48 -0.218 0.488
∆ 28.7 21.7 22.1 2.7 3.3 2.2 2.7 114.3 67.9
σ (Θ) 0.98 0.82 0.81 7.7 6.3 6.2 3.2 2.6 2.5
Zq Zα Zu
Θw 0.964 -7.42 -0.124
Θ 0.972 0.947 0.961 -7.71 -7.68 -7.79 -0.185 -0.152 -0.15
∆ 0.8 1.8 0.3 4.0 3.5 5.0 49.2 22.0 20.5
σ (Θ) 0.014 2.7e-3 2.5e-3 0.11 0.021 0.019 0.048 9.4e-3 8.3e-3
Xq Xα Xu
Θw -0.818 9.69 -0.094
Θ -0.806 -0.79 -0.798 12.7 12.5 12.8 -3.19 -3.27 -3.27
∆ 1.4 3.5 2.5 31.4 29.2 32.2 3288.4 3382.6 3373.9
σ (Θ) 0.057 0.054 0.053 0.45 0.42 0.41 0.27 0.26 0.26
Mη Zη Xη
Θw -319 -0.576 0.506
Θ -269 -285 -284 -0.931 -1.2 -1.06 -2.28 -1.97 -2.2
∆ 15.7 10.7 10.9 61.8 108.8 83.8 549.9 489.9 535.9
σ (Θ) 10 8.6 8.4 0.14 0.028 0.026 0.6 0.56 0.55
Seitenbewegung
Nr Nβ Np
Θw -2.32 123 -0.0314
Θ -1.27 -1.67 -1.72 113 123 122 -0.142 -0.0695 -0.0535
∆ 45.5 28.2 26.0 8.5 0.7 1.3 352.5 121.1 70.0
σ (Θ) 0.14 0.036 0.036 2.1 0.56 0.56 0.045 0.011 0.011
− cosα0 Yβ sinα0
Θw -0.982 -0.591 0.0687
Θ -0.982 -0.982 -0.979 -0.782 -0.894 -0.838 0.0651 0.0582 0.0645
∆ 0.0 0.0 0.2 32.5 51.3 41.9 5.2 15.3 6.1
σ (Θ) 1.1e-3 1.4e-3 2.6e-4 0.017 0.021 4.1e-3 3.6e-4 4.3e-4 8.3e-5
Lr Lβ Lp
Θw 3.43 -423 -8.71
Θ 0.532 2.2 2.14 -393 -428 -426 -8.11 -8.48 -8.41
∆ 84.5 36.0 37.6 7.3 1.1 0.7 6.8 2.7 3.5
σ (Θ) 0.5 0.068 0.062 7.4 1.1 0.97 0.16 0.021 0.019
Nξ Yξ Lξ
Θw -5.92 0 -163
Θ -7.66 -6.09 -6.05 1.82e-3 -7.95e-3 -6.04e-3 -157 -164 -163
∆ 29.4 2.9 2.2 Inf Inf Inf 3.8 0.8 0.0
σ (Θ) 0.49 0.13 0.13 4.0e-3 4.8e-3 9.4e-4 1.7 0.24 0.22
Nζ Yζ Lζ
Θw -80.2 0.197 35.6
Θ -69 -79.5 -79.5 0.269 0.336 0.33 1.06 38.5 37.2
∆ 14.0 0.9 0.9 36.3 70.5 67.4 97.0 8.1 4.4
σ (Θ) 1.7 0.47 0.47 0.014 0.018 3.5e-3 6 0.88 0.81
Tab. 5.5: Vergleich der online-identifizierten Werte mit 1) Turbulenz, 2) Positions-
varianz oder 3) Punktvarianz
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Längsbewegung
Mq Mα Mu
Θw -21.2 -280 1.52
Θ -17.61) -17.82) -15.23) -255 -252 -272 0.691 0.851 2.95
∆ 17.2 15.9 28.5 9.2 10.0 3.1 54.6 44.1 93.9
σ (Θ) 0.78 0.78 0.96 6.2 6.2 7.3 0.27 0.28 3.3
Zq Zα Zu
Θw 0.964 -7.42 -0.124
Θ 0.963 0.957 0.963 -7.87 -7.71 -7.53 -0.123 -0.124 -0.107
∆ 0.2 0.8 0.1 6.0 3.9 1.5 1.0 0.1 14.1
σ (Θ) 2.1e-3 2.9e-3 0.013 0.016 0.023 0.098 8.8e-4 1.4e-3 0.048
Xq Xα Xu
Θw -0.818 9.69 -0.094
Θ -0.727 -0.234 -0.766 9.24 8.57 12.1 -0.0982 -0.205 -3.25
∆ 11.1 71.5 6.4 4.7 11.6 24.6 4.4 118.1 3355.7
σ (Θ) 0.1 0.18 0.058 0.82 1.4 0.45 0.049 0.081 0.27
Mη Zη Xη
Θw -319 -0.576 0.506
Θ -295 -298 -269 -1.06 -1.08 -1.01 1.24 1.11 -1.68
∆ 7.4 6.6 15.5 83.7 88.4 74.8 145.1 120.1 433.2
σ (Θ) 8 7.8 10 0.021 0.03 0.14 1 1.8 0.62
Seitenbewegung
Nr Nβ Np
Θw -2.32 123 -0.0314
Θ -1.74 -1.73 -1.6 123 123 114 -0.0825 -0.0756 -0.127
∆ 25.3 25.7 31.3 0.2 0.2 7.5 162.4 140.3 302.9
σ (Θ) 0.014 0.012 0.15 0.11 0.089 2.3 3.9e-3 3.5e-3 0.048
− cosα0 Yβ sinα0
Θw -0.982 -0.591 0.0687
Θ -0.976 -0.976 -0.983 -0.845 -0.832 -0.829 0.0651 0.0654 0.0584
∆ 0.6 0.6 0.1 43.0 40.8 40.3 5.3 4.8 15.0
σ (Θ) 6.0e-4 4.1e-4 2.2e-3 5.0e-3 3.1e-3 0.032 1.7e-4 1.2e-4 6.9e-4
Lr Lβ Lp
Θw 3.43 -423 -8.71
Θ 1.66 1.66 1.79 -425 -426 -395 -8.51 -8.5 -8.23
∆ 51.7 51.6 47.8 0.5 0.5 6.8 2.3 2.4 5.5
σ (Θ) 0.041 0.032 0.53 0.34 0.24 7.7 0.011 9.8e-3 0.17
Nξ Yξ Lξ
Θw -5.92 0 -163
Θ -6.13 -5.99 -7.74 -0.021 -0.0181 0.00723 -163 -163 -158
∆ 3.5 1.1 30.7 Inf Inf Inf 0.0 0.1 3.1
σ (Θ) 0.071 0.067 0.53 3.1e-3 2.3e-3 7.5e-3 0.21 0.18 1.8
Nζ Yζ Lζ
Θw -80.2 0.197 35.6
Θ -80.8 -80.9 -71.9 0.33 0.345 0.272 37.2 36.9 9.66
∆ 0.7 0.8 10.4 67.4 75.0 38.1 4.4 3.4 72.9
σ (Θ) 0.21 0.18 1.9 9.1e-3 6.3e-3 0.027 0.62 0.49 6.4
Tab. 5.6: Vergleich der online-identifizierten Werte 1) ohne, 2) mit Windkanal und
3) Windkanal inkl. aller Störungen
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5.2.4 Beurteilung des Verhaltens der Identifizierer
Die durchgeführten Testfälle lieferten folgende Erkenntnisse: Sowohl die adaptive
Online- als auch die Offline-Identifizierung erledigten zufriedenstellend ihre Aufgabe
der Durchführung und Adaption von Identifizierungsmanövern sowie die anschlie-
ßende Auswertung. Die Online-Identifizierung ist dabei in Summe der Ergebnisse so-
gar qualitativ gleichwertig mit der Offline-Identifizierung. Jedoch kommt es bei der
Identifikation der Beiwerte der Längsbewegung zu Abweichungen, welche primär auf
nichtlineares Verhalten des Fluggerätes während des Manövers zurückzuführen sind.
Ein nichtlineares Verhalten ist bei den gewählten Modellen jedoch nicht identifizier-
bar. Eine Einschränkung ergibt sich bei der Aktivierung der Regelung während der
Identifizierung, da diese die Phygoidbewegung verhindert, so dass die dazugehörigen
Derivative negativ beeinflusst werden. Bei der Anwendung unter Störeinflüssen zeigt
sich, dass die Turbulenz imWindkanal so hoch ist, dass die Lösung dadurch ebenfalls
negativ beeinflusst wird. Aufgrund der Turbulenz sowie des geringen Durchmessers
der Windkanalströmung ist im vorliegenden Fall auch nur eine Identifizierung mit
eingeschaltetem Regler möglich.
5.3 Analyse der durchgeführten Freiflugversuche
Vor den Flugversuchen im Windkanal wurden Vortests aller Einzelkomponenten so-
wie des Gesamtablaufes durchgeführt. Dies waren zum einen die schon vorgestellten
Simulationen, welche auch teilweise auf der Echtzeit-Hardware durchgeführt wur-
den, zum anderen handelte es sich um praktische Tests. Letztere erfolgten durch
„simulierte“ Flüge, in welchen das Modell in der Strecke bewegt und die Reaktionen
der Sensorik, des Reglers sowie der Identifizierung untersucht wurden. Während der
Vortests zeigte sich, dass die Abnahme der Potistellungen nicht optimal ist, so dass
es zu Hysteresen in den Signalen kam. Dieses Verhalten wurde daraufhin in der Si-
mulation untersucht, wobei sich keinerlei Beeinflussung des Reglers feststellen ließ,
nicht einmal mit dem instabilen Fluggerät aus Kap. 5.1.2. Alle weiteren Systeme
arbeiteten einwandfrei.
Die daraufhin durchgeführten Flugversuche blieben jedoch erfolglos. Die Auswer-
tung zeigte, dass die Sensorik offenbar korrekte Werte lieferte, aus denen die Rege-
lung sinnvolle Steuerbefehle erzeugte. Das Fluggerät konnte jedoch trotzdem immer
nur kurz im Freistrahl gehalten werden. Eine Hauptursache für die nicht erfolgrei-
chen Versuche konnte nicht gefunden werden, so dass hier auf ein Zusammenspiel
verschiedener Effekte geschlossen werden muss. Deshalb soll im Folgenden eine Dis-
kussion möglicher nicht berücksichtigter Effekte sowie von Fehlerquellen zwischen
Simulation und Realität erfolgen.
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5.3.1 Sensorik
Neben der Hysterese in den Stellsignalen sind des Weiteren die Positionsfehler des
Kamerasystems in der Simulation nicht berücksichtigt. Diese sind aber nur sehr
gering, siehe Tab. 2.4, und sollten daher nahezu keinen Einfluss auf das Ergebnis
haben.
5.3.2 Windkanal
Wie bereits in Kap. 2.3 angesprochen, ist die Güte der aufgenommenen Daten der
Windkanalströmung teilweise gering. Aufgrund eines Defektes im statischen Druck-
system des Windkanals kam es zu Fehlmessungen der absoluten Geschwindigkeit.
Zusätzlich ist die Turbulenz nur ungenau bestimmt worden. Problematisch ist hier
neben den ggf. abweichenden Turbulenzangaben vor allem, dass die aerodynami-
schen Winkel aus diesen Größen bestimmt werden. Die Abweichungen zwischen den
aufgenommenen Daten und dem realen Zustand sind nicht bekannt, so dass keine
Abschätzung über den Grad der Beeinflussung möglich ist.
5.3.3 Startvorrichtung
Das Abschießen des Modells von der Startvorrichtung stellt einen hochdynamischen
Prozess dar. Hierbei können instationäre Effekte beim Fluggerät sowie am Propeller
auftreten, welche nicht durch die Simulation erfasst werden. Des Weiteren zeigte sich
in den Vorversuchen mit einem von Hand gesteuerten Modell, siehe Kap. 2.5, dass ein
Kippen der Startvorrichtung die Strömung bis etwa einen Meter in Anströmrichtung
signifikant beeinflusst. Durchaus denkbar ist ebenso, dass die Strömung vor der
Startvorrichtung auch im statischen Fall beeinflusst wird, da die Luft um diese
herumströmen muss, wodurch es zu einem Aufteilen der Strömung und primär lokal
unterschiedlichen Schiebewinkeln kommt.
Im Rahmen der oben bereits angesprochenen Vorversuche wurden auch Versuche
mit einer Verkleidung der Startvorrichtung durch ein symmetrisches NACA-Profil
durchgeführt, um diese Strömungsbeeinflussung zu verringern. Hierbei zeigte sich je-
doch, dass die Verkleidung durch die Turbulenz im Kanal wechselnde Auftriebskräfte
erzeugte, wodurch die Startvorrichtung quer zur Strömungsrichtung zu schwingen
begann.
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5.3.4 Fluggerät
Aufgrund der dargelegten Einschränkungen im aerodynamischen Windkanaldaten-
satz, siehe Kap. 2.1.2, wurde auch für die Freiflugversuche der numerische Daten-
satz genutzt. Nicht berücksichtigt wurden Effekte des Motorstrahls auf die Beiwerte,
welche sich recht stark auswirken. Beispielhaft sei in Abb. 5.23 der Vergleich der Iso-
baren auf der Profiloberseite mit und ohne Propellereinfluss sowie eine 3D-Ansicht
der Druckverteilung in der Flügelebene eines Beispielflügels gezeigt. Grundlage der
Darstellung sind CFD-Rechnungen des DLR in Göttingen, welche mit Windkanal-
messungen des Lehrstuhls für Flugdynamik verglichen wurden [67]. Zu erkennen
ist ein deutlich ausgeprägter Drucksprung und damit eine Verlagerung des Drucks
in Richtung der Vorderkante. Zusätzlich kommt es zu einer Querströmung. Diese
Effekte haben Einfluss auf den Auftriebs- und den Widerstandsverlauf, den Nick-
momentenverlauf sowie auf die Ruderwirksamkeiten.
Abb. 5.23: Vergleich der Isobaren auf der Profiloberseite mit/ohne Propellereinfluss
sowie 3D-Ansicht der Druckverteilung in der Flügelebene [67]
Zusätzlich existiert eine starke Reynoldszahlabhängigkeit in diesem Geschwindig-
keitsbereich. Abb. 5.24 zeigt beispielhaft den Verlauf des Auftriebsbeiwertes des ver-
wendeten Fluggerätes über den Anstellwinkel für verschiedene Anströmgeschwindig-
keiten sowie verschiedene Gashebelstellungen bei Auslegungsgeschwindigkeit. Zwi-
schen den Verläufen mit und ohne Antrieb sind ein maximaler Unterschied von 36 %
für CAα sowie ein fast doppelt so hoher maximaler Auftriebsbeiwert auszumachen.
Der Auftriebsgradient erhöht sich bei steigender Anströmgeschwindigkeit um 33 %,
der maximale Auftriebsbeiwert steigt immerhin noch um etwa 50 %.
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Die Änderungen der statischen Beiwertverläufe bezogen auf die Variation der Reynolds-
zahl sowie des Schubes weisen jedoch nahezu lineare Zusammenhänge auf. Da die
Regelung gezeigt hat, dass sie selbst Parameterunsicherheiten bis hin zu instabilen
Fluggeräten ausgleichen kann, wurde davon ausgegangen, dass sich auch diese nicht
berücksichtigten Einflüsse ausregeln lassen.
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Abb. 5.24: Schub- und Reynoldszahlabhängigkeit des Auftriebsbeiwertes des Dra-
chenflugzeuges
6 Zusammenfassung, Fazit und
Ausblick
6.1 Zusammenfassung
Ziel der vorgestellten Arbeit war die Entwicklung und Anwendung einer Metho-
de und ihrer Algorithmen zur Ermittlung der flugmechanischen Kenngrößen durch
Windkanal-Freiflugmessungen. Grundlage dafür bildeten die bereits vorhandenen
Methoden und Möglichkeiten der Freiflug- sowie der Windkanaltechnik, welche es
zu kombinieren galt. Das daraus resultierende Verfahren sollte auf eine Vielzahl ver-
schiedener Fluggeräte und Windkanäle adaptierbar sein und bereits in einer frühen
Phase des Entwurfsprozesses eingesetzt werden können. Abschließend waren Vali-
dierungsversuche im lehrstuhleigenen Windkanal durchzuführen.
Erster Schritt der durchgeführten Arbeiten war die Auswahl und Modellierung ge-
eigneter Hardware-Komponenten. Das Fluggerät mitsamt seiner Komponenten, wie
etwa Stellern, Antrieb usw., konnte aufgrund numerischer und halbempirischer Me-
thoden sowie mittels der Daten vorhandener oder im Rahmen dieser Arbeit konzi-
pierter Prüfstände ausgewählt und modelliert werden. Die Modellierung des Wind-
kanals erfolgte durch Vermessung der Strömung mittels einer Fünf-Loch-Sonde sowie
Hitzdraht-Sonden.
Eine Besonderheit stellte die Nutzung eines 3D-Kamerasystems zur Ermittlung von
Position und Lage des Fluggerätes dar, aus welchen die weiteren Zustandsgrößen
mittels Ableitung und Transformationen erstellt wurden. Diese Methodik weist eine
sehr hohe Genauigkeit bei ebenfalls hoher Abtastrate auf. Des Weiteren sind dadurch
keinerlei Drift sowie nur geringer Bias, und dieser auch nur in der Absolutposition,
in den Zustandsgrößen vorhanden. Das Rauschen ist klein und kann durch Filterung
so weit herabgesetzt werden, dass es keinen signifikanten Einfluss auf die Ergebnisse
der Identifizierung oder auf die Wirksamkeit der Regelung hat.
Zusätzlich wurde ein Bordrechner entwickelt, der die Ruderpositionen, die Dreh-
zahl sowie die Akkuspannung aufnimmt, filtert und über eine Telemetrie an die
Echtzeit-Hardware sendet. Aus der Modellierung der Einzelkomponenten wurde im
Anschluss eine Gesamtsimulation des Prozesses zusammengestellt. Dabei wurde be-
sonderer Wert auf einen generischen Aufbau gelegt, um eine einfache und schnelle
Modifikation oder auch den Austausch von Komponenten gewährleisten zu können.
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Aufgrund der möglicherweise geringen Vorkenntnisse über die Eigenwerte des zu
vermessenden Fluggerätes wurde ein adaptiver Online-Identifizierer entwickelt. Die-
ser errechnet nach jedem Manöver die Eigenwerte und adaptiert damit das nächste
Manöver, bis dieses optimal die Eigenbewegungsformen des Fluggerätes anregt. Die
Online-Identifizierung basiert auf einer rekursiven Fourier-Transformations-Regres-
sion, welche im Frequenzbereich mittels einer z-Transformation gelöst wird. Vor-
teilhaft ist hierbei, dass der auszuwertende Frequenzbereich dem Bereich der Fest-
körperdynamik des Fluggerätes entsprechend gewählt werden kann. Somit wirkt
der Identifizierungsalgorithmus zugleich als Bandpassfilter. Zusätzlich sind bei der
angewendeten Methode keinerlei Startwerte nötig und die Anforderungen an Re-
chenleistung sowie Speichergröße sind minimal.
Ergänzend wurde nach dem Versuch eine Offline-Identifizierung, basierend auf der
Gleichungsfehlermethode, durchgeführt. Hierfür wurden die Messergebnisse der On-
line-Identifizierung nachbearbeitet, um bessere Ergebnisse zu erzielen. Zusätzlich
wurde eine Auswahl geeigneter Regressanden vorgenommen.
Validierungsdurchläufe in der Simulation zeigten gute Übereinstimmungen der iden-
tifizierten mit den realen Werten. Hervorzuheben ist hierbei, dass die Online-Iden-
tifizierung in Summe ebenso gute Ergebnisse lieferte wie die Offline-Identifizierung.
Bei der Identifizierung der Längsbewegung traten jedoch im Nominalfall nichtlinea-
re Effekte auf, welche nicht durch die gewählten Algorithmen berücksichtigt werden
können.
Die Qualität der Messergebnisse wurde durch die Turbulenz am schwerwiegendsten
beeinträchtigt. Des Weiteren war aufgrund des geringen Manöverraums und der
hohen Turbulenz des Windkanals nur eine Identifizierung mit eingeschaltetem Regler
möglich, wodurch jedoch die Phygoidschwingung so stark unterdrückt wurde, dass
die dazugehörigen Werte schlechter identifiziert wurden.
Zur Positionierung und Trimmung des Fluggerätes wurde eine Regelung, basierend
auf der dynamischen Inversion sowie einem Pseudo Control Hedging und neurona-
len Netzen, aufgebaut. Hierzu wurde die Dynamik des Fluggerätes in die Schleifen
Rotations-, Lage- und Bahndynamik sowie einen nachgeschalteten Positionsregler
aufgeteilt. Mittels Zwangsbedingungen bezüglich der Zeitskalentrennung der einzel-
nen Regelschleifen sowie einer aufgestellten Kostenfunktion konnten die Regelpara-
meter ausgelegt werden.
Die durchgeführten Versuche zeigten, dass selbst große Abweichungen in den Para-
metern und im Modell kompensiert werden können. Die Adaption des Reglers an
unterschiedlichste Flugzeuge ist problemlos, einfach und schnell möglich. Neben die-
ser Robustheit ermöglicht der Regler die Ausnutzung einer hohen Bandbreite und
verfügt über eine sehr schnelle Reaktion. Aufgrund der Eigenschaften des Windka-
nals sind die Störungen in der Strömung jedoch so hoch, dass Manöver in die Nähe
des Freistrahlrandes teilweise trotzdem nicht glückten.
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Die abschließenden Validierungsversuche im Windkanal verliefen nicht zufriedenstel-
lend, da nur kurze Flugzeiten erreicht wurden. Als potentielle Fehlerquellen wurden
die Sensorik, der Windkanal, die Startvorrichtung sowie die Modellierung des Flug-
gerätes identifiziert. Neben einigen eher minimalen Einflüssen, wie vorhandene Hys-
teresen in den Ruderwinkelabnahmen und fehlende Modellierung des Rekonstruk-
tionsfehlers der Schwerpunktsposition, sind vor allem instationäre Effekte mögliche
Störfaktoren. Hierzu zählt auch die fehlende Modellierung von Schub- und Reynolds-
zahleinfluss. Da keine der oben genannten Fehlerquellen als hauptverantwortlich für
die fehlerhaften Validierungsversuche zu werten ist und alle Systeme einwandfrei
arbeiteten, kommt nach derzeitigem Erkenntnisstand nur eine Summe von nicht be-
rücksichtigten Effekten und Fehlerquellen zwischen der Simulation und der Realität
als Ursache in Frage.
6.2 Fazit und Ausblick
Mit der vorliegenden Arbeit gelang die Entwicklung einer neuartigen Flugversuchs-
methode, den Windkanal-Freiflugmessungen, von der ersten Idee bis zur gesamten
theoretischen Modellierung. Hauptaugenmerk der Arbeit lag dabei auf der theoreti-
schen Entwicklung der Methode und ihrer Algorithmen. Daneben wurden die Mög-
lichkeiten zur praktischen Durchführung der Messungen geschaffen. Dies umfasste
die Entwicklung eines kompakten Bordrechners und neuer Prüfstände für Flugge-
rätekomponenten ebenso wie die Konzipierung eines detaillierten Versuchsaufbaus.
Hervorzuheben ist der Einsatz von Kameras zur Positionsbestimmung, die eine hohe
Genauigkeit und Abtastrate der Zustandsgrößen garantieren.
Auf Basis dieser Vorleistungen wurden in den durchgeführten Simulationen unter
reproduzierbaren Laborbedingungen zuverlässig die flugmechanischen Kenngrößen
ermittelt. An Bedeutung gewinnt dies auch unter ökonomischen Aspekten des Ent-
wurfsprozesses: Aufgrund ihrer Adaptierbarkeit kann die Methode selbst bei gerin-
ger Kenntnis über das Fluggerät, bereits in einem sehr frühen Entwicklungsstadium,
zum Einsatz kommen und ist daher sehr zeit- und kostengünstig.
Zur erfolgreichen Anwendung der Methode empfiehlt sich die Wahl eines größeren
Windkanals mit idealerweise auch besserer Strömungsgüte. Hierdurch wäre auch die
Wahl größerer Fluggeräte möglich. Durch diese ließe sich zum einen die Reynolds-
zahlabhängigkeit reduzieren, zum anderen könnte die Flächenbelastung erhöht und
somit die Böenempfindlichkeit minimiert werden. Auch der Einfluss des Propeller-
schubs auf die Aerodynamik wäre bei größeren Fluggeräten, aufgrund einer pro-
zentual geringer benetzten Oberfläche des Hauptflügels durch den Propellerstrahl,
kleiner. Mit dem Einsatz von Pushern oder Impellerantrieben ließe sich dieser Effekt
noch weiter minimieren.
Da die Leistungsfähigkeit des Reglers vollständig verifiziert wurde, ist eine Modifika-
tion hinsichtlich einer alternativen Startart denkbar. Das Modell könnte z. B. durch
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ein Sicherheitsseil gehalten werden, bis der Regler einen Trimmpunkt gefunden hat.
Dieses könnte dann entweder entspannt oder sogar ganz entfernt werden.
Ein weiterer Vorteil in der Wahl eines größeren Windkanals und somit größerer
Flugzeuge besteht in der Möglichkeit, bessere und zusätzliche Sensorik im Flug-
gerät unterzubringen. Neben der Wahl besserer Ruderpotis bzw. der Konstruktion
einer spielfreien Integration dieser, erscheint die Ausstattung des Fluggerätes mit
einer Fünf-Loch-Sonde am sinnvollsten. Diese würde die Strömung um das Flugge-
rät nur minimal beeinflussen. Größter Vorteil bestünde darin, dass man nicht mehr
auf die Schätzung der Anströmgrößen angewiesen wäre. Zudem ergäben sich durch
Sensordatenfusion zusätzlich weitere Möglichkeiten zur Verbesserung der Güte der
Zustandsdaten, wie etwa durch Kalman-Filterung. Somit wäre auch eine Flight-
Path-Reconstruction, sowohl online als auch offline, denkbar.
Mit der Integration des Freiflugs in den Windkanal wurde dem Ziel der Arbeit,
der Symbiose beider derzeit gängigen Versuchstechniken, Rechnung getragen. Die
genannten Ansätze zur Optimierung der praktischen Anwendung stellen hier nur
einen ersten Ausblick dar, der jedoch das große Potential der entwickelten Methode
zu untermauern vermag.
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A.1 Fluggerät
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Abb. A.1: Eigenwerte des Nurflüglers bei 12.5m/s
Eigenbewegungsform Re [-] Im [-] f0/T [Hz/s] D [-]
AS -8.4531 27.4838 4.5764 0.29397
PH -0.1338 1.0568 0.1695 0.12564
TS -1.9524 5.1275 0.8733 0.35602
RB -9.9524 0.1006
SP -0.7109 1.4067
Tab. A.1: Werte der Eigenbewegungsformen des Nurflüglers bei 12.5m/s
135
136 A Beschreibung der Hardware-Komponenten
−12 −10 −8 −6 −4 −2 0
−20
0
20
Re
Im
Eigenwerte der Längsbewegung
 
 
AS
PH
−12 −10 −8 −6 −4 −2 0
−20
0
20
Re
Im
Eigenwerte der Seitenbewegung
 
 
TS
RB
SP
Abb. A.2: Eigenwerte des Drachenflugzeuges bei 12.5m/s
Eigenbewegungsform Re [-] Im [-] f0/T [Hz/s] D [-]
AS -1.1152 2.1259 0.3821 0.4645
PH -0.0218 0.1558 0.0254 0.1328
TS -0.3056 1.9057 0.3072 0.1584
RB -2.2513 0.4442
SP -0.0160 68.406
Tab. A.2: Werte der Eigenbewegungsformen der Do 328 bei 80m/s
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Abb. A.3: Drei-Seitenansicht des Drachenflugzeugs
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Abb. A.4: 3-Seiten-Ansicht der Do 328 [20]
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Abb. A.5: Eigenwerte der Do 328 bei 80m/s
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A.1.1 Dateiformate des Fluggerätes
Name Größe Typ Beschreibung
alphaLookupIndex nα × 1 double Gemessene/berechnete α-Werte in rad
betaLookupIndex nβ × 1 double Gemessene/berechnete β-Werte in rad
c 1× 1 struct Aerodynamische Beiwerte, siehe Tab. A.4
d2r 1× 1 double pi/180 (Grad in Radiant)
etaLookupIndex nη × 1 double Gemessene/berechnete η-Werte in rad
l 1× 1 double Bezugslänge lµ in m
r_ARP 1× 1 double Lage des Aerodynamik-Bezugspunktes
r2d 1× 1 double 180/pi (Radiant in Grad)
S 1× 1 double Bezugsfläche S in m2
s 1× 1 double Bezugslänge s (Halbspannweite) in m
xiLookupIndex nξ × 1 double Gemessene/berechnete ξ-Werte in rad
zetaLookupIndex nζ × 1 double Gemessene/berechnete ζ-Werte in rad
Tab. A.3: Aufbau der aerodynamischen Daten
Feldname Größe Beschreibung
w nα × nη CW = CW (α, η)
y nα × nβ CY = β · CY β(α)
yp 1× nα CY p(α)
yr 1× nα CY r(α)
y_xi nα × nβ × nξ CY (α, β, ξ)
y_zeta nα × nβ × nζ CY (α, β, ζ)
a nα × nη CA = CA(α, η)
a_alpha_punkt 1× nα CAα˙(α)
aq 1× nα CAq(α)
l nα × nβ Cl = β · Clβ(α)
lp 1× nα Clp(α)
lr 1× nα Clr(α)
l_xi nα × nβ × nξ Cl(α, β, ξ)
l_zeta nα × nβ × nζ Cl(α, β, ζ)
m nα × nη Cm = Cm(α, η)
m_alpha_punkt 1× nα Cmα˙(α)
mq 1× nα Cmq(α)
n nα × nβ Cn = β · Cnβ(β)
np 1× nα Cnp(α)
nr 1× nα Cnr(α)
n_xi nα × nβ × nξ Cn(α, β, ξ)
n_zeta nα × nβ × nζ Cn(α, β, ζ)
Tab. A.4: Aufbau des Beiwerte-Structs der aerodynamischen Daten
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Alle Variablen sind vom Typ double. Die Derivative der Drehgeschwindigkeiten
p, q, r und α˙ sind pro Radiant angegeben. Für die Steuergrößen ξ, η und ζ sowie den
Schiebewinkel β wird nur der fertige Beiwert in Abhängigkeit vom Winkel nachge-
schlagen, ein Derivativ entfällt daher.
A.2 Bordrechner und On-Board Sensorik
Abb. A.6: Ansicht des Bordrechners
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Abb. A.7: Ansicht und Abmaße der Ruderpotis SV01A103AEA01 von Murata
Eigenschaften Wert
Widerstand 10± 30% kOhm
Linearität ±2%
Rotationswinkel 333◦
Lebenszeit 1 M Zyklen
Gewicht 0.36 g
Tab. A.5: Technische Daten der Ruderpotentiometer
Abb. A.8: Ansicht und Abmaße des Hall-Sensors TLE 4905 L
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A.3 Antrieb
Abb. A.9: Technische Zeichnung des Motors macroRex 220-3-3200
Eigenschaften Wert
Bauart Außenläufer
Nennspannung 5 V
Betriebsspannung 3.7..8.4 Volt
Leerlaufdrehzahl 16325 RPM
Umdrehungen/Volt 3265 RPM
Windungszahl 11
Innenwiderstand 300.0 mOhm
Polzahl 14
Leerlaufstrom 0.5 A
max. Dauerstrom 6 A
max. Kurzzeitstrom (10 sec) 9.5 A
Gewicht 12 g
Tab. A.6: Eigenschaften des Motors macroRex 220-3-3200
Name Größe Beschreibung
kenn_F nGas × nV Schub in N
kenn_I nGas × nV Stromaufnahme in A
kenn_M nGas × nV Propellermoment in Nm
kenn_n nGas × nV Drehzahl in min−1
sigma_Motor_rad skalar Motorsturz im Bogenmaß
tau_Motor_rad skalar Motorseitenzug im Bogenmaß
stellungLookupIndex 1× nGas Gemessene Gashebelstellungen
vLookupIndex 1× nV Gemessene Fluggeschwindigkeiten
r_Motor skalar Lage des Schubangriffspunkts in m
Tab. A.7: Aufbau der Antriebsdaten eines statischen Motors
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Alle Variablen sind vom Typ double. Die Kennfelder sind jeweils in Abhängigkeit
von Gashebelstellung und Fluggeschwindigkeit. Der Motorsturz ist positiv, wenn
eine Schubkomponente nach unten (in Richtung positiver zF -Achse) vorliegt. Der
Motorseitenzug ist positiv, wenn eine Schubkomponente nach rechts (in Richtung
positiver yF -Achse) vorliegt.
Name Größe Beschreibung
anstroemkennlinie nV × nV Anströmung in m/s
aufkennline nauf × 1 Endwert eines Sprunges
vonkennlinie nvon × 1 Anfangswert eines Sprunges
Spannungskennlinie nU × 1 Spannung in Volt
sigma_Motor_rad skalar Motorsturz im Bogenmaß
tau_Motor_rad skalar Motorseitenzug im Bogenmaß
r_Motor skalar Lage Schubangriffspunkt in m
Drehzahl nU × nvon × nauf × nV Drehzahlbeiwerte (struct)
Moment nU × nvon × nauf × nV Drehmomentenbeiwerte (struct)
Schub nU × nvon × nauf × nV Schubbeiwerte (struct)
Strom nU × nvon × nauf × nV Strombeiwerte (struct)
Tab. A.8: Aufbau der Antriebsdaten eines dynamischen Motors
Alle Variablen sind vom Typ double. Die structs Drehzahl, Moment, Schub und
Strom enthalten jeweis die Variablen K, D, ω0, totzeit sowie offset in der oben an-
gegebenen Größe. Mit diesen Werten lässt sich jeweils ein PT2-Element modellieren.
A.4 Aktuator
Eigenschaften Wert
Abmessungen 21.8x11x20.3 mm
Masse 9.6 g
Betriebsspannung 4.8..6 Volt
Stellkraft 14.0/17.0 Ncm bei 4.8/6 Volt
Geschwindigkeit 0.09/0.07 sec/45◦ bei 4.8/6 Volt
Haltekraft 30.0/34.0 Ncm bei 4.8/6 Volt
Tab. A.9: Eigenschaften des Aktuators S 3153 Nano Digital von Futaba
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Abb. A.10: Ansicht und Abmaße des Aktuators S 3153 Nano Digital von Futaba
Sprung [°] K D ω0 Servototzeit
-50 0.9805 0.9745 31.9437 0.0345
-45 0.9853 0.9405 32.4014 0.0309
-40 0.9793 0.8899 32.1667 0.0273
-35 0.9752 0.8771 33.2983 0.0242
-30 0.9714 0.9126 38.1547 0.0239
-25 0.9503 0.9134 42.9033 0.0224
-20 0.9524 0.9682 48.4213 0.0192
-15 0.9457 1.0736 59.5251 0.0167
-10 0.8989 1.1107 73.8025 0.0160
-5 0.8746 1.1972 75.9290 0.0125
5 0.8830 1.1419 78.4689 0.0140
10 0.9201 1.1582 71.7177 0.0138
15 0.9579 0.9569 53.3375 0.0162
20 0.9807 0.9739 49.4151 0.0196
25 0.9628 0.9116 43.9365 0.0212
30 0.9768 0.8912 38.0269 0.0239
35 0.9805 0.8441 32.8626 0.0222
40 0.9817 0.8858 32.5495 0.0250
45 0.9837 0.9638 33.7872 0.0305
50 0.9846 0.9607 31.9519 0.0326
∅ 0.9563 0.9773 46.7300 0.0223
Tab. A.10: Werte der Sprungantworten des Aktuatormodells S 3153 Nano Digital
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A.5 Funkstrecken zur Fluggerätesteuerung und
Datenermittlung
Abb. A.11: Ansicht der 868-MHz-Funkstrecke
Eigenschaften Wert
Abmessungen 21.8x11x20.3 mm
Frequenz 868− 870 MHz
RF-Power 30 mW
Impendanz 50 Ω
Frequenzgenauigkeit ±20−±30 KHz
II Harmonic −50−−45 dBc
Störende Emission −55−−45 dBc
Tab. A.11: Eigenschaften der 868-MHz-Funkstrecke
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A.6 Stereo-Kamerasystem
Der Rechner ist eine Dual-Core 64-Bit-Maschine. Als Betriebssystem ist Windows
Server 2003 installiert.
Eigenschaft Wert
Prozessor 2 x 64 bit AMD Opteron 254 2.81 GHz
Speicher 8Gb
Frame Graber 2 x X64 CL-Board
Counter-Karte 1
Platten 8 Stk., 7 im Raid-Verbund, 1 System
Grafikkarte NVIDIA GeForce 6600 GT
Tab. A.12: Systembeschreibung des Kamerarechners
A.6.1 Kameras und Objektive
Bezeichnung Wert
Objektivtyp 20/1,8 EX DG DF RF Asph.
Kameraanschluss AF: CA,SO(MA),NA,PA,SA
Bildwinkel (diagonal) 94,5°
Nahgrenze (cm) 20
Vergrößerung 1:4
Filtergröße (mm) 82
Tab. A.13: Technische Daten der Objektive
Bezeichnung Wert
max. Auflösung 1280x1024 px
Sensorformat 15, 36(H)x12, 29(V)mm
Farbe monochrom
max. FPS* 500
max FPS** 48.000
Pixelfläche 12x12µm
Videodatenbreite 8/10 bit
Verschlusszeiten Vollbild-Verschluss mit Verschlusszeiten: 4µs ... 30 ms
Video-Ausgang Full Camera Link
Objektiv-Anschluss C-Mount
Tab. A.14: Technische Daten der Kameras MC1310 der Firma Mikrotron
* Bei voller Auflösung
** Maximalwert mit auf ca. 10 Zeilen reduzierter Bildhöhe, aber voller Breite.
A.7 Echtzeit-Hardware zur Prozessteuerung und Regelung 147
A.7 Echtzeit-Hardware zur Prozessteuerung und
Regelung
Bezeichnung Wert
Hersteller dSPACE
Typ DS 1103
Prozessor PPC 750GX, 1 GHz (Master DSP)
Texas Instruments TMS320F240 DSP, 20 MHz (SLAVE DSP)
Speicher 32 MB SDRAM (Programmspeicher)
96 MB communication SDRAM (Datenspeicher und -austausch)
Schnittstellen Master DSP
16 A/D-Chanel; 4 Sample & Hold (16 bit)
8 D/A- Chanel (16 bit)
32 I/O (TTL)
6 Digital Incremental Encoder
1 Analog Incremental Encoder
1 CAN-Interface
1 RS-232/422 Interface
Slave DSP
16 A/D-Kanäle
10 PWM Outputs
4 Capture Inputs
2 Serial-Ports
Tab. A.15: Technische Daten der Echtzeit-Hardware DS 1103 von dSPACE
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B Mathematische Definitionen und
Herleitungen
B.1 Rekonstruktion des Schwerpunktes sowie der
Eulerwinkel
Ziel ist, die orthogonale Matrix A mit der Determinante ±1 zu finden, welche die
Kostenfunktion
J (A) = 12
∑
i
|bi −A · ri| (B.1)
minimiert. bi ist dabei ein Satz von Einheitsvektoren im flugzeugfesten System, ri
die Punkte im Kamerasystem. Die Kostenfunktion kann umgestellt werden zu:
J (A) = −tr
(
A ·BT
)
mit B =
∑
i
bir
T
i . (B.2)
Im Folgenden werden die Quaternionen zu
q =
{
qv
q4
}
=
{
e sin (Φ/2)
cos (Φ/2)
}
(B.3)
mit e als Rotationsachse eingeführt. DaA (q) eine homogene quadratische Funktion
von q ist, kann auch geschrieben werden
tr
(
A ·BT
)
= qT ·K · q , (B.4)
wobei K eine symmetrische, spurlose Matrix
K ≡
[
S − I · tr (B) z
zT tr (B)
]
(B.5)
mit
S = B +B und z ≡

B23 −B32
B31 −B13
B12 −B21
 =
∑
i
= bi × ri (B.6)
ist.
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Das optimale Quaternion ist gleich dem normalisierten Eigenvektor von K mit den
größten Eigenwerten. Dies lässt sich folgendermaßen beschreiben:
K · qopt ≡ λmax · qopt . (B.7)
Das optimale Quaternion wird dabei mittels des SVD-Algorithmus berechnet. Mit-
tels der optimalen Quaternionen kann die Rotationsmatrix erstellt werden:
M fg =
 q
2
0 + q21 − q22 − q23 2 · (q1 · q2 − q0 · q4) 2 · (q1 · q4 − q0 · q3)
2 · (q1 · q2 + q0 · q4) q20 − q21 + q22 − q23 2 · (q3 · q4 − q0 · q1)
2 · (q1 · q4 − q0 · q3) 2 · (q3 · q4 + q0 · q4) q20 − q21 − q22 + q23
 (B.8)
Resultierend ergeben sich die gesuchten Eulerwinkel aus folgenden Beziehungen,
siehe Gl. B.18:ΦΘ
Ψ
 =

arctan
(
Mfg(2,3)
Mfg(3,3)
)
arcsin (−M fg(1, 3))
arctan
(
Mfg(1,2)
Mfg(1,1)
)
.
 (B.9)
Die Schwerpunktkoordinaten ergeben sich aus folgender Berechnung:
X =
(
r −M ′fg · b
)
(B.10)
Definition 1 Ein nichtlineares Mehrgrößensystem der Form von Gl. 4.2 besitzt an
einem Punkt x0 ∈ <n einen vektoriellen relativen Grad r1, . . . , rm, wenn
• LgLkfh (x) = 0 ∨ 1 ≤ j ≤ m, k < ri − 1, 1 ≤ i ≤ m und x in einer Umgebung
von x0
• LgKr−1f h (x0) 6= 0
• die mxm Entkopplungsmatrix A (x), siehe Gl. 4.12, bei x = x0 nicht singulär (in-
vertierbar) ist.
Definition 2 Eine nichtlineare Koordinatentransformation z = Φ (x) : <n → <n
heißt lokaler (globaler) Diffeomorphismus, falls die nachstehenden Bedingungen in
einer Umgebung von x = 0 (für alle x) gelten:
• Φ (x) ist invertierbar, d.h. es gibt eine inverse Transformation Φ−1 (z), so dass
Φ−1 (Φ (x)) = x.
• Φ (x) und Φ−1 (z) sind beliebig oft differenzierbar.
B.1 Rekonstruktion des Schwerpunktes sowie der Eulerwinkel 151
Satz 1 Lokaler/Globaler Diffeomorphismus
• Φ (x) heißt lokaler Diffeomorphismus, wenn ∂
∂x
Φ (0) regulär ist.
• Φ (x) ist globaler Diffeomorphismus genau dann, wenn ∂
∂x
Φ (x) regulär für alle x
ist und lim‖x‖→∞ =∞.
Satz 2 Die Referenzverläufe y (r), . . ., y(r−1)R (t) seien definiert und beschränkt für
t ≤ 0. Es sei ηR (t) die Lösung von
η˙ = q (ξR (t) ,η) (B.11)
welche die Bedingung ηR (0) = 0 erfüllt.
Des Weiteren besitzt die Lösung des Polynoms
sr + cr−1 · sr−1 + . . .+ c1 · s+ c0 = 0 (B.12)
nur negative Realteile. Wenn für ausreichend kleine a∣∣∣ξi (t0)− y(i−1)R (t0)∣∣∣ < a 1 ≤ i ≤ r ∥∥∥η (t0)− ηR (t0)∥∥∥ < a (B.13)
gilt, dann ist die zugehörige Antwort ξi (t), η (t) für t ≤ t0 ≤ t des geschlossenen
Regelkreises beschränkt.
Definition 3 Definitionen bzgl. der Distribution [93]
• Der Vektorraum, welcher durch d Vektorfelder f i (x) aufgespannt ist, heißt Distri-
bution D (x) mit
D (x) = span{f 1 (x) ,f 2 (x) , . . . ,f d (x)} . (B.14)
• Werden die Vektorfelder f 1 (x) zu einer Matrix
F (x) = [f 1 (x)f 2 (x) · · · ,f d (x)] (B.15)
zusammengefasst, dann gilt mit dem Bild-Operator D (x) = bild F (x) und
dim D (x) = d = rang F (x) . (B.16)
• Eine über eine offene Menge ∪ definierte Distribution D (x) heißt nichtsingulär,
wenn eine ganze Zahl d derart existiert, dass Gl. B.16 für alle x in ∪ gilt.
• Eine Distribution D (x) wird als involutiv bezeichnet, wenn die Lie-Klammer
[f 1 (x) ,f 2 (x)] eines beliebigen zuD (x) gehörenden Paares von Vektorfeldern f 1 (x)
und f 2 (x) ein Vektorfeld erzeugt, das wiederum in D (x) enthalten ist:
f 1 (x) ∈D (x) ; f 2 (x) ∈D (x)⇒ [f 1 (x) ,f 2 (x)] ∈D (x) . (B.17)
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B.2 Koordinatensysteme und Drehmatrizen
B.2.1 Drehmatrizen
geodätisch ⇔ flugzeugfest
Drehreihenfolge: Ψ, Θ, Φ
M fg =
 cos Θ cos Ψ cos Θ sin Ψ − sin Θsin Φ sin Θ cos Ψ− cos Φ sin Ψ sin Φ sin Θ sin Ψ + cos Φ cos Ψ sin Φ cos Θ
cos Φ sin Θ cos Ψ + sin Φ sin Ψ cos Φ sin Θ sin Ψ− sin Φ cos Θ cos Φ cos Θ

(B.18)
flugzeugfest ⇔ aerodynamisch
Drehreihenfolge: β, α
M af =
 cosα cos β sin β sinα cos β− cosα sin β cos β − sinα sin β
− sinα 0 cosα
 (B.19)
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