The relationship between semantic-syntactic and phonological levels in speaking was investigated using a picture naming procedure with simultaneously presented visual or auditory distractor words. Previous results with auditory distractors have been used to support the independent stage model (e.g., H. Schriefers, A. S. Meyer, & W. J. M. Levelt, 1990) whereas results with visual distractors have been used to support an interactive view (e.g., P. A. Starreveld & W. La Heij, 1996b) . Experiment 1 demonstrated that with auditory distractors semantic effects preceded phonological effects whereas the reverse pattern held for visual distractors. Experiment 2 indicated that the results for visual distractors followed the auditory pattern when distractor presentation time was limited. Experiment 3 demonstrated an interaction between phonological and semantic relatedness of distractors for auditory presentation, supporting an interactive account of lexical access in speaking.
Researchers interested in speech production widely agree on the assumption that lexical access in language production requires a distinction of at least two levels of representation: a first level that is concerned with semantic-syntactic properties, and a second level concerned with word form properties (i.e., phonological form). In Levelt's (1989) model of speaking, for instance, preparation of an utterance consists of a sequence of stages which is based on a prelinguistic conceptualization, or message, of the planned utterance. First, appropriate lexical entries are retrieved that specify languagespecific semantic (e.g., conceptual arguments) and syntactic (e.g., syntactic word class and grammatical gender) properties. Following Kempen and Huijbers (1983) , the term lemmas is often used for these representations. Subsequently, corresponding word forms are encoded. These representations contain sound representations, including segmental and metric information, and are commonly termed lexemes. Finally, a phonetic plan is formed and executed in the articulation process. Because the lexicon is separated into two representational levels (lemma and lexeme access), such a model is commonly named a "two-step" account of speaking. Although a great deal of disagreement exists as to the exact characteristics of these stages, the necessity to hypothesize two levels of lexical access in speaking is relatively undisputed.
Evidence for the separation of lexical retrieval into a semantic-syntactic and a phonological component comes from various sources. For example, when speakers are in a "tip-of-the-tongue" state, they appear to have access to semantic (Brown & McNeill, 1966) and syntactic (Vigliocco, Antonini, & Garrett, 1997) properties of the target word, but are unable to retrieve the appropriate word form or gain only partial phonological access. Although they may be able to retrieve some rudimentary phonological properties of the target word, the phenomenon suggests a blockage between lemma and lexeme level and thus supports the notion of two distinct stages in lexical retrieval. Similar, but much more dramatic, problems can be shown in anomic patients (e.g., Goodglass, Kaplan, Weintraub, & Ackerman, 1976) . These patients often produce a multitude of semantic circumlocutions: they generate descriptions of the semantic properties of the word to be retrieved, for example saying "that's a good eating bird" when trying to retrieve "turkey". These circumlocutions suggest normal or near-normal retrieval of semantic information with some difficulties in retrieving phonological information. A further source of evidence comes from speech errors from normal speakers. For instance, Garrett (1975) proposed a distinction between word and sound exchanges, with each type possessing distinct characteristics: word exchanges normally take place between syntactic phrases or even clauses, preserve their mutual word class, and fulfill similar grammatical functions. In contrast, sound exchange errors mostly affect adjacent words which are often from dissimilar syntactic categories, but typically share form-related characteristics. These findings are taken to indicate that word exchanges result from the selection of the wrong lemma, whereas phonological errors reveal the malfunctioning of the phonological encoding system. A final source of evidence for the distinction between semantic-syntactic and phonological stages in speaking comes from psycholinguistic studies on the time course of speech production in normal speakers (Levelt, Schriefers, Vorberg, Meyer, Pechmann, & Havinga, 1991; Peterson & Savoy, 1998; Schriefers, Meyer, & Levelt, 1990) as well as electrophysiological evidence (van Turennout, Hagoort, & Brown, 1997) , both suggesting an early stage of lexical-semantic activation followed by a later stage of phonological encoding (see Levelt, Roelofs, & Meyer, in press , for a comprehensive review).
Apart from this fundamental distinction between semantic-syntactic and phonological components in lexical retrieval, some theories of speech production have made more specific claims about the nature of the representational stages and their relation to each other. "Discrete twostep models" (Levelt, 1989; Levelt et al., 1991) assume that speaking proceeds in serial stages from lemma to lexeme retrieval. It is argued on theoretical grounds that semantic and phonological representational systems are so fundamentally different from each other that they should be conceptualized as distinct and discrete. Within this framework, it is assumed that phonological encoding is restricted to one single lexical item. That is, although these models normally assume that a set of semantic-syntactic lexical items is activated in response to conceptual input, only a single selected target lemma propagates its activation to the phonological level (Levelt et al, 1991, p.124) . Furthermore, discrete models propose that phonological encoding has no impact on the earlier lexical level. In other words, activation proceeds exclusively in a forward fashion through the production system, and there is no feedback from the lexeme onto the lemma level (Levelt et al., 1991, p.125) . In combination, the discrete two-step view conceives of the stages involved in lexical retrieval as largely modular in Fodor's (1983) sense of cognitive modularity.
There are a number of findings in the literature that appear to cause problems for the discrete two-step view, however. Most prominently, corpora of naturally occurring speech errors appear to contain an above-chance ratio of speech errors that are both semantically and phonologically related to the target word, or so-called "mixed errors" (e.g., Dell & Reich, 1981) . Also, recent neuropsychological evidence suggests that some aphasics with a high occurrence of word substitutions produce mixed errors at above-chance levels (Best, 1996; Blanken, 1990) . The discrete two-step theory of speaking proposes strict independence between the involved representational levels. Accordingly, both semanticsyntactic and phonological components should exert an independent influence on the production of errors, and mixed errors should be found at no more than chance rate. The above-chance occurrence of this type of error appears to be incompatible with discrete models unless additional assumptions are introduced. For instance, it has been argued that the speaker internally monitors his/her own speech by means of a "lexical monitoring" system (Baars, Motley, & MacKay, 1975; Levelt, 1989) which filters out all but occasional speech errors before they are overtly produced. Such a system can account for the occurrence of mixed errors by claiming that these error words resemble the target word twofold, namely in both semantic and phonological respects. Consequently, such errors are more likely to go undetected than words that are either semantically or phonologically related to the target, resulting in a higher occurrence than would be predicted by pure chance. Within this hypothesis, the mechanism that accounts for mixed errors is not a component of the speech production system per se, but rather an external process.
Alternatively, however, mixed errors might arise as a natural consequence of the structure of the production system itself. Interactive models (Dell, 1986; Dell, Schwartz, Martin, Saffran, & Gagnon, 1996; Stemberger, 1985) abandon the notion of discrete, modular stages and instead propose semantic, lexical, and phonological levels that are interconnected in a network fashion. As a result, these models are incompatible with the specific assumptions made by discrete models: First, interactive models generally propose parallel phonological encoding of multiple items. That is, an entire set of lemma nodes that has been activated on the basis of the preverbal message propagates some degree of activation to the word form level. Second, most interactive models implement spreading of activation from the lexeme back to the lemma level (but see Humphreys, Riddock, and Quinlan, 1988 , for an exception). Models that implement feedback of activation account for the occurrence of mixed errors by assuming that words semantically as well as phonologically related to the target word receive additional activation from their semantic overlap with the target word as well as from their phonological resemblance to the correct word. As a result, "mixed" lexical units possess a higher selection probability than would be predicted by either type of relationship alone. Therefore, interactive models account for mixed speech errors within the production system itself and without proposing external mechanisms like a lexical monitoring system. However, a crucial assumption of the discrete two-step view of speech production -unidirectionality of processingis abandoned.
One of the tools by means of which the nature of the two stages of lexical access in speaking can be experimentally investigated is the picture-word interference procedure. In this task, participants perform timed naming responses to target pictures of basic objects. Simultaneously, they are being confronted with so-called distractor words that are visually embedded in the object, and are instructed to ignore these words. In analog to Stroop's (1935) seminal colorword task, participants appear to process the distractor words automatically, and consequently, words that are semantically related to the picture have been shown to slow naming responses compared to unrelated words (e.g., Picture: AP-PLE, Word: ORANGE; e.g., Rosinski, Golinkoff, & Kukish, 1975) . On the other hand, form-related words speed up naming latencies relative to unrelated words (Picture: BELL, Word: BELT; e.g., Posnanski & Rayner, 1977 Rayner & Posnanski, 1978) . In contrast to most versions of the Stroop task, target and distractor stimulus are separate stimuli in the picture-word interference task. Thus, the stimulusonset asynchrony (SOA) between picture and distractor can be manipulated, which allows the investigation of the various stages involved in speaking. For instance, Glaser and Düngelhoff (1984) demonstrated a semantic interference ef-fect that centered around an SOA of 0 ms, and Starreveld and La Heij (1996b) additionally showed that phonological facilitation effects can be obtained with SOAs ranging from -200 ms to +100 ms.
A further modification of this procedure has been introduced by Schriefers, Meyer, and Levelt (1990) . Because orthographic and phonological characteristics are highly confounded in most languages, there is some doubt as to the exact locus and origin of the facilitation caused by form-related visual distractor words in the studies described above. In order to ensure that phonologically related distractor words immediately tapped into phonological output representations involved in speaking, Schriefers et al. presented distractor words auditorily instead of visually. Semantic interference, but no phonological effect, was obtained at an SOA of -150 ms, whereas phonological facilitation, but no semantic effect, was obtained at SOA = 0 ms and SOA = +150 ms. In a further experiment, Schriefers et al. ruled out a nonverbal conceptual conflict as the origin of semantic interference and instead located this effect at the level of lemma retrieval (see also Damian, Bowers, & Katz, 1997 , for further support of this conclusion). The results were interpreted as reflecting the separate and serial contributions of lemma retrieval and lexeme access during the preparation of the naming response.
A close survey of the findings from the picture-word interference paradigm demonstrates a striking discrepancy between visual and auditory distractors with regard to the pattern of semantic and phonological effects. Starreveld and La Heij's (1996b) study with visually presented distractors yielded phonological facilitation effects that preceded and followed semantic interference effects in time. In contrast, Schriefers et al.'s study with auditory distractors demonstrated a sequence of semantic interference followed by phonological facilitation. However, both versions of the procedure have been taken as supporting particular claims or constraining hypotheses regarding speech production. For instance, Schriefers et al. (1990) interpreted the sequence of semantic and phonological effects obtained with auditory distractors as in line with discrete two-step accounts of speech production. In contrast, Starreveld and La Heij (1996b) obtained an interaction between semantic and phonological factors with visual distractors and concluded, based on Sternberg's (1969) additive-factors method, that a discrete model cannot be adequate (the specific details of this experiment will be provided later). For obvious reasons, either conclusion is premature as long as the discrepancy between the effects of visual and auditory distractors across modalities has not been satisfactorily explained. However, to date, there has been little attempt to uncover the source of this disparity.
A further difficulty in interpreting these findings arises from the fact that the effects of visual and auditory distractors have been investigated by different groups of researchers and in different experiments. That is, it is not entirely clear whether the discrepant findings reflect some yet unknown stimulus or procedural property, or a genuinely interesting fact that a model of speech production must account for. In order to clarify this issue, the following experiment directly compared the effects of visually and auditorily presented distractors.
Experiment 1

Method
Participants. Thirty Rice University undergraduate students served as participants in order to meet a class requirement for experimental participation.
Materials. Twenty-eight line drawings of common objects were selected from the Snodgrass and Vanderwart (1980) set. For each picture, a categorically related word was selected that served as the semantically related distractor. An orthographically/phonologically related word was chosen that shared a minimum of the initial two phonemes as well as the initial two letters with the picture label. Finally, an unrelated word was selected that stood in no obvious relationship to the target picture. This yielded a total of 84 picture-distractor combinations (28 pictures 3 conditions). All three distractor conditions were matched in terms of the average number of letters and phonemes.
Design. The experimental design included Distractor Modality (Visual vs. Auditory) as a between-subjects factor, as well as two within-subjects factors, namely SOA with five levels (-200 ms, -100 ms, 0 ms, +100 ms, and +200 ms), and Target-Distractor Relation with three levels (Unrelated, Semantically Related, Phonologically Related). Fifteen participants were randomly assigned to each Distractor Modality condition. Each participant saw the set of 84 picture-word pairs at all five SOAs (-200 ms, -100 ms, 0 ms, +100 ms, and +200 ms). The order in which participants received the SOA blocks was balanced according to a Latin Square design. Items were presented in a pseudorandom fashion such that the same picture never appeared twice on subsequent trials.
Apparatus. The pictures and distractors were presented from an Apple PowerPC computer using PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993) . The pictures were digitized at a size of approximately 3 3 in and presented as black line drawings on white background. The auditory distractors were recorded by a female speaker, digitized with a sampling frequency of 20 kHz, and presented via Labtec LT-100 headphones. The visual distractors were shown in uppercase Helvetica 18-point bold font in the center of each picture. The computer scheduled presentation of the stimuli and recorded a participant's response times to the nearest millisecond by means of a voice-activated relay.
Procedure. Participants were tested individually. At the beginning of the experiment, they were familiarized with the set of experimental pictures by viewing each picture on the computer screen for 2000 ms with the appropriate name printed below it. A practice block was then administered in which participants performed a naming response to each of the pictures presented in random order. Responses other than the expected ones were corrected by the experimenter.
Next, a second practice block was administered in which the pictures were presented accompanied by unrelated distractor words. Again, unexpected responses were corrected. Finally, the five experimental blocks were carried out, consisting of 84 naming responses each. Breaks were provided between the experimental blocks. Each testing session thus consisted of 420 experimental trials and lasted approximately one hour.
On each individual trial, participants first viewed a fixation cross presented at the center of the screen for 1000 ms. After a blank interval of 500 ms, the picture appeared. At varying intervals before or after the picture onset (depending on the SOA block), the distractor was played over the headphones (in the auditory distractor group) or presented at the center of the picture (in the visual distractor group). Participants performed the naming response by speaking into a microphone; the picture disappeared from the screen as soon as the voice key triggered. Visually presented distractor words were terminated simultaneously with the picture offset. Following each naming response, the experimenter judged the response to be either correct or incorrect (which included picture names other than the expected ones, repairs, stuttering or mouth clicks, or malfunctioning of the voice key) by typing a code into the computer. Each trial was followed by a 1500 ms intertrial interval. 
Results
All responses judged to be incorrect by the experimenter were excluded from the analysis. Likewise, response times longer than 2000 ms or shorter than 250 ms were eliminated. Finally, response times deviating more than three standard deviations from a participant's conditional mean were deleted. These procedures resulted in the exclusion of 2.0%, 0.0%, and 1.4% of the data, respectively. A total of 3.4% of data points were deleted in this way. Table 1 lists the mean response latencies, varied by Distractor Modality, Target-Distractor Relation, and SOA. Figure 1 displays the semantic and phonological effects (Unrelated minus Related condition). With visual distractors, semantically related distractors appear to cause an interference effect that peaks at an SOA of 0 ms. Critically, phonological/orthographic effects precede the semantic effect, as indicated by a substantial amount of facilitation at SOA = -200 ms and -100 ms. In contrast, auditory distractors yield semantic interference effects ranging from SOA = -200 ms to SOA = 0 ms, as well as phonological facilitation effects ranging from SOA = -100 ms to SOA = + 200 ms.
A 2 (Distractor Modality) 5 (SOA) 3 (Condition) ANOVA was conducted on the data with Distractor Modality as a between-subjects factor, and SOA and Condition as within-subjects factors. The effect of Distractor Modality was insignificant in the subjects analysis, F 1 = 1.32, and marginally significant in the items analysis, F 2 (1,54) = 3. .001, MSE = 36,300. Critically, a significant three-way SOA Condition Distractor Modality interaction was found, F 1 (8,224) = 2.80, p = .006, MSE = 1,267, F 2 (8,432) = 3.55, p = .001, MSE = 2,559, indicating that the way in which SOA and Condition modified each other varied depending on whether distractors were presented visually or auditorily.
In order to follow up on these results, two further ANOVAs were conducted in which the data were analyzed for each Distractor Modality condition separately. For visual distractors, a main effect of SOA, F 1 (4,56) = 24.17, p .001, MSE = 6,237, were obtained. Simple tests corrected with Dunnett's procedure were conducted that compared the Unrelated to the Phonological and the Semantic condition within each SOA group. These tests indicated a significant difference between the Unrelated and the Phonological con-dition for SOAs ranging from -200 ms to +100 ms, as well as a significant difference between the Unrelated and the Semantic condition for SOA = 0 ms and +100 ms. All other comparisons were not signficant.
For .001, MSE = 2,913, were obtained. Dunnett tests indicated a significant difference between the Unrelated and the Phonological condition for SOAs ranging from -100 ms to +200 ms, as well as a significant difference between the Unrelated and the Semantic condition for SOAs ranging from -200 ms to 0 ms.
Discussion
The results replicated the discrepancy between the effects of auditory and visual distractors previously reported in the literature. With visual distractors, semantic interference appeared in a time window ranging from SOA = 0 ms to SOA = +200 ms, whereas the phonological/graphemic facilitation effect spanned a range of SOAs from -200 ms to + 100 ms. These findings are quite similar to those from Starreveld and La Heij's (1996b) study. In contrast, auditorily presented distractors caused a semantic interference effect at the earlier SOAs (-200 ms, -100 ms, and 0 ms) and a phonological facilitation effect at later SOAs (-100 ms, 0 ms, +100 ms, and +200 ms). Such a pattern roughly resembles the sequence of semantic and phonological effects obtained in original study. Note, however, that their study showed a sharp distinction between SOAs revealing semantic and those revealing phonological effects, whereas the present experiment demonstrated a considerable degree of overlap at intermediate SOAs, and exclusively semantic or phonological effects only at more peripheral SOAs.
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Of course, SOAs are not directly comparable across distractor modalities. Visually presented words are probably processed in parallel and can be assumed to gain quite rapid access to their semantic codes. In contrast, when a word is auditorily presented, a certain time span will be required until the recognition point is reached and semantic effects can arise. In the picture-word interference procedure, a longer processing duration of the distractor word translates into a larger negative SOA at which an effect can be obtained, and accordingly auditory distractors should show semantic effects at earlier SOAs than visual ones. Roughly, this is the pattern that was found: auditorily presented distractors showed semantic interference at SOA = -200 ms, SOA = -100 ms, and SOA = 0 ms, whereas visually presented distractors showed similar effects at SOA = 0 ms, SOA = +100 ms, and SOA = +200 ms. When phonological facilitation effects are analyzed not in terms of their absolute SOAs, but relative to the onset and offset of the corresponding semantic effects, the discrepancy regarding distractor modality becomes even more apparent: with auditory distractors, the onset of seman- tic interference preceded the onset of phonological facilitation by two SOA steps, whereas with visual distractors, the onset of semantic interference followed the onset of phonological facilitation by two SOA steps.
The question arises what possible causes underlie such a discrepancy. Two possible explanatations have been suggested in the literature. According to the first possibility discussed by Dell and O'Seaghdha (1991) and Starreveld and La Heij (1996b) , the apparent sequence of semantic and phonological effects obtained with auditorily presented distractors is an artifact resulting from the extension of auditory stimuli over time. Earlier SOAs allow full processing of the distractor word by the time of lexical access to the target name, whereas at later SOAs, only the initial segments of the distractor word have been processed at that time. Consequently, semantic interference can arise only at earlier SOAs since such an effect requires access to the lexical identity of the distractor. In contrast, phonologically related distractor words yield a facilitation effect only at later SOAs because here only the initial segments of the words have been processed which are congruent with the target. At earlier SOAs, the incongruence of the distractor with the target name is clearly detectable, and phonological facilitation arising from partial form overlap is counteracted by the recognition of this incongruence. The prediction derived from these assumptions is a pattern of early semantic interference, followed by later phonological facilitation, just as was obtained by Schriefers et al. and the above experiment. However, this pattern results from the temporal extension of auditorily presented words and should not be taken as evidence for the discrete two-step notion of lexical retrieval in speech production. In fact, compatible with this claim, visually presented distractors which are no sequentially processed do not show the sequence of semantic and phonological effects typical of the auditory condition.
Contradicting this hypothesis, Meyer and Schriefers (1991) demonstrated phonological facilitation not only for distractor words that were word-initially related (like in the present study), but also for distractors that were end-related to the target name. This finding implies that the sequential character of auditory word recognition is irrelevant in regard to the facilitation effect, and consequently, the claim that the pattern of semantic and phonological effects in this task is just an artifact resulting from the temporal extension of auditory stimuli is not valid. In contrast, Meyer and Schriefers' findings lend further support to the assumption that such a sequence reflects the respective contributions of lemma and lexeme processing in speech production.
A second possibility in accounting for the difference in the effects of visual and auditory distractors is that processing of distractor words differs fundamentally across presentation modality. The arising of early phonological facilitation effects with visually presented distractors might be attributable to processes of input processing of the distractor word, as, for instance, suggested by Roelofs, Meyer, and Levelt (1996) : The activation of form-related lexical neighbors -either in the visual word form lexicon or the phonological input store -could facilitate lemma retrieval time of the picture name while leaving its phonological encoding relatively unaffected. Such a claim receives support from a picture naming study by Lupker (1982) which indicated that both visual and phonological similarity significantly contribute to the net facilitation effect obtained from visually presented distractors. Further support comes from a number of studies demonstrating form-related priming effects with visually presented prime and target words (Grainger & Segui, 1992; Lukatela & Turvey, 1990; Meyer, Schvaneveld, & Ruddy, 1974; . Moreover, competitor effects arising during the processing of single tar- get words have been demonstrated in a variety of tasks (Andrews, 1989 (Andrews, , 1992 Coltheart, Davelaar, Jonassen, & Besner, 1977; Forster & Shen, 1996; Grainger, 1990; Grainger & Jacobs, 1996; Johnson & Pugh, 1994; Sears, Hino, & Lupker, 1995; Snodgrass & Mintzer, 1993) . Consequently, it is possible that at least part of the phonological facilitation effect obtained with visually presented distractors in picture naming might be attributable to visual effects during input processing.
There are at least two problematic aspects with regard to this hypthesis. First, it is an open question whether such proposed neighborhood effects are powerful enough to influence target retrieval in the picture-word interference task, given that the distractor words are only incidentally processed. Likewise, such effects are quite transient in interactive models of visual word recognition (e.g., McClelland & Rumelhart, 1981) . Therefore, co-activation of lexical competitors in the picture-word interference task might have only a negligible impact on target retrieval in the current task. Second, if this hypothesis is to explain the difference in the pattern of semantic and phonological effects across distractor modalities, it follows that no such co-activation effects should occur during auditory word recognition. Contradicting this claim, auditory lexical co-activation effects have been demonstrated in a number of studies investigating form-related priming (Goldinger, Luce, & Pisoni, 1989; Goldinger, Luce, Pisoni, & Marcario, 1992; Radeau, Morais, & Dewier, 1989; Slowiaczek & Pisoni, 1986; Slowiaczek, Nusbaum, & Pisoni, 1987) . Although investigations of lexical co-activation effects of single auditorily presented words are quite scarce (but see Marslen-Wilson, 1990) , such effects are also predicted by current models of auditory speech processing (e.g., Marslen-Wilson & Tyler, 1980; McClelland & Elman, 1986) . In summary, the empirical findings to date do not support the claim that visual and auditory word recognition differ fundamentally from each other with regard to the co-activation of competing items.
We favor yet another, much simpler explanation for the discrepancy between visually and auditorily presented dis-tractors. In the picture-word interference task, the asynchrony interval between picture and word is manipulated with the intention of tapping into the various representational stages involved in speech preparation. For this manipulation to achieve its aim, it must be assumed that distractor words have a roughly fixed access time (see Panel A of Figure 2 ) and, depending on their onset relative to the picture, either interfere with semantic retrieval of the target word (at earlier SOAs) or facilitate phonological encoding (at later SOAs). The assumption of a fixed and limited access time seems appropriate for auditorily presented distractors which have a fixed extension over time and thus terminate "naturally" with their offset. Although one might assume that the phonological and semantic representations remain activated for some time period following the end of the word, the duration of this activation might be expected to be relatively brief for unattended words.
In contrast, visually presented distractors do not have a fixed duration, and as a consequence, the interval for which they are presented is arbitrary. In Experiment 1, visually presented distractors -together with the picture -remained on the screen until the participant triggered the voice key. In particular, visual distractors in the SOA = -200 ms and SOA = -100 ms conditions appeared on the screen before the picture was presented, but then remained on throughout presentation of the picture. In Starreveld and La Heij's (1996b) study, both pictures and distractor words remained on the screen for 375 ms after picture onset. According to Levelt et al.'s (1991) estimates, both lemma and lexeme activation roughly take place within the first 400 ms of naming preparation. This implies that in Experiment 1 as well as Starreveld and La Heij's study, distractor words were present on the screen while both target lemmas and lexemes were accessed, independent of the SOA of their onset (see Panel B of Figure 2) . Both experiments revealed phonological facilitation effects at early SOAs, which crucially distinguished the pattern from the one obtained with auditory distractor words. We hypothesize that such "early" form-related effects arise because, due to their unlimited presentation duration, these distractors nevertheless tap into a "late" stage of speech production (i.e., lexeme activation). That is, we assume that the visual distractors unintentionally activate their lexical representations while they remain on the screen. 3 An experimental test of this hypothesis is relatively straightforward. The only procedural detail that needs to be altered is the presentation duration of the distractor words. A complete match between auditory and visual distractors in this regard is of course not possible: Semantic access in auditory word recognition critically depends on when "lexical uniqueness" is achieved, whereas visually presented words probably gain relatively faster access to semantic codes. However, the issue at question is whether visually presented distractors, if their presentation duration is limited, yield a pattern of effects comparable to the one obtained with auditory distractors. The following experiment used the stimuli from Experiment 1 and cleared distractors from the screen after a preset interval, even though the target pictures remained on the screen until a response was made.
Experiment 2
Method
Participants. Twenty Rice University undergraduate students served as participants in order to meet a class requirement for experimental participation.
Materials. The employed stimuli were identical to those used in Experiment 1.
Design and Procedure. Only distractors in the visual modality were used. The conditions were the same as in Experiment 1. Thus, the experimental design included SOA with five levels (-200 ms, -100 ms, 0 ms, +100 ms, and +200 ms) and Target-Distractor Relation with three levels (Unrelated, Semantically Related, and Phonologically Related) as within-subjects factors.
The procedure was identical to the one employed in Experiment 1, with one exception. Within each trial, the distractor word was displayed for only 200 ms and then replaced by a string of "X" letters that served as a mask and stayed on the screen for 500 ms. All other temporal parameters remained identical to Experiment 1. In particular, the picture remained on the screen until the voice key triggered.
Results
As in Experiment 1, all responses judged to be incorrect by the experimenter, response times shorter than 250 ms or longer than 2000 ms, and response times deviating more than three standard deviations from a participant's and condition's mean were excluded. These procedures resulted in the exclusion of 3.0%, 0.6%, and 1.4% of the data, respectively. A total of 5.0% of data points were deleted in this way. Table 2 and Figure 3 display the results. Substantial semantic interference effects can be found for SOAs ranging from -100 ms to +100 ms. In contrast, facilitation effects from form-related distractors appear to set in at SOA = 0 ms and stretch into the positive SOAs. Critically, no formrelated effects are found at SOA = -200 ms, and the effect at SOA = -100 ms is very small.
An ANOVA conducted on the data showed a significant main effect of SOA, F 1 (4,76) = 7.40, p Dunnett tests were conducted that compared the Unrelated to the Phonological and the Semantic condition within each SOA group. The Unrelated condition differed significantly from the Phonological condition at SOAs ranging from 0 ms to +200 ms, and from the Semantic condition at SOAs ranging from -100 ms to +200 ms. All other comparisons were not significant.
Of further interest is a comparison between the results from this experiment and the findings from Experiment 1. First, the effects of manipulating the visual distractor duration was assessed by comparing the present results to the condition from Experiment 1 with visually presented, temporally unlimited distractors. An ANOVA conducted on the combined data from both experiments revealed a significant three-way interaction between Experiment, SOA, and Condition, F 1 (8,264) = 2.75, p = .006, MSE = 2,070, F 2 (8,432) = 4.96, p ¡ .001, MSE = 2,790. Further tests compared the size of a distractor effect (Unrelated minus Related condition) at a particular SOA level between the two experiments. These tests showed significantly greater phonological faciliation for the group with unlimited distractor presentation (Exp. 1) than for the group with masked distractor presentation (Exp. 2) at SOA = -200 ms and SOA = -100 ms. This finding underscores our assertion that presentation duration of visually presented distractors has a crucial impact on the presence or absence of "early" phonological facilitation and thus determines the relative sequence of semantic and phonological effects. A further significant comparison concerned the semantic effect at SOA = +200 ms, at which the group with unlimited presentation duration (Exp. 1) still showed substantial interference, while the group with limited duration (Exp. 2) showed a nonsignificant facilitatory effect.
Second, the present results were compared to the auditory distractor condition in Experiment 1. An overall ANOVA again showed a significant Experiment SOA Condition interaction, F 1 (8,264) = 2.95, p = .004, MSE = 2,211, F 2 (8,432) = 5.42, p ¡ .001, MSE = 3,762. A comparison of the effects (Unrelated minus Related condition) at each SOA level between the two experimental groups yielded only one significant difference: at SOA = +100 ms, the semantic interference effect was significantly larger in the visually masked than in the auditory group. We take the fact that no other comparison yielded significant results as support for our claim that visually and auditorily presented distractors yield largely comparable effects when presentation duration is taken into account. 
Discussion
Similar to Experiment 1, the semantic interference effect is most pronounced at SOA = 0 ms and present to a lesser extent at the neighboring SOAs. In contrast, phonological facilitation is now found exclusively at the later SOAs ranging from 0 ms to +200 ms, whereas, in Experiment 1, such an effect was found at SOAs ranging from -200 ms to +100 ms. In other words, Experiment 2 yielded a sequence of semantic interference, followed by phonological facilitation. Such a pattern bears a high resemblance to the pattern obtained with auditory distractors, but differs substantially from the one obtained with the unlimited visual distractors in Experiment 1. We conclude that it is neither the "identity priming" nor the "input priming" hypothesis detailed above that accounts for the discrepancy in the pattern obtained with visual and auditory distractors. Rather, an overlooked procedural detail -the presentation duration of the distractor -caused the difference in how semantic and phonological effects temporally relate to each other. When the presentation duration of the distractor was limited, a similar pattern -semantic interference followed by phonological facilitation -was obtained with visual and auditory distractors.
This finding implies that we can now invest reasonable trust in Schriefers et al.'s suggestion that the sequence of semantic and phonological effects obtained in their experiment reflects the underlying stages of lexical access in speaking. The fact that even visually presented distractors displayed such a pattern demonstrates that the temporal extension of auditorily presented words cannot be the cause for the sequence of effects found with auditory distractors. Thus, potential differences in how visually and auditorily presented distractor words are processed is irrelevant with regard to the picture-word interference procedure. In this way, our findings are in agreement with Meyer and Schriefers' (1991) results demonstrating that not only word-initially related, but also end-related phonological distractors can facilitate re-sponses. Both theirs and our findings underscore the assumption that the sequence of semantic and phonological effects constitutes a basic fact about lexical access in speaking that models of language production have to account for.
The implications in regard to the "input priming" hypothesis forwarded by Roelofs et al. are less clear. Note that these authors tailored their argument as a rebuttal to Starreveld and La Heij's conclusions, but did not explicitly outline their claims in regard to the difference between visually and auditorily presented distractors. At the very least, our findings suggest that lexical co-activation during visual word processing cannot be the only difference between the visual and auditory patterns. Such co-activation effects should be most pronounced at early stages of word processing, which correspond to a late SOA in the picture-word interference procedure. However, the difference between visual and auditory distractors consisted in the presence or absence of phonological effects preceding the onset of semantic effects, and this difference was eliminated when presentation duration of visual distractors was limited. This finding would appear to imply that such cohort effects are irrelevant for the phonological facilitation to arise. We conclude that with auditory distractors, phonological facilitation effects most likely reflect the exclusive effects of the distractor on word form encoding for production.
Let us now turn to a more detailed discussion of Starreveld and La Heij's (1995 Heij's ( , 1996b study. This research was based on a number of experiments reported by Rayner and Springer (1986) in which pictures were paired with superimposed distractor words that represented a wide range of conditions. Critically, both graphemic similarity and semantic category membership between picture label and visually presented distractor word were independently varied. The central finding consisted of the observation that semantic and form-related effects yielded a non-additive effect in the picture-word interference procedure: preserving the graphemic characteristics of the picture label reduced the category interference effect beyond the extent predicted within an additive model. The fact that the two factors appeared to modify each other was taken to suggest that both semantic interference and graphemic facilitation interact at a central stage of cognitive processing: semantically related items are assumed to conflict due to their conceptual overlap while graphemically similar items show facilitation due to input processes feeding into the conceptual system (although alternative possibilities were also discussed). Starreveld and La Heij (1995) pointed out a number of weaknesses in this study: in Experiment 1 and 2, conditions were presented in a blocked fashion, which might potentially have given rise to anticipation effects. In Experiment 1B, the conditions were randomly intermixed, but here, the semantic interference effect by itself did not reach statistical significance. Finally, when orthographic similarity was defined as first-letter similarity, the results were rather inconsistent. Starreveld and La Heij factorially crossed semantic similarity, defined as category membership, and graphemic similarity, defined as an overlap in the initial consonant-vowel combination, and presented the experimental conditions in a randomly mixed fashion. The results replicated the interaction between the two factors earlier demonstrated by Rayner and Springer. In a further study, Starreveld and La Heij (1996b) demonstrated such an interaction between semantic and orthographic similarity not only for a situation in which pictures and distractors are displayed simultaneously, but for a wide range of SOAs. Based on Sternberg's (1969) additive-factors method, Starreveld and La Heij interpreted the obtained statistical interaction between semantic and orthographic factors as indicating one of two possibilities: either the process of lemma retrieval does not exist or is irrelevant in speech production, or if it exists, lemma retrieval must receive feedback from the word form level. The former account, favored by the authors, was termed the "name retrieval" account. Starreveld and La Heij concluded that, in order to explain their findings, a separate lexical-semantic stage is not necessary; all that is required is a word form level separate from the conceptual system. Retrieval of the correct lexical item, in this model, is a onestep process residing at the word form level that is subject to semantic interference (for instance via spread of activation in the semantic system, see, e.g., Roelofs, 1992a Roelofs, , 1992b , for a possible mechanism) as well as orthographic/ phonological facilitation (resulting from the priming of word form information). As both the experimental factors of semantic and phonological relatedness presumably affect a single representational level, such an account would indeed predict the obtained interaction between the two factors.
However, Schriefers et al.'s results, as well as the findings from Experiment 2, establish a sequential pattern of semantic and phonological processing as a basic characteristic of speech production. The suggested two separate stages of lexical access are difficult to reconcile with Starreveld and La Heij's "name retrieval" account, which assumes that both semantic and form-related factors affect a single representational level. In contrast, a two-step account of speaking is compatible with such a sequence. Of course, this preliminary conclusion does not speak to the question of whether such a two-step account must necessarily be conceived of as modular or "discrete". Indeed, Harley (1993) demonstrated that an interactive model is able to produce a rough sequence of early semantic and late phonological activation. Although the computational details of this model are open for debate, his report indicates that the sequential pattern should not be interpreted as necessarily ruling out non-modular accounts. Consequently, the present findings should be interpreted as corroborating a two-step account of speech production, irrespective of whether modular or interactive versions are favored.
This opens the possibility that the logic of Starreveld and La Heij's experiment could be employed in order to test the assumptions made by the "discrete" two-step model of speaking. Auditorily presented or limited visual distractors yield a sequence of semantic and phonological effects. Assuming that this pattern reflects the respective contributions of lemma and lexeme representations, the additive-factors method could test whether these two stages are additive or interact. In this regard, the discrete two-step model of speech production allows straightforward predictions: the presence of semantic interference in the absence of a phonological effect at a negative SOA would be taken as indicating that the speech production process is at the lemma retrieval stage, and phonological properties of the distractor word are entirely irrelevant at this point. Consequently, semantically related distractors that are also phonologically related should yield the same semantic interference effect as semantically related, phonologically unrelated distractors. The reverse prediction would be made for positive SOAs: the presence of phonological facilitation in the absence of semantic interference presumably reflects the completion of semantic-syntactic retrieval and the access of word form information. As a result, distractors both semantically and phonologically related should yield facilitation effects comparable to those obtained from phonologically related, semantically unrelated words. In other words, the discrete two-step model clearly predicts additivity of the respective effects of semantic and phonological similarity.
If instead an interaction between the two factors is obtained, such a finding would clearly pose problems for the basic assumptions of the two-step model. If additive-factor logic holds, then either a) the two factors affect the same representational level, or b) there is some interactivity between the two levels. Given that Experiments 1 and 2 suggest the seriality of representational stages, possibility a) can be discounted. Thus, an interactive relationship would argue in favor of non-modular accounts of speech production.
In order to investigate this issue, the following experiment employed an analog of Starreveld and La Heij's (1996b) experiment by factorially crossing semantic and phonological relatedness while using auditory distractors.
Experiment 3
Method
Participants. Forty-two Rice University undergraduate students served as participants in order to meet a class requirement for experimental participation.
Materials. Eighteen line drawings of common objects were selected from the Snodgrass and Vanderwart (1980) set which had a semantic coordinate that also shared a minimum of the initial two phonemes with the picture name (henceforth S&P distractors). In the following, semantically (S) and phonologically (P) related distractors were selected that were matched in terms of their semantic and phonological overlap to the S&P distractors. As suggested, but not implemented by Starreveld and La Heij (1996b) , it is important to match distractor words in the S&P condition to those in the S and the P condition on an individual item basis rather than just by averaging scores for each condition. This is important in regard to an items analysis, which will otherwise show deviant results. Again, phonological similarity was defined as an overlap of the two initial phonemes as a minimal requirement. In addition, a phonological overlap score was calculated that matched P and S&P distractor words in regard to their phonological similarity to the picture label. 4 For each individual picture label, the phonological overlap scores of the corresponding P and S&P distractors deviated no more than 10% from each other. Likewise, it was ensured that the unrelated (U) distractors were as phonologically unrelated to the picture label as the S distractors. In regard to conceptual overlap, semantic relatedness ratings were collected for the stimuli. Thirty participants were presented with pairs of words and instructed to rate conceptual similarity on a scale from 1 (very unrelated) to 5 (very related). The rated pairs consisted of the eighteen picture labels paired with the S&P distractor words as well as each picture label paired with three different potential S distractors, plus the picture label pairs with the P and the U distractors, presented in random order. From these ratings, the one S distractor word was chosen for each individual picture whose rating score was closest to the corresponding S&P score. Again, none of the individual scores for the S&P and the S condition deviated more than 10% from each other. Also, it was ensured that P and U distractors were semantically unrelated to comparable degrees. This selection procedure ensured that both phonological and semantic similarity were matched on an individual item basis. This experiment also employed a Control condition in which no distractor word was displayed.
Design. The experimental design included SOA (-150 ms, 0 ms, and +150 ms), Semantic Relatedness (Related vs. Unrelated), and Phonological Relatedness (Related vs. Unrelated) as within-subjects factors. Each set of 90 picture-word pairs was displayed three times at different SOAs. The order in which participants received the SOA blocks was balanced according to a Latin Squares design. Items were presented in a pseudorandom fashion such that the same picture never appeared twice on subsequent trials.
Procedure. The general procedure was similar to the one employed in Experiment 1 and 2. However, in accordance with Schriefers et al.'s (1990) Experiment 2, only three SOA blocks (-150 ms, 0 ms, +150 ms) were administered. Again, each participant was familiarized with the pictures before the experiment began. Subsequently, two practice blocks of 18 trials each, one without and one with auditorily presented unrelated distractors, were conducted. Finally, the three experimental blocks of 90 trials each were administered, resulting in a total of 270 experimental trials for each participant. Each testing session lasted approximately half an hour.
Results
Responses judged to be incorrect by the experimenter, response times shorter than 250 ms or longer than 2000 ms, and response times deviating more than three standard deviations from a participant's and condition's mean were eliminated. 4 Adapted from Lesch and Pollatsek's (1993) visual similarity estimate, this phonological similarity measure consists of an index ranging from 0 to 1, calculated as the average of a) the fraction of shared phonemes between two words (e.g., rabbit and rat) in and out of position (e.g., These procedures resulted in the exclusion of 2.3%, 0.2%, and 1.2% of the data, respectively. A total of 3.7% of data points were deleted in this way. Table 3 displays the mean response times, varied by SOA and picture-distractor relation. Figure 4 displays the semantic, phonological and semantic as well as phonological effects (Unrelated minus Related condition). Parallel to the half of Experiment 1 that employed auditory distractors, an early stage of semantic interference in the absence of phonological effects is followed by a late stage of exclusively phonological facilitation, with an intervening stage in which both effects are obtained. Semantically as well as phonologically related distractors have an effect that appears roughly additive only at the latest SOA, but clearly not so at the earlier two SOAs.
A 3 (SOA) 5 (Type of Relatedness) ANOVA was conducted on the data with both factors as within-subjects factors. A main effect of SOA, Due to the fact that the factors Semantic and Phonological Relatedness were factorially crossed, an additional 3 (SOA) 2 (Semantic Relatedness) 2 (Phonological Relatedness) ANOVA was performed in which the response data from the Control condition were omitted and all three factors were treated as within-subjects variables. Table ? ? shows the results from this analysis. Critically, a SOA Semantic Relatedness Phonological Relatedness interaction was obtained that was significant in both subjects and items analyses, as well as a Semantic Relatedness Phonological Relatedness interaction that was significant in the subjects analysis and marginally significant in the items analysis.
The significant three-way interaction described above indicates that the extent to which semantic and phonological relatedness modify each others' effects varies according to SOA. Consequently, the effects of Semantic and Phonological Relatedness were investigated at each level of the factor .001, MSE = 10,012, and a main effect of Phonological Relatedness, F 1 (1,41) = 11.95, p = .001, MSE = 8,208, that approached significance in the items analysis, F 2 (1,17) = 3,47, p = .080, MSE = 4,534. Furthermore, the Semantic Phonological Relatedness interaction was significant in the subjects analysis, F 1 (1,41) = 6.60, p = .014, MSE = 4,059, but not significant in the items analysis, F 2 = 2.41. Newman-Keuls pairwise comparisons indicated that the Semantically Related condition differed significantly from all other conditions. In contrast, the Phonologically Related, the Unrelated, and the Semantically & Phonologically Related Condition did not differ from each other, but differed significantly from the Semantically Related Condition. Despite the fact that the Semantic Phonological Relatedness interaction reported above was not significant in the items analysis, the same pattern of results held when the Newman-Keuls comparisons were performed on items instead of subjects.
For SOA = 0 ms, the analysis showed a main effect of Semantic Relatedness in the subjects analysis, F 1 (1,41) = 5.03, p = .030, MSE = 5,406, that was not significant in the items analysis, F 2 = 1.90. Furthermore, a main effect of Phonological Relatedness was obtained, F 1 (1,41) = 35,13, p ¡ .001, MSE = 60,611, F 2 (1,17) = 11.22, p = .004, MSE = 27,549, as well as a significant Semantic Phonological Relatedness interaction, F 1 (1,41) = 10,63, p = .002, MSE = 16,301, F 2 (1,17) = 8,29, p = .014, MSE = 7,565. Newman-Keuls tests showed that the Unrelated and the Semantically Related condition differed from all other conditions. In contrast, the Phonologically Related and the Semantically & Phonologically Related condition did not differ from each other, but differed from all other conditions. Finally, for SOA = +150 ms, a main effect of Semantic Relatedness was found in the subjects analysis, F 1 (1,41) = 5,46, p = .024, MSE = 2,437, that was marginally significant in the items analysis, F 2 (1,17) = 3,33, p = .086, MSE = 996. Furthermore, a main effect of Phonological Relatedness was obtained, F 1 (1,41) 
Discussion
If one ignores the results from the Semantically & Phonologically Related condition, the findings from this experiment once again replicated Schriefers et al.'s (1990) findings in that an early stage of exclusively semantic effects contrasted with a later stage of exclusively phonological effects. In accordance with the findings from Experiment 1, the intermediate SOA yielded both semantic interference and phonological facilitation. Distractor words that were semantically as well as phonologically related to the picture name showed an attenuated semantic interference effect at the earliest SOA (-150 ms), in which the prediction from additivity for these items was underestimated 20 ms at SOA = -150 ms. At the intermediate SOA (0 ms), the semantic interference effect for these items was entirely eliminated. Only at the latest SOA did semantic and phonological effects roughly add up for the semantically as well as phonologically related distractor words.
The fact that semantic interference was substantially reduced in the simultaneous presence of a form relationship replicates both Rayner and Springer's (1986) and La Heij's (1995, 1996b) findings obtained with visually presented distractor words. These findings appear to contradict the predictions made from the discrete two-step model of speaking. Such a model hypothesizes complete independence of lemma and lexeme stages and as a result would predict an additive relationship among the two experimental factors of semantic and phonological relatedness. Before this conclusion is accepted, the validity of the additivefactors method should be assessed in more detail. According to Pachella (1974) , the additive-factors method is based on the premise that the reaction time interval is filled with a sequence of stages that provide various informational transformations. These cognitive stages are assumed to be entirely modular such that the manipulation of experimental factors solely affects the duration of processing taking place on a particular cognitive stage, but not its content. Data from an experiment employing the additive-factors method can be informative in two ways. First, under a "functionally based approach to theorizing" (p.57), the presence of a statistical additivity among a pair of experimental factors can serve as an operational device to infer the existence of corresponding processing stages. Second, there are psychological issues in which there already exists some independent and external justification for assuming the existence of two or more independent stages. In such a case, the additive-factors framework can test specific assumptions about the character of these stages: additivity between the relevant experimental factors would indicate that the corresponding stages indeed adhere to a modular definition. In contrast, an interaction would show that the processing stages are not modular with respect to each other. Note that this use of the additivefactors method does not exclude the possibility that two factors might affect a single stage additively or that they affect different stages while interacting. However, in this case the definition of what makes a "stage" would be undermined. In this sense, the additive-factors method provides a method of testing specific claims about the definition and character of particular processing stages.
It is this latter sense of interpretation that is relevant to the question of modularity vs. interactivity in speaking. The existence of separate semantic and phonological representational stages in speech production is an undisputed issue in the literature; indeed, Caramazza (1997, p.329 ) recently called it "... as close to a universally shared position as anything is in cognitive science". The temporal sequence of semantic interference and phonological facilitation, once again replicated in the present experiment, further supports the assertion that lexical access in speech production involves two separable representational stages. Accordingly, the additivefactors method can be used to test the modularity assumption of the discrete two-step model.
To reiterate, the two-step model assumes that lexicalsemantic selection converges on a single candidate which subsequently undergoes phonological encoding at the lexeme level. Specifically, only one lexical-semantic item undergoes phonological encoding, and lexeme retrieval has no influence on the preceding stage of lexical-semantic selection. It is clear that this characterization of lexical access in speaking adheres very closely to the modular nature of a cognitive stage suggested by the additive-factors method. However, if these assumptions of the two-step model hold, it is hard to see how such an account could explain the interaction obtained in Experiment 3. As Roelofs et al. (1996, p.247) correctly note, the finding of an interaction among two experimental factors does not exclude the possibility that these two factors affect separate representational stages. However, this case would undermine the definition of a cognitive stage as provided by the additive-factors method, namely its modular sense.
In the following, we will discuss whether models of speech production that abandon the assumption of strict independence between the involved representational stages might be able to provide a plausible account of the obtained pattern. To this aim, we will look more closely at Roelofs' (1992a Roelofs' ( , 1992b ) discrete model of speech production and then consider a modification of this model that provides it with interactive characteristics. Figure 5 gives a schema of Roelofs' model. Within this framework, it is assumed that distractor words gain simultaneous access to their corresponding lemma entries (route a) as well as their lexemes (route b). An unrelated distractor word will compete with the target lemma, and since lexical access at the lemma level involves a selection probability function, this competition will result in a prolonged simulated selection time compared to a condition in which no distractor words are presented. In order to simulate a semantic relationship between a distractor and a target, it is assumed that conceptual similarity will cause spreading activation between the two corresponding concepts. As a result, a trade-off of activation at the lemma level will arise. For reasons detailed in Roelofs (1992a Roelofs ( , 1992b , this mutual tradeoff will benefit the distractor more than it benefits the target lemma, and consequently, lemma retrieval of the target will be slowed even more than in the unrelated condition. In contrast, phonologically related distractors will activate formrelated lexeme representations such as the target lexeme, and consequently, lexeme encoding will be accelerated. In this way, the model provides a plausible account of the general interference caused by the presence of a distractor word, as well as the more specific effects of semantic interference and phonological facilitation obtained in the picture-word interference effect. In order to account for the sequential pattern of these effect, the model would have to assume that distractor activation transmitted to the lexeme level decays quickly. As a consequence, distractor words that are presented before the onset of the picture (i.e., earlier SOAs) would show no effect on the stage of phonological encoding of the target because their activation had already died out by the time this stage was reached. Note that this model is a discrete twostep model in that activation is assumed to proceed unidirectionally from the lemma to the lexeme level. The mechanisms outlined above that account for semantic interference and phonological facilitation would predict an additive effect of these two factors, as the contributing representational levels are entirely independent of each other.
Interactive models of speech production (e.g., Dell, 1986 , Stemberger, 1985 differ from such an account in that they permit feedback from the lexeme to the lemma level. In this way, phonological activation can to some degree exert an influence on the earlier semantic-syntactic level. As described in the introduction, such a feedback link might provide a plausible explanation of why so-called "mixed" speech errors (i.e., errors that are semantically and phonologically related to the target word) occur more frequently than would be expected by chance. In order to modify Roelofs' framework, it could be assumed that the link between the stages of lemma and lexeme is bidirectional. In this way, distractor words can transmit activation to the lemma level (via route a in Figure  4) , to the lexeme level (via route b) and back from the lexeme to the lemma level (via feedback between the levels).
Such a feedback connection has no obvious consequences for semantically related distractor words: the mechanism accounting for semantic interference outlined above does not involve the lexeme level, and as a result, the mutual trade-off between target and distractor lemma activation should not be affected. However, the feedback link has an effect on formrelated distractor words. A phonologically related distractor would be assumed to gain access to its corresponding lexeme level representations and consequently prime formrelated units, such as the target lexeme. If activation is permitted to flow backwards through the system, then it can be assumed that not only the target lexeme, but also its corresponding lemma unit receives some priming. Note that the hypothesized feedback connection cannot be very strong as otherwise form-related priming effect would be predicted to appear at earlier SOAs, which is only the case to a small extent. Now consider the special case of a semantically as well as phonologically related distractor word. The mechanism described above predicts that such words -via their phonological relationship with the target -activate the target lexeme as well as to some extent the target lemma via feedback. At the same time, conceptual overlap with the target word prolongs selection time for the target lemma. However, because the correct lemma node has already received some priming via feedback from the lexeme level, semantic overlap now has less time to exert its influence on lemma retrieval. In other words, the semantic interference caused by semantically and phonologically related distractors will be attenuated through the priming via the feedback link. In this way, both a semantic and a phonological relationship could affect lemma retrieval time. A non-additive relationship between the two factors would be predicted if units at the lemma level possess a nonlinear activation function; this type of nonlinear activation dynamics is implemented in practically all exist- Levelt, 1996, Journal of Experimental Psychology: Learning, Memory, and Cognition, 22, p. 247. Copyright 1996 by the American Psychological Association. Reprinted with permission of the authors.
ing models of speech production. In this case, the effects of the two factors would not be expected to add up, and an interaction would arise, just as was demonstrated in Experiment 3. More specifically, semantic interference would be attenuated by a simultaneously present phonological relationship between distractor and target.
Note that the proposed mechanism is contingent on the presence of at least some degree of phonological facilitation per se at early SOAs, as the hypothesized transmission of activation back from the lexeme onto the lemma level predicts a detectable influence of form relatedness by itself. Indeed, at an SOA of -150 ms, facilitation obtained from phonologically related distractors was numerically weak and statistically not significant, and correspondingly, the interaction between the two experimental factors was not very powerful (significant in the participants, but not in the items analysis). In contrast, an SOA of 0 ms yielded a robust phonological facilitation effect of 19 ms. As a result, the feedback mechanism was able to effectively eliminate the interference effect created by the semantic overlap between distractor and target when a simultaneous phonological relationship was present. At an SOA of +150 ms, semantic interference per se had all but disappeared, and as a result, the feedback of activation ceased to show an influence on response times. Here, semantically as well as phonologically related distractors yield effects comparable to those obtained from form-related items.
A problematic aspect of such an account might derive from the fact that semantically and phonologically related distractors always yielded an effect comparable to the one obtained from phonologically related distractors. In other words, the semantic interference effect for these distractors was statistically (but not numerically) eliminated at SOA = -150 ms, and entirely disappeared at SOA = 0 ms. At this point, it is less than obvious whether a feedback mechanism as the one hypothesized above can account for the finding that a phonological relationship between distractor and target not only reduces, but "overrides" a simultaneously present semantic relationship. Only an actual computational implementation within an interactive activation framework of speech production would show whether this type of architecture could yield such an effect.
A very similar proposal has been forwarded in a recent study by Cutting and Ferreira (1997) . This study made use of the fact that homophones by definition have dissimilar conceptual characteristics and lemmas, but identical word forms. Participants named pictures of homophones (e.g., a "ball" as a toy) while confronted with distractor words that were semantically related to the alternative meaning of the picture name (e.g., "dance", which is related to "ball" as a festive event). The authors demonstrated that such distractors significantly sped up naming latencies at an SOA of -150 ms. Because in this condition distractor and target are conceptually unrelated, the obtained effect must be mediated via the fact that both meanings of "ball" have identical phonological representations. Similar to our account of the interaction between semantic and phonological relatedness outlined above, the authors hypothesized a feedback link from the lexeme level to the lemma level. In this way, the distractor "dance" could activate a semantically related lemma like "ball" as a festive event which in turn would undergo phonological encoding. If feedback from the lexeme to the lemma level is assumed, then lemma retrieval for "ball" as a toy would be accelerated. Hence, distractors semantically related to the opposite meaning of a homophonic picture could reduce the time required to access the correct lexical entry of the homophonic picture.
This account faces a similar problem as our hypothesis outlined above: the critical effect appears to involve phonological codes, yet phonologically related distractors usually do not show a substantial effect on naming latencies at this SOA. Cutting and Ferreira argued that this was the case as phonological distractors merely share a few segments with the target name and therefore do not provide the target lemma with much activation through the feedback connection. In contrast, homophones possess identical word forms, and as a result, the activation transmitted via the feedback link is strong enough to reduce lemma retrieval time. Whether this is a plausible account remains to be seen, but it is important to note that their hypothesis is essentially identical to our own.
General Discussion
The question of how semantic and phonological representations relate to each other has been a long-standing issue in research on speech production. One of the means by which this issue has been experimentally investigated is the pictureword interference paradigm. We believe that Experiments 1 and 2 provide an explanation for a striking discrepancy between the pattern of semantic and phonological effects caused by either visually or auditorily presented distractor words. When visual distractors are made more similar to auditory ones in that their display time is fixed, both versions yield a pattern of early semantic interference, followed by later phonological facilitation. These findings point out the importance of such a sequence as a central fact about lexical access in speech production.
In the light of these findings, an issue raised by La Heij (1995, 1996b) was reevaluated. Starreveld and La Heij obtained an interaction between semantic and orthographic relatedness in a picture-word interference paradigm when distractor words were presented visually, and concluded that semantic and orthographic effects either reside in interacting representational stages, or -the version favored by the authors -that both effects arise at the level of word form retrieval. Based on these findings, the authors rejected the discrete two-step model of lexical retrieval in speech production. We consider this rejection premature, given that the procedure employed by Starreveld and La Heij does not tap into the temporal sequence of lemma retrieval and lexeme access because of the extended duration of visual distractors. In contrast, the auditory version of the picture-word procedure yields a sequence of semantic and phonological effects that corresponds to the basic sequence assumed in lexical access. Consequently, our Experiment 3 essentially replicated their experiment with auditorily presented distractor words.
The results from this experiment demonstrated a clear non-additive influence of the experimental factors of semantic and phonological relatedness on response times. This finding is in accordance with the results from speech error research cited in the introduction (i.e., the occurrence of "mixed errors" at a rate above chance) and suggests that one of the critical assumptions of the discrete two-step model of speaking -the claim that activation proceeds unidirectionally from semantic to phonological representations -might have to be abandoned. The interaction between semantic and phonological relatedness is most easily explained by assuming that both factors modify each other via feedback from the phonological onto the semantic-syntactic level.
The above explanation locates the origin of the nonadditive effect within the system of speech production per se. Such a hypothesis stands in marked contrast to accounts of "mixed" errors in speech error corpora by means of a production-external "monitoring system" (Baars et al., 1975; Levelt, 1989) . Whereas the "monitoring" hypothesis constitutes a plausible account with regard to speech errors, we are unable to see how it would account for our findings from the picture-word interference procedure. After all, here the speaker produces the correct word in the overwhelming majority of cases, and the monitor would be assumed to accept all these responses. Under these circumstances, we believe that our finding provides evidence for a productioninternal mechanism through which the factors of semantic and phonological relatedness modify each other. These findings should not be understood, however, as contesting the existence of monitoring systems in general. There is an intuitive plausibility to the notion that speakers do indeed monitor their own output, as well as some independent experimental evidence (e.g., Baars et al., 1975; Motley, Camden, & Baars, 1982; Levelt, 1983) . However, it is unclear how such a monitoring system could account for the present findings.
In conclusion, we believe that La Heij (1995, 1996b) raised relevant issues, but used a procedure that does not provide clear answers. In contrast, our own study used a procedure that, by employing auditory distractors, reflected the respective contributions of lemma and lexeme stages of lexical access. In accordance with Starreveld and La Heij's findings, an interaction between semantic and phonological relatedness was obtained. Such a finding might be best explained by abandoning the notion of discrete, modular stages in speech production and allowing for some extent of interactive feedback between the representational levels.
