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SUMMARY
For any non-linearly responding body, an equivalent linear-elastic model can be developed in 
which the material non-linearity and inertial effects are represented as supplementary 
pseudo-forces which act in addition to the physical loading. The pseudo-forces can be 
decomposed into constant load-sets multiplied by (deformation-dependent or 
displacement-dependent) scaling factors. If the scaling factors can be determined, the overall 
non-linear response can be found from the linear-elastic model using the principle of 
superposition. For the class of problem in which the material non-linearity is present in only 
localised regions, a reduced system of non-linear equations whose unknowns are the scaling 
factors may be derived using an influence matrix technique. This 'reduction procedure', which we 
refer to as the Pseudo-Force Influence Method (PFI-Method), is the topic of this thesis.
This dissertation is split into three parts. The contents of each are now briefly summarised.
Part I (chapter 1) 
The pseudo-force concept and objectives of this thesis
In Part I, we explain why non-linear assessments of offshore structures may be required and 
discuss why general purpose finite element programs are not always suitable for such studies. The 
pseudo-force concept is introduced and proposed as an alternative approach that can provide the 
non-linear response using linear-elastic software.
A historical review of the development of pseudo-force and related methods reveals that these 
methods have been used primarily to determine the response of modified linear-elastic structures, 
and that the heuristic approach adopted by several researchers is not readily extended to complex 
non-linear problems.
Our primary objective is to develop, using pseudo-force principles, an efficient non-linear 
analysis tool for the assessment of offshore braced frames. A secondary objective is to develop the 
pseudo-force formulation within a continuum mechanics framework to demonstrate formally that 
the PFI-Method is simply a reformulation of the displacement-based stiffness method that is often 
employed in conventional finite element packages.
Part II (chapters 2 to 5) 
The PFI-Method for braced frames
In Part II, we consider offshore braced frame structures, and in particular their non-linear 
response when exposed to severe storms. Before advancing the theory of the PFI-Method for such 
structures, we begin in chapter 2 by addressing the following: governing failure modes of braced 
frames; construction of representative non-linear structural models; procedures for static, cyclic 
and dynamic analyses, and criteria with which to judge the structure's adequacy.
Consideration of the failure modes of offshore braced frames leads to the conclusion that the 
axial capacity of a few members governs the overall strength and that the bracing configuration 
plays a key role in the ability of the structure to re-distribute load from buckling members. Some 
important aspects of non-linear structural modelling are addressed with emphasis on how to 
model the axial capacity of the members using non-linear bar elements. A member model based 
on plastic hinge theory is developed and a hysteretic algorithm for axial member capacity is 
described.
Using the principle of virtual work, the PFI-Method is developed in chapter 3 for statically 
responding structures in which the non-linear member behaviour can be described using bar 
elements. The method leads to a reduced system of non-linear equations whose dimension is 
found to match the number of non-linear bars employed. Consequently, the PFI-Method is 
expected to be very efficient if the failure mode is controlled by only a few members, as is usually 
the case for offshore braced frames. General 'arc-length' iterative procedures are discussed for the 
solution of the reduced system and a particularly effective method based on deformation control 
with initial stiffness iterations is recommended. The construction of a simulation system for 
non-linear analysis is described. This employs any linear-elastic program together with a 
stand-alone routine to solve the reduced system equations.
In chapter 4, dynamic effects are included, while still restricting material non-linearity to bar 
elements. If the mass of the structure can be lumped to a few points, D'Alembert's principle 
immediately converts the inertial resistance to equivalent dynamic pseudo-forces. Otherwise, a 
modal transformation is first employed. Similarities and differences between the dynamic 
PFI-Method and the non-linear modal superposition technique are explained. The extension of the 
simulation system for non-linear dynamics is elaborated upon. In both chapters 3 and 4, the 
physical interpretation of the influence matrices is given but their formal construction is 
postponed until chapter 7.
Chapter 5 puts the theory developed in chapters 3 and 4 into practice. Several examples of 
static, cyclic and dynamic response are presented. The problems considered, which are analysed 
using the described simulation system, range in complexity from a single-degree-of-freedom 
spring to a large structure. These validate the accuracy of the PFI-Method against analytical 
solutions and finite element packages, and confirm the effectiveness and efficiency of the 
approach.
Fart III (chapters 6 and 7) 
A more formal treatment of the PFI-Method
In chapter 6, continuum mechanics principles and plasticity theory are employed to provide a 
framework for the more general treatment of the PFI-Method which is developed in chapter 7. The 
resistance of a finite element is derived within a co-rotational reference system which is suited to 
large rotation, small strain, computations. The element resistance is developed in terms of its 
deformation modes. Only later are rigid body modes considered. Symbolic notation is used which 
enables the geometrically non-linear stiffness matrices to be expressed explicitly in terms of the 
geometrically linear matrices.
In chapter 7, a general theory for the PFI-Method is derived using the co-rotational approach 
developed in chapter 6. The symbolic notation adopted in chapter 6 allows the influence matrices 
to be formally defined and symmetries to be identified. Moreover, for geometrically linear 
problems, the equivalence of other related techniques such as the initial strain method also become 
apparent with this notation.
Both nodal and element PFI-Methods are developed, the distinction reflecting whether or not 
the pseudo-forces are summed at common nodes. The number of pseudo-forces required to 
represent material non-linearity is shown to equal the number of deformation modes in the 
element. A procedure for incorporating global geometric non-linearity without diminishing the 
overall effectiveness of the PFI-Method is discussed. Finally, the efficiency of the PFI-Method is 
compared to that of a conventional solution procedure operating on the global system matrix.
Part I
The pseudo-force concept and 
objectives of this thesis
Chapter 1
GENERAL INTRODUCTION
1.1 M o t iv a t io n  f o r  t h is  w o r k
1.1.1 Structural integrity of offshore platforms
This work has been driven primarily by the need for efficient non-linear analysis capabilities 
for the assessment of offshore braced-frame structures (Fig. 1.1) in water depths of up to 200m.
Fig. 1.1 Offshore braced-frame structure
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From the offshore operator's perspective, non-linear methods are employed primarily to 
demonstrate the fitness for purpose of existing structures; and in particular to provide assurance 
of their ability to resist severe storm induced loading. Many of these have been designed to 
out-dated codes, or have suffered damage at some time during their operation. Moreover, with 
the discovery of new oil or gas reservoirs in close proximity to operating fields, an attractive 
economical option is to make use of existing facilities. This may result in demands being placed 
upon the structure outside the original design intent. Conventional 'first component failure' 
assessment procedures, based on linear-elastic analyses, often show these structures to be 
inadequate. On the other hand, a non-linear 'system strength' approach, in which the collapse 
resistance of the frame is determined, can usually demonstrate that these structures are perfectly 
satisfactory - and therefore non-essential repair/remedial work, which is extremely expensive 
offshore, can be avoided.
The design of new platforms can also be improved by utilising non-linear models, enabling 
weak links to be identified and removed, and generally leading to a much improved performance 
for the same initial cost.
1.1.2 Developments in numerical computations for non-linear 
braced frames
That the performance of offshore structures is best measured by their collapse resistance (as 
opposed to the onset of yielding or buckling in a single member) has long been recognised. 
However, although early publications on this subject discussed the governing failure modes 
( M a r s h a l l  &  B ea , 1976), and introduced concepts such as reserve strength ( L lo y d  & C la w s o n ,  
1984), it was not until the late 1980’s that numerical methods and computing power had reached 
the stage that a computational collapse analysis of a space-frame with buckling members was 
possible. In Shell, the first study was completed in 1986 using the INTRA and MARC programs on 
a Cray-1 supercomputer. This study took one man year of effort. A second study was completed 
in 1988 ( S t e w a r t  e t .  A l. ,  1988). In both studies, the solution algorithm often failed to converge 
when members buckled and several runs using different iteration/load-step strategies were 
required to determine the collapse load.
Although* the robustness of commercially available general purpose non-linear f.e. programs 
continues to improve, these are not usually suited to routine application and require considerable 
learning time to use effectively and correctly. More recently, special purpose programs for the 
analysis of braced frames such as USFOS (S0REIDE e t a l ., 1992) have emerged, but nevertheless the 
non-linear assessment exercise remains non-trivial.
1.1.3 Primary objective in this work: non-linear response of frames 
using linear-elastic software
For the engineer faced with a non-linear assessment and familiar with a certain linear-elastic 
analysis package, it would clearly be extremely beneficial if this software and associated structural 
model could be used without modification to determine the static, cyclic, or dynamic capacity of a 
structure. Achieving this goal is a prime objective of this thesis. Of course to be of practical use,
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any proposed method must be accurate and efficient.
The technique developed and presented is based on the pseudo-force concept, whereby 
non-linear and inertial resistance contributions are represented as pseudo-forces that act in 
addition to the physical loading on a linear-elastic model. The problem then is to determine these 
pseudo-forces: once the pseudo-forces have been found, the linear-elastic analysis program may 
be used to determine the non-linear response. Typically, the physical loading can be represented 
as a constant load-set (comprising dead loading, buoyancy loading and functional loading) and a 
load-set that is scaled, representing the environmental forces. For each value of the scaling factor 
(or for each time step in a dynamic analysis) different pseudo-forces are determined.
The attractiveness of the proposed method for frame analysis lies in the fact that for any given 
set of physical forces, the pseudo-forces are calculated using a stand-alone computational 
algorithm that is completely portable. The input data required for this stand-alone module are the 
non-linear behaviour of individual members and the elastic characteristics of the structure (which 
may be provided using any linear-elastic structural analysis program).
1 .2  T h e  p s e u d o -f o r c e  c o n c e p t
The classical approach to mathematical modelling of a non-linear body treats plasticity, 
geometric non-linearity, and dynamic resistance as intrinsic properties of the body, while the 
physical external loads are considered to cause the motion of the body. The pseudo-force concept 
offers an alternative interpretation. As already mentioned, an equivalent problem is derived in 
which the inelastic material properties, the geometric non-linearity and the dynamic resistance are 
represented as supplementary (pseudo) forces (F NL, FA, F °, respectively) acting on a linear-elastic 
reference body (Fig. 1.2). Well known concepts in linear-elastic analysis are then applicable, such 
as the principle of linear superposition and the response influence technique.
NLNL
(a) Forces acting on non-linear body (b) Forces acting on linear-elastic body
Fig. 1.2 Equivalent representation of a non-linear problem.
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For the most general problem class, the total response r_ of the linear-elastic reference body 
may be interpreted as the sum of each individual response such that we may write
r = rL + rNL + rA + rD (1.1)
in which
r L is the linear-elastic response produced by the physical loading FL;
rNL is the linear-elastic response produced by pseudo-forces FNL associated with
plasticity;
rA is the linear-elastic response produced by pseudo-forces FA associated with
geometric non-linearity; and
rD is the linear-elastic response produced by pseudo-forces F °  associated with
dynamic resistance.
Thus the original problem is transformed into one of finding the individual pseudo-forces and 
their corresponding response contributions derived from the linear-elastic reference model.
The pseudo-forces can be decomposed into constant load-sets multiplied by (deformation or 
displacement) dependent scaling factors. Using the concept of influence matrices, the original non­
linear problem, which may have several thousand degrees of freedom, can be reduced to a much 
smaller (non-linear) system whose unknowns are the pseudo-force scaling factors. Once the 
scaling factors have been determined, the overall response is found from the linear-elastic model 
by adding the weighted responses of the constant load-sets to that produced by the physical
loading (i.e. superposition principle). Provided all pseudo-forces are identified, the reduced
system contains all the information necessary to describe exactly the non-linear response. The 
computational procedure developed is referred to as the Pseudo-Force Influence M eth od  
(PFI-Method).
For the same discretised description of a structure, die PFI-Method will produce results 
identical to more conventional non-linear finite element procedures. While completely general in 
concept, the PFI-Method is best suited to the class of problem in which
(a) plasticity is present in only a small number of elements;
(b) inertia and damping properties can be assigned to a few nodal freedoms or
alternatively described using a few mode shapes; and
(c) geometric non-linear effects are either negligible or can be approximated by making 
use of simplified displacement fields.
Steel braced-frame structures (e.g. offshore structures) are one class of problem that generally 
satisfy these requirements.
1.2.1 The approach for bar elements and more general elements
To give an appreciation of the overall pseudo-force concept, we first develop the method 
specifically for non-linear bar elements (chapters 3 to 5). In this development, we state the physical
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interpretation of the influence matrices but do not define them in formal mathematics. (The 
influence matrices, being intrinsic properties of the elastic body, need not be formulated explicitly 
to progress the pseudo-force method). In most cases, non-linear bar elements will suffice for the 
modelling of braced frame structures.
In chapters 6 and 7, we adopt a more formal approach, developing the pseudo-force method 
from continuum mechanics and plasticity theory. There are several advantages to this more 
rigorous treatment of the PFI-Method. Firstly, the links between the pseudo-force method and any 
other procedure such as the global stiffness method employed in conventional finite element 
packages will become clear. Secondly, the influence matrices can be explicitly defined and 
symmetries identified. And thirdly, for geometrically linear problems, the equivalence of other 
techniques related to the pseudo-force concept such as the initial strain method become 
immediately apparent.
1.3 P s e u d o -f o r c e  m e t h o d s  a n d  r e l a t e d  t o p ic s  in
PUBLISHED LITERATURE
Given a large model of a structure, it seems self-evident that if the properties of only a few  
elements are altered, this should not entail carrying out a complete re-analysis to obtain the new  
response. There is a large amount of literature on efficient methods for the s ta tic  re-an a lysis  of 
linear-elastic structures, and the philosophical nature of this problem is similar to that of finding 
the non-linear response of a structure in which the behaviour of only a few elements differs from 
linear-elastic. We therefore include a review of methods for static re-analysis before progressing to 
review the procedures used for non-linear problems.
1.3.1 Methods for static re-analysis of linear-elastic structures
Since the 1950's several static re-analysis techniques have emerged that use the original 
linear-elastic model as the starting point for the modified response. The extensive literature review 
conducted by A bu-K a ssim  & To p p in g  (1987) (which updates a previous literature survey 
performed by A r o r a , 1976) provides a good impression of the variety of approaches considered 
previously. The following provides an non-exhaustive list of the key-words under which most of 
this work may be found:
• Re-analysis methods;
• Theorems of Structural Variation;
• Pseudo-force, or Pseudo-load method;
• Initial strain concepts;
• Linear Superposition methods;
• The Virtual Distortion Method;
• Modification/optimisation/re-configuration methods;
• Static condensation/substructuring methods.
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These procedures can be broadly classified into two categories: pseudo-force (and related) 
methods, and direct modification methods which operate on the global system matrix. All 
methods strive to find a reduced system of equations for the response of the freedoms connected 
to the modified elements.
In pseudo-force and related methods, the response of the modified structure is simulated by 
adding constraints, in the form of either pseudo-forces or initial deformations, to the original 
linear-elastic model. The usefulness of this approach depends crucially on how efficiently the 
constraints can be obtained.
It is convenient to distinguish between nodal and element pseudo-force methods. In nodal 
pseudo-force methods, the pseudo-forces are applied at nodal points in the global co-ordinate 
system and pseudo-forces applied at common nodes are summed. In the element pseudo-force 
method, the pseudo-forces are associated with individual elements, and are applied in the local 
element co-ordinate system; they are not summed at common nodes. The initial strain (or thermal 
load) technique is equivalent to the element pseudo-force method for geometrically linear 
problems.
The use of the initial strain technique to simulate the response of modified structures was 
pioneered by Argyris and his co-workers (A rgyris & K elsey , 1956 1960, 1961; A rgyris, 1964). A 
procedure similar to that proposed by Argyris et al. was later derived by M e l o s h  & Lu ik  (1968). In 
these early publications of the initial strain technique the M a trix  Force M eth od  was employed, but 
these same procedures can also be derived using the displacement based stiffness method as in the 
V irtual D isto rtion  M ethod  (VDM) of Holnicki-Szulc/Mroz/Gierlinski (H o l n ic k i-Sz u l c  & M r o z , 
1985; H o l n ic k i-Szu l c , 1987,1989,1991; H o l n ic k i-Sz u l c  & G ier lin sk i, 1989).
Several heuristic pseudo-force and initial strain procedures have been developed. In this 
approach, the constraints are sought by appealing both to the classical theorems of structural 
mechanics (e.g. Betti's law, Castigliano's theorem, superposition, etc.) and a certain amount of 
intuition. Several authors, including M a jid  and his co-workers (1973; 1974; 1978), A tr ek  (1985), 
and H o l n ic k i-Sz u l c  & G ierlin sk i (1989) have followed this route. The rather trivial problem of 
obtaining the updated structural response if a single bar element is modified has been discussed 
by M a jid  & E llio t  (1973). A l-B ak ri (1977) later accounted for simultaneous modifications of 
several bars in an optimisation study of transmission-line support towers.
O f th e  d ire c t m o d if ic a tio n  m e th o d s , s ta tic  c o n d e n sa tio n  o r  s u b s t ru c tu r in g  (see  fo r  e x a m p le , 
A r o r a  & G o v il ,  1977) is  p e rh a p s  th e  b e s t  k n o w n . A  d ire c t m e th o d  p ro p o s e d  b y  A r g y r i s  e t  a l . 
(1971) is  o f  p a r t ic u la r  in te re s t a s  i t  m a y  b e  sh o w n  to  b e  e q u iv a le n t to  a  n o d a l  p se u d o -fo rc e  m e th o d  
d e r iv e d  u s in g  m a tr ix  a lg e b ra  b y  W a n g  e t a l ., (1983), as w e  w ill d e m o n s tr a te  in  c h a p te r  7.
It is interesting that many of the articles on pseudo-force or related methods present essentially 
similar methods from a different perspective; several methods that were first developed in the 
1950's were independently re-discovered in the 1970's. Perhaps the reason stems from die fact that 
most work in this area has been problem oriented and driven by specialists with interests in 
different fields. Another contributing factor may be that a heuristic approach has been adopted in 
many articles and as a result the authors may not recognise the similarity between their suggested 
approach and that put forward previously by others.
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Historically, pseudo-force and related concepts have often been misunderstood. The exchange 
of articles between A rgyris & K esley (I960, 1961) and G rzed zielsk i (1961), who each took firm 
positions on their alternate procedures, makes interesting reading.
In chapter 7 of this work, where the PFI-Method is developed for general non-linear problems 
using fundamental principles of continuum mechanics, static re-analysis procedures emerge as a 
special case (see sections 7.4.1 and 7.5.2)
1.3.2 Methods for static and dynamic analysis of non-linear 
structures
The idea that the initial strain technique could be used to simulate the response of non-linear 
structures appears to have been first suggested by A rgyris (1964) who also noted that only a 
reduced problem need be solved to obtain the magnitude of the initial strains. His treatment of the 
problem using matrix algebra and the Force Method is applicable to general element types.
Heuristic arguments can be also be used to develop (element) pseudo-force and initial strain 
methods for structures with simple non-linear element types. H o l n ic k i-Sz u l c  &  G ier lin sk i (1989) 
used initial strains and the concept of influence matrices to obtain a reduced system of equations 
that simulated non-linear behaviour (such as yielding, strain-hardening and fracture) of bars. This 
procedure was re-formulated by STEWART &  VAN DE G r a a f  (1990) into a pseudo-force method that 
included strain softening of the non-linear bar element, thus enabling member buckling to be 
simulated. They also showed that the reduced system equations could be solved outwith the 
linear-elastic software package and presented a portable simulation system for static analysis.
The heuristic approach provides physical insight and is rather straightforward for bar elements 
but it is difficult to extend to more general elements with non-linear material properties.
Nodal pseudo-force methods can also be used for non-linear analysis. The method proposed by 
W a n g  e t  a l ., (1983) for static re-analysis has been extended for non-linear structures by 
A b u -K a ss im  & T o p p in g  (1985).
The above methods all attempt to find 'exact' solutions to the discretised problem. 
Approximate procedures based on the Rayleigh-Ritz concept are also very popular. These 
reduced-basis techniques approximate the nodal displacement field using a small number of Ritz 
basis vectors. For static analysis the Ritz vectors are typically formed from either the linear buckling 
modes (N a g y , 1979; N a g y  & K O nig, 1979) or the updated stiffness matrix ( N o o r ,  A n d e r s o n  & 
P e te r s ,  1979; N o o r  & PETERS, 1980) whereas for dynamic analysis, either the initial mode shapes 
( N i c k e l l ,  1976; S t r i c k l i n  & H a is le r ,  1977; M o r r i s ,  1977; C l o u g h  &  W i ls o n ,  1979; B a t h e  & 
G r a c e w s k i ,  1981; K u k r e t i  & Is sa , 1984) or updated mode shapes ( I d e l s o h n  & C a r d o n a ,  1985; 
MOHRAZ, ET AL. 1991) are used. Procedures that are based on the initial configuration of the 
structure are written in pseudo-force form. The accuracy of reduced basis methods depends 
crucially on the appropriateness of the basis vectors selected. A comprehensive review of 
reduction methods is given by NOOR (1981,1994).
For the response of geometrically linear structures with local material non-linearity and, in the 
case of dynamics, with masses assigned to only a few discrete points, we are interested in an exact 
formulation of the reduced problem. Therefore for this problem class the reduced basis methods
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are only of passing interest. However, for geometrically non-linear problems or for dynamic 
problems in which the mass is distributed over the body, an approximate procedure is essential to 
obtain a reduced system. Estimating the influence of both global geometric non-linearity and 
distributed inertial resistance using a reduced basis technique, while evaluating the effect of local 
material non-linearity exactly with the PFI-Method, provides an attractive solution option, as we 
will discuss in chapter 4 and chapter 7.
1 .4  S u m m a r y  o f  o b je c t iv e s
Before leaving this chapter, we summarise our objectives. These are:
(1) to develop, using a pseudo-force technique together with standard linear-elastic finite 
element software, a practical, efficient and accurate computational tool for non-linear 
(dynamic) response analysis of framed (offshore) structures; and
(2) to develop the pseudo-force method within as general a framework as possible, 
thereby formalising the mathematics of the procedure and consequently enabling it to 
be directly compared with more conventional solution procedures commonly used in 
finite element programs.
In chapters 2 through 5 we address the first of these objectives while the second is the scope of 
chapters 6 and 7.
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Part II
The PFI-Method for braced frames
Chapter 2
OFFSHORE BRACED-FRAME STRUCTURES
2.1 In t r o d u c t io n
Jacket structures
The first offshore structure was installed in 1947 in 7m of water (VUGTS, 1989). To date there are 
more than 6000 offshore structures world-wide. The majority of these are in water depths of less 
than 200 m and are bottom founded steel space frames (sub-structures) that support modular 
units (topside super-structure) for drilling and oil and gas production. An example of a typical 
North Sea platform is shown in Fig. 2.1.
K- bracing
X- bracing
Fig. 2.1 Typical N orth Sea platform  Fig. 2.2 X and K bracing arrangem ents
The sub-structure, of which there are two types, is commonly referred to as a jacket structure. 
The conventional template jacket has founding piles that are driven inside the legs and welded to
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the top of the frame. The name arises because the sub-structure's legs fit over the piles rather like 
the sleeves of a "jacket", and also the legs act as a template for piling. These structure types are 
typical of shallow water developments such as those in the southern North Sea or close to shore in 
the Gulf of Mexico. For larger, heavier structures, such as those in the northern North Sea, one pile 
per leg is insufficient to support the overall weight and resist the environmental forces. The piles 
are then placed externally in groups and are grouted to the base of the legs. These tower frame 
structures (of which the structure in Fig. 2.1 is an example) are also commonly (but less correctly) 
referred to as jacket structures. The tower frame acts like a cantilever with the base being the most 
heavily loaded portion whereas in a template jacket, the critical area is at the top of the legs where 
the pile axial forces enter the structure.
The dominant forces acting on these structures are gravity loads (from the topside equipment 
and self weight of the platform), and environmental forces that arise from the combined action of 
waves, wind and current. The fluid loading on each member comprises a viscous drag term that is 
proportional to the square of the fluid velocity and (a less significant) inertial term that is 
proportional to the fluid acceleration ( M o r i s o n  e t  AL. 1950). In the linear response range (that is 
before members start to buckle or yield), dynamic effects can usually be disregarded as the natural 
period of the structure (around 2 secs.) is far from the excitation period (about 15 secs, in the 
North Sea) of large waves.
Jacket structures resist applied loading primarily by mobilising the axial strength of members. 
Even at large lateral deflections, the shear resistance that develops in the legs (and piles in a 
template jacket) is generally of secondary importance when compared to the lateral resistance 
offered by the vertical bracing system. The type of bracing configuration plays a key role in 
determining the overall non-linear behaviour of the frame. Two common configurations 
(X-bracing and K-bracing) are identified in Fig. 2.2.
It is required to prove the integrity of these structures when exposed to extreme storms.
Linear or non-linear analysis ?
Designs of new offshore structures and re-assessments of existing ones usually rely on 
linear-elastic models to determine the internal forces in each component as a result of the design 
loading. Compliance with codes and guidelines (such as API-RP2A) is achieved if, for all 
components, the strength exceeds the induced forces by an adequate margin of safety. This "first 
component failure" procedure clearly does not provide the true maximum load-bearing capacity 
of the structure.
There are two reasons why this maximum capacity or "collapse resistance" may be of interest. 
Firstly, a better understanding of how structures behave can lead to improvements in design, 
resulting in safer structures for the same cost. But the main reason is that in many cases, demands 
are often placed on existing structures that are outside their original design intent (examples 
include additional production equipment to process the oil and gas from a nearby newly found 
reservoir, and damage from dropped objects). It may not then be possible to verify the structure to 
existing design recommendations. As strengthening an existing structure is prohibitively 
expensive, it is worthwhile to identify (and make use of) any hidden reserves of strength beyond 
the component-level capacity.
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To quantify any "reserve strength", a non-linear structural model is required together with an 
appropriate assessment procedure and acceptability criteria with which to judge the adequacy of 
the results. Setting out the methodology of how these may be realised is the primary aim of the 
remainder of this chapter.
Understanding the failure mode characteristics of braced frames is a pre-requisite to 
developing non-linear models that can adequately represent these. We therefore go into this 
aspect in some depth. Since the frame strength is determined by the strength of its component 
parts, the behaviour and modelling of the individual members are considered in detail. The axial 
member strength contributes most to the overall capacity of the structure and a simple model to 
determine this is proposed.
We begin by developing the overall framework of the assessment procedure.
2.2 A s s e s s m e n t  p r o c e d u r e s  f o r  s t r u c t u r e s  e x p o s e d
TO EXTREME STORM LOADING
2.2.1 Storms
Storms may be defined as events in which the maximum sea-state intensity (measured by the 
significant wave-height) exceeds a given threshold, for example 5m. This definition ensures 
independence of individual storms. For the North Sea, it results in about four winter storms per 
year. An extreme storm may be defined as one that will cause (near) collapse of the structure.
Characterising storms
The profile of a storm consists of a number of sequential sea-states whose intensities build up 
to a peak and then decay (Fig. 2.3).
Intensity (hs)
Equivalent
rectangular
storm
Actual
storm
profile^x
Time6-9 hours
Fig. 2.3 Equivalent rectangular storm
By considering each sea-state in the storm, one can derive an equivalent rectangular storm 
(Bo r g m a n , 1970; Tu c k er , 1991). This has constant intensity hs with an associated duration of a 
few hours (typically 6 to 9 hours for the North Sea) comprising around 2000 waves. The
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(conditional) probability of non-exceedance of wave heights h in this equivalent storm is given by 
the Rayleigh distribution (CARTWRIGHT & LONGUET-HlGGlNS, 1956):
FK(h\hs ) = l - e - 2Wh’ )1 (2.1a)
where the sub-script 'R' denotes the Rayleigh distribution. If there are N  waves in the equivalent 
storm, the probability of non-exceedance of the largest wave /zmax is given by
This may be referred to as the short-term variability in maximum wave-height, and is denoted by 
the sub-script, 'ST'.
Maximum wave-height distribution and return period
If the probability density function of storm occurrences f (h s ) can be established (for example 
from hindcast data, see W a r d  & C a r d o n e , 1978), then from the integral form of the total 
probability theorem we get the long-term (LT) maximum wave-height cumulative distribution as
hff^. If there are v storms per year, then the cumulative distribution of the annual maximum 
wave-height is given by
The wave that has a return period R years (i.e. occurs on average once in R years) is known as the 
R-year wave and its height is calculated from the relationship
Typically the 100-year wave height is used as a reference value for design.
2.2.2 Assessment procedure for static collapse (pushover) analysis
In a static pushover analysis (Fig. 2.4), we use a non-linear structural model to evaluate the 
collapse resistance of the structure. Inertial effects introduced by motion of the structure are 
ignored in this type of assessment.
(2.1b)
% ( V « )  =  \F s r ( hmax\hs ) f ( hs ) dhS • (2.2a)
0
This gives the probability that the largest wave in a storm selected at random will be less than
FaW  = [FLT(h)]W . (2.2b)
(2.3)
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Collapse resistance
The design environmental load-set which results from the 100-year wave with associated 
current and wind (API-RP2A) is a useful reference level load for non-linear analysis. If, in our 
non-linear structural analysis we first apply the (factored1) still-water gravity and buoyancy 
loading, FG, and then progressively increase F}^ by a scaling factor X, the structure will 
eventually collapse when the scaling factor reaches Xu[t (Fig. 2.4). Associated with the force vector 
FjSo, we may select a suitable global force measure (such as total horizontal force or total applied 
overturning moment about the sea-bed). This scalar quantity is denoted by . The collapse load 
Xuitrfoo called the pushover strength  of the structure (Llo y d  & C l a w s o n , 1984). The factor Xuit is 
a measure of the safety margin - Lloyd and Clawson call it the reserve strength  fa c to r  (RSR) - and 
it can be related to the probability of failure, as will be discussed briefly later in this section.
X FW 
“ 100
strength
Residual
strength
First component 
failureT>A
3
Available ductility 
exceeded
Deck displacement, §
Fig. 2.4 Static pushover analysis
Several static pushover analyses are reported in the literature. In addition to the already 
mentioned publication by Lloyd and Clawson, the reader is referred to the work of STEWART ET 
AL., (1988), T itu s  & B a n o n  (1988), H e l l a n  e t a l . (1994) which give insight into methodologies for 
such analyses and to the publications by N o r d a l  (1990), VAN DE G r a a f  &  T r o m a n s  (1991), 
H e l l a n  ETAL. (1993), and Si ETAL. (1993) which provide details of application studies. The review 
paper by B o l t  & B i l l i n g t o n  (1993) gives a good overview, comparing and contrasting the 
different methodologies used.
Failure mode classification
The pushover curve, in which the global environmental load factor is plotted against the 
displacement of the deck, provides a good insight into structural performance. Additionally,
1. The reasons for factoring this (by 1.15) are discussed at the foot of the next page.
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referring to Fig. 2.4, certain non-dimensional measures may be used to characterise the structure:
RF =  ^ f - ,  «  = -£*-; H , (2.4)
ult ult
The redundancy fa c to r  (KF) was introduced by STEWART ET AL. (1988). It is a measure of the 
reserve strength beyond first component failure (X )^. It therefore indicates how much has been 
gained by the non-linear assessment over the linear-elastic stress analysis.
The ratio a  of the post-ultimate (or residual) strength (XR) to the collapse strength may be 
referred to as the robustness factor. The robustness factor together with the limiting ductility 
factor (which is a measure of the maximum allowable deformation), provide a means of 
classifying the failure mechanism as either:
(a) ductile, implying a  =  1 and |i/im » 1 ;
(b) brittle, implying a  « 1  or |i/im = 1; or
(c) semi-brittle, if somewhere between the two extremes.
Ductile structures are preferred over brittle structures as their dynamic load-bearing capacity is 
greater (see section 2.2.4). Whether a structure behaves in a ductile or brittle manner depends on 
its bracing configuration. This is discussed in detail in section 2.3.
Probability of failure
Early studies on the failure probability of offshore platforms (see for example: M a r s h a l l ,  1969; 
M a r s h a l l  &  B e a , 1976; A n d e r s o n ,  S i lb e r t  & L lo y d , 1982) gave valuable insight into the 
parameters that controlled structural safety but did not attempt to provide any guidance on 
acceptable margins between the design load and the pushover resistance.
The pushover factor Xu[t can be related to the probability of failure if two assumptions are 
made. The first step involves replacing the random system strength R by its characteristic value1 
Rcftflr. This can be justified ( S t e w a r t  e t  AL., 1988) by consideration of each component's strength 
variability and bias (the ratio between its mean and characteristic strength). Recent collapse 
analyses studies by S ig u r d s s o n  e t a l .  (1994) using USFOS together with Monte-Carlo simulation
1. The assessment check for a structural component may be expressed as Yw^ ioo > Khar I Yc where: Khar is the 
component's characteristic strength (typically taken to be an estimate of the lower 5-percentile strength), y c 
is a resistance factor, and y w is a load factor. For different component types, the resistance factor may vary. 
For steel members a value of y c = 1.15 is often selected while for foundation elements 1.3 is considered 
appropriate (DnV, 1977). API-LRFD recommends similar factors. The component assessment criterion may 
also be expressed as X /^  > Khar> where X =  y w y c . We would now like to establish a similar relationship 
for the complete system. In doing so we should ensure that if there is no reserve beyond first component 
failure, the criterion exactly matches that for a component. The problem is that y c is not the same for all 
components. Let y s =  1.15 be the factor for steel members with characteristic resistance K har a^d 
(Footnote continued at bottom o f next page)
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techniques also support this approach. Secondly, it is (reasonably) assumed that the long-term 
probabilistic force distribution on the structure is dominated by the statistical randomness of the 
wave-height. Taking the total horizontal force to wave-height relationship as
E'W _  r.W 
r  -  MOO
V i^oo
(2.5)
with P close to 2.0 for a drag dominated structure, the structure collapses when Fw exceeds the 
characteristic system strength Rc^ r That is the notional1 annual probability of failure Pa may be 
calculated from
Pa = P ( F w > R char) = P(FW > K l tF m) =  POW, > K u n hm ) = (2-6)
where Fa is the annual wave-height cumulative distribution given by (2.2b).
This was the approach followed by the writer and his colleagues in 1988 (S te w a r t e t  a l ., 1988) 
and it led to the conclusion that for the North Sea, a collapse load factor of X„//= 1.5 corresponding 
to a (notional) failure probability of around 10"4 per annum was acceptable - which is more or less 
the accepted norm for manned installations (see NPD regulations, 1985). A more rigorous 
procedure for estimating the collapse probabilities of platforms, taking account of the probabilistic 
combinations of wave, current and wind, and using well calibrated hydrodynamic models has 
recently been employed by T rom ans & VAN DE G r a a f (1992) and Si e t  a l . (1993). It is claimed by 
these authors that their results are indicative of ’true' failure rates as opposed to the notional 
failure rates quoted in earlier work.
2.2.3 Assessment procedure for cyclic shakedown analysis
The pushover strength measures the capability of the structure to resist the forces associated 
with the passage of a single large wave. However, the severe storm that generates this large wave
Footnote continued from  previous page
let Y/ = 1.3 be the factor for foundation elements with characteristic resistance R ^ , .  If, in our non-linear 
structural model, we use the characteristic strength of each component, modified by the relevant material 
factor, the system strength (for a given value of still-water load, F%) would be /?*(F®; /  y s ; R j  /  Y/) • We
could then impose the requirement Yvy^ ioo > R *  which reduces to the component check for a system with 
no reserve strength. However, to avoid modifying the resistance of all of the steel members we extract the 
material factor ys as a common factor and write the system strength as 
R* =  ( l / y s )RchaAYsILo:‘E.s'' Y/ R f) -  The system collapses when Yh^oo > R * , or equivalently when 
XF,  ^> Rchar> where X = y wys . From this we see that to obtain a measure of characteristic system strength 
Rchar*we build a model using the characteristic strength of the steel members, and a modified strength for 
other components and perform a static pushover analysis with a factored still-water load F° = y s F%.
1. Notional, meaning that we do not believe this to be the actual probability of failure because our 
calculations include a certain degree of approximation and may not include all aspects of the problem.
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will contain several large waves. It is then important to know whether the cumulative effect of 
these waves can lead to low cycle fatigue-induced fracture of a member or members, resulting in a 
system strength below that predicted by the pushover analysis. As with the pushover analysis, 
inertial effects are not included.
A representative storm loading history for investigating extreme storm cyclic effects has been 
proposed by the writer and a colleague (Stewart & Tromans, 1993). We used the long-term 
wave-height distribution to get the largest individual wave and the method of order s ta tis t ic s  
(Wilks, 1948; Gumbel, 1958; Balakrishnan & Cohen , 1991) to determine the other most probable 
largest waves in the same storm. For any given target failure rate (1/R), we defined the extreme 
loading to be the jR-year wave, hR/ plus the largest waves in the R-year storm. This sequence was 
then converted back to equivalent 100-year conditions leading to the concept of a design storm  
(Fig. 2.5), described by the following ordered wave-heights:
K ~  fyoo/ = j0gyy ' m = 2,3,...; ^*<1 (2.7)
where N  (= 2000) is the number of waves in an equivalent rectangular storm. We defined the 
multiplier § R as the sh ort-term  v a r ia b ility  fa c to r  which was calculated to be
(2.8)
which is simply the ratio between the most probable largest wave in the R-year storm (of intensity 
hSR) divided by the R-year wave height. The force history resulting from this wave sequence is 
then factored by X to represent the forces imparted by the R-year storm.
In the North Sea, for a target annual failure rate of 10"4, (R=104), %R was found to lie in the 
range 0.77 to 0.87, with the lower and upper values corresponding to the southern and northern 
sectors, respectively. The largest waves may come in any order, but it is anticipated (and 
supported by analysis - see H e l la n  e t  AL., 1993) that descending order (i.e. largest first) is the 
most onerous.
Fig. 2.5 Sequence of waves in a design storm
From eqns. (2.5) and (2.7), and the data on E,R, it is apparent that in the North Sea the force 
generated by the second largest wave (on statistical average) is at most 75% of the largest. In 
addition, from practical experience for areas with low current (less than 0.5 m /sec) the reverse 
forces generated by the trough of the wave are at most about 35% of the forward forces that are 
exerted as the crest passes through the structure. If the current is increased, the reverse force can
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be close to zero. Therefore the cyclic action in extreme storms is relatively mild and is strongly 
biased in the forward direction. It is quite different from the severe load reversals experienced 
during earthquakes.
The work by Shell Research on cyclic storm loading was made available to an industry 
collaborative project organised by SINTEF. Cyclic analyses were performed on six platforms for 
several loading directions using a specially developed version of the USFOS program. A load-set 
history was derived from the waves defined by (2.7) and scaled to 98% of the pushover capacity, 
Xult . The structure was deemed to have passed the cyclic assessment if it eventually responded 
elastically to the loading history - that is if shakedown to an elastic state was possible. The 
conclusions were that in general the pushover resistance was an adequate ultimate strength 
indicator. However in two cases it was found that certain highly deformed buckled members 
underwent reversed plasticity for all cycles unless the load factor was reduced - that is (according 
to the proposed acceptance criterion) the pushover capacity overestimated the available structural 
strength.
The results from this project, which are believed to be the first of its kind, were presented as a 
series of four papers at the Offshore Mechanics and Arctic Engineering (OMAE) conference in 
Glasgow, 1993 (S te w a r t e t  a l ., S te w a r t  & T rom ans, Eberg e t  a l ., H e l la n  e t  a l .). The 
quantification of member ductility exhaustion, which plays a crucial role in determining whether 
fracture of the member is likely, remains an ongoing subject of research.
2.2.4 Assessment procedure for dynamic collapse analysis
Although for a static response analysis, equilibrium cannot be achieved if the load factor is 
increased beyond Xuit, dynamic equilibrium is always possible. Because wave forces are 
time-dependent, and as the platform's mass (and added mass) mobilises inertial resistance, it is 
quite conceivable for the peak dynamic loading to exceed the static ultimate capacity by a 
considerable margin before the deformations become unacceptable (p./,m exceeded in Fig. 2.4). 
'Failure' now becomes a question of how much deformation can be tolerated.
The possibility of resisting peak environmental forces larger than the static ultimate capacity is 
improved if the mass is large (increased inertial resistance) and the failure mechanism is ductile 
(STEWART, 1992). This gives quantifiable evidence to the intuitive view that structures with ductile 
failure modes are inherently safer than those with brittle modes. Recently, Bea & Yo ung  (1993) 
have investigated the response of some Gulf of Mexico platforms using recorded loading histories 
from hurricanes. Their conclusions are similar to those reported by the writer in 1992.
To calculate the dynamic capacity, the time history of force associated with the passage of the 
100-year wave is factored by X and applied to the structure. The procedure is repeated for 
increasing values of X until the deformation limit is reached at X i^t . This dynamic collapse load 
factor is then used as the load-bearing capacity of the structure in the integrity check. Note that the 
largest waves in a storm do not occur contiguously and therefore only one extreme wave need be 
considered in the time history of force. The ratio of maximum dynamic to static resistance given 
by \ifult=X Dult / Xult may be called the u ltim a te  dynam ic overload  ra tio  and provides a measure of 
the importance of inertial effects.
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As with cyclic storm analyses, dynamic collapse in extreme storms is a new topic of research.
2.3  R e s is t a n c e  o f  b r a c e d -f r a m e  s t r u c t u r e s
We now turn our attention to developing a detailed understanding of how braced frames resist 
load and how these structures fail. Before we discuss the failure modes of such frames, we first 
consider the response behaviour of the structural members in the space frame. As will be 
discussed in detail in section 2.3.2, it is primarily the axial resistance of the members that 
determines the overall frame capacity. We therefore focus initially on individual member 
axial-load/shortening characteristics.
2.3.1 Load-shortening characteristics of axially loaded members
The behaviour of (both fabricated and seamless) tubular columns under increasing axial 
deformation has been reported by Boukamp (1975), C hen & Ross (1977), Sm ith e t  a l . (1979), and 
S h erm an  (1980), while the cyclic hysteretic response has been studied by P op ov  & B la c k  (1981), 
Z a y a s e t a l . (1982) and G ra n li (— ). These tests show that yielding is very localised and that the 
response can be described in terms of plastic hinge development.
The ideal axial hysteretic response of a simply-supported axially loaded member is depicted in 
Fig. 2.6 (reproduced in part from Chen  & H a n , 1985). Consistent with experimental evidence, the 
general inelastic behaviour can be explained by the presence of a central plastic hinge that 
becomes activated when the axial force and bending moment reach a bounding yield surface1 
(Fig. 2.6c). The equation of this surface is derived from the cross-section geometry.
The response curve is split into several parts (MARSHALL ET AL., 1977). In the first of these 
(O-A), the load increases up to the buckling capacity at which point a plastic hinge forms. Beyond 
the peak, the hinge rotation and lateral midspan deflections increase, causing an increase in the 
bending moment. To satisfy the yield surface constraint, the axial force decreases. The response 
now progresses along the post-buckling branch (A-B). Upon reversing the increment of 
deformation, the column unloads elastically (B-C). The load is now zero but the column has 
residual deformations. The applied force now becomes tensile. Straining remains elastic until 
point D at which time the plastic hinge is activated again. Along path D-E, the hinge is "opened" 
and the column straightens. Eventually, the tensile strength of the member is reached and (in the 
absence of strain hardening) the response is horizontal along path E-F. Unloading from this point, 
along F-G, is elastic. The area under the curve O-G represents the plastic energy dissipation in one 
cycle.
1. This is rather simplistic. To describe the behaviour accurately, the yield surface must harden in such a way 
that the "Bauschinger effect" is reproduced (see Eberg e t a l ., 1993).
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(a) Axial hysteretic response
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o f  load history
Fig. 2.6 Hysteretic brace response
The buckling load (point A) depends on the following:
(a) the geometry (length, cross sectional area)
(b) the boundary conditions (which determine the effective length factor, k)
(c) the material properties (yield stress, Young's modulus)
(d) residual stresses introduced by the production process
(e) geometrical imperfections (out of roundness, out of straightness)
A review of how each of these parameters influences the member buckling strength is given in 
appendix A.
There are a number of other factors (local buckling, damage, ultimate tensile strain) that need 
to be taken into consideration that may result in modification to the ideal hysteresis curve shown 
in Fig. 2.6. Local buckling is an instability of the tube wall. It becomes more likely as the diameter 
to thickness (D/1) ratio increases. For the D /t  range (30 to 60) typically used in offshore structures, 
if this instability occurs it initiates after the plastic hinges have developed. The formation of the
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local buckle or wrinkle can be very detrimental to the member's overall load-bearing capacity. The 
loss in strength after local buckling is much greater for members with high D /t  ratios than for 
those with low D /t  ratios (Smith e t a l ., 1979). Experimental studies (Sherm an, 1980; G r a n li, — ; 
Z a y a s e t  a l . 1982; P opov & B la ck , 1981) have shown that the combination of local buckling and 
alternating plasticity causes the member capacity to degrade rapidly and eventually fracture. 
Further details on local buckling are given in appendix A.
The effect of dents on the compressive strength of tubular columns has been extensively 
investigated by Taby & M o a n  (1985), Taby (1986) and Y a o  e t  a l . (1987). For columns having D /t  
in the range 30 to 50 it is reported that for a dent at midspan of 10% of the diameter, the reduction 
in buckling load is about 30%. As with local buckling, the high strains that develop in the dented 
region are likely to make these columns very susceptible to fatigue-induced fracture under 
alternating plasticity.
In the tensile stretching regime (Fig. 2.6, path E-F), M a r s h a l l  e t a l . (1977) recommend that the 
member is disconnected from the structural model after an axial deformation of 1% of the member 
length (i.e. 1% average axial strain). This is far less than the ductility expected from tensile coupon 
tests (20% or so) and accounts for strain concentrations at the connecting joint.
2.3.2 Failure modes of jacket structures
A comprehensive description of failure mode characteristics for frames is given by L lo y d  & 
C la w so n  (1984), M a r s h a ll  & Bea (1976), and G ates e t a l . (1977). Numerical studies by S te w a r t  
e t  AL. (1988), and v a n  de G r a a f & T rom ans (1991) give further insight into actual platform 
ultimate behaviour, while the recent work by H e lla n  e t  a l . (1993) documents and discusses the 
pushover and cyclic resistance of six different platforms for several wave attack directions. B o lt  & 
B il l in g to n  (1993) have collated and compared the findings from a large number of numerical 
studies, and their paper provides a useful reference.
The cyclic response of X-braced, and diagonally braced plane frames has been studied 
experimentally by Z a y a s e t  a l . (1982) and O g a w a  (1987), while B o lt  e t  a l . (1994), have 
investigated the pushover behaviour of a plane frame with various bracing configurations.
These desk studies, numerical simulations and experiments all support the view that it is 
primarily the axial resistance of (a few critical) members that controls the non-linear response and 
collapse strength of the frame. We now describe in more detail typical failure modes under 
increasing lateral loading to provide a little more insight into frame characteristics.
Primary failure mechanisms
There are two primary failure mechanisms for jacket structures. The first is a sidesway 
mechanism which is triggered by bracing failures, an example of which was shown in Fig. 2.4. 
This failure mode is common for 'end-on' and broadside' loading directions (Fig. 2.7) and has 
received most attention in the literature as it is often governing. The second failure mode results 
from the overturning resistance being exceeded and is precipitated by leg yielding in tension or 
compression, or by pullout/punch-through of the piles. This is the most likely mode for 'diagonal'
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wave attack directions, with the legs and piles farthest from the axis of rotation of the structure 
failing first (va n  DE Graaf & Tromans, 1991).
Broadside
Diagonal
Platform 
plan view End-on
Fig. 2.7 Wave attack directions
Failure of an individual vertical bay
Although a jacket structure with its many members may appear at first sight to be very 
complex, the failure mode characteristics can be rather well envisaged if an individual vertical bay 
(Fig. 2.8a) is first studied. It is instructive to consider the sidesway mechanism in some more detail 
to develop some understanding of the general concepts.
For X-braced and K-braced configurations subjected to increasing horizontal load, one of the 
diagonal braces develops compression while the other develops tension. The brace dimensions are 
usually equal and, because the buckling load is always less than the tensile yield load, the 
compression member is the weaker of the two. Provided the horizontal bracing is strong enough 
to transfer any load-shedding from the compression member after it buckles, the ultimate 
resistance to lateral loading is achieved when the sum of the (horizontal components of the) axial 
force in the two diagonal bracing members, plus the portal shear resistance, reaches a maximum 
(Figs. 2.8b & 2.8c). If the horizontal brace is not adequate the resistance can be greatly reduced. As 
the axial stiffness of the bracing is far greater than the sidesway stiffness of the portal frame (about 
20:1 is typical), the bracing members fail first. Only at large lateral deformations is the portal 
capacity fully mobilised but by then the compression member's strength has usually diminished 
(softened) significantly and the increased resistance from portal capacity can rarely compensate. 
Consequently, for X-braced sidesway mechanisms with adequate horizontal brace strength, the 
maximum resistance of a single bay invariably occurs at a load level at or just above that 
corresponding to tension member yielding. After the peak, the response is rather ductile.
For the K-braced configuration, when the compression member buckles the axial force in both 
members reduces (by equilibrium) and this corresponds to the ultimate capacity. When the lateral 
deformation is increased beyond the ultimate, the post-ultimate resistance drops dramatically 
(Fig. 2.8c), since both braces are now shedding load at the same rate.
The superior performance of X-bracing over K-bradng was found in the large scale tests 
reported by B o lt  e t a l . (1994). These tests also confirmed the observation made by Zayas and his 
colleagues that for X-braced frames the tension member (acting like a taught wire) provides out of 
plane restraint of the compression member at its midpoint, forcing buckling to take place in one
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half of the compression brace (Fig. 2.8a). The half with the largest imperfections buckles 
preferentially while (by equilibrium) the remaining part unloads and remains elastic.
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C = Compression member 
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A
(b) Component resistance (Rc ) (c) Strength of bay (Rb )
Fig. 2.8 Strength of X and K bracing systems
System strength
An overall sidesway mechanism develops in the structure when all of the bays at any one level 
fail1. The structure's ultimate strength therefore depends on the sum of the bay resistances at the 
critical level. In system reliability terminology, the bays form a parallel system. As we have just 
seen, if the bays are X-braced, there usually exists additional (or reserve) strength beyond first 
member failure. In addition, there is potential for load-shedding among adjacent bays as the drop 
in the resistance in any one of them is not too great after its maximum capacity has been achieved.
1. Sometimes there is an interaction between bays in the same vertical frame, resulting in a two-bay portal 
mechanism. The portal stiffness and portal strength contributions are then much less than those for one 
bay alone.
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Therefore X-braced systems can exhibit reasonable reserve capacity (20% or so is not untypical - 
S te w a r t  e t  a l . ,  1988; H e lla n  e t  a l ., 1993) and tend to have ductile failure modes. On the other 
hand, because of the rapid load-shedding associated with K-bracing, complete collapse can occur 
soon after buckling of the first member and the residual strength is generally rather small (HELLAN 
ETAL., 1993; Si e t a l ., 1993). That is the failure mode tends to be brittle.
2.4 T h e  n o n -l in e a r  s t r u c t u r a l  m o d e l
Having reviewed the primary features of braced frames, it is now appropriate to consider how  
these may be modelled to enable the non-linear response to be found.
2.4.1 Review of alternative member models
Many models have been developed to describe the monotonic and cyclic behaviour of bracing 
members subjected to axial loading. Each have certain attractions and drawbacks in terms of 
functionality, complexity and numerical efficiency - factors that have to be taken into account 
when considering how to model the structural system as a whole. One of the most important 
aspects of member modelling is to ensure that the predicted buckling strength is calibrated against 
a recognised buckling curve which is representative of actual column strength. We use the Toma- 
Chen buckling curve (see appendix A) for this calibration.
Non-linear springs (phenomenological models)
In the phenomenological approach, the brace member is represented by a non-linear axial 
spring. The properties of the spring are developed using a path dependent algorithm whose logic 
is timed to match the desired behaviour. Algorithms for these 'phenomenological models', (so- 
called because the behaviour is usually obtained from phenomena observed during tests) have 
been proposed by M a r s h a ll  e t  a l . (1977), and Z ayas e t a l . (1980), among others which are also 
discussed in the report of Zayas et al. Alternatively, the spring's monotonic properties may be 
obtained from any one of the beam-column models described below with only the hysteretic 
response being defined using an algorithm based on test data. Computationally, this element type 
is extremely efficient.
Plastic hinge beam-column models
The plastic hinge concept, which is based on Koiter's concept of generalised force space 
yielding surfaces (K oiter, 1953), is widely used. Hinges are allowed to form at the ends and centre 
of the element. The hinge deformations (rotations and displacements) are found using the basic 
relationships of plasticity theory (flow rule, normality), and a yield surface that is described in 
terms of forces (axial force and bending moment). An efficient beam-column finite element may 
then be developed (N o n a k a , 1973; Tom a & C hen  1982; Taby & M o a n , 1985; U e d a  e t  a l . , 1985; 
H ilm y, 1984; A bbassian e t a l . ,  1991; S0REIDE e t a l . ,  1992). In appendix B, we derive a very simple 
but effective beam-column element based on the plastic hinge concept.
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The plastic hinge method generally works well for monotonic compressive deformations. Even 
the influence of local buckling and dents can be (semi-empirically) incorporated (Taby & M oan , 
1985). However, for cyclic behaviour, which is strongly influenced by the "Bauschinger effect", it is 
not straightforward to obtain an accurate response. POWELL & Fu-SONG CHEN, (1984) achieved a 
certain degree of success using multiple yield surfaces that followed closely the work of ZIEGLER 
(1959) and M r6 z (1969). Recently, using similar concepts and motivated by the works of D a fa lla s  
& Popov, (1975) and H ilm y (1984), Eberg e t a l . (1993) have formulated and implemented into the 
USFOS finite element program, an advanced hinge model that uses two yield surfaces. A stress- 
strain curve whose characteristics depend on the dissipated energy in the hinge is employed. The 
complexity of such elements is one reason why phenomenological brace models have been 
favoured previously for cyclic analysis.
General non-linear beam models
More general non-linear models allow gradual yielding along the element length and over the 
cross-section. Because of the high curvature gradient that develops at midspan (and at the ends if 
fixed) when a column buckles, several of these 'distributed plasticity’ elements are required to get 
an accurate response (S te w a r t  e t  a l ., 1988, found six to be the minimum). The cross-sectional 
stiffness is either input directly in the form of (axial-load dependent) moment-curvature 
relationships (Sugim oto  & C hen , 1985; P o w e ll  & F u-Song C h en  1986), or integrated numerically 
from the stress distribution (see for example C han , 1989). This latter approach is employed in 
general purpose f.e. codes such as MARC. In both models, numerical integration along the length 
is necessary to form the element incremental stiffness. Sugimoto and Chen, have included the 
growth of a local buckle in their model.
The combination of numerical integration and several elements makes this beam-column 
model much less efficient than those derived from the plastic hinge concept.
Non-linear shell finite elements
Describing the member geometry using non-linear shell elements is the most accurate model 
but the processing time is non-trivial, especially if cyclic behaviour is to be described, and 
convergence of the solution may not always be achieved. The non-linear shell model is most useful 
for deriving axial response curves for severely damaged members or those with high D /t  ratios 
outside the range of validity of the simpler beam models.
2.4.2 The proposed member model
In this work we will develop a non-linear analysis capability that employs phenomenological 
non-linear axial spring elements to represent the member axial strength characteristics.
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The properties of this spring are derived as follows:
1. Generate the monotonic part of the load-shortening curve with any suitable member 
model or use experimental data; this step is done as a pre-processing activity before the 
system analysis is run.
2. In the system analysis, use a path dependent algorithm that takes into account the 
monotonic curve and observed characteristics from experimental data to generate the 
hysteretic part of the response curve.
Monotonic behaviour
In appendix B, the development of a member model based on the plastic hinge concept is 
described. Figure 2.9 shows the performance of this model against Taby's DENTA-H program 
(Taby, 1988). Also shown are test data obtained by Sherman (1980). For both member models, we 
imposed an artificial out of straightness of 0.3% of the length to ensure buckling at the Toma & 
Chen load (see appendix A). As expected, the predicted response lies below the test data until 
local buckling occurs (at a deformation of 1.5 inches).
Axial load (kips)
50
Hinge model Denta-ll Sherman test
40
30
20
0.5 2.5 3.5
End shortening (inches)
Member data: D = 0.114 m; t = 2.3 mm; I = 5.72 m; k = 0.5; Gy = 289 MPa 
Fig. 2.9 Comparison of plastic hinge member models and experimental data
It is observed that the agreement with our simple model and DENTA-II is excellent. Because 
DENTA-H offers the option of more general boundary conditions and includes Hie influence of 
both local buckling and dents, we use it in preference to our simpler member model to generate 
the monotonic properties of the phenomenological spring. Others who wish to develop a member 
model may find the simple procedure given in appendix B useful.
Cyclic behaviour
The essential features of the phenomenological algorithm that has been developed for cyclic 
response behaviour are shown in Fig. 2.10. It was realised as foUows:
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o-a-b-z : monotonic compression curve (input data)
b-c : linear-elastic unloading in compression based on member stiffness
c-d linear-elastic loading in tension (with Pd = 2 /3  Pb)
d-e : inelastic tension, where Pe = Py
e-f : strain hardening in tension (hardening slope specified as input)
f-g : linear-elastic unloading in tension (end of first cycle).
At the end of the first cycle, the monotonic curve o-a-b-z is shifted onto point g, with the force 
along h-i limited to Pb. This represents buckling degradation. The above process is then repeated 
for subsequent cycles. Two additional aspects are also implemented:
(a) If unloading in tension from path d-e, and then reloading, the path followed is d*-e, 
where Pd* is the higher of Pd and the load when the deformation increment was reversed.
(b) In the first cycle, we load inelastically along d-e. In subsequent cycles, we follow a path 
1 -m, where t|OT = Tiy + min{(rjy -  T\e ), (T\h -  T|y-)}.
Tension
dy
Extension, ti
Fig. 2.10 Phenomenological spring characteristics
This hysteresis algorithm is compared in Fig. 2.11 with test data from Granli (— ) and with 
the response curve generated by the USFOS program. The agreement is satisfactory. No general 
claims about the accuracy of this cyclic algorithm are made; it has not been sufficiently tested. Its 
main purpose is to provide a cyclic model to demonstrate that the pseudo-force method 
developed in chapter 3 can deal with arbitrary load histories without difficulty. An alternative 
considered was to use our plastic hinge member model to incrementally generate the axial 
resistance of the non-linear member throughout its deformation history. There are two reasons 
why this was not adopted. Firstly, the procedure outlined above is preferred as it not only
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Fig. 2.11 Comparison of test data and cyclic models
provides a very efficient and simple method for generating the member's axial resistance 
properties, but it also has the advantage that convergence of the system analysis is not affected by 
the size of the loading increment (since for any given deformation history the force in the member 
is readily calculated). Secondly, a simple hinge model is generally not suitable for modelling cyclic 
plasticity (see section 2.4.1) and the effort to develop a more advanced model is non trivial.
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2.4.3 The system model
From the previous discussions on frame failure modes, it was concluded that the axial strength 
of the members predominantly controlled the overall behaviour. We would anticipate that the 
phenomenological non-linear axial spring would be a satisfactory member model if put to proper 
use. Zayas and his co-workers (Z ayas e t  a l ., 1982) used phenomenological brace models in the 
program INTRA to numerically simulate their experimental frame tests and obtained good overall 
agreement. The author and his colleagues (S tew a rt e t  a l ., 1988) also found good agreement 
between INTRA with phenomenological springs for brace members and MARC where 
Bemoulli-Euler beam elements were employed. Phenomenological brace models have also been 
used by M a r s h a l l  e t  a l . (1977), L lo y d  & C la w so n  (1984), T h u s & B a n o n  (1988), and several 
others as an effective way to model non-linear brace behaviour in large structures.
We now provide some guidance on how to employ phenomenological axial springs in a system 
model.
Boundary conditions for the member model
The phenomenological element allows the engineer to determine the member axial response 
curve using whatever information is at his disposal. Once the properties of the element have been 
assigned, it is extremely efficient computationally. The main disadvantage is that because the 
non-linear member response is developed in isolation of the frame, the effective buckling length 
has to be estimated somehow. For X-bracing, the experimental observations of Z ayas e t  a l . (1982) 
indicate a suitable choice for the effective length factor is k=0.7, corresponding to one end fully 
restrained (at the leg connection) and the other pin-ended (at the cross intersection). For K-braced 
frames £=0.7 is appropriate if the connection at the horizontal is not torsionally restrained out of 
plane, otherwise £=0.5 may be more suitable. Leg members are always very stocky (even if a £- 
value of 1.0 is assigned) and will generally achieve their plastic axial (squash) strength without 
buckling. If desired, the charts given in BS5950 (1985) provide a more refined procedure for 
estimating the effective member length based on the relative stiffness of the member to that of the 
surrounding frame.
These suggested effective length values assume rigid connections. In practice the connection 
(or joint as it is called) will have some flexibility and this suggests an adjustment of the member 
£-values to account for rotational joint stiffness. The flexibility of unstiffened joints has been 
studied by E fth ym iou  (1985). If the results from these studies are taken into account, the revised 
effective buckling length is not usually very dramatic and in practice it generally suffices to use 
the node-to-node member length (which is slightly longer than the true member length) as input 
to the phenomenological model. Using this approach, the experimental frame tests results 
reported by Z a y a s e t  a l . (1982) and B o lt  e t  a l . (1994) can be well reproduced numerically. 
Alternatively one can use the effective length factors suggested in API-RP2A directly as these are 
rather conservative.
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Local fluid loading, frame effects, local buckling and yielding of connections
When determining the phenomenological brace axial response curve, local fluid loading acting 
on members should be taken into account (particularly for those in the wave active zone - that is 
from the free surface down to about three times the wave-crest height).
Side-sway-induced end moments have only a small influence on the axial strength of members 
and can be neglected (L loyd  & C la w so n , 1984). From the modelling point of view this is rather 
convenient. It means that the member bending and axial resistances can be de-coupled, and 
represented as two parallel elements: a standard linear-elastic beam element with no axial strength 
for the bending resistance and a non-linear spring for the axial resistance (STEWART ETAL., 1988).
For pushover analyses, the member response is typically monotonic and local buckling effects 
can be included in the member capacity formulation. On the other hand, if local buckling is 
anticipated in any member during a cyclic analysis, it is prudent (as recommended by M a r s h a ll  
ET AL., 1977) to assume that the member's strength is lost if the hinge tries to open (i.e. if the 
member dissipates energy after the first half loading cycle).
In most new structures, the joints are generally stronger than the members. For older structures 
this is not always the case. The influence of joint yielding can be included in the phenomenological 
spring. However, experimental data on post-ultimate deformations of joints is scarce, and their 
ductility under cyclic loading must be questionable because of the high strain concentrations that 
are present near the welds. As a result, it may be more appropriate to strengthen any weak joints 
in the structure rather than attempt to include their non-linear characteristics in the numerical 
model.
Limitations of phenomenological member modelling
For brace elements the phenomenological approach has been shown to be very satisfactory, 
and for leg elements that yield in axial tension or squash/buckle in compression, it is also clearly 
valid. On the other hand, the portal capacity in a sidesway failure mode depends on both the axial 
force and bending moment in the leg members (Fig. 2.12) and this non-linear behaviour cannot be 
represented by an axial spring.
I I
\w \
p/p,
M/M,
Fig. 2.12 Plastic hinge in leg member
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Bearing in mind that the portal capacity provided by the legs is mostly small, and is generally 
reached at deformations beyond those corresponding to the ultimate frame capacity (see Fig. 2.8), 
it is often not necessary to account for this aspect of leg non-linearity. Ignoring the effect of 
yielding on portal capacity will result in an upper bound solution beyond the deformation at 
which the first leg becomes plastic. A lower bound solution can be obtained by restricting the axial 
capacity to the axial force in the leg when the yield surface is reached. Therefore (narrow) bounds 
on die resistance curve can be obtained.
Foundation modelling
The axial pull-out/punch-through capacity and lateral resistance of the founding piles must be 
adequately represented in the non-linear structural model. Pile/soil axial response curves may be 
established by consideration of the skin friction acting along the length of the pile, the pile 
flexibility, and the end bearing capacity (H o lm q u ist & M a tlo c k , 1976). In many cases, it has been 
found that the lateral foundation resistance can be taken as linear-elastic (S te w a r t  e t  a l ., 1988, 
VAN DE G r a a f & T rom ans, 1991). If non-linear lateral behaviour of the soil is to be included, 
M a r s h a l l  e t a l . (1977) give a good overview of how to proceed. Non-linear axial spring elements 
can be used to represent both the lateral and the axial foundation resistance.
Conclusions on phenomenological spring element
We conclude that it should be possible to predict adequately non-linear structural behaviour by 
making use of
(a) phenomenological non-linear springs for the non-linear axial resistance of critical 
members or foundation piles and parallel linear-elastic beam elements for their bending 
resistance; and
(b) general linear-elastic elements for any other part of the structure that does not exhibit 
non-linearity.
The validity of this approach will be demonstrated by example in chapter 5.
Comment on integrated beam models
Before leaving this section, we remark that a more sophisticated model would be to represent 
the entire structure with non-linear beam or plastic hinge elements whose response history is 
derived implicitly from the system incremental stiffness matrix. The non-linear beam element is 
available in general purpose f.e. codes such as MARC while the plastic hinge approach is used in 
USFOS. In this type of model the effective length of the member is determined by the system 
(which may be an advantage but also a hindrance as some modelling flexibility is lost). The 
computational efficiency is far less than that for the non-linear spring element and (from 
experience) it is more likely that convergence difficulties will be encountered.
In chapter 5, we provide further verification of the phenomenological approach by comparing 
results against those obtained from the USFOS program.
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Chapter 3
THE PSEUDO-FORCE INFLUENCE METHOD
FOR
STRUCTURES WITH NON-LINEAR BAR ELEMENTS
- Statics -
3.1  In t r o d u c t io n
In this chapter, we consider structures represented mostly by linear-elastic elements (of any 
type), but which have a few critical members whose axial resistance is modelled using non-linear 
phenomenological spring or bar elements. As discussed in chapter 2, the non-linear model for an 
offshore brace-framed steel structure can generally be represented in this way.
A technique based on linear superposition which we call the Pseudo-force Influence M ethod  
(PFI-Method) is suited to this class of problem. The theoretical foundations behind the method for 
static (pushover and cyclic) analyses of framed structures are set out, and suitable (incremental) 
solution algorithms are discussed. The PFI-Method allows the non-linear and linear-elastic 
contributions of the response to be solved separately and later combined. Because of this, a 
simulation system to obtain the non-linear structural response can be developed around any 
standard linear analysis program. In the procedure developed, the linear-elastic model is used in 
its original form and no modification is made to the linear-elastic program's source code.
Although we consider only the geometrically linear theory at present (leaving details on large 
displacements until later in chapter 7), the phenomenological bar's constitutive behaviour 
represents both material and geometrical non-linearity of the critical member. At the global level, 
large displacement effects are generally small for the structure type considered. This is 
demonstrated by example in the chapter 5.
The principles introduced are also valid for more complex element types, as we show later in 
chapter 7 where a more general theory is explored. The inclusion of dynamic effects is discussed in 
chapter 4.
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3.2  N o n -l in e a r  p r o b l e m s  f r o m  a  d if f e r e n t
PERSPECTIVE
The non-linear material model
In practice, the discretised structural model for a braced-framed offshore structure may require 
several hundred elements of various types. However, as we have discussed previously in 
chapter 2, for such structures only a few members generally participate in the collapse mechanism 
and it is usually sufficient to model the axial behaviour of these using non-linear bar elements to 
capture the collapse response.
NL
NL
Buckling
m em bers
NL
sm w v m m m m m m  
Non-linear 
axial spring
(a) Actual structure (b) Non-linear model (c) Linear elastic model
Fig. 3.1 Equivalent representation of non-linear problem
The traditional approach to the modelling problem is to represent the actual structure 
(Fig. 3.1a) by a non-linear m ateria l m odel upon which the external loading acts (Fig. 3.1b). The 
non-linear incremental stiffness matrix for this model would be assembled and solved iteratively 
for each load step. The number of degrees of freedom present in each iteration would be large 
(typically 2000 or so) and remain constant throughout the solution process. But there is an 
alternative and more elegant approach that is not only very efficient but also lends itself to the use 
of linear-elastic analysis techniques. The development of this alternative method is now pursued.
The linear elastic reference model
The structural model shown in Fig. 3.1c is linear-elastic. Non-linear material influences are 
represented by deformation-dependent pseudo-forces, of magnitude f NL, acting on the member 
ends. If these pseudo-forces are selected such that the deformations in models Figs. 3.1b & 3.1c are 
identical, then clearly each model is just an alternative way of representing the same problem. We 
refer to the model in Fig. 3.1c as the equ iva len t linear-elastic  reference m odel. For this
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linear-elastic model, the principle of superposition applies and the total response can be obtained 
by summing the individual responses of all of the separate load-sets acting.
We can therefore describe this alternative procedure as a linear superposition technique in 
which a set of supplementary (pseudol forces are applied to a linear-elastic structural model in 
addition to the actual loading, to reproduce exactly the effect of non-linear material behaviour. 
Using the principle of virtual work and a reduction technique based on influence coefficients, a 
(small) system of non-linear equations can be derived, the solution of which yields the 
pseudo-forces. In the next chapter, we show that dynamic effects can also be included as pseudo­
forces acting at the nodal points of the reference structure. We now discuss this Pseudo-force  
Influence M eth od  (PFI-Method) in more detail for problems in statics.
3.3 PFI-METHOD - THEORETICAL FOUNDATIONS FOR 
PROBLEMS IN STATICS
This section summarises the (geometrically-linear, materially non-linear) theory of the 
PFI-Method for problems in statics in which the response of non-linear members can be emulated 
using a two-noded non-linear bar or spring element. We recall that in the previous chapter, we 
discussed how the properties of such an element could be generated.
Referring to the equivalent linear-elastic reference model shown in Fig. 3.1c, the influence of 
non-linear material properties in each 'non-linear'1 bar i is represented by a pair of equal but 
opposite deformation-dependent pseudo-forces, of magnitude f NL, acting along the bar's axis. 
By our convention, ff*L is positive if the pseudo-forces are trying to elongate the bar. These local 
element forces on bar i may be expressed as
$ L = z / r  (3-i)
in which: q^L are the local pseudo-forces; a -  [-1 0 l o]r may be interpreted as a 
self-equilibriating u n it (natural) load-set, which if applied in isolation to the structure produces 
tension in the bar; and f NL is the natural lo a d -se t sca ling  fa c to r . The reason for adopting this 
particular interpretation of the pseudo-force decomposition will be more apparent when a general 
theory is developed in chapter 7.
3.3.1 Equivalence of models by virtual work
The conditions for equivalence of the two models shown in Figs. 3.1b & 3.1c can be 
established using the principle of virtual work (see, for example, MALVERN, 1969). In a typical 
element i, the virtual work associated with the straining of the element in the non-linear material 
model of Fig. 3.1b is
8HS = 8na* (3-2)
1. We refer to elements in the linear elastic model as 'non-linear' if their counterparts in the non-linear 
material model undergo inelastic straining.
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where 8 denotes 'the variation in', rj,- is the elongation and p t is the axial force in the bar which is a 
non-linear function of r\i.
For the linear-elastic structural model of Fig. 3.1c, the virtual work associated with straining in 
the same element is
W i =&Tiiki rli-& vJ q “L (3.3)
where y(. is the local nodal displacement in the direction of the bar's local axis and kj is the 
linear-elastic bar stiffness. The relationship between vf. and the axial deformation tj,- is
■n/ = / = H  0 1 o]. (3.4)
Substituting (3.1) into (3.3), and using (3.4), provides the virtual work of the element in the 
linear-elastic model as
SWl =&!]l (kiT\l - f L) .  (3.5)
Comparing equations (3.2) and (3.5), it is apparent that both models are equivalent if and only if
= (3.6)
and so the magnitude fj of the pseudo-forces is simply equal to the difference between the
linear-elastic and inelastic force in the bar (Fig. 3.2). For elements that remain linear elastic, there
are no associated pseudo-forces.
Axial
force
rNL
:NL
Slope = k
/
Axial
force
Slope = k
»NL
(a) Monotonic response (b) Cyclic response
(no incremental strain reversal)
Fig. 3.2 Inelastic correction forces f NL for bar element
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3.3.2 A direct heuristic approach
The same result can be achieved using a direct heuristic approach which gives additional 
insight into the method. We first consider a linear-elastic structural model with only the physical 
loading applied. In a typical bar i with deformation r\i , the linear-elastic resistance is p* = kt Tjz-. 
Now imagine this bar being removed from the structure and being replaced by forces acting at the 
nodes to which the bar was attached, such that the displacements in the structure remain
j|{
unchanged. Clearly the magnitude of each nodal force would be p,-, equal to the resistance of the 
bar, and these would act in opposite directions. If p * is a tensile force, these nodal forces act 
towards the centre of the bar and, with respect to a local co-ordinate system directed along the 
bar's axis, are given by - p *[-1 o l o]T. To emulate non-linear behaviour, with the member 
resistance modified to p ,, we could apply end forces -  p(. [-1 0 1 o]r instead. However, an 
alternative is to keep the linear-elastic bar in place and apply pseudo-forces to the bar ends. These 
pseudo-forces are given by f NL[- i  0 1 o]r where the load multiplier f NL is given by
f NL _  * n
Ji — Pi Pi
= ^ n i - P i  (3 .7)
which agrees identically with (3.6).
3.3.3 Response by superposition
For the response of the linear-elastic reference model, linear superposition applies, and the 
deformation in any of the M 'non-linear' elements is simply
M
*1 i = l . M  (3-8)
M
in which
T|f is the axial deformation in the 'non-linear' element when the external loading FL 
alone is applied to the linear elastic model;
are the coefficients of a symmetric1 deform ation influence m a trix  of dimension 
(M, M). These give the axial deformation in 'non-linear' element i for a pair of tensile 
unit loads applied to the ends of 'non-linear' element j  in the equivalent 
linear-elastic model (Fig. 3.3).
1. The matrix is symmetric by Betti's Law. We will prove this for the general case in chapter 7 when a 
more general theory of the PFI-Method is presented, for which the bar element is a special case.
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,22
Fig. 3.3 Influence matrix D1™ for structure with two non-linear members
Equation (3.8) can be written more compactly in the matrix form
t\ = t}L + D ^  (3.9)
where it is understood that only contributions from the M non-linear bar elements are included in 
this set of equations. The subscript ri highlights the fact that the pseudo-force multipliers are 
deformation dependent.
W e re fe r  to  (3.8) o r  (3.9) a s  th e  reduced system  equations. T h e  id e a  th a t  n o n - l in e a r  p ro b le m s  
c o u ld  b e  s o lv e d  b y  c o n s id e r in g  a  sm a lle r  su b -sy s te m  (re d u c e d  sy s tem ) w a s  a p p a r e n t ly  f irs t  n o te d  
b y  A rgyris  (1964).
The two terms on the right-hand side of equation (3.9) have obvious interpretations. The first is 
the linear-elastic response under the action of the actual loads; the second is a correction for 
material non-linearity. Consequently we may write (3.9) as
t |  =  r |z'+ r |M' . (3.10)
For the collapse analysis of space-framed offshore jacket structures, the number of non-linear 
members that comprise the reduced system is very small (typically 10 and often fewer). The 
response r\L of these elements and the associated deformation influence matrix D1™ can be 
obtained from any standard linear-elastic finite element software. Given the non-linear response 
behaviour of the bar elements, the reduced system of equations defined by (3.9) may then be 
solved numerically by a stand-alone program for the deformations/load-multipliers. The solution 
procedure is described in the next section and utilised later in the simulation system described in 
section 3.6.
Once the pseudo-forces have been established, any set of response variables s_ (e.g. stresses, 
nodal displacements, etc.), may be recovered. We can write this recovery process  as
s = sL + Rs^ f ^ L (3.11)
42
The PFI-Method - bar elements, statics
in which R IT1 is a rectangular matrix whose columns give the responses of interest for each unit 
load-set applied separately to the 'non-linear' members. Therefore when the unit load-sets are 
applied to determine the influence matrix D1™, the columns of R sr* can also be stored. So, the 
response variables of the entire structure can be recovered by summing the weighted individual 
responses. Equation (3.11) represents a data post-processing step.
3.3.4 Review of some similar developments reported in the 
literature
The virtual work approach described above has not been widely applied in the development of 
pseudo-force methods; and yet (as we will show in chapter 7) it offers a natural procedure for 
generalising the method using continuum mechanics principles and plasticity theory.
Until now, heuristic pseudo-force methods have been more prominent, particularly in the field 
of structural optimisation of linear-elastic skeletal frames where equations of the form (3.8) 
represent one of the Theorems o f  S tructural Variation, apparently so-called because they enable 
the structural response to be determined if the properties of one or more members are varied. The 
rather trivial problem of obtaining the updated structural response if the properties of a single bar 
element are modified has been discussed by Majid & Elliot (1973) and M ajid (1974). Later, 
A l-Bakri (1977) accounted for simultaneous modifications of several bars in an optimisation 
study of transmission-line support towers.
These ideas were extended by H o ln ic k i - S z u lc  & GlERLlNSKl (1989) to include skeletal frames 
containing bars whose properties could be modified to represent simple non-linear behaviour 
such as yielding, strain hardening and fracture. Instead of applying pseudo-forces, their V irtual 
D isto rtio n  M eth od  employed initial strains which is an entirely equivalent technique (for 
geometrically linear problems). STEWART & VAN DE G r a a f (1990) demonstrated that the 
pseudo-force (and therefore the initial strain) procedure was valid for more complex non-linear 
bar behaviour, including strain softening; thus the entire monotonic load-shortening curves of 
compression members could be represented. In that work, the pushover collapse capacity of a 
plane frame obtained using the pseudo-force approach showed good agreement with that 
determined independently using the non-linear analysis program USFOS (S0REIDE e t a l ., 1992).
This provides only a very brief historical review of heuristic developments in pseudo-force and 
related methods. After we have put in place the foundations of a more general theory for the 
PFI-Method (chapter 7) we return (section 7.5.2) to give a more complete picture of how the 
proposed method compares with other related work published in the literature.
3.4  S o l u t io n  p r o c e d u r e  f o r  s t a t ic s  p r o b l e m s
We now look in some detail at how to solve the reduced system of equations given by (3.9). In 
earlier work on the non-linear response of frames using pseudo-force and related methods 
(Holnicki-Szulc & Gierlinski, 1989, Stewart & v an  de Graaf, 1990), the algorithms used were 
simple load-incrementation Newton iteration procedures. These are incapable of tracking the 
post-ultimate behaviour of the frame (ref. Fig. 2.4). Furthermore, these studies assumed non-linear 
elastic response - that is hysteretic member behaviour was not addressed.
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Below we discuss more general procedures for solving the reduced system, including so-called 
'arc-length methods' that are commonly employed in non-linear finite element programs. We will 
establish that even though the influence matrix of the reduced system is derived from a 
linear-elastic model, this does not preclude the use of advanced solution procedures including, if 
desired, a tangent stiffness formulation. In addition, we will discuss why the very simple 
deformation control algorithm that we adopt (Stewart, 1993) should work well while more 
complicated displacement-based control procedures (often implemented in finite element codes) 
are not always successful.
3.4.1 Preliminaries
Equilibrium in standard form
We consider the case where the forces on our structure can be represented by two separate 
load-sets: one is held constant and the other is incremented by a load factor X . At any point in the 
solution history we can combine the total applied loading into one load-set which is held constant 
and introduce a new load-set which is then scaled, and so on. Therefore a more general load 
history involving several scaled load-sets can be accommodated provided only one of these is 
incremented at any one instant.
To be more specific, consider the case of pushover and cyclic analyses of an offshore structure. 
For the pushover analysis (refer to section 2.2.2), the loading is given by
F L = XFW + F °  (3.12)
where, the load-set is a vector of representative (i.e. characteristic) wave induced forces 
(including current and wind) and F °  represents the characteristic gravity loading. Incrementing 
X provides the pushover response. The loading history for extreme storm cyclic analysis (ref. 
section 2.2.3), can be represented as
F L = X ^ T  + X2 F% + F g (3.13)
where the load-sets F™ and F% are the characteristic values of the forward and reverse loading, 
respectively. The load history is described by varying the parameters Xj and X2 . However, at any
instant only one of the parameters is varying and so we can focus on the loading combination
described by (3.12) without loss of generality.
With the load FL applied to our structure, the deformation or 'load effect' in the 'non-linear' bar 
elements is given as
t\l = Xv^  + . (3.14)
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The equilibrium equation for the reduced system of equations given by (3.9) may then be written 
as
r i-D 1™ = ^ r\w + j f (3.15)
and (in a generalised sense) we can identify the left hand side with the system's internal resistance
elements. For our bar elements, this matrix is diagonal.
We remark that K  ^ is not banded since D1™ is a full matrix, and furthermore is 
non-symmetric even though both and D 1™ are symmetric.
Solution curves in space
The solution of (3.18) is a curve in the space defined by the variables rj and X . This curve can 
be parameterised by a scalar quantity s which represents a distance measure along the curve (RlKS,
and the right hand side as the applied loading. This may be expressed in the general form
(3.16)
with
(3.17)
in which g is the residual, f lTU is the structure's internal resistance and f ext is the applied 
external force. The system is in equilibrium provided
*Cn.X)=o (3.18)
is satisfied.
Tangent stiffness matrix
The quantity
:t = ^ l  = ^ L int
n 9r| 3r|
(3.19)
is the generalised  ta n g e n t 'stiffn ess’ m atrix  (of the reduced system). From (3.17) it follows that this 
may be written for the present work as
(3.20)
The matrix is the symmetric elem ent in elastic  m atrix  (or plasticity matrix) of the non-linear
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1979). Referring to Fig. 3.4, the position x(s) and tangent x(s) at any point on the solution curve 
are given as
x(s) =
I! B; k(s) =
A A
(3.21)
in which the over-dot is the derivative with respect to 5. If j is measure of true distance along the 
curve then ds2 = dr\Tdr\ + dX} and i(s) is a unit vector.
C onstraining su rface  
hOi, X) = 0
x(s)
Fig. 3.4 Solution curve in space
N ow on the solution curve, dg  = 0, and so it holds that
dg . d g .
r^ n + - T x  = °  
d r y -  dX
which from (3.16) and (3.19) provides 
= 0 .
From (3.21) and (3.22b), the tangent vector to the curve in solution space is 
x (s)  = X
1
(3.22a)
(3.22b)
(3.23)
This clearly shows the role of the tangent stiffness as a search direction along the solution curve. 
Later, however, we will adopt a different search direction corresponding to the initial stiffness.
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3.4.2 Arc length control
Given a known point on the solution path sor a neighbouring point s farther along the path 
may be located as the intersection of the equilibrium equation (3.18) and a constraining surface 
(Fig. 3.4) defined by
h (y \X s o ) = 0 . (3.24)
In two dimensional space, this constraint may be viewed as an arc of radius ds = s - s 0 . The 
constraint serves to limit the length of the iterative search vector. The essence of the method is 
depicted in Fig. 3.5.
X
II Tj
Fig. 3.5 Principles of the arc-length method
The 'arc-length method' was introduced by WEMPNER (1971), and RlKS (1972,1979). Significant 
contributions were also made among others by Keller (1977), Chrisfield (1980), Ramm , (1981), 
D uffet & Reddy, (1986) and Schweizerhof & Wriggers (1986). The paper by Forde & Steimer 
(1987) provides a good overview of several of the procedures proposed to date.
In typical finite element implementations, nodal displacements/rotations are the natural 
variables, whereas in our PFI-Method, it is deformation freedoms that are employed. In our 
development of the various methods below, it is convenient to consider T| as a generalised 
displacement, which may either be a displacement/rotation or a deformation.
In the arc-length method, certain control variables are selected and the constraint equation 
defines how these are related. Since the generalised displacement control freedoms may have 
different units, these must be rendered non-dimensional. We write
rjc = Vj\ (3.25)
where V  is a rectangular matrix that selects and normalises a sub-set of control freedoms, t^. If 
deformation variables are employed, normalisation of each by its corresponding yield 
deformation would be an appropriate choice. For the displacement method, the displacements in 
the first load-step can be used to normalise subsequent control variables.
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A.
I l l  II
(a) Load control
A.
-►i
(c) Control on single generalised 
displacement
Load control plane
7i ^ N on-convergence
Ultimate capacityLocal — ^ 
maximum >
Large step
Hill
(b) Problems with load control
X
IITJII
(d) Spherical constraint
X
IIIIB
(e) Tangent plane constraint
X
DU
(f) Updated tangent plane 
constraint
Fig. 3.6 Possible constraints used in arc-length method
In Fig. 3.6, several possible surfaces of constraint are considered. Each of these are now 
discussed.
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Load control
Before the work of Riks/Wempner and others in arc length techniques, the standard solution 
method was the simple load control procedure (Fig. 3.6a). This corresponds to a Newton iteration 
method (see appendix C) for the solution of (3.18). The constraint equation in this case is the plane 
defined by
h = d X -d s  =  0. (3.26)
The load control method cannot trace the post-ultimate resistance of a structure and also results in 
large step sizes (and often non-convergence) if a local turning point exists on the solution curve 
(Fig. 3.6b).
Generalised displacement control on a single variable
Control on a single displacement variable has been popular for many years (see, for example, 
Batoz & D hatt, 1979) and is often successful in tracking post-ultimate behaviour. The equivalent 
of displacement control in the PFI-Method is deformation control. As will be discussed later, 
deformation control is extremely effective for plasticity problems and can produce solutions to 
problems where conventional displacement control procedures would fail.
Control on a specific generalised displacement variable r  corresponds to iterating on a vertical 
plane (Fig. 3.6c) and is identified with the constraint
h = d v [cr - d s  = 0 . (3.2 7)
Hypersphere
More general constraining surfaces have been proposed to overcome the limitations of the load 
control method and to improve upon the conventional displacement control procedure. WEMPNER
(1971), and Riks (1972, 1979) used a hypersphere of fixed radius (Fig. 3.6d) with all variables
contained in the constraint. Subsequently, many variants of the Riks/Wempner method have been 
proposed.
The following equation (and its tangent plane linearisation - see below) captures the essence of 
the majority of these. We write the constraint as
h{q, X, s0 ) = (drjc f  dx\c + P dX2 -  ds2 = 0 (3.28)
where P is a scaling constant and
dr\c =  r\c - r \ co ; dX = X -X 0 . (3.29)
The point (rj ,A.0) is identified with sQ. Setting P to 0 excludes the load parameter from the 
constraining surface and provides a 'hypercylinder' (Chrisfield, 1980, and Ram m , 1981). Park
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(1982) p ro p o s e s  to  re la te  P to  B erg an 's  c u r re n t s tiffness  p a ra m e te r  (Be r g a n , 1980) w h ic h  im p lie s  
u s in g  a  la rg e  v a lu e  o f P ( te n d in g  to w a rd s  lo ad  con tro l) in  th e  stiff reg io n s  a n d  a  lo w  v a lu e  o f P 
( te n d in g  to w a rd s  cy lin d r ic a l co n tro l)  in  th e  so ft reg io n s. In  th e  p re s e n t d isc u ss io n , P is  a s s u m e d  to  
ta k e  o n ly  th e  v a lu e s  0 o r  1.
Tangent hyperplane
Another option, suggested by RlKS (1979), is to linearise (3.28) about any point (fj,A,) lying on 
the constraining surface . This yields the tangent hyperplane (Fig. 3.6e) defined by
h(x\,X,s0 ) = ( i f  - r f  f  d r f  + p(A,- X0)dX - ds2 = 0. (3.30)
In the sub-space of the control variables, this plane lies a distance ds from the point sQ and is 
normal to the vector n = (r\c -f£ ,p[A ,-X 0]). This plane is not generally normal to the search 
direction vector unless all freedoms are included in the constraint. The vector n corresponds to 
V ch where Vc is the gradient operator in the control variable sub-space. To define the point On, X), 
and hence the plane, one simply scales the search direction vector until (3.30) is satisfied. 
Updating the tangent plane at each iteration (as proposed by SCHWEIZERHOF & WRIGGERS, 1986) 
provides a tighter control on step size (Fig. 3.6f) and is to be preferred if the solution path has high 
curvature.
Both load control (V = 0 ,P  = 1) and generalised displacement control of a single variable (P = 0 
and dT\cr -  ds = 0) are special cases of iterations on a plane.
3.4.3 A general solution procedure
Above we described some possible constraining surfaces. By augmenting the equilibrium 
equations (3.18) with one of these, the solution may be advanced from a known point s0 . That is 
we solve the following system of equations
£(B,X) = Q
(3.31)
A(1],X,jo) = 0.
This system can be co n sis ten tly  linearised  (Duffet & Reddy, 1986; SCHWEIZERHOF & WRIGGERS, 
1986), by employing a standard Newton iteration technique (see appendix C). At iteration k this 
yields
^ A ri-T fA X  = - £ (i) (3.32a)
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where A denotes the change between two successive iterations in the current increment. These 
equations may be expressed as
In this notation, is the residual at iteration k, and is the iteration matrix, the subscript i< k  
indicating that any previous tangent stiffness may be used as a search direction.
A difficulty arises in the solution of (3.34) since H  is non-symmetric. To circumvent this the 
solution is developed in two stages (Duffet & Reddy, 1986; Schweizerhof & W riggers, 1986). 
From (3.32a) it is apparent that
V -i _ -i(^0 u [A t\]  fg
dh dh ~ ~  
dr\ dX L ^ J  Wot)
i< k (3.33)
or
Q(k)' (3.34)
(3.35)
and from (3.32b) we get
(3.36)
where h and its derivatives are evaluated at the current position.
X ii Am
Tangent plane
imii
Fig. 3.7 Initial iterative procedure for all arc-length methods
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Figure 3.7 shows the geometrical interpretation of At^, t| and AX, for the first iteration. In 
subsequent iterations the procedures differ depending on how a, b, and c are updated. For the 
hyperplane constraining surface h is identically zero after the first iteration. For general non-linear 
constraining functions, consistent linearisation is equivalent to the updated tangent plane method 
with the plane shifted closer to the constraint by an amount that depends on the residual h ^  as 
given by (3.32b). Another option is to satisfy the constraint exactly (c = 0) at each iteration by 
simply scaling back radially to the constraining surface. This may be called a 'radial return' 
method. Without further investigation, it is not immediately apparent whether the suggested 
radial return method is computationally more efficient than the consistent linearisation procedure 
as the former involves an additional scaling step in order to satisfy the constraint exactly.
All of the above procedures are encapsulated in the pseudo-code given in Box 3.1 for a 
predictor-corrector algorithm. The predictor step starts with an estimated load increment dX of 
unity and scales to the desired step length. The current iteration count at the start of the increment 
is j. The various methods are obtained by selecting appropriated values for p, a, b, and c as 
follows:
Iteration on initial tangent plane
a = 2VTdr,'.+1); 6 = 2P<a0+1); c = 0 (3.37)
Iteration on updated tangent plane & radial return
a T =
dh
(*)
, dh
• b = sx
c — 0 (3.38)
(*)
Consistent linearisation
J  -  a —dh
di\ (k)
. dh 
• h = 3K <t>
(3.39)
Earlier we noted that is non-symmetric which means that some additional attention must 
be paid to (3.34) if it is desirable to use a symmetric solver. To get around this, we note from (3.20) 
that the matrix K ' = D1™ is symmetric and therefore we may write
= D ’"1[g']-1 (3.40)
and so loss of symmetry in poses no real computational difficulty.
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Box 3.1 A general solution algorithm
Step 1: predictor
Initial conditions: x = h j ) '  H = B(y) ; dX = l 
r n-l
Estimate deformations: % = [ % • ) ]  B ■
= ! ! „ - [ % ) ]  \ ( J ) ; i< i
Set control deformations: d v f  = V dr\
Scale to fixed arc length ds: ds* = ^(dr[c )Tdr\c + $£0?  ; m = ds!ds*  
k  = j  + 1
d \ k )  = m; dr\{k) = mdx\
Step 2: Iterative corrector
Do until converged
A- /  —(&)’ j < k
c+ arAri, 
AA, = -  " J /
b + a n n
Ai] = Aii/ + AXti//
If radial return then
= d \ )  + AlH ; dX* = dX{lc) + &k ; d i f  = V d if
ds* = ^ (dr\c )T dr[c + P(dA,*)2 ; m =  dslds*
d \k + D  mcfn ; dA,(£+i ) = mdX
else
^ V l ) = % )  + AB ; d \ k + l ) ~ d \ k )  +  Ah
End if
k = k + \
End do
Internal force recovery
In any solution procedure (for problems in both statics and dynamics), the internal element 
forces have to be recovered and the residual vector calculated. There are two options. The first is a 
path  dependent strategy whereby the internal force increment is calculated on the basis of the 
iterative deformation change Air . The second, which is preferred, is a p a th  independent strategy
— \ K )
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that calculates the internal force increment on the basis of the total incremental deformation 
change dr\ . The difference between the two is shown in Fig. 3.8 for a bar element. The path 
dependent strategy continually updates the total deformations to the current iterative position. 
The initial equilibrium position is not retained and it is possible for this procedure to get lost 
during iterations. In the example shown, this method converges to point 2b. In the path 
independent strategy, we search ahead for equilibrium while remaining firmly anchored at the 
initial position and end up at point 2a. It is only once convergence has been achieved that we 
advance along the solution path.
3.4.4 Solution procedure implemented in this work
This completes our review of the theory behind the arc length method. We are now left 
wondering which of the alternative procedures is best. Or perhaps we should implement a variety 
of procedures, switching between these if one fails to converge. In many articles and texts on this 
subject (see for example C h r isfield , 1991), this latter strategy is proposed. But maybe one should 
first question why it is that certain procedures are not always successful.
Displacement vs deformation freedoms
The vast majority of finite element (f.e.) programs are based on displacement freedoms. A 
problem arises in selecting appropriate control freedoms. Since displacements are a measure of 
global response, there is no guarantee that the deformation in the non-linear elements will be 
adequately restricted if the norm of some sub-set of displacements is arbitrary constrained to lie 
below a certain value. This may lead to excessive iterations in one step or perhaps 
non-convergence. C h r isfield  (1980) has reported improved performance by modifying the step 
size based on the number of iterations in the previous step. However, this improved procedure 
will also have some difficulties if the controlling displacements are poorly selected. The inherent 
problems with displacement control would suggest that displacements are not the most suitable
P
Ati2
(2a) Path independent strategy 
(2b) Path dependent strategy
Fig. 3.8 Internal force recovery
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control variables. It seems to be rather more appropriate to steer the solution on element 
deformations, as it is these that really control the response. This is certainly the case for problems 
in which the non-linearity is caused by material properties rather than by geometrical properties.
A deformation or strain control procedure could be implemented into a general f.e. program 
without difficulty. In an element, a particular (Gauss point) strain increment det is related to the 
displacement increments dU_ by
it is believed that this procedure could lead to a superior performance over many of the 
displacement control strategies currently in use, particularly for problems that are not governed 
by geometrical non-linearity.
The contrast between controlling on deformations and controlling on displacement freedoms is 
well demonstrated by the following example. A cantilever beam of length I and bending stiffness 
kb is loaded at its tip by a force F and supported by a softening non-linear rotational spring 
(Fig. 3.9). Given the rotation of the base 0 , the moment M  is known, and the applied force and the 
tip displacement 8 can be readily calculated from
The results shown in Fig. 3.9 are for the particular case of kb = I = 1 for a spring with rotational 
resistance M -  sin (200). When (3.45) is satisfied, the tip displacement is reducing while the base 
rotation is increasing. There is then no longer a one-to-one relationship between 0 and 8 ,  and for 
a given value of 8 , the applied force is multi-valued. Therefore, beyond a certain point, the 
equilibrium curve can only be traced out by controlling the deformation freedom (the base 
rotation) and not by controlling the tip displacement.
d Z := b TdU (3.41)
where is a row of the element strain displacement matrix. The constraint is then given by
h = bTd U - ( s - s 0) = 0 . (3.42)
If the largest strain in the element that is dissipating the most energy is selected as the control,
b = lQ + F /k b ; F = Af(0)/Z. (3.43)
From this,
J _ 3 M = /+ i e .  
lkb 30 lkb
(3.44)
and so
(3.45)
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Fig. 3.9 Response of a cantilever beam supported by nonlinear rotational spring
This example captures many of the characteristics that are exhibited by the collapse 
mechanisms of framed structures. It illustrates that some degrees of freedom actively control the 
solution process while others merely follow. A spring-back response, such as that shown in 
Fig. 3.9, may be observed if a follower variable is selected to represent the overall behaviour of the 
structure. The spring back is caused by a release of elastic energy.
Control procedure implemented for the PFI-Method
As the unknowns in the PFI-Method are deformations, the method provides a natural set of 
freedoms for steering along the solution path. In the non-linear response range, it is suggested to 
steer the problem using a single deformation variable, being the one that is dissipating the most 
energy. In addition, because the number of unknowns in (3.9) is small, initial (elastic) stiffness 
iteration can be employed very effectively.
Path independent deformation control with in itia l stiffness itera tion s  results in a very 
straightforward incremental solution procedure. The algorithm is a special case of the general 
procedure given in Box 3.1 above - however it is most easily derived directly from (3.35). Since, for 
initial stiffness iterations, =  / ,  equation (3.35) for control freedom r, is simply
ATir = - g r(Jk)+AX,ri^ (3.46)
from which
(3.47)
The complete algorithm is given in the Box 3.2 below in which the yield deformation of the 
control variable is denoted b yrff.
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Box 3.2 Solution procedure for deformation control
Last converged step: A = Tj =
Deformation control: dr\r = (s -  sQ )T|r
Iteration counter: k = j
Do until converged:
d \k + i)  = d \ k ) + ^  i ^B(*+i) = +AH
k = k +  l 
End do
On the first iteration, Ar|r = ($-J0)T|r which exactly satisfies the constraint. Therefore, for all 
subsequent iterations Ar|r is set to zero. The selected deformation control variable T|c is that which 
is changing most rapidly in the previous increment. This algorithm, which is implemented in the 
simulation system described in section 3.6, has been tried on several examples (some of which are 
discussed later in chapter 5) and has not yet failed.
3 .5  Lim it  p o in t s  a n d  b if u r c a t io n  p o in t s
The maximum load-bearing capacity of a structure may either be a l im it  p o in t or a bifurcation  
p o in t (Fig. 3.10).
Bifurcation point
AA
Limit point
(a) Limit load (b) Bifurcation of the solution path
Fig. 3.10 Limit points and bifurcation points
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Both limit and bifurcation points are characterised by a singular tangent stiffness matrix; 
however the solution passing through the limit point is unique whereas multiple solutions paths 
may emanate from a bifurcation point. In the case of a bifurcation point, additional information 
must be passed to the arc-length control procedure to select the desired path. Bifurcations are 
typically associated with perfect structures or those in which alternative failure modes appear at 
the same level of load. Adding a sufficiently large initial imperfection to the structure will 
transform a bifurcation point into a limit point, although there is no guarantee that the lowest 
equilibrium branch will be found if this is done in an arbitrary manner. However, in most practical 
cases, the response curve of a braced frame will be unique and the ultimate strength will occur at a 
well defined limit point.
3.5.1 Brief review of theory
A system with tangent stiffness matrix K  is said to be in a critical equilibrium state if for at least 
one admissible non-zero deformation increment a_, the following holds
aT K q  = 0. (3.48a)
It may be shown (see for example DE BORST, 1986) that for systems having symmetric stiffness 
matrices, a necessary and sufficient condition for (3.48a) is that at these critica l p o in ts , the tangent 
matrix becomes singular (zero determinant), in which case (3.48a) is equivalent to
K a  =  0 .  (3.48b)
For non-symmetric systems, a singular tangent matrix is a sufficient condition for a critical 
point but not a necessary condition. That is even if (3.48b) does not hold, (3.48a) can still be 
satisfied if o_ is normal to K  a . The theory of critical points takes on a simpler form for symmetric 
systems. We therefore re-write the equilibrium equation (3.22b) in the form
K 'y - i i \ w = 0; i} = D ^ y  (3.49)
in which the K ' = (see eqn. (3.40)) is symmetric.
It is well known that the determinant of an M x M  matrix is equal to the product of its M  
eigenvalues ( | i ), that is
_ M
d etir  = ]Qm-. (3.50)
/= l
Therefore K '  is singular if one or more of its eigenvalues are zero showing that the occurrence of 
zero eigenvalues is an indicator of a critical point. Since det K '  = det K ' det D1™, and because D1™ is 
positive definite (no zero eigenvalues), a singularity in K '  also implies that is singular.
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Limit points pose no serious problem if an arc-length control solution strategy is adopted. This 
is because the augmented matrix H ^  is not singular at a limit point provided the constraint 
satisfies VhTx * 0  (Keller, 1977). This latter requirement ensures that the normal to the 
constraining surface is not perpendicular to the path tangent vector (which is why simple load 
control cannot track around a limit point). At a limit point only one solution (or equilibrium) path 
exists, the load becomes stationary (1 = 0), and the system has only one zero eigenvalue.
In contrast to a limit point, several equilibrium paths may emanate from a bifurcation point, 
and on some of these paths, the load may not be stationary. Because there is no unique solution, 
/fy ) is singular at such a point and any number of zero eigenvalues can be present - although in 
practice it is uncommon to find more than two.
The solution paths in the vicinity of a bifurcation point may be investigated by perturbing the 
tangent path by the eigenvectors associated with zero eigenvalues of the tangent stiffness matrix 
(D u ffe t  & Red d y , 1986; d e Borst , 1986). Since the M xM  matrix K '  is symmetric, it has a 
complete set of independent orthogonal eigenvectors <|> . These are obtained from the solution of 
the eigenvalue problem
( F - p fJ)<|>. = 0  i = l ,M . (3.51)
This implies that for the zero eigenvalues m , |i2,... \ir, the following holds
K'<S>. = 0 <1)r K ' = 0 i = l,r (3.52)
— i  ~  — i  —
w h e re  th e  se c o n d  re la tio n sh ip  in  (3.52) fo llo w s f ro m  sy m m e try  o f  K ' . W e  id e n tify  <j> w ith  a  in  
(3.48b). T h e  e ig e n v e c to rs  <J). (i =  l , r )  a re  s a id  to  s p a n  th e  n u l l  sp a c e  ( D u f f e t  & R e d d y , 1986).
All possible solution paths (denoted henceforth by sub-script k) must satisfy the (modified) 
equilibrium equation (3.49). Furthermore, bifurcation (and limit) points satisfy the following 
criterion
M [ r f = 0  (3.53)
which follows immediately from (3.49) and (3.52). Consequently, if there exists any path on which 
Xk is not stationary, the null-space eigenmodes are normal to the load vector.
The continuation of the solution curve through the bifurcation point using the path tangent 
vector is called the fundamental solution (Bu d ia n sk y , 1974). Let this be denoted ay*, where y* 
has unit length and a  is a scaling factor. It is easily verified using (3.49) and (3.52) that all possible 
solution paths in the vicinity of the critical point are described by linear combinations of the 
fundamental solution and null space eigenvectors. Thus,
i  =oc*z*+Z ^ i -  (3-54)
/=l
a n d , s in c e  T| =  D ^ y  (see  e q u a tio n  (3.49)) w e  m a y  a lso  w ri te
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(3.55)
i=l
The contribution of the eigenvectors may be regarded as introducing small imperfections into 
the structure to trigger deformation modes that would otherwise not be identified. Generally the 
imperfection amplitudes P*,- are chosen heuristically and a k is then determined to comply with 
the arc-length constraint (see Riks, 1972; DE Borst, 1986; W agner & W riggers, 1988). Alternative 
procedures for branch switching may also be found in the paper by Kouhia  (1992). Having 
selected one of the bifurcated branches, the standard arc-length procedure is again adequate. Note 
that the number of possible solution paths (k) is not the same as the number of null space 
eigenvectors (r). For example, the buckling of a perfect tubular column in three dimensional space 
has only two null space eigenvectors, but there are an infinite number of possible solution paths 
since the column can buckle in any direction.
As noted by DE Borst (1986), if the load increases along the fundamental path, one zero 
eigenvalue is indicative of a bifurcation point. On the other hand, if the load increment on the 
fundamental path is stationary or decreasing, the critical point is a bifurcation point only if two or 
more eigenvalues are zero - otherwise it is a limit point.
In a numerical procedure, the critical point is not easily isolated and it is likely that one arrives 
at a position on the fundamental path just beyond the sought for point. In this case, negative 
eigenvalues will be found, and it is the eigenmodes associated with these which should be used as 
an approximation to the actual null space eigenmodes. For each negative eigenvalue, the 
eigenmodes satisfy
^  < 0 (3.56)
and it is clear that the eigenmode associated with the most negative eigenvalue is the least stable. 
Therefore perturbing the fundamental solution by this eigenmode will usually result in the lowest 
branch being followed (de Borst, 1986).
In summary
L im itPoint: det tf' = 0; det * 0 ; A, = 0; P i= 0;
Bifurcation point: det K ' = 0; det = 0; pj,.. . |ir = 0
3.5.2 Examples of bifurcation and its implication for real 
structures
Bifurcations in structural mechanics problems are either triggered by geometrical effects 
(buckling) or by the inclusion of some elements in which the strength decreases with increasing
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deformation (strain softening phenomenon). These two types of phenomena are captured in the 
simple examples shown in Figs. 3.11 & 3.12.
X
Rigid
Fundamental
path
Alternative
path
Imperfect column response
5
Fig. 3.11 Bifurcation caused by geometric non-linearity
In the first example shown in Fig. 3.11 (discussed in detail by BUDIANSKY, 1974), an axial force 
is applied to a perfectly straight rigid bar which is connected to the ground by rotational and axial 
linear-elastic springs of stiffnesses Icq and ka, respectively. Increasing the load X produces 
deformations in the axial spring and the system is stable (insensitive to small random 
perturbations) until a certain load Xcrit = k$ /1 . At this point, which corresponds to a zero 
eigenvalue in the stiffness matrix, adding a small lateral disturbance (a fraction of the eigen-mode) 
causes large rotations. If no disturbance is input, the load can be increased beyond Xcrit and we 
follow the fundamental path, which in this case is unstable. As we noted above, since the 
fundamental path corresponds to increasing load, one zero eigenvalue indicates a bifurcation 
point. Adding a small disturbance takes us on to an alternative stable equilibrium path. This same 
path is also reached asymptotically if a small initial rotation (imperfection) is imposed on the 
column. In this case the bifurcation point is no longer evident.
When we use our beam-column models to obtain the axial-load shortening curves of members 
in compression, we add in an initial lateral imperfection and consequently these models do not 
need to consider the possibility of bifurcation. Furthermore, in our present system model based 
upon the PFI-Method, the effect of geometrical changes at the global level are not considered and 
so this type of bifurcation is not an issue.
In the second example (Fig. 3.12), which is more relevant to the type of problem we are 
interested in, we consider a pin-jointed plane frame with two non-linear compression braces 
having equal buckling strengths (the problem of truss structures with many simultaneous elastic 
buckling members has been studied by PEEK & TRIANTAFYLLIDIS, 1992). This frame can be 
represented by two non-linear axial springs joined in series. The post-buckling strength of the 
members is represented by a softening behaviour of the springs.
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(a) Actual structure
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F Fundamental path
Localisation in spring 1 
Localisation in spring 2
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(b) Idealised system (c) Response of idealised structure
Fig. 3.12 Bifurcation caused by material softening
At the maximum load point of the system, both springs reach their buckling strengths and we 
can identify three possible solution paths (the deformation in each spring can either increase or 
decrease). All of these paths are stable (in the sense that adding small disturbances does not cause 
path switching). The most favourable post-ultimate (residual) strength is realised on the 
fundamental path, which corresponds to increasing deformation in both springs. Unlike the first 
example, the applied load now decreases beyond the bifurcation point on the fundamental path. 
On the other two paths, the strains localise in one of the springs and the other begins to unload 
elastically. At the bifurcation point, the tangent stiffness matrix has two zero eigenvalues. For the 
problem with n springs with equal buckling loads there are n zero eigenvalues (and n associated 
eigenmodes) and 2" -1  possible solution paths.
If the strengths of each spring in Fig. 3.12 are given arbitrarily small (but different) 
perturbations, deformations will localise in the spring with the lowest strength while the other 
unloads elastically. Thus the bifurcation point is turned into a limit point and the equilibrium path 
beyond the ultimate strength of the system is determined by the softening behaviour of the 
localising spring. In real structures, the possibility of simultaneous buckling is remote and a limit 
point will usually be found. However some care should be exercised to ensure that small changes 
in the member strengths would not lead to a lower residual capacity. This can be verified by 
checking to see if any members come close to their buckling load but then unload elastically. In 
many respects, we can view a probabilistic Monte-Carlo analysis, in which the member properties 
are sampled from a certain distribution function, and the strength of the structure determined 
many hundreds of times, as a formalised way of investigating alternative equilibrium branches.
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The two spring example has been analysed using our proposed initial stiffness deformation 
control algorithm. It was found that if the deformation in the spring with the greatest softening 
was used as the control, the method converged to the lowest descending branch; otherwise it did 
not converge. This suggests (but needs further effort to confirm) that if several members are 
buckling (softening) at the same time, then controlling the solution using the member with the 
steepest post-buckling slope will result in the lowest equilibrium branch being found. This 
straightforward approach to identifying the lowest bifurcation branch is not apparent if 
displacement freedoms rather than deformation freedoms are selected for arc-length control, 
highlighting another advantage of using deformations as the solution steering variables.
We conclude that in the unlikely event that bifurcation occurs for the type of braced frame 
problems we are considering, the deformation control procedure is likely to prove adequate and 
therefore additional numerical procedures to explicitly check for these critical points have not 
been implemented in our simulation system which is described below.
3 .6  B u il d in g  a  s im u l a t io n  s y s t e m  a r o u n d  a  l in e a r
ANALYSIS PROGRAM
The developments discussed in this chapter have shown how to extract the non-linear aspects 
of a problem to obtain a reduced system that can be solved separately. This reduction process 
makes use of the linear-elastic response characteristics of the structure. Having found the response 
of the reduced system, the non-linear response of the overall structure may then be obtained as a 
data post-processing step. Taking advantage of this, a simulation system can be developed to 
obtain the response of a non-linear problem using any standard linear-elastic f.e. program. There 
are four main building blocks:
• a linear-elastic structural analysis or finite element program
• a linear-elastic model
• a method for generating the axial load-shortening curves of the non-linear members
• a solution procedure to solve the reduced system equations
In our implementation, these modules are entirely separate and communicate through data files. 
Therefore the linear-elastic f.e. program and model need not reside on the same computer as the 
other modules.
Figure 3.13 shows a flow diagram of how these individual modules are linked to provide a 
simulation system for static analysis. We now focus on how these are used to perform a non-linear 
pushover analysis.
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Fig. 3.13 Flow diagram of simulation system for statics problems
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The steps in a non-linear pushover analysis (refer to Fig. 3.13) are:
1. Analyse the linear-elastic structure, with loading FG and Fw applied separately, and 
store the response (stresses, strains, displacements, etc.) sG and on disk. Now  
determine (using a stress check post-processor or otherwise) a scaling factor \|/ such that 
F 1 =  y F ^  + F0 causes overstressing of one or more members. For these ('non-linear') 
members extract riG and T)w.
2. Apply unit load-sets in turn to each 'non-linear' member and store R sr*, the linear-elastic 
response of the entire structure, on disk. Extract the axial deformations (usually best 
calculated from axial force divided by stiffness) of the 'non-linear' members to get the 
matrix Z)1™.
3. Generate (by computation or experiment - see chapter 2), the non-linear load-shortening 
curves for each 'non-linear' member.
4. Incrementally progress along the solution path by solving (with any suitable algorithm) 
the reduced system of equations (3.9). This yields (our first estimate of) the pseudo-force 
multipliers for the entire solution path.
5. Determine the response in the remainder of the structure for selected points on the 
solution path (typically at the ultimate capacity and somewhere in the residual strength 
range) by adding factored combinations of the individual responses, that is
s  = s g + X s w  + R * 1' f NL.-  -  -  Lr\
Usually a post-processing routine is available within the linear-elastic software system to 
perform this operation.
6. Check for overstressing of any additional members. If so, return to step 2. Otherwise the 
solution history obtained in step 4 is correct.
If the above procedure is followed, the system expands in size as more members become 
non-linear and the problem is re-solved starting at X = 0. With a little experience, most or all 
'non-linear' members participating in the collapse mechanism can be identified at step 1. 
Consequently, all information required for the reduced system equations can usually be derived 
from one linear-elastic analysis.
The procedure for cyclic assessments is very similar to that for pushover analysis. Indeed the 
first stage in a cyclic assessment is a pushover analysis. This identifies the non-linear members and 
the linear-elastic response for the forward loading F^ . The only additional information required 
for the cyclic analysis is the linear-elastic response for the reverse loading, F%.
The simulation system described above has been used to analyses various problems and the 
solutions of many of these have been verified against the USFOS program. Several examples are 
given in chapter 5. The inclusion of dynamic effects is discussed in the next chapter.
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Major advantages
The simulation system offers many advantages to the engineer fam i l ia r  with a certain 
linear-elastic structural analysis program. Firstly, it is not necessary to acquire a separate 
non-linear package (and perhaps more powerful hardware), learn how to use it and convert the 
existing linear-elastic model to the modified format. Secondly, the additional building blocks for 
the simulation system run easily on any personal computer and are quite straightforward to 
develop. Thirdly, upgrades of the linear-elastic f.e. program do not affect the other modules in the 
system. Fourthly, the simulation procedure is ideal for studying parametric variations, for 
example the effect on the system strength if certain members are damaged. Such an analysis takes 
only a few minutes as only the member load-shortening curves need be re-defined; all other input 
data remains unchanged.
3 .7  S u m m a r y  o f  k ey  p o in ts
A number of key points are worth noting about the pseudo-force technique relating to 
materially non-linear bar elements.
1. Only one pseudo-force multiplier (i.e. one unknown) is required for a two-noded bar 
element. This corresponds to modifications associated with the bar's internal resistance.
2. The pseudo-forces act along the axis of the bar - that is in the local element co-ordinate 
system.
3. Once the pseudo-forces are known the solution to the modified problem is obtained by 
linear superposition.
4. If only a small number of bar elements are to be modified, the approach is extremely 
efficient since it is only these bars that are included in the reduced system equations.
Although for more general elements there are more pseudo-force multipliers, these basic 
principles apply.
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Chapter 4
THE PSEUDO-FORCE INFLUENCE METHOD
FOR
STRUCTURES WITH NON-LINEAR BAR ELEMENTS
- Dynamics -
4.1 In t r o d u c t io n
In the previous chapter, we developed pseudo-force procedures to obtain the non-linear 
response of problems in which time dependent resistance effects were ignored. These methods are 
suitable for determining the static collapse resistance and cyclic resistance of offshore frames 
structures. To complete our structural analysis 'tool-kit' we also require a method that can solve 
the non-linear dynamic collapse problem. It is therefore quite natural to investigate whether the 
pseudo-force method may be extended to include inertial and damping resistances. As it turns out 
this it is quite straightforward.
We (initially) consider only those structures in which the inertial and damping properties can 
be adequately represented by a few discrete masses and dampers. That is the class of problems in 
which the structural response is dominated by low frequency vibration modes. The dynamic 
collapse of an offshore structure is included in this problem class since most of the effective mass 
is provided by the topside equipment and superstructure (typically around 20,000 tonnes for a 
large North Sea platform), and the structure is only lightly damped (about 3% of critical is 
commonly measured).
In the solution of the reduced dynamical system a two-part incremental iterative algorithm is 
employed. In the first step of the iterative procedure, the inertial and damping resistances are 
calculated by solving the equations of motion. These dynamic effects are then applied as 
additional forces acting on an equivalent non-linear static problem which is solved to provide the 
pseudo-forces associated with material non-linearity. The material pseudo-forces are then fed back 
into the equations of motion and the inertial and damping resistances are re-calculated. Iterations 
proceed until convergence is obtained. The method developed has some similarities with the 
mode acceleration approach (WILLIAMS, 1945) which is commonly used for the solution of 
linear-elastic dynamic problems.
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A dynamic option is added to the simulation system discussed in the previous chapter, 
enabling non-linear dynamic analysis to be undertaken with any standard linear-elastic static 
analysis program.
4.2 PFI-METHOD: THEORY FOR PROBLEMS IN DYNAMICS
We now derive the dynamic PFI-Method, employing heuristic arguments to derive the 
dynamic equilibrium equations. A more formal proof of the theory is developed later in chapter 7.
Consistent with the notation employed later in chapters 6 and 7, local element variables are 
represented by lower case while global variables are denoted by upper case.
The dynamic non-linear material model
As with the static theory, we begin with examining the conventional discretisation of the 
structure. The actual structure (Fig. 4.1a) is represented in Fig. 4.1b by a number of elements, some 
of which may have non-linear material properties (represented by non-linear bars). Mass and 
damping properties are assigned to certain nodal points. In this representation, the non-linear 
incremental element stiffnesses are assembled into a global matrix and mass and damping 
'stiffness' terms added. We may view this procedure as setting up a dynam ic non-linear m ateria l 
m odel which is subjected to time-dependent forces, £ w(0-
:NL
pW
NL
Buckling
members.
NL
NL—I
Non-linear 
axial spring Damper! Mass
(a) Actual structure (b) Non-linear model (c) Linear elastic model
Fig. 4.1 Equivalent representation of nonlinear dynamic problem
The linear elastic reference model - dynamic pseudo-forces
For the analysis of static problems, non-linear member behaviour was emulated by applying 
self-equilibrating pseudo-forces of magnitude f NL to a linear-elastic reference model. In addition, 
we now represent dynamic mass/damping effects by displacement-dependent
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dynam ic pseudo-forces, of magnitude F °  (Fig. 4.1c). Unlike the material pseudo-forces, the 
dynamic pseudo-forces are not self-equilibrating. Our task is to establish the magnitude of these 
pseudo-forces such that the deformations and displacements in the linear elastic reference model 
and the dynamic non-linear material model are equal.
The dynamic pseudo-forces are easily identified as being D'Alembert's representation of 
inertial/damping resistances (see, for example, CLOUGH & PENZIEN, 1974). Thus, if there are in 
total L mass/dampers acting on global d.o.fs. (/, (which represent a subset of the total nodal 
displacement vector), the dynamic pseudo-forces acting on these d.o.fs. are simply
or
F ^ - i M U  + q U i)  
E S = - (M U + C U ) ,
/ = 1,L (4.1)
(4.2)
where the over-dots represent time derivatives, and Af and C are diagonal mass and damping 
matrices, which respectively operate on the nodal acceleration and velocity vectors. The subscript 
U on Fy highlights the dependency on the global displacement. Recognising that Fg = I  F y ,  
where I  is the identity matrix, one can see that each F f  may be interpreted as a load factor 
associated with a unit load applied to displacement freedom i (which will be a useful concept 
when influence matrices are considered).
Reduced-system equations for non-linear dynamics
We now imagine the linear-elastic structure acted upon by several load-sets, each of which will 
have an influence on all d.o.fs. Ul as well as on all non-linear element deformations. It is therefore 
apparent that, at any time t , the reduced system  equations for the non-linear dynamic problem 
may be written (Stewart, 1992) as
U = UL + H ^  f NL + H uu Fy— — i-ri ~ u (L equations) (4.3a)
or
j] =  r\L + f^ L + Dnt/ Fg (M equations)
'u ' V L ~HUU jjvn - ' f d "Lu
+ f N L
.
nL p * u D rm
(4.3b)
(4.3c)
in which U L(t) and T|L ( f )  are obtained from the solution of the linear static problem with applied 
external loading FL(t) only, and H 17^ , H uu, D^v , are the (time-independent) reduced sy s tem  
e la stic  influence m atrices. The H  matrices are displacement influence matrices whereas the D  
matrices are deformation influence matrices. It will be shown later in chapter 7 (see eqn. (7.48)) 
that H 1^  = (D^u )t  and that both D1™ and H uu are symmetric.
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The columns of these matrices are obtained directly from the equivalent linear elastic model as 
follows:
H uu:
D™:
D^u:
apply unit loads to each d.o.f. £/,- ( i = 1 to L) and obtain the displacements U. This 
matrix has dimension (L, L).
apply unit tensile forces to the ends of 'non-linear' element i and obtain the 
displacements U. Repeat for i = 1 to M. This matrix has dimension (L, Af). 
apply unit tensile forces to the ends of 'non-linear' element i and obtain the 
deformations r |. Repeat for i = 1 to Af. This matrix has dimension (Af, Af) and is the 
same as that introduced previously for static non-linear analysis, 
apply unit loads to each d.o.f. t/,- ( i = 1 to L) in turn and obtain the deformationsTj. 
This matrix has dimension (M, L).
This procedure is shown in Fig. 4.2 for a structure with two non-linear elements and two masses.
• m Huri = Uia U1b 
U2a U2b
“Haa ^ba 
"Hba b^b
Notation:
-influence coefficient 
-pseudo-force location 
-response locationttrs
Huu = U 11 U 12 U21 U22
Tla1 l^a2 
^bl Tlb2
Fig. 4.2 Obtaining the influence matrices for dynamic analysis
The system (4.3a & 4.3b) may also be written as 
U = UL +  UNL +  UD
rj = riL + 1)^  + t|D.
(4.4a)
(4.4b)
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Thus the displacements and deformations comprise a contribution from the applied loading with 
corrections for material non-linearity and inertia/damping forces.
Solving the non-linear system (4.3c) (see section 4.3) for each time step yields the unknowns 
fNL and F y, and also provides the deformations and displacements of the locations at which 
pseudo-forces act. As with the procedure for static problems, the deformations/stresses in the 
linear-elastic elements can easily be calculated as all loading on the equivalent linear-elastic model 
is now completely defined. Normally this is a post-processing step. Any additional elements that 
subsequently deform beyond their linear-elastic range can then be added to the non-linear group, 
and the procedure repeated. This is discussed in more detail in section 4.4, where we describe how 
to modify the static simulation system to include dynamic effects.
The total number of equations in the reduced non-linear dynamic system is n = M  + L. For 
many problems this is only a fraction of the total number of degrees of freedom in the 
linear-elastic model. Typically, for dynamic collapse analyses of offshore framed structures, n is 
less than 20. Thus for these types of problems, the proposed method is extremely efficient.
4.3 S o l u t io n  procedure  for  d y n a m ic s  problem s
The solution procedures employed for dynamic problems are simpler than those used in static 
problems since equilibrium is always possible whatever the magnitude of the applied load. For 
static problems, we had to use special methods to trace limit points. However in dynamic 
problems as the structure loses strength, the excess load is absorbed by the inertial and damping 
resistances. The dynamic resistance limits the distance of travel along the solution curve for any 
increment of the external load, providing a role similar to arc length control for the static problem.
In this section, we provide an effective and efficient algorithm for the solution of the reduced
system of equations (4.3c) at discrete time steps, t = tn, n -  0,1,2 The method proposed is by no
means the only one possible but is straightforward. We first linearise (4.3c) using the standard 
(modified) Newton procedure given in appendix C, leading to
'i  +  H uuK d - H ^ k ^  "'AC/' V
D^uK d I - D lmk ^ j) Ar\ A . (*)
i , j< k (4.5)
where the residuals at iteration k  are given by 
- 8 U{k) =ULH H ^ f ^ L + HuuFS-U)(k)
- I r ^  =HL+( ^ 4 L+Z)7't/£S -B > w
(4.6a)
(4.6b)
In equation (4.5), the diagonal matrix K D is given by
dU
(4.7)
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and this may be called the reduced nodal dynam ic stiffness m a trix  (of dimension L x L), while 
we introduced earlier (see 3.20) as the element plasticity matrix. The subscript on the element 
plasticity matrix in (4.5) indicates the iteration at which the matrix is updated. Note that i need not 
equal j  and consequently, at any given iteration, different stiffness matrices may be used (if 
desired) in the overall system matrix given by the left hand side of (4.5).
In principle, equations (4.5) could now be solved directly for time tn , iterating until 
convergence. Then the time would be incremented to tn+i and so on until the solution was 
obtained for the overall time interval desired. However, as in the solution of the static system with 
a general constraint, the coefficient matrix is non-symmetric. A simpler solution procedure is 
therefore proposed.
The uncoupled system
The system is easily uncoupled by setting = 0, which corresponds to an initial stiffness 
procedure for estimating the displacements. At iteration k this results in
A V = - ( I  + H uuK DT \ m -, dU4 M )  =  dU m  +  ^  . (4.8)
which enables the accelerations and velocities to be calculated (see eqns. (4.12a) and (4.12b) 
below). Thus the dynamic force can be now be updated and the residual (4.6b) becomes
- I „ (t) = 2 i + (flnV “ -]!><tt+D "[/£S «+1, • <4-9>
The deformations are then obtained from
Aa = -|X 0)] ; dV i) = di!(«+An (410)
where the reduced stiffness matrix K ^ =  I - D ^ k ^  was introduced previously for static analyses 
(see eqn. (3.20)).
Clearly it is important that the matrix in (4.10) does not become singular. This is guaranteed 
if an initial stiffness method is used, in which case is identically zero. The iteration
matrix in (4.10) is then the identity operator and the calculation of the deformations is trivial, 
being given by
Ar| = - g  . (4.11)
-* l  (*)
In this entire procedure, only the matrix (I + H UUK D) needs to be inverted. If a fixed time step is 
used the matrix K D is constant (see (4.14)) and only one inversion is required.
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Discretisation in time
Following N ewmark (1959) and as summarised in the text of Bathe (1982), a one step implicit 
scheme results if the acceleration and velocity vectors are estimated from the displacement at time 
tn (the current time) and the displacement at time tn_]. That is
where Un = U(tn) and the constants a0 - a s are given by
a0 = l / ( a A t 2); < n = fl/(a A ty t a2 = l / ( a A t ) 
a3 = l / 2 a - l ;  a4 = p / a - l ;  a5 = Ar((3/2a-l)
The parameters a  and (3 control the stability of the method and the time step size At = tn -  rn_j 
controls the accuracy, as we discuss in more detail below. With this discretisation in time, the 
dynamic matrix, as defined by (4.7), is given by
Stability and accuracy
The Newmark method is unconditionally stable (Newmark, 1959; Bathe, 1982) (meaning that 
initial errors do not grow in time) provided (3>l/2 and a > ( l /2  + p)/4 .  A common selection, that 
satisfies the stability requirements and is used in the studies reported later in chapter 5, is P= 1 / 2, 
a = l / 4 ,  corresponding to trapezoidal integration. For systems with classical proportional 
damping, the accuracy of the response in each mode r is governed by the ratio of the time step At 
to the (undamped) modal period, Tr . For linear problems, it is generally accepted (Bathe, 1982) 
that A t/T r <0.1  will give reasonable integration accuracy. Overall accuracy is obtained by 
ensuring that the highest included mode frequency is well above that of the loading (a ratio of at 
most 3:1 is typically suggested). This also ensures that the loading history is adequately discretised 
in time. For offshore fixed frames, most of the mass is associated with the topside superstructure 
and the ratio of the fundamental sway frequencies to the wave excitation frequency is typically 
higher than 5:1. Therefore for these structures we need only be concerned with the lowest 
vibration modes.
For non-linear problems, the modal frequencies are time dependent since the stiffness is 
continuously changing. In principle, the modes should be re-calculated at each time step and the 
time step size adjusted accordingly to ensure accuracy. However, if the stiffness is softening, the 
modal frequencies will reduce and this suggests that a time step based upon the initial modal 
frequencies will be adequate throughout. But this overlooks the fact that abrupt changes in 
stiffness (which may be viewed as large changes in the pseudo-forces) will introduce high 
frequency vibrations. For most practical problems the higher vibration modes themselves can be 
ignored but the time step must be selected such that the time dependent changes in the
(4.12a)
U n  =  M L L n  ~~ — n - 1 ) “ a 4 lL n- \  " “ s H n - l (4.12b)
K °  = (a0M + a iC) . (4.14)
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pseudo-forces are adequately represented, otherwise the response in the lower modes will be 
inaccurate. It is best to investigate this more closely on a case by case basis (for example halving 
the time step and noting the difference in the solution).
Various other implicit integration procedures have been proposed. Established methods are the 
Houbolt and Wilson-0 methods (H o u b o lt , 1950; Ba th e  &  W il s o n , 1973), and the HHT-a method 
(H ilber , H u g h e s , & Ta y lo r , 1977) which is a generalisation of Newmark’s method. These 
alternative methods filter out high frequency modal noise whereas the Newmark method does 
not. They have been devised for systems with many vibration modes. However, in our 
PFI-Method implementation, we either pre-select a small number of mass points or, as discussed 
later in section 4.5.4, extract a limited number of modal frequencies. Consequently, we do not have 
to concern ourselves with filtering high frequency vibration modes and the standard Newmark 
integration procedure is perfectly satisfactory.
PFI-Method: natural frequencies
As the appropriate time step for acceptable accuracy depends on the natural frequencies of the 
linear-elastic reference model, we need to be able to identify and extract these frequencies. The 
equation of (undamped) free vibration follows from (4.3a) and (4.2) and is given by
H uuM U  + U = 0. (4.15)
The steady state free vibration response therefore satisfies
( /  -  ]ij H uuM ) y . = 0  / = 1, L (4.16)
where are the circular eigen-frequencies (natural period 7J = 27t/jj., ) and \\i. is the associated 
eigen-vector. The eigen-values are determined from
det ( / - p .2 H UUM ) = 0 . (4.17)
A n y  s ta n d a r d  s o lu tio n  te c h n iq u e  su c h  as  su b -sp a c e  ite ra t io n  (see, fo r  ex a m p le , Ba t h e , 1982) ca n  
b e  u s e d  to  so lv e  th is  eq u a tio n .
Solution of linear dynamic problems
Although the PFI-Method has been presented as a tool for solving problems in non-linear 
dynamics, it may also be used for linear time dependent problems. In this case, only the 
displacement dependent equilibrium equation is required and from (4.3a) the linear dynamic 
problem is the solution to
U =  Ul  + H uuF ° .  (4.18)
Since F% is linear in U, the Newmark method converges in one step, and the solution is
75
The PFI-Method - bar element, dynamics
Un = (I  + H m K Dr ' ( U Ln + H uv F °n^x . (4.19)
Summary of solution algorithm for non-linear dynamic analysis
The solution algorithm that is used in our simulation system is summarised in the Box 4.1 
below.
Box 4.1 Solution procedure for non-linear dynamic analysis by PFI-Method
Time step size:
det( 7 - \i2 H UUM ) = 0; 7J = 2Tt/^; Al = aT min (a  <0.1) 
Invert matrix:
A = U + H uuK D)~l 
Do for each time step
Initial conditions: tn+\ = tn +A t; tk o )= v « >  Uc„)=nB; etc- 
Iteration counter: k -  0 
Do until converged
- i v (k)
d ^ M  ) - d ^ k k )-A iu m
- I nw = £ , + -!!><*>+d "u£ S (M)
k = k + \
End do
Un+i= U n + d U (k)-, 3 ^ , = ^  + ^ ;  etc.
End do
4 .4  Ex t e n d in g  t h e  s im u l a t io n  s y s t e m  f o r  n o n -l in e a r
DYNAMICS
The principles involved in the pseudo-force method for non-linear dynamic analysis are 
exactly the same as those employed in static analysis. Therefore the basic structure of the 
simulation system described in section 3.6 remains unchanged.
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Although, in principle, it is possible to solve any non-linear dynamic problem for the class of 
structure under consideration, in practice the simulation system that we describe below is best 
suited to problems of dynamic collapse. We presume that before the non-linear dynamic analysis 
is performed, the results of the non-linear static analysis are available, and therefore the non-linear 
members in the static failure mode are known (although the number of non-linear members can 
expand during the dynamic analysis).
The building blocks in our simulation system are now
• a linear-elastic structural analysis (or finite element) program
• a method for generating the axial load-shortening curves of the non-linear members
• a matrix inversion routine
• an eigenvalue extraction routine to determine the appropriate time step
• a solution procedure to solve the reduced system equations
The steps involved in the entire simulation procedure are:
1. Perform static pushover analysis as described in section 3.6.
2. Apply unit loads to the mass/damper d.o.fs. in linear-elastic reference structure to 
determine the influence matrix H u v .
3. Determine an appropriate time step based on the lowest vibration mode.
4. Invert the matrix ( /  + H UUK D).
5. Apply unit loads to the linear-elastic reference structure to determine the influence 
matrix D^u (recall that H 11^  is the transpose of this). (If returning from step 8, update 
D7™ and generate load-shortening curves for additional non-linear members).
6. Apply the time history of loads to the linear-elastic reference structure and obtain the 
response vectors UL(t)  and TjL ( f )  for the mass d.o.fs. and non-linear members, 
respectively.
7. Solve the reduced system of equations for all time steps.
8. Post-process at appropriate time steps and check if any other members should be 
included in the non-linear set. If additional members found, return to step 5.
The implementation of this simulation system has been verified against the MARC general 
purpose finite element program and, for the examples considered, gave exactly the same results. 
Some examples are discussed in chapter 5.
The development of this simulation system opens up the possibility of performing non-linear 
structural dynamics on very large structures with low-cost personal computers. As with its static 
counterpart, the dynamic simulation system is ideally suited to parametric sensitivity analysis. For 
example, in dynamic collapse analyses, we are interested in the maximum deformation when the 
structure is exposed to waves of different magnitude. Once the base-case problem has been set up, 
subsequent analyses involve repeating steps 6 to 8 for the various force histories under
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consideration. Also, repeating the analyses for a different structural mass involves modifying only 
the diagonal mass matrix and the entire analysis can be re-run without further information from 
the linear f.e. program.
4.5  P F I-M e t h o d  a n d  m o d a l  S u p e r p o s it io n
TECHNIQUES
The matrix equations of motion that result from a finite element discretisation of a structure 
invariably involve many degrees of freedom. To perform a dynamic analysis by direct time 
integration of this system requires significant computational resources. Therefore much research 
has been undertaken to develop more efficient schemes aimed at reducing the degrees of freedom. 
Such techniques are called reduction methods (NOOR, 1981, 1994), and the most popular class of 
these is based on modal superposition. These methods are suited to the class of problem in which 
the frequency content of the loading is low compared with the majority of the vibration modes of 
the structure (C l o u g h  & W il s o n , 1979). This covers many practical problems in structural 
dynamics. It is the intention of this section to compare and contrast the dynamic PFI-Method with 
procedures based on modal superposition. Although we have previously considered only those 
structures in which material non-linearity is represented by bar elements, the techniques 
developed in this section are universally applicable.
Reduction methods use the Rayleigh-Ritz technique (NOOR, 1981) to approximate a large 
number of unknowns N  by a linear combination of a much smaller set of unknowns, r. This is 
achieved by a linear operator Or which maps the original (physical) basis U (containing all 
displacement freedoms) to a reduced (generalised) basis x r . Thus,
U* = <Dr x r (4.20)
where U* is the approximation to U.
In modal superposition methods, the columns (J) of the transformation matrix Or are taken to 
be the r lowest free vibration modes. These are obtained by solving the eigenvalue problem
(K  -  ©?M)<|>. = 0  / = 1, r (4.21)
where to,- is the circular frequency associated with eigen-mode <t>., M  is the mass matrix (which 
need not be diagonal) and K  is a stiffness matrix which, for non-linear problems may or may not 
be the initial linear-elastic stiffness.
To do justice to our comparison of the dynamic PFI-Method and modal superposition methods, 
it is necessary to review the modal methods in some detail. We start with linear systems as the 
methods applied to non-linear systems use very similar ideas.
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4.5.1 Linear systems analysis by modal superposition
(a) Classical modal superposition
Consider the equilibrium equations for a linear-elastic structural system
M U  + CU + K e U = Fl (4.22)
in which M  is the mass matrix, K E is the stiffness matrix, C is the damping matrix, and FL is the 
applied load.
Applying the transformation (4.20), and assuming Rayleigh modal damping1, the system of 
equilibrium equations (4.22) are transformed to a reduced set of uncoupled differential equations 
given by
I  f i r  +  C r * r +  & r * r  =  (4 2 3 a )
where
Ir = <D/M<Dr Cr = O/CO, n2r = &rTK EOr . (4.23b)
The matrix I r is the identity matrix, Cr is a diagonal damping matrix, and £1? is a diagonal matrix 
whose entries co f  are the circular frequencies of the linear-elastic system.
We remark that if all modes are included, the superposition method does not involve any
approximation and is then simply a change of variable transformation. As such it will yield exactly
the same results as a direct solver operating on (4.22) provided the same time marching scheme is 
used for both approaches. If, however, all modes are included, there is no computational 
advantage in using the modal method. That is to gain computational efficiency a truncated set of 
modes must be employed.
In the classical modal superposition method (see for example C l o u g h  & P e n z ie n , 1974), 
equation (4.23a) is solved for x r and the displacements are recovered from (4.20). Because only a 
truncated set of modes are used to approximate the displacements, the local stresses may not be 
recovered sufficiently accurately using this displacement field. The accuracy of the stresses can be 
greatly improved by using the M ode A cceleration  M ethod, which we now discuss.
(b) Mode Acceleration Method
The mode acceleration method was introduced by W ill ia m s  in 1945. Several variants of the 
method have since been developed (M a d d o x , 1975; H a n s t e e n  &  B e l l ,  1979; C o r n w e l l  e t  a l ., 
1983) but all essentially perform similar operations in a slightly different way. A review of the 
various methods is given in the publication of S o r i a n o  & V e n a n c io - F i lh o  (1988). The idea 
behind the method is very simple. The modal accelerations and velocities obtained from the
1. For Rayleigh damping, the damping matrix takes the form C  = O.M +  $ K E, where Gt and P are constants 
selected to represent the damping properties of any two modes (usually the lowest two). If we restrict the 
damping matrix C to be diagonal, then P must be zero and the damping in only one mode can be tuned.
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classical procedure are used to calculate the inertia and damping forces and these are then applied 
to the structure as if they were equivalent static loads. A new estimate of the displacement field is 
then calculated from the equilibrium equations. That is the updated displacements U are 
calculated from
U = (Fl -  M®r 'xr -  COr x r ). (4.24)
Now, if the excluded modes are with generalised freedoms x s, then the exact solution must be 
given by
U = [aT£]_1 (Fl -  M<br 'xr -  COr x r -  M Orx s -  C&rxs). (4.25)
By comparing (4.24) with (4.25), we see that the modal acceleration method neglects the influence 
of the inertial and damping forces associated with the higher modes. The static response of these 
modes is included in the term [K E]~l FL and therefore the modal acceleration method is 
sometimes referred to as the static correction method. The method employs a well known 
principle of structural dynamics, namely that high frequency modes resist the applied loading 
primarily by developing internal forces rather than by mobilising inertial resistance.
4.5.2 Non-linear systems analysis by modal superposition
Superposition methods for non-linear structural dynamics can be based on either the 
pseudo-force method ( N ic k e l l ,  1976; S t r i c k l i n  & H a is le r ,  1977; M o r r i s ,  1977; B a t h e  & 
G ra c e w s k i ,  1981; K u k r e t i  & Is sa , 1984) or the tangent spectrum method ( I d e l s o h n  &  C a r d o n a ,  
1985; M o h r a z ,  e t  a l . 1991). In the pseudo-force approach, the eigenvectors of the linear system 
are used throughout whereas in the tangent spectrum method (or incremental modal 
superposition method) the eigenvectors associated with the current tangent stiffness are 
employed. Using updated eigenvectors has two advantages over the linear system eigenvectors. A 
damping matrix can be used that is proportional to the instantaneous stiffness (for some 
experiments this seems to give better agreement, M o h r a z  e t a l ., 1991) while for each time interval 
the change in the vibration modes can be monitored. However, there are two problems associated 
with the tangent method. Firstly, when compared to the pseudo-force method it is very inefficient 
computationally as the eigenvalue problem has to be solved repeatedly - for a test problem, 
M o h r a z  e t  a l . (1991) showed that this procedure only marginally outperforms a direct 
integration method. Secondly, updating the basis vectors can lead to incompatibility in the 
displacement, velocity and acceleration fields, introducing a further source of possible error 
( I d e l s o h n  & C a r d o n a ,  1985). For the majority of problems in structural mechanics, it would 
appear that it is preferable to use the initial eigenvectors with the non-linearity treated as 
pseudo-forces. It is procedures based on this approach that we now discuss.
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Non-linear modal superposition using linear-elastic vibration modes
For non-linear dynamic problems, the equilibrium equation derived from a finite element 
procedure may be expressed as
M U  + CU + R(U) = Fl (4.26)
where R(U) = FE - F y L is the internal nodal resistance which we have split into a linear-elasticL-U i-u
contribution (F E) and an inelastic correction term (F yL). Since FE = K EU , the equilibrium 
equation may equally be written as
T h e  e ig en v e c to rs  4>r , b e in g  th o se  o f th e  lin e a r-e la s tic  (re fe ren ce) sy s te m , a re  c a lle d  p se u d o -m o d e s  
(Ku k r eti &  ISSA, 1984) - th e  t r u e  e ig e n -m o d e s  b e in g  th o s e  a s so c ia te d  w ith  th e  ta n g e n t  stiffness .
and these must now be solved iteratively for xr. The displacements are recovered from (4.20). This 
procedure dates back to the mid 1970s and early 1980s (N ic k ell , 1976; St r ic k lin  & H a isler , 1977; 
M or r is , 1977; C l o u g h  & W il s o n , 1979; Ba t h e  & G ra c ew sk i, 1981; G e s c h w in d e r , 1981; K ukreti 
&  Issa , 1984) and is still being proposed in more recent literature (Kuk reti, 1989; C h a n g  &  
M o h r a z , 1990).
The modal acceleration method can once again be used to improve the accuracy of the classical 
method (Elk a tt  & M iller , 1989). In this case, for each time step we iteratively solve the two 
systems
Here we have made use of a modified Newton iteration scheme for the equilibrium iterations 
in which is the stiffness matrix at any point on the solution path. This is more general than the 
initial stiffness iterations employed by Elkatt and Miller.
In this form, the method is not very attractive, since the solution of (4.29b) requires an iterative 
process on a large system of non-linear equations. However, the effectiveness of the method can 
surely be greatly enhanced by applying the well known static condensation procedure (see for 
example C l o u g h  & P e n z ie n , 1974) to (4.29b), such that only those degrees of freedom upon which
M U  + C U + K EU = FL + F*l (4.27)
where FyL is now identified as a vector of pseudo-forces in the global co-ordinate system. 
Applying the transformation (4.20) to (4.27), the reduced modal equations now become
I r i r  +  C r k r  + £ 1 r  2 r  =  ® / f £ t  + £ « ' '> • (4.28)
The difference between the linear problem (4.23a) and the non-linear problem (4.28) is that in 
the latter the pseudo-force vector couples together the reduced equations of the non-linear system
-'tt+n (4.29a)
(4.29b)
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Fy acts are retained as master freedoms. We proceed by segregating the displacement degrees of 
freedom into two sets Uy  and U^, where the first contains the master freedoms associated with 
nodes that are connected to non-linear elements, while the second contains freedoms that are 
connected solely to elastic elements. The incremental form of the equilibrium equations (4.29b) 
may then be written as
N)
I
'A
r<i
K2l K22_ M U . Fj + F j -F f_ (k) M -2 .
(4.30)
(*)
where F °  is the dynamic force obtained from the modal solution, and F, and F f  are the 
respective resistance contributions from the non-linear and linear portions of the structure. The 
matrix ^ n(;) is associated with non-linear elements while the other matrices represent stiffness 
contributions from linear-elastic elements. Employing the standard condensation procedure leads 
to the reduced system
dH(k+l) ~ dikk)+ ^ (/)A£i
where
KU) -  -^12^22 lK'21 and A F, = AF, -  A F2.
(4.31)
(4.32)
We now only have to solve a small number of equations for the equilibrium iterations. Since the 
condensation procedure operates on the stiffness matrices used for the static problem and 
partitions the model into two sub-structures (a linear one and a non-linear one), this method may 
be referred to as a m odal superposition  technique w ith  s ta tic  sub-structuring. The method 
appears to be new.
The combination of modal methods and condensation procedures has been suggested before 
but applied in a different way. M odal superposition  w ith  dynam ic sub-structuring  has been 
employed by C l o u g h  & W il s o n  (1979), and Ibra h im b eg o v ic  &  W il s o n  (1990). In this method, the 
condensation procedure is applied directly to the incremental form of the dynamic equilibrium 
equations (4.27) which results in the mass and damping matrices being included in the matrix 
partitioning. Modal superposition is used to derive the response of the linear sub-structure and 
the mode synthesis technique (see, for example, K er sten s , 1984) is employed to match (or 
synthesise) the response of the two sub-structures across their common nodal boundaries.
Both the suggested condensation methods are most effective if the majority of non-linear 
elements are known in advance. This is (almost certainly) the case for a dynamic collapse analysis 
of a structure if a static pushover analysis has already been performed as it is unlikely that the 
inertial loading will modify the failure mode. Although back-substitution for the slave freedoms to 
check whether any more elements have strained into the non-linear response range is a 
computational overhead, this need not be done at each time step. If the non-linear elements are not 
known in advance, the methods become less efficient as the condensation/sub-structuring has to 
be performed each time another element becomes non-linear.
Condensation without modal superposition is also an option that has been considered (CLOUGH 
& W ilso n , 1979; Ba t h e  &  G ra cew sk i, 1981). Although no approximation is made in the internal
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linear-elastic element response, the penalty is that back-substitution is required at the end of each 
time step to calculate the initial conditions for the subsequent step. This diminishes the efficiency 
of the method.
4.5.3 PFI-Method expressed in modal form
We recall that in the PFI-Method, U includes only the L freedoms to which masses or dampers 
are attached. The equations (4.3a & 4.3b) obtained for the PFI-Method can be put in a form that 
allows comparison with the previously discussed modal methods.
Let the matrix *F (of dimension L x L )  represent all of the modes \|f (given by (4.16)) of the 
reduced system (4.3a). Denoting a generalised basis as \ , which has the same dimension as U, the 
modal transformation becomes
£/ = ¥ $  (4.33)
and from (4.3a) and (4.3b) we obtain the governing systems of equations as
I t  + c i  + Q2£ = T r([/L + f l i/n/ Ni ) (small no. of eqns.) (4.34a)3(*+1) -2(*+i) 5(*+d v— -n(jfc) n
rfV o  = dv [ S ; > ]  1{3 1+DnV ^ ) +D ’1', £ (W )-3 (t)} (small no. of eqns.)
where
/  = x¥ t H uuM x¥  C  = ^ t H uuO V  n2 = vFrvF
and
15U --U *? 1-^ k+i) i  -(*+D —(jk+D j
The matrix C  is a diagonal damping matrix, and D2 is a diagonal matrix whose entries p.2 are the 
squares of the circular natural frequencies. Incidentally, we note that we can write
D W fD  = -(D ^ A T V 'i + D ^ O V i)
(4.36)
= - ( D r'M’i + D i]ci )
wherein D^M = D^UAP¥ is the modal mass deformation influence matrix whose columns are the 
deformation in the 'nonlinear' elements when each M \|/. is applied to the linear-elastic model, and 
D^c  = D^uO ¥  is the modal damping deformation influence matrix whose columns are the 
deformation in the 'nonlinear' elements when each C\j/. is applied to the linear-elastic model.
Comparing the set of equations (4.29a) and (4.31) with (4.34a) and (4.34b), we see that the 
PFI-Method is very similar to the method we called modal superposition technique with static 
sub-structuring. The main differences are that whereas the modal technique with static 
sub-structuring is based on displacements and a global force vector, the PFI-Method employs local 
element deformations and material pseudo-forces that are applied in the local co-ordinate system.
(4.34b)
(4.35)
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The PFI-Method will be more efficient if there are few non-linear elements that do not have 
common nodal points. This is typically the case in offshore framed structures. For more general 
structures, where the non-linear regions are represented by more complex elements such as plates 
or shells, the modal superposition technique with static sub-structuring will result in a smaller 
number of degrees of freedom.
In the pseudo-force method developed so far, material non-linearity is represented by local 
element pseudo-forces. We refer to this as an element pseudo-force method (EPFI-Method). In 
chapter 7 we also explore the development of nodal pseudo-force methods (NPFI-Methods) in 
which the pseudo-forces are applied to the nodal points. The reduced dynamic equations of the 
NPFI-Method are very similar in form to those of the system of equations derived using the modal 
superposition technique with static sub-structuring. Both methods also have the same number of 
unknowns. However the stiffness matrix inversion required in (4.32) with the sub-structuring 
technique is avoided if the NPFI-Method is used (see chapter 7 for details).
4.5.4 Structures with many masses
The modal technique allows us to extend the PFI-Method concept to include the option of 
structures in which the mass is not confined to a small number of nodal points. However, the 
calculation of the influence matrix H uu which is required to evaluate the modes shapes \|/ (see 
(4.16)) now poses a problem because of the large number of unit loads that would be required to 
generate it. Therefore a somewhat different approach is required than that developed previously. 
We let U represent all of the nodal displacements and, instead of using (4.34a), adopt the direct 
modal form given by (4.29a). This provides
Irxn +C_jc_ +£2?jc_,. ,n = OrT(F L+ Zl fNL ) (4.37)r-'(*+l) r ~r(k+1) r -r(k+1) r v— v •
where I r , Cr , and Cl2 are given by (4.23b) and is the operator that assembles the local pseudo­
forces f ^ L into the global force vector FyL (for more details see section 7.5). We can also write
(4.37) as
I r x r + C r x r +Cl2r x rf. ^ = f L + HXJ' f NL (4.38)r~ r(k+1) r~ r(k+1) r -r(k+1) L r :£-n(Jfc) v '
where = 4>rr FL and H*11 is the modal displacement influence matrix given by H*11 = OrTZ^.
The problem of applying a large number of unit loads to determine the influence matrix D^u in 
(4.34b) is avoided by using the relationship D^u = (H ur^ )T. Alternatively, the modal mass and 
modal damping influence matrices as given by (4.36) may be preferred. The deformations are then 
recovered from (4.34b) as before.
In principle this procedure may be implemented into a dynamic simulation system. However a 
drawback is that the linear-elastic structural analysis program must have an eigenmode solution 
option.
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Chapter 5
APPLICATION OF THE PFI-METHOD
TO
FRAMED OFFSHORE STRUCTURES 
- Static, cyclic and dynamic response -
5.1 In t r o d u c t io n
In this chapter, the performance of the PFI-Method is assessed using various examples. The 
examples serve mixed functions: validation of the PFI-Method against analytical solutions or with 
solutions found using other f.e. programs (USFOS and MARC); demonstration of the flexibility of 
the method and consolidation of the concepts discussed earlier, such as spring-back; and perhaps 
most importantly, confirmation that the method is an efficient tool for practicing engineers to use 
for non-linear analysis of large offshore framed structures.
Using the principles of the PFI-Method, a stand-alone computer program called SCAPOS (Shell 
Collapse Analysis Program for Offshore Structures) has been developed which solves the non­
linear reduced system equations (either the static equations (3.9) or the dynamic equations (4.3)). 
SCAPOS, together with any linear-analysis package1 and a program for developing the member 
axial response curves, form the simulation system described in sections 3.6 and 4.4. We discussed 
the development of this simulation system in detail in these sections, but to summarise once more 
the function of the various building blocks may be helpful. Essentially the system comprises the 
four modules shown in Fig. 5.1.
5 .2  S t a t ic  a n d  c y c l ic  a n a l y s e s
In this section we consider the static (pushover) response behaviour of idealised problems and 
structural systems. In a SCAPOS static analysis, increments of load are specified by the user. For 
each loading increment, a load control strategy is initially adopted with automatic switching to 
deformation control (see section 3.4.4) if the deformations in any member exceed a certain user 
specified value (typically set to 25% of the yield deformation). The analysis terminates if all load
1. For convenience, we use USFOS (with the non-linear features switched off) to analyse our linear-elastic
reference models.
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Linear s truc tu ra l analysis program
I n p u t: applied loading, unit load-sets 
O u tp u t: linear elastic reference model response, i.e., 
rjL, ... for statics problems
r\L, U L, D ^u , D™, H H uu ... for dynamics problems
D enta-n
Input: member properties 
O utput: member axial resistance curves, p(r\)
SCAPOS
Input: output from above two modules 
O utput: pseudo-forces; non-linear member deformations; mass point motion; i.e.,
B’ Lx^ — for statics problems
t\ ,  U_, f ^ L, Eu -"for dynamics problems
Linear analysis post-processor
In p u t: applied loading and pseudo-forces 
O utput: Nonlinear response of entire structure by superposition
Fig. 5.1 The building blocks in the simulation system
increments have been executed or if the total deformation in any element exceeds a user specified 
value (typically set to 5 to 10 times the yield deformation).
Example 1: Cantilever beam on non-linear springs
For our first verification example, we consider a problem for which the analytical solution is 
known. Figure 5.2a shows a linear-elastic cantilevered beam (of height h and lateral stiffness kb) 
connected to a rigid base which is supported by three axial foundation springs, each a distance b 
apart. The initial stiffness of all springs is kQ, however the outer two springs (nos. 1 & 3) exhibit 
non-linear behaviour when their deformations exceed ri* (with corresponding spring force p*), as 
depicted in Fig. 5.2b. The cantilever tip deflects an amount 5 when loaded by a force X Fw . At any 
point in the deformation history, the stiffness of the outermost springs can be represented as a 
fraction of k0 such that
ki =  ak0 and k3 = P k0 (5.1)
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where a  and P depend on the deformation in springs 1 and 3 respectively.
ko
h Stiffness k.
<3>
(a) Problem specification
(c) Displacements
IPI
P*
(b) Nonlinear spring 
characteristics
:NLfnl
(d) Pseudo-force method 
Fig. 5.2 Cantilevered beam on non-linear foundation
Analytical solution
This problem is statically determinate. Considering vertical and rotational equilibrium about 
the central spring yields the incremental relationships
du( 1 + a + P) + b (a  -  P)d9 = 0
du(P -  a) -  b (a + p)d0+ -----dX  = 0
bkn
(5.2a)
(5.2b)
Solving these equations for the displacement and rotation increments du and dQ (Fig. 5.2c) it is 
straightforward to relate the increment of applied load to the increment of deformation in spring 
no. 1 as
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k-  ° a K ~ y w
4a(3+g + (3 
1 + 2(3 t K tli
(5.3)
Now, since d8 = hdQ + Fw / kb dX , and it may be verified that
dHi =
1 + 2|3
bdQ
1+oc+(3
and it follows that the load-displacement relationship is given by
(5.4)
dS = l l 1 + a+P  \  ( ka
ko UJ ^4a(3+a + |3j kb dX (5.5)
Equation (5.5) cannot be used directly if spring-back response is expected. Instead, the 
deformation in spring 1 is incremented and the load increment is calculated from (5.3) while the 
displacement increment is recovered from (5.5).
Solution by PFI-Method
The data for the problem considered are
F w = 100 M N\ k0 — 1600MN /  m\ kQ/k b = 8; h l b - 4 \  ii* = 0.125in; p * ~  200MN.
For this data, non-linearity occurs in springs 1 and 3 at X - 1.
From our reference linear-elastic structure (with stiffness kQ for all springs), the influence 
matrices and response t|L in the 'non-linear1 springs 1 & 3 at X = 1 can be determined as:
0llTV = —i _
3 kn
(l) (3)
' 5 /2  -1 /2  
- 1 /2  5 /2 (3)
l  = J___
-  kn 2b
1
-1
where the numbers in round brackets are the member identifiers.
Once the pseudo-forces f NL have been established for a given load factor, the equivalent 
loading on the reference structure is known (Fig. 5.2d), and the response of the cantilever tip is 
obtained (see eqn. 3.11) from
d = X $w + R * nf NL, where — [l - l l  and
-n  k0 2 b l 1
8W=1.
The load-displacement history of the cantilever tip is now determined for three cases, namely: 
Case 1: a  = 0.25; |3 = 0.5 (hardening of springs 1 & 3)
Case 2: c l -  —0.3; P = 0.5 (softening of spring 1, hardening of spring 3)
Case 3: as for case 1 but disconnect spring 1 at X = 1.2
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The tip displacements obtained using SCAPOS for each of these cases are compared to the 
analytical solution in Fig. 5.3a to Fig. 5.3c, whereupon we observe that the PFI-Method gives the 
correct response in all three cases.
Load factor
2.5
2
1.5
1
0.5 SCAPOS analytical
0
2.5 3.51 1.5 2 30 0.5
Tip displacement (m)
(a) Case 1: both springs hardening
Load factor
0.8
0.6
0.4
SCAPOS analytical0.2
1.50.5
Tip displacement (m)
(b) Case 2: softening of spring 1, 
hardening of spring 3
Load factor
1.4
1.2
1
SCAPOS0.8
analytical
0.6
0.4
02
0
1.5 2 2.50 0.5 1
Tip displacement (m)
(c) Case 3: both springs hardening, 
spring 1 disconnected at A, = 1.2
Load factor
1.6
SCAPOS
spring 3 spring 1
1.2
0.8
0.4
0 *— 
-0.4 - 0.2 0.2 0.4 0.6 0.80
Spring deformation (m)
(d) Case 3: both springs hardening, 
spring 1 disconnected a t X = 1.2
Fig. 5.3 Response of cantilever beam for varying spring properties
Looking now at the particular response curves obtained, we see that for Case 1 (Fig. 5.3a), the 
load can always be increased whereas for Case 2 (Fig. 5.3b), a limit point is reached when X = 1 
and the stiffness thereafter becomes negative. For Case 3 (Fig. 5.3c), disconnecting spring 1 causes 
the load to drop and the release of elastic energy produces a spring-back response. From the 
SCAPOS analysis in Fig. 5.3d we see that for Case 3, immediately after disconnecting spring 1 the 
only (absolute) deformation increasing is that of spring 1: thus for a deformation control 
algorithm, this is the only possible control freedom.
These examples confirm that the incremental solution procedure for static analysis is 
implemented correctly in SCAPOS and that the deformation control algorithm can properly trace 
spring-back behaviour.
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Example 2: Plane frame
The next example is a plane frame (from Z ayas e t  a l ., 1982). The structure is analysed in two 
ways. In the first approach we use the PFI-Method and represent the critical members by 
non-linear phenomenological bars whereas in the second analysis the USFOS program is used and 
the critical members are represented as non-linear elasto-plastic beam elements. The intent of this 
example is twofold. Firstly, to demonstrate two that the critical members in a braced frame may be 
represented by non-linear bar elements, and secondly to provide evidence of the satisfactory 
performance of the PFI-Method when used for frame analysis.
5 FG
1524
3048
203048
762 23
3048
Dimensions in mm. 
E = 210 MPa
Element
numbers
Member 
size (mm)
Yield stress 
(MPa)
16-23 0  323.9x7.137 324
9, 10 0  152.4x3.175 248
1-4,11-13 0  101.6x2.108 248
5-7 0  127.0x3.048 248
14. 15 1397 x 1219 x 50.3Fx26.5W 324
Pinned
boundary ^  Frame details
Axial load (MN)
FG
NLNL
NLNL
NL NL
NL NL
0.30
0.25
0.20
-  5.7(C) 
• 1.3 (T)
0.15
0.10
0.05
T = tension 
C= compression
0.00
0.000 0.005 0.010 0.015 0.020 0.025
(b) Equivalent linear ■ 
elastic model
Axial deformation (m) 
(c) M ember axial response data
Fig. 5.4 Plane frame example
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The frame under consideration is shown in Fig. 5.4a. It is loaded at the top by a lateral force 
Fw = 0.04MN which is scaled by a factor X . A constant vertical force F ° may also be applied.
The results presented below have been published previously (Stewart & v a n  de Graaf, 1990; 
Stewart, 1993).
Influence matrices
From our previous discussion on failure modes of frames (chapter 2), we expect some or all of 
the bracing elements circled in Fig. 5.4a to play a role in the failure mechanism. The equivalent 
linear-elastic model therefore has pseudo-forces acting on these members (Fig. 5.4b).
The deformation influence matrix is obtained by applying unit load-sets of magnitude 1 MN to 
each of these members in turn (ref. Fig. 3.3). Each unit load supplies a column of this matrix 
(calculated from member axial force divided by axial stiffness), resulting in
(3) (l) (7) (5)
0.118E-01 -0.2472?-02 0.506E-03 0.197E-03'
0.118E-01 0.197E-03 0.506£-03
0.7172s-02 -0.1292?-02
symmetric 0.7172s - 02
(3)
(1)
(7)
(5)
(m/M N)
where the numbers in round brackets are the critical member identifiers. The deformations in the 
'non-linear' members as a result of the loads F w = 0.04MN and F° = 0.3MN were found to be
"-0.3791" b3 '-0.1752'
0.3791 n? -0.1752
= 10 3 m and t|g = —i -
-0.3206 -0.2000
0.3206 j S . -0.2000
From this information, the linear-elastic member response x\L can be determined for any value of 
X and any multiple of the vertical force (see eqn. (3.14)).
The lateral displacement at the point of application of the lateral load is useful for presenting 
the results and is given by the relationship
$ = $G + X b w + R 5l]f NL
where Sw = 4.3815xl0-3m is the lateral displacement at A, = 1 while 8G, the lateral displacement 
caused by the vertical load, is negligible. We recall (eqn. (3.11)) that the response influence matrix 
R ** is the top displacement for each unit load-set applied to the 'non-linear' members. For this 
frame it is
(3) (l) (7) (5)
22^ = [—9.538 9.538 -8.039 8.039] 10"3 m/MN .
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Member modelling
The member data for SCAPOS was developed following the procedure discussed in 
section 2.4.2 with the axial-load/shortening curves in compression for the 'non-linear' members 
obtained from the program DENTA-II (Taby, 1988). An initial midspan imperfection of 0.3% of the 
length (to ensure proper buckling behaviour - see appendix A) was used. Based on the framing 
pattern, a buckling effective length factor of 0.7 was considered appropriate for all of the braces, 
corresponding to fully clamped at one end and pinned at the other. The capacities of the tension 
members are calculated within SCAPOS using the yield strength and cross-sectional area. The 
member capacity curves are shown in Fig. 5.4c.
The beam element in USFOS is based on the same plastic hinge theory as the DENTA-II 
element and therefore 0.3% lateral imperfections were also introduced in the beam elements of the 
USFOS model.
Pushover analysis - no vertical load
The pushover response of the frame under increasing lateral load (without vertical loading) is 
compared to that from USFOS in Fig. 5.5a. The frame has a collapse resistance factor of X = 7.11. It 
is observed that the agreement is excellent over the entire response range, including the residual 
(post-collapse) regime. The failure mode may be classified as ductile. It is controlled by all four 
bracing elements (failure sequence: 3,1, 7, 5) with the ultimate strength being achieved when 
tension member 5 yields, as indicated in Fig. 5.5a. The legs behave elastically throughout as the 
deformations are not large enough to mobilise their plastic bending capacities. The visualisation of 
the failure mode shown in Fig. 5.5b was obtained using the graphical display features of the 
USFOS program.
Load factor
8
7-buckles
3-buckles
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(a) Pushover response (b) Failure mode
Fig. 5.5 Pushover analysis of plane frame
r    .
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Pushover analysis - significant vertical load
The SCAPOS program does not include the secondary effects of geometric non-linearity on 
global stiffness, or P-8 influences as they are commonly called. For large offshore platforms, the 
effective gravity load may be up to twice the environmental force causing collapse. As the 
platform displaces horizontally, the gravity load produces a de-stabilising moment, but this is 
typically only a few (1 or 2) percent of the total overturning moment and can either be ignored or 
included as a knockdown factor on the collapse load. To demonstrate that global P-8 influences 
are of minor significance for braced frames, the plane frame pushover resistance was assessed at a 
vertical load F° =0.6MN which provides a vertical to horizontal loading ratio at collapse of 
approximately 2:1. The results of these analyses are shown in Fig. 5.6. The SCAPOS results are 
almost identical to those for the frame without vertical load (Fig. 5.5a) which is not surprising 
given the very low values of gravity loading (r|G) found in the bracing members. For the USFOS 
analysis, the presence of the vertical load causes some additional deflection because of second 
order overturning moments, but the peak capacity remains more or less the same, confirming that 
P-8 influences may be neglected for this structural configuration.
Load factor
8
6
USFOS
4 SCAPOS
2
Vertical load = 0.6MN
0 0.090.060.030
Displacement at top of frame (m)
Fig. 5.6 Pushover response curve of plane frame 
with vertical loading applied
Fracture of tension member
The above analyses assume that all members can plastically deform without ill effect. This 
corresponds to ductile material behaviour. The presence of a flaw or poor quality material may 
reduce this ductility and lead to fracture of the member. To allow the consequences of lack of 
ductility to be investigated, it is possible in our simulation system to disconnect a member at any 
point in the analysis. This is achieved by setting the member resistance to zero after the critical 
deformation has been reached.
The SCAPOS results are compared with those from USFOS in Fig. 5.7a for the case in which 
tensile member no. 1 (see Fig. 5.4a) was disconnected when the global load reached A, = 3.05. No  
vertical loading was applied. The agreement between the two methods is once again very good.
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With this member disconnected, the peak strength of the frame is reduced from .^ = 7.11 to 
^ = 6.25. We observe that the deformation control algorithm employed in SCAPOS follows the 
spring-back response, whereas USFOS (because it switches to a load-control algorithm when the 
fracture option is invoked), jumps across the 'valley'.
Load factor
8
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0.090.03 0.060
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(a) Pushover of plane frame with member 1 disconnected at X = 3.05
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(b) Pushover of plane frame with member 1 disconnected at X = 6.4
Fig. 5.7 Pushover of plane frame with member fracture
To further illustrate the robustness of the deformation control algorithm, we disconnected 
member no.l when its yield capacity was reached, which corresponds to a global load of X = 6.4 
(Fig. 5.7b). The spring-back is now very pronounced and a brittle post-ultimate response is 
observed. The USFOS program is unable to track the frame behaviour for this problem. This is 
because the load at which fracture is initiated (X = 6.4) is above the strength of the frame with the 
member removed (X = 6.25) and consequently the load control algorithm, which is used in USFOS 
for member fracture problems, will not converge.
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Cyclic response
The plane frame (without vertical loading) was subjected to severe cyclic loading with equal 
intensity in the forward and reverse directions. This loading history is representative more of 
earthquake motions than of extreme storm loads which are biased positively in the forward 
direction (forward to reverse loads ratio for storm loading ranges from about 10:1 to 2:1 
depending on water depth and current).
As mentioned in section 2.4.2, a phenomenological algorithm has been implemented into our 
simulation procedure to model the hysteretic behaviour of members under cyclic axial loading. 
Furthermore, because the forward and reverse loading in this example is described by scaling the 
same load-set, having performed a pushover analysis a cyclic analyses using the PFI-Method 
requires no additional input data.
As our implemented incrementation control procedure in SCAPOS is based on member 
deformations, while USFOS controls on global displacements, it was not straightforward to 
provide equivalent cyclic loading histories for both methods. The approach taken for the USFOS 
analysis was to push in the forward direction until just below the collapse strength of X = 7.11 and 
then to cycle the top displacement at a fixed amplitude of 50 mm. For the SCAPOS runs, the load 
cycles were adjusted such that the frame top displacement was approximately that obtained by 
USFOS. The tension members in the SCAPOS analysis were given 5% strain hardening after 
yielding to ensure that the desired global displacements could be reached before overall collapse 
occurred.
The global response of the frame and the local behaviour of member no. 3 obtained using both 
SCAPOS and USFOS are shown in Fig. 5.8. Given the approximate nature of the 
phenomenological algorithm employed in SCAPOS, the agreement between the two different 
approaches is remarkably good: the peak capacities of the frame on each cycle are very similar, 
each indicating a slight degradation in strength after the first cycle; and the overall and local 
hysteretic energy dissipation compares very well.
Although further enhancement of the phenomenological algorithm is possible, this example 
lends support to the opinion that the present algorithm is adequate to identify structures that are 
susceptible to cumulative cyclic damage. In such cases, as the analysis progresses one can decide 
(on the basis of experimental data or experience) whether the hysteretic damage in any member is 
too severe, and if so, this member may be disconnected from the frame using the "fracture" option. 
For example, let us assume that having reviewed the results from the analysis shown in Fig. 5.8 we 
consider that after two high intensity cycles the ductility of member 1 would be exhausted. 
Disconnecting this element after two cycles provides the response shown in Fig. 5.9. Whether the 
structural performance is adequate or not would depend on the magnitude and number of high 
intensity load cycles expected. This is akin to a low cycle fatigue problem.
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Fig. 5.8 Cyclic response of plane frame
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Fig. 5.9 Plane frame with member 1 disconnected after two cycles
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This type of analysis could be taken one step further to derive damage response statistics for 
quasi-statically responding structures exposed to extreme storm loading. Although not included in 
the present work, it would be a simple task to automatically generate several realisations of a 
storm's loading and perform cyclic analyses (on the initially intact structure) for each realisation. 
Elements whose hysteretic energy dissipation exceeded a given value could be automatically 
disconnected. From such a study, the probability of collapse taking account of degradation in 
strength during severe storms could be determined.
Example 3: Rigid slab supported by non-linear foundation springs
In example 1, we saw that the influence matrix and other data could be generated 
automatically for a rigid beam resting on non-linear foundation springs. This principle can be 
extended to the two-dimensional problem of a rigid slab which finds practical applications in the 
assessment of the ultimate strength of the foundation systems of jacket structures. The results 
presented below have been published previously (Stewart & VAN DE Graaf, 1990).
The model
A steel jacket platform in 140 m water depth is supported by eight pile groups as shown in 
Fig. 5.10. Assuming that lateral soil/pile failure does not occur, that the jacket strength is 
adequate, and that the capability of the foundation system to resist overturning moment and 
vertical loading is determined primarily by the axial resistance of the piles, the problem may be 
treated as a rigid slab supported by non-linear axial foundation springs.
M.S.L.
Mud line
Non-linear springs
Rows 1 & 3 Rows A & B
North
A1
AB1
A2
B1 i • •
r -  y
Failure axis 7t 
e
• v
Pile group
I .
B2
A3 AB3 B3
-75.4 in ­
to.) Jacket details (b) Foundation arrangement
Pile head ♦  
axial load
to | Compression]
Pile head axial displacement 
I Tension I
RELATIVE PILE GROUP CAPACITIES
Pile group Compression Tension
A1 1.0 0.44
A2 0.86 0.46
A3 0.80 0.44
AB1 0.83 0.44
AB3 0.49 0.22
B1 1.08 0.45
B2 1.09 0.47
B3 0.94 0.44
(c) Pile data
Fig. 5.10 Platform and foundation details
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The pile group axial-load/deflection curves (Fig. 5.10) are modelled as ideal elastic-plastic in 
compression and tension, with the stiffness in tension being half the compressive stiffness of 
2800 M N/m . The pile group capacities given are normalised to the compressive strength of group 
A1 which has a characteristic strength of 160 MN. The characteristic pile capacities are then 
multiplied by a factor of 0.88 while the vertical loading is factored by 1.15. Together these factors 
correspond to a partial factor on foundation resistance of j f  =1.15/0.88 = 1.3, as discussed in 
section 2.2.2. The on-bottom weight of the platform is 288.9 MN, with centroid at co-ordinates 
(-4.2m, -3.1m), and the applied environmental overturning moment at a load factor of X = 1 is 
M w = 10490 MNm for all wave attack directions.
Generating the input data for the simulation system
Taking the reference linear-elastic model to comprise eight linear-elastic springs of equal 
stiffness (kQ = 2800 M N/m), and with the assumption of rigid body deformations at the mudline, 
all of the influence matrices and load-effects for this model can be determined analytically. That is 
no structural model is required for the linear-elastic analysis.
Referring to Fig. 5.10b, the co-ordinates of the n piles (with respect to the centroid of the pile 
system in the reference model) are (x ,-,y,), the eccentricity of the on-bottom weight F ° is (xG,y G), 
and the environmental overturning moment is M w with attack direction 0 . The axial deformation 
t|f in each pile in the reference model is given by
nf=n?+xnT
where T|f is the deformation caused by the gravity loading F ° and r),^  is that caused by the 
environmental loading. It easily follows that
Fg M wT1 ? = - - 7 - [ l l n  + xGxi / I yy + yGyi / I xx] ;  il?' = —  [xt c o s 0 / + y t sinO//**]; i =  l,n
where
n n
Iyy =  ' E xi2 ^  7«  = X y*'2
l l
are the moments of inertia of the foundation system about the x-x and y-y axes, respectively.
The deformation influence matrix is derived by applying unit tensile forces to the end of each 
spring in turn, giving
Dun = t [1 1 n + x 'xj 1 !yy+ y 'yJ ,Ixx\  1 = 1,B **0
Results - overturning capacity envelope for foundation
The foundation ultimate failure envelope (Fig. 5.11) was obtained by evaluating the ultimate 
overturning resistance for wave attack directions 0 - 2 it. This failure surface is asymmetric
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because of the differing pile group capacities. The foundation ultimate failure surface is convex (in 
agreement with plasticity theory for material models that do not strain-soften) and consists 
entirely of straight line facets, each of which represents a different failure mode (rotation axis). 
From the 'flow rule' of plasticity theory, the rotation axes of the failure mechanisms are normal to 
these facets. A wave attack direction of 60 degrees is the most critical for this structure, 
corresponding to =  1.53.
My/Mw
rotation axis AB1/AI33
2.0 - -
1.0 —
2.0 1.0
-1.0--
2 0Sign convention
Fig. 5.11 Foundation ultimate failure surface
To verify the rigid body approach, the linear-elastic response data for the complete 
jacket/foundation system were obtained for the 60 degree wave attack direction using a 
conventional linear structural analysis package. The SCAPOS simulation was then re-run with this 
revised data whereupon the same failure mechanism as in the rigid body approach was identified 
- however the ultimate resistance was some 7% higher which is attributed to the rotational 
resistance of the piles at the mudline. This verification analysis confirms the usefulness of the rigid 
body approach as a screening tool for foundation assessments.
Example 4: Analysis of a large 3-D structure
The complexity or size of the structure is of no consequence for the non-linear analysis using 
SCAPOS - die controlling factor is the number of members in the failure mode. This important 
principle is demonstrated by the present example, as well as providing verification that for large 
3-D structures, non-linear phenomenological bar elements as used in SCAPOS perform equally as 
well as the beam elements in USFOS.
The structure, which is shown in Fig. 5.12 is a template jacket installed in 65m of water. It is 
supported by 8 piles that are driven through the legs and connected at the top of the jacket. A 
diagonal wave-approach direction is considered.
100
Application examples of the PFI-Method
Fig. 5.12 Large 3-D Structure
Pushover analysis
The pushover failure mode is governed by 10 members that fail by buckling, squashing, or 
tensile yielding. Of these, 5 are leg members while the remainder are diagonal bracing members. 
These members are all near the water line, where the pile forces are transmitted into the jacket.
Although the linear-elastic model for this structure contains some 334 linear elements, the 
SCAPOS model for this problem has only 10 deformation variables, one for each of the non-linear 
members. The axial compression behaviour of the (diagonal) bracing members was generated 
using the program DENTA-II. Because both ends of these members frame into heavy legs, their 
effective buckling length factor was selected as 0.5.
The results are compared with those of USFOS in Fig. 5.13. The agreement is extremely good, 
with the collapse load differing by only 0.5%. Close to the peak load, the USFOS solution ratchets 
a little. This seems to be caused by recovery of equilibrium after drifting from the plastic yield 
surface and in certain circumstances progressing the solution further can prove troublesome. This 
is a common difficulty with many non-linear f.e. packages in frame analysis. The problem seems 
to be caused by poor arc-length control and iteration procedures that cannot cope with rapid loss 
of stiffness when members buckle. Perhaps deformation control with path independent iterations 
(as implemented in SCAPOS and discussed earlier in section 3.4.4) would improve the 
performance of many f.e. packages.
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Fig. 5.13 Pushover of 3-D structure
Cyclic analysis
A cyclic analysis of this structure has also been carried out for storm loading. The normalised 
loading history is shown in Fig. 5.14 and corresponds to that produced by the wave-height 
sequence defined by (2.7), with the short-term variability factor set to unity. This load history was 
scaled until the largest force was 98% of the pushover capacity. Member 194 (see Fig. 5.12) is the 
most heavily loaded in the structure. The results at global level and for leg member 194 are given 
in Fig. 5.15. The agreement between SCAPOS and USFOS is again satisfactory. Both modelling 
approaches providing very similar response histories at the global level with the same trend in the 
local member behaviour.
Load intensity
.10 0.9 0.84 0.83 0.8
-0.4
Load cycle
Fig. 5.14 Normalised environmental load history 
for cyclic analysis
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Fig. 5.15 Cyclic response of 3-D structure
The energy dissipation in member 194 (Fig. 5.15) is rather severe. To investigate the robustness 
of the structure to local cyclic damage, member 194 was disconnected at load-peak no. 4. The 
results are shown in Fig. 5.16. We observe that the residual strength upon disconnecting this 
member is XR = 1.10, which, although considerable, is not adequate to sustain the applied load 
(A, = 1.15) at load-peak no. 4. Consequently, the cyclic capacity of this structure is less than its 
pushover capacity. A pessimistic estimate of the cyclic capacity is obtained if no cyclic member 
strength is taken into account and the overall load profile scaled such that the load intensity of the 
second cycle does not exceed the residual capacity. In this example, this gives the allowable 
magnitude of the largest wave-force in the sequence as Aj = 0.86Xuit implying that the cyclic 
capacity is some 14% below the pushover capacity.
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Fig. 5.16 Cyclic response of 3-D structure with member 194 
disconnected at load-peak no. 4
5.3 D y n a m ic  analyses
We present three detailed verification examples for the PFI-Method applied to dynamic 
problems. In the first example, we obtain the results of a simple modified linear-elastic problem 
using an associated reference model and compare the SCAPOS results with the exact solution. In 
the second example, the response of a non-linear elastic spring is obtained and compared with the 
solution found using the MARC f.e. package. Finally, the SCAPOS and MARC results from a 
dynamic analysis of the plane frame considered previously in example 2 are presented.
Example 5: Modified linear-elastic system
We begin with a simple but effective test for the implementation of the dynamic simulation 
procedure using the PFI-Method.
The example, shown in Fig. 5.17a, comprises a rigid cantilever beam of length I supported by 
three linear elastic springs, each a distance of b apart. The spring stiffnesses are k\ = a kor k2 = |ik0 
and £3 =kof where a  and p are constants. The tip of the cantilever supports a mass m  and is 
restrained by a viscous damper c. It is excited by a time dependent force, F (t) = F0 cos tot at time 
/ > 0 .
For our reference structure, we select equal stiffnesses kQ for all of the springs (Fig. 5.17b). For 
any particular input data to this problem, the SCAPOS program solves the system of equations 
given by (4.3c). If the reference model is different from the actual problem (a * 1 or P * 1), time 
dependent pseudo-forces act on springs 1 and 2 as shown in Fig. 5.17b even though the actual 
problem is linear. That is, to the PFI-Method, a modified linear problem is essentially the same as a 
non-linear problem. This means that it is very simple to check that the dynamic solution 
algorithms are programmed correctly as we know the exact solution to the linear problem.
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(a) Problem specification (b) Pseudo-force approach
Fig. 5.17 Model of cantilevered beam for dynamic analysis
Exact solution
The equation of motion for the mass point displacement U can be derived as
where
m U + 2C,m<D0 U + k*U  =  F0 cosa)t'f t >  0
k* - k 0{b 11)2 ^ is the effective stiffness,
1 + a  + p
C, = 2mco0 1 c
o - W lco m
is the damping ratio, and
is the natural frequency of the undamped system.
The analytical solution of this problem for zero initial conditions can be derived by following 
the procedure outlined by CLOUGH & Penzien (1974), resulting in
U {t)  = Acoscof+ Z?sincof
„ C0„ CO
A cosooj t  + (C— A+ — B) sin codt
[ <°d ©</
where
= co„Vl-C2 ; A = ( >-P2)p; s = 2£pp; p=— ; p = 1(1 -p 2)2 +(2£P)2 k’
Solution by PFI-Method
From our reference model (Fig. 5.17b), the input for the PFI-Method is easily derived. The 
influence matrices are obtained by applying unit loads in turn to springs 1 & 2 and to the mass 
point (refer to Fig. 4.2) and are given by
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'5 /6 1/3'
D"u = 1
V
i/3 i /3 2 bkg 0
and, since the force is applied at a mass point, the static response of the linear-elastic system to a 
force F {t) is given by
U L =  H uu =  d t\u
where U L is the displacement of the mass point and the entries of r\L are the deformations of 
springs 1 and 2.
We select the following base case data
F0 =0.873 MN ka =  100 M N/m  m = 2,850 tonnes £ = 0.03 l/b = 4
a  = l/3 , P = l /2  =* fc* = 6.82MN/m, co0 = 1.55rad/sec (4.05 sec period).
Two forcing frequency ratios (o)0 /to = 4 and (0o /co = 0.99) are considered. The first gives 
conditions far from resonance (similar to wave-loading on jacket structures) while the second is a 
test of how the system performs near resonance.
Various time steps were employed and the SCAPOS results compared with the analytical 
solution for each. As the time step was reduced, the SCAPOS results approached the analytical 
solution from which it may be concluded that the dynamic simulation procedure is implemented 
correctly. A time step Af = 0.2 = (1 / 20)(27t / co0) gave answers of acceptable accuracy in both cases, 
as shown in Figs 5.18a and 5.18b. A time step of A/ = 0.4 = (1 / 10)(2ti / co0) performed rather poorly 
after a few cycles, particularly in the near-resonance range.
D is p la c e m e n t
0.3
Exact
0.2
dt = 0.2
0.1 dt = 0.4
- 0.1
- 0.2
-0.3
20
Tim e
30 40
(a) Response far from resonance (co0 / (o = 4)
Fig. 5.18 Response of cantilevered beam
on modified linear-elastic springs
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(b) Response near resonance (co0 / co = 0.99)
Fig. 5.18 (Contd.) Response of cantilevered beam
on modified linear-elastic springs
Example 6: Single degree of freedom non-linear spring
We consider now an undamped single degree of freedom model in which the spring stiffness is 
non-linear elastic (Fig. 5.19). The initial stiffness is kQ =75 M N /m  and the mass is m = 17,100 
tonnes giving an initial natural frequency of co0 = 2.09rad/sec (3 sec. natural period). The purpose 
of this model is three-fold:
(1) to see if the time step size required for an accurate numerical solution should be 
modified as a consequence of the non-linearity;
(2) to investigate the effect on accuracy if loading with multiple frequencies is input; and
(3) to compare the PFI-Method solution with that of the MARC general purpose f.e. code 
for a simple example before progressing to a more complex structure.
Spring force (MN)
k m
N A M / W \ A |
ko = 75 MN/m
F(t)
Deformation (mm)
-0.15
-0.24
Fig. 5.19 Single degree of freedom non-linear spring
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Influence matrices
The influence matrices for this problem are trivial, being given by
j f \n _ d W  -  H uu _ H ux\ _ J_[j]
o^
while the static response of the linear-elastic reference system to an applied force F(t) is 
UL = H uu F (t) T|l  = D ^ U F (t).
Note that although there is only one degree of freedom (U  s  rj), in the PFI-Method U and T| are 
treated separately; therefore an additional check on the solution process can be made by verifying 
that the two variables converge to the same value at each time step.
Loading
We consider two forcing functions given by
(a) F(t) = F0 sin tof t > 0
(b) F(t) = F0 sin co/|sin cof| t > 0
with amplitude Fa =0.18 MN and frequency © = 0.39 rad/sec (16 sec. period). After the initial 
transients have damped out, the first loading history supplies energy at a single frequency, 
whereas the second (which is representative of viscous drag loading on offshore structures) can be 
expanded in a Fourier Series to give
8 1 1
F (t) = —  Fa (sin cot-----sin 3©/ sin 5©r) + higher order terms,
3 n 5 35
which is equivalent to a multi-frequency input source.
Results
The two load-cases were analysed using both SCAPOS and MARC with various time steps. 
The time histories of displacement for loading case (a) are compared in Fig. 5.20a while those for 
loading case (b) are given in Fig. 5.20b. The first observation from this set of plots is that both 
methods agree very well for all time steps selected. The second observation is that a time step of
1/20 of the natural period (At = 0.15 secs.) or less gives good accuracy for both forcing functions
while a time step of 1/10 of the natural period provides reasonable accuracy for the single 
frequency loading but is not very accurate for the multi-frequency loading after about 4 cycles. 
This may be because the sin 5©/ term in the forcing function is very close to the resonant frequency 
of the linear system.
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Fig. 5.20 Response of single degree of freedom non-linear spring
This example (and many others that are not reported here) leads us to the conclusion that 1/20  
of the natural period of the linear-elastic system is a good initial estimate of the time step size for 
performing non-linear dynamic analysis. A second analysis with a reduced time step (e.g. 1/30 of 
the natural period) should then be carried out to confirm that the results reported are not unduly 
sensitive to time step size.
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Example 7: Plane frame
Having verified the implementation of the PFI-Method in SCAPOS, and also the equivalence 
with MARC for a simple example, we now apply both methods to the dynamic collapse analysis 
of the plane frame considered previously in example 2. The structural model (Fig. 5.21a) is 
identical to that analysed before (Fig. 5.4) except that now at the top of the frame a time dependent 
lateral force is applied, and there is a mass of 2080 tonnes. The equivalent linear-elastic model 
(Fig. 5.21b) now has a dynamic pseudo-force FD acting in addition to the material pseudo-forces 
f NL. The initial natural frequency of this frame is co0 = 2.09rad/sec (3 sec. natural period), (which 
is the same as that of the s.d.o.f. non-linear spring in example 6), and is representative of offshore 
jacket structures. Non-linear elastic behaviour of the members is assumed in this example (the 
hysteretic member algorithm not yet being implemented into the dynamic modules of the 
SCAPOS code), which means that the results are only of practical significance up to the point of 
maximum displacement in the non-linear response range (as thereafter the strain increments in the 
members reverse). This is not really a severe limitation as only the maximum response is of 
interest in this study. The MARC model for this frame is identical to the SCAPOS model - that is 
non-linear elastic springs were used to model the four diagonal braces.
NL NL
NLNL
NLNL
NL
F(t)
(a) Plane frame model (b) Equivalent linear-elastic
with critical members (*) model
Fig. 5.21 Models for dynamic analysis of plane frame
Loading
The forcing function is taken as F(t) = a (t)  F0 sin (or|sin (Of| with amplitude Fa =0.284 kN 
(corresponding to the static pushover capacity) and frequency co = 0.39 rad./sec. (16 sec. period). 
The factor a ( t)  is a ramping function (commonly used in practice to prevent start-up transient 
dynamics in the initial load cycles) and is taken to be:
a ( t)  = t /3 2  0 < f< 3 2  
= 1 32 < t < 40
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This loading history (Fig. 5.22) is quite representative of the development of an extreme event in a 
severe storm - although the reverse load is rather high, it has little effect on overall response as the 
members are non-linear elastic and dissipate no energy.
L oad  [MN]
0.4 |---------------
0.3 - 
0.2 -  
0.1 -
-0.1
-0.2
-0.3
40
Time [secs]
Fig. 5.22 Loading history applied to plane frame
Influence matrices
The influence matrix D1™ was given above in example 2 (static analysis of plane frame). The 
other influence matrices (derived in accordance with Fig. 4.2) were found by applying a lateral 
load of 1 MN to the top of the frame, giving:
D^u = (H ur')T =
-0 .9 4 9 6 ' (3)
0.9496 (l)
-0 .8 0 1 5 (7)
0.8015 (5)
m /M N H uu =[0.1074] m /M N
The static response of the linear-elastic reference model to an applied force F (t) is 
UL = H vu F(t) t\l = D ^u F (t) .
Results
Time histories of the results for this problem are given in Fig. 5.23. The agreement between 
SCAPOS and MARC is again extremely satisfactory. Indeed the largest difference in response 
found for all time step sizes was less than 1%. This small discrepancy is attributed to the different 
ways in which convergence criteria are specified in each program. The conclusions on time step 
size are in agreement with the recommendations suggested in the previous example: that is a time 
step of 1/20 of the initial natural period (At = 0.15 secs) provides reasonable accuracy.
For both the SCAPOS and MARC analyses, we notice a large change in the results when the 
time step is changed from At =  0.15 secs (1/20 natural period) to At = 0.3 secs (1/10 natural 
period). The divergence in the results for the two time step sizes first occurs when the first
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member buckles. However the discrepancy is exacerbated by the fact that for At = 0.15 secs, the 
maximum displacement reached is 0.404m which is just below the static collapse displacement of
0.417m (Fig. 5.5), and therefore small errors in the displacement integration may take the response 
into the post-ultimate regime, leading to large errors in the final results. If the applied load were to 
be increased somewhat, taking the response for A? = 0.15 secs also into the post-ultimate regime, 
the discrepancy in results using these two time step sizes would be much less.
For the larger time step of At -  0.3 secs., the MARC program did not converge once the velocity 
of the top of the frame reversed (at t -  38 secs.). This is attributed to the fact that the member 
behaviour is taken to be non-linear elastic. As a result, when the strain increment reverses in 
members deformed beyond their buckling load, an incremental increase in member resistance 
occurs. The Newton iteration procedure in MARC then breaks down; however the constant 
stiffness iteration procedure in SCAPOS does not encounter any difficulty.
Displacement [m] 
0.08 --------------
MARC0.06
0.04
0.02
0
-0.02
-0.04
Displacement [m] 
0.08 --------------
SCAPOS0.06
0.04
0.02
-0.02
-0.04
•0.06
Time [secs] Time [secs]
dt = 0.1   dt = 0 . 1 5   dt = 0 . 3 -----------
Fig. 5.23 Dynamic response of plane frame
Dynamic overload analysis
Because of the time dependent nature of the loading and the inertial resistance of the frame, the 
dynamic collapse resistance can exceed the static ultimate resistance by a significant margin. To 
investigate this, the loading history was scaled by a factor \|/ (the dynamic overload ratio) and the 
maximum displacement of the frame recorded. The analysis was then repeated with member 1 
fractured (disconnected) when it reached its tensile yield capacity. The results of these analyses 
are shown in Fig. 5.24 (in which the ductility is defined as the ratio of the top displacement to the 
static ultimate displacement).
Failure is now defined in terms of exceeding a ductility limit. This ductility limit, which reflects 
the deformations at which the frame (platform) is commercially written-off, may typically be 
around 5. For the intact frame, which has a ductile failure mode (see Fig. 5.5), the ductility limit is 
exceeded when \j/ is about 1.16, indicating a 16% additional capacity over the static ultimate 
capacity. For the analysis in which member 1 is fractured (simulating loss of member ductility),
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the failure mode is brittle (Fig. 5.7b) and the ultimate dynamic overload ratio is reduced to about
3%.
Dynamic overload ratio
1.25
Intact frame
Available
ductility
1.15
Member 1 
fractured1.05
0.95
Ductility
Fig. 5.24 Dynamic response of plane frame
Discussion
For the intact structure and the structure with the member fractured, the ratio of maximum 
dynamic load (at a ductility level of 5) to the residual strength (post-ultimate strength at large 
deformations) is fairly constant, being 1.24 and 1.22, respectively. This same ratio was also found 
in another study reported by the author1). It would appear that this offers a reasonable way to 
quickly assess the dynamic resistance from the static pushover curve. That is the maximum 
dynamic capacity is about 20% above the residual strength. Consequently, if the residual strength 
is more than 20% below the static ultimate strength, no additional benefits will be gained from the 
inertia of the structure. This supports the intuitive wisdom that ductile structures are safer than 
brittle structures.
Ductility requirements are not normally considered in the design of offshore structures in 
non-seismic zones. Thus, structural configurations that are not permitted in seismic zones (e.g. 
K-bracing in primary vertical frames) are commonly found in areas such as the North Sea, where 
earthquake loading is not a design event. The apparent lack of industry interest in designing 
ductile performance into offshore structures exposed to extreme storms can perhaps be attributed 
to the fact that the benefits of doing so were not visible. From the above study, however, it is clear 
that ductile performance is a highly desirable feature for these structures and methods for 
achieving this (e.g. X-bracing) should be considered in their design.
1. A full dynamic collapse study on a North Sea platform has been assessed using SCAPOS (Stewart, 1992). 
The model comprised a linear-elastic jacket supported by the foundation system described in example 3. 
Realistic time dependent wave and current loading was applied to this model.
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5.4 Efficiency of the PFI-M ethod
For all of the examples presented, the SCAPOS analyses were run on a 386/40 Mhz personal 
computer (PC) with mathematical co-processor (a $1,500 machine), while both USFOS and MARC 
were run on an IBM RS6000/350 workstation (a $50,000 machine). For a direct comparison of the 
efficiency of the various programs it would have been preferable to run all software on the same 
hardware. However several peripheral packages on the PC are used to view the data from the 
simulation system and it was not practical to implement these on the workstation. Furthermore, it 
is useful to demonstrate that a procedure utilising the principles of the PFI-Method can run on a 
low cost PC.
To give an impression of the efficiency of the PFI-Method, the elapsed time for the plane frame 
and 3-D structures was compared with that of USFOS. Using SCAPOS on the PC, the elapsed 
times varied between 2 secs (pushover of plane frame) and 20 secs (cyclic analysis of 3-D 
structure) while the equivalent runs on the workstation using USFOS (version 5.9) took between 
40 secs and 55 minutes1. On a sample benchmark problem, the workstation to PC efficiency ratio 
was gauged to be around 20:1. Therefore SCAPOS is between 400 and 3300 times faster than 
USFOS-5.9 for the examples considered. Since non-linear frame behaviour depends on only a few 
elements, the elapsed time for a SCAPOS analysis is independent of the complexity of the 
structure whereas in USFOS the solution time increases as the model size becomes larger.
There are two additional considerations to mention. Firstly, several of the USFOS analyses had 
to be re-started to overcome convergence difficulties whereas in the SCAPOS analyses no 
convergence problems were encountered. The elapsed times quoted above show only the 
computational effort involved in successful runs - the actual elapsed time for USFOS was several 
hours in some cases. Secondly, it should be bome in mind that building the non-linear USFOS 
structural model can take several weeks of effort, whereas if a linear-elastic model already exists 
this task is not necessary when the SCAPOS simulation system is used.
5.5 Cl o sin g  rem arks
Hopefully, these examples will have demonstrated the practicality, flexibility, accuracy and 
usefulness of the PFI-Method. The only modelling decision that the engineer must take is to decide 
on the effective buckling length of compression members. This is fairly straightforward, and if in 
doubt, one can always err on the conservative side.
The examples also provide a useful insight into frame behaviour: the plane frame examples 
confirm the importance of the bracing members in the overall strength of the frame while the 3-D 
example supports the view that the non-linear collapse behaviour of large 3-D framed structures is 
often controlled by the axial capacity of only a few members.
1. Version 6.8 of USFOS (released 1994), which uses sparse matrix technology is considerably faster 
(10 minutes elapsed time for 3-D cyclic analysis).
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Chapter 6
BASIC PRINCIPLES OF EQUILIBRIUM
&
THE CO-ROTATIONAL APPROACH
6.1 In t r o d u c t io n
As we saw in Part II of this work, the pseudo-force method for bar elements is based on 
separating the resistance of the bar into two components: a linear-elastic resistance and an inelastic 
correction term. This enabled us to obtain the non-linear response by solving an equivalent linear 
elastic problem. Clearly, to investigate whether this technique can be applied to more general non­
linear finite element problems, the basic principles of equilibrium for the discretised continuum 
must be fully understood. In this chapter, which is a pre-cursor to the development of the more 
general pseudo-force method developed in chapter 7, we first explore the fundamentals of 
element equilibrium, kinematics and stiffness matrices. We then form the global equilibrium 
equations in such a way that the contribution of individual elements can be identified. Direct 
linearisation of these equations provides the global stiffness matrix normally used in finite element 
computations.
We therefore have two principle objectives in mind in this chapter. Firstly to provide the 
framework for further development of the pseudo-force method, and secondly, to allow us to 
compare the pseudo-force method with more traditional finite element solution procedures.
Scope
Only two dimensional (planar) continuum elements are considered in this work, however 
generalisation to three dimensional elements is possible. Additionally, we restrict our attention to 
(infinitesimally) small strains but allow large rotations. This is depicted in Fig. 6.1 where the 
element undergoes a large rotation <j), but the deformation of any line segment is small. This 
formulation allows the description of buckling phenomena, rigid body motion and the formation 
of plastic yield zones in the material, but does not take account of volume changes as a result of 
straining. For most problems in structural mechanics this is perfectly adequate.
The equilibrium of an individual finite element is considered within a co-rotating reference 
frame that translates and rotates with the element (Fig. 6.1). For small strain problems, this 
approach provides a very natural framework for evaluating the element’s resistance to 
deformation, since infinitesimal theory may be used to describe both the strain-displacement
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relationship and the stress-strain law. Having derived the resistance contribution of an individual 
element, suitable geometric transformations that reflect the link between the co-rotational and the 
fixed reference frame are then employed to rotate and sum each element's resistance forces into 
the global equilibrium equations.
Co-rotating
reference
frame
Initial reference 
frame
I A'B' I
— ► — Small strain:   1 ; 0 « I
B"A": Rigid body motion of BA I anB" I
B'A' : Deformed position of BA Large rotations: no restriction on <j>
(a) Undeformed position (b) Deformed position
Fig. 6.1 Large displacements and small strains in a co-rotating reference frame
Not surprisingly, many researchers have found the co-rotational framework to be convenient 
for small-strain-large-rotation finite element developments (B e ly tsch k o  & H sieh , 1973; B esselin g , 
1974; M a ttia so n , 1983; C h risfie ld  & C o le , 1989; C h risfie ld , 1990; to name but a few) and the 
technique also has strong similarities with the n a tu r a l  m e th o d  pursued by ARGYRIS ETAL. (1979). It 
may also be viewed as the small strain equivalent of the embedded convected co-ordinate system 
proposed by G reen & Z ern a  (1968) for finite strain analysis which has been employed in 
numerical computations by, for example, N eed lem an  (1981), and N eed lem a n  & T v erg a a rd  
(1984).
Most importantly as far as the objectives of this work are concerned, the co-rotating framework 
provides a unique insight into the development of the equilibrium equations at the element level 
which is lost if one adopts a fixed reference system. Furthermore, it enables the equilibrium to be 
developed at the most basic or natural level; only later are degrees of freedom related to rigid 
body modes included. As a consequence, the geometrically non-linear theory is obtained directly 
as an extension of the geometrically linear theory. These fundamental aspects play a key role in 
the development of both the pseudo-force method and more conventional co-rotational non-linear 
finite element procedures.
Organisation of this chapter
The organisation of this chapter is as follows. The notation used is first summarised and a 
description of the various reference systems adopted then follows. For each reference system, 
force and kinematic (displacement) freedoms are introduced and the correspondence between the
118
Equilibrium & the co-rotational approach
variables in different reference systems derived. Next, constitutive models appropriate for the 
co-rotating system are defined and the element stiffness matrices developed. Finally, the global 
equilibrium equations are assembled and the global stiffness matrices for statics and dynamics 
derived.
6.2 N o t a t io n
It is appropriate to introduce the notation used in this and the following chapter. Variables 
such as v_ represent all of the components of the vector v\ The individual entries of v_ are v,-. 
Matrices such as T  represent all of the components of the tensor T_. The individual entries of T are 
Ttj .  The transpose of y_ is denoted by vT while that of T is denoted by Tt .
Lower case variables are used to represent quantities that relate to either individual elements 
or to groups of elements. The quantities are stored element by element. For example the nodal 
displacements for a group of elements would take the form
u =  «2 ■" k < n (6.1)
where contains the complete set of nodal displacements of element i for a model having a total 
of n  elements. These components may relate to any convenient co-ordinate system.
Similarly, upper case variables refer to nodal point values, with respect to the global 
co-ordinate system, stored node by node. The displacements for a group of nodes would be 
represented as
U = [ u \  U \ ••• t £ f ;  k & N (6.2)
where U- contains the displacements of node i for a model having a total of N  nodes.
Matrices relating groups of element quantities to other groups of element quantities are block 
diagonal. Those relating element variables to nodal variables are block rectangular. For example, if
a - B c \  x = Y Z  
such that a i = B, c . ; x t -  Z , then B and Y  are of the form
(6.3)
B =
*1 IT
Bi 0 y2
0
; Y =
Bk. 7 k .
(6.4)
If the matrices consist only of ones and zeros they are called boolean. Boolean matrices are 
normally used to select certain rows or to add rows of a matrix. Matrices with a subscript 'o' are 
constant, although the converse does not hold.
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Stress and strain tensor components are usually represented in so-called "vector" form, that is 
as single-column matrices. For example, the stress tensor components are represented as
g  = [<Jn g 2 2 O n f-
Nodal transformations
We make frequent use of the nodal orthogonal transformation matrix
*9 = o
% o COS0,- sinG, 
-sinGj cosG,-
(6.5)
where the sub-matrix Rq. operates on the freedoms of a single node. 
The matrix Rq and its derivative can also be expressed in the form
Rq = o c +<j?s a Q
BRq
ae -  W  -  o .0Rq (6.6)
in which O c is a diagonal matrix of cosines, is a diagonal matrix of sines, and is a 
skew-symmetric matrix given by
o 1 
-1 0
O
O
o 1 
-1 0
(6.7)
Identity matrices
We denote identity matrices by the symbol /. The dimension of /  is usually apparent from the 
context. In some cases a subscript is used if the dimension needs emphasis. Thus In is the identity 
matrix of order n x n .
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6.3 Reference system s
Above it was stated that a co-rotational reference system offers certain advantages over a fixed 
reference system. It is now appropriate to introduce the different reference systems adopted in this 
work. It is to be stressed that any convenient reference system may be chosen in which to 
represent the physical quantities of interest. The quantities themselves (e.g. vectors, tensors, etc.) 
are frame-invariant. So, for example, as shown in Fig. 6.2, the displacement vector u has 
components (u °,v°) with respect to reference system while in reference system Cj this same 
vector has components (w1, v1).
____________________ ►Co
Fig. 6.2 Components of a vector in different reference systems
Undeformed body
Co-rotating ^  
reference frame
Fixed local 
reference frame
Deformed body
Fixed global 
reference frame
Fig. 6.3 Motion of an element within a deformable body
In Figure 6.3, an element within a body translates, rotates and deforms under the effect of 
loading applied to the system. The element motion may be defined by (generalised) displacement 
components that depend on the selected Cartesian frame of reference.
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The reference systems employed (Figs. 6.4a-6.4e) are:
1. The fixed global reference system (Fig. 6.4a)
The same reference system is employed for all elements. The nodal element displacements 
are denoted by u .
2. The local reference systems (Figs. 6.4b, 6.4c)
Each element has its own local (fixed and translating) reference systems. The orientation of 
these reference systems is determined by the initial position of the element in the 
undeformed state and differs from the global reference system by an angle a . In the fixed 
reference system absolute nodal element displacements v_ are employed. On the other hand, 
if the reference system translates by y0, being the displacements of node 1, relative 
displacements w are used.
3. The co-rotating reference system (Fig. 6.4d)
Each element has its own local reference system that co-rotates and translates with the 
element. One axis of the reference system is selected as the direction of the line segment 
joining any two nodes (we use nodes 1 and 2), the other is orthogonal to this direction. The 
orientation of this reference system differs from the fixed and translational local reference 
system by an angle <j>. The non-zero nodal element deformations (relative displacements in 
co-rotated frame) are denoted by tj . The origin of the element (at node 1) translates by v0. 
Thus the final position of the element can be described as a translation followed by a 
rotation followed by a set of deformations.
4. The instantaneous reference systems (Fig. 6.4e)
To describe the incremental motion of the element, we use a local element reference system 
whose orientation at 'time't coincides with that of the co-rotating system. At a short time dt 
later, the angle of rotation between the co-rotating system and the instantaneous local 
system differs by d§. If node 1 of the instantaneous frame translates with the element, then 
the nodal freedoms are the relative displacements w*  (Fig. 6.3e); otherwise, they are the 
absolute displacements v * (not shown in Fig. 6.3).
Other co-rotational definitions can also be found in the literature. BELYTSCHKO & HsiEH (1973) 
for example, use the average rigid body rotation of the element, calculated from the polar 
decomposition of the displacement gradient tensor. In the natural method, Argyris and his 
colleagues (see A rgyris & Tenek, 1994) also use the average rigid body rotation, calculated from 
the infinitesimal rotation tensor. It is apparent that any convenient choice may be made, provided 
that the unknown deformations are independent of the rotation. The selection made in this work 
leads to a very simple formulation and has the advantage that the kinematic description of the 
rotation is described in the same manner for all element types. The other methods mentioned 
require element-specific calculations to determine the incremental rotation angle.
122
Equilibrium & the co-rotational approach
For pure rigid body rotation and deformation without shear, the co-rotational angle for all 
methods is identical. Otherwise, the angle <J) adopted in the present method is infinitesimally close 
to, but is not identical to, the average rigid body rotation.
tu,
(a) F ixed global 
reference fra m e
(b) F ixed local elem ent 
reference fra m e
(c) T ra n sla tin g  local elem ent 
reference fra m e
Co-rotational 
reference frame
T|i Translating
-  local reference
frame
Element position 
at time t+At
Updated local reference 
frame at time t
* Translating
local reference frame
(d ) C o-rota tional elem en t 
reference fra m e
(e) Instan taneous elem en t 
reference fra m e
Fig. 6.4 Kinematics of an element in alternative reference systems
6.4 NODAL KINEMATIC RELATIONSHIPS
The kinematic relationships linking the nodal point displacements w, y, w (Fig. 6.4) are 
straightforward, and may be stated as
v = /*ccK
w =  M 0v V = h
o' V
I I w and M o = [-7 /].
(6.8)
(6.9)
where
I  =  [I2 I 2 ... I 2]T and / 2 =
'1 0‘ 
0 1
123
Equilibrium & the co-rotational approach
At any instant in time, the incremental relationships between y, vy, y*, and vy* also poses no 
difficulty:
v = R lv * (6.10)
w* = Raw w = R lw * (6.11)
w* = M0y * v* =
I 2 O
7 i
i t
w *
(6 .12)
where the matrix is simply a condensed form of with the entries related to the node 1 
freedoms removed. The tilde (~) will subsequently denote the condensed form of a matrix.
Now, in the co-rotating system let X = \{X 2 Y2 ) (X3 T3) ...]r denote the co-ordinates of all 
nodes in tin element excluding node 1 (the origin) and let £ be the relative displacements of these 
same nodes, including the zero entry for the vertical relative displacement of node 2. That is the 
deformations T| correspond to the non-zero entries of £ (Fig. 6.5).
Fig. 6.5 Relative displacements, £ and deformations, r) in co-rotating frame
The deformations T| can be extracted from £ using a simple boolean matrix Got such that
T1 = G0£ ; C = G jti; G0 =
'l 0 07"
0 /
G0G T0 = / (6.13)
The kinematic link between £ and vy is provided by the following expressions 
w = i $ t  + ( R $ - I ) X  and 5 = f y v  + ( ^ - / ) * , (6.14)
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and since is a function of vy, these relationships are non-linear. Differentiating these provides 
the kinematic link between the increments of instantaneous relative displacements vy* and the
•  • T  Tco-rotating generalised co-ordinates [<J> T) ] , which may be represented as
(6.15)
T _ II vy* ** = [ # ( < £  r] + X) g £  l T
JQ A _ L — JA
with
- r = 3 ^
8w*
and (6.16)
_  9vy* ° dw*
Whatever its form, h_ can be split into a constant part and a deformation dependent part, such that
(6.17)
and from (6.14) with the aid of (6.6) and (6.11) we can establish after some manipulation that 
dC, ~ * ~r
- 5 - = /  + £20((;+X)A ,
ovy* -
from which (6.16) provides
A = Ag + A^ ; A0 =  G0(I  + Cl0 X h 0 ) A ^ = G 0Q.0(G0 T\h +  X h (6.18)
t+At
W2
Ct = updated local frame at time t 
^t+At = co-rotating frame at time t+At
Fig. 6.6 Kinematics of incremental rotation
For our particular choice of co-rotating reference frame (see Fig. 6.6), we have
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<► =
■^ 2+Tll X2
l —3l
V X 2 J
W, (6.19)
where X2 is the X-coordinate of node 2, and T|, is the extension of edge 1 - 2 .  From this it is 
apparent that
hTo = M °  1 ? ]  ^  = (X? Y
(6.20)
Thus by selecting the base of the element as our co-rotational reference, the element kinematic 
relationships take on a rather simple form and h_ is the same for all element types. Finally, from 
(6.10) and (6.15) it follows that
<j> = hT v* = hT RtyV T] = Av* = ARfyV
where
hT = h TMQ A = A M „
(6.21)
(6.22)
These kinematic relationships are universally applicable. For the case of small strains we 
simply replace A with Aa and i f  with hJ0.
6.4.1 Relationship between geometrically linear and non-linear 
operators
From the above we can write
P =
Y h T
w * = L k ty w ; L  =
I 
1 " “ 
i
j \ A A
(6.23)
The geometrically linear transformation is identified with —> / ,  L-> Z0, vv* —> vv, such that
hT0 h T
X .
II —O
Ao_
W = L0 W ; II —0 
A o .
S . -
It follows immediately that
where, from (6.15) with w* —»vv, 
L A  = [ c f X  G t0 ] .
(6.24)
(6.25)
(6.26)
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Therefore if the increments of deformation and rotation are first calculated according to the 
geometrically linear theory, we can subsequently obtain the geometrically non-linear increments 
via these transformations. The generalised displacements of the element at any 'time't are given 
by
t t
P(f) = w d t = J i R ^ L - ' ^ d t  . (6.27)
o o
6.5 Elem ent eq uilibrium  - m easures of g ener alised
FORCE
Having established the kinematic relationships we now turn to formulating expressions for the 
element resistance.
6.5.1 The generalised element resistance
Consider a body discretised into finite elements, and acted upon by external forces and 
boundary reactions which form an equilibrium set (Fig. 6.7a). An individual element experiences a 
set of forces applied at its nodal points (Fig. 6.7b), which cause it to deform thus mobilising 
internal resistance. The element is in equilibrium under the action of these nodal forces.
f,1
(a) Body in equilibrium under the action of 
external loading and boundary reactions
(b) Equilibrating set o f nodal forces 
acting on deformed element
Fig. 6.7 Equilibrium of body and individual element
Representing the (generalised) displacement freedoms of the element in any convenient 
reference system by r_, and the corresponding work-conjugate nodal forces by /  , the principle of 
virtual work (see for example, M alvern, 1969) gives
8 W =  SrTf r = Jv S g  o r dV  (6.28)
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in which Gr and er are work-conjugate measures of stress and strain, 8 denotes the variation of a 
quantity, and the integration (assuming infinitesimal strains) is taken over the original element 
volume, Ve.
The variation in strain can be determined through a relationship of the form 8er = Br&r (see 
section 6.6.1) where Br is the strain displacement matrix. Thus it follows that
f r =  l t B? ° r d v  (6-29)
where /  may be called the generalised resistance  of the element. In particular, in the co-rotational 
reference system (where we denote the infinitesimal strains as e* and the stresses as o * ) ,
8 e*= B 8  r\ (6.30)
= Jy B To* dV  (6.31)
and B is independent of the deformations.
6.5.2 Work-conjugate forces in various reference systems
Now let us consider the element virtual work in each of the reference systems introduced 
above. The virtual work is a scalar quantity and this must be invariant in all reference systems. In 
particular for any two reference systems denoted r and s, the following must hold
SW = brTf r = 5 sTf s . (6.32)
Applying this equation and using the kinematic relationships developed in section 6.4, provides 
the most elegant method for establishing the (work-conjugate) forces in each reference system. 
Thus
L = t & L  L = M o L  <6-33a>
£ ,= * ♦ £ , .  (6-33b) 
L .  =  'ATU  L ’ = a T U  (633c)
from which
L = « Z a TLa • <6-34>
Although we derived the matrix A  using kinematics, it is more instructive (for further 
development of the pseudo-force method) to consider an alternative procedure for its construction 
based on equilibrium considerations. This route is typically followed in the 'force method' of
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s tru c tu re s  (see PRZEMIENIECKI, 1968), b u t  h a s  a lso  b e e n  e m p lo y e d  b y  A rg y ris  a n d  h is  co lle a g u e s  
( A r g y r is  e t a l ., 1979) fo r  d isp la c e m e n t b a s e d  fin ite  e lem en ts .
In the co-rotational reference system, the deformations rj produce straining and associated 
with these freedoms are generalised forces /  . With respect to the co-rotating reference system, 
three nodal point displacement freedoms are zero (corresponding to the removal of three rigid 
body modes - two translational and one rotational) and we may regard the element as having 
three boundary restraints. The reaction forces /  on these boundary restraints together with the 
generalised forces /  form an equilibrium set, as shown in Fig. 6.8a. The boundary reaction forces 
can be determined from statics as
/  =r/—b —Tl (6.35)
where we may call T  the equilibrium  m atrix. We see that the columns y  of T  are the reaction 
forces when unit loads are applied in turn to each of the nodes associated with deformation 
freedoms (Fig. 6.8b). For an element having r rigid body modes and m deformation freedoms, T 
has dimension (r, m).
We can now denote the combined set of element forces as
---
---
1
I'-
s
©•
1
T"
1
^1 
____1
/ -n
(6.36)
All that remains to be done is to order the forces to correspond to the freedom numbering in the 
v * reference system. This achieved using a boolean sorting matrix S0, and we may write
u  = s° (6.37)
and from (6.33c) follows the important result
A  = S , (6.38)
The matrix A 7 can be developed in a similar manner by considering equilibrium of the element 
with only one fixed boundary being replaced by a statically determined reaction force. This also 
corresponds to the removal of two rows from A T.
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For the triangular element shown in Fig. 6.8, the matrix A r  is given by
'1 0 0 0 0 O' '-1 -1 0 ' '-1 -1 -1 "
0 1 0 0 0 0 0 - a b - 1 0 - a b - 1
0 0 0 1 0 0 0 a - b 1 0 0
0 0 1 0 0 0 1 0 0 0 a - b
0 0 0 0 1 0 0 1 0 0 1 0
0 0 0 0 0 1 0 0 1 0 0 1
where a and b depend on the deformed geometry and are defined in Fig. 6.8. For the bar element 
the matrix A r  is simply the first four entries in the first column of the matrix given by (6.39).
(a) Equilibrating forces acting on element
1
Yi =
b-1Y3 =
b-1
a =
-1
-a
a
Y3+T13 
X2 +T|i
r = m 1(273] = a b-1
(b) Unit loads applied to deformation freedoms 
Fig. 6.8 The equilibrium matrix T for the triangular element
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Small deformations
The matrix T in (6.38) is based on the deformed dimensions of the element. This matrix may be 
split into two parts such that
r = r + a r (6.40)
where T0 represents the equilibrium matrix for the co-rotating element based on the element's 
undeformed dimensions, and ATfTj) is a correction that accounts for the change in element 
dimensions upon straining. Inserting (6.40) into (6.38) we find that
A 1 = S **0 ^o
T V AT'toII
/ O
(6.41)
For the bar element, is identically zero since axial straining does not produce any boundary 
reaction forces normal to the bar.
Whatever the element type, if the strains are small we may ignore the contribution of AT and 
consequently (6.34) can be expressed as
/ » = 4 ^ r/ n (6.42)
It should be pointed out however that some care needs to be exercised in the linearisation of 
(6.42) otherwise the stiffness matrix will not be symmetric; retaining the full non-linear 
relationships (6.34) will provide symmetry without difficulty. This is discussed in more detail in 
section 6.7.3 below.
6.5.3 Interpreting the element forces in the fixed local reference 
system
We have shown how the element forces in the local reference system may be developed from 
the forces that act in the co-rotational reference frame. In the case of the v_ reference system it is 
apparent that this involves the formulation of an equilibrium set of forces f  ^  = AJQ f  ^  in the 
co-rotational system which are then rotated by 72^  to coincide with the initial element reference 
system.
Recalling that /? = Oc+ we  may write
L  = • (6.43a)
which is valid for a group of elements, while for an individual element we write
f v = cos<|)(Aj / ^ ) + sin / ^ ). (6.43b)
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This representation is very revealing from the viewpoint of the pseudo-force method that we 
will discuss subsequently. In the y_ reference system, the forces are those that would be
obtained from a geometrically linear theory. Now, since the operator rotates the vector 
components in the fixed local reference anti-clockwise through 90 degrees, we see that for the 
geometrically non-linear bar, /  comprises two sets of orthogonal forces whose values are simply 
the forces derived from the geometrically linear theory scaled by the factors cos <j> and sin <|>. This is 
illustrated in Fig. 6.9 for a bar element. It is the second term in (6.43) that leads to the "geometric" 
or "initial stress" element stiffness in a finite element procedure, while the deviation from unity of 
the cos(J> term leads to the "initial strain" stiffness.
Initial position of bar
r
!v* =
(a) Force components w.r.t. instantaneous reference frame (v*)
fncos<{>
TjCOS<J>
lv  =
r
-1
0
1
0
r
f^ COS*]) +
0
-1
0
1
(b) Force components w.r.t. initial local reference frame (v)
Fig. 6.9 Different interpretations of forces acting on a bar element
6.6 Str ess a n d  st r a in  r elatio n sh ips  in  a
CO-ROTATING FRAME
The key to the success of the co-rotational formulation is in the simplicity of the constitutive 
relationships. These therefore warrant some comment before progressing.
For large displacement problems it is important that pure rigid body rotations do not cause 
straining. If suitable stress and strain measures can be found to satisfy this requirement, they are 
said to be ob jective  ( M a l v e r n ,  1969; H u g h e s ,  1984). If we operate within a co-rotational 
framework, and if the strains are small, then objectivity is satisfied and the usual stress/strain 
measures and relationships as used in infinitesimal theory apply. The co-rotational constitutive 
model is therefore very simple and has a clear physical interpretation. Some of the other models
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proposed for large displacement problems are much more obscure. These are discussed in some 
detail in appendix D, where we also look at the co-rotational formulation from a more 
mathematical standpoint.
6.6.1 Strain-deformation relationship
Let us first establish the relationship between the strains and the deformations in the 
co-rotational frame. In Fig. 6.10a, we identify a material point A with initial co-ordinates X  in the 
fixed local reference system. This material point then translates, rotates and deforms to position A' 
with co-ordinates x* measured in a moving co-rotational system (Fig. 6.10b). This co-rotational 
system has rotated by <J> relative to the element's fixed (and translational) local reference system. 
Under pure rigid body motion, the position of A is given by A ” with co-ordinates X*. Because the 
strains are small (infinitesimal), x* and X* are indistinguishable to first order. Gradients with 
respect to x  may therefore be replaced by gradients with respect to X*. Furthermore, the 
co-ordinate entries in X  and X* are identical and either may be referred to as material 
co-ordinates.
* u*
O
e22
(a) Initial configuration (b) Element deformations in
co-rotational system
(c) Strain components in 
co-rotating reference frame
Fig. 6.10 Kinematics and strains in the co-rotating reference system
The deformation u* at material point X* within an element can be interpolated from the 
element deformation freedoms t| using a matrix of shape functions N, such that
«T (2 f) = tf(2 f) ri (6.44)
Now, the increments of the infinitesimal strains as measured by an observer co-rotating with the 
body (Fig. 6.10c) are
.* 1
eu =  —v o
du: dUj
r + — i, y = l,2
dX* dX*
whereupon substituting (6.44) and using the fact that X* = X , we can write
(6.45)
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"  . *  “
eu
.*
e22
•  *
el2
d N j
dXi
M
ax,
m l + m
ax0 ax
or (6.46)
where the strain deformation matrix B is independent of the deformation history.
6.6.2 Constitutive relationship
The constitutive relationship may be expressed in rate form as 
g = ( C £ - C ^ = C ^ (6.47)
in which C E contains the usual elastic moduli and C p the plastic moduli. For 
isotropic-work-hardening associated plasticity, with a yield function (surface) \j/(a*) = 0, the 
matrix of plastic moduli are derived from the flow rule (H ill, 1950), giving
- C E / - n nTC E
n C n + h'(Wp )
„ = ^ ;  W = j G ' r de'p (6.48)
where h'(Wp ) is the hardening index being the slope of the uni-axial true-stress/plastic-strain 
curve at the point where the dissipated plastic work equals Wp , and e* is the plastic strain, being 
the total strain minus the elastic strain.
Numerically, the constitutive model would be implemented as follows. Suppose the 
deformations, strains and stresses at step m-1 are known. The solution of the equilibrium 
equations would then yield successive estimates to the updated deformations at step m. Since the 
B  matrix is not changing within the co-rotating system, the total strain increment De* associated 
with the total deformation change is given by
De* = B(t\ -  T| )—m —m—l (6.49)
and the updated stresses can then be recovered from
2m = 2 ^ -i+  |  C & de . (6.50)
For plasticity problems, special procedures have been developed to perform this integration 
both efficiently and correctly. These ensure that drifting from the yield surface does not occur. In 
certain cases geometrical "return" algorithms may be employed that provide the stress increment
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directly without the need for numerical integration. Details of various methods for performing the 
stress recovery are given by Bathe (1982), H ughes (1984), and Chrisfield (1991).
6.7 Stiffness m atrices
6.7.1 Generalised element tangent stiffness matrix
The solution of non-linear problems involves linearisation. The linearisation of the generalised 
element resistance /  can be written as—r
• df  .
f  ~ L ~ krL • (6.51)—r dr
where k[ may be called the generalised element tangent stiffness matrix.
6.7.2 Co-rotational element tangent stiffness matrix
In the co-rotating frame the element resistance was derived previously as
/  =f B t g* dV  (6.52)-n Jve ~
and it is apparent by (6.51) and (6.47) that the co-rotational tangent stiffness matrix is given by
k ' = = f B t CepB dV = f B t (C e -  Cp )B dV  . (6.53)
dj\ Jve Jve
Equations (6.52) and (6.53) respectively represent the most elementary form of element resistance 
and stiffness matrix. The inverse of the co-rotational matrix (when it exists) is the element 
flexibility matrix.
If the deformation freedoms Ti are selected to correspond to pure straining modes of the 
element (in which case the true rigid body rotation of the element must be used to represent the 
co-rotating reference frame instead of the rotation of one edge) then we get Argyris' natural 
stiffness matrix. Although this choice may appear attractive, it does increase the complexity of the 
algebra. Also, the fact that the rigid body rotation for higher order elements varies spatially within 
the element (since the strains are not constant) complicates matters somewhat. The interested 
reader is referred to two papers by Argyris (A rgyris e t  AL., 1979; and A rg y r is  & Tenek, 1994) that 
go into the procedure in some depth.
The co-rotational tangent matrix may be split into two parts, representing the linear elastic 
material contribution and the inelastic or plastic contribution, giving
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such that
k* = k E - k p *1 'H Tl (6.55)
6.7.3 Local element tangent stiffness matrix
To derive the element tangent stiffness matrix in the fixed local co-ordinate system, we could 
use the chain rule of differentiation directly on (6.34), giving
3 / v 3 ^ / , )
v dv dv
/  =const
-n
an
5v
(6.56)
and it may be verified (by example) that this indeed provides a symmetric matrix. The last two 
terms, which account for changes in geometry and spatial orientation under constant force /  
provide the geometric stiffness matrix. If, however, we were to have differentiated the small strain 
form of /  given by (6.42) instead, the last term in the geometric stiffness matrix would not be 
present and the overall matrix is then non-symmetric for all element types other than bars.
For a small strain formulation, it seems rather odd that we should need to carry all of the 
straining terms to develop a symmetric geometric stiffness matrix. Indeed for such problems we 
might expect that it should be sufficient to account only for the rigid body rotation in the 
geometric stiffness matrix. This can be achieved by following a slightly different procedure for the 
stiffness formulation which is now described.
We begin with the incremental form of the virtual work equation in the w reference system:
3 /
8W = 8 w T f  = 8 wr - T w-  w  =  & wTk ‘ w  
-  - w ~  dw  “  ”
(6.57)
Now, since
. d f  . d f
f  = _=UL(|) + ^ >2LT1
Lw 3<t> 9r| -
and 8w = -^=-8<|)+-^=8t|, 
“  9cJ) 3 t i -
(6.58)
we can write (6.57) in the form
6W  = [5* 8 ti7’]
dw
d(|>
' d w '
va3y
3 /  3 /—W —W>
3<j> 9t|
= [8<j) 8rir ] yH --
---
1
-o-
* i
*n* ?
t-i + *r*
i
i i— Id
-
i__
_ (6.59)
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in which the sub-matrices with superscript 'a' contribute to the geometric stiffness.
The increments and variations in <|> and ri can be expressed in terms of v_, as derived 
previously (see equation (6.21)), while the derivatives are obtained with the aid of equations (6.14), 
(6.33b) and (6.33c). The full stiffness matrix for k*v is then obtained by expanding out the matrix 
products. If we include all terms, we arrive at the same matrix as presented in (6.56), albeit in a 
different algebraic form. However, we now have the opportunity to identify that part of the 
geometric stiffness that comes from rigid body motion, . We therefore write the small strain 
incremental virtual work as
with the incremental work done by the remaining terms being negligible (and identically zero
Using (6.59) together with (6.14), (6.33) and (6.53), it can be shown that k ^ ^ G g A o k ^ , and 
furthermore, it follows from (6.13) and (6.18) that G0A*  = / .  Consequently,
Thus using the co-rotational approach, a very elegant representation of the element tangent 
stiffness matrix is obtained. The geometric stiffness contribution, being the second term inside the 
square brackets in (6.63) is particularly simple in form while the contribution from large rotations 
is clearly apparent.
8IV = fj+ S<j> Ufa <j> (6.60)
under rigid body motion). For a single element, the rigid body stiffness matrix is a scalar
which we subsequently write as k^. It is given by
(6.61a)
(6.61b)
Now, using the kinematic relationship (6.21), equation (6.60) can be written as
(6.62)
whereupon the local element tangent stiffness matrix is given by
(6.63)
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Comparison with other common formulations
To allow comparison with other commonly found formulations we now write
A0R ^ A 0 +A^ with = A0(R ^ - I )  (6.64)
and the stiffness matrix klv can then be expressed in the form
(6.65)
with
kpp = kp -k p = Ap Aq the infinitesimal elasto-plastic matrix;
ky = A% k  ^A^ , + Aq kf) A0 + A% A^  the initial strain1 matrix; and
ky =  k^R%hQhpR  ^ the initial stress2 matrix.
This represents a so-called Total Lagrange formulation (see Hibbit ET AL., 1970) since the 
element stiffness matrices are related back to the original position of the element (i.e. the fixed 
local co-ordinate system). If the local co-ordinate system is updated at the end of each load 
increment, an Updated Lagrange procedure is obtained (see M cM eeking & Rice, 1975; N a g t e g a l l  
& D e Jong, 1980). In this case A^  is zero and therefore ky is also zero. Both methods are however 
identical.
The matrix ky is important if stability problems are being considered. In the Total Lagrange 
procedure, ky reflects the influence of finite rotations on the element strains whereas in the 
Updated Lagrange method this is included in the updating procedure.
The matrix k*v is rank-3 deficient since it includes three rigid body modes (two displacement 
modes and one rotational mode). It is therefore singular. This matrix may also be derived directly 
from the fixed reference system (see for example, W ashizu , 1975; Z ienkiew izc, 1971) using 
increments of the Green-Lagrange strain, but the explicit dependence on the kinematic 
transformation matrices A, h* and is then obscured.
6.7.4 Element tangent stiffness matrix in global reference system
Finally, the element matrix may be rotated into a common fixed global reference system with 
displacements u , ready for assembly into the global stiffness matrix. That is
•  (6-66)
1. Alternatively referred to as the large displacement stiffness matrix.
2. Alternatively referred to as the geometric stiffness matrix
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6.8 G lobal  eq uilibrium  a n d  lin e a r isa tio n
6.8.1 Global equilibrium
Until now we have focused on the equilibrium at the element level. We now turn to the 
assembly of the element resistances into a global system of equations. Applying the principle of 
virtual work to the entire domain, Q, gives
§Wint = JQ5£*r g * dV = $uTf u (6.67a)
bW ext = 5 U T Fext (6.67b)
where bWlnt and 5W ext are the internal and external virtual work, and U and F?xt respectively 
represent the nodal displacements and applied forces, the virtual work associated with the 
boundary reactions being zero. Equating the internal and external virtual work provides a 
statement about equilibrium of the entire domain, which may be expressed as
Jn 8e *r a* dV  =  8wr / u = SU r Fext. (6.68)
To progress further, we need to be able to relate the quantities u and /  stored 
element-by-element, to the global nodal quantities U and F*** stored node-by-node. These links 
are provided by
u - S GU and SG f u ~ E ext• (6.69)
The operator SG is a block rectangular boolean matrix that disperses the appropriate d.o.fs. in U to 
each element, while SG, which is a consequence of the equivalence of virtual work, is an operator 
that assembles the element forces into a global format. Making use of these operators, arid the 
transformations already established in sections 6.4 and 6.5, the global equilibrium equation (6.68) 
for the entire discretised continuum may be stated as
S S ( * J « f A j / i))  = s 5 ( * J 4 / ii. )  = S 5 ( j ! j /v) = S 5 / ii = £ “ » . (6.70)
Examining this equation from left to right, we see that the operator converts the element forces 
/  into the forces f  ^  which are then rotated into the fixed local fixed reference system by /?£. A 
further rotation aligns these forces with the global reference system to provide /  , and finally 
SG assembles the element nodal forces into the nodal resistance vector which is equated to the 
external loading. Herein lies the attractiveness of the notation adopted. It preserves the entire 
assembly process, and individual element contributions can be identified.
It is the efficient solution of this set of equations that is of interest. One solution procedure is to 
apply a Newton linearisation scheme directly (appendix C). This leads to the conventional f.e. 
approach. An alternative for structures with localised non-linearity, is to reduce the size of the 
system using the pseudo-force concept, as we demonstrated previously for structures with
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non-linear bar elements. We will pursue the pseudo-force method in the next chapter. Let us 
continue here with the traditional f.e. method to complete the picture.
6.8.2 Linearisation and direct solution methods
Global tangent stiffness
We begin by writing the global equilibrium equation (6.70) in the form
G(U ) = F ! * -F ext=  0 (6.71)
in which we identify the internal resistance F ff  = Sq f  as the total sum of the element resistances. 
The sub-script 'U' indicates that the force is displacement dependent. Linearisation of this system 
of equations with respect to the current equilibrium point using the Newton technique described 
in appendix C, provides the incremental equations for the discretised continuum as
JT'AU = ( £ " - £ ' *  )(*) (6.72a)
t W l ) = i k )  + A£  (672b)
where k is an iteration counter and K 1 is the global tangent stiffness matrix given by
3 FM
K ' = - = 2 -  = S i  k { Sa = S l R l  k'v Ra Sa  (6.73)
where the matrices k*u and k*v (see (6.66) and (6.63), respectively) are block diagonal and include 
all individual element stiffness matrices.
Infinitesimal theory
For future reference in chapter 7, we note that for infinitesimal displacements, the global 
tangent stiffness may be expressed as
K ‘ = K e - K p . (6.74)
The global elastic and plastic matrices are given respectively by
K e = S X A l  k E A0Ra SG K p = S lB ^ A l k p A0Ra SG (6.75)
which correspond to the transformation and summation of the block-diagonal matrices of element 
stiffnesses whose entries k^  and k^ are given by (6.54).
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Dynamic stiffness
The mass-inertia and viscous damping effects may be treated as equivalent external forces 
(D'Alembert form) such that the external loading has two contributions
Fext = FL + F% (6 76)
where the applied loading FL is assumed to be independent of the displacements, and the 
dynam ic loading Fy is given by
l u = - ( M U  + C U ) (6.77)
where M  and C are respectively the mass and damping matrices. The incremental form of the 
equilibrium equation (6.71) is now
(K ‘ + K D)AU =  (F ext -£# ')(* ) (6.78)
where
n dF% d u  d u
K d = — = (6.79)
dU dU d u  '
is the dynam ic stiffness.
Equation (6.78) may be written as
K s AU = -G (U ){k) (6.80)
where K s is the generalised 'stiffness' matrix and G {U ) is the unbalanced (residual) force at 
iteration k.
This completes the development of the finite element procedures. It is now timely to apply the 
ideas expounded in this chapter to develop a more general pseudo-force method.
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Chapter 7
THE PSEUDO-FORCE INFLUENCE METHOD 
- A continuum mechanics approach -
7.1 In t r o d u c t io n
In chapter 3 we derived a pseudo-force procedure for efficient static analyses of framed 
structures in which local non-linear material behaviour was represented by bar elements. The 
method was then extended in chapter 4 to include dynamic response. For the case in which 
mass/dampers were present at only a few discrete points an exact formulation was developed; 
otherwise the dynamic resistance was approximated using modal techniques while retaining the 
precise non-linear material influences.
We now probe deeper into the theory behind the pseudo-force method, thereby establishing its 
connection with the co-rotational finite element method presented in chapter 6. The intent is to 
extend the pseudo-force concept to problems of (planar) continua in which the strains are 
infinitesimal but the displacements (rotations) may be arbitrarily large.
7.1.1 The problem
The global equilibrium for a discretised non-linear continuum (with or without dynamic 
resistance) leads to a system of non-linear equations which may be represented (see 
equation (6.71)) as
G(U ) = Flff  - F ext = 0 (N equations). (7.1)
where U_ represents the nodal displacement freedoms, F^f is the internal resistance of the body 
and Ffa  is the applied loading which may or may not be a function of U. Direct linearisation of 
this was shown to result in an iterative solution procedure of the form
K s AC/ = -G ^) (N equations). (7.2a)
(7-2b)
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Thus at each iteration, the entire system of N  nodal unknowns is solved. For the class of problem 
having local regions of non-linearity and mass/dampers at only a few discrete points, only a few 
entries in the generalised stiffness matrix K s and unbalanced (residual) force are changing at 
each iteration, and the direct solution procedure is not efficient. We will focus primarily on 
developing more effective solution methods for this problem class as it lends itself to an exact 
re-formulation using our pseudo-force procedures. However in order to extend the bounds of the 
methods developed, we also explore the idea of merging pseudo-force and modal (reduced basis1) 
methods. In this latter procedure, the dynamic resistance and global geometric non-linearity are 
described approximately while the exact contribution of the resistance of elements undergoing 
plastic deformations is retained.
The intent is to derive and solve a reduced non-linear system of equations
g(x) = 0 (n equations) (7.3)
of dimension n «  N, which upon linearisation become
K  Ax = -g  (n equations) (7.4a)
—
i ( t +D = i( i ) +Ai -  (7-4b)
To arrive at this reduced system, we employ once more the notion of a linear-elastic model acted 
upon by pseudo-forces representing the inelastic and dynamic resistances.
7.1.2 Element and nodal pseudo-force methods
The inelastic resistance of an element may be represented in the linear-elastic model in two 
ways. If we apply local pseudo-forces to each individual element independently (as was done for 
the bar element), we call this an elem ent pseudo-force m ethod. Unlike a conventional finite 
element (f.e.) procedure, the pseudo-forces from each element are not summed if the non-linear 
elements have inter-connecting nodes. The local pseudo-forces are decomposed into self-  
equ ilibra tin g  load -se ts  multiplied by scaling factors. From the self-equilibrating load-sets 
influence m atrices  are derived which provide the coupling between the ’non-linear’ elements. The 
unknowns in the reduced system of equations are the scaling factors.
As an alternative, we may apply global pseudo-forces to all nodal freedoms to which 
non-linear elements are attached (as we discussed briefly at the end of section 4.5.3). In this nodal 
pseudo-force m ethod  we sum the pseudo-forces acting at common nodal points, treating each
1. In the reduced basis m ethod (see review papers by  NOOR, 1981, 1994), an  efficient b u t approxim ate 
solution to the general non-linear dynam ics problem  is sought by  using a few m ode shapes (basis vectors) 
to characterise the overall global behaviour. The accuracy and perform ance of the m ethod then depends 
crucially on the choice of the basis vectors. This differs from our pseudo-force m ethod  w here w e look for 
an exact representation of the resistance of those elements undergoing plastic deform ations.
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nodal freedom separately. Influence matrices are derived by applying unit loads in turn to each 
global freedom connected to 'non-linear' elements. The unknowns in the reduced system of 
equations are the global pseudo-forces.
For element pseudo-force methods, the number of unknown pseudo-forces increases in direct 
proportion to the number of non-linear elements, whereas for the nodal pseudo-force approach 
the number of unknowns is determined by the connectivity of the non-linear elements. So in 
general one may say that nodal pseudo-force methods become more effective as the number of 
non-linear elements with common nodes increases.
For space-framed structures where the non-linear members are modelled as bars or beams, 
element pseudo-force methods are the most attractive, since non-linear behaviour is governed by 
only a few members that are either unconnected or whose connectivity is "weak". However for 
problems of plasticity in continua the plastic zone may cover many elements, resulting in "strong" 
connectivity, and nodal pseudo-forces schemes are to be preferred. Of course an option is to mix 
the two schemes, using the nodal procedure in strongly connected areas and the element 
procedure in weakly connected areas.
Because we make use of influence matrices and pseudo-forces, we refer to the above 
procedures as the N o da l Pseudo-Force Influence M ethod  (NPFI-Method) and the Elem ent Pseudo- 
Force Influence M eth od  (EPFI-Method).
7.1.3 Literature review of pseudo-force methods
Pseudo-force and related methods have been applied extensively in re-analysis studies of 
linear-elastic structures. As material non-linearity may be viewed as a continuous modification of 
the structure’s properties, re-analysis of linear-elastic structures is a special case of the non-linear 
problem. The literature in this field is therefore of some interest as many of the concepts carry over 
to the non-linear theory. The reader is referred to the excellent reviews on this topic by A r o r a  
(1976) and A bu-K assim  & To p p in g  (1987) which provide a mostly complete summary of the 
publications up to 1987. Additional information may also be found in chapter 5 of the text of 
K ir s c h  (1981). Below, we give a brief overview of the milestones in the developments of such 
methods.
Element pseudo-force and related methods
In section 3.3.4, we discussed briefly the heuristic development of the element pseudo-force 
technique for the re-analysis of linear-elastic structures in which the properties of certain bar 
elements were to be modified. This heuristic development was traced back to the work of 
A l-Ba k r i (1978) who worked on structural optimisation of linear-elastic space frame towers. 
However the fundamental principles governing element-based pseudo-force and related methods 
were expounded much earlier than this and date back to the mid 1950's. From 1956 onwards, 
Argyris and his co-workers published several articles showing how the response of a modified 
linear-elastic structure could be obtained without a complete reformulation of the stiffness matrix 
(A rgyris  &  K elsey, 1956,1960,1961; A rgyris , 1964). The approach they favoured was the matrix
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force method, which leads naturally to an element-based procedure whereby initial strains1 are 
introduced into those elements whose material characteristics are to be changed. They also 
recognised that only a reduced system of equations had to be solved to obtain the unknown initial 
strains. The first steps were also taken to model material non-linearity in this way (A rgyris, 1964).
Other contributions to element-based pseudo-force methods have also been evident and have 
helped to consolidate the ideas of the procedure. Using the principle of complimentary work, 
M elosh & Luik (1968) re-derived the initial strain technique. This was further elaborated upon by 
FENVES & Ertas (1969). More recently, various publications by Holnicki-Szulc, Gierlinski and 
Mroz (Holnicki-Szulc & M roz, 1985; H olnicki-Szulc, 1987,1989; H olnicki-Szulc & Gierlinski, 
1989, H olnicki-Szulc, 1991) have once again highlighted the usefulness of the initial strain 
concept and shown how it may be applied in various ways to obtain the response of linear-elastic 
systems under general (non-linear) constraints.
The approach adopted in this work to derive the element-based pseudo-forces differs from that 
employed in earlier developments in that we strive to ensure a formulation consistent with the 
non-linear finite element (displacement) method. This ensures that for non-linear problems there 
is no ambiguity on how to include incremental plasticity or large displacement effects, a difficulty 
that may arise if one tries to extend heuristically the ideas of linear-elastic re-analysis.
Nodal pseudo-force and related methods
The Woodbury/Householder method (W oodbury, 1950; H o u se h o ld e r , 1957) provides the 
inverse of a matrix in terms of an initial matrix and its modification. A rgyris e t  a l . (1971) used 
this technique to derive a reduced set of equations for re-analysis of linear-elastic structures. This 
is not a pseudo-force method but, as we will demonstrate below, this direct m od ifica tion  
procedure  can be re-cast in pseudo-force form. Indeed the revised form is identical to the pseudo- 
force method subsequently derived by W an g, P ilkey & P a la z z o lo  (1983). This latter method was 
extended to include non-linear material behaviour by Abu-Kassim & TOPPING (1987).
Other direct procedures, such as the well-known static condensation method (see for example 
Bathe, 1982) may also be used to obtain a reduced system of equations. We touched briefly on this 
procedure earlier in chapter 4, but presently we concentrate our efforts on pseudo-force methods.
Remark
From this review it can be seen that although pseudo-force techniques can be derived in many 
different ways, there are essentially only two sets of reduced equations - one set for element-based 
procedures and the other set for procedures that operate on the nodal quantities.
1. For geometrically linear problems, it is well known that pseudo-forces may be generated by initial strains 
and therefore (as we will show) initial strain methods can be re-posed in pseudo-force form.
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7.1.4 Summary of kinematics, constitutive laws and resistance 
relationships
We now summarise the relationships developed in chapter 6 relating to infinitesimal theory 
and large displacement theory. These will be used frequently in the remainder of this chapter.
Infinitesimal theory
The relationships for the infinitesimal theory are summarised in Box 7.1. There are a few 
deviations from the theory presented in chapter 6. Firstly, because the kinematic transformation 
from displacements to strains is linear, we can write the strain deformation relationship in terms 
of total deformation (instead of increments of deformation). Secondly, we have split the resistance 
into two parts. This splitting is purely arbitrary and is one of convenience. Finally, we have 
dropped the asterisk from the stress and strain terms as there is no need to distinguish 
co-rotational and infinitesimal measures.
Box 7.1 Relationships for infinitesimal theory
Kinematics: u = SGU ; y = Ra «; t} = A 0 v
Strain deformation: e =  Br\
Constitutive law: 6  = (C E- C p )e = C EPe
Stresses: g  = o e - ° n l  ' 2 E = C Ee ,  q NL = J Cpde
Resistance splitting: f  = f  B Ta d V =  f B t ( g e - g n l ) dV = f E - f NL -n  Jve -  Jve ~ E - NL/ -n  -n
"S301cq
. 
^
 
ii5: P 
^1
Large displacement theory
The relationships for the large displacement theory are summarised in Box 7.2. As in the 
infinitesimal theory, we have split the strain, stress and resistance into two (arbitrary) parts. The 
first part represents the result that would be obtained if infinitesimal theory (as is used in our 
linear-elastic analysis software) is used to calculate the deformation increments from the relative 
displacement increments, while the second part is simply the difference between the true response 
and this linear-elastic response. Finally, in the kinematic relationships, we have replaced the 
operator L  with L0, which is valid for small strains.
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Box 7.2 Relationships for finite rotation theory
Kinematics: u = SGU;
P =
v =  Ra u) w = M(J v
Y 't’o=  L0R^w
j X .
= L0w $ = L0 R^L0l $o
I 4''=[AT* /]
Strain deformation: 'e = B i \ -  Bx\g + B (i\-r\o) = e*0 +e*NL
Constitutive law: 
Stresses:
• * _  i r ,E r P \ ' *  _  /-<£•* ( r P •* r E%* \O — C (C £ C- £ ^ )
5  — — Eo ~ —n l  ' Q e o  ~C '  — n l  “ J de —C deNL)
Resistance splitting: Bt g* dV -  -  /  JrM,
-11
7.2 MATERIAL PSEUDO-FORCES ACTING ON A SINGLE 
ELEMENT
The first step in the development is to identify the pseudo-forces acting on the linear-elastic 
model. This we do for both the geometrically linear and geometrically non-linear problems.
7.2.1 Infinitesimal (geometrically linear) theory
The pseudo-forces can be derived by equating the virtual work of an individual element in the 
non-linear material model with the same element in an equivalent linear-elastic model (Fig. 7.1). 
The virtual work for an element in the non-linear model is given by
5 W  = S i f / n = 8 i f  ( / *  - / “  )  (7.5)
while in the equivalent linear elastic model it is
8 W = 8rjr -  8y:r q"L . (7.6)
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Element with non-linear 
properties
Fjr
(a) Non-linear material model (b) Equivalent linear-elastic model with 
additional pseudo-forces qNL
Fig. 7.1 Equivalent representation of a non-linear problem
Now, since
Tl = A,v (7.7)
it follows that the two models are identical if and only if local correction or pseudo-forces given by
(7.8)qNL=ATQf NL
—V °  — T|
act on the 'non-linear' elements of the equivalent linear-elastic model.
7.2.2 Large displacement (geometrically non-linear) theory
Following the same arguments as above for the infinitesimal theory, and with the aid of the 
relationships given in Box 7.2, the virtual work in the non-linear model may be written as
(7.9)
Comparing this expression with equation (7.5) of the infinitesimal theory, we observe that an 
elastic contribution to the element resistance is identified as /^° and given by
£T-*nV (7.10)
This is not the total elastic resistance which would be given by
rE _ 1rE , (7.11)
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We need to make this important distinction because in the equivalent linear-elastic model the 
deformation-displacement transformation matrix used is Aa and therefore rj is calculated from 
the nodal displacements, not rj .
Considering now the equivalent linear-elastic model, the virtual work is
* w = H l * - dv- TC  (7-12)
and using the kinematic relationships
8t}o = A0 8y, St) = A0R^ 8y (7.13)
we find that the two models are identical if and only if local pseudo-forces given by
q»L = A T0 f to - R T A T0 f^  (7.14)
are applied to the elements in the linear-elastic model.
7.3 G eneral  principles of pse u d o -force m e t h o d s
The same general principles govern the development of both nodal and element pseudo-force 
methods. We begin by separating out a linear-elastic contribution Fy from the element global 
resistance such that
S 1 '= E v - E uL - (7-15)
The individual contributions can be identified by making use of the virtual work equivalence 
&UTF‘y  = 8 T f /n together with the kinematic transformations and other relationships given in 
Box 7.2. This leads to
Eu = S Ta * W o  / “  = =  K EU (7.16a)
£ ? = S W 9 *  (7.16b)
in which k^ is a block diagonal matrix of all linear-elastic element stiffnesses, and from (7.8) and 
(7.14), q^L is either
q^L = A j /^ l  (infinitesimal theory) (7.17a)
or
q^L = A j -  R^Ag f  (large displacement theory). (7.17b)
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Identifying Fext = FL + Fy as in (6.76), where F1 is the applied loading and F y  is the D'Alembert 
form of the dynamic resistance, and utilising (7.15) and (7.16a), the global equilibrium equation 
(7.1) may now be written as
K e U = Fl +  F%l + F% . (7.18)
This is now in the form of an equ iva len t linear-elastic  m odel acted upon by the physical loads Fl  
plus a set of m aterial pseudo-forces, F§L and dynam ic pseudo-forces, F y. By virtue of (7.16b) we 
see that the material pseudo-forces FyL are simply the element pseudo-forces assembled into a 
global column matrix. This further implies that FyL has non-zero entries only at nodal freedoms 
associated with 'non-linear' elements. We also recall from chapter 6 that F y  = -(M Z f+ C U ), where 
M  and C  are diagonal matrices, and Fy has non-zero entries only at those nodal freedoms with 
masses or dampers attached.
Of course the mass and damping matrices could be taken to the left hand side of (7.18) which 
could then be solved recursively for U. However for the class of problem under consideration in 
which FyL and Fy have many zero entries, this direct in itia l stiffn ess  method would clearly not 
be a very effective procedure.
We continue by notionally inverting (7.18) (which is never actually done as the solution would 
be calculated using some form of matrix factorisation, such as the Cholesky method as described 
in the text of Bathe, 1982), giving
f/ = C/L+ (^ £ )"1[Fj;z'+ £ g ]  (7.19)
where
U L =  (K E)~l F L (7.20)
is the solution to the linear-elastic static problem. We also note that (7.19) may be expressed as
U = UL + U NL + U D . (7.21)
That is the response U to the non-linear dynamic problem can be split into three separate 
components: one for the static loading (U L); one for the non-linear material behaviour (U NL); and 
another for the dynamic loading ( UD). This serves to emphasise that linear-superposition is the 
basis of the pseudo-force approach.
Up to this point, the development of the nodal and element pseudo-force methods is identical. 
Furthermore, the reduction procedure for the dynamic pseudo-forces also progresses in a similar 
manner for both methods, as will be explained shortly. The precise details of each procedure will 
be explained in the remainder of this chapter, but first it may be useful to clarify where we are 
headed by giving a very brief outline of the methodology.
For the time being we will concentrate on the statics problem as it is in the treatment of the 
non-linear element resistance that the methods differ. In the nodal pseudo-force method we relate 
the nodal displacements Y  of the 'non-linear' elements to the total set of nodal displacements U 
using a boolean matrix Zy. The total number of entries in Y depends on the connectivity of this
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'non-linear' element set. In the element pseudo-force method, we keep separate the information for 
each 'non-linear' element. A transformation matrix ZT operating on U provides the desired 
element quantities r_ (usually displacements or deformations). The number of entries in r_ 
depends directly on the number and types of elements selected. The outcome of each of these 
transformations on (7.19) is a reduced system of equations. Using the equivalence of virtual work, 
the global force FyL is transformed to an equivalent force in each of the reduced systems. The 
development of both methods for statics problems is outlined in Box 7.3 below.
We remark that in contrast to a standard f.e. procedure, the reduced tangent matrices are full 
and non-symmetric. However, if we employ an initial stiffness iteration procedure, both Ky  and 
Kf. are identity matrices, and no inversion is required. If a modified or full Newton method is 
preferred, symmetry can be restored by the procedure given in section 3.5.1 (see equation (3.49)). 
That the reduced tangent matrix is full is interesting. This is a consequence of the influence matrix 
and it means that each freedom included in the reduced system feels the presence of all others 
while in a conventional direct finite element procedure, the domain of influence is restricted to 
those elements that share a common node. This has implications for the efficiency of the 
pseudo-force method, as discussed in section 7.8.
Box 7.3 Development of Nodal and Element pseudo-force methods for statics
Nodal method
transform ations
Element method
Y = ZyU r = Zr U
jtNL_yT j?NL
Lu ~ y —Y
reduced system
zrNL _  yT xN L
Lu ~ r J_r
Y = Y L+ Z y ( K E )_1 Zy FyL
or
r = rL +  Zr ( K e )_l Z j  f ^ L
Y = Yl + H yy F%l
tangent m atrix
r = r L + D rr f NL
-  -  — r
yy dF"L
Ky = 1  H™  T  
Y BY
B f NL
Kj. — I —D rr — 
or
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7.4 The n o d a l  p se u d o -force influence  m e t h o d
(NPFI-Method)
We begin our general treatment of pseudo-force techniques with the development of the nodal 
pseudo-force influence method (NPFI-Method).
7.4.1 Infinitesimal theory
In this section, the basic principles of the NPFI-Method are established for problems in which 
both the displacements and the strains are infinitesimally small while the material properties are 
non-linear. Both statics and dynamics problems are considered.
The reduced nodal system equations
In the NPFI-Method, the pseudo-forces that represent the element non-linearity and dynamic 
resistance both depend on some reduced set of displacement freedoms. The displacement 
freedoms at which mass/dampers are attached are denoted by X , and those connected to 
non-linear elements are denoted by Y . The reduced sets of displacement freedoms and the forces 
acting on them may be related to the entire set of displacement freedoms and nodal forces by the 
following mappings
X  =  Zx U; Y = Z y U (7.22a)
p/J _7  j-D .
L x x L u > 17NL _7  jtNLL y ~ l y L u (7.22b)
rD _ 7 !" pD .
L u  ~ L x L x '
j?NL _’j T  j^NL
Lu  -  L y (7.22c)
where the last set of equations follow from the equivalence of virtual work. Applying these 
transformations to (7.19), and denoting by superscript 'V the response of the linear-elastic static 
problem due to the applied loading alone, we can write
mx m
1XI
»
+
1
St! H x y~ Fd " L x
Y 11 h yx H™
—
1
_
l^
where we identify £ x F YL as the dynamic and material pseudo-forces, respectively, and the 
matrices H m  (A, B being either X or Y) as d isp lacem en t influence m atrices whose columns are the 
response A for unit loads applied in turn to each degree of freedom in B (Fig. 7.2).
Formally, these displacement influence matrices are
H ™  = Zx (K e r 1 Z TX H xy = Zx (K e )_1 Z ty
(7.24)
H 1* = Z Y(K E)~l Z l  H n  = Z Y(K ET 1Z l
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whereupon we observe that both H ** and H rr are symmetric (since is symmetric), while 
H xy = ( H yx)t .
The reduced system equations (7.23) may be solved by the procedures given in chapter 4. 
Modal techniques can also be employed as noted in section 4.5 - we will return to this topic later in 
section 7.7. Once the solution for X  and Y has been found, the response of the remaining degrees 
of freedom may be obtained by the recovery procedure described in section 3.3.3. One should add 
that it is usually not necessary to recover these 'slave' freedoms at each and every time step. This 
means that very small time steps can be used to achieve high accuracy in the solution of the 
reduced system with a much larger time interval being adopted for the recovery process.
rY Y
(a) Typical unit load applied to 
mass point in linear-elastic 
reference model
(b) Typical unit load applied to 
nodal freedom o f 'non-linear' 
element or elements
F ig . 7 .2  T y p ic a l lo a d - s e t s  to  d e te r m in e  th e  in f lu e n c e  m a tr ic e s  fo r  th e  N P F I-M e th o d
Statics and the tangent stiffness matrix
For problems in statics, the system (7.23) reduces to
y = y L+ ir 1T f$ l (7.25)
and this may be solved by any convenient iterative method such as the arc length procedure 
described in chapter 3.
In a traditional f.e. method based on infinitesimal displacement theory (see section 6.8.2), the 
tangent matrix is given by
K l = K e - K p,
whereas linearisation of (7.25) leads to a reduced tangent stiffness matrix given by 
dF»L
(7.26)
Ky = I - H YY—^ - .  = I - H YY( K Y - K tY) = I - H YYKY- (7.27)
in which
Ky = ZyKlZ TY (7.28)
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and we have used the fact that 
a t? n l % t? n l
° L U  _  °L .U  rrT
dY dU Y'
It is then apparent that the reduced plasticity matrix K p =  Ky -  Ky is given by
K $  = Z yK pZ l  = Tyk^Ty ; Ty = ZYS^RpA l  (7.29)
where k  ^ is a block-diagonal matrix comprising the individual element plasticity matrices as 
given by (6.54). As may be expected, Ky is simply K p with the zero rows and columns removed, 
which corresponds to the assembly of the inelastic stiffness of the non-linear elements only.
Static re-analysis of linear-elastic structures
For problems of static re-analysis the objective is to find the response of a modified 
linear-elastic structure given the response of the original structure. Clearly this is a special case of 
the non-linear study. The problem now is to solve
CK e +  AK)U = Fl given U L = { K E)~l FL. (7.30)
where AK  is sparse. By identifying FyL = -A KU  in (7.19), it follows that the reduced system 
equivalent to (7.25) becomes
(7.31)
(7.32)
The solution to (7.31) is
Y = (I  +  H  ^ AK y )_1 Y l . (7.33a)
which is in  agreement with the pseudo-force solution obtained by W ang , Pilkey & Palazzolo 
(1983). In this form the matrix to be inverted is non-symmetric but (7.33a) may also be written in 
as
Y = H yy(H yy + H ^AKyH ™  )_1 Yl . (7.33b)
where now the matrix to be inverted is symmetric.
Symmetric inversion matrices may also be found by applying the Woodbury/Householder 
formula (WOODBURY, 1950; HOUSEHOLDER, 1957) to (7.33a). This formula may be written in general 
form as
Y =  Y l - H A K y Y
where
AKy  = Z yAKZy  .
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(.M + A B C )~ l = M -l (7.34)
and selecting
M  -  I , ABC = H YYAKYI , 
we find after some manipulation that
Y = [ i - [(if" )_1 + AKY]_1 AKy j  Y 1
(7.35)
(7.36)
Interestingly, A rgyris ET AL. (1971) obtained this solution directly using the 
Woodbury/Householder formula on the global system (7.30), with M  -  K  and 
ABC  = AK  = Z y &KyZy . Thus for re-analysis of linear-elastic structures, we conclude that the nodal 
pseudo-force method proposed by WANG ET AL. (1983) is equivalent to the direct modification 
procedure of A rgyris Er AL. (1971).
7.4.2 Large displacement theory
We consider now how to include finite rotations - that is geometrically non-linear behaviour. In 
fact this is rather simple. The number of unknowns in the reduced system does not increase when 
compared to the infinitesimal theory and the governing system of equations is still represented by 
(7.23). It is only the composition of the pseudo-forces Fy1 that differs as q^L now depends on 
finite rotations, as can be seen from (7.17b). The reduced tangent matrix is given by
K tY = I - H YY^ — = l - H YY(K Y - K tY) (7.37)
BY
where K Y and K Y are given by (7.28). The only difference between this and its geometrically linear 
counterpart (c.f. eqn. (7.27)) is that K Y - K Y *  K Y because K Y includes finite rotation terms (see 
(6.73) for definition of K* to be used in (7.28) to get KY).
We conclude that implementation of the large displacement theory into a nodal pseudo-force 
scheme is rather straightforward.
7.5 Th e  element p se u d o -force influence  m e t h o d
(EPFI-Method)
We recall (chapter 3) that to emulate the behaviour of a (geometrically linear) bar element with 
non-linear material properties, required one set of self-equilibrating pseudo-forces acting along 
the bar's axis in the linear-elastic reference model. This reflects the fact that only one deformation 
parameter is required to describe the straining of the bar. For higher order elements we may 
expect one set of self-equilibrating pseudo-forces for each possible independent deformation 
mode. Furthermore, from our study on element equilibrium in chapter 6, we anticipate that if 
large rotations are admitted, the pseudo-forces are composed of two orthogonal load sets.
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7.5.1 Infinitesimal theory
We begin with the derivation of the EPFI-Method for geometrically linear problems with 
material non-linearity. This has been published previously by the writer (STEWART, 1992a). The 
extension to large rotations is given in the section immediately following.
Pseudo-force decomposition
For infinitesimal displacement theory, the pseudo-forces acting on the linear-elastic reference 
body were derived previously in equation (7.8) as
C  = A ' /" L . (7.38),A< L _ a T  f NLiv ~ ° —T|
Earlier, in chapter 6 , it was established (see eqn. (6.41)) that Aj was given by 
TA1 — C Ao 15O
O (7.39)
where the sorting matrix SQ is only a book-keeping exercise to re-order the degrees of freedom. 
Considering now a single element, the columns of r o are the reaction forces at freedoms that are 
restrained to render the element statically determinate when unit loads (the columns of I) are 
applied in turn to each of the deformation freedoms. Thus for each element we have
Al  = [«i 52 “m] (7A 0)
where each at represents a self-equ ilibra ting  lo a d -se t (whose column entries sum to zero) derived 
by applying unit loads in turn to each deformation degree of freedom (d.o.f.) of the statically 
restrained element. The number, m, of independent self-equilibrating load-sets is equal to the 
number of unknown deformation freedoms of the element (m = 1 for bar element).
Now from (7.38) and (7.40), it is apparent that the element pseudo-forces may be expressed as
C = A l f _ ^ = a lfl»L + a 2f 2»L + a mf £ L = ^ L + f 2L + - f mL- (7.41)
Thus the element pseudo-forces q^L may be represented as a linear combination of constant 
se lf-equ ilibra tin g  load -se ts  a- and associated unknown scaling fa c to rs  f NL. Importantly, for a 
given element the scaling factors f ^ L depend only on that element's deformation (history). That is
f_"L = / “ (]!,)= L bT2m. dV ■ (7-42)
where this integral form was presented in Box 7.1.
The total number of self-equilibrating load sets for a model with J non-linear elements is
J
M = ^ m j  (7.43)
j =1
with nij being the number of independent deformations for non-linear element j. Note that my- 
may differ for each element type.
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The pseudo-force decomposition is one of the key steps in the development of the 
EPFI-Method. It is depicted in Fig. 7.3 for both triangular and bar elements (note the similarity 
between this figure and Fig. 6.8).
Kinematics
NL
NL
NL Q3
NL
,N LI 32 I q4
Pseudo-forces
(a) Triangular element
NL
§1 NL
r
§2 NL
§3 NL
x. x.
Self-equilibrating load-sets
© © Tin Kinematics
3iNL 33NL
Pseudo-forces
(b) Bar element tNL
Self-equilibrating 
load-sets
F ig . 7 .3  P s e u d o -fo r c e  d e c o m p o s it io n  fo r  tr ia n g u la r  a n d  b a r  e le m e n ts
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For the bar element this provides
' - I ' - r
ii la II
0
1
0
11 0
1 
0
/i"L . (7.44a)
and we observe that q^L is in agreement with equation (3.1), while for the triangle with 
aQ = I3 / X2 and b0 =X-$! X2 we have
-1 -1 0 ’-I -1 0 ' f \ L'
0 ~ao b0 ~ 1 0 ~ ao b0 - 1
1 0 0
; 2 ? -
1 0 0 f " L
£3] = 0 ao - K 0 “a ~b0
JI (7.44b)
0 1 0 0 1 0 f NL
0 0 1 0 0 1
which is in agreement with (6.39). For both element types we indeed observe that the columns at 
sum to zero.
The pseudo-force decomposition is similar to the 'natural technique* employed by A rg y ris  ET 
a l . (1979) and the 'mode-amplitude' method used by ROBINSON (1985) for stress-based finite 
elements.
Influence matrices and the reduced system
In the general non-linear dynamic problem, two types of pseudo-forces are present in the 
equivalent linear-elastic model (recall Fig. 4.1). Each 'non-linear' element has a set of local material 
pseudo-forces q^L (with scaling factors f!^L) acting at its nodal points, while dynamic 
pseudo-forces Fy act at the mass/damper freedoms. The coupling between these forces is 
achieved through elastic influence matrices.
We consider first the response of the linear-elastic model when load-sets air corresponding to 
unit values of the material pseudo-force multipliers, are applied in turn (Fig. 7.4a). For each 
load-set applied, the deformation of the 'non-linear' elements provides a column of the 
deform ation influence m a trix  D1™, while the displacements at the mass/damper freedoms 
provides a column of the d isp lacem ent influence m atrix  Similarly, applying unit loads in 
turn to each of the mass/damper freedoms (Fig. 7.4b) provides the columns of the d isp lacem ent 
influence m atrix  H** and deform ation influence m atrix  D x^ .
The influence matrices and the governing reduced system of non-linear equations will now be 
derived formally.
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(a) Typical self-equilibrating load-set 
applied to 'non-linear' element in 
linear-elastic reference model
(b) Typical unit load applied to 
mass point in linear-elastic 
reference model
Fig. 7.4 Typical load-sets to determine the influence matrices for the EPFI-Method
Using the kinematic relationships in Box 7.1, the deformations of the entire set of 'non-linear' 
elements may be written as
T^) — AqRuSq (7.45)
where is a constant matrix, the subscript T| merely indicating that this matrix provides the 
kinematic transformation between the deformations and the nodal displacements. Also, by the 
equivalence of virtual work in any reference system,
rA(L _ yT xt
£ u  - H L (7.46)
Now, applying the transformations (7.45) and (7.46) to (7.19), and letting T| denote the 
deformations in the non-linear elements only (that is represents only a sub-set of all the 
element transformations), the equivalent of the reduced system of equations (7.23) is
where
(7.47)
' X K l H * n " ’ p D " L-X= + fN L
3
„ L
3 D r\x D ^ _
H ™  = Z x { K e )~1Z tx
D"x =  z a k e t xz x
H xt' = Zx (K E)~l Z* 
Es-lvT d w  = z ^ k e y xz I .
(7.48)
and the superscript 'L' denotes responses in the linear-elastic static problem due to the applied 
loading alone. These equations are of the same form as those derived earlier in chapter 4 (ref. eqn. 
(4.3c)). We observe that both H™  and D 1^  are symmetric, while = ( D ^ ) T.
Since each column of Zx has only a single non-zero unit entry that corresponds to the location 
of a mass/damper freedom, it is clear that the columns of H ** and D^x provide the response to 
unit load-cases applied to these freedoms in turn. Furthermore, since
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Dv^ = z ^ K ET lz l = [ z yi(KEr ls lR l ) A T0
={z„(a:VsSk£}[2i 22 -  ~ m ]
(7.49)
it is confirmed that the column entries of D1™ (which has dimension M x M )  are indeed the
deformations in all non-linear elements for each self-equilibrating load-set a t applied in turn. It 
immediately follows from (7.48) that the columns of H ^  are the displacements at the 
mass/damper freedoms when each af is applied.
Statics and the tangent stiffness matrix
For problems in statics, the reduced system (7.47) becomes
7.5.2 The infinitesimal EPFI-Method and Initial Strain formulations
(or strains). The presence of initial (lack-of-fit) deformations T| in a linear-elastic model with total 
deformations r| leads to element forces given by
T] =  TJi  +  D T,T,/ J J L (7.50)
and this may be solved by the arc-length procedure described in section 3.4, employing either the 
tangent matrix, the initial stiffness matrix, or some other convenient stiffness matrix.
The reduced tangent stiffness matrix associated with (7.50) is given by
(7.51a)
The matrix is diagonal for the bar element, but in general it is block diagonal. is 
non-symmetric but this poses no difficulty as (7.51a) may be written as
= (D™ (7.51b)
and all terms are now symmetric. For initial stiffness iterations, is simply the identity matrix, 
/ .
Material non-linearity can also be simulated in a linear-elastic model using initial deformations
(7.52)
The element forces in the non-linear material model can be expressed (see Box 7.1) as
(7.53)
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and it is apparent that to simulate material non-linearity the value of initial deformation required 
in the linear-elastic model is given by
2 , = ( ^ r 7 f (7.54)
Figure 7.5 illustrates the initial deformation concept for the bar element. It is clear from this figure 
that rj; is in fact equivalent to the total plastic strain.
Force
:NL
Stiffness 1^
Deformation
F ig . 7 .5  T h e  e q u iv a le n c e  o f  in i t ia l  d e fo r m a t io n s  Ti; 
a n d  p s e u d o - fo r c e s  f^ L fo r  a  b a r  e le m e n t
Thus we conclude that for infinitesimal theory the terms "pseudo-force", and "initial 
deformation (strain)" are effectively synonymous.
With the aid of (7.52) and (7.54), the system (7.50) can be now be expressed in three alternative 
forms
(la) q = T]L+DT171/ ^
(*>> =
(3a) Tj = Tji  + Vri)
(pseudo-force) 
(initial strain) 
(initial strain)
(7.55a)
(7.55b)
(7.55c)
in which
S = * £ (V -/)
/  = k * r \ - f NL—T| "I — —T|
V = D r[X'k*  .
(7.56)
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In the case of re-analysis of linear-elastic structures, in which the initial elastic element stiffness 
k  ^ becomes after modifying the material properties, the pseudo-force scaling factors and the 
initial strains are given respectively by
n and ri j= n = [(‘ n£ r1 -  (*n)“']/,, • (7.57)
where
& k * = k * - k H .  (7.58)
If these expression are substituted into equations (7.55), the solution of the modified problem can 
be found as
(lb) T| = (/+-DTvnAfc )^_1T|L (pseudo-force) (7.59a)
(2b) =(/+s[(^)"1-(^)"1]) /Jj (initial strain) (7.59b)
(3b) T| =  £ / +  V(k^  )-1 AA:^J 1t |L ( in itia l s tra in )  (7.59c)
Method (2) corresponds to the re-analysis procedure developed by A rgyris & Kelsey (1956, 
1960, 1961) and M elosh & LuiK (1968) using the matrix force method. Evidently, as has been 
demonstrated, it can equally be derived from the principle of virtual displacements. The force 
influence matrix S, as given by (7.56), is symmetric.
Method (3) corresponds to HOLNICKI-SZULC & GlERLlNSKl’S V irtual D is to r tio n  M eth od  (VDM). 
The term 'virtual' is used by these authors in the sense of 'fictitious’ or 'pseudo' and is not to be 
confused with virtual work. The VDM approach has been employed to determine the response of 
modified linear-elastic structures under certain conditions of (non-linear) constraint 
(H olnicki-Szulc & M roz, 1985; H olnicki-Szulc, 1987, 1989; Holnicki-Szulc, 1991). Recently, 
H olnicki-Szulc & Gierlinski (1989) have used equilibrium constraints in the VDM procedure to 
obtain the behaviour of skeletal frames comprising non-linear bar and beam elements. A 
particularly innovative idea pursued by Gierlinski was to use the VDM principle for efficient 
probabilistic structural modelling (GIERLINSKI, 1992).
The deformation influence matrix V in the VDM approach corresponds to unit (lack-of-fit) 
distortions applied in turn to each member's deformation freedoms. It is generally non-symmetric. 
However if we multiply (7.55c) through by k^ we get
lr l=L^ + Pll, {7.60)
where = A^t| is a fictitious force (which may be interpreted as the force that would exist in the 
linear-elastic structure at deformation rj), and P - k ^ V  is a symmetric force influence matrix.
We conclude that for infinitesimal displacement problems, all pseudo-force or initial strain 
formulations should result in a similar set of reduced equations. Indeed the distinction between
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the methods as such is not important. What is important is that the deformations produced by the 
pseudo-forces or initial strains, acting together with the physical loading, do in fact represent the 
correct solution to the non-linear problem under consideration. For re-analysis of linear-elastic 
structures, the correct pseudo-forces or initial strains can often be arrived at by heuristic 
arguments. However for general non-linear continuum mechanics problems, it is advisable to 
follow a more rigorous derivation based on fundamental concepts such as the principle of virtual 
work as proposed herein.
7.5.3 Large displacement theory
We consider now how to include finite rotations in small strain statics problems. The extension 
to dynamics is straightforward, following the principles established previously in section 7.4.1 and 
will not be repeated.
Reduced system - absolute and relative local displacements
We begin as shown in Box 7.3 by extracting information relevant to the non-linear elements 
from the global displacements U. Denoting the local element displacements as v_, the kinematic 
transformation linking v_ and U is
v = Zv U Zv = RaSc  (7.61)
where it is understood that Zv includes only those transformation matrices associated with the 
non-linear elements. Multiplying the global equilibrium equation (7.19) through by Zv and with
E y L — Zy , (7-62)
(7.63)
(7.64)
where q^L is given by (7.17b), we easily arrive at 
v =  v L + D w q NL
—  -  — V
in which
D w = Z ( K E) ~ ' z l  .
The columns of the influence matrix D w  are die displacements at the nodal freedoms of the 
'non-linear' elements for local unit loads applied in turn to each of these freedoms. Although 
rather simple, unfortunately it is not efficient to work with this system as it contains two surplus 
freedoms per element (not three surplus freedoms as would be the case in the infinitesimal theory 
since we now need an additional equation to calculate the rotations). We can remove these two 
surplus freedoms by using the relative displacements w  instead of the absolute displacements y_. 
This is achieved using the kinematic transformation vv = M0v (see Box 7.2). The equivalence of 
virtual work then provides
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q NL = M l q NL
—  V u  — w
and equation (7.63) becomes
with C =ATo L ET \°-k l A o L A (7.65)
where
w = wL + D wwg NL ,— — — W
Dww = M0D vvM l  .
(7.66)
(7.67)
The columns of the relative displacement influence matrix Dww are obtained by applying pairs 
of local unit loads in turn to the element freedoms of each 'non-linear' element. If we consider the 
element to be fully restrained at node 1, then for each pair of unit forces, one force acts on an 
unrestrained freedom and the other is the reaction force at node 1. This is shown in Fig. 7.6. For an 
element with p nodes, 2(p - 1) unit load-sets are required.
Note: only one load-set shown, total of 4 to be applied for 
triangular element
Fig. 7.6 Generating the influence matrix D™
Reduced tangent stiffness matrix
Linearisation of (7.66) and employing the stiffness relationships derived in section 6.7 together 
with the kinematic relationships summarised in Box 7.2 provides the reduced tangent matrix for 
the relative displacement formulation as
NL
K ‘w = I - D ww^ -  = I - D ' m ( k ^ - k ‘w)
where,
and
C  = A T0k*A0 ; k '„ = m  (A ‘k^A0 +H 0k ^  )*„t  _  r>T ,  A T  i t
(7.68)
(7.69)
i G - o
1
o
;  *4,  = (K T% f r])i ;  htq =
hT - 0 1
~ T
ho2
o
0
[■ 
—
hT0~ ° M .
(7.70)
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We recall from chapter 6 that refers to the local Lagrangian (initial) co-ordinates of the element.
compare this form with the infinitesimal theory which involved a deformation influence matrix 
D1™. To get this insight, it is necessary to formulate the problem in terms of generalised 
displacements - that is deformations and rotations.
Reduced system - generalised displacements
The transformation to a generalised displacement formulation is achieved in two stages. Firstly 
we multiply (7.66) through by L 0. This provides a system of equations in (3^ . The entries in (3^  are 
stored element by element as
We progress further by using the expansion = Oc + which was introduced in
chapter 6, where we recall that <t>c is a diagonal matrix of cosines and is a diagonal matrix of 
sines. The pseudo-forces given by (7.17b) may then be expressed as
This provides the most compact and straightforward formulation of the element pseudo-force 
method for finite rotations. However it is not very revealing. In particular we cannot easily
(7.71)
However it will prove more convenient to group the rotations and deformations and store these as
(7.72)
and similarly for (3. We achieve this by using a re-ordering operator such that
(7.73)
Therefore (7.66) becomes
(7.74a)
Using the fact that M lq ^ L = q ^ L (see (7.65)), D wyv = M 0D w M T0 (see (7.67)), and L0M 0 = L
(see (6.22)), equation (7.74) may be written as
(7.74b)
(7.75)
where we have used the fact that (and similarly for <%).
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In the infinitesimal theory, we found that each column a. of A* corresponds to a 
self-equilibrating force set. Furthermore, in section 6.5.3 it was established that the columns of 
Q.„a I  (let these be b t ) represent the same self-equilibrating load-sets rotated anti-clockwise 
through 90 degrees. We can therefore interpret the terms in brackets in equation (7.75) as scaling 
factors for these basic load-sets. This is shown in Fig. 7.7 for a structure in which the non-linear 
member characteristics are represented by bar elements. We observe that if the axial force in 
the bar is negative, the orthogonal force-set is de-stabilising, since the force f £ L — sin <|> then 
acts in the direction of the rotation.
:NL
>NL
:NL
NL
Fig. 7.7 Pseudo-forces associated with a bar element (including large 
displacement effects) acting on linear-elastic reference model
N ow with (7.75) and since
S\iL0 —
Hi
(7.76)
we can write (7.74b) as
t +
D ♦n" - * s fs -r \
q1 D1** D vnm f Eo- & c f  tj c —n.
(7.77)
which may also be expressed as
—o —o
(7.78)
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From the representation (7.77) it is now apparent that in addition to D1™, which is common to 
both the infinitesimal and finite rotation theory, we now have a further three influence matrices. 
The total influence matrix in (7.78) comprises four sub-matrices that are given by
= Hi D^nl A l ; = hI dwAt0
(7.79)
= A ^ a l A l ; Z)™ = A0DwA l
and since
A l  = [«i ^2 ~m \ QqA I =[^i b2 .^m \ ' (7.80)
where a t is a self-equilibrating load-set and b t = Q ja t is orthogonal to a if it follows that the 
influence matrices are the response of the linear-elastic model when each a t and b. are applied in 
turn. Thus
is a symmetric matrix of element deformations whose columns are generated by each 
self-equilibrating load-set af;
is a non-symmetric matrix of element deformations whose columns are generated by 
the rotated load-set b t ;
D ^  is a non-symmetric matrix of element rotations whose columns are generated by each 
self-equilibrating load-set a t;
D W is a non-symmetric matrix of element rotations whose columns are generated by the 
rotated load-set bt ;
Comparing this formulation with that of the relative displacement approach, we observe that 
in the present case, an element with p  nodes (and 2p-3 deformation modes) contributes 4p-6 
load-sets to the influence matrix determination, whereas for the relative displacement method 
only 2p-2 are employed. Therefore although the number of unknowns in the reduced system is the 
same in both cases, with the exception of the bar element additional load-sets are required to 
develop the influence matrix if generalised displacements are used in preference to relative 
displacements. This is in contrast to the infinitesimal theory where the number of unknowns (and 
load-sets) is always one fewer when generalised deformations rather than relative displacements 
are employed.
Reduced tangent stiffness matrix
We could form the reduced tangent matrix from (7.77), but to enable comparison with the finite 
element matrices developed in chapter 6 we instead linearise (7.74a). Taking the derivative with 
respect to p. provides
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From the relationships in Box 7.2 we have
—Q — C — o qT_ c  [ F nT j - l l o r  . d — _ 7 _1 —o qT _ p T f  -1 o
~  ^ an n -  7 ~ L° ap \ - R^Lo s \
3jxc
9jx p -i* ' ap
and therefore equation (7.81) may also be expressed as 
K ^ S ^ K ^ R l L - ' s l
(7.82)
(7.83)
where is given by (7.68). Now, for an individual element, it can be demonstrated that one of 
the columns of £ is always equal to h0 and it therefore follows that for the complete set of 
non-linear elements we may write the geometric stiffness contribution to k w (see eqn. (7.69)) as
= £ ^ A lS Thk ^ S hA0i l0 (7.84)
in which s£ simply sets the columns of that are not of interest to zero. Making use of (7.84) 
in the description of K employing the relationships of Box 7.2 and introducing the 
decomposition of given by (6.6), we arrive, after some algebraic manipulation of (7.83), at
\ h t0 ' n T (Sfl ktytyShAo&o&c + W )
Ia . £>nn + ( ^ - S Thk ^ S h)A0^ 1 > s \
o (7.85a)
which for small rotations reduces to
K -
\ h To - S l k ^ S hA0Clo
t' 1 i --
--- A
f~ W T (7.85b)
Buckling
Buckling occurs when the determinant of is zero. Let us verify (7.68) and (7.85b) for the 
buckling load of a simple linear-elastic bar of length l0 and axial stiffness ka supported by a 
horizontal spring of stiffness ks , as shown in Fig. 7.8.
fWVWfc
W!
I n
\ w2 1
\
\
\
\
\
\
Fig. 7.8 Buckling of a restrained linear-elastic bar
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The basic geometrical data for this problem are:
Aa = [  1 0] a 0 = - °  n  _ j _ n  oi 
-1 oj * l0 [  0 1_ K  =U„ o]
£=[o  i / / j  ®c = i  <t>s =o
relative displacement formulation
D ww =
1/ ka 0 
0 I l k ,
kEo-k* -  -k±h h = — K w w Kty[Lo—o i
7 ~T P 0 O' 
0 1
E;-[l
0 0 
0 l / k s.
generalised displacement formulation 
= [ l / ( y 0)] D1'* = D 4"1 =[0]
D'"'=[l/Jka] fc£ = 0
* 1 -
1*“4O 0 P/(ksl02)
! 0 0 0
In both cases, the determinant is zero when
P . =  k I r crit lo
which is the well known buckling load for this problem.
Initial strains and finite rotation theory
Unlike the infinitesimal theory, it is not possible to interpret the pseudo-forces given by (7.17b) 
solely as initial deformations. This is obvious if one considers once more the bar element shown in 
Fig. 7.7. Initial deformations can only be introduced along its length, giving rise to an initial axial 
force. However to account for finite rotations, an additional force-set normal to the bar axis is also 
required which cannot be generated by any initial deformation field. Thus one may argue that the 
pseudo-force formulation is general whereas the initial stress and initial strain formulations are 
limited to geometrically linear problems.
7.6 A SUGGESTED SOLUTION PROCEDURE
We complete this section by providing a modified Newton iterative solution procedure for one 
load increment of the generalised (large displacement) element pseudo-force method for 
statics problems (see Box 7.4). The solution algorithm for the infinitesimal theory then follows 
directly simply by setting = / ,  Oc = I ,& s = 0  and disregarding the equations that relate to the
rotations. This procedure would normally be augmented by a generalised constraint equation to 
provide an arc-length control algorithm as described in chapter 3.
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Box 7.4 Element pseudo-force solution scheme for statics problems
Set starting values: p = |i  ; p = p  ; f^ L = f ^ L , etc.
- ° d )  —° - ( ')  -  - H i )  -V-
Increment external 'load': pL = pL + D\ll
~ °  - ° o )  - °
Set iteration counter: k - i
D o u n til converged
residual vector: - g ^  = \ £  + (D ^  f £ L ~ \±0 \ k )
incremental 'disp.': Ay. = > J - k
}Lo = t 0 +  dp'(*+n - va)
-0)
total 'disp.' change: Dp = y.(jfe+1) -  p ^
Dp = p - p
“ °(*+ l) —°{i)
total strain inc.: De -  B  Dr\
stress recovery: SI(jfc+i)= 5(/)+ J C ^ de*
-(0
internal force: /  = f dV—n(jk+i) J£1
r£o _  t Ef to = K ( t\ +Dti )
—'H (jfc+i)  ^ —o(i) -o
f NL
(*+D
S-T\
f E° - ® c f-n  -n (*+1)
next iteration: k = k  +1
End do
Update strains etc.: e =e* +  De*\ p = p + Dp ; p = p+D p— —o —o —o — — —
Iteration count: i = k
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Computationally similar steps would be involved in implementing any of the other 
pseudo-force procedures discussed in this chapter. The matrix K\j) is any tangent stiffness 
along the solution path; in particular the initial stiffness procedure has K {o) = / .  The solution 
procedure proposed is path independent with the stress recovery based on the total increments of 
strain as measured from the last converged solution point (see discussion in section 3.4.3 and 
section 6.6). For non-linear dynamics problems the approach follows that given in section 4.3.
7.7 Ex t e n d in g  the  d o m a in  of applicability  of  the  
PFI-M et h o d  u sin g  r ed u c ed  ba sis  m e t h o d s
The above formulation of both nodal and element based pseudo-force methods are limited in 
application to the class of non-linear dynamic problem in which the material and geometric 
non-linearities are limited to a few elements, and the mass/dampers are located at a few nodal 
points. For some applications such as the static collapse behaviour of braced offshore frames it is 
usually adequate (as was demonstrated by example in chapter 5) to ignore the global effects of 
geometric non-linearity. Also, for the dynamic analysis of these frames, only a few mass points 
need be considered because most of the mass is concentrated at the top of the structure. However 
in some problems, especially concerning continua, it may be desirable or indeed necessary to 
include global geometric non-linearity and to take account of mass/damping distributed over the 
body. We now explore how to extend our (dynamic) EPFI-Method for such problems - the 
enhancement of the NPFI-Method would follow similar procedures.
We consider problems in which the geometric non-linearity of the elements that do not deform 
into the plastic range is rather 'weak'. By this we imply that elastic buckling does not dominate the 
response behaviour. The reason for this restriction is to enable the geometric non-linearity to be 
treated in an approximate way. So, the objective is to include in our reduced system analysis in an 
approximate way, the influence of globally induced second order geometrical effects as well as 
distributed dynamic resistance. The problem under consideration may be specified as having
• an arbitrary number of mass points
• weak geometric non-linearity in an arbitrary number of elements
• plasticity (with possibly strong geometric non-linearity) in a few elements
In section 4.5.4, we saw that problems with many masses/dampers could be dealt with by 
mixing so-called reduced basis techniques (see N oor, 1981, 1994 for review) with the 
EPFI-Method. The procedure involved approximating the global dynamic response with the 
lowest mode shapes (i.e. the reduced basis) of the linear-elastic problem to obtain the inertia and 
damping forces. These were then identified as pseudo-forces acting on the linear-elastic reference 
model, and the EPFI-Method was used to reduce the system to the non-linear element deformation 
freedoms. An extension to this method that looks attractive is to evaluate both the dynamic 
resistance and the background’ non-linear geometric contribution using the reduced basis while 
employing the EPFI-Method for those elements that deform plastically .
The idea is to write the equilibrium equation (7.18) as
K e U = Fl + F"l + F$ + F% (7.86)
172
PFI-Method - continuum mechanics approach
in which £ y L contains both material and geometrical non-linear effects for those elements that 
strain in the plastic domain, while £ y  represents the geometrical non-linear effect of the remaining 
elements. Now, let us employ the reduced basis t , , such that
t /'= ® r| ,  «V = [$, $2 -  f r] (7.87)
where i f  is an approximation to U and the columns <|> are taken to be the r lowest free vibration
modes of the linear-elastic system. These are obtained by solving the eigen-value problem
( K e -  (0?M)<j>. = 0  i = 1, r (7.88)
where co- is the circular frequency associated with eigen-mode <J>, M  is the mass matrix (which
need not be diagonal) and K E is the linear-elastic stiffness matrix of the reference model. Equation 
(7.86) is now reduced in two separate ways. The first reduction procedure uses the modal 
technique to develop a set of dynamic equations in the unknowns £ . The second procedure 
employs the EPFI-Method and yields a set of equations in the unknowns w associated with the 
plastically deforming elements. These transformations result in
Irl + C r i  + Ci}{, = 0 / [ f l  + F | +Z j (7.89a)
w = M;£' + D,™'£“  + Z„(i:£r 1[ £ |  + F^] (7.89b)
where
Ir =® ?M ® r Cr = OrCOr Q? = ® ?KE®r . (7.90)
A
The matrix Cr is a diagonal damping matrix (assuming Rayleigh damping), O f  is a diagonal 
. . . . . . . . . . . . .
matrix whose entries tof are the squares of the circular natural frequencies, and the notation for
forces is Fv ( i f  ) = F V (Or £) = F^. The kinematic transformation matrix is identified by Zw — M 0ZV,
where Zv is given by (7.61) and M 0 is identified in Box 7.2.
Although the reduced system (7.89a) and (7.89b) can now be solved, is a non-linear
function of £ and must be evaluated at each iteration. This non-trivial computation makes the
method rather inefficient. To get around this, we invoke the assumptions of weak geometric
non-linearity and small rotations, and write
£ | = ^  + X°®r( | - i )  (7.91)
where K a is the global initial stress stiffness matrix (of the elements that do not strain into the 
plastic regime) and \  is any previous value of £ on the solution curve. Inserting this into (7.89a) 
and (7.89b) we find
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l £  + Cr i  + (Q? -  K?)% =  g  + g  +  H &  q g - k f l  (7.92a)
vv = wL + vvA+ D ww q^L + D w°  ( |  - 1) -  (DwM £ + Z) wC 4) (7.92b)
in which the new terms introduced are given by
w* = Z w( K ET l F^ K ?  = H^w =  0 ? Z l
Dwa = Zw( K E)~l k a0 r D wM = Zw ( K ET xM<br D wC = Z w{ K E)~l C<br (7.92c)
where we may define
as the generalised displacement influence matrix;
D wc as the geometric relative displacement influence matrix;
D wM as the modal mass relative displacement influence matrix; and
DwC as the modal damping relative displacement influence matrix.
At each iteration the solution progresses by first solving (7.92a) for I;, 4 and 4 • These are then
input into (7.92b) which is solved for the local pseudo-forces q^L. Since the geometric non-
linearity is presumed weak, the geometric force approximation (7.91) need only be updated 
infrequently.
In this procedure, we used the linear vibration modes as our reduced basis. The assumption is 
that these adequately represent the global behaviour. Other bases may be equally (or perhaps 
more) suitable - see Noor (1994). For problems in statics, one could use die linear buckling modes 
as the basis vectors. However, it might be just as well to also use the dynamic modes for static 
analysis and simply ignore the velocity and acceleration resistance in the solution of (7.92a).
This idea of combining a reduced basis technique with either the EPFI-Method or the 
NPFI-Method seems worthwhile to pursue in more detail as it opens up the possibility of tackling 
a much wider variety of problems using unconventional solution strategies.
7.8  Effic ie n c y  a n d  e f f e c t iv e n e ss  o f  p s e u d o -f o r c e
METHODS
In chapters 3 & 4 we developed a simulation system that enabled us to obtain the non-linear 
(dynamic) response of structures with non-linear bar elements using a linear-elastic structural 
analysis program without modification. The influence matrices and linear elastic response for the 
non-linear elements were extracted manually by applying separately the actual loading and unit 
load-cases. There were three main attractions to this approach. Firstly, it provides an engineer 
with a non-linear (dynamic) capability that he otherwise would not have; secondly, the system is 
portable and can interface to any linear-elastic program; and thirdly, the linear-elastic program 
does not need to be modified. From this perspective the pseudo-force method is very effective.
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Also, it is apparent from the practical examples considered in chapter 5, that for a limited number 
of non-linear bar elements the solution of the reduced system is extremely fast.
For plasticity problems in continua the manual extraction of the influence matrices is clearly 
not possible. Even for beam elements, the additional pseudo-forces required to account for the 
interaction between non-linear bending moment and axial force may become problematic. 
Therefore the effectiveness of the manual interface procedure certainly diminishes with increasing 
element complexity (and is more prone to human error). An alternative would be to develop a 
control macro that sets up the unit load-case input data, runs the linear-elastic program and 
extracts the relevant information. Another possibility is to implement the pseudo-force method 
inside either a linear or non-linear f.e. program, although this requires access to program source 
code.
With this last option, the question of numerical efficiency must be addressed. If we were to 
implement a pseudo-force procedure into an f.e. code, we would need to know when it is more 
efficient than other methods and when it is not. Clearly the efficiency must be related to the 
number of unknowns in the reduced system.
In a conventional direct solution algorithm in which the global tangent stiffness is formulated 
at each iteration, the bulk of the computation time is dominated by the Cholesky decomposition of 
the matrix and requires order Nb2 operations, where N  is the number of degrees of freedom and b 
is the half bandwidth - see Kavlie & Powell (1971). In the pseudo-force method most of the 
computational time is consumed by the calculation of the influence matrix. This takes 
approximately Nbn operations, n being the number of unit load sets (for either the element based 
or nodal based methods). However each subsequent analysis of the reduced system (using tangent 
stiffness reformulations) involves only order n3 operations. Once the influence matrix has been 
determined, the overhead involved at each solution step in the pseudo-force method compared to 
complete re-formulation is small provided n «  Nb .
Thus the pseudo-force approach will offer considerable advantages over direct solution 
procedures for problems in which the reduced system remains unaltered and must be solved 
several times. Examples on space-framed structures where large efficiency gains are apparent are:
(a) Static collapse and cyclic response - the response is controlled by a few elements and the 
reduced system must be solved frequently to trace the solution curve.
(b) Probabilistic structural analysis - this can involve severed hundred static collapse analyses and 
pseudo-force principles are ideally suited to this problem class (Gierlinski, 1992).
(c) Non-linear dynamic collapse - the reduced system as opposed to the full system is solved 
every time step (STEWART, 1992b).
Pseudo-force methods are not always an attractive option, however. For example, for one 
single re-analysis of a linear-elastic structure, the pseudo-force method becomes less effective since 
the computational time is governed by the influence matrix assembly. In this case n must be much 
smaller than b (which is a very restrictive requirement) for the pseudo-force method to compete 
with a reformulation of the entire stiffness matrix. That is pseudo-force methods are generally not 
numerically efficient if the structure is modified once only. This is true generally of all procedures 
for static re-analysis, as has also been pointed out by Kavlie & POWELL (1971).
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Appendix A
Bu c k lin g  a n d  local  buc k lin g  of tu b u l a r  c o l u m n s  
Al  Buckling strength of tubular columns
For a perfectly straight linear-elastic column of area A, Euler derived the buckling load as:
Pc r = n 2E A / ( k l / r ) 2 . (Al)
in which kl/r is the slenderness of the member (of length I and radius of gyration r) and E  is 
Young's modulus. The parameter k is the effective length factor and is selected to reflect the 
boundary conditions (£=0.5 for both ends restrained against rotation; k=1.0 for both ends free to 
rotate). The influence of material non-linearity was considered by Engesser in 1889 (Ch en  & 
ATSUTA, 1976). His tangent modulus theory gives the buckling load (non-dimensionalised by the 
yield load, Py ) as
py = l H ; (A2)E yf- n V E r
where Et is the tangent modulus (the slope of the material uni-axial stress/strain curve),oy is the 
yield stress, and % is the reduced slenderness (Chen  & H a n , 1985).
Most structural steels do not harden appreciably after yielding, behaving essentially as 
elastic/perfectly-plastic. For a material of this type, according to (A2) a column free of residual 
stresses would buckle at the lower of the Euler load or the plastic squash load, Py (upper curve in 
Fig. A l). Real columns do have residual stresses and these reduce the buckling load (Beedle & 
Tall, 1960). Chen  & Ross (1977, 1978), measured the actual axial residual stresses in fabricated 
cold-rolled-and-welded tubulars typically found in offshore jacket structures and found the 
maximum compressive longitudinal residual stress g r  to be about 0.3a y . If a small stub were to 
be removed from the column and subjected to axial compression, the proportional limit stress 
would be given by a p = a y - a R/ and the effective tangent modulus beyond this stress would be 
reduced (Popov & Black, 1981). A revised buckling strength can be predicted by the tangent 
modulus theory by assuming, say, that beyond the proportional limit the tangent modulus is a 
linear function of stress:
= a > G p . (A3)
E G y - V p
The normalised buckling load then becomes
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Py  1 +  ( 1  - G p / G y W
(A4)
which falls under the classification of a Rankine-Gordon formula (C hen & A ts u ta , 1976). At 
X = Xc ~ yja y / Gp ' tangent buckling stress is equal to the Euler buckling stress and beyond %c 
the Euler curve is used. Using a residual stress of 0.30^ provides the Rankine-Gordon buckling 
prediction curve shown in Fig. A l.
Pcr/Py
0.9
Rankine-Gordon
0.8
Johnson parabola
0.7 Toma-Chen
0.6 Euler/plastic
0.5
0.4
0.3
0.2 0.4 0.6 0.8 1 
Reduced slenderness, X
1.2 1.4 1.6
Fig. A l Buckling curves for columns
An alternative form of equation (A3) is the so-called Ostenfeld-Bleich quadratic relationship 
(Jo h n so n , 1966) given by
Et a ( a - a p)
—   ----------------- 2—  o  >
E Gp ( G y - G p ) P
leading to
^ c r  _  |
a y j
(A5)
(A6)
When c p /  G y = 0.5, the buckling resistance given by (A6) has a minimum value given by
Pc r / P y =  l - r /4 . (AT)
This corresponds to the Johnson parabola proposed in the Column Research Council's guides 
(Jo h n so n , 1966,1976) for rolled sections and which has been adopted by the AISC building code.
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API has also incorporated this equation into its recommended practice for design of offshore 
structures.
Until now, it has been assumed that the column is initially geometrically perfect. However, 
most real columns have some out-of-straightness (o-o-s) and out-of-roundness (o-o-r), as well as 
residual stresses. As a result of the out-of-straightness the column now carries bending moment as 
well as axial forces and is typically referred to as a beam-column. On the basis of numerical 
computations that employed realistic residual stresses and imperfections on the limit of 
acceptability (0.1% o-o-s, and 1% o-o-r), Toma & Ch en  (1979) have proposed the foUowing 
buckling curve:
Pcr/P y =  l-0 .0 9 1 x -0 .2 2 x 2 ; X < 4 2  
= 0.015 + 0.834/x2 ; x > 4 l
which lies somewhat below Johnson's parabola (see Fig. A l). Although the Johnson parabola lies 
just below the available test data on fabricated tubular columns (ten tests by Chen  & Ross, 1977, 
and six by BOUKAMP, 1975), the limited amount of data may not be fully representative, 
particularly with respect to geometrical imperfections. Because the Toma & Chen curve explicitly 
accounts for these imperfections (and all other important aspects) it should provide a particularly 
robust measure of the characteristic buckling strength.
A2 Local Buckling
On the basis of the experimental data of Sherm an (1980) and Stephens e t a l . (1983), API-RP2A 
advises that members having D ! t <  10340/ c y (stress in MPa) have high rotational capacity and 
are unlikely to be susceptible to local buckling. The column buckling experiments of Sm ith e t  a l . 
(1979), which are summarised in Table A l, support the API conclusions.
Table Al: Data from Smith, Kirkwood & Swan
D /t ( D l t ) o y
10340
local buckling?
29 250 0.70 no
45 220 0.96 no
60 250 1.45 yes
85 490 4.03 yes
Monotonic deformations
For monotonic deformations, lower bound estimates of the onset of local buckling have been 
derived. On the basis of data from KOROL (1978) and SHERMAN (1983), the following formula was 
proposed by Sohol & Chen  (1987):
Zcr /£y  = 4.1 -  500 t /D +  22500(f/Z>)2 (A9)
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where Ey is the yield strain and ecr is the local axial strain beyond which a local buckle would 
initiate.
To use (A9) requires knowledge of the local strains in the hinge. As an alternative, M a r s h a l l  
ET AL. (1977) integrated the curvature over a hinge length determined from experimental data, and 
gave lower and upper estimates of the critical plastic hinge rotations. If we use their lower bound 
estimate of critical curvature and the best estimate of hinge length, a reasonable estimate of the 
critical plastic hinge rotation is given by:
eJr = 800(f/D)3. (A10)
This can also be related to the energy dissipation in the member.
Table A2 gives the critical strains and rotations based on (A9) and (A10) for D /t  ratios typical 
of offshore structures.
Table A2: Critical strains and rotations vs D/t ratio
D /t 30 40 50 60
Ecr / 12.4 5.7 3.1 2.0
e?r( deg.) 1.7 0.74 0.37 0.21
Alternating plasticity
Experimental studies on cyclic behaviour (S h e rm a n , 1980; G r a n l i ,  — ; Z a y a s  et al., 1982; 
P o p o v  & B la c k ,  1981) show that opening and closing of plastic hinges can lead to cyclic local 
buckling. This causes the member capacity to rapidly degrade and the very high local strains that 
develop in the wrinkled wall soon lead to fracture induced through low cycle fatigue. The 
prediction of local buckling under alternating plasticity is not straightforward. In the absence of a 
better criterion, M a r s h a l l  et al. (1977) suggest that local buckling will occur when the 
cumulative plastic strain or rotation exceeds the monotonic critical values (given by equations 
such as (A9) and (A10)).
A3 References
References given in this appendix may be found at the end of chapter 2.
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T he dev elo pm ent  of a  plastic  h in g e  
BEAM-COLUMN MODEL 
B1 A generalised Shanley model
To study the behaviour of a simply supported beam-column, SH A N LEY  (1947) suggested that 
the column be represented by two rigid elements connected by deformable non-linear axial 
springs. In the model developed below we also employ two rigid elements but instead of springs 
use deformable hinges at midspan and at the ends. This generalisation of Shanley's concept leads 
to a very simple but adequate model to describe the monotonic load-shortening curve of a tubular 
beam-column.
The basic element is a rigid link of length 1/2 with a zero length deformable hinge at each end. 
The column is formed by joining two elements together (Fig. Bl). Each hinge has an elastic axial 
stiffness of ka = AAEII  (giving an overall axial stiffness of A E l l )  and a rotational elastic stiffness 
of kQ (giving an effective rotational elastic spring stiffness at the centre of kQ/ 2 ) .  An axial end load 
P  and a constant transverse load of intensity q per unit length act on the column producing a 
central rotation 0 measured anti-clockwise from the vertical. It is required to calculate the 
load-shortening response.
w w w x . A  W W W
w.
rigid
?//?// •  7777777 777
IPI/P,
\|/ = o
(a) Initial configuration (b) Deformation under
bad (3 plastic hinges)
(c) Hinge constraint 
Fig. B l Generalised Shanley beam-column model
181
Appendix B: A plastic hinge beam-column model
Equilibrium
Neglecting terms of order 02 compared with unity, and with M  being the bending moment in 
the hinge, equilibrium of the column satisfies
PQ l / 2  + ql2 /16 = 2M = 2*00* (Bl)
where 0* is the elastic component of the rotation 0, and q is the applied lateral load intensity 
(Fig. Bib). In incremental form, this provides
(P0 + P0)/ / 2 = 2 M  = 2*00* . (B2)
Rotational spring stiffness and elastic response
The rotational spring stiffness *0 is selected such that the elastic buckling load of the column is 
equal to the Euler value. In the elastic range, 0 = 0*, and since buckling occurs when P = 0, it 
follows from the incremental equilibrium equation (B2) that
h = P Ea  4 .  (B3)
If the effective length of the column is known, the Euler load PE can be established from (Al). The 
selection of an appropriate effective length is discussed in section 2.4.3. It is easily verified that the 
rotation in the elastic range can be expressed as
e = (0o + — )-- - --  (B4)
° SPE \ - P / P E V '
where 0O is the initial rotation.
Yield surface
The axial force and moment capacity of the hinge are constrained to lie on a non-hardening 
yield surface 'P = 0 which, for a thin walled tubular cross section (see for example C h en  & Han, 
1985) of diameter D, wall thickness t, and yield stress c y, is given by
u, MT  =  cos
MP
f \
n P
2 P  y J
-  0 ;  Mp = D2t o y/  Py =  n D  t a y (B5)
where Mp is the fully plastic moment and Py is the squash load. From this follows the incremental 
relationship
*P =-^—M +-^—P = 0 (B6)
dM dP  v 1
which is equivalent to
a v / a p  tt M . ( i t  p  ^
(B7)
• • 9473P %  .
M  = - h P ; h = - ——— = ----- —sin
dV/dM  2 Py 2 P  ry j
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Initial imperfection
We now consider how to ensure that the inelastic buckling strength matches the Toma-Chen 
load Pr c . An initial midspan imperfection wQ = Q0l / 2 is selected such that in the absence of lateral 
loading the force resultants just reach the yield surface at the axial load PTC. From (Bl), (B4) and 
(B5), the initial imperfection is calculated as
C p  "N
PTC
COS
n Pjc_
2 PL y )
(B8)
Kinematics
The central rotation of the column measured anti-clockwise from the vertical is
0 = 0o +0*+0*’ (B9)
where 0* is the elastic rotation and Qp is the plastic rotation. The total shortening of the column is 
then given by
6 = 4(8*+5^)+25* (BIO)
where 8* (= PI/4AE) and b p are respectively the elastic and plastic shortening in one hinge, and 
8* is the geometric shortening per element. The incremental plastic shortening in the hinge is 
determined from the associated flow rule which implies normality of the plastic increment with 
the yield surface (see H ill, 1950, for example), as shown in Fig. Bl. This provides the relationship 
between the axial and rotational increments of plastic deformation
Sp =  hQp (Bll)
where h is given by (B7). It is easily verified that since the increment of loading is 
F - [ P , M ] t = P [ l , - h ] T and the increment of deformation is i\ = [ t p ,Qp ]T = t p [ l , l / h ] T, the 
normality requirement F f| = 0 is satisfied.
B2 Solution algorithm
The solution procedure for the plastic hinge beam-column model is given in Box Bl. This can 
easily be implemented into a spread-sheet, making it very straightforward to generate the 
load-shortening curve for members of any given geometry.
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Box Bl: Solution algorithm for plastic hinge beam-column model
Step (a): Elastic range
Increment rotation and calculate axial deformation
If on yield surface, goto step (b); otherwise return to step (a).
Step (b): Plastic range
Increment total rotation 
9j = 0j_i + 9
Calculate new loading
- l .
P = -/»•_! 0 (follows from (B2) and (B7))
Qe =(A/, - M M )/*e ; 0P =0 -0 *  ;
Calculate axial incremental and total deformation 
8P = hfip ;
Sf = 8f_t +8P ; 8e = PljAAE ; 8f = cos0o -  cos 0/ 
8 ,= 4 (S f+ 8 f )  + 25f .
63 References
References given in this appendix may be found at the end of chapter 2.
ef =ef_ i+0e; of = 0M+ee
8e = PljAAE ; 5f = cos0o -cos0 t-
8, = 4 8 f+ 2 8 f
Recover forces
P , = ( P e^
Calculate elastic and plastic rotation increments
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S o l u t io n  of system s of e q u a t io n s  by the 
GENERALISED NEWTON METHOD
C l Newton's procedure
We can write a system of equilibrium equations in the general form
g(x)  = Fint- F ext = 0 (Cl)
where g may be identified as the components of the residual vector; Fint as the components of the 
internal force or resistance vector; F?** as the components of the applied loading vector, and x_ as 
the unknowns. Many methods may be used to solve this system of nonlinear equations. A useful 
review of some of the common procedures is given by Oden  (1972). A popular and powerful 
technique is the family of Newton methods. These employ a first order Taylor expansion about 
configuration to give an estimate of the correction Ax  required to satisfy equilibrium. That is 
^ 8 (-0 1)+ A*) = 0, then the first order expansion yields
% ) +
d g
dx
A x  = 0 ; j  <,k (C2)
0)
from which we obtain the generalised Newton scheme:
Ax  = -
dg
dx
-1
O’)
£ ( jfc) ; £(Jc+l) - * ( * )  + A * (C3)
where the iteration counter starts at 1 and gives the total number of iterations required to reach the 
current step. We may identify
* 0) =
dg
dx
(C4)
0)
as a generalised 'stiffness' or iteration matrix. It is noted that any iteration matrix can be employed. 
The only requirement is that convergence (to the desired solution point) be attained.
C2 References
References given in this appendix may be found at the end of chapter 3.
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Appendix D
The eq uivalence  of v a r io u s  c o n stitu tiv e  m o d e l s  
FOR SMALL STRAINS
D1 Introduction
We stated in chapter 6 that the co-rotational approach was particularly attractive for problems 
concerned with large displacements (but small strains), because within the co-rotating frame the 
usual infinitesimal relationships may be used directly. There are alternative ways of developing 
constitutive models and it may be wondered how the various approaches are related to one 
another, and if indeed they produce the same results for the small strain problems in which our 
interest lies.
In this appendix we set out the co-rotational model in some more detail and then compare it 
with more abstract formulations.
D2 Special notation
A distinction is made between vectors and vector components and tensors and tensor 
components. Both vectors ( a )  and tensors 04) are quantities that are independent of co-ordinate 
systems. Once a suitable coordinate system (or basis) has been selected, the components of the 
vector or tensor may be defined with respect to this basis. Changing the basis changes the 
components. So, for example,
v = v , ?  (Dl)
represents a vector 7  having components v,- with respect to the unit base vectors q , and
T ^ T f i V e j  (D2)
represents a second order tensor T having components Ty with respect to the base vectors q . The 
symbol ® represents the dyadic product. Einstein summation convention is used. So (Dl) implies
v = V|- 3 = V! q + v2^  . (D3)
The outer (dyadic) product of the two vectors a  and b is written
a ® b  = atbj ^  <E> ej-. (D4)
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The single dot product A 'B  corresponds to a summation over one index of each tensors' 
components, whereas the double dot product A :B corresponds to a summation over two indices. 
For example, for the two second order tensors
A = aij'el<8>'ej B = by 3  <8>
the dot products result in
A ‘ B =  aijbjk  3 ® A :B =  ayby  .
Further details on tensors maybe found in the text of M alvern (1969).
(D5)
(D6)
D3 Objectivity of stress and strain tensors
Clearly, rigid body motions should not affect the form of a constitutive relationship. That is the 
stress rate and strain rate tensors should both be zero under rigid body motions. Such a property 
is called objectivity (H ughes, 1984; Malvern, 1969). The Cauchy stress rate tensor is not objective. 
This can be demonstrated by expressing the Cauchy tensor components in a fixed reference 
system whose base vectors et do not change in time (Fig. Dla). Thus
g  = ° i j ei implies (D7)
and since the Cauchy stress components Gy change under rigid body motion, Gy does not vanish. 
Therefore a  is not an objective measure of stress rate and a constitutive relationship involving o  
is inappropriate.
Below we discuss some of the commonly used objective stress and strain tensors and their 
associated constitutive relationships.
e 2
O
(a) Fixed base vectors (b) Co-rotating base vectors
Fig. D l Components of the Cauchy stress tensor w.r.t. 
fixed and co-rotating base vectors
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D4 A constitutive law in the co-rotating reference system
Co-rotational formulations are motivated as follows. We express the Cauchy stress tensor as
This is called the co-rotational Cauchy stress rate tensor and it is clearly objective.
Similarly, for small strains, the objective co-rotational infinitesimal strain rate tensor may be 
defined as
Cauchy stress, infinitesimal strain and material constants as used in an infinitesimal displacement 
theory can be directly employed.
The co-rotational constitutive model is therefore very simple and has a clear physical 
interpretation. Some of the other models proposed for large displacement problems, although 
equivalent, are more abstract in their formulation and consequently their physical background is 
more obscure. Two such formulations are now discussed.
a  = Gy q ® ej (D8)
where o*j are the components with respect to a basis ~e* that co-rotates with the material 
(Fig. Dlb). Now since the components a*-, which are those that would be recorded by an observer 
moving with the material, do not change under rigid body motion, this suggests that we define a 
new rate tensor as
(D9)
2 [ dXj  dXi )
(DIO)
where the displacements u* are measured with respect to a co-rotating reference body with 
co-ordinates X* (see Fig. 6.10).
Writing the co-rotational constitutive tensor of elasto-plastic moduli as
(D ll)
a valid and physically appealing constitutive law is then given by
(D12)
This states that if one adopts a reference frame that is rotating with the material, the usual
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D5 Constitutive laws in the fixed reference frame
The co-rotational formulation is only one of the many that have been proposed for large 
displacement problems. Often a fixed reference frame is used and the following constitutive 
models employed:
Rate of Second Piola Kirchoff stress and Green-Lagrange strain tensors
T h is  ty p e  o f c o n s titu t iv e  m o d e l is  w id e ly  a d o p te d  (see, fo r  ex a m p le , WASHIZU, 1975; HlBBlTT ETAL., 
1970; a n d  B a th e ,  1982).
Jaumann rate of Cauchy stress and deformation gradient tensors
dtj  are the components of the deformation gradient tensor; and
Gy is the Jaumann rate of Cauchy stress.
The Jaumann form of constitutive model is has been employed by several researchers, including 
H ughes (1984), and N eedleman & Tvergaard (1984).
The question arises how these stress and strain measures are related to one another and how to 
select the components of the material property tensor to ensure equivalence of the constitutive 
models for small strain.
Rate of Second Piola Kirchoff stress and Green-Lagrange strain tensors
We first take a look at the constitutive equations that are appropriate if the Second Piola 
Kirchoff stress rate and Green-Lagrange strain rate tensors are employed. The Second Piola 
Kirchoff stress tensor is defined as
Sij =  C ijklE ld (D13)
where
5y is the rate of change of the Piola-Kirchoff stress 
Ey is the rate of change of Green-Lagrange strain
(D14)
where
S = det(F)F-1 - G ' £ ~ T =  Sij q ® 7 j (D15)
in which the deformation gradient tensor F , maps the material line segment d X  in the 
undeformed configuration to die in the deformed configuration.
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That is
d x  = F ' d X
9 r
F - F  ~e <S>7- • F- = — i-=  ru ei j  ’ 0^ -.
(D16)
The tensor F  can be uniquely decomposed such that
F =  R ’ U (D17)
where R is an orthogonal rotation tensor and U_ is the symmetric stretch tensor. For small strains, 
F ~ R  and S = R r ' G mR,  from which it is apparent that
(D18)
So, for small strains, the components of the Second Piola Kirchoff stress tensor with respect to a 
fixed reference frame are identical to those of the Cauchy stress tensor in a co-rotating frame. This 
result is well known (see, for example, C h r is f ie l d , 1991).
The rate form of (D15) for small strains is simply
S = Sv q <8>?j
and since 6*j is zero for rigid body motion, 5 is objective. We also observe that
•%=<V
(D19)
(D20)
Thus, when the strains are small, the components the Second Piola Kirchoff stress rate tensor in 
a fixed reference frame are identical to those of the co-rotational Cauchy stress rate tensor with 
respect to the co-rotational frame.
The objective strain rate measure conjugate to 5 is the rate of Green-Lagrange strain, E 
defined as
E  = £ T ’d ' F  =Ejj^i (D21)
where the components of E and d  with respect to the fixed base vectors are
d i} = -  
lJ 2
du{ diij
dXj dx.\  J 1 j
(D22)
E‘> = 2
duj 9uk 9uk 9U[ dfy
d x ,  d x ] d x , ax, ax, ax,\  J 1 1 J 1 J J
(D23)
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For small strains E = R ^ ' d ‘ R ,  from which it is apparent that
Eij  =  Rmi^nj^mn ~  ^ij =  h j  ( ^ 2 4 )
which confirms that E  is objective since <?*• is zero for rigid body motion.
Furthermore, we can now state that when the strains are small, the components of the Green- 
Lagrange strain rate tensor in a fixed reference frame are identical to those of the co-rotational 
infinitesimal strain rate tensor with respect to the co-rotational frame.
Now let the constitutive law be formulated as
|  = C : |  => S g ^ C ^ E u .  (D25)
From (D20), (D24) and (D12) it follows immediately that C = . So for small strains, using the
Second Piola Kirchoff stress rate and Green-Lagrange strain rate tensor components on the fixed 
basis is exactly equivalent to using the co-rotational stress and strain rate tensor components on 
the co-rotating basis, and the same material properties should be used in both cases. However the 
tensors themselves are not the same (since when the components are equal the base vectors differ).
Jaumann rate of Cauchy stress and deformation gradient tensors
Finally, we examine the constitutive model used with the so-called Jaumann rate of Cauchy 
stress. We begin by differentiating the relationship S = R T ‘G ’ R (valid for small strain strains) 
which gives
S = RT ' g ’R = Sij 7t ®7j = d J 7{ ®7} (D26)
where a  is an objective tensor called the Jaumann rate of Cauchy stress and is defined as
a  = a - £ 2 a + o Q ;  Q  =  (D27)
For small strains, this is also equivalent to the Green-Nagdi rate of Cauchy stress (HUGHES, 1984). 
Re-arranging (D26) provides
® 7j ,£ 7’ = ® j 3 * ® « r = 2 c (D28)
That is for small strains, the Jaumann and Green-Nagdi rates of Cauchy's stress tensor are 
identical to the co-rotational stress rate tensor. Furthermore, by (D24),
d  = ec (D29)
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and it follows that
o c = Cc:ec = g  = £ J:d if CJ = CC. (D30)
With respect to the fixed basis we have
Gij =  c ijkld ld (D31)
where is defined in (D22) and
G y —G y —ClfcGfcj+GnQ.ij with CyJt/= Rmi^nj^pk^ql '^ijkl • (D32)
This shows that the components of the material property tensor must be rotated back to the fixed 
basis unless the material is isotropic in which case C^ y = C*^.
Thus the equivalence of commonly used constitutive laws has been demonstrated in the small 
strain regime. The recent text by Chrisfield (1991) provides a good overview of these concepts for 
bar and beam elements.
D6 References
References given in this appendix may be found at the end of chapter 6.
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