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Chapter 1
Introduction and Outline
In inferring the properties of the Earth’s interior one is confronted with the fact that our
planet cannot be cut in two to examine its inside. One possible approach to circumvent
this problem is to infer the complex processes occurring within the Earth by observing
their surface signatures. For example, the relative positions of the tectonic plates suggest
strong motions over geological time occuring inside a heterogeneous Earth (LePichon
et al., 1973). Other tools to probe the Earth’s interior are the petrological, geological
and geochemical analysis of surface rocks which reveal that they were formed at great
depth and brought up at the surface (Ringwood, 1975). However, this type of studies only
provide an incomplete record of the Earth’s internal processes because the succession of
orogenic events can obscure the history recorded in present surface remnants. Hence, the
Earth should be viewed as a dynamic and inhomogeneous planet.
Geophysical methods, founded on the laws of physics, provide an alternative way to
investigate the interior of the Earth. Numerical modelling, based on the laws of fluid
mechanics, is used to estimate mantle convection (Turcotte and Schubert, 2002) and is
validated by surface measurements such as tectonic plates motion and surface heat flow
measurements. Gravity measurements show that the density structure of the Earth is het-
erogeneous, due to chemical variations (Heiskanen and Moritz, 1967). The variations of
the Earth’s magnetic field over geological time also suggest a dynamical Earth (Merrill
et al., 1996). The distribution of earthquakes at the edges of tectonic plates suggest intense
local deformation inside the Earth. Seismology, the field on which this thesis focuses, cor-
responds to the study of seismic waves generated by earthquakes that propagate through
the Earth. By identifying the mechanisms that generate earthquakes (source mechanism)
and their precise location (epicenter) using an approximate Earth’s model, one can make
detailed inferences about the properties of the medium through which the wave travelled.
A snapshot of the present radial and lateral velocity structure of the Earth is obtained by
using seismic waves generated by various events, and recorded at seismic stations around
the world (Iyer and Hirahara, 1993). For example, a systematic observation of reflected
waves suggest the presence of discontinuities at various depths, such as the core mantle
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boundary. Moreover, subducting slabs leave a signature at depth.
All geophysical data, however, give a non unique solution to the structure of the Earth.
Gravity data only provide an averaged estimate of density, while seismology results de-
pend on ray coverage and geodynamical models rely with rheology and viscosity ap-
proximations. It is therefore crucial to combine independent information from various
disciplines to achieve a better constraint on the structure of the Earth. The relationship
between different types of data can be obtained from mineral physics. For example, labo-
ratory measurements provide an estimate of the elastic properties of individual rock types
(e.g. density, shear and bulk moduli). These properties provide information on the rela-
tion of seismic velocity and density with temperature and composition (Poirier, 1991). An
example of the dependence of the seismic velocities on temperature is illustrated through
their correlation with surface heat flow data.
While velocity is mostly sensitive to temperature variations, compositional variations
are also present. To simultaneously gain information on the thermal and chemical struc-
ture of the Earth, additional data are necessary. In this thesis, gravity measurements are
used for this purpose. Indeed, the sensitivity of the geoid to density perturbations and the
sensitivity of surface wave phase velocity to shear wave velocity extend over the same
depth range, due to the current resolution of seismic dataset (Forte et al., 1994).
Such a joint inversion is most informative if a high resolution seismic velocity model
is available. A large part of this thesis is dedicated to obtain such model by using a large
high quality dataset and by carefully investigating the method used to obtain the model.
The North American and Caribbean regions offer a good opportunity to attemp to map
the internal structure of the Earth. The deployment of broadband seismological stations
over the region (more than 140 stations before 2000), particularly in the United States,
provides a large regional dataset. In addition, a reasonably homogeneous distribution
of earthquakes around or inside the studied area leads to good data coverage. The rich
tectonic history of the North America and Caribbean plates also makes it a particularly
interesting region. The structure of the upper mantle in terms of velocity, temperature
and composition can be investigated in relation to the surface tectonics. In particular, it
is interesting to image the Earth’s interior beneath the North American Archean craton,
which lies under Canada and in northeastern United States. The stability of cratonic
regions over geological time is the subject of great scientific attention (Van der Hilst and
McDonough, 1999). Imaging velocity, thermal and compositional variations with high
accuracy will help to ascertain the lithosphere thickness and the internal processes that
are involved in the buoyancy of cratons.
In this thesis, the resolution of regional surface wave tomography is investigated prior
to its use for inferring the Earth’s thermal and compositional structure. Acquiring data
from an increasing number of high quality seismic stations leads to a better resolution of
long wavelength velocity features, although the seismic data used here do not constrain
smaller scale heterogeneities. Indeed, uncertainties in the data require the use of a priori
information that is responsible for the creation of a model null space, which corresponds
to the parts of the model that are unconstrained by the data. Despite this limitation, long
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wavelength velocity perturbations are well resolved. In particular, the resolution obtained
in a regional waveform inversion is better than in global tomography. The models can
therefore be interpreted as shear wave velocities with depth, which are inherently related
to temperature and composition of the mantle.
Chapter 2 presents the phase velocity maps of the North American and Caribbean
plate obtained from waveform inversion of surface waves. Waveform modelling is a con-
ventional method used to image the Earth’s seismic velocity structure. It consists of a
non linear iterative process that minimizes the residuals between observed and synthetic
seismograms. The phase velocity maps are obtained for four period bands in the range 40-
150 s, using fundamental mode Rayleigh waves. The dataset comprises 1,846 waveforms,
which were recorded by 91 selected broadband stations deployed in North America. The
ray path coverage is reasonably homogeneous and yields a high resolution of the velocity
perturbations over most of Canada, the United States and Central America. Compari-
son with a recent example of global scale tomographic model shows that regional phase
velocity maps present higher resolution and better prediction of independent data. This
last statement is an important issue for future moment tensor calculations. The resolu-
tion of small scale heterogeneities may, however, be limited. The inversion method used
in Chapter 2 relies on the great circle path approximation (ray theory), which states that
a wave is sensitive to velocity heterogeneities only along the geometrical ray path that
links source and receiver. Neglecting off-great circle path effects may affect tomographic
results significantly, particularly in our regional study.
To ascertain the necessity of a more advanced propagation theory in regional tomog-
raphy, a new approach is taken and described in Chapter 3. The effect of finite frequency
of surface waves on the imaging of velocity perturbations is incorporated into the inver-
sion of phase velocities. Scattering theory is an advanced wave propagation theory that
includes off-great circle path effects for the first Fresnel zone: a region centered around
the geometrical path in which a wave is sensitive to velocity heterogeneities. Because the
width of the first Fresnel zone increases with period and epicentral distance, our regional
tomographic study, which includes long ray paths over the North American continent,
may present different results. In Chapter 3, the phase velocity measurements of 7,700
seismograms are used for North American and the Caribbean . A comparison is made
between phase velocity maps obtained with ray and scattering theories at 40, 100 and 150
s. The results show that small scale anomalies (   800 km) are not imaged with sufficient
resolution, because they are poorly constrained by the data used. Due to the large un-
certainties in the data, a regularization operator is required, leading to the creation of a
significant model null space that currently hides small scale anomalies. Despite theoret-
ical proof of the importance of scattering effects and the use of an extensive dataset, the
present regional tomography cannot image small scale velocity anomalies, because of the
insufficient constrain obtained with our fundamental mode data.
The shear velocity model for North American is presented in Chapter 4. The structure
of the upper mantle, from 50 to 250 km, is imaged by inversion of the dispersion curves
obtained in Chapter 3. Ray theory is applied to invert phase velocities from 40 to 150
14 Chapter1
s in terms of S-wave velocities. Anomalies larger than 800 km are well resolved in our
model for most of the regions, in particular for the United States, Central America and
Mexico. The observed results show high velocities beneath Canada and the eastern United
States from the Rocky Mountains to the Atlantic coast. This positive signature correlates
with the surface extent of the North American craton. A thick lithosphere (up to 220
km) is imaged and coincides with the stable Archean continent (Hoffman, 1989). Other
results indicate low velocities beneath the western Cordillera, along the Pacific ocean from
Canada to Mexico. These velocities reflect the mantle properties induced by the intense
tectonic activity of the region which is associated with the subduction of the Pacific plate
beneath the North American plate and with extension in the Basin and Range region
(Atwater, 1970). Mexico is defined as a low velocity zone associated with the subduction
of the Cocos plate. Positive anomalies are imaged in the Gulf of Mexico. The Caribbean
region displays two low velocity zones: one beneath eastern Caribbean, as a result of back
arc magmatism, and the other beneath western Caribbean, separated by a positive velocity
arm.
In Chapter 5, the seismological velocity model obtained in Chapter 4 for the North
American continent is interpreted in terms of temperature and compositional variations in
the depth range 60 to 260 km. The thermal and chemical structure of the upper mantle is
investigated as a function of surface tectonic units. Seismic velocities are primarily sensi-
tive to thermal perturbations, as shown through the high correlation of seismic velocities
and surface heat flow. In addition, the distribution of seismic velocities coincides well
with surface tectonics. Thermal variations alone, however, cannot explain continental sta-
bility (Jordan, 1975). It is, therefore, crucial to understand the influence of compositional
variations. In order to simultaneously infer temperature and composition, independent
data are needed (Forte and Perry, 2000). Density anomalies are used in this chapter to
constrain the temperature and compositional structure of the upper mantle. Estimates
of these anomalies are obtained through the scaling factor between density and velocity,
which is derived from gravity anomalies data. Our results show that tectonically active
regions (e.g. western North American margin) consist of a mantle close to the Earth’s
average in terms of temperature and composition. On the contrary, cratonic areas (e.g.
northeastern North America) are underlain by a mantle cooler than average and depleted
in iron, which supports the idea that negative buoyancy induced by thermal anomalies
are balanced by positive buoyancy due to compositional anomalies. This may explain the
stability of cratons over geological times.
Chapter 2
Surface wave tomography of
North America and the
Caribbean using global and
regional broadband networks:
phase velocity maps and
limitations of ray theory
Abstract
We present phase velocity maps of fundamental mode Rayleigh waves across the North
American and Caribbean plates. Our dataset consists of 1846 waveforms from 172 events
recorded at 91 broadband stations operating in North America. We compute phase ve-
locity maps in 4 narrow period bands between 50 and 150 s using a non-linear waveform
inversion method that solves for phase velocity perturbations relative to a reference Earth
model (PREM). Our results show a strong velocity contrast between high velocities be-
neath the stable North American craton, and lower velocities in the tectonically active
western margin, in agreement with other regional and global surface wave tomography
studies. We perform detailed comparisons with global model results, which display good
agreement between phase velocity maps in the location and amplitude of the anomalies.
However, forward modelling shows that regional maps are more accurate to predict wave-
This chapter has been accepted for publication in Geophys. J. Int. (2002)
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forms. In addition, at long periods, the amplitude of the velocity anomalies imaged in our
regional phase velocity maps is three time larger than in global phase velocity models.
This amplitude factor is necessary to explain the data accurately, showing that regional
models provide a better image of velocity structures. Synthetic tests show that the raypath
coverage used in this study enables to resolve velocity features of the order of 800 to 1000
km. However, only larger length scale features are observed in the phase velocity maps.
The limitation in resolution of our maps can be attributed to the wave propagation theory
used in the inversion. Ray theory does not account for off-great circle ray propagation
effects, such as ray bending or scattering. For wavelengths less than 1000 km, scattering
effects are significant and may need to be considered.
2.1 Introduction
The main goal of this study is to obtain better phase velocity maps with improved lat-
eral resolution across North America using the extensive surface wave database available
nowadays. In the last decades, the number of high quality broadband seismic stations
deployed in the region has increased considerably. In addition to the global and national
networks, the North American continent and in particular the United States will be densely
covered in the near future with permanent and temporary seismic stations from the ANSS
(USGS, 1999) and USArray (Levander et al., 1999) projects. As a consequence, high
resolution velocity models of the region are expected to be derived from this extensive
data collection. The present research investigates how the increasing density of seismic
stations improves the imaging of velocity structure.
This study, covering the entire North American region, attempts to close the gap be-
tween local and global tomography studies. The latest surface wave investigations of
North America were performed for subregions of the continent: Canada (Frederiksen
et al., 2001), the Arctic region (Levshin et al., 2001), and the continental United States
(Alsina et al., 1996; Van der Lee and Nolet, 1997). Alsina et al. (1996) imaged the United
States with a smaller dataset, using the same method applied here, followed by a linear
inversion which included scattering effects. Van der Lee and Nolet (1997), and Frederik-
sen et al. (2001) used the partitioned waveform inversion method of Nolet (1990). As this
method includes higher-mode Rayleigh waves, deeper velocity structures are imaged.
The sensitivity of the fundamental mode Rayleigh waves for the periods considered
in this study allows to relate phase velocity maps to shear velocity structure, which can
be correlated to features in the uppermost mantle, (e.g. Curtis et al. (1998)).
Another application of phase velocity maps is the determination of source mecha-
nisms using moment tensor inversion methods (e.g. CMT). Even for globally recorded
large earthquakes, corrections for the aspherical Earth structure need to be taken into
account (Dziewonski et al., 1992), although long wavelength 3D velocity models are gen-
erally sufficient (e.g. Woodhouse and Dziewonski (1984)). However, for smaller events,
higher resolution models are required to predict surface wave travel times with the neces-
sary accuracy (Arvidsson and Ekstro¨m, 1998; Pasyanos et al., 1996). This study should
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provide phase velocity maps of North America with the appropriate resolution for this
application.
In this study, we also perform a detailed comparison of regional and global models in
terms of velocity structures and resolution. Chevrot et al. (1998) and Larson and Ekstro¨m
(2001) previously analyzed the agreements between global and regional models. A sys-
tematic underestimation of velocity amplitude is observed in global models (Nolet et al.,
1994; Larson and Ekstro¨m, 2001). Here we compare in particular our velocity maps to
the global model of Trampert and Woodhouse (2001).
2.2 Data
Figure 2.1: Study area showing the distribution of broadband seismic stations (open trian-
gles) and earthquakes (solid circles) used to determine variations in phase velocity across
North America. The great circle paths sampling the area are depicted by grey lines. Also
labeled are the events recorded in 2000 (stars) and used in the forward modeling of section
2.6.1.
The waveforms used in this study were extracted from seismograms recorded between
1995 and 1999 by a number of global and regional networks: Global Seismograph Net-
work (GSN), Geoscope, U.S. National Seismograph Network (USNSN), Canadian Na-
tional Seismic Network (CNSN), Berkeley Digital Seismic Network (BDSN), TERRAs-
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cope and other individual stations in North America. In total, we collected waveforms
for 172 events recorded by a subset of 91 permanent broadband stations. In California,
where a large number of broadband stations are available, only a subset of well distributed
stations was selected. The earthquake source parameters were taken from the Harvard
Centroid Moment Tensor catalog (Dziewonski and Anderson, 1981). The earthquakes
used were all shallow, most of them being located at crustal depths. We first measured
group velocities for the fundamental mode Rayleigh waves using an implementation of
the time-frequency analysis method (e.g. Levshin et al. (1992)) developed by Charles
Ammon, which is described in Pasyanos et al. (2001). In order to select only the fun-
damental mode Rayleigh wave and eliminate heavily scattered energy (coda) and higher
modes, we apply a phase-matched filter which uses the group velocity information. The
resulting clean seismograms are used in the non-linear waveform inversion.
1 10 20 40 80 120 160 200 240
hit count
Figure 2.2: Map of ray density within the study region. Ray density is defined as the
number of rays crossing each   by   cell.
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We only selected seismograms for which we were able to obtain reliable group veloc-
ity measurements in the complete period range 50-150 s. As a result, the source-receiver
geometry is identical for all periods and consists of 1846 raypaths. Figure 2.1 shows the
distribution of seismic sources, stations and raypath coverage used in this study. Well-
distributed seismic sources and stations throughout the region result in homogeneous ray-
path coverage over most of North America, except for the Arctic Ocean and the east-
ernmost part of the Caribbean basin and Mid-Atlantic ridge. This coverage represents a
large improvement with respect to previous surface wave studies of North America: 275
recordings used in Alsina et al. (1996), and 685 in Van der Lee and Nolet (1997).
While raypath coverage provides insight into the areas that can be imaged, raypath
density provides more details on how well the region is sampled. The raypath density
map shown in Figure 2.2 is calculated as the number of rays hitting each  by  cell.
The entire continental United States and the Gulf of Mexico are well sampled, while
poorer sampling is observed around the edges of the studied region.
2.3 Inversion method
The procedure used in this work is based on a non-linear iterative inversion method devel-
oped by Nolet et al. (1986) for waveform fitting. The same inversion technique was pre-
viously applied by Alsina et al. (1996) to the United States. The phase velocity maps are
computed by minimizing a penalty function in the time domain (Snieder, 1988) through
Equation 2.1:
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The 3 synthetic seismograms fi  are computed through the predicted phase veloc-
ity model  and are compared to the observed seismograms


. The minimization is
achieved using a conjugate gradient method. A smoothing constraint related to the hor-
izontal gradient of the model +$, - + # is applied. The damping parameter ) is chosen to
get the optimal trade-off between model smoothness and data fit. The study region cov-
ers an area of 10,340 by 12,100 km, which consists of 48 by 56 nodes distributed on a
rectangular grid of  spacing. At each grid point of the model  , phase velocity per-
turbations 465'7&5 relative to the reference model PREM (Dziewonski and Anderson, 1981)
are computed. The phase velocities between the nodes are interpolated using bi-cubic
splines. Synthetic seismograms that fit poorly the data after a preliminary inversion are
removed, resulting in the elimination of 17% of the original dataset. The distribution of
the discarded paths does not present any systematic relation to a specific source or station.
We carry out the inversion in three steps in order to obtain smooth convergence to-
wards the minimum of the penalty function. First, we solve for velocity perturbations by
inverting the normalized envelope of the waveforms, which is insensitive to cycle skip-
ping. This step is equivalent to inverting for group velocities and provides a model that
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fits the overall phase observations without considering the contribution of both amplitude
and phase. Second, the normalized waveforms of the seismograms, which contain phase
information, are inverted. Finally, the true waveforms (i.e. not normalized amplitude)
containing amplitude and phase information are inverted to obtain the final phase velocity
maps. For each of the three steps, ten iterations are performed. The value of the damping
parameter (8:9<;>= ;? ) is identical for all periods and for each of the three inversion steps.
The waveforms are extracted and inverted individually over four narrow period bands:
50-66 s, 66-88 s, 88-115 s and 115-150 s. The width of the period bands is calculated
in order to obtain equal spacing in both period and frequency logarithms (@	ACBEDF9G;H= I0J ).
In each period band, we assume a constant relative phase velocity perturbation. For the
115-150 s period band, PREM was used as starting model. The phase velocity map ob-
tained for the 115-150 s period band was used as the starting model of the inversion in the
88-115 s period band. This process is applied to successively shorter period bands.
2.4 Resolution Tests and Error Estimates
The raypath coverage and ray density per cell (Figures 2.1, 2.2) provide a qualitative
insight into the resolution of the model. For a more quantitative analysis, we perform
checkerboard and spike anomaly tests. First, an input model is created and synthetic seis-
mograms are computed by forward modelling through the given model using the source
and receiver geometry of this study (Figure 2.1). The resulting synthetic dataset is then
inverted using the same procedure and model parameterization described above. Com-
paring the input model with its reconstruction provides an assessment of model resolu-
tion, in particular on the amplitude, location and size of the velocity anomalies. Le´veˆque
et al. (1993) showed that these tests could be misleading for certain parameterizations and
source-receiver configurations. In our case, the well-distributed combination of sources
and stations should not lead to this problem. We perform several tests for input anomalies
of different size and location. The ideal case would be to perform a spike test on each
cell of the model, providing information on point by point resolution as performed by
Ritzwoller and Levshin (1998). However, this is not practical given the size of our model,
which consists of 2,688 grid points.
To illustrate the synthetic experiments, checkerboard and spike tests results corre-
sponding to the 66-88 s period band are displayed on Figures 2.3 and 2.4. Similar results
are observed for all periods with minor degradation at longer periods. The left panels of
Figures 2.3 and 2.4 show the input velocity models used and the right panels present the
reconstructed models after inversion. Alternating velocity perturbations of +5% and -5%
are used to produce a checkerboard pattern on which we applied a sinusoidal smoothing.
Checkerboard tests for velocity anomalies of ?KJL , ?'IL and ML are shown on Figures 2.3a-
b, 2.3c-d and 2.4a-b respectively. The checkerboard shown in Figure 2.3c-d is rotated
by N&O
L
compared to the others (Figures 2.3a-b, 2.4a-b) in order to assess the influence of
azimuthal coverage. The M
L
spike test is displayed on Figure 2.4c-d and consists of five
discrete anomalies characterized by an amplitude variation of +5%.
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Figure 2.3: Results of the synthetic tests: input (a,c) and output (b,d) phase velocity maps
of the sensitivity tests for the period band 66-88 seconds. Cell sizes of the checkerboards
are PKQR (a-b) and PKSR with transversal orientation (c-d).
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Figure 2.4: Results of the synthetic tests: input (a,c) and output (b,d) velocity maps of the
sensitivity tests for the period band 66-88 seconds. (a-b): checkerboard test with TU cell
size. (c-d): spike test.
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The distribution of the anomalies is similar to the one used by Van der Lee and Nolet
(1997) with an additional anomaly located beneath Iceland. The spatial location and the
amplitude of the anomalies are well recovered in our synthetic reconstructions in most
of the study area. All reconstructed models display lower resolution along the edges of
the target area, where anomalies are smeared out because of limited ray coverage and
poor azimuthal sampling. Alsina et al. (1996) observed in their phase velocity maps
a bias toward smaller reconstructed amplitudes, which they attributed to the smoothing
parameter used in the inversion. In our study, the data set is six times larger, requiring
less smoothing and, as a result we achieve a better reconstruction of the amplitude of the
synthetic anomalies.
For the long wavelength anomalies, a good match in amplitude and location is achieved
across the entire North American continent and the Caribbean. In Greenland, Iceland and
in the Pacific and Atlantic oceans reconstruction is poorer due to the lack of crossing
rays. For intermediate and small wavelengths ( VKWX and YX , Figures 2.3c-d and 2.4a-b), re-
construction discrepancies between regions are observed. Beneath the continental United
States, the amplitude and location of the checkerboard patterns are still well recovered.
For the rest of the study area, the resolving power for VKWX and YX anomalies is lower and is
related to inadequate ray sampling. In the Caribbean, smearing occurs in a E-W direction
(Figure 2.3d), and for Canada, Alaska and the Arctic we obtain low resolution. For the YX
anomalies, we reconstruct well the locations of the heterogeneities, but the amplitudes are
Z&[\ lower in average. Figure 2.4c-d shows results for the five discrete spike anomalies.
In the continent, all four anomalies are well reconstructed in amplitude (100 % in the
center of the spike) and location. For the same test, the model obtained by Van der Lee
and Nolet (1997) displays underestimated amplitudes (a maximum of 60 % in the center
of the spike). However, the anomaly beneath Iceland is slightly shifted to the southwest
by about 1000 km due to poor sampling in the region. These results show that the source-
receiver geometry is adequate for imaging structures of approximately down to 800 km
in the continental United States and in most of the North American continent.
Another measure of the performance of our inversion is the variance reduction, which
is computed for each period band using:
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where  is the number of seismograms, j 
x
is the synthetic seismogram computed
through the laterally homogeneous model (PREM), j
x
the observed waveform (data) and
|
x
the synthetic seismogram computed though the model obtained from the inversion. The
variance reduction for each of the period bands is shown in Table 2.1. Variance reduc-
tion systematically decreases for shorter periods due to the complexity of the waveforms.
Overall, from 50 to 150 s, the nonlinear inversion accounts for up to 70% reduction in
variance. This represents a substantial improvement with respect to the study of Alsina
et al. (1996) for which the maximum variance reduction was 40%.
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Figure 2.5: Waveform fits for the Colombia event of February 8, 1995 ( Ł>  )
recorded by station CMB (California). The epicentral distance is 5800 km. Solid lines:
data. Dotted lines: synthetic seismograms computed through the laterally homogeneous
model PREM (input seismograms). Dashed lines: output synthetic seismograms after
waveform inversion.
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Table 2.1: Variance reduction
period band (s) variance reduction (%)  variance reduction (%) 
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negative variance reduction indicates that the output synthetics present a poorer fit to
the data than the input synthetics (PREM).
As mentioned before, final synthetics presenting worse fit than the initial synthetics
(PREM) are excluded from the final inversion. In this process, 380 seismograms were
eliminated. In Figure 2.5, we show an example of waveform fits for one event at all period
bands considered in this study. The initial synthetic seismograms computed through the
homogeneous starting model (PREM) predict poorly both the amplitude and phase of the
observed data. After the three-step inversion, both amplitude and phase of the observed
seismogram are well matched by the synthetic seismogram.
2.5 Inversion Results
Figure 2.6 shows the phase velocity maps obtained for the four period bands considered:
115-150 s, 88-115 s, 66-88 s and 50-66 s. Our results generally agree with previous
regional surface wave studies (e.g. Alsina et al. (1996); Van der Lee and Nolet (1997);
Frederiksen et al. (2001)), but we provide new information across a larger area of North
America, which includes the entire western Cordillera, the Canadian Shield, Alaska, and
the Caribbean basin.
The phase velocity maps display a remarkable consistency across North America for
all periods (Figure 2.6). Although the resolution tests show that we are able to image
anomalies of at least 800 km, the average length scale of the features observed in our
models is larger than 1000 km. The two most prominent features imaged in our models
are the relative high velocities (+3 to +5%) present beneath northeastern North Amer-
ica and the slower velocities (-3 to -6%) imaged beneath the active western margin of
North and Central America. The two anomalies are well resolved and extend over all
periods with a maximum contrast of 10 % at short periods to a lower value of 6% at long
periods. The high velocities beneath cratonic North America reflect old and cooler up-
per mantle. These two velocity structures are consistent with global models (Trampert
and Woodhouse, 1995; Bijwaard and Spakman, 2000; Larson and Ekstro¨m, 2001) and
regional studies (Grand, 1994; Alsina et al., 1996; Van der Lee and Nolet, 1997).
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Figure 2.6: Estimated phase velocity maps after inversion for 115-150 seconds (a), 88-
115 seconds (b), 66-88 seconds (c), 50-66 seconds (d). For a colour version of this Figure,
see Appendix, Figure A.1
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Depending on the period, the phase velocity perturbations observed can be related to
Earth structure at different depths. For short periods (less than 50 s), Rayleigh waves are
sensitive primarily to crustal structures, while at longer periods they sample the upper
mantle from 50 to 300 km. This allows the interpretation of the phase velocity maps in
terms of shear velocity structure.
Beneath the Canadian shield and the northeastern United States, we observe fast ve-
locity anomalies of up to +7%. At long periods, the amplitude decreases to 2%, suggesting
that the craton extends down to 150 km. Besides the two main anomalies that characterize
continental North America, small scale features are also imaged. A weak lower velocity
feature (-1%) is observed at long periods along the eastern Atlantic coast of North Amer-
ica from the Florida peninsula to ¤0¥¦ N (Figure 2.6a-b) and suggests low shear velocities
at a depth of approximately 200 km. This feature in our model does not remain at shal-
lower depths, as observed by Van der Lee and Nolet (1997) and Frederiksen et al. (2001)
, and does not extend to the Appalachians.
The second dominant feature observed below the western Cordillera presents strong
negative perturbations (-6%) from the Aleutian Islands to Panama, which are associated
with the active tectonic processes in the area. Beneath Alaska, this feature persists at long
period along the west coast due to warm mantle materials. Along the Pacific coast of
Canada, smaller amplitudes (-2%) are observed at short periods. In the western United
States, it is a broad structure of -5% expanding into the interior, to the Basin and Range
province. No specific low velocity signature is observed beneath Yellowstone, unlike in
the model of Van der Lee and Nolet (1997). Alsina et al. (1996) interpreted relative high
velocities of about +2 to +3% (50-100 s period band) beneath the western United States
(between §K¨&©¦ W and §K¨&¥¦ W) as the subducted Juan de Fuca plate in western Washing-
ton. However, in our model, clear low velocities are observed beneath this region. This
discrepancy can be explained by the fact that the region lays at the edge of their model
where lower resolution is expected.
In Mexico and Central America, we also observe slow heterogeneities in relation with
the complex tectonic activity and volcanism in the region. At short periods, low velocities
are observed as far south as Panama and Nicaragua, as a signature of a warmer than
average mantle. The Gulf of Mexico, is imaged at short periods (50-60 s) as a low velocity
zone of -1 to -2%, due to the effect of a thick sedimentary basin. The recent work of
Bassin et al. (2000) displays low phase velocities in the Gulf of Mexico, and the study
of Vdovin et al. (1999) also shows low group velocities in the region, particularly for
periods shorter than 50 s. The crust of the Caribbean basin is younger than the adjacent
Atlantic Ocean, and it is surrounded by subduction zones, leading to relatively slower
phase velocities. The Caribbean plate is made of the Venezuelan and Colombian basins
separated by the Beata ridge (Burke et al., 1978). The Venezuelan basin is characterized
by faster anomalies (+1%) relative to the Colombian basin, which is underlained by slower
velocity anomalies (-2%). This velocity differentiation agrees with the anomalously thick
oceanic crust observed in the region related to the basaltic flow episode which took place
in the pre-Mesozoic (80 Ma). In the eastern part (Venezuelan basin), thinner crust, similar
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to average oceanic crust is observed (Diebold et al., 1981) and the velocity signature is
similar to the Atlantic Ocean. Thicker crust is reported in the Colombian basin leading to
lower velocity anomalies. The persistence of this feature at long periods suggest that it
extends through the upper mantle.
Relative slow velocities of -1 to -3% are observed beneath Iceland and off the south-
eastern coast of Greenland. These relative low velocities are attributed to warm upper
mantle and crust at the Mid-Atlantic ridge and the Iceland hotspot. Relative low velocity
anomalies beneath Iceland are weaker at longer periods. The resolution in this region is
lower, as shown by the checkerboard and spike tests, and no information on the extent of
the hotspot at larger depths can be inferred from our models. Along the eastern edge of
the North American plate, the Atlantic basin is characterized by relative high velocities
(+2 to +3%). The velocity decreases from the continent shore to the Mid Atlantic Ridge
to reach relative low velocities beneath the ridge, correlating with the oceanic lithosphere
age. The Ridge slow anomalies are clearly seen at shorter periods (66-88 s, corresponding
to depths of 50-120 km), but diminish and become wider at longer periods.
2.6 Discussion
2.6.1 Phase prediction: comparison of global and regional models
Our results show similarities with the recent global phase velocity model of Trampert
and Woodhouse (2001), hereafter referred to as TW01. Using 46,000 Rayleigh wave
measurements recorded primarily by GSN and Geoscope stations, they computed global
phase velocity maps in the period range 40 s to 150 s. Shown in Figure 2.7 are the
phase velocity maps of TW01 for periods of 60 s and 130 s using spherical harmonic
expansion up to degree and order 40. The phase velocity maps given in TW01 are obtained
for narrow frequency bands (2.5 mHz wide) around a number of central frequencies.
Therefore, we compare our maps for a period band (e.g. 115-150 s) with TW01 maps at
the closest central period (e.g. 130 s). Major features, such as the large velocity contrast
between the North American craton and the western Cordillera are clearly observed in
both models. A comparison of the two models for periods of 50 s to 100 s shows good
agreement in both amplitude and lateral variations in phase velocities. The correlation
between our model and TW01, computed over the whole inversion region, displays values
of 70% at short periods (Table 2.2 ).
For periods greater than 100 s, the agreement between the two maps (Figure 2.7) is
good, but the amplitude of the anomalies differs by approximately a factor three and the
correlation decreases to 46%. For shorter periods, although the correlation between the
two maps is good, a significant difference is observed in the Gulf of Mexico and the
Caribbean basin. One of the new results obtained in our study is the slow velocity region
imaged beneath the Gulf of Mexico and the Caribbean plate. While both models show
slower velocities for the western part of the Caribbean basin, our results suggest large
variations between the western and eastern portions of the basin. Differences also occur
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along the edges of our model, where we lack ray coverage. For example, the Mid Atlantic
Ridge is imaged as a slow region at 60 s while in our model, such a negative anomaly is
only observed above 70 s.
Table 2.2: Correlation between our regional model and the global model TW01.
period band correlation (%)
ª0ª'«.¬­ª'«0® ¯&°H±~ª
²&²¬­ª&ªK« °&°H± ®
°&°.¬³²&² ´&ª6±~ª
«&®.¬³°&° ´'®H± µ
To determine the influence of the differences in the amplitude of the velocity anoma-
lies in the data fit, we compute the variance reduction for a velocity model identical to the
one obtained by inversion, but with the amplitude of the anomalies reduced to one third.
A large decrease of the variance reduction is observed at all periods (right column of Table
2.1 ). For the shortest periods (50-66 s), the synthetic seismograms exhibit poorer fit to
the data than the PREM seismograms, showing the importance of imaging accurately the
amplitude of the velocity perturbations. The factor three in amplitude observed between
our model and TW01 is therefore significant and suggests that global models underesti-
mate phase velocities at long periods. This may be attributed to the strong regularization
applied in TW01 to compensate for noisy global data. Other surface wave global stud-
ies (Ekstro¨m et al., 1997; Zhang and Lay, 1996) report lower amplitude at long periods
than regional models. Larson and Ekstro¨m (2001) for Eurasia and Nolet et al. (1986)
previously investigated the underestimation of velocity anomalies by global models in
comparison with regional models. They suggest that the observed discrepancy may be
due to three reasons: the different phase velocity measurement techniques used in the
global and regional inversions; the variable signal to noise ratio observed especially for
short path lengths; and the damping parameters applied.
The accurate estimation of phase arrival times is an important application of phase
velocity maps. It is particularly relevant for moment tensor methods that use surface
wave waveforms. In order to investigate the accuracy of our regional model and TW01
in predicting phase arrival times, we perform a forward modelling test. A total of 100
seismograms from 8 events recorded in 2000 (stars on Figure 2.1), which were not in-
cluded in our inversion dataset, were processed using the same method described in sec-
tion 2.2 (measurement of the group velocity followed by a phase-matched filter to isolate
the fundamental mode). The waveforms are compared with the predicted seismograms
computed by forward propagation through the two phase velocity maps (regional and
global). As TW01 was obtained by inverting phase velocities measured from normalized
seismograms, we compare the predictions in terms of normalized waveforms.
Examples of the obtained predictions are given on Figure 2.8 for three different seis-
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Figure 2.7: Phase velocity maps from (Trampert and Woodhouse, 2001) at 130 seconds
(a) and 60 seconds (b). For a colour version of this Figure, see Appendix, Figure A.2
mograms at 80 s period. The synthetics computed through the two models exhibit signif-
icant differences. Predictions computed through TW01 present phase arrival time differ-
ences of almost 25 s while the time differences displayed by the regional predictions do
not exceed 10 s. From the 100 seismograms used for this test, 97 were better predicted
by our regional velocity map. Moreover, stronger discrepancies would be observed if true
waveforms (not normalized) were compared. Almost 60% of the synthetics computed
through our regional model explain the data with RMS residuals between 0 and 0.4 (root
mean square of the difference between observed and predicted normalized waveforms). In
contrast, the minimum RMS residual observed for TW01 synthetics is 0.9. In Figure 2.9,
the RMS residual averaged over all seismograms is displayed as a function of period. The
discrepancy between the two sets of predictions is significant. The average RMS residual
obtained with our regional model is always lower than 0.6 for all periods, while for TW01
it reaches values of 3.2. This shows that despite the similarity observed between the two
phase velocity maps, slight variations in velocity structures are important to explain the
data. This is also supported by the systematic comparison of phase velocity models done
by Trampert and Woodhouse (2001).
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Figure 2.8: Comparison between normalized waveform predictions for our regional model
(dotted line) and for the global model TW01 (dashed line). Northern Mid-Atlantic event
of October 5th, 2000 ( ºŁ»¼½>¾¿ ), recorded by station YBH (California) with ÀÁ¼
Â
¿KÃ&ÃHÄbÅ (a), Gulf of California event of March 24th, 2000 ( º¢»Æ¼ÈÇH¾ É ), recorded by
station SSPA (Pennsylvania) with ÀÊ¼FË&É0Ã0Ã>ÄbÅ (b), Jalisco event of February 21st, 2000
( º¢»Ì¼<ÇH¾ Ë ), recorded by station NEW (Washington State) with with ÀÊ¼FË0É&Ã0Ã>ÄbÅ (c).
Therefore, to obtain accurate phase predictions, it is essential to use regional phase
velocity maps. This is particularly important for regional moment tensor calculation
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(Arvidsson and Ekstro¨m, 1998).
The phase velocity maps of North America obtained in this study, which predict phase
shifts with better accuracy, should significantly improve CMT determination in the region.
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Figure 2.9: Comparison of the phase prediction for regional (solid line) and global
(dashed line) models: root mean square of unexplained variance to the data after for-
ward modeling. A total of 100 seismograms recorded in 2000 were used to compute the
mean.
2.6.2 Limitations of ray theory
The previous sections showed that we are able to reconstruct velocity features with better
accuracy than global models (which has been illustrated for the TW01 model) and ob-
tain better or comparable resolution than previous regional models (Alsina et al., 1996;
Van der Lee and Nolet, 1997; Frederiksen et al., 2001). However, the length scale of
the velocity features actually observed in the phase velocity maps is larger than expected
from the synthetic tests (800 km). In order to understand the reasons why we do not
obtain models with smaller features, we need to consider the approximations used in the
inversion of the surface waves between 50 s and 150 s. Our method is based on ray theory
and assumes that the ray path follows the great circle linking the source and the receiver.
In ray theory, the wave that travels through an inhomogeneous medium is assumed to be
sensitive to velocity perturbations along the raypath. In reality, the wave is also sensitive
to and gets scattered by structures off the great circle. For example, Laske (1995) showed
that using off great circle arrival angles from polarization analysis improves significantly
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the fit of long periods surface waves. If we take scattering effects into account in the
forward direction (Snieder, 1988), we can define scattering kernels (or Fre´chet kernels)
as the sensitivity of the wave to velocity perturbation at any geographical point (Marquer-
ing et al., 1998; Snieder and Lomax, 1996; Dahlen et al., 2000; Hung et al., 2000). An
example of phase velocity sensitivity kernel is shown in Figure 2.10, computed using the
formalism described in Spetzler et al. (2002). Equivalent behavior of the delay time is
reported by Nolet and Dahlen (2000) using Gaussian beam solution. Constructive inter-
ference at the receiver occurs for the waves scattered by anomalies inside a region defined
as the first Fresnel zone which corresponds to the width of the main peak in Figure 2.10
(e.g. Kravstov and Orlov (1990); Spetzler and Snieder (2001)). It is an ellipsoidal area
along the source receiver path with a maximum width given by:
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Figure 2.10: Cross-section of the scattering sensitivity kernel for relative phase velocity
perturbations using finite frequencies. The epicentral distance is ÙKÚ&ÚÛ , the view point is
Ü
Ú
Û away from the source along the great circle and the frequency is 100 s.
The maximum width of the Fresnel zone ( Í Î ) increases with the period (Ý Ï Ñ>Þ'ß )
and the epicentral distance
Ø
. For more details on the derivation of sensitivity kernels and
width of the Fresnel zone using Rytov approximation in a uniform medium, we refer to
Spetzler et al. (2002). In our study, at 100 s period, the Fresnel zone width can be as large
as 1860 km for an epicentral distance of 10,000 km (Figure 2.11). Inversions based on
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ray theory allow for reconstruction of velocity perturbations only along the raypath. For
velocity perturbations much larger than the width of the Fresnel zone ( àâáäãæå , à being
the characteristic length of the heterogeneity), the velocity reconstruction obtained using
scattering theory is equivalent to the one computed with ray theory but for structures on
the order of or smaller than this width ( àçèãæå ), ray theory is no longer applicable.
1000 km
Figure 2.11: Fresnel zone width for four different paths at 100 seconds period. The width
is computed using Equation 2.3.
To understand the consequences of diffraction effects on phase velocity structures
imaging, Spetzler et al. (2001) computed the bias induced by diffraction on phase velocity
measurements and compared it with the relative measurements error (see Figure 2 in
Spetzler et al. (2001)). For a surface wave of 150 s, the error induced by the use of ray
theory is not significant for velocity perturbations larger than 1250 km but is already of
the order of 50% for velocity perturbations of 1000 km. Recently Yoshizawa and Kennett
(2002) suggested that the zone of influence (e.g. the region to which a wave is sensitive
to velocity anomalies) around the surface wave path is only one third of the first Fresnel
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zone if the frequency range of the wave and the lateral heterogeneities of the medium
are taken into account. The influence of scattering effects would then be limited to a
smaller region around the geometrical ray, and the errors computed by Spetzler et al.
(2002) would be overestimated. However in our continental-scale tomographic study, the
features we are interested in have a length scale for which scattering has a major effect.
It is clear that expanding the data set without reformulating the inversion method used
is not enough to obtain high resolution models. The concern of future studies should be
focused on accurate and realistic inversion procedures that take into account off-great-
circle propagation and scattering effects.
2.7 Conclusions
Regional Rayleigh wave phase velocity maps were produced in the period range 50 s - 150
s for North America and the Caribbean. These maps predict phase delays and long period
velocity amplitudes with higher accuracy than global models and are therefore reliable for
source mechanism estimation or as starting model to S-wave structure studies. Despite
strong improvements in data coverage and lateral resolution compared to previous inves-
tigations of the region, ray theory approximation is a limiting factor to reconstruct short
wavelength structures. For the scale of velocity features we aim to image, off-great-circle
propagation and scattering might be important. The influence of scattering effects in re-
gional tomography requires further evaluation. The implementation of diffraction kernels
in inversion procedures will determine if higher order wave propagation approximation
is necessary. These results have broad implications for proposed large-scale seismic ex-
periments in North America. Significant increase in station density may not translate into
better models without improving the methodological assumptions and limitations.
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Chapter 3
Evaluation of scattering effects in
regional tomography
Abstract
The effect of the finite frequency of surface waves is expected to be significant in the
reconstruction of small scale heterogeneities. In order to investigate its importance in
regional tomography, we construct two sets of phase velocity maps over North America.
The first group of maps is obtained by an inversion based on geometrical ray theory, which
assumes that the sensitivity of the wave is confined to the minor arc between the source
and the receiver. The second set of maps is made using first-order scattering theory. In
this method, the sensitivity of the wave to velocity heterogeneities off the ray-geometrical
path is taken into account. We apply the two techniques to a regional dataset consisting of
7,700 seismograms recorded in North America. Fundamental mode Rayleigh wave maps
are constructed in the period range from 40 s to 150 s. We compare the models for the
same trace of the resolution matrix, which gives the number of independent parameters
in the reconstructed models. These two models are in good agreement at short periods
( 	 ) in terms of amplitude and location of velocity anomalies for all wavelengths,
which shows that ray theory is a valid approximation in that case. At longer periods
( 
	 ), phase velocity maps obtained with scattering theory contain more power
in short wavelength anomalies (mainly 1,000 km to 2,500 km) in comparison with the
maps obtained using ray theory. This is consistent with the widening of the Fresnel zone
with increasing period. Additionally, the prediction of 245 seismograms, which were not
included in the inversion, is realized by forward modelling. The predicted seismograms
by the two sets of maps are strikingly similar suggesting the presence of a significant
model null space to which small scale heterogeneities may belong. Therefore, our current
dataset, which also requires the use of a substantial regularization, does not constrain these
model perturbations. These results suggest that regional tomography does not benefit
37
38 Chapter3
from the implementation of scattering theory at present. The imaging of small scale
anomalies by scattering theory techniques, as proven by laboratory experiments, will only
be possible if improved data coverage, better measurements and better earthquake location
are achieved.
3.1 Introduction
Nowadays, dense seismic networks around the world give access to large datasets of high
quality recordings. Surface wave tomography is taking advantage of this data coverage
and reaches increased resolution on global as well as regional scale. However, most to-
mographic studies (e.g. Grand (1994); Van der Lee and Nolet (1997)) rely on ray theory
approximation. Ray theory is valid only for heterogeneities larger than the width of the
first Fresnel zone. This width increases with epicentral distance and period of the wave
considered. Several studies focused on the effect of wave finite frequency in heteroge-
neous media (Spetzler and Snieder, 2001; Snieder and Lomax, 1996), in global body
wave tomography (Dahlen et al., 2000; Hung et al., 2000; Zhao et al., 2000) and global
surface wave tomography (Spetzler et al., 2002).
Spetzler et al. (2002) performed a global scale synthetic experiment using first order
scattering theory. They showed that, in view of present day resolution displayed by global
surface wave tomography, ray theory is a sufficient approximation. On the contrary, in re-
gional tomography, the first Fresnel zone may be larger than the spatial resolution. Alsina
et al. (1996) applied linearized scattering theory to surface wave recordings over North
America. However, limited resolution was achieved due to a lack of ray coverage. In our
study, we aim to recover the Earth’s structure using an extended dataset of 7,700 seismo-
grams by including scattering effects in the inversion procedure and discuss the results.
Here, we carry out two inversions using scattering and ray theory, respectively. We
implement sensitivity kernels for phase velocity measurements in the inversion procedure
following the methodology developed by Spetzler et al. (2002) which takes first order
scattering into account using the first order Rytov approximation for diffracted surface
waves.
North America offers the ideal area to perform such a study. The continent is densely
covered by high quality broadband stations. It is crucial to investigate whether the future
USArray (Levander et al., 1999) will benefit from the use of scattering theory.
3.2 Theory
In this section, we describe the wave propagation theories used to assess the influence of
diffraction in the reconstruction of velocity anomalies.
Ray theory in surface wave tomography relies on Fermat’s principle which states that
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the travel time  of a wave is given by
 

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(3.1)
where

is the distance along the great circle path ffflfiffi that links the source and the
receiver, and  is the propagation velocity. The travel time perturbation   with respect to
a reference model (  fi ) is thus defined as
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Equation 3.2 is valid when the ray $%ffi does not depart from the great circle ff fi ffi and
therefore does not take ray bending into account (Snieder and Sambridge, 1992). How-
ever, recent numerical experiments (Spetzler and Snieder (2001) and surface wave studies
(Laske (1995) and Chapter 2 of this thesis) showed the limitation of great-circle path ap-
proximation. Tomography based on ray theory presents a theoretical limitation because
the finite frequency of the wave is neglected. For velocity heterogeneities smaller than the
wavelength of the propagating wave or the width of the Fresnel zone, scattering effects
are significant. Previous studies (Spetzler et al., 2002; Marquering et al., 1998) computed
the sensitivity of a wave to velocity anomalies on and away from the great circle and
calculated the time shift due to diffraction.
The formalism used here was developed by Spetzler et al. (2002). They demonstrated,
with a global scale numerical experiment using spherical harmonics, that ray theory is
valid to image structures with scale larger than 1600 km at 40 s and 2700 km at 150 s.
For smaller scale anomalies, ray theory breaks down. We propose here to include single
scattering in the inversion of a regional surface wave dataset. It consists in integrating
the sensitivity of the wave to any velocity perturbation present in the space between the
source and the receiver. Following the first Rytov approximation, the finite frequency of
the surface wave is taken into account through Equation 3.3
 &
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where
3
is the length of the arc describing the great circle path (  fi ) and 1 describes the
angle between the scattering point (D) where the sensitivity is computed and the great
circle (Figure 3.1).
We treat here scattering effects in terms of travel time perturbations to be consistent
with the inversion method of Barmin et al. (2001) explained in the next section. The sen-
sitivity kernel
/
-,.ffi is calculated using the Rytov approximation (Spetzler and Snieder,
2001)
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Figure 3.1: Geometrical configuration and variables used in the calculation of the first
Fresnel zone and scattering sensitivity kernels.
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where L M is the radius of the Earth.
For phase velocity perturbations in the frequency range l
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have to be integrated over frequency. The travel time perturbation (Equation 3.3) becomes
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If one assumes a reference velocity model (y P ) independent of the frequency, the fre-
quency integration (Equation 3.5) can be solved analytically using Equation 3.6
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where  and

are the Fresnel sine and cosine integrals defined as:
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(For more details, see Abranowitz and Stegun, 1970). However, the PREM model used
here as reference is dispersive and an extra numerical frequency integration must be car-
ried out. We performed tests using both analytical and numerical experiments which
showed that analytical kernels match well the exact calculations. In Figure 3.2, we rep-
resent a cross section of the sensitivity kernels for the relative phase velocity at a finite
period (dotted line) and for the integration over . (solid line). Here, the period is set to
100 s, the frequency range 	k mHz (see 3.2),  and  . The kernels
do not reach their maximum on the great circle (  ), as predicted by ray theory, but
present sidelobes. When the frequency integration is included, destructive interferences
occur between neighbouring frequencies and only the central lobe is significant. The
width of the central lobe is defined as the first Fresnel zone ( 2  ) and is given by:
   
¡	¢
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Figure 3.2: Cross section of the phase velocity sensitivity kernel at 100 s. The epicentral
distance is 100  and the view point is at 50  along the ray geometrical path.
For waves scattered by velocity perturbations inside the first Fresnel zone, constructive in-
terferences at the receiver occur (Kravstov and Orlov, 1990; Spetzler and Snieder, 2001).
The criteria under which ray theory is valid are given by:
¢
¦¨§
*© and   
¦ª§
 (3.9)
For a velocity feature of width ¦ much larger than the width of the first Fresnel zone and
much larger than the wavelength ¢ of the wave, ray theory is valid. For example, the use
42 Chapter3
of ray theory in the measurement of a 150 s period surface wave induces a relative error
of 50% for velocity anomalies of 1000 km scale (Spetzler et al., 2001).
The error introduced by the use of ray theory increases with increasing period, epi-
central distance and the scale of the anomalies encountered. Spetzler et al. (2002) showed
that according to present day spatial resolution achieved in global tomography, ray theory
is an appropriate approximation. For our regional dataset, some values of the first Fres-
nel zone width are displayed in Figure 3.3 and show that diffraction phenomenons are
significant as we are interested in tectonic features of a few hundreds of kilometres. It is
therefore essential to know if such phenomenons should be taken into account to improve
regional surface wave tomographic models.
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Figure 3.3: Width of the first Fresnel zone computed following Equation 3.8 for different
epicentral distances as a function of the period.
3.3 Tomographic method
The method used in this study is based on the work of Barmin et al. (2001). It was
previously applied to the Arctic (Levshin et al. (2001)) region and Eurasia Ritzwoller
and Levshin (1998). The model is defined on a local equally spaced grid for which the
following penalty function is minimized:
«$¬®­°¯G±³²µ´·¶k¸fl¹
º
«$¬®­»¯Ł±³²U¼¨½^¾­´U¿k­ (3.10)
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Equation 3.10 defines the trade-off between data fit (first term of the penalty function)
and model roughness (second term). The vector À represents the travel time perturba-
tions (data), Á the matrix relating the data to the model parameters Â (relative velocity
perturbations), ÃÅÄ the covariance a-priori or the weight assigned to the data. The data
covariance is given by the data error ( ÆÄ ) computed by cluster analysis:
ÃÅÄfÇÈÆ³É
ÄDÊ
(3.11)
The a-priori information (second term of Equation 3.10) corresponds to the minimization
of the second derivative of the velocity perturbations. This Laplacian constraint controls
the smoothness of the model. Other penalty functions such as Gaussian filter (as used in
the program of Barmin et al. (2001)) or minimum norm damping were tested and showed
similar results in areas of good data coverage. The damping parameter Ë is set for an
optimal model at 100 seconds using ray theory. The estimated model is given by:
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with
Õ
the Laplacian regularization operator.
The initial program (Barmin et al., 2001) was developed using the great circle wave
propagation approximation. The matrix element Ác×AØ relating the event Ù to a given model
parameter ÂØ satisfies the relation:
ÀÚ×ÇÜÛ Ý ×^Ç
Ø
Ác×AØNÂÞØ (3.13)
In the case of ray theory, Ác×-Ø is given by
Á
×AØ
Ç
Àß
àffá
(3.14)
where Àß is the distance element through the model parameter â of the ray Ù along the
great circle path. We introduce the concept of scattering explained in 3.2 by defining the
inversion matrix by:
Ác×AØãÇ
ä
×-Ø
à
á
Àå (3.15)
where Àå is a surface element around the model point â , ä ×AØ is the sensitivity kernel of
the wave as defined by Equation 3.4. The kernels are evaluated for each source-receiver
pair and for the whole region studied, i.e. not only for the first Fresnel zone. As the
sensitivity kernels drop rapidly to zero (Figure 3.2) with distance from the great circle,
we truncate the computation of the kernel at the limits of the inversion region. This
gives a good sampling of the region and a more accurate approximation than cutting
off at the first Fresnel zone. Implementing the scattering in this method requires little
changes in the source code, the computing time increases somewhat, but is reasonable for
a regional dataset (10 hours computation on a 1 GHz pc running under Linux for the 7700
measurements of this study).
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3.4 Resolution Analysis
Before showing and discussing the results, it is important to assess in the best possible
way how well our inversion method reproduces velocity structures for a specific data set.
Checkerboard tests are a common but unsuitable way (Le´veˆque et al., 1993)to represent
the geographical resolution of a tomographic work (Levshin et al., 1992). Here, we dis-
play information directly from the resolution matrix computed by:
æGçÏè$écêÅëkìflí
î
éðïGñ^òóô ìuí écêÅëkìflí
î
é (3.16)
which relates the estimated model õö and the true model ö through
õ
ö
çÈæ
ö (3.17)
Each row è4÷Dô of the resolution matrix ( æ ) is the resolution map for the model parameter
è4÷Dô
. In the ideal case, at point è-÷Dô , a delta function on the resolution map is obtained
(perfect resolution). Actually, the estimated model parameters are dependent and we
obtain a 3D function centered on point è4÷ô instead of an impulse function. Barmin et al.
(2001) proposed to display the resolution distance and the amplitude bias computed from
the resolution matrix. Those two parameters are an interpretation of the resolution matrix
and, thus, are sensitive to errors. Here, we prefer to refer to the Backus and Gilbert
spreading function (Backus and Gilbert, 1967) and the diagonal elements of the resolution
matrix. The resolution kernel (or spreading function) is calculated for parameter ÷ as:
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where æ  ù is the resolution matrix element (  ÷ ),   ù is the distance in kilometres be-
tween the parameter node ÷ and the other nodes  and þß is the grid spacing 220km.
The parameter ø reflects how far the off-diagonal elements of the resolution matrix
spread around each model point. For poorly constrained parameters, the spreading func-
tion will present large values. A perfectly defined parameter will lead to zero values of
ø
.
3.5 Data and inversion settings
The data used in this study are phase velocity measurements derived from seismograms
recorded between 1995 and 1999. The fundamental mode Rayleigh waves were selected
from 207 events recorded by 142 permanent broadband stations. We selected the phase
velocity for each seismogram in an automatic way, using the non-linear Rayleigh wave-
form inversion method of Trampert and Woodhouse (1995). In this procedure, the phase
and amplitude (dispersion curves) of each seismogram are expanded in terms of B-spline
functions on which a smoothing constraint is applied to limit phase ambiguity, particu-
larly at short periods. A starting model, which is derived from a global phase velocity
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model, is necessary. The selection leads to 7,700 phase velocity measurements, which
is three times larger than the manually selected waveforms used in the previous chapter.
The period range extends from 40 s to 150 s and the same data coverage is obtained for
all periods. Focal mechanisms are taken from Harvard Centroid Moment Tensor solu-
tions (Dziewonski and Anderson, 1981), earthquakes depth are limited to 100 km and the
magnitudes vary from 4.9 to 7. The station and source geometry related to our study is
displayed in Figure 3.4. The area considered in this study extends from the Arctic region
in the north to the Caribbean basin in the south and from the Aleutian islands in the east
to the Mid-Atlantic ridge in the west. We define a grid of approximately 
	
	 spacing
leading to the definition of 2,569 grid points. Over the inversion region, the cell area, de-
fined by four neighbouring points, does not vary of more than  Barmin et al. (2001).
Bilinear interpolation is used to evaluate velocities between the 3 nearest nodes of the
grid.
Figure 3.4: Location of the 207 events (circles) and 142 stations (triangles) used in this
study.
A given value of the smoothness parameter  (Equation 3.12) will not have the same
impact on the inverse problem whether ray theory or scattering theory is considered, as
the inversion matrix  is not identical. The computation of the scattering kernel acts
as an extra smoothing constraint in addition to the Laplacian regularization condition.
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Therefore, the comparison between the two different inverse problems is non-trivial. We
chose to impose the number of independent parameters resolved in the inversion to be
identical at all periods and for both theories. This is done by selecting models that have
identical trace of the resolution matrix. We selected the value of  at 100 s in the ray
theory inversion, for which  of the model parameters are resolved, and tuned its
values at other periods and for scattering theory.
3.6 Results and Comparison: Phase velocity maps and
power spectrum
The two following sections present the differences and similarities of the phase velocity
maps obtained using ray and scattering theories. We first explore the recovered models
quantitatively and qualitatively through their correlation and power spectra. Then, we
assess the errors on the model and the data fit before performing a forward problem to
compare the data predicted by both models.
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Figure 3.5: Spreading kernels computed following Equation 3.18 for the 80 s phase ve-
locity maps obtained using ray theory (left) and scattering theory (right).
As mentioned earlier, in order to compare the results, we impose the models to have
the same trace of the resolution matrix. This implies a slight overdamping of short period
maps and underdamping of long period maps, which would not be suitable for tectonic
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interpretation. Figures 3.5, 3.6 display the spreading function and diagonal elements
of the resolution matrix at 100 s period. Similar results are retrieved for other periods.
The two theories lead to similar resolution. Minor discrepancies are, however, observed:
scattering theory displays better resolution in the Gulf of Mexico and in the eastern United
States. This is consistent with the fact that sensitivity kernels have significant values off
the great circle path, therefore areas not sampled by geometrical paths are indeed sampled
with scattering theory. On average, anomalies of 800 to 600 km wide can be imaged over
the continent. The best resolution ( ff 400 km) is achieved in the continental United States
and in the Gulf of Mexico.
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Figure 3.6: Value of the diagonal elements of the resolution matrix over the inversion
region for ray theory (left) and scattering theory (right) at 80 s.
Figure 3.7 displays the phase velocity maps obtained at 40, 100, 150 s using scattering
theory (top row) and ray theory (middle row). The bottom row of Figure 3.7 depicts the
difference between the two sets of maps. In addition, we calculate the correlation at
several periods between the maps. The correlation coefficient fi over a given region (flffi  )
is defined by
fi"! # $&%
')(+*-,(/. '102*3,04.
#5$)%
'1(6*-,(.87
#5$)%
'102*9,0:.87
(3.19)
where
(
is the velocity obtained using ray theory and
0
using scattering theory ( ,; de-
notes the average). We compare the maps over the subregion defined on Table 3.1, for
which good resolution is observed and no artefact from the boundaries will affect the
results.
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Figure 3.7: Variations of phase velocity with respect to PREM obtained using scattering
theory (a) and ray theory (b) at 40, 100 and 150 s. And the difference map (c) between
(a) and (b). For a colour version of this Figure, see Appendix, Figure A.3
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At 40 s, good correlation is clearly observed between the phase velocity maps ob-
tained from ray theory and scattering theory (Figure 3.7, left column). The correlation
coefficient is of the order of 90% (Figure 3.8) and only minor amplitude variations are
observed (Figure 3.7, bottom line). The difference map looks similar to the individual
maps, suggesting that, at short periods, ray and scattering models mainly differ in am-
plitude. At short periods, the width of the first Fresnel zone is smaller (750 km at 40 s)
than the average anomaly scale (Figure 3.3), therefore ray theory is a valid approxima-
tion to image the Earth’s structure. For longer periods, the width of the first Fresnel zone
increases (Figure 3.3) and scattering effects become important.
latitude longitude
<<=?>< @BACD=FEGEC
EC=?<< HGECD=FEGCC
@<=?EC HGI<D=FHGJC
Table 3.1: Definition of the subregion used to compute the correlation and the power
spectra of the phase velocity maps.
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Figure 3.8: Correlation of the Rayleigh wave phase velocity maps obtained using ray
theory and scattering theory. The correlation is computed for the subregion defined in
Table 3.1.
Ray theory is not valid for anomalies smaller than the first Fresnel zone. Therefore,
phase velocity maps recovered using the two different theories depart from each other.
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At 100 s, the correlation is still high (90%), but low amplitude (-3%/3%) small scale
anomalies are observed in the scattering phase velocity maps which are not retrieved by
ray theory (clearly seen on the bottom row of Figure 3.7). This characteristic is confirmed
by the results at 150 s. The correlation drops down to 55%. Significant discrepancies in
amplitude and location are observed between the two recovered maps over the complete
area. The two theories lead to different imaging of small scale velocity anomalies.
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Figure 3.9: Power spectral density of phase velocity maps at 40, 100 and 150 s of Figure
3.7 using ray theory (solid line) and scattering theory (dashed line).
In order to further assess the difference between models obtained from two propaga-
tion theories, we calculate power spectra which allow the comparison of the amplitude of
the anomalies and their amplitude spectrum. We use the method of Chevrot et al. (1998)
which performs a 2D Fourier transform for a regional model. The 2D Fourier transform
is determined on a regular grid of KML by K/N points in the latitude and longitude directions
and is given by:
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where prq and pts are the steps along the q and s directions.
The power spectrum is then defined by:
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For a given wavenumber xzy xc{|} xc{~ , the power spectral density per unit surface is
determined by:
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xy

x
t
x
|
x
~
 (3.22)
with  the Earth’s radius.
We select a rectangular region of the model from 20 to 60 degrees latitude and 230 to
310 degrees longitude, assuming it is a representative sample of the velocity distribution
over the whole inversion area. Power spectra are computed for the phase velocity maps
of Figure 3.7 and are presented in Figure 3.9. In addition, the same test is applied to the
difference maps (bottom row of Figure 3.7) and shown on Figure 3.10.
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Figure 3.10: Power spectral density of the phase velocity difference maps of Figure 3.7 at
40, 100 and 150 s.
The discrepancies already observed qualitatively on the maps are confirmed by the
spectra. At 40 s, excellent agreement is seen for the two theories at all wavelengths. At
100 s, minor variations are observed around 1500 km wavelength but the overwhole spec-
tra are very similar. On the contrary, at 150 s, differences are significant at all wavelengths
with a major effect for heterogeneities of 1,000 km to 2,000 km scale. The average width
of the first Fresnel zone is of 1,500 km at 150 s, i.e. features smaller than 1,500 km can
only be imaged when scattering effects are taken into account. Such a conclusion is also
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driven from the power spectra computed for the subtraction of the phase velocity maps
(bottom row Figure 3.7). The spectra for 40 s and 100 s display similar behavior but the
150 s spectrum shows higher amplitudes for wavelengths shorter than 2,000 km. The scat-
tering theory phase velocity maps are enriched in small scale heterogeneities compared to
ray theory maps. However, we need to unravel how these models are constrained by our
data and we discuss this issue in the following section.
3.7 Error analysis and phase prediction
To quantify how our data constrain the models and which errors are associated with these
models, we make a Ł analysis and compute the covariance a posteriori of the models.
Figure 3.11 depicts the variance reduction at various periods obtained in our study. It
shows that ray theory leads to a slight systematic better fit of the data.
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Figure 3.11: Variance reduction as a function of period for the phase velocity models
computed using ray theory (solid line) and scattering theory (dashed line).
To further quantify the data fit, we perform a  analysis. For each period, Ł is given
by:
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where


and



are the observed and predicted phase velocity measurements, respectively,
and 

 are the associated errors computed by cluster analysis (Trampert and Woodhouse,
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2001). The  test assesses how the synthetic data agree with the measurements. For
Ł¡  , we overfit the data and the results are doubtful. For £¢¤  , we fit the data
on average at the ¥ level. For ¦¡  , we fit the data outside the error bars. Results
are displayed on Figure 3.12. For our chosen damping, at short periods, ray theory maps
some error into the models and scattering explains the data less well. At long periods, the
data fit is similar.
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Figure 3.12: Chi square coefficient as a function of period obtained with ray theory (solid
line) and scattering theory (dashed line).
The mean error in the recovered models is assessed by computing the covariance a
posteriori:
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where ª is the number of model parameters.
The results are shown in Figure 3.13. Scattering theory displays a model error similar
to ray theory for periods between 40 s and 100 s but shows a larger error at long periods.
The error is 50% larger at 150 s for scattering theory in comparison to ray theory. Despite
significant differences in reconstructing small scale anomalies when using scattering the-
ory, especially at long periods, these anomalies are poorly constrained (large model error)
by the data, suggesting a null space effect.
We address this question further by predicting independent data. Assuming that phase
velocity anomalies recovered by scattering theory, mainly at short wavelength, exist and
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Figure 3.13: Error on the model computed with ray theory (solid line) and scattering
theory (dashed line) as a function of period.
are constrained by the data, it should be reflected by a difference in independent data
prediction. Predictions retrieved by scattering theory must be closer to the data than the
ones retrieved by ray theory. We select a dataset of 10 events (see Table 3.2) which
were not included in the velocity maps imaging. In total, 245 seismograms are used for
this test. For each observed seismogram (source, receiver location), we compute two
predicted seismograms. These predictions are obtained by forward propagation through
the reconstructed phase velocity maps based on either ray or scattering theory.
The phase shift Â between predicted and observed seismograms for a selected period
is computed as in Trampert and Woodhouse (2001) using:
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For the selected period, predicted
ÉBÅ
and observed
ÄÆÅ
seismograms are approximated in a
narrow period band by two sinusoids shifted in phase of Â . In Figure 3.14, we show the
mean phase shift computed for 12 epicentral distance bins at 40 and 150 s. Results at other
periods present similar results. No significant difference is observed between ray theory
and scattering theory predictions. This confirms that the small scale anomalies present
in the scattering models lie in the model null space and are not constrained by the data,
but are due to implicit regularization of the sensitivity kernels. In order to limit the null
space, larger datasets are necessary in addition to high quality measurements and good
earthquake location. Imaging small scale anomalies in surface wave regional tomography
3.7 Error analysis and phase prediction 55
is not possible with our present dataset.
data latitude longitude magnitude location
2000/01/02 51.54 175.57 5.9 Aleutian Island
2000/02/03 65.06 154.53 5.4 Northern Alaska
2000/02/16 17.59 60.95 5.1 Leeward Islands
2000/02/21 18.52 107.10 5.3 Off Coast of Jalisco
2000/03/16 40.39 125.28 5.8 Off Coast of California
2000/03/24 27.60 111.30 5.4 Gulf of California
2000/05/15 50.23 129.82 5.2 Vancoucer Island
2000/06/17 63.92 20.26 6.6 Iceland
2000/10/05 31.64 40.84 6.1 Northern Mid-Atlantic Ridge
2000/11/13 81.17 115.95 5.3 Arctic Ocean
Table 3.2: List of earthquakes recorded in 2000 and used for data prediction.
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Figure 3.14: Mean phase shift as a function of epicentral distance obtained for ray theory
predictions (solid line) and scattering theory predictions (dashed line) at 40 s and 150 s
period.
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3.8 Conclusions
We produced regional phase velocity maps for Rayleigh waves in the period range 40
s to 150 s. We implemented the waves sensitivity kernels in the inversion procedure to
investigate the effects of scattering in the reconstruction of small scale anomalies. This is
important to decide whether or not first order diffraction needs to be taken into account in
future regional tomographic studies.
The maps achieved using ray theory and scattering theory correlate well at short peri-
ods. For long periods, velocity maps obtained from scattering theory present small scale
anomalies not retrieved by ray theory. However, these anomalies belong to the model null
space and are not constrained by our data as shown by similar data prediction for both sets
of models. For our regional dataset, despite the high ray path coverage and the high reso-
lution obtained, scattering theory is not required. Uncertainties in the data and the need of
regularization leads to the existence of a large model null space which prevents the recon-
struction of small scale anomalies. Therefore, the use of a higher order wave propagation
approximation is not needed for regional tomography at present. Further studies using
enlarged datasets may display different results if the added data provide independent and
well-constrained information on the area sampled. The USArray project (Levander et al.,
1999) for the United States will provide the opportunity to verify this hypothesis.
Chapter 4
S wave velocity model of North
America
Abstract
We present a shear wave velocity model of the uppermost mantle beneath the North Amer-
ican region. The model is obtained by inversion of fundamental mode Rayleigh waves in
the period range 40-150 s. A dataset of 7,700 phase velocity dispersion curves, display-
ing good path coverage is used. The three dimensional velocity structure down to 250
km is imaged by an inversion procedure based on the great circle path approximation.
Imaging the complete North American and Caribbean regions is, in addition to the use of
an extensive dataset a significant complement to recent studies. Our model displays high
resolution in the United States, southern Canada and Central America. The differentia-
tion between Archean craton and tectonic continent is well resolved in the model. Rela-
tive high velocities (   ) are imaged beneath the North American cratonic shield in
Canada and northeastern United States down to 250 km. Relative low velocities (  
	 )
characterize the tectonically active western Cordillera. These anomalies persist down to
150 km depth, from Alaska to the southern border of Mexico. This feature extends in
the continent interior to the Colorado Plateau, and correlates well with surface tectonics.
High velocities are retrieved beneath Wyoming, agreeing with cratonic surface outcrops.
In addition, no distinct anomaly is imaged below the Yellowstone hotspot track. The Ice-
land hotspot and the Mid Atlantic ridge are associated with low velocities. Along the
United States west coast, no fast anomaly is associated with the Juan de Fuca plate sub-
duction. The Gulf of Mexico and the central part of the Caribbean Sea are imaged as high
velocities down to 150 km.
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4.1 Introduction
In this study, we aim to image the structure of the North American upper mantle. Ob-
taining a regional S-velocity model for the whole North America is an important step to
understand the Earth structure as large regions characterized by different tectonic regimes
are investigated. The model is produced by tomographic inversion of surface wave phase
velocity measurements.
Previously, Grand (1994) presented a large scale S-velocity model of the Americas
using body waves. The following studies provided seismic images only for subregions
of the North American region. Alsina et al. (1996) presented a S-wave velocity model
for the continental United States, Mexico and the Gulf of Mexico. Van der Lee and
Nolet (1997) and Frederiksen et al. (2001) applied a partitioned waveforms inversion
method to surface wave data for the continental United States and Canada, respectively.
In addition, several local body and surface wave studies were performed throughout the
continent, in particular in the tectonic southwest (Humphreys and Dueker, 1994b; Zhao
et al., 1996; Dueker et al., 2001). A high resolution shear wave velocity model for North
America will provide a continental-scale upper mantle image valuable as framework to
compare local and subregional studies. It is achieved here by using an extensive dataset.
Seismic networks provide high quality recordings from an increasing amount of stations
throughout North America. We collected 7700 measurements from more than 200 events,
which represents a substantial improvement to previous studies (e.g. 500 seismograms
used over Canada Frederiksen et al. (2001), or 685 over the United States for the work
of Van der Lee and Nolet (1997)). High coverage of the inversion area is consequently
obtained.
The North American plate has experienced various tectonic episodes, which differ
with the region. The northeastern part of North America, Laurentia, has been tectoni-
cally stable since the Precambrian and defines one of the oldest cratons present on the
Earth. It includes central and eastern Canada, Greenland and the northeastern part of the
United States. The formation of Laurentia occurred between 2.0 and 1.6 Ga (Early Pro-
terozoic) by collision of several microcontinents, which lead to the creation of orogenic
belts (Hoffman, 1988).
In opposition, the southwestern part of the continent has been the center of large de-
formation that are still ongoing. The tectonic features observed along the Cordillera are
the result of a long and geologically active history (Oldow et al., 1989). The Farallon
plate started to subduct beneath the North American plate 30 Ma ago. In an ongoing
subduction process, the Pacific plate, including the East Pacific Rise, sank beneath the
North American plate 20 Ma ago (Atwater, 1970). An elongated transform fault system,
to which the San Andreas belongs, was then created between the Mendocino and Rivera
Triple junctions. The remnant of the Farallon plate was divided into the Juan de Fuca
plate to the north and the Rivera and Cocos plates to the south. Because of the north-
west relative motion of the Pacific plate and the southeast relative motion of the North
American plate, fracture zones appeared in the Gulf of California, which are the center of
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intense deformations. In the United States interior, deformation produced extension and
faulting (strike slip motions) across the Basin and Range province during the Miocene (25
Ma). At present day, new oceanic material is created at several spreading centers: Juan
de Fuca, Gorda and Explorer ridges in the North and the Cocos and Rivera plates in the
south. Subduction of oceanic lithosphere still occurs beneath the northwest United States
from Vancouver Island to the Mendocino Triple Junction.
Our dataset also gives information about Central America and the Caribbean. This
region is the result of a complex tectonic history that is still subject of debate. Pindell
and Barrett (1990) suggested first a Pacific origin to the Caribbean plate which moved
during the Cretaceous and Cenozoic to its present location. In their model, the collisions
between the Caribbean, Cocos and North American plates led to: (a) the creation of a
subduction zone, along the Middle America Trench, of the remnant of the Farallon plate
south of the Rivera triple junction (Cocos plate) at the Miocene , and (b) an eastward
motion of the Caribbean plate with a system of strike slip faults at the boundaries of the
plate. Lately, Meschede and Frisch (1998) proposed an alternative model of the Caribbean
plate formation between the two Americas along the Caribbean spreading center.
Figure 4.1: Distribution of earthquakes (circles) and stations (triangles).
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4.2 Phase velocity maps
4.2.1 Data
The data used to image S-wave velocities consist of phase velocity maps for the North
American and Caribbean regions. These maps were obtained by tomographic inversion
of a regional dataset of fundamental-mode Rayleigh wave phase velocity measurements.
The dataset was derived from 207 events in North America and the Caribbean recorded by
global (GSN) and regional (CNSN, USNSN, BDSN, Terrascope and Geoscope) networks.
It comprises 7700 recordings from 1995 to 1999 (Figure 4.1). We constructed phase
velocity maps for ten different periods ranging from 40 to 150 s. We only selected phase
velocity measurements reliable over the entire period range using an automatic algorithm
(Trampert and Woodhouse, 1995). This selection leads to the same data coverage for all
periods.
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Figure 4.2: Ray path density, defined as the number of rays intersecting a 
 cell.
The ray path density (Figure 4.2) shows that the whole area is well covered by rays,
in particular the United States and Central America. The same dataset was used in 3 to
evaluate the significance of scattering effects in regional tomography. We showed that,
for our dataset, the effects of off-great circle heterogeneities do not need to be taken into
account to image Earth structures. Small scale anomalies are not well constrained by the
data, and by consequence, belong to the model null space.
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Figure 4.3: Phase velocity maps for North America and the Caribbean used as input
data in the inversion for S-wave velocities. The velocities are given in percent relative to
PREM. For a colour version of this Figure, see Appendix, Figure A.4
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Therefore, this study focuses on the S-velocity models obtained with ray theory. One
paragraph will, nevertheless, be dedicated to scattering theory models as a support to long-
wavelength velocity features robustness and further assessment of small scale anomalies
reconstruction.
4.2.2 Crustal correction
0
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Figure 4.4: Difference at 40 s between the phase velocity maps obtained before and after
crustal correction of the phase velocity measurements.
The phase velocity measurements output of the automatic selection contain a signal due to
propagation through shallow layers. The PREM model (Dziewonski and Anderson, 1981)
used as reference in this study holds a constant crustal thickness of 24.4 km over the Earth.
Therefore, correction for variations of the crustal thickness over North America is neces-
sary and is realized on the basis of the global crustal model CRUST5.1 (Mooney et al.,
1998). This model is parameterized on a 5 by 5 degree grid. For each geographic point,
the P- and S- wave velocities and the density are assigned for two layers of sediments, a
three-layer crystalline crust, and ice and water layers (topography and bathymetry). The
phase velocity correction for the crust is computed for each source-receiver pair and sub-
tracted to the data measurement for each period.
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(4.1)
On Figure 4.4, we show an example of crustal correction effect at 40 s by calculating
the difference between the phase velocity maps obtained before and after crustal correc-
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tion. The main variation is observed in the Gulf of Mexico for which a significant part of
the velocity signal (4-5%) at short periods comes from the anomalously thick (up to 10
km) sedimentary basin (Mooney et al., 1998). Corrected values of the phase velocity are
then inverted and are presented on Figure 4.3
4.2.3 Inversion and resolution
The inversion method of Barmin et al. (2001) was used to obtain phase velocity maps
on a /0213/40 grid. For all periods, the same laplacian regularization is applied in order
to obtain the same resolution in the phase velocity maps. This will lead to the same
depth resolution in the S-velocity models. We chose to slightly overdamp the inversion
so that robust features are imaged. The spatial resolution is quantified by the resolution
spreading function (Backus and Gilbert, 1967) and resolution matrix diagonal elements
(Figure 4.5). For the chosen damping parameter, lateral variations can be mapped up to
400 km width in the western United States. On average, for the whole North American
continent, structures on a length scale of 800km are resolved. For regions with lower ray
path coverage, the spreading function displays higher values, i.e. lower resolution. The
maps obtained (Figure 4.3) explain the data with variance reduction of the order of 90%
at short periods and 50% at long periods.
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Figure 4.5: Distribution of the resolution spreading function (a) and of the value of the
diagonal elements of the resolution matrix (b) for the phase velocity map of 100 s .
64 Chapter4
To enable further comparison with other North American studies, we performed a
traditional checkerboard test. The results at 100 s period is shown on Figure 4.6, the test
corresponds to velocity anomalies of 5!67 amplitude and 800 km width. If one estimates
the resolution from those tests, our study provides resolution comparable to the ones of
Van der Lee and Nolet (1997) and Frederiksen et al. (2001), and better resolution than
achieved in the study of Alsina et al. (1996). However, Le´veˆque et al. (1993) showed that
those tests may be biased and not reflect the actual resolution as shown on Figure 4.5.
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Figure 4.6: Result from the checkerboard test at 100 s. The input model consists of
patterns of 8 8 width and 5 5% amplitude.
4.3 S-wave velocity modelling
The Earth’s shear velocity structure as a function of depth is derived by combining the
phase velocity maps computed for the different periods. At each point of a 98;:<948
grid, our inversion problem is described by the data, corresponding to the phase velocity
dispersion curves ( =>@?A> ), and by the model corresponding to a one dimensional depth
profile for S-velocity ( =BC)?$BC ) relative to PREM. The relation between data and model is
defined by:
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where
^Yj
,
^Wk
,
^W`
are the sensitivities of surface waves to S-velocity (l
j
), P-velocity (l
k
)
and density (e ), respectively. m is the radius of the Earth,
g
and
h
are the latitude and
longitude of the point considered.
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Figure 4.7: Sensitivities of the phase velocities at 40, 100 and 150 s to shear wave velocity
as a function of depth.
As, Rayleigh waves are primarily sensitive to S- and P-waves velocity, we neglect the
sensitivity to density (third term of Equation 4.2. We assume a constant ratio between
S- and P-wave velocities given by npoQql
j)r
nso-ql
kutwvx y
inferred from travel time data
(Robertson and Woodhouse, 1997). The inversion relation 4.2 is thus reduced to the
contribution of the sensitivity of Rayleigh wave to S-velocity (
^Yj
). On Figure 4.7, the
values of
^Yj
at 40, 100 and 150 s are given. For our North American dataset, consisting
of dispersion curves between 40 and 150 s, we can see from Figure 4.7 that S-velocity
perturbations between 50 and 250 km can be retrieved. For larger depths, the sensitivity
kernels are relatively small and lead to less reliable imaging of S-velocities.
We develop our model as a function of depth in terms of spline functions. For a given
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model point ( zT{@| ), the S-velocity is defined as follows:
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where   ~Q  represent the spline basis functions for depth dependence and   the coeffi-
cients we invert for. Ten equally spaced spline functions are defined for our model (Figure
4.8). The first four spline functions are the most sensitive to the Earth’s interior down to
250 km.
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Figure 4.8: Spline functions used to parameterize the S-wave velocity as a function of
depth.
We perform a standard linear inversion to obtain S-velocity perturbations following:


} (4.4)
where

comprises the phase velocity perturbation and  is the matrix relating data and
model parameters according to Equation 4.2.
A regularization constraint is added to control the roughness of the model by defining
a second derivative smoothing. The regularization operator is computed for each model
point by integrating the second derivatives of the spline functions:

Q



S


~Q




S


~Z





 (4.5)
4.3 S-wave velocity modelling 67
The estimated model is then obtained using a least squares inversion technique which
minimizes simultaneously data fit and model size:
 I¡¢R£$¤p¥¦ (4.6)
For the smoothing parameter ( ¢ ), which presents the best trade-off between data fit and
model smoothness, three spline coefficients, out of the four sampled by the data, are well
resolved.
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Figure 4.9: Relative S-velocity perturbation model for depths of 50 to 250 km. For a
colour version of this Figure, see Appendix, Figure A.5
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4.4 Results
Figure 4.9 shows the preferred shear wave velocity model expressed as deviation from
PREM. Cross sections for six different transects are shown in Figure 4.11. Maximum
amplitudes are of the order of §!¨R© ª« at 100 km and interestingly do not decrease signifi-
cantly at larger depths as generally observed in other studies (e.g. (Van der Lee and Nolet,
1997), (Grand, 1994)). This can be explained either by a poor constraint from our dataset
for depths larger than 200 km or by the choice of an uniform damping at all periods, a
requirement rarely used in other works.
4.4.1 Data fit
The S-velocity model computed here explain the data well with a variance reduction
which varies between 74 and 85% depending on the period. Two characteristic points,
one located in the tectonically active western margin (¬Aª4­ North, ®®°¯4­ West) and one in
the cratonic area (ªA¯4­ North, ®°±¯­ West), are chosen to illustrate the data fit.
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Figure 4.10: Phase velocity dispersion curves observed (solid line) and predicted (dashed
line) by our shear velocity model for two characteristic points of cratonic and tectonic
regions. Velocities are given as absolute values and are compared with PREM (grey line).
Figure 4.10 shows that a very good fit is obtained over the complete period range for
both locations with variations lower than 0.5% of the absolute velocity. For comparison,
phase velocities from PREM are displayed.
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Figure 4.11: Cross sections through the S-velocity model of Figure 4.9. The location of
the cross-sections are shown on the map (top-right). For a colour version of this Figure,
see Appendix, Figure A.6
To further assess the quality of our S-model, we compute the estimated phase ve-
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locity map at 100 s by forward modelling. The difference between the predicted phase
velocity map and the input map (data) is displayed on Figure 4.12. Good agreement is
obtained in both amplitude and location of phase velocity features over the entire region
with differences which do not exceed 1%.
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Figure 4.12: Difference between observed and predicted phase velocity maps at 100 s.
4.4.2 Upper mantle velocity structure
The two prominent features imaged in our model are the high velocities beneath the North
American craton and the lower velocities associated with the western active Cordillera.
These structures extend down to depths of 200 km and 150 km, respectively . The bound-
ary separating the two anomalies is sharp and aligns well with the topography along the
Mackenzie mountain range in Canada, along the Rocky mountains front, in the United
States, and in Mexico. These anomalies are well reported in the literature and are asso-
ciated with the different surface tectonic provinces (Figure 4.13). Using various methods
and datasets, previous studies display different lateral extension of the tectonic versus cra-
tonic regions and are referred to hereafter. Over the complete region, our model agrees
well with the latest global work of Bassin et al. (2000). The data used in their study in-
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cludes 20,000 dispersion curves recorded as ours between 1997 and 1999 and lead to high
resolution velocity model for North America on a 0.5 degree grid.
Figure 4.13: Generalized tectonic map of North America. 1, Central America and
Caribbean; 2, Yucatan platform; 3, Gulf of Mexico Coastal Plain; 4, Atlantic Coastal
Plain; 5, Appalachian Mountains and Plateaus; 6, Central Lowland; 7, Canadian Shield;
8, Baffin Island; 9, Greenland ice cap; 10, West and North Greenland Mountains and
Fjords; 11, Arctic Lowland; 12, Innuitian Region; 13, Arctic Coastal Plain; 14, Brooks
Range; 15, Pacific Rim and Pacific Coast Ranges; 16, Mackenzie Mountains; 17, Great
Plains; 18, Rocky Mountains; 19, Interior Mountains and Plateaus; 20, Columbia Plateau;
21, Basin and Range; 22, Colorado Plateau; 23, Baja California; 24, Sierra Madre Occi-
dental; 25,Sierra Madre Oriental; 26, Sierra Madre del Sur. (from Bally et al. (1989)
The Archean craton
High velocities are observed beneath Canada and the northern United States. The am-
plitudes obtained in our model are fairly homogeneous over the North American craton
(+4% to +9%), and are consistent with the ones observed by Frederiksen et al. (2001) over
Canada. The lateral distribution correlates well with surface tectonics for shallow depths.
This high velocity feature is the signature of the tectonically stable shield and platform
of Archean and Proterozoic age (Laurentia). No orogenic process has taken place in this
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region since the Grenville orogeny 60 Ma ago.
The old and cooler continental lithosphere presents low surface heat flow and large
crustal thickness (Artemieva and Mooney, 2001). Archean regions are found to be colder
and more depleted in iron or aluminum than Proterozoic regions (Polet and Anderson,
1995). Therefore, a greater lithosphere thickness is expected beneath Archean units than
beneath Proterozoic units.
The western border of the shield is sharp and coincides from north to south with the
Mackenzie range, the Columbia plateau and the Rocky mountains, along the Cordillera
deformation front. In Canada, the velocity transition is narrower and is shifted westward.
Alaska is imaged as a high velocity zone in its northeastern part as found by Levshin et al.
(2001). Along the west Canadian Coast and beneath Alaska, Frederiksen et al. (2001)
observe similar low velocities. The northern edge of the craton is more diffuse beneath
the Arctic Ocean where lower resolution is obtained (Figure 4.5). To the east, the craton is
limited by the continental margin. Alsina et al. (1996) and Van der Lee and Nolet (1997)
found negative velocity anomalies in the Grenville and Appalachian regions at shallow
depths, and suggested a thin lithosphere overlained by low velocity asthenosphere. We
actually observe slightly lower velocities along the southeastern United States coast, be-
neath Florida at a depth of 150 km but not at shallower depths.
The craton extends down to 170-200 km in average and 220 km at most beneath
northeast Canada in the Superior and Rae Hearne provinces (section A-A’ on Figure 4.11
). Maximum values of +9% are imaged beneath the older provinces of Superior and
Slaves. For younger areas, i.e. for the Great Plains and Central lowlands, the high veloci-
ties do not extend deeper than 170-200 km (sections E-E’, C-C’ and B-B’ on Figure 4.11)
and suggest a shallower lithospheric root (Hoffman, 1988; Polet and Anderson, 1995).
The depth extent of the lithosphere found in our model agrees with the reported values
of Frederiksen et al. (2001) and Van der Lee and Nolet (1997). A larger depth extent is
found by Grand (1994) (320 km). The resolution obtained down to 250 km is sufficient
to interpret the average lithosphere thickness of the craton to 200 km. Beneath Wyoming,
we image positive velocity anomalies, which agree with the presence of Archean material
in the region. High velocities are also found in the regional P-wave study of Humphreys
and Dueker (1994b) and in the surface waves studies of Alsina et al. (1996) and Bassin
et al. (2000).
Jordan (1975) suggests that temperature variations are not sufficient to explain large
velocity perturbations beneath cratons. If high velocities are induced by purely thermal
variations, the density would increase and subsidence would occur (Goes and van der
Lee, 2002). As topography does not display such subsidence, compositional variations,
in particular depletion in iron and aluminum are required. The presence of stiffer material,
as a consequence of iron depletion avoids the lithosphere beneath the craton to sink in the
mantle (Ro¨hm et al., 2000).
Related to the North American Archean craton, Greenland is imaged as a fast velocity
zone to large depths (200 km) (Figure 4.11, section F-F’). Its southern part displays rel-
atively slower anomalies as the signature of a thinner elastic lithosphere (Levshin et al.,
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2001).
The Cordillera
We observe a wide (up to 1200 km), negative (-7%) anomaly in the western part of our
model. This low velocity feature is the signature of different tectonic regimes taking
place in the Cordillera (subduction), the Basin and Range region (extension), Yellowstone
hotspot (volcanism) and the Colorado Plateau (recent uplifting). The resolution obtained
in this part of the model is high up to the Canadian border (Figure 4.5). We retrieve
very low velocity amplitudes as found by Van der Lee and Nolet (1997). However, they
observed different lateral extension. There, the Cordillera displays low velocities down
to 150 km (section B-B’ on Figure 4.11) from Central British Columbia to the Yucatan
Peninsula, and correlates with the Middle America Trench. We observe a sharp transition
from negative to positive velocity anomalies (10% variation) over 800 km. A similar
transition is observed by Frederiksen et al. (2001). Beneath Oregon and Washington
State, low velocities are also imaged. During the subduction of oceanic lithosphere from
the Juan de Fuca plate and the metamorphism of the basalt to eclogite, volatiles (mainly
water, trapped in the crust) are released to the North American mantle, inducing partial
melting (Peacock, 1996; Kirby et al., 1996). Asthenospheric materials reach the surface
at the volcanic Cascades range and lead to the creation of a mantle wedge. Therefore, the
high velocity anomaly signature of denser subducting oceanic lithosphere is balanced by
the low velocity induced by mantle upwelling, explaining the presence of low velocities.
Yellowstone and Colorado Plateau
A different tectonic mechanism is the source of low velocities beneath Yellowstone and
the Snake River Plain. The Snake River Plain is thought to be the track of a mantle
plume over which the North American plate moved, and Yellowstone hotspot corresponds
to the present location of the plume (Humphreys et al., 2000). The origin depth and
lateral extension of the plume is still the subject of debate. Our velocity model does not
reconstruct low velocities in the region (section B-B’ on Figure 4.11), indicating that its
size is probably smaller than the resolution of our model.
Low velocities are observed in the Basin and Range province down to 150 km. They
are the signature of active extension processes, still occurring at present time, which are
related to the subduction of the Farallon plate beneath the North American plate (Figure
4.11).
The Colorado Plateau, uplifted in the Proterozoic, as a consequence of the Farallon
plate subduction, is underlained by low velocities associated to a thin lithosphere (150
km). The eastern limit of this low velocity zone beneath the Rocky Mountains and the
Colorado Plateau correlates well with topography.
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Central America
Central America is a region well resolved by our data (Figure 4.5) The Cordillera beneath
Mexico and down to Guatemala is imaged as a long low velocity anomaly down to 200 km
(section F-F’ on Figure 4.11) as a consequence of the Cocos plate subduction leading to
the creation of a mantle wedge. The Gulf of Mexico also appears as a high velocity region
down to 200 km (Figure 4.9). The low velocity signal associated to the thick sedimentary
basin (Vdovin et al., 1999) has been removed by crustal correction (Figure 4.4). The
Yucatan peninsula is described by low velocities agreeing with the work of Vdovin et al.
(1999). Alsina et al. (1996) imaged high velocities in the same region that they interpreted
as the remnants of the Cocos plate subduction, not seen in our model. The Sierra Madre
Occidental (section F-F’ on Figure 4.11) displays extremely low velocities (-9%) to depths
larger than 200 km in comparison with the Sierra del Sur. The Sierra Madre Occidental
was a volcanic plateau and is now the center of large extensional processes as observed
in the Basin and Range, leading to a low velocity signature (Henry and Aranda-Go´mez,
1992).
We observe two low velocity zones (-4%) beneath the eastern and western Caribbean
basin extending down to 150 km. The positive anomaly feature separating these two
regions coincides with the Beata ridge. The eastern anomaly (section D-D’ on Figure
4.11) is probably related to the back arc magmatism, a consequence of the subduction in
the Lesser Antilles arc. In addition, warmer mantle materials lying beneath the anoma-
lously thick Caribbean crust (20 km) might induce low velocities. In the western part,
the anomaly lies just on the Cayman ridge. These velocity features disappear at 150 km
depth. Off the coast of Guyana, a fast (+7%) anomaly down to 200 km is observed, east
if the subduction zone.
Iceland and the Atlantic
The Atlantic margin is characterized by positive anomalies down to 120 km along the
coast of Canada and the United States (section E-E’ on Figure 4.11) and 150 km off shore
of Florida (section C-C’ on Figure 4.11). A rapid decrease of the velocity anomalies
is observed from the American shore to the Mid-Atlantic ridge agreeing with oceanic
age. Van der Lee and Nolet (1997) observed a rapid velocity variation from positive to
negative anomalies at 75 km depth. Such a transition is not obtained in our model. The
Mid Atlantic ridge is defined as a region of negative anomalies (-4% at 100 km). This
feature, explained by young rising oceanic material, follows the rift at 100 km depth.
Beneath Iceland, we observe a strong negative anomaly down to 200 km located below
the hotspot with wider signature than the surface extension (Levshin et al., 2001).
4.4.3 S-velocity model from scattering theory
In Chapter 3, we investigated the importance of scattering effects in regional tomography,
using the formalism of Spetzler et al. (2002). We showed that with our current dataset, no
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significant improvement is obtained when scattering effects are taken into account, as our
data do not constrain the small scale heterogeneities that generate surface wave scattering.
However, it is interesting to look at the S-velocity model obtained using scattering theory.
This model is obtained following the same inversion process from phase velocities to
shear wave velocities. The difference consists in the use of phase velocity maps obtained
by an inversion which includes off-ray geometrical path effects. The results help evaluate
the robustness of the retrieved velocity features for large scale anomalies and give insight
on possible improvements that can be obtained from scattering theory.
In Figure 4.14, the S-model obtained from scattering theory is displayed from 50 to
150 km. One has to keep in mind that there is a limitation for this model: the resolution
of the phase velocity maps is different at all periods due to a regularization that depends
on the frequency. Therefore the resolution of the S-velocity model varies with depth.
The two models present similar distribution of anomalies for the whole area at the three
depths, that may suggest robust features, well constrained by our dataset. However, a
trade-off from the regularization parameter or the data error is also possible. The Mid
Atlantic ridge is underlained at 50 km by a low velocity signature that coincides well
with the rift. The correlation of low velocities with the rift is not as high in ray theory
models and may suggest that sensitivity kernels help imaging features away from the ray-
geometrical paths. The velocity differentiation within Greenland is more pronounced,
with negative anomalies observed in the southern part. At 50 and 100 km depth, the
Cordillera low velocity signature extents further to the east beneath the Rocky mountains
towards Idaho. No negative anomalies are observed in Wyoming confirming ray theory
results. Beneath Yellowstone, low velocities are imaged and coincide with the hotspot
present location as found by Van der Lee and Nolet (1997). However, our results do not
suggest a distinct hotspot signature from the surrounding low velocities associated with
the western Cordillera. In addition, the low velocities do not extend further than 100 km
depth. This may suggest a shallow source of mantle upwelling (Humphreys et al., 2000)
and a different mechanism in comparison with the Iceland hotspot.
Despite some specific features observed in the scattering model, no further evidence
is found to prefer the use of scattering theory in regional tomography, supporting the
conclusion of the previous chapter.
4.5 Conclusions
The present study derives a 3D image of the shear wave velocity structure of the litho-
sphere beneath North America and the Caribbean from Rayleigh wave tomography. A
large dataset from more than 200 regional events provide dense ray path coverage and
high resolution. Features of 800 km scale are well constrained by the data and are robust
through inversion from 50 to 250 km depth. Our results present better correlation with
surface tectonics than previous studies and define two main velocity features beneath the
northeastern craton with positive velocity anomalies and beneath the western Cordillera
with negative anomalies in general agreement with previous studies. We infer a lateral
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Figure 4.14: Shear wave velocity model at 50, 100 and 150 km depth obtained using
scattering theory. The location of Yellowstone is given by the black star. For a colour
version of this Figure, see Appendix, Figure A.7
extension of the Cordillera from the Pacific margin to Colorado Plateau and Basin and
Range province in the United States and do not observe specific low velocity signature
beneath Yellowstone. The low velocity signature reflects hot materials undergoing large
tectonic activities, partial melt, down to 150 km depth. Opposite to that, the strong posi-
tive anomaly inferred for the North American craton extends down to 200 km depth over
the Canadian shield and from the Great Plains to the Atlantic and Gulf of Mexico coastal
plains. This feature is characteristic of a stable and buoyant Precambrian lithosphere. We
observe high velocities down to 150 km beneath the Gulf of Mexico and the central part
of the Caribbean Sea. Our model provides a high resolution image of North America on a
continental scale, allowing further constraints on the upper mantle structure for the whole
continent.
Chapter 5
Thermal and compositional
structure of the North American
continent
Abstract
We investigate the thermal and compositional state of the upper mantle beneath the North
American continent in the depth range 60 to 260 km. This is achieved by a simultaneous
inversion of seismic velocities and density for anomalies of temperature and composition.
The velocity data consist of a regional shear wave velocity model obtained from surface
wave tomographic inversion over North America. The density data are estimated using a
relative density to shear velocity scaling factor (  
	
fifffl ) com-
puted for continents. We express the mineralogical variations in the mantle in terms of the
global volumic fraction of iron, a chemical parameter which has the strongest influence on
density and velocity. The inferred thermal and iron anomalies are well constrained by the
data and correlate with surface tectonics for depths between 60 km and ffi 220 km. The
geotherm reconstructed below the North American craton indicates a colder and iron de-
pleted mantle at all depths, with a maximum observed at 100 km for which ! #"%$$'&)(
and +*-, ."%$/ relative to the average mantle. These chemical and thermal characteris-
tics induce opposite buoyancy forces which can explain the long term stability of cratonic
lithosphere. A similar geotherm is obtained for the stable continent part with lower am-
plitudes ( ! 0"%1'2&3( and +*-, #"%1)4 5/ ). Beneath the western tectonic Cordillera, we
infer no robust thermal or chemical anomaly.
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5.1 Introduction
The distribution of oceans and continents at the surface of the Earth is the first and sim-
plest observation of the complex mechanisms taking place in the interior of the globe.
Continents can be defined in terms of smaller provinces such as cratons, shields or tec-
tonically active units which reflect their geological differences. Recent models exhibit a
good description of this geological regionalization (3SMAC, Nataf and Ricard (1996) or
CRUST5.1, Mooney et al. (1998)). Geophysical and petrological data provide constraints
on the processes which take place at various depths, leading to the present day state of the
Earth’s surface . Recent global and regional tomographic models display a high correla-
tion between surface tectonic features and seismic velocities down to moderate depths of
the upper mantle. In particular, velocity anomalies correlate well with the age of surface
materials. Cratons, dating from Archean to Proterozoic age show roots of fast velocity
anomalies (e.g. Polet and Anderson (1995)). Cratonic and tectonically active regions also
differ by the observed surface heat flow.
It is a remaining challenge to infer the thermal and chemical composition that could
be responsible for the observed seismic velocities. Some important questions, such as the
extent of continental roots and the origin of their stability are still debated. Jordan (1975)
first associated high seismic velocity beneath cratons with low temperature and specific
petrology. The analysis of surface xenoliths, direct samples of the Earth’s mantle, suggest
large compositional variations in the cratonic lithosphere, allowing long-term stability
(Jordan, 1979; Anderson, 1979). Indeed, a mantle colder than average induces higher
densities which are balanced by some chemical depletion inducing lower densities. This
equilibrium may explain the buoyancy of cratons.
Using the correlation between temperature and velocities, Jordan (1979) inferred a
depth extent of cratons up to 400 km. More recent studies report thickness varying be-
tween 160 km (Ro¨hm et al., 2000) and 200 to 250 km (Forte and Perry, 2000; Artemieva
and Mooney, 2001; Griffin et al., 1999). Rudnick and Nyblade (1999) report a lithospheric
thickness of 200-250 km for Archean cratons by comparing xenolith thermobarometry
and surface heat flow. The large range of values obtained can be explained by the dif-
ferent type of data from which the lithosphere thickness is inferred. Surface heat flow is
particularly sensitive to additional fluid sources (Rudnick and Nyblade, 1999), whereas
seismic velocities are primarily sensitive to temperature variations (Duffy and Anderson,
1989; Goes and van der Lee, 2002).
The importance of depletion, in terms of major-element composition, decreases with
the age of the lithosphere (Griffin et al., 1999). Kaban and Mooney (2001) also assumed
compositional variations (low density basalt) in addition to the presence of partial melt
beneath the western United States to explain density variations. The heat flow study of
Artemieva and Mooney (2001) inferred a 1.5% less dense lithosphere beneath cratons in-
duced by chemical depletion (enrichment in magnesium or basaltic depletion). Previous
investigations of the continental thermal structure using seismic tomography alone could
not isolate compositional variations (Ro¨hm et al., 2000; Yan et al., 1989) . The ther-
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mal and compositional state of the lithosphere cannot be robustly constrained by a single
data set (Forte and Perry, 2000) . However, beneath cratonic areas, chemical depletion is
proposed to explain some inconsistencies in seismic data (Goes and van der Lee, 2002;
Humphreys and Dueker, 1994a). Forte et al. (1995) explained that density variations due
to temperature anomalies are the predominant origin of seismic velocity variations but that
composition can have a significant influence. To infer the effect of mineralogical pertur-
bations on velocities, additional data are needed. For example, Furlong et al. (1995) used
S- and P-velocities to infer temperature and compositional variations. Forte and Perry
(2000) proposed to invert simultaneously gravity and seismic data to study the Earth’s
physical state on a global scale and propose a chemically depleted tectosphere model
down to 250 km. Deschamps et al. (2002) performed a similar study of the uppermost
mantle using different gravity data and a different global seismic model. We apply their
method to the North American continent to investigating thermal and compositional lat-
eral variations. A major improvement is due to the use of a recent regional shear velocity
model (see Chapter 4).
5.2 Data and modelling approach
Tomography provides a 3D image of seismic velocities in the Earth’s mantle. The veloc-
ities are sensitive to temperature and somewhat to composition. The most robust upper
mantle models are shear wave velocity anomalies but they are not sufficient to determine
both thermal and chemical variations. An additional dataset, sensitive to density vari-
ations, such as gravity anomalies is needed. Mapping temperature and compositional
perturbations in the mantle consists of two steps. First, density anomalies are constrained
by gravity data through the scaling factor, which relates density perturbations to changes
in the shear velocity (see below). Second, density and velocity anomalies are inverted for
temperature and composition anomalies.
5.2.1 Data
Density variations are expressed in terms of the ratio 6 between the relative density
anomalies 7!8 to the relative velocity anomalies 7!9fi: :
6fi;<=>=?
@A
BCD
8;<=>=?@
BCD
9
:
;<=>=?@
(5.1)
The scaling factor used in this study was inferred by Deschamps et al. (2001) from global
tomographic S-velocity and free air gravity anomalies. Their model consists of one scal-
ing factor for the sub-continental mantle and one for the sub-oceanic mantle. It is robust
down to 350 km depth and does not depend on the viscosity profile of the mantle. In
this study, we focus on the continental part of North America which displays high ray
path coverage and discard the oceanic units. The scaling factor obtained for continents
is displayed on Figure 5.1. Deschamps et al. (2002) argued that negative values and low
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positive values of the scaling factor can not be explained by purely thermal anomalies and
imply the presence of chemical variations in the mantle.
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Figure 5.1: Scaling factor E for the sub-continental upper mantle. The thick line indicates
the mean value and the error bars represent the variance estimated by random errors in
the S-velocity model.
The tomographic data consist of a regional shear velocity model derived from Rayleigh
wave fundamental mode measurements (see Chapter 4). It samples the complete North
American plate with 7700 observations. The model is computed on a two by two degree
grid and velocity perturbations vary from -7% to +7% relative to PREM (Dziewonski and
Anderson, 1981). The model at 100 km depth is displayed on Figure 5.2. High resolution
is obtained for most of the continent, especially in the United States and the Caribbean.
The S-velocities are corrected for crustal contribution using CRUST5.1 (Mooney et al.,
1998), and present robust features down to 260 km (see Chapter 4).
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Figure 5.2: S-velocity model at 100 km as inferred in Chapter 4. For a colour version of
this Figure, see Appendix, Figure A.8
5.2.2 Comparison of seismic velocities with surface heat flow and
surface tectonics
Surface heat flow measurements provide additional and independent information on the
thermal structure of the crust and the lithosphere. Because seismic velocities are sensitive
to thermal variations, tomographic models can be compared to surface heat flow data. In
this study, we use the compilation of global heat flow data computed by Masters & Laske
[personal communication]. This data set is available on the web (http://mahi.ucsd.edu/
Gabi/rem.dir/crust/heatflow.html) and consist of 38,000 measurements including the ear-
lier database of Pollack et al. (1993). The average heat flow on a two by two degrees grid
is represented on Figure 5.3a.
The correlation function between our shear velocity model, computed at given depths,
and the heat flow, measured at the Earth’s surface is shown on 5.3b. A strong anti correla-
tion of the heat flowwith the S-velocity, computed is observed from 60 to 180 km. Below
200 km, the correlation decreases towards zero, suggesting shallow (z F 200 km) heat
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production. The transition (180 - 200 km) corresponds to the base of the lithosphere, for
shallower depths, velocity anomalies correlate well with surface tectonics. A similar tran-
sition in the correlation coefficient was reported by Ro¨hm et al. (2000) and is explained
by a combination of radiogenic heat production in the crust and temperature variations
in the uppermost mantle. This result suggests that thermal processes play an important
role in the seismic structure of the continental upper mantle. In the upper mantle, seismic
velocities are more sensitive to temperature than to composition (Goes and van der Lee,
2002; Deschamps et al., 2002). However, this does not mean that chemical processes are
absent but, other data, such as gravity data, are required to detect them.
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Figure 5.3: a: Surface heat flow averaged on a 2 G x2 G grid. b: Correlation coefficient
between S-wave velocity and surface heat flow for the North American region.
To understand the relation between surface tectonics, velocity, temperature and com-
position variations in the upper mantle, we regionalize our results according to the model
3SMAC (Nataf and Ricard, 1996). Continental areas are divided into three categories:
Archean craton, stable continent or platform and tectonic continent (Figure 5.4). Com-
parison with our velocity model at 100 km (Figure 5.2) shows a good agreement with, for
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example, the reconstructed boundary between the tectonic margin and the Archean craton
from Alaska to Mexico (transition from negative to positive velocity anomalies).
Tectonic 
Platform
Craton
Figure 5.4: Continental tectonic regionalization of North America according to Nataf and
Ricard (1996).
5.2.3 Forward problem
Numerical methods that compute seismic velocities and density in the upper mantle from
mineral physics data for a given temperature, pressure and petrology are now well es-
tablished (e.g. Duffy and Anderson (1989); Vacher and Sotin (1998)). The method used
here is derived from Vacher and Sotin (1998) and is based on a Gru¨neisen theory for tem-
perature extrapolation and an adiabatic finite strain theory for pressure. The density and
elastic moduli of a given mineral at ambient temperature and pressure are first extrapo-
lated to temperature H , for the given depth of interest. In a second step, they are projected
at the corresponding pressure I , following a Birch-Munaghan equation of state to third
order. The density and elastic moduli of the aggregate are then obtained by averaging over
all individual minerals according to their abundance in the petrological reference model.
This method gives access to the derivatives of velocities (JfiK ,JfiL ) and density (M ) with re-
spect to temperature and composition. The thermo-elastic parameters include iron content
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information where data are available. Although seismic velocities are primarily sensitive
to temperature and, to a smaller extend, to composition, other effects may bias their esti-
mation. Karato (1993) showed that anelasticity significantly influences the reconstruction
of seismic velocities. The attenuation of a wave is a non linear process that is particu-
larly important for the shear component of the deformation and varies with temperature
and composition. Neglecting its effect leads to an overestimation of the velocities. Lab-
oratory measurements of thermo-elastic parameters are carried out at frequencies much
higher than the typical seismic frequencies (0.1Hz), and must therefore be corrected from
anelasticity before being used to model the Earth’s mantle (Jackson, 2000). We account
for anelasticity using a quality factor model as described by Goes et al. (2000) (model
Q1). The presence of partial melt or fluids in the mantle may also influence the recon-
struction of seismic velocities. However, the consequences of these effects are difficult to
estimate because it depends on the geometry and interconnection of the melt inclusions
(Hammond and Humphreys, 2000). In this study, we neglect this effect. The average
mineralogical composition of the mantle is an important parameter in the computation of
the velocity and density. We use a pyrolitic composition which contains 62% olivine in
volumic fraction and is commonly used in other studies (Table 5.1)
Table 5.1: Volumic fraction of minerals in the reference pyrolite model
Mineral Volumic fraction (%)
Olivine NOPQ
Clinopyroxene OSR3P R
Orthopyroxene T)P U
Garnet OST3P R
Jadeite V)P T
5.2.4 Inverse problem
From the density and S-velocity variations, we can infer the perturbations of temperature
and one compositional parameter.
To decide the most efficient way to parameterize compositional variations, we perform
first a simple test. We compute the velocity and density perturbations induced by thermal
perturbations and by compositional perturbations for three different parameters: iron,
garnet, and olivine content. The velocity and density perturbation due to perturbation in
the fraction of a single element of the mineralogical reference model is computed using
the partial derivatives as explained in the forward problem section. The global volumic
fraction of iron is defined by W
XY[Z XY
XY]\_^a`
, the variations of olivine and garnet are
described by their volumic fraction. Excess in one mineral is replaced by a deficit in
the other minerals in the proportion of the reference model. When variations in garnet
content, a mineral rich in iron (25 %), are considered, we fix the global volumic fraction
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of iron to 11%. This corresponds to investigate the influence of the aluminium fraction
( bdcfe'gih ), the second most abundant element in garnet.
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Figure 5.5: Relative variations of velocity (a) and density (b) as a function of variations
of temperature (grey line), global volumic fraction of iron (solid line), volumic fraction
of garnet (dashed line) and volumic fraction of olivine (dotted line).
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The relative anomalies of density and velocity induced by thermal and compositional
anomalies (iron, garnet and olivine) at 100 km depth, are displayed on Figure 5.5. The
reference temperature is 1250 j C.
From Figure 5.5a, we see that the relative velocities are mainly sensitives to thermal
anomalies and to a lesser extent to iron content variations. An increase of 2% in velocity
can be induced by a 120 K decrease in temperature or by a 7.5% depletion in iron or
15% depletion in aluminium. Seismic velocities are much less sensitive to the fraction
of olivine, a perturbation of 1% in velocity is produced by more than 50% depletion,
describing an unrealistic scenario in the Earth’s mantle. In Figure 5.5b, the influence of
temperature and compositional variations on density is shown. An enrichment of 3.5%
in iron content induces a 1% increase in density. The same density variation is obtained
with a decrease of 400 K in temperature or a 10% increase of aluminium. Therefore, the
density, most sensitive to iron content, and S-velocity, most sensitive to temperature are a
good choice to infer temperature and compositional variations. Furthermore, note that a
depletion in aluminium induces simultaneously a decrease in density and velocity. Such
a mantle state is not confirmed by observations. For example, xenoliths analysis report
refractory mantle composition (depleted basalts) for cratonic regions (Schmidberger and
Francis, 1999), which are associated with high seismic velocities . This suggests that for
garnet, the influence of iron content is stronger than the influence of aluminium content.
Therefore, we parameterize our inverse problem using temperature and iron fraction.
The inverse system is defined by
k!lfim
lnpo.q
k!rtsvuwk+x-y (5.2)
k!z
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n{o0|
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The four coefficients q
u
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~
describe the sensitivity of velocity and density to tem-
perature ( k!r ) and compositional ( k+x-y ) variations.
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The inversion is performed following an iterative Newton-Raphson method that min-
imizes the residuals
k!r
and
k+ (Deschamps et al., 2002). Uncertainties on the tomo-
graphic model and scaling factor can propagate into the retrieved temperature and com-
positional structure, but can not be evaluated easily. The reference model used to calculate
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the velocity and density is an additional source of error which can be evaluated by sam-
pling a range of mineralogical reference models. An ensemble of models is computed by
varying the average mantle temperature between 800 K and 1400 K, the olivine fraction
between 36.7% and 66.7% and the garnet fraction between 13% and 25%. The global iron
fraction is set to 11%. For each reference model, we calculate the velocity and density at
a given depth and reject models which do not satisfy PREM within 2.5%.
By exploring the mineralogical model space, we compute all possible temperature
and compositional sensitivities compatible with PREM, accounting for uncertainties in
the reference model. We then invert for temperature and compositional variations using
this family of sensitivities. We display the results as mean temperature and compositional
anomalies, together with their standard deviation.
5.3 Compositional and thermal profiles of the uppermost
mantle
Figure 5.6a displays the mean anomaly of temperature and its variance (shaded area)
as a function of depth and for cratons, stable platforms and tectonically active continent.
Figure 5.6b shows the corresponding result for the iron content anomaly. The distributions
of temperature and iron anomalies are clearly related to given tectonic provinces for depth
shallower than 200 km. For larger depths, the difference between tectonic provinces
decreases rapidly.
Beneath tectonic continents, no significant temperature and compositional anomalies
are seen. The mean values of temperature ! and iron content +- are close to zero.
The variances obtained are small ( Ł3 and Ł%' on average). Therefore,
these regions possess a close to average mantle, with no significant temperature or chem-
ical differentiation. On the contrary, cratonic areas are significantly colder ( ! varies
between -200 K and -450 K for z  200 km) and are depleted in iron ( +- varies from
-2% to -4% for z  200 km) in comparison with an average mantle. The average vari-
ances from 60 to 200 km are close to Łfi3 and Łfi+   . The maximum
iron depletion and temperature anomaly is observed at 100 km depth with !¡£¢%¤¤')
and +--¥¢%¤ . At z=220 km depth, !0¢¦3 and +--¢¦+  . Below this
depth, the variance in ! and +- increases and positive values of temperature and iron
anomalies can not be excluded, showing that the cratonic root becomes less differentiated
with increasing depth. We can thus propose that the lithosphere beneath the North Amer-
ican craton extents down to 220 km and presents a significative depletion in iron volumic
fraction and lower temperature. The opposite buoyancy effects induced by these temper-
ature and chemical variations enable the long term stability of the Archean craton and
avoids the lithosphere from sinking into the asthenosphere. The profile obtained below
continental platforms (hatched profiles) is similar to the cratonic profile but with smaller
amplitude ( !§¨¢%©3 and +-ª¢%3  at 100 km depth) and similar variances
( Łfi«¬S') and Ł{¬' ). For depths larger than 220 km, tectonic provinces
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and continental platforms present very similar anomalies of temperature and iron. At the
bottom of our profiles, the temperature and iron anomalies are not related to any particular
tectonic feature.
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Figure 5.6: Profiles of temperature (a) and iron (b) anomalies for the three different tec-
tonic regions: Archean craton (dark grey), Stable platform (hatched), and Tectonic conti-
nent (light grey).
The thermal and iron content perturbations obtained in our study are comparable to
the ones of Deschamps et al. (2002) who used a global velocity model. However, our
results suggest a cooler and more depleted mantle below the North American craton than
the global average values observed in their study ( ³!´¶µ¸·%¹º'º)» and ³+¼-½¾µ·%¹)¿ ºÀ at
100 km depth). Lower variances are achieved in our regional study, suggesting a stronger
correlation of our velocity model with the tectonic regionalization of 3SMAC than ob-
served for their global study. Our results also agree with the study of Forte and Perry
(2000) where cooler geotherms for the North American and Siberian cratons are inferred.
Forte and Perry (2000) computed thermal and chemical anomalies using different gravity
data and global velocity model. They inferred a maximum basaltic depletion at 130 km
depth below the Hudson Bay, suggesting a deeper lithosphere. Deschamps et al. (2002)
observed a similar maximum at 130 km by averaging over all cratons of the globe. Never-
theless, a sub-continental theoretical geotherm, constrained by surface heat flow, sets this
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boundary at 100 km (Forte and Perry, 2000).
5.4 Discussion
5.4.1 Lateral thermal structure, influence of the S-velocity model
Before focusing on the interpretation of lateral variations of temperature and composition,
we investigate the influence of the S-velocity model on the results. Goes and van der Lee
(2002) inferred the thermal structure beneath part of North America from a S-velocity
model (NA00), which is an updated version of NA95 (Van der Lee and Nolet, 1997)
and from a global P-velocity model (Bijwaard and Spakman, 2000). However, they do
not invert for compositional anomalies. To account for inconsistencies between thermal
anomalies inferred from P-and S-velocities in particular areas, they suggested iron deple-
tion. To best estimate the influence of the S-model, we perform inversion for variations
of temperature and iron volumic fraction for both NA00 and our S-velocity model. The
results at 110 km are displayed on Figure 5.7 as a function of tectonic provinces, where
the horizontal bar represents the variance of the anomalies around their mean values.
A major difference concerns the variance of the temperature and iron anomalies.
Larger error bars on Á!Â and Á+Ã-Ä are observed for NA00, (on average ÅfiÆÇ£È¬ÉÊSË3Ì
and ÅfiÆÍÎÏÈpÉ3Ð ÉÑ ), than for our model ( ÅfiÆÇÒÈÓÊSÔ'Õ)Ì and ÅfiÆÍÎÈ§Ê+Ð ÖÑ ). This suggests
that our model presents more consistent velocity features with tectonic division.
The mean values of temperature and iron anomalies are also different. For all tectonic
provinces, NA00 leads to lower mean thermal variations and lower mean iron depletion.
For example, beneath cratons, we find Á!Â¡È0×%É'ØÕ)Ì and Á+Ã-ÄiÈ.×%ÖÑ for NA00 whereas
Á!Â¸ÈÙ×%ÔÔ'Õ)Ì and Á+Ã-ÄÚÈÙ×%ÔÑ for our S-model. Below cratonic regions, Goes and
van der Lee (2002) introduced an a priori iron depletion of 1% to 2% in order to recon-
struct accurately the topography as the chemical density decrease balances the thermally
induced density increase.
The temperature and composition variations inferred are highly dependent on the input
seismic velocity model. Assuming a constant scaling factor over the complete continent,
our results suggest a better constraint on temperature and composition. However, relax-
ing this constraint and allowing the full density field in the inversion might change this
conclusion.
Figure 5.8 shows the map for mean temperature anomalies computed from NA00 and
from our model at 110 km. We display here only the temperature anomalies map since
similar maps would be derived for iron content anomalies.
Craton and platform
Our temperature anomalies (Figure 5.8) computed beneath the Canadian shield and the
northern part of the United States vary between Á!Â«È×%Ø'ÕÕ)Ì Á!Â«È×%É'ÕÕ)Ì at 110 km
depth. The maximum values are observed beneath the Canadian shield and Hudson bay,
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Figure 5.7: Distribution of temperature (a) and iron (b) anomalies for different tectonic
regions at 110 km depth obtained by inversion of the S-velocity model of Chapter 4 (solid
line) and NA00 (dashed line).
which were formed during the Precambrian age. The interior platform displays a rela-
tively warmer mantle ( Û -300 K). Such lateral variations may be related to geological age
and to variations in the lithosphere thickness (Artemieva and Mooney, 2001). Archean
and early Proterozoic orogenies modified the shape of the lithosphere and it is still vis-
ible at present day through the action of buoyancy. The stability of cratonic areas can
only be explained by the compensation of the negative buoyancy induced by low temper-
atures by the positive buoyancy driven by chemical depletion (Jordan, 1979). Another
example of age dependence is the interesting feature imaged beneath Greenland where
the cratonic portion (western part) displays a cooler mantle than the platform section (to
the east), which correlates well with surface tectonic. Beneath Wyoming, positive tem-
perature anomalies are inferred from NA00 as imaged in the work of Goes and van der
Lee (2002). However, they reported negative anomalies from P velocities inversion in
that same region, which are difficult to explain together with the S-wave result. In the
Appalachians, and along the Gulf of Mexico and eastern coast, a relatively warmer man-
tle is imaged with NA00. Such positive thermal anomalies are not observed in our model,
which agrees with the estimated temperatures computed at 100 km by Artemieva and
Mooney (2001) using heat flow data.
Tectonic continent
The tectonic Cordillera is underlained by low S-velocities following well the tectonic re-
gionalization. It is consistent with an average mantle, and with slightly positive thermal
anomalies ( Ü!ÝpÞ¶ßà'à)á ) which are due to the ongoing extension processes occurring in
the region. NA00 estimates a warmer mantle in the Basin and Range ( Ü!Ý}Þãâ'àà)á ). Be-
neath Mexico, we do not observe thermal differences between the Sierra Madre occidental
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and Sierra Madre oriental as suggested by Goes and van der Lee (2002).
5.4.2 äå -äæ ratio
From the thermal and chemical anomalies estimated and using numerical methods that
estimates seismic velocities along adiabat (Duffy and Anderson, 1989), one can compute
the predicted seismic velocity anomalies for çfiè and çfié . The ratio ê between travel time
residuals of S- and P-waves is related to the relative velocity variations by:
êdë
ì!í
è
ì!í
é
ë0î
çfié
ç è
ë
çfié
ç è
ïðfñ
çfiè
ïðfñ
ç é
(5.6)
For North America, we infer values of ê of 2.99 ò 0.16 at 100 km depth and 2.93 ò 0.08 at
200 km depth. These values are in good agreement with the results of Deschamps et al.
(2002). They report at 100 km, êaë0ó3ôõò÷ö3ô ø and at 200 km, êaë#ù)ôûúò÷ö)ô ó for North
America. Measurements of P and S travel times provide independent information on ê
and help assessing the quality of our results. Vinnik et al. (1999) estimated for the whole
North American upper mantle, larger but compatible values of ê , between 3.49 and 3.97.
A wide range of values are found in the literature for the upper mantle. We can, however,
point that comparable values of ê were reported recently in Masters et al. (2000) ( êüvù)ô ù
at 150 km) and in Saltzer et al. (2001) ( êüvù3ô ý at 150 km) in the upper mantle.
5.5 Conclusions
The increasing resolution achieved in seismic tomography and the use of gravity data
allow us to interpret velocity models in terms of thermal and compositional perturbations
in the upper mantle. In this study, seismic velocities and density perturbations over the
North American continent were simultaneously inverted for variations of temperature and
volumic fraction of iron, from 60 to 260 km depth. An improved constraint on the upper
mantle structure was obtained by using a regional shear wave velocity model. Lower
variances on the inferred temperature ( þfiß [ë ú  ö ) and iron ( þfiß%ë ú+ô 	 ) anomalies
are achieved compared to the previous global study of Deschamps et al. (2002), and with
the inversion of the regional S-model by NA00 Goes and van der Lee (2002) for the
continental United States, which suggests that our model correlates better with surface
tectonics. High velocities observed beneath cratonic regions are associated with colder
( ì
 ë%ø'öö ) and depleted ( ì ë%ù  ) mantle. The stability of old continental
roots could result from the balance between the negative buoyancy due to lower than
average temperature and, the positive buoyancy due to iron depletion. This conclusion is
supported by previous studies (e.g. Polet and Anderson (1995); Artemieva and Mooney
(2001)) which also suggest that the lithosphere thickness is related to cratonic age. We
found that cratons beneath Canada and the northern United States clearly extend down
to 220-240 km depth, agreeing with the results of Goes and van der Lee (2002). An
important assumption made in this study concerns the scaling factor  relating density to
92 Chapter5
-800 -600 -400 -200 0 200 400 600 800
Temperature anomaly (K)
a b
Figure 5.8: Maps of mean temperature anomalies obtained by inversion of the S-velocity
model of Chapter 4 (a) and NA00 (b) at 110 km depth. For a colour version of this Figure,
see Appendix, Figure A.9
velocity. We use the same value of  over the whole continent, regardless of the tectonic
regionalization. A refined computation of  on a regional scale may reduce further the
uncertainties on the inferred temperature and composition anomalies.
Concluding remarks
This research has investigated the current state and limitations of modern surface wave
tomography in the case of a regional dataset. This is an important issue for directing
future studies. Until now, refinements in the 3D image of the velocity structure of the
Earth were expected from the use of a permanently growing dataset. It has been shown
here that despite the extensive and fairly homogeneous dataset currently available for
North America, only relatively large scale anomalies are constrained. We know that the
resolution obtained by classical inversion methods is limited. Ray theory is no longer
valid to image velocity features smaller than the first Fresnel zone and, to resolve them,
the finite frequency of the wave has to be taken into account. In the regional tomography
performed here, the width of the Fresnel zone can be as large as 2000 km. Therefore,
the implementation of scattering theory should have led to a refined 3D image of the
Earth’s interior. But we found that uncertainties in the data still require the use of a
priori information. This leads to the presence of a significant model null space, implying
that anomalies of wavelengths smaller than 800-1000 km are not constrained by the data.
It means that, currently, higher resolution models are not realistic. The reduction of the
model null space could be achieved by using even larger dataset or by using refined source
mechanisms which would improve long period measurements. Another alternative would
be to include different types of data, such as higher mode Rayleigh waves together with
Love waves or group velocity measurements.
A second conclusion of this thesis concerns the interpretation of seismic velocity mod-
els. The well constrained large scale anomalies (800 km) can be interpreted with confi-
dence in terms of shear wave velocity with depth. Shear wave velocities are primarily
sensitive to thermal anomalies, and to a lesser extent to compositional anomalies. To
infer the latest, other data are needed. While compressional and shear wave velocities
present a similar sensitivity to compositional changes, density is predominantly sensitive
to chemical variations. Thus, a refined method was performed to invert simultaneously
shear velocity and density anomalies for temperature and composition. A strong corre-
lation was found between the North American craton and a mantle cooler than average
and depleted in its iron fraction. This signature confirms the results of previous multidis-
ciplinary studies, which suggest that the stability of Archean and Proterozoic regions is
achieved by equilibrium between thermal and compositional buoyancies. Nevertheless,
to perform this investigation, some assumptions were made. The first approximation con-
cerns the scaling factor between density and velocity. It was assumed that the scaling
factor is constant over the complete North American continent. Taking a more complete
density field into account (i.e. more than just the component correlated to S-velocity) may
produce finer results. The second issue concerns the presence of multiple compositional
effects. Only two variables can be retrieved from the two independent data parameters
(velocity and density). Temperature is the prominent factor affecting velocity variations,
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but an approximation had to be made concerning the parameterization of mineralogical
variations, which affect mostly density variations. The global volumic fraction of iron
was found to be the best parameter to invert for. However, the superposition of several
mineralogical variations is most likely to exist. The influence of other mineral elements
such as magnesium, alumina and calcium will require further investigations.
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Figure A.1: Estimated phase velocity maps after inversion for 115-150 seconds (a), 88-
115 seconds (b), 66-88 seconds (c), 50-66 seconds (d), cf. Chapter 2.
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Figure A.2: Phase velocity maps from (Trampert and Woodhouse, 2001) at 130 seconds
(a) and 60 seconds (b), cf. Chapter 2.
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Figure A.3: Variations of phase velocity with respect to PREM obtained using scattering
theory (a) and ray theory (b) at 40, 100 and 150 s. And the difference map (c) between
(a) and (b), cf. Chapter 3.
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Figure A.4: Phase velocity maps for North America and the Caribbean used as input
data in the inversion for S-wave velocities. The velocities are given in percent relative to
PREM, cf. Chapter 4.
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Figure A.5: Relative S-velocity perturbation model for depths of 50 to 250 km, cf. Chap-
ter 4.
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Figure A.6: Cross sections through the S-velocity model of Figure A.5. The location of
the cross-sections are shown on the map (top-right), cf. Chapter 4.
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Figure A.7: Shear wave velocity model at 50, 100 and 150 km depth obtained using
scattering theory. The location of Yellowstone is given by the black star, cf. Chapter 4.
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Figure A.8: S-velocity model at 100 km as inferred in Chapter 4, cf. Chapter 5.
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Figure A.9: Maps of mean temperature anomalies obtained by inversion of the S-velocity
model of Chapter 4 (a) and NA00 (b) at 110 km depth, cf. Chapter 5.
Samenvatting (Summary in
Dutch)
Het doel van dit proefschrift is het bepalen van de structuur van de bovenmantel onder
Noord Amerika. Daarvoor is het nodig de resolutie van regionale oppervlakte golf tomo-
grafie te onderzoeken voordat het geconstructeerde model gebruikt wordt om de thermis-
che en compositionele structuur van de Aarde te bestuderen. Het gebruik van data van
een steeds groter aantal seismische stations van hoge kwaliteit leidt tot een betere reso-
lutie van snelheidsstructuren van grote golflengte. Kleinschalige heterogeniteiten kunnen
met de hier gebruikte seismische data niet bepaald worden. Dit komt doordat de onzek-
erheden van de data het gebruik van a priori informatie nodig maken. Deze informatie
zorgt voor het ontstaan van een nulruimte, die overeenkomt met de aspecten van het model
die niet bepaald kunnen worden door de data. Ondanks deze tekortkoming kunnen snel-
heidsafwijkingen met grote golflengte wel goed opgelost worden. In het bijzonder is de
resolutie die verkregen wordt met een regionale golfvorm-inversie better dan bij globale
tomografie. De modellen kunnen daarom gebruikt worden om de drie-dimensionale S
golf snelheidsverdeling in de diepte te verkrijgen. Deze snelheden geven dan informatie
over de temperatuur en compositie van de mantel.
Hoofdstuk 2 is gewijd aan het model van fase-snelheden in Noord-Amerika en in
de Caraibische regio, bepaald door middel van golfvorm inversie van oppervlaktegol-
ven. Deze golfvorm inversie is een conventionele methode om de snelheidsstructuur
van de Aarde te bepalen. Het bestaat uit een niet-lineaire iteratieve inversie waarbij
de residuen tussen de waargenomen en synthetische seismogrammen worden gemini-
maliseerd. De fasesnelheidskaarten zijn berekend voor vier periodebanden van 40 tot 150
s, gebaseerd op fundamental mode Rayleigh golven. De data bestaat van 1846 golfvor-
men, opgenomen door 91 geselecteerde seismische stations in Noord Amerika. De be-
dekking door straalpaden is tamelijk homogeen en leidt tot een hoge resolutie van de
snelheidsheterogeniteiten onde het merendeel van Canada, de Verenigde Staten en Cen-
traal Amerika. De vergelijking met een recent globaal tomografisch model laat zien dat
in regionale tomografie hogere resolutie en betere predictie van nieuwe en onafhankelijke
data mogelijk is. Deze laatste observatie is belangrijk voor toekomstig berekening van
moment tensoren. De resolutie van kleinschalige snelheidsheterogeniteiten kan onder-
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tussen gelimiteerd zijn. De methode van inversie gebruikt in Hoofdstuk 2 is gebaseerd
op de stralentheorie, die voorschrijft dat oppervlaktegolven zich alleen langs de groot-
cirkel vanuit de bron naar de ontvanger voortplanten. Het verwaarlozen van de effecten
van snelheidsheterogeniteiten buiten de geometrische straal kan de resultaten significant
veranderen, vooral in onze regionale studie.
De noodzakelijkheid van een meer gedetailleerd propagatie theorie in regionale tomo-
grafie is getoetst in Hoofdstuk 3. De effecten van de eindige frequentie op de constructie
van fasesnelheidsheterogeniteiten zijn van belang in de inversie van oppervlaktegolven.
Verstrooiingstheorie wordt gebruikt om de effecten van propagatie buiten de geometrische
stralen mee te nemen. De golven zijn gevoelig aan de snelheidsheterogeniteiten binnen de
eerste Fresnel zone, een regio langs de straal. De breedte van de eerste Fresnel zone neemt
toe met periode en epicentrale afstand. In onze regionale tomografie studie, waarin lange
straalpaden gebruikt zijn, is het daarom belangrijk om het effect van de eindige frequentie
mee te nemen. In Hoofdstuk 3, worden 7700 faseverschuivingen gebruikt. Een vergelijk-
ing tussen fasesnelheidkaarten gemaakt met stralen en verstrooiingstheorie is bestudeerd
voor 40, 100 en 150 s. De resultaten tonen dat kleinschalige perturbaties (   800 km) niet
zijn berekend met voldoende resolutie omdat de gebruikte data niet gevoelig genoeg zijn
voor kleinschalige perturbaties. Door de grote onzekerheden van de data is een regu-
larisatie operator nodig. Dit leidt tot de creatie van een nulruimte die de kleinschalige
heterogeniteit omvat. Ondanks theoretische bewijzen over het belang van verstrooiings-
theorie en ondanks het gebruik van een heel grote aantal seismogrammen, is het nu niet
mogelijk met onze regionale tomografie van transmissie data om kleinschalige snelhei-
dsvariaties te bepalen door de gelimiteerd gevoeligheid van onze fundamental mode data.
Het snelheidsmodel voor Noord-Amerika wordt gepresenteerd in hoofdstuk 4. De
structuur van de bovenmantel tussen 50 en 250 km is in beeld gebracht door inversie van
de dispersiecurves verkregen in hoofdstuk 3. Stralentheorie is toegepast om fasesnelhe-
den tusen 40 en 150 seconden te inverteren in termen van S-golfsnelheden. Anomaliee¨n
groter dan 800 km konden in ons model in de meeste gebieden goed bepaald worden,
in het bijzonder onder de Verenigde Staten, Centraal Amerika en Mexico. De resultaten
laten hoge snelheden zien onder Canada en de oostelijke Verenidge Staten van de Rocky
Mountains naar de Atlantische kust. Deze positieve afwijkingen komen goed overeen met
de omvang van het Noordamerikaanse craton (oude continent). Het model laat een dikke
lithosfeer (tot 220 km) zien die samenvalt met het stabiele Archeı¨sche continent (Hoff-
man, 1989). Andere resultaten wijzen op lage snelheden onder de westelijke Cordillera,
langs de Pacifische Oceaan van Canada tot Mexico. Deze snelheden weerspiegelen de
mantel eigenschappen die beı¨nvloed zijn door the intensieve tektonische activiteiten in
de regio: de onderschuiving van de Pacifische plaat onder de Noordamerikaanse plaat en
de extensie in het Basin & Range gebied (Atwater, 1970). Mexico is gedefinieerd als
een lage snelheidszone welke wordt geassocieerd met de onderschuiving van de Cocos
plaat. Positieve anomaliee¨n (hoge snelheden) worden gezien onder de Golf van Mexico.
Het Caraı¨bisch gebied omvat twee gebieden met lage snelheden: Ee´n onder de oostelijke
Caraı¨ben, een resultaat van back-arc magmatisme, de ander onder de westelijke Caraı¨ben.
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De gebieden worden van elkaar gescheiden door een positieve snelheidsstructuur.
In Hoofdstuk 5 wordt het seismische snelheidsmodel van het Noordamerikaanse con-
tinent uit hoofdstuk 4 geı¨nterpreteerd naar van temperatuur en compositie variaties tussen
60 en 260 km diepte. De thermische en chemische structuur van de bovenmantel wordt in
verband gebracht met de verschillende tektonische gebieden. Seismische snelheden zijn
voornamelijk gevoelig voor thermische afwijkingen, zoals blijkt uit de hoge correlatie
tussen seismische snelheden en oppervlakte warmtestroom. Tevens komt de verdeling
van seismische snelheden goed overeen met de oppervlakte tektoniek. Met alleen ther-
mische variaties kan de langdurige stabiliteit van continenten echter niet verklaard worden
(Jordan, 1975). Het is daarom van cruciaal belang om te begrijpen wat de invloed op de
seismische snelheden van de variaties in compositie is. Om tegelijkertijd voor zowel tem-
peratuur als compositie op te lossen, zijn onafhankelijke data nodig (Forte and Perry,
2000). In dit hoofdstuk worden dichtheidsanomaliee¨n gebruikt om de temperatuur- en
compositiestructuur van de bovenmantel te bepalen. Deze anomalien zijn afgeschat uit de
schalingsfactor tussen dichtheid en snelheid, welke is bepaald uit zwaartekrachtsanoma-
liee¨n. Onze resultaten laten zien dat tektonisch actieve gebieden (zoals de westelijke
rand van Noord-Amerika) een mantel hebben die lijkt op de gemiddelde temperatuurs-
en compositieverdeling in de Aarde. De cratonische (de oudste continent) delen (zoals
noordoostelijk Noord-Amerika) liggen boven een mantle die kouder is dan gemiddeld en
in ijzer verarmd . Deze resultaten bevestigen het idee dat het negatieve drijfvermogen
veroorzaakt door het thermische anomaliee¨n in evenwicht is met de positieve drijfver-
mogen van de compositie anomaliee¨n. Dit zou de langdurige stabiliteit van de cratons
kunnen verklaren.
Re´sume´ (Summary in French)
Cette the`se a pour objectif d’e´tudier la structure du manteau supe´rieur sous l’Ame´rique du
Nord. Il est pour cela` ne´cessaire de bien connaitre la re´solution obtenue en tomographie
re´gionale d’ondes de surface avant de pouvoir utiliser les mode`les de vitesse construits
dans le´tude de la structure thermique et compositionnelle de la Terre. L’acquisition de
donne´es provenant de stations sismologiques de grande qualite´ conduit a` une meilleure
re´solution des anomalies de vitesse aux grandes longueurs d’onde, alors que les donne´es
sismologiques ne contraignent pas les anomalies de plus petite dimension. En effet,
l’existence d’incertitudes sur les donne´es ne´cessite l’utilisation d’informations a priori,
cela` implique la cre´ation d’un espace nul, qui correspond a` la partie du mode`le non con-
trainte par les donne´es.
Malgre´ cette limitation, les perturbations de vitesse de phase sont bien re´solues pour
les grandes longueurs d’onde, et en particulier elles sont mieux re´solues qu’en tomogra-
phie globale. Les mode`les calcule´s peuvent donc eˆtre interpre´te´s en termes de vitesses de
cisaillement, vitesses qui sont par de´finition relie´es a` la temperature et a` la composition
du manteau.
Le deuxie`me chapitre pre´sente les cartes de vitesse de phase calcule´es pour les plaques
de l’Ame´rique du Nord et des Caraı¨bes a` partir de l’inversion des formes d’onde de sur-
face. La mode´lisation des formes d’onde est une me´thode conventionnelle, utilise´e pour
de´terminer la structure de vitesse des ondes sismiques dans la Terre. Cette me´thode con-
siste en un processus ite´ratif non line´aire qui repose sur la minimisation des re´sidus entre
les se´ismogrammes observe´s et pre´dits. Les cartes de vitesse de phase sont calcule´es en
utilisant le mode fondamental des ondes de Rayleigh, pour quatre bandes de pe´riodes
comprises entre 40 et 150 secondes. L’ensemble des donne´es comprend 1846 formes
d’onde, enregistre´es par 91 stations large-bande se´lectionne´es en Ame´rique du Nord. La
couverture de rais est assez homoge`ne et permet une grande re´solution des perturbations
de vitesse pour la plupart du Canada, des Etats-Unis et de l’Ame´rique Centrale. La com-
paraison avec un exemple re´cent de mode`le tomographique global montre que les cartes
re´gionales de vitesse de phase pre´sentent une plus grande re´solution et une meilleure
pre´diction de nouvelles donne´es inde´pendantes. Cette dernie`re observation est tre`s im-
portante pour l’ame´lioration des calculs du tenseur des moments sismiques. La re´solution
des he´te´roge´ne´ite´s de petite longueur d’onde est cependant limite´. La me´thode d’inversion
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utilise´es dans le Chapitre 2 est fonde´e sur l’approximation des rais (the´orie des rais) qui
suppose qu’une onde n’est sensible qu’aux he´te´roge´ne´ite´s de vitesse pre´sentes le long du
grand cercle reliant source et re´cepteur. Ne´gliger les effets des he´te´roge´ne´ite´s de vitesse
hors de ce chemin peut significativement modifier les re´sultats tomographiques, surtout
dans les e´tudes re´gionales.
Pour ve´rifier s’il est ne´cessaire d’utiliser une the´orie de propagation des ondes plus
pre´cise, une nouvelle approche est suivie dans le Chapitre 3. L’effet de la fre´quence
finie des ondes de surface dans le calcul des perturbations de vitesse est incorpore´ dans
l’inversion des vitesses de phase. La the´orie du scattering est une the´orie de propagation
des ondes qui contient les effets des anomalies de vitesse hors du chemin ge´ometrique
des rais a` l’interieur de la premie`re zone de Fresnel (re´gion centre´e sur le rai ge´ome´trique
a` l’inte´rieur de laquelle l’onde est sensible aux anomalies). Puisque la largeur de la
premie`re zone de Fresnel augmente avec la pe´riode et la distance e´picentrale, notre mode`le
de tomographie re´gionale, incluant de long chemins au travers de l’Ame´rique du Nord,
pourrait eˆtre diffe´rent. Dans le Chapitre 3, 7700 mesures de vitesse de phase sont utilise´es
en Ame´rique du Nord et dans les Caraı¨bes. Les re´sultats obtenus en applicant la the´orie
des rais et la the´orie du scattering sont compare´s a` 40, 100 et 150 secondes. Il est
montre´ que les anomalies de petites dimensions (   800 km) ne sont pas calcule´es avec
une re´solution suffisante, car elles ne sont que faiblement contraintes par les donne´es. La
pre´sence de trop grandes incertitudes sur les donne´es ne´cessite l’utilisation d’un ope´rateur
de re´gularisation, impliquant la cre´ation d’un espace nul qui contiendrait les anomalies
de petites longueurs d’onde. Malgre´ les preuves the´oriques apporte´es sur l’importance
des effets de scattering et l’utilisation d’une large base de donne´es, les mode`les tomo-
graphiques re´gionaux ne permettent pas a` l’heure actuelle, de reconstruire les anomalies
de petite dimension, car soit la couverture de rais est insuffisante soit le type de donne´es
utilise´es est inade´quat.
Le mode`le de vitesse de cisaillement obtenu pour l’Ame´rique du Nord est pre´sente´
dans le Chapitre 4. La structure du manteau supe´rieur de 50 a` 250 km est calcule´e par
l’inversion des courbes de dispersion acquises dans le Chapitre 3. La the´orie des rais est
applique´e pour inverser les vitesses de phase entre 40 et 150 secondes en termes de vitesse
d’ondes S. Les anomalies de longueur d’ondes supe´rieur a` 800 km sont bien re´solues dans
notre mode`le pour la plupart des re´gions, en particulier sous les Etats-Unis, l’Ame´rique
Centrale et le Mexique. Les re´sultats montrent de grandes vitesses sous le Canada et l’Est
des Etats-Unis des les Rocheuses a` la coˆte Atlantique. Cette signature positive est corre´le´e
avec l’extension en surface du craton nord americain. Elle sugge`re une e´paisse lithosphe`re
(jusqu’a` 220 km) coincidant avec le continent stable Arche´en (Hoffman, 1989). Les
re´sultats indiquent aussi de faibles vitesses sous la Cordille`re situe´e a` l’ouest du continent,
le long de l’oce´an Pacifique du Canada au Mexique. Ces vitesses refle`tent les proprie´te´s
d’un manteau marque´ par une activite´ tectonique intense, associe´e a` la subduction de la
plaque Pacifique sous la plaque nord ame´ricaine et phe´nome`nes d’extension prenant place
dans la re´gion du Basin and Range (Atwater, 1970). Le Mexique est de´fini par une zone
de faible vitesse, lie´e a` la subduction de la plaque Cocos et des perturbations positives
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de vitesse sont observe´es dans le Golf du Mexique. Enfin, les Caraı¨bes pre´sentent deux
zones de faible vitesse: l’une sous la partie Est des Caraı¨bes, associe´ a` du magmatisme
d’arrie`re-arc et l’autre sous la partie ouest, se´pare´es par une re´gion d’anomalies positives.
Dans le Chapitre 5, le mode`le de vitesse d’ondes S de´veloppe´ dans le Chapitre 4
est interpre´te´ en termes de variations de tempe´rature et composition entre 60 et 260 km.
La structure thermique et chimique du manteau supe´rieur sous l’Ame´rique du Nord est
e´tudie´e en fonction des unite´s tectoniques observe´es a` la surface. Les vitesses sismiques
sont principalement sensibles aux perturbations thermiques, comme le montrent la forte
corre´lation avec les mesures de flux de chaleur en surface. De plus, la re´partition des
vitesses sismiques correspond bien a` la tectonique de surface. Cependant, les variations
de tempe´rature ne peuvent pas a` elles-seules expliquer la stabilite´ des continents (Jordan,
1975). Il est donc ne´cessaire de comprendre et d’estimer l’influence des variations de
composition. Afin de de´duire simultane´ment la tempe´rature et la composition du man-
teau, des donne´es supple´mentaires et inde´pendantes sont indispensables (Forte and Perry,
2000). Dans ce chapitre, des anomalies de densite´ sont utilise´es. Ces anomalies sont
e´stime´es a` partir du facteur d’e´chelle reliant la densite´ et la vitesse, calcule´ a` l’aide de
donne´es d’anomalies de gravite´. Nos re´sultats montrent que les re´gions tectoniquement
actives (tel que la marge Ouest de l’Ame´rique du Nord) consistent en un manteau de
composition et tempe´rature proches de la moyenne sur la Terre entie`re. Par contre, les
zones cratoniques (tel que le Nord Est de l’Ame´rique du Nord) sont caracte´rise´es par
un manteau plus froid que la moyenne et appauvri en fer, ce qui soutient l’ide´e que la
force d’Archime`de ne´gative duˆe aux anomalies thermiques est compense´e par une force
d’Archime`de positive induite par les anomalies de composition. Ceci pourrait expliquer
la stabilite´ des cratons sur de longues pe´riodes ge´ologiques.
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