We consider a modi cation of a path-following infeasible-interior-point algorithm described by Wright. In the new algorithm, we attempt to improve each major iterate by reusing the coe cient matrix factors from the latest step. We show that the modi ed algorithm has similar theoretical global convergence properties to those of the earlier algorithm, while its asymptotic convergence rate can be made superquadratic by an appropriate parameter choice.
Introduction
We describe an algorithm for solving the monotone linear complementarity problem (LCP), in which we aim to nd a vector pair (x; y) with y = Mx + q; (x; y) 0; x T y = 0;
where q 2 IR n and M is an n n positive semide nite matrix. The solution set to (1) is denoted by S, while the set S c of strictly complementary solutions is de ned as S c = f(x ; y ) 2 S j x + y > 0g:
Our algorithm can be viewed as a modi ed form of Newton's method applied to the 2n 2n system y = Mx + q; x i y i = 0; i = 1; 2; ; n, in which all the iterates (x k ; y k ) are constrained to be strictly positive. For feasible starting points, this primal-dual interior-point matrix. The inner loop terminates when it fails to make signi cant progress or after I iterations, whichever comes rst. Additional complications arise because of the need to keep the iterates strictly positive and in a wide neighborhood of the central path. These requirements necessitate a certain amount of quite technical analysis, which we present in Sections 4 and 5. The global convergence and complexity analysis is identical to that of the algorithm in 18], which di ers from the present algorithm only in the lack of an improve phase. We state the relevant results, omitting most of the details, in Section 3. Some preliminary numerical results appear in Section 6.
The idea of reusing the matrix factors rst appeared in Karmarkar, Lagarias, Slutsman and Wang 3]. Mehrotra presented a practical implementation of a predictor-corrector algorithm that reuses the matrix factors in 9] and an asymptotic theoretical analysis in 8]. Mehrotra's theoretical algorithm di ers signi cantly from the practical method. It requires strict feasibility of all iterates, and it uses the Mizuno-Todd- Ye 10] predictor-corrector framework, which con nes the iterates to a narrow Euclidean-norm neighborhood of the central path and requires corrector steps (and hence extra matrix factorizations) to be performed regularly. Our algorithm achieves rapid asymptotic convergence like that described in 8] but for a wider class of problems (LCP). Moreover, our algorithm is closer to computational practice in its use of infeasible iterates and a much wider neighborhood of the central path.
In the remainder of the paper, we use IR n + to denote the nonnegative orthant in IR n . Subscripts on matrices and vectors indicate components, while superscripts on matrices and vectors and subscripts on scalars denote iteration numbers (usually k).
The Algorithm
To describe the step between successive iterates, we de ne for any vector pair (x; y) 2 IR n + IR n + the following quantities: = x T y=n; r = y ? Mx ? q; e = (1; 1; ; 1) T ; and, for any vector x 2 IR n + , X = diag(x) = diag(x 1 ; x 2 ; ; x n ):
When (x; y) = (x k ; y k ) (that is, the k-th iterate of the algorithm), we use r k , k , and X k to denote r, , and X, respectively.
During the k-th iteration of the main loop, each search direction (u; v) and step length is calculated as follows.
Given (x; y) > 0,~ 2 (0; 1),~ 2 0; 1),~ 2 0; 1), solve " M ?I 
The inequality (4b) ensures that the component-wise products x j y j approach zero at approximately the same rate. They stay in a wide neighborhood of the central path, where x j y j = for all j = 1; ; n | hence the term \path-following." The inequality (4a) ensures that when the current point is infeasible, the decrease in infeasibility krk on the current step is at least as great as the decrease in the complementarity gap , modulo a factor of (1 ?~ ).
The basic form of our algorithm, given below, is the same as the one described in In the special case I = 0, improve is vacuous and the algorithm reduces to the method of 18]. We refer the reader to that paper for the intuitive motivation behind the use of safe and fast steps. We also have the following result, which shows that the algorithm either terminates nitely at a solution of (1) or else generates an in nite sequence f(x k ; y k )g of strictly positive iterates. 
while if a fast step is taken, we have
Since the complementarity gap may be decreased further by improve, we have k+1 (6), (7), where 0 = x y 1= for some constant 0 independent of n. Then there is an integer K with K = O(n 2 log(1= ))
such that k for all k K .
Technical Results
In the remainder of the paper, we turn our attention to the latter stages of the algorithm.
We show that the algorithm eventually takes only fast steps (that is, the then branch of the main conditional statement is executed). Moreover, the improve routine eventually takes fast steps on all I of its iterations, so that a total of I + 1 fast steps is taken for each factorization of the coe cient matrix in (2) . In this section, we prove some results about the steps generated in this fast phase of the algorithm. In particular, we look at the e ects of the inexact coe cient matrix in (2) on the steps calculated within improve.
We start by de ning the two assumptions for the local convergence analysis, which will be implicitly assumed to hold throughout the remainder of the paper. Since we will apply these results to intermediate points generated by improve as well as to the main iterates (x k ; y k ), we state them in a more general form than in 18]. The proofs are, however, not a ected. Boundedness of the iteration sequence is not necessary for either result, and neither is Assumption 3. 
If in addition~ = 0, there is a constant C 6 > 0 such that
Proof. Follows from Lemma 4.2 and Theorem 4.5 of 18].
We now turn to the \approximate" fast steps computed by (2) , where (x; y) is either the current iterate (x k ; y k ) or some intermediate point generated in the call to improve at iteration k. It is obvious from the algorithm de nition that we have = x T y=n k : (12) We also assume that the point (x; y) is not too far from (x k ; y k ) in the sense that there is a constant 1 independent of k such that k(x k ? x; y k ? y)k k : (13) Later, in Theorem 5.1, we choose a particular value of that ensures that (13) is eventually satis ed by all intermediate points generated by the procedure improve. Hence, the remaining results in this section apply to all iterates visited during the improve phase.
The following result describes some characteristics of the actual search direction (u; v) calculated from (2), partly in terms of the exact search direction ( u; v) that satis es (9). Lemma 4.4 Let (x; y) be a vector pair satisfying the assumptions of Lemma 4.3 and, in addition, the properties (12) and (13) . Then if~ = 0, there are positive constants C 7 , C 8 , and C 9 independent of k and such that the following bounds are satis ed:
ku ? uk C 7 ; kv ? vk C 7 ; (14) k(u; v)k C 8 ; (15) k u N ? u N k C 9 k ; k v B ? v B k C 9 k : (16) Proof. From (2), we have that
while from (9), we have
and therefore
From (17) and (19) we obtain
Now from (13) (23) By taking the Euclidean norm of both sides of (22), and using (23), we have
Now 
Let t be a positive integer such that for de ned by = min + t?1 ( max ? min )
we have x j y j for j = 1; ; n, and suppose for this value of t that C 14
Then if a fast step is attempted from the point (x; y) with 
Now, using Lemma 4.1 and the inequalities (8), (10), (11), (14), (15) which, by de nition of C 12 , is true for in the range (27).
For the second part of the proof, we show that ( ) de ned by (3) 
However, we can use Lemma 4.1 and relations (8), (14), and (16) 
Substituting these relations in (32) and using the de nition of C 13 , we obtain n 0 ( ) ?n + C 13
It follows from (24) that the term in brackets is negative, and hence 0 ( ) 0 for all
Finally, we observe that the step length~ actually selected by the procedure will be at least as long as the upper bound of (27). Hence, using (33) When the fast branch is taken, we have t t + 1 and (x k +~ u) T (y k +~ v)=n k ; so the ratio = t decreases by a factor of at least = . The comments above ensure that the subsequent call to improve can only accentuate this decrease, so in this case we have 
Then the fast branch is taken in the main algorithm and, moreover, I fast steps are taken in the call to improve.
Proof. Existence of K 1 is guaranteed by Lemma 4.6. We choose any k K 1 . Our proof proceeds by showing rst that the step taken from (x k ; y k ) in the main algorithm is a fast step. We then prove by induction that I fast steps are taken inside the procedure improve.
Our main tool in both cases is Theorem 4.5.
For the rst part of the proof, we apply Theorem 4.5 with (x; y) = (x k ; y k ); t = t k ; = k :
Note that the point (x; y) satis es the assumptions of Lemmas 4.2 and 4.3 (by de nition of K 1 , r k , k , etc.) and the conditions (12) and (13) (1 + C 8 l ) ; i = 1; ; I:
Consider the case i = 1, that is, the rst iteration of improve. We aim to use Theorem 4.5 again, so we start by checking that the point just generated by the main algorithm satis es the assumptions of this theorem. In other words, the choices (x; y) = (x k ; y k ) + k (u; v); t = t k + 1; must be shown to satisfy these assumptions. It is easy to see that the assumptions of Lemmas 4.2 and 4.3 and the condition (12) are satis ed. To see (13) , note that the fast step just taken at iteration k of the main algorithm was computed with an exact coe cient matrix, that is, we have ( u; v) = (u; v). Hence we can apply Lemma 4.3 to deduce that
Thus the bound (40), and therefore also (13), holds for this point (x; y). The conditions (24) and x j y j clearly hold, while (25) also holds because C 14 We now consider the general iteration i of the internal loop of improve. We assume that our assertions hold for iterations 1 through i ? 1. Let (x ? ; y ? ) denote the value of (x; y) at the start of iteration i ? 1, and let (u ? ; v ? ) be the search direction calculated during this iteration, while as before (x; y) is the current point at the start of iteration i. To obtain an estimate of k(x k ; y k ) ? (x; y)k, we note by our inductive hypothesis (40) The nal inequality follows from the fact that ? i?1 k , since (x ? ; y ? ) is arrived at by taking i ? 1 fast steps (one step in the main algorithm, followed by i ? 2 iterations of the improve loop), at each of which a reduction factor of at least is achieved. We have now
shown that the bound (40) continues to hold at iteration i. It is easy to check that the remaining conditions required by Theorem 4.5 hold. We mention only (25), which holds for t = t k + i because C 14
Hence, we can apply Theorem 4.5 again to deduce that a fast step is taken at iteration i, and our result is proved.
Our nal result is to show high-order convergence of the sequence f k g to zero. We show that this convergence has a Q-order of at least I + 2, that is, for any > 0 lim sup
An equivalent characterization of the Q-order I + 2 convergence is the inequality (41) below (see Potra 13] We will assume that k is su ciently large such that k < 1. From the above, That is, for all k > J and k 2 K, 2 k J 2 J = J . This is clearly a contradiction.
Numerical Examples
We include some preliminary numerical results that compare the behavior of our algorithm with the method of 18], in which improve is vacuous (I = 0). Experience shows that fast steps usually do not occur until becomes quite small. Hence, we modify the algorithm slightly so that the fast step branch of the conditional statements in both the main algorithm and improve is not activated until 1. This modi cation does not alter any theoretical convergence properties of the algorithm.
The value of~ for the safe step at major iteration k is chosen as k = mid( min ; k = p n; max ); where mid() denotes the median of its three arguments. For safe steps in improve, we set to the constant max . Termination occurs when k 10 ?10 .
Performance of the algorithm for = :8 and various values of I is shown in Table 1 . For each data set, we noted the number of factorizations (which equals the number of iterations of the main algorithm), the number of back solves, and the total number of steps taken in the improve phase. We averaged these gures over ve sets of data to obtain the gures in Table 1 .
Clearly, the improve phase decreases the number of factorizations, which is the dominant part of the cost for all reasonable problems. When M is sparse, however, the extra backsolves and other operations required to perform each improve step are not insigni cant, so we should avoid taking an excessively large value of I. For our test problems, either I = 3 or I = 5 would seem to be reasonable. Our tests showed that any value of reasonably close to 1 gives almost identical results to our particular choice = :8.
Final Comments
We have analyzed an infeasible-interior-point algorithm that reuses matrix factors to accelerate convergence. In addition to the usual global convergence properties, the new algorithm possesses a local convergence rate of Q-order I + 2. Mehrotra 8] obtained the same convergence rate for his feasible-interior-point predictor-corrector linear programming algorithm.
Zhang and Zhang 20] analyzed an infeasible-interior-point algorithm with I = 1 that asymptotically requires only one matrix factorization per iteration. However, they only obtained Q-order 2 convergence instead of Q-order 3. The higher-order convergence rates are mainly of theoretical interest. It is di cult to observe convergence rate higher than cubic in numerical tests, even on very small problems. However, reuse of matrix factors does tend to reduce the total number of factorizations at the cost of increasing the number of back solves, as we show in our numerical results. Since matrix factorizations are usually a good deal more expensive than back substitution, the potential reduction in computational work could be signi cant for large-scale problems. For linear programming, the practical e ectiveness of reusing matrix factors is already well documented 5, 9].
