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Abstract
Digital signatures are mainly used to make the receiver believe that a document is actually sent
by the claimed sender. However, since generating digital signatures requires intensive computations,
researchers proposed batch signing systems to sign multiple documents at once while having almost
the same cost of signing one document. In this paper, we analyze how the batch formation strategies
and batch sizes impact the response time. Using simulations, we verify our analytical results obtained
under the assumption of non-bursty arrivals. We also consider bursty arrivals in our simulations. In
general, we observe that using appropriate batch sizes and strategies minimizes the response time in
all cases. The improvements are specifically significant when the arrival rate is bursty and dynamic
bach sizes are used.
Keywords: Digital signatures; Batch signing; Performance modeling
1 Introduction
In electronic commerce and many other distributed applications, it is necessary to verify that a received
message or document is actually sent by a claimed sender. This can be done by using digital signa-
tures [11, 6, 12]. For a given document Di, the sender first computes a hash value Hi and then crypto-
graphically signs this hash to generate a digital signature DS(Hi). The sender then attaches this digital
signature to the document and send it. The receiver similarly computes Hi and then checks the digital
signature if the receiver has the right key. In general, computing a hash (e.g, SHA1 or MD5) is a compu-
tationally cheap task [3]. However, computing a digital signature for each document is a computationally
intensive task due to complex mathematical operations in digital signature schemes. So, as illustrated
in Figure 1, if a dedicated server is in the charge of generating a digital signature for each document
individually, then there will be significant computational overhead. This will result in extra delays and
inefficient use of resources, particularly when the document arrival rate increases.
To cope with the intensive computations, researchers proposed batch signing systems to sign multiple
documents at once while having almost the same cost of signing one document [10, 5, 13]. Specifically,
a simple batch signing server first collects m requests/documents. As before, the server computes a
hash Hi for each document and concatenate these hashes H = H1|H2|...|Hm. Finally, the server uses
the concatenated hash to compute a digital signature DS(H). Figure 2 illustrates a server that performs
simple batch signing when m = 3. Clearly, computing one digital signature instead of computing m
digital signatures will significantly reduce the computational load on the server. However, to let the
receiver verify the digital signature, we need to also attach the concatenated hash to each document,
causing extra bandwidth overhead in the order of m∗sizeof(hash).
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Figure 1: Digital signing of each document independently.














Figure 2: Simple batch signing when m = 3.
To minimize the bandwidth overhead, researchers have proposed tree-based batch signing [10]. The
basic idea is to first compute hashes for each document as above and then create a binary tree of hashes as





Figure 3: Formation of batch tree for m = 3.
of hash computations, this would not create a significant burden on the server; thus, it can be traded
to improve bandwidth efficiency. After batch signing tree is constructed, the server only signs the root
node and attaches it to each document along with the intermediate hashes that are the sibling nodes on
the unique path from the node representing the document to the root. For example, we need to add
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Figure 4: Tree-based batch signing when m = 3.
H2 and H3 for D1 while adding only L for D3. Figure 4 illustrates a server that performs tree-based
batch signing when m = 3. As proven in [10], the number of hashes added to the document increases
as O(log2 m). So, the bandwidth overhead of tree-based signing is in the order of log2 m∗sizeof(hash).
Table 1 summarizes the computation and bandwidth overhead costs of generating and verifying digital
signatures for m documents under different signing schemes.
No Batch Simple Batch Tree-based Batch
Signing Signing Signing
Number of hashes computed m m 2m
Number of digital signatures computed m 1 1
Number of hashes checked 1 m log2 m
Number of digital signatures verified 1 1 1
Bandwidth overhead per message sizeof(hash) m∗sizeof(hash) log2 m∗sizeof(hash)
Table 1: Computation cost and bandwidth overhead for generating and verifying digital signatures for m
documents under different batch signing schemes.
In this paper our goal is to analyze the response time of batch signing, particularly we consider the
cost functions of tree-based batch signing. Since processing a batch of requests takes significantly less
amount of time than processing requests one at a time, it would be better to use larger size batches. On
the other hand, since a request has to wait until a batch is formed, it would be better to use smaller size
batches to minimize response time. Given this trade-off, it is necessary to carefully analyze the batch
formation strategies and determine the batch size so that the average response time for a signing request
is minimized. Accordingly, we model batch signing as a queueing system and analyze its response time
behavior based on the system parameters and document arrival rate. In any queuing system, the service
rate (µ) must be greater than the arrival rate (λ ); otherwise, the system will be in an instable condition
(i.e., queue will be built up and the delay will go to infinity) [1]. If λ < µ , then requests can be signed
one at a time to minimize the response time. However, when λ > µ , then we need to increase the batch
size and re-consider the underlying queuing model and other components of the response time, as done
in this paper.
In the rest of this paper, we first study the problem in case of fixed-size batches and try to analytically
determine the optimal batch size to minimize response time under the assumption that document arrival
rate is Poisson (non-bursty). Using simulations, we verify our analytical results under non-bursty arrivals.
We also consider bursty arrivals in our simulations. In addition to fixed size batch sizing, we investigate
dynamic batch sizing strategies and evaluate them using simulations under both non-bursty and bursty
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arrivals. In general, we observed similar trends regarding how batch sizing improves the response time.
The improvements are particularly significant when the arrival rate is bursty and dynamic batch signing
is used. We also study how much increase in document arrival rate and/or degradation in service rate
can be handled by batch signing. This analysis might be useful during the provisioning of the underlying
system. Finally, we conclude this paper.
2 Fixed-size Batching (FSB)
For a given batch size m ≥ 1, we can define the average response time for a request as follow:
RT (m) = f (m)+wq(m)+ s(m)+ v(m) (1)
where
• f (m) is the cost function denoting the average delay for a request to wait until a m-size batch of
signing requests is formed,
• wq(m) is the cost function denoting how much time an already formed m-size batch (and thus each
request in that batch) waits in queue to be processed,
• s(m) is the cost function denoting how much time the server spends to sign an already formed
m-size batch,
• v(m) is the cost function denoting how much time a user/client spends to verify a signature bundled
in an m-size batch.
In general, the computation required for signing and verifying a batch of m requests is mainly the same
as that of signing and verifying a single request. However, since we specifically focus on the tree-
based batching discussed in previous section, we have take into account some additional costs such as
generating 2m hashes when signing, and checking log2(m) hashes when verifying. Based on the cost
functions in Table 1, we model the cost for s(m) and v(m) as the functions of m in the forms of
s(m) = ts +2mas
and
v(m) = tv + log2(m)av,
where ts and tv are the times required to generate and verify a digital signature for a single request,
respectively; and as and av are the times for computing and checking a hash value during signing and
verification, respectively. In general, ts > tv >> as > av. Given ts, tv, as, and av, we can easily compute
s(m) and v(m).
Therefore, we next focus on f (m) and wq(m) in a batching system. To analytically compute these
components of response time, we first assume that incoming requests follow the Poisson process with
mean arrival rate λ (i.e., inter-arrival time is exponentially distributed with mean 1/λ ) while the process-
ing time is deterministically given with the service rate µ (when processed one at a time). Accordingly,
we obtain an approximate closed form expression for RT (m) and check its validity using simulations
under Poisson (i.e., non-bursty) arrivals. We also evaluate the performance of batch signing using simu-
lations under busty arrivals generated by a two-state Markov Modulated Poisson Process (MMPP).
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2.1 Stability condition










for a stable system. In addition, denumerator 1−2λas must be greater than zero so that batch size will








2.2 Computing f (m) under Non-Bursty Arrivals
Suppose the first request of a batch is arrived at time t and t = 0 without loss of generality. As illustrated
in Figure 5, the second request arrives with inter-arrival time T1, the third request arrives with inter-
arrival time T2, and so on until the mth request arrives to complete the formation of a batch. Note that
1 2 3 mm-1
T1 T2 Tm-1
Figure 5: Formation of a fixed-size batch.
T1,T2, · · · ,Tm−1 are independent and identically distributed (iid) random variables corresponding to inter-
arrival times in Poisson process. As a result, we can compute the average delay for a request during the
formation of a batch as follows:
f (m) =
E[T1]+2E[T2]+ · · ·+(m−1)E[Tm−1]
m
.








2.3 Computing wq(m) under Non-Bursty Arrivals
First we need to determine the inter-arrival times between batches and the distribution of these inter-
arrival times. Suppose a batch has been formed at time t and t = 0 without loss of generality. The next
batch will be formed when m requests arrive. In other words, the inter-arrival time between batches is
the sum of m inter-arrival times between requests, as illustrated in Figure 6. Since inter-arrival times
are independent exponential random variables with mean 1/λ and the sum of m exponential random
variables has gamma distribution (more specifically m-Erlang distribution) with parameters of α = m
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Figure 6: Inter-arrival time of fixed-size batches.
and β = λ [1, 9], we conclude that the batch inter-arrival time is an m-Erlang distributed random variable
with mean of α/β = m/λ and variance of α/β 2 = m/λ 2.
In summary, the arrival of batches has a general distribution with the rate of λbatch = λ/m and the
deterministic batch processing with the rate of µbatch = 1/s(m). To determine the average delay (wq(m))
that a batch encounters in the queue, we consider the G/G/1 queuing system. In the literature (e.g., [7]),
the researchers have provided good approximations for the average queuing delay of G/G/1 systems.















s are the coefficients of variations of batch inter-arrival and
service times, respectively. Since the inter-arrival time has m-Erlang distribution, C2a = 1/m. Since














+ s(m)+ v(m) (2)
Using this approximate formula of RT (m), we can also analytically determine the optimal batch size
(say m∗) by taking the derivative of RT (m) with respect to m and then solving RT ′(m) = 0. For this, first
let
u = λ s(m)2 = (4λa2s )m2 +(4λasts)m+(λ t2s )
and
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where
u′ = (8λa2s )m+(4λasts)
and
v′ = (4(1−2λas))m− (2λ ts).
After substituting u, u′ v, and v′ and doing some algebraic operations, it is easy to see that we will
obtain a fourth degree polynomial for RT ′(m) = 0. Unfortunately, finding roots of such a polynomial
will not be an easy task. Instead, we can use Newton’s method [4]. To solve RT ′(m) = 0, Newton’s
method has the following formula
mi+1 = mi −
RT ′(mi)
RT ′′(mi)
i = 0,1,2, . . . ,
where m0 is given as an initial guess. As seen in the above formula, Newton’s method requires us to also











where u′′ = 8λa2s and v′′ = 4(1−λas).
In our case, Newton’s method is easier than solving a forth degree polynomial and it converges
quickly since we are able to make a good guess for m0 as follows. As discussed above, for a stable
batch signing system, m > λ ts1−2λas . Accordingly, we set m0 =
λ ts
1−2λas + 1 and in a few iterations, we
determine mn as the root of RT ′(m) = 0. Note that mn might be a real number. In this case, we check
if RT (⌈mn⌉) < RT (⌊mn⌋), then set m∗ = ⌈mn⌉; otherwise, m∗ = ⌊mn⌋. For example, we obtained the
optimal batch sizes of m∗ = 7 within 6 iterations, and m∗ = 18 within 7 iterations for the two cases that
we consider during our simulations in the next subsection (see Figure 7).
2.4 Simulation Results under Non-Bursty Arrivals
To check the validity of the analytical approximation in Equation (2), we conduct several simulations. We
implemented our simulator in C language using CSIM [8] library. It simply generates signing requests
according to Poisson process with the given parameters, forms batches based on the given strategy, and
then process batches using a queuing system. We run our simulations for 100,000 requests and take
averages of their response times.
Since we observed the similar trends under many runs with different parameters, we just report two
cases as shown in Figure 7. Clearly, the figure shows that the analytical formula in Equation (2) captures
the response time behavior of a batch signing system with a slight overestimation of RT . Both simulation
and analytical results give the same optimal batch size. Using the Newton’s method described in previous
subsection, we determined that the optimal batch size for Case I is m∗ = 7 within 6 iterations, and that
for Case II is m∗ = 18 within 7 iterations.
2.5 Simulation Results under Bursty Arrivals
We extended our simulator to also generate bursty arrivals. For this we used a two-state Markov Modu-
lated Poisson Process (MMPP) with parameters λ1, λ1, r1, r2 [2]. As a doubly stochastic Poisson process,
a two-state MMPP controls the arrival rate by a continuous-time Markov chain that has two states, namely
S1 and S2. Transition intensities from S1 to S2 and from S2 to S1 are r1 and r2, respectively. In state S1,
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Figure 7: Comparison of analytical and simulation results in case of fixed-size batches under non-bursty
(Poisson) arrivals.
the arrival process follows a Poisson process with rate λ1. In state S2, the arrival process again follows a





In our simulations, we use (3) to determine the parameters of MMPP such that the same mean arrival
rate λ will be used for both non-bursty and bursty arrivals. Specifically, we use the same parameters and
constants that were used to generate bursty web traffic in [2]. Accordingly, we set r1 and r2 to 0.05 and
0.95, respectively, while setting λ1 to λ1 = 0.75λ . Then from (3), we determine λ2 as
λ2 =
(r1 + r2)λ −λ1r2
r1
In summary, λ1 is the low arrival rate and will be used 95% of the time while λ2 is the high arrival rate
and will be used 5% of the time to generate sudden bursty arrivals.






































































Figure 8: Comparison of analytical and simulation results in case of fixed-size batches under bursty
(MMPP) arrivals.
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Under the same two cases we considered before, we just changed the arrival process and obtained
the results shown in Figure 8. Clearly, the analytical formula derived based on Poisson process cannot
capture the response time behavior of a batch signing system when arrivals are bursty. However, the
general trend shows that when an appropriate batch size is selected the response time will be reduced
significantly. Also we observed that since the very large batch sizes smooths the burstiness, the analytical
formula derived based on Poisson process may closely approximate the performance behavior under
bursty arrivals.
3 Varying-size Batching (VSB)
Instead of fixed-size batching (FSB) described above, we may also use other strategies that use batches
with different sizes. We now consider what would be the best strategy in case of varying-size batches.
We mainly consider the following three varying-size batching strategies:
• Lower-bounded batching (LBB): This strategy requires a minimum batch size (e.g., MINB=3).
In other words, the server will wait at least 3 requests to come in. It will then process them. While
processing these 3 requests, 10 more requests might come in. When the server is done with these
3 requests, it can process all of the 10 requests in the next batch and so on. In general, the batch
size will vary in the range [MINB, ∞).
• Upper-bounded batching (UBB): This strategy puts a maximum limit on the batch size (e.g.,
MAXB=20) and processes any batch that is smaller than MAXB. For example, suppose the server
founds 10 requests when it gets idle, then it starts processing these 10. While processing these 10,
the server may receive 30 requests. In this case, the server takes the first 20 in a batch and process
them while the other 10 is waiting in queue. Thus, the batch size in this case will vary in the range
[1,MAXB].
• Lower and Upper-bounded batching (LUBB): This strategy is the combination of the previous
two strategies. It simply maintains MINB and MAXB, and process any batch that has the size in
the range [MINB, MAXB].
Unfortunately, it is very difficult if not impossible to obtain analytical models in case of varying
batch sizes. Therefore, we mainly use simulations for analyzing and comparing these strategies under
both non-bursty and bursty arrivals.
3.1 Simulation Results
We extended our simulator to handle varying batch sizes. We again consider the same two cases under
the non-bursty and bursty arrivals as described before. Figures 9 and 10 show the simulation results
for varying size batches under non-bursty arrivals for Case-I and Case-II, respectively. Similarly, Fig-
ures 11 and 12 show the simulation results for varying size batches under bursty arrivals for Case-I and
Case-II, respectively.
In all these figures, part (a) presents the average response times for fixed-size batching (FSB), LBB,
and UBB. In all cases, both LBB and UBB give better response time (RT) than FSB as long as the MINB
in LBB is less than the optimal batch size found for FSB, and MAXB in UBB is greater than the optimal
batch size found for FSB.
Part (b) presents the average batch size for FSB, LBB, and UBB. For FSB, the average batch size
naturally increases as the fixed batch size (m) increases. LBB uses the batch sizes within the range
[MINB= m, ∞). As long as MINB is less than the optimal batch size in FSB, LBB strategy is able to
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Figure 9: Case-I: Comparison of strategies using varying size batches under non-bursty (Poisson) ar-
rivals.
adjust the batch size and operate around the optimal point in terms of both average batch size as well as
the average response time as seen in part (a). When MINB is increased beyond the optimal batch size
in FSB, the average batch size as well as the average response time as seen in part (a) keep increasing.
UBB uses the batch sizes within the range [1, MAXB= m]. So UBB is also able to adjust the batch size
and operate around the optimal point as long as the MAXB is greater than the optimal batch size in FSB.
If MAXB is less than the optimal batch size in FSB, then the system cannot be stable and the average
response time will be significant as seen in part (a).
Part (c) and (d) present the average response time and average batch size for LUBB, which uses the
batch sizes within the range [MINB, MAXB] as the combination of both LBB and UBB. So when MINB
is 1, LUBB is the same as UBB. Increasing MINB does not cause any significant change in response
time. Actually, when we zoom in the figures in part (c), we see that a small value for MINB (e.g., 2 or 3)
may give better results. This is due to fact that the batch signing system is now able to better deal with
the random fluctuations in the arrival rate of signing requests by jointly minimizing the batch formation
delay and queuing delay. However, increasing MINB beyond 3 usually causes slight increase in response
time. Moreover, increasing MINB naturally increases the average batch size as seen in part (d). As a
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Figure 10: Case-II: Comparison of strategies using varying size batches under non-bursty (Poisson)
arrivals.
result, to get the best performance, we need to use LUBB with smaller values of MINB along with an
appropriate MAXB that should be greater than the optimal batch size in FSB.
In summary, the varying-size batching techniques allow the server to adjust the batch size and operate
around the optimal point in terms of both the average response time and average batch size. For example,
we can simply use LBB with a small value of MINB. Even though LBB provides good performance on
average, it has no upper limit on the maximum batch size. In some case, it might be necessary to have
an upper limit on the maximum batch size (e.g., to limit bandwidth overhead for each document). In that
case, we can use LUBB with small MINB and an appropriate MAXB. As the above simulation results
show that limiting MAXB will not significantly affect the performance as long as MAXB is greater than
the optimal batch size in FSB. In this regard, our analysis in previous section may help to determine
appropriate values for MAXB based on the expected load and system parameters. LUBB then adjust the
actual batch size on the fly and give the best performance.
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Figure 11: Case-I: Comparison of strategies using varying size batches under bursty (MMPP) arrivals.
4 Impact of Arrival Rate Increase
As discussed and analyzed in previous sections, batch signing is necessary when arrival rate (λ ) is greater
than the service rate (µ). We are now interested in how much increase in arrival rate can be tolerated by
the batch signing.
Suppose the arrival rate increases from λ to λnew = aλ , a > 1. Clearly, we can use our previous
analysis with λnew and determine the new optimal batch size that minimizes the new average response
time (RT), which naturally increases as a increases. Here we are specifically interested in how much
increase the signing system can tolerate. The answer depends on wether we want to have (i) a stable
system with arbitrary (but finite) response time, or (ii) a stable system with some upper bound on response
time. For the first design option, we need to determine the maximum value of a while making sure that
the system is still stable (e.g., average response delay might be large but it will be finite).
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Figure 12: Case-II: Comparison of strategies using varying size batches under bursty (MMPP) arrivals.
















For the two cases that we considered in Figure 7, the upper bounds on a will be 6.25 and 2, respectively.
As long as the new arrival rate is less than 6.25 times the original arrival rate in Case-I and 2 times in
Case-II, then the batch signing system will be stable by selecting an appropriate batch size by using our
analysis in previous sections. For example, Figure 13 shows the response time behavior of the batch
signing system and the optimal batch size under different values of a for the Case-I and Case-II we
considered before.
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Figure 13: Performance of batch signing when arrival rate increases.
For the second design option (i.e., a stable system with some upper bound on response time), we
need to (i) replace λ with λnew = aλ in our previous RT (m) formula and (ii) determine the maximum
value of a and the value of m∗ such that RT (m∗) is less than the given upper bound denoted by MAXrt on
the response time. This will require us to first symbolically solve RT ′(m) = 0 and obtain m∗ as a function
of a, and then find maximum a that satisfies RT (m∗) < MAXrt. As we discussed before, since there is
no closed form solution for RT ′(m) = 0, it will be difficult to compute an analytical upper bound on a
for a given MAXrt. However, we can numerically determine the upper bound on a by using the binary
search in the range [1, 12λas ].
5 Impact of Service Rate Degradation
Suppose that the server experiences some performance degradation and thus spends snew = γs(m) unit
of time to process signing requests, where γ > 1. Clearly, we can use our previous analysis with snew
instead of s(m) and determine the new optimal batch size that minimizes the average response time (RT),
which naturally increases as γ increases.
In Figure 14 we illustrate how much performance degradation at the server can be tolerated by in-
creasing the batch size for the same two cases we studied before. Specifically, we consider 20% and 40%
degradation and thus set γ to 1.2 and γ to 1.4, respectively. From Figure 14, it is easy to see that when γ
increases, we need to increase the batch size so that the system will be in stable condition. Depending on
the value of γ , the optimal batch size can be analytically determined by simply modifying the formulas
we provided before.
6 Conclusions
In this paper we analyzed the performance characteristics of batch signing. We first described how
to analytically determine the optimal batch size to minimize response time under non-bursty (Poisson)
arrivals. We then verified our analytical results via simulations. We also considered bursty arrivals in
our simulations. In general, we observed that using very large or small batch sizes increase the average
response time and cause instabilities under both non-bursty and bursty arrivals. So we need to carefully
select the batch size based on the system parameters and load. However, since the load may not be known
in advance, it will be really a challenge to pick an optimal fixed batch size.
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Figure 14: Performance of batch signing under performance degradation at the server.
Accordingly, we considered varying-size batch signing strategies that can dynamically adjust the
batch size. Fortunately, our results showed that varying-size batch signing strategies can adjust the batch
size on the fly and provide the best performance. Specifically, we recommend to use LBB with a small
value of MINB. Even though LBB provides good performance on average, it has no upper limit on the
maximum batch size. If needed, we can limit the maximum batch size by using LUBB with a small
MINB and an appropriate MAXB. We need to make sure that MAXB for LUBB is set to a value that is
at least greater than the optimal fixed batch size found using our analysis. So the analytical results help
us to determine certain parameters of varying-size batch signing strategies based on the expected system
parameters and load.
Finally, we also analyzed how much increase in arrival rate or degradation in service rate can be
tolerated by a batch signing system. This analysis would be useful when provisioning a batch signing
systems with the desired level of robustness under various parameters, loads and attacks.
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