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Introduction
Recently many results have been proved on the qualitative behavior of the scalar balance law where (x; t) 2 R R + , u = u(x; t) 2 
R ( 1]-3], 6], 7], 13]-18], 21]-23]). These results
wanted to explain the new asymptotic patterns appearing in (1.1) when considering it as a conservation law with an additional source term. Since the aim was to observe the new features introduced by this term, it has been given a large freedom in the choice of g. On the contrary the ux function f was usually supposed regular and strictly convex. At most it has been allowed to f to have one or two change of convexity ( 4] , 15] , 22]). The convexity hypothesis is strong. Indeed it implies an ordering property on propagation speeds of characteristic curves, due to the fact that f 0 is increasing. In 22] it is explicitly showed that this hypothesis is too restrictive to understand the behavior in the general case. In fact it is proved that, for a case in which the ux is C 1 and has two changes of convexity, the solution of a Riemann problem for (1.1) is discontinuous until a nite time, and then remains continuous for any larger time; on the contrary in 1] it is proved that in the regular convex case, when a discontinuity comes into view, it cannot disappear. This leads to expect di erent behaviors in the qualitative analysis of (1.1) with weaker convexity assumptions.
The aim of the present paper is exactly to allow more freedom in the choice of the function f. In particular with our hypotheses the ux f can have the following properties: netely many in ection points, intervals in which it is an a ne function and corner points. Therefore the class of possible uxes is widely enlarged with respect to previous results. Precise assumptions on f will be given later (see Section 2) .
The main tool in the convex case is the technique of generalized characteristics ( 1]-2]). When f has one in ection point the technique can be still adapted, but it becomes quite complicated ( 4] ). In the case with two (or more) changes of convexity, there is no available extension of this tool to our knowledge.
On the contrary our approach applies to more general cases. The main di erence is the following. Generalized characteristics gives an \almost explicit" representation of the solution at any time; then information on asymptotic behaviour can be extracted. Instead the method used in this work constists in constructing the expected large-time pro le of the solution (looking for entropy travelling waves of the problem) and then, by a huge use of comparison principle for entropy solutions, in proving the convergence to the given pro le.
We suppose that the function g has two zeros, and is positive in between. The role of the term g can be easily understood by considering solutions of (1.1) independent of the space variable x. The evolution is governed by the ordinary di erential equation Every s 2 R, such that g(s) = 0, is a constant solution of (1.1). The stability character of such solutions (with respect to equation (1.2)) depends on the sign of g near s. In our case the smaller zero is unstable, while the other is stable.
Qualitative analysis of equation (1.1) should give information on the evolution of solutions when the reactive phenomenon, above sketched, is coupled with the convective mechanism of transport of the quantity u, represented by the ux function f. We will refer to this kind of equations as reaction{convection equations (RC).
Similar studies had been made for a very long time for reaction{di usion equations (RD), both for scalar case and for systems (see 24] and references therein). On the contrary, to our knowledge, the qualitative analysis of hyperbolic systems with a nondissipative reaction term is still at the starting point.
In the scalar case RD and RC equations have some features in common. Both problems present the same property concerning heteroclinic travelling waves: once xed the asymptotic states of the wave, there is a limiting speed, say c 0 , such that there is existence of travelling fronts if and only if the speed belongs either to (?1; c 0 ], or to c 0 ; +1), depending on the asymptotic states.
In 8] it was proved that the solution to a Riemann Problem for an RD equation converges (in a certain sense) to a travelling pro le with limiting speed. In this work we prove an analogous result (Theorem 2.4) for RC equations.
Note that similar result on existence of travelling waves can be proved in the case of the simultaneous presence of reaction, di usion and convection (RDC equations). It would be interesting, both from a mathematical and from an applicative point of view, to give a more complete analysis for this problem, for example concerning the large time behavior of solutions. Some new results on the subject are contained in 5]. Now we give a sketch of the new results contained in this work. The precise statements will be given in Section 2.
A typical question we want to answer is the following. Let us consider an initial datum for the Cauchy problem for (1.1) of Riemann type, with the two constant values given by the two constant solution of (1.1). How do these two di erent values of u interact? That is: which is the behavior of the solution as time increases?
Following the results of the convex case, we look for the possible asymptotic pro les as heteroclinic travelling waves solutions of (1.1). We prove that there exists an extremal speed such that this kind of fronts exists if and only if the speed is either greater than or smaller than this extremal value. Moreover we exhibit the existence of such waves in a constructive way. This permits us to have precise results on regularity and on the structure of jump sets of the pro les.
Then we turn our attention to the large{time behavior. We prove, by the construction of an opportune family of entropy super-and subsolution of (1.1), the convergence of the solution of Riemann problem to the travelling wave with the extremal speed.
The plan of the paper is the following. In Section 2, we give the precise assumptions on the function f and g and the statements of the main results.
Section 3 concernes with entropy travelling waves for (1.1). In order to prove uniqueness of such pro les with a given speed, we need some results on entropy solution of ordinary di erential equations. Then we prove the existence for opportune choices of speed.
The content of Section 4 is the asymptotic behavior of solutions. We construct some useful supersolution by joining together di erent entropy solution of (1.1). Results on large-time pro les are consequences of comparison results.
Mathematical Framework and Results
We consider the Cauchy problem Here u is a real valued function of the variables (x; t). The initial data u 0 will be chosen with range in 0; 1], therefore, by comparison principle, the solutions to (2.1) will have the same property. This allows us to give assumptions on f and g just in the interval 0; 1].
On the function f and g we make the following hypotheses: The proof of Theorem 2.2 is constructive. Thus, as a byproduct, we obtain a result concerning the structure and the regularity of the waves. As stated below, there is a critical speed separating continuous pro les from discontinuous ones. Now we want to examine the qualitative behavior of entropy solutions of (2.1).
In particular we want to analyze interaction between the two constant solutions of (1.1). To this aim, we consider the Riemann initial datum, given by Note that if f is twice di erentiable at 0, g 0 (0) exists and is not zero, then assumption (H) is satis ed. As stated in Theorem 2.3, (H) holds if and only if the wave with speed c has support bounded from below.
In the convex case, since
is increasing, c = f 0 (0) = 0. This is exactly the speed of the limiting pro le of the solutions to the Riemann problem in that case. The following result shows that the same behavior holds also in the non-convex case.
Theorem 2.4. Assume (F) , (G) and (H). Let u R = u R (x; t) be the entropy solution of problem (2.1) with u 0 given by (2.6) and = ( ) be the travelling pro le for (1.1) with asymptotic states ? = 0; + = 1, speed c and supp = 0; +1).
Then, for any " > 0, there exists a set N " such that (i) meas N " < ", ( Hypothesis (H) is necessary in order to have (2.7). In fact we can also prove that if (H) does not hold, then the solution of problem (2.1), (2.6) converges to zero uniformly in subsets of R bounded from above. The precise statement is the following. Hence if 0, as a zero of g, is \strong" (i.e. its multiplicity is large) and the speed of propagation of small values of u, given by f 0 , is \large", (i.e. the multiplicity of 0 as zero of f 0 is small) then we cannot expect convergence to a travelling wave, but to zero, since the convective term rapidly moves small values of u to the right. We conclude this Section giving some remarks on the multidimensional case. As noted in 25], the analysis of multi-dimensional scalar conservation laws immediately leads to consider the nonconvex case for one-dimensional equations. Indeed let us consider the scalar equation where the dot represents the usual scalar product in R N .
In order to study asymptotic behavior, it is natural to look for planar travelling waves of (2.9), i.e. solutions of the form u(x; t) = (k x ? ct) (c 2 R); Thus the existence problem of travelling pro les for (2.9) is the same of the one-dimensional equation
Hence no convexity assumptions on the functions F i can lead to convexity properties of the function f given by (2.12).
Our results on existence of entropy travelling waves can be easily applied to obtain existence of planar travelling waves for the multi-dimensional case for any direction k such that the function f, de ned in (2.12), satis es (F).
The critical speed obviously depends on k, and precisely is given by Now we turn our attention to the large-time behavior of the solution to the Riemann problem (2.9), (2.10). The simmetry of the initial data suggests to construct the solution as follows. Let u R be the solution of the one-dimensional Cauchy problem
v(x; 0) = 0 x < 0; 1 x > 0; with f as in (2.12). It is easy to see that the unique entropy solution of (2.9), (2.10), say u k = u k (x; t) can be written as u k (x; t) = u R (k x;t):
Applying the results on convergence to travelling pro les of u R , we get the convergence of the solution u k to the travelling planar wave with pro le with speed c k and supp = 0; +1).
Entropy Travelling Waves
In this section we want to estabilish some results on the existence and the local structure of entropy travelling waves for (1.1). This leads to consider possibly discontinuous solutions to ordinary di erential equations satisfying Rankine{Hugoniot and Oleinik conditions at the jump points. Precisely, the pro le of a travelling wave is such that An entropy solution of (3.1) de nes locally an entropy solution of (1.1) by (3.2) u(x; t):= (x ? ct) for x ? ct 2 I ( 0 ):
Conversely, if u is a piecewise smooth entropy solution of (1.1) of the form (3.2), then is an entropy solution of (3.1).
In the following Lemma, we assume g > 0. As showed by the following results, this hypothesis guarantees uniqueness of solution in some cases. We will apply these properties to obtain uniqueness of pro les of travelling waves.
It follows at once from the classical theory for ordinary di erential equations that there exists locally a unique classical solution of (3.1) such that ( 0 ) = 0 if f 0 ( 0 ) 6 = c ( 0 2 R). A detailed analysis of the integral curves of (3.1) shows that, if f 0 ( 0 ) = c, there is no local solution to the same problem. Thus the possibility to have global solution is due to the fact that it can be discontinuous. The main idea in the construction of the travelling wave is to substitute the ux function f with the function f c . The monotonicity of f c (s)?cs permit us to construct the inverse of the pro le of the wave. This function turns to be regular and monotone, thus, after an inversion, it gives the desired travelling wave.
To have a better understanding of the regularity of the wave and of the structure of the set of jumps, we need some more informations on f c . Since f c is the supremum in the class F c , we derive that f c h. a.e. in R R + :
Since we want to construct some explicit supersolution u of (1.1), we proceed on by considering some additional assumptions on the function u.
First of all, let u = u(x; t) be a classical C Let be the unique entropy travelling wave with asymptotic states ? = 0, + = 1, speed c and supp = 0; +1). We de ne, locally in time, a family of supersolutions with the above structure, where is an a ne function. We set This immediately leads to (4.5) .
To complete the proof we have to show that, under the assumptions of Proposition 4.3, T = T (y; k) > 0. We do this by proving that if c < k < K( (y)), then there exists On the contrary there is a decreasing sequence ft n g such that lim n!+1 t n = 0 and K( t n ) k 8n:
From the de nition of K (see (4.4)), we get that there is a subsequence of ft n g (for simplicity we again denote it by ft n g) such that either (4.6) f 0
for some n > t n .
If (4.6) holds, as n ! +1, we obtain the following contradiction Let c < k 1 < k 2 < K( (y)). Then we obtain T k 2 T k 1 and
Now suppose y be such that 2 C 1 ( y; +1)). If there is k > c such that T (y; k) = +1, the conclusion follows from (4.10) by de ning k := supfk > c : T (y; k) = +1g.
Suppose that T (y; k) < +1 for any k > c . We show that in this case f 0 (1) = c . For any k there exist t k < T (y; k) and k < t k such that and would be discontinuous. This contradicts the hypothesis on . Thus 1 = 1.
Moreover from (4.13) with s = 1, and passing to the limit, we get c f 0 (1). Since is C In the second case, we get lim k!c + T (y; k) = 0; from which we deduce T (y; k) = 0 for any k. This contradicts the positivity of T (y; k), stated in Proposition 4.3. Hence T = +1. Proof of Theorem 2.4. We construct an opportune set of supersolutions of the type (4.5).
Let and k be such that 0 < < i+1 ? i and c < k < K( ( i + )) i = 1; : : : ; N:
Next we de ne T j + t) V n (x; t) a.e. in R; 8t 2 0; T n ]:
Moreover, since u R 0 (x) (x), (4.16) (x ? c t) u R (x; t) a.e. in R; 8t 2 0; +1):
Given " > 0, let us set for any t > t 0 .
If T n = +1, passing to the limit as t ! +1, we get the conclusion. In the case T n < +1 for any k < c , the same estimate follows from Lemma 4.4. In fact it implies lim k!c + y T N = +1: Thus we can choose k su ciently close to c in such a way that (4.18) The proof is complete.
To conclude we prove Theorem 2.5. Proof of Theorem 2.5. By assumptions, we get c = 0 and f 0 strictly increasing in 0; a 1 ].
Then there exists " 0 2 (0; a 1 ) such that for any " 2 (0; " 0 ), there is h " 2 (0; f 0 (")) such that (4.20) f(s) > f(") + h " (s ? ") 8s > ": In fact suppose by contradiction that for any > 0 there exists " 2 (0; ) such that for any h 2 (0; f 0 (")) there is s h;" such that Let h n be a sequence converging to zero as n ! +1, and let s n : = s h n ;" . Then (taking a subsequence if needed) s n converges to some s " a 1 as n ! +1. For such an s " we deduce from (4.21) f(s " ) = f(");
with " 2 (0; ), s " a 1 . Letting ! 0, we deduce that there exists s 0 a 1 such that f(s 0 ) = f(0), that contradicts the hypothesis. Therefore (4.20) holds.
