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Abstract: Mendelian randomization studies commonly focus on elderly 
populations. This makes the instrumental variables analysis of such stud-
ies sensitive to survivor bias, a type of selection bias. A particular con-
cern is that the instrumental variable conditions, even when valid for the 
source population, may be violated for the selective population of indi-
viduals who survive the onset of the study. This is potentially very damag-
ing because Mendelian randomization studies are known to be sensitive 
to bias due to even minor violations of the instrumental variable condi-
tions. Interestingly, the instrumental variable conditions continue to hold 
within certain risk sets of individuals who are still alive at a given age 
when the instrument and unmeasured confounders exert additive effects 
on the exposure, and moreover, the exposure and unmeasured confound-
ers exert additive effects on the hazard of death. In this article, we will 
exploit this property to derive a two-stage instrumental variable estima-
tor for the effect of exposure on mortality, which is insulated against the 
above described selection bias under these additivity assumptions.
Keywords: Instrumental variable; Left truncation; Mendelian ran-
domization; Selection bias; Survivor bias
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Mendelian randomization studies commonly focus on elderly populations (see, e.g., Kumari et al,1  Mukherjee 
et al,2 and Hamad et al3). The higher rate at which events (e.g., 
death) occur in such populations makes meaningful power 
levels achievable, without the need for excessive sample 
sizes. However, the occurrence of events prior to study onset 
also precludes individuals from entering the study, thereby, 
inducing a potential for survivor bias, a type of selection bias. 
For Mendelian randomization studies, this would mean that 
the distribution of genotype data in such population is differ-
ent from the source population (say, newborns). This in turn 
may violate the assumptions on which a Mendelian random-
ization analysis rests.4,5 In particular, when survival up to the 
study onset—and thus selection into the study—is affected 
by the genetic instrument (via the exposure) as well as by the 
unmeasured confounders, then the genetic instrument may 
end up being associated with the unmeasured confounders in 
the selected sample. This may in turn bias instrumental vari-
able estimators obtained from such analysis. Although this 
dependence between the genetic instruments and the unmea-
sured confounders is arguably weak, even mild violations 
of the instrumental variables assumptions are known to be 
detrimental in Mendelian randomization analyses where the 
genetic instruments are typically weak.6,7 Recent simulation 
studies and theoretical results have indeed highlighted that 
small influences on selection into Mendelian randomization 
studies can yield misleading results8 and that the degree of 
selection bias is roughly independent of the strength of the 
instrument.5
Interestingly, one exception occurs when the instru-
ment and unmeasured confounders exert additive effects 
on the exposure, and moreover, the exposure and unmea-
sured confounders exert additive effects on the hazard of 
death (as opposed to multiplicative effects, which are com-
monly assumed by Cox models). In that case, the instru-
ment remains independent of the unmeasured confounders 
in each time-specific risk set (composed of individuals who 
are still alive at a given age), thereby maintaining the valid-
ity of the instrumental variables assumptions across all risk 
sets.5 In this article, we will propose a simple two-stage esti-
mator of the effect of exposure on mortality that exploits 
these extended “risk-set-specific” instrumental variables 
assumptions and is thereby insulated against the suggested 
selection bias. We will moreover discuss limitations of the 
proposal.
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SURVIVOR BIAS
To understand the problem of survivor bias, let us first 
consider the plausibility of the key instrumental variables 
condition that the genetic instrument Z  is independent of the 
unmeasured confounders U  in the study population. Even 
when valid in a population of newborns, as may be (partly) 
the result of Mendelian transmission, it need not be satisfied 
in elderly populations on which selective pressures may have 
been acting. To gain insight on how such selective pressures 
may render this condition invalid, we will therefore first study 
a prospective study design in which the target population is 
clearly defined. We will next return to the analysis of the more 
standard Mendelian randomization design.
A prospective design might recruit, over the next cou-
ple of years, newborns according to some random sampling 
scheme. For instance, it may prescribe randomly sampling 100 
newborns in each of the next 5 years. The chosen sampling 
scheme should obviously target the population that we intend 
to study; assume that it results in a random sample of n  sub-
jects (here, n = 500 ) from the target population.
Suppose now that a given time (e.g., 60 years) from now, 
data collection will take place. Let T0  denote the time from birth 
to the onset of the study. Note that its distribution is completely 
determined by the chosen sampling scheme. For instance, in the 
above example, we roughly expect 100 T0  values uniformly 
distributed over the interval [59,60] , 100 T0  values uniformly 
distributed over the interval [58,59] , ..., and 100 T0  values uni-
formly distributed over the interval [55,56] . A Mendelian ran-
domization study will now restrict data collection of the genetic 
instrument Z , the exposure A , and the outcome Y  to those indi-
viduals who survive the onset of the study (i.e., for whom T T> 0). 
The resulting sample is selective, and conclusions based on it 
may not generalize well to the intended study population. More-
over, the key instrumental variables assumption that Z  is inde-
pendent of U , even when valid in the study population, may be 
violated within the selected sample of individuals with T T> 0 . 
This happens when survival is associated with the instrument, 
as can be seen from the (simplified) data-generating mechanism 
visualized in the causal diagram of Figure 1. Here, restriction 
of the analysis to survivors is tantamount to conditioning on a 
descendant S  of the collider A  on the path Z A U→ ← . 
Although the degree of violation is likely minor, the potential for 
bias is large because of the susceptibility of instrumental variable 
estimators to bias when the instruments are weak.
For instance, for a continuous outcome Y  and arbi-
trary exposure A , two-stage least-squares estimators based 
on a random sample from the study population are known to 
deliver an unbiased estimator (in large samples) of the expo-
sure effect ψ  in model9
 E Y A U Z A U( | , , ) = .ψ +  (1)
By restricting the analysis (and the model) to individuals who 
survive the onset of the study, the two-stage least-squares esti-
mator becomes the ratio of the empirical covariance between 
Z  and Y  in the selected sample, over the empirical covari-
ance between Z  and A  in the selected sample:
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where the sum is running across all sample participants 
who—by design—have T Ti i> 0 ; here, E Z T Tn i i i( | > )0  refers 
to the (sample) average of the instrument in individuals who 
survived onset of the study. It is readily verified (upon substi-
tuting Yi  by its mean ψ A Ui i+  in the above expression) that 
this standard two-stage least-squares estimator of the expo-
sure effect ψ  is not unbiased (even in large samples) when 
the instrumental variables conditions are violated in the sub-
set of individuals who survive the study onset (i.e., when Z  
depends on U  in those individuals). Indeed, on average (in 
large samples), the estimator equals
ψ + ( )( )
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where the second term captures the estimator’s bias. This bias 
is generally non-zero because the dependence between the 
instrument and the confounders in the selected sample gener-
ally renders Z  dependent on U  in the selected individuals, 
thereby, resulting in a non-zero covariance.
In the case of a time-to-event outcome T , Tchetgen 
Tchetgen et al10 propose a two-stage estimator for the effect of 
exposure on the event time. It is obtained by linearly regressing 
the exposure on the instrumental variable in a first stage and 
then regressing the survival time on the predicted exposure 
under an additive hazard model in a second stage. Assuming 
a random sample from the study population is available and 
moreover making the location shift assumption that
 A Z= ,0 1α α+ + ∆  (2)
where ∆  is a mean zero residual error independent of Z , 
conditional on U , they show that their two-stage estimator is 
an unbiased estimator (in large samples) of the exposure effect 
ψ  in the additive hazard model
 λ ψ ω( | , , ) = ( , );t A Z U A t U+  (3)
FIGURE 1. Causal diagram with genetic instrument Z , expo-
sure A , unmeasured confounders U , time to death T , and 
an indicator S  of selection into the study (coded 1 if T T> 0  
and 0 otherwise).
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here, λ( | , , )t A Z U  is the hazard function of T  evaluated at t , 
conditional on exposure A , instrumental variables Z , and 
unmeasured confounders U . They find this to be the case 
regardless of the dependence ω( , )t U  of the hazard on time 
and on the unmeasured confounder. Unfortunately, as before, 
this two-stage estimator is also not generally unbiased when 
restricting the analysis to individuals who survive the onset of 
the study.
ADJUSTING FOR SURVIVOR BIAS
Validity of the two-stage estimator of Tchetgen Tchet-
gen et al10 requires that the following three conditions hold in 
addition to the instrumental variables conditions: (a) that the 
additive hazard model in expression 3 is correctly specified at 
all times t  at which study participants may be observed to be 
at risk; (b) that the location shift assumption in expression 2 
holds; and (c) that
 Z U T Ti i i i⊥⊥ | < ,0  (4)
where the notation A B C⊥⊥ |  for arbitrary variables A , 
B , and C  indicates that A  and B  are independent among 
individuals with a given (arbitrary) level of C . Unless 
exposure does not affect survival, assumption (c) is gener-
ally violated. Interestingly, however, when the allele fre-
quencies are the same across birth cohorts (so that Z  is 
independent of T0 ), then the instrumental variable condi-
tion that Z  is independent of U  in the study population 
along with (a) and (b) implies5 that the instrument and 
unmeasured confounders are independent within study par-
ticipants who are observed to be at risk at a given, arbitrary 
time t > 0 , that is,
 Z U T t Ti i i i⊥⊥ ≤| < .0  (5)
The independence 4 is likely to fail even when 5 is satisfied 
(see the Appendix). Below, we will therefore develop a two-
stage estimator that invokes assumption 5 instead of 4.
In particular, in the first stage, we propose to regress 
at each time t , with t  running over all observed entry times 
(T0 ) and all observed death times (T ), the exposure A  lin-
early on the instrumental variable within study participants 
who have entered the study by the considered time t , but are 
still alive at that time. That is, we propose to fit model
E A T t T Z t t Z( | < , ) = ( ) ( ) ,0 0 1≤ +α α
using ordinary least squares; here, the coefficients α0 ( )t  
and α1( )t  are denoted as functions of time because we con-
sider fitting the above model for each observed event time 
separately. Let M t t t Z( ) = ( ) ( )0 1α α+  be the fitted value 
from this model for the given time t . Next, in a second 
stage, we fit the additive hazards model with time-varying 
covariate M t( ) :
λ ψ θ( | ) = ( ) ( ),t M M t t+
to infer the exposure effect ψ  under model (3) (for the study 
population with T T> 0 ). Here, we leave the hazard’s depen-
dence on time, θ( )t , unrestricted, which can be done as shown 
in the R code of eAppendix B; http://links.lww.com/EDE/
B346. This two-stage estimator was also briefly mentioned in 
the discussion of Tchetgen Tchetgen et al.10 Our main contri-
bution in this article is to show that the two-stage estimator 
is unbiased (in large samples) under assumption (5), despite 
the selective nature of the sample (see eAppendix A; http://
links.lww.com/EDE/B346). This is so, even when the first-
stage model is misspecified at each time. This robustness is 
important as it would be unlikely to believe that these first-
stage models can be correctly specified at all times t , in par-
ticular when the exposure is dichotomous. To acknowledge 
the uncertainty in the fitted values M t( )  from the first-stage 
regression, we recommend that confidence intervals for ψ  be 
based on the nonparametric bootstrap. When the event time is 
censored, then provided that censoring is noninformative and 
independent of exposure and instrumental variables, the above 
results continue to hold upon redefining T  to be the event 
time or the censoring time, whichever comes first.
The strength of our proposal is that it does not require 
modeling assumptions in addition to the additivity assump-
tions (a) and (b) required under random sampling, apart from 
the weak assumption that the allele frequencies are the same 
across birth cohorts. These additivity assumptions may well 
be violated, however. The crucial assumption in (a) is that the 
exposure and unmeasured confounders do not interact in their 
effect on the hazard of death. This is equivalent to the assump-
tion that the exposure and unmeasured confounders exert 
multiplicative effects on the survival probabilities at each 
time. Such no-interaction assumptions, which are subsumed 
by most instrumental variable methods,9 must be judged on 
subject-matter grounds. The location shift assumption in (b) is 
satisfied for continuous, homoscedastic exposures that receive 
additive effects of instrument and unmeasured confounders 
but not generally for dichotomous exposures. It is generally a 
strong assumption but may form a good approximation when 
the instrument is weak (see Appendix), for then the magnitude 
of ∆  is primarily driven by U . Simulation studies in Vanstee-
landt et al5 indeed revealed little sensitivity to violation of 
this assumption when the exposure is dichotomous. In the 
Appendix, we moreover provide a tool that allows to partially 
verify the location shift assumption. In particular, we show 
that evidence of a dependence of ∆  in expression 2 on Z  is 
suggestive of a violation of the location shift assumption, and 
we propose a strategy for assessing such dependence. Finally, 
note that, even when assumptions (a) or (b) are violated, the 
independence in expression 5 is guaranteed to hold at those 
times t  prior to which the exposure has no effect on survival5 
(when Z  is an instrumental variable that has the same distri-
bution across birth cohorts).
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EMPIRICAL ILLUSTRATION
We investigate the relationship between diabetes melli-
tus type 2 and mortality using data from the Health and Retire-
ment Study, a representative sample of persons aged 50 years 
or older and their spouses in the United States.10 Selection 
bias is a real concern in this case study given that according to 
the most recent data from the Centers for Disease Control and 
Prevention, mortality among the 18+ population is on average 
1.5 times higher than in the general population. If combined 
with the life table from the year 2008 to the year of blood 
draw in the Health and retirement Study, this translates into 
8% higher mortality rate till 65 years of age. This means that 
if we considered the general population at birth as our target 
population, only 3/4 of all people with diabetes were still alive 
at the age of sampling compared to 4/5 of all non-diabetic 
people.
We used data from the Health and Retirement Study, a 
cohort initiated in 1992 representative of the US 50+ popula-
tion and their spouses. The same data were used in earlier 
publications10 to investigate the causal association between 
diabetes and mortality. The current analysis was determined 
exempt by the institutional review Board at the University 
of California, San Francisco. Genetic data were available for 
8446 non-Hispanic white persons with self-reported diabe-
tes status at the time of blood draw. The average follow-up 
time was 4.10 years during which we observed a total of 644 
deaths over 34,055 person-years. To illustrate the effect of 
survivor bias due to selection into the study, we operational-
ized follow-up time as the interval between age at blood draw 
(start time) and age at death (end time). As a genetic instru-
ment, we used a polygenic risk score that combined the exter-
nal evidence on the association between 39 single nucleotide 
polymorphisms (SNPs) and type 2 diabetes by summing the 
products of each individual SNP allele count with the corre-
sponding effect size measure in log odds ratio [log(OR)] from 
the external genome-wide association study transformed to 
the probability of being a diabetic as in Walter et al.11 Identi-
cally to earlier studies, we adjusted for gender and the top 
four genome-wide principal components to account for pos-
sible population stratification. After 200 bootstrap runs, we 
estimate an additional 9.7 deaths per 100 individuals (95% 
confidence interval [CI]: 8.7, 10.1) with diabetes compared 
to 100 diabetes-free persons alive at the start of the year, con-
trolling for the effect of survivor bias due to selective sam-
pling. This contrasts to earlier analyses which ignored the 
problem of survivor bias: the exposure effect of 3.6 per 100 
individuals12 (95% CI: 0.8, 6.4) and of 8.2 per 100 individu-
als10 (95% CI: 7.5, 8.9), respectively.
Our analysis above is a simplification of a complex real-
ity and must therefore be viewed as a pedagogical illustration 
for various reasons suggested in Tchetgen Tchetgen et al.10 
One further concern is that the location shift assumption is not 
strictly satisfied for a dichotomous exposure, although empiri-
cal investigation in the Appendix did not suggest important 
violations. In eAppendix B; http://links.lww.com/EDE/B346, 
we provide R code used to implement the analysis.
CONCLUSIONS
In this article, we have investigated previously raised 
concerns4,5,8 about selection bias in Mendelian randomization 
studies of elderly populations. We have reconsidered a two-
stage estimator briefly mentioned in the discussion of Tch-
etgen Tchetgen et al,10 where it was shown to be valid under 
random sampling when additivity assumptions (a) and (b) (and 
the instrumental variables assumptions) hold. We have shown 
it to be insulated against selection bias under those assump-
tions (when the allele frequencies are the same across birth 
cohorts). As in Tchetgen Tchetgen et al,10 additivity assump-
tions (a) and (b) may nonetheless well be violated. This may 
happen when the instrumental variable and the unmeasured 
confounders interact (on the additive scale) in their effect on 
the exposure or the exposure and unmeasured confounders 
interact (on the additive scale) in their effect on the hazard 
of death. Such additivity assumptions are routinely—often 
implicitly—employed in instrumental variables analyses, but 
are unfortunately impossible to verify in view of the presence 
of unmeasured variables. Their plausibility should therefore 
be judged on subject-matter grounds, for example, by evaluat-
ing the plausibility of interactions with respect to suspected 
unmeasured confounders. When measurements are available 
on a number of potential confounders, then it may be addi-
tionally useful to evaluate interactions with the instrumental 
variable in a model for the exposure and interactions with the 
exposure in a model for the hazard of death. Adjustment for 
such measured covariates C  is readily incorporated in the 
proposed analysis under the assumption that Z U C⊥⊥ | , 
upon substituting M t( )  by the fitted value from a regression 
of Z  on C  in subjects with T t T0 < ≤ , as was done in the 
analysis of the Health and Retirement Study.
Our results reinforce that the additive hazard model 
forms an attractive class of survival models for Mendelian 
randomization analysis, just as multiplicative models are an 
attractive choice for modeling case-only studies and condi-
tional logistic regression models for matched case–control 
studies. This does not make this class of models more likely 
correctly specified but merely indicates that valid analysis 
approaches exist whenever the data happen to be generated 
under such models, despite the presence of selection bias and 
unmeasured confounding.
We did not consider other two-stage estimators (e.g., 
based on logistic or Cox models) in this article, as these are 
lacking formal justification even when a random sample from 
the study population is available.10,13 However, note that all 
two-stage estimators for the effect of exposure on survival (as 
obtained upon fitting a survival model using a prediction of 
the exposure, based on the instrument, as covariate) are valid 
for testing the null hypothesis of no exposure effect (provided 
that the estimated standard error acknowledges the estimation 
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of a first-stage model). This is so even when the analysis is 
restricted to individuals who survive the onset of the study 
(and even when the first-stage model is misspecified). The rea-
son is that the key instrumental variables assumption that Z  
is independent of U  remains valid in that subset of individu-
als under the null hypothesis that the exposure does not affect 
survival. This is technically seen from the causal diagram of 
Figure 1 because removal of the edge from A  to T  also elim-
inates the problem of collider stratification. Practically, this 
means that any two-stage estimator can be used to reject the 
null hypothesis but not to estimate the effect size of A  on T . 
Likewise, all two-stage estimators for the effect of exposure 
on other endpoints than survival are valid for testing the null 
hypothesis of no exposure effect, provided that the instrumen-
tal variable is not associated with survival and, moreover, that 
their uncertainty acknowledges the estimation of a first-stage 
model. In view of this, we recommend that Mendelian ran-
domization analyses include an investigation of the associa-
tion between the instrumental variable and survival. This can 
be done using a log-rank test or an additive or proportional 
hazard regression on the instrument.5
Our developments address the problem that the analy-
sis of selective samples may violate the instrumental variables 
assumption and therefore aim to generalize to a representa-
tive source population for which the instrumental variables 
assumptions are satisfied. However, they remain somewhat 
vague about that source population to which the conclusions 
apply. When the analysis is based on a random sample of indi-
viduals from a given population over a given age range (e.g., 
the US 50+ population), thus likely giving higher weight to 
individuals of younger age, and when moreover the consid-
ered population is closed (i.e. no emigration, no immigra-
tion), then the analysis result reflects what would have been 
obtained from a prospective study that randomly sampled 
individuals from all corresponding birth cohorts at birth (e.g., 
US citizen born at least 50 years ago). The assumption of a 
closed population is unrealistic, and our analysis results are 
therefore subject to some remaining ambiguity. This is—in 
our opinion—the unavoidable consequence of working with 
such a design, in which the collected instruments (i.e., SNPs) 
and exposures (e.g. diabetes) reflect conditions that were pres-
ent already before they were assessed.
While we have centered our discussion around Men-
delian randomization studies, our results are more broadly 
of interest. Indeed, as noted by a referee, instrumental vari-
ables analyses that use non-genetic instrumental variables 
are also frequently based on analytic samples that are highly 
selected from the initial population for which the IV was 
determined. We have moreover restricted our focus to esti-
mation of the exposure effect on mortality. For endpoints 
other than mortality, the effect targeted by existing two-
stage approaches is ill-defined when the instrumental vari-
able is associated with survival of study onset, as a result of 
the endpoint not being (unambiguously) defined for individ-
uals who died before study onset. This induces a complex 
problem of truncation due to death,14 investigation of which 
we defer to future work.
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APPENDIX
Assessing the Plausibility of Assumption 5
First note that the assumption that Z U T Ti i i i⊥⊥ | <0  is 
arguably less plausible than 5 because
f Z U T T
f Z f U P T T Z U
P T T
f Z f
i i i i
i i i i i i
i i
i
( , | < ) =
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Even when E t A Z Ui i iexp −( ){ }ψ 0 | ,  factorizes into terms involv-
ing either Zi  or Ui , as in Vansteelandt et al,
5 and even when 
T U0 ⊥⊥ , the averaging over the distribution of Ti0  makes that 
the conditional distribution f Z U T Ti i i i( , | < )0  does not gener-
ally factorize (unless the exposure has no effect prior to entry in 
the study so that ψ = 0 ). This continues to be the case when the 
location shift assumption2 holds, for example, when A  can be 
written as Z g U+ ( ) , for some function g(.)  of U , which is 
generally reasonably correct when the instrument is weak.
We next propose a strategy for partially verifying the 
plausibility of the location shift assumption.2 First, note that 
conditional independence of ∆  and Z , given U , implies 
independence of ∆  and Z  when Z  and U  are independent. 
This is immediate from the following factorization:
f Z f Z U f U U
f U f Z U f U U
f Z f U f U
( , ) = ( , | ) ( )
( | ) ( | ) ( )












f Z f= ( ) ( )∆
In view of this, the location shift assumption2 can be 
partially verified by assessing the dependence of ∆  on Z . By 
definition, ∆  is mean independent of Z  and therefore uncorre-
lated with Z . We therefore recommend assessing the correlation 
between functions of ∆  and Z . In particular, we recommend 
assessing the correlation between exp −{ }θ∆t  and Z  for a range 
of values θ  (to be specified later) because this dependence cru-
cially determines the validity of 2. The latter can be seen as fol-
lows. Key to the independence 5 is factorization of the survival 
probability P T t Z U( > | , )  into terms involving either Z  or U  
(see Vansteelandt et al5). Consider the less restrictive model
λ ψ ω( | , , ) = ( ) ( , );t A Z U t A t U+
which allows the exposure effect ψ ( )t  to be zero before a 
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P T t Z U E s U s t Z Z U
t
t
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∫ ω α αd Ψ ∆ 
= −{ } − +{ } −{ }[ ]∫exp exp exp0 0 1( , ) ( )( ) ( ) | , .t s U s t Z E t Z Uω α αd Ψ Ψ ∆
Factorization of E t Z Uexp −{ }[ ]Ψ ∆( ) | ,  into terms involving 
either Z  or U , thus, ensures the independence 5. We there-
fore recommend testing the possible presence of an association 
between Z  and exp( )θ∆  for a range of values θ  between 0 
and the maximum log relative risk of survival for unit versus 
zero exposure that is expected over the considered time period; 
here, ∆ˆ  denotes the residual of a linear regression of A  on Z . 
Figure 2 shows this for the analysis of the Health and Retire-
ment Study; R code for this is given in eAppendix B; http://
links.lww.com/EDE/B346. Although exp( )θ∆  is observed 
to depend on Z  for values of θ  larger than 0.5, such values 
correspond with a large relative survival risk of 0.6, which is 
unlikely to be achieved over the observed time period. In par-
ticular, the average follow-up time was 4.10 years (SD = 1.10) 
in the Health and Retirement Study; with an additive exposure 
effect of 0.097 on the hazard, as previously estimated, this trans-
lates into values for θ = ( )Ψ t  up to roughly 0.4.
FIGURE 2. Correlation between Z  and exp( )θ∆  
versus θ  (left) and log p value for the test of the null 
hypothesis that this correlation is zero (right).
