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ON A GENERALIZATION OF A THEOREM OF S. BERNSTEIN
J. CIESIELSKI, J. MAKSYMIUK, AND M. STAROSTKA
Abstract. In this paper we obtain a solution to the second order boundary value problem of
the form d
dt
Φ′(u˙) = f(t, u, u˙), t ∈ [0, 1], u : R → R with Dirichlet and Sturm-Liouville boundary
conditions, where Φ: R → R is strictly convex, differentiable function and f : [0, 1] × R × R → R is
continuous and satisfies a suitable growth condition. Our result is based on a priori bounds for the
solution and homotopical invariance of the Leray-Schauder degree.
1. Introduction
Our purpose is to show the existence of solutions to second order boundary value problems of
the form
(P)
{
d
dt
Φ′(u˙) = f(t, u, u˙), t ∈ [0, 1]
u ∈ (BC)
where u ∈ (BC) means that u satisfies either Dirichlet or Sturm-Liouville boundary conditions,
Φ′ is an increasing homeomorphism satisfying some technical assumptions and f is a continuous
function satisfying suitable growth conditions.
In particular, Φ(x) = 1
p1
|x|p1 + . . . 1
pn
|x|pn , 1 < pi ≤ 2 is in the considered class of functions and
if n = 1 then the differential operator on the left hand side of the equation is a p-Laplacian.
To prove the existence we use topological methods. This approach was already used by many
authors. In [1] and [2] the authors consider the case of a Laplace operator with various boundary
conditions. Generalizations to the p-Laplacian and to the operator defined by an arbitrary increasing
homeomorphism were developed in [3] and [4], respectively. However, in [3] and [4] authors subject
the equation to very specific boundary conditions, namely u(0) = A, u˙(1) = B. In order to show
the existence for Dirichlet and general Sturm-Liouville conditions more effort has to be put in as
can be seen below. Moreover, we consider different assumptions on the function f .
The main idea in the orginal paper [1] was to use the topological transversality theorem. This is a
fixed point type theorem (see [5]). We decided to use an approach via Leray-Schauder degree theory
instead since it is essentially equivalent but the degree theory is familiar to a broader audience.
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2. Preliminaries
In this section we are more precise on the assumptions on functions Φ and f occurring in the
problem P. We also state the main theorem.
We assume that Φ: R→ R satisfies
(Φ1) Φ is strictly convex, differentiable and Φ(x)/|x| → ∞ as |x| → ∞,
(Φ2) Φ(0) = Φ
′(0) = 0,
(Φ3) (Φ
′)−1 is continuously differentiable,
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(Φ4) there exists a constant kΦ > 1 such that
kΦΦ(x) ≤ Φ
′(x)x for all x ∈ R
Assumption (Φ1) guarantees that Φ
′ is an increasing homeomorphism and so (Φ′)−1 exists. How-
ever, we will also need that it is continuously differentiable (Φ3). We put ϕ = Φ
′, ψ = ϕ−1 and
Lϕu =
d
dt
ϕ(u˙). The domain of Lϕ will be defined later. As already mentioned in the introduction,
Φ(x) = |x|p satisfies the above assumptions and in this case Lϕ is just a p-Laplacian. A more
general example of Φ is provided by an N-function satisfying the ∇2-condition (see. [6]).
We assume that f : [0, 1] × R×R→ R is continuous and satisfies
(f1) there exists a constant R > 0 such that
xf(t, x, 0) > 0 for |x| > R
(f2) there exist positive functions S, T , bounded on bounded sets such that
|f(t, x, v)| ≤ S(t, x)(Φ′(v) · v − Φ(v)) + T (t, x)
We consider the following boundary conditions:
(1) Dirichlet
(BC1) u(0) = A, u(1) = B,
(2) Sturm-Liouville
−αu(0) + βu˙(0) = A, α, β > 0(BC2)
au(1) + bu˙(1) = B, a, b > 0.
The purpose of the paper is to prove the following existence result.
Main Theorem. Suppose Φ and f satisfy (Φ1)-(Φ4) and (f1) - (f2) respectively. Then under
boundary conditions (BC1) or (BC2) the problem (P ) has at least one solution.
3. Proof of the main theorem
Fix Φ, f and boundary conditions (BC). We will now show that the existence of a solution to (P )
is equivalent to the existence of a fixed point of some map on a Banach space. Let Kˆ : C0([0, 1]) ×
R× R→ C1([0, 1]) be given by
Kˆ(v, c1, c2)(t) = c1 +
∫ t
0
ψ(
∫ τ
0
v(s) ds + c2) dτ
For every v we would like to choose c1 and c2 in such a way that u = Kˆ(v, c1, c2) is an element of
C1BC , i.e. it satisfies boundary conditions. Moreover, we need that c1 and c2 depend continuously
on v.
Remark 3.1. Note that this trivializes in [3, 4]. For boundary conditions considered therein c1 and
c2 are constants independent of v. We cannot proceed in such a way here.
Lemma 3.2. Let X be a metric space and let G : X × R→ R be continuous. Suppose that
(1) for every v ∈ X function gv(·) = G(v, ·) : R→ R is an increasing homeomorphism,
(2) if {vn} is bounded and bn → ±∞ then G(vn, bn)→ ±∞.
Fix a constant C ∈ R. Then the function c : X → R defined by G(v, c(v)) = C is continuous.
Note that if gv is differentiable and g
′
v is positive then the conclusion follows from implicit function
theorem. However, in the problem that we consider g′v is only non-negative.
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Proof. Suppose, to derive a contradiction, that vn → v0 and cn := c(vn) does not converge to
c0 := c(v0), i.e. there exists ǫ > 0 such that, up to subsequence, |cn − c0| > ǫ. By (2), the sequence
cn is bounded so it converges, again up to subsequence, to some c
′
0 6= c0. By the continuity and
injectivity of G,
C = G(vn, cn)→ G(v0, c
′
0) 6= G(v0, c0) = C

We use this abstract lemma for our problem.
Lemma 3.3. Fix one of boundary conditions (BC1) or (BC2). Then for every v ∈ C
0([0, 1])
there exist unique constants c1(v), c2(v) such that Kˆ(v, c1(v), c2(v)) ∈ C
1
BC([0, 1]). Moreover, the
functions c1, c2 : C
0([0, 1]) → R are continuous.
Proof. Put u = K(v, c1, c2). Then
u(0) = c1, u(1) = c1 +
∫ 1
0
ψ(
∫ τ
0
v(s) ds + c2) dτ
and
u˙(0) = ψ(c2), u˙(1) = ψ(
∫ 1
0
v(s) ds + c2)
For each of the boundary conditions we define a suitable function G : C0([0, 1]) × R → R and use
Lemma 3.2 to obtain the statement.
Case (BC1):
In this case c1 is equal to A. Define G : C
0([0, 1]) ×R→ R by
G1(v, c) = A+
∫ t
0
ψ(
∫ τ
0
v(s) ds + c) dτ
Case (BC2):
From the first equation we get c1 = −
A
α
+ β
α
ψ(c2). Now the second equation leads to the definition
of G:
G2(v, c) := a[−
A
α
+
β
α
ψ(c) +
∫ 1
0
ψ(
∫ τ
0
v(s) ds + c) dτ)] + ψ(
∫ 1
0
v(s) ds + c)
It is easy to check that the functions Gi satisfy the assumptions of Lemma 3.2. Therefore both c1
and c2 depend continuously on v. 
By Lemma 3.3, for given boundary conditions (BC) we have a well defined continuous function
K : C0([0, 1]) → C1BC([0, 1]) given by
K(v) = Kˆ(v, c1(v), c2(v)).
Note that the image of K is contained in C2 and, since the inclusion of C2 into C1 is compact, so
is K. Define N : C1BC([0, 1]) → C
0([0, 1]) by
N(u)(t) = f(t, u, u˙).
Lemma 3.4. If u is a fixed point of the composition K ◦N then u is a solution to (P).
The proof is straightforward if we notice that Lϕ is well defined on the image ofK and Lϕ(K(v)) =
v.
Remark 3.5. Lϕ is not well defined on the whole of C
1
BC as can be seen in the case of the Laplacian.
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Instead of looking for fixed points of K ◦ N one can look for zeros of Id − K ◦ N . For this
we will use the Leray-Schauder degree and its homotopical invariance. Consider the homotopy
H : [0, 1] × C1 → C1 given by
H(λ, u) = Id−K(λN(u)).
Let l = K(0) be a unique linear function satisfying boundary conditions. If r > |l| then
deg((H(0, ·),D(r)) = 1
where D(r) ⊂ C1 is a closed disc of radius r. If we prove that there exists r > |l| such that
H(λ, u) 6= 0 for any λ ∈ [0, 1] and any u with |u| = r then also deg((H(1, ·),D(r)) = 1. This would
prove that Id−K ◦N = H(1, ·) has a zero.
Since H(λ, u) = 0 if and only if u is a solution to the boundary value problem
(Pλ)
{
d
dt
Φ′(u˙) = λf(t, u, u˙), t ∈ [0, 1]
u ∈ (BC)
we are left only to prove the following.
Lemma 3.6 (apriori bounds). If u ∈ C1 is a solution to the problem (Pλ) then there exists a
constant r > 0, independent of λ and u, such that
‖u‖C1 ≤ r.
Next section is devoted to proof of this lemma.
Remark 3.7. In [3, 4], authors use homotopy H(λ, u) = λK(N(u)) + (1 − λ)l. Although H(λ, u)
satisfies boundary conditions for every λ, fixed points of H(λ, ·) does not have to be solutions to the
parametrized problem, as claimed by the authors.
4. A priori bounds
We start by noticing that if u is a C1 solution to the problem (Pλ) then u ∈ C
2. Indeed u˙ reads
u˙(t) = ψ
(∫ t
0
λf(τ, u, u˙) dτ + c
)
and by the assumption (Φ3) and the continuity of f it is continuously differentiable.
The next lemma is an adaptation of Theorem 3.3 [2].
Lemma 4.1. If |u| achieves its maximum at t0 ∈ (0, 1) then
|u(t)| ≤ R, for t ∈ [0, 1]
Proof. Suppose that |u| achieves its maximum at t0 ∈ (0, 1). We can assume that u(t0) > R. In the
case u(t0) ≤ −R the proof is similar. Since t0 ∈ (0, 1), u˙(t0) = 0. Let t ∈ [0, 1], then∫ t
t0
(t− σ)u(σ)
d
dτ
ϕ(u˙)(τ)
∣∣∣
τ=σ
dσ = t
∫ t
t0
u
d
dτ
ϕ(u˙) dσ −
∫ t
t0
σu
d
dτ
ϕ(u˙) dσ =
= t
(
uϕ(u˙)
∣∣∣t
t0
−
∫ t
t0
u˙ϕ(u˙) dσ
)
−
(
σuϕ(u˙)
∣∣∣t
t0
−
∫ t
t0
(u+ σu˙)ϕ(u˙) dσ
)
=
= tu(t)ϕ(u˙(t)) − t
∫ t
t0
u˙ϕ(u˙) dσ − tu(t)ϕ(u˙(t)) +
∫ t
t0
uϕ(u˙) dσ +
∫ t
t0
σu˙ϕ(u˙) dσ =
=
∫ t
t0
uϕ(u˙) dσ +
∫ t
t0
(σ − t)u˙ϕ(u˙) dσ
ON A GENERALIZATION OF A THEOREM OF S. BERNSTEIN 5
Hence, using (Pλ),∫ t
t0
(t− σ)
(
λu(σ)f
(
σ, u(σ), u˙(σ)
)
+ u˙(σ)ϕ
(
u˙(σ)
))
dσ =
∫ t
t0
u(σ)ϕ(u˙(σ)) dσ
Note that for 0 < λ ≤ 1, xf(t, x, 0) > 0, |x| > R implies λxf(t, x, 0) > 0, |x| > R. Thus, by the
assumption (f1), λu(t0)f(t0, u(t0), 0) > 0. The continuity of f , u and u˙ implies that there exists a
neighborhood N of (t0, u(t0), 0) such that
λu(t)f(t, u(t), u˙(t)) > 0 for (t, u(t), u˙(t) ∈ N.
Since u ∈ C1 and achieves its maximum at t0, there exist t
−
0 and t
+
0 such that
• u(t) > R for t ∈ (t−0 , t
+
0 ),
• u˙ is non-negative on (t−0 , t0],
• u˙ is non-positive on (t−0 , t0].
Hence ϕ(u˙(t)) ≥ 0 for t ∈ (t−0 , t0] and ϕ(u˙(t)) ≤ 0 for t ∈ [t0, t
+
0 ). This implies that∫ t
t0
(t− σ)u˙(σ)ϕ(u˙(σ)) dσ ≥ 0 for t ∈ (t−0 , t
+
0 )
and ∫ t
t0
u(σ)ϕ(u˙(σ)) dσ ≤ 0 for t ∈ (t−0 , t
+
0 ).
It follows that for t close to t0
0 <
∫ t
t0
(t− σ)
(
λu(σ)f
(
σ, u(σ), u˙(σ)
)
+ u˙(σ)ϕ
(
u˙(σ)
))
dσ =
∫ t
t0
u(σ)ϕ(u˙(σ)) dσ ≤ 0,
a contradiction. Thus u(t0) ≤ R. 
Lemma 4.2. There exists a constant r0 > 0, independent of u and λ such that
|u(t)| ≤ r0 for all t ∈ [0, 1]
Proof. If λ = 0 then the problem (Pλ) has a unique solution and thus |u(t)| ≤ C for some constant
C ≥ 0. Let 0 < λ ≤ 1.
Assume that u satisfies (BC1). If |u| achieves its maximum at t0 = 0 (respectively t0 = 1) then
|u(t)| ≤ |A| (resp. |u(t)| ≤ |B|). If the maximum is achieved in t0 ∈ (0, 1) then by Lemma 4.1 we
get |u(t)| ≤ R. Hence
|u(t)| ≤ K0 = max{R, |A|, |B|}.
Assume that u satisfies (BC2). If |u| has its maximum value at 0 then u(0)u˙(0) ≤ 0. The
boundary conditions give
u(0)(A + αu(0)) = βu(0)u˙(0) ≤ 0
and consequently |u(0)| ≤ |A/α|. A similar argument shows that |u(1)| ≤ |B/a|. If the maximum
is achieved in t0 ∈ (0, 1) then by Lemma 4.1 we get |u(t)| ≤M . Finally
|u(t)| ≤ r0 = max{M, |A/α|, |B/a|}.

Now we provide bounds for u˙. The proof of the following theorem is based on [2].
Lemma 4.3. There exists a constant r1 > 0 (depending only on r0, A, B and Φ) such that
|u˙(t)| ≤ r1 for all t ∈ [0, 1]
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Proof. Since we have obtained a priori bounds |u(t)| ≤ r0, it is easy to observe that there exists a
constant C ≥ 0 independent of λ and u, such that
|u˙(t0)| ≤ C
for some t0 ∈ [0, 1]. The point t0 belongs to an interval [µ, ν] ⊂ [0, 1] such that the sign of u˙(t) does
not change in [µ, ν] and u˙(µ) = u˙(t0) and/or u˙(ν) = u˙(t0).
Assume that u˙(µ) = u˙(t0) and u˙(t) ≥ 0 for every t ∈ [µ, ν]. The other cases are treated similarly
and the same bound is obtained.
Denote by S0, T0 the upper bounds of A and B respectively on [0, 1] × [−r0, r0]. Since
|λf(t, u, u˙)| ≤ S0(Φ
′(u˙)u˙− Φ(u˙)) + T0,
we have ∫ t
µ
S0 u˙
∣∣ d
dt
Φ′(u˙)
∣∣
S0(Φ′(u˙)u˙− Φ(u˙)) + T0
dτ ≤ S0
∫ t
µ
u˙ dτ ≤ 2S0r0
For µ ≤ τ ≤ t, we have
(
Φ′(u˙(τ))u˙(τ)− Φ(u˙(τ))
)
−
(
Φ′(u˙(µ))u˙(µ)− Φ(u˙(µ))
)
=
=
∫ t
µ
d
dt
(
Φ′(u˙(τ))u˙(τ)−Φ(u˙(τ))
)
|t=σ dt =
∫ τ
µ
u˙
d
dt
Φ′(u˙) dσ.
There exists C0 ≥ 0 such that 0 ≤ S0 (Φ
′(u˙(µ))u˙(µ)− Φ(u˙(µ))) + T0 ≤ C0. Hence,
0 ≤ S0
(
Φ′(u˙(τ))u˙(τ)− Φ(u˙(τ))
)
+ T0 ≤ S0
∫ τ
µ
u˙
∣∣∣∣ ddtΦ′(u˙)
∣∣∣∣ dσ + C0 + T0.
Set g(τ) = S0
∫ τ
µ
u˙
∣∣ d
dt
Φ′(u˙)
∣∣ dσ + C0, then integration by substitution yields
log
(
g(t) + T0
C0 + T0
)
=
∫ g(t)
C0
1
x+ T0
dx =
∫ t
µ
S0 u˙
d
dt
Φ′(u˙)
g(τ) + T0
dτ ≤ 2S0r0.
Thus
g(t) ≤ (T0 + C0)e
2S0r0 − T0
and by (Φ4)
(kΦ − 1)Φ(u˙(t)) ≤ Φ
′(u˙(t))u˙(t)− Φ(u˙(t)) ≤
1
S0
((T0 +C0)e
2S0r0 − T0)
The last inequality gives |u˙(t)| ≤ r1 for all t ∈ [0, 1]. 
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