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Chapitre 1
Introdution
Les réseaux de ommuniations optiques sont passés de l'état de uriosité intelletuelle à
un marhé de plusieurs milliards de dollars. En eet, l'utilisation de ommuniations optiques
est intéressante en termes de vitesse et de dissipation d'énergie dès que la distane à parourir
est supérieure à 1 m [FEGL88℄. Aussi, elles sont maintenant utilisées à la fois pour les
réseaux d'interonnexions des systèmes de petites tailles néessitant des ommuniations
rapides (ordinateurs parallèles, routeurs) et dans les grands réseaux de transport massif de
données (réseaux nationaux et internationaux).
Nous distinguons aujourd'hui deux familles prinipales de réseaux de ommuniations op-
tiques : les réseaux dits en  espae optique libre  et les réseaux utilisant des bres optiques.
D'une part, les réseaux de ommuniations optiques en espae libre sont utilisés lorsque la
distane entre l'émission et la réeption du signal optique est faible (quelques entimètres).
Ils utilisent des lentilles et des miroirs pour guider les faiseaux lumineux et permettent un
grand nombre d'interonnexions de hauts débits dans un espae réduit [FGDE89, KMK
+
91℄.
Par exemple, la onstrution du réseau d'interonnexion d'un graphe omplet à 64 n÷uds
(où haque n÷ud dispose d'un lien de ommuniation diret vers haun des autres n÷uds
du réseau) est aujourd'hui réalisable dans un ube de 20 m de té. De même, les dévelop-
pement réents de méanismes mirosopiques (Miro Eletro Mehanial Systems, MEMS)
permettent la onstrution de rossbars tout-optique à 256 entrées, remettant ainsi au goût
du jour e type de réseaux.
D'autre part, les réseaux utilisant des bres optiques sont adaptés aux ommuniations
longue distane (plusieurs kilomètres). Les bres optiques alliées à la tehnologie WDM
(wavelength division multiplexing) permettent le transport rapide de gros volumes de données
(plusieurs terabits par seonde et par bre). Des dizaines de milliers de kilomètres de bres
optiques sont atuellement utilisés dans le monde et supportent la majorité des éhanges de
données.
Dans ette thèse, nous nous intéressons à une famille de réseaux d'interonnexions op-
tiques en espae libre utilisant l'arhiteture OTIS (Optial Transpose Interonnetion Sys-
tem) [MMHE93℄. Ce système optique se ompose de deux plans de lentilles permettant de
relier une matrie d'émetteurs à une matrie de réepteurs, selon un motif xé par le nombre
et la taille des lentilles de haun des plans. Brièvement, OTIS(p; q) onsiste en un premier
plan de p lentilles et un deuxième de q lentilles, permettant de relier p groupes de q émetteurs
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2 CHAPITRE 1. INTRODUCTION
à q groupes de p réepteurs, l'émetteur (i; j), 0  i < p, 0  j < q, étant relié au réepteur
(q   j   1; p  i  1).
L'arhiteture OTIS permet une implantation optique simple de réseaux d'interon-
nexions qui étaient diiles à réaliser auparavant, ayant par exemple la topologie du graphe
omplet orienté symétrique K
+
n
(il faut alors utiliser OTIS(n; n)). Dès lors, tout réseau d'in-
teronnexions peut être implanté ave OTIS(n; n). En eet, un réseau de ommuniations
est généralement modélisé par un graphe dont les sommets orrespondent aux n÷uds du
réseau, et les ars aux liens de ommuniations, et tout graphe d'ordre n est un sous graphe
de K
+
n
. Toutefois, ette implantation n'est pas eae dans le sens où tous les liens de om-
muniations optiques ne sont pas utilisés. Par exemple, un graphe d'ordre n et de degré 2
n'utilisera que 2n liens de ommuniations sur les n
2
disponibles. Nous herhons don les
réseaux pour lesquels tous les liens de ommuniations optiques sont utilisés.
Pour e faire, nous dénissons une famille de réseaux d'interonnexions onstruits sur
OTIS(p; q), que nous modélisons par les graphes H(p; q; d), où d émetteurs et d réepteurs
onséutifs sont rassemblés pour former un même sommet du graphe. Ensuite, nous herhons
parmi les graphes onnus, eux qui sont isomorphes à H(p; q; d). Nous observons expérimen-
talement que plusieurs graphes H(p; q; d) sont isomorphes à un même graphe de de Bruijn,
B(d;D). Cei nous onduit à développer la famille de graphes à alphabet A(f; ; j) où les
sommets sont des mots de longueur D sur un alphabet à d lettres : le voisinage d'un sommet
est obtenu en appliquant une permutation f sur l'ordre des lettres dans le mot, puis une
permutation  sur la valeur des lettres du mot dans l'alphabet et enn en remplaçant la j
e
lettre du mot obtenu par tous les symboles de l'alphabet. Cette famille de graphes ontient
d'une part de nombreux graphes isomorphes aux graphes de de Bruijn et d'autre part des
graphes isomorphes à H(p; q; d). Aussi, les graphes A(f; ; j) nous permettent d'obtenir les
valeurs de p et q pour lesquelles les graphes H(p; q; d) et B(d;D) sont isomorphes.
Nous étudions également des réseaux de ommuniations optiques utilisant des étoiles
passives optiques (OPS). Une OPS est une forme de bus optique permettant la diusion
[BF97℄. Elle permet de relier un groupe d'émetteurs à un groupe de réepteurs de telle sorte
que si l'un des émetteurs envoie un message au travers de l'OPS sous forme de signaux
lumineux, tous les réepteurs reçoivent e message. La taille d'une OPS est limitée par des
ontraintes tehnologiques, limitant ainsi elle des réseaux de ommuniations onstruits à
partir d'une unique OPS. An d'augmenter le nombre de n÷uds de es réseaux, un réseau
multi-OPS en un seul saut, Le Partitionned Optial Passive Star network (POPS) a été
proposé dans [CLM
+
96℄. Ce réseau onsiste en un ensemble de groupes de n÷uds, haun relié
par une OPS à tous les autres groupes. Le POPS permet d'augmenter le nombre de n÷uds
dans le réseau, ainsi que le nombre de messages émis à haque étape de ommuniation, mais
là enore, la taille du réseau est limitée par la tehnologie.
Nous apportons une solution à ette limitation en proposant les stak-Kautz, réseaux
multi-OPS en plusieurs sauts, onstruits à partir des graphes de Kautz et des stak-graphes
(famille d'hypergraphes orientés obtenue en empilant des opies d'un même graphe et en
remplaçant haque pile d'ars par un hyperar). Dans un tel réseau, il est néessaire de faire
des ompromis entre le nombre de sommets intermédiaires que doit traverser un message
avant d'atteindre sa destination et la taille ainsi que le nombre des OPS. An de hoisir
3la meilleur onguration possible, nous avons étudié les aratéristiques et les ressoures
des stak-Kautz et onduit une étude de salabilité. Nous avons proposé des protooles
de ontrle eaes que nous avons validé par la onstrution d'un simulateur. Ensuite,
nous avons étudié l'exentriité des stak-Kautz et étudié le temps d'aheminement d'un
message de sa soure à sa destination en fontion de la harge. Nous donnons également des
résultats de plongements sur ette topologie. Enn, nous avons proposé une implantation de
es réseaux à l'aide d'OTIS.
Enn, nous apportons une ontribution à l'étude de la séurisation des réseaux de ommu-
niations optiques utilisant la tehnologie WDM. De milliers de kilomètres de bres optiques
ayant d'ores et déjà été mis en plae dans le monde, il est aujourd'hui essentiel de développer
des stratégies eaes pour garantir la ontinuité des ommuniations dans le réseau, fae à
la défaillane (rupture) d'un faiseau de bres.
Dans les réseaux WDM, un lien de ommuniation orrespond à une bre optique ou
à un faiseau de bres, et haque bre permet le transport simultané de plusieurs signaux
optiques, haun utilisant une longueur d'onde diérente. Les réseaux WDM sont modélisés
par des (multi)graphes dont les sommets orrespondent aux liens du réseau, et les ars aux
liens de ommuniations. Pour es réseaux, une requête de ommuniation entre deux n÷uds
orrespond à l'établissement et à la réservation d'un hemin et d'une longueur d'onde entre
les sommets orrespondant à la requête. Aussi, la rupture d'un lien de ommuniation s'a-
ompagne de l'interruption des ommuniations pour les requêtes l'utilisant. Une méthode
pour rétablir les ommuniations onsiste à utiliser des ressoures prédéterminées et dédiées
pour rerouter le tra interrompu. C'est le prinipe de la séurisation par protetion des ré-
seaux. Cette méthode est à opposer à la séurisation par restauration, où de nouvelles routes
sont alulées, au moment de la panne, en fontion des ressoures disponibles.
De nombreuses stratégies permettent la mise en plae de la protetion dans les réseaux
WDM. Certaines, omme la protetion 1 : 1, réserve un hemin de protetion pour haque
hemin de travail utilisé dans le réseau. D'autres, omme la protetion par sous-réseaux,
autorise un partage des ressoures de protetion par un ensemble de requêtes. Dans haque
as les objetifs sont tout d'abord de garantir la protetion de toutes les requêtes au regard
de toute panne de lien et ensuite de minimiser le oût global du réseaux, omprenant le oût
du routage des requêtes et le suroût induit par les ressoures réservées à la protetion.
Les problèmes d'optimisation assoiés à es problèmes de dimensionnement sont généra-
lement très diiles à résoudre. Il est don intéressant d'étudier des as simples pour lesquels
nous pouvons fournir un dimensionnement optimal. En partiulier nous étudions en détail
le problème de la protetion par sous réseaux dans le as où le réseau physique est un yle
et les requêtes l'instane de ommuniation all-to-all. D'autre part, nous disutons de la
diulté de haun des problèmes, et nous étudions l'inuene de haune des omposantes
de la fontion de oût du réseau sur la omplexité de leur résolution.
Dans la suite, nous détaillons le plan de ette thèse et l'organisation préise des diérents
hapitres.
Dans le hapitre 2, nous ommençons par rappeler les dénitions et les propriétés prini-
pales des graphes utilisés par la suite, dans les hapitres 4 à 6. En partiulier nous présentons
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les graphes de de Bruijn, de Kautz et leurs généralisations, ainsi que les réseaux papillons.
Nous poursuivons e hapitre en abordant la notion de routage dans les réseaux de om-
muniations. Le routage d'une instane I de requêtes (ouples de sommets du réseau) onsiste
à établir pour haque requête un hemin dans le réseau. Nous rappelons les diérents mo-
dèles permettant de dénir les n÷uds du réseau, ses liens de ommuniations et les modes de
ommutations employés pour l'aheminement des messages au travers du réseau. Puis nous
dérivons le prinipe du plongement d'une topologie sur une autre qui permet d'émuler une
topologie logique sur un réseau de ommuniations donné.
Enn, nous rappelons des résultats sur la onnexité des graphes. Cette notion étant
un indiateur de la omplexité du alul d'un routage disjoint, elle nous sera utile dans
les problèmes abordés dans le hapitre 7. Nous préisons également les relations entre la
onnexité des graphes et la présene de iruits partiuliers.
Le hapitre 3 présente les tehnologies de l'optique utilisées dans la mise en ÷uvre
des réseaux de téléommuniations. Dans de tels réseaux les informations numériques sont
transmises sous forme d'impulsions lumineuses qui sont guidées depuis leur soure jusqu'à
leur destination au travers d'un système optique. Ce système est soit une bre optique, soit
un espae libre optique onstitué, entre autre, d'une suession de lentilles et de miroirs.
Nous ommençons par dérire le domaine de l'espae libre optique en faisant un parallèle
entre un modèle de liaison életronique et un modèle opto-életronique. Puis nous présentons
des omposants intervenant dans les ommuniations optiques : émetteur (laser), réepteur
(diode photosensible), bre optique, lentille, miroir semi-rééhissant, étoile passive, ampli-
ateur et onvertisseur, ainsi que les systèmes méaniques mirosopiques montrant à eux
seuls l'état de l'art de la tehnologie.
Par la suite, nous présentons les tehniques de multiplexage qui permettent d'exploiter la
bande passante de la bre optique : le multiplexage temporel (time division multiplexing,
TDM) et le multiplexage en longueur d'onde (wavelength division multiplexing, WDM).
Nous présentons également la hiérarhie numérique synhrone (synhronous digital hierar-
hy, SDH) qui est une façon de réaliser le multiplexage temporel souvent utilisée au dessus
de WDM. Enn, nous dérivons les multiplexeurs à insertion/extration életronique (MIE)
et optique (MIEO) qui sont utilisés dans les réseaux WDM pour aéder aux informations
transportées dans les bres optiques.
Dans le hapitre 4, nous présentons une famille de réseaux d'interonnexions optiques
en espae libre basée sur l'arhiteture Optial Transpose Interonnetion System (OTIS)
[MMHE93℄.
Nous dérivons e système optique, puis nous proposons une famille de réseaux d'in-
teronnexions onstruits sur OTIS(p; q), en dénissant la famille de graphes H(p; q; d), où
d émetteurs et d réepteurs onséutifs sont rassemblés pour former un même sommet du
graphe. Ensuite, nous apportons des éléments de réponse à la question  quels sont les graphes
onnus appartenant à la famille H(p; q; d) ? .
Au ours de notre étude, nous montrons que ette famille ontient les graphes de Imase
et Itoh, souvent appelés graphes de Kautz généralisés. Ce résultat implique que la famille
H(p; q; d) inlu les graphes de Kautz et de de Bruijn, ainsi que les graphes omplets. Ensuite,
5nous montrons que les graphes omplets sont les seuls graphes orientés symétriques de la
famille H(p; q; d), exluant ainsi de nombreux graphes tels que les hyperubes et les grilles.
Ensuite, nous nous intéressons à des réseaux hybrides utilisant à la fois des ommuni-
ations optiques, au travers d'OTIS, et des ommuniations életroniques. Brièvement, es
réseaux sont des graphes omposés onstruit à partir de H(p; q; d) en remplaçant haque
sommet par une opie d'un graphe G d'ordre d. Cei nous permet de proposer une modélisa-
tion à des réseaux déjà étudiés sur OTIS tels que OTIS-Mesh [ZMPE00, WS98b℄ et OTIS-G
[DAAar℄.
Une partie de es résultats a fait l'objet des publiations [CFP99, CFM00a℄.
Le hapitre 5 est onsaré à l'étude de la famille de graphes à alphabet A(f; ; j), de
degré d, dimension D et ordre d
D
. Dans es graphes, les sommets sont des mots de longueur
D sur un alphabet à d lettres, et le voisinage d'un sommet est obtenu en appliquant une
permutation f sur l'ordre des lettres dans le mot, puis une permutation  sur la valeur des
lettres du mot dans l'alphabet et enn en remplaçant la j
e
lettre du mot obtenu par tous les
symboles de l'alphabet.
Nous montrons en partiulier que pour d et D xé, la famille A(f; ; j) ontient d!D!
graphes isomorphes au graphe de de Bruijn B(d;D) et (d   1)!D! graphes isomorphes au
réseau papillon ylique
   !
WBF (d;D   1).
Ensuite, nous appliquons es résultats à la aratérisation des graphesH(p; q; d), onstruit
sur OTIS, qui sont isomorphes aux graphes de de Bruijn. Nous en déduisons plusieurs façons
de onstruire les interonnexions optiques d'un même graphe de de Bruijn ave OTIS, et
nous utilisons e fait pour minimiser le nombre de lentilles du système optique.
L'étude des relations entre la famille de graphes A(f; ; j) et les graphes B(d;D) et
H(p; q; d) à fait l'objet de la publiation [CFP00℄.
Dans le hapitre 6, nous étudions des réseaux de ommuniations optiques en plusieurs
sauts multi-OPS. Dans les réseaux en plusieurs sauts, les messages doivent traverser plusieurs
n÷uds avant d'atteindre leurs destinations. D'autre part, les réseaux multi-OPS sont des
réseaux utilisant plusieurs étoiles passives optiques (OPS).
Une OPS est une forme de bus optique permettant la diusion [BF97℄. Elle permet de
relier un groupe d'émetteurs à un groupe de réepteurs de telle sorte que si l'un des émetteurs
envoie un message au travers de l'OPS sous forme de signaux lumineux, tous les réepteurs
reçoivent e message. Nous ne onsidérons ii que des OPS mono-longueur d'onde. Ainsi, un
seul message peut être émis au travers de l'OPS par étape de ommuniation.
Un réseau multi-OPS en un seul saut a été proposé dans [CLM
+
96℄. Le Partitionned
Optial Passive Star network (POPS) est un réseau de ommuniation en une seule étape,
utilisant plusieurs OPS. Ce réseau onsiste en un ensemble de g groupes de t proesseurs,
haun relié par une OPS à tous les autres groupes. Le POPS permet d'augmenter le nombre
de proesseurs dans le réseau, ainsi que le nombre de messages émis à haque étape de
ommuniation.
Le POPS a été modélisé dans [BF96℄ par un stak-graphe [BFM98℄ onstruit à partir
d'un graphe omplet. Intuitivement, le stak-graphe &(s;G) est onstruit à partir du graphe
G en substituant haque sommet du graphe G par un groupe de s sommets, et en remplaçant
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haque ar du graphe G par un hyperar reliant les deux groupes de s sommets orrespon-
dants. Cette modélisation a permis d'eetuer simplement des plongements de graphes sur
le POPS.
Nous avons poursuivi es travaux en proposant la famille des stak-Kautz, famille de
réseaux de ommuniation multi-OPS en plusieurs sauts, onstruits à partir du graphe de
Kautz. Cette famille inlut le POPS et représente don une généralisation de e réseau. Nous
avons étudié les aratéristiques et les ressoures des stak-Kautz et onduit une étude de
salabilité. Nous avons proposé des protooles de ontrle eaes que nous avons validé par
la onstrution d'un simulateur. Ensuite, nous avons étudié l'exentriité des stak-Kautz
et le temps d'aheminement d'un message de sa soure à sa destination en fontion de la
harge. Nous donnons également des résultats de plongements sur ette topologie et nous
proposons une implantation ave OTIS. Enn, nous étendons es travaux aux hypergraphes
de de Bruijn et de Kautz [BDE97℄
L'ensemble de es travaux a fait l'objet des publiations [CFM98, CFM99, CFM00b,
CFM00a℄.
Le hapitre 7 est onsaré à l'étude des méthodes de séurisation par protetion des
réseaux WDM (Wavelength Division Multiplexing). Cette méthode de séurisation onsiste
à utiliser des ressoures prédéterminées et dédiées pour rétablir un hemin aeté par une
panne. Elle est à opposer à la séurisation par restauration qui onsiste à aluler puis à
établir de nouvelles routes pour le tra interrompu par une panne, en fontion des ressoures
disponibles dans le réseau au moment de la panne.
Notre objetif, dans e hapitre, est de dérire les diérentes stratégies pouvant être
utilisées pour la séurisation par protetion du réseau. Nous montrons que es tehniques
n'engendrent pas le même dimensionnement du réseau, et nous mettons l'aent sur le rapport
entre le dimensionnement du réseau et la omplexité de alul et de mise en ÷uvre de es
tehniques.
Nous étudions ave attention le as partiulier de la protetion par yles de l'instane
de ommuniation all-to-all dans le as où la topologie du réseau est elle d'un yle. Nous
fournissons une solution optimale à e problème de dimensionnement.
Les publiations [BCCT00, BCCT01b, Cou01℄ sont issues de es travaux.
La onlusion présente une disussion des objetifs atteints au ours de ette thèse et des
perspetives de reherhes qu'il semble d'ores et déjà important d'aborder.
Cette thèse a été eetuée au sein du projet Masotte
12
. Une partie des travaux a été
eetuée en ollaboration ave des ollègues étrangers : Xavier Muñoz
3
et Joseph Yu
4
, et
également en relation ave Frane Téléom et Alatel.
1
Méthodes Algorithmiques, Simulation, Combinatoire et OpTimisation pour les TÉléommuniations
2
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Chapitre 2
Graphes lassiques et réseaux de
ommuniations
Le leteur peu familier ave la théorie des graphes est invité à onsulter les ouvrages
[Ber73, BM76, Lei92, dR94, GGL95℄ dont les notions et notations utiles pour ette thèse
sont reportées dans l'annexe A.
Les réseaux de ommuniations sont généralement modélisés par des (multi)graphes G =
(V;E), où l'ensemble V des sommets représente les n÷uds du réseau et les arêtes représentent
les liens de ommuniation entre les n÷uds. Le (multi)graphe pourra être non-orienté, orienté
ou orienté symétrique, selon le as.
Une instane I de requêtes sur G est un ensemble de ouples de sommets de G. Lorsque
le graphe G est orienté alors le ouple hu; vi de sommets de G dénote une requête du sommet
u vers le sommet v, et lorsque le graphe n'est pas orienté, alors le ouple hu; vi dénote une
requête entre le sommet u et le sommet v. Le routage de I sur G onsiste à assoier à
haque requête de I (ouple de sommets) un hemin entre les sommets orrespondant de G.
Dans e hapitre, nous ommençons par présenter dans la setion 2.1 les familles de
graphes dont nous nous servirons dans ette thèse, omme modèles de réseaux de ommu-
niations. Ensuite, nous dérivons dans la setion 2.2 les modèles de ommuniations fré-
quemment utilisés dans les réseaux. En partiulier, nous donnerons la table de lassiation,
proposée dans [FL94℄, permettant une notation onise des modèles et de leurs ontraintes.
Puis, dans la setion 2.3, nous dérirons le prinipe des plongements de topologies, qui per-
mettent d'une part d'émuler une topologie de réseau sur une autre, et d'autre part d'eetuer
le routage d'une instane de requêtes. Par la suite, nous abordons dans la setion 2.4 la notion
de onnexité dans les graphes. Nous donnons les relations entre la onnexité des graphes et
le problème du l'établissement d'un ensemble de hemins disjoints dans un réseau (routage
d'une instane de requêtes), et nous donnons la omplexité de es problèmes. Enn, nous
disutons de la puissane d'expression de la onnexité sur la présene de iruits partiuliers
dans un graphe.
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2.1 Quelques graphes lassiques
Nous présentons maintenant les familles de graphes dont nous nous servirons dans ette
thèse.
2.1.1 Graphe de de Bruijn
Le graphe de de Bruijn est usuellement déni omme un graphe onstruit sur un alphabet.
Ses sommets sont des mots de longueur D sur l'alphabet à d lettres, Z
d
:
Dénition 2.1.1 Le graphe de de Bruijn, B(d;D), de degré d et de diamètre D, est le
graphe orienté tel que :
 V = fx = x
D 1
x
D 2
: : : x
1
x
0
j x
i
2 Z
d
g = Z
D
d
;
  
+
(x) = fx
D 2
: : : x
1
x
0
 j  2 Z
d
g .
Le voisinage d'un sommet s'obtient don par un déalage à gauhe de son étiquette ave
suppression de la lettre la plus à gauhe et adjontion d'une lettre à droite. L'ar reliant le
sommet x
D 1
x
D 2
: : : x
1
x
0
au sommet x
D 2
: : : x
1
x
0
 sera noté x
D 1
x
D 2
: : : x
1
x
0
.
Propriétés :
 Dans le graphe de de Bruijn, il existe un hemin de longueur exatement D entre
toute paire de sommets. Un hemin d'un sommet x à un sommet y s'érit omme la
onaténation des étiquettes de es sommets. Si x = x
D 1
: : : x
1
x
0
et y = y
D 1
: : : y
1
y
0
,
alors, le hemin s'érit x
D 1
: : : x
1
x
0
y
D 1
: : : y
1
y
0
.
  
+
B(d;D)
D
(u) = V (B(d;D) ; ette propriété déoule de la préédente.
 Un plus ourt hemin d'un sommet x = x
D 1
: : : x
1
x
0
vers un sommet y = y
D 1
: : : y
1
y
0
s'obtient en trouvant le plus grand indie i tel que x
i
: : : x
1
x
0
= y
D 1
: : : y
D 1 i
. Le plus
ourt hemin s'érit alors x
D 1
: : : x
1
x
0
y
D i 2
: : : y
1
y
0
.
 Le graphe de de Bruijn vérie B(d;D) = L
D 1
(K
+
d
), [FYA84℄. Cette aratérisation
est à la base de nombreuse démonstrations de propriétés de es graphes. La gure 2.1
illustre ette propriété.
 B(d
1
; D)
B(d
2
; D) = B(d
1
d
2
; D), [Sys92, BHLP97℄.
Il n'existe pas, à e jours, de formule lose donnant l'exentriité des graphes de de Bruijn.
Un bon enadrement est le suivant :
Proposition 2.1.2 ([BLS97℄)
D  
d
(d  1)
2
+
D
d
+
1
d 1
d
D 1
(d  1)

d
D
  1
d
D
e
B(d;D)
 D  
1
d  1
+
1
d
D
(d  1)
2.1.2 Graphes de Reddy-Pradhan-Kuhl
Le graphe de Reddy, Pradhan et Kuhl [RPK80℄ est aussi onnu omme le graphe de de
Bruijn généralisé.
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0 1
B(2; 1) = K
+
3
00 11
01
10
B(2; 2) = L(B(2; 1))
010 101 111000
100 110
011001
B(2; 3) = L(B(2; 2)) = L
2
(B(2; 1))
Fig. 2.1  Trois graphes de de Bruijn : B(2; 1) = K
+
2
et les deux graphes itérés B(2; 2) =
L(B(2; 1)) et B(2; 3) = L(B(2; 2)) = L
2
(B(2; 1)).
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Dénition 2.1.3 [RPK80℄ Le graphe de Reddy-Pradhan-Kuhl, RPK(d; n), de degré d et
à n sommets, est le graphe orienté tel que :
 V = Z
n
;
  
+
(u) = fv j v  (du+ ) mod n;  2 Z
d
g .
Propriétés :
 Le grapheRPK(d; d
D
) est isomorphe au graphe B(d;D). Pour le voir, il sut d'assoier
au sommet x = x
D 1
  x
1
x
0
de B(d;D) le nombre u 2 Z
n
tel que u =
P
D 1
i=0
x
i
d
i
;
alors, les suesseurs de x dans B(d;D) sont assoiés aux nombres de la forme (du+)
mod n; 0   < d.
 Le diamètre du graphe RPK(d; n) est onnu pour être dlog
d
ne.
 L(RPK(d; n)) = RPK(d; dn).
Le leteur pourra onsulter [RPK80, RRK83℄ pour plus de détails sur les nombreuses pro-
priétés de e graphe. La gure 2.4 donne une représentation des adjaenes de RPK(2; 10).
2.1.3 Graphe de Kautz
Le graphe de Kautz orienté, noté K(d;D), est le graphe dont les sommets sont tous les
mots de longueur D sur un alphabet de d + 1 lettres, tels que deux lettres onséutives
sont diérentes. Pour tout sommet x = x
D 1
x
D 2
: : : x
1
x
0
, il existe un ar de x vers haque
sommet y = x
D 2
: : : x
1
x
0
, où  est une lettre quelonque de l'alphabet, diérente de x
0
.
Dénition 2.1.4 [Kau68℄ Le graphe de Kautz, K(d;D), de degré d et de diamètre D, est
le graphe orienté tel que :
 V = fx = x
D 1
x
D 2
: : : x
1
x
0
j x
i
2 Z
d+1
; i 2 Z
D
; x
j
6= x
j+1
; j 2 Z
D 1
g ;
 jV j = d
D
+ d
D 1
;
  
+
(x) = fy = x
D 2
: : : x
1
x
0
 j  2 Z
d+1
n fx
0
gg ;
 jAj = d
D+1
+ d
D
.
Les graphes de Kautz et de de Bruijn ont de nombreuses propriétés ommunes.
Propriétés :
 j 
+
K(d;D)
D
(u) j = d
D
. En eet, soit x = x
D 1
: : : x
1
x
0
, nous avons
 
+
K(d;D)
D
(x) = fy = y
D 1
: : : y
1
y
0
j y 2 V (K(d;D)) et y
D 1
2 Z
d+1
n fx
0
gg
 Dans le graphe de Kautz, il existe un hemin de longueur exatement D+1 entre toute
paire de sommets ;  
+
K(d;D)
D+1
(u) = V (K(d;D)).
 Il existe un algorithme simple pour générer, entre deux sommets, un hemin de longueur
au plus D + 2, tolérant jusqu'à d   1 sommets ou liens défetueux [ISO86℄, et deux
hemins n÷uds disjoints [SHP91℄.
 Un plus ourt hemin est onstruit de la même façon que pour le graphe de de Bruijn.
 De même que le graphe de de Bruijn, le graphe de Kautz vérie K(d;D) = L
D 1
(K

d+1
)
[FYA84℄. La gure 2.2 illustre ette propriété.
 Les graphes de Kautz sont eulériens et hamiltoniens.
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12
0
K(2; 1) = K

3
20
02 10
01
12
21
K(2; 2) = L(K(2; 1))
101
010
012
201120
202 020
121
212
021 102
210
K(2; 3) = L(K(2; 2)) = L
2
(K(2; 1))
Fig. 2.2  Trois graphes de Kautz : K(2; 1) = K

3
et les deux graphes itérés K(2; 2) =
L(K(2; 1)) et K(2; 3) = L(K(2; 2)) = L
2
(K(2; 1)).
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 Le graphe de Kautz K(d;D) est un sous-graphe du graphe de de Bruijn B(d + 1; D)
(gure 2.3).
01
1220
10
22
1100
2102
Fig. 2.3  Graphe de de Bruijn B(3; 2) inluant le graphe de Kautz K(2; 2) (noiri).
De même que pour le graphe de de Bruijn, il n'existe pas, à e jours, de formule lose
donnant l'exentriité des graphes de Kautz. Par ontre, ette exentriité a été enadrée en
utilisant la distane moyenne Æ
K(d;D)
et la relation Æ
G
=
n 1
n
e
G
, [ST98, ST01℄.
Proposition 2.1.5 ([ST01℄)
D  
1
(d 1)
(
1 
1
d
2
)
+
D
d
+
1
d 1
d
D 2
(d
2
 1)
 Æ
K(d;D)
 D  
1
d 1
+
2
d
D 1
(d
2
 1)
D  
1
(d 1)
(
1 
1
d
2
)
+
D
d
+
1
d 1
d
D 2
(d
2
 1)


1 
1
d
D 1
(d+1)

e
K(d;D)
 D  
1
d 1
+
2
d
D 1
(d
2
 1)
2.1.4 Graphes de Imase et Itoh
Les graphes de Kautz sont très intéressants quant au nombre de sommets qu'ils onnetent,
pour un degré et un diamètre xé. Toutefois, ils ne permettent pas d'atteindre toutes les
tailles de graphes. Les graphes de Imase et Itoh [II81, II83℄, aussi appelés Graphes de Kautz
généralisés, sont une solution à e problème.
Dénition 2.1.6 [II81℄ Le graphe de Imase et Itoh, II(d; n), de degré d et à n sommets,
est le graphe orienté tel que :
 V = Z
n
;
  
+
(u) = fv j v = ( du    1) mod n;  2 Z
d
g .
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Propriétés :
 Le graphe de Imase-Itoh II(d; d
k 1
(d+ 1)) est le graphe de Kautz K(d;D) [II83℄.
 Il a été montré dans [II81℄ que le diamètreD d'un graphe de Imase et Itoh est blog
d
n 
D  dlog
d
ne.
 Si D
RPK(d;n)
est le diamètre du graphe RPK(d; n) et si D
II(d;n)
est le diamètre du
graphe II(d; n), alors D
II(d;n)
 D
RPK(d;n)
.
Des informations omplémentaires sur ette famille de graphes se trouvent dans [HP88,
BHP89℄. La gure 2.4 représente les adjaenes du graphe de Imase et Itoh d'ordre 10 et de
degré 2, II(2; 10), omparées à elles de RPK(2; 10).
orientation des arcs
9
8
7
6
5
4
3
2
1
0 0
1
2
3
4
5
6
7
8
9
orientation des arcs
9
8
7
6
5
4
3
2
1
0 0
1
2
3
4
5
6
7
8
9
RPK(2; 10) II(2; 10)
Fig. 2.4  Graphes bipartis représentatifs des ars des graphes RPK(2; 10) et II(2; 10).
2.1.5 Réseau papillon
La littérature ontient plusieurs dénitions équivalente du réseau papillon, plus onnu
sous le nom anglais de buttery. La gure 2.5 représente le réseau papillon
  !
BF (2; 3).
Dénition 2.1.7 (à partir d'un alphabet) Le réseau papillon
  !
BF (d;D) est le graphe
orienté à n = (D + 1)d
D
sommets, tel que
 V (
  !
BF ) =

hx; li j x 2 Z
D
d
; l 2 Z
D+1
	
;
 A(
  !
BF ) = f(hx; li ; hy; l + 1i) j l  D   1; x = x
D 1
: : : x
1
x
0
; y = x
D 2
: : : x
1
x
0
;  2 Z
d
g
La dénition 2.1.7 est aussi onnue omme la dénition des réseaux oméga, équivalants
aux réseaux papillons [dR94℄, et omme la dénition des graphes Fast-Fourier-Transform
FFT (d;D), introduits pour l'algorithme du même nom [dR94℄. Comme ette dénition uti-
lise les adjaenes du graphe de de Bruijn, une autre dénition est la suivante.
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Dénition 2.1.8 ([dR94℄)
  !
BF (d;D) = B(d;D)

 !

D+1
= L
D 1
(K
+
d
)
 
D+1
.
Comme 
D+1
= L(
D+2
) = L
D 1
(
2D
), nous avons également
  !
BF (d;D) = L
D 1
(K
+
d



2D
). De plus, en remarquant que K
+
d
est le graphe représentatif des ars d'une multi-boule
(un sommet à d boules), et que le produit de onvolution d'un hemin par une multi-
boule est un multi-hemin, alors
  !
BF (d;D) est aussi le graphe D-itéré d'un multi-hemin de
longueur 2D + 1.
000
001
010
011
101
110
111
100
000
001
010
011
101
110
111
100
0 1 2 3
Fig. 2.5  Buttery
  !
BF (2; 3), déni sur un alphabet.
Enn, une dénition en termes de graphe omposé, lorsque D est impair, est la suivante :
Dénition 2.1.9 Si D est impair, alors
  !
BF (d;D) 
 !
K
d
D+1
2
;d
D+1
2

  !
BF

d;
D   1
2

ave
 V

  !
BF (d;D)

=
n
hu; xi j u 2 V

  !
BF
 
d;
D 1
2


; x 2 V

 !
K
d
D+1
2
;d
D+1
2
o
;
 V

  !
BF
 
d;
D 1
2


=
n
hv; li j v 2 Z
D 1
2
d
; l 2 ZD+1
2
o
;
 V

 !
K
d
D+1
2
;d
D+1
2

=
n
hy; ii j y 2 Z
d
D+1
2
; i 2 Z
2
o
;
 A

  !
BF (d;D)

=
n
(hu; xi ; hv; xi) j u 2 V

  !
BF
 
d;
D 1
2


; x 2 V

 !
K
d
D+1
2
;d
D+1
2
o
[
n
(hu; xi ; hv; yi) j (x; y) 2 A

 !
K
d
D+1
2
;d
D+1
2

; g(x; y) = hu; vi
o
où g est la fontion dénie par
g : A

 !
K
d
D+1
2
;d
D+1
2

 ! V

  !
BF
 
d;
D 1
2


 V

  !
BF
 
d;
D 1
2


(x; y) = (hz
1
; 0i ; hz
2
; 1i) 7 !



z
2
d

;
D+1
2

;


z
1
d

; 0

= hu; vi
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Lemme 2.1.10 Dans la dénition 2.1.9, la fontion g peut également être dénie par :
g : A

 !
K
d
D+1
2
;d
D+1
2

 ! V

  !
BF
 
d;
D 1
2


 V

  !
BF
 
d;
D 1
2


(x; y) = (hz
1
; 0i ; hz
2
; 1i) 7 !
DD
d
D 1
2
 

z
2
d

  1;
D+1
2
E
;
D
d
D 1
2
 

z
1
d

  1; 0
EE
= hu; vi
Preuve : Cette autre dénition de la fontion g est due au fait que dans le graphe biparti
omplet
 !
K
n;n
, les deux relations d'adjaenes suivantes sont équivalentes :
1.  
+
 !
K
n;n
(ha; 0i) = fhb; 1i j b 2 Z
n
g ;
2.  
+
 !
K
n;n
(ha; 0i) = fhn  b  1; 1i j b 2 Z
n
g.
De plus, les hemins sont modiés. En eet, soient u =
DD
xD 1
2
 1
: : : x
1
x
0
; 0
E
; hg
1
; 0i
E
et
v =
DD
yD 1
2
 1
: : : y
1
y
0
;
D 1
2
E
; hg
2
; 1i
E
, deux sommets.
En utilisant la première dénition de la relation d'adjaene de
 !
K
n;n
, un hemin du
sommet u au sommet v s'érit :
u =
DD
xD 1
2
 1
: : : x
1
x
0
; 0
E
; hg
1
; 0i
E
 u
1
=

x
1
D 1
2
 1
: : : x
1
1
x
1
0
;
D   1
2

; hg
1
; 0i

ave
D 1
2
X
i=0
x
1
i
=
j
g
2
d
k
! u
2
=
DD
x
2
D 1
2
 1
: : : x
2
1
x
2
0
; 0
E
; hg
2
; 1i
E
ave
D 1
2
X
i=0
x
2
i
=
j
g
1
d
k
 v =

yD 1
2
 1
: : : y
1
y
0
;
D   1
2

; hg
2
; 1i

où  dénote un hemin dans le graphe
  !
BF
 
d;
D 1
2

, entre un sommet ha; 0i et un sommet


b;
D 1
2

, ave a; b 2 Z
D 1
2
d
, et ! dénote un ar.
De même, en utilisant le deuxième dénition de la relation d'adjaene de
 !
K
n;n
, un
hemin du sommet u au sommet v s'érit :
u =
DD
xD 1
2
 1
: : : x
1
x
0
; 0
E
; hg
1
; 0i
E
 u
3
=

x
3
D 1
2
 1
: : : x
3
1
x
3
0
;
D   1
2

; hg
1
; 0i

ave
D 1
2
X
i=0
x
3
i
= d
D 1
2
 
j
g
2
d
k
  1
! u
4
=
DD
x
4
D 1
2
 1
: : : x
4
1
x
4
0
; 0
E
; hg
2
; 1i
E
ave
D 1
2
X
i=0
x
4
i
= d
D 1
2
 
j
g
1
d
k
  1
 v =

yD 1
2
 1
: : : y
1
y
0
;
D   1
2

; hg
2
; 1i
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Alors, nous avons
P
D 1
2
i=0
x
1
i
=
P
D 1
2
i=0
x
3
i
=
P
D 1
2
i=0
x
3
i
et
P
D 1
2
i=0
x
2
i
=
P
D 1
2
i=0
x
4
i
.
Ainsi, les deux dénitions de la fontion g permettent de dénir le réseau papillon.
La gure 2.6 représente le réseau papillon
  !
BF (2; 3), omme déni dans la dénition 2.1.9.
Fig. 2.6  Réseau papillon
  !
BF (2; 3), onstruit omme
 !
K
4;4
h
  !
BF (2; 1)
i
.
2.1.6 Réseau papillon ylique
Les réseaux papillons yliques sont une extension des réseaux que nous venons de dénir.
Ils sont plus onnus sous le nom anglais de wrapped buttery.
Dénition 2.1.11 Le réseau papillon ylique
   !
WBF (d;D) est le graphe orienté à n =
Dd
D
sommets, onstruit à partir de
  !
BF (d;D), tel que les sommets hx; 0i et hx;D + 1i sont
égaux, pour tout x 2 Z
D
d
.
En utilisant la dénition 2.1.8, nous obtenons une autre formulation du réseau papillon
ylique :
Dénition 2.1.12
   !
WBF (d;D) = B(d;D)

 !
C
D
Remarquons que ertains auteurs notent le réseau papillon ylique omme le réseau
papillon.
2.2. MODÈLES DE COMMUNICATIONS STRUCTURÉES 17
2.1.7 Cube de de Bruijn
Le ube de de Bruijn a été proposé dans [CAB93℄ omme un réseau d'interonnexion
hiérarhique pour mahine multi-proesseurs. La dénition de e réseau utilisant des graphes
omposés, nous la donnons à titre informatif.
Dénition 2.1.13 ([CAB93℄) Un ube de de Bruijn ou dBCube, noté dBC(d;D), est
le graphe omposé onstruit à partir d'un graphe de de Bruijn B(d;D) et d'un hyperube à
d sommets H
log
2
d
, tel que :
 dBC(d;D) = B(d;D)

H
log
2
d

;
 V (dBC(d;D)) =

hu; xi j u 2 V (B(d;D)) = Z
d
D ; x 2 V
 
H
log
2
d

= Z
d
	
;
 A (dBC(d;D)) =

(hu; xi ; hu; yi) j u 2 V (B(d;D)) ; (x; y) 2 A
 
H
log
2
d
	
[f(hu; xi ; hv; yi) j (u; v) 2 A (B(d;D)) ; g(u; v) = hx; yig.
où g est la fontion dénie par
g : A (B(d;D))  ! V
 
H
log
2
d

 V
 
H
log
2
d

(u; v) 7 !


v mod d;

u
d
D 1

Remarquons que dans la fontion g, nous utilisons le fait que les sommets du graphe de
de Bruijn peuvent être dénis tant sur un alphabet que sur les entiers. Nous avons u =
u
D 1
: : : u
1
u
0
=
P
D 1
i=0
x
i
d
i
et v = u
D 2
: : : u
1
u
0
 =
P
D 2
i=1
x
i
d
i+1
+ , d'où v mod d   et

u
d
D 1

= x
D 1
.
2.2 Modèles de ommuniations struturées
Nous présentons ii des modèles de ommuniations fréquemment utilisés dans les réseaux
de ommuniations.
2.2.1 Contraintes de ommuniations
Si un lien est monodiretionnel, il sera modélisé par un ar ; si un lien est bidiretionnel,
il sera modélisé soit par une arête, soit par une paire d'ars symétriques. Plaçons nous
dans le as où deux n÷uds p
1
et p
2
sont diretement reliés par un lien de ommuniation
bidiretionnel :
 Si un seul message à la fois peut iruler entre p
1
et p
2
, soit de p
1
vers p
2
, soit de p
2
vers p
1
, le lien est dit half-duplex ; on parle également de lien de ommuniation en
mode télégraphique. Le réseau est alors modélisé par un graphe non orienté.
 Si deux messages peuvent iruler simultanément sur le même lien, l'un de p
1
vers
p
2
et l'autre de p
2
vers p
1
, le lien est dit full-duplex ; on parle également de lien de
ommuniation sur un modèle téléphonique.
De plus, il faut aratériser les possibilités de ommuniation à partir d'un n÷ud du
réseau.
 Si, lors d'une ommuniation, haque n÷ud ne peut envoyer ou reevoir un message
que sur un seul lien à la fois, les ommuniations sont dites 1-port.
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 Si haque n÷ud peut utiliser simultanément tous ses liens, alors les ommuniations
sont dites -port, où  fait référene au degré maximum des n÷uds du réseau.
 Si seulement k liens peuvent être utilisés simultanément par un même n÷ud, alors les
ommuniations sont dites k-port.
Des notations abrégées ont été introduite pour se référer à es ontraintes de ommuni-
ation. Elles ont été standardisées dans [FL94℄. Nous les résumons dans la table 2.1.
1-port k-port -port
Half-duplex H
1
H
k
H

ou H

Full-duplex F
1
F
k
F

ou F

Tab. 2.1  Notations standardisées des ontraintes de ommuniations.
2.2.2 Modèles de ommutation
De nombreux modèles de ommutations dans les réseaux de ommuniation ont été lon-
guement étudiés dans la littérature. Nous rappelons ii les deux modèles prinipaux : ommu-
tation de iruits et ommutation de paquets. Le leteur trouvera dans [dR94℄ la desription
de nombreux autres modèles de ommutation.
 Le mode ommutation de iruits orrespond au prinipe du téléphone : on établit
d'abord la liaison, puis la ommuniation ommene. D'autres ommuniations qui
voudraient emprunter tout ou partie d'un iruit déjà établi sont bloquées jusqu'à la
libération de la totalité de la liaison.
 Le mode ommutation de messages onsiste à faire avaner les messages vers leur
destination en transitant dans des n÷uds intermédiaires du réseau. A haque étape,
le anal emprunté est aussitt libéré. Un message est stoké puis réémis par haun
des n÷uds intermédiaire. Ce mode de ommuniation néessite la présene de mémoire
tampon de taille susante dans haun des n÷uds du réseau.
2.2.3 Shémas de ommuniations
Lorsqu'un mouvement de données doit être réalisé sur un réseau, il peut être plus ou
moins aléatoire (omme dans ertains grands réseaux distribués), ou posséder une struture
prédéterminée. Dans le as de ommuniations prévisibles à l'avane, on utilise des algo-
rithmes pré-alulés que l'on herhe à optimiser. Les ommuniations struturées les plus
fréquentes sont :
 La diusion onsiste à envoyer un message à tous les n÷uds du réseau à partir d'un
initiateur unique.
 L'éhange total (All-to-All) onsiste à eetuer une diusion à partir de tous les
n÷uds du réseaux simultanément.
 La distribution ou diusion personnalisée onsiste, pour un initiateur unique, à en-
voyer un message diérent à haun des autres n÷uds du réseau.
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 Si M dénote une des ontraintes de ommuniation de la table 2.1, alors b
M
(G; x) dé-
note le nombre d'étapes de ommuniations néessaire à l'ahèvement d'une opération
de diusion depuis le n÷ud x dans le graphe G sous la ontrainte de ommuniation
M ; b
M
(G) dénote le temps maximal d'une opération de diusion sur le graphe G sous
la ontrainte M ; b
M
(G) = max
x2V
b
M
(G; x).
 g
M
(G) dénote le nombre d'étapes de ommuniations néessaire à l'ahèvement d'un
éhange total sur le graphe G, sous la ontrainte de ommuniation M.
2.3 Plongements
De nombreux algorithmes parallèles utilisent des plongements de topologies, 'est-à-dire
la simulation des ommuniations d'une topologie logique sur une topologie ible (de la
mahine parallèle par exemple).
Supposons que nous disposons d'un algorithme parallèle dans lequel les mouvements de
données sont prévus pour fontionner sur une topologie A, et d'une mahine parallèle dont
le réseau d'interonnexions a la topologie B (diérente de A), ave ordre(A)  ordre(B).
An d'exéuter l'algorithme sur la mahine parallèle, nous allons herher à plaer haque
sommet de la topologie A sur un sommet de la topologie B, et à assoier à haque ar ou
arête de la topologie A une haîne ou un hemin sur la topologie B, de façon à réduire le
sur-oût induit par ette opération.
Formellement, un plongement se déni de la façon suivante :
Dénition 2.3.1 ([HOS94℄) Soient G
1
= (V
1
; E
1
) et G
2
= (V
2
; E
2
), deux graphes (orientés
ou non). Un plongement de G
1
sur G
2
est une fontion injetive f de V
1
sur V
2
ombinée à
une relation P
f
assoiant à haque arête fa; bg 2 E
1
, un hemin entre f(a) et f(b) dans G
2
.
La qualité d'un plongement est souvent mesurée par la minimisation de l'un des para-
mètres suivants :
Dénition 2.3.2 Étant donné deux graphes G
1
= (V
1
; E
1
) et G
2
= (V
2
; E
2
), et un plonge-
ment f , de G
1
dans G
2
, nous avons
 La dilatation de f : dil(f) = max fjP
f
(e)j j e 2 E
1
g ;
 La ongestion des sommets : vong(f) = max fjf
 1
(u)j j u 2 V
2
g ;
 La ongestion des arêtes : eong(f) = max
e
2
2E
2
j fe
1
2 E
1
j e
2
2 P
f
(e
1
)g j.
Un plongement peut également exprimer le routage d'une instane de requêtes. En eet,
étant donné un graphe G = (V;E) et une instane de requêtes sur G modélisé par un graphe
I, un routage onsiste à établir un hemin dans G pour haque requête de I. En d'autres
termes, un routage onsiste à plonger haque sommet de I sur un sommet de G et haque
ar ou arête de I sur un hemin dans le graphe G. La qualité d'un routage pourra être dénie
de la même façon que la qualité d'un plongement.
2.4 Notions de onnexité
La onnexité d'un graphe est un indiateur fort ayant des impliations sur le routage
et sur la tolérane aux pannes. Nous rappelons ii les notions prinipales de onnexité. Ces
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résultats sont majoritairement extraits du hapitre de Frank dans l'ouvrage Handbook of
Combinatoris [GGL95℄. Ces notions seront utiles hapitre 7.
2.4.1 Notations
 Un graphe est onnexe si il existe une haîne entre toute paire de sommets.
 Un graphe est fortement-onnexe si il existe un hemin de tout sommet vers tout
autre.
 La sommet-onnexité d'un graphe G, notée (G), est le nombre minimum de som-
mets du graphe G qu'il faut supprimer pour qu'il ne soit plus onnexe, ou réduit à un
sommet.
 L'arête-onnexité d'un graphe G, notée (G), est le nombre minimum d'arêtes du
graphe G qu'il faut supprimer pour qu'il ne soit plus onnexe, ou réduit à un sommet.
 Un graphe G = (V;E) est k-onnexe si (G)  k ; 'est-à-dire que G est onnexe et
que pour tout ensemble de S  V , jSj  k   1, le graphe G  S est onnexe.
 Un graphe G = (V;E) est k-arête-onnexe si (G)  k ; 'est-à-dire G est onnexe
et que pour tout ensemble d'arête R  E, jRj  k   1, le graphe G R est onnexe.
 un graphe orienté G = (V;A) est fortement onnexe si il existe un hemin entre
toute paire de sommets.
 (G)  (G)  d(G).
La onnexité d'un graphe orienté est relié à la onnexité du graphe non-orienté sous-
jaent.
Théorème 2.4.1 ([NW60℄) Un graphe G non-orienté est 2k-onnexe si et seulement si il
existe une orientation de ses arêtes telle que
 !
G est k-ar-onnexe.
2.4.2 Connexité et routage
La onnexité d'un graphe est un indiateur sur le nombre maximum de hemins sommets
ou arêtes disjoints entre deux sommets. Menger [Men27℄ a montré que la onnexité d'un
graphe est une borne supérieure sur le nombre de hemins disjoints entre deux sommets d'un
graphe.
Théorème 2.4.2 (Menger, [Men27℄) Soient s et t, deux sommets d'un graphe orienté G.
1. Le nombre minimum d'ars à supprimer pour détruire tous les hemins de s à t est
égal au nombre maximum de hemins deux à deux ars disjoints de s à t.
2. Le nombre minimum de sommets à supprimer pour détruire tous les hemins de s à t
est égal au nombre maximum de hemins deux à deux sommets disjoints de s à t.
Edmonds [Edm73℄ a étendu e résultat à la onnexité d'un sommet dans un graphe
orienté, 'est-à-dire au nombre de hemins disjoints d'un sommet vers haun des autres.
Théorème 2.4.3 ([Edm73℄) Soit G = (V;A) un graphe orienté, et soit s 2 V (G). G
ontient k arbres ouvrants enrainés en s, deux à deux ar-disjoints si et seulement si pour
toute partie X  V (G)n fsg, d
 
(X)  k.
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La onnexité d'un graphe est aussi un indiateur sur l'existene de hemins disjoints
entre plusieurs paires de sommets. Pour préiser ette relation, nous avons besoin de dénir
la notion de graphe k-lié.
Dénition 2.4.4 Un graphe est dit k-arête-lié si pour tout k ouples de sommets
(s
1
; t
1
); : : : ; (s
k
; t
k
), il existe k haînes 
i
, 1  i  k, deux à deux arêtes disjointes, telles que

i
relie s
i
à t
i
.
Un graphe est dit k-ar-lié si pour tout k ouples de sommets (s
1
; t
1
); : : : ; (s
k
; t
k
), il existe
k hemins
 !

i
, 1  i  k, deux à deux ars disjoints, tels que
 !

i
relie s
i
à t
i
.
Dénition 2.4.5 Un graphe est dit k-lié si pour tout k ouples de sommets (s
1
; t
1
); : : : ; (s
k
; t
k
),
il existe k haînes 
i
(resp hemins
 !

i
), 1  i  k, deux à deux sommets disjoints, tels que

i
(resp
 !

i
) relie s
i
à t
i
.
Pour illustrer ette dénition, la gure 2.7 nous montre un yle non orienté sur lequel il
n'existe pas de hemins disjoints pour relier le sommet A au sommet B, et le sommet C au
sommet D. Le yle non orienté est don 1-arête-lié. Le yle orienté symétrique quant à lui,
est 2-ar-lié. En eet, étant donné deux ouples de sommets, il sut d'utiliser les ars dans
le sens des aiguilles d'une montre pour relier le premier ouple, et le sens inverse pour relier
le deuxième ouple, omme le montre la gure 2.7.
1 2
3
4
A
C
B
D
Fig. 2.7  Routage disjoint et onnexité
Conjeture 2.4.6 (Thomassen, [Tho80℄) Un graphe k-arête-onnexe est k-arête-lié si k
est impair, et (k   1)-arête-lié si k est pair.
Théorème 2.4.7 (Huk, [Hu91℄) Un graphe k-arête-onnexe est (k 1)-arête-lié si k est
impair et (k   2)-arête-lié si k est pair.
La onjeture 2.4.6 est toujours ouverte pour k = 5. La notion de graphe k-arête-lié
donne une borne inférieure sur le nombre de hemins arêtes disjoints. De plus, ette notion
est indépendante des ouples de sommets onsidérés, il est don possible de trouver des
ensembles de ouples de sommets plus grands et admettant un routage arête disjoint. Par
exemple, le yle C
n
est 2-arête-onnexe et 1-arête-lié, mais ses arêtes nous donnent un
ensemble de n ouples de sommets admettant un routage arête disjoint.
Dans le as des graphes orientés, Shiloah [Shi79℄ a montré, via le théorème 2.4.8, que les
graphes k-ar-onnexes sont k-ar-liés. Ce résultat à des impliations fortes, omme nous le
verrons dans le hapitre 7, sur le problème du routage optique dans les réseaux WDM.
22 CHAPITRE 2. GRAPHES CLASSIQUES ET RÉSEAUX DE COMMUNICATIONS
Théorème 2.4.8 (Shiloah, [Shi79℄) Si un graphe G est k-ar-onnexe, alors pour tout
k ouples de sommets (s
1
; t
1
); : : : ; (s
k
; t
k
), il existe k hemins
 !

i
, 1  i  k, deux à deux
ars disjoints, tels que
 !

i
relie s
i
à t
i
.
2.4.3 Complexité du routage disjoint
Déider si un graphe k-arête-onnexe (k-ar-onnexe) est k-arête-lié (resp k-ar-lié) est
équivalent à résoudre le problème suivant, dont nous donnons la formulation orientée :
Problème 2.4.9 (Routage disjoint)
Entrée : Un graphe G et k ouples de sommets (s
1
; t
1
); : : : ; (s
k
; t
k
)
Sortie : Un routage R
Objetif : Trouver k hemins disjoints
 !

i
, 1  i  k, tels que
 !

i
relie s
i
à t
i
.
Karp [Kar75℄ a montré que e problème est en général NP-omplet lorsque la taille k de
l'instane n'est pas onnue.
Théorème 2.4.10 (Karp, [Kar75℄) Le problème du routage (arête)-disjoint dans un graphe
non-orienté, lorsque k fait partie de l'instane, est NP-omplet.
Ce problème devient polynomial si s
i
= s
1
pour 2  i  k, ou si t
i
= t
1
pour 2  i  k.
Dans e as, nous avons un soure ou un puits unique, et le problème peut être résolu par
un algorithme de ot [FF62℄. De même, e problème devient polynomial si le nombre de
requêtes (k) est xé [RS95℄.
Théorème 2.4.11 ([RS95℄) Pour un k xé, le problème du routage (arête)-disjoint dans
un graphe non-orienté est polynomial.
Dans le as des graphes orienté, le problème du routage ar-disjoint a été montré NP-
omplet même pour k = 2 [FHW80℄. Toutefois, il a depuis été montré que dans le as des
graphes orientés symétrique et pour k xé, e problème est polynomial [Jar99℄.
Théorème 2.4.12 ([FHW80℄) Le problème du routage (ar)-disjoint dans un graphe orienté
est NP-omplet pour k = 2.
Théorème 2.4.13 ([Jar99℄) Pour un k xé, le problème du routage (ar)-disjoint dans un
graphe orienté symétrique est polynomial.
Ainsi, trouver un routage disjoint pour k requêtes est un problème diile dans les
graphes orientés et  faile  dans les graphes non-orientés ou orientés symétriques. Il en est
de même pour déider si un graphe k-ar-onnexe (resp. arête-onnexe) est k-ar-lié (resp.
k-arête-lié).
Par ontre, garantir l'existene de k hemins disjoints dans un graphe est un problème
simple. En eet, en utilisant le théorème 2.4.7, il sut que le graphe soit k+1 ou k+2-arête-
onnexe (ar-onnexe), et ei se vérie en temps polynomial. Ainsi, la notion de graphe k-lié
à des impliations sur le routage.
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2.4.4 Connexité et iruits
Il est naturel qu'un graphe ayant une grande onnexité ontienne un iruit. De nombreux
travaux ont été eetué sur la présene de iruits partiuliers, ontenant un ensemble donné
d'arêtes ou de sommets, éventuellement ordonnés.
Théorème 2.4.14 (Dira, [Dir60℄) Dans un graphe k-onnexe, un sous ensemble de k
sommets est toujours inlus dans un iruit.
Théorème 2.4.15 ([HT82℄) Dans un graphe k-onnexe, un sous-ensemble de k  1 arêtes
indépendantes est toujours inlus dans un iruit.
Conjeture 2.4.16 (Lovász, [Lov76℄) Dans un graphe k-onnexe, un sous-ensemble de k
arêtes indépendantes est toujours inlus dans un iruit, sauf si k est impair et que les k
arêtes déonnetent le graphe.
Ces résultats ne donnent que des bornes inférieures. De plus, il n'est pas fait mention de
l'ordre dans lequel les sommets (ou les arêtes) sont visités. Le problème 2.4.17 nous donne
l'exemple d'un graphe 4-onnexe, la grille torique, où nous onjeturons que tout ensemble
ordonné de 11 sommets est inlus dans un iruit (arête disjoint), si la grille torique est
susamment grande. Cette valeur provient des nombreuses ongurations que nous avons
testées, sur des grilles toriques supposées innies.
Problème 2.4.17 (Ciruit sur le tore)
Entrée : Une grille torique, TM(n
1
; n
2
)
Sortie : Un entier k
Objetif : Trouver k tel que tout sous-ensemble de j  k sommets ordonnés soit
inlus dans un iruit
Conjeture 2.4.18 ([BCH
+
℄) Si n
1
 n
0
et n
2
 n
0
, alors k = 11.
Le nombre n
0
est arbitrairement grand, par exemple n
0
= 15. Nous pourrons herher à
le minimiser lorsque la onjeture sera résolue.
Théorème 2.4.19 ([BCH
+
℄) k < 12.
Preuve : Pour prouver e théorème, nous exhibons un ontre exemple pour k = 12. Soient
12 sommets de TM(n
1
; n
2
), ave n
1
n
2
 12, n
1
 2 et n
2
 2, que nous numérotons de 1 à
12, et tels que les sommets 1, 3, 5, 7, 9 et 11 soient disposés de la façon suivante :
31 5
7 9 11
X
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Soit X l'ensemble de es points. Les voisins dans le iruit de haque sommet de X appar-
tiennent à TM(n
1
; n
2
)nX. Ainsi, pour onneter les sommets de X à leurs voisins, 12 arêtes
sont néessaires, or X n'est relié que par 10 arêtes à TM(n
1
; n
2
)nX. Don, il existe au moins
un ensemble ordonné de 12 sommets de TM(n
1
; n
2
) qui ne sont pas inlus dans un iruit.
Chapitre 3
Les tehnologies optiques pour les
téléommuniations
L'utilisation de l'optique pour la transmission de l'information remonte à l'antiquité où
le reet des rayons du soleil sur un miroir permettait de transmettre de très ourts messages.
Aujourd'hui, les tehnologies de l'optique permettent le transport rapide d'un très grand
nombre d'informations. Par exemple, une seule paire de bres optique, qui propage l'infor-
mation sous forme d'impulsions de lumière, permet la transmission simultanée de près d'un
demi-million de ommuniations téléphoniques d'un ontinent à l'autre.
Les transmissions optiques sont partiulièrement bien adaptées au transport de données
numériques, où l'information est odée sous la forme d'une suession de bits (binary digits,
pour désigner 0 ou 1). Ces bits sont aheminés sous forme d'onde lumineuse dont on module
l'intensité : le temps est divisé en réneaux de même durée, pendant lesquels le bit 1 est
odée par une impulsion lumineuse et le bit 0 par une absene de lumière.
Dans les ommuniations numériques à hauts débits, nous omptons maintenant en gi-
gabits par seonde (Gbits/s) et même en térabits par seondes (Tbits/s). Ces ordres de
grandeurs sont à omparer au téléphone standard qui fontionne à 64 kbits/s par seonde.
Ainsi, 1 Gbits/s représente environ quinze mille onversations téléphonique simultanées.
La élérité de la lumière dans le vide est de l'ordre de 300 000 kilomètres par seonde
1
.
Ainsi, dans une ommuniation numérique à 1 Gbits/s, un bit orrespond à une setion du
signal optique de 30 entimètres de long. De plus, l'émergene atuelle de système optique
opérant à 40 Gbits/s réduit ette longueur à 7.5 millimètres.
Il a été montré dans [FEGL88℄ que l'utilisation de ommuniation optique est intéres-
sante, en termes de débit et de onsommation d'énergie, dès que la distane à parourir
est supérieure à un entimètre. Par ailleurs, d'autres fateurs (faible atténuation du milieu,
insensibilité au bruit életro-magnétique,: : : ) ont fait de l'optique un symbole de qualité
de transmission. Ainsi, l'optique peut être utilisée pour le transport d'information sur de
longues distanes, d'un ontinent à l'autre, de même que pour de ourtes distanes, entre les
éléments d'une mahine multiproesseurs par exemple [SALR
+
98℄.
Dans e hapitre, nous allons don dérire des éléments de la tehnologie de l'optique
1
Lorsque des bres optiques sont utilisées, l'indie du milieu doit introduit une rédution de la élérité de
la lumière.
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Fig. 3.1  Shéma d'une liaison opto-életronique.
permettant de réaliser des ommuniations à ourtes et à longues distanes. Nous ommen-
erons par présenter, dans la setion 3.1, un modèle général de liaison de ommuniation
optique. Nous présenterons également, à titre de omparaison, un modèle de liaison de om-
muniation életronique. Puis nous présenterons le domaine général de l'optique en l'espae
libre. Ensuite, dans la setion 3.2, nous détaillerons les prinipaux omposants optiques qui
sont utilisés pour la réalisation des ommuniations optiques. Enn, nous présenterons dans
la setion 3.3 les deux tehniques de multiplexage optique les plus ouramment utilisées : le
multiplexage temporel et le multiplexage en longueur d'onde, qui permettent d'aroître la
bande passante du système et l'utilisation eae des ressoures.
3.1 Desription d'une liaison de ommuniation optique
Une liaison de ommuniation optique se ompose de trois parties distintes : une soure
lumineuse permettant l'émission de bits sous forme de signaux lumineux, un système optique
permettant de guider la lumière entre sa soure et sa destination, et un réepteur optique
permettant de traduire le signal lumineux en un signal életrique approprié, omme le montre
la gure 3.1.
Nous faisons ii le parallèle entre un modèle de liaison de ommuniation életronique et
un modèle de ommuniation opto-életronique. Ensuite, nous présenterons le domaine de
l'espae libre optique.
3.1.1 Desription d'une liaison életronique
Dans les ordinateurs atuels, les ommuniations entre les diérents éléments situés sur
la arte mère (proesseur, mémoire, : : : ) se font au travers de ls métalliques déposés sur
ette arte. De même, une méthode de onstrution de systèmes multiproesseurs onsiste
à utiliser des MCM (Multi-Chips Module). Un MCM est une arte sur laquelle sont dispo-
sés plusieurs proesseurs, et qui autorise plusieurs niveaux d'interonnexions (ouhes). Les
MCM supportent un très grand nombre de liens de ommuniations, disposés sur plusieurs
ouhes. Les proesseurs sont reliés aux liens de ommuniations par l'intermédiaire de leurs
brohes. La gure 3.2 représente un MCM sur lequel sont disposés 9 proesseurs.
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Processeurs
MCM
Fig. 3.2  Shéma d'un MCM supportant 9 proesseurs.
Superbuffer Lien physique Recepteur
Fig. 3.3  Shéma d'une liaison életronique.
Les liens de ommuniations sur les MCMs peuvent être longs (parfois plusieurs dizaines
de entimètres), d'où un besoin d'ampliation du signal à émettre. Généralement, un lien
ne permet d'aheminer qu'un seul bit à la fois. Un lien de ommuniation se déompose en
trois parties, omme le montre la gure 3.3 : l'émetteur (ii un superbuer [KBFE99℄), la
ligne reliant les proesseurs (l métallique déposé sur une ouhe du MCM) et un réepteur
(un simple inverseur CMOS). Le leteur intéressé pourra se reporter à [YME97, KBHL
+
℄
pour plus de détails.
3.1.2 Desription d'une liaison opto-életronique
L'utilisation de ommuniations optiques est intéressante en termes de débit et de dissi-
pation d'énergie, dès que la distane à parourir est supérieure à un entimètre, et e à la
fois pour des ommuniations entre omposants (proesseurs, mémoires,. . .) omme pour des
ommuniations à l'intérieur d'un même omposant [FEGL88, FGDE89, KMK
+
91, YME97℄.
Un lien de ommuniation opto-életronique se déompose en trois parties, omme le
montre la gure 3.1 : l'émetteur, le réepteur et, entre les deux, l'espae optique. L'émetteur
est prinipalement onstitué d'une diode laser telle qu'une VCSEL (Vertial Cavity Sur-
fae Emitting Laser) [DMYC96℄. Le réepteur est onstitué d'un photo-déteteur suivi d'un
ampliateur de signal et d'un iruit de déision [BFBE98, FBE96, CMP
+
01℄. L'espae
optique est soit une bre optique, soit un espae optique libre onsistant en une suession
de lentilles et de miroirs permettant de guider le faiseau de sa soure à sa destination. Une
étude d'un lien de ommuniation opto-életronique en espae optique libre se retrouve dans
[KBFE99℄. Enn, un état de l'art des iruits életroniques permettant la onstrution de
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liens de ommuniations opto-életronique à haut débit est disponible dans [San01℄.
3.1.3 Optique en l'espae libre
L'optique en l'espae libre omme nous venons de le iter, onsiste à guider un faiseau
optique à l'aide de lentilles et de miroirs, de sa soure à sa destination, sans utiliser de système
de guidage (bre optique par exemple). Cette tehnique est prinipalement employée pour
des ommuniations à ourtes distanes.
Un des atouts majeurs de l'optique en l'espae libre est de permettre la réalisation d'un
grand nombre d'interonnexions optiques dans un espae réduit, là où l'utilisation de liaisons
életroniques n'est plus envisageable. Par exemple, omme nous le verrons dans le hapitre
4, il est maintenant possible de onstruire le réseau d'interonnexion d'un graphe omplet à
64 proesseurs, K
+
64
, où haque proesseur possède un lien de ommuniation optique diret
vers haun des 63 autres. Qui plus est, l'optique de l'espae libre permet la fabriation de
routeurs tout-optique reongurables de grande taille [HMB
+
00℄. Par exemple, la gure 3.12
page 37 représente une matrie de miroirs artiulés permettant la fabriation d'un ross-bar
à 256 entrées et sorties.
Un exemple original d'utilisation de l'optique en l'espae libre pour la mise en ÷uvre d'un
réseau de ommuniation est donné par l'entreprise TeraBeam (http ://www.terabeam.om).
Cette entreprise propose d'établir des onnexions optiques diretes entre les bâtiments d'une
ville. Cette idée permet de réduire les oûts de mise en plae de l'infrastruture, ar il n'est
plus néessaire de reuser des tranhées entre les bâtiments pour installer une bre optique,
évitant au passage les inidents que peuvent oasionner des travaux. Toutefois, la mise
en ÷uvre de e type de réseau est très disutable. En eet, les bâtiments ont un ertain
mouvement, dû à la haleur et au vent, e qui introduit des erreurs d'alignements. De plus,
la ommuniation optique peut être perturbée par le passage d'un oiseau et par les onditions
atmosphériques entraînant ainsi la perte d'informations.
3.2 Composants optiques
Nous présentons maintenant les prinipaux omposants optiques qui interviennent dans
la mise en ÷uvre des réseaux de ommuniations optiques.
3.2.1 Émetteurs
Les émetteurs utilisés pour l'émission de signaux lumineux sont généralement des diodes
laser qui produisent des faiseaux intenses de lumière ohérente monohromatique. Le si-
gnal lumineux généré par une diode laser est onstitué de paquets de photons libéré à une
fréquene xe, déterminée par les spéiations de la diode employée. Les spéiations de
ette diodes déterminent également la longueur d'onde du signal lumineux (sa  ouleur ).
Le prinipe de fontionnement d'un laser pourra être trouvé dans de nombreux ouvrages,
tels que [Muk97, NPF00℄.
En miro-életronique, les diodes lasers atuelles sont des VCSELs [DMYC96℄. Ces diodes
peuvent être diretement fabriquées sur le siliium des proesseurs. Le signal optique est alors
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(a) (b)
Fig. 3.4  (a) Matrie de 4 4 émetteurs et réepteurs ; (b) Matrie de lentilles.
émis perpendiulairement au plan du proesseur. Plusieurs VCSELs peuvent être déposées
sur un proesseur, omme le montre la gure 3.4 où l'on trouve 16 VCSELs. Des matries de
8x8 VCSELs ont d'ores et déjà été fabriquées [EGB
+
99℄, et de plus grandes le seront bientt.
Le nombre de VCSELs par entimètre arré est aujourd'hui limité par la surfae néessaire
à une VCSEL pour dissiper la haleur qu'elle dégage.
Un des enjeux majeur de la reherhe atuelle, est la fabriation de diodes lasers permet-
tant l'émission de 40 Gbits/s. Ce ap est en ours de franhissement. La prohaine génération
d'émetteurs pourrait être de taille nanosopique. En eet, les nanotubes onnaissent atuel-
lement un développement formidable et font l'objet de nombreuses reherhes [CLC
+
99℄.
Une propriété intéressante des nanotubes est qu'ils permettent l'émission d'exatement un
photon.
3.2.2 Réepteurs
La fontion d'un réepteur dans un système de transmission optique est de déteter un
signal lumineux, 'est-à-dire de onvertir un signal optique en signal életrique.
Deux tehniques de détetion sont utilisées. La détetion direte est réalisée par une diode
photosensible qui onvertit un ot de photons en un ot d'életrons. Le ourant életrique
résultant est ensuite amplié puis soumis à un test de seuil pour déterminer si l'information
logique est un bit 1 ou un bit 0.
Une alternative est la détetion ohérente qui utilise un laser auxiliaire omme osillateur
loal. Une photo-diode reçoit alors un signal issu de la ombinaison des deux signaux laser,
qui est plus faile à déteter. Ce système est ertes plus omplexe et plus oûteux, mais
présente l'avantage de permettre la détetion de signaux faibles.
La gure 3.4 nous montre une matrie de 16 photo-diodes, et la gure 3.1 nous donne le
shéma d'un iruit de déision. Le leteur est renvoyé à [Bra90, BFBE98, FBE96℄ pour de
plus amples informations.
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3.2.3 Lentilles
Les lentilles sont des omposants essentiels dans les systèmes de ommuniations optiques.
Elles sont utilisées par exemple pour garantir la ohérene du signal optique émis par une
VCSEL ou sortant d'une bre optique.
Les formes des lentilles sont multiples : bi-onave(onvexe), plan-onave(onvexe), y-
lindrique, sphérique, de Fresnel, et leur diamètre est très variable, allant de plusieurs enti-
mètres à quelques mirons [HKE00℄. La gure 3.5 illustre ette remarque en omparant deux
lentilles de Fresnel, l'une utilisée dans le blo optique des phares et l'autre utilisée dans les
systèmes opto-életroniques atuels.
Les lentilles sont lassées selon leur f
L
-nombre, 'est-à-dire le rapport entre la distane
foale OF (ou O est le entre de la lentille et F son foyer image) et le diamètre D
L
, f
L
=
OF
D
L
.
Une lentille est onvexe si f
L
> 0, et onave sinon. La qualité d'une lentille est mesurée
par la perte d'énergie que subit un faiseau optique la traversant. Il est admis [BMME97℄
qu'il est faile de fabriquer une lentille de qualité ave un f
L
-nombre 2, alors qu'il est très
diile de fabriquer une lentille de f
L
-nombre< 2. Aussi, lors de la oneption d'un système
de ommuniations optiques, le hoix se portera sur l'utilisation de lentilles de f
L
-nombre 2.
Fig. 3.5  Lentilles de Fresnel pour un phare, et lentille de Fresnel pour l'optoéletronique.
3.2.4 Miroir Semi-rééhissant
Un miroir semi-rééhissant est un omposant à deux faes : l'une est équivalente à un
miroir et rééhit la lumière, l'autre laisse passer la lumière. Il ne faut pas le onfondre ave
la  glae sans tain  qui absorbe la lumière sur l'une de ses faes, et sur l'autre, laisse une
partie de la lumière la traverser et rééhit l'autre partie.
La gure 3.6 nous montre le prinipe d'un miroir semi-rééhissant et elui d'une glae
sans tain. Pour le miroir semi-rééhissant, le rayon R est rééhi alors que le rayon R
0
traverse le miroir ; pour la glae sans tain, le rayon T est absorbé, alors qu'une partie du
rayon R est rééhi (R
0
) et l'autre traverse le miroir (R
00
).
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Fig. 3.6  Miroir semi-rééhissant et glae sans tain.
3.2.5 Étoile passive optique (OPS)
Une étoile passive optique, notée OPS, est un dispositif de transmission optique, qui
divise haque signal optique entrant en plusieurs signaux optiques, haun ontenant une
partie du signal entrant. Une OPS(s; z) possède s entrées et z sorties. Généralement, les
entrées et les sorties sont onsidérées de même ardinalité s, et l'OPS est dite de degré s
(voir gures 3.7 et 3.8). Lorsqu'un signal optique entre dans l'OPS, il ressort par toutes les
sorties.
Une OPS est un système optique passif, ne disposant pas de soure d'énergie. Elle est
omposée d'un multiplexeur optique suivi d'une bre optique ou d'un espae libre optique,
puis d'un diuseur optique [GMH
+
98℄ qui divise le signal optique en s signaux, haun onte-
nant
1
s
de l'énergie ontenu dans le signal optique entrant. Nous nous intéressons ii aux OPS
travaillant ave une seule longueur d'onde, impliquant qu'un seul signal peut traverser l'OPS
à un instant donné. Le détail du fontionnement d'une OPS aeptant plusieurs longueurs
d'onde pourra être trouvé dans [CZA93℄.
Le leteur pourra se reporter à [BMME95℄ pour une réalisation pratique d'une OPS,
utilisant un hologramme omme diuseur, à [LWF97℄ pour une réalisation où le multiplexeur
et le diuseur sont réalisés uniquement à partir de bres optiques, ou enore à [Dra89℄. Enn,
la gure 3.9 nous montre la onstrution d'une OPS omme une suession d'OPS de degré
2, [Muk97℄.
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Fig. 3.7  Représentation usuelle d'une étoile passive optique de degré 4.
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Fig. 3.8  Autre représentation d'une étoile passive optique de degré 4.
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Fig. 3.9  OPS de degré 8 onstruite à partir de 7 multiplexeurs à 2 entrées et de 7 démul-
tiplexeurs à 2 sorties.
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3.2.6 Fibre optique
Les bres optiques sont prinipalement utilisées pour le transport de signaux lumineux sur
de grandes distanes : entre villes, départements, régions, pays et ontinents. Des faiseaux
de bres optiques parourent les oéans du monde, de la Frane vers les États-Unis, du
nord de l'Europe jusqu'en Australie. Un signe tangible de l'intérêt de l'utilisation de bres
optiques pour le transport d'information entre ontinents, a été, en 1988, la disparition dans
les ommuniations téléphoniques entre le Frane et les États-Unis, du  temps mort  de
0.4 seonde dû à la liaison vers le satellite relais.
L'ouvrage de Heht [He99℄ retrae l'historique omplète des bres optiques. Les pre-
mières bres en verre de silie susamment pur pour transporter de la lumière sur de grandes
distanes sont apparues dans les années 60. Depuis, leur qualité a été grandement améliorée
et, en 1996, Fujitsu, NTT Labs et Bell Labs ont obtenu des bres permettant de transporter
1 Tbits/s sur de longues distanes, par des méthodes diérentes.
D'autre part, les bres optiques permettent le transport de signaux optiques de longueurs
d'ondes diérentes sur une seule bre, augmentant ainsi leur potentialité et leur souplesse
d'utilisation.
Enn, nous savons maintenant onneter diretement une bre optique à une pue éle-
tronique, omme le montre le ommutateur de la gure 3.10 [LHKW99℄.
Fig. 3.10  Commutateur 2 2 pour bre optique
3.2.7 Ampliateurs optiques
Lorsqu'un signal optique parourt une longue distane dans une bre optique, il onnaît
une ertaine atténuation. Si la distane parourue est importante, le signal peut devenir
bruité ou trop faible pour être déteté. Des ampliateurs sont disposés à intervalles réguliers,
atuellement tous les 50-100 km.
Deux grandes familles d'ampliateurs existent : les ampliateurs à semi-onduteur
et les ampliateurs à bre dopée. Une présentation générale des ampliateurs optiques se
trouve dans [O'M93℄.
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Notons qu'un signal optique ne peut être amplié autant de fois que l'on veut. En eet,
l'ampliation introduit un léger bruit dans le signal, et e bruit est amplié par haun des
ampliateurs renontrés. Ainsi, le signal optique doit être régénéré après la traversée de
plusieurs ampliateurs, 'est-à-dire si la distane parourue est grande, an d'en éliminer
le bruit. Atuellement les signaux optiques sont régénérés tous les 500 km. Réemment,
l'utilisation de l'ampliation Raman, qui utilise la bre de ligne omme milieu ampliateur,
a onduit à des portées de plus de 3000 km.
3.2.8 Convertisseurs optiques
Un onvertisseur optique permet de modier la longueur d'onde d'un signal optique. Ce
omposant est don très utile pour les réseaux utilisant de nombreuses longueurs d'ondes.
De nombreux travaux traitent des diérentes tehniques de onversion en longueur d'onde,
dont [Yoo96, DMJ
+
96, LBG
+
99, YZP
+
00℄.
Deux grands types de tehnologies se distinguent. Tout d'abord, la onversion
optoéletronique onsiste à traduire le signal optique en signal életrique, puis à émettre
un nouveaux signal optique ave un longueur d'onde diérente. Cette tehnique est équi-
valente à la régénération de signal, 'est pourquoi on pourra proter de la régénération de
signal pour modier la longueur d'onde d'un signal optique. Toutefois, ette tehnique de
onversion est atuellement limitée au potentiel de l'életronique. Des expérimentations pour
des débits de 10 Gbits/s ont été réalisé [Yoo96℄.
Une autre tehnique de onversion en longueur d'onde, tout-optique, permet d'atteindre
de plus hauts débits. Des expérimentations ont démontré la faisabilité de onvertisseurs
tout-optiques opérant à 40 Gbits/s [YZP
+
00℄.
3.2.9 Méanismes mirosopiques (MEMS)
La miniaturisation des omposants est depuis longtemps un moteur de la reherhe dans
les domaines de l'életronique et de l'optique, et don de l'optoéletronique [NR01℄. Les méa-
nismes mirosopiques, MEMS (Miro Eletro Mehanial Systems), permettent aujourd'hui
la fabriation de systèmes méaniques de taille mirosopique. Par exemple, des miroirs arti-
ulés de 100 m de diamètre (gure 3.12) sont aujourd'hui fabriqués, et plusieurs entaines
de es miroirs peuvent être assemblés sur une pue d'un entimètre de oté. Ces systèmes
permettent d'orienter dynamiquement, et dans une multitude de diretions, des faiseaux
optiques.
La gure 3.11 nous montre
2
des omposants fabriqués par l'entreprise OMM Inorporated
(http ://www.ommin.om), dont un rossbar 8 8 tout optique. La gure 3.12 montre un
miroir artiulé
3
fabriqué par Luent Tehnologies (http ://www.luent.om) dont la taille
est omparée à elle du hâs d'une aiguille. 256 de es miroirs sont assemblés sur une même
pue d'environ un entimètre de té, permettant la fabriation d'un rossbar tout-optique
en 3 dimensions, à 256 entrées et 256 sorties. Ce rossbar pourra ensuite être utilisé omme
2
Images provenant de http ://www.ommin.om, rubrique news/media room
3
Images provenant de http ://www.luent.om/pressroom/lambda.html
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 brique de base  dans la onstrution de gros routeurs, par exemple en onstruisant un
buttery de degré 256.
3.3 Multiplexage optique
Lemultiplexage onsiste à transporter sur un même support physique plusieurs signaux.
La division de la bande passante en anaux peut être réalisée, omme en életronique, dans la
dimension temporelle ou dans la dimension des longueurs d'ondes. Dans le premier as, nous
parlerons de multiplexage temporel et dans le seond as de multiplexage en longueur
d'onde.
3.3.1 Multiplexage temporel (TDM)
Le multiplexage temporel, noté TDM, onsiste à imbriquer temporellement diérents
anaux de ommuniation en trames suessives. Si le ot d'information est représenté par
les dents d'un peigne, le multiplexage temporel revient à superposer les peignes des diérents
anaux en les déalant les uns par rapport aux autres, omme le montre la gure 3.13. Cela
néessite une synhronisation préise. À la réeption, haque anal temporel est démultiplexé
puis aheminé vers sa destination. Les fontions de multiplexage/démultiplexage temporels
peuvent être réalisées ave des iruits intégrés ultra-rapides (40 Gbits/s en laboratoire).
Toutefois, le oût prohibitif de es iruits pour les très hauts débits suggère d'eetuer le
multiplexage temporel par des moyens purement optiques, une voie atuellement explorée
[UGP
+
00, CMP
+
01℄.
3.3.2 Multiplexage en longueur d'onde (WDM)
Le multiplexage en longueur d'onde, noté WDM, est une tehnique de multiplexage qui
peut se superposer à la préédente. Cette tehnique onsiste à utiliser une longueur d'onde
(ou fréquene optique) diérente pour haque anal de ommuniation. Les signaux optiques
sont ensuite multiplexés en un unique faiseau optique pour être transportés au travers
d'une même bre optique. Enn, un démultiplexage en longueur d'onde permet de séparer
les diérentes longueurs d'ondes et don de dissoier les anaux de ommuniations. La gure
3.14 nous montre le prinipe d'une liaison WDM. Le multiplexage omme le démultiplexage
pourront être réalisés par des éléments optiques passifs, de façon similaire à la déomposition
et reomposition des ouleurs de l'ar-en-iel par un prisme.
Le multiplexage WDM permet la oexistene de plusieurs anaux de ommuniations,
éventuellement opérant à des débits diérents, au travers d'une même bre. Plusieurs en-
taines de longueurs d'ondes diérentes peuvent aujourd'hui être utilisées simultanément sur
une même bre orant ainsi une bande passante de l'ordre de 1 Tbits/s sur une seule bre.
Du fait de l'augmentation du nombre de longueurs d'ondes utilisables sur une même bre, on
parle aujourd'hui de DWDM et UDWDM pour dense et ultra dense WDM [Bra90, YST99,
TFK
+
01℄.
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Fig. 3.11  MEMS fabriqués par OMM In.
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Fig. 3.12  Luent's WaveStar[tm℄ LambdaRouter.
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Fig. 3.13  Multiplexage temporel (TDM).
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Fig. 3.14  Multiplexage en longueur d'onde (WDM).
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3.3.3 SONET/SDH
Les réseaux de types SONET (Synhronous Optial NETwork) et SDH (Synhronous
Digital Hierarhy) [Kar99℄ sont une alternative au multiplexage temporel. SONET et SDH
sont des standards pour la transmission synhrone de données dans les réseaux à bres
optiques. SONET est le standard amériain, dénit par le Amerian National Standards Ins-
titute (ANSI) et SDH est le standard international établit en 1988 par le Comité Consultatif
International Télégraphique et Téléphonique (CCITT) (devenu depuis 1994 International Te-
leommuniations Union (ITU)). La SDH est une forme de multiplexage temporel qui est
atuellement utilisée au dessus de WDM.
La SDH utilise une struture hiérarhique pour regrouper des données suivant tout ou
partie d'un même hemin. Les données sont assemblées en STM (Synhronous Transfert
Module), dont il existe plusieurs types (table 3.1), haun orrespondant à un débit. Le
prinipe hiérarhique onsiste à assembler 4 STM-i en un seul STM-4i, alors onsidéré omme
un unique  train  de données (gure 3.15).
entete
STM−16
STM−4
STM−1
Fig. 3.15  Prinipe hiérarhique des STM.
SONET OC-1 OC-2 OC-12 OC-24 OC-48 OC-192 OC-768
SDH STM-1 STM-4 STM-16 STM-64 STM-256
Débit (bits/s) 52 M 155 M 625 M 1.25 G 2.5 G 10 G 40 G
Tab. 3.1  Correspondane entre SONET et SDH.
3.3.4 Multiplexeur à insertion/extration optique
Un multiplexeur à insertions/extrations optiques (MIEO) (optial add/drop multiplexeur
(OADM)) [KM01℄ est un omposant tout-optique, plaé sur une bre optique au niveau
d'un n÷ud d'un réseau WDM. Il permet d'extraire ertains signaux optiques en transit dans
une bre, 'est-à-dire quelques longueurs d'ondes, puis d'insérer dans ette même bre de
nouveaux signaux optiques, utilisant les longueurs d'ondes disponibles. Les signaux optiques
n'intervenant pas dans ette manipulation ne font que traverser le MIEO, sans être modiés.
La gure 3.16 en résume le prinipe.
Plusieurs méthodes de onstrutions sont envisagées pour les MIEO. L'une d'elles onsiste
à utiliser un démultiplexeur, un multiplexeur optique, et entre les deux, un système permet-
tant d'orienter diéremment les signaux à extraire, les signaux à insérer et les signaux qui ne
font que traverser le réseau. Cei pourra par exemple être réalisé à l'aide des rossbars tout-
optique que nous avons présenté dans la setion 3.2.9. Une autre onstrution est reportée
dans [MGB01℄.
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MultiplexeurDemultiplexeur
Extractions Insertions
fibre fibre
Fig. 3.16  Multiplexeur à insertions/extrations optiques.
Les signaux optiques extraits d'une bre optique pourront être soit injetés dans un
autre bre optique, éventuellement ave onversion de la longueur d'onde, soit dirigés vers
des réepteurs et onvertis sous forme életronique.
3.3.5 Multiplexeur à insertion/extration életronique
Un multiplexeur à insertions/extrations életronique (MIE) (add/drop multiplexeur
(ADM)) est un omposant réalisant l'interfae entre la ouhe optique et la ouhe életro-
nique d'un réseau de ommuniations. Ils sont en partiulier utilisés pour permettre l'aès
aux STM dans les réseaux SONET/SDH (setion 3.3.3 page 38).
Un MIE est onstitué d'un réepteur [CMP
+
01℄ et d'un émetteur optique, et d'un iruit
életronique permettant d'agir sur les données reçues.
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Chapitre 4
Réseaux de ommuniations de l'espae
libre optique
Les réseaux de ommuniation en espae optique libre sont utilisés lorsque la distane
entre l'émission et la réeption du signal optique est faible (quelques entimètres) et que la
densité des interonnexions est importante [MKY
+
97, LPZ98℄. Ils utilisent des lentilles et
des miroirs pour guider les faiseaux lumineux et permettent ainsi un grand nombre d'inter-
onnexions dans un espae réduit. Les tehnologies de l'optique, omme nous l'avons rappelé
dans le hapitre 3, permettent aujourd'hui la onstrution de systèmes mirosopiques utili-
sant des lentilles de diamètre inférieur à 50 m [HKE00℄ et des méanismes mirosopiques
(setion 3.2.9).
Dans e hapitre, nous présentons une famille de réseaux d'interonnexions optiques
en espae libre basée sur l'arhiteture Optial Transpose Interonnetion System (OTIS)
[MMHE93℄. Ce système se ompose de deux plans de lentilles permettant de relier une
matrie d'émetteurs à une matrie de réepteurs, selon un motif xé par le nombre et la taille
des lentilles. Ainsi, OTIS(p; q) relie p groupes de q émetteurs à q groupes de p réepteurs,
et l'émetteur (i; j), 0  i < p, 0  j < q, est relié au réepteur (q   j   1; p  i  1).
Ce système optique a entre autre été développé an de réaliser les interonnexions op-
tiques du graphe omplet orienté symétrique K
+
n
. Dès lors, toute topologie de réseau d'inter-
onnexion peut être implantée ave OTIS(n; n), omme sous graphe de K
+
n
. Toutefois, ette
implantation n'est pas optimale dans le sens où tous les liens de ommuniations optiques ne
sont pas utilisés. Par exemple, un graphe d'ordre n et de degré 2 n'utilisera que 2n liens de
ommuniations sur les n
2
disponibles. Quel gâhis ! Nous herhons don les réseaux pour
lesquels tous les liens de ommuniations optiques sont utilisés.
Nous proposons, dans la setion 4.1, une famille de réseaux d'interonnexions onstruits
sur OTIS(p; q), en dénissant la famille de graphes H(p; q; d), où d émetteurs et d réepteurs
onséutifs sont rassemblés pour former un même sommet du graphe. Nous montrons, dans la
setion 4.2, que ette famille ontient les graphes de Imase et Itoh, souvent appelés graphes de
Kautz généralisés. Ce résultat implique que la familleH(p; q; d) inlut les graphes de Kautz et
de de Bruijn, ainsi que les graphes omplets. Ensuite, nous montrons que les graphes omplets
sont les seuls graphes orientés symétriques réguliers de la famille H(p; q; d), exluant ainsi
de nombreux graphes tels que les hyperubes et les grilles.
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Ensuite, nous nous intéressons dans la setion 4.3 à des réseaux hybrides, utilisant à la
fois des ommuniations optiques, au travers d'OTIS, et des ommuniations életroniques.
Un exemple de réseau hybride, développé pour le alul intensif de la FFT, est détaillé
dans [BEW
+
00℄. Brièvement, es réseaux sont des graphes omposés onstruits à partir de
H(p; q; d) en remplaçant haque sommet par une opie d'un graphe G d'ordre d. Cei nous
permet de proposer une modélisation à des réseaux déjà étudiés sur OTIS tels que OTIS-
Mesh [ZMPE00, WS98b℄ et OTIS-G [DAAar℄.
4.1 Optial Transpose Interonnetion System, OTIS
Dans ette ette setion, nous présentons OTIS omme un omposant optique, puis nous
proposons une modélisation des réseaux de ommuniation pouvant être onstruits ave e
système de ommuniations optiques.
4.1.1 La tehnologie OTIS  Topologie de base
L'arhiteture OTIS Optial Transpose Interonnetion System a été proposée
dans [MMHE93℄ omme un omposant optique permettant de guider un grand nombre de
faiseaux optiques de leur soure à leur destination, dans un espae réduit et selon un motif
géométrique xé. Un dénition formelle en est la suivante :
Dénition 4.1.1 ([MMHE93℄) L'arhiteture OTIS(p; q), est un système optique en 2
dimensions, qui permet de réaliser des ommuniations point-à-point (ou 1-à-1) en reliant
un veteur de p groupes de q émetteurs à un veteur de q groupes de p réepteurs, de telle
sorte que l'élément (i; j), 0  i  p 1, 0  j  q 1, soit relié à l'élément (q j 1; p i 1).
Les onnexions optiques de l'arhiteture OTIS(p; q), se font, omme le montre l'exemple
de la gure 4.1, grâe à deux plans de lentilles séparés par un espae optique libre. Les lentilles
d'un plan de lentilles sont identiques, alors que les lentilles de deux plans distints peuvent
être diérentes (distanes foales diérentes).
Notons que dans l'exemple de la gure 4.1, les rayons traversent le entre des lentilles
qu'ils renontrent. Chaque émetteur doit être exatement orienté vers son réepteur. Un tel
système est alors très diile à onstruire, et de fabriation oûteuse. Pour remédier à ette
ontrainte, il a été proposé dans [BMME97℄ une amélioration du système de lentilles pour des
émetteurs  vertiaux  (perpendiulaires au veteurs d'émetteurs et de réepteurs). Cette
amélioration se fait en utilisant des portions de lentille semi-onvexe (une fae plane et une
fae onvexe), omme le montre la gure 4.2.
L'arhiteture OTIS s'applique naturellement à une matrie d'émetteurs et de réepteurs.
Il faut alors utiliser des matries de lentilles et onstruire un système en trois dimensions.
Dénition 4.1.2 ([MMHE93℄) L'arhiteture OTIS(p
1
; p
2
; q
1
; q
2
), est un système optique
en 3 dimensions qui permet de réaliser des ommuniations point-à-point (ou 1-à-1) en reliant
une matrie de p
1
 p
2
groupes de q
1
 q
2
émetteurs à une matrie de q
1
 q
2
groupes de
p
1
 p
2
réepteurs, de telle sorte que l'élément (i
1
; i
2
; j
1
; j
2
), 0  i
k
 p
k
  1, 0  j
k
 q
k
  1,
k = 1; 2, soit relié à l'élément (q
1
  j
1
  1; q
2
  j
2
  1; p
1
  i
1
  1; p
2
  i
2
  1).
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Emetteurs Récepteurs
Lentilles
lumière
0
1
2
3
4
5
0
1
2
3
4
5
0
1
2
3
4
5
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
3
4
5
Fig. 4.1  OTIS(3; 6).
Emetteurs Récepteurs
Lentilles
0
1
2
3
4
5
0
1
2
3
4
5
0
1
2
3
4
5
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
0
1
2
3
4
5
Fig. 4.2  OTIS(3; 6) pour émetteurs vertiaux.
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Étant donné une matrie de taille p
1
p
2
q
1
q
2
, ette dénition revient à permuter les lignes
de la matrie, selon la fontion de permutation donnée par OTIS(p
1
; q
1
), puis à permuter les
olonnes de la matrie obtenue, selon la fontion de permutation donnée par OTIS(p
2
; q
2
).
La gure 4.3 illustre e méanisme.
Il est important de remarquer que d'un point de vue théorique, toute taille d'arhiteture
OTIS, en deux et trois dimensions, est onevable. Toutefois, des ontraintes tehnologiques
existent.
Tout d'abord, nous avons rappelé dans la setion 3.2.3 page 30 que le hoix des lentilles
utilisées dans la oneption d'un système optique se fait selon leur f
L
-nombre.
D'autre part, une analyse géométrique simple d'OTIS(p; q) nous permet de montrer que
le rapport des distanes foales des lentilles utilisées dans haun des plans vaut
q+1
p+1
(voir
l'annexe B). Or, si e rapport est très grand (ou très petit), le système optique est sujet
à des problèmes d'alignement. En eet, un faiseau optique est omposé d'un ensemble de
rayons parallèles et d'un point de vue théorique, des rayons parallèles inidents à une lentille
onvexe émergent en traversant un même point du plan foal image. Or, en pratique, les
lentilles ne sont pas parfaites et de e fait, les faiseaux émergent de la lentille en traversant
le  voisinage  d'un même point du plan foal image. La gure 4.4 illustre ette remarque.
Dès lors, un faiseau lumineux traversant OTIS émerge dans le voisinage d'un réepteur. Cei
entraîne des diultés de dimensionnement des émetteurs (puissane lumineuse à émettre)
et des réepteurs (sensibilité, surfae). An d'étudier préisément la faisabilité d'un système
optique du type d'OTIS, un simulateur, nommé Chatoyant a été développé [LKM
+
98℄. Ce
simulateur permet d'agir sur un grand nombre de paramètres, dont les distanes foales,
et de valider la faisabilité d'un OTIS(p; q). Une étude préliminaire visant à déterminer la
bande passante du système est donnée dans [Cou96℄.
Finalement, nous herherons à utiliser des OTIS(p; q) tels que
q+1
p+1
est prohe de 1.
4.1.2 Modélisation
Nous proposons ii une modélisation qui nous permettra d'exprimer simplement la topo-
logie des réseaux onstruit ave l'arhiteture OTIS. Notons que nous ne onsidérons que
les réseaux de degré onstant.
Numérotons les émetteurs et les réepteurs omme des entiers sur Z
m
= f0; 1; : : : ; m  1g,
ave m = pq. Alors, l'émetteur t = (i; j), 0  i < p, 0  j < q, devient t = qi + j, ave
t 2 Z
m
, et le réepteur r = (i
0
; j
0
), 0  i
0
< q, 0  j
0
< p, devient r = pj
0
+ i
0
2 Z
m
.
Dénition 4.1.3 Le graphe H(p; q; d) est le graphe orienté d'ordre n et degré d onstruit à
partir de l'arhiteture OTIS(p; q), tel que :
 d divise pq, n =
pq
d
et m = pq = dn ;
 V (H) = f0; 1; : : : ; n  1g ;
  
+
H
(u) =

(pq 1)
(b
du+
q

+1
)
 p(du+)
d

; 0   < d

.
Un sommet u 2 V (H) du graphe H(p; q; d) orrespond aux d émetteurs onséutifs
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sur les lignes
Permutations
sur les colonnes
Matrice de récepteurs
OTIS(3,2)
OTIS(3,2,2,3)
OTIS(2,3)
Fig. 4.3  Permutations eetuées par l'arhiteture OTIS(3; 2; 2; 3) d'une matrie de 3 2
groupes de 2 3 émetteurs vers un matrie de 2 3 groupes de 3 2 réepteurs.
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Lentille
Point focal
Zoom
Point focal
Fig. 4.4  Approximation au point foal.
ft = du+  j 0   < dg et aux d réepteurs onséutifs fr = du+  j 0   < dg, 'est-à-
dire
n
t =
j
du+
q
k
; du+  mod q

j 0   < d
o
et
n
r =
j
du+
p
k
; du+  mod p

j 0   < d
o
Cette modélisation suppose que, sur un proesseur, les émetteurs et les réepteurs sont
onfondus. La gure 3.4 nous montre que les émetteurs et les réepteurs peuvent être plaés
te à te. La gure 4.5 page 47 nous montre omment guider les faiseaux optiques, de
leur soure à leur destination, après avoir traversé le système optique OTIS.
La dénition des graphes H(p; q; d) s'étend naturellement à l'arhiteture
OTIS(p
1
; p
2
; q
1
; q
2
). De plus, nous avons vu que les interonnexions de OTIS(p
1
; p
2
; q
1
; q
2
)
sont équivalentes à eetuer une permutation sur les lignes, via OTIS(p
1
; q
1
), puis une per-
mutation sur les olonnes via OTIS(p
2
; q
2
) 'est-à-dire que l'élément (i
1
; i
2
; j
1
; j
2
), 0  i
k
<
p
k
, 0  j
k
< q
k
, k = 1; 2, est relié par OTIS(p
1
; p
2
; q
1
; q
2
) à l'élément (q
1
  j
1
  1; q
2
  j
2
 
1; p
1
  i
1
  1; p
2
  i
2
  1) si et seulement si l'élément (i
1
; i
2
; j
1
; j
2
) est relié par OTIS(p
1
; q
1
)
à l'élément (q
1
  j
1
  1; i
2
; p
1
  i
1
  1; j
2
) qui est lui même relié par OTIS(p
2
; q
2
) à l'élément
(q
1
  j
1
 1; q
2
  j
2
 1; p
1
  i
1
 1; p
2
  i
2
 1) . Aussi, nous modélisons les graphes onstruits
sur OTIS(p
1
; p
2
; q
1
; q
2
) par les graphes H(p
1
; q
1
; d
1
)
H(p
2
; q
2
; d
2
).
Dénition 4.1.4 Les graphes H(p
1
; q
1
; d
1
)
H(p
2
; q
2
; d
2
) sont les graphes de degré d = d
1
d
2
et d'ordre
p
1
q
1
p
2
q
2
d
1
d
2
onstruits à partir de l'arhiteture OTIS(p
1
; p
2
; q
1
; q
2
).
Dénition 4.1.5 Un graphe G = (V;A), à n sommets de degré d, admet une implantation
ave OTIS si et seulement si il vérie l'une des deux onditions suivantes :
1. Il existe p et q tels que G est isomorphe à H(p; q; d) ;
2. Il existe p
1
, p
2
, q
1
, q
2
, d
1
et d
2
tels que G est isomorphe à H(p
1
; q
1
; d
1
)
H(p
2
; q
2
; d
2
).
Lemme 4.1.6 Soit G = (V;A) un graphe orienté, et soit G
 
, le graphe orienté onstruit à
partir de G en renversant tout ses ars. Si le graphe G est isomorphe au graphe H(p; q; d),
alors le graphe G
 
est isomorphe au graphe H(q; p; d).
Preuve : Si G est isomorphe au graphe H(p; q; d), alors G admet une implantation ave
OTIS(p; q). En inversant le sens des ars, nous obtenons une implantation du graphe G
 
ave OTIS(q; p), 'est-à-dire que les graphes G
 
et H(q; p; d) sont isomorphes.
4
.
1
.
O
P
T
I
C
A
L
T
R
A
N
S
P
O
S
E
I
N
T
E
R
C
O
N
N
E
C
T
I
O
N
S
Y
S
T
E
M
,
O
T
I
S
4
7
0 1 2 3 4 5
M
ir
o
ir
O
T
IS
(3
,6
)
L
en
ti
ll
es
M
ir
o
ir
 s
em
i−
ré
fl
éc
h
is
sa
n
t
  
  
  



 
 
 



  
  
  



  
  
  



  
  
  



 
 
 



  
  
  



  
  
  



  
  
  



 
 
 



  
  
  



  
  
  



  
  
  



 
 
 



  
  
  



  
  
  



  
  
  



 
 
 



F
i
g
.
4
.
5

R
é
s
e
a
u
à
6
s
o
m
m
e
t
s
d
e
d
e
g
r
é
3
,

o
n
s
t
r
u
i
t
a
v
e

O
T
I
S
(
3
;
6
)
.
48CHAPITRE 4. RÉSEAUX DE COMMUNITATIONS DE L'ESPACE LIBRE OPTIQUE
Nous venons de modéliser, au travers des dénitions 4.1.3 et 4.1.4 et du lemme 4.1.6, une
famille de réseaux d'interonnexions admettant une implantation ave OTIS. Ces réseaux
sont tels que tous les liens de ommuniations sont optiques.
Une autre utilisation de l'arhiteture OTIS onsiste à ne réaliser qu'une partie des
ommuniations ave OTIS, et de réaliser les autres liens de ommuniations à l'aide de
liens életronique. En eet, nous avons rappelé préédemment que l'utilisation de liens de
ommuniations optiques est intéressante dès que la distane à parourir est supérieure à un
entimètre. Nous dénissons alors une famille de réseaux de ommuniations onstruite par
omposition de graphes (voir la dénition A.3.8 page 184), de la forme H(p; q; d)[G℄.
Dénition 4.1.7 Soit le graphe G = (V (G); A(G)) tel que jV (G)j = d. Le grapheH(p; q; d)[G℄
est le graphe omposé où haque sommet u du graphe H(p; q; d) est remplaé par une opie
du graphe G de telle façon que le sommet x 2 V (G) est assoié à l'émetteur e = x et au
réepteur r = x du sommet u, et tel que
 V (H(p; q; d)[G℄) = fhu; xi j u 2 V (H); x 2 V (G)g ;
 jV (H(p; q; d)[G℄)j = jV (G)j:jV (H)j ;
 A(H(p; q; d)[G℄) = f(hu; xi ; hu; yi) j (x; y) 2 A(G); u 2 V (H)g
[ f(hu; xi ; hv; yi) j (u; v) 2 A(H); $(u; v) = hx; yig
où $ est la fontion dénie par
$ : A(H)  ! f0; 1; : : : d  1g  f0; 1; : : : d  1g = V (G) V (G)
(u; v) 7 ! he; ri = hx; yi
'est-à-dire que $ assoie aux extrémitées d'un ar (u; v) de H(p; q; d) les indies de
l'émetteur e de u et du réepteur r de v orrespondant.
Dans ette dénition, nous avons imposé jV (G)j = d. Cette dénition s'étend également
aux as où jV (G)j < d et où jV (G)j > d. Dans le premier as, un même sommet de G
peut être assoié à plusieurs émetteurs et réepteurs d'un sommet de H(p; q; d), et dans
le deuxième as, des sommets de G ne seront assoiés à auun émetteur ou réepteur de
H(p; q; d).
D'autre part, ette dénition s'applique s'étend à OTIS(p
1
; p
2
; q
1
; q
2
), ave soit
(H(p
1
; q
1
; d
1
)
H(p
2
; q
2
; d
2
)) [G℄, soit H(p
1
; q
1
; d
1
)[G
1
℄
H(p
2
; q
2
; d
2
)[G
2
℄.
Enn, une dernière utilisation onsiste, dans un réseau de ommuniation multi-étages
tel qu'un réseau papillon, à remplaer un étage de liens életroniques par des liens optiques.
Dénition 4.1.8 Le graphe H
B
(p; q; d) est le graphe biparti orienté à 2n sommets, onstruit
à partir de l'arhiteture OTIS(p; q), tel que :
 d divise pq, n =
pq
d
et m = pq = dn ;
 V (H) = fhx; ii j 0  x < n; i 2 Z
2
g ;
 Si u = hx; 0i, d
 
(u) = 0 et d
+
(u) = d ; si u = hx; 1i, d
 
(u) = d et d
+
(u) = 0 ;
  
+
H
B
(u = hx; 0i) =

(pq 1)
(b
dx+
q

+1
)
 p(dx+)
d

; 1

j 0   < d

;
  
+
H
B
(v = hx; 1i) = ;.
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Nous pouvons remarquer que le graphe H
B
(p
1
; q
1
; d
1
)
H
B
(p
2
; q
2
; d
2
) est biparti. Cei se
déduit des propriétés du produit de onvolution. D'autre part, le graphe H
B
(p; q; d)[G℄ est
déni simplement à l'aide des dénitions 4.1.8 et 4.1.7.
4.2 Réseaux simples onstruits ave OTIS
Dans ette setion, nous nous intéressons aux réseaux pour lesquels une implantation
ave OTIS permet de réaliser toutes les interonnexions via le système optique. En d'autres
termes, nous étudions les graphes isomorphes à H(p; q; d). Nous montrerons que les graphes
omplets, de Imase et Itoh, de de Bruijn et de Kautz sont isomorphes à H(p; q; d). De plus,
en étudiant les graphes orientés symétriques isomorphes à H(p; q; d), nous montrerons que
les grilles, les tores et les hyperubes, entre autres, ne vérient pas l'isomorphisme.
4.2.1 Graphes bipartis
De la dénition de l'arhiteture OTIS(p; q), nous déduisons immédiatement qu'il permet
de onneter un graphe biparti omplet orienté de p sommets vers q sommets. Par exemple,
OTIS(4; 4) (gure 4.6) onnete un graphe biparti omplet de 4 sommets vers 4 sommets.
4.2.2 Graphe omplets
Une utilisation attrative de l'arhiteture OTIS est la réalisation des interonnexions
optiques d'un réseau de ommuniation point-à-point ayant la topologie du graphe omplet
orienté symétrique ave boules K
+
n
ou sans boule K

n
.
Proposition 4.2.1 Le graphe omplet orienté symétrique ave boules K
+
n
est isomorphe
au graphe H(n; n; n).
Preuve : Soit u, un sommet de H(n; n; n). Nous avons
 
+
H
(u) =

(n
2
 1)
(b
nu+
n

+1
)
 n(nu+)
n

j 0   < n

=
nj
(n
2
 1)(u+1) n(nu+)
n
k
j 0   < n
o
=

n   
u+1
n

j 0   < n
	
Or, 1  u+ 1  n, don  
+
H
(u) = fn    1 j 0   < ng =  
+
K
+
n
(u)
La gure 4.6 représente les interonnexions de K
+
4
. Les émetteurs de haque sommet sont
représentés à gauhe, et les réepteurs à droite. Une autre représentation est donnée dans
la gure 4.7, où l'utilisation d'un simple miroir permet de supprimer le deuxième plan de
lentilles. Dans e as, les émetteurs et les réepteurs sont onfondus.
Proposition 4.2.2 Le graphe orienté symétrique sans boule K

n
est isomorphe au graphe
H(n; n  1; n  1).
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OTIS(4,4)
Emetteurs Récepteurs
Fig. 4.6  Interonnexions optiques de K
+
4
réalisées ave OTIS(4; 4).
Mirroir
Plan de
Récepteurs
Emetteurs
lentilles
Fig. 4.7  Interonnexions optiques de K
+
4
réalisées ave un plan de lentilles et un miroir.
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Preuve : Soit u, un sommet de H(n; n  1; n  1). Nous avons
 
+
H
(u) =

(n(n 1) 1)
(b
(n 1)u+
n 1

+1
)
 n((n 1)u+)
n 1

j 0   < n  1

=

n   
u++1
n 1

j 0   < n  1
	
Nous pouvons distinguer plusieurs as :
1. Si u = 0, alors 1 

n   
+1
n 1

 n  1 ;
2. Si u = n  1, alors 0 

n   
+1
n 1

 n  2 ;
3. Si u 6= 0; n  1, alors
(a) Si
u++1
n 1
 1, alors 0    n  u  2 et u+ 1 

n   
u++1
n 1

 n  1 ;
(b) Si
u++1
n 1
> 1, alors n  2   > n  u  2 et 0 

n   
u++1
n 1

 u  1.
Finalement, pour tout u 2 V (H), u 62  
+
H
(u) et j 
+
H
(u) j = n   1, e qui aratérise bien
H(n; n  1; n  1)  K

n
.
Corollaire 4.2.3 K

n
 H(n  1; n; n  1).
Preuve : Le lemme 4.1.6 nous apprend que si G est isomorphe au graphe H(n; n 1; n 1),
alors le graphe G
 
est isomorphe au grapheH(n 1; n; n 1). Or, si G = K

n
, alors les graphes
G et G
 
sont isomorphes. Don K

n
 H(n  1; n; n  1).
Nous savons maintenant implanter les graphes K
+
n
et K

n
ave OTIS. Alors, tout graphe
simple admet une implantation ave OTIS. En eet, tout graphe simple à n sommets est
un sous graphe de K
+
n
. Il sut de ne pas utiliser tous les liens de ommuniations. Cette
remarque est également vraie pour les graphes qui ne sont pas de degré onstant. Toutefois,
nous nous intéressons aux graphes de degré onstant dont l'implantation ave OTIS utilise
tous les liens de ommuniation, 'est-à-dire les graphes isomorphes à H(p; q; d). Alors, nous
allons montrer dans la suite qu'il existe des graphes de degré onstant qui n'admettent pas
d'implantation ave OTIS.
4.2.3 Graphes orientés symétriques
Nous montrons maintenant que les seuls graphes simples orientés symétriques admettant
une implantation ave OTIS sont K

n
et K
+
n
. Pour ela, nous ommençons par montrer que
tous les graphes H(p; q; d) ontiennent un yle de longueur 2,
 !
C
2
. Ensuite, nous montrons
que si H(p; q; d) est un graphe simple orienté symétrique, alors p   1  q  p + 1. Enn,
nous montrons le résultat attendu.
Lemme 4.2.4 Tout graphe H(p; q; d) ontient un
 !
C
2
.
Preuve : Nous avons V (H) = f0; 1; : : : ; n  1g,  
+
H
(0) 3 n   1 et  
+
H
(n  1) 3 0, e qui
forme le
 !
C
2
.
Lemme 4.2.5 Si d > p ou d > q, alors H(p; q; d) est un multigraphe.
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Preuve : Si d > q, alors le sommet 0 ontient les émetteurs 0; 1; : : : ; q  1; q; : : : ; d  1. Par
OTIS(p; q), l'émetteur 0 est relié au réepteur m  1, et l'émetteur q est relié au réepteur
m  2. Or les réepteurs m  1 et m  2 appartiennent tout deux au sommet n  1. Alors,
H(p; q; d) est un multigraphe si d > q.
Si d > p, alors le sommet 0 ontient les émetteurs 0; 1; : : : ; d  1. Par OTIS(p; q), l'émet-
teur 0 est relié au réepteur m   1, et l'émetteur 1 est relié au réepteur m   p  1. Or les
émetteurs m   1 et m   p   1 appartiennent tout deux au sommet n   1. Alors, H(p; q; d)
est un multigraphe si d > p.
Lemme 4.2.6 Si le graphe H(p; q; d) est un graphe simple orienté symétrique fortement
onnexe alors p  1  q  p+ 1.
Preuve : Comme le graphe est simple, nous savons, d'après le lemme 4.2.5, que d  q et
d  p.
Nous avons 8u 2 V (H); 8v 2  
+
H
(u) ; u 2  
+
H
(v). Don tout sommet appartient soit à
un
 !
C
2
, soit à une boule.
Si d = 1, alors omme le graphe H(p; q; d) est fortement onnexe, soit le graphe a un
unique sommet et une boule, soit le graphe a exatement 2 sommets formant un
 !
C
2
.
Si d  2. Soit u
0
, le sommet ontenant les émetteurs 0; 1; : : : ; d   1. Par OTIS(p; q),
l'émetteur i, 0  i  d   1 est relié au réepteur m   ip   1. Soit v
i
le sommet ontenant
le réepteur m  ip  1. Comme le graphe est symétrique, u
0
2  
+
H
(v
i
), et don, le sommet
v
i
ontient également l'émetteur m  jq   1, 0  j < d. En eet, et émetteur est relié par
OTIS(p; q) au réepteur j, 0  j < d, qui appartient à u
0
. Ainsi, nous avons
m  jq   1  (d  1)  m  ip  1 (4.1)
m  ip  1  m  jq   1 + (d  1) (4.2)
Nous remarquons que si i = 0, alors v
0
= n  1 et don j = 0. Cei nous invite à penser
que i = j. Montrons alors que i ne peut pas être diérent de j.
1. Si i < j, posons j = i+x, x > 0. D'après la relation 4.1, nous avons i 
d 1 xq
q p
. Alors,
i est négatif si p < q. De plus, si i = d  1, alors j n'est pas un réepteur de u
0
.
2. Si i > j, posons j = i   x, x > 0. D'après la relation 4.1. Alors i est négatif si p > q.
De plus, si i = 0, le réepteur j n'existe pas.
Don i = j, et il reste à montrer que q   1  p  q + 1. Pour ela, il sut de poser
i = d  1 dans les relations 4.1 et 4.2.
Proposition 4.2.7 Si le graphe H(p; q; d) est un graphe simple orienté symétrique fortement
onnexe, alors,
1. Si H(p; q; d) ne ontient pas de boule, alors H(p; q; d)  K

n
;
2. Si tous les sommets de H(p; q; d) ont une unique boule, alors H(p; q; d)  K
+
n
.
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Preuve :
1. H(p; q; d) sans boule :
(a) Si p = q, alors l'émetteur p  1 est relié au réepteur p  1. Il y a une boule ;
(b) Si q = p  1,
i. Si d  p, H(p; q; d) est un multigraphe (lemme 4.2.5) ;
ii. Si d = p  1, H(p; p  1; p  1)  K

p
(proposition 4.2.2) ;
iii. Si d < p  1,
A. Si d ne divise pas q, 1 < d < p 1, alors un sommet ontient les émetteurs
et les réepteurs p   1 = q et p   2 = q   1. Or le réepteurs p   2 est
reliée à l'émetteur p  1. Il y a une boule ;
B. Si d divise q, 1 < d < q. Soit u le sommet ontenant les émetteurs
fq   i  1 j 0  i < dg et soit v le sommet ontenant les réepteurs
fq + i j 0  i < dg. L'émetteur q   1 est relié au réepteur q, don v 2
 
+
H
(u). De plus, les émetteurs fq + i j 0  i < dg, sont reliés aux
réepteurs fip+ 1 j 0  i < dg. Or fq   i  1 j 0  i < dg \ fip + 1 j
0  i < dg = ;. Le graphe H(p; q; d) n'est don pas symétrique ;
() Si q = p + 1, omme le graphe H(p; q; d) est orienté symétrique en utilisant le
lemme 4.1.6, il sut d'examiner le graphe H(q; p; d) ;
2. G ave boules :
(a) Si p = q,
i. Si d > p, H(p; p; d) est un multigraphe (lemme 4.2.5) ;
ii. Si d = p, H(p; p; p)  K
+
p
(proposition 4.2.2) ;
iii. Si d < p, auun des émetteurs fi j 0  i < dg n'est relié à l'un des réepteurs
fi j 0  i < dg. Il y a au moins un sommet sans boule ;
(b) Si q = p  1,
i. Si d  p, alors d > q et H(p; q; d) est un multigraphe (lemme 4.2.5) ;
ii. Si d  p  1, auun des émetteurs fi j 0  i < dg n'est relié à l'un des réep-
teurs fi j 0  i < dg. Il y a au moins un sommet sans boule ;
() Si q = p+ 1, il sut d'examiner le graphe H(q; p; d) (lemme 4.1.6).
Finalement, si le graphe H(p; q; d) est un graphe simple orienté symétrique fortement
onnexe, alors il est isomorphe soit à K

n
, soit à K
+
n
.
Corollaire 4.2.8 La famille des graphes H(p; q; d) ne ontient pas les grilles, les tores et
les hyperubes.
Preuve : Ces graphes sont orientés symétriques sans boule et ne sont pas isomorphes à
K

n
. Don, il ne vérient pas les onditions de la proposition 4.2.7.
Ce dernier résultat est  négatif  ar il supprime bon nombre de familles de graphes
de notre étude. Toutefois, notre objetif étant d'exhiber les familles de graphes ayant une
implantation ave OTIS, e résultat nous permet de mieux ibler notre étude.
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4.2.4 Graphes de Imase et Itoh, de de Bruijn et de Kautz
Nous montrons maintenant que le graphe de Imase et Itoh, II(d; n), est isomorphe au
graphe H(p; q; d). Ce résultat a de nombreuses impliations. En eet, les graphes de de
Bruijn et de Kautz appartenant à la famille des graphes de Imase et Itoh, ils sont également
isomorphes au graphe H(p; q; d), pour des valeurs de p et q appropriées.
Proposition 4.2.9 ([CFM00b℄) Le graphe de Imase et Itoh II(d; n) de degré d et d'ordre
n vérie l'isomorphisme II(d; n)  H(d; n; d).
Preuve : Comme p = d et q = n, nous avons
 
+
H(d;n;d)
(u) =

v

=

(du 1)
(b
du+
n

+1
)
 d(du+)
d

; 0   < d

=

v

=

n
 
du+
n

+ 1

 
b
du+
n

+1
d
  du  

; 0   < d

=

v

  du   +

 
b
du+
n

+1
d

mod n; 0   < d

Or,
0  du+   d(n  1) + d  1 = dn  1
0 

du+
n



dn 1
n

= d  1
1
d

b
du+
n

+1
d

d 1+1
d
= 1
 
1
d
  
b
du+
n

+1
d
  1
et de plus,

 
1
d

=  1, don
 
+
H(d;n;d)
(u) = fv

 ( du    1) mod n; 0   < dg
=  
+
II(d;n)
(u)
Corollaire 4.2.10 Le graphe de Imase-Itoh II(d; n) de degré d à n sommets admet une
implantation ave OTIS(d; n).
La gure 4.8 représente, à gauhe, le graphe biparti représentatif des adjaenes du graphe
de Imase et Itoh II(3; 12). Ce graphe est également le graphe de Kautz K(3; 2). La gure
4.8 représente également, à droite, le graphe H(3; 12; 3) ave OTIS(3; 12).
Corollaire 4.2.11 Les graphes de Kautz et de de Bruijn ont une implantation ave OTIS ;
B(d;D)  H(d; d
D
; d) et K(d;D)  H(d; d
D 1
(d+ 1)).
Preuve : Le graphe de Kautz K(d;D) est le graphe de Imase-Itoh II(d; d
D 1
(d+1)) (voir
les propriétés données dans le paragraphe 2.1.4 page 13), et le graphe de de Bruijn B(d;D)
est le graphe de Imase-Itoh II(d; d
D
) d'après la proposition 5.1.3 page 68.
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OTIS(3,12)
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Labels dans II(3,12)
Labels dans K(3,2)
Emetteurs Recepteurs
Fig. 4.8  II(3; 12) et H(3; 12; 3).
Corollaire 4.2.12 Le graphe omposé dBC(d;D) a une implantation ave OTIS.
Preuve : Dans la dénition 2.1.13 page 17, nous avons vu que dBC(d;D) = B(d;D)

H
log
2
d

.
Comme B(d;D)  H(d; d
D
; d), nous avons dBC(d;D)  H(d; d
D
; d)

H
log
2
d

.
Graphes de Reddy-Pradhan-Kuhl
Les graphes de Reddy-Pradhan-Kuhl (dénition 2.1.3 page 10) ne sont pas, en général,
isomorphes aux graphes de Imase et Itoh. Or, es derniers sont isomorphes aux graphes
H(p; q; d). Don, H(p; q; d) 6 RPK(d; n). Toutefois, nous pouvons proposer une implanta-
tion de RPK(d; n) en utilisant le fait que  
+
RPK(d;n)
(u) =  
+
II(d;n)
(u).
Lemme 4.2.13  
+
RPK(d;n)
(u) =  
+
II(d;n)
(u).
Preuve :
 
+
II(d;n)
(u) = fv j v = ( du    1) mod n; 0   < dg
= fv j v = ( d(n  u  1)    1) mod n; 0   < dg
= fv j v = (du+ (d    1)) mod n; 0   < dg
= fv j v = (du+ ) mod n; 0   < dg
=  
+
RPK(d;n)
(u)
Une implantation de RPK(d; n) peut être réalisée ave OTIS suivit de deux lentilles,
lesquelles permettent d'obtenir le omplément ; 'est-à-dire que OTIS onnete le sommet u
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aux  sommets logiques   
+
II(d;n)
(u), puis les deux lentilles relient es sommets logiques aux
voisins de u :  
+
RPK(d;n)
(u) =  
+
II(d;n)
(u). La gure 4.9 représente la réalisation optique du
graphe RPK(3; 6), qui est tel que :
 V = Z
6
;
 A = fv  3u+  mod 6 j 0   < 3g.
Emetteurs
Lentilles
Récepteurs
0
1
2
3
4
5
0
1
2
3
4
5
Fig. 4.9  RPK(3; 6) onstruit à partir de OTIS(3; 6) suivi de 2 lentilles permettant d'in-
verser l'ordre des faiseaux.
4.2.5 Problème (; D) sur OTIS
Pour un degré  et un diamètre D xé, nous étudions le nombre maximum de sommets
des graphes de la famille H(p; q;), [CFP99℄. Nous onduisons notre étude à l'aide d'un
programme informatique simple qui, étant donné un graphe H(p; q; d), retourne son diamètre
(si le graphe est onnexe). Nous exéutons e programme sur tous les ouples (p; q) tels
que
pq
d

P
D
m
i=0
d
i
=
d
D
m
+1
 1
d 1
, la borne de Moore [BT80℄, pour un diamètre maximal D
m
donné, puis nous rassemblons les resultats par diamètre. Nous obtenons ainsi, par reherhe
exhaustive, pour le degré 2 et les diamètre 8, 9, et 10, les résultats rassemblés dans la table
4.1. Cette table ne ontient que les plus grands graphes obtenus pour haque diamètre.
Le graphe de Kautz semble être le plus grand graphe de degré d et de diamètre D, de la
famille H(p; q; d). Ce résultat n'a rien de surprenant. En eet, le graphe de Kautz est onnu
omme une bonne onstrution pour le problème (; D) [BT80℄. De plus, nous avons montré
dans la proposition 4.2.9 page 54 que H(d; n; d)  II(d; n), et le plus grand II(d; n) est le
graphe de Kautz.
Pour haque valeur de D, il existe plusieurs ouples (p; q), ave pq = d
D+1
, tels que
le graphe H(p; q; d) d'ordre n = d
D
est onnexe. De plus, les paramètres p et q sont des
puissanes de d et le graphe H(p; q; d) est isomorphe au graphe de de Bruijn B(d;D). Par
exemple, H(2; 256; 2), H(4; 128; 2) et H(16; 32; 2) sont isomorphes à B(2; 8). Cette propriété
est à la base des travaux qui font l'objet du hapitre 5.
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n p q
.
.
.
.
.
.
.
.
.
253 2 253
254 2 254
255 2 255
256 2 256 de Bruijn
4 128 de Bruijn
16 32 de Bruijn
258 2 258
264 2 264
288 2 288
384 2 384 Kautz
D = 8
n p q
.
.
.
.
.
.
.
.
.
509 2 509
510 2 510
511 2 511
512 2 512 de Bruijn
8 128 de Bruijn
513 2 513
516 2 516
528 2 528
576 2 576
768 2 768 Kautz
D = 9
n p q
.
.
.
.
.
.
.
.
.
1022 2 1022
1023 2 1023
1024 2 1024 de Bruijn
4 512 de Bruijn
8 256 de Bruijn
16 128 de Bruijn
32 64 de Bruijn
1026 2 1026
1032 2 1032
1056 2 1056
1152 2 1152
1536 2 1536 Kautz
D = 10
Tab. 4.1  H(p; q; 2) pour les diamètres 8, 9 et 10.
4.3 Réseaux omposés onstruits ave OTIS
Nous venons de dérire des familles de graphes pour lesquelles une implantation ave
OTIS permet de réaliser toutes les onnexions optiquement. Nous allons maintenant examiner
des réseaux mixtes, où seulement une partie des onnexions sont optiques, les autres étant
életroniques.
4.3.1 Réseau papillon
Nous montrons maintenant dans la réalisation d'un réseau multi-étages tel que le réseau
papillon, qu'il est possible de remplaer un étage d'interonnexion életronique par un étage
d'interonnexion optique, à l'aide d'OTIS, omme représenté sur la gure 4.10.
Proposition 4.3.1 Si D est impair, alors le réseau papillon
  !
BF (d;D) de degré d et d'ordre
(D + 1)d
D
vérie l'isomorphisme
  !
BF (d;D)  H
B

d
D+1
2
; d
D+1
2
; d
D+1
2
 h
~
BF
 
d;
D 1
2

i
.
Preuve : Nous avons vu dans la dénition 2.1.9 page 14, que lorsque D est impair, le
réseau papillon
  !
BF (d;D) peut se dénir par
  !
BF (d;D) 
 !
K
d
D+1
2
;d
D+1
2
h
  !
BF
 
d;
D 1
2

i
. Or,
le graphe biparti omplet
 !
K
n;n
est isomorphe au graphe H
B
(n; n; n). Ainsi, en utilisant la
dénition 2.1.9 omplétée par le lemme 2.1.10, nous obtenons
  !
BF (d;D)  H
B

d
D+1
2
; d
D+1
2
; d
D+1
2


  !
BF

d;
D   1
2

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Fig. 4.10  Buttery
  !
BF (2; 5) où un étage d'interonnexions est réalisé ave OTIS(4; 4).
Dans ette onstrution, les interonnexions les plus longues sont réalisées par le biais
de l'arhiteture optique OTIS, les autres restant életroniques. Cette onstrution étant
réursive, il est possible, selon la valeur de D, de remplaer d'autres étages d'interonnexions
par des OTIS appropriés.
D'autre part, lorsque le D est pair, il est également possible de remplaer un étage de
ommuniation par OTIS. Dans e as, nous utilisons le graphe biparti
 !
K
d
D
2
+1
;d
D
2
que nous
omposons à gauhe par
  !
BF
 
d;
D
2

et à droite par
  !
BF
 
d;
D
2
+ 1

.
Enn, il est également possible de remplaer tous les étages de ommuniation par OTIS.
En eet, nous avons
  !
BF (d;D)  B(d;D)

 !

D+1
, et nous avons montré dans le orollaire
4.2.11 que B(d;D)  H(d; d
D
; d).
4.3.2 OTIS-Mesh
Le réseau appelé OTIS-Mesh est le réseau de ommuniation onstruit ave l'arhiteture
OTIS qui a été le plus étudié. En partiulier, de nombreux algorithmes dont des algorithmes
de routage [WS98a, WS98b℄, de permutations [SW97℄, de somme préxe [WS98a℄, de multi-
pliation de matries [WS01℄, de traitements d'images [WS00℄ et de tris [RS98a, Ost00℄.
La dénition d'un OTIS-Mesh est la suivante :
Dénition 4.3.2 ([ZMPE96, ZMPE00℄) Un OTIS-Mesh est la topologie d'un réseau
d'interonnexions à n
4
sommets de degré au plus 5, répartis dans n
2
groupes de n
2
sommets
haun, tels que :
 V = fhg; pi = hhg
x
; g
y
i ; hp
x
; p
y
ii j g
x
; g
y
; p
x
; p
y
2 Z
n
g ;
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 A = f(hg; hp
x
; p
y
ii ; hg; hp
x
; q
y
ii) j g 2 Z
n
 Z
n
; p
x
2 Z
n
; 0  q
y
= p
y
 1  n  1g
[ f(hg; hp
x
; p
y
ii ; hg; hq
x
; p
y
ii) j g 2 Z
n
 Z
n
; 0  q
x
= p
x
 1  n  1; p
y
2 Z
n
g
[ f(hhg
x
; g
y
i ; hp
x
; p
y
ii ; hhp
x
; p
y
i ; hg
x
; g
y
ii) j p
x
; p
y
; g
x
; g
y
2 Z
n
g
Ainsi, haque groupe de n
2
sommets, dans un OTIS-Mesh, est une opie de la grille
orientée symétrique M(n; n), omme illustré sur la gure 4.11. De plus, les ommuniations
entre groupes se font par la relation d'adjaene hhg
x
; g
y
i ; hp
x
; p
y
ii ! hhp
x
; p
y
i ; hg
x
; g
y
ii, où
hg
x
; g
y
i est le numéro d'un groupe, et hp
x
; p
y
i est le numéro d'un sommet dans e groupe.
Cette relation d'adjaene orrespond à elle de K
+
n
2
. Nous pouvons en déduire qu'un OTIS-
Mesh est isomorphe au graphe omposé K
+
n
2
[M(n; n)℄, e que nous montrons dans le lemme
suivant.
(0,0) (0,1)
(1,1)(1,0)
(0,0) (0,1)
(1,1)(1,0)
(0,0) (0,1)
(1,1)(1,0)
(0,0) (0,1)
(1,1)(1,0)
(0,1)
(1,0) (1,1)
(0,0)
Liens optiques
Liens electroniques
Groupes
Fig. 4.11  OTIS-Mesh à 4 groupes de 4 sommets. Les liens sont orientés symétriques.
Lemme 4.3.3 OTIS  Mesh  K
+
n
2
[M(n; n)℄.
Preuve : La grille M(n; n) peut se dénir omme le graphe à n
2
sommets, tel que :
 V (M(n; n)) = fp = hp
x
; p
y
i j p
x
; p
y
2 Z
n
; p = p
x
n + p
y
g ;
 A (M(n; n)) =
 

p
1
x
; p
1
y

;


p
2
x
; p
2
y

j p
1
x
= p
2
x
2 Z
n
; 0  p
2
y
= p
1
y
 1  n  1
	
[
 

p
1
x
; p
1
y

;


p
2
x
; p
2
y

j 0  p
2
x
= p
1
x
 1  n  1; p
1
y
= p
2
y
2 Z
n
	
De plus, le graphe K
+
n
2
est le graphe à n
2
sommets, tel que :
 V
 
K
+
n
2

= fg j g 2 Z
n
2
g = fg = hg
x
; g
y
i j 0  g
x
; g
y
< n; g = g
x
n+ g
y
g ;
 A
 
K
+
n
2

=

(g
1
; g
2
) j g
1
; g
2
2 V
 
K
+
n
2
	
=
 

g
1
x
; g
1
y

;


g
2
x
; g
2
y

j


g
1
x
; g
1
y

;


g
2
x
; g
2
y

2 V
 
K
+
n
2
	
;
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Ainsi, le graphe omposé K
+
n
2
[M(n; n)℄ est le graphe à n
4
sommets, déni par :
 V
 
K
+
n
2
[M(n; n)℄

=

hg; pi = hhg
x
; g
y
i ; hp
x
; p
y
ii j hg
x
; g
y
i 2 V
 
K
+
n
2

;
hp
x
; p
y
i 2 V (M(n; n))g
= fhg; pi = hhg
x
; g
y
i ; hp
x
; p
y
ii j g
x
; g
y
; p
x
; p
y
2 Z
n
g ;
 A
 
K
+
n
2
[M(n; n)℄

= f(hg; hp
x
; p
y
ii ; hg; hp
x
; q
y
ii) j g 2 Z
n
 Z
n
; p
x
2 Z
n
;
0  q
y
= p
y
 1  n  1g
[ f(hg; hp
x
; p
y
ii ; hg; hq
x
; p
y
ii) j g 2 Z
n
 Z
n
; p
y
2 Z
n
0  q
x
= p
x
 1  n  1g
[

(hg; pi ; hp; gi) j (g; p) 2 A
 
K
+
n
2

; $(g; p) = hp; gi
	
où $ est la fontion dénie par
$ : A
 
K
+
n
2

 ! V (M(n; n)) V (M(n; n))
(g
1
; g
2
) =
 

g
1
x
; g
1
y

;


g
2
x
; g
2
y

7 !



g
1
x
; g
1
y

;


g
2
x
; g
2
y

Cei orrespond bien à la dénition d'un OTIS-Mesh.
Nous avons rappelé, ave le fait A.3.6 page 183, que K
+
n

 K
+
n
 K
+
n
2
, et nous avons
montré dans la proposition 4.2.1 que K
+
n
 H(n; n; n). Ainsi, nous avons :
OTIS  Mesh  K
+
n
2
[M(n; n)℄
 (K
+
n

K
+
n
) [M(n; n)℄
 (H(n; n; n)
H(n; n; n)) [M(n; n)℄
Toutefois, la relation d'adjaene entre groupes dans un OTIS  Mesh ne orrespond
pas à la relation d'adjaene entre groupes que nous obtenons pour le graphe H(p
1
; q
1
; d
1
)

H(p
2
; q
2
; d
2
) ave les dénitions 4.1.3 et 4.1.4. En eet, un ar dans H 
H, va du sommet
hhg
x
; g
y
i ; hp
x
; p
y
ii au sommet hhp
1
  p
x
  1; p
2
  p
y
  1i ; hq
1
  g
x
  1; q
2
  g
y
  1ii. Nous don-
nerons dans la suite une transformation simple pour xer e problème dans un as plus
général.
Remarque : Il est intéressant de omprendre l'origine de ette diérene de dénition
entre OTIS Mesh et (H(n; n; n)
H(n; n; n)) [M(n; n)℄. En eet, les graphes de la famille
OTIS  Mesh n'admettent pas d'implantation immédiate ave l'arhiteture OTIS.
Tout d'abord, dans [MMHE93℄ les interonnexions optiques de l'arhiteture OTIS sont
dénies omme reliant l'émetteur hi; ji au réepteur hj; ii, ei en numérotant les émetteurs
de haut en bas et les réepteurs de bas en haut. Cette dénition est équivalente à elle des
graphes H(p; q; d), où l'émetteur hi; ji est relié au réepteur hq   j   1; p  i  1i, et où
les émetteurs omme les réepteurs sont numérotés de haut en bas. Par la suite, dans les
publiations [ZMPE96, ZMPE00℄, [SW97, WS98a, WS00, WS01, WS98b℄, [Ost00℄, et plus
réemment dans [DAAar℄, la relation hi; ji vers hj; ii, en numérotant de haut en bas les
émetteurs omme les réepteurs, a été utilisée pour dénir les interonnexions optiques de
l'arhiteture OTIS. La proposition 4.3.6 permettra de relier es dénitions.
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Dans le as plus général des graphes onstruits sur OTIS(p; q), ave p 6= q, la proposition
4.3.6 ne s'applique pas. Ainsi, les graphes onstruit en utilisant la relation d'adjaene hi; ji
vers hj; ii ne sont pas (en général) isomorphes au graphe H(p; q; d) (ou H(p; q; d)[G℄). Toute-
fois, es graphes admettent une implantation utilisant l'arhiteture OTIS, agrémentée d'un
système optique permettant d'opérer une rotation du veteur (ou de la matrie) de faiseau
optiques, avant que eux-i n'arrivent aux réepteurs. Cette tehnique est la même que elle
que nous avons utilisé pour implanter RPK(d; n) dans la setion 4.2.4.
4.3.3 OTIS-G
Nous donnons ii la dénition des OTIS   G proposée dans [DAAar℄ et qui englobe
elle des OTIS   Mesh. Ensuite, nous donnerons la transformation permettant de relier
simplement ette dénition à (H(n; n; n)
H(n; n; n)) [G℄.
Dénition 4.3.4 ([DAAar℄) Étant donné un graphe orienté G = (V;A) à n
2
sommets,
nous dénissons le graphe OTIS  G à n
4
sommets, par :
 V (OTIS  G) = fhhg
x
; g
y
i ; hp
x
; p
y
ii j g
x
; g
y
; p
x
; p
y
2 Z
n
g ;
 A (OTIS  G) = f(hg; p
1
i ; hg; p
2
i) j g; p
1
; p
2
2 Z
n
 Z
n
; (p
1
; p
2
) 2 A(G)g
[ f(hhg
x
; g
y
i ; hp
x
; p
y
ii ; hhp
x
; p
y
i ; hg
x
; g
y
ii) j p
x
; p
y
; g
x
; g
y
2 Z
n
g
Pour la dénition du graphe (H(n; n; n)
H(n; n; n)) [G℄, nous plaçons les sommets du
graphe G sur une grille n n.
Dénition 4.3.5 Soit G = (V;A) un graphe orienté G = (V;A) à n
2
sommets, dont les
sommets sont disposés sur une grille n  n. Le graphe (H(n; n; n)
H(n; n; n)) [G℄ à n
4
sommets, est le graphe déni par :
 V ((H 
H) [G℄)= fhhg
x
; g
y
i ; hp
x
; p
y
ii j hg
x
; g
y
i 2 V (H 
H); hp
x
; p
y
i 2 V (G)g
= fhhg
x
; g
y
i ; hp
x
; p
y
ii j g
x
; g
y
; p
x
; p
y
2 Z
n
g
 A ((H 
H) [G℄) =
n
(hg; p
1
i ; hg; p
2
i) j g; p
1
; p
2
2 Z
n
 Z
n
;

p
1
; p
2

2 A(G)
o
[f(hhg
x
; g
y
i ; hp
x
; p
y
ii ; hhp
x
; p
y
i ; hg
x
; g
y
ii) j p
x
; p
y
; g
x
; g
y
2 Z
n
g.
Dans ette dénition, nous avons opéré une symétrie entrale du plaement des sommets
de G sur la grille. Ainsi, le sommet hp
x
; p
y
i est disposé à la plae hp
x
; p
y
i sur la grille.
Proposition 4.3.6 Étant donné un graphe G d'ordre n, nous avons
OTIS  G  (H(n; n; n)
H(n; n; n)) [G℄.
Preuve : Soit F la fontion bijetive dénie par :
F : V (OTIS  G)  ! V (((H(n; n; n)
H(n; n; n)) [G℄))
hhg
x
; g
y
i ; hp
x
; p
y
ii 7 ! hhg
x
; g
y
i ; hp
x
; p
y
ii
Soit u = hhg
x
; g
y
i ; hp
x
; p
y
ii un sommet de OTIS  G. Nous avons
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F
 1
 
+
(H(n;n;n)
H(n;n;n))[G℄
(F (hhg
x
; g
y
i ; hp
x
; p
y
ii))
= F
 1
 
+
(H(n;n;n)
H(n;n;n))[G℄
(hhg
x
; g
y
i ; hp
x
; p
y
ii)
= F
 1
 
hhg
x
; g
y
i ; hq
x
; q
y
ii j hq
x
; q
y
i 2  
+
G
(hp
x
; p
y
i)
	
[



p
x
; p
y

; hg
x
; g
y
i
	
= F
 1
 
hhg
x
; g
y
i ; hq
x
; q
y
ii j hq
x
; q
y
i 2  
+
G
(hp
x
; p
y
i)
	
[ fhhp
x
; p
y
i ; hg
x
; g
y
iig

=

hhg
x
; g
y
i ; hq
x
; q
y
ii j hq
x
; q
y
i 2  
+
G
(hp
x
; p
y
i)
	
[ fhhp
x
; p
y
i ; hg
x
; g
y
iig
=  
+
OTIS G
(u)
Finalement, en utilisant la fontion F , nous vérions bien l'isomorphisme.
La gure 4.12 illustre, au travers d'un OTIS Mesh, le besoin d'utilisation d'une rotation
des sommets dans haque groupes, pour les interonnexions optiques.
4.4 Propriétés hamiltoniennes
Dans ette setion, nous montrons que OTIS Mesh est un graphe hamiltonien. Ce ré-
sultat était déjà onnu [WS98a℄. Toutefois notre démonstration utilise les graphes omposés.
Nous ommençons par présenter des résultats généraux sur la présene de iruits hamil-
toniens dans des graphes omposés, puis nous appliquons es résultats à OTIS Mesh, lors
que n est pair. Enn, nous montrons omment onstruire un iruit de longueur n
4
  n
2
+1
dans OTIS  Mesh lorsque n est impair.
Théorème 4.4.1 Soit G, un graphe simple non orienté à n sommets de degré d, ontenant
le yle hamiltonien C
n
= (0; 1; : : : ; n   1; 0). Soit H, un graphe non orienté à d sommets
tel qu'il existe une haîne hamiltonienne entre toute paire de ses sommets.
Soit G[H℄, le graphe omposé tel que haque sommet d'une opie du graphe H reçoit
l'extrémité d'une seule arête inidente au sommet orrespondant de G. Alors, le graphe G[H℄
ontient un yle hamiltonien.
Preuve : Il sut de remplaer haque sommet u du yle C
n
par la haîne hamiltonienne
du sommet hu; xi au sommet hu; yi, où hu; xi est le sommet inident à l'arête reliant le groupe
u 1 au groupe u (arête fu  1; ug de E(G)) et hu; yi est le sommet inident à l'arête reliant
le groupe u au groupe u+ 1 (arête fu; u+ 1g de E(G)).
Lemme 4.4.2 Soit G, un graphe simple non orienté à n sommets de degré d, ontenant
le yle hamiltonien C
n
= (0; 1; : : : ; n   1; 0). Soit H, un graphe biparti non orienté à d
sommets tel que pour tout sommet d'une partie, il existe une haîne hamiltonienne vers tout
sommet hoisi dans l'autre partie.
Soit G[H℄, le graphe omposé tel que haque sommet d'un opie du graphe H reçoit
l'extrémité d'une seule arête inidente au sommet orrespondant de G.
4.4. PROPRIÉTÉS HAMILTONIENNES 63
(H(2,2,2)    H(2,2,2))[M(2,2)]
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Permutation sur les lignes
Permutation sur les colonnes
OTIS−Mesh
des groupes
Rotation
des groupes
Rotation
Fig. 4.12  Permutations eetuées sur un OTIS-Mesh à 4 groupes de 4 sommets.
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Alors, le graphe G[H℄ ontient un yle hamiltonien si pour tout u 2 V (G), les arêtes
fhu  1; xi ; hu; yig et fhu; z; ; i hu+ 1; tig vérient que y et z sont pris dans 2 parties dié-
rentes du graphe H.
Preuve : Supposons que y et z soient pris dans la même partie de H. Par hypothèse, toute
haîne hamiltonienne ayant son origine dans la partie ontenant y, a son extrémité dans la
partie ne ne ontenant pas y. Don, il n'existe pas de haîne hamiltonienne de y à z dans H.
Lorsque y et z sont pris dans des parties distintes de H, alors, en remplaçant haque
sommet de C
n
par la haîne hamiltonienne orrespondante, nous obtenons bien un yle
hamiltonien dans G[H℄.
Corollaire 4.4.3 Si n est pair, alors OTIS   Mesh ontient un iruit hamiltonien de
longueur n
4
.
Preuve : Nous avons vu dans la setion 4.3.2 que, OTIS Mesh  K
+
n
2
[M(n; n)℄. De plus,
un OTIS Mesh est un graphe orienté symétrique. Dans ette preuve, nous allons travailler
sur le graphe non orienté assoié : K
n
2
[M(n; n)℄, en utilisant les relation d'adjaene d'un
OTIS  Mesh.
Nous savons que le graphe K
n
2
ontient un yle hamiltonien de longueur n
2
. De plus,
dans la grille M(n; n), ave n pair, en olorant en noir les sommets hp
x
; p
y
i tel que p
x
+ p
y
mod 2  0, et en blan les autres, nous obtenons un graphe biparti tel qu'il existe un hemin
hamiltonien de tout sommet noir vers tout sommet blan, et inversement.
Maintenant, pour onlure ette preuve, il sut de hoisir un yle hamiltonien de K
n
2
permettant de remplir les onditions du lemme 4.4.2. Pour ela, olorions en noir les sommets
de K
n
2
tels que g
x
+ g
y
mod 2  0, et en blan les autres, puis hoisissons dans K
n
2
le yle
hamiltonien C
n
2
= (u
0
; u
1
; u
2
; : : : ; u
n
2
 1
; u
0
) tel que le sommet u
i
est noir si

i
2

mod 2  0,
et blan sinon. Le yle C
n
2
est une alternane de 2 sommets noirs suivi de 2 sommets blans.
Comme n est pair, n
2
est divisible par 4, un tel yle existe et les sommets u
n
2
 2
et u
n
2
 1
sont blans.
Notons 
H
(hu
i
; xi ; hu
i
; yi) la haîne de K
n
2
[M(n; n)℄ telle que la haîne (x; y) est une
haîne hamiltonienne de H, puis remplaçons dans le yle C
n
2
, le sommet u
i
par la haîne

H
(hu
i
; u
i 1
i ; hu
i
; u
i+1
i), et l'arête fu
i
; u
i+1
g par l'arête fhu
i
; u
i+1
i ; hu
i+1
; u
i
ig.
Il reste à vérier que e yle est valide. Pour ela, il sut de vérier que dans la haîne

H
(hu
i
; u
i 1
i ; hu
i
; u
i+1
i), les sommets hu
i
; u
i 1
i et hu
i
; u
i+1
i sont bien de ouleurs diérentes.
Supposons que la grille u
i 1
soit blanhe et que la grille u
i
soit noire. Alors, nous avons :
 La grille u
i 1
est blanhe, don le sommet hu
i
; u
i 1
i est blan. De même, la grille u
i+1
est noire, don le sommet hu
i
; u
i+1
i est noir, et la haîne 
H
(hu
i
; u
i 1
i ; hu
i
; u
i+1
i) est
valide ;
 Le sommet hu
i+1
; u
i
i est noir, et la grille u
i+2
est blanhe, don le sommet hu
i+1
; u
i+2
i
est blan, et la haîne 
H
(hu
i+1
; u
i
i ; hu
i+1
; u
i+2
i) est valide ;
 Le sommet hu
i+2
; u
i+1
i est noir et la grille u
i+3
est blanhe, don le sommet hu
i+2
; u
i+3
i
est blan et la haîne 
H
(hu
i+2
; u
i+1
i ; hu
i+2
; u
i+3
i) est valide ;
 Le sommet hu
i+3
; u
i+2
i est blan et la grille u
i+4
est noire, don le sommet hu
i+3
; u
i+4
i
est noir et la haîne 
H
(hu
i+3
; u
i+2
i ; hu
i+3
; u
i+4
i) est valide ;
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Finalement, le yle C
n
4
deK
n
2
[M(n; n)℄ ainsi onstruit est hamiltonien. Comme OTIS 
Mesh est orienté symétrique, il sut d'orienter e yle pour obtenir un iruit hamiltonien.
Bien d'autres démonstrations étaient envisageables pour le le orollaire 4.4.3. Toutefois,
elle que nous avons hoisie nous donne un algorithme simple pour onstruire un iruit
hamiltonien dans un OTIS Mesh ave n pair. En eet, il sut de hoisir une permutation
des sommets de K
+
n
2
qui soit une alternane de deux sommets noirs suivis de deux sommets
blans, pour obtenir e iruit. La gure 4.13 donne un exemple de iruit hamiltonien
onstruit sur OTIS  Mesh.
Regardons maintenant le as où n est impair. Nous savons qu'une grille de oté impair
n'est pas hamiltonienne. De la même façon, OTIS  Mesh n'est pas hamiltonien lorsque n
est impair.
Corollaire 4.4.4 Si n est impair, OTIS Mesh ontient un iruit de longueur n
4
 n
2
+1.
Preuve : Nous utilisons la même oloration des sommets de la grille et des grilles que dans
la preuve du 4.4.3.
Comme n est impair, il existe un hemin hamiltonien entre toute paire de sommets noirs
de la grille. De plus, si le sommet hu; xi est noir et que la grille u est noire, alors le sommet
hx; ui est noir, et la grille x est noire. Ainsi, si C
G;N
est un iruit ontenant uniquement les
n
2
+1
2
sommets noirs deK
+
n
2
, en remplaçant haque sommet de C
G;N
par le hemin hamiltonien
dans une grille orrespondante, nous onstruisons le yle C
N
de longueur n
2
n
2
+1
2
.
De la même façon, si le sommet hu; xi est blan et que la grille u est blanhe, alors le
sommet hx; ui est blan, et la grille x est blanhe. De plus, si n est impair, il existe un
hemin de longueur n
2
  2 entre toute paire de sommets blans de la grille (obtenu en
supprimant les deux extrémités, noires, d'un hemin hamiltonien pris entre deux sommets
noirs de la grille). Ainsi, si C
G;B
est un iruit ontenant uniquement les
n
2
 1
2
sommets blans
de K
+
n
2
, en remplaçant haque sommet de C
G;B
par le hemin de longueur n
2
  2 dans une
grille orrespondante, nous onstruisons le yle C
B
de longueur (n
2
  2)
n
2
 1
2
. De plus, nous
remarquons que les yles C
B
et C
N
sont disjoints.
Soit u
i
et u
i+1
, deux grilles onséutives de C
G;N
. Remplaçons le hemin (u
i 1
; u
i+1
) de
longueur n
2
  2 de u
i
par le hemin (u
i 1
; x) de longueur n
2
  1 terminant sur une ase
noire, et remplaçons le hemin (u
i
; u
i+2
) de longueur n
2
 2 de u
i+1
par le hemin (y; u
i+2
)
de longueur n
2
  1 ommençant sur une as noire. Soient hu
i
; xi et hu
i+1
; yi es deux ases
noires. Choisissons le yle C
G;N
de K
+
n
2
tel que les grilles y et x soient onséutives, et
remplaçont dans la grille x le hemin hamiltonien (y; z) par le hemin (u
i
; z) de longueur
n
2
 1, ommençant sur une ase blanhe, et remplaçont dans la grille y le hemin hamiltonien
(t; u
i+1
), terminant sur une ase blanhe.
Ainsi, nous avons onstruit un iruit de longueur n
2
n
2
+1
2
 2+(n
2
 2)
n
2
 1
2
+2 = n
4
 n
2
+1.
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Fig. 4.13  Un iruit hamiltonien dans OTIS Mesh  (H(4; 4; 4)
H(4; 4; 4)) [M(4; 4)℄.
Chapitre 5
Étude d'une famille de graphes à
alphabet
Dans e hapitre, nous étudions la famille de graphes à alphabet A(f; ; j), qui généralise
le graphe de de Bruijn. Cette famille de graphes nous permet de répondre à un problème
soulevé dans la setion 4.2.5 page 56. En eet, nous avions observé que plusieurs graphes de
la famille H(p; q; d) pouvaient être isomorphes à un même graphe de de Bruijn. La famille
de graphes A(f; ; j) nous donne les informations néessaires à la ompréhension de ette
observation.
La famille de graphes à alphabet A(f; ; j) est dénie de la façon suivante :
Dénition 5.0.5 Soient d;D 2 N. Étant donnés une permutation f sur Z
D
, une permuta-
tion  sur Z
d
et un indie j 2 Z
D
, le graphe orienté G = A(f; ; j), d'ensemble de sommet
V (A(f; ; j)) = Z
D
d
, est tel que :
 
+
A(f;;j)
(x = x
D 1
: : : x
1
x
0
) =

y
D 1
: : : y
j+1
y
j 1
: : : y
1
y
0
j y
i
= 
 
x
f(i)

;  2 Z
d
	
Le graphe A(f; ; j) a un degré d et nous dirons qu'il est de dimension D.
Nous montrerons dans la setion 5.1 que ette famille ontient au moins
 d!D! graphes isomorphes au graphe de de Bruijn B(d;D) ;
 (d  1)!D! graphes isomorphes au réseau papillon ylique
   !
WBF (d;D   1) ;
Ensuite, nous montrerons dans la setion 5.2 que si nous ajoutons à une telle famille de
graphes les ontraintes liées aux graphes de Kautz, nous n'obtenons que 2 dénitions du
graphe de Kautz. Enn, nous utiliserons, dans la setion 5.3, la famille de graphe A(f; ; j)
pour aratériser l'ensemble des graphes H(p; q; d) isomorphes à B(d;D). Cei nous permet-
tra de donner une implantation optimale, au sens de la minimisation du nombre de lentilles,
des graphes de de Bruijn ave OTIS.
5.1 Graphes de de Bruijn omme graphes à alphabet
Le graphe de de Bruijn est généralement déni sur un alphabet. Nous avons rappelé
sa dénition dans la setion 2.1.1 page 8. Nous allons maintenant montrer qu'il existe de
nombreuses façons de le dénir sur un alphabet.
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5.1.1 Permutation sur l'alphabet, graphes B

(d;D)
Nous dénissons ii le graphe B

(d;D), dont la dénition est prohe de elle du graphe
de de Bruijn B(d;D), et nous montrons que es deux graphes sont isomorphes. Nous en
déduisons une démonstration simple de l'appartenane du graphe de Bruijn à la famille des
graphes de Imase et Itoh.
Dénition 5.1.1 Soit  une fontion de permutation sur Z
d
. Le graphe B

(d;D), de degré
d et de diamètre D, est le graphe orienté tel que :
 V = fx = x
D 1
x
D 2
: : : x
1
x
0
j x
i
2 Z
d
g ;
  
+
B

(d;D)
(x) = fy = (x
D 2
) : : : (x
1
)(x
0
)() j  2 Z
d
g .
Proposition 5.1.2 Les graphes B(d;D) et B

(d;D) sont isomorphes.
Preuve : Il sut de dénir un isomorphisme W de B

(d;D) vers B(d;D). Nous pouvons
hoisir pour W la bijetion suivante :
W : Z
D
d
 ! Z
D
d
x = x
D 1
x
D 2
: : : x
1
x
0
7 ! 
0
(x
D 1
)
1
(x
D 2
) : : : 
D 2
(x
1
)
D 1
(x
0
)
Soit x, un sommet de B

(d;D). Nous avons :
W
 1
 
+
B(d;D)
(W (x
D 1
x
D 2
: : : x
0
)) = W
 1
 
+
B(d;D)
 

0
(x
D 1
)
1
(x
D 2
) : : : 
D 1
(x
0
)

= W
 1
 

1
(x
D 2
) : : : 
D 2
(x
1
)
D 1
(x
0
) j  2 Z
d
	
= f(x
D 2
) : : : (x
0
)() j  2 Z
d
g
= f(x
D 2
) : : : (x
0
) j  2 Z
d
g :
La dernière ligne orrespondant à la relation d'adjaene du graphe B

(d;D), nous avons
bien déni l'isomorphisme requis.
Plus généralement, le graphe orienté de degré d, diamètre D, d'ordre n = d
D
et tel que
 
+
(x
D 1
x
D 2
: : : x
1
x
0
) = f
0
(x
D 2
) : : : 
D 2
(x
0
)
D 1
() j  2 Z
d
g, où 
i
, i 2 Z
D
, est une
permutation de Z
d
, est isomorphe à B(d;D).
Proposition 5.1.3 Les graphes B(d;D) et II(d; d
D
) sont isomorphes.
Preuve : Soit C la permutation de Z
d
qui à i 2 Z
d
assoie C(i) = { = d   i   1, le
omplément de i en base d. D'après la proposition 5.1.2, les graphes B
C
(d;D) et B(d;D)
sont isomorphes.
Soit t, la bijetion de Z
D
d
dans Z
n
, n = d
D
, qui assoie à haque mot de Z
D
d
sa valeur en
base n.
t : Z
D
d
 ! Z
n
x = x
D 1
: : : x
1
x
0
7 !
P
D 1
i=0
x
i
d
i
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Nous avons alors :
t

 
+
B
C
(d;D)
(x
D 1
: : : x
1
x
0
)

= t
 
x
D 2
: : : x
1
x
0

 j 0   < d
	
=
n
P
D 2
i=0
d
i+1
x
i
+

 j 0   < d
o
=
n
P
D 2
i=0
d
i+1
(d  x
i
  1) + d     1 j 0   < d
o
=
n
d
D
 
P
D 1
i=1
d
i
x
i 1
     1 j 0   < d
o
=
n
 
P
D 1
i=1
d
i
x
i 1
     1 j 0   < d
o
 
+
II(d;d
D
)
(t(x
D 1
: : : x
1
x
0
)) =  
+
II(d;d
D
)

P
D 1
i=0
x
i
d
i

=
n
 d
P
D 1
i=0
x
i
d
i
    1 j 0   < d
o
=
n
 d
D
x
D 1
 
P
D 1
i=1
d
i
x
i 1
    1 j 0   < d
o
=
n
 
P
D 1
i=1
d
i
x
i 1
    1 j 0   < d
o
= t

 
+
B
C
(d;D)
(x
D 1
: : : x
1
x
0
)

Ainsi, les graphes B
C
(d;D), B(d;D) et II(d; d
D
) sont isomorphes.
Corollaire 5.1.4 Les graphes de de Bruijn, B(d;D), de Reddy Pradhan et Kuhl, RPK(d; d
D
)
et de Imase et Itoh, II(d; d
D
), sont isomorphes.
5.1.2 Permutation sur les indies, graphes A(f; ; j)
Nous étudions maintenant une famille de graphes plus générale que B

(d;D), dans la-
quelle le déalage à gauhe est remplaé par une permutation f de Z
D
.
Dénition 5.1.5 Nous assoions à haque permutation f de Z
D
l'appliation linéaire
 !
f de
Z
D
d
, dénie sur la base vetorielle par
 !
f (e
i
) = e
f(i)
. Cette appliation linéaire est assoiée à
une matrie de permutation. Remarquons que
 !
fg =
 !
f
 !
g .
Dénition 5.1.6 Toute permutation  de Z
d
s'étend naturellement à Z
D
d
(par abus de no-
tation, nous noterons également  ette extension) en posant :
 : Z
D
d
 ! Z
D
d
x = x
D 1
x
D 2
  x
1
x
0
7 ! (x
D 1
)(x
D 2
)   (x
1
)(x
0
)
Nous donnons maintenant une seonde dénition du graphe A(f; ; j), utilisant la per-
mutation  de Z
D
d
, qui nous permettra d'utiliser des notations algébriques.
Dénition 5.1.7 Soient d;D 2 N. Étant donnés une permutation f sur Z
D
, une permuta-
tion  sur Z
d
et un indie j 2 Z
D
, le graphe orienté G = A(f; ; j) est tel que :
 V (A(f; ; j)) = Z
D
d
;
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  
+
A(f;;j)
(x) = (f(x)) + Z
d
:e
j
.
Le graphe A(f; ; j) a un degré d et nous dirons qu'il est de dimension D.
Remarque 5.1.8 Les sommets du graphe B(d;D) sont les éléments de Z
D
d
. Nous pouvons
alors assoier x
D 1
x
D 2
  x
1
x
0
à
P
D 1
i=0
x
i
:e
i
.
Soient , la permutation de Z
D
dénie par  : i 7 ! i+ 1 et I
d
l'identité de Z
d
. Alors,
le graphe B(d;D) est exatement le graphe A(; I
d
; 0) . En eet, pour x = x
D 1
x
D 2
  x
1
x
0
,
 
+
A(;I
d
;0)
(X) = fx
D 2
  x
1
x
0
(x
D 1
+ ) j  2 Z
d
g = fx
D 2
  x
1
x
0
 j  2 Z
d
g =  
+
B(d;D)
(x).
De même, B

(d;D) est exatement A(; ; 0) .
Théorème 5.1.9 Le graphe A(f; ; j) de degré d et de dimension D est isomorphe au graphe
B(d;D) si et seulement si f est une permutation ylique de Z
D
.
Pour plus de larté, la preuve de e théorème a été déoupée en plusieurs lemmes. Nous
ommençons par donner l'énoné de es lemmes, puis nous donnerons la preuve du théorème
5.1.9, et enn nous donnerons la preuve des lemmes.
Lemme 5.1.10 Si la permutation f de Z
D
est ylique, alors les graphes A(f; ; j) et
B(d;D) sont isomorphes.
Lemme 5.1.11 Soit orb(j) l'ensemble des indies qui partagent l'orbite de j. Si la permu-
tation f de Z
D
n'est pas ylique et que jorb(j)j  D  2, alors le graphe A(f; ; j) n'est pas
onnexe.
Lemme 5.1.12 Si jorb(j)j = D  1 et la permutation  de Z
d
est ylique, alors le graphe
A(f; ; j) est onnexe.
Lemme 5.1.13 Si jorb(j)j = D 1 et la permutation  de Z
d
est ylique, alors les graphes
A(f; ; j) et B(d;D) ne sont pas isomorphes.
Preuve du théorème 5.1.9 :
1. Lorsque la permutation f est ylique, les graphes A(f; ; j) et B(d;D) sont isomorphes
(lemme 5.1.10) ;
2. Lorsque jorb(j)j  D   2, le graphe A(f; ; j) n'est pas onnexe et don n'est pas
isomorphe au graphe B(d;D) (lemme 5.1.11) ;
3. Lorsque jorb(j)j = D   1, le graphe A(f; ; j) est onnexe si et seulement si la per-
mutation  est ylique (lemme 5.1.12). Il n'est ependant pas isomorphe au graphe
B(d;D) (lemme 5.1.13).
Ainsi, A(f; ; j) et B(d;D) sont isomorphes si et seulement si la permutation f est y-
lique.
Lemme 5.1.10 Si la permutation f de Z
D
est ylique, alors les graphes A(f; ; j) et
B(d;D) sont isomorphes.
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Preuve : Supposons que f est une permutation ylique sur Z
D
et montrons que les graphes
A(f; ; j) et B(d;D) sont alors isomorphes.
La permutation f étant ylique, elle induit une orbite unique sur Z
D
. Assoions à f
l'unique permutation g de Z
D
telle que 8i 2 Z
D
; g(i) = f
i
(j). De ette dénition, nous
obtenons :
g
 1
fg(i) = g
 1
ff
i
(j) = g
 1
f
i+1
(j) = g
 1
g(i+ 1) = i + 1 (5.1)
g
 1
(j) = 0 (d'où
 !
g
 1
(e
j
) = e
0
) (5.2)
Considérons l'isomorphisme de graphe induit par
 !
g . Pour x 2 Z
D
d
, nous alulons
 !
g
 1
 
+
G
(
 !
g (x)). Par dénition de G, nous avons  
+
G
(x) = (
 !
f (x)) + Z
d
:e
j
, et par linéarité
 !
g
 1
 
+
G
(
 !
g (x)) = 

 !
g
 1

 !
f
 !
g (x)

+ Z
d
:
 !
g
 1
(e
j
). Mais, par (5.1),
   !
g
 1
fg =
 !
 et par (5.2),
 !
g
 1
(e
j
) = e
0
. Finalement,
 !
g
 1
 
+
G
(
 !
g (x)) = (
 !
 (x))+Z
d
:e
0
, et ette relation d'adjaene est
elle du graphe B

(d;D), lui-même isomorphe au graphe B(d;D) (par la proposition 5.1.2).
Lemme 5.1.11 Soit orb(j) l'ensemble des indies qui partagent l'orbite de j . Si la permu-
tation f de Z
D
n'est pas ylique et que jorb(j)j  D  2, alors le graphe A(f; ; j) n'est pas
onnexe.
Preuve : Supposons maintenant que f n'est pas une permutation ylique sur Z
D
. Alors,
f induit au moins 2 orbites sur Z
D
. Soit orb(j) l'ensemble des indies qui partagent l'orbite
de j ; orb(j) = fi 2 Z
D
j9k < D; f
k
(j) = ig. Notons f
orb(j)
la permutation de Z
D
telle
que f
orb(j)
soit ylique sur orb(j) et soit égale à l'identité sur r(j) = Z
D
norb(j). Notons de
même f
r(j)
la permutation de Z
D
telle que f
r(j)
soit une permutation de r(j) et soit égale à
l'identité sur orb(j). La permutation f peut alors s'érire f = f
orb(j)
Æ f
r(j)
.
Nous avons :
f
jorb(j)j
(j) = (f
orb(j)
Æ f
r(j)
)
jorb(j)j
(j) = f
jorb(j)j
orb(j)
Æ f
jorb(j)j
r(j)
(j) = f
jorb(j)j
orb(j)
(j) = j
Soit x un sommet de A(f; ; j), x = x
D 1
x
D 2
  x
1
x
0
=
P
i2orb(j)
x
i
:e
i
+
P
k2r(j)
x
k
:e
k
,
et soit X =
n
P
i2orb(j)
Z
d
:e
i
+
P
k2r(j)
y:e
k
; y 2 Z
d
o
=
n
P
i2orb(j)
Z
d
:e
i
+ Z
d
:
P
k2r(j)
e
k
o
.
Nous remarquons que jXj = d
jorb(j)j
d'où X ( Z
D
d
lorsque jorb(j)j  D   2.
Calulons le voisinage de l'ensemble de sommets X :
 
+
G
(X) = (
 !
f (X)) + Z
d
:e
j
= 
0

 !
f
0

X
i2orb(j)
Z
d
:e
i
+ Z
d
:
X
k2r(j)
e
k
1
A
1
A
+ Z
d
:e
j
=
X
i2orb(j)
(Z
d
):
   !
f
orb(j)
(e
i
) + (Z
d
):
X
k2r(j)
  !
f
r(j)
(e
k
) + Z
d
:e
j
=
X
i2orb(j) j
(Z
d
):e
i
+ Z
d
:e
j
+ Z
d
:
X
k2r(j)
e
k
=
X
i2orb(j)
Z
d
:e
i
+ Z
d
:
X
k2r(j)
e
k
= X
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Don X et Z
D
d
nX ne sont pas onnetés, e qui implique que le graphe A(f; ; j) n'est
pas onnexe lorsque jorb(j)j  D   2.
Lemme 5.1.12 Si jorb(j)j = D   1 et la permutation  de Z
d
est ylique, alors le graphe
A(f; ; j) est onnexe.
Preuve : Posons Y
l
=
n
P
i2orb(j)
Z
d
:e
i
+ l:e
k
j k = Z
d
norb(j)
o
; l 2 Z
d
.
Nous avons,
S
1sd
 
+
G
s
(Y
l
) =
S
1sd
Y

s
(l)
. Comme  n'est pas une permutation y-
lique de Z
d
, nous avons
S
1sd

s
(l) ( Z
d
. Don
S
1sd
Y

s
(l)
( Z
D
d
, e qui implique que
le graphe A(f; ; j) n'est pas onnexe.
Lemme 5.1.13 Si jorb(j)j = D 1 et la permutation  de Z
d
est ylique, alors les graphes
A(f; ; j) et B(d;D) ne sont pas isomorphes.
Preuve : Nous utilisons l'ensemble Y
l
, l 2 Z
d
, dénit dans la preuve du lemme 5.1.12.
Nous avons  
+
G
(Y
l
) = Y
(l)
. Comme  est ylique, nous avons l 6= (l). Don, Y
l
\Y
(l)
=
;. Or, le graphe de de Bruijn B(d;D) ontient des sommets ave boule

x 2  
+
B(d;D)
(x)

.
Don les graphes A(f; ; j) et B(d;D) ne sont pas isomorphes.
Corollaire 5.1.14 La famille des graphes A(f; ; j) onduit à d!D! dénitions équivalentes
du graphe de de Bruijn.
Preuve : Comme il existe (D 1)! permutations yliques sur Z
D
, le théorème 5.1.9 onduit
à (D   1)! dénitions équivalentes de B(d;D), en agissant uniquement sur f . De plus, la
proposition 5.1.2 onduit à d! autres dénitions de B(d;D), en agissant uniquement sur .
Enn, l'indie j peut prendre D valeurs distintes.
5.1.3 Complément d'étude
Nous omplétons ii l'étude de la famille A(f; ; j), dans les as où la permutation f n'est
pas ylique.
Lemme 5.1.15 Le graphe induit par l'orbite de j est isomorphe à B(d; jorb(j)j).
Preuve : De même que pour la démonstration du lemme 5.1.10, assoions à f
orb(j)
l'unique
permutation g
orb(j)
telle que 8a
i
2 orb(j); i 2 Z
jorb(j)j
; g
orb(j)
(i) = f
i
orb(j)
(j). De ette déni-
tion, nous obtenons :
g
 1
orb(j)
f
orb(j)
g
orb(j)
(i) = i+ 1 (5.3)
g
 1
orb(j)
(j) = 0 (d'où
   !
g
 1
orb(j)
(e
j
) = e
0
) (5.4)
Ensuite, en onsidérant l'isomorphisme de graphe induit par
   !
g
orb(j)
, nous alulons
   !
g
 1
orb(j)
 
+
G
 
   !
g
orb(j)
(x)

pour x 2 Z
jorb(j)j
d
, et nous obtenons
   !
g
 1
orb(j)
 
+
G
 
   !
g
orb(j)
(x)

= (
 !
 (x)) +
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Z
d
:e
0
, et ette relation d'adjaene est elle du graphe B

(d; jorb(j)j), lui même isomorphe
au graphe B(d; jorb(j)j) (par la proposition 5.1.2).
Lemme 5.1.16 Si r(j) dénote l'ensemble des indies qui ne sont pas dans l'orbite de j,
r(j) = Z
D
norb(j), alors le graphe induit par r(j) est un ensemble de yles disjoints.
Preuve : Assoions à f
r(j)
l'unique permutation g
r(j)
telle que 8a
i
2 r(j), i 2 Z
jr(j)j
,
g
r(j)
(a
i
) = i (a
i
est un indie).
Soit G
r(j)
, le graphe induit par la permutation f
r(j)
et tel que :
 V (G
r(j)
) = Z
jr(j)j
d
;
  
+
G
r(j)
(x) = 

  !
g
r(j)
  !
f
r
(j)
  !
g
 1
r(j)
(x)

.
Remarquons que j 
+
G
r(j)
(x) j = 1. Cei suggère que G
r(j)
est une union de yles. Or, les
permutations f
r(j)
et  ont haune au moins une orbite, et haque orbite dérit un yle.
De plus, d'après la proposition A.3.7, la onvolution de 2 yles est un ensemble de yles.
Don, la onvolution de 2 ensemble de yles est un ensemble de yles. Dans  
+
G
r(j)
(x),
l'appliation suessive de f
r(j)
et de  traduit la onvolution de es appliations. Si O
f
r(j)
est l'ensemble des orbites de f
r(j)
et O

l'ensemble des orbites de , le graphe G
r(j)
ontient
P
o2O
f
r(j)
P
o
0
2O

pgd (o; o
0
) yles.
Lemme 5.1.17 Chaque omposante onnexe de A(f; ; j) est la onvolution d'un yle par
un de Bruijn isomorphe à B(d; jorb(j)j).
Preuve : D'après le lemme 5.1.15, le graphe induit par l'orbite de j est isomorphe à
B(d; jorb(j)j), et d'après le lemme 5.1.16, le graphe induit par r(j) est un ensemble de yles
disjoints. De plus, tout sommet x = x
D 1
x
D 2
  x
1
x
0
peut s'érire x =
P
i2orb(j)
x
i
:e
i
+
P
k2r(j)
x
k
:e
k
. Don, il existe un ar entre deux sommets x et y =
P
i2orb(j)
y
i
:e
i
+
P
k2r(j)
y
k
:e
k
si et seulement si
P
i2orb(j)
y
i
:e
i
=
P
i2orb(j)
(x
i
):
   !
f
orb(j)
(e
i
)+:e
j
, pour un ertain  2 Z
d
, et
P
k2r(j)
y
k
:e
k
=
P
k2r(j)
(x
k
):
  !
f
r(j)
(e
k
). Cei aratérise bien les interonnexions de la onvo-
lution de deux graphes, un de Bruijn et un ensemble de yles.
Remarque 5.1.18 Si la permutation f
r(j)
est l'identité de r(j) et la permutation  est
l'identité de Z
d
,  = I
d
, alors le graphe A(f; I
d
; j) est l'union de d
jr(j)j
opies disjointes du
graphe B(d; jorb(j)j).
Lemme 5.1.19 Si jorb(j)j = D   1, la permutation  de Z
d
est ylique, et d = D   1,
alors le graphe A(f; ; j) est isomorphe à
   !
WBF (d;D   1).
Preuve : Le lemme 5.1.12, nous dit que le graphe A(f; ; j) est onnexe et le lemme 5.1.15
nous apprend que le graphe induit par l'orbite de j est isomorphe à B(d;D   1). Comme
 est ylique, le graphe induit par r(j) est un yle de longueur d , C
d
. Don, d'après
le lemme 5.1.17, le graphe A(f; ; j) est isomorphe au graphe résultant de la onvolution
B(d;D   1)
 C
d
qui n'est autre que
   !
WBF (d;D   1).
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Corollaire 5.1.20 La famille des graphes A(f; ; j) onduit à (d  1)!D! dénitions équiva-
lentes du réseau papillon ylique
   !
WBF (d;D   1).
Preuve : Ce résultat résulte d'un simple argument de omptage. En eet, il existe :
 (d  1)! permutations yliques  sur Z
d
;
 D(D 2)! permutations f telles que l'une des orbites est de taille D 1. Il y a D hoix
possibles pour la lettre qui n'est pas dans l'orbite de taille D   1, et il existe (D   2)!
permutations yliques sur D   1 lettres ;
 D   1 valeurs possibles pour la lettre j.
Finalement, (d  1)!D(D   2)!(D   1) = (d  1)!D!.
Lemme 5.1.21 Si jorb(j)j = D   1 et la permutation  de Z
d
est ylique, alors le graphe
A(f; ; j) est de diamètre D + d  2.
Preuve : Le graphe induit par l'orbite de j est isomorphe à B(d;D 1) (lemme 5.1.15), et
omme la permutation  est ylique, nous savons que A(f; ; j) est isomorphe à B(d;D  
1)
 C
d
(lemme 5.1.17).
Le graphe H = B(d;D   1)
 C
d
est le graphe à d étages tel que :
 V (H) =

hx; li j x 2 Z
D 1
d
; l 2 Z
d
	
= Z
D
d
;
  
+
H
(hx; li) =
n
hy; l + 1i j y 2  
+
B(d;D 1)
(x) ; l 2 Z
d
o
.
Comme le graphe de de Bruijn a la propriété que  
+
B(d;D 1)
D 2
(x) (  
+
B(d;D 1)
D 1
(x) =
Z
D 1
d
et que  
+
B(d;D 1)
 
Z
D 1
d

= Z
D 1
d
, nous avons
 
+
H
D 2
(hx; li) (  
+
H
D 1
(hx; li) =


y; 
D 1
(l)

j y 2 Z
D 1
d
	
:
Alors, le diamètre du graphe H orrespond à la distane dist(hx; li ; hy; l +D   2i), où
y 2 Z
D 1
d
n 
+
B(d;D 1)
D 2
(x). Soit hz; l +D   1i 2  
+
H
D 1
(hx; li). Comme H est un graphe à
étages, il faut d  1 étapes pour aller du niveau l au niveau l  1 (un tour du réseau). Don,
dist(hx; li ; hy; l +D   2i) = dist(hx; li ; hz; l +D   1i)+dist(hz; l +D   1i ; hy; l +D   2i) =
D   1 + d  1 = D + d  2 .
Aussi, le diamètre du graphe A(f; ; j) est D + d  2 lorsque jorb(j)j = D   1 et que 
est ylique.
Remarque : La famille de graphes B(d;D)
 C
k
a été étudiée dans [BDDP98℄.
Corollaire 5.1.22 Si A(f; ; j)  B(d;D), alors A(f; ; j) 
 
D+1

  !
BF (d;D) et
A(f; ; j)

 !
C
D

   !
WBF (d;D).
5.1.4 Exemples
An d'illustrer le théorème 5.1.9, nous montrons les exemples suivants : tout d'abord le
graphe G
1
= A(f
1
; Id; 2) qui est isomorphe à B(d; 6), puis le graphe G
2
= A(f
2
; Id; 1) où la
permutation f n'est pas ylique sur Z
3
, l'orbite de 1 est de taille D   2 et don le graphe
n'est pas onnexe, et enn le graphe G
3
= A(f
3
; ; 1) qui est isomorphe à
   !
WBF (d; d).
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G
1
= A(f
1
; Id; 2)
Soit G
1
, le graphe orienté de degré d, dimension 6 et d'ensemble de sommets Z
6
d
, déni
omme suit :
 
+
G
1
(x
5
x
4
x
3
x
2
x
1
x
0
) = x
2
x
1
x
0
x
5
x
4
; ave  2 Z
d
:
G
1
est en fait le graphe A(f
1
; Id; 2), où f
1
est la permutation de Z
6
suivante :
f
1
(i) =
8
<
:
i+ 3 si i < 3;
2 si i = 3;
i+ 2 mod 6 sinon:
Alors,
 !
f
1
est dénie sur Z
6
d
par :
 !
f
1
(x
5
x
4
x
3
x
2
x
1
x
0
) = x
2
x
1
x
0
x
3
x
5
x
4
La permutation g
1
assoiée à f
1
, utilisée dans la preuve du lemme 5.1.10 ('est-à-dire
g
1
(i) = f
i
1
(2)), est telle que g(0) = 2; g(1) = 5; g(2) = 1; g(3) = 4; g(4) = 0; g(5) = 3,
 !
g (x
5
x
4
x
3
x
2
x
1
x
0
) = x
1
x
3
x
5
x
0
x
2
x
4
, et don
 !
g
 1
(x
5
x
4
x
3
x
2
x
1
x
0
) = x
3
x
0
x
4
x
1
x
5
x
2
. La gure 5.1
donne une illustration de ette permutation.
g
1
(0) = 2
f
1 //
g
1
(1) = 5
f
1 //
g
1
(2) = 1
f
1

g
1
(5) = 3
f
1
OO
g
1
(4) = 0
f
1
oo
g
1
(3) = 4
f
1
oo
Fig. 5.1  Illustration de la permutation g
1
dénie par g
1
(i) = f
i
1
(2).
Alors,
 !
g
 1
1
 
+
G
1
 !
g
1
(x
5
x
4
x
3
x
2
x
1
x
0
) =
 !
g
 1
1
 
+
G
1
(x
1
x
3
x
5
x
0
x
2
x
4
)
=
 !
g
 1
1
(x
0
x
2
x
4
x
1
x
3
);  2 Z
d
= x
4
x
3
x
2
x
1
x
0

=  
+
B(d;6)
(x
5
x
4
x
3
x
2
x
1
x
0
) :
Finalement, G
1
est isomorphe à B(d; 6).
G
2
= A(f
2
; Id; 1)
Soit G
2
le graphe orienté de degré d, dimension 3 et d'ensemble de sommets Z
3
d
, déni
omme suit :
 
+
G
2
(x
2
x
1
x
0
) = x
0
x
2
; ave  2 Z
d
:
G
2
est en fait A(f
2
; Id; 1), où f
2
est la permutation de Z
3
telle que f
2
(i) = { = 2  i. Alors,
 !
f
2
est dénie sur Z
3
d
par
 !
f
2
(x
2
x
1
x
0
) = x
0
x
1
x
2
.
Si nous dénissons la fontion g assoiée à f
2
par g
2
(i) = f
i
2
(1), nous obtenons g
2
(0) =
g
2
(1) = g
2
(2) = 1, et g
2
n'est pas une permutation ylique de Z
3
. De plus, l'orbite induite
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par j = 1 est orb(j) = f1g ave jorb(j)j = 1  D  2 = 1. Ainsi, d'après le lemme 5.1.11, G
2
n'est pas onnexe. Notons que le graphe G
2
peut également être déni par :
 
+
G
2
([x
2
x
0
℄; [x
1
℄) = f[x
0
x
2
℄; [℄g
Ce graphe est omposé de
d
2
 d
2
graphes de la forme C
2

B(d; 1), plus d graphes de la forme
C
1

 B(d; 1), omme illustré sur la gure 5.2 pour d = 2.
101111
000 010011
100110
001
Fig. 5.2  Le graphe G
2
de l'exemple 5.1.4, lorsque d = 2
G
3
= A(f
3
; ; 1)
Soit G
3
le graphe orienté de degré d, dimension d + 1 et d'ensemble de sommets Z
d+1
d
,
déni omme suit :
 
+
G
3
(x
d
: : : x
1
x
0
) = (x
d 1
) : : : (x
1
)(x
0
); ave  2 Z
d
:
G
3
est en fait le graphe A(f
3
; ; 1), où f
3
est la permutation de Z
d
telle que f
d
3
(1) =
f
d 1
3
(2) =    = f
1
3
(d) = 1 et f
3
(0) = 0, et où  est la permutation ylique de Z
d
dénie
par  : i 7 ! i+ 1.
Comme l'orbite induite par j = 1 est orb(1) = f1; 2; : : : ; dg, de taille d et que  est
ylique, le lemme 5.1.17 nous indique que A(f
3
; ; 1) est isomorphe au graphe
   !
WBF (d; d).
Nous pouvons alors dénir G
3
par :
 
+
G
3
([x
d
: : : x
2
x
1
℄; [x
0
℄) = f[(x
d 1
) : : : (x
1
)℄; [(x
0
)℄g
=  
+
B

(d;d)
(x
d
: : : x
2
x
1
)
  
+
C
d
(x
0
)
Lorsque d = 2, le graphe G
3
= A(f
3
; ; 1) est le graphe de degré 2, diamètre 3 et à 8
sommets, représenté sur la gure 5.3. Il est isomorphe à
   !
WBF (2; 2). Lorsque d = 3, le graphe
G
3
a degré 3, diamètre 5 et 81 sommets.
5.2 Graphes de Kautz omme graphes à alphabet
De même que pour le graphe de de Bruijn, nous allons étudier la famille des graphes à
alphabet isomorphes aux graphes de Kautz. Nous montrerons nalement que le graphe de
Kautz n'admet que 2 représentations omme généralisation par permutation de sa formula-
tion en graphe à alphabet.
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00,0
01,0
10,0
11,0
00,1
01,1
10,1
11,1
00,0
01,0
10,0
11,0
Fig. 5.3  Le graphe G
3
de l'exemple 5.1.4, lorsque d = 2. Les sommets du niveau 0 sont
répétés après le niveau 1 pour plus de larté.
5.2.1 Permutation sur l'alphabet
Dénition 5.2.1 Soit  une fontion de permutation sur Z
d+1
. Le graphe K

(d;D), de
degré d et de dimension D à n = d
D
+ d
D 1
sommets, est le graphe orienté tel que :
 V = fx = x
D 1
x
D 2
: : : x
1
x
0
j x
i
2 Z
d+1
; i 2 Z
D
; x
i
6= x
i+1
g ;
  
+
K

(d;D)
(x) = fy = (x
D 2
) : : : (x
1
)(x
0
)() j  2 Z
d+1
n fx
0
gg .
Proposition 5.2.2 Les graphes K(d;D) et K

(d;D) sont isomorphes si et seulement si 
est la permutation identité I
d+1
de Z
d+1
.
Preuve : Pour ette preuve, nous utilisons le fait que le graphe de Kautz ne possède pas
de boules.
Supposons que  6= I
d+1
et remarquons que si a 6= b, ave a; b 2 Z
d+1
, alors (a) 6=
(b). Comme  6= I
d+1
, il existe a 2 Z
d+1
tel que a 6= (a). Soit x = x
D 1
: : : x
1
x
0
=

D
(a) : : : 
2
(a)(a). Le sommet x appartient bien à V (K

(d;D)) ar pour tout k,

k
(a) 6= 
k 1
(a), et don deux lettres onséutives sont bien diérentes. Nous avons :
 
+
K

(d;D)
(x) =

(
D 1
(a)) : : : (
2
(a))((a))() j  2 Z
d+1
n f(a)g
	
=


D
(a) : : : 
3
(a)
2
(a)() j  2 Z
d+1
n f(a)g
	
Or a 2 Z
d+1
n f(a)g, don x 2  
+
K

(d;D)
(x) et le graphe K

(d;D) ontient des boules.
Il n'est pas isomorphe à K(d;D).
Lorsque  = I
d+1
, K
I
d+1
(d;D) est le graphe de Kautz K(d;D).
Ainsi, nous ne pouvons pas appliquer une permutation  sur l'alphabet. Qu'en est-il
d'une permutation sur les indies ?
5.2.2 Permutation sur les indies
Dénition 5.2.3 Soit f une fontion de permutation sur Z
D
et j 2 Z
D
. Le graphe (f; j),
de degré d et de dimension D à n = d
D
+ d
D 1
sommets, est le graphe orienté tel que :
 V ((f; j)) =
n
x = x
D 1
x
D 2
: : : x
1
x
0
=
P
D 1
i=0
x
i
:e
i
j x
i
2 Z
d+1
; i 2 Z
D
; x
i
6= x
i+1
o
;
  
+
(f;0)
(x) =
n
P
i2Z
D
nff
 1
(0)g
x
i
:e
f(i)
+ :e
0
j  2 Z
d+1
n

x
f
 1
(1)
	
o
;
  
+
(f;D 1)
(x) =
n
P
i2Z
D
nff
 1
(D 1)g
x
i
:e
f(i)
+ :e
D 1
j  2 Z
d+1
n

x
f
 1
(D 2)
	
o
;
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  
+
(f;j)
(x) =
n
P
i2Z
D
nff
 1
(j)g
x
i
:e
f(i)
+ :e
D 1
j  2 Z
d+1
n

x
f
 1
(j 1)
; x
f
 1
(j+1)
	
o
.
Proposition 5.2.4 Les graphes K(d;D) et (f; j) sont isomorphes si et seulement si nous
sommes dans l'un des as suivants :
1. f
1
(i) = i+ 1 mod D et j = 0 ;
2. f
2
(i) = i  1 mod D et j = D   1.
Preuve : Soit x = x
D 1
: : : x
1
x
0
=
P
D 1
i=0
x
i
:e
i
, un sommet de (f; j).
Cas 1 : Supposons que la permutation f ne soit pas ylique et montrons que les graphes
K(d;D) et (f; j) ne sont pas isomorphes.
Comme f n'est pas ylique, l'orbite de j est de taille jorb(j)j < D. Soit x =
P
i2orb(j)
x
i
:e
i
+
P
i62orb(j)
y
i
:e
i
, où x
i
2 Z
d+1
, y
i
2 Z
2
et où
j
D jorb(j)j
2
k
y
i
sont égaux à 0. Nous avons :
 
+
(f;0)
(x) =
n
P
i2orb(j)nff
 1
(0)g
x
i
:e
f(i)
+ :e
0
+
P
i62orb(j)
y
i
:e
f(i)
j  2 Z
d+1
n

x
f
 1
(1)
	
o
 
+
(f;0)
2
(x) =
n
P
i2orb(j)nff
 2
(0)g
x
i
:e
f
2
(i)
+ :e
0
+
P
i62orb(j)
y
i
:e
f
2
(i)
j  2 Z
d+1
n

x
f
 2
(1)
	
o
.
.
.
.
.
.
 
+
(f;0)
k
(x) =
n
P
i2orb(j)n
f
f
 k
(0)
g
x
i
:e
f
k
(i)
+ :e
0
+
P
i62orb(j)
y
i
:e
f
k
(i)
j  2 Z
d+1
n

x
f
 k
(1)
	
o
Alors,



S
D
i=0
 
+
(f;0)
i
(x)



 d
jorb(j)j 1
(d+ 1)(D  jorb(j)j), où
 d
jorb(j)j 1
(d+1) est le nombre de mots de longueur jorb(j)j formés sur Z
jorb(j)j
d+1
tels que
deux lettres onséutives soient diérentes ;
 (D   jorb(j)j) est le nombre de mots de D   jorb(j)j lettres obtenus au ours des D
appliations suessives de f sur un mot xé ontenant
j
D jorb(j)j
2
k
lettres égales à 0, les
autres étant égales à 1. Remarquons que (D jorb(j)j) 

D jorb(j)j
b
D jorb(j)j
2


< 2
b
D jorb(j)j
2

.
Ainsi,



S
D
i=0
 
+
(f;0)
i
(x)



< d
jorb(j)j 1
(d+ 1)2
D jorb(j)j
 d
D 1
(d+ 1) ar 2  d, et les graphes
K(d;D) et (f; 0) ne sont pas isomorphes.
Le même raisonnement permet de montrer que les graphes (f; j), j 2 Z
D
, ne sont pas
isomorphes à K(d;D) si la permutation f n'est pas ylique.
Cas 2 : Supposons que la permutation f est ylique et que 1  j  D  2. Nous avons
 
+
(f;j)
(x) =
n
P
i2Z
D
nff
 1
(j)g
x
i
:e
f(i)
+ :e
j
j  2 Z
d+1
n

x
f
 1
(j 1)
; x
f
 1
(j+1)
	
o
.
Si x
f
 1
(j 1)
6= x
f
 1
(j+1)
, alors jZ
d+1
n

x
f
 1
(j 1)
; x
f
 1
(j+1)
	
j = d   1 < d, et don (f; j)
n'est pas isomorphe à K(d;D). De plus, si x
f
 1
(j 1)
= x
f
 1
(j+1)
, alors j
S
D
i=0
 
+
(f;j)
i
(x) j 
d
(D 2)
(d+ 1), et les graphes (f; j) et K(d;D) ne sont pas isomorphes.
Cas 3 : Supposons que j = 0, que la permutation f est ylique et que f 6= f
1
. Alors, il
existe k, 1  k  D   2 tel que f
 k
(f
k
(0) + 1) 6= 1. Ainsi  2 Z
d+1
n

x
f
 1
(1)
; x
f
 k
(f
k
(0)+1)
	
et j 
+
(f;0)
(x) < d. Don, les graphes K(d;D) et (f; 0) ne sont pas isomorphes.
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Cas 4 : Supposons que j = D   1, que la permutation f est ylique et que f 6= f
2
.
Alors, par le même argument que préédemment, les graphes K(d;D) et (f;D  1) ne sont
pas isomorphes.
Finalement, les graphes K(d;D) et (f; j) sont isomorphes si et seulement si f = f
1
et
j = 0, ou f = f
2
et j = D   1.
Nous remarquons que le graphe (f
1
; 0) est exatement le graphe de Kautz de la dénition
2.1.4 page 10, et que le graphe (f
2
; D   1) est le graphe obtenu en inversant le sens des
ars du graphe (f
1
; 0). Ces deux graphes orrespondent aux deux dénitions usuelles des
graphes de Kautz sur un alphabet.
5.3 Appliation : implantation optimisée du de Bruijn
ave OTIS
Nous avons montré, à l'aide de la proposition 4.2.9 et du orollaire 4.2.11 page 54, que
le graphe de de Bruijn B(d;D) admet une implantation ave OTIS(d; d
D
). De plus, nous
avons observé dans la table 4.1 page 57 qu'il existe plusieurs valeurs de p et q pour lesquelles
le graphe H(p; q; d) à d
D
n÷uds est un de Bruijn. Nous allons don étudier préisément e
fait, en nous aidant des graphes A(f; ; j).
En orollaire de notre étude nous obtiendrons une implantation du de Bruijn B(d;D)
ave OTIS utilisant (
p
m) lentilles. Cei signie que ette étude nous permet de minimiser
le nombre de lentilles utilisées dans OTIS.
5.3.1 Isomorphismes entre H(p; q; d) et B(d;D)
Nous étudions l'ensemble des graphes de la famille H(p; q; d) qui sont isomorphes au
graphe de de Bruijn B(d;D).
Proposition 5.3.1 Les graphes H(p; q; d) et A(f; C; p
0
  1), tels que :
 C est la permutation dénie sur Z
d
par C(i) =

i = d  i  1 ;
 p = d
p
0
, q = d
q
0
et D = p
0
+ q
0
  1 ;
 f est la permutation dénie sur Z
D
par :
f : i 7 !
8
<
:
i+ p
0
si i < q
0
  1;
p
0
  1 si i = q
0
  1;
i+ p
0
  1 mod D sinon:
sont isomorphes.
Preuve : Dans ette preuve, nous assoions au nombre x 2 Z
d
k
, sa représentation en base
d, notée !(x), telle que !(x) = x
k 1
: : : x
1
x
0
, x
i
2 Z
d
, et x =
P
k 1
i=0
x
i
d
i
. k est la longueur de
la haîne !(x) (nombre de lettres).
L'arhiteture OTIS(p; q) onnete p groupes de q émetteurs à q groupes de p réepteurs,
en reliant l'émetteur (i; j), i 2 Z
p
, j 2 Z
q
, au réepteur (q   j   1; p  i  1).
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Remarquons que la haîne !(i) est de longueur p
0
et la haîne !(j) de longueur q
0
. Alors,
nous pouvons représenter l'émetteur (i; j) par la haîne !(i)!(j) de longueur p
0
+ q
0
. Comme
!(q j 1) = !(j) et !(p  i 1) = !(i), l'émetteur !(i)!(j) est relié au réepteur !(j)!(i).
Le graphe H(d
p
0
; d
q
0
; d) a un degré onstant d et n sommets. De plus d divise p et q.
Don, haque groupe de q = d
q
0
émetteurs ontient d
q
0
 1
sommets.
Assoions au k
e
sommet (k 2 Z
d
q
0
 1
) du i
e
groupe d'émetteurs (i 2 Z
p
), la représentation
!(i)!(k) de longueur p
0
+q
0
 1. Ce sommet a les émetteurs f(i; dk+);  2 Z
d
g représentés
par l'ensemble de haînes f!(i)!(k)!();  2 Z
d
g. Les émetteurs du sommet !(i)!(k) sont
reliés aux réepteurs
n
!(k)!()!(i);  2 Z
d
o
.
Soit !(l), la haîne de longueur l telle que !(i) = !(l)!(), ave  2 Z
d
. Nous avons
n
!(k)!()!(i);  2 Z
d
o
=
n
!(k)!()!(l)!();  2 Z
d
o
et es réepteurs appartiennent
aux sommets
n
!(k)!()!(l);  2 Z
d
o
.
Finalement, le sommet x, représenté par la haîne !(x) = !(l)!()!(k), ave !(l) 2
Z
p
0
 1
d
, !() 2 Z
d
et !(k) 2 Z
q
0
 1
d
, est onneté par l'arhiteture OTIS(p; q) aux sommets
représentés par les haînes
n
!(k)!()!(l);  2 Z
d
o
. Comme !(x) = x
D 1
: : : x
1
x
0
, x
i
2 Z
d
,
nous avons !(l) = x
D 1
x
D 2
: : : x
q
0
, !() = x
q
0
 1
, et !(k) = x
q
0
 2
: : : x
1
x
0
. Don, le graphe
H(d
p
0
; d
q
0
; d) peut être dénie sur l'ensemble de sommets Z
D
d
par
 
+
H
(x
D 1
: : : x
1
x
0
) =

x
q
0
 2
: : : x
0
x
D 1
: : : x
q
0
	
:
D'après la dénition de f , 'est exatement A(f; C; p
0
  1).
Nous allons maintenant aratériser l'ensemble des OTIS(p; q) permettant une implan-
tation des graphes de de Bruijn, B(d;D), 'est-à-dire l'ensemble des graphes H(p; q; d) iso-
morphes à B(d;D).
Lemme 5.3.2 Soient p
0
et q
0
tels que p
0
+q
0
 1 = D. Pour tout degrés d, les graphes B(d;D)
et H(d
p
0
; d
q
0
; d) sont isomorphes si et seulement si la permutation f dénie sur Z
D
par :
f : i 7 !
8
<
:
i+ p
0
si i < q
0
  1;
p
0
  1 si i = q
0
  1;
i+ p
0
  1 mod D sinon:
est ylique.
Preuve : Nous venons de montrer dans la proposition 5.3.1 que les graphes H(d
p
0
; d
q
0
; d)
et A(f; C; p
0
  1) sont isomorphes. De plus, nous avons montré dans le théorème 5.1.9 que
le graphe A(f; C; j) de degré d et de dimension D est isomorphe au graphe de de Bruijn
B(d;D) si et seulement si la permutation f est ylique sur Z
D
. La preuve du lemme suit.
Nous avons obtenu une aratérisation des graphes H(p; q; d) isomorphes à B(d;D), pour
les as où p et q sont des puissanes de d. Nous onjeturons que seul es valeurs de p et q
donnent l'isomorphisme. Nous argumenterons nos propos dans la setion 5.4.
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Maintenant, nous allons montrer qu'il existe p
0
et q
0
tels que les graphes B(d;D) et
H(d
p
0
; d
q
0
; d) sont isomorphes et que d
p
0
+ d
q
0
= (
p
d
D+1
) ('est-à-dire p+ q = (
p
m)).
Proposition 5.3.3 Posons p
0
= q
0
=
D+1
2
. Alors, les graphes B(d;D) et H(d
D+1
2
; d
D+1
2
; d)
sont isomorphes si et seulement si D = 1.
Preuve : Si p
0
= q
0
> 1, alors f(p
0
  1) = q
0
  1 = p
0
  1 et don f n'est pas ylique sur
Z
D
. Si p
0
= q
0
= 1, alors D = 1 et don B(d; 1) est isomorphe à H(d; d; d).
Corollaire 5.3.4 Toute implantation du de Bruijn, B(d;D), ave OTIS(p; q) a au moins

(
p
m) lentilles.
Preuve : Nous avons pq = d
D+1
= m, alors p+ q  2
p
d
D+1
= 2
p
m = 
(
p
m).
Remarquons que lorsque D = 1, nous avons p = q = d = n et
p
m = n, d'où p + q = 2n =
(n).
Proposition 5.3.5 Si D est pair, p
0
=
D
2
et q
0
=
D
2
+ 1, alors les graphes B(d;D) et
H(d
D
2
; d
D
2
+1
; d) sont isomorphes, et de plus, B(d;D) a une implantation ave un OTIS(p; q)
ayant p+ q = (
p
m) lentilles.
Preuve : La permutation f est dénie sur Z
D
par :
f : i 7 !
8
<
:
i +
D
2
si i <
D
2
;
D
2
  1 si i =
D
2
;
i +
D
2
  1 mod D sinon:
et il est faile de vérier que f est ylique. Ainsi, en utilisant le lemme 5.3.2, l'isomorphisme
est vérié.
De plus, l'implantation ave OTIS(p; q) a d
D
2
+ d
D
2
+1
= O (
p
m) lentilles. Don, en
utilisant le orollaire 5.3.4, l'implantation a (
p
m) lentilles.
La aratérisation des graphes H(p; q; d) isomorphes à B(d;D) a don permis de mini-
miser le nombre de lentilles du système optique.
Corollaire 5.3.6 Étant donnés les graphes B(d;D) et H(p; q; d), leur isomorphisme se vé-
rie en temps O(D).
Preuve : D'après le lemme 5.3.2, il sut de vérier que f est une permutation ylique de
Z
D
, e qui prend un temps O(D).
Corollaire 5.3.7 Minimiser d
p
0
+ d
q
0
, telle que les graphes B(d;D) et H(d
p
0
; d
q
0
; d) soient
isomorphes, prend un temps O(D
2
).
Preuve : Si D est pair, d'après la proposition 5.3.5, le minimum est obtenu pour p
0
=
D
2
et
q
0
=
D
2
+ 1. Sinon, il y a
D
2
ouples (p
0
; q
0
), tels que p
0
< q
0
et D = p
0
+ q
0
  1, et en utilisant
le orollaire 5.3.6, le minimum est obtenu en temps O(D
2
).
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1111
1110
1101
1100
1011
1010
1001
1000
0111
0110
0101
0100
0011
0010
0001
0000
1111
1110
1101
1100
1011
1010
1001
1000
0111
0110
0101
0100
0011
0010
0001
0000
ReceiversTransmitters
Fig. 5.4  H(4; 8; 2).
1100
1001
1000
1110
0110
1011
0000
1101
10100101
0010 0100
11110111
0001
0011
Fig. 5.5  B(2; 4) ave la relation d'adjaene de H(4; 8; 2), 'est-à-dire  
+
H
(x
3
x
2
x
1
x
0
) =
fx
1
x
0
x
3
g.
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5.3.2 Exemple
La gure 5.4 représente le graphe orienté H(4; 8; 2), onstruit sur OTIS(4; 8), d'ensemble
de sommets Z
4
2
et tel que  
+
H
(x
3
x
2
x
1
x
0
) =

x
1
x
0
x
3
	
; la gure 5.5 représente le graphe
orienté B(2; 4) où les sommets ont les mêmes étiquettes que sur H(4; 8; 2).
Lorsque le diamètre D > 1 est impair, et d'après la proposition 5.3.3, il n'y a pas d'iso-
morphisme entre les graphes B(d;D) et H(p; q; d) ave p = q. Le as où p est le plus prohe
de q est alors p
0
=
D 1
2
et q
0
=
D 1
2
+2. Toutefois, les graphes B(d;D) et H(d
D 1
2
; d
D 1
2
+2
; d)
ne sont pas toujours isomorphes. Par exemples, H(2
5
; 2
7
; 2) etB(2; 11) sont isomorphes, alors
que H(d
6
; d
8
; d) et B(d; 13) ne le sont pas.
5.4 Conjetures
Dans ette setion, nous donnons deux onjetures dont les démonstrations permettraient
de lore l'ensemble des graphes H(p; q; d) isomorphes à B(d;D).
5.4.1 Étude de la permutation f
Nous herhons à exhiber les valeurs de p
0
et q
0
telles que la permutation f de Z
D
dénie
dans la proposition 5.3.1 est ylique.
Conjeture 5.4.1 Soit D 2 N et soient p
0
et q
0
, 0 < p
0
< q
0
, tels que p
0
+ q
0
= D + 1. La
permutation f dénie sur Z
D
par
f : i 7 !
8
<
:
i+ p
0
si i < q
0
  1;
p
0
  1 si i = q
0
  1;
i+ p
0
  1 mod D sinon:
est ylique si et seulement si p
0
et q
0
sont premier entre eux.
Nous ne possédons à e jour que de quelques éléments permettant de prouver ette
onjeture, dont le lemme suivant :
Lemme 5.4.2 Si q
0
= kp
0
, p
0
> 1 et k > 1, alors la permutation f n'est pas ylique.
Preuve : Nous avons f(0) = p
0
; f
1
(0) = 2p
0
; : : : ; f
k 1
(0) = (k  1)p
0
= q
0
  p
0
; f
k
(0) = q
0
et f
k+1
(0) = q
0
+ p
0
  1 mod D = D mod D  0. De plus, D + 1 = p
0
+ q
0
= (k + 1)p
0
, et
omme p
0
> 1, nous avons k + 1 =
D+1
p
0
< D + 1. Don, la permutation f n'est pas ylique
si q
0
= kp
0
; p
0
> 1 et k > 1.
Nous remarquons que dans le as où k = 1, nous avons p
0
= q
0
. Or, la proposition 5.3.3
préise que si p
0
= q
0
=
D+1
2
, alors, les graphes B(d;D) et H(d
D+1
2
; d
D+1
2
; d) sont isomorphes
si et seulement si D = 1.
84 CHAPITRE 5. ÉTUDE D'UNE FAMILLE DE GRAPHES À ALPHABET
5.4.2 Isomorphismes entre B(d;D) et H(p; q; d)
Conjeture 5.4.3 Pour que les graphes B(d;D) et H(p; q; d), où pq = d
D+1
, soient iso-
morphes, il est néessaire que p = d
p
0
et q = d
q
0
.
Le lemme 4.2.5 page 51 et la proposition 5.4.4 apportent des éléments de réponse à ette
onjeture. En eet, ave la proposition 5.4.4 nous montrons que le graphe H(p; q; d) est un
graphe itéré si et seulement si d divise p et q. Or, le graphe de de Bruijn B(d;D) est un
graphe itéré.
Proposition 5.4.4 Le graphe H(p; q; d) tel que pq = d
D+1
est un graphe itéré si et seulement
si d divise p et q.
Preuve : Dans un premier temps, montrons que si d ne divise pas q, alors H(p; q; d) n'est
pas un graphe itéré.
Par dénition, q 6= d. Si q > d, le lemme 4.2.5 nous indique que H(p; q; d) est un multi-
graphe. Or, le graphe itéré d'un multigraphe est un graphe (voir propriétés données dans le
paragraphe A.3.1 page 180). De même si p > d.
Supposons que d < q. Soit u le sommet ontenant les émetteurs (0; 0); : : : ; (0; d  1) et
soit v, le sommet ontenant les émetteurs : : : ; (0; q   1); (1; 0); : : :.
Nous avons  
+
H
(u) =
n
v

=
p(q  1)+p 1
d
;  2 Z
d
o
. De plus, le sommet v est relié par
l'émetteur (1; 0) au sommet
p(q 1)+p 1 1
d
=
pq 2
d
= n  1, et l'émetteur (0; q   1) au sommet
p(q (q 1) 1)+p 1
d
=
p 1
d
. Or,

p 1
d
	
\  
+
H
(u) = ;,  
+
H
(u) \  
+
H
(v) 6= ; et  
+
H
(u) 6=  
+
H
(v).
Don H(p; q; d) n'est pas un graphe itéré si d ne divise pas q. De même si d ne divise pas p.
Montrons maintenant que le graphe H(p; q; d) est un graphe itéré lorsque d divise p et q.
Posons p = dA et q = dB et notons le sommet u 2 Z
n
= V (H) omme le triplet xyz,
x 2 Z
A
, y 2 Z
d
, z 2 Z
B
, ave u = (dx+ y)B + z. Nous avons alors
 
+
H
(xyz) = fzx;  2 Z
d
g
 
 
H
(fzx;  2 Z
d
g) = fxtz; t 2 Z
d
g
 
+
H
(fxtz; t 2 Z
d
g) = fzx;  2 Z
d
g
Ainsi, si deux sommets distints u
0
et u
1
de H(p; q; d) sont tels que  
+
H
(u
0
)\ 
+
H
(u
1
) 6= ;,
alors  
+
H
(u
0
) =  
+
H
(u
1
), e qui aratérise un graphe itéré.
La proposition 5.4.4 nous permet d'armer qu'il n'existe pas ave OTIS(p; q) d'implan-
tation des de Bruijn B(d;D) lorsque d ne divise pas p ou q. Il reste à montrer que seul
les OTIS(p; q) tels que p et q sont des puissanes de d permettent une implantation des
graphes de de Bruijn. Nous ne l'avons pas fait, mais nous donnons dans l'annexe C page 191
l'algorithme que nous avons utilisé pour vérier la onjeture 5.4.3, ainsi que des tableaux
de résultats.
Chapitre 6
Modèles avanés
Les réseaux de ommuniations optiques peuvent se diviser en deux lasses, selon le
nombre de n÷uds intermédiaires traversés par un message entre sa soure et sa destina-
tion. Dans les réseaux en un saut, les n÷uds ommuniquent les uns ave les autres en une
seule étape. Toutefois, de telles topologies néessitent un grand nombre d'émetteurs et de
réepteurs par sommet. La taille de es réseaux est alors limitée par le nombre de ouples
émetteur/réepteur dont dispose haque n÷ud. D'un autre té, dans les réseaux en plu-
sieurs sauts, les messages doivent traverser des sommets intermédiaires pour atteindre leurs
destinations. Le nombre de ouples émetteurs/réepteurs par n÷ud est alors réduit au prix
de l'allongement du délai de transmission.
Dans e hapitre, nous nous intéressons aux réseaux de ommuniations optiques basés
sur des étoiles passives optiques (OPS) [GMH
+
98, LWF97℄. Une OPS permet de relier un
groupe d'émetteurs à un groupe de réepteurs de telle sorte que si l'un des émetteurs envoie
un message au travers de l'OPS sous forme de signaux lumineux, tous les réepteurs reçoivent
e message. Nous ne onsidérons ii que des OPS mono-longueur d'onde, omme nous l'avions
préisé dans la setion 3.2.5 page 31. Ainsi, un seul message peut être émis au travers de
l'OPS par étape de ommuniation. Une OPS peut être onsidérée omme l'implantation
optique d'un bus.
Les réseaux utilisant des OPS peuvent être divisés en deux groupes, selon le nombre
d'OPS utilisées [BF97℄, 'est-à-dire à une OPS ou multi-OPS. De nombreux travaux portent
sur l'étude des réseaux onstruits autour d'une unique OPS [ZA94, HKR
+
96, Muk97, BF97℄.
Toutefois, la taille d'une OPS est limitée par sa apaité à diviser un signal optique entrant
en plusieurs signaux optiques sortant, sans ampliation du signal [GME
+
97℄. Ainsi, la taille
des réseaux onstruits autour d'une unique OPS est limitée par la tehnologie.
Les réseaux multi-OPS permettent de ontourner ette diulté et de onstruire des
réseaux de tailles plus importantes. Un exemple remarquable de tel réseau a été proposé
dans [CLM
+
96℄. Le Partitionned Optial Passive Star network (POPS) est un réseau de
ommuniation en une seule étape multi-OPS. Ce réseau onsiste en un ensemble de g groupes
de t proesseurs, haun relié par une OPS à tous les autres groupes. Le POPS permet
d'augmenter le nombre de proesseurs dans le réseau, ainsi que le nombre de messages émis
à haque étape de ommuniation. Ce réseau a été modélisé dans [BF96℄ par un stak-graphe
[BFM98℄ onstruit à partir d'un graphe omplet. Intuitivement, le stak-graphe &(s;G) est
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onstruit à partir du graphe G en substituant haque sommet du graphe G par un groupe
de s sommets, et en remplaçant haque ar du graphe G par un hyperar reliant les deux
groupes de s sommets orrespondants. Cette modélisation a permis d'eetuer simplement
des plongements de graphes sur le POPS.
Là enore, la taille du réseau est limitée par des ontraintes tehnologiques. Tout d'abord,
le nombre de proesseurs de haque groupe du POPS est limité par la taille des OPS. Ensuite,
le nombre de groupes de proesseurs est donné par le nombre de ouples émetteur/réepteur
que peut reevoir haun des proesseurs. Enn, il n'est pas opportun de onstruire un POPS
disposant de plus d'OPS que de proesseurs [GM98, MGCL98℄. Dès lors, il faut envisager la
onstrution de réseaux en plusieurs sauts multi-OPS.
Dans e hapitre, nous présentons deux familles de réseaux de ommuniations optiques
en plusieurs sauts multi-OPS, ave d'une part le stak-Kautz [CFM00b, CFM00a℄ et d'autre
part les hypergraphes de de Bruijn et de Kautz [BE96℄. La famille des stak-Kautz est
onstruite à partir des stak-graphes et du graphe de Kautz. Cette famille inlut le POPS
et représente don une généralisation de e réseau. Nous avons étudié les aratéristiques et
les ressoures des stak-Kautz et onduit une étude de salabilité. Nous avons proposé des
protooles de ontrle eaes que nous avons validé par la onstrution d'un simulateur.
Ensuite, nous avons étudié l'exentriité des stak-Kautz et le temps d'aheminement d'un
message de sa soure à sa destination en fontion de la harge. Nous fournissons également
des résultats de plongements sur ette topologie, et nous proposons une implantation de es
réseaux ave OTIS [CFM00b℄.
Les hypergraphes de de Bruijn et de Kautz ont été proposé dans [BE96℄ omme des
réseaux à base de bus permettant d'assembler un grand nombre de proesseurs dans un
réseau de faible diamètre. Nous montrons les similitudes entre es réseaux et les stak-Kautz,
puis nous proposons une implantation de es réseaux ave OTIS.
Nous ommençons, dans la setion 6.1, par présenter les hypergraphes et les stak-graphes
que nous utiliserons pour modéliser les réseaux de ommuniations à base d'OPS. En par-
tiulier, nous montrons dans la setion 6.2 omment modéliser une OPS par un hyperar.
Ensuite, dans la setion 6.3, nous rappelons la dénition du POPS et sa modélisation par
un stak-graphe. Nous rappelons également des résultats de plongement sur ette topologie.
Puis, dans la setion 6.4, nous étudions les stak-Kautz. Nous présentons leur dénition et
leur modélisation, nous étudions leur exentriité et donnons leurs prinipales aratéris-
tiques sur lesquelles nous onduisons une étude de salabilité. Par la suite, dans la setion
6.4.5, nous proposons des protooles de ontrle pour ette topologie, et nous analysons le
temps d'aheminement d'un message de sa soure à sa destination en fontion de la harge.
Nous validons notre analyse dans la setion 6.4.8 en eetuant des simulations et des om-
paraisons ave le POPS. Nous fournissons aussi des résultats de plongement dans la setion
6.4.10. Nous onluons notre étude des stak-Kautz dans la setion 6.5, en proposant une
implantation de es réseaux ave OTIS. Enn, dans la setion 6.6, nous présentons les hy-
pergraphes de de Bruijn et de Kautz et nous proposons une implantation de es réseaux
ave OTIS. Nous disutons aussi la possibilité d'utiliser sur es topologies les protooles de
ontrle développés pour le stak-Kautz.
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6.1 Stak-graphes et hypergraphes
Les hypergraphes sont une généralisation des graphes permettant la modélisation de
onepts plus généraux. En eet, tout graphe est un hypergraphe. Nous donnons ii la
dénition des hypergraphes et des hypergraphes orientés, puis la dénition d'une famille
partiulière d'hypergraphes orientés, appelés stak-graphes.
6.1.1 Hypergraphes
Nous donnons ii une dénition des hypergraphes issue de l'ouvrage de Berge [Ber87℄.
Dénition 6.1.1 Un hypergraphe H est une paire (V(H); E(H)), où V(H) est un en-
semble non vide de sommets et E(H) = fe
1
; e
2
; : : : e
m
g est une famille de parties non vides
de V(H), appelées hyperarêtes, telle que
S
m
i=1
e
i
= V(H).
La notion d'hypergraphe est généralement perçue omme non-orientée, une hyperarête re-
présentant un ensemble de sommets, sans autres préisions. La notion d'hypergraphe orienté
a été réemment abordée dans la littérature [BE96, BDE97, Fer99a, Fer99b, FPara, FParb℄.
Dénition 6.1.2 Un hypergraphe orienté H est une paire (V(H);A(H)), où V(H) est
un ensemble non vide de sommets et A(H) = fa
1
; a
2
; : : : a
m
g est un ensemble de paire de
parties non vides de V(H), appelées hyperars. Si a = (a
 
; a
+
) est un hyperar de A(H),
alors l'ensemble a
 
est appelé ensemble initial et a
+
ensemble nal de l'hyperar a.
Remarquons que dans un hyperar a, les ensembles a
 
et a
+
ne sont pas néessairement
disjoints.
 Le degré d'un sommet dans un hypergraphe est le nombre d'hyperarêtes auxquelles il
appartient.
 Le degré entrant d'un sommet u dans un hypergraphe orienté est le nombre d'hyperars
a = (a
 
; a
+
) tels que u 2 a
+
; le degré sortant est le nombre d'hyperars a = (a
 
; a
+
)
tels que u 2 a
 
.
 Le degré d'une hyperarête est le nombre de sommets qu'elle ontient.
 Le degré entrant d'un hyperar a = (a
 
; a
+
) est le nombre de sommets de l'ensemble
a
 
et le degré sortant est le nombre de sommets de l'ensemble a
+
; Si ja
 
j = ja
+
j,
l'hyperar est dit de degré ja
 
j.
 Le multigraphe sous-jaent à un hypergraphe est le multigraphe obtenu en rempla-
çant haque hyperarête par une lique.
 Le multigraphe orienté sous-jaent à un hypergraphe orienté est le multigraphe
orienté obtenu en remplaçant haque hyperar a = (a
 
; a
+
) par le graphe biparti dont
les ars sont f(x; y) j x 2 a
 
et y 2 a
+
g.
6.1.2 Stak-graphes
Les stak-graphes ont été dénis dans [BFM98℄ omme des hypergraphes onstruits à par-
tir de graphes. Intuitivement les stak-graphes sont obtenus en superposant des opies d'un
graphe original, puis en remplaçant haque pile d'arêtes par une hyperarête. Une dénition
formelle est la suivante.
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Dénition 6.1.3 ([BFM98℄) Soit G = (V (G); E(G)) un graphe. Le stak-graphe
&(s;G) = (V
&
; E
&
), où s est appelé le fateur d'empilement du stak-graphe, est l'hy-
pergraphe tel que :
 V
&
= f0; 1; : : : ; s  1g  V (G) ;
 p
&
(u) = fhi; ui j i 2 f0; 1; : : : ; s  1gg ; u 2 V (G) ;
 E
&
= fe
&
= p
&
(u) [ p
&
(v) j fu; vg 2 V (G)g.
Cette première dénition s'appuyant sur des graphes non orientés, nous devons la spéier
pour les graphes orientés.
Dénition 6.1.4 Soit G = (V (G); A(G)) un graphe orienté. Le stak-graphe orienté
&(s;G) = (V
&
; A
&
), où s est appelé le fateur d'empilement du stak-graphe, est l'hyper-
graphe orienté tel que :
 V
&
= Z
s
 V (G) = fhi; ui j i 2 Z
s
; u 2 V (G)g ;
 p
&
(u) = fhi; ui j i 2 Z
s
g ; u 2 V (G) ;
 A
&
= fa
&
= (p
&
(u); p
&
(v)) j (u; v) 2 A(G)g.
La notation (p
&
(u); p
&
(v)) désigne un hyperar d'un ensemble de sommets p
&
(u) vers un
ensemble de sommets p
&
(v).
Dans la suite, nous parlerons de stak-graphe pour désigner indiéremment un stak-
graphe orienté ou non. Cette préision sera apportée par le graphe utilisé.
6.2 Modélisation d'une OPS
Nous avons présenté, dans la setion 3.2.5 page 31, l'étoile passive optique omme un
dispositif de transmission optique orienté, en une seule étape, de un vers plusieurs, pour les
proesseurs qu'elle onnete. Une OPS peut être vue omme un bus optique permettant de
diuser une information depuis un élément d'un groupe vers tous les éléments d'un autre
groupe.
Une OPS de degré s peut être modélisée par un hyperar (p
&
(u); p
&
(v)), omme le montre
la gure 6.1 [Fer97℄.
par un hyperarc
0
1
2
3
4
5
6
7
Destinations
Sources OPS modelisee
Fig. 6.1  Modélisation d'une OPS par un hyperar.
Du point de vue topologique, une OPS autorise les ommuniations de un-vers-plusieurs
en une seule étape. Elle peut être utilisée pour la oneption de réseaux opérant en mode
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Fig. 6.2   Partitioned Optial Passive Star  POPS(4,2) à 8 n÷uds.
 diusion-séletion  (broadast-and-selet) [BFM98, Lab98, Fer97℄. De nombreux travaux
se sont portés sur des réseaux formés par une unique OPS [CF94, HKR
+
96, SM94, ZA94,
BF95, DFT94, Muk97, CZA93℄. Toutefois la taille des réseaux à une seule OPS est limitée
par la tehnologie. Pour ontourner ette diulté et onstruire des réseaux de grande taille
bénéiant des propriétés des OPS, des réseaux multi-OPS (en une ou plusieurs étapes) ont
été proposés. Dans la suite de e hapitre, nous examinerons trois familles de réseaux multi-
OPS : le POPS (setion 6.3), le stak-Kautz (setion 6.4) et les hypergraphes de de Bruijn
et de Kautz (setion 6.6).
6.3 POPS
6.3.1 Dénition et modélisation
Le  Partitioned Optial Passive Star network  POPS(s; g), introduit dans
[CLM
+
94℄ et aussi étudié dans [CLM
+
96, GMC
+
95, TCL
+
95℄, est omposé de N = sg
proesseurs et g
2
OPS de degré s. Les proesseurs sont divisés en g groupes de taille s (voir
gure 6.2). Chaque OPS est étiquetée par un ouple d'entiers hi; ji, i; j 2 Z
g
. L'OPS hi; ji
est onnetée au i
e
groupe de proesseurs en entrée et au j
e
groupe de proesseurs en sortie.
De nombreux algorithmes de ommuniation, de mouvements de données et de alul
(somme préxe, multipliation de matries, . . .) sur le POPS ont été proposé [Sah00a,
Sah00b℄.
POPS(s; g) se modélise par un stak-graphe onstruit à partir de s opies du graphe om-
plet K
+
n
[BF96℄, une OPS étant modélisée par un hyperar. Nous avons alors POPS(s; g) 
&(s;K
+
g
), où le degré s d'une OPS est égal au fateur d'empilement du stak-graphe. La
gure 6.3 nous montre la modélisation du POPS de la gure 6.2.
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7
Fig. 6.3  POPS(4; 2) modélisé par &(4; K
+
2
).
6.3.2 Plongements
La modélisation du POPS par un stak-graphe a été utilisée dans [BF96, BCF97℄ pour y
réaliser des plongements de graphes. Ces plongements sont nettement plus simples que eux
obtenus sans ette modélisation dans [GMH
+
98℄. Nous rappelons ii les prinipaux résultats.
Proposition 6.3.1 ([BF96℄) Soit G = (V;A), un graphe orienté à n sommets. Trouver un
plongement des ommuniations de G sur POPS(s; g) qui minimise le temps d'ahèvement,
est équivalent à trouver un plongement de G sur K
+
n
qui minimise la ongestion des ars.
La preuve onsiste à rappeler que le temps d'ahèvement des ommuniations orrespond
au nombre maximum de ommuniations point-à-point utilisant une même OPS, e qui est
équivalent à la mesure de la ongestion des ars de K
+
g
.
Théorème 6.3.2 ([BF96℄) Soient n, s et g, trois entiers, tels que s 
p
n. Il existe un
plongement optimal du yle C
n
sur POPS(s; g).
La onstrution onsiste à xer le sommet 0 du yle sur un sommet de POPS(s; g), puis
à suivre un iruit eulérien sur POPS(s; g), en assoiant le i
e
sommet de C
n
au i
e
sommet
traversé par le iruit eulérien. Si n > sg, il sut de suivre autant de fois que néessaire le
iruit eulérien, tout en assoiant les sommets de C
n
aux sommets de POPS(s; g).
Par exemple, le plongement d'un yle de longueur 8 sur le POPS(4; 2) de la gure 6.3
néessite 2 parours d'un iruit eulérien de K
+
2
.
Théorème 6.3.3 ([BF96℄) Il existe un plongement optimal des ommuniations du graphe
de de Bruijn B(d;D) sur POPS(d
D 1
; d).
Corollaire 6.3.4 ([BF96℄) Il existe un plongement optimal des ommuniations de B(d;D)
sur POPS(s; g), où d = g, pour un entier , et s =
d
D
g
.
Ces deux derniers résultats utilisent des automorphismes du graphe de de Bruijn [THH98℄
permettant de réaliser un plongement optimal de B(d;D) sur B(d;D  k), 1  k < D et un
autre permettant de plonger B(d; 1) sur B(d
0
; 1), ave d = d
0
. Remarquons que e deuxième
automorphisme orrespond au plongement de K
+
d
sur K
+
d
0
.
Enn, le plongement de grilles toriques sur le POPS a été revisité dans [BCF97℄. Un
plongement de la grille torique sur le POPS avait préalablement été obtenu dans [MGCL98℄,
mais uniquement pour des grilles toriques dont la taille est une puissane de 2.
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Théorème 6.3.5 ([BCF97℄) Si n est pair, il existe un plongement optimal des ommuni-
ations de la grille torique TM(n; n) dans POPS(s; g), g  n. Si n est impair, il existe un
plongement optimal des ommuniations de la grille torique TM(n; n) dans POPS(s; n).
6.4 Stak-Kautz
Nous allons maintenant dénir et étudier une généralisation du POPS, appelée stak-
Kautz. Ce réseau d'interonnexion est un stak-graphe onstruit à partir du graphe de Kautz.
Nous montrerons en partiulier que le POPS est un stak-Kautz.
Le hoix du graphe de Kautz dans la onstrution du stak-Kautz a été fait au vu des
nombreuses qualités de e graphe, dont :
 Grand nombre de sommets pour un faible degré onstant et un faible diamètre ;
 Simpliité du routage des plus ourts hemins et existene d'algorithmes de routage
tolérant aux pannes ;
 Graphe préalablement utilisé pour la onstrution du ommutateur optique d'un ré-
seaux ATM : Rattlesnake [SH92, SH93, SHJ92, HS95, SH95℄.
6.4.1 Dénition
An de dénir le stak-Kautz, nous devons préalablement dénir le graphe K
l
(d;D),
extension du graphe de Kautz K(d;D).
Dénition 6.4.1 K
l
(d;D) est le graphe onstruit à partir du graphe de Kautz K(d;D) en
ajoutant des boules sur haque sommet.
Ce graphe a un degré d + 1, un diamètre D, n = d
D 1
(d + 1) sommets et d
D 1
(d + 1)
2
ars. Le routage sur e graphe reste identique au routage sur le graphe de Kautz, et e graphe
demeure hamiltonien et eulérien.
Dénition 6.4.2 le stak-Kautz SK(s; d;D) est le stak-graphe &(s;K
l
(d;D)) de fateur
d'empilement s, degré d+ 1 et diamètre D.
Le stak-Kautz SK(s; d;D) a n = sd
D 1
(d + 1) sommets. Chaque sommet est étiqueté
par un ouple hx; ii, où x est l'étiquette du groupe dans le graphe de Kautz K(d;D), et i
est le numéro du sommet dans le groupe x ; i 2 Z
s
. La gure 6.4 nous en donne un exemple.
Nous pouvons montrer que le stak-Kautz représente une généralisation du POPS, en
montrant dans la proposition suivante que le POPS est un stak-Kautz.
Proposition 6.4.3 SK(s; d; 1) = POPS(s; d+ 1)
Preuve : Nous avons K(d; 1) = K

d+1
, d'où K
l
(d; 1) = K
+
d+1
. Ainsi, SK(s; d; 1) =
&(s;K
l
(d;D)) = &(s;K
+
d+1
) = POPS(s; d+ 1).
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01
10 21
12
02
31 13
20
3203
30 23
0 1 2
3 4 5
6 7 8
9 10 11
12 13 14
15 16 17
18 19 20
21 22 23
24 25 26
27 28 29
30 31 32
33 34 35
36 37 38
39 40 41
42 43 44
45 46 47
48 49 50
51 52 53
54 55 56
57 58 59
60 61 62
63 64 65
66 67 68
69 70 71
Fig. 6.4  Stak-Kautz SK(6; 3; 2)
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6.4.2 Exentriité
Nous avons rappelé ave la proposition 2.1.5 page 12 un enadrement de l'exentriité des
graphes de Kautz [ST98, ST01℄. Nous nous en servons ii pour enadrer la distane moyenne
et l'exentriité du stak-Kautz SK(s; d;D).
Proposition 6.4.4 L'exentriité du stak-Kautz SK(s; d;D) de fateur d'empilement s,
degré d et diamètre D, s'exprime en fontion de elle du graphe de Kautz K(d;D) de degré
d et de diamètre D omme suit :
e
SK(s;d;D)
=

1 
s  1
sd
D 1
(d+ 1)  1

e
K(d;D)
+
s  1
sd
D 1
(d+ 1)  1
Preuve : Dans SK(s; d;D), haque n÷ud de K(d;D) a été remplaé par un groupe de s
n÷uds. Don, pour haque hemin de longueur l dans K(d;D), il y a s
2
hemins de longueur
l dans SK(s; d;D). La somme des longueurs de es hemins est alors s
2
g(g   1)e
K(d;D)
, où
g = d
D 1
(d+1) est le nombre de n÷uds de K(d;D) et le nombre de groupes de SK(s; d;D).
De plus, depuis haque sommet u de SK(s; d;D), il existe un hemin de longueur 1 vers les
s  1 autres sommets du groupe de u.
Finalement, nous avons
e
SK(s;d;D)
=
s
2
g(g   1)e
K(d;D)
+ sd
D 1
(d+ 1)(s  1)
sd
D 1
(d+ 1)(sd
D 1
(d+ 1)  1)
=

1 
s  1
sd
D 1
(d+ 1)  1

e
K(d;D)
+
(s  1)
sd
D 1
(d+ 1)  1
Corollaire 6.4.5 L'exentriité du stak-Kautz SK(s; d;D) de fateur d'empilement s, de-
gré d et diamètre D est enadrée par :
e
SK(s;d;D)


1 +
1
sd
D 1
(d+1) 1


D  
1
(d 1)
(
1 
1
d
2
)
+
D
d
+
1
d 1
d
D 2
(d
2
 1)

+
s 1
sd
D 1
(d+1) 1
e
SK(s;d;D)


1 +
1
sd
D 1
(d+1) 1

D  
1
d 1
+
2
d
D 1
(d
2
 1)

+
s 1
sd
D 1
(d+1) 1
Preuve : Si g est le nombre de n÷uds de K(d;D) et le nombre de groupes de SK(s; d;D),
alors, nous avons
e
SK(s;d;D)
=
 
1 
s 1
n 1

e
K(d;D)
+
s 1
n 1
=
 
1 
s 1
n 1


1 +
1
g 1

Æ
K(d;D)
+
s 1
n 1
=
 
1 +
1
n 1

Æ
K(d;D)
+
s 1
n 1
d'où
e
SK(s;d;D)


1 +
1
sd
D 1
(d+1) 1


D  
1
(d 1)
(
1 
1
d
2
)
+
D
d
+
1
d 1
d
D 2
(d
2
 1)

+
s 1
sd
D 1
(d+1) 1
e
SK(s;d;D)


1 +
1
sd
D 1
(d+1) 1

D  
1
d 1
+
2
d
D 1
(d
2
 1)

+
s 1
sd
D 1
(d+1) 1
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Nous pouvons utiliser e résultat pour aluler la distane moyenne dans le stak-Kautz.
Proposition 6.4.6 La distane moyenne du stak-Kautz SK(s; d;D) de fateur d'empile-
ment s, degré d et diamètre D s'exprime en fontion de la distane moyenne du graphe de
Kautz K(d;D) de degré d et de diamètre D de la façon suivante :
Æ
SK(s;d;D)
= Æ
K(d;D)
+
s  1
sd
D 1
(d+ 1)
Preuve : Au ours de la preuve du orollaire 6.4.5, nous avons montré que
e
SK(s;d;D)
=

1 +
1
n  1

Æ
K(d;D)
+
s  1
n  1
Or, nous avons Æ
SK(s;d;D)
=
n 1
n
e
SK(s;d;D)
, don
Æ
SK(s;d;D)
=
n 1
n
e
SK(s;d;D)
=
n 1
n
  
1 +
1
n 1

Æ
K(d;D)
+
s 1
n 1

= Æ
K(d;D)
+
s 1
n
Corollaire 6.4.7 La distane moyenne du stak-Kautz SK(s; d;D) de fateur d'empilement
s, degré d et diamètre D est enadrée par
Æ
SK(s;d;D)
 D  
1
(d 1)
(
1 
1
d
2
)
+
D
d
+
1
d 1
d
D 2
(d
2
 1)
+
s 1
d
D 1
(d+1)
Æ
SK(s;d;D)
 D  
1
d 1
+
2
d
D 1
(d
2
 1)
+
s 1
d
D 1
(d+1)
6.4.3 Caratéristiques
Un réseau d'interonnexions optiques possédant la topologie d'un réseau de stak-Kautz,
SK(s; d;D), a N = sd
D 1
(d + 1) proesseurs répartis en g = d
D 1
(d + 1) groupes de taille
s. De e fait, il est possible de préserver un faible diamètre D pour avoir un grand nombre
de n÷uds. Par exemple, SK(12; 5; 5) a N = 45000 proesseurs pour un diamètre de 5.
Chaque groupe de s proesseurs a un degré sortant de d+1. Il est don relié aux entrées
de d+1 OPS de degré s. Le réseau de stak-Kautz SK(s; d;D) requiert d
D 1
(d+ 1)
2
OPS de
degré s, et nous remarquons que le nombre d'OPS est indépendant du fateur d'empilement.
Nous onsidérerons que haque proesseur possède un émetteur et un réepteur par OPS.
Il y a don d + 1 émetteurs et réepteurs par proesseurs, soit un total de sd
D 1
(d+ 1)
2
émetteurs et réepteurs dans le réseau.
Le réseau POPS(t; g) à g groupes de taille t, aura g
2
OPS pour N = tg proesseurs.
Chaque proesseur possède g émetteurs et réepteurs. Il est don lair que le nombre d'OPS
dans SK(s; d;D) est inférieur à elui de POPS(t; g) et il en est de même pour le nombre
d'émetteurs et de réepteurs par proesseurs et au total dans le réseau.
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6.4.4 Salabilité
L'analyse de salabilité d'un réseau permet de trouver le meilleur ompromis pour le
onstruire, en termes de n÷uds/ diamètre / fateur d'empilement / degré / tehnologie /
oût énergétique / prix. Dans un réseau tel que le stak-Kautz, ela orrespond au hoix des
trois paramètres s, d et D.
Le oût énergétique orrespond à l'énergie néessaire à l'émission d'un message d'un
n÷ud du réseau vers un autre, au travers d'une OPS. Nous avons vu dans la setion 6.2
qu'un signal optique entrant dans une OPS de degré s est  divisé  en s signaux optiques
équivalants, haun ontenant une portion
1
s
de l'énergie ontenue dans le signal émis. Ainsi,
lorsqu'un n÷ud émet un message au travers d'une OPS, s n÷uds le reçoivent. De plus, si
la quantité d'énergie néessaire à un réepteur pour déteter un message est normalisée à 1
(en supposant qu'il n'y a pas de perte d'énergie au travers du système optique), alors le oût
énergétique de l'émission d'un message au travers d'une OPS est s, le fateur d'empilement.
Il en résulte que la valeur maximum de l'énergie que peut fournir un émetteur divisée
par l'énergie minimum que requiert un réepteur pour déteter un message donne la valeur
maximum que peut prendre le fateur d'empilement s. Par exemple, l'utilisation d'une VC-
SEL omme émetteur et d'éléments d'optique dirative permettent de onstruire une OPS
de degré 16 [GME
+
97℄, soit un fateur d'empilement de 16.
Le stak-Kautz SK(s; d;D) a n = sd
D 1
(d + 1) n÷uds répartis en g = d
D 1
(d + 1)
groupes de taille s, et (d + 1)g OPS de degré s. Chaque n÷ud a un degré d + 1, soit d + 1
émetteurs et d + 1 réepteurs. Le nombre total d'émetteurs et de réepteurs dans le réseau
est don 2(d + 1)n. Le diamètre D du réseau orrespond au nombre maximum de n÷uds
qu'un message doit traverser avant d'être délivré.
Lorsque le fateur d'empilement s augmente de s
1
à s
2
, alors :
 Le degré des OPS augmente de s
1
à s
2
;
 Le nombre de n÷uds dans le réseau augmente de 2s
1
d
D 1
(d+1) à 2s
2
d
D 1
(d+1) (voir
les gures 6.5.(a), 6.5.(b) et 6.5.()) ;
 Le nombre total d'émetteurs et de réepteurs dans le réseau augmente de 2s
1
d
D 1
(d+
1)
2
à 2s
2
d
D 1
(d+ 1)
2
.
Ainsi, es trois ressoures augmentent d'un fateur
s
2
s
1
; les autres restant inhangées.
Lorsque le degré d augmente de d
1
à d
2
, alors :
 Le nombre d'émetteurs et de réepteurs par n÷uds augmente de 2(d
1
+1) à 2(d
2
+1) ;
 Le nombre de groupes augmente de d
D 1
1
(d
1
+ 1) à d
D 1
2
(d
2
+ 1) ;
 Le nombre d'OPS augmente de d
D 1
1
(d
1
+ 1)
2
à d
D 1
2
(d
2
+ 1)
2
;
 Le nombre total d'émetteurs et de réepteurs dans le réseau augmente de 2sd
D 1
1
(d
1
+
1)
2
à 2sd
D 1
2
(d
2
+ 1)
2
;
 Le nombre de n÷uds du réseau augmente de sd
D 1
1
(d
1
+ 1) à sd
D 1
2
(d
2
+ 1) (voir les
gures 6.5.(a), 6.5.(b), 6.5.() et 6.5.(d)).
Cei signie que es quatre ressoures augmentent d'un fateur

d
2
d
1

D 1

d
2
+1
d
1
+1

; le nombre
des autres ressoures restant inhangés.
Finalement, lorsque le diamètre D du réseau augmente de D
1
à D
2
, alors :
 Le nombre de groupes augmente de d
D
1
 1
(d+ 1) à d
D
2
 1
(d+ 1) ;
 Le nombre d'OPS augmente de d
D
1
 1
(d+ 1)
2
à d
D
2
 1
(d+ 1)
2
;
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 Le nombre total d'émetteurs et de réepteurs dans le réseau augmente de 2sd
D
1
 1
(d+1)
2
à 2sd
D
2
 1
(d+ 1)
2
;
 Le nombre de n÷uds du réseau augmente de sd
D
1
 1
(d + 1) à sd
D
2
 1
(d + 1) (voir la
gure 6.5.(d)).
Don, es quatre ressoures augmentent d'un fateur d
D
2
 D
1
; les autres paramètres restent
inhangés.
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0
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2e+06
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(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Fig. 6.5  Les ourbes (a), (b) et () représentent l'évolution du nombre n de n÷uds du
POPS (a), et des stak-Kautz de diamètre 2 (b) et de diamètre 3 (), en fontion du degré
d et du fateur d'empilement s. La ourbe (d) montre l'évolution du nombre n de n÷uds du
stak-Kautz de fateur d'empilement s = 32, en fontion du degré et du diamètre.
Nous déduisons de ette étude que pour réduire le oût énergétique pour un nombre xé
de n÷uds, le nombre de groupes doit être grand omparé à la taille d'un groupe. De plus, il
est préférable d'aroître le diamètre du réseau an de minimiser le nombre d'émetteurs et
de réepteurs par n÷ud. Ainsi, un aroissement du diamètre du réseau permet de diminuer
proportionnellement le oût énergétique et les ressoures du réseau. Il est néessaire toutefois
de préserver s  d pour que le réseau dispose de plus de sommets que d'OPS.
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Nous trouverons dans la table 6.2 page 104 des exemples numériques permettant d'illus-
trer ette étude. En partiulier, SK(20; 9; 2) a n = 1800 n÷uds répartis en 90 groupes de
taille 20, et 900 OPS, pour un diamètre 2. Chaque n÷ud a 10 émetteurs et 10 réepteurs,
et le oût énergétique est égal à 20. Si nous augmentons le diamètre de 1, en préservant le
même nombre de n÷uds et d'OPS dans le réseau, nous obtenons SK(12; 5; 3), qui est formé
de 150 groupes de taille 12, et le nombre d'émetteurs et de réepteurs par n÷ud est 6.
6.4.5 Protooles de ontrle
Une OPS mono-longueur d'onde peut transmettre seulement un message par étape de
ommuniation. Puisque s proesseurs partagent d + 1 OPS, un protoole de ontrle est
néessaire.
Nous pouvons supposer que s  d. En eet, si tel n'était pas le as, alors le réseau
disposerait de plus d'OPS que de n÷uds, e qui irait à l'enontre des objetifs de e réseau.
Un protoole de ontrle pour le réseau POPS(t; g) a été proposé dans [CLM
+
96℄, sous
les hypothèses qu'un proesseur peut reevoir un message sur tous ses liens à la même
étape de ommuniation, mais qu'il ne peut émettre que sur un lien. Chaque groupe de s
proesseurs possède un n÷ud responsable du ontrle, sorte de  leader . Le déroulement
du protoole s'eetue en deux phases. Lors de la première phase, haque proesseur envoie
au proesseur en harge (du ontrle) de son groupe un mot de log g bits, enodant l'indie
du lien qu'il veut utiliser. Le proesseur hargé du ontrle déide qui va réellement pouvoir
émettre et renvoie un mot de t bits enodant pour haque proesseur un aord ou un refus.
Ensuite, dans une deuxième phase l'algorithme réalise un rendez-vous entre les émetteurs
et les réepteurs ave aquiesement ou refus. Cette phase néessite deux éhanges totaux
d'informations, le premier pour envoyer aux groupes onernés le numéro du proesseur qui
devra reevoir le message, de taille g log t bits, et le seond pour les aords ou refus (un
proesseur peut ne pas pouvoir reevoir un message), de taille g bits. La omplexité en bits
de ette séquene est don t log g + t pour la première phase et g log t+ g pour la deuxième,
soit au total t log g + g log t+ t+ g bits.
Cette séquene de ontrle est omplexe, mais bien qu'elle n'ait pas été développée dans
e but, elle est appliable au as où plusieurs longueurs d'ondes sont utilisées.
Nous supposons, omme dans [CLM
+
96℄ qu'un proesseur peut reevoir des messages sur
tous ses liens en même temps. L'information ontenue dans l'entête d'un message permet à
un proesseur de savoir si il doit le traiter ou non. Il est bon de remarquer qu'un protoole
de ontrle doit juste éliminer les onits loaux, au sein d'un groupe de proesseurs.
Hypothèse 6.4.8 Un proesseur possède une le d'attente des messages qu'il doit émettre.
Seul le message en tête de le peut-être proposé par un proesseur lors d'une étape de om-
muniation.
Le proesseur hargé du ontrle du groupe possède s ompteurs, un par proesseur, qu'il
inrémente (de 1) haque fois qu'un proesseur ayant proposé un message reçoit un refus.
Un ompteur est remis à zéro lorsque le proesseur orrespondant reçoit un aord.
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Un protoole simple de ontrle d'un groupe de proesseurs, sous les hypothèses
6.4.8, est le suivant. Soit p
0
le proesseur hargé du ontrle d'un groupe de s proesseurs.
1. Tous les proesseurs p
i
, 0 < i < s, du groupe, envoient suessivement à p
0
l'indie de
l'OPS que haun d'eux désire utiliser. Cet indie est un mot de log(d+ 1) bits.
2. Le proesseur p
0
attribue une OPS à un proesseur si il est le seul à vouloir l'utiliser,
ou si la valeur de son ompteur est la plus forte. En as de onit (deux ompteurs
égaux), un des proesseurs est hoisi au hasard.
3. Le proesseur p
0
envoie un mot de s bits enodant l'aeptation ou le refus (un bit par
proesseur), à tous les proesseurs du groupe. De plus, il augmente de 1 les ompteurs
des proesseurs reevant un refus et remet à zéro eux reevant une aeptation.
La omplexité en bits de e protoole est lairement s log(d + 1) + s bits. Quant à la
omplexité temporelle, nous la alulons dans la proposition suivante.
Proposition 6.4.9 La omplexité temporelle du protoole simple de ontrle pour un
groupe de taille s et de degré d+ 1 est en O(s).
Preuve : Lors de la réeption, par p
0
, des souhaits des s proesseurs du groupe, p
0
range
dans une table à d + 1 entrées les indies des proesseurs. Chaque entrée de ette table
ontient x
i
indies, tels que
P
d
i=0
x
i
= s.
p
0
hoisi un élément parmi x
i
pour haque entrée de la table, soit au plus x
i
omparaisons.
Nous avons
P
d
i=0
x
i
= s, don la omplexité temporelle de et algorithme est en O(s).
Un autre protoole de ontrle peut être envisagé, sous les hypothèses suivantes.
Hypothèse 6.4.10 Un proesseur possède d+1 les d'attentes de messages à émettre, une
pour haque OPS. d+1 messages peuvent être proposés par un proesseur à haque étape de
ommuniation, eux qui sont en têtes de le d'attente.
Le proesseur hargé du ontrle du groupe, possède s(d + 1) ompteurs (d + 1 par pro-
esseur), soit un par OPS pour haque proesseur, qu'il inrémente (de 1) haque fois qu'un
proesseur ayant proposé un message reçoit un refus. Un ompteur est remis à zéro lorsque
le proesseur orrespondant reçoit un aord.
Un protoole avané de ontrle d'un groupe de proesseurs, sous les hypothèses
6.4.10, est le suivant, si p
0
est le proesseur hargé du ontrle d'un groupe de s proesseurs.
1. Tous les proesseurs p
i
, 0 < i < s, du groupe, envoient suessivement à p
0
un mot de
d+ 1 bits enodant la présene ou non d'un message à émettre dans haune de leurs
les d'attente.
2. Le proesseur p
0
réalise un ouplage de poids maximal entre les proesseurs et les OPS
en utilisant une pondération induite par les ompteurs.
3. Le proesseur p
0
envoie un mot de s log(d + 2) bits enodant l'aeptation (indie de
l'OPS aordée) ou le refus (mot réservé), à haun des proesseurs du groupe.
Ce protoole de ontrle est ertes plus omplexe, mais il permet de maximiser le nombre
de liens de ommuniations utilisés à haque étape.
La omplexité en bits de e protoole est de s(d+ 1) + s log(d+ 2) bits.
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Proposition 6.4.11 La omplexité en temps du protoole avané de ontrle est en
O
 p
s+ d+ 1s(d+ 1) log(s+ d+ 1)

.
Preuve : La omplexité de e protoole est dominée par le ouplage, et nous trouvons
dans [GT89℄ un algorithme de ouplage de poids maximal dans un graphe biparti orienté en
O (
p
nm log (nw)), où n est le nombre de sommets du graphe biparti, m est le nombre d'ars
du graphe biparti et w est le poids maximal d'un ar.
Ii, le graphe biparti ontient n = s + d + 1 sommets, s orrespondant aux proesseurs,
et d + 1 orrespondant aux OPSs, et au plus m = s(d + 1) ars allant des proesseurs vers
les OPSs. Il reste à borner le poids maximal d'un ar.
Le pire as est elui où au temps t
0
, haque proesseur a un nouveau message à émettre
sur haune des OPS. Tous les ompteurs assoiés sont à 0.
 Si s = (d+ 1), alors, à haque étape de ommuniation, d+ 1 messages sont émis et
les ompteurs assoiés aux messages restant sont inrémentés de 1. Les d+ 1 derniers
messages sont émis à l'étape t
s 1
. Le poids maximal d'un ar est alors de w = s  1.
 Si s = (d + 1) + ,  < d + 1, alors à l'étape t
(d+1) 1
il reste (d + 1) messages à
émettre. Si es messages sont répartis sur  proesseurs, seulement  messages seront
transmis à haque étapes, et d + 1 étapes sont néessaires à l'envoi de es (d + 1)
messages. Le poids maximal d'un ar est alors de w = s + d.
Nous pouvons don borner w par s+ d+ 1, et la omplexité de l'algorithme de ouplage
devient O
 
p
s+ d+ 1s(d+ 1) log(s+ d+ 1)

, ar log(s+ d+ 1)
2
= 2 log(s+ d+ 1).
D'autres algorithmes de ouplage de poids maximal dans les graphes bipartis existent [FT87,
KLST01℄. Toutefois, ils n'améliorent pas la omplexité en temps du protoole de ontrle du
fait de la nature de notre graphe.
Enn, si nous autorisons un proesseur à émettre plusieurs messages à une même étape
de ommuniation, haun au travers d'une OPS diérente, alors nous pouvons remplaer
l'algorithme de ouplage de poids maximal par un algorithme plus simple. En eet, il sut
de hoisir pour haque OPS l'ar entrant de poids maximal. Ainsi, la omplexité en temps
devient O(s(d+ 1)), la omplexité en bit restant inhangée.
6.4.6 Routage
Le routage sur le graphe de Kautz est simple, omme nous l'avons rappelé dans le pa-
ragraphe 2.1.3 page 10. Nous montrons maintenant omment obtenir un routage simple
sur le stak-Kautz, puis nous étudions le nombre d'étapes de ommuniation néessaires à
l'aheminement d'un message.
Dénition 6.4.12 Un algorithme de routage dans le stak-Kautz SK(s; d;D) de fateur
d'empilement s, de degré d+1 et de diamètre D, depuis un n÷ud hg; pi vers un n÷ud hg
0
; p
0
i,
où g et g
0
sont des étiquettes de groupes, et p et p
0
les indies des sommets dans les groupes,
est le suivant :
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1. Trouver un hemin  de g à g
0
dans le graphe de Kautz K(d;D), tel que  = (g =
g
0
; : : : ; g
l
= g
0
), 0  l  D.
2. Construire le hemin 
SK
de SK(s; d;D), en remplaçant dans  le groupe g
0
par le
n÷ud hg; pi et les groupes g
i
, 1  i  l par les n÷uds hg
i
; p
0
i.
3. Suivre le hemin 
SK
, de telle sorte que seuls les n÷uds apparaissant dans e hemin
onsidèrent le message ; les autres n÷uds ne tiendront pas ompte du message s'ils le
reçoivent.
Le routage sur le stak-Kautz est don équivalant au routage sur le graphe de Kautz. Pour
utiliser un routage des plus ourts hemins sur SK(s; d;D), il sut d'utiliser un routage des
plus ourts hemins sur K(d;D). Il en est de même pour obtenir un routage tolérant jusqu'à
d  1 pannes [ISO86℄, ou pour générer deux hemins n÷uds disjoints [SHP91℄.
Nous allons maintenant montrer qu'un protoole simple de ontrle permet à tout message
d'être transmis en un temps borné, sous l'hypothèse que les messages suivent tous un hemin
de longueur au plus D.
Proposition 6.4.13 Le nombre d'étapes de ommuniations maximal néessaire à l'ahe-
minement d'un message, de sa soure à sa destination, dans SK(s; d;D), en utilisant le
protoole simple de ontrle, sous l'hypothèse que tout message suit un hemin de longueur
au plus D, est Dsb, où b est la taille d'une mémoire tampon (en nombre de messages).
Preuve : Dans le protoole simple de ontrle, haque n÷ud du réseau dispose d'une
unique le d'attente de message à transmettre (mémoire tampon).
Lorsqu'un message est plaé pour la première fois en tête de le d'attente, il sera, au
pire, émis au bout de s étapes de ommuniations. En eet, si tous les n÷uds du groupe
disposent d'un message à émettre au travers de la même OPS, s étapes de ommuniations
sont néessaires pour les émettre.
Lorsqu'un message arrive dans un n÷ud, il est plaé en dernière position de la le d'at-
tente. Si ette le d'attente ontient b messages, alors au plus bs étapes de ommuniation
sont néessaires pour retransmettre le message.
Le diamètre du réseau est D, don un message traverse au plus D les d'attentes.
Finalement, un message mettra au plus Dsb étapes de ommuniations pour être ahe-
miné jusqu'à sa destination.
De même, montrons que le nombre d'étapes de ommuniations maximal néessaires à
l'aheminement d'un message, de sa soure à sa destination, en utilisant le protoole avané
de ontrle, en suivant un plus ourt hemin, est borné.
Proposition 6.4.14 Le nombre d'étapes de ommuniations maximal néessaire à l'ahe-
minement d'un message, de sa soure à sa destination, dans SK(s; d;D), en utilisant le
protoole avané de ontrle, sous l'hypothèse que tout message suit un hemin de longueur
au plus D, est (s+ d+ 1)bD, où b est la taille d'une le d'attente de messages.
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Preuve : Dans e modèle, haque n÷ud du réseau dispose de d+ 1 les d'attente.
Lorsqu'un message arrive en tête de le d'attente dans un n÷ud, au pire, toutes les les
d'attentes de tous les n÷uds du groupe sont non vides. Alors, le message mettra au plus
s+ d+ 1 étapes de ommuniation à être retransmis. En eet, nous avons montré au ours
de la preuve de la proposition 6.4.11 que le poids maximal d'un ar est s+d, 'est-à-dire s+d
étapes de ommuniations passées en attente. Le message est retransmis à l'étape s+ d+ 1,
au pire.
Lorsqu'un message arrive dans un n÷ud il est plaé en dernière position de la le d'at-
tente. Si ette le d'attente ontient b messages, alors au plus b(s + d + 1) étapes de om-
muniation sont néessaires pour retransmettre le message.
Le diamètre du réseau est D, don un message traverse au plus D les d'attentes.
Finalement, un message mettra au plus D(s + d + 1)b étapes de ommuniations pour
être aheminé jusqu'à sa destination.
Maintenant, il est intéressant d'étudier le temps d'aheminement moyen d'un message
dans le stak-Kautz.
Soit (t) la harge du réseau à l'instant t, 'est-à-dire le nombre de messages présents
dans le réseau à l'instant t, M(t), divisé par le nombre de n÷uds du réseau ; (t) =
M(t)
n
.
Lorsque la harge est supposée onstante, alors nous noterons la harge  et le nombre de
message M . De plus, lorsque la harge est supposée onstante, dès qu'un message atteint sa
destination, et don disparaît du réseau, un nouveau message est généré.
Proposition 6.4.15 Le temps moyen d'aheminement d'un message, de sa soure à
sa destination, dans le stak-Kautz SK(s; d;D), sous les hypothèses suivantes :
1. Tout message suit un plus ourt hemin ;
2. Les les d'attentes sont de taille innie ;
3. La harge  est telle que, à haque étape de ommuniation, tous les liens sont utilisés.
est 
s:e
SK(s;d;D)
d+1
, où e
SK(s;d;D)
est l'exentriité du réseau.
Preuve : Un message doit, en moyenne, eetuer e
SK(s;d;D)
sauts avant d'atteindre sa des-
tination. Comme tous les liens de ommuniations sont utilisés à haque étape de ommuni-
ation, alors, à haque étape,
d
k 1
(d+1)
2
e
SK(s;d;D)
messages atteignent leur destination.
M messages sont présents dans le réseau à haque étape de ommuniation, le temps
moyen, t
m
, d'aheminement d'un message de sa soure à sa destination, est
t
m
=
M
d
k 1
(d+1)
2
e
SK(s;d;D)
or, M = N = sd
k 1
(d+ 1), don,
t
m
= 
s:e
SK(s;d;D)
d+ 1
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Nous remarquons que le résultat de la proposition 6.4.15 ne tient pas ompte du protoole
de ontrle utilisé. Cei est dû à l'hypothèse que la harge  est susante pour garantir que
tous les liens sont utilisés à haque étape de ommuniation. De plus, le temps d'attente
dans un n÷ud est une omposante de la harge du réseau.
La preuve de la proposition 6.4.15 nous permet d'exprimer la probabilité maximale de
réation de messages que puisse admettre un n÷ud du réseau à haque étape de ommuni-
ation, pour que le réseau ne soit pas saturé.
Proposition 6.4.16 La probabilité maximale p
max
de réation de messages par un n÷ud, à
haque étape de ommuniation, pour que le réseau ne soit pas saturé, lorsqu'une utilisation
maximale des liens est garantie et que tout message suit un plus ourt hemin, est
p
max
=
d+ 1
s:e
SK(s;d;D)
Preuve : Utilisons un raisonnement par l'absurde et supposons que tous les n÷uds du
réseau aient une probabilité de réation de messages p > p
max
. Alors, le nombre de messages
réés à haque étape de ommuniation est np. Nous avons alors np > np
max
=
d
k 1
(d+1)
2
e
SK(s;d;D)
.
Don, à haque étape de ommuniation, il y a plus de messages réés que de messages
arrivant à destination. La harge (t) du réseau augmente jusqu'à saturation du réseau.
Finalement, si p
max
=
d+1
s:e
SK(s;d;D)
, alors np
max
=
d
k 1
(d+1)
2
e
SK(s;d;D)
nouveaux messages appa-
raissent dans le réseau à haque étape de ommuniation, e qui ompense les
d
k 1
(d+1)
2
e
SK(s;d;D)
qui
atteignent leurs destinations à haque étape.
Une analyse simple du omportement de la harge d'un réseau SK(s; d;D) utilisant le
protoole avané de ontrle, sous l'hypothèse de routage des plus ourts hemins, en fontion
de la probabilité p qu'ont les n÷uds de e réseau de générer de nouveaux messages, nous
montre les résultats suivants, où (p) est la harge induite par p :
1. Si p est onstante, ave p  p
max
, alors la harge (p) est onstante ;
2. Si p augmente jusqu'à p
0
 p
max
, alors la harge augmente linéairement jusqu'à (p
0
) ;
3. Si p diminue jusqu'à p
00
, alors la harge diminue linéairement vers (p
00
).
De e fait, e réseau supportera des  pis  de génération de messages, produits par
exemple lors d'une diusion ou d'un éhange total, e qui valide le fait que e réseau possède
de bonnes propriétés pour la réalisation d'un réseau d'interonnexions entre proesseurs.
Les simulations de SK(s; d;D), que nous verrons dans le paragraphe 6.4.8 permettront
de onrmer les diverses propositions qui ont été faites dans e paragraphe.
Le leteur trouvera dans [Ber97℄, d'autres résultats intéressant. En partiulier, es travaux
omportent une étude de la taille des les d'attente en fontion de la harge, ainsi qu'une
étude du temps d'aheminement ave  haute probabilité  des messages.
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6.4.7 Diusion
Nous donnons maintenant un algorithme de diusion sur le stak-Kautz optimal en temps
lorsque s  d, et nous donnons une borne supérieure sur la diusion lorsque s < d.
Théorème 6.4.17 Si s  d, alors b
H
1
(SK(s; d;D)) = D + 1.
Preuve : Lorsqu'un message est émis au travers d'une OPS, il est reçu par les s som-
mets du groupe réepteur. Ensuite, omme s  d, les sommets du groupe réepteur peuvent
retransmettre le message vers d nouveaux groupes (sans utiliser la boule). Ainsi, la dif-
fusion dans SK(s; d;D) devient équivalente à la diusion dans K(d;D) sous la ontrainte
H

, au bout de la première étape de ommuniation. De plus, b
H

(K(d;D)) = D, don
b
H
1
(SK(s; d;D)) = 1 + b
H

(K(d;D) = D + 1.
Proposition 6.4.18 Si s < d, alors b
H
1
(SK(s; d;D))  1 + b
H
s
(K(d;D)).
Preuve : Après une étape de ommuniation, les s n÷uds d'un groupe ont reçu le message
et sont en mesure de le retransmettre. Comme s < d, la diusion à partir de e groupe est
équivalente à la diusion sous la ontrainte H
s
sur K(d;D).
Proposition 6.4.19 Si s < d, alors b
H
1
(SK(s; d;D))  D+log
s
(d+1)+(D 1)

log
s+1
d
s

.
Preuve : Il a été montré dans [BMMS01℄ que si une diusion dans le modèle H
p
, p  d,
dans un graphe G de degré onstant d s'ahève en t étapes, alors une diusion dans le modèle
H
p
sur le graphe L(G) en néessite au plus t +
l
log
p+1
d
p
m
+ 1. Ainsi, si s  d, nous avons
b
H
s
(K(d;D)  b
H
s
(K

d+1
) + (D   1)

log
s+1
d
s

+ 1

 log
s
(d+ 1) + (D   1)

log
s+1
d
s

+ 1

Aussi, en utilisant la proposition 6.4.18, nous obtenons
b
H
1
(SK(s; d;D))  D + log
s
(d+ 1) + (D   1)

log
s+1
d
s

6.4.8 Comparaisons entre le POPS et le stak-Kautz
Dans ette partie, nous omparons les deux réseaux d'interonnexions optiques multi-
OPS que sont le POPS et le stak-Kautz. Tout d'abord nous regardons les ressoures de es
deux réseaux, puis nous donnons des résultats obtenus par simulations.
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Ressoures
Étant donné un stak-Kautz SK(s; d;D) de fateur d'empilement s, de degré d + 1 et
de diamètre D, et un réseau POPS(t; g) omposé de g groupes de taille t, il est possible de
omparer es deux réseaux en posant s = (d + 1), t = g et g = d
k 1
2
(d + 1), où   1 est
le fateur de proportionnalité résultant de l'analyse d'extensibilité [CLM
+
96℄. La table 6.1
donne les aratéristiques des réseaux de stak-Kautz et de POPS et la table 6.2 donne des
évidenes numériques pour les deux réseaux.
SK(s; d;D) POPS(t; g)
Groupes d
D 1
(d+ 1) g = d
D 1
2
(d+ 1)
N÷uds d
D 1
(d+ 1)
2
tg = d
D 1
(d+ 1)
2
Diamètre D 1
Degré OPS s = (d+ 1) t = (d+ 1)d
D 1
2
OPS d
D 1
(d+ 1)
2
g
2
= d
D 1
(d+ 1)
2
E.Re. par n÷ud d+ 1 g = d
D 1
2
(d+ 1)
E.Re. total d
D 1
(d+ 1)
3
tg
2
= d
3(D 1)
2
(d+ 1)
3
Coût énergétique s = (d+ 1) t = (d+ 1)d
D 1
2
Diusion (étapes) D + 1 2
Contrle (bits) (d+ 1) (log(d+ 2) + d+ 1)
d
D 1
(d+ 1)
2
 
(+ 1)
 
D 1
2
log d
+ log(d+ 1) + 1) + log )
Tab. 6.1  Ressoures dans SK(s; d;D) et POPS(t; g), ave  > 0, s = (d + 1), t = g et
g = d
D 1
2
(d+ 1).
POPS(60; 30) SK(20; 9; 2) SK(12; 5; 3) SK(12; 5; 5)
Groupes 30 90 150 3750
N÷uds 1800 1800 1800 45000
Diamètre 1 2 3 5
Degré OPS 60 20 12 12
OPS 900 900 900 22500
E.Re. par n÷ud 30 10 6 6
E.Re. total 54000 18000 10800 270000
Coût énergétique 60 20 12 12
Diusion (étapes) 2 3 4 6
Contrle (bits) 570 280 108 108
Tab. 6.2  Exemples numérique de ressoures dans SK et POPS.
6.4. STACK-KAUTZ 105
6.4.9 Simulations
Nous avons onstruit un simulateur pour le stak-Kautz, utilisant un routage des plus
ourts hemins. Ce simulateur peut utiliser les deux protooles de ontrle que nous avons
déni dans la setion 6.4.5. La taille des messages est normalisée. Aussi, haque étape de
ommuniation prend un temps unitaire.
An de omparer les protooles de ontrles dénis pour le stak-Kautz, nous mainte-
nons une harge onstante  dans le réseau SK(12; 5; 3), par  injetion  de messages (dès
qu'un message atteint sa destination, un nouveau message est généré dans le réseau), durant
1000 étapes de ommuniations. La gures 6.6 nous donne, pour les deux protooles, les
pourentages umulés de messages aheminés à destination en fontion du nombre d'étapes
néessaires à et aheminement, ainsi que le umul du nombre orrespondant de messages
arrivés. Pour la gure 6.6.(a), la harge est maintenue à  = 0:5, et pour la gure 6.6.(b), la
harge est maintenue à  = 2(d+ 1) = 12.
Le hoix d'une harge  = 2(d+ 1) déoule de l'étude du temps moyen d'aheminement
d'un message, qui néessite que tous les liens soient utilisés à haque étape de ommuniation.
Comme dans le protoole avané, haque n÷ud dispose de d+ 1 les d'attente, ette harge
nous donne l'espérane que toutes les les d'attente ontiennent au moins un message à
haque étape et don que tous les liens sont utilisés à haque étape.
Nous remarquons que les pourentages umulés de messages aheminés sont similaires
pour les deux protooles, mais que le nombre total de messages aheminés est diérent. En
eet, même si la harge  du réseau est la même pour les deux protooles, le  délai d'ahe-
minement d'un message  est diérente, et don, le nombre total de messages injetés dans
le réseau est également diérent. Cei nous montre que le protoole de ontrle avané est
plus eae que le protoole simple, et qu'il permet une meilleure utilisation des ressoures
du réseau.
Vérions maintenant que le temps moyen d'aheminement d'un message, que nous avons
donné dans la proposition 6.4.15, est bien obtenu par simulation sur SK(12; 5; 3). Nous
avons évalué le temps moyen d'aheminement d'un message, dans la proposition 6.4.15,
à t
m
= 
s:e
SK(s;d;D)
d+1
, où e
SK(s;d;D)
est l'exentriité du réseau. En utilisant l'enadrement de
l'exentriité du stak-Kautz, donné dans la proposition 6.4.4, nous avons 2:75  e
SK(12;5;3)

2:78. Dans la gure 6.6, la harge est maintenue à  = 12, d'où 66  t
m
 66:7. Ce résultat
est validé par notre simulation, où, pour le protoole avané, 50% des messages atteignent
leur destination en moins de 66 étapes.
Le protoole simple de ontrle ne vérie pas le résultat théorique. En eet, le rapport
entre s et d+1 n'est pas susant pour garantir, ave e protoole, une utilisation permanente
de tous les liens de ommuniations.
La gure 6.7 nous donne les pourentages et pourentages umulés de messages aheminés
au ours de 1000 étapes de ommuniations sur SK(12; 5; i), 2  i  5 pour les harges
 = 0:5, 1 et 2(d + 1) = 12, en utilisant le protoole de ontrle avané. Nous observons
qu'une faible harge ne permet pas d'atteindre le temps moyen d'aheminement des messages,
alors qu'une harge élevée,  = 12, le permet.
La gure 6.8 nous montre, au travers des réseaux SK(12; 5; i), 2  i  5, pour les deux
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Fig. 6.6  SK(12; 5; 3) pour les harges  = 0:5 et 2(d+ 1) = 12.
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Fig. 6.7  Pourentages et pourentages umulés de messages aheminés au ours de 1000
étapes de ommuniations sur SK(12; 5; i), 2  i  5 pour les harges  = 0:5, 1 et 2(d+1) =
12.
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protooles de ontrle et pour une harge  = 2(d + 1) = 12, l'augmentation exponentielle
du nombre de messages aheminés en fontion du diamètre du réseau. La simulation porte
sur 1000 étapes de ommuniations. De plus, nous observons enore une fois que le protoole
avané permet d'aheminer davantage de messages que le protoole simple.
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Fig. 6.8  Nombre umulé de messages aheminés dans SK(12; 5; i), 2  i  5 pour une
harge  = 2(d+ 1) = 12 et pour haun des protooles.
Pour un nombre xé de sommets, nous pouvons étudier l'inuene du diamètre sur le
temps d'aheminement des messages, et sur le nombre de messages aheminés au ours de
1000 étapes de ommuniation. La gure 6.9 donne le résultat de la simulation des 3 réseaux à
1800 sommets dont les ressoures sont données dans la table 6.1 : POPS(60; 30), SK(20; 9; 2)
et SK(12; 5; 3), pour les harges  = 0:5 et 2d. Nous observons que l'augmentation du
diamètre augmente linéairement le temps moyen d'aheminement des messages, alors qu'elle
diminue exponentiellement le nombre de messages aheminés.
6.4.10 Plongements
Proposition 6.4.20 ([BF96℄) Soit G = (V;A), un graphe orienté à n sommets. Trouver un
plongement des ommuniations de G sur SK(s; d;D) qui minimise le temps d'ahèvement,
est équivalent à trouver un plongement de G sur K
l
(d;D) qui minimise la ongestion des
ars.
La preuve onsiste à rappeler que le temps d'ahèvement des ommuniations orrespond
au nombre maximum de ommuniations point-à-point utilisant une même OPS, e qui est
équivalent à la mesure de la ongestion des ars de K
l
(d;D).
Théorème 6.4.21 Il existe un plongement optimal des ommuniations du yle
 !
C
n
sur
SK(s; d;D).
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Fig. 6.9  POPS(60; 30), SK(20; 9; 2) et SK(12; 5; 3), pour les harges  = 0:5 et 2d.
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Preuve : Le graphe de Kautz est eulérien. Ainsi, de même que pour le plongement de
 !
C
n
sur POPS(s; g) (théorème 6.3.2), il sut d'assoier le sommet 0 du yle à un sommet
de SK(s; d;D), puis de suivre un iruit eulérien sur K
l
(d;D) en assoiant le i
e
sommet du
yle à un sommet du i
e
groupe de sommets traversé par le iruit eulérien. De plus, plusieurs
parours du iruit eulérien peuvent être utilisés, lorsque n > sd
D 1
(d+ 1).
Dans e plongement, la ongestion des OPS (ou hyperars) est de
eong(SK(s; d;D)) =
n
d
D 1
(d+ 1)
2
=
jA(
~
C
n
)j
jA(K
l
(d;D))j
Théorème 6.4.22 Il existe un plongement optimal des ommuniations de K(d;D) sur
SK(s; d;D   1), lorsque s = d et D  2.
Preuve : La preuve de e théorème utilise un automorphisme du graphe de Kautz [THH98℄
permettant de réaliser un plongement optimal de K(d;D) sur K(d;D  1), en plongeant les
sommets fx
D 2
: : : x
1
x
0
j  2 Z
d+1
n fx
D 2
gg de K(d;D), sur le sommet x
D 2
: : : x
1
x
0
de
K(d;D 1). Comme s = d, haun des sommets de K(d;D) est assoié à un unique sommet
de SK(s; d;D   1).
Remarquons que dans e plongement, deux sommets voisins de K(d;D) ne sont jamais
assoiés au même groupe de SK(s; d;D   1), et que nous n'utilisons pas les boules. La
ongestion des OPS est de
d
D
(d+1)
d
D 2
(d+1)d
= d.
Corollaire 6.4.23 Il existe un plongement optimal des ommuniations de K(d; k) sur
SK(s; d;D), où s = d
k D
, k  D.
Preuve : De même que pour le théorème 6.4.22, e résultat utilise un automorphisme du
graphe de Kautz [THH98℄. Le sommet x
k 1
: : : x
D 1
: : : x
1
x
0
de K(d; k) est plongé sur le
sommet x
D 1
: : : x
1
x
0
de K(d;D), 'est-à-dire sur le groupe de sommets x
D 1
: : : x
1
x
0
de
SK(s; d;D). Comme s = d
k D
, haun des sommets de K(d; k) est assoié à un unique
sommet de SK(s; d;D).
Remarquons que si deux sommets x et y de K(d; k), tels que y 2 [
k D
i=1
 
+
K(d;k)
i
(x), sont
plongés sur un même groupe g de SK(s; d;D), alors le hemin de x à y pourra être  ra-
ouri  en utilisant la boule du groupe g. Ainsi, la ongestion du plongement sera diminuée.
Toutefois, ette amélioration du plongement ne sera pas asymptotiquement signiative sur
la ongestion.
Corollaire 6.4.24 Il existe un plongement optimal des ommuniations de K(d; k) sur
SK(s; d;D), où s 2 N, k  D.
Preuve : Il sut de plongerK(d; k) surK(d;D), puis de répartir l'ensemble de sommets de
K(d; k) plongé sur un même sommet de K(d;D), sur les s sommets du groupe orrespondant
de SK(s; d;D).
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La ongestion des OPS de e plongement est la même que la ongestion des OPS dans le
plongement du orollaire 6.4.23. En eet, la ongestion des OPS est indépendante du fateur
d'empilement s.
Proposition 6.4.25 Il existe un plongement optimal des ommuniations de SK(s
1
; d;D)
sur SK(s
2
; d;D).
Preuve : Il sut de répartir les s
1
sommets d'un groupe sur les s
2
du groupe ible. Si
s
1
< s
2
, des sommets du groupe ible ne se voient pas attribuer de sommets.
Corollaire 6.4.26 Il existe un plongement optimal des ommuniations de SK(s
1
; d;D
1
)
sur SK(s
2
; d;D
2
), lorsque D
1
 D
2
.
Preuve : Si D
1
= D
2
, nous sommes dans le as de la proposition 6.4.25. Si D
1
> D
2
,
alors il sut de plonger les groupes de sommets de SK(s
1
; d;D
1
) sur les groupes de sommets
de SK(s
2
; d;D
2
), en utilisant le plongement de K(d;D
1
) sur K(d;D
2
), puis de répartir les
s
1
d
D
1
 D
2
sommets de SK(s
1
; d;D
1
) plongés sur un même groupe de SK(s
2
; d;D
2
), sur les
s
2
sommets formant e groupe.
Corollaire 6.4.27 Il existe un plongement optimal des ommuniations de SK(s
1
; d;D) sur
POPS(s
2
; d+ 1).
Preuve : D'après le orollaire 6.4.26, il existe un plongement optimal des ommuniations
de SK(s
1
; d;D) sur SK(s
2
; d; 1), et d'après la proposition 6.4.3, SK(s
2
; d; 1) = POPS(s
2
; d+
1).
6.5 Implantation du POPS et du stak-Kautz ave OTIS
Nous montrons ii omment utiliser OTIS pour onneter d'une part les sorties des n÷uds
aux entrées des OPS et d'autre part les sorties des OPS aux entrées des n÷uds.
6.5.1 Groupes de sommets
Dans un stak-graphe, les s n÷uds d'un groupe sont reliés aux entrées de d OPS, haque
n÷ud étant relié à toutes les OPS. Nous avons un graphe biparti omplet de s vers d n÷uds.
Nous pouvons réaliser les interonnexions optiques entre les s n÷uds d'un groupe et les d
OPS en utilisant un OTIS(s; d) plus d multiplexeurs optiques (entrée d'une OPS). La gure
6.10 montre omment onneter les émetteurs d'un groupe de 6 n÷uds, aux entrées de 4
OPS, ave OTIS(6; 4).
De façon analogue, nous pouvons réaliser les interonnexions optiques entre les sorties de
d OPS et les s n÷uds d'un groupe, en utilisant un OTIS(d; s) plus d démultiplexeurs optique.
La gure 6.11 montre omment onneter 3 démultiplexeurs de degré 5 aux réepteurs d'un
groupe de 5 n÷uds, ave OTIS(3; 5).
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Fig. 6.11  POPS(4; 2).
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6.5.2 POPS
Nous avons vu que le POPS peut être modélisé par un stak-graphe : POPS(t; g) 
&(t;K
+
g
). De plus, nous savons réaliser les interonnexions optiques de K
+
g
en utilisant
OTIS(g; g), du fait de la relation K
+
g
 H(g; g; g). Enn, nous venons de montrer omment
relier les émetteurs aux OPS et les OPS aux réepteurs. Finalement, nous pouvons réaliser
les interonnexions optiques de POPS(t; g) en utilisant g OTIS(t; g) plus g OTIS(g; t),
plus g
2
multiplexeurs et démultiplexeurs, plus un OTIS(g; g). La gure 6.12 illustre ette
remarque ave POPS(4; 2).
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Fig. 6.12  POPS(4; 2) réalisé ave OTIS.
6.5.3 Stak-Kautz
Le stak-Kautz SK(s; d;D) a d
D 1
(d + 1) groupes de s n÷uds et d
D 1
(d + 1)
2
OPS de
degré s. Chaque n÷ud à un degré d+ 1.
Nous avons expliqué omment onneter un groupe de s n÷uds aux d + 1 OPS qui lui
orrespondent. Ainsi, en utilisant d
D 1
(d+1) OTIS(s; d+1) plus d
D 1
(d+1) OTIS(d+1; s),
nous pouvons onneter tous les groupes de s n÷uds aux d + 1 multiplexeurs et démulti-
plexeurs appropriés.
Maintenant, il reste à relier haque multiplexeur au démultiplexeur qui lui orrespond,
dans le réseau d'interonnexion. Nous avons montré, dans la proposition 4.2.9 page 54, que le
graphe de Imase-Itoh II(d; n) est isomorphe au graphe H(d; n; d) onstruit sur OTIS(d; n).
Don, le graphe de Kautz K(d;D) admet une implantation ave OTIS(d; d
D 1
(d + 1)). Le
stak-Kautz SK(s; d;D) est onstruit à partir du graphe de Kautz K(d;D) auquel ont été
ajouté des boules. Si nous ne onsidérons pas les boules, nous pouvons interonneter les
multiplexeurs et les démultiplexeurs en utilisant un OTIS(d; d
D 1
(d+ 1)).
Une boule étant un lien loal à un groupe, la onnexion entre le multiplexeur et le démul-
tiplexeur orrespondant pourra se faire loalement par une tehnique appropriée (utilisation
de bre optique par exemple).
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Finalement, les interonnexions optiques du stak-Kautz, omme le montre l'exemple
de la gure 6.13, peuvent être réalisées ave d
D 1
(d + 1) OTIS(s; d + 1) plus d
D 1
(d + 1)
OTIS(d + 1; s), d
D 1
(d + 1)
2
multiplexeurs et d
D 1
(d + 1)
2
démultiplexeurs et un
OTIS(d; d
D 1
(d+1)). Le premier multiplexeur et le premier démultiplexeur de haque groupe
orrespondent à la boule. La gure 6.14 donne une autre représentation de l'exemple de la
gure 6.13.
6.6 Hypergraphes de de Bruijn et de Kautz
Les hypergraphes de de Bruijn et de Kautz ont été proposé dans [BE96, BDE97℄ omme
des réseaux d'interonnexions à base de bus. Ils ont pour objetif de onneter le plus de
proesseurs possible dans un réseau où le degré des proesseurs, la taille des bus et le diamètre
sont bornés.
Ces hypergraphes sont onstruits à partir des relations d'adjaenes des graphes de de
Bruijn généralisés (voir la dénition des graphes de Reddy, Pradhan et Kuhl 2.1.3 page 10)
et des graphes de Kautz généralisés (voir la dénition des graphes de Imase et Itoh 2.1.6
page 12).
6.6.1 Hypergraphes de de Bruijn généralisés
Dénition 6.6.1 ([BE96℄) L'hypergraphe de de Bruijn généralisé HdB(d; n; s;m),
ave dn = sm, est l'hypergraphe orienté à n sommets de degré d et m hyperars de degré
sortant s, tel que :
 Les sommets sont numérotés par des entiers modulo n, V(HdB) = f0; 1; : : : ; n  1g ;
 Les hyperars sont numérotés par des entiers modulo m, A(HdB) = f0; 1; : : : ; m  1g ;
 Un sommet u est inident aux hyperars fa  du+  mod m j 0   < dg ;
 Un hyperar a est inident aux sommets fv  sa +  mod n j 0   < sg.
Le multigraphe sous-jaent à l'hypergraphe HdB(d; n; s;m), est le graphe de de Bruijn
généralisé ou graphe de Reddy, Pradhan et KuhlRPK(ds; n). Il en résulte que le routage dans
l'hypergraphe est similaire à elui de RPK(ds; n) et que son diamètre est D
HdB
= dlog
ds
ne.
Nous pouvons proposer une dénition alternative, utilisant les graphes de Imase et Itoh,
qui nous sera utile par la suite.
Dénition 6.6.2 (alternative) SoitHdB
2
(d; n; s;m), l'hypergraphe orienté ave dn = sm,
à n sommets de degré d et m hyperars de degré sortant s, tel que :
 Les sommets sont numérotés par des entiers modulo n, V(HdB
2
) = f0; 1; : : : ; n  1g ;
 Les hyperars sont numérotés par des entiers modulo m, A(HdB
2
) = f0; 1; : : : ; m  1g ;
 Un sommet u est inident aux hyperars fa   du    1 mod m j 0   < dg ;
 Un hyperar a est inident aux sommets fv   sa     1 mod n j 0   < sg ;
Proposition 6.6.3 Le multigraphe sous-jaent à l'hypergraphe orienté HdB
2
(d; n; s;m) est
le graphe RPK(ds; n).
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Fig. 6.13  SK(6; 3; 2).
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Fig. 6.15  Hypergraphe de de Bruijn Généralisé onstruit à partir de la relation d'adjaene
du graphe de Reddy Pradhan et Kuhl, HdB(2; 24; 3; 16).
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Preuve : Soit u 2 V(HdB
2
). Le sommet u est inident via les hyperars de la forme
a   du    1 mod m, 0   < d, aux sommets  
+
HdB
2
(u) = fv   sa     1 mod n j
0   < sg. Nous avons a = km  du    1, pour un ertain k. Alors
 
+
HdB
2
(u) = fv   s(km  du    1)     1 mod n j 0   < d; 0   < sg
= fv   skm + sdu+ s + s     1 mod n j 0   < d; 0   < sg
Or 0  (s      1) < s, d'où 0  s + s      1 =  < ds, et de plus dn = sm, don
 
+
HdB
2
(u) = fv  sdu+ s+  mod n j 0   < sdg. C'est exatement la relation d'adja-
ene du graphe RPK(ds; n).
Ainsi, nous pouvons utiliser indiéremment les dénitions 6.6.1 et 6.6.2 pour manipuler les
hypergraphes de de Bruijn généralisés. Pour illustrer ette propriété, la gure 6.15 représente
le grapheHdB(2; 24; 3; 16) onstruit à partir de la dénition 6.6.1, et la gure 6.16 représente
le même hypergraphe lorsqu'il est onstruit à partir de la dénition 6.6.2. Remarquons que
et hypergraphe a un diamètre 2.
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Fig. 6.16  Hypergraphe de de Bruijn Généralisé onstruit à partir de la relation d'adjaene
du graphe de Imase et Itoh, HdB
2
(2; 24; 3; 16).
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Remarque 6.6.4 Si le multigraphe sous-jaent à l'hypergraphe u 2 V(HdB
2
)(d; n; s;m) est
le graphe de de Bruijn B(ds;D), ave n = (ds)
D
, la relation d'inidene des sommets aux
hyperars est elle du graphe de de Bruijn B(d;D
1
), n = d
D
1
, et la relation d'inidene des
hyperars aux sommets est elle du de Bruijn B(s;D
2
), n = s
D
2
, alors le fateur d'empilement
s est une puissane de d.
Preuve : Nous avons n = (ds)
D
= d
D
1
= s
D
2
d'où s = d
D
1
D
2
, et s est une puissane de d.
Maintenant, dans le as où n = (ds)
D
= d
D
1
= s
D
2
, pouvons nous remplaer les relations
d'adjaenes de B(d;D
1
) et B(d;D
2
) par les relations d'adjaenes des graphes A(f
1
; 
1
; j
1
)
et A(f
2
; 
2
; j
2
) dénis dans la setion 5.1.
6.6.2 Hypergraphes de Kautz généralisés
Dénition 6.6.5 ([BE96℄) L'hypergraphe de Kautz généralisé HK(d; n; s;m), ave
dn = sm, est l'hypergraphe orienté à n sommets de degré d et m hyperars de degré sortant
s, tel que :
 Les sommets sont numérotés par des entiers modulo n, V(HK) = f0; 1; : : : ; n  1g ;
 Les hyperars sont numérotés par des entiers modulo m, A(HK) = f0; 1; : : : ; m  1g ;
 Un sommet u est inident aux hyperars fa  du+  mod m j 0   < dg ;
 Un hyperar a est inident aux sommets fv   sa     1 mod n j 0   < sg.
Le multigraphe sous-jaent à l'hypergraphe HK(d; n; s;m), est le graphe de Kautz gé-
néralisé ou graphe de Imase et Itoh II(ds; n). Le routage est don similaire, et le diamètre
de l'hypergraphe HK est blog
ds
n  D(HK)  dlog
ds
ne ; de plus, le diamètre est D si
n = (ds)
D
+ (ds)
D k
, où k est un entier impair positif.
La gure 6.17 représente l'hypergraphe de Kautz généralisé HK(2; 24; 3; 16), de diamètre
2.
6.6.3 Réalisation ave OTIS
Comme les hypergraphes de de Bruijn et de Kautz généralisés sont onstruits à partir
des graphes de de Bruijn et de Kautz généralisés dont nous avons proposé une implantation
ave OTIS, il est naturel de proposer une implantation de es hypergraphes, ave OTIS.
En utilisant la dénition de l'hypergraphe de de Bruijn généralisé, donnée dans la déni-
tion 6.6.2, nous déduisons une implantation des interonnexions optiques du réseau
HdB
2
(d; n; s;m), utilisant :
 Un OTIS(s;m) pour relier les d émetteurs de haun des n n÷uds aux entrées des m
OPS de degré s. En eet, ette adjaene utilise le graphe de Imase et Itoh II(s;m) ;
 m multiplexeurs et m diviseurs de degré s, formant m OPS de degré s ;
 Un OTIS(d; n) pour relier les s sorties de haune des m OPS, aux réepteurs des n
sommets. En eet, ette adjaene utilise le graphe de Imase et Itoh II(d; n).
De façon similaire, et en utilisant  l'astue  dérite dans la setion 4.2.4 page 55 per-
mettant l'implantation des graphes de de Bruijn généralisés ave OTIS, en utilisant deux
lentilles pour inverser le veteur de faiseaux optique, nous obtenons une implantation des
interonnexions optique du réseau HK(d; n; s;m), utilisant :
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Fig. 6.17  Hypergraphe de Kautz généralisé HK(2; 24; 3; 16).
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 Un OTIS(s;m), suivi de deux lentilles, pour relier les d émetteurs de haun des n
n÷uds aux entrées des m OPS de degré s. En eet, ette adjaene utilise le graphe de
Reddy Pradhan et Kuhl RPK(s;m), dont nous donnons une implantation ave OTIS
utilisant deux lentilles supplémentaires ;
 m multiplexeurs et m diviseurs de degré s, formant m OPS de degré s ;
 Un OTIS(d; n) pour relier les s sorties de haune des m OPS, aux réepteurs des n
sommets. En eet, ette adjaene utilise le graphe de Imase et Itoh II(d; n).
La gure 6.18 représente l'implantation de l'hypergraphe de de Bruijn généralisé
HdB
2
(2; 72; 4; 36), et la gure 6.19 l'hypergraphe de Kautz généralisé HK(2; 72; 4; 36).
6.6.4 Protooles de ontrle
Il est diile d'appliquer les protooles de ontrle que nous avons développés pour le
stak-Kautz, aux hypergraphes de de Bruijn et de Kautz. En eet, es protooles supposent
la présene d'un moyen de ommuniation entre les n÷uds d'un même groupe émetteur
(ensemble des sommets inidents à un hyperar). Dans le as du stak-Kautz, la boule
permet aux n÷uds d'un même groupe de ommuniquer entre eux. Toutefois, une des ara-
téristiques des hypergraphes de de Bruijn et de Kautz, est que les groupes émetteurs sont
distints des groupes réepteurs (ensemble de sommets auxquels un hyperar est inident).
La gure 6.20 illustre ette propriété en représentant les groupes émetteurs et réepteurs
de HK(2; 20; 4; 10). Ainsi, en ajoutant un hyperar d'un groupe émetteur sur lui-même,
il est possible d'utiliser les protooles de ontrle développés pour le stak-Kautz, sur es
hypergraphes.
Dénissons et nommons hyperKautz, l'hypergraphe de Kautz modié admettant les mêmes
protooles de ontrle que le stak-Kautz :
Dénition 6.6.6 L'hyperKautz HK
+
(d; n; s;m), tel que dn = sm et
n
s
est un entier, est
l'hypergraphe à n sommets de degré sortant d+ 1 et m+
n
s
hyperars de degré s, onstruit à
partir de l'hypergraphe de Kautz HK
+
(d; n; s;m) auquel sont ajoutés un hyperar de haque
groupe émetteur vers lui-même.
Nous remarquons que les ressoures de HK
+
(d; sd
D 1
(d + 1); s; d
D 1
(d + 1)) sont les
mêmes que elles de SK(s; d;D), en termes de nombre de n÷uds, nombre et degré des
OPS et nombre d'émetteurs et de réepteurs. Toutefois, le diamètre de es deux réseaux est
diérent. Par exemple, le diamètre de HK
+
(5; 45000; 12; 3750) est au plus 3, alors que le
diamètre de SK(12; 5; 5) est 5.
Nous laisserons l'étude approfondie de es réseaux ouverte.
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Fig. 6.18  Hypergraphe de de Bruijn généralisé HdB
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Chapitre 7
Protetion dans les réseaux WDM
Les réseaux de ommuniations optiques utilisant la tehnologie WDM onnaissent au-
jourd'hui un engouement très important. Les réseaux futurs et bon nombre de réseaux de
ommuniations optiques déjà mis en plae par les opérateurs utilisent ette tehnologie. La
bande passante oerte par une seule bre en WDM, bien supérieure à 1 Tbits/s (voir setion
3.3.2 page 35) et des systèmes ommeriaux à 1 Tbits/s/bre sont annonés. Cei permet
de se rapproher des besoins et des désirs toujours grandissants des utilisateurs. Devant le
volume de données traversant les réseaux, il est aujourd'hui indispensable d'assurer la onti-
nuité fae aux pannes, une interruption du tra n'étant aeptable ni par l'opérateur ni par
l'utilisateur.
Dans e hapitre, nous nous intéressons à la séurisation des réseaux WDM [MM00℄,
et plus partiulièrement à la séurisation par protetion [ZS00℄ qui onsiste à utiliser des
ressoures prédéterminées et dédiées pour rétablir un hemin aeté par une panne. Cette
méthode de séurisation est à opposer à la séurisation par restauration dynamique qui
onsiste à aluler puis à établir de nouvelles routes pour le tra interrompu par une panne,
en fontion des ressoures disponibles dans le réseau au moment de la panne. Il existe don
deux méthodes de séurisation des réseaux WDM, l'une dynamique, la restauration, qui
dépend des ressoures disponibles au moment de la panne pour assurer la faisabilité du ré-
tablissement du tra, et l'autre, statique, la protetion, qui impose un surdimensionnement
du réseau an de garantir le rétablissement du tra. De plus, le temps néessaire au rétablis-
sement du tra ave la restauration est plus important que elui de la protetion, ar dans
la restauration, une reonguration de n÷uds intermédiaires est néessaire, e qui implique
des éhanges onertés d'informations.
Remarquons que nous ne onsidérons que des pannes de liens, les équipements de n÷uds
(ou brasseurs) étant généralement auto-protégés, 'est-à-dire que haque brasseur est doublé
et que la défaillane de l'un entraîne automatiquement l'utilisation de l'autre. Les pannes
de liens orrespondent à la rupture d'une ou plusieurs bres optiques, souvent due à une
intervention humaine (utilisation de bulldozer dans des hantiers). Nous onsidérerons qu'à
un instant donné, un seul lien peut être aeté par une panne.
Notre objetif, dans e hapitre, est de dérire les diérentes stratégies pouvant être
utilisées pour la séurisation par protetion du réseau. Nous montrerons que es tehniques
n'engendrent pas le même dimensionnement du réseau, et nous mettrons l'aent sur le
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rapport entre le dimensionnement du réseau et la omplexité de alul et de mise en ÷uvre
de es tehniques.
Nous ommençons par présenter, dans la setion 7.1, la modélisation des réseaux WDM
que nous utiliserons par la suite. Nous rappellerons les grandes problématiques liées à es
réseaux, et nous dérirons diérents fateurs intervenants dans leur oût, montrant à eux
seuls la diulté des problèmes d'optimisation étudiés sur les réseaux WDM. En partiulier,
nous disuterons de la pertinene des fontions de oût les plus fréquemment employées. Puis,
nous présenterons des méthodes de séurisation par protetion, ave tout d'abord, dans la
setion 7.2, des méthodes de protetion de l'instane, et dans la setion 7.3, des méthodes
de protetion du réseau, 'est-à-dire dont le résultat peut être déterminé indépendamment
de l'instane. Enn, dans la setion 7.4, nous étudierons le as partiulier de la protetion
par yles de l'instane de ommuniation all-to-all dans le as où la topologie du réseau est
elle d'un yle.
7.1 Réseaux WDM
La thèse de Beauquier [Bea00℄ et l'artile [Bea99℄ représentent un exellent état de l'art
de la tehnologie et de ertaines problématiques (routage, alloation de longueurs d'ondes)
assoiées aux réseaux de ommuniations optiques utilisant la tehnologie WDM. Le leteur
est don invité à les onsulter pour approfondir les notions que nous abordons dans ette
setion.
7.1.1 Modélisation d'un réseau WDM
Un réseau de ommuniations tout-optique, utilisant le multiplexage en longueurs d'onde,
est modélisé par un graphe ou un multigraphe orienté G = (V;A), généralement symétrique.
Les sommets orrespondent aux n÷uds du réseau et les ars aux liens physiques en bre
optique. Si une bre reliant deux n÷uds x et y du réseau permet la transmission simultanée
de l longueurs d'onde, alors l'ar orrespondant du graphe G aura soit une apaité l, soit il
sera transformé en l ars parallèles, haun ayant une apaité unitaire.
Nous ajoutons un élément supplémentaire dans ette modélisation ave le graphe non-
orienté UG assoié au graphe G. Le graphe UG est le graphe simple tel que V (UG) = V (G)
et où il existe une arête entre les sommets u et v de UG si il existe un ar de u à v ou de v à
u dans G. De plus, les arêtes multiples sont réduites à une unique arête. Ce graphe permet
d'utiliser la notion de routage arête-disjoint dans un réseau.
Remarque Le modèle non-orienté des réseaux de ommuniation tout-optiques orrespond
au as où les requêtes de onnexion sont symétriques et sous la ontrainte d'être routées
deux-à-deux par des hemins symétriques et sur la même longueur d'onde.
7.1.2 Optimisation et approximation
Les problématiques liées aux réseaux de ommuniation WDM étant majoritairement des
problèmes d'optimisation, il est intéressant de rappeler la dénition formelle de es problèmes
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[CCPS98, ACG
+
99℄.
Dénition 7.1.1 Un problème d'optimisation P est donné par un ensemble I d'ins-
tanes (entrées), un ensemble S de solutions (sorties), une fontion s : I ! P(S) des
instanes vers les parties des solutions aeptables, une fontion val : I  S ! N mesurant
la qualité val(I; S) de la solution S 2 s(I) pour l'instane I, et un objetif min ou max, qui
onsiste à trouver une solution S 2 s(I) qui minimise (min) ou maximise (max) val(I; S).
Dénition 7.1.2 Un problème de déision D est donné par un ensemble I d'instanes
(entrées), un ensemble S de solutions (sorties), une fontion s : I ! P(S) des instanes
vers les parties des solutions aeptables, une fontion val : I  S ! N mesurant la qualité
val(I; S) de la solution S 2 s(I) pour l'instane I, un entier k et une question :  existe-t-il
une solution S 2 s(I) telle que val(I; S)  k ?  dans le as d'un problème de minimisation,
ou  existe-t-il une solution S 2 s(I) telle que val(I; S)  k ?  dans le as d'un problème
de maximisation.
Un problème de déision D est NP-omplet s'il est dans la lasse de omplexité NP et
s'il existe une rédution polynmiale de tout autre problème de NP vers le problème D. Un
problème d'optimisation est dit  NP-diile  si sa version déisionnelle est NP-omplète
[GJ79℄.
Pour les problèmes d'optimisation NP-diiles, il est intéressant de trouver des algo-
rithmes d'approximation [Ho97℄ produisant en temps polynmial une solution aeptable.
Dénition 7.1.3 Un algorithme d'approximation A pour un problème d'optimisation
P est un algorithme déterministe dont le temps d'exéution est polynmial en la taille de
l'entrée et qui rend une solution aeptable.
Notons OPT (I) la valeur d'une solution optimale d'un problème d'optimisation P , et
val(I; A(I)) la valeur de la solution produite par l'algorithme d'approximation A pour l'entrée
I. Un algorithme d'approximation possède un fateur d'approximation (absolu)  si pour
toute instane I,
OPT (I)
val(I;A(I))
  pour un problème de maximisation et
val(I;A(I))
OPT (I)
  pour un
problème de minimisation.
7.1.3 Routage et oloration dans les réseaux WDM
Nous itons ii quelques problématiques liées aux routage et à l'alloation de longueurs
d'onde dans les réseaux WDM, ainsi que la omplexité de es problèmes.
Problème 7.1.4 (Routage Optique)
Entrée : Un (multi)graphe G et une instane I de requêtes dans G
Sortie : Une alloation de hemins et de ouleurs aux requêtes, telle que deux
hemins utilisant le même lien ont des ouleurs diérentes
Objetif : Minimiser le nombre de ouleurs utilisées
Notons
 !
w (G; I) le nombre de ouleurs d'une solution optimale si le graphe G est orienté,
et w(G; I) si le graphe G est non-orienté.
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Problème de déision assoié 7.1.5 (Routage Optique)
Données : Un graphe G, une instane I et un entier k
Question : Existe-t-il un routage optique pour (G; I) utilisant au plus k ouleurs ?
Le problème de déision 7.1.5 est NP-omplet [EJ96℄. Aussi, le problème du routage
optique est NP-diile.
La résolution du problème 7.1.4 fournit le routage en sortie. Si le routage est donné
omme une partie de l'entrée, le problème devient un problème de oloration de hemins, e
qui équivaut à résoudre le problème de la oloration des sommets du graphe de onit assoié
(déni i-dessous), de telle sorte que deux sommets adjaents sont olorés diéremment. Le
nombre de ouleurs néessaires pour olorer les sommets du graphe de onit est appelé
nombre hromatique. Le problème de la oloration des sommets d'un graphe est onnu
pour être NP-omplet [JT95℄.
Dénition 7.1.6 Le graphe de onit assoié à un routage R dans un graphe G (orienté
ou non) est le graphe non-orienté dont les sommets représentent les hemins de R et tel que
deux sommets sont adjaents si et seulement si les hemins orrespondants partagent un lien
de G.
Notons
 !
w (G; I; R) le nombre hromatique du graphe des onits d'un routage R réalisant
l'instane I dans un graphe orienté G, et w(G; I; R) si le graphe G est non-orienté. Nous
avons
 !
w (G; I) = min
R
 !
w (G; I; R) et w(G; I) = min
R
w(G; I; R).
Problème 7.1.7 (Charge)
Entrée : Un (multi)graphe G et une instane I de requêtes dans G
Sortie : Une alloation de hemins aux requêtes (un routage R)
Objetif : Minimiser la harge du routage
Problème de déision assoié 7.1.8 (Charge)
Données : Un graphe G, une instane I et un entier k
Question : Existe-t-il un routage pour (G; I) de harge maximale k ?
Notons
 !
 (G; I) la harge d'une solution optimale si le graphe G est orienté, et w(G; I) si
le graphe G est non-orienté. Si le routage R est donné, alors sa harge est notée
 !
 (G; I; R)
ou (G; I; R). Nous avons
 !
 (G; I) = min
R
 !
 (G; I; R) et (G; I) = min
R
(G; I; R).
Le problème de déision 7.1.8 est NP-omplet [EIS76℄. Le problème 7.1.7 est don NP-
diile.
Il a été montré que pour un graphe G et une instane I, il n'existe pas toujours de rou-
tage R tel que
 !
 (G; I; R) =
 !
 (G; I) et
 !
w (G; I; R) =
 !
w (G; I), [Bea00℄. De plus
 !
 (G; I) 
 !
w (G; I). Ces résultats ont motivé la reherhe de la aratérisation des graphes et des ins-
tanes tels que
 !
 (G; I) =
 !
w (G; I).
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Si l'instane de ommuniation est une diusion ou une distribution, alors le problème
du routage optique se résout en temps polynmial et
 !
 (G; I) =
 !
w (G; I), [BHP98℄. Il en est
de même pour de nombreux graphes ave l'instane all-to-all, [Bea99, BPT99℄. D'autre part,
si le graphe G est une étoile ou une pieuvre, alors le routage optique se résout polynmiale-
ment, pour toute instane, ave
 !
 (G; I) =
 !
w (G; I), [Bea99℄. Enn, dans le as des arbres,
ou le routage est unique, un algorithme d'approximation produit une solution ave
3
 !
 (G;I)
2
ouleurs, [EJK
+
99℄.
La résolution du problème du routage optique peut tirer prot de l'utilisation de onver-
tisseurs optiques. Ii, nous onsidérons qu'un onvertisseur a une entrée et une sortie. Ainsi,
un même n÷ud du réseau peut ontenir plusieurs onvertisseurs.
Problème 7.1.9 (Plaement de onvertisseurs)
Entrée : Un (multi)graphe G et une instane I de requêtes dans G
Sortie : Une alloation de hemins et de ouleurs aux requêtes (un routage R)
et un plaement C de onvertisseurs, tels que
 !
 (G; I) =
 !
 (G; I; R) =
 !
w (G; I; R; C)
Objetif : Minimiser le nombre de onvertisseurs
Problème de déision assoié 7.1.10 (Plaement de onvertisseurs)
Données : Un graphe G, une instane I et un entier k
Question : Existe-t-il un plaement de k onvertisseurs tel qu'il existe un routage
optique pour (G; I) de
 !
 (G; I) ?
Dans les problèmes 7.1.9 et 7.1.10, un hemin peut reevoir plusieurs longueurs d'onde,
haune orrespondant à une partie de son routage, du fait de l'utilisation de onvertisseurs.
Le problème de déision 7.1.10 est NP-diile, ar il inlut le problème du routage optique
[Wa00, KK99℄. Toutefois, si le nombre de onvertisseurs est susamment grand, alors le
graphe peut être déoupé en petits graphes pour lesquels le problème du routage optique se
résout polynmialement (étoiles,. . .). Le problème onsiste alors à minimiser le nombre de
onvertisseurs néessaires à l'obtention d'un tel résultat. Ce problème demeure tout de même
NP-omplet [Wa00, Tog00℄. De nombreuses études se sont portées sur la minimisation et le
plaement de onvertisseurs, dont [RS98b, SAS96, SAS99, Gar98, RM88, TS99℄.
Une formulation mathématique de es problèmes se fait sous la forme d'un programme
linéaire en nombres entiers exprimant un problème de ot ou de multiot (multi-ommodity
ow) en variables entières. Un problème de ot apparaît lorsque l'instane de ommuniation
ontient une soure et/ou une destination unique, et la résolution d'un tel problème prend un
temps polynmial [FF62℄. Un problème de multiot dénote une instane de ommuniation
à plusieurs soures et plusieurs destinations. La diulté de sa résolution dépend bien sur
de la omplexité du problème, omme nous l'avons vu dans la setion 2.4.3. Il est intéressant
de remarquer qu'un multiot en variables frationnaires se résout en temps polynmial par
rapport à la taille du programme linéaire (nombre de variables et nombre d'équations). De
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e fait, de nombreux algorithmes d'approximation utilisent une relaxation frationnaire de
leurs variables [CFK
+
01b℄. Le leteur pourra se reporter aux ouvrages [FF62, LP86, GGL95,
CCPS98℄ pour de plus amples informations sur la programmation linéaire et les problèmes
de (multi)ots.
7.1.4 Fontions de oûts
Dans ette setion, nous dérivons des fateurs intervenant dans le oût d'un réseau de
ommuniation tout-optique utilisant la tehnologie WDM. Nous nous attahons à montrer
la diulté de la prise en ompte de haque élément dans une fontion de oût du réseau.
Nous indiquons de plus de quelle façon es éléments inuenent le routage d'une instane de
requêtes de ommuniation et don le dimensionnement du réseau.
Coût des n÷uds MIEO
Le oût d'un multiplexeur à insertions/extrations optiques, que nous avons présenté
dans la setion 3.3.4 page 38, dépend de son nombre de ports d'insertions et d'extrations.
Les MIEO ont toujours le même nombre de ports d'insertions et d'extrations. De plus, le
oût d'un MIEO varie par paliers, selon une fontion similaire à elle représentée dans la
gure 7.1, les paliers orrespondant à des nombres de ports (8, 16, 32, 64, . . .). En eet, les
opérateurs ne disposent pas de MIEO de toutes tailles, pour des raisons évidentes de oûts,
de omplexité et d'évolutions possibles du réseau.
8 161
coût
32
nombre de ports
d’un MIEO
Fig. 7.1  Coût par palier d'un MIEO en fontion de son nombre de ports
Notons 
MIEO
(k) le oût d'un MIEO a k ports d'insertions et d'extrations. Ce oût a
une partie xe dépendant du nombre maximum de ports, f(k), telle que 2f(k) > f(2k), et
une partie variable, linéaire, proportionnelle au nombre de ports eetivement utilisés, bk.
De plus, le oût d'un MIEO est borné supérieurement par le oût 
of
de l'ouverture omplète
d'une bre. Généralement, on onsidère que l'ouverture omplète de la bre est néessaire
dès que le rapport entre le nombre de ports d'un MIEO et le nombre maximum de longueurs
d'ondes que peut transporter la bre optique orrespondante est supérieur à
1
4
.
Finalement, nous avons 
MIEO
(k) = min ff(k) + bk; 
of
g, et de plus 2
MIEO
(k) > 
MIEO
(2k).
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Un MIEO est plaé sur une unique bre dans un n÷ud u du réseau. Son nombre de ports
est égal au maximum entre le nombre de requêtes se terminant au n÷ud u en arrivant par
ette bre et le nombre de requêtes ommençant au n÷ud u en empruntant ette bre. La
taille et le oût d'un MIEO dépendent don fortement de l'instane de ommuniation et de
son routage.
Coût de n÷ud
Dans un réseau de ommuniation WDM, nous plaçons à haque extrémité d'une requête
un multiplexeur à insertion/extration életronique (MIE), présenté dans la setion 3.3.5
page 39. Il fait oe de transpondeur (émetteur/réepteur optique) et réalise l'interfae
entre les signaux optique et les signaux életrique.
Comme une requête n'a qu'une seule de es extrémités dans un même n÷ud du réseau,
elle n'utilise que la moitié d'un MIE. L'autre moitié pourra être utilisée par une autre requête,
si le port requis du MIE est libre, 'est-à-dire si le port de réeption est libre alors il pourra
être utilisé par une requête ayant son extrémité dans e n÷ud, et si son port d'émission est
libre, alors il pourra être utilisé par une requête ayant sa soure dans e n÷ud. De plus, ei
peut être eetué indépendamment de la longueur d'onde attribuée à haune des requêtes.
Le oût d'un n÷ud dépend du nombre de MIE qu'il ontient, 'est-à-dire du nombre
de requêtes ayant une extrémité en e n÷ud. Si l'instane de ommuniation est modélisée
par un graphe logique I, alors le oût dû aux MIE dans un n÷ud u est proportionnel à
max fd
 
(u); d
+
(u)g. Notons 
MIE
le oût unitaire d'un MIE. Le oût dû aux MIE dans le
réseau G est
C
MIE
(G) = 
MIE
X
u2V (I)
max

d
 
(u); d
+
(u)
	
 jIj
MIE
Coût de transmission
Nous avons vu dans la setion 3.2.7 page 33, que lorsqu'un signal optique parours une
longue distane dans une bre optique, il onnaît une ertaine atténuation. Si la distane
parourue est importante, le signal peut devenir bruité ou trop faible pour être déteté. Des
ampliateurs sont alors disposés à intervalles réguliers
1
, atuellement tous les 50-100 km.
Appelons L
0
ette distane. Nous avons également préisé dans la setion 3.2.7 qu'un signal
optique ne peut être amplié autant de fois que l'on veut, du fait de l'apparition de bruits.
Ainsi, le signal optique doit être régénéré après la traversée de plusieurs ampliateurs, 'est-
à-dire si la distane parourue est grande, an d'éliminer le bruit. Atuellement les signaux
optiques sont régénérés tous les 700 km ave les systèmes lassiques et tous les 3000 à 5000
km ave l'ampliation Raman. Appelons L
1
ette distane.
Notons L(u; v) la longueur total d'un hemin pour une requête du n÷ud u au n÷ud v
du réseau, C
Amp
le oût d'un ampliateur (pour un signal optique), et C
Reg
le oût d'un
régénérateur. Nous avons :
1
Dans la pratique, la régularité de l'espaement est souvent ompromise par la géographie et la possibilité
de plaer des bâtiments en  pleine nature 
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Amp Amp AmpReg
Tx Rx
L0
L1
L(A,B)
Fig. 7.2  Ré-ampliation et régénération d'un signal optique
 Dans le adre des réseaux urbains, le oût de transmission ne s'applique pas, ou peut
être onsidéré omme onstant. En eet, la distane L(u; v) est susamment faible
pour que l'ampliation des signaux optiques ne soit pas néessaire.
 Dans les réseaux régionaux ou inter-régionaux, les distanes parourues sont généra-
lement onsidérées omme inférieures à 500 km. Ainsi, dans es réseaux, l'utilisation
de régénérateurs n'est pas néessaire et seul le oût d'ampliation intervient dans le
oût de transmission. Ce oût est alors C
Amp

l
L(u;v)
L
0
m
  1

.
 Les réseaux longue distane (européen, interontinentaux, . . .), néessitent l'utilisation
de régénérateurs. Nous ajoutons don au oût de transmission le oût de régénération :
C
Reg

l
L(u;v)
L
1
m
  1

.
Ainsi, le oût de transmission dans un réseau, pour une requête de u vers v, est :
C
Trans
(u; v) =
8
>
>
<
>
>
:
te si L(u; v) < L
0
C
Amp

l
L(u;v)
L
0
m
  1

si L
0
 L(u; v)  L
1
C
Amp

l
L(u;v)
L
0
m
  1

+ C
Reg

l
L(u;v)
L
1
m
  1

si L(u; v) > L
1
Ave une telle formulation, le oût de transmission peut être approximé par une valeur
proportionnelle à la distane optique parourue dans le réseau : C
Trans
(u; v) = L(u; v).
Aussi, il sut de hoisir pour haque ar du réseau un poids proportionnel à sa longueur
pour inlure simplement le oût de transmission dans le hoix du routage.
Réemment, une étude de la perte d'énergie d'un signal optique en fontion du nombre de
n÷uds de routage tout optique traversés et des omposants utilisés dans leur fabriation, a
montré qu'au delà de 5 n÷uds traversés (où la bre est ouverte), le signal doit être régénéré,
et e indépendamment de la distane parourue [Mut01℄. Cependant, dans notre modèle,
nous ne onsidérons pas e fateur.
Coût des onvertisseurs optiques
L'utilisation de onvertisseurs optiques dans un réseau WDM permet de simplier le
routage optique, omme nous l'avons évoqué dans la setion 7.1.3. Le oût des onvertisseurs
est linéaire par rapport à leur nombre. Ainsi, C
CONV
(G) = 
Conv
r, où r est le nombre de
onvertisseurs du réseau. De plus, le oût de onversion est lié au routage optique, qu'il
inuene.
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Disussion
Nous avons présenté diérents éléments intervenant dans le oût des réseaux WDM. Nous
allons maintenant disuter de leur partiipation dans le oût du réseau et de leur inuene
sur son dimensionnement.
Étant donnés un graphe G et une instane de ommuniation I, le oût des n÷uds du
réseau dû aux MIE est xé par l'instane. Il pourra don être onsidéré omme onstant.
Toutefois, il peut arriver que la résolution d'un problème requiert l'introdution de requêtes
supplémentaires, omme nous le verrons par la suite dans ertains problème de protetion.
Dans e as, si I
0
dénote l'ensemble des requêtes ajoutées, alors il faudra herher à minimiser
jI
0
j, pour minimiser le oût des n÷uds.
Le oût des MIEO est diile à exploiter dans les problèmes d'optimisation du fait qu'il
n'est pas linéaire et qu'il est supérieurement borné. Ce oût pourra toutefois être onsidéré
dans les problèmes de groupage de tra [GRS00℄.
Le oût de transmission peut être approximé par une pondération des ars du réseau.
Ainsi, il est faile de le prendre en ompte.
Le oût induit par le nombre de sommets traversés par une requête peut être inlu dans
l'approximation du oût de transmission, en ajoutant une même valeur à tous les ars du
réseau.
Dans es oûts, nous trouvons également le nombre de longueurs d'ondes utilisées dont
la minimisation est un des problèmes les plus étudiés. Dans le adre du dimensionnement
d'un réseau, le nombre de longueurs d'ondes sera plutt onsidéré omme une ontrainte
tehnologique, et une réponse armative au problème de déision 7.1.5 pourra être susante.
Le problème de la harge est relié au nombre de bres optiques à plaer le long d'un
axe du réseau pour garantir la faisabilité du routage de l'instane. Ce oût est généralement
onsidéré omme très important. Nous verrons dans les problèmes de protetion qu'un mau-
vais équilibrage de la harge peut avoir de très graves onséquenes sur le oût d'un réseau
du fait du sur-dimensionnement requis par la protetion. Le problème de la harge est alors
relié au oût dû aux MIE.
Nous pourrions également onsidérer le oût de la mise en plae des bres optiques ou
oût de tranhées, qui orrespond au oût des travaux néessaires pour poser des entaines
voir des milliers de kilomètres de bres optiques entre des villes. Néanmoins, e oût peut
être onsidéré omme une onstante du réseau.
Finalement, une fontion de oût liée à la harge du réseau semble la plus  simple  à
manipuler et la plus pertinente. Le oût de transmission est également simple à manipuler,
mais il ne peut être onsidéré en même temps que la harge, ar il représente un ritère
diérent, et les problèmes d'optimisation multi-ritères sont très diiles à résoudre.
7.2 Protetion de l'instane
La séurisation par protetion des requêtes d'une instane de ommuniation onsiste
à préétablir et à réserver, pour haque requête, des ressoures qui seront utilisées pour re-
router des requêtes aetées par une panne [ACB97, TDDC98, CBG00, ZS00℄. Ces ressoures
pourront être exlusives, 'est-à-dire que haque requête aura ses propres ressoures de pro-
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tetion, ou partagées pour la protetion d'un ensemble restreint de requêtes. Le degré de
partage des ressoures de protetion dépend du niveau de protetion reherhé. D'autre
part, nous onsidérons le as ou une seule panne peut survenir dans le réseau à un instant
donné.
Dans ette setion, nous présentons la tehnique de protetion 1 + 1 qui permet d'éviter
toute interruption de tra, la protetion 1 : 1, autorisant de très faibles temps de séu-
risation, la protetion M : N , opérant un partage de ressoures lorsque les requêtes sont
nombreuses, et enn la protetion par sous-réseaux qui autorise un important partage des
ressoures de protetions.
7.2.1 Protetion 1 + 1 et 1 : 1
Une méthode simple de séurisation par protetion d'un réseau WDM onsiste à établir
pour haque requête deux anaux de ommuniations disjoints ; 'est-à-dire qu'ils orres-
pondent à deux hemins arêtes disjoints dans le graphe simple non-orienté UG assoié au
réseau (le réseau est modélisé par un (multi)graphe orienté G, et le graphe UG est obtenu en
supprimant l'orientation des ars et les arêtes multiples). L'un des deux hemins est utilisé
omme hemin de travail et l'autre omme hemin de protetion.
Cette méthode de protetion se déline sous deux formes : La protetion 1 : 1 (un pour
un) et la protetion 1+1 (un plus un). Dans la protetion 1 : 1, si un anal de ommuniation
est interrompu par une panne, alors le tra est automatiquement basulé sur le anal de
protetion assoié. Comme haque anal de protetion est dédié à un anal de travail, le
temps de basule est faible (50 ms) et don la durée de l'interruption du tra est également
faible. Toutefois, des pertes de données peuvent survenir lors de la panne.
La protetion 1 + 1 est une variante de la protetion 1 : 1 permettant d'éliminer toute
interruption de tra. Pour ela, le tra est dupliqué et envoyé simultanément sur le hemin
de travail et le hemin de protetion. Le destinataire reçoit don deux fois les mêmes données,
éventuellement ave un faible déalage dû à la diérene de longueur entre les deux hemins,
et déide quel anal reevoir. Lors d'une panne, le réepteur pourra être amené à hanger son
anal de réeption, introduisant ainsi une petite de données (si auun buer n'est utilisé),
sans perte de ommuniation.
Les problématiques des protetions 1 + 1 et 1 : 1 sont identiques, et s'expriment formel-
lement de la façon suivante :
Problème 7.2.1 (Protetion 1 + 1, 1 : 1)
Entrée : Un graphe G, une instane I de requêtes dans G
Sortie : Un routage prinipal R et un routage de protetion R
0
tels que le routage
de toute requête i 2 I dans R est disjoint de son routage dans R
0
Objetif : Minimiser la harge du routage R +R
0
Ce problème est onnu pour être NP-omplet, et peut se modéliser omme un multiot
en variables binaires, omme nous le verrons dans la setion 7.2.3.
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Chemin de protection
Chemin de travail
Panne
Fig. 7.3  Protetion 1 + 1, 1 : 1.
7.2.2 Paire de hemins disjoints de poids minimum
Dans le adre de la protetion 1 : 1, nous nous sommes intéressés au problème de trou-
ver, entre deux sommets d'un réseau, deux hemins disjoints dont la somme des oûts soit
minimale.
Problème 7.2.2 (Paire de hemins disjoints de poids minimum)
Entrée : Un graphe orienté G, une fontion de poids ! sur les ars et deux som-
mets s et t
Sortie : Deux hemins disjoints de s à t
Objetif : Minimiser la somme des poids des deux hemins disjoints de s à t
Ce problème est polynmial et pourra être résolu par un algorithme de ot de poids
minimum [GT88, Orl88, CCPS98℄. Toutefois, la résolution de e problème par ette méthode
a une omplexité que nous jugeons trop grande : O(n
2
(m+n log n) logn) [GT88℄ et O(m(m+
n logn) log n) [Orl88℄, le alul de ette omplexité ne prenant pas en onsidération la taille de
l'instane, qui est ii de 2. Par ontre, Suurballe et Tarjan [ST84℄ ont proposé un algorithme
pour résoudre le problème 7.2.2 en temps O(m+ n logn).
Nous avons proposé un algorithme inrémental pour le problème 7.2.2 en O(L(m +
n logn)), où L est le nombre d'ars d'un plus ourt hemin (au sens des poids) dans le
graphe G. Le détails de et algorithme se trouve dans [Cou01℄. Cet algorithme n'améliore
pas l'algorithme de Suurballe et Tarjan. Toutefois, nous avons hoisi de onstruire un al-
gorithme inrémental an de fournir, depuis une soure unique et vers haun des autres
sommets du graphe, deux hemins disjoints dont la somme des poids est minimum. Pour
e deuxième problème, notre algorithme a une omplexité en O(n(m + n logn)), e qui est
équivalent à la omplexité d'un algorithme utilisant l'algorithme de Suurballe et Tarjan pour
résoudre le même problème.
7.2.3 Protetion M : N
Une requête unitaire d'un n÷ud x vers un n÷ud y d'un réseau orrespond à l'établisse-
ment d'un hemin de x à y et à la réservation d'une longueur d'onde sur haun des ars
empruntés. Représentons l'instane I de requêtes par une matrie de taille n  n notée N
où N(x; y) dénote le nombre de requêtes unitaires à établir de x vers y.
Nous avons vu que la protetion 1 : 1 est une méthode simple et automatique pour la
protetion d'une requête. Toutefois, lorsque N(x; y) > 1, il faudra trouver N(x; y) hemins
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de travails et leurs N(x; y) hemins de protetions (un pour haque requête unitaire). Les
ressoures utilisées sont alors très importantes. La protetion M : N , où M est une matrie
de taille n  n telle que pour tout ouple (x; y) M(x; y)  N(x; y), permet de réduire
les ressoures utilisées par la protetion en autorisant le partage de M(x; y) hemins de
protetion par N(x; y) hemins de travail.
Si le volume de la requête entre deux sommets x et y est N(x; y) et que M(x; y) hemins
de protetion peuvent être utilisés, alors il sut de trouver un routage pour N(x; y)+M(x; y)
requêtes untaires, sous la ontrainte que sur haque ar du réseau il n'y a pas plus de M(x; y)
unités de tra.
La matrie de requêtes de protetion M peut être onstruite de plusieurs façons. Tout
d'abord nous pouvons imposer la présene de d'un nombre onstantM
p
hemins de protetion
pour haque requête I(x; y), au risque de disposer pour ertaine requêtes de plus de hemins
de protetion que de hemins de travail (I(x; y)  M
p
). Ensuite, nous pouvons imposer
l'utilisation de k hemins disjoints, haun orrespondant à
N(x;y)
k 1
requêtes unitaires. Le
réseau doit alors être au moins k-onnexe. Enn, nous pouvons hoisir d'utiliser le plus de
hemins possibles, orrespondant alors à la oupe minimale du graphe entre les sommets x et
y (arête-onnexité entre x et y). Dans tout es as, onstruire le matrie M prend un temps
polynmial.
Modèle mathématique
Étant donnés un graphe orienté G = (V;A) muni d'une fontion  de apaité des ars,
une instane I de requêtes surt G représentée par la matrie N et une instane I
0
de requêtes
de protetion représentées par la matrie M , le problème de la protetion M : N se modélise
de la façon suivante :
 Variables
 f(x; y; i; j) fration entière du ot N(x; y) +M(x; y) sur l'ar (i; j)
 Contraintes
 Distribution du ot sur les ars : 8(i; j) 2 A; 8x; y 2 V; f(x; y; i; j) M(x; y)
 Initialisation du ot :

P
i2 
+
(x)
f(x; y; x; i) = N(x; y) +M(x; y)
P
i2 
 
(x)
f(x; y; i; x) = 0
 Absorption du ot :

P
i2 
+
(y)
f(x; y; y; i) = 0
P
i2 
 
(y)
f(x; y; i; y) = N(x; y) +M(x; y)
 Conservation du ot : 8i 2 V   fx; yg;
P
j2 
 
(i)
f(x; y; j; i) =
P
j2 
+
(i)
f(x; y; i; j)
 Capaité de l'ar (i; j) :
P
(x;y)2I
f(x; y; i; j)  (i; j)
 Objetif
 Minimiser la harge du réseau
Il est possible de forer le routage à suivre exatement
N(x;y)+M(x;y)
M(x;y)
hemins disjoints,
haun orrespondant àM(x; y) requêtes de travail ou de protetion. Pour ela, nous utilisons
la variable binaire b(x; y; i; j), indiquant l'utilisation ou non de l'ar (i; j) pour le otN(x; y)+
M(x; y). Les ontraintes deviennent :
 Distribution du ot sur les ars : 8(i; j) 2 A; 8x; y 2 V; b(x; y; i; j)  1
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 Initialisation du ot :

P
i2 
+
(x)
M(x; y)b(x; y; x; i) = N(x; y) +M(x; y)
P
i2 
 
(x)
b(x; y; i; x) = 0
 Absorption du ot :

P
i2 
+
(y)
b(x; y; y; i) = 0
P
i2 
 
(y)
M(x; y)b(x; y; i; y) = N(x; y) +M(x; y)
 Conservation du ot : 8i 2 V   fx; yg;
P
j2 
 
(i)
b(x; y; j; i) =
P
j2 
+
(i)
b(x; y; i; j)
 Capaité de l'ar (i; j) :
P
(x;y)2I
M(x; y)b(x; y; i; j)  (i; j)
Le problème de la protetion 1+1 ou 1 : 1 se résout à partir de ette deuxième formulation
de la protetion M : N , en posant N =M et N(x; y) = 1 pour tout ouple (x; y).
Dans les problèmes de la protetion 1 + 1, 1 : 1 et M : N , il est possible de résoudre le
problème de l'alloation de longueurs d'onde en même temps que le problème de la harge.
Toutefois ela rendra la résolution du problème enore plus diile.
7.2.4 Par sous-réseaux, par yles
Nous avons vu ave la protetion M : N une méthode de protetion permettant à un
ensemble de requêtes de partager leurs ressoures de protetion. La protetion par sous-
réseaux est une autre façon de réaliser un partage des ressoures de protetion.
Étant donnés un graphe G et une instane I de requêtes sur G (modélisée par un
(multi)graphe également noté I), la protetion par sous-réseaux onsiste à partitionner les
requêtes en sous-graphes I
k
(K
k
, C
k
, . . .), haun admettant un routage disjoint dans G, qui
sont ensuite protégés indépendamment les uns des autres.
Dans la pratique, la protetion par sous-réseaux se résume à la protetion par yles, en
référene aux Self Healing Ring (SHR) des boules SONET/SDH [GLS98℄. Dans l'exemple
de la gure 7.4, les requêtes (A;C), (C;E), (E;H) et (H;A) forment un yle. Ce yle est
protégé par un deuxième yle, irulant dans le sens ontraire. Si un lien de ommuniation
du réseau est défaillant, par exemple le lien (F;G), alors soit l'ar (F;G) est remplaé par le
hemin de F à G sur le iruit de protetion, soit le hemin de E à H est basulé et remplaé
par le hemin de E à H sur le iruit de protetion.
Il est parfois impossible de former un yle à partir d'un ensemble de requêtes. Dans e
as, on peut être amené à ajouter des  requêtes virtuelles . Par exemple, supposons que la
requête (H;A) n'existe pas. Alors, nous ajouterons une requête virtuelle pour ompléter le
yle.
Le problème de la protetion par yles se formalise alors de la façon suivante :
Problème 7.2.3 (protetion par yles)
Entrée : Un graphe G, une instane de requêtes I sur G
Sortie : Un routage de I, un reouvrement des arêtes de I par des yles et une
instane I
0
de requêtes  virtuelles  ajoutées pour ompléter les yles
Objetif : Minimiser la harge
Ce problème est onnu pour être en général NP-diile, en partiulier si l'objetif est de
minimiser jIj + jI
0
j [EMZ00℄. Le problème 7.2.3 utilise un routage symétrique de requêtes
orientées symétriques. En eet, la protetion d'un yle orienté se fait à l'aide d'un deuxième
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A B C
D
F
G
H
I
E
Fig. 7.4  Exemple de protetion par sous-réseaux
yle, orienté en sens inverse. Ainsi, en routant symétriquement des requêtes orientées sy-
métriques, nous réservons les ressoures de protetion. Nous pourrons par exemple ajouter
pour haque requête I(x; y), la requête symétrique I(y; x).
Nous utiliserons ette remarque dans la setion 7.4, ou nous donnerons une solution
optimale pour le problème de la protetion par yles dans le as où le graphe G est un yle
(non-orienté ou orienté symétrique), les requêtes l'instane all-to-all (K
n
ou K
+
n
) et où l'on
herhe à minimiser le nombre de yles [BCCT01b℄. Notons que lorsque G est un yle,
minimiser le nombre de yles de protetion revient à minimiser la harge.
La résolution du problème 7.2.3 étant très diile, des heuristiques ont été proposées
[EMZ00, EHS00, HO01℄. Elles onsistent à hoisir un routage R de I, puis à partitionner
les requêtes en yles, en minimisant, par exemple, le nombre de requêtes  virtuelles 
néessaires à la omplétion des yles. Le problème du partitionnement des requêtes en yles
est en général NP-diile, même si la taille des yles est bornée [Tho97℄. Pour ontourner
ette diulté, le hoix est fait d'énumérer tous les yles de longueur inférieure à k, puis
de hoisir un ensemble de yles de oût minimum (par exemple minimisant le nombre de
requêtes virtuelles), ouvrant l'ensemble des requêtes. Un algorithme d'approximation de
fateur d'approximation inférieur à 2 (et
4
3
si k = 3) se déduit d'un résultat de ouverture
partielle proposé dans [GKS01℄.
7.3 Protetion du réseau
Dans les réseaux de ommuniation optique utilisant la tehnologie WDM, la défaillane
d'une bre optique s'aompagne généralement de la défaillane de l'ensemble du faiseau de
bres empruntant la même arête du réseau (bulldozer). Dans une telle situation, il est intéres-
sant de herher une méthode de protetion globale pour l'ensemble des hemins empruntant
ette arête.
Nous présentons ii plusieurs stratégies permettant la mise en ÷uvre de la protetion du
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réseau, dont ertaines permettent de protéger le réseau indépendamment de l'instane de
ommuniation. Nous supposerons toujours que le routage de l'instane de ommuniation
est une donnée des problèmes.
7.3.1 Re-routage global
Le re-routage global onsiste à établir une table de routage de l'instane I spéique à
haune des pannes possibles du réseau.
Re-routage global(G;UG; I; R(I))
pour tout e = fx; yg 2 E(UG) faire
G
0
 Gn f(x; y) ; (y; x)g
Router I dans G
0
, en minimisant la harge
Le problème du routage étant NP-omplet, e problème est NP-omplet.
Cette tehnique de protetion permet de minimiser la apaité des ars du réseau. Tou-
tefois, elle présente de sérieux inonvénients. Tout d'abord, les n÷uds du réseaux doivent
ontenir de nombreuses tables de routages (une par arête du réseau). De plus, les n÷uds
doivent être entièrement reongurable ar le nouveau routage peut être très diérent du
routage initial. Enn, toutes les ommuniations du réseau sont interrompues pendant la
phase de reonguration e qui peut entraîner d'une part des pertes de données, et d'autre
part une insatisfation des utilisateurs.
7.3.2 Re-routage de bout-en-bout
Le re-routage de bout-en-bout onsiste à prédéterminer, pour haque arête e de UG, un
nouveau routage pour toutes les requêtes aetées par la défaillane de ette arête. L'algo-
rithme suivant dérit ette méthode :
Protetion de bout-en-bout(G;UG; I; R(I))
pour tout e = fx; yg 2 E(UG) faire
X  fi 2 I j (x; y) 2 R(i)g [ fi 2 I j (y; x) 2 R(i)g
Libérer les ressoures utilisées par le routage des requêtes de X dans G
G
0
 Gn f(x; y) ; (y; x)g
Router X dans G
0
en minimisant la harge
La harge d'une arête étant une entrée du problème, le théorème 2.4.12 page 22 nous dit
que e problème est NP-omplet. Toutefois, en pratique, la taille de l'instane X peut être
onsidérée omme bornée par la apaité de l'arête. Alors, omme le graphe G est orienté
symétrique, le théorème 2.4.13 s'applique. Le problème du re-routage de bout-en-bout est
don polynmial si la taille de l'instane X est bornée.
Cette tehnique de protetion permet de n'interrompre qu'une partie du tra présent
dans le réseau durant la phase de reonguration. Toutefois, de même que le re-routage global,
ette stratégie impose l'utilisation de routeurs omplexes, utilisant de nombreuses tables de
routages. De e fait, la protetion par re-routage de bout-en-bout est souvent onsidérée
omme une tehnique de restauration de tra où le re-routage est alulé dynamiquement,
en fontion des ressoures disponibles dans le réseau au moment de la panne.
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7.3.3 Re-routage autour de la panne
Cette stratégie onsiste à préétablir, pour haque ar du réseau, un ensemble de hemin de
remplaements qui seront substitués à l'ar défaillant, dans haun des hemins l'empruntant.
Ainsi, lorsqu'une arête fx; yg du réseau est défaillante, les routeurs situés aux n÷uds x et y
basuleront le tra, en transit sur l'arête fx; yg, sur les hemins de substitution préétablis.
De plus, les ressoures allouées à la protetion d'un ar sont partagées ave les ressoures
allouées à la protetion des autres ars.
Problème 7.3.1 (Re-routage autour de la panne)
Entrée : Un graphe orienté G, une instane I de requêtes sur G et un routage R
des requêtes de I sur G
Sortie : 8a 2 A(G); 8i 2 I; a 2 R(i), un routage de substitution RS(a; i)
Objetif : Minimiser :
(1) la apaité maximale allouée sur haque ar à la protetion
ou (2) la somme des apaités allouées à la protetion
Dans e problème, minimiser la apaité maximale allouée sur haque ar à la protetion
revient à répartir quasi-uniformément sur le réseau, la apaité utilisée sur haque ar pour
la protetion. A l'inverse, minimiser la somme des apaités aura tendane à maximiser le
partage des ressoures de protetion, 'est-à-dire la réutilisation de mêmes ressoures.
Exemple
Soit G = K
+
6
, et soient une instane I de requêtes sur G et son routage R sur G tel que
8a 2 A(G);
 !
 (G; I; R; a) = 4.
Pour tout ouple de sommets x et y de K
+
6
, il existe exatement 4 hemins disjoints de
longueur 2 de x à y,

(x; i; y) j i 2 A(K
+
6
)n fx; yg
	
. Don, pour toute ar (x; y), il existe un
routage de substitution de x à y de harge 1, obtenu en aheminant une unité de ot sur
haun des hemins de longueur 2. La somme des apaités allouées à la protetion sera alors
de 30. En eet, depuis un sommet x, trouver 4 hemins disjoints de longueur 2 vers haun
des 5 autres sommets fore à utiliser tous les ars du réseau, sauf les ars de la forme (i; x),
et nous devons faire de même depuis haun des sommets.
Si nous herhons maintenant à minimiser la somme des apaités, alors il existe au
moins une solution dont la somme est égale à 24. Pour l'obtenir, il sut d'utiliser unique-
ment les ars des iruits (0; 1; 2; 3; 4; 5; 0) et (0; 5; 4; 3; 2; 1; 0) pour onstruire le routage de
substitution. Dans e as, la apaité maximale d'un ar sera de 4.
Cette exemple nous montre bien la diérene entre les deux fontions de oûts proposées
dans le problème 7.3.1.
Modèle mathématique
 Variables
 f(x; y; i; j) fration entière du ot
 !
 (G; I; R; (x; y)) sur l'ar (i; j)
 Contraintes
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 Initialisation des ots :
8(x; y) 2 A(G);
(
P
i2 
+
G
(x)nfyg
f(x; y; x; i) =
 !
 (G; I; R; a)
P
i2 
 
G
(x)
f(x; y; i; x) = 0
 Absorption des ots :
8(x; y) 2 A(G);
(
P
i2 
 
G
(y)nfxg
f(x; y; i; y) =
 !
 (G; I; R; a)
P
i2 
+
G
(y)
f(x; y; y; i) = 0
 Conservation du ot :
8 (x; y) 2 A(G); 8i 2 V Gn fx; yg ;
P
j2 
 
G
(i)
f(x; y; j; i) =
P
j2 
+
g
(i)
f(x; y; i; j)
 Distribution des ots sur les ars :
8(x; y) 2 A(G); 8(i; j) 2 A(G)n f(x; y) ; (y; x)g ; f(x; y; i; j)  t(i; j)
 Objetif
 Minimiser (1) la apaité maximale : 8 (i; j) ; t(i; j)   ; Minimiser 
ou (2) la somme des apaités : Minimiser
P
(i;j)2A(G)
t(i; j)
Complexité
Proposition 7.3.2 Minimiser la apaité maximale allouée sur haque ar du réseau à la
protetion, dans le problème 7.3.1, prend un temps polynmial.
Preuve : Lorsque l'on herhe à minimiser la apaité maximale, le problème de déision
assoié au problème 7.3.1 est : étant donné une apaité , existe-t-il une solution au problème
7.3.1, telle que 8 (i; j) ; t(i; j)   ?
Lorsque la apaité maximale d'un ar du réseau est uniforme et xée à , le problème
7.3.1 revient à résoudrem problèmes de ots indépendants dans le graphe G. Or, un problème
de ot entier se résout en temps polynmial [FF62℄, don résoudre le problème de déision
assoié au problème 7.3.1 se fait en temps polynmial.
Aussi, minimiser la apaité maximale allouée à la protetion sur haque ar du réseau
prend un temps polynmial, dans le problème 7.3.1.
La omplexité du problème 7.3.1 lorsque l'objetif est de minimiser la somme des apaités
allouées à la protetion n'a pas enore été déterminée.
Proposition 7.3.3 Soit S, la somme des apaités allouées à la protetion dans le problème
7.3.1. Si le graphe UG ontient un iruit hamiltonien, alors
2n min
a2A(G)
 !
 (G; I; R; a)  S  2n max
a2A(G)
 !
 (G; I; R; a)
Preuve : Soit C
n
un iruit orienté symétrique hamiltonien. Alors, toute paire d'ars symé-
triques peut être substituée par une portion de C
n
n'empruntant pas es deux ars. De plus,
la apaité du iruit doit être égale à la harge maximale d'un ar, max
a2A(G)
 !
 (G; I; R; a).
Comme C
n
ontient 2n ars, nous avons S  2nmax
a2A(G)
 !
 (G; I; R; a). De la même façon
nous obtenons la borne inférieure.
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7.3.4 Protetion par faes
La protetion par faes est une solution intermédiaire entre la protetion par re-routage
autour de la panne et la protetion par sous-réseaux. Elle permet de limiter le partage des
ressoures de protetion.
Cette méthode onsiste à partitionner les ars du graphe G, en  petits  iruits orientés
 !
C
l
, haun orrespondant à une fae du graphe. Ensuite, la protetion des ars formant e
iruit sera assurée par un iruit symétrique (irulant en sens inverse dans le graphe), dont
la apaité est donnée par la harge maximum des ars de
 !
C
l
. Lorsqu'un ar est sujet à une
panne il est substitué par la portion orrespondante du iruit de protetion.
Il peut arriver que la partition en iruit des ars de G soit redondante, 'est-à-dire
qu'un même ar appartienne à plusieurs iruits. Dans e as, il est possible de partager les
ressoures de protetion ommunes à plusieurs faes. Toutefois, il faudra garantir que deux
ars symétriques appartiennent toujours à deux iruits disjoints.
Problème 7.3.4 (Protetion par faes)
Entrée : Un graphe G, une instane I de requêtes sur G et un routage R de I
Sortie : Une partition des ars de G en iruits orientés
Objetif : Minimiser la longueur maximale de haque iruit de protetion
En limitant la longueur de haque iruits de protetions, l'allongement du hemin optique
en as de panne est limité.
Ce problème est en général NP-omplet [SG76℄. Toutefois, la protetion par faes s'ap-
plique généralement aux réseaux planaires tels que les arbres d'anneaux, sur lesquels les
iruits de protetion sont induits.
Les arbres d'anneaux [BPT99℄ représentent une topologie appréiée de réseaux de om-
muniations. En eet, un arbre d'anneaux est une struture réursive simple, omme le
montre la gure 7.5. Sur un tel réseau, haque yle le omposant représente 2 faes dont la
apaité est donnée par le routage.
A
B
panne
C D
E
F
Fig. 7.5  Arbre d'anneaux ave une panne.
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Les protetions par fae et par re-routage autour de la panne peuvent être utilisées pour
protéger un réseau indépendamment de l'instane de ommuniation. En eet, supposons
que la harge maximale d'un ar du réseau soit bornée par , alors une solution à haun de
es problèmes, pour une harge donnée des ars, sera valable pour toute instane I de re-
quêtes sur G dont le routage sur G est de harge
 !
 (G; I; R)  . Ces méthodes de protetion
pourront don être utilisées lorsque l'instane de ommuniation est variable. Par exemple,
les besoins des utilisateurs variant au ours d'une même journée et selon le jour de la se-
maine, l'instane de ommuniation et son routage pourront être modiés an de garantir
une meilleure utilisation des ressoures du réseau. D'autre part, les opérateurs hoisissent gé-
néralement de surdimensionner un réseau par rapport aux besoins présents, an d'antiiper
les besoins futurs. Dans es deux as, un réseau auto-protégé pourra être appréié.
7.4 Instane all-to-all sur le yle
Nous onsidérons ii le as partiulier de la protetion par sous-réseaux, où le réseau
physique G est un yle, l'ensemble de requêtes I est l'instane de ommuniation all-to-all
et les sous-réseaux I
k
sont des yles. Les requêtes partageant un même sous-réseau utilisent
les mêmes ressoures de protetion.
Modèlisation
L'instane de ommuniation all-to-all est modélisée par le graphe omplet K
n
(ou K

n
)
et le réseau physique par le graphe G = C
n
(ou le yle orienté symétrique). Un n÷ud du
graphe physique orrespond à un sommet du graphe logique, et une arête (ar) du graphe
logique orrespond à un hemin du graphe physique.
Nous allons herher à répartir les arêtes de I = K
n
dans des sous-graphes I
k
= C
k
, de
telle façon que les sous graphes I
k
admettent un routage disjoint dans le graphe G = C
n
.
L'un des objetifs de la protetion par sous-réseaux étant de réduire le oût du réseau,
nous allons herher à minimiser le nombre des I
k
.
Nous illustrons notre problème ave l'exemple de la gure 7.6, où G = C
4
et I = K
4
. Une
première solution onsiste à utiliser les deux C
4
(1; 2; 3; 4; 1) et (1; 3; 4; 2; 1), omme illustré
par la gure 7.6.(), mais il n'existe pas de routage arête disjoint pour le yle (1; 3; 4; 2; 1).
Une deuxième solution, représentée sur la gure 7.6.(d), onsiste à utiliser le C
4
(1; 2; 3; 4; 1)
et les deux C
3
(1; 2; 4; 1) et (1; 3; 4; 1). Cette solution satisfait la ontrainte de routage disjoint
sur G.
DRC-ouverture
Le reouvrement des arêtes d'un graphe I par des sous-graphes I
k
, d'un ertain type
(K
i
, C
i
, . . .) onsiste à répartir les arêtes de I dans des sous graphes I
k
de telle façon que
haque arête de I appartienne à au moins un I
k
. Cette notion est diérente de elle de la
partition des arêtes où haque arête de I doit appartenir à exatement un I
k
. L'objetif d'un
reouvrement des arêtes est bien sûr de minimiser le nombre de sous-graphes.
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1 2
4 3
1 2
4 3
a) Graphe physique, C
4
b) Graphe logique, K
4
1 2
4 3
1 2
4 3
Cyle logique Plongement
) Couverture par 2 C
4
1 2
4 3
1 2
4 3
Cyles logiques Plongement
d) Couverture par 1 C
4
et 2 C
3
Fig. 7.6  Exemple de ouverture par des yles.
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Nous ajoutons une ontrainte au problème de reouvrement des arêtes, en imposant que
haque arête de I soit assoiée à un hemin dans un graphe G, ave V (I)  V (G), tel que
les hemins assoiés aux arêtes onstituant un I
k
soient sommets disjoints (exepté à leurs
extrémités). La ontrainte ajoutée est appelée ontrainte de routage disjoint et notée
DRC, et nous parlerons deDRC-ouverture d'un graphe I par rapport à un graphe G pour
exprimer le reouvrement des arêtes de I par des sous-graphes I
k
satisfaisant la ontrainte
de routage disjoint sur G. Ce problème se formalise de la façon suivante :
Problème 7.4.1 (DRC-ouverture)
Entrée : Un graphe ible G et un graphe logique I, tels que V (I)  V (G)
Sortie : Un reouvrement des arêtes de I par des sous-graphes I
k
, d'un ertain
type, telle que haque arête de I soit assoiée à un hemin dans G et tel
que les arêtes de haun des I
k
aient un routage sommets disjoint dans
G
Objetif : Minimiser le nombre des I
k
Problème de déision assoié 7.4.2 (DRCouverture)
Données : Un graphe ible G, un graphe logique I et un entier l
Question : Existe-t-il une DRC-ouverture de I par rapport à G utilisant moins de
l sous-graphes I
k
?
Remarquons que la DRC-ouverture n'existe pas toujours. En eet, supposons que le
graphe G soit le yle C
3
= (0; 1; 2; 0) et que E(I) = ff0; 1g ; f1; 2gg. Si les I
k
sont des C
3
,
alors la ouverture ne peut être onstruite. Dans e as, nous pourrons ajouter au graphe I
les arêtes d'un graphe I
0
permettant l'existene de la ouverture. Alors, il faudra minimiser
non seulement le nombre des sous-graphes I
k
, mais aussi le nombre d'arêtes ontenues dans
le graphe I
0
. Cette remarque motive l'utilisation d'un reouvrement et non d'une partition.
En eet, dans le reouvrement, des arêtes du graphe I peuvent être ouvertes plusieurs fois,
e qui est bien équivalant à ajouter des arêtes au graphe I pour en onstruire une partition.
Dans la suite, sauf indiation expliite, nous onsidérerons que le graphe I est tel qu'il
existe une DRC-ouverture.
Le problème de la DRC-ouverture est NP-diile, même si le graphe G est un yle. En
eet, si le graphe G est un yle et si de plus les sous-graphes I
k
sont des yles, alors nous
pouvons faire une analogie ave le problème du routage optique en assoiant une ouleur à
haque yle et, inversement, en onstruisant un yle à partir des requêtes ayant la même
ouleur. Or, le problème du routage optique est NP-diile sur le yle [EJ96℄.
De nombreuses études traitent du problème de la ouverture des arêtes de K
n
par des
graphes omplets K
k
, k  n. Ce problème est onnu sous le nom de overing design pro-
blem [MM92, DS92, Sti96℄. De plus, le problème de trouver une ouverture parfaite des
arêtes de K
n
(haque arête est ouverte exatement une fois) est équivalent au problème
de partitionnement des arêtes qui est ainsi relié à l'existene d'une (n; k; 1)G-onguration
[Hei96, LR92℄.
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G-onguration
Notons K
n
(K

n
) le multigraphe omplet à n sommets où deux sommets quelonques
sont joints par  arêtes (ars).
Dénition 7.4.3 Soit G un graphe simple à k sommets. Une (n; k; )G-onguration
onsiste en une partition des arêtes (ars) de K
n
(K

n
) en sous graphes partiels isomorphes
à G. Une (n; k; )G-onguration est équilibrée si haque sommet appartient au même
nombre de sous graphes partiels.
Cette dénition a été introduite pour les graphesG simples [HR72℄ sous le nom de balaned
G-onguration. Le leteur est invité à onsulter la thèse de Bermond [Ber75℄ ainsi que [BS75,
CD96, Hei96, LR92℄ pour obtenir de plus amples informations sur les G-ongurations.
7.4.1 Résultats onnexes
Du fait de la ontrainte de routage disjoint, notre problème de ouverture n'a pas d'équi-
valent sous ette forme dans la littérature. En revanhe, si nous ne onsidérons pas ette
ontrainte, des résultats existent pour la ouverture par des yles des arêtes de K
n
, et des
ars de K

n
[MM92, SR82, Hei96, LR92, BS77, BHS78, Ber75℄. Les quatre résultats suivants
déterminent le nombre de yles néessaires à ette ouverture, pour des yles de longueur
3 et pour des yles de longueur 4.
Théorème 7.4.4 ([MM92, SR82℄) Le nombre minimum de yles de longueur 3 nées-
saires à la ouverture des arêtes de K
n
est

n
3

n  1
2

Théorème 7.4.5 ([Ber75℄) Le nombre minimum de yles de longueur 4 néessaire à la
ouverture des arêtes de K
n
est

n
4

n  1
2

+ (n) ave (n) =

1 si n  3 mod 8
0 sinon.
Théorème 7.4.6 ([Ber75℄) Le nombre minimum de
 !
C
3
néessaire à la ouverture des ars
de K

n
est
8
<
:
12 si n = 6;
n(n 1)
3
si n  0 ou 1 mod 3;
n(n 1)+4
3
si n  2 mod 3:
Théorème 7.4.7 ([Ber75℄) Le nombre minimum de
 !
C
4
néessaire à la ouverture des ars
de K

n
est, pour n > 4,

n(n  1)
4

7.4. INSTANCE ALL-TO-ALL SUR LE CYCLE 147
Le problème du routage optique (problème 7.1.4 page 127) est très prohe de notre
problème.
Proposition 7.4.8 Si G =
 !
C
n
et I = K

n
, alors résoudre le problème du routage optique
est équivalant à résoudre le problème de la DRC-ouverture.
Preuve : Nous pouvons assoier une ouleur à haque yle de la ouverture et, inverse-
ment, nous pouvons onstruire un yle de la DRC-ouverture à partir des requêtes ayant
la même ouleur. De plus, deux requêtes empruntant un même lien du réseau auront des
longueurs d'ondes diérentes du fait de la ontrainte de routage disjoint sur les yles de
la ouverture. Alors, minimiser le nombre de yles de la ouverture revient à minimiser le
nombre de longueurs d'ondes du routage optique.
Dans le as orienté, une oloration minimum a été donnée dans [Wil96℄, ave
 !
w (
 !
C
n
; K

n
) =
l
1
2
j
n
2
4
km
. Toutefois, les hemins ayant la même ouleur ne sont pas sommets disjoints, et
de plus, les yles engendrés par la oloration de Wilfong peuvent être grands (ontenant
jusqu'à n requêtes). Un de nos résultats implique une oloration minimum, en imposant de
plus l'utilisation de petits yles.
Dans le as non-orienté, G = C
n
, le problème de la DRC-ouverture de K
n
est également
similaire au problème du routage optique ; en eet, omme dans C
n
un hemin arête disjoint
est également sommet disjoint, nous pouvons assoier une ouleur à haque yle de la
ouverture et, inversement, nous pouvons onstruire un yle de la DRC-ouverture à partir
des requêtes ayant la même ouleur. Une solution au problème du routage optique est donnée
dans [BGP
+
00℄. Toutefois, ette solution n'est pas orrete pour n pair et, à nouveau, les
sous-réseaux orrespondant à une ouleur donnée ne sont pas de petits yles.
7.4.2 Nouveaux résultats
Nous résumons ii les résultats que nous avons obtenus [BCCT00, BCCT01a, BCCT01b,
BCY℄ sur e problème, avant d'en donner les preuves. Remarquons que nous herhons à
utiliser de petits yles.
Notons (n) le nombre minimum de yles néessaires à la DRC-ouverture de K
n
et
notons 
k
(n) le nombre minimum de yles de longueur k néessaires à la DRC-ouverture
de K
n
. Nous démontrons les résultats suivants, où #C
k
dénote le nombre de C
k
utilisés dans
la DRC-ouverture, ave (n) = #C
3
+#C
4
:
n (n) = #C
3
+ #C
4

4
(n)
2p+ 1
p(p+1)
2
= p +
p(p 1)
2
p(p+1)
2
+ 1
4q q  2 2q
2
+ 1 = 4 + 2q
2
  3 2q
2
+ 1
4q + 2 q  1 2q
2
+ 2q + 1 = 2 + 2q
2
+ 2q   1 2q
2
+ 2q + 2
Notons maintenant 

(n) le nombre minimum de yles orientés (sans distintion d'orien-
tation) néessaires à la DRC-ouverture de K

n
et notons 

k
(n) le nombre minimum de
148 CHAPITRE 7. PROTECTION DANS LES RÉSEAUX WDM
yles orientés de longueur k néessaires à la DRC-ouverture de K

n
. Nous démontrons les
résultats suivants, où #
 !
C
k
dénote le nombre de
 !
C
k
utilisés dans la DRC-ouverture, ave


(n) = #
 !
C
3
+#
 !
C
4
:
n 

(n) = #
 !
C
3
+ #
 !
C
4


4
(n)
2p+ 1 p
2
+ p = 2p + p
2
  p p
2
+ p+ 2 p  3
2p p
2
= 2p + p
2
  2p p
2
+ 2 p  4
Nous allons donner la preuve de es résultats, en ommençant par montrer les bornes
inférieures de (n) et 
4
(n). Ensuite, nous donnerons les onstrutions qui atteignent es
bornes. Enn, nous étendrons es résultats au as orienté.
7.4.3 Bornes inférieures
Proposition 7.4.9 ([BCCT01b℄) (2p+ 1) 
p(p+1)
2
ave p  1, et (2p) 
p
2
+1
2
, p  2.
Preuve : Soit C
j
, 1  j  (n), un yle de la DRC-ouverture de K
n
(remarquons que
les yles ne doivent pas néessairement avoir la même longueur). La ontrainte de routage
disjoint implique que ses sommets sont ordonnés yliquement modulo n. Alors, C
j
peut
s'érire (a
j
1
; a
j
2
; : : : ; a
j
k
j
; a
j
1
), ave 0  a
j
1
 a
j
2
     a
j
k
j
 n  1.
Soient Æ
j
i
= a
j
i+1
  a
j
i
, 1  i  k
j
  1, et Æ
j
k
j
= n + a
j
1
  a
j
k
j
. La ontrainte de routage
disjoint implique
P
i
Æ
j
i
= n.
Étant donné une arête fx; yg de K
n
, x < y, nous appelons diérene de l'arête fx; yg la
valeur y  x, si y  x  n=2, et x+ n  y sinon (ei orrespond à la longueur du hemin de
x à y dans C
n
).
Cas impair, n = 2p+ 1
La ouverture doit ontenir n arêtes de diérene d pour tout d, 1  d  p. Chaque diérene
orrespond à un Æ
j
i
, ave Æ
j
i
= d ou n   d. Nous avons alors,
P
i;j
Æ
j
i

P
p
d=1
nd = n
p(p+1)
2
.
Or,
P
i
Æ
j
i
= n. Don, si la ouverture ontient (n) yles, nous avons n(n)  n
p(p+1)
2
et
nalement, (n) 
p(p+1)
2
.
Cas pair, n = 2p
La ouverture doit ontenir n arêtes de diérene d, 1  d  p   1, et
n
2
= p arêtes de
diérene p (sommets opposés dans C
n
). De plus, omme le degré des sommets de K
n
est
impair (égal à n 1) et que le degré des sommets du yle C
n
est pair (égal à 2), la ouverture
deK
n
doit ontenir des des arêtes supplémentaires (une arête adjaente à haun des sommets
est ouverture au moins deux fois). Alors, nous avons au moins
n
2
arêtes supplémentaires, de
diérene au moins 1, dans la ouverture. Ainsi,
P
i;j
Æ
j
i

 
P
p 1
d=1
nd

+pp+p = p(p
2
+1) et si
la ouverture ontient (n) yles, nous obtenons n(n) = 2p(n)  p(p
2
+ 1) et nalement,
(n) 
p
2
+1
2
.
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La proposition 7.4.9 nous montre que, dans le as pair omme dans le as impair, la
longueur des yles utilisés pour onstruire la DRC-ouverture de K
n
ne hange pas la borne
inférieure de (n). Toutefois, le théorème 7.4.4 nous dit que la seule utilisation de yles
de longueur 3 ne permet pas d'atteindre l'optimal. Nous allons montrer par la suite qu'une
solution optimale peut-être obtenue en utilisant simultanément des yles de longueurs 3 et
4.
Proposition 7.4.10 
4
(2p+1) 
p(p+1)
2
+1 ave p  2, et 
4
(4q)  2q
2
+1 et 
4
(4q+2) 
2q
2
+ 2q + 2, ave q  1.
Preuve : Cette preuve est similaire à elle de la proposition 7.4.9.
Cas impair, n = 2p+ 1
Nous savons par la proposition 7.4.9 que 
4
(2p+1)  (2p+1) =
p(p+1)
2
. Si il y avait égalité,
alors, omme 4
p(p+1)
2
=
2p(2p+1)
2
+ p, p arêtes supplémentaires seraient utilisées (la ouverture
n'est pas une déomposition). Alors,
P
i;j
Æ
j
i
 (2p+1)
p(p+1)
2
+p, ar la somme des diérene
des p arêtes supplémentaires est au moins p. Ainsi, (2p + 1)
4
(2p + 1)  (2p + 1)
p(p+1)
2
+ p
e qui implique que 
4
(2p+ 1) 
p(p+1)
2
+ 1.
Cas pair, n = 4q
La borne est elle de la proposition 7.4.9.
Cas pair, n = 4q + 2
La proposition 7.4.9 nous donne 
4
(4q + 2)  (4q + 2) = 2q
2
+ 2q + 1. Si 
4
(4q + 2) =
2q
2
+2q+1, alors, omme 4(2q
2
+2q+1) =
(4q+2)(4q+1)
2
+2q+3, 2q+3 arêtes supplémentaires
sont utilisées, et don
P
i;j
Æ
j
i
 (2q+1)
3
+2q+3, et (4q+2)
4
(4q+2)  (2q+1)
3
+2q+3,
e qui implique que 
4
(4q + 2)  2q
2
+ 2q + 1 +
2
4q+2
> 2q
2
+ 2q + 1.
7.4.4 Constrution de la DRC-ouverture
Théorème 7.4.11 ([BCCT01b℄) Si n = 2p + 1, alors (n) =
n
2
 1
8
=
p(p+1)
2
. De plus, la
DRC-ouverture de K
2p+1
est onstituée de p C
3
et
p(p 1)
2
C
4
.
Preuve : (par indution sur p)
K
3
est ouvert par un C
3
, don le théorème est vrai pour p = 1.
Supposons maintenant que le théorème est vrai pour K
2p+1
et montrons qu'il est vrai
pour n = 2p+ 3. Pour ela, notons et rangeons les sommets de K
2p+3
de la façon suivante :
A; 0; 1; : : : ; p  1; B; p; : : : ; 2p, où les sommets 0; 1; : : : ; 2p sont eux de K
2p+1
.
Une DRC-ouverture de K
2p+3
se onstruit à partir d'une DRC-ouverture de K
2p+1
en
hoisissant les yles suivant :
 Les p(p + 1)=2 yles de la DRC-ouverture de K
2p+1
, sur les sommets 0; 1; : : : ; p  
1; p; : : : ; 2p,
 Les p C
4
de la DRC-déomposition de K
2p;2
onstruit entre les sommets 0; : : : ; p  
1; p+1; : : : ; 2p d'une part, et les sommets A et B d'autre part, 'est-à-dire (A; p  1 
i; B; p+ 1 + i; A), 0  i  p  1.
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 Le C
3
(A;B; p; A).
Il est faile de vérier que toutes les arêtes de K
2p+3
sont ouvertes par exatement un
de es yles et que nous avons au total p(p+1)=2+ p+1 = (p+1)(p+2)=2 yles. De plus,
il y a exatement p+ 1 C
3
et p(p+ 1)=2 C
4
.
La gure 7.7 montre la ouverture de K
5
obtenue par la onstrution donnée dans le
théorème 7.4.11. Soient A; 0; B; 1; 2, les sommets de K
5
. La DRC-ouverture de K
5
om-
prend l'unique yle (0; 1; 2; 0) de la ouverture de K
3
, plus le C
4
(A; 0; B; 2; A) de la DRC-
déomposition du K
2;2
onstruit entre les sommets A et B, et les sommets 0 et 2, plus le C
3
(A;B; 1; A).
B
0
A
2
1
Fig. 7.7  Couverture de K
5
obtenu à partir de elle de K
3
.
Théorème 7.4.12 ([BCCT01b℄) Si n = 2p et p  2, alors (n) =
l
n
2
+4
8
m
=
l
p
2
+1
2
m
. De
plus, lorsque n = 4q + 4 et q  2, alors la DRC-ouverture de K
4q
est onstituée de 4 C
3
et
2q
2
  3 C
4
, et lorsque n = 4q + 2 et q  1, alors la DRC-ouverture de K
4q+2
est onstituée
de 2 C
3
et 2q
2
+ 2q   1 C
4
.
La ouverture de K
4
par un C
3
et 2 C
4
est donnée dans la gure 7.6. An de montrer le
théorème 7.4.12, nous devons montrer quelques lemmes.
Lemme 7.4.13 K
6
peut être ouvert par 2 C
3
et 3 C
4
.
Preuve : La ouverture est donnée par les deux C
3
: (0; 1; 3; 0) et (0; 1; 4; 0), plus les trois
C
4
: (0; 2; 4; 5; 0), (1; 2; 3; 5; 1) et (2; 3; 4; 5; 2), omme montré dans la gure 7.8. De plus, les
trois arêtes f0; 1g, f2; 3g et f4; 5g, sont ouvertes exatement deux fois (elles forment un
ouplage parfait).
Lemme 7.4.14 Si il existe un DRC-ouverture de K
4q+2
par (4q+2) = 2q
2
+2q+1 yles,
alors il existe une DRC-ouverture de K
4q+4
par (4q + 4) = 2q
2
+ 4q + 3 yles.
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14
3
5 0
2
Fig. 7.8  Couverture de K
6
Preuve : Soient A; 0; 1; : : : ; 2q; B; 2q+1; : : : ; 4q+1, les sommets de K
4q+4
, ainsi ordonnés.
Une DRC-ouverture de K
4q+4
se onstruit à partir d'une DRC-ouverture de K
4q+2
en
hoisissant les yles suivant :
 Les 2q
2
+2q+1 yles de la DRC-ouverture de K
4q+2
, sur les sommets 0; 1; : : : ; 2q; 2q+
1; : : : ; 4q + 1,
 Les 2q C
4
de la DRC-déomposition de K
4q;2
onstruit entre les sommets1; : : : ; 2q; 2q+
1; : : : ; 4q d'une part, A et B d'autre part, 'est-à-dire (A; i; B; 2q + i; A), 1  i  2q,
 Les 2 C
3
(A; 0; B; A) et (A;B; 4q + 1; A).
Il est faile de vérier que toutes les arêtes de K
4q+4
sont ouvertes par un de es yles
et que nous avons au total 2q
2
+2q+1+2q+2 = 2q
2
+4q+3 =
l
(2q+2)
2
+1
2
m
yles. De plus,
la ouverture ompte exatement 4 C
3
(2 provenant de la DRC-ouverture de K
4q+2
et 2 C
3
supplémentaires).
Nous illustrons ette preuve dans la gure 7.9 en donnant les yles de la ouverture de
K
8
.
14
A
05
2
B
3
14
A
05
2
B
3
Fig. 7.9  Cyles de la ouverture de K
8
.
Lemme 7.4.15 Si il existe une DRC-ouverture de K
4q+2
par (4q + 2) = 2q
2
+ 2q + 1
yles, alors il existe une DRC-ouverture de K
4q+6
par (4q + 6) = 2q
2
+ 6q + 5 yles.
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Preuve : Nous allons prouver un lemme  plus fort , en imposant des propriétés supplé-
mentaires sur la déomposition qui devront être préservées dans la onstrution.
Supposons qu'il existe une DRC-ouverture de K
4q+2
, où les sommets 0; 1; : : : ; 4q+1 sont
ordonnés yliquement, ave les propriétés suivantes :
 Les arêtes (du ouplage parfait) (0; 1); (2; 3); : : : ; (4q; 4q+1) sont ouvertes exatement
deux fois, et les autres une seule fois.
 L'arête f0; 1g appartient au C
3
(0; 1; x; 0), pour un ertain x diérent de 0 ou 1.
Nous allons montrer qu'il existe une DRC-ouverture de K
4q+6
ave les même propriétés.
Remarquons que es propriétés sont satisfaites par la ouverture de K
6
données dans le
lemme 7.4.13 (ave x = 3 ou 4).
Soient 0; A; B; 1; : : : ; 2q+1; C;D; 2q+2; : : : ; 4q+1, les sommets de K
4q+6
ainsi ordonnés.
La DRC-ouverture de K
4q+6
sera
 Les 2q
2
+ 2q yles de la DRC-ouverture de K
4q+2
privé du C
3
(0; 1; x; 0),
 Les 2q C
4
(A; i; C; f(i); A), ave 2  i  2q+1 et où f est une bijetion de f2; 3; : : : ; 2q+
1g dans f2q + 2; : : : ; 4q + 1g,
 Les 2q+1 C
4
(B; j;D; g(j); B), 1  j  2q+1, où g est une bijetion de f1; 2; : : : 2q+1g
dans f2q + 2; : : : ; 4q + 1; 0g.
 Les 3 C
4
(A;B;C;D;A), (0; A; 1; x; 0), (B; 1; C;D;B) et le C
3
(0; A; C; 0).
Il est faile de vérier que toutes les arêtes de K
4q+6
sont ouvertes par au moins
un de es yles, et que nous avons au total 2q
2
+ 2q + 2q + 2q + 1 + 3 + 1 = 2q
2
+
6q + 5 =
l
(2q+2)
2
+1
2
m
yles. De plus, la ouverture ompte exatement 2 C
3
, les arêtes
f0; Ag ; fB; 1g ; f2; 3g ; : : : ; f2q; 2q + 1g ; : : : ; fC;Dg ;
f2q + 2; 2q + 3g ; : : : ; f4q; 4q + 1g (orrespondant au ouplage parfait) sont ouvertes deux
fois et les autres seulement une fois. Enn, l'arête f0; Ag, qui est ouverte deux fois, appa-
raît dans le C
3
(0; A; C; 0). Nous pouvons renuméroter les sommets de K
4q+6
omme suit :
A (resp. B) devient 1 (resp. 2), i, pour 1  i  2q + 1, devient i + 2, C (resp. D) devient
2q+4 (resp. 2q+5), et j, 2q+2  j  4q+1 devient j+4. Ainsi, K
4q+6
satisfait l'hypothèse
d'indution.
4
D C
3
2
1
BA
0
5
4
D C
3
2
1
BA
0
5
4
D C
3
2
1
BA
0
5
Fig. 7.10  Cyles de la ouverture de K
10
.
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Remarque Pour la preuve du théorème 7.4.16, remarquons que les deux C
3
de la déom-
position de K
6
sont (0; 1; 3; 0) et (0; 1; 4; 0). Posons x = 3. Après q   1 étapes d'indution,
les deux C
3
de K
4q+2
, si q  2, deviennent (0; 1; 2q + 2; 0) et (0; 2q   1; 4q; 0). De plus, nous
avons le yle (1; i
0
; 2q+2; 4q; 1) (orrespondant au C
4
(A; i; C; f(i); A) ave f(i
0
) = 4q dans
la onstrution i-dessus).
Maintenant, nous sommes en mesure de prouver le théorème 7.4.12.
Preuve du Théorème 7.4.12 : (par indution)
Le théorème est vrai pour n = 6, d'après le lemme 7.4.13. Notons que la ouverture de K
6
satisfait les propriétés supplémentaires de la preuve du lemme 7.4.15. Alors, en utilisant le
lemme 7.4.15, nous pouvons onstruire la DRC-ouverture de K
4q+2
, q  1, par (4q + 2) =
2q
2
+ 2q + 1 yles. Enn, en utilisant le lemme 7.4.14, nous pouvons onstruire le DRC-
ouverture de K
4q+4
, q  1, ave (4q + 4) = 2q
2
+ 4q + 3 yles.
Cei onlut la preuve du théorème 7.4.12.
Théorème 7.4.16 
4
(2p + 1) =
p(p+1)
2
+ 1, pour p  3 ; 
4
(4q) = 2q
2
+ 1, pour q  2, et

4
(4q + 2) = 2q
2
+ 2q + 2, pour q  1.
Preuve :
Cas 1 : n = 2p+ 1
La preuve est similaire à elle du théorème 7.4.11, et par indution nous allons montrer
qu'il existe une C
4
-DRC-ouverture de K
2p+1
où les sommets sont numérotés 0; 1; : : : ; 2p,
ontenant un C
4
de la forme (0; p  1; p; p+ 1; 0), l'arête fp  1; pg étant ouverte deux fois.
Le théorème est vrai pour p = 3. En eet, une ouverture de K
7
est donnée par les 7
C
4
(i; i+ 1; i+ 2; i+ 5; i), 0  i  6, ontenant en partiulier le C
4
(2; 3; 4; 0; 2) ave l'arête
f2; 3g ouverte deux fois.
Supposons que l'hypothèse d'indution est vraie pour K
2p+1
et montrons qu'elle est vraie
pour K
2p+3
. Soient A; 0; 1; : : : ; p   1; B; p; : : : ; 2p les sommets de K
2p+3
ainsi ordonnés. Les
C
4
de la DRC-ouverture de K
2p+3
sont :
 Les
p(p+1)
2
C
4
de la ouverture de K
2p+1
, privé du C
4
(0; p  1; p; p+ 1; 0),
 Les p 1 C
4
de la DRC-déomposition deK
2p 2;2
, onstruit entre les sommets 0; 1; : : : ; p 
2; p + 2; : : : ; 2p d'une part, et les sommets A et B d'autre part, 'est-à-dire les C
4
(A; p  1  i; B; p+ 1 + i; A), 1  i  p  1,
 Les 3 C
4
(0; p  1; B; p+ 1; 0), (A; p  1; B; p; A) et (A;B; p; p+ 1; A).
Il est faile de vérier que toutes les arêtes de K
2p+3
sont ouvertes et que nous avons au
total
p(p+1)
2
+p 1+3 =
(p+1)(p+2)
2
+1 C
4
. La ouverture omprend le yle (A; p 1; B; p; A) qui
devient, si nous renumérotons les sommets de K
2p+3
de 0 à 2p+2, le yle (0; p; p+1; p+2; 0) ;
De plus, l'arête fp  1; Bg qui devient fp; p+ 1g après renumérotation, est ouverte deux
fois.
Cas 2 : n = 4q + 2, q  1
Dans la preuve du lemme 7.4.15, nous avons obtenu une ouverture de K
4q+2
par 2q
2
+2q 1
C
4
et les deux C
3
(voir remarque) (0; 1; 2q + 2; 0) et (0; 2q   1; 4q; 0). Supprimons es C
3
et
onsidérons les 3 C
4
(0; 1; 2q + 2; 4q; 0), (0; 2q   1; 4q; 4q + 1; 0) et (0; ; ; 2q + 2; 0), ave
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0 <  <  < 2q+2. Ils ontiennent toutes les arêtes des C
3
que nous avons supprimés. Alors
nous avons une ouverture de K
4q+2
par 2q
2
+ 2q   1 + 3 = 2q
2
+ 2q + 2 C
4
's.
Cas 3 : n = 4q + 4 = 9, q = 1
Une ouverture de K
8
est donnée par les C
4
suivants : (i; i + 1; i + 4; i + 5; i), 0  i  3,
(0; 1; 2; 6; 0), (1; 2; 4; 5; 1), (0; 2; 3; 4; 0), (3; 4; 6; 7; 3) et (1; 3; 5; 7; 1). Remarquons que les arêtes
f0; 1g et f4; 5g sont ouvertes deux fois.
Cas 4 : n = 4q + 4, q > 1
Montrons que 
4
(4q + 4) = 2q
2
+4q + 3. Comme dans la preuve du lemme 7.4.14, nommons
les sommets A; 0; 1; : : : ; 2q; B; 2q + 1; : : : ; 4q + 1. La preuve du lemme 7.4.14 donne une
déomposition de K
4q+4
en 2q
2
+2q  1 C
4
et 2 C
3
de la ouverture de K
4q+2
, plus 2q+1 C
4
de la déomposition de K
4q+2;2
(sur les sommets 0; 1; :::; 4q + 1 d'une part, et A;B d'autre
part), et plus l'arête fA;Bg. En utilisant la remarque de la preuve du lemme 7.4.15, nous
obtenons une déomposition ave 2q
2
+4q C
4
plus l'arête fA;Bg, plus les C
3
(0; 1; 2q+2; 0)
et (0; 2q   1; 4q; 0), et nous savons que l'un des C
4
est de la forme (1; i
0
; 2q + 2; 4q; 1).
Remplaçons l'arête fA;Bg, les 2 C
3
et e C
4
par les 4 C
4
suivants qui ouvrent toutes es
arêtes : (A; 0; 2q  1; B; A), (0; 1; 2q + 2; 4q; 0), (0; 1; i
0
; 2q + 2; 0) et (1; ; 2q  1; 4q; 1), pour
un ertain 1 <  < 2q   1, par exemple  = 2 (e qui suppose que q > 1). Don, si q  2,
nous avons une DRC-ouverture ave 2q
2
+ 4q + 3 yles.
Remarque Pour n = 5, 
4
(5) = 5, et haque C
4
ontenant exatement une arête fi; jg de
diérene Æ
j
i
= 2, la seule façon d'obtenir
P
i
Æ
j
i
= 5 est d'avoir 3 arêtes telles que Æ
j
i
= 1 et
une ave Æ
j
i
= 2. Aussi 
4
(5)  5. Finalement, une ouverture de K
5
est donnée par les 5
C
4
: (i; i + 1; i+ 2; i+ 4; i); 0  i  4.
7.4.5 Cas orienté
Notons maintenant 

(n) le nombre minimum de yles orientés néessaires à la DRC-
ouverture de K

n
et notons 

k
(n) le nombre minimum de yles orientés de longueur k
néessaires à la DRC-ouverture de K

n
.
Théorème 7.4.17 Si n = 2p, alors 

(n) = p
2
. De plus, nous avons une DRC-ouverture
de K
2p
onstituée de p
 !
C
2
et p
2
  p
 !
C
4
, et une autre ouverture omposée de 2p
 !
C
3
et
p
2
  2p
 !
C
4
.
Preuve : En utilisant une preuve similaire à elle de la proposition 7.4.9, il est faile de
vérier que la borne inférieure est 

(2p)  p
2
(nous n'avons plus de ondition sur le degré).
Montrons le théorème 7.4.17 par indution sur p.
Le théorème est vrai pour p = 2. En eet, une DRC-ouverture de K

4
est donnée par
les 4
 !
C
3
(0; 1; 2; 0), (0; 2; 3; 0), (0; 3; 1; 0) et (1; 3; 2; 1), et une autre est donnée par les 2
 !
C
4
(0; 1; 2; 3; 0) et (0; 3; 2; 1; 0) plus les 2
 !
C
2
(0; 2; 0) et (1; 3; 1).
Supposons que le théorème est vrai pour p, 

(2p) = p
2
, et montrons qu'il est vrai pour
p + 1, 

(2p+ 2) = (p+ 1)
2
. Soient A; 0; 1; : : : ; p  1; B; p; : : : ; 2p  1 les sommets de K

2p+2
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ainsi ordonnés. Une DRC-ouverture orientée est donnée par les p
2
yles de la ouverture
de K

2p
, plus les 2p
 !
C
4
(A; i; B; p + i; A) et (A; p + i; B; i; A), 0  i  p  1, et plus les
 !
C
2
(A;B;A). Ainsi, nous avons une ouverture de K

2p+2
par p
2
+ 2p + 1 = (p + 1)
2
yles. Si
les p
2
yles de la ouverture de K

2p
sont p
 !
C
2
et p
2
  p
 !
C
4
, nous obtenons une ouverture
de K

2q+2
ave p+ 1
 !
C
2
et p
2
+ p
 !
C
4
.
De plus, si nous remplaçons le
 !
C
4
(A; 0; B; p; A) et le
 !
C
2
(A;B;A) par les 2
 !
C
3
(A; 0; B; A)
et (B; p; A;B) et si nous démarrons d'une ouverture de K

2p
sans
 !
C
2
, nous obtenons une
ouverture sans
 !
C
2
.
Théorème 7.4.18 Si n = 2p+1, alors 

(n) = p
2
+p. De plus, la DRC-ouverture de K
2p+1
est onstituée de 2p
 !
C
3
et p
2
  p
 !
C
4
.
Preuve : Une preuve similaire à elle du théorème 7.4.11 donne 

(n)  p
2
+ p. Étant
donné une DRC-ouverture de K
2p+1
, obtenue au théorème 7.4.11, utilisant p C
3
et
p
2
 p
2
C
4
,
remplaçons haque C
4
par deux
 !
C
4
opposés et haque C
3
par deux
 !
C
3
opposés. Alors, nous
obtenons une DRC-ouverture utilisant exatement p
2
+ p yles orientés, dont 2p
 !
C
3
et
p
2
  p
 !
C
4
.
Théorème 7.4.19 

4
(2p+ 1) = p
2
+ p+ 2 lorsque p  3, et 

4
(2p) = p
2
+ 2 ave p  4.
Preuve :
Cas 1 : n = 2p+ 1
Supposons que 

4
(n) = p
2
+ p+ 1. Comme 4(p
2
+ p+ 1) = 2p(2p+ 1) + 2p+ 4, 2p+ 4 ars
supplémentaires sont utilisés et don
P
i;j
Æ
j
i
 (2p + 1)p(p + 1) + 2p + 4, e qui implique


4
(n)  p(p+ 1) +
2p+4
2p+1
> p
2
+ p+ 1 (la somme des diérene sur haque yle étant égal à
2p+ 1).
Une ouverture par p
2
+ p + 2
 !
C
4
se déduit de elle du théorème 7.4.16 en remplaçant
haque C
4
par deux
 !
C
4
opposés.
Cas 2 : n = 2p
Supposons que 

4
(n) = p
2
+ 1. Comme 4(p
2
+ 1) = 2p(2p   1) + 2p + 4, 2p + 4 ars
supplémentaires sont utilisés et don
P
i;j
Æ
j
i
 2p(p   1)p + 2p
2
+ 2p + 4, e qui implique


4
(n)  p
2
+
2p+4
2p
> p
2
+ 1.
Une ouverture de K

8
par 18
 !
C
4
se déduit de elle de K
8
par 9 C
4
(théorème 7.4.16)
en remplaçant haque C
4
de la ouverture par deux
 !
C
4
opposés. Remarquons que ette
ouverture ontient le
 !
C
4
(0; 1; 4; 5; 0), qui est de la forme (0; 1; p; p + 1; 0), et que les ars
(0; 1) et (4; 5) sont ouverts deux fois.
Montrons par indution qu'il existe une ouverture de K

2p
par p
2
+ 2 yles orientés,
ontenant le
 !
C
4
(0; 1; p; p + 1; 0) et telle que les ars (0; 1) et (p; p+ 1) sont ouverts deux
fois. L'hypothèse d'indution est vraie pour 2p = 8 omme nous l'avons vu avant. Supposons
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que l'hypothèse est vraie pour K

2p
et nommons les sommets de K

2p+2
0; A; 1; : : : ; p; B; p +
1; : : : ; 2p   1 dans et ordre. Une
 !
C
4
-DRC-ouverture de K

2p+2
est donnée par les p
2
+ 1
yles de la ouverture de K

2p
privé du
 !
C
4
(0; 1; p; p+1; 0), plus les 2p
 !
C
4
(A; i; B; p+ i; A)
et (A; p + i; B; i; A), 1  i  p, et plus les 2
 !
C
4
(A; 1; p; B; A) et (B; p + 1; 0; A; B). Ainsi,
nous avons une ouverture de K

2p+2
par p
2
+1+2p+2 = p
2
+2p+3 = (p+1)
2
+2 yles. De
plus, ette ouverture ontient le yle (0; A; B; p + 1; 0) qui devient, après renumérotation
(0; 1; p+ 1; p+ 2; 0) ; enn, les ars (0; A) et (B; p) sont ouverts deux fois.
Cette ouverture de K

n
nous donne également une ouverture de 2K
n
(deux fois K
n
), du
fait que la borne inférieure est dérivée de 2K
n
.
7.4.6 Conlusion
Nous avons étudié le problème du dimensionnement d'un réseau WDM protégé omme
une extension du problème lassique de la ouverture des arêtes d'un graphe, en ajoutant la
ontrainte de routage disjoint. Nous avons étudié le as où le réseau physique est un yle
ave l'instane de ommuniation all-to-all (K
n
). Pour e problème de dimensionnement,
nous avons donné le nombre optimal de yles omme sous-réseaux.
Réemment, es résultats ont été étendus aux grilles toriques [BY℄. Il sera intéressant de
poursuivre e travail pour d'autres topologies et pour des instanes de ommuniations telles
que K
n
et K
m;n
.
Chapitre 8
Conlusions et Perspetives
Durant la préparation de ette thèse, une attention toute partiulière a été portée sur
les relations entre le monde de la reherhe en informatique théorique et elui de l'ingénierie
des téléommuniations optiques. Cei a par exemple donné lieu à des publiations dans les
revues internationales OSA Applied Optis [CFM00b℄ et IEEE/OSA Journal of Lightwave
Tehnology [CFM00a℄, et à une ommuniation invitée intitulée  How Graph Theory an
help Communiations Engineering  dans la onférene internationale Broad Band Optial
Fiber Communiation Tehnology [CM01℄.
OTIS : de l'observation à des résultats théoriques
Le point de départ de notre étude de l'arhiteture OTIS est la question  Quels sont
les graphes que nous pouvons onstruire sur OTIS ? . Pour y répondre, nous avons proposé
un modèle de réseaux d'interonnexions onstruits sur OTIS, dénissant ainsi la famille
de graphes H(p; q; d) (hapitre 4). Puis, nous avons montré que ette famille ontenait les
graphes de Imase et Itoh et par onséquent les graphes omplets, de Kautz et de de Bruijn.
Ensuite, à l'aide d'une reherhe exhaustive, nous avons observé qu'il existait plusieurs façons
de onstruire le graphe de de Bruijn ave OTIS, 'est-à-dire que plusieurs graphes de la
famille H(p; q; d) étaient isomorphes à un même graphe de de Bruijn. De e onstat, nous
avons développé la famille de graphes à alphabets étudiée dans le hapitre 5. Ainsi, la famille
de graphe A(f; ; j) est le fruit d'observations empiriques d'un système de ommuniations
optiques. Enn, nous avons obtenu une implantation optimisée des graphes de de Bruijn sur
OTIS, en donnant les isomorphismes entre les graphes de de Bruijn et la famille de graphes
A(f; ; j).
Aussi, l'étude que nous avons onduit sur OTIS montre omment la théorie des graphes
peut aider l'ingénierie des téléommuniations.
Perspetives
Tout d'abord, durant la préparation de ette thèse, l'évolution des tehnologies de l'opto-
életronique et en partiulier l'apparition des MEMS a onsidérablement aru l'intérêt des
ommuniations en espae libre optique. En eet, les MEMS rendent possible la onstrution
de systèmes d'interonnexions optiques denses reongurables. Dès lors, il sera intéressant
157
158 CHAPITRE 8. CONCLUSIONS ET PERSPECTIVES
d'étudier l'inuene de es tehnologies sur la topologie des réseaux. Par exemple, es tehno-
logies permettent la oneption de réseaux de ommuniations dynamiques, dont la topologie
peut évoluer au ours du temps. Sur de tels réseaux, quels seront les algorithmes de routage ?
Quel sera leur résistane fae aux pannes de n÷uds et de liens ?
Ensuite, dans le hapitre 7, nous avons abordé les problématiques liées à la séurisation
par protetion des réseaux WDM. Nous avons détaillé les prinipaux modèles de protetion
envisageables, ainsi que les diultés engendrées par la prise en ompte du oût des divers
éléments intervenant dans les réseaux (transmissions, MIE, MIEO). D'autre part, nous avons
apporté une solution optimale au problème de la protetion par sous réseaux de l'instane
all-to-all sur le yle.
Ces travaux représentent une  étude préliminaire  qui nous a permis d'aquérir les
ompétenes néessaires à e domaine de reherhe. Au vue du nombre et de la diversité
des problèmes restants, nous allons maintenant poursuivre es travaux, en ommençant par
omparer la qualité des modèles de protetion en fontion de leur oût, puis nous herherons
des approximations et des heuristiques pour les modèles les plus attratifs.
Enn, des études réentes [CFK
+
01b, CFK
+
01a℄ traitent des relations entre le nombre
de bres optiques utilisables sur haque lien du réseau et le nombre de longueurs d'ondes né-
essaires au routage optique d'une instane de requêtes. Il est important d'étudier l'inuene
du nombre de bres optiques sur le oût des réseaux et en partiulier sur le oûts des MIEO,
ainsi que sur les méthodes de protetion.
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Annexe A
Quelques notions de la théorie des
graphes
Les notions de la théorie des graphes abordées dans ette annexe sont pour la plupart
extraites des ouvrages [Ber73, BM76, Lei92, dR94, GGL95℄.
A.1 Notations mathématiques
 Z
n
est l'anneau des entiers modulo n, Z
n
= f0; 1; : : : ; n  1g.
 Z
k
n
est l'espae vetoriel de dimension k sur Z
n
, de veteurs de base e
0
; e
1
; : : : ; e
k 1
.
 ppm (a; b) est le plus petit multiple ommun de a et b ; pgd (a; b) est le plus grand
diviseur ommun de a et b. Rappelons que a et b sont premiers entre eux si pgd (a; b) =
1. De plus pgd (a; b) ppm (a; b) = ab.
 La permutation  dénie par
 : Z
n
 ! Z
n
i 7 ! i+ k
est ylique si et seulement si pgd (k; n) = 1.
A.2 Notations  dénitions  graphes élémentaires
 Un graphe non orienté G = (V (G); E(G)) est onstitué d'un ensemble ni V (G) =
fu
1
; u
2
; : : : ; u
n
g d'éléments, appelés sommets, et d'une famille nie E(G) = fe
1
; e
2
; : : : ; e
m
g
de représentants de paires de sommets, appelés arêtes.
 L'arête e reliant les sommets u et v est notée e = fu; vg ; de plus, fu; vg = fv; ug.
 Un graphe orienté G = (V (G); A(G)) est onstitué d'un ensemble ni V (G) =
fu
1
; u
2
; : : : ; u
n
g d'éléments, appelés sommets, et d'une famille nie A(G) = fa
1
; a
2
; : : : ; a
m
g
de représentants du produit artésien V (G) V (G), appelés ars.
 L'ar a du sommet u vers le sommet v est noté a = (u; v) ; de plus (u; v) 6= (v; u).
 Notons qu'une paire de sommets hx; yi 2 V (G) V (G) peut apparaître plusieurs fois
dans la famille E(G) ; on parle alors d'arêtes multiples fx; yg et de multigraphe G.
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De même, un ouple de sommets (x; y) peut apparaître plusieurs fois dans la famille
A(G) et l'on parle également de multigraphe.
 Un graphe orienté est symétrique si l'existene d'un ar a = (u; v) implique l'existene
de l'ar a
0
= (v; u).
 Un ar de la forme (u; u) ou une arête de la forme fu; ug est appelé(e) boule.
 Un graphe simple est un graphe ne ontenant ni boule ni ar ou arête multiple.
 Si a = (x; y) est un ar, le sommet y est un suesseur du sommet x et x est un
prédéesseur de y.
  
+
G
(u) est l'ensemble des suesseurs du sommet u dans le graphe orienté G ;  
 
G
(u)
est l'ensemble des prédéesseurs de u.
 j 
+
G
(u) j = d
+
(u) est le degré sortant de u ; j 
 
G
(u) j = d
 
(u) est le degré entrant
de u.
 Si e = fu; vg est une arête, les sommets u et v sont dits adjaents l'un à l'autre et
l'arête e est dite inidente à u et v.
  
G
(u) est le voisinage du sommet u dans le graphe G ; le sommet u est de degré
d(u) = j 
G
(u)j.
 Un graphe non orienté est dit de degré d si tout ses sommets ont un degré d ; un graphe
orienté est de degré d si tout ses sommets vérient d
+
(u) = d
 
(u) = d.
  
+
G
k
(u) est le voisinage à distane k du sommet u dans le graphe G
 
+
G
k
(u) =  
+
G

 
+
G
k 1
(u)

=  
+
G
k 1
 
 
+
G
(u)

 Deux graphes G
1
= (V
1
; A
1
) et G
2
= (V
2
; A
2
) sont dits isomorphes si et seulement
si il existe une bijetion f de V
1
sur V
2
, telle que, pour tout sommets u et v de V
1
,
(u; v) 2 A
1
si et seulement si (f(u); f(v)) 2 A
2
. On note G
1
 G
2
.
 Une haîne, notée (x; y), entre deux sommets x et y d'un graphe G, est une suite
de sommets x = x
1
; x
2
; : : : ; x
k
= y dont deux sommets onséutifs sont adjaents ; une
haîne est simple si elle ne ontient pas plusieurs fois un même ar ou une même arête ;
elle est élémentaire si elle ne ontient pas plusieurs fois un même sommet.
 Un hemin dans un graphe orienté, noté
 !
 (x; y) est une haîne dont tous les ars
sont orientés dans le même sens.
 Un yle est une haîne dont les extrémités oïnident ; un yle est élémentaire s'il
ne ontient stritement auun autre yle.
 Un iruit est un hemin dont les extrémités oïnident ; un iruit est élémentaire s'il
ne ontient stritement auun autre iruit.
 Un yle élémentaire ontenant k sommets est noté C
k
; un iruit ontenant k sommets
est noté
 !
C
k
.
 Une haîne est hamiltonienne si elle ontient une et une seule fois tous les sommets
du graphe ; une haîne est eulérienne si elle ontient une et une seule fois toutes les
arêtes du graphe ;
 Un hemin est hamiltonien si il ontient une et une seule fois tous les sommets du
graphe ; un hemin est eulérien si il ontient une et une seule fois tous les ars du
graphe ;
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 Un yle hamiltonien est une haîne hamiltonienne dont les extrémités oïnident ;
un yle eulérien est une haîne eulérienne dont les extrémités oïnident.
 Un iruit hamiltonien est une hemin hamiltonien dont les extrémités oïnident ;
un iruit eulérien est un hemin eulérien dont les extrémités oïnident.
 Un graphe est hamiltonien si il possède un yle ou un iruit hamiltonien ; un graphe
est eulérien si il possède un yle ou un iruit eulérien.
(a) (b)
() (d)
Fig. A.1  (a) une haîne non orientée, (b) une haîne orientée, () un hemin et (d) un
iruit.
 La distane entre deux sommets x et y dans un graphe G (orienté ou non), notée
Æ(x; y), est la longueur du plus ourt hemin entre x et y ; une autre dénition est
Æ(x; y) = min
k1
n
k j y 2  
+
G
k
(x)
o
.
 Le diamètre d'un graphe G, noté D ou D
G
selon le as, est le maximum des distanes
entre les sommets ; D = max
x;y2V (G)
Æ(x; y).
 L'exentriité d'un sommet u dans un graphe G, notée e
G
(u), est la moyenne des
distanes entre le sommet u et les autres sommets du graphe :
e
G
(u) =
1
n  1
X
v2V (G)nfug
Æ(u; v)
 L'exentriité d'un graphe G, noté e
G
, est la moyenne des distanes entre les som-
mets :
e
G
=
1
n(n  1)
X
u2V (G)
X
v2V (G)nfug
Æ(u; v)
 Nous avons e
G
 D.
 La distane moyenne d'un sommet u dans un graphe G, notée Æ
G
(u), est la
moyenne des distanes entre le sommet u et les autres sommets du graphe, y om-
pris lui même, ave Æ(u; u) = 0
Æ
G
(u) =
1
n
X
v2V (G)
Æ(u; v) =
n  1
n
e
G
(u)
 La distane moyenne d'un graphe G, notée Æ
G
, est la moyenne des distanes
moyennes des sommets de e graphe
Æ
G
=
1
n
2
X
u2V (G)
X
v2V (G)
Æ(u; v) =
n  1
n
e
G
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 Une haîne non-orientée de longueur n est de diamètre n 1 ; le yle C
n
est de diamètre

n
2

; le iruit
 !
C
k
est de diamètre k   1.
 Une boule est un yle de longueur 1.
 Un graphe non-orienté est omplet si toute paire de ses sommets hx; yi est reliée par
une arête fx; yg ; un graphe orienté est omplet si toute paire de ses sommets est reliée
par l'ar (x; y) ou (y; x).
 K
n
est le graphe omplet non-orienté à n sommets et
n(n 1)
2
arêtes (gure A.2) ;
 K

n
est le graphe omplet orienté symétrique à n sommets et n(n  1) ars ;
 K
+
n
est le graphe omplet orienté symétrique ave boules, à n sommets et n
2
ars
(gure A.2).
 Un graphe G = (V;E) est biparti, s'il existe une partition de V en deux lasses V
1
et
V
2
telle que tout élément de E a une extrémité dans V
1
et l'autre dans V
2
(gure A.3) ;
si de plus toute paire de sommets hx; yi, telle que x 2 V
1
et y 2 V
2
, est reliée par une
arête fx; yg, alors le graphe est biparti omplet ; de plus, 8x 2 V
1
; d(x) = jV
2
j et
8y 2 V
2
; d(y) = jV
1
j.
 K
n
1
;n
2
est le graphe biparti omplet ayant une partie de ardinal n
1
= jV
1
j et l'autre
de ardinal n
2
= jV
2
j ;
 K

n
1
;n
2
est le graphe orienté symétrique assoié à K
n
1
;n
2
.
 Un graphe orienté G = (V;A) est biparti omplet orienté s'il existe une partition de
V en deux lasses V
1
et V
2
telle que A = f(x; y) j x 2 V
1
; y 2 V
2
g, 'est-à-dire que toute
paire de sommets hx; yi, telle que x 2 V
1
et y 2 V
2
, est reliée par un ar et tout ar a
son origine dans V
1
et son extrémité dans V
2
; de plus 8x 2 V
1
; d
+
(x) = jV
2
j; d
 
(x) = 0
et 8y 2 V
2
; d
+
(y) = 0; d
 
(y) = jV
1
j.

 !
K
n
1
;n
2
est le graphe biparti omplet orienté ayant une partie de ardinal n
1
= jV
1
j,
l'autre de ardinal n
2
= jV
2
j et tout ar a son origine dans V
1
(gure A.3).
Lorsque le graphe G est un multigraphe, nous pouvons spéier quelques dénitions.
 Une multi-boule est un sommet possédant plusieurs boules.
 Une multi-haîne est une haîne ontenant plusieurs opies d'un ou plusieurs de
ses ars (ou arêtes) ; par abus de langage, nous dirons qu'une multi-haîne ontient
exatement k opies de haun de ses ars (ou arêtes).
 Un multi-hemin est une multi-haîne dont tous les ars sont orientés dans le même
sens.
 Un multi-yle est une multi-haîne dont les extrémités oïnident ; un multi-iruit
est un multi-hemin dont les extrémités oïnident.
A.3 Quelques opérateurs sur les graphes
Les opérateurs sur les graphes que nous rappelons ii, permettent de dérire et de
onstruire des strutures de graphes évoluées, omme l'hyperube, à partir de graphes simples.
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Fig. A.2  Graphe omplet non-orientéK
6
et graphe omplet orienté symétrique ave boules
K
+
6
.
Orientation
Fig. A.3  Graphe biparti non orienté et graphe biparti omplet orienté K
8;3
.
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A.3.1 Graphes itérés
Dénition A.3.1 Le graphe représentatif des ars du graphe G = (V (G); A(G)) est le
graphe L(G) = H = (V (H); A(H)) tel que :
 V (H) = fe = (u; v) j (u; v) 2 A(G)g ;
 A(H) = f(e; f) j e; f 2 V (H); e = (u; v) 2 A(G); f = (v; w) 2 A(G)g.
Le graphe L(G) est aussi appelé graphe itéré de G, ou (line-graph).
Dénition A.3.2 Le graphe représentatif des ars k-itéré est déni de la façon suivante :
L
0
(G) = G
L
k
(G) = L(L
k 1
(G)) pour k  1
Propriétés :
 Si  
+
L(G)
(u) [  
+
L(G)
(v) 6= ; alors  
+
L(G)
(u) =  
+
L(G)
(v).
 Le graphe itéré d'un multigraphe G est un graphe simple.
 Si le graphe G est un hemin de longueur k, alors le graphe L(G) est un hemin de
longueur k   1.
 Si le grapheG est un yle non-orienté de longueur k, alors le graphe L(G) est également
un yle non-orienté de longueur k ; si G est un iruit de longueur k, alors L(G) l'est
également.
 Si le graphe G est une multi-boule orientée à n ars, alors le graphe L(G) est le graphe
omplet à n sommets et n
2
ars, K
+
n
.
 Si le graphe G est eulérien, alors le graphe L(G) est hamiltonien.
A.3.2 Somme artésienne
Dénition A.3.3 La somme artésienne G
1
2G
2
de deux graphes G
1
= (V
1
; A
1
) et G
2
=
(V
2
; A
2
), est le graphe G = (V;A) tel que :
 V = fhu
1
; u
2
i j u
1
2 V
1
; u
2
2 V
2
g ;
 A = f(hu
1
; u
2
i ; hv
1
; v
2
i) j u
1
= v
1
2 V
1
et hu
2
; v
2
i 2 A
2
; ou u
2
= v
2
et hu
1
; v
1
i 2 A
1
g.
Le diamètre de la somme artésienne de deux graphes est la somme des diamètres de es
graphes [dR94℄.
Parmi les graphes onstruits omme la somme artésienne de graphes élémentaires, nous
trouvons prinipalement la grille, la grille torique et l'hyperube [Lei92℄.
 La grille de dimension 2, M(n
1
; n
2
), à n
1
n
2
sommets est la somme artésienne de
deux haînes 
1
et 
2
, de longueurs n
1
et n
2
. M(n
1
; n
2
) = 
1
2
2
; plus généralement,
la grille de dimension k, M(n
1
; n
2
; : : : ; n
k
), est la somme artésienne de k haînes

i
, 1  i  k, de longueurs n
i
.
M(n
1
; n
2
; : : : ; n
k
) = 
1
2
2
2 : : :2
k
= 2
k
i=1

n
i
La grille de dimension k a 
k
i=1
n
i
sommets et un diamètre
P
k
i=1
n
i
  k.
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 La grille torique de dimension k, ou tore, TM(n
1
; n
2
; : : : n
k
), à n = 
k
i=1
n
i
sommets
et de diamètre
P
k
i=1

n
i
2

, est la somme artésienne des k yles C
n
i
de longueur n
i
,
1  i  k.
TM(n
1
; n
2
; : : : n
k
) = 2
k
i=1
C
n
i
 Lorsque les longueurs des otés d'un tore sont tous égaux à une valeur l, nous emploie-
rons le terme de tore de oté l et dimension k, noté TM(l)
k
.
 L'hyperube de dimension k, noté H
k
, a 2
k
sommets, degré k et diamètre k, se dénit
réursivement à partir de K
2
:
H
k
= K
2
2H
k 1
= 2
k
i=1
K
2
 L'hyperube généralisé de dimension k, noté H
d;k
, a d
k
sommets, de degré (d  1)k
et de diamètre k, est onstruit réursivement à partir de K
d
:
H
d;k
= K
d
2H
d;k 1
= 2
k
i=1
K
d
Fig. A.4  Grille M(5; 4) et grille torique TM(5; 4) = C
5
2C
4
.
A.3.3 Produit de onvolution
Le produit de onvolution est également onnu sous les noms de : produit de tension,
produit de Kroneker, produit diret ou enore produit externe. Nous emploierons le terme
de produit de onvolution (ou simplement le mot onvolution) pour désigner l'opérateur
sur les graphes et, par usage, le terme de produit de Kroneker pour désigner l'opérateur
matriiel.
Dénition A.3.4 Le produit de Kroneker de deux matries B et C, de taille m
B
 n
B
et
m
C
 n
C
, est une matrie de taille (m
B
m
C
) (n
B
n
C
) dénie, par blos de taille m
C
 n
C
,
par :
A = B 
 C =
2
6
6
6
4
b
1;1
C b
1;2
C    b
1;n
B
C
b
2;1
C b
2;2
C    b
2;n
B
C
.
.
.
.
.
.
.
.
.
.
.
.
b
m
B
;1
C b
m
B
;2
C    b
m
B
;n
B
C
3
7
7
7
5
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00010010
0011
0111
0110
0100
0000
1111
1011
1010 1001
1000
1100
11011110
0101
Fig. A.5  Hyperube de dimension 4, H
4
.
Le produit de Kroneker est assoiatif, (A 
 B) 
 C = A 
 (B 
 C), et distributif par
rapport à l'addition, (A + B) 
 (C + D) = A 
 C + A 
 D + B 
 C + B 
 D. De plus,
si A, B, C et D sont des matries telles que les produits AC et BD sont dénis, alors
(AC)
 (BD) = (A
B)(C 
D). D'autre part, la transposée, le onjugué ou l'inverse d'un
produit de Kroneker est le produit de Kroneker des transposés, onjugués et inverses de
ses fateurs. Il en résulte que le produit de Kroneker préserve les propriétés de ses fateurs.
En partiulier, le produit de deux matries orthogonales, symétriques, triangulaires ou même
dénies positives, est orthogonal, symétrique, triangulaire ou déni positif.
Le produit de Kroneker est souvent employé pour simplier l'expression d'algorithmes
rapides de transformations tel que la transformée de Fourier disrète [Loa92℄.
Un exemple simple, pour mieux omprendre le gain en termes de performane apporté
par le produit de Kroneker, est le produit de matries. Supposons que nous voulions aluler
le produit de matrie (A 
 B)(C 
 D), où A, B, C et D sont des matries de taille n 
n, en utilisant l'algorithme naïf. Si nous n'utilisons pas le fait que les matries A 
 B et
C 
 D sont des produits de Kroneker, alors nous eetuons le produit de deux matries
de tailles n
2
 n
2
, e qui prend O(n
6
) opérations. Par ontre, si nous utilisons le fait que
(A 
 B)(C 
 D) = (AC) 
 (BD), alors, nous eetuons 2 produits de matries n  n, e
qui prend un temps O(n
3
), puis nous omposons deux matries de taille n  n, soit O(n
4
)
opérations. Finalement, l'utilisation du produit de Kroneker permet de réduire d'un fateur
n
2
le nombre d'opérations.
Le leteur est enouragé à se reporter à la thèse [Pit97℄ et aux ouvrages [Loa92, HJ91℄
pour de plus amples informations sur et opérateur.
En termes de graphes, la dénition de et opérateur est la suivante :
Dénition A.3.5 La onvolution G
1

G
2
de deux graphes orientés, G
1
= (V
1
; A
1
) et G
2
=
(V
2
; A
2
), est le graphe orienté G = (V;A) tel que :
 V = fhu
1
; u
2
i j u
1
2 V
1
; u
2
2 V
2
g ;
 A = f(hu
1
; u
2
i ; hv
1
; v
2
i) j hu
1
; v
1
i 2 A
1
et hu
2
; v
2
i 2 A
2
g.
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Un graphe pouvant être représenté par sa matrie d'adjaene, les propriétés de et
opérateur sont nombreuses. Par exemple, la onvolution de deux graphes orientés symétriques
est un graphe orienté symétrique.
Fait A.3.6 La omposition de deux graphes omplets orientés symétriques ave boules est
un graphe omplet orienté symétrique ave boules : K
+
n
1

K
+
n
2
 K
+
n
1
n
2
.
Proposition A.3.7 Soient C
1
et C
2
, deux yles orientés de longueurs respetives n
1
et n
2
.
Le graphe G = C
1

C
2
est l'union de pgd (n
1
; n
2
) yles disjoints de longueurs ppm (n
1
; n
2
).
Preuve : C
i
est le yle orienté (x
i
0
; x
i
1
; : : : ; x
i
n
1
 1
; x
i
0
) de longueur n
i
, i 2 f1; 2g.
Dans G = C
1

C
2
, il y k yles de longueur l et kl = n
1
n
2
. Intéressons-nous au yle C
l
de G passant par le sommet hx
1
0
; x
2
0
i. Nous avons
C
l
=
 

x
1
0
; x
2
0

;


x
1
1
; x
2
1

; : : : ;


x
1
i mod n
1
; x
2
i mod n
2

; : : : ;


x
1
n
1
 1
; x
2
n
2
 1

;


x
1
0
; x
2
0

Le yle C
l
est de longueur l, et l = l
1
n
1
= l
2
n
2
. Nous en déduisons que l
2
n
2
 0 mod n
1
,
'est-à-dire que l
2
n
2
est le plus petit multiple de n
1
qui soit multiple de n
2
. Don l = l
2
n
2
=
ppm (n
1
; n
2
) . De plus, ppm (n
1
; n
2
) pgd (n
1
; n
2
) = n
1
n
2
= kl, don k = pgd (n
1
; n
2
) .
Nous illustrons la proposition A.3.7 à l'aide des gures A.6 et A.7. La gure A.6 représente
le graphe C
4

C
3
, où ppm (4; 3) = 12 et pgd (4; 3) = 1. Le graphe C
4

C
3
est un yle de
longueur 12. La gure A.7 représente le graphe C
4

 C
4
, où ppm (4; 4) = pgd (4; 4) = 4 .
Le graphe C
4

 C
4
est l'union de 4 yles de longueur 4.
(A,0)
(B,0)
(C,0)
(D,0)
A
B
C
D
(A,1)
(B,1)
(C,1)
(D,1)
(A,2)
(B,2)
(C,2)
(D,2)
0 1 2
Fig. A.6  Convolution d'un yle de longueur 4 par un yle de longueur 3. Le graphe
C
4

 C
3
est un yle de longueur 12.
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(A,0)
(B,0)
(C,0)
(D,0)
A
B
C
D
(A,1)
(B,1)
(C,1)
(D,1)
(A,2)
(B,2)
(C,2)
(D,2)
0 1 2
(A,3)
(B,3)
(C,3)
(D,3)
3
Fig. A.7  Convolution de 2 yles de longueur 4. Le graphe C
4

C
4
est l'union de 4 yles
de longueur 4.
A.3.4 Produit de omposition
Le produit de omposition, ou omposition, de graphes est une opération très générale
sur les graphes. En eet, tant le produit artésien omme le produit de onvolution sont
des as partiuliers de la omposition de deux graphes. Le leteur pourra se reporter à
[dR94, BDQ92, BHLP92, JS84℄ pour plus de détails.
Dénition A.3.8 Le graphe omposé d'un graphe G par un graphe H, noté G[H℄, est le
graphe obtenu en remplaçant haque sommet de G par une opie du graphe H, et en reliant
deux sommets de deux de es opies si les sommets orrespondants de G sont adjaents.
Cette dénition étant très générale, nous avons, [Per98℄ :
 V (G[H℄) = fhx; ui j x 2 V (G); u 2 V (H)g ;
 jV (G[H℄)j = jV (G)j:jV (H)j ;
 A(G[H℄)  f(hx; ui ; hx; vi) j x 2 V (G); (u; v) 2 A(H)g
[ f(hx; ui ; hy; vi) j (x; y) 2 V (G); u; v 2 V (H)g ;
 jA(G[H℄)j  jV (G)j:jA(H)j+ jA(G)j:jV (H)j
2
;
 D(G[H℄)  (D(G) + 1):D(H) +D(G) ;
Un exemple de graphe ayant une dénition simple en termes de graphe omposé, est le
ube-onneted-yles, dont une dénition plus lassique se trouvera dans [dR94℄. La gure
A.8 représente le ube-onneted-yle de dimension 3.
Dénition A.3.9 Le ube-onneted-yles de dimensionD, noté CCC(D), est le graphe
omposé onstruit à partir de l'hyperube H
D
à 2
D
sommets, et du yle C
D
, tel que :
 CCC(D) = H
D
[C
D
℄ ;
 V (H
D
) = fu = u
D 1
: : : u
1
u
0
j u
i
2 Z
2
g ;
 E (H
D
) = ffu; vg j u = u
D 1
: : : u
1
u
0
; v = u
D 1
: : : u
i
: : : u
1
u
0
; i 2 Z
D
g ;
 V (CCC(D)) = fhu; xi j u 2 V (H
D
) ; x 2 V (C
D
) = Z
D
g ;
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 E (CCC(D)) =ffhu; xi ; hu; yig j u 2 V (H
D
) ; fx; yg 2 E (C
D
)g
[ ffhu; xi ; hv; yig j fu; vg 2 E (H
D
) ; g(u; v) = hx; yig.
où g est la fontion dénie par
g : E (H
D
)  ! V (C
D
) V (C
D
)
fu; vg = fu
D 1
: : : u
1
u
0
; u
D 1
: : : u
i
: : : u
1
u
0
g 7 ! hi; ii = hx; yi
000,1
010,1
110,2
110,1
010,0
110,0
011,1
011,0
011,2
111,2
111,0
111,1
001,1
001,0 001,2
101,2
101,0
101,1100,1
110,0
110,2
000,2
010,2
000,0
Fig. A.8  Cube-onneted-yle de dimension 3, CCC(3).
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Annexe B
Géométrie d'OTIS
Nous donnons ii des relations géométriques sur OTIS(p; q) permettant de montrer que
le rapport entre les distanes foales des lentilles de haun des plan du système optique vaut
q+1
p+1
.
Nous utilisons les paramètres suivants, qui sont reportés sur la gure B.1.
 d
x
est la distane séparant deux émetteurs et deux réepteurs ;
 Y est la distane séparant les deux plans de lentilles ;
 F
i
est la distane foale des lentilles du plan i, i = 1; 2 ;
 D
i
L
est le diamètre des lentilles du plan i ;
 f
i
L
=
F
i
D
i
L
est le f
L
-nombre des lentilles du plan i.
F1 F2
dx
q
p
Y
(0,1) (0,1)
RécepteursEmetteurs
(0,0)
(0,0)
y
<0,0>
x
Fig. B.1  Paramètres sur OTIS(3; 6).
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Rappelons que si hx
1
; y
1
i et hx
2
; y
2
i sont deux points distints du plan orthonormé, alors
l'équation de la droite passant par es deux points est la suivante :
y = x
y
2
  y
1
x
2
  x
1
+
y
1
x
2
  x
1
y
2
x
2
  x
1
Fixons le entre h0; 0i du plan orthonormé au point où le faiseau optique émis par
l'émetteur (0; 0) renontre le premier plan de lentille, omme reporté sur la gure B.1. Le
faiseau optique émis par l'émetteur (i; j) renontre le premier plan de lentilles au point
de oordonnées h(iq + j)d
x
; 0i. Ensuite, il sort du deuxième plan de lentille au point de
oordonnées h(pq   pj   i  1)d
x
; Y i, avant de rejoindre le réepteur (q   j   1; p  i  1).
Notons d
(i;j)
la droite reliant le point de oordonnées h(iq + j)d
x
; 0i au point de oordon-
nées h(pq   pj   i  1)d
x
; Y i. Cette droite est dénie par la relation :
y = x
Y
(pq   iq   pj   i  j   1)d
x
  Y
iq + j
pq   iq   pj   i  j   1
D'où nous déduisons la relation
x = y
(pq   iq   pj   i  j   1)d
x
Y
+ (iq + j)d
x
Calulons maintenant les oordonnées du point d'intersetion des droites d
(0;0)
et d
(0;1)
.
Nous avons :
x
Y
d
x
(pq   1)
= x
Y
d
x
(pq   p  2)
 
Y
pq   p  2
x
pq   p  2  pq + 1
d
x
(pq   1)(pq   p  2)
=  
1
pq   p  2
x =
pq   1
p+ 1
d
x
De plus,
y
(pq   1)d
x
Y
= y
(pq   p  2)d
x
Y
+ d
x
y =
Y
p+ 1
Ainsi, le point foal de la lentille située devant les émetteurs (0; 0) et (0; 1) a pour oor-
données dans le plan
D
pq 1
p+1
d
x
;
Y
p+1
E
, e qui dénote une distane foale de
Y
p+1
.
De plus, le diamètre D
1
L
de ette lentille est tel que D
1
L
 2
pq 1
p+1
d
x
. Nous pouvons le xer
à D
1
L
= 2
pq 1
p+1
d
x
(1 + ), ave  > 0.
Nous obtenons également le f
1
L
-nombre de ette lentille : f
1
L
=
Y
p+1
p+1
2d
x
(pq 1)(1+)
=
Y
2d
x
(pq 1)(1+)
.
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De la même façon et en utilisant les réepteurs (0; 0) et (0; 1), 'est-à-dire les points de
oordonnées h0; Y i et hd
x
; Y i, nous déterminons les aratéristiques des lentilles situées dans
le deuxième plan de lentille. Les oordonnées du point foale sont
D
pq 1
q+1
d
x
; Y

1 
1
q+1
E
,
d'où une distane foale de
Y
q+1
, et un diamètre D
2
L
= 2
pq 1
q+1
d
x
(1 + ), ave  > 0. Cette
deuxième lentille sera également de f
2
L
-nombre f
2
L
=
Y
2d
x
(pq 1)(1+)
= f
1
L
.
Nous pouvons nalement déduire de es résultats
F
1
F
2
=
q + 1
p+ 1
=
D
1
L
D
2
L
Remarquons que si la distane Y séparant les deux plans de lentilles est Y <
2d
x
(pq 1)(1+)
2
,
alors le f
L
-nombre f
L
des lentilles sera f
L
< 2.
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Annexe C
Un algorithme de reherhe exhaustive
Nous donnons ii l'algorithme utilisé pour la reherhe exhaustive des graphes de la forme
H(p; q; d) isomorphes au graphe de de Bruijn B(d;D).
C.1 Algorithme
Il faut tester pour tous les ouples (p; q) tels que pq = d
D+1
, p < q, d divise p et d divise
q (proposition 5.4.4), si les sommets du graphe H(p; q; d) peuvent être étiquetés omme les
sommets du graphe de de Bruijn B(d;D).
 Cylique(p; q; d;D) retourne vrai si la permutation f est ylique, faux sinon. N'est
utilisable que si p = d
p
0
, q = d
q
0
et p
0
+ q
0
= D + 1.
 EtiquetageValide(p; q; d;D) retourne vrai si les sommets du grapheH(p; q; d) peuvent
être étiquetés omme les sommets du graphe de de Bruijn B(d;D), et faux sinon.
 HisomorpheB(p; q; d;D) retourne vrai si les graphes sont isomorphes et faux sinon.
HisomorpheB(p; q; d;D)
si (p mod d  0) et (q mod d  0)
alors
si p est une puissane de d
alors Retourner Cylique(p; q; d;D)
sinon Retourner EtiquetageValide(p; q; d;D)
sinon
Retourner faux
191
192 ANNEXE C. UN ALGORITHME DE RECHERCHE EXHAUSTIVE
EtiquetageValide(p; q; d;D)
// !(x) est l'étiquette de x = x
D 1
: : : x
1
x
0
, et !(x; i) = x
i
Initialisation des étiquettes des sommets x 2 V (H) au mot !(x) = 
D
=
D
z }| {
       
Les k sommets ave boules reçoivent haun une étiquette diérente de la forme 
D
,  2 Z
k
F  

x j x 2  
+
H
(x)
	
// diusion de lettres depuis tous les sommets ave boule
tant que nonvide(F ) faire
u Tête(F )
pour tout v 2  
+
H
(u) n fug faire
pour i allant de 0 à D   1 faire
si !(v; i) = 
alors si !(u; f
 1
(i)) 6=  alors !(v; i) !(u; f
 1
(i))
sinon si !(v; i) 6= !(u; f
 1
(i)) alors Retourne faux
si !(v) a été modié alors F  F [ fvg
pour tout v 2  
 
H
(u) n fug faire
pour i allant de 0 à D   1 faire
si !(v; i) = 
alors si !(u; f(i)) 6=  alors !(v; i) !(u; f(i))
sinon si !(v; i) 6= !(u; f(i)) alors Retourne faux
si !(v) a été modié alors F  F [ fvg
// vériation de la présene de toutes les étiquettes
Initialisation du tableau t de taille n à 0
pour tout x 2 V (H) faire
t
h
P
D 1
i=0
!(x; i)d
i
i
 1
pour i allant de 0 à n  1 faire
si tab[i℄ = 0 alors Retourne faux
Retourne vrai
C.2 Résultats
Les tables C.1 à C.4 nous onfortent dans l'idée que la onjeture 5.4.3 page 84 est vraie.
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B(2;D) n Couples (p; q)
B(2; 2) 4 (2,4)
B(2; 3) 8 (2,8)
B(2; 4) 16 (2,16) (4,8)
B(2; 5) 32 (2,32)
B(2; 6) 64 (2,64) (4,32) (8,16)
B(2; 7) 128 (2,128) (8,32)
B(2; 8) 256 (2,256) (4,128) (16,32)
B(2; 9) 512 (2,512) (8,128)
B(2; 10) 1024 (2,1024) (4,512) (8,256) (16,128) (32,64)
B(2; 11) 2048 (2,2048) (32,128)
B(2; 12) 4096 (2,4096) (4,2048) (8,1024) (16,512) (32,256) (64,128)
B(2; 13) 8192 (2,8192) (8,2048) (32,512)
B(2; 14) 16384 (2,16384) (4,8192) (16,2048) (128,256)
B(2; 15) 32768 (2,32768) (8,8192) (32,2048) (128,512)
B(2; 16) 65536 (2,65536) (4,32768) (8,16384) (16,8192) (32,4096) (64,2048) (128,1024)
(256,512)
B(2; 17) 131072 (2,131072) (32,8192) (128,2048)
B(2; 18) 262144 (2,262144) (4,131072) (8,65536) (16,32768) (32,16384) (64,8192)
(128,4096) (256,2048) (512,1024)
B(2; 19) 524288 (2,524288) (8,131072) (128,8192) (512,2048)
B(2; 20) 1048576 (2,1048576) (4,524288) (16,131072) (32,65536) (256,8192) (1024,2048)
Tab. C.1  B(2; D).
B(3;D) n Couples (p; q)
B(3; 2) 9 (3,9)
B(3; 3) 27 (3,27)
B(3; 4) 81 (3,81) (9,27)
B(3; 5) 243 (3,243)
B(3; 6) 729 (3,729) (9,243) (27,81)
B(3; 7) 2187 (3,2187) (27,243)
B(3; 8) 6561 (3,6561) (9,2187) (81,243)
B(3; 9) 19683 (3,19683) (27,2187)
B(3; 10) 59049 (3,59049) (9,19683) (27,6561) (81,2187) (243,729)
B(3; 11) 177147 (3,177147) (243,2187)
B(3; 12) 531441 (3,531441) (9,177147) (27,59049) (81,19683) (243,6561) (729,2187)
B(3; 13) 1594323 (3,1594323) (27,177147) (243,19683)
B(3; 14) 4782969 (3,4782969) (9,1594323) (81,177147) (2187,6561)
Tab. C.2  B(3; D).
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B(4;D) n Couples (p; q)
B(4; 2) 16 (4,16)
B(4; 3) 64 (4,64)
B(4; 4) 256 (4,256) (16,64)
B(4; 5) 1024 (4,1024)
B(4; 6) 4096 (4,4096) (16,1024) (64,256)
B(4; 7) 16384 (4,16384) (64,1024)
B(4; 8) 65536 (4,65536) (16,16384) (256,1024)
B(4; 9) 262144 (4,262144) (64,16384)
B(4; 10) 1048576 (4,1048576) (16,262144) (64,65536) (256,16384) (1024,4096)
B(4; 11) 4194304 (4,4194304) (1024,16384)
Tab. C.3  B(4; D).
B(3;D) n Couples (p; q)
B(2; 7) 128 (2,128) (8,32)
B(3; 7) 2187 (3,2187) (27,243)
B(4; 7) 16384 (4,16384) (64,1024)
B(5; 7) 78125 (5,78125) (125,3125)
B(6; 7) 279936 (6,279936) (216,7776)
B(7; 7) 823543 (7,823543) (343,16807)
B(8; 7) 2097152 (8,2097152) (512,32768)
B(9; 7) 4782969 (9,4782969) (729,59049)
B(2; 8) 256 (2,256) (4,128) (16,32)
B(3; 8) 6561 (3,6561) (9,2187) (81,243)
B(4; 8) 65536 (4,65536) (16,16384) (256,1024)
B(5; 8) 390625 (5,390625) (25,78125) (625,3125)
B(6; 8) 1679616 (6,1679616) (36,279936) (1296,7776)
B(2; 9) 512 (2,512) (8,128)
B(3; 9) 19683 (3,19683) (27,2187)
B(4; 9) 262144 (4,262144) (64,16384)
B(5; 9) 1953125 (5,1953125) (125,78125)
B(2; 10) 1024 (2,1024) (4,512) (8,256) (16,128) (32,64)
B(3; 10) 59049 (3,59049) (9,19683) (27,6561) (81,2187) (243,729)
B(4; 10) 1048576 (4,1048576) (16,262144) (64,65536) (256,16384) (1024,4096)
B(2; 11) 2048 (2,2048) (32,128)
B(3; 11) 177147 (3,177147) (243,2187)
B(4; 11) 4194304 (4,4194304) (1024,16384)
B(2; 12) 4096 (2,4096) (4,2048) (8,1024) (16,512) (32,256) (64,128)
B(3; 12) 531441 (3,531441) (9,177147) (27,59049) (81,19683) (243,6561) (729,2187)
Tab. C.4  B(d;D), 7  D  12.

Résumé
Dans ette thèse, nous nous intéressons aux réseaux de ommuniations optiques ave d'une part
des réseaux en  espae libre optique  et d'autre part des réseaux à bres optiques.
Dans un premier temps, nous étudions l'implantation en espae libre optique de réseaux de
ommuniations à l'aide de l'arhiteture OTIS (Optial Transpose Interonnetion System), pro-
posé dans [MMHE93℄. Nous proposons une modélisation de es réseaux par les graphes H(p; q; d)
que nous herhons ensuite à aratériser. Nous étudions en partiulier les isomorphismes entre es
graphes et des graphes onnus (de Bruijn, Kautz et autres graphes à alphabet). Nous développons
une famille de graphes à alphabet ontenant de nombreux graphes isomorphes au de Bruijn, que
nous utilisons pour obtenir une implantation optimale, au sens de la minimisation du nombre de
lentilles, du de Bruijn ave OTIS. Nous étudions aussi une famille de réseaux modélisés par des
hypergraphes orientés, appelées stak-Kautz, pour laquelle nous donnons un algorithme de routage
et des protooles de ontrles.
Dans un deuxième temps, nous nous intéressons au problème de la séurisation par protetion
dans les réseaux WDM, qui onsiste à utiliser des ressoures prédéterminées et dédiées pour assurer
la ontinuité du tra lors de la rupture d'un faiseau de bres dans le réseau. Nous dérivons de
nombreuses stratégies de protetion de l'instane et du réseau. Nous étudions plus partiulièrement
la protetion par sous-réseaux qui onsiste au partage de ressoures de protetion par un ensemble
de requêtes formant un sous-réseau partiulier (iruit). Nous donnons une solution optimale au
problème de la protetion par sous-réseaux dans le as où le réseau est un yle et les requêtes
représentent un éhange total.
Mots lés : Réseaux optiques, Communiations, Théorie des graphes, Espae libre optique,OTIS,
De Bruijn, Kautz, WDM, Robustesse, Protetion, Couverture par des yles, Design.
Abstrat
This thesis deals with optial ommuniation networks, espeially free spae optial networks
and optial ber networks.
First we address the design of free spae optial networks using the Optial Transpose Inter-
onnetion System (OTIS) arhiteture dened in [MMHE93℄. We give a model of these networks
with H(p; q; d) digraphs whih we haraterize. We take a spei interest in isomorphisms between
these digraphs and well known digraphs (de Bruijn, Kautz and other alphabet graphs). We deve-
lop a family of alphabet digraphs whih inludes a large number of digraphs isomorphi to the de
Bruijn and use it to obtain an optimal design of the de Bruijn with OTIS, in terms of minimizing
the number of lenses. Then, we study a family of networks modeled by direted hypergraphs and
alled stak-Kautz, for whih we provide routing algorithms and ontrol protools.
In a seond part we address the problem ofWDM network survivability using protetion. This
problem onsists in using preomputed and dediated resoures in order to ensure tra ontinuity
if a bundle of bers breaks down. We desribe numerous strategies for proteting the instane and
the network. We go more deeply into subnetwork protetion where protetion resoures are shared
by sets of request desribing a spei subnetwork (iruit). We give an optimal solution to this
problem when the network is a yle and the requests realize the All-to-All pattern.
Keywords : Optial networks, Communiations, Graph theory, Free spae optis, OTIS,
De Bruijn, Kautz, WDM, Survivability, Protetion, Cyle overing, Design.
