Introduction De La Méthode Quadratique Différentielle Généralisée Dans Le Traitement Du Potentiel Coulombien "écarté" by Saidi, Hanane
 REPUBLIQUE ALGERIENNE DEMOCRATIQUE ET POPULAIRE
MINISTERE DE L’ENSEIGNEMENT SUPERIEUR ET DE LA RECHERCHE
SCIENTIFIQUE
UNIVERSITE MOHAMED KHIDER- BISKRA
FACULTE DES SCIENCES ET SCIENCES DE L’INGENIEUR
DEPARTEMENT DE PHYSIQUE
MEMOIRE
Présenté p our l’obtention du D iplôme de Magister en P hysique
OPTION : Physique des semi-conducteurs et matériaux métalliques
THEME
Introduction de la méthode quadratique
différentielle généralisée dans le traitement du
potentiel coulombien ’écranté’
par
Hanane SA ID I
Soutenu le :
devant le jury composé de :
M r A. B. Bouzida, Maître de Conf (Univers ité de Batna): Président
M r N. Attaf, Maître de Conf (Univers ité de Constantine): Examinateur
M r S. Aïda, Professeur (Université de Constantine): Examinateur
M r A. Zerarka, Professeur (Université de Biskra): Rapporteur




Ce travail est particulièrement dédié à:
Mes parents, tout spécialement ma très chère mère et mon père.
Mon mari et mon ls.
Mes frères et surs.
Ma belle-sur Bariza .
Mon beau-frère Fouad.
Toute ma famille.
Mes collègues, et à tous ceux qui aiment lhumanité qui en ce monde on se
prive davantage.
Souvent, la lourdeur des évènements de la vie nous envahit, heureuse-
ment lesprit humain lemporte toujours
2
REMERCIEMENTS
Jai eu le prévilège de rencontrer le Professeur A. Zerarka alors que jétais
encore en possession du DES de Physique et cest lui qui est à lorigine de mon
orientation vers les édices de la mécanique quantique. Ce thème ma passionné
et je le remercie donc vivement de mavoir poussé à mengager dans cette voie.
Jai pu par la suite apprécier ses remarquables qualités humaines et son action
comme directeur dune équipe de recherche dans laquelle évoluent un certains
nombres de candidats dont les compétences sont irréprochables et ils ont imposé
leurs résultats de recherche ayant un impact dans la scène internationale. Pour
toutes ces raisons, cest une grande joie pour moi quil ait accepté de diriger
ce travail. Avec une grande chaleur et de tendresse que je tiens à exprimer
mes plus sincères remerciements au Professeur A. Zerarka qui ma proposé ce
sujet dactualité et ma accompagné tout au long de son aboutissement avec
beaucoup dintérêt et de disponibilité.
Mes remerciements vont à monsieur A. B. BOUZIDA Maître de Conférences
à lUniversité de Batna, qui me fait lhonneur de présider le jury de thèse. Je
remercie également messieurs N. ATTAF et S. AIDA respectivement Maître de
Conférences et Professeur à lUniversité de Constantine davoir accepté la lourde
tâche dêtre des membres de jury.
Je voudrais également remercier monsieur A. ATTAF chargé de cours à
lUniversité Mohamed Khider Biskra, qui ma beaucoup facilitée la réalisation
de ce travail, et pour laide pratique et ses encouragements. Je tiens à présen-
ter toute ma gratitude à Y. Boumedjane, B. Labed, k. Bounab, F. Lehraki,
S. Saidi, N. Bensalah et S. Hasouni de lUniversité de Biskra de mavoir aidé
3
partiellement par leurs sympathies et pour toutes les discussions constructives
sur le domaine de la mécanique quantique. Je voudrais également remercier ma
famille, qui ma toujours apporté son soutien. Je tiens également à exprimer
toute mon amitié à toute l équipe du Laboratoire de recherche de physique
dont le responsable le Professeur A. Zerarka par excellence et lacceuil qui ma
été réservé.
Mes remerciements sadressent également à mes collègues. Ils nont jamais
compté leurs temps, ce qui ma permis den abuser de temps à autre. Ce travail
doit beaucoup à leurs soutiens et à leurs constants encouragements.
Ce travail doit aussi à le¤ort permanent des doctorants formés par le Pro-








CHAPITRE 1: Equation de Schrödinger indépen-
dente du temps 9
1.1 Introduction ......................................................................9
1.2 Equation de Schrödinger stationnaire .......................................10
1.2.1 Conditions à remplir par la fonction propre .................................11
1.3 Equation de Schrödinger en coordonnées sphériques ......................11
1.3.1 Séparation des variables .....................................................12
1.3.2 Equation de Schrödinger dans un potentiel central ..........................13
1.3.3 Comportement à lorigine des solutions (r  ! 0) ...........................14
1.3.4 Comportement asymptotique (r  !1) ....................................15
CHAPITRE 2: Méthodes dapproximation pour
les états stationnaires 17
2.1 Le principe variationnel .......................................................17
2.2 Perturbation stationnaire: Cas non dégénéré ............................21
2.2.1 Position du problème .......................................................22
2.2.2 Développement formel de la perturbation ..................................23
2.2.1 Perturbation dordre zéro .............................................24
5
2.2.2 Perturbation de premier ordre .........................................24
2.2.3 Perturbation de second ordre .........................................25
2.3 Théorie stationnaire des perturbations: Cas dégénéré ...................26
CHAPITRE 3: Introduction du potentiel écranté     27
3.1 Introduction .....................................................................27
3.2 Etude par introduction dune fonction dessai ..............................28
3.2.1 Les états liés pour le potentiel ...............................................28
3.2.2 Les solutions exactes ........................................................29
2.2.1 Régularité de  ........................................................31
2.2.2 Dépendance entre K2 et p .............................................32
2.2.3 Cas1: p = 0 ............................................................32
2.2.4 Cas 2: p = 1............................................................34
2.2.5 Cas 3 : p > 1...........................................................36
3.2.3 Applications numériques.....................................................37
2.3.1 Les solutions ...........................................................37
CHAPITRE 4: Méthode quadratique généralisée:
   MQG                                                                   48
4.1 Introduction .....................................................................48
4.2 Exposé formel de la méthode .................................................48
4.2.1 Développement de la méthode ...............................................49
4.3 cas 1 : p = 0 .....................................................................52
4.4 Applications numériques ......................................................54
4.4.1 Cas 1: p = 0 .................................................................54
6
4.4.2 Cas 2: p = 1 .................................................................57
4.4.3 Cas 3: p = 2 .................................................................62
4.5 Discussions et conclusion ......................................................66




Cette thèse sinscrit dans un courant détudes physiques et numériques pour
les équations di¤érentielles appliquées en physique et chimie quantiques qui se
développent au Laboratoire dirigé par le Professeur A. Zerarka depuis quelques
années, principalement sous limpulsion de nombreuse contribution et collab-
oration avec des Laboratoires de Mathématiques à lUniversité de Biskra et
quelques autres Laboratoires en France et en Allemagne. Notre contribution se
distingue toutefois des travaux antérieurs par deux aspects :
- Construction dune méthode générale aux cas des équations di¤érentielles
dans un cadre quantique.
- La manipulation de la présente méthode peut également être utilisée avec
soin aux problèmes dintérêt particulier.
Revenons à quelques portées denvergure dans cette introduction.
Une fois les équations et leurs conditions aux limites établies, lune des pre-
mières tâches du physicien consiste à formuler le problème en termes rigoureux
et à démontrer que les équations ont une solution, et que si cest le cas, la so-
lution doit être évidemment unique. Ceci peut se faire en collaboration étroite
avec des spécialistes en mathématique. Une telle synthèse peut être ardue, et on
ne sait pas toujours la conduire à terme ; mais elle permet de sassurer que lon
ne se lancera pas vainement dans les manipulations des calculs dans un chemin
hasardeux, cest à dire le cas où le solutions ne sont pas en accord direct avec
la réalité.
Il sagit ensuite de proposer des méthodes e¢ caces pour résoudre, avec une
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précision relativement acceptable et su¢ sante, le problème posé. La résolution
dite analytique ou dite encore exacte est généralement , exprimé par une formule
compacte, est dans tout état de cause hors de portée, sauf cas exceptionnels et
très simples. Le scientique est obligé ainsi de se contenter dune résolution
numérique souvent réalisée par ordinateur car les calculs mis en oeuvres sont
très volumineux. Les résultats obtenus sont aussi valables avec une certaine
approximation.
Si la condition nest pas simple à imposer numériquement, lune des solutions
proposées consiste à transformer léquation aux dérivées partielles dorigine en
un système déquations algébriques dans le quel les grandeurs mesurables peu-
vent être extraites facilement. Lavantage de cette formulation est quelle sat-
isfait automatiquement quelques conditions possibles sur les éléments inconnus
tels que la fonction donde et lénergie du système.
Les progrès dans le domaine des équations dans laquelle la fonction est sup-
posée inconnue ont permis en particulier dessayer de caractériser quelques pro-
priétés intrinsèques dune variété de méthodes à laide de la connaissance de cer-
tains algorithmes des opérateurs formulant les diverses équations en générales.
Lintérêt pour la physique par exemple découle bien sûr du fait que de nombreux
systèmes de la nature sont décrits par des équations aux dérivées partielles et
que létude de ces dernières se fait souvent à laide de lanalyse spectrale des
opérateurs di¤érentiels correspondants ou par lintermédiaire dune élaboration
profonde dune théorie adaptée à une situation particulière donnée.
Il est intéressant de noter que de très nombreuses méthodes numériques [1,
2] sont employées pour résoudre les probèmes issus dune large formulation des
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équations di¤érentielles. Cela éventuellement peut dépendre souvent implicite-
ment des géométries mises en oeuvre, de laspect particulier de type périodique
ou de manière narturellement arbitraire, etc... Néanmoins, toutes ces applica-
tions ont subi dénorme progrès dans la construction des réponses, notamment
à cause de lapparition et lammélioration de nouvelles formulations ou de nou-
velles méthodes numériques. Ceux-ci sont dus peut être à laugmentation de
la taille de mémoire des ordinateurs qui ont déclenché ce bouleversement scien-
tique important.
On verra par la suite que notre méthode développée a conduit au problème
de résolution dun système linéaire pour les coe¢ cients ou poids et la matrice
est en générale pleine et selon le problème envisagé dune taille relativement
modérée peut conclure un résultat très satisfaisant.
La méthode quadratique généralisée utilisée dans ce travail sappuie sur une
description utlisant une famille de fonctions polynomiales comme une base
décrivant la fonction donde dans les systèmes physiques en considération.
10
C H A P I T R E 1
Equation de Schrödinger in-
dépendente du temps
1.1 Introduction
La résolution de léquation générale de Schrödinger sans lobservable temps
permet lobtention dune solution à la fonction donde et une évaluation de
lénergie correspondante. Cette manipulation sexprime directement par lintroduction
dun potentiel décrivant une situation physique donnée. Particularisée par le
cas des états liés, léquation di¤érentielle peut alors fournir des résultats discrets
pour lénergie et une fonction donde normalisable. La résolution numérique
de léquation de Schrödinger par sa transformation en un système déquation
linéaire à coe¢ cients constants a permis la réalisation de modèles mathéma-
tiques aussi bien dans le cas des systèmes à potentiel simple que dans le cas
de ceux de forme quelconque et compliquée. Par des simplications adéquates,
léquation de Schrödinger a été également appliquée avec succès à la détermi-
nation de nombreux cas supposés jusquici di¢ cilement gérables.
Le problème fondamental de la mécanique quantique de latome est celui du
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mouvement de lelectron dans un champ dattraction central.
Limportance de ce problème tient à ce qu lhypothèse du champ central utilisé
à la description du mouvement des electrons de latome savère très fructueuse
pour le calcul des di¤érentes propriétés des structures atomiques [3, 7, 8, 13].
Une telle description permet de se faire une idée plus nette des particularités
du comportement des atomes et de déterminer leurs états énergétiques sans
avoir à résoudre le problème de mécanique quantique de N corps qui présente
des di¢ cultés quasi-insurmontables.
1.2 Equation de Schrödinger stationnaire
Pour dénir la fonction donde 	(r) dune particule mobile dans un champ




[E   V (r)] 	 = 0 (1.1)
où ~ est la constante de Planck, m la masse de la particule, V (r) lénergie






@z2 est connu comme le Laplacien de la
fonction 	:
Léquation de Schrödinger est une équation aux dérivées partielles qui na de
solutions que pour certaines valeurs de E, ou autrement dit les valeurs permises
de E. Les valeurs permises de lenergie portent le nom de valeurs propreset
les solutions 	 qui leurs correspondent portent le nom de fonctions propres ou
caractéristiques.
Cette équation peut sécrire symboliquement comme
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Section 1.3 Equation de Schrödinger en coordonnées sphériques
H	 = E	 (1.2)
où H =   ~22m+ V (r) est lopérateur Hamiltonien associé à lénergie E:
1.2.1 Conditions à remplir par la fonction propre




 La probabilité de trouver la particule de fonction donde 	(r) dans un élement de volume






0x; y; z)	(x; y; z)d3r = 1, 	 est le complexe conjugué de 	:
1.3 Equation de Schrödinger en coordonnées
sphériques
Puisque le potentiel dans léquation (1.1) depend de r, ceci suggère quon peut
représenter  en coordonnées sphériques, à la place des coordonnées cartési-
ennes. Rappelons la dénition
x = r sin  cos'
y = r sin  sin'
z = r cos 
où (0  r <1), (0    ), (0  '  2) :

























Le premier teme depend seulement de r, donnant un certain espoir qune ap-
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proche basée sur la séparation des variables pourrait aider à résoudre le prob-
lème.
1.3.1 Séparation des variables
Comme première étape, on écrit la fonction donde 	(r; ; ') comme un
produit [6, 13, 15 17]
	(r; ; ') = R(r)Y (; ') (1.4)
par substitution dans léquation (1.2) ceci donne
  ~22m
n



















  [E   V (r)]R(r)Y (; ') = 0































le membre de gauche depend seulement de r, et le membre de droite depend
seulement de  et ', donc les deux membres sidentient à une constante, laque-
























Y = Y l(l + 1)
La première équation est appelée léquation radiale, et la seconde equation
est appelée léquation angulaire. La solution de léquation angulaire radiale
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Section 1.3 Equation de Schrödinger en coordonnées sphériques
depend evidemment du choix de V (r): Mais léquation angulaire est universelle
et valide pour tout potential central.
1.3.2 Equation de Schrödinger dans un potentiel
central
Le mouvement dune particule plongée dans un potentiel central V , qui ne
depend que de la distance r à lorigine des coordonnées, est décrit par léquation







	(r) = E	(r) (1.6)





























































Les fonctions propres de L2 sont des fonctions appelées, les harmoniques
sphériques Y ml (; '), ayant pour valeurs propres l (l + 1) ~2 avec l = 1; 2; ::: et
m varie entre  l et +l: On a alors
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L2Y ml (; ') = ~2l(l + 1)Y ml (; ') (1.9)





















	(r; ; ') = E	(r; ; ') (1.10)








r2 +V (r) ne depend que de la variable
















R(r) = ER(r) (1.11)
































Sn;l(r) = En;lSn;l(r) (1.12)
On remarque que cette équation a la même forme que pour un système unidi-





peut appeler terme de force centrifuge et qui sannulle pour l = 0:
1.3.3 Comportement à lorigine des solutions (r  ! 0)
On suppose que le potentiel V (r) reste ni pour r tendant vers 0; ou au moins
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Section 1.3 Equation de Schrödinger en coordonnées sphériques




V (r)r2 = 0 =) V (r  ! 0) = 1r ;  < 2. Considérant une solution de
léquation, et supposant qelle se comporte à lorigine comme r
Sn;l(r)r !0 = cr (1.13)
et en égalant à zéro le coe¢ cient du terme dominant, on obtient la relation
 ( + 1) + l (l + 1) = 0 et donc :  =  l;  = l + 1. Pour une valeur En;l,
on a deux solutions linéairement indépendantes.
Les solutions acceptables de léquation sannulent à lorigine quel que soit l,
puisque
Sn;l(r)r !0 = crl+1 (1.14)
Conséquemment, il faut ajouter à léquation la condition
Sn;l(0) = 0 (1.15)











2Sn;l(r) = 0 (1.16)
puisque V (r) sannule à linni et l(l+1)r2 tend vers 0, alors Sn;l(r) se comporte à
linni comme
Sn;l(r) = exp(iKr); si E > 0
Sn;l(r) = exp(Kr); si E < 0
Dans le premier cas, on a Rn;l(r) = (1=r) exp(iKr) et on trouve une onde
sphérique divergente exprimant un puit à lorigine et lénergie est continue, on
se trouve alors dans un état de di¤usion.
Dans le deuxième cas, on a Rn;l(r) = (1=r) exp(Kr), lénergie est quantiée
relative à un état lié, et la solution exponentielle dargument positif est à rejeter.
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C H A P I T R E 2
Méthodes dapproximation pour
les états stationnaires
Dans des situations plus compliquées, une solution exacte dun problème de
mécanique quantique peut ne pas être possible, dans de telles circonstances
on doit se fonder sur des méthodes approximatives. Pour le calcul des états
et des valeurs propres stationnaires, les méthodes utilisées sont la théorie des
perturbations et les méthodes variationnelles.
La théorie des perturbations peut être appliquée quand le problème à résoudre
dévie seulement légèrement dun problème exactement soluble, par contre les
méthodes variationnelles sont utiles pour le calcul des énergies détat fonda-
mental, si on a une certaine idée qualitative au sujet de la forme de la fonction
donde.
2.1 Le principe variationnel
Dénissons une énergie fonctionnelle comme :
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E [	] =
h	 j H j 	i
h	 j 	i (2.1)
 Chaque état dans le quel E[	] est stationnaire est état propre de H, et vice versa. La
valeur stationnaire de E[	] est la valeur propre correspondante de H.
Une variation de j 	i signie
j 	i  ! j 	i+ j 	i (2.2)
alors nous prenons pour une variation de E[	] :
E [	] = 
h	 j H j 	i
h	 j 	i (2.3)
= 
h	 j H j 	i
h	 j 	i  
h	 j H j 	i
h	 j 	i2 h	 j 	i: (2.4)
=
h	 j H j 	i
h	 j 	i +
h	 j H j 	i
h	 j 	i   E [	]
h	 j 	i
h	 j 	i   E [	]
h	 j 	i
h	 j 	i (2.5)
=
h	 j H j 	i
h	 j 	i   E [	]
h	 j 	i
h	 j 	i +
h	 j H j 	i
h	 j 	i   E [	]
h	 j 	i
h	 j 	i (2.6)
=
h	 j H   E [	] j 	i
h	 j 	i +
h	 j H   E [	] j 	i
h	 j 	i = 0 (2.7)
choix de j 	= i = i j 	i et h	= j=  ih	 j; nous obtenons
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E [	] =  h	 j H   E [	] j 	ih	 j 	i +
h	 j H   E [	] j 	i
h	 j 	i = 0 (2.8)
Ajoutant et soustrayant les deux conditions (2.7) et (2.8) on trouve :
h 	 j H   E [	] j 	i = 0 (2.9)
h 	 j H   E [	] j 	i = 0 (2.10)
pour des variations arbitraires, j 	i suit la condition pour être stationnaire
( H   E [	]) j 	i = 0 (2.11)
et j 	i est ainsi létat propre de H avec la valeur propre E [	]. La deuxième
condition
h 	 j ( H   E [	]) = 0 donne le même résultat, puisque H = H+ et
E[	] vrais. Pour montrer lautre direction, nous supposons que j 	i est létat
propre de H avec la valeur propre E, alors
E [	] =
h	 j H j 	i
h	 j 	i = E (2.12)
càd., pour j 	i, E[	] est stationnaire.
THEOREME 2.1 :
Lénergie fonctionnelle est une limite supérieure pour lénergie E0 détat fon-
damental :
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E [	]  E0 (2.13)
PREUVE 2.1 nsidèrons
E [	]  E0 = h	 j H   E0 j 	ih	 j 	i (2.14)




En j 	nih	n j (2.15)
et insérant ceci dans(2.14) donne,
E [	]  E0 = 1h	 j 	i
1X
n=0






j h	 j 	i2 j (En   E0)  0 (2.16)
Le principe variationnel, selon Ritz, se manifeste donc par le choix dune
fonction donde dessai j 	()i comme fonction dun ou plusieurs paramètres 
et ensuite il faut déterminer le minimum de
E () =
h	() j H j 	()i
h	() j 	()i (2.17)
Le minimum de E() est alors la limite supérieure pour lénergie détat fonda-
mental.
22
Section 2.2 Perturbation stationnaire: Cas non dégénéré
Un cas relativement simple est une dépendance linéaire de la fonction dessai









sont des fonctions et les c connus comme des paramètres à
déterminer. Plaçant E[	] = 0





c j 'i (2.20)
avec c arbitraire. Ceci mène
h ' j H   E [	]
X

c j 'i = 0 (2.21)
ou dune manière equivalente
X

h ' j H j 'ic = E [	] c (2.22)





valeur propre est la limite supérieure pour lénergie détat fondamental.
2.2 Perturbation stationnaire: Cas non dégénéré
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2.2.1 Position du problème
Dans cette section nous discuterons la théorie des perturbations de Rayleigh
& Schrödinger, qui analyse les modications des forces discrètes et les fonctions
propres correspondantes dun système quand une perturbation est appliquée [9,
10, 17]. Nous considéronsH lHamiltonien indépendant du temps tels quil peut
être formulé et écrit en deux parties, à savoir
H = H0 + V
La théorie des perturbations est fondée sur lhypothèse que, quand V = 0,
les valeurs propres E(0)n et les kets propres j n(0)i dénergie exacte de H0 sont
reliés par
H0 j n(0)i = E(0)n j n(0)i (2.23)
Nous sommes requis de trouver les kets propres et les valeurs propres approxi-
matifs pour lHamiltonien.
(H0 + V ) j ni = En j ni (2.24)
En général, V nest pas lopérateur du potentiel. Nous comptons que le V nest
pas très grand et ne devrait pas changer les valeurs propres et les kets propres
de H0.
Il est pratique de présenter un paramètre  de façon que nous résolvons
(H0 + V ) j ni = En j ni (2.25)
24
Section 2.2 Perturbation stationnaire: Cas non dégénéré
au lieu du problème original. Nous prenons 0    1, le cas  = 0 correspond
au cas non perturbé du problème et le cas  = 1 correspond entièrement au
problème de force que nous voulons résoudre.
2.2.2 Développement formel de la perturbation
Nous traitons la perturbation dun état lié. La supposition que V est petit
comparé à la référence de lénergie suggère que nous augmentions les valeurs
propres perturbées et kets propres comme des séries entières en V .
Le développement de lénergie et la fonction propre en puissance de  donne
immédiatement









et sont substitués dans léquation donde pour donner.
(H0 + V )













j n(0)i+  j n(1)i+ 2 j n(2)i+ :::

Puisque léquation est censée être valide pour une gamme de valeurs de ,
nous pouvons égaliser les coe¢ cients des puissances égales à  des deux côtés






























j n(2)i+ E(2)n j n(1)i+ E(3)n j n(0)i (2.30)
2.2.2.1 Perturbation dordre zéro
Léqu. (2.27) signie que j n(0)i est un cas non perturbé des kets propres ,
comme prévu. Nous pouvons lobtenir directement par la prise  = 0 que la
valeur propre est E(0)n . Puisque nous nous occupons avec la perturbation dun
état lié, le ket détat j n(0)i est discret.
2.2.2.2 Perturbation de premier ordre
La multiplication dun bra donde non perturbée de lhamiltonien de gauche



















là où m = n léqu.(2.31) donne
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Section 2.2 Perturbation stationnaire: Cas non dégénéré
E(1)n = hn(0) j V j n(0)i = Vnn (2.33)




c(1)m j m(0)i (2.34)
Pour simplier la notation, nous dénissons.
Vmn = hm(0) j V j n(0)i (2.35)




























2.2.2.3 Perturbation de second ordre
La correction de second ordre de lénergie est
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c(2)m j m(0)i (2.40)






















j n(1)i + hm(0) j E(2)n j n(0)i
o
(2.42)
2.3 Théorie stationnaire des perturbations: Cas
dégénéré
Jusquici nous avons supposé que létat perturbé di¤ère légèrement de létat
non perturbé de létat lié. La méthode des perturbations pour un cas non
dégénéré que nous avons développé échoue quand les états non perturbés sont
dégénérés. Ce cas ne sera pas exposé ici, les détails peuvent être trouvés dans
[1, 2, 4, 5, 9, 10, 17].
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Dans ce chapitre on va présenter les résultats obtenus dans [19]. La méthode
utilisée dans cet article est basée sur le traitement des solution sous forme de
séries entières appliquées à léquation de Schrödinger non relativiste avec des
potentiels de type puissance inverse.
Dans [18] Bose et Gupta ont calculé les solutions exactes des états liés de
léquation de Schrödinger avec un type spécial de potentiel de puissance in-
verse, appelé potentiel Coulombien écranté, exprimé par Va;b; (r) = ar +
b
r  :
Dans le cas symétrique (b =  a) , la méthode utilisé dans [19] donne des éner-
gies nulles.
On va étendre les résultats [18] par le calcul des solutions des états liés et
les énergies pour le potentiel symétrique Va;= Va; a; à partir dune forme
particulière . Il a été observé que les solutions obtenues ici correspondent aux
états fondamentaux aussi bien que les états excités
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3.2 Etude par introduction dune fonction dessai
3.2.1 Les états liés pour le potentiel





E   Va; (r)  K2
r2

 (r) = 0, (r  0) (3.1)





r    (3.2)
Le but est de chercher les énergies exactes des états liés . Dans ce développe-
ment nous utilisons les uinités atomiques standards suivantes: ~ = 2m = 1.
Le terme constant K2 peut contenir le nombre quantique angulaire l dans la
manière habituelle, et sidentie comme: K2 = l (l + 1). Les paramètres a et
 accomplissent les conditions ai0; i0; la signication que le potentiel Va;
présente des paliers simples à r = 0 et r =  comme il est représenté sur la
gure 1.
Nous rappelons dabord les résultats décrits par Bose et Gupta [18] . Ils ont
employé un ansatz de la forme:
 (r) = exp (r)
pX
i=0
bi (r   ) ri+ (3.3)
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Fig 1 : Le potentiel V5:1
et des valeurs appropriées de choix pour les constantes  et , ils ont obtenu
la formule pour les valeurs propres Ep de lénergie.
Ep =   (a+ b)
2
4 (l + p+ 2)2
(3.4)
là où p 2 N , p = 0 correspond à lénergie de létat fondamental et pi1 corre-
spond aux énergies des états excités. On le voit facilement au cas où b =  a,
lénergie (3.4) disparaîtrait et les solutions sont toujours calculées à partir de
(3.3).
3.2.2 Les solutions exactes
Pour trouver les solutions exactes possibles, on remplace la fonction donde
 par son expression et utilisant H
H =   d
2
dr2
+ V (r) +
l (l + 1)
r2
dans léquation aux valeurs propres de Schrödinger .
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H = E
et après une série de développement, on trouve un système de trois termes dans
le quel nous avons remplacé
E =  2 (3.5)
ainsi nous obtenons une formule de récurrence suivante [19]
Anbn +Bn+1bn+1 + Cn+2bn+2 = 0 (3.6)
avec les coe¢ cients
An = 2 (n+  + 1) (3.7)
Bn =  2 (n+ ) + (n+  + 1) (n+ ) K2 + a (3.8)
Cn =   ((n+ ) (n+    1) K2) (3.9)
pour une expansion dordre n , il devra nécessairement que les conditions suiv-
antes soient remplies:
(a)Cn = 0
(b) bn+1 = 0
tels que
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De la série (3.3) donc nie, nous devons avoir bp 6= 0; signie que
Ap = 0() 2 (p+  + 1) = 0;
Ce qui est accompli en choisissant lun ou lautre  = 0 ou  =  p   1:
Plaçant  = 0 , ainsi E = 0, à partir de E =  2, qui mène aux solutions
dénergie nulle, donc il faut avoir
 =  p  1
Discutons quelques conséquences de ce choix.
3.2.2.1 Régularité de 
Pour p  0 la fonction donde  contient un facteur de type inverse en
puissance, car elle peut facilement être semblable à (3.3). Par conséquent, elle
nest pas régulière à r = 0, en particulier  =2 L2 (0;1).
Ce nest pas contradictoire avec la mécanique quantique, puisque  pour un
état lie caractérise une particule localisée seulement dans (;1), et qui ne peut
pas être dans (0; )gure1. En outre, la solution correcte 	 des états liés sécrit
	(r) =

0 si r 2 (0; )
 (r) si r 2 (;1)

(3.10)
de plus 	 2 L2 (0;1), nous devons montrer R0;1 j 	(r) j2 dr1:Dabord , il
se tient.R
(0;1) j 	(r) j2 dr =
R
(0;) j 	(r) j2 dr+
R
(;1) j 	(r) j2 dr
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3.2.2.2 Dépendance entre K2 et p
Exigeant b0 6= 0 nous devons avoir C0 = 0 cf. relation (3.9), pour la valeur
p = 0 signiant que K2 et v sont corrélés entre eux;
  ( (   1) K2) = 0 =) K2 =  (   1)
en raison de  =  p  1 il suit une interdépendance entre K2 et p:
K2 = (p+ 1) (p+ 2) (3.11)
Soit K2 = l(l + 1) nous obtenons à partir de (3.11) la relation
l = p+ 1 (3.12)
Nous sommes maintenant en position pour calculer les états et les énergies
correspondantes de léquation (3.1).
3.2.2.3 Cas1: p = 0
Les corrélations (3.11) et (3.12) se simplient à K2 = 2 et à l = 1, respec-
tivement. De (3.8) nous déduisons
B0 = 2   2 + a = 0, et  = 2  a
2
.
ce qui détermine la valeur propre de lénergie E0 =   2 ou encore
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avec La fonction propre correspondante 0, dénie sur (;1).









avec b0 une constante de normalisation.
Remarque
1) Observez que 0 est seulement normalisable si ai2 . Ceci peut être
interprété comme suit: si  est trop petit, la singularité répulsive à r = 0
empêche la particule décrite par  dans [;1] dêtre dans un état lié. Si a
est trop petit, la singularité au point r =  est trop faible pour compenser
linuence de la singularité à r = 0, dans cette situation il nexiste pas détat




j 0 (r) j2 dr = 1:
2) Comportement asymptotique de E0, quand   ! 1 dans le potentiel
Va; , il apparaît un terme dominant  1=r et on sattend à ce que E0 converge
à une énergie détat lié de type de Coulomb. En e¤et nous trouvons,







3.2.2.4 Cas 2: p = 1.
Linterrelation (3.11) donne K2 = 6 et l = 2 et de la formule de récurrence
(3.6) nous obtenons les système suivant:
B0b0 + C1b1 = 0
A0b0 +B1b1 = 0 (3.15)















 (4 + a)  4 4
 2  (2 + a)  6

(3.16)
= 6a2   24  10a+ a22 + 822 + 24 = 0
la solution de (3.16) donne les di¤érentes valeurs du paramètre , ainsi pour
E =  2 on trouve les solutions E1;0 et E1;1:
E1;0 =  
 











Section 3.2 Etude par introduction dune fonction dessai





























 4 + a+p( 4 + a) (12 + a)b1 (3.20)
Les relations entre b0 et b1 sont obtenues à partir du système linéaire (3.15).



















Fig 3: La densité de probabilité radiale j 1:1 j2avec  = 1; a = 7; b1 = 1, 1:1 représente
létat fondamental.
3.2.2.5 Cas 3 : p > 1
Nous avons  =  p  1, la formule dinterrelation (3.11) donne K2 = (p+ 1)
(p+ 2)et l = p+1 et de la formule de récurrence (3.6) nous obtenons le système
linéaire donnant les di¤érentes quantités bi.
0BBBBBBBBB@
B0 C1 0 0
A0 B1 C2 0











qui a une solution non triviale si:
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Section 3.2 Etude par introduction dune fonction dessai
det
26666666664
B0 C1 0 0 0 0 0
A0 B1 C2 0 0 0 0
0 A1 B2 C3 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 Cp
0 0 0 0 0 Ap 1 Bp
37777777775
= 0 (3.22)
Le membre gauche de léquation (3.22) est un polynôme du degré p en  et doit
être résolu pour les di¤érentes valeurs de  et par conséquent les valeurs propres
sobtiennent par E =  2.
3.2.3 Applications numériques
Comme nous avons trouvé ces solutions exactes , il est nécessaire de
souligner la remarque suivante:
telle que la normalisation des fonctions propres conduit aux conditions suiv-
antes :
ai2 (cas1) ; (cas2) =) fai4; ai6g  !  = 11;0 =  
p E1;0 et
1;1 =  
p E1;10BB@ Ap = 2 (p+  + 1) = 0Cp =   ((p+ ) (p+    1)  k2) = 0 =)
0BB@
 6= 0
 =  p  1
 6= 0
K2 = (p+ ) (p+    1)
1CCA
1CCA












k2 =  (   1)


















si  6= 0
ou encore







La fonction  sécrit comme suit :










Le tableau 1, illustre les solutions avec plusieurs cas, E0 représente lénergie
de létat fondamental , obtenue par la formule analytique.
Tableau 1 ai2,  = 1; b0 = 1
n a  E0
1 7  2:5  6:25
2 9  3:5  12:25
3 16  7:0  49:0
4 25  11:5  132:25
5 60  29:0  841:0





alors E0 =  6:25. On remplace a; ; b0 et  dans lexpression de V7;1 (r), on
trouve V7;1 (r) = 7r   7r 1 :




. Le graphe de la
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Section 3.2 Etude par introduction dune fonction dessai







Fig 4:  (r) désigne létat fondamental
relative au cas n1





alors E0 =  12:25. On remplace a; ; b0 et  dans lexpression de V9;1 (r), on
trouve V9;1 (r) = 9r   9r 1 :




. Le graphe de la fonc-








Fig 5:  (r) désigne létat fondamental
relative au cas n2
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 Cas 2: p = 10BB@
 = 0
 =  p  1
 6= 0
K2 = (p+ 1) (p+ 2)

























 482 + 8a3 + a24
 9=; si  6= 0
Pour  = 1, on trouve les énergies propres suivantes
E =  2 =
 
   32   18p8a+ a2   48  38a2
   32 + 18p8a+ a2   48  38a2
!
(3.25)















































 4 + a p( 4 + a) (12 + a)b1 (3.27)
Le tableau 2, illustre les solutions avec plusieurs cas, E1;1 et E0;1 représen-
tant les énergies de létat fondamental et le premier état excité respectivement,
obtenues par formulation analytique.
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Tableau 2
n a 1;1, ai4 E1;1 a 1;0, ai6 E1;0
1 4 0:0 0:0 4 0:0 0:0
2 5  0:890 39  0:792 79 5 0:140 39  970 9 10 2
3 6  1: 5  2: 25 6 0:0 0
4 7  2: 068 7  4: 279 6 7  0:181 27  3: 285 9 10 2
5 20  8: 828 4  77: 941 20  3: 171 6  10: 059
6 65  31: 442  988: 59 65  14: 308  204: 72
7 100  48: 961  2397: 2 100  23: 039  530: 77
Le cas du n6 : (a = 65; 1:0 =  14: 308; = 1) et E1;0 =  2 alors E1;0 =
 204: 72. On remplace a; 1:0; b0 et b1 dans lexpression de V65;1 (r), on trouve
V65;1 (r) =
65
r   65r 1 :
La fonction1;0 sécrit comme1;0 (r) = exp ( 14: 308r)
 
1: 061 8
r2   2: 061 8r + 1:0

.














 Cas3 p = 2
















0@ B0 C1 0A0 B1 C2
0 A1 B2
1A
la fonction donde est:















Le tableau 3, illustre les solutions avec plusieurs cas, où E est obtenue par
léquation (4-a), E2:0 , E2:1 etE2:2 représentent les énergies de létat fondamental
, le premier et le second états excités respectivement.
Tableau 3
n a 2:2 2:1 2:0
1 13  9: 290 9 10 2  0:970 2  4: 853 6
2 20  : 97542 3903  2: 79290 1527  8: 56500 7903
3 25  1: 70172 7507  4: 06977 6277  11: 14516 288
4 32  2: 77010 1596  5: 84609 2686  14: 71713 905
n E2:0 E2:1 E2:2
1  23: 55743 296  : 94128 804  8: 63208 2281 10 3
2  73: 35936 038  7: 80029 894  : 95145 17905
3  124: 21465 56  16: 56307 894  2: 89587 6508
4  216: 59418 18  34: 17679 969  7: 67346 2852
pour  =  3; K2 = 12 alors
det
0@  (6:0 + a)  6:0 6 0 4:0  (4:0 + a)  10:0 10:0
0  2:0  (2:0 + a)  12:0
1A = 0
pour  = 1 et a = 13 la solution est obtenue pour
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 =
8<:
 9: 290 9 10 2
 0:970 2
 4: 853 6
Le cas du n1 :
 



















 Lénergie du second état excité sécrit :
E2:2 =  22:2
=  8: 63208 2281 10 3
 La fonction donde 2:2 du second état excité sécrit comme suit :
2:2 = exp
  9: 290 9 10 2r (2: 07375 7667r2   1:0r3   1: 31881 6667r + : 24505 89995).







Fig 7: 2:2 (r) dsigne le 2eme tat excit :
cas n1
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Le cas du n1: ( = 1; 2:1 =  0:970 2; a = 13) et
8><>:
b0 = 1






alors b0 = 1; b1 =  : 19646 66667; b2 =  : 40538 47841
:






 Lénergie du premier état excité sécrit :
E2:1 =  22:1
=  : 94128 804
 La fonction 2:1 du premier état excité sécrit comme suit
2:1 (r) = e
 : 9702r(1: 19646 6667r2   1:0r3 + : 20891 81174r   : 40538 47841). Le graphe







Fig 8 :2:1 (r) dsigne le 1ertat excit au cas
n1
pour  = 1; a = 20
La solution est pour
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et la fonction donde sécrit:











+ b2   b2
r

Le cas du n2: ( = 1; 2:2=  : 97542 3903; a = 20) et
8><>:
b0 = 1






alors b0 = 1; b1 =  1: 35790 943; b2 = : 43792 49428
:






 Lénergie du second état excité sécrit :
E2:2 =  22:2
=  : 95145 17905
 La fonction 2:2 du second état excité sécrit comme suit :
2:2 (r) = exp ( : 97542 3903r) (2: 35790 943r2   1:0r3   1: 79583 4373r + : 43792 49428).








Fig 9: 2:2 (r)dsigne le 2emetat excit au
cas n2
Le cas du n2: ( = 1; 2:1=  2: 79290 1527; a = 20) et
8><>:
b0 = 1






alors b0 = 1; b1 = : 45956 81934; b2 =  1: 06331 7321
:






 Lénergie du premier état excité sécrit :
E2:1 =  22:1
=  7: 80029 894
 La fonction 2:1 du premier état excité sécrit comme suit :
2:1 (r) = exp ( 2: 79290 1527r) ( : 54043 18066r2  1:0r3 +1: 52288 5514r  1: 06331 7321).
Le graphe de la fonction donde relative au cas no2 est représenté dans le gure
10
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Fig 10 : 2:1 (r) dsigne le 1ertat excit au
cas n2
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La méthode quadratique généralisée (MQG) est basée principalement sur
linterpolation polynomiale de Lagrange [14, 16, 27, 28]. Cette méthode est
utilisée pour la première fois à létude des atomes et des molécules pour extraire
les énergies et les fonctions donde correspondantes .
La motivation de lintroduction de la méthode (MQG) vient du manque
dautomatisation dans le calcul des énergies et les fonctions donde correspon-
dantes résultant des autres méthodes qui traitent une seule énergie et un seul
état pour une contrainte donnée. Cette remarque seule, nous oblige à intervenir
pour lemploi de la (MQG) an dinclure un grand nombre détats pour une
seule contrainte reliant les di¤érents paramètres du système.
4.2 Exposé formel de la méthode
On considère léquation de Schrödinger dans le cas du potentiel central étudié
50
dans le chapitre précédent. Léquation radiale se présente comme suit
S 00(r) +

E   V (r)  K2
r2

S(r) = 0 (4.1)






(r) + f(r)U(r) = 0 (4.2)








La fonction U(r) sera identiée par interpolation au moyen du polynôme de
Lagrange. On pose




(ri rk)G1(rk) , k = 0; ::::::::::n
et
Pk(ri) = ki =
1 si k = i
0 si k 6= i
G(ri) =
Qn
k=1 (ri   rk) et G1 (rk) = @G(ri)@ri =
Qn+1
k=1; i6=k (ri   rk)





fonction dune combinaison linéaire des U(ri).
4.2.1 Développement de la méthode
Nous allons présenter les dérivées de la manière suivante
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(ri   rk)G1 (rk) avec k 6= i (4.5)
des relations (4.4) et (4.5), on déduit que
1/ Lorsque k 6= i
cik =
G0(ri)
(ri   rk)G1 (rk) , k 6= i (4.6)
2/ Lorsque k = i , en posant la fonction U(ri) égale à une constante ( comme






 Dérivée seconde de U(ri)
On trouve:
P 00k (ri) = ik (4.8)
ou encore
P 00k (ri) =
G00(ri)
G0(ri)
cik   2 cik
(ri   rk) avec i 6= k (4.9)
lorsque i = k on a
G00(ri)
G0(ri)
= 2P 0i (ri) = 2cii (4.10)
des relations (4.9) et (4.10) on tire
P 00k (ri) = 2ciicik   2cik
1
(ri   rk) (4.11)
on exprime ik
ik = 2ciicik   2cik 1
(ri   rk) , i 6= k (4.12)













cikU(rk) + f(ri)U(ri) = 0 (4.14)
4.3 cas 1 : p = 0
On prend une séquence quelconque de points ri = 1:01; ::::::::::; 3:01 , avec un
pas égal à 0:25 . Les résultats obtenus sont dressés dans le tableau 1.
Tableau 1
cas n a   K2 E0
1 7  2:5 1 2  6:25
2 9  3:5 1 2  12: 25
3 16  7 1 2  49:0
4 25  11: 5 1 2  132: 25
5 45  21: 5 1 2  462: 25
6 60  29 1 2  841:0
7 150  74:0 1 2  5476:0
EXEMPLE 4.1 : On prend le cas n1: (a = 7;  =  2:5;  = 1; K2 = 2), la
fonction U(ri) aux points ri et les énergies E sont données par:




























Section 4.3 cas 1 : p = 0





































































4.4.1 Cas 1: p = 0
Nous avons remarqué, que pour le pas de 0.22 pris dans lintervalle [1.01, 3.01]toutes
les fonctions dondes sont mieux représentées et les énergies sont aussi excel-
lentes. Le tableau 2-0, montre les solutions pour lénergie E0 pour di¤érentes
valeurs de a et  relatives à létat fondamental. Ici et dans la suite Ea représente
lénergie calculée analytiquement.
Tableau 2-0 pas= 0:22
cas n a   k2 E0 Ea
1 7  2:5 1 2  6: 2565  6:25
2 9  3:5 1 2  12: 257  12: 25
3 16  7 1 2  49: 023  49:0
4 25  11: 5 1 2  132: 3 132: 25
5 45  21:5 1 2  462: 363  462: 25
6 60  29 1 2  841: 16  841:0
7 150  74 1 2  5476: 245  5476:0
La fonction donde qui correspond à lénergie E0 =  6: 2565, est décrite dans
la gure 1.
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Fig 1: La fonction SMQG (r), désigne létat fondamental : cas n1
La fonction donde qui correspond à lénergieE0 = 12: 257, avec un pas=0:22











Fig 2: La fonction SMQG (r), désigne létat fondamental : cas n2.
Dans le cas où le pas est pris égal à 0.25 dans lintervalle [1.01, 3.01] les
fonctions sont complètement représentées et les énergies sont excellentes, et les
résultats sont a¢ chés dans le tableau 3.
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Tableau 3-0 pas= 0:25
cas n a   k2 E0 Ea
1 7  2:5 1 2  6: 2530  6:25
2 9  3:5 1 2  12: 255  12: 25
3 16  7 1 2  49: 023  49:0
4 25  11: 5 1 2  132: 32  132: 25
5 45  21:5 1 2  462: 602  462: 25
6 60  29 1 2  841: 24  841:0
7 150  74 1 2  5476: 566  5476:0
La fonction donde qui correspond à lénergie E0 =  6: 2530 , avec un pas=0:25
est décrite dans la gure 3.













Fig 3: La fonction SMQG (r), désigne létat fondamental : cas n1
La fonction donde qui correspond à lénergie E0 =  12: 255 , avec un pas =
0:25 est représentée dans la gure 4.
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Fig 4: La fonction SMQG (r), désigne létat fondamental : cas n2
Le tableau 3-0, indique les résultats pour plusieurs cas: énergies pour certaines valeurs de b0
, et E0 représente lénergie relative à létat fondamental , calculée par la (MQG) avec les
pas 0:25 et 0:22.
Tableau 3-0 pas = 0:25 pas = 0:22
cas n b0 a K2   E0 E0 Ea
1 1 7 2 1  2:5  6: 2530  6: 2565  6:25
2 1 9 2 1  3:5  12: 255  12: 257  12: 25
3 1 16 2 1  7  49: 023  49: 023  49:0
4 1 25 2 1  11: 5  132: 32  132: 3  132: 25
6 1 60 2 1  29  841: 24  841: 16  841:0
4.4.2 Cas 2: p = 1
Le tableau 1-1, illustre les solutions pour le pas = 0:25 dans lintervalle
[1.01, 3.01], les énergies E0 et E1 pour di¤érentes valeurs de a; 1:0; 1:1; b0; b1; 
et K2 relatives à létat fondamental et le 1er état excité respectivement,
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Tableau 1-1(a) pas = 0:25
cas n a  K2 1:1 E1:1 Ea
1 7 1 6  2: 068 7  4: 3037  4: 2795
2 20 1 6  8: 828 4  78: 0250  77: 941
3 65 1 6  31: 442  988: 8857  988: 59
4 100 1 6  48: 961  2397: 5665  2397: 2
5 125 1 6  61: 4689  3757: 5577  3778: 425
E1:1 correspond à E0, est létat fondamental .
Le tracé de la fonction donde relative au cas no2 avec le pas = 0:25 est donné
par le graphe 5.















Fig 5: La fonction SMQG (r), désigne létat fondamental : cas n2
Tableau 1-1(b) pas = 0:25
cas n a  K2 1:0 E1:0 Ea
1 15 1 6  2:3929  5: 7259  5: 7259
2 20 1 6  3: 171 6  10: 15438  10: 059
3 65 1 6  14: 308  203: 6270  204: 7188
4 100 1 6  23: 039  524: 5630  530: 77
5 125 1 6  29:7115  848: 8820  882: 7732
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E1:0 correspond à E1, est le premier état excité.
Le graphe suivant représente la fonction relative à lénergie E1 =  10: 15438
avec un pas = 0:25

















Fig 6: La fonction SMQG (r), désigne le premier état excité: cas n2
Les tableaux 2-1 (a; b), illustrent les solutions pour les énergies E0 et E1 pour
di¤érentes valeurs de a; 1:0; 1:1; b0; b1;  et k2 relatives à létat fondamental et
le 1er état excité respectivement avec un pas = 0:2.
Tableau 2-1(a) pas = 0:2
cas n a  K2 1:1 E1:1 Ea
1 7 1 6  2: 068 7  4: 2795
2 20 1 6  8: 828 4  78: 0176  77: 941
3 65 1 6  31: 442  989: 1852  988: 59
4 100 1 6  48: 961  2398: 0213  2397: 2
5 125 1 6  61: 4689  3779: 1957  3778: 425
E1:1 correspond à E0 qui est létat fondamental .
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La fonction donde qui correspond à lénergie E0 =  78: 0176, avec un pas =
0:2




















Fig 7: La fonction SMQG (r), désigne létat fondamental : cas n2
Tableau 2-1(b) pas = 0:2
cas n a  K2 1:0 E1:0 Ea
1 15 1 6  2:3929  4: 1014  5: 7259
2 20 1 6  3: 171 6  10: 0813  10: 059
3 65 1 6  14: 308  204: 5139  204: 7188
4 100 1 6  23: 039  527: 9867  530: 77
5 125 1 6  29:7115  844: 3323  882: 7732
E1:0 correspond à E1 est le 1er état excité.
Le graphe suivant représente la fonction relative à lénergie E1 =  10: 0813
avec un pas = 0:2
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Fig 8: La fonction SMQG (r), désigne le premier état excité : cas n2
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Le tableau 2-2a, indique les résultats pour les énergies pour certaines valeurs
des paramètres du potentiel, et E0 représente lénergie relative à létat fonda-
mental (E0 = E1:1), calculée par la (MQG) avec les pas 0:25 et 0:20.
Tableau 2-2a pas = 0:2 pas = 0:25
cas n a  K2 1:1 E1:1 E1:1 Ea
1 7 1 6  2: 068 7  4: 3037  4: 2795
2 20 1 6  8: 828 4  78: 0176  78: 0250  77: 941
3 65 1 6  31: 442  989: 1852  988: 8857  988: 59
4 100 1 6  48: 961  2398: 0213  2397: 5665  2397: 2
5 125 1 6  61: 4689  3779: 1957  3757: 5577  3778: 425
Le tableau 2-2b, indique les résultats pour les énergies pour certaines valeurs
des paramètres du potentiel, et E1 représente lénergie relative au 1erétat excité
(E1 = E1:0), calculée par la (MQG) avec les pas 0:25 et 0:20.
Tableau 2-2b pas = 0:2 pas = 0:25
cas n a  K2 1:0 E1:0 E1:0 Ea
1 15 1 6  2:3929  4: 1014 =  5: 7259
2 20 1 6  3: 171 6  10: 0813  10: 15438  10: 059
3 65 1 6  14: 308  204: 5139  203: 6270  204: 7188
4 100 1 6  23: 039  527: 9867  524: 5630  530: 77
5 125 1 6  29:7115  844: 3323  848: 8820  882: 7732
4.4.3 Cas 3: p = 2
Le tableau 3-1(a,b,c), montre les solutions pour plusieurs énergies E0; E1 et
E2 pour certaines valeurs de a; 2:0; 2:1; 2:2; b0; b1; b2;  et K2 relatives à létat
fondamental, le 1er état excité, et le second état excité respectivement , calculées
par la (MQG) dans laquelle on a pris un pas égal à 0:2:
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Tableau 3-1a
cas n0 1 2 3 4
a 13 20 25 32
K2 12 12 12 12
 1 1 1 1
2:0  4: 853 6  8: 5650  11: 1451  14: 7171
E0, (pas = 0:2)  23: 5898  73: 4617  124: 3825  216: 8641
Ea  23: 5574  73: 3593  124: 2146  216: 5941
E2:0 correspond à E0 qui est létat fondamental.
Le graphe suivant représente la fonction relative à lénergie E0 =  73: 4617
avec un pas = 0:2


















Fig 9: La fonction SMQG (r), désigne létat fondamental (cas n2)
Tableau 3-1b
cas n0 1 2 3 4
a 13 20 25 32
K2 12 12 12 12
 1 1 1 1
2:1  0:970 2  2: 7929  4: 0697  5: 8460
E1, (pas = 0:2)  7: 7966  16: 6338  34: 3034
Ea  : 9412  7: 8002  16: 5630  34: 1767
E2:1 correspond à E1 qui est le 1erétat excité.
Le tracé de la fonction donde relative au cas no : 2 avec un pas = 0:2 est
donné par le graphe suivant:



















Fig 10: La fonction SMQG (r), désigne le premier état excité (cas n2)
Pour le second état excité, les résultats sont dressés dans le tabteau 3-1c.
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E2 [1:01  9:11] pas = 0:9  0:6122








E2 [1:01  5:01] pas = 0:4  2:9980








E2 [1:01  4:51] pas = 0:35  7:5856
E2 [1:01  4:51] pas = 0:39  7: 3006
Ea  7: 6734
E2:2 correspond à E2 qui est le 2eme état excité.
Le tracé de la fonction donde relative au cas no : 4 avec un pas = 0:35 est
donné par le graphe suivant:











Fig11: La fonction SMQG (r), désigne le second état excité (cas n4)
La fonction donde qui correspond à lénergie E2 =  7: 3006, avec un pas =
67
0:39











Fig12: La fonction SMQG (r), désigne le second état excité (cas n4)
4.5 Discussions et conclusion
Nous avons utilisé pour les calculs numériques, un outil relativement précis,
le Maple V. La routine \Concat" faite par Maple V , est utilisée dans le but de
représenter une matrice de grande dimension par une succession de matrices de
petites tailles. Ce passage se fait par lintermédiaire de la fonction \Concat"
qui place les matrices de petites tailles côte à côte pour former la matrice de
grande dimension.
Dans notre étude, nous avons proposé une méthode dans la recherche des
énergies et des états du système. Un potentiel central du type V (r) = ar   ar 
est choisi de manière à étendre notre travail pour une comparaison avec les
résultats trouvés par dautres méthodes.
Notre méthode est construite au moyen des polynômes de Lagrange pour
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aboutir enn à une forme quadratique généralisée permettant ainsi la représen-
tation au mieux des dérivées aux di¤érents ordres.
Lapplication de la relation (4.14) fournit les énergies et les fonctions dondes
correspondantes. Pour atteindre cet objectif, on a pris un intervalle [1.01, 3.01].
Il sest avéré que les fonctions ne sont pas complètement déterminées.
Lexemple suivant montre cette remarque.
On prend le cas n : 2 f =  3: 171 6; K2 = 6;  = 1; a = 20g

















Fig 13: La fonction SMQG (r), désigne le premier état excité (cas n2)
On remarque que cet intervalle na¢ che pas toute la fonction. Pour que la
fonction soit complètement représentée, on prend comme intervalle [1:01  3:81].
Lexemple suivant montre la nouvelle représentation de la fonction .
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Fig 14: La fonction SMQG (r), désigne le premier état excité (cas n2) avec lintervalle
modié
Dans le cas de p = 2 , les résultats sont modérés puisque le degré du polynôme
de Lagrange est pris inférieur l à 8. De substantiels résultats peuvent être
trouvés avec un degré supérieur au moins à 10.
Lapplication de cette méthode a o¤ert de bons résultats suivant le degré
du polynôme. Linsu¢ sance de capacité en mémoire du logiciel utilisé pour la
manipulation des matrices à grande dimension ne permet pas daller encore plus
loin. Souvent lorsque des oscillations sont présentes dans le comportement de
la solution, il est di¢ cile dapprocher les solutions. En pareil cas, la méthode
peut être appliquée dans plusieurs intervalles individuels de manière à éviter le
caractère oscillatoire des solutions.
4.5.1 Test avec un pas non uniforme
 Répartition des points dinterpolation (RPI)
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où:
n est le nombre de points dans lintervalle dinterpolation.
i est lindice de parcours exprimant les di¤érents points.
a est la borne inférieure de lintervalle.
b est la borne supérieure de lintervalle .
Nous avons testé la (MQG) en choisissant les données suivantes:
a = 1:01; b = 3:81
n = 8
i = 1; 2; :::::::::; 8
a) Cas p = 0, les résultats sont rassemblés dans le tableau A
Tableau A pas= 0.22, intervalle [1:01; 3:81]
cas n0 1 2 3 4 6
a 7 9 16 25 60
K2 2 2 2 2 2
  2:5  3: 5  7:0  11: 5  29:0
 1 1 1 1 1
E0, Réf [n19]  6:25  12: 25  49:0  132: 25  841:0
E0, RPI  6: 24872  12: 2497  49: 0249  132: 325  840: 924
E0  6: 2565  12: 257  49: 023  132: 3  841: 16
b) Cas p = 1, les résultats sont rassemblés dans le tableau B
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Tableau B pas=0.2, intervalle [1:01; 3:81]
cas n0 2 3 4
a 20 65 100
K2 6 6 6
1:1  8: 828 4  31: 442  48: 961
 1 1 1
E0, Réf [n19]  77: 941  988: 59  2397: 2
E0, RPI  78: 0144  988: 399  2395: 84
E0  78: 0176  989: 1852  2398: 0213
1:0  3: 171 6  14: 308  23: 039
E1, Réf [n19]  10: 059  204: 72  530: 77
E1, RPI  10: 1761  202: 504  520: 027
E1  10: 0813  204: 5139  527: 9867
c) Cas p = 2, les résultats sont rassemblés dans le tableau C
Tableau C pas=0.2 intervalle: [1:01; 3:81]
cas n0 2 3 4
a 20 25 32
K2 12 12 12
2:0  8: 5650  11: 1451  14: 7171
 1 1 1
E0, Réf [n19]  73: 3593  124: 2146  216: 5941
E0, RPI  73: 4829  124: 384  216: 791
E0  73: 3501  124: 1833  216: 5115
2:1  2: 7929  4: 0697  5: 8460
E1, Réf [n19]  7: 8002  16: 5630  34: 1767
E1, RPI  7: 97171  16: 9887  34: 8414
E1  7: 7966  16: 6338  34: 3034
2:2  : 9754  1: 7017  2: 7701
E2, Réf [n19]  : 9514  2: 8958  7: 6734
Remarque
Pour les cas p = 0 et p = 1, nous avons obtenu des résultats proches de
ceux obtenus par la méthode quadratique généralisée (M:Q:G). Par contre
nous navons pas obtenu de bons résultats pour le cas p = 2, ceci est signalé
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aux points discutés précédemment. La di¢ culté du choix dun bon intervalle
provient essentiellement de la forme du potentiel.
- Pour les deux cas: p = 0 et p = 1, en fait , si la valeur de a est petite, la
courbe du potentiel séloigne de lasymptote , ce qui conduit à prendre plussieurs
valeurs de r et donc davoir de bons résultats en ce qui concerne lenergie propre
(Fig. a) .
- Par contre, si la valeur de a est grande, la courbe potentielle se rapproche de
lasymptote, nous aurons donc un rétrécissement de lintervalle. Ainsi quelque
soit lintervalle étudié, il est trés di¢ cile dobtenir toutes les valeurs de lénergie
pour toutes les congurations souhaitées. Il est donc préférable de choisir un
intervalle pour chaque type de conuration de sorte dobtenir un résultat beau-
coup plus précis. Malgrès cette remarque de taille, nous avons quand même pu
obtenir quelques valeurs acceptables (Fig. b)
 EXEMPLES
EXEMPLE 4.2 Cas n1: (a = 5;  = 1)








Fig .a: La courbe du potentiel
EXEMPLE 4.3 Cas n2: (a = 55;  = 1)







Fig .b: La courbe du potentiel
 Le paramètre 





i (1er état excité )i (état fondamental )
EXEMPLE 4.4 Cas n2 : (a = 20)
2:2 ( 0:9754)i2:1 ( 2:7929 )i2:0 ( 8:5650)
p = 0 (état fondamental)
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Dans le cas où le pas est élevé par exemple 0:25 , nous avons trouvé des résultats
acceptables mais plutôt mieux pour le cas du pas 0:22 utilisé avec le même intervalle
[1:01  3:01] :
EXEMPLE 4.5 Cas n1 : (a = 7), pas égal à 0:25, on trouve la valeur E0 =
 6: 2539; et pour le pas égal à 0:22, on trouve lénergie E0 =  6: 2565; et
lénergie anlytique est Ea =  6: 2500:
 p = 1 (on trouve deux états )
a) Etat fondamental : discuté ultérieurement
Avec le pas 0:25, nous avons trouvé lénergie presque identique à celle du cas analytique.
b) 1erétat éxcité : par exemple,
Le cas n3 (a = 65)avec le pas 0:25 on trouve la valeur E1 =  203: 6270 est moins
précise que celle de Ea analytique .
Le cas n3 (a = 65)mais avec le pas 0:2 on trouve la valeur E1 =  204: 5139 est proche
de Ea analytique.






=) les mêmes discutés ultérieurement.
b) 2eme état excité:
Lénergie E2 , nest pas déterminée exactement dans lintervalle [1:01  3:01] et lorsquon
élargi lintervalle par ex [1:01  4:51], (voir le tableau 3-1c) lénergie est mieux évaluée.
Donc en résumé , deux points sont importants pour obtenir de bons résultats :
1- Le bon choix de lintervalle .
2- Générer un pas qui soit adéquat et ne conduit pas à de éventuelles oscillations dans
le polynôme de Lagrange.
3- Dautres critères sont à mentionner par exemple la forme du potentiel ou autrement
dit lexistence de possibles singularités.
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 Détermination des énergies






cikU(rk) + f(ri)U(ri) = 0
et les abbréviations suivantes sont utilisées:
A : est la matrice des coe¢ cients [ik] :















D = A+B + C .
On prend la variable r dans lintervalle [1:01; 3:01] avec un pas de 0:2.






































































alors la matrice B = Ba:Concat:Bb:
2) Constuction des éléments de la matrice A
ik = 2ciicik   2 cik(ri rk)


















 5191:2698 7032:2917  6877 4834:0278  2388:0952
398:6905  523:4722 497:3750  342:0833 166:2302
 29:0476 83:75  82:5556 56:4583  27:1429
 57:4008 21:0417 13:6250  12:4306 6:3690
39:0476  69:5139 38  3:3333  0:3175
 5:9524 41:6667  73:1806 41:6667  5:9524
 0:3175  3:3333 38  69:5139 39:0476
6:3690  12:4306 13:6250 21:0417  57:4008
 27:1429 56:4583  82:5556 83:75  29:0476
166:2302  342:0833 497:3750  523:4722 398:6905
























B égale au facteur matriciel [cik] et B égale à g(ri)
3) Constuction des éléments de la matrice B
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B1 =
0BBBBBBBBBBBBBBBBB@
g(1:01) 0 0 0 0
0 g(1:21) 0 0 0
0 0 g(1:41) 0 0
0 0 0 g(1:61) 0
0 0 0 0 g(1:81)
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
g(2:01) 0 0 0 0 0
0 g(2:21) 0 0 0 0
0 0 g(2:41) 0 0 0
0 0 0 g(2:61) 0 0
0 0 0 0 g(2:81) 0
0 0 0 0 0 g(3:01)
1CCCCCCCCCCCCCCCCCA
Ainsi donc B = B1 :Concat:B

2































































La matrice C = C1:concat:C2
Nous allons exprimer la matrice nale D en fonction des paramétres a et 
80
Section 4.5 Discussions et conclusion
D1 =
0BBBBBBBBBBBBBBBBB@
 2764: 99635 3 + 170: 7104 + 99: 00990 099a+ 2
9: 38289 5238  1:0
 : 68318 04878 + : 1112
: 10622 62295  2: 77999 9999 10 2
 2: 18851 8519 10 2 + :0 12
 2: 07920 79 10 5   :00 8
1: 45115 7025 10 2 + :00 8
 :0 45210 6383  :0 12
: 16906 70807 + :0 278
 1: 01583 6464  : 1112




9035: 5159 + 100:0
 75: 15559 48  8: 76579 0476 + 3: 93545 8481a+ 2
19: 2229  2: 2222
 1: 94104 9181 + : 41659 99999
: 35955 06173  : 1588
 2: 57821 7822 10 2 + :0 992
 : 15807 7686  :0 952
: 51013 97163 + : 1388
 1: 90344 2857  : 3174
11: 34040 773 + 1: 25





27: 76781 43 + 45:0
 68: 09601 613  7: 30055 122 + 1: 72980 4532a+ 2
26: 84355 902  3: 74999 9999
 3: 32018 3951 + 1: 0714
: 40279 30693  : 5952
: 75530 99174 + : 5358
 2: 63011 4894  : 75
9: 79505 5279 + 1: 6666
 57: 74811 271  6: 42859 9999





34808: 7302 + 400:0
112: 97621 43  60:0
35: 99288 78 + 26: 6666
 74: 48139 856  4: 31651 1474 + 1: 01822 625a+ 2
31: 99303 21  5: 71419 9999
 3: 59497 4257 + 2: 381
 1: 89171 4876  1: 9048
8: 14204 9646 + 2: 5
 30: 45557 081  5: 3334
177: 27992 38 + 20:0





 190: 13886 67 + 70:0
26: 83926 83  23: 3334
49: 73022 459 + 17: 5
 77: 70345 852  1: 19746 4197 + : 68208 17134a+ 2
33: 41580 891  8: 3334
: 79893 1405 + 5:0
 16: 56776 312  5: 8334
63: 70463 54 + 11: 6666
 365: 28771 99  42:0






 37: 02730 732 + 18: 6666
 3: 58811 475  10: 5
52: 81481 481 + 12:0
 76: 15082 351 + 1: 98019 802 + : 49258 65721a+ 2
28: 08264 463  12:0
21: 07180 851 + 10: 5
 94: 14976 149  18: 6666
532: 18162 98 + 62: 99999 999
 7127: 74626 9  504:0
1CCCCCCCCCCCCCCCCCA
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 142: 0833 + 42:0
28: 00317 805  11: 6666
 2: 86764 9182 + 5: 83339 9999
 9: 50613 9505  4: 99999 9999
49: 91759 109 + 8: 3334
 68: 94060 422 + 5: 31949 2562 + : 37395 75932a+ 2
8: 63035 248  17: 5
98: 24279 503 + 23: 3334
 562: 14623 32  69: 99999 999




14754: 7648 + 171: 4286
70: 99210 476  20:0
 14: 13460 732 + 5: 33339 9999
2: 27063 9345  2: 5
2: 03410 4938 + 1: 9048
 8: 30982 5743  2: 381
43: 77007 934 + 5: 7142
 54: 08021 346 + 9: 01363 9716 + : 29428 20988a+ 2
 45: 61070 559  26: 6666
431: 83967 13 + 60:0




 4836: 3839  56: 25
 23: 58401 905 + 6: 4286
4: 69502 1952  1: 6666
 : 86869 1803 + : 74999 99999
 : 34898 14814  : 53579 99999
1: 58140 6931 + : 5952
 5: 52835 4546  1: 0714
35: 65067 447 + 3: 75
 26: 55342 349 + 13: 42083 603 + : 23797 625a+ 2
 211: 37977 85  45:0





954: 5724 + 11: 1112
4: 69741 9047  1: 25
 : 93215 36586 + : 3174
: 18415 90164  : 1388
:0 38130 8642 + 9: 51999 9998 10 2
 : 22221 78218  :0 992
: 68683 96694 + : 1588
 2: 91946 0993  : 4166
26: 02314 845 + 2: 2222
28: 71891 379 + 19: 39457 238 + : 19661 43017a+ 2





 : 42487 61905 + : 1112
8: 39951 2196 10 2   :0 278
 1: 70278 6886 10 2 + :0 12
 1: 97654 3208 10 3   7: 99999 9998 10 3
1: 58207 9208 10 2 + :00 8
 4: 66173 5537 10 2   :0 12
: 17151 63121 + :0 278
 1: 02346 8323  : 1112
14: 69728 619 + : 99999 99999






On a construit une autre matriceD avec le pas=0:154 et lintervalle [1:01  3:01] :
Le tableau E récapitule les résultats obtenus dans certains cas . E0 représente
létat fondamental , calculée par la (MQG) avec les pas de 0:2 et 0:154.
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Tableau E
cas n0 1 2 3
a 13 20 25
K2 12 12 12
 1 1 1
2:0  4: 853 6  8: 5650  11: 1451
E0, (pas = 0:154)  23: 5588  73: 3500  124: 1833
E0, (pas = 0:2)  23: 5898  73: 4617  124: 3825
Les fonctions détats sont exprimées toutes par la relation suivante:
S(ri) = [(ri   ) exp (ri)]U(ri) (4.15)
 Exemple de détermination de la fonction S(ri) pour le cas n0 : 2
On prend les points 1:01; ::::::::::::; 3:01 dans lintervalle envisagé et trouve lénergie E0 =
-73: 3500 qui correspond algébriquement à la fonction donde.
U(ri) =
8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:
7: 02100 3847 10 2
5: 77798 6213 10 2
:0 48443 5382
4: 19862 2115 10 2
3: 67083 2419 10 2
3: 28079 6906 10 2
2: 96378 0722 10 2
2: 68543 2862 10 2
2: 46716 6758 10 2
2: 26966 5524 10 2
2: 11078 6522 10 2
1: 97240 7047 10 2
1: 84370 4774 10 2
:0 17425 3587
9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;
et E0 =  73: 3500




1:01 7: 02100 3847 10 2 1: 22876 7316 10 7
1:16 5: 77798 6213 10 2 4: 47720 6116 10 7
1:32 :0 48443 5382 1: 90694 9886 10 7
1:47 4: 19862 2115 10 2 6: 71735 4337 10 8
1:63 3: 67083 2419 10 2 1: 99959 2784 10 8
1:78 3: 28079 6906 10 2 6: 12280 6954 10 9
1:93 2: 96378 0722 10 2 1: 82492 827 10 9
2:09 2: 68543 2862 10 2 4: 92266 6572 10 10
2:24 2: 46716 6758 10 2 1: 42370 4894 10 10
2:40 2: 26966 5524 10 2 3: 75606 0047 10 11
2:55 2: 11078 6522 10 2 1: 07018 4865 10 11
2:70 1: 97240 7047 10 2 3: 03506 7999 10 12
2:86 1: 84370 4774 10 2 7: 88442 6795 10 13
3:01 :0 17425 3587 2: 22835 1766 10 13
1CCCCCCCCCCCCCCCCCCCCCCCCCA















Fig 1: La fonction SMQG (r), désigne létat fondamental (cas n2)
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CONCLUSION GENERALE
Le but de ce travail est dappliquer la méthode quadratique généralisée (M:Q:G)
aux problèmes complexes. Il sagit dévaluer les énergies des états liés et la con-
struction des fonctions dondes correspondantes .
Sur le plan de linterprétation des développements numériques, nous avons
vu que la méthode quadratique généralisée donne à une certaine précision, de
bons résultats. Toutefois, cette précision est sujette à certaines conditions.
Nous avons déjà remarqué dans la représentation graphique du potentiel, que
sa variation peut être assez violente selon les valeurs de ses paramètres, mais
sans trop inuencer la précision si la partie dominante du potentiel est prise en
compte. De plus, dans le présent traitement le potential possède une singularité
au point  qui impose une certaine restriction du domaine de validité de la
fonction donde, mais les résultats obtenus jusquà présent sont très satisfaisants.
Finalement, laissez-nous terminer avec une spéculation que nous navons pas
eu le temps ici de relater. Le fait que les quantités que nous avons obtenues,
telles que les énergies et les fonctions correspondantes sont reproduites dune
excellente manière avec la méthode quadratique généralisée, cependant, il faut
dire quil y a dautres méthodes qui donnent de bons résultats, telles que le
traitement de léquation de Schrödinger par lintroduction de la théorie super-
symmétrie utilisée conjointement avec le formalisme du superpotentiel, pourrait
également porter ses fruits. En revanche, la bonne connaissance et la maîtrise
propre de ces méthodes conduisent forcément à une interprétation des résultats
sans faille.
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Toutes ces remarques peuvent solliciter une attention particulière pour une
éventuelle investigation future.
Daprès lensemble des résultats obtenus au cours du traitement de la méthode
quadratique généralisée, nous pouvons objectivement conclure:
 Avec un bon choix de lintervalle et le pas, la méthode donne dexcellentes valeurs des
énergies et une meilleure représentation de la fonction donde.
 Les résultats sont trouvés pour certaines valeurs de la singularité du potentiel.
 Les énergies des états liés pour le cas fondamental, le premier et le second états excités
sont obtenues avec une bonne précision.
 Les fonctions dondes des états liés sont représentées de manière très nette, et le
comportement des di¤érentes congurations de ces fonctions sont complètement
respectées.
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 ةديدج ةقيرط ىلع اساسا زكتري لمعلا اذه : ةممعملا ةيعابرلا ةقيرطلا . تلخدأ
 و ةيتاذلا تاقاطلا  مييقت ضرغللادلاو جوملا ي يزآرم ماظنل ةبسانملا ة . ةلداعم انلمعتسأ
 جني دورشر صاخ ذوذش ىلع يوتحي يذلا لعافتلاراطإ يف  ةيعاعشلا  . هذه يف
 ورآ نومآ انمدختسا ةجلاعملا جارختسلا ايعون للح يرتاس يبمولوآ عون نم ي
 ةراثملا و ةطبترملا تلااحلل تاقاطلا . نلأ ،ادج ةيضرم تناآ اهيلع انلصحت يتلا جئاتنلا
 يف ةلوبقمو ضعبلا يف ةقيقد تناآ ةحيحصلا لسلاسلا ةقيرط عم جئاتنلا هذه ةنراقم






Ce travail est explicitement basé sur une nouvelle méthode: '' 
la méthode quadratique généralisée (MQG)''. Elle est introduite pour 
évaluer les énergies et les fonctions d'ondes correspondantes d'un 
système central. L'équation de Schrödinger radiale est formulée 
dans le cadre où l'interaction présente une singularité. Un potentiel 
sphérique de type Coulombien « écranté » est analysé dans ce 
contexte de manière à extraire les énergies des états liés et excités. 
Les résultats obtenus sont très encourageants comparés avec ceux 
des séries entières. 
 
