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ABSTRACT 
Algorithms are presented which decide, for a given complex number w and a 
given complex n x n matrix S, whether w is in the numerical range W(S) of S, 
whether w is a boundary point of W(S), whether w is an extreme point of W(S), 
whether w is a bare point of W(S), and whether w is a vertex of W(S). Further 
algorithms decide whether W(S) intersects a given line (or a given ray), whether 
W(S) is included in a given open half plane (or a given closed half plane), and, for a 
given real number r, whether the numerical radius ps of S is > T, whether ps = r, and 
whether ps > r. A simple effective criterion for H-stability is also given: a nonsingular 
H-semistable matrix S is H-stable iff the nullity of (S + S*)S - ‘(S + S*) is twice the 
nullity of S+ S*. The computations involved in all these algorithms are elementary 
(rational operations, the max operation on pairs of real numbers, the degree of a 
nonzero polynomial, and the number of sign variations in the coefficients of a 
nonzero real polynomial), must be carried out exactly, and give exact (i.e., 100% 
reliable) results. Examples are worked out to illustrate the application of some of the 
algorithms. 
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1. INTRODUCTION 
The numerical range (see Definition 1.2 below) is a concept that has 
come in for much attention in recent years: it has been analyzed and 
approximated, and generalized almost beyond recognition. The subject of 
this paper is the classical numerical range of Toeplitz, though everything 
here applies in an obvious way to the generalizations where the usual inner 
product is replaced by a more arbitrary positive definite “sesquilinear” inner 
product. Several recent results (e.g., [21, Theorem 21) specify in their 
hypotheses that 0 not be in the numerical range of a matrix. What seems to 
be lacking is a practical and precise method for deciding, for a given matrix 
S, whether or not 0 is in the numerical range W(S) of S. There do exist 
precise “decision methods” for elementary algebra by Tarski and Seidenberg 
(see [17] and the discussion following Definition 1.1 below), which do apply 
to the sentence “0 E W(S)“, but they must be considered impractical for all 
but a few trivial matrices S. (Considering the very wide range of sentences to 
which the Tarski-Seidenberg decision methods apply, this is not surprising.) 
The main result of the present paper (Fact 2.3) is an attempt to provide a 
practical but precise method for deciding on the truth of “0~ W(S)” [and 
related sentences, such as “0 E aW( S)“] by focusing exclusively on the 
numerical range and closely related matters in matrix theory. 
The purpose and scope of this paper can best be illustrated by an analogy 
(which is carried one step further in Fact 2.9): Given a complex n x n matrix 
S, we have no precise method (that works for all such S) for finding the 
spectrum (set of characteristic roots) of S, but, given such an S and a 
complex number Z, we do have a precise method for deciding whether the 
sentence “z is in the spectrum of S” is true or false [e.g., it is true iff 
det( S - zI) = 01; it is in this sense that we have an “effective criterion” for 
the spectrum. In an analogous sense this paper presents effective (but much 
more complicated) criteria for the numerical range, its boundary, and certain 
related concepts, and these criteria are feasible using hand computation 
(except those for the numerical radius) for matrices of order < 3, and using 
machine computation probably for matrices of order < 10 (depending on 
the matrix and the machine). 
Some interesting ways of approximuting the numerical range have ap- 
peared (e.g., [ll] and [ 121) b u we emphasize that the results (and the t 
computations entering into them) in the present paper are precise, not 
merely approximate. 
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In Sec. 2 we present (with proofs postponed until Sec. 3) our main 
results, mostly criteria for various sentences connected with the numerical- 
range concept. The main result is Fact 2.3, which gives a combined algo- 
rithm [on the set of pairs ( S,ZL‘) with S a complex n X n matrix and w a 
complex number] for the sentences “WE W(S)“, “WE aW(S)“, “w is a 
vertex of W(S)“, “ w is a bare point of W(S)“, and “w is an extreme point 
of W(S)“, as well as [on the set of n X n complex matrices S] for “S is 
contra-Hermitian”, etc. (Also in Step 10 of Fact 2.3 a criterion for H-stability 
is given which may be new.) Fact 2.4 gives a simplified version of this 
algorithm for the 2 X 2 case. Fact 2.5 gives a noneffective but (in many cases) 
practical criterion for “0 E W(S)“. Fact 2.6 gives very simple and effective, 
but not very new, criteria for W(S), respectively, to be included in a given 
open or closed half plane or to have nonempty intersection with a given line. 
Fact 2.7 gives a very complicated (but still effective) criterion for the 
sentence “ - 1 ET(S)“, and hence also for the equivalent sentence “W(S) 
has nonempty intersection with the negative real axis”. Thus Fact 2.7 serves 
in effect as an effective criterion for l?(S) (and the “angular field” of S), as 
well as for W(S) to have nonempty intersection with a given ray. Finally, 
Fact 2.8 gives effective criteria for the sentences “r= ps”, “r > ps”, and 
“r > ps”, which are quite complicated as they stand but which we hope can 
be simplified. 
In Sec. 3 we give proofs for all the nontrivial results in Sec. 2, except that 
one long proof is deferred to Sec. 4. The methods used are not especially 
new; perhaps the main novelty is the systematic exploitation of the fact that 
what might be called the “local first-order behavior of W(S) at 0” is 
invariant under general (not just unitary) conjunctivity of S. This fact (or what 
we need of it in this paper) is precisely formulated in Lemma 3.18. [This 
paper also makes two excursions into higher-order behavior of W(S), 
namely, Remark 2.2(b) and Fact 2.9, which are not particularly new but are 
certainly not widely known.] 
Section 4 carries out the proof of the last step of Fact 2.3 for n > 3, this 
proof being based on a solution of a problem in combinatorics that may have 
some interest for its own sake. 
Section 5 works out a e-parameter family of 3 X 3 examples to illustrate 
the application of Fact 2.3. (The work on these examples was an indispens- 
able aid in the development of several simplifications and shortcuts in the 
algorithm of Fact 2.3.) 
In the rest of this section we give some definitions, together with 
corresponding known (or easily proved) results, that will be used in later 
sections. The first definition refers to “elementary operations”, by which we 
mean just the rational operations (addition, multiplication, division) applied 
to complex numbers and the max operation applied to two real numbers, and 
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to which we append also two “counting” operations, namely the degree of a 
nonzero polynomial and the number of variations in sign (in the sequence of 
coefficients) of a nonzero real polynomial. If s is a finite sequence of 
elementary operations, we shall denote by Is] the larger of the two numbers: 
(a) the length (i.e., number of terms or components) of s, and (b) the 
maximum degree of the polynomials occurring in the two types of counting 
operations in the sequence s. [If no such operations occur in s, take the 
number in (b) to be 0.1 We can now give a formal (but still naive) definition 
for “effective computation” and “effective criterion” which will serve pre- 
sent purposes. 
DEFINITION 1.1. An effective compuhtion (or algorithm) for a function 
f : X+ Y is a function s which assigns to each x E X a finite sequence s(x) of 
elementary operations whose composite takes x onto f(x) and such that the 
set {]s(x)]:x~X} h as an upper bound depending only on s and X (i.e., not 
on x). An effective criterion for a sentence-valued function Q on a set X is an 
algorithm s for a function f: X+(0, l} such that Q(x) w f(x) = 1 [i.e., such 
that f(x)=1 if Q(x) is true and f(x)=0 if Q(x) is false]. 
Informally, then, an “effective criterion for Q(x)” is a way of deciding on 
the truth of Q(x) for each x by a sequence of elementary operations whose 
number and size are bounded uniformly in x. It is essentially the same 
concept as that of “decision method” of Tarski and Seidenberg [17], except 
they apparently do not impose any uniform boundedness condition. How- 
ever, the decision methods they actually construct for elementary algebra do 
satisfy this condition when applied to any given “sentence in elementary 
algebra”, which is about all one can hope for (and is all we do in this paper). 
Two examples may help illustrate this point. The computation S+det S 
on the set of all square complex matrices S is not effective, but restricted to 
the set of all n X n complex matrices (or all those of order < n) is effective. 
Such a restriction on the order will be implicit in all the computations of this 
paper. The second example is the suggested computation for Fact 2.5: it 
boils down to computing, for each real polynomial of degree < 2n, real 
numbers which separate its real roots. There are several good and practical 
methods for doing this, but it seems likely that, for each such method, each 
n, and each positive number M, a real polynomial of degree < 2n exists 
which requires more than M elementary operations by that method. This is 
why we must consider the computation suggested for Fact 2.5 noneffective, 
at least until an algorithm for it is constructed. (Naturally, for any one real 
polynomial, this computation would be effective, since it takes only a finite 
number of elementary operations for each such polynomial, but here we are 
considering its effectiveness on the set of all such polynomials of degree 
< 2n.) 
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We shall maintain an informal approach in stating and proving our 
algorithms, in particular, we shall dispense with inessential technicalities 
such as the final mapping into (0, l}. However, we emphasize again: all 
computations must be exact for the criteria to give correct results with 100% 
certainty (e.g., no roundoff or truncation error can be allowed). Approxima- 
tions can be allowed only if less than 100% reliability is acceptable, but then 
error analysis will be exceedingly difficult because of the complexity of most 
of the algorithms. 
DEFINITION 1.2. Let S be an n X n complex matrix. Then 
W(S)={X*SX:X*X=landXiscomplexn~l}, 
os=SUp{]W]:WE W(S)}, 
where as usual X* denotes the conjugate transpose of X. We shall use 
“CIW (S)” to denote the boundary of W(S). The set W(S) is variously called 
the numerical runge of S, the field (of values) of S, the Wertvorrat of S, etc. 
The number ps is called the numerical radius of S. [Since n is arbitrary here, 
this definition defines W(S) and ps for all square matrices S.] 
REMARK 1.2’. For each n X n matrix S it is known that W(S) is a convex 
compact subset of the (complex) plane. Further simple properties are the 
following. (a) W(cS)= cW(S) and W(cZ+ S)=c+ W(S) for each complex 
number c (here Z denotes a suitable identity matrix). (b) W ( U* SU) = W(S) 
for each n X n unitary matrix U and each n X n matrix S. (c) If S, is a 
principal submatrix of S, then W (S,) c W(S). (d) W (S,@S,) equals the 
convex hull of the union W (S,) u W(S,). (Here and throughout this paper, 
$ denotes direct sum.) (e) If S is n X n, then n-‘trS (where tr denotes 
trace) is an “inner point” of W(S), i.e., it is an interior point of W(S) if 
W(S) has nonempty interior, it is a nonextreme point of W(S) if W(S) is a 
segment [see Definition 1.3(d) below], and W(S)= {n-‘trS} if W(S) is 
singleton. (f) W(S)= W(S’), h w ere S’ is the transpose of S (even though S’ 
need not be unitarily similar to S). (g) Th e supremum in the definition of os 
is actually a maximum. 
In this paper we shall use certain geometric terms (half line, ray, half 
plane, sector, segment, and cone) whose meanings are not absolutely stan- 
dard. We define them here in terms of “closed half line”, “closed half 
plane”, “open half plane”, and other notions, whose meanings are 
sufficiently unambiguous for our purposes. All sets and points in the follow- 
ing definition refer to subsets and points in the complex plane (i.e., the real 
Euclidean plane equipped with a complex coordinate system). 
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DEFINITION 1.3. (a) A half line always means a closed half line. A ray 
always means a half line minus its initial point. A half line at 0 is a half line 
whose initial point is 0, and similarly for a ruy at 0. (b) A half plane is a set 
whose closure is a closed half plane and whose interior is the corresponding 
open half plane. A haZf plane at 0 is a half plane with 0 on its bounding line. 
The bounding rays of a half plane at 0 are the two rays at 0 of the bounding 
line. (c) A sector is a set which is the intersection of two half planes whose 
bounding lines are (distinct and) nonparallel, (The point of intersection of 
these two lines is the apex of the sector.) A sector at 0 is a sector whose apex 
is 0. The bounding rays of a sector at 0 are the two rays at 0 included in the 
boundary of the sector. (d) A segment is a connected, bounded, nonempty, 
nonsingleton subset of a line. (An open segment is a segment which is open in 
the relative topology of the line.) (e) A convex cone is a nonempty subset 
which is closed under multiplication by nonnegative real numbers and closed 
under addition. 
REMARK 1.3’. A convex cone in the complex plane must be a,get of one 
of the following kinds: the whole plane, a (whole) line through 0, a closed 
half plane at 0, a closed half plane at 0 minus one or both of its bounding 
rays, a closed sector at 0, a closed sector at 0 minus one or both of its 
bounding rays, a half line at 0, or (0). 
Closely connected with W(S) is the set I(S) defined next (for all square 
matrices S ) . 
DEFINITION 1.4. Let S be an n X n complex matrix. Then [l, p. 851 
r(S)={X*SX:XisnXlcomplex}. 
REMARK 1.4’. (a) I(S) is a convex cone, in fact, is the smallest one that 
includes W(S). [In other words, I(S) is the cone generated by W(S).] (b) 
Each type of convex cone mentioned in Remark 1.3’ can occur as I(S) for 
some matrix S, except for the nonclosed sectors. (This is shown in Section 3: 
Remark 3.16 and the proof of Remark 2.2.) (c) I(cS) = cl?(S) for each 
complex number c. (d) I( S, $ S,) = I( S,) + I( S,). In particular, I( S, @O) = 
r(s,). (e) r(c*sc)cr(s) f or each n x n matrix S and each n-rowed matrix 
C. In particular, r(c* SC) = r(s) if C IS nonsingular. Another consequence is 
that r(s,)cr(s) f or each principal submatrix S, of S. (f) The “angular field” 
[21] of S equals r(s) except when 0 B W(S), in which case it equals 
r(S)- (0). (g) When r(S) h as nonempty interior, trS is an interior point of 
I(S). [This follows easily from Remark 1.2’(e), from which it easily follows 
that tr S is an inner point of I(S) in any case.] 
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Next we give names to the algebraic conditions on S that will correspond 
to the geometric possibilities for l’(S) mentioned in Remark 1.4’(b). 
DEFINITION 1.5 (from [l]). An n X n complex matrix S is 
(i) contra-Hermitian provided e -?S is non-Hermitian for all real 0; 
(ii) co-Hermitian provided e -“‘S is Hermitian for some real 0; 
(iii) contradefinite provided ePiBS + e?S* is indefinite for all real 8; 
(iv) codefinite provided e - “S + e’%* is semidefinite for some real 0; 
(v) unidefinite provided there is a real 8 for which e-‘OS is a positive 
semidefinite nonzero Hermitian matrix; 
(vi) bidefinite provided there is a real 0 for which e-‘% is an indefinite 
Hermitian matrix; 
(vii) trunsdefinite provided there is exactly one value of eie with 0 real 
for which e-“S + e’?S* is a positive semidefinite nonzero matrix; 
HeJi;i/airodefinite p rovided S is codefinite but not transdefinite or co- 
REMARK 1.5’ (from [l]). (a) S is contra-Hermitian iff S is contradefinite or 
transdefinite or prodefinite. (b) S is co-Hermitian iff S is bidefinite or 
unidefinite or zero. (c) S is codefinite iff S is transdefinite or prodefinite or 
co-Hermitian. (d) The foregoing [(a), (b), (c)] are easily proved from the 
geometric characterizations (i)-(ix) below, which in turn are easily proved 
using the first formula following Definition 3.1 (in Sec. 3): S is 
(i) contra-Hermitian iff T(S) has nonempty interior; 
(ii) co-Hermitian iff T(S) is a subcone of some line; 
(iii) contradefinite iff l?(S) is the whole plane; 
(iv) codefinite iff l(S) is a subcone of some half plane; 
(v) unidefinite iff r(S) is a half line; 
(vi) bidefinite iff T(S) is a line; 
(vii) transdefinite iff l?(S) is a half plane; 
(viii) prodefinite iff l’(S) is a sector; 
(ix) zero iff r(s)= (0). 
DEFINITION 1.6. The (Descartes) index of a nonzero real polynomial is 
the number of variations in sign of the sequence of its coefficients. (Zero 
coefficients are disregarded for this purpose, as in Descartes’s rule of signs; 
see 18, Chapter IX].) The (Descartes) index of a complex matrix whose 
characteristic polynomial is real is the Descartes index of this characteristic 
polynomial. 
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REMARK 1.6’. (a) For a real polynomial f(x) all of whose roots are real, it 
follows from Descartes’s rule of signs that the Descartes index of f(x) is 
exactly the number of positive roots (each root counted according to its 
multiplicity) and the Descartes index of f( - x) is exactly the number of 
negative roots of f(x). (b) Thus the Descartes index of a Hermitian matrix is 
the same as its “index of positiveness” [19,p. 891, which is sometimes simply 
called its “index”. (c) A no th er easy consequence of (a) is that, for a real 
polynomial all of whose roots are real, (ca) if two consecutive coefficients 
(after the leading coefficient) are zero, then all subsequent coefficients are 
zero, and (cb) if the two coefficients adjacent to a zero coefficient are both 
nonzero, then they have opposite signs. 
DEFINITION 1.7. A rational function f(z) of a complex variable .z will be 
called an q function provided f( e”) is a real trigonometric polynomial in 
the real variable 8, i.e., provided 
f(e@)= i: ckeike, with c_~=C~ for all k, 
k=-n 
for some n and some such numbers ck. 
RrsMAmr 1.7’. Clearly the rtp function corresponding to the real trigono- 
metric polynomial displayed in Definition 1.7 is 
f(Z)= i: c,nk, with c_,=c, forallk. 
DEFINITION L8. Let f(x) be a polynomial of degree n which factors 
completely (over some field): 
f(X)=C(T--IY1)(X-(YZ)“.(T-~), CfO. 
Then the kth power sum Sk of the roots of f(x) is defined to be [20, p. 811 
s,=a,k+a;+. . . +a;. 
Here k can be any integer, except that k > 0 if f(0) = 0. [Even if f(0) = 0, the 
0th power sum of f(x) is the degree of f(x).] The n x n matrix whose (i, i) 
entry is s~+~_~ for {i,j}c{l,2 ,..., n} will be called the Hankel-discriminunt 
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matrix of f(x) and denoted by HfC,.. When f (0) #O, the n x n matrix whose 
(i,i) entry is s~_~ for {i,i}C{l,Z ,..., n} will be called the Toeplitz-discrimi- 
nant matrix off(x) and denoted by TfCx,. The discriminant off(x), which we 
shall denote by DrCX,, is defined [20, p. 821 as 
D f(X) = C2n-2 II (q - nJ2. 
l<i<i<n 
REMARK 1.8’. (a) For a nonzero polynomial over a field F the discrimi- 
nant DfCz, is in F, and the power sums sk are also in F and can be computed 
(effectively and) recursively from the coefficients of f(x) by Newton’s 
formulas ([20, p. 81, #3], in which the second formula (“for p > n”) holds for 
all integers p if f (0) # 0). Another (effective) computation for the power sums 
from the coefficients is provided by the fact that sk is the trace of the kth 
power of the companion matrix of f(x). (More generally, if f(r) is the 
characteristic polynomial of a matrix A, then sk= trAk.) Thus HfCx, and, 
when it exists, TfC,, are matrices over any field containing the coefficients of 
f(x)* (b) If c-R ) x is manic of degree n (as above), then 
Qx, = c 2”-2det HfC,... 
This follows, e.g., from writing HfC,, as a Vandermonde matrix of the roots 
multiplied by the transposed Vandermonde matrix. (c) If f (O)#O and 
c - 'f(x) is manic of degree n, then 
Df(x,=(-1)” ‘n(n-l)[cf(0)]“-ldetTI(,). 
This is proved very much like (b). (d) If f(x) is a nonzero complex poly- 
nomial, then the number of distinct roots off(x) equals the rank of HfCxl and, 
if f (O)#O, also equals the rank of I&). (See [9, pp. 202-2031 for the proof 
regarding HfC,,; the proof for TfCxj is similar.) (e) If f(x) is a nonzero real 
polynomial, then the nonreal roots of f(x) occur in conjugate pairs, HfC,, is 
real symmetric, and the signature of HfC,, is the number of distinct real roots 
[9, P* 202_3. 07 If f( ) r is a complex polynomial of degree n with ( - x)“‘(x - ‘) 
equal to f(x) [ = the conjugate of f(x)], then the roots of f(x) of modulus # 1 
occur in reciprocal-conjugate pairs (a,Z-‘), TfC,, is Hermitian, and the 
signature of Tflxj is the number of distinct roots of unit modulus. [This is 
proved much like (e).] 
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DEFINITION 1.9. The Gram matrix (in the sesquilinear sense) of a 
complex fl X n matrix S on a finite sequence (Xi, X,, . . . ,X,) of n X 1 matrices 
5 is the k X k complex matrix whose (i,i) entry is XFSXi for { i,i} C 
{1,2 ,..., k}. 
REMARK 1.9’. (a) If S, is any Gram matrix of S, then r(S,) cl?(S), and 
hence S, is Hermitian if S is Hermitian. (b) The Gram matrix of S on any 
basis is conjunctive with S, and in particular the Gram matrix of S on the 
standard basis is S itself. 
DEFINITION 1.10. Let S be a complex n X n matrix. Then we define 
R (S), the real-restricted numerical range of S, to be the set 
R(S)={X*SX:X*X=landXisnXlreal}. 
REMARK 1.10’. (a) Clearly R (S) = R (T), where T= i(S+ S’) is the 
symmetric part of S. (Here S’ denotes the transpose of S.) Thus it suffices to 
study R (S) for complex symmetric matrices S. (b) When S is a complex 
symmetric n X n matrix, i.e., when S = H + iK with H and K real symmetric 
n X n matrices, then it is known (e.g., see [3]) that R (S) = W(S) if n#2 and 
R(S)=aW(S) if n=2. The condition O@R(S) crops up here (when n#2) 
in theorems of Calabi [5] and of Greub and Milnor [lo, p. 2561. Thus an 
effective criterion for 0 E W(S) could be useful in applying these theorems. 
(Actually, the criterion, Fact 2.3, given in this paper contains necessary and 
sufficient conditions for S to be conjunctive with a diagonal matrix, and for a 
complex symmetric matrix S these conditions are also necessary and 
sufficient for S to be congruent over the real field to a diagonal matrix, so 
there would be no reason to apply [lo, lot. cit.] to S after applying Fact 2.3.) 
2. THE ALGORITHMS (WITHOUT PROOFS) 
We begin with some definitions. 
DEFINITION 2.1. Let W be a closed convex set in the complex plane, 
and let w E W. We follow the usual definition and say that w is an extreme 
point of W provided no open line segment included in W contains w. 
Following the usage in [18], we say w is a bare point of W provided there is 
at least one closed half plane whose intersection with W is {w}. We say w is 
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a vertex (or vertex point) of W provided there are at least two closed half 
planes whose intersection with W is {w}. 
REMARK 2.2. (a) Obviously every bare point of W is an extreme point of 
W and every vertex of W is a bare point of W. (b) Some closed convex sets 
(e.g., a closed semicircular disc) have vertex points which are endpoints of 
nonrectilinear boundary arcs, but not the numerical range W(S) of a matrix 
S (of finite order). In fact, unless W(S) is a segment or a point, every vertex 
of W(S) is the common endpoint (and the only common point) of two 
rectilinear boundary segments of W(S). Put otherwise, the unit tangent 
vector to the boundary curve of W(S) is continuous across the endpoints of 
each nonrectilinear boundary arc. (c) (This is in the literature, e.g., [14], but 
will be proved here also.) Every vertex of W(S) is a characteristic root of S, 
and the eigenspace at each characteristic root of S on the boundary of W(S) 
unitarily reduces S. In particular, all elementary divisors at such a root are 
linear. 
Proofs of Remark 2.2 (b) and ( c are given in Section 3. Next is the main ) 
result of this paper, an algorithm for W(S) and its sets of boundary, extreme, 
bare, and vertex points. It is divided into 15 steps, and proofs are given in 
Sec. 3, except for the case n > 3 of Step 15, which is proved in Sec. 4. 
FACT 2.3 [Combined algorithm for W(S), its boundary aW(S), etc.]. 
Let S be an n X n complex matrix and w be a complex number. We start by 
reducing our considerations to the case w = 0 in the obvious way: 
Step 1. Denoting the n x n identity matrix by I, we have: w E W(S) iff 
OE W(S-WI), wEaW(S) iffOEaW(S-WI), and w is an extreme, bare, 
or vertex point of W(S) iff 0 is respectively an extreme, bare, or vertex point 
of W(S- WI). 
Thus from now on in the statement of Fact 2.3 we assume that w = 0 is 
the given complex number. Also from now on we employ notation [S*, r(S), 
etc.] and terminology [“sector”, “ co-Hermitian”, etc.] as given in Sec. 1. 
Step 2. (a) 0 is an interior point of W(S) iff r(S) is the whole pkne iff 
S is contra&finite; stated contrapositively, S is codefinite iff I’( S) is included 
in some half plune iff either O@ W(S) or OEaW(S). (b) OG W(S) iff S is 
nonsingular with r(S) included in some vector (i.e., with S proa’efinite or 
unidefinite). (c) 0 is a vertex of W(S) iff S is singular with I’(S) included in 
some sector (i.e., with S prodefinite or unidefinite or zero). (d) 0 i-s a 
nonvertex bare point of W(S) iff the nonzero part of r(S) is an open half 
plane. (e) 0 is a rwnbare extreme point of W(S) iff I’(S) is a half plane with 
NUMERICAL-RANGE CRITERIA 129 
exactly one bounding ray missing. (f) 0 is a nonvertex boundary paint of 
W(S) iff r(S) is either a whole line or a half plane i&f S is (respectively) 
either b&finite or transdefinite. 
(For an explicit statement of the combined algorithm for the case n = 2 
and w = 0, see Fact 2.4.) 
Step 3. Zf S and S* have diff erent null spaces, then S is contradefinite 
(and 0 is an interior point of W(S), etc.). (Effective criterion: use elementay 
conjunctivity operations to find a “trapezoidal” matrix conjunctive with S 
[l,Fact 1.3, p. 811, and then S and S* have the same null space iff this 
trapezoidal matrix is the direct sum of a nonsingular matrix and a zero 
matrix. Second effective criterion: S and S* have the same null space i. they 
are row-equivalent to the same row-echelon matrix.) 
From now on (in the statement of Fact 2.3) we assume S and S* have the 
same null space. 
Step 4. (Since S and S* have the same null space) S is conjunctive with 
S,$O (= the direct sum of S, and a zero matrix) for some nonsingular S,. 
(Here S, is missing iff S = 0, and the 0 direct-summand is missing iff S is 
nonsingular.) (Effective computation: see the first “effective criterion” for 
Step 3. Second effective computation: take a basis for the null space of S as 
the last columns of an n x n nonsingular matrix C; then C*SC= S,@O has 
the desired form.) 
Step 5. We now reduce our consio!erations to the case where S is 
nonsingular, as follows. (a) S=O iff W(S)=(O) iffl?(S)={O}. 
From now on (in the statement of Fact 2.3) we assume S#O (and hence 
the direct summand S, in Step 4 wiLl occur). 
(b) Zf S is singular (and nonzero), i.e., if the order of S, is less than n, 
then 0 is a vertex of W(S) iff O@ W(S,). (c) 0 i.s a nonvertex bare, extreme, 
boundary, or interior point of W(S) if 0 is, respectively, a bare, extreme, 
boundary, or interior point of W(S,). (d) r(S) = r(S,), so S is contra-Hermi- 
tian iff S, i.s contra-Hermitian, etc. (see Remark 1.5’). 
From now on (in Fact 2.3) we assume S is nonsingular. [Thus from now 
on 0 will not be a vertex of W(S).] 
Step 6. Let S = H+ iK, where H and K are Hermitian. (Computation: 
H=$(S+S*), K=$i(S*-S).) 
Step 7. S is co-Hermitian ijf S and S* are proportional, i.e., iff H and K 
are proportional. 
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Step 8. S is unidefinite i;ff H and K are proportional and both are 
semidefinite. (Computation: H is semidefinite $f H or - H is positive 
semi&finite.) 
Step 9. S is b&finite iff H and K are proportional and at least one of 
them is indefinite. (Computation: H is indefinite ifl H is not semidefinite.) 
From now on (in Fact 2.3) we assume S is contra-Hermitian (i.e., not 
co-Hermit&$ as well as nonsingular. Thus from now on n 22 and S is 
contradefinite or prodefinite or transdefinite. The next two steps (Steps 10 
and 11) are not strictly necessary, but are sometimes useful in practice, and 
the criteria in one of them (Step 10) are referred to later. 
Step 10. When H is positive semidefinite, S is codefinite (in fact, S is 
“H-semistable” [4] ), hence prodefinite or transakfinite, and we compute 
nonnegative integers y,y’,y”,6,8’,6”, all okpending on S= H+iK as 
follows: y is the degree of the real polyrwmiul det(xH - K) (with x as 
indeterminate), y’ is the (Descartes) index (Definition 1.6) of det(xH- K), y” 
i.stheindexofdet(xH+K),6=-y+indexH=-y+rankHi,6’=-y’-6+ 
index K, and 6 N = - y ” - 6 + index( - K ). [Some of these computations can 
be avoided by use of the relation n = y + 26 + 6’ + a”, and sometimes by use 
of the facts (1) that ( - l)“+” ’ is the sign of the leading coefficient of the 
polynomiul det(xH- K), (2) that 6 is the number of quadratic elementary 
divisors of (S*)- ‘S at - 1 and hence equals v(HS -‘H) - v(H) here, where v 
o!enotes nullity, (3) that 6’+ 6” is the number of linear elementary divisors 
of (S*)-lS at -1 and hence equals 2v(H)-v(HS-‘H), and (4) that hence 
y=rank(HS-‘H).] 7% en the following criteria hold. S is pro&finite (i.e., 
O@ W(S)) iff 6=0=6’6”. (H ence) S is transdefinite (i.e., OEaW(S)) $7 
6>Oor6’6”>O.Al.soOi-sanextremepointof W(S)iffS>O=6’6”,andO 
is a bare point of W(S) iff 6 > 0 = 6 ’ = 6 “. (S is “H-stable” [6] here iff 
6’=0=6”, and hence i# v(HS-‘H)=2v(H), as long as S is nonsingubzr 
and H is positive semidefinite, whether S is contra-Hemtitian or not.) 
Step 11. If -H, K, or - K is positive semidefinite, then we apply the 
criteria of Step 10 to - S, -is, or is, respectively. 
[At this point there is a practical criterion for 0 E W(S) which is not 
effective but which in many cases will decide the issue more readily than our 
effective criterion (Fact 2.3) will. See Fact 2.5 later in this section.] 
Let p(x) be the minimum polynomial of (S*)-‘S, and Zet p’(x) be its 
okrivutive polynomial. [One computation for p(x) is to divide det[xI- 
(S*)-‘S] = (detS*)-‘det(xS* - S) by the gcd of (the entries of the adjugate 
(= transposed cofactor) matrix of xS* - S.] 
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Step 12. lf gcd( p(x), p’(x)) has akgree > 2, then S is contradefinite. 
Step 13. If gcd(p(r),p’(x)) bus degree 1, then gcd(p(x),p’(x))=x-r 
for some complex number r such that r7= 1. Now, if T = - 1 here and 
H= f(S + S*) is semi&finite, then apply the criteria of Step 10 to S or to 
- S as the case may be (though necessarily 6 > 0 here; hence if n = 3, then 0 
is a bare point of W(S) iffrankH=2). Zf r= -1 and H is indefinite, then S 
is contradefinite. If rf - 1, we do the same (as we just did with S and H) 
with 2i(i+l)S and its Hennitian part i(r+l)(S-rS*): if i(T+l)(S-rS*) i.s 
semidefinite, then we apply the criteria of Step 10 to 2i(i + 1)s or to 
-2i(r+l)S as the case may be (and again 6 >O, etc.), and if i(r+ l)(S- 
rS*) is indefinite, then S is contradefinite. 
From now on we assume that gcd( p(x), p’(x)) has degree zero, i.e., = 1. 
As a consequence, from now on (S*) - ‘S will be similar to a diagonal matrix, 
and 0 will not be an extreme point of W(S). The next step (Step 14) could 
be taken anywhere after Step 6 and before Step 15. 
Step 14. If the characteristic roots of (S*)-‘S are not all of unit 
modulus, or, equivalently, if the roots x of the real polynomial det(xH - K) 
are not all real, then S is contradefinite. [Effective criteria: (1) the roots of 
(S*)-lS are all of unit modulus iff the Toeplitz-discriminant matrix (Defini- 
tion 1.8) of its characteristic polynomial is positive semiokfinite Hermitian; 
(2) the roots of a real polynomial are all real if its Ha&l-discriminant 
matrix (Definition 1.8) is positive semidefinite real symmetric. If the 
polynomial, say f(x), in (1) or (2) has multiple roots, i.e., if g(x)= 
gcd( f (x),fl(x)) bus positive Agree, then it is usually advantageous to 
replace f(x) by fWg( x in these criteria. A good variant on (2) is the ) 
criterion (applied either to f(x) or to f (x)/g(x)) provided by [2, Theorems 1 
and 2, p. 3811. The criterion (1) simplifies as follows for n < 3: when S is a 
non-singular complex 2 x 2 or 3 x 3 matrix, then all the roots of det(xS* - S) 
have unit modulus iff its discrtminant is < 0.1 
From now on, i.e., in Step 15, we assume that all roots of (S*)-‘S have 
unit modulus. [We are still assuming that S is contra-Hermitian and that 
(S*) - ‘S is similar to a diagonal matrix.] As a consequence, (S*)- ‘S is similar 
to a diagonal unitary matrix and (hence) S is conjunctive with a diagonal 
unitary matrix. 
Step 15. If now n =2 then S is pro&finite, so suppose n > 3. Then 
S is prodefinite iff 9(S) > 2, 
S is transdefinite iff @B(S) = 1, and 
S is contradefinite iff $J( S) = 0, 
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where +(S) is u nonnegative integer-valued function of S defined (und 
computed) as follows. Define (and compute) functions gl(x),gz(x), . . . ,g,(z) of 
the complex variable x {but depending also on S) by means of 
de++ &(z-‘S- zS*)) =t”+ /‘& gJz)t”-t. 
Next let R be the set of all ordered (n - 2)- tuples p = ( p,, . . . , p,_ J, where 
{ p,, . . . > p,_l} c (0, L2). F or each p E R define p, E (0, 1,2}, depending on 
the subsequence (p,,p,,...,~,~_,) of p with 2j-lE{n-l,n-2}, by 
pl=O if p,=p,=*+* =p,t_,=O (or if n=3), 
=l if p,+ps+... +p2i_1isodd, 
= 2 otherwise, 
and let hP (z”) be the even function of .z (but also depending on S) given by 
then hP (w) = hP (w; S) is an rtp function (Definition 1.7) of w, and hence the 
nxn matrix h,(jS*)-‘S) is simiZar to a real diagonal matrix; let r~, = t+,(S) 
be the Descartes index of h,((S*)-‘S). Now, for each ZE{O,1,2,...,n-2) 
and each p E R, we let p’= p’( E) and p” = p”(Z) be the complementary 
subsequences of p given by 
p’=(p,,...,p,_,-,), 
and we sometimes write p = [ p’ p”], 
sets R’= R’(1) and R”= R”(Z) by 
partitioning p as a row matrix. Define 
R’={ p’: { p,,...>p,_l_,} c{L2}}> 
R”={p”:{p,_ l>...>p,-,} C{W}}. 
Thenforp”ER”ZetS(p”)=~(p,_,+~~+ +p~_J.(WhenZ=O,S(p”)=O.) 
Next, for each S and Z denote by V(S, 1) the special linear combination of the 
numbers z+, given by 
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where [2 p”] means [ p’ p”] with p’ repluced by (2,2,. . . ,2), and the follow- 
ing conventions are to be observed: when I= n - 2 (here we sometimes write 
[p’ p”] simply as p”), then 
2 PL[~, P,,j means pPp’,, 
p'ER' 
and when l= 0 (here we sometimes write [ p’ p”] simply as p’ and [2 p”] as 
2), then 
V(S,l)=V(S,O) means -t~~+2~-” C +. 
p’ER’ 
Finally, we write 
C$(S,l)= -I+ V(S,l) 
and 
i.e., $(S) is just the sum over 1 of those values of +( S, 1) which are > 0. 
[When n =3, the above criteria of Step 15 work out as follows. Here it 
suffices to consider h,(z’) = gz(z), where p = 1 is a scalar index. Then C+(S) = 0 
(i.e., S is contradefinite) iff the 3 X 3 matrix hl( (S*) - ‘S ) has rank 3 and 
(Descartes) index 0, c$( S) = 1 iff hl( ( S*) - ‘S ) has rank 1 and index 0, and 
+(S)>Z iff +(S)=2 iff hI((S*)-‘S) th h ei er as rank 3 and index 2 or else has 
rank 1 and index 1.1 
That concludes the statement of Fact 2.3; see Sets. 3 and 4 for proofs. 
Next we give a simpler treatment (Fact 2.4) of the 2 X 2 case [criteria for 
0 E W(S), 0 E fl W( S), etc.]. A proof is indicated in Sec. 3. 
FACT 2.4. Let a, b, c, d be complex numbers, and let 
A=detS=ad-bc, 
a= i(ad+ da- bb- cE). 
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Then S is contradefiniteii.e., 0 is an interior point of W(S)) iff Q2> AA, S 
is prodefinite iff Q2 < AA, S is transdefinite iff Q2 = AA with S* not propor- 
tional to S, S is bidefinite iff @ < 0 with S* proportional to S, S is uniddinite 
iff a>0 with S#O and S* proportional to S, OE~W(S) iff Q2=AA with 
@GO, 04 W(S) iff S is either prodefinite or nonsingular unidefinite, 0 is a 
vertex of W(S) iff Cp = 0 = A, 0 is a nonvertex bare point of W(S) iff 0 is a 
nonvertex extreme point of W(S) iff S is transdefinite. 
Following is a practical but noneffective criterion for 0 E W(S) when S is 
nonsingular. (That is, it is noneffective as applied to the set of all n X n 
nonsingular complex matrices, though of course it can be considered effec- 
tive as applied to any one such matrix.) This criterion can be refined to give 
practical but noneffective criteria for 0 E a W (S), etc., but these refinements 
are as complicated as the effective criteria of Fact 2.3. 
FACT 2.5 [“Practical” criterion for 0 E W(S)]. Suppose S is an n X n 
nonsingular complex matrix, and let 0,, 0,, . . . , Bq be, modulo TT, the distinct 
real zeros (if any) of the real trigonometric polynomial +(8) = det t (e -“S + 
e”‘S*), ordered SO that 7~ > 0, > 8, > . . . > eq > 0. Let e;, e;, . . . ,O; be real 
numbers separating these zeros, in the following sense: 
e,>e;>e,>e;>- >eq>e;>el-n. 
(There is in general no effective computation for such numbers B;, . . . , tl$ but 
there are standard numerical methods for finding them, e.g., convert the 
trigonometric equation into a real algebraic equation by the “tangent 
half-angle substitution” eie = (1 - it)-‘( 1 + it) for e “‘# - 1 and t real, and 
apply Sturm’s functions to separate the roots of that equation [S, Chapter 
WJ 
Then OE W(S) iff 
e - 8;s + e '0;s * 
is indefinite for every j E { 1,2,. . . , q}. (Here OE W(S) vacuously if q=O.) 
Proof. (The proof is given in Sec. 3.) 1 
Next are stated some effective criteria for the numerical range of a given 
matrix to be included in a given half plane and for it to intersect a given line. 
These criteria are not really new; in fact, they are already implicit in 
Murnaghan’s 1932 paper [16]. Notice how much simpler are the relationships 
of the numerical range to half planes and lines than to points. 
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F_ACT 2.6. Let S be a given n X n complex matrix, and let a#0 and 
b = b be gioen complex numbers. Then (1) the open half plane 
{.z:az+a5+b>O) 
includes W(S) iff the Hermitian matrix ZS + aS* + bI is positive definite; (2) 
the closed half plane 
{z:Zz+ai+b>O) 
includes W(S) iff iES + aS* + bl is positive semidefinite; and (3) the line 
{x:Zz+aZ+b=O) 
has nonempty intersection with W(S) iff ZS + aS* + bl is indefinite or 
singular. 
(See Section 3 for proof.) 
On the other hand, the relationship of the numerical range to half lines 
and rays seems to be even more complicated than its relationship to points. 
The following result leans heavily on Fact 2.3 to give an effective criterion 
for W(S) to intersect the negative real axis and, equivalently, gives an 
effective criterion for - 1 E l?(S) [which will usually be stated as a criterion 
for -lGr(S)]. [r(S) can be replaced here by the “angular field” of S; see 
Remark 1.4’ (f),] This gives an effective criterion for r itself in the obvious 
way [Wqs) iff w=O or -iq-w-ls)j, as well as an effective criterion 
for the numerical range of a given matrix to intersect a given ray [because 
W(S) intersects the ray {z:a(z-z,)<O} iff -lEr(a(S--;=,I)), as can be 
routinely verified]. (R f e er to Fact 2.3 or Sec. 1 for effective criteria or 
computations not given here.) 
FACT 2.7. Let S= H + iK be an n X n complex matrix with H and K 
Hermitian. Then whether or not - 1 E r(S) can be decided by the following 
procedure. 
Step 1. If K =0, then - 1 @r(S) iff H is positive semidefinite. 
Step 2. If K#O and S is co-Hermitian, then - 14r(S). 
From now on (in Fact 2.7) we assume S is contra-Hermitian. 
Step 3. If K is positive semidefinite, determine 6’ by applying Step 10 
of Fact2.3 to -is. Then -14I’(S) iffS’=O. 
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Step 4. Zf -K is positive semi&finite, determine 6” by applying Step 
10 of Fact 2.3 to is. Then -l@lY(S) iflS”=O. 
Step 5. Zf S is contradefinite, then - 1 Er(S). 
From now on (in Fact 2.7) we assume K is indefinite and S is codefinite 
(and contra-Hermitian). 
Step 6. Pick a basis for the null space of K, and denote by H, the Gram 
matrix for H on this basis (Definition 1.9). When the null space of K is not 
included in the null space of H (i.e., when the basis vectors we picked are 
not all in the null space of H), then - 1 @I’(S) iff H, is a nonzero positive 
semidefinite matrix. 
Step 7. Choose a nonsingular matrix C such that 
C*KC=diag(k,,k,,...,k,, -&,+1, -$,+2,..., -kp+,)@O 
with ki>O fm j=l,2 ,..., p+q. Denote in a corresponding way the first 
p + q diagonal entries of C* HC, i.e., whatever their actual signs, as 
h,,h,,...,h,, -h,+l, -h,+g, . . . . -h+,. 
When the null space of K is included in the null space of H, then - 1 B r( S) 
iff 
(Actually, not all terms in this sum are zero and all the nonzero terms have 
the same sign, so - 1 @ r(S) if at least one of them is positive and - 1 E r(S) 
if at least one of them is negative.) (See Sec. 3 for proof of Fact 2.7.) 
Next is an effective criterion for the numerical radius which is conceptu- 
ally simple, but seems difficult to apply in hand computation even for very 
simple nondiagonal matrices. It should however be amenable to machine 
computation. 
FACT 2.8. Let r be a real number and S = H + iK be an n X n complex 
matrix with H and K Hermitian. Denote by ps the numerical radius 
(Definition 1.2) of S, and define (and compute) functions $(B, r, S), i = 
0,1,2 ,..., n, (real trigonometric polynomials in 0 whose coefficients are 
algebraic polynomials in r and the entries of H and K) by means of the 
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following identity in t: 
5 $(0,r,S)t”-i=det[ 
j=o 
(t+r)Z-(cod )H- (sinB)K] 
Then (1) 7 > ps iff 
=det[(t+r)Z-$(e-‘%+e’%*)]. 
$(0,r,S)>O forallreal0undallj~{1,2,...,n}; 
(2) r=h iff 
$((e,r,S)>O forallreal0andalljE{1,2,...,n}, 
+n(.,r,S)=O for some real a; 
und (3) r > ps iff 
$(0,r,S)>O forullreulfIundulljE{1,2,...,n}. 
Thus Fact 2.8 (which is proved in Sec. 3) reduces the problems of finding 
effective criteria on r and S for T > ps, for r= ps, and for r > ps (hence for 
r <ps and for r < ps) to the problems of finding effective criteria on the 
coefficients of a real trigonometric polynomial + for (i) +( 0) > 0 for all real 0, 
(ii) G(0)> 0 for all real 8, and (iii) G(e) =0 for at least one real 8. [Actually, 
criteria for (i) and (ii) would suffice here because, of the criteria in Fact 2.8, 
(1) and (3) can be combined to give a criterion equivalent to, though less 
explicit than, (2).] At this writing, essentially only one effective criterion 
(apart from the Tarski-Seidenberg decision methods, which seem even less 
practical to apply here) for each of (i), (‘J u , and (iii) is known to the present 
author; these three criteria are given near the end of Sec. 3. Hopefully other 
more practical criteria are known or will soon be found. 
Finally, another analogy between the numerical range under unitary 
equivalence and the spectrum under similarity should be mentioned. It is 
well known that for an n X n complex matrix S the rational similarity 
invariants of degree < n do not in general determine the similarity class of S 
but do determine the spectrum of S; also well known is the fact that the 
rational (i.e., rational in the entries of S and S*) unitary invariants of degree 
< n do not in general determine the unitary class of S, but not so well known 
is the following fact. 
138 C. S. BALLANTINE 
FACT 2.9. If S is an n x n complex matrix, then its numerical range 
W(S) is completely determined by the rational unitary invariants of S of 
degree < n. 
Proof. (The proof is at the end of Sec. 3.) n 
3. PROOFS 
In this section we prove the nontrivial assertions in Sec. 2, except for the 
case n > 3 of Step I5 of Fact 2.3, which is proved in Section 4. We begin 
with some abbreviations and some lemmas. 
DEFINITION 3.1. Throughout the rest of this paper we use the following 
abbreviations: 
H(O;S)=+(e-'%+e%*). 
[We sometimes write H (19) for H (0; S) when S is understood.] 
Thus H (6; S) is an n X n Hermitian matrix whenever S is an n X n 
complex matrix and 0 is a real number. The mapping (0, S) E-H (0; S) has a 
number of obvious properties which we shall use frequently; in particular, 
and 
C*H(&S)C=H(&C*SC) 
when S and C are n x n, X is n X 1, and I3 is real. 
LEMMA 3.2 (see [13, Theorem 1.11). For an n X n complex matrix S the 
following three statements are equivalent: 
(1) S and S* have the same null space, i.e., SX=O iff S*X=O; 
(2) c*sc= S,@O f or some nonsingular S, and some unitary C; 
(3) c*sc= S,@O f or some nonsingular S, and some non-singular C. 
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LEMMA 3.3. Zf S is codefinite, then S and S* have the same null space. 
Proof. Suppose S is codefinite, i.e. (Definition 1.5), H(0) is semidefinite 
for some real 8. Because S and S* have the same nullity, it suffices to show 
that SX = 0 implies S* X = 0. Thus suppose SX = 0 for some column vector X. 
Then X*H (0)X = Re(e-‘OX* SX) = 0. Because H (0) is semidefinite, this im- 
plies that (e-“%+eieS*)X=2H(0)X=0, which in turn implies S*X=O 
because SX = 0. n 
LEMMA 3.4. For an n X n complex matrix S the following four state- 
ments are equivalent: 
(1) 04 W(S) or OE aW(S) (i.e., 0 is not un interior point of W(S)); 
(2) W(S) is included in some half plane at 0; 
(3) T(S) is included in same half plane at 0; 
(4) S is codefinite (i.e., S is not contradefinite). 
Proof. (1) implies (2) by the separation theorem because W(S) is 
convex, and clearly (2) implies (1). (2) implies (3) because r(S) is the cone 
generated by W(S), and (3) implies (2) because W(S) cl?(S). The equiva- 
lence of (3) and (4) can be easily seen as follows. Consider the following four 
statements, in which 0 is always understood to be real and X is always 
understood to be an n x 1 complex matrix: 
(5) T(S) C {w :Re(e-“w) > 0) for some 8; 
(6) Re(e-‘OX* SX) > 0 for some 8 and all X; 
(7) X* H (0)X > 0 for some 0 and all X; 
(8) H(Q) P t' 1s osi rve semidefinite for some 0. 
Then clearly (3) iff (5) iff (6) iff (7) iff (8) iff (4). n 
LEMMA 3.5. Zf S is a nonsingular n X n complex matrix, then H (8; S) is 
singular for at most n values of e 218, hence for at mast 2n values of e”‘. 
Proof Since S* is nonsingular, we have 2H(8)= e-“S*(S+S+ ezieZ), 
which is singular only if e2iB is a characteristic root of - S +S, and of course 
- S +S has at most n roots. H 
LEMMA3.6. zfr(s)(or w(s)) is included in a sector at 0, then H (l3; S) 
is positive semidefinite for infinitely many values of ei8 (corresponding to 
real values of e). 
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Proof. The sector is included in infinitely many closed half planes at 0, 
each of which yields a different unit inner normal eis (with 0 real) for which 
H (0) is positive semidefinite (as in the proof of Lemma 3.4). n 
LEMMA 3.7. For an n X n complex matrix S the following four state- 
ments are equivalent: 
(1) 04 W(S); 
(2) S is nonsingular, and r(S) is either a sector at 0 or a half line at 0; 
(3) S is nonsingular and is either prodefinite or unidefinite; 
(4) H(Q;S) P t is osi ive definite for some real 0. 
Proof. 
(1) * (2). SUPP ose 0 @ W(S). Then X*SX is nonzero for each unit 
column vector X, so S is nonsingular. Furthermore, since W(S) is a closed 
convex set not containing 0, the separation theorem yields an open half plane 
including W(S) and having positive distance from 0. This half plane is the 
union of the range of an increasing sequence of open circular discs, so by the 
compactness of W (S ) one of these discs covers W(S). Since the distance 
from 0 to this disc is positive, there is a (smallest) closed sector at 0 including 
this disc, which sector includes W(S) and hence [Remark 1.4’(a)] the cone 
lY( S) generated by W(S). Thus I(S) must be a sector or a half line. 
(z)+(3). SUPP ose that S is nonsingular and that p(S) is either a sector 
or a half line. Each (closed) half line at 0 has the form {w :e-“w > 0) for 
some real 0, and clearly T(S) = {u:: e-“w > 0} implies e-“S is positive 
semidefinite nonzero Hermitian, which implies S is unidefinite. If on the 
other hand T(S) is a sector, then S is not proportional to a Hermitian matrix 
(hence not co-Hermitian), and H (8) is by Lemmas 3.6 and 3.5 positive 
semidefinite nonsingular (hence nonzero) for more than one value of eie; 
hence S is not transdefinite; thus S is prodefinite. 
(3)=+(4). Suppose S is nonsingular and unidefinite. Then e-% is nonsin- 
gular positive semidefinite Hermitian for some real 8 (Definition 1.5), so 
H(B)=e -S is positive definite for this 0. On the other hand, suppose S is 
nonsingular and prodefinite. Then S is neither co-Hermitian nor transdefi- 
nite, but is codefinite (Definition 1.5), so H (13) is positive semidefinite for at 
least two values of eie, say e ia and eis with ~>a-p>O. However, if 
a-fi=r here, then H(P) would equal -H(a), making both H(a) and 
- H(a) positive semidefinite and hence 0, so S would be co-Hermitian 
(because ieiaS would be Hermitian). Thus r > a! - /3 > 0. Since H(a) and 
H ( /?) are positive semidefinite, p(S) is included in the two closed half planes 
at 0 whose unit inner normals are eia and eip (as in the proof of Lemma 3.4), 
and hence in the sector at 0 equal to the intersection of these half planes 
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[Definition 1.3(c)]. Thus H (0) is, by Lemmas 3.6 and 3.5, positive definite 
for some real 0. 
(4) * (I). Supp ose H (0) is positive definite. Then, for each unit column 
vector X, we have 0< X*H(B)X=Re(e-“X*SX) and hence X*SX#O. Thus 
O@ W(S). n 
The next lemma is the analog for singular matrices of Lemma 3.7. 
LEMMA 3.8. For an n x n complex matrix S of rank r the following four 
statements are equivalent: 
(1) 0 is a vertex of W(S); 
(2) r< n and r(S) is a sector at 0, a half line at 0, or (0); 
(3) r < n and S is prodefinite, unidefinite, or zero; 
(4) r < n and H (0; S) is positive semidefinite of rank r for some real 8. 
Proof 
(1) * (2). If S = 0, then (2) is trivially satisfied, so let S #O; hence 
W(S) # (0). Suppose now that 0 is a vertex of W(S). Then there are two 
closed half planes whose intersection with W(S) is (0). Because W(S) # 
{0}, these two half planes must have different bounding lines, and 0 must be 
on both bounding lines by the connectedness of W(S). Thus the closure of 
the complement of the two half planes is a sector at 0 which includes W(S) 
and hence also includes I(S). Thus I(S), being a nonzero cone, must be a 
sector at 0 or a half line at 0. Since furthermore OE W(S), Lemma 3.7 says 
that S must be singular. 
Since (2), (3), (4) each imply S is codefinite (by Lemma 3.4 or Definition 
1.5), in the rest of the proof we will have a nonsingular r X r matrix S, and a 
nonsingular n X n matrix C such that C*SC = S,@O by Lemmas 3.3 and 3.2. 
Again if S = 0 then (3), (4), and (1) are trivially satisfied, so we shall continue 
to assume SfO and hence O<r<n. Note that I(S)=I(S,@O)=I(S,) by 
Remark 1.4’(e) and (d). 
(2) j (3). If r(s) is a sector (at 0), then so is T(S,); hence S, is 
prodefinite by Lemma 3.7, and so, clearly, is S,$O and hence S. Similarly, if 
r(S) is a half line (at 0), then S is unidefinite. 
(3) + (4). If S is prodefinite, then so is S,@O and hence also S,, so 
H (0; S,) is positive definite, and hence of rank r, for some real 8 by Lemma 
3.7; therefore, H(8;S,)G3O=H(8;S,@O)=H(8;C*SC)=C*H(0;S)C is 
positive semidefinite of rank r, and hence so is H (0; S). In like fashion, if S is 
unidefinite, then H (0; S) is positive semidefinite of rank r for some 8. 
(4) * (1). Suppose H (0; S) is positive semidefinite of rank r. Then so is 
C*H(8;S)C=H(8;S,)~O,andhencealsoH(B;S,).ButH(8;S1)isr~r,soit 
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is positive definite. Thus T(S,) = T(S) is included in some sector at 0 by 
Lemma 3.7, and hence OE W(S) by Lemma 3.7 because S is singular. 
Clearly there are at least two closed half planes intersecting r(S) [and hence 
W(S)] only in {0}, so 0 is a vertex of W(S). H 
LEMMA 3.9. Suppose S, $0 is a singular nonzero complex matrix with S, 
nonsingular. Then 0 is a oerter of W (S, @O) iff 0 65 W (S,). 
Proof. Since I(S,$O)=r(s,) with S, nonsingular and S,@O singular, 
the equivalence follows routinely from Lemmas 3.7 and 3.8. n 
LEMMA 3.10. Let H and K be n X n complex Hermitian matrices, and 
let S = H + iK be nonsingular. Then, with x as indeterminate, the polynomial 
det(xH - K) has all coefficients real. Also, all roots of this polynomial are 
real iff all characteristic roots of S ‘S= (S -‘S*)-’ are of unit modulus (i.e., 
are on the unit circle). 
Proof. The coefficients are real because the polynomial function has 
real values for all real x. Now suppose all roots of this polynomial are real 
and X is a root of S +S. If h = - 1, then hh= 1, so suppose X# - 1. Then 
S +S -XI = S ‘(S - XS*) is singular, and hence so is 
S-hS*=(H+iK)-h(H-X)=(1-h)H+i(l+h)K. 




this implies hh = 1 in routine fashion. 
To prove the converse, suppose all roots of S +S are of unit modulus and 
det( tH - K ) = 0. Then 
2(tH-K)=t(S+S*)+i(S-S*) 
=(t+i)S+(t-i)S* 
is singular, so t # - i (because S* is nonsingular) and hence S +S has a root 
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- (t - i)/(t+ i), which therefore has unit modulus: 
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i-t - = 
i+t 
Solving for f in terms of t yields f= t. 
LEMMA 3.11. For a nonsingular 




n x n complex matrix S, the following 
(1) S is conjunctive with a diagonal matrix; 
(2) S is conjunctive with a unitary diagonal matrix; 
(3) S +S is similar to a unitary diagonal matrix. 
Proof. (This result is essentially known (e.g., see [7, Theorem 3]), so we 
omit the proof.) n 
LEMMA 3.12. Let S be a nonsingular n x n complex matrix, and let 0 be 
a real number for which H (0; S) is positive semidefinite. Then, uniquely 
determined by e ie and the conjunctivity class of S, there are nonnegative 
integers y, 6,6’,6” and a real diagonal y x y matrix D with diagonal entries 
in nonincreasing order such that e-“S is conjunctive with 
where 
Es = 24 16 
[ 1 -1s 0 
and Z,,Zs.,Zs~~,Zs are identity matrices of respective orders y,6’,6”,6 (so Es 
has order 26 and hence n=y+26+6’+6”). 
Proof (We omit the proof here. It follows fairly readily, perhaps with 
help from Lemma 3.10, from the standard theory of nonsingular Hermitian 
pencils (see [19, p. 1421 for references, or see [15, pp. 241-2471 for a more 
modern textbook treatment). A proof not involving this theory has been 
given recently [4, Theorem l(a), p. 441. The next result, Lemma 3.13, 
characterizes y, 6,S’,6 “, and D in terms of conjunctive invariants of S for the 
case 8 = 0, and hence serves in effect as a proof of the asserted uniqueness 
inasmuch as the dependence on eie is rather obvious.) n 
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LEMMA 3.13. Let S = H+ iK be a nonsingular n x n complex matrix 
with H and K Hermitian and H = H (0; S) positive semidefinite. Denote the 
real polynomial det(xH- K) by f(x), the {D escartes) index (Definition 1.6) 
off(x) by y’, and the index off (- x) by y”. Then the integers y,S,6’,6” and 
the diagonal matrix D in Lemma 3.12 for 9 =O are determined (e.g., 





(where also n = y + 26 + 6’ + a”, of course), and the diagonal entries of D 
are just the roots off(x). Furthermore, (- l)‘+“= (- 1)“-y-“-6” is the sign 
of the leading coefficient off(x). 
(See Lemma 3.15 for another way of characterizing 6.) 
Proof Since for each nonsingular complex n X n matrix C we have 
det(xC*HC-C*KC)=IdetC12det(xH-K), 
index C* HC = index H, 
indexC*(&)C=index(eK) 
(for each E E { 1, - l}), e c., t we see that the numbers y,6,6’,6” and the 
matrix D determined as in the statement of Lemma 3.13 are conjunctive 
invariants of S, so we may assume S itself is in the canonical form given in 
Lemma 3.12: 
where /3,a,a’,afl are nonnegative integers and B is a p X p real diagonal 
matrix with diagonal entries in nonincreasing order. We compute the corre- 
sponding H and K: 
H=H(O;S)=Zp@H(O;E,)@O@O, 
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H(O;E,)=$(E,+E,*)= ‘2 ; , [ 1 
Notice that xH (0; E,) - H (7r/2; E,) is p ermutation-similar to the direct sum 
of (Y copies of 
and hence has determinant ( - 1)“. Thus 
f(x)=det(&-K)=(-l)“+*‘det(+B)), 
so /? = y and B = D, and y’, the (Descartes) index of f(r), is by Remark 1.6’(a) 
the number of positive diagonal entries of B, i.e., y’=indexB, and similarly 
y” = index( - B). Since the index of a direct sum of Hermitian matrices is the 
sum of the indexes of the direct summands, fi + ~1= indexH = 6 + y and 
hence (Y = 6. Since also H (n/2; E,) h as index 1 and H (VT/~; E,) is permuta- 
tion-similar (i.e., permutation-conjunctive) with the direct sum of (Y copies of 
H(a/2;E,), we must have y’+(~+cr’+O=indexK=6’+6+y’ and hence 
a’ = S’, and similarly a” = 8”. Thus also y+26+6’+6”=/3+2a+a’+a” 
= n, and (- 1)6+8’= (- l)a+u’, which is clearly the sign of the leading coef- 
ficient of f(x). W 
REMARK 3.14. The diagonal matrix Z, + iD in Lemma 3.12 is obviously 
conjunctive with a diagonal unitary matrix U with diagonal entries on the 
open right half of the unit circle and their imaginary parts in nonincreasing 
order. The blocks can then be rearranged (by a permutation conjunctivity) to 
yield that eP8S is conjunctive with a matrix of the form 
where 71/2 > & > & > . . . > /3n_2S > - a/2. Here the numbers 
~~P1>P2~‘..~Pn-26 are uniquely determined by eie and the conjunctivity class 
of S. Thus S is conjunctive with a diagonal unitary matrix iff 6 = 0 in Lemma 
3.12. 
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LEMMA 3.15. Let S be a nonsingular n x n complex matrix, and let 8 be 
a real number for which H ((3; S) ’ p as osa we semidefinite. Then all character- ‘t’ 
istic roots of S +S (and of its inverse, S -lS*) have unit modulus, and all 
elementary divisors of S +S are linear, except (possibly) at - ezie, where they 
are at most quadratic; there are exactly S of these quadratic elementary 
divisors, where S is as characterized in Lemmas 3.12 and (when 8 = 0) 3.13. 
Proof. We have by Remark 3.14 (with a slight change in notation) that 
there are a nonsingular n X n matrix C, an integer 6 > 0 (the 6 of Lemma 
3.12), and a diagonal unitary matrix U of order n - 26 such that 
C*SC=eie ( 1 & E, 63 U, i=l 
and hence 
C-1(S+S)C=e2ie ( i+3,)$u~ 
because U + = U and (C*SC)+=C-‘S+C+. Now, 
has just one elementary divisor, a quadratic one at - 1, and U2 is a diagonal 
unitary matrix, so all characteristic roots of S +S have unit modulus, and all 
nonlinear elementary divisors are quadratic and at - e2ie, and they are 
exactly 6 in number. n 
REMARK 3.16. In Lemma 3.12 we see that W (Z, + iD) is a vertical line 
segment, or a point (or empty if y =O), in the open right half plane, so 
r(Z, + iD) is a closed sector (at 0) or half line (at 0) (or (0) if y = 0) with 
T(Z,+iD)-(0) ly in g in the open right half plane. Also, Es is permutation- 
similar to the direct sum of S copies of E,, so W (Es) = W (E,) (if 6 >O), and 
one easily computes that W(E,) is the closed circular disc with center at 1 
and 0 on its boundary. Thus (if S > 0) the nonzero part of lJE,) = r( E,) is the 
open right half plane. Of course, T(iZ) is the nonnegative imaginary axis and 
I( - iZ) is the nonpositive imaginary axis. Thus [since I of a direct sum is the 
sum of the sets obtained by taking I of the respective direct-summands; see 
Remark 1.4’(d)] in Lemma 3.12 l?(e-%) is always a subset of the closed 
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right half plane, and is a subset of the imaginary axis iff y = 0= 6, includes 
the open right half plane if 6 >O, includes the positive imaginary axis iff 
S ’ > 0, and includes the negative imaginary axis iff 6 M > 0. When 6 = 0, the 
situation is easy to describe: e.g., [I(S) is a closed half plane iffy I(e-%) is 
the closed right half plane iff 76’6 ” > 0, [I(S) is a line iffy I(e-%) is the 
imaginary axis iff 6’6” >0= y, and I(S) is included in some sector iff 
6’6” =O. Also (in Lemma 3.12) f(S) h as nonempty interior iff either 6 > 0 or 
y(6’+6”)>0 or D is nonscalar, i.e., iff S is contra-Hermitian. Finally, 
whenever l?(S) is a sector here (i.e., whenever 6 = 6’6 ” = 0 < y with either 
S ’ + 6 ” > 0 or D nonscalar), I(S) is a closed sector. 
We could have shown on purely geometric grounds, though it would 
have been inconvenient to do so, in Lemma 3.7 that 0 @ W(S) implies r(S) 
is either a closed sector or a half line, i.e., that if 0 is an exterior point of a 
compact convex set W, then the cone l? generated by W is either a closed 
sector or a half line. We chose instead, for the sake of convenience, to base 
what we needed of that result (namely, the last sentence of Remark 3.16) on 
partly algebraic grounds [namely, Lemma 3.12, though it could also be based 
on a far simpler algebraic result, namely the special case of Lemma 3.12 
where If (0; S) is positive definite, plus Lemmas 3.5 and 3.61. 
The next result is also purely geometric, and we give for it a purely 
geometric proof, using only the geometric content of Lemmas 3.4, 3.7, and 
3.8, plus standard facts about cones and other convex sets. 
LEMMA 3.17. Let S be an nX n complex matrix. Then (a) 0 is a 
nonvertex boundary point of W(S) iff T(S) is a line (through 0) or a half 
plane (at 0); (b) 0 is a nonvertex extreme point of W(S) iff T(S) is a 
nonclosed half plane; and (c) 0 is a non-vertex bare point of W(S) iff 
r(S)- (0) is an open half plane. (See Definition 2.1.) 
Proof. To prove the “only if” parts, suppose first that 0 is a nonvertex 
boundary point of W(S). Then r(S) is included in a half plane by Lemma 
3.4, and by Lemmas 3.7 and 3.8 no sector includes I(S), so r(S) must be a 
line or half plane. If here 0 is an extreme point of W(S), then W(S) includes 
no open line segment containing 0, so l?(S) includes no line through 0 and 
hence must be a nonclosed half plane. If here I’(S) - { 0} is not an open half 
plane, i.e., if the half plane I’(S) includes one of its bounding half lines at 0, 
then (the bounding line of) every closed half plane at 0 includes a half line of 
I(S) and hence contains a nonzero point of W(S), and thus 0 is not a bare 
point of W(S). 
To prove the “if” parts, suppose first that I’(S) is a line or half plane. 
Then 0 is not an exterior or vertex point of W(S), by Lemmas 3.7 and 3.8, 
148 C. S. BALLANTINE 
and hence 0 is a nonvertex boundary point of W(S) by Lemma 3.4. If here 0 
is not an extreme point of W(S), then W(S) includes an open line segment 
containing 0, and hence r(S) includes a line through 0 and must therefore be 
a line or closed half plane. If here r(S) - { 0} is an open half plane, then its 
complement is a closed half plane whose intersection with T(S), and hence 
with W(S), is {0}, so 0 is a bare point of W(S). n 
We have now shown that what might roughly be called “the first-order 
local behavior of W(S) at 0” is completely determined by I(S) and the 
nullity of S, and hence is invariant under (general, not just unitary) conjunc- 
tivity of S. A precise statement in the form we shall need is the following. 
LEMMA 3.18. Let S und T be n X n complex matrices which are coniunc- 
t&e with each other. Then (a) 0 4 W(S) iff 0 B W(T), (b) 0 is u oerter of 
W(S) iff 0 is u z;ertex of W(T), (c) 0 is a boundary point of W(S) iff 0 is a 
boundary point of W(T), (d) 0 is an extreme point of W(S) i;ff 0 is an 
extreme point of W(T), and (e) 0 is a bare point of W(S) iff 0 is a bare 
point of W(T). 
Proof, Since T(S)= I’(T) d an ranks = rankT, (a) and (b) follow respec- 
tively from Lemmas 3.7 and 3.8 In view of (b) holding, we have (c), (d), and 
(e) respectively from Lemma 3.17 (a), (b), and (c). n 
Next we give proofs for the nontrivial assertions of Sec. 2, with the 
exception already noted. 
Proof of Remark 2.2. 
(b) Suppose W(S) is neither a segment nor a point and (without loss of 
generality) 0 is a vertex of W(S). Then by Lemmas 3.8, 3.3, and 3.2, 
c* SC = s, @O, and is singular but nonzero, for some nonsingular matrices C 
and S,. Thus r( S,) = I( S), w ic h’ h is a half line or sector by Lemma 3.8. But 
W(S) is not a segment, so r(S) is not a half line and hence is a sector, I’( S,). 
But S, is nonsingular, so by Lemma 3.12 (and Remark 3.16), T(S,) is a closed 
sector, hence so is T(S). (This incidentally shows that the last sentence in 
Remark 3.16 applies to singular matrices as well as nonsingular ones.) Thus 
each of the two bounding rays of T(S) contains a nonzero point of W(S). 
Since also OE W(S) and W(S) ‘7 15 convex, each bounding ray of r(S) includes 
a boundary segment of W(S) having endpoint at 0. 
(c) Clearly 0 is a characteristic root of S in the proof of (b) because S is 
singular there. Now suppose that OE a W (S) and that 0 is a characteristic 
root of S. Then by Lemmas 3.4, 3.3, and 3.2 we now can take C*SC= S,@O 
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with S, nonsingular and C unitary. Thus the subspace which is the orthogo- 
nal complement (in the unitary sense) of the eigenspace of S at 0 is 
S-invariant. n 
Proof of Fact 2.3. 
Step 1 is trivial. 
Step 2. (a) is immediate from Lemma 3.4 [and the convexity of I(S)]. (b) 
is part of Lemma 3.7. (c) is part of Lemma 3.8. (d), (e), and (f) are essentially 
immediate from Lemma 3.17 and Remark 1.5’(d). 
Step 3 is the contrapositive of Lemma 3.3, and Step 4 is part of Lemma 
3.2. The “second” criterion and computation in Steps 3 and 4, respectively, 
are elementary matrix theory, The validity of the first (criterion and) 
computation follows from [l, Fact 1.3, p. 831 and the conjunctive invariance 
of statement (1) of Lemma 3.2. 
Step 5. (a) is trivial. (b) follows immediately from Lemmas 3.18 (b) and 
3.9. (c) If S is nonsingular, then S is conjunctive with S, and 0 is by Lemma 
3.8 not a vertex of W(S), and so the respective equivalences follow from 
Lemma 3.18. Thus suppose S is singular. Then S,@O is singular, and so 
W (S,$O) = W( S,) iff 0 E W (S,). Also, because S, is nonsingular, 0 is by 
Lemma 3.8 not a vertex of W (S,). We prove the equivalence for the “bare” 
case; the other three equivalences are proved similarly. Because S is conjunc- 
tive with S,@O, we have by Lemma 3.18(b), (e) that 0 is a nonvertex bare 
point of W(S) iff 0 is a nonvertex bare point of W( S,CBO). Now, if 0 is a 
nonvertex bare point of W(S,$O), then 0 E W(S,) by Lemma 3.9 and hence 
W(S,@O)= W(S,), so 0 is a bare point of W (S,). On the other hand, if 0 is a 
bare point of W (S,), then 0 is (by Lemma 3.8 and the nonsingularity of S,) a 
nonvertex bare point of W (S,) and hence also of W (S, @O) = W (S,). For (d), 
r(s)=r(c*sc)=r(s,$o)=r(s,), and the rest follows routinely [e.g., two 
of the equivalences were proved in the course of proving (2) ti (3) in 
Lemma 3.81. 
Step 6 is trivial. 
Step 7. By Definition 1.5 we have that S is co-Hermitian iff e-‘Bs is 
Hermitian for some (real) 0. But if e-‘S is Hermitian, then e-?3=(e?3)* 
= e%*, i.e., (cos0)K =(sinB)H. On the other hand, if S* = cS, then S=ZS* 
= CcS and Cc = 1 (since we are assuming S ZO); thus we can write c = e -” 
and must have e -‘BS Hermitian for such a 8. 
Step 8. By Definition 1.5 we have that S is unidefinite iff e-“S is 
positive semidefinite nonzero Hermitian for some 8. Assuming sinecosB#O 
(the other cases are easier), if e-“S is semidefinite, then (cos0)K = (sinB)H, 
so that e-ieS=e-iB(l+itanB)H=( secB)H=(cscQ)K, and hence both H 
and K are semidefinite and are proportional to each other. Conversely, 
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suppose H and K are proportional to each other and both are semidefinite. 
Then (H, K) # (0,O) because Of S = H + iK. Say H is positive semidefinite 
and nonzero (the other cases are similar). Then K = cH for some c, and 
hence CH=K*=K=cH, so C=c. Let e”=sgn(l+ic). Then e-“S=e-“(1 
+ ic) H = 11 + icl H is positive semidefinite and nonzero. 
Step 9. This follows routinely from Steps 7 and 8, plus Remark 1.5’(b). 
[The assertion between Steps 9 and 10 follows partly by Remark 1.5’(a), and 
the rest (i.e., that n > 2) is obvious.] 
Step 10. That n=y+28+6’+6”, and that (-1)6+8’ is the sign of the 
leading coefficient of the polynomial det( xH - K ), both follow from Lemma 
3.13. That 6 is the number of quadratic elementary divisors of S +S at - 1 
follows from Lemma 3.15, and an argument similar to the proof of Lemma 
3.15 shows that S’ + 6 ” is the number of linear elementary divisors of S +S at 
- 1. The elementary divisors of S +S at - 1 are the same as those of 
S-‘S*=(S+S)-’ at (-1)-l= -1 and hence are the same in degree and 
multiplicity as those of I+ S -lS* =2S -‘H at 0. Generally, the number of 
I&-degree elementary divisors of a matrix A at 0 is 2v(A k, - Y(A k+l) - 
v(A k-1 b the Jordan form (for a nilpotent matrix). Here S +S+ I has no ) Y 
elementary divisors at 0 of degree > 3 by Lemma 3.15, hence neither has 
S-‘H, so v((S-‘H)~)=Y((S-~H)~). Clearly v((S-‘H)‘)=v(HS-‘H) and 
v(S-‘H)=v(H). This proves that 8=v(HS-‘H)-v(H) and that 6’+6”= 
TV - v(HS -‘H). Therefore y = n - 26 - 6’ - 6” = n - v(HS-‘H) = 
rank(HS -‘H). Next, S is prodefinite iff I’(S) is a sector, and S is transdefinite 
iff r(S) is a half plane, by Remark 1.5’(d). Since S is nonsingular contra- 
Hermitian, l?(S) is a sector iff 0 @ W(S), by Lemma 3.7. Hence, since S is 
also codefinite, T(S) is a half plane iff 0 E aW(S), by Lemma 3.4. Also, 
Remark 3.16 tells us that I’(S) is a sector iff 6=6’6”=O<y with either 
6 ’ + 6 u > 0 or D nonscalar (in Lemma 3.12), but since S is contra-Hermitian, 
the condition 6 =0 = 6’6 M implies (by Remark 3.16) that y > 0 and that 
either S’+6”>0 or D is nonscalar. Thus here T(S) is a sector iff 6=0= 
6’6 “, and hence T(S) is a half plane iff 6 >0 or 6’6 n >O. That 0 is an 
extreme point of W(S) iff 6 > 0= 6’6 “, follows from Lemma 3.17(b) and 
Remark3.16.ThatOisabarepointof W(S)iff6>0=6’=6”,foRowsfrom 
Lemma 3.17(c) and Remark 3.16. That S (when H is positive semidefinite 
and S is nonsingular, whether or not contra-Hermitian) is H-stable iff 
6’ = 0 = 6 “, follows from [6, Corollary 4, p. 621 plus Remarks 3.16 and 1.4’(a). 
Clearlyij’=O=S” iffO=6’+6”, hence iffO=2v(H)-v(HS-lH). 
Step 11 is trivial. 
Step 12 follows immediately from Lemma 3.15, which tells us that the 
minimum polynomial p(x) of S +S can have at most one repeated linear 
factor, and can have such a factor to at most the second power, if S is 
codefinite. 
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Step 13. Assume gcd( p( z),p’(x)) = x - r. Then S +S has a quadratic 
elementary divisor at r and only at r. Thus (S +S)+ =[(S +S)*]-’ has a 
quadratic elementary divisor at V’ and only at ?‘. But (S +S)+ = SS + is 
similar to S +S, so r-l= r, i.e., rF= 1. Thus we may write r= - eziol for some 
real LY. If S is codefinite, then H (0; S) is semidefinite for some real 8, so by 
Lemma 3.15 we must have - ezie = r= - ezia; hence ele E { era, - eia}, and 
so H (a; S) is semidefinite. [Trivially, if H (a; S) is semidefinite, then S is 
codefinite.] Therefore S is codefinite here iff H (a; S) is semidefinite. Thus, 
when r= - 1, i.e., eia E{l, -l}, th en S is codefinite iff H= H (0; S) is 
semidefinite (in which case the criteria of Step 10 apply to S or to - S, with 
6 >0 by Lemma 3.15 because S +S has a quadratic elementary divisor). 
When n = 3 (and r = - 1 and H is semidefinite), then S = 1 because 6 > 0 and 
2S< y+2S+6’+6”=3, so by Lemma 3.13 we have rankH=2 iff y=l iff 
S’=O= 8’1, i.e. (by Step lo), iff 0 is a bare point of W(S). Now, returning 
again to the case of arbitrary n > 2 and arbitrary real (Y, we have 
i(r+l)(S-rS*)=2H(O;i(r+l)S) 
= -4(sina)H(cu;S), 
so when r# -1 (i.e., sincw#O), then S is codefinite iff i(r+l)(S-rS*) is 
semidefinite [in which case the criteria of Step 10 apply to 2i(?+ 1) S or to 
- 2i (F + 1) S, with S > 0 by Lemma 3.15, and, just as when r = - 1, analogous 
remarks apply here to the case where n = 31. 
When gcd( p( z),p’( z)) = 1, then p(x), the minimum polynomial of S +S, 
has no repeated factors and so S +S is similar to a diagonal matrix. If S is 
contradefinite here, then 0 is an interior point of W(S) by Lemma 3.4. If, 
however, S is codefinite here, then 6 =0 in Lemma 3.12 (by Lemma 3.15), so 
r(S) cannot be a nonclosed half plane (by Remark 3.16), and hence 0 cannot 
be an extreme point of W(S) (by Lemma 3.17). 
Step 14. The equivalence follows from Lemma 3.10, and the rest follows 
from Lemma 3.15. For the effectiveness of the criteria (1) and (2) given for 
Step 14, see Remark 1.8’(a); for their validity see Remark 1.8’(d), (e), (f). The 
distinct roots of f( ) x are the same as those of f (z)/g( x) here, but are simple 
in the latter polynomial. The simplification of (I) for n < 3 follows routinely 
from Remark 1.8’(c), (d), (f) and the fact that if f(x)=det(xS* - S), then 
f(0) = ( - 1)“det S = (- 1)F in Remark 1.8’(c). 
In Step 15 we are assuming that S is nonsingular (and contra-Hermitian), 
that S +S is similar to a diagonal matrix, and that all roots of S +S have unit 
modulus. Thus S +S is similar to a diagonal unitary matrix, and hence S is 
conjunctive with a diagonal unitary matrix by Lemma 3.11. 
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Step 15. (The case n > 3 is treated in Sec. 4; here we treat only the case 
n =2.) Here we have only to show that, if S is a 2 X2 contra-Hermitian 
complex matrix conjunctive with a unitary diagonal matrix, then S is prodefi- 
nite. Since prodefiniteness and contra-Hermitianness are conjunctively in- 
variant, we may suppose S itself is a contra-Hermitian diagonal unitary 2 X 2 
matrix: S=diag(e”, eiP). Since S is contra-Hermitian, S is not a multiple of 
any Hermitian matrix, so sin( a - p) # 0. Thus r(S) is just the (closed) sector 
at 0 spanned by { eia, e@}, so S is indeed prodefinite [br Remark 1.5’(d)]. n 
Proof of Fact 2.4. Since all the conditions occurring in the conclusions 
are conjuctively invariant, it suffices to consider matrices S in, say, the 
conjunctive-canonical forms of [l, pp. 91-921. The proofs for these forms are 
routine. (Some are given in [l, pp. 90-961.) n 
Proof of Fact 2.5. We prove the contrapositive. Let S, +(O) = 
detH (0; S), O,, Oa,. . . ,dg, and O;,O&. . . ,Oi be as in the hypothesis. First, 
suppose 0 B W(S). Then y > 1 by Lemmas 3.4 and 3.15 (or, alternatively, a 
modification of the continuity argument below could be used to show y > l), 
and H (0,) = H ( OO; S ) is positive definite for some real 0, by Lemma 3.7. Thus 
H (0, - T) is negative definite, so for each i E { 1,2,. . . ,9} we have Oj g 0, 
(modr). Therefore we may assume that for some i E { 1,. . . , q} either Oj > 0, > 
O,,, or Oi>O,-~>Oi+l, where O,,, is defined as 0, - 7~. But the roots of the 
Hermitian matrix H (0) are continuous in 0 and are all real, they are all 
nonzero for Oj > 0 > Oi+, and for Oj > 0 - 7r > Of+ i, and they are all positive 
for 0 = 0,. Thus H (0) is (positive or negative) definite for Oi > 0 > Oi+ i, and in 
particular H (0;) is not indefinite. For the converse, suppose H (0;) is not 
indefinite, i.e., is semidefinite, for some i. Since for each i E { 1,. . . ,q} we 
have O/f 0, (modr), the number 0; is not a zero of $I, i.e., H (0;) is 
nonsingular. Thus H (0,‘) is (positive or negative) definite, i.e., either H (0,‘) or 
H (0; - T) is positive definite, so 0 @ W(S) by Lemma 3.7. n 
Proof of Fact 2.6. We prove (1). [The proof of (2) is similar, and the 
contrapositive of (3) follows from the connectedness of W(S) by applying (1) 
to the two open half planes bounded by the given line in (3).] It suffices to 
note that the following three statements, in the second of which X is 
understood always to be an n X 1 complex matrix with X*X = 1, are equiv- 
alent: 
Z.+ai+b>O for all zE W(S); 
X*(&S+aS*+bZ)X>O for all X; 
GS + aS* + bZ is positive definite. 
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Proof of Fact 2.7. 
Step 1, Trivial, because K = 0 iff S = H. 
Step 2. Suppose KfO and S is co-Hermitian. Then (by Step 7 of Fact 
2.3) H = cK for some complex number c, and EK = H* = H = cK, so C= c. 
Thus r(S) = I( H + iK) = (c + i)l?( K ), which contains no nonzero real num- 
bers, because c + i is nonreal and T(K) contains only real numbers. 
Step 3. Suppose K is positive semidefinite. Then, with 0 = 71/2, Lemma 
3.12 and Remark 3.16 apply to - iS = K + i( - H) and tell us that 8 ’ = 0 iff 
i@r(--is), i.e., iff -I@r(s). 
Step 4. The proof is similar to that of Step 3. 
Step 5. From Lemma 3.4 and Remark 1.3’ we have that S is con- 
tradefinite iff I(S) is the whole plane. 
In Steps 6 and 7, S is codefinite and K is indefinite, so I(S) cannot 
include { 1, - l}. For, otherwise I(S) would include the entire real axis and, 
because K is indefinite, also would contain at least one point in the open 
upper half plane and at least one point in the open lower half plane, hence 
I(S), being a cone, would be the whole plane, contradicting the codefinite- 
ness of S by Lemma 3.4. In a similar way we see that I’(S) cannot include 
either the entire open upper half plane or the entire open lower half plane. 
Step 6. Suppose nsp K (the null space of K) is not included in nsp H, S is 
codefinite, and K is indefinite. Pick a basis (of complex n X 1 matrices) for 
nspK, as prescribed in Step 6, and extend it to a K-orthogonal basis for the 
space of all n x 1 matrices (thus X* K Y = 0 for each two distinct vectors X, Y 
of this basis): let C be an n x n complex matrix whose columns are just these 
basis vectors, with the basis for nsp K placed last. Then C is nonsingular and 
C*SC has the block form 
c*sc= 
H,+iK, G* 1 G H,’ 
where H, is the Gram matrix prescribed in Step 6, K, is a nonsingular 
diagonal matrix, and H,,H,, K, are Hermitian matrices. Thus, if H, is 
nonzero negative semidefinite, then one of its diagonal entries is negative, so 
-I~r(~,)~r(c*sc)=r(s). If, on the other hand, H, is nonzero positive 
semidefinite, then 1 E r(S) and consequently - 1 @l?(S). The proof of Step 6 
is completed by ruling out all other possibilities for H,: (1) If H, were 
indefinite then { 1, - l} would be included in T(H,) and hence in I(S), 
which is impossible. (2) If H, = 0 with G #O, then C*SC would have a 
154 C. S. BALLANTINE 
principal 2 X 2 submatrix 
with h and k real and g and k nonzero. Here we find that F is conjunctive 
with C,FC: = ikE,, where 
and therefore T(S)>T(F)=I’(ikE,)= ikI’(E,). But (by Remark 3.16) T(E,) 
includes the open right half plane, so this would mean I’(S) includes either 
the open upper half plane (if k > 0) or the open lower half plane (if k < 0), 
each of which is impossible. Finally, (3) we cannot have [G H,] = [0 01, 
because nsp K g nsp H and hence nsp( C* KC) g nsp( C* HC). 
Step 7. Suppose that nsp K c nsp H, that S is contra-Hermitian 
codefinite, and that K is indefinite. Let C be an n X n nonsingular matrix as 
prescribed in Step 7. Then C*SC has the same block form here as in the 
proof of Step 6, except that here [G H,] = [0 0] because nspK cnsp H. 
Furthermore, here we have 
K,=diag(k,,...,k,, -$,+r,..., -kP+q)9 
diagH,=(h,,...,h,, -hp+r9...,-hp+4), 
with kl,...,kp+q all positive. Let S, = Ho + ii’&. Denote by Yi the jth standard 
basis vector of the space of complex ( p + q) X 1 matrices for 1 Q i Q p + q, 
and define vectors Yji(e) and a set Y of such vectors as follows: 
Yji(E)=&-Tiyj+&+i for l< i< p, l<iGq, EE{l,-l}, 
Y={Yii(~):~E{l,-l}, l< jC p, lGi<q}. 
Then Y includes a basis for the space of ( p + q) X 1 matrices (e.g., if p > 4, 
then the subset of Y, 
{Yij(&):&E{l,-l}, l< jq}u{Yil(l):q<j~ p}, 
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suitably ordered, is such a basis). Furthermore, each vector in Y is Ka-iso- 
tropic: X*&X = 0 for each X in Y. Thus 
hi hj,p+i hp+i,j - hp+i 1 4- kp i e ki d- 
=kp+ihi-kihy+i+~jC,iki(&hi,p+i+‘hp+i,i) 
= dii (‘)> say. 
Now, the numbers dji(e) are real and are precisely the diagonal entries of the 
Gram matrix S,(Y) of S, on Y (presuming now that Y is ordered in some 
way), and dji(1)+dii(-1)=2(kp+ihj-kihp+i), so trS,(Y), the trace of S,(Y), 
is just twice the (double) sum prescribed in Step 7. Since S,(Y) is a Gram 
matrix of S,, we have by Remark 1.9’(a) that I(&,( Y)) CI(S,). Since also Y 
includes a basis, S,(Y) has by Remark 1.9’(b) a principal submatrix conjunc- 
tive with S,, and hence I( S, (Y )) = I($,) = I( S) because S is conjunctive 
with S,CBO. But S is contra-Hermitian, so T(S) has nonempty interior. Thus 
trSo( Y) must be an interior point of I’(S) by Remark 1.4’(g). In particular, 
tr S,( Y) # 0, because S is codefinite and hence 0 is a boundary point of I(S). 
Thus, if tr S,( Y) > 0, then 1 E I(S) and hence - 163 I(S), while if tr S,( Y) < 0, 
then - 1 E I(S). Finally, to see that each real number 
k,+,h/-kthp+,=;[dji(l)+dji(-1)], 
if nonzero, has the same sign as tr S,( Y), observe that the real numbers dji(l), 
‘ji ( - I), tr S& Y) are all in r(S), and hence no two of them can have opposite 
signs. n 
Proof of Fact 2.8. Throughout this proof X and Y are understood always 
to be unit column vectors, i.e., n X 1 complex matrices such that X*X = 1 = 
Y* Y. Since ps is the supremum over all (such) X of 1X* SX 1, the supremum is 
in fact a maximum [Remark 1.2’(g)] b ecause this set of X is compact and the 
mapping X t-3 IX* SX 1 is continuous. Thus, to prove (1) it suffices to note that 
the following six statements are equivalent: 
r>Ps=max]X*SXI (taken over all X); 
r> ]X*SX] for all X; 
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r>Re(e-“X*SX)=X*H(0)X for all X and all real 0; 
X*[rl- H(e)]X >0 for all X and all real 0; 
rl- H (8) = rl - [(case) H + (sin B)K] is positive definite for all real 8; 
$(e,r,S)>O for all real 0 and all j~{l,...,n}. 
(3) is proved similarly. To prove (2), it suffices to note that the following four 
statements are equivalent [we omit two statements that correspond in an 
obvious way to statements in the proof of (l)]: 
r = ps = max IX* SX 1 (taken over all X); 
r>]X*SX] for all X, and r=IY*SYI for some Y; 
rZ - H (0) is positive semidefinite for all real 0 and is singular for 0 = some 
real (Y; 
$((e,r,S)>O for all real 0 and all jE{l,...,n}, and &,(cr,r,S)=O for 
some real (Y. n 
Effective criteria on the coefficients of a real trigonometric polynomial 9 
for the three sentence-valued functions (on the set of all such + of degree 
Q n, say) 
(i) G(e) > 0 for all real 8, 
(ii) +(e) > 0 for all real e, 
(iii) +(e) = 0 for at least one real 8, 
can easily be derived from the results in Remark 1.8’(f). For convenience we 
give these here, though they must appear elsewhere in the literature. 
First, note that each real trigonometric polynomial + of (precise) degree 
n must have the form 
qe)= 5 ckeike, with c_,=C, for all k and c,#O. 
k=-n 
Thus if we correspond to each such + a complex (algebraic) polynomial f(x) 
of degree 2n by means of f (eie) = e’“‘+(0), then the real zeros of $ 
correspond to the roots of unit modulus of f(r), as do the respective 
multiplicities, and 
hence 
(- Xy”f(X-1) = 2 ci_nx2n-f=f(x), 
i=o 
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so TfcX, is Hermitian by Remark 1.8’(f), and we have the following effective 
criterion for (iii): 
FACT 3.19. The following four statements are equivalent: 
(1) G(0) = 0 for at least one real 0; 
(2) f(x) has at least one root of unit modulus; 
(3) sig Tfcx, > 1 (sig denotes signature); 
(4) the jDescartes) index of Trc,, is greater than that of - Ttcx,. 
Proof. (2)+3) by Remark 1,8’(f). (3)0(4) by Remark 1.6’(b). n 
To construct corresponding effective criteria for (i) and (ii), it will be 
convenient to refer to the constant term ca in +, which is also the coefficient 
of Xn in f(x): 
1 
co= - s 271 0 ‘?@)d0= -$ f’“‘(0). 
FACT 3.20. The following four statements are equivalent: 
(1) +(0) > 0 for all real 8; 
(2) c,>O, and + has no real zeros; 
(3) c0 > 0, and sig Ttcx, = 0; 
(4) ca > 0, and index Ttcz, = index( - Tfc,,). 
Proof. (l)*(2) trivially; (2)+(l) by th e continuity of 9; (2)~(3) by Fact 
3.19; and (3)~(4) by Remark 1.6’(b). W 
The convenient statement of the effective criterion (Fact 3.21 below) for 
(ii) requires some additional notation. Set fO( x) = f (x), and define polynomials 
fi(X)>fi(X)Y ’ ’ * 1 recursively by 
fk+l(~)=gcd(fk(~),f~(~)) for k>O, 
where f;(x) denotes the derivative polynomial of fk(x). The degree of fk(x) 
strictly decreases as k increases, until the degree reaches 0, and then it 
remains 0 for all larger k. In particular, fk(x) = 1 for all k > 2n. By way of 
abbreviation, let Tk be the Toeplitz-discriminant matrix of fk(x); then sig Tk 
= 0 for all k > 2n, so let 
m=min{k:sigTk=O}. 
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Note that [as in Facts 3.19(4) and 3.20(4)] the signature of a Hermitian 
matrix H can be effectively computed as index H - index( - H). 
FACT 3.21. The following four statements are equivalent: 
(1) (p( fZ) > 0 f0r all real 0; 
(2) ca > 0, and each real zero of (p has even multiplicity; 
(3) c, > 0, and fii (x) and fii+ I(x) have the same number of distinct roots 
of unit modulus for every j < irn; 
(4) c,>O, and sigTsi=sigTzi+i fw every j<im. 
Proof. We omit the proof, but it is routine; the equivalence of (2) and 
(3) is based on the fact that the distinct roots of fk+ 1(x) are just those of fk(x) 
with each (positive) multiplicity reduced by 1 (if we interpret each root of 
resulting multiplicity 0 as a nonroot). H 
Note that, if the conditions (l)-(4) of Fact 3.21 hold, then m is even and 
cc > 0 (we have assumed c, #O and have thus ruled out the trivial case +=O). 
Proof of Fact 2.9. Given a complex number w and a complex n X n 
matrix S, the unitary invariants of S - WI of degree < n are determined by 
those of S of degree f n. In fact the former are linear combinations of the 
latter with coefficients which are polynomials (over the rational field) in w 
and W. Since w E W(S) iff 0 E W (S - WI), it thus suffices to show that the 
truth or falsity of the statement “0 E W(S)” is determined by the unitary 
invariants of S of degree < n. This can be shown by the following method. 
Let the trigonometric polynomials +(a, r, S) be defined as in Fact 2.8, and let 
~~(8;S)=~i(~,o,S) f or each Z. Then these $(B; S) are just the coefficients in 
the characteristic polynomial of H (8; S) and hence are all positive (simulta- 
neously for some real 0) iff H (0 + T; S) = - H (0; S) is positive definite. Thus 
by Lemma 3.7 we have that O@ W(S) iff all the numbers ~~(8; S) are 
(simultaneously) positive for some real 0. But clearly (p,( 8; U* SU) = $(S; S) 
for each i and each n x n unitary matrix U, so each +i(8; S), as a real 
trigonometric polynomial in 8 with coefficients which are polynomials (over 
the rational field) of degree < n in the entries of S and S*, is unitarily 
invariant in S, and hence so are its coefficients. n 
4. PROOF OF STEP 15 FOR n > 3 
In the first part of this section we deal with the following problem in 
combinatorics. Suppose that, given an n X k real matrix A and a 1 x k real 
matrix (I, we are to count the precise number of rows of A that match o in 
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sign pattern, using (besides the fact that A is real and n X k) only the 
following information about A: the values of the elementary symmetric 
functions of the n components of each (componentwise) product of columns 
of A [more precisely, the function which assigns, to each finite nondecreas- 
ing sequence from the set { 1,2,. . . , k}, the manic polynomial of degree n 
whose roots are the n components of the (componentwise) product of the 
corresponding sequence of columns of A]. First we derive a solution (Fact 
4.13) to this problem, and in the rest of this section we apply a special case 
of this result to the proof of Step 15 of Fact 2.3 for n > 3. The special case 
we need is the one in which u consists of a block of ones followed by a block 
of zeros, i.e., in which u is a nonincreasing sequence from (0, l}, and in 
which A arises in a special way (described later) from the complex n X n 
matrix S given in Step 15. 
For the problem stated above, the solution we shall derive will use only 
that part of the given information that is unchanged when the entries of A 
are multiplied by arbitrary (and independently chosen) positive numbers, so 
it will suffice for us to consider matrices A and u whose entries are in the set 
{ 1, - 1, O}. Namely, for each column vector which is a componentwise 
product of columns of A, we shall use only the Descartes index (Definition 
1.6) of the manic polynomial of degree n whose roots are the n components 
of this column vector. This index is [by Remark 1.6’(a)] just the number of 
positive components of this column vector, and so is indeed unchanged when 
the entries of A are multiplied by arbitrary positive numbers. 
We shall here use the following abbreviations: 
I={ . . . . -2,-1,0,1,2 )... } = the set of all integers, 
L={LO}, M={l, -LO}, N= (2, LO}, 
and denote the iterated Cartesian products of these sets by superscripts: 
L2 = L X L, L3 = L X L X L, etc. We shall denote the set of all n X k matrices 
with entries in M by M” x k, and shall on occasion identify M ’ x k with M k in 
the obvious way. For an arbitrary set X, let A: X X X--+J be the Kronecker 
function defined by 
A(u,r) = 1 if u=7, 
= 0 if a#~. 
For AEM”~~ let pi(A) denote row i of A(i=1,2,...,n). Thus P~:M”~~+ 
M lx k = Mk. Next we introduce the “counting” function 9 : Mnxk X Mk-+.l 
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by defining 
~(A,u)= 2 A(Pi(A),o)* 
i=l 
(Thus, when n = 1, 0 coincides with A.) We see that in general 0 (A, u) is just 
the number of times (I occurs as a row of A. When k = 1, then A is a column 
vector (.Mnxl) and UE:M (=M’), and here 8 (A, a) is just the number of 
times u occurs as a component (i.e., entry) of A. In some formulas we shall 
write the same symbol “8” for the function defined above but applied to 
M nX k X Mk for different values of k. In such cases the context should 
prevent any confusion. 
In order to keep our formulas from becoming too unwieldy we introduce 
some further abbreviations and conventions. We often write 1 as an element 
of Mk to mean (l,l,..., 1) when it is clear from context, as in “A(u, 1)” with 
UE Mk. Similar interpretations hold for OE Mk, - 1 E Mk, 2 ENS, etc. We 
write “ < 1, or “ ) >> for the usual partial orderings of Lk, Mk, and Nk, e.g., 
‘7 P 1~...,pk)~(ql,...,Yk)” means “p,<q,and ... andpk<qk”. 
(Thus if k > 2, these partial orderings are not linear.) More abbreviations we 
shall use are 
fluP= i uiv and c p= $ pP 
i=l i=l 
where ~=(a,,..., uk) E Mk and p = ( p,, . . . ,pk) E Nk. Also we shall write UAp 
for a componentwise product of columns of A E Mnxk: 
nAP= i trip’, where p=(p,,...,pk)ENk 
i=l 
and (~~,a~,..., ak are the columns of A (in sequence), and the powers ain and 
products of these powers are taken in the componentwise sense. (Thus II can 
be viewed as an operator taking M nX k into M nX ’ and Mk into M.) Here 
~A2=+;. . . ,;EM”~’ also, because in this context 2 E Nk. 
Finally, we make the following conventions about the cases where k=O, 
mainly because these conventions will save us the trouble of writing out later 
formulas separately for these cases. Basically, we require that Lo, MO, No be 
singleton sets (so that L k, Mk, Nk will have 2k, 3k, 3k elements, respectively, 
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for all integers k > 0), and likewise MnXo should be singleton. Thus A : M”X 
MO+./ is identically 1, and 19 : MnXo x MO+] is identically n. Always we 
apply the usual conventions about “empty” products (e.g., IIuP = 1 E M for 
UEM’ and PEN’, and flAp=lEMnxl for AEMnXo and pEN”) and in 
particular about zeroth powers (a’= 1 EM for u E M, even if u =O, and 
(Y’= 1 E Mnxl for (Y E Mflxl, even if IY =O). Note that we may use different 
symbols, such as “0” or “2” or “p”, to denote the singleton element of No, so 
our convention requires that “0 > 1” and “A( p, 2) = 1” be true statements 
when 0, 1, 2, and p are EA;‘. 
We begin with inversion formulas for two linear systems. These formulas 
are probably known, but we include sketches for the proofs. 
FACT 4.1. For p,u,r E L k, let aPT and h,, be numbers d.efined by 
b = (-l)‘(p-O) ifp>u 
UP 
I 0 if p Y u. 
Then for all u, r E L k we hate 
Proof. (Note that if k = 0, then aT 
singleton.) For p, u, r E L k, 
= 1 = hop by our convention that Lo is 
we have b,,a, #O iff u < p < r. We consider 
three cases: u = r (here the sum over p E L k has just one nonzero term), u < r 
(here the sum has no nonzero terms), and r # u < r. The first two cases are 
trivial, and we sketch a proof for the third case. Suppose r # u < 7. Define 
disjoint subsets P, Q of Lk by 
P=( p~L~:u< p<rand x(p-u)isodd], 
Q={ CELL :a< p<rand x(p-u)iseven . 
1 
Since r # u < r and u, r E L k, there is an index i such that ri = 1 and ui = 0, 
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where r=(rr ,.,., rk) and a=(~, ,..., Us). For p=(p, ,,.., pi ,..., pk)~Lk let 
P+=(P l,.,.,p,-,,l-pi,pi+l,..‘,pk) 
be the same as p except in component i, where it differs from p by 1. 
Obviously the mapping p bp + is one-one and maps P onto Q. Since 
pEPu Q iff bspu,#O, we have 
= p;p(-l)+ p~Q1=O=A(u,7) 
E 
because P and Q are in one-one correspondence. w 
REMARK. For a suitable choice of ordered basis, the 2k X 2k matrices 
[a,,] and [ bO,,,] of Fact 4.1 are triangular and have only 1 on their diagonals. 
These matrices may be well known, because they occur in connection with 
finitely additive measures on Boolean algebras, e.g., (as here) in counting the 
number of elements in certain subsets of a finite set. 
FACT 4.2. For 1 < p E Nk and u,r E Mk define numbers aT and hop by 
o,=A( &V), 
Then, for all u, r E M k such that flu #O, we have 
z bopap~=A(v). 
l< pENk 
Proof. We may assume ffr # 0, because otherwise both Us = 0 for p > 1 
and A(u,r)=O. Thus let M,={l, -l}, N,={1,2}, and for U,TEM~ let 
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We shall use vertical bars to denote cardinality of a set; thus IN,kl = 2k. For 
r E M,” define subsets P, and Q7 of N,” by 
P,= ( PEN;: flrP=l) 
QT= ( PEN;: ~TP= -1). 
Then for u,TEM,~ we have P,uQ,=N,~=P,,uQ, and P,nQ,=er=P,n 
Qo. Since aF =l for pEPT and up,=0 for PEQ7. 
s(w)= c hop. 
P l p, 
Since 2 E P,, and P, is the disjoint union of P, n PO and P, n Qo, and flap = 1 
forallpEP,nP,andIIaP=-lforallpEP,nQ,,wehave 
s(a,~)= -A(a,1)+21-k(lP,nP,I-IP,n QJ). 
Now,Q,isemptyandP,nP,=P,=N,k,s0~(1,1)=-1+2~~~(2~-0)=1 
=A(l, 1). Later in this proof we show that l#r E M,” implies IP,] = IQTI (and 
hence implies IP,I=2k-1). Thus, for l#r~M,k we have s(l,r)= -l+ 
2r-k(2k-1-O _ )-O=A(l,r) and s(r,r)= -O+21-k(2k-1-0)=1=A(7,7). Fi- 
nally, for l# u # r (with u, r E M,k) we shall later show that I P, n PO1 = I P, n 
Q,I and hence s(u,r)=O=A(u,r). 
To show that 1 # r E M,k implies I P, I = I QT 1, suppose 1 # r = (rr, . . . , TV) E 
M,“. Then there is an index i such that ri = - 1. For p = ( p,, . . . ,pk) E N,” let 
Then the mapping p t-+p + is one-one and maps P, onto Q7. 
Finally, to show that 1# u # r implies I P, n PO1 = I P, n QoI, first suppose 
us r (with u,~~Mgk) and let u=(u r, . . . , uk). Then there is an index i such 
that (a,, TV) = ( - 1,l) and the mapping p bp + (defined in the last paragraph) 
is one-one, maps P, onto itself, maps PO onto QO, and hence maps P, n P, 
onto P, n Qo. Thus suppose 1# u > T# u with u,r E M,“. Then there are 
indices i,f such that (ai,uj,~i,ri)=(-l,l.-l,-l). 
E N,k define p* = ( p:, . . . , p:) E N,k by 
Now for p=(p, ,..., pk) 
pp=3-pi, p;=3-pi, 
Ph*=Ph for i#h#j. 
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Then the mapping p BP* is one-one, maps P, onto itself, maps I’,, onto QO, 
and hence maps P, n P, onto P, n Qo. This concludes the proof of Fact 4.2. H 
We next state and prove the combinatorial lemmas we need. The first 
lemma gives two ways of counting the number of rows of A2 E L”x k (A2 is 
here the entrywise product of A with itself) which are > p E Lk. 
Proof Let 7,~ E Lk. Then A(II frp, 1) = 1 iff r > p, as in the statement of 
Fact 4.1. Also it is clear that 
=A( &P,l). 
2 Putting r = pi (A ) in this equation successively for i = 1,2,. . . , n and summing 
over i, we get 
i C A(Pi(A2),a)= 2A( IIP((A21P,l) 
i=l p<oEL’. i=l 
Reversing the order of summation on the left side gives us the asserted result. 
n 
The next lemma is also fairly obvious intuitively: it gives two ways of 
counting the number of rows of A P the product of whose components equals 
E. 
FACT 4.4. LetEEM,pENk,andAEMnXk,andletR=R(p,~)={oE 
Mk:flaP=&}. Then 
x O(A,o)=O( HA”,+ 
OER 
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Proof. First, note that for r E Mk 
2 +)=A( Ibp>~) 
LlER 
because both sides are zero except when r E R (i.e., except when IIrP= E), 
and in this latter case both sides are 1, since there is only one nonzero term, 
A(r, 7) = 1, on the left. We use this equation for r = pi (A) with i = 1,2,. . . , n 
and sum over i: 
= 2 A( b(A)‘>&) 
i=l 
= 2 A(&( IL+) 
=B( IlAP,+ 
A straightforward application of the inversion formula of Fact 4.1 to the 
system of 2k linear equations (one equation for each p E Lk) in the 2k 
unknowns 0 (A’, a) (one for each u E L k, occurring in Fact 4.3 gives us the 
following result. 
FACT 4.5. Gioen AEM”~~ and UEL~, then 
Likewise, if we put E = 1 in Fact 4.4 and use Fact 4.2 to invert the 
resulting subsystem of 2k linear equations (one for each p such that 1~ p E 
Nk) in the 2k unknowns 6 (A, u) for which IIu # 0 and u E Mk, then we get 
the following result routinely. 
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FACT 4.6. LetAEMnxk, UEM~, and IIa#O. Then 
e(A,a)= -A(u,l)0( flA”,1)+2l-’ c ( ~op)O( flAp,l). 
l< pENk 
REMARK. The full system of Fact 4.4 (with E = 1) has 3k linear equations 
(one for each p E Nk) in the 3k unknowns 0 (A, a) (one for each u E Mk). For 
suitable ordering of the equations and unknowns, this system is block 
triangular, because (as already noted in our derivation of Fact 4.6) the 2k 
equations for which 1 < p E Nk involve only the 2k unknowns 0 (A,u) for 
which llu#O and u E Mk. The full system is inverted in Fact 4.13, but it is 
doubtful if it can be inverted by any formula so simple as that for the 
subsystem given in Fact 4.6. 
Before stating our next lemmas we must introduce some notation involv- 
ing matrix partitioning. Our results will hold for a notion of partitioning 
slightly more general than the usual notion (i.e., that of partitioning into 
blocks), so we begin by defining this generalized notion and then specialize 
to the usual notion. 
DEFINITION~.~. Let AEMnXk,A’~MnX’, A”EMnxk”, and k’+k”= 
k. Then we write A =[A’,A”] provided A’ and A” are complementary 
submatrices of A (each having the same number of rows as A). We write 
A = [A’ A”] (i.e., omit the comma) provided A’ and A” are complementary 
contiguous submatrices (i.e., complementary “blocks”) of A with A’ to the 
left of A” in A. (Thus A = [A‘ A “I is the usual type of partitioning of A into 
“blocks” having the same number of rows as A.) This same notation applies 
when n = 1: if u E Mk, U’E M’, a” E Mkn, and k’+ k” = k, then we write 
u = [u’, a”] provided u’ and a” are complementary submatrices of u, etc. In 
expressions like 0 ([A’,A”], [ u’, a”]) or a([~‘, r”], [a’, a”]) we always assume 
the partitions correspond: A’ and (I’ come from corresponding columns of A 
and u, etc. 
We need the following lemma about the behavior of 0 relative to 
partitions. 
FACT 4.8. Let A’EM”~‘, Af’~MnXkn), u/EM’, u”EMkfl, and I”= 
{i:l<i<n and pi(A”)=u”}. Then 
0 ([ A’,A”], [ ~‘,a”]) = x A(pi(A’)>o’)* 
iEZ” 
Proof. (The proof is completely routine, so we omit it.) 
I 
n 
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Note that I” may well be empty, in which case of course the sum over i E I” 
is zero. 
The next result, an “extension lemma”, is stated so that it will apply 
specifically to Facts 4.3, 4.4, 4.5, and 4.6, but it could be generalized in 
certain obvious ways. 
FACT 4.9. Let n, k’, k” be positive integers and let A’E Mnxk’ and 
EEM. 
(a) Let p E Nk’, and suppose there are numbers aOf gor u’ E M’j such 
that for every i with I< i Q n we have 
Then for every A” E Mnx k” and every a” E Mk” we have 
x a,8 ([ A’,,“], [ 
dEMk 
uy 1) = 0 ([ 11 (A’)P:A”], [v”]). 
(b) Let a’E Mk' , and suppose there are numbers bp (for p E N’j such 
that for every i with 1 < i < n we have 
(*) 
Then for every A” E M” x k” and every a” E Mk” we have 
B([A’,A”],[u’,u”])= c bpB([ ll(A’)“,A’],[&,u”]). 
PENL’ 
Proof. We prove (b) since the proof of (a) is similar. Let n, k’, k”, A’, E, u’, 
and the numbers bp be as in the hypotheses and let A” E MnXk” and 
a” E Mk’ be given. Let I” be the set defined in Fact 4.8. Then by Fact 4.8 
0 ([A’,.“], [ .‘A+‘]) = z A(&~‘),u’), 
IEZ" 
(**) 
8 ([ II (A’)~,A”], [ WJ~~]) = 2 A(Pi( II (A’)P),f)* 
iEZ” 
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We get 
equation 
our desired result now by successively (1) multiplying this last 
by bP, (2) summing over p E Nk’, (3) distributing bP into the inside 
summation (on the right), (4) interchanging the order of summation (over 
p E NV and over i E Z”) (5) substituting in from (*), and (6) substituting in 
from (**). H 
The next two results, Facts 4.10 and 4.11, are the respective extensions of 
Facts 4.5 and 4.6 obtained by applying Fact 4.9(b) to the latter two. (In Fact 
4.10 we reverse the roles of A’ and A” and of u’ and u” for convenience in 
application.) 
FACT 4.10 (Extension of Fact 4.5). Let n, k’, k” be integers > 0 with 
n>l, and letA’EMRXk’, At’~Mnxk”, a’EM’,and u”EL~“. Then 
= 2 
aCP =G P”ELV 
(- l)‘(p’-O”)O ([ A’, fl (A”)2p”], [(I’, 11). 
Pmof For p” E Nk” let bp,, =(- l)‘(P”-O”) if u” 4 p” < 1 and bp.=O 
otherwise. Then for every r” E Mku we have 
A( ( T)‘)~, a”) = c 
p” E&7krr 
bp,,A( fl( +r)2P”, 1) 
by Fact 4.5 (since 0 and A coincide on M’ x k” x Mk” = Mk” x Mk”). Thus we 
can apply Fact 4.9 (b) (with E = 1 here) for this choice of the numbers bp- to 
[(A”)2,A’] and [a”, (I’], which we write here with the blocks in reverse order: 
[A’, (A”)2] and [u’, a”], respectively. n 
FACT 4.11 (Extension of Fact 4.6). Let n, k’, k” be integers > 0 with 
n>l, and let A’EMnXk’, A”EMnxko, u/EM’, u”EM~“, and nu’#O. 
Then 
~([A’,A”], [d,d’]) 
= - A( u’, l)e ([ n (A’)~,A”]. [WI) 
+21-k’ 2 (n(~‘)~)@([ II(“~)‘,A~‘],[l.u~~]). 
l< PEN' 
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Proof. (The proof is similar to that of Fact 4.10, so we omit it.) n 
The following result seems worth stating separately, but its proof is a 
routine application of Fact 4.8 and is therefore omitted. 
FACT 4.12. Let n, k’, k” be integers > 0 with n > 1, and let A’E MnXk’, 
A1’~MnXk”. and ~‘EM~‘. Then 
Our next result gives one form of the solution of the general problem 
posed at the beginning of this section, together with the slightly simpler 
solution of the particular case that we shall apply to the proof of Step 15 of 
Fact 2.3. 
FACT 4.13. Let n, k’, k” be integers > 0 with n > 1, and let A’E MnX’, 
A“EMnXk*, a’EMk’, and IIcr’#O. Then 
B([A’,A”],[a’,O])= c (-l)zP*( -A(o’,l)B( ~](A’)z~(A”)2p~,l) 
p” t Lk” 
+21-k’ 
l< p’ENk 
When u’= 1, then A(a’, 1) = 1 = II( in this formula. 
Proof. We first apply Fact 4.6 to the special case where k =2, A = 
[B,C], BEM”~‘,CEM”~‘, u=[l,l]EM’, and C2=C; we get 
!9(p3,C],[l,l])= -8(B2C2,1) 
+2-‘[B(BC,1)+B(B2C,1)+o(Bc~,1)+o(Bv,1)] 
= 0 (BC, l), 
since on the right the terms involving B2 cancel and the other two terms 
combine because of our assumption that C2= C. We next apply this result to 
the case where C=II(A”)2p” with p” E Lku (so indeed C2= C here); thus 
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2p” E Nk” and so we have from Fact 4.10 that 
13([B,(A”)~],[1,0]) = 2 (-l)‘p~~([R,II(A”)2p’],[1,1]) 
P”EL” 
= x (-l)Zp~e([B,C],[l,l]) 
P" E Lk” 
= x (-l)“Q(BC,l). 
p” E Lk” 
Finally, we apply the last result to the case where B = BP, = II (A’) P’ with 
p’ E NV; we thus have, first from Fact 4.12 and then from Fact 4.11, that 
= -A(o’,l)e( [ ~(A)2>(A”)2]~ hoI) 






= -A(u’,l) 2 (-l)~~~ep,c,l) 
P” E Lk” 
+21-k’ 2 
l< @EN’ 
= 2 (-1,q -A(u’,l)e(B,C,l) 
P”ELk” 
+21-k’ 2 (II py’)e pprc, 1) 
1~ P’EN’ 
as was to be proved. 
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Now we apply the above results to the proof of Step 15 of Fact 2.3. 
Throughout the rest of this section n will be > 3 and S will be an n X n 
nonsingular contra-Hermitian complex matrix (Definition 1.5) conjunctive 
with a diagonal unitary matrix 
Recall from Step 15 of Fact 2.3 the definitions (1) of g,(z), which we shall 
denote by gi(z; S) wherever confusion might otherwise result [e.g., with 
&; T)l, (2) of $,( 1, h’ h u; w K we shall sometimes denote by h,(w; S) to avoid 
confusion, (3) of pP = pP( S), (4) of V( S, 1), and (5) of +( S, I) and $(S). Below 
it will be shown that the numbers pP(S), and hence the numbers V(S, I), 
+( S, I), and $(S), are indeed well defined. The expression for V( S, 1) in terms 
of the numbers pP( S) closely resembles the formula in Fact 4.13. In order to 
make use of this resemblance, we define an n x (n - 2) real matrix A = A (S) 
as follows. First define functions fi( w) =&( w; S) of a complex variable w by 
means of 
& (4 = g1(4 gj(z) if i is odd, 
= &I if i is even. 
Then, since gi ( - z) = ( - l)‘g, (z) for all i, h(.z”) is an even function of z, and 
hence A(w) is a (single-valued) function of w. Also each 4 is an rtp function 
(see Definition 1.7) because each gi is an rtp function. Finally, fi(w; - S)= 




A=A(S)= [u& 2<j<n-landl&k<n. 
ThenA(-S)=A(S),andA(S)EM”X(“-2)becauseeachf,isrtpandhence 
each U~(CX) EM for real CX. 
We need another abbreviation in order to state the next result con- 
veniently. For 0 < I< n - 2 let 
a(Z)=&1 ,.*., l,O,O )...) O)=[o’ u”]EM”-2, 
with u’=l~iLP-~-‘and u”=OEM’. 
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FACT 4.14. 
%‘WJJ(l)). 
Let O< 1~ n-2. Then V(S,Z) is well defined and V(S,Z)= 
Proof. To show that V( S, 1) is well defined, it suffices to show that 
~~“p( S) is well defined for each p EN”- 2. This is done as follows. Since 
T=C*SC, and hence T+=(C*)+S+C+=C-‘S+(C*)-‘by Definition 3.1, 
we have 
T+T=C-‘(S+S)C=diag(e2’*1,e2’*z,...,e2’”), 
and hence, if h is any rational function, then 
C-‘h(S+S)C=h(T+T)=diag(h(e2’*I),...,h(e2’”)), 
so if h is any rtp function, then h (S +S) is similar to h( T +T) and the latter is 
a real diagonal matrix. Now for each p = ( p,, . . . , p,_ J E NnP2 the number 
p, EN is defined (in Step 15 of Fact 2.3) in such a way that the (finite) sum 
Pl+PB+P5+.** is even and hence hP(.z2) is indeed an even rtp function of 
z, so hP is indeed an rtp function. Thus the n X n matrix hP(S +S) = 
h,( S +S; S) is indeed similar to h,( T +T; S), and the latter is indeed a real 
diagonal matrix. Thus the number pr, = p,,(S), specified (in Fact 2.3) as the 
Descartes index of h,( S +S; S), is well defined, and by Remark 1.6’(a) is in 
fact just the number of positive diagonal entries of h,( T +T; S). 
The next step is to show that when (Y = CQ, the kth diagonal entry of 
h,(T+T; S), which is hP(e2ja), has Signum P@A(S)~), which is the kth row 
(Le., kth component) of the n x 1 matrix TIA(S)P. Thus, put (Y = ayk with 
1 < k Q n. By the way p, is specified (in Fact 2.3), we have for every real 
number r that 
sgn r PI=s n*P3+P5+P7+.” g 
so, by the multiplicativity of sgn [plus the definitions of h,, fi, ai = aki, and 
IIA (S)P], we have 
sgnh,(e”‘“)=sgn[ gl(ei~)P’g2(eia)P2.. .gn_l(eia)Pn-l] 
_-sgn[ gl(e’*)P”+P”+P7+...g2(e’a)P2~(eia)P3., . g,_l(ei~)p.-I] 
=sgn[ f2(e2ia)P2f3(e2ia)P3*. .fn_l (e2ia)pn-1] 
=a2(a)ppa3(cx)p3~~~ a,_,(a)“-’ 
= a[$akq33. f . a,q”,-fl=Pk( nA(S)“), 
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as was to be shown. Therefore the number of positive diagonal entries of 
h,(T+T;S) is just th e number of positive components of IIA(S)P, i.e., 
Finally, we use Fact 4.13 to express B(A (S ), u( I )) in terms of the numbers 
$nA(S)P,l), with k”=Z, k’=n-2-Z,A=[A’,A”]=[A’A”]=A(S), a’=l, 
and [u’,O]=a(Z)=[u’O]; then we replace 8(lIA(S)P,1) everywhere in the 
result by b, and thereby obtain V( S, Z), as required. (Notice that R ” = {0,2}’ 
= 2 L ’ here.) 
We have now (in Fact 4.14) established a connection between V ($7) 
and the matrix A(S). The next result relates A(S) to the semidefiniteness 
properties of the matrices H (‘Ye; - is). [By Definitions 3.1 and 1.5, our 
assumption that S is contra-Hermitian just means that H (a; - is) is nonzero 
for every real cr.] These semidefiniteness properties will in turn be used later 
to decide among the contradefinite, transdefinite, and prodefinite cases of 
the contra-Hermitian matrix S [see Remark 1.5’(a)]. Notice that, as specified 
in Step 15, the numbers $(eia) are just the coefficients of the characteristic 
polynomial of H (a; is). Notice also that the jth diagonal entry of H (a; - iT) 
is sin(cri - a) for each i. 




B=B(S)=[b,J, l< i<n-landl<k<n. 
ThusB(S)EM nx(n-l), bki(- S)=(-l)i$(S), ukj(S)=bkl(S)bkj(S) for i odd, 
and akj(S)= bkj(S) for i even. 
FACT 4.15. For ez;ery k E { 1,2,. . . ,n}, (a) H (LYE; - is) is sing&r and 
nonzero; (b) if H (~yk; - is) is semidefinite of nullity Z+ 1, then 0 < 1 < n - 2 
and pk(A(S))=u(Z); (c) th e 0 f ZZ owing four statements are equivalent: (ca) 
either pk( B (S)) > 0 or p,(B ( - S)) > 0, (cb) H (cyk; - is) is semidefinite, (cc) 
pk(A(S))=u(Z) forsome 1~{O,l,...,n-2}, (cd) p,(A(S))>O. 
Proof. 
(a) That H(ol,; - is) #O follows from the assumption that S is contra- 
Hermitian. That H ((Ye; - is) is singular follows from its conjunctivity with 
174 C. S. BALLANTINE 
H(a,; - iT), which is a diagonal matrix whose kth diagonal entry is sin(ak - 
$) = 0. 
(b) Let 1-t 1 be the nullity of H (ak; - is). Then 0 < Z< n - 2 follows from 
(a), and the last Z+ 1 coefficients in the characteristic polynomial of the 
Hermitian matrix H (ak; is) = - H (CQ; - is) must be zero: 
so also 0= b,,, = b,,,-,= . * * = bk,n_l. The remaining coefficients must be 
positive if H (ak; is) is negative semidefinite, yielding p,(B (S )) = [l 0] E 
A{“-’ and hence p,(A(S)) =a(l)~M”-~. Likewise, if H(a,; -is) is nega- 
tive semidefinite, then pk (B ( - S)) = [ 1 01, and hence pk( A (S )) = pk (A ( - S )) 
= u (1) in this case also. 
(c) We prove (ca)+(cb)+(cc)=$cd)+(ca). (ca)*(cb): Suppose pk(B (S)) 
> 0. This says that the numbers bkl, bk2,. . . , bk,“_ 1 are all nonnegative, so, 
since bh =0 by (a), all coefficients in the characteristic polynomial of 
H ( ak; is) are nonnegative. Thus H ( ak; - is) is positive semidefinite. Like- 
wise, if &(B(_S))>O, then H(CIk; - is) is negative semidefinite. (cb)*(cc): 
This is an obvious consequence of (b). (cc)-(cd): This is an obvious 
consequence of the definitions. (cd)+(ca): Suppose pk(A( S)) > 0. We first 
show that bkl( S)#O. Namely, put LY = (Yk and consider the real polynomial 
in t 
det(tZ+ H(a; - iS))=t”+g,(eia)t”-‘+g2(ei”)t”-2+~~~, 
all of whose roots are real. Because H (a; - is) #O by (a), not all of the 
coefficients gr( eia), g2( e ia), . . . are zero. Also sgng,( e iu) = bk2 = uk2 > 0 be- 
cause p,(A(S)) >O. Thus bkl=sgng,(ei*)#O by Remark 1.6’(c). Thus b,,= 
b,,(S)= k 1. If bkl(S)= +l, then bkj(S)=bkl(S)-‘aki(S)=uki(S)>O for all 
odd~>2andb~~(S)=uk,(S)>Oforalleven~>2,sopk(B(S))>O.Ifbk,(S)= 
-l,then bkl(-S)=+1andasaboveb,i(-S)=uki(-S)=uki(S)>/Oforall 
j > 2, so pk( B ( - S )) > 0. n 
FACT 4.16. Zf S is contra&finite, then (a) p,(A (S )) Y 0 for every 
kE{1,2,..., n}, (b) B(A(S),a(Z))=Ofor every ZE{O,l,...,n-2}, (c) +(S,Z) 
= -2 for every Z~{o,l,...,n-2}, and (d) +(S)=O. 
Proof. Simple consequences of the definitions are (a)+(b) and (c)+(d), 
and (b+(c) follows from Fact 4.14 and the way +(S, 1) is defined, so it 
suffices to prove (a) holds for each contradefinite S, which we do contraposi- 
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tively. Namely, if p,(A (S )) > 0, then H (q; - is) is semidefinite by Fact 
4.15, so - iS is codefinite and hence so is S. n 
Fact 4.16 disposes of the contradefinite case. When S is codefinite (as 
well as contra-Hermitian and conjunctive with a diagonal unitary matrix I’), 
we may assume by Remark 3.14 that the diagonal entries of T are arranged 
so that 
cu,>cu,> *. . >1y,>(Y1-7r 
(e.g., put CQ = 8 + &, with ,Bi,. . . ,&,, and 0 as in Remark 3.14; 6 =O by 
Lemma 3.15). We shall refer to this T as an appropriate T for a codefinite S. 
(Actually, there is only one appropriate T for a given codefinite S, but this 
fact will not be used here.) 
FACT 4.17. Let S be codefinite and T appropriate (for S). Then (a) there 
is an ak such that a,> ak>a,- 7~; (b) a,>a>a, implies H(a; -iS) is 
in&finite; (c) a1 > (Ye > a, iff p,(A( S )) 2 0; (d) (Y, > (pi - r i# S is prodefi- 
nite; and (e) a, = a1 - 7~ iff S is transdefinite. 
Proof, 
(a) If for every kE{l,...,n} either (Y~=(Y~ or (Y~=(Y~--YT, then e-‘“T 
would be Hermitian for (Y = (pi, and hence T would be co-Hermitian and so 
would S. 
(b) For every real a 
H(a; - iT) = diag(sin( cri - u), sinj Lyz - cr), . . . , sin( 1y, - a)), 
so (pi > cr > 4 ( > aI - T) implies sin( a1 - cr) > 0 > sin(cr, - LU), which implies 
H (a; - iT) is indefinite, which implies H (a; - is) is also indefinite. 
(c) We prove both implications contrapositively. “Zr’: If LYE= (pi or 
‘yk = (Y,!, then H (CQ; - iT) is semidefinite and hence so is H (‘Ye; - is), so 
p,(A(S)) > 0 by Fact 4.15(c). “Only if’? If p,(A(S)) > 0, then H(a,; -iS) is 
semidefinite by Fact 4.15 (c), so by (b) we cannot have (or > (Ye > (Y,. 
(d) and (e) are clear geometrically, in view of (a) and the fact that 
r(S) = r(T), by Remark 1.5’(d). n 
FACT 4.18. Let S be transdefinite and T appropriate, and let r+ 1 be 
the nullity of H(cr,; - is). Then $(S,Z)= -Z+(r+l)A(Z,r) for evey ZE 
(0, 1, . . . , n -2}, and +(S) = 1. (Recall that A is the Kronecker function 
defined at the beginning of this section.) 
176 C. S. BALLANTINE 
Proof. Since S is transdefinite and T is appropriate, LY, = (or - r by Fact 
4.17(e). Since r-t 1 is the nullity of H(LY~; -is), Fact 4.15(a) says that 
0 < r < n - 2. Actually here 1 < r < n - 2 because sin( a1 - (YJ = 0 = sin( Ly, - 
aI), so H(LY~; - iT), and hence H(czI; - is), cannot have nullity<2 Now by 
Fact 4.17 (a) there is an integer s > 1 such that s < r and 
(,y1=Ly2=. . . =a 
s 
> a,+1 a Ly,+z) . . . > (Y”-,+s-l 
>a,_r+s=... =a,_l=a”=al-?r. 
By Fact 4.17 (c) we have p,(A(S)) >O iff 
kE{1,2 ,..., s}u{n-r+s ,..., n-l,n}, 
and for precisely these k we have pk(A (S )) = a(r) by Fact 4.15 (b). Thus 
e(A(S),a(l))=(r+l)A(L ) r , and the rest of the proof is routine from Fact 
4.14 and definitions [of +( S, 1) and @(S)]. n 
FACT 4.19. Let S be prodefinite and T appropriate, and let r+ 1 and 
s + 1 be the respective nullities of H (a,; - is) and H (aI; - is). Then 
+(S,Z)=-Z+(s+I)A(l,s)+(r+l)A(Z,r) 
for every 1 E (0, 1, . . . , n-2}, and $(S)=2+rA(r,s), hence +(S)>2. 
Proof. Since S is prodefinite and T is appropriate, (Y, > (or - 7~ by Fact 
4.17(d). Also 0 < r < n -2 and 0 < s d n-2 by Fact 4.15(a). Actually r+ s Q n 
- 2, because for no j can it happen that sin( Lyi - CXJ = 0 = sin( cyi - CI,,), and so 
the sum of the nullities of H(a,; - iT) and H(cr,; - iT), which equals the 
sum of the nullities of H (aI; - is) and H (a,,; - is), cannot exceed n. Clearly 
we have 
al=“’ =as+1>as+2> ... >ff,_,_l>(Y,_,=..- =“” 
(where only one strict inequality sign occurs if r+ s = n -2). By Fact 4.17 (c) 
we have p,(A(S))>O iff either I<k<s+l or n-r<k<n, and by Fact 
4.15(b) we have p,(A(S))=a(s) for l<k<s+l and p,(A(S))=a(r) for 
n-r< k<n. Thus B(A(S), u(Z))=(s+l)A(l,s)+(r+l)A(Z,r), and the rest 
of the proof is routine by Fact 4.14 and definitions, H 
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We have now (in Facts 4.19, 4.18, and 4.16) proved the “only if” parts of 
the (main) assertions of Step 15 of Fact. 2.3. The “if” parts thus follow from 
Remark 1.5’(a) and the fact that {O}, {l}, and {2,3,. . . } are pairwise disjoint. 
We conclude this section with some comments and results on conjunctive 
invariance, and an application of these to an explicit computation of 
@( S),+(S, 2),pP(S) in terms of the rank and index of h,(S +S; S) in the case 
n = 3. We begin with a positive result on conjunctive invariance for arbitrary 
n > 3. 
FACT 4.20. Let T he an n X n diagonal unitary matrix, and let S and R 
he conjunctive with T. If either pk(A (S )) > 0 or pk(A (R )) > 0, then 
p,(A(S))=p,(A(R)). Hence $(S,Z)=+(R,Z) for every lE{O,l,...,n-2}, 
and +(S)=+(R). 
Proof Suppose pk (A (S )) > 0, and denote by I + 1 the nullity of H ((Ye; 
-is). Then by Fact 4.15, p,(A(S))=o(Z), H(LY~; -is) is semidefinite, and 
O< I< n-2. But H(a,; - iR) is conjunctive with H (q; - is), and hence is 
also semidefinite of nullity 1 + 1, so by Fact 4.15(b) pk( A (R )) = u (1) also. The 
rest of the proof is routine by Fact 4.14 and definitions. n 
There is no simple reason to expect b(S) to be the same as, e.g., b(T). 
However, by Fact 4.20, the combination of the numbers pP used to define 
V( S, I) is invariant under conjunctivity. Furthermore, it turns out that when 
n=3, b(S)=&(R) f or every R conjunctive with S and every p (see Fact 
4.22 below), but the following example shows that b is not conjunctively 
invariant for every p when n > 4. Note that b(S) is the index of h,( S +S; S), 
whereas pr, ( T) is the index of h, ( T +T; T). 
EZCAMPLE 4.21. Let n = 4, and 
T=diag(i,i,l,e-‘“i6). 
Then S and T are conjunctive (e.g., see [l, Lemma 4.1]), and both are pro- 
definite with T “appropriate”, but a routine calculation gives poO)( S) =4#3 
= IL~I,~)(T). [Here P (r,a)(S) can be computed as the index of hCl,oj( T+T; S) = 
gz( T; S) because T +T= T’.] 
We begin our discussion of the case n =3 by simplifying the notation 
appropriately for this case. Namely, since here n - 2 = 1, the vectors [l X 
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(n-2) matrices] p and a(Z) are scalars, and we shall write them as such: 
p=(p,)EP2= N and cr(l)~M~-~=M. 
Also I E (0, l}. Of course p&S’) =3, the index of the identity matrix. 
FACT 4.22. Let n=3. Then +(S,O)=pl(S) and +(S,1)=2-p2(S); hence 
k$(R)=JJ&S) f or every R conjunctive with S and every p E N. 
Proof Let n =3. We compute @(SO) and +(S, 1) routinely as defined in 
Fact 2.3 in terms of pP = pr, (S): 









The rest of the proof follows from Fact 4.20. n 
Finally, we compute pP(S), and hence +(S, 1) and G(S), in terms of the 
index and rank of h,(S +S; S). [Of course, pa(S) = 3, and yr( S) is the index of 
h,( S +S; S) by definition.] 
FACT 4.23. Let n =3. Then (a) p2( S) = rankh,( S +S; S). Furthermore, (b) 
$(S)=O iff ( ~L1(S),~2(S))=(~L1,~~)=(013), (c) (P(S)=1 iff (PL~~P~)=KA~L 
and (d) +(S)>2 iff$(S)=2 iff (~~,~~)~{(2,3),(1,1)}. Finally, (e) each of 
the four pairs (0,3), (0, l), (2,3), (1,l) does occw a~ ( pl (T), ~2 (T)) for a 
suitable 3 ~3 diagonal unitary contra-Hermitian matrix T. 
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Proof. By definition pLz( S) = index h,( S +S; S). Let T be, as always in this 
section, a diagonal unitary matrix conjunctive with S. Then since h,(S +S; S) 
is similar to h,( T +T; S) = h2( T2; S) = gz( T; S)’ and g2( T; S) is a real diagonal 
matrix, we have 
pClz(S)=index(gZ(T;S)2) 
= rankg, ( T; S ) 
=rankh,(T+T;S) 
=rankh,(S+S;S). 
The “if” parts of (b), (c), (d) are simple computations from Fact 4.22 and the 
definition of C+(S). The “only if” parts will follow once we show that only the 
four specified pairs ( p1,y2) can occur. Namely, by Fact 4.22 we know that 
(~1(S),~.,(S))=(~.,(T),ELz(T)), 
so we can write this common value as 
( pL1,p2) without ambiguity, and it suffices to show that the four pairs in 
question are the only ones that can occur for the index and rank of 
h,( T +T; T) = g2( T; T). We find 
g2(T;T)=diag(sin(a2-cu,)sin(a,-a,), 
From this we see p2#2 because g2( T; T) cannot have rank 2. Also, if p2 
[ = rankg,( T; T)] were 0, then T would be co-Hermitian, so t~a#O. Finally, 
detg,( T; T) < 0, so if g,( T; T) has rank 3, then it cannot have index 3 or 1, 
i.e., (pL1,p2)f(3,3) and (pL1,p2)f(l,3). Of course O< plG p2G3, so (pr,p2) 
E ((0,3), (2,3)> (0, I), (1,l)) > as asserted. Finally, to prove (e), the following 
examples will suffice: 
(1) T= diag(1, e2ia’3, ee2’“j3). Here (cur, cy2, as) = (0,2n/3, - 2~/3), so 
g2( T; T) = diag( - a, - a, - a) and hence ( p1,p2) = (0,3). 
(2) T= diag(1, eini3, e 
=diag(-$,$,a) 
-in/3). Here (a,, (~a, (Ye) = (0, n/3, - 77/3), so g2( T; T) 
and hence ( pl, p2) = (2,3). 
(3) T=diag(l, i, - i). Here ((or, (Ye, LYE) = (O,a/2, - a/2), so ga( T; T) = 
diag( - LO, 0) and hence ( pr, p2) = (0,l). 
(4) T = diag(1, i, i), Here (cur, (Ye, a3) = (0,7r/2, n/2), so g2( T; T) = 
diag( LO, 0) and hence ( pl, ,u2) = (1,l). n 
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5. AN EXAMPLE 
We conclude with a nontrivial but elementary example. We treat the 
two-parameter family of 3 X 3 matrices 
where b and c are arbitrary complex numbers. Clearly W( S (0, c)) = { c}, and 
nothing more needs to be said about this case. When b #O, then S (b, c) = 
bS(l,b-‘c) and W(S(b,c))=bW(S(l,b-‘c)), so from now on we treat the 
one-parameter family of matrices 
s=s(C)ES(l,C). 
This family exhibits many of the features dealt with in Fact 2.3. For each 
complex number w our family contains S (c) - wZ = S (c - w), so according to 
Step 1 (of Fact 2.3) we may assume w = 0. 
Step 2 merely interprets statements about the relationship of 0 to W(S) 
in terms of P(S), so we don’t apply Step 2 as such, but use these interpreta- 
tions as they arise later. 
Step 3. Except when c = 0, S (c) is nonsingular and hence has the same 
null space as S (c)*. Clearly S (0) and S (0)* have different null spaces, so S (0) 
is contradefinite [i.e., 0 is an interior point of W( S (0))]. Thus from now on, 
unless otherwise specified, we assume c # 0 (where this makes a difference). 
Step 4 is trivial here because S = S (c) is itself nonsingular. Thus Step 5 is 
also trivial where it applies to S. 
Step 6 is trivial (as always). Obviously S and S* are not proportional, so 
(Step 7) S is contra-Hermitian and hence (Steps 8 and 9) is neither 
unidefinite nor bidefinite. We skip Steps 10 and 11, as we may. 
Step 12. Let p(x)=p(x;c) be th e minimum polynomial of S +S [where 
S +=(S*)-l=(S-‘)*; see Definition 3.11 and let 9 (x) = 9 (x; c) be the char- 
acteristic polynomial of S +S. We find 
det(xS* - S) = E3x3- (3cC2- 3F+l)r2+(3c2E-3c+l)x-c3=~39(x), 
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where the dots represent entries we do not need to know for general c. 
Obviously gcd(adj( xS* - S )) = 1 u nl ess the linear entries of adj(xS* - S) are 
proportional, i.e., unless 
O=det c-1 c ! 1 =1-c-c. c c-l 
On the other hand, if c+F= 1, then gcd(adj(xS*- S)) =x+1; in fact, we 
find in this case that 
adj(xS*-S)=(x+l) --c 
i 
cK -I- c2 - cx CX 
c% + c2 - Fx 
c -C c2x+ c2 
(which has gcd = x + 1 because c # 0). Thus the minimum polynomial p(x) of 
S +S is the same as the characteristic polynomial y(x) except when c + C= 1, 
in which case (x + 1) p(x) = q(x) and hence p(x) is quadratic. Thus when 
c + F= 1, p’(x) is linear, so Step 12 does not apply then. However, when 
c+C#l, thengcd(p(x),p’(x)) h as e d g ree >2 iff p(x)=q(x)=det(xZ- S+S) 
is a perfect cube; clearly this happens if c = f, and it can also be shown that 
p(x) is a perfect cube only if c = f (we shall show this in Step 13, using 
calculations carried out there for other purposes). Thus Step 12 applies only 
when c = f and tells us that S (i) is contradefinite, 
Step 13. Here we use our previous calculations and accordingly divide 
our considerations into two cases. 
Case 1: c + F= 1. Here we know the characteristic polynomial 9 (x) is 
divisible by x + 1 and the quotient is the minimum polynomial p(x). We find 
det( xS* - S ) 
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E”r,(x)=(Lr+l)(zX-c”). 




Both for c = d and for c_= d we clearly have T= - 1, i.e., gcd( p (x),p’( x)) = x 
+ 1, and (because d + d = 1) 
1 1 1 
H=;(S+S*)=i 1 1 1 1 1 1 1 1 
is positive semidefinite of rank 1, so we apply the criteria of Step 10 to S 
(with 8 > 0 here) and find 6 = 1 (because S > 1 and 3 = n = y + 213 + 6’ + 8 “), 
y = (indexH) - 6 = 0, and hence 6’ + 6 ” = 1, so 0 is a nonbare extreme point 
of W(S(d)) and of W(S(n)). [F ur th er routine calculation shows that, for 
S = S (d), we have det K = - Im d 3 < 0, and hence index K = 2 (rather than 0, 
because_ indexK > 6 = l), so index ( - K ) = 1, 6 n =_O, and 6’ = 1. Similarly, for 
S= S(d), 6’=0 and a”= 1.1 Hence S(d) and S(d) are both transdefinite. 
Case 2: c + Ef 1. Here p(x) has degree 3 and thus equals q(x), the character- 
istic polynomial of S +S. We make the following abbreviations: 
A = c3, B=5(3c%3c+l). 
Then &(x) = zx3 - 3gx2 + 3Bx - A. By standard elimination procedures we 
find for the repeated root r of q(x) (if there is one) 
r2:r:1=2(A&B2):(A&BB):2(AB-B2). 
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Clearly, if one number on the right side vanishes and 9 (x) has a repeated 
root r, then all three numbers must vanish, in which case 9(x) is a perfect 
cube and 
-- 
r3.r2.r.l=A.B.B.A . . . . . . . 
In either case (of a repeated root r), G= 1 and consequently IAl > \B 1 (e.g., 
by the triangle inequality 
the second equality coming from Irl = 1). Furthermore, the existence of a 
repeated root of 9(x) is equivalent to the equality of the two ratios on the 
right side [which is of course equivalent to the vanishing of the discriminant 
of 9 (x)3. By direct (but tedious) calculation we find 
=&(~fG-l)~[ -27 &2+18cc-4(c+c)+1]. 
The vanishing of the expression in square brackets can be written in three 
ways: 
27c2E2- 18cC+4(c+ E) - 1 =O, 
(9cF-1)2=4~3c-1~a. (*) 
Denote by Q the locus of (*), and by L the line c + C= 1, in the complex 
c-plane. Thus in any case 9 (x), the characteristic polynomial of S +S, has a 
repeated root iff c E Q u L, and in the present case (where c e L) p(x) = 9 (x) 
has a repeated root iff c E Q - L. A geometric description of the situation 
may be helpful (see Fig. 1): Q IS a cardioid, symmetric about the real axis, 
tangent (twice: at d and at 2) on the right to L, tangent (once: at - 1) on the 
left to the line c + F= - 2, and with cusp at 5 and focus at 0; also 
Q n L = { d,d}. First (as prescribed by Step 13) we dispose of the case 
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I.= - 1 (with c E Q - L = Q - {d, d}): suppose that (x + 1)2 divides p(x) = 
q(x), i .e., that Z39(x)=(x+1)2(-3 c x - c3). Then we compare this with our 
earlier expression for C3~(x) (with c + F# 1) and find 
3B=3&-3c+ l= C3-2c3, 
hence 
Fig 1. 
2 (3- id3B6 
hence 
3(B+B)=3cZ(c+E)-3(c+E)+2= -(c3+C3) 
= -(c”- cF+ Z)(c+ F), 
(c2+2cC+2)(c+C)-3(c+C)+2=0, 
i.e., 
whence c + C= - 2, and, substituting C= - (c + 2) into the equation for 3B 
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above, we get 
-3c’(c+2)-3c+l= -((~+2)~-2c~, 
9c+9=0, 
whence c= - 1. [Conversely, if c= -1, then -y(r)= -(x+l)‘(x-l).] For 
c = - 1, we find that 
H=+[ -i -; _i] 
is negative semidefinite of rank 2; hence 0 is a bare point of W( S ( - l)), and 
S ( - 1) is transdefinite. Having thus disposed of the case r= - 1, we may 
now assume (for the rest of Step 13, except for the digression where we 
complete the proof of Step 12) that r# - 1 and hence that c# - 1 [and also 
that T is a repeated root of q(x), i.e., that c E Q- L]. We find 
I c-rc -r -r i(T+l)(S-rS*)=i(T+l) 1 c-rC -r 1 1 C--G 1 ; 
this Hermitian matrix is singular (because r is a root of S +S), and is 
semidefinite iff one of its 2 ~2 principal minors (they are all the same) is 
nonnegative: 
0~i2(7+1)2[c2+(1-2c~)r+C2?] 
=(r+l)(l+r)[ - c5+(2cC-1)-C%], 
where we have used the fact that ti= 1. We further simplify this inequality 
by removing the positive factor 1 r + l\‘, substituting for r (in-terms of A and 
B) and multiplying the result by the nonnegative factor (AA - BB): 
0 < (2cC- 1) - ic2 - rC2, 
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The last right side simplifies routinely to 
Denote by N the locus 3cC- 2(c + E) + 1 = 0. (Thus N is the circle of center ,$ 
and radius 5, and N n Q = {i, d, d}; see Fig. 1.) 
We digress here to complete the proof promised in Step 12. Namely, the 
above calculation shows that if q(x) is a perfect cube, i.e., if AB - B2 = 0 = 
AA- BE, then c E N u L. We earlier showed that if y(x) has a repeated root, 
then c E Q u L; hence q(x) is a perfect cube only if 
and so p(x) is a perfect cube only if c = 5 [since p(x) is quadratic for c E L]. 
Returning again to Case 2 (CE Q- L) of Step 13, we see from the above 
calculations that i (? + l)( S - rS*) is indefinite (for c E Q - L) iff c is inside 
the circle N (because 1 - c - C > 0 for c E Q - L) and so S (c) is con- 
tradefinite for these values of c and transdefinite for those c E Q that are 
outside of N. (The three values of c E Q n N have already been disposed of.) 
For those c E Q outside of N, i(r+ l)(S- rS*) is semidefinite of rank 2 
(because its principal 2 X 2 minors are >0) and hence 0 is a bare point of 
WiS (C)j’ 
Step 14. The discriminant of det(xS* - S) is 
which by our previous calculations is > 0 iff c is inside the cardioid Q; hence 
S = S (c) is contradefinite for all such c. 
Step 15. Here we are assuming c is outside the cardioid Q [since in Steps 
12 and 13 we found that p(x) = p (x; c) h as a repeated root for each c on Q 
and in Step 14 that p(x)=q(x) h as a root of modulus # 1 for each c inside 
Q]. For these c the roots of p(x) are distinct and all of unit modulus; hence 
S = S (c) is conjunctive with a diagonal unitary matrix (and as already noted, 
S is contra-Hermitian). We routinely compute that 
Since h,(z2) = g2(z), this gives us 
$h,(w)= -c%-r+(2cc-l)-E%. 
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We routinely calculate S +S and (S +S) -’ = S -‘S* and find 
! 
1-c-l 1-c-l -cC-l 
yl,(S+S)= 1 1 1 . 
--c 
-1; 
l-C-' 1-c-l 1 
The characteristic polynomial of this matrix is 
The roots of this polynomial must all be real (since c is outside of Q), so we 
can use Remark 16’(a) to read off the criteria given for the 3 X 3 case at the 
end of Step 15. We find, first, that S = S(c) is contradefinite [i.e., 0 is an 
interior point of W(S)] iff 
c+C-3cC>O and 1-c-C>O, 
i.e., iff c is outside the cardioid Q, to the left of the line L, and inside the 
circle A4 whose equation is ]3c - 112 = 1 (see Fig. l), i.e., iff c is outside Q but 
inside the convex hull of Q, Second, S is transdefinite [i.e., OE a W (S)] iff 
c+c-3cC>O=l-c-c, 
i.e., iff c is on L but inside the circle M, i.e., (since M n L = {d, d}), iff c is 
outside Q but on the boundary of the convex hull of Q. Third, S is 
prodefinite [i.e., 0 E W(S)] iff 
cfc-3cc<O or 1-c-C<O, 
i.e., iff c is to the right of L or outside both Q and M, i.e., iff c is outside the 
convex hull of Q. 
Summary 
Denote by Q’ the convex hull of Q. Then 0 E W( S (c)) iff c E Q +, 
O~dw(S(c)) iff CE~Q’, etc. From this we see that W( - S (0)) = Q +, 
which can be verified much more easily than by the laborious calculations in 
this section-e.g., it follows easily by the method used in [16]. We chose this 
example precisely because the results given with considerable labor by Fact 
2.3 could be checked easily by other means. We do not claim that Fact 2.3 is 
the most efficient method for any particular case, but it is effective for all 
cases. 
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