Abstract: This paper concerns the stability and the stabilization of discrete-time singular switched systems. Sufficient conditions for a discrete-time singular switched system to be admissible are expressed in strict Linear Matrix Inequalities (LMIs) terms. Design of state feedback controllers are then proposed in strict LMIs. For more relaxation, slack variables are introduced. These results are extended to static output feedback controller design. Numerical example is given to illustrate the proposed methods.
INTRODUCTION
Due to its general description, the descriptor model representation has been employed in different areas of research [1] , [2] . They are encountered in chemical processes, mineral industries, electronic and economics systems [3] , [4] , [5] . In recent years a great deal of works has been devoted to the analysis and design techniques for singular systems [6] , [7] , [9] , [8] , [10] . On the other hand, switched systems have received a lot of attention during the last decade. They are dynamical and consist of finite number of subsystems and a logical rule that governs switching between these subsystems. The motivation for studying switched systems come from the fact that switched systems have many applications in control of mechanical systems, power systems, aircraft and traffic control [5] , [16] . Many works dealing with the stability analysis and the stabilization of regular or standard switched systems have been developed recently (see for example [11] , [13] , [14] , [15] , [16] ). However, if interesting results on controllers and observers design are developed for singular linear systems using algebraic methods (see for example [17] , [18] , and references therein) or LMIs approaches [19] on their nonstrict [23] and strict [24] , [25] forms, only few results exist for the switched singular systems compared to the standard systems. Then a lot of efforts are still needed to extend existing results in the standard switched systems and their corresponding control problems to singular systems. This paper, proposes new strict LMIs conditions for the admissibility of the open loop and the closed loop discretetime switched singular systems. First, the admissibility for switched singular systems is proved in non-strict LMIs conditions. Then sufficient conditions for switched singular systems to be admissible are given in strict LMIs terms. The obtained results are then applied to the stabilization of switched discrete-time singular systems using both state feedback controllers and static output feedback controllers. Compared to the existing non-strict LMIs conditions, the proposed conditions are expressed in terms of a set of LMIs more tractable in numerical computation.
The paper is organized as follows. In section 2, the considered class of a discrete-time singular switched systems and the corresponding admissibility in non-strict LMIs conditions are presented. In section 3, sufficient conditions for switched singular systems to be admissible are given in strict LMIs terms. State feedback and static output controllers are also designed in strict LMIs formulation in section 4. Finally, numerical examples are given to show the effectiveness of the derived results.
Notation. Throughout this paper, R
n and R n×m denote, respectively, the n dimensional Euclidean space and the set of all n × m real matrices. The superscript "
T " denotes matrix transposition, the notation X ≥ Y (respectively, X > Y ) where X and Y are symmetric matrices, means that X − Y is positive semi-definite (respectively, positive definite) matrix, the symbol ( * ) denotes the transpose elements in the symmetric positions, I is the identity matrices with compatible dimensions and I N = {1, 2, · · · , N }.
PRELIMINARY RESULTS
Let us consider the following discrete-time singular switched system described by
Matrix E may be singular with rank(E) = n E < n. σ(t) is a switching rule taking values in the finite set I N and assumed valuable in real time.
The switched system matrices can be written as
with the indicator function ξ i (t) = 1 when the switched system is described by the ith subsystem {A i , B i , C i } ∀i ∈ I N and ξ i (t) = 0 otherwise. Now singular system (1) can be rewritten as
Now consider the unforced singular system
For this system we can give the following definitions.
2) The pair (E,
3) The pair (E, A i ) is said to be admissible if it is regular, causal and stable.
Let the pair (E, A i ) be given, then it is always possible to find nonsingular matrices M i and N i such that The following theorem gives sufficient conditions for system (4) to be admissible. Theorem 4. System (4) is admissible if there exist symmetric nonsingular matrices P i such that the following set of LMIs hold
Proof. Let M i and N i be two nonsingular matrices such
] N i and let
, then we have
, then from (6) we obtain
where • represents matrices without any importance and
. So, since P j1 ≥ 0 and by using (7) we have R ij + R ⊤ ij < 0, that is R ij nonsingular, which leads to A i4 nonsingular. From lemma 1 the pair (E, A i ) is causal. On the other hand, since A i4 is nonsingular, define the following nonsingular matrices,
From lemma 2 and lemma 3 the pair (E, A i ) is regular.
For the stability analysis, consider the switched quadratic Lyapunov function of the form
with
Then the difference ∆V = V (x(t + 1), t + 1) − V (x(t), t) of (8) along the solution of (4) with condition (6) is negative, i e. guarantee ∆V < 0. Consequently, the unforced singular system (4) is admissible since it is regular, causal and stable. This proves the theorem
The following result gives the dual admissibility conditions of the discrete-time switched system (4). Theorem 5. System (4) is admissible if there exist symmetric nonsingular matrices X i such that the following set of LMIs hold
Proof. The same reasoning as in theorem 1 can be used. Remark 1. Notice that for E = I, system (1) or (4) becomes the standard switched system considered in [13] and the Switched Lyapunov function (8) is exactly the one proposed by [13] .
STRICT LMI ADMISSIBILITY CONDITIONS
In this section we present strict LMIs sufficient conditions for the switched admissibility of discrete-time singular switched systems. Compared to existing nonstrict LMIs conditions involving equality constraints, they present more tractable and reliable numerical computations. Moreover the proposed conditions use slack variables which introduce more of relaxation particulary for control problems.
The following theorem gives sufficient conditions for system (4) to be admissible. Theorem 6. System (4) is admissible if there exist matrices P i > 0, matrices R i , F i and G i such that the following LMIs hold for all (i, j) ∈ I 2 N :
where E * is any full row rank matrix such that E * E = 0 and E * E * ⊤ > 0.
Proof. Let X j = P j − E * ⊤ R j E * , then we have
where we have used the fact that E * E = 0. Then (12) is equivalent to
Then by pre-multiplying (14) by
and postmultiplying it by
With (13) we conclude that the discrete-time switched systems (4) is admissible, which end the proof.
To design a stabilizing controller, the following dual result for the discrete-time switched system (4) is proposed. Theorem 7. System (4) is admissible if there exist matrices
Proof. The same reasoning as in theorem 6 can be used. In fact by choosing
Then by pre-multiplying (17) ] we obtain
This completes the proof. Remark 2. Note that when E = I, we get E * = 0, and LMIs conditions (12) or (16) are reduced to the existence of matrices P i > 0, i ∈ I N , F i and G i as stated in [20] or with F i = 0 as given in [12] [13] for the standard case.
STABILIZATION OF DISCRETE-TIME SINGULAR SWITCHED SYSTEMS
In this section we consider the stabilization of system (1) via state feedback and static output feedback controllers. Sufficient conditions for switched admissibility are given in a set of strict LMIs form.
State feedback controller
The closed loop system of (1) via state feedback controller
with K i ∈ R m×n , can be written as [
with E ⊤ * E ⊤ = 0 and
The controller gains are given by:
This result presents sufficient strict LMIs conditions for state feedback control of discrete-time singular switched systems (20) to be admissible. These conditions are linear in parameter matrices
Static output feedback controller
In this section we consider the switched admissibility of discrete-time singular system (1) via a static output feedback control of the form
where K i ∈ R m×p . The closed loop system is given by
For this closed loop system we can give the following definition.
Definition 3. The closed loop system (25) is said to be admissible, if there exists an output feedback given by (24) which guarantees that system (25) is regular, causal and switched stable.
To design static output feedback controller, the following assumption is used.
Assumption 1 : The matrices C i ∈ R p×n are of full row rank for all i ∈ I N .
Based on this assumption, sufficient conditions for (25) to be admissible are given by the following result. Theorem 9. System (20) is admissible if there exist P i > 0, matrices R i , G i , T i and S i such that the following linear constraints hold
Proof. Under assumption 1, matrices C i are of full row rank. Assuming that there exist matrices (26)- (27) hold, from (27) we can deduce that S i is nonsingular for all i ∈ I N . Thus from (26), with (27)-(29), we obtain 
where A i is defined in (25b). Taking account the result of theorem 7 with F i = G i we can deduce that the closed loop system (25) is admissible.
The given above result uses the technique used in previous works [21] [10] and leads to LMIs under the equalities constraints (27). To avoid equalities constraints, the following subsection proposes strict LMIs conditions to design static output feedback controller.
Strict LMIs design conditions
In order to derive strict LMIs admissibility conditions, we propose to rewrite the closed loop model (25) with the static output feedback controller (24) as follows
wherex
The following theorem gives LMI admissibility conditions for the closed loop discrete-time switched system (31) via the static output feedback controller (24) . Theorem 10. System (31) is admissible if there exist
Proof. The admissibility conditions of system (31) is given by theorem 6 with
withĒ * Ē = 0. The above conditions are in bilinear matrix inequalities (BMIs) form, in a parameter matrices K i and G i . In order to obtain LMIs formulation, the structure of matrices G i are chosen as follows:
Thus taking into account the definition (32) ofĀ i with (36) and (34), we have
we get (33). This completes the proof.
NUMERICAL EXAMPLES
The given example deals with the state feedback control problem. For this example, consider the discrete-time singular switched system (3) with N = 3, ie. I N = {1, 2, 3}, and the following data: 
