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bistable time-periodic nonlinearity in RN with N  3. It is well
known that two-dimensional periodic traveling curved fronts exist
and are stable. In this paper, by constructing various of super-
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dimensional periodic pyramidal traveling fronts, and then we prove
that such periodic pyramidal traveling fronts are asymptotically
stable. Finally, we further prove that our existence result holds for
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This paper is concerned with the following reaction–diffusion equation
∂u(y, t)
∂t
= u(y, t) + f (u(y, t), t), y ∈RN , t > 0. (1.1)
Here, we assume that f satisﬁes the following hypotheses:
(H1) There exists T > 0 such that f (u, t) = f (u, t + T ) for all (u, t) ∈ R2.
(H2) The period map P (α) := ω(α, T ) has exactly three ﬁxed points α−,α0,α+ satisfying α− < α0 <
α+ , where ω(α, t) is the solution of
ωt = f (ω, t), t ∈R, ω(α,0) = α ∈R.
Furthermore, they are non-degenerate and α± are stable, i.e.,
d
dα
P
(
α±
)
< 1<
d
dα
P
(
α0
)
.
(H3) There exists ν0 > 0 such that ν+ + ν− + fu(W±(t), t) > ν0 for any t ∈ [0, T ], where
ν± := − 1
T
T∫
0
fu
(
W±(λ),λ
)
dλ,
and
W±(t) := ω(α±, t), W 0(t) := ω(α0, t).
A typical example of f satisfying (H1)–(H3) is the cubic potential f = (1− u2)(2u − ρ(t)), where
ρ(t) ∈ (−2,2) is T -periodic. In fact, f is a particular case of the following more general example (see
Alikakos et al. [1])
f (u, t) = p(u)(−p′(u) − ρ(t)),
where ρ ∈ C1 and p ∈ C3 satisfy ρ(· + T ) = ρ(·), and p(±1) = 0, p(·) > 0 in (−1,1).
It is known from [1] that if f (u, t) ∈ C2,1(R × R) satisﬁes hypotheses (H1) and (H2), then there
exists a unique solution pair (c,U ) to (1.1) in one-dimensional space satisfying
⎧⎪⎨
⎪⎩
Ut − cUξ − Uξξ − f (U , t) = 0, (ξ, t) ∈ R2,
U (±∞, t) = lim
ξ→±∞U (ξ, t) = W
∓(t), t ∈R,
U (·, T ) = U (·,0), U (0,0) = α0,
where the function U (· , ·) : R × R → R is the wave proﬁle and the constant c ∈ R is the speed. In
addition, there hold the following properties:
(i) The proﬁle U is monotone decreasing with respect to the moving coordinate for each t . Namely,
Uξ (· , ·) < 0 in R×R.
2390 W.-J. Sheng et al. / J. Differential Equations 252 (2012) 2388–2424(ii) There exist positive constants C1 and β1 satisfying∣∣U (±ξ, t) − W∓(t)∣∣+ ∣∣Uξ (±ξ, t)∣∣+ ∣∣Uξξ (±ξ, t)∣∣ C1e−β1ξ , ξ  0, t ∈R. (1.2)
This means that U the proﬁle exponentially approaches its limits as ξ → ±∞.
It is well known that U (e · y + ct, t) with e = (e1, e2, . . . , eN) satisfying ∑Ni=1 e2i = 1 is a planar
traveling wave to (1.1) which has been well studied in one or higher-dimensional spaces, one can refer
to [1,28,33,41–45] for time almost periodic or time periodic planar traveling wave solutions, and [2,3,
17,18,29,31,34,38,48,50] for the autonomous case. For the related spatial discrete systems, we refer to
[7–13].
Recently, the study on nonplanar traveling waves (multidimensional traveling waves) of autonomous
reaction–diffusion equations has received increasing attention. For example, Ninomiya and Taniguchi
[36,37] considered the following equation
∂u(y, t)
∂t
= u(y, t) + f (u(y, t)), y ∈RN , (1.3)
and proved that (1.3) with N = 2 admits a unique two-dimensional V-shaped curved front which
is asymptotically stable, see also [4–6,16,19–25,39,26,35,27] for some related results. It needs to be
pointed out that the authors in [22,23] also deals with cylindrically symmetric traveling fronts in
arbitrary space dimensions. Taniguchi [46,47] further studied the existence, uniqueness and stability
of three-dimensional pyramidal traveling fronts of (1.3) with N = 3. Very recently, Kurokawa and
Taniguchi [30] considered the existence of N-dimensional traveling fronts of (1.3) with N  4. Just as
Kurokawa and Taniguchi [30] pointed out, the space dimension is crucial for the existence or non-
existence of multidimensional traveling fronts, see also Pino et al. [14,15] and Savin [40] for details.
Compared with the autonomous case, little attention has been paid to non-autonomous reaction–
diffusion equations, even if the periodic problem (1.1). More recently, Wang and Wu [49] proved
that there exists a two-dimensional periodic V-shaped traveling front to (1.1) with N = 2. Further-
more, they proved that such a traveling curved front is asymptotically stable. It is then natural to ask
whether multidimensional periodic traveling fronts of (1.1) with N  3 exist and are stable. Resolving
this issue is the main contribution of our current study.
In this paper, we ﬁrst consider the existence, uniqueness and stability of three-dimensional peri-
odic pyramidal traveling fronts of (1.1) with N = 3, i.e., we consider the following equation
∂u(x, y, z, t)
∂t
= u(x, y, z, t) + f (u(x, y, z, t), t), (x, y, z) ∈R3, t > 0. (1.4)
Then we establish the existence of N-dimensional periodic pyramidal traveling fronts of (1.1) with
N  4. Our main method is the comparison principle coupled with the supersolution and subsolution
technique. However, for the uniqueness and stability of N-dimensional periodic pyramidal traveling
fronts of (1.4) with N  4, they are diﬃculty and are left to be as interesting open problems.
Without loss of generality, we assume c > 0 (the case c = 0 is certainly a very interesting problem
which needs to be considered separately. For details we refer to [19,6] and the references therein.)
and the solutions travel towards z-direction. Set
u(x, y, z, t) = v(x, y, z − lt, t), s = z − lt.
For simplicity, we still denote v(x, y, s, t) by v(x, y, z, t). Substituting v into (1.4), we have
L[v] := vt − vxx − v yy − vzz − lvz − f (v, t) = 0, (x, y, z) ∈ R3, t > 0,
v(x, y, z,0) = v0(x, y, z), (x, y, z) ∈R3. (1.5)
Here, we always assume that l > c holds true.
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τ :=
√
l2 − c2
c
> 0. (1.6)
Assume that (A j, B j) ∈ R2 satisﬁes
A2j + B2j = 1 for all j = 1, . . . ,n (1.7)
and
A j B j+1 − A j+1B j > 0, 1 j  n − 1,
AnB1 − A1Bn > 0. (1.8)
The vector (−τ A j,−τ B j,1) is the normal vector of a surface {z = τ (A jx+ B j y)}. Additionally, we put
h j(x, y) := τ (A jx+ B j y),
h(x, y) = max
1 jn
h j(x, y) = τ max
1 jn
(A jx+ B j y). (1.9)
Thus z = h(x, y) is a pyramid in R3. Denoting
Ω j =
{
(x, y) ∈R2 ∣∣ h(x, y) = h j(x, y)},
we get
R
2 =
n⋃
j=1
Ω j.
We note that condition (1.8) is to ensure that the location Ω1,Ω2, . . . ,Ωn is counterclockwise. We set
E ′ :=
n⋃
j=1
∂Ω j ⊂ R2.
For j = 1, . . . ,n, the lateral surfaces of the pyramid are given by
S j =
{
(x, y, z) ∈R3 ∣∣ z = h j(x, y), (x, y) ∈ Ω j}.
We deﬁne the edges Γ j of the pyramid as
Γ j :=
{
S j ∩ S j+1 if 1 j  n − 1,
Sn ∩ S1 if j = n.
Thus
Γ :=
n⋃
j=1
Γ j
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D(γ ) := {(x, y, z) ∈ R3 ∣∣ dist((x, y, z),Γ )> γ }.
For every (A j, B j) satisfying (1.7), it is easy to see that U (
c
l (z − h j(x, y)), t) are planar traveling
fronts to (1.5). Deﬁne
v−(x, y, z, t) := U
(
c
l
(
z − h(x, y)), t)= max
1 jn
U
(
c
l
(
z − h j(x, y)
)
, t
)
= max
1 jn
U
(
c
l
(z − τ A jx− τ B j y), t
)
. (1.10)
It is obvious that v−(x, y, z, t) is a subsolution to (1.5). In addition, we have v−(· , · , · , · +T ) =
v−(· , · , · , ·) in R4 and v−z (x, y, z, t) < 0 for (x, y, z, t) ∈R4.
Our aim in this paper is to seek for the solution V (x, y, z, t) with
L[V ] := Vt − Vxx − V yy − Vzz − lV z − f (V , t) = 0, (x, y, z, t) ∈R3 ×R,
V (· , · , · , ·) = V (· , · , · , · +T ), (x, y, z) ∈ R3. (1.11)
The main results of this paper are as follows.
Theorem 1.1. Assume that l > c > 0 holds, h(x, y) is given by (1.9). Then, under the assumptions (H1)–(H3),
there exists a solution V (x, y, z, t) to (1.11)–(1.11) satisfying
U
(
c
l
(
z − h(x, y)), t)< V (x, y, z, t) < W+(t), (x, y, z, t) ∈R3 × [0, T ]
and
lim
γ→+∞ sup(x,y,z)∈D(γ ),t∈[0,T ]
∣∣∣∣V (x, y, z, t) − U
(
c
l
(
z − h(x, y)), t)∣∣∣∣= 0,
−Vz(x, y, z, t) > 0 for all (x, y, z) ∈R3. (1.12)
Theorem 1.2. In addition to the assumptions in Theorem 1.1, if we also assume that
lim
γ→+∞ sup(x,y,z)∈D(γ )
∣∣v0(x, y, z) − V (x, y, z,0)∣∣= 0 (1.13)
holds, then the solution v(x, y, z, t; v0) to (1.5) satisﬁes
lim
t→+∞
∥∥v(· , · , · , t) − V (· , · , · , t)∥∥C(R3) = 0,
or equivalently
lim
k→+∞
∥∥v(· , · , · , · +kT ) − V (· , · , · , ·)∥∥C(R3×[0,T ]) = 0.
We note that the case l < c < 0 follows from a similar argument to [49, Theorem 1.2].
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established in [46, Theorem 2] and [47, Theorem 2], respectively. More recently, Wang and Wu [49]
have studied the existence and globally asymptotic stability of periodic traveling curved fronts for
(1.4) in R2, which are planar ones in three-dimensional space. However, Theorems 1.1 and 1.2 show
that the periodic pyramidal traveling front is asymptotically stable and nonplanar in R3.
The organization of this paper is as follows. In Section 2, we summarize some preliminaries. The
existence of periodic pyramidal traveling fronts is proved in Section 3 and the uniqueness and globally
asymptotic stability of such traveling fronts are shown in Section 4. Namely, we prove Theorems 1.1
and 1.2, respectively. The last section is devoted to the existence of N-dimensional periodic pyramidal
traveling fronts with N  4.
2. Preliminaries
In this section we will construct a molliﬁed pyramid, which plays a key role in establishing the
supersolution. One can see [46] for details.
Let ρ˜(r) ∈ C∞[0,∞) be a function with the following properties:
ρ˜(r) > 0, ρ˜r(r) 0 for r  0,
ρ˜(r) ≡ 1 if r  0 small enough,
ρ˜(r) = e−r if r > 0 large enough,
2π
∞∫
0
rρ˜(r)dr = 1. (2.1)
Then ρ = ρ˜(√x2 + y2 ) belongs to C∞(R2) and satisﬁes ∫
R2
ρ = 1. For the pyramid z = h(x, y), we
construct a molliﬁed pyramid z = ϕ(x, y) by ϕ(x, y) := ρ ∗ h with ϕ(x, y) deﬁned as
ϕ(x, y) =
∫
R2
ρ
(
x− x′, y − y′)h(x′, y′)dx′ dy′ = ∫
R2
ρ
(
x′, y′
)
h
(
x− x′, y − y′)dx′ dy′. (2.2)
We set (a j,b j) := τ (A j, B j). Then (a j,b j) ∈ R2 satisﬁes
l√
1+ a2j + b2j
= c for all j = 1, . . . ,n.
Set
S(x, y) := l√
1+ ϕ2x (x, y) + ϕ2y(x, y)
− c. (2.3)
Then we have the following lemmas which follow from [46].
Lemma 2.1. Let ϕ and S be deﬁned in (2.2) and (2.3), respectively. Then we have
sup
(x,y)∈R2
∣∣Di1x Di2y ϕ(x, y)∣∣< +∞ for all integers i1  0, i2  0
2394 W.-J. Sheng et al. / J. Differential Equations 252 (2012) 2388–2424and
h(x, y) < ϕ(x, y) h(x, y) + 2πτ
∞∫
0
r2ρ˜(r)dr, (x, y) ∈R2,
∣∣∇ϕ(x, y)∣∣< τ, 0< S(x, y) < l, (x, y) ∈R2.
In addition,
lim
λ→∞ sup
{
S(x, y)
∣∣ (x, y) ∈R2, dist((x, y), E ′) λ}= 0,
lim
λ→∞ sup
{
ϕ(x, y) − h(x, y) ∣∣ (x, y) ∈R2, dist((x, y), E ′) λ}= 0.
Lemma 2.2. There exist positive constants ν1 , ν2 such that
0< ν1 
ϕ(x, y) − h(x, y)
S(x, y)
 ν2
holds for all (x, y) ∈R2 .
Proposition 2.3. For all integers i1  0, i2  0 with 2 i1 + i2  3, we have
sup
(x,y)∈R2
|Di1x Di2y ϕ(x, y)|
S(x, y)
< +∞.
3. Existence of periodic pyramidal traveling fronts
In this section we show that there exists a periodic pyramidal traveling front of (1.4) by construct-
ing a supersolution that is larger than v− . Hereafter, we always assume the planar traveling wave
speed c > 0.
Lemma 3.1. There exist a positive constant ε+0 and a positive function α
+
0 (ε) such that, for 0 < ε  ε
+
0 and
0< α  α+0 (ε),
v+(x, y, z, t;ε,α) := U
(
z − 1αϕ(αx,αy)√
1+ 1
α2
(ϕ2x (αx,αy) + ϕ2y(αx,αy))
, t
)
+ ε(a+(t) + a−(t))S(αx,αy)
is a supersolution of (1.5) on t ∈ (−∞,+∞), where
a±(t) := exp
{
ν±t +
t∫
0
fu
(
W±(τ ), τ
)
dτ
}
.
In addition,
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γ→∞ sup(x,y,z)∈D(γ ),t∈[0,T ]
∣∣∣∣v+(x, y, z, t;ε,α) − U
(
c
l
(
z − h(x, y)), t)∣∣∣∣ (1+ a∗l)ε, (3.1)
U
(
c
l
(
z − h(x, y)), t)< v+(x, y, z, t;ε,α), (3.2)
with a∗ :=maxt∈[0,T ](a+(t) + a−(t)).
Proof. Direct calculation shows v+(· , · , · , ·+T ;ε,α) = v+(· , · , · ,·;ε,α). It only remains to show that
L[v+] 0 in R3 × [0, T ]. Let
ξ = αx, η = αy, ζ = αz.
μˆ = z −
1
αϕ(αx,αy)√
1+ 1
α2
(ϕ2x (αx,αy) + ϕ2y(αx,αy))
= 1
α
ζ − ϕ(ξ,η)√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
,
σ (ξ,η) := εS(ξ,η) = εS(αx,αy).
Then we have
μˆz = 1√
1+ ϕ2ξ + ϕ2η
, μˆzz = 0,
μˆx = − ϕξ√
1+ ϕ2ξ + ϕ2η
+ αμˆF1(ξ,η), μˆxx = αG11(ξ,η) + α2μˆH11(ξ,η),
μˆxy = αG12(ξ,η) + α2μˆH12(ξ,η),
μˆy = − ϕη√
1+ ϕ2ξ + ϕ2η
+ αμˆF2(ξ,η), μˆyy = αG22(ξ,η) + α2μˆH22(ξ,η),
where
F1(ξ,η) :=
√
1+ ϕ2ξ + ϕ2η
(
1√
1+ ϕ2ξ + ϕ2η
)
ξ
,
F2(ξ,η) :=
√
1+ ϕ2ξ + ϕ2η
(
1√
1+ ϕ2ξ + ϕ2η
)
η
,
G11(ξ,η) := −
(
ϕξ√
1+ ϕ2ξ + ϕ2η
)
ξ
− ϕξ
(
1√
1+ ϕ2ξ + ϕ2η
)
ξ
= (−1+ ϕ
2
ξ − ϕ2η)ϕξξ + 2(ϕ2ξ + ϕξϕη)ϕξη
(1+ ϕ2ξ + ϕ2η)
3
2
,
G12(ξ,η) := −
(
ϕξ√
1+ ϕ2ξ + ϕ2η
)
η
− ϕη
(
1√
1+ ϕ2ξ + ϕ2η
)
ξ
= (−1+ ϕ
2
ξ + ϕ2η)ϕξξ + 2ϕξϕη(ϕξξ + ϕηη)
(1+ ϕ2 + ϕ2) 32
,ξ η
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(
ϕη√
1+ ϕ2ξ + ϕ2η
)
η
− ϕη
(
1√
1+ ϕ2ξ + ϕ2η
)
η
= (−1− ϕ
2
ξ + ϕ2η)ϕξξ + 2(ϕ2η + ϕξϕη)ϕξη
(1+ ϕ2ξ + ϕ2η)
3
2
,
H11(ξ,η) :=
(
F1(ξ,η)
)
ξ
+ F1(ξ,η)2,
H12(ξ,η) :=
(
F1(ξ,η)
)
η
+ F1(ξ,η)F2(ξ,η),
and
H22(ξ,η) :=
(
F2(ξ,η)
)
η
+ F2(ξ,η)2.
For the above calculations, one can see [46].
Note that v+(x, y, z, t;ε,α) can be written as
v+(x, y, z, t;ε,α) = U (μˆ, t) + (a+(t) + a−(t))σ(ξ,η).
Substituting v+(x, y, z, t;ε,α) into (1.5), we obtain
L[v+(x, y, z, t;ε,α)]= v+t − v+xx − v+yy − v+zz − lv+z − f (v+, t)
= Ut − Uxx − U yy − Uzz − lUz − f
(
v+, t
)
+ σ d
dt
(
a+(t) + a−(t))− (a+(t) + a−(t))σxx − (a+(t) + a−(t))σyy
= Ut +
(
ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ(ξ,η)
− α ∂U
∂μˆ
(
G11(ξ,η) + G22(ξ,η)
)− α2μˆ ∂U
∂μˆ
(
H11(ξ,η) + H22(ξ,η)
)
− ∂
2U
∂μˆ2
+ 2αμˆ∂
2U
∂μˆ2
ϕξ (ξ,η)F1(ξ,η) + ϕη(ξ,η)F2(ξ,η)√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
− α2μˆ2 ∂
2U
∂μˆ2
(
F 21(ξ,η) + F 22(ξ,η)
)− l√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
∂U
∂μˆ
− εα2(a+(t) + a−(t))(Sξξ (ξ,η) + Sηη(ξ,η))
− f (U (μˆ, t) + (a+(t) + a−(t))σ(ξ,η), t).
Let
R(ξ,η, μˆ, t;ε,α) := −∂U
∂μˆ
(
G11(ξ,η) + G22(ξ,η)
)− αμˆ∂U
∂μˆ
(
H11(ξ,η) + H22(ξ,η)
)
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2U
∂μˆ2
ϕξ (ξ,η)F1(ξ,η) + ϕη(ξ,η)F2(ξ,η)√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
− αμˆ2 ∂
2U
∂μˆ2
(
F 21(ξ,η) + F 22(ξ,η)
)
− εα(a+(t) + a−(t))(Sξξ (ξ,η) + Sηη(ξ,η)),
where
Sξξ (ξ,η) + Sηη(ξ,η) =
(
l√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
)
ξξ
+
(
l√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
)
ηη
.
There exist a constant A > 0 such that
|R(ξ,η, μˆ, t;ε,α)|
S(ξ,η)
< A for all (ξ,η, μˆ) ∈R3, ε ∈ (0,1), α ∈ (0,1), t ∈ [0, T ],
which can be obtained by using (1.2), Lemma 2.1 and Proposition 2.3. Then we have
L[v+(x, y, z, t;ε,α)]
= Ut +
(
ν+ + ν− + fu
(
W+(t), t
)+ fu(W−(t), t))(a+(t) + a−(t))σ
− ∂
2U
∂μˆ2
− l√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
∂U
∂μˆ
− f (U (μˆ, t) + (a+(t) + a−(t))σ , t)+ αR(ξ,η, μˆ, t;ε,α)
= −S(ξ,η)∂U
∂μˆ
+ (ν+ + ν− + fu(W+(t), t)+ fu(W−(t), t))(a+(t) + a−(t))σ
− (a+(t) + a−(t))σ(ξ,η)
1∫
0
fu
(
U (μˆ, t) + θ(a+(t) + a−(t))σ , t)dθ + αR(ξ,η, μˆ, t;ε,α)
= S(ξ,η)
(
−∂U
∂μˆ
+ ε(a+(t) + a−(t))(ν+ + ν− + fu(W+(t), t)+ fu(W−(t), t))
− ε(a+(t) + a−(t))
1∫
0
fu
(
U (μˆ, t) + θ(a+(t) + a−(t))σ(ξ,η), t)dθ + α R(ξ,η, μˆ, t;ε,α)
S(ξ,η)
)
 S(ξ,η)
(
−∂U
∂μˆ
+ ε(a+(t) + a−(t))(ν+ + ν− + fu(W+(t), t)+ fu(W−(t), t))
− ε(a+(t) + a−(t))
1∫
0
fu
(
U (μˆ, t) + θ(a+(t) + a−(t))σ , t)dθ − αA).
Deﬁne
0 := 1
2
min
t∈[0,T ]
{
W+(t) − W 0(t),W 0(t) − W−(t)}.
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∣∣ fu(W±(t), t)− fu(b(t), t)∣∣ 1
2
ν0
for any t ∈ [0, T ] and b(·) ∈ C([0, T ]) with ‖b(·) − W±(·)‖C([0,T ])   .
Since
lim
μˆ→±∞
U (μˆ, t) = W∓(t) uniformly for t ∈ [0, T ],
there exists μˆ0 > 0 satisfying
∣∣W−(t) − U (μˆ, t)∣∣ 1
4
 for any μˆ > μˆ0, t ∈ [0, T ]
and
∣∣W+(t) − U (μˆ, t)∣∣ 1
4
 for any μˆ < −μˆ0, t ∈ [0, T ].
Let ε∗0 > 0 be suﬃciently small such that
ε∗0 

4a∗l
.
Then for any 0< ε  ε∗0 , |μˆ| > μˆ0 and t ∈ [0, T ], we obtain
I := εS(ξ,η)(a+(t) + a−(t))(ν+ + ν− + fu(W+(t), t)+ fu(W−(t), t))
− εS(ξ,η)(a+(t) + a−(t))
1∫
0
fu
(
U (μˆ, t) + θ(a+(t) + a−(t))σ(ξ,η), t)dθ
 1
2
ν0εS(ξ,η)
(
a+(t) + a−(t)).
Consequently, we have
L[v+(x, y, z, t;ε,α)] S(ξ,η)(−∂U
∂μˆ
− αA + 1
2
ν0ε
(
a+(t) + a−(t))) 0
for |μˆ| > μˆ0 and t ∈ [0, T ], provided that
α min
{
1,
ν0εa∗
2A
,
p
A
}
, (3.3)
where a∗ := mint∈[0,T ](a+(t) + a−(t)) and
p := min
|ξˆ |μˆ ,t∈[0,T ]
(
−∂U (ξ, t)
∂ξˆ
)
> 0.0
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L[v+(x, y, z, t;ε,α)] S(ξ,η)(p − αA + 1
2
ν0ε
(
a+(t) + a−(t))) 0.
In both cases we have proved that v+(x, y, z, t;ε,α) is a supersolution of (1.5).
Now, we show that (3.2) holds. By using a similar argument to [46], it suﬃce to show
v+(x, y, z, t;ε,α) − U ( cl (z − a jx − b j y), t) > 0. Temporarily, we denote a j , b j by a, b for simplic-
ity, respectively. Let
μ1 := c
l
(z − ax− by).
If μˆ < μ1, then (3.2) holds. Assume that μˆμ1. We have
μˆ − μ1 = z −
1
αϕ(αx,αy)√
1+ 1
α2
(ϕ2x (αx,αy) + ϕ2y(αx,αy))
− c
l
(z − ax− by) 0,
which is equivalent to
(
l√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
− c
)
(z − ax− by) l
α
ϕ(ξ,η) − aξ − bη√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
.
Combining this inequality with the deﬁnition of S(ξ,η) and using Lemma 2.2, we have
z − ax− by  lν1
α
√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
 cν1
α
. (3.4)
Utilizing Lemma 2.1, we get ϕ(ξ,η) > aξ + bη.
Choosing α and ε such that
1
l
sup
|μ| cν1α ,t∈[0,T ]
∣∣∣∣μUξ
(
c
l
μ, t
)∣∣∣∣< εa∗2 .
Hereafter, we use Uξ to denote the ﬁrst order derivative of U with respect to the ﬁrst variable. It
follows that
v+ − U = U
(
z − 1αϕ(αx,αy)√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
, t
)
− U
(
c
l
(z − ax− by), t
)
+ (a+(t) + a−(t))σ(ξ,η)
 U
(
z − ax− by√
1+ ϕ2ξ (ξ,η) + ϕ2η(ξ,η)
, t
)
− U
(
c
l
(z − ax− by, t)
)
+ (a+(t) + a−(t))σ(ξ,η)
= (z − ax− by)S(ξ,η)
l
1∫
0
Uξ
((
θ√
1+ ϕ2ξ + ϕ2η
+ c
l
(1− θ)
)
(z − ax− by), t
)
dθ
+ (a+(t) + a−(t))σ(ξ,η)
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(
ε
(
a+(t) + a−(t))− 1
l
sup
|μ| cν1α
∣∣∣∣μUξ
(
c
l
μ, t
)∣∣∣∣
)
 S(ξ,η)
(
εa∗ − 1
l
sup
|μ| cν1α
∣∣∣∣μUξ
(
c
l
μ, t
)∣∣∣∣
)
>
εa∗
2
S(ξ,η) > 0.
Actually, by (3.3), (3.4) and (1.2), we take
α+0 (ε) := min
{
1,
ν0εa∗
2A
,
p
A
,
β1c2ν1
2l ln( 2C1cεa∗ )
}
and
ε+0 := min
{
1,

4a∗l
}
.
Then (3.2) follows immediately for (x, y, z) ∈R3 and t ∈ [0, T ] if 0< ε  ε+0 and 0< α  α+0 (ε).
We next show that (3.1) holds. Since ε(a+(t) + a−(t))S  a∗lε, we need only to show
∣∣∣∣U (μˆ, t) − U
(
c
l
(
z − h(x, y)), t)∣∣∣∣ ε.
Assume that this is not true. Then there exist two sequences {γn}∞n=1 and {(xn, yn, zn)}∞n=1 such that
lim
n→∞γn = ∞, (xn, yn, zn) ∈ D(γn) (3.5)
and
∣∣∣∣U (μˆ, t) − U
(
c
l
(
zn − h(xn, yn)
)
, t
)∣∣∣∣> ε. (3.6)
Let ξn = αxn , ηn = αyn , ζn = αzn and
μˆn = 1
α
ζn − ϕ(ξn, ηn)√
1+ ϕ2ξ (ξn, ηn) + ϕ2η(ξn, ηn)
= zn − h(xn, yn) −
1
α (ϕ(ξn, ηn) − h(ξn, ηn))√
1+ ϕ2ξ (ξn, ηn) + ϕ2η(ξn, ηn)
.
If limn→∞ dist((ξn, ηn), E ′) = ∞, by applying Lemma 2.1 we obtain limn→∞ |ϕ(ξn, ηn) − h(ξn, ηn)| = 0
and limn→∞ S(ξn, ηn) = 0. Recall E ′ :=⋃nj=1 ∂Ωn ⊂ R2. Then
lim
n→∞
∣∣∣∣μˆn − cl
(
zn − h(xn, yn)
)∣∣∣∣= 0.
This contradicts (3.6). If dist((ξn, ηn), E ′) remains ﬁnite uniformly in n, then (3.5) implies
lim
n→∞
(
zn − h(xn, yn)
)= ±∞ and lim
n→∞ μˆn = ±∞,
which also contradicts (3.6). This completes the proof. 
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Proof of Theorem 1.1. Let v−(x, y, z, t) be deﬁned as in (1.10). Consider solutions of (1.5) given by
v(x, y, z, t; v−) and v(x, y, z, t; v+). We have
v−(x, y, z, t) v
(
x, y, z, t; v−) v(x, y, z, t; v+) v+(x, y, z, t;ε,α)
for (x, y, z) ∈R3 and t  0.
By the parabolic estimates, we know that there exists K > 0 such that the solutions v(x, y, z, t) of
(1.5) with v0 ∈ [α− − 1,α+ + 1] satisfy
∥∥v(· , · , · , ·)∥∥Cα(R×R×R×[T ,∞)) < K and ∥∥v(· , · , · , ·)∥∥Cβ (R×R×R×[T ,∞)) < K ,
where the index α = (α1,α2,α3,α4) with αi  0, α1 + α2 + α3 + α4  3, α4  1, and β = (0,0,0,2).
Deﬁne
V (x, y, z, t) := lim
k→∞
v
(
x, y, z, t + kT ; v−), (x, y, z) ∈R3, t ∈ [0, T ].
Since v− is a subsolution of (1.5) and satisﬁes v−(x, y, z, t + T ) = v−(x, y, z, t) for all (x, y, z) ∈ R3
and t ∈ [0,∞], we get
v
(
x, y, z, t + kT ; v−) v(x, y, z, t + (k + 1)T ; v−), (x, y, z) ∈R3, t ∈ [0, T ].
It follows that v(x, y, z, t + kT ; v−), ∂
∂t v(x, y, z, t + kT ; v−), ∂
2
∂x2
v(x, y, z, t + kT ; v−), ∂2
∂ y2
v(x, y, z,
t + kT ; v−) and ∂2
∂z2
v(x, y, z, t + kT ; v−) uniformly converge to V (x, y, z, t), ∂
∂t V (x, y, z, t),
∂2
∂x2
V (x, y, z, t), ∂
2
∂ y2
V (x, y, z, t) and ∂
2
∂z2
V (x, y, z, t) as k → ∞ on the compact set of (x, y, z, t) ∈
R
3 × [0, T ], respectively. Since V (x, y, z, t) v+(x, y, z, t;ε,α) for all (x, y, z, t) ∈ R3 × [0, T ], by the
arbitrariness of ε and α, we have
lim
γ→+∞ sup(x,y,z)∈D(γ ),t∈[0,T ]
∣∣V (x, y, z, t) − v−(x, y, z, t)∣∣= 0.
This completes the proof. 
4. Uniqueness and stability
In the following, we ﬁrst state the existence, uniqueness and stability results of a periodic V-
form front in two-dimensional space. Then we characterize the periodic pyramidal traveling front as a
combination of planar traveling fronts on the lateral surface and prove Theorem 1.2. Finally, we show
that the three-dimensional periodic pyramidal traveling front is uniquely determined as a combination
of two-dimensional V-form fronts on the edges.
Let v˜(ξ,η, t; v˜0) be the solution of the following equation
v˜t − v˜ξξ − v˜ηη − sv˜η − f (v˜, t) = 0 for (ξ,η) ∈R2, t > 0,
v˜0(ξ,η) = v(ξ,η,0) for (ξ,η) ∈R2.
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vˆt − vˆξξ − vˆηη − svˆη − f (vˆ, t) = 0 for (ξ,η) ∈R2, t ∈R,
and
vˆ(· , · , · +T ; s) = vˆ(· , · , · ; s) for (ξ,η) ∈ R2, t ∈R.
In addition,
lim
R→∞ supξ2+η2>R2
∣∣∣∣vˆ(ξ,η) − U
(
c
s
(
η −
√
s2 − c2
c
|ξ |
)
, t
)∣∣∣∣= 0.
One also has
U
(
c
s
(
η −
√
s2 − c2
c
|ξ |
)
, t
)
< vˆ(ξ,η, t) for (ξ,η) ∈R2,
and
inf
W−(t)+ 2vˆ(ξ,η)W+(t)− 2
−vˆη(ξ,η) > 0 for  ∈ (0, 0).
Furthermore, for any bounded initial function v˜0(ξ,η) ∈ C0(R2) with
lim
R→∞ supξ2+η2>R2
∣∣∣∣v˜0(ξ,η) − U
(
c
s
(
η −
√
s2 − c2
c
|ξ |
)
,0
)∣∣∣∣= 0,
there is
lim
t→∞
∥∥v˜(ξ,η, t) − vˆ(ξ,η, t; s)∥∥C(R2) = 0,
or equivalently
lim
k→∞
∥∥v˜(ξ,η, t + kT ) − vˆ(ξ,η, t; s)∥∥C(R2×[0,T ]) = 0.
From (1.10) and Lemma 3.1, we obtain v−(x, y, z, t) < V (x, y, z, t) < v+(x, y, z, t). Hereafter we set
x= (x, y, z) ∈R3. Since ϕ(0,0) > 0, for any given R > 0, we have
lim
α→0 inf|x|R v
+(x, t)W+(t). (4.1)
For any given v(x, t) ∈ C2,1(R3 × (0,∞)) and  ∈ (0, 0) we deﬁne
G
(
v; 
2
)
:= inf
W−(t)+ 2v(ξ,η)W+(t)− 2
−vz(x, t).
Then for any  ∈ (0, 0) and α ∈ (0,α+0 (ε)), we have G(v+; 2 ) > 0 by utilizing |∇ϕ| < τ and (1.2).
Similarly, we have G(v−; 2 ) > 0.
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ρ >
2K0
βG(v; 2K0 )
sup
W−(t)+ 2K0v(ξ,η)W+(t)−

2K0
,t∈[0,T ]
∣∣ fu(v, t)∣∣ (4.2)
and a positive constant β (β < ν04 ) small enough. Let δ ∈ (0, 2K0 ) be given. Then
w+(x, t; v) := v(x, y, z − ρδ(1− e−βt), t)+ δa(t)
is a supersolution of (1.5) if L[v] 0 in R3 × (0,∞). Similarly,
w−(x, t; v) := v(x, y, z + ρδ(1− e−βt), t)− δa(t)
is a subsolution of (1.5) if L[v] 0 in R3 × (0,∞), where
a(t) = exp
{(
ν+ + ν− − ν0
4
)
t +
t∫
0
fu
(
W+(τ ), τ
)
dτ +
t∫
0
fu
(
W−(τ ), τ
)
dτ
}
(4.3)
and
K0 = max
t∈[0,T ] exp
{(
ν+ + ν−)t +
t∫
0
fu
(
W+(τ ), τ
)
dτ +
t∫
0
fu
(
W−(τ ), τ
)
dτ
}
 1.
Proof. The proof is similar to that of [49, Lemma 3.4] and so we omit it. 
We denote the norm of x= (x, y, z) ∈R3 by |x| :=√x2 + y2 + z2. Put
M1 := min
{
inf
x∈R3
v0,−2 max
t∈[0,T ]
{∣∣W+(t)∣∣, ∣∣W−(t)∣∣}− 1− ‖v0‖L∞(R3)}, (4.4)
M2 := max
{
sup
x∈R3
v0,2 max
t∈[0,T ]
{∣∣W+(t)∣∣, ∣∣W−(t)∣∣}+ 1+ ‖v0‖L∞(R3)}, (4.5)
m := max
M1uM2,t∈[0,T ]
∣∣ fu(u, t)∣∣.
For x0 = (x0, y0, z0) ∈ R3 and R > 0, take
B(x0; R) :=
{
x ∈R3 ∣∣ |x− x0| < R}.
For any subset D ⊂R3 the characteristic function χD of D is deﬁned by
χD(x) =
{
1, x ∈ D,
0, x /∈ D.
Let F (x, t) be a given continuous function satisfying
sup
x∈R3,t>0
∣∣F (x, t)∣∣m.
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(
∂
∂t
− ∂
2
∂x2
− ∂
2
∂ y2
− ∂
2
∂z2
− l ∂
∂z
)
u − F (x, t)u = 0, x ∈ R3, t > 0,
u(x,0) = u0(x), x ∈ R3. (4.6)
The following lemma follows from [47, Lemma 3].
Lemma 4.3. Let u(x, t) be a solution of (4.6). Then for all t > 0 we have
sup
x∈R3
u(x, t) emt max
{
0, sup
x∈R3
u0(x)
}
,
emt min
{
0, inf
x∈R3
u0(x)
}
 inf
x∈R3
u(x, t),
sup
x∈R3
u(x, t) emt‖u0‖L∞(R3).
If u0 = 1− χB(x0,√3R) for x0 ∈ R3 and R > 0, we have
∣∣u(x0, t)∣∣ 3emterfc
(
R − lt√
4t
)
,
where the complementary error function erfc is given by
erfc(z) := 2√
π
∞∫
z
e−t2 dt.
Furthermore, for any γ > 0 we have
sup
x∈D(2γ )
u(x, t) 3emterfc
(
γ − lt√
4t
)
sup
x∈D(γ )c
u0(x) + emt sup
x∈D(γ )
u0(x).
For each j (1  j  n) we consider a plane perpendicular to an edge Γ j = S j ∩ S j+1. Then the
cross section of z = max{h j(x, y),h j+1(x, y)} in this plane has a periodic V-form front. Let E j be
the two-dimensional periodic V-form front as in Theorem 4.1 corresponding to the cross section z =
max{h j(x, y),h j+1(x, y)}. We will write the precise deﬁnition of E j later.
Deﬁne
p j := A j B j+1 − A j+1B j > 0,
q j :=
√
(A j+1 − A j)2 + (B j+1 − B j)2 > 0.
Let
An+1 := A1, Bn+1 := B1.
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pn := AnB1 − A1Bn > 0, qn :=
√
(A1 − An)2 + (B1 − Bn)2 > 0.
The direction of Γ j is given by
ν j × ν j+1 = 1√
τ 2p2j + q2j
⎛
⎝ B j+1 − B jA j − A j+1
τ (A j B j+1 − A j+1B j)
⎞
⎠ ,
and the traveling direction of a two-dimensional V-form wave E j is given by
ν j+1 − ν j
|ν j+1 − ν j| × ν j × ν j+1 =
1
q j
⎛
⎝ A j − A j+1B j+1 − B j
0
⎞
⎠× 1√
τ 2p2j + q2j
⎛
⎝ B j+1 − B jA j − A j+1
τ (A j B j+1 − A j+1B j)
⎞
⎠
= 1
q j
√
τ 2p2j + q2j
⎛
⎝ τ (B j+1 − B j)p jτ (A j − A j+1)p j
q2j
⎞
⎠ .
Let s j be the speed of E j and 2θ j (0< θ j < π/2) be the angle between S j and S j+1. Then we get
s j sin θ j = c, sin θ j =
√
τ 2p2j + q2j
q j
√
1+ τ 2
and
s j = lq j√
τ 2p2j + q2j
.
The speed of E j toward the z-axis equals√
τ 2p2j + q2j
q j
s j = c
√
1+ τ 2 = l,
which coincides with the speed of V . Let
⎛
⎝ xy
z
⎞
⎠= R j
⎛
⎝ ξη
ζ
⎞
⎠ ,
⎛
⎝ ξη
ζ
⎞
⎠= RTj
⎛
⎝ xy
z
⎞
⎠ ,
where RTj is the transposed matrix of R j . Here we take
R j =
⎛
⎜⎜⎜⎜⎜⎜⎝
A j−A j+1
q j
τ (B j−B j+1)p j
q j
√
τ 2p2j+q2j
B j−B j+1√
τ 2p2j+q2j
B j−B j+1
q j
τ (A j+1−A j)p j
q j
√
τ 2p2j+q2j
A j+1−A j√
τ 2p2j+q2j
0
q j√
τ 2p2j+q2j
− τ p j√
τ 2p2j+q2j
⎞
⎟⎟⎟⎟⎟⎟⎠
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RTj =
⎛
⎜⎜⎜⎜⎜⎝
A j−A j+1
q j
B j−B j+1
q j
0
τ (B j−B j+1)p j
q j
√
τ 2p2j+q2j
τ (A j+1−A j)p j
q j
√
τ 2p2j+q2j
q j√
τ 2p2j+q2j
B j−B j+1√
τ 2p2j+q2j
A j+1−A j√
τ 2p2j+q2j
− τ p j√
τ 2p2j+q2j
⎞
⎟⎟⎟⎟⎟⎠ .
Deﬁne E j as
E j(x, y, z, t) := vˆ
(
(A j − A j+1)x+ (B j − B j+1)y
q j
,
τ (B j − B j+1)p jx+ τ (A j+1 − A j)p j y + q2j z
q j
√
τ 2p2j + q2j
, t;
lq j√
τ 2p2j + q2j
)
.
Direct calculations show that
L[E j] = vˆt − vˆξξ − vˆηη − s j vˆη − f (vˆ, t) = 0 for all (ξ,η, t) ∈ R2 × [0, T ].
Hence E j(x, t) satisﬁes (1.5) for each j (1 j  n). We call E j a planar periodic V-form front corre-
sponding to an edge Γ j .
Set
Q j :=
{
x ∈R3 ∣∣ dist(x,Γ ) = dist(x,Γ j)}, 1 j  n.
Then we have
R
3 =
n⋃
j=1
Q j.
Deﬁne
Eˆ(x, t) := max
1 jn
E j(x, t).
We have that Eˆ(x, t) is strictly monotone decreasing in z, because E j(x, t) is strictly monotone de-
creasing in z. In addition, Eˆ(x, t) has the following properties.
Lemma 4.4. The function Eˆ(x, t) satisﬁes
v−(x, t) < Eˆ(x, t) < V (x, t), x ∈R3, t ∈ [0, T ]
and
lim
γ→∞ supx∈D(γ ),t∈[0,T ]
∣∣Eˆ(x, t) − v−(x, t)∣∣= 0. (4.7)
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max
{
U
(
c
l
(
z − h j(x, y)
)
, t
)
,U
(
c
l
(
z − h j+1(x, y)
)
, t
)}
< E j(x, t).
So
v−(x, t) = U
(
c
l
(
z − h(x, y)), t)< Eˆ(x, t).
We consider the left-hand side and the right-hand side as the initial value of (1.5), respectively.
Namely, we consider the solution v(x, t + kT ;U ( cl (z − h j(x, y)),0)) and v(x, t + kT ; E j(x,0)) of (1.5).
Letting k → ∞, we have
E j(x, t) < V (x, t) for all x ∈R3, t ∈ [0, T ].
Consequently, the comparison principle implies
Eˆ(x, t) < V (x, t) for all x ∈R3, t ∈ [0, T ].
Without loss of generality, as γ → ∞ we can assume that either
∣∣z − h(x, y)∣∣→ ∞
or
sup
∣∣z − h(x, y)∣∣< ∞, dist(x,Γ ) → ∞, x ∈ Q j for some j.
For the former case Eˆ(x, t) and v−(x, t) converge to W∓(t) and thus the equality stated above
holds true. For the latter case Ei(x, t) converges to W−(t) for any i = j and we have |E j(x, t) −
v−(x, t)| → 0. Thus, we get (4.7). 
Now, we consider the following ordinary differential equations
d
dt
w(t) = f (w(t), t),
w(0) = M1.
Similarly, we deﬁne w¯(t) by
d
dt
w(t) = f (w(t), t),
w(0) = M2.
By (4.4) and (4.5) we know that M1  v0  M2. Hence
w(t) v(x, t; v0) w(t)
follows from the comparison principle. By the hypotheses (H2) we know that the Poincaré map P (α)
is monotonic and has only three ﬁxed points with α± being stable, thus P (α) > α for all α < α− and
P (α) < α for all α > α+ (see also [1]). It follows that
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k→∞
w(t + kT ) = W+(t) uniformly for t ∈ [0, T ]
and
lim
k→∞
w(t + kT ) = W−(t) uniformly for t ∈ [0, T ].
Hence for all δ ∈ (0, 2K0 ), x ∈ R3 and t ∈ [0, T ], there exists a number k1 satisfying
W−(t + kT ) − δ  w(t + kT )
 v(x, t + kT ; v0)
 w(t + kT )W+(t + kT ) + δ, k k1. (4.8)
By Lemma 4.3, we get
sup
x∈D(2γ )
∣∣v(x, t + kT ; v0) − V (x, t)∣∣
 3em(t+kT )erfc
(
γ − l(t + kT )√
4(t + kT )
)
sup
D(γ )c
∣∣v0(x) − V (x,0)∣∣+ em(t+kT ) sup
D(γ )
∣∣v0(x) − V (x,0)∣∣
for t ∈ [0, T ]. Then we obtain
lim
γ→∞ supx∈D(γ ),t∈[0,T ]
∣∣v(x, t + kT ; v0) − V (x, t)∣∣= 0 for any ﬁxed k ∈N. (4.9)
Notice that (4.9) implies
lim
γ→∞ supx∈D(γ )
∣∣v0(x) − v−(x,0)∣∣= 0. (4.10)
Let v+(x, t) be as in Lemma 3.1. We deﬁne
V ∗(x, t) := lim
k→∞
v
(
x, t + kT ; v+) for any x ∈ R3 and t ∈ [0, T ].
Since v+(x, t) is a supersolution of (1.5) and satisﬁes v+(x, t + T ) = v+(x, t), we have that v(x, t +
kT ; v+)  v(x, t + (k + 1)T ; v+) for any x ∈ R3, t ∈ [0, T ] and k ∈ N. Then proceeding the similar
argument as to V (x, t), we obtain that V ∗(x, t) is C2 in x and C1 in t , and satisﬁes (1.5) and V ∗(x, t) =
V ∗(x, t + T ) for all x ∈ R3, t ∈ R. It is clear that
V (x, t) V ∗(x, t), (x, t) ∈ R3 × [0, T ].
Now we state some lemmas, which play key roles in proving the asymptotic stability.
Proposition 4.5. Assume that v0 satisﬁes (1.13). For any given ε1 > 0, we can choose k∗ ∈ N large enough
such that
lim
R→∞ sup|x|R,t∈[0,T ]
∣∣v(x, t + kT ; v0) − Eˆ(x, t)∣∣< ε1 for any ﬁxed k k∗. (4.11)
W.-J. Sheng et al. / J. Differential Equations 252 (2012) 2388–2424 2409In addition we have
lim inf
k→∞
inf
x∈R3,t∈[0,T ]
(
v(x, t + kT ; v0) − Eˆ(x, t)
)
 0.
Proof. Without loss of generality we assume 0< ε1 < 1/2. Set
I j := Ω j
⋂
Ω j+1 =
{
s
(
A j + A j+1
B j + B j+1
) ∣∣∣ s 0}, 1 j  n − 1,
In := Ωn
⋂
Ω1 =
{
s
(
An + A1
Bn + B1
) ∣∣∣ s 0}.
Then I j is the projection of Γ j onto the x–y plane and
⋃n
j=1 I j is the projection of Γ onto the x–y
plane.
Without loss of generality we assume x ∈ Q j for some j (1 j  n) as |x| → ∞. Since (∂/∂x)2 +
(∂/∂ y)2 is invariant under rotations on the x–y plane, we can assume Ω j ∩ Ω j+1 = {(0, y,0) | y  0}
and
(A j, B j) = (A, B), (A j+1, B j+1) = (−A, B),
where A > 0, B > 0 and A2 + B2 = 1. Two planes S j+1 and S j are z = τ (−Ax + By) and z =
τ (Ax + By), respectively. The common line Γ j of them is x = 0, z = τ By. The projection of Q j onto
the x–y plane is given by {y  a|x|, x 0} ∪ {y  b|x|, x 0} for some a > 0 and b > 0. Hereafter we
denote Q j by Q for simplicity.
Actually, (4.10) implies
lim
γ→∞ supx∈D(γ )
∣∣∣∣v0(x) − U
(
c
l
(
z − τ By − τ A|x|),0)∣∣∣∣= 0.
The unit normal vector of the common line Γ j is given by
1√
1+τ 2B2 (0,−τ B,1), 2θ j is the angle
between S j and S j+1 (0< θ j < π/2). We denote θ j by θ for simplicity. Then we get
√
1+ τ 2B2√
1+ τ 2 = sin θ.
The change of variables is as follows:
⎛
⎝ xy
z
⎞
⎠=
⎛
⎜⎜⎝
1 0 0
0 − τ B√
1+τ 2B2 −
1√
1+τ 2B2
0 1√
1+τ 2B2 −
τ B√
1+τ 2B2
⎞
⎟⎟⎠
⎛
⎝ ξη
ζ
⎞
⎠ .
Then we have
⎛
⎝ ξη
ζ
⎞
⎠=
⎛
⎜⎜⎝
1 0 0
0 − τ B√
1+τ 2B2
1√
1+τ 2B2
0 − 1√
2 2
− τ B√
2 2
⎞
⎟⎟⎠
⎛
⎝ xy
z
⎞
⎠ .1+τ B 1+τ B
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U
(
c
s j
(
η −
√
s2j − c2
c
|ξ |
)
, t
)
= U
(
c
l
(
z − τ By − τ A|x|), t),
where s j = l√
1+τ 2B2 . Hereafter we denote s j and E j by s and E for simplicity, respectively. Now
E(x, t) = vˆ(ξ,η, t; s) = vˆ
(
x,
z − τ By√
1+ τ 2B2 , t; s
)
is a solution of (1.5). Let W˜ (ξ,η, t) = W˜ (ξ,η, t; W˜0) be the solution of
W˜t − W˜ξξ − W˜ηη − sW˜η − f (W˜ , t) = 0, (ξ,η) ∈R2, t > 0,
W˜ (ξ,η,0) = W˜0(ξ,η), (ξ,η) ∈ R2. (4.12)
Taking
W0(x, y, z) = W˜0
(
x,
z − τ By√
1+ τ 2B2 ,0
)
,
we have W (x, y, z, t;W0) = W˜ (ξ,η, t; W˜0) satisfying
L[W ] = 0, (x, y, z) ∈R3, t > 0,
W (x,0) = W0(x), (x, y, z) ∈ R3. (4.13)
Notice that
U
(
c
s
(
η −
√
s2 − c2
c
|ξ |
)
, t
)
= U
(
c
l
(
z − τ By − τ A|x|), t) U(c
l
(
z − h(x, y)), t).
By the strong comparison principle we get
E(x, t) < V (x, t), x ∈R3 and t ∈R.
Since this inequality holds true for all edges, we have
Eˆ(x, t) < V (x, t), x ∈R3 and t ∈R.
By utilizing (4.7) and (4.10), we get
lim
γ→∞ supx∈D(γ )∩Q
∣∣v0(x) − E(x,0)∣∣= 0.
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g(γ ) = sup
x∈D(γ )∩Q
∣∣v0(x) − E(x,0)∣∣ for γ  1,
sup
x∈D(γ )∩Q
∣∣v0(x) − E(x,0)∣∣ g(γ ) min
t∈[0,T ]
{∣∣W+(t)∣∣, ∣∣W−(t)∣∣}+ 1+ ‖v0‖L∞(R3),
0< γ < 1,
g′(γ ) < 0, 0< γ < 1,
g(γ ) = g(−γ ) for γ ∈R.
It is obvious that g(γ ) is monotone non-increasing in γ > 0 and satisﬁes limγ→∞ g(γ ) = 0. Since
dist(x,Γ ) = dist((x, y, z),Γ j)=
√
(1+ τ 2B2)x2 + (z − τ By)2√
1+ τ 2B2 for x ∈ Q ,
we have
∣∣v0(x) − E(x,0)∣∣ g(|x|)= g
(√
(1+ τ 2B2)x2 + (z − τ By)2√
1+ τ 2B2
)
for x ∈ Q . (4.14)
We study (4.12) for
W˜±0 (ξ,η) := vˆ(ξ,η,0; s) ± g
(√
ξ2 + η2 ),
which is equivalent to study (4.13) for
W±0 (x) := E(x,0) ± g
(√
x2 + 1
1+ τ 2B2 (z − τ By)
2
)
,
respectively. It is obvious that
lim
R→∞ supξ2+η2>R2
∣∣W˜±0 (ξ,η) − vˆ(ξ,η,0; s)∣∣= 0.
For s = l√
1+τ 2B2 , applying Theorem 4.1 we have
lim
k→∞
∥∥W˜ (ξ,η, , t + kT ; W˜±0 )− vˆ(ξ,η, t; s)∥∥C(R2×[0,T ]) = 0.
Thus
lim
k→∞
∥∥W (x, t + kT ;W±0 )− E(x, t)∥∥C(R3×[0,T ]) = 0.
Taking k′j ∈N large enough such that
sup
kk′j
∥∥W (·, · + kT ;W±0 )− E(· , ·)∥∥C(R3×[0,T ]) < ε12 . (4.15)
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v¯±(x, t) = v(x, t; v0) − W
(
x, t;W±0
)
.
Then v¯± satisﬁes
(
∂
∂t
− ∂
2
∂x2
− ∂
2
∂ y2
− ∂
2
∂z2
− l ∂
∂z
+
1∫
0
fu
(
θ v(x, t) + (1− θ)W (x, t;W±0 ))dθ
)
v¯±(x, t) = 0,
x ∈R3, t > 0,
v¯±(x,0) = v0(x) − E(x,0) ∓ g
(√
x2 + 1
1+ τ 2B2 (z − τ By)
2
)
, x ∈R3,
respectively. In particular, from (4.14) we get
v¯+(x,0) 0, v¯−(x,0) 0 if x ∈ Q .
Let vˆ±(x, t) be deﬁned by
(
∂
∂t
− ∂
2
∂x2
− ∂
2
∂ y2
− ∂
2
∂z2
− l ∂
∂z
+
1∫
0
fu
(
θ v(x, t) + (1− θ)W (x, t;W±0 ))dθ
)
vˆ±(x, t) = 0,
x ∈R3, t > 0,
vˆ±(x,0) =
(
v0(x) − E(x,0) ± g
(√
x2 + 1
1+ τ 2B2 (z − τ By)
2
))(
1−χQ (x)
)
, x ∈ R3.
By the comparison principle we obtain
v¯+(x, t) vˆ+(x, t), −vˆ−(x, t) v¯−(x, t). (4.16)
Then we have
2M1 − 1
(
v0(x) − E(x,0) ± g
(√
x2 + 1
1+ τ 2B2 (z − τ By)
2
))(
1−χQ (x)
)
 2M2 + 1.
Applying Lemma 4.3 to vˆ±(x, t), for t > 0 we have
0 vˆ±(x, t) 3(2M2 + 1)emterfc
(
R − lt√
4t
)
if x ∈ Q and √3R < dist(x, ∂Q ).
It follows that
lim
R→∞ supx∈Q ,dist(x,∂Q )R,t∈[0,T ]
vˆ±(x, t + kT ) = 0
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W (x, t + kT ,W0), we can take a constant r j > 0 large enough such that
sup
x∈Q ,dist(x,∂Q )r j ,t∈[0,T ]
∣∣v(x, t + kT , v0) − E(x, t)∣∣< ε1.
Thus we have obtained the estimates on Q , namely, on Q j for some j. We set
k∗ := max
{
k′1, . . . ,k′n
}
.
Applying the argument stated above for each j (1 j  n), we have
max
1 jn
sup
x∈Q ,dist(x,∂Q )rˆ,t∈[0,T ]
∣∣v(x, t + kT , v0) − E(x, t)∣∣< ε1 for any k k∗, (4.17)
with rˆ := max{r1, r2, . . . , rn}. Applying Lemma 4.3 to v(x, t + kT , v0) − V (x, t) we have
sup
x∈D(2γ ),t∈[0,T ]
∣∣v(x, t + kT , v0) − V (x, t)∣∣
 3em(t+kT )erfc
(
γ − l(t + kT )√
4(t + kT )
)
sup
D(γ )c
∣∣v0(x) − V (x,0)∣∣+ em(t+kT ) sup
D(γ )
∣∣v0(x) − V (x,0)∣∣.
From the deﬁnitions of Γ and Q j we get
lim
R→∞ inf|x|R,dist(x,∂Q j)rˆ
dist(x,Γ ) = ∞ for all 1 j  n.
Thus we obtain
lim
R→∞ sup|x|R,dist(x,Q j)rˆ,t∈[0,T ]
∣∣v(x, t + kT , v0) − Eˆ(x, t)∣∣< ε1 for all 1 j  n.
By this estimate and (4.17), we have
sup
|x|R,t∈[0,T ]
∣∣v(x, t + kT , v0) − Eˆ(x, t)∣∣< ε1 for any ﬁxed k k∗.
We next estimate v(x, t + kT , v0) from below. We set v0(x) = vˇ0(ξ,η, ζ ). Deﬁne
pˆ(ξ,η) := inf
ζ∈Rmin
{
0, vˇ0(ξ,η, ζ ) − vˆ(ξ,η, t; s)
}
 0.
From (4.11), 0< ε < 1 and the assumptions of v0 we have
lim
R→∞ supξ2+η2>R2
∣∣pˆ(ξ,η)∣∣= 0.
We choose a positive value function qˆ(r) ∈ C∞[0,∞) satisfying limr→∞ qˆ(r) = 0 and
sup
ξ2+η2>r2
∣∣pˆ(ξ,η)∣∣ qˆ(r) for all r  0.
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W˜0(ξ,η) = vˆ(ξ,η,0; s) + qˆ
(√
ξ2 + η2 ).
Then we have
W˜0(ξ,η) vˇ0(ξ,η, ζ ),
and thus
W˜ (x, t; W˜0) v(x, t; v0) for all x ∈R3 and t > 0,
W (x, t;W0) v(x, t; v0) for all x ∈R3 and t > 0.
Theorem 4.1 implies
lim
k→∞
sup
x∈R3,t∈[0,T ]
∣∣W (x, t + kT ;W0) − E(x, t)∣∣= 0.
For any given ε′ > 0 there exists k′′j ∈N such that
E(x, t) − ε′  v(x, t + kT ; v0) for all x ∈R3, t ∈ [0, T ] and k > k′′j .
Applying the above argument to all j we can obtain
Eˆ(x, t) − ε′  v(x, t + kT ; v0) for all x ∈R3, kmax1 jn
{
k′′1,k′′2, . . . ,k′′n
}
.
The proof is complete. 
Lemma 4.6. Let V be deﬁned as in Theorem 1.1. Then it satisﬁes
lim
R→∞ sup|x|R,t∈[0,T ]
∣∣V (x, t) − Eˆ(x, t)∣∣= 0,
lim
R→∞ sup|z−h(x,y)|R,t∈[0,T ]
∣∣Vz(x, t)∣∣= 0. (4.18)
In addition, for any δ ∈ (0, 2K0 ), we have G(V ; δ) > 0. Similarly, V ∗ satisﬁes
lim
R→∞ sup|x|R,t∈[0,T ]
∣∣V ∗(x, t) − Eˆ(x, t)∣∣= 0. (4.19)
Proof. By taking v0 = V and v0 = V ∗ in Proposition 4.5, respectively, we obtain that (4.18) and (4.19)
hold.
Now we show that G(V ; δ) > 0 holds. Since we have Vz < 0 in R3, −Vz has a positive minimum
on any compact subset of R3. Thus we need only to study Vz(x, t) as |x| → ∞. Assume that xi =
(xi, yi, zi) satisﬁes limi→∞ |xi | = ∞ and W−(t) + 2K0  V (x, t)  W+(t) − 2K0 for all t ∈ [0, T ]. It
suﬃces to prove lim infi→∞,t∈[0,T ] −Vz(xi, t) > 0. By using (1.12) and the deﬁnition of v− , we have
limsupi→∞ dist(xi;Γ ) < ∞. Without loss of generality we can assume
lim |xi| = ∞, limsupi→∞dist(x;Γ j) < ∞ for some 1 j  n.
i→∞
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lim
i→∞
dist(xi;Γm) = ∞ for allm = j.
It follows from (4.18) that
lim
R→∞ sup|xi|R,t∈[0,T ]
∣∣V (xi, t) − E j(xi, t)∣∣= 0.
Namely,
lim
i→∞
sup
|xi|∈B(xi;2),t∈[0,T ]
∣∣V (xi, t) − E j(xi, t)∣∣.
By the interpolation ‖ · ‖C1 
√‖ · ‖C0‖ · ‖C2 , we have∥∥∥∥ ∂∂z V (xi, t) − D3E j(xi, t)
∥∥∥∥
C0(B(xi;2)×[0,T ])
→ 0,
where
D3E j(xi, t) := q j√
τ 2p2j + q2j
D2 vˆ(xi, t)
(
(A j − A j+1)x+ (B j − B j+1)y
q j
,
τ (B j − B j+1)p jx+ (A j+1 − A j)p j y + q2j z
q j
√
τ 2p2j + q2j
, t; s j
)
,
with s j = lq j√
τ 2p2j+q2j
, D2 := ∂∂ y and D3 := ∂∂z . Combining this estimate and Theorem 4.1 we obtain
lim
i→∞
inf
t∈[0,T ] Vz(xi, t) > 0.
Namely, G(V ; δ) > 0.
The assumption z − h(x, y) → ∞ implies dist(x,Γ ) → ∞. Since
lim
R→+∞ sup|z−h(x,y)|R,t∈[0,T ]
∣∣∣∣V (x, y, z, t) − U
(
c
l
(
z − h(x, y)), t)∣∣∣∣→ 0
and
lim
R→∞ sup|z−h(x,y)|R,t∈[0,T ]
∣∣∣∣Uz
(
c
l
(
z − h(x, y)), t)∣∣∣∣→ 0,
the interpolation ‖ · ‖C1  2
√‖ · ‖C0‖ · ‖C2 implies
lim
R→∞ sup|z−h(x,y)|R,t∈[0,T ]
|Vz| = 0.
This completes the proof. 
2416 W.-J. Sheng et al. / J. Differential Equations 252 (2012) 2388–2424Lemma 4.7. Fix any δ ∈ (0, 2K0 ). We have G(E j; δ) > 0 for each j (1 j  n). For any x ∈R3 with α− + δ 
max1 jn E j(x,0) α+ − δ, we have
sup
0<λ<λ0
Eˆ(x, y, z + λ,0) − Eˆ(x,0)
λ
− min
1 jn
G
(
E j; δ2
)
< 0,
where λ0 is a positive constant depending on δ0 and is independent of (x, y, z).
Proof. G(E j; δ) > 0 is an immediate consequence of Theorem 4.1 and the deﬁnition of E j . The re-
maining part follows from [47, Lemma 6]. 
Lemma 4.8. For x ∈R3 and t ∈ [0, T ], V ∗(x, t) ≡ V (x, t).
Proof. Assume the contrary. Namely, V ∗(x,0) ≡ V (x,0) for some x. Then we have V (x,0) < V ∗(x,0)
in R3 by the strong maximum principle. In view of (4.18) and (4.19), for δ ∈ (0, 2K0 ) and suﬃciently
large λ > 0 we have
V ∗(x,0) V (x, y, z − λ,0) + δ.
Due to Lemma 4.2 we know that
V
(
x, y, z − λ − ρδ(1− e−βt), t)+ δa(t)
is a supersolution of (1.5) on t  0, where ρ and a(t) are deﬁned in (4.2) and (4.3), respectively. Thus
we have
V ∗(x, t) V
(
x, y, z − λ − ρδ(1− e−β(t+kT )), t + kT )+ δa(t + kT )
for x ∈ R3, t ∈ [0, T ] and k ∈ N. Sending k → ∞ we get
V ∗(x, t) V (x, y, z − λ − ρδ, t) for x= (x, y, z) ∈R3 and t ∈ [0, T ].
Deﬁne
Λ := inf{λ ∈R ∣∣ V ∗(x,0) V (x, y, z − λ,0)}.
We have Λ 0 and
V ∗(x,0) V (x, y, z − Λ,0) for x= (x, y, z) ∈R3.
The assumption V ∗(x,0) ≡ V (x,0) yields Λ > 0. By Lemma 4.6 we can take R∗ > 0 suﬃciently large
satisfying
2ρ sup
|z−h(x,y)|R∗−ρ 2K0
∣∣Vz(x, y, z − Λ,0)∣∣< 1.
Deﬁne
D1 :=
{
x = (x, y, z) ∈R3 ∣∣ ∣∣z − h(x, y)∣∣ R∗}.
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V ∗(x,0) < V (x, y, z − Λ,0) for x= (x, y, z) ∈ R3.
We choose a constant 1 > 0 suﬃciently small satisfying
0< 1 <min
{

4K0
,
Λ
4ρ
}
.
Utilizing Lemma 4.7, for (x, y, z) ∈ D1 we get
Eˆ
(
x, y, z − Λ
2
,0
)
− Eˆ
(
x, y, z − Λ
4
,0
)
= −Eˆ
(
x, y, z − Λ
2
+ Λ
4
,0
)
+ Eˆ
(
x, y, z − Λ
2
,0
)
min
{
λ0,
Λ
4
}
min
1 jn
G
(
E j; 12δ0
)
> 0,
where
δ0 := min
{

4K0
,α+ − max
1 jn,0ψ1
sup
|z−h(x,y)|R∗
E j
(
x, y, z + Λ
2
ψ,0
)
,
max
1 jn,0ψ1
sup
|z−h(x,y)|R∗
E j
(
x, y, z + Λ
2
ψ,0
)
− α−
}
∈ (0,1),
and λ0 is deﬁned in Lemma 4.7 associated with δ0. Thus we get
inf
(x,y,z)∈D1
(
Eˆ(x, y, z − Λ + 2ρ1,0) − Eˆ(x, y, z,0)
)
>min
{
λ0,
Λ
4
}
min
1 jn
G
(
E j; 12δ0
)
> 0.
If x ∈ D1 and |x| is large enough, say |x| R0 for some R0 > 0, applying Lemma 4.6, we get
V ∗(x,0) < V
(
x, y, z − Λ
2
,0
)
 V (x, y, z − Λ + 2ρ1,0).
Since D1 ∩ B(0; R0) is a compact set in R3, we have
V ∗(x,0) < V (x, y, z − Λ + 2ρ1,0) in D1 ∩ B(0; R0)
for suﬃciently small 1. Thus we obtain
V ∗(x,0) < V (x, y, z − Λ + 2ρ1,0) in D1 .
In R3 \ D1, we have
2418 W.-J. Sheng et al. / J. Differential Equations 252 (2012) 2388–2424V (x, y, z − Λ + 2ρ1,0) − V (x, y, z − Λ,0)
= 2ρ1
1∫
0
Vz(x, y, z − Λ + 2θρ1,0)dθ −1.
Combining both cases together, we have
V ∗(x,0) < V (x, y, z − Λ + 2ρ1,0) + 1 in R3.
Deﬁne
v++(x, t) := V (x, y, z − Λ + 2ρ1 − ρ1(1− e−βt), t)+ 1a(t)
for x ∈R3 and t  0. By Lemma 4.2 we know that v++(x, t) is a supersolution of (1.5). Thus we obtain
V ∗(x, t) = V ∗(x, t + kT ) v++(x, t + kT )
= V (x, y, z − Λ + 2ρ1 − ρ1(1− e−β(t+kT )), t + kT )+ 1a(t + kT )
for x ∈ R3, t ∈ [0, T ] and k ∈ N. Letting k → ∞ yields
V ∗(x, t) V (x, y, z − Λ + ρ1, t) for all x ∈R3 and t ∈ [0, T ].
This contradicts the deﬁnition of Λ. Thus Λ = 0 follows and we proved V ∗(x, t) ≡ V (x, t). The proof
is complete. 
We now prove Theorem 1.2.
Proof of Theorem 1.2. Let δ ∈ (0, 4K0(1+a∗) ) be arbitrarily given. We take ε1 ∈ (0,min{ε+0 , 4K0(1+a∗) }).
Utilizing (4.1), (4.8) and (4.11), we take α ∈ (0,α+0 (ε1)) and get
v(x, t + k1T ; v0) v+(x, t) + δ for all x ∈ R3 and t ∈ [0, T ].
For each x ∈ R3 and t ∈ [0, T ], we have v(x, t + kT ; v−) and v(x, t + kT ; v+) are monotone increasing
and monotone decreasing in t > 0, respectively. Let m > 1 be an arbitrarily given number. Taking
k2  k1 and r2 > 0 suﬃciently large, if |x| r2 and k k2, we get
V (x, t) − δ
m
 v
(
x, t + kT ; v−) V (x, t),
V (x, t) v
(
x, t + kT ; v+) V (x, t) + δ
m
for t ∈ [0, T ]. On the other hand, in B(0; r2) the interior estimates (see [32]) yield
lim
k→∞
sup
x∈B(0;r2),t∈[0,T ]
∣∣v(x, t + kT ; v−)− V (x, t)∣∣= 0,
lim
k→∞
sup
x∈B(0;r ),t∈[0,T ]
∣∣v(x, t + kT ; v+)− V (x, t)∣∣= 0.
2
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lim
k→∞
∥∥v(x, t + kT ; v−)− V (x, t)∥∥L∞(R3×[0,T ]) = 0,
lim
k→∞
∥∥v(x, t + kT ; v+)− V (x, t)∥∥L∞(R3×[0,T ]) = 0.
Thus for any δˆ > 0 we take kˆ > 0 large enough such that
V (x, t) − δˆ < v(x, t + kT ; v−)
 v
(
x, t + kT ; v+)< V (x, t) + δˆ for x ∈R3, k > kˆ and t ∈ [0, T ].
By Lemma 4.3 we get
V (x, t) − δˆ < v(x, t + (k + kˆ)T ; v0)< V (x, t) + δˆ for x ∈R3, t ∈ [0, T ] and k ∈N,
if
v−(x, t) − δˆe−m(kˆT ) < v(x, t + kT ; v0) < v+(x, t) + δˆe−m(kˆT ) for some k ∈ N. (4.20)
Thus to prove the theorem, it suﬃces to show that (4.20) holds for any small δˆe−m(kˆT ) .
We ﬁrst study the upper estimate. From the deﬁnition of v+ and ε1 < 4K0(1+a∗) , we have
G(v+; 2K0 ) > 0. Let ρ be as in Lemma 4.2, then we know that
v+++(x, t) = v+(x, y, z − ρδ(1− e−β(t+kT )), t + kT )+ δa(t + kT )
and
v−−−(x, t) = v−(x, y, z + ρδ(1− e−β(t+kT )), t + kT )− δa(t + kT )
are a supersolution and a subsolution of (1.5), respectively. Sending k → ∞ in the right-hand side we
have
limsup
k→∞
sup
x∈R3,t∈[0,T ]
(
v(x, t + kT ; v0) − v+(x, y, z + ρδ), t
)
 0,
lim inf
k→∞
inf
x∈R3,t∈[0,T ]
(
v(x, t + kT ; v0) − v−(x, y, z + ρδ), t
)
 0.
So far we have proved that (4.20) holds true, since the lower estimate is an immediate consequence
of Proposition 4.5 and Lemma 4.4.
Due to the arbitrariness of δˆ, we have completed the proof. 
Corollary 4.9. Let V be the three-dimensional periodic pyramidal traveling front associated with the pyramid
z = h(x, y). If (1.5) has a solution v with
lim
R→∞ sup|x|R,t∈[0,T ]
∣∣v(x, t) − Eˆ(x, t)∣∣= 0,
then we have v ≡ V .
2420 W.-J. Sheng et al. / J. Differential Equations 252 (2012) 2388–2424It is known from Corollary 4.9 that a three-dimensional periodic pyramidal traveling front is
uniquely determined as a combination of two-dimensional V-form fronts.
5. Existence of periodic pyramidal traveling fronts inRN with N  4
In this section, we study the existence of periodic N-dimensional nonplanar traveling waves to (1.1)
with N  4. Without confusion, we use the same notations as in previous sections. Without loss of
generality, we denote y = (y1, y2, . . . , yN) ∈ RN and y′ = (y1, y2, . . . , yN−1) ∈ RN−1. In addition, we
assume c > 0 and the solutions travel towards yN -direction. Let
u(y, t) = v(y′, yN − lt, t), s = yN − lt.
For simplicity, we denote v(y′, s, t) by v(y′, yN , t). Substituting v into (1.4), we have
L[v] := vt − v − l ∂v
∂ yN
− f (v, t) = 0, y ∈RN , t > 0,
v(y,0) = v0(y), y ∈ RN . (5.1)
Let n 3 be a given integer and τ > 0 be given by (1.6). Let {A j}nj=1 ∈ RN be a set of unit vectors
such that A j = Ai , if i = j. Then A j = (A1, j, A2, j, . . . , AN−1, j) satisﬁes
|A j| =
N−1∑
i=1
A2i, j = 1 (5.2)
for j = 1,2, . . . ,n. Thus (−τA j,1) ∈ RN is a normal vector of {y ∈ RN |yN = τ (A j,y′)}, where (A j,y′)
is deﬁned by
(
A j,y
′) := N−1∑
i=1
Ai, j yi .
Put
h j
(
y′
) := τ (A j,y′),
h
(
y′
) := max
1 jn
h j
(
y′
)= τ max
1 jn
(
A j,y
′). (5.3)
Then {y ∈ RN |yN = h(y′)} is a pyramid in RN . We deﬁne Ω j , S j , Γ j , D(γ ) as in Section 2 by replacing
(x, y) and (x, y, z) with y′ and y, respectively. We denote the boundary of Ω j by ∂Ω j . For every A j
satisfying (5.2), (5.1) has a planar front solution U ( cl (yN − h j(y′)), t). Deﬁne
v−(y, t) := U
(
c
l
(
yN − h
(
y′
))
, t
)
= max
1 jn
U
(
c
l
(
yN − h j
(
y′
))
, t
)
. (5.4)
It is obvious that v−(y, t) is a subsolution of (5.1).
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ρ˜(r) > 0, ρ˜r(r) 0 for r  0,
ρ˜(r) ≡ 1 if r > 0 small enough,
ρ˜(r) = e−r if r > 0 large enough, say r > R0,∫
RN−1
ρ˜
(∣∣y′∣∣)dy′ = 1.
Without loss of generality we assume R0 > 1. Thus we have
∫
RN−1
ρ˜
(∣∣y′∣∣)dy′ = (N − 1)π N−12
Γ ( N+12 )
∞∫
0
rN−2ρ˜(r)dr,
where Γ is the Gamma function. Setting ρ(y′) = ρ˜(|y′|), we have
∫
RN−1
ρ
(
y′
)
dy′ = 1.
In addition, for any nonnegative integers j1, . . . , jN−1 satisfying 0
∑N−1
p=1 jp  3, there exists a posi-
tive constant M1 such that
∣∣D j11 · · · D jN−1N−1ρ(y′)∣∣ M1ρ(y′) for all y′ ∈RN−1. (5.5)
We put ϕ := ρ ∗ h which implies the convolution of ρ and h deﬁned by
ϕ
(
y′
) := ∫
RN−1
ρ
(
y′′
)
h
(
y′ − y′′)dy′′
=
∫
RN−1
ρ
(
y′ − y′′)h(y′′)dy′′ for all y′,y′′ ∈RN−1. (5.6)
Thus we obtain a molliﬁed pyramid yN = ϕ(y′) associated with a pyramid yN = h(y′). Deﬁne
S
(
y′
) := l√
1+ |∇ϕ(y′)|2 − c, (5.7)
where ∇ϕ(y′) = (∂ϕ/∂ y1 · · · , ∂ϕ/∂ yN−1). By a similar argument to that of [30], we can obtain a
series of lemmas as in Section 2. Proceed the same procedure as in the previous sections, we obtain
the following lemma and theorem.
Lemma 5.1. There exist a positive constant ε+0 and a positive function α
+
0 (ε) such that, for 0 < ε  ε
+
0 and
0< α  α+0 (ε),
v+(y, t;ε,α) := U
(
yN − 1αϕ(αy′)√
1+ |∇ϕ(αy′)|2 , t
)
+ εa(t)S(αy′)
2422 W.-J. Sheng et al. / J. Differential Equations 252 (2012) 2388–2424is a supersolution of (5.1) on t ∈ (−∞,+∞), where
a(t) := 2exp
{
1
2
(
ν+t + ν−t +
t∫
0
fu
(
W+(τ ), τ
)
dτ +
t∫
0
fu
(
W−(τ ), τ
)
dτ
)}
.
In addition,
lim
γ→∞ supy∈D(γ ),t∈[0,T ]
∣∣v+(y, t;ε,α) − v−(y, t)∣∣ (1+ a∗l)ε, (5.8)
v−(y, t) < v+(y, t;ε,α), (5.9)
with a∗ := maxt∈[0,T ] a(t).
Our aim in this section is to seek for the solution V (y, t) with
L[V ] := Vt − V − l ∂V
∂ yN
− f (V , t) = 0, y ∈ RN , t ∈ [0, T ], (5.10)
V (· , ·) = V (· , · + T ), y ∈ RN . (5.11)
Theorem5.2. Assume l > c > 0, and let h(y′) and v−(y, t) be given by (5.3) and (5.4), respectively. In addition,
we also assume that the hypotheses (H1)–(H3) hold. Then there exists a solution V (y, t) of (5.10) and (5.11)
satisfying
U
(
c
l
(
yN − h
(
y′
))
, t
)
< V (y, t) < W+(t), (y, t) ∈RN × [0, T ]
and
lim
γ→+∞ supy∈D(γ ),t∈[0,T ]
∣∣V (y, t) − v−(y, t)∣∣= 0,
∂V
∂ yN
(y, t) < 0 for all y ∈RN . (5.12)
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