We deal with lattices that are generated by the Vandermonde matrices associated to the roots of Chebyshev-polynomials. If the dimension d of the lattice is a power of two, i.e. d = 2 m , m ∈ N, the resulting lattice is an admissible lattice in the sense of Skriganov [12] . These are related to the Frolov cubature formulas, which recently drew attention due to their optimal convergence rates [18] in a broad range of Besov-Lizorkin-Triebel spaces. We prove that the resulting lattices are orthogonal and possess a lattice representation matrix with entries not larger than 2 (in modulus). This allows for an efficient enumeration of the Frolov cubature nodes in the d-cube [−1/2, 1/2] d up to dimension d = 16.
Introduction
A lattice is a set of points in R d given by
where the a j ∈ R d are the columns of the generating matrix A ∈ R d×d . Of particular interest are admissible lattices Γ in the sense of Skriganov [12] which fulfill
This immediately implies that any vector in the lattice (except the zero vector) consists of only non-vanishing components. However, the condition in (1.1) is much stronger than that and crucial for the performance of the Frolov [6] 
2) see also Bykovskii [2] , Dubinin [3, 4] , Temlyakov [14, 15] and the recent papers by M. Ullrich [16, 17] , Nguyen, M. Ullrich and T. Ullrich [18, 11] 1 and Krieg, Novak [8] . Its asymptotic performance is well-understood as it provides optimal convergence rates for several classes of functions with bounded mixed derivative and compact support, given that Γ A = A(Z d ) is admissible. However, there is a degree of freedom in choosing the lattice generating matrix A in (1.2) such that property (1.1) holds which significantly affects the numerical properties of the algorithm. In the original paper by Frolov [6] [1] or Gruber, Lekkerkerker [7] .
The above polynomial P d has a striking disadvantage, namely that the real roots of the polynomials grow with d and therefore the entries in A get huge due to the Vandermonde structure. In fact, sticking to the structure (1.3), it seems to be a crucial task to find proper irreducible polynomials with real roots of small modulus. In [14, IV.4] Temlyakov proposed the use of rescaled Chebyshev polynomials Q d . To be more precise we use for x ∈ [−2, 2]
The polynomials Q d belong to Z[x] and have leading coefficient 1. Its roots are real and given by
In the sequel we will denote the Vandermonde matrix (1.3) with the scaled Chebyshev roots (1.5) by the letter T and call the corresponding lattice Γ T = T (Z d ) a Chebyshev lattice. Our main result reads as follows.
However, Chebyshev-polynomials are not always irreducible over Q. 
For two sequences of real numbers a n and b n we will write a n b n if there exists a constant c > 0 such that a n ≤ c b n for all n. We will write a n b n if a n b n and b n a n . With GL d := GL d (R) we denote the group of invertible matrices over R, wheras SO d := SO d (R) denotes the group of orthogonal matrices over R with unit determinant. With SL d (Z) we denote the group of invertible matrices over Z with unit determinant. The notation D := diag(x 1 , ..., x d ) with x = (x 1 , ..., x d ) ∈ R d refers to the diagonal matrix D ∈ R d×d with x at the diagonal. And finally, by Z[x] we denote the ring of polynomials with integer coefficients.
Construction of admissible lattices
In this section we will briefly recall the precise notions of a lattice, its dual lattice, orthogonal and admissible lattices. We will furthermore comment on different lattice representations.
is called a generating matrix for Γ, i.e., we can write
Let us further introduce the dual lattice.
Definition 2.2 (Dual lattice).
For a lattice Γ ⊂ R d we define the dual lattice Γ ⊥ as
If A is a generating matrix for Γ then A − is a generating matrix for Γ ⊥ . Crucial for the performance of the Frolov cubature formula (1.2) will be the notion of "admissibility" which is settled in the following definition. 
Definition 2.3 (Admissible lattice). A lattice Γ is called admissible if
There is a generic way to construct an admissible lattice described in Temlyakov [14, IV.4] . For a polynomial P (x) ∈ Z[x] of order d which is irreducible over Q and has d different real
, see (1.3) above, which generates an admissible lattice Γ with Nm(Γ) = 1. We will call such a generating matrix Frolov matrix since this construction has been already used by Frolov [6] . Frolov originally used the construction to define the matrix B which generates the dual lattice, and then A = B − was chosen as the lattice generator in the Frolov cubature formula. The reason is that convergence properties of the method require admissibility of the dual lattice. However, in [12, Lem. 3.1] Skriganov has shown (see Lemma 2.4 above) that if B generates an admissible lattice, so does A, which means that both B and A are valid matrices for the Frolov cubature formula. A Frolov matrix with a small determinant is desirable since the Frolov cubature formula using this matrix will show (relatively) good preasymptotic behavior. Therefore we need polynomials P which additionally have accumulated roots. To find such polynomials is a challenging task, however, for certain dimensions there are results available which will be given in Section 3. In general, the computation of an orthogonal representation for an orthogonal lattice is performed by a discrete variant of the Gram-Schmidt method, e.g. the Lenstra-Lenstra-Lovász-lattice basis reduction algorithm (LLL), see [10] or its modifications. However, as it turns out, in the case of Chebyshev-lattices an orthogonal basis can be determined a priori without any additional computational effort as we will show in the following Section.
Let us now consider different representations of a given lattice Γ
A := A(Z d ) generated by A ∈ GL d .
Orthogonality of Chebyshev lattices
Let d ∈ N and consider the Vandermonde matrix T = (ξ
, where
and T d denotes the d-th Chebyshev polynomial. The lattice Γ T = T (Z d ) will be called Chebyshev lattice, and it is admissible if and only if d = 2 m , see [14] , in which case we will call it Chebyshev-Frolov lattice. In fact, it is easy to show that for d = 2 m the polynomial Q d (x) has a divisor which itself is a scaled Chebyshev polynomial Q d (x) of lower order d = 2 m for some m ∈ N.
Our main result reads as follows.
To show this, we will derive a lattice representation matrixT = T S, S ∈ SL d (Z) and show that it has orthogonal column vectors.
Lemma 3.2. For ω ∈ R and l ∈ N define η l = 2 cos(lωπ). Then
More precisely, there exist integers m
Proof . The proof is a straightforward calculation using Euler's formula by putting
The values m This lemma leads to our desired lattice representation, since multiplying with a matrix S ∈ SL d (Z) from the right is a composition of column operations. Proof . The case d = 2 is trivial, so assume d > 2. For i = 3 . . . d we define S (l) ∈ SL d (Z) to be a column operation matrix changing the l-th column: We remark that this formula is applicable in general to any Vandermonde lattice with generating factors ranging from −2 to 2. Furthermore,T has better stability properties than T . The following lemma will complete the proof of Theorem 1.1. We continue observing 
The Frolov cubature formula
We return to the Frolov cubature formula (1.2) mentioned in the introduction, see [6, 12, 14, 15, 18] , to estimate integrals of the form
where Ω ⊂ R d is a compact set. The matrix T ∈ R d×d is chosen such that T (Z d ) is an admissible lattice, for instance the Chebyshev-Frolov matrix from above. For a given scaling parameter n ∈ N we define the matrix
which satisfies det(T n ) = 1/n. Defining Γ n = T n (Z d ), the integration nodes are chosen as the elements of the lattice Γ n belonging to Ω, i.e. N (n) := |Γ n ∩ Ω|. Note, that the cubature weights of the Frolov method are chosen to be uniformly 1/n. But, despite the uniformity of the weights, the Frolov cubature formula does not represent a Quasi-Monte Carlo method since in general N (n) = n, i.e., the weights do not sum up to one. However, we have that lim n→∞ |Γn∩Ω| n = vol(Ω). The formula (1.2) performs asymptotically optimal for a broad variety of function spaces with dominating mixed smoothness, see [18] . To this end, we define the Besov spaces of dominating mixed smoothness as follows. 
with the usual modification for θ = ∞.
In the special case p = θ = 2 we put H r mix (R d ) := B r p,θ which denotes the Sobolev spaces of dominating mixed smoothness r. Let us restrict to the case Ω := [−1/2, 1/2] d in the sequel and define a subspace of B r p,θ , namely the space ofB r p,θ of functions which are supported in the unit cube [−1/2, 1/2] d , i.e. we consider
In [4, 18] it has been shown in case 1 ≤ p, θ ≤ ∞ and r > 1/p that
where the constant behind depends on d and the choice of T . Note, that the rate in (4.3) is independent of the integrability parameter p. Taking into account that the number N (n) of cubature nodes satisfies
see [12, (0.1) ], the rate of convergence (4.3) is optimal among all cubature formulas with N arbitrary nodes and weights.
Enumerating the Chebyshev-Frolov nodes
In order to generate the Frolov cubature nodes belonging to Ω := [−1/2, 1/2] d explicitly one needs an efficient way to enumerate all points from Γ n ∩ Ω, which already in moderate dimensions is a difficult task. In fact, we need to determine
as efficient as possible. This is equivalent to finding the pre-image of [−1/2, 1/2] d under the linear map T n intersected with Z d , i.e.
since k ∈ Y n if and only if T n k ∈ X n . Now it is a natural approach to use a finite set K n ⊂ Z d that covers Y n , i.e. Y n ⊂ K n , and allows for an efficient enumeration on a computer. Then, one can check for each vector k ∈ K n wether T n k ∈ X n . However, there remains the problem of determining suitable covering sets K n . To this end, we note that an efficient enumeration is possible at least for all integer vectors within p -ellipsoids that are axis-aligned, i.e.
where Rµ 1 , . . . , Rµ d > 0 denote the lengthes of the semi-axes. An efficient enumeration of all integer vectors belonging to such a set is possible due to the recursive representation of its discrete counterpart 
(ii) If R > r(µ, p) then the number of integer points in E p,d (R; µ 1 , . . . , µ d ) is bounded from above and below by
where r(µ, p) :
Proof . The formula in (i) is obtained by change of variable and the well-known formula for the volume of standard p -balls in R d . In fact, we have
The limit statement in (iii) is a direct consequence of (ii). It remains to prove (ii). Here we use the arguments in [9, Sect. 3] and define a (quasi-)norm on R d via
Note, that the classical triangle inequality is replaced by the -triangle inequality, where := min{1, p}, i.e., x + y ≤ x + y for all x, y ∈ R d . We denote with B · the (closed) unit ball of (R d , · ). By putting
we observe according to [9, Sect. 3] as a consequence of the -triangle inequality
. Taking volumes on both sides yields (ii).
Now we are in the position to exploit the orthogonality of the Chebyshev-Frolov lattice by choosing a proper bounding ellipsoid with respect to the Euclidian norm, i.e., p = 2. To this end, we write T n = (n det(D)) is our desired, easily accessible finite set that covers the pre-image of X n . In order to determine the complexity of our enumeration algorithm, we have to bound the cardinality |K n | of K n . As a special case of Proposition 5.1 we obtain the following result on this cardinality. (ii) As a consequence, we obtain the limit statements 
