Elementary symmetric polynomials S k n are used as a benchmark for the boundeddepth arithmetic circuit model of computation. In this work we p r o ve t h a t S k n modulo composite numbers m = p 1 p 2 can be computed with much f e w er multiplications than over any eld, if the coe cients of monomials x i1 x i2 x ik are allowed to be 1 either mod p 1 or mod p 2 but not necessarily both. More exactly, w e p r o ve that for any constant k such a representation of S k n can be computed modulo p 1 p 2 using only exp(O( p log n loglog n)) multiplications on the most restricted depth-3 arithmetic circuits, for min(p 1 p 2 ) > k !. Moreover, the number of multiplications remain sublinear while k = O(log logn): In contrast, the well-known Graham-Pollack bound yields an n ; 1 l o wer bound for the numb e r o f m ultiplications even for the second elementary symmetric polynomial S 2 n . O u r results generalize for other non-prime power composite moduli as well. The proof uses perfect hashing functions and the famous BBR-polynomial of Barrington, Beigel and Rudich.
function f with 0-1 values modulo 6, then it will also be computed modulo -say -3, since f(x) 1 (mod 6) =) f(x) 1 (mod 3) and f(x) 0 (mod 6) =) f(x) 0 (mod 3), consequently, computing f this way cannot be easier mod 6 than mod 3. This di culty is circumvened in a certain sense by the de nition of the weak representation of Boolean functions by mod 6 polynomials, de ned in 25] and 2].
We will consider here another interpretation of the output, called a-strong representation (De nition 2). This de nition will be more suitable for computations, where the output is a polynomial and not just a number.
Our goal is to compute elementary symmetric polynomials A special class of homogeneous circuits is called in 17] the graph model: here all s i = 2 and all a ij`c oe cients are equal to 1, and, moreover, the clauses of a product cannot contain the same variable twice. Consequently, s u c h a product corresponds to a complete bipartite graph on the variables as vertices. Graham and Pollack 5] asked that how m a n y edge-disjoint bipartite graphs can cover the edges of an n-vertex complete graph. They proved that n ; 1 bipartite graphs are su cient and necessary. L a t e r , T v erberg gave a v ery nice proof for this statement 2 7 ] . Having relaxed the disjointness-property, Babai and Frankl 1] a s k ed that what is the minimum number of bipartite-graphs, which c o vers eve r y e d g e o f a n n-vertex complete graph by a n o d d m ultiplicity. Babai and Frankl proved that (n ; 1)=2 bipartite graphs are necessary. ) inhomogeneous circuits, using one-variable polynomial interpolation. This result shows the power of arithmetic circuits over Boolean circuits with MOD p gates, since as it was proved by Razborov 20] and Smolensky 23] that MAJORITY { a symmetric function { needs exponential size to be computed on any bounded-depth Boolean circuit.
Note, that our construction with homogeneous circuits modulo non-prime-power composites beats Ben-Or's bound for k's less than c log log n (for some positive c's). Proof: Let g be the a-strong representation of f. Then in g, at least the half of monomials x i y i has coe cients equal to 1 modulo either 2 or 3. Without restricting the generality, l e t us assume that monomials x 1 y 1 x 2 y 2 : : : x dn=2e y dn=2e have coe cients 1 modulo 3. When we compute g modulo 6 we will learn also the inner product of two v ectors modulo 3, each consisting of the rst dn=2e variables. It is well known that the communication complexity of computing the inner product mod 3 is (n) (see e.g., 8]).
Since arithmetic circuits modulo 6 with u multiplication-gates of in-degree 2 can be evaluated by a 2-party communication protocol using only O(u) bits, we get: u = ( n). 
and for x = y we will get that 2S p er r , t h e r e exists an explicitly constructible bipartite cover of the edges of the complete n-vertex-graph, such that for all edges e there exists an i : 1 i r, that the number of the bipartite graphs, covering e is congruent to 1 modulo p e i i . Moreover, the total number of the bipartite graphs in the cover is exp O r q log n(log log n) r;1 :
Our results for larger k's
The following theorem gives our result for general k. Our goal is to compute an a-strong representation of polynomials S k n (x) for n k 2. Let us rst de ne S k n (x (1) x (2) : : : x Note, that this circuit-size is sub-polynomial in n for any constant k and for large enough n. Moreover, the sub-polynomiality holds while k < c log log n, for a small enough c > 0.
For moduli m, relative prime to k!, this implies: x n x n y 1 x n y 2 x n y n 1 C C C C A
Then any product of the form (x i 1 + x i 2 + + x iv )(y j 1 + y j 2 + + y jw )
naturally corresponds to a v w submatrix of matrix M. W e call these submatrices rectangles. Clearly, a n y a-strong representation modulo m of polynomial S The construction of such a l o w-cardinality rectangle cover is implicit in papers 9] and 10]. We present here a short direct proof which is easily generalizable for proving the results in the next section for higher dimensional matrices.
Rectangles, covering M, will be denoted R(I J) = ( X i2I x i )( X j2J y j ):
We de ne now an initial cover of the non-diagonal elements of M by rectangles. Let N = dlog ne, and for 1 i j n, l e t i = ( i 1 i 2 : : : i g ) a n d j = ( j 1 j 2 : : : j g ) denote their N-ary forms (i.e., 0 i t j t N ; 1, for t = 1 2 : : : g , where g = dlog N (n + 1 ) e.) Then let us de ne for t = 1 2 : : : gand`= 0 1 : : : N ; 1: It = fi : i t =`g Jt = fj : j t 6 =`g:
Now consider the cover given by the following rectangles:
R(It J t ) : t = 1 2 : : : g = 0 1 : : : N; 1: Now, in this cover, any element x i y j of M will be covered by H N (i j)-times, where H N (i j) stands for the Hamming-distance of the N-ary forms of i and j, that is, at most g-times. Note, that the diagonal elements are not covered at all, so Property (a) is satis ed, while Poperty (b) is typically not.
The total number of covering rectangles is h = gN = O((N log n)= log N). Now, our goal is to turn this cover to another one, which already satis es not only Property (a), but also Property ( b ) . F or this transformation we need to apply a multivariate polynomial f to our rectangle-cover in a very similar way a s w e applied polynomials to set-systems in T h e n t h e f-transformation of the rectangle-cover R 1 R 2 : : : R h contains P K f1 2 ::: hg a K rectangles, each corresponding to a monomial of f. z K = Q k2K z k is corresponded t o t h e ( p ossibly empty) rectangle of T k2K R k . Note, that another way o f i n terpreting this de nition is as follows: the variables z k correspond to the rectangles of the cover, and if we imagine the rectangles lled with 1's, then the product of the variables, i.e., the monomials, correspond to the Hadamard-product (see e.g., 11]) of the corresponding all-1 rectangles, resulting an all-1 rectangle, which, in turn, equals to their intersection.
Note also, that polynomial f is, in fact, considered over the ring Z m , along with a xed (small) representation of its coe cients from the set of non-negative i n tegers. 
The construction in general
In this section we prove Theorem 8.
We describe a construction similarly as in the case k = 2 . Note, that in this section, instead of the more correct notation for vectors x with upper index u: x (u) , w e will write simply x u . First, let M 0 = fm i 1 i 2 ::: i k g be a k-dimensional analogon of M of equation (3), that is, satisfying that only those entries will be covered, which h a ve n o t wo equal (lower) indices, and the covering multiplicity of these entries should be non-zero modulo m.
First we need to de ne an initial box-cover of those entries of the k-dimensional matrix M 0 , which h a ve n o t wo identical indices. 
