1. determining what the important types of facts are for the domain 2. for each type of fact, determining the various ways in which it is expressed linguistically 3. identifying instances of these expressions in text
While there is a fuzzy boundary between these tasks, this division will provide a basis for organizing this talk, starting with the last of these tasks.
Identifying instances of a linguistic expression
To find instances of a particular IE-relevant expression, it clearly won't do to just look for word-by-word matches; to be at all successful, matching must occur at a structural level. So the crucial problem here, at the heart of many NLP applications, is the accurate identification of the structure of sentences and entire discourses.
This structure exists on many levels: the structure of names; the grammatical structure of sentences; and coreference structure across a discourse (and even across multiple discourses). Each of these is important to IE … to figuring out the participants in an event. And each of these has been studied separately and quite intensively over the past decade. Annotated corpora have been prepared for each of these levels of structure, and a wide range of models and machine learning methods have been applied to construct analyzers (particularly for name and grammatical structure). Except for coreference analysis, the result of these efforts have in general been quite satisfactory levels of performance … on the order of 90% accuracy for names and for grammatical constituents. In a typical system, these analyzers are applied sequentially to preprocess a text for extraction. Unfortunately, the analysis errors of the individual stages not only add up, they compound: an error in an early stage will often lead to further errors as analysis progresses. The net result is that overall analysis performance, and hence extraction performance, is still not very good. For the MUC evaluations in the 1990's, recall on the event task rarely broke the 60% 'ceiling' (Hirschman 1998), and it's not clear if we are doing much better today.
One limitation is the reliance on relatively local features in the early stages of analysis. Most NE (named entity) analyzers, for example, are based on simple models that look only one or two tokens ahead and behind. This fails to capture such basic tendencies as the increased likelihood of a name that was mentioned once in a document being mentioned again. To account for this, some systems employ a name cache or, more elaborately, features based on the context of other instances of the same string (Chieu and Ng 2002) -in effect, trying to do simple coreference within the name tagger.
However, preferences which depend on more complex syntactic structures -for instances, that names appearing as the subjects of selected verbs are likely to be person names -remain difficult to capture because the structures are simply not available at this stage of analysis.
A more general approach harnesses the richer representations of the later stages to aid the performance of earlier ones.
We generate multiple hypotheses in the first stage and then rescore them using information from subsequent stages. In general, we rely on the idea that the discourse is coherent -that in a properly-analyzed discourse, there will be many connections between entities. For example, we expect that a correct name tagging will license more coreference relations as well as more semantic relations (such as 'X is located in Y', 'X works for Y', etc.). By evaluating the result of these later stages of analysis for each hypothesized set of name tags, a system can use these later stages to improve name tagging.
(Ji and Grishman 2005) generated N-best NE hypotheses and rescored them after coreference and semantic relation identification; they obtained a significant improvement in Chinese NE performance. (Roth and Yi 2004) built separate probabilistic models for name classification 2 and for semantic relation identification, and then used a linear programming model to capture the interactions between names and relations and to maximize the total probability (the product of name and relation probabilities). They obtained significant improvements in both name classification and relation detection. We can expect this 'global optimization' approach will be extended in the future to integrate a wider range of analysis levels and provide further performance improvements, possibly even incorporating cross-document information.
While such approaches should reduce analysis error, we need to consider how to deal with the error that remains. 'Deeper' representations can in principle do a better job in supporting IE (by identifying the common features of variant syntactic forms), but they will generally involve greater error. This is a dilemma which has faced IE developers for a decade. It has led many groups to rely on partial parsing which, while less informative, is more accurate than full parsing. multiple levels of representation in predicting the existence of IE relations and events (Kambhatla 2004). (Zhao et al. 2004, Zhao and Grishman 2005) have shown how using kernel methods to combine information from n-grams, chunks, and grammatical relations can improve extraction performance over using a single level of representation. In some cases where there is an error in the deep analysis, a correct extraction decision will still be made based on the shallow features.
Finding linguistic expressions of an event or relation
The methods just described will give us a better chance of identifying instances of a particular linguistic expression, but we are still faced with the problem of finding the myriad linguistic expressions of an eventall (or most of) the paraphrases of a given expression of an event. A direct approach is to annotate all the examples of an event in a large corpus, and then collect and distill them either by hand or using some linguistic representation and machine learning method. However, good coverage may require a really large corpus, which can be quite expensive. Could we do better?
We need first of all to differentiate syntactic and semantic paraphrase.
Syntactic paraphrases are applicable over broad (grammatical) classes of wordsrelations between active, passive, and relative clauses, for example, as well as complement alternations. Many of these can be addressed by using a deeper syntactic representation that captures the commonality among such different expressions. In particular, a predicate-argument representation, such as is being encoded for English in PropBank (Kingsbury and Palmer 2002) and NomBank (Meyers et al. 2004) , would collapse many of these syntactic paraphrases.
What remains are the much more varied and numerous semantic paraphrases. There are dozens of ways of saying that a company hired someone, or that two people met. Lexical-semantic resources (such as WordNet) provide some assistance (Stevenson and Greenwood 2005), but they are largely limited to single-word paraphrases and so cover only a portion of the myriad expressions required for an IE task. To complement these manually-prepared resources, efforts have been underway for the past few years to learn paraphrase relations from corpora. The basic idea is to identify pairs of expressions A C B and A D B which involve the same arguments (A, B) and most likely convey the same information; then C and D stand a good chance of being paraphrases. One source of such pairs are two translations of the same text (Barzilay and McKeown 2001) . If we can sentence-align the texts, the corresponding sentences are likely to carry the same information. Another source are comparable news articles -articles from the same day about the same news topic (Shinyama et al. 2002) . The opening sentences of such articles, in particular, are likely to contain phrases which convey the same information. The likelihood is even greater if we focus on phrases which are both relevant to the same topic (see the next section). 
Discovering what's important
Finally, there may be situations where we don't have specific event or relation types in mind … where we simply want to identify and extract the 'important' events and relations for a particular domain or topic. (Riloff 1996) introduced the basic idea of dividing a document collection into relevant (on topic) and irrelevant (off topic) documents, and selecting constructs which occur much more frequently in the relevant documents. Her approach relied on a relevance-tagged corpus. This idea was extended by (Yangarber et al. 2000) to bootstrap the discovery process from a small 'seed' set of patterns which define a topic. Sudo generalized the form of the discovered patterns (Sudo et al. 2003) and created a system which started from a narrative description of a topic and used this description to retrieve relevant documents (Sudo et al. 2001 ).
These methods have been used to collect the linguistic expressions for a specific set of event types, and they are effective when these events form a coherent 'topic' … when they co-occur in documents. Because these methods are based on the distribution of constructs in documents, they may gather together related but non-synonymous forms like 'hire', 'fire', and 'resign', or 'buy' and 'sell'. However, by coupling these methods with paraphrase discovery, it should be possible to both gather relevant expressions and group those representing the same event types (Shinyama et al. 2002) .
