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We employ aMACSYMA program for the lbrmal, perturbation, multiple bifurcation analysis 
of a system of nonlinear PDEs arising in double-diffusive convection. The program requires, 
as input, the system of PDEs to be solved, the form of the asymptotic expansion ofthe solution 
and of the bifurcation parameter, the solution of the adjoint linearized system and the desired 
order of the approximation. The program isautomatic and requires no user intervention ce 
started. It outputs the asymptotic solution and its amplitude equation, which describes the 
bifurcation of the solution branches. A significant amount of hand calculation time is saved by 
the computer analysis of the problem. The program and its extensions opens up a number of 
interesting problems which were heretofore intractable due to unwieldy algebra. 
1. In t roduct ion  
The techniques of bifurcation theory are very useful in the analysis of nonlinear differential 
equations. These techniques have been successfully applied to a wide variety of theoretical 
and applied problems in different fields of science and engineering. Some phenomena under 
current study, such as instabilities in fluids and in chemical reactors, exhibit diverse and 
complex behavior which requires pushing the techniques for bifurcation analysis beyond 
their practical imits of applicability, because of the large amounts of tedious algebra 
involved. 
A common technique used to analyze complicated behavior in the mathematical model 
of a system is to examine the nonlinear interaction of primary bifurcation solution branches. 
These primary bifurcations are solutions which branch from a known basic state, which is 
a solution which exists for all parameter values in the model equations. We assume that 
the primary bifurcation points on the basic state (from which the primary bifurcation 
branches bifurcate) may be coalesced at a critical point in parameter space. The idea of the 
method is to analyze the local nonlinear interaction of the primary bifurcation branches 
when the primary bifurcation points have nearly ccalesced. This interaction can generate 
additional solution branches which are more complex in spatio-temporal structure than the 
primary branches. A new branch which bifurcates from a primary branch is called a 
secondary bifurcation branch ; and, this branching occurs at a secondary bifurcation point. 
Tertiary and higher-order bifurcations are also possible. In the analysis, a system parameter 
is selected as a bifurcation parameter. As it is varied, the bifurcations occur successively and 
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can become increasingly complicated. Thus, a multiple bifurcation analysis allows one to 
study complex phenomena occurring in a 'cascade' of bifurcations (Reiss, 1983). 
Formal perturbation methods are useful and effective for solving multiple bifurcation 
problems involving systems of nonlinear PDEs. These methods obtain an asymptotic 
expansion for the solution of the nonlinear system. This entails finding (a) each term in the 
expansion (up to some order) and (b) the normal form equations, i.e. a nonlinear dynamical 
system for the amplitudes of the interacting bifurcations. These amplitudes, which are 
contained in the expansion terms for the solution, are obtained by applying a solvability 
condition to an inhomogeneous, linear system of PDEs at each perturbation order in the 
solution process. As the number of interacting primary bifurcations and the order of the 
calculation increases, the algebra involved greatly increases and becomes too lengthy and 
unwieldy for hand calculation. Analytical results involving more than two interacting 
bifurcations are, in fact, uncommon in the literature. It is highly desirable to have the 
capability to routinely and easily perform the multiple bifurcation calculations. Symbolic 
computation provides us with a very useful tool for these formal calculations. 
We have developed a MACSYMA program which uses perturbation-bifurcation theory 
techniques to perform a multiple bifurcation analysis on a system of nonlinear PDEs which 
model double-diffusive convection. The program requires as input the system of PDEs to 
be solved, the form of the asymptotic expansion of the solution and of the bifurcation 
parameter, the solution of the adjoint linearized system and the desired order of the 
approximation. The program is automatic and requires no user intervention once started. 
It outputs the asymptotic solution and its amplitude quations, which describe the bi- 
furcation of the solution branches. We present here an example of the program's use for a 
thermohaline convection system. A detailed formulation and analysis of this problem is 
given by Magnan & Reiss (1985a,b). 
Symbolic computation has previously been employed mostly for obtaining amplitude 
equations in simple bifurcation problems (i.e. involving only a single bifurcation point) 
airising in ODEs. Examples include both perturbation analyses (Sinai, 1978; Rand, 1985; 
Rizzi & Tatone, 1985), and center manifold and normal form analyses (Hollis & Taylor, 
1984 ; Rand & Keith, 1985). For PDEs, the author is aware of only one previous tudy in 
which symbolic computation was nontrivially used for solving a bifurcation problem. 
Moroz & Leibovich (1985) investigated a multiple bifurcation ear a double zero eigenvalue 
occurring in a model for Langrnuir circulations - -  a problem which may be interpreted as 
one of double-diffusive convection. In that study, the PDEs are reduced to a set of coupled 
nonlinear ODEs by a Galerkin truncation and then, for the bifurcation analysis, center 
manifold and normal form theory was used to obtain the amplitude quations. No details 
of the symbolic omputation were given in the study other than a mention that MACSYMA 
was employed in the analysis. The present work, however, describes in some detail an 
automatic program for carrying out formal perturbation analyses of multiple bifurcation 
problems arising in double-diffusive convection. A program and output listing may be 
obtained by writing to the author. 
2. Bifurcation Method 
The MACSYMA program employs a multi-time, multiple bifurcation, perturbation 
method to formally obtain asymptotic solutions of an initial boundary value problem 
described by a system of nonlinear PDEs. The goals of the program are to obtain the 
asymptotic solution and the normal form equations. 
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We denote the bifurcation problem by 
Flu(x, y, z, t), a] = 0, (1) 
where F is a nonlinear, time-dependent partial differential operator which acts on the n- 
dimensional solution vector u and which depends on the system parameters contained in 
the s-dimensional vector a. We assume that F[0, a] = 0 and thus that the zero vector is a 
basic state. The linearization of the bifurcation problem (1) about the basic state is given 
by 
F.[0, a]~0 = 0, (2) 
where the linearized operator Fu is the Fr6chet derivative F and ~o is its null space whose 
elements we assume to be bounded and which for the model problem is one-dimensional. 
The solution of (2) is given by 
9 = q~0 e a', (3) 
where q~0(a) is a time-independent eigenfunction depending on the spatial mode numbers 
(m, n, p) ; and, the eigenvalues 2 satisfy a polynomial equation with coefficients depending 
on the mode numbers and the components of a. We assume that as a system parameter is
varied the stability of the basic state changes. This occurs when the eigenvalues cross the 
imaginary axis. Thus, there are bifurcation points on the basic state when Re 2 -- 0. We 
shall take at, the first component of a, to be the bifurcation parameter. This parameter is
usually chosen so that it is physically meaningful to vary. Thus, at at --- 81, and for fixed 
a2, a3 , . . .  , as, the mode (m, n, p) bifurcates from the basic state. The eigenvalue 2 may be 
real or complex so that when Re 2 = 0 the Im ~ is either zero or non-zero. These two cases 
correspond, respectively, to a stationary and Hopf (or time-periodic) bifurcation point. It 
is possible to have both cases occur simultaneously at at = 8~ by appropriately choosing 
the value of  a second parameter, say a2 = t72, Thus, if a2 = a2, then at = 81 corresponds to 
a double (or codimension two) bifurcation point of mode (m, n, p). We treat here the 
degenerate case, where at the double bifurcation point the imaginary part of the 
eigenvalues vanishes. Thus at this double point, the algebraic multiplicity of the linearized 
operator is two and its geometric multiplicity is one. This double-zero eigenvalue problem 
arises in a variety of applications. 
The aim of the bifurcation analysis is to investigate he nonlinear interaction of the steady 
and periodic states which bifurcate near aj = ~7~ when a2 # 82. The asymptotic method 
relies on a small parameter e which we shall naturally define by 
a s -- a2-~2. (4) 
Thus, a2 is close to as. We assume a formal asymptotic expansion of the solution of the 
bifurcation problem (1) 
u = F. %d, (5) 
i=1 
and expand the bifurcation parameter in an asymptotic series 
o~ 
at  = gt I + Y', o~i si, (6) 
i=1 
where the Vf are determined by the analysis. The c~; are free parameters used to vary the 
bifurcation parameter at and, since only the first non-zero c~ i really matters, the remaining 
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c~i may be dropped altogether, i.e. it suffices to determine the leading order behavior of a ~. 
The problem requires two time scales z~ and % defined by 
dS--L f~(~2)~ and z2 = ~2t, (7) 
dt 
where f~(z2) is determined by the analysis. 
Substituting equations (4)-(7) in (1) and collecting coefficients of powers of e yields a 
sequence of inhomogeneous linear problems given by 
F~[0, ~]Vi = Rt(V1, V 2 . . . .  , V, j; cq, c~ 2. . . . .  cq_ l) i = 1, 2, 3 . . . .  (8) 
where h = (6~, a2, aa, a4 .. . . .  a~.), R~ = 0, and R1 depends on f~(z2) for i > 1. The Fredholm 
alternative provides necessary and sufficient conditions for nontrivial solutions of (8) to 
exist. This integral condition is given by 
lim 1 fo r V-, .~, -T (q~*, R,) dt = 0, (9) 
where (. , .)  is the ordinary dot product and q~* is the solution of the adjoint linearized 
problem 
V*[O, a]q,* = 0. ( lo)  
The use of (9) at each order in the calculation gives the amplitude quations which because 
of the two time scales involved are PDEs themselves. The bifurcation of the solution 
branches and their stability is determined by the amplitude quations, as discussed in 
Magnan & Reiss ( 1985a, b). Our MACSYMA program calculates the amplitude quation 
at each order i, for i >I 2. The amplitudes At(T~, ~2), i = 1, 2 . . . .  enter the Vt at each order 
i, since the solution of the homogeneous problem associated with (8) is A;q~0(~). The 
MACSYMA program also calculates the normal form equation by combining the amplitude 
equations. This is accomplished by defining a new amplitude B = A~+ eA 2 + ~2A 3 +""  and 
deriving its governing equation (see e.g. Spiegel, 1981). Thus, the solution (5) can then be 
written in the form u = ~Bq~0+ O(s2). 
3. The Model Problem 
The bifurcation method escribed in section 2 is applicable to the double-zero eigenvalue 
problem arising in a thermohaline convection system (Magnan & Reiss, 1985a, b). The 
model PDEs and boundary conditions are given in dimensionless variables by 
AW, - ~AZ~ + a(RrTx  - RsSx)  = j(ug, AqJ) 
T,-AT+~Fx = J(qJ, T), 
S, -DAS+ % = a(W, S), (11) 
qJ=ud~x = Tx = S~ =0 on x = 0,7r6, 
qJ = qJ.,, = T--- S = 0 on z = 0,~. (12) 
In (12) and (13), A and A 2 are the two-dimensional Laplacian and biharmonic operators, 
respectively; qJ, T and S are, respectively, the fluid stream function, temperature and 
salinity in an infinitely long rectangular channel; and, J( f ,  #) = f~#.,-f~g~ is the Jacobian 
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nonlinearity. The system parameters are a, D, Rr, Rs and g which are, respectively, the 
Prandtl, Schmidt, thermal and solutal Rayleigh numbers, and the channel aspect ratio. The 
boundary conditions imply that the sides of the channel are rigid with respect o fluid 
motions in the normal direction but are stress-free in tangential directions. In addition, they 
imply that the vertical sides are impervious to heat and solute flux. The solution of the 
adjoint linearized problem, which is needed for the solvability condition (9) is given by 
equation (6.8) in Magnan & Reiss (1985a). This solution is a required input for the 
MACSYMA program ; but, it would be straightforward to write a MACSYMA function 
which automatically obtains it. The MACSYMA program discussed in the next section is 
used to find the bifurcation of solutions of equations (11) and (12) near a double-zero 
eigenvalue. 
4. MACSYMA Program 
The main components of the MACSYMA program are the following: (1), specifying the 
problem and the perturbation expansions ; (2), finding the solution of the inhomogeneous 
linear system of PDEs, equation (8), at each order i for i t> 1 ; (3), evaluating the solvability 
condition, equation (9), at each order i for i >t 2 ; and (4), obtaining the normal form of 
the amplitude quation. The first part is performed once at the start while the second and 
third parts are alternatively repeated until the desired order of the calculation is reached. 
The fourth part of the calculation is performed once at the end. The MACSYMA program 
spends most of its time in the second and third parts, and as the order of the calculation 
increases the time spent in the first and fourth parts becomes negligible in comparison. 
In the first part, the problem is specified by declaring the dependencies of the fields ~, 
T, and S on x, z, zl, and z~, defining the small parameter ~, expanding the fields and 
bifurcation parameter in terms of e,, defining the Laplacian and Jacobian operators, and 
then defining the three PDEs of the problem. If the fields are called psi, temp, and salt then 
the PDEs are defined by the MACSYMA statements 
firsteq :
delm(d t(psi) ) - sigma* delm (delm(psi ) ) + sigma* (rt* diff( temp, x) - rs* diff( salt, x) ) 
- trigexpand(trigreduce(jacob(psi, delm(psi))$ (13) 
secondeq : 
dt( temp) - delm( temp) + diff(psi, x) - trigexpand(trigreduce(jacob(psi, temp) ) )$ (14) 
lasteq :
dt* (salt -  dc*delm( salt ) + cliff(psi, x) - trigexpand( trigreduce(jacob(psi, alt ) ) ) $, (15) 
where 
dt ( f )  : = omega*e*diff(J; tl) +e**2*diff(f, t2) 
is the time derivative operator accounting for the two time scales in (7), 
delm(h) : = diff(h, x, 2)+diff(h, z, 2) 
is the Laplacian operator which is declared to be a noun and linear, and 
jacob(f, g): = diff(f, x)*diff(9, z)-dif f( f ,  z)*diff(g, x) 
is the Jacobian operator ; rt, rs, sigma, and dc are the system parameters. In addition, psi, 
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temp, salt, and rt have been expanded in powers of the small parameter e,which is defined 
by rs: rsb+e**2, where rs and rsb correspond to a2 and to c72, respectively. We use 
trigexpand (with the switch trigexpandtimes : false) and trigreduce in the PDEs (13)-(15) 
to obtain sines and cosines with multiple angles in order to later facilitate the process of 
obtaining the solution of the inhomogeneous system of PDEs at each order. Both trigexpand 
and trigreduce have been declared to be nouns and linear. 
In order to collect coefficients of e; for i = 1, 2 . . . . .  N one must first bring them outside 
the delm, diff and trigexpand(trigreduce(jacob(., .))) operators. This is done by declaring 
the atoms el, e2, e3 . . . . .  eN constant and substituting these for e, e ~, e 3 . . . . .  e N in the PDEs 
so that the former are taken outside the operators. Here, N is the desired final order of the 
analysis. Thus, the MACSYMA statements used before collecting coefficients of e" in the 
first PDE are 
11: makelist(concat(e, i), i, 2, N)$ 
12 : makelist(e**i, i, 2, N)$ 
firsteq : expand(ev(firsteq, delm))$ 
for i: 1 thru N-  1 do firsteq : subst(part(ll, N- i ) ,  
part(12, N - i ) ,  firsteq)$ 
firsteq : expand(ev(firsteq, diff))$ 
for i: 1 thru N - 1 do firsteq : subst(part(12, N - i), 
part(/1, N -  i), firsteq)$ 
firsteq : ev(firsteq) $. 
The coefficients of each power of e in the nonlinear system of PDEs gives an inhomo- 
geneous linear system of PDEs at each order. To solve these, a form of the solution is 
assumed which is consistent with the boundary conditions of the problem. The solutions 
are written as finite double Fourier series in x and z. The series are truncated sufficiently 
high enough so that the harmonics generated by the quadratic nonlinearities are present in 
the solution. Thus, at each order n, the fields psi[n], temp[n], and salt[n] take the form given 
by the MACSYMA statements 
psi[n]: O, temp[n] : O, salt[n] : O$ 
for i: 0 thru n do for j :  0 thru n do block 
(if i = 0 and j = 0 then go (end2), 
i f /=  0 or j  = 0 then go (endl), 
psi[n] :psi[n] +k[n, i, j]* sin (i*(q[O]**(l/2))*x)* sin ( j 'z) ,  
temp[n] : temp[n] + l[n, i, j]* cos (i*(q[O]**(1/2))*x)* sin (j 'z), 
salt[n] : salt[n] § i, j]* cos (i*(q[O]**(1/2))*x)* sin ( j 'z) ,  
go(end2), endl, 
if i = 0 then 
(psi[n] : psi[n] + k[n, o, j]* sin ( j 'z) ,  
temp[n] : temp[n] + l[n, o, j]* sin ( j 'z) ,  
salt[n] : salt[n] + m[n, o, j]* sin ( j 'z) ,  
i f j  = 0 then 
(psi[n]: psi[n] § i, o]* sin (i*(q[O]**(1/2))*x), 
temp[n] : temp[n] + l[n, i, o]* cos (i*(q[O]**(1/2))*x), 
salt[n] : salt[n] +re[n, i, o]* cos (i*(q[O]**(1/2)*)x)), 
end2)$. 
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The series are then substituted into the linear problems and, using the method of un- 
determined coefficients, the coefficients k, l, m of the Fourier modes are then obtained. The 
coefficients are functions of the A; and thus depend on the slow times t 1 and t2. 
In the third part of the bifurcation procedure, the solutions at order i are substituted in
the homogeneous part of the system of equations at order i+ 1, and the equations evaluated 
using the MACSYMA function ev with the arguments rigreduce and trigexpand. At the 
higher orders this is the most time consuming section of the computation. In addition, the 
solvability condition is applied to obtain an equation satisfied by the amplitude Aj_ ~. (It is 
i -  1 rather than i because at second order the amplitude quation is A lrl = 0 which implies 
rl -- 0). The solvability condition (9) is an iterated efinite integral whose integrand is the 
dot product of the inhomogeneous vector and the solution vector of the adjoint linear 
system. Thus, the integrand involves sums of products of sines and cosines of multiple 
angles. Once the amplitude quation is obtained at each order i one may continue the 
calculation and go to higher orders by alternatively repeating the second and third parts of 
the calculation. The resulting amplitude quations at third and fourth order are (cfMagnan 
& Reiss, 1985a, b) respectively, 
3.78~2A i,,.,~ + 0.06(1.0- 0.1 r2)A i - 0.015947A ~ = 0, (l 6) 
and 
15.876fI2A 2,,.,, + [2.52(1.0- 0.1 r2) -- 0.20093A ~]A 2 = 31.752~A t,,.,5 
+ [15.876f~, 2 + (0-88 - 1.6r2)f~]A ,,, + 0.82233f~A ~A 1,,, (17) 
where here the coefficients have been numerically evaluated with s igma = 1.0, de = 0.1, and 
q[0] = 0.5 for economy of space. In the final part of the calculation we construct the normal 
form of the amplitude quations by reconstituting the amplitude quations (16) and (17) 
for the A;. This is straightforward to do symbolically and yields 
15'876f~2BI 1al +2"52(1 "0 -O ' l r z )B - -O 'O66977B 3 +e{31.752DBt 1,t2 
+ [15.876f~,~+ (0.88-- 1.6rz)f~]Bt, +0.82233f~B2B,,} = 0, (18) 
where B is defined in section 2. 
A version of the program which computes the normal form equation (18) requires about 
3 hr of total computing time (runtime plus gctime) on a VAX-11/780 computer with 
the ULTRIX vl.2 operating system and UNIX MACSYMA Release 309.1. The numerical 
value of the system parameters are only substituted at the end of the program so that the 
computation is completely general. The calculation of the fifth-order amplitude quation 
requires a reconfigured Lisp system since the program runs out of address pace before the 
equation is obtained. However, the space requirement can be reduced by giving up the 
generality of the results and, instead, substituting values for the system parameters before 
the end of the program. In this way, the fifth-order calculation can be done without a 
reconfigured Lisp system and requires about 4 hr of total computing time. We find that the 
second and third parts of the symbolic omputation each require roughly four times more 
computing time for each successive order. Thus, extrapolating, the sixth-order calculation 
would take about one-half day of additional computing time. We also find that the time 
spent in the first, second, and third parts of the program are approximately in the ratio 
6 : 4 : 20 for the completely general fourth-order calculation and 5 : 4 : 27 for the less general 
fifth-order calculation. In both cases, the fourth part of the computation required less than 
1 per cent of the total time and about 17 per cent of the total time was spent in garbage 
collection mode due to list space shortage. 
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5. Conclusions 
We have considerably reduced the amount of time required for obtaining the amplitude 
equations (or normal form equation) frol'n a few weeks of hand calculation to a few hours 
of automatic symbolic omputation on a computer - -  a fantastic improvement in efficiency. 
The study of more complex phenomena which, for example, might require increasing the 
number of interacting bifurcations and the final order of the calculation will present a 
challenge to symbolic omputation because of the long expressions involved and the atten- 
dant 'intermediate expression swell'. Remedies for this problem shall involve increasing the 
efficiency of the codes, algorithms, bifurcation methods and of the symbolic software and 
hardware systems. For example, at the code and software system level, better storage 
management will be needed. Improvements in efficiency can also be gained by further 
customizing the algorithm to the specific mathematical problem being solved; but, this 
sacrifices the flexibility of the program. 
The MACSYMA program presented here can be extended to include other multiple 
bifurcation problems arising in thermal convection systems. For example, it is straight- 
forward to modify the program to analyze p interacting bifurcations where p >1 2 is also 
the dimension &the null space of equation (2). Forp > 2, these problems can now be done 
automatically using MACSYMA. How large p can be depends on the memory and storage 
limitations of the computer. In addition, multiple bifurcation problems in other systems, 
such as chemical and biological ones, can be analyzed by modifications and extensions of 
the program. Basically, what must be changed are the governing PDEs and asymptotic 
expansions. Work on more complex problems is presently under way. 
Programs uch as ours can be used to experiment with the model and solution methods 
by changing terms in the governing equations, trying different asymptotic expansions and 
parameter ranges, taking the calculation to higher order, etc. Thus, the program can be 
used to help discover physical and mathematical phenomena in nonlinear systems as well 
as to tackle problems one would otherwise not consider due to the lengthy calculations 
involved. 
The significance of our program is that is multiplies the efforts and increases the efficiency 
and accuracy of the analyst. It frees one from time-consuming, routine, hand calculations 
so that we may spend more time thinking about the input and output of a model and less 
time 'turning the crank'. In summary, we find that symbolic omputation is well suited to 
handle the calculations of perturbation-bifurcation theory and that it dramatically reduces 
the calculation time. 
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Note added in proof: The author has recently become aware of several additional studies 
of bifurcation PDE problems which were aided by symbolic omputation. The interaction 
of two steady states has been treated in the study of fingering in thermosolutal convection 
during directional solidification (McFadden & Coriell, 1987), in the study of the 
Kuramoto-Sivashinsky equation (Armbruster et al., 1987), in the study of turbulent bursts 
in wall boundary layers (Armbruster et al., 1988), and in the study of ordinary Benard 
convection (Rand & Armbruster, 1987). The interaction of three steady states in Benard 
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convect ion in a porous medium was treated in a study by Steen (1986). In addit ion, a 
steady, simple b i furcat ion occurr ing in thermohal ine fingering was studied by McFadden 
et al. (1985). All of  these employ MACSYMA in the bifurcat ion analysis but only one 
(Rand & Armbruster ,  1987) gives the details of the MACSYMA implementat ion (and also 
provides an excellent tutor ial  on the use of  symbolic computat ion for bifurcation 
problems).  
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