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DIMENSION OF HARMONIC MEASURES
IN HYPERBOLIC SPACES
RYOKICHI TANAKA
Abstract. We show exact dimensionality of harmonic measures associated with
random walks on groups acting on a hyperbolic space under finite first moment
condition, and establish the dimension formula by the entropy over the drift. We
also treat the case when a group acts on a non-proper hyperbolic space acylindri-
cally. Applications of this formula include continuity of the Hausdorff dimension
with respect to driving measures and Brownian motions on regular coverings of a
finite volume Riemannian manifold.
1. Introduction
Let (X, d) be a metric space, and ν be a Borel measure on X . The Hausdorff
dimension of the measure ν is the smallest Hausdorff dimension of sets of full measure
ν. It is of interest especially when the measure has a dynamical origin. In this paper,
we are concerned with the harmonic measure associated with a random walk on a
group acting on a Gromov hyperbolic space and its Hausdorff dimension.
Let us consider a geodesic hyperbolic space X which we assume proper, i.e., every
closed ball is compact, — we deal with a non-proper space later —, and a countable
group Γ of isometries of X . Standard examples include the real hyperbolic space
Hn with a discrete subgroup Γ of isometries of Hn and a Cayley graph of a word
hyperbolic group with action of the group itself. For a probability measure µ on the
group Γ, we consider an independent sequence of random group elements x1, x2, . . . ,
with common distribution µ, and the product
wn := x1 · · ·xn,
where w0 := id. Fix a base point o in the space X , then we call {wno}
∞
n=0 a random
trajectory on X starting from o. Associated with the hyperbolic space X , one can
define the boundary ∂X (the Gromov boundary) as a set of equivalence classes of
divergent sequences. The boundary ∂X admits a canonical quasi-metric ρ, which
is bi-Ho¨lderian to some metric. It is compact when X is proper. If the random
trajectory {wno}
∞
n=0 converges to a (random) point in the boundary ∂X almost
surely, then we call the distribution of limiting points the harmonic measure (or the
stationary measure), and denote it by νµ, which depends on µ the step distribution
of the random walk. The boundary ∂X endowed with the harmonic measure νµ is
of special interest in the context of representation of (bounded) harmonic functions
on the group Γ — the Poisson boundary of (Γ, µ). We discuss a finer property of the
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space (∂X, νµ). The main objective is to establish a formula of Hausdorff dimension
in terms of random walk.
1.1. Main results. We formulate our main results. First, let us denote by gr(µ)
the group generated by the support of µ, and by sgr(µ) the semigroup generated
by the support of µ. They coincide for example when the measure µ is symmetric,
i.e., µ(g) = µ(g−1), but they do not coincide in general. We call a group Γ non-
elementary if its orbit of a (or, equivalently every) point has infinitely many limit
points in the boundary ∂X . If the group gr(µ) is non-elementary, then the harmonic
measure νµ is well-defined, i.e., the random trajectory {wno}
∞
n=0 converges to a point
in the boundary ∂X almost surely; moreover, νµ is non-atomic and is the unique
µ-stationary measure, i.e. a unique probability measure to satisfy
νµ =
∑
g∈Γ
µ(g)gνµ,
where gνµ denotes the pushforward of νµ by the group action g on the boundary
[Kai00]. We often impose a stronger assumption that the semigroup sgr(µ) is a
non-elementary group. In what follows we make a clear distinction between gr(µ)
and sgr(µ).
Next, for a probability measure µ on Γ, we say that a probability measure µ has
finite first moment when
L(µ) :=
∫
Γ
d(o, go)dµ(g) <∞.
Note that the condition does not depend on the choice of base point o by the
triangular inequality. Let H(µ) := −
∑
g∈Γ µ(g) logµ(g) (the Shannon entropy of
µ). We define the entropy hµ and the drift lµ by
hµ := lim
n→∞
1
n
H(µ∗n), lµ := lim
n→∞
1
n
L(µ∗n),
where µ∗n is the n-th convolution of µ, and each limit exists by the subadditivity
and is finite when H(µ) <∞, and when L(µ) <∞, respectively. It is known that if
the group gr(µ) is non-elementary, then the entropy hµ and the drift lµ are positive
[Kai00]. We say that Γ has exponential growth relative to X if there exists a constant
C such that for all r ≥ 0, we have
♯{g ∈ Γ : d(o, go) ≤ r} ≤ CeCr. (1)
Again the condition does not depend on the choice of base point o. This holds for
instance the case when the group Γ is a discrete subgroup of isometries of the real
hyperbolic space Hn and the case of a Cayley graph of finitely generated group.
Theorem 1.1. Let (X, d) be a hyperbolic proper geodesic metric space, and Γ a
countable group of isometries of X having exponential growth relative to X. If the
semigroup sgr(µ) generated by the support of µ is a non-elementary subgroup and µ
has finite first moment, then the harmonic measure νµ on ∂X is exact dimensional,
i.e.,
lim
r→0
log νµ (B(ξ, r))
log r
=
hµ
lµ
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for νµ-almost every ξ in ∂X. In particular, we have
dim νµ =
hµ
lµ
,
and consequently, dim νµ > 0. Here we denote by B(ξ, r) the ball of radius r cen-
tred at ξ with the quasi-metric in the boundary ∂X, and by dim νµ the Hausdorff
dimension of νµ.
When we have a bounded geometry-type assumption on X , we can strengthen
the result to semigroup random walks. A metric space (X, d) has bounded growth
at some scale when there exist constants r, R (0 < r < R) and N such that every
open ball of radius R is covered by N open balls of radius r [BS00]. For example, a
class of hyperbolic spaces of bounded growth at some scale includes every complete
simply connected Riemannian manifold with uniformly bounded negative sectional
curvature, and every Cayley graph of word hyperbolic group.
Theorem 1.2. Let (X, d) be a hyperbolic proper geodesic metric space of bounded
growth at some scale, and Γ be of exponential growth relative to X. If the group
gr(µ) generated by the support of µ is a non-elementary subgroup and µ has finite
first moment, then the harmonic measure νµ on ∂X is exact dimensional and
dim νµ =
hµ
lµ
.
In particular, dim νµ > 0.
In fact, our proof is general enough to extend to groups acting on non-proper
hyperbolic spaces. But in the non-proper setting, many groups of interest do not
satisfy the condition of exponential growth (1). Let X be a separable geodesic (but
not necessarily proper) hyperbolic space. In this case, note that the corresponding
boundary ∂X is a separable complete metric space; yet not necessarily compact. In
[MT15], Maher and Tiozzo showed that the semigroup sgr(µ) is a non-elementary
subgroup of Γ, then the harmonic measure is well-defined; namely, for the random
walk {wn}
∞
n=0 with the step distribution µ, almost every trajectory {wno}
∞
n=0 con-
verges to a point in the boundary ∂X , and also the distribution νµ of the limiting
point is non-atomic and the unique µ-stationary measure on ∂X . They proved
moreover, if the group Γ acts on X acylindrically, and µ has finite entropy and finite
logarithmic moment, then the boundary ∂X endowed with the harmonic measure νµ
is in fact the Poisson boundary of (Γ, µ) [MT15, Theorem 1.5]. Recall that a group
Γ acts on X acylindrically if the group acts on X by isometries and satisfies the
following: for every K ≥ 0, there exist constants R,N such that for all two points
x and y in X with d(x, y) ≥ R there are at most N group elements g in Γ satisfying
that d(x, gx) ≤ K and d(y, gy) ≤ K. If the group admits a proper action on a
hyperbolic space, then the action is acylindrical by definition. Also notice that if
the group acts on a proper hyperbolic space acylindrically, then the action is in fact
proper. For example, the mapping class group of an orientable surface acts on the
curve complex acylindrically; see [Osi16] and references therein for more examples
and their basic properties.
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Theorem 1.3. Let Γ be a countable group of isometries of a separable geodesic hy-
perbolic space X. If Γ acts on X acylindrically, and the semigroup sgr(µ) generated
by the support of µ is a non-elementary subgroup of Γ and µ has finite entropy and
finite first moment, then the harmonic measure νµ is exact dimensional and
dim νµ =
hµ
lµ
.
In particular, dim νµ > 0.
1.2. Historical background. There is a long history on the question to obtain
the Hausdorff dimension of a measure, or more strongly, to show that it is exact
dimensional in smooth and non-smooth dynamical systems, where the formula which
relates dimension, entropy and Lyapunov exponents (this corresponds to the drift)
has been investigated (e.g., [You82]). Recall that for a probability measure ν on a
metric space, we call the lim inf (resp. the lim sup) of log ν (B(ξ, r)) / log r as r → 0
the lower local dimension (resp. the upper local dimension) at ξ, and call the value
the local dimension at ξ when these two coincide. We call the measure ν exact
dimensional when the local dimension exists at ν-almost every ξ and is a constant.
For a probability measure invariant under a C2-diffeomorphism on a compact smooth
Riemannian manifold, Ledrappier and Young showed that the measure has the local
dimensions along stable and unstable local manifolds respectively [LY85]. As a
special case, they showed that if the measure is hyperbolic, then its upper local
dimension is at most the sum of those two local dimensions. The problem had been
open for a while as to whether the local dimension of it is precisely the sum —
known as the Eckmann-Ruelle conjecture —; this was later confirmed by Barreira,
Pesin and Schmeling for a C1+α-diffeomorphism [BPS99]. See [Pes97, Chap. 8] for
more on a background on this problem. Concerning non-smooth systems, Feng and
Hu showed the exact dimensionality for self-similar measures in Rd [FH09], and
Hochman made notable progresses about the dimension of self-similar measures on
the line, and their applications to the absolutely continuous versus singular question
[Hoc14]. Recently, Ba´ra´ny and Kae¨nma¨ki proved that every self-affine measure on
the plane is exact dimensional and obtained a formula for the Hausdorff dimension
[BK15]. They also proved that every (quasi-) self-affine measure on Rd is exact
dimensional under some condition on the linear parts. See [Hoc14] and [BK15] for
a background and recent progress in this direction.
Ledrappier introduced this problem in the context of random walks. He estab-
lished the formula that a dimension of νµ coincides with hµ/(2λµ) for random walks
on discrete subgroups of SL(2,C), where λµ is the Lyapunov exponent [Led83].
Note, however, that there the dimension of the harmonic measure νµ is defined by
the constant to which log νµ (B(ξ, r)) / log r converges in measure as r → 0 instead
of almost everywhere in νµ. For finitely generated free groups, he showed that the
harmonic measure νµ is exact dimensional and dim νµ = hµ/lµ when µ has finite first
moment [Led01, Theorem 4.15]. Kaimanovich strengthened this result to arbitrary
free groups (including an infinitely generated case) and established the dimension
formula for a general class of processes on trees [Kai98]. Le Prince generalized this
method to a discrete subgroup of isometries of proper geodesic Gromov hyperbolic
space X . He showed that for a probability measure µ of finite first moment, the
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upper local dimension is at most hµ/lµ, and dim νµ ≤ hµ/lµ [LP07]. This was ap-
plied to show that dim νµ can be smaller than any given value for a (symmetric)
probability measure µ. He also showed that when it comes to a weaker notion of di-
mension — the box dimension —, then the box dimension of νµ equals hµ/lµ [LP08,
Theorem 3.1]. Soon after that, Blache`re, Haissinsky and Mathieu proved that for a
word hyperbolic group (with a general class of metrics), if µ is a symmetric finitely
supported probability measure, then the harmonic measure νµ is exact dimensional
and established the formula dim νµ = hµ/lµ [BHM11, Theorem 1.3 and Corollary
1.4]. Their proof is based on the fact that the Green function is almost multiplicative
along a geodesic (Ancona’s inequality), which implies that νµ is doubling.
A finer dimensional property of νµ is investigated for a word hyperbolic group
(with a word metric) in [Tan17]. There it is proved that if µ is finitely supported (not
necessarily symmetric) and the support generates the whole group as a semigroup,
then the harmonic measure νµ is exact dimensional, and the singularity spectrum
of νµ (the multifractal spectrum) is obtained. A recent notable progress is made by
Goue¨zel, Mathe´us and Maucourant [GMM15]. One of their results implies that if Γ
is a word hyperbolic group (with a word metric) which is not virtually free, µ has
a finite support (more generally, has superexponential moment) and the support
generates Γ as a semigroup, then dim νµ < DΓ, where DΓ denotes the Hausdorff
dimension of the boundary ∂Γ. Their approach is also based on the estimate of
Green functions (Ancona’s inequality and its strengthened version), which is used
to show that the harmonic measure νµ has the maximal dimension only when it
is in the unique measure class of maximal dimension (a Gibbs property). See the
introduction of [KLP11] for more about the historical background of dimension
formula for random walks on groups.
Concerning an extension to groups acting on a non-proper hyperbolic space, re-
cently, Das, Simmons and Urban´ski construct and study Patterson-Sullivan mea-
sures for groups acting on a class of non-proper hyperbolic spaces [DSU15]. They
investigate exact dimensionality of such measures on the corresponding boundary.
A class of groups acting on a non-proper hyperbolic space acylindrically covers var-
ious important examples which are out of proper settings. Mathieu and Sisto study
random walks on those groups and obtain the regularity of the entropy and the drift
among others [MS15].
1.3. Overview of the proof. Let us illustrate the proof of Theorem 1.1 for a prob-
ability measure µ of finite first moment. The bound for the upper local dimension of
νµ is known to be hµ/lµ in a fairly general setting by Le Prince [LP07][Proposition
2.3] (see Theorem 3.1 below); hence all the point is to show the corresponding lower
bound. Since the boundary ∂X is not necessarily a totally disconnected Cantor-like
set, Ledrappier’s argument for free groups is not applicable in a straightforward way;
and also since the µ is only assumed to have finite first moment, unlike in the case
proved by Blache`re et al. [BHM11], in this case there is no Ancona’s inequality for
the Green function. Here we extensively make use of ergodicity (or its substitute)
and stationarity of the harmonic measure νµ, and the geodesic tracking property of
random walks on hyperbolic spaces.
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Let Aε be an event defined in the space of samples Ω as on that event, µ
∗n(wn) and
d(o, wno) have the right asymptotics, i.e., − log µ
∗n(wn) ∼ nhµ and d(o, wno) ∼ nlµ
within an error εn for all large enough n. Given a νµ-almost every limiting point
ξ in the boundary ∂Γ and a (unit speed) geodesic ray, also denoted by ξ, starting
from o towards that point, we show that for every ε > 0 and all large enough n,
P (Aε ∩ {d(wno, ξ(lµn)) ≤ εn)}) ≤ e
−n(hµ−ε).
This already suffices for free groups [Led01, Theorem 4.15] (where we can use a mar-
tingale technique to conclude the desired estimate), and also for the box dimension
[LP08, Theorem 3.1]. In order to proceed in general hyperbolic spaces, we transfer
the condition Aε to the boundary set ∂X . Let Fε be the set in ∂X where condi-
tioned on almost every point in Fε, the event Aε occurs with a positive probability.
Here to define Fε, we use a system of conditional probability measures (Rohlin’s
theory of disintegration). The construction will imply that the set Fε has a positive
νµ-measure. Then we show that for every ε > 0, and for νµ-almost every ξ in ∂X ,
lim inf
r→0
log νµ (Fε ∩ B(ξ, r))
log r
≥
hµ
lµ
− ε. (2)
See Theorem 3.3 for the precise statement. This enables us to show the lower bound
of local dimension by using ergodicity and stationarity of the harmonic measure νµ,
where we use the assumption that the semigroup sgr(µ) is a group; and conclude
Theorem 1.1. The above (2) follows from the construction of such a set Fε and the
geodesic tracking property of random walks.
Theorem 3.3, in fact, holds when the group gr(µ) is non-elementary. In the
case of Hn, we make use of the fact that the boundary is bi-Lipschitz equivalent to
the standard sphere Sn−1; there we are able to use instead of ergodicity of νµ, the
Borel density theorem. More generally, if the space X has bounded growth at some
scale, then the boundary (∂X, ρα) for an α ∈ (0, 1) admits a bi-Lipschitz embedding
into Rn for some n [BS00]; this is used to apply the Borel density theorem and
obtain Theorem 1.2 for semigroup random walks. This approach using the Borel
density theorem unifies Ledrappier’s proof for free groups, where the boundary is
totally disconnected, and also Blache`re et al.’s one, where the harmonic measure νµ is
doubling; in those cases the Borel density theorem holds (e.g. [Hei01, Theorem 1.8]).
In the non-proper case Theorem 1.3, we need to show a corresponding proposition to
Theorem 3.3. This is given in Proposition 3.14 by employing techniques developed
by Maher and Tiozzo [MT15].
1.4. Applications.
1.4.1. Kleinian groups. Let Hn be the n-dimensional real hyperbolic space of con-
stant sectional curvature −1 for n ≥ 2. The boundary of Hn is bi-Lipschitz equiv-
alent to the standard sphere Sn−1 (e.g. [BH99, III.H.3.19-20]). Let Γ be a discrete
subgroup of isometries of Hn (a Kleinian group). There is a natural correspondence
between the group of isometries on Hn and the group of conformal transformations
on Sn−1, and the dimension formula for a conformal measure on the Riemann sphere
S2 is well-studied (e.g. [PU10]). The following is a version of it for the harmonic
measure.
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Corollary 1.4. Let Hn be the n-dimensional real hyperbolic space, and Γ a discrete
subgroup of isometries of Hn. If a probability measure µ on Γ has finite first mo-
ment and the group gr(µ) generated by the support of µ is non-elementary, then the
harmonic measure νµ on S
n−1 is exact dimensional and
dim νµ =
hµ
lµ
.
In particular, dim νµ > 0.
Proof. A discrete subgroup Γ of isometries of Hn is countable and has exponential
growth relative to Hn. Since Hn has bounded growth at some scale, and the Haus-
dorff dimension is invariant under a bi-Lipschitz mapping, the claim follows directly
from Theorem 1.2. 
1.4.2. Continuity of dimension. The dimension formula implies that the Hausdorff
dimension of νµ is continuous with respect to µ under some appropriate condition.
We state a claim for a word hyperbolic group endowed with a word metric; then the
harmonic measure is defined on the boundary of the Cayley graph.
Corollary 1.5. Let Γ be a word hyperbolic group, µ be a probability measure µ
which has finite first moment and whose group gr(µ) generated by the support of µ
is non-elementary. If a sequence of probability measures µi converges to µ weakly,
i.e., µi(g)→ µ(g) for each g in Γ, and also H(µi)→ H(µ) and L(µi)→ L(µ), then
dim νµi → dim νµ.
Proof. Since gr(µ) is a non-elementary subgroup, we may assume that gr(µi) is a
non-elementary subgroup for all large enough i. Results due to Goue¨zel, Mathe´us
and Maucourant imply that lµi → lµ and hµi → hµ [GMM15, Proposition 2.3 and
Theorem 2.9]. The formula dim νµi = hµi/lµi implies that dim νµi → dim νµ. 
Remark 1.6. The continuity of hµ and lµ was first proved by Erschler and Kaimanovich
[EK13, Theorem 1]. A much stronger regularity result is known for probability mea-
sures supported on a finite set. For a hyperbolic group with some metric (e.g. a group
acting on a hyperbolic space Hn cocompactly, endowed with the induced metric),
or for a non-elementary word hyperbolic group with a word metric, the entropy and
the drift are analytic as functions of step distribution µ ([GL13, Corollary 4.2] and
[Gou15, Theorem 1.1]). This implies that dim νµ is also analytic with respect to µ
as indicated in [Gou15].
1.4.3. Brownian motion on a regular covering. We shall show an exact dimension-
ality result in a smooth setting. Let (M, g) be a connected complete Riemannian
manifold with bounded sectional curvature. Consider the case when M is a regular
cover of a Riemannian manifold of finite volume. A particular case is when M is a
universal cover of a compact Riemannian manifold; but in general we assume nei-
ther that the covering space is simply connected nor that the quotient manifold is
compact. We denote by pt(x, y) the (minimal) heat kernel on M , i.e. a fundamental
solution of the heat equation (∂/∂t)u = ∆u, where ∆ is the Laplacian correspond-
ing to the metric. We consider continuous analogues of the entropy and the drift,
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which were introduced by Kaimanovich [Kai86] and Guivarc’h [Gui80], respectively.
Namely, for every x in M , let
hM := lim
t→∞
−
1
t
∫
M
pt(x, y) log pt(x, y)dm(y),
lM := lim
t→∞
1
t
∫
M
d(x, y)pt(x, y)dm(y),
where d denotes the geodesic distance and m denotes the Riemannian volume mea-
sure on M (normalized on a fundamental domain). In both cases the limit exists
and is a constant independent of x. The entropy and the drift are regarded as those
of the corresponding Brownian motion. When the Riemannian manifold M is hy-
perbolic in the sense of Gromov (Section 2.1), we denote the boundary by ∂∞M . For
example, ifM is simply connected and the sectional curvature is uniformly bounded
in negative values, the boundary ∂∞M is topologically a sphere, which admits a
Cα-structure for some α in (0, 1) by Rauch’s comparison theorem. The harmonic
measure νM is analogously defined for the Brownian motion and is supported on
∂∞M . Then we have a dimension formula for this harmonic measure.
Theorem 1.7. Let (M, g) be a connected complete non-compact Riemannian man-
ifold with bounded sectional curvature. If M is hyperbolic and a regular cover of a
Riemannian manifold of finite volume, and the covering transformation group Γ is
non-elementary, then hM and lM are positive and finite, the harmonic measure νM
associated with the Brownian motion is exact dimensional and
dim νM =
hM
lM
.
In particular, dim νM > 0.
Proof. By Furstenberg-Lyons-Sullivan discretization, there is a probability measure
µ on the covering transformation group Γ such that µ is supported on the whole
group Γ, symmetric, i.e., µ(g) = µ(g−1), and has finite first moment with respect
to the geodesic distance ([BL96] and [Kai92]). (See for the cocompact case by
Lyons and Sullivan [LS84], who generalized the case of SL(2,R) by Furstenberg
[Fur71].) Moreover, the harmonic measure νM induced by the Brownian motion
starting at o coincides with the one induced by the trajectory of random walk with
step distribution µ starting at the same point o, and there is a positive constant T
such that hµ = ThM and lµ = T lM ([KL07, Corollaire 3.6] and [Kai92, Theorem
2]). The group Γ is generated by the support of µ as a semigroup, the condition of
lower curvature bound implies that the volume growth of M is at most exponential
and that Γ has exponential growth relative to M , and thus both hµ and lµ are
positive and finite. Hence by the result for the random walk with step distribution
µ (Theorem 1.1 or 1.2), the harmonic measure for the Brownian motion is exact
dimensional, and the Hausdorff dimension equals hM/lM . 
Remark 1.8. This is a generalization of the result stated by Kaimanovich [Kai90],
and proved by Blache`re et al., who showed for the universal covering of a compact
Riemannian manifold of negative curvature [BHM11, Theorem 1.9]. Their proof also
uses the dimension formula for a random walk via discretization; but it requires that
the covering be simply connected and the quotient manifold be compact. Kifer and
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Ledrappier showed the Hausdorff dimension of harmonic measure (for each starting
point) is positive on the boundary of a complete simply connected Riemannian
manifold of sectional curvature uniformly bounded in negative values (without group
action)[KL90, Corollary 3.1].
1.4.4. Rank one symmetric spaces. Let us consider a special class of hyperbolic
spaces rank one Riemannian symmetric spaces of noncompact type; up to a compact
factor, they are either hyperbolic n-spaces over the real, the complex, the quaternions
(n ≥ 2), or the Cayley plane [Mos73, Section 19]. In this case, a homogeneous nature
of the space provides a measure µ for which the dimension dim νµ is maximal.
Corollary 1.9. Let X be a rank one Riemannian symmetric space of noncompact
type, and Γ be a discrete subgroup of isometries of X such that Γ\X has finite
volume. Then there exists a probability measure µ on Γ supported on the whole Γ
with finite first moment such that
hµ = lµDX ,
where DX denotes the Hausdorff dimension of (∂X, ρ).
Proof. Let us fix a base point o in X , then the stabilizer Ko acts transitively on
the boundary ∂X which is homeomorphic to a sphere. The unique Ko-invariant
probability measure mo on ∂X (the conformal measure) coincides with the harmonic
measure for the Brownian motion starting at o. The conformal measure mo is the
DX-dimensional Hausdorff measure, which is positive on every open set and finite
on ∂X (e.g. [Coo93, The´ore`me 7.7]). The Furstenberg-Lyons-Sullivan discretization
as in the proof of Theorem 1.7 yields a probability measure µ on Γ of finite first
moment, symmetric with the support Γ, and the corresponding harmonic measure
for random walk νµ coincides with mo; in particular dim νµ = DX . Theorem 1.1
implies that hµ/lµ = DX . 
Remark 1.10. If Γ is cocompact, i.e., the quotient manifold Γ\X is compact, then
the measure µ is constructed to have a finite exponential moment, whence the above
corollary follows from a result in [BHM11, The proof of Theorem 6.2].
1.5. Organization of the paper. In Section 2, we recall some basic facts and
known results which we use about Gromov hyperbolic spaces, the Hausdorff dimen-
sion of measures and random walks on groups. In Section 3, we prove our main
results Theorem 1.1, 1.2 and 1.3; in order to make it readable depending on various
interest, we deal with the proper case and the non-proper one separately, and divide
the section into subsections according to the cases. We also show some additional re-
sult specific for word hyperbolic groups. In Section 4, we list some natural questions
concerning our results.
1.6. Notation. We denote by C,C ′, . . . constants, and their exact values may
change from line to line. We also denote by say, Cδ a constant depending only
on δ if we want to emphasize its dependence on some parameter and independence
of all the other parameters.
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2. Preliminary
2.1. Hyperbolic space. We collect some facts about hyperbolic spaces in the sense
of Gromov, based on [GdlH90], [Gro87] and [BH99]. For non-proper hyperbolic
spaces, we refer to [V0¨5] and the recent article [DSU15].
Let (X, d) be a metric space. For x, y and z in X , we define the Gromov product
by
(x|y)z :=
d(z, x) + d(z, y)− d(x, y)
2
.
We say that (X, d) is δ-hyperbolic if there exists a uniform constant δ ≥ 0 such that
(x|y)w ≥ min{(x|z)w, (z|y)w} − δ
for all x, y, z and w in X . We say that (X, d) is hyperbolic if it is δ-hyperbolic for
some δ. If (X, d) is a geodesic metric space, then (X, d) is hyperbolic if and only
if there exists a δ ≥ 0 such that all geodesic triangles are δ-slim, i.e., each side
is included in the δ-neighbourhood of the other two sides, where δ is possibly a
different constant from the previous one.
Let us fix a base point o in X . We say that a sequence {xn}
∞
n=0 is divergent if
(xn|xm)o → ∞ as n,m → ∞. Two divergent sequences {xn}
∞
n=0 and {yn}
∞
n=0 are
equivalent if (xn|ym)o →∞ as n,m→∞. Let us define ∂X as a set of equivalence
class of divergent sequences, and call it the boundary of X . For a point ξ in ∂X , we
say that {xn}
∞
n=0 converges to ξ if it is divergent and its equivalence class is ξ. The
Gromov product is extended to the boundary by setting
(ξ|η)o := sup
{
lim inf
n,m→∞
(xn|ym)o
}
,
where the supremum is taken over all the sequences {xn}
∞
n=0 and {yn}
∞
n=0 converging
to ξ and η, respectively. Here we write (ξ|η) for (ξ|η)o when the base point is o for
simplicity of notation. For all two sequences {xn}
∞
n=0 and {yn}
∞
n=0 converging ξ and
η respectively, by the δ-hyperbolicity, we have
(ξ|η)− 2δ ≤ lim inf
n→∞
(xn|yn) ≤ (ξ|η). (3)
We say a metric space (X, d) is geodesic when arbitrary two points can be joined
by a geodesic segment. If X is a graph, we understand that it is geodesic by
identifying each edge with the unit segment [0, 1]. For example, a Cayley graph
and a complete Riemannian manifold are geodesic. If (X, d) is a geodesic metric
space which is proper, i.e., every bounded closed ball is compact, then for every x
in X and for every boundary point ξ in ∂X , one can find a geodesic ray starting
from x and converging to ξ by the Ascoli-Arzela` theorem; and the boundary ∂X is
identified with a set of equivalence class of geodesic rays, where two geodesic rays are
equivalent when they are within a bounded distance. If (X, d) is not proper, then
this identification with geodesic rays does not hold since there is no Ascoli-Arzela`
theorem. In this case, one can only show that for every x in X and for every ξ in
∂X , there is a quasi-geodesic ray starting from x and converging to ξ. Although
a genuine geodesic ray is not available, that quasi-geodesic ray can be chosen as a
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(1, Cδ)-quasi-geodesic ray, φ : [0,∞)→ X ,
|t− s| − Cδ ≤ d(φ(t), φ(s)) ≤ |t− s|+ Cδ (4)
for all t, s ∈ [0,∞), where Cδ is a constant independent of a pair x and ξ, depending
only on δ ([KB02, Remark 2.16] and [V0¨5, Section 6]).
Let (X, d) be a hyperbolic geodesic metric space. We define a quasi-metric1 ρ in
∂X by
ρ(x, y) := exp(−(x|y))
for x, y in ∂X . The quasi-metric ρ is non-degenerate: ρ(x, y) = 0 if and only if
x = y, symmetric: ρ(x, y) = ρ(y, x) and it satisfies ρ(x, y) ≤ C(ρ(x, z) + ρ(z, y)) for
a constant depending only on δ. Consider the space ∂X endowed with the topology
induced by ρ. This is separable and completely metrizable ([DSU15, Proposition
3.4.18] and [V0¨5, Section 5]). The space ∂X is in fact compact when X is proper.
Moreover, there exists a metric ρε in ∂X with a parameter of range 0 ≤ ε ≤ ε0 such
that
C−1ε ρ(x, y)
ε ≤ ρε(x, y) ≤ Cερ(x, y)
ε (5)
for a constant Cε depending only on ε ([GdlH90, 10.- Proposition, Chap. 7] and
[V0¨5, Section 5]). Although it would be more natural to use the metric ρε than the
quasi-metric ρ, we will work with the quasi-metric ρ for simplicity of notation (to
avoid introducing a new parameter). Henceforth we define balls in ∂X with respect
to the quasi-metric ρ.
We define a shadow Sw(x,R) with a base at w. For x and w in X , let
Sw(x,R) := {ξ ∈ ∂X : (ξ|x)w ≥ d(w, x)− R} .
Informally, a shadow is the set of boundary points such that there exist geodesic
rays from w which converge to those points, passing through the ball B(x,R) (with
a slightly different constant R by δ). We often take the usual base point o as the
base of shadow; in that case, we drop o and write S(x,R). A shadow is used to
control a measure on the boundary ∂X . We have the following comparison between
a shadow and a ball.
Lemma 2.1 (Proposition 2.1 in [BHM11]). For every τ > 0 there exist positive
constants R0 and C such that for every R > R0, all x in X and all ξ in ∂X with
(ξ|o)x ≤ τ , we have
B(ξ, (1/C)e−|x|+R) ⊂ S(x,R) ⊂ B(ξ, Ce−|x|+R),
where |x| = d(o, x) and the ball B(ξ, r) is defined by the quasi-metric ρ.
Let (X, d) be a hyperbolic geodesic metric space. We consider Γ a countable
group of isometries of (X, d). The action of Γ extends to X ∪ ∂X in a natural
way, and Γ acts on ∂X continuously. The following lemma provides a control of
deformation of balls in ∂X under the Γ-action.
Lemma 2.2. For every g in Γ, there exists a constant cg > 0 depending on g such
that for every ξ in ∂X and for every r ≥ 0, we have
B(gξ, c−1g r) ⊂ gB(ξ, r) ⊂ B(gξ, cgr).
1In fact, we can define ρ on the entire space X ∪ ∂X if we allow ρ(x, x) > 0 for x in X .
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Proof. We show that ρ(gξ, gη) ≤ e|g|ρ(ξ, η) where |g| = d(o, go). Indeed, let {xn}
∞
n=0
and {yn}
∞
n=0 be sequences converging to ξ and η, respectively. By the definition of
Gromov product and the triangular inequality,
(gxn|gyn)o = (xn|yn)g−1o ≥ (xn|yn)o − |g|.
Then this implies that (gξ|gη) ≥ (ξ|η)−|g|. Hence we conclude the claim gB(ξ, r) ⊂
B(gξ, cgr) by setting cg = e
|g|; the other inclusion follows by using g−1. 
2.2. Hausdorff dimension of measures. For a subset E in ∂X , we define the
Hausdorff dimension with the quasi-metric ρ (gauge) instead of the metric ρε in (5).
Since ρε and ρε are comparable, the Hausdorff dimension with ρ is exactly ε times
the Hausdorff dimension with ρε. We shall recall the definition. Let
|E| := sup{ρ(x, y) : x, y ∈ E}.
For every α ≥ 0 and ∆ > 0, we define
Hα∆(E) := inf
{
∞∑
i=1
|Ei|
α : E ⊂
∞⋃
i=1
Ei and |Ei| ≤ ∆
}
.
Then the α-Hausdorff measure of a set E is
Hα(E) := sup
∆>0
Hα∆(E) = lim
∆→0
Hα∆(E).
The Hausdorff dimension of the set E is
dimE := inf{α ≥ 0 : Hα(E) = 0} = sup{α ≥ 0 : Hα(E) > 0}.
Let us define the dimension of a measure on ∂X .
Definition 2.3. Let ν be a Borel measure on ∂X . The Hausdorff dimension of ν
is defined by
dim ν := inf{dimE : ν(Ec) = 0},
where Ec denotes the complement of the set E, i.e., the smallest Hausdorff dimension
of the support of ν.
We consider a finer dimensional property of measure, the pointwise dimension,
which concerns the decreasing rate of ν(B(ξ, r)) at each point ξ in ∂X . The following
is used to estimate the dimension of ν, and we call it the Frostman-type lemma.
Lemma 2.4 (Frostman-type lemma; e.g. [Hei01], Sect. 8.7). For every finite Borel
measure ν on ∂X, if there exist δ1 ≥ 0 and δ2 ≥ 0 such that
δ1 ≤ lim inf
r→0
log ν (B(ξ, r))
log r
≤ δ2 for ν-almost every ξ,
then δ1 ≤ dim ν ≤ δ2.
Notice that this Frostman-type lemma also holds for ∂X not necessarily compact;
in fact, for every metric space with a finite Borel measure [MSU09, Corollary 8·1].
Lemma 2.4 implies the following useful characterization for the Hausdorff dimension
of ν:
dim ν = ν-sup
ξ
lim inf
r→0
log ν (B(ξ, r))
log r
, (6)
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where ν-sup denotes the essential supremum with respect to ν. In other words,
dim ν is the largest possible lower local dimension of ν. We are interested in the
case when the above lim inf is a genuine limit and is a constant.
Definition 2.5. We say that a finite Borel measure ν on ∂X is exact dimensional
when the limit
lim
r→0
log ν (B(ξ, r))
log r
exists ν-almost everywhere and it is a constant.
2.3. Random walks. Let µ be a probability measure on Γ. Consider an indepen-
dent sequence of group elements {xn}
∞
n=1 with common distribution µ, and define
wn := x1 · · ·xn and w0 = id. We denote by (Ω,F ,P) the probability space where
the random walk {wn}
∞
n=0 is defined; Ω = Γ
N is the space of sample paths, F
is the Borel σ-algebra generated by {wn}
∞
n=0 and P is the distribution of sample
path starting from id, i.e., the image of the product measure µN under the map:
{xn}
∞
n=1 7→ {wn}
∞
n=0.
Fix a base point o in X , we consider the random trajectory {wno}
∞
n=0 in X . Let
us consider first the case when the random trajectory converges to a point in the
boundary ∂X with the compactified topology in X ∪ ∂X . If the random trajectory
{wno}
∞
n=0 converges to a (random) point ξ in the boundary ∂X for P-almost every
sample, then we denote by νµ the distribution of ξ on ∂X . We call the distribution
νµ the harmonic measure. More precisely, let us denote by
π : Ω→ ∂X
the map defined by ω 7→ ξω, i.e., assigning the limiting point in the boundary for
each sample (where we write ω for a sample); then the harmonic measure νµ is the
pushforward of P by π. In general, we write the harmonic measure νµ,o by referring
the starting point o, and treat it as a family of measures {νµ,x}x∈X parametrized
by the starting points. Once the harmonic measure is defined in this way, then it is
stationary, i.e.,
νµ =
∑
g∈Γ
µ(g)gνµ, (7)
where gνµ denotes the image of νµ by the action of g. (Here gνµ is written as νµ,go
when νµ = νµ,o.) Furthermore the harmonic measure is ergodic in the sense that
every Γ-invariant set has the measure 0 or 1; more precisely:
Theorem 2.6. Assume that the harmonic measures are defined for µ and its re-
flected measure µˇ, i.e., µˇ(g) = µ(g−1). Then the product measure νµ ⊗ νµˇ is ergodic
under the diagonal action of Γ on ∂X × ∂X. In particular, the harmonic measure
νµ is ergodic under the Γ-action on ∂X, i.e., for every Borel set A in ∂X, if A is
Γ-invariant, then νµ(A) = 0 or 1.
Proof. The proof is given in [Kai00, Theorem 6.3]; here we reproduce it for the
sake of convenience. We consider bilateral random walks. Define the bilateral path
{wn}n∈Z corresponding to the bi-infinite sequence {xn}n∈Z of independent identically
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distributed increments with the law µ by
wn =


x1 · · ·xn if n ≥ 1
id if n = 0
x−10 · · ·x
−1
n+1 if n ≤ −1.
In other words, in negative indices, we consider the random walk with reflected step
distribution µˇ starting from id. We call the random walk in positive indices the
forward random walk and the one in negative indices the backward one. We denote
by (Ω,P) the space of bilateral path with the distribution given by pushforward of
µZ via the map {xn}n∈Z 7→ {wn}n∈Z. Let us define the shift T by T ({wn}n∈Z) =
{w−11 wn+1}n∈Z. Note that the shift T is induced by the bilateral Bernoulli shift in
the space of increments, and is measure preserving and ergodic. Let us consider the
map π : Ω→ ∂X × ∂X defined by ω 7→ (ξ, ξˇ) for P-almost every sample ω where ξ
is the limiting point of forward random walk and ξˇ is the one of backward random
walk. Define the diagonal action of Γ on ∂X × ∂X . Then the product measure
νµ⊗νµˇ on ∂X×∂X is ergodic under the diagonal action of Γ; indeed, if there exists
a Γ-invariant Borel set A such that 0 < νµ ⊗ νµˇ(A) < 1, then π
−1(A) is the shift
T -invariant in Ω, and since (Ω,P, T ) is ergodic, this implies that P(π−1(A)) = 0 or
1; a contradiction. To see the ergodicity of a single νµ, take A×∂X for a Γ-invariant
A in ∂X . 
Let us consider then when the harmonic measure is defined on ∂X , or when the
map π : Ω→ ∂X is defined in such a way. Recall that a group Γ is non-elementary
if the group acts on X by isometries and the orbit of a (or, equivalently every)
point has infinitely many limit points in the boundary ∂X . This is equivalent to say
that it contains at least two hyperbolic elements with disjoints fixed points in the
boundary ∂X , and also that Γ acts on ∂X without any fixed points [Gro87, 8.2].
Recall that gr(µ) (resp. sgr(µ)) is the group (resp. the semigroup) generated by the
support of µ. They naturally coincide when µ is symmetric, i.e., µ(g) = µ(g−1), or
when the semigroup generated by the support of µ is a group; but in general, we
assume neither the one nor the other. The following is a special case of a theorem
in [Kai00].
Theorem 2.7 ([Kai00], Theorem 2.4 and Sect. 7). Let (X, d) be a hyperbolic proper
geodesic space, and Γ be a countable group of isometries acting on X. For every prob-
ability measure µ on Γ, if the group gr(µ) generated by its support is non-elementary,
then the random trajectory {wno}
∞
n=0 converges to a (random) point ξ in the bound-
ary ∂X almost surely in the compactified topology in X ∪ ∂X.
In Theorem 2.7, if we impose a stronger assumption, the random trajectory
{wno}
∞
n=0 goes almost along a geodesic ray, which we call the geodesic tracking
property. Assume that Γ has exponential growth relative to X . If the group gr(µ)
is non-elementary and µ has finite first moment, the trajectory tracks a geodesic in
a sublinear deviation.
Theorem 2.8 ([Kai00], Sect. 7). Let (X, d) be as in Theorem 2.7. Let µ be a prob-
ability measure such that the group gr(µ) generated by its support is non-elementary
and has finite first moment. If Γ has exponential growth relative to X, then the drift
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lµ is positive, and for almost every sample path, there exists a unit speed geodesic
ray ξ such that
lim
n→∞
1
n
d(wno, ξ(lµn)) = 0.
A sketch of proof. If gr(µ) is non-elementary, then the boundary ∂X endowed with
the harmonic measures {νµ,x}x∈X is a non-trivial µ-boundary. When µ has finite
first moment and Γ has exponential growth relative to X , this implies that the
corresponding Poisson boundary is non-trivial and lµ > 0. Then for every ε >
0, we have (wno|wn+1o)o ≥ (lµ − ε)n for all large enough n, and {wno}
∞
n=0 is a
Cauchy sequence with respect to the quasi-metric ρ. Hence there exists a point ξ to
which {wno}
∞
n=0 converges, and a geodesic emanating from o towards ξ satisfies the
claim. 
Concerning the entropy, we use the Shannon theorem for random walks due
to Kaimanovich and Vershik [KV83], and Derriennic [Der80] (who attributes an
observation due to J.P. Conze).
Theorem 2.9 ([KV83], Theorem 2.1, and [Der80], Sect. IV). For every countable
group Γ, and every probability measure µ on Γ with H(µ) <∞, we have
lim
n→∞
−
1
n
log µ∗n(wn) = hµ
for P-almost every sample.
3. Dimension formula: Proof of main results
We write the harmonic measure ν, the entropy h and the drift l without specifying
the step distribution µ if there is no possibility of confusion.
3.1. The upper bound. The following is an upper bound of pointwise dimension
of the harmonic measure due to Le Prince [LP07, Proposition 2.3]. In order to
compare the method with the one for the lower bound, we briefly outline the proof.
We show it in a slightly extended form (but the proof is essentially the same).
Theorem 3.1. Let (X, d) be a hyperbolic (not necessarily proper or geodesic) metric
space, and Γ a countable group of isometries of X. If a probability measure µ on Γ
for which the harmonic measure νµ is defined has finite entropy, i.e., H(µ) < ∞,
and
lµ := inf
P
lim inf
n→∞
(wn+1o|wno)
n
> 0,
then we have
lim sup
r→0
log νµ (B(ξ, r))
log r
≤
hµ
lµ
for νµ-almost every ξ in ∂X. Here we denote by infP the essential infimum with
respect to the measure P on the space of samples Ω. In particular, we have
dim νµ ≤
hµ
lµ
,
and if µ has finite first moment, then lµ coincides with the drift.
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Remark 3.2. Note that here we do not assume that Γ has exponential growth relative
to X .
Proof of Theorem 3.1. For every positive λ less than l, we define the event
Aε,N :=
{
ω ∈ Ω : (wn+1o|wno) ≥ (λ− ε)n and µ
∗n(wn) ≥ e
−n(h+ε) for all n ≥ N
}
.
For every ε > 0, there exists an Nε such that P(Aε,Nε) ≥ 1 − ε by the Shannon
theorem for random walks (Theorem 2.9). Let Aε := Aε,Nε. For a sample z =
{zn}
∞
n=0 in Ω, we denote by Cn(z) the samples whose n-th component is zn. Then
for P-almost every z in Aε, the following ratio has a positive limit
lim
n→∞
P (Aε ∩ Cn(z))
P (Cn(z))
> 0.
(See e.g. [Led01, Lemma 4.18] or [Kai98, (1.4.5) in the proof of Theorem 1.4.1].)
Since there exists a constant C > 0 such that
Aε ∩ Cn(z) ⊂
{
ω ∈ Ω : ξω ∈ B
(
ξz, Ce
−n(λ−ε)
)}
for all n ≥ Nε [LP07, Lemma 2.2], we obtain
lim sup
n→∞
log ν
(
B
(
ξz, Ce
−n(λ−ε)
))
−n(λ− ε)
≤
h+ ε
λ− ε
for P-almost every z in Aε, where we use P(Cn(z)) = µ
∗n(zn) ≥ e
−n(h+ε) for all
n ≥ Nε. The event Aε has P-measure at least 1 − ε, and the desired upper bound
follows by taking λ → l. The rest follows from the Frostman-type lemma (Lemma
2.4).
If µ has finite first moment, then d(wno, wn+1o) = o(n) almost surely, and this
implies that (wno|wn+1o)/n converges to the drift almost surely. 
3.2. The proper case. In this section we prove Theorem 1.1 and 1.2. The lower
bound of pointwise dimension follows from an estimate on a restricted set of νµ-
measure positive.
Theorem 3.3. Let (X, d) be a hyperbolic proper geodesic metric space, and Γ a
countable group of isometries of X having exponential growth relative to X. If
the group gr(µ) generated by the support of µ is non-elementary and µ has finite
first moment, then for every ε > 0, there exists a Borel set Fε in ∂X such that
νµ(Fε) ≥ 1− 2ε and
lim inf
r→0
log νµ (Fε ∩ B(ξ, r))
log r
≥
hµ
lµ
− ε
for νµ-almost every ξ in ∂X.
First we shall show Theorem 1.1 and 1.2 by using Theorem 3.3.
Proof of Theorem 1.1. For the set Fε in Theorem 3.3, we consider the restriction of
ν on Fε and denote it by ν|Fε . By definition, we have dim ν ≥ dim ν|Fε, and the last
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term is at least h/l− ε by Theorem 3.3 and Lemma 2.4. By the characterization of
dimension dim ν (6), the set
Gε :=
{
ξ ∈ ∂X : lim inf
r→0
log ν (B(ξ, r))
log r
≥
h
l
− 2ε
}
has a ν-positive measure. We will prove that Gε is Γ-invariant. We assume that
the support of µ generates the whole group Γ as a semigroup; otherwise the same
proof applies to the non-elementary subgroup which the support generates. Since
the harmonic measure ν is µ-stationary, and the support of µ generates Γ as a
semigroup, by the stationarity of harmonic measure (7) for every g in Γ there exists
a constant cg,µ > 0 depending on g and µ such that
c−1g,µν ≤ g
−1ν ≤ cg,µν.
By Lemma 2.2, we have for every ξ in Γ,
ν(B(gξ, r)) ≤ ν(gB(ξ, cgr)) = g
−1ν(B(ξ, cgr)) ≤ cg,µν(B(ξ, cgr)).
Then gGε ⊂ Gε for every g in Γ, and g
−1Gε ⊂ Gε; hence Gε is Γ-invariant. Since ν
is ergodic with respect to the Γ-action and ν(Gε) > 0, we have ν(Gε) = 1 for every
ε > 0. Therefore
lim inf
r→0
log ν (B(ξ, r))
log r
≥
h
l
for ν-almost every ξ in ∂X . The upperbound
lim sup
r→0
log ν (B(ξ, r))
log r
≤
h
l
for ν-almost every ξ in ∂X , follows from Theorem 3.1. Thus ν is exact dimensional
and the local dimension equals h/l for ν-almost every point. The second assertion
follows from the Frostman-type lemma (Lemma 2.4). 
Proof of Theorem 1.2. If (X, d) has bounded growth at some scale, then the bound-
ary (∂X, ρ) has a finite Assouad dimension by Bonk and Schramm [BS00, Theorem
9.2], and this implies that for each fixed α ∈ (0, 1), there exists some integer n such
that (∂X, ρα) admits a bi-Lipschitz embedding into Rn ([Ass83, 2.6. Proposition];
see [BS00] for a further discussion of the Assouad dimension in this context), i.e.,
there exists a map f : ∂X → Rn satisfying that there is a constant L > 0 such that
(1/L)ρ(ξ, η)α ≤ ‖f(ξ)− f(η)‖Rn ≤ Lρ(ξ, η)
α (8)
for all ξ, η in ∂X . Let f∗ν be the pushforward of ν by f , and F := Fε be the set
as in Theorem 3.3. The Borel density lemma for the Borel measure f∗ν in R
n (e.g.
[PU10, Theorem 8.5.4]) implies that
lim
r→0
f∗ν (f(F ) ∩ BRn(f(ξ), r))
f∗ν (BRn(f(ξ), r))
= 1 for ν-almost every ξ in F .
(Here we denote by BRn and just by B balls in R
n and in ∂X respectively.) Since f
satisfies (8),
lim inf
r→0
ν
(
F ∩ B(ξ, (Lr)1/α)
)
ν (B(ξ, (r/L)1/α))
≥ 1 for ν-almost every ξ in F.
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For ν-almost every ξ in F , there exist positive constants c(ξ) > 0 and r(ξ) > 0 such
that for all 0 < r < r(ξ),
ν
(
F ∩ B(ξ, L2/αr)
)
≥ c(ξ)ν (B(ξ, r)) .
By Theorem 3.3, we have
lim inf
r→0
log ν (B(ξ, r))
log r
≥
h
l
− ε for ν-almost every ξ in F . (9)
Since F = Fε and ν(Fε) ≥ 1− 2ε, we conclude that for ν-almost every ξ in ∂X ,
lim inf
r→0
log ν (B(ξ, r))
log r
≥
h
l
.
The rest follows as in the proof of Theorem 1.1. 
Remark 3.4. In view of Theorem 1.2, one might wonder as to whether Theorem 1.1
holds for a semigroup random walk as well on a general proper hyperbolic space.
But at this stage, we are not aware of a proof which covers this level of generality,
or of any counter examples.
By the geodesic tracking property (Theorem 2.8), for P-almost every sample ω in
Ω, there exists a geodesic ray ξω issuing from o such that
d(wn(ω)o, ξω(ln)) = o(n).
Moreover, one can assign the (unit speed) geodesic ray ξω in the measurable way,
i.e., the map from Ω to the space of geodesic rays issuing from o: ω 7→ ξω is Borel
measurable, where the target is endowed with the convergence on closed bounded
sets topology. Indeed, the measurable section theorem states the following:
Theorem 3.5 (Theorem 3.4.1 in [Arv76]). Let P be a Polish space, let Y be a Borel
space, and let f be a function from P onto Y satisfying that
(i) f maps open sets to Borel sets;
(ii) the inverse image of each point of Y is a closed subset of P .
Then f has a Borel section, i.e., there exists a Borel measurable map g from Y to
P such that f ◦ g = idY .
The space of geodesic rays issuing from o admits a structure of Polish space,
and ∂X is a Borel space; one can check that the map assigning the end point of a
geodesic ray satisfies (i) and (ii) in the measurable section theorem (Theorem 3.5),
and it has a Borel section. Composing the Borel section with the map Ω from ∂X
given by the limiting point of the random walk, we obtain the desired Borel map
from Ω to the space of geodesic rays.
Let us define the event
Aε,N :=
{
ω ∈ Ω : d(wn(ω)o, ξω(ln)) ≤ εn and µ
∗n (wn(ω)) ≤ e
−n(h−ε) for all n ≥ N
}
.
Notice that Aε,N is increasing in N and P (
⋃
N Aε,N) = 1 by Theorem 2.8 and
Theorem 2.9; hence for every ε > 0 there exists an Nε such that for all N ≥ Nε
we have P(Aε,N) ≥ 1 − ε. Let Aε := Aε,Nε. The trajectories on the event Aε,N are
well-controlled by geodesic rays. The following lemma implies that on the event
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Aε,N , if two limiting points are in the same shadow around x at the distance (l±ε)n
from o, then the trajectories at time n ≥ N are in a distance 2εn (up to an additive
constant).
Lemma 3.6. Fix an R > 4δ. For every n ≥ Nε, let x be a point in X such that
||x| − ln| ≤ εn. For every ω in Aε, if the limiting point of {wn(ω)o}
∞
n=0 is in the
shadow S(x,R), then wn(ω)o is in the ball B(x, 2εn + CR,δ) for the n ≥ Nε, where
CR,δ is a constant depending only on R and δ.
Proof. Let ξω be a geodesic ray from o satisfying that d(wn(ω)o, ξω(ln)) ≤ εn for
all n ≥ N . If the limiting point of {wn(ω)o}
∞
n=0 is in the shadow S(x,R), then the
limiting point of ξω is also in the same shadow, whence the geodesic ray ξω intersects
the ball B(x,R+10δ) by the δ-hyperbolicity. By the triangular inequality, we have
d(x, ξω(|x|)) ≤ 2R+20δ (the geodesic ray has unit speed), and the claim follows. 
Remark 3.7. The above Lemma 3.6 is also proved with (1, Cδ)-quasi-geodesic rays
(4) in a non-proper space. Namely, one can replace the geodesic ray ξω by a (1, Cδ)-
quasi-geodesic ray in the definition of Aε, and show Lemma 3.6 (with a different
constant CR,δ) by δ-hyperbolicity. This will be used in Section 3.4.
Recall that the map π : Ω→ ∂X is defined by ω 7→ ξω, i.e., assigning the limiting
point in the boundary for P-almost every sample. We define S as the smallest σ-
algebra for which the map π is measurable. We consider a system of conditional
probability measures of P with respect to the sub σ-algebra S of F on Ω. Recall
that the probability space (Ω,F ,P) is standard, i.e., Ω = ΓN admits a structure of
complete separable metric space, F is the Borel σ-algebra and P is a Borel probability
measure. Then there exists a system of Borel probability measures {Ppi(ω)}ω∈Ω the
conditional probability measures of S such that
P =
∫
Ω
Ppi(ω)dP(ω).
Note that for every F -measurable set A, the map ω 7→ Ppi(ω)(A) is S-measurable,
and the map is determined only for P-almost every ω. (See the original work by
Rohlin [Roh52] or a modern treatment in [Sim12].) Since the harmonic measure ν
is the image measure of P by π, for every Borel set A in ∂X and for every Borel set
B in Ω, we have
P(B|π−1(A)) =
1
ν(A)
∫
A
Pξ(B)dν(ξ).
Let us define a Borel set in the boundary ∂X by
Fε := {ξ ∈ ∂X : Pξ(Aε) ≥ ε} . (10)
Since it holds that
1− ε ≤ P(Aε) =
∫
∂X
Pξ(Aε)dν(ξ) =
∫
Fε
Pξ(Aε)dν(ξ) +
∫
F cε
Pξ(Aε)dν(ξ)
≤ ν(Fε) + εν(F
c
ε ),
we have
ν(Fε) ≥ 1− 2ε. (11)
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Proof of Theorem 3.3. Let N ≥ Nε, and let {xn}
∞
n=0 be an arbitrary sequence in X
such that |xn| = ln and xn is within a distance εn to the orbit Γo for all n ≥ N . We
will fix the sequence {xn}
∞
n=0 later. By Lemma 3.6, for every ω in Aε and for every
n ≥ N , if the limiting point ξω is in S(xn, R), then the trajectory {wn(ω)o}
∞
n=0 must
hit the ball B(xn, 2εn + C0) at time n, where C0 := CR,δ. Hence for every n ≥ N ,
we have
P (ξω ∈ Fε ∩ S(xn, R))
≤ P (Aε ∩ {wn(ω)o ∈ B(xn, 2εn+ C0)}) + P (A
c
ε ∩ {ξω ∈ Fε ∩ S(xn, R)}) .
The second term in the right hand side has a bound by using the conditional prob-
ability measures:
P (Acε ∩ {ξω ∈ Fε ∩ S(xn, R)}) =
∫
Fε∩S(xn,R)
Pξ (A
c
ε) dν(ξ)
≤ (1− ε)ν (Fε ∩ S(xn, R)) ,
where in the last inequality we use Pξ(A
c
ε) ≤ 1 − ε for ν-almost every ξ in Fε by
(10). Therefore for all n ≥ N we obtain
εν (Fε ∩ S(xn, R)) ≤ P (Aε ∩ {wn(ω)o ∈ B(xn, 2εn+ C0)}) .
Recall that xn is within a distance εn to the orbit Γo for all n ≥ N . In this case, since
the group Γ has exponential growth relative to X , the number of group elements
g in Γ such that go is in the ball B(xn, 2εn + C0) is at most Ce
C(3εn+C0) by the
triangular inequality. Therefore we have
P (Aε ∩ {wn(ω)o ∈ B(xn, 2εn+ C0)}) ≤ Ce
C(3εn+C0)e−n(h−ε).
For every ω in Aε,N , we take the limiting point ξω, which also denotes a (unit
speed) geodesic ray issuing from o towards the point, we set xn := ξω(ln) since it is
within a distance εn to the orbit Γo for all n ≥ N . Then for every ω in Aε,N , we
obtain
lim inf
n→∞
log ν (Fε ∩ S(ξω(ln), R))
−n
≥ h− ε− 3Cε.
By Lemma 2.1, we have
lim inf
r→0
log ν (Fε ∩B(ξω, r))
log r
≥
h
l
− C ′ε.
This holds for every ω in Aε,N for all N ≥ Nε, and thus for P-almost every ω; we
conclude the proof. 
3.3. The case of word hyperbolic groups. Let Γ be a word hyperbolic group,
i.e., Γ is a finitely generated group, and the Cayley graph associated with a finite
symmetric set of generators (the group endowed with a word metric) is hyperbolic.
We consider in the group Γ a metric d which is left invariant, hyperbolic and quasi-
isometric to some word metric. Since a geodesic space which is quasi-isometric to
a hyperbolic geodesic space is also hyperbolic (with a different constant δ for the
δ-hyperbolicity), the metric d in Γ is in fact quasi-isometric to any word metric
[GdlH90][14.-Corollaire, Chap. 5]. Here we do not assume that the metric d is
geodesic, but we assume that it is hyperbolic. It is of interest the case when the
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group admits a (non-geodesic) hyperbolic metric other than a word metric (but
quasi-isometric to it), we prove the following theorem.
Theorem 3.8. Let Γ be a word hyperbolic group, and d be a metric which is left
invariant, hyperbolic and quasi-isometric to some word metric. We denote by ∂Γ
the boundary associated with the hyperbolic metric space (Γ, d). For every probability
measure µ on Γ, if the group gr(µ) generated by the support of µ is non-elementary,
then the harmonic measure νµ on ∂Γ is exact dimensional, and
dim νµ =
hµ
lµ
.
Proof. Fix the identity element as a base point o. Since (Γ, d) is quasi-isometric to a
hyperbolic geodesic space (a Cayley graph), a geodesic ray ξ in the Cayley graph is
a quasi-geodesic ray in (Γ, d). Note that for all such quasi-geodesic rays ξ, Lemma
2.1 holds for uniform constants; and also that Γ has exponential growth relative to
(Γ, d) since it is the case relative to the Cayley graph. A Cayley graph has bounded
growth at some scale, whence the proof follows as in Theorem 1.2, 3.3 and 3.1. We
omit the details. 
3.4. The non-proper case: acylindrical actions. We extend our results to a
group acting on a non-proper Gromov hyperbolic space. Let X be a separable
geodesic (but not necessarily proper) Gromov hyperbolic space. In [MT15], Maher
and Tiozzo showed the following:
Theorem 3.9 (Theorem 1.1 in [MT15]). Let Γ be a countable group of isometries of
a separable geodesic Gromov hyperbolic space X. If the semigroup sgr(µ) generated
by the support of µ is a non-elementary subgroup of Γ, then the harmonic measure
is well-defined; namely, for the random walk {wn}
∞
n=0 with the step distribution µ,
almost every trajectory {wno}
∞
n=0 converges to a point ξ in the boundary ∂X, and
the distribution ν of ξ is non-atomic and the unique µ-stationary measure on ∂X.
Moreover, when the probability measure µ has finite first moment, they showed
the positivity of drift and the geodesic tracking property by using the above result.
Theorem 3.10 (Theorem 1.2 and 1.3 in [MT15]). If in addition to the condition
in Theorem 3.9 the probability measure µ has finite first moment, then there is a
positive constant lµ > 0 such that for almost every sample path, we have
lim
n→∞
1
n
d(o, wno) = lµ.
Furthermore, for almost every sample path, there exists a quasi-geodesic ray γ such
that
lim
n→∞
1
n
d(wno, γ) = 0.
Recall that a group Γ acts onX acylindrically if the group acts onX by isometries
and satisfies the following: for every K ≥ 0, there exist constants R,N such that for
all two points x and y in X with d(x, y) ≥ R there are at most N group elements g
in Γ satisfying that d(x, gx) ≤ K and d(y, gy) ≤ K.
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Following [MT15], we define a group element of bounded geometry: Let v be a
group element in Γ, and K,R ≥ 0. For two boundary points α and β in ∂X , we
say that a group element g has (K,R, v)-bounded geometry with respect to the pair
(α, β) if
(i) d(go, gvo) ≥ R,
(ii) α ∈ Sgvo(go,K) and β ∈ Sgo(gvo,K).
We denote byOK,R,v(α, β) the set of (K,R, v)-bounded geometry elements for (α, β).
Note that the set is Γ-equivariant in the sense that gOK,R,v(α, β) = OK,R,v(gα, gβ)
for every group element g in Γ. The number of bounded geometry elements has
linear growth in the following sense:
Lemma 3.11 (Proposition 6.2 in [MT15]). There exists K0 such that for every
K ≥ K0, there exists R0 such that for every R ≥ R0, there exists a constant C such
that for every α, β in ∂X, every r > 0 and every group element v in Γ, we have
♯{g ∈ Γ : go ∈ OK,R,v(α, β)o ∩B(o, r)} ≤ Cr.
Remark 3.12. In [MT15], they estimate the number of orbit points go in the set
OK,R,v(α, β)o∩B(o, r); but the proof actually yields the same bound for the number
of group elements.
Let us consider bilateral random walks as in the proof of Theorem 2.6. Recall
that (Ω,P, {wn}n∈Z, T ) is the probability space of bilateral paths with the shift T
defined by T ({wn}n∈Z) = {w
−1
1 wn+1}n∈Z. We denote by ξ+ (resp. ξ−) the limit
point of forward (resp. backward) random walk, and the distribution by νµ (resp.
νµˇ). By an appropriate choice of K, R and v, the set OK,R,v(α, β) is non-empty and
has linear growth for νµ ⊗ νµˇ-almost every (α, β).
Proposition 3.13 (Proposition 6.4 in [MT15]). There exist constants K, R and a
group element v in Γ such that the set OK,R,v(α, β) of bounded geometry elements is
non-empty (in fact, infinite) and has linear growth for νµ ⊗ νµˇ-almost every (α, β).
Let us denote the above set of bounded geometry elements by O(ω) for a (bilat-
eral) sample ω. The following is a version of theorem by Kaimanovich proved in the
case of trees [Kai98, Theorem 1.5.3].
Proposition 3.14. Assume the same setting as in Theorem 1.3. If almost every
trajectory {wno}
∞
n=0 visits O(ω)o infinitely many times {τn}
∞
i=0 such that τn+1/τn →
1 as n→∞, then the harmonic measure νµ is exact dimensional and
dim νµ =
hµ
lµ
.
Proof. By the geodesic tracking property Theorem 3.10 and the discussion above
(2), for almost every sample ω, there exists a (1, Cδ)-quasi-geodesic ray ξω such that
(1/n)d(wn(ω)o, ξω)→ 0 as n→∞. We may assume that the (1, Cδ)-quasi-geodesic
ray ξω starts from o by the quasi-geodesic stability (6.9. in [V0¨5]). Let us define the
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following event:
Aε,N :=
{
ω ∈ Ω :
d(wn(ω)o, ξω(ln)) ≤ εn,
µ∗n (wn(ω)) ≤ e
−n(h−ε) and τn+1 ≤ (1 + ε)τn for all n ≥ N
}
.
By Theorem 3.10, Theorem 2.9 and the assumption, for every ε > 0, there exists Nε
such that for all N ≥ Nε we have P(Aε,N) ≥ 1 − ε. Let Aε := Aε,Nε. For νµ-almost
every point ξ in ∂X , we denote a (1, Cδ)-quasi-geodesic ray starting from o towards
ξ by the same symbol ξ. Let xn := ξ(ln). Given such a sequence {xn}
∞
n=0, we will
estimate the probability P(Aε ∩ {wno ∈ B(xn, 2εn + C0)}), where C0 := CR,δ. For
ω ∈ Aε, for all n ≥ Nε, there is a time τi ∈ [n, (1 + ε)n] when wτi(ω)o visits O(ω)o.
Since d(o, wn(ω)o) ≤ (l+ε)n+Cδ for ω ∈ Aε, by Proposition 3.13 which claims that
♯{g ∈ Γ : go ∈ O(ω)o ∩B(o, r)} ≤ Cr,
the number of possibilities of such wτi is at most C
′(l+ε)n. Therefore for all n ≥ N0,
we have
P(Aε ∩ {wno ∈ B(xn, 2εn+ C0)}) ≤ C
′(l + ε)ne−n(h−ε).
Define the set Fε in ∂X as in (10). By Lemma 3.6 and the following Remark 3.7,
as in the proof of Theorem 3.3, we have
εν (Fε ∩ S(xn, R)) ≤ P (Aε ∩ {wno ∈ B(xn, 2εn+ C0)}) ,
and thus
lim inf
n→∞
log ν (Fε ∩ S(xn, R))
−n
≥ h− ε.
By Lemma 2.1, we obtain
lim inf
r→0
log ν (Fε ∩B(ξ, r))
log r
≥
h− ε
l + ε
.
This holds for νµ-almost every ξ in ∂X . The rest follows as in the proof of Theorem
1.1. 
Proof of Theorem 1.3. We note that the probability that the identity element id is
in O(ω) is positive; P({ω ∈ Ω : id ∈ O(ω)}) = p > 0 by [MT15, The proof of
Proposition 6.4]. The event {ω ∈ Ω : wn ∈ O(ξ+, ξ−)} coincides with {ω ∈ Ω :
id ∈ O(w−1n ξ+, w
−1
n ξ−)} since O(ξ+, ξ−) is Γ-equivariant, and also with {ω ∈ Ω :
id ∈ O(T nω)} by definition of the shift T . Since (Ω,P, T ) is a probability measure
preserving system, we have
P({ω ∈ Ω : id ∈ O(T nω)}) = p > 0.
Hence by ergodicity of the system, almost every sample {wn}
∞
n=0 visits O(ω) in-
finitely often, and the k-th visiting time τk satisfies that k/τk → p almost surely.
Therefore τk+1/τk → 1 as k →∞, and by Proposition 3.14, the theorem follows. 
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4. Questions
We collect some geometric measure theoretic questions about the harmonic mea-
sure on the boundary of a hyperbolic space. We state questions for word hyperbolic
groups although it can be stated in a more general setting. Let Γ be a non-elementary
hyperbolic group and ∂Γ be the boundary of a Cayley graph.
Question 4.1. Let µ be a probability measure on Γ of finite first moment, and the
semigroup sgr(µ) generated by the support of µ be non-elementary. Then is it true
that the harmonic measure νµ has the following property?: We have
dim νµ = dim ∂Γ
if and only if νµ and the Hausdorff measure of the right dimension dim ∂Γ are
mutually absolutely continuous.
This is true for µ of finite support, more generally, of superexponential moment
according to a result by Goue¨zel ([GMM15]; see also [BHM11] and [Tan17]). We can
also ask this question for the harmonic measure for Brownian motion on a regular
covering of finite volume manifold as in Theorem 1.7.
An answer to the following question would be a step towards the above one:
Question 4.2. In the same setting as in Question 4.1, when is the harmonic measure
νµ doubling? Recall that we call the measure ν on a metric space Z doubling if
there exists a constant C > 0 such that for every r ≥ 0 and every z in Z we have
ν (B(z, 2r)) ≤ Cν (B(z, r)).
We still do not know if the harmonic measure νµ is doubling for every µ of finite
exponential moment.
In Theorem 1.1, 1.2 and 1.3, the measure space (∂X, νµ) is actually the Poisson
boundary for (Γ, µ), but the fact is not used to show the dimension formula: dim νµ =
hµ/lµ. If the space (∂X, νµ) is not the Poisson boundary, then in the dimension
formula, the entropy hµ would be replaced by the differential µ-entropy (see [Fur71]
and discussion in the introduction in [KLP11]).
Question 4.3. LetX be a hyperbolic proper geodesic metric space. If Γ does not have
exponential growth relative to X (say, a countable dense subgroup of isometries),
then the harmonic measure associated to a probability measure µ on Γ is exact
dimensional? If it is so, then what is the Hausdorff dimension?
Recently, Hochman and Solomyak have announced the dimension formula for a
finitely generated dense subgroup of SL(2,R) [HS15].
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