Abstract. We propose a simple PDE model which exhibits self-replication of spot solutions in any dimension. This model is analyzed in one and higher dimensions. In the radially symmetric case, we rigorously demonstrate that a weakened version of the conditions proposed by Nishiura and Ueyama for self-replication are satisfied. In dimension three, two different types of replication mechanisms are analyzed. The first type is due to radially symmetric instability, whereby a spot bifurcates into a ring. The second type is nonradial instability, which causes a spot to deform into a peanut-like shape and eventually split into two spots. Both types of replication are observed in our model, depending on parameter choice. Numerical simulations are shown confirming our analytical results.
Introduction.
In this paper we present a simple nonautonomous PDE which exhibits the self-replication of a spot solution in R N , N ≥ 1. The PDE is
(1)
Examples of this phenomenon are shown in Figure 1 . Self-replication was first observed by Pearson in the Gray-Scott model [23] . Since then, many theoretical and numerical studies have looked at self-replication in both one and two spatial dimensions for the Gray-Scott model in different parameter regimes [25] , [24] , [21] , [22] , [19] , [4] , [3] , [14] , [5] . Many other reaction-diffusion systems have been found to exhibit self-replication behavior. These include the ferrocyanide-iodide-sulfite system [11] , the Belousov-Zhabotinsky reaction [12] , [18] , the Gierer-Meinhardt model [16] , [10] , [15] , the Bonhoffer-van-der-Pol type system [7] , [8] , [9] , and the Brusselator [13] .
In an effort to classify reaction-diffusion systems that can exhibit pulse selfreplication, Nishiura and Ueyama, motivated by the numerical study of the GrayScott model, proposed a set of necessary conditions for this phenomenon to occur in [21] . Roughly stated, these conditions are the following:
The disappearance of the ground-state solution due to a fold point (saddlenode bifurcation) that occurs when a control parameter is increased above a certain threshold value.
(S1) The existence of a dimple eigenfunction at the fold point, which is believed to be responsible for the initiation of the self-replication process. By definition, a dimple eigenfunction is a radially symmetric eigenfunction Φ(|x|) associated with a zero eigenvalue at the fold point that decays as |x| → ∞ and that has a positive zero (see Figure 3 ). The alignment of the fold points, so that the disappearance of K ground states, with K = 1, 2, 3, . . . , occurs at roughly the same value of the control parameter.
(S4)
These conditions are believed to be necessary (although not sufficient) for an initiation of the self-replication event. They were first verified numerically for a certain regime of the Gray-Scott model in [21] , [6] . In a different regime, the Gray-Scott model reduces to the so-called core problem [19] , [5] , [14] . After a scaling, the core problem is The existence of a fold point of (2) (condition (S1)) in one dimension was demonstrated numerically in [19] . Conditions (S2) and (S3) were also numerically verified for (2) in [14] . More recently, the following weaker version of condition (S1) was shown analytically in [5] :
(S1
* ) The steady state ceases to exist if a control parameter is increased above a certain threshold value.
There are few analytical results for (2) in two or three dimensions (but see [19] for some partial results). Downloaded 07/21/16 to 129.173.74.49. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
In this paper we show analytically that the simple model (1) can exhibit selfreplication in any dimension for some parameter values of p, q as a is sufficiently increased from zero. We analytically verify condition (S1 * ) under the following assumptions: Provided that these assumptions hold, conditions (S2) and (S3) also hold under an additional hypothesis that (S1) holds. In this case, a single self-replication event is observed numerically in (1) as the parameter a is increased past some critical value a c . In one dimension, the bifurcation structure and the self-replication mechanism are analogous to what has been observed for the reduced Gray-Scott model (2); however, unlike the studies [19] , [5] , we are able to verify not only condition (S1 * ) but also conditions (S2) and (S3) analytically, under an additional hypothesis that (S1) holds.
It appears difficult to verify condition (S1) analytically, even for this simplified model: only the weaker condition (S1 * ) is rigorously shown to hold under assumptions (3) . Based on numerical evidence, we conjecture that (S1) holds under the same assumptions.
In dimensions two and three, the self-replication conditions (S1)-(S3) lead to a radially symmetric bifurcation, whereby a spot bifurcates into a ring that concentrates on the surface of an N -dimensional ball. However, there is another self-replication mechanism that can occur. Namely, a spot can become unstable with respect to nonradial perturbations of mode 2. Numerically, this leads to what we shall call peanut splitting, whereby a radially symmetric spot starts to acquire a peanut-like shape, which eventually pinches off and becomes two spots. We study both types of self-replication of (1) in three dimensions; we demonstrate that both are possible depending on choice of parameters (see Figure 1(b) ). Analytically, we show that when N = 3, p = 2, and q = 1, the spot will undergo peanut splitting if a is sufficiently large, whereas no spot-to-ring bifurcation is expected for any value of a. On the other hand, if p = 2, q > 1, both radial and nonradial splitting is possible. For q sufficiently large, the radial splitting dominates as illustrated in Figure 1 (b), row 2. To the best of our knowledge, this is the first rigorous demonstration of self-replication in three dimensions.
The summary of the paper is as follows. In section 2 we study the steady state problem associated with (1) . The main result is Theorem 2, which proves the boundedness of the bifurcation diagram under assumptions (3), thus verifying the condition (S1 * ). In section 3.1 we study radial stability and analytically verify conditions (S2) and (S3). This fully characterizes self-replication in one dimension and also characterizes radial replication in dimensions >1. In section 3.2 we address nonradial instability to complete the classification of self-replication phenomena in three dimensions. In section 4 we discuss some generalizations, compare our model to other models with self-replication, and provide some open problems and concluding remarks.
2. Analysis of the ground state. We start our analysis by considering the radially symmetric positive ground state solution of (1) which satisfies 1ũ . After dropping the tilde, the ground state solution satisfies
It is well known that the steady state problem (4) with a = 0 admits a unique solution when p ∈ (1, p * ), where
is the critical exponent [2] , [17] . Starting from a = 0 we wish to examine how the solution depends on a. For a fixed a, define s := u(0) and let s 0 := s(0) be the height of the solution with a = 0. To show that the solution also exists with a > 0, consider the linearized problem at a = 0, s = s 0 :
The kernel of the operator φ → Δφ − φ + pu p−1 φ is spanned by {u x1 , . . . u xn }; this operator is invertible when restricted to radially symmetric functions. (See [27] for more details.) It follows that there exists a solution to (4) whenever a is sufficiently close to zero, with s close to s 0 , using a bifurcation argument similar to the one of Crandall and Rabinowitz [1] . The detailed proof of this local existence is given in Appendix C. We summarize the result as follows. The solution to (4) is not necessarily unique when a = 0: depending on parameter values, there can be other possible solutions that are nonmonotone and whose peak can be located far from the origin with s near zero. For example, consider (4) with N = 3, p = 2. The bifurcation diagram s = u(0) versus a is computed numerically in Figure 2 (b) for several different values of q. When q > 1, the bifurcation curve is bounded and there is a fold point at some a = a c beyond which there are no solutions. This fold point is precisely condition (S1). On the other hand, if q ≤ 1, then a solution exists for all a > 0 with s → 0 as a → ∞. A typical steady state profile evolution along the bifurcation curve in one dimension is shown in Figure 2 (a); note the "multibump" solutions along the lower part of the bifurcation branch. These are studied in detail using asymptotic methods in Appendix A.
The main goal of this section is to classify under which conditions on p, q, N the bifurcation graph is bounded in the (a, s) plane. The following theorem provides these conditions. Theorem 2. Given a ≥ 0, let u(r) be a positive solution to (4) and let 
The following holds: all a ≥ 0, provided that 1 < p < p . When (i) and (ii) simultaneously hold, the bifurcation graph in the positive (a, s) plane is bounded. Note that q < 0 iff p < p and moreover q < q c < q . In particular, statements (i) and (ii) hold simultaneously in dimension N ≥ 3 provided that q > q c and p ∈ (1, p ); they hold in dimension N = 1 or 2 provided that q > q and p > 1. In conclusion, the bifurcation curve is bounded whenever (3) is satisfied. This proves the weaker version (S1 * ) of the key condition (S1). Remark 1. We conjecture that the bifurcation curve exhibits a fold point whenever it is bounded, i.e., condition (S1) holds under conditions (3) . As an example, consider Figure 2 (b), where N = 3, p = 2 < p = 5: according to Theorem 2, the bifurcation curve is bounded. Numerically, the fold point is observed whenever q > 1 = q c . On the other hand the bifurcation curve is unbounded when q ≤ 1; this is in agreement with statement (iii) of Theorem 2. In this case, numerics indicate that no fold point exists. (For the special case N = 3, p = 2, q = 1, the nonexistence of the fold point is rigorously proved in section 3.2.) Downloaded 07/21/16 to 129.173.74.49. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Remark 2. We think that q in (ii) can be replaced by q c and the condition N ≥ 3 can be eliminated in (ii). However, we were unable to prove that.
Remark 3. We also conjecture that the condition p < p is not necessary in (iii); it is sufficient that q < q < q c for (iii) to hold.
The proof of (ii) and (iii) of Theorem 2 is an immediate consequence of the following lemma.
Lemma 3. Consider the problem
Suppose that 1 < p < p , and let q , q , q c be as given by (7) . We have the following results:
Then there exists ε 0 = ε 0 (p, q, N ) such that (8) has no solution for all 0 ≤ ε < ε 0 . (ii) Suppose that N ≥ 3 and q = q c and ε = 0. Then (8) 
where τ is to be specified. Then the equation for V is
where
Now consider the limiting problem
In Lemma 13 (see Appendix B) we show that for p ∈ (1, p ) , V 0 becomes negative at some y = y 0 . In particular, there exists y 1 > y 0 and C 1 > 0 such that v 0 (y 1 ) < −C 1 < 0. By continuity of solutions to the initial value problem with respect to parameters, V can be made arbitrarily close to V 0 by choosing any sufficiently small ε 1, ε 2 . In particular, there exists a ε = ε(p, q) > 0 such that for all ε 1 , ε 2 < ε, we have To prove (ii) we apply Lemma 3 after a change of variables u → a 1/(1−p) u. Then (4) becomes (8) with ε = 1/a. Statement (i) of Lemma 3 immediately yields the desired result. The proof of (iii) follows from statement (iii) of Lemma 3.
Proof of Lemma 3. We start with the nonexistence results (i) and (ii) which are proved in Steps 1 to 4. Result (iii) is proved in Step 5.
Step 1. We first derive the following key identity:
In one and two dimensions, this is a consequence of Pohozhaev-type inequalities as we now show. First, multiply (8) by r N −1 u and integrate by parts to obtain
Next, multiply (8) by r N u and integrate by parts to get
where the boundary terms vanish by Lemma 11 of Appendix B. Combining (16) and (17) we obtain
This proves (15) in the case N = 1, 2. To obtain a sharper inequality for dimensions N ≥ 3, we derive another identity as follows. Differentiating (8) with respect to r we obtain
Multiplying (18) by r N −1 u, integrating on [0, ∞], and using integration by parts we get
Using (8) and rearranging we obtain (19) 
Thus we obtain (20)
and moreover,
This proves (15) for dimension N ≥ 3.
Step 2. Given q that satisfies (9), note that (15) holds with c 1 > 0. We now show that there exists a constant C such that
for any r 1 ≥ r 0 . In particular, choose r 1 to satisfy ε−c 1 r q = −ε, i.e., r 1 = (2/c 1 )
We claim that there exists a constant C 2 such thatû is nondecreasing on the interval 
.
Thereforeû is increasing on
Step 3. We claim that there exists a number ξ 0 such that for all ε < 1 and all ξ > ξ 0 , the solutionû to (22) crosses the x-axis. To see this, let
Then (22) becomes
Assume there is no such ξ 0 as required. Then there are ξ k → ∞ and 0 ≤ ε k ≤ 1 such that the solution of (23) with ξ = ξ k and ε = ε k is positive for s > 0. Define
. After passing to a subsequence, we may assume that β k → β. We separate the argument into two parts.
with v(0) = 1 and v (0) = 0. In the limit k → ∞, (24) becomes
Now by Lemma 13 in Appendix B, the solution to (25) crosses zero, provided that p < p . By continuity, it follows that the solution v to (24) also crosses zero when k is sufficiently large, which is a contradiction. Case 2. β < ∞. In this case, the solution to (23) converges to the solution to
By Lemma 13 in Appendix B, the solution to (26) crosses zero, provided p > p > 1 and q > q . By continuity, it follows that the solution v to (23) also crosses when k is large, which is a contradiction again. This proves the claim.
Step 4. Let ε 0 = min{1, ( N −2 is the critical exponent, then the existence is an immediate consequence of a more general result proved in [2] , whose statement we reproduce Downloaded 07/21/16 to 129.173.74.49. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php here for the reader's convenience. Namely, consider the more general problem (27) 
Then Corollary 4.8 of [2] implies that a solution to (27) exists provided that p ∈ (1, p ) and |h (r)| < C + r q for some constant C > 0, 0 < q < q c , for all r ≥ 0. We remark that the necessary condition q < q c follows immediately from (15) with ε = 0; the condition q < q is the result of combining Pohozhaev identities (16) , (17) with ε = 0,
Next we show uniqueness when q ∈ (q , q c ) and ε = 0. We follow the method outlined in [17] , which works for more general equations of the form (27) . Make a change of variables
where s = s(r) is to be specified shortly. We have
Next choose s so that
Also choose g so that
We then get
For (28) Note that
This suggests a change of variables,
and using h = r q , F (r) becomes
Provided that (30) holds, note that
has a unique positive root at r = c 1 (1 − δ)/δ and F (r) is increasing for small positive r. This shows that F (r) has the Λ-property. Therefore Theorem 1 of [17] proves the uniqueness of solution to (8) with ε = 0 provided q ∈ (q , q c ) .
Finally, we show that the entire bifurcation branch is positive. Proof. First, suppose that u(r) solves
Moreover, suppose that u(0) > 0 and a > 0. We claim that u(r) > 0 for all r ≥ 0.
We proceed by contradiction: suppose that u(r) < 0 for some r. Then u has a global minimum at some point r 0 with u(r 0 ) < 0. But then u rr (r 0 ) ≥ 0, u r (r 0 ) = 0 so that 0 = u rr (r 0 ) + Then u > 0 along the bifurcation curve. But then u also solves the original problem (4) and u > 0. We remark that a sign-change solution may exist if the condition u → 0 as r → ∞ is dropped in (31).
Theorem 2 provides conditions for when the bifurcation curve is bounded. To obtain a more refined information, we examine what happens to the bifurcation curve when u(0) is small. In this case, there may exist solutions to (4) which attain maximum far away from the origin. These are studied using formal asymptotics in Appendix A. In dimensions N ≥ 2, this analysis also leads to the threshold q = q c .
Stability analysis.
We now study the stability of the time-dependent problem (1). It is convenient to consider a more general problem, Since the constant c 0 can be scaled out by scaling u, its inclusion does not change the stability properties. While some of the results (and derivations) below are valid for a more general function h, we do not attempt to state the most general version of our results and will simply use h = 1 + awhenever required. In particular the proof of Lemma 5 and therefore Theorem 6 which relies on it, makes explicit use of h = 1 + ar q . The condition ∇u(0, t) = 0 will be necessary to avoid translational instabilities. Equivalently, we may simply restrict (32) to the positive quadrant Ω = {(x 1 , x 2 , . . . , x N ) :
. . N} and impose Neumann boundary conditions on ∂Ω. In this setting, the spike solution at the center becomes a boundary spike at the corner of Ω.
When h = 1, the problem (32) and its generalizations are sometimes referred to as the shadow system [28] . It naturally occurs in the high diffusivity ratio limit of some reaction-diffusion systems, for example, the Gierer-Meinhardt model [27] and the Gray-Scott model [20] , [4] . The main feature of (32) with h = 1 is that the integral term in the denominator stabilizes the large eigenvalues [28] .
We begin our investigation by linearizing around the steady state. Set
where u(r) satisfies (33) (here and below we drop the subscript 0 for convenience) and Z 1. Define
Then we have
In one dimension the condition Z (0) = 0 ensures that Z is even (i.e., radially symmetric) eigenfunction. In dimensions N ≥ 2, the problem (35) has a radially symmetric eigenfunction but may also have nonradially symmetric modes. We start by studying radially symmetric perturbations.
Radially symmetric perturbations.
In this section we examine the radial stability of (32). That is, we consider solutions (Z, λ) to (35), where Z is restricted to the space of radially symmetric functions. As before, let
where u(x; a) is the ground state solution to (33). We will also assume that
Then there is a unique value s 0 with a = 0 which corresponds to the unique ground state solution to (33) with a = 0 [17] . Now consider the bifurcation curve (s, a(s)) Downloaded 07/21/16 to 129.173.74.49. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php going through s = s 0 , a = 0. Suppose that such curve has a fold point. Our main result here is to show condition (S3) in one dimension. In addition, we will show that the even eigenfunction at the fold point of (35) corresponding to a zero eigenvalue has a root; this will prove condition (S2). We start with the following lemma, which explicitly uses the form (37). 
It immediately follows that (ii) =⇒ (iii) =⇒ (i). The main difficulty is showing that (i) =⇒ (ii)
. For this, we will make use of the following identity:
We proceed in three steps.
Step 1 Step 2. Consider the problem with λ = 0, having a unique positive root. By Step 1, this implies ∂a ∂s = 0, which contradicts the assumption that s ∈ (s c , s 0 ].
Step 3. If s ∈ (s c , s 0 ] and λ = 0, Step 2 shows that Z has at most a root. But this contradicts Step 1.
We now state our main result for stability with respect to radially symmetric perturbations.
Theorem 6. Suppose that h is as given in (37) and let s = u(0; a), where u(x; a) is the ground state solution to (33). Suppose the bifurcation curve a = a(s) has the following properties:
( An example of the eigenfunction ∂u ∂s | s=sc with N = 1, p = 2, q = 2 is shown in Figure 3 . The pulse splitting as observed in Figure 1 (a) is due to its "upside-down Mexican hat" shape.
Note that Theorem 6 provides a partial generalization of [28] , where the case h = 1 was proved.
1 Theorem 6 relies on the following lemma.
Lemma 7. Consider the local radially symmetric eigenvalue problem
Φ is radially symmetric and the corresponding nonlocal problem,
Z is radially symmetric. 1 In [28] , the stability of the problem
was considered; the case h = 1 in (32) corresponds to m = p + 1. Then we may scale Z so that (43) becomes
Then (45) becomes
We compute
so that f is always increasing. Also note that f (λ) has a singularity at every positive eigenvalue of the local problem (42). Suppose that (42) admits K positive eigenvalues, K ≥ 1. Then f (λ) has K vertical asymptotes for positive λ. Now from (40) we note that
Thus there are precisely K − 1 positive solutions to (46).
We have shown that if K ≥ 2, then (43) is unstable. It remains to show that (43) is stable when K = 1. Then there are precisely K − 1 = 0 positive solutions (46); hence there are no positive eigenvalues of (43) whose eigenfunction satisfies (44). It remains to consider the case Zu p h = 0; K = 1. But then Z satisfies LZ = λZ. Thus λ = λ 1 , where λ 1 is the unique positive eigenvalue of (42). Now multiplying (40) by Z and integrating, we then obtain λ 1 uZ = 0. Since we assumed λ 1 = 0, and u > 0, this means that Z must change sign. But this contradicts the fact that Z is the eigenfunction of the principal eigenvalue of the local problem (42).
Proof of Theorem 6. First, note that when a = 0, s = s 0 , we have h(x) = 1. In this case, the problem LZ = 0 admits N independent solutions given by Z k =ê k u (r), k = 1 . . . N, whereê k is the kth unit vector and u(r) is the radially symmetric ground state solution to (33) with h = 1. Thus the local eigenvalue problem LZ = λZ admits N eigenfunctions corresponding to a zero eigenvalue. Moreover, it is well known that u(r) is unique and is a decreasing function [17] . It follows that the nodal set {x : Z k = 0} Downloaded 07/21/16 to 129.173.74.49. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php ε {x : x k = 0} , which divides R N into exactly two connected sets. By the oscillation theorem there must be a positive eigenvalue whose eigenfunction has no root. Such an eigenvalue is unique and the corresponding eigenfunction is radially symmetric; all other radially symmetric eigenfunctions correspond to strictly negative eigenvalues. This proves that (42) admits precisely one positive eigenvalue when s = s 0 . Next, note that the eigenvalues are all real since (43) is self-adjoint. By Lemma 5, the eigenvalues cannot be zero for s ∈ (s c , s 0 ). By continuity it follows that (42) admits exactly one positive eigenvalue for all s ∈ (s c , s 0 ]. By Lemma 7, it then follows that (43) is stable.
We now prove that u s = ∂u/∂s is an eigenfunction of (43) corresponding to λ = 0 whenever s = s c . Certainly Lu s = 0 (see Lemma 5) . We now show that
so that u s is indeed an eigenfunction of (43) corresponding to λ = 0. This follows by multiplying the identity (40) by u s and then integrating by parts and using Lu s = 0. Equation (47) also shows that u s has a strictly positive root since h, u > 0.
Nonradial perturbations in three dimensions.
Theorem 6 shows that the top branch of the bifurcation curve is stable with respect to radially symmetric perturbations. This implies full stability in one dimension. However, in higher dimensions, nonradial instabilities can and do occur. This study considers such instabilities in three dimensions. As before, the starting point is the eigenvalue problem (35). We then use spherical coordinates x = r sin θ cos φ, y = r sin θ sin φ, z = r cos θ,
We decompose the eigenfunction as 
Note that the case l = 0 corresponds to the radially symmetric eigenfunctions whose stability was already characterized by Theorem 6. The case l = 1 corresponds to translational modes; in such a case Y 1/(1−p) and w(y) is the one-dimensional ground state that satisfies (50). Since w decays exponentially away from r 0 , to leading order we have
It is well known that (48) admits a positive eigenvalue (in fact, it is a special case of (42) with N = 1 and h = 1). This proves that λ l > 0 for l ≥ 2 if u(0) is sufficiently small. In particular, as the bifurcation curve is traversed in the direction of decreasing s, the mode l = 2 eventually becomes unstable. This is illustrated in Figure 2 (b). Due to ordering principle for the local eigenvalue problem LZ = λZ, the eigenvalues are ordered λ 2 ≥ λ 3 ≥ λ 4 ≥ · · · . However, no such ordering exists between the radial eigenvalue λ r and λ 2 , since λ r satisfies the nonlocal problem (35). This leads to the following question: As the bifurcation curve is traversed starting with a = 0, u(0) = O(1), can the nonradial mode λ 2 become unstable before the radial mode λ r ? Since λ r becomes unstable at the fold point, the answer is yes provided that the bifurcation curve has no fold point. In particular, if the solution to (4) is unique for all a > 0, then the fold point does not exist. We now show that this is the case when p = 2 and q = q c = 1. Using Theorem 1 of [17] , the solution is unique if the function F (r) given by (29) with h(r) = 1 + ar satisfies the Λ property (as described below (29)). After some algebra we simplify to obtain
Now clearly, F → −∞ as r → 0 + . To show the Λ property, it suffices to show that F = 0 has a unique solution. But this follows from the Descartes rule of signs, since the coefficients in the polynomial inside F (r) change sign precisely once.
To summarize, in the case p = 2, q = q c = 1, the radial mode λ r is stable for all a > 0; however, the nonradial mode λ 2 becomes unstable for sufficiently large a.
When p = 2, q > 1, the bifurcation curve has a fold point, where λ r = 0. In general it is unknown whether λ 2 becomes unstable before λ r or vice versa, as a is increased. However, if p = 2 and q is close to 1, then because of continuous dependence on parameters, λ 2 is destabilized before λ r as a is increased. Numerically, we observe that the opposite is true if q is sufficiently large, as the following two tables illustrate: For p = 2 and a given q, these two tables list the values of λ r and λ 2 , as well as a = a(s), computed numerically. Starting with a = 0 =⇒ s = 4.1895, we followed Downloaded 07/21/16 to 129.173.74.49. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the bifurcation curve in the direction of decreasing s. When q = 1.3, the fold point occurs at a ∼ 0.6046; numerics confirm that the radial node λ r crosses zero at that point (see also Theorem 6). However the nonradial mode λ 2 becomes unstable at around a ∼ 0.4523 on the top branch of the bifurcation curve. Hence in this case, the mode λ 2 becomes unstable before λ r as a is increased from a = 0. When q = 3, the opposite behavior is observed: the fold point occurs at a ∼ 0.0344, whereas the nonradial mode λ 2 is destabilized only on the bottom branch of the bifurcation curve. In particular the top branch of the bifurcation curve is stable with respect to λ 2 (and hence, stable with respect to all nonradial perturbations due to the ordering property). This is also illustrated in Figure 2(b) , where the bifurcation curve is plotted along the threshold values of a when λ r = 0 or when λ 2 = 0 for several different values of q with p = 2.
4. Discussion. In this paper, we have shown that even a single PDE with heterogeneity has a self-replication structure similar to that of more complicated reactiondiffusion systems, such as Gray-Scott. For our simpler model, we are able to prove analytically Nishiura-Uyama conditions (S1 * ) and-under an additional hypothesis that (S1) also holds-conditions (S2) and (S3). These conditions are believed to be responsible for the initiation of the fully nonlinear self-replication process. The process itself and the ensuing dynamics are still very poorly understood. Nishiura-Uyama conditions are based on the steady state and its linearization; as such, they provide little information about the fully nonlinear self-replication dynamics.
In the Gray-Scott model, peanut splitting is the dominant self-replication mechanism in two dimensions as observed by [23] , [19] , [20] . On the other hand, it was observed numerically in [15] that either the radial or the peanut-type instability can be dominant in the Gierer-Meinhardt model in two dimensions, depending on parameter values. Our simplified model has a similar structure: either instability is possible, depending on how the parameters p, q are chosen.
We conclude with the following conjecture, which is a generalization of Corollary 4.8 in [2] .
Conjecture 8. Consider the system
Suppose p > 1 and h(r) satisfiy
where C is some constant and q , q c are given by (7) . Then (49) has a radially symmetric solution.
In [2, Corollary 4.8], this result was shown under a more restrictive assumption p ∈ (1, p ), in which case q < 0. Here, we do not assume that p < p ; this assumption is replaced with the more general assumption q > q .
Appendix A. Asymptotic analysis of (4) with small u(0). We now examine the behavior of the solution with small u(0). The goal is to use asymptotic methods to construct radially symmetric solutions concentrating on a ring of a large radius. Below we will determine the asymptotic magnitude of such a radius. The analysis is different for N = 1 or N ≥ 2.
One dimension. We consider (4) with N = 1, in the limit a 1: so that (4) becomes
The expansion we use is
Expanding to two orders we obtain
Multiply (58) by U 0y and integrate by parts; using (57) we obtain (59) qr
The integrals can be further eliminated using Pohazhaev-type identities. Namely, multiply (57) by U 0 and integrate to get
Multiply (57) by yU 0y and integrate to obtain
Combining (60) and (61) we obtain
Substituting (62) into (59) we finally obtain
The solution to (63) exists provided that Ring solutions in dimension N = 3, threshold case p = q+1. The analysis is much more involved. For simplicity, we consider only the case p = 2. However, the result generalizes without difficulty for any p > 1. We summarize the result as follows.
Proposition 9. Suppose N = 3, p = 2, and q = 1. In the limit a 1, let r 0 1 be the large solution to the equation
Then there exist solutions of (4) of the form
Proof of Proposition 9. We rescale
and define
The main idea is to separately solve the equation on [0, r 0 ], then on [r 0 , ∞). Then ε will be determined by requiring that U r It will be shown below that ε = O(r 0 e −2r0 ). Therefore we will need to expand in both ε and 1 r0 . First, we treat r 0 as constant with respect to ε and expand
Next we let Note that L(yw) = yw 2 + 2w y so that the solution to (66) is given by
To determine the constant C we impose the condition U 01 (0) = 0, which yields C = −2,
Therefore U 01 is odd and at the next order we get To the right of r 0 we get
Adding (68) and (69) together we get
Therefore we need to determine the behavior near r = 0. Recalling that y = r − r 0 we write
Since the solution decays near zero, we have u 
Evaluating at r = r 0 , we obtain
On the other hand, from (72) we estimate
Matching (73) and (74) we obtain
Therefore the uniform expansion of u is given by
We now match decaying mode of (72) to the remainder of U 0 in the outer region:
This gives the following behavior of U 02 in the outer region:
Using this we evaluate
Substituting (79), (71), and w yy (0) = − 3 4 into (70) we obtain (80)
This yields
Next we compute the jump in U 1 . We expand Imposing U 10 (0) = 0 and recalling that Lw = w 2 , we get
The next order then becomes
Multiplying by w y and integrating to the left of r 0 we therefore get
and similarly to the right of r 0 ,
Adding (83), (84) together and ignoring the exponentially small boundary terms we obtain
Putting together (81) and (85) we have
The solvability condition is that this quantity is zero, that is,
This completes the proof. 
for some R ≥ 0. Then for any δ > 0, there exists r k → ∞ such that 
cos( √ δ log r). By the oscillation theory, u oscillates faster than v and therefore has infinitely many roots on [R 1 , ∞), which is a contradiction. The proof is finished.
Lemma 11. Assume q > q c > q and p > 1, where q c and q are given in (7a) and (9) . Let u satisfy
for some R ≥ 0, where α ≥ 0, β ≥ 0, and α = 0. Then there exist δ > 0 and 
. Again we can remove c by taking a different δ. The proof is finished.
Lemma 12. Assume q > q and p > p > 1, where q is given in (7a). Let u satisfy
for some R ≥ 0, where α ≥ 0, β ≥ 0 and α 2 + β 2 = 0. Then there exist δ > 0 and When a = 0, by [17] , the equation has a unique solution U (r). In this section, we restrict ourselves to radially symmetric functions and are concerned with the local existence of the solution branch of (89) for a > 0 which connects to U (r). Let 
