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Abstract
Consider the natural action of PGL3(q) on the projective plane PG2(q) over a finite field GF(q).
In this paper we split a set of representatives of conjugacy classes of PGL3(q) into a disjoint union
of subfamilies gathering the elements that have the same cycle type as a permutation of the points of
PG2(q). Also, we count the number of elements in each subfamily. This allows us to obtain formulas
for the number of orbits of the action of PGL3(q) on different sets of n-subsets and n-multisubsets of
PG2(q). As an application we obtain explicit formulas for the number of isometry classes of different
families of codes of dimension three.
© 2004 Elsevier Ltd. All rights reserved.
0. Introduction
Let Γ be a finite group acting from the left on a finite set X and denote by Γ\\X the
set of orbits of elements of X under the action of Γ . The number of orbits can be counted
by the Cauchy–Frobenius Lemma [1, 3.1.6]:
|Γ\\X | = 1|Γ |
∑
γ∈Γ
|Xγ | =
∑
γ∈C
|Xγ |
|Γγ | , (1)
where:
Xγ = {x ∈ X | γ (x) = x}, Γγ = {ρ ∈ Γ | ργρ−1 = γ },
and C is a system of representatives of conjugacy classes of elements of Γ .
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This formula can be applied to compute numbers of isometry classes of certain families
of linear codes [1, Section 3.2]. For instance, given positive integers k ≤ n and a finite
field GF(q), we consider Γ = PGLk(q) acting naturally on the set X of n-multisubsets
of the projective space PGk−1(q) (resp. on the set X of n-subsets of PGk−1(q)). Then,
the numbers Tnk := |Γ\\X | (resp. T nk := |Γ\\X |) count isometry classes of all (resp.
injective) (n, ) codes, 1 ≤  ≤ k, whose generator matrix has no zero column. In both
cases it is possible to obtain (for fixed k) a generating function for these numbers of orbits
in terms of the cycle index of Po´lya. For general Γ , X as in (1), the cycle index is the
polynomial
C(Γ ,X ) := 1|Γ |
∑
γ∈Γ
|X |∏
i=1
z
ai (γ )
i ∈ Q[z1, z2, . . .],
where ai (γ ) is the number of cycles of length i in the decomposition, as a product of
disjoint cycles, of the permutation of the elements of X given by the action of γ . We have
[1, 3.2.16]:∑
n∈N
Tnk xn = C(PGLk(q), PGk−1(q))|
zi = 11−xi
,
∑
n∈N
T nk xn = C(PGLk(q), PGk−1(q))|zi =1+xi .
Moreover, Fripertinger has obtained a nice general description of the cycle index
C(PGLk(q), PGk−1(q)), which enables one to build up tables of Tnk , T nk [3, 4]. However,
this description is rather involved and even for small values of k the explicit computation
of these numbers requires at several steps algorithmic devices.
The aim of this paper is to obtain, for Γ = PGL3(q), an explicit decomposition of C
into a disjoint union of families, C = ∪αCα, according to the cycle type of their elements
acting as permutations of the points of the projective plane PG2(q). The cycle type of any γ
depends on the variation of the structure of the set of fixed points among the projectivities
in the cyclic subgroup generated by γ . We find also formulas for the cardinalities:
cα := |Cα|, gα := |Γγ |, γ ∈ Cα,
of each subset Cα and of the centralizers of elements γ ∈ Cα (which do not depend on the
special choice of γ in Cα). This way we obtain explicit formulas for the numbers:
Nα :=
∑
γ∈Cα
1
|Γγ | = cα/gα.
This allows us to obtain formulas for the number of orbits of the action of Γ on finite
sets X with the property that the numbers |Xγ | of fixed points depend only on the cycle
type of γ acting on PG2(q). In fact, by (1), one gets:
|Γ\\X | =
∑
α
Nαxα,
where xα := |Xγ |, for γ ∈ Cα .
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As an application, we obtain in Sections 3 and 4 explicit formulas for Tn3, Tn3 and for
the number of isometry classes of other families of codes of dimension three. Analogous
formulas for Tn2 had been obtained in [7].
Apart from their applications to coding theory, n-sets of projective spaces are in deep
connection with interesting geometrical objects [2]. For instance, n-sets of the projective
line classify hyperelliptic curves and our computation of Tn2 could be used to find formulas
for the number of hyperelliptic curves over finite fields of odd characteristic [6]. In a similar
way, we hope to be able to use our computation of Tn3 to find formulas for the number of
non-hyperelliptic curves of genus 3 with a level 2 structure, whose moduli space can be
described in terms of families of seven points on the plane [2, Chapter IX]. To this end, it
is necessary to extend the results of this paper to n-sets of the plane which are defined over
the base field GF(q) as a set, but not necessarily pointwise.
1. Conjugacy classes and centralizers of PGL3
Let k be a field. In this section we determine a particular system C of representatives of
conjugacy classes of Γ := PGL3(k). For any γ ∈ C we study the centralizer
Γγ = {ρ ∈ Γ | ρ−1γρ = γ } = {ρ ∈ Γ | γρ = ργ },
and we compute its cardinality when k is a finite field.
1.1. Conjugacy classes
For any A ∈ GL3(k) the characteristic polynomial PA(t) belongs to:
P := {P(t) ∈ k[t] | P(t) is monic of degree 3 andP(0) = 0}.
This set P splits as the disjoint union of five families:
PI = {P(t) ∈ P | P(t) is irreducible over k},
PII = {P(t) ∈ P | P(t) = (t − a)Q(t), a ∈ k∗, Q(t) irreducible over k},
PIII = {P(t) ∈ P | P(t) has 3 different roots in k∗},
PIV = {P(t) ∈ P | P(t) = (t − a)(t − b)2, a, b ∈ k∗, a = b},
PV = {P(t) ∈ P | P(t) = (t − a)3, a ∈ k∗},
and we shall say that a matrix A is of type I, II, III, IV, or V according to the family which
the characteristic polynomial PA(t) belongs to. Consider now the following action of k∗
respectively on GL3(k) and P :
λA := λA, λP(t) := PλA(t) = λ3 P
(
t
λ
)
,
for any λ ∈ k∗. The correspondence assigning to any matrix its characteristic polynomial
induces a well-defined onto mapping
P: PGL3(k) =
(
k∗\\GL3(k)
)
k∗\\P .
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This mapping is invariant under inner automorphisms of PGL3(k), so that it induces a
mapping on the set C of conjugacy classes of elements of PGL3(k):
P: C k∗\\P .
Moreover, x ∈ k¯ is a root of P(t) if and only if λx is a root of λP(t); hence, the action of
k∗ on P respects the type of factorization of the polynomials as a product of irreducible
polynomials in k[t]. Thus, it has still sense to say that an element γ or a conjugacy class
of PGL3(k) is of type I, II, III, IV, or V according to the subfamily of P to which PA(t)
belongs, where A is any representative in GL3(k) of γ or of the conjugacy class.
We fix now a system of representatives, which we still denote by C, of conjugacy classes
of PGL3(k), just by choosing representatives of the action of k∗ on a family of Jordan
normal form matrices. We define C = CI ∪ CII ∪ CIII ∪ CIV ∪ CV, where CIV := C ′IV ∪ C ′′IV
and:
CI :=



 0 0 −a1 0 −b
0 1 −c


∣∣∣∣∣∣ t3 + ct2 + bt + a ∈ k∗\\PI

 ,
CII :=



 1 0 00 0 −b
0 1 −c


∣∣∣∣∣∣ t2 + ct + b irreducible in k[t]

 ,
CIII :=



 1 0 00 b 0
0 0 c


∣∣∣∣∣∣ (b, c) ∈ T

 ,
C ′IV :=



 a 0 00 1 0
0 0 1


∣∣∣∣∣∣ a ∈ k − {0, 1}

 ,
C ′′IV :=



 a 0 00 1 0
0 1 1


∣∣∣∣∣∣ a ∈ k − {0, 1}

 ,
CV :=

1 :=

 1 0 00 1 0
0 0 1

 , γV :=

 1 0 00 1 0
0 1 1

 , γ ′V :=

 1 0 01 1 0
0 1 1



 ,
where T is a set of representatives of (k − {0, 1} × k − {0, 1}) −∆, being∆ the diagonal
subset, modulo the equivalence relation ∼ generated by:
(b, c) ∼ (c, b), (b, c) ∼ (cb−1, b−1) ∼ (c−1, bc−1). (2)
Since the map P is onto and for a separable characteristic polynomial the Jordan normal
form is uniquely determined, we have
Lemma 1.1. For ? ∈ {I, II, III} the correspondence P that assigns to any matrix its
characteristic polynomial induces bijective mappings, P: C? k∗\\P?. 
In [5, Section 7.4], the reader finds a similar description of C and a computation of the
number of conjugacy classes of each type, when k = GF(q) is a finite field. Actually, what
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we need is a refinement of these computations. Inside each of these subsets we want to
count the number of elements with a given cycle type acting as a permutation of the points
of PG2(q). This will be achieved in Section 2.
1.2. Centralizers
This subsection is devoted to the computation of Γγ . Given γ, ρ ∈ PGL3(k) we take
arbitrary representatives A, B ∈ GL3(k); then, ργ = γρ translates into AB = λB A, for
certain λ ∈ k∗. For given A ∈ GL3(k) and λ ∈ k∗ we consider the k-vector space:
VA,λ := {M ∈ M3(k) | AM = λM A}.
For λ = 1, VA := VA,1 is a k-algebra, whose dimension depends in a well-known way on
the Jordan normal form of A. We are actually interested in the sets:
V ∗A,λ := VA,λ ∩ GL3(k),
since Γγ can be expressed as the disjoint union:
Γγ = ∪λ∈k∗(k∗\\V ∗A,λ). (3)
Note that V ∗A,λ is not empty if and only if A and λA are conjugate. This happens only
for very special values of λ and A.
Lemma 1.2. Suppose that A ∈ GLn(k) and λA are conjugate in GLn(k) for certain
λ ∈ k∗. Then, λn = 1 and the characteristic polynomial of A is of the type:
PA(t) = (td + a1) · · · (td + ar ), a1, . . . , ar ∈ k¯∗, (4)
where d is the order of the cyclic subgroup of k∗ generated by λ and n = dr .
Conversely, if λd = 1, PA(t) is separable and it has the shape indicated in (4), then A
and λA are conjugate in GLn(k).
Proof. If A and λA are conjugate, the multiset of roots of their characteristic polynomial
(counting multiplicities) has to be invariant under multiplication by λ. Since none of these
roots is zero, the multiset of the roots has to be a union of orbits α, λα, . . . , λd−1α for
certain elements α ∈ k¯.
Conversely, if PA(t) has the shape indicated in (4) and λd = 1, then A and λA have
the same characteristic polynomial; since PA(t) is separable, they have the same Jordan
normal form too. 
For the matrices A of type I all non-zero matrices in VA are invertible:
Lemma 1.3. Let A, B ∈ GLn(k) and suppose that the characteristic polynomial of A is
irreducible over k. Let V be the k-vector space: V = {M ∈ Mn(k) | M A = B M}. Then,
any M ∈ V is either zero or invertible. In particular, V = 0 if and only if A and B are
conjugate in GLn(k). In this latter case, we have dimk V = n.
Proof. The matrices A, B determine two ring homomorphisms, k[t] Mn(k) =
Endk(kn). We obtain in this way two structures of k[t]-modules on kn , which we denote
by E A, EB . The condition M A = B M implies that multiplication by M determines a
homomorphism M: E A EB of k[t]-modules. By hypothesis, the module E A is simple,
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hence, either ker M = E A or ker M = 0. In the first case M = 0 and in the second case M
is invertible.
In particular, V = 0 if and only if A and B are conjugate in GLn(k). In this latter case,
E A and EB are isomorphic as k[t]-modules, hence,
V = Homk[t ](E A, EB) 	 Homk[t ](E A, E A).
Thus, in order to prove that dimk V = n we can suppose A = B . In this case the assertion
is well-known. 
Corollary 1.4. Let k = GF(q) be a finite field. Suppose that A ∈ GLn(k) has an
irreducible characteristic polynomial and let λ ∈ k∗ such that A and λA are conjugate.
Then, |V ∗A,λ| = qn − 1.
Proof. dimk VA,λ = n and V ∗A,λ = VA,λ − {0}, by Lemma 1.3 applied to B = λA. 
Lemma 1.5. Let k = GF(q) be a finite field. For any γ ∈ C of order m we have:
|Γγ | =


3(q2 + q + 1), if γ ∈ CI and m = 3,
q2 + q + 1, if γ ∈ CI and m > 3,
q2 − 1, if γ ∈ CII,
3(q − 1)2, if γ ∈ CIII and m = 3,
(q − 1)2 if γ ∈ CIII and m > 3,
q(q − 1)2(q + 1), if γ ∈ C ′IV,
q(q − 1), if γ ∈ C ′′IV,
q3(q − 1), if γ = γV,
q2, if γ = γ ′V,
q3(q − 1)2(q2 + q + 1)(q + 1), if γ = 1.
Proof. Suppose first that γ ∈ PGL3(k) is of type I, II, or III, and let A be a representative
of γ in GL3(k). The k[t]-module E A defined as in the proof of Lemma 1.3 is semisimple.
The decomposition as a direct sum of simple modules is as follows:
E A =


E1, dim E1 = 3, if A is of type I,
E1 ⊕ E2, dim Ei = i, i = 1, 2, if A is of type II,
E1 ⊕ E2 ⊕ E3, dim Ei = 1, i = 1, 2, 3, if A is of type III.
In each decomposition the simple factors are non-isomorphic one to each other; hence,
V ∗A = Autk[t ](E A) 	 ⊕i Autk[t ](Ei ).
By Corollary 1.4,
|V ∗A| =


q3 − 1 if A is of type I,
(q − 1)(q2 − 1) if A is of type II,
(q − 1)3 if A is of type III.
For any λ ∈ k, the module EλA has a decomposition as a direct sum of simple modules,
EλA = ⊕i E ′i , of the same type as A. If moreover A and λA are conjugate, the simple
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modules in the decomposition of E A and EλA are isomorphic: Ei 	 E ′i for all i . Thus,|V ∗A,λ| = |V ∗A |, since
V ∗A,λ = Isomk[t ](E A, EλA) 	 ⊕i Isomk[t ](Ei , E ′i ) 	 ⊕i Autk[t ](Ei ).
By Lemma 1.2, A is conjugate to λA for some λ ∈ k∗, λ = 1 only if k contains a 3rd
root of unity ω = 1 and A has characteristic polynomial of the form: PA(t) = t3 + a,
a ∈ k∗. This is equivalent to m = 3. Applying (3), we see that the assertion of the lemma
is correct for γ of type I, II or III.
Let γ ∈ Γ be now of type IV or V and let A be any representative in GL3(k). By
Lemma 1.2, A is conjugate to λA, only for λ = 1. Hence, by (3), |Γγ | = |k∗\\V ∗A |. A
straightforward computation of V ∗A in each case ends with the proof of the lemma. 
Remark. Let µ3 be the subgroup of k¯∗ formed by the 3rd roots of unity. If q ≡ 1( mod 3),
we have µ3 ∩ k = {1} and k∗ = (k∗)3; hence, all elements of order m = 3 in C are of
type II (if p = 3) or V (if p = 3). If q ≡ 1(mod 3) we have µ3 ⊆ k and
(
k∗ : (k∗)3) = 3;
hence, in this case there are three elements in C of order m = 3, two in CI and one in CIII,
given respectively by:
γ =

 0 0 −a11 0 0
0 1 0

 ,

 0 0 −a21 0 0
0 1 0

 and γ =

 1 0 00 ω 0
0 0 ω2

 ,
where a1, a2 are representatives of the two non-trivial classes of k∗/(k∗)3.
2. Action of cyclic subgroups of PGL3 on the projective plane
Let q be a power of a prime number p and let k = GF(q) be a finite field with q
elements. We consider the natural action of the group Γ = PGL3(q) on the projective
plane X := PG2(q). The aim of this section is to split our set C of representatives of
conjugacy classes of Γ into a disjoint union of families gathering those γ with the same
cycle type and to count the number of elements in each family.
Let γ be an element of C and let A be any representative of γ in GL3(q). Throughout
this section we denote by m = m(γ ) the order of γ as an element of Γ . The set Xγ of
fixed points of γ in PG2(q) coincides with the image in PG2(q) of the eigenvectors of A
in k3. More generally, the lines of PG2(q) which are invariant under γ are images of vector
subspaces of k3 of dimension two, which are invariant under A. In particular, the structure
of this set depends only on the type I, II, III, IV, or V. More precisely, if we denote by
P1 = (1, 0, 0), P2 = (0, 1, 0), P3 = (0, 0, 1), the three fundamental points of PG2(q) and
by L1, L2, L3 the three lines determined, each Li , by the couple of points with subindex
different from i , we have the following Table 1 (cf. [5, Section 7.4]).
In order to determine the cycle type of γ we need to study the variation of the structure
of the sets Xγ r of fixed points of the projectivities in the cyclic subgroup generated by γ .
To this end the following definition will be useful:
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Table 1
Fixed points and invariant lines of γ ∈ C
Type of γ Xγ Invariant lines of γ
I ∅ None
II {P1} L1
III {P1, P2, P3} L1, L2, L3
IV′ L1 ∪ {P1} L1 and every line through P1
IV′′ {P1, P3} L1, L2
γ = γV L2 Every line through P3
γ = γ ′V {P3} L1
γ = 1 X All lines
Definition. Let L be an invariant line of γ . The exponent of L is the least positive divisor
d of m(γ ) such that L is a line of fixed points of γ d . Equivalently, d is the order of the
projectivity of L obtained by restriction of γ .
We classify now the elements of C according to the configuration of fixed points and
invariant lines, and to the values of the exponents of these lines. At the end of the section
we shall see that these invariants determine the cycle type of γ .
2.1. Type I
Lemma 2.1. Let γ ∈ Γ be an element of type I and order m. Then, all other non-trivial
elements in the cyclic subgroup generated by γ are of type I. More precisely, Xγ r = ∅, for
any 1 ≤ r < m.
Proof. Let F(x) = xq be the Frobenius automorphism of k. Let us denote by α, α1 =
F(α), α2 = F2(α) the eigenvalues of A in the cubic extension of k. The eigenvalues of Ar
are αr , αr1, α
r
2. If α
r = a ∈ k, then:
a = Fi (a) = Fi (αr ) = αri , for i = 1, 2,
so that Ar = a I3 and γ r = 1. 
Lemma 2.2. The order m of any γ ∈ CI is a divisor of q2 + q + 1. Moreover, if CI(m)
denotes the subset of CI of those elements of order m, we have:
cI(m) := |CI(m)| =
{
ϕ(m), if m = 3,
ϕ(m)/3, if m > 3,
where ϕ is Euler’s phi function.
Proof. Let L be the cubic extension of k. On L∗−k∗ we have actions by the two groups k∗
and G := Gal(L/k) = {1, F, F2}. Since these two actions commute, the mapping sending
any α ∈ L∗ − k∗ to its monic irreducible polynomial induces a bijective mapping:
G\\((L∗/k∗) − {1}) k∗\\PI,
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where we have identified k∗\\(L∗ − k∗) = (L∗/k∗) − {1}. By Lemma 1.1 we get in this
way a bijective correspondence between G\\((L∗/k∗)−{1}) and CI. If γ ∈ CI corresponds
to α ∈ L∗, the order m of γ as an element of Γ is the least positive integer such that
αm ∈ k∗; that is, m coincides with the order of α as an element of L∗/k∗. Since this is a
cyclic group with q2 + q + 1 elements, necessarily m is a divisor of q2 + q + 1 and there
are exactly ϕ(m) elements in this group with order m.
Clearly, q2 + q + 1 is always odd, so that m can never be equal to 2. The elements of
3-torsion in L∗/k∗ are precisely those fixed by the action of G; for any α ∈ L∗ − k∗:
α3 ∈ k∗ ∃λ ∈ k∗ such that F(α) = λα.
Thus, when 3 | (q2 + q + 1) there are two elements of order 3 in L∗/k∗ and they are in
correspondence with two different elements of CI. On the other hand, all elements in L∗/k∗
of order m > 3 have an orbit of cardinality three under the action of G, so that they furnish
ϕ(m)/3 orbits. 
This distinction between the cases m = 3, m > 3 disappears when we divide cI(m) out
by |Γγ | (which was computed in Lemma 1.5).
Corollary 2.3. For any divisor m > 1 of q2 + q + 1,
NI(m) :=
∑
γ∈CI(m)
1
|Γγ | =
cI(m)
|Γγ | =
ϕ(m)
3(q2 + q + 1) .
2.2. Type II
Let K be the quadratic extension of k. We consider γ ∈ CII with representative
A = diag(1, B) in GL3(q), with B ∈ GL2(q) having a pair α, α′ ∈ K of quadratic
conjugate eigenvalues. Let us denote by d = d(γ ) the exponent of the unique invariant
line of γ . Clearly,
d(γ ) = the least positive integer d such that αd ∈ k∗.
Since αd = b ∈ k∗ is fixed by Frobenius, we have: α′d = αd = b, so that Bd = bI2. Thus,
d is the least positive integer such that γ d is either 1 or of type IV′. The powers γ r are
represented by diag(1, Br ) in GL3(q); hence, the order m of γ is d times the order of b in
k∗ and
Lemma 2.4. For γ of type II, let P ∈ X, L ⊆ X be respectively the fixed point and
invariant line of γ and let d = d(γ ) be the exponent of L. Then, for 1 ≤ r < m, we have:
Xγ r =
{{P} if d  r, (and γ r is of type II),
L ∪ {P} if d | r, (and γ r is of type IV′).
In particular, if d = m we have Xγ r = {P}, for all 1 ≤ r < m. 
Let us denote as before G = Gal(K/k). Proceeding as in case I, the correspondence
assigning to any α ∈ K ∗ − k∗ the polynomial (x − 1) times the monic irreducible
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polynomial of α, determines a bijective mapping:
G\\(K ∗ − k∗) k∗\\PII,
and this latter set is in bijection with CII by Lemma 1.1. If α ∈ K ∗ − k∗ corresponds to
γ ∈ CII, we have:
d(γ ) = order of the class of α in K ∗/k∗, m(γ )
d(γ )
= order of αd(γ ) in k∗.
In particular, d(γ ) | (q + 1) and m(γ ) = d(γ )e, with e | (q − 1).
Lemma 2.5. For any couple of positive integers, d | (q + 1), d > 1 and m = de, with
e | (q − 1), let us denote CII(m, d) := {γ ∈ CII | m(γ ) = m, d(γ ) = d}. Then,
cII(m, d) := |CII(m, d)| =


1
2ϕ(d)ϕ(e), if d odd,
0, if d even and e | q−12 ,
ϕ(d)ϕ(e), if d even and e  q−12 .
Proof. Since all orbits of G acting on K ∗ − k∗ have two elements we have cII(m, d) =
1
2 |B(m, d)|, where,
B(m, d) := {α ∈ K ∗− k∗ | m, d least positive integers satisfying αd ∈ k∗, αm = 1}.
There are ϕ(d) elements in K ∗/k∗ of order d; hence, there are ϕ(d)(q − 1) elements in
the set:
T := {α ∈ K ∗ − k∗ | d is the least positive integer such that αd ∈ k∗}.
If we denote Tλ := {α ∈ T | αd = λ}, for any λ ∈ k∗, the sets T and B(m, d) decompose
as the disjoint union:
T = ∪λ∈k∗ Tλ, B(m, d) = ∪ordk∗ (λ)=eTλ. (5)
The correspondence, α → µα sets Tλ in bijection with Tλµd . If d is odd, then
(d, q − 1) = 1, since this number is an odd divisor of (q + 1, q − 1). Hence, (k∗)d = k∗
and all sets Tλ have the same number of elements. By the first decomposition in (5),
|Tλ| = |T |q−1 = ϕ(d), for all λ ∈ k∗; now applying the second decomposition in (5) we
get |B(m, d)| = ϕ(e)ϕ(d).
Assume now that d is even. In particular, q is odd and (d, q − 1) = 2. Hence,
(k∗)d = (k∗)2 and the value of |Tλ| is constant for λ belonging respectively to the set of
squares or non-squares of k∗. Now, the set T1 is empty; in fact, if d = 2d ′ and αd = 1, then
αd
′ = ±1, so that d cannot be the least positive integer such that αd belongs to k∗. Thus,
|Tλ| = 0 for all λ ∈ (k∗)2 and |Tλ| = |T |(q−1)/2 = 2ϕ(d) for λ non-square. By the second
decomposition in (5), B(m, d) = ∅ if e divides (q − 1)/2 and |B(m, d)| = 2ϕ(d)ϕ(e) if e
is not a divisor of (q − 1)/2. 
We consider numbers NII(m, d) as before:
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Corollary 2.6. For any couple of positive integers, d | (q + 1), d > 1 and m = de, with
e | (q − 1), we have
NII(m, d) :=
∑
γ∈CII(m,d)
1
|Γγ | =
cII(m, d)
|Γγ | =


ϕ(d)ϕ(e)
2(q2−1) , if d odd,
0, if d even and e | q−12 ,
ϕ(d)ϕ(e)
q2−1 , if d even and e 
q−1
2 .
2.3. Type III
Let γ ∈ CIII with representative in GL3(q) of the form: A = diag(1, b, c), b, c ∈
k −{0, 1}, b = c. Since γ q−1 = 1, the order m of γ is a divisor of q −1. The three divisors
d(γ ), e(γ ), f (γ ) of q − 1, all greater than one, defined by:
d(γ ) := d := ordk∗(b), e(γ ) := e := ordk∗(c), f (γ ) := f := ordk∗
(
b
c
)
,
are the respective exponents of the three invariant lines of γ and, clearly,
m = lcm(d, e) = lcm(d, f ) = lcm(e, f ). (6)
Lemma 2.7. For γ of type III and 1 ≤ r < m we have,
Xγ r =


{P1, P2, P3}, if neither d, e or f divide r,
L1 ∪ {P1}, if f divides r,
L2 ∪ {P2}, if e divides r,
L3 ∪ {P3}, if d divides r.
Thus, γ r is of type III in the first case and of type IV′ in the other cases.
Proof. By (6) r cannot be divided by any two integers among d, e, f . 
As in the previous subsections, we want to count the number of elements in CIII having
prescribed values of these divisors (d, e, f ). However, this triple depends now on the
chosen representative A of γ . There are, in principle, six representatives of the type
diag(1, b′, c′) of the class of γ in CIII (cf. (2)):
diag(1, b, c), diag(1, cb−1, b−1), diag(1, c−1, bc−1),
diag(1, c, b), diag(1, b−1, cb−1), diag(1, bc−1, c−1),
(7)
and the triples (d, e, f ) associated to these matrices are respectively:
(d, e, f ), ( f, d, e), (e, f, d),
(e, d, f ), (d, f, e), ( f, e, d).
Hence, we obtain an invariant of γ if we consider the triple d, e, f ordered by size, let
us say: d ≥ e ≥ f . For any given ordered triple d ≥ e ≥ f > 1 of divisors of m
satisfying (6), we denote:
CIII(d, e, f ) = {γ ∈ CIII | d(γ ) = d, e(γ ) = e, f (γ ) = f };
cIII(d, e, f ) = |CIII(d, e, f )|.
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In order to count these numbers, we work with matrices in GL3(q). For a fixed divisor
m of q − 1 and three divisors (d, e, f ) of m satisfying (6), but not necessarily ordered by
size, we denote:
B(d, e, f ) := {(x, y) ∈ k∗ × k∗ | d = ordk∗(x), e = ordk∗(y), f = ordk∗(xy−1)},
and b(d, e, f ) := |B(d, e, f )|. It is easy to check that:
cIII(d, e, f ) =


1 = 12 b(3, 3, 3), if d = e = f = 3,
1
6 b(m, m, m), if d = e = f = m > 3,
1
2 b(m, m, f ), if d = e = m > f > 1,
b(d, e, f ), if d > e > f > 1.
Thus, we need only to find a formula for b(d, e, f ). All elements x, y, xy−1 ∈ k∗ with
prescribed order d, e, f lie in the cyclic subgroup µm(k) ⊆ k∗, of mth roots of unity.
Thus, we can work in the cyclic group Zm and think that:
b(d, e, f ) = |{(x, y) ∈ Zm × Zm | d = ord(x), e = ord(y), f = ord(x − y)}|.
By the Chinese remainder theorem, b(d, e, f ) is a multiplicative function in three
variables. For m a power of a prime number , the property (6) implies that at least two
of the divisors d, e, f are equal to m. Since the value of b(d, e, f ) is independent of the
ordering of d, e, f , we need only to compute:
Lemma 2.8. Let m = r be a power of a prime number . Then, for any divisor f =  j ,
0 ≤ j ≤ r , we have:
b(m, m, f ) =
{
ϕ(m)( − 2)r−1, if f = m,
ϕ(m)ϕ( f ), if f < m.
Proof. For any y ∈ (Zm)∗, denote by By = {x ∈ (Zm)∗ | ord(x − y) = f }. All these sets
By are in bijection with B1 via the map, x → xy−1. Hence, b(m, m, f ) = ϕ(m)|B1|.
For m = r we can write the elements x ∈ Zm in a unique way as:
x = a0 + a1 + · · · + ar−1r−1, 0 ≤ ai < .
For f = m, x ∈ B1 if and only if x , x − 1 are both invertible, which is equivalent to
a0 = 0, 1. Hence, we have ( − 2)r−1 possibilities for x . If f =  j < m, the element
x − 1 has order f if and only if:
x = 1 + ar− j r− j + · · · + ar−1r−1, ar− j = 0,
and we have ( − 1) j−1 possibilities. 
In order to find a global expression for b(d, e, f ) we introduce some terminology.
Definition. We denote by v the -adic valuation associated to any prime number . We
say that an integer h is a full divisor of an integer m if h divides m and (h, m/h) = 1; or,
equivalently, if v(h) = v(m) for any prime divisor  of h.
We say that h is an empty divisor of m if h divides m and rad(h) = rad(m/h), or,
equivalently, if v(h) < v(m) for any prime divisor  of h.
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Any positive divisor d of m can be written in a unique way as a product: d = H h, with
H a positive full divisor of m and h a positive empty divisor of m.
Proposition 2.9. Let m be a positive divisor of q − 1 and let d, e, f be divisors of m
satisfying (6). Let
de f
m2
= H h,
be the decomposition of de f/m2 into a product of a full divisor, H , and an empty divisor,
h, of m. Then,
b(d, e, f ) = ϕ(m)ϕ(h)ψ(H ),
where ψ is the multiplicative function determined by ψ(r ) = ( − 2)r−1, for any prime
power.
Proof. Both expressions are multiplicative functions and they coincide for m a prime
power by Lemma 2.8. 
We consider numbers NIII(d, e, f ) as before, useful to compactify our final formula:
Corollary 2.10. With the above notations, for d ≥ e ≥ f > 1 satisfying (6) we have,
NIII(d, e, f ) :=
∑
γ∈CIII(d,e, f )
1
|Γγ | =
cIII(d, e, f )
|Γγ |
=


ϕ(m)ψ(m)
6(q−1)2 , if d = e = f = m,
ϕ(m)ϕ(h)ψ(H)
2(q−1)2 , if d = e = m > f,
ϕ(m)ϕ(h)ψ(H)
(q−1)2 , if d > e > f.
2.4. Types IV and V
For γ = diag(a, 1, 1), a = 0, 1, we have m = ordk∗(a). Clearly, for any 1 ≤ r < m the
power γ r is always of type IV′ and Xγ r = Xγ = L1 ∪ {P1}. In particular, all lines passing
through P1 are invariant lines of exponent m.
For each divisor m of q − 1, m > 1, we denote by C ′IV(m) the subset of C ′IV of those γ
having order m. Clearly |C ′IV(m)| = ϕ(m).
For γ = diag
(
a,
(
1 0
1 1
))
, a = 0, 1, we have m = pd , where d = ordk∗(a). In this
case p and d are the exponents of the two invariant lines of γ . In fact, for any 1 ≤ r < m:
Xγ r =


{P1, P3} if neither p nor d divide r,
L1 ∪ {P1} if p divides r,
L2 if d divides r,
so that γ r remains of type IV′′ in the first case, changes to type IV′ in the second case and
is conjugate to γV in the third case.
For each divisor d of q − 1, d > 1, we denote by C ′′IV(d) the subset of C ′′IV of those γ
having order pd . Clearly |C ′′IV(d)| = ϕ(d).
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Corollary 2.11. Let d > 1 be a positive divisor of q − 1. Then,
N ′IV(d) :=
∑
γ∈C′IV(d)
1
|Γγ | =
ϕ(d)
q(q − 1)2(q + 1) .
N ′′IV(d) :=
∑
γ∈C′′IV(d)
1
|Γγ | =
ϕ(d)
q(q − 1) .
The matrix γV has order m = p and all non-trivial powers of γV are conjugate to γV;
thus, for any 1 ≤ r < m we have, Xγ rV = XγV = L2. In particular, all invariant lines,
except for L2, have exponent m.
Finally, the matrix γ ′V has order p if p is odd and order 4 if p = 2. For any 1 ≤ r < m
we have in this case:
X(γ ′V)r =
{{P3} if p > 2 or r is odd,
L1 if p = 2 and r = 2,
so that (γ ′V)r is respectively conjugated to γ ′V, γV.
In order to give a global expression to our formulas, we define:
NV := 1|ΓγV |
= 1
q3(q − 1) , N
′
V :=
1
|Γγ ′V |
= 1
q2
,
N1 = 1|Γ | =
1
q3(q − 1)2(q2 + q + 1)(q + 1) .
2.5. Cycle types
The cycle type of γ ∈ Γ acting as a permutation of the points of PG2(q) is determined
by the cardinalities of all orbits:
O(P) = {P, γ (P), . . . , γ m−1(P)}, P ∈ PG2(q),
under the cyclic subgroup generated by γ . The following result is probably well-known,
but for lack of a suitable reference we give a short proof of it.
Lemma 2.12. Let P ∈ PG2(q) and let γ ∈ Γ of order m > 1. Then,
|O(P)| =


1 if γ (P) = P,
d if γ (P) = P but P lies on an invariant line of γ of exponent d,
m if γ (P) = P and P does not lie on any invariant line of γ.
Proof. If P lies on an invariant line of γ of exponent d , then it is either a fixed point or it
has an orbit with d elements (cf. [6, Lemma 2.3]).
In general, r = |O(P)| is the least positive integer such that P is a fixed point of γ r .
Note moreover that γ r has at least r different fixed points. Assume that r < m (that is,
γ r = 1) and let us check that P is either a fixed point or lies on an invariant line of γ .
If r = 1 then P is a fixed point, whereas for r = 2 the line determined by P and γ (P)
is invariant by γ . If r > 3, then γ r has necessarily a line L of fixed points and at most one
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more fixed point outside L (cf. Table 1). In any case, the line L is γ -invariant, since it must
contain two points whose images by γ are in L too; thus, L contains the whole orbit O(P).
Finally, if r = 3 and the three points of O(P) were not collinear, then γ 3 would be of type
III or IV′. By the analysis in Sections 2.1–2.4 of the variation of the sets of fixed points
of the powers of γ we see in any case that one of the three fixed points of γ 3 should be a
fixed point of γ too, against our assumption. Thus, O(P) is contained in one line, which
is clearly γ -invariant. 
In particular, the cycle type of γ is determined by the configuration of fixed points and
invariant lines, and by the exponents of these lines. Thus, the classification of the elements
of C according to their cycle type is given by the partition of C into subfamilies describing
the different possibilities for these configurations and exponents:
C =

 ⋃
m∈ZI
CI(m)

 ∪

 ⋃
(m,d)∈ZII
CII(m, d)

 ∪

 ⋃
(d,e, f )∈ZIII
CIII(d, e, f )


∪

 ⋃
d∈ZIV
(C ′IV(d) ∪ C ′′IV(d))

 ∪ CV,
Z I := {m ∈ Z | m|(q2 + q + 1), m ≥ 3},
Z II :=
{
(m, d) ∈ Z2 | d|(q + 1, m), d > 1, m
d
| (q − 1)
}
,
Z III := {(d, e, f ) ∈ Z3 | d ≥ e ≥ f > 1, lcm(d, e) = lcm(d, f )
= lcm(e, f ) | (q − 1)},
Z IV := {d ∈ Z | d|(q − 1), d > 1}.
3. Orbits of n-sets of the plane under the action of PGL3
Let p be a prime number, q a power of p and k = GF(q) the finite field with q elements.
Again, we denote the group PGL3(q) simply by Γ . Let X :=
(PG2(q)
n
)
be the set of
n-subsets of PG2(q). The elements ofX are unordered families {P1, . . . , Pn} of n different
points of PG2(q).
Our aim is to count the number of orbits of the finite set X under the action of Γ . After
the computations of Section 1, in order to apply formula (1) we need only to count |Xγ |
for each γ ∈ C. Since any element in Xγ is a disjoint union of orbits under the cyclic
subgroup generated by γ , it is clear that |Xγ | depends only on the cycle type of γ . Thus,
these numbers should be expressed only in terms of the invariants determining the cycle
type.
We have seen in Section 2 that only the lines L1, L2, L3 can occur as invariant lines
of exponent less than m(γ ) of the different elements γ ∈ C. According to Lemma 2.12,
a general strategy to count |Xγ | is to think that the n points are distributed into a certain
number s of fixed points of γ , certain numbers s1 and/or s2 and/or s3 of orbits lying on
L1, L2, L3 and a certain number s0 of orbits not touching these lines. Thus, we consider
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partitions of n of the type:
n = s +
3∑
i=1
si di + s0m,
where di are the possible exponents of Li and we have to count for each value of s, si and
s0 the number of possible choices of these orbits. We get,
Lemma 3.1. Let γ be an element of Γ of order m. We denote |Xγ | respectively by
xI(m), xII(m, d), xIII(d, e, f ), x ′IV(d), x ′′IV(d), xV, x ′V, x1, according to the subfamily of
C (described in Section 2) to which the conjugacy class of γ belongs. Then,
xI(m) =
(
(q2 + q + 1)/m
n/m
)
,
xII(m, d) =
1∑
s=0
(q+1)/d∑
s1=0
(
(q + 1)/d
s1
)(
(q2 − 1)/m
(n − ds1 − s)/m
)
,
xIII(d, e, f ) =
3∑
s=0
(q−1)/d∑
s1=0
(q−1)/e∑
s2=0
(q−1)/ f∑
s3=0
(
3
s
)(
(q − 1)/d
s1
)(
(q − 1)/e
s2
)
×
(
(q − 1)/ f
s3
)(
(q − 1)2/m
(n − ds1 − es2 − f s3 − s)/m
)
,
where m = lcm(d, e) = lcm(d, f ) = lcm(e, f ).
x ′IV(d) =
q+2∑
s=0
(
q + 2
s
)(
(q2 − 1)/d
(n − s)/d
)
.
x ′′IV(d) =
2∑
s=0
q/p∑
s1=0
(q−1)/d∑
s2=0
(
2
s
)(
q/p
s1
)(
(q − 1)/d
s2
)
×
(
(q2 − q)/pd
(n − ps1 − ds2 − s)/pd
)
.
xV =
q+1∑
s=0
(
q + 1
s
)(
q2/p
(n − s)/p
)
x ′V =
{∑1
s=0
(
(q2+q)/p
(n−s)/p
)
, if p > 2,∑1
s=0
∑q/2
s1=0
(q/2
s1
)( q2/4
(n−2s1−s)/4
)
, if p = 2.
x1 = |X | =
(
q2 + q + 1
n
)
,
with the convention that
(
a
b
)
= 0 if a or b are not integers or b is negative. 
Remark. When an invariant line L1, L2 or L3 has exponent m it is possible to simplify
these formulas, simply by ignoring the line and thinking that their points behave as a
general point (as we did for the other invariant lines in cases IV′ and V). We have, for
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instance,
xII(m, m) =
1∑
s=0
(
(q2 + q)/m
(n − s)/m
)
,
xIII(m, m, m) =
3∑
s=0
(
3
s
)(
(q2 + q − 2)/m
(n − s)/m
)
xIII(m, m, f ) =
3∑
s=0
(q−1)/ f∑
s1=0
(
3
s
)(
(q − 1)/ f
s1
)(
(q2 − 1)/m
(n − f s1 − s)/m
)
.
We are already able to write down an explicit formula for |Γ\\X |, as the sum:
|Γ\\X | =
∑
γ∈CI
|Xγ |
|Γγ | +
∑
γ∈CII
|Xγ |
|Γγ | +
∑
γ∈CIII
|Xγ |
|Γγ | +
∑
γ∈CIV
|Xγ |
|Γγ | +
∑
γ∈CV
|Xγ |
|Γγ | , (8)
where,∑
γ∈CI
|Xγ |
|Γγ | =
∑
m∈ZI
NI(m)xI(m).
∑
γ∈CII
|Xγ |
|Γγ | =
∑
(m,d)∈ZII
NII(m, d)xII(m, d).
∑
γ∈CIII
|Xγ |
|Γγ | =
∑
(d,e, f )∈ZIII
NIII(d, e, f )xIII(d, e, f ).
∑
γ∈CIV
|Xγ |
|Γγ | =
∑
d∈ZIV
(N ′IV(d)x ′IV(d) + N ′′IV(d)x ′′IV(d)).
∑
γ∈CV
|Xγ |
|Γγ | = NVxV + N
′
Vx
′
V + N1x1.
Although this formula is apparently involved, it furnishes for any value of n an explicit
expression of |Γ\\X | as a polynomial in q with rational coefficients. For instance, for
n = 7 (which is a specially interesting case, as mentioned in the Introduction) and p = 2
we get:
T 73 := |Γ\\X | = q
6 + 7q5 + 9q4 + 183q3 + 632q2 − 364q + 1344
5040
+
[
q2 + 18q + 20
36
]
3|q−1
+
[
16
5
]
5|q−1
+
[
6
7
]
7|q−1
,
where [x]d |m = x , if d divides m, and [x]d |m = 0 else. For n = 7 and p > 2 we have:
T 73 := |Γ\\X | = q
6 + 7q5 + 9q4 + 183q3 + 1157q2 + 56q − 201
5040
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+
[
q2 + 10q − 15
72
]
3|q
+
[
q2 + 18q + 77
36
]
3|q−1
+
[
4q + 13
12
]
4|q−1
+
[
1
3
]
12|q−1
+
[
1
6
]
12|q−9
+
[
16
5
]
5|q−1
+
[
2
5
]
5|q
+
[
8
7
]
7|q−1
+
[
6
7
]
7|q+1
+
[
2
7
]
7|q
+
[
2
7
]
7|q2+q+1
.
More generally, (8) is a universal formula for |Γ\\X |, for any action of Γ on a set X
with the property that the cardinalities |Xγ | depend only on the cycle type of γ acting on
PG2(q). This happens in many instances. In the next section we develop some examples
giving rise to formulas for the number of isometry classes of different families of codes of
dimension three.
4. Isometry classes of codes of dimension three
We borrow from [1, Sections 3.2, 3.3], the notations Rnk , Rnk , Snk , Snk , T nk , Tnk for the
number of isometry classes of certain codes of length n. Table 2 below recalls the notation
for the number of isometry classes of different families of injective codes of length n with
no zero coordinate and their connection with the number of orbits of Γ acting on different
sets of families of points in the projective plane (cf. [1, Sections 3.2, 3.3]).
Table 2
Injective codes of length n
Dimension ≤ 3 T n3 = |Γ\\X | X = set of n-subsets of PG2(q)
Dimension 3 Sn3 = |Γ\\Y | Y = set of n-subsets of PG2(q), not
contained in one line
Dimension 3,
indecomposable
Rn3 = |Γ\\Z| Z = set of n-subsets of PG2(q), not
contained in the union of a line and a point
Similarly, Tn3, Sn3, Rn3 denote the number of isometry classes of codes satisfying the
respective conditions described in the table, but dropping the condition of injectivity. These
isometry classes can also be expressed as |Γ\\X |, taking as X the set of n-multisubsets of
PG2(q), respectively not contained in one line, respectively not contained in the union of
a line and a point.
In (8) we found an explicit formula for T n3. In that formula, the sets Z I, Z II, Z III, Z IV and
the numbers NI(m), NII(m, d), NIII(d, e, f ), N ′IV(d), N ′′IV(d), NV, N ′V, N1 are universal;
that is, they depend only on the action of Γ on PG2(q) and not on the particular set X that
we considered.
Denote for a while by X =
((
PG2(q)
n
))
the set of n-multisubsets of PG2(q). Clearly,
a multisubset that is fixed by a certain γ ∈ Γ is a disjoint union of orbits of points of
PG2(q) under the action of γ , allowing some (whole) orbits to be repeated. Thus, |Xγ |
depends only on the cycle type of γ and it can be computed by exactly the same formulas
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of Lemma 3.1 replacing everywhere binomial coefficients by multinomial coefficients. In
this way we obtain an explicit computation of Tn3 too.
In the same spirit, as soon as we are able to compute the numbers |Yγ |, |Zγ |, formula (8)
will give us an explicit computation of Sn3, Rn3. Also, just by replacing binomial
coefficients by multinomial coefficients in the computation of |Yγ |, |Zγ |, we can obtain
formulas for Sn3, Rn3.
Clearly, we have Sn3 = T n3 − T n2. An explicit formula for T n2 was found in [7]; thus,
joining it with the computation of T n3 in Section 3, we would be able to write down a
formula for Sn3. However, in order to exemplify the universal character of formula (8) we
shall obtain the value of Sn3 by computing |Yγ |. Actually, it is trivial to compute |Yγ | and
|Zγ | after Lemma 3.1 and the following easy observation:
Lemma 4.1. Let X be the set of n-subsets of PG2(q) and let x ∈ Xγ be an n-subset which
is invariant by certain γ ∈ Γ . Let L be a line and Q a point of PG2(q). Then,
(a) If x ⊆ L and n > 1, then L is an invariant line of γ .
(b) If x ⊆ L ∪ {Q}, x  L and n > 3, then L is an invariant line and Q is a fixed point
of γ . 
Corollary 4.2. Let X , Y , Z be as in Table 2, with n > 3. For any γ ∈ Γ denote |Xγ |
respectively by xI(m), xII(m, d), xIII(d, e, f ), x ′IV(d), x ′′IV(d), xV, x ′V, x1, as we did in
Lemma 3.1. With a similar notation for |Yγ |, |Zγ | and the convention that
(
a
b
)
= 0 if
a or b are not integers, we have:
zI(m) = yI(m) = xI(m),
yII(m, d) = xII(m, d) −
(
(q + 1)/d
n/d
)
,
zII(m, d) = yII(m, d) −
(
(q + 1)/d
(n − 1)/d
)
,
yIII(d, e, f ) = xIII(d, e, f ) −
2∑
s=0
(
2
s
)
×
[(
(q − 1)/d
(n − s)/d
)
+
(
(q − 1)/e
(n − s)/e
)
+
(
(q − 1)/ f
(n − s)/ f
)]
,
zIII(d, e, f ) = yIII(d, e, f ) −
2∑
s=0
(
2
s
)
×
[(
(q − 1)/d
(n − 1 − s)/d
)
+
(
(q − 1)/e
(n − 1 − s)/e
)
+
(
(q − 1)/ f
(n − 1 − s)/ f
)]
,
y ′IV(d) = x ′IV(d) −
(
q + 1
n
)
− (q + 1)
2∑
s=0
(
2
s
)(
(q − 1)/d
(n − s)/d
)
,
z′IV(d) = y ′IV(d) −
(
q + 1
n − 1
)
− q(q + 1)
2∑
s=0
(
2
s
)(
(q − 1)/d
(n − 1 − s)/d
)
,
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y ′′IV(d) = x ′′IV(d) −
2∑
s=0
(
2
s
)(
(q − 1)/d
(n − s)/d
)
−
1∑
s=0
(
q/p
(n − s)/p
)
,
z′′IV(d) = y ′′IV(d) −
1∑
s=0
(
q/p
(n − 1 − s)/p
)
,
yV = xV −
(
q + 1
n
)
− q
1∑
s=0
(
q/p
(n − s)/p
)
,
zV = yV − q
1∑
s=0
(
q/p
(n − 1 − s)/p
)
,
z′V = y ′V = x ′V −
1∑
s=0
(
q/p
(n − s)/p
)
,
y1 = x1 − (q2 + q + 1)
(
q + 1
n
)
, z1 = y1 − (q2 + q + 1)q2
(
q + 1
n − 1
)
.
Proof. After Lemma 4.1, we have just to discount from |Xγ | the number of γ -invariant
n-subsets which are contained in an invariant line and those contained in the union of an
invariant line and a fixed point. A look at Table 1 clarifies all computations. 
We obtain from (8) an explicit computation of Sn3 and Rn3. As before, for any value of
n, it is straightforward to obtain an explicit expression of these values as a polynomial in q
with rational coefficients. For instance, for n = 7 and p = 2 we have:
S73 = q
6 + 7q5 + 8q4 + 197q3 + 456q2 + 420q + 384
5040
+
[
q2 + 14q + 36
36
]
3|q−1
+
[
14
5
]
5|q−1
+
[
3
7
]
7|q−1
,
R73 = q
6 + 7q5 + 8q4 + 190q3 + 414q2 + 588q + 272
5040
+
[
q2 + 14q + 40
36
]
3|q−1
+ [2]5|q−1 +
[
3
7
]
7|q−1
,
whereas for n = 7 and p > 2 we have:
S73 = q
6 + 7q5 + 8q4 + 197q3 + 981q2 + 1050q − 1896
5040
+
[
q2 + 6q − 3
72
]
3|q
+
[
q2 + 14q + 81
36
]
3|q−1
+
[
4q + 13
12
]
4|q−1
+
[
1
3
]
12|q−1
+
[
1
6
]
12|q−9
+
[
14
5
]
5|q−1
+
[
2
5
]
5|q
+
[5
7
]
7|q−1
+
[
3
7
]
7|q+1
+
[
1
7
]
7|q
+
[
2
7
]
7|q2+q+1
,
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R73 = q
6 + 7q5 + 8q4 + 190q3 + 939q2 + 903q − 2008
5040
+
[
q2 + 6q + 13
72
]
3|q
+
[
q2 + 14q + 85
36
]
3|q−1
+
[
2q + 5
6
]
4|q−1
+
[
1
3
]
12|q−1
+
[
1
6
]
12|q−9
+ [2]5|q−1 +
[
1
5
]
5|q
+
[5
7
]
7|q−1
+
[
3
7
]
7|q+1
+
[
1
7
]
7|q
+
[
2
7
]
7|q2+q+1
.
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