Abstract. Let G = (V, E) be a ring (or chain) network representing an optical wavelength division multiplexing (WDM) network with k channels, where each edge e j has an integer capacity c j . A request {s i , t i } is a pair of two nodes in G. Given m requests {s i , t i }, i = 1, 2, . . . , m, each with a profit value p i , we would like to design/route a k-colorable set of paths for some (may not be all) of the m requests such that each edge e j in G is used at most c j times and the total profit of the set of designed paths is maximized. Here two paths cannot have the same color (channel) if they share some common edge(s).
Introduction
Optical networks are major network technology in data communications. Wavelength division multiplexing (WDM) is a common technique that divides a single fiber into a number of channels according to different wavelengths (Raghavan and Upfal, 1994) . In a WDM network, to set up a connection for a request, a path between the two nodes of the request is selected and the same wavelength is assigned to every edge in the path. In some cases, different wavelengths must be used if two paths share a common edge. This requirement is known as the wavelength-continuity constraint. Current optical technologies impose limitations on the number of available wavelengths per fiber (Schrijver et al., 1998; Khanna, 1997; Wilfong and Winkler, 1998) . Typically, this number is typically between 20 and 100.
Routing on WDM networks is an important problem in optical fiber communication. A typical topology in network design is a ring. Routing algorithms on rings have been studied extensively. Raghavan and Upfal studied routing techniques for different kinds of optical fiber networks including rings, trees and meshes (Raghavan and Upfal, 1994) . The ring loading problem, where the wavelengths on edges in a path connecting the two nodes of a request do not have to be the same, has been studied in Schrijver et al. (1998) , Khanna (1997) , and Wilfong and Winkler (1998) . The objective is to route the network to serve all the requests such that the ring load, i.e., the maximum number of times that an edge can be used, is minimized. Schrijver et al. (1998) provided a fast and simple algorithm for the weighted version of the ring loading problem, which achieves a load that is guaranteed to exceed the optimum by at most 3/2 times the maximum demand. Building on the work of Schrijver et al., Khanna showed that for any fixed ε > 0, there exists a polynomial-time approximation scheme (PTAS) for the weighted version of the same problem in Khanna (1997) which computes a solution that requires bandwidth at most 1 + ε times of the optimum. Wilfong and Winkler studied the directed ring loading problem in Wilfong and Winkler (1998) and then gave a polynomial-time algorithm to solve it. They also tackled the number of wavelengths required if the edges in a path connecting two nodes of a request must have the same wavelength.
When the number of wavelengths allowed in the network is fixed, it might be impossible to route the network to serve all requests. In this case, one may try to route the network to serve as many requests as possible. Wan and Liu studied this problem in Wan and Liu (1998) . They proved that this problem is NP-hard for general network and for special networks including rings, trees and meshes, and they then gave a e e−1 -approximation algorithm to maximize the throughput, i.e., the number of requests that are served, where e is the base of natural logarithm, i.e. e = 2.718 . . . . Nomikos et al. (2003) gave a better approximation algorithm with the factor 3 2
. Adamy et al. (2002) studied a problem similar to our problem defined below, where a request is replaced by a fixed path along the clockwise direction and the k-colorable constraint is omitted. They obtained a polynomial-time algorithm.
In this paper, we study the weighted version, where each request has a profit, and the problem is to select a set of requests with maximum total profit. In particular, we first consider the chain and ring networks. We then consider bidirected chains and rings. Up to the recent material, no results are known for the problem concerning the objective to maximize total profits of requests in the literature.
For convenience, we assume that a chain or a ring consists of n nodes labelled clockwise as 1, 2, . . . , n. For a chain network, its edge set is E = {e j = ( j, j + 1) : 1 ≤ j < n}. For a ring network, its edge set is E = {e j = ( j, j + 1) : 1 ≤ j < n} ∪ {e n = (n, 1)}. Similarly, a bidirected chain or a bidirected ring consists of n vertices labelled clockwise as 1, 2, . . . , n. For a bidirected chain network, its arc set is A = E ∪ E , where E = {e j = ( j, j + 1) : 1 ≤ j < n} and E = {e j = ( j + 1, j) : 1 ≤ j < n}. For a bidirected ring network, its arc set is A = E ∪ E , where E = {e j = ( j, j + 1) : 1 ≤ j < n} ∪ {e n = (n, 1)} and
A request {s, t} is a pair of two nodes in the network (chain or ring). Let P = {P 1 , . . . , P q } be a set of q paths (directed paths). The set P is k-colorable if we can assign k colors to the paths (directed paths) in P such that any two paths (directed paths) sharing any common edge (arc in the same direction) possess different colors. For a subset Q ⊆ P and each j (1 ≤ j ≤ n), the load L(Q, e j ) of edge e j corresponding to Q is the number of paths in Q that contains the edge e j , i.e., L(Q, e j ) = |{P ∈ Q : P contains the edge e j }|. A subset Q ⊆ P is called k-feasible, i.e., Q satisfies the k-feasibility, if Q is k-colorable and no load exceeds the capacity of that edge, i.e., L(Q, e j ) ≤ c j for all 1 ≤ j ≤ n. Similarly in the directed network (bidirected chain or bidirected ring), for a subset Q ⊆ P and each j (1 ≤ j ≤ n), the load L(Q, e j ) (or L(Q, e j )) of arc e j (or e j ) corresponding to Q is the number of directed paths in Q that contains the arc e j (or e j ), i.e., L(Q, e j ) = |{P ∈ Q : P contains the arc e j }| and L(Q, e j ) = |{P ∈ Q : P contains the arc e j }|. A subset Q ⊆ P is called k-feasible, i.e., Q satisfies k-feasibility, if Q is k-colorable and no load exceeds the capacity of that arc, i.e., L(Q, e j ) ≤ c j and L(Q, e j ) ≤ c j for all 1 ≤ j ≤ n.
The problems are as follows:
Maximizing Profits in Chains (MPC)
INSTANCE: a set C of k colors, a chain G = (V, E), a set of m paths P = {P 1 , . . . , P m }, a 'capacity' function c : E → Z + and a 'profit' function p : P → R + ; QUESTION: Find a subset Q ⊆ P to satisfy the k-feasibility such that the objective P i ∈Q p i is maximum.
Maximizing Profits in Rings (MPR)
Design a routing Q consisting of some paths, corresponding to some requests, such that Q satisfies the k-feasibility and the objective P i ∈Q p i is maximum.
The Maximizing Throughput in Rings problem (MTR) is a special case of the MPR problem, where each c j = k and the profit value for each request is 1.
Maximizing Profits in Bidirected Rings
and two positive integers c , c ; QUESTION: Design a routing Q consisting of directed some paths, corresponding to some directed requests, such that Q satisfies the k-feasibility and the objective P i ∈Q p i is maximum.
Here, a directed path for the directed request (s i , t i ) in the MPBR problem is always from s i to t i , either clockwise or counterclockwise.
In this paper, we present a polynomial-time algorithm for the MPC problem, a 2-approximation algorithm for the MPR problem and a 2-approximation algorithm for the MPBR problem.
The rest of the paper is organized as follows. In Section 2, we present a polynomial algorithm to solve the MPC problem optimally. A 2-approximation algorithm for the MPR problem is given in Section 3. A 2-approximation algorithm for the MPBR problem is designed in Section 4. We conclude our work in the final section.
An exact algorithm for routing in chains
In this section, we study the MPC problem. Since the request {s i , t i } uniquely determines a path P i in a chain network, we can use P i and {s i , t i } exchangeably in this section.
Our approach is to transform the MPC problem into the minimum-cost s-t flow problem. It is an extension of the Carlisle-Lloyd algorithm (Carlisle and Lloyd, 1995) .
There are many polynomial algorithms to solve the problem, see, for instance, Schrijver (2003) . Here, we need the Tarjan's result to solve the minimum-cost s-t flow problem, the algorithm in details can be found in Tarjan (1983) .
Theorem 1 (Tarjan, 1983) 
. If a digraph D = (V, A; s, t; c, p) is acyclic and capacities are all integers, then an integer minimum-cost s-t flow of value k can be found in time O(|A| + kS(n)), even if negative costs are permitted, where S(n) is the running time of any algorithm for finding shortest paths in graphs with
O(n) edges.
Constructing an acyclic network
For any instance I of the MPC problem, we may assume s i < t i for each 1 ≤ i ≤ m in this section. Denote P = {P i | P i is the path to connect two nodes of the request {s i , t i },
The new directed network is constructed as N = (V, A; s, t; c, p) , where V contains n nodes as 1, 2, . . . , n, the source s is the first node 1 in V and the sink t is the last node n, and A, c and p are defined in three cases:
Step 1: For j = 1, 2, . . ., n − 1, put a 'clique-arc' e j = ( j, j + 1) into A with capacity k and cost zero, i.e., c(e j ) = k and p(e j ) = 0;
Step 2:
Step 3: For j = 1, 2, . . . , n − 1, only if min{k, x j } > c j , construct a 'dummy arc' e * * j = ( j, j + 1) into A with capacity min{k, x j } − c j and cost − p max m − 1, i.e., c(e * * j ) = min{k, x j } − c j and p(e * * j ) = −p max m − 1. gives an example to construct an acyclic network. In figure 1(a), the set of requests is {{2, 5}, {4, 7}, {4, 8}, {6, 9}, {10, 11}}, k ≥ 3 and c(e) = 2 for any edge e in the chain. In figure 2, five arcs (2, 5), (4, 7), (4, 8), (6, 9) and (10, 11) are 'interval-arc's, two arcs (4, 5) and (6, 7) are 'dummy arc's, and the others are 'clique-arc's.
N = (V, A; s, t; c, p) contains n nodes and n
where n is the number of nodes and m is the number of requests on G.
Obviously, the time required to construct
Lemma 2. Let OPT be the profit of an optimal solution to an instance I of the MPC problem and N = (V, A; s, t; c, p) the directed network constructed from I. The cost value c(f) of the minimum-cost s-t integer flow f of value k in N = (V, A; s, t; c, p) is
c( f ) = −OPT − ( p max m + 1) n−1 j-1 max{min{k, x j } − c j , 0}.
Moreover, given an optimal solution for the MPC problem, we can construct a minimumcost s-t integer flow of value k in N = (V, A; s, t; c, p) in polynomial time and vice versa.
Proof: Suppose that we have an optimal solution with profit OPT to an instance I of the MPC problem, i.e., P OPT = {P s i 1 ,t i 1 , . . . , P s ir ,t ir } is an optimal solution to an instance I of the MPC problem such that
. . , P m } be the set of paths, corresponding to the set of m requests. For each 1 ≤ j < n, denote x j = L(P, e j ) and z j = L(P OPT , e j ). Now, we can construct a function f : A → R + as follows:
It is easy to check that f is an s-t integer flow of value k and its cost value is
where the first and second equalities depend on the definition of cost( f ), the third equality comes from the facts f (e * i ) = 0 for e * i / ∈ P OPT and p(e j ) = 0 for e j = ( j, j + 1), the fourth equality is from the facts p(e * i ) = −p i , f (e * i ) = 1 for e * i ∈ P OPT and p(e * * j ) = −p max m − 1, f (e * * j ) = min{k, x j }−c j for e * * j . Since the second item in the last equality is a constant, the optimal profit OPT to an instance I of the MPC problem implies that the cost value cost( f ) of flow f of value k is smallest. So f is a minimum-cost s-t integer flow of value k in N .
Conversely, if we have a minimum-cost s-t integer flow f on N , since the cost per unit of each 'dummy-arc' e * * j = ( j, j + 1) in the network N is − p max m − 1, then each 'dummy-arc' e * * j must be chosen in the minimum-cost s-t integer flow f to possess its flow value max{min{k, x j } − c j , 0} through that 'dummy-arc' by algorithm MPC, and the set of 'interval-arc's are partitioned into two subsets: one consists of 'interval-arc's of value zero and the other consists of 'interval-arc's of value one, which imply that the latter 'intervalarc's in the flow f consist of the arc set P OUT = { (s i 1 , t i 1 ) , . . . , (s i r , t i r )} (and corresponding to the set of paths). So the cost value of minimum-cost s-t integer flow f of value k is as follows
For each arc (s i l , t i l ) in P OUT , we can construct a path P s i l ,t i l to connect s i l and t i l , and denote P OUT = {P s i 1 ,t i 1 , . . . , P s ir ,t ir }. The paths in P OUT , whose corresponding 'intervalarc's belong to the identical path sharing a unit of flow from the source s to the sink t, are assigned the same color, then the paths in P OUT can be checked to be k-colorable in time O(m) (Carlisle and Lloyd, 1995) and the profit of P OUT is OUT = Since the second item in the last equality is a constant, the cost value cost( f ) of minimumcost s-t integer flow f of value k implies that the set of paths P OUT is an optimal solution to the instance I of the MPC problem.
The whole algorithm
Using the algorithm for minimum-cost s-t flow problem, we can solve the MPC problem in polynomial time. The complete algorithm is described below:
Algorithm: Maximizing Profits in Chains (MPC)
INPUT: a set C of k colors, a chain G = (V, E), a set of m paths P = {P 1 , . . . , P m }, a 'capacity' function c : E → Z + and a 'profit' function p : P → R + ;
OUTPUT: Find a subset Q ⊆ P to satisfy the k-feasibility such that the objective P i ∈Q p i is maximum.
Step 1: Construct the directed network N = (V, A; s, t; c, p);
Step 2: Compute the minimum-cost s-t flow in N = (V, A; s, t; c, p);
Step 3: Construct the set Q of 'interval-arc's of value one, i.e., Q = {e *
Step 4: For all 'interval-arc's in Q, assign the same color to the arcs that belong to the identical path sharing a unit of flow from the source s to the sink t. (There are at most k colors used since the flow f has its value k)
End of MPC

Theorem 3. Algorithm MPC solves the MPC problem in O(k(2n + m)) time, where n is the number of nodes, m is the number of requests and k is the number of colors.
Proof: Lemma 2 implies the correctness of algorithm MPC. We now analyse the complexity of algorithm MPC. In step 1, it needs O(2n + m) time. The acyclic network N consists of n nodes and at most 2n + m arcs.
In step 2, we can construct a minimum-cost s-t integer flow f of value k on the acyclic network N in O(k(2n + m)) time.
In step 3, the construction of the set of 'interval-arc's with flow value one needs O(m) time.
In step 4, the set of Q is checked to be k-colorable in O(m) time.
Thus, algorithm MPC runs in O(n +m)+O(k(2n +m))+O(m)+O(m) = O(k(2n +m)) time.
Approximation algorithm for MPR
In this section, we consider the MPR problem. The main difficulty here is that there are two choices, either clockwise or counterclockwise, to serve a request. Since the MPR problem is a generalization of the MTR problem, the NP-hardness of the MTR problem (Wan and Liu, 1998) implies that the MPR problem is also NP-hard. We give a 2-approximation algorithm here. The basic idea is to convert the ring problem to the chain problem by removing an appropriate edge from the ring, and then use the algorithm for chains to solve the problem.
We first consider the fact: if n is odd, we can insert a new node n + 1 on the edge (n, 1) to obtain two new edges e n = (n, n + 1) and e n+1 = (n + 1, 1) having the same capacity as the original edge (n, 1). Then the two rings have the same solutions to the MPR problem. Without loss of generality, we now assume that n is even so as to give a simple proof. For convenience, let OPT be an optimal solution to the MPR problem and OPT e j the set of paths in OPT that pass through the edge e j for each
In addition, we treat OPT, OPT e j and OPT c e j as both the set and its profit, respectively. To obtain the 2-approximation algorithm, we shall use algorithm MPC as a subroutine, and the following lemma will play an important role in the design of our algorithm.
Lemma 4. Let OPT be the profit of an optimal routing to an instance I of the MPR problem. Then there exists an optimal routing
for some j (1 ≤ j ≤ n).
Proof:
We prove the lemma by contradiction. Suppose OPT e j > OPT 2 for all 1 ≤ j ≤ n. Consider an optimal routing P OPT = {P s i 1 ,t i 1 , . . . , P s ir ,t ir } to an instance I of the MPR problem that satisfies the two following properties: (i) the length of any longest path in P OPT is the shortest among all optimal routings and (ii) under condition (i), P OPT has the minimum number of the longest paths.
If the length of the longest paths in the routing P OPT is at most , contradicting our assumption. We now consider the case where the length of the longest path in P OPT is more than n 2 . Without loss of generality, we assume that the longest path P s ir ,t ir connecting the request {s i r , t i r } along the clockwise direction passes through both edges e s ir = (s i r , s i r + 1) and e t ir −1 = (t i r − 1, t i r ), and that t i r is before s i r on the ring along clockwise direction.
It follows from our assumption that min{OPT e s ir , OPT e t ir } > figure 2(b) . It is easy to see that both lengths of these paths P s ir ,t ir and P s i j ,t i j are at most the length of P s ir ,t ir minus one by our assumption that the length of longest path P s ir ,t ir is more than n 2 . So, we can obtain a new optimal routing consisting of the paths P s ir ,t ir , P s i j ,t i j and others from P OPT − {P s ir ,t ir , P s i j ,t i j }. The new routing has either a smaller number of longest paths or the length of the longest path in the new routing is reduced. This contradicts the choice (i) or (ii) of the routing P OPT .
Thus, we complete the proof of this lemma.
Using algorithm MPC as a subroutine, we can design a 2-approximation algorithm to the MPR problem as follows:
Algorithm: Maximizing Profits in Rings (MPR)
INPUT: an instance I of the MPR problem; OUTPUT: a k-feasible solution Q such that the objective P i ∈Q p i is maximized.
Step 1: For each j = 1 to n do
Step 1.1 Remove the edge e j = ( j, j + 1), and then obtain a chain L j with the source s = j + 1 and the sink t = j; Step 1.2 Apply algorithm MPC to L j , then we get an optimal routing consisting of paths Q j = {P j 1 , . . . , P j q } corresponding to the request set D j = {{s j 1 , t j 1 }, . . . ,
Step 2 Choose a routing Q j * among these n routings Q j to maximize profit, i.e., P i ∈Q j * p i = max 1≤ j≤n { P i ∈Q j p i };
Step 3 Export the routing Q j * , corresponding to the set D j * , and the value OUT = P i ∈Q j * p i .
End of MPR
Step 3 Use algorithm MPC with the set of directed requests D 1 , the arc set E = {e j = ( j, j + 1) : 1 ≤ j < n}, the source s = 1, the sink t = n and arc capacity c . Let Q 1 be the set of optimal directed paths obtained;
Step 4 Use algorithm MPC with the set of directed requests D 2 , the arc set E = {e j = ( j + 1, j) : 1 ≤ j < n}, the source s = n, the sink t = 1 and arc capacity c . Let Q 2 be the set of optimal directed paths obtained;
Step 5 Set Q = Q 1 ∪ Q 2 , where Q 1 = {P j 1 , . . . , P j q 1 } and Q 2 = {P j q 1 +1 , . . . , P j q 1 +q 2 };
Step 6 Choose min{k, c } requests in D 2 possessing the heaviest profits and use the corresponding directed paths, P 1 , containing the arc e n = (n, 1) to route; Step 7 Choose min{k, c } requests in D 1 possessing the heaviest profits and use the corresponding directed paths, P 2 , containing the arc e n = (1, n) to route; Step 8 Set P = P 1 ∪ P 2 , where P 1 = {P i 1 , . . . , P i min{k,c } } and P 2 = {P i min{k,c }+1 , . . . , P i min{k,c }+min{k,c } };
Step 9 Output the better solution of P and Q. End of MPBR Theorem 6. Algorithm MPBR is a 2-approximation algorithm for the MPBR problem.
Proof: Let OPT be an optimal set to an instance I of the MPBR problem and OUT = max{ P i ∈P p i , P j ∈Q p j } the output profit value obtained from algorithm MPBR. OPT is a feasible solution to an instance I of the MPBR problem, we get min{k, c } ≥ p 1 . By the facts that (1) the request of each path in OPT 2 c must be in D 2 , (2) every arc has the same capacity and (3) we choose the min{k, c } requests in D 2 possessing the heaviest profits by the greedy algorithm in step 6, we can get p i l ≤ p i l for each 1 ≤ l ≤ p 1 (≤ min{k, c }). 
Combing the two inequalities (1) and (2), we obtain
This completes the proof of Theorem 6.
Conclusion
In this paper, we study the problem of designing/routing some (may not be all) requests in WDM ring (and chain) networks, the objective is to maximize total profit of the different paths used, where each edge e j in the networks is used at most c j times and two paths cannot possess the same wavelength (or color) if they share some common edge(s). Using the minimum-cost flow technique, we design a polynomial-time algorithm for the MPC problem optimally, then we derive a 2-approximation algorithm for the MPR problem and also a 2-approximation algorithm for the MPBR problem.
