Super-resolution (SR) is a technique that allows increasing the resolution of a given image. Having applications in many areas, from medical imaging to consumer electronics, several SR methods have been proposed. Currently, the best performing methods are based on convolutional neural networks (CNNs) and require extensive datasets for training. However, at test time, they fail to impose consistency between the super-resolved image and the given low-resolution image, a property that classic reconstruction-based algorithms naturally enforce in spite of having poorer performance. Motivated by this observation, we propose a new framework that joins both approaches and produces images with superior quality than any of the prior methods. Although our framework requires additional computation, our experiments on Set5, Set14, and BSD100 show that it systematically produces images with better peak signal to noise ratio (PSNR) and structural similarity (SSIM) than the current state-of-the-art CNN architectures for SR.
Introduction
Image sensing technology is fundamentally limited by the physics of the acquisition process and often produces images with resolution below expectation. Super-resolution (SR) techniques overcome this by taking as input a low-resolution (LR) image and by outputting a high-resolution (HR) version of it. This, however, requires filling in the missing entries of the image, for which there are many possibilities. Predicting these entries thus requires making assumptions about the images, and different techniques make different assumptions. Landmark techniques include polynomial interpolation methods, which assume that images are spatially smooth and well approximated by bilinear or bicubic functions [5, 18] , reconstruction methods, which assume that images have sparse representations in certain domains that are fixed [12, 34, 37] or that can be learned from training data [40, 41] , and convolutional neural network (CNN) architectures [11, 19, 21] , which assume that image patches share high-level features that can be learned by a CNN.
Indeed, the best performing SR methods are based on CNNs [11, 19, 21] . Although they produce outstanding results, CNNs have well-known shortcomings: they require extensive data and computational resources for training, they have limited theoretical guarantees and, when the training data is not representative, they may fail to generalize. Reconstruction methods, on the other hand, typically super-resolve images via optimization algorithms, c 2019. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
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which confers them more interpretability and equips them with theoretical guarantees. They use regularizers to directly encode prior knowledge about images, e.g., that they have relatively few edges, sparse representations in some domain, or many recurring patterns. Although this direct encoding of prior knowledge dispenses reconstruction-based methods from a training stage, they are outperformed by learning-based methods.
Our framework. We propose a framework that joins reconstruction and learning techniques. Our motivating observation is that the best learning techniques, namely CNN architectures, ignore important information at test time: they fail to guarantee that the given input image matches their output when downsampled. Reconstruction algorithms, on the other hand, impose this constraint naturally. Our main idea is then to integrate the HR output of a learning-based method into a reconstruction scheme, i.e., we use an image super-resolved by a learning-based method as side information in a reconstruction-based method. For the latter, we adopt a SR algorithm based on total variation (TV) minimization, a prior that encodes the fact that images have a small number of edges. This simple prior is enough to illustrate the benefits of our framework which, nevertheless, can be adapted to more complex priors.
Our framework introduces a simple post-processing step that requires some additional computation. However, as our experiments show, it systematically improves the outputs of several CNN architectures, producing images with better peak signal to noise ratio (PSNR) and structural similarity (SSIM) [38] .
Related Work
Single-image SR algorithms can be split into interpolation, reconstruction, and learning methods. We focus our overview on reconstruction and learning methods, as both outperform interpolation-based schemes.
Reconstruction-based SR
Reconstruction-based methods super-resolve images with an algorithm that solves an optimization problem usually containing two terms: one ensuring that the downsampled solution coincides with the input LR image and another encoding prior knowledge about images.
Statistical models. The work in [12] models the gradient profile of an image as a GaussMarkov random field and performs SR via maximum likelihood estimation with the constraint that downsampled solution coincides with the given LR image. In [37] , images are super-resolved by ensuring that the gradient of the HR image is close to a gradient profile obtained from the LR image using a similar, but parametric model, while imposing again that the downsampled solution coincides with the given LR image.
Total variation methods. A different line of work directly encodes prior knowledge into the optimization problem. For instance, [32] introduced the concept of TV to capture the number of edges in an image and observed that natural images have small TV. Since then, several algorithms have been proposed to super-resolve images by minimizing TV. For example, [26] addresses the problem by discretizing a differential equation that relates changes in the values of individual pixels to the curvature of level sets. More recently, with the development of nondifferentiable convex optimization methods, TV minimization has been addressed in the discrete setting by a wide range of algorithms [2, 4, 8, 13, 23] . There are essentially two versions of discrete TV, according to the norm that is applied to the discretized gradient at each pixel: isotropic ( 2 -norm) and anisotropic ( 1 -norm); see, e.g., [4, 23] . Since both versions are convex, discrete TV minimization algorithms not only have small computational complexity (as matrix-vector operations can be performed via the FFT algorithm), but are also guaranteed to find a global minimizer.
Alternative regularizers. Natural images also have simple representations in other domains, and other regularizers have been used for SR. For example, [34] uses the fact that images have sparse wavelet representations. The patches of natural images also tend to lie on a low-dimensional manifold [22] , which has motivated nonlocal methods. These use as regularizers (nonconvex) functions that enforce many patches of an image to have similar features; see, e.g., [29, 30] . Finally, different regularizers can be combined as in [24, 35] .
Learning-based SR
Learning-based methods usually operate on patches and learn how to map a LR to a HR patch. They consist of a training stage, in which the map is learned, and a testing stage, in which the map is applied to the LR patches to obtain HR patches.
Coding and dictionary learning. Coding and dictionary learning algorithms superresolve the patches of an image by linearly combining HR patches collected (or created) from other images during training. An early method is [9] , which adapts the locally linear embedding algorithm of [31] for SR. Drawing from developments in sparse-based reconstruction, [40] proposed using training images to learn two dictionaries, one for HR and another for LR patches, such that corresponding HR and LR patches have the same coefficients; see [41] for a similar approach. While these schemes rely on other images to learn the LR-HR map, [17, 36] use self-similarity to learn the map without using other images.
Regression methods. Regression methods compute the LR-HR map using a set of basis functions whose coefficients are computed via regression. The key idea is to perform clustering on the training images, and use algorithms like kernel ridge regression (KRR) [20] , Gaussian process regression [16] and random forests [33] to perform SR.
CNN-based. Currently, the best performing SR methods are based on CNNs. Taking inspiration in the dictionary learning algorithm in [40] , SRCNN [11] was one of the first CNNs performing image SR. It consists of a patch extraction layer, a representation layer of the non-linear mappings, and a final layer that outputs the reconstructed image. As most neural network architectures, SRCNN requires an extensive training set, and has to be retrained for each different upscaling factor. To overcome the latter problem, DRCN [19] uses a recursive convolutional layer that is repeatedly applied to obtain SR. Building on generative adversarial networks [14] , state-of-the-art SR results are obtained in [21] . It proposes two networks: SRGAN, which produces photo-realistic images with high perceptual quality, and SRResNet, which achieves the best PSNR and SSIM compared to all prior SR approaches. Although CNN-based methods achieve state-of-the-art SR results, they suffer from a major shortcoming that leaves room for improvement: in general, they fail to impose consistency between the HR and LR image in the testing stage. Such consistency, however, is always enforced by reconstruction-based (specifically, optimization-based) algorithms. This observation is the main motivation behind our framework, which we introduce next.
Our Framework
Given a low-resolution (LR) image, our goal is to build a high-resolution (HR) version of it. Before describing how we achieve this, we introduce our model and assumptions. Model and assumptions. We denote by X ∈ R M×N the HR image, and by x := vec(X ) ∈ R n its column-major vectorization, where n := M · N. Since these represent 2D quantities, we will always work either with grayscale images or with specific channels of a given representation of color images. We assume that X has a small number of edges. Namely, we assume
is a row-vector that extracts the vertical (resp. horizontal) difference at pixel (i, j) of X . Notice that this corresponds to the anisotropic TV-norm [4, 23] , which can be written more succinctly as x TV = Dx 1 , where the rows of D ∈ R 2n×n contain all the D v i j 's and D h i j 's. We assume periodic boundary conditions, so that matrix-vector products can be efficiently computed via the FFT algorithm.
The vectorization of the given LR image will be denoted by b ∈ R m , where m < n. We assume the LR and HR vectorizations are linearly related as b = Ax , where A ∈ R m×n is a subsampling matrix, i.e., it contains m equally interspaced rows of the identity matrix I n ∈ R n×n . Although this assumption is too simple to model certain real-case scenarios, our methodology can be immediately extended to more complex cases, e.g., when A is the product of a subsampling matrix and a blurring matrix [1, 30] . Yet, this simple assumption is sufficient to illustrate the gains that can be obtained by using our framework, explained next.
Proposed framework. Fig. 1 shows the main components of our framework. It builds on a base method which, because of their current state-of-the-art performance, will be a learning-based scheme. The LR image b is fed into the base method, which super-resolves it into a HR image that we will denote by w ∈ R n . As mentioned in Section 2, learning-based schemes, namely the ones based on CNN architectures, fail to enforce consistency between the LR and HR images during testing. That is, in our notation, fail to guarantee Ax = b. As shown in Fig. 1 , we thus propose an additional stage, which processes both the given LR image b and the HR image w from the learning-based method to build our final estimate x of x . That stage solves a problem that we call TV-TV minimization.
TV-TV minimization. Inspired by the success of sparse reconstruction schemes that integrate prior information in the form of past, similar examples [10, 28, 39] , we propose to estimate x by solving an optimization problem whose objective balances the TV-norm of the optimization variable x and the TV-norm of the difference between x and w, while constraining Ax = b. That is, we obtain the final estimate x by solving TV-TV minimization: [10] in the context of dynamic CT imaging, where w was a coarse estimation of the image to be reconstructed. The work in [39] generalized that approach, in the context of MRI imaging, to the case where the TV-norms are weighted, and their weights are updated as in [7] . There, w represented a reference image, i.e., an image similar to the image to reconstruct.
Problem (1) enforces consistency between the LR image b and the final estimate x via the constraint Ax = b. Among the possible solutions of Ax = b, it seeks the one that has a small TV-norm and, at the same time, does not deviate much from w, in the sense that their discrete gradients are similar. While it is also possible to enforce pixel-level similarity, we found that imposing similarity of gradients produces the best results.
As mentioned in Section 2.1, it is possible to use alternative regularizers that capture other properties of natural images, or even combine several different regularizers. Indeed, the reason why we are proposing a "framework" and not just a "method" is because we allow both blocks in Fig. 1 to vary. Using TV-TV minimization (1), however, enables us to draw from the insights in [28] for 1 -1 minimization.
Connections with 1 -1 minimization. Since x TV = Dx 1 , by introducing an additional variable R 2n z = Dx, we rewrite (1) as
where we defined w := Dw. We denote the concatenation of the optimization variables as x := (z, x) ∈ R 3n and define A := 0 m×2n A; −I 2n D , and b := b 0 2n , where 0 a×b (resp. 0 a ) stands for the zero matrix (resp. vector) of dimensions a × b (resp. a × 1), and I 2n is the identity matrix in R 2n . This enables us to further rewrite (2) as minimize
where P 2n ∈ R 2n×3n contains the first 2n rows of the identity matrix in R 3n , I 3n . That is, for a vector v ∈ R 3n , P 2n v extracts the first 2n components of v. The work in [28] characterized the performance of the problem in (3) when P 2n is the full identity matrix, rather than just part of it, a problem they called 1 -1 minimization. Assuming that A has Gaussian random entries, [28] provided precise reconstruction guarantees for such a problem. In particular, they showed that β = 1 yields the best performance in theory and in practice, and also suggested a heuristic that improves the performance of the method: amplifying w by a small factor, i.e., using αw instead of w in (3), for an α slightly larger than 1.
Although these results were proved only for the case in which A is a Gaussian matrix, experiments in [27] suggest that they also hold for other types of matrices. This led us to select β = 1 and α = 1.2 in all our experiments.
Solving (1). A disadvantage of our framework compared to learning-based methods, in particular CNN architectures, is that solving an optimization problem like (1) requires some computation. Yet, because the subsampling matrix A and difference matrix D are very structured, we can design algorithms that take advantage of fast matrix-vector multiplications. Specifically, given u ∈ R n and v ∈ R m , Au outputs a subvector of u, and A v outputs an n-dimensional vector whose entries are the entries of v (at locations specified by A) or zeros. These operations require neither explicit construction of A, nor any floating-point operation (just memory access). Because we assume periodic boundary conditions, the matrix-vector products Du and D v, for u ∈ R n and v ∈ R 2n , can be efficiently computed using the FFT algorithm, which requires O(n log n) floating-point operations; see [23] .
To solve (1), we apply ADMM [6] , guaranteeing that its implementation uses only matrix-vector products as above. ADMM is applied directly to problem (2) with the splitting f (z, x) = z 1 + β z − w 1 and g(x, z) = i {(z,x) : Ax=b, Dx=z} (z, x), where i S (u) is an indicator function, i.e., i S (u) = 0 if u ∈ S, and i S (u) = +∞ otherwise. Our focus was not on obtaining the most efficient implementation, but we point out possible improvements in Section 5.
Experiments
We tested our framework on the standard test sets Set5 [3] , Set14 [41] , and BSD100 [25] , each containing respectively 5, 14, and 100 images. For RGB images, we only superresolved the luminance channel of the YCbCr color space, as in [11, 17, 19, 21] . All our experiments were run on the same machine with 8GB of RAM and a 3.1 GHz Intel i5 CPU.
We used five state-of-the art learning schemes: KRR by Kim [20] , self-similarity [17] , pre-trained CNNs [11, 19, 21] and basic TV minimization, i.e., (1) with β = 0, using TVAL3 [23] . Of these methods, only [23] operates on full images, just like our TV-TV minimization algorithm; all the remaining methods operate only on patches. The output images of SRCNN [11] , Kim [20] and SelfExSR [17] were obtained from the repository 1 .
As our framework is tied to a given base method, whenever the latter changes, so does our method. For assessing performance, we used PSNR and SSIM [38] computed on the luminance channel. We mention that [21] proposes two algorithms, of which we use the SRResNet, since it yields the best PSNR/SSIM values.
Illustrating consistency between LR and HR images
To demonstrate how imposing consistency between the LR and HR images can improve SR performance, we conducted an experiment using an image that is not in any of the above datasets. The image, of dimensions 472 × 352, is shown in the left of Fig. 2 and was selected because of its structured patterns. We downsampled it by a factor of 4, and then reconstructed it with the CNN architecture SRCNN [11] , and with our method using SRCNN as the base algorithm. Since SRCNN fails to enforce consistency between the LR and HR images during testing, its output (Fig. 2, center) blurs the tiles and removes some details. In contrast, our method, which uses the output of SRCNN (Fig. 2, center) and the 4× downscaled version of the ground truth (Fig. 2) , preserves details of the tiles and reduces blurring. The improvement in image quality, however, comes with a computational cost: to super-resolve that image required SRCNN 2 seconds, and solving (1) required 557 seconds.
Experiments on Set4, Set5, and BSD100
Tab. 1 shows the results of our experiments for the testing datasets Set5, Set14, and BSD100. It displays the PSNR and SSIM values for 2× and 4× upscaling tasks, and these values represent averages over all the images in the corresponding dataset. Recall that higher PSNR and SSIM values reflect better performance. The table has 5 parts, one for each variation of the base method. For example, the first 3 rows refer to the results when the method in Kim [20] is the base algorithm; in the next 3 rows, the base method is SRCNN [11] , and so on. The values for TVAL3 [23] are repeated in all parts of the table, since its input is the same image in all the cases. We note that table displays results for SRResNet [21] only for 4× upscaling, as it was designed specifically for that factor.
It can be observed that TVAL3, an algorithm for solving (1) with β = 0, yields the worst performance. All the learning-based methods (4th column) systematically give results better than TVAL3. Our method (last column), in turn, uses the outputs of those algorithms and, by enforcing consistency between the LR and HR images, systematically improves their outputs: for example, the range of the gains in PSNR values was 0.65-2.29 dB. Fig. 3 shows the reconstructions of a particular image in Set14 for all the methods. The top-left box corresponds to the ground truth and TVAL3, which were the same in all the experiments. The remaining boxes show the results of a given learning-based method and the corresponding output using our framework. As in Section 4.1, it can be seen that the learning-based methods tend to produce images that lack details, as they fail to impose consistency with the given LR image. Our method, in contrast, preserves fine details and does not introduce as much blurring. The execution times of SRCNN [11] and DRCN [19] to super-resolve the sample image in Fig. 3 are shown in Tab. 2. Although our method yields better PSNR/SSIM values, it requires significantly more computational time.
Conclusions
We proposed a framework for super-resolving images that leverages the good performance of learning-based methods, including CNN architectures, and the consistency enforced by reconstruction-based algorithms. The framework takes a base learning-method, and improves its output by solving a TV-TV minimization problem. Although the image model we used is quite simple, it suffices to illustrate the reconstruction gains in PSNR and SSIM that can be obtained. Our experimental results involving several state-of-the-art SR algorithms show that the proposed framework achieves significant performance gains over those algorithms, however, at an additional computation cost.
Possible research directions include using regularizers that capture more realistic image assumptions and accelerating the algorithm for solving the TV-TV minimization algorithm e.g., using a C implementation, or a trained recurrent neural network as a solver [15] . 
