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Abstract
We develop a simple procedure that allows one to explicitly reconstruct any
piecewise linear path from its signature. The construction is based on the develop-
ment of the path onto the hyperbolic space.
1 Introduction
A (Euclidean) path γ is a continuous function mapping some finite interval [0, T ]
into Rd. The length of γ is defined as
‖γ‖ := sup
P⊂[0,T ]
∑
uj∈P
|γuj+1 − γuj |,
where the supremum is taken over all partitions P of the interval [0, T ], and
|γu| :=
( d∑
j=1
|γ(j)u |
2
) 1
2
is the Euclidean norm of the vector γu = (γ
(1)
u , . . . , γ
(d)
u )T . We say γ has bounded
variation if ‖γ‖ < +∞.
There are two natural operations on the space of bounded variation paths: con-
catenation and inverse. For α : [0, S]→ Rd and β : [0, T ]→ Rd, their concatenation
α ∗ β is defined as
α ∗ β(u) :=
{
α(u), u ∈ [0, S]
β(u− S) + α(S)− α(0), u ∈ [S, S + T ]
. (1.1)
The inverse of a path γ : [0, T ]→ Rd is defined by γ−1(u) := γ(T − u).
We say a path γ is irreducible if for every s < t, there exists no u ∈ (s, t) such
that γ|[s,u] = (γ|[u,t])
−1, where γ|[s,u] denotes the segment of γ restricted to the time
interval [s, u], and similarly for (γ|[u,t])
−1.
If γ has bounded variation, then its derivative θ(t) = γ˙(t) exists almost ev-
erywhere. We can re-parametrize γ in the fixed time interval [0, 1] in such a way
that
|θ(t)| := |γ˙(t)| ≡ L (1.2)
for almost every t ∈ [0, 1], where | · | is the Euclidean norm, and L is the length of
γ. We call such a parametrization the natural parametrization of γ. Note that if
γ ∈ C1 (at natural parametrization), then it is automatically irreducible.
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Remark 1.1. The notion of natural parametrization defined in (1.2) is slightly
different from the standard one in literature, as we parametrize the path in the
unit interval [0, 1] rather than [0, L]. As a consequence, γ has constant speed L
instead of 1. We will see later that it will be convenient for us if we fix the time
interval to be [0, 1] instead of changing it with length.
For every path of bounded variation, one can associate to it a formal power
series whose coefficients are iterated integrals of the path. This formal series is
called the signature of the path, first introduced by K.T.Chen ([Che54], [Che57]).
Before we give the precise definition of signature, we first introduce a few notations.
We denote by {e1, . . . , ed} the standard basis of R
d. For n ≥ 0, a word w of
length n is a sequence of n basis elements from the set {e1, . . . , ed} (with repetition
allowed), and we use |w| to denote the length of w. For simplicity, we will often write
words as sequence of elements from the set {1, . . . , d}. For example, w = (2, 3, 1, 1)
denotes the word (e2, e3, e1, e1), and |w| = 4. We also use ∅ to denote the empty
word, which is the unique word with length 0. Given a word w = (i1, . . . , in), we
let
ew = ei1 ⊗ · · · ⊗ ein .
With these notations, we now give a precise definition of the signature.
Definition 1.2. Let γ : [0, T ]→ Rd be a path of bounded variation. For any word
w = (i1, . . . , in) with ik ∈ {1, . . . , d}, define
Cγ(w) =
∫
0<u1<···<un<T
dγ(i1)u1 · · · dγ
(in)
un , (1.3)
where γ
(i)
u is the component of γu in the direction of ei. The signature of γ is then
the formal power series
X(γ) =
+∞∑
n=0
∑
|w|=n
Cγ(w)ew, (1.4)
where we have set Cγ(∅) = 1.
Remark 1.3. Note that for any word w, (1.3) is a definite integral over the time
interval where γ is defined, so re-parametrizing γ does not change its signature.
Thus, we can always assume γ has the natural parametrization so that (1.2) holds.
The signature X(γ) defined in (1.4) is an element in the tensor algebra T (Rd) =
⊕+∞n=0(R
d)⊗n. The map γ 7→ X(γ) is then an algebraic homomorphism from the
path group (with concatenation and inverse as group multiplication and inverse)
into T (Rd) such that
X(α ∗ β) = X(α) ⊗X(β), X(γ)⊗X(γ−1) = 1, (1.5)
where 1 denotes the unit element in T (Rd). The first identity in (1.5) is known as
Chen’s identity, first established in [Che57].
One reason to look at the signature is that it contains all essential information
of a path. In fact, Chen ([Che58]) showed that two irreducible piecewise C1 paths
cannot have the same signatures unless they just differ by a translation or re-
parametrization. This result was extended to all bounded variation paths in [HL10],
where the authors showed that two bounded variation paths α, β have the same
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signatures if and only if α ∗ β−1 is tree-like1. Thus, a very natural question is
how one can reconstruct a path of bounded variation from its signature, which
is of completely new nature from the purely uniqueness statement in [HL10]. In
addition, since there has been an increasing literature concerning the signature-
based algorithms (see [LLN13] for its application in time series and [LNO14] for
high-frequency financial data), it would be practically useful to develop an effective
inversion scheme from signatures to paths.
In the recent article [LX14], we developed a procedure based on symmetrization
that enables one to reconstruct any C1 path from its signature. We expect that the
same procedure works as long as the path is irreducible and piecewise C1, whose
proof may require slightly more careful treatment than those presented in [LX14].
The main goal of this article, however, is to develop an independent procedure
to reconstruct any piecewise linear path from its signature. The key ingredient of
the procedure is the development of a path onto the hyperbolic space, which was
first introduced in [HL10] to recover the length of a path from its signature. We
extend this construction to enable us also to recover the direction at the end point
of a regular path, which in turn leads to an inversion scheme for piecewise linear
paths. Even though the symmetrization method developed in [LX14] covers a more
general class of paths than those treated in this article, we believe the approach
presented here still has the advantage of being simpler, and the recovery of the
derivative at the end point is interesting in its own right. Our main result can be
loosely stated as follows.
Theorem 1.4. Let γ : [0, 1]→ Rd be a path of bounded variation. Let θ(t) = γ˙(t),
and let (ηλ(t), ρλ(t)) denote the development of the rescaled path γλ = λγ onto the
hyperboloid (see Section 3.1 for details of the construction). Then, for each λ, the
end point (ηλ(1), ρλ(1)) of the “hyperbolic path” can be written explicitly in terms
of X(γ). If γ ∈ C2 at natural parametrization, then we have
θ(1) = lim
λ→+∞
ηλ(1). (1.6)
If γ is piecewise linear and its last linear piece has direction θ and length l, then
lim
λ→+∞
1
λ
log |ηλ(1)− θ| = −l,
that is, both the direction and the length of the last linear piece can be recovered
from X(γ).
Precise statements of the above results are in Theorems 3.4 and 4.1. This result
leads to an inversion procedure for piecewise linear paths as follows. Since we know
the complete information of the last linear piece (direction and length) from the
signature, Chen’s identity (1.5) allows us to remove that piece from X(γ), and thus
we are left with the signature of the remaining path segment. One then repeats
this procedure until the whole path is recovered.
Notation and assumptions
We now summarize the assumptions and notations we will be using in this article.
Throughout, we assume the path γ : [0, 1]→ Rd has finite length and is at natural
1Loosely speaking, a tree-like path has the same effect as a “zero” path as a control. Since we will
make no use of this notion in the article, we skip the precise definition here. Interested readers can find
the definition in [HL10, Def. 1.2] and more background material on trees and paths in [HL08].
3
parametrization, so that (1.2) always holds. Whenever we say γ ∈ Ck, it should be
understood that it is Ck at natural parametrization.
For any word w, we let Cγ(w) denote the coefficient of w in the signature of γ
as in (1.3), and use X(γ) to denote the whole signature sequence as in (1.4). In
most of this article, we fix the path γ under consideration. In that case, we will
omit γ and simply write C(w) and X instead. Finally, c and C will denote generic
constants whose values may change from line to line.
Organization of the article
This article is organized as follows. In Section 2, we give an exact inversion pro-
cedure for axis paths (paths that move parallel to Euclidean axes). This result is
independent of the rest of the article. In Section 3, we show how one can recover
the end point derivative of a C2 path from its signature by developing the path
onto the hyperbolic space. Finally, in Section 4, we show how to recover the end
point derivative as well as the length of the last piece in the case of piecewise linear
paths, thus completing the inversion procedure for such paths. Note that although
the main result in Section 4 (Theorem 4.1) relies on the construction in Section 3.1
(development onto hyperbolic space), its proof is independent of Theorem 3.4.
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2 Axis paths
A path γ is a (finite) axis path if it has the form
γ = (r1ei1) ∗ · · · ∗ (rnein), (2.1)
where the eik ’s are standard Euclidean basis elements, and “∗” is the concatenation
defined in (1.1). In other words, an axis path only moves parallel to Euclidean
axes, and each piece has finite length. Here, the rk’s can be arbitrary non-zero
real numbers. If rk is negative, it means that the path moves along the negative
direction of eik for distance |rk|. If two consecutive pieces have the same directions
up to the sign (that is, ik = ik+1), then we can combine them together into one
single piece and set r′k = rk + rk+1. Thus, we can always assume without loss of
generality that ik 6= ik+1 for all k = 1, . . . , n− 1.
The following notion of square free words has an important role in the charac-
terization of axis paths.
Definition 2.1. A word w = (i1, . . . , in) is square free if ik 6= ik+1 for all k =
1, . . . , n− 1.
If the path γ is of form (2.1), then its signature is
X(γ) = exp(r1ei1)⊗ · · · ⊗ exp(rnein), (2.2)
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where each exp(rek) is a formal power series in the basis element ek. Let w =
(i1, . . . , in), then by assumption w is square free with |w| = n and
C(w) = r1 · · · rn 6= 0.
Here, we have written C(w) instead of Cγ(w) for notational simplicity. Moreover,
if w′ is any other square free word with |w′| ≥ n, then we must have C(w′) = 0 as
there is no such term in the expansion of (2.2). In other words, for every finite axis
path, there is a unique longest square free word w such that C(w) 6= 0. Now, given
the signature X of some axis path γ, and suppose w = (i1, . . . , in) is this unique
longest square free word, then γ necessarily has the form
γ = (r1ei1) ∗ · · · ∗ (rnein),
and all we need to do is to determine the coefficients rk’s. To recover these coeffi-
cients, for any k = 1, . . . , n, we let
wk = (i1, . . . , ik, ik, . . . , in),
then it follows from straightforward computations that C(wk) =
1
2r1 · · · r
2
k · · · rn,
and so rk =
2C(wk)
C(w) . Thus, we have proved the following reconstruction theorem for
axis paths.
Theorem 2.2. Let γ be a (finite) axis path, and {C(w)} be the coefficients in its
signature. Then, there is a unique longest square free word w∗ with C(w∗) 6= 0.
Suppose this word w∗ has the form w∗ = (i1, . . . , ik, . . . , in), and denote
w∗k = (i1, . . . , ik, ik, . . . , in).
Then, we have
γ = (r1ei1) ∗ · · · ∗ (rnein)
with rk =
2C(wk)
C(w) .
As an immediate corollary, we have the following upper bound of the number
of terms in the signature needed to reconstruct an axis path.
Corollary 2.3. For an axis path with n pieces, one needs at most n + 1 levels in
the signature to reconstruct the path.
It is also natural to ask that given an integer n, whether there exist two different
paths that have the same signatures up to level n. We now answer this question in
affirmative by an explicit construction. Let x, y be the standard basis elements of
R
2, and let α0, β0 be two 1-step lattice paths, in x and y directions, respectively.
Suppose we have now constructed αn and βn; we define αn+1 and βn+1 by
αn+1 = αn ∗ βn, βn+1 = βn ∗ αn. (2.3)
Then, for each n, both αn and βn have 2n steps, and they are different in all the
steps. We now claim that αn and βn have the same signatures up to level n.
Proposition 2.4. For every n, we have
Xk(αn) = Xk(βn), ∀k ≤ n.
5
Proof. This is clearly true for n = 0. Suppose the proposition holds true for
m = 0, . . . , n, then for m = n+ 1 and k ≤ n, using the recursive relation (2.3) and
Chen’s identity (1.5), we have
Xk(αn+1) =
k∑
j=0
Xj(αn)⊗Xk−j(βn) =
k∑
j=0
Xj(βn)⊗Xk−j(αn) = Xk(βn+1),
where for the second equality above, we have used the induction hypothesis to
switch αn and βn. For k = n+ 1, we have
Xn+1(αn+1) = Xn+1(αn) +Xn+1(βn) +
n∑
j=1
Xj(αn)⊗Xn+1−j(βn)
= Xn+1(βn+1),
thus proving the proposition.
It is easy to see that the path αn ∗ (βn)−1 above has trivial signature in the first
n levels, and it has length 2n+1. An interesting question is the following.
Question 2.5. Can one find a nontrivial lattice path with length shorter than 2n+1
and that the first n levels in its signature are all zero?
3 The derivative at the end point
In this section, we show how one can approximate the derivative at the end point of
a C2 path through a limiting process of its signature. The main strategy, based on
[HL10, Sec. 3], is to develop the rescaled path onto a hyperbolic space, and employ
the negative curvature to extract information.
3.1 Development onto the hyperbolic space
We first give a brief description of the hyperbolic development of a C2 path γ.
and then derive the precise system of differential equations ((3.10) below) for the
developed path.
Consider the quadratic form on Rd+1 defined by
I(x, y) =
d∑
j=1
xjyj − xd+1yd+1,
and the surface
H
d = {x ∈ Rd+1 : I(x, x) = −1, xd+1 > 0}.
Here, xj ’s and yj’s are coordinates of x, y ∈ R
d+1. For any x ∈ Hd, I is symmetric
and positive definite on the tangent space {y : I(y, x) = 0}, so it gives a Riemannian
structure on Hd. In fact, Hd is the standard upper half d-dimensional hyperboloid
with metric obtained by restricting I to its tangent spaces.
Let SO(d) denote the group of orientation preserving isometries on Hd, then its
Lie algebra so(d) is the set of (d+ 1)× (d+ 1) matrices of the form
(
A β
βT 0
)
,
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where A is a d × d anti-symmetric matrix and β ∈ Rd. Now, let γ : [0, 1] → Rd be
a bounded variation path. For the linear operator F : Rd → so(d) defined by
F : x 7→
(
0 x
xT 0
)
, x ∈ Rd,
F (γ(t)) is a path in so(d). For any s < t, the linear differential equation of the
Cartan development Γs,t of the path segment γ|[s,t] onto SO(d) is
dΓs,t(u) = F (dγ(u))Γs,t(u), u ∈ [s, t], Γs,t(s) = id . (3.1)
It then follows that for any fixed s < t, Γs,t(u) is a path in SO(d), and we have the
multiplicative property
Γu,t(t)Γs,u(u) = Γs,t(t), ∀s ≤ u ≤ t. (3.2)
Now, for t ∈ [0, 1], we write Γ(t) = Γ0,1(t). Since (3.1) is linear, we have
Γ(t) = I + S10,t(γ) + · · ·+ S
n
0,t(γ) + · · · , (3.3)
where I is the (d+ 1)× (d+ 1) identity matrix, and
Sn0,t(γ) =
∫
s<u1<···<un<t
F (dγ(un)) · · ·F (dγ(u1))
can be explicitly expressed in terms of the signature of γ. Note that the right hand
side of (3.3) is absolutely convergent since Sn0,t(γ) is an integral over a simplex,
which decays factorially in n. Let o = (0, . . . , 0, 1)T ∈ Rd+1, then Γ(t)o is a path
on the hyperboloid Hd, and we call it the development of γ on Hd.
It is standard that every point on Hd can be uniquely expressed as(
η sinh ρ
cosh ρ
)
for some η ∈ Sd−1 and ρ ∈ R+ (see for example [CFKP97]). For any λ > 0, we let
γλ = λγ be the rescaled path, and write
Γλ(t)o =
(
ηλ(t) sinh ρλ(t)
cosh ρλ(t)
)
(3.4)
as the development of γλ on H
d.
Remark 3.1. We first give an explicit expression of the end point of the develop-
ment of γλ on H
d in terms of the signature of γ. For each n ≥ 0, let
E2n =
{
w : w = (i1, i1, . . . , ik, ik, . . . , in, in), ij = 1, · · · , d
}
.
Also, for k = 1, . . . , d, let
E
(k)
2n = {w : w = (w˜, k), w˜ ∈ S2n}.
Using the expression (3.3) and then (3.4), we can compute
cosh ρλ(1) =
∑
n≥0
∑
w∈E2n
Cγλ(w), η
(k)
λ sinh ρλ(1) =
∑
n≥0
∑
w∈E
(k)
2n
Cγλ(w), (3.5)
where Cγλ(∅) = 1, and η
(k)
λ denotes the k-th component of ηλ ∈ S
d−1. Since for
|w| = n one has Cγλ(w) = λ
nCγ(w), (3.5) gives the explicit expression of the end
point of the “hyperbolic path” of γλ in terms of the signature of γ.
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Note that until this point, the only assumption we have used is that γ has finite
length (the notation above also assumes γ is parametrized on [0, 1]). However, if we
assume more regularity on γ, then we can infer some important information of γ
from the behaviour of (ηλ(1), ρλ(1)). In fact, it was shown in [HL10, Prop. 3.8] that
if γ is C2 (at natural parametrization) and has length L, then there exists C > 0
such that
λL−
C
λ
≤ ρλ(1) ≤ λL (3.6)
for all large λ. Combining (3.5) and (3.6), one can recover the length L of a C2 path
from its signature by the quantity ρλ(1)
λ
for large λ. In order to recover the end
direction θ(1) as well, we need to track the path Γλ(t)o on H
d. Before we proceed,
we first give an example to illustrate how the hyperbolic development can help the
recovery of length and end point direction.
Example 3.2. Let γ = (L1x)∗(L2y) be a 2-dimensional axis path, moving along x
direction for distance L1 first, and then y direction for distance L2. Then by (3.1),
the Cartan development Γλ of the whole rescaled path γλ onto SO(d) is
Γλ =

1 0 00 coshλL2 sinhλL2
0 sinhλL2 coshλL2

 ·

cosh λL1 0 sinhλL10 1 0
sinhλL1 0 cosh λL1

 .
Multiplying the base point (of H2) (0, 0, 1)T ∈ R3 with Γλ, we see the end point of
the development of γλ on H
2 is


η
(1)
λ sinh ρλ
η
(2)
λ sinh ρλ
cosh ρλ

 =

 sinhλL1sinhλL2 coshλL1
coshλL1 coshλL2

 ,
where we have written for simplicity (ηλ, ρλ) = (ηλ(1), ρλ(1)), and η
(k)
λ is the k-th
component of ηλ ∈ S
1.
We have three observations relating to the previous example.
1. Since cosh ρλ = coshλL1 coshλL2, ρλ, the hyperbolic distance of the end point
to the base point o, satisfies
ρλ = λ(L1 + L2) +O(1)
for all λ, and the quantity O(1) is negative for all large λ. We then see that
ρλ
λ
is “almost” the length of γ if λ is large. Note that this observation is
weaker than (3.6), but it is not a contradiction since the path considered in
this example is not C2.
2. By the previous observation, we have η
(1)
λ =
sinhλL1
sinh ρλ
→ 0 as λ → +∞, and
hence ηλ, the observed direction on H
d, satisfies
(η
(1)
λ , η
(2)
λ )→ (0, 1)
as λ → +∞. This reflects the fact that the direction of the second piece of
the path is vertically up.
3. This observation is a quantitative version of the previous one. In fact, we have
η
(1)
λ =
sinhλL1
sinh ρλ
= e−λL2 +O(e−λL), η
(2)
λ = 1−
1
2
e−2λL2 +O(e−λL),
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where L = L1 + L2. Thus, we have
1
λ
log |ηλ − (0, 1)
T | → −L2
as λ→ +∞, the right hand side being the length of the second linear piece.
These observations are not coincidences, and they are consequences of the neg-
ative curvature of the hyperbolic space. In fact, when the scale λ is large, the
negative curvature will stretch out the path close to a geodesic, and hence the end
point will give asymptotically accurate information of the length. When the path is
being “stretched out”, it travels exponentially fast when high on the hyperboloid,
and hence later directions tend to dominate earlier directions in an overwhelming
way. These explain the first two observations, and it turns out that they hold for
general piecewise C2 paths. Thus, when taking λ very large, one expects ηλ(1) to
be close to θ(1), and hence one can recover the tangent direction θ(1) through the
limiting behavior of ηλ(1).
The third observation is true for piecewise linear paths. As we shall see later,
though the difference |ηλ−θ| is of orderO(
1
λ
) for general C2 paths, it is exponentially
small for piecewise linear paths, with L2 in the above example replaced by the length
of the last linear piece. This estimate, together with the fact that the direction
at the end of the path can be approximated arbitrarily closely by its signature
sequence, gives an inversion theorem for signatures of piecewise linear paths.
We now turn to the recovery of the end point direction for general C2 paths.
From this point, we assume γ ∈ C2 at natural parametrization. We first need to
track the trajectory (ηλ(t), ρλ(t)) for the development of γ on H
d. If θ(t) ≡ θ; that
is, γ is a straight line with length L, then Γ(t) = Γ0,1(t) can be written explicitly
as
Γ(t) =
(
(cosh(Lt)− 1)θθT + I sinh(Lt)θ
sinh(Lt)θT cosh(Lt)
)
, (3.7)
where I denotes the d × d identity matrix. If γ is linear in a small time interval
[t, t+ δ], then (3.7) implies
Γt,t+δ(t+ δ) =
(
(cosh(Lδ) − 1)θ(t)θ(t)T + I sinh(Lδ)θ(t)
sinh(Lδ)θ(t)T cosh(Lδ)
)
=
(
I Lθ(t)δ
Lθ(t)T δ 1
)
+ o(δ),
(3.8)
where o(δ) denotes a quantity that vanishes as δ → 0. On the other hand, if θ ∈ C1
(or equivalently, γ ∈ C2), then
sup
u∈[t,t+δ]
|θ(u)− θ(t)| < Cδ,
so (3.8) still holds as long as γ ∈ C2. Since the multiplicative relation (3.2) implies
(
η(t+ δ) sinh ρ(t+ δ)
cosh ρ(t+ δ)
)
= Γt,t+δ(t+ δ)
(
η(t) sinh ρ(t)
cosh ρ(t)
)
,
using (3.8), we deduce for γ ∈ C2 that
{
η(t+ δ) sinh ρ(t+ δ) − η(t) sinh ρ(t) = Lθ(t) cosh ρ(t)δ + o(δ)
cosh ρ(t+ δ) − cosh ρ(t) = Lθ(t)Tη(t) sinh ρ(t)δ + o(δ)
. (3.9)
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Now for λ > 0, replacing L by λL in (3.9), dividing both sides by δ and sending δ →
0, we deduce that the trajectory (ηλ, ρλ) on H
d satisfies the system of differential
equations 

η′λ(t) = λL coth ρλ(t)
(
θ(t)− ηλ(t)θ(t)
T ηλ(t)
)
ρ′λ(t) = λLθ(t)
T ηλ(t)
ηλ(0) = θ(0), ρλ(0) = 0
, (3.10)
where I is the d-dimensional identity matrix.
In the next subsection, we will prove the first two observations made in Example
3.2 for general C2 paths by analyzing the system (3.10).
Remark 3.3. Note that by inspecting the derivation above, we can see that the
differential equations (3.10) still hold as long as γ ∈ C1. The main reason to assume
one more degree of regularity is to be precise about the convergence rate of ηλ − θ
to 0, as stated in Theorem 3.4 below.
3.2 Solving the differential equation
The goal of this section is to prove the following theorem, which gives a quantitative
estimate of |ηλ(t)− θ(t)| for large λ.
Theorem 3.4. Let γ(t) = Lθ(t), t ∈ [0, 1], where θ is a C1 path on the unit sphere
S
d−1. Let (ρλ, ηλ) denote the hyperbolic development of the rescaled path γλ as
described in the previous subsection. Then, for any t > 0, we have
lim
λ→+∞
λL(ηλ(t)− θ(t)) = −
(
I + θ(t)θ(t)T
)−1
· θ′(t),
where I is the d-dimensional identity matrix.
Proof. We can assume L = 1 without loss of generality. The proof for the general
case is the same. Let fλ(t) = ηλ(t) − θ(t), then by (3.10) and using θ
T θ ≡ 1, we
deduce that (fλ, ρλ) satisfies

f ′λ(t) = −λ · coth ρλ(t)
(
I + θ(t)θ(t)T + fλ(t)θ(t)
T
)
fλ(t)− θ
′(t)
ρ′λ(t) = λ(1 + θ(t)
T fλ(t))
fλ(0) = 0, ρλ(0) = 0
, (3.11)
where fλ ∈ R
d, θ ∈ Sd−1 and ρλ ∈ R
+. In what follows, we will show that when
λ is large, (3.11) is “close” to a system of linear equations, and deduce the limit
of λfλ(t) from the comparison with the linear system. The proof consists of four
steps.
Step 1.
We claim that there exists C > 0 such that
sup
t
|fλ(t)| <
C
λ
for all large enough λ, and any C > ‖θ′‖∞ should suffice. In fact, whenever the
quantity |fλ(t)| reaches the value
C
λ
, its magnitude will be forced to decrease. To
see this, we compute
d
dt
|fλ(t)|
2 = 2
〈
f ′λ(t), fλ(t)
〉
.
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Substituting f ′λ with (3.11), we have
1
2
d
dt
|fλ(t)|
2 =− λ · coth ρλ(t)
(〈
(I + θ(t)θ(t)T )fλ(t), fλ(t)
〉
+
〈
fλ(t)θ(t)
T fλ(t), fλ(t)
〉)
−
〈
θ′(t), fλ(t)
〉
.
Since θθT is the projection matrix onto θ, the first term in the parenthesis on the
right hand side above is always positive, and is bounded from below by
〈
(I + θ(t)θ(t)T )fλ(t), fλ(t)
〉
= |fλ(t)|
2 + |
〈
θ(t), fλ(t)
〉
|2 ≥ |fλ(t)|
2.
Also, since |θ(t)| ≡ 1, we estimate the second term by
|
〈
fλ(t)θ(t)
T fλ(t), fλ(t)
〉
| ≤ |fλ(t)|
3.
Finally the last term satisfies |
〈
θ′(t), fλ(t)
〉
| ≤ ‖θ′‖∞ |fλ(t)|. Note that since
cosh ρλ
sinhρλ
≥ 1, we have
1
2|fλ(t)|
·
d
dt
|fλ(t)|
2 ≤ −λ|fλ(t)|(1 − |fλ(t)|) +
∥∥θ′∥∥
∞
(3.12)
Now let C > ‖θ′‖∞. Since fλ(0) = 0, it is then clear that if λ is large enough and
λ|fλ(t)| reaches C, the right hand side in (3.12) will become negative and hence
|fλ(t)| will be forced to decrease. Thus, we conclude that there exists a C such that
for all large λ, we have
sup
t∈[0,1]
|fλ(t)| ≤
C
λ
. (3.13)
Step 2.
We now show that the projection of fλ(t) onto the direction θ(t) is of order O(
1
λ2
).
Similar as before, we compute
d
dt
|
〈
θ(t), fλ(t)
〉
|2 = 2
〈
θ(t), fλ(t)
〉(〈
θ′(t), fλ(t)
〉
+
〈
θ(t), f ′λ(t)
〉)
.
For the second term in the parenthesis above, substituting f ′λ(t) by (3.11), we have
〈
θ(t), f ′λ(t)
〉
= −
〈
θ(t), θ′(t)
〉
− λ · coth ρλ(t)
(
2
〈
θ(t), fλ(t)
〉
+
〈
θ(t), fλ(t)
〉2)
.
Note that |θ| ≡ 1, so
〈
θ, θ′
〉
≡ 0, and thus we get
1
2
d
dt
|
〈
θ(t), fλ(t)
〉
|2 =
〈
θ(t), fλ(t)
〉[
− λ · coth ρλ(t)
(
2
〈
θ(t), fλ(t)
〉
+
〈
θ(t), fλ(t)
〉2)
+
〈
θ′(t), fλ(t)
〉]
.
Since supt |fλ(t)| <
C˜
λ
by the first step, we have
sup
t
|
〈
θ′(t), fλ(t)
〉
| ≤
C˜ ‖θ′‖∞
λ
(3.14)
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for some C˜ > 0, uniformly in λ. Also, since |fλ| <
C
λ
by Step 1 and θ is a unit
vector, we have
|2
〈
θ(t), fλ(t)
〉
+
〈
θ(t), fλ(t)
〉2
| > |
〈
θ(t), fλ(t)
〉
| (3.15)
for all large λ. Since cosh ρλsinh ρλ ≥ 1, if |
〈
θ(t), fλ(t)
〉
| >
C˜‖θ′‖
∞
λ2
for the same C˜ as in
(3.14) at some t > 0, by combining (3.14) and (3.15), it is easy to see that we will
have
λ coth ρλ(t)
∣∣∣∣
(
2
〈
θ(t), fλ(t)
〉
+
〈
θ(t), fλ(t)
〉2)∣∣∣∣ > λ|〈θ(t), fλ(t)〉| > |〈θ′(t), fλ(t)〉|,
and the minus sign in front of this term will make d
dt
|
〈
θ(t), fλ(t)
〉
|2 negative, and
hence the quantity |
〈
θ(t), fλ(t)
〉
| will be forced to decrease. Therefore, there exists
a C > 0 such that
sup
t∈[0,1]
|
〈
θ(t), fλ(t)
〉
| ≤
C
λ2
(3.16)
for all large λ.
Step 3.
We now show that for large λ, the quantity cosh ρλ(t)sinh ρλ(t) − 1 is exponentially small at
positive times. To see this, note that
ρ′λ(s) = λ
(
1 +
〈
θ(s), fλ(s)
〉)
.
Integrating both sides from 0 to t, and employing (3.16), we have
λt−
Ct
λ
≤ ρλ(t) ≤ λt (3.17)
for all t, where the second inequality follows from the geometry that geodesic de-
velopment gives the maximal possible length λt. Now, since
coth ρλ(t)− 1 =
2e−2ρλ(t)
1− e−2ρλ(t)
, (3.18)
(3.17) implies that this quantity is exponentially small in λt for positive t, but has
a singularity at t = 0, which has size 1
λt
. On the other hand, since fλ(0) = 0 and
|f ′λ| is bounded, this singularity can be killed by a multiplication of fλ(t). Thus,
we have
(
coth ρλ(t)− 1
)
|fλ(t)| ≤ Ce
−λt, (3.19)
where C is independent of λ and t.
Step 4.
We are now ready to prove the main claim. For convenience, write P (s) = I +
θ(s)θ(s)T , and we can rewrite (3.11) as
f ′λ(s) = −λP (s)fλ(s)− θ
′(s) + rλ(s),
where
rλ(s) = −λ
(
coth ρλ(t)− 1
)(
P (s) + fλ(s)θ(s)
T
)
fλ(s)− λfλ(s)θ(s)
T fλ(s).
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Since by Steps 2 and 3, we have |fλ(s)θ(s)
T fλ(s)| <
C
λ3
and
( cosh ρλ(t)
sinhρλ(t)
− 1
)
|fλ(t)| ≤
Ce−λt, it follows that
sup
s
|rλ(s)| <
C
λ2
.
This suggests that the nonlinear part of the equation is “small” when λ is large.
Now, fix an arbitrary t > 0, and we want to compute the large λ limit of λfλ(t).
Since γ ∈ C2 at natural parametrization, it follows that |θ′| is bounded, and thus
there exists κ > 0 such that ∀ǫ > 0 and all s ∈ [t− κǫ, t], we have
|P (s)− P (t)| < ǫ.
As a consequence, we have
f ′λ(s) = −λP (t)fλ(s)− θ
′(s) + rλ(s) + r˜λ(s),
where
r˜λ(s) = −λ
(
P (s)− P (t)
)
fλ(s)
satisfies |r˜λ(s)| < Cǫ for all s ∈ [t− κǫ, t]. Now, if gλ satisfies the equation
g′λ(s) = −λP (t)gλ(s)− θ
′(s), s ∈ [t− κǫ, t]
with initial condition gλ(t − κǫ) = fλ(t − κǫ), by the bounds on |rλ| and |r˜λ|, we
see that
|fλ(t)− gλ(t)| < Cǫ
( 1
λ2
+ ǫ
)
. (3.20)
Note that the equation defining gλ is linear with constant coefficient, so the terminal
value gλ(t) can be expressed explicitly by
gλ(t) = e
−λκǫP (t)fλ(t− κǫ)− e
−λtP (t)
(∫ t
t−κǫ
eλsP (t)ds
)
θ′(t) + Error, (3.21)
where the error term is given by
Error = e−λtP (t)
∫ t
t−κǫ
eλsP (t)(θ′(t)− θ′(s))ds.
For the second term on the right hand side in (3.21), we have
e−λtP (t)
∫ t
t−κǫ
eλsP (t)θ′(t)ds =
1
λ
P (t)−1
(
I − e−λκǫP (t)
)
θ′(t). (3.22)
Similarly, for the error term, we have∣∣∣∣e−λtP (t)
∫ t
t−κǫ
eλsP (t)(θ′(t)− θ′(s))ds
∣∣∣∣ ≤ Cλ δ(ǫ)
∣∣P (t)−1(I − e−λκǫP (t))∣∣, (3.23)
where
δ(ǫ) = sup
s∈[t−κǫ,t]
∣∣θ′(s)− θ′(t)∣∣→ 0
as ǫ→ 0. Since P (t) is symmetric and positive definite with eigenvalues 2 and 1, it
has a uniformly bounded inverse, so the error term can then be bounded by
Error <
C
λ
δ(ǫ). (3.24)
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Also, for the first term on the right hand side of (3.21), taking ǫ = λ−
2
3 , we have
∣∣e−λκǫP (t)fλ(t− κǫ)∣∣ < e−cλ 13 . (3.25)
Thus, multiplying both sides of (3.21) by λ, taking ǫ = λ−
2
3 , and sending λ to +∞,
we deduce from (3.20) (3.22), (3.24) and (3.25) that
lim
λ→+∞
λfλ(t) = −P (t)
−1θ′(t).
This finishes the proof.
Remark 3.5. We should note that Step 2 in the proof above is not necessary in
establishing (3.19). Without that step, the term 1
λ2
on the right hand side of (3.20)
will become 1
λ
, which would not affect the conclusion of the theorem. However, the
estimate in Step 2 gives a sharp estimate (3.17), which in turn verifies (3.6) ([HL10,
Prop. 3.8]) in the case of C2 paths.
3.3 Higher order derivatives
Since we know how to recover the length from the signature, from now on, we
assume without loss of generality that L = 1. In the previous subsection, we
showed that we can recover the derivative at the end point of γ through a limiting
process by
θ(1) = lim
λ→+∞
ηλ(1),
where the right hand side can be “observed” on the hyperboloid for each λ. By
Theorem 3.4, we have
θ′(1) = lim
λ→+∞
λ(I + θ(1)θ(1)T )(θ(1) − ηλ(1)). (3.26)
Since θ(1) is now known, (3.26) gives the value of θ′(1) through another limiting
process. This suggests that we can actually recover higher order derivatives at time
t = 1 provided γ is sufficiently smooth.
We first give a heuristic argument to see how it works. By the estimates (3.17)
and (3.18) on coth ρλ(t)− 1, we can write the equation for fλ as
f ′λ(t) = −λP (t)fλ(t)− λfλ(t)θ(t)
T fλ(t)− θ
′(t) + rλ(t), (3.27)
where P (t) = I+θ(t)θ(t)T , and the remainder rλ satisfies |rλ(t)| < Ce
−λt uniformly
in λ and t ≥ τ for any fixed positive τ .
Let us also assume for a moment that for any t > 0, fλ(t) can be expanded
around λ = +∞ by
fλ(t) =
A1(t)
λ
+ · · · +
An(t)
λn
+ · · · . (3.28)
Under suitable regularity conditions of γ, we can also differentiate the above series
term-wise to get
f ′λ(t) =
A′1(t)
λ
+ · · · +
A′n(t)
λn
+ · · · .
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Now, substituting the expansions of fλ and f
′
λ into (3.27), and comparing coeffi-
cients of 1
λn
on both sides, we get A1(t) = −P (t)
−1θ′(t), and
An+1(t) = −P (t)
−1
(
A′n(t) +
n∑
j=1
Aj(t)θ(t)
TAn+1−j(t)
)
(3.29)
for n = 1, 2, . . . . Note that this definition is consistent with n = 0 if we set
A0(t) = θ(t). It is clear that if θ ∈ C
k (or γ ∈ Ck+1), then An can be defined with
the above recursive relation up to n = k with An ∈ C
k−n. We now show that fλ
does have an expansion as in (3.28).
Theorem 3.6. Let γ be a Ck+1 path at natural parametrization and has length
1, and θ = γ˙. Let fλ(t) be the solution to the differential equation (3.11). Let
A1(t) = −P (t)
−1θ′(t), and An(t) be defined with the recursive relation (3.29) for
n = 1, . . . , k. Then, we have
lim
λ→+∞
λn+1
(
fλ(t)−
n∑
j=1
Aj(t)
λj
)
= An+1(t)
for each n = 0, 1, . . . , k − 1.
Proof. The theorem is clearly true for n = 0. For 1 ≤ n ≤ k − 1, let
gλ(t) = λ
n
(
fλ(t)−
n∑
j=1
Aj(t)
λj
)
, (3.30)
and we want to show that λgλ(t)→ An+1(t). The main step is to derive a differential
equation for gλ that is comparable to the one for fλ as in (3.11). First, we see from
(3.30) that
fλ(t) =
gλ(t)
λn
=
n∑
j=1
Aj(t)
λj
, f ′λ(t) =
g′λ(t)
λm
−
m∑
j=1
A′j(t)
λj
.
Here, Aj ∈ C
k−j, so it is differentiable up to j = k−1. Now, substituting these two
expressions into (3.11), multiplying λn on both sides, and employing the recursive
relation (3.29), we derive that
g′λ(t) = −λP (t)gλ(t) + P (t)An+1(t) + rλ(t) + r
(1)
λ (t) + r
(2)
λ (t), (3.31)
where rλ is the same as in (3.27), and
r
(1)
λ (t) = −
1
λn−1
· gλ(t)θ(t)
T gλ(t)−
n∑
j=1
1
λj−1
(
Aj(t)θ(t)
T gλ(t) + gλ(t)θ(t)
TAj(t)
)
,
and
r
(2)
λ (t) =
∑
j+ℓ≥n+2
1
λj+ℓ−n−1
· Aj(t)θ(t)
TAℓ(t).
Now, note that
sup
t
(
|rλ(t)|+ |r
(2)
λ (t)|
)
<
C
e−λt + 1
λ
.
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Proceeding with exactly the same way as in Theorem 3.4, we can show that
sup
t
|r
(1)
λ (t)| <
C
λ
,
and
lim
λ→+∞
λgλ(t) = P (t)
−1P (t)An+1(t) = An+1(t).
This completes the proof of the theorem.
We have the following immediate consequence on recovering θ(n)(1) from the
signature.
Corollary 3.7. Let γ be a Ck+1 (k ≥ 1) path at natural parametrization. Then,
all the (k + 1) derivatives at the end point of γ can be recovered from its signature
sequence.
Proof. For each λ, ηλ(1) is an observable from the signature of γ. By Theorem 3.6,
we have the expansion
ηλ(1) = A0 +
A1
λ
+ · · ·+
Ak
λk
+ o(λ−k), (3.32)
where Aj = Aj(1) satisfies the recursive relation (3.29), and A0 = A0(1) = θ(1).
(3.32) implies that all Aj ’s up to j = k can be observed from the signature. It then
remains to show that each θ(j)(1) can be explicitly expressed in terms of A0, . . . , Aj
for all j ≤ k.
The case j = 0 is immediate since θ(1) = A0. Suppose for some n ≥ 0,
θ(n)(1) can be explicitly expressed in terms of A0, A1, . . . , An, then θ
(n+1)(1) can
be explicitly written with A0, . . . , An and A
′
0, . . . , A
′
n, where A
′
j = A
′
j(1). But
by the recursive relation (3.29), each A′j can be written as an explicit function of
A0, . . . , Aj+1. This implies that θ
(n+1)(1) can be expressed explicitly in terms of
A0, . . . , An+1. This completes the proof.
4 Inversion for piecewise linear paths
We now use the construction in Section 3.1 to recover piecewise linear paths from
their signatures. We will show that, for such paths, both the direction and the
length of the last linear piece can be recovered by explicitly writing down the
matrices of Cartan development of the path (as in Example 3.2). Thus, we can
remove the last linear piece from the whole signature. Applying this procedure
repeatedly gives the path back from its signature.
More precisely, we will show below that if the length of the last piece is l, then
we have
ce−λl < |ηλ(1) − θ(1)| < Ce
−λl
for all large λ, where θ(1) is the direction of the path at terminal time t = 1. Thus,
one can recover l from the asymptotic behavior of |ηλ(1) − θ(1)|. This will be an
immediate consequence of the following theorem.
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Theorem 4.1. Let γ = α1 ∗ · · ·αn be a piecewise linear path, where each αj is a
linear piece with direction θj ∈ S
d−1 and length lj , and that θj 6= ±θj+1 for all j.
Let Lj = l1 + · · ·+ lj , and γj = α1 ∗ · · · ∗ αj . For each λ > 0, let(
ηλ,j sinh ρλ,j
cosh ρλ,j
)
be the end point of the development of the rescaled path γλ,j = λγj on the hyper-
boloid. Then, there exists c, C > 0 such that
λLj − C < ρλ,j ≤ λLj , ce
−λlj < |ηλ,j − θj| < Ce
−λlj (4.1)
for all 1 ≤ j ≤ n and all large enough λ.
Proof. The theorem is true for j = 1, since γ1 = α1 is a straight line. Suppose (4.1)
is true for j = 1, . . . , k − 1, and we need to prove it for j = k. By symmetry of
H
d, we can assume without loss of generality that θk = e1 = (1, 0, . . . , 0)
T , so the
matrix of the Cartan development of λαk is given by

cosh λlk sinhλlk
1
. . .
1
sinhλlk coshλlk


.
Multiplying this matrix to the end point of the development of λγk−1 on H
d, we
then obtain the end point of λγk on H
d to be


η
(1)
λ,k sinh ρλ,k
η
(2)
λ,k sinh ρλ,k
...
η
(d)
λ,k sinh ρλ,k
cosh ρλ,k


=


η
(1)
λ,k−1 cosh λlk sinh ρλ,k−1 + sinhλlk cosh ρλ,k−1
η
(2)
λ,k−1 sinh ρλ,k−1
...
η
(d)
λ,k−1 sinh ρλ,k−1
η
(1)
λ,k−1 sinhλlk sinh ρλ,k−1 + coshλlk cosh ρλ,k−1


, (4.2)
where ηλ,k = (η
(1)
λ,k, . . . , η
(d)
λ,k)
T . Since θk = e1, the assumption θk 6= ±θk+1 and the
induction hypothesis on |ηλ,k−1 − θk−1| implies that there exists δ > 0 such that
− 1 + δ < η
(1)
λ,k−1 < 1− δ (4.3)
for all large λ. Combining (4.3) and the identity
cosh ρλ,k = η
(1)
λ,k−1 sinhλlk sinh ρλ,k−1 + cosh λlk cosh ρλ,k−1
in the last row of (4.2), we deduce that there exists c > 0 such that
c cosh(ρλ,k−1 + λlk) < cosh ρλ,k ≤ cosh(ρλ,k−1 + λlk).
Taking logarithm on both sides, and using the induction hypothesis on ρλ,k−1, we
conclude that
λLk − C < ρλ,k ≤ λLk. (4.4)
We now turn to the direction ηλ,k. For j ≥ 2, we have
η
(j)
λ,k = η
(j)
λ,k−1 ·
sinh ρλ,k−1
sinh ρλ,k
,
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which, combined with the hypothesis (4.1) and the bound (4.4), gives
c
( d∑
j=2
|η
(j)
λ,k−1|
2
)
e−2λlk <
d∑
j=2
|η
(j)
λ,k|
2 < C
( d∑
j=2
|η
(j)
λ,k−1|
2
)
e−2λlk (4.5)
for some c, C > 0, uniformly over all large λ. Also, (4.3) implies that
∑d
j=2 |η
(j)
λ,k−1|
2
is bounded away from 0 uniformly in λ, so (4.5) becomes
ce−2λlk <
d∑
j=2
|η
(j)
λ,k|
2 < Ce−2λlk . (4.6)
As for η
(1)
λ,k, we first note that by the identity
η
(1)
λ,k sinh ρλ,k = η
(1)
λ,k−1 coshλlk sinh ρλ,k−1 + sinhλlk cosh ρλ,k−1
in the first row of (4.2), the induction hypothesis (4.1) on ρλ,k−1 and the bound
(4.4), we necessarily have η
(1)
λ,k → 1 as λ→ +∞. On the other hand, since
1− |η
(1)
λ,k|
2 =
d∑
j=2
|η
(j)
λ,k|
2,
the bound (4.6) as well as the fact that |η
(1)
λ,k| < 1 imply that
ce−4λlk <
1
9
(
1− |η
(1)
λ,k|
2
)2
≤ |1− η
(1)
λ,k|
2 ≤
(
1− |η
(1)
λ,k|
2
)2
< Ce−4λlk , (4.7)
where the constants c, C are independent of λ. Combining (4.6) and (4.7), we then
obtain
ce−λlk < |ηλ,k − θk| < Ce
−λlk .
This finishes the induction and thus the proof of the theorem.
Corollary 4.2. As an immediate corollary, we have
lim
λ→+∞
1
λ
log |ηλ,n − θn| = −l. (4.8)
Since θn can be first recovered through the limiting process
θn = lim
λ˜→+∞
η
λ˜,n
,
(4.8) indeed recovers the length of the last linear piece from the signature.
Remark 4.3. Note that the proof of Theorem 4.1 uses the construction in Section
3.1 only. In particular, it does not use the conclusion of Theorem 3.4.
Remark 4.4. In view of (3.32), it is not surprising that for piecewise linear paths,
the difference |ηλ(1)−θ(1)| is exponentially small in λ. This is because for piecewise
linear paths, we have θ(j)(1) = 0, and hence also Aj(1) = 0 for all j ≥ 1.
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