Abstract-Since the introduction of the Relative Gain Array (RGA) by Bristol in 1966, it has received a high level of attention as a practical tool for solving the input-output pairing problem in decentralized control. Moreover, many extensions have been proposed like e.g. for the dynamic case and non-square system matrices. Recently, extensions that provide tools for uncertain parametric process models were suggested. In order to remove the dependency of these tools on a parametric description and accurate knowledge of a nominal model this paper proposes a method to calculate the RGA directly from a non-parametric frequency response matrix (FRM), derived from frequency domain system identification approach. The proposed method reduces the influence of model uncertainties on the calculation of the RGA and derives the RGA at frequencies of interest. Using Monte-Carlo principles, the variance of the estimated RGA is derived and compared with recently proposed methods. The results are exemplified on 2×2, 2×3 and 3×3 systems. It concluded that the proposed methods performs well and robust, while simplifying the estimation of the RGA.
I. INTRODUCTION
The control of multivariable systems (MIMO) is more complex than the control of of single-input single-output systems (SISO) due to the cross couplings in the system, which render interaction in the closed loop system. It is a well-known and well studied fact that systems strong crosscouplings are difficult to control with a decentralized control scheme [1] , namely multi-loop SISO controllers.
Usually, there is a trade-off between complexity of the controller and the performance that can be achieved using the controller. Essentially, a full MIMO controller will allow for the optimal performance while being the most complex solution both from a design and maintainability perspective. On the other end of the scale there is the fully decentralized controller which may provide sufficient performance while being most simplistic and easiest to design and maintain [2] .
For the selection an appropriate control configuration, research efforts have been ongoing since the 1960s, starting with the work of Bristol on the relative gain array (RGA) [3] . The RGA provides a method to select I/O pairs for multiloop SISO controllers and was originally defined for the steady state case. Since then many variants of the RGA were developed to cope with different cases. When it comes to the design of more complex controllers, meaning the controller comprises cross-couplings itself, additional methods were suggested such as, the Participation Matrix (PM) [4] , the 1 Kadhim is a PhD student at Control Group in Luleå University of Technology, Sweden, and Lecturer assistant in Electrical Engineering Department, Kufa University, Iraq. ali.kadhim@ltu.se 2 Birk and Gustafsson are professors with Control Group in Luleå University of Technology, Sweden. {wolfgang.birk,tgu}@ltu.se Hankel Interaction Index Array (HIIA) [5] , and H 2 -norm [6] . Despite these more advanced methods, the RGA remains an actively used tool in practice.
The RGA was originally established to solve the I/O paring problem in steady state for square systems. Since then, many extensions were developed such as the dynamic extension proposed by Witcher [7] in which a transfer function rather than steady state gain matrix was used. The result was a complex gain matrix for different frequencies of interest. In [8] , McAvoy presented a new approach based on designing a proportional output optimal controller depending on the state space process model. Then, the dynamic RGA (DRGA) would be defined based on the resulting controller gain matrix. Although DRGA method gives better pairing results than the RGA, it becomes more difficult to be calculated and its interpretation becomes obscure. To circumvent this issue Xiong proposed the Effective RGA (ERGA) [9] , which is an easy and accurate method utilizing both steady state gain and the corresponding bandwidth (BW) of the open loop transfer function. In [10] , the bandwidth is then defined as either (i) the frequency at which the magnitude of the frequency response is attenuated more than 3db or (ii) the frequency at which the phase crosses −π. It need to be noted that the case of infinite bandwidth systems is not dealt with in [9] .
In any case, the calculation depends on the existence of an accurate process model, which in reality might be unknown or at least affected by model uncertainties. Clearly, model uncertainties should render an uncertain RGA or DRGA, meaning that the elements in the array are not values but intervals, which needs to be considered in the decision making for the pairing. In [11] , Chen derived an analytical expression for uncertainty bounds of the RGA or DRGA for 2×2 systems and generalized the results to n×n systems. Both worst-case and statistically based bounds were proposed.
One shortcoming of the approach is that a nominal parametric model of the process need to be available, from either first principles or system identification. It should also be noted that the process model is then evaluated at the frequencies of interest to produce the frequency response.
An obvious, but not discussed approach, is the use of non-parametric models from system identification in the frequency domain for the estimation of the RGA. In that, the frequency response matrix (FRM) from the system identification can be used calculation directly, including its statistical properties. The aim of this paper is therefore to propose and to evaluate a method for (i) the estimation of the RGA based on the FRM from system identification using random excitation signals, and (ii) the derivation of the variances of the RGA using Monte-Carlo principles.
The paper is laid out as follows. First, the new approach is derived and discussed in section II, followed by a short summary of the methods described in [11] in section III. Each of which is followed by a comparative example. Thereafter, Additional examples for 2×2, 2×3 and 3×3 systems are given in section IV. The paper is then concluded with a discussion and final remarks.
II. FRM AND RGA ESTIMATION USING RANDOM EXCITATION
The simplicity of generating noise excitation makes this excitation type very popular in system identification. However, as it is not a periodic signal, the identification results suffer from leakage. Generally, two methods can be used to reduce the leakage effect, (i) the data is divided in M blocks (or sub-records) and then averaging is used to combine the data into a single estimate with a lower noise sensitivity, (ii) a window other than a rectangular window, such as a Hanning window is applied to the data. Such windows minimize the transient effects at the beginning and the end of the windows, see [12] [13] [14] . Both methods are used here.
Consider the identification setup for a linear time invariant system as shown in Fig. 1 . The frequency response function (FRF) of the system is a non-parametric measurement of the transfer function at a discrete set of frequencies. When the system is excited by noise at the frequencies k, the transfer function is given by:
where M, Y s ,U s and U s are number of blocks, Discrete
Fourier Transform (DFT) of the output, input and input conjugate for segment s, respectively. The implementation as a Fast Fourier Transform (FFT) is used here.Ŝ YU and S UU are the cross and the auto power spectrum, respectively.
Assume a general m×n system,
thenŜ YU andŜ UU render matrices and (1) for such a system becomes as [13] :
and
where
is the DFT of the p th input or output of block q at frequency k. The estimateĜ of G at frequencies k is then given by solving the following equation:
OnceĜ(k) is found, then the RGA can be easily estimated using [7] :
where ⊗ denotes the element-by-element product and −T is the inverse transpose. In [7] , Λ(k) was illustrated in terms of magnitude and phase angle. To avoid the cancelation of the sign contribution when the magnitude is considered, this article makes use of the real part ofΛ(k) instead. Parametric modeling of systems usually encompasses two steps: (i) determining the system structure and (ii) estimating the model parameters. Commonly, both are susceptible to different sources of uncertainty which subsequently affect the pairing results, [16] . Accordingly, representing the systems as non-parametric black box models will reduce the influence of model uncertainty in the RGA estimation.
It is obvious that deriving an analytical expression for the variances ofΛ(k) is not straightforward and instead, a repetitive method based on Monte-Carlo principles is used. Basically,Λ(k) is estimated by repetitively evaluating (2)-(5) several times at the frequencies k, then the variance and the mean are derived from the result of the repetitions. The purpose of the next example to give a general idea about the results obtained by applying (2)- (5) and to compare the results with the outcome of the RGA and ERGA. The accuracy of the method is not considered at this point.
Example 1:
Consider the example given in [9] for the process:
In 2×2 systems, the elementλ 11 is sufficient to draw conclusions on the paring due to the fact that the sum of any column or row equals to 1. The static RGA matrix calculated using G(0) ⊗ G(0) −T [3] results in λ 11 (0) = 0.334 which implies off-diagonal pairing while the ERGA [9] calculated by:
with E = G(0) ⊗ BW, results in φ 11 = 0.9265 which implies diagonal pairing. The two results contrast each other as a consequence of taking the system dynamics into consideration in ERGA and ignoring it in static RGA. Both methods assume a well known process model which is not entirely realistic. FRM estimation of G(s) are achieved by using (2) , (3) and (4) for whole frequency range as shown in Fig. 2 . In this calculation, the Hanning window is used and M = 150. Fig.2 shows a well retrieved FRM estimate as the difference to its exact counterpart is less than -30db for all frequencies. Afterwards, the RGA is estimated using (5) as shown in Fig. 3 .
According to Fig. 3 ,Λ coincides with the exact Λ and the value ofλ 11 changes over frequency. It also shows that the off-diagonal pairing is preferable only for the low frequency range, while the diagonal pairing is the more preferred choice when higher frequencies are considered, as concluded from the analysis of ERGA. 
III. UNCERTAINTY BOUNDS OF RGA
In [11] , two methods are proposed to calculate the uncertainty bounds for the RGA of uncertain 2 × 2 system models, one for worst case bounds and another for statistically description based bounds, denoted worst-case method and statistical method, respectively.
In the worst-case method, the bounds are based on the steady state gains. There, the steady state gains are assumed to vary within an known range around the nominal gains (G). As a result, λ 11 is bounded as follows
Note that (7) is valid if κ = 1 is not in [κ l , κ h ]. Otherwise, the sign of λ 11 changes at when κ = 1 and the uncertainty bounds for λ 11 are given by
In the case of statistical method, the bounds are based on the nominal steady state gains (G) and the covariance matrix are assumed to be known. Consequently, a closed form solution of the variances for the RGA are derived from the Taylor's series expansion as in (11) [11] :
In addition to these methods, we proposed to estimate the variance of the RGA based on Monte-Carlo principles, Worst- and will be denoted repetitive method in the sequel. The advantage of this method is that there is no need to know the parametric system model. Consequently, the effect of uncertainty in model parameters and structure is reduced in the calculation of RGA. It requires more computations and longer sequences of measurements but comes with the advantage of a higher accuracy. The following example is devoted to show the accuracy of the repetitive method in comparison to the worst-case and statistical description methods in the steady state case.
Example 2:
Consider the process given in [11] : The exact λ 11 (0) = 2.01. There, the uncertainty bound for the steady state gains of the worst-case are assumed to be:
and for the statistical, the uncertainty bound for uncorrelated steady state gains is assumed to beG i j ± 3σ G i j , where the standard deviation for each steady state gain is given by:
This assumption was made to compare the results of both methods. The results for different α are depicted in Table I [11]. Using the repetitive method for 100 trials with the Hanning window and M = 150, yields the mean over all trialŝ λ 11 (0) = 2.004 and the variance σ 2 λ 11 (0) = 0.0001053. As a result,λ 11 ± 3σ λ 11 will be bounded by [1.973 2.035]. The result based on the repetitive method is tighter than the ones of both the worst-case method and the statistical method for α =0.01, which is a significantly good result. The distribution ofλ 11 (0) for the 100 trials is shown in Fig. 4 .
Note, this is an expected result due to the conservative tendency of the worst-case method and the truncation after the first-order terms of Taylor's series of the statistical method. Therefore, the repetitive method is more accurate than the other two methods at the cost of more computations and longer measurement sequences. 
IV. EVALUATION ON OTHER CASES
The following examples are now comparing the proposed repetitive method and the statistical method for different cases. First, an example for a system with disturbances will be analyzed in the steady state. Then the variances of both methods over a frequency range of interest will be studied and finally, an application of the proposed method to 2×3 and 3×3 systems is discussed.
Example 3 (Process with disturbance, steady state case):
Consider the system given in [11] y 1 y 2 = 4.05e −27s 50s+1
1.77e −28s 60s+1 5.39e −18s 50s+1
5.72e −14s 60s+1
The exact value of λ 11 (0) is calculated to 1.70. Fig. 5 shows that the mean of the estimated FRM over the 100 trials do well coincide with the exact FRM. The Hanning window and M = 150 are used and a signal-to-noise ratio of (SNR) = 10 is assumed. Eventually, the mean of 100 trials becomesλ 11 (0) = 1.7028 and the variance yields σ 2 λ 11 (0) = 0.0062. As a result, λ 11 (0) ± 3σ λ 11 (0) will be bounded by 1.4665 ≤λ 11 (0) ≤ 1.939. The result using the repetitive method is outstanding compared to the 95% confidence result achieved by the statistical method which is 0.67 ≤ λ 11 (0) ≤ 2.62 as given in [11] .
Example 4 (Dynamic case using a frequency range):
Consider the process model:
In this example, a rectangular window is used and M = 150 for 100 trials. The reason behind that is to increase the leakage effect in order to assure that the repetitive method is more accurate than the statistical method, in such a case. Fig. 6 shows clearly that the variance of statistical method is greater than that of the repetitive method, especially in the high frequency range. The variance of the repetitive method shown in Fig. 6 is calculated for all trials over the whole frequency range, while the variance of the statistical method is calculated using (11) . There the sensitivity of λ i j for the changes in the process gain G i j is calculated usingλ i j and G i j in (14) [15] and the covariance matrix of the gains (c G ) is estimated using (15) [13] .
c
where denotes the Kronnecker product, m is the number of inputs and H is the Hermitian. 11 with bounds of ±σ λ 11 . It also shows that the mean ofλ 11 coincides very well with the exact value over the whole frequency range. As a result, a diagonal pairing is suggested for this system over the whole frequency range. 
Example 5 (2×3 system):
Consider the distillation column process given in [17] : 
As mentioned in [17] , y 3 is not a quality variable and there is no need to keep it constant. Therefore, the control problem turns into a 2 × 3 system problem. In this example, the Hanning window and M = 150 are used over 100 trials. To calculate the inverse in (5), the pseudo-inverse is used. The exact Λ, the mean ofΛ, and ±σ Λ bounds for SNR = 10 are depicted in Fig. 8 Since the large number of computations and the long measurement sequences are the disadvantages of the proposed method, a decreased value of M and a less number of trials are examined to test the accuracy of the method in such cases. The Hanning window and M = 50 for 10 trials are applied in this example. The results ofΛ are depicted in Fig. 9 which shows clearly that the mean ofΛ over the trials coincides very well with the exact Λ. It also shows the tight ±3σ Λ bounds. To conclude, a safe pairing selection can be made for non-disturbed systems with less computations and shorter measurements. A possible pairing selection (for low frequencies) can be made as: y 1 − u 2 , y 2 − u 1 and y 3 − u 3 .
V. CONCLUSIONS
Traditionally, the RGA has been derived from nominal parametric models. Since no perfect parametric system model exist, any decisions based on the RGA are affected by modeling uncertainties. Using a non-parametric model for RGA estimation the influence of modeling uncertainties can be reduced and is proposed in this paper. A repetitive method based on Monte-Carlo principles was proposed to determine the mean and the variance of the estimated RGA. Although the non-parametric model estimated from noisetype excitation signals suffers from leakage, the repetitive method results were more accurate than the results achieved by other parametric methods. Better results can be obtained by using periodic excitation, but this approach requires more efforts in both signal design and experiments.
Examples were given to emphasize the proposed method's accuracy, extension to interesting frequency ranges and applicability to systems other than 2×2. The proposed method requires a large number of computations and long measurement sequences to achieve high accuracy. Still, less computations and shorter measurement sequences render fairly accurate results as can be concluded from the last example.
