Intrusion detection systems (IDS) have become an essential issue for computer networks security since each one is vulnerable for violation. This paper presents a neural network based implementation of an intrusion detection system to detect network based attacks. The key idea is to extract the most useful set of features from the packets traversing through the network and utilize them to describe users behavior. These selected features will be used an input features to train a designed neural network architecture to build a classifier that can recognize anomalies and known intrusions. Using a benchmark data set from a KDD (Knowledge Discovery and Data Mining), the designed system was able to correctly detect 99.8% of unusual network activity with a maximum of 5.4% false alarms. In addition, the system was 98.6% accurate in detecting different intrusion types.
INTRODUCTION
The tremendous expansion of computers and computer networks make it a target of computer crime more and more often. The process of identifying that an intrusion has been attempted, will occur, is occurring, or has occurred is regarded as intrusion detection. Intrusion detection system takes either a network or a host as a target to recognize and deflect attacks. The network based intrusion detection systems use a raw network's packets as a data source [1] [2] [3] [4] , while the host based intrusion detection systems look for attack's signature in log files [5] [6] [7] [8] [9] [10] [11] [12] . Intrusion detection system's analysis approach can be divided into two categories, anomaly and misuse detection. The first one deals with the detection of a certain anomaly in a user behavior. Since each user has a certain functionality within the system, then this functionality could be observed and usually do not change a lot over time. This means that it is possible to define a set of actions usually performed by a user. This set is called user profile that describes user's normal behavior After such profiles are defined, they can be managed to trace current user behavior and search for some deviations from it. Such deviations are called anomaly and indicate in most cases as intrusion [13, 14] . VVhile the basic principle of the second approach, misuse detection, is that any intrusion can be described in terms of its indications and signs. Patterns of all known attacks must be described in some abstracted forms and given to the intrusion detection systems, these patterns are used by IDS to identify an intrusion [5, 7, 15] .
INTRUSION DETECTION SYSTEMS
Essentially, all intrusion detection systems have the same strategy; long-term scheduler compared with short-term scheduler, if the deviation exceeds predefined threshold, intrusion flag must be raised. Many methods are created to implement this strategy; each one has its advantages and disadvantages. This section introduces the most well known intrusion detection methods and approaches.
State Transition Analysis Approach:
Intrusion is seen as a sequence of intruder actions that bring the system from an initial state to a compromised state through a number of intermediate states [5] .
Statistical Approach: detects possible system intrusion by identifying departure from historical established normal behavior. User or system behavior is measured by a number of variables sampled over time and stored in a profile [3, 6, 16] .
-System Calls Approach: each process is represented by its trace, the ordered list of the system calls used by any process form the beginning of its execution to the end, so the program's normal behavior could be characterized by local pattern in its traces and deviation from these patterns could be used to identify security violations of an executing process [12] .
-Expert System Approach: an expert system detect intrusion by encoding intrusion scenario as a set of rules, these rules reflect the partially ordered sequence of actions that comprise the intrusion scenario [8, 13] .
Data Mining Approach:
Data mining is, at its core, pattern finding. Data miners are experts at using special software to find regularities and irregularities in large data set. The goal of this operational method is to have all alarms reviewed by human analysts [10, 11] .
Model Based Approach:
There is a database of attack scenarios, where each scenario comprises a sequence of behaviors making up the attack. At any moment the system considers a subset of these scenarios as likely ones being experienced by the system. It seeks to verify them by seeking information in the audit trail to substantiate or refute the attack scenario [15] .
-Neural network Approach: in this approach a neural network is used to be trained to learn the normal behavior and attack patterns, then significant deviations from normal behavior are flagged as attacks [17] [18] [19] [20] . The system presented in this work is network-based intrusion detection system using MuliLayer Perceptron (MLP) Back-Propagation (PB) neural network. The neural network is first designed then trained with normal user activity and attack patterns. The data used in the implementation of the proposed neural network intrusion detection system is originated from MIT's Lincoln Labs. It was developed for KDD competition by Defense Advanced Research Projects Agency DARPA and is considered a standard benchmark for intrusion detection evaluations [21].
INTRUSION DETECTION PARAMETERS
When no intrusion occurs; a normal user, the intrusion detection system must reject to generate an alarm. This case is considered as a system rejection to generate an alarm. But, when an intrusion occurs, the intrusion detection system must not reject to generate an alarm. The following parameters are usually used as industry standards to measure how good is the generalization of the developed IDS. These parameters are:
Correct alarm: an intrusion has occurred and the IDS has generated an alarm. Based on this parameter, the correct classification rate can be computed.
-Correct rejection: no intrusion has occurred and the IDS has not detected an intrusion. Based on this parameter, the miss classification rate can be computed.
False alarm: no intrusion has occurred and the IDS has detected an intrusion. Based on this parameter, the positive false alarm rate is computed.
-False rejection: an intrusion has occurred and the IDS has not generated an alarm. Based on this parameter, the negative false alarm rate is computed.
Accuracy: the number of correct alarms divided by the number of correct alarms plus the number of false alarms. Which indicates the system generalization capability.
-Completeness: the number of correct alarms divided by the number of correct alarms plus the number of false rejections [22] .
KDD DATA SET
Data was acquired from the 1999 DARPA intrusion detection evaluation program [21] . It was gathered by Lincoln Labs that set up an environment to acquire raw TCP dump data for a local-area network (LAN) simulating a typical U.S. Air Force LAN. They operated the LAN as if it were a true Air Force environment, but peppered it with multiple attacks. The data set was organized as records, each record represents one TCP connection; a connection is a sequence of TCP packets. Each connection has 41 features labeled as either normal, or as an attack, with exactly one specific attack type. Based on this data set, attacks can be categorized into four main categories:
-Denial of Service (DoS) Attacks: A denial of service attack is a class of attacks in which an attacker makes some computing or memory resource too busy or too full to handle legitimate requests, or denies legitimate users access to a machine.
-User to Root (U2R) Attacks:
User to root attacks exploits are a class of attacks in which an attacker starts out with access to a normal user account on the system and is able to exploit vulnerability to gain root access to the system.
-Remote to User (R2U) Attacks:
A remote to user attacks is a class of attacks in which an attacker sends packets to a machine over a network but who does not have an account on that machine; exploit some vulnerability to gain local access as a legitimate user of that machine.
-Probing Attacks:
Probing is a class of attacks in which an attacker scan a network of computers to gather information or find known vulnerability. An attacker with a map of machines and service that are available on a network can use this information to look for exploits.
A complete listing of the set of features defined for the connection records is given in the Table 1 [21].
THE PROPOSED NNIDS
The proposed neural Network Intrusion Detection System (NNIDS) consists of the following two phases: -Pre-processing phase: randomly select two separated training and testing data sets from the full DARPA data set, convert the symbolic features into numerical ones, delete high correlated features, and normalize the remaining data set. -Neural network creation phase: determine the number of layers, and the number of nodes per hidden layers, and create the neural network.
-Training phase: in this phase NNIDS is trained using the training data set.
-Testing phase: measures the performance of the system to the testing data set. Fig. 1 shows a detailed block diagram of the NNIDS preprocessing phase.
The preprocessing phase
-Data Sets Extraction: Two subsets of the full data set were randomly selected and used as training and testing data sets.
-Symbolic to Numerical Conversion: Some features have symbolic form (e.g. protocol type). These features were converted into numerical ones by assigning a unique number for each feature. The resulting map is used to do the same for the testing data set.
-High Correlation Deletion: Since the high correlation features introduce no significant additional information during the neural network-training phase, therefore, out of each two highly correlated features one of them was deleted. Eq. 1 was used to measure the correlation between two vectors X and Y [18] .
Where:
x , y : The mean value of X, Y respectively. n : the number of paired X and Y.
Two features are considered to be highly correlated if r >= 0.8.
-Normalization: It is often useful to scale the inputs to fall within a specific range, in the proposed system. Equation 2 was used to normalize the training and testing data sets, [4] . Xn = 2 * (X -Xrn,n) / (Xmax Xrnin) -1 (2) Where: Xmia, Xmax: are the Minimum and maximum value of the original inputs, respectively.
Xn : is the normalized output. The resulting output will fall in the range [-1, +1]. The training data set will have M features, NI intrusion type, and Qi records. The testing data set will have M features, N2 intrusion type, and 02 records.
Neural network creation phase

Neural Network Architecture
An artificial neural network consists of a collection of processing elements that are highly interconnected to transform a set of inputs into a set of desired outputs. The result of the transformation is determined by the characteristics of of the elements and weights associated with the interconnections among them. By modifying/adapting the connection between the nodes, the network is able to adapt the desired outputs. In the proposed system, the input layer is restricted to have nodes equal to the number of extracted features, and the output layer is also restricted to have nodes equal to the intrusion types plus one that represents the main output, intrusion/normal decision. Multiple neural network architectures with multilayer feed-forward back-propagation networks were tested. The purpose of having multiple networks is to find a suitable architecture that can detect at a faster speed with low error rate, minimizing false negative and false positive alarm rates. The best architecture obtained consists of three layers with 32, 32, and 21 nodes in the input, hidden, and output layers respectively. The activation functions used in the hidden layer and output layer nodes were tangent sigmoid transfer function and log sigmoid transfer function, respectively.
The Training Phase
The training data set consisted of 35,000 records with 32 features, and 20 intrusion types. The designed networks were trained using gradient decent with momentum and adaptive learning rate with back propagation learning function until achieving the minimum mean square error.
The Testing phase and threshold Effect
The testing data set was consisted of 20,000 records. The actual classification for each record was known before hand. Since the output nodes transfer functions are log sigmoid, the output values will be in the range [0-1], so it was necessary to declare the decision level (threshold) that will classify the outputs as zeros or ones. By applying this testing data set as inputs to the trained neural network, and changing the threshold value at the output nodes between [0 -0.95], false positive and false negative were changed according to each threshold value. Fig. 2 shows the false positive, false negative rate, and threshold relationship.
It could be noticed that if the threshold value is too low, the higher output values corresponding to the normal connections will considered as intrusion, so the false positive will be high. Since false positive is high, the accuracy will be low, and vice versa. On the other hand, If the threshold value is too high, the lower output values corresponding to the intrusion connections will be considered as normal connections and thus the false rejection will be high. Since false rejection is high, the completeness will be low. Thus, the threshold value is very critical point, and it can directly affect the system performance. Table 2 presents the neural network set of performance parameters along with different threshold values.
CONCLUSION
This paper introduced an anomaly network based intrusion detection system using neural network classification approach. A neural network conducts an analysis of the information and provides a probability estimate that the data matches the characteristics that it has been trained to recognize. The probability of match determined by neural network relies totally on the experience the system gains in the training phase. The proposed system was implemented and relatively high generalization capabilities were obtained. However, as an extension to the proposed system a complete and on-line system is currently under investigation. This extended system will be based on the proposed system architecture but with the ability of directly receiving inputs from a network data stream, effectively extracting useful features from the IP datagram, passing it directly to the NNIDS to detect intrusions in real time. Both network and host-based IDS solutions have unique strengths and benefits that complement each other. Combining these two technologies will greatly improves network resistance to attacks and misuse. 
