ABSTRACT The Internet of Things (IoT) is considered a milestone for the realization of intelligent services through the interaction of smart things. Constrained application protocol (CoAP) was proposed by the Internet engineering task force as a web transfer protocol in the IoT. CoAP inherits the properties of the representational state transfer model to realize communications with low overhead. It is characterized by a small overhead and it uses the stateless UDP protocol in the transport layer. As the IoT has attracted more attention, the demands for various multimedia applications based on the IoT have increased. Video applications and IoT objects communicate through CoAP. CoAP defines a simple congestion control mechanism that can provide reliable communication between IoT endpoints. However, the congestion control mechanism was not proposed considering video streaming applications. In this paper, we evaluate the performance of video streaming applications for reliable CoAP communications between devices over a wireless network. To evaluate the performance, we perform multiple experiments by adjusting the CoAP transmission parameters. Moreover, we analyzed the effect of the segment duration of a video being streamed over CoAP. The results show that the default CoAP parameters do not fulfill the stringent Quality of Experience constraints. The experiments show that the default retransmission RTO is extremely high for the video streaming application. A small increase in the packet loss can significantly affect the video download time which increases the risk of playback interruption. Through experiments, we show that the performance of video streaming applications can be improved by tuning the congestion control parameters according to the network conditions. A smaller RTO value can ensure significant reduction in the segment download time. Similarly, the video can be downloaded quickly by increasing the number of unacknowledged transactions. Furthermore, the experiments show that the risk of playback interruption can be mitigated by downloading longer segments.
I. INTRODUCTION
As the IoT has more attracted attention, the demands for various multimedia applications based on the IoT have increased. Improvements in the display technology of various devices have enabled the development of multimedia applications. There has been an exponential increase in the number of low-powered cameras that are used for monitoring behavior and activities or for protecting purposes. The multimedia
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content accounts for the majority of traffic transferred over the Internet. Users may use devices (smart phones, smart watches, and notepads) with distinct capabilities. Due to power, memory and computational limitations, new protocols have been developed that can operate in resource constrained devices. Wireless network protocols such as 802.11n and 802.11ah introduce set of energy saving mechanisms to adjust WiFi technology to low power IoT devices. Another example is IPv6 over Low-Power Wireless Personal Area Networks (6LoWPAN) [1] , [2] that allows IPv6 packets to be transmitted over IEEE 802. 15 .4 based networks.
HTTP-based streaming solutions are commonly used for transmitting multimedia content over the Internet. HTTP relies on Transmission Control Protocol (TCP) to help adjust the video quality according to the current network conditions.
The Internet of Things (IoT) is considered a further milestone for the realization of intelligent services through the interaction of smart things with each other via the Internet. In the IoT, resource constrained devices communicate with each other via low bit rate wireless networks. The Internet Engineering Task Force (IETF) has been leading the efforts of integrating smart objects [9] . As a result, Constrained Application Protocol (CoAP) [10] has been proposed as a substitute for HTTP and standardized as a web transfer protocol by the IETF. CoAP is expected to play a similar role in the IoT domain to that of HTTP in the traditional Internet. CoAP is designed to provide an interface for applications to interact with IoT devices.
There are multiple reasons to use CoAP in streaming applications. The devices requesting the streaming services can take advantage of the lightweight protocol stack and conserve energy and bandwidth. Another reason is that the application can directly communicate with IoT objects. This helps in getting fast access to the data from various sensors.
Congestion occurs whenever the traffic gets close to the network capability. Therefore, a congestion control algorithm is of great importance to prevent congestion. Since HTTP relies on TCP, it includes a congestion control mechanism. The congestion control provided by TCP helps to adjust the quality of the downloaded video stream according to the network conditions. CoAP, instead, relies on User Datagram Protocol (UDP), which neither provides a guarantee for message delivery nor a congestion control mechanism. CoAP supports two types of messages: Confirmable (CON) and Nonconfirmable (NON). To provide reliability, the CoAP specification defines the CON message, which supports reliable delivery though retransmissions and congestion control mechanism [11] . However, the CoAP specification does not provide any congestion control mechanism for unreliable transmissions. Due to the simplicity of the congestion the control mechanism for CON messages and the missing control mechanism for unreliable message exchanges, IETF RFC 7641 [12] extends CoAP by using an Observe mechanism. Observe defines a congestion control mechanism for unreliable messages by limiting the rate of outgoing messages.
CoAP supports reliable delivery through retransmission and congestion control mechanism. However, CoAP specifications are set considering the wireless sensor network. The nodes of a wireless sensor network enter a sleeping mode to save energy. Therefore, the CoAP specifications are extremely conservative for a video streaming application. In addition, the CoAP protocol follows a Stop-and-Wait data transfer mechanism. By default, it restricts the number of unacknowledged transactions to 1. The playback interruption is one of the primary video quality metrics that affects the user experience. These conservative specifications increase the risk of playback interruption which results in the degradation the user experience.
The main goal of a streaming technology is to improve the user's viewing experience. Dynamic Adaptive Streaming over HTTP is the standard developed by MPEG and 3GPP that enables the high quality adaptive streaming of media content over the internet [13] , [14] . A significant amount of research has been done to improve the QoE of a streaming application over DASH [3] - [6] . Wu et al. [7] investigate the problem of streaming cloud-assisted real-time video to multiple destinations over lossy communication networks. Wu et al. [8] propose mechanism to minimize the end-to-end video distortion by formulating data distribution over multiple paths. However, previous research work hasn't focused on the performance of video streaming application over Internet of Things. Krawiec et al. [15] present a solution for adaptive streaming (DASCo) in the IoT environment. DASCo uses similar metadata formats as DASH and uses CoAP to deliver video segments to the media player. Choi et al. [16] compare the throughput achieved using Stop-and-Wait and continuous transmissions in a wireless network. They show that the Stop-and-Wait transmissions are more reliable in lossy channels at the expense of approximately 38% less throughput. The authors then propose an extension to current CoAP specification by allowing the server to send multiple blocks in response to one block request. Betzler et al. [17] study the congestion control for unreliable communication over GPRS/UMTS technologies. Two extensions to CoAP, Observe and CoAP Congestion Control/Advanced (CoCoA) introduce rate control mechanisms for the communication of unreliable messages. Reference [18] evaluates these rate control mechanisms that are introduced for Observe and CoCoA for unreliable communications (NON messages) between devices for various load characteristics and provides a competitive study of the congestion controls for unreliable CoAP communications.
Multimedia content accounts for the majority of traffic over the Internet. According to [19] , more than 78 percent of global mobile data traffic will be video traffic by 2019. However, the performance of video streaming applications over CoAP has not been analyzed. In this paper, we evaluate the performance of video streaming application for reliable CoAP communications. CoAP provides a congestion control mechanism for reliable communications between IoT devices. Some of the default parameters of the congestion control mechanism resulted from the characteristic of the wireless sensor network in which a response can be delayed. However, video streaming applications are delay sensitive. Therefore, in this paper, we perform multiple experiments by adjusting the various parameters of the CoAP congestion control mechanism in order to evaluate the performance of the streaming application over CoAP. We conduct our evaluations using a network of devices that use IEEE 802.11n. Our key results can be summarized as follows: VOLUME 7, 2019 • The evaluation results confirm that the video streaming over CoAP using the default congestion control parameters fail to achieve good performance due to lack of sensitivity to network conditions.
• The experiments confirm that default retransmission RTO value increases the risk of playback interaction. The experiments show that the performance can be significantly improved by tuning the parameters according to the network conditions.
• The experiments show that the video download time can be reduced by increasing the number of unacknowledged transactions per endpoint.
• In addition, the results confirm that the longer video segments perform better compared to shorter segments.
The remainder of this paper is organized as follows: Section II offers an overview of video streaming over the IoT. Section III presents the details of the congestion control for reliable communications over CoAP. The evaluation results are presented in Section IV. Finally, discussion and conclusions are provided in Section V and Section VI, respectively.
II. VIDEO STREAMING OVER IoT
IoT devices communicate based on wireless technologies. The devices operating in a wireless network experience highly variable network conditions due to attenuation, interference, fading and other factors [20] . Moreover, users may use devices (smart phones, smart watches, notepads) with distinct capabilities. The most popular video streaming services employ HTTP over TCP for streaming multimedia over computer networks. They are engaged in the DASH Industry Forum (DASH-IF) [21] , which focuses on supporting DASH implementation. Video streaming has evolved over the years to provide better user experience to the users. In order to improve the user experience, the streaming client adapts the video quality according to the varying network conditions. The video stream is segmented where each segment contains a few seconds of playback, and the video is stored on the server side. Each segment is available in multiple bitrates. The rate adaptive algorithms are responsible for the selection of the video bitrates of the segments. The algorithms try to maximize the quality of the video by meeting conflicting objectives in such a way as to improve the user's viewing experience. The client initiates a request for information about the stored content. The client estimates the throughput during the download of the video and then selects a suitable video quality based on the system conditions, such as the throughput and occupancy of the playback buffer. The client playbacks the video as soon as the initial buffer threshold level is achieved. The buffer grows when the available throughput is greater than the rate at which the video segment is encoded. In the opposite case, the playback buffer drains. When the playback buffer runs out, the video stalls and the video players waits for the buffer to be refilled. Assume that D(t) denotes the number of bytes downloaded by the client by time t and P(t) denote the number of bytes that are played back by the client, as shown in Fig. 1 . The number of bytes in the playback buffer is given as N(t) = D(t) -P(t). A decrease in the value of N(t) indicates that the rate of data arrival is slow compared to rate at which data is being consumed in the playback buffer. For smooth playback, the segment should be downloaded before its time of rendering the segment.
Video streaming has attracted much interest and has encouraged the development of new IoT protocols [22] . In the IoT domain, monitoring web applications may be needed for environmental surveillance, such as the remote monitoring of a factory or individuals inside a prison/nursing home using video acquisition devices [23] , [24] . The captured video is uploaded on a server and the stored content is divided into multiple segments that can be downloaded by the client. With the occurrence of a specific event, the video that is captured by the selected camera can be displayed on the handheld devices of the concerned authority. The device may request a specific representation of the stored video content based on the network conditions or the device's capability. The communication between the client and server takes place through CoAP. CoAP is predicted to be one of the major data transfer protocols in the IoT [25] . Unlike HTTP, it runs on top of UDP which does not provide reliability at the transport layer. The advantage of using CoAP is that the data transfer can take place at lower costs in terms of energy and bandwidth consumption.
III. CONSTRAINED APPLICATION PROTOCOL
To support the diverse requirements of IoT applications, CoAP was designed to operate on top of UDP. CoAP inherits the properties of the REST model, where the contents are represented by URIs (User Resource Identifiers). The request is sent by the client to the server to request an action and the server sends a response. As shown in Fig. 2 , the standard CoAP logically uses a two-layered approach, which includes the following: (i) a Messaging layer and (ii) a Request/Response layer. The message layer deals with the transfer of messages through UDP. As explained above, CoAP supports two types of messages: Confirmable (CON) and Nonconfirmable (NON). CON messages are based on retransmissions and timeout mechanisms. The receivers must reply with an acknowledgement (ACK) before the timer expires; otherwise, the message is retransmitted. In case of NON messages, the sender does not wait for an ACK. The Request and Response message format is comprised of a fixed-length binary header (4 bytes) followed by compact binary options and a payload. Each message contains a Message ID (MID) which is used to identify and detect duplicate messages. Fig. 3 shows the requests and responses using CON and NON messages. The Request/Response layer implements REST semantic and requests contents by means of the GET, PUT, POST and DELETE methods. The CoAP specification limits the payload size in order to minimize the number of fragments that is needed for each message at the IP layer. The maximum payload size in CoAP is limited to 1024 bytes. If the content exceeds the limit, the content is divided into set of blocks of 1024 bytes. As explained in the previous section, the server stores the video in segments. The sizes of the video segments usually exceed the maximum payload size. The CoAP specification [26] extends the basic CoAP by introducing an intermediate layer as shown in Fig. 4 . It is responsible for the segmenting and resequencing options. The payload is divided into a set of blocks. The block wise transfer in the CoAP is depicted in Fig. 5 . The block request is sent as a CON message. The server responds with an ACK that is piggybacked with the requested block. The block option field is added to the CoAP header. It consists of a block number, more flags and a block size option.
A. DEFAULT CoAP CONGESTION CONTROL
CoAP message transmission can be initiated by either CON or NON messages. Since CoAP operates over UDP, CoAP provides reliable delivery though retransmissions and congestion control mechanism in the form of CON messages. A CON request message must be responded with an ACK message within the retransmission timeout (RTO) interval as shown in Fig. 5 . The ACK message echoes the Message ID (MID) of the CON message. The CoAP message is retransmitted if the sender does not receive the ACK message FIGURE 5. Block-wise transfer in CoAP. VOLUME 7, 2019 within the RTO interval. The message is retransmitted up to 4 times before the transmission is considered to have failed. If the sender receives the ACK message in time, the transmission is considered successful. The recipients of the ACK message do not respond to the message. Retransmission is controlled by two parameters: (1) the timeout and (2) the retransmission counter. The initial time out is set to a random duration between ACK_TIMEOUT and (ACK_TIMEOUT * ACK_RANDON_FACTOR). On every successive timeout expiration, the retransmission counter is increased and the timeout is doubled. To avoid congestion, the clients limit the number of unacknowledged transactions per endpoint to NSTART. An unacknowledged transaction is either a CON message for which an ACK message has not been received or a request for which an ACK message has not been received. CoAP does not set any upper limit to the transmission of NON messages. This increases the risk of congestion with typical IoT traffic patterns. The default values of the CoAP protocol parameters are given in Table 1 .
IV. EXPERIMENTAL SETUP AND TEST SCENARIOS
We use a network simulator, NS-3, as the experimental simulation environment. In order to simulate CoAP protocol, we use open source framework ''IoTivity'' that enables seamless device-to-device connectivity to address the needs of IoT. It is sponsored by Open Interconnect Consortium. The NS-3 IoTivity module can be downloaded from http://comnet.skku.edu/index.php/Project/ IoTivityOnNS-3Simulator. The client and the server nodes have the network stack as shown in Fig. 6 . On top of the CoAP protocol, the client node runs the streaming application as explained in Section II. The video content is stored at the server. The server offers the video encoded at 125 kbps. The video content is download from http://www-itec.uni-klu. ac.at/ftp/datasets/DASHDataset2014/BigBuckBunny/. The client streams the video encoded at a single video rate since no adaptation is performed. Microsoft Smooth Streaming, Adobe HTTP Dynamic Streaming and Apple HTTP Live Streaming offer segment durations of 2, 4 and 10 sec, respectively [27] - [29] . Therefore, in our experiments, the video has been fragmented into segments of 2, 4 and 8 seconds, and the client starts playback after a segment has completely downloaded. The client requests the video segments from the server. The client downloads 40 segments from the server. The video is downloaded over CoAP. To evaluate the performance of video streaming using CoAP, we perform a set of experiments. The client downloads the video through a WiFi network as shown in Fig. 7 . The WiFi settings are given in Table 2 . The values of default CoAP parameters given in Table 1 were not selected keeping video streaming applications into consideration. In the first set of experiments, we change the retransmission RTO value. The client waits for the acknowledgement within the retransmission timeout (RTO) interval. We perform this set of experiments to determine how the retransmission RTO value affects the segment download time. A wireless environment experiences highly variable network conditions. Therefore, we analyze the performance of the video streaming application for different packet loss probabilities. Then, we vary the NSTART value to analyze how it affects the streaming of the video. We repeat the experiments by downloading segments of 2, 4 and 8 seconds to determine how the segment duration affects the streaming performance over CoAP. Here, we vary the retransmission RTO value from RTT to the default value (random value between 2 to 3 sec). Table 3 shows the average and maximum segment download times (SDTs) for different RTO value. The duration of the downloaded segments is 2 seconds. Moreover, each experiment is repeated using multiple packet loss probabilities. Table 3 shows that when retransmission RTO is set equal to RTT, very small variations in the segment download times are observed. As the retransmission RTO value is increased, the SDT increases. The reason is that the client does not request the next packet unless the acknowledgement of the previous request has been received. If the client does not receive the ACK message within the RTO interval, it retransmits the request message. The larger the RTO value, the longer the client waits before retransmitting the request message. CoAP sets the default time out to a random duration between 2 and 3 seconds and it is doubled on successive timeout expirations. As explained earlier, the default values are set by considering the wireless sensor network where a response can be delayed due to a node going into sleep mode in order to save energy. However, for video streaming applications, this leads to a significant increase in segment download time and increases the risk of playback interruption. The playback interruption is one of the primary video quality metrics that affects the user experience [30] . Similarly, as the packet loss percentage increases, the segments download time increases.
Every time a packet is lost, the client waits for the RTO and then retransmits the packet.
As we can see in Table 3 , for the default RTO value, the average segment download time is greater than the segment duration for the higher packet loss probability. This means that the client would experience frequent playback interruptions during video streaming.
In the next experiment, the segment duration is increased to 4 sec. Table 4 shows the average and maximum segment download times of a 4 second segment for different packet losses and RTOs. As the segment duration is increased, the SDT increases due to the large segment size. We see a similar trend in this experiment as well. When the RTO value is set equal to RTT, there are very small variations in the SDT. As the RTO value is increased, the SDT increases. Similarly, as the packet loss increases from 1% to 2%, for the default retransmission RTO, an increase in the average SDT is observed; however, the maximum SDT remains similar. The reason is that when packet loss probability is increased to 2%, a packet loss is observed during the download of each segment, whereas in the case of a packet loss probability of 1%, packet losses are observed during the download of some of the segments. This results in an increase in the average SDT for higher packet loss values. In the case of a 5% packet loss, multiple packet losses are observed during the download of a single segment. In the next set of experiments, the segment duration is increased to 8 seconds. The value of packet loss probability is increased from 1% to 5% and the retransmission RTO value is set to multiple values ranging from RTT to default CoAP value. Similar to the previous cases, the SDT increases with the increase in the packet loss and retransmission RTO value. Table 5 shows that when the value of RTO is set to RTT, the SDT is close to 1 sec. As the RTO value is increased to the default value, the SDT increases multiple folds. For a larger segment size, greater numbers of CoAP messages are downloaded compared to a smaller segment. Therefore, greater numbers of retransmission are expected during the segment download.
As the default retransmission RTO is between 2 and 3 seconds, when the segment duration is set to 2 second and the RTO value is set to the default, the packet loss results in a SDT that is greater than the segment duration. This increases the risk of playback interruption since it takes more time to download the segment compared to the number of seconds of video that is stored in the buffer. The risk of playback interruption can be decreased by using larger segments. Figs. 8, 9 and 10 depict the CDF of the SDT for packet loss probabilities of 1, 2 and 5%, respectively. The SDTs are compared for the segments of the duration of 2, 4 and 8 seconds. The CDFs are plotted for the RTO values that are equal to RTT and the default. When RTO values are set equal to RTT, only small variations in the SDT are observed. The reason is that during a packet loss, the client only waits for a few milliseconds before it resends the request message.
As the segment duration increases, it takes more time to download the segment due to the longer segments. When the RTO value is set equal to the default value, large variations in the SDT are observed. As the packet loss probability increases, we observe that the majority of the segments take more time to download with respect to the segment duration. The reason is that packets are retransmitted multiple times during a segment download. Fig. 8 shows that in the case of 2 second segments, approximately 80% of the segments are downloaded within 2 seconds. Conversely, in the case of 4 and 8 second segments, all the segments take less time than the segment duration to download. The result clearly shows that there is a lesser risk of playback interruption when segments with longer durations are used. Fig. 9 shows that when the packet loss is increased, the SDT also increases. When the retransmission RTO is set to RTT, there are minimal variations in the SDTs of segments. In the case of 2 second long segments, when the RTO is increased, 40% of the segments take more time than the segment duration to download. Similar to the previous scenario, Fig. 8 shows that for longer segments, the SDTs are less than their respective segment durations. Since the default retransmission RTO is larger than the segment duration during the download of a 2 second segment, if a packet is lost, the SDT becomes larger than the segment duration. Fig. 10 shows the CDFs of the SDTs for the 2, 4 and 8 second video segments for a packet loss probability of 5%. Fig. 10 shows that when RTO is set to the CoAP default value, every segment takes more time than the segment duration to download. This means that the client will experience playback interruption during the download of each segment. The reason is that multiple packet losses are observed during the download of each segment.
In the next set of experiments, we evaluate the performance of video streaming by changing the NSTART values. The retransmission RTO is set to the default value. The NSTART value determines the number of unacknowledged transactions per endpoint. Table 6 shows the average download time for different NSTART values. Table 6 shows that for a 2 second long segment, when the packet loss probability is set to 2% and the NSTART value is increased from 1 to 8, the average segment download time decreases by 0.29 sec. The reason behind the small reduction in the segment duration is the high packet loss probability and the high retransmission RTO. When the segment duration is increased to 4 and 8 seconds and the NSTART value is increased from 1 to 8, the segment download times decrease by 0.37 and 0.6 sec, respectively. In case of a packet loss probability of 5%, the segment download time for 2, 4 and 8 second segments are reduced by 0.097, 0.321 and 0.722, respectively. Figs. 11-13 show the client's buffer level while downloading of the 2, 4 and 8 second segments, respectively, with a packet loss probability of 2%. In each scenario, the video is downloaded at a greater rate when the NSTART is increased. Hence, it decreases the risk of a playback interruption.
V. DISCUSSION
From the above experiments, we notice some interesting observations. First, the default retransmission RTO value FIGURE 11. Client's buffer level while downloading 2 second segments with packet probability of 2%.
FIGURE 12.
Client's buffer level while downloading 4 second segments with packet probability of 2%. is extremely high for the video streaming application. The larger the RTO retransmission value, the longer the segment download time. The CoAP protocol should incorporate mechanism to estimate retransmission RTO value based on RTT measurements. We suggest that the RTO estimate is set to be
The experiments show that setting the retransmission value equal to the RTT significantly reduces the segment download time. Second, a smaller RTO value ensures that the segment download time does not increase significantly with the increase in the packet loss. The video streaming application VOLUME 7, 2019 cannot afford any delays. In the IoT, resource constrained devices communicate with each other via low bit rate wireless networks and high packet losses are expected. When a packet loss occurs, the client waits for the acknowledgement within the RTO interval. Therefore, a larger RTO significantly increases the segment download time under a high packet loss.
Third, in the case of the default CoAP settings, the segment duration plays an important role. The experiments show that the shorter the segment duration, the higher the risk of playback interruption. The reason is that the retransmission RTO is extremely high for the video streaming application. Therefore, when the client is downloading a shorter segment, even a low packet loss probability may result in playback interruptions. As the segment duration increases, the risk of a playback interruption decreases. Therefore, it is better to divide the video into segments that are longer than the retransmission RTO value.
The CoAP protocol adopts a Stop-and-Wait data transfer mechanism. It limits the number of unacknowledged transactions per endpoint to 1. The CoAP standard permits the NSTART value to be increased. The experiments show that increasing the value of the NSART parameter decreases the segment download time. Many quality adaptation algorithms may focus on downloading segments in parallel. It can be implemented by increasing the value of the NSTART parameter.
VI. CONCLUSION
This paper has evaluated the performance of a video streaming application with respect to reliable communications over CoAP through a wireless network. CoAP defines a congestion control mechanism for reliable communications over IoT devices. We analyzed how the congestion control mechanism affects the video streaming application. We examined the performance of the video application, which was measured as a function of the segment download time, the playback buffer occupancy and the playback interruption. We implemented different set of experiments, which included changing the values of the retransmission RTO, the number of unacknowledged transactions, the packet loss probabilities and the segment duration.
In our analysis, we found that default retransmission RTO value results in a longer segment download time, which increases the risk of playback interruption, even under stable network conditions. The performance of the video streaming application is exacerbated under a high packet loss probability. The video client experienced playback interruption during the download of every segment under a high packet loss probability. The experiments show that the performance can be improved by tuning the retransmission RTO value based on the RTT measurements. Similarly, the risk of playback interruption decreases with the increase in the segment duration. CoAP sets the default value of NSTART to 1. For smooth video transmission, a greater NSTART value should be considered.
Multiple quality adaptation algorithms have been proposed for streaming over HTTP. The algorithms mainly consider the available throughput and playback buffer occupancy when selecting the video rates. However, in the case of streaming over CoAP, we believe that the efficiency of the quality adaptation algorithms can be further improved by considering CoAP transmission parameters along with the throughput and buffer occupancy in order to adapt the video quality.
