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ABSTRACT 
Since its introduction in 1967, the Viterbi Algorithm 
has attracted much interest among researchers in the field 
of communication.  In addition to its original application 
for decoding convolutional codes, the algorithm has also been 
implemented as a detector for channels with intersymbol in- 
terference and as a source encoder, and has found use in opti- 
mal control applications. 
This study concentrates on the Viterbi Algorithm as a 
convolutional decoder and as a detector for channels having 
memory (intersymbol interference).  Using computer models to 
simulate  either an additive white Gaussian noise channel or 
a binary symmetric channel, with or without memory, the fol- 
lowing forms of the Viterbi Algorithm are investigated: 
1. A convolutional decoder with no provision for 
intersymbol interference equalization.  This 
mode is referred to as the bare Viterbi decoder 
in the thesis. 
2. A detector with intersymbol interference equalizing 
capability. 
3. A joint detector/decoder with both intersymbol 
interference equalizing and decoding capabilities. 
In particular, this thesis addresses the following issues: 
1. Ease of implementation of the Viterbi Algorithm. 
2. Delay time and memory size as functions of channel 
noise and code constraint length for the memoryless 
channel. 
3. The performance of the Viterbi Algorithm compared 
to the published results for the optimum sequential 
compound algorithms. 
4. The performance and complexity of the partitioned 
Viterbi detector-decoder compared to the Viterbi 
joint detector/decoder. 
Results of the study indicate that the Viterbi Algorithm 
can be easily implemented on a general-purpose computer.  Mem- 
ory truncation results were found to be similar to the results 
by other authors.  It was also found that the performance of 
the partitioned detector-decoder was inferior to the perfor- 
mance of the joint detector/decoder; so much so, in fact, that 
the bare Viterbi decoder outperformed the partitioned detector- 
decoder for certain intersymbol interference channels. 
Finally, the performance of the Viterbi Algorithm was 
found to be comparable to that of the optimum sequential com- 
pound algorithm when both are simulated using the same para- 
meters of operation. 
Chapter 1 
Communication System Models 
The first five chapters of this thesis review topics found 
in the communication literature which will aid the later analy- 
sis of the Viterbi Algorithm.  These introductory chapters are 
intended to be concise; the full development of these topics is 
found in the references. 
Communication is the process of conveying information from 
a source to a user through a link which limits the rate at which 
the information can be transmitted.  It has been shown that com- 
munication is fundamentally a discrete process, meaning that only 
a finite number of distinguishable symbols can be communicated 
within a finite time interval {"16].  This thesis therefore treats 
the communication process as a discrete process as shown in Figure 
1. 
A source encoder may be employed to maximize the entropy of 
the information stream.  If there are M possible symbols in the 
symbol set  s,, s , s , ... , s   and each symbol has an associ- 
ated probability, or frequency of occurrence, p(s.), then the en- 
tropy of the source, H(S), is given by 
M 
H 
i=l 
(S)= - y      p(Si) logb  [p(si)] (l.D 
where the base, b, is usually 2 so that the unit of entropy 
is the bit. Clearly, H(S) is maximized when each symbol is 
equiprobable, i.e. 
pls^ = P(s2) = . . . = P(s ) 
For the purposes of this thesis, the information source 
followed by the source encoder will be modeled as a discrete 
memoryless source, DMS.  The information stream from a DMS 
is a sequence of symbols belonging to a finite set where the 
occurrence of each symbol is statistically independent from 
the occurrences of other symbols in the sequence. 
The channel encoder adds systematic redundancy to the 
information stream by inserting additional symbols which in- 
crease the distance between the messages in the signal space. 
The modulator and demodulator are mentioned only to give 
a complete picture of the communication system.  Their function 
is merely to translate the signal in the frequency domain and 
may be modeled as part of the channel.  The effect of the chan- 
nel is to introduce into the communication problem various 
forms of signal perturbations which will be discussed in 
Chapter l. 
The detector produces estimates of the symbols entering 
the channel based on the observable signal at the channel out- 
put plus any a priori knowledge of the characteristics of the 
channel and the channel input symbols.  The detector may be in- 
tegrated with the channel decoder.  The channel decoder produ- 
ces estimates of the symbols entering the channel encoder, based 
on the detector output and a_ priori knowledge of the channel 
encoder structure.  It should be stressed that a_ priori know- 
ledge and information are two distinct quantities. 
The source decoder completes the picture, producing a 
facimile of the information source from the output of the chan- 
nel decoder.  The scope of this thesis will be limited to the 
portion of the digital communication system including the chan- 
nel encoder, known hereafter as simply the encoder, the channel, 
the detector and the channel decoder, known hereafter as the de- 
coder. 
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Chapter 2 
Channel Properties 
There are perturbations exhibited by all physical chan- 
nels which limit the performance of communication systems. 
These perturbations include random noise, intersymbol inter- 
ference and multipath interference.  For the purposes of this 
thesis, channel noise will be modeled by the Additive White 
Gaussian Noise Channel, AWGNC.  If the noise is ideally band- 
limited by the frequency W and has a uniform power spectral 
density 
N(f)= NQ / 2      - W<[f <Cw 
then by the Wiener—Khinchine Theorem L17J the autocorrelation 
function, RN , is given by 
W f j2rrfT 
RN = I   <Nc/2) e df 
-W 
= N0 (sin 2nWT)/(2nWT) (2.1) 
where T is a sampling interval.  If T = k/2W  then from 2.1 
it is seen that R = 0  for k ^ 0.  Thus, the noise samples are 
uncorrelated.  Another property of white Gaussian noise is that 
each noise sample has an amplitude spectrum which is determined 
by the probability density function, f  (n) , 
2 -H ^ / ^ f  (n) = (2TTC ) n     e (2.2) N 
which has a zero mean.  The fact that many noise processes 
are approximately Gaussian is a result of the important cen- 
tral limit theorem [l6j and fl7j.  Since the Gaussian noise 
is additive, as shown at the top of Figure 2,   the channel out- 
put, y(t) , has an amplitude spectrum defined by the proba- 
bility function, f„ (y) , 
2 _!j  -(Y-x)2 / 252 
fy (Y) = (2lTff )   e (2.3) 
where x is the amplitude of the channel input signal. 
If the channel input symbols are binary pulses, having 
peak amplitudes,  A , and if the channel input symbols have 
the same probability of being either positive or negative, 
the output of the AWGNC has an amplitude spectrum defined by 
the probability density function, f  (y), where 
-(y+A)2/2ff2    -(y-A)2/2<J2 
fy (y) =\(2m2) (e + e )  (2.5) 
Another useful channel model is the discrete channel, 
as shown at the bottom of Figure 2.  The discrete channel per- 
forms a random mapping from a finite set of input symbols, 
x1, x , ... , x  , to a finite set of output symbols, y,, 
}'2' ... , y« .  A special case of the discrete channel is 
8 
the binary symmetric channel, BSC, with two equiprobable in- 
put symbols and two output symbols. The transition probabi- 
lities, p and q, are defined as follows: 
P = Pfx^yj = P[X2|Y2] 
q = p[x2|yi] = p[*i|y2] 
p + q = 1 
One system where the BSC model is applicable is the case 
where a threshold detector follows a binary-input AWGNC.  Here 
CD 
^  _(y_A)2/2<52 
dy    (2-6) 
uu
P = P[y>0|x = A|  = / (2]T62)~h   e 
0 
Substituting z = (y - A)  , 
CD 
r    -^ -2/2 
p = I (2n)   e      dz 
r Pi/46       _z2/2 
=  /(2n)   e      dz (2.7) 
-CD 
q = 1 - p = Q (A/^tf ) (2.8) 
The function Q ( * ) cannot be evaluated in closed form; 
it is tabulated in the references 1101 -  The BSC is an example 
of "hard quantization" of the continuous noise amplitude spec- 
trum. 
FIG 2   CHANNEL   MODELS 
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Besides noise, many channels exhibit memory causing a 
perturbation known as intersymbol interference, ISI.  For the 
discrete symbol set, each output symbol from an ISI channel is 
a function of several channel input symbols.  The ISI channel 
model consists of a tapped delay line shown in Figure 3.  The 
taps are weighted by interference coefficients, h. , and are 
added together to produce the output of the channel: 
y(kT) = V h. x(kT+iT) (2.9) 
t 
If binary symbols are transmitted at time tk as positive 
or negative impulses, ideally bandlimited by the channel over 
the frequency interval -W^ f^ W , and if the frequency spectrum 
is uniform over this interval, the symbols will emerge from the 
channel as the function 
03 
y(t) = y ak (sin 2TTW(t-tk) ) /2nW(t-t]c)  (2.10) 
k=-co 
where ak =±A.  If tk = k/2W, k=. . .-2,-1,0,1, 2,... and y(t) is 
sampled at t= i/2W, i=...-2,-1,0,1,2,... then 
co 
y(kT) = Y ai sin(2irW(i-k)/2W)/2nw(i-k)/2W 
i=-co 
= ak (2.11) 
where T = 1/2W.  Under these circumstances the output of the 
channel is a sequence of non-interfering symbols.  With ISI 
11 
present in the channel, the output symbols do interfere and 
y(kT) is given by 2.9.  The ISI coefficients may be determined 
for real channels by sampling the impulse response of the 
channel at t = kT. 
Since noise is always present in a physical channel, the 
ISI channel model includes an additive noise source which fol- 
lows the memory part of the channel.  The noise is usually con- 
sidered to be uncorrelated (white) for ease of analysis; this 
can be approximated in real systems with the use of noise- 
whitening filters.  The effects of ISI on channel performance 
can be significant, as will be discussed in later chapters. 
12 
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Chapter 3 
System Performance 
This chapter deals with how "system performance", which 
has been repeatedly referred to, can be measured and also how 
different systems can be compared.  In later chapters many such 
comparisons will be made. 
In Chapter 2 the channel output, y(t) , was shown to be a 
random variable due to the underlying random noise process in 
the channel; y(t) is therefore only probabilistically related 
to the channel input, x(t).  For a finite set of channel input 
symbols, the probability that the receiver makes a correct de- 
cision as to which symbol was transmitted becomes greater as 
the ratio of signal power to noise power increases.  It seems 
natural then to evaluate system performance on the basis of the 
correct decision probability, PJ"C1 , for a given signal-to-noise 
ratio, or on the basis of Pfcj for a given range of signal-to- 
noise ratios. 
If E  is the average energy per symbol and T—  is the 
rate at which the symbols are transmitted, then assuming that 
the noise is white over the frequency interval -W^ f ^ W with 
a uniform density N /2 , and zero outside this interval, the 
signal-to-noise ratio, SNR, is 
SNR = Ex T 1   /   NQ W (3.1) 
The energy per symbol can be expressed in terms of the 
14\ 
energy per bit, E. , assuming that there are M equiprobable sym- 
bols in the symbol set: 
M 
H(X) = -VM"1 log  M"  = log  M      (3.2) 
1=1 
F^ = E^ / H(X) = Ex / log2 M (3.3) 
If the transmitted information is represented by binary 
pulses, M = 2 , ideally bandlimited by the frequency W, and if the 
pulses are separated by T = 1/2W , then P .   , = 2E  W and 
-r     '   '      signal    x 
SNR = 2W E  / W N 
x     o 
= 2(log2 M / N  )E^ = 2Eb/NQ      (3.4) 
SNR will equal 2E, / N  only for the special case given 
above.  From a theoretical standpoint the expression E, / NQ  is 
often used as a parameter instead of SNR since the former expres- 
sion is independent of the channel bandwidth.  In engineering 
applications SNR is preferred because it is physically meaning- 
ful in terms of transmitter power and channel noise power, quan- 
tities which are easily measured. 
The probability of making a correct decision on a single 
transmitted bit, P, |C J , is usually quite close to unity for 
reliable systems.  For this reason the complement of P  [c | , 
the bit error probability, P, jEJ , is used as a performance 
measure instead.  Plots of P^IEj versus SNR will be used exten- 
15 
sively in this thesis. 
In a paper in 1949, Shannon proved that while channel noise 
limits the rate at which information may be communicated, the bit 
error rate performance is not intrinsically limited by noise  \ 11 \. 
Shannon's Theorem 2 is quoted here in his own words: 
"Let P be the average transmitter power, and 
suppose the noise is white thermal noise of 
power N in the band W.  By sufficiently com- 
plicated encoding systems it is possible to 
transmit binary digits at a rate 
C = W log2 (P + N)/N 
with as small a frequency of errors as desired. 
It is not possible by any encoding method to 
send at a higher rate and have an arbitrarily 
low frequency of errors." 
The quantity C is called the channel capacity, and the 
theorem is called the capacity theorem.  Other authors have in- 
serted the additional condition that the channel be memoryless 
and the condition that the decoding process be allowed to take 
place over an arbitrarily long sequence of symbols.  Note that 
P/N may be expressed in terms of C/W: 
C/W 
P/N =2 -   1 (3.5) 
C/W 
Eb/N  = PW/NC = W(2    - 1)/C (3.6) 
lim E^/NQ = loge 2 = - 1.59 dB (3.7) 
C/W->0 
From 3.7, communication at any positive rate is impossible 
if E /N <- 1.59 dB.  The apparent contradiction of the capacity 
theorem which states that a channel capacity exists for any 
16 
non-zero bandwidth can easily be explained as shown by Bedrosian 
12.  He points out that E, / N  is the signal-to-noise ratio 
of the received bits. The entropy of the received information 
per transmitted bit of information is found by the equivocation 
H(R) = 1 + Pb [c] log2 Pb[c] + Pb[E] log2 Pb[E]   (3.8) 
E  / N of the received information in terms of signal power- 
to-noise ratio is 
Eb/NQ = (SNR)/H(R) (3.9) 
Figure 4 shows C/W and H(R)/W plotted as functions of 
E./N , where H(R)/W is based on binary pulse coding.  Note that 
H(R)/W falls below the theoretical limit set by the capacity 
theorem and 3.6.  The relative "closeness" of H(R)/W to C/W is 
one measure of system performance.  In engineering, the designer 
would be more interested in performance measured in terms of 
PblEl' wn^-cn i-s commonly one of the design constraints. 
17 
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Chapter 4 
Block Coding 
Early efforts to achieve the performance bound predicted 
by the capacity theorem involved transmitting information sym- 
bols and parity symbols in blocks of binary pulses forming block 
codes.  The transmission of parity symbols decreases the infor- 
mation rate with the benefit of increased performance.  The 
block symbols are represented as binary numbers, u. 
Suppose there are M possible blocks comprised of L symbols 
each.  Let the blocks be designated S , S , ... S  , where 
S  = ( u (k) , u (k), ... , u (k) ).  Defining the optimum re- 
K J. £. i-J 
ceiver as one which minimizes the probability of a block error, 
the optimum receiver must decide which combination of symbols 
was transmitted based on the set of observable channel outputs, 
vi / yo / • • • / Y i   an(3 the a_  priori knowledge of which channel 
input symbol sequences are possible.  For an AWGNC the optimum 
receiver maximizes the probability 
p[v yi ' y2 YL]^ PN ptyi ' y2 - ••• 
,yL|s.] (4.1) 
for i = 1, 2, ... , M.  This maximization is called the maximum 
a_  posteriori (MAP) decision rule.  If the S. are equiprobable, 
the maximum-liklihood (M-L) decision rule may be invoked, which 
ximizes the probability P J"y  , y  ,   , y  ls-l  for 
19 
ma 
i = 1, 2, ... , M.  When P jS. j  are equal, the information 
transmitted per block is log  M bits and the information rate 
per symbol, R  , is equal to (log  M)/L bits per symbol, 
x z. 
The probability P f"y  , y  , ... , y   S.1   is maximized 
by a matched-filter receiver.  The matched filter outputs, 
0,0_,..., 0.,  , can be found by the  inner product of 
the channel output and the possible codewords 
L 
0i = Zyk uk <i> (4-2) 
k=l 
The M-L decision is to find the maximum 0  corresponding to 
i 
the block codeword S.. 
l 
Since y  , y  , ... , y   are Gaussian random variables, 12 J-J 
the filter outputs,  0, , 0  , ... , 0  are also Gaussian ran' ■>- 2 M 
dom variables.  Suppose the S. are orthogonal codewords, i.e. 
L   Uk(i) Uk(j) = °  for i ^ 3 k 
k=l 
The collection of Js, , S , ... , S \ is called an orthogonal 
block code. Since P j S.| are equiprobable, the probability of 
a block error can be computed on the basis of any one of the blocks 
4-Vi 
having been transmitted.  Given that the i   block is transmitted, 
the probability that the receiver makes a correct decision, 
PB [C]  ' 1S 
20 
r .      1 f       2     -h     -(0i   "/,i,2/2tfi P^iXzJj,   J^iJ     =        /(2n<J p e 
-00 
0 2        2 
2     _,     "(^   -/V   /2tfj TT f  '   (W: 
j*i   Jrrs 3 
-
1
   djz5.   d0 
(4.3) 
2 
where u    is the expected value of 0  , and where 6"  is the 
"i x i 
variance of 0. .  Since the S. are orthogonal and since the ad- 
ditive noise is the same for all filter inputs, we have 
PL = * L 
>Mj = ° 
2
     2 2      2 
o± ,  G2 , ...  f (JM = L <y 
2 
where (3  is the variance of the noise, which is also equal to the 
noise power, N W.  Therefore, 
P [*.>*.   ,   j*i]    =  PB [c]    = 
CO ? . ^i 
2     -M/2     f ~(0i   ~ AL)   /2L<s2r   /°  ~0  /2L02       ^M-l (2nL<3 ) 
/-(jzS. - ) 2L6   /* -  /2L0   ^ M-l [Je d*J    d0. 
-co -co 
(4.4) 
With the appropriate change of variables, 4.4 may be ex- 
pressed in terms of the block energy, E  , and noise power spec- 
21 
tral  density,   N 
o 
00
   2 r . 2 
-M/2    r -w    rw+  1E /N     -Z M-I 
-   1  -  PB  [E] (4.5) 
For a binary code, the block error probability is related 
to the bit error probability as follows: 
P 
B 
log     M 
[E]    =   1   -   PB   [C]    =   1  -   (1-  Pb[E]   ) (4.6) 
Since  each bit of  a  binary  code has  an error probability 
Pb   [E]      =   Q    (   A   /tf) 
the   "block  error"  bprobability  for  log  M binary pulses  is 
^____      log M 
PB [El  = X " I1  " S( J VNo l0g2 *]] 2 (4'7) 
Comparing the block error probabilities for orthogonal block 
codes and the "block error" probabilities for binary codes having 
equivalent bandwidths and information rates for M = 2, 4, 8, 16 
and 95, it is evident from Figure 5 that for M>4 the orthogonal 
block code outperforms binary pulse coding ( or pulse code modu- 
lation, PCM ) . 
The drawback of orthogonal block coding is that to decrease 
P  IE 1 it is necessary to increase M.  Since M can increase 
only linearly with L, the information per symbol, H /L , ap- 
proaches zero as M approaches infinity: 
22 
lim H  / L = lim (log  M)/M = 0 (4.8) 
M^QO  X       M^oo 
In order to maintain a constant information rate as M in- 
creases, the number of symbols per second and hence the signal 
bandwidth must increase; this is the power-bandwidth tradeoff 
discussed at length by Bedrosian 12J. 
Another drawback to orthogonal block coding is that the de- 
coder complexity increases linearly with M (and hence exponen- 
tially with the number of bits per block) since a matched filter 
is required for each possible sequence of symbols, S. .  Still 
another problem involves maintaining block synchronization be- 
tween encoder and decoder.  While moderate improvements in per- 
formance are possible with orthogonal block codes, hardware com- 
plexity and bandwidth requirements limit the extent to which 
low error probabilities can be achieved.  This applies to block 
coding in general, which is why much attention has recently been 
focused on a class of codes which overcomes some of these draw- 
backs, namely convolutional codes. 
23 
FIG 5     PERFORMANCE   OF  PCM   VS    BLOCK CODING 
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Chapter 5 
Convolutional Codes 
Elias introduced convolutional encoding in a paper pubished 
in 1955 J4|.  The encoder proposed in that paper is depicted in 
Figure 6.  Binary data symbols are "mixed" or interspersed with 
parity check symbols to yield an output data rate of one-half 
bit per symbol.  The parity check symbols result from the modulo— 
2 addition of K-l prior data symbols stored in a shift register. 
As the constraint length, K, is increased, each data symbol 
influences the sign of an increasing number of parity symbols 
without decreasing the data rate.  This convolutional technique 
was the "first constructive code for transmission at a non-zero 
rate", indicating that Shannon's bound could be approached by 
increasing K. 
Convolutional codes were originally treated as an outgrowth 
of block coding where there is a finite number of symbols, L, in 
a block of data and parity symbols.  To initiate a new block, 
the contents of the shift register from the previous block is 
cleared by the input of K-l zeros which convey no information. 
If the data rate is nominally 1/jj  , clearing the register results 
in a data rate reduction: 
R= (WTJ )/(lw-K-l)< I/,} (5.1) 
If L remains fixed by increasing K, taking the limit, 
lim R = 0. 
25 
To avoid this reduction in data rate, as K is increased L must 
be much greater than K. 
The modern version of the rate 1/V binary convolutional 
encoder is shown in Figure 7.  The input to the encoder enters 
a K-bit shift register.  Let the input sequence be defined 
m,  , m   , ... , m   , 0.,  , 0_  , .. . , 0 „ . including the ■L 2 Li X 2 K—JL 
K-l zero's necessary to clear the register after the L bit. 
Some but not all elements of the shift register are connected 
to each of the  modulo—2 adders.  The generating function, 
11 12    IV        21 22    2V Kl K2    KlJ 
specifies which connections are made between the K elements of 
the shift register and the i)    modulo-2 adders. 
As the n  bit enters the shift register, the contents of 
the register is (left to right)  ni  , m  , , ... , m     , and 
the outputs of the adders are n t^-tuples, 
*n = (xn(l) , xn(2) , ... , *n(i>) ) ,   where 
x (i) = g,. m  +g.m  .+...+ g^. m  _,n n      li  n   ^2i  n-1        ^Ki  n-K+1 
The addition is, of course, modulo-2. 
Although convolutionally encoding a message is easy, a 
practical method of decoding was not available for some time. 
Block decoding techniques such as matched filters are imprac- 
tical since the number of possible codes per block of L bits is 
2  and L is typically large.  Because of the potential supiority 
of convolutional encoding, much effort was directed toward develop— 
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ing practical decoders. 
Convolutional codes are sometimes called tree codes since 
they can be represented as binary trees such as the one shown 
in Figure 8 for the encoder of Figure 6.  Each time a "0" is 
input to the encoder, the code branches upward through the tree. 
A "1" input to the encoder results in a downward branching. 
The 2^-tuple produced by the encoder for each branch is shown 
above the branches in Figure 8.  Decoders such as the Fano Al- 
gorithm Jl6J are called "tree-searching" algorithms, which se- 
quentially search for the most probable path through the code 
tree by comparing the z^-tuples received from the channel to 
the ^-tuples of the code tree itself.  A M-L decoder could be 
built by searching every path through the code tree, but such 
a decoder would obviously be impractical.  It will later be shown 
that an M-L decoder need not search every path.  The Viterbi 
Algorithm is such a decoder. 
One important property of convolutional codes is that be- 
cause K is finite, the code tree repeats the sequences of £>-tuples, 
The encoder may be considered to be a finite-state machine rep- 
resented by a state diagram such as the 4-state machine depicted 
in Figure 10.  The trellis diagram at the bottom of Figure 10 
is an expansion of the state diagram.  Transitions in the state 
diagram and trellis code resulting from a "0" input to the en- 
coder are indicated as broken lines; solid lines indicate tran- 
sitions from a "1" input to the enpoder. 
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The connections between states are the same for all convo- 
lution encoders having the same constraint length.  The code 
V -tuples depend on the connections to the modulo—2 adders. 
Rate h/zJ     convolutional codes are also possible where h<.x>. 
The number of states for a rate h/tf     convolutional code is 
b(K-l) b 
N = 2      .  The state diagram for a b/z/ code will have 2 
b diverging  and 2   converging branches per state.  Only rate 
\/i)    convolutional codes will be considered in this thesis. 
Lower bounds on the performance of specific convolutional 
codes for the AWGNC have been developed by Viterbi based on the 
distance properties of the codes  14  .  Computer simulations 
of a decoding algorithm known to be optimum (Viterbi Algorithm) 
have shown that these bounds are very tight |15l .  Convolutional 
codes generally enable systems to perform close to the bound 
predicted by the capacity theorem if K is large. 
When intersymbol interference is present in the channel 
in conjuction with additive noise, the performance of convo- 
lutional codes is difficult to predict based on distance proper- 
ties.  Here, computer simulations play an extremely valuable role. 
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FIG 8      CODE   TREE    FOR   ELIAS'  ENCODER 
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Chapter 6 
The Viterbi Algorithm: 
Maximum-Liklihood   Decoding   for   Rate   1/V 
Binary Convolutional Codes 
There are 2  possible binary sequences for a block of L 
th — data bits.  Let the i   sequence, m(i) , be given as follows: 
m(i) = m (i), m (i),   , m (i) 
i = 1, 2, . . . , 2     m.(i)£ |o,l} 
A rate 1/zJ   convolutional encoder having a constraint 
length K produces  N = (L + K - l)z/ binary output symbols for 
an L-bit data block: 
x (i), x (i), ... , x (i)      x (i)e (-Ifl) 
12 N k      L    J 
The AWGNC maps x^Ci) onto the real number field, i.e. 
the channel output symbols are real numbers which are zero- 
mean Gaussian random variables: 
y, / y^/ • • - <  y   y€{R} 12        N        J 
A matched filter receiver maximizes the "liklihood function" 
A(i) for all i, where 
N 
A(D =  L       x (i) y 
k=l   k     R 
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where x (i), x (i), ... , x (i)  are estimates of the channel 
12 N 
input symbols.  The expression for A (i) may be re-written as 
X(i) =     £     E    \(i) yk <6-D 
n=l  k=(n-l)x/ +1 
The second summation is simply the inner product of the 
th — th — 
n    received 7/ -tuple, y  , and the n    code i7-tuple, x (i) , 
n n 
th 
for the i   binary sequence. 
L 
This approach requires 2   computations of all possible 
A(i) to make the M-L decision.  This corresponds to searching 
every path through the code tree.  Viterbi published two papers 
in 1967 proposing a "sub-optimum approximation" to the matched 
filter |l2J , |_13j .  For a convolutional code of constraint length 
K, Viterbi noticed that pairs of encoder input sequences K bits 
K-l 
long can be arranged into 2    pairs, each pair producing a 
pair of orthogonal encoder outputs.  For example, if K=3, the 
encoder input pairs are arranged as follows: 
Pair 1: ...,0,0,0 and ...,1,0,0 
Pair 2: ...,0,0,1 and ...,1,0,1 
Pair 3: ...,0,1,0 and ...,1,1,0 
Pair 4: ...,0,1,1 and ...,1,1,1 
The Viterbi Algorithm, abbreviated VA, compares the likli- 
hood functions, called metrics, of the paths ending in the K 
34 
bits shown above and discards one entire path from each pair 
having the lesser liklihood function.  The remaining path from 
each pair is called a survivor.  These comparisons are made 
each time a 1>-tuple is received.  Each time the number of paths 
doubles half of them are eliminated, so that the total number of 
K-l 
survivors reaches a maximum of 2   .  For an L-bit block, the 
K-l 
number of comparisons equals (L + K - 1)" 2 
L 
Because so few of the 2  paths are retained at any given 
time, the algorithm seemed to be suboptimal.  Viterbi stated |_13J , 
"While this decoding algorithm is clearly suboptimal, 
the optimal being a comparison of the liklihood functions 
of all paths at the end of the tree based on (L + K - l)z^ 
received channel symbols,... the algorithm is asymptoti- 
cally optimum...for all but pathological channels." 
In Chapter 5 it was pointed out that a convolutional code 
K—1 
tree repeats in the form of a trellis having 2    horizontal 
rows and (L + K — 1) vertical columns.  The nodes in each column 
K—1 
may be numbered 1, 2, ... , 2   .  Two branches merge at each 
node i:  one branch from node p and one branch from node q, where 
p -   ji/2 I = the least integer not less that i/2, and 
K-2 
q = p + 2 
The encoder input, ™n(i) / causing a transition to node i 
from either node p or node q is always 0 if i is odd and is 1 if 
i is even.  The state transitions for a K=4 code are summarized 
in the table on the following page. 
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Table of State Transitions for K=4 Convolutional Code 
Node i  m (i)  Node p  Node q 
n
c 
8       14       8 
The Viterbi Algorithm compares pairs of paths merging at 
each node of a column in the trellis diagram.  For instance, 
...,0,0,0,0 and ...,1,0,0,0 are two paths merging at node 1, 
...,0,0,0,1 and ...,1,0,0,1 are two paths merging at node 2, 
etc. 
The VA is thus eguivalent to finding the maximum-liklihood 
path through the code trellis, similar to the forward dynamic pro- 
gramming technique familiar in Optimal Control Theory [3j.  The 
VA is in fact an M-L decoder since the code trellis is equivalent 
to the code tree representation.  Whenever two paths merge, the 
path having the smaller liklihood function at that point can never 
accumulate a larger metric at some later time than the path with 
which it has merged.  The M-L path will therefore always be among 
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the survivor paths.  The fact that the VA is an optimum decoder 
has been illustrated in [6J , [8]  and 115J . 
Figure 10 shows the VA on a code tree as originally described 
by Viterbi [l2j , fl3J.  The one's and zero's correspond to the 
last K=3 data bits and not to code ~0 -tuples.  Solid lines trace 
the survivor paths, broken lines trace paths eliminated. 
Figure 11 shows the same decoding problem as pairwise compu- 
tations of the survivor paths.  Figure 12 combines the pairwise 
computations into a single trellis diagram. 
The computer implementation of the VA is very straightfor- 
ward for rate \/i)    codes either as a special-purpose computer 
or programmed on a general-purpose computer.  Since the VA is an 
M-L decoder, it has found use in analyzing performance bounds for 
specific convolutional codes.  The algorithm is recursive and is 
outlined as follows: 
th 
For the n  data bit, 
Step 1:  Set i=l 
Step 2:  Set p = li/21   and q = p + 2 K-2 
/ V 
Step 3:  Let  A(p,i) = \(p)   +      V  x. (p,i) y 
 U      J       (n-l)v +3 
j=l 
X (q,i) =  A(p) +   )  x.(q,i) y 
<->       3 (n-l)?/ +j 
j = l 
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_ A A A 
where x(p,i) = x (p,i), x (p,i), ... , x^(p,i) is the 
^ -tuple produced by a transition from state p to state i, 
C. A A A 
and x(q,i) = x (q,i), x (q,i), ... , x^(q,i) is the 
z/-tuple produced by a transition from state q to state i. 
Step 4: If \(p,i) $.A(q,i) then let  X(i) = X (p,i) 
A / A / A A 
and let m, (i) , ... , m (i) = rn (p) , ... , m   (p) , 
1 n      1 n-1 
A 
m (i) 
n 
If X (q,i) > A. (p,i) then let  X (i) = X(q,i) 
A / A / A A 
and let m (i), ... , m (i) = m (q) , ... , m   (q) , 
1 n      1 n-1 
A 
m (i) 
n 
A A 
where m (i) = 0 if i is odd and m (i) = 1 if i is 
n
n 
even. 
Step 5:  Increase i by 1 and repeat Steps 2,3, and 4. 
K-l 
Step 6:  When i = 2    then let 
A 
X (i) = X (i)    and let  m(i) = m'(i) 
Repeat Steps 1,2,3,4,5, and 6 for each received V-tuple, 
n = 2, 3, ... , (L + K - 1). 
The table on the following page gives the -U -tuples and 
the state transitions for the convolutional code g=(11,10,11). 
Of course, 0 would correspond to the channel symbol -1 , and 
1 corresponds to the channel symbol +1. 
Table of Merging iJ —Tuples 
For g=(11,10,11) 
State i p q x(p,i) x(q,i) 
1 1 3 00      11 
2 1 3 11      00 
3 2 4 10      01 
4 2 4 01      10 
Prior to the start of decoding, X(i) are initialized as 
follows: 
X(i) =0  for i=l and \ (i)« 0 for i^l 
In this way, the decoder is forced to choose survivors which 
originate from State 1, the initial (all—zero) state of the en- 
coder.  The tail of K-l zero's forces the encoder back to State 1 
at the conclusion of the block of L data bits; therefore, the 
survivor path to State 1 at the end of (L + K - 1) received -^-tuples 
may be taken as the M-L path.  The a priori knowledge of the ini- 
tial and final encoder states thus simplifies the decoding. 
It turns out that the VA is quite robust with respect to a 
wrong estimate of the initial encoder state.  The decoding can 
thus be interrupted and still be successful in decoding the remain- 
ing data bits. 
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Chapter 7 
Memory Truncation and Synchronization 
The Viterbi Algorithm replaces an entire survivor path, 
A A A A A 
m, (i) , m (i) , ... , m   (i) , with a new path, m (i) , ... , m (i) , 
K— 1 for every one of the 2    states each time a V-tuple is re- 
ceived.  As n grows larger, the time required to make these 
survivor substitutions grows longer also.  The storage require- 
ments of the computer must also be taken into account for very 
large blocks of data and large K.  The decoding rate and cost 
of memory dictate that survivor paths be limited to around 
several hundred branches (bits) at most. 
One strategy for performing memory truncation is to store 
survivor paths in two sets of registers, m(i) and m'(i), where 
A 
_        A A /\ 
m(i) = m D(i), m     (i), ... , m (i) 
n-B     n-B+1 n 
*        A A A 
m
1
 (i) = m  ' (i) , m *   (i) , ... , m1 (i) 
n-B     n-B+1 n 
and B is typically much less than L. 
—        A 
These registers correspond exactly to m(i) and m'(i) in the 
preceding chapter, except their contents are truncated to the 
last B branches of the survivor paths.  As the n+1    survivor 
■f- v» 
branch is added to each register, the n-B   branch or bit from 
the register corresponding to i where A(i) is maximum is taken 
as the decoded bit. 
It can be demonstrated that this strategy of truncation has 
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a negligable effect on decoder performance if B is sufficiently 
A 
large.  More surprisingly, if B is sufficiently large, m ' (i) 
for any i may be taken as a decoded bit with a negligable increase 
in error over a true M—L decoder. 
The reason that the above statements are true is because 
with a high probability, all survivor paths will share the same 
bits prior to (n-B); i.e., all survivors diverge from a common 
node in the code trellis.  Since new survivor paths are derived 
from existing ones, those bits prior to (n-B) will then be com- 
mon to all subsequent survivors of all states.  The distance 
th from the "common survivor node" to the n   branch will be defined 
here as the "merger length", L . 
L  is a random variable with statistics which depend on the 
M 
particular code used and the signal to noise ratio.  Through 
computer simulations of the Viterbi Algorithm, the statistics 
of L^  as functions of SNR were determined by the author.  The 
probability density functions for two zJ=3   codes of K=4 and K=5 
are shown in Figures 13 and 14.  The cumulative probability 
that L  is less than the mean of L  plus two standard deviations 
M M 
is very close to 95% for both codes.  The 95% certainty values 
of L divided by K are plotted for both codes as functions of 
M 
SNR in Figure 15.  For the AWGNC operating below the channel 
capacity, the 95% certainty values are less than six constraint 
lengths.  This result supports the statement of Viterbi and Omura 
that memory, B, may be limited to six constraint lengths with 
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a negligable increase in errors [15J. 
The success of decoding a message depends on the ability 
to establish and to maintain synchronism between the encoder 
and decoder.  Since l)  is usually quite small, on the order of 
5 or less, the decoder may be started at an arbitrary time and 
be no more than four symbols ahead of or behind the encoder. 
When the encoder and decoder are synchronized, all state metrics, 
A(i), should increase linearly with n.  This fact is exploited 
in the Fano Algorithm [l6j.  If the \(i) simply fluctuate ran- 
domly shout, the decoder is then instructed to skip a symbol. 
This process is repeated until a definite increase in all X (i) 
is obtained. 
In the above manner, the decoder can usually "lock in" to 
the encoder within a few constraint lengths after switching on 
the receiver. Once this is accomplished, synchronism is main- 
tained depending on the ability to keep the decoder synchronized 
with the incoming channel symbols. The topic of symbol synch- 
ronism is covered in detail in the references [17 I. 
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Table 7.1 
Merger Statistics for K=4, Z^=3 (Figure 13) 
SNR (dB)  Mean of L    Std. Deviation  95% Cert. Value  Mean+2 S.D. 
-4 17.16 
-2 11.66 
0 7.57 
2 5.68 
4 4.97 
11.56 43.33 40.28 
7.07 27.25 25.80 
3.33 14.50 14.23 
2.11 10.39 9.90 
1.62 8.82 8.21 
Table 7.2 
Merger Statistics for K=5, z/=3 (Figure 14) 
SNR (dB)  Mean of L    Std. Deviation  95% Cert. Value  Mean+2 S.D. 
-4 20.93 
-2 15.23 
0 10.51 
2 8.20 
4 7.09 
12.70 44.83 46.33 
9.37 37.00 33.97 
4.32 19.65 19.15 
2.59 13.81 13.38 
1.64 10.88 10.37 
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PIG 15     NORMALIZED   MEMORY   REQUIREMENTS   OF   v. A. 
BASED   ON   MERGER   LENGTH (LM)   STATISTICS 
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Chapter 8 
Viterbi Detection of Binary-Input ISI Channel Symbols 
The combination of intersymbol interference and additive 
noise can have a great effect on system performance unless steps 
are taken to equalise the ISI channel.  The ISI channel model 
and the convolutional encoder shown in Figures 3 and 7 are sim- 
ilar in that both are examples of finite-state machines.  It 
was demonstrated how the VA can decode a convolutional code 
generated by such a machine.  It seems reasonable that a simi- 
lar algorithm could be used to equalize the ISI channel. 
The channel is considered here to be a binary-input, 
Gaussian-output channel.  The channel input symbols are anti- 
podal (—1,+1) and the output symbols are Gaussianly-distributed 
real numbers.  The output symbols, y , y , ... , y , are weighted 1
   2        N 
sums of 2^- 1 channel input symbols, x , x , ... , x .  Here, 
1   2        N 
X  is called the "span" of the intersymbol interference, where 
hj » 0  for  |j|^£ 
With known ISI coefficients, h    , h    , ... , h , ... , 
h  , , the M-L decision rule is given by Viterbi and Omura [l5j 
as maximizing the liklihood function, A , for all possible binary 
A       A A A       r      T 
sequences:  u,(i), u_(i), ... , uN(i) , where u (i)£ j-1,+1j . 
N 
Clearly, 2   such sequences exist, and 
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N    N 
^-Iv. -  I   I A    s\ u  u . h 3     n-3 n (8.1) 
n=i n=l  j=l 
= 2 /  y u 
^  n  n 
A  A A  A 
u,u,h„+ u,u h   + 110   12-1 
A  A A A 
u2ulV U2U2h0  + 
A  A 
+ u u h .., , + 
1 N -N+1 
A  A 
N+2 
n=l A  A A  A A  A. 
uuh    +uuh    +...+uuh 
N 1 N-l    N 2 N-2 N N 0 
Here the index, i, was dropped for clarity.   A  may 
be expressed as follows: 
* 
=
 
2
 I   V^n - £ A2 u h n 0 
n=l n=l 
N-l 
),    (h.+ h .)  /,  u u  . L
-
J
        -i       -n        LJ        n n-i 
j=l n=l 
(8.2) 
Since the channel memory is limited to finite size, 
2 di   - 1, 8.2 may be rewritten: 
3f-i 
*-*Zv„-Z   L A  A u u  . (h + h  ) n n-D   j   -j 
N 
I u  h   (8.3) n  0 
n=l n=l   j=l n=l 
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The last term in 8.3 is a constant ( = Nh ). Reintro- 
ducing the index, i, and dropping the constant term, the M-L 
decision rule is the maximization of X(i) with 
N N t-1 
\(i) = 2 y ynu a) - y y uu^ ,u) <h +h ) (8.4) 
n=l n=l j=l 
The ISI channel may be represented by a state diagram 
i-1 
having 2      states with the same connectivity as the state 
diagram for convolutional codes with K= 3. .  The code V -tuples 
connecting the states are of course replaced with binary 
scalars, and the maximization of X (i) may then be carried out 
by the Viterbi Algorithm by simply substituting a new expression 
for X(i): 
th 
For the n   data bit, 
Step 1:  Set i=l 
J-2 Step 2:  Set p = I"1/2!  and <3 = P + 2 
' i-     3- ""^ /\ 
Step 3:  Let  Xte/1) = A (p) +  2y  - V.  u  . 
 * L n   .*—'        n--i 3 = 1     J
(hj+h.j) ^J (-1)1 
(i) 
* r        ^   - X (q,i) == X (q) +  2y  - V,  U  . (i) L
  
n
   jtl   n~3 
(hj+h_j) j (-1)1 
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' 'I 
Step 4:  If X(p,i) ^X(q,i) then let  X(i) = \   (p,i] 
A ' A   I 
and let m (i), ... , m (i) = m (p), ... , m   (p), 1 n       X n-1 
A 
m (i) 
n 
If  X(q,i)> X(p,i) then let  A (i) =  X'(q,i) 
A / A ' /\ A 
and let m (i) , ... , m (i) = m (q) , ... , m _.(q) , 
/\ 
m (i) 
n 
A A 
where m (i) = 0 if i is odd and m (i) = 1 if i is 
n n 
even. 
Step 5:  Increase i by 1 and repeat Steps 2,3, and 4. 
Step 6:  When i = 2      then let 
A(i) = A(i)   and let  m(i) = m (i) 
Repeat Steps 1,2,3,4,5, and 6 for each received bit. 
Combining (h +h .) into a single term was by no means con- 
j  "3 
trived.  This arises quite naturally from the derivation of \(i) 
leading to 8.4.  The benefit of combining h  and h   is a con- 
j      -D 
siderable reduction in complexity by not considering all 2i-l 
2( i-1) 
coefficients of h separately, which would result in a 2 
state trellis.  By comparing simulation results of the VA and 
the optimal sequential compound detector which uses all 2^-1 
coefficients separately [lj, any reduction in performance of 
the VA detector by lumping h. and h .  would appear to be small, 
as indicated in Figure 19. 
The initial and final states of the ISI encoder are not 
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known as are the initial and final states of the convolutional 
• ncoder.  The detector is therefore- not forced to choose sur- 
vivors from any particular original state.  Thus, the initial 
values of A(i) are set equal to zero.  Memory may be truncated 
at around 6^ bits using the same arguments about merger length 
discussed in Chapter 7.  Synchronisation is maintained simply 
by maintaining channel symbol synchronization. 
For ISI channels at high SNR, uncolded binary information 
may be communicated at low error rates using a Viterbi detector. 
The VA suffers from the same disadvantage as other equalizers, 
namely that a priori knowledge of the intersymbol interference 
coefficients is necessary for good performance. 
Convolutional encoding may be used in conjuction with 
Viterbi detection of  ISI channels to improve performance.  When 
VA-ISI detection is followed by VA decoding, the channel and de- 
tector form a BSC.  This is referred to as the partitioned de- 
tector-decoder.  Another alternative is a joint detector/decoder 
which combines two operations into one algorithm.  The perfor- 
mance of the joint algorithm is superior to that of the parti- 
tioned detector-decoder, partially as a result of "hard quanti- 
zation" of the channel output symbols by the detector, and also 
because the joint algorithm selects only binary channel symbol 
sequences that match encoder output sequences.  In the next chap- 
ter a full description of the joint algorithm will be given. 
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Chapter 9 
The Joint Viterbi Algorithm 
In a paper published in 1971, Omura described a joint 
detector/decoder based on optimal control principles \9J.  He 
concluded that the complexity of the detector/decoder must in- 
crease exponentially by the sum of the channel memory and the 
constraint length of the convolutional code: 
2^ +K-2 
Number of States = 2 (9.1) 
This was a discouraging result since an optimal joint 
detector/decoder would then be impractical except for very simple 
codes and very limited channel memory.  For example, if d.=4, 
K=5 and 9.1 were to be used, a total of 2048 states would be re- 
quired. 
Fortunately, it is possible to construct an optimal joint 
algorithm employing far fewer states than given by 9.1.  This 
result is as follows: 
[( £-D/P~\   +K-1 Number of States = 2 I        ' (9.2) 
where 1/z/    is the information rate of the convolutional code 
and fxl is the least integer not less than x.  For <£=4, K=5 
55 
and 7^=3, the number of states is only 16 per 9.2. 
The Viterbi joint algorithm is very similar to the Viterbi 
detector for uncoded ISI except that the state metrics, \(i)/ 
are not maximized for every possible binary sequence, but only 
for those sequences produced by the channel encoder.  For cases 
where i^U,   the Viterbi joint detector/decoder is especially 
easy to implement because the intersymbol interference spans at 
most two consecutive code TJ -tuples at a time.  For these cases 
the Viterbi joint algorithm may be implemented as follows: 
Let r be an integer designating the number of a state. 
Let  w(r) be the last iZ-tuple of the code trellis asso- 
ciated with the survivor path to state r. 
Let  x(r,i) be the code TJ -tuple of the branch in the code 
trellis connecting state r and state i. 
A A A /\ 
Let  u_^+1(r,i), u     (r,i), ... , uQ(r,i), ... , u^(r,i) 
= j_ w(r) , x(r,i)J 
From the earlier discussions concerning the connectivity of 
the code trellis, r can have either of two values, namely 
The state metric becomes a hybrid expression which includes 
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characteristics of the Viterbi convolutional decoder and the 
Viterbi ISI detector algorithms: 
\(r,i) = \(r) + 2 £  x.(r,i)-y (n_1)y +. 
j = l 
- I E   vr'i} \-j(r' i) (h_. + h  )  (9.3) 
k=l  j=l 
The algorithm sets X  (i) to the greater of A (p,i) and 
A (q,i) exactly in the same manner as previously explained in 
Chapters 6 and 8.  The complete algorithm will not be repeated 
here.  For each V -tuple received the calculation of the state 
metrics and survivor paths is done for each of the states num- 
bered  i = 1,2,3, ... ,(the number of states given by 9.2). 
The expression for the state metric given in 9.3 is more 
complex than for the state metrics of either the decoding or 
ISI detector algorithms.  The double summation over j and k re- 
quires far greater computational speed.  For example, if <£=4, 
K=5 and V=3, the ISI detector without coding requires 8 states 
and 8.4 requires a summation of j=l to 3.  The convolutional 
decoder requires 16 states and a summation of j=l to 3.  The 
speed of a partitioned detector-decoder would be limited by the 
decoder with 16 states and a summation of j=l to 3. 
The joint algorithm for the above parameters requires 16 
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states with a summation of k=l to 3 and a summation of j=l to 3 
for each k.  Thus, the partitioned detector-decoder is three 
times as fast as the joint detector/decoder. 
Viterbi and Omura point out that the condition that A^iJ + 1 
is not overly restrictive [15].  Any rate 1/z/ convolutional 
code may also be represented as a rate b/bz-1 convolutional code 
by modifying the state diagram.  For example, if 3^=5 and 1^=3, 
a rate 1/3 code would satisfy the condition $.<iS if the code 
were represented as a rate 2/6 code instead.  Of course, in 
the latter case there are four converging and four diverging 
branches for every state in the trellis, doubling the complexity 
of the decoder.  But the doubling of complexity can be seen as 
equivalent to doubling the number of states which was predicted 
by 9.2. 
This concludes the discussions of the operational features 
of the Viterbi Algorithm.  In the remaining chapters the perfor- 
mance of the VA in terms of bit error probability will be explored 
using computer simulations. 
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Chapter 10 
Computer Simulations 
Of Viterbi Convolutional Decoding without ISI 
The Viterbi Algorithm for convolutional codes was programmed 
on a general-purpose digital computer to allow flexibility in 
simulating various operating conditions.  Because convolutional 
codes are linear, the all-zero's path was selected as the trans- 
mitted -sequence without losing the essential generality of the 
results [15J.  The input to the channel was therefore a sequence 
of minus one's. 
Gaussian noise was generated by the program starting with 
a "random-number" generator which produces a sequence of real 
numbers  w , w , ... , w  .       , where  0< w, <1.  These 
numbers are initiated by a "seed" that may be selected at will. 
A Gaussian seauence is generated  g , g , ... , g 1   2 (L+K—l)j/ ' 
h 
g  = (2 ln(wk))   cos(2TTwk_1) 
where g  has a zero mean and unity variance (a.c. power).  The 
K 
channel output  is  then 
J, 
y,    =  -1  +   (2   ln(wv)/SNR)        cos(27Tw        ) (10.1) k * k-1 
for the AWGNC.  The program may also operate in a BSC mode 
which is simulated by hard quantizing  y  =±1. 
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A A 
The state transition code "^-tuples, x(p,i) and x(q,i), are 
storr-d in a table which is loaded into the program prior to 
execution.  The decoding procedure follows the recursive steps 
outlined in Chapter 6.  The survivor path of each state is stored 
as data bits in registers whose length is fixed at the outset. 
The signal to noise ratio, length of the data stream, channel 
mode (AWGNC or BSC), length of survivor registers and choice of 
codes can be controlled in any way desired. 
The number of errors is counted by the program by detecting 
non-zero bits from the decoder output.  The bit error probability 
can be computed by dividing the number of non-zero's by the 
number of V-tuples transmitted. 
A special adaptation of the program was used to develop the 
merger statistics discussed in Chapter 7.  In this version, the 
survivor registers were allowed to float, or vary their size 
during decoding.  The variable size depended on the number of 
branches back to the common node in the code trellis.  The size 
was recorded for each received V-tuple and a distribution of 
LM  was thus obtained. 
Case A:  AWGNC and BSC Performance 
A code of K=4,7>=3 was decoded by the Viterbi Algorithm over 
a signal to noise ratio range of -2 to 2 dB.  The results are 
plotted in Figure 16. 
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Case B:  Convolutional Code and Orthogonal Block Code Performance 
The 4-bit block error probability for an M=16 orthogonal 
block code was compared to the 4-bit block error of a z/=4, K=5 
convolutional code and to the 4-bit block error of uncoded bi- 
nary transmission.  The block error for the orthogonal code was 
obtained from 4.5 and the block error of the uncoded binary 
transmission was obtained from 4.7.  The rate 1/4 supercode 
represents the theoretical limit predicted by Shannon's capacity 
theorem.  The block error of the convolutional code was obtained 
from 4.6 with P  [E]  computed through simulation.  The results 
are plotted in Figure 17. 
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Chapter 11 
Simulations of the Viterbi ISI Detector without Coding 
The Viterbi detector for ISI channels was programmed on a 
general-purpose digital computer using the recursive procedure 
given in Chapter 8.  Since the all-zero's path could not be 
used as the transmitted sequence without loss of generality, a 
pseudo-noise sequence  117J was used instead.  The channel out- 
put sequence was generated as follows: 
y     =   z__   +   (2   In   (wk)/SNR)        cos   (2TTw        ) (11.1)   1 i   WvJ/S J
n n 
where z     = /,      b  • h 
n
   i~* + i  "-1 - 
and b,, b , ... , b    is a pseudo—noise sequence 
2        L 
over the field {-l, + l} and h.  are the ISI coefficients. 
The survivor path lengths, transmitted sequence length, 
signal to noise ratio and ISI coefficients are variable inputs 
A     A A 
to the program.  The detected bits  u,, u , ... , u   are com- 
12 Lt 
pared to the pseudo-noise generator and errors are counted. 
Case A:  Detector Performance as a Function of ISI Level 
The ISI coefficients were varied and simulations performed 
for both Viterbi and threshold detection over a range of SNR from 
1 to 20 dB.  The threshold detector was simulated by truncating 
the memory of the Viterbi detector to 1 bit.  The results are 
shown in Figure 18. 
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Case B:  Viterbi Detector Performance Compared to Optimal 
Sequential Compound Detector 
Abend and Fritchman [lj describe an optimal sequential 
compound detector (bit-by-bit algorithm) which minimizes the 
probability of error for each bit detected.  The Viterbi Al- 
gorithm is a maximum—liklihood detector which minimizes the 
error probability over the entire transmitted sequence.  The 
performance of both algorithms using the same level of inter- 
symbol interference are shown in Figure 19.  The bit error 
probability of a threshold detector with no ISI present is 
also plotted as a lower bound of P,  [E]. 
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Table 11.1 
Legend for Figure 18 
Viterbi Detector   Threshold ISI Coefficients 
24-Bit Memory     Detector    h _,  h   hi  h   h,   h5   h 
-J   — 2   ~x        0 -' 
H E .06 -.40 .08 1.0 .08 -.42 .07 
G D .06 -.41 .08 1.0 .09 -.47 .09 
F B .07 -.47 .09 1.0 .10 -.51 .08 
C A .10 -.50 .10 1.0 .10 -.51 .10 
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Chapter 12 
ISI Channels with Coding 
A joint Viterbi detector/decoder was simulated on a general 
purpose digital computer to allow the transmitted message length, 
storage size, signal to noise ratio, ISI coefficients and convo- 
lutional code to vary, enabling simulations to be carried out 
with a wide range of options.  The detection/decoding algorithm 
combines features of the convolutional decoder and ISI channel 
detector as outlined in Chapter 9.  A pseudo-noise sequence was 
used for the input to a convolutional encoder to produce the 
channel symbols.  The decoded message was compared to the pseudo- 
noise sequence for counting errors. 
To simulate the partitioned detector-decoder, a simulation 
was made using the Viterbi ISI detector.  The bit error proba- 
bility was computed based on this simulation.  A BSC signal to 
noise ratio was then computed based on the bit error probability 
of the Viterbi detector and the Viterbi decoder was operated in 
the BSC mode at this BSC signal to noise ratio. 
Intersymbol interference channels can also supply inputs to 
a bare Viterbi decoder operating in the AWGNC mode.  This was ac- 
complished simply by disabling the equalizing capability of the 
joint detector/decoder. 
Case A:  Moderate ISI Performance of the VA and Bit-by-Bit Algorithm 
Fritchman, et a^L  ^7j, discuss the joint sequential compound 
69 
detector/decoder for ISI channels with coding.  Simulations 
were carried out for the Viterbi partitioned detector-decoder, 
the bare Viterbi decoder and the Viterbi joint detector/decoder. 
These results are plotted in Figure 20 along with the results 
obtained for the bit—by-bit joint and partitioned algorithms. 
Case B:  Severe ISI Channel Performance of the VA 
The results obtained for the bare Viterbi decoder in Case 
A prompted the author to test the robustness of the bare Viterbi 
decoder at increased levels of intersymbol interference.  The 
results obtained from simulations of the Viterbi partitioned 
detector-decoder, the bare Viterbi decoder and the joint Viterbi 
algorithm are shown in Figure 21 using the same convolutional 
code as for Case A but with increased levels of intersymbol 
interference. 
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Chapter 13 
Discussion of Simulation Results 
Concluding Remarks 
The performance of the Viterbi decoder for the binary 
symmetric channel and the additive white Gaussian noise chan- 
nel is shown in terms of bit error probability in Figure 16. 
These channels represent extremes of quantization for binary 
channel symbols.  The performance curves for these two cases 
are separated by about 2 dB on the signal to noise ratio axis. 
[This result agrees well with the analytically—derived per- 
formance of the BSC and AWGNC found by Wozencraft and Jacobs 
[16]. 
While a two-level quantization will degrade performance 
to some degree, any decoder operating with only two levels 
of quantization will be less complex than a decoder operating 
with many levels of quantization.  One question that should 
be explored further is whether the performance of a two-level 
Viterbi decoder could be made equal to that of a Viterbi 
decoder having many levels by using a more powerful code, and 
if so, whether the two systems would have nearly the same 
overall complexity. 
Figure 18 indicates that the performance of the Viterbi 
detector for intersymbol interference channels is far superior 
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to that of a threshold detector until the level of interference 
is increased to a certain level, and beyond this level the VA 
performs about as well as the threshold detector.  At moderate 
levels of interference, the Viterbi detector and the Abend- 
I-'ritchman sequential detector perform almost equally. 
The weakness of the Viterbi ISI detector at high levels 
of interference carries over into the partitioned Viterbi 
detector-decoder, as evidenced by Figure 21.  Here, the bit 
error probability of the partitioned detector-decoder is on 
the order of 100 times the bit error probability of the joint 
detector/decoder at 5 dB signal to noise ratio for a K=5 con- 
volution 1 code. 
Figure 20 indicates that the Viterbi Algorithm outperforms 
the optimal sequential compound algorithm for both the parti- 
tioned and joint cases at moderate levels of intersymbol inter- 
ference using the same convolutional code.  The difference 
between the two algorithms is on the order of 0.5 - 1.0 dB in 
signal to noise ratio. 
The joint Viterbi Algorithm appears to be the performance 
bound attainable for ISI channels with coding as evidenced in 
Figures 20 and 21.  The bare Viterbi decoder performs almost 
as well as the joint detector/decoder under the same conditions. 
The bit error probability curves are separated by only 0.5 dB 
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for moderate ISI and 1.0 dB for severe ISI.  This suggests 
that efforts to combat intersymbol interference may be better 
applied to channel encoding rather than equalization of the 
channel.  In none of the cases studied did the partitioned 
detector-decoder perform as well as the bare decoder when 
using the same code for both, whereas the partitioned detec- 
tor-decoder is at least as complex as the decoder alone. 
Additional research in this particular area would be very 
useful. 
The amount of memory or delay that must be built into the 
Viterbi decoding algorithm was found to be the number of 
branches in the code tree not common to all survivor paths. 
This number is a random variable with statistics which depend 
on the signal to noise ratio.  For the AWGNC operating below 
the channel capacity, the merger length was found to be less 
than about 6 constraint lengths.  This result is supported by 
other authors.  Determination of the merger length statistics 
for the ISI detector and the joint detector/decoder would pro- 
vide valuable insight into the properties of these algorithms. 
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