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IMPLEMENTASI METODE TEXTRANK DAN MAXIMUM 
MARGINAL RELEVANCE PADA PERINGKAS BERITA 
DIFABEL OTOMATIS 
ABSTRAK 
Minimnya liputan mengenai penyandang disabilitas, seolah menyembunyikan 
ketidaksetaraan yang penyandang disabilitas alami. Media massa sebagai pihak 
penyedia informasi pun merasa kesulitan karena dianggap kompleks dan 
membutuhkan kepekaan serta analisa yang mendalam. Diperlukan sebuah cara 
untuk membantu para jurnalis melakukan penelitian dengan lebih cepat. Ringkasan 
merupakan salah satu solusinya, akan tetapi meringkas secara manual 
membutuhkan banyak sekali waktu dan usaha. Oleh karena itu dibutuhkan 
peringkas berita yang bekerja secara otomatis. TextRank merupakan salah satu 
metode yang paling populer dan sering digunakan menjadi standar dalam 
peringkasan teks otomatis. Maximal Marginal Relevance (MMR) dapat 
mengurangi kemunculan kalimat redundant dan juga hasil ringkasannya dianggap 
mampu mendekati hasil ringkasan manusia. Penelitian dimulai dengan memilih 
berita difabel pada dataset IndoSum dan scraping pada website berita difabel 
online, text preprocessing, pemilihan model yang dapat merepresentasikan teks 
menjadi vector dengan baik, pemeringkatan menggunakan TextRank dan 
pemeringkatan ulang menggunakan Maximal Marginal Relevance. Hasil evaluasi 
terbaik didapatkan oleh model FastText pre-trained dengan nilai cosine similarity 
mencapai 0.98653 dan nilai f1-score, precision, recall mencapai 0.36528 pada 
dataset hasil scraping sedangkan pada dataset IndoSum mendapatkan nilai cosine 
similarity sebesar 0.97316 dengan nilai f1-score, precision, recall sebesar 0.36634. 
Kata Kunci: FastText, Maximal Marginal Relevance, Penyandang Disabilitas, 




IMPLEMENTATION OF TEXTRANK AND MAXIMUM 
MARGINAL RELEVANCE (MMR) IN AUTOMATIC 
SUMMARIZER FOR NEWS ABOUT DISABILITY 
ABSTRACT 
The lack of media coverage seems to hide the inequality that people with disabilities 
experience. The mass media also find it difficult because it is considered complex 
and requires sensitivity and in-depth analysis. A way is needed to help journalists 
conduct research more quickly. A summary is one solution but summarizing 
manually takes a lot of time and effort. Therefore, we need a news summary that 
works automatically. TextRank is one of the most popular methods and is often 
used as the standard in automatic text summarization. Maximal Marginal Relevance 
(MMR) can reduce the appearance of redundant sentences and the summary results 
are considered to be able to approach human summary results. The research begins 
by selecting news about people with disabilities on the IndoSum dataset and 
scraping on online websites, text preprocessing, selecting a model that can represent 
text into vector well, ranking using TextRank, and re-rating using Maximal 
Marginal Relevance. The best evaluation results were obtained by the pre-trained 
FastText model with a cosine similarity value reaching 0.98653 and an f1-score, 
precision, recall reaching 0.36528 on the scraping dataset while the IndoSum 
dataset got a cosine similarity value of 0.97316 with an f1-score, precision, recall 
of 0.36634. 
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