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Abstract. We investigate for families of smooth projective varieties
over a localized polynomial ring Z[x1, . . . , xr][D
−1] the conjugate filtra-
tion on De Rham cohomology ⊗Z/NZ. As N tends to ∞ this leads to
the concept of the ordinary limit, which seems to be the non-archimedean
analogue of the large complex structure limit.
Introduction
Many important families of Calabi-Yau threefolds appear in the following form:
There is a ring A = Z[x1, . . . , xr][D
−1], with D some polynomial in the polynomial
ring Z[x1, . . . , xr], and there is a smooth projective morphism f : X→ S = Spec A
of relative dimension 3 such that all De Rham cohomology groups HmDR(X/S) and
all Hodge cohomology groups Hj(X,Ωi
X/S) are free A-modules and such that
Ω3
X/S ≃ OX , H
1(X,OX) = H
2(X,OX) = 0 . (0.1)
This happens, for instance, for complete intersections in a projective space Pd
A
given by homogeneous polynomials with coefficients in A and with degrees sum-
ming to d + 1, like ⋄ quintic hypersurfaces in P4 ⋄ intersections of two cubics in
P5 ⋄ intersections of four quadrics in P7. The conditions of smoothness of X/S
and freeness of cohomology then boil down to a condition that certain polynomial
expressions in the coefficients should be invertible in A.
In connection with Mirror Symmetry one is particularly interested in solutions
of the Picard-Fuchs equations of the given family of Calabi-Yau threefolds. The
Picard-Fuchs equations describe how a non-zero global differential 3-form varies in
the family. For families like those in the first paragraph the Picard-Fuchs equations
are completely defined over A and there are many analytical environments in which
one may look for solutions. Traditionally one works in an archimedean environ-
ment represented by complex geometry and complex functions and one looks at
Calabi-Yau threefolds near the large complex structure limit. In the present paper
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we want to work in a non-archimedean environment which is represented by pro-
jective systems of groups {MN}N∈N, with MN a module over Z/NZ, indexed by
the positive integers with their divisibility relation, i.e. for every N ∈ N there is
given a Z/NZ-module MN and for every pair of positive integers (N,K) with K
dividing N there is given a homomorphism MN →MK .
In [12] it was pointed out that in the crystalline cohomology of families of ordi-
nary Calabi-Yau threefolds in the p-adic setting the structure is analogous to that
for Calabi-Yau threefolds near the large complex structure limit. The analogy comes
from the fact that in both the complex and the p-adic situation there is a filtration
on De Rham cohomology opposite to the Hodge filtration, stable under the Gauss-
Manin connection and with associated graded module of Hodge-Tate type. For
complex Calabi-Yau threefolds near the large complex structure limit one obtains
the filtration from the local monodromy around this limit point [4, 11]. For families
of ordinary Calabi-Yau threefolds over a base of positive characteristic one uses the
conjugate filtration and the action of Frobenius operators. The present paper does
not build on [12], but takes only the suggestion that by studying “ordinariness”
and Frobenius operators one may discover interesting arithmetic-geometrical facts
about Calabi-Yau threefolds. Ordinariness is a well defined condition for varieties
in characteristic p > 0. The present paper focusses on the question: What is the
right notion of “ordinariness” for varieties over Z[x1, . . . , xr]? For reasons of time
and space we must postpone the discussion of topics which are specific for Calabi-
Yau threefolds, like canonical coordinates and Yukawa coupling to another article.
Without specific CY3 conditions the setting becomes:
Setting 0.1 There is given a smooth projective morphism f : X→ S = SpecA
of relative dimension d with ring A e´tale over a polynomial ring Z[ 12 ][x1, . . . , xr ] and
such that all De Rham cohomology groups HmDR(X/S) and all Hodge cohomology
groups Hj(X,Ωi
X/S) are free A-modules. The A-module H
d(X,Ωd
X/S) should have
rank 1 and be generated by an element ̟ from Hd(X,Ωd
X/S,log) (cf. (6.15)). Finally
for all i, j the pairing 〈 , 〉 : Hj(X,Ωi
X/S)×H
d−j(X,Ωd−i
X/S)→ A, defined by the rule
α · β = 〈α, β〉̟, should be non-degenerate.
Note that this setting behaves well with respect to e´tale base change:
if A is an e´tale algebra over A, S = Spec A and X = X ×S S, then f : X → S
enjoys the same properties; namely HmDR(X/S) = H
m
DR(X/S)⊗AA for every m and
Hj(X,ΩiX/S) = H
j(X,Ωi
X/S) ⊗A A for all i, j and these are free A-modules; more-
over, the induced pairing Hj(X,ΩiX/S)×H
d−j(X,Ωd−iX/S)→ A is non-degenerate.
The reason for requiring that 2 be invertible in A is some technical 2-torsion
problem in the constructions of [13]; see loc. cit. 2.7-2.9. The reason for hav-
ing A e´tale over Z[ 12 ][x1, . . . , xr] instead of just of the form Z[x1, . . . , xr][D
−1] is
that for a continuation of this work one needs “vectors fixed by Frobenius”. That
requires solving certain systems of polynomial equations and thus more involved
e´tale extensions than just Zariski localizations will be needed. Therefore we choose
a formulation so that it is clear that the results remain valid after such an extension.
For varieties in characteristic p > 0 “ordinariness” can be described in various
equivalent ways. In Section 1 we look at the condition of ordinariness which in
characteristic p requires the vanishing of all cohomology groups of all sheaves of
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exact differential forms. Its straightforward generalization to our setting can be
formulated as: for fixed N ≥ 2:
Hj(X,ZNΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j, (0.2)
where ZNΩ
i
X/S := {ω ∈ Ω
i
X/S | dω ∈ N · Ω
i+1
X/S} is the sheaf of i-forms which are
closed modulo N . Here we write X/S and not X/S because the condition will
usually only be satisfied after we restrict the original family to a (Zariski) open
subset S of S which depends on N . Theorem 1.2 and Corollary 1.5 state that
if Condition (0.2) is satisfied the conjugate filtration on HmDR(X/S) ⊗ Z/NZ, for
every m, is indeed opposite to the Hodge filtration and is stable for the Gauss-
Manin connection. That is, however, not all we want. For one thing, as N varies,
conditions and results should fit into projective systems. For the condition (0.2)
this can be achieved (see Proposition 4.3) by replacing it by the (stronger) condition
Hj(X,ZpΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j and
all prime numbers p dividing N.
(0.3)
More importantly we also want the associated graded module to be of Hodge-Tate
type. The associated graded module is the Hodge cohomology modN :⊕
i+j=m
Hj(X,ΩiX/S)⊗ Z/NZ.
To formulate what “Hodge-Tate type” means we need Frobenius operators. The
traditional point of view on Frobenius operators is that they arise in characteristic
p, for only one prime number p at a time. Here we want to work at the level of
algebraic geometry over Z[ 12 ][x1, . . . , xr]. In Sections 2–5 we describe the formal-
ism of generalized Witt vectors and the generalized De Rham-Witt complex which
yields a Frobenius operator and a Verschiebung operator for every positive inte-
ger. In Section 4 we relate ZNΩ
i
X/S to Frobenius and Verschiebung operators. In
Theorem 5.3 we relate the conjugate filtration, the Hodge filtration and the Hodge
decomposition to what we call the Hodge-Witt cohomology of X/S. In Section 6
we investigate when the Hodge-Witt cohomology of X/S is of “Hodge-Tate type”.
It turns out that the conditions must be stengthened once more: instead of taking
in (0.3) only primes p dividing N one should take all primes p ≤ N . Thus we are
led to propose
Definition 0.2 Let f : X → S = SpecA satisfy the hypotheses in Setting 0.1.
Let N be a positive integer. We say that X/S is ordinary up to level N if
Hj(X,ZpΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j and
all prime numbers p ≤ N.
(0.4)
In Theorem 6.7 we show that if X/S is ordinary up to level N , then the Frobe-
nius operators on Hodge-Witt cohomology induce for every prime number p ≤ N
and for all i, j an isomorphism
F p : F
∗
pH
j(X,ΩiX/S)
≃
→ Hj(X,ΩiX/S)⊗ Z/pZ (0.5)
where
F
∗
pH
j(X,ΩiX/S) = (A/pA)⊗A H
j(X,ΩiX/S)
with A/pA viewed as an A-module via the ring homomorphism A→ A/pA , a 7→
ap mod p. Isomorphisms like (0.5) induced by Frobenius operators are the standard
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criterion for being of Hodge-Tate type. In the present situation it is probably better
to say of Hodge-Tate type up to level N .
Setting 0.1, Definition 0.2, Theorems 1.2, 5.3 and 6.7 and the above description
of “Hodge-Tate type up to level N” lead to the following conclusion.
Conclusion 0.3 Let f : X→ S = SpecA be as in Setting 0.1. Let A be an e´tale
A-algebra, S = SpecA and X = X×SS. Assume that X/S is ordinary up to level N ,
for some positive integer N . Then for every m and for every n ≤ N the conjugate
filtration on HmDR(X/S)⊗Z/nZ is opposite to the Hodge filtration, is stable for the
Gauss-Manin connection and the associated graded
⊕
i+j=mH
j(X,ΩiX/S)⊗ Z/nZ
is of Hodge-Tate type up to level N .
This conclusion gives a somewhat weakened description of the actual structure.
For a more precise description Propositions 5.2, 6.1 and Corollary 6.3 should also
be taken into account. Moreover these suggest a reformulation in terms of formal
groups, which might turn out to be quite attractive. A hint to this formal group
structure is given in the Appendix.
The condition that X/S be ordinary up to level N will in general only be
satisfied after restricting the original family X/S to an open subset S of S. This
subset depends on N . As N moves up through N the corresponding open set will
shrink. In the limit we have a subset S∞ ⊂ S.
• We want to call S∞ the ordinary limit set of X/S.
S∞ contains Spec (A⊗Q), because there the conditions for ordinariness up to any
level are trivially satisfied. But over Spec (A⊗Q) the De Rham cohomology groups
modulo N are just 0. So there there is no interesting conclusion. However S∞
should be much larger than Spec(A⊗Q) and should contain an affine set Spec(A∞)
on which no or just a few primes are invertible; see the example discussed below
and also Remark 1.4. The geometry of the family X restricted to Spec (A∞) is not
yet clear (to me), but examples like the one below indicate that Spec(A∞) contains
a punctured formal neighborhood of the “large complex structure limit point” and
that the aforementioned formal groups and their interaction via the Gauss-Manin
connection extend over this limit point. I like to view this as analogous to the
traditional complex situation where the limit fibre is a singular Calabi-Yau threefold
and where one has a limit mixed Hodge structure.
To illustrate some of the above issues let us look at the pencil of elliptic curves
x(X3 + Y 3 + Z3) +XY Z = 0, (0.6)
with the nine base points blown up. There are singular fibres for x = 0 and x3 = 127 .
Thus we work over the ring A = Z[x, 12x(27x3−1 )].
The formal group law (in an appropriate coordinatization) for these elliptic
curves is
G(t1, t2) = ℓ
−1(ℓ(t1) + ℓ(t2)). (0.7)
with
ℓ(t) =
∑
m≥1
1
m
am(x)t
m ∈ (A⊗Q)[[t]]
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and
am(x) =
∑
j≥0
(3j)!
j!3
(
m− 1
3j
)
x3j ∈ Z[x]. (0.8)
For λ in some field of characteristic p > 2 it is well known that the elliptic curve
λ(X3+Y 3+Z3)+XY Z = 0 is ordinary if and only if its Hasse-Witt invariant ap(λ)
is not zero; here we use one of many equivalent characterizations of ordinariness for
elliptic curves in characteristic p. So the ordinary limit set S∞ in this example is a
union of affine sets SpecAΠ where Π runs over all (finite as well as infinite) subsets
of the set P of all prime numbers and
AΠ := A[ap(x)
−1, r−1 | p ∈ Π, r ∈ P \Π].
Thus, for Π = ∅, the empty set, A∅ = A⊗ Q. On the other extreme, Π = P gives
the ring we have in mind for the above mentioned A∞; so,
A∞ = AP = A[ap(x)
−1 | p prime].
Note that ap(0) = 1 for all p and that, hence, A∞ embeds into the Laurent series
ring Z[ 12 ][[x]][x
−1]. Thus we see that Spec A∞ contains a punctured formal neigh-
borhood of x = 0. The fibre over x = 0 is singular, consisting of three lines, and the
monodromy around this fibre is maximally unipotent. In the physicists’ language
x = 0 is the large complex structure limit point. Note that am(0) = 1 for all m ≥ 1
and that, hence, the formal group law (0.7) extends well over x = 0; in fact at x = 0
it is the standard multiplicative group law t1 + t2 − t1t2.
For families of K3-surfaces, like x(W 4 + X4 + Y 4 + Z4) + WXYZ = 0, the
story is the same (with 3 replaced by 4 in (0.8)). In particular the fibre at x = λ
is ordinary if its Hasse-Witt invariant is not zero. The relevant formal group is the
formal Brauer group H2(X, Gˆm,X); see the appendix.
For families of Calabi-Yau threefolds invertibility of the Hasse-Witt invariant
associated with the Artin-Mazur formal group H3(X, Gˆm,X) (see the appendix) is
necessary, but may be not sufficient to ensure ordinariness. Yet I do expect that also
in this CY3 case the ordinary limit set contains a punctured formal neighborhood
of “the large complex structure limit point”.
1 The conjugate filtration and ordinariness: Act 1
1.1 Definition and basic properties of the conjugate filtration. For
a smooth projective morphism X → S of schemes the De Rham cohomology
HmDR(X/S) is by definition the hypercohomology H
m(X,Ω•X/S) of the De Rham
complex 1
Ω•X/S : . . .→ OX
d
→ Ω1X/S
d
→ Ω2X/S
d
→ . . .
d
→ Ωi−1X/S
d
→ ΩiX/S
d
→ Ωi+1X/S
d
→ . . .
Every complex C• carries two natural filtrations by sub-complexes C•≥i and t≤iC•:(
C•≥i
)j
= 0 if j < i ,
(
C•≥i
)j
= Cj if j ≥ i. (1.1)
(t≤iC
•)j = 0 if j > i , (t≤iC
•)j = Cj if j < i ,
(t≤iC
•)
i
= ZCi := ker(d : Ci → Ci+1). (1.2)
1all sheaves in this paper are taken with respect to the Zariski topology
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When applied to the De Rham complex Ω•X/S these induce on H
m
DR(X/S):
the Hodge filtration
FiliHodgeH
m
DR(X/S) = image(H
m(X,Ω•≥iX/S)→ H
m(X,Ω•X/S))
and the conjugate filtration
Filconi H
m
DR(X/S) = image(H
m(X, t≤iΩ
•
X/S)→ H
m(X,Ω•X/S)).
The Hodge filtration is decreasing and the conjugate filtration is increasing and
moreover
Fil0HodgeH
m
DR(X/S) = Fil
con
m H
m
DR(X/S) = H
m
DR(X/S) ,
Film+1HodgeH
m
DR(X/S) = Fil
con
−1H
m
DR(X/S) = 0 .
Let BΩiX/S := image(d : Ω
i−1
X/S → Ω
i
X/S) resp. ZΩ
i
X/S := ker(d : Ω
i
X/S → Ω
i+1
X/S)
denote the sheaves of exact resp. closed i-forms. There are short exact sequences
of complexes
0→ t≤iΩ
•
X/S ⊕ Ω
•≥i+1
X/S → Ω
•
X/S → BΩ
i+1
X/S [−i]→ 0 (1.3)
0→ ZΩiX/S [−i]→ t≤iΩ
•
X/S ⊕ Ω
•≥i
X/S → Ω
•
X/S → 0 (1.4)
0→ ZΩiX/S → Ω
i
X/S → BΩ
i+1
X/S → 0 (1.5)
where BΩi+1X/S [−i] ( resp. ZΩ
i
X/S [−i]) is the complex with BΩ
i+1
X/S ( resp. ZΩ
i
X/S)
sitting in degree i and all other terms equal to 0. The corresponding exact sequences
of hypercohomology groups show: if the condition
Hm−i(X,BΩi+1X/S) = H
m−i−1(X,BΩi+1X/S) = H
m−i(X,BΩiX/S) = 0 (1.6)
is satisfied, then
HmDR(X/S) = Fil
con
i H
m
DR(X/S)⊕ Fil
i+1
HodgeH
m
DR(X/S) (1.7)
Hm−i(X,ΩiX/S) = Fil
con
i H
m
DR(X/S) ∩ Fil
i
HodgeH
m
DR(X/S). (1.8)
So if (1.6) holds for i = 0, . . . ,m, then the Hodge filtration and the conjugate
filtration on HmDR(X/S) are opposite and one has the Hodge decomposition:
HmDR(X/S) =
m⊕
i=0
Hm−i(X,ΩiX/S). (1.9)
Remark 1.1 This form of conjugate filtration plays no role in complex ge-
ometry, since for varieties over C with the complex topology the Poincare´ lemma
says that locally all closed differential forms are exact, and thus implies that the
filtration {Filconi } jumps from null at i = −1 to all at i = 0. On the other hand,
according to Hodge theory one obtains for complex Ka¨hler manifolds a filtration
opposite to the Hodge filtration by simply taking the complex conjugate of the
Hodge filtration.
Condition (1.6) is a familiar condition for smooth projective varieties in positive
characteristic [8, 9]: When f : X → S is a proper smooth morphism between
schemes of characteristic p > 0, one says that X is ordinary over S if for all i, j
Rjf∗BΩ
i
X/S = 0.
In case S = Spec k with k a perfect field of characteristic p > 0 this is one of
many equivalent ways to define ordinariness (cf. [9] thm. IV 4.13). This one
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involves no concepts specific for characteristic p and it is tempting to use it also in
other contexts as a quick way for splitting the Hodge filtration, with the conjugate
filtration as its opposite. We want to work in the geometric setting of a smooth
projective morphism f : X → S = Spec A in which the ring A is e´tale over a
polynomial ring Z[x1, . . . , xr]. We have found that the following makes a good
bridge between the various prime characteristics:
• Work systematically with projective systems of groups {MN}N∈N, with MN
a module over Z/NZ, indexed by the set N which is ordered by divisibility.
Throughout this paper we use for an integer N and an abelian group G the
notation:
G{N} := G/NG in case of additive notation
:= G/GN in case of multiplicative notation.
(1.10)
Thus instead of Ω•X/S we take the complex Ω
•
X/S{N}. If the De Rham coho-
mology group HmDR(X/S) and the Hodge cohomology group H
m−i(X,ΩiX/S) are
free A-modules, then
Hm(X,Ω•X/S{N}) = H
m
DR(X/S){N} ,
Hm−i(X,ΩiX/S{N}) = H
m−i(X,ΩiX/S){N} .
(1.11)
Note that
Ω•X/S{N} = Ω
•
X×Spec (Z/NZ) /S×Spec (Z/NZ) .
The above arguments can be applied to X × Spec (Z/NZ)
f
→ S × Spec (Z/NZ).
Before stating our conclusion we make a closer analysis of the condition
Hj(X,B(ΩiX/S{N})) = 0 for all i, j. (1.12)
The cohomology sequences associated with the short exact sequences of complexes
0→ Z(ΩiX/S{N})→ Ω
i
X/S{N} → B(Ω
i+1
X/S{N})→ 0
show that the condition (1.12) is equivalent with:
Hj(X,Z(ΩiX/S{N}))→ H
j(X,ΩiX/S{N}) is an isomorphism for all i, j.
(1.13)
There is yet another equivalent form of this condition. For that we consider
ZNΩ
i
X/S := {ω ∈ Ω
i
X/S | dω ∈ N · Ω
i+1
X/S}. (1.14)
It fits into the commutative diagram with exact rows
0 → ΩiX/S
·N
−→ ZNΩiX/S −→ Z(Ω
i
X/S{N}) → 0
‖ ↓ ↓
0 → ΩiX/S
·N
−→ ΩiX/S −→ Ω
i
X/S{N} → 0
Under the assumptions on X/S made in Theorem 1.2 multiplication by N on
Hj(X,ΩiX/S) is injective. Therefore the ladder of cohomology groups for the above
diagram splits into diagrams with exact rows
0 → Hj(X,ΩiX/S)
·N
→ Hj(X,ZNΩiX/S) → H
j(X,Z(ΩiX/S{N})) → 0
‖ ↓ ↓
0 → Hj(X,ΩiX/S)
·N
→ Hj(X,ΩiX/S) → H
j(X,ΩiX/S{N}) → 0
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This shows that condition (1.13), and hence also condition (1.12), is equivalent with
condition (1.15) below.
Our conclusion from the above discussion is:
Theorem 1.2 Let f : X → S = Spec A be a smooth projective morphism
in which the ring A is e´tale over a polynomial ring Z[x1, . . . , xr]. Assume that
HmDR(X/S) and H
m−i(X,ΩiX/S) are free A-modules for all m, i. Fix N ∈ N and
assume
Hj(X,ZNΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j. (1.15)
Then one has for all m, i:
HmDR(X/S){N} = Fil
con
i H
m(X,Ω•X/S{N})⊕ Fil
i+1
HodgeH
m
DR(X/S){N}
Hm−i(X,ΩiX/S){N} = Fil
con
i H
m(X,Ω•X/S{N}) ∩ Fil
i
HodgeH
m
DR(X/S){N}
HmDR(X/S){N} =
m⊕
i=0
Hm−i(X,ΩiX/S){N}.
Remark 1.3 If K is a divisor of N there are canonical maps, induced by
reducing modK on the De Rham complex Ω•X/S{N},
HmDR(X/S){N} → H
m
DR(X/S){K}
Filconi H
m(X,Ω•X/S{N}) → Fil
con
i H
m(X,Ω•X/S{K})
Fili+1HodgeH
m
DR(X/S){N} → Fil
i+1
HodgeH
m
DR(X/S){K}
and thus the conclusion part of Theorem 1.2 fits well into a projective system
indexed by the positive integers ordered by divisibility.
It is however not clear that if condition (1.15) holds for N , it also holds with K
in place ofN . So the condition part of Theorem 1.2 does not fit well into a projective
system. Proposition 4.3 will show that this can be remedied by replacing (1.15) by
the condition
Hj(X,ZpΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j and
all prime numbers p dividing N.
(1.16)
Remark 1.4 Theorem 1.2 is to be used as follows. Let us start with a smooth
projective morphism f : X → S = Spec A in which the ring A is e´tale over a
polynomial ring Z[x1, . . . , xr] and assume that H
m
DR(X/S) and H
m−i(X,Ωi
X/S) are
free A-modules for all m, i. Then, for a fixed N , condition (1.15) will in general
not be satisfied for the whole X/S. Instead there will be a non-empty open (for the
Zariski topology) S ⊂ S such that (1.15) does hold for X = X×S S. As such this is
a trivial statement since over the open set on which N is invertible condition (1.15)
is trivially satisfied; but over this set the conclusion of the theorem also trivializes:
all groups involved are zero! The point is however that the open set on which (1.15)
holds is much bigger: for N = p a prime number and universal families X → S of
complete intersections in projective space Illusie [8] shows that (1.12), and hence
also (1.15), holds on a non-empty open part of the characteristic p locus in S. The
complement of this open subset in the characteristic p locus is the zero set of some
ideal hp ⊂ A with pA ( hp. Thus condition (1.15) for N = p will be satisfied on
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the complement of the zero locus of the ideal hp in S. Proposition 4.3 will show
that for general N the open set on which (1.15) holds is at least as large as the
intersection of the open sets for the prime divisors of N i.e. the complement of the
zero set of the ideal
∏
p|N hp.
1.2 Conjugate filtration and Gauss-Manin connection. Let us see how
the conjugate filtration behaves with respect to the Gauss-Manin connection. First
recall how Katz and Oda [10] constructed the Gauss-Manin connection from the
filtration on Ω•X/Z formed by the powers of the graded ideal
J •X/S := d(f
∗OS) · Ω
•
X/Z, (1.17)
i.e.
J 0X/S := OX , J
i
X/S := d(f
∗OS) · Ω
i−1
X/Z for i ≥ 1.
First one has to notice that, since X is smooth over S,
Ω•X/Z/J
•
X/S = Ω
•
X/S , J
•
X/S/(J
•
X/S)
2 = Ω1S/Z ⊗ Ω
•−1
X/S .
Then one finds the Gauss-Manin connection
∇ : Hm(X,Ω•X/S)→ Ω
1
S/Z ⊗H
m(X,Ω•X/S). (1.18)
as the connecting map Hm(X,Ω•X/S) → H
m+1(X,Ω1S/Z ⊗ Ω
•−1
X/S) in the long exact
cohomology sequence of
0→ Ω1S/Z ⊗ Ω
•−1
X/S → Ω
•
X/(J
•
X/S)
2 → Ω•X/S → 0.
This construction immediately shows on the one hand that the Hodge filtration
need not be stable under the Gauss-Manin connection, but instead satisfies Griffiths
transversality:
∇FiliHodgeH
m
DR(X/S) ⊂ Ω
1
S/Z ⊗ Fil
i−1
HodgeH
m
DR(X/S) , (1.19)
and on the other hand that the conjugate filtration is stable under the Gauss-Manin
connection:
∇Filconi H
m
DR(X/S) ⊂ Ω
1
S/Z ⊗ Fil
con
i H
m
DR(X/S). (1.20)
All this remains valid when we go modulo some positive integer N , i.e. when
we pull X → S → SpecZ back to X×SpecZ/NZ→ S×SpecZ/NZ→ SpecZ/NZ.
As a result we find:
Corollary 1.5 In the situation of Theorem 1.2 the conjugate filtration on
HmDR(X/S){N} provides a filtration which is opposite to the Hodge filtration and
which is stable under the Gauss-Manin connection.
2 Generalized Witt vectors
For a ring2 A one defines its additive group of generalized Witt vectors3 WA to
be the multiplicative group of one-variable formal power series with constant term
1 and coefficients in A:
WA := 1 + tA[[t]]. (2.1)
2all rings in this paper are commutative with 1, unless explicitly stated otherwise
3We add the adjective generalized to emphasize that these are not the more common Witt
vectors associated with a prime number p; the latter is the p-typical part of WA; cf. [3, 6, 2].
10 Jan Stienstra
The group WA naturally comes with the decreasing filtration:
FilnWA := 1 + t
n+1A[[t]] , n ≥ 0. (2.2)
If a is an element of A we write a for the power series of (1 − at)−1 viewed as
an element of WA. Every element of 1 + tn+1A[[t]] can be written uniquely as
a t-adically converging product
∏
i≥n+1(1 − ait
i)−1 with all ai ∈ A. For n ∈ N
the substitution t 7→ tn induces an (additive) endomorphism Vn of WA. Thus the
elements of FilnWA can be written uniquely as a sum∑
i≥n+1
Viai (2.3)
which converges with respect to the filtration (2.2). The operators Vn are called
Verschiebung operators.
One can construct a continuous product on WA so that WA becomes a topo-
logical ring, and each FilnWA is an ideal. One can also construct continuous
endomorphisms Fn for n ∈ N (see [3, 6]). These are called Frobenius operators.
For computations inWA the following relations plus continuity with respect to the
filtration (2.2) suffice. For k,m, n ∈ N, elements α, β ∈ WA and a, b ∈ A:
a · b = ab , Fna = an ,
Fn(αβ) = (Fnα)(Fnβ) , Vn(α(Fnβ)) = (Vnα)β ,
FmVm = m, FmFn = Fmn , VmVn = Vmn ,
VkFm = FmVk if (k,m) = 1.
(2.4)
The third line of (2.4) shows F1 = V1 = identity operator. The first line of (2.4)
shows that the map
A→WA , a 7→ a (2.5)
is a homomorphism of multiplicative monoids. One calls it the Teichmu¨ller lifting.
As an exercise in computing with the relations one can check
VmFilnWA ⊂ Filmn+m−1WA , FmFilmnWA ⊂ FilnWA. (2.6)
The ring of generalized Witt vectors of length n is, by definition,
WnA :=WA/FilnWA.
Note
W1A ≃ A , a mod Fil1WA ↔ a.
Since obviously FilnWA ⊂ FilmWA if n ≥ m there are standard truncation maps
1lnm :WnA→WmA . (2.7)
When source and target of a truncation map are clear from the context we simply
write 1l instead of 1lnm.
3 The generalized De Rham-Witt complex
The constructions in Section 2 are functorial in A i.e. a ring homomorphism
A→ A′ induces a ring homomorphismWA→WA′ compatible with all the trunca-
tions, Frobenius and Verschiebung operators. So one can sheafify the constructions
and thus obtain on every scheme X the sheaves WOX and WnOX of general-
ized Witt vectors (of length n), together with all the truncations, Frobenius and
Verschiebung operators.
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In [13] we constructed for every scheme X on which 2 is invertible the general-
ized De Rham-Witt complex 4. This is a sheafWΩ•X of anti-commutative differential
graded algebras on X with the following properties (3.1)-(3.3).
Let WΩiX denote the degree i component of WΩ
•
X . Then WΩ
i
X = 0 for i < 0,
WΩ0X =WOX . (3.1)
For every integer m ≥ 1 and every i ≥ 0 there are homomorphisms of additive
groups
Fm, Vm :WΩ
i
X →WΩ
i
X (3.2)
The operators Fm are called Frobenius operators and the operators Vm are called
Verschiebung operators. On the sheaf of generalized Witt vectors WOX they coin-
cide with the earlier defined Frobenius and Verschiebung operators. The following
relations hold for all m,n, for all sections α, β of WΩ•X and all sections a of OX :
Fnda = a
n−1da ,
FmVm = m, FmFn = Fmn , VmVn = Vmn,
Vmd = mdVm , dFm = mFmd , FmdVm = d,
Fm(αβ) = (Fmα)(Fmβ) , Vm(α(Fmβ)) = (Vmα)β,
VnFm = FmVn if (n,m) = 1;
(3.3)
here d :WΩiX →WΩ
i+1
X is the differential of the differential graded algebraWΩ
•
X .
Remark 3.1 The relation dFm = mFmd means on the one hand that Fm does
not commute with d, but shows on the other hand that we get an operator Fm on
WΩ•X which does commute with d by defining
Fm = m
iFm on WΩ
i
X . (3.4)
For De Rham-Witt complex in characteristic p this is a standard construction,
which is of great importance for the so-called slope spectral sequence; see [7, 9].
The filtration {FilnWOX}n≥0 can be extended to a decreasing filtration on
WΩ•X by defining:
FilnWΩ
•
X := ideal generated by FilnWOX and dFilnWOX . (3.5)
Each FilnWΩ•X is then a differential graded ideal in WΩ
•
X . The quotient
WnΩ
•
X :=WΩ
•
X/FilnWΩ
•
X (3.6)
is called the generalized De Rham-Witt complex of level n. This is a differential
graded algebra; WnΩ
i
X = 0 if i < 0 and
WnΩ
0
X =WnOX .
In particular W1Ω
•
X is a differential graded algebra with degree 0 term equal
to OX . Let Ω•X = Ω
•
X/Z be the absolute De Rham complex on X i.e. the complex
of differential forms relative to Z. The universal property of Ω•X yields a homomor-
phism of complexes
Ω•X →W1Ω
•
X
4Here the adjective generalized emphasizes that this is not the De Rham-Witt complex in
characteristic p [7]; the latter can be recovered as the p-typical part of WΩ•
X
.
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which happens to be surjective by [13] §2.16. On the other hand it has been shown
in [13] §2.20 that there is a homomorphism of sheaves of differential graded algebras
WΩ•X → Ω˜
•
X ;
where Ω˜iX := Ω
i
X/(i!-torsion in Ω
i
X). The composite of these two maps is the
obvious map Ω•X → Ω˜
•
X . Very mild conditions on X will remove the i!-torsion and
thus assure that
W1Ω
•
X = Ω
•
X . (3.7)
Since obviously FilnWΩ•X ⊂ FilmWΩ
•
X if n ≥ m there are standard truncation
maps
1lnm :WnΩX →WmΩX . (3.8)
When source and target of a truncation map are clear from the context we simply
write 1l instead of 1lnm.
Lemma 3.2 For all m and n one has
VmFilnWΩ
•
X ⊂ Filmn+m−1WΩ
•
X , FmFilmnWΩ
•
X ⊂ FilnWΩ
•
X . (3.9)
Consequently Vm and Fm induce maps
Vm :WnΩ
•
X →Wnm+m−1Ω
•
X , Fm :WnmΩ
•
X →WnΩ
•
X . (3.10)
Proof Most of this follows easily from the relations (3.3) and (2.6). Only for
FmdFilmnWOX ⊂ FilnWΩ1X one needs the following slightly tricky calculation:
take i > mn; let r be the greatest common divisor of i and m; set i′ = i/r and
m′ = m/r; take integers j, k such that ji′ + km′ = 1; then
FmdVia = Fm′dVi′a = jFm′Vi′da+ kdFm′Vi′a
= jVi′ (a
m′−1da) + kdVi′ (a
m′)
= jVi′ (a
m′−1)d(Vi′a) + kdVi′ (a
m′).
(3.11)
This lies in FilnWΩ
1
X because i
′ > n .
As indicated in [13] §3.1 one can define for a morphism f : X → S a relativized
version of the De Rham-Witt complexes. Here are the details for the relative gen-
eralized De Rham-Witt complex of level n.
Since the constructions are functorial f induces a subsheaf f∗WnOS ⊂ WnOX .
We let J •X/S,n denote the graded ideal in WnΩ
•
X generated by d(f
∗WnOS); i.e.
J 0X/S,n = 0 , J
i
X/S,n = d(f
∗WnOS) · WnΩ
i−1
X for i ≥ 1, (3.12)
and define
WnΩ
•
X/S :=WnΩ
•
X/J
•
X/S,n. (3.13)
Note in particular
WnΩ
0
X/S =WnOX .
Clearly WnΩ
•
X/S is a differential graded algebra over WnOS .
For sections α of f∗WnOS and β of WnΩ
i−1
X one immediately computes
Vm((dα)β) = Vm((FmdVmα)β) = (dVmα)(Vmβ),
while the more tricky calculation (3.11) shows
Fm(d(f
∗WmnOS) · WmnΩ
i−1
X ) ⊂ d(f
∗WnOS) · WnΩ
i−1
X .
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Thus Vm and Fm induce maps
Vm : WnΩ
i
X/S →Wnm+m−1Ω
i
X/S
Fm : WmnΩ
i
X/S →WnΩ
i
X/S
Exactly as in (3.7) very mild conditions on X will remove the i!-torsion from ΩiX/S
and ΩiX , and imply that W1Ω
•
X = Ω
•
X , J
•
X/S,1 = J
•
X/S (see (1.17)) and
W1Ω
•
X/S = Ω
•
X/S . (3.14)
4 Characterization of ZNΩ
i
X/S by Frobenius and Verschiebung
Again we consider a morphism f : X → S. For simplicity we assume S = SpecA
for some ring A. Then eachWnΩ
i
X/S is a module over the ring WnA. For every N
we have the ring homomorphism
FN :WnNA→WnA
making WnA an algebra over WnNA. We now define
F ∗NWnNΩ
i
X/S := WnA⊗WnNA WnNΩ
i
X/S . (4.1)
This is then a module over WnA. The map
FN :WnNΩ
i
X/S →WnΩ
i
X/S
induces a linear map of modules over WnA
FN : F
∗
NWnNΩ
i
X/S →WnΩ
i
X/S , FN (a⊗ ω) = a · FNω. (4.2)
The Cartier isomorphism is crucial for a good theory of the De Rham(-Witt)
complex for schemes which are smooth over a scheme of characteristic p > 0; cf.
[10, 9]. The following result (4.4), the proof of which uses in an essential way the
Cartier isomorphism in characteristic p, is the closest we can get to this in our
setting. For our purpose it gives one good characterization of ZNΩ
i
X/S in terms of
the generalized De Rham-Witt complex.
Proposition 4.1 Let f : X → S = Spec A be a smooth projective morphism
and assume that the ring A is e´tale over a polynomial ring Z[ 12 ][x1, . . . , xr]. Then
for all i
W1Ω
i
X/S = Ω
i
X/S . (4.3)
Recall from (1.14) the definition of ZNΩ
i
X/S . Then for N ≥ 1 and for all i
ZNΩ
i
X/S = image(FN : F
∗
NWNΩ
i
X/S → Ω
i
X/S). (4.4)
Proof The smoothness of X over S and flatness of A over Z imply that there
is no i!-torsion in ΩiX/S and hence that W1Ω
i
X/S = Ω
i
X/S (cf. (3.7)).
The inclusion ⊂ in (4.4) follows from the basic relation dFN = NFNd. So let
us concentrate on the other inclusion and first prove it in case N is a power of some
prime number p. Write Sp = S × Spec (Z/pZ) and Xp = X × Spec (Z/pZ). Then
Xp is smooth over Sp and
Ω•Xp/Sp = Ω
•
X/S / p · Ω
•
X/S .
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We are going make heavy use of [10] thm. 7.2. As for notation in loc. cit.:
Ωi
X
(p)
p /Sp
:= (A/pA)⊗A Ω
i
X/S
where A/pA is considered as a module over A via the map a 7→ ap mod p.
Now take for some ν ≥ 1
ω ∈ ΩiX/S such that dω ≡ 0 mod p
ν . (4.5)
This implies that ω mod p is a closed form in ΩiXp/Sp . The theorem on the Cartier
isomorphism in characteristic p (see [10] thm. 7.2) shows therefore
ω mod p = C−1α+ dβ with α ∈ Ωi
X
(p)
p /Sp
, β ∈ Ωi−1Xp/Sp (4.6)
where C−1 is the inverse Cartier operator.
Choose sj ∈ A, sections akj of OX and section β˜ of Ω
i−1
X/S such that
β = β˜ mod p , α = α˜ mod p with α˜ =
∑
j
sj ⊗ a0jda1j · . . . · daij .
Recall the following formulas from (3.3)
FpVp = p , FpdVp = d ,
Fp(a0da1 · . . . · ai) = a
p
0(a1 · . . . · ai)
p−1da1 · . . . · dai .
(4.7)
Comparing these with the formulas for C−1 in [10] thm. 7.2 we see that (4.6) can
be rewritten as
ω = Fpω1 with
ω1 =
∑
j
sj ⊗ a0jda1j · . . . · aij + 1⊗ dVpβ˜ + 1⊗ Vpγ˜ ∈ F
∗
pWpΩ
i
X/S ,
some γ˜ ∈ ΩiX/S . If ν = 1 we are done. If ν > 1 we note that (4.5) and dω = pFpdω1
imply∑
j
sj ⊗ (a0ja1j · . . . · aij)
p−1da0jda1j · . . . · daij + dγ˜ = Fpdω1 ≡ 0 mod p.
Looking at the first term we see that this means
C−1dα + dγ˜ = 0.
From the theorem on the Cartier isomorphism ([10] thm. 7.2) we can now conclude
dα = 0 and thus as before
α˜ = Fpα˜1 with α˜1 ∈ F
∗
pWpΩ
i
X/S
Lift α˜1 to some α˜1 ∈ F ∗pWp2Ω
i
X/S = WpA ⊗Wp2A Wp2Ω
i
X/S such that α˜1 =
(1l⊗ 1l)α˜1. Then
ω = Fp2
(
α˜1 + dVp2 β˜
)
+ pγ˜.
From this we see dγ˜ = 0 mod p and thus
γ˜ = Fpγ˜1 with γ˜1 ∈ F
∗
pWpΩ
i−1
X/S .
Take ˜˜γ1 ∈ F ∗pWp2ΩiX/S such that Fp ˜˜γ1 = pγ˜1. Then
ω = Fp2
(
α˜1 + ˜˜γ1 + dVp2 β˜) .
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If ν = 2 we are done. If ν > 2 we go on the same way untill finally
ω = Fpνωpν with ωpν ∈ F
∗
pνWpνΩ
i
X/S .
Now take an arbitrary positive integerN with prime decompositionN =
∏
l p
νl
l .
Consider
ω ∈ ΩiX/S such that dω ≡ 0 mod N .
By the previous prime power case we know that for every l
ω = Fpνl
l
ηl with ηl ∈ F
∗
p
νl
l
Wpνl
l
ΩiX/S
Take integers cl such that
∑
l clp
−νl
l N = 1. Then
ω =
∑
l
cl Fpνl
l
(p−νll N ηl) = FN
(∑
l
cl η˜l
)
with η˜l ∈ F ∗NWNΩ
i
X/S such that Fp−νl
l
N
η˜l = p
−νl
l Nηl.
A second good characterization of ZNΩ
i
X/S in terms of the generalized De
Rham-Witt complex is provided by (4.9) below. This result is an analogue of the
exact sequence [9] II(1.2.2):
0→WΩi−1
(Fn,−Fnd)
−→ WΩi−1 ⊕WΩi
(dV n+V n)
−→ WΩi →WnΩ
i → 0
which is of fundamental importance for the theory of the De Rham-Witt complex
in characteristic p.
Proposition 4.2 Let f : X → S = Spec A be a smooth projective morphism
and assume that the ring A is e´tale over a polynomial ring Z[ 12 ][x1, . . . , xr]. Take
N > 1 and recall from (1.14) the definition of ZNΩ
i
X/S . Then one has the exact
sequences
0→ OX
VN−→WNOX −→WN−1O → 0 (4.8)
and for all i ≥ 1
0→ ZNΩ
i−1
X/S
(1,− 1
N
d)
−→ Ωi−1X/S⊕Ω
i
X/S
dVN+VN−→ WNΩ
i
X/S −→WN−1Ω
i
X/S → 0. (4.9)
with a slight abuse of notation, in that the map VN is actually 1l ◦ VN with 1l :
W2N−1Ω
•
X/S →WNΩ
•
X/S the standard truncation.
Proof It is immediately obvious from the definitions and constructions in Sec-
tion 2 that the sequence (4.8) is exact. The only point where it is not immediately
obvious from the definitions and constructions in Section 3 that the sequence (4.9)
is exact, is at Ωi−1X/S ⊕ Ω
i
X/S .
The composite map Ωi−1X/S⊕Ω
i
X/S
dVN+VN−→ WNΩ
i
X/S
FN−→ ΩiX/S is in fact d+N .
This shows
ker
(
Ωi−1X/S ⊕ Ω
i
X/S
dVN+VN−→ WNΩ
i
X/S
)
⊂ image
(
ZNΩ
i−1
X/S
(1,− 1
N
d)
−→ Ωi−1X/S ⊕ Ω
i
X/S
)
For the ⊃-inclusion we note that by (4.4) with i− 1 in place of i it suffices to show
that the composite map
F ∗NWNΩ
i−1
X/S
(FN ,−FNd)
−→ Ωi−1X/S ⊕ Ω
i
X/S
dVN+VN−→ WNΩ
i
X/S
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is zero. Since by definition F ∗NWNΩ
i−1
X/S = A ⊗WNA WNΩ
i−1
X/S this means that we
must show for a ∈ A and ω ∈ WNΩ
i−1
X/S
dVN (aFNω) = VN (aFNdω).
With the relations in (3.3) the left hand side can be written as d((VNa)ω), while
the right hand equals (VNa)dω. These two are equal since VNa ∈ WNA. This
completes the proof.
With the techniques of the preceding proofs we can now also prove the claim
made at the end of Remark 1.4.
Proposition 4.3 Let f : X → S = Spec A be a smooth projective morphism
such that the ring A is e´tale over a polynomial ring Z[ 12 ][x1, . . . , xr] and H
m
DR(X/S)
and Hm−i(X,ΩiX/S) are free A-modules for all m, i. Fix N ≥ 2 and assume that
Hj(X,ZpΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j and
all prime numbers p dividing N.
(4.10)
Then
Hj(X,ZNΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j. (4.11)
Proof Step 1. Consider the prime decomposition N =
∏
l p
νl
l . Fix i, j. As-
sume that for every pl with νl > 0 the map H
j(X,Zpνl
l
ΩiX/S) → H
j(X,ΩiX/S) is
an isomorphism and call this map ρl. Note that multiplication by Np
−νl
l induces a
map
Hj(X,Zpνl
l
ΩiX/S)
·Np
−νl
l−→ Hj(X,ZNΩ
i
X/S).
Choose integers cl such that
∑
l clNp
−νl
l = 1. Then∑
l
clNp
−νl
l ρ
−1
l : H
j(X,ΩiX/S)→ H
j(X,ZNΩ
i
X/S)
is an inverse for the map in (4.11).
Step 2. The problem is thus reduced to showing that if p is a prime number
for which (4.10) holds, then for every ν ≥ 1
Hj(X,ZpνΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j. (4.12)
The basic relationship between the Frobenius operator Fp and the inverse Cartier
operator C−1 is expressed in the following commutative diagram
F ∗pWpΩ
i
X/S
Fp
−→ ZpΩiX/S
↓ ↓
(A/pA)⊗A ΩiX/S
C−1
−→ (ZpΩiX/S)/(dΩ
i−1
X/S + pΩ
i
X/S)
(4.13)
where the left hand vertical map is the one induced by the standard truncation
WpΩ
i
X/S → Ω
i
X/S and the right hand vertical map is the obvious one. In the
notation (A/pA)⊗A the ring A/pA is an A-module via the ring homomorphism
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A → A/pA , a 7→ ap mod p. Composing with Fpν : F ∗pν+1Wpν+1Ω → F
∗
pWpΩ
i
X/S
in the upper left hand corner we obtain the commutative diagram
F ∗pν+1Wpν+1Ω
=
−→ F ∗pν+1Wpν+1Ω
Fpν ↓ ↓ Fpν+1
F ∗pWpΩ
i
X/S
Fp
−→ ZpΩiX/S
↓ ↓
(A/pA)⊗A ΩiX/S
C−1
−→ (ZpΩiX/S)/(dΩ
i−1
X/S + pΩ
i
X/S)
According to [10] thm. 7.2 the inverse Cartier operator C−1 is an isomorphism.
Taking cokernels of the vertical composite maps and using (4.4) one obtains an
isomorphism
(A/pA)⊗A
ΩiX/S
ZpνΩiX/S + pΩ
i
X/S
≃
−→
ZpΩ
i
X/S
Zpν+1Ω
i
X/S + pΩ
i
X/S
.
On cohomology this gives an isomorphism
Hj
(
X, (A/pA)⊗A
ΩiX/S
ZpνΩiX/S + pΩ
i
X/S
)
≃
−→ Hj
(
X,
ZpΩ
i
X/S
Zpν+1Ω
i
X/S + pΩ
i
X/S
)
.
Since the Frobenius endomorphism A/pA → A/pA , a 7→ ap, is a flat map the
group on the left hand side is isomorphic to
(A/pA)⊗A H
j
(
X,
ΩiX/S
ZpνΩiX/S + pΩ
i
X/S
)
.
Hypothesis (4.10) implies that the group on the right hand side is isomorphic to
Hj
(
X,
ΩiX/S
Zpν+1Ω
i
X/S + pΩ
i
X/S
)
.
These arguments show in particular:
if Hj
(
X,
ΩiX/S
ZpνΩiX/S + pΩ
i
X/S
)
= 0 then Hj
(
X,
ΩiX/S
Zpν+1Ω
i
X/S + pΩ
i
X/S
)
= 0.
This implication can be combined with implications resulting from the exact coho-
mology sequences of the short exact sequences of sheaves
0→
ΩiX/S
ZprΩiX/S
·p
−→
ΩiX/S
Zpr+1Ω
i
X/S
−→
ΩiX/S
Zpr+1Ω
i
X/S + pΩ
i
X/S
→ 0
for every r ≥ 0. This leads to the conclusion:
If Hj
(
X,
ΩiX/S
Zpν−1Ω
i
X/S
)
= Hj
(
X,
ΩiX/S
ZpνΩiX/S
)
= 0 for all j,
then Hj
(
X,
ΩiX/S
Zpν+1Ω
i
X/S
)
= 0 for all j.
Thus we can derive (4.12) from (4.10) by induction.
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5 The conjugate filtration and ordinariness: Act 2
5.1 The generalized Hodge-Witt complex. Let X be a scheme on which
2 is invertible. For n ∈ N we define the generalized Hodge-Witt complex of level n
on X to be the graded algebra
WnΩ
⊕
X :=
⊕
i≥0
WnΩ
i
X [−i] (5.1)
with zero differential. As graded algebras WnΩ
⊕
X and WnΩ
•
X are the same, but
they carry different differentials. The fundamental relation
dFN = NFNd
implies that the maps FN : WnNΩ
i
X → WnΩ
i
X together yield, for every n, a
homorphism of differential graded algebras
ΦN : WnNΩ
⊕
X −→ WnΩ
•
X{N}. (5.2)
Not only is ΦN a homorphism of differential graded algebras, but it preserves
several other important algebraic structures: see (5.3)–(5.10).
For k > n one has the commutative square
WkNΩ
⊕
X
ΦN−→ WkΩ
•
X{N}
1l ↓ ↓ 1l
WnNΩ
⊕
X
ΦN−→ WnΩ
•
X{N}
(5.3)
in which the vertical maps are the canonical truncation maps.
For K|N one has the commutative square
WnNΩ
⊕
X
ΦN−→ WnΩ
•
X{N}
FN/K ↓ ↓ 1l
WnKΩ
⊕
X
ΦK−→ WnΩ
•
X{K}
(5.4)
For K|N one has the commutative diagram
WnKΩ
⊕
X
ΦK−→ WnΩ
•
X{K}
1l ◦ VN/K ↓ ↓ ·N/K
WnNΩ
⊕
X
ΦN−→ WnΩ
•
X{N}
(5.5)
The fundamental relation
dFm = mFmd
also shows that there is a homomorphism of differential graded algebras
Fm :WnmΩ
•
X −→WnΩ
•
X , Fmα = m
iFmα for α ∈ WnmΩ
i
X (5.6)
and similarly for W .Ω
⊕
X in place of W .Ω
•
X . The following square is commutative
WmnNΩ
⊕
X
ΦN−→ WmnΩ
•
X{N}
Fm ↓ ↓ Fm
WnNΩ
⊕
X
ΦN−→ WnΩ
•
X{N}
(5.7)
Recall that we defined the ideal J •X/S,n in WnΩ
•
X by the formulas in (3.12). With
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the same formulas we define the ideal J ⊕X/S,n in WnΩ
⊕
X . So as ideals J
⊕
X/S,n and
J •X/S,n are the same, but they carry different differentials. The map ΦN restricts
to a homomorphism of differential graded ideals
ΦN : J
⊕
X/S,nN −→ J
•
X/S,n{N}. (5.8)
Modding out by these ideals we get the relative generalized Hodge-Witt (resp. De
Rham-Witt) complex of level n:
WnΩ
⊕
X/S :=WnΩ
⊕
X/J
⊕
X/S,n , WnΩ
•
X/S :=WnΩ
•
X/J
•
X/S,n. (5.9)
The map Φ induces a homomorphism of differential graded algebras
ΦN : WnNΩ
⊕
X/S −→ WnΩ
•
X/S{N}. (5.10)
Fact: There are obvious analogues of (5.3)–(5.7) with X/S instead of X .
Remark 5.1 If X is a smooth scheme over a perfect field of characteristic
p > 2, if n = N = pj and if we restrict to the p-typical parts, then ΦN induces on
the cohomology sheaves the higher Cartier isomorphism C−j of [9] p. 77. In the
same situation, with j = 1, the map Φp plays a decisive role in Deligne and Illusie’s
algebraic proof of the degeneration of the Hodge-to-De Rham spectral sequence;
see [5] thm. 2.1.
5.2 From Hodge-Witt to De Rham-Witt. From now on we assume that
f : X → S = Spec A is a smooth projective morphism in which the ring A is e´tale
over a polynomial ring Z[ 12 ][x1, . . . , xr] and that H
m
DR(X/S) and H
m−i(X,ΩiX/S)
are free A-modules for all m, i.
Note that the smoothness of X over S and flatness of A over Z imply that there
is no i!-torsion in ΩiX/S and hence that
W1Ω
•
X/S = Ω
•
X/S .
Fix N ∈ N. The homomorphism ΦN from (5.10) induces on the m-th hypercoho-
mology the map
ΦN :
⊕
j
Hm−j(X,WNΩ
j
X/S) −→ H
m(X,Ω•X/S{N}). (5.11)
Since the De Rham cohomology groups are free A-modules and A is flat over Z we
have
Hm(X,Ω•X/S{N}) = H
m
DR(X/S){N}.
Proposition 5.2 ΦN relates as follows to the structures on H
m
DR(X/S){N}
discussed in Section 1.
• Hodge filtration: For all N,m, i
ΦN
⊕
j≥i
Hm−j(X,WNΩ
j
X/S)
 ⊂ FiliHodgeHmDR(X/S){N}. (5.12)
• Conjugate filtration: For all N,m, i
ΦN
⊕
j≤i
Hm−j(X,WNΩ
j
X/S)
 ⊂ Filconi Hm(X,Ω•X/S{N}). (5.13)
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• Gauss-Manin connection: For all N, j
∇ ◦ ΦN
(
Hm−j(X,WNΩ
j
X/S)
)
⊂ Ω1S/Z ⊗ ΦN
(
Hm−j+1(X,WNΩ
j−1
X/S)
)
(5.14)
Proof (5.12) and (5.13) are obvious. Let us prove (5.14). Recall from (5.8)
that ΦN maps J
⊕
X/S,N into J
•
X/S,1{N}. So there is a commutative diagram with
exact rows and vertical maps ΦN :
0 → J ⊕X/S,N → WNΩ
⊕
X → WNΩ
⊕
X/S → 0
↓ ↓ ↓
0 → J •X/S,1/(J
•
X/S,1)
2{N} → Ω•X/(J
•
X/S,1)
2{N} → Ω•X/S{N} → 0
In the ladder of hypercohomology groups there is the commutative square
Hm(X,WNΩ
⊕
X/S) → H
m+1(X,J ⊕X/S,N )
↓ ↓
Hm(X,Ω•X/S{N}) → H
m+1(X,J •X/S,1/(J
•
X/S,1)
2{N})
in which the bottom map is in fact the Gauss-Manin connection. To finish the
proof we note that J 0X/S,N = 0 while for every j ≥ 1
ΦN (J
j
X/S,N ) = ΦN (d(f
∗WNOS) · WNΩ
j−1
X )
= ΦN (d(f
∗WNOS)) · ΦN (WNΩ
j−1
X ) ⊂ Ω
1
S · ΦN (WNΩ
j−1
X ).
Each Hj(X,WNΩ
i
X/S) is a module over the ring WNA. Viewing A as an
algebra over WNA via the ring homomorphism
FN :WNA→ A
we define
F ∗NH
j(X,WNΩ
i
X/S) := A⊗WNA H
j(X,WNΩ
i
X/S). (5.15)
This is a module over A. The map ΦN in (5.11) induces a A-linear map
ΦN :
⊕
j
F ∗NH
m−j(X,WNΩ
j
X/S) −→ H
m
DR(X/S){N} (5.16)
ΦN (a⊗ ω) = a · ΦNω.
Theorem 5.3 Let f : X → S = Spec A be a smooth projective morphism
with ring A e´tale over a polynomial ring Z[ 12 ][x1, . . . , xr]. Assume that H
m
DR(X/S)
and Hm−i(X,ΩiX/S) are free A-modules for all m, i. Fix N ∈ N and assume that
Hj(X,ZNΩ
i
X/S) → H
j(X,ΩiX/S) is an isomorphism for all i, j. Fix m. Then the
following three statements are equivalent
(a) For i = 0, . . . ,m:
ΦN
⊕
j≥i
F ∗NH
m−j(X,WNΩ
j
X/S)
 = FiliHodgeHmDR(X/S){N}. (5.17)
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(b) For i = 0, . . . ,m:
ΦN
⊕
j≤i
F ∗NH
m−j(X,WNΩ
j
X/S)
 = Filconi Hm(X,Ω•X/S{N}). (5.18)
(c) For i = 0, . . . ,m the map
FN : F
∗
NH
m−i(X,WNΩ
i
X/S)→ H
m−i(X,ΩiX/S) is surjective.
Proof From the discussion preceding Theorem 1.2 we know that the hypothe-
ses imply for i = 0, . . . ,m
FiliHodgeH
m(X,Ω•X/S{N})/Fil
i+1
HodgeH
m(X,Ω•X/S{N}) = H
m−i(X,ΩiX/S){N},
Filconi H
m(X,Ω•X/S{N})/Fil
con
i−1H
m(X,Ω•X/S{N}) = H
m−i(X,ΩiX/S){N}.
On the other hand it is obvious that ΦN induces maps
F ∗NH
m−i(X,WNΩ
i
X/S)→Fil
i
HodgeH
m(X,Ω•X/S{N})/Fil
i+1
HodgeH
m(X,Ω•X/S{N}),
F ∗NH
m−i(X,WNΩ
i
X/S)→Fil
con
i H
m(X,Ω•X/S{N})/Fil
con
i−1H
m(X,Ω•X/S{N}).
These are in fact equal to the map
F ∗NH
m−i(X,WNΩ
i
X/S)→ H
m−i(X,ΩiX/S){N} (5.19)
which is FN followed by reduction modN . Thus we see that statements (a) and
(b) are both equivalent to the statement that the map in (5.19) is surjective for
i = 0, . . . ,m. The latter statement is clearly also implied by (c). Conversely, since
Hm−i(X,ΩiX/S)
VN−→ Hm−i(X,WNΩ
i
X/S)
FN−→ Hm−i(X,ΩiX/S)
is just multiplication by N , we see that NHm−i(X,ΩiX/S) is contained in the image
of FN and thus we can conclude that if the map in (5.19) is surjective, then
FN : F
∗
NH
m−i(X,WNΩ
i
X/S)→ H
m−i(X,ΩiX/S)
is surjective too, i.e. (c) holds.
5.3 Compatibilities as N varies. From (5.3) we get forK|N a commutative
square ⊕
j H
m−j(X,WNΩ
j
X/S)
ΦN−→ HmDR(X/S){N}
FN/K ↓ ↓ modK⊕
jH
m−j(X,WKΩ
j
X/S)
ΦK−→ HmDR(X/S){K}
(5.20)
On one side we have the projective system of groups {HmDR(X/S){N}}N∈N} with
forK|N the reduce- modK-map. On the other side we must consider the projective
system of groups {Hm−j(X,WNΩ
j
X/S)}N∈N with for K|N the map FN/K .
From (5.5) we get for K|N a commutative square⊕
j H
m−j(X,WNΩ
j
X/S)
ΦN−→ HmDR(X/S){N}
VN/K ↑ ↑ ·N/K⊕
jH
m−j(X,WKΩ
j
X/S)
ΦK−→ HmDR(X/S){K}
(5.21)
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On one side we have the inductive system of groups {HmDR(X/S){N}}N∈N with
for K|N the map induced by multiplication by N/K. On the other side we have
the inductive system of groups {Hm−j(X,WNΩ
j
X/S)}N∈N with for K|N the map
VN/K (or rather 1l
N+N/K−1
N ◦ VN/K).
In connection with the systems on the right it may be worthwhile to note that
Z/NZ ≃
1
N
Z/Z , z mod NZ ↔
z
N
mod Z
and that via this isomorphism the map modK : Z/NZ→ Z/KZ corresponds with
the multiplication by N/K : 1NZ/Z→
1
KZ/Z and the map ·N/K : Z/KZ→ Z/NZ
corresponds with the inclusion 1KZ/Z ⊂
1
NZ/Z.
6 The conjugate filtration and ordinariness: Act 3
6.1.
The general hypotheses for this section are: f : X → S = Spec A is a
smooth projective morphism such that the ring A is e´tale over a polynomial ring
Z[ 12 ][x1, . . . , xr] andH
m
DR(X/S) andH
m−i(X,ΩiX/S) are free A-modules for allm, i.
We are going to analyse the projective systems of groups {Hj(X,WnΩ
i
X/S)}n∈N
with for k < n the map induced by the truncation 1lnk :WnΩ
i
X/S →WkΩ
i
X/S . Later
we look at the issue of surjectivity of the maps
FN : F
∗
NH
j(X,WNΩ
i
X/S)→ H
j(X,ΩiX/S).
Proposition 6.1 Under the general hypotheses of this section the sequence
0→ Hj(X,OX)
VN−→ Hj(X,WNOX)
1l
−→ Hj(X,WN−1OX)→ 0 (6.1)
is exact and the map, induced by truncation,
Hj(X,WNΩ
i
X/S)→ H
j(X,ΩiX/S) (6.2)
is surjective for all j and all N ≥ 2.
Note: we make here a slight abuse of notation by writing VN instead of 1l
2N−1
N ◦VN .
Proof Take N ≥ 2. Consider the exact sequence
0→ OX
VN−→WNOX
1l
−→WN−1O → 0
and the following piece of the associated sequence of cohomology groups
→ Hj(X,OX)
VN−→ Hj(X,WNOX) −→ H
j(X,WN−1OX)→ H
j+1(X,OX)
VN−→
One has for every k the map FN : H
k(X,WNOX)→ H
k(X,OX) and FNVN = N .
Since Hk(X,OX) is a free A-module and A is flat over Z, multiplication by N
is injective. Hence in the exact sequence of cohomology groups all maps VN are
injective and the long exact cohomology sequence splits up into the short exact
sequences (6.1).
Proposition 6.2 Fix N ≥ 2. Assume in addition to the general hypotheses of
this section that Hj(X,ZNΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j.
Then the sequence
0→ Hj(X,ΩiX/S)
VN−→ Hj(X,WNΩ
i
X/S)→ H
j(X,WN−1Ω
i
X/S)→ 0 (6.3)
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is exact for all i, j.
Proof Fix i. Set K := ker(WNΩ
i
X/S →WN−1Ω
i
X/S). The we have according
to Proposition 4.2 exact sequences
0→ ZNΩ
i−1
X/S
(1,− 1
N
d)
−→ Ωi−1X/S ⊕ Ω
i
X/S
dVN+VN−→ K→ 0 (6.4)
0→ K→WNΩ
i
X/S −→WN−1Ω
i
X/S → 0 (6.5)
The additional hypothesis and the exact cohomology sequence of (6.4) together
show that the maps
Hj(X,ΩiX/S)
VN−→ Hj(X,K) (6.6)
are surjective. Because of the relation FNVN = N and the fact that multiplication
by N on Hj(X,ΩiX/S) is injective, the map H
j(X,ΩiX/S)
VN−→ Hj(X,WNΩ
i
X/S) is
injective. Therefore the maps (6.6) are in fact isomorphisms and the exact coho-
mology sequence of (6.5) breaks up into the short exact sequences (6.3).
As a consequence of Propositions 6.2 and 4.3 we have:
Corollary 6.3 Fix N ≥ 2. Assume in addition to the general hypotheses of
this section that for all prime numbers p ≤ N condition (4.10) holds, i.e.
Hj(X,ZpΩ
i
X/S)→ H
j(X,ΩiX/S) is an isomorphism for all i, j.
Then for all i, j and for every n ≤ N the sequence
0→ Hj(X,ΩiX/S)
Vn−→ Hj(X,WnΩ
i
X/S)
1lnn−1
−→ Hj(X,Wn−1Ω
i
X/S)→ 0 (6.7)
is exact and, hence, the map, induced by truncation,
Hj(X,WNΩ
i
X/S)→ H
j(X,ΩiX/S) (6.8)
is surjective.
Fix N, i, j. Under the hypotheses of Proposition 6.1 (for i = 0) and Corollary
6.3 (for i ≥ 1) the map, induced by truncation,
1lN1 : H
j(X,WNΩ
i
X/S)→ H
j(X,ΩiX/S)
is surjective. So we can pick a basis ω1, . . . , ωh for H
j(X,ΩiX/S) and lift each ωk
to an ω˜k in H
j(X,WNΩ
i
X/S). For every n ≤ N we denote the image of ω˜k under
the standard truncation 1lNn : H
j(X,WNΩ
i
X/S)→ H
j(X,WnΩ
i
X/S) also by ω˜k.
For every n ≤ N we then have an h × h-matrix MATω˜(Fn) with entries in A
in which the k-th column gives the coordinates of Fnω˜k with respect to the basis
ω1, . . . , ωh:
(Fnω˜1, . . . , Fnω˜h) = (ω1, . . . , ωh) ·MATω˜(Fn). (6.9)
Lemma 6.4 Fix N, i, j. Assume the hypotheses of Proposition 6.1 if i = 0
and of Corollary 6.3 if i ≥ 1. Let ω1, . . . , ωh and ω˜1, . . . , ω˜h be as above. Then
for every n ≤ N and ξ ∈ Hj(X,WnΩ
i
X/S) there are unique elements al,k ∈ A for
l = 1, . . . , n and k = 1, . . . , h such that
ξ =
∑
k,l
Vl(al,kω˜k) (6.10)
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where we have simplified the notation by writing Vl instead of 1l
nl+l−1
n ◦ Vl.
Proof Fix n ≤ N and ξ ∈ Hj(X,WnΩ
i
X/S). Since ω1, . . . , ωh is an A-basis of
Hj(X,ΩiX/S) there are uniquely determined elements ak,1 ∈ A such that:
1ln1 (ξ) =
h∑
k=1
a1,kωk.
Then the truncation map 1ln2 maps ξ −
∑h
k=1 a1,kω˜k into the kernel of the map
1l21 : H
j(X,W2Ω
i
X/S) → H
j(X,ΩiX/S). From the exact sequence (6.1) resp. (6.7)
we see that there are a2,1, . . . , a2,h ∈ A such that
1ln2 (ξ −
h∑
k=1
a1,kω˜k) = V2(
h∑
k=1
a2,kωk).
Then the truncation map 1ln3 maps ξ −
∑h
k=1 a1,kω˜k −
∑h
k=1 V2(a2,kω˜k) into the
kernel of the map 1l32 : H
j(X,W3Ω
i
X/S)→ H
j(X,W2Ω
i
X/S). This kernel equals the
image of V3 : H
j(X,ΩiX/S)→ H
j(X,W3Ω
i
X/S). It is clear how one can go on this
way till one has reached (6.10).
Lemma 6.5 Fix N, i, j. Assume the hypotheses of Proposition 6.1 if i = 0 and
of Corollary 6.3 if i ≥ 1. Let p be a prime number, p ≤ N . Assume that the map
Fp : F
∗
pH
j(X,WpΩ
i
X/S)→ H
j(X,ΩiX/S) is surjective. (6.11)
Then for every ν ∈ N such that pν ≤ N the map
Fpν : F
∗
pνH
j(X,WpνΩ
i
X/S)→ H
j(X,ΩiX/S) is surjective. (6.12)
Proof Assume ν ≥ 2. Let ω1, . . . , ωh and ω˜1, . . . , ω˜h be as above. Recall that
we also write ω˜k for the image of ω˜k in H
j(X,WpνΩ
i
X/S) resp. H
j(X,WpΩ
i
X/S)
under the truncation 1lNpν resp. 1l
N
p . Then there are, according to the previous
lemma, unique elements al,k,m ∈ A such that
Fpν−1 ω˜m =
h∑
k=1
p∑
l=1
Vl(al,k,m,ω˜k).
Applying Fp we see
Fpν ω˜m =
h∑
k=1
p∑
l=1
FpVl(al,k,mω˜k) =
h∑
k=1
(ap1,k,mFpω˜k + pap,k,mωk).
This shows that with the notation from (6.9) we have
MATω˜(Fpν ) ≡ MATω˜(Fp) ·MATω˜(Fpν−1)
(p) mod p (6.13)
where for a matrix M = (am,k) we denote M
(ps) = (ap
s
m,k). Induction now shows
MATω˜(Fpν ) ≡ MATω˜(Fp) ·MATω˜(Fp)
(p) · . . . ·MATω˜(Fp)
(pν−1) mod p.
Assumption (6.11) implies that MATω˜(Fp) is invertible mod p. Thus MATω˜(Fpν )
is invertible mod p for every ν such that pν ≤ N . This in turn implies (6.12).
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Lemma 6.6 Fix N, i, j. Assume the hypotheses of Proposition 6.1 if i = 0 and
of Corollary 6.3 if i ≥ 1. Assume that for every prime number p which divides N
the map
Fp : F
∗
pH
j(X,WpΩ
i
X/S)→ H
j(X,ΩiX/S)
is surjective. Then the map
FN : F
∗
NH
j(X,WNΩ
i
X/S)→ H
j(X,ΩiX/S)
is surjective.
Proof Consider the prime decomposition N =
∏
l p
νl
l . Choose integers cl such
that
∑
l clNp
−νl
l = 1. Take ξ ∈ H
j(X,ΩiX/S). From Lemma 6.5 we know that for
every l the map
Fpνl
l
: F ∗
p
νl
l
Hj(X,Wpνl
l
ΩiX/S)→ H
j(X,ΩiX/S)
is surjective. So there are elements al,m ∈ A and αl,m ∈ Hj(X,Wpνl
l
ΩiX/S) such
that
ξ =
∑
m
al,mFpνl
l
αl,m.
Then
FN
∑
l,m
clal,mVNp−νl
l
αl,m
 =∑
l,m
clNp
−νl
l al,mFpνl
l
αl,m = ξ.
So FN is surjective.
6.2.
Theorem 5.3 raised the issue of surjectivity of the map
FN : F
∗
NH
j(X,WNΩ
i
X/S)→ H
j(X,ΩiX/S).
Lemma 6.6 reduced the problem to the surjectivity of
Fp : F
∗
pH
j(X,WpΩ
i
X/S)→ H
j(X,ΩiX/S)
for prime numbers p dividing N . Recall that in the circumstances of Proposition
6.1 and Corollary 6.3 one has short exact sequences
0→ Hj(X,ΩiX/S)
Vn−→ Hj(X,WnΩ
i
X/S)
1lnn−1
−→ Hj(X,Wn−1Ω
i
X/S)→ 0
From these sequences and the relations
FpVp = p , FpVn = VnFp if n < p
one deduces that there is a map
F p : H
j(X,ΩiX/S){p} → H
j(X,ΩiX/S){p} (6.14)
making the following square commutative
Hj(X,WpΩ
i
X/S)
Fp
−→ Hj(X,ΩiX/S)
(modp) ◦ 1lp1 ↓ ↓ modp
Hj(X,ΩiX/S){p}
Fp
−→ Hj(X,ΩiX/S){p}
Set
F
∗
pH
j(X,ΩiX/S) = (A/pA)⊗A H
j(X,ΩiX/S)
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whereA/pA is an A-module via the ring homomorphismA→ A/pA, a 7→ ap mod p.
Then F p induces the A-linear map
F p : F
∗
pH
j(X,ΩiX/S)→ H
j(X,ΩiX/S) , F p(a⊗ α) := a · F pα.
Now it is clear that
Fp : F
∗
pH
j(X,WpΩ
i
X/S)→ H
j(X,ΩiX/S) is surjective
if and only if
F p : F
∗
pH
j(X,ΩiX/S)→ H
j(X,ΩiX/S) is surjective.
To prove surjectivity for the latter F p we need all hypotheses from Setting 0.1.
So from now on f : X → S = SpecA is a smooth projective morphism of rela-
tive dimension d, such that the ring A is e´tale over a polynomial ring Z[ 12 ][x1, . . . , xr]
and HmDR(X/S) and H
m−i(X,ΩiX/S) are free A-modules for all m, i.
Let ΩdX/S,log be the sheaf of logarithmic d-forms. It is locally generated by
sections of the form
du1
u1
∧ . . . ∧
dud
ud
. (6.15)
We assume that Hd(X,ΩdX/S) is a free A-module of rank 1 and that we can choose
̟ ∈ Hd(X,ΩdX/S,log) so that its image ̟1 in H
d(X,ΩdX/S) is an A-basis of the
latter. Using the product map
Hj(X,ΩiX/S)×H
d−j(X,Ωd−iX/S)→ H
d(X,ΩdX/S)
in the Hodge cohomology algebra and the chosen ̟ we define the bilinear pairing
〈 , 〉 : Hj(X,ΩiX/S)×H
d−j(X,Ωd−iX/S)→ A s.t. α · β = 〈α, β〉̟1. (6.16)
We assume that this pairing is non-degenerate for all i, j.
Theorem 6.7 Fix N ≥ 2. Assume in addition to the above hypotheses that
Hj(X,ZpΩ
i
X/S) → H
j(X,ΩiX/S) is an isomorphism for all i, j and for all prime
numbers p ≤ N . Then for all i, j and for every prime number p ≤ N the map
F p : F
∗
pH
j(X,ΩiX/S)→ H
j(X,ΩiX/S){p}
is an isomorphism.
Proof A section of the form (6.15) can be lifted to a section
(u1 · . . . · ud)
−1du1 ∧ . . . ∧ dud
of WnΩ
d
X/S for every n. Thus we get a morphism of sheaves
ΩdX/S,log →WnΩ
d
X/S
which composes with the truncation 1ln1 : WnΩ
d
X/S → Ω
d
X/S to the inclusion
ΩdX/S,log ⊂ Ω
d
X/S . Let ̟n ∈ H
d(X,WnΩ
d
X/S) denote the image of ̟ under the
map Hd(ΩdX/S,log)→ H
d(WnΩ
d
X/S). Using the formulas (3.3), first on sections and
then on cohomology, one checks
Fl̟nl = ̟n for all n, l. (6.17)
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Take a basis ω1, . . . , ωh for H
j(X,ΩiX/S) and a basis η1, . . . , ηh for H
d−j(X,Ωd−iX/S)
such that the matrix
(〈ωk, ηm〉)m,k
is invertible over A; for this we use the assumption that the pairing 〈 , 〉 is non-
degenerate. Lift each ωk to an ω˜k in H
j(X,WNΩ
i
X/S) and lift each ηm to an η˜m in
Hd−j(X,WNΩ
d−i
X/S). Then, as in Lemma 6.4, there are unique elements al,k,m ∈ A
such that in Hd(X,ΩdX/S)
ω˜k · η˜m =
∑
l
Vl(al,k,m̟N ). (6.18)
Note a1,k,m = 〈ωk, ηm〉. Let p be a prime number, p ≤ N . Apply the operator
Fp ◦ 1l
N
p to (6.18):
(Fp ◦ 1l
N
p ω˜k) · (Fp ◦ 1l
N
p η˜m) = (a
p
1,k,m + pap,k,m)̟1.
Taken modulo p this relation reads
〈F p(ωk mod p), F p(ηm mod p)〉 = 〈ωk mod p , ηm mod p〉
p.
In matrix form this is
MATω(F p)
transpose · (〈ωk, ηm〉) ·MATη(F p) ≡ (〈ωk, ηm〉
p) mod p.
So the matrix MATω(F p) is invertible over A/pA.
Remark 6.8 For (i, j) 6= ( d2 ,
d
2 ) one can, after an initial choice of bases
{ω1, . . . , ωh} for Hj(X,ΩiX/S) and {η1, . . . , ηh} for H
d−j(X,Ωd−iX/S), change the lat-
ter by means of the matrix (〈ωk, ηm〉)
−1 and thus obtain a basis {ζ1, . . . , ζh} for
Hd−j(X,Ωd−iX/S) such that
〈ωk, ζm〉 = δk,m (Kronecker’s delta)
Then the above proof shows
MATζ(F p) = MATω(F p)
transpose inverse (6.19)
APPENDIX: Formal groups in the background
Behind the structures in Proposition 6.1 and Corollary 6.3 one can see for-
mal groups. In this appendix we discuss the formal groups for Proposition 6.1,
leaving the ones for Corollary 6.3 for future investigations. The formal groups for
Proposition 6.1 are well known and were introduced by Artin and Mazur [1] as a
generalization of the classical construction/definition of the formal Picard group:
the latter is based on deformation of H1(X,O∗X); the new ones are based on defor-
mation of Hj(X,O∗X) for any j. Despite the abstract appearance of their definition
these formal groups are often very manageable objects which can be used for con-
cretely computing the action of Frobenius operators on the cohomology of sheaves
of generalized Witt vectors.
We place our discussion of the Artin-Mazur formal groups in the geometric
setting of this paper, i.e. X, S and A are as in Setting 0.1. Unlike “ordinariness”
Artin-Mazur formal groups require no further restrictive conditions; everything
works with the original X, S and A .
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The Artin-Mazur formal group Hj(X, Gˆm,X) is defined as follows (m in the
notation Gˆm,X refers to the multiplicative formal group). Let NilalgsA denote the
category of nil-A-algebras, i.e. associative commutative A-algebras without unit
element in which every element is nilpotent. For a nil-A-algebra N we have the
sheaf of nilalgebras OX ⊗A N on X. For local sections x and y of OX ⊗A N we set
x ⋆ y = x+ y − xy.
The sheaf OX ⊗A N with the binary operation ⋆ on its local sections is a sheaf of
abelian groups on X, which we denote by Gˆm,X(N ). One defines Hj(X, Gˆm,X) to
be the functor
Hj(X, Gˆm,X) : NilalgsA → Abelian groups
(6.20)
N 7→ Hj(X, Gˆm,X(N )).
In the categoryNilalgsA one has in particular the nilalgebras tA[t]/(t
n+1) for n ≥ 1.
Noticing that
Gˆm,X(tA[t]/(t
n+1)) = 1 + tOX[t]/(t
n+1) =WnOX
we recover the Witt vector cohomology groups
Hj(X, Gˆm,X(tA[t]/(t
n+1))) = Hj(X,WnOX).
According to Proposition 6.1 the truncation maps
Hj(X,WnOX)→ H
j(X,Wn−1OX)
are surjective. So the limit lim←nH
j(X,WnOX) contains elements which project
onto a basis of Hj(X,OX) as A-module. A convenient notation for an element of
lim←nH
d(X,WnOX) is γ(t). For
γ(t) ∈ lim
←n
Hd(X,WnOX)
we construct, as follows, a functorial homomorphism
γ : N → Hj(X, Gˆm,X(N ))
from on the one side the functor NilalgsA → Sets which assigns to a nilalgebra N
the underlying set N to on the other side the functor which assigns to N the set
underlying the group Hj(X, Gˆm,X(N )). For the construction of γ take a nilalgebra
N and an element u ∈ N . There is then an n ∈ N and an algebra homomorphism
g : tA[t]/(tn+1)→ N , g(t) = u.
This g induces a group homomorphism
g∗ : H
j(X,WnOX)→ H
j(X, Gˆm,X(N )).
We define
γ(u) = g∗(γ(t)) ∈ H
d(X, Gˆm,X(N )).
and obtain thus a map of sets
γ : N → Hj(X, Gˆm,X(N )) , u 7→ γ(u).
The functoriality of this construction is obvious.
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Now fix elements γj,1(t), . . . , γj,h0j (t) in lim←nH
j(X,WnOX) such that their
images in Hj(X,OX) constitute an A-module basis. Then the above construction
gives a functorial map
(γj,1, . . . , γj,h0j ) : N
×h0j → Hj(X, Gˆm,X(N ))
(u1, . . . , uh0j ) 7→
∑h0j
k=1 γk(uk)
(6.21)
Proposition 6.9 (6.21) is a functorial bijection for every j.
Proof First note that by a simple inductive limit argument it suffices to show
bijectivity only for nilalgebras which are finitely generated over A. For the finitely
generated nilalgebras one proceeds by induction along so-called small extensions : a
small extension is a surjective algebra homomorphism N ։ N ′ with kernel gener-
ated by a single element ǫ such that ǫN = 0. For every finitely generated nilalgebra
N the trivial map N → 0 is the composite of finitely many small extensions.
For the induction step ones notes that
Gˆm,X(ǫA)) = 1 + ǫA⊗OX
log
≃ ǫA⊗OX
and hence
Hj(X, Gˆm,X(ǫA))
log
≃ Hj(X,OX ⊗ ǫA) = H
j(X,OX)⊗ ǫA
basis
≃ (ǫA)×h
0j
. (6.22)
For a small extension ǫA →֒ N ։ N ′ the sequence of sheaves of groups on X
0→ Gˆm,X(ǫA)→ Gˆm,X(N ))→ Gˆm,X(N
′)→ 0 (6.23)
is obviously exact. There is, by functoriality, a commutative diagram
(ǫA)×h
0j
→֒ N×h
0j
։ (N ′)×h
0j
↓ ↓ ↓
Hj(X, Gˆm,X(ǫA)) → Hj(X, Gˆm,X(N )) → Hj(X, Gˆm,X(N ′))
(6.24)
in which the vertical maps are given by (6.21) and the bottom row is part of the
exact sequence of cohomology groups associated with (6.23):
0→ H0(X, Gˆm,X(ǫA))→ H0(X, Gˆm,X(N )) → H0(X, Gˆm,X(N ′)) →
→ H1(X, Gˆm,X(ǫA))→ . . . . . . . . . → Hd−1(X, Gˆm,X(N ′)) →
→ Hd(X, Gˆm,X(ǫA))→ Hd(X, Gˆm,X(N )) → Hd(X, Gˆm,X(N ′)) → 0
The proposition can be proved by a double induction with inside an induction for
j = 0, . . . , d an induction along small extensions. The result for j − 1 provides
surjectivity of Hj−1(X, Gˆm,X(N )) → H
j−1(X, Gˆm,X(N
′)) and thus injectivity of
Hj(X, Gˆm,X(ǫA))→ Hj(X, Gˆm,X(N )). Knowing this injectivity and assuming that
in (6.24) the left and right vertical maps are bijective one can conclude that the
middle map is bijective too.
A functorial bijection such as (6.21) is called a coordinatization of the functor
Hj(X, Gˆm,X). A functor which allows such a coordinatization (i.e. a functorial
bijection to the set valued functor N 7→ N×h for some h) is called a formal group.
So in the circumstances of Setting 0.1 the Artin-Mazur functors are indeed formal
groups.
There is a converse to the above result in that every coordinatization of the func-
tor Hj(X, Gˆm,X) provides a set of elements in lim←nH
j(X,WnOX) such that their
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images in Hj(X,OX) constitute an A-module basis. To see this one just has to eval-
uate the coordinatization at the projective system of nilalgebras
{
tA[t]/(tn+1)
}
n≥1
and to observe that functoriality implies that the coordinatization
(tA[t]/(t2))h
0j
−→ Hj(X,OX)
is not only a bijective map of sets but even an A-linear isomorphism.
We are mainly interested in applying the theory to families of Calabi-Yau va-
rieties. Since we do not want to blur the picture with unnecessary technicalities
from formal group theory we assume henceforth
Hd(X,OX) ≃ A (6.25)
and we look only at the Artin-Mazur formal groupHd(X, Gˆm,X). A coordinatization
of this 1-dimensional formal group, i.e. a functorial bijection
γ : N
1:1
−→ Hd(X, Gˆm,X(N )),
provides a formal group law, i.e. a two variable power series G(t1, t2) ∈ A[[t1, t2]]:
if y1, y2 are elements in some nilalgebra N , then
γ(y1) + γ(y2) = γ(G(y1, y2)) in the group H
d(X, Gˆm,X(N )).
Since the ring A is flat over Z (i.e. the canonical map A → A ⊗ Q is injective),
there is a power series
ℓ(t) =
∑
m≥1
am
m
tm ∈ (A⊗Q)[[t]]
in one variable t with all am ∈ A and a1 = 1, such that
G(t1, t2) = ℓ
−1(ℓ(t1) + ℓ(t2)).
The fact that the coefficients of the power series G(t1, t2) have no denominators,
puts a very strong structure on the sequence {am}m≥1.
In [14] Theorem 1 it is shown how a concrete logarithm for the Artin-Mazur
formal group Hd(X, Gˆm,X) can be obtained from the defining equations when X
is a complete intersection in PN
A
. Proposition 6.10 gives the result for Calabi-Yau
varieties of dimension d (conditions d1 + . . .+ dr = N + 1 and N − s− 1 = d).
Proposition 6.10 Let A be as in Setting 0.1. Let P1, . . . , Ps be a regular
sequence of homogeneous polynomials in A[Z0, . . . , ZN ] of degrees d1, . . . , ds with
d1 + . . . + ds = N + 1 and N − s = d. Let X be the subscheme of PNA defined by
the ideal (P1, . . . , Ps). Assume X is flat over A. Then the power series
ℓ(t) =
∑
m≥1
am
m
tm
with
am := coefficient of (Z0 · . . . · ZN)
m−1 in (P1 · . . . · Ps)
m−1
is a logarithm for the Artin-Mazur formal group Hd(X, Gˆm,X).
Well-known examples in which the conditions of this Proposition 6.10 are sat-
isfied, are: ⋄ quintic hypersurfaces in P4 ⋄ intersections of two cubic hypersurfaces
in P5 ⋄ intersections of four quadrics in P7.
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[14] Theorem 2 gives a similar result for branched double coverings of PN
A
and
applies for instance to double coverings of P3
A
branched along a hypersurface of
degree 8.
Because of the enormous number of variables it is not practical to write out
the am’s explicitly for the general families in these examples. There are, however,
manageable subfamilies, like:
Example 6.11 For the family of Calabi-Yau hypersurfaces in P4 with equation
Z0Z1Z2Z3Z4 − x(Z
5
0 + Z
5
1 + Z
5
2 + Z
5
3 + Z
5
4 ) = 0
one has
am =
∑
j≥0
(−1)j
(5j)!
(j!)5
(
m− 1
5j
)
x5j .
Note that am is a polynomial of degree ≤ m− 1.
The group
lim
←n
Hd(X, Gˆm,X(tA[t]/(t
n+1))) = lim
←n
Hd(X,WnOX)
is called the module of curves on or the Cartier-Dieudonne´ module of the formal
group Hd(X, Gˆm,X). It comes equipped with operators a, Vk and Fk for a ∈ A,
k ∈ N, defined as acting on elements γ(t) ∈ lim←nHd(X, Gˆm,X(tA[t]/(tn+1))) by
aγ(t) = γ(at) i.e. induced by substution t 7→ at
Vkγ(t) = γ(t
k) i.e. induced by substution t 7→ tk
Fkγ(t) = ⊞
k−1
l=0 γ(ζ
lt1/k) with ζ primitive k-th root of unity
(6.26)
where⊞ refers to the addition in the formal group, which corresponds with the stan-
dard addition in lim←nH
d(X,WnOX). The operators Fk and Vk correspond with
the earlier defined Frobenius and Verschiebung operators on lim←nH
d(X,WnOX);
the operator a corresponds with multiplication by the element a ∈ WA.
If γ(t) projects onto an A-basis of Hd(X,OX) it gives rise to a coordinatization,
a formal group law and a logarithm
ℓ(t) =
∑
m≥1
am
m
tm
for this formal group law. Since the coordinatization maps t to γ(t) we can now
concretely compute
Fkγ(t) = ⊞
k−1
l=0 γ(ζ
lt1/k) = ℓ−1
(
k−1∑
l=0
ℓ(ζlt1/k)
)
= ℓ−1
k−1∑
l=0
∑
m≥1
am
m
(ζlt1/k)m

= ℓ−1 (akt+ higher order terms)
= akt mod t
2.
Looking back at (6.9) and the discussion preceding it we see: we have taken a basis
γ for Hd(X,OX), lifted it to an element γ(t) ∈ lim←nHd(X, Gˆm,X(tA[t]/(tn+1))) =
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lim←nH
d(X,WnOX) and computed the image of Fkγ(t) in H
d(X,OX). The con-
clusion is
MATγ(t)(Fk) = ak. (6.27)
This makes a direct link between the Frobenius operators
Fk : H
d(X,WkOX)→ H
d(X,OX)
and the coefficients of the logarithm for a formal group law of the Artin-Mazur
formal group Hd(X, Gˆm,X).
Recall the following special case of (5.14):
∇ΦkH
d(X,WkOX) = 0.
This means here concretely
∇(akγ) ≡ 0 mod k.
Let ω ∈ H0(X,Ωd
X/S) be such that
〈ω, γ〉 = 1.
The Gauss-Manin connection ∇ on HdDR(X/S) induces an action of the ring of
differential operators Diff(S/Z) (or rather of the subring generated by the deriva-
tions). From the above discussion we derive the following result which is a special
case of [13] thm. 4.6:
Proposition 6.12 With the above hypotheses and notations one has:
if the differential operator L ∈ Diff(S/Z) is such that
Lω = 0,
then
Lak ≡ 0 mod kA.
Example 6.13 (continuation of Example 6.11) For an appropriate choice of
the nowhere vanishing holomorphic 3-form ω the Picard-Fuchs operator, i.e. the
differential operator annihilating ω, is
L = θ4 − 55x5(θ + 1)(θ + 2)(θ + 3)(θ + 4) with θ = x
d
dx
.
One easily checks that for
ak =
∑
j≥0
(−1)j
(5j)!
(j!)5
(
k − 1
5j
)
x5j (6.28)
as in Example 6.11
Lak ≡ 0 mod kZ[x] (6.29)
On the other hand one has the power series
f(x) =
∑
j≥0
(5j)!
(j!)5
x5j (6.30)
which satisfies
Lf = 0. (6.31)
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The striking resemblance between (6.28) and (6.30) and between (6.29) and
(6.31) holds in great generality and shows where and how the “holomorphic solution
of the Picard-Fuchs equation near the large complex structure limit” shows up in
our “ordinary limit”.
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