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Abstract.  
High electric conductivity 82 10  S/m    and Seebeck coefficient 200 V/K  of carbon nanotubes 
(CNT) make them attractive for a variety of applications. Unfortunately, a high thermal conductivity 
3000 W~ /(m·K)  due to the phonon transport limits their capability for transforming energy between 
the heat and electricity. Here we show that increasing the charge carrier concentrations not only leads to 
an increase of both   and   , but also causes a substantial suppression of   due to intensifying the 
phonon-electron collisions. A strong transduction effect corresponding to an effective electron tempera-
ture change 2 114 7  T   was observed in a CNT device, where the local gate electrodes have con-
trolled the charge doping in the opposite ends. Transduction between the heat and the energy of the elec-
tron subsystem corresponds to an impressive figure of merit cold 5.6 1.7 ZT  and the transduced power 
density ~ 80coolingP  kW/cm
2. 
 
1. Introduction 
Study of the electric and thermal transport on nanoscale is important to better understand the energy 
transduction mechanisms 1-12 between the heat and electricity inside the low-dimensional materials. 8, 13-
16 These have potential applications in many disciplines including nanotechnology 8, 17, remote sensing 
19, quantum and conventional digital electronics, sources of clean energy13, and cooling on nanoscale 16, 
20-23. In many applications, such as sensors and nanoelectronic elements, the conversion between the 
heat and electrical energy can be localized in nano-size regions. In such systems, the local cooling 16, 18, 
20-23 on nanoscale enables to observe and exploit low-temperature phenomena at ambient temperature, 
without any need for bulky and expensive refrigerating equipment.  
The method of the local cooling 16, 18, 20-23 uses the low energy electrons drifting through the 
quantum dot 19, 23 , whose  effective electron temperature, 
elT , reaches 20-50 K,  despite the fact that the 
ambient temperature, 
rmT , is about 300 K. Recently, the local cooling of individual  quantum dots al-
 lowed the authors16 to observe the single-electron tunneling and the localized  electron energy levels at 
room temperature 21-23. The electron thermal excitations were suppressed using the discrete energy lev-
els localized in quantum dots (QD) 16, 22, 24. During the electron transmission through a discrete energy 
level EC, the latter works as an energy filter (or as a thermal filter): only the electrons whose energy 
matches EC pass through the quantum dot, thereby leading to local cooling of an individual QD.  Unfor-
tunately, such “passive” cooling 16, 19, 21-24 has limited capability, since it works for very small systems 
with a few electrons but fails if the thermal phonons are absorbed. An alternative approach exploits an 
“active” cooling, e.g., using the solid state thermoelectric transducers 8, 13, 16, 17, which are capable of 
transforming the heat into electric energy directly. Such materials and devices utilize a dual nature of 
elementary excitations in conducting materials, which, being the carriers of electric charge, also transmit 
thermal energy owing to their finite mass. 
 In this paper, we report observation of transduction between electrical energy and the heat in a 
semiconducting carbon nanotube (CNT) whose conductivity is controlled by the local gate electrodes. 
The CNT transducer, schematically shown in Fig. 1, allows for changing the local effective electron 
temperature  elT x  in the central section C in a wide range. One sets the electron energy profile in the 
leftmost and rightmost sections of the nanotube, using the local gate electrodes Gn, positioned on the 
 
Figure 1. (a) Schematic of a transducer made of a single-wall carbon nanotube (CNT) by forming two ambipolar field-
effect transistors which are connected electrically in sequence but thermally in parallel. The pairs of side gate electrodes 
Gn (where n=1..4) are setting the sign and concentration of charge carriers in the CNT. (b) Transduction between the 
heat and electricity inside the carbon nanotube. I. Energy diagram  illustrating the cooling process due to extraction of 
the electron (blue) and hole (red) excitations from the central region C of the transducer by the transport electric current. 
Arised deficit of charge carriers in C is compensated by creating of new electrons and holes during the indirect 
interband transitions (magenta) due to absorption of acoustic phonons (green wave) coming from outside. II. Cooling: 
Electric current (magenta), flowing along the CNT, pulls out the electron (e) and hole (h) excitations from the central 
section C of the nanotube, thereby causing cooling. III. Heating: Electric current pushes the electrons and holes from the 
opposite CNT sides toward the central section, causing heating and infrared emission 18. c) An SEM image of typical 
CNT nano-circuit used in the experiments. 
 SiO2 substrate close to the CNT on its both sides (see Fig. 1a). Local value of the electrochemical poten-
tial  x  inside the CNT is controlled by applying the electric potentials L to the gates Gn (see Fig. 
1bI). This enables the electrode doping, which introduces either electrons or holes inside the leftmost or 
rightmost CNT sections, respectively. In particular, by applying a negative electric potential left
SG 0V  to 
G1,2 on the left, one creates electrons in the leftmost CNT region, while holes are created in the right-
most section by applying a positive electric potential right
SGV to G3,4 on the right (see Fig. 1a,b). The cen-
tral section C of CNT remains undoped, where only electrons and holes in equal numbers are present 
(see also the Appendix Sec. S1).  
A finite bias electric current eI , flowing along the semiconducting carbon nanotube, induces a 
gradient of charge carrier density along the sample, which leads to a finite temperature differ-
ence hot coldT T T   , where hot ( cold)T  is the temperature of the hot (cold) part of the sample. Pumping out 
of electrons and holes from C causes cooling, as seen in Fig. 1b-II. On the contrary, when the direction 
of eI  is changed to opposite, the electrons and holes are pulled toward the C section, leading to heating, 
as shown in Fig. 1b-III. Furthermore, strong pumping of electrons and holes from opposite CNT sides 
toward C causes infrared emission due to recombination 18. The thermoelectric effect is described as 
  V T where   is a linear-response, two-terminal property known as Seebeck coefficient.  
A combination of basic parameters, determining the efficiency of the thermoelectric process, 
constitutes the figure of merit 2
cold cold /ZT T   , where is the heat conductivity of the sample. Opti-
mal selection of  ,  , and   represents the major challenge for the successful solution of the thermoe-
lectric energy transformation problem. One can see that coldZT  increases with electric conductivity   
and Seebeck coefficient , but decreases with thermal conductivity . Current thermoelectric methods 
10-12 still fall short in practical implementations, since the figure of merit of available thermoelectric de-
vices is below the desirable threshold 4.cZT    
 Here we report an experimental observation of thermoelectric cooling of the electron subsystem 
in the middle region C of CNT (see Fig. 1 and Fig. S1 in Appendix), characterized by the figure of mer-
it 10 1 cZT . The CNT transducer can be regarded as a system consisting of two field-effect transis-
tors (FET) operating with the charge carriers of opposite polarity, either electrons or holes. The FETs 
are connected electrically in sequence but thermally in parallel 8. The setup ensures an appreciable effi-
ciency of the thermoelectric cooling of the electron subsystem. The key element of our thermoelectric 
nano-circuit is a single-wall semiconducting carbon nanotube situated between the two pairs of the side-
gate electrodes Gn. The electrodes control the sign and concentration of the charge carriers locally, 
thereby forming a step-wise electrochemical potential  x versus coordinate x  inside the CNT (see 
 Fig. 1a,b-I and Fig. S1 in Appendix). The bias voltage V  applied to the nanotube via the source (S) 
and drain (D) electrodes induces electric current along the CNT. This allows us to change the local ef-
fective electron temperature elT  in the middle of CNT owing to the transduction effect. The magnitude 
T  of the temperature change is deduced from the change in the position and width of spectral singu-
larity, which is manifested in the experimental curves of the source-drain electric conductance. Depend-
ing on the sign of V, the thermoelectric effect causes either cooling or heating of the electron subsys-
tem inside the CNT, as illustrated by the diagrams shown in Figs. 1b I-III,  
Basic parameters  ,  , and  , determining the transduction effect in the carbon nanotube, are 
discussed in Appendix. It is commonly recognized (see, e.g., Refs. 25, 26) that one may achieve impres-
sive magnitudes of    and   in carbon nanotube junctions. In particular, the reported values 25 of See-
beck coefficient26 are above 200 V/K, while   exceeds 
82 10  S/m . On the one hand, the semicon-
ducting carbon nanotube implemented in our nano-circuit, has appreciable values of  and  9, 25. On 
the other hand, it has a relatively high magnitude of the thermal conductivity  , which adversely affects 
the figure of merit coldZT . The thermal conductivity   is associated with the transport of electrons (e) 
and phonons (ph) as e ph    . Typically 
3, 6, 8, 9, 3 4/ 10 10   ph e , and thus    ph e . The 
large value of the thermal conductivity, =100-3000 W/(Km) , poses a well-known disadvantage (see 
Refs. 3, 6, 8, 9) of carbon nanotubes when using them as elements of thermoelectric nano-circuits, because 
it hinders conversion of the heat into the electrical energy, thus limiting the performance of the CNT 
thermoelectric nano-circuits. Physical mechanisms, reducing efficiency of the thermoelectric CNT 
nano-circuits - the backflow transport of phonons and the phonon drag - were studied in Refs. 8,13 and 
are discussed in Secs. 2-4 in Appendix.  
  Owing to the fact that the phonon contribution to the thermal transport is effectively suppressed 
due to the phonon-electron collisions (see Sec. 2 in Appendix), the resultant thermal conductance 
CNT  
is therefore remarkably low,  2 11 9CNT / 4 5 10 1.4 10 
       CNT CNTd L  W/K  where 1 3CNTd   
nm and 3 10L   m are the CNT diameter and length, respectively. Furthermore, the phonon 
transport is additionally diminished in the thermoelectric nano-circuit, becoming  
 
1
1 1
CNT Ti/CNT Ti/CNT CNT2 / 2

          . This happens because the phonons propagate mostly 
along the nanotube axis, whereas the phonon mean free path in the electrode doped left and right sec-
tions of the CNT becomes considerably shortened. On the contrary, the electrons and holes easily prop-
agate between the CNT and the metallic source and drain electrodes, thereby facilitating the thermoelec-
tric effect (see Figs. 1bII-III). Since the phonons are effectively eliminated from the thermal transport, 
the overall thermal conductance   of the whole setup shown in Fig. 1 is by three to four orders of mag-
nitude lower as compared to the known value for the single-wall carbon nanotubes. Therefore, the ener-
gy dissipation due to a heat leakage to the substrate can be neglected (see also Sec. S3 in Appendix). 
This allows one to achieve a considerable increase of the 
cZT  value in the setup shown in Figs. 1, S1. 
2. Experimental section 
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Figure 2. (a) Differential conductance of the CNT nano-circuit consisting of two ambipolar field transistors with Ti source 
and drain electrodes before and after annealing. (b) Determination of the effective electron temperature. Measured 
differential conductance  eG V  of the CNT thermoelectric circuit with Ti electrodes at the bath temperature of 77 K. 
Blue curve is for the cooling process sketched in Fig. 1bII, whereas the red curve is for the heating process shown in Fig. 
1bIII. Localized energy levels are identified as sharp features in the conductivity in the energy interval from 125 to 150 
meV (marked by dashed line). A blowup of this region is shown in the inset. From the plot we find that 
1.75 0.5  
cool
meV and
hot 5.6 0.7    meV giving an estimate of Thot-Tcold~114 7 K. 
 
 2.1. Materials and sample preparation 
The carbon nanotubes were grown in a chemical vapor deposition (CVD) chamber using an optimized 
catalyst and annealing process. The catalyst consists of Fe(NO3)3.6H2O (0.2 g) and Alumina nano-
particles (5 nm, 0.4 g) in 10 ml of deionized water. The substrates, p-doped silicon with a 300 nm or 1 
m thermal oxide layer, are then dipped in the solution such that only a thin layer of solution is left on 
the substrate edge. Traditionally, the catalyst solution is spun onto the substrate; we have found that 
while this yields a large number of tubes they are densely packed and curved, thus being unsuitable for 
nano-fabrication. The dipping method, however, yields a low to moderate density of tubes, depending 
strongly on the concentration of FeNO3 in the solution. We position the substrate inside the CVD 
chamber in such a way that the catalyst dipped edge is perpendicular to the flow of gases. This is done 
so as to get the tubes to fall in the catalyst-free region of the substrate.  
CNT grown at higher temperature are usually linear and their size can go up to a few centimeters 
in length. Hence, they are ideal for fabricating of nano-circuits. During the early stages of fabrication, 
our focus was to find nanotubes which had ambipolar field-effect transistor (FET) behavior and low 
interface resistance. Summary of the CNT growth conditions used in the experiments is given in Table 
1.  
2.2. Apparatus 
The nanotubes were first characterized using both AFM and SEM techniques. From these 
measurements, and from electric characterization, we determined that the nano-tubes grown at 900C 
were semiconductor-like. The CNT thermoelectric nano-circuits were fabricated using conventional 
electron beam lithography on a single CNT, thin-film metal deposition, and lift-off. SEM images of a 
 
Table 1. The experimental parameters used to grow nanotubes and the variations produced by the different growth 
methods. 
 
Growth Temp. 
(C) 
CH4 flow 
(sccm) 
H2 flow 
(sccm) 
Argon 
flow 
(sccm) 
Comment  
900 900 140 100 Usual method, long tubes 
800 450 70 50 Growth is similar to 900 C condi-
tion 
700 450 70 50 Shorter tubes and low density 
1000 100 350 0 cm-long straight tubes 
 
 
 typical fabricated structure is shown in Fig. 1c. The nano-circuit consists of the central wire (CNT), and 
the side gates fabricated parallel to the CNT, and spaced nominally from 300 to 400 nm from the CNT. 
Finally, along the CNT itself, a conventional four-probe structure is fabricated in order to both 
characterize the tube and drive the thermoelectric circuit. After all of the structures are fabricated and 
connected to larger bonding pads, the area surrounding the tube, which is protected via resist, is cleaned 
of any stray tubes using oxygen etching. This is done to ensure that the side gates are not shorted to the 
device.  
The ambipolar CNT field effect transistor behavior had been obtained using the titanium con-
tacts with the thickness of about 50 nm. Initially, the devices had too high interface resistance; Anneal-
ing such devices at 270 C for 20 minutes reduces the contact resistance to about 20 k, A typical FET 
behavior for a CNT device with Ti contacts before and after annealing is shown in Fig. 2(a).  
3. Results and discussion 
3.1. Localized electron spectral singularity 
Central result of this work is presented in Fig. 2(b) where the differential conductance dI/dV(V) 
 Ge(V)  in units of microSiemens is plotted against the bias voltage across the CNT. The dependence 
displays hysteresis for different directions of sweeping the bias voltage. This type of hysteresis is not 
sensitive to annealing but instead strongly depends on the difference of the side gate potentials. We at-
tribute the hysteretic behavior to manifestation of the energy levels27 localized in the central part C of 
the nano-circuit (cf. Fig. 1a,c, 1S). Their position and width depends on the difference of the side gate 
potentials right leftSG SGV V , as is evidenced by respective features in the  eG V  curves (cf. Fig. 2(b). The 
features depend on a change T  of local temperature T versus direction of the electron current (cf. Figs. 
1bI and 1bII). With an appropriate calibration, it allows for mapping 28 the level shift E and broaden-
ing  to the temperature T of the active region. At rightSG   25V   V and 
left
SG   -3.5V   V for the curves in 
Fig. 2(b), the individual FET conductance was about 10.5 S. Individual FETs are 2 m each and the 
central part is 0.8 m. The entire length of the device was around 5 m. We used this circumstance to 
identify the energy levels EC localized in the active region C, as is shown in the inset of Fig. 2(b).  
3.2. Deducing of the intrinsic electron temperature 
The obtained experimental data allowed us to determine the local intrinsic temperature change of 
the middle CNT region as follows. Because the local intrinsic temperature depends on the coordinate x  
along the CNT axis, and the local resistance  ,CNTR T x  of the CNT is temperature-dependent, this al-
lows for identifying the energy level EC localized in the central active region C from sharp features in 
the differential source-drain conductance curves  eG V . The local effective electron temperature 
  elT x  is inferred 
28 by measuring the level width  cold hot and the shift 0E  of the position of an energy 
level EC localized in the active central (C) region of CNT.  
The temperature dependence  0 T  is derived 
28 by fitting the sharp features with the Gauss 
bell curves as was suggested earlier in Ref. 29. Comparing the  eG V  curves, measured at different 
V corresponding to a variety of  elT x  in the region C, we identify the localized levels EC, whose posi-
tion and width are changed versus V . The shifts 1,2 of the level positions occur owing to the electric 
resistance change of the active region C during the thermoelectric heating and cooling cycles. The sharp 
features in the  eG V  curve, corresponding to the energy levels EC localized in the active region, are 
shown in the inset of Fig. 2(b). Let us consider the two minima in the  eG V  curve, visible in Fig. 
2(b). One can notice that the width hot(cold)  of the mentioned minima is significantly different for the red 
(hot) and blue (cold) curves, i.e., hot cold   . By fitting the experimental data with the Gauss bell 
curves (dash-dotted curves in the inset of Fig. 2(b) we find hot 5.6 0.7    meV and 
1.75 0.5  
cool
meV where the corresponding fitting error   is determined by the number of exper-
imental points used for averaging. The large magnitude of   is caused by a considerable noise level 
during the measurement. The mapping of the level width hot(cold)  to the intrinsic temperature hot(cold)T of 
the active region is accomplished by determining the dependence of the level width  0 bathT  versus the 
bath temperature bathT  (see Ref. 
28) from the  eG V  curves measured when setting VSG=0. The steady-
state temperature dependence  0 bathT  is then used for calibrating the local temperature CT  at finite 
VSG 
28, 29. 
3.3. The deduced figure of merit 
Our experimental results suggest that the electric current along the nanotube induces an impres-
sive change of local temperature 2 114 7  T  K inside the central CNT section. Depending on the 
direction of the source-drain current, the temperature either increases from the liquid nitrogen tempera-
ture 77T K up to hot 134 8 T  K, or decreases from 77T K down to about cold 20 6T K, thus 
evidencing a strong thermoelectric effect. We determine the dimensionless figure of merit 2coldZT using a 
condition that the maximum temperature change maxT  is defined by 
 2 2 2max cold cold/ 2 / 2,   eT G T ZTS  giving an impressive value cold max cold2 / 5.6 1.7   ZT T T  for our 
nano-circuit.  
 The figure of merit coldZT  can be further improved by increasing the source-drain bias voltage, 
because this allows one to pull out more electrons from the C section toward the left CNT end and holes 
toward the right CNT end due to increasing the bias electric current. In this experiment, we used a max-
imum voltage of 200 mV, where the effect of cooling is expected to be higher than at V~130 mV (cf. 
Fig. 2(b)). Although we have not observed any spectral singularities at a higher ~200 mVV , which 
can be used for determination of T, we can extrapolate the values deduced for ~130 mV (i.e., using 
2 114 7  T  and cold 5.6 1.7 ZT  as the reference points). Then, applying the energy balance condi-
tion derived in S4 of Appendix, we obtain the values of 64 8 KT    and cold 10 2.8 ZT . Estimated 
cooling power density is Pcooling ~ 80 kW/cm
2 for our CNT transducer where Rcontact ~ 100 kwith the 
CNT/Ti contacts. The overall transducing power can be increased additionally by decreasing Rcontact, in-
creasing V  and the local gate voltages right leftSG SGV V , and also by scaling up to large CNT networks and 
arrays.  
4. Conclusion 
In conclusion, we studied the transduction of the heat and electrical energy inside a carbon nano-
tube. In contrast to conventional semiconducting transducers, where increasing the carrier concentration 
causes an increase of    but reduces   and increases  , the CNT shows a remarkably different behav-
ior. When the charge carrier concentration is increased,   and   both grow, while   decreases. This 
results in appreciable ZT and densities of transduced power Pcooling~80 kW/cm
2; this magnitude can be 
increased further using the voltage-controlled spectral singularities and filtering the electric/heat cur-
rents, as suggested in Refs. 8 13.  
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Appendix: Parameters and theoretical model of the CNT transducer 
S1. Peltier cooler efficiency and the phonon contribution to the thermal flux 
 
Figure S1 | Schematics of the Peltier cooling in CNT. (a) Spatial distribution of the effective temperature of electrons 
 elT x  and phonons  phT x  along the CNT for the bias voltage 135 VV   (see calculation details in Sec. A4).  The 
electron temperature  elT x  sharply drops at   / 2 / 2L x L  (i.e., in the active region C) owing to extraction of the 
electron and hole charge carriers from the C region toward the L and R sections by the flowing electric current. (b) The 
Peltier cooler formed by a CNT, resting on the dielectric SiO2 substrate. Ggl is the global gate establishing the Fermi 
energy value, Gt are the local gate electrodes. (c) The voltage biased CNT structure with the electrode doping of the L 
and R sections. The electron spectrum becomes dependent on the coordinate x along the CNT, since its profile is set by 
applying the electric potentials L to the Gt electrodes. The cooling takes place at the edges of the active region enclosed 
between the brown dash lines, in the areas denoted by the blue and red ellipses indicating where the electrons and holes 
respectively are created. 
 The idea of the carbon nanotube Peltier cooler is shown in Fig. S1. The thermoelectric cooling proceeds 
as follows. An electric current, flowing along the CNT from left to right, forces the electrons to the drift 
toward the L region, whereas the holes are drifting in the opposite direction, i.e., toward the R region. In 
this way, one extracts the charge carriers from the C region toward the L and R regions, thereby creating 
a deficit of the hole and electron excitations in the vicinity of C. The deficiency of the electron and hole 
populations causes a decrease of the local effective temperature  elT x  of electrons at /2 /2L x L    
(i.e., in the active region C) to a level far below the ambient temperature T (see the corresponding 
calculations in Sec. S4 below). Simultaneously, in the course of the electron-phonon collisions, 
considered in Sec. S2, the lowered concentration of the charge carriers tends to re-establish itself back to 
its equilibrium value, due to creating of new electron-hole pairs caused by absorption of the thermal 
phonons, thereby transferring energy from the phonon subsystem to the electron subsystem. The energy 
transfer process is accomplished in the course of the phonon-electron collisions as described in Sec. S4 
below. Therefore, the local effective temperature  phT x  of the phonon subsystem at the ends of C region 
also is lowered as compared to the ambient temperatureT , as seen in Fig. S1a, where x is the coordinate 
along the nanotube. Thus, inside the central region C, the electrons and holes are characterized by lower 
effective temperature
elT , provided that ph elT T T  , as shown in Fig. S1a. The precise relationship 
between ,  phT T and elT  depends on the amount of thermal energy, which has been transferred owing to 
backflow of the phonons from the L and R sections into the C section (see Fig. S2). The exact value of 
the transferred energy is determined by the phonon heat conductance 
ph  of the charge-doped L and R 
sections. Because the effective temperatures 
elT  and phT  of the phonon and electron subsystems differ 
from each other, this initializes the heat energy transfer inside the C section from the phonon subsystem 
to the electron subsystem.  
The dimensionless figure of merit for the cooling process is defined as 
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where
coldT  is the temperature of the cold region. The material parameters in Eq. (S1) involve Seebeck 
coefficient S , the electric conductance eG  and thermal conductance  ; the parameters determine the 
efficiency of the Peltier cooling 8, 13, 15, 16, 30-34 in the system shown in Fig. S1. From Eq. (S1) one can see 
that coldZT  increases with S  and eG , and decreases with  . On the one hand, both S  and eG  are 
roughly proportional to the electron scattering time e  that depends on the CNT purity and electron-
phonon collisions 35-37. On the other hand, in the absence of doping, the thermal conductance is 
determined mostly by the scattering time p of phonons on other phonons and also depends on the 
 interface roughness 38-44. In the course of propagation of the electron and hole excitations along the 
nanotube, they transfer part of their energy at the expense of the electron-phonon collisions to the 
phonon subsystem. A fraction of so excited phonons propagates along the nanotube, carrying the 
obtained energy away from the C section towards the nanotube ends. In the course of the reverse  
phonon-electron collisions 44, a fraction of the obtained energy is returned back to the electrons and 
holes, which eventually carry it towards the metal S and D electrodes, as denoted by the blue and pink 
arrows in Fig. S2.  
However, there are other phonons, which do not propagate along the nanotube but escape to the 
substrate 45-47. Those phonons are also responsible for the energy dissipation, since after escaping to the 
substrate, they disappear in the ambient environment and cannot return back to the nanotube. The 
relevant energy losses can be described as an effective reduction of the electron scattering time e , 
resulting in diminishing of S and eG , and therefore, in a reduction of the value of coldZT . We evaluate the 
substrate effect in Sec. S3. It is instructive to estimate the ratio of the phonons escaping into the 
substrate to the phonons reaching the metal electrodes. Therefore, below we discuss the phonon 
scattering processes determining their mean free path.  
The phonon mean free path l p p  due to phonon-phonon collisions for three-phonon umklapp 
processes, assuming / 1Bk T  , is estimated 
48 at the liquid nitrogen temperature 77T   K as 
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where 233.35 10A   2m K/s is the coupling constant in graphene, 0.65mc   is the parameter of the CNT 
curvature, and a typical frequency of thermally excited phonons is 13 1/ 10  sBk T
 . The 
corresponding phonon-phonon scattering rate is evaluated as 
 0.5 eV.
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  (S3)  
The above Eq. (S2) suggests that the electron mean free path l p p  due to three-phonon umklapp 
processes is much longer than the dimensions of the L , R , and C sections, and thus such scattering can 
be disregarded. 
 
S2. Electron-restricted phonon scattering in the gated CNT sections 
 In the process of Peltier cooling, the phonon flux comes from the outside environment toward the active 
region, i.e., in the opposite direction to the propagating electrons and holes (see Fig. S2). This part of the 
external heat flux is diminished owing to the effect of phonon-electron collisions taking place in the 
charge doped CNT sections. In an undoped CNT, in the absence of charge carriers, the phonon-electron 
scattering time formally is set as   p e . However, by applying the gate voltage, one introduces the 
charge carriers - electrons and holes - into the nanotube. Then, on the one hand,  p e  becomes finite 
outside the active region, since the charge carriers serve as scattering centers for the propagating 
phonons. On the other hand, in the undoped middle (active) region, the phonon scattering is determined 
by the phonon-phonon collisions, while the phonon-electron scattering is negligible. Therefore, in the 
middle C region, where the carriers of electric charge are absent, the phonon propagation is almost 
ballistic. On the contrary, outside the middle C region, where the gate voltages applied to the Gt 
electrodes induce the finite concentration of charge carriers in the L and R regions (see Figs. S1, S2), 
the phonons scatter on the electrons and holes 44 , thereby transmitting their energy to the charge 
carriers. The electron concentration  en x versus coordinate x is assumed to have a step-wise form. To 
find  en x more accurately, one can use, e.g., the approach 
49, 50. Owing to the phonon flux from outside 
the cooling device, the charge carriers, coming from the middle active region, are confined to the metal 
S and D electrodes. For an estimation of the electron-phonon scattering rate one can use the well-known 
expression 51  
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Figure S2 | Phonon transport inside the CNT Peltier cooler. The phonons are pushed out of the central cooled C 
region C due to collisions with the electrons drifting toward the L region of the CNT and with the holes drifting toward 
the R region. The corresponding microscopic mechanism is the e- and h-drag, originating from electron-phonon 
collisions. The electrons and holes, drifting in opposite directions under influence of the electric current, collide with 
phonons, thereby creating the force, which pushes the phonons toward the nanotube ends. On the contrary, since the 
phonon density at the nanotube ends is higher than in the central region, the backflow of phonons happens from the L 
and R regions toward the central C region. Owing to a high concentration of electrons in L region and holes in R region 
of CNT, the phonon-electron scattering causes a significant shortening of the phonon mean free path in these regions. 
Because the charge carrier concentration in the undoped C region is relatively low, the phonon mean free path there is 
large. 
 where s  is the acoustic phonon velocity, en  is the concentration of conduction electrons,  
2
0C  is the 
deformation potential,   is the mass density, and m  is the electron effective mass, typically  
0.1 0.5  em m  
35-37. The above formula (S4) is modified owing to pseudospin conservation effects 52, 
whose contribution is accounted for by introducing an additional factor 0.3 
ps
. Here we assume that 
the phonon confinement does not strongly affect the phonon-electron scattering rates. We use that 35-37 
8 27.6 10  g/cm   , 62 10 cm/s s , 
0 19 eVC  , 
9 13.671 10  men
  , which gives 1 11 1
p-e 1.5 10  s
   .  The 
effect of the global gate (which is formed at the bottom of the dielectric substrate) on en  can be 
evaluated using the formula for an electric potential difference 
GV  between the conducting wire with 
diameter d  and the horizontal plane separated by a distance h   
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where   is electric charge per unit length. The above formula (S5) gives 
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Then we find the electron density per unit length 
en  induced by the gate voltage GV  in the CNT as 
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We used that the dielectric constant of the SiO2 substrate is 3.9   and the gate voltage 10VGV  . 
Finally, for the electron density 9 13.7 10 men
  , using the CNT section length 1 10  mel   , we 
obtain 1 11 11.5 10  s    p e  and 40  eV p e . More generally, using the phonon-electron scattering 
rate / 0.05 0.5p e     p e   meV, we estimate the phonon mean free path l p e  due to the phonon-
electron collisions as 30 300 nm,p e p el s       where we used that 
42.1 10s    m/s for LA 
phonons. In a similar way, one describes effect of the side gates. In principle, by applying higher gate 
voltages, which are close to the breakdown voltage of the dielectric substrate (for the SiO2 substrate by 
thickness dSiO2 = 300 nm the maximum gate voltage achieves ~1 kV), one can achieve much higher 
electron concentrations in the gated region of CNT, 13 12 10 m en , which gives a very short phonon 
mean free path p-e 5 50 nml  owing to the phonon-electron collisions.  
This allows for estimating the phonon part of the thermal conductivity restricted by the electron 
scattering as  
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 where we used the mass density of graphene 8 2
2 7.6 10 g/cmD
  , the graphene layer thickness 
0.34 nmGd  , the electron-restricted phonon mean free path 30 300 nmp el    , and the specific heat of 
graphene 10mJ/g KGc   .  The above estimate suggests that inside the L and R sections (i. e. outside the 
C region), where the local gate voltages are applied, the phonons transfer their energy to the electrons 
and holes owing to a much slower phonon group velocity ( 2/ 10Fs v
 ). Furthermore, in the doped L and 
R regions, the phonon transport is effectively blocked owing to intensive phonon-electron collisions. In 
accordance with the Fourier law, the heat flux between the CNT and the substrate vanishes because the 
effective temperature of phonons phT  is 
equal to the temperature of the substrate. 
Due to the aforementioned reasons, the 
energy transfer from the carbon nanotube to 
the metal electrodes outside the active region 
occurs solely at the expense of the electron 
transport.  
According to Eq. (S1), other 
important characteristics determining the 
dimensionless figure of merit coldZT are the 
electric conductance eG  and Seebeck 
coefficient S . For the carbon nanotube 
structure sketched in Fig. S1, both  eG  and 
S are determined by the number of 
conducting channels N
ch
 inside the CNT 
and by the transparency T  of the contact 
between the CNT and metal electrodes, 
whereas the other mechanisms like the electron-phonon scattering and escape to the substrate can be 
neglected. This gives the conductivity  
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 where we used for the gated CNT section μ5 mL , 0.4T   , and the CNT cross section area 
2 2
CNT / 4 3nmA d   (where the CNT diameter is CNT 2 nmd  ). According to Ref. 
25, Seebeck coefficient 
for an undoped semiconducting CNT achieves  30.2 10  V/KS , which in our setup shown in Fig. S1 
 
Figure S3 | The phonon-electron scattering rate p-e  (eV) 
versus effective electron temperature Tel in units of the liquid 
nitrogen temperate nitrogen temperature 77 K. One can see that 
the ratio 
2
p-e p-p/ 10   , thereby suggesting that owing to 
the phonon-electron scattering, the phonon mean free path is 
shortened by two orders of magnitude,  as compared to the 
phonon-phonon scattering mechanisms.  
 is improved further by using the electrode doping, yielding S up to 0.510-3 V/K. Using the above 
parameters, one estimates the figure of merit as high as  10 100.coldZT  
S3. Thermal flux between the CNT and the SiO2 substrate 
Part of the thermal flux, carried by the phonons, goes from the CNT into the SiO2 substrate 
45-47, while 
the other part is directed along the CNT. For the latter fraction, the Fourier law gives 
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where q  is the heat flux density, 3600  W/( m K ) is the heat conductivity of CNT, T   is the 
temperature gradient, and we used 70 Kh cT T   and 1 mL  . The corresponding heat flux along the 
nanotube with diameter CNT 3nmd is
2 5
CNT 1.4 10  W
   x xQ d q . The boundary thermal 
conductance, according to Ref. 53 is 11   nW/K, which for the temperature difference 70h cT T   K 
gives the heat flux   1 W   y h cQ T T . Thus, the fraction of energy, which the acoustic phonons 
carry from the CNT down to the substrate is 
 0.1.
Q
Q
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Furthermore, using the known value of thermal conductance 0.014   W/mK 
54, we compute 
the transmission probability   of the phonons through the CNT/SiO2  interface. The phonon part of the 
thermal conductivity is 
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where the non-equilibrium distribution of phonons is approximated by the Bose-Einstein function with 
the effective temperatures hT and cT  for the phonon subsystems in the “cold” (c) nanotube and the “hot”  
(h) substrate  
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The above Eq. (S11) allows us to estimate the average transmission probability     through the 
CNT/SiO2  interface as 
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where cw  is the effective contact width, and  
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Then using, e.g., 85Kh cT T  ,  0.014W / m K   , and the CNT/SiO2 contact width  0.3nmcw  , 
we obtain 
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which agrees with the estimate (S10). The above Eqs.  (S10) and (S15) suggest that only a small fraction 
of phonons (about 10%), propagating in the electrically active region, penetrate from the CNT into the 
SiO2 substrate, while most of them propagate along the CNT. However, outside the active C region, the 
scenario of phonon transport becomes quite different. One the one hand, abundance of the electric 
charge carriers in the L and R sections, serving as scattering centers for propagating phonons, causes the 
phonon transport along the CNT to be blocked. On the other hand, the phonon escape from the CNT 
into the substrate also stops, since the temperature gradient vanishes.  
Besides, one can estimate the heat flux between the CNT and the SiO2 substrate using the 
Fourier law and the experimental results of Refs. 45-47.  Part of the thermal flux leaks from the CNT into 
the SiO2 substrate and is estimated to be 
 q T     (S16) 
where (in the SI units) q  is the local heat flux density, Wm 2 ,     is the material thermal conductivity, 
Wm 1 K 1  ,  T   is the temperature gradient, Km 1 . According to Refs. 45, 46, the thermal conductance 
G of a stack involving the Au/Ti/graphene/SiO2  interfaces, is defined as 
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For graphene multilayers with the number of graphene layers 1   n  10 and in the temperature range of 
50T 500 K they find 25G   MW m 2 K 1  irrespective of n at room temperature, and that the heat 
flow across the metal/graphene/SiO 2 interface is limited by G of the metal/graphene interface rather 
than by G of the graphene/SiO 2 interface. Thus, the choice of metal contacts affects both electrical and 
thermal transport in graphene devices. Then the thermal conductance of the graphene/SiO 2 interface is 
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where we assumed the graphene/SiO 2 interface thickness 2/SiG Od   1nm . Consequently, the thermal 
conductance G of the Au/Ti/graphene/SiO 2 interface is  
 
2Ti/G/SiO
W
0.006 .
m K
G x   

  (S19) 
Using the Fourier law (S9), we compare the thermal flux along the CNT relatively to the thermal flux 
between the CNT and substrate. One estimates the thermal flux density between the CNT and the 
SiO 2 substrate as  
 
2
8
/Si
6.3 10 W,h c
G O
T T
Q
d
  

      (S20) 
which gives the ratio 
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where for Q  we used the estimation (S9). This means that only ~2% or less of the total heat flux is 
directed between the CNT and the SiO 2  substrate. This ratio is much larger for graphene stripes, whose 
contact area with the SiO 2  substrate is considerably larger. Therefore, for graphene stripes, which are 
overlaid on the SiO 2  substrate, the ratio /Q Q  achieves a few percent. 
S4. Phonon drag 
While the electric current passes the active region, it is carried by electrons on the left, and by holes on 
the right, propagating in opposite directions (see Fig. S2). If the current direction is positive, the 
electrons and holes are pushed away from the active region toward the metal electrodes; thus they suck 
the thermal energy from the active region, thereby transferring it further via the metal electrodes into the 
area outside of the contact. By feeding the electric current, e.g., 0.01 mAI , one creates 
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of electron-hole pairs per second. In Eq. (S22), the number of electrons created in C is en f p
p
,  
where fp is the electron distribution function, determined by the Boltzmann equation. During their 
propagation, the electrons and holes transmit part of their energy to the phonons generated in the course 
of the electron-phonon collisions. The excited phonons propagate toward the outside area, and are 
eventually re-adsorbed back by the electrons and holes. However, according to Eqs. (S10), (S15), a 
 smaller part (~10% of the total number) of propagating phonons escape from the CNT into the substrate, 
causing the heat flux leakage. 
We assume that the leading mechanism responsible for creation of the electron and hole 
excitations in the active region C is determined by the electron-phonon collisions. The process of 
extraction of the charge carriers causes an energy drain leading to a decrease of the electron subsystem 
temperature elT . Such extraction of the electron and hole excitations from the active region toward the 
metal electrodes is described by the particle balance equation  
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where the first term in square brackets describes extraction of the quasiparticle electron and hole 
excitations from the active C region by electric current, while the second term, e-pL , is the electron-
phonon collision integral in the deformation potential approximation 36, 55-59  
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The above Eqs. (S23), (S24) are complemented by the energy balance equations taking into account that 
the e- and h-excitations are created in the course of the electron-phonon collisions. The phonon energy 
loss rate per unit volume is found using the relation 60 
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where   is the normalizing volume, and escP is the heat leakage owing to the phonon escape into the 
substrate. Assuming that the leading contribution to /qdN dt  in Eq. (S25) comes from the phonon-
electron collisions 56, 61, one writes 
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Furthermore, for calculatingP , we assume that the electron-electron collisions are sufficiently frequent 
in order to provide the use of the electron temperature approximation for the electrons. Using the above 
expressions (S25), (S26), one finds  
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where qN  is the distribution function of "hot" phonons,  
 c
qN   is the distribution function of "cold" 
phonons, and  ( )c
kf   is the distribution function of "cold" electrons. Next, we replace the summation in 
Eq. (S27) by integration as 
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where the finite electron mass m arises due to presence of electron subbands (in the CNT, typically  
0.1 0.5  em m  ) and  g  is the 1D electron density of states in the carbon nanotube 
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where d  is the carbon-carbon bond distance ( 3a d ) and r  is the nanotube radius ( 2R r ). We 
use 
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where /F Fv k m ,  which gives  
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Using the above formulas (S28)-(S30), Eq. (S27) is rewritten as 
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The last Eq. (S32) allows one to compute the loss rate of thermal energy transmitted from "hotter" 
phonons with the temperature hT  to  the colder electrons characterized by an effective temperature cT  
due to their expulsion from the active region caused by the flowing electric current. The integral (S32) is 
simplified to the form  
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where 
 1
2q Fp s  , s is the sound velocity and  qF   is the phonon density of states, and factor 
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and 
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where 62 10 m / sFv    is the Fermi velocity and 
62 10 cm / ss    is the sound velocity in the CNT. In 
the above equations, the screening effects were introduced by dividing the matrix elements 0C  by the 
dielectric function of graphene 0ph . Taking into account that the matrix elements in graphene are 
determined by the change in the overlap between the orbitals surrounding different atoms and not by a 
Coulomb potential, we set 0 1ph  . Depending on the geometry and on the ratio / 1 100 h cldT T , 
( , )x  achieves values of 310 10 , which gives an estimate 0.1 10 nWP . 
The above estimation was obtained assuming that the "hot" temperature 77KhT   and the "cold" 
temperature 0.8 8K cT . Furthermore, we assumed that phonon confinement does not influence the 
phonon-electron scattering rates. Here we used the same parameters 35, 59, 63 as listed above in Eq. (S4) 
and 
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23 1 1
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d
g
dV
  (S36) 
where cc 0.142d   nm is the spacing of the carbon atom bonds ( cc 3a d ), 2.5ppV   eV is the 
nearest-neighbor pp interaction.  
Inside the active C-region, the “hot” temperature phT of the phonon subsystem, as well as the 
“cold” temperature elT  of the electron subsystem, are computed using the above particle and energy 
balance equations (S23) and (S25). Typical result of the numeric calculations is shown in Fig. S1a. In 
this scenario, the energy deficit of the electron subsystem is compensated by the energy obtained from 
the phonon subsystem in the course of the electron-phonon collisions. Furthermore, the electron-phonon 
 scattering cause generation of a sufficient number of the new electron-hole pairs to maintain the electric 
current, which is accompanied by the outflow of charge carries from the active region. Using the energy 
and quasiparticle balance equations, we obtain two conditions determining the local effective 
temperature of electrons elT  and phonons phT inside the active region.  
Taking into account that the mean free path  e hl  of the electrons (e) and holes (h) in the active 
region is about   μ1.3 me hl  , we conclude that the change carriers, while propagating in the active 
region, transfer a smaller part (<7%) of their energy to phonons. The larger fraction (>93%) of the 
electrons and holes reaches the area outside the active region and goes to the metal electrodes. The 
phonon mean free path p pl   in the active region is determined mostly by the phonon-phonon scattering, 
which is relatively weak, therefore p pl   exceeds the length of the active region, i.e., μ1 m,p pl    
meaning that phonons practically do not collide with electrons and holes inside the neutral active region 
in the C section. Instead, a larger fraction (>90%) of phonons propagates along the nanotube, while their 
smaller part (<10%) goes into the SiO2 substrate. Upon reaching the gated sections of the nanotube, the 
phonons collide there with the charge carriers, and their mean free path becomes very short 
( μ0.3 mp el   ). For such reasons, the phonons quickly transfer their energy to the charge carriers which 
tunnel from the CNT into the metal electrodes thereafter. 
S5. Quantum capacitance 
In the experiments with the carbon nanotube field effect transistors (FET), the effect of the capacitance 
64-66 is evaluated as follows. Knowing the length of a device, one obtains a gate efficiency (typically 1 
= 0.1-1%), which allows one to determine the quantum capacitance of the nanotube Cq using the 
equation 
 
1
,q geC C



   (S37) 
where  2 / ln 4 /geC L h d  is the geometry capacitance of the nanotube, h is the thickness of the 
dielectric SiO2 between the doped Si substrate and the nanotube,  = 3.90 for SiO2, and d is the 
diameter of the nanotube. Typical geometry capacitance of the CNT device is ~10 aF, and the quantum 
capacitance is Cq~1000-2000 aF. 
The total voltage change is the sum of these two contributions. Therefore, the total effect is as 
if there are two capacitances in series: The conventional geometry-related capacitance geC  (as 
calculated by the Gauss law), and the "quantum capacitance" qC  related to the density of states 
64-66. 
The latter is 
   2 0 ,qC e N   (S38) 
where  0N  is the electron density of states at the Fermi level (S36). Eqs. (S37), (S38) suggest that 
neither the geometrical capacitance geC  nor the quantum capacitance qC  depend on temperature, since 
the electron density of states  0N  is temperature-independent. A thorough derivation of formula for 
qC  shows that the temperature dependence basically is pronounced as a change of the width  T  of 
sharp peaks, occurring in the dependence of electric differential conductance  e SDG V  versus the source-
drain bias voltage SDV . A most essential contribution to  T  originates from the inelastic processes of 
the electron-phonon scattering, which are responsible for the energy dissipation in the system. An 
inelastic effect of the electron-phonon scattering is accounted by replacing in Eq. (S29) the electron 
energy as  i T    , which results in the temperature dependence of the electron spectral 
singularities, and can be observed experimentally by measuring the electric differential 
conductance  e SDG V . Therefore, the temperature dependence of the electron peak width  T , after a 
proper calibration, can be used as a meter for monitoring the effective electron temperature elT . This 
approach is used in our work to determine the effect of intrinsic cooling in our CNT FET setup. 
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