Abstract
Introduction
Although bacterial toxins are a major cause of some diseases since they are responsible for the majority of symptoms and lesions during infection [1, 2] , Some of these powerful disease-causing toxins have been exploited to further basic knowledge of cell biology or for medical purposes. For example, cholera toxin and the related labile-toxin of E. coli, as well as B. pertussis toxin, have been used as biologic tools to understand the mechanism of adenylate cyclase activation [3] [4] [5] and strong mucosal adjuvants have been used in experimental models [6] . Similarly, the activities of several potent cytotoxins have been harnessed as potential therapies for certain cancers. Such toxins can either be used directly in treatment or as components of immunotoxins [7] [8] [9] . some toxins can inhibit protein synthesis, such as diphtheria toxin, Pseudomonas exotoxin A. BoNT/A has been used to treat many disorders including cervical and laryngeal dystonia, writer's cramp, hemifacial spasm, tremors, and tics [10, 11] , and also used cosmetically to reduce deep wrinkles caused by the contraction of facial muscles [12] . Bacterial pore-forming hemolysins, such as listeriolysin O, have the potential for use in cytosolic drug delivery systems [13] ; Botulinum toxin has been employed in orthopedics, physiatrics, gastroenterology, gynecology, neurology, pediatrics, general surgery, plastic surgery and several other specialties and also to treat hyperhidrosis and wrinkles in dermatology [14] . Of course, the benefits of bacterial are far more than these, if we are able to better identify and understand the structure, mechanisms and classification of bacterial toxins, they should be able to make greater contributions to mankind.
In fact, it has been known bacterial toxins can be classified into two categories: exotoxins and endotoxins. exotoxins are generated by the bacteria in the host and actively secreted, Endotoxins generally reside within the cell wall and released into host tissues upon cell death [15] , they are part of the bacterial outer membrane. Generally exotoxins share a common mechanism of action such as binding to specific receptors on the plasma membranes of the sensitive cells, pore-formation, internalization or translocation across the membrane barrier and and direct secretion [16, 17] . Endotoxins usually are not released until the bacteria is killed by the immune system, the body's response to endotoxin can involve severe inflammation. In general, the inflammation process is usually considered beneficial to the infected host, but if the reaction is severe enough, it can lead to sepsis. Moreover, exotoxins can be further subdivided. Whether a protein sequence is a bacterial toxin, or whether a bacterial toxin is an exotoxin or endotoxin, we can identify it through experiments, but the experimental method alone is very time-consuming and expensive. How to economically, rapidly and accurately identify bacterial toxins becomes a very important problem.
Recently, Saha and Raghava [18] used support vector machines (SVM) connected with amino acids and dipeptides composition to predict the bacterial toxins on a dataset which contains 150 bacterial toxins, in their research, they achieved an accuracy of 96.07% and 92.50%, respectively. Moreover they discriminated entotoxins and exotoxins using the same method and achieved an accuracy of 95.71% and 92.86%, respectively. On the same dataset, Yang and Li [19] also predicted bacterial toxins, using Increment of diversity and support vector machine; they achieved higher MCC for entotoxins and exotoxins than that of Saha and Raghava [18] . Encouraged by their research, in this paper, based on the concept of Chou's pseudo amino acid composition (PseAAC), IB1 algorithm is applied to predict bacterial toxins. We hoped that our method may play a complementary role to other existing methods for predicting bacterial toxins.
Method and Material

Dataset
Two data sets that we used in this paper were collected form Swiss-Prot database [20] and the dataset used by [18] , form http://www.imtech .res.in/raghava/btxpred/supplementary.html, we could download all these data.
The first dataset is used for the classification of bacterial toxins and non-toxin. We used the cd-hit soft [21] to remove sequences that have more than 90% sequence identity and deleted the sequences which the length is less than or equal to 100, than we got the 141 bacterial toxins and 303 non-toxins.
The second dataset is used for the classification of exotoxins and endotoxins, we also used the cd-hit soft [21] to remove sequences that have more than 90% sequence identity, and finally the dataset contains 73 exotoxins and 77 endotoxins.
Pseudo amino acid composition
The pseudo amino acid composition of a sequence includes not only the main feature of amino acid composition, but also the sequence order correlation [22] . With the concept of Chou's pseudo amino acid composition, we could construct feature vectors of a sequence as the following:
Suppose a protein X chain with length l amino acid residues: 1 
Here X is the normalized vector of 
Where, t f is the frequency of the 20 amino acids in protein X ,  is the weight factor for sequence order effect, j  is the j -tier sequence correlation factor computed by the following formula:
And the correlation function 
IB1 algorithms
IB1 algorithm is one of Instance-based learning algorithms, which are the group of methods characterized by incremental, supervised learning where the source of instances is the external environment [25] . These algorithms use some functions that map instances to certain categories and generally consist of the following steps:
(1 
Here we use a k-most similar instance decision rule. The prediction function for numeric values computes a weighted-similarity of its k-most similar instances' target values [25] :
Where i K is one of the k-most similar stored instances, it K is instance i K 's value for target attribute t , and ( ) i sim K is i K 's pre-computed similarity with the current test instance x . Generally, the larger values of k could reduce the effect of noise in the process of classification, but also make boundaries between classes less distinct. In practice, 1 k  often provides very good or acceptable results. So in this paper we selected 1 k  , (4) Memory update.
Stores all processed training instances into the target's partial concept description.
Evaluation of the Performance
Here we selected four parameters to evaluate the correct prediction rate and reliability of our method by Jackknife test, the sensitivity (Sn), specificity (Sp), Matthew's correlation coefficient (MCC) and the overall prediction accuracy (Ac) were defined by:
Here TP denotes the numbers of the correctly recognized positives, FN denotes the numbers of the positives recognized as negatives, FP denotes the numbers of the negatives recognized as positives, TN denotes the numbers of correctly recognized negatives. M is the total number of protein sequences.
Results and discussion
The performance of various methods developed for discriminating the bacterial toxins from non-toxins had been shown in Table 1 . It was clear that our method using the improved feature extraction and IB1algorithm to predict toxins could obtain a total accuracy 97.52% and MCC 0.9437, which were much higher than that of the previous results. (shown in Table 1 ). a comes from [18] Our method was also developed for predicting exotoxin or endotoxin. The performance had been shown in Table 2 . From Table 2 , we could see that the total accuracy and MCC of our method were 94.67% and 0.8935 respectively, which were also higher than that of dipeptides composition, but lower than that of amino acids composition. a comes from [18] , b comes from [19] In order to analyze whether the improvement of prediction effect is due to the change of feature extraction, or due to change of the algorithm, we use IB1 algorithm and a single amino acid composition to predict the bacterial toxins. The results were shown in Table 3 and Table 4 From the performance comparison of two kinds of feature extraction methods for bacterial toxins, we could see that for the same algorithm, the improved feature extraction method could improve the prediction accuracy to a large extent. Of course, comparing Table 1 with Table 3 and 4, Table 2 with  Table 3 and 4, we could also see that the improvement of prediction accuracy is not entirely due to the change of the feature extraction, the algorithm itself also played no small role. These results also indicated that the improved feature extraction and IB1 algorithm are suitable for prediction of bacterial toxins, and the combination of these two methods for bacterial toxins could obtain very satisfactory prediction accuracy.
Table1. The performance of various methods in prediction of bacterial toxins
Table2.
From Table 1 and Table 2 we also could see that our method had better prediction accuracy for bacterial toxin and non-toxin, but it is poor for endotoxin and exotoxin. It might be due to the data we used to predict exotoxins and endotoxins too little.
Moreover, although the exotoxins could be divided into three categories based on their site affected: neurotoxins act on nervous system, enterotoxins on intestinal mucosa, and cytotoxins on general tissue [15] , because we were trained and tested on a non-redundant dataset of 150 bacterial toxins that included 77 exotoxins and 73 endotoxins, the sub-class data of exotoxins was too little to predict. So in this paper, we did not discuss prediction of sub-class of exotoxins. With the development of proteomics, when the data set increases, we will make further research.
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