The present work explored the effects of reward in the well-known global effect paradigm in which two objects appear simultaneously in close spatial proximity. The experiment consisted of three phases (i) a pre-training phase that served as a baseline, (ii) a reward-training phase to associate differently colored stimuli with high, low and no reward value, and (iii) a post-training phase in which rewards were no longer delivered, to examine whether objects previously associated with higher reward value attracted the eyes more strongly than those associated with low or no reward value. Unlike previous reward studies, the differently valued objects directly competed with each other on the same trial. The results showed that initially eye movements were not biased towards any particular stimulus, while in the reward-training phase, eye movements started to land progressively closer towards stimuli that were associated with a high reward value. Even though rewards were no longer delivered, this bias remained robustly present in the post-training phase. A time course analysis showed that the effect of reward was present for the fastest saccades (around 170 ms) and increased with increasing latency. Although strategic effects for slower saccades cannot be ruled out, we suggest that fast oculomotor responses became habituated and were no longer under strategic attentional control. Together the results imply that reward affects oculomotor competition in favor of stimuli previously associated high reward, when multiple reward associated objects compete for selection.
Introduction
Our brain is optimized to learn about reward signaling stimuli to guide adaptive behavior. While it was already recognized that the knowledge of reward availability works as an incentive to enhance goal-directed attentional processes (e.g., Engelmann & Pessoa, 2007; Small et al., 2005) , a growing body of evidence suggests that reward can automatically influence visual attention above and beyond the strategic control of goal-directed attention (see Chelazzi et al., 2013 , for a review). The general idea is that reward automatically enhances the subjective salience, such that a reward-associated stimulus may capture attention (Anderson, Laurent, & Yantis, 2011a , 2011b Hickey, Chelazzi, & Theeuwes, 2010) or even the eyes Bucker, Belopolsky, & Theeuwes, 2014; stronger than that very same stimulus when it is not associated with reward.
For example, in Hickey, Chelazzi, and Theeuwes (2010) , observers had to search for a unique shape singleton, while an irrelevant color singleton was present (the additional singleton task; Theeuwes, 1991 Theeuwes, , 1992 . Following a correct response, observers randomly received a high or low monetary reward. The colors of the target and distractors could switch or remain the same from trial to trial. The results showed that after receiving a high reward, observers were relatively fast when the target had the same color as on the immediately preceding trial, and relatively slow when the colors had switched. After receiving a low reward, the pattern reversed, with observers reacting relatively slow when the target had the same color as on the preceding trial, and relatively fast when the colors switched between trials. High reward facilitated processing of the features that characterized the target such that visual attention was biased towards those features on the next trial, whereas low reward resulted in a relative devaluation of the target features. Since the colors were task-irrelevant and reward magnitude was randomly associated with the different colors from trial-to-trial, Hickey, Chelazzi, and Theeuwes (2010) concluded that the observed effect of reward on vision was independent of its role in the strategic establishment of goaldriven attention.
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In addition to trial-by-trial effects of reward, longer lasting effects of reward on attention were investigated by utilizing a reward-training phase and a non-reward test phase (e.g., Anderson & Yantis, 2013; Anderson, Laurent, & Yantis, 2011a , 2011b Della Libera & Chelazzi, 2009; Failing & Theeuwes, 2014; . Typically, in the initial training phase, participants search for targets that are coupled to either a high or low reward value. Then, in the subsequent test phase, reward is omitted and the previously rewarded targets are presented as distractors on separate trials. For example, in experiments of Yantis (2011a, 2011b) , participants searched for a green or red target circle amongst differently colored distractor circles and reported the orientation of a bar within the target circle. For different participants, either the red or green color was associated with high or low reward, which was delivered following each trial in the training phase. Participants were not explicitly told about the color-reward contingencies, but had to learn these over the course of the training phase. Immediately following the training phase, participants were exposed to a test phase in which they searched for a uniquely shaped target amongst differently shaped and colored distractors. Crucially, rewards were no longer distributed. Participants were informed that color was task-irrelevant and had to be ignored. On half of the trials one of the to be ignored distractors was colored green or red (i.e., the previously rewarded colors). The results showed that reaction times slowed down more when the distractor had a color that was previously associated with high reward value relative to low value. Based on these results, the authors concluded that high and low value can be attributed to a specific stimulus characteristic in a training phase, so that thereafter selective attention is automatically biased towards that characteristic for a longer period of time, even in a different context, where it is non-salient, task-irrelevant and non-rewarded.
Since a shift in covert attention is known to precede an eye movement, but a shift in covert attention is not necessarily followed by the execution of an eye movement (e.g., Posner, 1980; Thompson, Bichot, & Sato, 2005) , several studies investigated whether eye movements are also automatically biased towards stimuli that were previously associated with high versus low reward (e.g., Bucker, Belopolsky, & Theeuwes, 2014; . For example, Theeuwes and Belopolsky (2012) used a reward variant of the oculomotor capture paradigm of Theeuwes et al. (1998) . Similar to Yantis (2011a, 2011b) participants were exposed to a reward training phase and a non-reward test phase. Rewarded targets during training were the distractors during testing. The results showed that in the test phase, the reward value, associated with particular stimuli during the training phase, increased stimulus-driven oculomotor capture beyond oculomotor capture that is driven by physical salience alone.
In a comparable study, came to a similar conclusion when they showed oculomotor capture by previously rewarded stimuli during unconstrained viewing. They reasoned that if eye movements are required for the task, any observed bias towards a previously rewarded irrelevant stimulus might reflect a directional bias that only manifests itself when a voluntary eye movement is initiated. Therefore, participants were asked to perform the additional singleton task (Theeuwes, 1991 (Theeuwes, , 1992 during unconstrained viewing, while eye movements were neither required nor explicitly encouraged. Although statistically non-significant, there was a trend that participants were persistently more likely to move their eyes towards previously high compared with low rewarded stimuli. This made the authors claim that the influence of reward learning on oculomotor capture does not necessarily rely on specific demands of the ongoing task, but instead occurs naturally in visual search.
In the present work we examined the saccade landing position in more detail by utilizing the global effect paradigm (Coren & Hoenig, 1972; Findlay, 1982 , see Van der Stigchel & Nijboer, 2011 , for a review) in combination with reward contingencies. In the global effect task, participants are generally asked to make an eye movement towards two or more objects appearing at the screen, without having to aim for a specific target. When the stimuli are presented simultaneously and in close spatial proximity, the global effect is observed with the initial saccade landing in between the stimuli instead of landing on one of them. It is generally agreed that the global effect can be best described in terms of a weighted average of activity in a saccade map, resulting from distributed population coding operating within the superior colliculus (SC) (Glimcher & Sparks, 1993; Schall, 1991) . Combining the global effect with reward allowed us to investigate the competition and integration that arises between neighboring stimuli when they are selectively associated with different reward contingencies. Most oculomotor models assume a form of competitive integration that occurs within a common winner-take-all map which can be found in the intermediate layers of the SC (Fecteau and Munoz, 2006; Godijn & Theeuwes, 2002; Van der Stigchel, Meeter, & Theeuwes, 2007) . The competitive integration between the stimuli results in the formation of a single peak of activation somewhere between the two stimulus locations giving rise to the global effect. There is evidence that the landing position is influenced by both low-level stimulus features such as size, luminance, or spatial frequency of the elements (Deubel, Wolf, & Hauske, 1984; Van der Stichgel, Heeman, & Nijboer, 2012) , and top-down knowledge concerning the probable target location (He & Kowler, 1989) or targetidentity (Heeman, Theeuwes, & Van der Stigchel, 2014) . Importantly, low-and high-level factors have been shown to differentially affect the global effect, i.e., bottom-up influences are primarily present for fast saccades whereas top-down information tends to become more dominant for relatively slow saccades. Since value driven effects are thought to be distinct from top-down and bottom-up effects (Awh, Belopolsky & Theeuwes, 2012) , this experiment aimed to investigate the temporal profile of reward biases on the global effect paradigm. Examining landing positions as a function of reward contingencies for different saccade latencies provides a detailed insight into the role of reward in oculomotor programming.
Additionally, the global effect paradigm provides a suitable context to investigate direct competition between stimuli with a different reward value. Since the task does not require participants to aim for a particular target, it allowed us to investigate the competitive integration between two stimuli associated with a different reward value. That is, stimuli with different reward values (high, low, no) associated with them were presented together on the same trial so that they directly competed with each other. To our knowledge, this is unique compared to previous studies investigating reward effects on attention in human subjects, as these studies always made comparisons between trials in which either a high or low reward associated distractor was present. However, direct competition between reward associated stimuli has been repeatedly shown in studies using macaque monkeys Yamamoto, Kim, & Hikosaka, 2013; Yasuda, Yamamoto, & Hikosaka, 2012) . After training numerous high and low value stimulus-reward contingencies, monkeys were exposed to a free viewing procedure in which both high and low valued objects were presented simultaneously. The results showed that more saccades were made towards the high valued objects and that high valued objects held gaze longer. Crucially, because saccades in the free viewing procedure were not followed by any kind of reinforcement feedback (i.e. no rewards were delivered), the authors called the saccades ''automatic''. These automatic effects of reward are in fact similar to the notion of selection history biases as was introduced by Awh, . In their framework, selection reward history bias is automatic in the sense that strategic volitional control has little effect on selection priority. In the current work, we examine these types of automatic effects on eye movements that are learned through reward history, become habitual and are basically no longer under strategic attentional control.
In the current study, participants were exposed to the global effect task in three different experimental phases. As in the above mentioned studies, we made use of a training and test phase. In addition we assessed individual baseline levels for all participants by implementing an extra test phase that was conducted before the training. In the following sections of this article we will refer to the different phases as pre-training (baseline), reward-training (training phase) and post-training (test phase). In all three phases the task remained the same, but reward could only be obtained in the reward-training phase. Two colored circles were presented simultaneously in close proximity and always consisted of two different colors, selected from red, green and blue, which were physically equally salient. These colors were coupled to high, low and no reward during the reward-training phase only, in which participants received 10 eurocents (high reward), 1 eurocent (low reward) or 0 eurocents (no reward) depending on which circle the first eye movement landed closest to. By associating reward with specific objects in the reward-training phase we hypothesized that participants would become biased to make saccades towards objects with a higher reward value. Crucially, during the pre-and post-training phase, no rewards were delivered and participants merely had to make eye movements as fast as possible towards the upcoming information on the screen. We hypothesized that eye movements in the pre-training phase would land exactly in the middle of the two objects on all trials. Since all objects were physically equally salient and no reward information was present yet, we expected two equally sized peaks of activity in the saccade map, resulting in a global effect with an average landing position perfectly in the middle of the two objects in all conditions. In contrast, we hypothesized that landing positions in the post-training phase would not show the typical global effect, but instead show a bias towards the object that was associated with a higher reward value during the reward-training phase. Congruent with the monkey literature on automatic reward effects (see Hikosaka et al., 2014) , higher compared with lower reward value associated objects will evoke a larger peak of activity in the saccade map in the post-training phase, resulting in a bias towards the objects with a higher reward value.
Method

Participants
Twenty-four participants (9 males, 19-29 years of age, mean 24.6 years, standard deviation 3.2 years) were tested at the Vrije Universiteit Amsterdam. All participants reported to have normal or corrected-to-normal vision and gave informed consent before participation. Participants received up to a maximum of approximately €20.00 (due to extra monetary reward) with a minimum of €9.00 (to compensate for participation). All research was approved by the Vrije Universiteit Faculty of Psychology ethics board and conducted according the principles of the Declaration of Helsinki.
Apparatus
All participants were tested in a sound-attenuated, dimly-lit room, with their head resting on a chinrest at a viewing distance of 58 cm. A Pentium IV computer (2.3 GHz) generated all stimuli on a 21-in. SVGA monitor (resolution 1024 Â 768 pixels, refreshing at 100 Hz). Monocular movements were tracked using the Eyelink 1000 system (Tower model, SR Research Ltd., Canada), an infra-red video-based eye tracker that has a 1000 Hz temporal resolution and a 0.01°RMS spatial resolution.
Stimuli and design
The experiment consisted of three different phases, (i) the pretraining phase, (ii) the reward-training phase and (iii) the posttraining phase, all in which the task remained the same (see Fig. 1 ). All trials started with a drift correction in which participants were required to press spacebar while fixating a gray (CIE: x = .278, y = .317; 25.67 cd/m 2 ) cross (.16°Â .16°) presented on a black (CIE: x = .084, y = .459; 0.52 cd/m 2 ) background at the center of the screen. To indicate trial-start, the cross was replaced by a similarly colored fixation dot (r = .06°) at exactly the same position (i.e. the center) on the screen. The fixation dot was removed after a random variable interval of 500-1000 ms, immediately followed by the simultaneous appearance of two colored filled circles. Both circles had the same size (r = 0.14°), were located within the same quadrant of the screen (borders: 0°, 90°, 180°, 270°) at the same distance (7.7°) from fixation. The distance between the two circles was always 3.4°visual degrees, because a polar angle of 25°form fixation was used. Instead of placing the circles at fixed locations around the four principal axes (45°, 135°, 225°, 315°) (as in Silvis & Van der Stigchel, 2014; Van der Stigchel, Heeman, & Nijboer, 2012) , they were placed at a random location within the quadrant (as in Bucker, Belopolsky, & Theeuwes, 2014) .
After the onset of the two colored filled circles, participants were instructed to make an eye movement towards the circles as fast as possible. The two circles always consisted of two different colors, selected from red (CIE: x = .490, y = .332; 14.96 cd/m 2 ), green (CIE: x = .296, y = .611; 18.16 cd/m 2 ) and blue (CIE: x = .172 y = .057; 17.28 cd/m 2 ). The colors were matched in luminance and presented equally often. We assessed a baseline measure for each participant in the pre-training phase, while the object colors
were not yet associated with a particular reward value. Only during the reward-training phase (part ii of the experiment), each color was linked to a particular reward value: high reward (10 eurocents), low reward (1 eurocent) or no reward (0 eurocent). Color-reward contingencies were counterbalanced across participants. The two colored circles could therefore make the following pairs resulting in three different conditions: high-no, high-low and low-no. Note that in effect, in the pre-and post-training phase these stimulus-reward contingencies did not exist as no rewards were delivered during these experimental phases. Although we will refer to the different conditions as high-no, high-low and low-no in the pre-training phase the differently colored objects all had the same relative value, since reward was not yet introduced. Furthermore, rewards were no longer delivered in the post-training phase, so here we relied on the color-reward contingencies that were established during the reward training phase.
To check whether the first eye movement landed near the two colored objects, three imaginary circles (r = 1.7°) were drawn, one around each object and one around the geometrical point exactly in the middle of the two objects. In the pre-and post-training phase, eye movements were expected to land in one of these three circles in order to be considered accurate. In the rewardtraining phase the two (adjacent) imaginary circles around the colored objects were used to determine what reward was given. An eye movement landing in the high reward object circle resulted in a 80% chance on receiving high reward (i.e. 10 eurocents) and a 20% chance on receiving low reward (i.e. 1 eurocent). An eye movement landing in the low reward object circle resulted in a 80% chance on receiving low reward (i.e. 1 eurocent) and a 20% chance on receiving high reward (i.e. 10 eurocents). An eye movement landing in the no reward object circle resulted in receiving no reward (i.e. 0 eurocents) at all times. Visual feedback text ($.4°Â 1.0°), indicating ''10 ct'', ''1 ct'' or ''0 ct'' for respectively obtained high, low and no reward was presented for 400 ms at fixation in the color of the object that the eye landed closest to. When subjects obtained a high or a low reward in the rewardtraining phase, the sound of dropping coins was played for 200 ms simultaneously with the visually presented feedback.
When the first eye movement landed outside one of the three overlapping imaginary circles in the pre-and post-training phase, or outside one of the two adjacent imaginary circles around the colored objects in the reward-training phase, a 500 Hz warning tone was played for 100 ms simultaneously with the visually presented feedback text ''more accurate'' (.4°Â 1.6°). In the pre-and post-training phase an accurate eye movement was followed by a 100 ms interval during which the objects stayed present on the screen, followed by the next trial. In the reward-training phase an accurate eye movement was followed by the same 100 ms interval after which the reward-feedback was presented for 400 ms.
Procedure
Participants signed the informed consent and the eye tracker was calibrated. A recalibration was performed during the experiment anytime the eyes drifted. Participants were asked to keep their head still during the trials, but were free to move their head during the breaks between blocks. Participants were explicitly instructed that reward could only be obtained in the reward-training phase, but not in the pre-and post-training phase. Furthermore it was emphasized that eye movements had to be made as fast as possible at all times. Importantly, participants were not instructed to select one of the objects but merely to make an eye movement as fast as possible towards the two objects.
The experiment started with a practice block of 12 trials, in which the two circles were grayscale colored in order to prevent the formation of any color bias. The experiment was conducted in fixed order, with 3 pre-training blocks, 15 reward-training blocks and 11 post-training blocks. All blocks consisted of 24 randomly presented trials in which condition (high-no, high-low, lowno), quadrant appearance (1, 2, 3, 4) and higher-reward circle position relative to the lower-reward circle position (clockwise, counterclockwise) were balanced. Between blocks, the mean saccade latency of that particular block was given as feedback to the participants. In addition, the amount of reward obtained in that particular block and the accumulated reward amount over all blocks was given at the end of reward-training blocks. The feedback screens that appeared between blocks remained visible until a key was pressed. In total 12 practice, 72 pre-training, 360 reward-training and 264 post-training trials were performed by each participant. Including the calibration procedures and breaks, the participants were able to finish the experiment within approximately 50 min.
Preprocessing
For detection of saccades the standard settings of the Eyelink 1000 were used, i.e. an eye movement was considered a saccade when either eye velocity exceeded 35°/s or eye acceleration exceeded 9500°/s 2 . Landing position was defined as the location where velocity fell below this threshold. First, all trials in which the first eye movement was not accurate were not further analyzed. This included eye movements that did not land in one of the three imaginary circles in the pre-and post-training phase or one of the two imaginary circles in the reward-training phase. Second, all trials with a saccadic latency lower than 80 ms (anticipatory saccades) or higher than 500 ms (too slow saccades) were excluded. Saccade latency was defined as the interval between stimulus display onset and the initiation of the saccadic eye movement. Last, trials with a landing position of more than two and a half standard deviations away from the participants' mean were excluded from the analysis. Landing position mean and standard deviation were calculated separately for each experimental phase (i.e. pre-training, reward-training and post-training) and trials were regarded as outliers accordingly. Landing position of the first eye movement was calculated as a proportion of the angle between the higher (i.e. the high reward object in the high-no and high-low condition and the low reward object in the low-no condition) and the lower reward object (see Fig. 2 ). The geometric point exactly in the middle of the two objects served as the null reference for the landing position (u = 0). Saccades that landed towards the higher reward circle were defined as having a positive landing position and saccades that landed towards the lower reward circle were defined as having a negative landing position. The higher reward circle had position one (u = 1.0) and the lower reward circle had position minus one (u = À1.0). To compensate for small drift (<1°) of the eye movements from fixation at the start of the saccade, the actual starting point of the saccade was used to calculate the landing position (u).
Statistical analysis
After preprocessing, all trials were categorized into 9 different conditions of the 3 Â 3 design, i.e. training phase (pre-training/reward-training/post-training) and reward condition (high-no/highlow/low-no). First, a 3 Â 3 repeated measures analysis of variance (ANOVA) with training phase (pre-training/reward-training/posttraining) and reward condition (high-no/high-low/low-no) as factors was performed on landing position. Second, a 2 Â 3 repeated measures ANOVA with training phase (pre-training/reward-training) and reward condition (high-no/high-low/low-no) as factors was performed to examine whether the reward-training had imbued the objects with high and low value. Third, a 2 Â 3 repeated measures ANOVA with factors training phase (pre-training/post-training) and reward condition (high-no/high-low/lowno) was performed to investigate whether reward related biases in oculomotor behavior due to reward learning, remained present in a context without reward delivery. The frequency distributions of landing position per reward condition for all experimental phases were tested for unimodality with the Hartigans' dip test for unimodality (Hartigan & Hartigan, 1985) . To examine the robustness of the reward effect over the course of the post-training phase, a repeated measures ANOVA with reward (high-no/high-low/lowno) and post-training block (1-4) as factors was performed. The trials of the original 11 blocks were in chronological order assigned to 4 arbitrary blocks so that every block encompassed a sufficient number of trials. To investigate the temporal profile of the reward effect, the post-training data were divided into five latencies bins. A repeated measures ANOVA with latency bin (bin 1-5) as a factor was performed. For the latency bin analysis the different conditions were grouped so that each bin encompassed a sufficient amount of trials. Finally, a 3 Â 3 repeated measures ANOVA with training phase (pre-training/reward-training/post-training) and reward condition (high-no/high-low/low-no) as factors was performed on saccade latency.
Results
Exclusions
The exclusion criteria led to a total loss of 11.36% of the trials. First, 9.63% of the data were discarded due to inaccurate eye movements. Second, 0.52% of the trials were discarded because saccade latency was smaller than 80 ms and 0.62% of the trials were discarded because saccade latency was larger than 500 ms. Last, 0.59% of the trials were discarded due to a landing position of more than two and a half standard deviations away from the calculated mean.
Reward
Participants earned between €11.14 and €17.66 (mean €14.38, standard deviation €2.16) monetary reward.
Landing position
We acquired mean landing position (see Table 1 ) for (i) the pretraining phase that served as a baseline measure, (ii) the rewardtraining phase that allowed us to examine whether reward-delivery could imbue the objects with different values, and (iii) the post-training phase to examine if reward shows a sustained effect, influencing eye movements even when rewards were no longer delivered.
A repeated measures ANOVA with training phase (pre-training/ reward-training/post-training) and reward condition (high-no/ high-low/low-no) as factors showed a significant main effect of training phase (F(2, 46) = 21.99, p < .001), a significant main effect of reward condition (F(2, 46) = 12.94, p < .001) and a significant interaction effect between training phase and reward condition (F(4, 92) = 7.11, p < .001). Fig. 3 shows mean landing position per reward condition over the course of the experiment. For the pretraining phase, two-tailed t-tests revealed that the mean landing position in all reward conditions did not significantly deviate from u = 0 (all t's < 1), demonstrating the typical global effect in our baseline measure. For the reward-training and the post-training phase, two-tailed t-test showed a significant deviation from the typical global effect with saccades landing closer to the higher reward object in all conditions (all p's < 0.01) except for the lowno condition in the post-training phase, which showed a marginally significant effect (t(23) = 1.99, SE = .05, p = .059) for saccades landing closer towards the higher reward object (i.e. the low reward object in the low-no condition). In the following sections the results from the reward-training phase and post-training phase will be discussed more deliberately with respect to the baseline Table 1 Mean (standard deviation) landing position (u) for the pre-training, reward-training and post-training phase, presented separately for the high-no, high-low and low-no reward conditions.
Reward condition
Pre-training u Reward-training u Post-training u measure (i.e. the pre-training phase). Fig. 4 shows histograms of landing position per reward condition for all experimental phases separately. Hartigans' dip tests for unimodality confirmed unimodal distributions for all reward conditions during all experimental phases (all d's < .05 with p's > .45).
Reward-training effect
The pre-training phase served as a baseline measure for landing position because in this experimental phase the colored circles were not yet associated with different reward values. During the reward-training phase, participants could earn monetary reward for making saccades towards high and low, but not towards no reward circles. A repeated measures ANOVA with factors training phase (pre-training/reward-training) and reward condition (highno/high-low/low-no) was performed to investigate whether the reward-training phase could imbue the colored circles with different reward values. The 2 Â 3 ANOVA showed significant main effects for training phase (F(1, 23) = 48.93, p < .001) and reward condition (F(2, 46) = 9.87, p < .001). Crucially there was a significant interaction effect between training phase and reward condition (F(2, 46) = 9.31, p < .001), suggesting a different effect of training phase on the reward conditions. Within subjects contrasts revealed that this training-effect significantly differed between all three reward conditions (see Fig. 5 ), i.e. high-no and high-low (F(1, 23) = 4.40, p < .05) and high-low and low-no (F(1, 23) = 6.13, p < .05). These results indicate that the reward-training phase successfully imbued the three differently colored objects with a different reward value. Since the effect of reward-training was significantly different for all three conditions we can conclude that oculomotor selection behavior is sensitive to reward values.
Post-training effect
During the pre-and post-training phase, participants could not earn reward. A repeated measures ANOVA on mean landing position with training phase (pre-training/post-training) and reward condition (high-no/high-low/low-no) as factors showed a significant main effect of training phase (F(1, 23) = 18.39, p < .001), a significant main effect of reward condition (F(2, 46) = 5.30, p < .01) and a significant interaction effect between training phase and reward condition (F(2, 46) = 4.79, p < .05). Two-tailed t-tests revealed that the eyes landed significantly closer towards the higher reward object in the post-training phase compared with the pre-training phase for the high-no (t(23) = 4.59, SE = .06, p < .01) and high-low (t(23) = 4.25, SE = .06, p < .01) condition, while a marginally significant trend was observed for the eyes landing closer towards the higher reward object in the low-no condition (t(23) = 1.95, SE = .06, p = .063). These results indicate that eye movement behavior differed between the pre-and post-training phase (see Fig. 6 ), although both experimental phases were identical. However, we found a significant correlation between the landing positions from the reward-training and the post-training phase (r = .434, p < .05). Subjects who showed a larger bias towards the higher reward associated object in the reward-training phase also showed a larger bias towards the higher reward associated in the post-training phase. This suggests that the rewardtraining phase, that was conducted in between the pre-and post-training phase, imbued objects with value in such a way that eyes were attracted stronger towards objects, that were previously associated with higher reward, even in a context in which no rewards were delivered (i.e. the post-training phase).
Reward effect over blocks
To examine whether the reward effect that was established during the reward-training phase remained constant over time during the post-training phase we investigated the post-training phase in a block-wise manner. In order to have a sufficient number of trials per block we divided the trials in chronological order into 4 arbitrary blocks. A repeated measures ANOVA on post-training phase landing position with block (1-4) and reward condition the eyes landed closer towards the higher reward circle. In the pre-training phase the typical global effect (i.e. mean u around 0) is present for all conditions. In the rewardtraining phase, the period in which monetary rewards could be earned, the eyes landed progressively closer towards higher reward circles (u increases). In the post-training phase, the period in which rewards were again omitted, the reward effect established during training remained present and stayed constant over blocks. Error bars in this figure and following figures represent standard errors of the means.
(high-no/high-low/low-no) as factors showed a significant main effect of reward condition (F(2, 46) = 11.82, p < .001) but no significant main effect of block and no significant interaction effect between block and reward condition (both F's < 1). This implies that the effect of reward remained stable over time in the posttraining phase (see Fig. 3 ) even though rewards were no longer delivered. These results suggest that the observed effect does not reflect a strategic carryover effect from the reward-training phase, but instead the automatic impact of reward learning.
Time course of reward
To examine the temporal profile of the reward effect we divided the saccadic latencies from all post-training eye movements into five bins. Since the reward pattern was constant for the three reward conditions and in order to have a sufficient number of trials per bin, we collapsed the three different reward conditions for the latency analysis (see Fig. 7 ). Trials were divided in bins per subjects (i.e., data were Vincentized), so that the eye movements of each subject contributed equally to each bin. A repeated measures ANOVA on the landing position data, with latency bin (1-5) as a factor showed a significant effect (F(1, 23) = 7.526, p < .001). From bin 1 to bin 5 the reward effect got stronger as indicated by a significant linear contrast (F(1, 23) = 21.58, p < .001). Crucially, a two-tailed t-test showed that the landing position in latency bin 1 already significantly differed from the mean landing position in the pre-training phase (t = 2.62, SE = .50, df = 23, p < .05), revealing that the reward effect was already present for the fastest saccades (mean = 169 ms, standard deviation = 31 ms). Pre-training phase
Reward-training phase
Post-training phase
High-no condition High-low condition Low-no condition Fig. 4 . Histograms of landing position (u) per reward condition (high-no, high-low, low-no) plotted separately per experimental phase (pre-training, reward-training, posttraining). Note that the distributions are centered around the middle (u = 0) in the pre-training phase, whereas the distribution is shifted towards the higher rewarded object (u > 1) in the reward-training and post-training phase. For means and standard deviations of landing position (u) per reward condition and experimental phase see Table 1 .
Latency
A 3 Â 3 repeated measures ANOVA on saccade latency with factors training phase (pre-training/reward-training/post-training) and reward condition (high-no/high-low/low-no) showed a significant main effect of reward condition (F(2, 46) = 5.25, p < .01) and a trending main effect of training phase (F(2, 46) = 2.59, p = .086). There was no significant interaction between reward condition and training phase (F < 1). Further investigating the significant main effect of reward, two-tailed t-tests revealed that eye movements in the low-no condition were made significantly slower than in the high-low condition (t(23) = 3.11, SE = .82, p < .01), while all other comparisons were non-significant. Since eye movements may have encompassed a voluntary strategic component during the reward-training phase, we tested the saccadic latencies of the reward training phase against the main-average of the other, non-rewarded, experimental phases. A two-tailed t-test revealed that eye movements were made significantly slower in the reward-training phase compared to the rest of the experiment (t(23) = 3.44, SE = 3.69, p < .01).
Discussion
In the present study we investigated the effect of reward on oculomotor competition when stimuli associated with a different reward value (i.e., high, low, no) are directly competing with each other. In the context of the global effect paradigm, participants merely had to make eye movements as fast as possible towards two circles appearing on the screen. The results demonstrate that in the pre-training phase, where no reward information was present, participants showed the typical global effect with a mean landing position in the middle between the two circles (i.e. u = 0). Then, in the reward-training phase, where different reward values were coupled to particularly colored circles, the eyes deviated away from the middle and started to land progressively closer towards circles associated with a higher reward value. Finally, in the post-training phase, where rewards were omitted, the eyes still landed closer to the objects that were imbued with higher reward value during the reward-training phase. Even though rewards were no longer delivered, the effect of reward remained stable over the course of the post-training phase and did not show any decline. Investigating the temporal profile of the reward effect in the post-training phase, we show that the fastest eye movements (as fast as around 170 ms) were already biased away from the middle towards objects previously associated with a higher reward value and that slower saccades landed progressively closer to these higher reward value associated objects.
Our results are consistent with previous studies demonstrating that reward learning influences oculomotor behavior Bucker, Belopolsky, & Theeuwes, 2014; . That is, stimuli associated with a high reward value draw the eyes significantly stronger than the very same stimuli when associated with a low reward value. However, unlike these previous studies we presented stimuli associated with different reward values (high, low, no) together on the same trial instead of relying on differences between trials in which either a high or low reward distractor was present. When reward associated stimuli are separately presented amongst non-rewarded stimuli, the reward associated stimulus is always the most valuable, regardless of the reward value (high or low) associated with it. A mechanism of reward-based selection could therefore act similarly for high and low reward stimuli; automatically orienting attention to the only 
Reward-training effect (φ) Fig. 5 . Reward-training effect (u reward-training-u pre-training), illustrating the significant within subject contrasts of the significant interaction effect between training-phase (pre-training/reward-training) and reward condition (high-no/highlow/low-no). The reward-training effect was significantly different for all three reward conditions indicating that the reward-training phase successfully imbued the high, low and no reward objects with different values.
High-No
High-Low
Low-No
Pre-training Post-training Note that the data are grouped for the three reward conditions. Eye movements in the first bin already landed significantly closer to objects associated with a higher reward value (u > 0). From bin 1 to bin 5 the eyes were attracted stronger and stronger by the object that was associated with a higher reward value.
stimulus that is associated with reward. By placing stimuli associated with a different reward value directly in competition with each other, without instructing participants to aim for a specific target, we created a situation in which direct competition between the differently valued objects could be observed. The results show that, when a high and a low reward value associated stimulus are presented simultaneously, the eyes are biased towards the high value associated stimulus. When either a high or a low value associated stimulus is presented together with a no value associated stimulus, the eyes are biased towards the stimulus that is associated with a high or low value. Furthermore, the reward effect was already present for the fastest saccades and remained stable over the course of the post-training phase. Even though no rewards were delivered during the post-training phase, the eyes were drawn more strongly to the stimuli that were associated with the highest reward value. This implies that a higher reward value makes an object a stronger competitor, when reward associated stimuli directly compete with each other on the same trial. These results can be very clearly explained in terms of the earlier described competitive integration models (Godijn & Theeuwes, 2002; Van der Stigchel, Meeter, & Theeuwes, 2007 ; Meeter, Van der Stigchel, & Theeuwes, 2010) . According to these models, two simultaneously appearing stimuli will each produce a peak of activity in the saccade map and the weighted average of the activity in this saccade map determines the ''winner-take-all'' saccade endpoint. The saccade map in which competition is resolved is thought to be located in the intermediate layers of the SC (Glimcher & Sparks, 1993; Schall, 1991) . The SC contains a retinotopically organized map in which neural activity is correlated with saccade landing position. For example, McPeek, Han, and Keller (2003) showed in a visual search experiment that pre-saccadic activity at a distractor location resulted in an eye movement deviating towards this distractor. Furthermore, sub-threshold micro-stimulation of the SC resulted in eye movements deviating towards the stimulated location and the magnitude of this stimulation was correlated with the provoked activity at the site of stimulation. This implies that in our global-effect task the two simultaneously presented stimuli evoked two peaks of activity and that the relative size of the two peaks determined the ''winner-take-all'' saccade landing position. In the pre-training phase (i.e., baseline), the differently colored, but equally physically salient, objects were not yet associated with different reward values and therefore evoked two equally sized peaks in the saccade map with a landing position in the middle of the two objects (i.e., the typical global effect). In the reward-training phase, participants acquired the color-reward contingencies and started to land progressively closer towards objects associated with a higher reward value. We believe that this occurred because participants were learning to direct saccades towards objects associated with a higher reward value, and because saccades towards higher valued objects were directly reinforced by the delivery of a higher reward during the reward training. In terms of the model, we suggest that objects associated with a higher reward value started to evoke relatively larger and larger peaks of activity over the course of the reward-training phase. In the post-training phase, where rewards were omitted, the eyes kept landing closer to the objects that were imbued with higher reward value during the reward-training phase. In terms of the model, we believe that the previously higher reward associated objects still evoked larger peaks in the saccade map despite the fact that actual reinforcement (i.e., reward delivery) was missing. This leads to the critical question of how reward (in the training-phase) and reward history (in the post-training phase) were able to evoke changes in the saccade map, such that saccades landed closer to higher or previously higher rewarded objects.
Evidence from monkey studies indicates that the caudate nucleus (CD) and the substantia nigra pars reticulata (SNr) play a key role in reward dependent changes in activity in the saccade map (Hikosaka et al., 2014; Yamamoto, Kim, & Hikosaka, 2013; Yasuda, Yamamoto, & Hikosaka, 2012) . Cortical inputs carrying spatial information and dopaminergic signals carrying reward information are thought to be integrated in the basal ganglia where saccade related reward modulation takes place. The reward learning system in the basal ganglia involves two parallel mechanisms that guide reward related decisions: (i) a short term oriented system for initial and flexible learning and (ii) a longer term oriented system for late and stable learning (see . The bimodality of this reward learning system makes it very suitable for explaining the difference in results between the reward-training and the post-training phase. Throughout the reward-training phase, participants received trial-by-trial reward feedback allowing the initial learning system to associate the various stimulus-reward contingencies. However, as the reward-training progressed it is likely that the stable value learning system came into play, because the stimulus-reward contingencies did not change during the training-phase. These suggestions are consistent with the data, since both an increase of the reward effect in the initial blocks of the reward-training and a stabilization of this effect in the later blocks are observed (see Fig. 3 ).
It is know that the initial value learning system is responsible for making controlled saccades, whereas the stable value learning system is responsible for faster and automatic saccades . When considering the classical bottom-up and top-down dichotomy of selection, voluntary controlled saccades (i.e., top-down) are mostly observed at longer saccadic latencies, whereas involuntary automatic saccades (i.e., bottom-up) are observed at shorter saccadic latencies (Van Zoest, Donk, & Theeuwes, 2004) . It is therefore not surprising that at the start of the reward-training phase, when the flexible and fast value learning system was most prominently active, an increase in saccadic latencies was observed. Furthermore, specific for global effect studies, it has been shown that slower saccades tend to land closer to one of the objects compared to faster saccades landing in the middle in between the two objects (Van der Stigchel, Heeman, & Nijboer, 2012) . Because of the increased latencies observed during the novel reward context of the reward-training phase, it is likely that as part of the initial value learning system participants directed l their eye movements towards higher reward associated objects. The significantly differing landing positions between all three reward conditions indicate that participants successfully learned the stimulus-reward contingencies.
Following the reward-training phase, saccades still landed closer towards previously higher rewarded objects in all three conditions (i.e., high-no, high-low, low-no) although actual reward delivery was omitted. During learning, dopamine neurons typically fire to guide the organism to choose actions that lead to more or better rewards (Schultz, Dayan, & Montague, 1997) , but when an action is repeated, it becomes more accurate, quicker and stereotyped (Sakai, Kitaguchi, & Hikosaka, 2003) and is eventually carried out automatically (Logan, 1985) . We suggest that due to repeated and reinforced action towards the higher reward associated stimuli in the reward-training phase, the value learning system had established a stable representation of the stimulus values, causing automatic saccades towards previously higher rewarded objects. Although rewards were no longer delivered, the stable value learning system had not unlearned the stimulus reward contingencies and still prioritized the previously higher rewarded objects. In order for this reward bias to be expressed in actual behavior, evidence from monkey studies suggests that the lateral interparietal area (LIP) provides a visuo-spatial map that reads out the outcome of reward computations in spatial terms in order to automatically guide attention and eye movements (Peck et al., 2009 ). In terms of the model of activity in the SC map, the objects that were associat-ed with a higher reward value during the reward-training phase, still evoked a relatively larger peak of activity in the saccade map during the post-training phase. This implies that prolonged reward learning remains to exert an effect on the oculomotor system, even after the removal of actual reward delivery.
The very same framework can also explain why saccades were significantly slower in the low-no condition compared to the highno condition. Neurons in the SC show increased activity for high compared to low reward associated stimuli (Hikosaka, Takikawa, & Kawagoe, 2000) . Consequentially, the evoked peaks in the saccade map are higher for the high-no than the low-no condition. Therefore, the threshold for making a saccade was reached earlier in the high-no than in the low-no condition, resulting in shorter latencies.
Altogether, the results in the present work are consistent with studies demonstrating that reward learning influences oculomotor behavior Bucker, Belopolsky, & Theeuwes, 2014; as we show that the eyes landed significantly closer towards stimuli that were associated with a higher reward value. This effect was observed for the reward-training phase, in which saccades were directly reinforced by monetary reward, and the post-training phase, in which rewards were no longer distributed. Unlike previous studies, objects associated with a different reward value (i.e., high, low, no) competed directly with each other on the same trial, eliciting oculomotor competition between multiple trained reward associated stimuli. The temporal profile of the reward effect was different from classic bottom-up or top-down effects, with an early bias for the fastest eye movements and an increase of this reward bias with increasing saccadic latencies. Although strategic effects for slower saccades cannot be ruled out, the data suggest that the reward effect is mostly automatic and not necessarily dependent on an ongoing search task for a particular target. We suggest that reward automatically affects oculomotor competition in favor of previously higher valued stimuli, when multiple reward associated stimuli directly compete for selection.
