We describe a method for nonparametric regression which combines regression trees with radial basis function networks. The method is similar to that of Kubat 1998 ], who was rst to suggest such a combination, but has some signi cant improvements. We demonstrate the features of the new method, compare its performance with other methods on DELVE data sets and apply it to a real world problem involving the classi cation of soybean plants from digital images.
Introduction
This paper describes a novel method for nonparametric regression involving a combination of two older methods, namely, regression trees and radial basis function (RBF) neural networks. By nonparametric regression (also known as supervised learning) we mean the problem of estimating the functional relationship between an input vector x 2 R n and an output scalar y given only a set of noisy samples f(x i ; y i )g p i=1 (the training set) without any knowledge of the form of the functional relationship.
Regression Trees
The basic idea of a regression tree is to partition the input space recursively in two and approximate the function in each half by the average output value of the samples it contains Breiman et al., 1984] . Each bifurcation is parallel to one of the axes and can be expressed as an inequality involving one of the input components (e.g. x k > b). The input space is divided into hyperrectangles organised into a binary tree where each branch is determined by the dimension (k) and boundary (b) which together minimise the residual error between model and data.
Regression trees can both estimate a model and indicate which components of the input vector are most relevant to the modelled relationship. Dimensions which carry the most information about the output tend to be split earliest and most often. Cases where the relevant dimensions are x-dependent are indicated by local clustering of the bifurcation boundaries. This form of automatic relevance determination is a natural feature of regression trees.
Regression trees are, however, con ned to discontinuous models and output values jump discontinuously when an input point crosses between two hyperrectangles. It is also di cult to decide when to stop growing the tree (or equivalently, how much to prune after it has fully grown). This is a manifestation of the ubiquitous issue of model complexity, which all nonparametric methods must face Geman et al., 1992] .
Radial Basis Function Neural Networks
Radial basis function (RBF) neural networks Broomhead and Lowe, 1988] transform the ndimensional inputs non-linearly to an m-dimensional space and then estimate a model using linear regression. The non-linear transformation is controlled by a set of m basis functions each characterised by a position or centre c j in the (original) input space and a width or radius vector r j , j 2 f1; 2; : : : ; mg. The basis functions are usually local in the sense that they respond most strongly to the inputs nearest to the centre, c j , in the metric determined by the radius, r j . (2) For example, phase one could simply allocate an RBF centre to each input datum in the training set. Without further modi cation this scheme would normally produce an overly complex model which would over t the data. However, if the weights for the linear model are subsequently calculated using penalised likelihood, the model complexity can be controlled by one or more regularisation parameters whose value(s) can be determined by optimising a suitable model selection criterion Freeman et al., 1998 ]. When the training set comprises many data (say, more than 1000) a heuristic that selects a subset of input data vectors randomly as centres makes intuitive sense and also avoids a heavy computational burden when performing the matrix inversion necessary to calculate the weights.
In an alternative approach, each input can contribute one candidate RBF initially and a subset selection procedure Miller, 1990] can then choose which to include in the model. The approach of Chen et al. 1991] falls into this category, as does that of Orr 1995] which combined subset selection and regularisation. In both cases forward selection (described in section 2.3.1) was used, where the network is initially small and is subsequently built up to its optimal size. Other approaches, such as Platt, 1991] , Kadirkamanathan and Niranjan, 1993] and Fritzke, 1994] , also involve controlled growing but attempt to tune the selected centre locations.
Combining the Two Methods
The combination of trees and RBF networks was rst suggested by Kubat and Ivanova 1995] in the context of classi cation rather than regression (although the two tasks raise similar issues). Further elaboration of the idea appeared in Kubat 1998 ]. Essentially, each terminal node of the classi cation tree contributes one unit to the RBF network, the centre and radius of which are determined by the position and size of the corresponding hyperrectangle. Thus the regression tree sets the number, positions and sizes of all RBF centres in the network. Model complexity is controlled by two parameters: -c determines the amount of tree pruning in C4.5 Quinlan, 1993] (the software package used by Kubat 1998 ] to generate classi cation trees) and xes the size (i.e. the width) of the RBFs relative to hyperrectangles.
Our major reservation about the approach taken by Kubat 1998 ] is the treatment of model complexity. In the case of the scaling parameter ( ), the author claimed it had little e ect on prediction accuracy. Unfortunately, this accords neither with our own previous experience of RBF networks nor with the experimental results described later. Furthermore, the e ect of the amount of pruning (-c) on prediction accuracy was demonstrated in Kubat 1998 ] yet a xed value was used in the benchmark tests presented there. Finally, no discussion was o ered of how scaling and pruning should be controlled to optimise model complexity for a given data set.
The main contributions of our paper are:
1. We address the model complexity issue by using the nodes of the regression tree not to x the RBF network but rather to generate a set of RBF candidates from which the nal network can be selected. Thus the burden of controlling model complexity shifts from tree generation to RBF candidate selection. 2. The regression tree from which the RBFs are produced can also be used to in uence the order in which candidates are considered for selection. We describe one way to achieve such an ordering and demonstrate that it produces more accurate models than does simple forward selection. 3. We show that, contrary to the conclusions of Kubat 1998 ], the method is typically sensitive to the parameter and we discuss its optimisation by the use of multiple trial values.
Our method is described in detail in section 2. Results are presented in section 3 and discussed in section 4. Finally, section 5 summarises our conclusions. 
The bifurcation which minimises E(k; b) over all possible choices of k and b is used to create the \children" of the root node and is found by a simple discrete search over n dimensions and p cases. The children of the root node are split recursively in the same manner and the process terminates when all remaining bifurcations create children containing fewer than p min samples, where p min is a variable parameter. The child centres will be shifted with respect to their parent nodes and their sizes reduced in dimension k.
The size of the regression tree does not determine the model complexity. It is therefore not necessary to perform the nal pruning step that is normally associated with recursive splitting methods Breiman et al., 1984 , Quinlan, 1993 , Kubat, 1998 ].
Transforming Tree Nodes into RBFs
The regression tree contains a root node, some nonterminal nodes (having children) and some terminal nodes (having no children). Each node is associated with a hyperrectangle of input space having a centre c and size s as described above. The node corresponding to the largest hyperrectangle is the root node and that is divided up into smaller and smaller pieces progressing down the tree. To transform a hyperrectangle into a Gaussian RBF we use its centre c as the RBF centre and its size s, scaled by a parameter , as the RBF radius, r = s :
The method parameter is the same for all nodes and plays a similar role to the in Kubat 1998 ] but is not exactly the same. If we denote Kubat's by K , then our is p 2 ?1 K .
Selecting the Subset of RBFs
After the tree nodes are transformed into RBFs we select a subset for inclusion in the model. In Kubat 1998 ], all RBFs from terminal nodes are included in the model. As a result, the model complexity is very sensitive to the extent of tree pruning. Although selection can be performed by a standard method, we adopt a new approach and use the tree to order the selection process for RBFs.
The Standard Method
Standard methods for subset selection include forward selection (the network is grown until over tting occurs), backward elimination (the network is pruned until over tting is prevented), a combination of the two (e.g. two forward selection steps followed by one backward elimination step) or all-subset selection (full combinatorial search). The latter is generally far too computationally expensive. We follow Chen et al. 1991] and Orr 1995] and use forward selection implemented through the orthogonal least squares method.
Using the Tree to Guide Selection
In any of the standard methods for subset selection the RBFs generated from the regression tree are treated as an unstructured collection. No distinction is made between RBFs corresponding to di erent nodes in the tree. Intuitively, RBFs with large s j should be included rst, to synthesise coarse features of the data, and centres with small s j last, to model ne detail. This, in turn, suggests searching for RBF candidates by traversing the tree from the largest hyperrectangle (and RBF) at the root to the smallest hyperrectangles (and RBFs) at the terminal nodes. Thus the rst decision should be whether to include the root node in the model, the second whether to include any of the children of the root node, and so on, until the terminal nodes are reached.
After some experimentation, we have developed a method for selecting RBFs that extends this simple approach to address a well-known problem with forward selection, namely, that one regressor can block the selection of other more \explanatory" regressors which happen to arise later in the selection process. In the present context, there is a danger that a parent RBF could block its own children. To avoid this, when considering the addition of one or both children to the growing network, we consider also the e ect of deleting the parent, as well as retaining it. Our method uses, therefore, a combination of backward elimination and forward selection that is reminiscent of the selection schemes developed for the MARS Friedman, 1991] and MAPS Barron and Xiao, 1991] algorithms.
The algorithm depends on a dynamically adjusted list of \active" nodes. At any given step in the selection process only active nodes and their children are considered for inclusion in the model. Active nodes which are already included in the model can be also be removed. When an active node is selected for inclusion or removal from the model, and/or its children selected for inclusion, it is replaced in the active list by its children. Eventually the active list contains only terminal nodes and the search is halted. The steps of the algorithm are as follows.
1. Initialise the active list with the root node and the model with the root node's RBF. 2. For each nonterminal node on the active list consider the e ect (on the model selection criterion) of all possible combinations of including or removing the active node and including neither, one or both children (a total of seven possible adjustments to the model). 3. From all these possibilities (a total of seven times the number of nonterminal nodes in the active list) choose the one which most decreases the model selection criterion. Update the current model and remove the node involved from the active list, replacing it with its children. If none of the modi cations decrease the selection criterion then choose one of the active nodes at random and replace it by its children but leave the model unaltered. 4. Return to step 2 and repeat until all the active nodes are terminal nodes.
Calculating the Weights
Consider a model that includes m RBFs, indexed by j running from 1 to m. The RBF centres c j and radii r j , together with the training set inputs fx i g p i=1 , form a design matrix H (p rows and m columns) whose elements are H ij = h j (x i ) where h j is given by equation (1) 
Model Selection Criteria
The model selection criterion used to evaluate and compare di erent subsets of RBFs can usefully be regarded as another method parameter. We have studied two distinct criteria, generalised cross-validation (GCV) Golub et al., 1979] During the selection process the current model and its potential successors di er only by the addition, subtraction or replacement of one or two RBFs. The matrix inverse involved in calculating the model selection criterion is therefore not computationally expensive as it can be calculated incrementally by exploiting theorems on small rank adjustments and inverses of partitioned matrices Horn and Johnson, 1985] . BIC is more conservative than GCV in the sense that it imposes a greater penalty for model complexity and therefore leads to less complex models (smaller networks). Our experimental results, both on demonstration problems and DELVE data sets, indicate a distinct advantage for BIC and suggest that GCV is less able to avoid over t. This concurs with results from other algorithms based on subset selection such as that of Friedman 1991] , where GCV was modi ed to make it more conservative, and that of Barron and Xiao 1991] , where BIC was also found to give better results than GCV.
The Best Parameter Values
Our method has two main parameters: p min (a positive integer) which controls the depth of the regression tree and (a positive scalar) which determines the ratio of hyperrectangle and RBF size. As BIC always outperforms GCV, the choice of model selection criterion is not an issue but the values chosen for the other two parameters can alter the accuracy of the model and optimum values are problem-dependent.
We have developed a semi-heuristic approach to the optimisation of these parameters. Several trial values are given for each parameter and the best combination is selected by nding the one with the lowest model selection criterion (BIC) . In e ect, we search for the true minimum of BIC by sampling values in a 2D grid pattern (with dimensions p min and ) and approximating the location of the true minimum by the location of the nearest grid point. A similar technique has previously been used to optimise the radius of regularised RBF networks Orr, 1998 ].
However, results can also be sensitive to the set of trial values supplied for and p min , in the sense that the global minimum of BIC (which the trial values are used to estimate) does not always correspond with the best test set performance. This is particularly true of \low" values of both parameters which often show signs of producing over t and should thus be avoided, but the meaning of \low" is problem dependent. For simulated problems some experimentation can be used to locate sets of trial values which work well. For real problems, where such experimentation is unavailable, a certain amount of human judgement is required, partly based on experimence with simulated problems.
Experimental Results

Demonstrations
We have used two distinct, simulated regression problems for demonstration purposes. The rst problem is a 2D sine wave, y = 0:8 sin(x 1 =4) sin(x 2 =2), with 200 training data sampled at random from the input ranges x 1 2 0; 10] and x 2 2 ?5; 5] and corrupted by additive output Gaussian noise of standard deviation 0.1. The test set contains 400 noiseless samples in a 20-by-20 grid pattern covering the same input ranges. The measured error is the total square error over the 400 samples.
The second problem is a simulated alternating current circuit with four input dimensions (resistance R, frequency !, inductance L and capacitance C) and one output (impedance Z = p R 2 + (! L ? 1=! C) 2 ). The 200 data in each training set were sampled at random from the ranges R 2 0; 100], ! 2 40 ; 560 ], L 2 0; 1] and C 2 10 ?6 ; 11 10 ?6 ] and the standard deviation of Gaussian noise added to the outputs is 175. The test set has 5000 noiseless data sampled at random from the same input ranges as the training set. The measured error is the mean square error over the test set divided by the variance of the test set targets. This is identical to one of the experimental designs used in Friedman 1991 ] to test the MARS algorithm. Di erent versions of our method were assessed by the mean and standard deviation of the measured errors over 50 replications of each of the two demonstration training sets. The differences between di erent training set instances are the random positions of the inputs and the random noise added to the outputs. For comparison, the mean and standard deviation of the performance of MARS on replications of the simulated circuit problem was 0:12 0:06 Friedman, 1991]. In the notation used, the mean is to the left of the \ " symbol and the standard deviation to the right.
We also recorded the average running time (in seconds) per training set. The method was implemented in Matlab and ran on a 266MHz Digital Alpha workstation. Note that the replicated data sets were regenerated for each demonstration (the same 50 were not used for all) so the same version of the method may give di erent average errors in di erent demonstrations.
The Use of Trial Values for the Parameters
After some experimentation (as discussed in section 2.6) we determined sets of trial values for p min and that yield reasonable results for each of the two problems. The following demonstra-tion shows the advantage of using sets of such trial values rather than identifying a single best value for each parameter.
We rst ran the method on each training set instance using all the trial values for the parameters. In this case the method generates a model for each possible combination of values for the two parameters and picks the one which yields the lowest model selection criterion (BIC). Di erent parameter values are thus used for di erent instances. Then, for comparison, we gave each parameter only one trial value (the average of those used previously) and repeated the experiment on the same training sets. Each training set is forced to use the same parameter values by this procedure. Tables 1 and 2 
Ordered Versus Unordered Selection
In section 2 we described two approaches to RBF selection. The rst considers candidates in approximate order of largest to smallest and the second takes the standard approach of forward selection where all candidates are considered together. In the following demonstration we compare the two alternatives.
Both methods were used on 50 replicated training sets for each problem with the same parameter trial values which were found to work well in the previous demonstration (see the last rows of tables 1 and 2). The same model selection criterion, BIC, was also used. For a given training set instance and pair of values for p min and , both methods were selecting from the same set of RBFs using the same criterion. The only di erence was in the order in which selections were considered. The results are given in tables 3 and 4. They show that ordered selection has a signi cantly bene cial e ect on accuracy, although the running time is approximately doubled. 
Placement of Centres within Hyperrectangles
In our method, as described previously, if a hyperrectangle occupies a k x k b k in the k-th dimension then the centre of the RBF which it generates is at c k = (b k + a k )=2, that is, in the middle of the hyperrectangle. The RBF radius in the kth dimension is r k = (b k ?a k )=2. Kubat 1998 ] adopted a di erent approach, shifting the RBF centre to a face of the hyperrectangle and doubling the RBF radius if one of two opposing faces is at the edge of the data space. As an example, let x k = a k be at the edge of the data space, while x k = b k is not. The centre then shifts to c k = a k and the radius is r k = (b k ? a k ). Figure 1 illustrates the di erence schematically. In our experiments we implemented a \switch" to control which of these centre placement schemes to use and then compared results from both versions on the replicated training sets. The same parameter values were used as in previous demonstrations (see the last rows of tables 1 and 2). The results are in tables 5 and 6. The results do not show a clear performance distinction between the two methods. For other demonstrations and experiments we stuck to the simpler \always in the middle" option.
DELVE Data Sets
The DELVE archive is a repository of data sets, methods, results and software available on the Internet Rasmussen et al., 1996] which provide good quality \benchmark" tests of methods for learning non-linear relationships in high-dimensional data Neal, 1998 ]. DELVE provides large centre placement error time sometimes at the edge 0:12 0:08 39 always in the middle 0:13 0:04 39 Table 6 : Comparing centre placement schemes for the simulated circuit problem. data sets from which non-overlapping training and test portions can be extracted and used to provide accurate assessments of a method's performance. The results of various methods on the di erent data sets are archived and available for comparison with new methods.
We tested our method on two families of data sets from the DELVE archive, the kin family, and the pumadyn family, both of which are generated from simulated robotic arms. These families are divided into di erent types of data: fairly linear or non-linear, medium noise or high noise, 8 inputs or 32 inputs. In both cases we chose the non-linear, high noise versions and tested both the low and high-dimensional cases. The DELVE names for these data sets are kin-8nh, kin-32nh, pumadyn-8nh and pumadyn-32nh. The training set size (p) can be varied for each of these and below we report results for 128, 256, 512 and 1024 training data.
The assessment of our method (and the others to which it is compared) involves the mean and standard deviation of the normalised sum-squared-error. Averaging is performed over a number of independent data set instances, eight for p = 128, 256 or 512 and four for p = 1024.
Normalisation is achieved by taking the ratio of the sum-squared-error to the sum of square deviations of the target values to their mean. A method which always predicted this mean (in response to any input) would thus achieve a normalised error of one.
The kin data sets are intended for development, not for reporting results, so we have restricted our use of them to ne tuning the trial values of our method's main parameters, and p min , applying the method several times until optimal performance is achieved. The pumadyn data sets are intended for reporting and we applied our method once only on these, using the best sets of parameter values found for the kin family. These were: 2 f2; 4; 6; 8g and p min = 5 for 8 inputs and 2 f4; 6; 8; 10; 12g and p min = 6 for 32 inputs. Note that, in contrast to the demonstration problems in section 2.6, we found that just one trial value for p min worked best.
For model selection we used BIC throughout (see section 2.5).
Results for the pumadyn data sets are shown in gures 2 and 3 in a format due to Rasmussen et al. 1996] . Results for a given task are contained in a rectangle labelled at the top with the number of training set samples. The left-to-right ordering of columns within each rectangle is the same as the top-to-bottom ordering of method names lower down. The horizontal line for each method marks the mean normalised sum-squared-error and the vertical line shows twice the standard error.
Below each rectangle is an array of numbers. If method A performs better than method B and the probability that this di erence could have occurred by chance (as calculated by a simple t-test) is less than or equal to 9 (when multiplied by 100 and rounded) then this gure appears in A's column and B's row. Otherwise a \*" character is inserted, or a blank if A and B are the same method. For example, the number 5 means that there is a 0.05 chance that A's better performance compared to B's could have arisen by chance. Many zeros in the same column indicates that the method is exhibiting good performance.
The other methods we used for comparison were: linear least squares regression (lin-1), K-nearest neighbours for regression using leave-one-out cross-validation to select K (knn-cv-1), multivariate adaptive regression splines (MARS) Friedman, 1991] version 3.6 with bagging (mars-3.6-bag-1), multilayer perceptron ensembles trained with early stopping (mlp-ese-1) Neal, 1998 ] and multilayer perceptron networks trained by Bayesian learning using MCMC methods (mlp-mc-1) Neal, 1998 ]. Our own method, which uses RBF networks and regression trees, is denoted by rbf-rt-1. The results show that the performance of rbf-rt-1 is comparable to that of the best methods, mlp-mc-1 and mars3.6-bag-1, when the number of samples is 256 or more and somewhat worse for p = 128. rbf-rt-1 always outperforms mlp-ese-1 and the simple methods lin-1 and knn-cv-1.
Finally, we tried two variants of our algorithm on the pumadyn data sets to obtain further evidence in support of the novel RBF selection order, based on the structure of the tree and the list of active nodes, as described in section 2.3.2 and demonstrated in section 3.1.2. The results are in gure 4 where rbf-rt-1 refers to the version which uses the special ordering and rbf-rt-2 to the version which uses plain forward selection. Apart from the order in which RBFs are considered for selection, the algorithms are identical and used the same trial values for and p min . In ve out of eight cases, ordered selection improved performance and it never degraded performance. 
Soybean Classi cation
The real world problem we use to test the method concerns the classi cation of soybean plants into three quality classes (good, fair and poor) from digital images. The original classi cations were generated by three human experts and the data consists of all cases for which the experts' judgements were in agreement (326 in total). The input variables are a set of 20 measurements from the binary images describing such features as width (WDT), height (HGT), area of plant silhouette (AREA) and so on. Not all features are independent, some are combinations of the others, for example D = AREA / WDT HGT. A variety of learning methods have previously been used on this data set, including linear discriminant analysis Ninomiya and Shigemori 1991] , fuzzy logic Ambuel et al., 1997] and classi cation trees Ninomiya and Nguyen-Cong, 1998 ]. Oide and Ninomiya 1998 ] used multilayer perceptrons but with the original images, rather than feature vectors, as the inputs. Results have sometimes been analysed in terms of two, rather than three, classes by combining the fair and poor categories into a single not good category.
The method described above in section 2, which is essentially for regression problems, was applied to this classi cation task by converting classes in the training set into numerical values (good = 3, fair = 2 and poor = 1). When the trained network was used for prediction, the nearest of these three values to the network output was used to determine the predicted class.
We rst searched for a rough idea of the trial values to use for the method's main parameters, p min and by examining the misclassi cation rate using 5-fold cross-validation for a number of alternative sets of trial values. Results were approximately the same for values in the ranges 2 p min 6 and 3:0 10:0 but favoured relatively low values of both parameters. Finally we chose p min 2 f2; 3; 4g and 2 f3; 4; 5; 6g and the results reported below refer to the cross-validated predictions of the method using these values. For comparison with Oide and Ninomiya 1998 ] we evaluated the mean and standard deviation of the following three percentage classi cation rates over the cross-validation sets: SIRA, the fraction of all cases correctly classi ed as either good or not good, SIRG, the fraction of good cases correctly classi ed, and SIRNG, the fraction of not good cases correctly classi ed. The results are in table 7. The rst row repeats the results of Oide and Ninomiya 1998 ] who used a multilayer perceptron and direct image inputs. The second row gives our results.
SIRA SIRG SIRNG multilayer perceptron 76 3 64 9 79 5 regression tree and RBF 91 3 71 10 97 1 Table 7 : The classi cation accuracy of the method with the soybean data. All gures are in percent and rounded to the nearest whole number.
In both cases the SIRG gure has a larger standard deviation, owing to the relatively low number of good examples (66) compared to not good examples (270). However, the two sources of variance are di erent. In our case the variability is attributable to di erences between crossvalidation sets. In Oide and Ninomiya 1998 ], data is divided into one training set and one test set, and the variance is attributable to di erent random initialisations of the weights of a multilayer perceptron. Our method appears to perform better in each category but a direct comparison of results is not straightforward. The di erence could also be at least partly attributable to the di erent inputs used (features versus images) or to the nature of the training sets (5-fold cross validation in our case, 26 specially selected examples in theirs).
We also present the two-class and three-class cross-validated results in tables 8 and 9. The gures quoted are the averages and standard deviations of the expected number of cases in a test set of 326 data. These have been derived on the basis of the statistics of the corresponding classi cation rates over the cross-validation sets. predicted observed class class poor fair good poor 139 6 21 6 1 2 fair 27 10 64 11 18 7 good 1 2 8 3 47 13 These can be compared to similar tables in Ambuel et al. 1997] and Ninomiya and NguyenCong 1998 ] though di erences in compilation should be noted. In Ambuel et al. 1997] , results are quoted for two methods (fuzzy logic and linear discriminant analysis) and applied to a superset of our data (875 cases). After renormalising the results in Ambuel et al. 1997 ] to our smaller data set (326), it is apparent that both these methods are considerably less accurate than the method described here. However, it should be borne in mind that the extra data in Ambuel et al. 1997] consisted of cases where the human experts were not unanimous in their judgements of the correct classi cation. This may have degraded the results. Ninomiya and Nguyen-Cong 1998 ] used a pure classi cation tree with a data set almost identical to the one we used (it had one less case). A direct comparison is still di cult, however, because the tables in Ninomiya and Nguyen-Cong 1998 ] refer to predictions for the training set, not for cross-validated sets. These are thus likely to be over-estimates of the accuracy of their methods on unseen data. For their best model, a cross-validated error rate is quoted for the two-class problem of 35 misclassi cations out of a total of 325 cases. This is slightly worse than the equivalent gure for our method, 28 8 misclassi cations out of 326 derived 1 from table 9.
One of the merits of regression (or classi cation) trees is their ability to provide an indication of the relevance of each input variable to the output. Variables which are split the earliest or the most frequently are of greater relevance. The nine variables which, on average (over the cross-validated sets), were the earliest to be split were: XD1, YFT, D, YSD/YM, AREA, WDT, WDT , YSK and AXS; while the nine most frequently split variables were: WDT, D, XD1, XSD/XM, HGT, XFT, XSD, XD2 and YSD (see Ninomiya and Shigemori 1991] for their de nitions). Figure 5 shows the variation of SIRA and SIRG with the number of input variables. Successive variables being added in order of most frequent splits, starting with WDT. The rst ve to nine variables seem to carry most of the information about soybean class. Finally, we applied our method to the subset of four variables used by Ambuel et al. 1997] and the subset of ve variables used by Ninomiya and Nguyen-Cong 1998 ]. In both cases we found the results were worse than using all variables (compare with table 7) or using a subset of the nine most frequently split variables (compare with gure 5). The cross-validated misclassi cation rate with our method and the subset used by Ninomiya and Nguyen-Cong 1998 ], which is equivalent to 37 12 cases in 326, is quite close to the gure of 35 out of 325 quoted in Ninomiya and Nguyen-Cong 1998 ]. This suggests that the slightly superior results achieved with our method when using all variables (28 8) Table 10 : Performance of our method on variable subsets used in previous papers.
In summary, and bearing in mind that for various reasons direct comparisons are not straightforward, we draw the conclusion that our method performs better than fuzzy logic, linear discriminant analysis, and multilayer perceptrons on this data set. There is, however, a much smaller improvement over the performance of pure classi cation trees.
Discussion
Although we have not yet performed a comparison between the method described by Kubat 1998 ] and the one described here, we anticipate that our method will be superior. In Kubat's paper, all the tree nodes were converted into RBF units so the only level of model complexity control was the tree pruning provided by Quinlan's C4.5 software and the choice of RBF scale, . However, Kubat 1998 ] did not present a method to optimise either the degree of pruning or the value of the parameter . Our method addresses these weaknesses, by controlling RBF selection rather than controlling tree pruning. Tests have shown that our method performs at least as well as several other methods, on a range of arti cial and real data sets.
One of the most interesting aspects of our model is the order in which RBFs are considered for selection: essentially in order of RBF width. It is clear that this approach produces more accurate models than simple forward selection, as was demonstrated in sections 3.1.2 and 3.2. It is not, as yet, clear whether this bene t arises from the large-to-small ordering or from some other aspect of the mechanism (the active list of nodes, as described in section 2.3.2). The ability to backwardly eliminate the RBF of a parent node, for example, may also explain some of the improvement. Future experiments will investigate such questions to build an understanding of why ordering performs better and leading, perhaps, to an improved version of the method.
Ideally, learning methods should be fully automatic. Unfortunately, our method has some parameters that must be tuned for each data set (or type of data set): p min the minimum number of training samples per tree node, and , the relative size of RBFs with respect to hyperrectangles. In general the method is sensitive to the precise values for these parameters. This sensitivity is reduced if the model selection criterion is used to pick the best combination from trial values (as illustrated in section 3.1.1). As a heuristic, the choice of trial parameter values can be based on general properties of the training set such as the number of cases and the size of the input space. For example, intuition would suggest that larger values of would be appropriate for high dimensional spaces. It is also possible to optimise the parameters by re-running the method with di erent sets of trial values searching for the best performance on a \hold-out" test set. We avoided this temptation when applying the method to the pumadyn data sets (in accordance with the DELVE authors' recommendations) and still achieved satisfactory results. Note, however, that we used several trial values of the scaling parameter . We believe this parameter is more critical than suggested by Kubat 1998 ] and provide some evidence in section 2.6.
Conclusions
We have described a method for nonparametric regression based on combining regression trees and radial basis function networks. The method is similar to that of Kubat 1998 ] and has the same advantages (a continuous model and automatic relevance determination) but also some signi cant improvements. The main enhancement is the addition of an automatic method for the control of model complexity through the selection of RBFs. We have also developed a novel procedure for selecting the RBFs based on the structure of the tree and shown it to be superior to simple forward selection.
The method has been tested on some DELVE data sets and a practical problem involving the classi cation of soybean plants from digital images. For the soybean classi cation task the method is at least as accurate as other methods previously applied to the same data. For the DELVE data sets the method is amongst the best performing group (including MARS and Bayesian MLPs) and is thus competitive with some leading modern methods.
