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Abstract
We analyze the properties of the non-minimal pure spinor formalism. We show that
Siegel gauge on massless vertex operators implies the primary field constraint and the
level-matching condition in closed string theory by reconstructing the integrated vertex
operator representation from the unintegrated ones. The pure spinor integration in the
non-minimal formalism needs a regularisation. To this end we introduce a new regulator
for the pure spinor integration and an extension of the regulator to allow for the saturation
of the fermionic d-zero modes to all orders in perturbation. We conclude with a preliminary
analysis of the properties of the four-graviton amplitude to all genus order.
4/11/2018
1. Introduction
The pure spinor formulation of perturbative string theory [1,2] has proved to be a
powerful tool for implementing the role of maximally extended N = 8 supersymmetries in
various amplitude computations. Because this formalism makes use of a constrained ghost
variable it allows to construct superspace invariants over fraction of superspace coordinates
that are difficult to construct in conventional superspace approaches. In an extended
formulation of the pure spinor formalism, Berkovits was able to avoid the complications
associated with the picture changing operators of the original multiloop prescription [2,3]
and to obtain a new class of partial superspace integrals [4] giving the leading contribution
to the low-energy limit of the four-gravitons amplitude at genus order g ≤ 6
Fg =
∫
d16θd16θ¯θ12−2g θ¯12−2g (Wαβ)
4 ∼ ∂2gR4 + susy completion (1.1)
Where Wαβ is the Ramond-Ramond spin 1 superfield [5,4]. The fact that these quantities
give the leading contribution to the low-energy limit of the four-graviton amplitude, up to
genus-six order, confirms the non-renormalisation conditions for the ∂2gR4 contributions
with g ≤ 6 to the ten dimensional low-energy effective action for type IIA and type IIB
string derived from string dualities in [6].
Since these superspace integrals arise from the zero mode saturation they give a direct
indication of the leading ultra-violet divergence structure of the field theory four-graviton
amplitude in N = 8 supergravity. A four-graviton amplitude with the leading low-energy
limit given by Fg in (1.1) has the following dimensions by
[Ag4] = [∂2gR4] mass(D−4)g−6 g ≤ 6 (1.2)
where [· · ·] gives the mass dimension. We used that a g-loop gravity amplitude has mass
dimension [Ag4] = mass(D−2)g+2, that [∂] =mass and [R4] = mass8. It is remarkable that
the explicit four-graviton amplitudes performed in field theory up to and included three
loop order in [7,8] can be presented in a form that has the manifest ultra-violet behaviour
given by (1.2). This formula indicates that the g-loop four-graviton amplitude in (1.2)
develops ultra-violet divergences from
D ≥ Dc = 4 + 6
g
; g ≤ 6 . (1.3)
When g = 6 the integration in (1.1) is over all the full superspace (all the 32 θ variables)
and supersymmetric protection is exhausted. But at precisely this order the amplitudes
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are ill-defined because of singularities in the integration over the pure spinor ghosts [3,4]
and no firm conclusions could be drawn about the structure of the amplitude at higher-
genus order. In this work we discuss an alternative modification of the non-minimal pure
spinor formalism leading to well defined amplitude at any genus order. A regularisation
of the singularities from the tip of the cone has been given in [3] but the resulting formu-
lation makes very difficult to extract information about the structure of the higher-loop
amplitudes. In order to understand the systematics of the higher-loop multigraviton am-
plitudes we introduce an alternative regulator. With this regulator we give a preliminary
analysis of the structure of the four-graviton amplitude at higher-genus. We hope that this
analysis is a step toward understanding the systematics of N = 8 supergravity amplitudes
and the role of the surprising simplifications occurring the structure of the higher-loop
amplitudes [6,8,9,10,11,12,13].
In section 2 we review the basics of the minimal pure spinor formalism and its relation
to the non-minimal formalism. In section 3, we discuss the massless vertex operators in the
non-minimal formalism. We derive the relation between the integrated and unintegrated
representation of the vertex operators. Using a Siegel gauge we derive the physical state
condition on massless vertex operators, and the level-matching condition in the case of the
closed string. Because of the dependence of the bnm-ghost on the non-minimal sector the
change of representation of the vertex operator and the Siegel gauge are only obtained up to
Q-exact term depending on the non-minimal sector. A different analysis of the Siegel gauge
condition on vertex operators appeared the recent preprint [14]. In section 4 we analyze
the origin of divergences in the pure spinor integration. The singularities in the pure spinor
integration are taken care by the introducing of a new regulator strongly dumped at the
tip of the cone. We show that in order to be able to saturate the fermionic zero modes to
all orders in perturbation—and avoid that the amplitudes are vanishing after some genus
order which would be incompatible with unitarity—one needs to consider an extension
of the regulator with more d-zero mode contributions. In our scheme the non-minimal
bnm-ghost is not modified and applies to any genus order and any number of punctures. In
section 5 we turn to multiloop amplitudes and give the form of the integrand of the leading
low-energy contribution to the multiloop four-graviton amplitude at all genus order. We
conclude by showing that the massless N < 4-point amplitudes are vanishing to all order
in the non-minimal pure spinor formalism. This implies finiteness of string perturbation
in the absence of unphysical singularities in the interior of the moduli space.
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2. Pure spinor measure of integration in the minimal and non-minimal formal-
ism
The action for type II superstring in the pure spinor formalism in flat ten-dimensional
space is given by [1]
S =
∫
d2z
(
1
2πα′
∂xm∂¯xm + pαθ¯
α + p̂
α̂
∂θ̂α̂ + wα∂¯λ
α + ŵ
α̂
∂λ̂α̂
)
(2.1)
The matter fields are organized into ten bosonic fields of conformal weight zero xm with
m = 0, . . . , 9 and two sets of fermionic fields (pα, θ
α) and (p˜
α̂
, θ˜α̂) of conformal weight one
and zero with α in 16 and α̂ in 16 or 1¯6 of SO(16) depending if one treats the type IIA
or type IIB string. In the following we will only mention the left-moving sector, but there
are identical contributions from the right-moving sector. The pure spinor ghost λα of
conformal weight zero is constrained by
λγmλ = 0 (2.2)
where (γm)αβ are the 16× 16 gamma matrices of SO(10). The pure spinor space defined
by the constraint (2.2) is the non-compact conical space defined by a C⋆ bundle over
SO(10)/U(5). The scale of the pure spinor varies between 0 and ∞.
The constraint leaves 11 independent components for the pure spinor λα and implies
that the conjugated pure spinors wα of conformal weight one has the following Λ-gauge
invariance δΛwα = Λm(γ
mλ)α with Λm a gauge parameter. The physical quantities are
described as the cohomology of the pure spinor BRST charge
Qm =
∮
λα dα (2.3)
where dα = pa− 12 (γmθ)α∂xm− 18 (θγm∂θ)(γmθ)α is the Green-Schwarz constraint, which
satisfies the OPE dα(z) dβ(0) ∼ −(γm)αβ Πm/z where Πm = ∂xm + (θγm∂θ)/2 is the
supersymmetric momentum. Analogously for the right-moving sector.
In the case of the minimal formalism [1] at genus g order, the 11 zero modes of the
pure spinor ghost λα and 11g zero modes for the conjugated ghost wα are saturated by the
insertions of delta-functions δ(λα) and δ(wα). The BRST-invariant and Λ-gauge invariant
version of these delta-functions is given by the picture lowering YC and the picture raising
ZB operators
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YC = Cαθ
α δ(Cαλ
α) , ZB =
[
Qm,Θ([wBλ])
]
= (dBλ) δ(wBλ) , (2.4)
where Θ is the Heaviside step-function, and we have made use of the following notation
[wBλ] ≡ : wαBαβ λβ : = B J + 1
2!
BmnN
mn (2.5)
where the gauge-fixing parameters are the constant spinor Cα, and the 46 constants B and
Bmn. We have as well introduced the currents
J =: wαλ
α : Nmn =: wγmnλ : (2.6)
are conformal weight one Λ-gauge invariant quantities.
The integration over the bosonic moduli is taken care by the picture raised conformal
weight two bm-ghost which satisfies [bm, Qm] = ZB Tm where Tm is the minimal formalism
stress energy tensor. This field is integrated over the Riemann surface Σg with the help
of the Beltrami differentials (µ|bm) ≡
∫
Σ
d2z µzz¯ bm zz and the prescription for a genus-g
amplitude, with g ≥ 2, in type IIA/IIB string theory is given by [1] (see as well [15] for an
alternative derivation of the pure spinor measures)
AgN =
∫
d3g−3τ
〈∣∣∣ 3g−3∏
i=1
(µi|bm)
11g∏
j=3g−2
ZBj
11∏
k=1
YC,k
∣∣∣2 N∏
i=1
Vi
〉
(2.7)
Vi are the integrated vertex operators and 〈· · ·〉 represents the functional integration over
the world-sheet fields [xm, pα, θ
a, λα, wα] is defined by
〈· · ·〉 =
∫
d10xd16θ
g∏
I=1
d16dI
∫
[dλ]
g∏
I=1
∫
[dwI ] · · · e−Sps (2.8)
At tree-level there is no w-zero mode and the amplitude is given by 3 unintegrated vertex
operators and no insertions of bm-ghost of picture changing operators ZB . At genus one
there are 11 w-zero mode to be integrated over, there is one insertion of the bm-ghost and
one vertex operator is unintegrated. The insertion of the picture changing operators YC
cuts off the large value of the pure spinor λα localizing the integration measure in a point.
The pure spinor measure of integration is defined as
[dλ] = (ǫT −1)αβγk1···k11dλk1 · · ·dλk11 ∂λα∂λβ∂λγ (2.9)
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where we have introduced the following tensor totally antisymmetric on the ki indices and
fully symmetric γ-traceless on the αβγ indices [2]
(ǫT )k1···k11αβγ = ǫk1···k11r1···r516 (γm)((α|r1| (γn)β|r2| (γp)γ))r3 (γmnp)r4r5 . (2.10)
Such a definition of the measure of integration using derivatives is natural from the super-
geometry point of view as shown in [16]. This measure satisfies the requirement that the
overlap between the vacuum |0〉 and the highest state in the zero momentum cohomology
|C〉 = (λγmθ)(λγnθ)(λγpθ)(θγmnpθ) is a constant
〈0|C〉 =
〈
11∏
i=1
θαiδ(λαi)(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)
〉
= 1 . (2.11)
This gives the rules for computing tree-level amplitudes [1]. We will return to this compu-
tation in section 5 when analyzing the effect of the regulator on the non-minimal formalism
amplitude prescription.
This minimal formalism with only one set of pure spinor ghost, only a picture raised
version of the b-ghost can be constructed which make the analysis of the multiloop am-
plitude difficult beyond two-loops. As well in this formalism the integration over the pure
spinor variables has to be done over patches of the pure spinor space and one needs to
analyze the Cˇech-cohomology on this space for global properties [17]. As well because of
the presence of picture changing operators the amplitudes are Lorentz and supersymmetric
invariant up to boundary term.
The delta-function insertions provided by the picture changing operators in (2.4) can
be exponentiated by introducing extra new variables [18,19,2]. Let start by considering
the case a single fermionic variable θ whose BRST transformation is Qθ = λ and then by
adding a new doublet r and λ¯ and their conjugated ghost w¯ and s so that [w¯, λ¯] = 1 and
{r, s} = 1. In order that physical observables do not depend on these new variables,1 we
introduce a new nilpotent BRST operator ∆ =
∮
w¯r so that (r, s; λ¯, w¯) is a topological
1 The physical vertex operators do not depend on the non-minimal sector because the non-
minimal ghost number J¯ = λ¯w¯ − sr = [Qnm, sαλ¯
α], and as well [Qnm, J¯ ] = 0. And the physical
states are eigenvalues of the non-minimal ghost number J¯ Ψ = nΨ. Since J¯ is Q-exact all states
with non-zero non-minimal ghost charge are Q-exact Ψ = [Qnm, sλ¯Ψ]/n. Therefore the physical
states are in the zero oscillator sector with n = 0. This is the so-called quartet mechanism.
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quartet under the total BRST-charge Q + ∆. We can now express the delta-function
insertions as follows
θδ(λ) dδ(w) =
∫
[dr][dλ¯][ds][dw¯]N (2.12)
where
N = e−λλ¯−rθ−ww¯−sd . (2.13)
The exponent can be rewritten as λ¯λ+ rθ + ww¯ + sd = [Q,Ψ] with the gauge fermion
Ψ = λ¯θ + sw . (2.14)
The form of the exponent as BRST-exact quantity ensures that the amplitudes do not
depend upon the extract form of the gauge fermion Ψ unless some singularities in the
amplitude forbid the decoupling of BRST-exact quantities.
This procedure can be seen as a motivation for the introduction of the non-minimal
ghosts by Berkovits in [2] for defining the non-minimal pure spinor formalism. He intro-
duced the complex conjugate extra ghosts λ¯α and rα satisfy the relations
λ¯γmλ¯ = 0 , λ¯γmr = 0 (2.15)
In this case and the conjugated variables transform under the gauge symmetry δΛ+Lw¯
α =
Λm(γ
mλ¯)α + Lm(γ
mr)α and δLs
α = Lm(γ
mλ¯)α where Λm and Lm are the gauge param-
eters. Therefore the conjugated ghost w¯α and sα can only appear through the conformal
weight one Λ- and L-gauge invariant quantities
N¯mn = w¯γmnλ¯− sγmnr; J¯ = w¯λ¯− sr
Smn = sγmnλ¯; S = sλ¯ .
(2.16)
The non-minimal BRST-charge is
Qnm =
∮
λαdα +
∮
w¯α rα . (2.17)
3. Vertex operators in the non-minimal
The physical state vertex operators are in the cohomology of Qnm defined in (2.17).
For the massless sector of the type II superstring the vertex operators come into the
integrated and the unintegrated representations
V =
∫
d2z|Vopen|2 eik·X ; U = |Uopen|2 eik·X (3.1)
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where Uopen = λ
αAα and
Vopen = ∂θ
αAα +Π
mAm + dαW
α +
1
2
NmnFmn (3.2)
where Aα, Am, W
α and Fmn are the N = 1 D = 10 super-Yang-Mills superfields
Aα(x, θ) =
1
2
(γmθ)α am +
1
3
(χγmθ) (γ
mθ)α − 1
32
fmn(γpθ)α(θγ
mnpθ) + · · · (3.3)
and
(γm)αβAm = DαAβ +DβAα
(γm)αβW
β = DαAm − ∂mAα
DαW
β =
1
4
(γmn)α
βFmn
(3.4)
Acting with Qnm on Vopen the computation is the same as in the minimal formalism leading
to
[Qnm, Vopen] = ∂σ(Uopen) + e.o.m. (3.5)
where e.o.m. are the N = 1 D = 10 super-Yang-Mills equations-of-motion given in (3.4).
The vertex operator Uopen satisfies [Qnm, Uopen] = 0. Notice that, since Vopen and Uopen
are independent of the non-minimal fields only the minimal part of the BRST charge acts
on the vertex operator.
Because {Qnm, bnm} = Tnm, one can use the bnm-ghost to construct the integrated
vertex operator from the unintegrated vertex operator. If we denote b−1 =
∫
dσ bnm, we
have that {Qnm, b−1} =
∫
dσ Tnm = ∂σ. So, acting with b−1 on Uopen we can derive the
integrated vertex operator Vopen.
The non-minimal bnm-ghost takes the form [2,3]
bnm = s∂λ¯+
1
4
λˇα b
α (3.6)
where we have introduced the notations
λˇα =
λ¯α
(λ · λ¯) ; rˇα =
rα
(λ · λ¯) (3.7)
and
bα ≡ Gα + rˇβHαβ + rˇβ rˇγKαβγ + rˇβ rˇγ rˇδLαβγδ (3.8)
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and the operators
Gα ≡ 2Πm(γmd)α −Nmn(γmn∂θ)α − J∂θα − 1
2
∂2θα
Hαβ ≡ 1
192
(γmnp)αβ ((dγmnpd) + 4!NmnΠp)
Kαβγ ≡ 1
16
(γmnp)
[αβ(γmd)γ]Nnp
Lαβγδ =
1
128
(γmnp)
[αβ(γpqr)γδ]NnmNqr .
(3.9)
It was shown in [20] that the non-minimal bnm-ghost and the bY -ghost of the Y -formalism
are related by
bnm = bY + [Qnm,Ωv], bY =
vαG
α
v · λ (3.10)
where vα is a constant reference pure spinor so that vγ
mv = 0 and v · λ 6= 0. Here Ωv,
which expression can be found in [20], depends on the non-minimal sector and the reference
spinor vα.
We want to derive the integrated vertex operators Vopen by acting with bnm−1 on
the unintegrated vertex operators Uopen = λ
αAα. This amounts into taking the first
order poles of the OPE between the bnm-ghost and the vertex operator. For doing this
computation we will use the relation (3.10) and compute the OPE between the Oda-Tonin
bY -ghost with the vertex operator.
Using the ten-dimensional identity [20]
−1
8
(BγmnA)(γmnC)
α − 1
4
(BβA
β)Cα = BβA
αCβ − 1
2
(γmB)α(AγmC) (3.11)
where Aα, Bγ, C
β are three spinors of different chirality. It follows from the usual Fierz
identities and the OPEs
Nmn(y)λα(z) ∼ 1
2 (y − z) (γ
mnλ)α(0),
J(y)λα(z) ∼ 1
y − z λ
α(z)
(3.12)
and the equations of motion given in (3.4) and the Feynman gauge condition ∂mA
m = 0
we get∮
z
bY (z) (λ ·A)(0) = ∂θαAα +ΠmAm + dαWα + 1
2
FmnN
mn + [Qnm, Ω̂] (3.13)
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where (all the pieces should be normal ordered)
Ω̂ =
(vγmA)
2(v · λ) Πm−
(vγmd)
(v · λ) Am−
(vγm∂mA)
(v · λ)
∂(v · λ)
(v · λ) +N
mn (vγmnW )
(v · λ) +
1
2
J
(v ·W )
(v · λ) , (3.14)
The Q-exact part in eq. (3.13) contains all the dependence on the auxiliary constant spinor
v and is needed as well for generating the NmnF
mn piece of the vertex operators.
This gives for the action of the full non-minimal bnm-ghost that∮
z
(bnmUopen + [Qnm, Ω̂]) = Vopen (3.15)
where the Q-exact part assures that Vopen does not depend on the non-minimal sector.
3.1. Siegel Gauge for open string
Within the pure spinor formalism, one can verify that the BRST cohomology at ghost
number one gives the superspace equations for N = 1 D = 10 the super-Yang-Mills.
However, these equations are not enough to impose the primary field constraint on the
vertex operator. This situation is well-known for example in String Field theory where the
equations of motion are manifestly gauge invariant (see also [21]). In order to impose the
primary field condition, we impose the Siegel gauge condition.
For this we use the Oda-Tonin bY -field given in (3.10). We define the zero mode of it
as bY 0 =
∮
dz z bY and we act on the vertex operator Uopen = λ
αAα(x, θ). Computing the
contributions of the double poles yield
bY 0(U) =
vαλ
β
v · λ (γ
m)αγ∂mDγ Aβ
=
1
v · λ vαλ
β(γm)αγ
(
−Dβ∂mAγ + (γp)βγ∂mAp
)
= − 1
v · λλ
βDβ
(
vα(γ
m)αγ∂mAγ
)
+
1
v · λvα λ
β(γmγp)αβ∂mAp
= −Qnm
(
vα(γ
m)αγ∂mAγ
v · λ
)
+
1
v · λ
(
vγmγpλ
)
∂mAp
= −Qnm
(
vα(γ
m)αγ∂mAγ
v · λ
)
+ ∂mAm +
1
2 v · λ
(
vγmpλ
)
Fmp
(3.16)
and finally, using again the equation of motion 4DαW
β = (γmn)α
βFmn we have
bY 0(U) = ∂
mAm −Qnm
(
vα(γ
m)αγ∂mAγ − 2 vαWα
v · λ
)
. (3.17)
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Thanks to the relation (3.10) between the Oda-Tonin bY -ghost and the non-minimal bnm-
ghost we deduce that as well bnm 0(U) = ∂
mAm + QnmΩ. This leads to the usual gauge
fixing for the Maxwell field which has been derived from the Siegel gauge condition. As a
consequence of the Siegel gauge fixing, the Virasoro constraints must follow and the vertex
operator is primary. Indeed, we act with the BRST charge from the left on (3.17) and we
get
Qnm
(
bnm 0(U)
)
= Qnm
(
∂mAm
)
, (3.18)
then using the relation [Qnm, bnm 0] = L0 and QnmU = 0 we finally obtain that
L0(U) = Qnm
(
∂mAm
)
(3.19)
Evaluating the right-hand-side
Qnm
(
∂mAm
)
= λα∂m
(
DαAm
)
= λα∂m
(
∂mAα + (γm)αβW
β
)
= λα∂2Aα + λ
α(γm)αβ∂mW
β
(3.20)
and choosing the gauge ∂mAm = 0, using ∂
2Aα = 0 and the Dirac equation 6∂W = 0, we
end up with the Virasoro constraint L0(U) = 0 and the vertex operator is primary. Notice
that if it were that L0(U) = ρU where ρ is a proportionality constant, then U would not
be in the cohomology. In addition, it can be proved that, at least on the vertex U , bY 0 is
nilpotent.
3.2. Siegel-Zwiebach gauge for closed strings
In the case of closed strings, we have a left- and a right-moving bnm-field that can
be used to impose the gauge fixing condition. In that case, on the contrary to the open
strings case, the BRST condition does not impose the Virasoro constraints and the level
matching condition. The level matching condition is obtained by imposing b0L − b0R on
the physical states (where L/R denote the holomorphic and the anti-holomorphic part).
See for example [22] for a discussion of these points. In the following we will show that
imposing the level matching condition leads also to the Virasoro constraints.
The closed unintegrated vertex operator U is given by the expression
U = λαλαˆAααˆ(x, θ, θˆ) , (3.21)
where λαˆ is the pure spinor for the right-moving part. The superfield Aααˆ depends upon the
two supercoordinates θ and θˆ. This superfield plays the role of the spinorial connection for
10
the supergravity multiplet. In order to relate this superfield to the conventional superfields
Amn (whose lowest component is the combination of the metric and of the NSNS two form)
one needs to derive a ladder of differential equations starting from
D(αAβ)γˆ = (γ
m)αβAmγˆ , Dˆ(αˆA|β|γˆ) = (γ
m)αˆγˆAαm . (3.22)
The complete set of equations were derived in [23]. Acting with the left- bY L and right
bY R Oda-Tonin bY -fields on the vertex operator (3.21), we get
(bY L,0 ± bY R,0)
(
λαλαˆAααˆ(x, θ, θˆ)
)
= λαˆ∂mAmαˆ + λ
α∂mAαm + (QLnm +QRnm)(Ω)
(3.23)
where Ω is a polynomial obtained after Fierz rearrangements. As in the open string case,
these exact terms are irrelevant. Notice that since the right-hand-side involves explicitly
the ghost field λα and λαˆ, this yields the gauge fixing condition
∂mAmαˆ = 0 , ∂
mAαm = 0 . (3.24)
Using the equations
Dˆ(αˆAmβˆ) = (γ
n)
αˆβˆ
Amn , Dˆ(αAα)m = (γ
n)αβAnm . (3.25)
By separating the symmetric and antisymmetric part of Anm these equations lead to the
usual De Donder gauge for the metric and Landau gauge for the NSNS two form
∂mAmn = 0 , ∂
nAmn = 0 . (3.26)
Finally, using
DαAmn − ∂mAαn = (γm)αβW βn , DαˆAmn − ∂mAnα̂ = (γm)αˆβˆW β̂n , (3.27)
where Wαn is the gravitino superfield. This implies the set of equations
Dα∂
mAmn − ∂2Aαn =6∂Wn , Dα∂nAmn − ∂m∂nAαn = (γm)αβ∂nW βn , (3.28)
Using Dirac equation 6∂Wαm = 0 and the gauge fixing condition ∂mWαm = 0 we obtain
that ∂2Aαp = 0 and ∂
2Wαm = 0. In the same way, one can derive the gauge fixing
condition for the other gaugino. The Dirac equation for the gravitino using the present
framework was discussed in [23]. Notice that unlike the case of bosonic string, we naturally
impose both conditions on the vertex operator bY L,0 and bY R,0 since they depends upon
the independent left- and right-moving pure spinor ghosts that implies the independence
of the left- and right-moving b-fields. This means that besides the Virasoro constraints
also the level matching is automatically imposed.
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4. Regulating the non-minimal pure spinor amplitudes
Because the non-minimal bnm-ghost has 1/(λ · λ¯) pole and measure of integration over
the conjugated ghosts bring some inverse powers of λ and λ¯ (see below for details) the
amplitudes can develop singularities [2,3] from the tip of the pure spinor cone λ, λ¯ ∼ 0.
In order to understand the effect of the choice of the regulator on the amplitudes we
analyse the effect of the general regulator
Ψ = λ¯αθ
αf(λ · λ¯)− 1
2
g∑
I=1
SImnOmnI +
g∑
I=1
SIOI (4.1)
for f is a real function. And OmnI and OI are ghost number zero Λ- and L-gauge invariant
version of (2.13) that that will depend on the zero-modes conformal weight one fields and
will be discussed in section 4.4.
4.1. The vacuum of the pure spinor theory
The normalisation of the vacuum of the pure spinor theory |0〉 is defined by considering
its overlap with the highest ghost number state in the zero momentum cohomology |C〉 =
(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)
〈0|C〉 =
∫
d10xd16θ
∫
[dλ][dλ¯][dr] N̂ (λγmθ)(λγnθ)(λγpθ)(θγmnpθ) e−Sps . (4.2)
with the measures of integrations given in (2.9) and
[dλ¯][dr] = dλ¯α1 ∧ · · · ∧ dλ¯α11 × ∂rα1 ∧ · · · ∧ ∂rα11 , (4.3)
The integration over the pure spinor cone requires that one regulates the integral. A
generic regulator
N̂ = exp (−(λ · λ¯) f(λ · λ¯) + rαMαβθβ) (4.4)
where Mαβ = δ
α
β f(λ · λ¯) + λαλ¯β f ′(λ · λ¯). This quantity (4.2) gives the normalization
of the amplitudes and the prescription for evaluating the integration over the pure spinor
ghosts [1].
Two detailed evaluations of this integral are given in the appendix A. Setting h(λ·λ¯) =
(λ · λ¯)f(λ · λ¯) the amplitude takes the form
〈0|C〉 = 11!5!
∫ 11∏
i=1
dλαidλ¯αi (λ · λ¯)−10 e−h(λ·λ¯) h(λ · λ¯)10 h′(λ · λ¯) (4.5)
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This expression is proportional to
〈0|C〉 ∝ (−∂α)10
∫ ∞
0
dx e−αh(x)h′(x)
∣∣∣
α=1
∝ (−∂α)10
(
− 1
α
(
e−αh(∞) − e−αh(0)
)) ∣∣∣
α=1
(4.6)
We see that the value of the amplitude (4.2) is controlled by the value of the regulator at
the boundary of the pure spinor space λ · λ¯ =∞ and λ · λ¯ = 0. Therefore any regulator so
that limx→∞ exp(−h(x)) = 0 and limx→0 exp(−h(x)) = 0 is too strong and will lead to a
vanishing amplitude trivializing the theory.2
In the rest of this paper we will make the choice of a gauge fermion which is strongly
dumped at zero
Ψ̂ =
λ¯αθ
α
(λ · λ¯)2 (4.7)
and the regulator takes the form
N̂ = exp
[
− 1
(λ · λ¯) − rα
(
δαβ
(λ · λ¯)2 − 2
λαλ¯β
(λ · λ¯)3
)
θβ
]
(4.8)
With this regulator any divergences from the tip of the cone λ · λ¯ ∼ 0 will be regularized
by the exponential factor, and the region λ · λ¯ → ∞ will be regulated by the powers of
1/(λ · λ¯) coming from the r-zero mode contributions. For this regulator the amplitude
in (4.2) is a constant
〈0|C〉 = 11! 15 (4π)10 . (4.9)
that determines the normalisation of the amplitudes.
4.2. Tree-level Amplitudes
The prescription for N -point tree-level amplitude given in [2,3] is
AtreeN =
∫
d10xd16θ
∫
[dλ][dλ¯][dr] |N̂ |2 U(z1)U(z2)U(z3)
N∏
j=4
V (zi) e
−Sp.s. (4.10)
with the measures of integrations given in (2.9) and (4.3).
2 We thank Nathan Berkovits for an important discussion concerning this point.
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The advantage of using the regulator (4.8) is that the amplitudes are less diverging
at for λ¯ ∼ ∞ than at λ¯ ∼ 0. Because it is possible to generate 1/(λ · λ¯)-poles of any order
by inserting enough bnm-ghost (which happens at higher loop order [2,4]), but by ghost
charge conservation because the bnm-ghost has ghost charge −1 and the physical vertex
operators appear at ghost charge +1 or zero, the integrand of the amplitude divergence at
most like (λ · λ¯)11 for λ · λ¯→∞.
We show that with the regulator (4.8) the amplitudes will converge at the boundary
λ · λ¯ ∼ ∞ of the pure spinor cone.
By computing the tree-level amplitude with 3 unintegrated vertex operators and N−3
integrated vertex operators as in (4.10), the 11 r-zero modes must come from the regulator.
Therefore the integrand becomes dλdλ¯/(λ · λ¯)2 which converges for λ · λ¯→∞. Using the
representation with all unintegrated vertex operators and N−3 bnm-ghost insertions, from
seven point N ≥ 7 it is possible to saturate the 11 r-zero mode from the bnm-ghost only
and the integrand seems to behaves as dλdλ¯/(λ · λ¯) which corresponds to a logarithmic
singularity at infinity. But as remarked in [3] all the terms in the bnm-ghost commute with
the conserved charges
q1 =
∮
(rαs
α − λαwα); q2 =
∮
λ¯αs
α , (4.11)
which imply that the terms of the bnm-ghost (3.6) have opposite r-charge and λ-charge
and are invariant under the shift symmetry δrα = c λ¯α where c is a constant. Therefore to
saturate all the 11 r-zero modes we need to pick 12 r from the bnm-ghost or 11 r from the
bnm-ghost and one r from the regulator and contract the left over r-ghost with s-ghosts.
In either case this brings enough powers of 1/(λ · λ¯) so that the integral converges for the
large values of the pure spinor ghost.
In the non-minimal formalism it is possible to construct the following quantity ξ =
(λ¯ · θ)/(λ · λ¯ + r · θ) so that Qnmξ = 1. If this state is allowed it will trivializes the
theory by making all physical state Q-exact, and all amplitude vanishing. By evaluating
the amplitude 〈0|ξ〉 we see that the contribution with 11 r-zero mode lead to a logarithmic
divergence at infinity. Because the terms in the expansion of the ξ do not commute
with conserved charges q1 and q2 and the divergence is not protected by the symmetry
δrα = c λ¯α. Therefore the state ξ is not allowed in the physical Hilbert space of the theory.
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We can compare with the prescription given by Berkovits in [2] where the following
gauge fermion and regulator are used
Ψ = λ¯αθ
α; N = exp
(
− λ · λ¯− rθ
)
. (4.12)
The regulator (4.8) takes the form given in (4.8) with
Mαβ =
δαβ
(λ · λ¯)2 − 2
λαλ¯β
(λ · λ¯)3 (4.13)
This matrix satisfies the property that MαβM
β
γ = δ
α
γ/(λ · λ¯)4 that implies that
(M−1)αβ = (λ · λ¯)4Mαβ.
In the amplitude one can eliminate the dependence on this matrix in the regulator by
performing the change of variable rα = r˜β(M
−1)βα. This induces a non-trivial Jacobian
factor depending only on the λ and λ¯ pure spinor ghosts
[dλ¯][dr]→ dλ¯α1 ∧ · · · ∧ dλ¯α11 ∧ ∂r˜β1 ∧ · · · ∧ ∂r˜β11
11∏
i=1
Mαiβi . (4.14)
We should stress here that this transformation preserves the pure spinor conditions
since ˜¯λγm˜¯λ = 0 and ˜¯λγmr˜ = 0. Because Mαβ = ∂˜¯λβ/∂λ¯α this Jacobian factor is exactly
the one for the transformation ˜¯λα = λ¯α
(λ · λ¯)2 , (4.15)
therefore the measure of integration over the pure spinor ghost with the regulator (4.8)
takes the form ∫
[dλ][dλ¯][dr] e
− 1
(λ·λ¯)
−rMθ
=
∫
[dλ][d˜¯λ][dr˜] e−λ·˜λ¯−r˜θ (4.16)
which is the original regulator (4.12) introduced by Berkovits in [2] expressed in terms of
the inverted variables. This shows that our regulator is making the pure spinor λ massive
using ˜¯λ instead of λ¯.
The massless vertex operators do not depend on the non-minimal variables. This
shows that the tree-level amplitudes defined with only three unintegrated vertex opera-
tors (4.10) are the same with the regulator (4.8) and the regulator introduced in (4.12)
in [2].
Remarking that
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λ¯γmnpM−1r˜ = (λ · λ¯)2 (λ¯γmnpr˜)
r˜β1 r˜β2 (M
−1)β1 [α1 (M
−1)β2α2 λ¯α3] = (λ · λ¯)4 r˜[α1 r˜α2 λ¯α3]
(4.17)
and introducing sα = s˜βMαβ the bnm-ghost transforms as the non-minimal bnm-ghost of
eq. (3.8) transforms as
bnm = s˜∂
˜¯λ+ 1
4
˜¯λα
λ · ˜¯λ bα
bα ≡ Gα + r˜β
(λ · ˜¯λ)Hαβ + r˜β r˜γ(λ · ˜¯λ)2 Kαβγ + r˜β r˜γ r˜δ(λ · ˜¯λ)3 Lαβγδ
(4.18)
Since the operators Gα, Hαβ , Kαβγ and Lαβγδ do not depend on the non-minimal sector,
this shows that this expression is identical to the one in (3.8) and shows the equivalence
of the amplitudes with the insertion of the bnm-ghost. It is important that the bnm-ghost
keeps the same functional dependence in the r˜α, s˜
α and ˜¯λα variables are in the rα, sα and
λ¯α variables.
Because we are not transforming the conjugated ghost wα and w¯
α and because the Λ-
and L-gauge invariant measure of integration over these variables bring inverse powers of
the pure spinor ghost, we will show that this regulator provides divergence free amplitudes
that converge at λ, λ¯ ∼ ∞.
4.3. Regulating the higher-loop amplitudes
The prescription for a genus-g amplitude in this formalism is given by [2]
AgN =
∫
d3g−3τ
〈∣∣∣∣∣∣
3(g−1)∏
i=1
(µi|bnm) N̂
∣∣∣∣∣∣
2
N∏
i=1
Vi
〉
. (4.19)
The integration over the world-sheet field [xm, pα, θ
α, λα, wα, λ¯α, w¯
α, rα, sα] is defined by
〈· · ·〉 =
∫
d10xd16θ
∫
[dλ][dλ¯][dr]
g∏
I=1
∫
[dwI ][dw¯I ][dsI ] · · · e−Sps (4.20)
The measure of integration over the conjugated ghosts is given by
[dwI ] =Mα1···α8m1n1···m10n10dN
m1n1 I · · ·dNm10n10 IdJI ∂λα1 · · ·∂λα8
[dw¯I ][dsI ] =
10∏
i=1
dN¯ Imini ∧ dJ¯I ∧
10∏
i=1
∂SImini
∧ ∂SI
(4.21)
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where we set Mα1···α8m1n1···m10n10 = (γm1n1m2m3m4)
((α1α2(γm5n5n2m6m7)
α3α4(γm8n8n3n6m9)
α5α6
(γm10n10n4n7n9)
α7α8)) and ((· · ·)) means that one considers the symmetrized γ-traceless
part.
In order to regulate the integration over the zero mode of the conjugated ghosts we
make the following choice
OmnI = (wIγmnλ)
OI = (wIλ) .
(4.22)
The zero modes are defined by integration over the homology a-cycles ΦI ≡ ∮
aI
Φ for
1 ≤ I ≤ g.
The associated regulator
N = exp [Qnm,Ψ]
= exp
[
− 1
λ · λ¯ −
r · θ
(λ · λ¯)2 + 2
(λ¯ · θ)(r · λ)
(λ · λ¯)2
]
× exp
[
−
g∑
I=1
(1
2
N ImnN¯
I mn + JI J¯
I
)]
× exp
[
−
g∑
I=1
1
4
SImn(d
Iγmnλ) + SI(λdI)
]
(4.23)
The third and fourth line are the Λ and L-gauge invariant version of the regulator exp(−w ·
w¯ − s · d).
4.4. Zero mode counting in the non-minimal formalism
For having a non vanishing massless n-point genus g amplitude one needs to satisfy
the fermionic zero modes constrains given by the following equations
11g = nds + ns∂λ¯
11 = nrθ + nrd2 + nrd0 + 2nr2d + 3nr3d0
16g = nds + nd vop + nr0d + 2nrd2 + nr2d
3(g − 1) = ns∂λ¯ + nr0d + nrd2 + nrd0 + nr2d + nr3d0
(4.24)
where nds is the number of Sλd contributions from the regulator, nrθ is the number of r ·θ
contributions from the regulator, nd vop is the number of d contributions from the vertex
operators and ns∂λ¯ and nridj with (i, j) ∈ {(0, 1), (1, 0), (1, 2), (2, 1), (3, 0)} are the various
contribution from the bnm-ghost.
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The d-zero mode constraint implies that
2g = nd vop + nrd2 − nr3d0 − 3− 2ns∂λ¯ (4.25)
Since nrd2 ≤ 11 and nr3d0 ≥ 0 we deduce that this system of equation does not have a
solution after genus
g >
1
2
nd vop + 4 . (4.26)
An n-point massless amplitude would vanish for all genus g ≥ 5 + n/2 if there are no
singularities in the pure spinor integration.
With the 1/(λ · λ¯) regulator introduced in the previous section the integration over
the pure spinor ghost λ and λ¯ behaves as
Iλ,λ¯ =
∫ ∞
0
dλdλ¯
λ · λ¯
1
(λ · λ¯)nrθ
(
λ · ∂λ¯
λ · λ¯
)ns∂λ¯
e−
1
λ·λ¯ (4.27)
the q1 and q2 invariance of the bnm-ghost implies that nrθ + ns∂λ¯ ≥ 1 and these integrals
are converging both at λ · λ¯ = 0 and λ · λ¯ ∼ ∞.
This analysis shows that the bnm-ghost and the vertex operators do not provide enough
fermionic zero mode contributions for having non vanishing amplitudes at high enough
genus order, which is incompatible with unitarity.
Therefore unless there are extra sources of d-zero modes the theory cannot be unitary.
Before presenting a possible solution to this problem in section 4.5 we make a few
comments on the heat kernel regularisation.
The heat kernel regularisation [3,14]
A heat kernel regularisation of the pure spinor singularities was introduced in [3].
When the amplitude develops higher-order divergences with 11n < nrθ < 11(n + 1) one
should add [14] n sets of regulating pure spinors (fα, f¯
α, gα, g¯α) where f
α and f¯α are
bosonic constant pure spinors and gα and g¯α are fermionic constant pure spinors. Each set
of regulators is integrated over according the prescription (see equations (3.20) and (3.29)
of [14]) ∫
d11fd11f¯d11gd11g¯ e
∑
g
I=1
(fαwα I+g
αdα I+f¯αw¯
α
I +g¯αs
α
I ) , (4.28)
Each extension can provide ng¯s extra s-zero mode and ngd extra d-zero modes contributions
to the counting in (4.24)
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11g = nds + ns∂λ¯ + ng¯s
16g = nds + nd vop + nr0d + 2nrd2 + nr2d + ngd
(4.29)
leading to the d-zero mode counting
2g = nd vop + nrd2 − nr3d0 − 3− 2ns∂λ¯ + ngd − ng¯s (4.30)
Since ng¯s ≥ 0 and ng d ≤ 11n, where n defined by the order of the λ · λ¯ pole, we deduce
that this system of equation does not have a solution after genus
g >
1
2
nd vop + 4 +
11n
2
. (4.31)
In particular with one set n = 1 of regulator the massless four-point amplitudes will
be vanishing after genus g ≥ 12, which would not be compatible with unitarity if the
amplitudes did not had any divergences. In order that the massless four-point amplitude
does not vanish after some loop order one needs to have a degree of divergence that
increases with the genus order. Poles are generated by picking extra r-field from the bnm-
ghost. Because the number of r-zero mode is at most 11, these higher order pole can only
arise from the non-zero mode part of the r-field and their contraction with extra s-fields
provided by the regulator factor in (4.28). The same issue arises by increasing the number
of external legs at a given genus orderwhen using a representation of the amplitudes with
unintegrated vertex operators.
In order that the d-zero mode saturation can be satisfied to all orders in perturbation
one needs that ng d−ng¯ s > 0 and that this quantity increases (may be not monotonically)
with the genus order and the number of punctures. As well, with the necessity of intro-
ducing many regulating set, one could be worry that the multi-dimensional integration
over the fα and f¯
α pure spinors variables leads to extra poles at unphysical positions. In
order to avoid adding more and more regulators one can consider3 introducing an infinite
set from which only a finite subset will contribute to the amplitudes at a given order. It
would be interesting to clarify these points.
It could be interesting to relate this approach to the one used in this present work,
and it is tempting to conjecture that the infinite set of regulators setup can be related to
the field redefinition introduced in (4.15).
3 We would like thank Nathan Berkovits and Yuri Aisaka for this suggestion.
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4.5. Adding d-zero mode contributions
In order to resolve the issue of the vanishing of the amplitudes because of the impossi-
bility of saturating all the d-zero modes after some genus order, we introduce the following
piece to the gauge fermion
Ψ̂ = Ψ +
√
α′
∑
1≤I,J≤g
SImn (d
IγmnpdJ )PpJ (4.32)
which modifies the regulator as
N̂ = N ×Nd
Nd = exp
[
−
√
α′
∑
1≤I,J≤g
N¯mnI (d
Iγmnpd
J )P pJ
]
× exp
[
−
√
α′
∑
1≤I,J≤g
SmnI
(
P Is (λγ
sγmnpd
J )P pJ + (d
Iγmnpγ
sλ)P Js P
p
J
) ] (4.33)
With this addition to the regulator the d-zero mode counting in the n-point amplitude
at genus order g > 4 + n/2 can be satisfied by picking g − (4 + n/2) contributions of
NmnI (d
Iγmnpd
J )P pJ .
Under the change of variables λ¯→ ˜¯λ of eq. (4.15), the extension of the gauge fermion
in (4.32) transforms as
δΨ = −
√
α′
∑
1≤I,J≤g
S˜Imn (d
IγmnpdJ )Pp J (4.34)
where S˜Imn = r˜
Iγmn
˜¯λ. But only the second line of the regulator Nd is invariant. This
implies that this extension of the regulator makes a difference between the non-minimal
formalism regulated with a mass λ · λ¯ introduced in [2] or the mass λ · ˜¯λ used here.
We could not justify this extension by a first principle derivation. The difficulty of
saturating d-zero mode at higher loop could be related to a background charge screening
constraint which is not immediately visible, except for the vanishing of certain class of
amplitudes, due to the gauge fixed definition of the pure spinor formalism.
5. Multigraviton amplitudes at higher-loop
The closed string massless vertex operators is defined as [2,3]
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V =
∫
d2z
(
GMN (X)∂X
M ∂¯XN +Wαβ dαd̂β + · · ·
)
(5.1)
where XM = (xm, θα, θ̂α̂), the symmetric part of G(MN) is the graviton superfield and the
antisymmetric partG[MN ] is the NS B-field superfield. W
αβ(x, θα, θ̂α̂) is the dimension one
gauge-invariant superfield whose lowest component is the Ramond-Ramond field strength.
The zero modes saturation of a ngrav-graviton amplitude at genus g ≥ 2 leads to
AgN =
∫
d3g−3τ
〈∣∣∣ 3g−3∏
i=1
(µi|bnm) N̂
∣∣∣2 V ngrav〉
∼
〈∣∣∣e− 1λ·λ¯−∑gI=1NI ·N¯I
×
( rˇθ
λ · λ¯
)nrθ(
Sλd
)nsd(
N¯d2P
)nd2P (
∂θA+ΠB + dW +NF
)ngrav
×
(
s∂λ¯
)ns(
λˇΠd
)nr0d(
λˇ rˇ d2
)nrd2(
λˇ rˇ NΠ
)nrd0(
λˇrˇ2dN
)nr2d(
λˇrˇ3N2
)nr3d0 ∣∣∣2〉
(5.2)
where we made use of the variables (3.7). We have schematically written down all possible
terms coming from the regulator N̂ and the bnm-ghost using the notations of eq. (3.7).
When nrθ is non zero the contribution is given by an integrations over a subspace of the
θ-superspace but when nrθ = 0 this is a full superspace integral. The various powers
in (5.2) satisfy the constraint
3g − 3 = ns +
4∑
i=0
ni , (5.3)
that there are 3g − 3 insertions of the (left-moving) bnm-ghost. The saturation of the 11g
sα-zero modes, the 16g dα-zero modes, and the 11 rα-zero mode gives
s : 11g = ns + nsd − ns,r
d : 16g = nsd + 2nd2P + nr0d + 2nrd2 + nr2d + ngrav
r : 11 = nrθ + nrd2 + nrd0 + 2nr2d + 3nr3d0 − ns,r .
(5.4)
where ns,r is the number of contractions between the s-ghost and the r-ghost.
5.1. The four-graviton amplitude at higher-genus g ≤ 6
For the case of the four-graviton amplitude, with ngrav = 4, the previous conditions
have the following solution valid until genus g ≤ 6 [4]
nrθ = 12− 2g, nsd = 11g, nrd2 = 2g − 1, nr0d = g − 2
ns = nrd0 = nr2d = nr3d0 = nd2P = ns,r = 0 ,
(5.5)
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which corresponds to the partial superspace integral when nrθ = 12 − 2g 6= 0 giving the
leading contribution to the low-energy limit of the string amplitude [3,4]
Ag4 ∼
∫
d16θd16θ¯θ12−2gθ¯12−2g(Wαβ)
4 × Ig ∼ (α′∂2)gR4 Ig +O(α′k2) . (5.6)
where Ig is a field theory integral which is the low-energy energy of the expression arising
from the integration over the moduli.
For this case the good convergence properties over the spinor variables allowed to
perform the change of variables λ → ˜¯λ of eq. (4.15) and use the BRST invariance to set
Nd = 1. By using the same steps as in section 4.2 we can map our amplitude computation
to the one in [4] leading to identical results.
For the solution (5.5) the form of the integrand is given by
Ig =
∫
d3g−3τ
4∏
i=1
∫
d2zie
iki·x(zi)
∣∣∣∣∣∣
3g−3∏
i=1
∫
d2yµ(yi)
g−2∏
j=1
Π(yj)
∣∣∣∣∣∣
2
(5.7)
The expression involves 2(g − 2) insertions of the supersymmetric loop momenta Πm ∼
∂xm + (θγm∂θ)/2 flowing through the loops. The field theory limit of this amplitude in
ten dimensions has 3g − 3 + 4 = 3g + 1 propagators, and 2(g − 2) are loop momentum
contracted between themselves or to external polarisation or some of the explicit external
momenta in (5.6). The resulting integral has mass dimension (D− 4)g− 6 as it should be
by dimensional analysis. Such an expression displays the explicit superficial ultra-violet
behaviour of the amplitude.
5.2. The four-graviton amplitudes at higher-genus g ≥ 7
At genus g ≥ 7 the massless four-point amplitude can develop divergences in the pure
spinor integration at the tip of the cone λ · λ¯ ∼ 0 [4], and the change of variables λ→ ˜¯λ of
eq. (4.15) is not allowed. As well because of the potential divergences in the pure spinor
integration we cannot use the BRST invariance to set Nd = 1. We will see that this extra
contribution to the Nd regulator will bring extra d-zero mode allowing the saturate the
fermionic zero mode after g ≥ 7. Because the new contributions to the regulator come with
one power of α′ we want to minimize the number of terms coming from this modification
of the regulator to get the leading contribution to the low-energy limit of the amplitude.
This is accomplished by the solution parametrized
ns = 1, nr0d = 3g − 14, nrd2 = 12, nrd0 = nr2d = nr3d0 = 0,
nrθ = 0, nsd = 11g, nd2P = g − 6 .
(5.8)
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where we have taken nrd2 > 11 r-zero mode from the bnm-ghost as required by the invari-
ance under the charges (4.11).
This expression leads to a low-energy expansion of the four-graviton amplitude in ten
dimensions
Ag4 ∼ (α′)g−6
∫
d16θd16θ¯(Wαβ)
4 × I˜g ∼ (α′)g∂12R4 I˜g +O(α′k2) . (5.9)
where now Ig is
I˜g =
∫
d3g−3τ
4∏
i=1
∫
d2zie
iki·x(zi)
∣∣∣∣∣∣
3g−3∏
i=1
∫
d2yµ(yi)
g−2∏
j=1
Π(yj)
g−6∏
I=1
∮
aI
Π
∣∣∣∣∣∣
2
(5.10)
because this expression contains 2g−8 powers the supersymmetric loop momenta running
in the loop, this expression has mass dimension (D− 2)g− 18 and taking into account the
dimension twenty operator ∂12R4 multiplying the amplitude the total amplitude has mass
dimension (D− 2)g+2. This confirms this is the leading contribution to low-energy limit
of the four-graviton amplitude in ten dimensions.
In the extreme case that all the g−6 powers of loop momenta from the regulators are
contracted with plane-wave factors, the amplitude with have an extra factor of 2(g − 6)
powers of external momenta and will behaves as
Ag4 ∼
∫
d3g−3τ
∣∣∣∣∣∣
3g−3∏
i=1
d2yµ(yi)
g−2∏
j=1
Π(yj)
∣∣∣∣∣∣
2
α′
g
∂2gR4 +O((α′k2)g+1R4) (5.11)
For this contribution to be the leading low-energy limit of the g-loop four-graviton am-
plitude at genus order g > 6 many cancellations within the integrals (5.10) beyond the
supersymmetric ones must take place. They could be the consequence of the extra cancel-
lations detailed in [11,12] occurring in the on-shell colorless amplitudes.
5.3. Vanishing of N < 4-point amplitudes
Since the regulator (4.33) or the regularized bǫ-ghost of [3] bring an arbitrary number
of d-zero modes one needs to make sure that all massless N -point amplitudes with N < 4
vanish to all order in perturbation. The vanishing of the N < 2-point amplitudes imply by
factorisation and the absence of unphysical singularities in the amplitude, the finiteness of
string perturbation [24,25,26,27]. The vanishing of the 3-point amplitude at higher genus
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is not necessary for the finiteness of string perturbation but is a necessary but not sufficient
condition for the absence of infra-red singularities when taking the low-energy limit of the
four-point string amplitudes in ten dimensions.
It was shown in [1] that in the minimal pure spinor formalism all the N < 4-point
amplitudes vanish to all order in perturbation.
The vanishing of the vacuum diagram is ensured by the integration over the six-
teen left-moving and right-moving superspace variables. For the following argument we
will assume that all the vertex operators are unintegrated. The vanishing of the 1-
point amplitude is a consequence of the on-shell relation. At most the integrand can
bring 11 powers of θ and the amplitude takes the form
∫ |d16θθ11|2 V1 where V1 =
|(λγmθ)am(x) + (λγmθ)(θγmχ) + · · · |2 is a massless vertex operators where the ellipsis
are for higher-derivative contributions. But one-point on-shell amplitudes have k1 = 0
and all higher order term in V1 drops out and the integral vanishes after integration over
the θ variables. The vanishing of the two-point amplitude follows the same argument that
the integration over the superspace θ-variables leads to contributions that vanish on-shell
because there is only one on-shell independent momentum.
For the case of the massless three-point function we find that using the original reg-
ulator (4.33) that the zero mode constraint can be satisfied for all genus from g ≥ 3. But
we will show that because all the contribution have more than two-derivative (there is no
renormalisation of the Planck mass) the on-shell condition assure the vanishing of these am-
plitudes. For the massless three-point amplitude momentum conservation k1+k2+k3 = 0
and the on-shell conditions k21 = k
2
2 = k
2
3 = 0 imply that ki · kj = 0 for all i, j = 1, 2, 3.
At genus 3 we have the contribution nrd2 = 6, nrθ = 5 nsd = 33 and all the other integers
being zero and three dαW
α from the vertex operators. In the case one picks the 11 r-zero
mode from the regulator one gets∫
|d16θθ11|2V1V2V3 ∼ k2 Rˆ3 + · · · (5.12)
which means that one must distribute two momenta on three powers of linearized Riemann
tensor Rˆmnpq = k[m ζn][p kq]. This vanishes by the on-shell conditions. In the case where
there is no contributions of r-zero mode from the regulator one get and amplitudes of the
type ∫
|d16θ|2V1V2V3 ∼ k13Rˆ3 + · · · (5.13)
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which has more powers of momenta to contract and this vanished after using the on-shell
conditions. The same conclusion is reached to the contribution involving the supersym-
metric partner of the graviton. This show that the massless 3-point amplitude vanish to
all order in perturbation.
We hope that our considerations help to a better understanding of this intricate and
interesting new field. Higher-loop and multileg computations are important for several
checks in string perturbation theory and beyond, but in addition, they are needed test of
the soundness of the formalism.
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Appendix A. The tree-level amplitude
We consider the general form of the regulator
Ψ = λ¯αθ
αf(λ · λ¯) (A.1)
where f is a real function. With this choice of gauge fermion we have the following regulator
N̂ = exp (−(λ · λ¯) f(λ · λ¯) + rαMαβθβ) (A.2)
where Mαβ = δ
α
β f(λ · λ¯) + λαλ¯β f ′(λ · λ¯). With this regulator we evaluate the tree-level
integral
〈0|C〉 =
∫
d16θ
∫
[dλ][dλ¯][dr] N̂ (λγmθ)(λγnθ)(λγpθ)(θγmnpθ) (A.3)
By performing the integration over the 11 r variables and using that (λ¯ · θ)2 = 0 we get
〈0|C〉 =
∫
d16θ
∫
[dλ]dλ¯α1 ∧ · · · ∧ dλ¯α11 e−(λ·λ¯) f(λ·λ¯) (λγmθ)(λγnθ)(λγpθ)(θγmnpθ)×
× f(λ · λ¯)10 θα1 · · · θα10θσ (δα11σ f(λ · λ¯) + 11 λ¯σ λα11f ′(λ · λ¯)) .
(A.4)
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Performing the integration over the sixteen θ variables leads to
〈0|C〉 =
∫
[dλ]dλ¯α1 ∧ · · · ∧ dλ¯α11 e−(λ·λ¯) f(λ·λ¯) (γmλ)r1(γnλ)r2(γpλ)r3(γmnp)r4r5×
× f(λ · λ¯)10 ǫα1···α10σr1···r516
(
δα11σ f(λ · λ¯) + 11 λ¯σ λα11f ′(λ · λ¯)
) (A.5)
Using the properties of the pure spinor measure
[dλ](γmλ)r1(γ
nλ)r2(γ
pλ)r3(γmnp)r4r5 = ǫ16 r1···r5γ1···γ11dλ
γ1 · · ·dλγ11
[dλ]λαλβλγ λδ = 4 ǫ16 r1···r5γ1···γ11dλ
γ1 · · ·dλγ11 λ(α(T−1)βγδ)r1···r5
(A.6)
and the relation ǫ16r1···r16ǫ
s1···s16
16 = 16! δ
s1···s16
r1···r16 we get that
〈0|C〉 = 11!5!
∫
dλα1 ∧ · · · ∧ dλα11dλ¯α1 ∧ · · · ∧ dλ¯α11 e−(λ·λ¯) f(λ·λ¯) f(λ · λ¯)11
+ 11 16! 4
∫
dλα1 ∧ · · · ∧ dλα11dλ¯α1 ∧ · · · ∧ dλ¯α11 e−(λ·λ¯) f(λ·λ¯) × λ¯σf ′(λ · λ¯) f(λ · λ¯)10
× λ(α11(T−1)βγδ)s1···s5 T(αβγ)r1···r5 δγ1···γ11α1···α11δα1···α10σr1···r5γ1···γ11s1···s5
(A.7)
Using that (T−1)(αβ[γ)r1···r5] = 0 we find that α11 = σ in the last term, leading to
〈0|C〉 = 11!5!
∫ 11∏
i=1
dλαidλ¯αi e
−(λ·λ¯) f(λ·λ¯) f(λ · λ¯)10 (f(λ · λ¯) + f ′(λ · λ¯) (λ · λ¯)) (A.8)
Setting h(λ · λ¯) = (λ · λ¯)f(λ · λ¯) this gives
〈0|C〉 = 11!5!
∫ 11∏
i=1
dλαidλ¯αi (λ · λ¯)−10 e−h(λ·λ¯) h(λ · λ¯)10 h′(λ · λ¯) (A.9)
⊲ We give another derivation of the same result using some Fierz identities derived
in [28,29,30].
We use the following definition for the normalisations
∫
d16θ
∫
[dλ][dλ¯][dr] e−λ·λ¯ f(λ·λ¯)−rMθλαλβλγfαβγ(x, θ) = 〈λαλβλγfαβγ(x, θ)〉 (A.10)
and the Fierz identity established in [30]∫
d16θ
∫
[dλ][dλ¯][dr] e−λ·λ¯ f(λ·λ¯)−rMθλαλβλγ λ¯ǫf
ǫ
αβγ(x, θ)
=
(λ · λ¯)
33
(
8〈λ(αλβλγf δ)αβγδ〉 − 〈(λγm)ǫγ(αβm λγλδ)f ǫαβγδ〉
) (A.11)
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The amplitude in (A.4) takes the form
〈0|C〉 =
∫
d16θ
∫
[dλ][dλ¯][dr] e−(λ·λ¯) f(λ·λ¯) f(λ · λ¯)10 (rθ)10×
× (f(λ · λ¯) (r · θ)(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)
+11 (λ¯ · θ) (r · λ)f ′(λ · λ¯)(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)
) (A.12)
The first identity (A.10) gives
〈0|C〉1 = 〈(r · θ)11 f(λ · λ¯)11 (λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉 (A.13)
the second identity (A.11) on the second line with f ǫαβγδ = θ
ǫ rδ (γ
mθ)α(γ
nθ)β(γ
pθ)γ(θγmnpθ)
leads to
〈0|C〉2 = 2
3
〈(r · θ)11 f(λ · λ¯)10f ′(λ · λ¯) (λ · λ¯)(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉
− 1
3
〈(r · θ)10f(λ · λ¯)10f ′(λ · λ¯) (λ · λ¯)(λγsθ) rδγ(αβs λγλδ) (γmθ)α(γnθ)β(γpθ)γ(θγmnpθ)〉
=
2
3
〈(r · θ)11 f(λ · λ¯)10f ′(λ · λ¯) (λ · λ¯)(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉
− 1
6
〈(r · θ)10f(λ · λ¯)10f ′(λ · λ¯) (λ · λ¯)(λγsθ) (rγsγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉
(A.14)
where we used that (λγsθ)(λγ
pθ)(θγmnsθ)(θγmnpθ) = 0. This expression can be reduced
further to
〈0|C〉2 = 1
2
〈(r · θ)11 f(λ · λ¯)10f ′(λ · λ¯) (λ · λ¯)(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉
− 1
6
〈(r · θ)10f(λ · λ¯)10f ′(λ · λ¯) (λ · λ¯)(λγsθ) (rγsmθ)(λγnθ)(λγpθ)(θγmnpθ)〉
(A.15)
Using the Fierz using that 3! 16 θαθβ = (θγabcθ)(γ
abc)αβ one shows that
(rγsmθ)(λγsθ) = 4(rθ)(λγ
mθ) + (λγmθ)(rθ) (A.16)
And the total amplitude takes the form
〈0|C〉 = 〈(r · θ)11 f(λ · λ¯)11(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉
+ 〈(r · θ)11 f(λ · λ¯)10f ′(λ · λ¯) (λ · λ¯)(λγmθ)(λγnθ)(λγpθ)(θγmnpθ)〉
(A.17)
which reproduces (A.9) after integration over the r and the θ variables.
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