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Notations
R orps des nombres réels
C orps des nombres omplexes
N ensemble des entiers naturels
Z ensemble des entiers relatifs
C+ nombres omplexes à partie réelle positive ou nulle
R+ nombres réels positifs ou nuls
Re partie réelle d'un nombre omplexe
Im partie imaginaire d'un nombre omplexe
j nombre omplexe imaginaire pur (j2 = −1)
z¯ onjugué de z
s variable de Laplae
xˆ transformée de Laplae de x
x˙ dérivée temporelle de x
e exponentielle
△
= égal par dénition
degx degré en x
sgn(x) signe de x
AT transposée de la matrie A
adj(A) matrie adjointe de A
det(A) déterminant de la matrie arrée A
rang(A) rang de la matrie A
trace(A) trae de la matrie arrée A
In matrie identité (n× n)
∗|⋆ ∗ divise ⋆
R[s] anneau des polynmes en s à oeients dans R
R(s) orps des frations rationnelles en s à oeients dans R
R[s, z] anneau des polynmes en s et z et à oeients dans R
R(s, z) orps des frations rationnelles de deux éléments de R[s, z]
R(s)[z] anneau des polynmes en z à oeients dans R(s)
Rp(s) orps des frations rationnelles propres en s à oeients dans R
M(R) anneau des matries à oeients dans R
Rn×m anneau des matries (n×m) à oeients dans R
∗ ⇔ ⋆ ∗ est équivalent à ⋆
∗ ⇒ ⋆ ∗ implique ⋆
 n d'une démonstration
2 n d'une remarque
⋄ n d'un exemple
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Introdution
L
'étude des systèmes à retards a été l'objet de nombreux travaux en Automatique
durant es dernières déennies. Ces systèmes sont présents dans des domaines aussi
variés que la physique, la biologie ou l'éonomie, et la ompréhension des proessus qui
régissent leur dynamique est un point fondamental de reherhe pour leur ommande.
D'un point de vue plus pragmatique, omme toute vitesse est nie, tous les proessus
physiques omportent des retards. Cependant, dans ertains as, les temps de propaga-
tion mis en ause se révèlent très largement inférieurs aux onstantes de temps du système.
Les retards peuvent alors être négligés. En revanhe, s'ils sont du même ordre de grandeur
que les onstantes de temps du système, les retards ne peuvent plus être négligés, et la
desription dynamique du système onduit à un modèle à retards.
Les systèmes à retards appartiennent à la lasse plus générale des systèmes de dimen-
sion innie (Delfour & Karrakhou, 1987), qui englobe entre autre les systèmes régis par
des équations aux dérivées partielles (Mounier, 1994), eux régis par des équations dif-
férentielles fontionnelles (Hale, 1977), mais aussi les systèmes à oeients sur anneau
(Rouhaleau, 1972), (Sontag, 1976). Les outils mathématiques dédiés à l'étude des sys-
tèmes à retards proviennent autant de l'analyse fontionnelle (Kolmanovskii & Nosov,
1986), (Hale & Verduyn Lunel, 1993), de l'algèbre linéaire sur anneau (Kamen, 1978a),
(Conte & Perdon, 2000), que de onepts de nature algébrique (Kamen et al., 1986),
(Brethé & Loiseau, 1997), (Glüsing-Lüerÿen, 1997).
Cette thèse s'insrit dans la ontinuité de la reherhe eetuée à l'IRCCyN sur les sys-
tèmes linéaires à retards, ave notamment l'approhe géométrique ave les travaux de
(Sename, 1994), (Piard, 1996) et (Assan, 1999), l'approhe algébrique et elle numérique
(Ruysshaert, 1994), (Brethé, 1997), (Van Asshe, 2002). Elle s'est déroulée en trois
phases.
Dans une première phase, je me suis intéressé aux tehniques de alul par intervalles
pour résoudre numériquement des problèmes de ommande, tels que la stabilité, la stabil-
isation, ou la vériation d'un gabarit de performanes. Ces tehniques s'insrivent dans
la volonté de développer une boîte à outils dédiée aux systèmes à retards, et de palier
aux inonvénients des outils lassiques de simulation sientique, dont ertaines problé-
matiques ont été soulevées dans (Van Asshe et al., 1999), lors de l'implémentation ou de
la disrétisation de lois de ommande distribuées. La ontribution de ette partie onsiste
à avoir appliqué es tehniques par intervalles aux systèmes à retards, et de résoudre des
problèmes numériques diiles (Dao et al., 2004), (Di Loreto et al., 2004a).
A la suite de ette première phase, je me suis intéressé à l'approhe géométrique, en
approfondissant les travaux de (Assan, 1999). J'ai étudié les relations logiques entre dif-
férentes notions d'invariane, en mettant en évidene des diérenes struturelles entre
l'invariane liée à la ommandabilité, et elle liée à l'observabilité. Ces relations permet-
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tent de déterminer les propriétés d'une solution aux problèmes de ommande, omme le
rejet de perturbation, ou la synthèse d'observateurs robustes vis à vis d'entrées exogènes,
et sont une base pour le développement de nouvelles stratégies de ommande. Les ré-
sultats de ette partie ont fait l'objet d'une publiation (Di Loreto et al., 2006a). Dans
ette publiation, les strutures des familles de modules invariants ont été aratérisées,
en utilisant des arguments de dualité sur anneau.
En parallèle, la troisième phase de ma thèse a été orientée vers l'utilisation d'outils al-
gébriques. Dans un premier temps, mon attention s'est portée sur la stabilité et la stabil-
isation des systèmes à retards. Plus partiulièrement, j'ai étudié la stabilité des systèmes
régis par des équations aux diérenes, en insistant sur un aspet singulier qui apparaît
lorsque les retards sont rationnellement indépendants entre eux (Di Loreto et al., 2004b).
Ce résultat est un omplément à eux dérits dans (Hale & Verduyn Lunel, 2001) et
(Hale & Verduyn Lunel, 2003). Pour la stabilisation, en m'inspirant de (Vidyasagar,
1985), et sur la base des résultats de (Brethé, 1997), (Brethé & Loiseau, 1998), une
paramétrisation des ompensateurs stabilisants est proposée sur l'anneau des frations
propres et stables des pseudo-polynmes, qui sont des opérateurs qui utilisent un nombre
ni de dérivateurs, de retards pontuels, et de retards distribués. Un omplément sur le
problème de stabilisation robuste pour des systèmes inertains est également proposé.
Dans un deuxième temps, je me suis interrogé sur le onservatisme de problèmes exats
lassiques de ommande. A partir de la onstatation que le temps de réation de ertains
systèmes à retards est inompressible quelque soit le boulage dynamique appliqué, j'ai
approfondi, sur un problème de rejet de perturbation, le as des systèmes ave un retard
sur l'entrée de ommande. La perturbation ne pouvant être rejetée de manière exate,
il faut poser le problème de rejet omme un problème d'atténuation. Plus préisement,
elui-i onsiste à atténuer une entrée exogène de manière optimale au sens d'une norme
à préiser. Ce problème a été résolu, et des onditions géométriques ont été établies pour
garantir l'optimalité de l'atténuation (Di Loreto et al., 2005b), (Di Loreto et al., 2005a).
La solution optimale se révèle être un transfert à réponse impulsionnelle nie. Des résul-
tats réents sur e sujet sont également dûs à (Zhong, 2003a) et (Mirkin & Zhong, 2003).
Nos ontributions se situent essentiellement dans le fait d'avoir montré que le problème
d'atténuation optimale se ramène à un système linéaire sans retard, et dans le développe-
ment de onditions géométriques onstrutives pour la synthèse d'une solution optimale.
Sur la base de ette analyse, une extension a été proposée au as plus général des systèmes
à retards quelonques, pour la résolution d'un problème de poursuite de modèle. Dans
ette extension, l'erreur de poursuite est à réponse impulsionnelle nie (Di Loreto, 2006).
Enn, e travail a été poursuivi ave la ommande optimale au sens l1 pour les systèmes
à temps disret, ou L1 pour les systèmes à temps ontinu. En eet, pour les systèmes
arrés de rang plein, la solution optimale au sens l1 ou L1 est à réponse impulsionnelle
nie. Une approhe polynomiale a été proposée dans le adre de l'optimisation l1, on-
duisant à une proédure algorithmique pour le alul de l'optimum. Ces résultats sont
omplémentaires de eux établis par (Dahleh & Pearson, 1987a), dans le sens où ils pro-
posent une méthodologie diérente de alul d'une solution. Notre synthèse permet en
outre de déterminer la solution optimale dans ertains as partiuliers, que l'on retrouve
dans d'autres problèmes d'optimisation. L'interprétation qui en résulte semble ouvrir
de nouvelles perspetives sur ette thématique. Les résultats obtenus ont fait l'objet de
deux publiations (Di Loreto et al., 2006b), (Di Loreto et al., 2006). Dans le adre de
l'optimisation L1, quelques as partiuliers sont étudiés. Les résultats obtenus omplètent
eux dérits par (Dym et al., 1995) et (Bonnet & Partington, 1999).
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Ce mémoire est divisé en trois parties. La première partie (Chapitres 1, 2 et 3), intitulée
"Modélisation et onepts de base", est onsarée à des rappels. Dans le Chapitre 1,
on introduit les modèles linéaires à retards étudiés dans ette thèse. Dans le deuxième
hapitre, on dénit quelques onepts de base de l'approhe algébrique qui seront utilisés
tout au long de e mémoire. On insiste plus partiulièrement sur les quasi-polynmes et
les pseudo-polynmes, qui jouent un rle fondamental pour l'étude des systèmes à retards.
Dans le troisième hapitre, on eetue quelques rappels sur les normes des signaux et des
systèmes, an d'avoir à disposition des ritères mesurables de omparaison entre diérents
systèmes. Puis, on détaillera quelques notions d'optimisation, notamment la dénition,
à partir d'arguments de dualité, des problèmes primal et dual d'une fontionnelle à min-
imiser.
La deuxième partie (Chapitres 4, 5, et 6) est intitulée "Outils méthodologiques". Dans le
Chapitre 4, on s'intéresse à l'approhe géométrique. Les onepts d'invarianes ontrlée
et onditionnelle y sont analysés. Le Chapitre 5 est onsaré à la stabilité et à la stabilisa-
tion des systèmes à retards, problèmes qui peuvent être onsidérés omme fondamentaux
ar ils interviennent dans tout problème de ommande. Enn, le Chapitre 6 ontient
quelques aspets numériques, ave le alul par intervalles. Cette tehnique numérique
permet de résoudre divers problèmes diiles de ommande.
La troisième partie (Chapitres 7 et 8), intitulée "Commande et optimisation l1-L1",
ontient quelques développements pour la résolution de problèmes de ommande. Le
Chapitre 7 est dédié au rejet et à l'atténuation de perturbation, et à la poursuite de
modèle. Les tehniques utilisées sont à la fois géométriques et algébriques, en utilisant
l'anneau des frations propres et stables des pseudo-polynmes. Enn, le Chapitre 8 est
onsaré au problème de ommande optimale au sens l1 ou L1. Pour le as disret, une
synthèse basée sur des outils polynomiaux est proposée pour le alul d'une solution op-
timale. Quant au as ontinu, quelques as partiuliers de systèmes à retard sur l'entrée
sont étudiés, et quelques réexions sont faites pour le as de systèmes à retards plus
généraux.
Partie 1
Modélisation et onepts de base
C
ette première partie est onsarée à l'introdution des modèles linéaires à retards,
ainsi qu'à quelques onepts algébriques pour leur analyse.
Dans le Chapitre 1, on dérit les modèles des systèmes linéaires à retards étudiés dans ette
thèse. Ces systèmes sont régis par des équations diérentielles de type retardé ou neutre,
des équations aux dérivées partielles, ou enore par des équations intégro-diérentielles.
Les notions de ondition initiale, de solution unique, et de transfert y sont dénies. Il est
également expliqué omment un système à retards peut être modélisé par un système à
oeients sur un anneau d'opérateur.
Dans le Chapitre 2, on introduit les outils algébriques pour l'analyse et l'étude des sys-
tèmes à retards. On dénit les notions de quasi-polynmes et de pseudo-polynmes.
Les propriétés de l'anneau des pseudo-polynmes sont résumées. On rappelle, à titre
d'illustration, le problème de réalisation d'un système à retards.
Enn, le Chapitre 3 expose quelques notions de métrique des systèmes et d'optimisation.
Ce hapitre ommene par un rappel sur les normes des signaux et des systèmes. Puis,
pour la partie sur l'optimisation, en utilisant la dualité, on introduit les notions de prob-
lème primal et de problème dual, et on rappelle le lien entre es deux problèmes.
3Chapitre 1
Modèles linéaires à retards
U
n système à retards est un système dynamique dont l'évolution dépend non seulement
de son état présent, mais aussi de son état passé. Ils sont don présents naturelle-
ment dans de nombreux domaines des Sienes de l'Ingénieur. Les retards présents dans
es systèmes peuvent être pontuels ou distribués (Hale, 1977), (Kolmanovskii & Nosov,
1986).
1.1 Systèmes à retards pontuels et distribués
Soit le système diérentiel linéaire et stationnaire à retards ommensurables, dérit par
la représentation d'état
x˙(t) =
κ∑
i=0
Aix(t− iθ) +
κ∑
i=0
Biu(t− iθ), (1.1.1)
y(t) =
κ∑
i=0
Cix(t− iθ) +
κ∑
i=0
Diu(t− iθ). (1.1.2)
Le veteur de dimension n à omposantes réelles x(t) ∈ Rn est appelé veteur d'état
instantané (Kolmanovskii & Nosov, 1986). Le veteur u(t) ∈ Rm est l'entrée du système,
et y(t) ∈ Rp est la sortie ou la mesure du système. Les matries Ai, Bi, Ci, et Di, pour
i = 0 à κ, sont des matries réelles de dimensions adéquates, θ > 0 est un retard réel
stritement positif, appelé parfois retard unitaire, et κ ∈ N est un nombre naturel entier.
Tous les retards présents dans (1.1.1) et (1.1.2) sont pontuels, et multiples du retard
unitaire θ. An de résoudre (1.1.1) pour tout instant t ≥ 0, il est néessaire de onnaître
la ondition initiale de x(t) sur l'intervalle [−κθ, 0], soit pour t ∈ [−κθ, 0[, x(t) = φ(t), et
x(0) = x0, mais également l'entrée du système u, pour t > 0. Le alul de l'état instantané
x(t), t ≥ 0, néessite la onnaissane d'une innité de points. Il s'agit d'un système de
dimension innie (Delfour & Karrakhou, 1987).
Si la fontion φ(t) est supposée ontinue, dérivable presque partout, et si l'entrée u est
nulle pour t ≤ 0 et loalement intégrable pour t > 0, alors le système (1.1.1) admet une
unique solution x, qui oïnide ave φ sur [−κθ, 0[, x(0) en 0, et qui satisfait (1.1.1) pour
tout t > 0. Cette solution est ontinue et dérivable partout, sauf éventuellement aux
instants multiples de θ.
En utilisant les propriétés de la transformée de Laplae monolatère pour la dérivation et
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le retard, on a
ˆ˙x(s) = sxˆ(s)− x0, xˆθ(s) = e−θsxˆ(s) +
∫ 0
−θ
φ(τ)e−(τ+θ)s dτ , (1.1.3)
où xθ(t) = x(t − θ). On peut assoier au système (1.1.1) et (1.1.2) une représentation
sous forme d'une fration rationnelle réelle en s et e−θs,
yˆ(s) =
[
C(sI − A)−1B +D] uˆ(s) + C(sI −A)−1Φ(s) + Ψ(s), (1.1.4)
ave
A =
κ∑
i=0
Aie
−iθs, B =
κ∑
i=0
Bie
−iθs,
C =
κ∑
i=0
Cie
−iθs, D =
κ∑
i=0
Die
−iθs.
Les veteurs Φ(s) et Ψ(s) sont les transformées de Laplae des onditions initiales du
système, soit
Φ(s) = x0 +
κ∑
i=0
Ai
∫ 0
−iθ
φ(τ)e−(τ+iθ)s dτ , Ψ(s) =
κ∑
i=0
Ci
∫ 0
−iθ
φ(τ)e−(τ+iθ)s dτ . (1.1.5)
La matrie
T (s, e−θs) = C(sI − A)−1B +D (1.1.6)
est appelée matrie de transfert du système. On parle alors de système à retards om-
mensurables de type retardé.
La lasse des systèmes de type retardé peut être étendue en introduisant des retards
distribués. Autrement dit, on onsidère un système de la forme
x˙(t) =
κ∑
i=0
Aix(t− iθ) +
∫ κθ
0
Ad(τ)x(t− τ) dτ (1.1.7)
+
κ∑
i=0
Biu(t− iθ) +
∫ κθ
0
Bd(τ)u(t− τ) dτ ,
y(t) =
κ∑
i=0
Cix(t− iθ) +
∫ κθ
0
Cd(τ)x(t− τ) dτ (1.1.8)
+
κ∑
i=0
Diu(t− iθ) +
∫ κθ
0
Dd(τ)u(t− τ) dτ ,
où Ad(τ), Bd(τ), Cd(τ), et Dd(τ) sont des matries dénies par des fontions ontinues
par moreaux sur des intervalles du type ](i − 1)θ, iθ], i ∈ {1, . . . , κ}. L'uniité d'une
solution x(t), t > 0, est obtenue sous les mêmes onditions que pour (1.1.1). La matrie
de transfert de e système est T (s, e−θs) = C(sI −A)−1B +D, où
A =
κ∑
i=0
Aie
−iθs +
∫ κθ
0
Ad(τ)e
−τs dτ , (1.1.9)
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et B, C et D se dénissent de manière similaire.
Pour ertains systèmes, les retards pontuels présents dans la dynamique du système
peuvent ne pas être multiples d'un retard unitaire θ. Ces retards θi, i = 0, . . . , κ, sont
alors rationnellement indépendants. On dit qu'ils sont non ommensurables entre eux.
Par exemple, les retards θ0 = 1 et θ1 =
√
2 sont non ommensurables. Pour es systèmes,
la représentation d'état (1.1.1) s'érit
x˙(t) =
κ∑
i=0
Aix(t− θi) +
κ∑
i=0
Biu(t− θi), (1.1.10)
et les onditions d'existene et d'uniité d'une solution à ette équation restent identiques
à elles dérites préédemment.
Une autre lasse importante de systèmes à retards est elle des systèmes de type neu-
tre. Ces systèmes font intervenir des retards non seulement sur l'état du système, mais
également sur la dérivée de l'état. Ils sont de la forme
x˙(t) =
κ∑
i=0
Aix(t− iθ) +
κ∑
i=0
Biu(t− iθ) +
κ∑
i=1
Eix˙(t− iθ), (1.1.11)
y(t) =
κ∑
i=0
Cix(t− iθ) +
κ∑
i=0
Diu(t− iθ) +
κ∑
i=1
Fiy(t− iθ), (1.1.12)
où les matries Ei et Fi sont réelles, pour i = 1 à κ. Ce système admet une unique solution
sous les mêmes onditions que (1.1.1). On assoie à e système la matrie de transfert
T (s, e−θs) = (I − F )−1 [C(s(I − E)− A)−1B +D] , (1.1.13)
où A, B, C et D ont été dénies par (1.1.4), et
E =
κ∑
i=1
Eie
−iθs, F =
κ∑
i=1
Fie
−iθs.
On peut évidemment enrihir (1.1.11) et (1.1.12) en ajoutant des retards distribués.
Enn, une autre lasse de systèmes à retards qui sera étudiée dans ette thèse est elle
des systèmes régis par des équations aux diérenes, dont une représentation d'état est
x(t) =
κ∑
i=0
Aix(t− iθ) +
κ∑
i=0
Biu(t− iθ). (1.1.14)
Les onditions d'existene et d'uniité d'une solution à (1.1.14) sont identiques à elles
de (1.1.1).
Les diérents systèmes dérits préédemment sont présents dans de nombreux et var-
iés domaines d'appliation. On peut iter les modèles d'évolution d'une population,
d'expansion éonomique, ou épidémiologiques (Cooke & Yorke, 1972), (Banks, 1975),
(Gopalsamy, 1992), (Rasmussen et al., 2003), ou les modèles de réseaux (Bélair et al.,
1996), (Wang & Paganini, 2002), (Kim & Shro, 2005). On retrouve es systèmes dans
la propagation des ondes ou de matière (Ikeda, 1979), (Lantz & Salset, 1980), (Manitius,
1984), (Anderson & Spong, 1989), (Bresslo & Coombes, 1998), (Bresslo & Coombes,
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1999), (Wirkus & Rand, 2002), ou (Feng & Chione, 2003), en méanique des milieux
ontinus (Mounier et al., 1997), en thermoélastiité (Dafermos, 1968), (Ansary, 1973), ou
enore dans le traitement d'images (Roesser, 1975).
Pour une synthèse de es diérents domaines d'appliation, on pourra se référer entre
autres à (Kolmanovskii & Nosov, 1986), (Kolmanovskii & Myshkis, 1992), et (Niulesu,
2001).
1.2 Modèle sur un anneau d'opérateur
Les propriétés de ertaines lasses de systèmes à retards peuvent aussi être déduites de
elles des systèmes à oeients sur un anneau d'opérateur (Rouhaleau, 1972), (Morse,
1976a). Pour justier ette armation, on introduit l'opérateur retard σ, tel que
(σf)(t) = f(t− θ), ∀t ∈ R. (1.2.1)
En remplaçant de manière formelle et opérateur dans les équations (1.1.1) et (1.1.2), et
en notant que (σif)(t) = f(t− iθ), pour i ∈ N, on a
x˙ = A(σ)x+B(σ)u
y = C(σ)x+D(σ)u
, (1.2.2)
où
A(σ) =
κ∑
i=0
Aiσ
i, B(σ) =
κ∑
i=0
Biσ
i, C(σ) =
κ∑
i=0
Ciσ
i, D(σ) =
κ∑
i=0
Diσ
i. (1.2.3)
On obtient ainsi un système à oeients sur l'anneau d'opérateur retard R[σ]. Le sys-
tème (1.2.2) possède le même omportement entrée-sortie que (1.1.1) et (1.1.2), bien que
es deux systèmes soient de nature algébrique diérente. Si désormais les retards sont
non ommensurables entre eux, 'est à dire si la dynamique du système se représente sous
la forme
x˙(t) =
κ∑
i=0
Aix(t− θi) +
κ∑
i=0
Biu(t− θi), (1.2.4)
ave 0 = θ0 < θ1 < . . . < θκ non ommensurables entre eux, le système peut aussi être
modélisé sur l'anneau d'opérateur R[σ0, . . . , σκ], où
(σif)(t) = f(t− θi), i = 0, . . . , κ. (1.2.5)
La même modélisation s'applique au as des retards distribués, vus omme des opérateurs
intégro-diérentiels.
Pour les systèmes de type neutre, en utilisant l'opérateur retard σ dérit par (1.2.1), le
système (1.1.11)-(1.1.12) s'érit
x˙ = A(σ)x+B(σ)u+ E(σ)x˙
y = C(σ)x+D(σ)u+ F (σ)y
, (1.2.6)
où A(σ), B(σ), C(σ) et D(σ) sont dénies par (1.2.3), et
E(σ) =
κ∑
i=1
Eiσ
i, F (σ) =
κ∑
i=1
Fiσ
i. (1.2.7)
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Il est possible de simplier ette expression an d'érire (1.2.6) sous la forme standard
x˙ = A(σ)x+B(σ)u
y = C(σ)x+D(σ)u
, (1.2.8)
ave
A(σ) = (I − E(σ))−1A(σ), B(σ) = (I −E(σ))−1B(σ), (1.2.9)
et de manière similaireC(σ) = (I−F (σ))−1C(σ),D(σ) = (I−F (σ))−1D(σ). On remarque
que le déterminant de la matrie (I − E(σ)), noté
det(I −E(σ)) = e0 + e1σ + . . .+ eµσµ,
ave ei ∈ R, pour i = 0 à µ, est à partie onstante non nulle, e0 6= 0. Cette remarque
s'applique également au déterminant de la matrie (I−F (σ)). Par onséquent, le quadru-
plet de matries (A(σ), B(σ), C(σ), D(σ)) est déni sur l'anneau des frations rationnelles
en l'opérateur σ dont le dénominateur est à partie onstante non nulle. Cet anneau est
appelé l'anneau des frations réalisables en σ: Une telle fration est réalisable par un
système à retards régi par une équation aux diérenes, sans antiipation, et qui utilise
un nombre ni d'opérateurs retards (Piard, 1996).
Les réalisations (1.2.2) et (1.2.8) se généralisent au as où le quadruplet (A,B,C,D) est
déni sur un anneau ommutatif quelonque, et on parle alors de système abstrait.
Dénition 1.2.1 (Kamen, 1978a) Soit R un anneau ommutatif ave identité. Un sys-
tème abstrait sur R, linéaire et stationnaire, ayant pour entrée u et pour sortie y, est un
quadruplet de matries (A,B,C,D), où A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m, tel
que
x˙ = Ax+Bu
y = Cx+Du
. (1.2.10)
Le veteur x est appelé veteur d'état abstrait, ou plus suintement veteur d'état.
Une dénition similaire existe pour les systèmes à temps disret.
Exemple 1.2.2 Soit
x˙(t) = −x(t) + 2x(t− 1) + u(t) + x˙(t− 1)
y(t) = x(t)
. (1.2.11)
Le système abstrait assoié à (1.2.11) est le quadruplet (A,B,C,D) déni sur l'anneau
des frations réalisables par
A =
2σ − 1
1− σ , B =
1
1− σ , C = 1, D = 0. (1.2.12)
⋄
La notion de système abstrait se révèle partiulièrement intéressante pour l'étude des
systèmes à retards. Non seulement elle généralise la notion de représentation d'état d'un
système ave un quadruplet (A,B,C,D) à oeients sur un orps, mais elle permet
aussi d'utiliser les résultats onnus pour eux-i, ar un anneau ommutatif ave identité
peut toujours être plongé dans un orps, le orps des frations. On détaillera es notions
dans le Chapitre 4, qui porte sur l'approhe géométrique pour l'analyse des systèmes à
retards. Pour approfondir les notions de système abstrait, on pourra se référer aux travaux
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préurseurs de (Rouhaleau, 1972), (Sontag, 1976), (Morse, 1976a), et (Kamen, 1978a),
mais aussi à eux plus réents de (Piard, 1996), (Piard et al., 1997) et (Assan, 1999).
Les anneaux auxquels on s'intéresse et sur lesquels sont dénis les système abstraits étudiés
dans ette thèse sont ommutatifs. Une attention partiulière est portée sur les anneaux
prinipaux et Noethériens. C'est en eet sur es anneaux que se rapporte la plupart des
appliations des systèmes à retards, dont prinipalement les as des retards pontuels
ommensurables et non ommensurables entre eux.
L'utilisation d'un système abstrait n'est ependant pas toujours judiieuse. En présene
de retards distribués, elle peut amener une omplexiation dans l'analyse et la synthèse
d'une loi de ommande. Dans e as, il s'avère souvent plus judiieux d'utiliser une
approhe de type algébrique, pour laquelle on onsidère un système d'un point de vue
transfert. Cette approhe fait appel à des proédures onstrutives pour la synthèse de
lois de ommande, omme dans les problèmes de plaement de ples ou de réalisation.
Elle est don un outil bien adapté pour l'analyse des systèmes à retards, et est l'objet du
prohain hapitre, dont les notions seront utilisées tout au long de e mémoire.
9Chapitre 2
Introdution à l'approhe algébrique
2.1 Généralités
L
'approhe algébrique s'appuie sur l'utilisation de la transformée de Laplae pour
étudier les propriétés d'un système donné. Les problèmes de ommande tels que la
stabilisation, l'estimation, la poursuite exate de modèle, ou le déouplage, se traduisent
alors par la résolution d'équations de Bézout ou d'équations de poursuite. Cette approhe
s'applique aussi bien dans un ontexte espae d'état que dans un ontexte transfert.
Pour la stabilité ou la stabilisation d'un système à retards, l'étude revient à l'analyse des
raines de l'équation aratéristique assoiée. Par exemple, pour les systèmes linéaires,
on onsidère un transfert t(s) qui est une fration rationnelle réelle de la forme t(s) =
n(s)/d(s), où n(s) = n0 + . . . + nns
n
, et d(s) = d0 + . . . + dds
d
, ave ni, dj ∈ R, pour
respetivement i = 0 à n, et j = 0 à d. La stabilité asymptotique de t(s) est équivalente
à e que toute raine de d(s) soit à partie réelle stritement négative. L'étude de la sta-
bilité revient don à l'étude des raines de l'équation aratéristique d(s) = 0. Pour les
systèmes à retards, il ne s'agit plus de résoudre une équation polynomiale en la variable s,
mais de résoudre une équation polynomiale en les variables s et e−θs. Dans ette nalité,
la notion de quasi-polynme a été introduite (Pontryagin, 1955). Un quasi-polynme est
une fontion analytique polynomiale en s et e−θs, qui se révèle être un as partiulier d'un
polynme 2-D en les variables s et z (Van der Waerden, 1930).
Un quasi-polynme fait appel à un nombre ni de dérivateurs et de retards pontuels. Leur
étude permet d'analyser les propriétés des systèmes à retards (Hale & Verduyn Lunel,
1993), (Kharitonov & Zhabko, 1994). Dans le but de résoudre ertains problèmes de
ommande, tel que la stabilisation ou le plaement de ples, et an d'obtenir des proé-
dures onstrutives, on introduira la notion de pseudo-polynme (Kamen et al., 1985),
(Brethé, 1997), qui généralise elle de quasi-polynme, ar elle fait appel non seulement à
un nombre ni de dérivateurs et de retards pontuels, mais aussi à des retards distribués.
Les propriétés de l'anneau des pseudo-polynmes sont alors analysées, en insistant parti-
ulièrement sur le fait qu'il s'agit d'un anneau de Bézout. Les notions de primarité de deux
pseudo-polynmes, de plus grand diviseur ommun, ou de division sont bien dénies, et
des proédures onstrutives existent pour la synthèse de lois de ommande, notamment
pour la résolution d'équations de Bézout.
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2.2 Quasi-polynmes et polynmes 2-D
Pour l'étude des systèmes à retards, l'analyse des polynmes en les variables s et e−θs,
appelés quasi-polynmes, se révèle fondamentale. De manière plus générale, de nombreux
travaux ont été développés pour l'étude des polynmes en les variables s et z, appelés
polynmes 2-D. La fontion exponentielle étant transendante, les variables s et e−θs sont
algébriquement indépendantes. Ainsi, les résultats algébriques sur les polynmes 2-D
s'appliquent aux quasi-polynmes.
Dénition 2.2.1 (Van der Waerden, 1930) Un polynme 2-D Q(s, z) ∈ R[s, z], est un
polynme à deux indéterminées s et z, et à oeients réels, qui se déompose de manière
unique
Q(s, z) =
q∑
i=0
r∑
k=0
Qiks
izk, (2.2.1)
ave Qik ∈ R, pour i = 0 à q, et k = 0 à r, q, r ∈ N.
Un tel polynme 2-D est dit à terme prinipal si Qqr 6= 0. L'anneau R[s, z] est un
domaine fatoriel (Van der Waerden, 1930), 'est à dire que tout polynme 2-D non nul,
Q ∈ R[s, z], se déompose en un produit ni de fateurs irrédutibles, Q = Q1 · · ·Qp,
où, pour i = 1 à p, Qi = AB implique que, soit A soit B est un polynme onstant non
nul. On vérie alors failement que le terme prinipal d'un produit de polynmes 2-D
orrespond au produit des termes prinipaux de leurs fateurs. Ainsi, Q(s, z) ∈ R[s, z] a
un terme prinipal si et seulement si tous ses fateurs irrédutibles ont un terme prinipal.
Une onséquene est que tout polynme 2-D Q(s, z) ∈ R[s, z] se déompose de manière
unique, à une multipliation par une onstante près, sous la forme
Q(s, z) = Q˜(s, z)Qp(s, z), (2.2.2)
où Qp(s, z) ∈ R[s, z] est à terme prinipal, alors qu'auun fateur non trivial de Q˜(s, z) ∈
R[s, z] n'est à terme prinipal. On note respetivement Qp et Q˜, la partie prinipale de
Q et la partie non prinipale de Q.
En remplaçant algébriquement la variable z par e−θs, on dénit la notion de quasi-
polynme.
Dénition 2.2.2 (Pontryagin, 1955) Un quasi-polynme Q(s, e−θs) ∈ R[s, e−θs] est un
polynme à oeients réels en les variables s et e−θs, 'est à dire
Q(s, e−θs) =
q∑
i=0
r∑
k=0
Qiks
ie−kθs, (2.2.3)
où Qik ∈ R, pour i = 0 à q, et k = 0 à r, q, r ∈ N.
On dit que Q(s, e−θs) est unitaire en s, si son oeient de plus haut degré en s,∑r
k=0Qqke
−kθs
, est égal à 1.
Le oeient Qq0 est appelé terme prinipal de Q(s, e
−θs), et on dit que Q(s, e−θs) est à
terme prinipal si Qq0 6= 0. Cette dénition est en aord ave elle introduite pour un
polynme 2-D dans la Dénition 2.2.1. On pose q = degsQ(s, e
−θs), r = dege−θs Q(s, e
−θs).
On notera en partiulier qu'un quasi-polynme unitaire est à terme prinipal, ar Qq0 = 1.
Les déompositions dérites préédemment pour les polynmes 2-D s'appliquent aux
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quasi-polynmes, ar R[s, z] et R[s, e−θs] sont isomorphes. En outre, ave la notion de
quasi-polynme unitaire, tout quasi-polynme non nul Q(s, e−θs) se déompose sous la
forme unique, à une multipliation par une onstante près,
Q(s, e−θs) = Q˜(s, e−θs)Qu(s, e−θs), (2.2.4)
où tous les fateurs de Qu(s, e
−θs) ∈ R[s, e−θs] sont unitaires, alors qu'auun fateur de
Q˜(s, e−θs) ∈ R[s, e−θs] n'est unitaire.
Passons maintenant à la notion de primarité qui joue un rle primordial dans l'analyse
de la stabilité et de la stabilisation des systèmes. Pour les polynmes 2-D, ette notion
est liée à elle de fateur ommun, et non plus à elle de zéro ommun omme 'est le as
sur R[s].
Dénition 2.2.3 (Morf et al., 1977) Deux polynmes 2-D Q(s, z), P (s, z) ∈ R[s, z] sont
dits 2-D premiers entre eux s'ils n'ont pas de fateur ommun, 'est à dire s'il n'existe
pas de fateur 2-D R(s, z) ∈ R[s, z] non trivial, tel que Q(s, z) = R(s, z)Q˜(s, z), et
P (s, z) = R(s, z)P˜ (s, z).
Une paire de nombres omplexes (s0, z0) est appelée un zéro de P (s, z) ∈ R[s, z] si
P (s0, z0) = 0. On onstate que la primarité de deux polynmes 2-D n'est pas équiva-
lente à l'absene de zéros ommuns. Par exemple, les polynmes 2-D P (s, z) = sz, et
Q(s, z) = s + z, qui admettent le zéro ommun (0, 0), sont 2-D premiers entre eux, ar
ils n'ont auun fateur ommun non trivial. Cependant, la aratérisation suivante de la
2-D primarité permet d'aboutir à une proédure onstrutive pour sa vériation.
Théorème 2.2.4 (Morf et al., 1977) Deux polynmes 2-D, Q(s, z) et P (s, z) ∈ R[s, z],
sont 2-D premiers entre eux, si et seulement s'ils sont 1-D premiers entre eux par rapport
à R(s)[z] et par rapport à R(z)[s], 'est à dire s'il existe X(s, z), Y (s, z) ∈ R(s)[z] tels
que PX +QY = 1, et s'il existe Z(s, z), W (s, z) ∈ R(z)[s] tels que PZ +QW = 1.
En déomposant sous forme d'une fration les solutions aux équations de Bézout (X, Y )
et (Z,W ), il existe R1(s) ∈ R[s], X1(s, z) ∈ R[s, z], Y1(s, z) ∈ R[s, z] tels que
P (s, z)X1(x, z) +Q(s, z)Y1(s, z) = R1(s), (2.2.5)
et il existe R2(z) ∈ R[z], Z1(s, z) ∈ R[s, z], W1(s, z) ∈ R[s, z] tels que
P (s, z)Z1(x, z) +Q(s, z)W1(s, z) = R2(z). (2.2.6)
En partiulier, si les polynmes 2-D P (s, z) et Q(s, z) sont premiers entre eux, alors
Q(s, e−θs) et P (s, e−θs) ont un nombre ni de zéros ommuns, où un zéro de Q(s, e−θs) est
un nombre omplexe s0 tel que Q(s0, e
−θs0) = 0.
De manière générale, un quasi-polynme a une innité de zéros. On montre qu'un quasi-
polynme Q(s, e−θs) ∈ R[s, e−θs] a un nombre ni de zéros si et seulement s'il s'érit
sous la forme Q(s, e−θs) = e−nθsQ(s), ave n ∈ N, et Q(s) ∈ R[s] (Brethé, 1997),
(Glüsing-Lüerÿen, 1997).
L'analyse de la stabilité ou de la stabilisation des systèmes à retards induit la dénition
suivante de stabilité d'un quasi-polynme.
Dénition 2.2.5 (Pontryagin, 1955) Un quasi-polynme Q(s, e−θs) ∈ R[s, e−θs] est sta-
ble, s'il existe δ < 0, tel que Q(s0, e
−θs0) 6= 0, pour tout s0 ∈ C, Re(s0) ≥ δ.
12 Introdution à l'approhe algébrique
Un zéro s0 d'un quasi-polynme Q(s, e
−θs) est dit instable si Re(s0) ≥ 0, et stable dans le
as ontraire. Les premiers résultats sur la stabilité des quasi-polynmes ont été obtenus
par (Pontryagin, 1955), et ont été ultérieurement développés dans de nombreux travaux,
dont on peut iter par exemple (Cooke, 1962), (Bellman & Cooke, 1963), (Corduneanu,
1968), (Levin, 1972), (Moreno, 1973), (Henry, 1974), (Hale, 1977), (Avellar & Hale, 1980),
(Kharitonov & Zhabko, 1994) ou plus réemment (Gu et al., 2003).
L'un des résultats fondamentaux sur la stabilité des quasi-polynmes est le suivant.
Théorème 2.2.6 (Pontryagin, 1955) Soit Q(s, e−θs) ∈ R[s, e−θs] un quasi-polynme non
nul.
(i) Si le quasi-polynme Q(s, e−θs) n'a pas de terme prinipal, alors il a un nombre
inni de zéros instables, ave des parties réelles arbitrairement grandes.
(ii) Si le oeient du terme de plus haut degré en s possède un zéro instable ave
Re(s) > 0, alors Q(s, e−θs) possède un nombre inni de zéros instables.
(iii) Si le oeient du terme de plus haut degré en s n'a pas de zéro instable, alors le
quasi-polynme Q(s, e−θs) n'a qu'un nombre ni de zéros instables.
En outre, l'ensemble des quasi-polynmes stables est fermé pour la loi multipliative
usuelle, don un quasi-polynme est stable si et seulement si tous ses fateurs irrédutibles
sont stables. Tout quasi-polynme Q(s, e−θs) ∈ R[s, e−θs] se déompose par
Q(s, e−θs) = Qg(s, e−θs)Qb(s, e−θs), (2.2.7)
oùQg(s, e
−θs) ∈ R[s, e−θs] est stable, et Qb(s, e−θs) ∈ R[s, e−θs] ne possède que des fateurs
instables.
2.3 Pseudo-polynmes
Dans la littérature sur les systèmes à retards, l'emploi de retards distribués dans la syn-
thèse de lois de ommande a été proposé par plusieurs auteurs. On peut iter par exem-
ple (Manitius & Triggiani, 1978), (Olbrot, 1978), (Manitius & Olbrot, 1979), (Watanabe,
1986), (Watanabe et al., 1984), (Kamen et al., 1986). L'utilisation de tels retards dis-
tribués permet de prendre en ompte toutes les lois réalisables, quelque soit l'anneau sur
lequel est modélisé le système, e qui de fait simplie la méthodologie de stabilisation.
Pour ei, il est ommode de se plaer dans un formalisme algébrique tel qu'il a été
introduit dans (Kamen et al., 1986), où les auteurs onsidèrent l'anneau des transfor-
mées de Laplae de retards distribués qui appartiennent à R(s)[e−θs]. Ce formalisme
a été ultérieurement étendu dans (Brethé & Loiseau, 1996), où une aratérisation de
l'ensemble G des transformées de Laplae de retards distribués appartenant à R(s, e−θs)
est faite. Ainsi, les transformées de Laplae de retards pontuels et distribués appartien-
nent à l'anneau R[e−θs]∩ G, et il devient naturel de onsidérer l'anneau E des polynmes
en s à oeients sur R[e−θs] ∩ G an d'étudier les systèmes à retards. Les éléments de
l'anneau E sont appelés pseudo-polynmes.
On rappelle dans e qui suit les propriétés algébriques essentielles de l'anneau E . Les
notions de diviseur et de primarité peuvent être dénies de manière lassique, et l'anneau
des pseudo-polynmes est un domaine de Bézout. Une onséquene est alors que l'anneau
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E est un anneau de fatorisation élémentaire, 'est à dire que les formes de Hermite
et de Smith existent, et elles-i permettent de onevoir de manière onstrutive une
méthodologie de déomposition en fateurs premiers et de synthèse de lois de ommande
stabilisantes. Ces résultats sont issus de (Kamen et al., 1986), (Brethé & Loiseau, 1996),
(Brethé, 1997), (Loiseau, 2000), et (Loiseau, 2001), mais également de (Glüsing-Lüerÿen,
1997), où des résultats similaires sont établis par une approhe de type omportementale.
Un retard distribué est une relation entrée-sortie dénie par une onvolution de la forme
y(t) =
∫ h2
h1
f(t− τ)u(τ) dτ , (2.3.1)
où 0 ≤ h1 < h2, u est l'entrée, y la sortie, et f , appelée noyau de onvolution, est une
fontion intégrable dénie sur l'intervalle [h1, h2] et nulle ailleurs. Par onvolution, la
transformée de Laplae de e retard distribué est la transformée de Laplae du noyau,
yˆ(s) = fˆ(s)uˆ(s), et elle est appelée transformée de Laplae nie, ar
fˆ(s) =
∫ h2
h1
f(τ)e−τs dτ . (2.3.2)
Exemple 2.3.1 Soient A ∈ Rn×n, et l'opérateur retard distribué dérit par
y(t) =
∫ h
0
eAτu(τ) dτ ,
où h > 0. La transformée de Laplae de e retard distribué est
fˆ(s) =
(
I − e−(sI−A)h) (sI − A)−1,
qui est une matrie de transfert entière, 'est à dire que ses omposantes sont des fontions
holomorphes sur tout le plan omplexe. De plus, on vérie que fˆ(s) est propre en la
variable de Laplae s. ⋄
De manière plus générale, on peut aratériser, à travers le résultat suivant, l'ensemble
des transformées de Laplae de retards distribués qui appartiennent au orps R(s, e−θs).
Proposition 2.3.2 (Brethé, 1997) L'ensemble des transformées de Laplae de retards
distribués, qui appartiennent à R(s, e−θs), est l'ensemble G, déni par
G =
{
g(s, e−θs) =
n(s, e−θs)
d(s)
: g(s, e−θs) entie`re, degs n(s, e
−θs) < degs d(s)
}
, (2.3.3)
où n(s, e−θs) ∈ R[s, e−θs], d(s) ∈ R[s].
Pour les systèmes à retards qui ontiennent des retards pontuels et distribués, on on-
sidère l'anneau des polynmes en s et à oeients sur R[e−θs] ∪ G.
Dénition 2.3.3 L'ensemble E est
E = (R[e−θs] + G)[s]. (2.3.4)
Cet ensemble est un anneau, et tout élément de E est appelé pseudo-polynme.
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En notant H l'ensemble des fontions entières sur C, tout pseudo-polynme peut s'érire
sous diérentes formes, à travers les aratérisations suivantes
E = (R[e−θs] + G)[s],
= R[s, e−θs] + G,
= R(s)[e−θs] ∩H.
Ainsi, tout pseudo-polynme p(s, e−θs) ∈ E s'érit sous la forme
p(s, e−θs) =
n(s, e−θs)
d(s)
=
∑m
i=0 ni(e
−θs)si∑t
i=0 dis
i
, (2.3.5)
où n(s, e−θs) ∈ R[s, e−θs], d(s) ∈ R[s], ni(e−θs) ∈ R[e−θs] pour i = 0 à m, et où tout
zéro de d(s), ompté ave sa multipliité, est aussi un zéro de n(s, e−θs). An de garantir
l'uniité de ette ériture, on supposera que dt = 1, nm(e
−θs) 6= 0, n(s, z) et d(s) sont 2-D
premiers entre eux.
Le degré du pseudo-polynme p(s, e−θs), noté deg(p(s, e−θs)), est déni par
deg(p(s, e−θs)) = degs n(s, e
−θs)− degs d(s) = m− t, (2.3.6)
et peut être aussi bien positif que négatif. Le pseudo-polynme p(s, e−θs) est dit unitaire
en s si le oeient de son terme de plus haut degré, nm(e
−θs), est égal à 1.
A partir des diérentes aratérisations de l'anneau E , le pseudo-polynme p(s, e−θs) peut
également s'érire omme une série formelle,
p(s, e−θs) =
m−t∑
k=−∞
pk(e
−θs)sk, (2.3.7)
ave pk(e
−θs) ∈ R[e−θs], ou enore
p(s, e−θs) = g(s, e−θs) +
m∑
i=0
pi(e
−θs)si, (2.3.8)
ave pi(e
−θs) ∈ R[e−θs] pour i = 0 à m, et g(s, e−θs) ∈ G.
Les notions de diviseur et de multiple sont dénies de manière naturelle. Soient p1 et p2
deux pseudo-polynmes. On dit que p1 divise p2, ou que p2 est un multiple de p1, s'il
existe m ∈ E tel que p2 = mp1. On note p1|p2. On dit que d ∈ E est un plus grand
diviseur ommun de p1 et p2, si d est un diviseur de p1 et p2, et si d est un multiple de
tous les diviseurs ommuns de p1 et p2.
De même, m ∈ E est un plus petit ommun multiple de p1 et p2, si m est un multiple de
p1 et p2, et si m divise tous les multiples ommuns de p1 et p2. Un plus grand diviseur
ommun ou un plus petit multiple ommun sont uniques à la multipliation près par un
élément inversible sur E .
Ces notions étant bien dénies, on peut introduire la notion de primarité, à savoir que
deux pseudo-polynmes sont dits premiers entre eux si leur plus grand diviseur ommun
est inversible sur E . La primarité de deux pseudo-polynmes est alors aratérisée par le
résultat qui suit.
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Proposition 2.3.4 (Brethé, 1997) Les armations suivantes sont équivalentes.
(i) Les pseudo-polynmes p1 et p2 sont premiers entre eux.
(ii) Les pseudo-polynmes n'ont ni zéro ommun, ni fateur ommun de la forme e−nθs,
pour n ∈ N, n ≥ 1.
Ce résultat sur la primarité de deux pseudo-polynmes permet de retrouver la notion
lassique de primarité au sens des zéros ommuns (modulo un fateur multipliatif) qui
est satisfaite sur R[s]; Si deux polynmes sur R[s] sont premiers entre eux, ils n'ont auun
zéro ommun. Cette propriété n'est pas vériée sur R[s, z].
L'anneau E est un domaine intègre, mais n'est ni un anneau fatoriel, ar un pseudo-
polynme possède en général une innité de zéros, ni un domaine Eulidien, ar le degré
d'un pseudo-polynme peut être négatif. On peut en outre montrer que R[e−θs] ∩ G est
un anneau Noethérien, mais ette propriété n'est pas onservée sur E .
Cependant, sur l'anneau des pseudo-polynmes, on a le résultat fondamental suivant.
Théorème 2.3.5 (Brethé & Loiseau, 1996) Soient p1 et p2 deux pseudo-polynmes pre-
miers entre eux sur E . Il existe x1 et x2 sur E tels que
p1x1 + p2x2 = 1. (2.3.9)
Corollaire 2.3.6 L'anneau E est un domaine de Bézout. Tout idéal de E niment généré
est prinipal, 'est à dire généré par un seul élément.
La démonstration du Théorème 2.3.5 est onstrutive, et permet de faire la synthèse d'un
ompensateur stabilisant (Brethé & Loiseau, 1997), (Loiseau, 2000). Cette propriété est
très forte ar elle est à la base de la stabilisation des systèmes à retards.
Sous l'hypothèse que le diviseur est unitaire en s, la division de deux pseudo-polynmes
est bien dénie. Autrement dit, étant donnés deux pseudo-polynmes p1 et p2, ave p1
unitaire, il existe q et r sur E , ave deg(r) < deg(p1), tels que p2 = qp1 + r. On appelle
q le quotient, et r le reste de ette division, qui ne sont pas uniques. En eet, pour tout
a(s, e−θs) ∈ E tel que deg(a) < 0, on obtient p2 = q′p1+r′, ave q′ = q−a, r′ = r+ap1, et
deg(r′) < deg(p1). On onstate don que le quotient et le reste ne sont pas uniques, et de
plus, que le reste peut être de degré arbitraire par le hoix du pseudo-polynme a(s, e−θs).
La division de deux pseudo-polynmes peut être mal dénie sur E si le diviseur n'est pas
unitaire.
Intéressons nous maintenant aux matries dénies sur E et aux formes matriielles, en
partiulier les formes de Hermite et de Smith.
Classiquement, une matrie arrée dénie sur E est dite unimodulaire si elle est inversible,
et son inverse est dans E . Ainsi, une matrie U ∈ Ep×p est unimodulaire si et seulement
si det(U) ∈ R − {0}. Pour simplier les notations, et s'il n'y a pas d'ambiguïté sur
les dimensions, l'ensemble des matries dénies sur E est noté M(E). Puisque E est
un domaine de Bézout, toute matrie pseudo-polynomiale peut être transformée à l'aide
d'opérations élémentaires sur les lignes, en une matrie triangulaire.
Lemme 2.3.7 (Brethé, 1997) Soit A ∈ M(E). Il existe une matrie unimodulaire U ∈
M(E) telle que
UA =
(
H
0
)
, (2.3.10)
où H est une matrie arrée triangulaire supérieure, appelée forme de Hermite de A.
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Pour le alul de la forme de Hermite d'une matrie dans E , on peut généraliser la proé-
dure onstrutive dérite dans (Van der Waerden, 1930), (Rosenbrok, 1970), ou (Kailath,
1980), qui est présentée pour des matries sur R[s].
Soient A et B deux matries sur E . S'il existe une matrie R ∈M(E) telle que A = BR,
on dit que B est un diviseur à gauhe de A, et s'il existe une matrie P ∈M(E) telle que
A = PB, alors B est un diviseur à droite de A.
Si A = RA1 et B = RB1 pour des matries A1, B1 et R dénies surM(E), alors la matrie
R est appelée un diviseur ommun à gauhe de A et de B. Si A = A2R et B = B2R pour
des matries A2, B2 et R dénies sur M(E), la matrie R est appelée un diviseur ommun
à droite de A et de B.
Dénition 2.3.8 Deux matries A et B sur M(E) sont dites premières à gauhe si tous
leurs diviseurs ommuns à gauhe sont unimodulaires, et premières à droite si tous leurs
diviseurs ommuns à droite sont unimodulaires.
Ainsi, R ∈M(E) est un plus grand diviseur ommun à droite de A et de B s'il existe A1
et B1 sur M(E) telles que A = A1R et B = B1R, et si R1 est un diviseur à droite de A et
de B, alors il existe W ∈M(E) telle que R = WR1.
Un plus grand diviseur ommun à droite R ∈ M(E) de A et de B se alule aisément
par des opérations élémentaires sur les lignes de la matrie
(
AT BT
)T
, 'est à dire qu'il
existe une matrie U ∈ M(E) unimodulaire telle que
U
(
A
B
)
=
(
U11 U12
U21 U22
)(
A
B
)
=
(
R
0
)
. (2.3.11)
Si A et B sont premières à droite sur E , leur plus grand diviseur ommun à droite est
unimodulaire. Or d'après (2.3.11), il l'est si et seulement si il existe des matries X et
Y ∈M(E) telles que l'équation de Bézout
XA+ Y B = I (2.3.12)
soit satisfaite.
La transposition au as des matries premières à gauhe est immédiate. Deux matries
sur E , A˜ et B˜, sont premières à gauhe si et seulement si il existe X˜ et Y˜ sur E telles que
A˜X˜ + B˜Y˜ = I.
Soient A et B des matries premières à droite sur E , A˜ et B˜ des matries premières
à gauhe sur E , telles que B˜A = A˜B. L'ensemble des solutions de (2.3.12) peut être
paramétré. En eet, à partir d'une solution partiulière (X ′, Y ′) de (2.3.12), toute solution
s'érit,
X = X ′ +QB˜
Y = Y ′ −QA˜ , (2.3.13)
pour une matrie arbitraire Q ∈M(E).
L'équation de Bézout (2.3.12) se généralise à une équation matriielle unimodulaire. Etant
données A et B premières à droite sur E , ave B non singulière, il existe X, Y , X∗, Y ∗,
A˜ et B˜ sur E , telles que (−X Y
B˜ A˜
)(−A X∗
B Y ∗
)
=
(
I 0
0 I
)
, (2.3.14)
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où les trois matries de ette équation sont unimodulaires. En eet, par primarité,
XA+ Y B = I, A˜X˜ + B˜Y˜ = I,
et B˜A = A˜B. On obtient (−X Y
B˜ A˜
)(−A X˜
B Y˜
)
=
(
I Q
0 I
)
,
ave Q = Y Y˜ −XX˜. Par inversion du membre de droite, on aboutit à(−X Y
B˜ A˜
)(−A X∗
B Y ∗
)
=
(
I 0
0 I
)
,
où X∗ = AQ+ X˜, et Y ∗ = −BQ+ Y˜ .
Outre la forme de Hermite d'une matrie A ∈ M(E), obtenue par des opérations élé-
mentaires sur les lignes de A, on peut obtenir la forme de Smith de A, en eetuant des
opérations élémentaires sur les lignes et les olonnes de A.
Théorème 2.3.9 (Glüsing-Lüerÿen, 1997), (Loiseau, 2001) L'anneau E est un anneau de
fatorisation élémentaire. Toute matrie A ∈M(E) se fatorise sous la forme
A = U
(
Λ 0
0 0
)
V, (2.3.15)
où U et V sont unimodulaires, r = rang(A), Λ = diag(α1, . . . , αr), αi|αi+1 pour i = 1 à
r − 1. Les pseudo-polynmes αi, pour i = 1 à r sont dénis de manière unique, et sont
appelés les fateurs invariants de A.
La démonstration de e résultat s'appuie sur un résultat de (Kaplansky, 1949).
La notion de fatorisation première d'une matrie de transfert est un outil de base pour
la desription et l'analyse des systèmes.
Soit P ∈ R(s, e−θs)p×m. On peut fatoriser P sous la forme P = D˜−1N˜ , ave N˜ et D˜
dénies sur M(E), appelée fatorisation à gauhe de P , ou sous la forme P = ND−1, pour
N,D ∈M(E), appelée fatorisation à droite de P . Par la forme de Hermite de la matrie
(N˜ D˜), si R est un fateur ommun à gauhe de N˜ et D˜, on a(
N˜ D˜
)
= R
(
N˜p D˜p
)
,
où N˜p et D˜p sont des matries premières à gauhe, et telles que P = D˜
−1
p N˜p. On dit alors
que (D˜p, N˜p) est une fatorisation première à gauhe de P . On peut de même déterminer
une fatorisation première à droite (Np, Dp) de P , où Np et Dp sont premières à droite.
Ces fatorisations sont dénies de manière unique à une unimodulaire près.
Toute matrie rationnelle P ∈ R(s, e−θs)p×m admet des fatorisations premières à droite et
à gauhe, notées respetivement (N,D) et (D˜, N˜), et don telles que P = ND−1 = D˜−1N˜ .
En s'inspirant par exemple de (Vidyasagar, 1985), on montre que det(D) = det(D˜), et
que D et D˜ ont les mêmes fateurs invariants. On peut par ailleurs étendre la notion de
forme de Smith pour toute matrie rationnelle, à travers la forme de Smith-MMillan.
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Propriété 2.3.10 Soit P ∈ R(s, e−θs)p×m, ave r = rang(P ). Il existe des matries
unimodulaires U1 et U2 sur E telles que P = U1MU2, où
M =
(
diag
{
εi
ψi
}
0
0 0
)
, (2.3.16)
les pseudo-polynmes (εi, ψi) sont premiers entre eux, pour i = 1 à r, ψi+1 |ψi, et εi | εi+1,
pour i = 1 à r− 1. La matrie M est unique, et est appelée la forme de Smith-MMillan
de P . Les zéros de εr sont appelés les zéros de P , et les zéros de ψ1 sont appelés les ples
de P .
Une fatorisation première à droite de P est déduite diretement de la forme de Smith-
MMillan de P . En eet, d'après (2.3.16), on érit M(s) = Ξ(s)Ψ−1(s), où
Ξ(s) =
(
diag{εi} 0
0 0
)
, Ψ(s) =
(
diag{ψi} 0
0 I
)
, (2.3.17)
et une fatorisation première à droite de P , (N,D), est alors dérite par N = U1Ξ, et
D = U−12 Ψ. Un résultat similaire permet de onstruire une fatorisation première à gauhe
de P .
Dans les problèmes de réalisation des systèmes (Kailath, 1980), ou de plaement de ples
(Ku£era, 1991), la notion de rédution par les olonnes se révèle importante.
Dénition 2.3.11 Soit D ∈ E une matrie arrée telle que det(D) soit unitaire en s. On
note degcj(D) le plus grand degré des éléments de la j
e`me
olonne de D, et Dhc ∈ R[e−θs]
sa matrie des oeients de plus haut degré par les olonnes. L'élément Dhcij de ette
matrie est don égal à zéro si deg(Dij) < degcj(D), ou égal au oeient du terme de
plus haut degré de Dij sinon. La matrie D est dite réduite par les olonnes si Dhc est
unimodulaire sur R[e−θs].
Toute matrie arrée D peut être réduite par les olonnes par des opérations élémentaires
sur les olonnes. Autrement dit, il existe U ∈ M(E) unimodulaire, telle que DU soit
réduite par les olonnes (Brethé, 1997). Il est important de noter que, dans le adre de
l'anneau E , les degrés par les olonnes cj de la matrie D peuvent être positifs ou négatifs,
et ne sont pas dénis de façon unique. Un résultat similaire est obtenu pour la rédution
par les lignes, et on note degri(D) le degré de la i
e`me
ligne de D, 'est à dire
degri(D) = maxj
deg(Dij).
Enn, rappelons la notion de propreté d'une fration de deux matries pseudo-polynomiales
proposée dans (Brethé, 1997).
Dénition 2.3.12 Soient n et d ∈ E . La fration p = n/d est propre si d est unitaire
en s, et deg(n) ≤ deg(d), et stritement propre si ette inégalité est strite. Elle est dite
bipropre si elle est propre et d'inverse propre.
De même, une matrie P est propre si toutes ses omposantes sont propres. Une matrie
arrée est bipropre si elle est propre et d'inverse propre.
Réduire par les olonnes une matrie D ∈ M(E) revient à eetuer des opérations élé-
mentaires sur les olonnes de D (Brethé, 1997), soit
DU = B diag{scj}, (2.3.18)
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où U est unimodulaire, B est bipropre, et DU est réduite par les olonnes, de degrés par
les olonnes cj.
En utilisant es propriétés, on généralise la division de deux pseudo-polynmes au as
matriiel (Brethé, 1997).
Proposition 2.3.13 Soient N et D des matries dénies sur E , ave D arrée et det(D)
unitaire en s. Alors, il existe des matries Q et R ∈ M(E) telles que N = QD + R, où
RD−1 est stritement propre.
Preuve. Il sut de déomposer la matrie ND−1 en une partie stritement propre S et
une partie polynomiale Q omme dans (2.3.8),
ND−1 = Q+ P. (2.3.19)
Ainsi, N = QD+R, où la matrie R = PD est polynomiale, ar elle est égale à N −QD
qui est polynomiale, et P = RD−1 est stritement propre. 
Notons que siD est réduite par les olonnes de degrés cj, alors la matrie R est stritement
propre si et seulement si degcj(R) < cj .
2.4 Réalisation des systèmes à retards
Le problème de réalisation onsiste à déterminer un quadruplet de matries (A,B,C,D),
qui réalise une matrie de transfert donnée T (s, e−θs), 'est à dire tel que
T (s, e−θs) = C(sI − A)−1B +D. (2.4.1)
Pour les systèmes à retards, e quadruplet de matries doit être hoisi sur un anneau,
omme par exemple l'anneau des polynmes en e−θs à oeients réelsR[e−θs], ou l'anneau
Noethérien, R[e−θs] adjoint de l'anneau des transformées de Laplae de retard distribués,
'est à dire R[e−θs] + G.
Pour la réalisabilité d'un transfert donné, on analyse trois lasses d'anneaux, qui orre-
spondent respetivement à la réalisabilité d'un système de type retardé ou à retards lo-
alisés, à retards loalisés et distribués, et d'un système à retards de type neutre (Eising,
1978), (Loiseau, 2000).
Un transfert étant une fration rationnelle en s et e−θs, sa réalisabilité est diretement liée
au fait que ette fration est propre dans un sens à spéier. Il s'agit ainsi d'une extension
naturelle de la réalisabilité d'une fration rationnelle T (s) sur R(s) par un quadruplet de
matries onstantes (A,B,C,D), qui est possible si et seulement si T (s) est une fration
propre en s (Rosenbrok, 1970), (Kailath, 1980).
La réalisation d'un transfert par un systèmes à retards de type retardé est la plus simple
à étudier, et onsiste en une simple extension du as des systèmes sur R(s). On dénit la
notion de propreté sur R[e−θs] omme suit.
Dénition 2.4.1 Une fration rationnelle T = ND−1 dans R(s, e−θs), où N(s, e−θs) et
D(s, e−θs) ∈ R[s, e−θs], est propre sur R[e−θs], si son dénominateur D(s, e−θs) est unitaire,
et
degs(N) ≤ degs(D). (2.4.2)
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On onsidère le système à retards
x˙(t) =
p∑
i=0
Aix(t− iθ) +
p∑
i=0
Biu(t− iθ)
y(t) =
p∑
i=0
Cix(t− iθ) +
p∑
i=0
Diu(t− iθ)
, (2.4.3)
où x(t) ∈ Rn est le veteur instantané d'état, u ∈ Rm l'entrée du système, y ∈ Rp la sortie
du système, et les matries Ai, Bi, Ci, et Di sont réelles et de dimensions appropriées,
pour i = 0 à p. On dénit le quadruplet de matries (A,B,C,D) à oeients sur R[e−θs],
A =
p∑
i=0
Aie
−iθs, B =
p∑
i=0
Bie
−iθs, C =
p∑
i=0
Cie
−iθs, D =
p∑
i=0
Die
−iθs. (2.4.4)
Dénition 2.4.2 Une fration rationnelle T = ND−1 dans R(s, e−θs), où N(s, e−θs) et
D(s, e−θs) ∈ R[s, e−θs], est dite réalisable sur R[e−θs] s'il existe un quadruplet de matries
(A,B,C,D) dénies sur R[e−θs] par (2.4.4), tel que
T (s, e−θs) = C(sI − A)−1B +D. (2.4.5)
On dit aussi que le système (2.4.3) à retards loalisés réalise le transfert T (s, e−θs). Pour
ette notion de réalisabilité, on obtient la ondition néessaire et susante suivante.
Théorème 2.4.3 (Loiseau, 2000) Une fration rationnelle T (s, e−θs) ∈ R(s, e−θs) est
réalisable sur R[e−θs] si et seulement si T (s, e−θs) est une fration rationnelle propre sur
R[e−θs].
Preuve. Si T (s, e−θs) est réalisable sur R[e−θs], il existe un quadruplet de matries
(A,B,C,D) à oeients sur R[e−θs], tel que
T (s, e−θs) = C(sI − A)−1B +D,
qui est propre au sens de la Dénition 2.4.1. Réiproquement, soit T = ND−1 une fration
rationnelle propre, ave d = degs(D(s, e
−θs)),
D(s, e−θs) = sd +
d−1∑
i=0
Dis
i, N(s, e−θs) =
d∑
i=0
Nis
i,
où Ni, Di ∈ R[e−θs], pour i = 0 à d. En prenant par exemple
A =

0 1 0
.
.
.
.
.
.
0 0 1
−D0 · · · −Dd−2 −Dd−1
 , B =

0
.
.
.
0
1
 ,
C =
(
N0 −D0Nd · · · Nd−1 −Dd−1Nd
)
, D = Nd,
on vérie que e quadruplet de matries dénies sur R[e−θs] réalise T (s, e−θs). 
Ce théorème sur la réalisation sur R[e−θs] est un as partiulier des résultats de (Eising,
1978), établis dans le adre des systèmes 2-D, 'est à dire des frations rationnelles de
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polynmes 2-D.
Ce premier résultat peut être généralisé à la réalisation d'un transfert par un système à
retards de type neutre. En eet, onsidérons le système à retard de type neutre
x˙(t) =
p∑
i=0
Aix(t− iθ) +
p∑
i=0
Biu(t− iθ) +
p∑
i=1
Eix˙(t− iθ)
y(t) =
p∑
i=0
Cix(t− iθ) +
p∑
i=0
Diu(t− iθ) +
p∑
i=1
Fiy(t− iθ)
, (2.4.6)
où toutes les matries sont réelles et de dimensions appropriées. On dénit le quadruplet
(A,B,C,D) omme dans (2.4.4), et
E =
p∑
i=1
Eie
−iθs, F =
p∑
i=1
Fie
−iθs. (2.4.7)
La transfert du système (2.4.6) d'entrée u et de sortie y est
T (s, e−θs) = (I − F )−1 [C(s(I − E)− A)−1B +D] . (2.4.8)
Ce transfert est une fration d'éléments de Rp(e
θs)[s], l'anneau des polynmes en s et à
oeients sur l'anneau des frations propres réelles en eθs. Inversement, une fration
est dite réalisable sur Rp(e
θs), l'anneau des frations propres réelles en eθs, s'il existe des
matries A, B, C, D, E et F dénies sur R[e−θs], telles que (2.4.8) soit satisfaite, 'est à
dire si elle est réalisable par un système à retard de type neutre. La notion de propreté
d'une telle fration est alors dénie de la manière suivante.
Dénition 2.4.4 (Loiseau, 2000) Une fration rationnelle T = ND−1 de R(s, e−θs), où
N(s, e−θs), D(s, e−θs) ∈ R[s, eθs], est propre sur Rp(eθs) si son dénominateur D(s, e−θs)
est à terme prinipal,
degs(N) ≤ degs(D),
et
degeθs(N) ≤ degeθs(D).
En utilisant une démonstration en tout point similaire à elle du Théorème 2.4.3, on
montre le résultat suivant.
Théorème 2.4.5 (Loiseau, 2000) Une fration rationnelle T (s, e−θs) de R(s, e−θs) est
réalisable sur Rp(e
θs) si et seulement si 'est une fration rationnelle propre sur Rp(e
θs).
La dernière notion de réalisabilité abordée dans e paragraphe est elle sur R[e−θs] + G,
qui fait appel à un système dynamique possédant des retards loalisés et distribués. On
onsidère le système
x˙(t) =
p∑
i=0
(Aix(t− iθ) +Biu(t− iθ)) +
∫ pθ
0
(
A˜(τ)x(t− τ) + B˜(τ)u(t− τ)
)
dτ ,
y(t) =
p∑
i=0
(Cix(t− iθ) +Diu(t− iθ)) +
∫ pθ
0
(
C˜(τ)x(t− τ) + D˜(τ)u(t− τ)
)
dτ ,
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où les matries Ai, Bi, Ci et Di sont réelles, pour i = 0 à p, et les matries A˜(τ), B˜(τ),
C˜(τ), et D˜(τ) sont des fontions ontinues par moreaux sur des intervalles de la forme
]nθ, (n+ 1)θ], pour θ ∈ {0, . . . , p− 1}. En dénissant
A =
p∑
i=0
Aie
−iθs +
∫ pθ
0
A˜(τ)e−τs dτ , (2.4.9)
et de manière similaire les matries B, C, D, qui sont des éléments de R[e−θs] + G, le
transfert de e système est
T (s, e−θs) = C(sI − A)−1B +D, (2.4.10)
et on dit que le quadruplet de matries (A,B,C,D) réalise T (s, e−θs) sur R[e−θs] +G. En
rappelant qu'une fration de pseudo-polynmes T = ND−1, où N(s, e−θs), D(s, e−θs) ∈ E ,
est dite propre sur E si son dénominateur D est unitaire, et deg(N) ≤ deg(D), on obtient
la ondition néessaire et susante de réalisabilité sur R[e−θs] + G.
Théorème 2.4.6 (Brethé, 1997) Une fration rationnelle T (s, e−θs) dans R(s, e−θs) est
réalisable sur R[e−θs] + G si et seulement si 'est une fration rationnelle propre sur E .
Parmi les réalisations d'un système sur un des anneaux dérits i-dessus, ertaines pos-
sèdent des propriétés importantes pour l'étude de la stabilisation, du plaement de ples
ou de oeients, ou enore de l'observabilité. On dénit pour ette raison les notions de
réalisations spetralement ommandable et spetralement observable (Olbrot, 1978).
Dénition 2.4.7 Une réalisation est dite spetralement ommandable si
rang
(
sI −A B) = n, ∀s ∈ C. (2.4.11)
Une réalisation est dite spetralement observable si
rang
(
sI −A
C
)
= n, ∀s ∈ C. (2.4.12)
Dans (Manitius & Olbrot, 1979), (Kamen et al., 1986), (Watanabe, 1986), il est montré
que pour un système spetralement ommandable, il existe une loi de ommande per-
mettant de plaer de manière arbitraire le spetre du système boulé. Cette propriété
est fondamentale, ar elle permet d'une part de stabiliser un système, et d'autre part
d'obtenir une assignation nie des ples du système boulé. Il est don intéressant de
dérire brièvement ette méthode d'assignation de spetre.
Si (2.4.11) est satisfaite, il existe X, Y ∈M(E) telles que
(sI −A)X +BY = I. (2.4.13)
On note (N,D) une fatorisation première à droite sur E de (sI −A)−1B, ave D réduite
par les olonnes. Il existe don Z, T ∈M(E) telles que
(sI −A)N − BD = 0 (2.4.14)
et ZN + TD = I. En multipliant à gauhe ette équation par une matrie arbitraire Ψ,
de mêmes degrés par les olonnes que D, on a ΨZN +ΨTD = Ψ, et en divisant ΨZ par
(sI − A), dont le déterminant est unitaire, on obtient
ΨZ = Q(sI − A) +R, (2.4.15)
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ave Q, R ∈M(E), et R de degrés par les olonnes négatifs ou nuls. En utilisant (2.4.14)
et (2.4.15), on a
RN + (QB +ΨT )D = Ψ. (2.4.16)
Comme D est réduite par les olonnes et que les degrés par les olonnes de R sont négatifs
ou nuls, la matrie S = QB +ΨT est unimodulaire sur E . Ainsi, en notant F = −S−1R,
les polynmes invariants de Ψ sont eux de RN + SD, ou enore de D − FN . Or,
ave (2.4.14),
(sI − A− BF )N − B(D − FN) = 0. (2.4.17)
Par onséquent, les polynmes invariants de Ψ sont eux de (A + BF ). On plae alors
arbitrairement le spetre du système boulé par le hoix de Ψ, à travers un retour d'état
dérit par la matrie F , omme sur la Figure 2.1.
Cette loi de ommande fait usage de retards distribués, 'est à dire qu'il s'agit d'un
ompensateur réalisable sur R[e−θs] + G.
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Figure 2.1: Shéma fontionnel du retour d'état dans le problème d'assignation du spetre du
système boulé. Ave les notations de (2.4.14), on a F = Cc(sI −Ac)−1Bc.
De même, pour la propriété d'observabilité, si le système est spetralement observable,
il existe une injetion de sortie permettant de plaer arbitrairement le spetre du sys-
tème, an de réaliser un estimateur de l'état (Lee & Olbrot, 1982), (Emre & Khargonekar,
1982). Sous la Condition (2.4.11), on peut plaer les ples du système en boule fermée
de manière arbitraire, et en partiulier d'imposer un nombre ni de ples, à travers le
hoix de la matrie Ψ. Il s'agit du problème de n-assignation (Manitius & Olbrot, 1979),
(Watanabe, 1986).
Une notion moins ontraignante que elle de réalisation spetralement ommandable, est
elle de réalisation stabilisable, pour laquelle
rang
(
sI − A B) = n, ∀s ∈ C+. (2.4.18)
De même, on dit qu'une réalisation est détetable si
rang
(
sI − A
C
)
= n, ∀s ∈ C+. (2.4.19)
Sous es onditions, et pour les systèmes à retards pontuels, les ples non spetralement
ommandables ou non spetralement observables sont stables (Emre & Knowles, 1984),
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(Kamen et al., 1985), (Habets, 1994). Plus généralement, sous les onditions (2.4.18)
et (2.4.19), le système pourra être stabilisé par retour d'état, et un reonstruteur asymp-
totique de l'état existe (Olbrot, 1978), (Kamen et al., 1984).
En adaptant les résultats de (Rosenbrok, 1970) et (Kailath, 1980) sur les réalisations
spetralement ommandables et observables, on obtient le théorème suivant.
Théorème 2.4.8 (Brethé, 1997) Toute matrie de transfert propre sur R(s, e−θs) admet
une réalisation sur R[e−θs]+G, qui est spetralement ommandable et détetable, et admet
une réalisation stabilisable et spetralement observable.
Notons enn que les notions de ommandabilité spetrale et d'observabilité spetrale sont
équivalentes respetivement à la forte ommandabilité et à la forte observabilité, qui ont
été introduites par divers auteurs (Rouhaleau, 1972), (Sontag, 1976), (Kamen, 1978a).
Cependant, les notions de stabilisation et détetabilité ne sont pas équivalentes à elles
de faible ommandabilité et de faible observabilité (Piard, 1996), (Piard et al., 1997).
Ainsi, un transfert propre peut ne pas admettre de réalisation qui soit spetralement om-
mandable et spetralement observable. Cependant, en notant (N,D) une fatorisation
première à droite sur E de e transfert, ave D réduite par les olonnes, alors une on-
dition susante pour qu'une réalisation spetralement ommandable et observable de e
transfert existe, est que les degrés des olonnes de D soient positifs (Brethé, 1997).
Pour onlure, on a introduit dans e hapitre quelques notions de base sur les quasi-
polynmes et les pseudo-polynmes. Celles sur les quasi-polynmes seront utilisées dans
les Chapitres 5 et 6 pour la stabilité des systèmes à retards. Celles sur les pseudo-
polynmes seront quant à elles utilisées dans le Chapitre 5 pour le problème de la stabil-
isation, et dans le Chapitre 7 pour la poursuite de modèle. L'utilisation de l'anneau E
pour la résolution de es problèmes est intéressante de deux points de vue. Le premier
est, ave le Théorème 2.3.9, qu'il s'agit d'un anneau de fatorisation élémentaire. Il est
possible de résoudre des équations de Bézout, et par onséquent d'établir des proédures
algorithmiques et onstrutives pour la résolution d'un grand nombre de problèmes de
ommande. Le deuxième point de vue est elui du type de loi de ommande que l'on
détermine en travaillant sur E , qui peut inlure des retards pontuels et distribués, et qui
par onséquent est très générale.
Ave l'appui de es notions algébriques sur les systèmes à retards, il nous faut désormais
introduire des notions de métrique sur les systèmes dynamiques, an d'en déterminer les
performanes et obtenir des mesures de omparaison par rapport, par exemple, à des
ritères à minimiser, omme en ommande optimale. C'est l'objet du prohain hapitre.
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Chapitre 3
Normes et notions d'optimisation
C
e hapitre est onsaré à quelques rappels sur les normes des signaux et des systèmes,
ainsi qu'à quelques notions de base sur l'optimisation, qui font appel au onept de
dualité. Les dénitions et propriétés introduites dans e hapitre seront utilisées dans le
Paragraphe 7.3 pour l'atténuation optimale de perturbation, et dans le Chapitre 8 pour
la ommande optimale au sens l1 ou L1.
3.1 Métrique des systèmes
3.1.1 Normes d'un signal
Un espae vetoriel linéaire normé est un espae vetoriel E sur lequel est dénie une
fontion à valeurs réelles, qui assoie à tout élément x ∈ E un nombre réel ‖x‖E, appelé
norme de x. La norme vérie les axiomes suivants
(i) ∀x ∈ E, ‖x‖E ≥ 0.
(ii) ∀x ∈ E, ‖x‖E = 0 si et seulement si x = 0.
(iii) ∀x, y ∈ E, ‖x+ y‖E ≤ ‖x‖E + ‖y‖E.
(iv) ∀x ∈ E, α ∈ C, ‖αx‖E = |α|‖x‖E.
Cet espae vetoriel linéaire normé est noté (E, ‖ · ‖E). Par exemple, sur Cn, où x =(
x1 . . . xn
)
, xi ∈ C, on utilise fréquemment les normes
‖x‖1 =
n∑
i=1
|xi|, ‖x‖p =
(
n∑
i=1
|xi|p
)1/p
, ‖x‖∞ = max
i=1,...,n
|xi|, (3.1.1)
ave 1 ≤ p <∞.
Une suite {xn} dans un espae normé (E, ‖·‖E) est une suite de Cauhy si ‖xn−xm‖E → 0
lorsque n,m→∞. Une suite {xn} onverge vers x ∈ E, en notant xn → x, si ‖xn−x‖E →
0 lorsque n → ∞. Un espae normé (E, ‖ · ‖E) est dit omplet si toute suite de Cauhy
dans E onverge dans E. Un espae normé omplet est appelé un espae de Banah.
Dans ette thèse, deux prinipales lasses d'espaes de Banah sont onsidérées, les espaes
de Lesbegue lp ou Lp (Luenberger, 1969), (Duren, 1970), (Rudin, 1970), et l'algèbre de
onvolution A (Hille & Phillips, 1957), (Desoer & Vidyasagar, 1975), (Callier & Desoer,
1978), (Curtain & Zwart, 1995).
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Dénition 3.1.1 Soit p ∈ R, tel que 1 ≤ p < ∞. L'espae lp est l'ensemble des suites
salaires {xi} pour lesquelles ∞∑
i=0
|xi|p <∞. (3.1.2)
La norme d'un élément x = {xi} dans lp est dénie par
‖x‖lp =
( ∞∑
i=0
|xi|p
)1/p
. (3.1.3)
L'espae l∞ est l'ensemble des suites salaires qui sont bornées. La norme d'un élément
x = {xi} dans l∞ est dénie par
‖x‖l∞ = sup
i∈N
|xi|. (3.1.4)
Pour tout nombre réel p, 1 ≤ p ≤ ∞, l'espae normé (lp, ‖·‖lp) est un espae de Banah. De
plus, on a les inlusions strites suivantes, l1 ⊂ lp ⊂ l∞, pour tout p tel que 1 < p <∞. Ces
dénitions s'étendent sans diulté à lnp , l'espae des suites vetorielles {xi} de dimension
n, telles que
∑∞
i=0 |xi|p <∞, où | · | désigne l'une des normes introduites dans (3.1.1).
Deux nombres positifs p et q qui vérient 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, et 1/p+ 1/q = 1, sont
dits onjugués. Parmi les propriétés des espaes lp, les inégalités de Hölder et de Minkowski
se révèlent importantes dans l'étude des systèmes dynamiques à temps disret.
Propriété 3.1.2 (Luenberger, 1969) Soient p et q deux nombres onjugués, x = {xi} ∈ lp
et y = {yi} ∈ lq. Alors
∞∑
i=0
|xiyi| ≤ ‖x‖lp‖y‖lq , (3.1.5)
et il y a égalité si et seulement si( |xi|
‖x‖lp
)p
=
( |yi|
‖y‖lq
)q
, ∀i ∈ N. (3.1.6)
L'inégalité (3.1.5) est onnue sous le nom d'inégalité de Hölder. De même, l'inégalité de
Minkowski est dérite, pour x, y ∈ lp, 1 ≤ p ≤ ∞, par
‖x+ y‖lp ≤ ‖x‖lp + ‖y‖lp. (3.1.7)
En outre, pour 1 < p < ∞, il y a égalité si et seulement si k1x = k2y, pour k1, k2, deux
nombres réels positifs.
Les espaes Lp, pour 1 ≤ p ≤ ∞, sont dénis omme suit.
Dénition 3.1.3 (Luenberger, 1969) L'espae Lp[a, b], 1 ≤ p < ∞, est l'ensemble des
fontions mesurables à valeurs réelles x(t) sur l'intervalle [a, b] pour lesquelles |x(t)|p est
intégrable au sens de Lebesgue. La norme sur et espae est
‖x‖Lp[a,b] =
(∫ b
a
|x(t)|p dt
)1/p
. (3.1.8)
L'espae L∞[a, b] est l'ensemble des fontions à valeurs réelles et mesurables au sens de
Lebesgue sur [a, b] qui sont bornées. La norme sur L∞[a, b] est
‖x‖L∞[a,b] = ess sup
a≤t≤b
|x(t)| △= inf
y=x p.p.
sup
t∈R
|y(t)|. (3.1.9)
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Remarquons que sur es espaes, ‖x‖Lp[a,b] = 0 n'implique pas néessairement x = 0, ar
la fontion x(t) peut être non nulle sur un ensemble de mesure nulle. Cependant, si l'on
ne distingue pas les fontions qui sont égales presque partout (p.p.) sur [a, b], 'est à dire
si deux fontions dièrent sur un ensemble de mesure nulle au sens de Lebesgue, alors
Lp[a, b] est un espae linéaire normé. On peut montrer que (Lp[a, b], ‖ · ‖Lp[a,b]) est un
espae de Banah.
Ces dénitions et propriétés s'étendent au as vetoriel, où l'on note Lnp [a, b], l'ensemble
des fontions mesurables à valeurs dans R
n
, telles que |x(t)|p est intégrable au sens de
Lebesgue, où | · | désigne l'une des normes introduites dans (3.1.1).
De même, pour deux nombres onjugués p et q, 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, x ∈ Lp[a, b], et
y ∈ Lq[a, b], on a l'inégalité de Hölder∫ b
a
|x(t)y(t)| dt ≤ ‖x‖Lp[a,b]‖y‖Lq[a,b], (3.1.10)
où il y a égalité si et seulement si( |x(t)|
‖x‖Lp[a,b]
)p
=
( |y(t)|
‖y‖Lq[a,b]
)q
, p.p. sur [a, b]. (3.1.11)
L'inégalité (3.1.7) s'applique à x et y ∈ Lp[a, b]. On a
‖x+ y‖Lp[a,b] ≤ ‖x‖Lp[a,b] + ‖y‖Lp[a,b].
Pour 1 ≤ p ≤ ∞, on note Lp l'espae Lp[0,∞[.
Dans (Hille & Phillips, 1957), est onsidérée une lasse de distributions très générale,
l'algèbre de onvolutionA(σ). Tout élément de ette algèbre est une somme d'une fontion
dans L1 et d'une distribution. Cette algèbre permet par exemple de dérire la réponse
impulsionnelle d'un transfert bipropre.
Dénition 3.1.4 Soit σ ∈ R. L'ensemble A(σ) est l'ensemble des fontions généralisées
f à valeurs réelles, qui s'érivent sous la forme
f(t) =
 fa(t) +
∞∑
i=0
fiδ(t− ti) , t ≥ 0
0 , t < 0
, (3.1.12)
où e−σtfa(t) ∈ L1, fi, ti ∈ R pour i ∈ N, 0 = t0 < t1 < . . ., δ(t) est la distribution de
Dira de poids unitaire, et
∑∞
i=0 |fi|e−σti <∞.
L'ensemble A(σ) est fermé pour l'addition, la multipliation, et la onvolution dénie par
(f ∗ h)(t) =
∫ t
0
fa(t− s)ha(s) ds+
∞∑
i=0
fiha(t− ti)+
∞∑
i=0
hifa(t− τi) +
∞∑
i=0
∞∑
k=0
fihkδ(t− ti − τk), (3.1.13)
ave f dérite préédemment, et h(t) = ha(t) +
∑∞
k=0 hkδ(t− τk), pour t ≥ 0. C'est
une algèbre de Banah, ommutative pour la onvolution, qui admet δ(t) omme élément
unité, pour la norme
‖f‖A(σ) = ‖e−σtfa(t)‖L1 + ‖fie−σti‖l1, (3.1.14)
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'est à dire
‖f‖A(σ) =
∫ ∞
0
e−σt|fa(t)| dt+
∞∑
i=0
|fi|e−σti . (3.1.15)
La démonstration de e résultat s'appuie sur le fait que L1 et l1 sont deux espaes de
Banah, pour respetivement les normes ‖ · ‖L1 et ‖ · ‖l1 . De même, on note An(σ)
l'ensemble des veteurs f =
(
f1 . . . fn
)
, tels que fi ∈ A(σ), pour i = 1 à n.
Un élément f ∈ A(σ) possède une transformée de Laplae fˆ(s), dénie pour tout s ∈
Cσ = {s ∈ C : Re(s) ≥ σ}, par
fˆ(s) =
∫ ∞
0
e−stfa(t) dt+
∞∑
i=0
fie
−sti . (3.1.16)
La transformée de Laplae fˆ(s) est bornée sur Cσ, ave
sup
s∈Cσ
|fˆ(s)| ≤ ‖f‖A(σ), (3.1.17)
et satisfait la propriété usuelle d'une transformée de onvolution f̂ ∗ h = fˆ hˆ, pour tout
f , h ∈ A(σ). L'ensemble Aˆ(σ) des transformées de Laplae d'éléments de A(σ) est une
algèbre ommutative de Banah, ave identité, pour la norme
‖fˆ‖Aˆ(σ) = ‖f‖A(σ), ∀f ∈ A(σ). (3.1.18)
Une propriété fondamentale pour l'étude des systèmes dynamiques est la aratérisation
de l'inversibilité d'une fontion f ∈ A(σ).
Proposition 3.1.5 (Hille & Phillips, 1957) Un élément f ∈ A(σ) est inversible sur A(σ),
ou de manière équivalente fˆ ∈ Aˆ(σ) est inversible sur Aˆ(σ), si et seulement si
inf
s∈Cσ
|fˆ(s)| > 0. (3.1.19)
Cette propriété est importante, ar elle aratérise l'inversibilité d'un élément fˆ ∈ Aˆ(σ),
et don également l'inversibilité de f ∈ A(σ). Si fˆ est inversible, alors fˆ(s) = 0 implique
Re(s) < σ, et si fˆ(sk) est une suite de Cauhy ave Re(sk) ≥ σ et |sk| → ∞, alors la
limite de ette suite est non nulle.
Le as partiulier où σ = 0 jouera un rle important dans l'étude de la stabilité des
systèmes à retards. On notera an de simplier la leture, A et Aˆ, pour respetivement
A(0) et Aˆ(0).
La dernière lasse de fontions utilisées dans ette thèse est H∞(C+), qui est dénie de
la manière suivante. On dit que fˆ(s) est bornée dans le demi-plan droit fermé omplexe
C+, si
sup
Re(s)≥0
|fˆ(s)| <∞. (3.1.20)
Ainsi, H∞(C+), ou plus simplement H∞, est l'ensemble des fontions en s qui sont ana-
lytiques et bornées dans C+.
On remarquera, par le biais de (3.1.17), que tout élément fˆ ∈ Aˆ est a fortiori dans H∞.
En munissant H∞ de la norme
‖fˆ‖H∞ = sup
Re(s)≥0
|fˆ(s)|, ∀fˆ ∈ H∞(C+), (3.1.21)
3.1 Métrique des systèmes 29
il est possible de aratériser l'inversibilité d'un élément fˆ ∈ H∞. En eet, un élément
fˆ ∈ H∞(C+) est inversible si et seulement si fˆ(s) n'a pas de zéro dans C+, 'est à dire
inf
s∈C+
|fˆ(s)| > 0. (3.1.22)
En outre, si fˆ est inversible sur H∞, d'inverse fˆ−1, alors
sup
s∈C+
|fˆ−1(s)| =
(
inf
s∈C+
|fˆ(s)|
)−1
. (3.1.23)
L'élément 1 + fˆ est inversible dès lors que ‖fˆ‖H∞ < 1, ar
inf
s∈C+
|1 + fˆ(s)| ≥ 1− sup
s∈C+
|fˆ(s)| = 1− ‖fˆ‖H∞ > 0. (3.1.24)
Par onséquent, en utilisant (3.1.23) et (3.1.24), on obtient
‖(1 + fˆ)−1‖H∞ ≤
1
1− ‖fˆ‖H∞
. (3.1.25)
Cette inégalité permet de donner une borne supérieure de la norme H∞ pour un élément
inversible sur H∞(C+). Cette propriété est utilisée dans les problèmes de stabilisation, et
notamment de stabilisation robuste, omme on le verra dans le Chapitre 5. Notons qu'une
généralisation de ette propriété au as vetoriel s'érit de manière naturelle en utilisant
une norme vetorielle dénie dans (3.1.1) (Homan, 1962), (Duren, 1970), (Koosis, 1980),
(Vidyasagar, 1985).
3.1.2 Normes d'un système
Les normes des signaux ont été introduites dans le paragraphe préédent. Il s'agit désor-
mais de dénir quelques normes pour les systèmes linéaires à retards. Il s'agit de normes
induites d'un opérateur linéaire. Ces onepts proviennent de (Rudin, 1970), (Duren,
1970), et (Desoer & Vidyasagar, 1975).
Soit (E, ‖·‖E) un espae vetoriel normé. Une appliation Φ de E vers E est dite linéaire,
si ∀x, y ∈ E, et α, β ∈ R, Φ(αx + βy) = αΦ(x) + βΦ(y). On note L(E,E), l'ensemble
des appliations linéaires de E vers E. L'ensemble L(E,E) est un espae linéaire. Pour
toute appliation linéaire Ψ, Φ ∈ L(E,E), on peut dénir l'addition
(Ψ + Φ)x = Ψx+ Φx, ∀x ∈ E, (3.1.26)
le produit par un salaire
(αΦ)x = α(Φx), ∀α ∈ R, ∀x ∈ E, (3.1.27)
et le produit ΨΦ omme la omposition de Ψ et Φ,
(ΨΦ)x = Ψ(Φx), ∀x ∈ E. (3.1.28)
L'espae linéaire L(E,E) muni de es trois lois est une algèbre non ommutative ave
unité. De manière plus générale, on travaille sur L(E,F ), où (F, ‖ · ‖F ) est un espae
linéaire normé. Muni des trois lois préédentes, et sous l'hypothèse que elles-i soient
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bien dénies, L(E,F ) est une algèbre ave unité.
Pour Φ ∈ L(E,F ), on dénit la fontion, notée ‖Φ‖EF , d'un sous-ensemble de L(E,F )
vers R+, par
‖Φ‖EF = sup
x∈E−{0}
‖Φx‖F
‖x‖E . (3.1.29)
On appelle ‖Φ‖EF la norme induite de l'appliation linéaire Φ. Si l'on onsidère désormais
l'ensemble des appliations linéaires ontinues de E vers F , alors la norme induite de
tout élément de et ensemble est nie (Rudin, 1970). Une appliation linéaire ontinue
Φ ∈ L(E,F ) est don telle que ‖Φ‖EF < ∞. Autrement dit, il existe une onstante M
telle que ‖Φx‖F ≤ M‖x‖E , pour tout x ∈ E. L'inmum de toutes es onstantes oïnide
préisement ave la norme induite de Φ, soit
‖Φ‖EF = inf{M : ‖Φx‖F ≤ M‖x‖E , ∀x ∈ E}. (3.1.30)
Cette dénition de norme induite est équivalente à
‖Φ‖EF = sup
‖x‖E≤1
‖Φx‖F = sup
‖x‖E=1
‖Φx‖F . (3.1.31)
Il est immédiat de onstater que ette fontion vérie les axiomes d'une norme. Dans le
as d'une appliation linéaire Φ ∈ L(E,E), la norme induite de Φ est multipliative, 'est
à dire, pour tout Ψ ∈ L(E,E), ‖ΦΨ‖EE ≤ ‖Φ‖EE‖Ψ‖EE.
Pour une matrie A ∈ Cp×m, on vérie que les normes 1 et ∞-induites de (3.1.1) sont
respetivement
‖A‖1 = max
j=1,...,m
p∑
i=1
|aij |, ‖A‖∞ = max
i=1,...,p
m∑
j=1
|aij|. (3.1.32)
Les systèmes à retards qui sont onsidérés dans ette thèse sont linéaires, et dérits par
une onvolution. Un tel système est don un opérateur linéaire H , d'un espae linéaire
d'entrées U ⊂ E, vers un espae linéaire de sorties Y ⊂ F , qui à toute entrée u ∈ U ,
assoie une sortie y ∈ Y , telle que
H : u 7−→ y = Hu △= h ∗ u, ∀u ∈ U , (3.1.33)
où
y(t) = (Hu)(t) =
∫ t
0
h(t− τ)u(τ) dτ . (3.1.34)
La fontion h est appelée réponse impulsionnelle ou noyau de onvolution de l'opérateur
linéaire H .
Les espaes des entrées et sorties utilisés dans la littérature sont prinipalement eux
introduits dans le Paragraphe 3.1.1, à savoir les espaes de Lebesgue Lp ou lp, 1 ≤ p ≤ ∞,
et l'algèbre de onvolution A.
Pour un opérateur linéaire d'un espae d'entrée Lq, 1 ≤ q ≤ ∞, vers un espae de sortie
Lp, 1 ≤ p ≤ ∞, on note ‖ · ‖LqLp la norme induite de et opérateur. En utilisant les
diérentes dénitions de norme induite, dérites par (3.1.29), (3.1.30), et (3.1.31), il est
possible de aratériser elle-i dans un ertain nombre de as partiuliers.
Pour un opérateur linéaire H , de L∞ vers L∞, de réponse impulsionnelle h, que l'on
suppose dénie sur L1, la norme L∞-induite de H est
‖H‖L∞L∞ = sup
‖u‖L∞=1
‖Hu‖L∞ = ‖h‖L1, (3.1.35)
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'est à dire que pour tout u ∈ L∞, ‖h∗u‖L∞ ≤ ‖h‖L1‖u‖L∞, et que la quantité ‖h∗u‖L∞
peut être égale à ‖h‖L1‖u‖L∞, en prenant une entrée u∗ ∈ L∞ égale à la fontion signe de
la réponse impulsionnelle. Dans le as matriiel, on montre de même, pourH : Lm∞ 7→ Lp∞,
de réponse impulsionnelle h, que l'on suppose dans Lp×m1 , que
‖H‖L∞L∞ = max
i=1,...,p
m∑
j=1
‖hij‖L1. (3.1.36)
Autrement dit, la norme Lp×m∞ -induite de H est égale à la norme Lp×m1 de h. Dans le
as de la norme L1-induite, on obtient dans le as salaire la même aratérisation que
la norme L∞-induite. Cependant, dans le as multivariable, sous la même hypothèse, on
obtient une sommation par rapport aux olonnes,
‖H‖L1L1 = max
j=1,...,m
p∑
i=1
‖hij‖L1. (3.1.37)
Pour la norme L2-induite, en utilisant le théorème de Parseval, on montre que dans le as
salaire, si h ∈ L1,
‖H‖L2L2 = sup
Re(s)≥0
|hˆ(s)| = sup
ω∈R
|hˆ(jω)| = ‖H‖H∞. (3.1.38)
Dans le as multivariable et sous la même hypothèse, on montre que
‖H‖L2L2 = sup
Re(s)≥0
σ¯(hˆ(s)) = sup
ω∈R
σ¯(hˆ(jω)) = ‖H‖H∞, (3.1.39)
où σ¯(H(s)) est la plus grande valeur singulière de H(s), qui n'est autre que la raine
arrée de la plus grande valeur propre de la matrie Hermitienne H(s¯)TH(s). La fontion
σ¯(H(s)) est une norme, appelée norme spetrale de H(s), notée
σ¯(H(s)) = ‖H(s)‖vs. (3.1.40)
Enn, la norme H2 d'un opérateur H , où H(s) est supposé être analytique dans le demi-
plan droit ouvert omplexe, est dénie par
‖H‖2H2 =
1
2π
∫ ∞
−∞
trace(HT (−jω)H(jω)) dω. (3.1.41)
On vérie que ‖H‖H2 = ‖h‖L2, et que dans le as des systèmes à une seule sortie et
éventuellement plusieurs entrées, ette norme orrespond à la norme L1 −L2 induite, ou
par dualité, à la norme L2 − L∞ induite, 'est à dire (Megretski, 2004)
‖H‖H2 = sup
u∈L2−{0}
‖h ∗ u‖L∞
‖u‖L2
= sup
u∈L1−{0}
‖h ∗ u‖L2
‖u‖L1
. (3.1.42)
Une synthèse de es propriétés est reportée, pour le as salaire, dans le Tableau 3.1. En
omplément à es propriétés, pour toute entrée u ∈ Lp, 1 ≤ p ≤ ∞, et h ∈ L1, on a
‖h ∗ u‖Lp ≤ ‖h‖L1‖u‖Lp, (3.1.43)
ave égalité pour p = 1 ou p = ∞, et éventuellement pour ertaines entrées dans le as
1 < p <∞.
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‖u‖L1 ‖u‖L2 ‖u‖L∞
‖y‖L1 ‖h‖A · ·
‖y‖L2 ‖H‖H2 ‖H‖H∞ ·
‖y‖L∞ ‖h‖L∞ ‖H‖H2 ‖h‖A
Tableau 3.1: Normes induites pour des opérateurs linéaires de onvolution, dans le as salaire.
En eet, si les as p = 1 et p = ∞ sont triviaux, pour 1 < p < ∞, ave p et q deux
nombres onjugués, on a
|(h ∗ u)(t)| ≤
∫ ∞
0
|h(t− τ)|1/p|u(τ)||h(t− τ)|1/q dτ .
Les deux premiers termes dans l'intégrale sont dans Lp, et le troisième terme dans Lq.
Don, en utilisant l'inégalité de Hölder et en prenant la norme Lp des deux membres de
l'inégalité, on obtient
‖h ∗ u‖Lp ≤ ‖h‖1/qL1 ‖h‖
1/p
L1 ‖u‖Lp = ‖h‖L1‖u‖Lp.
De manière plus générale (Desoer & Vidyasagar, 1975), pour u ∈ Lp, 1 ≤ p ≤ ∞, et
h ∈ A, alors h ∗ u ∈ Lp, et
‖h ∗ u‖Lp ≤ ‖h‖A ‖u‖Lp, (3.1.44)
où l'égalité est obtenue sous les mêmes onditions que (3.1.43). En notant An×n l'ensemble
des matries n×n F = (fij), pour i, j = 1 à n, où fij ∈ A, un opérateur linéaireH ∈ An×n
peut être vu omme un opérateur de Ln∞ vers lui-même. Ainsi, en prenant la norme ∞
sur R
n
, à savoir ‖u(t)‖∞ = max
i=1,...,n
|ui(t)|, la norme L∞-induite s'érit sous la forme
‖H‖L∞L∞ = max
i=1,...,n
n∑
j=1
‖hij‖A, (3.1.45)
e qui généralise l'expression (3.1.36), en autorisant la présene de distributions dans le
noyau de onvolution.
3.2 Conepts mathématiques pour l'optimisation
Sur la base de es notions de métrique pour les systèmes dynamiques, introduisons
quelques onepts fondamentaux pour l'optimisation et la ommande optimale. Ces on-
epts ne sont ertes pas exhaustifs sur le sujet, mais seront utilisés dans le Chapitre 8 pour
l'optimisation l1-L1. Les référenes bibliographiques de e paragraphe sont (Nirenberg,
1961), (Luenberger, 1969) et (Rudin, 1970).
Soit (E, ‖ · ‖E) un espae vetoriel normé. L'espae de toutes les formes linéaires Φ ∈
L(E,C) telles que
‖Φ‖E∗ △= sup
‖x‖E≤1
|Φ(x)| <∞, (3.2.1)
est appelé l'espae dual normé de E, ou plus simplement l'espae dual de E. Il est noté
E∗. La norme d'un élément Φ ∈ E∗ est dénie par (3.2.1). La valeur d'une forme linéaire
x∗ ∈ E∗ au point x ∈ E, est notée par x∗(x), ou sous la forme symétrique 〈x, x∗〉. Soit
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(e1, . . . , en) une base de E. Pour tout x ∈ E, il existe xi ∈ C, pour i = 1 à n, tels que
x =
∑n
i=1 xiei. On dénit les formes linéaires e
∗
i de E vers C, pour i = 1 à n, telles que
pour tout j ∈ {1, . . . , n},
e∗i (ej) = δij =
{
1 , si i = j
0 , sinon
, (3.2.2)
qui peuvent être onsidérées omme des projetions sur les diérentes omposantes de
la base hoisie. La famille (e∗1, . . . , e
∗
n) est une base de E
∗
. Autrement dit, toute forme
linéaire x∗ ∈ E∗ s'érit
x∗ =
n∑
i=1
x∗(ei)e∗i , (3.2.3)
et tout élément x ∈ E se déompose sous la forme x = ∑ni=1 e∗i (x)ei. Une propriété
analytique importante de E∗, est qu'il s'agit d'un espae de Banah (Luenberger, 1969),
(Rudin, 1970).
Exemple 3.2.1 Soient p et q deux nombres onjugués, ave 1 ≤ p < ∞. Le dual de lp
est lq (Luenberger, 1969). Ainsi, d'après (3.2.3), toute forme linéaire f sur lp, 1 ≤ p <∞,
se déompose de manière unique,
f(x) =
∞∑
i=0
yixi, ∀x = {xi} ∈ lp, (3.2.4)
où y = {yi} ∈ lq. En eet, posons ei ∈ lp, i ∈ N, la suite identiquement nulle sauf pour
sa ie`me omposante égale à 1, et yi = f(ei). Par linéarité, on a f(x) =
∑∞
i=0 yixi. Soit
N ∈ N. On dénit la suite ϕN = {ϕi},
ϕi =
{ |yi|q/psgn(yi) , i ≤ N
0 , i > N.
Alors, ‖ϕN‖lp = (
∑N
i=0 |yi|q)1/p, et f(ϕN) =
∑N
i=0 |yi|q. En utilisant les deux préédentes
égalités, et le fait que |f(ϕN)| ≤ ‖f‖l∗p‖ϕN‖lp , on obtient l'inégalité(
N∑
i=0
|yi|q
)1/q
≤ ‖f‖l∗p <∞, (3.2.5)
qui est vériée pour tout N ∈ N, don y = {yi} ∈ lq. De ette manière, tout élément de
lq dénit un élément de l
∗
p, et on a
‖f‖l∗p = ‖y‖lq =

( ∞∑
i=0
|yi|q
)1/q
si 1 < p <∞,
sup
i∈N
|yi| si p = 1.
(3.2.6)
En eet, il sut d'utiliser l'inégalité d'Hölder pour établir que
‖f‖l∗p ≤ ‖y‖lq ,
et en utilisant (3.2.5), on obtient le résultat désiré.
Notons que le dual de l∞ n'est pas l1. Cependant, on montre que le dual du sous-ensemble
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c0 de l∞, des suites bornées qui tendent vers zéro à l'inni, est préisement l1.
De manière similaire, pour 1 ≤ p < ∞, le dual de Lp[a, b] est Lq[a, b], où p et q sont
onjugués. Il existe don une bijetion entre une forme linéaire f ∈ L∗p[a, b] et les éléments
y ∈ Lq[a, b], telle que pour tout x ∈ Lp[a, b],
f(x) =
∫ b
a
x(t)y(t) dt, (3.2.7)
et de norme ‖f‖L∗p[a,b] = ‖y‖Lq[a,b]. ⋄
Avant d'introduire le prinipal résultat de e paragraphe sur une formulation primal-dual
d'un problème d'optimisation, on énone le théorème de Hahn-Banah, qui néessite au
préalable la dénition d'extension d'une forme linéaire.
Notons qu'il existe dans la littérature de nombreuses versions algébriques ou géométriques
de e thèorème, qui sont plus générales que elle présentée ii. Cependant, ette dernière
nous sut pour l'utilisation que nous en ferons en optimisation, notamment en optimisa-
tion l1-L1.
Dénition 3.2.2 Soit f une forme linéaire dénie sur un sous-espae M d'un espae
vetoriel E. Une forme linéaire F est une extension de f , si F est dénie sur un sous-
espae N ontenant M , et si F est égale à f sur M . On dit alors que F est une extension
de f , de M à N .
Théorème 3.2.3 (Hahn-Banah) Soient (E, ‖ · ‖E) un vetoriel normé, et f une forme
linéaire dénie sur un sous-espae M de E. Il existe alors une forme linéaire F sur E qui
est une extension de f , et qui a une norme égale à elle de f , 'est à dire
‖F‖E∗ = ‖f‖M∗. (3.2.8)
Etant donnés x ∈ E et x∗ ∈ E∗, l'équation f(x∗) = 〈x, x∗〉 dénit une forme linéaire sur
E∗. De plus, |f(x∗)| = |〈x, x∗〉| ≤ ‖x‖E‖x∗‖E∗ , et par onséquent la norme de la forme
linéaire f est bien dénie, et telle que
‖f‖E∗∗ △= sup
x∗∈E∗−{0}
|f(x∗)|
‖x∗‖E∗ ≤ ‖x‖E . (3.2.9)
Don, il existe x∗ ∈ E∗−{0} telle que 〈x, x∗〉 = ‖x‖E‖x∗‖E∗, et par onséquent ‖f‖E∗∗ =
‖x‖E. L'espae de toutes les formes linéaires sur E∗, noté E∗∗, est appelé le bidual de E.
L'appliation N : E 7→ E∗∗ dénie par x∗∗ = N(x), où 〈x∗, x∗∗〉 = 〈x, x∗〉, est linéaire,
onserve la norme, et est injetive.
Cependant, il existe en général des éléments dans E∗∗ qui ne peuvent pas être représentés
par des éléments dans E. On dit que E est réexif si l'appliation N est bijetive, auquel
as on identie, par abus de notation, les espaes E et E∗∗.
Par exemple, les espaes lp ou Lp[a, b], 1 < p <∞, sont des espaes réexifs.
De manière générale, pour tout x ∈ E et x∗ ∈ E∗, l'inégalité 〈x, x∗〉 ≤ ‖x‖E‖x∗‖E∗ est
satisfaite.
Dans les problèmes d'optimisation, il est partiulièrement important de s'intéresser au as
où ette inégalité est atteinte pour ertains x et x∗, d'où la dénition suivante.
3.2 Conepts mathématiques pour l'optimisation 35
Dénition 3.2.4
(i) Un veteur x ∈ E est aligné ave un veteur x∗ ∈ E∗ si 〈x, x∗〉 = ‖x‖E‖x∗‖E∗ .
(ii) Les veteurs x ∈ E et x∗ ∈ E∗ sont orthogonaux si 〈x, x∗〉 = 0.
Soit M un sous-ensemble d'un espae linéaire normé E. Le omplément orthogonal, ou
l'annulateur de M , noté M⊥, est l'ensemble des éléments x∗ ∈ E∗ qui sont orthogonaux
à tous les veteurs de M , 'est à dire
M⊥ = {x∗ ∈ E∗ : 〈x, x∗〉 = 0, ∀x ∈M} . (3.2.10)
Les propriétés d'alignement et d'orthogonalité sont des relations entre deux éléments
appartenant à des espaes distints, à savoir un espae vetoriel normé (E, ‖ · ‖E) et son
espae dual (E∗, ‖ · ‖E∗).
Pour E = Lp[a, b], 1 < p <∞, et E∗ = Lq[a, b], où p et q sont onjugués, deux fontions
x ∈ Lp[a, b] et y ∈ Lq[a, b] sont alignées si et seulement si l'inégalité de Hölder est atteinte,
'est à dire si et seulement si
x(t) = Ksgn(y(t))|y(t)|q/p, K ∈ R. (3.2.11)
Exemple 3.2.5 Soit x ∈ E = C[a, b], l'espae des fontions ontinues sur [a, b], et notons
T l'ensemble des points τ ∈ [a, b] pour lesquels |x(τ)| = ‖x‖L∞ . Cet ensemble peut être
ni ou inni, mais il est toujours non vide.
Supposons que l'ensemble T est une union de points isolés. Alors, une forme linéaire
x∗(x) =
∫ b
a
x(t) dv(t) est alignée ave x si et seulement si v hange de valeur uniquement
sur T , où v est non déroissante à l'instant t si x(t) > 0, et non roissante si x(t) < 0.
Autrement dit, si T est un ensemble de points isolés τi, il y a alignement si et seulement
si dv(t) =
∑
i viδ(t− τi), pour vi ∈ R, et τi ∈ T , ave vi ≥ 0 si x(τi) > 0, et vi ≤ 0 si
x(τi) < 0. En eet, l'alignement de x
∗
et x est, par dénition, équivalent à∫ b
a
x(t) dv(t) =
∫ b
a
‖x‖L∞|dv(t)|.
Pour τ ∈ T , on a ∫ b
a
[x(t)sgn(dv(t))− x(τ)sgn(x(τ))] |dv(t)| = 0. (3.2.12)
La fontion ϕ(t) = x(t)sgn(dv(t)) − x(τ)sgn(x(τ)) est dénie non positive. Pour tout
instant t ∈/ T , ϕ(t) < 0. Pour t ∈ T , ϕ(t) = 0 si et seulement si dv(t) ≥ 0 pour x(t) > 0,
et dv(t) ≤ 0 pour x(t) < 0. Par onséquent, l'identité (3.2.12) est équivalente à e que
dv(t) soit nulle en dehors de T , et soit, sur l'ensemble T , de signe omme spéié i-
dessus. Ainsi, dv(t) est une somme de Diras aux instants τ ∈ T , 'est à dire que v(t) est
onstante presque partout sur l'intervalle [a, b], sauf sur T .
Si désormais l'ensemble T est onstitué d'une union de points isolés T ′ et d'une union
d'intervalles T ′′, omme dérit sur la Figure 3.1, la ondition d'alignement dière par
rapport à la préédente. Dans e as, il y a alignement si et seulement si dv(t) =∑
τi∈T ′ viδ(t− τi) + dφ(t), où vi ≥ 0 si x(τi) > 0, vi ≤ 0 si x(τi) < 0, et dφ(t) est à
support sur T ′′, et est positive si x(t) > 0, ou négative sinon, pour tout t ∈ T ′′. ⋄
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Figure 3.1: Alignement d'une forme linéaire et d'une fontion x ∈ C[a, b], ave T = ⋃3i=1 Ti.
On peut désormais introduire le prinipal résultat de e paragraphe, dont la preuve est
détaillée ar elle dérit le lien ave la ondition d'alignement et la struture de la solution
à un problème d'optimisation.
Théorème 3.2.6 (Luenberger, 1969) Soient (E, ‖·‖E) un espae vetoriel normé, x ∈ E,
et d la distane de x au sous-espae M de E. Alors,
d = inf
m∈M
‖x−m‖E = max
x∗∈M⊥
‖x∗‖E∗≤1
〈x, x∗〉, (3.2.13)
où le maximum du membre de droite est atteint pour x∗0 ∈M⊥, ave ‖x∗0‖E∗ = 1.
Si l'inmum du membre de gauhe est atteint pour m0 ∈ M , alors x∗0 est aligné ave
x−m0.
Preuve. Pour tout ε > 0, soit mε ∈ M , tel que ‖x −mε‖E ≤ d + ε. Alors, pour tout
x∗ ∈M⊥, ‖x∗‖E∗ ≤ 1, on a
〈x, x∗〉 = 〈x−mε, x∗〉 ≤ ‖x∗‖E∗‖x−mε‖E ≤ d+ ε.
Le paramètre ε étant arbitraire, on onlut que 〈x, x∗〉 ≤ d. Montrons désormais qu'il
existe x∗0 ∈M⊥, tel que 〈x, x∗0〉 = d.
On onsidère le sous-espae N engendré par x et M . Les éléments de N s'érivent sous
la forme n = αx+m, m ∈ M , α ∈ R. On dénit la forme linéaire sur N par f(n) = αd.
Ainsi,
‖f‖N∗ = sup
m∈M
|f(n)|
‖n‖N = supm∈M
|α|d
‖αx+m‖N =
d
inf
m∈M
‖x+m/α‖E = 1.
En réalisant l'extension de Hahn-Banah de f sur E, on obtient x∗0, qui vérie ‖x∗0‖E∗ =
‖f‖N∗ = 1, et x∗0 = f sur N . Par onstrution, x∗0 ∈M⊥, et 〈x, x∗0〉 = d.
Supposons désormais qu'il existe m0 ∈ M tel que ‖x −m0‖E = d, et prenons x∗0 ∈ M⊥,
‖x∗0‖E∗ = 1, et tel que 〈x, x∗0〉 = d. D'après les ommentaires préédents, un tel élément
existe. Alors, sous les hypothèses spéiées i-dessus,
〈x−m0, x∗0〉 = 〈x, x∗0〉 = d = ‖x−m0‖E‖x∗0‖E∗,
don x∗0 et x−m0 sont alignés. 
Ce théorème établit l'équivalene entre deux problèmes d'optimisation, l'un sur E, appelé
problème primal, et le deuxième sur E∗, appelé problème dual. Les deux problèmes sont
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liés par le biais de la valeur optimale de la fontion oût à maximiser ou minimiser.
Dans de nombreux as, la propriété d'alignement peut être aratérisée, don la solution
à l'un de es deux problèmes permet un alul eetif de la solution à l'autre problème.
Enn, e théorème permet de reformuler dans l'espae dual un problème d'optimisation.
Ce dernier peut s'avérer plus simple à résoudre.
Corollaire 3.2.7 Soient (E, ‖ · ‖E) un espae vetoriel normé, x ∈ E, et M un sous-
espae de E. Un veteur m0 ∈M vérie ‖x−m0‖E ≤ ‖x−m‖E pour tout m ∈M , si et
seulement s'il existe un veteur non nul x∗ ∈M⊥ aligné ave x−m0.
Preuve. La néessité vient du Théorème 3.2.6. Pour la susane, on suppose que
x −m0 est aligné ave x∗ ∈ M⊥. Sans perte de généralité, on prend ‖x∗‖E∗ = 1. Pour
tout m ∈M , on a
〈x, x∗〉 = 〈x−m, x∗〉 ≤ ‖x−m‖E ,
alors que
〈x, x∗〉 = 〈x−m0, x∗〉 = ‖x−m0‖E.
Ainsi, ‖x−m0‖E ≤ ‖x−m‖E , pour tout m ∈M . 
Le Théorème 3.2.6 admet une version duale, permettant d'établir un lien entre un prob-
lème de minimisation dans l'espae dual et le alul d'une borne supérieure dans l'espae
vetoriel normé E.
Théorème 3.2.8 (Luenberger, 1969) Soient (E, ‖ · ‖E) un espae vetoriel normé, x∗ ∈
E∗, M un sous-espae de E, et d la distane de x∗ à M⊥. Alors
d = min
m∗∈M⊥
‖x∗ −m∗‖E∗ = sup
x∈M
‖x‖M≤1
〈x, x∗〉, (3.2.14)
où le minimum du membre de gauhe est atteint pour m∗0 ∈ M⊥.
Si le supremum du membre de droite est atteint pour x0 ∈ M , alors x0 est aligné ave
x∗ −m∗0.
Preuve. Le membre de droite oïnide ave ‖x∗‖M∗ , ar il s'agit de la norme d'une forme
linéaire x∗ restreinte sur le sous-espae M . Pour tout x∗ ∈M⊥, on a
‖x∗ −m∗‖E∗ = sup
‖x‖E≤1
〈x, x∗〉 − 〈x,m∗〉 ≥ sup
x∈M
‖x‖M≤1
〈x, x∗〉 = ‖x∗‖M∗ .
Ainsi, ‖x∗ −m∗‖E∗ ≥ ‖x∗‖M∗ , et la première partie de la démonstration est terminée si
nous exhibons m∗0 ∈M⊥ tel qu'il y ait égalité. Pour ela, soit x∗ restreinte au sous-espae
M , de norme ‖x∗‖M∗ . Soit y∗ l'extension de Hahn-Banah sur l'espae E de x∗, telle que
‖y∗‖E∗ = ‖x∗‖M∗ , et x∗ − y∗ = 0 sur M . Prenons m∗0 = x∗ − y∗. Alors m∗0 ∈ M⊥, et
‖x∗ −m∗0‖E∗ = ‖x∗‖M∗ , d'où l'égalité.
Si le supremum du membre de droite est atteint pour x0 ∈M , alors ‖x0‖E = 1, et puisque
m∗0 ∈ M∗, ‖x∗ −m∗0‖E∗ = 〈x0, x∗〉 = 〈x0, x∗ −m∗0〉. Ainsi, le veteur x∗ −m∗0 est aligné
ave x0. 
Ces résulats sur les problèmes primal et dual en optimisation se révèlent fondamentaux
dans de nombreux problèmes en Automatique, notamment en ommande optimale, omme
on le verra dans le Chapitre 8, où es onepts de base sont utilisés pour l'optimisation
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l1-L1.
Ainsi se termine la première partie de e rapport, où ont été présentés les outils et notions
néessaires aux développements à venir dans les deux autres parties.
La première utilise es notions pour le développement de méthodologies d'analyse, qu'elles
soient géométriques, algébriques, ou numériques. La seonde partie est une appliation
de es onepts et de es méthodologies pour la synthèse de lois de ommande, sous
forme de préompensation ou de ompensation. On résout divers problèmes de rejet de
perturbation, de poursuite de modèle, et de ommande optimale au sens l1 ou L1.
Partie 2
Outils méthodologiques
C
ette partie est onsarée aux outils méthodologiques dédiés à l'analyse des systèmes
à retards.
Dans le Chapitre 4, on s'intéresse à l'approhe géométrique pour les systèmes à oe-
ients sur anneau, qui peuvent être des modèles de systèmes à retards, omme on l'a vu
dans le Paragraphe 1.2. On insiste plus partiulièrement sur les propriétés d'invariane,
qui permettent une analyse élégante pour la résolution de problèmes de ommande.
Le Chapitre 4 s'intéresse à la stabilité et à la stabilisation des systèmes à retards. Cette
analyse est fondamentale, ar elle intervient dans tout problème de ommande. Le prob-
lème de stabilisation est analysée par une approhe transfert, en utilisant les propriétés
de l'anneau des pseudo-polynmes et des frations propres et stables de pseudo-polynmes.
Enn, le Chapitre 6 onerne l'apport du alul par intervalles pour la résolution numérique
d'un grand nombre de problèmes.
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Chapitre 4
Approhe géométrique
4.1 Généralités
L
'approhe géométrique a été développée initialement par (Basile & Marro, 1969),
(Basile & Marro, 1992), et (Wonham, 1985). Cette approhe est un outil eae
d'analyse et de résolution des problématiques de ommande, telles que le rejet de pertur-
bation ou la poursuite de modèle (Wonham, 1973), (Wonham & Pearson, 1974), (Morse,
1973), (Hautus, 1980), (Willems & Commault, 1981), (Malabre & Ku£era, 1984), le dé-
ouplage (Morse & Wonham, 1971), la détetion de fautes et la résiduation (Massoumnia,
1986), (Massoumnia et al., 1989), (Basile & Marro, 1982), (Wonham, 1970), ou enore
(Bhattaharya, 1978), (Patton et al., 2000), le problème de stabilisation (Wonham, 1972),
(Basile et al., 1987), (MaFarlane & Karanias, 1976), (Shumaher, 1982), ou enore
l'inversion de systèmes (Sain & Massey, 1969), (Silverman, 1969). Les solutions sont
simples et élégantes, et peuvent apporter un autre point de vue que par une approhe
d'état ou algébrique, pour une meilleure ompréhension des onepts lés. Les solutions
proposées à es diérents problèmes sont onstrutives et eetivement alulables, par
le biais d'algorithmes itératifs qui onvergent en un nombre ni d'étapes.
Des extensions de ette approhe ont été faites pour des systèmes à oeients sur un
anneau (Rouhaleau, 1972), (Sontag, 1976), (Kamen, 1978b), (Morse, 1976a), (Hautus,
1982), (Wyman, 1978), (Hautus & Sontag, 1980), (Conte & Perdon, 1982), ou plus réem-
ment (Assan, 1999). Parmi es systèmes, on peut iter eux à oeients dans l'anneau
N ou Z, utilisés dans la théorie du odage, les systèmes polynomiaux, ou les systèmes à
oeients sur un anneau d'opérateur, dont une lasse importante est elle des systèmes
à retards (Kamen, 1978a), (Conte & Perdon, 2000), omme ela a été dérit dans le Para-
graphe 1.2.
On s'intéresse dans la suite à des systèmes dénis sur un domaine intègre R, 'est à dire
un anneau ommutatif intègre. Tout domaine intègre R peut être plongé dans un orps
Q(R), appelé orps quotient ou orps des frations. On omprend don qu'un tel système
possède des propriétés similaires à elles d'un système déni sur un orps et que, par
onséquent, les outils mathématiques dédiés à l'étude de es derniers peuvent se partiu-
lariser au as des systèmes dénis sur un domaine intègre. Cependant, malgré le fait que
de nombreuses notions se généralisent sur un domaine intègre, ertaines propriétés fonda-
mentales sont perdues, omme par exemple le prinipe de dualité, ou l'équivalene entre
ertaines propriétés d'espaes vetoriels. Cela se omprend aisément ar tout e qui est
lié à l'existene d'une inverse, s'il existe toujours sur Q(R), n'est pas pour autant déni
sur R. De nouvelles notions liées à la ommandabilité et à l'observabilité des systèmes
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sur anneau doivent alors être adaptées, omme par exemple les notions de faible et forte
ommandabilités (Kamen, 1978a), elles de faible et forte observabilités (Lee & Olbrot,
1982), ou d'état reonstrutible (Piard, 1996).
Dans e ontexte, e paragraphe introduit quelques notions de base sur les anneaux et les
formes linéaires, an de se onsarer dans un deuxième temps aux notions d'invariane
sur anneau. Pour une appliation de es notions à des problèmes de ommande, on se
reportera à (Sename, 1994), (Conte & Perdon, 1995), (Inaba & Wang, 1996), (Piard,
1996), (Assan, 1999), (Rabah & Malabre, 1999), ou (Conte & Perdon, 2000).
Soit R un anneau ommutatif ave identité 1, et R un R-module. Un idéal de R est un
sous-ensemble non vide I de R qui est fermé pour l'addition, et tel que pour tout a ∈ I
et b ∈ R, ab est aussi dans I. Etant donnés a1, . . . , an dans R, on peut générer un idéal I
de R en prenant {b1a1 + . . .+ bnan : b1, . . . , bn ∈ R}. On dit que et idéal est généré par
a1, . . . , an, et est noté < a1, . . . , an >. Un anneau ommutatif R est un domaine intègre
s'il n'a pas de diviseurs de zéro. Il est appelé domaine intègre prinipal (PID) si 'est
un domaine intègre, et tout idéal I dans R est de la forme < a >, pour a ∈ R. Un
anneau N÷thérien R est un anneau tel que tout module de R est niment généré, ou de
manière équivalente, tel que tout ensemble non vide de modules de R possède un plus
grand élément, au sens de l'inlusion.
Exemple 4.1.1 Tout domaine intègre prinipal est un anneau N÷thérien. R[x1, . . . , xn]
est l'anneau ommutatif des polynmes en les indéterminées x1, . . . , xn à oeients dans
R. Si R est un domaine intègre, alors R[x1, . . . , xn] est aussi un domaine intègre (Brown,
1993). De manière plus générale, R[x1, . . . , xn] est un anneau N÷thérien (Lang, 1984),
mais e n'est pas un PID pour n ≥ 2, alors que R[x] est un PID. ⋄
Rappelons qu'un anneau R est un domaine de Bézout si 'est un domaine intégral, et si
tout idéal niment généré est prinipal (Bhattaharya et al., 1994). Sur un tel anneau,
l'identité de Bézout est bien dénie, et est liée à la notion d'idéaux premiers entre eux
(Kaplansky, 1949), (Hartley & Hawkes, 1970), (Cohn, 1985). Une propriété fondamentale
d'un anneau en vue d'appliations onstrutives pour la résolution de problèmes de om-
mande est elle de fatorisation élémentaire. Un anneau R est un anneau de fatorisation
élémentaire si toute matrie A ∈ Rm×p est semblable à une matrie diagonale, appelée
forme de Smith de A. Un anneau prinipal est un anneau de fatorisation élémentaire
(Kaplansky, 1949), (Brown, 1993).
Un sous-module P ⊂ R est dit en somme direte sur R s'il existe un sous-module Q ⊂ R
tel que R = P +Q et P ∩ Q = {0}. On érit alors R = P ⊕ Q. Soit R un R-module.
R est dit libre s'il existe une famille nie {e1, . . . , en} d'éléments de R qui génère R
et telle que pour tout {a1, . . . , an} ∈ R vériant
∑n
i=1 aiei = 0, implique ai = 0, pour
i = 1, . . . , n. La famille {e1, . . . , en} est appelée une base de R. En outre, R est un mod-
ule projetif s'il existe un R-module P tel que R⊕ P est libre. En utilisant le théorème
de Quillen-Suslin, tout sous-module projetif sur R[x1, . . . , xn] est un sous-module libre
(Brown, 1993), (Malane, 1963).
L'ensemble des formes linéaires de R vers R est noté par L(R, R). Pour toute forme
linéaire f , Ker(f) et Im(f) désignent respetivement le noyau et l'image de f . Pour
toutes formes linéaires f et g, l'opérateur de omposition (s'il est bien déni) de f par g
est noté f ◦ g.
Le onept de dualité, développé initialement pour des sous-espaes d'un espae veto-
riel sur un orps, s'étend sans diulté au as des sous-modules sur anneau. Ainsi, on
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appelle dual de R l'ensemble des formes linéaires sur R, et on le note R∗. On a don
R∗ = L(R, R). Il est lair que R∗ est un R-module. On note 〈x, ϕ〉 = ϕ(x), pour tout
x ∈ R, ϕ ∈ R∗. Le onept de sous-espae orthogonal sur un orps se généralise aux
sous-modules sur anneau. On introduit pour ela la notion de sous-module orthogonal
respetivement dans R et dans son dual R∗.
Dénition 4.1.2 (Malane, 1963) Soient R un anneau ommutatif, et R un R-module.
(i) Pour tout sous-module A de R, le sous-module orthogonal A⊥ de A dans R∗ est
A⊥ = {ϕ ∈ R∗ : ∀a ∈ A, ϕ(a) = 0}. (4.1.1)
(ii) Pour tout sous-module L de R∗, le sous-module orthogonal ◦L de L dans R est
◦L = {x ∈ R : ∀ϕ ∈ L, ϕ(x) = 0}. (4.1.2)
Sur la base de ette dénition, plusieurs remarques peuvent être faites. Pour tout sous-
module A de R, A⊥ est un sous-module de R∗, puisque l'élément neutre sur R∗ pour la
loi interne (+), noté 0R∗ , est dans A⊥. Pour tout λ ∈ R, ϕ, ψ ∈ A⊥ donnés, on a ∀a ∈ A,
(λϕ+ ψ)(a) = λϕ(a) + ψ(a) = 0, 'est à dire λϕ+ ψ ∈ A⊥. De plus, pour tout ϕ ∈ R∗,
ϕ ∈ A⊥ ⇐⇒ A ⊂ Ker(ϕ). (4.1.3)
De même, pour tout sous-module L de R∗, ◦L est un sous-module de R, et on a
◦L =
⋂
ϕ∈L
Ker(ϕ). (4.1.4)
La deuxième notion fondamentale pour l'étude de l'invariane de sous-modules sous
l'ation d'appliations linéaires est elle de transposition.
Dénition 4.1.3 Soient R et S deux R-modules, et f ∈ L(R,S). La transposée de
f , notée f t, est une appliation linéaire de S∗ vers R∗ dénie pour tout ψ ∈ S∗ par
f t(ψ) = ψ ◦ f , 'est à dire
∀x ∈ R, ∀ψ ∈ S∗, 〈f(x), ψ〉 = 〈x, f t(ψ)〉. (4.1.5)
En utilisant la Dénition 4.1.2, on obtient les relations d'inlusion suivantes.
Lemme 4.1.4 Soient R un anneau ommutatif, et R un R-module. Pour tout sous-
module A, B de R, et L, M de R∗, les armations suivantes sont vériées.
1. {0R}⊥ = R∗ 1′. ◦{0R∗} = R
2. R⊥ = {0R∗} 2′. ◦(R∗) ⊃ {0R}
3. A ⊂ B ⇒ B⊥ ⊂ A⊥ 3′. L ⊂M⇒ ◦M⊂ ◦L
4. (A+ B)⊥ = A⊥ ∩ B⊥ 4′. ◦(L+M) = ◦L ∩ ◦M
5. A⊥ + B⊥ ⊂ (A∩ B)⊥ 5′. ◦L+ ◦M⊂ ◦(L ∩M)
6. A ⊂ ◦(A⊥) 6′. L ⊂ (◦L)⊥
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Preuve. On ne montre que les armations de 1. à 6.; Les armations 1′. à 6′. se dé-
montrent de manière similaire.
1. {0R}⊥ = {ϕ ∈ R∗ : ϕ(0R) = 0} = R∗.
2. R⊥ = {ϕ ∈ R∗ : ∀x ∈ R, ϕ(x) = 0} = {0R∗}.
3. On suppose A ⊂ B. Soit ϕ ∈ B⊥, 'est à dire ∀b ∈ B, ϕ(b) = 0. Ainsi, ∀a ∈ A,
ϕ(a) = 0, soit ϕ ∈ A⊥.
4. On a A ⊂ A+B et B ⊂ A+B. A partir de 3., A⊥ ⊃ (A+B)⊥ et B⊥ ⊃ (A+B)⊥, e qui
implique à son tour A⊥∩B⊥ ⊃ (A+B)⊥. Réiproquement, soit ϕ ∈ A⊥∩B⊥, x ∈ A+B.
Il existe a ∈ A, b ∈ B tels que x = a+ b, et par onséquent ϕ(x) = ϕ(a) + ϕ(b) = 0, 'est
à dire ϕ ∈ (A+ B)⊥.
5. On a A ∩ B ⊂ A et A ∩ B ⊂ B. A partir de 3., A⊥ ⊂ (A ∩ B)⊥ et B⊥ ⊂ (A ∩ B)⊥.
Ainsi A⊥ + B⊥ ⊂ (A ∩ B)⊥.
6. Soit a ∈ A. Puisque ∀ϕ ∈ A⊥, ϕ(a) = 0, on a par dénition a ∈ ◦(A⊥). 
Sous l'hypothèse que tout sous-module est en somme direte sur R, et don en parti-
ulier pour les espaes vetoriels, toutes les armations du Lemme 4.1.4 sont des égalités
(Malane, 1963), (Monier, 1998). Si ette hypothèse n'est pas vériée, e qui est le as en
général sur un anneau, on a seulement les inlusions dérites i-dessus.
Soit R un anneau ommutatif, et X , Y deux R-modules.
Lemme 4.1.5 Soit R ⊂ X , S ⊂ Y des sous-modules respetivement de X et Y , et
A ∈ L(X ,Y). Supposons que AR ⊂ S. Alors
AtS⊥ ⊂ R⊥. (4.1.6)
Preuve On suppose AR ⊂ S. Soit ϕ ∈ S⊥. On a par dénition ∀x ∈ S, ϕ(x) = 0, 'est
à dire ∀r ∈ R, ϕAr = 0 = Atϕr. Ainsi, Atϕ ∈ R⊥. 
Sur un orps, l'inlusion inverse du Lemme 4.1.5 est valide. Cette inlusion est utilisée
dans (Basile & Marro, 1992) et (Wonham, 1985), notamment pour l'utilisation du prinipe
de dualité des systèmes dynamiques linéaires (Basile & Marro, 1969), (Basile & Marro,
1986). Sur un anneau, seule l'inlusion (4.1.6) est vériée, omme le montre l'exemple
suivant.
Exemple 4.1.6 Soient l'appliation linéaire A et le sous-module V dérits par
A =
 0 1 01 0 0
0 0 0
 , V = Im
 σ 00 1
0 0
 .
On vérie failement que At V⊥ ⊂ V⊥, mais
AV = Im
 0 1σ 0
0 0
 ⊂/ V.
⋄
De manière plus générale, on a le résultat suivant.
Lemme 4.1.7 Soient R ⊂ X , S ⊂ Y des sous-modules respetivement de X et Y , et
A ∈ L(X ,Y). Alors
(AR)⊥ = (At)−1R⊥, (4.1.7)
et
AtS⊥ ⊂ (A−1S)⊥. (4.1.8)
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Preuve. Soit ϕ ∈ (AR)⊥: ∀r ∈ R, ϕAr = 0, ou de manière équivalente, ∀r ∈ R,
Atϕr = 0. Cette propriété est équivalente, par dénition, à Atϕ ∈ R⊥, soit ϕ ∈ (At)−1R⊥,
et (4.1.7) s'en déduit.
Soit ϕ ∈ AtS⊥: ∃ψ ∈ S⊥ tel que ϕ = Atψ = ψA. Puisque, ∀x ∈ A−1S, ϕ(x) = Atψx =
ψAx = 0, on obtient ϕ ∈ (A−1S)⊥, 'est à dire AtS⊥ ⊂ (A−1S)⊥, d'où (4.1.8). 
La réiproque de l'inlusion (4.1.8) n'est pas vériée en général. En eet, sur R[σ] ave
R un domaine intègre, en prenant A = σ et le sous-module S = 0, on onstate que les
sous-modules AtS⊥ = σR, et (A−1S)⊥ = R dièrent.
Les Lemmes (4.1.6) et (4.1.7) permettent de aratériser un sous-module dual en termes
de l'image et du noyau d'une appliation linéaire.
Lemme 4.1.8 Soient R ⊂ X , S ⊂ Y des sous-modules respetivement de X et Y . Pour
tout f ∈ L(R,S), les inlusions suivantes sont vériées.
Ker(f t) = (Im(f))⊥, (4.1.9)
Im(f t) ⊂ (Ker(f))⊥, (4.1.10)
Im(f) ⊂ ◦(Ker(f t)), (4.1.11)
Ker(f) = ◦(Im(f t)). (4.1.12)
Preuve. Soit ψ ∈ S∗. Alors, ψ ∈ Ker(f t) est équivalent à f t(ψ) = 0, ou ψ ◦ f = 0. Cette
dernière équation est équivalente à Im(f) ⊂ Ker(ψ), et par dénition, ψ ∈ (Im(f))⊥,
d'où (4.1.9).
Soit ϕ ∈ Im(f t). Il existe ψ ∈ S∗ tel que ϕ = f t(ψ) = ψ ◦ f . On obtient, ∀x ∈ Ker(f),
ϕ(x) = (ψ ◦ f)(x) = ψ(f(x)) = ψ(0) = 0,
'est à dire ϕ ∈ (Ker(f))⊥, d'où (4.1.10).
L'inlusion (4.1.11) s'obtient diretement à partir de (4.1.9) et du Lemme 4.1.4 (Arma-
tion 6'.), tandis que (4.1.12) se déduit de (4.1.10) et du Lemme 4.1.4. 
Sur un anneau, les inlusions inverses de (4.1.10) et (4.1.11) ne sont pas satisfaites en
général.
Dans la littérature sur les systèmes à retards, (Conte & Perdon, 1982) ont introduit la
notion de fermeture d'un sous-module, qui se dénit omme suit. Les propriétés fonda-
mentales de la fermeture d'un sous-module sont rappelées dans (Conte & Perdon, 1982)
et (Ito et al., 2000). Soit R un domaine intègre. On onsidère un R-module X , et R ⊂ S
deux sous-modules de X . La fermeture de R dans S, notée clS(R), est dénie omme le
sous-module
clS(R) = {x ∈ S : ∃α ∈ R, α 6= 0, avec αx ∈ R}. (4.1.13)
Le sous-module R est dit fermé dans S si clS(R) = R. Si S = R, on note la fermeture
de R dans R par cl(R).
Ce onept est très utile pour l'étude des systèmes sur anneau. Pour la fermeture, les
diérentes inlusions inverses des Lemmes 4.1.4, 4.1.5, 4.1.7 et 4.1.8 sont vériées. Cepen-
dant, en travaillant sur la fermeture, on perd la spéiité de l'anneau, e qui rend ette
notion purement mathématique. On retrouve alors des propriétés semblables à elles que
l'on a sur un orps (Conte & Perdon, 1982), (Assan et al., 1999b).
La fermeture d'un sous-module est liée à la notion d'orthogonalité, ar elle orrespond à
la notion de bi-orthogonalité. Autrement dit on travaille sur une forme linéaire dénie
sur R∗, 'est à dire sur le module que l'on appelle bidual.
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Lemme 4.1.9 (Di Loreto et al., 2006a) Soit R un domaine intègre. On onsidère un
R-module X , et R un sous-module de X . Alors,
cl(R) = ◦(R⊥). (4.1.14)
Preuve. Soit x ∈ cl(R): ∃α ∈ R, α 6= 0, tel que αx ∈ R. Ainsi, ∀ϕ ∈ R⊥,
ϕ(αx) = 0 = αϕ(x).
Puisque α 6= 0 et R est intègre, ϕ(x) = 0, 'est à dire x ∈ ◦(R⊥). Réiproquement, soit
x ∈ ◦(R⊥). En utilisant le Lemme 4.1.4, puisque R ⊂ ◦(R⊥), il existe α 6= 0, α ∈ R, et
x′ ∈ R, tels que x′ = αx, soit x ∈ cl(R). 
La notion de fermeture d'un sous-module peut être étendue au as des appliations
linéaires f ∈ L(R,S), où R et S sont des sous-modules respetivement des R-modules X
et Y . Par exemple, il sut d'utiliser le Lemme 4.1.8, pour montrer que
◦(Ker(f t)) = cl(Im(f)). (4.1.15)
Sur un domaine de fatorisation élémentaire, il est immédiat de vérier qu'un module est
fermé si et seulement si ses fateurs invariants sont inversibles sur l'anneau. Par exemple,
sur l'anneau R[σ], un module est fermé si et seulement si sa forme de Smith est de la
forme (
I 0
0 0
)
.
Les fateurs invariants du module sont alors des éléments unités. Ils sont inversibles sur
l'anneau, et on retrouve alors les propriétés lassiques que l'on a sur un orps (Sontag,
1980), (Bhaskara Rao, 2002).
4.2 L'invariane ontrlée et l'invariane onditionnelle
Soit R un domaine intègre. En aord ave (1.2.10), on onsidère le système linéaire
abstrait (Σ)
x˙ = Ax+Bu
y = Cx+Du
, (4.2.1)
où x ∈ X = Rn, y ∈ Y = Rp, et u ∈ U = Rm sont respetivement l'état, la sortie et
l'entrée de (Σ). Les matries A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, et D ∈ Rp×m. On note
x(t, x0, u) l'état à l'instant t de (4.2.1) pour la ondition initiale x0 et l'entrée u.
Plusieurs sous-modules invariants sont introduits dans la littérature, omme par ex-
emple les sous-modules invariants ontrlés ou onditionnels, les sous-modules de om-
mandabilité et d'observabilité, ou plus réemment le sous-module de pré-ommandabilité
(Conte & Perdon, 1995), (Assan, 1999).
Considérons le as de l'invariane ontrlée, plus ouramment appelée (A,B)-invariane.
Soit un retour d'état de la forme u = Fx, ave F ∈ Rm×n. Le système en boule fermée
(Σcl) s'érit
x˙ = (A+BF )x
y = Cx+Du
. (4.2.2)
Ainsi, si V est un Rn-module, invariant sous l'ation de (A+BF ), l'état x(t) restera dans
V sous la ondition que x(0) soit dans V. Cette propriété est dérite par la dénition
suivante.
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Dénition 4.2.1 Considérons le système (Σ) dérit par (4.2.1).
(i) Un sous-module V ⊂ Rn est un sous-module invariant ontrlé ou (A,B)-invariant
si
AV ⊆ V + ImB. (4.2.3)
(ii) Un sous-module V ⊂ Rn est un sous-module invariant ontrlé par feedbak ou
(A +BF )-invariant s'il existe une matrie F ∈ Rm×n telle que
(A+BF )V ⊆ V. (4.2.4)
Une interprétation de es deux notions d'invariane en termes de ondition intiale du
système à retard (Σ) est la suivante.
Proposition 4.2.2 (Hautus, 1982) Soit le système (Σ) dérit par (4.2.1), et V un sous-
module de X . Alors
(i) V est (A,B)-invariant si et seulement si pour tout x0 ∈ V, il existe une entrée
u(t) ∈ U telle que x(t, x0, u) soit dans V, pour tout t ≥ 0.
(ii) V est (A + BF )-invariant si et seulement s'il existe une matrie F ∈ Rm×n telle
que pour tout x0 ∈ V, l'entrée u(t) ∈ U dénie par u(t) = Fx(t, x0, u) implique que
x(t, x0, u) ∈ V, pour tout t ≥ 0.
L'invariane ontrlée est utilisée par exemple pour le rejet de perturbation, la pour-
suite de modèle, ou le déouplage (Hautus, 1984), (Inaba & Wang, 1996), (Emre, 1983),
(Conte & Perdon, 1995). Pour les systèmes dénis sur un orps, l'(A,B)-invariane et
l'(A + BF )-invariane sont équivalentes (Basile & Marro, 1992), mais sur un anneau,
seule l'(A+BF )-invariane implique l'invariane ontrlée.
Exemple 4.2.3 Soit (Σ) le système abstrait dérit par le quadruplet (A,B,C,D) déni
sur R[σ]
A =

0 0 1 0
0 0 1 0
0 1 1 0
1 0 0 0
 , B =

1 0
σ 0
σ 0
0 σ2
 , C = (0 0 σ 0) , D = 0.
Le sous-module
V = Im

1 0 0
0 σ 0
0 0 0
0 0 1

est (A,B)-invariant, mais e dernier n'est pas invariant par retour d'état, ar il n'existe
pas de matrie F ∈ R[σ]2×4 telle que (A+BF )V ⊂ V. ⋄
An d'obtenir une équivalene, on peut palier ette diulté en introduisant la notion
d'invariane par retour dynamique d'état.
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Dénition 4.2.4 Un sous-module V de Rn est invariant par retour dynamique d'état,
ou dynamiquement (A+BF )-invariant, s'il existe q ∈ N, et un sous-module Ve de Rn+q,
tel qu'il soit en somme direte, et tel qu'il existe une matrie Fe ∈ R(m+q)×(n+q) vériant
(Ae +BeFe)Ve ⊂ Ve, (4.2.5)
ave
Ae =
(
A 0
0 0
)
, Be =
(
B 0
0 Iq
)
.
Cette notion est une généralisation de l'invariane par retour d'état, ar elle élargit la
lasse des retours d'état pour lesquels le système boulé est invariant. Elle est équivalente
à l'invariane ontrlée.
Proposition 4.2.5 (Brewer & Klinger, 1988), (Ito & Inaba, 1997) Soit R un anneau
ommutatif. Un sous-module niment généré V de Rn est dynamiquement (A + BF )-
invariant si et seulement si V est (A,B)-invariant.
Preuve. Si V est (A,B)-invariant, prenons q omme étant le nombre ni de générateurs
de V, et V une base de V. On note 0q la q×q matrie nulle, et Iq la q×q matrie identité.
On onsidère alors l'extension d'ordre q de R, telle que pour le sous-module V de R, on
assoie le sous-module étendu
Ve = Im
(
V
Iq
)
.
Le système étendu (Σe), assoié à (Σ), est dérit par le quadruplet (Ae, Be, Ce, De),
Ae =
(
A 0
0 0q
)
, Be =
(
B 0
0 Iq
)
, Ce =
(
C 0
)
, De =
(
D 0
)
. (4.2.6)
Il est lair que Ve est en somme direte sur Rn+q. Par hypothèse, il existe des matries
L ∈ Rq×q et M ∈ Rm×q telles que AV = V L+BM . Ainsi
AeVe =
(
AV
0q
)
= VeL+Be
(
M
−L
)
.
Par alul diret, on onstate que le retour d'état
Fe =
(
G1 −M −G1V
G2 L−G2V
)
,
pour G1 ∈ Rm×n, G2 ∈ Rq×n, vérie (Ae +BeFe)Ve ⊂ Ve.
Réiproquement, si V est dynamiquement (A + BF )-invariant, il existe un sous-module
étendu Ve de Rn+q, et un retour d'état étendu Fe de la forme
Fe =
(
F 1e F
2
e
F 3e F
4
e
)
,
où F 1e ∈ Rm×n, F 2e ∈ Rm×q, F 3e ∈ Rq×n, et F 4e ∈ Rq×q, tel que (Ae +BeFe)Ve ⊂ Ve. Cei
implique (
A +BF 1e BF
2
e
F 3e F
4
e
)
Im
( V
I
)
⊂ Im
( V
I
)
,
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de manière à garantir l'existene de matries X et Y sur R qui vérient le système
d'équations {
AV +B(F 1e V + F
2
e ) = V X
F 3e V + F
4
e = Y
.
La première équation implique que V est (A,B)-invariant. 
L'invariane par retour dynamique se révèle don intéressante pour la résolution de prob-
lèmes de ommande. On peut en outre vérier que l'invariane par retour dynamique
orrespond à l'introdution d'un préompensateur dynamique dans la boule de rétroa-
tion, résultat onnu pour les systèmes sur un orps.
La famille des sous-modules (A,B)-invariants ontenus dans un Rn-module K est notée
par VK. La famille des sous-modules (A+BF )-invariants ontenus dans K est notée par
VfK. Les familles des sous-modules dynamiquement (A,B)-invariants et dynamiquement
(A + BF )-invariants ontenus dans un Rn+q-module Ke sont notées respetivement par
V e,Ke et Vfe,Ke.
En utilisant la Proposition 4.2.5, V ∈ Vfe,Ke si et seulement si V ∈ VK. En outre, sur un
anneau niment généré, VK a une struture d'un sup demi-treillis omplet (Assan et al.,
1999a). Le plus grand sous-module (A,B)-invariant ontenu dans K existe, et est noté
V∗K. Le alul de e sous-module dans le as où l'anneau n'est pas un PID est enore
aujourd'hui une question ouverte. Sur un PID, on peut se reporter à (Assan et al., 1999a)
ou (Shmale, 2001) pour une proédure algorithmique du alul de V∗K. Formellement, on
a
V∗K =
∑
V∈VK
V. (4.2.7)
La famille VfK quant à elle, n'est pas fermée pour l'addition, et par onséquent le plus
grand sous-module (A +BF )-invariant ontenu dans K peut ne pas exister.
Intéressons-nous désormais au as de l'invariane onditionnelle (Hautus & Sontag, 1980),
(Emre & Khargonekar, 1982), (Ito et al., 2000). Soit (Σ) un système abstrait, et onsid-
érons un reonstruteur dynamique de l'état, de la forme
z˙ = Az +Bu−K(y − Cz), (4.2.8)
où K ∈ Rn×p, et z(t) est une estimée de x(t).
L'erreur d'estimation e = (x − z) vérie e˙ = (A + KC)e. Si S est un sous-module
de Rn, invariant sous l'ation de (A + KC), l'erreur d'estimation e(t) restera dans S
sous l'hypothèse que e(0) ∈ S. Cette remarque nous onduit à introduire les dénitions
suivantes.
Dénition 4.2.6 Soit (Σ) un système abstrait dérit par (4.2.1).
(i) Un sous-module S ⊂ Rn est onditionnellement invariant ou (C,A)-invariant si
A(S ∩KerC) ⊆ S. (4.2.9)
(ii) Un sous-module S ⊂ Rn est invariant par injetion de sortie ou (A+KC)-invariant,
s'il existe une matrie K ∈ Rn×p, telle que
(A +KC)S ⊆ S. (4.2.10)
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Comme dans le as de l'invariane ontrlée, malgré le fait que l'invariane par injetion
de sortie implique l'invariane onditionnelle, la réiproque est fausse.
Exemple 4.2.7 Considérons le système (Σ) dérit dans l'Exemple 4.2.3, et le sous-
module
S = Im

1 0
σ 0
σ 0
0 σ2
 .
On vérie que le sous-module S est (C,A)-invariant, mais qu'il n'est pas (A + KC)-
invariant. ⋄
Ces deux notions n'étant pas équivalentes sur un anneau, on introduit, omme dans le
adre de l'invariane ontrlée, la notion d'invariane par injetion dynamique de sortie.
On onsidère le système étendu (Σe) de (Σ) dérit par le quadruplet (Ae, Be, Ce, De), où
Ae est donnée par (4.2.6), et
Ce =
(
C 0
0 Iq
)
, Be =
(
B
0
)
, De =
(
D
0
)
. (4.2.11)
Dénition 4.2.8 Un sous-module S de R est dit dynamiquement (A + KC)-invariant
ou invariant par injetion dynamique de sortie d'ordre q ≥ 0, s'il existe une matrie
Ke ∈ R(n+q)×(p+q) et un sous-module étendu Se ⊂ Rn+q tels que
(Ae +KeCe)Se ⊆ Se. (4.2.12)
Une relation logique entre la (C,A)-invariane et l'invariane par injetion dynamique
de sortie est onnue sur un PID, mais elle-i s'étend au as plus général d'un anneau
ommutatif.
Proposition 4.2.9 (Ito et al., 2000) Soit R un anneau ommutatif, et R un R-module.
Si un sous-module S de R est dynamiquement (A + KC)-invariant, alors S est (C,A)-
invariant.
Exemple 4.2.10 On onsidère la paire (C,A) dénie sur R[σ], et le sous-module S
A =
(
0 0
1 0
)
, C =
(
σ 0
)
, S = Im
(
1
0
)
.
Puisque S∩KerC = 0, le sous-module S est (C,A)-invariant, mais il n'est pas dynamique-
ment (A + KC)-invariant, 'est à dire qu'il n'existe pas d'injetion dynamique de sortie
Ke dénie sur R[σ] telle que (Ae +KeCe)Se ⊂ Se. La réiproque de la Proposition 4.2.9
n'est don pas vériée. ⋄
An d'établir une réiproque de la Proposition 4.2.9, faisons quelques ommentaires sur
l'invariane onditionnelle. Si le sous-module S sur R est fermé, et a une base que l'on
note S, d'après (4.1.4) et (4.1.14), il existe une appliation N telle que S = KerN . Ainsi,
le sous-module fermé S est (C,A)-invariant si et seulement si
Ker
(
N
C
)
⊂ Ker(NA). (4.2.13)
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Cette inlusion est équivalente à l'existene de X et Y sur R tels que
NA = XN + Y C, (4.2.14)
si et seulement si
(
N
C
)
est en somme direte sur R. Sur un anneau, il se peut que (4.2.14)
ne soit pas satisfaite, alors que (4.2.13) le soit. L'Exemple 4.2.10 en est une illustration.
Sous ette hypothèse, en dénissant l'appliation linéaire étendue
Ne =
(
N I
)
,
telle que Se = KerNe soit la base du sous-module étendu Se de S, on obtient
NeAe =
(
NA 0
)
=
(
XN + Y C 0
)
= X
(
N I
)− (N I)( K1 K2−NK1 − Y X −NK2
)(
C 0
0 I
)
= XeNe −NeKeCe,
où K1 et K2 sont deux matries arbitraires à oeients sur R. Ainsi,
Ne(Ae +KeCe) = XeNe, (4.2.15)
'est à dire que Se est un sous-module dynamiquement (A+KC)-invariant. Une réiproque
est don établie pour des sous-modules fermés, qui vérient la propriété de somme direte
an que (4.2.14) admette une solution sur l'anneau.
La famille des sous-modules (C,A)-invariants ontenant un Rn-module donné D est notée
SD. La famille des sous-modules (A + KC)-invariants ontenant D est notée S iD. Les
familles des sous-modules dynamiquement (C,A)-invariants et dynamiquement (A+KC)-
invariants ontenant un Rn+q-module De sont notées respetivement par Se,De et S ie,De.
La famille SD possède une struture d'inf demi-treillis omplet, ar la propriété de (C,A)
invariane est fermée pour l'intersetion. Le plus petit sous-module (C,A)-invariant on-
tenant D existe, et est noté S∗D. Formellement, on a
S∗D =
⋂
S∈SD
S. (4.2.16)
Pour le alul de S∗D sur un anneau N÷thérien ou un PID, des algorithmes existent
(Basile & Marro, 1992), (Assan et al., 1999a), (Assan, 1999). Notons que les familles S iD
et S ieDe ne sont pas fermées en général pour l'intersetion.
Désormais, nous sommes en mesure de dérire les relations logiques entre les diérentes
notions d'invariane introduites préédemment. Quelques relations ont déjà été mises en
évidene dans les Propositions 4.2.5 et 4.2.9. L'objetif est désormais de dérire toutes
les relations entre les diérentes invarianes et leurs notions duales, omme ela a été fait
pour les systèmes sur un orps (Malabre, 1982).
Sur un orps, le prinipe de dualité permet, dans la résolution de problèmes de ommande,
de ne onsidérer que des sous-espaes invariants ontrlés, ou invariants onditionnels. En
eet, l'orthogonal d'un sous-espae V qui est (A,B)-invariant, est (B⊥, At)-invariant, 'est
à dire At(V⊥ ∩Ker(ImB⊥)) ⊂ V⊥. Réiproquement, l'orthogonal d'un sous-espae S qui
est (C,A)-invariant, est (At, C⊥)-invariant, soit AtS⊥ ⊂ S⊥ + ImB⊥. Sur un anneau,
omme nous l'avons vu, ette propriété de dualité n'est pas satisfaite.
On onsidère le système abstrait (Σ) = (A,B,C,D), et son système abstrait dual (Σ∗) =
(At, Ct, Bt, Dt). On note K = KerC, D = ImCt, E = ImB, L = KerBt, et analysons les
diérentes notions d'invariane à travers les armations suivantes.
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1. V ∈ VK(Σ) 5. S ∈ SE(Σ)
2. V ∈ VfK(Σ) 6. S ∈ S iE(Σ)
3. V⊥ ∈ SD(Σ∗) 7. S⊥ ∈ VL(Σ∗)
4. V⊥ ∈ S iD(Σ∗) 8. S⊥ ∈ VfE(Σ∗)
Proposition 4.2.11 (Di Loreto et al., 2006a) Les relations logiques entre les Arma-
tions 1 à 8 sont synthétisées par le diagramme suivant.
V ∈ VK(Σ) ⇐ V ∈ VfK(Σ)
⇓ ⇓
V⊥ ∈ SD(Σ∗)⇐ V⊥ ∈ SiD(Σ∗)
S ∈ SE(Σ) ⇐ S ∈ S iE(Σ)
⇓
S⊥ ∈ VL(Σ∗)⇐ S⊥ ∈ VfL(Σ∗)
Preuve. 2. ⇒ 1. Si V ∈ VfK(Σ), il existe une appliation F telle que (A + BF )V ⊂ V.
Ainsi, AV = (A+BF −BF )V ⊂ V −BFV = V + ImB.
1. ⇒ 3. Supposons V ∈ VK(Σ), 'est à dire AV ⊂ V + ImB. A partir des Lemmes 4.1.5
et 4.1.7, on obtient V⊥ ∩ (ImB)⊥ ⊂ (AV)⊥ = (At)−1V⊥. Puisque (ImB)⊥ = KerBt
(Lemme 4.1.8), alors At(V⊥ ∩KerBt) ⊂ V⊥.
2.⇒ 4. Soit V ∈ VfK(Σ). Il existe F telle que (A+BF )V ⊂ V. Le Lemme 4.1.7 implique
que
V⊥ ⊂ (At)−1V⊥ ∩ (F tBt)−1V⊥.
Or, V⊥ ⊂ (At)−1V⊥ et V⊥ ⊂ (F tBt)−1V⊥ sont équivalents à AtV⊥ ⊂ V⊥ et F tBtV⊥ ⊂ V⊥,
don
(At +KBt)V⊥ ⊂ V⊥,
ave K = F t.
4.⇒ 3. trivial.
6. ⇒ 8. On suppose S ∈ S iE(Σ). Il existe une appliation K telle que (A +KC)S ⊂ S.
Ainsi S⊥ ⊂ (AS+KCS)⊥ = (AS)⊥∩(KCS)⊥ = (At)−1S⊥∩(CtKt)−1S⊥, soit AtS⊥ ⊂ S⊥
et CtKtS⊥ ⊂ S⊥, e qui implique (At + CtKt)S⊥ ⊂ S⊥.
6. ⇒ 5. Supposons S ∈ S iE(Σ). Il existe K telle que (A + KC)S ⊂ S. On obtient
A(S ∩KerC) ⊂ AS ⊂ (A +KC)S ⊂ S.
8.⇒ 7. On suppose S⊥ ∈ VfL(Σ∗). Il existe une appliation F telle que (At + CtF )S⊥ ⊂
S⊥. On obtient AtS⊥ ⊂ S⊥, soit AtS⊥ ⊂ S⊥ + ImCt. 
A partir de la Proposition 4.2.11, il est lair que les sous-modules invariants onditionnels
et ontrlés sont struturellement diérents, les deux shémas n'étant pas symétriques.
Remarque 4.2.12 Dans la Proposition 4.2.11, toutes les impliations mentionnées ne
sont pas des équivalenes, en général. Sans autre hypothèse sur le système, et en omettant
le as de l'invariane dynamique, toutes les relations entre les sous-modules invariants
ontrlés et onditionnels, et leurs orthogonaux respetifs sont établies. Par exemple, il
est montré que S ∈ SE(Σ) n'implique pas S⊥ ∈ VL(Σ∗), et réiproquement, S⊥ ∈ VL(Σ∗)
n'implique pas S ∈ SE(Σ). 2
Les exemples suivants sont des ontre-exemples pour les impliations inverses de la Propo-
sition 4.2.11.
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Exemple 4.2.13 On onsidère le système abstrait (A, ·, C, ·) déni sur R[σ], et le sous-
module S
A =
 0 1 00 0 0
1 0 1
 , C = ( 1 0 0 ) ,
S = Im
 σ 00 1
0 0
 .
Il est lair que S⊥ est (At, Ct)-invariant, 'est à dire S⊥ ∈ V ·(Σ∗). Cependant,
A(S ∩KerC) = Im
 10
0
 ⊂/ S,
soit S n'est pas un sous-module (C,A)-invariant. ⋄
Exemple 4.2.14 On onsidère le système abstrait (A, ·, C, ·) déni sur R[σ], et le sous-
module S
A =
(
1 1
0 0
)
, C =
(
σ 0
)
, S = Im
(
1
0
)
.
Le sous-module S est (C,A)-invariant, puisque A(S ∩KerC) = 0. Cependant,
AtS⊥ = Im
(
1
1
)
⊂/ Im
(
0 σ
1 0
)
= S⊥ + ImCt,
'est à dire S⊥ n'est pas (At, Ct)-invariant. ⋄
Exemple 4.2.15 Soit le système abstrait (A,B, ·, ·) déni sur R[σ], et le sous-module V
A =
(
0 1
0 1
)
, B =
(
σ
0
)
, V = Im
(
0
1
)
.
On vérie que V⊥ est (B⊥, At)-invariant, ar At(V⊥ ∩KerBt) = 0. En outre,
AV = Im
(
1
1
)
⊂/ Im
(
0 σ
1 0
)
= V + ImB,
soit V n'est pas (A,B)-invariant. ⋄
Pour le as des sous-modules dynamiquement invariants, on note le système étendu
(Σe) = (Ae, Be, Ce, De), et son dual (Σ
∗
e) = (A
t
e, C
t
e, B
t
e, D
t
e). On dénit Ke = KerCe,
De = ImCte, Ee = ImBe, et Le = KerBte.
D'après les Propositions 4.2.5, 4.2.9, et 4.2.11, un sous-module invariant par retour dy-
namique d'état possède un sous-module orthogonal qui est invariant par injetion dy-
namique de sortie pour le système dual (Σ∗e). De la même manière, un sous-module
invariant par injetion dynamique de sortie possède un sous-module orthogonal qui est
invariant par retour dynamique de l'état pour (Σe). Il est don immédiat de généraliser
les diagrammes de la Proposition 4.2.11 an de prendre en ompte les notions d'invariane
dynamique.
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Proposition 4.2.16 (Di Loreto et al., 2006a) Les relations logiques entre les diérentes
notions d'invariane sont les suivantes.
V ∈ Vfe,Ke(Σe)⇔ V ∈ VK(Σ)⇐ V ∈ VfK(Σ)
⇓ ⇓ ⇓
V⊥ ∈ S ie,De(Σ∗e)⇒ V⊥ ∈ SD(Σ∗)⇐ V⊥ ∈ S iD(Σ∗)
S ∈ S ie,Ee(Σe)⇒ S ∈ S E(Σ)⇐ S ∈ S iE(Σ)
⇓ ⇓
S⊥ ∈ Vfe,Le(Σ∗e)⇔ S⊥ ∈ VL(Σ∗)⇐ S⊥ ∈ VfL(Σ∗)
Enn, remarquons que la Proposition 4.2.16 peut être omplétée en notant que
V⊥ ∈ SiD(Σ∗) =⇒ V⊥ ∈ S ie,De(Σ∗e),
S ∈ S iE(Σ) =⇒ S ∈ Sie,Ee(Σe).
Pour onlure, les propriétés d'invarianes d'un système abstrait sur anneau ont été
étudiées. Ce travail est en partie une synthèse des diérents outils qui ont été développés
pendant es vingts dernières années. Les relations logiques entre les diérentes invarianes
ont permis de mettre en évidene la struture propre de haque famille d'invariants, et de
développer les notions de base sur l'invariane onditionnelle, fondamentale pour l'analyse
de l'observation et de l'estimation.
Le problème de la stabilité ou stabilisation des systèmes à retards peut être résolu par
l'approhe géométrique (Assan, 1999), par analyse du spetre qui se trouve dans un do-
maine de Hurwitz. Cependant, pour ette étude, on privilégiera l'approhe algébrique.
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Chapitre 5
Stabilité et stabilisation
C
e hapitre est onsaré à l'analyse de la stabilité et de la stabilisation des systèmes à
retards. Dans le Paragraphe 5.1, un rappel sur les diérentes notions de stabilité est
eetué. Quelques propriétés fondamentales sont rappelées pour les systèmes à retards
de type retardé et de type neutre, et une propriété est établie pour les systèmes régis
par des équations aux diérenes. Dans le Paragraphe 5.2, le problème de stabilisation
de systèmes à retards de type retardé est résolu en utilisant les propriétés de l'anneau
des frations propres et stables de pseudo-polynmes, outil eae qui nous permet de
généraliser l'approhe par fatorisation pour les systèmes linéaires sans retard dérite dans
(Vidyasagar, 1985). Ce travail est la suite logique de (Brethé & Loiseau, 1998).
5.1 Stabilité des systèmes à retards
Plusieurs approhes sont utilisées pour étudier les systèmes à retards, soit omme des sys-
tèmes sur anneau, soit omme des systèmes de dimension innie, soit enore omme des
systèmes régis par des équations diérentielles fontionnelles. Selon l'approhe hoisie, les
outils mathématiques utilisés sont diérents, omme on peut le onstater pour l'analyse
de la stabilité ou de la stabilisation, même si les résultats et prinipes obtenus sont simi-
laires d'une approhe à une autre.
Une méthode simple pour l'étude de la stabilité des systèmes à retards est la méthodolo-
gie de Lyapunov-Krasovskii (Krasovskii, 1963), qui fait appel à une fontionnelle as-
soiée à l'équation diérentielle fontionnelle régissant le système. Cette méthodologie
permet d'établir des onditions néessaires et susantes pour la stabilité asymptotique
ou exponentielle, en prenant ou non en ompte la taille du retard, qui est alors on-
sidéré omme un paramètre (Halanay, 1966), (Lakshmikantam & Leela, 1969), (Hale,
1977), (Kolmanovskii & Nosov, 1986), (Kolmanovskii & Myshkis, 1992), (Bliman, 2002),
ou (Hale & Verduyn Lunel, 1993). De manière plus générale, la stabilité des systèmes à
retards est intrinsèquement liée à la stabilité des quasi-polynmes, à travers la dénition
de l'équation aratéristique du système (Bellman & Cooke, 1963), (Stépán, 1989). Les
premiers résultats sur leur étude (Pontryagin, 1955), (Cooke, 1962), (Bellman & Cooke,
1963), (Melvin, 1974), sont à la base de nombreux développements tehniques. Parmi es
développements, itons les ritères fréquentiels de Pontryagin, Chebotarev, ou de Tzyp-
kin (Tzypkin, 1946), (Kamen, 1980), ou plus réemment (Datko, 1985), (Mori, 1985),
(Fu et al., 1989), (Mori & Kokame, 1989), (Stépán, 1989), (Shoen & Geering, 1993),
(Tzypkin & Fu, 1993), (Verriest et al., 1993), (Chen & Lathman, 1995), (Santos et al.,
2003). Dans es développements s'insrivent également les méthodes des lieux des raines,
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omme par exemple la méthode de D-subdivision, qui permet de onstruire les do-
maines de stabilité dans l'espae des paramètres de l'équation diérentielle fontionnelle
(Silkowski, 1976), (Kolmanovskii & Nosov, 1986), (Shoen & Geering, 1993), (Niulesu,
2001), (Gu et al., 2003), (Hohenbihler & Akermann, 2003), (Vyhlídal & Zítek, 2003).
Dans es diérentes lasses de ritères, le retard est le plus souvent onsidéré omme
un paramètre, e qui permet de aratériser la stabilité d'un système en fontion de la
valeur du retard. D'autres onditions, plus onservatives que les préédentes, onernent
la stabilité indépendante du retard. Celles-i s'avèrent utiles dans le as où le retard est
inertain, et sont parfois plus simples à mettre en ÷uvre que les préédentes. Les premiers
résultats sur la stabilité indépendante du retard sont dûs à (Tzypkin, 1946), où il est no-
tamment montré que le quasi-polynme p(s)+q(s)e−θs, ave p, q ∈ R[s], deg(q) < deg(p),
n'a pas de zéro dans le demi-plan droit fermé omplexe pour tout θ ≥ 0 si et seulement
si p(s) est un polynme stable, et |p(jω)| > |q(jω)|, pour tout ω > 0. Cette ondition a
été généralisée au as d'un quasi-polynme quelonque dans (Lewis & Anderson, 1980).
Dans (Kamen, 1982), (Kamen, 1983), d'autres onditions de stabilité sont dérites, et
font appel à des ritères fréquentiels. A partir de es onditions, de nombreux auteurs
se sont intéressés à la stabilité robuste des systèmes à retards, la robustesse étant vis à
vis d'inertitudes paramétriques sur les oeients du système et sur les retards. Parmi
es travaux, on peut iter (Fu et al., 1989), (Kim & Bose, 1990), (Kharitonov & Zhabko,
1994), (Kharitonov, 1999), (Chiasson & Abdallah, 2001), (Chen & Niulesu, 2004), où le
quasi-polynme aratéristique du système est à oeients dans des intervalles réels, qui
représentent les inertitudes sur le système, mais également (Niulesu, 2001), (Niulesu,
1996) (Dambrine, 1994), (Huang & Zhou, 2000), (Gu et al., 2003), (Rihard, 2003), où
la stabilité robuste du système est aratérisée à travers des fontionelles de Lyapunov-
Krasovskii et des inégalités linéaires matriielles. L'analyse de la stabilité en présene
d'inertitudes sur le retard est également à l'origine de nombreuses ontributions. Selon
la valeur du retard, le système peut être stable ou instable, et en partiulier, la présene
d'un retard dans une boule d'asservissement peut rendre le système instable. A e su-
jet, voir (Barman et al., 1973), (Olbrot, 1984), (Chiasson, 1988), (Tzypkin & Fu, 1993),
(Park, 1999), et (Kharitonov & Niulesu, 2003).
Pour les systèmes à retards de type retardé, l'analyse de la stabilité est le plus souvent for-
mulée en termes de stabilité asymptotique ou de stabilité exponentielle, qui peuvent être
onsidérées omme des notions de stabilité interne au système. Il peut être intéressant
de onsidérer des notions de stabilité entrée-sortie d'un système, à travers prinipale-
ment la L2-stabilité ou la BIBO stabilité (Desoer & Vidyasagar, 1975), (Curtain, 1988)
(Yamamoto, 1991), (Curtain & Zwart, 1995), et d'étendre l'étude de es stabilités aux sys-
tèmes soumis à des inertitudes paramétriques (Chen & Desoer, 1982), (Dahleh & Ohta,
1988). Pour les systèmes à retards de type retardé, ette distintion n'est pas nées-
saire, ar on retrouve le même adre d'étude que pour les systèmes linéaires en di-
mension nie. Cependant, pour les systèmes à retards de type neutre, es diérentes
notions de stabilité ne sont pas équivalentes. Dans le adre des systèmes de type neu-
tre, l'analyse des stabilités asymptotique et exponentielle est initiée par (Cooke, 1962),
(Bellman & Cooke, 1963), (Henry, 1974), (Hale, 1977). Pour une synthèse sur ette
analyse, voir (Hale & Verduyn Lunel, 1993), (Kolmanovskii & Nosov, 1986), et pour er-
taines lasses de systèmes de type neutre, voir (Bainov & Stanova, 1995), (Arino & Nosov,
1998), (Agarwal & Grae, 2000), (Wang et al., 2002). Pour les notions de BIBO stabil-
ité ou L2-stabilité des systèmes de type neutre, on peut iter par exemple les travaux
de (Bonnet & Partington, 2002), (Loiseau et al., 2002), (Partington & Bonnet, 2004), et
5.1 Stabilité des systèmes à retards 59
pour la stabilité formelle, eux de (O'Connor & Tarn, 1983), et (Byrnes et al., 1984).
Une question soulevée par (Bellman & Cooke, 1963) est la sensibilité de la stabilité des
systèmes de type neutre vis à vis d'inertitudes paramétriques, notamment sur les retards.
La stabilité formelle joue un rle fondamental dans l'analyse de ette robustesse. Or, la
stabilité formelle d'un système de type neutre onduit à l'analyse de la stabilité d'une
équation aux diérenes. Pour ette lasse d'équations, (Henry, 1974), (Moreno, 1973),
et (Avellar & Hale, 1980) ont montré la sensibilité de la stabilité exponentielle vis à vis
de faibles perturbations sur les retards. Ces résultats ont été ensuite appliqués au as des
systèmes à retards de type neutre (Hale & Verduyn Lunel, 2002), dans une problématique
de stabilisation (Hale & Verduyn Lunel, 2001), (Mihiels et al., 2002), mais également en
termes de L2-stabilité pour les systèmes aux diérenes (Di Loreto et al., 2004b).
On onsidère le système linéaire à retards dérit par une onvolution
y(t) =
∫ t
0
h(t− τ)u(τ) dτ , (5.1.1)
où le noyau h et l'entrée u sont supposés admettre une transformée de Laplae, au sens
des distributions (Shwartz, 1966). On note H l'opérateur assoié, soit y = Hu.
Le système (5.1.1) est dit exponentiellement stable s'il existe des onstantes positives µ,
α et t0, telles que, pour toute ondition initiale ontinue φ sur [−ν, 0], la sortie y(t) du
système satisfasse
|y(t)| ≤ µ‖φ‖e−α(t−t0), ∀t ≥ t0, (5.1.2)
où ‖f‖ = max
θ∈[−ν,0]
|f(θ)|.
Le système (5.1.1) est dit asymptotiquement stable si, quelque soit la ondition initiale
du système, la sortie du système y(t) tend asymptotiquement vers zéro. En onsidérant
désormais un omportement entrée-sortie du système (5.1.1), on introduit la dénition
suivante.
Dénition 5.1.1 On dit que le système (5.1.1) est BIBO-stable si toute entrée bornée,
|u(t)| < α, 0 ≤ t, α ∈ R, produit une sortie bornée |y(t)| < β, 0 ≤ t, β ∈ R.
La BIBO-stabilité est une notion de stabilité entrée-sortie, qui est équivalente à la stabilité
d'un système, en l'analysant omme un opérateur de L∞ vers L∞, 'est à dire que la
BIBO-stabilité est équivalente à
‖H‖L∞L∞ = sup
u∈L∞−{0}
‖y‖L∞
‖u‖L∞
<∞. (5.1.3)
On parle pour ette raison de BIBO-stabilité ou de L∞-stabilité. Une ondition nées-
saire et susante an que le système (5.1.1) soit BIBO-stable est évidente: En utilisant
l'égalité (3.1.45) et la formulation (5.1.3), il est lair que la L∞-stabilité est équivalente à
‖hˆ‖Â <∞, (5.1.4)
'est à dire h ∈ A. Cette ondition a été établie par (Desoer & Vidyasagar, 1975).
Théorème 5.1.2 Le système (5.1.1) est BIBO-stable si et seulement si h ∈ A.
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Pour généraliser la Dénition 5.1.1, on dit que le système est Lp-stable, pour p xé,
1 ≤ p ≤ ∞, si pour toute entrée u ∈ Lp, la sortie du système y est elle aussi dans Lp. Il
est alors lair que la BIBO-stabilité est en général plus ontraignante que la Lp-stabilité,
1 ≤ p < ∞. Une ondition susante pour la Lp-stabilité, est que hˆ ∈ Â, ou de manière
équivalente h ∈ A, du fait de l'inégalité
‖h ∗ u‖Lp ≤ ‖h‖A‖u‖Lp. (5.1.5)
Dans le as des systèmes à retards de type retardé, la Lp-stabilité est équivalente à la
BIBO-stabilité, et en onsidérant le système (5.1.1) omme une fration de deux éléments
qui peuvent être des quasi-polynmes, des pseudo-polynmes, ou des éléments de Â, ette
stabilité se aratérise par le résultat qui suit.
Théorème 5.1.3 (Desoer & Vidyasagar, 1975) Soit hˆ(s) = N(s)D−1(s), oùN(s),D(s) ∈
Â sont premiers entre eux. Alors, le système de transfert hˆ(s) est L∞-stable si et seulement
si
inf
Re(s)≥0
|D(s)| > 0.
De façon imagée, on peut dire que ette ondition est équivalente au fait que D(s) n'a
pas de zéro dans la partie droite fermée du plan omplexe, même à l'inni.
Dans le as des systèmes à retards de type neutre, es deux notions ne sont plus équiv-
alentes. Un système BIBO-stable est ependant toujours Lp-stable. Un as partiulier
de Lp-stabilité est obtenu pour p = 2. On parle alors de système stable au sens H∞, ou
L2-stable, si
‖H‖H∞ = sup
u∈L2−{0}
‖y‖L2
‖u‖L2
<∞, (5.1.6)
e qui est équivalent à dire que hˆ ∈ H∞(C+). La L2-stabilité est une notion de stabilité
énergétique: Pour toute entrée d'énergie nie, la sortie y(t) du système (5.1.1) est à énergie
nie.
Exemple 5.1.4 (Partington & Bonnet, 2004) Soit le système à retard de type neutre
hˆ(s) =
1
s(1− e−s) + 1 . (5.1.7)
Les ples de e système tendent asymptotiquement vers l'axe imaginaire en (2k + 1)jπ,
k ∈ Z. Sur l'axe imaginaire et au voisinage de haun de es ples asymptotiques, le
gain de hˆ(s) est approximativement 2(2k + 1)π, k ∈ Z, et par onséquent hˆ(s) n'est pas
L2-stable. Cependant, si l'on onsidère
hˆ(s) =
1
s+ 1
1
s(1− e−s) + 1 , (5.1.8)
on montre que ‖hˆ‖H∞ = 2, 'est à dire hˆ ∈ H∞(C+). ⋄
Une dernière notion de stabilité abordée dans la littérature des systèmes de type neutre
est la stabilité formelle. On onsidère le système à retards de type neutre
x˙(t) =
p∑
k=1
Ekx˙(t− kθ) +
p∑
k=0
Akx(t− kθ) +
p∑
k=0
Bku(t− kθ), (5.1.9)
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où x(t) ∈ Rn est l'état instantané et u(t) ∈ Rm l'entrée de ommande. Le système (5.1.8)
est dit formellement stable (Byrnes et al., 1984), si
rang(I −E(e−θs)) = n, ∀s ∈ C+, (5.1.10)
ave
E(e−θs) =
p∑
k=1
Eke
−kθs.
La partie prinipale du polynme aratéristique det(s(I − E) − A), qui est un quasi-
polynme à terme prinipal, est stable. L'équation aratéristique du système n'a don
qu'un nombre ni de zéros instables. Cette dénition est en aord ave le point (ii)
du Théorème 2.2.6. Si le système n'est pas formellement stable, un ompensateur sta-
bilisant le système doit inlure des ations dérivées, dont en partiulier des dérivées de
l'état retardé (Byrnes et al., 1984), (O'Connor & Tarn, 1983), (Pandol, 1976). En eet,
la partie prinipale du système boulé est le produit des parties prinipales du système
et de la loi de ommande. Ainsi, le système boulé est néessairement non formellement
stable, et don instable, si le système en boule ouverte est lui-même non formellement
stable. En outre, (Loiseau et al., 2002) ont montré qu'un système à retard de type neutre
non formellement stable ne peut être stabilisé exponentiellement, 'est à dire que le sys-
tème boulé ne peut pas être exponentiellement stable, les ples du système boulé étant
instables ou arbitrairement prohes de l'axe imaginaire.
A partir de es onsidérations, la stabilité des systèmes à retards de type neutre, formelle
ou au sens Lp, 1 ≤ p ≤ ∞, est diretement liée à la stabilité d'une équation linéaire
salaire aux diérenes, de la forme
fˆ(s) = 1−
r∑
i=1
aie
−iθs, (5.1.11)
où ai ∈ R, pour i = 1 à r, et θ > 0.
De manière plus générale, on peut s'intéresser à la stabilité de l'équation aux diérenes
fˆ(s) = 1−
r∑
i=1
aie
−θis, (5.1.12)
où 0 < θ1 < . . . < θr, sont des retards possiblement non ommensurables entre eux, dans le
sens où il n'existe pas d'entiersmi ∈ Z, tous non identiquement nuls, tels que
∑r
i=1miθi =
0. Cette équation orrespond au polynme aratéristique du système d'équations aux
diérenes
x(t) =
r∑
i=1
aix(t− θi), (5.1.13)
ave x ∈ Rn, ai ∈ R et θi ∈ R+, pour i = 1 à r. On peut supposer θ1 < . . . < θr.
Dès les années 70, divers auteurs ont mis en évidene le problème de sensibilité de la stabil-
ité de es équations vis à vis de perturbations sur les retards (Barman et al., 1973), (Henry,
1974), (Melvin, 1974), (Avellar & Hale, 1980), en introduisant le onept d'indépendane
rationnelle des retards (Dieudonné, 1978). De faibles perturbations sur des retards om-
mensurables entre eux peut d'une part les rendre rationnellement indépendants, et d'autre
part déstabiliser le système. Cependant, si les retards θi sont rationellement indépendants
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et si le système aux diérenes est stable, alors il est stable pour toute valeur des retards
θi.
On note θ = (θ1 . . . θr), Z(θ) l'ensemble des parties réelles des raines omplexes de la
fontion fˆ(s), Z(θ) son adhérene dans R, et ν = maxi(θi). Le lemme suivant aratérise
l'ensemble Z(θ) à travers la onstrution d'un intervalle fermé le ontenant.
Lemme 5.1.5 (Henry, 1974), (Avellar & Hale, 1980) Soit le système (5.1.13). Alors,
Z(θ) ⊆ [ρr, ρ0], (5.1.14)
ave les réels ρk = ρk(θ), pour k = 0 à r, dénis de manière unique, s'ils existent, par la
relation
|ak|e−ρkθk =
∑
i6=k
|ai|e−ρkθi, (5.1.15)
où l'on a posé a0 = 1 et θ0 = 0.
Si les omposantes du retard θi, pour i = 1 à r, sont rationnellement indépendantes
entre elles, le Lemme 5.1.5 permet de montrer que Z(θ) est une union d'un nombre ni
d'intervalles fermés, que [ρr, ρ0] est le plus petit intervalle fermé de R ontenant Z(θ), et
que Z(θ) forme un sous-ensemble dense de ette union nie d'intervalles. Cette remarque
s'applique bien évidemment au as des retards ommensurables entre eux. En eet, dans
e as, θi = iθ, pour i = 1 à r, et par onséquent, fˆ(s) est un polynme en e
−θs
de degré
p, qui se fatorise sous la forme
fˆ(s) = ar
p∏
k=1
(e−θs − ϕk), (5.1.16)
où ϕk ∈ R, pour k = 1 à p. Ainsi,
Z(θ) = Z(θ) =
{
−1
θ
ln|ϕk|, k = 1, . . . , p
}
, (5.1.17)
est une union nie d'intervalles réduits à des points.
Pour l'étude de la stabilité du système (5.1.13), dont l'équation aratéristique assoiée
est (5.1.12), on analyse la fontion, pour x ∈ R,
g(x) = 1−
r∑
i=1
|ai|e−θix. (5.1.18)
Cette fontion est stritement roissante, et par onséquent l'équation g(x) = 0 admet
une unique solution, qui oïnide ave ρ0 déni par (5.1.15). Ainsi, on a l'équivalene
fondamentale suivante, à savoir, ρ0 < 0 si et seulement si
∑r
i=1 |ai| < 1. En utilisant
le Lemme 5.1.5, on onstate que ette ondition est susante pour garantir la stabilité
du système. (Hale & Verduyn Lunel, 2001) et (Hale & Verduyn Lunel, 2002) ont montré
l'équivalene entre ette ondition et la stabilité exponentielle indépendante de la taille
des retards. De plus, pour l'étude de la stabilité formelle des systèmes de type neutre, on
peut analyser la L2-stabilité de (5.1.13), qui se résume par le résultat qui suit.
Théorème 5.1.6 (Di Loreto et al., 2004b) On onsidère le système (5.1.13). Les ar-
mations suivantes sont équivalentes.
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(i) Le système est exponentiellement stable pour tout retard θ.
(ii) Il existe ε > 0 tel que le système perturbé
x(t) =
r∑
i=1
aix(t− βi − εi)
reste exponentiellement stable, pour tout εi tel que |εi| < ε, i = 1 à r.
(iii)
∑r
i=1 |ai| < 1.
Si de plus les retards sont rationnellement indépendants, es armations sont équivalentes
à la L2-stabilité du système.
Ainsi, pour le système (5.1.13), si la ondition (iii) du Théorème 5.1.6 n'est pas satisfaite,
alors on peut toujours déstabiliser le système par des perturbations arbitrairement petites
sur les retards. De plus, si les retards sont rationnellement indépendants entre eux, la
stabilité exponentielle et elle au sens H∞ sont équivalentes.
Exemple 5.1.7 On onsidère le système
x(t) =
1
2
x(t− 1) + 1
2
x(t−
√
2). (5.1.19)
La fontion aratéristique du système (5.1.19) est
fˆ(s) = 1− 1
2
e−s − 1
2
e−s
√
2 = 0. (5.1.20)
On vérie que ρ0 = 0. Sur l'axe imaginaire, une solution à l'équation aratéristique est
dénie par
fˆ(jq) = 1− 1
2
e−jq − 1
2
e−jq
√
2 = 0,
'est à dire {
q = 2πk1 , k1 ∈ Z
q
√
2 = 2πk2 , k2 ∈ Z ,
système qui n'admet auune solution par suite de l'irrationnalité de
√
2. L'équation
aratéristique n'a don auune raine sur l'axe imaginaire sauf l'origine, mais es raines
en sont très prohes, ar pour tout ε > 0, il existe q ∈ R tel que |fˆ(ρ0 + jq)| < ε. Le
système (5.1.19) est don instable, aussi bien au sens exponentiel qu'au sens H∞. ⋄
Exemple 5.1.8 Soit
x(t) =
3
4
x(t− 1) + 3
4
x(t− 2). (5.1.21)
La fontion aratéristique du système (5.1.21) est
fˆ(s) = 1− 3
4
e−s − 3
4
e−2s = 0. (5.1.22)
En posant λ = es, on vérie que les raines de (5.1.22) sont telles que |λ| < 1, autrement
dit le système est exponentiellement stable et L2-stable. Cependant, la ondition du
Théorème 5.1.6 n'est pas satisfaite, et don en perturbant légèrement les retards, le sys-
tème peut être déstabilisé. Par exemple, le système
x(t) =
3
4
x(t− 1) + 3
4
x(t− 2− π
100
) (5.1.23)
est instable. ⋄
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Les notions préédentes s'étendent au as multivariable (Hale & Verduyn Lunel, 2001),
(Mihiels et al., 2002). En outre, ette sensibilité reste problématique pour la stabilisa-
tion. En eet, si l'on onsidère le système
x(t) =
r∑
i=1
aix(t− θi) + biu(t− θi), (5.1.24)
ave
∑r
i=1 |ai| ≥ 1, et le boulage statique u(t) = fx(t), f ∈ R, on obtient le système
boulé
x(t) =
r∑
i=1
(ai + bif)x(t− θi), (5.1.25)
qui est stable si et seulement si
∑r
i=1 |ai + bif | < 1. Cependant, si la ommande u(t)
ne peut être appliquée de manière instantanée, mais qu'elle présente un retard, même
arbitrairement petit, ε > 0, alors le système boulé s'érit
x(t) =
r∑
i=1
aix(t− θi) + bifx(t− ε− θi). (5.1.26)
Par hypothèse, 1 +
∑r
i=1 |bif | ≤
∑r
i=1 |ai|+ |bif |. Le système boulé ne peut don pas
être stabilisé par une telle loi de ommande (Hale & Verduyn Lunel, 2003).
Pour aborder de manière plus générale le problème de stabilisation des systèmes à re-
tards, il nous faut pouvoir paramétrer les ompensateurs stabilisants, qui soient réalis-
ables au sens d'une des dénitions du Paragraphe 2.4. Nous allons, pour ei, travailler sur
l'anneau des frations propres et stables des pseudo-polynmes, qui est un sous-ensemble
de l'algèbre de onvolution A.
5.2 Stabilisation par boulage
5.2.1 Fatorisations propres et stables
Commençons par quelques résultats sur les frations propres et stables de E . Soit M le
sous-ensemble de E des pseudo-polynmes non nuls. Cet ensemble est sous-multipliatif.
Pour tout p, q ∈ M, alors pq ∈ M. On onsidère l'ensemble E ×M, et on dénit la
relation binaire ∼ sur E ×M, par
(p, q) ∼ (r, s) ⇐⇒ ps = qr. (5.2.1)
La relation binaire∼ ainsi dénie est une relation d'équivalene. Clairement, ette relation
est réexive et symétrique. Pour montrer qu'elle est transitive, on suppose (p, q) ∼ (r, s)
et (r, s) ∼ (t, v), 'est à dire ps = qr et rv = st. En multipliant la première équation
par v et la deuxième par q, on obtient psv = qrv = qst, soit s(pv − qt) = 0. Or s ∈ M,
et par onséquent pv = qt, d'où (p, q) ∼ (t, v). Ainsi, l'ensemble E × M peut être
partitionné en lasses d'équivalene. L'ensemble des lasses d'équivalene, noté E/∼, est
don un ensemble d'éléments de la forme (p, q), ou plus familièrement p/q, que l'on appelle
frations. L'addition et la multipliation de frations sur E/∼ sont dénies respetivement
par
p
q
+
r
s
=
ps+ qr
qs
,
p
q
· r
s
=
pr
qs
. (5.2.2)
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L'anneau E étant un domaine intègre, l'ensemble E/∼muni de es deux opérations internes
est un orps, appelé orps des frations ou orps quotient de E . On le note M−1E . Tout
pseudo-polynme p ∈ E est en eet identié à la fration p/1, et tout élément de q ∈ M
est une unité, d'inverse 1/q.
Cependant, le orps des frations de E , tout omme le orps des frations de R[s], englobe
des éléments qui ne sont ni stables ni réalisables. On introduit alors la notion de fration
propre et stable. SurR[s], une fration p/q est propre et stable si respetivement, deg(p) ≤
deg(q), et q est un polynme de Hurwitz. L'ensemble des frations propres et stables
de R[s] est un domaine Eulidien (Morse, 1976b), (Hung & Anderson, 1979). Pour les
frations propres et stables de E , on a la dénition suivante (Brethé, 1997).
Dénition 5.2.1 L'ensemble des frations propres et stables de E , noté P, est
P = {p/q : p ∈ E , q ∈ U , deg(p) ≤ deg(q)} , (5.2.3)
où U est l'ensemble des pseudo-polynmes qui sont unitaires en la variable s, et dont tout
zéro est à partie réelle négative.
L'ensemble P est un anneau ommutatif ave identité, et le orps des frations assoié
est R(s, e−θs). Deux frations propres et stables sont premières entre elles si elles n'ont
pas de fateurs ommuns non triviaux, 'est à dire si elles n'ont pas de zéro ommun dans
C+.
On notera que ette dénition exlut de manière expliite les systèmes à retards de type
neutre, ar le pseudo-polynme q est imposé être unitaire.
Soit t(s, e−θs) ∈ R(s, e−θs). On appelle fatorisation propre et stable (sur E) de t(s, e−θs),
toute paire (n, d) d'éléments de P , telle que t = nd−1. On parle de fatorisation première
propre et stable de t, si n et d sont de plus premières entre elles, 'est à dire si n et d
satisfont une identité de Bézout. On vérie alors que tout transfert t(s, e−θs) admet une
fatorisation première propre et stable sur E .
Ces onepts s'étendent de manière naturelle au as des systèmes multivariables. Tout
transfert T (s, e−θs) ∈ R(s, e−θs)p×m se fatorise sous la forme T = ND−1, où N ∈ Pp×m,
et D ∈ Pm×m est non singulière et telle que det(D) est unitaire en la variable s.
Tout transfert T (s, e−θs) admet une fatorisation première propre et stable sur E , omme
le dérit le résultat qui suit.
Proposition 5.2.2 (Brethé & Loiseau, 1998) Toute matrie de transfert T (s, e−θs) sur
R(s, e−θs)p×m, dont le dénominateur est unitaire, admet une fatorisation première propre
et stable à droite sur l'anneau des pseudo-polynmes. Ainsi, toute matrie T (s, e−θs) se
déompose sous la forme T = ND−1, où N ∈ Pp×m, D ∈ Pm×m, et
XN + Y D = I, (5.2.4)
où X et Y sont deux matries propres et stables sur E .
Une fatorisation première propre et stable à gauhe de T (s, e−θs) se onstruit de la même
manière. La notion de fatorisation première propre et stable permet de développer des
outils puissants pour l'analyse de la stabilisation des systèmes à retards, dont le prohain
paragraphe développe les onepts fondamentaux.
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5.2.2 Paramétrisation des ompensateurs stabilisants
On onsidère le système boulé de la Figure 5.1, où P représente un système donné,
et C un ompensateur. Cette boule admet omme entrées externes u1 et u2, e1 et
e2 sont les entrées respetivement du ompensateur et du système, et y1, y2 sont les
sorties respetivement du ompensateur et du système. On suppose P ∈ Rp×m(s, e−θs) et
-© -
?©ﬀ
6
ﬀ ﬀ u2+
+e2
P
u1
+
-
e1 y1 -C
y2
Figure 5.1: Système boulé.
C ∈ Rm×p(s, e−θs). Sous forme matriielle, le système boulé est dérit par(
e1
e2
)
=
(
u1
u2
)
+
(
0 −P
C 0
)(
e1
e2
)
,
(
y1
y2
)
=
(
C 0
0 P
)(
e1
e2
)
. (5.2.5)
Ces équations se réérivent sous la forme{
e = u− FGe
y = Ge
, (5.2.6)
où
e =
(
e1
e2
)
, u =
(
u1
u2
)
, y =
(
y1
y2
)
, F =
(
0 I
−I 0
)
, G =
(
C 0
0 P
)
. (5.2.7)
On vérie que det(I + FG) = det(I + PC) = det(I + CP ).
Dénition 5.2.1 Le système (5.2.5) est bien déni si det(I + F (s)G(s)) n'est pas iden-
tiquement nul pour tout s ∈ C.
Cette ondition est néessaire et susante pour assurer que le système (5.2.5) admette
une unique solution e1, e2 sur R(s, e
−θs) pour tout u1, u2.
Ainsi, si le système (5.2.5) est bien déni,
e = (I + FG)−1u
△
= H(P,C)u, (5.2.8)
où
H(P,C) =
(
(I + PC)−1 −(I + PC)−1P
C(I + PC)−1 I − C(I + PC)−1P
)
(5.2.9)
=
(
I − P (I + CP )−1C −P (I + CP )−1
(I + CP )−1C (I + CP )−1
)
. (5.2.10)
Dénition 5.2.2 Le système (5.2.5) est stable de manière interne s'il est bien déni et
si H(P,C) ∈ M(P), 'est à dire si le système boulé est bien déni et si tout élément de
H(P,C) est une fration propre et stable. On dit alors que la paire (P,C) est stable de
manière interne, et que le ompensateur C stabilise P .
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Cette dénition de la stabilité interne est équivalente à elle où l'on onsidère la ma-
trie de transfert entre u et y omme étant une matrie de frations propres et stables
(Vidyasagar, 1985). Notons également que si C est un ompensateur propre et stable,
le système (5.2.5) est stable de manière interne si et seulement si P (I + CP )−1 est une
matrie propre et stable.
La stabilité interne d'un système boulé étant dénie, on s'intéresse désormais à sa ar-
atérisation en utilisant des fatorisations premières propres et stables du système et du
ompensateur.
Théorème 5.2.3 Soient P,C ∈M(R(s, e−θs)), (Np, Dp), (D˜p, N˜p) des fatorisations pre-
mières propres et stables respetivement à droite et à gauhe de P , (Nc, Dc), (D˜c, N˜c) des
fatorisations premières propres et stables respetivement à droite et à gauhe de C. Les
propositions suivantes sont équivalentes.
(i) La paire (P,C) est stable de manière interne.
(ii) La matrie Λ(P,C) = N˜cNp + D˜cDp est unimodulaire sur P .
(iii) La matrie Λ˜(P,C) = N˜pNc + D˜pDc est unimodulaire sur P .
Preuve. Notons que
Λ(P,C) = D˜c(I + CP )Dp, (5.2.11)
et par onséquent, la matrie H(P,C) dénie dans (5.2.10), s'érit sous la forme
H(P,C) =
(
I −NpΛ−1N˜c −NpΛ−1D˜c
DpΛ
−1N˜c DpΛ−1D˜c
)
. (5.2.12)
Si Λ(P,C) est unimodulaire, omme par dénition det(Dp) 6= 0 et det(D˜c) 6= 0, on
en déduit det(I + CP ) 6= 0, et don la paire (P,C) est bien dénie. De plus, omme
Λ−1 ∈M(P), (5.2.12) montre que H(P,C) ∈M(P), et don que la paire (P,C) est stable
de manière interne.
Réiproquement, supposons que la paire (P,C) soit stable de manière interne, 'est à dire
H(P,C) ∈M(P) et (P,C) est bien dénie. Ainsi, Λ−1 existe, et par dénition Λ ∈M(P).
De plus, (Np, Dp) et (D˜c, N˜c) étant des fatorisations premières propres et stables, il existe
des matries de frations propres et stables Xp, Yp, X˜c et Y˜c, telles que XpNp+ YpDp = I
et N˜cX˜c+D˜cY˜c = I. En multipliant suessivement la première équation à droite par Λ
−1
puis par la deuxième équation, on aboutit à
Λ−1 = XpNpΛ
−1N˜cX˜c +XpNpΛ
−1D˜cY˜c + YpDpΛ
−1N˜cX˜c + YpDpΛ
−1D˜cY˜c.
Puisque H(P,C) ∈ M(P), le membre de droite est une matrie propre et stable (tous
les termes de e seond membre sont des éléments de H(P,C)), soit Λ−1 ∈ M(P). La
matrie Λ(P,C) est don bipropre et bistable, 'est à dire unimodulaire sur l'anneau des
frations propres et stables.
Une démonstration similaire permet de montrer le Point (iii). 
Une appliation direte du Théorème 5.2.3 permet d'établir le résultat suivant.
Corollaire 5.2.4 Soient P ∈M(R(s, e−θs)), et (Np, Dp), (D˜p, N˜p) des fatorisations pre-
mières propres et stables respetivement à droite et à gauhe de P . Les propositions
suivantes sont équivalentes.
68 Stabilité et stabilisation
(i) C stabilise P .
(ii) C admet une fatorisation première propre et stable à gauhe (D˜c, N˜c) telle que
D˜cDp + N˜cNp = I.
(iii) C admet une fatorisation première propre et stable à droite (Nc, Dc) telle que
D˜pDc + N˜pNc = I.
Preuve. (ii) ⇒ (i) Puisque I est unimodulaire, et par appliation du Théorème 5.2.3,
on en déduit que la paire (P,C) est stable de manière interne, 'est à dire C stabilise P .
(i)⇒ (ii) Supposons que C stabilise P , et notons (D˜, N˜) une fatorisation première propre
et stable à gauhe de C. Grâe au point (ii) du Théorème 5.2.3, on en déduit que Λ =
N˜Np + D˜Dp est unimodulaire. En prenant N˜c = Λ
−1N˜ et D˜c = Λ−1D˜, (D˜c, N˜c) est une
fatorisation première propre et stable de C, et vérie l'identité désirée N˜cNp+D˜cDp = I.
Une démonstration similaire permet d'établir l'équivalene ave le point (iii). 
Sur la base de es résultats préliminaires, on peut désormais paramétrer l'ensemble des
ompensateurs stabilisants. Dans ette optique, on onsidère un système P à oeients
sur R(s, e−θs), et on dénit S(P ) omme étant l'ensemble des ompensateurs C dénis
sur R(s, e−θs) qui stabilisent le système.
Théorème 5.2.5 Soient P ∈M(R(s, e−θs)), et (Np, Dp), (D˜p, N˜p) des fatorisations pre-
mières propres et stables respetivement à droite et à gauhe de P . Il existe alors des
matries propres et stables X, Y , X˜, et Y˜ telles que XNp+Y Dp = I et N˜pX˜ + D˜pY˜ = I.
L'ensemble des ompensateurs stabilisants est dérit par
S(P ) =
{
(Y −RN˜p)−1(X +RD˜p), R ∈M(P), det(Y −RN˜p) 6= 0
}
=
{
(X˜ +DpS)(Y˜ −NpS)−1, S ∈M(P), det(Y˜ −NpS) 6= 0
} . (5.2.13)
Preuve. Seule la première paramétrisation est démontrée. La démonstration de la deux-
ième s'eetue de manière identique.
Supposons qu'un ompensateur s'érive sous la forme donnée dans (5.2.13). Puisque
XNp + Y Dp = I et D˜pNp − N˜pDp = 0, on a
(Y − RN˜p)Dp + (X +RD˜p)Np = I.
Grâe au point (ii) du Corollaire 5.2.4, on onlut qu'un tel ompensateur stabilise le
système P . Réiproquement, soit C un ompensateur stabilisant P , qui, ave le Corol-
laire 5.2.4, possède une fatorisation première propre et stable à gauhe (Y,X), qui satis-
fait l'identité de Bézout XNp + Y Dp = I. Toutes les solutions de ette équation, notées
(D˜c, N˜c), peuvent être paramétrées, pour toute matrie R propre et stable, sous la forme
D˜c = Y −RN˜p
N˜c = X +RD˜p
, (5.2.14)
ar D˜pNp − N˜pDp = 0. Ainsi, tout ompensateur stabilisant admet une fatorisation
première propre et stable à gauhe de la forme souhaitée. 
Le Théorème 5.2.5 permet de générer, par le biais d'une paramétrisation simple ne dépen-
dant que d'un paramètre libre, tous les ompensateurs qui stabilisent le système P , et
orrespondent au shéma de ommande de la Figure 5.1. Cette paramétrisation permet
en outre de reformuler toutes les matries de transfert stables en boule fermée de manière
ane par rapport aux paramètres libres R ou S, omme le dérit le orollaire suivant.
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Corollaire 5.2.6 Soient les notations du Théorème 5.2.5, et C ∈ S(P ). Alors, la matrie
de transfert H(P,C) s'érit sous la forme
H(P,C) =
(
(Y˜ −NpS)D˜p −(Y˜ −NpS)N˜p
(X˜ +DpS)D˜p I − (X˜ +DpS)N˜p
)
, (5.2.15)
=
(
I −Np(X +RD˜p) −N˜p(Y − RN˜p)
Dp(X +RD˜p) Dp(Y − RN˜p)
)
, (5.2.16)
où R ∈ M(P) est l'unique élément tel que C = (Y − RN˜p)−1(X + RD˜p), et S ∈ M(P)
est l'unique élément tel que C = (X˜ +DpS)(Y˜ −NpS)−1.
Preuve. Il sut de remplaer l'expression de C ∈ S(P ) dérite par (5.2.13) dans respe-
tivement (5.2.9) et (5.2.10). 
Remarque 5.2.7 Dans un but appliatif et à l'aide de la Figure 5.1, on peut préférer
une formulation en fontion du transfert entre u et y, noté W (P,C). A l'aide de (5.2.7),
on en déduit W (P,C) = G(I + FG)−1, et par le biais du Théorème 5.2.5,
W (P,C) =
(
Dp(X +RD˜p) Dp(Y − RN˜p)− I
Np(X +RD˜p) Np(Y − RN˜p)
)
, (5.2.17)
=
(
(X˜ +DpS)D˜p (X˜ +DpS)N˜p
(Y˜ −NpS)D˜p − I (Y˜ −NpS)N˜p
)
, (5.2.18)
où R et S sont dénis dans (5.2.13). 2
Exemple 5.2.8 Soit le système de transfert
P (s) =
1
cosh s
=
2 e−s
1 + e−2s
,
dont les ples sont sk = j
(2k+1)pi
2
, pour k ∈ Z. On dénit Np(s) = 2 e−s, Dp(s) = 1+ e−2s,
une fatorisation première propre et stable de P (s), ar
−e−sNp(s) + 2Dp(s) = 2.
Ainsi, d'après (5.2.13), un ompensateur stabilisant est (ave R = 1)
C(s) =
2− e−s + 2 e−s
2(1− 2 e−s) ,
dont l'équation dynamique est, en aord ave les notations de la Figure 5.1,
y1(t) = 2y1(t− 1) + e1(t)− 1
2
e1(t− 1) + e1(t− 2).
⋄
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Exemple 5.2.9 On onsidère le système
P (s) =
e−s
s− 1 .
Une fatorisation première propre et stable (Np, Dp) est
Np(s) =
e−s
s+ 1
, Dp(s) =
s− 1
s+ 1
,
satisfaisant l'équation XNp + Y Dp = 1, ave
X(s) = e1, Y (s) =
s+ 1− 2 e1e−s
2(s− 1) .
Notons que Y (s) est stable, ar ette fration est analytique dans le plan omplexe. Un
ompensateur stabilisant est alors
C(s) = Y −1(s)X(s) =
2 e1(s− 1)
s− 2 e1e−s + 1 ,
dont la réalisation sous forme d'une intégrale de Volterra est
y1(t) = 2
∫ 1
0
eτy1(t− τ) dτ + 2 e1e1(t).
⋄
5.2.3 Compensateurs à 2 DDL
La paramétrisation d'un ompensateur stabilisant proposée dans le paragraphe préédent
ne dépend que d'un paramètre libre, qui vérie la ondition énonée par (5.2.13). On peut
généraliser le système boulé dérit par la Figure 5.1, en utilisant un ompensateur à deux
degrés de liberté, appelé également ompensateur à deux paramètres. Ce ompensateur
se révèle être la ompensation la plus générale que l'on puisse réaliser pour la stabilisation
ou la ommande des systèmes. Le shéma de boulage présenté dans le Paragraphe 5.2.2
en est alors un as partiulier.
Soit P un système donné, que l'on herhe à stabiliser par ompensation. En notant
respetivement e et y l'entrée et la sortie de e système, et u l'entrée externe de ommande,
le shéma plus général de ompensation linéaire et dynamique s'érit sous la forme
e = C1u− C2y, (5.2.19)
où C1 et C2 sont des matries à oeients sur R(s, e
−θs) de dimensions adaptées. Si
C1 = C2 = C, on retrouve le shéma de rétroation de la Figure 5.1. Le ompensa-
teur (5.2.19) est appelé ompensateur à deux paramètres ou à deux degrés de liberté.
C'est la ompensation linéaire plus générale, ar l'entrée u et la sortie y peuvent inlure
respetivement tous les signaux d'entrées externes et de mesures du shéma en boule
fermée.
On dénit C =
(
C1 C2
)
, et on note (D˜c, (N˜c1 N˜c2)) une fatorisation première propre
et stable à gauhe de C, de manière à pouvoir érire C1 = D˜
−1
c N˜c1 et C2 = D˜
−1
c N˜c2 . Le
shéma de boulage ave un tel ompensateur est dérit par la Figure 5.2.
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Figure 5.2: Système boulé par un ompensateur à deux paramètres.
Dénition 5.2.10 Le système boulé de la Figure 5.2 est stable si la matrie de transfert
W (P,C) entre les entrées (u1, u2, u3) et les sorties (y1, y2) est propre et stable, ou de
manière équivalente, si la matrie de transfert Z(P,C) entre (u1, u2, u3) et (z1, z2, y1, y2)
est propre et stable. On dit alors que la paire (P,C) est stable de manière interne.
Notons que ette dénition est une généralisation naturelle de elle introduite dans le
Paragraphe 5.2.2. Le lemme suivant nous donne une ondition néessaire et susante sur
le ompensateur C an que la propriété de stabilité interne soit satisfaite.
Lemme 5.2.11 Soient (Np, Dp) une fatorisation première à droite de P , (D˜c, (N˜c1 N˜c2))
une fatorisation première à gauhe de C =
(
C1 C2
)
. Le système boulé de la Figure 5.2
est stable si et seulement si
Λ(P,C) = D˜cDp + N˜c2Np (5.2.20)
est une matrie unimodulaire sur l'anneau des frations propres et stables des pseudo-
polynmes.
Preuve. Soit Λ = D˜cDp+ N˜c2Np. D'après la Figure 5.2, la matrie de transfert W (P,C)
entre (u1, u2, u3) et (y1, y2) s'érit sous la forme
W (P,C) =
(
−DpΛ−1N˜c1 −(I +DpΛ−1D˜c) DpΛ−1N˜c2
NpΛ
−1N˜c1 NpΛ
−1D˜c −NpΛ−1N˜c2
)
. (5.2.21)
Si Λ est unimodulaire, d'après (5.2.21), W (P,C) est propre et stable, 'est à dire la paire
(P,C) est stable de manière interne.
Réiproquement, supposons que W (P,C) soit propre et stable. Il existe des matries
propres et stablesX, Y , X˜1, X˜2, et Y˜ , telles queXNp+Y Dp = I et N˜c1X˜1+N˜c2X˜2+D˜cY˜ =
I. En multipliant la première équation à droite, suessivement par Λ−1 puis par la
deuxième équation, on obtient
Λ−1 = (XNpΛ
−1 + Y DpΛ
−1)(N˜c1X˜1 + N˜c2X˜2 + D˜cY˜ ).
Tous les termes du membre de droite sont propres et stables, ar éléments de la matrie
W (P,C) qui est par hypothèse propre et stable. Ainsi Λ−1 est propre et stable, et puisque
Λ l'est aussi, ette matrie est unimodulaire. 
De même que dans le Corollaire 5.2.4, on montre que la Condition (5.2.20) est équivalente
à
D˜cDp + N˜c2Np = I. (5.2.22)
A partir de e résultat, il devient possible de paramétrer tous les ompensateurs à deux
degrés de liberté stabilisant le système P .
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Théorème 5.2.12 Soient P ∈ M(R(s, e−θs)), et (Np, Dp), (D˜p, N˜p) des fatorisations
premières propres et stables respetivement à droite et à gauhe de P . Il existe don des
matries propres et stables X et Y telles que XNp + Y Dp = I.
L'ensemble des ompensateurs à deux paramètres qui stabilisent P est
S2(P ) =
{
(Y −RN˜p)−1(Q X +RD˜p), Q ∈ S, R ∈ S, det(Y − RN˜p) 6= 0
}
. (5.2.23)
Preuve. D'après le Théorème 5.2.5, ∆ est unimodulaire si et seulement si D˜−1c N˜c2 =
(Y − RN˜p)−1(X + RD˜p), pour R ∈ M(P) et det(Y − RN˜p) 6= 0. La matrie Λ étant
indépendante de N˜c1, on aboutit à la fatorisation souhaitée. 
Cette paramétrisation permet de aratériser tous les transferts stables du système boulé
de manière ane en fontion des paramètres Q ∈ M(P) et R ∈ M(P). Par exemple,
pour le transfert W (P,C), on obtient
W (P,C) =
(
DpQ Dp(Y − RN˜p)− I −Dp(X +RD˜p)
NpQ Np(Y −RN˜p) −Np(X +RD˜p)
)
, (5.2.24)
où Q et R sont des matries propres et stables arbitraires, sous la seule ontrainte det(Y −
RN˜p) 6= 0.
Exemple 5.2.13 Soit un ompensateur à onguration de type observateur-ontrleur,
dont le but est de stabiliser un système P par reonstrution de l'état partiel z, omme
indiqué sur la Figure 5.3. Soient (Np, Dp) une fatorisation première propre et stable de
P , et les matries propres et stables X et Y telles que XNp+Y Dp = I. On aXy+Y e = z,
et par onséquent la rétroation se fait à partir de la reonstrution de l'état partiel z. Il
-©u + -e D−1p -
z
Np -
y
ﬀXﬀ©-
?
+ +
K
6
Y-

Figure 5.3: Conguration d'un observateur-ontrleur.
est immédiat de vérier qu'une telle onguration de rétroation est un as partiulier du
ompensateur à deux paramètres dérit dans la Figure 5.2, ave
N˜c1 = I, N˜c2 = KX, D˜c = I +KY. (5.2.25)
D'après le Lemme 5.2.11, le système en boule fermée est stable si et seulement la matrie
Λ = K +Dp (5.2.26)
est bipropre et bistable. ⋄
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Figure 5.4: Commande par modèle interne.
Exemple 5.2.14 On onsidère un problème de ommande de système en utilisant le
prinipe du modèle interne, omme dérit dans la Figure 5.4 (Franis & Wonham, 1975),
(Morari & Zariou, 1989), (Wonham, 1985), (Zhou & Ren, 2001). On suppose que le
système est monovariable, et que P , Pm et K sont des frations propres et stables. Une
fatorisation première de P est alors Np = P et Dp = I. Le shéma de la Figure 5.4 peut
se mettre sous la forme d'un ompensateur à deux degrés de liberté, ave
N˜c1 = N˜c2 = K, D˜c = I − PmK.
Ainsi, le système en boule fermée est stable si et seulement si
Λ = I + (P − Pm)K
est une fration bipropre et bistable. Si P = Pm, le système boulé est toujours stable.
Si désormais P = Pm + ∆P , où ∆P ∈ M(P) représente un terme d'inertitude, alors le
système boulé est stable si et seulement si
Λ = I +K∆P
est bipropre et bistable. ⋄
5.2.4 Analyse de la robustesse
Une desription omplète et une ondition néessaire et susante pour la stabilisation
d'un système nominal ont été données dans les Paragraphes 5.2.2 et 5.2.3. En prenant en
ompte une inertitude portant sur le système, il est possible d'eetuer la synthèse d'un
ompensateur stabilisant l'ensemble d'une lasse de systèmes inertains.
Dans la littérature, trois prinipales lasses d'inertitudes sont étudiées (Boyd & Barratt,
1991), (MFarlane & Glover, 1990), (Vidyasagar, 1985). Il s'agit d'inertitudes additives,
multipliatives, ou additives sur les fateurs premiers d'un système.
On onsidère un système nominal donné P0, et u une fration propre et stable de pseu-
dopolynmes. Le système P0 représente par exemple un modèle du système physique réel,
que l'on onnaît a priori de manière exate.
Une inertitude additive sur P0 n'est dénie que pour des systèmes n'ayant auun ple
sur l'axe imaginaire. Notons que l'absene de ples imaginaires est à omprendre dans
un sens étendu, à savoir auun ple imaginaire ni et auune haîne innie de ples
tendant asymptotiquement vers l'axe imaginaire, omme peuvent le présenter ertains
systèmes à retards de type neutre (Pontryagin, 1955), (Partington & Bonnet, 2004). On
note A(P0, u) l'ensemble des systèmes P (s) ∈ Rp×m(s, e−θs) qui vérient
P = P0 +∆P, ‖∆P (jω)‖vs ≤ |u(jω)|, ∀ω ∈ R. (5.2.27)
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Dans e as, on parle d'inertitude absolue, ar l'erreur portant sur le système est indépen-
dante du système nominal P0. En outre, |u(jω)| fournit une borne supérieure du gain de
l'inertitude pour la pulsation ω. Sous les mêmes hypothèses, la lasse de systèmes à in-
ertitude multipliative, notéeM(P0, u), est l'ensemble des systèmes P (s) ∈ Rp×m(s, e−θs)
tels que
P = (I +∆P )P0, ‖∆P (jω)‖vs ≤ |u(jω)|, ∀ω ∈ R. (5.2.28)
Pour ette lasse de systèmes, on parle d'inertitude relative, ar ette dernière dépend du
modèle nominal P0. Cependant, les hypothèses portant sur es deux lasses d'inertitudes
sont relativement ontraignantes. On préfèrera don la notion d'inertitude additive sur
les fateurs premiers d'un système, qui ne fait auune hypothèse partiulière sur le système
nominal P0 et le système perturbé P (Doyle et al., 1990), (MFarlane & Glover, 1990),
(Vidyasagar & Kimura, 1986).
Soit (N0, D0) une fatorisation première propre et stable du système nominal P0. La
lasse F (N0, D0, u) des systèmes à inertitude additive sur les fateurs premiers est dénie
omme l'ensemble des systèmes P ∈ Rp×m(s, e−θs) tels que P = ND−1, où N = N0+∆N
et D = D0 +∆D sont deux matries propres et stables, telles que∥∥∥∥(∆N(s)∆D(s)
)∥∥∥∥
vs
≤ |u(s)|, ∀s ∈ C+. (5.2.29)
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Figure 5.5: Système à inertitude additive sur les fateurs premiers, boulé par un ompensateur
à deux paramètres.
Ave les notations introduites dans (5.2.29) et d'après la Figure 5.5, on obtient le prinipal
résultat de e paragraphe.
Théorème 5.2.15 Soient P0 un système nominal donné, (N0, D0) une fatorisation pre-
mière propre et stable, et u une fration propre et stable. Soit un ompensateur C ∈
S2(P0), ave (D˜c, (N˜c1 N˜c2)) une fatorisation première propre et stable à gauhe de
C, telle que D˜cD0 + N˜c2N0 = I. Alors, le ompensateur C stabilise tout système
P ∈ F (N0, D0, u) si et seulement si∥∥∥(N˜c2(jω) D˜c(jω))∥∥∥
vs
≤ 1|u(jω)| , ∀ω ∈ R. (5.2.30)
Preuve. Soit P ∈ F (N0, D0, u), dont une fatorisation propre et stable est notée (N,D).
On dénit les matries
Φ0 =
(
N0
D0
)
, Φ =
(
N
D
)
, Φ˜c =
(
N˜c2 D˜c
)
. (5.2.31)
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Supposons que (5.2.30) soit vériée. D'après les notations du Lemme 5.2.13, on a
Λ(P,C) = N˜c2N + D˜cD = Φ˜cΦ.
Or N = N0 +∆N , D = D0 +∆D et Φ˜cΦ0 = I, don
Λ(P,C) = I + Φ˜c(Φ− Φ0) = I +
(
N˜c2 D˜c
)(
∆N
∆D
)
.
L'Hypothèse (5.2.30) permet d'érire, puisque N˜c2, D˜c, et u sont propres et stables,∥∥∥(N˜c2(s) D˜c(s))∥∥∥
vs
|u(s)| ≤ 1 , ∀s ∈ C+.
Par le biais de la Dénition (5.2.29), de l'inégalité préédente, et du fait que la norme
‖ · ‖vs est sous-multipliative, on obtient∥∥∥∥(N˜c2(s) D˜c(s))(∆N(s)∆D(s)
)∥∥∥∥
vs
< 1 , ∀s ∈ C+.
En utilisant (3.1.24), on en déduit que Λ(P,C) = Φ˜cΦ est une matrie unimodulaire, 'est
à dire bipropre et bistable. Le Lemme 5.2.13 permet de onlure sur la stabilité interne
de la paire (P,C).
Réiproquement, supposons que C ∈ S2(P0), 'est à dire Φ˜cΦ0 = I, et que C stabilise
tout système P ∈ F (N0, D0, u). D'après le Lemme 5.2.13, ette propriété est équivalente
au fait que
Λ = I + Φ˜c(Φ− Φ0)
est unimodulaire. Ainsi, Λ−1 est bien dénie et telle que 0 < ‖Λ−1(s)‖vs, pour tout
s ∈ C+. En utilisant (3.1.25), on a
0 < ‖Λ−1‖vs =
∥∥∥(I + Φ˜c(Φ− Φ0))−1∥∥∥
vs
≤ 1
1− ‖Φ˜c(Φ− Φ0)‖vs
.
D'après la Dénition de F (N0, D0, u), on obtient
‖Φ˜c(s)(Φ(s)− Φ0(s))‖vs ≤ ‖Φ˜c(s)‖vs‖Φ(s)− Φ0(s)‖vs ≤ ‖Φ˜c(s)‖vs|u(s)|, ∀s ∈ C+,
et en ombinant es deux inégalités,
‖Φ˜c(s)‖vs|u(s)| ≤ 1 , ∀s ∈ C+,
inégalité qui est vériée en partiulier à la frontière, 'est à dire pour s = jω, d'où
l'inégalité souhaitée. 
Ce résultat permet de vérier la stabilisation robuste d'un système P ∈ F (N0, D0, u).
D'un point de vue appliatif, on peut ependant préférer, pour sa simpliité, la ondition
qui suit, seulement susante pour la stabilisation robuste d'un système P ∈ F (N0, D0, u).
Corollaire 5.2.16 Soient P0 un système nominal donné, (N0, D0) une fatorisation pre-
mière propre et stable, et u une fration propre et stable. Soit un ompensateur C ∈
S2(P0), ave (D˜c, (N˜c1 N˜c2)) une fatorisation première propre et stable à gauhe de
C, telle que D˜cD0 + N˜c2N0 = I. Alors, le ompensateur C stabilise tout système
P ∈ F (N0, D0, u) si ∥∥∥(N˜c2 D˜c)∥∥∥H∞ ≤ 1‖u‖H∞ . (5.2.32)
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Preuve. Si (5.2.32) est vériée, alors∥∥∥(N˜c2(jω) D˜c(jω))∥∥∥
vs
≤ 1|u(jω)| , ∀ω ∈ R,
et en appliquant le Théorème 5.2.15, on obtient le résultat. 
Cette ondition susante est plus simple à vérier, et permet d'eetuer la synthèse d'un
ompensateur, qui stabilise de manière robuste tout système de la lasse F (N0, D0, u), en
utilisant la paramétrisation (5.2.23).
Remarque 5.2.17 Si P ∈ F (N0, D0, u) est tel que∆D = 0, alors une ondition susante
de stabilisation robuste de P est
‖N˜c2‖H∞‖u‖H∞ ≤ 1.
En partiulier, si P0 est propre et stable, alors P ∈ F (N0, D0, u) peut s'érire sous la forme
(et réiproquement) d'un système à inertitude additive P = P0+∆P , ave∆P = ∆ND
−1
0
propre et stable. Pour une généralisation de ette remarque, voir (Vidyasagar & Kimura,
1986). 2
Exemple 5.2.18 Soit le système nominal de l'Exemple 5.2.9,
P0(s) =
e−s
s− 1 ,
dont une fatorisation première propre et stable est N0(s) =
e−s
s+1
, D0(s) =
s−1
s+1
. Un
ompensateur stabilisant est C(s) = Y −1(s)X(s), ave
X(s) = e1, Y (s) =
s+ 1− 2 e1e−s
2(s− 1) .
On onsidère la lasse des systèmes P (s) = e
−(α+1)s
(s−1)(sβ+1) , ave α < α¯ = 0.2, 0.1 = β¯ < β < 1.
Cette lasse de systèmes permet de prendre en ompte les inertitudes sur le retard et sur
le omportement dans le domaine des hautes fréquenes. On a P = (N0 +∆N)D
−1
0 , où
∆N =
e−s
s+ 1
(
e−αs
sβ + 1
− 1
)
est propre et stable, et telle que, pour tout ω ∈ R, |∆N(jω)| < |u(jω)|, ave
u(s) =
s(1 + α¯)
(s+ 1)(sβ¯ + 1)
.
On vérie que ‖u‖H∞ = 0.706, et par onséquent, d'après le Théorème 5.2.17, il n'y a
pas stabilité robuste de la lasse de systèmes onsidérée, pour le hoix du ompensateur
C = Y −1X. En eet, sur e as partiulier, les Conditions (5.2.30) et (5.2.32) sont
équivalentes. ⋄
Pour onlure, la partie sur la stabilité est une synthèse des diérentes notions de stabil-
ité introduites pour les systèmes à retards. Quelques ompléments ont été apportés aux
résultats sur la stabilité des équations aux diérenes (Hale & Verduyn Lunel, 2003).
La partie sur la stabilisation est un omplément aux résultats de (Brethé & Loiseau, 1998),
5.2 Stabilisation par boulage 77
et s'appuie sur l'approhe par fatorisation dérite pour les frations rationnelles sur R(s)
dans (Vidyasagar et al., 1982), (Callier & Desoer, 1982), ou (Vidyasagar, 1985). De par
la dénition de fration propre et stable de pseudo-polynmes, on s'est limité dans ette
partie à la stabilisation des systèmes à retards de type retardé. La paramétrisation des
ompensateurs stabilisants permet d'érire les transferts du système boulé sous forme
ane en fontion de paramètres propres et stables arbitraires. Cette formulation sera
utilisée dans les Chapitres 7 et 8.
Cette méthodologie onduit au développement d'algorithmes onstrutifs pour la syn-
thèse d'une loi de ommande stabilisante. On peut aussi analyser le problème de stabil-
ité ou stabilisation d'un point de vue purement numérique. L'outil retenu est le alul
par intervalles, pour les résultats garantis qu'il fournit, sa simpliité, ainsi que sa multi-
disiplinarité. Ces ritères font que le alul par intervalles est un outil numérique bien
adapté pour l'analyse des systèmes à retards. L'objetif du prohain hapitre est don
d'introduire les tehniques par intervalles et de les appliquer à l'étude de la stabilité, de
la stabilité robuste, ou des performanes des systèmes à retards.
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Chapitre 6
Calul numérique
D
ans e hapitre, on aborde le volet numérique de l'analyse des systèmes à retards, et
plus partiulièrement les tehniques de alul par intervalles. Après une brève intro-
dution sur la littérature et le alul par intervalles, on s'intéresse à quelques problèmes
lassiques, tels que la aratérisation de la stabilité ou de la stabilité robuste, à travers
une méthodologie de D-déomposition, le respet d'un gabarit de performanes à travers
l'analyse de la fontion de sensibilité, ou enore l'atténuation de perturbation. Le al-
ul par intervalles permet de résoudre numériquement es problématiques d'une manière
eae, ave des solutions garanties.
6.1 Introdution
L'analyse des systèmes à retards a onduit à de nombreux développements, aussi bien
théoriques que numériques. En utilisant diérentes approhes, telles que des tests fréquen-
tiels, l'analyse de pseudo-spetres ou la résolution d'inégalités linéaires matriielles, les
méthodes dédiées à l'analyse des systèmes à retards sont en général semi-analytiques, ave
parfois des diultés eetives d'implémentation. Des boîtes à outils dédiées aux systèmes
à retards ont été développées, parmi lesquelles on peut iter (Engelborghs & Roose, 2002),
(Mihiels et al., 2006), ou (Chyzak et al., 2005), (Chyzak et al., 2006), ette dernière per-
mettant de aratériser des propriétés struturelles d'un système, omme la ommand-
abilité, la π-liberté (Mounier, 1994), ou la platitude. D'un point de vue numérique, les
logiiels sientiques ont l'inonvénient de ne pas disposer systématiquement d'une es-
timation d'erreur sur les grandeurs analysées. Cei peut devenir ritique pour ertains
systèmes à retards. Pour palier et inonvénient, les tehniques de alul par intervalles
possèdent l'avantage de fournir des solutions garanties à un problème donné. Autrement
dit, es solutions sont onnues sans erreur.
Le alul par intervalles est un domaine très atif depuis les travaux préurseurs de (Moore,
1966). On peut par exemple iter (Hansen, 1968), (Davis, 1987), (Moore & Ratshek,
1988), (Neumaier, 1990), (Hansen, 1992), ou plus réemment (Jaulin et al., 2001). Le
alul par intervalles onerne de nombreux domaines, omme les mathématiques ap-
pliquées (Moore, 1979), (Kolev et al., 1988), (Hansen, 1992), la ommande robuste pour
des systèmes inertains à paramètres dans des intervalles onnus (Jaulin & Burger, 1999),
(Adrot, 2000), (Jaulin et al., 2001), la robotique (Didrit et al., 1998), (Jaulin et al., 2000),
(Kieer et al., 2000), ou la théorie de l'estimation (Moore, 1992), (Walter & Jaulin, 1994),
(Jaulin & Walter, 1993b), (Jaulin & Walter, 1993a), (Jaulin, 1994), (Jaulin et al., 2001).
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6.2 Calul par intervalles
Un faible nombre de onepts lés sont à la base du développement de es tehniques ainsi
que de leurs appliations. Pour ela, on onsidère un intervalle [x] de R, une fontion
f de R vers R, et un sous-ensemble S de R déni par un ensemble de ontraintes. Le
premier onept est elui de fontion d'inlusion, 'est à dire le alul d'un intervalle qui
ontient l'image de [x] par f . Le deuxième est le test d'inlusion, qui onsiste à vérier
si [x] est inlu dans S, ou plus préisement à vérier si [x] ⊂ S ou [x] ∩ S = ∅. Enn,
le troisième est la ontration, qui onsiste à substituer l'intervalle [x] par un plus petit
intervalle [z] ⊂ [x] tel que [z] ∩ S = [x] ∩ S. Si S dénit un ensemble de solutions à un
problème donné, et si [z] ∩ S est un ensemble vide, alors l'intervalle [z] peut être éliminé
de la liste des intervalles qui ontient l'ensemble des solutions.
Ces onepts permettent de résoudre des problèmes omplexes, en apportant des solutions
garanties et globales. Ces diérents onepts ont été implémentés dans le solveur Proj2D
1
,
qui permet de résoudre un grand nombre de problèmes numériques par les tehniques de
alul par intervalles.
6.2.1 Conepts et dénitions
Dans e paragraphe, on rappelle quelques dénitions et onepts de base du alul par
intervalles.
Dénition 6.2.1 Un intervalle réel [x0] est un sous-ensemble onnexe, fermé et borné de
R. La borne inférieure (supérieure) de [x0] est notée x0 (x0). La longueur d'un intervalle
non vide [x0] est w([x0]) = x0 − x0.
Les opérations ensemblistes (union, intersetion, produit artésien, . . .) se généralisent
sans diulté aux intervalles (Moore, 1966). De même, les opérations d'arithmétique
réelle, à savoir l'addition (+), la soustration (−), la multipliation (∗), et la division (÷)
se généralisent au alul par intervalles (Hansen, 1968), (Cleary, 1987), (Neumaier, 1990).
Pour de tels opérateurs, notés par (⋄), le alul de l'opération ⋄ sur les intervalles [x0] et
[y0] onsiste à déterminer l'intervalle
[x0] ⋄ [y0] = [{x ⋄ y ∈ R | x ∈ [x0], y ∈ [y0]}] , (6.2.1)
où [A] est le plus petit intervalle ontenant l'ensemble A. Par exemple,
[x0] + [y0] = [x0 + y0,x0 + y0]
[x0]− [y0] = [x0 − y0,x0 − y0]
.
Les fontions élémentaires telles que exp, log, tan, sin, os, . . ., peuvent être dénies en
termes d'intervalles. Si f0 est une fontion de R vers R, son image par intervalle [f0] est
dénie par
[f0]([x0])
△
= [{f0(x) | x ∈ [x0]}]. (6.2.2)
Ces notions de base s'étendent au as multivariable (Moore, 1966), (Jaulin et al., 2001).
1
solveur développé par M. Dao, disponible à http://www.istia.univ-angers.fr/~dao/
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Dénition 6.2.2 Un veteur d'intervalles réels ou pavé [x] est un sous-ensemble de Rn
qui est déni omme le produit artésien de n intervalles. Un pavé s'érit sous la forme
[x] = [x1]× . . .× [xn], (6.2.3)
ave [xi] = [xi,xi], pour i = 1 à n. La i
e`me
omposante [xi] est la projetion de [x] sur
le ie`me axe. La borne inférieure x du pavé [x] est un veteur dont les omposantes sont
les bornes inférieures réelles des intervalles du pavé, x = (x1 . . . xn)
T
. De même, la
borne supérieure x du pavé [x] est le veteur x = (x1 . . . xn)
T
. La longueur du pavé
[x] = ([x1] . . . [xn])
T
est w([x]) = max
1≤i≤n
w([xi]).
L'ensemble des pavés de dimension n est noté IRn. On appelle pavé enveloppe [A] d'un
ensemble borné A de R
n
le plus petit pavé au sens de l'inlusion de IR
n
qui ontient A.
Le onept de fontion d'inlusion est à la base du alul arithmétique par intervalles.
Dénition 6.2.3 (Moore & Ratshek, 1988) Soit f une fontion de Rn vers Rm. La
fontion intervalle [f ] de IRn vers IRm est une fontion d'inlusion pour f si
∀[x] ∈ IRn, f([x]) ⊂ [f ]([x]). (6.2.4)
L'un des objetifs du alul par intervalles est de déterminer, pour une grande lasse de
fontions f , des fontions d'inlusion qui peuvent être alulées rapidement, et telles que
[f ]([x]) ne soit pas trop grand. Pour une même fontion, il existe une innité de fontions
d'inlusion. Parmi toutes les fontions d'inlusion de f , il en existe une qui est minimale,
au sens de l'inlusion.
Propriété 6.2.4 (Moore & Ratshek, 1988) Une fontion d'inlusion [f ] est minimale si
pour tout pavé [x], [f ]([x]) est le plus petit pavé ontenant f([x]).
Les situations où la fontion d'inlusion minimale peut être alulée sont rares. Cepen-
dant, on sait la aluler pour les fontions élémentaires. Pour onstruire de manière
générale une fontion d'inlusion d'une fontion f de Rn vers Rm, on utilise la fontion
d'extension naturelle qui onsiste à substituer l'expression formelle de f en remplaçant son
veteur d'arguments x par le pavé [x], et en utilisant les fontions d'inlusion minimales
des fontions élémentaires.
Théorème 6.2.5 (Moore & Ratshek, 1988) On onsidère la fontion
f :
{
R
n → Rm
(x1, . . . , xn) 7→ f(x1, . . . , xn) (6.2.5)
Une fontion d'inlusion [f ] de IRn vers IRm pour f est obtenue en remplaçant haque
variable réelle xi par une variable intervalle [xi] et haque fontion élémentaire par la
fontion d'inlusion minimale assoiée. Cette fontion d'inlusion est appelée fontion
d'extension naturelle de f .
En général, une fontion d'extension naturelle n'est pas minimale. Elle peut ependant
être sensiblement améliorée en remaniant l'expression formelle de f (Moore & Ratshek,
1988), (Jaulin, 1994), (Benhamou & Granvilliers, 1997).
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Exemple 6.2.6 Soit f la fontion dénie par
f(x1, x2) =
x2
x1 + x2
+ sin(x1)cos(x1), (6.2.6)
ave x1 ∈ [−1, 2] et x2 ∈ [3, 5]. La fontion d'extension naturelle [f ]1 de f s'érit sous la
forme
[f ]1([x1], [x2]) =
[x2]
[x1] + [x2]
+ sin([x1])cos([x1]). (6.2.7)
On obtient [f ]1([−1, 2], [3, 5]) = [3,5][−1,2]+[3,5] + sin([−1, 2])cos([−1, 2]) = [−0.42, 3.5]. Une
autre extension naturelle [f ]2 de f s'obtient en modiant son expression formelle, par
rédution du nombre de redondanes des variables x1 et x2, pour obtenir
[f ]2([x1], [x2]) =
1
1 + [x1]/[x2]
+
sin(2 [x1])
2
. (6.2.8)
On obtient [f ]2([−1, 2], [3, 5]) = 11+[−1,2]/[3,5] + sin([−2,4])2 = [0.1, 2]. On onstate don que
[f ]2 ⊂ [f ]1. On peut montrer sur et exemple que [f ]2 est minimale. ⋄
Les intervalles et les pavés onstituent un outil intéressant en vue d'appliations en Au-
tomatique, ar ils fournissent des solutions garanties et permettent de prendre en ompte
de manière impliite d'éventuelles inertitudes sur le système étudié. Cependant, es no-
tions ne sont pas susamment générales pour dérire un ensemble quelonque, qui peut
inlure des unions de sous-ensembles disjoints. On dénit alors le onept de sous-pavage,
qui n'est rien d'autre qu'une union de pavés.
Un sous-pavage de R
n
est une union de pavés disjoints de longeur non nulle [x] de IRn,
e qui signie que leur intersetion deux à deux est vide, sauf éventuellement sur leurs
frontières. Un sous-pavage est utilisé pour approher des ensembles ompats de manière
garantie. Pour tout ensemble ompat X de R
n
, il est possible de trouver deux sous-
pavages X et X, tels que X ⊂ X ⊂ X. La quantité ∆X = X − X est un sous-pavage,
appelé sous-pavage indéterminé, ar ∆X forme un ensemble de veteurs dont on ne sait
pas s'ils sont à l'intérieur ou à l'extérieur de X. Ce sous-pavage est représenté sur la
Figure 6.1. Le sous-pavage aeptable orrespond à X, et elui inaeptable à X.
sous-pavage inaeptable
sous-pavage indéterminé
sous-pavage aeptable
x1
x2
Figure 6.1: Enadrement d'un ensemble ompat solution par deux sous-pavages.
Pour la génération d'un sous-pavage, on utilise l'opération de bissetion.
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Dénition 6.2.7 (Jaulin et al., 2001) Soient [x] = [x1]× . . .× [xn] un pavé, et j tel que
j = min{i : w([xi]) = w([x])}. (6.2.9)
La bissetion du pavé [x] est l'opération qui génère deux pavés L[x] et R[x], dénis par{
L[x]
.
= [x1]× . . .× [xi, m([xi])]× . . .× [xn]
R[x]
.
= [x1]× . . .× [m([xi]),xi]× . . .× [xn] , (6.2.10)
où m([xi]) =
xi+xi
2
est le milieu de [xi].
Les éléments L et R dans (6.2.10) sont des opérateurs de IRn vers IRn, et les deux pavés
L[x] et R[x] sont disjoints.
6.2.2 Propagation de ontraintes
On s'intéresse désormais aux onepts de base de la propagation de ontraintes et des
ontrateurs (Davis, 1987), (Benhamou et al., 1999), (Jaulin et al., 2001).
On onsidère nf relations ou ontraintes ave nx inonnues xi ∈ R, i = 1 à nx, de la forme
fj(x1, . . . , xnx) = 0, j = 1, . . . , nf . (6.2.11)
Chaque variable xi appartient à un intervalle ou à une union d'intervalles [xi]. On dénit
le veteur x = (x1, . . . , xnx)
T
, et le domaine d'appartenane a priori [x] de x, [x] =
[x1]× . . .× [xnx ]. Soit f la fontion dont les oordonnées sont les fj, pour j = 1 à nf . Les
équations (6.2.11) s'érivent f(x) = 0. Cette équation est un problème de vériation de
ontraintes (CSP), noté P, que l'on formule sous la forme
P : (f(x) = 0, x ∈ [x]). (6.2.12)
L'ensemble solution de P est
S = {x ∈ [x] : f(x) = 0}. (6.2.13)
Un tel problème de vériation de ontraintes inlut des ontraintes d'égalité ou d'inégalité.
Contrater P signie remplaer [x] par un plus petit pavé [x′] tel que l'ensemble solution
S reste inhangé, 'est à dire S ⊂ [x′] ⊂ [x] (Figure 6.2).
S ∩ [x]
[x]
C
S
([x])
S
Figure 6.2: Contration du pavé [x].
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Il existe une unique ontration optimale de P, qui substitue à [x] le plus petit pavé on-
tenant S. Un ontrateur de P est un opérateur qui eetue une opération de ontration
de P.
De nombreux ontrateurs ont été proposés dans la littérature. Certains sont des adap-
tations, en termes d'intervalles, d'algorithmes tels que les méthodes de Gauss, de Gauss-
Seidel, ou de Newton (Davis, 1987), (Lhomme, 1993), (Jaulin et al., 2001). On se limite
ii aux ontrateurs basés sur la méthode de propagation des ontraintes, qui a été im-
plémentée dans le solveur Proj2D.
Ces ontrateurs permettent de ontrater le problème de vériation de ontraintes P en
ne prenant en ompte qu'une seule ontrainte parmi les nf qui onstituent P, par exemple
fj(x1, . . . , xnx) = 0.
Si la fontion fj peut se déomposer en une suite d'opérations arithmétiques sur des fon-
tions élémentaires, e qui est le as dans de nombreuses appliations, on déompose ette
ontrainte en une suite de ontraintes primitives, où une ontrainte primitive ne fait appel
qu'à un seul opérateur ou à une seule fontion élémentaire. La méthode qui onsiste à
ontrater P en ontratant haque ontrainte primitive jusqu'à e que le ontrateur soit
ineae, est appelée prinipe de propagation des ontraintes (Davis, 1987), (Jaulin et al.,
2001).
Dénition 6.2.1 (Davis, 1987) Soit S un sous-ensemble de R
n
. L'opérateur C
S
de IR
n
vers IR
n
est un ontrateur pour S s'il vérie
∀[x] ∈ IRn, C
S
([x]) ⊂ [x], [x] ∩ S ⊂ C
S
([x]). (6.2.14)
Un ontrateur est minimal si [x] ∩ S = C
S
([x]).
Le ontrateur développé dans la méthode de propagation des ontraintes fait appel à une
fontion d'inlusion. On utilisera en partiulier l'extension naturelle.
Théorème 6.2.2 (Davis, 1987) Soit f une ontrainte de Rnx vers Rnf . On onsidère
l'ensemble solution S, dérit par (6.2.13), des veteurs x qui satisfont f(x) = 0. On
suppose qu'il existe des fontions gi, pour i = 1 à nx, telles que
f(x) = 0⇐⇒ xi = gi(ix), ∀i ∈ {1, . . . , nx}, (6.2.15)
où
ix = (x1, . . . , xi−1, xi+1, . . . , xnx)
T
.
En notant [gi] une fontion d'inlusion de gi, un ontrateur pour l'ensemble S est
C
S
([xi]) = [xi] ∩ [gi]([ix]), ∀i ∈ {1, . . . , nx}, (6.2.16)
ave [ix] = ([x1], . . . , [xi−1], [xi+1], . . . , [xnx])
T
. En outre, si la fontion gi est ontinue et
si [gi] est minimal, alors le ontrateur (6.2.16) est minimal.
Exemple 6.2.3 Soient l'ensemble S
S = {(x1, x2, x3) ∈ R3 | x3 = x1 + x2}, (6.2.17)
et le pavé [x] = [x1] × [x2] × [x3], ave [x1] = [−1, 2], [x2] = [0, 3] et [x3] = [4, 8]. Pour
(x1, x2, x3) ∈ [x], par appliation du Théorème 6.2.2,
x1 ∈ [x1] ∩ ([x3]− [x2]) = [1, 2]
x2 ∈ [x2] ∩ ([x3]− [x1]) = [2, 3]
x3 ∈ [x3] ∩ ([x1] + [x2]) = [4, 5]
. (6.2.18)
Le pavé obtenu après ontration de [x] par rapport à S est
C
S
([x]) = [1, 2]× [2, 3]× [4, 5]. (6.2.19)
⋄
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6.2.3 Inversion ensembliste
L'opération d'inversion ensembliste onsiste à aluler l'image réiproque d'un pavé par
une fontion ontinue. Une approximation est réalisée par un sous-pavage, dont la taille
des pavés est majorée pour assurer une préision souhaitée. L'inversion ensembliste est
réalisée à travers l'algorithme Sivia (Set Inverter Via Interval Analysis) (Jaulin, 1994),
(Jaulin et al., 2001), (Walter & Jaulin, 1994).
Soient f une fontion ontinue de Rn vers Rm, [y] un pavé de Rm, et [x] un pavé de Rn.
L'algorithme d'inversion ensembliste Sivia approhe par un sous-pavage l'ensemble Sx
Sx = {x ∈ [x] | f(x) ∈ [y]} = [x] ∩ f−1([y]). (6.2.20)
Cette approximation est réalisée par deux sous-pavages S and S, tels que S ⊂ Sx ⊂
S (Figure 6.1). On donne dans le Tableau 6.1 une version réursive de l'algorithme
d'inversion ensembliste. On suppose avoir un ontrateur C
Sx pour l'ensemble Sx dérit
par (6.2.13). Dans le solveur Proj2D, le ontrateur utilisé dans Sivia est basé sur la
propagation de ontraintes. L est une liste de pavés, initialisée omme une liste vide, et
ε est un paramètre arbiraire de préision.
Sivia(entrée: [x], C
Sx , ε; entrée-sortie:L)
1 [x] := C
Sx([x]);
2 si ([x] = ∅) alors n ;
3 si (w([x]) < ε) alors
L := L ∪ {[x]}; n;
4 bissetion de [x] en L([x]) et R([x]);
5 Sivia(L([x]), C
Sx , ε,L); Sivia(R([x]), CSx , ε,L).
Tableau 6.1: Algorithme Sivia pour résoudre un problème d'inversion ensembliste.
L'union de tous les pavés de la liste L qui est rendue par Sivia ontient l'ensemble Sx.
Le sous-pavage ∆S des pavés de S qui ne sont pas dans S est indéterminé, et ses pavés
sont de longueur inférieure à ε. Un pavé [x] est aeptable si [x] ⊂ Sx, inaeptable si
[x] ∩ Sx = ∅, sinon il est indéterminé.
6.3 Appliations
Les résultats présentés dans e paragraphe ont été obtenus ave le solveur Proj2D. Ce
solveur permet de traer l'ensemble solution sous une forme graphique, ave des sous-
pavages olorés pour la distintion de leurs diérentes propriétés. Pour résoudre un prob-
lème de la forme (6.2.13), ave f(x) ∈ [y], pour x ∈ [x], trois lasses de pavés sont
analysées. La première est elle d'un pavé solution ou aeptable, 'est à dire
Xr = {x ∈ [x] : f(x) ∈ [y]}. (6.3.1)
La deuxième lasse est elle des pavés inaeptables où il n'y a auune solution,
Xb = {x ∈ [x] : f(x) ∈/ [y]}, (6.3.2)
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et la dernière est elle des pavés indéterminés, qui ont pour longueur maximale un
paramètre arbitraire de préision ε > 0. Cette aratérisation est susante pour résoudre
un grand nombre de problèmes de ommande, omme on le dérit dans les paragraphes
suivants.
6.3.1 Caratérisation de la stabilité robuste
La aratérisation de la stabilité des systèmes à retards est un problème fréquemment
abordé. Dans la littérature, on distingue deux lasses de ritères de stabilité, selon qu'ils
prennent en omptent ou pas la taille du retard. Le alul par intervalles permet no-
tamment de aratériser la stabilité, qu'elle soit dépendante ou indépendante du retard
(Di Loreto et al., 2004a).
Pour ela, on onsidère le quasi-polynme
f(s) = a0(s) +
m∑
k=1
ak(s)e
−τks, (6.3.3)
où τ0 = 0 < τ1 < . . . < τm, et ak(s), pour k = 0 à m, sont des polynmes réels
a0(s) = s
n +
n−1∑
i=0
a0,is
i,
ak(s) =
n−1∑
i=0
ak,is
i, k = 1, . . . , m.
(6.3.4)
On rappelle que le quasi-polynme (6.3.3) est dit stable si f(s) 6= 0, ∀s ∈ C+. Il est dit
stable de manière indépendante du retard si ette ondition est vériée indépendamment
des retards τk, pour k = 1 à m.
Pour élargir l'étude de la stabilité aux quasi-polynmes qui ne sont pas unitaires, on
onsidère également l'équation
f(s) = sn
(
1 +
m∑
k=1
ak,ne
−sτk
)
+
n−1∑
i=0
a0,is
i +
m∑
k=1
ak(s)e
−τks, (6.3.5)
qui peut être l'équation aratéristique d'un système à retards de type neutre. Ce quasi-
polynme est stable s'il existe α > 0 tel que f(s) 6= 0 pour tout s ∈ C ave Re(s) > −α.
Un grand nombre de résultats a été développé pour l'étude de la stabilité des quasi-
polynmes, et plus généralement pour leur stabilité robuste, lorsque par exemple les o-
eients sont onstants, inertains, et supposés être dans des intervalles fermés dont les
bornes sont onnues. Le alul par intervalles apporte ii des solutions originales. En eet,
l'analyse du lieu des raines d'un quasi-polynme se ramène à un problème d'inversion
ensembliste, qui est résolu ave l'algorithme Sivia.
Notre attention est foalisée sur la stabilité robuste ainsi que sur la ommande robuste
pour des systèmes inertains dérits par des modèles paramétriques, dont les paramètres
sont supposés être dans des intervalles fermés ave des bornes onnues. Considérons dans
un premier temps le lieu des raines d'un quasi-polynme (Di Loreto et al., 2004a).
Problème 6.3.1 Soient f(s) un polynme aratéristique de la forme (6.3.3) ou (6.3.5),
et un pavé X de C. On herhe à résoudre f(s) = 0, pour s ∈ X.
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En érivant s = x + jy, pour x, y ∈ R, l'ensemble X se déompose omme un produit
artésien de pavés réels X = [x] × [y], où x ∈ [x] et y ∈ [y]. Le problème 6.3.1 est
équivalent au problème d'inversion ensembliste
S = {(x, y) ∈ [x]× [y] : f(x+ jy) = 0} = ([x]× [y]) ∩ f−1(0), (6.3.6)
problème qui est résolu ave l'algorithme Sivia dérit dans le Paragraphe 6.2.3. Les ré-
sultats obtenus sont garantis, 'est à dire que l'on peut assurer la présene ou l'absene
de raines du quasi-polynme dans le pavé [x]× [y].
En pratique, le pavé X est inlus dans le demi-plan droit omplexe, et ses dimensions
sont susamment grandes. Pour les systèmes à retard de type retardé, une borne pos-
itive R < ∞ peut être alulée de manière à e que toute raine instable de l'équation
aratéristique soit de module inférieur à R, 'est à dire dans le pavé [0, R] × [−R,R]
(Santos et al., 2003). Il est don possible pour es systèmes de aratériser la stabilité.
Pour les systèmes à retards de type neutre, il est moins évident de onlure, par suite de
la présene de diretions asymptotiques de zéros, qui néessitent des pavés de reherhe
non bornés. Cependant, les informations fournies par l'algorithme Sivia se révèlent dans
de nombreux as susantes.
Un raisonnement similaire existe pour l'analyse de la stabilité robuste. A partir de
l'équation aratéristique (6.3.3) ou (6.3.5), on onsidère le quasi-polynme dont la forme
générale est
g(s, q, τ) =
n∑
i=0
m∑
k=0
qiks
ie−τks, (6.3.7)
où q = (qik) ∈ R(n+1)×(m+1), τ = (τ0, . . . , τm)T , et τ0 = 0 < . . . < τm.
Les oeients qik et les retards τk sont onstants mais inertains, et sont supposés être
dans des intervalles fermés dont les bornes sont onnues, qik ∈ [qik,qik] = [qik], pour i = 0
à n et k = 0 à m, τk ∈ [dk,dk] = [dk], pour k = 0 à m, où [dk] ⊂ IR+, pour k = 0 à m.
On note respetivement
[q] = ([qik]), [d] = ([dk]), (6.3.8)
la matrie des inertitudes paramétriques, pour i = 0 à n et k = 0 à m, et le veteur
d'inertitudes sur les retards, pour k = 0 à m.
La famille des quasi-polynmes
G = {g(s, q, τ) : q ∈ [q], τ ∈ [d]}, s ∈ C, (6.3.9)
est dite stable de manière robuste si pour tout q ∈ [q] et τ ∈ [d],
g(s, q, τ) 6= 0, ∀s ∈ C+. (6.3.10)
Elle est stable de manière robuste, indépendamment du retard si ette ondition est véri-
ée quelque soit τ ∈ Rn+1+ .
Pour résoudre le problème de stabilité robuste, on utilise l'algorithme d'inversion ensem-
bliste pour l'ensemble
S = {(s, q, τ) ∈ [s]× [q]× [d] : g(s, q, τ) = 0} = ([s]× [q]× [d]) ∩ g−1(0), (6.3.11)
où [s] est le pavé de reherhe pour s ∈ C. En pratique, on a [s] = [x] × [y], où [x] et
[y] sont des pavés réels, et on peut ainsi tester l'absene ou la présene de raines dans
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des régions ompates du plan omplexe, en partiulier du demi-plan droit omplexe.
Pour les systèmes à retards de type retardé, on a ainsi une aratérisation de la stabilité
robuste. L'ensemble solution du problème de stabilité robuste peut être projeté dans
le plan paramétrique, où, par exemple, seules les valeurs des oeients q ∈ [q] et des
retards τ ∈ [d] sont reportées. On peut alors analyser les régions paramétriques pour
lesquelles la stabilité robuste est guarantie, et elles pour lesquelles il n'y a pas stabilité
robuste.
Ces méthodes nous permettent d'aborder de façon analogue le problème de stabilisation
ou de stabilisation robuste (Di Loreto et al., 2004a).
Deux limites du alul par intervalles apparaissent dans ette problèmatique. La première
est que le ompensateur stabilisant doit avoir une struture prédénie, e qui néessite
a priori une bonne onnaissane du système. La deuxième est le nombre de paramètres
inertains, dont font partie eux du ompensateur, qui est limité par un ompromis entre
la préision désirée et le temps de alul.
Soit kˆ(s) le transfert d'un ompensateur à déterminer. Ce transfert s'érit sous forme
d'une fration de deux quasi-polynmes, dont les oeients sont notés kil, pour i = 0 à
h et l = 0 à r. L'équation aratéristique en boule fermée g(s, q, τ, k) = 0, est
g(s, q, τ, k) =
∑
i
∑
l
qil(k)s
ie−sτl , (6.3.12)
où q et d sont dénis i-dessus, et [k] est la matrie des paramètres du ompensateur,
telle que k ∈ [k] aratérise la faisabilité du ompensateur. Le problème de stabilisation
robuste est alors équivalent au problème d'inversion ensembliste par rapport à l'ensemble
S = {(s, q, τ, k) ∈ [s]× [q]× [d]× [k] : g(s, q, τ, k) = 0, Re(s) < 0}, (6.3.13)
où les solutions permettent de garantir la stabilisation robuste du système inertain.
On notera que ette méthodologie permet de prendre en ompte les inertitudes sur le
ompensateur.
Exemple 6.3.2 Soit le système (Mori & Kokame, 1989), (Niulesu, 2001),
x˙(t) = −ax(t)− bx(t− τ) (6.3.14)
où a, b, et τ , τ > 0, sont des oeients réels onstants mais inertains, qui sont re-
spetivement dans [−1, 1] × [2, 3] × [0, 0.5]. L'équation aratéristique du système est
s + a + be−sτ = 0. On vérie pour es données numériques, si le système est stable de
manière robuste ou pas. Les solutions sont reportées dans le plan (a, b) sur la Figure 6.3.
La zone blanhe garantit la stabilité robuste pour tout retard τ ∈ [0, 0.5]. La zone grise
ne permet pas de garantir la stabilité robuste, 'est à dire que dans haque pavé gris, il
existe au moins une valeur du triplet (a, b, τ) telle que (6.3.14) est instable. ⋄
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Figure 6.3: Régions de stabilité robuste dans le plan (a, b) de (6.3.14).
6
-
10
−10
0.25−0.46
Im(s)
Re(s)
Figure 6.4: Lieu des raines de l'équation aratéristique assoiée au système (6.3.15), pour
τ ∈ [2, 3].
Exemple 6.3.3 On onsidère le système
x(t) =
3
4
x(t− 1)− 3
4
x(t− τ), (6.3.15)
dont l'équation aratéristique assoiée est f(s) = 1 − 3
4
e−s − 3
4
e−sτ = 0. Si l'on prend
τ = 2, le système (6.3.15) est stable. Si le retard τ est inertain et prend une valeur dans
l'intervalle [d] = [2, 3], le système (6.3.15) devient instable, omme le montre la Figure 6.4.
Supposons désormais que l'on herhe à stabiliser (6.3.15),
x(t) + u(t) =
3
4
x(t− 1)− 3
4
x(t− τ), (6.3.16)
par le biais d'une entrée de ommande u, ave τ ∈ [2, 3]. Pour ela, on hoisit une loi de
ommande de la forme
u(t) = k1x(t) + k2x(t− 1), (6.3.17)
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où les paramètres (k1, k2) ∈ [−5, 5]× [−3, 3] sont à déterminer. Dans le plan paramétrique
(k1, k2), on obtient la Figure 6.5, qui permet d'analyser la zone de stabilisation robuste, à
travers le hoix des deux paramètres k1 et k2. La zone blanhe est une zone de stabilité,
pour tout retard τ ∈ [2, 3], alors que la zone grise ne l'est pas, 'est à dire qu'il existe au
moins une valeur du triplet (k1, k2, τ) telle que le système (6.3.16) et (6.3.17) n'est pas
stable. ⋄
6
-
3
−3
k2
k15−5
•A • B
Figure 6.5: Régions paramétriques en (k1, k2), ave stabilité (zone blanhe), et sans stabilité (zone
grise), pour τ ∈ [2, 3], ave A = (−1.75, 0.75) and B = (−0.25, 0.75).
6.3.2 Appliation à la ommande des systèmes
Considérons maintenant l'appliation du alul par intervalles pour la résolution d'autres
problématiques de ommande, omme par exemple le respet d'un gabarit de perfor-
manes fréquentielles, ou l'atténuation de perturbation.
Notons que les tehniques de alul par intervalles permettent de traer de manière exate,
ave quantiation de l'erreur, les traés fréquentiels d'un transfert donné (Di Loreto et al.,
2004a), (Dao et al., 2004). Ainsi, sur la base de ette analyse fréquentielle, on peut
développer l'étude des performanes et de la robustesse d'un système vis à vis d'entrées
externes. On note S(s, k) la sensibilité d'une fontion de transfert, où k est un veteur
de paramètres, qui inlue les paramètres inertains du système et eux du ompensateur
à déterminer.
Une spéiation de performanes s'exprime sous la forme ‖S(s, k)W1(s)‖H∞ ≤ 1, où
W1(s) est une matrie poids L2-stable onnue. Cette inégalité est un problème de satis-
fation de ontraintes, que l'on résout ave l'algorithme d'inversion ensembliste, sous la
forme
∀ω ∈ Ω, |S(jω, k)W1(jω)| ≤ 1, (6.3.18)
où Ω ⊂ R est un intervalle fréquentiel. Cette problématique se généralise à l'analyse
de la robustesse par l'étude de la sensibilité omplémentaire, omme par exemple pour
l'étude de l'atténuation de perturbation. Soit T (s, k) un transfert en boule fermée entre
une perturbation et une sortie à ontrler. On herhe un ensemble de paramètres [k] du
ompensateur kˆ(s) tel que le système boulé soit stable, et
∀ω ∈ Ω, ∀k ∈ [k], |T (jω, k)| ≤ 1|W (jω)| , (6.3.19)
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où Ω ⊂ R est un intervalle fréquentiel, et W (s) une fontion poids. Pour résoudre e
problème, on prend k dans un pavé de valeurs admissibles onnues [k], et on résout le
problème d'inversion ensembliste
S = {k ∈ [k] : ∀ω ∈ Ω, |T (jω, k)W (jω)| ≤ 1} . (6.3.20)
On hoisit de ette manière les oeients k du ompensateur kˆ(s) qui permettent de
satisfaire les deux objetifs xés. De même, on peut résoudre le problème d'atténuation
optimale de perturbation, qui onsiste à déterminer ko ∈ [k] tel que
sup
ω∈Ω
|T (jω, ko)| = min
k∈[k]
sup
ω∈Ω
|T (jω, k)|. (6.3.21)
Exemple 6.3.4 Soit le transfert
H(s) =
xˆ(s)
wˆ(s)
=
1
s+ ae−sτ + b
, (6.3.22)
où τ = 1, a = b = 1. Ce transfert est stable. On hoisit un ompensateur kˆ(s) de
type proportionnel, uˆ(s) = kxˆ(s), où k ∈ R est à déterminer, de manière à e qu'il y ait
stabilité, et
∀ω ∈ Ω, |T (jω, k)| ≤ ε, (6.3.23)
où Ω = [−1000, 1000], ε = 0.2, et T (s, k) est
T (s, k) =
1
s+ ae−sτ + b− k . (6.3.24)
Pour k ∈ [k] = [−7, 9], par inversion ensembliste, la région blanhe de la Figure 6.6 est
une zone pour laquelle il n'y a pas de solution au problème posé, 'est à dire, étant donné
k ∈ [−4.5, 7], ∀ω ∈ [−4.1, 4.1], |T (jω, k)| > ε.
Dans la zone grise, l'inégalité |T (jω, k)| ≤ ε est vériée. Les solutions k ∈ [k] sont don
inlues dans [−7,−4.5]∪ [7, 9]. L'analyse de la stabilité implique k < −2, don l'ensemble
solution ave stabilité est [−7,−4.5]. Pour déterminer ko ∈ [k] tel que
sup
ω∈Ω
|T (jω, ko)| = min
k∈[k]
sup
ω∈Ω
|T (jω, k)|, (6.3.25)
on résout le problème
S = {(k, γ) ∈ [k]×Υ : ∀ω ∈ Ω, |T (jω, k)| ≤ γ}. (6.3.26)
La solution est reportée sur la Figure 6.7, dans le plan (γ, k), où γ ∈ Υ = [0, 0.5] et
k ∈ [−7, 7]. La zone blanhe (γ, k) est une zone où il n'y pas de solution, 'est à dire qu'il
existe ω ∈ Ω tel que |T (jω, k)| > γ. La zone noire est solution, 'est à dire que ∀ω ∈ Ω,
|T (jω, k)| ≤ γ. En outre, sur la Figure (6.7), on détermine ko dans (6.3.25). En eet,
ko = min
γ∈Υ
{k : ∀ω ∈ Ω, |T (jω, k)| ≤ γ}, (6.3.27)
qui est dans notre as ko = −7, et
sup
ω∈Ω
|T (jω, ko)| = 0.134. (6.3.28)
⋄
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Figure 6.6: Ensemble solution k ∈ [k] de l'Exemple 6.3.4, dans le plan (ω, k). La région blanhe
est environ de dimensions [−4.1, 4.1] × [−4.5, 7].
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Figure 6.7: Ensemble solution de (6.3.26), dans le plan (γ, k).
Pour onlure, dans e hapitre, on s'est intéressé aux tehniques du alul par intervalles
pour l'étude des systèmes à retards, à travers des problèmes de stabilité, stabilisation,
et de ommande plus généralement. Les avantages de es méthodes sont mis en avant,
dont notamment l'obtention de solutions garanties. L'inonvénient majeur du alul par
intervalles réside dans la limite du nombre de paramètres variables qui évoluent dans des
intervalles, par suite de la omplexité exponentielle de l'algorithme de génération d'un
sous-pavage. Pour les exemples de e hapitre, les temps de alul (CPU) vont de 2
seondes à 31 seondes sur Pentium 3.2 Ghz. Mais les temps de alul deviennent trop
longs dès lors que l'on dépasse dix variables.
Partie 3
Commande et optimisation l1L1
C
ette dernière partie est onsarée à la résolution de problèmes de ommande et à
l'optimisation l1-L1 pour les systèmes à retards.
Le Chapitre 7 traite des problèmes de rejet ou d'atténuation de perturbation, et de pour-
suite de modèle. En utilisant les résultats du Chapitre 5, le problème de rejet exat ou
asymptotique de perturbation est formulé et résolu. Puis, un problème d'atténuation de
perturbation est résolu pour les systèmes à retard sur l'entrée de ommande, en utilisant
des onditions géométriques onstrutives. Le problème de rejet de perturbation est en-
suite généralisé au problème de poursuite de modèle. Des onditions struturelles sont
dérites pour la poursuite exate de modèle. On s'intéresse alors à un problème de pour-
suite de modèle où l'erreur est à réponse impulsionnelle nie.
Dans le Chapitre 8, on s'intéresse à la ommande optimale au sens l1 et L1 dans le as des
systèmes arrés de rang plein. Pour l'optimisation l1, les résultats de (Dahleh & Pearson,
1987a) sont reportés, et une nouvelle approhe pour la résolution de e problème est pro-
posée. Cette approhe est basée sur des outils polynomiaux. Enn, pour l'optimisation
L1, à partir de la synthèse d'une solution optimale développée par (Dahleh & Pearson,
1987b), on s'intéresse à son extension pour les systèmes à retards, et son lien ave le
problème de poursuite de modèle résolu dans le Paragraphe 7.5.2.
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Chapitre 7
Problèmes de ommande
7.1 Objetifs et appliations
De nombreux problèmes de ommande peuvent se formuler sous la forme d'un rejet de per-
turbation qui onsiste à annuler, de manière exate ou asymptotique, l'inuene d'entrées
externes non désirées sur le système, par l'ation d'un ompensateur. Ce problème se
révèle aussi être un as partiulier du problème de poursuite de modèle, 'est à dire la
détermination d'un ompensateur, an que le système boulé se omporte omme un
modèle, dont on souhaite s'approprier les bonnes propriétés.
Pour la résolution de es problèmes, nous avons besoin des résultats tehniques que ré-
sument les trois lemmes suivants. Pour eux-i, plaçons nous sur l'anneau des frations
propres et stables des pseudo-polynmes. Cet anneau est inlus dans l'algèbre de onvo-
lution A, et nous avons vu, dans le Chapitre 5, qu'il est bien adapté pour l'étude de la
stabilisation des systèmes à retards.
Lemme 7.1.1 Soient A, B, et C ∈ M(P) des matries propres et stables sur E , telles
que det(B) 6= 0, det(B) soit unitaire en s, B et C soient premières à gauhe entre elles.
Alors AB−1C ∈M(P) si et seulement si AB−1 ∈M(P).
Preuve. Si AB−1 ∈M(P), alors pour toute matrie C ∈M(P), AB−1C ∈M(P).
Réiproquement, supposons AB−1C ∈ M(P), et (B,C) premières à gauhe. Il existe
X, Y ∈M(P) telles que
X +B−1CY = B−1,
soit, en multipliant ette équation à gauhe par A, on a AX + AB−1CY = AB−1. Par
hypothèse, le membre de gauhe est propre et stable, don AB−1 ∈M(P). 
Lemme 7.1.2 Soient A, B ∈ M(P) possédant le même nombre de lignes. On note r le
rang de A, αi ses fateurs invariants, pour i = 1 à r, et S sa forme de Smith. Il existe
don U et V unimodulaires sur M(P), telles que
S = UAV =
(
diag(α1, . . . , αr) 0
0 0
)
.
Alors, il existe W ∈M(P) telle que AW = B si et seulement si
(i) Pour i = 1 à r, αi divise la i
e`me
ligne de UB.
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(ii) Les autres lignes (si elles existent) de UB sont nulles.
Preuve. Ave les notations introduites, on a A = U−1SV −1. Ainsi, il existe W ∈ M(P)
telle que AW = B si et seulement si il existe W ′ ∈ M(P) telle que SW ′ = UB, d'où les
onditions (i) et (ii). 
Le troisième lemme est vérié sur tout anneau ommutatif (Gustafson, 1979).
Lemme 7.1.3 Soient A, B ∈ M(P) possédant le même nombre de lignes. Il existe
W ∈ M(P) telle que AW = B, si et seulement si il existe une matrie unimodulaire
U ∈M(P) telle que (
A B
)
=
(
A 0
)
U. (7.1.1)
Preuve. S'il existe W ∈M(P) telle que AW = B, alors
(
A B
)
= A
(
I W
)
=
(
A 0
)(I W
0 I
)
, (7.1.2)
qui est de la forme souhaitée.
Réiproquement, s'il existe une matrie unimodulaire U telle que
(
A B
)
=
(
A 0
)
U ,
alors, en déomposant U par blos, on obtient
(
A B
)
=
(
A 0
)
U =
(
A 0
)(U11 U12
U21 U22
)
, (7.1.3)
e qui implique en partiulier B = AU12. 
Ave es résultats tehniques, on est en mesure désormais de résoudre les problèmes de
rejet de perturbation et de poursuite de modèle.
7.2 Asservissement et régulation
Un problème d'asservissement peut se formuler de la façon suivante. Etant donné un signal
de référene quelonque, on herhe à déterminer un ompensateur tel que le système
boulé soit stable de manière interne, et tel que la sortie du système boulé onverge
asymptotiquement vers ette référene.
Dans ette optique, on introduit les notations suivantes. Soient P ∈ R(s, e−θs)p×m un
système donné, (Np, Dp) et (D˜p, N˜p) des fatorisations premières propres et stables sur
E , respetivement à droite et à gauhe de P , R ∈ R(s, e−θs)p×q un modèle d'un signal de
référene noté r, et (D˜r, N˜r) une fatorisation première propre et stable à gauhe sur E
de R.
On dénit le problème d'asservissement omme suit.
Problème 7.2.1 Soient P ∈ R(s, e−θs)p×m, R ∈ R(s, e−θs)p×q. Le problème de poursuite
d'un signal de référene r, omme dérit sur la Figure 7.1, onsiste à déterminer un
ompensateur C ∈ R(s, e−θs)m×p, tel que le système boulé soit stable, et tel que la
matrie de transfert entre v et e = r − y, soit propre et stable sur E . On note e l'erreur
de poursuite de référene.
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Figure 7.1: Poursuite d'un signal de référene pour un système boulé.
Ce problème est équivalent à déterminer un ompensateur C ∈ S(P ), tel que le transfert
entre v et e soit propre et stable. En d'autres termes, d'après (5.2.9), le Problème 7.2.1
est équivalent à déterminer C ∈ S(P ), tel que
(I + PC)−1D˜−1r N˜r ∈M(P). (7.2.1)
Une ondition néessaire et susante pour que le Problème 7.2.1 ait une solution est
obtenue en utilisant les résultats du Paragraphe 5.2.2.
Théorème 7.2.2 Le problème de poursuite d'un signal de référene admet une solution
si et seulement si, en notant (D˜c, N˜c) une fatorisation première propre et stable à gauhe
sur E de C vériant N˜cNp + D˜cDp = I, il existe W ∈M(P) telle que
NpN˜c +WD˜r = I, (7.2.2)
autrement dit, si et seulement si (N˜c, D˜r) sont des matries propres et stables, premières
entre elles à droite.
Preuve. D'après le Corollaire 5.2.4, tout ompensateur C stabilisant de manière interne
P admet une fatorisation première propre et stable à gauhe (D˜c, N˜c), telle que N˜cNp +
D˜cDp = I. En utilisant (5.2.12), la matrie de transfert entre r et e = r − y s'érit sous
la forme I − NpN˜c. La matrie de transfert entre v et e est don (I − NpN˜c)D˜−1r N˜r.
D'après (7.2.1), ette matrie est propre et stable si et seulement si
(I −NpN˜c)D˜−1r N˜r ∈M(P),
e qui est équivalent, en utilisant le Lemme 7.1.1, à
(I −NpN˜c)D˜−1r ∈M(P).
Or, ette ondition est équivalente à l'existene d'une matrie W ∈M(P) telle que
I −NpN˜c =WD˜−1r ,
d'où le résultat. 
Le problème de poursuite d'un signal de référene admet une solution si et seulement si
les matries N˜c et D˜r sont premières à droite entre elles. Cette ondition est, en d'autres
termes, une équation linéaire d'inonnue W , qui peut être vériée ave les Lemmes 7.1.2
et 7.1.3. Par exemple, le problème de poursuite d'un signal de référene a une solution si
et seulement si il existe une matrie unimodulaire U ∈M(P) telle que(
D˜r
I −NpN˜c
)
= U
(
D˜r
0
)
.
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En utilisant la paramétrisation de tous les ompensateurs stabilisants (5.2.13), il est possi-
ble de paramétrer tout ompensateur solution du Problème 7.2.1, ar la Condition (7.2.2)
est équivalente à l'existene de W ∈M(P), telle que
NpX +WD˜r +NpRD˜p = I,
pour X et Y solutions de XNp+Y Dp = I, et pour tout R ∈M(P) tel que det(Y −RN˜p)
ne soit pas identiquement nul.
Si pour la résolution du Problème 7.2.1, un ompensateur à deux paramètres est utilisé, on
obtient le shéma de la Figure 7.2, ave les notations introduites dans le Paragraphe 5.2.3.
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Figure 7.2: Poursuite de référene pour un système boulé par un ompensateur à deux
paramètres.
En utilisant le Lemme 5.2.11 et (5.2.21), on obtient le théorème suivant.
Théorème 7.2.3 Le problème de poursuite d'un signal de référene admet une solution
sous forme d'un ompensateur à deux paramètres, si et seulement si, N˜c2Np + D˜cDp = I,
et il existe W ∈M(P) telle que
NpN˜c1 +WD˜r = I, (7.2.3)
autrement dit, si et seulement si (N˜c1, D˜r) sont des matries propres et stables, premières
entre elles à droite.
L'intérêt d'utiliser un ompensateur à deux paramètres apparaît alors lairement, ar la
synthèse des blos N˜c1, et (D˜c, N˜c2) est indépendante. Le premier blo N˜c1 permet, sous
l'hypothèse que (7.2.3) soit satisfaite, de résoudre le problème de poursuite d'un signal
de référene, alors que le deuxième blo (D˜c, N˜c2) permet la stabilisation du système en
boule fermée.
Dans la suite de e paragraphe, on va généraliser les résultats obtenus sur la poursuite
d'un signal de référene, en prenant en ompte des inertitudes paramétriques sur le
système P (s, e−θs). Ces résultats ont d'abord été énonés dans le adre des systèmes
linéaires, en utilisant des fatorisations sur l'anneau des frations propres et stables de
R[s] (Morse, 1976b), (Desoer et al., 1980), (Sugie & Yoshikawa, 1986), et la topologie des
graphes (Vidyasagar, 1984). Leur extension à l'anneau P des frations propres et stables
de E est rendu possible par le fait que E est un anneau de Bézout, et que la forme de
Smith d'une matrie pseudo-polynomiale existe, et est unique.
En reprenant les notations du Paragraphe 5.2.4 et le shéma de la Figure 7.1, on herhe
à déterminer un ompensateur C ∈ S(P ), tel que le problème de poursuite d'un signal
de référene admette une solution, et tel qu'une solution existe à e problème pour tout
système susamment prohe de P , au sens de la norme H∞. Ce problème se formalise
de la manière suivante.
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Problème 7.2.4 Soient P ∈ R(s, e−θs)p×m, R ∈ R(s, e−θs)p×q, (Np, Dp) et (D˜r, N˜r) des
fatorisations premières propres et stables à droite et à gauhe, respetivement de P et
R. Le problème de poursuite robuste d'un signal de référene r, omme dérit sur la
Figure 7.1, onsiste à déterminer un ompensateur C ∈ R(s, e−θs)m×p qui vérie les trois
propriétés suivantes:
(i) Le système boulé est stable.
(ii) La matrie de transfert entre v et e = r − y est propre et stable sur E .
(iii) Les onditions (i) et (ii) restent satisfaites pour tout système P∆ = (Np+∆N)(Dp+
∆D)−1, tel qu'il existe δ ≥ 0, et ∥∥∥∥(∆N∆D
)∥∥∥∥
H∞
< δ. (7.2.4)
La solution du problème de poursuite robuste d'un signal de référene est donnée par le
résultat suivant.
Théorème 7.2.5 Soient C ∈ S(P ), (Np, Dp) une fatorisation première propre et stable
à droite de P , (D˜r, N˜r) une fatorisation première propre et stable à gauhe de R, et
βr le plus grand fateur invariant de D˜r. Alors, le ompensateur C est une solution du
Problème 7.2.4, si et seulement si les matries Np et βrI sont premières à gauhe entre
elles, 'est à dire, si et seulement si il existe X, Y ∈M(P) telles que
NpX + βrY = I. (7.2.5)
Une démonstration de e théorème est proposée pour les frations propres et stables de
R[s] dans (Sugie & Vidyasagar, 1989) ou (Vidyasagar, 1985). Celle-i s'étend au as des
frations propres et stables de E . Elle se base sur le fait qu'un ompensateur C, dont
(Nc, Dc) est une fatorisation première, est solution du Problème 7.2.4 si et seulement si
βr divise toutes les omposantes de Dc, 'est à dire β
−1
r Dc ∈ M(P). Tout ompensateur
C, solution de e problème, s'érit sous la forme
C = β−1r C˜, pour C˜ ∈ S(P/βr), (7.2.6)
et est représenté shématiquement sur la Figure 7.3.
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Figure 7.3: Compensateur solution du problème de poursuite robuste d'un signal de référene.
Pour tout ompensateur C˜ stabilisant β−1r P , le ompensateur C = β
−1
r C˜ est solution du
Problème 7.2.4. On retrouve, en présene d'inertitudes paramétriques sur le système P ,
le prinipe du modèle interne, an d'assurer une régulation asymptotique de l'erreur de
suivi de poursuite e (Franis & Wonham, 1975), (Wonham, 1985), (Franis & Vidyasagar,
1983). Ce prinipe stipule en eet la néessité d'introduire une opie du modèle du signal
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r dans le transfert de boule, an de garantir une bonne robustesse de l'asservissement,
e qui est réalisé dans notre as par l'introdution du terme βr dans la synthèse du
ompensateur.
Notons enn que la Condition (7.2.5) est susante pour garantir l'existene d'une solution
aux Théorèmes 7.2.2 ou 7.2.3. En eet, si (7.2.5) est satisfaite pour X, Y ∈M(P), alors
NpN˜c +WD˜r = I,
ave N˜c = X, et W = Y βrD˜
−1
r , qui est une matrie propre et stable, ar par onstrution
βrD˜
−1
r ∈M(P).
7.3 Rejet asymptotique de perturbation
Le rejet de perturbation onsiste à annuler, de manière asymptotique, l'inuene d'entrées
externes non désirées, sur la sortie d'un système. Ces perturbations peuvent modéliser
les défauts tehnologiques d'ationneurs ou apteurs, ou des entrées externes non désirées
ou non maîtrisées sur le système.
Globalement, toute perturbation, notée d, peut se modéliser omme un signal additif sur
l'entrée ou sur la sortie d'un système.
Dans e adre, on onsidère un système P ∈ R(s, e−θs)p×m, dont une fatorisation pre-
mière propre et stable à droite est notée (Np, Dp), et un modèle de perturbation T ∈
M(R(s, e−θs)), dont une fatorisation première propre et stable à gauhe est notée (D˜t, N˜t).
Notons bien que T (s, e−θs) peut être stable ou instable.
On dénit le problème de rejet de perturbation omme suit.
Problème 7.3.1
(i) Le problème de rejet de perturbation additive en sortie, omme dérit sur la Fig-
ure 7.4, onsiste à déterminer un ompensateur C ∈ R(s, e−θs)m×p, tel que le système
boulé soit stable, et tel que la matrie de transfert entre d et y, soit un élément de
M(P).
(ii) Le problème de rejet de perturbation additive en entrée, omme dérit sur la Fig-
ure 7.5, onsiste à déterminer un ompensateur C ∈ R(s, e−θs)m×p, tel que le système
boulé soit stable, et tel que la matrie de transfert entre d et y, soit un élément de
M(P).
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Figure 7.4: Rejet de perturbation additive en sortie, pour un système boulé.
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Figure 7.5: Rejet de perturbation additive en entrée, pour un système boulé.
D'un point de vue mathématique, pour un ompensateur à un paramètre, le problème
du rejet de perturbation additive en sortie est équivalent au problème de poursuite d'un
signal de référene résolu dans le Paragraphe 7.2, ar la matrie de transfert entre d et y
sur la Figure 7.4 est égale à la matrie de transfert entre r et e sur la Figure 7.1.
La résolution du problème de rejet de perturbation additive en entrée est immédiate.
Théorème 7.3.2 Soient C ∈ S(P ), (D˜c, N˜c) une fatorisation première propre et stable
à gauhe de C telle que N˜cNp + D˜cDp = I.
Le problème de rejet de perturbation en entrée admet une solution si et seulement si il
existe V ∈M(P) telle que
NpD˜c = V D˜t. (7.3.1)
Preuve. La stabilité interne du système boulé est vériée par le fait que C ∈ S(P ).
Le transfert entre d et y s'érit sous la forme NpD˜c, 'est à dire que le transfert en boule
fermée entre w et y est NpD˜cD˜
−1
t N˜t. Par dénition, le rejet de perturbation additive en
entrée a une solution, si et seulement siNpD˜cD˜
−1
t N˜t ∈M(P). En utilisant le Lemme 7.1.1,
ette ondition est équivalente à NpD˜cD˜
−1
t ∈M(P). Autrement dit, il existe W ∈M(P),
telle que NpD˜c =WD˜t, d'où le résultat. 
Remarque 7.3.3 Sur ertains systèmes, on préfère dénir le rejet de perturbation addi-
tive en sortie par le fait que la matrie de transfert entre w et y2, sur la Figure 7.4, est un
élément de M(P). Dans e as, e rejet est soluble si et seulement s'il existe W ∈M(P)
telle que NpN˜c =WD˜t.
Si on utilise un ompensateur à deux paramètres pour stabiliser le système P et pour
rejeter une perturbation additive en sortie, on a le shéma de ommande de la Figure 7.6.
Dans le as d'une perturbation en entrée, on obtient la Condition (7.3.1), 'est à dire que
seul le dénominateur du ompensateur permet de rejeter une perturbation en entrée.
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Figure 7.6: Rejet de perturbation additive en sortie d'un système boulé par un ompensateur
à deux paramètres.
Théorème 7.3.4 Soient C ∈ S2(P ), (D˜c, (N˜c1 N˜c2) une fatorisation première propre
et stable à gauhe de C, telle que N˜c2Np + D˜cDp = I.
(i) Le problème de rejet de perturbation en sortie admet une solution si et seulement
si il existe W ∈M(P) telle que
NpN˜c2 +WD˜t = I. (7.3.2)
(ii) Le problème de rejet de perturbation en entrée admet une solution si et seulement
si il existe V ∈M(P) telle que
NpD˜c = V D˜t. (7.3.3)
Preuve. La stabilité interne du système boulé est vériée par le fait que C ∈ S2(P ).
Pour une perturbation additive en entrée du système P , le transfert entre w et y est
NpD˜cD˜
−1
t N˜t, d'où (7.3.4).
Pour une perturbation additive en sortie du système P , la matrie de transfert entre w
et y est (I − NpN˜c2)D˜−1t N˜t. D'après le Lemme 7.1.1, le rejet est soluble si et seulement
si (I −NpN˜c2)D˜−1t ∈ M(P), 'est à dire, si et seulement si il existe W ∈ M(P), telle que
NpN˜c2 +WD˜t = I. 
On remarquera les rles symétriques des blos N˜c1 et N˜c2 dans les problèmes de poursuite
de référene et de rejet de perturbation en sortie, à travers respetivement les Condi-
tions (7.2.3) et (7.3.2).
Un as partiulier du Problème 7.3.1 est elui du rejet exat de perturbation. Dans e
as, le transfert du système boulé entre d et y est identiquement nul. Cependant, si
le système présente un retard pur en boule ouverte sur l'entrée de ommande, le rejet
exate de perturbation. On se propose dans le prohain paragraphe d'étudier e as par-
tiulier des systèmes à entrée présentant un retard pur. On dénit alors, non pas un rejet
exat, mais un problème d'atténuation optimale au sens de la norme L∞-induite, qui sera
approfondi ultérieurement, dans le Chapitre 8.
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7.4 Atténuation optimale de perturbation: Un as par-
tiulier
On résout ii le problème d'atténuation de perturbation pour les systèmes linéaires, mul-
tivariables, à retard sur l'entrée. Ce problème a été abordé dans de nombreux travaux,
dont on peut iter par exemple (Zhong, 2003a), (Zhong, 2003b), (Mirkin & Zhong, 2003).
(Mirkin & Raskin, 2003) ont montré que tout ompensateur stabilisant un tel système
possède une struture du type observateur, préditeur, et retour d'état.
En outre, ette struture de ommande permet de poser le problème initial de ommande
en termes d'un système sans retard (Manitius & Olbrot, 1979), (Artstein, 1982), (Zhong,
2003b), pour lequel une solution peut être failement expliitée (Di Loreto et al., 2005b),
(Di Loreto et al., 2005a).
On onsidère le système à retard (Σ),
x˙(t) = Ax(t) +Bu(t− h) + Ew(t)
y(t) = Cx(t)
z(t) = Gx(t)
, (7.4.1)
où x(t) ∈ Rn est l'état instantané, u(t) ∈ Rm est l'entrée de ommande, w(t) ∈ Rd est une
perturbation inonnue, h ∈ R+ est le retard onnu, y(t) ∈ Rp est la mesure, z(t) ∈ Rc est
la sortie à ontrler, et les matries A, B, E, C et G sont à oeients réels. On suppose
que la perturbation w n'est pas mesurée, qu'elle est bornée, w ∈ L∞, et que les paires
(A,B) et (C,A) sont respetivement stabilisable et détetable.
Le problème onsiste à faire la synthèse d'une loi de ommande dynamique qui garantisse
une atténuation optimale de l'eet de la perturbation w sur la sortie z, dans le sens de la
norme L∞-induite.
Le ompensateur utilisé est déomposé en deux parties. La première est une partie
d'observation-prédition. A partir de la mesure de la sortie y(t), l'état à l'instant t est
estimé, et une prédition à l'instant (t + h) est faite sur la base de ette estimation.
La deuxième partie est un retour statique de l'état prédit. Pour la partie observation-
prédition, l'estimée xo(t) de l'état x(t) de (7.4.1) à l'instant t ≥ 0 est dérite par
x˙o(t) = Axo(t) +Bu(t− h)− L(y(t)− Cxo(t)), (7.4.2)
où L ∈ Rn×p est tel que (A+ LC) soit stable.
A partir de l'estimée xo(t), et sans prendre en ompte l'inuene de la perturbation qui
est inonnue, la prédition xp(t) de x(t+ h) s'érit
xp(t) = e
Ahxo(t) +
∫ t
t−h
eA(t−τ)Bu(τ) dτ . (7.4.3)
La loi de ommande par retour d'état est onstruite à partir de ette prédition xp(t),
u(t) = Fxp(t) + v(t), (7.4.4)
ave F ∈ Rm×n tel que (A + BF ) soit stable, et v une entrée externe du système.
L'observateur-préditeur (Σc), dérit par (7.4.2) et (7.4.3), et le retour statique dérit
par (7.4.4) onduisent à la onstrution du ompensateur de la Figure 7.7. Cette stru-
ture inlut une loi de ommande distribuée.
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Figure 7.7: Système boulé.
Pour le système (7.4.1) boulé par le ompensateur (7.4.2), (7.4.3) et (7.4.4), on note
Twz(s) la matrie de transfert en boule fermée entre la perturbation et la sortie à ontrler.
On herhe à déterminer des matries F et L qui minimisent la norme L∞-induite de
Twz(s). Autrement dit, il s'agit de déterminer F and L telles que la norme
‖Twz‖L∞L∞ △= sup
w∈L∞−{0}
‖z‖L∞
‖w‖L∞
(7.4.5)
soit minimale. On donne dans un premier temps une borne inférieure de ‖Twz‖L∞L∞ .
Puis, des onditions géométriques sont établies pour aratériser si ette borne optimale
est atteinte ou pas, par le hoix des matries F et L. Si une telle solution n'existe pas,
d'autres onditions géométriques sont données pour dérire si ette borne inférieure peut
être approhée ave une préision arbitraire. Sans perte de généralité, on peut prendre
v = 0 dans (7.4.4). Le lemme suivant est une déomposition partiulière de Twz(s), et est
à la base du raisonnement qui suit. Pour ela, on note ΨP (s) = (sI − P )−1 pour toute
matrie arrée P ∈M(R).
Lemme 7.4.1 Soient le système (7.4.1), et le ompensateur (7.4.2), (7.4.3) et (7.4.4). La
matrie de transfert en boule fermée entre w et z s'érit
Twz(s) = T1(s) + e
−shT2(s), (7.4.6)
où
T1(s) = G(sI − A)−1(I − e−sheAh)E,
T2(s) = G(sI − A− BF )−1
[
I − BFΨA+L˜C˜(s)
]
eAhE,
L˜ = eAhL, C˜ = Ce−Ah, et ΨA+L˜C˜(s) = (sI − A− L˜C˜)−1.
Preuve. On note
ϕ(t) =
∫ t
t−h
eA(t−θ)Ew(θ) dθ, (7.4.7)
et on pose
eo(t) = x(t)− xo(t),
ep(t) = x(t)− xp(t− h),
qui sont respetivement les veteurs d'erreurs d'estimation et de prédition. On obtient
e˙o(t) = (A + LC)eo(t) + Ew(t),
ep(t) = e
Aheo(t− h) + ϕ(t).
En boule fermée, la prédition xp(t) est régie par une équation diérentielle ordinaire
x˙p(t) = (A+BF )xp(t)− eAhLCeo(t).
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Puisque x(t) = ep(t) + xp(t− h), l'état x(t) à l'instant t s'érit
x(t) = eAheo(t− h) + ϕ(t) + xp(t− h).
Par transformée de Laplae, xˆ(s) = ϕˆ(s) + e−sh(eAheˆo(s) + xˆp(s)). Ave ϕˆ(s) = (sI −
A)−1(I − eAhe−sh)Ewˆ(s), on obtient diretement
T1(s)wˆ(s) = Gϕˆ(s).
De plus,
T2(s) = Ge
Aheˆo(s) +Gxˆp(s)
= GeAhΨA+LC(s)E −GΨA+BF (s)eAhLCΨA+LC(s)E
= GΨA+BF (s)
[
I −BFΨA+L˜C˜(s)
]
eAhE,
où L˜ = eAhL et C˜ = Ce−Ah. 
Remarque 7.4.2 Dans la déomposition (7.4.6), la matrie T1(s) est indépendante de
toute ation de ommande, que e soit le retour de prédition F ou l'injetion de sortie
L. 2
Dans ette même déomposition, la matrie de transfert T2(s) est elle d'un système sans
retard. En eet, il sut de onsidérer le système (Σ2) ξ˙(t) = Aξ(t) +Bu(t) + e
AhEw(t)
y2(t) = Ce
−Ahξ(t)
z2(t) = Gξ(t)
, (7.4.8)
et le ompensateur dynamique (Σc,2){
ζ˙(t) = Aζ(t) +Bu(t) + L˜(C˜ζ(t)− y2(t))
u(t) = Fζ(t)
, (7.4.9)
où L˜ = eAhL, C˜ = Ce−Ah, et ζ est une estimée de ξ. Il est immédiat de vérier que la
matrie de transfert entre w et z2 est préisement T2(s).
Lemme 7.4.3 La matrie de transfert T2(s) dans (7.4.6) est la matrie de transfert du
système sans retard (Σ2) dans (7.4.8), boulé par le ompensateur (Σc,2) dans (7.4.9).
Le problème d'atténuation de perturbation par retour de sortie peut désormais être étudié
à partir du système linéaire sans retard (7.4.8) boulé par (7.4.9). On est ramené à un
problème lassique d'atténuation de perturbation pour des systèmes sans retard.
Dérivons maintenant de manière plus préise la relation entre les propriétés du système
(Σ) dans (7.4.1) et de (Σ2). Pour ela, on note γ(t) la réponse impulsionnelle de Twz(s),
'est à dire Twz(s) = γˆ(s), γ1(t) et γ2(t) elles respetivement de T1(s) et e
−shT2(s). La
déomposition de la matrie de transfert entrée-sortie Twz(s), établie dans le Lemme 7.4.1,
s'interprète dans le domaine temporel omme suit.
Lemme 7.4.4 Soit Twz(s) = γˆ(s) la matrie de transfert en boule fermée entre w et z.
Alors,
γ(t) = γ1(t) + γ2(t), (7.4.10)
où γ1 et γ2 sont des fontions généralisées à supports disjoints, respetivement [0, h] et
[h,∞[. Sous l'hypothèse que (A+BF ) et (A+ LC) sont stables, alors ‖γ‖A <∞, et
‖γ‖A = ‖γ1‖A + ‖γ2‖A. (7.4.11)
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Preuve Dans (7.4.6), la matrie de transfert T1(s) = GΨA(s)(I − e−sheAh)E admet une
réponse impulsionnelle nie γ1(t) telle que
γ1(t) =
{
GeAtE , t ∈ [0, h]
0 , t > h
, (7.4.12)
qui appartient à Lc×dp , pour tout p, 1 ≤ p ≤ ∞. En partiulier, γ1 ∈ A. La réponse
impulsionnelle γ2(t) de e
−shT2(s) est à support dans [h,∞[. Sous l'hypothèse que les paires
(A,B) et (C,A) sont respetivement stabilisable et détetable, les matries (A + BF )
et (A + LC) sont stables, et γ2 ∈ A. Puisque γ1 et γ2 sont à supports disjoints, la
déomposition de la norme (7.4.11) suit. 
Remarque 7.4.5 La partie inompressible de l'eet de la perturbation, γ1(t) ou de
manière équivalente T1(s), ne peut pas être modiée en prenant un ompensateur dy-
namique plus général que (7.4.2), (7.4.3), et (7.4.4). En eet, notons(
zˆ
yˆ
)
=
(
G11(s) G12(s)
G21(s) G22(s)
)(
wˆ
uˆ
)
la matrie de transfert en boule ouverte de (Σ). Les matries G12(s) et G22(s) s'érivent
sous la forme G12(s) = e
−shG12(s) et G22(s) = e−shG22(s), où G11, G21, G12 et G22 sont
des matries rationnelles propres en s. Pour toute ompensation dynamique de matrie
de transfert F (s), on obtient le transfert boulé entre w et z
Twz(s) = G11(s) + e
−shG12(s)X(s)G21(s), (7.4.13)
où X(s) = [I−F (s)G22(s)]−1F (s). Ainsi, en déomposant de manière unique le transfert
en boule ouverte entre w to z, G11(s) = G˜11(s)+e
−shG11(s), où G˜11 est la transformée de
Laplae d'une réponse impulsionnelle nie à support dans [0, h], et G11(s) est une matrie
de frations propres en s. Il s'ensuit que
Twz(s) = G˜11(s) + e
−sh(G11(s) +G12(s)X(s)G21(s)). (7.4.14)
Ainsi, Twz(s) se déompose omme dans (7.4.6), et la norme de G˜11 est égale à elle de
γ1(t), ar
G˜11(s) = G(sI − A)−1(I − e−(sI−A)h)E.
2
On peut aluler ‖γ1‖A à partir de la onnaissane de A, E, et G, par intégration
de (7.4.12). Cette norme donne une borne inférieure pour le transfert en boule fermée
entre la perturbation w et la sortie z,
‖Twz‖L∞L∞ ≥ ‖γ1‖A. (7.4.15)
D'après le Lemme 7.4.4, le terme ‖γ1‖A étant inompressible, le problème d'atténuation
optimale sur (7.4.1) est équivalent à minimiser le seond terme ‖γ2‖A.
Dans la suite de e paragraphe, on s'intéresse au as où ette borne inférieure est optimale,
'est à dire
inf
F,L
‖Twz‖L∞L∞ = ‖γ1‖A. (7.4.16)
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Deux as sont analysés. Le premier, lorsque ette borne optimale est atteinte, et le
deuxième, lorsque l'atténuation de perturbation est arbitrairement prohe de la borne
optimale (7.4.15).
En utilisant le Lemme 7.4.4 et (7.4.11), le problème d'atténuation optimale de perturba-
tion est équivalent à déterminer F et L tels que la matrie de transfert entre w et z2, pour
le système (Σ2), soit nulle.
Pour ei, on utilise les outils de l'approhe géométrique, qui permettent de résoudre e
problème de manière synthétique et élégante. En outre, le système étant sans retard, on
retrouve les propriétés géométriques que l'on perd si on analyse le système initial omme
un système abstrait.
On rappelle que V∗A,B(KerG) est le plus grand sous-espae (A,B)-invariant ontenu dans
KerG, et S∗C,A(ImB) est le plus petit sous-espae (C,A)-invariant ontenant ImB. A tout
appliation linéaire restreinte à un sous-espae, on assoie un spetre; Ce sous-espae est
dit stabilisant si le spetre assoié est stable. On note V∗g,A,B(KerG) et S∗g,A,B(KerG), pour
respetivement le plus grand sous-espae stabilisant (A,B)-invariant ontenu dans KerG,
et le plus petit sous-espae stabilisant (C,A)-invariant ontenant ImB. Ces sous-espaes
se alulent par le biais d'algorithmes itératifs qui onvergent en un nombre ni d'étapes.
Voir par exemple (Basile & Marro, 1992), ou (Camart, 2000) pour une implémentation
numérique de es algorithmes.
An de résoudre le problème d'atténuation optimale de perturbation, on applique les ré-
sultats lassiques de l'approhe géométrique pour les systèmes sur un orps. On obtient
le résultat qui suit.
Théorème 7.4.6 (Di Loreto et al., 2005a)
(i) Il existe F et L tels que T2(s) = 0 dans (7.4.6) si et seulement si
S∗
C˜,A
(Im(eAhE)) ⊂ V∗A,B(KerG). (7.4.17)
(ii) Il existe F et L tels que le système boulé soit stable de manière interne et T2(s) = 0
si et seulement si
S∗
g,C˜,A
(Im(eAhE)) ⊂ V∗g,A,B(KerG). (7.4.18)
Preuve. Ce théorème est une onséquene direte des Lemmes 7.4.1 et 7.4.4. Le problème
d'atténuation optimale de perturbation a une solution exate, dans le sens où la borne
minimale est atteinte, ‖Tzw‖Aˆ = ‖T1‖Aˆ, si et seulement si T2(s) = 0. Cela vient de la
déomposition (7.4.11).
Le problème est don équivalent à un problème de rejet de perturbation par retour de
sortie sur (Σ2). Les onditions (i) et (ii) sont une onséquene direte des résultats de
(Shumaher, 1980) et (Willems & Commault, 1981). 
Le Théorème 7.4.6 donne une ondition néessaire et susante pour un rejet exat d'une
perturbation sur (Σ2) par retour de sortie, et éventuellement ave stabilité interne. Sous
ette ondition, on obtient pour le système (7.4.1),
min
F,L
‖Tzw‖L∞L∞ = ‖T1‖L∞L∞ = ‖γ1‖A. (7.4.19)
En général, seule l'inégalité
inf
F,L
‖Tzw‖L∞L∞ ≥ ‖T1‖L∞L∞
110 Problèmes de ommande
est garantie.
On peut obtenir l'égalité i-dessus en utilisant le onept de presque invariane et des
sous-espaes assoiés (Willems, 1980), (Willems, 1982), (Trentelman, 1985), qui généralise
l'analyse préédente. On onsidère alors le problème de presque rejet par retour de sortie
sur (Σ2), 'est à dire que l'on désire obtenir une réponse impulsionnelle γ2(t) du transfert
entre w et z2 tel que
∀ε > 0, ∃F : ‖γ2‖A ≤ ε,
soit ∀ε > 0, ‖z2‖L∞ ≤ ǫ‖w‖L∞ . En appliquant les résultats de (Weiland & Willems, 1989)
et (Willems, 1982) sur le système (Σ2), on a la ondition néessaire et susante qui suit,
pour laquelle ‖T1‖Aˆ est la borne optimale du problème d'atténuation de perturbation.
Théorème 7.4.7 (Di Loreto et al., 2005a)
(i) Il existe F et L tels que
inf
F,L
‖Tzw‖Aˆ = ‖T1‖Aˆ,
si et seulement si
Im(eAhE) ⊂ V∗A,B(KerG) + S∗G,A(ImB)
V∗
A,e−AhE
(Ker(Ce−Ah)) ∩ S∗
Ce−Ah,A
(Im(eAhE)) ⊂ Ker(G)
. (7.4.20)
Dans e as, pour tout ε > 0, il existe F et L tels que ‖T2‖Aˆ < ε.
(ii) Il existe F et L tels que le système en boule fermée soit stable de manière interne,
et
inf
F,L
‖Tzw‖Aˆ = ‖T1‖Aˆ ,
si et seulement si
Im(eAhE) ⊂ V∗b,g
S∗b,g ⊂ V∗b,g ∩Ker(G) , (7.4.21)
où
V∗b,g = V∗g,A,B(KerG) + S∗G,A(ImB) ,
S∗b,g = V∗A,e−AhE(Ker(Ce−Ah)) ∩ S∗g,Ce−Ah,A(Im(eAhE)) .
Dans e as, pour tout ε > 0, il existe F et L tels que ‖T2‖Aˆ < ε, ave T2(s) stable.
Preuve. Ce résultat est obtenu à partir de (7.4.11) et (Willems, 1982) pour (i), et à
partir de (Weiland & Willems, 1989) pour (ii). 
Toutes les onditions dérites dans les Théorèmes 7.4.6 et 7.4.7 peuvent être vériées
numériquement par le alul des sous-espaes invariants à travers leurs respetifs algo-
rithmes.
Cette problématique a mis en évidene que pour une lasse élémentaire de systèmes à re-
tards, le rejet exat de perturbation n'admet pas de solution. Pour généraliser e propos,
on s'intéresse au problème de poursuite de modèle, qui généralise le préédent. Des on-
ditions algébriques sont dérites an de savoir si une poursuite exate de modèle admet
une solution, ou admet une solution approximative au sens de la réponse impulsionnelle
nie. Ces propos sont détaillés dans le prohain paragraphe.
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7.5.1 Poursuite exate de modèle
An de généraliser le problème de rejet de perturbation, on s'intéresse au problème de
poursuite exate de modèle, qui est un problème idéalisé. Il onsiste à faire suivre à un
système, un modèle dont on souhaite s'approprier les bonnes propriétés, à travers l'ation
d'une préompensation. La formulation du problème de poursuite est faite en termes de
ommande en boule ouverte.
Pour les systèmes linéaires qui se représentent sous la forme de frations rationnelles sur
R(s), e problème a été résolu dès les années 70. On peut iter par exemple (Morse,
1973) pour une approhe par représentation d'état, (Ozguler & Eldem, 1985) par une ap-
prohe algébrique, qui passe par la résolution d'une équation matriielle sur un anneau,
ou (Malabre & Ku£era, 1984) par une approhe géométrique, en s'appuyant sur les pro-
priétés de struture à l'inni. Pour les systèmes à retards et les systèmes 2-D, qui sont
des frations de polynmes 2-D, on peut iter (ebek, 1988), (Malabre & Rabah, 1993),
(Loiseau & Brethé, 1997), (Piard et al., 1998), ou (Rabah & Malabre, 1999). Pour les
systèmes dénis sur R(s), une préompensation, qui est propre par rapport à s, est équiv-
alente à l'ation d'un ompensateur en boule fermée, par retour d'état. Pour les sys-
tèmes à retards, ette onlusion est moins évidente. (Piard et al., 1997) ont répondu
à ette question en utilisant des retours, statique ou dynamique, d'état ou de sortie, qui
généralisent les résultats de (Hautus & Heymann, 1978). On se limite dans e paragraphe
à étudier les onditions d'existene d'une solution propre et stable, sans aborder la ques-
tion de sa réalisation par boulage.
Soient T (s, e−θs) et Tm(s, e−θs) deux matries de transfert propres et stables sur E . On
herhe à déterminer un préompensateur R(s, e−θs), propre et stable sur E , tel que
Tm(s, e
−θs) = T (s, e−θs)R(s, e−θs). (7.5.1)
La solution est une onséquene direte du Lemme 7.1.3.
Théorème 7.5.1 Le problème de poursuite exate de modèle a une solution si et seule-
ment si il existe U ∈M(P) telle que(
T Tm
)
=
(
T 0
)
U. (7.5.2)
Si T (s, e−θs) ∈ M(P) est injetif, la solution, si elle existe, est unique. Si T (s, e−θs) est
surjetif, ette solution n'est plus unique. En eet, dans e as, l'ensemble
K(T ) = {K(s, e−θs) ∈ M(P) : T (s, e−θs)K(s, e−θs) = 0} (7.5.3)
est non vide. Par onséquent, si R(s, e−θs) est une solution, le préompensateur
R′(s, e−θs) = R(s, e−θs) +K(s, e−θs), ∀K(s, e−θs) ∈ K(T ), (7.5.4)
est aussi solution au problème de poursuite exate de modèle. Pour le as plus général
d'un système ni injetif, ni surjetif, supposons que T (s, e−θs) soit de rang r et, sans perte
de généralité, que la matrie T1(s, e
−θs) onstituée des r premières lignes de T (s, e−θs) soit
surjetive. On note Tm1(s, e
−θs) la matrie onstituée des r premières lignes de Tm(s, e−θs).
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En déomposant par blos un préompensateur R(s, e−θs) solution du problème de pour-
suite exate de modèle, on a
Tm =
(
Tm1
Tm2
)
=
(
T1 0
0 0
)(
R1
R2
)
=
(
T1R1
0
)
. (7.5.5)
Ainsi, le problème de poursuite exate de modèle est soluble si et seulement si Tm2 = 0
et le problème de poursuite exate de modèle entre Tm1 et T1 admet une solution. On est
alors ramené au as préédent, ave une matrie surjetive.
Une généralisation de (7.5.1) onsiste à résoudre sur l'anneau des frations propres et
stables de E , l'équation
Tm(s, e
−θs) = T1(s, e−θs)R(s, e−θs)T2(s, e−θs), (7.5.6)
où Tm, T1 et T2 ∈M(P).
Cependant, (7.5.6) revient à résoudre une équation de la forme (7.5.1). En eet, pour des
matries quelonques A = (aij), i = 1, . . . , m, j = 1, . . . , n, et B dénies sur un anneau
ommutatif, le produit de Kroneker ⊗ de A par B est déni par,
A⊗B =
a11B · · · a1nB..
.
.
.
.
am1B · · · amnB
 , (7.5.7)
et on introduit le veteur de A omme la onaténation de ses olonnes,
vec(A) =
(
a11 · · · am1 · · · a1n · · · amn
)T
. (7.5.8)
En remarquant que vec(A+B) = vec(A)+vec(B), et vec(AXB) = (BT⊗A)vec(X), toute
équation de la forme AXB + CYD = E, où es matries sont de dimensions adéquates,
X et Y étant les inonnues, s'érit de manière équivalente sous la forme Fx = y, où
F =
(
BT ⊗ A DT ⊗ C) , x = (vec(X)
vec(Y )
)
, y = vec(E). (7.5.9)
Ainsi, en adaptant ette remarque, (7.5.6) s'érit sous la forme T˜m = T˜ R˜, ave
T˜m = vec(Tm), R˜ = vec(R), T˜ = T
T
2 ⊗ T1, (7.5.10)
qui est de la forme (7.5.1). On ne fera don pas de onsidération supplémentaire sur
la résolution de ette lasse de problèmes. Pour de plus amples détails, on pourra par
exemple se reporter à (Ozguler & Eldem, 1985) pour le as des frations sur R(s).
Exemple 7.5.2 Le problème de rejet exat de perturbation du Paragraphe 7.2 est un
as partiulier d'un problème de poursuite de modèle. En eet, soit G =
(
G11 G12
G21 G22
)
le transfert entre
(
d
u
)
et
(
z
y
)
, où d est une perturbation, u l'entrée de ommande, y la
mesure, et z la sortie à ontrler.
On note un ompensateur F (s, e−θs) = F +M(sI −K)−1L.
En boule fermée, uˆ = F (G21dˆ+G22uˆ), de manière à obtenir le transfert entre d et z
G11 +G12(I − FG22)−1FG21.
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Or, sur le shéma de poursuite de modèle de la Figure 7.8, le transfert entre d et e = z′−z
s'érit
E = G11 +G12XG21.
Le problème est don le même, ar X = (I − FG22)−1F est équivalent à F = X(I +
G22X)
−1
. ⋄
- - - -
-
l
6
-G21 X G12
G11
d
z′
z e
+
−
Figure 7.8: Problème de poursuite exate de modèle, équivalent au problème de rejet exat de
perturbation.
La Condition (7.5.2) n'est pas expliite. Il s'agit de vérier une équation matriielle
linéaire. Pour obtenir des onditions plus expliites, il sut d'analyser le transfert
T (s, e−θs) omme une fration de quasi-polynmes. On fatorise les transferts, T = ND−1,
et Tm = NmD
−1
m , où N , D, Nm et Dm sont dans R[s, e
−θs]. Les paires (N,D) et (Nm, Dm)
sont supposées, sans perte de généralité, 2-D premières entre elles.
On utilise alors la déomposition (2.2.4), an d'érire N(s, e−θs) = N˜(s, e−θs)Nu(s, e−θs),
et Nm(s, e
−θs) = N˜m(s, e−θs)Nmu(s, e−θs), où Nu et Nmu sont des quasi-polynmes uni-
taires, et N˜ et N˜m n'ont auun fateur non trivial unitaire.
An d'obtenir une solution à (7.5.1) qui soit réalisable sur R[e−θs] et stable, on a la
ondition struturelle qui suit.
Théorème 7.5.3 (Loiseau & Brethé, 1997) Il existe une solution réalisable surR[e−θs] au
problème de poursuite exate de modèle (7.5.1) si et seulement si les onditions suivantes
sont satisfaites.
(i) degs(D)− degs(N) ≤ degs(Dm)− degs(Nm),
(ii) N˜(s, e−θs) divise sans reste N˜m(s, e−θs),
(iii) La partie instable de N(s, e−θs) divise sans reste la partie instable de Nm(s, e−θs).
Si l'on utilise désormais la fatorisation (2.2.2), on a N(s, e−θs) = N˜(s, e−θs)Np(s, e−θs) et
Nm(s, e
−θs) = N˜m(s, e−θs)Nmp(s, e−θs), où Np(s, e−θs) et Nmp(s, e−θs) sont à terme prini-
pal, alors qu'auun fateur non trivial de N˜(s, e−θs) et N˜m(s, e−θs) n'est à terme prinipal.
On obtient la ondition struturelle suivante, pour un préompensateur réalisable par un
système à retards de type neutre.
Théorème 7.5.4 (Loiseau & Brethé, 1997) Il existe une solution réalisable surRp(e
θs) au
problème de poursuite exate de modèle (7.5.1) si et seulement si les onditions suivantes
sont satisfaites.
(i) degs(D)− degs(N) ≤ degs(Dm)− degs(Nm),
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(ii) degeθs(D)− degeθs(N) ≤ degeθs(Dm)− degeθs(Nm),
(iii) N˜(s, e−θs) divise sans reste N˜m(s, e−θs),
(iv) La partie instable de N(s, e−θs) divise sans reste la partie instable de Nm(s, e−θs).
Ce résultat s'étend de manière naturelle à la réalisation sur G + R[e−θs]. La ondition
(iii) du Théorème 7.5.4 revient à déterminer un polynme 2-D Y (s, z) ∈ R[s, z] tel que
N˜(s, z)Y (s, z) = N˜m(s, z). (7.5.11)
Pour résoudre ette équation, on peut utiliser l'algorithme dérit dans (Van der Waerden,
1930). Pour ela, on érit
N˜(s, z) =
l∑
i=0
Nis
i, N˜m(s, z) =
k∑
i=0
Nmis
i, (7.5.12)
où Ni, Nmi ∈ R[z], pour respetivement i = 0 à l, et i = 0 à k. Néessairement, k ≥ l, et
on érit don Y (s, z) sous la forme
Y (s, z) =
k−l∑
i=0
Yis
i, (7.5.13)
où les oeients Yi ∈ R[z] sont obtenus en identiant termes à termes les puissanes
suessives de s des deux membres de l'égalité. On résout don l'équation matriielle
Ŷ (z)N̂(z) = N̂m(z), (7.5.14)
ave
Ŷ (z) =
[
Y0 Y1 · · · Yk−l
]
,
N̂(z) =
 N0 · · · Nl 0. .
.
.
.
.
0 N0 · · · Nl
 ,
et
N̂m(z) =
[
Nm0 Nm1 · · · Nmk
]
.
Exemple 7.5.5 Soient
T (s) =
(1 + e−s)(s− 1)
s+ 2
, Tm(s) =
(1− e−2s)(s− 3)
s+ 1
. (7.5.15)
Pour e système, la poursuite exate de modèle n'a pas de solution, ar la ondition (iii)
du Théorème 7.5.3 n'est pas satisfaite.
De même, pour
T (s) =
s e−s + 1
s + 2
, Tm(s) =
e−s
s+ 1
, (7.5.16)
le problème de poursuite exate de modèle n'a pas de solution, ar la ondition (ii) des
Théorèmes 7.5.3 et 7.5.4 n'est pas vériée. ⋄
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Les systèmes pour lesquels les onditions d'existene d'une solution au problème de pour-
suite exate de modèle ne sont pas satisfaites, apparaissent naturellement pour les sys-
tèmes à retards. Les onditions de réalisation induisent alors à dénir un nouveau prob-
lème de poursuite de modèle. L'erreur de poursuite est ii non nulle. Pour les systèmes
linéaires, des poursuites approximatives de modèle ont été proposées. On peut par exem-
ple iter (Emre & Silverman, 1980), (Martinez Garia et al., 1995), (Ku£era et al., 1997)
pour les systèmes à temps disret, ou l'erreur de poursuite de modèle est nulle sur un hori-
zon temporel ni, ou (Ku£era, 1991), (Ku£era & ebek, 1984), (Zhao & Kimura, 1986),
(Leden, 1976) pour la ommande en temps ni, où l'erreur de poursuite s'annule en un
temps ni. Pour les systèmes à retards, on doit prendre en ompte les onditions de
réalisation. Cela nous a onduit à dénir le problème de poursuite de modèle à réponse
impulsionnelle nie. L'erreur de poursuite de modèle est dans e as à réponse impulsion-
nelle nie. Ainsi, pour tout entrée bornée, la sortie reste bornée. En général, elle ne tend
pas asymptotiquement vers zéro, mais on peut ontrler son amplitude an de satisfaire
des ontraintes tehnologiques. Ce hoix a été motivé par l'optimisation l1-L1, que l'on
abordera dans le Chapitre 8.
7.5.2 Poursuite de modèle à réponse impulsionnelle nie
Le problème de poursuite exate de modèle est un problème idéalisé, et par onséquent
diile à satisfaire. Dans le adre des systèmes à temps disret, des extensions de ette
problématique ont été proposées à partir de la ommande à temps ni (Ku£era, 1991),
ou pour des systèmes à réponse impulsionnelle nie (Ku£era & Kraus, 1995). L'erreur de
poursuite de modèle est à réponse impulsionnelle nie, et on appelle elui-i problème de
poursuite de modèle à réponse impulsionnelle nie. L'intérêt d'obtenir une telle erreur de
poursuite vient d'une part de l'optimisation L1 (Dahleh & Pearson, 1987b), où la solution
optimale est à réponse impulsionnelle nie. D'autre part, la ommande des systèmes à
retard sur l'entrée onduit à ette lasse d'erreur de poursuite (Di Loreto et al., 2005a),
(Di Loreto et al., 2005b), omme ela a été montré dans le Paragraphe 7.4. Enn, il s'agit
de poser un problème approximatif, pour lequel une erreur non asymptotiquement nulle
est tolérée.
On va résoudre le problème de poursuite de modèle à réponse impulsionnelle nie pour
les systèmes linéaires à retards, dans le as monovariable. Une paramétrisation des pré-
ompensateurs qui résolvent le problème est dérite, et une proédure onstrutive pour
leur alul est donnée.
Soient un transfert modèle Tm(s, e
−θs) propre et stable sur E , et T (s, e−θs) une fration
rationnelle propre et stable sur E . On a
T (s, e−θs) = N(s, e−θs)D−1(s, e−θs), Tm(s, e−θs) = Nm(s, e−θs)D−1m (s, e
−θs), (7.5.17)
où N,Nm, D,Dm ∈ E , et D, Dm sont unitaires. On suppose sans perte de généralité que
les paires (N,D) et (Nm, Dm) sont premières entre elles sur E .
Le problème de poursuite à réponse impulsionnelle nie onsiste à déterminer un préom-
pensateur R(s, e−θs), réalisable sur R[e−θs], tel que l'erreur de poursuite
E(s, e−θs) = Tm(s, e−θs)− T (s, e−θs)R(s, e−θs) (7.5.18)
soit la transformée de Laplae d'une distribution à support nie, faisant appel à un nombre
ni de dérivateurs, et de retards pontuels et distribués.
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A partir de (2.3.8), tout pseudo-polynme P (s, e−θs) est la transformée de Laplae d'une
distribution de la forme
P (t) = G(t) +
k∑
i=0
r∑
j=0
αijδ
(i)(t− jθ), ∀t ≥ 0, (7.5.19)
où αij ∈ R, pour i = 0 à k et j = 0 à r, et δ(i)(t) est la ie`me dérivée d'un Dira.
On peut don reformuler le problème de poursuite de modèle à réponse impulsionnelle
nie omme suit. Il s'agit de déterminer un préompensateur R(s, e−θs) réalisable sur
R[e−θs], tel que
E(s, e−θs) = Tm(s, e−θs)− T (s, e−θs)R(s, e−θs) ∈ E . (7.5.20)
Pour résoudre e problème, on introduit l'ensemble
R = {R ∈ Rp(s, e−θs) : E = Tm − TR ∈ E} , (7.5.21)
où Rp(s, e
−θs) est l'anneau des frations rationnelles propres sur R[e−θs], en aord ave
la Dénition 2.4.1.
An de aratériser l'ensemble R par une paramétrisation, une proédure onstrutive
pour le alul d'un élément R(s, e−θs) ∈ R est proposée. Puis, à partir de e alul, tous
les préompensateurs qui appartiennent à R seront paramétrés.
On suppose dans la suite que N(s, e−θs) 6= 0 presque partout. Ave (2.2.4), on déompose
le numérateur N(s, e−θs) = N(s, e−θs)Nu(s, e−θs), où Nu est unitaire, alors qu'auun fa-
teur non trivial de N n'est unitaire. Si N et Dm ne sont pas premiers entre eux, il existe
un pseudo-polynme unitaire V (s, e−θs) ∈ E tel que N = N˜V , où Dm et N˜ sont premiers.
On voit qu'il existe X, Y ∈ E , satisfaisant l'identité de Bézout
X(s, e−θs)N˜(s, e−θs) + Y (s, e−θs)Dm(s, e−θs) = I. (7.5.22)
Puisque Dm(s, e
−θs) est unitaire, la division de X(s, e−θs)Nm(s, e−θs) par Dm(s, e−θs) est
bien dénie. Il existe Q(s, e−θs), P (s, e−θs) ∈ E , ave deg(P ) < deg(Dm), tels que
X(s, e−θs)Nm(s, e−θs) = Q(s, e−θs)Dm(s, e−θs) + P (s, e−θs). (7.5.23)
Remarque 7.5.1 Comme ela a déjà été remarqué à la suite du Corollaire 2.3.6, le
reste P (s, e−θs) ∈ E de la division (7.5.23) n'est pas unique. Par exemple, pour tout
Z(s, e−θs) ∈ E , ave deg(Z) < 0, on a
XNm = (Q− Z)Dm + P + ZDm = Q′Dm + P ′, (7.5.24)
où Q′ = Q− Z et P ′ = P + ZDm sont des pseudo-polynmes, tels que
deg(P ′) ≤ max{deg(P ), deg(Z) + deg(Dm)} < deg(Dm). (7.5.25)
Ainsi, le degré du reste P (s, e−θs) est arbitraire, 'est à dire que pour tout k ∈ Z, il existe
Q,P ∈ E tels que deg(P ) < k et XNm = QDm + P . 2
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En multipliant (7.5.22) par Nm(s, e
−θs), et en utilisant (7.5.23), on obtient une déompo-
sition du transfert modèle Tm(s, e
−θs) sous la forme
Tm = Y Nm + N˜Q+ N˜PD
−1
m . (7.5.26)
Considérons alors le préompensateur
R(s, e−θs) = D(s, e−θs)N−1u (s, e
−θs)V −1(s, e−θs)P (s, e−θs)D−1m (s, e
−θs). (7.5.27)
Son dénominateur est unitaire, ar Nu, V et Dm sont unitaires. Ave la liberté sur le
degré de P (s, e−θs) qui a été dérite dans la Remarque 7.5.1, on peut prendre
deg(P ) ≤ deg(Dm) + deg(Nu) + deg(V )− deg(D), (7.5.28)
de manière à e que R(s, e−θs) soit propre sur R[e−θs].
En utilisant (7.5.26), l'équation de poursuite E = Tm − TR, ave R dérit par (7.5.27),
s'érit
E = Tm − TR = Y Nm + N˜Q+ N˜PD−1m − TR
= Y Nm + N˜Q.
Ainsi, l'erreur de poursuite de modèle E(s, e−θs) est un élément de E . Le préompen-
sateur (7.5.27) est don un élément de l'ensemble R, déni par (7.5.21). A partir de la
onstrution de et élément, on peut paramétrer tous les éléments de R. De même, toutes
les erreurs de poursuite pseuso-polynomiales s'en déduisent.
Théorème 7.5.2 (Di Loreto, 2006) L'ensemble R est paramétré par
R = {R = DN−1u V −1PD−1m +DN−1u V −1W, W ∈ E} , (7.5.29)
où P est dérit par (7.5.23). L'ensemble T des erreurs de poursuite E ∈ E est
T =
{
E = Y Nm + N˜(Q−W ), W ∈ E
}
, (7.5.30)
où Y et Q sont dérits respetivement par (7.5.22) et (7.5.23).
Illustrons e résulat sur deux exemples.
Exemple 7.5.3 Soient
T (s, e−s) =
e−s
s + 1
, Tm(s, e
−s) =
1
s+ 2
. (7.5.31)
On fatorise T (s, e−s) = N(s, e−s)D−1(s, e−s), où N = N˜Nu, N,D ∈ E , et
N˜(s, e−s) = e−s, Nu(s, e−s) = 1, D(s, e−s) = s+ 1. (7.5.32)
De même, Tm(s, e
−s) = Nm(s, e−s)D−1m (s, e
−s), ave Nm(s, e−s) = 1 et Dm(s, e−s) = s+2.
Les pseudo-polynmes N˜(s, e−s) et Dm(s, e−s) sont premiers entre eux, de manière à e
qu'ils vérient XN˜ + Y Dm = 1, où
X(s, e−s) = e−2, Y (s, e−s) =
1− e−(s+2)
s+ 2
. (7.5.33)
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La division (7.5.23) de XNm par Dm donne XNm = QDm + P , ave par exemple Q = 0
et P = e−2. Un tel reste satisfait la ondition de degré (7.5.28).
Le préompensateur (7.5.27), qui est solution, s'érit
R(s, e−s) = e−2
s+ 1
s+ 2
. (7.5.34)
L'erreur de poursuite de modèle orrespondante, E = Tm − TR, est
E(s, e−s) =
1− e−(s+2)
s+ 2
, (7.5.35)
et est par onséquent un élément de G. La transformée de Laplae inverse de E(s, e−s)
est la réponse impulsionnelle nie e−2t pour t ∈ [0, 2], et nulle ailleurs. ⋄
Exemple 7.5.4 Soient
T (s, e−s) =
s e−s + 1
s + 2
, Tm(s, e
−s) =
e−s
s+ 1
. (7.5.36)
On a N˜(s, e−s) = s e−s + 1, Nu(s, e−s) = 1, D(s, e−s) = s + 2, Nm(s, e−s) = e−s, et
Dm(s, e
−s) = s + 1. Les pseudo-polynmes N˜ et Dm sont premiers entre eux, et XN˜ +
Y Dm = 1, ave
X(s, e−s) =
e−1
1− e−1 , Y (s, e
−s) =
1
1− e−1
1 + s e−(s+1)
s + 1
. (7.5.37)
La division (7.5.23), XNm = QDm+P , induit Q = 0 et P = − e−11−e−1 e−s. Un préompen-
sateur, solution au problème, est dérit par (7.5.27), soit
R(s, e−s) =
e−(s+1)
e−1 − 1
s+ 2
s+ 1
. (7.5.38)
L'erreur de poursuite de modèle est égale à
E(s, e−s) =
e−s
1− e−1
(
e−(s+1) +
1− e−(s+1)
s+ 1
)
, (7.5.39)
et qui appartient à E . Il s'agit d'une transformée de Laplae d'une fontion généralisée à
support dans l'intervalle [1, 2]. ⋄
Dans e qui préède, le problème de poursuite de modèle à réponse impulsionnelle nie a
été résolu sans prendre en ompte la stabilité de la préompensation. Cette ondition est
ependant fondamentale pour une implémentation d'un tel shéma de ommande. Pour
la synthèse d'une préompensation stable R(s, e−θs) qui résout le problème de poursuite
à réponse impulsionnelle nie, l'analyse se porte sur les zéros instables du numérateur
N(s, e−θs). Plus préisement, on déompose le pseudo-polynme N(s, e−θs) sous la forme
N(s, e−θs) = N˜(s, e−θs)Nus(s, e−θs), (7.5.40)
où Nus(s, e
−θs) n'a que des fateurs unitaires et stables, alors que N˜(s, e−θs) n'a que des
fateurs qui sont non unitaires ou instables.
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A partir de ette fatorisation, la proédure dérite préédemment s'applique étape par
étape, an d'obtenir un préompensateur de la forme
R(s, e−θs) = D(s, e−θs)N−1us (s, e
−θs)P (s, e−θs)D−1m (s, e
−θs), (7.5.41)
qui résout le problème de poursuite à réponse impulsionnelle nie ave stabilité, ar
Nus(s, e
−θs) est stable. L'ensemble R est alors paramétré omme dans le Théorème 7.5.2.
Pour tout système monovariable, non identiquement nul, on a montré que le problème de
poursuite de modèle à réponse impulsionnelle nie admet toujours une solution réalisable
et stable. Dans le as multivariable des systèmes arrés et de rang plein, la méthodologie
dérite dans e paragraphe se généralise sans diulté.
Pour les systèmes plus généraux de rang r quelonque, on peut supposer sans perte de
généralité que la matrie T1 des r premières lignes de T est de rang plein. En déom-
posant (7.5.18) sous forme de blos ave des notations évidentes, on a(
E1
E2
)
=
(
Tm1
Tm2
)
−
(
T1 0
0 0
)(
R1
R2
)
=
(
Tm1 − T1R1
Tm2
)
. (7.5.42)
On se ramène alors à l'étude de la poursuite de modèle E1 = Tm1 − T1R1, 'est à dire à
elle du as monovariable dérite préedemment. On a don le résultat qui suit.
Théorème 7.5.5 Le problème de poursuite de modèle à réponse impulsionnelle nie a
une solution si et seulement si
(i) Tm2(s, e
−θs) est à réponse impulsionnelle nie,
(ii) T1(s, e
−θs) 6= 0, presque partout, pour s ∈ C.
Dans e hapitre, on s'est intéressé à des problèmes lassiques de ommande, omme le
rejet de perturbation ou la poursuite de modèle. Il est montré que l'anneau des fra-
tions propres et stables des pseudo-polynmes est un outil bien adapté. Un problème
d'atténuation optimale de perturbation est résolue pour les systèmes linéaires à retard
sur l'entrée. La solution optimale est à réponse impulsionnelle nie. Cette struture
partiulière d'une solution a ensuite été généralisée au problème de poursuite de modèle,
pour des systèmes à retards quelonques.
Le problème de poursuite de modèle à réponse impulsionnelle nie présente un intérêt en
ommande optimale au sens L1, qui est l'objet du prohain hapitre.
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Chapitre 8
Optimisation l1-L1
O
n aborde dans e dernier hapitre de ette thèse la ommande optimale au sens l∞-
induit ou l1 pour les systèmes à temps disret, et au sens L∞-induit ou L1 pour les
systèmes à temps ontinu.
On s'intéresse dans un premier temps aux systèmes à temps disret, ave appliation
aux systèmes régis par des équations aux diérenes. La prinipale ontribution de ette
partie est de proposer une méthodologie duale de elle dérite dans (Dahleh & Pearson,
1987a) pour les systèmes arrés et de rang plein, en s'appuyant sur les outils polynomi-
aux (Di Loreto et al., 2006b), (Di Loreto et al., 2006). Elle onduit à un problème de
programmation linéaire, omme ela a été dérit par (Dahleh & Pearson, 1987a), mais
elle permet de aluler la solution optimale dans un ertain nombre de as sans avoir à
le résoudre. En outre, elle établit un lien ave d'autres problèmes de ommande, omme
l'optimisation H∞, ou la ommande en temps ni.
Dans un deuxième temps, on abordera le as des systèmes à retards à temps ontinu, en
ommençant par le as partiulier des systèmes ave un retard sur l'entrée. Notre ontri-
bution a été de aratériser la struture de la solution optimale en utilisant les résultats
de (Dahleh & Pearson, 1987b), et de faire le lien ave le problème de poursuite de modèle
à réponse impulsionnelle nie.
Dans la suite de e hapitre, on ne onsidère que des systèmes multivariables arrés et
de rang plein qui n'ont auun zéro, sur le erle unité pour le temps disret, ou sur l'axe
imaginaire pour le temps ontinu.
La ommande optimale onsiste à déterminer une solution à un problème qui minimise ou
maximise un ritère, temporel ou fréquentiel. Elle se révèle fondamentale pour améliorer
les performanes et la robustesse des lois de ommande, notamment à travers l'analyse de
la sensibilité et de la sensibilité omplémentaire (Zames, 1981), (Zames & Franis, 1983),
(Franis & Zames, 1984), (Staans, 1993).
Plusieurs lasses sont distinguées selon la nature du ritère à minimiser. Les deux prini-
pales lasses sont elles de l'optimisationH2 et de l'optimisationH∞. Pour la première, il
s'agit de minimiser la norme H2 d'un transfert, ou en utilisant (3.1.42), la norme L2L∞-
induite d'un transfert. On peut se référer à (Doyle et al., 1989b), (Anderson & Moore,
1989), (Ku£era, 1991), (Ku£era, 1996), (Zhou et al., 1996), (Saberi et al., 1996), pour
une résolution de e problème dans le as des systèmes linéaires stationnaires, et à
(Hunt et al., 1994), (Ku£era, 1999) pour un approfondissement sur les méthodes poly-
nomiales appliquées à l'optimisation H2, ainsi que leurs liens ave les méthodes de plae-
ment de ples. Quant à l'optimisation H∞, il s'agit de minimiser la norme L2-induite
d'un transfert. Cette lasse de problèmes possède une interprétation graphique en terme
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de distane dans le domaine fréquentiel. On peut iter, pour une introdution sur
e sujet, (Franis et al., 1984), (Franis, 1987), (Doyle et al., 1990), (Iglesias & Glover,
1991), (Kwakernaak, 1996), ou plus réemment (Sherer, 1990). Pour les systèmes à re-
tards, la littérature est tout aussi abondante, ave omme appliations les problèmes
de stabilisation (Niulesu, 1998), de synthèse d'observateurs (Choi & Chung, 1997),
(Fattouh et al., 1999), (Fattouh, 2000), ou de ommande des systèmes à entrées ou sor-
ties retardées (Nagpal & Ravi, 1997), (Meinsma & Zwart, 2000), (Kojima & Ishijima,
2001), (Mirkin & Tadmor, 2002), (Zhong, 2003b), ou (Moelja & Meinsma, 2005) pour
l'optimisation H2 dédiée à es systèmes.
Une troisième lasse importante en ommande optimale est l'optimisation l1 ou L1, selon
que l'on travaille respetivement en temps disret ou en temps ontinu. Elle onsiste à
minimiser la norme l∞ ou L∞-induite d'un transfert, e qui revient à minimiser, pour
une entrée d'amplitude bornée, l'amplitude maximale de la sortie d'un système. Parmi
les travaux sur e sujet, on peut iter (Vidyasagar, 1986), (Dahleh & Pearson, 1987a),
(Dahleh & Pearson, 1987b), ave omme appliation, par exemple, l'atténuation optimale
d'une entrée non désirée sur une sortie (Dahleh & Pearson, 1988a), (Dahleh & Pearson,
1988b).
Ave es méthodologies, ou des méthodologies mixtes (Doyle et al., 1989a), (Bu & Sznaier,
2000), (Salapaka & Dahleh, 2000), on résout des problèmes d'optimisation onvexe, de
dimension innie ou nie, pour lesquels il existe des tehniques numériques puissantes.
On pourra se référer à (Dantzig, 1963), (Bellman & Kalaba, 1965), (Rokafellar, 1970),
(Stoer & Witzgall, 1970), (Luenberger, 1984), (Boyd & Vandenberghe, 2004), pour l'opti-
misation onvexe et la résolution de problèmes linéaires ou non linéaires, et à (Boyd et al.,
1994), (Young & Dahleh, 1997), (Ukovih & Blanhini, 1993), (Dahleh & Diaz-Bobillo,
1995), en vue d'appliations.
8.1 Systèmes à temps disret: Le as des systèmes aux
diérenes
Le problème d'optimisation l1 est formulé de la manière suivante.
Etant données deux frations rationnelles stables Tm et T ∈ lˆ1, peut on déterminer un
préompensateur qui minimise le ritère
inf
R∈lˆ1
‖Tm − TR‖l∞l∞? (8.1.1)
On parle d'optimisation l1 ar e problème est équivalent à minimiser la norme l1 de la
réponse impulsionnelle du transfert Tm − TR, omme ela est dérit par (3.1.35).
D'un point de vue physique, e problème onsiste don à minimiser, pour une entrée bornée
dans l∞, l'amplitude maximale de la sortie. Autrement dit, pour u ∈ l∞, yˆ = (Tm−TR)uˆ,
on minimise
inf
R∈lˆ1
sup
‖u‖l∞≤1
‖y‖l∞. (8.1.2)
Ce problème a été formulé par (Vidyasagar, 1986), et résolu dans (Dahleh & Pearson,
1987a), (Diaz-Bobillo & Dahleh, 1993) pour les systèmes linéaires, stationnaires et à
temps disret. Il a ensuite été analysé dans le adre d'atténuation optimale de per-
turbation (Dahleh & Pearson, 1988b), (Vidyasagar, 1991), ou dans la ommande sous
ontrainte (Mdonald & Pearson, 1991). Des études ont également porté sur l'uniité
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de la solution optimale (Meyer, 1988), sur la dénition de problèmes sous-optimaux
(Casavola & Famularo, 2003), (Casavola, 1996), ou sur son implémentation à travers des
tehniques numériques (Hurák & Bötther, 2004), (Hurák et al., 2006). Enn, la théorie
de l'optimisation l1 a également été appliquée dans la théorie du signal, omme par
exemple par (Voulgaris, 1995) et (Nagpal et al., 1996) pour le ltrage optimal, ou par
(Peng & Chen, 1997) pour la déonvolution de signaux déterministes.
8.1.1 Synthèse pour les systèmes à temps disret
La synthèse d'une solution optimale pour (8.1.1) néessite une analyse dans l'espae dual
de l1, l∞. Pour simplier le ontenu de e paragraphe, seul le as monovariable sera
détaillé, mais es résultats s'étendent sans problème au as des systèmes multivariables
arrés et de rang plein.
Considérons deux as partiuliers, que l'on renontre également en optimisation H∞
(Doyle et al., 1990), pour lesquels le transfert T (λ) possède un seul zéro instable non
nul, et éventuellement plusieurs zéros à l'origine.
Lemme 8.1.1 (Vidyasagar, 1986) Soient Tm, T ∈ lˆ1, et supposons que T (λ) n'a qu'un
seul zéro simple instable λ = σ. Alors
min
R∈lˆ1
‖Tm − TR‖l∞l∞ = min
R∈lˆ1
‖Tm − TR‖H∞ = |Tm(σ)|, (8.1.3)
et la borne minimale est atteinte pour R(λ) ∈ lˆ1,
R(λ) =
Tm(λ)− Tm(σ)
T (λ)
. (8.1.4)
Preuve. D'après (3.1.36), (3.1.38), et (3.1.43), pour tout R ∈ lˆ1,
‖Tm − TR‖H∞ ≤ ‖Tm − TR‖l∞l∞. (8.1.5)
Ainsi,
inf
R∈lˆ1
‖Tm − TR‖H∞ ≤ inf
R∈lˆ1
‖Tm − TR‖l∞l∞.
Or, (8.1.4) permet d'atteindre la borne inférieure du membre de gauhe (Doyle et al.,
1990), (Franis & Zames, 1984), borne qui est égale à |Tm(σ)|. Ainsi, ave e hoix pour
R(λ), les deux normes oïnident, et orrespondent à leur borne inférieure. 
Ce résultat peut être étendu au as des systèmes possédant plusieurs zéros à l'origine et
un seul zéro dans le disque unité de module non nul. C'est le deuxième as partiulier,
qui est résolu par le lemme qui suit.
Lemme 8.1.2 (Vidyasagar, 1986) Soit Tm ∈ lˆ1, et on suppose que T ∈ lˆ1 s'érit sous la
forme
T (λ) = λm
λ− σ
d(λ)
, (8.1.6)
ave |σ| < 1, et d(λ) ∈ R[λ] stable. Soit Tm(λ) =
∑∞
i=0 T
m
i λ
i
, et on pose
H(λ) = λ−m
(
Tm(λ)−
m−1∑
i=0
Tmi λ
i
)
, (8.1.7)
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qui est un élément de lˆ1. Alors,
min
R∈lˆ1
‖Tm − TR‖l∞l∞ =
m−1∑
i=0
|Tmi |+ |H(σ)|, (8.1.8)
et le ompensateur R(λ) ∈ lˆ1 permettant d'atteindre ette borne inférieure est
R(λ) =
H(λ)−H(σ)
λ− σ d(λ). (8.1.9)
Preuve. On a
Tm(λ)− T (λ)R(λ) =
∞∑
i=0
Tmi λ
i − λmλ− σ
d(λ)
R(λ)
=
m−1∑
i=0
Tmi λ
i + λm
(
H(λ)− λ− σ
d(λ)
R(λ)
)
.
Ainsi,
inf
R∈lˆ1
‖Tm − TR‖l∞l∞ =
m−1∑
i=0
|Tmi |+ inf
R∈lˆ1
∥∥∥∥H − λ− σd(λ)R
∥∥∥∥
l∞l∞
. (8.1.10)
En utilisant le Lemme 8.1.1 pour le membre de droite, on obtient le résultat énoné. 
Pour les systèmes monovariables possédant plusieurs zéros diérents de l'origine dans
le disque unité, auune expression analytique du minimum de norme n'est établie dans
la littérature. Cependant, une méthode onstrutive pour la synthèse d'une solution
optimale a été établie par (Dahleh & Pearson, 1987a). Elle onduit à la résolution d'un
problème de programmation linéaire en dimension nie. Dans la suite de e paragraphe,
on se propose de dérire ette méthodologie.
Le problème d'optimisation l1 se formule de la manière suivante. Etant données deux
frations rationnelles stables et ausales T (λ) et Tm(λ), où λ est l'opérateur retard disret,
on herhe un préompensateur R(λ) stable et ausal qui minimise
inf
R(λ)∈lˆ1
‖Tm(λ)− T (λ)R(λ)‖l∞l∞. (8.1.11)
On suppose que le transfert T (λ) possède des zéros instables simples et distints deux à
deux σi, |σi| < 1, pour i = 1 à n. Cette ondition sera ommentée dans la Remarque 8.1.6,
mais elle n'entraîne pas de perte de généralité. On note (N,D) une fatorisation polyno-
miale première de T (λ). Le fait que T (λ) soit stable et ausal est équivalent à e que D
soit un polynme de Hurwitz. En eet, s'il est stable, ses zéros sont de module stritement
supérieur à 1, 'est à dire que T (λ) est ausal. La solution de (8.1.11) passe par le lemme
suivant.
Lemme 8.1.3 On note Q(λ) = T (λ)R(λ). Alors, R ∈ lˆ1 si et seulement si Q ∈ Q̂, où
Q̂ = {Q ∈ lˆ1 : Q(σi) = 0, i = 1, . . . , n}. (8.1.12)
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Preuve. Si R ∈ lˆ1, alors Q ∈ lˆ1, et pour tout zéro instable σi de T , pour i = 1 à n, on a
Q(σi) = 0, don Q ∈ Q̂.
Réiproquement, si Q ∈ Q̂, alors Q ∈ lˆ1, et il existe Q˜ ∈ lˆ1 tel que
Q(λ) =
n∏
i=1
(λ− σi) · Q˜(λ). (8.1.13)
Ainsi, R(λ) = D(λ)Q˜(λ)
N˜(λ)
∈ lˆ1, où N(λ) = N˜(λ)
∏n
i=1 (λ− σi) et N˜ est stable. 
On remarque que Q ∈ Q̂ est équivalent à Q ∈ lˆ1, Q(σi) = 0, pour i = 1 à n.
Or, Q(λ) =
∑∞
i=0 qiλ
i
, où q = {qi} est la réponse impulsionnelle de Q, qui est une suite
réelle dans l1. En introduisant la forme linéaire σi = (1 σi σ
2
i . . .), on peut érire
Q(σi) = 〈q, σi〉 = 0. (8.1.14)
Cette équation est équivalente à 〈q,Re(σi)〉 = 0 et 〈q, Im(σi)〉 = 0. L'ensemble des
éléments q ∈ Q, dont les transformées en λ sont dans Q̂ s'érit
Q = {q ∈ l1 : 〈q, σi〉 = 0, i = 1, . . . , n}. (8.1.15)
Le problème d'optimisation (8.1.11) se reformule sous la forme
inf
R∈lˆ1
‖Tm − TR‖l∞l∞ = inf
Q∈Q̂
‖Tm −Q‖l∞l∞ = inf
q∈Q
‖tm − q‖l1 . (8.1.16)
En utilisant (3.2.10) et (8.1.15), l'espae orthogonal Q⊥ de Q est
Q⊥ =
{
ϕ ∈ l∞ : ϕ =
n∑
i=1
αiRe(σi) +
n∑
i=1
βiIm(σi), αi, βi ∈ R, i = 1, . . . , n
}
(8.1.17)
On est désormais en mesure de résoudre le Problème (8.1.16).
Théorème 8.1.4 (Dahleh & Pearson, 1987a) Le problème d'optimisation l1 est tel que
inf
q∈Q
‖tm − q‖l1 = max
α,β
n∑
i=1
αiRe(Tm(σi)) + βiIm(Tm(σi)), (8.1.18)
ave α =
(
α1 . . . αn
)
, β =
(
β1 . . . βn
)
, et∥∥∥∥∥
n∑
i=1
αiRe(σi) +
n∑
i=1
βiIm(σi)
∥∥∥∥∥
l∞
≤ 1. (8.1.19)
Preuve. D'après le Théorème 3.2.6,
inf
q∈Q
‖tm − q‖l1 = max
ϕ∈Q⊥
‖ϕ‖l∞≤1
〈tm, ϕ〉. (8.1.20)
Or, pour ϕ ∈ Q⊥,
〈tm, ϕ〉 =
n∑
i=1
αiRe(Tm(σi)) +
n∑
i=1
βiIm(Tm(σi)), (8.1.21)
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et la ondition ‖ϕ‖l∞ ≤ 1 est équivalente à (8.1.19), d'où le résultat. 
Le problème initial (8.1.11) est don équivalent à un problème de programmation linéaire
semi-innie, ar la ontrainte (8.1.19) fait intervenir a priori un nombre inni de points.
Cependant, les termes de ette ontrainte tendent asymptotiquement vers zéro. Par on-
séquent, elle n'est ative que sur ses premiers termes. Autrement dit, la ontrainte (8.1.19)
est équivalente à une ontrainte nie, ave un nombre ni de points.
En eet, montrons qu'il existe ν ∈ N tel que ‖ϕ‖l∞ ≤ 1 est équivalent à ‖ϕν‖l∞ ≤ 1, où
ϕν est la tronature de ϕ à ses ν premiers termes.
L'élément ϕ ∈ Q⊥, noté sous la forme ϕ(k), k ∈ N, tend vers zéro lorsque k 7→ ∞, ar il
est ombinaison linéaire nie de fontions déroissantes. On note w = maxi |σi|, et pour
N ≥ n− 1, on pose
F =
Re(σ
0
1) Im(σ
0
1) . . . Re(σ
0
n) Im(σ
0
n)
.
.
.
.
.
.
.
.
.
.
.
.
Re(σN1 ) Im(σ
N
1 ) . . . Re(σ
N
n ) Im(σ
N
n )
 (8.1.22)
qui est vu omme un opérateur de l1 vers l∞.
Si la raine σi, pour i ∈ {1, . . . , n}, est réelle ou imaginaire, la olonne de F orrespondant
respetivement à Im(σi) ou Re(σi) n'apparaît pas. Tout élément ϕ ∈ Q⊥ s'érit sous la
forme
ϕ(k) = Fy(k), (8.1.23)
ave y ∈ l1.
La matrie F admet une inverse à gauhe, soit y(k) = F−1Fy(k), et en utilisant (8.1.17),
|ϕ(k)| ≤ wk‖y‖l1 ≤ wk‖F−1‖l1l∞‖Fy‖l∞, ∀k ∈ N. (8.1.24)
En prenant ν ∈ N tel que
wν‖F−1‖l1l∞ < 1, (8.1.25)
on a |ϕ(k)| < ‖Fy‖l∞ = ‖ϕ‖l∞, ∀k ≥ ν, de manière à obtenir
‖ϕ‖l∞ = ‖ϕν‖l∞, (8.1.26)
où ϕν est la tronature de ϕ à ses ν premiers termes, ϕν = {ϕ(k)}, k ≤ ν. On peut
don tronquer tout élément de Q⊥ à ses ν premiers termes pour résoudre (8.1.19), où ν
vérie (8.1.25), et on résout alors un problème de programmation linéaire en dimension
nie.
Théorème 8.1.5 (Dahleh & Pearson, 1987a) Le problème d'optimisation l1 est tel que
inf
q∈Q
‖tm − q‖l1 = max
α,β
n∑
i=1
αiRe(Tm(σi)) + βiIm(Tm(σi)), (8.1.27)
ave ∥∥∥∥∥
n∑
i=1
αiRe(σ
ν
i ) +
n∑
i=1
βiIm(σ
ν
i )
∥∥∥∥∥
l∞
≤ 1, (8.1.28)
où σνi =
(
1 σi σ
2
i . . . σ
ν
i
)
, pour i = 1 à n.
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La Condition (8.1.25) portant sur ν peut être inexploitable si l'on ne sait pas aluler
la norme l1l∞-induite d'une matrie. Cependant ette norme est majorée par la norme
de la somme des valeurs absolues, ‖F‖sva =
∑
i,j |Fij |. On utilise don la ondition plus
onservative wν‖F−1‖sva < 1 pour déterminer ν ∈ N tel que ‖ϕ‖l∞ = ‖ϕν‖l∞ .
Remarque 8.1.6 Si le zéro σi est de multipliité mi ∈ N, mi > 0, on doit ajouter à
l'équation (8.1.14), les mi équations
Q(k)(σi) =
∞∑
i=k
i · · · (i− k + 1)qiσi−ki = 0, k = 1, . . . , mi.
Ce système d'équations linéaires s'érit sous la forme 〈q˜, σi〉 = 0. La synthèse eetuée
préédemment se généralise, ar le nombre de formes linéaires reste ni. 2
En outre, il existe toujours qo ∈ Q qui minimise le ritère (8.1.27). En eet, Q⊥ est un
sous-ensemble de c0 dérit dans l'Exemple 3.2.1. Par onséquent,
◦(Q⊥) est le sous-espae
de l1 qui annule tout élément de Q⊥, espae qui oïnide ave Q, soit
min
q∈ ◦(Q⊥)
‖tm − q‖l1 (8.1.29)
admet toujours une solution. A partir de ette remarque, on peut utiliser le Théorème 3.2.6
et la propriété d'alignement pour résoudre le problème d'optimisation l1. En eet, si
qo ∈ l1 et ϕo ∈ l∞ sont les solutions optimales de (8.1.27), alors les éléments tm− qo et ϕo
sont alignés, 'est à dire
〈tm − qo, ϕo〉 = ‖tm − qo‖l1‖ϕo‖l∞ = ‖tm − qo‖l1 . (8.1.30)
En notant e = tm − qo, il y a égalité dans (8.1.30) si et seulement si e(k) = 0 si |ϕo(k)| <
‖ϕo‖l∞ , e(k)ϕo(k) ≥ 0, et
∑ν
k=0 |e(k)| = ‖tm − qo‖l1 . De plus, tm − e ∈ Q, don 〈tm −
e, σi〉 = 0, pour i = 1 à n, soit
ν∑
k=0
e(k)σki = Tm(σi), (8.1.31)
pour i = 1 à n.
On résout alors e système d'équations linéaires qui sont en nombre ni pour déterminer
la solution optimale qo.
On notera en partiulier que e(k) = tm(k) − qo(k) est nul pour tout k > ν. L'erreur
optimale Eo(λ) = Tm(λ) − Qo(λ) est don polynomiale en λ. Cette onstatation nous
permet, de manière indirete, de résoudre le problème d'optimisation l1 sur l'espae l1,
et non pas sur l∞, en utilisant une approhe polynomiale. Cette méthodologie originale
est l'objet du prohain paragraphe, ave appliation aux systèmes régis par des équations
aux diérenes.
8.1.2 Synthèse par une approhe polynomiale
On onsidère les systèmes régis par des équations aux diérenes, dont les retards sont
ommensurables. Ces systèmes peuvent être onsidérés d'un point de vue entrée-sortie,
par un hangement d'opérateur, omme des systèmes à temps disret en l'opérateur retard
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disret λ. La solution optimale au sens l1 est alors polynomiale en λ.
Soit le système
x(t) =
p∑
i=1
Aix(t− iθ) +
p∑
i=0
Biu(t− iθ), (8.1.32)
dont le transfert est
xˆ(s) = T (e−θs)uˆ(s) =
(
I −
p∑
i=1
Aie
−iθs
)−1( p∑
i=0
Bie
−iθs
)
uˆ(s). (8.1.33)
En notant λ = e−θs, le transfert (8.1.33) se omporte d'un point de vue entrée-sortie
omme le système disret en λ de transfert
T (λ) =
(
I −
p∑
i=1
Aiλ
i
)−1( p∑
i=0
Biλ
i
)
. (8.1.34)
Dans une problématique d'optimisation l1, les résultats du paragraphe 8.1.1 s'appliquent.
On peut résoudre le problème de programmation linéaire sur l∞, ou utiliser une approhe
polynomiale an de raisonner sur l1. Pour ela, on sait que la solution optimale
Eo(λ) = Tm(λ)− T (λ)Ro(λ) (8.1.35)
est polynomiale en λ.
Cette problématique orrespond alors à un problème de poursuite de modèle à réponse
impulsionnelle nie en λ. Dans un premier temps, on dérit une paramétrisation des
préompensateurs R(λ) pour lesquels l'erreur de poursuite est polynomiale. Puis, dans
un deuxième temps, ette formulation permet de résoudre le problème d'optimisation l1
(Di Loreto et al., 2006).
Soient T (λ) ∈ Wp×m et Tm(λ) ∈ Wp×q, où W est l'ensemble des frations stables et
ausales en λ. On note respetivement (N,D) et (D˜, N˜) des fatorisations polynomiales
premières à droite et à gauhe de T (λ), et (Nm, Dm) et (D˜m, N˜m) elles de Tm(λ).
Dans la résolution du problème d'optimisation l1, les zéros instables du transfert T (λ)
jouant un rle prédominant, les lemmes suivants sont très utiles.
Lemme 8.1.1 Soit N ∈ Rr×r[λ] de rang plein. On peut toujours fatoriser N sous la
forme
N = N bNg, (8.1.36)
où N b, Ng ∈ Rr×r[λ], les polynmes invariants de N b ont tous leurs zéros instables, et les
polynmes invariants de Ng n'ont auun zéro instable. Cette déomposition est unique,
à la multipliation près par une matrie unimodulaire.
Lemme 8.1.2 Soient N ∈ Rp×p[λ] et D ∈ Rp×p[λ]. Si det(N) et det(D) sont deux
polynmes premiers entre eux, les matries N et D sont diagonalement premières entre
elles, 'est à dire qu'il existe X et Y ∈ R[λ]p×p, telles que
N(λ)X(λ) + Y (λ)D(λ) = I. (8.1.37)
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Preuve. Ce résultat est établi dans (Wolowih, 1978), Corollaire 2, p. 883. 
Le problème de poursuite de modèle à réponse impulsionnelle nie onsiste à déterminer
une préompensation R ∈ Wp×q telle que
E = Tm − TR (8.1.38)
soit une (p× q) matrie polynomiale. La matrie E est appelée erreur de poursuite.
Ce problème est équivalent à déterminer R ∈ P, ave
P = {R ∈ Wm×q : E = Tm − TR ∈ Rp×q[λ]} . (8.1.39)
Dans un premier temps, en utilisant le Lemme 8.1.2, on montre que N b et D˜m sont
diagonalement premières entre elles. Il existe alors X ∈ Rp×p[λ] et Y ∈ Rp×p[λ] telles que
N bX + Y D˜m = I.
En multipliant ette équation à droite par Nm, on a
N bXNm + Y D˜mNm = Nm. (8.1.40)
Divisons XNm par Dm; Il existe Q ∈ Rp×q[λ], P ∈ Rp×q[λ], uniques, ave
degcj(P ) < degcj (Dm), j = 1, . . . , q,
telles que
XNm = QDm + P. (8.1.41)
En substituant (8.1.41) dans (8.1.40), et omme D˜mNm = N˜mDm, on obtient
N bP + (N bQ+ Y N˜m)Dm = Nm. (8.1.42)
Ave ette onstrution, on a alulé un préompensateur R ∈ P.
Théorème 8.1.3 (Di Loreto et al., 2006) Soit P ∈ Rp×p[λ] donné par (8.1.41). Alors,
la préompensation
R = D(Ng)−1PD−1m (8.1.43)
est dans P, 'est à dire que E = Tm − TR ∈ Rp×q[λ].
Preuve. Ave (8.1.43), il est lair que R ∈ Wp×q. De plus,
E = Tm − TR = (Nm −N bNgD−1RDm)D−1m
= (Nm −N bP )D−1m ,
et en utilisant (8.1.42), l'erreur de poursuite
E = N bQ+ Y N˜m
est polynomiale. 
A partir de ette réalisation partiulière d'un élément R ∈ P, il est possible de paramétrer
tous les préompensateurs.
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Corollaire 8.1.4 (Di Loreto et al., 2006) L'ensemble des préompensateurs stables et
ausaux R ∈ Wp×q, tels que l'erreur de poursuite E = Tm − TR soit polynomiale, est
paramétré par
P = {R = D(Ng)−1PD−1m +D(Ng)−1W, W ∈ Rp×q[λ]} , (8.1.44)
où P est dérit préédemment.
L'ensemble T des erreurs de poursuite polynomiales est dérit par
T =
{
E = Y N˜m +N
b(Q−W ), W ∈ Rp×q[λ]
}
, (8.1.45)
où Y , Q et P ont été alulés respetivement dans (8.1.40) et (8.1.41).
De manière plus générale, toute erreur de poursuite stable et ausale peut se déomposer
sous une forme similaire à (8.1.45).
Théorème 8.1.5 (Di Loreto et al., 2006) Toute erreur de poursuite E ∈ Wp×q se dé-
ompose de manière unique
E = Ψ+N bΦ, (8.1.46)
où Ψ ∈ Rp×q[λ], Φ ∈ Wp×q, et degri(Ψ) < degri(N b), pour i = 1 à p.
Preuve. D'après le Lemme 8.1.2, N b et D˜m sont diagonalement premières entre elles. Il
existe X ∈ Rp×p[λ], Y ∈ Rp×p[λ] telles que
N bXD˜−1m + Y = D˜
−1
m . (8.1.47)
Divisons Y N˜m par N
b
.
Il existe Q ∈ Rp×q[λ], Ψ ∈ Rp×q[λ] uniques, ave degri(Ψ) < degri(N b), i = 1, . . . , p, qui
vérient Y N˜m = N
bQ+Ψ.
En multipliant (8.1.47) à droite par N˜m, et en remplaçant l'expression de Y N˜m, on obtient
N b(XD˜−1m N˜m +Q) + Ψ = D˜
−1
m N˜m = Tm. (8.1.48)
En remplaçant ette déomposition de Tm dans l'expression de l'erreur de poursuite, on
aboutit à E = Ψ+N bΦ, où
Φ = XD˜−1m N˜m +Q−NgD−1R (8.1.49)
est déni sur Wp×q, Ψ ∈ Rp×q[λ], et degri(Ψ) < degri(N b), pour i = 1 à p. 
La déomposition (8.1.46) de l'équation de poursuite de modèle présente deux intérêts.
Le premier permet de donner une ondition néessaire et susante pour que l'erreur de
poursuite soit polynomiale. En eet, puisque Φ est stable et ausal, l'erreur est polyno-
miale si et seulement si Φ est polynomiale. Le deuxième intérêt est de mettre en évidene
le polynme Ψ, qui orrespond à la solution optimale dans deux as partiuliers, que l'on
dérit i-dessous dans le as monovariable par simpliité d'ériture.
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Lemme 8.1.6 Soit E = Ψ + N bΦ une équation de poursuite de modèle, ave N b(λ) =
λqN
b
(λ), q ∈ N, q ≥ 1, N b(0) 6= 0, et r = deg(Ψ).
(i) Si q > r,
min
Φ∈lˆ1
‖Ψ+N bΦ‖l∞l∞ = ‖Ψ‖l∞l∞. (8.1.50)
(ii) Si q ≤ r,
min
Φ∈lˆ1
‖Ψ+N bΦ‖l∞l∞ = ‖Ψ‖l∞l∞ +min
Φ∈lˆ1
‖Ψ˜ +N bΦ‖l∞l∞, (8.1.51)
où Ψ(λ) = Ψ0 + . . .+Ψq−1λq−1 et Ψ˜(λ) = Ψq + . . .+Ψrλr−q.
Preuve. Soit N b(λ) = λqN
b
(λ), ave q ∈ N. Si q > r,
E(λ) = Ψ(λ) + λqN
b
(λ)Φ(λ),
et ‖E‖l∞l∞ = ‖Ψ‖l∞l∞ + ‖N bΦ‖l∞l∞ . La valeur minimale de ‖E‖l∞l∞ est atteinte pour
Φ∗ = 0,
min
Φ∈lˆ1
‖E‖l∞l∞ = ‖Ψ‖l∞l∞.
Si q ≤ r,
E(λ) = Ψ(λ) + λq(Ψ˜(λ) +N
b
(λ)Φ(λ)). (8.1.52)
Ave (8.1.52), on obtient
‖E‖l1 = ‖Ψ‖l1 + ‖Ψ˜ +N bΦ‖l1 . (8.1.53)
Ainsi,
min
Φ
‖E‖l1 = ‖Ψ‖l1 +min
Φ
‖Ψ˜ +N bΦ‖l1 , (8.1.54)
d'où le résultat. 
Un autre as partiulier où le polynme Ψ se révèle important, survient lorsque le système
a un seul zéro simple dans le disque unité fermé, hors origine.
Lemme 8.1.7 Soit N b(λ) = λq(αλ + 1), ave |α| ≥ 1. La solution optimale minimisant
la norme l∞-induite de E = Ψ+N bΦ, ave deg(Ψ) < deg(N b), est Φ∗ = 0.
Preuve. Puisque deg(Ψ) < deg(N b) = q+1, on peut supposer que Ψ = Ψ0+ . . .+Ψqλ
q
.
Ave le Lemme 8.1.6, E = Ψ + λq(Ψ˜ +N
b
Φ), où N
b
= αλ+ 1, et la norme minimale est
atteinte pour
min
Φ
‖Ψ˜ +N bΦ‖l1 = min
Φ
‖Ψq + (αλ+ 1)Φ(λ)‖l1 .
La ondition sur le degré de la solution optimale onduit à ν = 0, ar F = 1.
La norme l1 minimale est don atteinte pour Φ = Φ0 ∈ R. On a
ϕ(Φ0) = ‖Ψq + (αλ+ 1)Φ0‖l1 = |Ψq + Φ0|+ |αΦ0|.
Cette fontion est ontinue, et dénie sur quatre polytopes qui ouvrent le plan des
réels. Sur haque polytope, ϕ(Φ0) est linéaire et sa dérivée est onstante. Cette fontion
atteint don son extremum sur la frontière de haun de es polytopes, où au moins
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un des modules s'annule. Les extrema de ette fontion sont don ϕ(−Ψq) = |αΨq| et
ϕ(0) = |Ψq|. Puisque |α| ≥ 1, le minimum global est atteint pour Φ∗ = 0, et l'erreur
optimale est E∗ = Ψ. 
A partir de (8.1.49), le préompensateur optimal R∗ est, pour Φ∗ = 0,
R∗ = D(Ng)−1(XTm +Q). (8.1.55)
On obtient alors une autre interprétation du résultat énoné par (Vidyasagar, 1986). Dans
la déomposition (8.1.46), l'erreur E est polynomiale si et seulement si Φ est polynomial.
De plus, la matrie polynomiale Φ∗, telle que E∗ = Ψ+N bΦ∗ soit de norme l1 minimale,
est de degré inférieur à ν. On note
N b = N b0 + . . .+N
b
sλ
s
Ψ = Ψ0 + . . .+Ψrλ
r
E = E0 + . . .+ Eνλ
ν
Φ = Φ0 + . . .+ Φθλ
θ,
où r < s, θ = max{ν − s, s − ν}, et Φi, Ei, N bi et Ψi sont des matries réelles.
L'équation (8.1.46) s'érit sous la forme matriielle réelle
E˜ = Ψ˜ + N˜ bΦ˜, (8.1.56)
où
E˜ =
Eν..
.
E0
 , Φ˜ =
Φθ..
.
Φ0
 , Ψ˜ =

0
.
.
.
0
Ψr
.
.
.
Ψ0

, et N˜ b =

N bs
N bs−1 N
b
s
.
.
.
.
.
.
.
.
.
N b0 . . . N
b
s 0
N b0 . . . N
b
s
.
.
.
.
.
.
N b0

.
Cette nouvelle formulation est plus intéressante, ar la norme l1 de E est égale à la norme
1-induite de la matrie réelle E˜, dénie par
‖E˜‖1 = max
j
∑
i
|E˜ij |.
En eet,
‖E‖l∞l∞ = max
j
p∑
i=1
‖Eij‖l1 = max
j
p∑
i=1
(|E0ij |+ . . .+ |Eνij |)
= max
j
p∑
i=1
|E˜ij| = ‖E˜‖1.
On a don
min
Φ∈lˆ1
‖E‖l∞l∞ = min
Φ˜∈Rθ+1
‖E˜‖1.
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A partir de ette onstatation, le problème de poursuite de modèle optimal au sens l1 se
résout par le biais d'un programme linéaire. En eet,
min
Φ˜∈Rθ+1
‖E˜‖1 = min
Φ˜∈Rθ+1
max
j=1,...,q
‖E˜j‖1,
où E˜j est la j
e`me
olonne de E˜. Ave les résultats de (Boyd & Vandenberghe, 2004), e
problème est équivalent à
minimiser t,
sous la ontrainte ‖E˜j‖1 ≤ t, j = 1, . . . , q.
Le programme linéaire permettant de résoudre le problème d'optimisation l1 est don
minimiser t,
sous la ontrainte r1 + . . . + rp(ν+1) ≤ t, −ri ≤ E˜ij ≤ ri, pour i = 1, . . . , p(ν + 1)
et j = 1, . . . , q. On peut également se reporter aux travaux de (de Chela, 1987) ou
(Bhaskara Rao & Düntsh, 1990) sur le alul d'une inverse généralisée au sens de la
norme 1-induite d'une matrie réelle.
Exemple 8.1.8 On onsidère
Tm(λ) = 0.5
1− 0.9922λ
1− 0.223λ , T (λ) =
λ(λ− 0.8)(λ− 0.7)
(1− 0.8λ)(1− 0.6λ)(1− 0.5λ) , (8.1.57)
et on herhe à minimiser ‖E‖l∞l∞ = ‖Tm − TR‖l∞l∞ pour R ∈ W. On a Nm = 0.5(1−
0.9922λ), Dm = 1 − 0.223λ, N b = λ(λ − 0.8)(λ − 0.7), Ng = 1, et D = (1 − 0.8λ)(1 −
0.6λ)(1− 0.5λ).
Les polynmes N b(λ) et Dm(λ) sont premiers, et il existe X, Y ∈ R[λ] tels que N bX +
Y Dm = 1, ave
X = 0.0159, Y = 0.0717λ2 + 0.2141λ+ 1. (8.1.58)
Ave (8.1.46), pour tout R ∈ W, l'erreur de poursuite E = Tm − TR est érite sous la
forme E = Ψ+N bΦ, où Φ = XTm +Q−D−1R,
Ψ = −0.1237λ2 − 0.3691λ+ 0.5, Q = −0.0356. (8.1.59)
Ave le Lemme 8.1.6, le problème de minimisation devient
min
Φ∈lˆ1
‖Ψ+N bΦ‖l∞l∞ = ‖Ψ‖l∞l∞ +min
Φ∈lˆ1
‖Ψ˜ +N bΦ‖l∞l∞, (8.1.60)
où
Ψ = 0.5, Ψ˜ = −0.3691− 0.1237λ, et N b = λ2 − 1.5λ+ 0.56. (8.1.61)
La borne θ sur le degré de Φ∗, dérite par (33), est égale à 16. Par résolution du programme
linéaire assoié, on obtient Φ∗ = 0. L'erreur de poursuite optimale au sens l1 est don
E∗(λ) = Ψ(λ) = −0.1237λ2 − 0.3691λ+ 0.5, (8.1.62)
et le préompensateur optimal R∗(λ) tel que E∗ = Tm − TR∗ est obtenu par R∗ =
D(XTm +Q), soit
R∗(λ) = −0.0276(1− 0.8λ)(1− 0.6λ)(1− 0.5λ)
1− 0.223λ . (8.1.63)
⋄
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8.2 Systèmes à temps ontinu
Pour les systèmes ontinus, la synthèse d'une solution optimale au sens de la norme L∞-
induite reste semblable à elle eetuée pour les systèmes à temps disret. Etant donnés
Tm(s, e
−θs) et T (s, e−θs) deux éléments de Aˆ, l'algèbre de onvolution introduite dans le
Chapitre 3, on herhe à déterminer un préompensateur réalisable, qui minimise le ritère
inf
R∈Aˆ
‖Tm − TR‖Aˆ. (8.2.1)
Ce problème est équivalent, au vue de (3.1.18) et (3.1.45), à minimiser, par le hoix
de R ∈ Aˆ, la norme L∞ de la sortie y(t), ave yˆ(s) = E(s, e−θs)uˆ(s), et E(s, e−θs) =
Tm(s, e
−θs)− T (s, e−θs)R(s, e−θs).
Pour les systèmes linéaires, e problème a été résolu par (Dahleh & Pearson, 1987b).
Pour es systèmes, malgré le fait que T et Tm soient des frations rationnelles pro-
pres et stables en la variable s, le préompensateur optimal n'est pas, quant à lui,
une fration rationnelle en la variable s, mais possède une struture de fration ra-
tionnelle de quasi-polynmes. Pour palier et inonvénient, des études ont été faites
sur la réalisation et l'approximation rationnelle d'une solution optimale, omme par
exemple (Ohta et al., 1992), (Blanhini & Sznaier, 1994), (Blanhini & Sznaier, 1995),
(Wang et al., 1995), (Stoorvogel, 1995), pour l'analyse de la struture de la solution opti-
male et de son approximation, et (Staans, 1991), (Shamma, 1996), (Yu & Sideris, 1999),
pour la réalisation par retour d'état du préompensateur optimal. An d'éviter et inon-
vénient, d'autres auteurs se sont intéressés à des problèmes d'optimisation mixte, de type
H2 − L1 ou H∞ − L1 (Sznaier & Bu, 1998), (Salapaka & Dahleh, 2000), (Bu & Sznaier,
2000).
Dans e paragraphe, on s'intéresse au problème d'optimisation L1 pour les systèmes à
retards. Dans un premier temps, le as partiulier de systèmes à retard sur l'entrée est
onsidéré. Puis, en s'appuyant sur la méthodologie développée dans le adre disret, on
résout le as général, en donnant une struture générale d'une solution optimale.
8.2.1 Analyse d'un as partiulier: Les systèmes à retard sur
l'entrée
Comme pour les systèmes à temps disret, on ommene ette analyse en onsidérant
trois as partiuliers de systèmes à retard dans une problématique d'optimisation L1. Les
Lemmes 8.2.1 et 8.2.2 sont les pendants des Lemmes 8.1.1 et 8.1.2 pour les systèmes à
temps ontinu.
Lemme 8.2.1 Soient Tm(s, e
−θs), T (s, e−θs) ∈ Aˆ, et supposons que T (s, e−θs) n'a qu'un
seul zéro simple dans le demi-plan droit omplexe s = σ. Alors
inf
R∈Aˆ
‖Tm − TR‖Aˆ = inf
R∈Aˆ
‖Tm − TR‖H∞ = |Tm(σ, e−θσ)|, (8.2.2)
et ette borne minimale est atteinte pour
R(s, e−θs) =
Tm(s, e
−θs)− Tm(σ, e−θσ)
T (s, e−θs)
. (8.2.3)
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La démonstration de e résultat est identique à elle du Lemme 8.1.1, et s'appuie sur
l'inégalité entre les normes H∞ et Aˆ.
On note (A,B,C,D) une réalisation de Tm(s, e
−θs), et on pose ψ(s, e−θs) = CeAθ(sI −
A)−1B et ϕ(s, e−θs) = C(sI − A)−1(I − eAθe−θs)B + D. On notera que ϕ(s, e−θs) est à
réponse impulsionnelle nie.
Lemme 8.2.2 Soient Tm ∈ Aˆ, et T ∈ Aˆ,
T (s, e−θs) = e−θs
s− σ
d(s, e−θs)
, (8.2.4)
où d(s, e−θs) ∈ R[s, e−θs] est stable. Alors
inf
R∈Aˆ
‖Tm − TR‖Aˆ = ‖ϕ‖Aˆ + |ψ(σ, e−θσ)|. (8.2.5)
Le ompensateur R(s, e−θs) permettant d'atteindre ette borne inférieure est
R(s, e−θs) =
ψ(s)− ψ(σ)
s− σ d(s, e
−θs). (8.2.6)
Preuve. Le ritère à minimiser s'érit sous la forme
E(s, e−θs) = Tm(s, e−θs)− T (s, e−θs)R(s, e−θs)
=
(
Tm(s, e
−θs)− e−θsψ(s, e−θs))+ e−θs(ψ(s, e−θs)− s− σ
d(s, e−θs)
R(s, e−θs)
)
.
On onstate que ϕ(s, e−θs) = Tm(s, e−θs) − e−θsψ(s, e−θs). Les deux réponses impulsion-
nelles du membre de droite sont à supports disjoints, et
‖Tm − TR‖Aˆ = ‖ϕ‖Aˆ +
∥∥∥∥ψ(s, e−θs)− s− σd(s, e−θs)R(s, e−θs)
∥∥∥∥
Aˆ
. (8.2.7)
Puisque ϕ est indépendant de R(s, e−θs), en appliquant le Lemme 8.2.1, on obtient le
résultat souhaité. 
De manière plus générale, on s'intéresse au as des systèmes de la forme
T (s, e−θs) = e−θsT˜ (s), (8.2.8)
où T˜ (s) est une fration rationnelle propre et stable en la variable s.
Pour un modèle Tm(s, e
−θs) propre et stable, on herhe à minimiser
inf
R∈Aˆ
‖Tm − e−θsT˜R‖Aˆ. (8.2.9)
On notera qu'il n'y a pas de perte de généralité à onsidérer (8.2.8) plutt qu'un système
de la forme T (s, e−θs) = e−θsN(s)D−1(s, e−θs), où N ∈ R[s], et D ∈ R[s, e−θs]. En eet,
la borne inférieure est la même, et est atteinte pour le même préompensateur, à une
opération biausale et bipropre près.
Théorème 8.2.3 Le Critère (8.2.9) est équivalent à
inf
R∈Aˆ
‖Tm − e−θsT˜R‖Aˆ = ‖Tm‖Aˆ + inf
R∈Aˆ
‖T˜m − T˜R‖Aˆ, (8.2.10)
où Tm(s, e
−θs) ∈ Aˆ est à support ni et disjoint de elui de T˜m(s, e−θs) ∈ Aˆ. Ces deux
éléments sont uniques.
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Preuve. On déompose, de manière unique, le transfert Tm(s, e
−θs),
Tm(s, e
−θs) = Tm(s, e−θs) + e−θsT˜m(s, e−θs), (8.2.11)
où Tm(s, e
−θs) ∈ G ∪R[e−θs] est à support dans [0, θ], et T˜m(s, e−θs) ∈ R(s, e−θs). Alors,
E = Tm − TR = Tm + e−θs(T˜m − T˜R), (8.2.12)
pour tout R(s, e−θs) ∈ Aˆ. Il est lair que
‖E‖Aˆ = ‖Tm‖Aˆ + ‖T˜m − T˜R‖Aˆ. (8.2.13)
Comme Tm(s, e
−θs) est indépendant de R(s, e−θs), on obtient le résultat par minimisation
des deux membres de ette égalité. 
La déomposition (8.2.11) s'eetue omme dans le Lemme 8.2.2, en introduisant les ma-
tries ϕ(s, e−θs) et ψ(s, e−θs) dénies à partir d'une réalisation (A,B,C,D) de Tm(s, e−θs).
On notera que (8.2.9) se ramène à un problème d'optimisation L1, ave un transfert T (s)
qui est une fration rationnelle en la variable s.
8.2.2 Cas général: Synthèse d'une solution optimale
On a vu le rle déterminant des zéros instables du transfert T (s, e−θs). An de simplier
l'exposé, on analyse dans un premier temps le as où le système n'a qu'un nombre ni de
zéros instables. Puis, ette étude sera étendue au as où il admet une innité de zéros
dans le demi-plan droit omplexe ouvert.
Soient T (s, e−θs), Tm(s, e−θs) ∈ Aˆ. On herhe à minimiser (8.2.1), en supposant que
T (s, e−θs) a un nombre ni de zéros instables simples, que l'on note σi = ai+jbi, ai, bi ∈ R,
i = 1, . . . , n.
Pour reformuler e problème, le lemme suivant, qui est le pendant du Lemme 8.1.3, est
fondamental.
Lemme 8.2.4 Soit Q(s, e−θs) = T (s, e−θs)R(s, e−θs). Alors R ∈ Aˆ si et seulement si
Q ∈ Qˆ, où
Qˆ = {Q ∈ Aˆ : Q(σi) = 0, i = 1, . . . , n}. (8.2.14)
Preuve. Si R ∈ Aˆ, alors Q ∈ Aˆ. De plus, omme R(σi) = 0, on en déduit Q(σi) = 0,
pour i = 1 à n, soit Q ∈ Qˆ.
Réiproquement, si Q ∈ Qˆ, alors Q ∈ Aˆ, et Q(σi) = 0, pour i = 1 à n. Il existe don
Q˜ ∈ Aˆ, Q˜(σi) 6= 0, pour i = 1 à n, tel que
Q(s, e−θs) =
n∏
i=1
(s− σi) · Q˜(s, e−θs). (8.2.15)
De même, T (s, e−θs) =
∏n
i=1 (s− σi) · T˜ (s, e−θs), où T˜ ∈ Aˆ, T˜−1 ∈ Aˆ, et T˜ (σi, e−θσi) 6= 0,
pour i = 1 à n. Ainsi, Q˜(s, e−θs) = T˜ (s, e−θs)R(s, e−θs), et par onséquent R ∈ Aˆ. 
On peut remarquer que Q ∈ Qˆ, si et seulement si
∞∑
i=0
qie
−σkti +
∫ ∞
0
qa(t)e
−σkt dt = 0, (8.2.16)
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pour k = 1 à n, Q = qˆ, et q(t) =
∑∞
i=0 qiδ(t− ti) + qa(t), {qi} ∈ l1, qa ∈ L1.
On note qam(t) =
∑∞
i=0 qiδ(t− ti), de manière à avoir q(t) = qam(t) + qa(t). Ainsi, tout
élément q ∈ A peut être onsidéré omme une paire d'élements (qam, qa). On introduit
les fontions
ϕk(t) = e
−aktcos(bkt), ψk(t) = e−aktsin(bkt), (8.2.17)
pour k = 1 à n, ainsi que la forme linéaire
Φ(q) = 〈(qam, qm), (φ1, φ2)〉 =
∞∑
i=0
qiφ1(ti) +
∫ ∞
0
qa(t)φ2(t) dt, (8.2.18)
pour φ2 ∈ L∞, et φ1 une fontion bornée, telle que supt≥0|φ1(t)| < ∞. On notera
que, ave B l'ensemble des fontions bornées sur R+, B ⊗ L∞ est l'ensemble dual de A
(Dahleh & Pearson, 1987b). Ave es notations, il est immédiat que Q ∈ Qˆ si et seulement
si
〈(qam, qa), (ϕk, ϕk)〉 = 0, 〈(qam, qa), (ψk, ψk)〉 = 0, (8.2.19)
pour k = 1 à n.
Sur ette onstatation, on dénit l'ensemble
Υ = {q ∈ A : 〈(qam, qa), (ϕk, ϕk)〉 = 0, 〈(qam, qa), (ψk, ψk)〉 = 0, k = 1, . . . , n}. (8.2.20)
L'ensemble orthogonal de Υ est, par le biais de (8.2.19),
Υ⊥ =
{
υ ∈ A∗ : υ =
n∑
i=1
αi(ϕi, ϕi) +
n∑
i=1
βi(ψi, ψi), αi, βi ∈ R, i = 1, . . . , n
}
. (8.2.21)
L'ensembleΥ permet de redénir le problème initial (8.2.1), ar en utilisant le Lemme 8.2.4,
on a
inf
R∈Aˆ
‖Tm − TR‖Aˆ = inf
Q∈Qˆ
‖Tm −Q‖Aˆ = infq∈Υ ‖tm − q‖A. (8.2.22)
Ave l'expression deΥ⊥, on est désormais en mesure de résoudre le problème d'optimisation
L1.
Théorème 8.2.5 (Dahleh & Pearson, 1987b) Le ritère à minimiser est tel que
inf
q∈Q
‖tm − q‖A = max
α,β
n∑
i=1
αiRe(Tm(σi)) +
n∑
i=1
βiIm(Tm(σi)), (8.2.23)
ave α =
(
α1 . . . αn
)
, β =
(
β1 . . . βn
)
deux veteurs de réels, et la ontrainte∣∣∣∣∣
n∑
i=1
αiϕi(t) +
n∑
i=1
βiψi(t)
∣∣∣∣∣ ≤ 1, ∀t ≥ 0. (8.2.24)
Preuve. Tout élément de υ ∈ Υ⊥ s'érit sous la forme υ = (ζ, ζ), ave
ζ(t) =
n∑
i=1
αiϕi(t) +
n∑
i=1
βiψi(t). (8.2.25)
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En utilisant le Théorème 3.2.6, on a
inf
q∈Υ
‖tm − q‖A = max
υ∈Υ⊥
‖υ‖A∗≤1
〈tm, υ〉. (8.2.26)
Cependant,
〈tm, υ〉 =
n∑
i=1
αiRe(Tm(σi)) +
n∑
i=1
βiIm(Tm(σi)), (8.2.27)
d'où (8.2.23). La ontrainte issue de la norme duale, 'est à dire ‖υ‖A∗ ≤ 1, est équivalente
à ‖ζ‖L∞ ≤ 1, d'où (8.2.24). 
Remarque 8.2.6 La ontrainte dérite par (8.2.24) n'est ative que pour t ≤ tmax, ave
tmax <∞.
En eet, an de simplier l'ériture, on suppose que les zéros instables de T , σi = ai,
pour i = 1 à n, sont réels.
Soit υ(α, t) =
∑n
i=1 αie
−ait
, α ∈ Rn. La ontrainte (8.2.24) devant être vériée pour tout
t ≥ 0, elle l'est a fortiori pour tout t ∈ [0, t1], 0 < t1, soit |υ(α, t)| ≤ 1, ∀t ≤ t1. Montrons
alors qu'il existe tmax <∞ tel que |υ(α, t)| < 1, ∀t ≥ tmax.
Soit t1 > 0, et |υ(α, t)| ≤ 1, ∀t ≤ t1. On dénit la matrie F
F =
(
1− e−(ai+aj)t1
ai + aj
)
, i, j = 1, . . . , n.
Cette matrie est de rang plein, et est telle que 〈e−ait, υ(α, t)〉 = Fiα, où Fi est la ie`me
ligne de F . Par l'inégalité de Hölder, |Fiα| ≤ ‖e−ait‖L1[0,t1]‖υ‖L∞[0,t1], et don
‖Fα‖L∞[0,t1] ≤ max
i
‖e−ait‖L1[0,t1]‖υ‖L∞[0,t1].
Or, α = F−1Fα, soit
‖α‖1 ≤ ‖F−1‖svamax
i
1− e−ait1
ai
. (8.2.28)
Ainsi, ∀t ≥ tmax, ∣∣∣∣∣
n∑
i=1
αie
−ait
∣∣∣∣∣ ≤ ‖α‖1wtmax ,
où w = maxi e
−ai
. En prenant tmax tel que w
tmax‖F−1‖svamaxi 1−e−aiTai < 1, on garantit
que |υ(α, t)| < 1 pour tout t ≥ tmax. 2
Le problème dual 8.2.5 admet toujours une solution, et la fontionnelle solution υ∗ =
(ζ∗, ζ∗), vérie ‖υ∗‖A∗ = 1.
Or, ζ∗ est une ombinaison linéaire de fontions linéairement indépendantes et qui dérois-
sent à l'inni, ϕk et ψk, pour k = 1 à n. Ainsi, ζ
∗
atteint son maximum en un nombre
ni de points.
Si la solution optimale qo ∈ Q du problème primal existe, 'est à dire
inf
q∈Q
‖tm − q‖A = ‖tm − qo‖A, (8.2.29)
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alors, d'après le Théorème 3.2.6, e = tm − qo est aligné ave υ∗, soit
〈tm − qo, υ∗〉 = ‖tm − qo‖A‖υ∗‖A∗ = ‖tm − qo‖A. (8.2.30)
En reprenant (8.2.18), et en utilisant l'Exemple 3.2.5, on onlut que la solution optimale
eo = tm − qo, est telle que
eo =
r∑
i=0
eiδ(t− τi), (8.2.31)
où τi ≥ 0 sont les instants pour lesquels ζ∗ est maximale, ei ∈ R, pour i = 0 à r.
Par onséquent, le problème primal se reformule sous la forme
inf
e,τ,r
m∑
i=0
|ei|, (8.2.32)
où e =
(
e0 · · · er
)
, τ =
(
τ0 · · · τr
)
, et ave la ontrainte
∑r
i=0 eie
−σkτi = Tm(σk), pour
k = 1 à n.
Ce problème admet toujours une solution, et par onséquent, il existe une solution au
problème primal. La diulté majeure dans ette résolution est que les retards τi, pour
i = 0 à r, peuvent être rationnellement indépendants entre eux, e qui onduit à un
préompensateur à retards inommensurables. Pour palier et inonvénient, on réalise
une approximation de (8.2.23) et (8.2.24), à travers une disrétisation temporelle de la
ontrainte. Pour ei, on dénit l'ensemble
I = {tk : tk+1 = tk + T, t0 = 0, T > 0, k = 0, . . . , m}. (8.2.33)
On remplae le problème initial (8.2.23) et (8.2.24), par
max
α,β
n∑
i=1
αiRe(Tm(σi)) +
n∑
i=1
βiIm(Tm(σi)), (8.2.34)
sous la ontrainte ∣∣∣∣∣
n∑
i=1
αiϕi(tk) +
n∑
i=1
βiψi(tk)
∣∣∣∣∣ ≤ 1, ∀tk ∈ I. (8.2.35)
Il existe au moins une solution de la forme
e(t) =
∑
ti∈I
eiδ(t− ti), (8.2.36)
telle que
∑m
i=0 eie
−σkti = Tm(σk), ar ti = iT , et la matrie F de oeients e−iσjT est
de rang plein par les lignes, don inversible à gauhe. On retrouve don un problème
similaire à (8.2.32), à savoir
min
e
m∑
i=0
|ei|,
sous la ontrainte
∑m
i=0 eie
−σkti = Tm(σk), pour k = 1 à n, et ti ∈ I. On peut ainsi
donner, omme pour le as des systèmes à temps disret, des onditions d'optimalité
d'une solution, en dérivant la ondition d'alignement de l'optimum.
La disrétisation de la ontrainte n'est pas préjudiiable vis à vis de l'optimum. Notons
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ςo la valeur optimale de (8.2.23) et (8.2.24), et ς elle de (8.2.34) et (8.2.35). Il existe un
pas de disrétisation T > 0 dans (8.2.33) tel que, quelque soit ε > 0,
ς
1 + ε
≤ ς0 ≤ ς. (8.2.37)
En eet, soit |υ(tk)| = |
∑n
i=1 αie
−σitk | ≤ 1, pour tk ∈ I. Pour tout instant t entre tk et
tk + T , on a ∣∣∣∣∣
n∑
i=1
αie
−σit −
n∑
i=1
αie
−σitk
∣∣∣∣∣ ≤ ‖α‖1maxi (1− e−σiT ).
Ave le hoix de T > 0, le membre de droite de ette inégalité peut être rendu arbitraire-
ment petit, et on obtient ainsi, pour tout t ≥ 0,
|υ(t)| = |
n∑
i=1
αie
−σit| ≤ 1 + ε.
En outre, omme 〈tm, υ〉 =
∑
i αiTm(σi) = ς, on obtient
ςo = max
υ 6=0
〈tm, υ〉
‖υ‖ = max‖υ‖≤1+ε
〈tm, υ〉
1 + ε
≥ ς
1 + ε
,
qui est l'inégalité souhaitée, l'autre étant évidente.
Lorsque le système de transfert T (s, e−θs) a une innité de zéros instables, 'est à dire
par exemple lorsque le numérateur de e transfert est un quasi-polynme n'ayant pas de
terme prinipal ou ayant une partie prinipale instable, la méthodologie préédente n'est
plus appliable. En reprenant l'Exemple 3.2.5, si désormais la fontionnelle x(t) atteint
son maximum en un nombre inni de points, alors la ondition d'alignement onduit à
dv(t) = dg(t) +
m∑
i=0
viδ(t− τi),
où les τi sont les instants (points isolés) pour lesquels x est maximale, g ∈ G, et vi ∈ R. Il
est don lair que v ∈ E . Si la solution optimale qo ∈ Q du problème primal existe, alors
l'erreur optimale eo = tm− qo est un pseudo-polynme, dont le degré est inférieur ou égal
à zéro. On retrouve le problème de poursuite de modèle à réponse impulsionnelle nie.
Conlusion et perspetives
D
ans e travail de thèse, on s'est intéressé à ertaines méthodes pour l'analyse et la
ommande des systèmes à retards. La première, l'approhe géométrique, a été l'objet
d'une étude approfondie sur les liens logiques entre les diérentes notions d'invariane.
La onlusion est que, sur un domaine intègre, l'invariane ontrlée et l'invariane on-
ditionnelle dièrent par leurs strutures. Les développements de base pour l'analyse de
l'invariane onditionnelle ont été dérits. Dans la deuxième méthodologie, l'approhe
algébrique, on a poursuivi les travaux de (Brethé, 1997) sur la stabilisation par approhe
transfert, et sur la résolution de problèmes de ommande. Ces outils ont été appliqués dans
le adre de la ommande optimale au sens l1-L1, et ont permis le développement d'une
méthodologie duale de elle présentée dans (Dahleh & Pearson, 1987a), pour un as parti-
ulier de systèmes multivariables arrés et de rang plein. Enn, la troisième méthodologie
onsiste dans le alul par intervalles. Il représente un outil eae d'étude, et permet
un réel progrès pour l'analyse numérique des systèmes à retards.
Les perspetives de e travail sont nombreuses et variées. On peut les regrouper en quatre
familles relatives à l'approhe géométrique, à l'approhe algébrique, au alul par inter-
valles, et à la ommande optimale.
En e qui onerne l'approhe géométrique, un sujet s'insrivant dans la suite logique du
Chapitre 4 est l'analyse de l'invariane onditionelle. Plusieurs pistes semblent promet-
teuses.
En vue d'eetuer la synthèse d'observateurs ou d'estimateurs robustes vis à vis de
signaux exogènes (Basile & Marro, 1992), il est intéressant de aratériser l'existene
d'observateurs dits exats (Fuhrmann & Helmke, 2001), (Trumpf, 2002). Plus préisé-
ment, on onsidère un système abstrait (A,B,C,D) sur un domaine intègre R, dont
l'état est x, la mesure y, et une sortie à reonstruire est z = Kx, K ∈M(R). On dit que
le système abstrait (F, [G H ], J, 0) sur R,
ξ˙ = Fξ +Gy +Hu
η = Jξ
, (8.2.38)
est un observateur asymptotique pour z, si e(t) = z(t) − η(t) tend asymptotiquement
vers zéro pour toute ondition initiale de x et de η. On dit qu'il s'agit d'un observateur
exat pour z si pour tout t ≥ 0, e(t) = 0. Une ondition néessaire et susante pour
que (8.2.38) soit un observateur exat est qu'il existe une transformation T ∈M(R), telle
que
TA− FT = GC
H = TB
K = JT
. (8.2.39)
Sous ette ondition, la dynamique de d = ξ − Tx est dérite par
d˙(t) = Fd(t), (8.2.40)
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et e(t) = Jd(t), pour tout t ≥ 0. Cependant, une analyse plus approfondie se révèle
néessaire pour étendre es résultats à des observateurs plus généraux, en travaillant sur
l'anneau des frations réalisables en l'opérateur retard.
Une deuxième piste onsiste à établir les liens préis entre l'invariane onditionnelle sur
un domaine intègre R et elle sur le orps des frations assoié. En eet, un sous-module
fermé S, dont une base est S = KerN , est (C,A)-invariant si et seulement si
Ker
(
N
C
)
⊂ Ker (NA) . (8.2.41)
Cette inlusion est équivalente à l'existene de X ′ et Y ′ sur le orps des frations telles
que NA = X ′N+Y ′C. Ave la notion de plus petit multiple ommun et des fatorisations
sur R, (8.2.41) est équivalente à l'existene de X, Y et Z sur R telles que
ZNA = XN + Y C. (8.2.42)
Il serait alors intéressant de relier ette ondition à la synthèse d'observateurs, en prenant
en ompte la notion d'état reonstrutible (Piard, 1996).
Cette question nous onduit aussi à s'intéresser aux systèmes impliites sur anneau, dont
la forme générale est
Ex˙ = Ax+Bu, (8.2.43)
où E ∈ M(R) est une matrie singulière. L'analyse de l'existene d'une solution, du
alul des sous-modules invariants, ainsi que de la ommande de es systèmes sont des
perspetives de reherhe, qui pourraient généraliser les résultats géométriques pour les
systèmes impliites sur un orps (Lewis & Ozaldiran, 1989), (Lewis, 1991).
Un autre point intéressant à approfondir est la notion de robustesse dans l'approhe
géométrique. On onsidère le système abstrait
x˙(t) = A(p)x(t) +B(p)u(t), (8.2.44)
où p est un veteur de paramètres qui appartient à un ensemble P ⊂ Rp, soumis à des
variations temporelles. Pour ette lasse de systèmes (Basile & Marro, 1987), on dit qu'un
sous-module V est invariant ontrlé de manière robuste par rapport à P si
A(p)V ⊂ V + ImB(p), ∀p ∈ P. (8.2.45)
L'ensemble P peut être ni ou inni. Selon les propriétés de et ensemble, le alul du
plus grand sous-module (A,B)-invariant robuste par rapport à P peut être réalisé par un
algorithme itératif qui onverge en un nombre ni d'étapes. Par exemple (Basile & Marro,
1987), pour un ensemble ni P = {p1, . . . , pq}, l'algorithme du alul du plus grand sous-
module (A,B)-invariant robuste par rapport à P ontenu dans le sous-module K est, pour
i ∈ N,
V1,0 = K
Vi+1,0 = Vi,h
Vi,j = V∗A(pj),B(pj)(Vi,j−1), pour j = 1, . . . , q,
où V∗A(pj),B(pj)(Vi,j−1) est le plus grand sous-module (A(pj), B(pj))-invariant ontenu dansVi,j−1. Cet algorithme onverge dès lors qu'il existe deux indies i et j tels que Vi,j = Vi−1,j,
et fait appel au alul plus lassique du plus grand sous-module invariant ontrlé ontenu
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dans un sous-module (Assan et al., 1999b). Il serait en outre intéressant de dérire la
famille des sous-modules qui sont des invariants ontrlés robustes par rapport à P, et
d'étendre es algorithmes au as où P est un ensemble onvexe ou ompat, qui puisse
dérire une plus grande lasse d'inertitudes.
Une autre diretion de reherhe est elle du plaement de oeients et du plaement
de ples pour les systèmes sur anneau, qui ne sont pas équivalentes. Outre la notion de
paire ylique permettant de résoudre e problème dans ertains as partiuliers (Shmale,
1988), (Shmale, 1995), (Assan, 1999), il serait intéressant d'étendre le onept de ple xe
aux systèmes sur anneau. Un ple xe d'un problème est un ple présent dans le spetre
d'un système boulé quelque soit le ompensateur solution du problème (Malabre et al.,
1997), (Camart, 2000), (Camart et al., 2001). Cette notion permet de déterminer si un
problème de plaement de oeients a une solution ou non, une ertaine marge de
stabilité en onsidérant la distane de es ples par rapport à l'axe imaginaire, et d'utiliser
au mieux les degrés de liberté sur les ples libres. La notion de sous-module auto-borné
(Basile & Marro, 1982) a sans doute un rle primordial pour la résolution de e problème.
La diulté réside dans le fait qu'un système peut avoir un nombre inni de ples xes.
Il s'agit alors de déterminer des diretions ou régions xes.
Un autre point important est l'aspet algorithmique du alul des sous-modules invariants.
Les algorithmes itératifs développés à e jour ne onvergent en un nombre ni d'étapes
que sur ertains anneaux partiuliers (Assan et al., 1999a). Plus généralement, sur un
domaine intègre, es algorithmes peuvent ne pas onverger. Les onepts de rationnalité
introduits dans (Gaubert & Katz, 2002) sont à la base des questions algorithmiques sous-
jaentes.
La dernière piste de reherhe dans ette thématique est elle portant sur l'interprétation
des sous-modules invariants en termes de ondition initiale, par le biais d'une desription
fréquentielle. Pour les systèmes linéaires, un sous-espae V est un sous-espae invariant
ontrlé si et seulement si pour tout x ∈ V, il existe des frations rationnelles stritement
propres ξ(s) et ω(s) sur R(s) telles que ξ(s) ∈ V (pour tout s) et
x = (sI − A)ξ(s)− Bω(s). (8.2.46)
Ainsi, le plus grand sous-espae invariant ontrlé ontenu dans un sous-espae K oïn-
ide ave l'ensemble des onditions initiales x ∈ K telles que (8.2.46) soit satisfaite. Pour
les systèmes à retards, ette interprétation du plus grand sous-module invariant ontrlé
est moins évidente. L'anneau auquel appartiennent les frations rationnelles ξ(s, e−θs) et
ω(s, e−θs) reste à dénir. Mais ette question pourrait apporter quelques pistes de réexion
sur l'invariane ontrlée par une méthode de type algébrique (Ozguler & Eldem, 1985),
(Weiland & Willems, 1989), et sur l'extension de la presque invariane aux systèmes sur
anneau (Willems, 1982), (Trentelman, 1985).
Pour les perspetives liées au alul par intervalles, il s'agit prinipalement de développer
des outils qui visent à diminuer la omplexité des algorithmes et à améliorer les opérations
de ontration. Pour les systèmes ave un grand nombre de paramètres (supérieur à 10),
on herhe en eet à optimiser l'eaité des ontrateurs numériques et à minimiser les
opérations de bissetion.
De nombreux ontrateurs ont été développés, et il n'existe pas de ontrateur qui puisse
être jugé meilleur que les autres de manière universelle (Jaulin et al., 2001). Pour opti-
miser la ontration, on utilise alors une ombinaison des diérents ontrateurs. Il s'agit
des tehniques de Waltz de la propagation d'intervalles de ontraintes (Waltz, 1975),
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(Davis, 1987). On ontrate les domaines des variables d'un problème sous ontraintes en
utilisant divers ontrateurs disponibles suessivement. Cette méthodologie pourrait être
implémentée dans un solveur, an d'en mesurer son eaité par rapport à la tehnique
d'extension naturelle de fontion utilisée dans le solveur Proj2D.
Une deuxième perspetive onsiste à minimiser les opérations de bissetion lors de la
génération d'un sous-pavage. Elle onsiste à déterminer une stratégie diérente et adap-
tative de génération d'un sous-pavage ou de diretion des bissetions.
Enn, an d'enrihir les ontrateurs basés sur la méthode de propagation des ontraintes,
on pourra également, d'un point de vue appliatif, ajouter des fontions élémentaires qui
interviennent dans les ontraintes primitives, ave notamment la dénition de fontions
entières sur C. Ces fontions primitives permettront alors d'inlure expliitement dans
l'analyse par intervalles ertains retards distribués.
Pour l'approhe algébrique, les pistes de reherhe sont là aussi nombreuses, et sont aussi
bien de nature numérique que théorique.
D'un point de vue numérique, la première piste à explorer est elle de la résolution
d'équations matriielles de Bézout sur E , en généralisant les tehniques polynomiales util-
isées sur R[s] (Kraer & Zagalak, 2001), (Kraer & Zagalak, 2002). Pour les systèmes
linéaires sur R(s), et étant données trois matries polynomialesN(s), D(s), et Φ(s), la ré-
solution d'une équation de Bézout sur R[s] onsiste à aluler deux matries polynomiales
X(s) et Y (s) telles que
X(s)N(s) + Y (s)D(s) = Φ(s). (8.2.47)
On réérit ette équation polynomiale en une équation matriielle à oeients réels
(Wang & Davison, 1973), à savoir, on déompose les polynmes réels sous la formeW (s) =
W0 + . . .+Wws
w
, pour obtenir
[
X0 · · · Xx Y0 · · · Yy
]

D0 · · · · · · Dd
.
.
.
.
.
.
D0 · · · · · · Dd
N0 · · · Nn
.
.
.
.
.
.
N0 · · · Nn

=
[
Φ0 · · · Φφ
]
. (8.2.48)
La résolution de ette équation devient alors un simple problème d'inversion de matrie
à oeients réels en utilisant des opérations élémentaires sur les lignes. Pour résoudre
numériquement une équation de la forme (8.2.47) dénie sur E , une diulté apparaît.
Elle se trouve dans la dénition de l'équation équivalente de la forme (8.2.48), qui est
mieux adaptée pour une résolution numérique.
Une autre problématique de nature numérique est l'implémentation et l'approximation
de lois de ommande distribuées. Il s'agit d'une part d'analyser l'éhantillonnage d'une
telle loi de ommande en vue de son implémentation sur alulateur (Van Asshe, 2002),
et d'autre part d'analyser l'approximation mathématique que l'on peut réaliser sur un
tel système de onvolution. La solution atuellement retenue propose une approximation
dans le domaine fréquentiel (Zhong, 2003), (Mirkin, 2004), (Mondié & Mihiels, 2003).
D'un point de vue théorique, les perspetives dans les développements algébriques font
partie des thématiques abordées dans ette thèse.
Une première piste est liée à l'analyse de la robustesse dans le problème de poursuite de
modèle à réponse impulsionnelle nie. Dans ette problématique, le système de matrie de
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transfert T (s, e−θs) est soumis à des inertitudes. Quelles onditions doivent être imposées
au préompensateur an que l'erreur de poursuite reste à réponse impulsionnelle nie pour
tout système dérit par ette inertitude, ou le as éhéant, omment garantir la stabilité
asymptotique de l'erreur de poursuite.
Une autre perspetive est elle de l'atténuation optimale de perturbation pour un système
à plusieurs retards sur l'entrée. On s'intéresse alors à un système de la forme
x˙(t) = Ax(t) +
κ∑
i=0
Biu(t− iθ) + Ew(t). (8.2.49)
En utilisant la relation intégro-diérentielle dérite dans (Artstein, 1982), l'étude de
l'atténuation de la perturbation w se ramène à l'étude d'un système linéaire. Cependant,
le lien entre e système linéaire et le problème d'atténuation optimale reste à élairir.
Une autre piste de reherhe onsiste à analyser les relations qui existent entre les dif-
férentes notions de stabilité introduites pour l'étude des systèmes à retards, notamment
pour eux de type neutre. Plusieurs travaux ont initié ette étude. Par exemple, dans
(Loiseau et al., 2002), il est montré qu'un système de type neutre qui n'est pas formelle-
ment stable ne peut pas être stabilisé de manière exponentielle. Ce résultat a ensuite été
généralisé au as de la stabilité au sens H∞ dans (Partington & Bonnet, 2004). Une étude
des relations entre stabilité exponentielle et BIBO stabilité a été eetuée dans (Curtain,
1988).
Enn, l'analyse de la stabilité robuste mérite également quelques réexions, notamment à
la lumière du as des systèmes régis par des équations aux diérenes. Le as de la BIBO
stabilité robuste semble ii partiulièrement intéressant, où par exemple, le prinipe du
petit gain se généralise (Dahleh, 1992).
La quatrième et dernière atégorie des perspetives de e travail est liée à la ommande
optimale au sens l1 ou L1.
La première perspetive réside dans le développement d'un algorithme pour la synthèse
d'une solution optimale dans le as des systèmes à retards à temps ontinu arrés et de
rang plein. A partir du problème de poursuite à réponse impulsionnelle nie, on doit
résoudre un problème d'équations linéaires en nombre inni.
L'approximation de la solution optimale est elle aussi à développer. Cette perspetive
s'insère aussi bien omme l'approximation d'une solution optimale alulée, que omme
un problème de sous-optimisation, prinipalement lorsque le système est multivariable et
de rang quelonque, ou possède des zéros sur l'axe imaginaire. Une tehnique à utiliser
serait alors elle proposée dans (Diaz-Bobillo & Dahleh, 1993), par ajout de dynamique
supplémentaire dans le préompensateur. Plus préisément, on onsidère le problème de
poursuite de la forme(
E11 E12
E21 E22
)
=
(
Tm11 T
m
12
Tm21 T
m
22
)
−
(
T 11
T 12
)
R
(
T 21 T
2
2
)
, (8.2.50)
où T 11 et T
2
1 sont arrés et de rang plein, et où toutes les matries sont propres et sta-
bles, la solution optimale au problème d'optimisation l1 n'est pas en général à réponse
impulsionnelle nie. On réalise alors une approximation en dénissant un problème de
sous-optimisation. An de réaliser ette sous-optimisation, on peut utiliser la tehnique
proposée dans (Diaz-Bobillo & Dahleh, 1993). Elle onsiste à augmenter la dimension du
préompensateur, an d'obtenir une équation de poursuite de la forme(
E11 E12
E21 E22
)
=
(
Tm11 T
m
12
Tm21 T
m
22
)
−
(
T 11 0
T 12 Un
)(
R11 R12
R21 R22
)(
T 21 T
2
2
0 Un
)
, (8.2.51)
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où Un est à réponse impulsionnelle nie, arrée et de rang plein. Cette tehnique permet
d'approher la solution optimale de (8.2.50).
Enn, la dernière perspetive est elle liée à l'optimisation l1-L1 pour les systèmes iner-
tains à retards. Par exemple, étant donné un système de transfert T (s, e−θs, p), où p est
un veteur de paramètres inertains dans un ensemble P ⊂ Rn, on herhe à déterminer
un préompensateur R(s, e−θs) ∈ Aˆ tel que
inf
R∈Aˆ
sup
p∈P
∥∥Tm(s, e−θs)− T (s, e−θs, p)R(s, e−θs)∥∥Aˆ . (8.2.52)
Cette problématique a été abordée dans (Khammash & Pearson, 1991), (Khammash et al.,
2001) pour les systèmes linéaires à temps disret. Il serait intéressant d'analyser dans
quelle mesure ette étude peut se généraliser au as des systèmes à retards.
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Méthodologie pour l'analyse et la ommande des systèmes à retards
Résumé. Cette thèse traite de méthodologie pour l'analyse et la ommande de systèmes
linéaires à retards. On s'intéresse plus partiulièrement à trois tehniques omplémentaires. La
première est l'approhe géométrique. Les systèmes linéaires à retards peuvent se modéliser par
un quadruplet de matries à oeients sur un anneau. L'approhe géométrique onsiste alors
à étudier un système ave les propriétés des modules de et anneau. Dans ette partie, on
développe une analyse exhaustive des notions d'invariane de modules, en vue d'appliations en
ommande. Des relations logiques entre diérentes formes d'invariane ontrlée et d'invariane
onditionnelle sont établies. La deuxième approhe étudiée dans ette thèse est algébrique. Pour
elle-i, l'utilisation de pseudo-polynmes, qui sont des opérateurs faisant appel à un nombre ni
de dérivateurs, de retards pontuels et distribués, se révèle fondamentale. On utilise plus préisé-
ment l'anneau des frations propres et stables de pseudo-polynmes pour résoudre le problème
de stabilisation d'un système. Ce problème débouhe sur une paramétrisation des ompensateurs
stabilisants et des matries de transfert en boule fermée. On étudie alors divers problèmes de
ommande, omme le rejet de perturbation, l'atténuation de perturbation, la poursuite de mod-
èle exate ou approhée, ou la ommande optimale au sens L1. Enn, la troisième et dernière
approhe est le alul numérique. Dans ette partie, on utilise le alul par intervalles pour ré-
soudre des problèmes numériques diiles, omme la stabilité robuste, la stabilisation, ou enore
le respet d'un gabarit de performanes et de robustesse.
Mots-lés. systèmes à retards, approhe géométrique, système sur anneau, invariane on-
trlée, invariane onditionnelle, pseudo-polynme, stabilité, stabilisation, rejet de perturbation,
poursuite de modèle, optimisation L1, alul par intervalles.
Abstrat. This thesis deals with methodologies for the analysis and the ontrol of linear
time-delay systems. The rst is the geometri approah. The linear time-delay systems an be
modelled by a quadruple of matries with entries over a ring. Then the geometri approah
makes it possible to analyze a system with the properties of the modules over a ring. In this
part, we develop a well argued analysis of invariane onepts for appliation in system ontrol.
Some logial relationships among various lasses of ontrolled and onditioned invariant modules
are established. The seond approah is based on algebrai onepts. In this approah, the
use of pseudo-polynomials, whih are operators with a nite number of derivatives, pointwise
and distributed delays, is fundamental. More preisely, the ring of proper and stable frations
of pseudo-polynomials is used in the stabilization problem. The solution gives us a parame-
terization of all stabilizing ontrollers and losed-loop transfer matries. Then, various ontrol
problems are addressed, like the disturbane rejetion, the disturbane attenuation, the exat or
approximated model mathing, or the L1 optimal ontrol. Finally, the last approah is about
numerial alulus. In this part, the interval analysis is used to solve hard numerial problems,
like the robust stability, the stabilization, or the veriation of a gauge for performanes and
robustness.
Key-words: time-delay systems, geometri approah, abstrat system over a ring, ontrolled
invariane, onditioned invariane, pseudo-polynomial, stability, stabilization, disturbane reje-
tion, model mathing, L1 optimization, interval analysis.
