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Abstract
The Drazin inverse solutions of the matrix equations AX = B, XA = B and
AXB = D are considered in this paper. We use both the determinantal repre-
sentations of the Drazin inverse obtained earlier by the author and in the paper.
We get analogs of the Cramer rule for the Drazin inverse solutions of these ma-
trix equations and using their for determinantal representations of solutions of
some differential matrix equations, X′ + AX = B and X′ +XA = B, where
the matrix A is singular.
Keywords: Drazin inverse, matrix equation, Drazin inverse solution, Cramer
rule, differential matrix equation
2010 MSC: 15A15
1. Introduction
In this paper we shall adopt the following notation. Let Cm×n be the set of
m by n matrices with complex entries and Im be the identity matrix of orderm.
Denote by a.j and ai. the jth column and the ith row ofA ∈ C
m×n, respectively.
Let A.j (b) denote the matrix obtained from A by replacing its jth column with
the vector b, and by Ai. (b) denote the matrix obtained from A by replacing
its ith row with b.
Let α := {α1, . . . , αk} ⊆ {1, . . . ,m} and β := {β1, . . . , βk} ⊆ {1, . . . , n} be
subsets of the order 1 ≤ k ≤ min {m,n}. Then
∣∣∣Aαβ ∣∣∣ denotes the minor of A
determined by the rows indexed by α and the columns indexed by β. Clearly,
|Aαα| be a principal minor determined by the rows and columns indexed by α.
For 1 ≤ k ≤ n, denote by
Lk,n := {α : α = (α1, . . . , αk) , 1 ≤ α1 ≤ . . . ≤ αk ≤ n}
the collection of strictly increasing sequences of k integers chosen from the set
{1, . . . , n}. For fixed i ∈ α and j ∈ β, let
Ik,m{i} := {α : α ∈ Lk,m, i ∈ α}, Jk, n{j} := {β : β ∈ Lk,n, j ∈ β}.
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Matrix equation is one of the important study fields of linear algebra. Linear
matrix equations, such as
AX = B, (1)
XA = B, (2)
and
AXB = D, (3)
play an important role in linear system theory therefore a large number of
papers have presented several methods for investigating these matrix equations
(for example, see [1]-[6]).
In some situations, however, people pay more attention to the Drazin inverse
solutions of singular linear systems and matrix equations [7]-[13]. Moreover, Xu
Zhao-liang and Wang Guo-rong in [14] proved that the Drazin inverse solutions
of the matrix equations (1), (2) and (3) with some restricts are their unique
solutions. The Cramer rule for the Drazin inverse solution of the restricted
system of linear equations are used in [15]- [17]. The Cramer rules for solutions
of the restricted matrix equations (1), (2) and (3), in particular for the Drazin
inverse solution, are established in [18]-[21].
In this paper, we obtain explicit formulas for determinantal representations
of the Drazin inverse solutions of the matrix equations (1), (2) and (3) and using
their for determinantal representations of solutions of some differential matrix
equations. The paper is based on principles used in [23], where we obtained
analogs of the Cramer rule for the minimum norm least squares solutions of the
matrix equations (1), (2) and (3). Liu et al. in [24] deduce the new determi-
nantal representations of A
(2)
T,S and the Cramer rule for the restricted matrix
equation (3) based on these principles as well. Since the Drazin inverse and the
group inverse A are outer inversesA
(2)
T,S for some specific choice of T and S, then
the results obtained in [24] generalize in some ways some results of the paper.
But we get the more detailed representation of the Drazin inverse solutions,
and therefore we can used their for determinantal representations of solutions
of some differential matrix equations.
The paper is organized as follows. We start with some basic concepts and
results about the Drazin inverse in Section 2. We use the determinantal repre-
sentation of the Drazin inverse obtained in [22] and also another determinantal
representation is obtained in this section. In Section 3, we derive explicit for-
mulas for determinantal representations of the Drazin inverse solutions for the
matrix equations (1), (2) and (3). These formulas generalize the well-known
Cramer rule. In Section 4, we demonstrate their using for determinantal repre-
sentations of solutions of some differential matrix equations, X′+AX = B and
X′+XA = B, where the matrix A is singular. In Section 5, we show numerical
examples to illustrate the main results.
2
2. Determinantal representations of the Drazin inverse
For any matrix A ∈ Cn×n with IndA = k, where a positive integer k =:
IndA = min
k∈N∪{0}
{
rankAk+1 = rankAk
}
, the Drazin inverse is the unique ma-
trix X that satisfies the following three properties
1) Ak+1X = Ak;
2) XAX = X;
3) AX = XA.
(4)
It is denoted by X = AD.
In particular, when IndA = 1, then the matrix X in (4) is called the group
inverse and is denoted by X = Ag.
If IndA = 0, then A is nonsingular, and AD ≡ A−1.
Remark 2.1. Since the equation 3) of (4), the equation 1) can be replaced by
follows
1a) XAk+1 = Ak.
The Drazin inverse can be represented explicitly by the Jordan canonical form
as follows.
Theorem 2.1. [25] If A ∈ Cn×n with IndA = k and
A = P
(
C 0
0 N
)
P−1
where C is nonsingular and rankC = rankAk, and N is nilpotent of order k,
then
AD = P
(
C−1 0
0 0
)
P−1.
We use the following theorem about the limit representation of the Drazin
inverse.
Theorem 2.2. [25] If A ∈ Cn×n, then
AD = lim
λ→0
(
λIn +A
k+1
)−1
Ak,
where k = IndA, λ ∈ R+, and R+ is a set of the real positive numbers.
The following theorem can be obtained by analogy to Theorem 2.2.
Theorem 2.3. If A ∈ Cn×n, then
AD = lim
λ→0
Ak
(
λIn +A
k+1
)−1
,
where k = IndA, λ ∈ R+, and R+ is a set of the real positive numbers.
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Denote by a
(k)
.j and a
(k)
i. the jth column and the ith row of A
k respectively.
Lemma 2.1. ([22], Lemma 3.1) If A ∈ Cn×n with IndA = k, then for all
i, j = 1, n
rankAk+1. i
(
a
(k)
.j
)
≤ rankAk+1.
Using Theorem 2.2 and Lemma 2.1 we obtained in [22] the following determi-
nantal representations of the Drazin and group inverses and the identity ADA
on R(Ak).
Theorem 2.4. ([22], Theorem 3.3) If IndA = k and rankAk+1 = rankAk =
r ≤ n for A ∈ Cn×n, then the Drazin inverse AD =
(
aDij
)
∈ Cn×n possess the
following determinantal representations:
aDij =
∑
β∈Jr,n{i}
∣∣∣∣(Ak+1. i (a(k).j ))β
β
∣∣∣∣∑
β∈Jr,n
∣∣∣(Ak+1)ββ∣∣∣ , (5)
for all i, j = 1, n.
Corollary 2.1. ([22], Corollary 3.1) If IndA = 1 and rankA2 = rankA =
r ≤ n for A ∈ Cn×n, then the group inverse Ag =
(
a
g
ij
)
∈ Cn×n possess the
following determinantal representation:
a
g
ij =
∑
β∈Jr,n{i}
∣∣∣(A2. i (a.j))ββ∣∣∣∑
β∈Jr,n
∣∣∣(A2)ββ∣∣∣ ,
for all i, j = 1, n.
Corollary 2.2. ([22], Corollary 3.2) If IndA = k and rankAk+1 = rankAk =
r ≤ n for A ∈ Cn×n, then the matrix ADA = (pij) ∈ C
n×n possess the following
determinantal representation
pij =
∑
β∈Jr,n{i}
∣∣∣(Ak+1. i (a.j(k+1)))ββ∣∣∣∑
β∈Jr,n
∣∣∣(Ak+1. i )ββ∣∣∣ , (6)
for all i, j = 1, n.
Using Theorem 2.3 we can obtain another determinantal representation of
the Drazin inverse. At first we consider the following auxiliary lemma similar
to Lemma 2.1.
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Lemma 2.2. If A ∈ Cn×n with IndA = k, then for all i, j = 1, n
rankAk+1i .
(
a
(k)
j.
)
≤ rankAk+1.
Proof. The matrix Ak+1i .
(
a
(k)
j .
)
may by represent as follows
n∑
s=1
a1sa
(k)
s1 . . .
n∑
s=1
a1sa
(k)
sn
. . . . . . . . .
a
(k)
j1 . . . a
(k)
j n
. . . . . . . . .
n∑
s=1
ansa
(k)
s1 . . .
n∑
s=1
an sa
(k)
sn

Let Pl i (−al j) ∈ C
n×n, (l 6= i), be a matrix with −al j in the (l, i) entry, 1 in all
diagonal entries, and 0 in others. It is a matrix of an elementary transformation.
It follows that
Ak+1i .
(
a
(k)
j .
)
·
∏
l 6=i
Pl i (−al j) =

n∑
s6=j
a1sa
(k)
s1 . . .
n∑
s6=j
a1sa
(k)
sn
. . . . . . . . .
a
(k)
j1 . . . a
(k)
j n
. . . . . . . . .
n∑
s6=j
ansa
(k)
s1 . . .
n∑
s6=j
ansa
(k)
sn

ith
The obtained above matrix has the following factorization.
n∑
s6=j
a1sa
(k)
s1 . . .
n∑
s6=j
a1sa
(k)
sn
. . . . . . . . .
a
(k)
j1 . . . a
(k)
j n
. . . . . . . . .
n∑
s6=j
ansa
(k)
s1 . . .
n∑
s6=j
ansa
(k)
sn

=

a11 . . . 0 . . . a1n
. . . . . . . . . . . . . . .
0 . . . 1 . . . 0
. . . . . . . . . . . . . . .
an1 . . . 0 . . . ann


a
(k)
11 a
(k)
12 . . . a
(k)
1n
a
(k)
21 a
(k)
22 . . . a
(k)
2n
. . . . . . . . . . . .
a
(k)
n1 a
(k)
n2 . . . a
(k)
nn

Denote the first matrix by
A˜ :=

a11 . . . 0 . . . a1n
. . . . . . . . . . . . . . .
0 . . . 1 . . . 0
. . . . . . . . . . . . . . .
an1 . . . 0 . . . ann

jth
ith.
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The matrix A˜ is obtained from A by replacing all entries of the ith row and
the jth column with zeroes except for 1 in the (i, j) entry. Elementary transfor-
mations of a matrix do not change its rank. It follows that rankAk+1i .
(
a
(k)
j .
)
≤
min
{
rankAk, rank A˜
}
. Since rank A˜ ≥ rankAk the proof is completed.
Theorem 2.5. If IndA = k and rankAk+1 = rankAk = r ≤ n for A ∈ Cn×n,
then the Drazin inverse AD =
(
aDij
)
∈ Cn×n possess the following determinantal
representations:
aDij =
∑
α∈Ir,n{j}
∣∣∣(Ak+1j. (a(k)i. ))α
α
∣∣∣∑
α∈Ir,n
∣∣(Ak+1)αα∣∣ , (7)
for all i, j = 1, n.
Proof. If λ ∈ R+, then rank
(
λI+Ak+1
)
= n. Hence, there exists the inverse
matrix
(
λI +Ak+1
)−1
=
1
det (λI+Ak+1)

R11 R21 . . . Rn 1
R12 R22 . . . Rn 2
. . . . . . . . . . . .
R1n R2n . . . Rnn
 ,
where Rij is a cofactor in λI + A
k+1 for all i, j = 1, n. By Theorem 2.3,
AD = lim
λ→0
Ak
(
λIn +A
k+1
)−1
, so that
AD = lim
λ→0
1
det (λI+Ak+1)

∑n
s=1 a
(k)
1s R1s . . .
∑n
s=1 a
(k)
1s Rns
. . . . . . . . .∑n
s=1 a
(k)
ns R1s . . .
∑n
s=1 a
(k)
ns Rns
 =
lim
λ→0

det(λI+Ak+1)
1.
(
a
(k)
1.
)
det(λI+Ak+1)
. . .
det(λI+Ak+1)
n.
(a(k)n. )
det(λI+Ak+1)
. . . . . . . . .
det(λI+Ak+1)
1.
(a(k)n. )
det(λI+Ak+1) . . .
det(λI+Ak+1)
n.
(a(k)n. )
det(λI+Ak+1)
 (8)
Similar to the characteristic polynomial, we have
det
(
λI+Ak+1
)
= λn + d1λ
n−1 + d2λ
n−2 + . . .+ dn,
where ds =
∑
α∈Is,n
∣∣(Ak+1)α
α
∣∣ is a sum of the principal minors of Ak+1 of order
s, for all s = 1, n− 1, and dn = detA
k+1. Since rankAk+1 = r, then dn =
dn−1 = . . . = dr+1 = 0 and
det
(
λI+Ak+1
)
= λn + d1λ
n−1 + d2λ
n−2 + . . .+ drλ
n−r. (9)
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Similarly we have for all i, j = 1, n
det
(
λI+Ak+1
)
j.
(
a
(k)
i.
)
= l
(ij)
1 λ
n−1 + l
(ij)
2 λ
n−2 + . . .+ l(ij)n ,
where for all s = 1, n− 1,
l(ij)s =
∑
α∈Is,n{j}
∣∣∣(Ak+1j . (a(k)i. ))α
α
∣∣∣,
and l
(i j)
n = detA
k+1
j .
(
a
(k)
i.
)
.
By Lemma 2.2, rankAk+1j .
(
a
(k)
i .
)
≤ r, so that if s > r, then for all α ∈
Is,n{i} and for all i, j = 1, n,∣∣∣(Ak+1j . (a(k)i. ))α
α
∣∣∣ = 0.
Therefore if r + 1 ≤ s < n, then for all i, j = 1, n,
l(ij)s =
∑
α∈Is,n{j}
∣∣∣(Ak+1j. (a(k)i. ))α
α
∣∣∣ = 0,
and l
(ij)
n = detA
k+1
j .
(
a
(k)
i.
)
= 0. Finally we obtain
det
(
λI+Ak+1
)
j.
(
a
(k)
i.
)
= l
(i j)
1 λ
n−1 + l
(i j)
2 λ
n−2 + . . .+ l(ij)r λ
n−r. (10)
By replacing the denominators and the nominators of the fractions in the
entries of the matrix (8) with the expressions (9) and (10) respectively, finally
we obtain
AD = lim
λ→0

l
(11)
1 λ
n−1+...+l(11)r λ
n−r
λn+d1λn−1+...+drλn−r
. . .
l
(1n)
1 λ
n−1+...+l(1n)r λ
n−r
λn+d1λn−1+...+drλn−r
. . . . . . . . .
l
(n1)
1 λ
n−1+...+l(n1)r λ
n−r
λn+d1λn−1+...+drλn−r
. . .
l
(nn)
1 λ
n−1+...+l(nn)r λ
n−r
λn+d1λn−1+...+drλn−r
 =
=

l(11)r
dr
. . .
l(1n)r
dr
. . . . . . . . .
l(n1)r
dr
. . .
l(nn)r
dr
 ,
where for all i, j = 1, n,
l(ij)r =
∑
α∈Ir,n{j}
∣∣∣(Ak+1j. (a(k)i. ))α
α
∣∣∣.
This completes the proof.
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Using Theorem 2.5 we evidently can obtain another determinantal represen-
tation of the group inverse and the following determinantal representation of
the identity AAD on R(Ak)
Corollary 2.3. If IndA = 1 and rankA2 = rankA = r ≤ n for A ∈ Cn×n,
then the group inverse Ag =
(
a
g
ij
)
∈ Cn×n possess the following determinantal
representations:
a
g
ij =
∑
α∈Ir,n{j}
∣∣∣(A2j. (ai.))αα∣∣∣∑
α∈Ir,n
|(A2)
α
α|
, (11)
for all i, j = 1, n.
Corollary 2.4. If IndA = k and rankAk+1 = rankAk = r ≤ n for A ∈
Cn×n, then the matrix AAD = (qij) ∈ C
n×n possess the following determinantal
representation
qij =
∑
α∈Ir,n{j}
∣∣∣∣(Ak+1j. (a(k+1)i. ))β
β
∣∣∣∣∑
α∈Ir,n
∣∣∣(Ak+1)ββ∣∣∣ , (12)
for all i, j = 1, n.
3. Cramer’s rule of the Drazin inverse solutions of some matrix equa-
tions
Consider a matrix equation
AX = B, (13)
where A ∈ Cn×n with IndA = k, B ∈ Cn×m are given and X ∈ Cn×m is
unknown.
Theorem 3.1. ([14], Theorem 1) If the range space R(B) ⊂ R(Ak), then the
matrix equation (13) with constrain R(X) ⊂ R(Ak) has a unique solution
X = ADB.
We denote AkB =: Bˆ = (bˆij) ∈ C
n×m.
Theorem 3.2. If rankAk+1 = rankAk = r ≤ n for A ∈ Cn×n, then for
Drazin inverse solution X = ADB = (xij) ∈ C
n×m of (13) we have for all
i = 1, n, j = 1,m,
xij =
∑
β∈Jr,n{i}
∣∣∣(Ak+1. i (bˆ.j)) ββ∣∣∣∑
β∈Jr, n
∣∣∣(Ak+1) ββ∣∣∣ . (14)
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Proof. By Theorem 2.4 we can represent the matrix AD by (5). Therefore,
we obtain for all i = 1, n, j = 1,m,
xij =
n∑
s=1
aDisbsj =
n∑
s=1
∑
β∈Jr,n{i}
∣∣∣(Ak+1. i (a(k).s )) ββ∣∣∣∑
β∈Jr,n
∣∣∣(Ak+1) ββ∣∣∣ · bsj =
∑
β∈Jr,n{i}
∑n
s=1
∣∣∣(Ak+1. i (a(k).s )) ββ∣∣∣ · bsj∑
β∈Jr,n
∣∣∣(Ak+1) ββ∣∣∣ .
Since
∑
s
a
(k)
.s bsj =

∑
s
a
(k)
1s bsj∑
s
a
(k)
2s bsj
...∑
s
a
(k)
ns bsj

= bˆ.j , then it follows (14).
Corollary 3.1. ([22], Theorem 4.2.) If IndA = k and rankAk+1 = rankAk =
r ≤ n for A ∈ Cn×n, and y = (y1, . . . , yn)
T
∈ Cn, then for Drazin inverse
solution x = ADy =: (x1, . . . , xn)
T ∈ Cn of the system of linear equations
A · x = y,
we have for all j = 1, n,
xj =
∑
β∈Jr,n{j}
∣∣∣(Ak+1. j (f))ββ∣∣∣∣∣∣(Ak+1)ββ∣∣∣ ,
where f = Aky.
Consider a matrix equation
XA = B, (15)
where A ∈ Cm×m with IndA = k, B ∈ Cn×m are given and X ∈ Cn×m is
unknown.
Theorem 3.3. ([14], Theorem 2) If the null space N(B) ⊃ N(Ak), then the
matrix equation (15) with constrain N(X) ⊃ N(Ak) has a unique solution
X = BAD.
We denote BAk =: Bˇ = (bˇij) ∈ C
n×m.
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Theorem 3.4. If rankAk+1 = rankAk = r ≤ m for A ∈ Cm×m, then for
Drazin inverse solution X = BAD = (xij) ∈ C
n×m of (15), we have for all
i = 1, n, j = 1,m,
xij =
∑
α∈Ir,m{j}
∣∣(Ak+1j . (bˇi .)) αα∣∣∑
α∈Ir,m
|(Ak+1) αα|
. (16)
Proof. By Theorem 2.5 we can represent the matrix AD by (7). Therefore,
for all i = 1, n, j = 1,m, we obtain
xij =
m∑
s=1
bisa
D
sj =
m∑
s=1
bis ·
∑
α∈Ir,m{j}
∣∣∣(Ak+1j . (a(k)s . )) αα∣∣∣∑
α∈Ir,m
|(Ak+1) αα|
=
∑m
s=1 bik
∑
α∈Ir,m{j}
∣∣∣(Ak+1j . (a(k)s . )) αα∣∣∣∑
α∈Ir,m
|(Ak+1) αα|
Since for all i = 1, n∑
s
bisa
(k)
s . =
(∑
s
bisa
(k)
s1
∑
s
bisa
(k)
s2 · · ·
∑
s
bisa
(k)
sm
)
= bˇi.,
then it follows (16).
Consider a matrix equation
AXB = D, (17)
where A ∈ Cn×n with IndA = k1, B ∈ C
m×m with IndB = k2 and D ∈ C
n×m
are given, and X ∈ Cn×mis unknown.
Theorem 3.5. ([14], Theorem 3) If R(D) ⊂ R(Ak1) and N(D) ⊃ N(Bk2),
k = max{k1, k2}, then the matrix equation (17) with constrain R(X) ⊂ R(A
k)
and N(X) ⊃ N(Bk) has a unique solution
X = ADDBD.
We denote Ak1DBk2 =: D˜ = (d˜ij) ∈ C
n×m.
Theorem 3.6. If rankAk1+1 = rankAk1 = r1 ≤ n for A ∈ C
n×n, and
rankBk2+1 = rankBk2 = r2 ≤ m for B ∈ C
m×m, then for the Drazin inverse
solution X = ADDBD =: (xij) ∈ C
n×m of (17) we have
xij =
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (dB. j) ββ∣∣∣∑
β∈Jr1,n
∣∣∣(Ak1+1)ββ∣∣∣ ∑
α∈Ir2,m
∣∣(Bk2+1)αα∣∣ , (18)
10
or
xij =
∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (dAi .) αα∣∣∣∑
β∈Jr1,n
∣∣∣(Ak1+1)ββ∣∣∣ ∑
α∈Ir2,m
∣∣(Bk2+1)αα∣∣ , (19)
where
dB. j =
 ∑
α∈Ir2,m{j}
∣∣∣Bk2+1j. (d˜1.) αα∣∣∣, ..., ∑
α∈Ir2,m{j}
∣∣∣Bk2+1j. (d˜n.) αα∣∣∣
T , (20)
dAi . =
 ∑
β∈Jr1,n{i}
∣∣∣Ak1+1.i (d˜.1) ββ∣∣∣, ..., ∑
α∈Ir1,n{i}
∣∣∣Ak1+1.i (d˜.m) ββ∣∣∣

are the column-vector and the row-vector. d˜i. and d˜.j are respectively the ith
row and the jth column of D˜ for all i = 1, n, j = 1,m.
Proof. By Theorems 2.4 and 2.5 the Drazin inverses AD =
(
aDij
)
∈ Cn×n
and BD =
(
bDij
)
∈ Cm×m possess the following determinantal representations,
respectively,
aDij =
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (a(k1).j ) ββ∣∣∣∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ ,
bDij =
∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (b(k2)i. ) αα∣∣∣∑
α∈Ir2,m
|(Bk2+1) αα|
. (21)
Then an entry of the Drazin inverse solution X = ADDBD =: (xij) ∈ C
n×m is
xij =
m∑
s=1
(
n∑
t=1
aDitdts
)
bDsj . (22)
Denote by dˆ.s the sth column of A
kD =: Dˆ = (dˆij) ∈ C
n×m for all s = 1,m.
It follows from
∑
t
aD. tdts = dˆ. s that
n∑
t=1
aDitdts =
n∑
t=1
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (a(k1).t ) ββ∣∣∣∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ · dts =
∑
β∈Jr1, n{i}
n∑
t=1
∣∣∣Ak1+1. i (a(k1).t ) ββ∣∣∣ · dts∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ =
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (dˆ. s) ββ∣∣∣∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ (23)
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Substituting (23) and (21) in (22), we obtain
xij =
m∑
s=1
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (dˆ. s) ββ∣∣∣∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣
∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (b(k2)s. ) αα∣∣∣∑
α∈Ir2,m
|(Bk2+1) αα|
.
Suppose es. and e. s are respectively the unit row-vector and the unit column-
vector whose components are 0, except the sth components, which are 1. Since
dˆ. s =
n∑
l=1
e. ldˆls, b
(k2)
s. =
m∑
t=1
b
(k2)
st et.,
m∑
s=1
dˆlsb
(k2)
st = d˜lt,
then we have
xij =
m∑
s=1
m∑
t=1
n∑
l=1
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (e. l) ββ∣∣∣dˆlsb(k2)st ∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (et.) αα∣∣∣∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ ∑
α∈Ir2,m
|(Bk2+1) αα|
=
m∑
t=1
n∑
l=1
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (e. l) ββ∣∣∣ d˜lt ∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (et.) αα∣∣∣∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ ∑
α∈Ir2,m
|(Bk2+1) αα|
. (24)
Denote by
dAit :=∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (d˜. t) ββ∣∣∣ = n∑
l=1
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (e. l) ββ∣∣∣d˜lt
the tth component of a row-vector dAi . = (d
A
i1, ..., d
A
im) for all t = 1,m. Substi-
tuting it in (24), we obtain
xij =
m∑
t=1
dAit
∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (et.) αα∣∣∣∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ ∑
α∈Ir2,m
|(Bk2+1) αα|
.
Since
m∑
t=1
dAitet. = d
A
i ., then it follows (19).
If we denote by
dBlj :=
m∑
t=1
d˜lt
∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (et.) αα∣∣∣ = ∑
α∈Ir2,m{j}
∣∣∣Bk2+1j . (d˜l.) αα∣∣∣
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the lth component of a column-vector dB. j = (d
B
1j , ..., d
B
jn)
T for all l = 1, n and
substitute it in (24), we obtain
xij =
n∑
l=1
∑
β∈Jr1, n{i}
∣∣∣Ak1+1. i (e. l) ββ∣∣∣ dBlj∑
β∈Jr1, n
∣∣∣(Ak1+1) ββ∣∣∣ ∑
α∈Ir2,m
|(Bk2+1) αα|
.
Since
n∑
l=1
e.ld
B
lj = d
B
. j , then it follows (18).
4. Applications of the determinantal representations of the Drazin
inverse to some differential matrix equations
Consider the matrix differential equation
X′ +AX = B (25)
where A ∈ Cn×n, B ∈ Cn×n are given, X ∈ Cn×n is unknown. It’s well-known
that the general solution of (25) is found to be
X(t) = exp−At
(∫
expAt dt
)
B
If A is invertible, then ∫
expAt dt = A−1 expAt+G,
where G is an arbitrary n × n matrix. If A is singular, then the following
theorem gives an answer.
Theorem 4.1. ([26], Theorem 1) If A has index k, then∫
expAt dt = AD expAt+(I−AAD)t
[
I+
A
2
t+
A2
3!
t2 + ...+
Ak−1
k!
tk−1
]
+G.
Using Theorem 4.1 and the power series expansion of exp−At, we get an explicit
form for a general solution of (25)
X(t) ={
AD + (I−AAD)t
(
I− A2 t+
A
2
3! t
2 − ...(−1)k−1A
k−1
k! t
k−1
)
+G
}
B.
If we put G = 0, then we obtain the following partial solution of (25),
X(t) = ADB+ (B−ADAB)t− 12 (AB−A
DA2B)t2 + ...
(−1)k−1
k! (A
k−1B−ADAkB)tk.
(26)
Denote AlB =: B̂(l) = (̂b
(l)
ij ) ∈ C
n×n for all l = 1, 2k.
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Theorem 4.2. The partial solution (26), X(t) = (xij), possess the following
determinantal representation,
xij =
∑
β∈Jr, n{i}
∣∣∣(Ak+1. i
(
b̂
(k)
.j
))
β
β
∣∣∣
∑
β∈Jr, n
|(Ak+1) ββ|
+
bij −
∑
β∈Jr, n{i}
∣∣∣(Ak+1. i
(
b̂
(k+1)
.j
))
β
β
∣∣∣
∑
β∈Jr, n
|(Ak+1) ββ|
 t
− 12
b̂(1)ij −
∑
β∈Jr,n{i}
∣∣∣(Ak+1. i
(
b̂
(k+2)
.j
))
β
β
∣∣∣
∑
β∈Jr, n
|(Ak+1) ββ|
 t2 + ...
(−1)k
k!
b̂(k−1)ij −
∑
β∈Jr,n{i}
∣∣∣(Ak+1. i
(
b̂
(2k)
.j
))
β
β
∣∣∣
∑
β∈Jr, n
|(Ak+1) ββ|
 tk
(27)
for all i, j = 1, n.
Proof. Using the determinantal representation of the identity (6) we obtain
the following determinantal representation of the matrix ADAmB := (yij),
yij =
n∑
s=1
pis
n∑
t=1
a
(m−1)
st btj =
∑
β∈Jr,n{i}
n∑
s=1
∣∣∣(Ak+1. i (a.s(k+1)))ββ∣∣∣ · n∑
t=1
a
(m−1)
st btj∑
β∈Jr,n
∣∣∣(Ak+1)ββ∣∣∣ =
∑
β∈Jr,n{i}
n∑
t=1
∣∣∣(Ak+1. i (a.t(k+m)))ββ∣∣∣ · btj∑
β∈Jr,n
∣∣∣(Ak+1)ββ∣∣∣ =
∑
β∈Jr,n{i}
∣∣∣(Ak+1. i (b̂(k+m).j )) ββ∣∣∣∑
β∈Jr, n
∣∣∣(Ak+1) ββ∣∣∣
for all i, j = 1, n and m = 1, k. From this and the determinantal representation
of the Drazin inverse solution (14) and the identity (6) it follows (27).
Corollary 4.1. If IndA = 1, then the partial solution of (25),
X(t) = (xij) = A
gB+ (B−AgAB)t,
possess the following determinantal representation
xij =
∑
β∈Jr,n{i}
∣∣∣(A2. i (b̂(1).j )) ββ∣∣∣∑
β∈Jr, n
∣∣∣(A2) ββ∣∣∣ +
bij −
∑
β∈Jr,n{i}
∣∣∣(A2. i (b̂(2).j )) ββ∣∣∣∑
β∈Jr, n
∣∣∣(A2) ββ∣∣∣
 t. (28)
for all i, j = 1, n.
Consider the matrix differential equation
X′ +XA = B (29)
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where A ∈ Cn×n, B ∈ Cn×n are given, X ∈ Cn×n is unknown. The general
solution of (29) is found to be
X(t) = B exp−At
(∫
expAt dt
)
If A is singular, then an explicit form for a general solution of (29) is
X(t) =
B
{
AD + (I−AAD)t
(
I− A2 t+
A
2
3! t
2 + ...(−1)k−1A
k−1
k! t
k−1
)
+G
}
.
If we put G = 0, then we obtain the following partial solution of (29),
X(t) = BAD + (B−BAAD)t− 12 (BA−BA
2AD)t2 + ...
(−1)k−1
k! (BA
k−1 −BAkAD)tk.
(30)
Denote BAl =: Bˇ(l) = (bˇ
(l)
ij ) ∈ C
n×n for all l = 1, 2k. Using the determinantal
representation of the Drazin inverse solution (16), the group inverse (11) and
the identity (12) we evidently obtain the following theorem.
Theorem 4.3. The partial solution (30), X(t) = (xij), possess the following
determinantal representation,
xij =
∑
α∈Ir,n{j}
∣∣∣(Ak+1j .
(
bˇ
(k)
. i
))
α
α
∣∣∣
∑
α∈Ir,n
|(Ak+1) αα|
+
bij −
∑
α∈Ir,n{j}
∣∣∣(Ak+1j .
(
bˇ
(k+1)
i .
))
α
α
∣∣∣
∑
α∈Ir,n
|(Ak+1) αα|
 t
− 12
bˇ(1)ij −
∑
α∈Ir,n{j}
∣∣∣(Ak+1j .
(
bˇ
(k+2)
i .
))
α
α
∣∣∣
∑
α∈Ir,n
|(Ak+1) αα|
 t2 + ...
(−1)k
k!
bˇ(k−1)ij −
∑
α∈Ir,n{j}
∣∣∣(Ak+1j .
(
bˇ
(2k)
i .
))
α
α
∣∣∣
∑
α∈Ir,n
|(Ak+1) αα|
 tk
for all i, j = 1, n.
Corollary 4.2. If IndA = 1, then the partial solution of (29),
X(t) = (xij) = BA
g + (B−BAAg)t,
possess the following determinantal representation
xij =
∑
α∈Ir,n{j}
∣∣∣(A2j . (b̂(1)i . )) αα∣∣∣∑
α∈Ir,n
|(A2) αα|
+
bij −
∑
α∈Ir,n{j}
∣∣∣(A2j . (b̂(2)i . )) αα∣∣∣∑
α∈Ir,n
|(A2) αα|
 t.
for all i, j = 1, n.
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5. Examples
In this section, we give examples to illustrate our results.
5.1. Example 1
Let us consider the matrix equation
AXB = D, (31)
where
A =
 2 0 0−i i i
−i −i −i
 , B =
 1 −1 1i −i i
−1 1 2
 , D =
1 i 1i 0 1
1 i 0
 .
We shall find the Drazin inverse solution of (31) by (18). We obtain
A2 =
 4 0 02− 2i 0 0
−2− 2i 0 0
 , A3 =
 8 0 04− 4i 0 0
−4− 4i 0 0
 ,
B2 =
 −i i 3− i1 −1 1 + 3i
−3 + i 3− i 3 + i
 .
Since rankA = 2 and rankA2 = rankA2 = 1, then k1 = IndA = 2 and r1 = 1.
Since rankB = rankB2 = 2, then k2 = IndB = 1 and r2 = 2. Then we have
D˜ = A2DB =
 −4 4 8−2 + 2i 2− 2i 4− 4i
2 + 2i −2− 2i −4− 4i
 ,
and
∑
β∈J1, 3
∣∣∣(A3) ββ∣∣∣ = 8 + 0 + 0 = 8,
∑
α∈I2, 3
∣∣(B2) αα∣∣ =
det
(
−i i
1 −1
)
+ det
(
−1 1 + 3i
3− i 3 + i
)
+ det
(
−i 3− i
−3 + i 3 + i
)
=
0 + (−9− 9i) + (9− 9i) = −18i.
By (20), we can get
dB.1 =
12− 12i−12i
−12
 , dB.2 =
−12 + 12i12i
12
 , dB.3 =
 8−12− 12i
−12 + 12i
 .
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Since A3. 1
(
dB. 1
)
=
12− 12i 0 0−12i 0 0
−12 0 0
, then finally we obtain
x11 =
∑
β∈J1, 3{1}
∣∣∣A3. 1 (dB. 1) ββ∣∣∣∑
β∈J1,3
∣∣∣(A3)ββ∣∣∣ ∑
α∈I2,3
|(B2)
α
α|
=
12− 12i
8 · (−18i)
=
1 + i
12
.
Similarly,
x12 =
−12 + 12i
8 · (−18i)
=
−1− i
12
, x13 =
8
8 · (−18i)
=
i
18
,
x21 =
−12i
8 · (−18i)
=
1
12
, x22 =
12i
8 · (−18i)
= −
1
12
, x23 =
−12− 12i
8 · (−18i)
=
1− i
12
,
x31 =
12
8 · (−18i)
= −
i
12
, x32 =
−12
8 · (−18i)
=
i
12
. x33 =
−12 + 12i
8 · (−18i)
=
−1− i
12
.
Then
X =
 1+i12 −1−i12 i181
12 −
1
12
1−i
12
− i12
i
12
−1−i
12

is the Drazin inverse solution of (31).
5.2. Example 2
Let us consider the differential matrix equation
X′ +AX = B, (32)
where
A =
 1 −1 1i −i i
−1 1 2
 , B =
1 i 1i 0 1
1 i 0
 .
Since rankA = rankA2 = 2, then k = IndA = 1 and r = 2. The matrix A is
the group inverse. We shall find the partial solution of (32) by (28). We have
A2 =
 −i i 3− i1 −1 1 + 3i
−3 + i 3− i 3 + i
 , B̂(1) = AB =
 2− i 2i 01 + 2i −2 0
1 + i i 0
 ,
B̂(2) = A2B =
2− 2i 2 + 3i 02 + 2i −3 + 2i 0
1 + 5i −2 0
 .
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and ∑
α∈J2, 3
∣∣∣(A2) ββ∣∣∣ =
det
(
−i i
1 −1
)
+ det
(
−1 1 + 3i
3− i 3 + i
)
+ det
(
−i 3− i
−3 + i 3 + i
)
=
0 + (−9− 9i) + (9− 9i) = −18i.
Since
(
A2
)
. 1
(
b̂
(1)
.1
)
=
 2− i i 3− i1 + 2i −1 1 + 3i
1 + i 3− i 3 + i
 and
(
A2
)
. 1
(
b̂
(2)
.1
)
=
2− 2i i 3− i2 + 2i −1 1 + 3i
1 + 5i 3− i 3 + i
 ,
then finally we obtain
x11 =
∑
β∈J2,3{1}
∣∣∣(A2. 1
(
b̂
(1)
.1
))
β
β
∣∣∣
∑
β∈J2,3
|(A2) ββ|
+
b11 −
∑
β∈J2,3{1}
∣∣∣(A2. 1
(
b̂
(2)
.1
))
β
β
∣∣∣
∑
β∈J2,3
|(A2) ββ|
 t =
3−3i
−18i +
(
1− −18i−18i
)
t = 1+i6 .
Similarly,
x12 =
−3 + 3i
−18i
+
(
i−
9 + 9i
−18i
)
t =
−1− i
6
+
1 + i
2
t, x13 = 0 + (1− 0) t = t,
x21 =
3 + 3i
−18i
+
(
i−
−18
−18i
)
t =
−1 + i
6
,
x22 =
−3− 3i
−18i
+
(
0−
−9 + 9i
−18i
)
t =
1− i
6
+
1 + i
2
t, x23 = 0 + (1− 0) t = t,
x31 =
−12i
−18i
+
(
1−
−18i
−18i
)
t =
2
3
,
x32 =
9 + 3i
−18i
+
(
i−
−18
−18i
)
t =
−1 + 3i
6
, x33 = 0 + (0− 0) t = 0.
Then
X =
1
6
 1 + i −1− i+ (3 + 3i)t t−1 + i 1− i+ (3 + 3i)t t
4 −1 + 3i 0

is the partial solution of (32) .
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