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11. Introduction
This paper presents a framework to undertake likelihood-based inference in dynamic macro-
economic models. These models can be nonlinear and/or non-normal. We show how to use
particle ﬁltering to estimate the structural parameters of the model, those describing prefer-
ences and technology, and to compare diﬀerent economies. Both tasks can be implemented
from either a Bayesian or a classical perspective.
Macroeconomists now routinely use dynamic models to answer quantitative questions.
To estimate the parameters of these economies, the literature has been forced to use either
methods of moments or likelihood techniques on linearized versions of the model. This
situation is unsatisfactory. Methods of moments may suﬀer from strong small-sample biases
and may not eﬃciently use all the information. Linearization techniques depend on the
accurate approximation of the exact policy function by a linear relation and on the presence
of normal shocks.
The main obstacle to general likelihood-based inference is the diﬃculty in evaluating the
likelihood function implied by a nonlinear and/or non-normal macroeconomic model. Beyond
a few particular cases, it is not possible to perform this evaluation analytically or numerically.1
Methods of moments avoid the problem by moving away from the likelihood. Linearization
fails to evaluate the exact likelihood function of the model and computes instead the likelihood
of a linear approximation to the economy.
We propose a particle ﬁlter to solve this problem. We describe how to apply the technique
to evaluate the likelihood function implied by the nonlinear solution of a macroeconomic
model, even if its driving shocks are non-normal (although the algorithm is general enough
to handle linear models with or without normal shocks).
To do so, we borrow from the growing literature on particle ﬁlters (see the seminal paper
by Gordon, Salmond, and Smith, 1993, and the book-length review by Doucet, de Freitas,
and Gordon, 2001). In economics, particle ﬁlters have been applied by Pitt and Shephard
(1999) and Kim, Shephard, and Chib (1998) to the estimation of stochastic volatility models.
We adapt this know-how to deal with the likelihood functions of macroeconomic models.
The general idea of the procedure follows. First, for given values of the parameters, we
compute the optimal policy functions of the model using a nonlinear solution method. With
the policy functions, we construct the state space representation of the model. Under certain
mild conditions, we use this state space form and a particle ﬁlter to evaluate the likelihood
function of the model. Plugging this likelihood evaluation algorithm into an optimization or
1Some of these cases are, however, important. For example, there exists a popular literature on the
maximum likelihood estimation of dynamic discrete choice models. See Rust (1994) for a survey.
2a Markov chain Monte Carlo routine, we search the parameter space to perform likelihood-
based inference. We can either maximize the likelihood function or, after specifying some
priors, ﬁnd posterior distributions. Finally, if we apply the algorithm to several models,
we could compare them by building either likelihood ratios (Vuong, 1989) or Bayes factors
(Geweke, 1998), even if the models are misspeciﬁed and nonnested.
Our procedure is both reasonably general-purpose and asymptotically eﬃcient. Therefore,
it is an improvement over approaches that, even if asymptotically eﬃcient, exploit features
of a particular model, like Miranda and Rui (1997) or Landon-Lane (1999), and hence are
diﬃcult to generalize. It is also an improvement over methods of moments, which are asymp-
totically less eﬃcient than the likelihood (except in the few cases pointed out by Carrasco
and Florens, 2002). Fermanian and Salanié’s procedure (2004) shares the general-purpose
and asymptotically eﬃciency characteristics of particle ﬁlters. However, our approach avoids
the kernel estimation required by their nonparametric simulated likelihood method, which
may be diﬃcult to implement in models with a large number of observables.
Being able to perform likelihood-based inference is important for several additional rea-
sons. First, the likelihood principle states that all the evidence in the data is contained in the
likelihood function (Berger and Wolpert, 1988). Second, likelihood-based inference is a sim-
ple way to deal with misspeciﬁed models (Monfort, 1996). Macroeconomic models are false
by construction, and likelihood-based inference has both attractive asymptotic properties
and good small-sample behavior even under misspeciﬁcation (see White, 1994, for a classi-
cal approach and Fernández-Villaverde and Rubio-Ramírez, 2004a, for Bayesian procedures).
Finally, likelihood inference allows us to compare models.
We do not want to imply that a likelihood approach is always preferable. For example, if
we only care about accounting for one particular dimension of the data, a method of moments
can be more suitable. We simply maintain that, in numerous contexts, the likelihood function
is an informative tool.
To illustrate our method, we choose the neoclassical growth model. After we solve the
model nonlinearly, we estimate it using real and “artiﬁcial” data. Why do we pick the
neoclassical growth model? First, this model is the workhorse of modern macroeconomics
and the foundation of numerous other setups. Hence, our choice demonstrates how to apply
particle ﬁltering to a large class of macroeconomic models.
Second, in a companion paper, Fernández-Villaverde and Rubio-Ramírez (2004b) have
shown that, even if the neoclassical growth model is nearly linear for the standard calibration,
linearization has a nontrivial impact on inference. The authors estimate the neoclassical
growth model using two methods: the particle ﬁlter proposed in this paper and the Kalman
ﬁlter on a linearized version of the model. They document signiﬁcant diﬀerences on the
3parameter estimates, on the level of the likelihood, and on the moments implied by the
model. Therefore, our application shows the power and advantages of particle ﬁltering in a
simple and well-known environment.
Our paper builds on the literature dealing with inference on macroeconomic models.
Hansen’s paper (1982) pioneered methods of moments.2 Sargent (1989) applied the Kalman
ﬁlter to evaluate the likelihood function of linear or linearized macroeconomic models with
normal shocks. Altu˘ g (1989), also in a linear framework, proposed to estimate the likeli-
hood in the frequency domain. This spectral approach has been followed by Watson (1993)
and Diebold, Ohanian, and Berkowitz (1998). Christiano, Eichenbaum, and Evans (2001)
estimate macroeconomic models using the impulse-response functions of linearized solutions.
DeJong, Ingram, and Whiteman (2000) and Otrok (2001) initiated the Bayesian estimation of
linearized Real Business Cycles models. Schorfheide (2000) formulates the impulse-response
approach in the Bayesian framework.
Our paper is also related to the literature on simulated likelihood and simulated pseudo-
likelihood applied to macroeconomic models. Important examples can be found in Laroque
and Salanié (1989, 1993, and 1994). The appro a c ht a k e ni nt h e s ep a p e r si st om i n i m i z ea
distance function between the observed variables and the conditional expectations, weighted
by their conditional variances. We, instead, consider the whole set of moments implied by
the likelihood function.
The rest of the paper is organized as follows. In section 2, we describe how to use particle
ﬁlters to evaluate the likelihood function of a macroeconomic model. Section 3 presents our
application: the neoclassical growth model. Section 4 proposes estimation algorithms. Section
5r e p o r t sﬁndings both with “artiﬁcial” and with real data. Section 6 discusses convergence
and speed. Section 7 concludes. An appendix explains computational details.
2. A Framework for Evaluating the Likelihood
In this section we develop a general framework to estimate and compare a large class of nonlin-
ear and/or non-normal dynamic macroeconomic models using a likelihood approach. Exam-
ples of economies in this class are the neoclassical growth model (Cooley and Prescott, 1995),
sticky prices models (Woodford, 2003), asset pricing models (Mehra and Prescott, 1985),
macro public ﬁnance models (Chari, Christiano, and Kehoe, 1994), and regime-switching
2Variations include the Simulated Method of Moments (Lee and Ingram 1991), the Eﬃcient Method of Mo-
ments (Gallant and Tauchen, 1996), Indirect Inference (Gourieroux, Monfort, and Renault, 1993 and Smith,
1993), and information-based approaches (Kitamura and Stutzer, 1997 and Imbens, Spady, and Johnson,
1998).
4models (Jermann and Quadrini, 2003), among many others.
All of these economies imply a diﬀerent joint probability distribution function for ob-
servables given the model’s structural parameters. We refer to this density as the likelihood
function of the economy. The likelihood function is useful for two purposes. First, if we want
to estimate the model, we can use an optimization routine to ﬁnd the parameter values that
maximize it or, if we specify a prior for the parameters, a Markov chain Monte Carlo to draw
from the posterior. Second, if we are comparing several models, we can do so by building
either likelihood ratios (Vuong, 1989) or Bayes factors (Geweke, 1998).
The literature has shown how to write the likelihood function of dynamic macroeconomic
models only in a few special cases. For example, we can evaluate the likelihood of a linear
model with normal innovations using the Kalman ﬁlter. Unfortunately, there is no procedure
for evaluating the likelihood in the general case. As we discussed in the introduction, this
problem has been a stumbling block to the application of likelihood-based methods to perform
inference in dynamic macroeconomic models.
The rest of the section is organized as follows. First, we deﬁne the likelihood function
of dynamic macroeconomic models. Second, we present a simulation ﬁlter to evaluate that
likelihood. We ﬁnish by comparing our approach with some alternatives.
2.1. The Likelihood Function of a Dynamic Macroeconomic Model
A large set of dynamic macroeconomic models can be written in the following state space
form. First, the equilibrium of the economy is characterized by some states St that change
over time according to the following transition equation:
St = f (St−1,W t;γ), (1)
where {Wt} is a sequence of exogenous independent random variables and γ ∈ Υ is the vector
of parameters of the model.
Second, the observables yt are a realization of the random variable Yt governed by the
measurement equation:
Yt = g(St,V t;γ), (2)
where {Vt} is a sequence of exogenous independent random variables. The sequences {Wt}
and {Vt} are independent of each other.3 Along some dimension the function g can be the
identity mapping if a state is directly observed without noise.
3Assuming independence of {Wt} and {Vt} is only for notational convenience. Generalization to more
involved structures for those stochastic processes is achieved by increasing the dimension of the state space.
5To summarize our notation: St are the states of the economy, Wt are the exogenous
shocks that aﬀect the states’ law of motion, Yt are the observables, and Vt are the exogenous
perturbations that aﬀect the observables but not the states.
The functions f and g come from the equations that describe the behavior of the model:
policy functions, laws of motion for variables, resource and budget constraints, and so on.
Dynamic macroeconomic models do not generally admit closed-form solutions for those func-
tions. Our algorithm requires only a numerical procedure to approximate them.
To ﬁxi d e a s ,w en o wm a p{St}, {Wt}, {Yt}, {Vt}, f, and g into some examples of dynamic
macroeconomic models. Consider ﬁrst the example of the neoclassical growth model. The
states of this economy are capital and the productivity level. Assume that our observables
are output and labor supply, but that labor supply is measured with some noise. Then St
will be capital and productivity, Wt the shock to productivity, Yt output and observed labor
supply, Vt the measurement error of labor, f the policy function for capital and the law
of motion for technology, and g the production function plus the policy function for labor
augmented by the measurement error. Consider also an economy with nominal rigidities in
the form of overlapping contracts. This economy experiences both productivity and money
growth shocks, and we observe output and inﬂation. Now, the states St are the distribution
of prices, capital, money, and the productivity level, Wt includes the shocks to technology
and money growth, Yt is output and inﬂation, Vt is a degenerate distribution with mass at
zero, f collects the policy functions for capital and prices as well as the laws of motion for
technology and money growth, and g is the aggregate supply function and the Phillips curve.
Many more examples of dynamic macroeconomic models can be ﬁtted into this state space
formulation.
To continue our analysis we make the following assumptions.
Assumption 1. dim(Wt)+d i m( Vt) ≥ dim(Yt) for all t.
This assumption ensures that the model is not stochastically singular. We do not impose
any restrictions on how those degrees of stochasticity are achieved.4
Now we provide some deﬁnitions that will be useful in the rest of the paper. To be able
to deal with a larger class of macroeconomic models, we partition {Wt} into two sequences
4This paper does not contribute to the literature on how to solve the problem of stochastic singularity
of dynamic macroeconomic models. Two routes are commonly used to ﬁx this problem. One is to reduce
the observables accounted for to the number of stochastic shocks present. This likelihood can be studied to
evaluate the model (Landon-Lane, 1999) or to ﬁnd posteriors for parameters or impulse-response functions
(Schorfheide, 2000). The second route, increasingly popular, is to specify a model rich in stochastic dynamics
(for example, Smets and Wouters, 2003 and 2005). This alternative is attractive for addressing practical
policy questions like those of interest to central banks.
6{W1,t} and {W2,t},s u c ht h a tWt =( W1,t,W 2,t) and dim(W2,t)+d i m( Vt)=d i m ( Yt).I f
dim(Vt)=d i m ( Yt), we set W1,t = Wt ∀t, i.e., {W2,t} is a zero-dimensional sequence. If
dim(Wt)+d i m( Vt)=d i m ( Yt), we set W2,t = Wt for ∀t, i.e., {W1,t} is a zero-dimensional
sequence. Also, let Wt
i = {Wi,m}
t
m=1 and let wt
i be a realization of the random variable Wt
i
for i =1 ,2 and for ∀t.L e tV t = {Vm}
t
m=1 and let vt be a realization of the random variable
V t for ∀t.L e tSt = {Sm}
t
m=0 and let st be a realization of the random variable St for ∀t.L e t
Y t = {Ym}
t
m=1 and let yt be a realization of the random variable Y t for ∀t. Finally, we deﬁne
W0
i = {∅} and y0 = {∅}.
Our goal is to evaluate the likelihood function of a sequence of realizations of the observable
yT at a particular parameter value γ:
L
¡
y
T;γ
¢
= p
¡
y
T;γ
¢
. (3)
Our ﬁrst step is to factor the likelihood function as:
p
¡
y
T;γ
¢
=
T Y
t=1
p
¡
yt|y
t−1;γ
¢
=
T Y
t=1
ZZ
p
¡
yt|W
t
1,S 0,y
t−1;γ
¢
p
¡
W
t
1,S 0|y
t−1;γ
¢
dW
t
1dS0, (4)
where S0 is the initial state of the model and the p’s represent the relevant densities.5 To
save on notation, we assume herein that all the relevant Radon-Nykodim derivatives exist.
Extending the exposition to the more general case is straightforward but cumbersome.
I ng e n e r a lt h el i k e l i h o o df u n c t i o n( 4 )c a n n o tb ec o m p u t e da n a l y t i c a l l y .T h ep a r t i c l eﬁlter
proposed in the next subsection allows us to use simulation methods to estimate it.
Before introducing the ﬁlter, we need to make two additional technical assumptions.
Assumption 2. For all γ, s0, wt
1,a n dt, the following system of equations:
S1 = ϕ(s0,(w1,1,W 2,1);γ)
ym = g(Sm,V m;γ) for m =1 ,2,...t
Sm = ϕ(Sm−1,(w1,m,W 2,m);γ) for m =2 ,3,...t
5W h e r ew eu n d e r s t a n dt h a ti nt h et r i v i a lc a s e{W1t} has zero dimensions R
p
¡
yt|Wt
1,yt−1,S 1;γ
¢
p
¡
Wt
1|yt−1,S 1;γ
¢
dWt
1 = p
¡
yt|yt−1,S 1;γ
¢
,f o r ∀t.
7has a unique solution, (vt (s0,w t
1,y t;γ),s t (s0,w t
1,y t;γ),w t
2 (s0,w t
1,yt;γ)),a n dw ec a ne v a l u -
ate the probabilities p(vt (s0,w t
1,y t;γ);γ) and p(wt
2 (s0,w t
1,y t;γ);γ).
Assumption 2 implies that we can evaluate the conditional densities p(yt|wt
1,s 0,yt−1;γ)
for all γ, s0, wt
1,a n dt. To simplify the notation, we write (vt,s t,w t
2), instead of the more
cumbersome (vt (s0,w t
1,yt;γ),s t (s0,w t
1,yt;γ),w t
2 (s0,w t
1,y t;γ)). Then, we have:
p
¡
yt|w
t
1,s 0,y
t−1;γ
¢
= p(vt;γ)p(w2,t;γ)|dy(vt,w 2,t;γ)|
for all γ, s0, wt
1,a n dt,w h e r e|dy(vt,w 2,t;γ)| stands for the determinant of the Jacobian of
yt with respect to Vt and W2,t evaluated at vt and w2,t.
Note that assumption 2 requires only the ability to evaluate the density; it does not require
having a closed form for it. As a consequence, we allow numerical or simulation methods for
this evaluation.
To avoid trivial problems, we assume that the model assigns positive probability to the
data, yT.T h i si sf o r m a l l yr e ﬂected in the following assumption:
Assumption 3. For all γ, s0, wt
1,a n dt, the model gives some positive probability to the
data yT,i . e . ,
p
¡
yt|w
t
1,s 0,y
t−1;γ
¢
> ξ ≥ 0,
for all γ, s0, wt
1,a n dt.
Therefore, if the ﬁve aforementioned assumptions hold, conditional on having N draws
of
½n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
¾T
t=1
from the sequence of densities {p(Wt
1,S 0|yt−1;γ)}
T
t=1, the likeli-
hood function (4) can be approximated by:
p
¡
y
T;γ
¢
'
T Y
t=1
1
N
N X
i=1
p
³
yt|w
t|t−1,i
1 ,s
t|t−1,i
0 ,y
t−1;γ
´
,
because of a law of large numbers.
This shows that the problem of evaluating the likelihood of a dynamic macroeconomic
model is equivalent to the problem of drawing from {p(Wt
1,S 0|yt−1;γ)}
T
t=1.W en o wp r o p o s e
ap a r t i c l eﬁlter to accomplish this objective.
82.2. A Particle Filter
We ﬁrst ﬁx some further notation. Let
©
s
t−1,i
0 ,w
t−1,i
1
ªN
i=1 be a sequence of N i.i.d. draws
from p
¡
W
t−1
1 ,S 0|yt−1;γ
¢
.L e t
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
be a sequence of N i.i.d. draws from
p(Wt
1,S 0|yt−1;γ). We call each draw
¡
s
t,i
0 ,w
t,i
1
¢
a particle and the sequence
©
s
t,i
0 ,w
t,i
1
ªN
i=1 a
swarm of particles.A l s oh(St) be any measurable functions for which the expectation
Ep(Wt
1,S0|yt;γ)
¡
h
¡
W
t
1,S 0
¢¢
=
Z
h
¡
W
t
1,S 0
¢
p
¡
W
t
1,S 0|y
t;γ
¢
dW
t
1dS0
exists and is ﬁnite.
The following proposition is going to be key for further results.
Proposition 4. Let
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
be a draw from p(Wt
1,S 0|yt−1;γ) and the weights:
q
i
t =
p
³
yt|w
t|t−1,i
1 ,s
t|t−1,i
0 ,y t−1;γ
´
PN
i=1 p
³
yt|w
t|t−1,i
1 ,s
t|t−1,i
0 ,y t−1;γ
´.
Then:
Ep(Wt
1,S0|yt;γ)
¡
h
¡
W
t
1
¢¢
'
N X
i=1
q
i
th
³
w
t|t−1,i
1 ,s
t|t−1,i
0
´
.
Proof. By Bayes theorem:
p
¡
W
t
1,S 0|y
t;γ
¢
∝ p
¡
W
t
1,S 0|y
t−1;γ
¢
p
¡
yt|W
t
1,S 0,y
t−1;γ
¢
Therefore, if we use p(Wt
1,S 0|yt−1;γ) as an importance sampling function to draw from the
density p(Wt
1,S 0|yt;γ), the result is a direct consequence of the law of large numbers (e.g.,
Geweke, 1989, Theorem 1).
Proposition 4 shows how we can use p(Wt
1,S 0|yt−1;γ) to draw from p(Wt
1,S 0|yt;γ) in the
following way:
Corollary 5. Let
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
be a draw from p(Wt
1,S 0|yt−1;γ). Let the sequence
{e si
0, e wi
1}
N
i=1 b ead r a ww i t hr e p l a c e m e n tf r o m
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
where qi
t is the probability
of
³
s
t|t−1,i
0 ,w
t|t−1,i
1
´
being drawn ∀i .T h e n{e si
0, e wi
1}
N
i=1 is a draw from p(Wt
1,S 0|yt;γ).
Corollary 5 shows how a draw
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
from p(Wt
1,S 0|yt−1;γ) can be used
to get a draw
©
s
t,i
0 ,w
t,i
1
ªN
i=1 from p(Wt
1,S 0|yt;γ). This corollary is key in the following par-
9ticle ﬁlter that generates draws
½n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
¾T
t=1
from the sequence of densities
{p(Wt
1,S 0|yt−1;γ)}
T
t=1. The following pseudocode summarizes the description of the algo-
rithm:
Step 0, Initialization: Set t Ã 1. Initialize p
¡
W
t−1
1 ,S 0|yt−1;γ
¢
= p(S0;γ).
Step 1, Prediction: Sample N values
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
from the conditional
density p(Wt
1,S 0|yt−1;γ)=p(W1,t;γ)p
¡
W
t−1
1 ,S 0|yt−1;γ
¢
.
Step 2, Filtering: Assign to each draw
³
s
t|t−1,i
0 ,w
t|t−1,i
1
´
the weight qi
t as defined
in proposition 5.
Step 3, Sampling: Sample N times with replacement from
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
with
probabilities {qi
t}
N
i=1. C a l le a c hd r a w
¡
s
t,i
0 ,w
t,i
1
¢
.I f t<T set t Ã t +1 and go
to step 1. Otherwise stop.
The intuition of the algorithm is as follows. Given a swarm of particles up to period
t−1,
©
s
t−1,i
0 ,w
t−1,i
1
ªN
i=1, distributed according to p
¡
W
t−1
1 ,S 0|yt−1;γ
¢
, step 1 generates draws
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
from p(Wt
1,S 0|yt−1;γ). Then, step 3 takes advantage of corollary 5 and
resamples from
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
using the weights {qi
t}
N
i=1 to draw a new swarm of particles
up to period t,
©
s
t,i
0 ,w
t,i
1
ªN
i=1distributed according to p(Wt
1,S 0|yt;γ).
Notice that we now can use the output of the algorithm,
½n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
¾T
t=1
,t o
compute the likelihood as follows:
p
¡
y
T;γ
¢
'
1
N
Ã
T Y
t=1
1
N
N X
i=1
p
³
yt|w
t|t−1,i
1 ,s
t|t−1,i
0 ,y
t−1;γ
´!
.
In the case where dim(W1,t)=0 , the algorithm skips the Prediction Step.
This algorithm belongs to the class of particle ﬁlters initiated by Gordon, Salmond, and
Smith (1993). We modify existing procedures to deal with more general classes of state space
representations than the ones addressed in the literature. In particular, we can handle those
cases, common in macroeconomics, where dim(Vt) < dim(Yt). We consider this more general
applicability of our procedure an important advance.
The Sampling Step i st h eh e a r to ft h ea l g o r i t h m .I fw es k i pt h eSampling Step and
just weight each draw in
n
s
t|t−1,i
0 ,w
t|t−1,i
1
oN
i=1
by {Nqi
t}
N
i=1 , we have the so-called Sequential
Importance Sampling (Liu, Chen, and Wong 1998). The problem with this approach is that
10it diverges as t grows if dim(W1,t) > 0 (see Robert and Casella, 1999).
Why does Sequential Importance Sampling diverge? The reason is that qi
t → 0 for all
i but one particular i0 as t →∞ . All the sequences become arbitrarily far away from the
true sequence of states (the true sequence is a zero measure set), and the one that happens
to be closer dominates all the remaining sequences in weight. In practice, after a few steps,
the distribution of importance weights becomes more and more skewed, and after a moderate
number of steps, only one sequence has a nonzero weight. Since samples in macroeconomics
are relatively long (200 observations or so), this may be quite a serious problem.
Also, it is important to note that we are presenting here only a basic particle ﬁlter and
that the literature has presented several reﬁnements to improve eﬃciency (see, for example,
Pitts and Shephard, 1999).
Another important question is how to draw from p(S0;γ) in the Initialization Step.I n
general, since we cannot evaluate p(S0;γ), it is not possible to use a Markov chain Monte
Carlo to draw from p(S0;γ). Santos and Peralta-Alva (2004) solve this problem by showing
how to sample from p(S0;γ) using the transition and measurement equations 1 and 2.
Finally, note that the algorithm does not require any assumption on the distribution
of the shocks except the ability to evaluate p
¡
W
t−1
1 ,S 0|yt−1;γ
¢
, either analytically or by
simulation. This opens the door to dealing with models with a rich speciﬁcation of non-
normal innovations.
2.3. Comparison with Alternative Schemes
The algorithm outlined above is not the only procedure to numerically evaluate the likelihood
of the data implied by nonlinear and/or non-normal dynamic macroeconomic models. Our
previous discussion highlighted how computing the likelihood amounts to solving a nonlinear
ﬁltering problem, i.e., generating estimates of the values of W1,t so that the integral in (4)
can be evaluated. Since this task is of interest in diﬀerent ﬁelds, several alternative schemes
have been proposed to handle this problem.
A ﬁrst line of research has been in deterministic ﬁltering. Historically, the ﬁrst procedure
in this line was the Extended Kalman ﬁlter (Jazwinski, 1973), which linearizes the transition
and measurement equations and uses the Kalman ﬁlter to estimate for the states and the
shocks to the system. This approach suﬀers from the approximation error incurred by the
linearization and by inaccuracy incurred by the fact that the posterior estimates of the states
are not Gaussian. As the sample size grows, those problems accumulate and the ﬁlter diverges.
Even reﬁnements such as the Iterated Extended Kalman ﬁlter or the quadratic Kalman ﬁlter
cannot solve these problems.
11A second approach in deterministic ﬁltering is the Gaussian Sum approximations (Alspach
and Sorenson, 1972), which approximate the diﬀerent densities required to compute the
likelihood with a mixture of normals. Under regularity conditions, as the number of normals
increases, we will represent the densities arbitrarily well. However, the approach suﬀers from
an exponential growth in the number of components in the mixture and from the fact that we
still need to use the Extended Kalman ﬁlter to approximate the evolution of those diﬀerent
components.
A third alternative in deterministic ﬁltering is the use of grid-based ﬁlters, based on
quadrature integration as proposed by Bucy and Senne (1971), to compute the diﬀerent
integrals. Their use are limited, since grid-based ﬁlters are diﬃcult to implement, requiring
a constant readjustment to small changes in the model or its parameter values, and they are
too computationally expensive to be of any practical use beyond very low dimensions.6
Tanizaki (1996) investigates the performance of all those deterministic ﬁlters (Extended
Kalman ﬁlter, Gaussian Sum approximations, and grid-based ﬁlters). He uses Monte Carlo
evidence to document that all those approximations delivered poor performance when applied
to real economic applications.
A second strategy is to think of the functions f and g as a change in variables of the
innovations to the model and use the Jacobian of the transformation to evaluate the likelihood
of the observables (Miranda and Rui, 1997). In general, however, this approach is cumbersome
and problematic to implement.
A third line of research is the use of Monte Carlo techniques. This approach was inaugu-
rated by Kitagawa (1987). Beyond the class of particle ﬁlters proposed by Gordon, Salmond,
and Smith (1993), other simulation techniques are as follows. Keane (1994) develops a re-
cursive importance sampling simulator to estimate multinomial probit models with panel
data. However, it is diﬃcult to extend his algorithm to models with continuous observables.
Mariano and Tanizaki (1995) propose rejection sampling. This method depends on ﬁnding
an appropriate density for the rejection test. This search is time-consuming and requires
substantial work for each particular model. Geweke and Tanizaki (1999) use the whole joint
likelihood and draw from the distribution of the whole set of states over the sample using
a Metropolis-Hastings algorithm. This approach increases notably the dimensionality of the
problem, especially for the long samples used in macroeconomics. Also, it requires good
proposal densities and a good initialization of the chain.
6Another shortcoming of grid-based ﬁlters is that the grid points are ﬁx e de xa n t ea n dt h er e s u l t sa r e
very dependent on that choice. In comparison, we can think about our simulation ﬁlter as a grid-based ﬁlter
where the grid points are chosen endogenously over time based on their ability to account for the data.
123. An Application: The Neoclassical Growth Model
In this section we present an application of our procedure to a dynamic macroeconomic
model. We ﬁnd it natural to use the neoclassical growth model for that purpose. First,
it is a canonical example of a dynamic macroeconomic model, and it has been used, either
directly or with small variations, to address a large number of questions in macroeconomics.
Hence, our choice demonstrates how to apply the procedure to a large class of macroeconomic
models.
Second, it is a relatively simple model, a fact that facilitates the illustration of the diﬀerent
parts of our procedure. In this paper we are more interested in showing the potential of our
approach than in the empirical ﬁndings per se, and the growth model is the perfect laboratory
for that purpose.
Third, although the model is almost linear, Fernández-Villaverde and Rubio-Ramírez
(2004b) show how linearization has a nontrivial impact on inference. The authors estimate
the neoclassical growth model using particle ﬁltering and the Kalman ﬁlter. They report
important diﬀerences on the parameter estimates, on the level of the likelihood, and on the
moments implied by the model.
Finally, we would like to point out that concurrent research applies our algorithm to
more general models. For example, we investigate, among other examples, models with asset
pricing, and sticky price economies with stochastic volatility.
The rest of this section is divided into three parts. First, we present the neoclassical
growth model. Second, we describe how we solve the model numerically. Third, we explain
how to evaluate the likelihood function.
3.1. The Model
As just mentioned, we work with the neoclassical growth model. This model is well known
(see the textbook exposition of Cooley and Prescott, 1995). Consequently, we only go through
the minimum exposition required to ﬁxn o t a t i o n .
There is a representative household in the economy, whose preferences over stochastic
sequences of consumption ct and leisure lt can be represented by the utility function:
U = E0
∞ X
t=0
β
t
³
cθ
t (1 − lt)
1−θ
´1−τ
1 − τ
,
where β ∈ (0,1) is the discount factor, τ determines the elasticity of intertemporal substitu-
tion, θ controls labor supply, and E0 is the conditional expectation operator.
13There is one good in the economy produced according to the production function eztkα
t l
1−α
t ,
where kt is the aggregate capital stock, lt is the aggregate labor input, and zt is a stochastic
process representing random technological progress. The stochastic process zt follows an
AR(1), zt = ρzt−1 +²t with ²t ∼ N(0,σ²). We restrict ourselves to cases where the process is
stationary (i.e. |ρ| < 1). Capital’s law of motion is kt+1 = it+(1−δ)kt where it is investment.
The economy must satisfy the resource constraint ct + it = eztkα
t l
1−α
t .
A competitive equilibrium can be deﬁned in a standard way as a sequence of allocations
and prices such that both the representative household and the ﬁrm maximize and markets
clear. However, since both welfare theorems hold in this economy, we can instead solve the
equivalent and simpler social planner’s problem that maximizes the utility of the representa-
tive household subject to the economy resource constraint, the law of motion for capital, the
stochastic process, and some initial conditions k0 and z0.
The solution to this problem is characterized by the following two equations, an Euler
intertemporal condition:
³
cθ
t (1 − lt)
1−θ
´1−τ
ct
= βEt

 
 
³
cθ
t+1 (1 − lt+1)
1−θ
´1−τ
ct+1
¡
1+αe
zt+1k
α−1
t+1 l
α
t − δ
¢

 
 
(5)
and a static optimality condition:
1 − θ
θ
ct
1 − lt
=( 1− α)e
ztk
α
t l
−α
t , (6)
plus the stochastic process for productivity, the law of motion for capital, and the economy
resource constraint.
We can think about this problem as ﬁnding policy functions for consumption c(·,·),l a b o r
l(·,·), and next period’s capital k0 (·,·), which deliver the optimal choices as functions of the
two state variables, capital and the technology level. In practice, however, the problem is
simpler because we only search for the solution l(·,·) and ﬁnd c(·,·) using the static optimality
condition and k0 (·,·) using the resource constraint of the economy.
3.2. Solving the Model
The previous system of equations does not have a known analytical solution, and we need
to use a numerical method to solve it. In a recent paper, Aruoba, Fernández-Villaverde, and
Rubio-Ramírez (2003) have documented that the Finite Element Method delivers a highly
accurate, fast, and numerically stable solution for a wide range of parameter values in a model
14exactly like the one considered here. In addition, theoretical results ensure the convergence of
the approximation to the exact (but unknown) nonlinear solution of the economy. Details of
how to implement the Finite Element Method in our application are provided in the appendix.
We emphasize, however, that nothing in the particle ﬁlter stops us from using any other
nonlinear solution method as perturbations (Guu and Judd, 1997), Chebyshev polynomials
(Judd, 1992), or value function iteration. The appropriate choice of solution method should
be dictated by the details of the particular model to be estimated.
3.3. The Likelihood Function
We assume that we have observed the following time series yT ∈ ×T
t=1R3,w h e r e ,f o re a c ht,
the ﬁrst component is output, gdpt, the second is hours, hourst, and the third is investment,
invt. We make this assumption out of pure convenience. On the one hand, we want to capture
some of the main empirical predictions of the model. On the other hand, and again only for
illustration purposes, we want to keep the dimensionality of the problem low. However, the
empirical analysis could be performed with very diﬀerent combinations of data. Our choice
should be understood just as an example of how to estimate the likelihood function associated
with a vector of observations.
Let γ1 ≡ (θ,ρ,τ,α,δ,β,σ²) ∈ Υ1 ⊂ R7 be the structural parameters that describe the
preferences and technology of the model. Also, as described in the appendix, our imple-
mentation of the Finite Element Method requires shocks to be bounded between −1 and 1.
To achieve that goal, we transform the productivity shock by deﬁning λt =t a n h ( zt).L e t
St =( kt,λt) be the states of the model and set Wt = ²t.A l s osss =( kss,tanh(0)),t h ev a l u e
o ft h es t a t e s ’v a r i a b l e si nt h es t e a d ys t a t eo ft h em o d e l .
Deﬁne Vt ∼ N(0,Σ) as a vector of measurement errors for our three observables. To
economize on parameters, we assume that Σ is diagonal with diagonal elements σ2
1, σ2
2,a n d
σ2
3.D e ﬁne γ2 =( σ2
1,σ2
2,σ2
3) ∈ Υ2 ⊂ R3
+ and γ =( γ1,γ2) ∈ Υ. Finally, call the approximated
labor policy function using the Finite Elements Method lfem(·,·;γ),w h e r ew em a k et h e
dependence from the parameter values explicit.
The transition equation for this model is:
kt = f1(St−1,W t;γ)=e
tanh−1(λt−1)k
α
t−1lfem
¡
kt−1,tanh
−1(λt−1);γ
¢1−α ∗
∗
Ã
1 −
θ
1 − θ
(1 − α)
¡
1 − lfem
¡
kt−1,tanh
−1(λt−1);γ
¢¢
lfem
¡
kt−1,tanh
−1(λt−1);γ
¢
!
+( 1− δ)kt−1
λt = f2(St−1,W t;γ)=t a n h ( ρtanh
−1(λt−1)+²t),
15and the measurement equation is:
gdpt = g1(St,V t;γ)=e
tanh−1(λt)k
α
t lfem
¡
kt,tanh
−1(λt);γ
¢1−α + V1,t
hourst = g2(St,V t;γ)=lfem
¡
kt,tanh
−1(λt);γ
¢
+ V2,t
invt = g3(St,V t;γ)=e
tanh−1(λt)k
α
t lfem
¡
kt,tanh
−1(λt);γ
¢1−α ∗
∗
Ã
1 −
θ
1 − θ
(1 − α)
¡
1 − lfem
¡
kt,tanh
−1(λt);γ
¢¢
lfem
¡
kt,tanh
−1(λt);γ
¢
!
+ V3,t.
It is useful to deﬁne the vector x(St;γ) of predictions of the model regarding observables:
x1(St;γ)=e
tanh−1(λt)k
α
t lfem
¡
kt,tanh
−1(λt);γ
¢1−α
x2(St;γ)=lfem
¡
kt,tanh
−1(λt);γ
¢
x3(St;γ)=e
tanh−1(λt)k
α
t lfem
¡
kt,tanh
−1(λt);γ
¢1−α
∗
Ã
1 −
θ
1 − θ
(1 − α)
¡
1 − lfem
¡
kt,tanh
−1(λt);γ
¢¢
lfem
¡
kt,tanh
−1(λt);γ
¢
!
.
We introduce measurement errors as the easiest way to avoid stochastic singularity (re-
member assumption 1). Nothing in our procedure depends on the presence of measurement
errors. We could, for example, write a version of the model where in addition to shocks to
technology, we would have shocks to preferences and depreciation. This alternative might be
more empirically relevant, but it would make the solution of the model much more involved.
As we have reiterated several times, since our goal here is merely to illustrate how to use our
particle ﬁltering to estimate the likelihood of the model in a simple example, we prefer the
“trick” of using measurement errors.
Given the fact that we have four sources of uncertainty, and dim(Vt)=d i m( Yt), we set
dim(W2,t)=0and W1,t = Wt = ²t.L e t L
¡
yT;γ
¢
be the likelihood function of the data.
Remember that the likelihood was given by:
L
¡
y
T;γ
¢
=
T Y
t=1
ZZ
p
¡
yt|W
t
1,S 0,y
t−1;γ
¢
p
¡
W
t
1,S 0|y
t−1;γ
¢
dW
t
1dS0. (7)
Since dim(W2,t)=0 , W1,t = Wt,a n dSt = g(St−1,W t;γ) observe, ﬁrst, that:
p
¡
yt|W
t
1,S 0,y
t−1;γ
¢
= p
¡
yt|W
t,S 0,y
t−1;γ
¢
= p(yt|St;γ),
and second, that drawing from p(Wt
1,S 0|yt−1;γ) is equivalent to drawing from p(St|yt−1;γ).
16This allow us to write the likelihood function (7) as:
L
¡
y
T;γ
¢
=
T Y
t=1
Z
p(yt|St;γ)p
¡
St|y
t−1;γ
¢
dSt (8)
But since our measurement equation implies that:
p(yt|St;γ)=( 2 π)
−3
2 |Σ|
−1
2 e
−
ω(St;γ)
2
w h e r ew ed e ﬁne the prediction errors to be ω(St;γ)=( yt − x(St;γ))
0 Σ−1 (yt − x(St;γ)) ∀t.
Then, we can rewrite (8) as:
L
¡
y
T;γ
¢
=( 2 π)
−3T
2 |Σ|
−T
2
Z Ã
T Y
t=1
Z
e
−
ω(St;γ)
2 p
¡
St|y
t−1,S 0;γ
¢
dSt
!
p(S0;γ)dS1. (9)
This last expression is simple to handle. Given particles
½n
s
t|t−1i
0 ,w
t|t−1,i
1
oN
i=1
¾T
t=1
,w ec a n
build the states
n
{si
t}
N
i=1
oT
t=1
and the prediction error
n
{ω(si
t;γ)}
N
i=1
oT
t=1
implied by them.
We set si
0 = Sss ∀i. Therefore, the likelihood function is approximated by:
L
¡
y
T;γ
¢
' (2π)
−3T
2 |Σ|
−T
2
T Y
t=1
1
N
N X
i=1
e
−
ω(si
t;γ)
2 . (10)
Note that equation (10) is nearly identical to the likelihood function implied by the
Kalman ﬁlter (see, for example, equation 3.4.5 in Harvey, 1989) when applied to a linear
model. The diﬀerence is that in the Kalman ﬁlter, the prediction errors ω(si
t;γ) come di-
rectly from the output of the Riccati equation, while in our ﬁlter they come from the output
of the simulation.
4. Estimation Algorithms
We now explain how to use to the approximated likelihood function (10) to perform likelihood-
based estimation from both a Bayesian perspective and a classical one. First, we describe the
Bayesian approach, then the classical.
In a Bayesian approach, the main inference tool is the posterior distribution of the para-
meters given the data π
¡
γ|yT¢
. Once the posterior distribution is obtained, we can deﬁne a
loss function to derive a point estimate. The Bayes theorem tells us that the posterior density
is proportional to the likelihood times the prior. Therefore, we need both to specify priors
17on the parameters, π(γ), and to evaluate the likelihood function. We specify our priors in
section 5.1, and the likelihood function of the model is approximated by (10). The next step
in Bayesian inference is to ﬁnd the parameters’ posterior. In general, the posterior does not
have a closed form. Thus, we use a Metropolis-Hastings algorithm to draw from it. The
algorithm to draw a chain {γi}
M
i=1 from π
¡
γ|yT¢
is as follows:
Step 0, Initialization: Set i Ã 0 and an initial γi. Solve the model for γi
and compute f (·,·;γi) and g(·,·;γi). Evaluate π(γi) and L
¡
yT;γi
¢
using (10). Set
i Ã i +1 .
Step 1, Proposal draw: Get a proposal draw γ∗
i = γi−1+ηi, where ηi ∼ N (0,Ση).
Step 2, Solving the Model: Solve the model for γ∗
i and compute f (·,·;γ∗
i) and
g(·,·;γ∗
i).
Step 3, Evaluating the proposal: Evaluate π(γ∗
i) and L
¡
yT;γ∗
i
¢
using (10).
Step 4, Accept/Reject: Draw χi ∼ U (0,1).I f χi ≤
L(yT;γ∗
i)π(γ∗
i)
L(yT;γi−1)π(γi−1) set γi = γ∗
i,
otherwise γi = γi−1.I fi<M, set i Ã i +1 a n dg ot os t e p1 . O t h e r w i s es t o p .
Once {γi}
M
i=1 is obtained through this algorithm, any moments of interest of the posterior
can be computed, as well as the marginal likelihood of the model.
On the classical side, the main inference tool is the likelihood function and its global
maximum. Once the likelihood is obtained using (10), we can maximize it as follows:
Step 0, Initialization: Set i Ã 0 and an initial γi.S e t i Ã i +1
Step 1, Solving the Model: Solve the model for γi and compute f (·,·;γi) and
g(·,·;γi).
Step 2, Evaluating the Likelihood: Evaluate L
¡
yT;γi
¢
using (10) and get γi+1
from a maximization routine.
Step 3, Stopping Rule: If
° °L
¡
yT;γi
¢
− L
¡
yT;γi+1
¢° ° > ξ, where ξ > 0 is the
accuracy level goal, set i Ã i +1 and go to step 1. Otherwise stop.
The output of the algorithm, b γMLE = γi, is the maximum likelihood point estimate, with
asymptotic variance-covariance matrix var(b γMLE)=−
µ
∂2L(yT;b γMLE)
∂γ∂γ0
¶−1
. Since in general
we cannot evaluate this second derivative directly, we will use a numerical approximation
using standard procedures. Finally, the value of the likelihood function at its maximum is
also useful for building likelihood ratios for model comparison purposes.
185. Findings
In this section we conduct likelihood-based inference on our model. We undertake two exer-
cises. In the ﬁrst exercise, we simulate “artiﬁcial” data from the model for a particular choice
of values of γ. Then, we compute the likelihood and estimate the parameters of the model
using our particle ﬁlter. This exercise documents how our ﬁlter delivers good estimates of the
“true” parameter values. With this exercise we address two critical questions. First, since
our procedure only generates an estimate of the likelihood function, we want to assess if the
numerical error incurred stops the ﬁlter from ﬁnding accurate parameter estimates. Working
with simulated data avoids the problem of estimates being aﬀected by model misspeciﬁcation.
Second, we can determine how many particles we need to obtain an accurate estimation. The
theoretical arguments presented above rely on asymptotics, and they cast little light on the
number of particles required in a particular application.
The second exercise takes the model to real data. We estimate it using real output
per capita, average hours worked, and real gross ﬁxed investment per capita in the U.S.
from 1964:Q1 to 2003:Q1. This exercise proves how the ﬁlter can be brought to “real life”
applications and how it delivers sensible results.
We perform both exercises from a Bayesian perspective and from a classical one. For the
Bayesian approach, we specify prior distributions over the parameters, evaluate the likelihood
using the particle ﬁlter, and draw from the posterior using a Metropolis-Hastings algorithm.
However, since we specify ﬂat priors, the posterior mean can be interpreted as the maximum
likelihood estimate. In addition, we perform a simulated annealing search to ﬁnd “pure”
maximum likelihood estimates. The result from both approaches are almost identical. Be-
cause of space considerations, we report only the Bayesian outcome. The classical ﬁndings
are available upon request.
We divide our exposition into three parts. First, we specify the priors for the parameters.
Second, we present results from the “artiﬁcial” data experiments. Finally, we report the
results of the estimation with real data.
5.1. Specifying the Priors
The ﬁrst step is to specify prior distributions for the diﬀerent parameters of the model γ ≡
(θ,ρ,τ,α,δ,β,σ²,σ1,σ2,σ3) ∈ Υ.W ew r i t eπ(γ):Υ → R+ for the joint prior distribution.
We adopt ﬂat priors for all 10 parameters. We impose boundary constraints to make the
priors proper and to rule out parameter values that are either incompatible with the model
(i.e., a negative value for a variance) or extremely implausible (the parameter governing the
elasticity of substitution being bigger than 100). The looseness of such constraints is shown
19by the fact that the simulations performed below never get even close to those bounds.
Our choice of ﬂat priors is motivated by two reasons. First, since we are going to undertake
estimation on “artiﬁcial” data generated by known parameter values, we do not want to bias
the results in favor of our procedure by a careful choice of priors. Second, with a ﬂat prior,
the posterior is proportional to the likelihood function.7 Consequently, our Bayesian results
can be interpreted as a classical exercise where the mode of the likelihood function is the
maximum likelihood estimate. Also, a researcher who prefers to use more informative priors
can always reweight the draws from the posterior to accommodate his favorite priors (Geweke,
1998).8
We now describe the priors in more detail. The parameter governing labor supply, θ,f o l -
lows a uniform distribution between 0 and 1. That range captures all the possible values for
which leisure has positive marginal utility. The persistence of the technology shock, ρ, follows
a uniform distribution between 0 and 1. This region implies a stationary distribution of the
variables of the model with a lower bound on no persistence.9 The parameter governing the
elasticity of substitution, τ, follows a uniform between 0 (linear preferences) and 100. That
choice encompasses all empirical estimates of the parameter. The prior for the technology
parameter, α, is uniform between 0 and 1, including all values for which the marginal produc-
tivities of capital and labor are positive. The prior on the depreciation rate ranges between
0 and 0.05, covering all national accounts estimates of quarterly depreciation. The discount
factor, β, ranges between 0.75 and 1, implying steady state annual interest rates between
0 and 316 percent. The standard deviation of the innovation of productivity, σ², follows a
uniform distribution between 0 and 0.1, a bound 15 times higher than the usual estimates.
We also pick this prior for the three standard deviations of the measurement errors. Table
5.1 summarizes the previous discussion.
7The exception is the small issue of the bounded support of the priors. If we think about those bounds
as frontiers of admissible parameter values in a classical perspective, the argument equating the posterior
and likelihood holds exactly. Otherwise, it holds nearly exactly because the likelihood puts a negligible mass
outside the support of the priors.
8Note that we do not argue that our ﬂat priors are uninformative. After a reparameterization of the
model, a ﬂat prior may become highly curved. Also, if we wanted to compare the model with, for example,
a VAR, we would need to elicit our priors more carefully.
9This prior almost surely rules out the presence of a unit root in the output process. One attractive point
of Bayesian inference is that, in contrast with classical methods, it is not necessary to use special tools to
deal with unit roots (Sims and Uhlig, 1991). In the same way, the particle ﬁlter can deal with these unit
roots. As a consequence, our prior choice is not motivated by any technical reason. We are using a version
of the neoclassical growth model without long-run technological progress. As described below, we ﬁlter our
data using an HP ﬁlter before feeding them into the likelihood function. Since the HP ﬁlter removes up to
two unit roots (King and Rebelo, 1993), we are only ruling out the presence of three unit roots in output, a
highly implausible hypothesis.
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Parameters Distribution Hyperparameters
θ
ρ
τ
α
δ
β
σ²
σ1
σ2
σ3
Uniform
Uniform
Uniform
Uniform
Uniform
Uniform
Uniform
Uniform
Uniform
Uniform
0,1
0,1
0,100
0,1
0,0.05
0.75,1
0,0.1
0,0.1
0,0.1
0,0.1
5.2. Results with “Artiﬁcial” Data
As a ﬁrst step to test our procedure, we simulate observations from our model to use them
as “artiﬁcial” data for the estimation. We will generate data from two diﬀerent calibrations.
First, we select the benchmark calibration values for the neoclassical growth model ac-
cording to the standard practice (Cooley and Prescott, 1995) to make our experiment as
relevant as possible. The discount factor β =0 .9896 matches an annual interest rate of 4.27
percent (see McGrattan and Prescott, 2000, for a justiﬁcation of this number based on their
measure of the return on capital and on the risk-free rate of inﬂation-protected U.S. Treasury
bonds). The risk aversion τ =2is a common choice in the literature. θ =0 .357 matches the
microeconomic evidence of labor supply. We set α =0 .4 to match labor share of national
income. The depreciation rate δ =0 .02 ﬁxes the investment/output ratio, and ρ =0 .95 and
σ =0 .007 match the stochastic properties of the Solow residual of the U.S. economy. With
respect to the standard deviations of the measurement errors, we set them equal to 0.01
percent of the steady state value of output, 0.35 percent of the steady state value of hours,
and 0.2 percent of the steady state value of investment. We based these choices on our priors
regarding the relative importance of measurement errors in the National Income and Product
Accounts. The values are summarized in table 5.2.
Table 5.2: Benchmark Calibration
Parameter θ ρ τ α δ β σ² σ1 σ2 σ3
Value 0.357 0.95 2.0 0.4 0.02 0.99 0.007 1.58*10−4 0.0011 8.66*10−4
21The second calibration, which we call extreme, keeps the same values for all the parameters
except for τ and σ².W ei n c r e a s eτ to a value of 50 (implying a relative risk aversion of 24.5)
and σ² to 0.035. The interaction between high risk aversion and high variance introduces
a strong nonlinearity in the model. This helps us to assess how the procedure performs
in a more challenging environment. Our value for risk aversion is an order of magnitude
higher than the usual values in macroeconomics, but within the numbers employed in ﬁnance
(Cochrane and Hansen, 1992). However, we do not justify our choice based on its empirical
relevance, but on our desire to assess the performance of our algorithm under highly nonlinear
circumstances.
We solve the model using our Finite Element Method with 140 elements, and we draw a
sample of size 100 for each of the two calibrations. We use our priors and our likelihood eval-
uation algorithm with 40,000 particles to get 50,000 draws from the posterior distribution.10
We begin discussing the results for the benchmark calibration. First, in ﬁgure 5.1, we
plot the loglikelihood function of the model given our “artiﬁcial” data. Since we deal with
a high dimensional object, we plot in each panel the shape of the function for an interval
of ±20 percent of the calibrated value of the parameter, keeping the rest of the parameters
ﬁxed at their calibrated values. For illustration purposes, the “true” value for the parameter
corresponding to the direction being plotted is represented by the vertical magenta line.
We can think of these plots as transversal cuts of the likelihood function. Since for some
parameter values the loglikelihood takes values less than -2,000, roughly zero probability, we
do not plot them to enhance the readability of the ﬁgure.
We see how the likelihood is very informative for the parameter α, δ, θ and β:t h ed a t a
clearly point out the most likely values for the parameters. Any likelihood-based estimation
procedure will lead us to the peak of the likelihood. The situation is more complicated for the
remaining three parameters, ρ, τ, and σ², which present nearly ﬂat likelihoods. The ﬁnding
for ρ is not very surprising. It is diﬃcult to estimate precisely an autoregressive component,
especially with only 100 observations. Uncovering τ is complicated because even important
changes in it will result in very small changes in the behavior of agents. In the growth model,
τ only enters in the policy function because of the presence of uncertainty (the steady state
of the model variables do not depend on it). Since the variability of the productivity shock
in the benchmark calibration is low (and consequently the uncertainty in the data that will
allow us to identify this parameter is also small), it is nearly impossible to get an accurate
estimate inside the region (1.8, 2.2). Finally, σ² is confounded with the measurement errors.
10The results were robust when we used diﬀerent simulated data. Also, we monitored convergence of the
Metropolis-Hastings using standard techniques (Mengersen, Robert, and Guihenneuc-Jouyaux, 1999). Those
tests suggested that our chain had converged. We omit details because of space considerations.
22This may be interpreted as a cautionary lesson for an indiscriminate use of measurement
errors in empirical models.
We now present inference results. We graph our empirical posterior distributions in ﬁgure
5.2 (where the magenta line is again the calibrated value) and report the mean and standard
deviations of these distributions in table 5.3. Under a quadratic loss function, the mean of
the posterior distribution is the optimal point estimate of the parameter. Also, given our
ﬂat priors, the modes in ﬁgure 5.2 will be our maximum likelihood point estimates. Table
5.3 reveals that our method does a good job of pinning down the values of the parameters.
All the parameters except the standard deviation of the measurement error on output are
estimated in an unbiased and tight way.
Table 5.3: Posterior Distributions Benchmark Calibration
Parameters Mean s.d.
θ
ρ
τ
α
δ
β
σ²
σ1
σ2
σ3
0.357
0.950
2.000
0.400
0.020
0.989
0.007
1.58×10−4
1.12×10−2
8.64×10−4
6.72×10−5
3.40×10−4
6.78×10−4
8.60×10−5
1.34×10−5
1.54×10−5
9.29×10−6
5.75×10−8
6.44×10−7
6.49×10−7
However, we mentioned before that for three parameters, ρ, τ,a n dσ², the likelihood was
not that informative. How can we get such accurate answers? First, even for ρ and τ the
likelihood displays an informative shape (the log scale may be deceptive). The case of σ² is
more complicated because the likelihood is nearly ﬂat. The result may be a consequence of
our initial values for the Metropolis-Hastings. We discuss this initialization below.
The results of the extreme calibration are reported in ﬁgure 5.3 (the likelihood transversal
cuts), ﬁgure 5.4 (the posteriors), and table 5.4 (mean and standard deviations of the poste-
rior). Our ﬁndings are very similar to the previous ones. The likelihood is still informative
for the parameters α, δ, θ,a n dβ. Now, however, the data tell us more about the other
three parameters, especially ρ.T h i si sr e ﬂected in table 5.4, which shows tighter and more
consistent estimates.
23Table 5.4: Posterior Distributions Extreme Calibration
Parameters Mean s.d.
θ
ρ
τ
α
δ
β
σ²
σ1
σ2
σ3
0.357
0.950
50.00
0.400
0.020
0.989
0.035
1.58×10−4
1.12×10−2
8.65×10−4
7.19×10−4
1.88×10−4
7.12×10−3
4.80×10−5
3.52×10−6
8.69×10−6
4.47×10−6
1.87×10−8
2.14×10−7
2.33×10−7
We ﬁnish by discussing the initialization of the Markov chain Monte Carlo. Since we
begin our simulation close to the true parameter values, we may be biasing the results in our
favor. The problem of how to select the initial values of the chain is well known, but in our
case it is particularly relevant because we know the “true” parameter values and we can get
diﬀerent answers with a careful choice of starting values and length of the chain. A ﬁrst (but
weak) lesson from our results above would be that our the procedure stays where it needs to
stay when we begin at the right point of the parameter space. But, of course, a second lesson
is that we need to assess how robust our ﬁndings are.
There are two ways to check the robustness of the estimates. One is to initiate the
chain at the mean of the priors. Since our priors are ﬂat over a large range, this choice
implies initial values very far away from the true parameter values. The second alternative
is to begin at a middle distance from the “true” parameter values (for example, 20 percent
oﬀ). We investigated both alternatives. We found that the algorithm quickly moves in the
right direction searching for higher likelihoods. The drawback is that we need a long burn-
in period until the likelihood stabilizes. To illustrate how the algorithm searches for the
right region, ﬁgure 5.5 plots the time series of the evolution of values of parameters in the
extreme calibration simulation and how they converge from the initial value to the true value,
represented by the horizontal line. Note that this is not a problem induced by particle ﬁltering
but by the combination of Markov chain Monte Carlo and the shape of the likelihood. Even
if we were using the Kalman ﬁl t e r ,w ew o u l df a c et h es a m ep r o b l e m .
Summarizing, we interpret our results as follows. First, if we begin around the true
parameter values, we stay in that neighborhood. Second, if we begin far away, after a long
burn-in period, we converge to the right region.
245.3. Results with U.S. Data
Now we apply our procedure to estimate the neoclassical growth model with U.S. quarterly
data. We use real output per capita, average hours worked, and real gross ﬁxed investment
per capita from 1964:Q1 to 2003:Q1. We ﬁrst remove a trend from the data using an HP
ﬁlter. In this way we do not need to model explicitly the presence of a trend and possible
changes to it. Alternative, and potentially more compelling, ways of dealing with the trend
are available. For simplicity, and since this exercise is only an illustration, we stick with the
HP ﬁlter.
Table 5.5 presents the results from the posterior distribution from 50,000 draws and
ﬁgure 5.6 displays the posteriors. In this case, to initialize the chain, we used the mean of
the posterior computed from a linearized version of the model and the Kalman ﬁlter after
400 million iterations. Such a large number of draws allows for an “overkill” in terms of
convergence of the Metropolis-Hastings and thus for the elimination of the inﬂuence of initial
guesses.
Table 5.5: Posterior Distributions Real Data
Parameters Mean s.d.
θ
ρ
τ
α
δ
β
σ²
σ1
σ2
σ3
0.323
0.969
1.825
0.388
0.006
0.997
0.023
0.039
0.018
0.034
7.976 × 10−4
0.008
0.011
0.001
3.557 × 10−5
9.221 × 10−5
2.702 × 10−4
5.346 × 10−4
4.723 × 10−4
6.300 × 10−4
We brieﬂy discuss some of our results. The discount factor, β, goes very close to 1, a com-
mon ﬁnding in macroeconomic models, while τ has a value of 1.825 and θ of 0.323. These two
last parameters imply an elasticity of substitution of 1.27. The estimated depreciation factor
is low, 0.006, since the estimation tries to compensate for the high desire of accumulation of
capital implied by the high discount factor. The parameter α is close to the canonical value
of 0.4. Finally, the autoregressive component, ρ, is estimated to be 0.969.
These numbers are close to the ones coming from a standard calibration exercise. Nearly
as important, the standard deviations of the posterior are very low, indicating tight estimates.
25We interpret this ﬁnding as another strong endorsement of the ability of the procedure to
uncover sensible values for the parameters of dynamic macroeconomic models.
The estimation delivers numbers a bit more problematic regarding the standard deviation
of the productivity shock. In particular, this shock is more variable than the number estimated
directly from the Solow residual. At the same time, the values for the standard deviations of
the measurement errors are high. The combination of these two results may be an indication
of the lack of identiﬁcation of the growth model along the dimension of the diﬀerent shocks.
6. Computational Issues
In this section we discuss three important issues. First, we show that the particle ﬁlter
accurately approximates the likelihood of the neoclassical growth model on a test case where
we can compute the “exact” likelihood function. Second, we investigate the convergence
properties of the particle ﬁlter for the general case. Finally, we discuss computational time.
6.1. Convergence of the Particle Filter: A Test Case
It is illustrative to show that the particle ﬁlter applied to a linear model quickly converges
to the same results delivered by the Kalman ﬁlter . We analyze a version of the neoclassical
growth model for which we know the “exact” likelihood, and we study how the particle ﬁlter
approximates the “exact” likelihood as we increase the number of particles.
We take the neoclassical growth model described in section 3 and set τ =1and δ =1 .T h i s
calibration is unrealistic but useful for our point. In this case, the income and the substitution
eﬀect to a productivity shock in labor supply exactly cancel each other. Consequently, lt is
constant over time and equal to:
lt = l =
(1 − α)θ
(1 − α)θ +( 1− θ)(1− αβ)
,
while the policy function for capital is given by kt+1 = αβeztkα
t l1−α.
Since this policy function for capital is linear in logs, we have the transition equation for
the model:



1
logkt+1
zt


 =



10 0
logαβl1−α αρ
00 ρ






1
logkt
zt−1


 +



0
1
1


²t.
We assume that we have data on log output (logoutputt) and log investment (logit) as
26observables. Deﬁne Vt ∼ N(0,Σ) as a vector of measurement errors for the observables. To
economize on parameters we assume that Σ is diagonal with diagonal elements σ2
1 and σ2
2:
Ã
logoutputt
logit
!
=
Ã
−logαβl1−α α 0
01 0
!


1
logkt+1
zt


 +
Ã
V1,t
V2,t
!
.
We drop labor from the observables because it is constant over time, and any movement in
it will be trivially attributed to measurement error. We assume that we observe output and
investment in logs to achieve linearity of the observation equation.
Hence, we can apply the Kalman ﬁlter to the transition and measurement equations above
and evaluate the “exact” likelihood of the model given some data. As a comparison, we also
estimate the same likelihood function with the particle ﬁlter described in this paper.
The four panels in ﬁgure 6.1 plot the loglikelihood function given 100 observations using
the Kalman ﬁlter and three versions of the particle ﬁlter with 100, 1,000, and 10,000 particles.
E a c ho ft h ep a n e l sd r a w sat r a n s v e r s a lc u to ft h el o g l i k e l i h o o d sw h e nw ev a r yo n ep a r a m e t e r
while keeping all the remaining parameters constant at the benchmark calibrated values.
From the ﬁgure, we see how already 1,000 particles approximate both the level and shape
of the “exact” loglikelihood surprisingly well. With 10,000 particles, both the “exact” and
“approximated” loglikelihoods are nearly on top of each other. We did not plot the loglikeli-
hood function estimated using 40,000 particles because it is virtually the same as the “exact”
one.
From this exercise we learn that the particle ﬁlter can accurately approximate the “exact”
likelihood function of a dynamic model with relatively few particles.
6.2. Convergence of the Particle Filter: The General Case
Unfortunately, for the general case, we cannot evaluate the “exact” likelihood function of the
neoclassical growth model. The theory provides us with a convergence result as the number
of particles goes to inﬁnity. An important question to answer in practical applications is how
many particles we need to achieve an accurate approximation of the likelihood function.
To explore this issue we compute 50 times the likelihood of the model for diﬀerent numbers
of particles (i.e., we compute 50 estimations of the likelihood with 10,000 particles, 50 with
20,000, and so on).
Table 6.1 reports the mean and the standard deviation of the estimated loglikelihood for
the benchmark calibration, the extreme calibration, and the real data. The results justify our
choice of N =4 0 ,000. Even in the worst case, the standard deviation is less than 0.2 percent
27of the value of the loglikelihood. Sensitivity analysis also revealed that, after 20,000 particles,
our posteriors and point estimates were nearly identical. As mentioned above, eﬃciency could
be improved if we had properly dealt with the tails of the distribution, but in the interest of
simplicity, we leave an evaluation of these reﬁnements for future research.
Table 6.1: Convergence of the Estimation of the Likelihood
Benchmark Calibration Extreme Calibration Real Data
N
10,000
20,000
30,000
40,000
50,000
60,000
Mean s.d.
1459.163
1461.928
1462.078
1462.031
1462.636
1462.696
6.4107
2.8298
1.5415
0.9900
0.7168
0.6353
Mean s.d.
831.493
831.471
831.489
831.508
831.509
831.532
0.1954
0.1347
0.0971
0.0836
0.0882
0.0607
Mean s.d.
1014.558
1014.600
1014.653
1014.666
1014.688
1014.664
0.3296
0.2595
0.1829
0.1604
0.1465
0.1347
We can also explore the response of the simulation to changes in the number of particles
with ﬁgures 6.2 to 6.4. These ﬁgures represent the C.D.F. for the weights qi
t as deﬁned in
proposition 4 for a particular t a n dt h et h r e ec a s e s . F i g u r e6 . 2d r a w st h eC . D . F .f o rt h e
benchmark case, ﬁgure 6.3 for the extreme calibration, and ﬁgure 6.4 for the real data. The
optimal behavior in terms of informational content of the diﬀerent paths would be qi
t = q
j
t
for all t,i and j. This case would imply a straight C.D.F. with slope 1
N and equal weight for
all particles. The further away from this straight line, the higher the weight on a small set of
particles (i.e., most particles would carry very little information) and the higher the standard
deviation of the estimated loglikelihood.
The actual C.D.F. almost matches a straight line for all three cases, showing the good
performance of the particle ﬁlter. As a consequence, we do not suﬀer from an attrition
problem, and we do not need to replenish the particle swarm.
6.3. Computational Time
An attractive feature of particle ﬁltering is that it can be implemented on a good desktop
computer. On the other hand, the computational requirements of the particle ﬁlter are orders
of magnitude bigger than those of the Kalman ﬁlter. On a Pentium 4 at 3.00 GHz, each draw
from the posterior with 40,000 particles takes around 6.1 seconds. That implies a total of
about 88 hours for a simulation of 50,000 draws. The Kalman ﬁlter, applied to a linearized
version of the model, generates 50,000 draws in one minute.
28The diﬀerence in computing time raises two questions. First, is it worth it? Second, can
we apply the particle ﬁlter to a richer and more interesting class of models like those of Smets
and Wouters (2003 and 2005)?
With respect to the ﬁrst question, the companion paper, Fernández-Villaverde and Rubio-
Ramírez (2004b), shows that the particle ﬁlter improves inferences when compared with the
Kalman ﬁlter. In some contexts, this improvement may justify the extra computational eﬀort.
With respect to the second question, it is important to point out that most of the com-
putational time is spent in the Sampling Step. If we decompose the 6.1 seconds that each
estimation of the likelihood requires, we discover that most of the time (over 5 seconds) is
used by the Sampling Step, while less than 1 second is occupied by the solution of the
model.
In a model with many more state variables, we will only increase the computational time
of the solution, while the Sampling Step will take the same time. The availability of fast
solution methods, like perturbation, imply that we can compute the nonlinear policy functions
of a model with a dozen state variables in a couple of seconds. As a consequence an evaluation
of the likelihood would take less than 8 seconds. This argument shows that the particle ﬁlter
has the potential to be extended to the class of models needed for serious policy analysis.
All programs were coded in Fortran 95 and compiled in Compaq Visual Fortran 6.6 to
run on Windows-based PCs. All the code is available upon request.
7. Conclusions
We have presented a general purpose and asymptotically eﬃcient algorithm to perform
likelihood-based inference in nonlinear and/or non-normal dynamic macroeconomic mod-
els. We have shown how to undertake parameter estimation and model comparison, either
from a classical or Bayesian perspective. The key ingredient has been the use of particle
ﬁltering to evaluate the likelihood function of the model. The intuition of the procedure is to
simulate diﬀerent paths for the states of the model and to ensure convergence by resampling
with appropriately built weights. Our results with “artiﬁcial” and real data suggest that the
procedure works superbly in delivering accurate and consistent estimates.
Our current research applies the algorithm to models of asset pricing, to models of nominal
rigidities and stochastic volatility, to the evaluation of the importance of non-normal innova-
tions to dynamic macroeconomic models (see Geweke 1994 for some suggestive evidence), to
regime-switching models, and to the estimation of dynamic games in macroeconomics.
298. Appendix
This appendix provides a brief exposition of the Finite Elements Method as applied in the
paper. For a more detailed explanation, the interested reader should consult the expositions
in McGrattan (1999) and Aruoba, Fernández-Villaverde, and Rubio-Ramírez (2003).
The method searches for a policy function for labor supply of the form lfem(k,z;ς,γ)=
P
i,j
ςi,jΨi,j (k,z) where Ψi,j (k,z) is a set of basis functions and ς = {ςi,j}i,j is a vector of
weights to be determined. Given lfem(k,z;ς,γ),w ec a nu s et h es t a t i cﬁrst order condition
and the resource constraint to ﬁnd optimal consumption, c(k,z,lfem(k,z;ς,γ)),a n dn e x t
period capital, k0 (k,z,lfem(k,z;ς,γ)).11
The essence of the method is to use basis functions that are zero in most of the state space,
except in a small part of it, called an “element.” Within the element, the basis functions take
a simple form, usually linear.
The ﬁrst step in the Finite Elements Method is to note that we can rewrite the Euler
equation for consumption as:
Uc,t =
β
√
2πσ
Z ∞
−∞
£
Uc,t+1(1 + αe
zt+1k
α−1
t+1 lfem(kt+1,z t+1;ς,γ)
1−α − δ)
¤
exp(−
²2
t+1
2σ2)d²t+1 (11)
where Uc,t is the marginal utility of consumption, kt+1 = k
0 (kt,z t,l fem(kt,z t;ς,γ)), and zt+1 =
ρzt + ²t+1.
The second step is to bound the domain of the state variables and partition it in nonin-
tersecting elements. To bound the productivity level of the economy, we deﬁne λt =t a n h ( zt).
Since λt ∈ [−1,1], we have λt = tanh(ρtanh
−1(λt−1)+
√
2σvt) where vt = ²t √
2σ.N o w ,s i n c e
exp(tanh
−1(λt+1)) =
√
1+λt+1 √
1−λt+1
= b λt+1,w er e w r i t e( 1 1 )a s :
Uc,t =
β
√
π
Z 1
−1
h
Uc,t+1
³
1+αb λt+1k
α−1
t+1 lfem(kt+1,tanh
−1(λt+1);ς,γ)
1−α + δ
´i
exp(−v
2
t+1)dvt+1
where kt+1 = k0 ¡
kt,tanh
−1(λt),l fem(kt,z t;ς,γ)
¢
and λt+1 = tanh(ρtanh
−1(λt)+
√
2σvt+1).
To bound the capital, we ﬁxa nu p p e rb o u n dk,p i c k e ds u ﬃciently high that it will bind only
with an extremely low probability. As a consequence, from the Euler equation, we can build
the residual function:
R(kt,λt;ς,γ)=
β
√
π
Z 1
−1
·
Uc,t
Uc,t+1
³
1+αb λt+1k
α−1
t+1 l
1−α
fem(kt+1,tanh
−1(λt+1);ς,γ) − δ
´¸
exp(−v
2
t+1)dvt+1−1.
11Note that, for simplicity, in the main body of the paper we suppress the dependence of the policy function
of labor with respect to ς.
30Now, we deﬁne Ω =
£
0,k
¤
×[−1,1] as the domain of lfem(kt,tanh
−1(λt);ς,γ) and divide Ω
into nonoverlapping rectangles [ki,k i+1]×[λj,λj+1],w h e r eki is the ith grid point for capital
and λj is jth grid point for the technology shock. Clearly Ω = ∪i,j [ki,k i+1] × [λj,λj+1].
Each of these rectangles is called an element. These elements may be of unequal size. In our
computations we deﬁne 14 unequal elements in the capital dimension and 10 on the λ axis.
We have small elements in the areas of Ω where the economy spends most of the time, while
j u s taf e wl a r g ee l e m e n t sc o v e rw i d ea r e a so ft h es t a t es p a c ei n f r e q u e n t l yv i s i t e d .N o t et h a t
we deﬁne the elements in relation to the level of capital in the steady state of the model
for each particular value of the parameters γ. Consequently, our mesh is endogenous to the
estimation, increasing eﬃciency and accuracy.
Next, we set Ψi,j
¡
k,tanh
−1(λ)
¢
= b Ψi (k) e Ψj (λ) ∀i,j, where:
b Ψi (k)=

 
 
k−ki
ki−ki−1 if k ∈ [ki−1,k i]
ki+1−k
ki+1−ki if k ∈ [ki,k i+1]
0 elsewhere
e Ψj (λ)=

 
 
λ−λj
λj−λj−1 if λ ∈ [λj−1,λj]
λj+1−λ
λj+1−λj if λ ∈ [λj,λj+1]
0 elsewhere
are the basis functions. Note that Ψi,j
¡
k,tanh
−1(λ)
¢
=0if (k,λ) / ∈ [ki−1,k i+1] × [λj−1,λj+1]
∀i,j, i.e., the function is 0 everywhere except inside four elements.
As i m p l ec r i t e r i o nf o rﬁnding the unknown ς is to minimize the residual equation over
the state space given some weight function. A common weight scheme is Galerkin, where we
w e i g h tt h er e s i d u a lf u n c t i o nb yt h eb a s i sf u n c t i o n s .G a l e r k i ni m p l i e st h a tw es o l v et h es y s t e m
of equations: Z
[0,k]×[−1,1]
Ψi,j
¡
k,tanh
−1(λ)
¢
R(k,λ;ς,γ)dzdk =0 ∀i,j.
on the ς unknowns.
We evaluate the integrals in the residual function with a Gauss-Hermite method and those
on the system of equations with a Gauss-Legendre procedure. Finally, we solve the associated
system of nonlinear equations with a Quasi-Newton algorithm.
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