ABSTRACT Enzymatic numerical P systems are inspired by the biological structure of cells and the ''processing of information'' regulated by enzymes on chemical objects, where natural numbers are basic entities to work with. Enzymatic numerical P systems can perform arithmetic operations but not complex numerical calculations, such as obtaining suitable values or finding the maximum or minimum element from the data sets. In this paper, a variant of enzymatic numerical P systems named an enzymatic numerical P system with an enzymatic environment is proposed, which can make numerical operations more flexible with regulations of external enzymes. We design several parallel computational frameworks for complex numerical calculations by the enzymatic numerical P system with an enzymatic environment. A parallel framework is achieved for performing support vector machine (SVM) calculations and sequential minimal optimization by the enzymatic numerical P system with an enzymatic environment. The experimental results obtained using a GPU prove that our method is 5.34 times more efficient than the traditional serial SVM calculation, without any loss in accuracy.
I. INTRODUCTION
Membrane computing [1] aims to abstract computing ideas to model the structure and the functioning of living cells. The computing devices or systems are called P systems, which are a class of parallel, distributed and nondeterministic bioinspired computing models. P systems can be divided into two main classes based on their membrane structures: cell-like P systems [1] , which consist of several cell-like membranes with a hierarchical arrangement, and tissue-like P systems [2] or neural-like P systems [3] - [7] , which have a net of processor units placed in the nodes of a directed graph. In terms of topological structure, enzymatic numerical P systems (ENP systems) are classified as cell-like P systems [8] .
The data structure in P systems can be multisets, strings or numerical variables [9] - [11] . Most P systems have multisets to encode information, except for ENP systems [8] , [12] , [13] , in which natural numbers are basic entities to work with. In ENP systems, numerical variables are computed in the areas of a membrane structure. The numbers in the systems can evolve from the two-step calculation, a production function and a repartition function. ENP systems [14] allow the values of the numbers to pass from one production function per membrane to several functions while preserving the deterministic nature of the system. The selection of the very active production functions is associated with existence and the current values of some biologically inspired variables (or enzymes). The enzyme-like variables in ENP systems are similar to the catalyst objects used in the symbolic P systems [15] , [16] .
ENP systems can perform arithmetic operations [17] ; however, complex numerical calculations cannot currently be performed by these systems. Obtaining suitable values is a common approach in several fields of computational science, but the current ENP systems cannot obtain such values in a straightforward manner. Moreover, the current ENP systems cannot obtain the maximum or minimum values with the framework, which is a widely used task in data processing. In this paper, we propose a new variant of ENP systems named ENP system with an enzymatic environment. In this system, an enzymatic environment is designed to eliminate the membranes that we do not need and keep the ones that we need through enzymatic operations. Meanwhile, we define a series of variables for various applications. We also propose three parallel frameworks using ENP system with an enzymatic environment to achieve the computations of choosing suitable values, finding the maximum and minimum values from datasets, and simulating vector calculations with restrictions. Finally, we provide a parallel framework to perform calculations of classification problems by support vector machine (SVM) to verify the feasibility of this novel P system. The serial framework that we present in this paper is relevant to [18] and [19] , which elaborate the serial computational framework for sequential minimal optimization (SMO) and SVM. The remainder of this paper is organized as follows.
In the next section, we discuss ENP system with an enzymatic environment. Section 3 describes three numerical calculation frameworks. In Section 4, we present the SVM and SMO realized by ENP system with an enzymatic environment. Finally, final remarks, including discussions and further topics, are presented in section 5.
II. ENZYMATIC NUMERICAL P SYSTEM WITH AN ENZYMATIC ENVIRONMENT
We begin by introducing ENP system with an enzymatic environment, which contain both an enzymatic environment and environmental enzyme. These components control the application of programs for numerical computations. The enzymatic environment is inspired by the solution of cells, which can provide a suitable environment to support cells' activities. The environmental enzyme can be used to keep those membranes that we want to keep and eliminate useless membranes.
Before using the environmental enzyme in a membrane, it needs to check the enzymatic environment flag in the current membrane because the enzyme only takes effect in specific environments. After performing the calculation, if the value of the flag of the enzymatic environment is 0, it means that this environment has been abolished. If the value of the flag is 1, the environment will be kept, and the condition of the enzyme will be updated. The system will continue its calculation until the flag of the environment is changed to 0.
The formal definition of ENP system with an enzymatic environment is as follows:
where
• m is the number of membranes in the system (degree of ), and m ≥ 1;
• H is an alphabet with m symbols (the labels of the membranes);
• µ is the membrane structure of the system, which can be represented by a rooted tree with q nodes labeled with the elements of H ;
• V ari is the set of variables from region or membrane i with 1 ≤ i ≤ m;
• V ari (0) is the set of initial values of the variables in region or membrane i with 1 ≤ i ≤ m;
• Pr i is a set of programs (also called evolution rules) from region i;
• E f i is the flag of the enzymatic environment;
• E p i is a set of environmental enzymes, which have three statuses E pc , E pue and E puc ;
• E v i is a series of variables defined by users in the environment, and it can be updated by E pue . We set a flag E fi to mark the environment. If the value of E f is 1, it means that the environment structure is found. If the value of E f is 0, the system is considered to be a general ENP system. Furthermore, a multitier environment nesting will be allowed to exist. Environmental enzyme functions are essential for users to complete the calculation. Users can define suitable enzymatic functions to perform the specified calculation, and there are two types of enzymatic functions:
E pc (con|lab) is called the condition function. If lab is greater than 0 (1 in general), it means that every membrane covered by the environment has the same condition, and E pc (con) will keep the membranes with the same status but eliminate the other membranes with lab = 0. Conversely, if the label has a value of 0, the membrane that has the same condition will be kept, and the other membranes (with lab = 1) will be eliminated. We can consider more than one piece of enzyme E pc (con|lab) to set different selection conditions. The update function is E pue (con|up E), which can update environmental elements after each calculation. For example, E pue (con|up E f (0)) means that after a calculation, if enzyme E pue (con) is reached, then the status of E f will be updated to E f (0), and the environment will be destroyed. E pue (con|up E pc (new condition | new label) means that after a calculation, E pc (con | lab) will be updated to E pc (a new condition with | new label). It allows for many E pue that exist in one environment to update different VOLUME 6, 2018 environmental elements after a calculation. Every E pue can only take effect once.
Subsequently, users can define any parameters that they need. We design two types of user-defined parameters.
1. Count Membranes (CM): the number of membranes in the present step in the environment. 2. Membrane Order (MO): the order of all membranes in the present step in the environment. The two parameters can be updated by E pue . Using the defined parameters can make the enzymatic environment more flexible and powerful.
The general structure of ENP systems with enzymatic environment is shown in Figure 1 . 
III. NUMERICAL CALCULATIONS AND THEORETICAL FRAMEWORK
ENP system with an enzymatic environment provide a parallel framework to perform calculations. According to actual problems, we can add constraints on data processing and the style of computing. Here, we design three computational frameworks to realize the function for obtaining suitable values, the function for obtaining the maximum value and the vector computational framework with restrictions. Additionally, we analyze the time efficiencies of the traditional serial framework and the novel framework with ENPS on a GPU platform.
A. THE SYSTEM FOR FINDING THE MAXIMUM VALUE
The traditional algorithm for obtaining the maximum value is achieved by a serial computational framework [20] , [21] . In the framework, a temporary variable with a value of 0 is set and then compared with every element in the dataset. If the element is greater than the temporary variable, then the value of the temporary variable is updated to be the value of the element. This costs n steps of comparisons and at most n times of updates to obtain the maximum element.
The framework for finding the maximum value by ENP system with an enzymatic environment provides a parallel way to find the maximum values from datasets. The general idea is to compare every element with the temporary variable simultaneously by placing the elements in different membranes and then cutting off those elements that are less than the value of the temporary variable. Initially, the value of the temporary variable is set to be the value of the first element; then, we update the values of the temporary variable to be the value of the second element in the remaining elements until there is only one element. The structure of the framework is shown in Figure 2 . Figure 2 shows the function in the ENP system with an enzymatic environment to find the maximum value from a number elemental membranes. Specifically, n membranes Using a GPU simulation platform [22] , we obtain the results shown in Table 1 .
We also test our methods by randomly generating several sets of numbers and finding the maximum values by using the serial computational framework and ENP system with an enzymatic environment. The results in Table 1 show that our method is much more efficient than the traditional method irrespective of the amount of data. At the same time, we find that with the increase in the capacity of datasets, the efficiency gap increases. The efficiency of our method is 1112.6 times greater than that of the traditional method when the capacity of the datasets is 2560.
Using the serial framework, we need to compare n times to obtain the maximum value in a dataset containing n numbers, whereas when using our method, we compare less than n times to obtain the maximum value. The larger the dataset is, the higher is the efficiency of the upgrade. We measure all the improvements in efficiency by
, where f c is the current efficiency and f o is the original efficiency.
B. THE SYSTEM FOR FINDING THE REQUIRED VALUE
We process some data with special conditions in some occasions. In general, n comparisons in the serial framework are needed to obtain the requested numbers. The ENP system with an enzymatic environment provides a parallel framework to realize this function, which needs per unit time (the time cost of comparing one time) because all numbers are compared with the conditions simultaneously. The structure of this framework is shown in Figure 3 . The system shown in Figure 3 has a function to obtain the required x[value] from the dataset. We consider a series of membranes M 1 , M 2 , . . . , M n in ENP system with an enzymatic environment. We define the flag E f (1) to represent the environment, which is activated. By E pc (value1 < x[value] < value2 | 1), we denote that the x[value] in every child membrane is greater than value 1 but less than value 2. This membrane will stay, and the other membranes will be destroyed. E p ue( | upE f (0)) means that after a calculation, the environment will be destroyed without any condition. It is faster than the traditional method to obtain the required x [value] .
We also test the method by randomly generating several sets of numbers to finish this experiment on the GPU platform. The results of the experiment are shown in Table 2 . It is found that using our method is much more efficient than the serial framework. As the dataset's capacity increases, the efficiency gap increases, while our time cost remains at a low level. The main reason for this result is that when using a serial framework, we must compare n times (the datasets contain n numbers) with the condition, whereas our method allows all numbers to compare with the condition at one time.
C. VECTOR COMPUTING SYSTEM
ENP system could provide a parallel framework to process vectors, such as realizing a dot product function. The system needs to add some restrictions on the data, such as choosing the vector to be processed and setting the computational style that we want [23] . Occasionally, we do not need all vector components participating in the computation. In many cases, we just need those nonzero components or just need to compute the components of vectors each interval. The vector computing system is shown in Figure 4 . We consider n membranes M 1 , M 2 , . . . , M n in the enzymatic environment. The flag E f (1) is defined to represent the environment, which is activated. E pc (Mod(MO/2) == 1|1) means that only the membranes having the label of an odd membrane will be kept. By E p ue( | upE f (0)), it indicates that after a calculation, the environment will be destroyed without any condition. By using the user's defined character, we can specify the computation of vectors or numerical values. The simulation results are shown in Table 3 .
The experiment is simulated on a GPU platform. Each thread is set to be a membrane, and we place every number into a membrane (thread), processing them as the rules in the system. The result shows that using the parallel computational framework with ENP system is more efficient than the serial framework. It is found that with increasing datasets, the gap increases, while the time cost of ENP system remains at a fair level.
IV. ENP SYSTEMS FOR SEQUENTIAL MINIMAL OPTIMIZATION AND SUPPORT VECTOR MACHINE
SMO [24] is a simple algorithm that can quickly solve the SVM [25] , [26] QP problem without any extra matrix storage and without using any numerical QP optimization steps [24] , [27] . For the standard SVM QP problem, the smallest possible optimization problem involves two Lagrange multipliers since the Lagrange multipliers must VOLUME 6, 2018 obey a linear equality constraint. At every step, SMO chooses two Lagrange multipliers to jointly optimize, finds the optimal values for these multipliers, and updates the SVM to reflect the new optimal values.
A. ENP SYSTEM WITH AN ENZYMATIC ENVIRONMENT FOR SMO CALCULATION
Five steps are needed to achieve the SMO algorithm by using ENP system with an enzymatic environment. To solve for the two Lagrange multipliers, SMO first computes the constraints on these multipliers and then solves for the constrained minimum. Supposing that the Lagrange multipliers α 1 and α 2 of x 1 and x 2 need to be updated in an iteration, the objective function can be defined as:
The algorithm first computes the second Lagrange multiplier α 2 and computes the ends of the diagonal line segment in terms of α 2 . If target y 1 does not equal target y 2 , then the following bounds apply to α 2 :
If target y1 equals target y2, then the following bounds apply to 2:
Based on the information, the system is shown in Figure 5 . First, four membranes M 1 , . . . , M 4 are designed to obtain L and H in the situation where y 1 = y 2 , and then membranes M 5 , . . . , M 8 are used to obtain L and H in the situation where y 1 = y 2 . Then, an environment is set to choose which membrane will be retained. We add a variable condition [1] in membrane M 9 and consider the program E pc (condition[value] == 1||y 1 − y 2 |), which means that if y 1 − y 2 = 0, membrane M 9 will be destroyed; otherwise, membrane M 9 will be kept, and membrane M 10 will be destroyed. This environment can help us choose different values in different situations.
The second derivative of the objective function along the diagonal line can be expressed as
The corresponding substructure of the system is shown in Figure 6 . In the next step, we need to update the value of α 2 by
A substructure for this calculation is shown in Figure 7 . In Figure 7 , E i = u i − y i is the error in the ith training step. Therefore, we can find the unconstrained minimum with the constrained minimum.
The substructure for this calculation is shown in Figure 8 . Finally, we update the value of α 1 by
and the substructure is shown in Figure 9 . We have established a system to update the values of both α 1 and α 2 , and now we need to find this pair of Lagrange multipliers, for which there are two steps:
Step 1: Find the α 2 , which is the first multiplier of all multipliers that do not obey the KKT conditions. The multipliers that do not obey the KKT conditions have three situations:
According the conditions below, the enzymatic environment is constructed as shown in Figure 10 .
FIGURE 10.
The computational framework to obtain α 2 , which is the first multiplier of all multipliers that do not obey the KKT conditions. E pc1 means that if any condition is the same as one of these three conditions, the membranes will be kept, and E pc2 means that the first membrane will be kept (which is α 2 ) and the other membranes will be destroyed.
Step 2: We need find every multiplier that obeys the KKT conditions, and the main structure in the system for the calculation is shown in Figure 11 .
E pc means that if any condition is the same as one of these three conditions, the membranes will be destroyed, and every multiplier that obeys the KKT conditions will remain. Subsequently, we need to calculate the value of |E i −E 2 |( E i ) of every multiplier that obeys the KKT conditions and α 2 . The aforementioned method is used to find the maximum value of E i . Because there is only one child membrane that remains, it is the value of α 1 . The multipliers α 1 and α 2 can be found by this method and updated by the following approaches.
Therefore, the SMO algorithm can be achieved by the designed ENP system with an enzymatic environment.
B. ENP SYSTEM WITH AN ENZYMATIC ENVIRONMENT FOR SVM CALCULATION
SVM is a hyperplane that separates a set of positive examples from a set of negative examples with the maximum margin. In the linear case, the margin is defined by the distance of VOLUME 6, 2018 FIGURE 11. The computational framework to find every multiplier that obeys the KKT conditions. the hyperplane to the nearest positive and negative examples. First, we set the formula for the output of an SVM as:
Let plane u = 0 and the nearest points lie on the planes u = + − 1; thus, the max margin m is:
Using a Lagrangian, this optimization problem can be converted into a dual form, which is a QP problem where the objective function is solely dependent on a set of Lagrange multipliers α i :
There is a one-to-one relationship between each Lagrange multiplier and each training example. Once the Lagrange multipliers are determined, the normal vector x and the threshold b can be derived from the Lagrange multipliers:
Because w can be computed via an equation from the training data before use by the SMO algorithm, the main structure for obtaining the w of SVM realized by the numerical P system is as shown in Figure 12 . Now, we obtain w and b, we can obtain the classification function:
We proved the validity by constructing an ENP system with an enzymatic environment, as shown in Figure 12 , for SVM calculation, in which the module for SMO calculation is shown in Figure 5-11 .
Data experiments are performed on a GPU platform, by which our method can achieve the same computation results of the SVM calculation. The capacity of the dataset is 178, which we use to finish the experiment, and the results of the parallel framework are the as same as those of the serial framework.
To prove the accuracy of our method compared with SVM in the serial framework, we test our method and the traditional serial framework on the same dataset. The results are shown in Table 4 , which indicate that the two frameworks can obtain the same calculation results. In this part, we evaluate the SVM model with the proposed novel numerical P system. Before we use Visual Profiler, we perform our experiments based on calculating the entire computational time of SVM. The experiments that we performed previously show that the time for data transfer from devices to the host or devices to devices will greatly influence the results, whereas the computational framework constructed by the numerical P system would not consider such time. For example, when the function is invoked 2454821 times, the time cost of the serial computational framework is 1324 s and that of the parallel framework is 1274 s. The gap is not very obvious, and the remaining time is information transmission time. Then, we use Visual Profiler to finish the experiments, and we found that the serial framework's time cost of computing is 3.05 s, and the parallel frameworkâĂŹs time cost is 114.87 ms. For this reason, we complete our experiments by using Compute Unified Device Architecture (CUDA) on a 1080Ti platform, and we analyze our program by using Visual Profiler made by NVIDIA, which can help us separate the computational time from the overall time.
In Table 5 , we show the experimental results to compare the time cost of different invocation times of functions based on the serial computational framework and our method. Visual Profiler can provide the invocation and computational times for the parallel models and serial models, which can present the improvement in time efficiency. Figure 13 shows the Visual Profiler experiment results, which include the times of the function's invocation and time cost. The time cost of the SVM experiment under the serial framework is 3.44 s, and that of the experiment under the parallel framework 
V. DISCUSSION
The ENP system with an enzymatic environment proposed in this paper is convenient and flexible in terms of value and computational style choice. We verify the feasibility of the ENP system with an enzymatic environment on a GPU platform, and it is verified that the computational efficiency of the parallel computing framework is higher than that of the serial framework at the same time. Finally, the new type of P system implements the SVM and SMO algorithm to further verify the correctness of the ENPS.
We use the GPU platform to simulate experiments because we cannot use the real solution of membranes.
The experiments prove that the efficiency of a single function under the ENP system with an enzymatic environment is higher than the serial framework. The series of experiments based on 300 data SVM runs on the GPU platform for 17 hours, and Visual Profiler can separate the time of the experiment from the communication time; thus, we not only validate its correctness but also prove the efficiency of this novel numerical P system. For further research, experimental data simulations can be performed on an FPGA (field-programmable gate array) to analyze the time efficiency, thus alleviating the influence of non-experimental factors.
In fact, the comparisons with n numbers in n membranes can reduce the running time. However, with this parallel method for finding the maximum numbers from datasets, we can perform more complex calculations in a parallel manner.
In ENP systems, the efficiency is mainly from performing parallel programs in ENP systems. With the enzymatic environment, the ENP system can perform some complex computations, such as SVM, whereas other ENP systems cannot. It is of interest to investigate whether the efficiency of ENP systems can be improved by just adding an enzymatic environment. 
