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a b s t r a c t
An optimal algorithm for approximating bandlimited functions
from localized sampling is established. Several equivalent formula-
tions for the approximation error of the optimal algorithm are pre-
sented and its upper and lower bound estimates for the univariate
case are provided. The estimates show that the approximation er-
ror decays exponentially (but not faster) as the number of localized
samplings increases. As a consequence of these results, we obtain
an upper bound estimate for the eigenvalues of an integral operator
that arises in the bandwidth problem.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Themotivation for this paper comes from limitations of the practical use of theWhittaker–Shannon
series [1,2] for the representation of a bandlimited signal. The following facts are well-known and
central to the theme of this paper.
For a positive integer d, we let L2(Rd) denote the Hilbert space of square integrable functions on
Rd and fˆ the Fourier transform defined by
fˆ (t) :=
(
1√
2pi
)d ∫
Rd
f (x)et(x)dx, t ∈ Rd,
where et is the exponential function defined by
(et)(x) := exp(−it · x), x ∈ Rd.
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Let δ := {δj > 0 : j ∈ Nd}where we set Nn := {1, 2, . . . , n} for all n ∈ N. We denote by Bδ the closed
subspace of functions f in L2(Rd)which are bandlimited to the region Iδ := [−δ1, δ1]×· · ·×[−δd, δd],
that is, f ∈ L2(Rd) such that suppfˆ ⊆ Iδ . In the special case when δj = pi for j ∈ Nd, Bδ and Iδ will be
denoted by B and Ipi , respectively. For each δ, Bδ is a reproducing kernel Hilbert space. Indeed, with
the inner product inherited from L2(Rd), namely
(f , g)L2(Rd) :=
∫
Rd
f gdx, f , g ∈ L2(Rd),
we have for any f ∈ Bδ and x ∈ Rd that
f (x) = (f , Kδ(· − x))L2(Rd) (1.1)
where for any t ∈ Rd
Kδ(t) :=
∏
j∈Nd
sin δjtj
pi tj
.
Formula (1.1) follows immediately from the Plancherel identity
(f , g)L2(Rd) = (fˆ , gˆ)L2(Rd), f , g ∈ L2(Rd)
with the choice
g := Kδ(· − x)
and the fact that
Kˆδ =
(
1√
2pi
)d
χIδ .
Here we use χE for the characteristic function of the set E ⊆ Rd. That is, χE(t) is one for t ∈ E and
zero otherwise.
The celebratedWhittaker–Shannon sampling theorem [1,2] says that every f ∈ B can be represen-
ted as
f =
∑
j∈Zd
f (j) sinc (· − j) (1.2)
where
sinc (t) :=
∏
j∈Nd
sinpi tj
pi tj
, t ∈ Rd.
Moreover, not only does the sinc function have orthonormal integer translates, that is,
( sinc (· − j), sinc (· − k))L2(Rd) = δjk, j, k ∈ Zd,
but also it is a cardinal function, in other words,
sinc (j) = δj0, j ∈ Zd.
Therefore, it follows from (1.2) that for every f ∈ B,
‖f ‖L2(Rd) = ‖If ‖`2(Zd) (1.3)
where
If := (f (j) : j ∈ Zd) (1.4)
is the ‘‘information’’ about f used to compute the series on the right hand side of (1.2) and
‖c‖`2(Zd) :=
(∑
j∈Zd
|cj|2
)1/2
,
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for c = (cj : j ∈ Zd).
In practice, wemust truncate the series on the right hand side of (1.2) as ameasure to approximate
f . Typically, if we want to estimate f at xwe should only sum over values of f on a part of Zd ‘‘near’’ x.
Thus, for any positive integer n ∈ Nwe consider the finite sum
(Snf )(x) :=
∑
j−x∈(−n,n]d
f (j) sinc (x− j) (1.5)
as an approximation to f (x), x ∈ Rd. Since the sinc function decays slowly at infinity, this is not a good
approximation to f . For instance, if we let
‖f ‖∞ := sup{|f (x)| : x ∈ Rd}
and
U := {f : ‖f ‖L2(Rd) ≤ 1, supp fˆ ⊆ Ipi }
the unit ball of B, then we have the following estimate (for the univariate case, see, also, [3,4]).
Lemma 1.1. Let I : L2(Rd)→ L2(Rd) be the identity operator and define
‖I − Sn‖∞,U := sup{‖f − Snf ‖∞ : f ∈ U}.
Then there holds the estimate
2
pi
1√
2n+ 1 ≤ ‖I − Sn‖∞,U ≤
√
d
pi
√
2
n
+ 1
n2
. (1.6)
Proof. Let x ∈ Rd and
e(x) :=
∑
j−x6∈(−n,n]d
sinc 2(x− j). (1.7)
By the Cauchy–Schwartz inequality and Eq. (1.3), we have for any f ∈ U that
|f (x)− (Snf )(x)| ≤
( ∑
j−x6∈(−n,n]d
|f (j)|2
)1/2( ∑
j−x6∈(−n,n]d
sinc 2(x− j)
)1/2
≤
( ∑
j−x6∈(−n,n]d
sinc 2(x− j)
)1/2
= √e(x).
Note that the function
f0(t) := c
∑
j−x6∈(−n,n]d
sinc (x− j) sinc (t − j), t ∈ Rd
where c is a constant such that ‖f0‖L2(Rd) = 1, satisfies that supp fˆ0 ⊆ Ipi and
|f0(x)− (Snf0)(x)| = |f0(x)| =
√
e(x).
We conclude that for each x ∈ Rd
sup{|f (x)− (Snf )(x)| : f ∈ U} =
√
e(x).
Note that e(x) = e(x+m), for all x ∈ Rd andm ∈ Zd. Thus,
‖I − Sn‖∞,U = sup
{√
e(x) : x ∈ [0, 1)d
}
. (1.8)
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Define for each τ ∈ [0, 1)
h(τ ) :=
∑
k6∈(−n,n]
sinc 2(τ − k).
Since
{j ∈ Zd : j1 6∈ (−n, n]} ⊆ {j ∈ Zd : j 6∈ (−n, n]d},
we observe by (1.7) and (1.3) for each x ∈ [0, 1)d that
e(x) ≥
( ∑
j1 6∈(−n,n]
sinc 2(x1 − j1)
) d∏
k=2
(∑
jk∈Z
sinc 2(xk − jk)
)
= h(x1).
Combining the above inequality with (1.8) yields that
‖I − Sn‖∞,U ≥
√
h
(
1
2
)
≥ 1
pi
(
2
∫ ∞
n
1
(τ + 12 )2
dτ
)1/2
= 2
pi
1√
2n+ 1 . (1.9)
On the other hand, since
{j ∈ Zd : j 6∈ (−n, n]d} ⊆
⋃
k∈Nd
{j ∈ Zd : jk 6∈ (−n, n]},
we see by (1.7) for all x ∈ [0, 1)d that
e(x) ≤
∑
k∈Nd
( ∑
jk 6∈(−n,n]
sinc 2(xk − jk)
) ∏
l∈Nd\{k}
(∑
jl∈Z
sinc 2(xl − jl)
)
=
∑
k∈Nd
h(xk).
It can be verified that for all τ ∈ [0, 1)
h(τ ) =
(
sinpiτ
pi
)2 ∑
k6∈(−n,n]
1
(τ − k)2 ≤
1
pi2
∑
k6∈(−n,n]
1
k2
≤ 1
pi2
(
1
n2
+ 2
∫ ∞
n
1
t2
dt
)
.
By the above two inequalities and Eq. (1.8), we have that
‖I − Sn‖∞,U ≤
√
d
pi
(
1
n2
+ 2
∫ ∞
n
1
t2
dt
)1/2
=
√
d
pi
√
2
n
+ 1
n2
. (1.10)
The proof is completed by combining (1.9) and (1.10). 
In view of this slow convergence it has been proposed tomodify the truncatedWhittaker–Shannon
series (1.5) by multiplying the sinc function with a rapidly decaying function. For a study of this point
of view and documentation of the literature on it, see [5]. This approach raises the question, studied in
[4,6,5,7], as to how well the truncated sinc series modified in this way represents f not in B, but in Bδ
for δj < pi , j ∈ Nd, as n tends to infinity. So far, it has been established that multiplying by a Gaussian
or a power of a sinc function leads to favorable error bounds.
In this paper,we take a different approach.We ask insteadwhat is the best algorithm for estimating
f (x) using the local information
Ixf ∈ `2(Zd), (Ixf )(j) :=
{
f (j), j− x ∈ (−n, n]d,
0, otherwise. (1.11)
In this regard, we take the point of view of optimal estimation. We provide two central observations
here. First, we identify the optimal algorithm that estimates f ∈ Bδ uniformly on Rd from the
local information and second we give sharp error estimates in the univariate case for the decay of
the optimal estimator as n tends to infinity. As a consequence, we show that a certain truncated
series is the best estimate for using the local information operator even among nonlinear methods
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of estimation. This is the subject of the next section. In Section 3, we establish four equivalent error
formulations.We provide an upper bound estimate and a lower bound estimate for the univariate case
in Section 4. As an application, an upper bound estimate for the eigenvalues of an integral operator
arising in the bandwidth problem considered by Landau, Pollak and Slepian [8–13] is obtained in
Section 5. Before moving on, we collect here notation that will be frequently used throughout the
paper. They will also be (or have been) defined when first used.
Z : the set of all integers N : the set of all positive integers
Zn := {0, 1, . . . , n− 1} Nn := {1, 2, . . . , n}
Jn := {j ∈ Zd : j ∈ [−n+ 1, n]d} Iδ := [−δ1, δ1] × · · · × [−δd, δd]
Ipi := Iδ when δj = pi, j ∈ Nd Bδ := {f ∈ L2(Rd) : supp fˆ ⊆ Iδ}
B := {f ∈ L2(Rd) : supp fˆ ⊆ Ipi } ‖µ‖[a,b] : total variation of measure µ on [a, b]
I: the sampling operator (1.4) Ix: the localized sampling operator (1.11)
ρn(x) : the approximation error (2.12) ρ : the global approximation error (2.13)
2. Learning a function in reproducing kernel Hilbert spaces
We start with a Hilbert space H of functions on Rd which is translation invariant. Thus, wherever
f ∈ H we require that τxf := f (· − x) ∈ H and also that this translation operator is an isometry for
all x ∈ Rd. We also demand that H is a reproducing kernel Hilbert space. In other words the linear
functional∆x : H→ C defined at f ∈ H by
∆xf := f (x), x ∈ Rd
is continuous. Hence, by the Riesz representation theorem,
f (x) = (f , K(x, ·))H, f ∈ H (2.1)
where (·, ·)H : H × H → C is the inner product on H and K(x, ·) ∈ H is the reproducing kernel for
the spaceH [14]. Our hypotheses onH are equivalent to that the kernel K(x, y) has the form K(y− x)
[15]. For example, as we have already pointed out, Kδ serves this purpose for H = Bδ .
Suppose thatW is a normed linear space of functions on Rd such that for every f ∈ W and x ∈ Rd,
τxf ∈ W and
‖τxf ‖W = ‖f ‖W , (2.2)
where ‖ · ‖W denotes the norm on W . We also require that fχV ∈ W for all f ∈ H ∪ W and
bounded Borel subsets V ⊆ Rd. For example, if K is continuous on Rd then W = Lp(Rd) satisfies
our requirements for any p ∈ [1,+∞].
Denote by `20(Z
d) the set of all c ∈ `2(Zd) with at most finitely many nonzero entries. For a
fixed positive integer n, we say that a mapping A : `20(Zd) → W yields an admissible algorithm
for approximating f (x) by means of A(Ixf )(x), x ∈ Rd. Note that Ixf = Imf , for each f ∈ H and
x ∈ Dm := m+ [0, 1)d,m ∈ Zd. Thus, the error of this algorithm on H is defined by
En,W (A) := sup
m∈Zd
sup{‖(f −A(Imf ))χDm‖W : f ∈ H, ‖f ‖H ≤ 1}. (2.3)
Here, ‖f ‖H represents the norm of f inH. Thus we see by (2.3) that the norm ofW is used to measure
the approximation error of admissible algorithms. In general, it is different from ‖ · ‖H. For instance,
we might like to use the maximum norm, which is not induced by an inner product.
The theorem below identifies the intrinsic error
σn,W := inf{En,W (A) : A : `20(Zd)→ W}
and an optimal algorithmAW such that
σn,W = En,W (AW ).
As we shall see for y ∈ `20(Zd),AW (y) depends linearly on y.
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To this end, we assume that the Hilbert spaceH has a reproducing kernel K with the property that
for every n ∈ N the matrix
Kn := (K(j− k) : j, k ∈ Jn) (2.4)
where Jn := {j ∈ Zd : j ∈ [−n + 1, n]d} is strictly positive definite. In fact, it is well-known that
whenever xj, j ∈ Nm are distinct points in Rd the matrix
(K(xj − xk) : j, k ∈ Nm)
is positive semi-definite. Thus, it suffices to require that Kn is, in addition, invertible. Under the above
hypothesis, we introduce the functions
φj :=
∑
k∈Jn
(K−1n )kjK(· − k), j ∈ Jn.
From these functions we create a bi-infinite sequence of functionsΦj, j ∈ Zd, by setting for x ∈ Rd
Φj(x) :=
{
φj−`(x− `), x− l ∈ D0, j− l ∈ Jn,
0, j− x 6∈ (−n, n]d.
For example, when H = Bwe have that
Φj = sinc (· − j)χ[−n,n]d(· − j).
These functions yield the algorithmAW : `20(Zd)→ W defined by
AW (c) :=
∑
j∈Zd
c(j)Φj, c ∈ `20(Zd).
One can see that the right hand side of the equation above is indeed a function in W from the
assumptions onW and the fact that for all j ∈ Zd
Φj =
∑
k∈Jn
φk(· − (j− k))χDj−k . (2.5)
Note that since
Φj(x) = 0, for j− x 6∈ (−n, n]d,
we see that
AW (Ixf )(x) =
∑
j∈Zd
f (j)Φj(x) (2.6)
which is linear on the information operator If . For example, when H = B, AW (Ixf )(x) reduces to
the truncated sinc series (Snf )(x) as defined in (1.5). We establish below thatAW is the best localized
algorithm and obtain the intrinsic error. To this end, we first prove a technical lemma.
Lemma 2.1. For the admissible algorithm (2.6), there holds the equality
En,W (AW ) = sup
{∥∥(f −AW (I0f ))χD0∥∥W : f ∈ U(H)},
where
U(H) := {f ∈ H : ‖f ‖H ≤ 1}.
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Proof. By definition (2.3), it suffices to show that for eachm ∈ Zd
sup{‖(f −AW (Imf ))χDm‖W : f ∈ U(H)} ≤ sup{‖(f −AW (I0f ))χD0‖W : f ∈ U(H)}.
Letm ∈ Zd and f ∈ U(H). Then g := τ−mf ∈ U(H). We first observe from (2.5) thatΦj, j ∈ Zd, satisfy
the property that
Φj+m(x) = Φj(x−m), x ∈ Rd. (2.7)
By (2.7), we have for all x ∈ Rd that
f (x)−AW (Imf )(x) = g(x−m)−
∑
j−m∈Jn
g(j−m)Φj(x)
= g(x−m)−
∑
j∈Jn
g(j)Φj(x−m).
Thus,
(f −AW (Imf ))χDm = τm((g −AW (I0g))χD0),
which together with (2.2) completes the proof. 
Next, we present the main result of this section.
Theorem 2.2. Suppose that H is a translation invariant reproducing kernel Hilbert space on Rd. Then
σn,W = En,W (AW ) = ρn,W ,
where
ρn,W := sup{‖fχD0‖W : f ∈ U(H), f (j) = 0, j ∈ Jn}. (2.8)
Proof. We first establish the lower bound for En,W (AW ). Choose any algorithmA : `20(Zd)→ W and
any function g ∈ U(H) having the properties that
g(j) = 0, j ∈ Jn. (2.9)
It follows from (2.9) that I0g is the zero vector. We then have that
En,W (A) ≥ sup{‖(f −A(I0f ))χD0‖W : f ∈ U(H)}
≥ ‖gχD0 −A(0)χD0‖W .
Since−g also satisfies condition (2.9), we have that
En,W (A) ≥ ‖gχD0 +A(0)χD0‖W .
Therefore, we obtain that
En,W (A) ≥ 12‖gχD0 −A(0)χD0‖W +
1
2
‖gχD0 +A(0)χD0‖W ≥ ‖gχD0‖W .
Consequently, we have the lower bound
En,W (AW ) ≥ σn,W ≥ ρn,W . (2.10)
It remains to establish the upper bound for En,W (AW ). To this end, we let f ∈ U(H) and let g˜ ∈ H
be the minimal norm interpolation to data f (j), j ∈ Jn, that is,
‖g˜‖H = min{‖g‖H : g ∈ H, g(j) = f (j), j ∈ Jn}.
We now write g˜ in terms of the kernel K as
g˜ =
∑
k∈Jn
c∗k K(· − k)
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where c∗k , k ∈ Jn, are chosen so that∑
k∈Jn
c∗k K(j− k) = f (j), j ∈ Jn.
We point out that
AW (I0f )(x) = g˜(x), x ∈ D0. (2.11)
LetMn denote the class of functions having the form∑
k∈Jn
ckK(· − k).
We next show that g˜ is the orthogonal projection of f onto Mn. For any vector (ck : k ∈ Jn), we let
h ∈ Mn be
h =
∑
k∈Jn
ckK(· − k).
Note by (2.1) that
(f − g˜, h)H =
∑
k∈Jn
ck(f − g˜, K(· − k))H =
∑
k∈Jn
ck(f (k)− g˜(k)) = 0.
It follows that
‖f ‖2H = ‖f − g˜‖2H + ‖g˜‖2H
and thus,
‖f − g˜‖H ≤ ‖f ‖H.
Hence, f − g˜ ∈ U(H) satisfies condition (2.9). By Lemma 2.1 and Eq. (2.11),
En,W (AW ) = sup{‖(f −AW (I0f ))χD0‖W = ‖(f − g˜)χD0‖W : f ∈ U(H)}
≤ sup{‖gχD0‖W : g ∈ U(H), g(j) = 0, j ∈ Jn} = ρn,W .
This combined with (2.10) completes the proof of the theorem. 
We remark that when H = B the matrix Kn defined by (2.4) is the identity matrix. Consequently,
the optimal algorithmAW is the truncated Whittaker–Shannon series (1.5) in this case.
Next, we assume that K is continuous on Rd × Rd and specifyW as Lp(Rd), p ∈ [1,+∞]. By (2.8),
we have for all p ∈ [1,+∞) that
ρn,Lp(Rd) ≤ ρn,L∞(Rd).
Thus, the quantity ρn,L∞(Rd) is essential to us. For notational simplicity, we denote it by ρn and define
ρn(x) := max{|f (x)| : f ∈ U(H), f (j) = 0, j ∈ Jn}, x ∈ Rd. (2.12)
It is clear that
ρn = sup{ρn(x) : x ∈ D0}. (2.13)
We now study the condition for ρn to converge to zero as n tends to infinity. For this purpose, we recall
a property of the reproducing kernel K due to Moore [14], that is
H = span {K(· − y) : y ∈ Rd}. (2.14)
The following lemma is a consequence of the duality principle (see, for example, [16], page 71), which
states that if X is a Hilbert space and Y is its finite dimensional subspace, then for all x0 ∈ X
min{‖x0 − y‖X : y ∈ Y } = max{|(z, x0)X | : z ⊥ Y , ‖z‖X ≤ 1}. (2.15)
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Lemma 2.3. For all x ∈ D0, there holds the equivalence relation
ρn(x) = d (K(· − x),Mn) ,
where d (K(· − x),Mn) := min{‖K(· − x)− h‖ : h ∈ Mn}.
Proof. The property of the reproducing kernel K ensures that
ρn(x) = max{|(f , K(· − x))H| : f ∈ U(H), f (j) = 0, j ∈ Jn}, x ∈ D0.
It can be verified by using the definition of the subspaceMn that
{f ∈ U(H) : f (j) = 0, j ∈ Jn} = {f ∈ U(H) : f⊥Mn}.
Thus, we obtain that
ρn(x) = max{|(f , K(· − x))H| : f ∈ U(H), f⊥Mn}, x ∈ D0.
The result of this lemma then follows from the duality principle (2.15). 
Theorem 2.4. If K is continuous at the origin then
lim
n→∞ ρn = 0 (2.16)
if and only if
span {K(· − j) : j ∈ Zd} = H. (2.17)
Proof. Suppose that (2.16) holds. By property (2.14), to prove (2.17) it suffices to show that for all
x ∈ Rd
lim
n→∞ d(K(· − x),Mn) = 0. (2.18)
Choose x ∈ Rd andm ∈ Zd such that x ∈ Dm. Then for n > m¯ := max{|mj| : j ∈ Nd},
d(K(· − x),Mn) = d(τ−mK(· − x), span {τ−mK(· − j) : j ∈ Jn})
≤ d(K(· − (x−m)), span {K(· − j) : j ∈ Jn−m¯}).
This inequality together with Lemma 2.3 yields that
d(K(· − x),Mn) ≤ ρn−m¯.
By (2.16), (2.18) holds and consequently, (2.17) holds.
Suppose that (2.17) holds true and we prove that (2.16) is satisfied. Assume to the contrary that
lim
n→∞ ρn > 0.
By (2.13) and Lemma 2.3, there exists a positive number ε0, a sequence of points xj ∈ D0 and an
associated sequence of integers nj tending to infinity such that
d(K(· − xj),Mnj) ≥ ε0. (2.19)
By the compactness of [0, 1]d, we may assume that xj converges to some x0 ∈ [0, 1]d. Since K is
continuous at the origin, there exists j0 ∈ N such that for all j ≥ j0
‖K(· − x0)− K(· − xj)‖H =
√
2K(0)− K(xj − x0)− K(x0 − xj) ≤ ε02 . (2.20)
Using the triangle inequality and estimate (2.20), we have that
‖K(· − x0)− h‖H ≥ ‖K(· − xj)− h‖H − 02 , h ∈ Mn.
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Taking theminimum of the inequality above over all h ∈ Mn and using (2.19), we get for all j ≥ j0 that
d(K(· − x0),Mnj) ≥
ε0
2
,
which contradicts (2.17). The contradiction proves the theorem. 
We remark that condition (2.17) is equivalent to there not existing a nontrivial function f ∈ H
such that f (j) = 0 for all j ∈ Zd. Suppose that L is the reproducing kernel of a translation invariant
reproducing kernel Hilbert space L on Rd. By the Bochner theorem [17], if L is continuous on Rd then
there exists a unique finite positive Borel measure µ on Rd such that
L(x− y) =
∫
Rd
eit·(x−y)dµ(t), x, y ∈ Rd.
We are interested in the case whereµ is absolutely continuous with respect to the Lebesguemeasure,
in other words, there exists a nonnegative g ∈ L1(Rd) such that
L(x− y) =
∫
Rd
eit·(x−y)g(t)dt, x, y ∈ Rd. (2.21)
Set
Ω := {t ∈ Rd : g(t) > 0}.
It was shown in [18] that if L is given by (2.21) then
span {L(· − j) : j ∈ Zd} = L
holds true if and only ifΩ ∩ (Ω + 2npi) has Lebesgue measure zero for all n ∈ Zd \ {0}. Therefore, if
H = Bδ then (2.17) holds true if and only if δj ≤ pi for each j ∈ Nd. In general, translation invariant
reproducing kernel Hilbert spaces whose kernel has a Fourier transform supported on B satisfy (2.17).
On the other hand, there are quite a few translation invariant reproducing kernelHilbert spaces that do
not satisfy condition (2.17). Typical examples include the Sobolev spaces and the reproducing kernel
Hilbert spaces for the Gaussian kernels. Those spaces correspond to nonuniform sampling and will be
considered on a different occasion.
3. Equivalent formulations
In this section we establish several equivalent formulations of the error ρn for the translation
invariant space H with a reproducing kernel K . We specialize our consideration to the case where
there exists another translation invariant reproducing kernel Hilbert space L induced by a kernel L
that is a refinement kernel [15] of K . In other words, it holds for all f , g ∈ H that f , g ∈ L and
(f , g)H = (f , g)L.
Reproducing kernel Hilbert spaces with such an inclusion relation were first considered in [14] and
extensively studied in two recent papers [18,15]. We also assume that {L(· − j) : j ∈ Zd} is an
orthonormal basis for L.
It was shown in Theorems 30 and 31 of [18] that if L is given by (2.21) then L(· − j), j ∈ Zd, form
an orthonormal basis for L if and only if
L(x− y) = 1
(2pi)d
∫
Ω
eit·(x−y)dt, x, y ∈ Rd,
whereΩ satisfies∑
n∈Zd
χΩ(· + 2npi) = 1.
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Moreover, by Theorem 23 in [18] or Theorem 16 in [15], L is a refinement kernel for K if and only if
there exists a Borel subset V ofΩ such that
K(x− y) = 1
(2pi)d
∫
V
eit·(x−y)dt, x, y ∈ Rd.
In particular, if H = Bδ for δj ∈ (0, pi), j ∈ Nd, then L can be chosen as B. For other choices of L, see
Corollary 33 in [18].
Let us see some consequences of the existence of the space L. Recall that we call a sequence of
distinct vectors vn, n ∈ N, in a separable Hilbert spaceH a frame if there exist positive constants c1,
c2 satisfying for allw ∈ H that
c1‖w‖2H ≤
∑
n∈N
|(w, vn)H |2 ≤ c2‖w‖2H .
The constants c1 and c2 above are called the frame bounds. If c1 = c2 the frame is said to be tight. If
{vn : n ∈ N} is a tight frame with frame bounds equal to one then eachw ∈ H can be expanded inH
as (see [19], pages 184–189)
w =
∑
n∈N
(w, vn)Hvn.
By the hypothesis that all the integer translations of L form an orthonormal basis for the space L, we
have a characterization equation for the norm of each function ϕ ∈ L, namely,
‖ϕ‖L =
(∑
j∈Zd
|(ϕ, L(· − j))L|2
)1/2
=
(∑
j∈Zd
|ϕ(j)|2
)1/2
. (3.1)
Since it holds for each ϕ ∈ H that
ϕ(j) = (ϕ, K(· − j))H, j ∈ Zd,
Eq. (3.1) implies that K(· − j), j ∈ Zd, form a tight frame forHwith frame bounds equal to one. Hence,
we have for all f ∈ H that
f (x) =
∑
j∈Zd
f (j)K(x− j), x ∈ Rd.
Let PH be the orthogonal projection from L onto H. We have the following useful proposition.
Proposition 3.1. Let H and L be the two reproducing kernel Hilbert spaces described above with kernels
K and L respectively. Then there holds
PH(L) = K .
Proof. Since each f ∈ H also belongs to L, we have that
(f , K)L = (f , K)H = f (0) = (f , L)L.
It follows for each f ∈ H that (f , L− K)L = 0, thereby completing the proof. 
We shall also need two useful properties of the reproducing kernel K . The first is that for all x ∈ Rd,
K(−x) = K(x) and the other is that for all αj ∈ C and xj ∈ Rd, j ∈ Nn, there holds∥∥∥∥∥∑
j∈Nn
αjK(· − xj)
∥∥∥∥∥
H
=
∥∥∥∥∥∑
j∈Nn
αjK(· + xj)
∥∥∥∥∥
H
. (3.2)
These two properties are direct consequences of (2.1).
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We establish in this section three equivalent formulations for the quantity ρn(x) defined by (2.12).
To this end, we introduce three other quantities by setting for each x ∈ Rd
γn(x) := min
{(∑
j6∈Jn
|ψ(x− j)|2
)1/2
: ψ ∈ L, PH(ψ) = K
}
,
νn(x) := min
{(∑
j6∈Jn
|ϕ(−j)|2
)1/2
: ϕ ∈ L, PH(ϕ) = K(· + x)
}
,
and
λn(x) := min {‖K(· + x)− v‖H : v ∈ Hn} ,
where
Hn := span {K(· + j) : j ∈ Jn}.
The main result of this section is the following theorem.
Theorem 3.2. For any x ∈ D0 and any n ∈ N, there holds the relation
ρn(x) = γn(x) = νn(x) = λn(x).
This theorem is proved by the next four lemmas. The first one follows from the duality principle.
Lemma 3.3. For any x ∈ D0 and any n ∈ N, there holds the equality
ρn(x) = λn(x).
Proof. By Lemma 2.3, we have for each x ∈ D0 that
ρn(x) = d(K(· − x),Mn).
We observe from (3.2) that d(K(· − x),Mn) above equals λn(x). 
The next one is a generalization of the Whittaker–Shannon sampling theorem.
Lemma 3.4. If ψ is a function in L such that PH(ψ) = K , then for all f ∈ H there holds
f (x) =
∑
j∈Zd
f (j)ψ(x− j), x ∈ Rd, (3.3)
where the series in the right hand side converges absolutely.
Proof. We let ϕ = ψ(−·) and observe that PH(ϕ) = K by noting for all f , g ∈ L that
(f (−·), g(−·))L =
∑
j∈Zd
f (−j)g(−j) =
∑
j∈Zd
f (j)g(j) = (f , g)L
and that K(−·) = K . Since L is translation invariant, we have that PH(ϕ(· − x)) = K(· − x) for all
x ∈ Rd. Now we verify for all f ∈ H and x ∈ Rd that
f (x) = (f , K(· − x))H = (f , ϕ(· − x))L
=
(∑
j∈Zd
f (j)L(· − j), ϕ(· − x)
)
L
=
∑
j∈Zd
f (j)ϕ(j− x)
=
∑
j∈Zd
f (j)ψ(x− j).
The absolute convergence of the right hand side of (3.3) follows from the Cauchy–Schwartz inequality
and Eq. (3.1). 
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The lemma above leads to the next result.
Lemma 3.5. For any x ∈ D0 and any n ∈ N, there holds the relation
ρn(x) ≤ γn(x) = νn(x).
Proof. Since L is translation invariant, PH(ϕ) = K if and only if PH(ϕ(·+ x)) = K(·+ x) for all x ∈ Rd.
Hence, it is clear for all x ∈ D0 that γn(x) = νn(x). Let x ∈ D0 and f ∈ U(H) be such that f (j) = 0,
j ∈ Jn. By (3.1) we have(∑
j6∈Jn
|f (j)|2
)1/2
= ‖f ‖H ≤ 1. (3.4)
By Lemma 3.4, for all ψ satisfying PH(ψ) = K there holds the inequality
|f (x)| =
∣∣∣∣∣∣
∑
j∈Zd
f (j)ψ(x− j)
∣∣∣∣∣∣ =
∣∣∣∣∣∑
j6∈Jn
f (j)ψ(x− j)
∣∣∣∣∣
≤
(∑
j6∈Jn
|f (j)|2
)1/2(∑
j6∈Jn
|ψ(x− j)|2
)1/2
.
Combining the equation above with (3.4) yields that ρn(x) ≤ γn(x). 
Lemma 3.6. For any x ∈ D0 and any n ∈ N, there holds the inequality
νn(x) ≤ ρn(x).
Proof. For each x ∈ D0, we let
ϕ˜ := K(· + x)−
∑
j∈Jn
αjK(· + j)
where αj, j ∈ Jn, are the numbers such that(
K(· + x)−
∑
j∈Jn
αjK(· + j), K(· + k)
)
H
= 0, k ∈ Jn. (3.5)
By the characterization of best approximation in Hilbert spaces, we know that λn(x) = ‖ϕ˜‖H. Note
that Eq. (3.5) implies ϕ˜(−j) = 0 for j ∈ Jn. By (3.1) and Lemma 3.3 there holds
ρn(x) = ‖ϕ˜‖H =
(∑
j∈Zd
|ϕ˜(−j)|2
)1/2
=
(∑
j6∈Jn
|ϕ˜(−j)|2
)1/2
. (3.6)
We construct a function ϕ ∈ L such that PH(ϕ) = K(· + x) by setting
ϕ := ϕ˜ +
∑
j∈Jn
αjL(· + j) =
(
K(· + x)−
∑
j∈Jn
αjK(· + j)
)
+
∑
j∈Jn
αjL(· + j). (3.7)
The orthonormal property of {L(· − j) : j ∈ Zd}makes ϕ(−j) = ϕ˜(−j) for j 6∈ Jn. By the definition of
νn(x), we have the inequality
νn(x) ≤
(∑
j6∈Jn
|ϕ(−j)|2
)1/2
=
(∑
j6∈Jn
|ϕ˜(−j)|2
)1/2
. (3.8)
Combining (3.6) and (3.8) completes the proof. 
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Clearly, when we connect the results established in the above four lemmas, we complete a proof
of Theorem 3.2.
When specializing to the case H = Bδ and L = B, we obtain the following special result.
Proposition 3.7. For H = Bδ , δj ∈ (0, pi), j ∈ Nd, L = B and x ∈ D0, the three quantities γn(x), νn(x)
and λn(x) have the form
γn(x) =
(
1√
2pi
)d
min
{(∑
j6∈Jn
|ψ(x− j)|2
)1/2
: ψ ∈ L2(Rd), supp ψˆ ⊆ Ipi , ψˆ |Iδ = 1
}
,
νn(x) =
(
1√
2pi
)d
min
{(∑
j6∈Jn
|φˆ(j)|2
)1/2
: φ ∈ L2(Ipi ), (φ − e−x)|Iδ = 0
}
,
and
λn(x) =
(
1√
2pi
)d
min
{‖e−x − v‖L2(Iδ) : v ∈ En} ,
where
En := span {e−j : j ∈ Jn}.
Proof. In the special case as stated in the hypotheses, the kernel K for Bδ is
K := Kδ
with its Fourier transform as follows:
Kˆ =
(
1√
2pi
)d
χIδ . (3.9)
Therefore γn(x) and νn(x) do indeed have the form above. For λn(x), we use the Parseval identity to
get for all αj ∈ C, j ∈ Jn that∥∥∥∥∥K(· + x)−∑
j∈Jn
αjK(· + j)
∥∥∥∥∥
L2(Rd)
=
(
1√
2pi
)d∫
Iδ
∣∣∣∣∣eix·ξ −∑
j∈Jn
αjeij·ξ
∣∣∣∣∣
2
dξ
1/2 .
We have hence proved the proposition. 
By the relation ρn(x) = γn(x), each extension of K into L corresponds to an upper bound estimate
for ρn(x). Though we know that the best extension is (3.7), it provides no help in general since we
may have difficulty in obtaining the numbers αj from the linear system (3.5) if the matrix (2.4) is non-
diagonal. To get an acceptable upper bound estimate for ρn one should choose the extension carefully.
We remark that by Proposition 3.7, each function ψ ∈ L2(Rd) satisfying that supp ψˆ ⊆ Ipi and
ψˆ |Iδ = 1 gives an upper bound for ρn(x). The kernel K for Bδ satisfies (3.9). Thus, if ψˆ is nonnegative
on Ipi then the kernel
G(x, y) :=
(
1√
2pi
)d
ψ(x− y), x, y ∈ Rd
is a refinement kernel for K . However, in Proposition 3.7, we do not require that ψˆ is nonnegative on
Ipi . Therefore, in general G defined above need not be a kernel.
Of course, the error En,L∞(Rd)(A) of any admissible algorithmA is an upper bound for ρn. However,
the equivalence relations make it possible to get an estimate better than En,L∞(Rd)(A) ifA is defined
piecewise and linearly on the information Ixf , namely,
A(Ixf )(x) :=
∑
j−x∈(−n,n]d
f (j)A(j, x), x ∈ Rd (3.10)
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where A(j, x) = A(j− [x], x− [x]) with [x] being the vector in Zd such that x− [x] ∈ D0. To see this
we first observe that Lemma 2.1 applies for such algorithms. In other words,
En,L∞(Rd)(A) = sup {sup {|f (x)−A(Ixf )(x)| : f ∈ U(H)} : x ∈ D0} .
We set for x ∈ D0
En(x,A) := sup {|f (x)−A(Ixf )(x)| : f ∈ U(H)} .
Theorem 3.8. For all admissible algorithms A defined piecewise and linearly on the information Ixf by
(3.10), there holds the equality
En(x,A) = ‖K(· + x)−
∑
j∈Jn
A(j, x)K(· + j)‖H =
(∑
j∈Zd
|ϕ˜(−j)|2
)1/2
, x ∈ D0 (3.11)
where
ϕ˜ := K(· + x)−
∑
j∈Jn
A(j, x)K(· + j).
Moreover,A yields the upper bound estimate
ρn(x) ≤
(∑
j6∈Jn
|ϕ˜(−j)|2
)1/2
, x ∈ D0. (3.12)
Proof. For all x ∈ D0 and f ∈ Hwith ‖f ‖H ≤ 1 we have that
|f (x)−A(Ixf )(x)| = |(f , K(· − x))H − (f ,
∑
j∈Jn
A(j, x)K(· − j))H|
≤ ‖K(· − x)−
∑
j∈Jn
A(j, x)K(· − j)‖H.
Note that there exists some f ∈ Hwith ‖f ‖H = 1 attaining the equality and that
‖K(· − x)−
∑
j∈Jn
A(j, x)K(· − j)‖H = ‖K(· + x)−
∑
j∈Jn
A(j, x)K(· + j)‖H.
By the above equation and (3.1), we have for x ∈ D0 that
En(x,A) = ‖K(· + x)−
∑
j∈Jn
A(j, x)K(· + j)‖H =
(∑
j∈Zd
|ϕ˜(−j)|2
)1/2
.
Moreover, if we let
ϕ := ϕ˜ +
∑
j∈Jn
A(j, x)L(· + j),
we observe that PH(ϕ) = K(· + x). By Theorem 3.2, we get that
ρn(x) ≤
(∑
j6∈Jn
|ϕ(−j)|2
)1/2
=
(∑
j6∈Jn
|ϕ˜(−j)|2
)1/2
, x ∈ D0,
proving the theorem. 
By (3.11) and (3.12) it is possible to get an estimate for ρn(x) better than En(A, x) using the
equivalence relations. In the special case when H = Bδ , Theorem 3.8 has the following form.
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Theorem 3.9. For H = Bδ and an admissible algorithm A defined piecewise and linearly on the
information Ixf by (3.10), there holds the equality for its error
En(x,A) =
(
1√
2pi
)d (∑
j∈Zd
|ϕˆ(j)|2
)1/2
, x ∈ D0
and the upper bound estimate for ρn(x)
ρn(x) ≤
(
1√
2pi
)d (∑
j6∈Jn
|ϕˆ(j)|2
)1/2
, x ∈ D0
where
ϕ :=
(
e−x −
∑
j∈Jn
A(j, x)e−j
)
χIδ .
4. Error estimates for Bδ in the univariate case
In this section, we restrict ourselves to H = Bδ for δ < pi in the univariate case. Our purpose is to
establish upper and lower bound estimates for ρn. The results will show that ρn decays exponentially
and not faster as n tends to infinity. This section is organized into three subsections. In Section 4.1,
we gather several useful technical lemmas. Three upper bounds for ρn will be provided in Section 4.2.
Finally, we shall give in Section 4.3 a lower bound for ρn.
4.1. Some technical lemmas
The first lemma that we present below is concerned with complete recovery of a function f ∈ Bδ
from its information {f (j) : j ∈ Z} in terms of the integer translates of a kernel.
Lemma 4.1. Suppose that the Fourier transform gˆ of g ∈ L2(R) is compactly supported and is bounded
on R. Then
f =
∑
j∈Z
f (j)g(· − j) (4.1)
holds in L2(R) for all f ∈ Bδ if and only if
gˆ(ξ) = 1√
2pi
δn0, ξ ∈ [2npi − δ, 2npi + δ], n ∈ Z. (4.2)
Proof. With the assumptions on g , the right hand side of (4.1) does indeed lie in L2(R). Moreover, we
have that(∑
j∈Z
f (j)g(· − j)
)
(ˆξ ) =
(
1√
2pi
∑
j∈Z
f (j)e−ijξ
)√
2pi gˆ(ξ), ξ ∈ R.
Note that the series
1√
2pi
∑
j∈Z
f (j)e−ijξ
is 2pi-periodic on R and converges to fˆ (ξ) for ξ ∈ [−pi, pi]. Thus, (4.1) holds true if and only if
fˆ (ξ) = √2pi gˆ(ξ)fˆ (ξ − 2npi), ξ ∈ [2npi − δ, 2npi + δ], n ∈ Z.
It can be seen that the above equation holds true for all f ∈ Bδ if and only if (4.2) is valid. 
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The second result that we shall establish concerns the relation between the regularity of a function
and the decay of its Fourier transform. It is known that if f ∈ Ck(R) is compactly supported then there
exists a constant ck such that
|fˆ (ξ)| ≤ ck|ξ |−k, as |ξ | → ∞, (4.3)
which means that the more regularity f has, the faster fˆ decays. However, the constant ck may grow
rather rapidly to infinity as k increases. Denote for each k ∈ N and finite interval [a, b] ⊆ R by Ck0 [a, b]
the space of all functions onRwith k continuous derivatives that are supported on [a, b]. In particular,
C0[a, b] consists of continuous functions on R that are supported on [a, b]. Note that for f ∈ Ck0 [a, b]
there holds
|fˆ (ξ)| ≤ 1√
2pi
‖f (k)‖L1[a,b]|ξ |−k, ξ ∈ R \ {0}. (4.4)
Thus, the constant ck in (4.3) is usually taken as 1√2pi ‖f (k)‖L1[a,b]. The next result characterizes the rate
for 1√
2pi
‖f (k)‖L1[a,b] to tend to infinity.
Lemma 4.2. For each finite interval [a, b] ⊆ R and each k ∈ N there holds the relation
Vk[a, b] := inf
{
1√
2pi
‖f (k)‖L1[a,b] : f ∈ Ck0 [a, b], fˆ (0) = 1
}
= 2
2k−1
(b− a)k k!.
Moreover, there does not exist a competitor f that attains the infimum.
This result will be proved by three lemmas. Denote for each complex-valued Borel measure µ on
[a, b] by ‖µ‖[a,b] its total variation over [a, b]. Recall that each continuous linear functional T on C[a, b]
corresponds to a unique complex-valued Borel measure µ on [a, b] (see [20], page 130). Namely, we
have for each f ∈ C[a, b] that
T (f ) =
∫ b
a
f (x)dµ(x).
Moreover, the operator norm of T is equal to ‖µ‖[a,b]. We also denote for k ∈ N by pk,a,b the first-kind
Chebyshev polynomial of degree k on the interval [a, b]. It is given explicitly as
pk,a,b(x) = (b− a)
k
22k−1
cos
(
k arccos
(
−1+ 2 x− a
b− a
))
, x ∈ [a, b].
When [a, b] = [0, 1], we abbreviate pk,a,b as pk. Finally, for each n ∈ Nwe let Zn := {0, 1, . . . , n− 1}.
Lemma 4.3. For each finite interval [a, b] ⊆ R and each k ∈ N, there exists a complex-valued Borel
measure µ on [a, b] such that∫ b
a
xjdµ(x) = 0, j ∈ Zk (4.5)
‖µ‖[a,b] = 2
2k−1
(b− a)k k!, (4.6)
and ∫ b
a
pk,a,b(x)dµ(x) =
∫ b
a
xkdµ(x) = (−1)kk!. (4.7)
Proof. Define a linear functional T on the finite dimensional subspace Pk := span {xj : j ∈ Zk+1} of
C[a, b] by
T (xj) = 0, j ∈ Zk and T (xk) = (−1)kk!.
The norm of T on Pk can be calculated directly as
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‖T‖ = max
p∈Pk,T (p)6=0
|T (p)|
‖p‖L∞[a,b] =
k!
‖pk,a,b‖L∞[a,b] . (4.8)
Notice that
‖pk,a,b‖L∞[a,b] = (b− a)
k
22k−1
.
Thus, we obtain by (4.8) that
‖T‖ = 2
2k−1
(b− a)k k!.
By the Hahn–Banach theorem, T can be extended to a continuous linear functional on C[a, b] having
the same norm as T has on Pk. Therefore, it is proved that there exists a complex-valued Borelmeasure
µ on [a, b]with the desired properties (4.5)–(4.7). 
Denote by Fk[0, 1] the space of functions g ∈ C0[0, 1]with the property∫ 1
0
xjg(x)dx = 0, j ∈ Zk and
∫ 1
0
xkg(x)dx = (−1)kk!. (4.9)
We have the following lemma concerning the quantity Vk[a, b].
Lemma 4.4. There holds
(b− a)kVk[a, b] = Vk[0, 1] = inf{‖g‖L1[0,1] : g ∈ Fk[0, 1]} ≥ 22k−1k!,
and there does not exist a function f ∈ Ck0 [a, b] with fˆ (0) = 1 such that
1√
2pi
‖f (k)‖L1[a,b] =
22k−1
(b− a)k k!. (4.10)
Proof. A change of variables yields that Vk[0, 1] = (b − a)kVk[a, b]. Let f ∈ Ck0 [0, 1] with fˆ (0) = 1.
Since f (j)(0) = f (j)(1) = 0 for each j ∈ Zk+1, using integration by parts we have that∫ 1
0
f (j)(x)dx = (−1)
k−j
(k− j)!
∫ 1
0
xk−jf (k)(x)dx, j ∈ Zk+1. (4.11)
The function f also satisfies that∫ 1
0
f (j)(x)dx = f (j−1)(1)− f (j−1)(0) = 0, j ∈ Nk (4.12)
and that
1√
2pi
∫ 1
0
f (x)dx = fˆ (0) = 1. (4.13)
By (4.11)–(4.13), g := 1√
2pi
f (k) lies in Fk[0, 1]. Therefore,
Vk[0, 1] ≥ inf{‖g‖L1[0,1] : g ∈ Fk[0, 1]}. (4.14)
On the other hand, for each g ∈ Fk[0, 1] the function
f (x) :=

√
2pi
∫ x
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τk−1
0
g(τk)dτk, x ∈ [0, 1],
0, otherwise
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belongs to Ck0 [0, 1] and satisfies that fˆ (0) = 1 and 1√2pi f (k) = g . It follows that
Vk[0, 1] ≤ inf{‖g‖L1[0,1] : g ∈ Fk[0, 1]}.
Combining the above inequality with (4.14) proves that
Vk[0, 1] = inf{‖g‖L1[0,1] : g ∈ Fk[0, 1]}.
Let g ∈ Fk[0, 1]. We observe by (4.9) that∣∣(−1)kk!∣∣ = ∣∣∣∣∫ 1
0
xkg(x)dx
∣∣∣∣ = ∣∣∣∣∫ 1
0
pk(x)g(x)dx
∣∣∣∣ ≤ ‖pk‖L∞[0,1]‖g‖L1[0,1].
Since ‖pk‖L∞[0,1] = 1/22k−1, we have that ‖g‖L1[0,1] ≥ 22k−1k!. Therefore,
Vk[0, 1] ≥ 22k−1k!.
Note also that there holds∣∣∣∣∫ 1
0
pk(x)g(x)dx
∣∣∣∣ = ‖pk‖L∞[0,1]‖g‖L1[0,1]
only if supp g ⊆ {x ∈ [0, 1] : |pk(x)| = ‖pk‖L∞[0,1]}, which is possible only when g = 0.
Consequently, there does not exist f ∈ Ck0 [a, b] with fˆ (0) = 1 that satisfies (4.10). The proof is
complete. 
Lemma 4.5. For each ε ∈ (0, 1), there exists g ∈ Fk[0, 1] such that
‖g‖L1[0,1] ≤
22k−1k!
1− ε .
Proof. By Lemma 4.3, there exists a complex-valued Borel measure µ on [0, 1] such that∫ 1
0
xidµ(x) = 0, i ∈ Zk (4.15)
and ∫ 1
0
xkdµ(x) =
∫ 1
0
pk(x)dµ(x) = (−1)k‖pk‖L∞[0,1]‖µ‖[0,1] = (−1)kk!. (4.16)
Since
{x ∈ [0, 1] : |pk(x)| = ‖pk‖L∞[0,1]} =
{
xj := cos2 k− j2k pi : j ∈ Zk+1
}
and ∫ 1
0
pk(x)dµ(x) = (−1)k‖pk‖L∞[0,1]‖µ‖[0,1], (4.17)
we must have suppµ ⊆ {xj : j ∈ Zk+1}. Thus, there exists βj ∈ C, j ∈ Zk+1 such that for each Borel
subset S of [0, 1]
µ(S) =
∑
j∈Zk+1, xj∈S
βj.
It follows that
‖µ‖[0,1] =
∑
j∈Zk+1
|βj|. (4.18)
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We observe that the left hand side of (4.17) is equal to∑
j∈Zk+1
pk(xj)µ({xj}) =
∑
j∈Zk+1
(−1)k−j
22k−1
βj
and by (4.18) that the right hand side equals
(−1)k
22k−1
‖µ‖[0,1] = (−1)
k
22k−1
∑
j∈Zk+1
|βj|.
By the above two equations and (4.17), we conclude that (−1)jβj ≥ 0, j ∈ Zk+1. Setting α := (αj :=
(−1)jβj : j ∈ Zk+1) yields that for each f ∈ C[0, 1]∫ 1
0
f (x)dµ(x) =
∑
j∈Zk+1
(−1)jαjf (xj). (4.19)
Letting f = pk in the equation above and using (4.16), we have that∑
j∈Zk+1
αj = ‖µ‖[0,1] = k!22k−1. (4.20)
Choosing f (x) = xi in (4.19) and employing (4.15), we find that the vector α satisfies the system
Φα = 0
whereΦ := [Φ0, . . . ,Φk] is a k× (k+ 1)matrix with entries
Φij := (−1)jxij, i ∈ Zk, j ∈ Zk+1.
By the determinant property of Vandermonde matrices, for all subsets {ji : i ∈ Zk} ⊆ Zk+1,
[Φj0 , . . . ,Φjk−1 ] is nonsingular. Thus, if αj0 were zero for some index j0 ∈ Zk+1, then the other αj
would be the unique solution of a homogeneous linear system and so they would vanish as well. This
contradicts (4.20). Hence all αj are positive. Let A := [Φ0, . . . ,Φk−1] and b := Φk. It is clear that
v = (αj : j ∈ Zk) is a solution to the linear system
Av = −αkb.
Since A is nonsingular and b is nonzero, by the theory of matrix perturbation, there exists a positive
constant ε0 such that for all k× k real matrix A˜ and b˜ ∈ Rk with
max{‖A− A˜‖∞, ‖b− b˜‖∞} < ε0,
the linear system A˜v = −αkb˜ has a solution v = (vj > 0 : j ∈ Zk). Here for all matrices A and vectors
b, ‖A‖∞ and ‖b‖∞ denote the maximum of the absolute values of the entries of A and b, respectively.
For any ε ∈ (0, 1), we select a positive number σ small enough that the intervals I0 := [x0, x0+σ ],
Ij := [xj − σ2 , xj + σ2 ], 1 ≤ j ≤ k− 1 and Ik := [xk − σ , xk] are pairwise disjoint and
|pk(x)− pk(xj)| < ε|pk(xj)| = ε‖pk‖L∞[0,1], x ∈ Ij, j ∈ Zk+1.
A sequence of functions fj ∈ C0[0, 1], j ∈ Zk+1, is then constructed via
fj(x) :=
{ pi
2σ
sin
pi
σ
(x− I−j ), x ∈ Ij,
0, otherwise,
where I−j is the left endpoint of Ij. It can be verified that∫ 1
0
fj(x)dx =
∫
Ij
fj(x)dx = 1, j ∈ Zk+1.
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We shall find a positive vector α˜ := (α˜j > 0 : j ∈ Zk) such that the function g˜ := ∑j∈Zk(−1)jα˜jfj +
(−1)kαkfk satisfies∫ 1
0
xig˜(x)dx = 0, i ∈ Zk. (4.21)
To this end, we let Φ˜ := [Φ˜0, . . . , Φ˜k] be a k× (k+ 1)matrix with entries
Φ˜ij := (−1)j
∫
Ij
xifj(x)dx, i ∈ Zk, j ∈ Zk+1.
Note that for all i ∈ Zk, j ∈ Zk+1
|Φ˜ij − Φij| =
∣∣∣∣∣(−1)j
∫
Ij
(xi − xij)fj(x)dx
∣∣∣∣∣ ≤ ‖xi − xij‖L∞(Ij). (4.22)
We then set A˜ := [Φ˜0, . . . , Φ˜k−1] and b˜ := Φ˜k. By (4.22), we can choose σ small enough that
max{‖A− A˜‖∞, ‖b− b˜‖∞} = ‖Φ − Φ˜‖∞ < ε0.
There hence exists a positive vector α˜ satisfying
A˜α˜ = −αkb˜,
which is equivalent to (4.21). The constructed function g˜ also satisfies that
(−1)k
∫ 1
0
xkg˜(x)dx = (−1)k
∫ 1
0
pk(x)g˜(x)dx
=
∑
j∈Zk
α˜j
∫
Ij
(−1)j−kpk(x)fj(x)dx+ αk
∫
Ik
pk(x)fk(x)dx
≥ (1− ε)‖pk‖L∞[0,1]
(∑
j∈Zk
α˜j + αk
)
> 0.
Thus, we are allowed to select a positive number ck such that g := ckg˜ satisfies that
(−1)k
∫ 1
0
xkg(x)dx = k!.
Let βj := ckα˜j, j ∈ Zk and βk := ckαk. We observe that
‖g‖L1[0,1] =
∑
j∈Zk+1
βj
and that
k! = (−1)k
∫ 1
0
pk(x)g(x)dx =
∑
j∈Zk+1
βj
∫
Ij
(−1)j−kpk(x)fj(x)dx
≥ (1− ε)‖pk‖L∞[0,1]
∑
j∈Zk+1
βj = 1− ε22k−1 ‖g‖L1[0,1].
This gives the desired estimate and completes the proof. 
Lemma 4.2 is then proved by combining Lemmas 4.4 and 4.5.
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4.2. Upper bound estimates
There was proposed in [4] a modifiedWhittaker–Shannon formula for reconstruction of a function
in Bδ . Specifically, for f ∈ Bδ and any positive numberm, let
Hn(x) := f (x)−
n∑
j=−n
f (j) sinc (x− j) sinc m
(
pi − δ
m
(x− j)
)
, x ∈ R (4.23)
and if
S := sup{|f (j)| : j ∈ Z} < +∞
andm = bvc + 1 where v = n(pi − δ)/e and bvc is the largest integer not bigger than v, then
|Hn(x)| < 2S
pim
exp
(
−m
(
1− 1
v
))
, x ∈
[
−1
2
,
1
2
]
.
Generalizations and modifications of (4.23) were discussed in [21,22]. We shall see in the next
proposition that (4.23) provides an admissible algorithm and hence an upper bound for ρn.
Proposition 4.6. There exists a positive constant c such that for all n ≥ e/(pi − δ)
ρn ≤ cn(pi − δ) exp
(
−pi − δ
e
n
)
. (4.24)
Proof. Letm ∈ N. We define an admissible algorithmA by setting for each f ∈ Bδ
A(Ixf )(x) :=
∑
j−x∈(−n,n]
f (j) A(j, x), x ∈ R
where A(j, x) = A(j− [x], x− [x]) and for j ∈ Jn and x ∈ [0, 1)
A(j, x) := sinc (x− j) sinc m
(
pi − δ
m
(x− j)
)
.
By Theorem 3.9 there holds the estimate
ρn(x) ≤ 1√
2pi
(∑
j6∈Jn
|ϕˆ(j)|2
)1/2
, x ∈ [0, 1), (4.25)
where
ϕ(ξ) :=
(
eixξ −
∑
j∈Jn
A(j, x)eijξ
)
χIδ (ξ), ξ ∈ R.
By calculating directly the right hand side of (4.25) and letting m = bn(pi − δ)/ec, we get that there
exists a positive constant c such that (4.24) holds. 
We next present a second upper bound estimate based on results in [6,5]. The approximation
(T f )(x) :=
∑
|j−x|≤n
f (j) sinc (x− j) exp
(
−|x− j|
2
2r2
)
, x ∈ R, r > 0 (4.26)
of f ∈ Bδ was proposed in [23,24]. It was proved in [6,5] that if α := min{n/r, r(pi − δ)} satisfies that
1− (1+ r√2pi) exp
(
−α
2
2
)
≥ 0 (4.27)
then for each f ∈ Bδ
sup{|f (x)− (T f )(x)| : x ∈ R} ≤ (2√δ/pi + 2r√2δ) exp(−α2/2)‖f ‖L2(R). (4.28)
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Proposition 4.7. If n ≥ 8pi/(pi − δ)3, then
ρn ≤
(
1+ pi
4
)
2
√
2δ
√
n
pi − δ exp
(
−pi − δ
2
n
)
. (4.29)
Proof. We define an admissible algorithmA by setting for each f ∈ Bδ
A(Ixf )(x) :=
∑
j−x∈(−n,n]
f (j) A(j, x), x ∈ R
where A(j, x) = A(j− [x], x− [x]) and
A(j, x) := sinc (x− j) exp
(
−|x− j|
2
2r2
)
, j ∈ Jn, x ∈ [0, 1).
By Theorem 3.8, we have that
ρn(x) ≤
∥∥∥∥∥eixξ −∑
j∈Jn
A(j, x)eijξ
∥∥∥∥∥
L2[−δ,δ]
, x ∈ [0, 1).
The function g defined for r > 0 by
g := sinc (x− ·) exp
(
−|x− ·|
2
2r2
)
χ(−n,n]
satisfies the equation∑
j∈Z
g(j)e−ijξ = √2pi
∑
k∈Z
gˆ(ξ + 2kpi)
in L2[−pi, pi]. We then obtain the same upper bound estimate for ρn as the right hand side of (4.28),
namely, if α := min{n/r, r(pi − δ)} satisfies condition (4.27) then
ρn ≤ (2
√
δ/pi + 2r√2δ) exp(−α2/2). (4.30)
Let r = √n/(pi − δ) and note that if n ≥ 8pi/(pi − δ)3 then condition (4.27) is satisfied. Substituting
the values of r and α in (4.30) yields (4.29). 
We expect a good upper bound estimate for ρn to have the property that when δ tends to pi the
estimate should converge to c/
√
n for some positive constant c , which is the sharp estimate for ρn
when δ = pi by Lemma1.1 and the remark right after Theorem2.2. However,we observe that the right
hand sides of (4.24) and (4.29) become unbounded when δ tends to pi . To overcome this shortcoming,
we next establish the third upper bound estimate on ρn which has the desired property.
Theorem 4.8. For all n ∈ N there holds
ρn ≤
√
2+ pi − δ
√
3e√
2pi
1√
n
exp
(
−pi − δ
2
n
)
. (4.31)
Proof. For k ∈ Nwe let φ ∈ Ck0 [−pi + δ, pi − δ]with φˆ(0) = 1. By the relation between convolution
and the Fourier transform, we see that g := φˆ sinc satisfies
supp gˆ ⊆ supp ( sinc )ˆ + suppφ ⊆ [−2pi + δ, 2pi − δ].
Furthermore, it can be verified for ξ ∈ [−δ, δ] that
gˆ(ξ) = 1
2pi
∫ pi
−pi
φ(t − ξ)dt = 1
2pi
∫ pi−ξ
−pi−ξ
φ(t)dt = 1
2pi
∫ pi−δ
−pi+δ
φ(t)dt = 1√
2pi
φˆ(0) = 1√
2pi
.
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Therefore, g satisfies (4.2). By Lemma 4.1, we have for all f ∈ Bδ that
f (x) =
∑
j∈Z
f (j) sinc (x− j)φˆ(x− j), x ∈ R. (4.32)
For each f ∈ Bδ , we use the admissible algorithm∑
j−x∈(−n,n]
f (j) sinc (x− j)φˆ(x− j)
to approximate f (x), x ∈ R. From this algorithm and (4.32), we get that
ρn ≤ sup
{∑
j6∈Jn
|f (j) sinc (x− j)φˆ(x− j)| : x ∈ [0, 1), f ∈ U(Bδ)
}
. (4.33)
By the Cauchy–Schwartz inequality, (1.3) and (4.4) for each f ∈ U(Bδ) and x ∈ [0, 1) there holds∑
j6∈Jn
|f (j) sinc (x− j)φˆ(x− j)| ≤
(∑
j6∈Jn
|f (j)|2
)1/2(∑
j6∈Jn
| sinc (x− j)φˆ(x− j)|2
)1/2
≤ 1
pi
√
2pi
‖φ(k)‖L1[−pi+δ,pi−δ]
(∑
j6∈Jn
1
|x− j|2k+2
)1/2
.
Since the above inequality holds true for all φ ∈ Ck0 [−pi + δ, pi − δ] with φˆ(0) = 1, we obtain by
(4.33) that
ρn ≤ 1
pi
Vk[−pi + δ, pi − δ] sup{
√
h(x) : x ∈ [0, 1)}, (4.34)
where
h(x) :=
∑
j6∈Jn
1
|x− j|2k+2 , x ∈ [0, 1).
Elementary analysis shows that for all x ∈ [0, 1)
h(x) ≤
∞∑
j=n
1
j2k+2
+
∞∑
j=n+1
1
j2k+2
≤ 1
n2k+2
+ 2
∫ ∞
n
1
t2k+2
dt ≤
(
1
n
+ 1
k
)
1
n2k+1
.
Combining the above inequality with (4.34) and using Lemma 4.2, we get that
ρn ≤ 12pi√n
√
1
n
+ 1
k
(
2
(pi − δ)n
)k
k!.
Recall that the Stirling formula gives
k! ≤ 11
√
2pi
10
(
k
e
)k√
k, k ∈ N. (4.35)
Connecting the above two inequalities, for all k ∈ N, we have the estimate
ρn ≤ 11
√
2
20
√
pin
√
k
n
+ 1
(
2k
(pi − δ)en
)k
. (4.36)
If n > 2/(pi − δ), the integer k = bn(pi − δ)/2cminimizes the right hand side of (4.36) and yields the
estimate
ρn ≤
√
2+ pi − δ 11e
20
√
pin
exp
(
−pi − δ
2
n
)
≤ √2+ pi − δ
√
3e√
2pi
1√
n
exp
(
−pi − δ
2
n
)
.
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If n ≤ 2/(pi − δ), the right hand side of (4.31) is greater than or equal to
√
2
√
3e√
2pi
1√
n
exp
(
−pi − δ
2
2
pi − δ
)
=
√
3
pi
√
n
.
By estimate (1.6) in Lemma 1.1, we find that
ρn ≤
√
3
pi
√
n
.
Thus, (4.31) is also valid for n ≤ 2/(pi − δ). 
The estimate (4.31) is sharper than (4.24) or (4.29). Moreover, it recovers the estimate for the case
δ = pi in Lemma 1.1.
4.3. A low bound estimate
We shall need the celebrated Paley–Wiener theorem (see, for example, [19], page 101).
Lemma 4.9. Let A > 0. An entire function f on C has the properties that f |R ∈ L2(R) and that for each
ε > 0 there exists a positive constant c(ε) such that
|f (z)| ≤ c(ε) exp ((A+ ε)|z|) , z ∈ C
if and only if there exists a function φ ∈ L2[−A, A] such that
f (z) =
∫ A
−A
φ(x)eizxdx, z ∈ C.
We make the convention that any function f ∈ L2(R) with a compactly supported Fourier
transform has been extended to an entire function on C in the following way:
f (z) := 1√
2pi
∫
R
fˆ (x)eizxdx, z ∈ C. (4.37)
We also need the polynomial notation
qn(z) :=
∏
j∈Jn
(z − j), z ∈ C.
Lemma 4.10. For each ν ∈ (0, 1) there holds the equivalence relation
ρn(ν) = sup
{|g(ν)qn(ν)| : g ∈ Bδ, ‖gqn‖L2(R) ≤ 1} . (4.38)
Proof. Let f ∈ Bδ with f (j) = 0, j ∈ Jn. Then there is an entire function g such that f = gqn. Since
f |R ∈ L2(R), g|R belongs to L2(R). Moreover, since there exists a constant c1 such that
f (z) ≤ c1 exp(δ|z|), z ∈ C,
there is a second constant c2 such that
g(z) ≤ c2 exp(δ|z|), z ∈ C.
By Lemma 4.9, supp gˆ ⊆ [−δ, δ]. Therefore,
ρn(ν) ≤ sup
{|g(ν)qn(ν)| : g ∈ Bδ, ‖gqn‖L2(R) ≤ 1} . (4.39)
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Conversely, for each g ∈ Bδ such that gqn ∈ L2(R), the function f := gqn belongs to L2(R). Since qn
is a polynomial, for each ε > 0 there exists a positive constant c(ε) such that
|f (z)| ≤ c(ε) exp ((δ + ε)|z|) , z ∈ C.
Thus, by Lemma 4.9, supp fˆ ⊆ [−δ, δ]. As a consequence, there holds
ρn(ν) ≥ sup
{|g(ν)qn(ν)| : g ∈ Bδ, ‖gqn‖L2(R) ≤ 1} . (4.40)
Combining (4.39) with (4.40) proves the lemma. 
On the basis of Lemma 4.10, we establish the next result which enables us to obtain a low bound
for ρn.
Lemma 4.11. For each ν ∈ (0, 1) and k ≥ 2n+ 1 there holds the inequality
ρn(ν) ≥ sup

|qn(ν)|(∑
m6∈Jn
|hˆ(m− ν)qn(m)|2
)1/2 : h ∈ Ck0 [−δ, δ], hˆ(0) = 1

. (4.41)
Proof. Let k ≥ 2n+ 1. By (4.4), gqn ∈ L2(R) if gˆ ∈ Ck0 [−δ, δ]. By (4.38), we have
ρn(ν) ≥ sup
{
|g(ν)qn(ν)| : gˆ ∈ Ck0 [−δ, δ], ‖gqn‖L2(R) ≤ 1
}
.
Since gqn ∈ Bδ , by (1.3) there holds
‖gqn‖L2(R) =
(∑
m6∈Jn
|g(m)qn(m)|2
)1/2
.
Therefore, we have the inequality
ρn(ν) ≥ sup

|qn(ν)|(∑
m6∈Jn
|g(m)qn(m)|2
)1/2 : gˆ ∈ Ck0 [−δ, δ], g(ν) = 1
 .
Let h := gˆ(−·)eν . Note that gˆ ∈ Ck0 [−δ, δ] and g(ν) = 1 if and only if h ∈ Ck0 [−δ, δ] and hˆ(0) = 1. By
the relation that g = hˆ(· − ν), we obtain (4.41). 
A lower bound estimate for ρn is as follows.
Theorem 4.12. For all n ∈ N there holds the estimate
ρn ≥ 5
11e
√
3pi
δ
2n+ 1
(
δ
4
)2n
. (4.42)
Proof. Let k ≥ 2n+ 1 and g be an arbitrary function in Ck0 [−δ, δ]with gˆ(0) = 1. By (4.4) and (4.41),
we get that
ρn ≥ ρn
(
1
2
)
≥
√
2pi
∣∣qn ( 12 )∣∣
‖g(k)‖L1[−δ,δ]
√
βn
,
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where
βn :=
∑
m6∈Jn
∣∣∣∣∣ qn(m)(m− 12 )k
∣∣∣∣∣
2
.
By Lemma 4.2, we get that
ρn ≥ |qn
( 1
2
) |
Vk[−δ, δ]√βn =
|qn
( 1
2
) |δk
2k−1k!√βn . (4.43)
We further estimate that∣∣∣∣qn (12
)∣∣∣∣ = n2n
(
n∏
j=1
j− 12
n
)2
≥ n2ne−2n, (4.44)
and let k = 2n+ 1 to get that
βn ≤ 2
(
1+ 1
2n+ 1
)2k ∞∑
m=n+1
m4n
m2k
≤ 2e
2
n
. (4.45)
Combining (4.43), (4.44), (4.45) and the Stirling formula (4.35), we obtain that
ρn ≥ 511√pi
n2nδ2n+1
√
n
22n(2n+ 1)2n+1√2n+ 1
= 5δ
11
√
pi
1(
1+ 12n
)2n√ n2n+ 1 12n+ 1
(
δ
4
)2n
≥ 5
11e
√
3pi
δ
2n+ 1
(
δ
4
)2n
,
completing the proof. 
By Theorems 4.8 and 4.12, we conclude that ρn decays exponentially to zero as n increases to
infinity but not faster.
5. Applications to the bandwidth problem
The bandwidth problem, first considered and elegantly solved by Landau, Pollak and Slepian,
has wide applications in engineering and physics (see [8–13] and the references therein). For an
introduction and review of this problem, see [25,11,12]. The essence of the problem is calculating the
eigenfunctions and eigenvalues of the integral operator on L2(R) defined for fixed positive constants
T ,W by
T f := χ[−T ,T ]
∫ T
−T
sinW (· − y)
pi(· − y) f (y)dy, f ∈ L
2(R).
Define two other operators on L2(R) by setting QT f := fχ[−T ,T ] and (PW f )ˆ := fˆχ[−W ,W ], f ∈ L2(R).
They are self-adjoint. By the Parseval identity,
PW f =
∫
R
sinW (· − y)
pi(· − y) f (y)dy, f ∈ L
2(R).
Thus, it can be seen that T = QTPWQT , from which it follows that
(T f , f )L2(R) = ‖PWQT f ‖2L2(R), f ∈ L2(R).
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This together with T being an integral operator with a continuous kernel function on a finite interval
yields that T is positive and compact on L2(R). Consequently, there exist a sequence of eigenfunctions
ψn and corresponding monotonically decreasing eigenvalues λn > 0 such that
T ψn = λnψn, n ∈ N. (5.1)
The eigenvalues and eigenvectors are all dependent on T andW , but for notational simplicity we do
not highlight this dependence in our notation. The eigenfunctions are known as a class of prolate
spheroidal wave functions [8,9,13]. Asymptotic behavior of λn was discussed in [10] under the
assumption that TW is either very small or very large. The purpose of this section is to establish
an upper bound for λn without any restriction on TW , by using the results obtained in the previous
sections. A key observation is that T has the same eigenvalues as the following positive compact
operator on BW :
Sf :=
∫ T
−T
sinW (· − y)
pi(· − y) f (y)dy, f ∈ BW .
Lemma 5.1. The set of eigenvalues of T on L2(R) is identical to that of S on BW .
Proof. We first note that S = PWQT . Let ψn and λn be the nth eigenfunction and eigenvalue of T . In
other words, they satisfy (5.1). Applying PWQT to both sides of (5.1) and noticing that Q 2T = QT yields
that
PWQT (PWQTψn) = λn(PWQTψn).
Since ψn is nontrivial and QTψn = ψn, QTψn is nontrivial. By the Paley–Wiener theorem, PWQTψn is
not the zero function. Therefore, associated with the eigenfunction PWQTψn, λn is an eigenvalue of S
on BW . Similarly, one can show that if ϕn ∈ BW and γn ∈ C satisfy
PWQTϕn = γnϕn,
then γn is an eigenvalue of T with the eigenfunction QTϕn. 
By Lemma 5.1, it suffices to estimate the eigenvalues λn of S on BW . Let δ := 2TW and for each
a > 0 and nonnegative integer n by Sn(Ba)we denote the set of all n-dimensional subspaces of Ba.
Lemma 5.2. For each n ∈ N and for all σ > 0, there holds
λ2n+1 ≤ max{‖f ‖2L∞[−1/2,1/2] : f ∈ U(Bδ), f (jσ) = 0, j ∈ Jn}. (5.2)
Proof. As a well-known fact, we have for each n ∈ N that
λ2n+1 = min{max{(Sf , f )L2(R) : f ∈ U(BW ), f ⊥ X} : X ∈ S2n(BW )}. (5.3)
By S = PWQT , we observe for each f ∈ BW that
(Sf , f )L2(R) = (PWQT f , f )L2(R) = (QT f , PW f )L2(R) = (QT f , f )L2(R) = ‖f ‖2L2[−T ,T ].
This together with (5.3) ensures that
λ2n+1 = min{max{‖f ‖2L2[−T ,T ] : f ∈ U(BW ), f ⊥ X} : X ∈ S2n(BW )}.
A change of variables g :=
√
δ
W f (
δ
W ·), f ∈ U(BW ) yields that
λ2n+1 = min{max{‖f ‖2L2[−1/2,1/2] : f ∈ U(Bδ), f ⊥ X} : X ∈ S2n(Bδ)}.
Choosing X := span {Kδ(· − jσ) : j ∈ Jn} in the equation above yields (5.2). 
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Using the lemma above, we get the following estimate.
Proposition 5.3. If r > 1, then for all n ≥ 2r
pi(r−1) and n >
rδ
2pi
λ2n+1 ≤
(
pi − pi
r
+ 2
)
exp
(
δ(r − 1)
2
+ rδ
pi
)
121e2
400pi
1
n
exp
(
−
(
pi − pi
r
)
n
)
. (5.4)
Proof. Set σ := pirδ , k ∈ N, and φ ∈ Ck0 [−piσ + δ, piσ − δ]with φˆ(0) = 1. Arguments similar to those in
the proof of Theorem 4.8 show that for all f ∈ Bδ
f (x) =
∑
j∈Z
f (jσ)
sin pi
σ
(x− jσ)
pi
σ
(x− jσ) φˆ(x− jσ), x ∈ R.
By Lemma 5.2, we get that√
λ2n+1 ≤ sup
{∑
j6∈Jn
∣∣∣∣f (jσ) sin piσ (x− jσ)pi
σ
(x− jσ) φˆ(x− jσ)
∣∣∣∣ : x ∈ [−12 , 12
]
, f ∈ U(Bδ)
}
.
Using estimates similar to those in the proof of Theorem 4.8, we obtain that
√
λ2n+1 ≤ 11
√
2pi
20pi
√
k
n
+ 1 d√
n
(
2k
en
(
pi − pir
))k , (5.5)
where
d := sup

(
jσ
jσ − 12
)k+1
: j ≥ n
 .
Letting k := bn(pi − pir )/2c in (5.5) and estimating that for this choice
d ≤ exp
(
δ(r − 1)
4
+ rδ
2pi
)
proves (5.4) and completes the proof. 
We take r = 2 and use the fact that λn is monotonically decreasing to get the following upper
bound estimate.
Theorem 5.4. It holds for all n > max{4, 2+ 4TW
pi
} that
λn ≤ 121e
2(pi + 4)
400pi
exp
(pi
2
)
exp
((
1+ 4
pi
)
TW
)
1
n− 2 exp
(
−pi
4
n
)
.
The above theorem shows that λn decays rather rapidly to zero, as has long been observed in the
literature [8–13].
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