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Editorial
Informationssysteme in der Medizin - eine Herausforderung
an die Medizinische Informatik -
Im Mittelpunkt des Geschehens im Gesundheitswesens steht der Patient, wenn dies auch
zeitweise in den Hintergrund zu geraten scheint. Für ihn wird ein großer Aufwand
getrieben, um ihn gesund zu machen, gesund zu erhalten und vor Krankheit zu schützen.
Dazu wird neben Technik auch Personal aus vielen Berufszweigen eingesetzt -
Schwestern/Pfleger, Ärzte, Helferinnen, MTAs, Chemiker, Physiker und auch Medizi-
nische Informatiker, Biometriker und Epidemiologen- um nur einige zu nennen. In
zunehmendem Maße spezialisiert sich die Medizin, eine Auswirkung der fortschreitenden
medizinischen Technik und medizinischen Forschung.
Deshalb kommen der Integration der Funktionen und damit der Kommunikation und
Information eine immer weiter steigende Bedeutung zu. Untersuchungen im Krankenhaus
z. B. zeigen, daß der Stationsarzt zwischen 50-70 Prozent und die Schwester 30-40
Prozent ihrer Tätigkeiten auf die Informationsverarbeitung verwenden. In der Admini-
stration liegt dieser Prozentsatz sogar bei 95%, während das Management einen Anteil
von 60- 80% seiner Tätigkeiten mit der Informationsverarbeitung verbringt. Eigentlich
sollte dies genug Anreiz sein, und ein lohnendes Feld für den Einsatz von automatisierten
Verfahren der medizinischen Informationsverarbeitung darstellen. Deren grundlegende
Aufgaben und die an sie gestellten Anforderungen haben sich in den letzten Jahren wenig
geändert. Die Möglichkeiten dagegen sind fast explosionsartig gewachsen; und dies
eigentlich auf allen Teilgebieten der elektronisch unterstützten Informationsverarbeitung
von der Datenerfassung bis hin zur Entscheidungsunterstützung. `
Die Datenerfassung ist der erste und häufig entscheidende Schritt im Informationsprozeß.
Probleme liegen hauptsächlich in der Integration in den normalen Arbeitsablauf und in
der umfassenden Prüfung der Daten; Erfolge und Akzeptanz begründen sich im sofortigen
Wiederbereitstellen der Daten, z. B. auf Etiketten und für Befundberichte. Wichtig ist,
daß der Benutzer im Krankenhaus das System als sein System betrachtet. Dabei treten
Probleme der Akzeptanz und Motivation auf, deren Lösung sich in der Systemarchitektur
niederschlägt. Das Thema „zentrale versus departmentelle“ Systemarchitektur hat nichts
von seiner Aktualität eingebüßt.
Die Speicherung der Daten läßt sich in Kurzzeit- und Langzeitspeicherung unterteilen.
Die Kriterien dafür sind unterschiedlich je nach Umfang und Aufbewahrungsdauer und
ebenso die verwendeten Speichermedien wie Diskette, Magnetplatte, Band oder optische
Platten. Softwaremäßig wird die Speicherung durch Dateisysteme und Datenbank-
verwaltungssysteme unterstützt, die hierarchische und relationale Modelle unterstützen.
Die Sicht des Benutzers auf seine Daten kann dabei höchst unterschiedlich sein. Hier
aber entscheidet sich die Benutzbarkeit und häufig auch der Nutzen des Systems.
Standards zu Patientendatensätzen werden auf Europäischer Ebene gerade entwickelt;
der Behandlungsdatenträger (BDT) als Standard für den Datenaustausch zwischen
deutschen niedergelassenen Ärzten steht vor der Veröffentlichung. Standards sind für
eine Datenübertragung zwischen den unterschiedlichen Komponenten eines medizi-
nischen Kommunikations- und Informationssystems von hoher Bedeutung und erlauben
dem Benutzer, einzelne Bausteine seines Systems evtl. durch leistungsfähigere eines
anderen Herstellers auszutauschen.
Die Klassifizierung und Codierung von Daten dient neben einer rationelleren Speicherung
auch der Standardisierung, besseren Kommunikation und besseren epidemiologischen
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und statistischen Auswertbarkeit. Die Qualitätssicherung medizinischer Behandlung über
den Vergleich unterschiedlicher Einrichtungen werden so unterstützt. Eine Qualitäts-
sicherung ohne eine standardisierte Codierung erscheint z. B. schwierig durchführbar.
Die bisher angesprochenen Punkte stellen nur Beispiele dar und sollen zeigen, daß sich
für Information und Kommunikation im Krankenhaus ein Problembewußtsein auf langer
Erfahrung aufgebaut hat. Die Probleme sind allerding noch nicht vollständig gelöst.
Hierzu bieten die Informationstechnologie und die Medizinische Informatik gerade in
letzter Zeit neue Ansätze, die diskutiert werden sollten:
- Forschung im Rahmen von AIM und MEDWIS
- Leistungsfähige Workstations und Programme
- Systeme aus „industrieller“ Fertigung
AIM steht für Advanced Informatics in Medicine und ist ein Förderprogramm der
Europäischen Gemeinschaft, das in vielen Bereichen der Medizinischen Informations-
verarbeitung modellhafte Ansätze aufzeigt, die von der Industrie aufgenommen und auf
den Markt gebracht werden sollen.
Ansätze wie die „Multi Media Medical Workstation“ und das Qualitätssicherungspro-
gramm DIABCARE, unterstützt von der WHO, entstammen z. B. solchen Forschungsak-
tivitäten. Andere Beispiele sind erfolgreiche Industriekooperationen, die in Produkte
einmünden.
MEDWIS als neuer deutscher Förderschwerpunkt verfolgt das Ziel, beispielhafte
Wissensbasen für eine neue Qualität der Informationsverarbeitung zur Verfügung zu
stellen.
Wie der Prozeß der Erstellung von Informationssystemen vom Benutzer unterstützt und
beein ußt werden kann sollte diskutiert werden. Neue Technologie fällt nicht einfach
vom Himmel, sondern muß entwickelt und angepaßt werden. Das frühe Einbeziehen
des Benutzers z. B. in Form des „User Centered Design“ macht gute Technologie oder
adäquate medizinische Informationssysteme erst möglich.
Das Forum für eine solche Diskussion im Rahmen der GMDS stellen die Arbeitsgruppen
auf der methodischen und die Arbeitskreise auf der medizinisch inhaltlichen Seite dar.
Ihnen kommt deshalb eine wegweisende Rolle zu, die allerdings nur auszufüllen ist wenn
ihnen diese Aufgabe auch zugewiesen wird und an ihr aktiv mitgearbeitet wird.
Ein Beispiel hierfür ist die Arbeitsgruppe Expertensysteme, die sich aus Kollegen aus
der medizinischen Informatikforschung und der medizinischen Praxis zusammensetzt.
Vielleicht liegt ein Grund für die hohe Aktivität dieser Gruppe in seiner Thematik. Hier
werden medizinische Expertensysteme vorgestellt und das in ihnen Wissen repräsentierte
Wissen für die Unterstützung der Diagnostik- und Behandlungsprozesse diskutiert.
Neuronale und probabilistische Methoden schlagen von der Informatik eine Brücke zu
Biometrie und Epidemiologie. Regelbasierte Ansätze scheinen dem Denkmodell des
Arztes mehr entgegenzukommen und so eine geeignete Diskussionsbasis zwischen
Forschung und Praxis zu sein.
Schon das Heft2 dieses Jahrgangs hat eine Reihe ausgearbeiteter Beiträge aus der
Arbeitsgruppe Expertensysteme gebracht, die als Vortrag während der Dos-a-Dos
Konferenz innerhalb der letzten GMDS Jahrestagung gehalten wurden. In diesem Heft
sind weitere Beiträge enthalten, die im letzten Heft keinen Platz mehr gefunden haben.
Der letzte Teil mit Beiträgen aus der Kooperation mit unseren japanischen Kollegen
wird im nächsten Heft erscheinen. Ich möchte an dieser Stelle allen Kollegen und
Kolleginnen danken, die bei der Vorbereitung der Konferenz, der Durchführung und
Veröffentlichung der Vorträge geholfen haben.
Rolf Engelbrecht
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Modeling Medical Knowledge Based Systems
Mario Stefanelli, Marco Ramoni
Abstract
The new generation of medical Knowledge Based Systems (KBSs) will establish a kind
of colleagueship between intelligent computer agents and physicians. The first goal of this
paper is to propose an epistemological theory ofmedical reasoning which can be implemented
in KBSs able to execute medical tasks. We claim that the ultimate goal of all medical
tasks is to modify the current abnormal state of ajfairs in a patient planing a therapeutic
action, rather than to provide insight. This complex goal may be achieved through the
execution of three main generic tasks: diagnosis, therapy planning and monitoring. A model
of medical reasoning should represent these tasks and explain the relationships among
them. All these epistemological constraints pose some requirements on their architecture
from a computational point of view. A general architecture for medical KBSs should
provide an appropriate framework for representing explicitly and separately control
knowledge (i.e. the inference model) and domain specific medical knowledge (i.e. the
ontology), make available an adequate high-levelformalism for representing the inference
model, and support differentformalismsfor representing medical knowledge, such asframes,
rules, quantitative and qualitative modeling, quantitative and qualitative influence diagrams.
Keywords:
Medical Reasoning, Knowledge Based Systems.
1. Introduction
The new generation of medical Knowledge Based Systems (KBSs) will establish a kind of
colleagueship between intelligent computer agents and physicians. Each will perform
the tasks it/he/she does better, and the intelligence of the system will be an emergent of
the collaboration. The goal is to build mental protheses that help physicians with different
skills and expertise in the management of patients. Just as telescopes are designed to
extend the sensory capacity of humans, KBSs are designed to extend their cognitive
capacity.
This kind of cost-effective intelligence amplification requires to KBSs the ability of
reasoning on a large amount of patient data by exploiting available medical knowledge.
Hence, an indispensable need exists to investigate their epistemological constraints. We
will consider the term epistemological constraints as both a regulatory notion governing
reasoning and the principal constituent in the analysis of the structure of scientific medical
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knowledge. Epistemology is not alone in investigating reasoning. Reasoning is also a
major subject of investigation in artificial intelligence (AI) and cognitive psychology. To
what extent are researches in these diverse disciplines exploring the same questions?
What are the connections between epistemology, AI, and cognitive psychology?
Epistemological theories of reasoning, when implemented on a computer, become AI
programs [18, 21]. Theories and programs are, quite literally, two different ways
of expressing the same things. After all, theories of reasoning are about rules of reasoning,
and these are rules telling us to do certain things in specific circumstances. Writing a
program allows us to state such rules precisely. Using a programming language for the
formulation of the theory is just a terminological matter. You could carry out the same
task in English, except that the formulations would be much longer and subject to more
ambiguity. The reason, then, for using a programming language is precisely the same
as the reason philosophers use logical notation.
Over the past decade, it has become clear within the AI community that one should go
beyond the level of formalisms and programming constructs to design and build KBSs.
Some very interesting ideas have emerged: the definition of inference structures such a
heuristic classification [5], the distinction between deep and surface models [6], the notion
of problemsolving methods and domain knowledge filling roles required by the methods
[14], and the idea of generic tasks and task-specific architectures [3]. These various
proposals represent conscious or unconscious attempts to develop an epistemological
theory of reasoning. Since they are obviously related each other, it is desirable to construct
a more general theory combining their strengths.
The first goal of this paper is to propose an epistemological theory of medical reasoning
which can be implemented in a KBS able to execute typical medical tasks. It is
true that at some point in the process of developing a working KBS, we have to face
the decisions on which implementation medium to use; however, the computational
answer is only partially satisfactory. The gap between the implementation level and the
epistemological level is too wide. The new architectures have attempted to be a foundation
for KBSs that are less brittle, in the sense that they combine more principled knowledge
of the domain with the heuristic knowledge that represented the basic type of knowledge
exploited by first-generation KBSs. The explanations given by first-generation systems
(responses to why and how questions) were somewhat unsatisfactory because they were
a simple replay of the rules that were used to arrive at a conclusion. When more of the
epistemological level and methodological level decisions made in the KBS design are
explicitly represented, it is possible to formulate much richer explanations and justifica-
tions.
2. An Epistemological Model of Medical Knowledge Based Systems
A KBS contains two main kinds of knowledge: knowledge about the domain and
knowledge about the inferences needed to solve. problems in that domain. An epi-
stemological analysis focuses on these two high-level components of KBSs, that we will
call ontology and inference model, respectively. They explicitly represent the adopted
theory of reasoning. Ontology represents the conceptual model of entities and relation-
ships composing the domain-specific knowledge, while the inference model is the
conceptual description of the operations over the ontology that have to be made in
order to solve a problem.
Since this paper deals with the epistemological constraints of working KBSs, a second
level of analysis deserves consideration. We will call it computational analysis, since it
deals with the choice of computational methods and knowledge-representation. formal-
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isms needed to map the adopted theory of reasoning into a computational form, as
schematically shown in Figure 1. The consideration of several methods and formalisms
stresses the fact that different disciplines may provide suitable formal languages to
represent and solve real-world complex problems. Their combined use allows the
exploitation of multiple knowledge sources coming from different natural sciences in a
unified view of reality. Moreover, the design of intelligent systems on the basis of abstract
ontologies would help physicians to exploit the strengths of various methods without
being an expert in each of them. They would interact with the KBS using a language
founded on ontological, rather than methodological, grounds.
2.1 Ontology
Ontology is conceptual definition and cataloguing of entities and relationships composing
the representation of the real world. For instance, findings, diseases and therapies
are entities in a typical ontology of medical knowledge, while causality and subsumption
are relationships in it. The separation between ontology and inference model allows us
to represent ontology in a KBS just as it is represented in the scientific medical knowledge.
This representational adequacy would allow us to represent genuine deep theories of
diseases, when available, or skillful prototypes of disease, just as they are set out in
medical text books. On the contrary, first generation KBSs mapped knowledge into
pragmatic constructs derived from human experts. In such a case, ontology looses its
original organization in the source domain knowledge, since it is compiled together with
the inference model so becoming implicit. Pragmatic constructs are nothing more than
the result of this compilation.
Figure 1: The Two Levels of Analysis of KBSs
Ontology Inference Model
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Causal Ontologies. Several researches have recently stressed the need of incorporating
deep knowledge of system under analysis into a medical KBS. This deep knowledge is
often defined as causal, but unfortunately authors provide few clues to what they believe
causality is.
The intuitive idea of causality represents the causal relationship as a relation linking
events or states in a chain. According to this chain model, a causal ontology of medical
domain can be represented as a network of states or events in the patient related by a
temporally constrained relation of causality. This kind of causal ontologies have been
represented in some of the earlier medical KBSs, such as CASNET [23] and CADUCEUS
[19], using the formalism of semantic networks. More recently, causal probabilistic
networks have been proved to be another useful way to represent chain models of
causality. Here, the causal relation is expressed through conditional probability judg-
ments among states or events.
But chain models of causality had been already strongly criticized by some outstanding
philosophers of science [2, 8]. It has been stressed that the concept of causality involves
the whole system within which events happen. AI researches tried to capture this intuition
in the model-based reasoning paradigm [6]: a causal model is a representation of the
structure and the behaviour of the system under analysis. In this approach, the causal
relation links system variables rather than events, so describing the whole system. These
variables represent attributes of the modeled a change in another variable. Describing
structure and behaviour of a system allows representing genuine biomedical theories as
proposed in medical literature: a physiopathological condition can be interpreted as the
effect of some perturbations occurring on some system variables.
Although traditional quantitative mathematics provides staightforward methods and
formalisms (e.g. differential equations) to model the behavior of systems, the model-based
approach raised a strong interest for qualitative models, where the time course of variables
is described qualitatively and the functional relations between them are simply defined
as monotonically increasing or decreasing. As a matter of fact, empirical studies in
medical cognition show that physicians seem to be able to reason with models of structure
and behaviour of systems [11] using qualitative models [10].
Taxonomic Ontologies. Unfortunately, these deep models of structure and behaviour of
physiopathological processes are often unknown or, at least, incomplete and controver-
sial. Moreover, medical practice usually need a shallow type of knowledge to deal with
the time constrained clinical performances. In such a case, the ontology is organized in
a taxonomic way: disease entities and physiopathological states are empirically defined
as prototypes, i.e. cluster of typical manifestations, and no knowledge of underlying
physiopathological mechanism is available. Prototypes define a typical occurrence of an
entity by specifying a range of default characteristics for a typical instance. These
ontologies are called taxonomic since prototypes are organized in hierarchies so that
definitions may be inherited by subsumed entities. The definition of default characteristics
may occur with exceptions, so motivating much of the work about inheritance theories.
This kind of ontology has been adopted for developing systems as INTERNIST-1 [15]
and CENTAUR [1]. It is important to note that these prototypical definitions are
empirical but not pragmatic constructs. Although they are based on a surface mapping
of a cluster manifestations into disease entities, there is no inference commitment in their
representation, i.e. the inference model is not compiled into them.
Causal and taxonomic ontologies are not mutually exclusive in real world medical
knowledge. These two types of organization usually overlap in the ontology of most
medical domains. Hence, the representational challenge for medical KBSs becomes the
integration of these two kinds of ontology in complex nosological models of diseases.
Efforts in this direction have been made by developing medical KBSs such as
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NEOMYCIN [4] and CADUCEUS [l9], which integrate a taxonomic ontology with a
chain-model causal ontology, more recently, NEOANEMIA [l2], which integrates a
taxonomic ontology and a model-based causal ontology.
But an ontology is dumb. It is a conceptual scheme underlying domain knowledge and
providing only a static structure of entities and relationships. Therefore, it not able by
itself to execute a task or to solve a problem.
2.2 Inference Model
An inference is generally defined as the process of deriving true statements (called
conclusions) from other true statements (called premises). It is usually a multistep process
(i.e. we often need to derive intermediate conclusions). Each of these steps has to be
sanctioned by an inference type, representing a general class of procedures taking these
premises as inputs and leading to conclusions. According to Peirce [17], three main
inference types can be distinguished: abduction, deduction, and induction. They have
been defined by Peirce as fundamental and prelogic characters of reasoning. Inference
types are building blocks of an inference model. An inference model defines the ordered
set of inference types needed to execute a task or to solve a problem.
This section introduces a general inference model for medical reasoning called Select
and Test Model (hereafter, ST-MODEL) [20]. It is general since it can execute all the
tasks involved in medical reasoning: diagnosis, therapy planning, and monitoring.
According to the ST-MODEL medical reasoning may be broken down into two different
phases: first, patient data are abstracted and used to select hypotheses, that is possible
solutions of the patient°s problem (hypothesis selection phase), then these hypotheses
provide the starting conditions to forecast expected consequences which should be
matched with the state of affairs in the patient in order to confirm or falsify those
hypotheses which they come from (hypothesis testing phase). Selected hypotheses are
not accepted as true, but as working conjectures which are worth taking seriously enough
to submit to detailed exploration and testing. This two phases model seems to agree
with some recent empirical studies in medical cognitive science [16].
This phases may be decomposed according to the peircean inference types: in the selection
phase, abduction “furnishes the reasoner with the problematic theory which induction
verifies” [17, 2.624] in the testing phase on the basis of its deduced consequences.
Unfortunately, the problem of finding the best set of hypotheses starting from a set of
data has been shown to be computationally intractable: the solution time may grow
exponentially in the size of the problem. The challenging of AI in this field is to design
an inference model able to overcome, in some way, this computational intractability
and to find the solution time in a reasonable account of time, expecially for large enough
knowledge bases. In order to achieve this result, the ST-MODEL starts with an
abstraction over data characterizing the problem to be solved.
Abstraction. Abstraction has been often suggested as a solution to avoid the com-
putational difficulties for developing complex reasoning. An abstraction may be defined
as a process of filtering incoming data so structuring them into a smaller set of entities.
According to the schematic representation of the ST-MODEL shown in Figure 2, patient
data are abstracted according to the available medical knowledge and problem features
are so defined. The efficaly of such operation depends on the accumulated expertise which
determines the ontological organization of personal knowledge so that problems can be
easily recognized and stated in a way which guarantees their solution by efficiently using
available knowledge.
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Figure 2: The Structure of the ST-Modell
Abduction. Abduction is the inference guessing a preliminary selection of hypotheses,
that is possible solutions of the problem at hand. Abduction is dual in respect of
standard deduction: it tries to “flow backwards along a deductive chain of inferences”
[13]. Unfortunately, abduction is logically unsound since it involves a famous logical
fallacy called Ajfirming the Consequent. Since its logical unsoundness, we said that
abduction tries to identify plausible solutions because it is just albe to guess these
hypotheses and not to prove them. Once hypotheses have been selected, they need to
be ranked in order to plan the testing phase by testing first some preferred hypotheses.
As already suggested by Peirce, multiple criteria may be taken into consideration for
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ranking hypotheses (i.e. preference criteria). In a medical domain, these criteria could
be: parsimony, danger, cost, curability, and so on. According to Peirce, ranking criteria
are then pragmatic, domain-dependent operations.
Deduction. After hypotheses have been abduced and ranked, the testing phase starts to
explore their consequences. Deduction allows the derivation from each candidate
hypothesis of what one expects to be true if that hypothesis is true. This kind of process
is usually called prediction. Deduction as logical consequence is the most conservative
form of prediction: If H is true in some world W, then all logical consequences of H
will be true in W. Many studies have argued that the classical interpretation of deduction
as logical consequence is too weak to capture the aim of prediction [9]. For instance,
one might conclude, from the facts that a patient is taking furosemide orally and
furosemide is a diuretic drug, that patient” diuresis will increase. But this conclusion
holds just under certain other conditions, namely the condition “all other things being
equal“. Furosemide would not exert its diuretic action if that patient developed a severe
hypotension or a renal failure, or if other conditions occurred, some of which one could
not even envision. Therefore conclusions we obtain are defeasible and hence they fail
the property of monotonicity of logical consequence relation: once a conclusion has
been drawn, it might have to be retracted when new information establishing that
the condition “all other things being equal” has been violated. Deduction we are dealing
with is therefore a kind of nonmonotonic deduction.
Induction. Once predictions have been derived from candidate solutions, they need to
be matched against observations in order to choose the best solution. Since hypotheses
are ranked at the beginning of the testing phase, some hypotheses will be tested before
others according to the adopted ranking criteria. During this phase, induction corrobo-
rates those hypotheses whose expected consequences turn out to be in agreement with
the state of affairs in the patient and refutates those which failed this test. Induction,
then, is the final testing of the abduced hypothesis. It mediates between abduction and
deduction by testing the may be against what is. It is just after induction that we can
attach any significant value to a hypothesis. Induction and deduction finish what
abduction begins.
The cyclic structure of ST-MODEL stresses the nonmonotonic character of medical
reasoning: hypotheses can be withdrawn whenever new information becomes available.
The nonmonotonic character of the ST-MODEL arises both from the above mentioned
assumptions made during deduction, and from the logical unsoundness of the ascending
part of the cycle guessing hypotheses to be tested. Doyle [7] pointed out that, since their
unsoundness, these guesses do not exibit the truth-preservative behavior of ideal
rationality characterizing the incremental deduction of classical logic, but the nonmono-
tonic behavior of limited rationality of commonsense reasoning that allows the reasoner
to discharge and abandon old hypotheses to make possible the tentative adoption of
new ones. However, this adoption is not merely tentative but rationally tentative: just
as abduction, it is based on a reasoned selection of knowledge [22] and on some preference
criteria which avoid the computational intractability ofhypotheses generation and testing.
One of the principal means of limiting rationality is indeed to limit efforts by directing
attention to some hypotheses and ignoring others. This character matches exactly with
the ability of an expert in generating a small set of hypotheses to be carefully tested.
But in such a case, the expert has to be ready to withdraw paths of reasoning when
they diverge from the correct path, that is from the path that the expert would have
taken if one had considering igiiored knowledge portions. In such a way, the nonmonoto-
nic character turns out as a foundative epistemological feature of the ST-MODEL of
medical reasoning, since this nonmonotonic character is the result not of a mere lack
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of information but of a reasoned limiting of information imposed by its own logical
unsoundness.
3. Generic Tasks in Medical
The cognitive problem facing the physician is how to take the available clinical data in
a given case, which are disparate in kind and reliability, and infer from them, in the light
of personal knowledge, the appropriate conclusions, whether they pertain to diagnosis,
therapy planning, or patient monitoring. These can be considered as the generic tasks
that a medical KBS should execute to help physicians in managing a patient. We claim
that each of these generic tasks may be executed by an inference model which represents
an instance of the ST-MODEL and works on a specific ontology.
3.1 Diagnosis
Figure 3 shows the ST-MODEL when applied to a diagnostic task. Diagnostic reasoning
aims at providing explanation of the current situation in the patient. Therefore, it usually
represents the first task to be executed in medical reasoning, since a medical action needs
a previous understanding of the patient clinical state, in terms of either a deep
physiopathological model or a recognition of a need for a quick medical action. Diagnosis
starts from patient data that usually provide incomplete information about the state of
affairs in the patient. This information is subsequently abstracted into clinical evidences
to be explained. Then, abduction selects diagnostic hypotheses worth to be pursued.
After abduction has taken place, the set of diagnostic hypotheses (i.e., the diagnostic
space) needs to be organized for planning the next step of reasoning, according to some
preference criteria. Starting from the highest ranked diagnostic hypothesis, deduction
decides which manifestations have to be expected if this hypothesis is true (expected
data). Thus, new laboratory or clinical examinations can be requested to verify unobserved
expectations. Finally, induction establishes whether hypotheses can be concluded or
refutated, or whether they are worth testing further, depending on how closely the
observed manifestations match against expectations. Furthermore, this inference type
deals with the termination of the diagnostic process: it decides whether a satisfactory
explanation of the patient°s state has been achieved.
3.2 Therapy Planning
Therapy planning may be represented as shown in Figure 4. It starts with the observed
data and diagnosis, when available. From these information, a process of abstraction
derives a concise and essential portrait of the situation consisting of a list of therapeutic
problems which may be relevant for the given patient. Such a task not only involves
mapping continuous values of clinical variables into meaningful categorical propositions,
but also, and more important, deriving a restricted set of critical aspects of the patient°s
condition which can be immediately interpreted as a list of crucial targets of the therapy
(therapeutic problem recognition and formulation).
The successive abduction takes the list of therapeutic problems and infers a presumptive
list of therapies which includes those treatments that deserve consideration as potentially
useful in handling those problems. Far from being definitive, elements of this list are
considered just as potentially pertinent actions which need further more focused analysis
and testing.
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Figure 3: The ST-MODEL for Diagnostic Reasoning
3.3 Monitoring
Although the word monitoring is often thought to refer to the action of obtaining data,
the proper use of the term in medicine is to observe and to control the course of a
patient°s condition. It is pertinent to answer here the following question: does monitoring
represent a different generic task from diagnosis and therapy planning? Without taking
into consideration very specific situations, diagnosis can be considered as the task of
achieving the best explanation of a patient°s condition, therapy planning the best action
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Figure 4: The ST-MODEL for Therapy Planning
to perform in order to improve a patient°s condition, and monitoring the best strategy
to verify if the planned action proves to be really effective. However, monitoring implies
an action in the real world, that is on the patient, wile therapy planning requires just
the ability to predict the course of events.
From an epistemological point of view, monitoring may be described by the ST-MODEL.
If the selected therapy works and the patient is responding appropriately, according o
the specific-patient model used, then therapy is continued or the patient is released. frorn
treatment (testing phase). If the therapy did not work or if unusual findings arise, then
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further assessment is necessary (generating phase). As a result of monitoring, previous
diagnosis and therapy planning tend to be either confirmed or rendered questionable.
In the former case monitoring implies continuous cycling between deduction and
induction, while in the latter case diagnosis and/or therapy planning may need to be
revised, so requiring abductive inferences starting from the patient°s new condition. Since
deduction plays an essential role in monitoring, reliable predictive models of the time
course of a patient”s condition represent the most important computational issue.
4. Computational Issues of the New Generation
of Medical Knowledge Based Systems
The epistemological constraints on medical KBSs illustrated in the previous sections
pose some requirements on their architecture from a computational point of view. It
should support the integration of different modes of making inferences and etherogeneous
sources of medical knowledge. A medical KBS should be able to execute three generic
tasks, diagnosis, therapy planning, and monitoring, all these coordinated by a patient
manager module. Each of these tasks is organized as a composite process where data
abstraction precedes abductive, deductive, and inductive type of inferences. Knowledge
exploited during the different phases of medical reasoning can be represented using
different formalisms. Thus, a general architectue for medical KBSs should:
o provide an appropriate framework for representing explicitly and separately control
knowledge, i.e. the inference model of medical reasoning, and domain specific medical
knowledge, i.e. the ontology;
o provide an adequate high-level formalism for representing the inference model;
o support different formalism for representing medical knowledge, such as frames, rules,
quantitative and qualitative modeling, quantitative and qualitative in uence diagrams.
The Blackboard Control Architecture (BCA) seems to provide a suitable framework to
build such KBSs. The key point for this claim is that the BCA incorporates the features
of both meta-level and blackboard systems. Since we identified two different classes of
knowledge sources: (ontology and inference model) the separation between an object-level
and a metalevel provided by BCA is essential. This is typical of pure meta-level systems
and represents an essential feature for a high-level explanation of system°s reasoning.
The BCA also defines an adaptive scheduling mechanism to manage both knowledge
sources. The flexibility of this mechanism allows us to reproduce either the meta-level
driven behaviour of meta-level systems, or the event-driven and opportunistic approach
typical of the pure blackboard architecture. Achieving a clear separation between
ontology and inference model is crucial to define a general architecture for medical
applications that is expected to be extensible and adaptable to deal with various classes
of medical problems.
Moreover, besides ensuring coherence at the architecture level, the new generation of
KBSs should include a Knowledge Representation Advisor (KRA) whose task should be
to assist the physician in using the most suitable formalism among those made available
by the system to represent his/her own knowledge. The KRA should be conceived as
an expert system itself in the domain of scientific medical knowledge representation. It
should be able to understand the type of knowledge available and its intended use to
suggest which formalism or formalisms are the most suitable for representing that
knowledge. Once they have been chosen, KRA should verify the formal correctness of
each chunk of knowledge entered by the user. The availability of such a KRA is an
essential step toward the design and development of an advanced knowledge acquistion
tool.
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5. Conclusions
An epistemological model of medical reasoning aims at providing the cognitive
justification of physicians” reasoning when they conjecture, test, adopt or reject a
hypothesis. This point can be expressed by saying that what it tries to provide is a
“rational reconstruction” of what physicians do. It is different from an epistemological
model of scientific discovery? The answer to this question may be controversial. In
talking about a logic of discovery very different aspects need to be distinguished: a logic
of scientific theory generation and a logic of prior assessment. Since medical reasoning
concerns the exploitation of available medical knowledge to solve problems, it does not
imply any generation of new theories but the selection of suitable theories among those
already formulated to solve the problems of the patient at hand. On the other hand, a
logic of prior assessment concerns the appraisal of hypotheses after they have been
generated or selected but before they have been tested. That there must be some logic
of this sort is suggested by the fact noted by Peirce that “proposals for hypotheses may
inundate us in an overwhelming flood” [17, 5.602]. Given a finite body of observational
data, there may a large number of alternative hypotheses from which the data can be
deduced from. We must have some way of deciding which hypotheses to take seriously and
which to ignore. This aspect is essential when a rational reconstruction of physicians
reasoning is attempted.
Among the three major positions about a logic of discovery, the abductive inference
account was that influenced significantly the formulation of the unified epistemological
model of medical reasoning described in this paper. It is unified in the sense that the
same inference model can execute the following three generic tasks involved in medical
reasoning: diagnosis, therapy planning, and monitoring. Medical reasoning may be
broken down into two different phases: first, observational data are abstracted and used
to select working hypotheses (hypothesis selection phase), then these hypotheses provide
the starting conditions to forecast expected consequences which should be matched with
the state of affairs in the patient in order to confirm or falsify those hypotheses which
they come from (hypthesis testing phase). Selected hypotheses are not accepted as true,
but as working conjectures which are worth taking seriously enough to submit to detailed
exploration and testing.
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Konzeptuelle Graphen als Semantisches Modell
für den Medizinischen Befund
Jochen Bernauer
Zusammenfassung
Die semantische Darstellung klinischer Befunddaten in medizinischen Informationssystemen
erfordert ein koherentes und konsistentes Repräsentationsmodell. Ein solches Modell ist
Voraussetzungfiir die strukturierte Erfassung, Speicherung und Verbalisierung von Fakten,
sowie fiir den Zugrijf unter variablen Datenbankanfragen. Im vorliegenden Ansatz werden
konzeptuelle Graphen, in der Notation von Sowa, als Repräsentationsmodell vorgeschlagen.
Konzeptuelle Graphen sind zusammenhängende und zweigeteilte gerichtete Graphen. Sie
bestehen aus Begri fs-Knoten, die durch Relations-Knoten verbunden sind. Als Unterklasse
werden konzeptuelle Befund-Graphen definiert, die eine eingeschränkte, auf klinisch-
diagnostische Befundbeschreibungen ausgerichtete Sprache erzeugen. Um zu einem kom-
positionellen Modell zu kommen, werden die Konstruktoren Aggregation und Enumeration
eingeführt. Sie ermöglichen die rekursive Konstruktion von konzeptuellen Befundgraphen
aus atomaren Elementen und Fragmenten, d. h. aggregierten Graphen. Zur permanenten
Speicherung in lnformationssytemen können konzeptuelle Befundgraphen auf relationale
Datenstrukturen abgebildet werden. Über Methoden der Textgenerierung können aus
Befundgraphen natiirlichsprachliche Oberflächendarstellungen erzeugt werden. Die Anwen-
dung des Modells in Befundungssystemen setzt ein strukturiertes kontrolliertes Vokabular
voraus, welches die relevanten Begriffe des Anwendungsbereichs abdeckt. Um die Konstruk-
tion konzeptueller Befundgraphen bei der Datenerfassung effizient unterstützen zu können,
muß zusätzlich zu den Begriffen taxonomisches und assoziatives Wissen repräsentiert
werden. Auf diese Weise kann die Kombination von Begriffen auf sinnvolle Kombinationen
beschränkt werden. Das Modell wurde an wissensbasierten Befundungssystemen fiir die
Skelett-Szintigraphie und fiir die Augenheilkunde entwickelt und wird derzeit in diesen
Systemen realisiert. '
Einführung
In der Klinik werden die Ergebnisse diagnostischer Untersuchungen üblicherweise in
freier Terminologie verbal beschrieben. Dies gilt vor allem für den bildgebenden Bereich.
Um durch Rechnereinsatz zu einer inhalts-orientierten, abstrakten Darstellung von
Befunden zu kommen, bieten sich prinzipiell zwei Möglichkeiten an:
(1) Die Analyse freitextlicher Äußerungen durch Methoden der Klartextanalyse (z. B.
[12]).
(2) Die Konstruktion von Befundbeschreibungen auf der Grundlage einer kontrollierten
Terminologie und eines kompositionellen Modells.
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Bei der Komplexität der freien klinischen Befundsprache bedeutet der analytische Ansatz
einen hohen Aufwand, der in der Routine in der Regel nicht gerechtfertigt ist.
Haupteinsatzgebiet dieses Ansatzes ist daher die Indexierung von Befunddokumenten,
d. h. die automatische Erkennung standardisierter Schlüsselwörter.
Der konstruktive Ansatz, der seine Wurzeln in SNOP und SNOMED [7] hat, erscheint
unter den neuen technologischen Möglichkeiten attraktiv, da sich durch graphische
Benutzeroberflächen, Menutechnik, Digitalisierbrett, etc. neuartige Wege der interaktiven
Datenerfassung auftun. Das beschriebene Modell konzentriert sich daher ausschließlich
auf konstruktive Aspekte der Befunddarstellung.
SNOMED, als eine der derzeit wohl umfassendsten systematischen Nomenklaturen der
Medizin, eignet sich nur bedingt zur semantischen Darstellung von Befundaussagen, wie
sie im Zusammenhang der Vielzahl diagnostischer Verfahren in den einzelnen medizi-
nischen Fachdisziplinen entstehen. Die Gründe hierfür sind zum einen die inhaltliche
Unvollständigkeit des Vokabulars, zum andern strukturelle Probleme. So fehlen in
großem Maße Begriffe für untersuchungsspezifische Befund-Phänomene, sowie Begriffe
zu deren näherer Modifikation. Zum Teil werden vorhandene Modifikatoren nicht
atomar angeboten, sondern sind nur über einen bedeutungstragenden Code darstellbar.
Begriffe, die den Bezug zu Ort, Zeit, Erklärung, Ziel, etc. näher charakterisieren, sind
nicht ausreichend vorgesehen. Vagheit wird nicht in dem Maße unterstützt, wie es klinisch
notwendig erscheint. Zum andern machen die folgenden strukturellen Defizite den
generativen Einsatz von SNOMED in Befundungssystemen problematisch: Semantische
Beziehungen innerhalb des Vokabulars sind nicht explizit repräsentiert. Die Kombinier-
barkeit der Begriffe aus den verschiedenen Achsen ist nicht spezifiziert. Negation wird
nicht atomar unterstützt. Es fehlen syntaktische Konstruktoren für Aggregation und
Mengenbildung. Schließlich fehlt der Nomenklatur eine lexikalische Komponente für die
Textgenerierung.
Auf diesem Hintergrund kommt der Konstruktion medizinischer Vokabulare wachsende
Bedeutung zu, die im Rechner vorgehalten werden können und für mehrere Zwecke
gleichzeitig operational eingesetzt werden können [6]. Wichtig ist in diesem Zusammen-
hang die Funktion kontrollierter Vokabulare bei der Erfassung, Speicherung und dem
Zugriff auf medizinische Patientendaten. Daneben setzt aber auch die effiziente Ein-
bindung von medizinischen Wissensbasen strukturierte, kontrollierte Vokabulare voraus.
In letzter Zeit wurden verschiedene Vorschläge für kompositionelle Systeme zur
Darstellung patientenspezifischer Fakten gemacht (z. B. [10, 11]). Im Rahmen von
CEN/TC 251 beschäftigt sich eine Working Group mit Fragen der Standardisierung
medizinischer Terminologie, Semantik und Wissensbasen [5].
Der vorgestellte Ansatz beschreibt ein kompositionelles Modell für die Darstellung
medizinischer Fakten auf der Grundlage konzeptueller Graphen [13]. Es werden
konzeptuelle Befundgraphen als deren Unterklasse eingeführt, und es wird gezeigt, welche
sprachlichen Äußerungen sich über diese Methode darstellen lassen. Für die Konstruk-
tion von konzeptuellen Befundgraphen werden die Operatoren Aggregation und Enume-
ration definiert. Sie erlauben die rekursive Konstruktion von Befundgraphen aus
atomaren Bestandteilen und Fragmenten, d. h. aggregierten Teilgraphen. Schließlich
wird skizziert, wie über Methoden der Textgenerierung aus der abstrakten Darstellung
natürlichsprachliche Oberflächendarstellungen erzeugt werden können.
Konzeptuelie Befund-Graphen
Konzeptuelle Graphen wurden in [13] als Notation zur Wissensrepräsentation eingeführt.
Definitionsgemäß ist ein konzeptueller Graph ein zusammenhängender und zweigeteilter
gerichteter Graph, dessen Knoten Begriffen und semantischen Relationen entsprechen.
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Abbildung 1: Konzeptueller Befundgraph für einen Befund aus dem Bereich der Skelett-Szinti-
graphie: „In der Früh- und Spätphase deutliche fokale Mehranreicherungen am proximalen
Femurschaft und im Bereich des Trochanter major, rechts, vereinbar mit einer scbaftbetonten
Prothesenlockerung“
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Dabei sind Begriffsknoten durch semantische Relationen verknüpft. Je nach der Anzahl
der unter einer Relation verknüpften Konzepte, unterscheidet man monadische, dyadische
und n-adische Relationen. Ein konzeptueller Befund-Graph (CFG conceptual finding
graph) ist ein spezieller konzeptueller Graph, mit den folgenden Einschränkungen: (1)
ein CFG ist azyklisch, (2) Jeder Begriffs-Knoten ist über höchstens einen Relationsknoten
erreichbar. (3) Es gibt virtuelle Begriffs-Typen für Aufzählungen (ENUMERATION)
und Relationskomplexe (COMPLEX). Relationskomplexe entsprechen Präpositional-
phrasen der natürlichen Sprache in der grammatischen Funktion als Direktiv-, Expansiv-,
oder Präpositionalattribut, bzw. als Qualitativ- oder Situativangabe. Ein Relations-
komplex hat eine Hauptkomponente (:HEAD), die sprachlich einer Nominalphrase
entspricht, und eine Relationskomponente (:REL), die einer Präpositon oder Präpositio-
nalphrase entspricht. Die semantischen Relationstypen sind linguistisch motiviert.
Beispiele sind: :AGENT, zur Bezeichnung eines Urhebers eines Geschehens, :OBJECT,
für das Objekt eines Geschehens, :ATTRIBUTE, zur näheren Bestimmung einer
konkreten oder erdachten Einheit, usw. Zur Veranschaulichung zeigt Abb. 1 die
CFG-Darstellung eines typischen Befundes aus dem Bereich der Skelett-Szintigraphie.
Dabei stellen die Rechtecke Begriffe und die Kreise semantische Relationen dar. '
Durch konzeptuelle Befundgraphen darstellbare Fakten
Konzeptuelle Befundgraphen sind eine Methode zur Darstellung einer bestimmten Klasse
von Fakten, deren sprachliche Form einem Ausschnitt der natürlichen Sprache entspricht.
Dieser Sprachausschnitt besteht aus folgenden grammatischen Elementen (vgl. [8]):
(1) Komplexe Nominalphrasen, in denen als Satelliten des Nomens die folgenden
Elemente auftreten können: Determinativ, Adjektive aus der Klasse der quantitativen,
referentiellen, qualitativen, Herkunfts-, und klassifikatorischen Adjektive (sowie deren
Erweiterung zu Adjektivphrasen), Genitivattribut, Direktiv-, Expansiv-, Präpositio-
nalattribut, sowie Qualitativ- oder Situativangabe (Tab. 1).
(2) Einfache Sätze, d. h. Sätze ohne Relativ- oder Nebensätze, mit aktiver oder passiver
Verbform.
Tabellel: Mögliche Satelliten des Nomens in Nominalphrasen, die durch konzeptuelle Be-
fundgraphen darstellbar sind.
Satellit Beispiel
Determinativ der, ein, kein





Genitiv-Attribut Frage einer Fraktur l[Gen. explikativus)
Drittel des Femurs i[Gen. possesoris)
Infiltration des Tumors “Gen subjectivus)l
Fraktur des Femurs (Gen. objectivus)
Direktiv-Attribut Infiltration in die Orbita
Expansiv-Attribut Zunahme um 10 kg
Bräpositional-Attribut Verdacht auf einen entzündlichen Prozeß
Qualitativ-Angabe _ _ . bei bekanntem Primärtumor
Situativ-Angabe . . . nach der Kontrolluntersuchung
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Dieser Sprachausschnitt deckt sich weitgehend mit dem in der klinischen Routine
gebräuchlichen, telegraphischen Befundstil.
Fragmente und Operatoren auf Fragmenten
Für die praktische Erfassung von Befunden ist ihre Konstruktion allein aus atomaren
Bestandteilen zu aufwendig. Aus diesem Grund sind in dem Modell Konstruktoren
vorgesehen, um konzeptuelle Befundgraphen aus Fragmenten, d. h. atomaren Be-
standteilen oder Teilgraphen, zusammenzusetzen. In diesem Zusammehang sind die in
Tab. 2 aufgeführten Fragment-Typen relevant: Atome entprechen elementaren Begriffen
des Vokabulars. CFG”s sind mehrelementige Graphen. Komplexe entsprechen sprachlich
Präpositionalphrasen. Relationskonzepte entsprechen Präpositionen bzw. Präpositions-
phrasen. Negation ist eine monadische Relation.
Für die Komposition von Fragmenten stehen die Konstruktoren Enumeration und
Aggregation zur Verfügung. Ihre Wirkungsweise kann folgendermaßen veranschaulicht
werden.
Enumeration ist anwendbar auf Fragmente gleichen Typs und bewirkt deren Mengen-
bildung: (1) Sind die Fragmente vom Typ Atom, CFG oder Relations-Konzept, so
wird ein virtuelles Konzept vom Typ ENUMERATION generiert, welches über die
Relation :ELEMENTS mit den einzelnen Fragmenten verknüpft ist. (2) Sind die
Fragmente vom Typ Relationskomplex, so wird bei Gleichheit des Relations-Konzepts
die :HEAD-Komponente enumeriert, andernfalls wird wie bei (1) verfahren, d. h. es
wird eine Enumeration der Komplexe generiert.
Aggregation dient der Verfeinerung von Fragmenten und bewirkt deren Verknüpfung
unter einer semantischen Relation: Seien fl, f2 Fragmente, die unter der semantischen
Relation r aggregiert werden sollen: (1) Ist Typ (fl) e {Atom,CFG} und Typ (f2) e {Atom,
CFG,Komplex,Negation}, so wird f2 über r an das Wurzel-Konzept von fl gebunden.
(2) Ist Typ(f1)=Komplex und Typ(f2) G {Atom,CFG,Komplex,Negation), so wird f2
über r an das Wurzel-Konzept der :HEAD-Komponente von fl gebunden. Ist Typ(f2)
=Relationskonzept, so wird die :REL-Komponente von fl ersetzt.
Konzept-Hierarchie mit Constraints
Die Konstruktoren Aggregation und Enumeration unterstützen den syntaktischen
Aufbau von konzeptuellen Befundgraphen. Um die Konstruktion auf semantisch
konsistente Fakten zu beschränken, sieht das Modell die Repräsentation von taxo-
Tabelle 2: Fragment-Typen für die Konstruktion von konzeptuellen Befundgraphen.
Fragment- Typ CFG-Darstellung Bedeutung
Atom Femur) Femur
CFG Femur (:PART(Schaft(:ATTRIBUTE proximaler
proximal)))) Femurschaft
Komplex (COMPLEX) (:HEAD(Trochanter_ im Bereich des
major) Trochanter major
_ (:REL (im _ Bereich)))
Relationskonzept (vereinbar_mit) vereinbar mit
Negation (:NEG) nicht, kein
K5/5/-\
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nomischem und assoziativem Wissen innerhalb des Vokabulars vor. Dabei wird das
taxonomische Wissen über die Organisation der Begriffe in einer Begriffshierarchie
realisiert, die is-a- und Teil-von-Beziehungen unterstützt. Das assoziative Wissen betrifft
die Kombinierbarkeit von Begriffen unter der Aggregation und beschränkt sie auf
sinnvolle Kombinationen. Dazu stehen direkte und indirekte Auswahlfunktionen (con-
straints) zur Verfügung. Direkte constraints beziehen sich auf Konzepte, die direkt
über eine Relation aggregiert werden können. Indirekte constraints beziehen sich auf
Konzepte, die im Kontext eines bestimmten Konzeptes relevant sind und gemeinsam
mit diesem innerhalb eines Befundgraphen vertreten sein können. Die Auswahlfunktionen
werden innerhalb der Begriffshierarchie entlang der is-a- und part-of-Kanten vererbt.
Abb. 2 zeigt einen Ausschnitt einer solchen Konzept-Typ-Hierachie für den Bereich der
Skelett-Szintigraphie.
Über die Auswahlfunktionen werden die zu einem Begriff aggregierbaren Begriffe
definiert. Damit ist jedoch noch nichts ausgesagt über die semantische Relation, unter
der die Begriffe zu aggregieren sind. Diese darf nicht a priori fest an die Begriffe gebunden
sein, da sie selbst bedeutungstragend ist. Hingegen ist es sinnvoll, die Möglichkeit zu
bieten, die semantische Relation sowohl an die constraints als auch an die Begriffe zu
binden. Dabei haben die an die constraints gebundene Relationen die höhere Priorität
(vgl. [4]).
Textgenerierung aus konzeptuellen Befundgraphen
Eine für die praktische Anwendung des Modells entscheidende Funktion ist die
Transformation von konzeptuellen Befundgraphen in Sätze und Phrasen der natürlichen
Sprache. Methodisch orientiert sich dieses Vorgehen an dem in [9] beschriebenen Ansatz.
Dabei vollzieht sich der Prozeß der Textgenerierung in zwei von einander unabhängigen
Schritten, die hier nur skizziert werden können (vgl. [14]):
(1) Im ersten Schritt wird durch den Generatorkern eine intermediäre Verbalisations-
struktur erzeugt, die die grammatischen Bestandteile der Oberflächendarstellung
eindeutig festlegt. Dabei werden in rekursiver Weise die semantischen Relationen
realisiert und das Ergebnis auf der nächsthöheren Ebene eingebettet. Die Realisierung
erfolgt im Zugriff auf ein semantisches Lexikon, welches zu jedem Begriff möglich
Verbalisierungsalternativen (als Nomen, als Adjektiv, als Verb) und Informationen
zur Realisierung der Ergänzungen enthält.
(2) Im zweiten Schritt erzeugt der Oberflächengenerator aus der intermediären Verbalisa-
tionsstruktur morphosyntaktisch korrekte Sätze. Dabei werden Flexionsregeln und
Regeln zur Satzgliedstellung des Deutschen angewandt [8]. Die Ober ächengenerie-
rung erfolgt im Zugriff auf ein grammatisches Wörterbuch.
Realisierung des Modells in Befundungssystemen
Auf der Grundlage des dargestellten Modells werden derzeit in einem bottom-up Ansatz
wissensbasierte Befundungssysteme für die Nuklearmedizin und für die Augenheilkunde
entwickelt [1, 2, 3]. Für die Konstruktion einer Konzept-Typ-Hierarchie für ein spezielles
diagnostisches Verfahren sind die folgenden Fragen leitend: Welche anatomischen
Strukturen und welche Funktionen lassen sich durch das Verfahren beurteilen? Welche
Befund-Phänomene können beobachtet werden? Welche Diagnosen sind im Kontext
des Verfahrens relevante Fragestellungen und Beurteilungen? Welche Modifikatoren
sind zur Verfeinerung notwendig? Welche Relevanz-Beziehungen bestehen zwischen
anatomischen Strukturen, Befund-Phänomenen und Diagnosen?
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Für die Datenerfassung werden anwendungsspezifische Befundungs-Schnittstellen ent-
wickelt, die auf der Grundlage der Begriffs-Hierarchie und der constraints relevante
Ausschnitte des Vokabulars adaptiv darstellen, so daß komplexe Beschreibungen durch
Begriffs-Selektion und -Kombination in effizienter Weise interaktiv erzeugt werden
können. Über einen Textgenerator können grammatikalisch korrekte Befundberichte
generiert werden, die stilistisch dem klinischen Jargon entsprechen.
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Interaktive Beatmungsoptimierung
mit dem Beratungssystem IBEUS
K. Gärtner
1. Einführung
Die Entwicklung des medizinischen Beratungssystems „IBEUS“ (Intensivtherapeutisches
Beatmungs- Entscheidungs- Unterstützungs System) ist ein Versuch, den äußerst kompli-
zierten Entscheidungsfindungsprozeß des Arztes bei der Optimierung der maschinellen
Beatmung auf der Intensivtherapiestation zu unterstützen.
Mit IBEUS wollen wir zur Sicherstellung einer optimalen Beatmung mittels stetiger
Abstimmung der beatmungsrelevanten Patienten-(X) und Geräteparameter (Y) beitragen
(Abb. 1).
Ziel ist eine adäquate Oxygenierung des Patienten bei geringstmöglichen Druckver-
hältnissen und geringstmöglichen Nebenwirkungen auf andere Organsysteme [1].
Abbildung 1: Blockschaltbild des Regelkreises bei der Beatmung mit IBEUS
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2. Problemcharakterisierung
Die Komplexität und Kompliziertheit der medizinischen Problemstellung liegen in
folgenden Merkmalen begründet, die das Problem von nichtmedizinischen unterscheidet:
1. Klare Richtlinien für die Therapieauswahl sind nicht verfügbar. (Z. B. können
verschiedene Beatmungsparameteränderungen zum gleichen Erfolg führen. Als Ur-
sache sind fehlende analytisch beschreibbare Zusammenhänge zwischen Funktions-
und Beatmungsparametern zu sehen).
2. Der jeweils aktuelle Zustand ist nicht mit Sicherheit bekannt. (Oft sind weder
Grundkrankheit noch pulmonaler Zustand ausreichend beurteilbar.)
3. Folgen der Behandlung sind nicht mit Sicherheit bekannt, d. h. die Auswirkungen
der Therapie sind oft nicht vorhersehbar (z. B. Medikamentenwirkung).
4. Geplante Ziele können nicht voll und ganz befriedigt werden, d. h.
a) Abwägen zwischen den negativen Auswirkungen einzelner Beatmungsgrößen
(z. B. bei AMV, PEEP, FIO2)1 sowie
b) ständige Berücksichtigung der Auswirkungen auf andere Organssysteme.
Gegenwärtig betonen die meisten Anwendungen auf dem Gebiet medizinischer Bera-
tungssysteme (siehe [2]) die Behandlung der Patienten, deren Krankheitsverlauf und
Reaktion auf die Therapie relativ feststehend sind. Dabei basiert das Wissen meistens
auf algorithmischen Regeln, die von umfangreichen Protokollen abgeleitet werden
(Fagan [3]).
Diese Regeln beinhalten aber oft nicht das Expertenwissen, das notwendig ist, um für
Patienten, die auf herkömmliche Therapie nicht ansprechen, aber bei denen unge-
wöhnliche Komplikationen vorliegen, eine qualitativ hohe Bewertung zu liefern.
Wir haben uns bei IBEUS auf ein System geeinigt, das primär für junges und weniger
erfahrenes klinisches Fachpersonal eine wertvolle Unterstützung darstellt, aber auch für
schwierige Problemfälle gute Ratschläge liefern kann.
Diese Möglichkeiten werden durch entsprechende Wahl der Betriebsart spezifiziert.
3. Systemkonzeption
Anhand der anwendungsspezifischen Besonderheiten haben wir uns für eine Konzeption
entschieden, die
1. Wissen, das in den Meßdaten enthalten ist, die am Patienten erfaßt werden können, und
2. Wissen, das sich in den Kenntnissen und Erfahrungen des Arztes widerspiegelt,
verarbeiten kann.
Sie enthält eine dreistufige Problemlösestrategie [4], die eine enge Verflechtung zweier
unterschiedlicher Inferenzstrategien vorsieht (Abb. 2):
1. Komponente Regellnterpreter (RI 1):
Ziel ist die Ableitung der zur Entscheidung relevanten Funktionsparameter nach
Abforderung der aktuellen Funktionsparameterwerte von der Datenerfassung bzw.
Krankenblattdatei anhand der Patientenkennung und Eingabe des pathophysiologischen
Befundes3 und daraus resultierender Zusatzinformationen.
Die Komponente arbeitet produktionsregelbasiert mit falldatengetriebener und vorwärts-
verkettender Lösungsstrategie.
2. Komponente PrognoseOptimierungsSystem (POS):
Ziel ist die Berechnung von drei Vorschlägen für die Einstellung des Ventilators auf der
Basis der ermittelten aktuellen Parameter.
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Die Komponente arbeitet anhand eines auf klinischen Stichprobendaten angepaßten
statistischen Modells zur Prognoseoptimierung. Das Modell ist geeignet, um auf der
Basis der Patientenmerkmale die optimalen Beatmungsparameter zu finden, die für den
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Abbildung 2: Systemkonzeption für das Beratungssystem IBEUS
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Die nötige Lernstichprobe ist dabei so zu bestimmen, daß den jeweils gegebenen
Patientenmerkmalen (Patientenkenndaten, Beatmungsindikation, funktionsparameter-
beein ussende Medikamente, gemessene und berechnete Funktionsparameter)2 die
eingestellten Beatmungsparameter (AMV, Af, tl, tpause, PEEP und FIO2 über Servo-
Ventilator 900 C)1 und der nach einer Stunde eingeschätzte Prognosewert4 (entspricht
einer Patientenzustandscharakterisierung mit Hilfe der Funktionsparameter PaO2,
PaCO2 und avDO2) zugeordnet werden.
Der Modellaufbau ist unter Nutzung des Potentialfunktionenalgorithmus5 und das
eigentliche Simulationsprogramm zur Suche der optimalen Steuerparameter nach dem
Verfahren von KIEFER-WOLFOWITZÖ realisiert [5].
3. Komponente (RI 2):
Ziel dieser Komponente ist die Bewertung der im POS errechneten Steuervorschläge
anhand der pathophysiologischen Informationen3, Normwerte, Trendanalysen und
anderer zum konkreten Fall notwendiger Informationen zum Patientenzustand. Aus
dieser Bewertung resultieren drei Eignungsgruppen von Vorschlägen:
optimal/bedingt/nicht geeignet .
Diese Komponente arbeitet wieder produktionsregelbasiert nach der Generate-und-Test-
Strategie mit differentialdiagnostischer Organisation (nach der Beatmungsindikation)
der Wissensbasis [6].
Das System mit RI1 und 2, Nutzeroberfläche und Datenerfassung ist in PROLOG
realisiert. Das Simulationsprogramm zur Prognoseoptimierung (POS) ist in der Pro-
grammiersprache C geschrieben und in das PROLOG-System von IBEUS über eine
feste Kopplung eingebunden [7]. Die Verwaltung aller Daten innerhalb der Beratung
mit IBEUS erfolgt global und strukturiert durch ein Blackboard.
4. IBEUS-Möglichkeiten und Ergebnisse
Für den Arzt ergeben sich die folgenden Möglichkeiten und Vorteile in der Arbeit mit
IBEUS:
1. Ermittlung bewerteter (Betriebsart DIALOG) oder unbewerteter (Betriebsart NOT-
FALL) Vorschläge zur Optimierung der Beatmungsparameter im aktuellen Beat-
mungsfall nach gewählter Betriebsart entsprechend der Entscheidungszeit (auch mit
Rückweisung in nicht entscheidbaren Situationen). ›
2. Test selbstgewählter Beatmungsparameter an aktuellen oder fiktiven Patienten durch
Berechnung des zu erwartenden Patientenzustandes mittels Prognosewert (Betriebsart
SIMULATION).
3. Gute Repräsentation der Ausgangsdaten und Ergebnisse einschließlich grafischer
Darstellungen der Trendverläufe bei den Parametern (Datensichtungsmodul -
Nutzung vorteilhaft bei Dienstübergabe).
4. Wählbarkeit einer Lösungsrechtfertigung (Erklärungsmodul bei RI 1 und 2).
5. Möglichkeiten zur Wissenserweiterung (WES-Modul [8]):
a) Erhöhung der Gesamtsystemgüte durch Neugewinnung der Modellparameter bei
vergrößerter Stichprobe (automatische Lernkomponente zur Wissensbasis)
b) Gewinnung neuer Erkenntnisse über eine statistische Auswertung der Stichprobe
hinsichtlich Klassenstruktur und Parameterwichtung
Die Modellerstellung und Wissensintegration für IBEUS hat z. Zt. (Sept. 1991) folgenden
Bearbeitungsstand:
Biometrie und Informatik in Medizin und Biologie 4/ 1992
240 GÄRTNER, Interaktive Beatmungsoptimierung
1. 33% der minimal notwendigen Stichprobe
2. ca. 50% vom notwendigen, medizinischen Fachwissen (ca. 100 Regeln)
Die Kombination der beiden realisierten Wissensverarbeitungsstrategien soll für Arzt
und Patient eine größere Sicherheit bezüglich einer
- größeren Breite der zu verarbeitenden Informationen und damit einer
- erhöhten Zutreffswahrscheinlichkeit der Beratungsergebnisse bewirken.
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Unterschiedliche Ansätze der Modellierung
und Wissensrepräsentation
bei der Typbestimmung des Diabetes mellitus
L..Janke1, W.Moser1, R. Engelbrechtl, M. Berger2, K. Piwernetz 2, R. Fiennerz
Zusammenfassung
Eine allgemeine Expertensystem-Shell (ESE/ VM), eine modellbasierte Shell (D3/CLAS-
SIKA) und eine Shell fiir (kausal) probabilistische Netze (HUGIN) wurden verwendet,
um ein wissensbasiertes Systemfiir die Typenbestimmung des Diabetes mellitusprototypisch
zu implementieren. Diese Arbeit stellt die gewählten Ansätze kurz vor und diskutiert die
dabei gewonnenen Erfahrungen.
Summary
A general expert system shell (ESE/ VM), a modell-based expert system shell (D3/CLAS-
SIKA) and a shell for (causal) probabilistic networks (HUGIN), respectively, were used
to prototypically implement a knowledge based system for the determination of the type
ofdiabetes. Thispaper introduces these approaches and discusses the gained experiences.
Schlagwörter
Modellbasiert, Regel, (Kausal) probabilistisches Netz, Shell, Unsicherheit, Wissens-
basiertes System.
1. Einleitung
Die Diagnose des Diabetes mellitus ist aufgrund seiner klinischen Symptome und der
verwendeten Laboruntersuchungen generell leicht zu stellen. Eine wesentliche Voraus-
setzung für eine angemessene Therapie für den Diabetespatienten, sowie für die
prognostische Einschätzung des weiteren Krankheitsverlaufs stellt die Bestimmung des
1) GSF-Forschungszentrum für Umwelt und Gesundheit GmbH, Institut für Medizinische Informatik und Systemforschung,
Ingolstädter Landstraße 1, 8042 Neuherberg
2) Diabetes-Zentrum des Lehrkrankenhauses München-Bogenhausen, Englschalkingerstraße 77, 8000 München 81
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Diabetestyps dar. Diese Typbestimmung wird nach Aussage der am Projekt beteiligten
Mediziner außerhalb von Diabeteszentren oft fehlerhaft durchgeführt.
Bei der Typbestimmung wird aus den vorliegenden Stammdaten (z. B. Alter, Größe,
Geschlecht) und Anamnesedaten (z. B. Verwandte mit bestimmtem Diabetestyp, Dia-
betesdauer) des Patienten der Diabetestyp (z. B. Typ I, Typ II, II a, II b) erschlossen. Die
Typbestimmung stellt sich somit als ein diagnostisches Problem dar, das auf einer
begrenzten Menge von Daten, Symptomen und Befunden basiert. Deren Ein uß auf den
Diabetestyp ist jedoch mit Unsicherheiten behaftet. Wegen der Überschaubarkeit wurde
dieses Problem gewählt, um praktische Erfahrungen mit unterschiedlichen Ansätzen zur
Modellierung und Repräsentation von Wissen zu gewinnen.
2. Verwendete Ansätze
2.1. Allgemeine Shell
In der allgemeinen Shell ESE/VM (Expert Environment/Virtual Machine) wird das
Wissen in Form von “IF . . . THEN” Regeln repräsentiert. Zur Darstellung von
Unsicherheiten wird der Formalismus der Certainty-Factors (BUCHANAN et al. 1985,
Part Four) angeboten. Eine Regel für die Typbestimmung ist z. B.
IF „Zahl der Verwandten mit TypI > 1“ THEN „Diabetestyp = I“
WITH EVIDENCE 0.15
Diese Regel besagt, daß bei Patienten, bei denen mehr als einmal Typ I Diabetes in der
Verwandtschaft diagnostiziert worden ist, sich der Verdacht, daß der Patient ebenfalls
an Typ I erkrankt ist, geringfügig verstärkt. Eine solche Aussage über die Veränderung
eines Verdachts darf aber nicht mit der Aussage verwechselt werden, daß ein bestimmter
Prozentsatz von Patienten mit dieser Anamnese an Typ I erkrankt ist.
2.2. Modellbasierte Shell
Eine allgemeine Shell stellt Formalismen zur Wissensrepräsentation und -verarbeitung
bereit, ohne jedoch Hinweise zu geben, wie ein Problembereich konkret zu strukturieren
1st.
In D3/CLASSIKA (GAPPA 1988, PUPPE 1990) ist die Strukturierung des Problembe-
reiches bereits vorgezeichnet. Hierzu wird von der Wissenserwerbskomponente CLASSI-
KA die Problemlösungsmethode „Heuristische Klassifikation“ unterstützt, die in Ab-
bildung 1 dargestellt ist.
Liegt eine explizite Problemlösungsmethode der Wissensakquisiston zugrunde, so müssen
die Konzepte des Anwendungsbereiches „nur“ noch den entsprechenden Konzepten der
Problemlösungsmethode zugeordnet werden.
Das Problem der Typbestimmung kann mit der Methode der „Heuristischen Klassifika-
tion“ gelöst werden. Von den Symptomen und Befunden wie z. B. „Geschlecht“, „Größe
bei Diabetesbeginn“ können Abstraktionen z. B. „Idealgewicht nach Broca bei Diabetes-
beginn“ gebildet werden, die dann mit einer Hierarchie von Diagnosen über Regeln
verknüpft werden können. Die Grobdiagnosen z. B. „Primärer Diabetes Mellitus“ werden
dann weiter zu den Enddiagnosen verfeinert (z. B. „Typ IIa“). Die mit D3/CLASSIKA
aufgebaute Diagnosehierarchie ist in Abbildung 2 dargestellt.
Für die Darstellung von Unsicherheiten bietet D3/CLASSIKA ein lineares Verrechnungs-
schema an. Die Beziehungen zwischen Symptomen bzw. Abstraktionen und Diagnosen
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Abbildung 2: Diagnosehierarchie der Diabetestypbestimmung in D3/CLASSIKA
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können mit positiven oder negativen Gewichten versehen werden. Die Bewertung einer
Diagnose ergibt sich dann aus der gewichteten Summe der vorliegenden Symptome und
Abstraktionen. Von den Entwicklern von D3/CLASSIKA wird dabei vorgeschlagen, die
Gewichte als Approximationen an bedingte Wahrscheinlichkeiten aufzufassen.
3. Probabilistische Netze
Ein grundlegendes Problem bei den beiden oben vorgestellten Ansätzen ist es, daß eine
operationale Definition der zur Anwendung kommenden Unsicherheiten nur bedingt
möglich ist.
Als ein Beispiel für operational definierte Unsicherheiten können Wahrscheinlichkeiten
gelten (z. B. Wahrscheinlichkeiten als Anteile in Gruppen). Deshalb liegt es nahe, die
Typenbestimmung auch mit (kausal) probabilistischen Netzen (PEARL 88) zu mo-
dellieren, die auf der klassischen Wahrscheinlichkeitstheorie basieren.
In der Shell HUGIN (Handling Uncertainty in General Inference Networks) zur
Erstellung von (kausal) probabilistischen Netzen wird die Struktur des Wissensbereiches
der Typbestimmung qualitativ in Form eines azyklisch gerichteten Graphen abgebildet.
Jeder Knoten repräsentiert eine Zufallsvariable (z. B. „Manifestationsalter“), die im
allgemeinen mehrere Ausprägungen annehmen kann. Durch gerichtete Kanten werden
die Abhängigkeitsbeziehungen zwischen den einzelnen Variablen dargestellt. Die Stärke
der im Graphen dargestellten Beziehungen wird durch bedingte Wahrscheinlichkeiten
quantifiziert. Für Knoten ohne Vorgänger degenerieren diese bedingten Wahrscheinlich-
keiten zu den Randverteilungen (Prävalenzen) der entsprechenden Zufallsvariablen. Ein
Ausschnitt des entstandenen Netzes zeigt Abbildung 3.
Aus der Abbildung 3 kann man z. B. entnehmen, daß das „Manifestationsalter“ des
Diabetes mellitus nur direkt vom „Diabetestyp“ beeinflußt wird. Das „Manifestations-
alter“ und die „Gewichtsbewertung“ sind nicht unabhängig voneinander, da sie die
gemeinsame Ursache „Diabetestyp“ besitzen. Ist die Ausprägung einer der beiden
Variablen bekannt, so liefert diese Information über die Ausprägung des „Diabetestyp“
und als Folge davon auch über die andere Variable. Wenn hingegen die Ausprägung
der gemeinsamen Ursache bekannt ist, so sind die beiden Variablen unabhängig, d. h.




ESE/VM stellt nur wenige explizite Strukturierungsmöglichkeiten zur Verfügung. Als
Leitfaden für die Erstellung der Wissensbasis diente die Vorgehensweise der beteiligten
Mediziner bei der Typbestimmung.
Beim modellbasierten Ansatz wird durch die vorgegebene Struktur der Problemlösungs-
methode eine Strukturierung der Wissensbasis erzwungen. Die Strukturierung erfolgte
im Hinblick darauf, welche Variablen bei der Typbestimmung die Rolle der Symptome,
Abstraktionen und Diagnosen innerhalb des Problemlösungsprozesses übernehmen.
In (kausal) probabilistischen Netzen werden keine Problemlösungsstrategien abgebildet,
sondern die für einen Problembereich relevanten Abhängigkeitsbeziehungen. Daher
wurde die Problemstruktur der Typbestimmung in ein (kausal) probabilistisches Netz
überführt.
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Abbildung 3: Ausschnitt aus dem (kausal) probabilistischen Netz für die Typbestimmung von
Diabetes mellitus
4.2. Art des Wissens
Für den Aufbau der Wissensbasen mit dem regel- und modellbasierten Ansatz wurde
das symptomatologische Wissen der Diabetestypbestimmung zugrunde gelegt. Die
heuristischen Regeln beschreiben das Wissen in der Richtung vom Symptom zur
Krankheit. Wenn z. B. das „Manifestationsalter < 35 Jahre“ ist, so deutet dies mit einer
bestimmten Sicherheit auf „Diabetestyp = I“ hin. Das Wissen wird also in der Richtung
beschrieben, wie es bei der Diagnose benötigt wird.
Bei der Konstruktion des (kausal) probabilistischen Netzes zur Bestimmung des
Diabetestyps wurde hingegen das nosologische Wissen in der Richtung von der Krankheit
zum Symptom herangezogen. Bei z. B. „Diabetestyp = II“ liegt das „Manifestations-
alter“ in 65% der Fälle über 50 Jahre. Das auf dem (kausal) probabilistischen Netz
arbeitende Inferenzverfahren von HUGIN stellt sicher, daß dann von vorliegenden
Symptomen auf die Diagnose geschlossen werden kann („Satz von Bayes“).
Obwohl ein (kausal) probabilistisches Netz auch mit dem symptomatologisclien W
aufgebaut werden könnte, bietet eine Modellierung über das nosologische Wissen
wesentliche Vorteile.
Der positive bzw. negative prädiktive Wert eines Symptoms S für eine iY11'a.iil_;l1eit
D(P(D | S) bzw. P(¬D | ¬S) ist sehr stark von der Prävalenz (P(D)) der Krankheit
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abhängig, hingegen nicht die Sensitivität bzw. Spezifität (P(S | D) bzw. P(¬S | ¬D)).
Werden nosologische Wahrscheinlichkeiten verwendet, so werden von der Prävalenz
der Krankheiten abhängige Wahrscheinlichkeiten gezielt auf einzelne Knoten be-
schränkt.
Auch gestaltete sich die Beschaffung der nosologischen Wahrscheinlichkeiten einfacher
als die der symptomatologischen, da erstere vielfach in der Literatur zu finden sind.
Besitzen Symptome eine gemeinsame Ursache, so ist ihr Auftreten nicht unabhängig
voneinander. Soll in der Richtung vom Symptom auf die Krankheit modelliert werden,
so müssen diese Abhängigkeiten ebenfalls mitberücksichtigt werden. Vielfach sind aber
Symptome gerade dann unabhängig, wenn ihre Ursachen bekannt sind. Diesem Umstand
wird mit der Modellierung von den Ursachen (Krankheiten) zu den Wirkungen
(Symptomen) Rechnung getragen.
4.3. Leistung
Die Unterstützung, die der Arzt bei der Bestimmung des Diabetestyps erhält, ist im Fall
des regel- bzw. modellbasierten Ansatzes ein Vorschlag für den beim Patienten vor-
liegenden Diabetestyp. Für die Berechnung dieses Vorschlags wird nur die Information
der eingegebenen Symptome herangezogen. Werden alle Symptome auf „unbekannt“
gesetzt, so werden keine Vorschläge ausgegeben.
Bei einem (kausal) probabilistischen Netz dagegen wird für jede Variable die entspre-
chende A-Priori Verteilung (Prävalenz) berechnet (z. B. P(„Manifestation mit Ketoaci-
dose“) = 0.11). Werden Symptome eingegeben, so werden für alle in der Wissensbasis
enthaltenen Variablen die entsprechenden bedingten Verteilungen berechnet (z. B.
P(„Manifestation mit Ketoacidose“I„Manifestationsalter g 15 Jahre“) = 0.79).
5. Erfahrungen
Beim Aufbau und der Evaluation der mit ESE/VM aufgebauten Wissensbasis (SCHNEIDER
et al. 1990) zeigte sich, daß die tatsächliche Interpretation der Certainty-Factors nur in
wenigen Fällen mit ihrer eigentlichen Definition übereinstimmte. Zum einen wurde die
Änderung von bedingten Wahrscheinlichkeiten - was der Definition der Certainty-
Factors - entspricht, direkt mit den bedingten Wahrscheinlichkeiten identi ziert. So
wurde z. B. diejenige Krankheit mit dem größten Certainty-Factor als die „wahr-
scheinlichste“ Krankheit aufgefaßt. Zum anderen wurden die Certainty-Factors so
„getrimmt“, daß ihre Kombination „vernünftige“ Werte ergab.
Nun kann man einwenden, daß es letztlich unerheblich ist, ob die Praxis der Certainty-
Factors mit ihrer Theorie übereinstimmt oder nicht, solange nur das wissensbasierte
System zu „korrekten“ Ergebnissen kommt. Läßt man einmal das Problem der
Definition von „korrekt“ außer acht, so muß man mit einem solchen Standpunkt auf
den Anspruch verzichten, einzelne Regeln verstehen zu wollen. Damit degeneriert die
Wissensbasis tendentiell zu einer Black-Box, deren Inhalt nicht mehr nachvollziehbar
und damit für Außenstehende nicht mehr überprüfbar bleibt.
Die in D3/CLASSIKA zur Darstellung der Unsicherheiten verwendeten Gewichte sind
ebenfalls schwierig zu interpretieren. Am Beispiel des linearen Verrechnungsschemas
soll eine andere „Technik“ illustriert werden, die beim Aufbau der regelbasierten bzw.
ınodellbasierten Wissensbasis notwendig war. Weisen zwei Symptome S1 (z. B. „Ketoaci-
dose bei Diabetesbeginn“) und S2 (z. B. „Manifestationsalter <25 Jahre“) auf eine
Krankheit (z. B. „Diabetestyp = I“) hin, so müssen die Gewichte der Regeln so
abgestimmt sein, daß die Krankheit das „richtige“ Gewicht erhält, wenn nur S1, oder
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nur S2, oder nur _iS1, oder nur ¬S2, oder S1 und S2, oder ¬S1 und S2 usw. bekannt
sind. Entscheidend ist, daß sich diese Gewichte nicht aus den Gewichten, die jeweils S1
bzw. S 2 allein für die Krankheit haben, ableiten lassen. Hieraus ergibt sich die praktische
Notwendigkeit, für jede dieser Situationen eine eigene Regel zu schreiben. Somit reduziert
sich das repräsentierte Wissen letzlich zu einer großen Tabelle, bei der in den
Zeilenüberschriften alle möglichen Symptommuster und in den Spaltenüberschriften die
möglichen Krankheiten aufgezählt werden.
Diese Probleme traten bei der Modellierung mit einem (kausal) probabilistischen Netz
nicht auf. Zum einen werden zur Quantifizierung der Unsicherheiten Wahrscheinlich-
keiten verwendet, zum anderen keine impliziten Annahmen über die Unabhängigkeit
der Variablen gemacht. Sicher ist die Beschaffung von den Wahrscheinlichkeiten nicht
immer einfach. (Kausal) probabilistische Netze besitzen aber den großen Vorteil, daß
jede dieser Wahrscheinlichkeiten tatsächlich auch bei der Inferenz wie eine Wahr-
scheinlichkeit behandelt wird. Als weiterer Vorteil ist zu nennen, daß die Entwickler
einer Wissensbasis gezwungen werden, alle Unabhängigkeitsannahmen explizit zu
repräsentieren. In (kausal) probabilistischen Netzen ist daher im Prinzip jeder einzelne
Teil des repräsentierten Wissens einer von den Entwicklern unabhängigen Überprüfung
zugänglich.
Im Gegensatz zum modellbasierten Ansatz mit D3/CLASSIKA, bei dem die Konzepte
des Anwendungsbereiches Diabetestypbestimmung sehr einfach den Konzepten der
„Heuristischen Klassifikation“ zugeordnet werden konnten, bereitete die Strukturierung
des Problembereiches mit (kausal) probabilistischen Netz größere Schwierigkeiten. Ziel
beim Aufbau eines solchen Netzes ist es, die Struktur zu finden, die (a) einsichtig für
den Anwender ist und (b) möglichst viele Unabhängigkeitsbeziehungen enthält, um alle
benötigten Wahrscheinlichkeiten bestimmen zu können. Die Struktur eines Netzes ist
für den Anwender dann besser nachzuvollziebar, wenn die Richtung dieser Beziehungen
mit den ihm vertrauten Beziehungen (z. B. Ursache-Wirkung) zusammenfällt und die
Variablen mit möglichst wenig Kanten untereinander verbunden sind. Um diese Ziele
zu erreichen, mußten zusätzliche Variablen (z. B. „Insulinresistenz“) eingeführt werden,
die nun nicht nur direkt beobachtbare, sondern auch latente Variablen darstellten.
Unsere sehr positiven Erfahrungen mit (kausal) probabilistischen Netzen bei der Typ-
bestimmung des Diabetes mellitus, lassen nicht den Schluß zu, daß ein gesamter
medizinischer Bereich (z. B. das gesamte Gebiet des Diabetes mellitus einschließlich
Therapie und Monitoring), in denen Unsicherheiten dominieren, in einem solchen Netz
modelliert werden sollte. Ganz abgesehen von den dabei auftretenden Effizienzproblemen
der Inferenzverfahren (COOPER 1990), sind die Konzepte, die (kausal) probabilistische
Netze zur Strukturierung bereitstellen - Variablen und deren Abhängigkeitsbeziehungen
- viel zu schwach, um die Struktur von Netzen mit mehreren hundert Knoten sinnvoll
nachvollziehen zu können. Um in solch komplexen Bereichen (kausal) probabilistische
Netze einsetzen zu können, muß der Bereich in sich verständliche Teilbereiche auf-
gegliedert werden. Den Zusammenhang zwischen solchen Teilbereichen könnten dann
entsprechend der zu lösenden Aufgabe „Problemlösungsmethoden“ herstellen, die auf
einer viel abstrakteren Ebene operieren und sich stärker an medizinischen Argumenta-
tionsformen orientieren, als dies bei z. B. der „Heuristischen Klassifikation“ der Fall ist.
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Mit dieser Bibliographie der für deutsche Verhältnisse aktuell wichtigen und allgemein
bedeutungsvollen medizinischen Klassifikationen und Nomenklaturen soll ein orientie-
render Einstieg in dieses unübersichtlich gewordene Gebiet ermöglicht werden. Dabei
stehen international anerkannte Ordnungssysteme für Krankheiten und medizinische
Prozeduren im Vordergrund. Die thematische Zuordnung zu den einzelnen Gruppen ist
nur als grobe Richtschnur zu betrachten, denn mehrfach sind relevante Nachweise auch
an anderen Stellen aufgeführt. Die Ordnung innerhalb der Gruppen ist vorwiegend nach
thematischen, sachlichen und chronologischen Gesichtspunkten und seltener alpha-
betisch vorgenommen worden. Die typographisch abgesetzten Annotationen sollen die
historische und sachliche Beurteilung und Einordnung bzw. die Beschaffung erleichtern.
Hinsichtlich der inhaltlichen Beschreibungen und aller sonstigen Einzelheiten wird auf
eine ausführliche Übersichtsarbeit verwiesen [65]. Der Verfasser ist für Hinweise auf
Fehler oder Unvollständigkeiten dankbar (Bearbeitungsstand: 15. 9. 1992).
1. Internationale Klassifikation der Krankheiten (ICD)
und andere Diagnosenklassifikationen
Die Internationale Klassi kation der Krankheiten, Verletzungen und Todesursachen
(ICD: International Statistical Classification of Diseases, Injuries, and Causes of Death;
IKK: in der DDR benutzte deutsche Abkürzung) ist die einzige weltweit verwendete
medizinische Klassifikation und betrifft im wesentlichen Diagnosen, Symptome und
Verletzungen. Sie wurde erstmals 1893 zur internationalen Anwendung empfohlen, wird
seit ihrer 6. Revision von 1948 von der Weltgesundheitsorganisation (WHO) heraus-
gegeben und ist seit 1979 in ihrer 9. Revision im Gebrauch (ICD-9). Die 10. Revision
(ICD-10) wird von der WHO 1992/93 publiziert und steht 1993/94 in ihrer deutschen
Fassung zur Verfügung. Mit ihrer Einführung in Deutschland ist bis 1996 zu rechnen;
in der Schweiz gibt es Planungen, sie für die Todesursachenstatistik eventuell schon ab
1994 und für die Krankenhausstatistik ab 1996 zu benutzen. Von der ICD-9 gibt es eine
Reihe von Kurzausgaben sowie Spezialausgaben für einzelne medizinische Fächer. Von
anderen Krankheitsklassifikationen werden hier im wesentlichen nur solche aufgeführt,
die mit der ICD kompatibel sind.
 i±
"*) Ergänzte und aktualisierte Fassung der Übersicht „Annotierte Bibliographie der für Deutschland wichtigen medizinischen
Klassifikationen“, die in „PMD. Praxis Medizinischer Dokumentation“ (München), Band 12, Heft 4 (Oktober 1992), und
Band 13, Heft l (Januar 1993), erschienen ist bzw. erscheinen wird.
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Die Internationale Nomenklatur der Krankheiten (IND: International Nomenclature
ofDiseases) soll in einigen Jahren vollständig vorliegen und dann auch für die Erarbeitung
der ICD-1 1 genutzt werden. Sie könnte helfen, die zunehmende internationale Konfusion
in der medizinischen Terminologie zu überwinden. Dazu sind allerdings multilinguale
Ausgaben erforderlich, die es gegenwärtig erst im Rahmen einzelner Projekte oder im
englischen Sprachraum gibt (dort insbesondere das UMLS Project [Unified Medical
Language System] der US National Library of Medicine [Lindberg et al.]). Deutsche
Ausgaben der IND konnten seit 1984 leider nicht mehr erscheinen.
1.1 ICD-9-Gesamtausgaben
[1] Manual of the International Statistical Classification of Diseases, Injuries, and Causes of
Death. Based on the Recommendations of the Ninth Revision Conference, 1975, and Adopted
by the Twenty-ninth World Health Assembly. Geneva: World Health Organization.
Vol. 1 : Introduction. List of Three-digit Categories. Tabular List of Inclusions and Four-digit
Subcategories. Medical Certification and Rules for Classification. Special Lists for Tabulation.
Definitions and Recommendations. Regulations. 1977. XXXIII, 773 pp.
Vol. 2: Alphabetic Index. 1978. XII, 659 pp.
[2] Internationale Klassifikation der Krankheiten, Verletzungen und Todesursachen (ICD) in der
Fassung der vom Bundesminister für Jugend, Familie, Frauen und Gesundheit heraus-
gegebenen 9. Revision. Köln, Stuttgart, Berlin, Mainz: Kohlhammer.
Band I Teil A: Systematisches Verzeichnis der Dreistelligen Allgemeinen Systematik und der
Vierstelligen Ausführlichen Systematik. 2., überarb. Aufl. 1988. IX, 762 S.
Band I Teil B: Zusätzliche Systematiken und Klassifizierungsregeln. 1987. IX, 296 S.
Band II: Alphabetisches Verzeichnis. 2., überarb. Aufl. 1988. VIII, 730 S.
Im Band I Teil A ist auch der „Leitfaden zur Erstellung der Diagnosenstatistik nach § I6
Bundespflegesatzverordnung (BBflV) “ in seiner 2., verbesserten Auflage abgedruckt (vgl. [66]).
Das systematische und alphabetische Verzeichnis ist beim DIMDI auch auf Magnetband oder
Diskette erhältlich (Bestelladresse siehe [62]).
[3] Internationale Statistische Klassifikation der Krankheiten, Verletzungen und Todesursachen
(IKK) der Weltgesundheitsorganisation (WHO). 9. Revision 1975. 2., durchges. Aufl. Hrsg.:
Ministerium für Gesundheitswesen der Deutschen Demokratischen Republik. Berlin: Volk
und Gesundheit. 1981. 527 S.
Zu dieser „Taschenausgabe“ der ICD-9, die im Gegensatz zur VESKA~Ausgabe [5] ungekürzt
alle vierstelligen Notationen enthält, gab es in der alten Bundesrepublik kein Pendant. Heute ist
jedoch auch diese Ausgabe nicht mehr im Handel. Als Kurzfassungen waren in der DDR seit
I979 bzw. 198] vom Vordruckleitverlag Freiberg, Außenstelle Dresden, zwei dreiseitige Listen
als Schreibtischunterlagen (ca. 28 >< 60 cm) für ambulant und/oder klinisch tätige Ärzte
bzw. für Stomatologen erhältlich (mit ausgewählten dreistelligen Notationen einschließlich
V-Klassifikation bzw. mit ausgewählten vierstelligen Notationen).
[4] Handbuch der Internationalen Statistischen Klassifikation der Krankheiten, Verletzungen
und Todesursachen auf der Grundlage der Empfehlungen der Neunten Revisionskonferenz
1975 und von der Neunundzwanzigsten Weltgesundheitsversammlung angenommen. Hrsg.:
Ministerium für Gesundheitswesen der Deutschen Demokratischen Republik.
Band 1: Systematische Verzeichnisse. Berlin: Volk und Gesundheit. 1983. 787 S.
Der Band 2 ( = Alphabetisches Register) ist nicht erschienen.
[5] Diagnosenschlüssel 1979 nach der Internationalen Klassifikation der Krankheiten der WHO,
ICD 9. Revision. Hrsg.: Vereinigung Schweizerischer Krankenhäuser (VESKA), Kommission
für medizinische Statistik und Dokumentation. Bearb.: Jana STUTZ, H. EHRENGRUBER,
HERRMANN, A. KUSTER, J _ WANNER u. M. WIPE. Aarau: VESKA. 1979.
[Band 1:] Systematisches Verzeichnis. 137 S. (Loseblattausgabe.)
[Band 2:] Alphabetisches Verzeichnis. 79 S. (Loseblattausgabe.)
Seit I979 sind vereinzelte Nachträge erschienen. Der Schlüssel ist auch auf Datenträgern
erhältlich. Bestelladresse: VESKA-Generalsekretariat, Postfach 42 02, CH-500] Aarau.
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[6] International Classification of Diseases. 9th Revision. Clinical Modification. ICD-9-CM. 4th
Edition. October 1991. Vol. 1&2: Ed. by The U.S. Department of Health and Human
Services (DHHS). Public Health Service (PHS). Health Care Financing Administration
(HCFA). Washington, DC: DHHS. DHHS Publication No. (PHS) 91-1260. (Loose-leaf
ring binder.)
Vol. 1: Diseases: Tabular List. XXIV, 1186 pp.
Vol. 2: Diseases: Alphabetic Index. XI, 910 pp.
Vol. 3: Procedures: Tabular List and Alphabetic Index. Ed. by DHH S, HCFA. Washington,
DC: DHHS. XXIX, 519 pp. (Loose-leaf ring binder).
Bestelladressefür alle drei Bände .' Superintendent ofDocuments, Government Printing Ojfice,
Washington, DC 20402-9371. Ojfiziell autorisierte Ergänzungen zu allen drei Bänden erscheinen
jedes Jahr zum I. Oktober. Parallelausgabe durch die American Medical Record Association
(AMRA), P.O. Box 9 7349, Chicago, IL 60690-7349.
1.2 ICD-9-Kurzausgaben
[7] Gemeinsamer einheitlicher Diagnosenschlüssel der Rentenversicherung und der Kranken-
versicherung. Gültig ab 1. Januar 1982. Erstellt nach der Internationalen Klassifikation der
Krankheiten (ICD - 9. Revision 1979). Hrsg. : Verband Deutscher Rentenversicherungsträger
und Arbeitsgemeinschaft für Gemeinschaftsaufgaben der Krankenversicherung. 5., ergänzte
Aufl. Frankfurt/M.: Verband Deutscher Rentenversicherungsträger. 1990. 8 S.
Dieser Schlüssel ist als „grüne Faltpappe“ bekannt und wegen seiner Kürze, die allerdings
auch zu Fehlverschlüsselungen_führt, weit verbreitet. Siehe auch Anmerkung zu [8].
[8] BfA-Diagnosenschlüssel - gültig ab 1. August 1991 -. Berlin: Bundesversicherungsanstalt
für Angestellte (BfA). 1991. 34 S.
Enthalten sind alle dreistelligen und eine Reihe von vier- und_fünfstelligen ICD-9-Notationen.
Unter dem Namen „Gemeinsamer einheitlicher Diagnosenschlüssel der 'Rentenversicherung und
der Krankenversicherung" soll dieses Verzeichnis ab I. I0. 1993 im gesamten Bereich der
Rentenversicherungsträger und des Medizinischen Dienstes der Sozialversicherung eingeführt
werden und [7] ablösen.
[9] Alphabetisches Verzeichnis häufiger Krankheitsbegriffe und ihre Zuordnung zur ICD (9. Revi-
sion). Hrsg.: Arbeitsgemeinschaft für Gemeinschaftsaufgaben der Krankenversicherung
(AGKV). Red.: J. MÜNSTERMANN. 3. Aufl. Essen: AGKV. 1988. 170 S.
Auch auf Diskette erhältlich.
1.3 ICD-9-Spezialausgaben
[10] Application of the International Classification of Diseases to Dentistry and Stomatology
(ICD-DA). Ed. by the World Health Organization (WHO). 2nd Edition. Geneva: WHO.
1978. 150 pp.
[11] Coding System for Disorders of the Eye (CDE). In: International Nomenclature of
Ophthalmology. Ed. by the American Academy of Ophthalmology and Otolaryngology.
Rochester/Minnesota, USA. 1977. (Zitiert nach [62].)
Enthalten sind englisch-, französisch-, deutsch- und spanischsprachige Bezeichnungen.
[12] Diagnosenschlüssel und Glossar psychiatrischer Krankheiten. Deutsche Ausgabe der inter-
nationalen Klassifikation der Krankheiten der WHO. ICD (= International Classification
of Diseases), 9. Revision, Kapitel V. Im Auftrag der Deutschen Gesellschaft für Psychiatrie und
Nervenheilkunde (DGPN) hrsg. v. R.DEG1<;w1rz, H. HELMCHEN, G. Kockorr u. W. MoM-
BOUR. Fünfte Auflage, korrigiert nach der 9. Revision der ICD, Stand: Herbst 1979. Berlin,
Heidelberg, New York: Springer. 1980. XX, 125 S.
[13] International Coding Index for Dermatology. Compatible with the 9th Revision of the WHO
International Classification of Disease. Compiled by Suzanne ALEXANDER a. A. B. SHRANK.
Published for the British Association of Dermatologists. Oxford, London, Edinburgh,
Melbourne: Blackwell. 1978. 90 pp.
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[14] Neurologischer Diagnosenschlüssel der internationalen Klassifikation der Krankheiten der
WHO (ICD-NA). Veröffentlicht für Studienzwecke. Herausgeber und Übersetzer der deut-
schen Ausgabe: P. BERLIT. Berlin, Heidelberg, New York etc.: Springer. 1987. XVII, 233 S.
(WHO-Titel: Application of the International Classification of Diseases to Neurology
[ICD-NA]. 1987.)
[14a] Nachtrag bei der Korrektur _' Neurologisch-neurochirurgisches Diagnosenverzeichnis in Verbin-
dung mit dem Operationsschlüssel. Hrsg. v. D. SEITZ, Deutsche Gesellschaft für Neurologie,
u. W. J . BOCK, Deutsche Gesellschaft für Neurochirurgie. 3. Aufl. 1987. Gedruckt mit
Unterstützung von Sharp & Dohme, München. 135 S.
Zusätzlich zu den eigenen Notationen dieses erstmals 1973 herausgegebenen Verzeichnisses
sind in dieser Auflage die der ICD-9 angegeben. Der Operationsschlüssel wurde 1979 auf der
Basis des VESKA-Operationsschlüssels [36] festgelegt. - Ende 1992 / Anfang I993 wird die
4. Auflage erscheinen, an der auch die Deutsche Gesellschaft für Neurophatologie beteiligt ist.
Diese 4. Auflage wird nicht mehr als Eigendruck publiziert, sondern vom Barth- Verlag Leipzig
und Heidelberg.
[15] VESKA (Vereinigung Schweizerischer Krankenhäuser) als Gesamtherausgeber folgender Spe-
zial- bzw. Ergänzungsausgaben zur VESKA-Ausgabe der ICD-9 (siehe [5]) :
Rheumatologischer Diagnosenschlüssel. Hrsg. v. N. GERBER, U. SCHLUMPF u. Jana STUTZ.
1982. ll S.
Schlüssel für postoperative Komplikationen und Zwischenfälle bei Narkose und Operationen.
Hrsg. v. R. BERCHTHOLD, B. TSCHIRREN, E. ZINGG, R. TscHoLL, Jana STUTz u. A. WACZEK.
1979. 12 S.
Systematischer Diagnoseschlüssel für Neugeborene. Hrsg. von der Abteilung für Neonatologie,
Kantonales Frauenspital, Bern. 1980. 18 S.
Enthalten sind auch einige therapeutische Eingriffe.
Systematischer Schlüssel für Kinderchirurgische Diagnosen: I.Teil: Mißbildungen und Ano-
malien. II. Teil: Frakturen und Verletzungen. Hrsg. von den Kinderchirurgischen Abteilungen
der Spitäler Basel und St. Gallen. 1982. 17, 21 S.
Urologischer Schlüssel: I. Teil: Diagnosen. II. Teil: Operationen. Hrsg. v. R. TSCHOLL. 1981.
36 S. (II. Teil: 1987 aktualisiert.)
[16] WEIDTMAN, V.: Diagnoseschlüssel für die Pädiatrie. Unter Mitarb. v. Hj. CREMER u.
B. GRAUBNER. 2., stark erweit. u. überarb. Au . Berlin, Heidelberg, New York etc.: Springer.
1989. XXIII, 229 S.
Im Gegensatz zur Erstauflage von 1982 ist diese Ausgabe mit der ICD-9 sehr gut kompatibel.
Zusammen mit einem einfachen Verschlüsselungsprogramm für PCs ist sie auch auf Diskette
erhältlich.
[17] WINTER, Th.: Vorstellung eines einfachen orthopädisch-traumatologischen Diagnosekurz-
schlüssels für das Oskar-Helene-Heim und seine Verknüpfung mit der ICD-9. Orthopädische
Praxis (Uelzen) 23 (1987) H. 3, S. 202-211.
Orthopädische und traumatologische Diagnosen sind in maximal je 99 Kategorien unterteilt,
denen die zutreffenden ICD-9-Kategorien zugeordnet sind. Anwendung auch in einer Reihe
weiterer orthopädisch-traumatologischer Kliniken. Aktuell ist die interne 7. Auflage des Schlüssels
gültig (1.1. 1992).
1.4 ICD-10-Ausgaben
[18] International Statistical Classification of Diseases and Related Health Problems. Tenth
Revision (ICD-10).
Vol. 1: Tabular List. Geneva: World Health Organization. 1992. IV, 1243 pp.
Erhältlich auch auf Magnetband oder Diskette. Dieser erste Band der dreibändigen ICD-I0-
Ausgabe enthält: Introduction. WHO Collaborating Centres for Classification of Diseases.
Report of the International Conferencefor the Tenth Revision. List of three-character categories.
Tabular list for inclusions andfour-character subcategories. Morphology of neoplasms. Special
tabulation lists for mortality and morbidity. Definitions. Regulations regarding nomenclature.
Vol. 2: Instruction Manual. Angekündigt für Ende 1992.
Vol. 3: Alphabetical Index. Angekündigt für 1993.
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[19] Internationale Statistische Klassifikation der Krankheiten und gesundheitsrelevanter Pro-
bleme. l0. Revision (ICD-10). Systematischer Teil. Vorläufige deutsche Fassung. Im Auftrag
des Bundesministers für Gesundheit (BMG) auf der Basis des Final Drafts der ICD-10 der
WHO vom 28.9. 90 erstellt vom Deutschen Institut für Medizinische Dokumentation und
Information (DIMDI). Köln: 1991. Als Manuskript nur für den internen Gebrauch ge-
druckt.
Die zitierte WHO-Ausgabe ist die sog. $-Version: In ihr sind die meisten Änderungen
gegenüber der auf der ICD-10-Revisionskonferenz (26. 9. -2. 10. 89) vorgelegten Entwurfsfas-
sung mit $-Zeichen markiert. Das DIMDI plant die Herausgabe des systematischen Teils der
ICD-10 ( = Band 1) als Buchausgabe und auf Datenträgern (Magnetbänder und Disketten)
für Mitte 1993. Die jetzt publizierte WHO-Endfassung von Band 1 [18] weist etwa 2000
Änderungen gegenüber der $- Version auf, die für die deutsche Fassung zu berücksichtigen sind.
Band 2 soll Ende 1993 erscheinen und danach Band 3 (1994).
[20] Internationale Klassi kation psychischer Störungen. ICD-10 Kapitel V (F). Klinisch-
diagnostische Leitlinien. Weltgesundheitsorganisation. Hrsg. V. H. DILLING, W. MOMBOUR u.
M. H. SCHMIDT. Bern, Göttingen, Toronto: Huber. 1991. 346 S.
Mit dieser Ausgabe liegt die erste deutschsprachige Fachpublikation eines Teils der
ICD-10 vor, bei der jedoch nicht alle Änderungen der später erschienenen Originalausgabe
berücksichtigt werden konnten 1
The ICD-10 Classification of Mental and Behavioural Disorders. Clinical descriptions and
diagnostic guidelines. Geneva: WHO. 1992. XII, 362 pp.
Eine verbesserte deutsche Ausgabe, die auch alle in der ICD-10 [18] vorgenommenen
Änderungen enthalten soll, ist geplant.
1.5 Sonstige wichtige Diagnosenklassifikationen, Nomenklaturen u. ä.
[21] IMMICH, H.: Klinischer Diagnosenschlüssel (KDS). Zugleich erweiterte deutsche Fassung der
8. Revision der Internationalen Klassifikation der Krankheiten, Verletzungen und Todesur-
sachen. Stuttgart: Schattauer. 1966. XXI, 924 S.
Zitierung wegen der besonderen wissenschaftlichen und historischen Bedeutung. Die ICD-8-
Notationen entsprechen denen der vorletzten und nicht der endgültigen WHO-Fassung.
[22] Diagnostisches und Statistisches Manual Psychischer Störungen. DSM-III-R. Übers. nach der
Revision der dritten Auflage des Diagnostic and Statistical Manual of Mental Disorders der
American Psychiatrie Association. Deutsche Bearb. u. Einführung V. H.-U. WITTCHEN, H. SASS,
M. ZAUDIG u. K. KOEHLER. 3., korr. Aufl. Weinheim u. Basel: Beltz. 1991. XXXV, 530 S.
Nahezu vollständig kompatibel zur ICD-9-CM [6] _
[23] GERBER, P. u. O. WICKI: Stadien und Einteilungen in der Medizin. Stuttgart, New York:
Thieme. 1990. V, 377 S.
Organ- und krankheitsorientierte Zusammenstellung medizinischer Einteilungen, Stadien,
Gradierungen und Klassierungen.
[24] Council for International Organizations of Medical Sciences (CIOMS), Geneva. CIOMS
Collaborating Centre for the International Nomenclature of Diseases im Institut für
Dokumentation, Informatik und Statistik am Deutschen Krebsforschungszentrum (=
deutschsprachiges CIOMS-Sekretariat): CIOMS-Projekt der Internationalen Nomenklatur
der Krankheiten.
Band 1: Herz- und Kreislaufkrankheiten. 1973. IX, 166 S.
Band 2: Übertragbare Krankheiten. 1974. XII, 276 S.
Band 3: Krankheiten des Blutes und der blutbildenden Organe. VIII, 123 S.
Band 4: Krankheiten der Verdauungsorgane. 1975. XI, 290 S.
Band 5: Krankheiten der Harnorgane und der männlichen Geschlechtsorgane. 1976. XII,
267 S.
Band 6: Krankheiten der Atmungsorgane. 1980. XXVIII, 300 S.
Band 7: Krankheiten des Nervensystems hervorgerufen durch physikalisch-chemische
Einwirkungen. 1984. IX, 248 S.
Dieser 7. Band ist der deutsche Nomenklaturentwurffür dieses Gebiet. Ihm entspricht, anders
als bei den vorangegangenen Bänden, keine englische Ausgabe.
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Die Bände 1 bis 5 enthalten die ICD-8, die Bände 6 und 7 die ICD-9. Die deutschen
Ausgaben sind wegen der Auflösung des von G. WAGNER geleiteten deutschsprachigen CIOMS-
Sekretariats bisher nicht fortgesetzt worden. Englischsprachige Ausgaben." siehe [25].
[25] International Nomenclature of Diseases (IND). Ed. by Council for International Organizations
of Medical Sciences (CIOMS) and World Health Organization (WHO), Geneva. Geneva:
CIOMS and WHO. Bisher sind erschienen:
Vol. II: Infectious Diseases:
Part 1: Bacterial Diseases. 1985. XXIV, 158 pp.
Part 2: Mycoses. 1982. XII, 47 pp.
Part 3: Viral Diseases. 1983. XI, 101 pp.
Part 4: Parasitic Diseases. 1987. XXIV, 208 pp.
Vol. III: Diseases of the Lower Respiratory Tract. 1979. XII, 128 pp.
Vol. V: Cardiac and Vascular Diseases. 1989. XV, 113 pp.
Zerebrovaskuläre Krankheiten sind in Vol. V nicht eingeschlossen. Alle diese Bände enthalten
nicht die ICD-Notationen. Folgende Ausgaben sind in Vorbereitung' Digestive System, Urinary
and Male Genital System, Female Genital System, Metabolic and Endocrine Diseases, Blood
and Blood-Forming Organs, Immunological System, Musculoskeletal System, Nervous System.
Deutschsprachige Ausgaben _' siehe [24].
2. Klassifikationen für die Onkologie
Die Basisklassifikation der jetzigen Tumordokumentation ist die von der WHO 1976
publizierte International Classification of Diseases for Oncology (ICD-O). Die deutsche,
bearbeitete Ausgabe wurde in zwei Teilen als Tumor-Lokalisationsschlüssel und
Tumor-Histologie-Schlüssel herausgegeben. Die wichtigste Ergänzung dazu ist die
TNM-Klassifikation maligner Tumoren. Von der zur ICD-10 kompatiblen ICD-O,
2. Auflage (1990, englischsprachig), ist in Deutschland der Tumorlokalisationsschlüssel
1991 erschienen und der Tumorhistologieschlüssel für 1993 angekündigt.
[26] International Classification of Diseases for Oncology (ICD-O). Second Edition. Ed. by
C. PERCY, V. VAN HoLTEN a. C. MUIR. Geneva: WHO. 1990. XLV, 144 pp.
Auch auf Diskette erhältlich. Diese Neuauflage ist mit der ICD-10 kompatibel.
[27] Tumor-Histologie-Schlüssel ICD-O-DA. International Classification of Diseases for Oncolo-
gy. Deutsche Ausgabe. Hrsg. v. W. JACCB, D. SCHEIDA u. F. WINGERT. Berlin, Heidelberg,
New York: Springer. 1978. XXIV, 171 S.
Auf der Grundlage der 2. englischen Auflage der ICD-O ist die 2. deutsche Auflage
für 1993 vorgesehen, hrsg. v. E. GRUNDMANN, P. HERMANEK u. G. WAGNER (vgl. [28]).
[28] Tumorlokalisationsschlüssel. International Classification of Diseases for Oncology (ICD-O),
2. Aufl. Topographischer Teil. Hrsg. v. G. WAGNER. 4. Aufl. Berlin, Heidelberg, New York
etc.: Springer. 1991. IX, 124 S.
Erster Teil der deutschen Übersetzung der mit der ICD-10 kompatiblen 2. Auflage der ICD-O
[26] ; zweiter Teil : [27] _ Gleichzeitig der erste von vier Bänden der Reihe „Tumordokumentation
in Klinik und Praxis“, hrsg. v. G. WAGNER, J . DUDECR, E. GRUNDMANN u. P. HERMANEK im
Namen der Arbeitsgemeinschaft Deutscher Tumorzentren (ADT) und der WHO. Angekündigte
weitere Bände: Tumorhistologieschlüssel (1993, vgl. [27]), Basisdokumentation für Tumor-
kranke (1992/93), Organspezifische Tumordokumentation (Frühjahr 1993).
Für die mit der ICD-9 erfolgende Dokumentation ist die vorherige 3. Auflage weiterhin gültig .'
Tumor-Lokalisationsschlüssel. International Classification of Diseases for Oncology (ICD-O),
Topographischer Teil. Hrsg. v. G. WAGNER. 3., überarb. Aufl. Berlin, Heidelberg, New York
etc.: Springer. 1988. IX, 96 S.
[29] TNM-Klassifikation maligner Tumoren / UICC, International Union Against Cancer. Hrsg.
u. übers. v. P. HERMANEK, O. SCHEIBE, B. SPIEssL u. G. WAGNER. 4., vollst. überarb. Aufl.
Berlin, Heidelberg, New York etc.: Springer. 1987. XVIII, 213 S.
Im Juni 1992 ist die aktuell revidierte englischsprachige Ausgabe erschienen (die entsprechende
deutsche Ausgabe ist für Herbst 1992 angekündigt):
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UICC TNM Classification of Malignant Tumours. Ed. by P. HERMANEK a. L. H. SOBIN. 4th
Edit., 2nd Revision. Berlin, Heidelberg, New York etc.: Springer. 1992. XVIII, 217 pp.
Ein englischsprachiges „TNM Supplement“ istfür Anfang 1993 vorgesehen (Springer- Verlag).
[30] TNM-Atlas. lllustrierter Leitfaden zur TNM/pTNM-Klassifikation maligner Tumoren/
UICC, International Union Against Cancer. Hrsg. v. B. SPIESSL, O. H. BEAHRS, P. HERMANEK,
R. V. P. HUTTER, O. SCHEIBE, L. H. SCBIN u. G. WAGNER. 2.Aufl. Be1'1in, Heidelberg, New
York etc.: Springer. 1990. XX, 343 S. Mit einer Beilage der Kurzfassungen der T- und
N-Kategorien.
Die 2. Auflage ist die deutsche Übersetzung der 3. englischen Auflage von 1989. Die zweite
Revision dieser englischen Ausgabe erschien 1992 im Springer-Verlag,' mit ihrer deutschen
Übersetzung ist als 3. deutsche Auflage Ende 1992 / Anfang 1993 zu rechnen.
[31] International Histological Classification of Tumours. Ed. by the World Health Organization.
25 volumes. First Edition: 1967-1980. Second Edition: since 1981. Publisher until 1981:
Geneva: WHO. Since then: Berlin, Heidelberg, New York etc.: Springer.
Von der 2. Auflage sind bisher 9 Bände erschienen, und drei weitere stehen vor der
Verö entlichung. Diese in internationaler Zusammenarbeit entstandenen „Arbeitsbücher“
basieren vor allem aufden entsprechenden, mehr als 40 Bände umfassenden Editionen des Armed
Forces Institute of Pathology, Washington D.C., und enthalten Definitionen, Klassifikationen
(in den späteren Bänden _' ICD-O und SNOMED), Nomenklaturen und vor allem histologische
Abbildungen aller Tumoren und dienen der internationalen Standardisierung der Befunde.
Ergänzend ist erschienen .'
A Coded Compendium of the International Histological Classification. Ed. by the World
Health Organization. Geneva: WHO. 1978. 116 pp.
3. Internationale Klassifikation der Prozeduren in der Medizin (ICPM)
und andere Operations- bzw. Prozedurenklassifikationen
Für die medizinische Dokumentation haben neben den Diagnosen die Prozeduren oder
Maßnahmen die größte Bedeutung, und unter diesen sind die chirurgischen und
geburtshilflichen Operationen die wichtigsten. Zu den Prozeduren zählen aber auch die
Laboratoriumsverfahren, die radiologischen und sonstigen physikalischen Maßnahmen,
die sonstigen diagnostischen und therapeutischen Prozeduren und schließlich auch die
Arzneimitteltherapie. Alle diese Maßnahmen sind in der von der WHO 1978 für
Versuchszwecke veröffentlichten International Classification of Procedures in Medicine
(ICPM) enthalten. Sie hat sich international bislang nicht durchsetzen können, u. a.
wohl auch deshalb, weil es keine gesetzlichen Grundlagen für die generelle Dokumenta-
tion der Prozeduren gibt. (Im Regierungsentwurf vom 12.8. 1992 des Gesundheits-
Strukturgesetzes 1993 ist die künftige verbindliche Anwendung der ICPM in Deutschland
vorgeschlagen.) Im Frühjahr 1992 ist der Entwurf einer deutschen Teilausgabe
erschienen (ICPM-GE), der der wissenschaftlichen Dokumentation auf diesem Gebiet
in Deutschland neue Impulse geben soll. Verwendet werden hier bisher vor allem der
Operative Therapieschlüssel von O. SCHEIBE und der VESKA-Operationsschlüssel. Für
Abrechnungszwecke ist seit Jahrzehnten eine Reihe von klassifizierten Gebührenlisten
bzw. -katalogen für ärztliche Tätigkeiten im Gebrauch, die teilweise auch für die
Dokumentation genutzt werden.
3.1 ICPM-Ausgaben
[32] International Classification of Procedures in Medicine. Published for trial purposes in
accordance with resolution WHA29.35 of the Twenty-ninth World Health Assembly, May
1976. Geneva: World Health Organization. 1978.
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Vol. 1: l. Procedures for medical diagnosis. 2. Laboratory procedures. 4. Preventive
procedures. 5. Surgical procedures. 8. Other therapeutic procedures. 9. Ancillary procedures.
IX, 310 pp.
Vol. 2: 3. Radiology and certain other applications of physics in medicine. 6 & 7.
Drugs, medicaments, and biological agents. V, 147 pp.
[33] WCC-standaardclassificatie van medisch specialistische ver1'ichtingen (ICPM-DE: Inter-
national Classification of Procedures in Medicine, Dutch Extension). Hrsg.: Nationale Raad
voor de Volksgezondheid (NRV), Werkgroep Classificatie en Coderingen (WCC). Version
2.0. 1990. 241 S.
Diese Klassifikation besteht nur aus dem Systematischen Verzeichnis. Dabei sind nicht alle
Kapitel der ICPM der WHO [32] berücksichtigt: völlig fehlen die Kapitel 2, 3, 4 (nur minimal
übernommen), 6 und 7, deren Inhalt z. T. allerdings Gegenstand anderer WCC-Klassifikationen
ist. Die englische Übersetzung der Einleitung zur WCC-Klassifikation ist abgedruckt in .' Annual
Report 1989 of WCC, Dutch classification and terminology committee for health. Zoetermeer,
1990, S. 28 -32. Die Version 2.1 dieser Klassifikation istfür 1992/92 angekündigt. Ihre englische
Übersetzung ist in Vorbereitung. Bestelladresse.' NR V/ WCC, Postbus 7100, NL-2701 AC
Zoetermeer.
Eine Ausgabe mit Systematischem und Alphabetischem Verzeichnis wurde auf der Basis der
Version 2.0 (1988jf.) und ausgewählter Kategorien für radiologische Prozeduren des ICPM-
Kapitels 3 herausgegeben von:
SIG / Informatiecentrum voor de Gezondheidszorg, Postbus 14066, NL-3508 SC Utrecht:
Classificatie van verrichtingen 1990:
Systematische lijst. Dezember 1989. A4-Loseblatt-Ringbinder: XX, 319 u. 8 S.
Alfabetische lijst. April 1991. A4-Loseblatt-Ringbinder ohne durchgehende Seitenzählung.
[34] ICPM-GE. International Classification of Procedures in Medicine. Deutsche Fassung.
Systematischer Teil. Draft-Version. Erstellt auf der Basis der ICPM der WHO in der
niederländischen Erweiterung der WCC. Hrsg. von der Friedrich Wingert Stiftung. Verant-
wortlich für die deutsche Fassung: R. THURMAYR, F. DIEKMANN u. Christine KOLODZIG.
Berlin: ID. 1992. 281 S.
ICPM-GE = German Extension, deutsche Fassung der ICPM-DE [33]. Firma ID Gesell-
schaft für Information und Dokumentation im Gesundheitswesen GmbH, Otto-Suhr-Allee 18/20,
D- W-1000 Berlin 10. Es ist geplant, 1992/93 die bis dahin mit medizinischen Experten und der
holländischen WCC endgültig abgestimmte Fassung der Version 1.0 der ICPM-GE einschließlich
eines alphabetischen Registers zu publizieren. Später sollen parallel möglichst identische
Versionen der holländischen und deutschen Ausgabe erscheinen. Die ID GmbH_fügt die ICPM-GE
in ihr computergestütztes medizinisches multiaxiales Kodiersystem ID MACS ein, das u. a.
auch die ICD-9 und die SNOMED enthält.
[35] Katalog der operativen Eingriffe, operativen Verfahren und allgemeinen operativen Kom-
plikationen. Auf der Grundlage des Internationalen Katalogs der Operationen der WHO
(IKO). Hrsg.: Arbeitsgruppe „Leistungserfassung und Qualitätssicherung in der Chirurgie“
(Leiter: H. HERWIG, Suhl) der Gesellschaft für Chirurgie der DDR. Red. Bearb.: I. GASTINGER,
H. LIPPERT, H. BEYER u. W. ECKHARDT. Computerausdruck in Großbuchstaben vom Dezem-
ber 1990. 127 S.
Selektive Übersetzung und Modifikation der Kapitel 1, 3, 4, 5 und 8 der ICPM [32] mit
einem Zusatzkapitel „Allgemeine intraoperative Komplikationen“. Für das Fachgebiet Gynäko-
logie und Geburtshilfe liegt ein zusätzlicher 12seitiger Computerausdruck in Groß-Kleinschreibung
vom Januar 1991 vor, der in fachbezogener Ordnung Prozeduren aus den Kapiteln 1, 3, 4 und
5 der ICPM sowie Komplikationen aufführt.
3.2 Sonstige Prozedurenklassifikationen und Operationsschlüssei
[36] Operationsschlüssel 1986. Hrsg.: Vereinigung Schweizerischer Krankenhäuser (VESKA),
Kommission für medizinische Statistik und Dokumentation. Bearb.: Jana STUTZ, M. STECK,
H. EHRENGRUBER u. I. BALMER. Aarau: VESKA. 1986. 72, 34 S. (Loseblattausgabe.)
Der Schlüssel ist auch auf Datenträgern erhältlich. Bestelladresse _' siehe [5]. Die 3. Auflage
ist als „Operationsschlüssel 1993“ zum I _ 1. 1993 vorgesehen. Für diese ist vor allem das Kapitel
„V. Herz, Arterien, Venen, Lymphsystem“ gründlich revidiert worden.
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Folgende Spezial- bzw. Ergänzungsausgaben sind bei der VESKA erschienen .'
Neurochirurgischer Operationsschlüssel. Hrsg. im Auftrag der Schweizerischen Gesellschaft
für Neurochirurgie v. W. SEILER. 1985. 12 S.
Therapieschlüssel für Plastische Chirurgie und Handchirurgie. Hrsg. v. K. WINTSCH. 1981,
aktualisiert 1986. 31 S.
Urologischer Schlüssel: I. Teil: Diagnosen. II. Teil: Operationen. Hrsg. v. R. TSCHOLL. 1981.
36 S. (II. Teil: 1987 aktualisiert.
Operativer Therapieschlüssel. Zusammengestellt von O. SCHEIBE. 2. Aufl., revid. 1990. Hrsg.:
Arbeitskreis Chirurgie der Deutschen Gesellschaft für Medizinische Dokumentation, Informa-
tik und Statistik. Vorsitzender: R. THURMAYR, München. 83 S.
Erhältlich von Prof Dr. Rudolf THURMAYR, Institut für Medizinische Statistik und
Epidemiologie der Technischen Universität München. Ismaninger Str. 22. D-W-8000 München
80. Auch auf Magnetband oder Diskette verfügbar. - Auf der Basis dieses Schlüssels wurden
auch die Operationskapitel der sogenannten Bad Godesberger und Nürnberger Schlüssel
entwickelt.
WINTER, Th.: Ein häufigkeitsorientierter Therapieschlüssel für das Oskar-Helene-Heim.
Orthopädische Praxis (Uelzen) 25 (1989) H. 8, S. 493-496.
Enthalten sind operative und konservative Verfahren. Anwendung auch in einer Reihe weiterer
orthopädisch-traumatologischer Kliniken. Aktuell ist die interne 6. Auflage des Schlüssels gültig
(1. 1. 1992).
Catalogue des Actes Médicaux (CDAM). Ed. par la Direction des Hôpitaux. Ministere de la
Santé. Bulletin Officiel. Paris. 1987. No 87-21bis. (Zitiert nach [60].)
Enthält medizinische und chirurgische Prozeduren und erlaubt auch die multiaxiale Verschlüs-
selung.
Classification of Surgical Operations and Procedures. Ed. by the Office of Population Censuses
and Surveys. 4th Revision Consolidated Version 1990 (OPCS-4).
Vol. I: Tabular List. London: Her Majesty°s Stationery Office (HSMO). 1990. 246 pp.
Vol. II: Index. London: OPCS. 1990. 106, 14 pp. (Loose-leaf form.)
Obligatorische Nutzung in den Krankenhäusern des National Health Service in Großbritannien.
International Classification of Diseases. 9th Revision. Clinical Modification. ICD-9-CM. Vol.
3: Procedures: Tabular List and Alphabetic Index. Siehe [6].
Obligatorische Anwendung in den USA u. a. bei der Bildung der Diagnosis Related
Groups (DRGs).
Manual for Laboratory Workload Recording Method. Ed. by the Workload Recording
Committee of the College of American Pathologists (CAP). Skokie IL/USA: 1989. (Zitie1't
nach [60].)
Anwendung in der Labormedizin.
Physicians” Current Procedural Terminology (CPT-4). Ed. by the American Medical
Association (AMA). 4th Ed. (1977, since 1984 yearly updates). Chicago, IL: AMA.
1989. XXVIII, 519 pp. (Zitiert nach [60].)
Enthalten sind Prozeduren aus der Medizin im allgemeinen, aus Anästhesiologie, Chirurgie,
Radiologie, Nuklearmedizin, Sonographie, Pathologie und Labormedizin. Anwendung insbe-
sondere für Abrechnungszwecke.
International Classification of Clinical Services (ICCS). Ed. by the Commission on
Professional and Hospital Activities (CPHA). Ann Arbor/Michigan, USA: CPHA. 1990.
(Zitiert nach [60].)
Vol. 1: Tabular List.
Vol. 2: Alphabetic Index. V
Enthalten sind alle außerhalb des Operationsraums im Krankenhaus vorkommenden Prozeduren
mit zum Teil hohem Detaillierungsgrad. (Preis: ca. 500,- DM!)
Nordic Operation List (NOL). Ed. by the Nordic Medico-Statistical Committee (NOMESCO),
Copenhagen. Presented at the Meeting of Heads of WHO Collaborating Centres for the
Classification of Diseases, Paris, 28. 2.-7. 3. 1989, by NOMESCO. 12 pp. (DES/ICD/C/
89.56).
Liste mit 130 Kategorien.
Proposal on Procedures. Presented by DES Unit of the World Health Organization at the
Meeting of Heads of WHO Collaborating Centres for the Classification of Diseases, Paris,
28. 2.-7. 3. 1989. 26 pp. (DES/ICD/C/89.23).
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Liste mit 191 Kategorien: 88 chirurgische, 44 nichtchirurgische und 61 sonstige Kategorien.
Derartige Kurzlisten [45] [46] haben eine größere Chance, international verbindlich zu werden,
als spezifizierte Klassifikationen. Sie erfordern keinen großen Aktualisierungsaufwand und
erlauben eine zwar grobe, jedoch sinnvolle Klassifizierung. Die notwendige weitere Detaillierung
könnte nach nationalen oder institutionellen Erfordernissen vorgenommen werden.
3.3 Gebührenkataloge
[47] Bewertungsmaßstab für kassenärztliche Leistungen (BMÄ). Stand 1. 7. 1992. Hrsg.: Kassen-
ärztliche Bundesvereinigung. Köln: Deutscher Ärzte-Verlag. 1992. 284 S. (Loseblattausgabe
mit Nachträgen.)
[48] DKG-NT Band I. Tarif der Deutschen Krankenhausgesellschaft für die Abrechnung
erbrachter Leistungen und für die Kostenerstattung vom Arzt an das Krankenhaus.
22. Aufl. Stand: 1.1.1992. Hrsg.: Deutsche Krankenhausgesellschaft (DKG). Köln u.
Stuttgart: Kohlhammer. 1992. VIII, 321 S. (Loseblattausgabe.)
DKG-NT Band II. Tarif der Deutschen Krankenhausgesellschaft für die Kostenerstattung
des Krankenhausarztes an das Krankenhaus bei BMÄ/E-GO-Leistungen mit Überleitungs-
tabelle von EBM-Nrn. auf GOÄ-Nrn. für die L2-Leistungsstatistik nach § 16 Abs. 4 Satz 2
Nr. 2 BPflV. 2. Aufl. Stand: 1. 1. 1992. Hrsg.: DKG. Köln etc.: Kohlhammer. 1992. XX,
235 S. (Loseblattausgabe. 1. Erg.-Lfg.: 1. 7. 1992.)
BG-T. Vereinbarter Tarif der Deutschen Krankenhausgesellschaft für die Abrechnung mit
den gesetzlichen Unfallversicherungsträgern. Stand: 1.7.1992. Hrsg.: DKG. Köln etc.:
Kohlhammer. 1992. 145 S.
Der BG-T hat eine Laufzeit bis zum 31.12.1992 und soll dann wieder, wie schon
bis zur 21 . Auflage von 1991, Bestandteil des DKG-NT, Band I, werden. Alle Bände
sind auch auf Magnetband oder Diskette lieferbar.
[49] Ersatzkassen-Gebührenordnung (E-GO). Stand 1. 7. 1992. Hrsg.: Kassenärztliche Bundes-
vereinigung. Köln: Deutscher Ärzte-Verlag. 1992. 286 S. (Loseblattausgabe mit Nachträgen.)
[50] Gebührenordnung für Ärzte (GOA 88) mit Gebührenverzeichnis für ärztliche Leistungen.
Stand: 1. 7. 1988. Köln: Deutscher Ärzte-Verlag. 1988. 301 S.
Die GOA' ist von der Bundespflegesatzverordnung (1985) für die L2-Leistungsstatistik
vorgeschrieben und damit die einzige gesetzlich verbindlich gemachte „Klassifikation“ für die
Dokumentation von Prozeduren. Sie ist_für diesen Zweck allerdings nicht sonderlich gut geeignet.
4. Klassifikationen für Arzneimittel
Die Arzneimitteltherapie wird meistens zu den Prozeduren in der Medizin gerechnet.
So enthält die ICPM die Kapitel „6 and 7. Drugs, Medicaments, and Biological Agents“.
Wegen ihrer eigenständigen Bedeutung sollen diese Klassifikationen jedoch unabhängig
von den Prozeduren aufgeführt werden. Auch die ICD-9 (und sinngemäß die ICD-10)
enthält Arzneimittel, und zwar im Kapitel „XVII. Verletzungen und Vergiftungen“
(960 - 979) und, in gleicher Ordnung, in der „Zusatzklassifikation der äußeren Ursachen
bei Verletzungen und Vergiftungen“ (E930-E949). Ähnliches gilt von der SNOMED.
Die vom Arzt in der Regel benutzten Arzneimittelverzeichnisse, wie etwa die ROTE
LISTE, sind zur Klassifizierung meistens ungeeignet, weil sie anderen Zwecken dienen
und jährlich geändert werden. Vor allem in englischer Sprache liegen einige spezielle
Klassifikationen vor, die insbesondere von der pharmazeutischen Industrie sowie
nationalen und internationalen Organisationen genutzt werden. Die ATC mit ihrem
Konzept der definierten Tagesdosen (DDD) hat hier eine besondere Bedeutung
gewonnen. In Holland befindet sich die 'WCC Classification on Medicines als Ergänzung
zur ICPM-DE [33] im Aufbau.
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[51] Anatomical Therapeutic Chemical (ATC) classi cation index. Vol. 1 and 2 as co-publications
between: WHO Collaborating Centre for Drug Statistics Methodology, P.O. Box 100, Veitvet,
N-0518 Oslo 5, and Nordic Council on Medicines, Box 26, S-75103 Uppsala.
[Vol. 1:] Guidelines for ATC classi cation. 1990. 188 pp.
[Vol. 2:] Guidelines for DDD [Defined Daily Doses]. 1991. 91 pp.
[Supplement 1:] Anatomical Therapeutic Chemical (ATC) classification index alphabetically
sorted according to nonproprietary drug name. Only ATC 5th levels are included. Oslo:
WHO Collaborating Centre for Drug Statistics Methodology. 1.992. 31 pp.
[Supplement 2:] Anatomical Therapeutic Chemical (ATC) classi cation index including
Defined Daily Doses (DDDs) for plain substances. Oslo: WHO Collaborating Centre for
Drug Statistics Methodology. 1992. 110 pp.
Bei Band 1 handelt es sich um die 3. Ausgabe seit 1978. Darin sind die Notationen
bis zur vierten Stufe angegeben; die Notationen der fünften Stufe sind im Supplement-
band 1 enthalten. Von den Bänden 1 und 2 sind Neuausgaben für 1993 geplant. I
Die ATC basiert aufder vor allemfür Marketing-Zwecke genutzten Anatomical Classification
(A C-System) der European Pharmaceutical Market Research Association (EPhMRA) und der
International Pharmaceutical Market Research Group (IPMRG). Die AC beschränkt sich auf
die anatomische und therapeutische Orientierung, während die ATC u. a. auch die chemischen
Substanzen einbezieht und die „defined daily doses“ nutzt. Beide Klassifikationen sind seit den
70er Jahren in unterschiedlicher Weise weiterentwickelt worden.
Nachtrag bei der Korrektur.' Dei ATC ist auch auf Magnetband oder Diskette erhältlich.
- Mehr als 21000 Arzneimittel, die seit 1968 im WHO International Drug Monitoring Program
erfaßt sind, werden mit ihren Handelsnamen, internationalen Freinamen (International Nonpro-
prietary Names [INN]), ATC-Codes, Herstellerangaben und anderen Informationen nachge-
wiesen in folgender Publikation, die viermal jährlich aktualisiert und in Buch- bzw. Heftform
sowie auf Magnetband oder Diskette publiziert wird:
WHO Drug Dictionary. Ed. by WHO Collaborating Centre for International Drug
Monitoring. Box 26. S-75103 Uppsala. (Preis für Paper Print: 1500 SEK.)
[52] ROTE LISTE 1992. Arzneimittelverzeichnis des BPI. H1'sg.: Bundesverband der Pharmazeuti-
schen Industrie (BPI). Aulendorf/Württ.: Editio Cantor. 1992. Ohne durchgehende Seiten-
zählung.
Einschließlich eines Suchprogrammes auch auf Diskette erhältlich. Jährliche Neuausgabe.
5. Klassifikationen für die medizinische Grundversorgung (Primary Health Care)
Für die Allgemeinmedizin bzw. die medizinische Grundversorgung im weitesten Sinne
(Primary Health Care), die auch den Öffentlichen Gesundheitsdienst, Schwestern- und
Sozialstationen, Rehabilitationseinrichtungen u. a. umfaßt, sind Klassifikationen erfor-
derlich, die mehr als Diagnosen und Prozeduren umfassen, nämlich ganz allgemein die
Gründe für Beratung und Behandlung (Reasons for Encounter) sowie soziale,
administrative und gesundheitspolitische Aspekte. Außerdem sollen sie die Verschlüs-
selung der vielen „unscharfen“ Symptome und Befunde erlauben, die im Moment der
Behandlung, oft aber auch später, nicht geklärt bzw. genauer spezifiziert werden können.
Auf internationaler Ebene hat sich vor allem die World Organization of National
Colleges, Academies and Academic Associations of General Practitioners / Family
Physicians (WONCA) mit dieser Problematik befaßt und eigene nationale und
internationale Arbeitsgruppen eingerichtet, die in der Regel mit der WHO zusammenar-
beiten. 1987 wurde als aktuellstes und umfassendes Ergebnis die International Classifica-
tion ofPrimary Care (ICPC) vorgelegt, deren deutsche Übersetzung abgeschlossen ist.
[53] International Classification of Primary Care (ICPC). Prepared for the World Organization
ofNational Colleges, Academies and Academic Associations of General Practitioners / Family
Physicians (WONCA) by the ICPC Working Party. Ed. by H. LAMBERTS a. M. WOOD. Oxford,
New York, Tokyo: Oxford University Press. 1987. Reprints (with corrections) 1989 and 1990.
XIV, 203 pp.
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Erhältlich auch auf Diskette. Deutsche Übersetzung der Kurzfassung als „Internationale
Klassifikation der Primärversorgung“ (St. SCHUG) in Manuskriptform und demnächst gedruckt
im „ICPC-Multi-Language-Layer“ (in den Sprachen der Länder der Europäischen Gemein-
schaften):
International Classification of Primary Care (ICPC) in the European Communities.
Ed. by H. LAMBERTS, M. WOOD a. INGE HOFFMANN-OKKEN. Oxford, New York, Tokyo:
Oxford University Press. Angekündigt für 1993 (einschließlich Diskettenversion).
[54] RVC: A Reason for Visit Classification for Ambulatory Care - Ein Klassifikations-
schema für Kontaktanlässe in der ambulanten Versorgung. Erweiterte deutsche Fassung.
Bearb. v. P. WAGNER, E. SCHACH u. F. W. SCHWARTZ. Hrsg.: Zentralinstitut für die
kassenärztliche Versorgung in der Bundesrepublik Deutschland. Köln: Deutscher Ärzte-
Verlag. 1989. 444 S. (Wissenschaftliche Reihe. 39.2.)
Auch auf Diskette erhältlich.
6. Sonstige medizinische Klassifikationen bzw. Nomenklaturen
(SNOMED, RCC und ICIDH)
Die Systematisierte Nomenklatur der Medizin (SNOMED: Systematized Nomenclature
of Medicine) liegt in einer deutschen Ausgabe seit 1984 vor und ordnet die in der Medizin
benutzten Begriffe in den sieben Dimensionen Topographie (T), Morphologie (M),
Ätiologie (E [Etiology]), Funktion (F), Krankheit (D [Disease]), Prozedur (P) und Beruf
(J [Job]). In der Neuausgabe (SNOMED III) ist die Erweiterung auf zehn Dimensionen
vorgesehen: Ätiologie wird in drei Dimensionen aufgeteilt (Chemikalien und Medika-
mente, Physikalische Agenzien, Lebende Organismen) und die neue Dimension
Modifikatoren faßt die Informationsqualifikatoren, syntaktischen Verbindungen und
Zeitmodifikatoren zusammen. Mit der SNOMED lassen sich multiaxial alle medi-
zinischen Sachverhalte dokumentieren.
Die Read Clinical Classification (RCC) wurde vor allem von J . READ in Großbritannien
seit 1982 für Praktische Ärzte entwickelt und stellt eine Kompilation der gängigsten
Klassifikationen in einem sehr umfassenden System dar. Sie enthält außer spezifisch
britischen Klassifikationen, z. B. für Prozeduren (OPCS-4) und Medikamente, u. a. die
ICD-9, ICD-9-CM, CPT-4 und ICPC. Die RCC ist für den EDV-Einsatz konzipiert
und mit einem Verschlüsselungssystem verknüpft.
Die ICD-9 bietet kaum die Möglichkeit, die Folgen von Krankheiten zu klassifizieren. Es
wurde deshalb von der WHO schon 1976 beschlossen, eine Klassifikation der Schädi-
gungen und der sich daraus ergebenden Behinderungen und Beinträchtigungen zu ver-
öffentlichen. Das geschah 1980 mit der International Classification of Impairments, Dis-
abilities, and Handicaps (ICIDH), die seit 1990 auch in einer deutschen Fassung vorliegt.
[55] SNOMED. Systematisierte Nomenklatur der Medizin. Herausgeber der amerikanischen
Ausgabe R. A. CÖTE. Deutsche Ausgabe bearbeitet und adaptiert von F. WINGERT. Berlin,
Heidelberg, New York etc.: Springer. 1984.
Band 1: Numerischer Index. XVIII, 754 S.
Band 2: Alphabetischer Index. XVI, 1225 S.
1 .Originalausgabe (Systematized Nomenclature of Medicine) 1976/77 (Testversion: 1975).
2. Auflage 1979/1982/1986. Die 3. Auflage warfür 1990 geplant und ist nun als SNOMED III
für 1992/93 angekündigt (D. ROTHWELL u. R. A. CÖTE) (SNOMED II: Version von WINGERT).
Ed. by the College of American Pathologists (CAP), Skokie/Illinois, USA.
[56] WINGERT, F .: SNOMED-Manual. Berlin, Heidelberg, New York etc.: Springer. 1984. VII,
91 S.
[57] READ, J _: The READ Codes and National and International Medical Interchange. In: Medical
Informatics Europe 1991. Proceedings, Vienna, August 19-22, 1991. Ed. by K.-P. ADLASSNIG,
G. GRABNER, S. BENGTSSON a. R. HANSEN. Berlin, Heidelberg, New York etc.: Springer. 1991.
Pages 770-774. (Lecture Notes in Medical Informatics. 45.)
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Dr. James D. READ ist Direktor des 1990 gegründeten National Health Centre for
Coding and Classification des britischen National Health Service (NHS) in Loughborough,
Leicestershire/ UK. Eine Buchveröffentlichung der RCC ist nicht bekannt; sie ist aufDemonstra-
tionsdisketten bzw. mit dem gesamten Dokumentationssystem erhältlich, das vor allem in
britischen Arztpraxen eingesetzt wird.
[58] International Classification of Impairments, Disabilities, and Handicaps (ICIDH). A manual
of classification relating to the consequences of disease. Published for trial purposes in
accordance with resolution WHA29.35 of the Twenty-ninth World Health Assembly, May
1976. Geneva: World Health Organization. 1980. 207 pp. Reprints 1985 and 1989.
[59] Internationale Klassifikation der Schädigungen, Behinderungen und Beeinträchtigungen. Ein
Handbuch zur Klassifikation der Folgeerscheinungen der Krankheit. Übers. u. Hrsg. d.
deutschsprachigen Ausgabe: R. MATTHESIUS. Unter Mitarb. v. K. LEISTNER u. Christa SEIDEL.
Berlin: Volk und Gesundheit. 1990. XIII, 207 S.
Deutsche Ausgabe der ICIDH [58], vom Herausgeber im Text mit der deutschen Abkürzung
IKSBB bezeichnet. Zur besseren Vergleichbarkeit folgt der Druck weitgehend der Seitenauf-
teilung des Originals. Eine auszugsweise deutsche Übersetzung der Teile für Disabilities und
Handicaps war vorher nur auf Interviewbögen von K. A. JOCHHEIM zur Klassifikation der
Behinderungen und Beeinträchtigungen erhältlich (Rehabilitationszentrum der Universität Köln,
1981).
7. Übersichtsarbeiten, Bibliographien und sonstige Nachweise
sowie computerunterstützte Verschlüsselungsverfahren 1
Aus der Fülle der Veröffentlichungen sind hier mit Rücksicht auf den Umfang dieser
Bibliographie nur einige wichtige bzw. aktuelle Nachweise in alphabetischer Ordnung
aufgeführt.
7.1 Übersichtsarbeiten, Bibliographien und sonstige Nachweise
[60] AIM Project (Exploratory Action) No. Al031: Standardization in Europe on Semantical
Aspects of Medicine (SESAME). 1989/90. Final Report: „Compilation of Deliverables“. Juni
1991. III, 320 pp.
Dieser Berichtsband enthält sämtliche erarbeiteten Dokumente („Deliverables“). Er ist
erhältlich beim' Projektleiter, Prof. Dr. Pieter F. DE VRIES ROBBE, Dept. of Medical
Informatics and Epidemiology, University of Nijmegen, Postbus 91 01, NL-6500 HB Nijmegen,
Tel. +3180/61-9158, -5430.
[61] Basiswissen ICD-9 für Morbiditätsstatistiken: mit Übungen. Hrsg.: DIMDI. Bearb. v.
Elisabeth BERG-SCHORN. Köln etc.: Kohlhammer. 1989. 69 S.
Enthalten ist u. a. auch eine Übersicht über ICD-9-Ausgaben und andere Klassifika-
tionen (S. 54-66).
[62] BERG-SCHORN, Elisabeth: (Special Bibliography:) Editions of the International Classification
of Diseases (ICD) and other health-related classification systems. A systematically arranged
bibliography of works 1960- 1989. International Classification (Frankfurt/M.) 16 (1989) No.
3, pages 157-159.
Die Bibliographie wird laufend aktualisiert und ist bei Frau Dr. BERG-SCHORN, DIMDI, PF
42 05 80, D- W-5000 Köln 41, erhältlich.
[63] DIEKMANN, F., C.-Th. EHLERS, S. EICHHORN u. Christine KOLODZIG: Diagnosenstati-
stik - Einsatz im Krankenhaus und für Pflegesatzverhandlungen. Unter Mitarb. v. H. EHREN-
GRUBER, B. GRAUBNER, R. KLAR, Chr. ROTHERING, RÜSCHMANN u. Barbara SAKIDALSKI
(= Arbeitsgemeinschaft Diagnosenstatistik. Projektleitung I & D, Organisationsentwicklung
und Beratung im Gesundheits- und Sozialwesen GmbH). Hrsg.: Bundesministerium für
Gesundheit. Baden-Baden: Nomos. 1992. 243 S. (Schriftenreihe des Bundesministeriums für
Gesundheit. 4.)
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[64] Empfehlungen zur Dokumentation und Auswertung von Diagnosen in Krankenhäusern. Im
Auftrag der GMDS von R. GÖHRING, P. HAAS, W. D. HOFFMANN, R. KLAR, E. WILDE u.
F. WINGERT. Hrsg. v. E. WILDE. Stuttgart, New York: Schattauer. 1986. 17 S. (Schriftenreihe
der Deutschen Gesellschaft für Medizinische Dokumentation, Informatik und Statistik e. V. 8.)
[65] GRAUBNER, B.: Wesentliche Klassifikationen für die klinische Dokumentation. In: Medi-
zinische Dokumentation und Klassifikation. Hrsg. v. H. KUNATH u. U. LOCHMANN. Lands-
berg/Lech: ecomed. 1992 (im Druck). (Reihe „Informationsverarbeitung im Gesundheits-
wesen“, hrsg. v. C. O. KÖHLER.)
Ausführliche Übersichtdarstellung (Bearbeitungsstand.' April 1992).
[66] KLAR, R., B. GRAUBNER u. C.-Th. EHLERS: Leitfaden zur Erstellung der Diagnosen-
statistik nach § 16 Bundespflegesatzverordnung (BP V). Unter Mitarbeit von R. HARTWIG,
Barbara SCHMIDT-RETTIG, H .-J . SEELOS u. S. EICHHORN. Hrsg.: Der Bundesminister für Arbeit
und Sozialordnung (BMA). 2., Verb. Aufl. Bonn: BMA. 1988. 105 S. (Forschungsbericht
Gesundheitsforschung. 135.).
Nachdruck in: Internationale Klassifikation der Krankheiten, Verletzungen und Todesur-
sachen (ICD), 9. Revision. 2., überarb. Aufl. Köln etc.: Kohlhammer. 1988. Bd. I Teil A,
S. 651 -762.
Aktualisierter Nachdruck in: Medizinische Dokumentation und Information. Handbuch für
Klinik und Praxis. Hrsg. v. C. . KÖHLER. Landsberg/Lech: ecomed. 1983 ff. 9. Erg.-Lfg.: 1989.
Kap. X-3.3.3, S. 1-104.
[67] Memorandum zum Aufbau und Betrieb eines medizinischen Klassifikationszentrums. Im
Auftrag der Deutschen Gesellschaft für Medizinische Dokumentation, Informatik und
Statistik (GMDS). Hrsg. v. R. KLAR. Unter Mitarb. v. B. GRAUBNER, J . MICHAELIS, R. REPGES
u. H. E. WICHMANN. Stuttgart, New York: Schattauer. 1991. 21 S. (Schriftenreihe der
Deutschen Gesellschaft für Medizinische Dokumentation, Informatik und Statistik e. V. 12.)
[68] WINGERT, F.: Grundlagen der Indexierung medizinischer Diagnosen und Therapien. In:
Klassifikation und Ordnung. Hrsg. v. R. WILLE. Frankfurt/M.: Indeks. 1989. S. 165-178.
(Studien zur Klassifikation. 19.)
[69] WINGERT, F., D. ROTHWELL a. R. A. CÖTE: Automated Indexing into SNOMED and ICD.
In: Computerized Natural Medical Language Processing for Knowledge Representation. Ed.
by J _ R. SCHERRER, R. A. CÖTE a. S. H. MANDIL. Amsterdam: North-Holland. 1989. Pages
201-239.
7.2 Computerunterstützte Verschlüsselungsverfahren
[70] BARTKOWSKI, R.: Probleme der Codierung onkologischer Diagnosen - Einsatz EDV-
gestützter Systeme unter Berücksichtigung der ICD-9 und ICD-10. In: Einsatzmöglichkeiten
Medizinischer Dokumentation. Proceedings der 3. Fachtagung des Deutschen Verbandes
Medizinischer Dokumentare, Hannover, 19.-21. 3. 92. Hrsg. v. Angelika RATHGEBER, Sabine
FLEISCHER u. Ursel PROTE. München: pwd - presseverlag. 1992. S. 41-47.
[71] BERGER, J ., E. HULTSCH u. R. THURMAYR: SNOMED-Anwendungen. Biometrie und
Informatik in Medizin und Biologie (Stuttgart) 21 (1990) H. 1, S. 43-56.
[72] BRIGL, Birgit: Eine Methode zur automatischen lexikabasierten Indexierung von Diagnosen
(LBI-Methode). Berichte des Instituts für Medizinische Biometrie und Informatik, Abteilung
Medizinische Informatik, der Ruprecht-Karls-Universität Heidelberg. Nr. 1/ 1992. 97 S.
[Diplomarbeit.]
[73] DEBOLD, P., F. DIEKMANN u. U. MÜLLER: Programmsystem zur Diagnosecodierung
im Dialogverfahren. In: Medizinische Dokumentation und Information. Handbuch für Klinik
und Praxis. Hrsg. v. C. O. KÖHLER. Landsberg/Lech: ecomed. 1983 ff. 4. Erg.-Lfg.: 1986. Kap.
III-11, S. 1-7.
Software ID DIACOS der jetzigen Firma ID (Anschrift siehe [34]).
[74] HULTSCH, E., F. DIEKMANN u. U. RUHL: Abbildung von Texten in verschiedenen Klassifikatio-
nen. In: Quantitative Methoden in der Epidemiologie. Proceedings der 35. Jahrestagung der
GMDS. Berlin, September 1990. Hrsg. v. Irene GUGGENMOOS-HOLZMANN. Berlin, Heidelberg,
New York etc.: Springer. 1991. S. 276-280. (Medizinische Informatik und Statistik. 72.)
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[75] INGENERF, J _, R. HAUX, R. REPGES u. M. M. RICHTER: Wissensbasiertes Indexieren von
medizinischen Phrasen auf der Basis von SNOMED: Methodik und Realisation von EIDOS.
In: Expert Systems and Decision Support in Medicine. 33rd Annual Meeting of the GMDS.
EFMI Special Topic Meeting. Peter L. REICHERTZ Memorial Conference. Hannover, Sept.
26-29, 1988. Proceedings. Ed. by O. RIENHOFF, U. PICCOLO a. B. SCHNEIDER. Berlin,
Heidelberg, New York etc.: Springer 1988. S.455-461. (Medizinische Informatik und
Statistik. 36.)
[76] INGENERF, J _: Die Bedingungen der Möglichkeit semantischer Sprachanalyse in Verbindung
mit begrifflichen Ordnungssystemen: die „Intension/Extension“-Dichotomie. 16. Jahrestagung
der Gesellschaft für Klassi kation, Dortmund, 1.-3. 4. 92. Abstraktband, S. 79.
[77] KOLODZIG, Christine, F. DIEKMANN u. Jana STUTZ: Realisierung eines automatischen
Codierverfahrens für Operationen. In: Quantitative Methoden in der Epidemiologie. Pro-
ceedings der 35. Jahrestagung der GMDS. Berlin, September 1990. Hrsg. v. Irene GUGGEN-
MOOS-HOLZMANN. Berlin, Heidelberg, New York etc.: Springer. 1991. S. 281-286. (Medi-
zinische Informatik und Statistik. 72.)
Erweiterte Software ID DIACOS (siehe [73]).
[78] KOLODZIG, Christine, u. F. DIEKMANN: Diagnosencodierung: Nutzung von EDV-Systemen.
Deutsches Ärzteblatt (Köln) 89 (1992) H. 3, s. B-70 _ B-72.
[79] KOLODZIG, Christine, u. F. DIEKMANN: Erstellung eines DV-gestützten Codierverfahrens für
Operationen auf der Basis der ICPM-GE. In: Einsatzmöglichkeiten Medizinischer Doku-
mentation. Proceedings der 3. Fachtagung des Deutschen Verbandes Medizinischer Doku-
mentare, Hannover, 19.-21. 3. 92. Hrsg. v. Angelika RATHGEBER, Sabine FLEISCHER u. Ursel
PROTE. München: pwd - presseverlag. 1992. S. 48-58.
Der Verfasser dankt allen Kolleginnen und Kollegen, die ihn bei der Sammlung bzw. Durchsicht dieser Informationen unterstützt
haben. Stellvertretend seien hier genannt Elisabeth Berg-Schorn, C.-Th. Ehlers, P. Hermanek, R. Klar, J _ Michaelis, W. Stöber,
Jana Stutz und G. Wagner.
Anschrift des Autors: Dr. med. Bernd Graubner, Abt. Medizinische Informatik der Georg-August-Universität. Robert-Koch-Str. 40.
W-3400 Göttingen.
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ICPM-GE
Klassifikation medizinischer Prozeduren für klinische und medizinisch-wissenschaft-
liche Aufgabenstellungen mit der Ableitung von Ieistungsbezogenen Entgeltformen
Die Notwendigkeit der Anwendung international verbreiteter und gepflegter Klassifika-
tionen für die Medizin ist seit langem unbestritten. Diese Anforderung konnte insbe-
sondere für die Dokumentation medizinischer Prozeduren bisher nur unbefriedigend
erfüllt werden.
Während des 109. Kongress der Deutschen Gesellschaft für Chirurgie wurde die Deutsche
Fassung der Internationalen Klassifikation medizinischer Prozeduren (International
Classification of Procedures in Medicine, German Extension - ICPM-GE) durch die
Friedrich Wingert Stiftung, Hamburg, ID Information und Dokumentation im Gesund-
heitswesen, Berlin und Prof. Thurmayr, MRI München vorgestellt.
Orientiert an der Zielsetzung der Europäischen Gemeinschaft, einheitliche Definitionen
und terminologische Standards für die Medizin zu erarbeiten, hat die WCC (Dutch
Classification and Terminology Committee for Health, Zoetermeer) in den Niederlanden
die von ihr erarbeitete Prozedurenklassifikation ICPM-DE (Dutch Extension) auch
anderen Staaten zugänglich gemacht.
Die ICPM-DE wird als internationale Prozedurenklassifikation im Ergebnis des AIM-
SESAME-Projektes unter den zur Verfügung stehenden Klassifikationen positiv be-
wertet. Im Forschungsbericht des Bundesministers für Gesundheit „Diagnosenstatistik
- Einsatz im Krankenhaus und für Pflegesatzverhandlungen“ wird die ICPM-GE
ebenfalls als Prozedurenklassifikation empfohlen.
Durch die Übersetzung und die intensive Beratung zwischen den an der Erstellung der
ICPM-GE Beteiligten wird eine Voraussetzung für eine verbesse1'te Medizinische
Dokumentation geschaffen, die einerseits die Qualität der medizinischen Versorgung und
Forschung positiv beeinflussen kann und andererseits einen Beitrag zu einer einheitlichen
europäischen Basis für die Medizinische Dokumentation bildet.
Eine aktuelle, fachgebietsübergreifende Klassifikation für medizinische Prozeduren ist
unter den Gesichtspunkten
- der klinischen Dokumentation,
- der Therapieforschung,
- der Qualitätssicherung sowie
- der Leistungsdarstellung
unabdingbar.
Leistungsorientierte Preissysteme wie Sonderentgelte, PMC oder DRG können ohne
einen Bezugsrahmen weder klar definiert noch fortgeschrieben werden. Aus Gründen
der Wirtschaftlichkeit wie auch der Qualität der Dokumentation sollten diese In-
formationen aus den klinischen Routineprozessen ableitbar sein.
Die vorliegende Draft-Version der ICPM-GE wurde unter Einbeziehung von Fach-
medizinern in mehreren Schritten validiert. Im Rahmen der Übersetzung sowie der
Abstimmung wurde auch bei dieser Klassifikation deutlich, daß durch die Systematisie-
rung zwangsläufig Informationsverluste eintreten, da unter anderem das aktuelle
klinische Geschehen nur zeitverzögert berücksichtigt werden kann. Weiter ergeben sich











die Dokumentationsanforderungen stets aus konkreten Aufgabenstellungen, die nur
bedingt in einer Klassi kation abgebildet werden können.
Die typischen Mängel, die Klassifikationen stets aufweisen, werden durch die gleichzeitig
entstehende DV-Version weitgehend ausgeglichen. Die Klassifikation ICPM-GE wird
dabei als Zuordnungsmodell genutzt. Die Dokumentation erfolgt auf der Ebene des
Sprachgebrauchs für Prozeduren mit der Zuordnung in die ICPM-GE. Mit der
gleichzeitigen Indexierung der Prozedu1'entexte in die SNOMED-Achsen (Systematisierte
Nomenklatur der Medizin), insbesondere in die Dimensionen Topographie, Prozeduren,
Morphologie und Äthiologie, wurde ein multiachsiales Dokumentationssystem aufge-
baut.
Somit stehen erstmals seit langem geforderte Analyse- und Recherchestrategien für
wissenschaftliche Aufgabenstellungen, aber auch insbesondere für die Unterstützung
der klinischen Routine (z. B. Suchen von Krankengeschichten nach differenzierten
klinischen Merkmalen, Entwicklung von Therapieformen), zur Verfügung.
Aus der DV-Version erfolgt die automatische Ableitung der 183 Sonderentgelte gemäß
§ 6 BPflV (Entwurf DKI/GEBERA). Die Zuordnung der Sonderentgelte zur ICPM-GE
macht deutlich, daß eine Überarbeitung und eine eindeutige Abgrenzung der im
Sonderentgeltkatalog genannten Leistungen noch erfolgen muß.
Die ICPM-GE ermöglicht den internationalen Austausch und den Vergleich von
Informationen. Aus diesem Grunde wurde die Grunstruktur der ICPM-DE auch in der
ICPM-GE beibehalten.
Klassifikationen bedürfen einer intensiven Pflege, um einerseits die korrekte klinische
Terminologie in der deutschen Sprache wiederzugeben und andererseits den Dokumenta-
tionsanforderungen aller chirurgischen Fachgebiete ausgewogen zu entsprechen. Die
Klassifikation wurde deshalb um einen Thesaurus ergänzt, der Diagnosen- und Pro-
zedurenbezeichnungen des aktuellen klinischen Sprachgebrauches einschließlich der
Synonyme und Eigennamen enthält.
Die Pflege der ICPM-GE, der SNOMED-Nomenklatur sowie der multiaxialen The-
sauren (ID MACS) wird vom Kooperativen Klassifikationszentrum koordiniert, das
durch die Friedrich Wingert Stiftung, Hamburg, ID Information und Dokumentation
im Gesundheitswesen, Berlin und durch das Institut für Medizinische Statistik und
Epidemiologie der Technischen Universität München gebildet wird.
Fritz Diekmann
ID Information und Dokumentation im Gesundheitswesen
Otto-Suhr-Allee 18-20, 1000 Berlin 10
Tel. 0 30/3 4190 86
POMMERENING, K.
Datenschutz und Datensicherheit
BI-Wiss.-Verl., Mannheim, Wien, Zürich, 1991
252 Seiten, ISBN 3-411-15171-4
Bei der manuellen ebenso wie bei der elektronischen Datenverarbeitung stellt sich das Problem
des Datenschutzes: wie können die Daten vor unberechtigtem Lesen und mißbräuchlichem
Verändern geschützt werden? .Datensicherheit ist ein allgemeineres Ziel: durch organisatorische
und technische Vorsorgemaßnahmen sollen die Daten gegen Verlust, Fälschung und unberechtigten
Zugriff auf Grund von Katastrophen, technischen Ursachen, menschlichem Versagen oder
mutwilligen Eingriffen gesichert werden.
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Das Buch „Datenschutz und Datensicherung“ von Klaus Pommerening, Professor an der
Johannes-Gutenberg-Universität Mainz, zeigt die Probleme von Datenschutz und Datensicherung
beim Betrieb von elektronischen Rechnern- und Kommunikationsanlagen auf. Es wird eine
Ubersicht über eine Vielzahl von Verfahren gegeben, die (zumindest ansatzweise) Lösungen in
diesem Bereich bieten.
Das Buch ist inhaltlich wie folgt aufgebaut:
Im einführenden ersten Kapitel werden Grundp1'obleme der Datensicherheit - auch unter
Berücksichtigung gesellschaftspolitischeı' bzw. juristischer Aspekte - diskutiert. Im zweiten Kapitel
werden generelle Fragen der Sicherheit beim Rechnerbetrieb behandelt. In den ersten beiden
Kapiteln geht es dem Autor darum, ein - leider bislang in der Ausbildung und vielen Bereichen
der Praxis noch nicht sehr ausgeprägtes - Bewußtsein für solche Probleme zu schaffen.
Das dritte Kapitel ist dem Zugriff auf Daten gewidmet, u. a. dem Problem der Sicherheit von
Datenbanken. Es werden hauptsächlich Datenschutzfragen für statistische Datenbanken betrachtet.
Die im allgemeinen Datenbank-Bereich relevanten Recovery-Verfahren werden ausgeklammert;
dabei geht es um Fragen der Wiederherstellung eines zulässigen Datenbankzustandes, nachdem
ein Fehler (z. B. Anwendungsp1'ogrammfehler, Plattenfehler u. ä.) aufgetreten ist. Ebenfalls nicht
behandelt wird der GRANT-/REVOKE-Datenschutzmechanismus in der Quasistandard-Abfrage-
sprache SQL für relationale Datenbanken. Der Besitzer einer Relation kann mit dem GRANT-
Befehl gewisse Zugriffsrechte an der Relation an andere Datenbankbenutzer weitergeben bzw. mit
dem REVOKE-Befehl wieder zurückziehen.
Im vierten Kapitel werden Fragen der Datensicherheit in Rechnernetzen untersucht. Hier bieten
sich - neben den schon im zentralisierten System vorhandenen Gefahren - vielfältige Möglich-
keiten, Datenschutz bzw. Datensicherheit zu gefährden.
Das abschließende fünfte Kapitel stellt Methoden der Verschlüsselung vor und bildet den
inhaltlichen Schwerpunkt des Buches. Zu den potentiellen Anwendungsbereichen von Verschlüs-
selungsmethoden zählt beispielsweise die „digitale Unterschrift“, die Abwicklung von geschäftlichen
Transaktionen, wenn sich die Partner gegenseitig mißtrauen, „elektronische Münzen“, „elektro-
nische Bescheinigungen“ u. ä.
Beim Lesen fällt ein gewisses Ungleichgewicht zwischen den ersten vier Kapiteln und dem fünften
Kapitel auf, was den Grad der Formalisierung - und damit auch der Verständlichkeit - angeht.
Auf diese Tatsache weist der Autor auch bereits in seiner Einleitung hin. Während die ersten
Kapitel für jeden inte1'essierten Laien verständlich sind, erscheint das beim fünften Kapitel eher
zweifelhaft. Für das gesamte Buch gilt, daß es bei manchen Fachausdrücken (z. B. Integrität,
Konsistenz, (index-)abstrakter Datentyp, Spleißbox) vielleicht sinnvoll wäre, diese in einem
gesonderten Anhang füı' den Nicht-Fachmann zu erläutern.
Positiv hervorzuheben an dem Buch ist das sehr ausführliche SchlagwortveI'zeichnis, welches
gezieltes Nachschlagen ermöglicht. Auch das Literaturverzeichnis ist sehr umfangreich ausgefallen.
Leider fehlen allerdings die Angaben zu einigen Veröffentlichungen, deren Autoren im Text erwähnt
werden.
Eine ausführliche Checkliste zum Datenschutz bzw. zur Datensicherheit findet sich im Anhang. Die
Checkliste wird in folgende Bereiche aufgeteilt: Anforderungen und Bestandsaufnahme, Organisa-
tion, Datensicherung und Katastrophenschutz, physischer Schutz, Hardware und Betriebssystem,
Anwendungsprogramme, Personal Computer, Netze. Diese Checkliste kann einen wichtigen
Anhaltspunkt zur Behandlung von Datenschutz- bzw. Datensicherheitsfragen in der Praxis bieten.
Ihr Einsatz trägt sicherlich dazu bei, daß bei allen an der Entwicklung von Rechner- bzw.
Kommunikationssystemen beteiligten Personen das Bewußtsein für diese ansonsten eher vernach-
lässigten Aspekte gefördert wird.
Ebenfalls im Anhang findet sich eine Marktübersicht über sogenannte Sicherheitsprodukte für den
PC-Bereich, zu denen allerdings keine über die Grundfunktionalität und den Preis hinausgehenden
bewertenden Angaben gemacht werden.
Schließlich werden im Anhang zwei in Turbo-Pascal geschriebene Programme im Quellcode
abgedruckt. Die Programme dienen zur Behebung zweier kleinerer Sicherheitsprobleme in dem
PC-Betriebssystem MS-DOS. Dabei geht es einmal um das Problem des physischen Löschens von
Dateien und zum anderen um das Problem des „Datenmülls“ am Dateiende.
Abschließendes Fazit: Das Buch ist - trotz einiger kleinerer Mängel - gut geeignet als Einführung
in den Problembereich Datenschutz und Datensicherheit. Es spricht sowohl Student(inn)en der
verschiedensten Fachrichtungen an (z. B. der Informatik, der Medizin, der Geistes-, Wirtschafts-
und Sozialwissenschaften) als auch Personen, die in der Praxis mit elektronischer Datenverarbeitung
zu tun haben. Es muß allerdings vor zu großen Erwartungen von Praktiker-Seite gewarnt werden:
Das Allheilmittel zur Lösung aller Datensicherheitsprobleme bei vertretbarem Aufwand muß erst
noch gefunden werden. Stets sind Kompromisse nötig zwischen Datenschutz und Datensicherheit
auf der einen und erforderlichem Aufwand auf der anderen Seite. Immerhin kann das Buch sicherlich
einen Beitrag dazu leisten, die Sensibilität des betroffenen Personenkreises für diese Problematik
zu erhöhen. _
Andreas Oberweıs, Karlsruhe
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Hinweise für Autoren
Manuskripte sind in dreifacher Ausfertigung bei einem Mitglied der Schriftleitung
einzureichen. Es werden nur unveröffentlichte Arbeiten angenommen. Die
Manuskripte dürfen auch nicht gleichzeitig anderen Zeitschriften zur Veröffent-
lichung angeboten werden.
Die eingereichten Manuskripte sollen folgende Teile enthalten:
- Titelblatt (Namen, Vornamen und Anschriften aller Autoren, ggf. Korrespon-
denzadresse mit Telefonnummer und Telefaxnummer angeben , Titel der Arbeit
in deutsch und englisch, Kurztitel max. 45 Zeichen)
- Zusammenfassung in deutsch und englisch
- Stichworte in deutsch und englisch
- Text (Einleitung, Methoden, Ergebnisse, Diskussion)
- Literatur
- Tabellen und Abbildungen
- Legenden zu Tabellen und Abbildungen
Der Text soll knapp gefaßt sein, so daß der Umfang einer Arbeit in der Regel
20 Schreibmaschinenseiten nicht überschreitet. Die Manuskriptblätter sind ein-
seitig und mit 11/zfachem Zeilenabstand zu schreiben.
Die zitierte Literatur wird in einem Literaturverzeichnis am Schluß der Arbeit
zusammengefaßt. Die Angaben sind alphabetisch nach Autorennamen zu ordnen.
Im Text und im Literaturverzeichnis sind die Autorennamen in Großbuchstaben
zu schreiben. Im Manuskript erfolgt der Hinweis auf Literatur durch die Angabe
des Autorennamens und der Jahreszahl. Für das Literaturverzeichnis gilt folgen-
des Schema: Verfasser (Vorname abgekürzt - Jahr der Veröffentlichung - Titel
der Arbeit - Zeitschrift - Bandzahl (unterstrichen) - Seitenzahlen der Arbeit.
Beispiele:
SONNEMANN, E. (1982): Allgemeine Lösungen multipler Testprobleme. EDV in
Medizin und Biologie L3, 120-128.
HAUX, R. (Hrsg.) (1986): Expert Systems in Statistics. Gustav Fischer Verlag,
Stuttgart und New York.
Die Zahl der Abbildungen soll auf das unbedingt Notwendige beschränkt werden.
Als Vorlage werden reproduktionsfähige Zeichnungen und bei Fotografien
scharfe Hochglanzabzüge erbeten. Farbige Abbildungen können nur bei Kosten-
ersatz durch den Autor aufgenommen werden.
Tabellen, Gleichungen und Fußnoten sind fortlaufend zu numerieren.
Die eingehenden Manuskripte werden von unabhängigen Gutachtern referiert.
Pro Originalbeitrag werden 30 kostenlose Sonderdrucke zur Verfügung gestellt.
Weitere Sonderdrucke können gegen Berechnung bestellt werden.
Anzeigenschluß für die Ausgabe 1/93 ist am
20. Januar 1993!
Anzeigenabteilung: Verlag Eugen Ulmer, Postfach 70 05 61, 7000 Stuttgart 70
Telefon (07 11) 45 07-1 47, Fax 45 07-1 20
