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ABSTRACT Throughput and resolution of DNA sequence detection technologies employing nanometer scale pores hinge on
accurate kinetic descriptions of DNA motion in nanopores. We present the ﬁrst detailed experimental study of DNA escape kinetics
from a-hemolysin nanopores and show that anomalously long escape times for some events result in nonexponential kinetics. From
the distribution of ﬁrst-passage times, we determine that the energy barrier to escape follows a Poisson-like distribution, most likely
due to stochastic weak binding events between the DNA and amino acid residues in the pore.
INTRODUCTION
Nanometer-scale pores in insulating membranes, or nano-
pores, are increasingly being employed for detection of
speciﬁc biomolecules, and for measurement of their physical
properties. The reduction or ﬂuctuation of ionic current when
a charged molecule is driven into the pore by an electric ﬁeld
indicates the presence of the molecule and can provide either
static or dynamic structural information (1–3).
Variations on this fundamental method are now usedwidely
for analysis of nucleic acids, particularly for rapid sequence
speciﬁc DNA detection (4,5). Though simple ionic current
measurements are not viewed as promising for DNA se-
quencing (5,6), many other schemes have been explored, in-
cluding reading DNA or RNA block copolymer sequences
(7,8), sequencing by electronic measurements using sensors
embedded in solid state nanopores (9,10), and genotyping by
force spectroscopy either on dsDNA (11,12), or dsDNA-re-
striction enzyme complexes (13). All of these methods rely on
moving DNA through the pore; their feasibility therefore
hinges on a detailed understanding of the kinetics of DNA
motion in nanopores.
Though considerable work on kinetics exists (8,14–20),
unresolved questions remain. A fundamental issue concerns
the distribution of ﬁrst-passage times for DNA escaping from
a state where it is threaded through a pore. Careful exami-
nation of published experimental translocation data fre-
quently reveals a signiﬁcant number of unexpectedly long
escape events (17,21), leading to long tails in ﬁrst-passage time
distributions. We have observed similar long-tailed kinetics in
our nanopore force spectroscopy work (11,12), which uses
single molecule dissociation time-distributions to estimate
sequence homology between single-stranded DNA (ssDNA)
molecules, and in force spectroscopy data published by other
groups (22,23).
Our current work explores escape kinetics in detail. We
electrophoretically insert an ssDNA molecule coupled to
Avidin into an a-hemolysin nanopore (a-HL) and subse-
quently allow it to escape thermally against an electrostatic
potential (Fig. 1). This experiment is simpliﬁed from previ-
ous work on DNA duplex force spectroscopy (11,12), in that
the electrostatic barrier and DNA-pore interactions are the
only likely contributors to escape time. It is also simpler
than translocation experiments: the time between polymer
capture and entry of a free end into the pore (threading), shown
to affect translocation time distributions (19), is decoupled
from our measured escape time. We explore the relationship
among kinetics, applied force, and ssDNA length, and ﬁnd that
although escape timescales obey Kramers’ rule (24), the ﬁrst-
passage time distribution is nonexponential, indicating sto-
chastic variation of the energy barrier height due to DNA-pore
interactions.
MATERIALS AND METHODS
The a-HL pores are formed using a method adapted from that of Akeson
et al. (7). Brieﬂy, a black lipid membrane of 1,2-diphytanoyl-sn-glycero-3-
phosphocholine (Avanti, Alabaster AL) and hexadecene (Sigma-Aldrich, St.
Louis MO) is formed in a 25 mm PTFE aperture connecting two baths ﬁlled
with 1 M KCl, 10 mM HEPES, pH 8.0 solution. Data collection is as de-
scribed in previous work (11), with all data low-pass ﬁltered at 10 kHz, and
sampled at 50 kHz. Poly-dADNAmolecules, ranging in length from 15 to 65
bases were used (MWG Biotech, High Point, NC or IDT DNA, Coralville,
IA). Unless otherwise stated, DNA was biotinylated and coupled to Avidin
(SigmaAldrich, Oakville, ONCanada) at the 39 end.Molecules were veriﬁed
by mass spectrometry, and not found to contain detectable quantities of
truncated DNA.
We insert Avidin-labeled ssDNA into the cis-side of a single a-HL
nanopore (CalBioChem, San Diego, CA) by applying a 200 mV capture
potential across the pore. Avidin prevents full translocation of the DNA so
that exit is always to the cis-side of the pore. A typical single molecule event
is shown in Fig. 1.
For each sample, we observed escape times at ;10 different escape po-
tentials recording between 100 and 10,000 single molecule events at every
potential. Impedance is a very sensitive indicator of molecule conformation in
a-HL nanopores (25,26). This provides some conﬁdence that misthreaded
molecules, or molecules with unusual conformations in the pore, would be
easily detectable through signiﬁcant changes in blocked current. We therefore
discarded events whose current either deviated by.10 pA from the average at
any time during the 100-ms capture phase, or did not immediately return to the
open channel value upon molecule exit. The remaining events did not show
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any correlation between event duration and impedance; we are conﬁdent that
for these events the DNA molecule inserted properly into the pore.
For each dataset, we used the distribution of event durations to determine
the survival probability as a function of time (Psurvival(t)), i.e., the likelihood
that a DNA molecule is still present in the pore at time t after the potential is
reduced to the escape voltage.
RESULTS AND DISCUSSION
Fig. 2, A and B, show survival probability versus time for a 27-
mer poly-dAmolecule (dA27) at 80 mV (4783 escape events).
At long times ($0.1 s), it decays nonexponentially, following
a power law. Nonexponential survival probability distributions
were observed in all experiments, including molecules es-
caping in both orientations, i.e., 39-ﬁrst, and 59-ﬁrst (data not
shown). We did not observe that the molecule’s orientation
had a signiﬁcant effect on the escape time distribution. This is
not surprising, given that escape kinetics are primarily deter-
mined by the electrostatic energy barrier, which is expected to
be similar for molecules in both orientations.
We can exclude many possible causes for the non-
exponential behavior based on results from control experi-
ments, and from the relevant literature. It is unlikely that the
nonexponential tail is caused by events where DNA is not
properly threaded through the pore; as noted in Materials and
Methods, even small changes in the position and length of a
molecule in the pore have large effects on the pore conductance
(25,26), and we discard events with noncharacteristic im-
pedance from our data. Though DNA-lipid interactions and
Avidin-pore interactions are also possible sources of energy
barrier ﬂuctuations, they cannot entirely account for our results,
since molecules too short to protrude from the trans-side of the
pore also exhibit nonexponential kinetics, as do molecules
where Avidin is replaced by a DNA hairpin (data not shown).
Other groupshaveobservedDNAhairpin escape froma-HL
in the biased diffusion regime by applying negative potentials
to assist the escape process. They reported exponential escape
kinetics at large negative potentials (16), but nonexponential
kinetics at small negative potentials (27). We note that these
experiments, which explore electrically induced drift, are sig-
niﬁcantly different from our experiments, which explore es-
cape over an electrostatic energy barrier.
The nonexponential decay of survival probability is sur-
prising if one considers a one-dimensional diffusive model of
the escape process. In such a model, the molecule escapes by
diffusing along the axis of the pore against an electrostatic
energy barrier. We model the escape process using the one-
dimensional Fokker-Planck equation,
@
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2
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g
f ðx; tÞ; (1)
FIGURE 1 A single molecule escape event. Molecules are captured at
200 mV, resulting in increased impedance and decreased ionic current;
the potential is then reduced to the escape potential (80 mV shown). The
molecule undergoes thermally activated escape from the pore after a time
tesc. Rare events, lasting longer than 10 s, are terminated by reversing the
potential and are not timed, but are counted in the total number of events for
calculation of survival probability.
FIGURE 2 (A) Survival probability of dA27 trapped in
the pore by an 80 mV applied potential (4783 events). The
log-log plot emphasizes the long power law region between
0.1 and 10 s, and shows small variations between the data
and ﬁts at low Psurvival(t). Linearly weighted single expo-
nential (one free parameter, R2 ¼ 0.9763), two-term expo-
nential (three free parameters, R2 ¼ 0.9993), stretched
exponential (two free parameters, R2 ¼ 0.9993), and
Becquerel (two free parameters, R2 ¼ 0.9982) ﬁts to the
data are shown. While all ﬁts presented, except the single
exponential, describe the data with high R2 values, only the
Becquerel ﬁt qualitatively reproduces the data at long times.
The Becquerel ﬁt yields the additional advantage of pro-
viding a simple analytic form for the distribution of energy
barriers (Eq. 4) and timescales (Eq. 5). Characteristic
timescales from all ﬁts obey Kramers’ law as the voltage
is varied. (B) Semilog plot of the same data as in panel A,
showing deviation from the exponential ﬁt. (C) Calculated
energy barrier height distribution for a 27-mer poly-dA
molecule under an applied potential of 80 mV. g(Eb-Eb*) was calculated from Eq. 4, using parameters from a Becquerel ﬁt to data in panel A. The FWHM of the
distribution is ;2 kBT. Note that energy is expressed relative to Eb*, the energy at the peak of the distribution.
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where f(x,t) is the probability density function for the DNA
molecule in the pore, with x indicating displacement from the
starting location (with Avidin in contact with the cismouth of
the pore), and t indicating time. The value D is the one-
dimensional diffusion coefﬁcient, g is a friction constant, and
F(x) ¼ dE(x)/dx is the force resulting from the applied
electric potential, chain entropy, and other interactions which
can all be included in a free energy proﬁle E(x) (assumed here
to be time-invariant).
This model suggests that the survival probability
Psurvival(t), which is the integral of f(x,t) over the length of the
DNA molecule, should decay exponentially at long times,
regardless of the height of the energy barrier (see Appendix
A). This can also be seen intuitively. For small barriers, Eq.
1 becomes the diffusion equation, with a solution composed
of harmonic eigen-functions each of which decays expo-
nentially in time. High frequency modes decay fastest,
leading at long times to exponential probability decay gov-
erned by the lowest frequency mode. Psurvival(t) is therefore
not expected to decay exponentially initially, but should
convert to an exponential decay on a timescale dictated by the
diffusion time over the length scale of the system (L2/2D,
where L is the length of the molecule). This initial relaxation
time is ,500 ms (18), which is fast compared to our exper-
imental times. For large barriers, the system is quasista-
tionary (28) and probability density leaks out over the barrier
at a constant rate, leading to a single exponential decrease in
the total remaining probability inside the pore. It is therefore
surprising to see nonexponential probability decay at long
times (.0.1 s) in our experiment, long after diffusive effects
should have erased the memory of the initial probability
distribution.
A barrier height that varies from event to event would lead to
multiple timescales, making the probability distribution over
many events nonexponential. We discuss possible causes for
such a variation below. A coarse approximation of this, shown
inFig. 2A, is a two-termexponential ﬁt,which assumes that the
molecule must escape over one of two distinct energy barriers,
of differing heights. This ﬁt is better than a single exponential,
but still does not follow the power law at long times.
The assumption of n distinct barriers is arbitrary; a more
reasonable model would consider a continuous distribution
of energy barriers for different single-molecule events, giving
a survival probability distribution of the form (29),
PsurvivalðtÞ ¼
Z N
0
gðEbÞe
t
tdEb; (2)
where g(Eb) is the probability density function of energy
barrier heights and where Eb is related to t by the Arrhenius
relation: t ¼ tD exp[Eb/kBT]. The value tD is a diffusive
timescale that is not determined in our experiments. Follow-
ing Austin et al., the particular form of g(Eb) may be found by
ﬁtting the survival probability data to an arbitrary function,
and calculating its inverse Laplace transform (30). We ﬁt our
Psurvival(t) data using the Becquerel function, which has been
previously used to describe kinetics of CO binding to
myoglobin at low temperatures (30) and which has a known
inverse Laplace transform. It ﬁts our data well at short times
and follows the observed power law region at long times,
PsurvivalðtÞ ¼ 11 t=t0ð Þa; (3)
where t0 and a are ﬁt parameters. The inverse Laplace trans-
form of Eq. 3 gives g(Eb), the distribution function (30,31),
gðEbÞ¼
t0

tD exp
Eb
kBT
   a
exp t0

tDexp
Eb
kBT
   
GðaÞkBT :
(4)
Without knowledge of tD, the absolute energy barrier height
cannot be directly obtained from our data. We can, however,
use the Arrhenius relation to express the energy barrier
distribution in terms of t, which we do know exactly, as
GðtÞ ¼ t0=tð Þ
a
exp t0=tð Þ
GðaÞkBT : (5)
Note that G(t) is distinct from the timescale distribution;
rather, it is the energy barrier distribution expressed in terms
of t (30). We are particularly interested in the peak of the
distribution. We denote the timescale and energy barrier
associated with the peak as t* and Eb*, respectively, and use
these as the starting point for subsequent analyses. Setting the
derivative with respect to t of Eq. 5 to zero and solving, we
ﬁnd that the timescale at the peak of the distribution is t* ¼
t0/a; we deﬁne Eb* as the energy barrier associated with t*.
Using Eb* as a point of reference, we can now plot Eq. 4 as
g(Eb-Eb*). This shifts g(Eb) on the Eb axis, but preserves its
shape exactly. A plot of g(Eb-Eb*) for the 27-mer poly-dA
molecule at 80 mV is shown in Fig. 2 C. Since the sole dif-
ference between g(Eb) and g(Eb-Eb*) is a shift on the Eb axis,
we will refer to g(Eb) for the remainder of the discussion.
The energy barrier distribution contains information about
the interactions that lead to nonexponential kinetics. Equation
4 is closely related to the Gamma distribution, which describes
the distribution of waiting times for a events to occur in a
Poisson process, generalized to noninteger values of a. This
suggests that stochastic increases to the energy barrier height
may result from infrequent binding events between the DNA
and the pore, while noninteger values of a may reﬂect vari-
ations in binding energies for different interaction sites. The
hypothesis of DNA-pore interactions is supported by exper-
imentally measured DNA translocation rates through a-HL
pores, which are more than an order-of-magnitude slower
than velocities observed (32) in solid state nanopores or
predicted in analytic and simulation studies (14). Further
experimental work would be required to determine the exact
mechanism at play, though it is known that hydrogen bond
and salt bridge interactions between the phosphates of the
DNA backbone and the amino group of lysine residues
(present in the a-HL constriction) are common (33). We
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therefore speculate that the energy barrier height distribution
is caused by DNA-pore interactions, which differ from one
escape event to the next.
The spread of the energy distribution is determined by the
value of a (see Appendix B). Full width at half-maximum
values (FWHM) for g(Eb) ranged from ;1 kBT (a $ 5) to
;4.5 kBT (a ¼ 0.35) with values of ;2.5 kBT, equivalent to
one hydrogen bond, being most common. Though the rela-
tionship was not perfect, energy spread tended to increase
with the electrostatic energy barrier, suggesting that mole-
cules held in the pore for longer times are subject to increased
DNA-pore interactions (see Figs. 3 and 4). Energy spreads
did not, however, correlate with molecule length.
Wenow turnour attention to the relationship between escape
timescale and applied potential. For this analysis, we consider
t*, the timescale associated with the maximum of the energy
distribution, Eb*. Addition of a potential-dependent term to the
Arrhenius relation gives a Kramers’ rule relationship between
the applied potential and the escape timescale. Substituting the
electrostatic potential energy barrier and dominant timescale
into Kramers’ law gives
t
 ¼ tDexp E0
kBT
1V
ze
kBT
+
N
i¼1
DVi
V
 
: (6)
The ﬁrst term in the exponential, E0, is the energy barrier
height in the absence of applied force, which depends on
entropy effects and interactions between DNA and the pore.
The second term is the electrostatic energy barrier: z is the
effective charge per nucleotide, V is the applied electrostatic
potential (positive when pulling the molecule into the pore),
and DVi/V is the fraction of the potential the i
th nucleotide
must cross for the molecule to escape from the pore. Fig. 3 A
shows data conﬁrming the exponential relationship between
escape timescale and applied potential for molecules ranging
from 20- to 65-nt long.
The representation of the data in Fig. 3 A highlights the
differences in escape kinetics arising from molecule length.
Replotting the same timescale data versus electrostatic energy
barrier height (EV—see Appendix C for calculation) reveals a
complex dependence on molecule length (see Fig. 3 B). EV
combines the effects of electrostatic force, charge of the
molecule (proportional to length), and impact of pore geom-
etry on the electric ﬁeld. This is, in effect, normalization with
respect to length that should collapse the data from different
length molecules onto a single plot, assuming no other factors
play a role in the escape timescale. Timescales for molecules
#30-nt-long all exhibit similar dependence on EV; however,
timescales for longer molecules are also length-dependent.
The reason for this length dependence is unclear, although it
likely involves the portion of DNA that protrudes from the
trans-side of the pore. Possible causes include DNA-lipid in-
teractions, or the entropic cost of conﬁning this portion of the
DNA molecule as it moves through the pore.
The barrier height sensitivity to electrostatic potential (which
we deﬁne as m) is the second term in Eq. 6 divided by V,
m ¼ +
N
i¼1
zeDVi
kbTV
: (7)
From the slope of the m versus N (Fig. 3 A, inset), we estimate
the effective charge per nucleotide to be 0.4e. Other estimates
range from ;0.1 (22,34) to ;0.3 (11,35). None of these
calculations separate effects of charge screening from effects
of possible electroosmotic ﬂow in the pore due tomotion of the
charge-carrying cations (34). Since electroosmotic ﬂow would
oppose the electrostatic force on DNA, z is likely to be
underestimated in translocation experiments, but overestimated
in our experiments (36). The intercept ofm versusN is nonzero,
which is reasonable, since not all nucleotides must pass across
the entire electrostatic potential to escape from the pore.
CONCLUSION
We have shown that subtle energetic perturbations can have a
profound effect on the kinetics of polynucleotide escape from
nanopores. Nonexponential decay of the survival probability
vs. time for molecules trapped in the pore indicates a typical
spread in energy barrier height of ;2.5 kBT for poly-dA,
leading to long residence time in the pore for some molecules.
A likely cause of this energy distribution is interaction between
the bases of the DNA and the interior surface of the nanopore,
though molecular dynamics or mutational studies will be re-
quired to determine precisely the source of the interactions.
Though conditions in our experiments were chosen to
emphasize these effects, they also appear to be present in
translocation experiments. Emerging nanopore technologies,
such as single molecule sequencing, will require accurate
stochastic models of DNA translocation to interpret results,
FIGURE 3 (A) Relationship between dominant escape
timescale and barrier height for DNA strands of different
lengths. Labels indicate polymer length in nucleotides.
Lines are exponential ﬁts to the data. Error bars indicate
standard error of measurement, estimated using a bootstrap
algorithm. (Inset) Barrier height sensitivity to electrostatic
potential as a function of molecule length (see Eq. 7). Error
bars indicate standard error of measurement, calculated by
error propagation from data in the main ﬁgure. (B) Char-
acteristic timescale for escape (t0/a) versus calculated
electrostatic barrier, EV (see Appendix C).
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and should therefore consider the effect of anomalously long
translocation times for some molecules. Design of synthetic
nanopores, and in particular their surface chemistry, should
also be guided by the understanding of stochastic binding
effects in escape time or translocation time distributions.
APPENDIX A—FOKKER-PLANCK MODEL OF
ESCAPE KINETICS
In our experiments, the DNA molecule escapes by diffusing along the axis of
the pore, against an electrostatic force. We have developed a simple math-
ematical model of the escape process using the Fokker-Planck equation (Eq.
1). While this model is not sufﬁciently detailed to make quantitative predic-
tions regarding kinetics, it is adequate for making qualitative predictions—
speciﬁcally, that escape kinetics are expected to be exponential.
ForDNAescape,we takeD¼ 23 1010 cm2/s (16), andg¼ 1 kg/s,which
has been shown to be consistent with the high-friction regime (37).Wemodel
the energy barrier as a combination of electrostatic and entropic energies as
EðxÞ ¼
ze
kBT
xV x# L N
ze
kBT
x  ðx  L1NÞ
2
N
 
V1
x
b
x. L N
;
8><
>:
(8)
where z ¼ 0.4 is the effective charge per nucleotide. All length terms are
measured in nucleotides: L is the length of the DNA molecule, N ¼ 22 nt is
the length of the nanopore, x is the contour length of DNA that has escaped to
the cis-side of the pore (equivalent to position), and b ¼ 2.5 nt is the Kuhn
length (38). The x/b term measures the increase in entropy as DNA escapes
from the conﬁnement of the pore, assumed to be 1 kBT per Kuhn length (39).
This expression ignores entropy changes from tethering the DNA strands on
both the cis- and trans- sides of the pore; these have only a relatively minor
effect on E(x) (;1 kBT). The energy barrier for a 27-mer DNA molecule at
V ¼ 80 mV is shown in Fig. 5.
We use an absorbing boundary at x ¼ L, the point at which the probe has
completely exited the pore and can diffuse away, and reﬂecting boundary at
x ¼ 0,
f ðL; tÞ ¼ 0; Sð0; tÞ ¼ 0:
S(x,t) is the probability current such that
@Sðx; tÞ
@x
1
@f ðx; tÞ
@t
¼ 0:
The initial condition is assumed to be
f ðx; 0Þ ¼ dðx  xminÞ:
Though thermal ﬂuctuations and a small second derivative of f(x,t) at x¼ xmin
would violate this assumption, the nature of our experiment is such that the
molecule is held tightly in the pore under a very strong electric ﬁeld (;200
mV potential drop across the pore) before the sudden decrease in the barrier
at t ¼ 0. At this potential, a shift of 1 nucleotide corresponds to ;2.5 kBT
increase in electrostatic potential energy, meaning that .99% of molecules
will be within two nucleotides of x¼ 0 at the start of the experiment. This is a
considerably tighter starting point distribution than previous similar escape
experiments (18).
To obtain the survival probability of the probe in the pore, we integrate
f(x,t) on the interval (0 , x , L),
PsurvivalðtÞ ¼
Z L
0
f ðx; tÞdx: (9)
The Fokker-Planck equation does not generally have a closed-form analytic
solution. We therefore determined the survival probability numerically,
using a ﬁnite difference method.
Fig. 5 shows the survival probability for a 27-mer DNA molecule at an
applied potential of 80 mV. At short times, the escape probability is
nonexponential, since the system has not yet relaxed to a quasistationary
state. At long times, however, escape kinetics are exponential. We note that
the model predicts exponential kinetics at long times regardless of the barrier
height, or relative contributions from entropy and electrostatic potential. This
suggests that the Fokker-Planck model neglects some critical aspect of the
system—namely ﬂuctuations in the energy barrier height caused by DNA-
pore interactions.
FIGURE 4 Full width at half-maximum (FWHM) of the energy barrier
distribution g(Eb) for DNA escape from the a-HL nanopore versus the
calculated electrostatic energy barrier EV. Lines are linear ﬁts to the data (see
Appendices B and C for calculations). The FWHM of g(Eb) shows a trend of
increasing with the electrostatic energy barrier (with the possible exception
of the 20-mer dataset), but is not correlated to molecule length.
FIGURE 5 Fokker-Planck model of DNA escape. All
data shown is calculated for a 27-mer DNA molecule
trapped in the pore by an 80-mV applied potential. (A)
Survival probability as a function of time, calculated by
numerical integration of the Fokker-Planck equation. (In-
set) At short times, survival probability is nonexponential
(same data as main ﬁgure). (B) Potential energy as calcu-
lated from Eq. 8. Note that E(x,V) is the applied potential
contribution to free energy; E(x,S) is the entropic contribu-
tion to free energy, and E(x,V,S) ¼ E(x,V) 1 E(x,S).
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APPENDIX B: CALCULATION OF ENERGY
SPREAD FROM ESCAPE TIMESCALE
DISTRIBUTIONS
The position and width of the energy barrier distribution probably increase
by separate mechanisms as the potential increases, since they are estimated
by different combinations of ﬁtting parameters. The width of g(Eb) is
independent from t0, and can be estimated using a alone. We demonstrate
this using the separation of the inﬂection points, which occur at
Eb ¼ ln 1
2
ð2a1 16 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ4a1 1p Þt0
a
2
tD
 
: (10)
The separation of the inﬂection points is, therefore,
DEb ¼ kbTln 2a1 11
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4a1 1
p
2a1 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ4a1 1p
 
: (11)
This demonstrates that variation in the energy distribution’s width is not
simply an artifact of changing the dominant energy barrier. We speculate that
molecules experiencing a larger energy barrier have longer (average)
residence times, and thus, more opportunities to bind to the pore. This, in
turn, causes a greater increase in the width of the energy barrier.
APPENDIX C—CALCULATION OF
ELECTROSTATIC POTENTIAL ENERGY FOR
DNA IN THE NANOPORE
We estimate EV as
EV ¼ ze
kbT
+
N
i¼1
DVi; (12)
where N is the number of nucleotides in the polymer. DVi is the potential
difference the ith nucleotide must pass through to escape from the pore, and is
calculated on the following assumptions: the vestibule andb-barrel of thea-HL
pore each contain 15 nucleotides (40). Based on a molecular dynamics
simulation of DNA in the pore, we assume that 20% of the potential drop
occurs in the vestibule, with the remaining 80% of the potential drop in
the b-barrel (41). For short molecules that do not extend all the way through the
pore, we assume that the potential drop occurs entirely across the region of
the pore occupied by the DNA strand, since impedance has been shown to be
relatively insensitive to length formolecules extending only partway through the
pore (42).Note that z¼ 0.4 is the effective chargeper nucleotide (seeResults and
Discussion, and (11)). For calculations inFig. 3B, we havemade the simplifying
assumption that z is identical for nucleotides inside (zin) and outside (zout) the
pore. Though this is not necessarily true, escape timescales of short molecules
are dependent only on EV, while escape timescales of long molecules are
dependent on both length andEV, regardless of the values chosen for zin and zout.
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