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We present a theoretical study of electronic states in magnetic and nonmagnetic semiconductor
quantum wires. The effects of chemical and magnetic disorder at paramagnetic temperatures are
investigated in single-site coherent potential approximation. It is shown that the nonmagnetic
impurity shifts the band of carriers and suppresses the van Hove singularities of the local density of
states (LDOS) depending on the value of impurity concentration. The magnetic impurity, however,
broadens the band which depends on the strength of exchange coupling, and in the high impurity
concentration, the van Hove singularities in the LDOS can completely disappear and the curves
become smooth.
I. INTRODUCTION
The nature of the dimensionality and of the confine-
ment associated with a particular nanostructure such as a
quantum well, quantum wire, or quantum dot have a pro-
nounced effect on its physical properties. Quantum wires
and quantum dots are under active experimental investi-
gation because devices based on them offer important op-
portunities as the building blocks for the next generation
of electronic and opto-electronic devices ranging from ul-
trafast optical switching to ultradense memories1. Quan-
tum wire structures have density of states features which
are very useful for laser applications with possibility of
smaller current threshold density than in lasers produced
from higher dimensional structures. However, it is clear
that disorder affects these attractive features of quan-
tum wires2,3,4. Over the past decade, using the coherent
potential approximation (CPA), the effects of boundary
roughness and the presence of islands on the electronic
properties of nonmagnetic semiconductor (NMS) quan-
tum wires have been studied5,6,7. Furthermore, it has
been demonstrated by Ohno8 that it is indeed possi-
ble to inject spin from a diluted magnetic semiconductor
(DMS) to a NMS, which is necessary in order to carry
out qubit (quantum bit) operations required for quantum
computing9.
DMS’s10 are semiconductors of the general type
A1−xMxB, where AB is either a II-VI or a III-V semi-
conductor and M a magnetic element, most commonly
Mn . Substitution of a small fraction x of the element
A by Mn impurities (and in the case of II-VI semicon-
ductors an additional charge dopant, such as P on the B
site) leads to the appearance of a semiconductor with fer-
romagnetic properties11,12. The magnetic state in these
materials has been attributed to the exchange interaction
of the localized Mn moments with the spin of the charge
carriers introduced by the Mn dopants, or in the case of
II-VI semiconductors, by the additional dopant.
In recent years, considerable works have been de-
voted to the understanding of physical properties of
DMS quantum wires, both theoretically13,14,15,16,17 and
experimentally18,19,20. One of the most important physi-
cal quantities in these quantum structures, is the density
of states of charge carriers which depends on the dimen-
sionality of the structure. The behavior of this quantity
is very important in determining the electrical, thermal,
and other properties of the system. Furthermore, DMS’s
belong to the class of disordered systems, hence, any first
principle consideration should take into account the ran-
domness of impurities. Among different kinds of random-
ness, two kinds of them can strongly affect the transport
properties of charge carriers in DMS quantum wires, i.e.,
the random substitution of the magnetic atoms and the
random direction of the impurity spins.
The aim of this work is to investigate the effects
of chemical (spin-independent) potential and magnetic
disorder on the electronic properties of semiconductor
quantum wires. Based on the single-site CPA for the
magnetic and nonmagnetic impurities at paramagnetic
temperatures21, we study the local density of states
(LDOS) for charge carriers, in terms of the impurity con-
centrations and spin scattering strengths.
The paper is organized as follows. The model, Hamil-
tonian and formalism are given in section II. In section
III, we present the results of the numerical calculations
for the NMS and DMS quantum wires. A brief conclusion
is given in section IV.
II. MODEL AND METHOD
We consider a semiconductor quantum wire described
by the tight-binding model on a square lattice in which
one of the dimensions (the x direction) is much larger
than the other (the y direction), i.e., a long-strip lattice
in two dimension. The sites of the lattice are denoted by
(m,n) where m is an integer number and Ny is number
of atoms in the y direction, hence 1 ≤ n ≤ Ny. In fact,
we have divided the wire into Ny atomic lines along the
y axis and each line lies along the x axis. We set the
site energies to be infinite along the lines n = 0 and
n = Ny + 1; thus, the carriers are confined along the y
2direction. The one-electron Hamiltonian for this system
is given by
H =
∑
i
ui(M,A) +
∑
i,j,σ
tij | i, σ〉〈j, σ | , (1)
where ui depends on whether i ≡ (m,n) is a magnetic
(M) or nonmagnetic (A) site. For the A-site
uAi = εA
∑
σ
| i, σ〉〈i, σ | , (2)
and for the M-site
uMi =
∑
σ,σ′
| i, σ〉[εMδσσ′ − ISi·τσσ′ ]〈i, σ
′ | , (3)
In the above equations, | i, σ〉 is an atomic orbital with
spin σ (=↑ or ↓) at site (m,n), εA and εM are the on-
site energies for A- and M-sites, and the hopping energy
tij = t if i and j are nearest neighbors and zero other-
wise. The second term on the right hand side of Eq. 3
is the k-independent exchange interaction in which Si is
the local spin operator of the M-atom and τ is the usual
Pauli matrix for carrier’s spin. We regard the spin of
magnetic ion as a classical spin, while the value of ex-
change interaction strength IS (=I × S) is finite.
The single-electron Hamiltonian can be written as
H = Heff + V , (4)
where the effective Hamiltonian Heff , which describes
the effective medium, is expressed as
Heff =
∑
i,j,σ
[tij + δi,jΣi(ω)] | i, σ〉〈j, σ | . (5)
Here, Σi(ω) is the site-dependent self-energy, and the
perturbation term is given as
V = H −Heff
=
∑
i
vi , (6)
where vi = v
A
i for the A-site and vi = v
M
i for the M-site
are given by
vAi =
∑
σ
| i, σ〉[εA − Σi]〈i, σ | , (7)
vMi =
∑
σσ′
| i, σ〉[(εM − Σi)δσ,σ′ − ISi·τσσ′ ]〈i, σ
′ | , (8)
It should be emphasized that, we have assumed a spin-
independent effective medium, since the system is at the
paramagnetic temperatures (T ≫ Tc). Thus, Σi does not
depend on the spin of carriers and hence, the electronic
states will be independent of the temperature within the
paramagnetic regime. Here, Tc is defined as the fer-
romagnetic critical temperature where the spontaneous
magnetization of magnetic impurities vanishes, and in
Ga1−xMnxAs quantum wires, for example, Tc as high as
350 K has been reported20.
The matrix elements of effective Green’s function, G¯,
can be determined from the Dyson equation:
G¯i,i′(ω) = G
0
i,i′ (ω) +
∑
j
G0i,j(ω)Σj(ω)G¯j,i′(ω) , (9)
where G0i,j is the clean system Green’s function matrix
element and is given by
G0i,i′ = 〈m,n|G
0(ω)|m′, n′〉
=
1
Nx
∑
kx
Ny∑
l=1
fn,n′(l)
ω + iη − ǫl,kx
eikx(m−m
′)a , (10)
where
fn,n′(l) =
2
Ny + 1
sin(
lπ
Ny + 1
n) sin(
lπ
Ny + 1
n′) , (11)
and
ǫl,kx = 2t cos(
lπ
Ny + 1
) + 2t cos(kxa) , (12)
is the clean system band structure.
Here, Nx and kx are the number of lattice sites and the
wave vector in the x direction, a is the lattice constant, l
is the mode of the subband, and η is a positive infinites-
imal. Since the translational symmetry is absent in the
y direction, the self-energy depends on the atomic line
number (n), however, it is independent of the number
(m) of the atomic site on each line, i.e. Σi(ω) ≡ Σn(ω).
In this case, the Dyson equation (9) can be rewritten as
G¯n1,n2(m1,m2;ω) = G
0
n1,n2(m1,m2;ω)
+
Ny∑
n=1
∑
m
G0n1,n(m1,m;ω)Σn(ω)G¯n,n2(m,m2;ω) . (13)
The CPA replaces the real system with an effective pe-
riodic medium22,23. For this purpose, the potential of all
sites is replaced by an energy-dependent coherent poten-
tial, except one site which is denoted by impurity. The
effective medium is determined self-consistently in such a
way that the Green’s function of the effective medium is
equal to the configurationally averaged Green’s function
of the real medium. Therefore, the effective scattering of
a carrier at the impurity site is zero, on average.
In order to derive the CPA equation for the coherent
potential, we write the Green’s function of the real sys-
tem, G ≡ (ω − H)−1, in terms of the effective Green’s
function, G¯, and the total scattering matrix, T , as
G = G¯+ G¯T G¯ , (14)
where, T = V (1− G¯V )−1. Using the multiple scattering
theory23, one can express T as the multiple scattering
3series
T =
∑
i
ti +
∑
i
∑
j 6=i
tiG¯tj +
∑
i
∑
j 6=i
∑
k 6=j
tiG¯tjG¯tk + · · · .
(15)
Here, ti(≡ tm,n) is the single-site t matrix which repre-
sents the multiple scattering of carriers due to the iso-
lated potential vi(≡ vm,n) in the effective medium, and
is expressed as
ti = vi(1− G¯vi)
−1 . (16)
The averaging of Eq.(14) and the use of single-site CPA
condition 〈ti〉av = 0 for any site i in the wire, leads to
〈T 〉av = 0 and thus, we obtain 〈G〉av = G¯, as mentioned
above.
The present system includes both substitutional disor-
der and spin scattering. Therefore, the CPA equation for
the coherent potential is given by
〈tm,n〉av = (1− x)t
A
m,n + x〈t
M
m,n〉spin = 0 , (17)
where, tAm,n(t
M
m,n) represents the complete scattering as-
sociated with the isolated potential vAm,n(v
M
m,n) in the ef-
fective medium, and 〈· · ·〉spin denotes average over the
spin scattering at the M-site. In the classical spin treat-
ment, the potential for which a carrier is subjected at
the M-site is regarded as εM− IS or εM+ IS, depending
on whether the localized spin on the M-site and the car-
rier spin are parallel or antiparallel with each other. At
the paramagnetic temperature at which the orientation
of localized spin is completely random, the probability
of each state is 1/2. Therefore, the associated t-matrices
for an arbitrary site of each atomic line, such as (0, n),
are given by
tA0,n =
εA − Σn
1− (εA − Σn)Fn
, (18)
and
〈tM0,n〉spin =
1
2
[
εM − IS − Σn
1− (εM − IS − Σn)Fn
]
+
1
2
[
εM + IS − Σn
1− (εM + IS − Σn)Fn
]
, (19)
where
Fn(ω) = G¯n,n(m,m;ω) = G¯n,n(0, 0;ω)
=
a
2π
∫ pi/a
−pi/a
G¯n,n(kx;ω) dkx for n = 1, · · · , Ny
(20)
In Eq. (20), we should emphasize that the effective
Green’s function, G¯, depends on the one-dimensional
wave vector kx viaG
0 (see Eq.(10)). Hence, to obtain any
specific matrix element G¯n1,n2 , we must integrate over
the first Brillouin zone of the one-dimensional lattice23.
Equation (17) leads to a cubic equation for the self-
energy of nth atomic line, Σn(ω), as
AΣ3n +BΣ
2
n + CΣn +D = 0 for n = 1, · · · , Ny , (21)
with
A = −F 2n (22)
B = (εA + 2εM)F
2
n − 2Fn (23)
C = [(IS)2 − 2εAεM − ε
2
M]F
2
n
+[x(εM − εA) + 2(εM + εA)]Fn − 1 (24)
D = [ε2MεA − (IS)
2εA]F
2
n
+[x(IS)2 + (x− 2)εMεA − xε
2
M]Fn
+x(εM − εA) + εA . (25)
It should be noted that, Eq. (13) is a system of linear
equations which should be solved self-consistently, using
Eqs. (20) and (21), to obtain the coherent potentials
Σn(ω). Then, the LDOS per site in the nth atomic line
of the quantum wire, gn(ω), is calculated by
gn(ω) = −
1
π
ImFn(ω) . (26)
We should remind the reader that, the LDOS is a
function of the energy and the space coordinate, which
illustrates the spatial distribution of the states at the
particular location (here, n), and it is well known that
many important physical properties and characteristics
of a mesoscopic system are determined by the LDOS,
which is experimentally measurable.
When Eq. (21) is solved for a real energy ω, we obtain
three roots. We only choose the correct root correspond-
ing to ω + iη, i.e., the imaginary part of Fn must be
negative in order to give a positive LDOS. The existence
and uniqueness of such a solution depend on the initial
guess for the self-energies Σn. We believe that, the best
guess for Σn, is zero. One should note, however, that
the real and imaginary parts of the roots and the speed
of convergence depend on the parameters of the system.
Except for a few values of the energy, we have rapid con-
vergence when the final value of Σn for a given energy is
taken as the initial Σn for the next energy. Furthermore,
in the case of weak exchange interaction, the convergence
is faster than in the strong one.
It is important to note that, if we set IS = 0, the
present formalism will be applicable for a NMS quantum
wire of general type A1−xDxB which has been doped with
donor or acceptor nonmagnetic impurities. Here, D indi-
cates the nonmagnetic impurity atom, and in the above
equations, we should set εM = εD. In next section we
present the numerical results of LDOS for both the NMS
and DMS quantum wires.
III. RESULTS AND DISCUSSION
In our numerical calculations, we measure the energies
in units of t and we set εA = 0, since we can shift the
4FIG. 1: The energy dispersion and the LDOS curves of a clean
semiconductor quantum wire. (a) The dispersion curve as a
function of normalized wave vector, and (b)-(d) the LDOS as
a function of energy, for the atomic lines n = 1, 5, n = 2, 4
and n = 3 respectively. Energy is measured in units of t.
chemical potential without loss of physics. We present
the numerical results for both the NMS and DMS quan-
tum wires with Ny = 5. In both cases, we have assumed
the carrier density is very low; hence, we have ignored the
interaction between carriers. In practice, we have done
the numerical calculations for a case in which only single
carrier moves in the conduction (or valance) band of the
quantum wire.
In quantum wires, quantum effects influence the elec-
tronic properties of the system. Due to the confinement
of free carriers in the transverse direction of the wire,
their transverse energy is quantized into a series of dis-
crete values. In practice, when the size or dimension of a
material diminishes to the nanoregion, the charge carriers
begin to experience the effects of confinement, meaning
that their motion becomes limited by the physical size of
the region or domain in which they move.
In Fig. 1, the energy dispersion and the LDOS curves
of a clean quantum wire are shown for comparison. In
such system, there are states with zero group velocity
which are responsible for the singularities of spectral den-
sity. Therefore, the van Hove singularities appear as
sharp features in the LDOS and due to the presence of
five atomic lines, five subbands are observed24. Due to
the symmetry of the system, the LDOS for n = 1 is the
same as for n = 5 (which are at the edges of wire), and
n = 2 with n = 4. Also, the number of sharp peaks
depends on the atomic line number.
To illustrate the impurity effects in NMS quantum
wires, the LDOS as a function of energy is plotted in
Fig. 2 for εD = −0.75 and in Fig. 3 for εD = +0.75. An
impurity with negative (positive) site energy is analogous
to an acceptor (a donor) center at the host crystal. At
zero concentration of impurity (x = 0), the band for all
atomic lines, is equivalent to the one in the clean system
(see Fig. 1(b)-1(d)). For the case of εD < 0 (εD > 0),
with increasing x the band shifts towards lower (higher)
energies. Also, with increasing x, the relative sharpness
of peaks reduces and at x = 0.5 which represents the
FIG. 2: The LDOS of a NMS quantum wire with εD = −0.75
as functions of energy and impurity concentration, for the
atomic lines (a) n = 1, 5, (b) n = 2, 4 and (c) n = 3 respec-
tively. Energy is measured in units of t.
state of maximum substitutional disorder, the LDOS is
completely symmetric with respect to the center of band
and the sharpness disappears. With further increasing
x, the peaks again become sharp, and for x = 1, the
LDOS with a shift equal to εD, is completely equivalent
to the band of clean system. The reason of such behavior
is that, for x > 0.5 the majority of atoms have εD 6= 0
(εD = −0.75 or εD = +0.75 depending on the type of im-
purity). Thus, one can imagine the situation in which the
atoms with εD = 0 act as impurity atoms in a host crys-
tal with εD 6= 0. These features can be seen in all atomic
lines. Therefore, the nonmagnetic impurity can change
the behavior of LDOS and there is not band broadening
in the NMS quantum wires. We now investigate the influ-
ence of magnetic impurities on the electronic properties
of semiconductor quantum wires. Doping of magnetic
atoms such as Mn into GaAs or InAs quantum wires,
introduces not only magnetic moments but also free car-
riers. Therefore, in such quantum wires, we should con-
sider both the effects of chemical potential and magnetic
disorder on the LDOS at the paramagnetic temperatures.
5FIG. 3: The same as Fig. 2 but for εD = +0.75.
Figures 4 and 5 show how the carrier band changes with
x in the case of weak and strong exchange interaction,
respectively. We have shown the results for εM = −0.75,
IS = −0.4 (weak exchange interaction) and IS = −1.2
(strong exchange interaction) as sampling cases of III-V-
based DMS’s. For this kind of impurity, with increasing x
the sharpness of peaks decreases continuously and at the
concentration x = 1.0 at which the LDOS is completely
symmetric with respect to the center of band, the van
Hove singularities completely disappear (particularly for
IS = −1.2), and the curves of all atomic lines become
smooth. Such features have not been observed in the
bulk case21. It should be noted that the results are same
for different signs of IS, because the system is in param-
FIG. 4: The LDOS of a DMS quantum wire with εM = −0.75
and IS = −0.4 as functions of energy and impurity concen-
tration, for the atomic lines (a) n = 1, 5, (b) n = 2, 4 and (c)
n = 3 respectively. Energy is measured in units of t.
agnetic phase and the spin of magnetic atoms is treated
classically.
On the other hand, the results show that, the LDOS
of atomic lines is different with each other. This fea-
ture indicates that the electronic transport depends on
the atomic line number. The difference in the density of
states of the atomic lines predicts a nonuniform charge
distribution in such quantum wires. Therefore the atomic
lines will have different contributions in carrier transport
and cause the quantum interferences, which can be im-
portant in the process of charge transport through nano-
6FIG. 5: The same as Fig. 4 but for IS = −1.2.
scale devices. Similar feature in the coherent electron
conductance of a quantum point contact in the presence
of a scanning probe microscope tip, has been reported
both experimentally27 and theoretically28.
Now, we discuss the band-edge energy shift and the
band broadening due to the random distribution of M
ions and the fluctuation of localized spins. The energy
shift and the broadening of the band can be calculated
using the band-edge energies, ωb, at which the density
of states goes to zero and the imaginary part of the self-
energy vanishes. The approximate solution for the lower
(upper) band edge is given by21
ωb = Σ
l(u)
n (ωb)∓W0 , (27)
FIG. 6: The energy shift of the lowest band edge and the
band broadening for various values of IS, with εM = 0 as a
function of impurity concentration. Energy is measured in
units of t.
where Σ
l(u)
n (ωb) ≡ Σ
l(u)
b is the energy shift of the
lower (upper) band edge, and W0 ≃ 3.74 t is the half-
bandwidth of the clean system. Using Eqs. (20) and
(27), we numerically obtain Fn(ωb)t ≃ ∓0.81. Substitut-
ing these values into Eq. (21), we obtain real Σ
l(u)
b or the
energy shifts of the band edges for the system. In Fig.
6, the band-edge energy shift and the band broadening
are depicted as a function of the impurity concentration
for various values of IS, with εM = 0 for simplicity. In
such a case, the LDOS is symmetric around ω = 0, hence
the magnitudes of the band-edge energy shifts are equal
and the band broadening is given by 2|Σlb| or 2|Σ
u
b |. The
results clearly show that, in the presence of magnetic im-
purities, the bands are broadened with the increase of x
due to the impurity spin fluctuation. This band broad-
ening depends on the strength of magnetic disorder and
is much larger when the interaction is stronger (compare
Fig. 4 and 5).
We applied our theory for both the NMS and DMS
quantum wires, by employing parameters for simulat-
ing the semiconducting alloys. The parameters of the
tight-binding model used in this work can be chosen
from realistic orbitals of atomic species which are suit-
able for an experimental realization of the modeled quan-
tum wires. Such parameters have been used to study
bulk DMS’s21,25. However, we should note here that,
our investigation is based on a single-band model and a
single-site approximation, neglecting many features such
as multiband effects, off-diagonal disorder, Coulomb in-
teractions between free carriers, and correlated defects.
If such features affect the physical properties of a real
system, the above mentioned model should be improved.
Otherwise, one cannot expect to obtain accurate results
for that system, using the experimental parameters.
One could consider the present system as an infinite
stack of atomic slices along the x direction. This means
that we consider the disorder in the y direction. Thus, in
such a case, we should define a position-dependent self-
energy for each slice. In other words, the self-energy, in
7the cross section of the wire, is different from one site
to the other; however, the slices have equal self-energy
values. The single-site CPA condition should be used
for each slice to obtain the self-energies, and, in order to
derive the Green’s function of such a system, one can use
a method similar to that for semi-infinite leads5,6,26.
The calculations presented here can be extended for
more than one atomic strip and study the transport of
free carriers parallel to the strips (layers). In such a case,
the transport properties of the system depend on the
strip number, which can be attractive for planar devices
with submicron dimensions.
IV. CONCLUSIONS
We have studied the effects of magnetic and nonmag-
netic impurities on the electronic states of semiconduc-
tor quantum wires. Using the CPA for random distri-
bution of impurity atoms, we investigated the influence
of impurity concentration and the strength of exchange
interaction on the LDOS. In NMS quantum wires, the
acceptor (donor) impurities only shift the bands towards
lower (higher) energies, and the van Hove singularities in
the LDOS depend on the value of impurity concentra-
tion. For DMS quantum wires, the magnetic impurities
broaden the bands and reduce continuously the peaks
sharpness, even in the case of weak exchange coupling.
The results presented here predict that the DMS quan-
tum wires can be used in laser operation and the physics
of spintronic nanodevices.
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