Abstract. Simulations suggest that the strong phase object approximation of dynamical scattering may allow extracting crystallographic phase information from single 2D electron diffraction patterns of 3D protein crystals using probabilitistic procedures. Unlike other phasing methods, the procedure does not require any additional knowledgelike real space images, atomicity, non-crystallographic symmetry, the presence or location of disordered solvent or the availability of a support with a known structure. In specific cases, the availability of precession electron diffraction data can further improve the phases.
Introduction
When protein crystals fail to grow to a size sufficient for X-ray crystallography, electron diffraction may be a viable alternative (Georgieva et al., 2007) . The reason why electron diffraction is a more attractive option for very small crystals than X-ray diffraction, is that for each elastically diffracted quantum, electrons on average deposit less energy in the sample than X-rays (Henderson, 1995) . However, the issue has been raised that for crystals of proteins that are more than just a few unit cells in thickness, dynamic scattering may prevent structure solution (e.g. Glaeser and Downing, 1993) .
Dynamical diffraction occurs when electrons scatter elastically more than once in the sample. This effect has been modelled in the multi-slice approach in the CowleyMoodie formulation of dynamical diffraction theory (Cowley & Moodie, 1957) . The regime for dynamical scattering from bacteriorhodopsin 2D crystals was indicated by Glaeser & Ceska (1989) : differences between Friedel pairs caused by dynamic scattering were clearly observed when 20 kV electron diffraction patterns were collected; however, they were not observed in 100 kV patterns. For 3D protein crystals, which are considerably thicker than 2D protein crystals, differences between Friedel mates were anticipated even at high accelerating voltage (e.g. Glaeser and Downing, 1993) 1 and are indeed also observed experimentally (e.g. Jiang et al., 2009) .
A brief summary of electron diffraction is given here, mainly serving to define some terms that are used throughout the paper. An incoming, coherent electron plane wave passes through a crystalline sample that has a three dimensional scattering potential Vðx x ; zÞ, wherex x is a 2D real space vector in the plane of the electron wave and z represents the third dimension in the direction of the beam. The wavelength of the electrons is slightly compressed in areas with a higher potential and an exit wave emerges that can be described by a 2D complex exit wave function wðx xÞ. The exit wave phase shift of wðx xÞ is proportional to the projected potential of the sample at the position defined byx x . In photon optics this shifting of the exit wave phases in the absence of absorption, is known as refraction. If absorption occurs, the exit wave amplitude jwðx xÞj is also affected, again proportional to the projected potential of the sample experienced by the electron. Off-axial diffraction occurs, but at high electron energies and moderate resolution, this angular scattering can safely be ignored, leading to the so-called "strong phase object approximation" (Schiff, 1952; Spence, 2003; Glaeser et al., 2007) , see also Fig. 1 . In Appendix I it is shown that the strong phase object approximation is practically equivalent to the multi-slice approach of dynamical electron scattering for high energy electrons at resolutions typical of protein crystals. When off-axial scattering can be ignored, the exit electron plane wave wðx xÞ is therefore determined by the projected potential of the sample (r ? ðx xÞ ¼ Ð Vðx x ; zÞ @z):
wðx xÞ ¼ c e 
In this equation, the factor c is a scale factor proportional to the electron dose. The imaginary term of the exponen-tial complex factor ðq ¼ q r þ iq i Þ defines the phase shift
The real term q r corrects for absorption and inelastic scattering. Replacing the complex part of the exponential of lemma (1) by its logarithm (the first term of its Taylor expansion), will lead to the weak phase approximation, which assumes single electron scattering (e.g. Spence, 2003 , Glaeser et al., 2009 . This is a good approximation, provided the variation in r ? ðx xÞ is sufficiently small. In electron diffraction theory, the weak phase approximation is the counterpart of kinematic X-ray diffraction. In the discussion below, the weak phase approximation is not assumed. Instead, the exit wave function defined in lemma (1) is assumed, which results from axial dynamical scattering. Off-axial dynamical scatter is ignored. In this approximation, the dynamic nature of the forward scatter is determined by the projected potential of the sample. Ignoring off-axial scattering and only assuming axial dynamical scattering has led to successful analyses of radiation hard crystalline material using the column approach (e.g. Van Dyck and De Beek, 1996) , and it is a worthwhile approximation for protein crystals too (see also Appendix I) .
Note that although the exit wave function as defined in (1) is complex, at a constant instrument parameter q, it is determined by a single, real valued function: the projected potential r ? ðx xÞ. As a result, the complex value of the exit wave function wðx xÞ is confined to a logarithmic spiral in the complex plane. The scale of this complex plane spiral is determined by q i and its pitch is determined by q r , which are uniform for a given sample and microscope setting. The phasing procedure that is proposed here makes use of this strong constraint that limits the values of wðx xÞ. This restraint allows extracting crystallographic phase information from diffraction patterns. Below it is referred to as the 'spiral constraint'.
Especially for crystalline samples, the most extreme contrast is generated in diffraction mode. In diffraction mode, the lens system of the electron microscope does not generate a projection image of the exit wave function, but instead generates a diffraction pattern of wðx xÞ with intensities Iðh hÞ that are discrete if the sample is periodic (Fig. 1) . At low scattering angles these intensities are determined by the Fourier transform of wðx xÞ, both in the weak and the strong phase object approximation. At higher scattering angles, parallax has to be taken into account, which is essentially described by the curvature of the Ewald sphere. For resolutions up to 2 A at electron energies between 100 keV to 300 keV (with relativistic electron wavelengths varying between l r % 0:035 A and l r % 0:015 A, respectively), the curvature of the Ewald sphere can be ignored. Resolutions up to 2 A can be achieved for 3D protein crystals (Georgieva et al., 2007) . If we ignore the curvature of the Ewald sphere, the structure factors Fðh hÞ of the exit wave function wðx xÞ are defined by a Fourier transform 2 :
Since the number of data points in Fðh hÞ is limited, the relationship between the structure factors and the parameters describing the electrostatic potential is usually described by the discrete equivalent of (2), summingx x (in fractional coordinates) over the unit cell and ignoring a constant scale factor N 3 : The strong phase object approximation assumes the wavelength of elastically interacting electrons to be compressed when passing through more electron dense parts of the sample. The shift in phase that results, is proportional to the projected potential of the sample and converts a uniform incoming plane wave into an exit plane wave that has non-uniform phases and no amplitude contrast (if there is no absorption). The lens system of the electron microscope diffracts the exit plane wave into a diffraction pattern in which the Friedel pairs have different intensities if the exit wave is non-centrosymmetric (this asymmetry follows from the mathematical properties of the Fourier transform).
2 =ð Þ signifies the forward Fourier transform. 3 For kinematic X-ray data, the equivalent relation is:
Note that in the absence of anomalous effects, this is the discrete Fourier transform of the real-valued real space function cr ? ðx x n Þ, whereas (4) is the discrete Fourier transform of the complex-valued real space function c e Àqr ? ðx xnÞ , which is complex because q is a complex number. correlated:
From (5) and (6) Friedel's law can be deduced, which states that the distribution of measured intensities in reciprocal space is centrosymmetric when the real space density is real-valued (or has a uniform phase):
Friedel's law reduces the number of independent equations as expressed in (5) to N 2 (one for each positiveh m h m ), but there are still N independent real-valued electrostatic potential parameters (all r ? ðx xÞ). This dashes all hopes for a solution of the crystallographic phases in the absence of additional knowledge in the case of kinematic diffraction. Crystallographic symmetry reduces the number of independent (unknown) density parameters. However, this symmetry is maintained when switching from real to reciprocal space, so it also reduces by an equal amount the number measured independent data points and independent equations. However, other types of knowledge can successfully reduce the number of independent parameters and hence allow phasing. Additional information like atomicity (at high resolution), non-crystallographic symmetry, solvent flatness and (local) structural similarities will most certainly help in specific cases, but are by no means universal and may not apply to single diffraction images (which correspond to projections of structures). Hence these additional types of information cannot be part of a general solution of the phase problem. However, for dynamical electron diffraction the problem appears to be more tractable than for kinematic diffraction. In order to understand this, one has to consider that for dynamical scattering, the number of independent measurements defined by (5) does equal the number of independent unknown electrostatic potential parameters (all r ? ðx xÞ). Briefly, in the case of dynamic scattering, if there are N independent real-valued measurements, corresponding to N equations (all Iðh m h m Þ), then there are also N independent real-valued projected electrostatic potential parameters (all r ? ðx xÞ). The reason is that, in contrast to kinematical diffraction, Friedel's law does not apply to dynamical electron diffraction, as inspection of (4) reveals: the Fourier terms of (4) have an imaginary component, which is not the case in kinematical approximations. For dynamical diffraction, the number of independent measurements expressed in (5) therefore does match the number of unknown parameters, kindling the hope for a solution to the phase problem in the case of dynamical diffraction. Attempts (some more successful than others) have been made to use this knowledge for ab initio determination of small molecule structures (e.g. Spence et al., 1999 and references therein), but so far no practical applications have emerged.
If the terms summed in (5) would be linear and independent, there would be a unique solution, even for structures as large as protein crystals. Although the equations are independent, they are not linear, so there might be multiple solutions. In general, solving such a set of nonlinear equations is not straightforward and the usual strategy involves iteratively improving reasonable starting values. Here, a maximum likelihood approach including a conjugate gradient minimization is discussed, that reconstructs phase information from a (very) poor initial estimate.
Methods Minimization
Several strategies can be envisaged to extract phase information from (5). In the absence of additional information, all these strategies, in one way or another, aim to solve the set of non-linear equations that result upon substituting (4) into (5). As a first exploration, a probabilistic approach is followed here. Assuming a Gaussian error model, minimizing c 2 will identify the most probable solutions of the phases
The number of free parameters (exit wave phase shifts defined by r ? ðx xÞ in (4) equals the number of summations in (8) if just a single diffraction pattern is observed, so there are no degrees of freedom. If 3D diffraction data are collected, the number of degrees of freedom becomes more favourable. A positive number of degrees of freedom allows calculating the probability of the model of the electrostatic potential, given the measured diffraction data and its (inferred) variance, and using an incomplete gamma function. However, full 3D data collection is not considered in this study, but the benefit of limited 3D data collection through precessing the sample is investigated (see below). The partial derivatives of c 2 to the projected density r ? ðx xÞ are given by
These partial derivatives define the gradient of c 2 . This gradient can be conditioned in orthogonal directions by dividing it by the second partial derivatives. This curvature is approximated by 
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If this Newton step is subtracted from any estimate of r ? ðx xÞ, it would minimize c 2 in a single iteration if (8) was truly quadratic and if there were no correlations between its terms. Even though this is not the case, taking Newton steps down the multidimensional gradient is a logical approach towards minimizing c 2 . Although it would be feasible to specifically introduce the correlations between the terms of (8) by also considering off-diagonal terms in (10), the matrix operations would quickly become unwieldy for larger problems. Another reason for ignoring off-diagonal terms is that the Hessian is diagonally dominant (see Appendix III). Instead, correlations can be taken into account by adopting a variant of the Polak-Ribière conjugate gradient minimisation algorithm. At iteration p of the minimization procedure, the corresponding Newton step N s;p ðx p x p Þ can be calculated and the target c 2 function explored in a direction d p ðx xÞ that is essentially orthogonal to directions explored in earlier iterations
Improved density at iteration p was calculated using the following equation, where the magnitude of a is iteratively reduced by half (starting from unity) until c 2 is smaller than in the previous iteration 8 :
The procedures outlined above were implemented in Cþþ, using the FFTW3 library (Frigo & Johnson, 2005) for calculating the Fourier transforms.
Simulating electron precession data
It has been documented that precessing the beam during the electron diffraction experiment, reduces the observed dynamic scattering (Vincent & Midgley 1994) . It was therefore investigated whether it is beneficial to include electron precession data as additional constraints in the optimization procedure outlined above. Testing this hypothesis required modelling the effect of electron precession on dynamic electron diffraction patterns. Precession was simulated by calculating diffraction patterns of the sample, each tilted by a fixed angle about an axis within the plane of wðx xÞ. The direction of the tilt axis within the plane of wðx xÞ is defined by w. Since the sample is periodic in the z-direction, tilting the crystal by a small angle will result in slightly misaligning the projections of the stacked unit cells in the direction normal to the tilt axis, which results in a smearing of the projected electrostatic potential in this direction. At larger tilt angles (or at higher resolution), other periodicities of the crystal would come into view, corresponding to the next Laue zones in the reciprocal lattice. In these cases, knowledge of the full 3D structure is required to calculate the projected potential. This was not what was simulated, however. Instead, a small angle tilt of a the 3D crystal was simulated by smearing the projected density in the direction of the tilt by convoluting the exit wave-function with an anisotropic 2D Gaussian function B w ðx xÞ defined by 9 :
Rather than calculating the full convolution, the Fourier convolution theorem was applied in order to generate the projected potential of the tilted sample: r ?;w ðx n x n Þ ¼ = À1 ð=ðr ?;w ðx n x n ÞÞ =ðB w ðx n x n ÞÞÞ ð15Þ
After simulating the effect of tilting the crystalline sample on the projected potential, the exit wave w w ðx n x n Þ of the tilted crystal was calculated using lemma (4), replacing r ? ðx n x n Þ by the tilted potential r ?;w ðx n x n Þ. The corresponding structure factors were simulated by calculating the Fourier transform according to lemma (4), using w w ðx n x n Þ as input. This result was then used to calculate the tilted crystallographic diffraction intensities I w ðh m h m Þ using lemma (5). In this study the effect of separately collecting a set of diffraction patterns, each obtained at a different in-plane rotation axis w was investigated, rather than collecting a single diffraction pattern, fully integrated over w. In practice this type of data collection has very recently been realized for radiation hard crystals (S. Hovmöller, pers. comm.). With fast, low-noise detectors and by slowing down the precession rate, this is also within the current technical capabilities for protein crystals. Using a set of diffraction patterns, rather than a single diffraction pattern, marginally complicates the minimization algorithm outlined above. Essentially, c 2 is accumulated over all angles w at which diffraction patterns were collected 
Minimizing (16) requires the Newton steps to be accumulated over all angles w.
Generating test data
The strong phase object approximation only considers the projected electron scattering potential of the sample, not on the distribution of its potential in z. Hence, only a sin- 8 Note that this implies that there are no elaborate (time consuming) line minimisations in the search direction. As a side effect, it turned out that there is not much difference in performance between steepest descent, Polak-Ribière and Fletcher-Reeves algorithms for overall minimisation, the latter two being marginally faster, but also having a marginally increased tendency to stop prematurely. 9 In this equation, the vectorb b defines the width of the Gaussian in the directions along and normal to the axis defined by w. For all tests reported in here,b b ¼ f0; 0:2g, expressed in pixels.
10 I o;w ðh n h n Þ and 2 w ðh m h m Þ are the observed intensities and intensity variances of the diffraction pattern collected at an in-plane rotation axis w.
gle 2D projection of the scattering potential needs to be considered when evaluating restrictions on the reciprocal space phases of a single diffraction pattern that are imposed by the strong phase approximation.
Random, discrete 2D images of projected electron scattering potential of various sizes and using various random number seeds were generated and tested. Here only the results of projection images with a size of 64 by 64 data points are discussed, but for smaller and larger sizes similar results were obtained. Each data point of the image was assigned a random electron scattering potential between 9 and 10 (arbitrary units). The images were marginally smoothed with an exponential decay filter, to simulate the high resolution correlations that are present in protein density due to its secondary structure, and which, for instance, contribute to the well known Wilson distribution of protein diffraction data. No other restraints, like crystallographic or non-crystallographic symmetry, solvent flatness, atomicity, expected histograms or support-or windowing functions were imposed on the projection images. A typical example is shown in Fig. 2 and this simulated density was used for all the tests reported here. Using other simulated densities with similar statistics led to similar conclusions. Initial guesses were generated from the true structure by filtering it with another, much stronger and more selective exponential decay function
For those reciprocal points in which the exponent in (17) was smaller than a specified cut-off value, this exponent was set to zero. This allowed completely discarding part of the phase information from the initial guess in a resolution dependent manner. For all tests reported here, 5000 cycles of minimization were performed, taking approximately 10 milliseconds per cycle on a normal desktop computer. For the tests reported, the parameters defining the relation between wðx xÞ and r ? ðx xÞ defined in lemma (1) were set to ðc ¼ 1Þ, ðq r ¼ 0:01Þ and either ðq i ¼ 2pÞ for full phase scrambling or q i ¼ p 6 for simulating less extreme dynamic scattering. For evaluating the results, correlation coefficients between the true projection structure and test projection structures were calculated after having optimized the translational alignment between the true structure and the test structure.
Results
The spiral constraint minimization procedure outlined above, iteratively improves an initial estimate of the phases. It was therefore tested how poor such an initial estimate can be, yet still allow phase extension. Many tests were performed in order to identify the limits of the spiral constraint and a consistent picture emerges that is illustrated here with some examples. Included in these tests were various values for q i , including zero, in order to test whether absorption effects had any significant influence on the results. This did not appear to be the case. Most of the tests described here assumed a complete phase scrambling: the pixels with the highest potential in r ? ðx n x n Þ would then result in a 2p phase shift in wðx n x n Þ, relative to the pixels with the lowest potential. In protein crystals this is a worst case scenario, as it results in a complete lack of correlation between Friedel pairs. This is not what is typically observed in diffraction patterns of 3D protein nano-crystals (e.g. Georgieva et al., 2009) . Tests with less extreme dynamic scattering tended to give better results.
For single diffraction patterns, the spiral constraint allows the crystallographic phases to be reconstructed moderately well. An initial guess (shown in Fig. 3a ) in which almost half of the crystallographic phase information had been discarded, can be improved to a projection image that essentially captures the high resolution details of the true structure (Fig. 3b) , provided the phases are not fully scrambled. If the phases are fully scrambled, the result is somewhat poorer (Fig. 3c) . More impressive results are obtained when using precession data (Fig. 4) . A very poor initial guess, only containing information from a 3% remnant of all the low resolution crystallographic phases (Fig. 4a) could be improved to a projected density that is indistinguishable from the true structure (Fig. 4d) . In this particular case, 40 separate diffraction patterns were fed into the spiral constraint routine, each the result of tilting about a different axis in the plane of the projection image. Figure 4b and 4c show examples of the real space projected potential, from which two of these diffraction patterns were calculated. If only a single, non-tilted diffraction pattern is used, the result bears only little resemblance to the true projection structure, indicating that precession data enhances the phasing procedure outlined above (Fig. 4e) .
Phasing electron diffraction patterns 71 Fig. 2 . A simulated projection of a single unit cell in P1 with a random structure. The minimum density is 9 arbitrary units, the maximum density is 10 arbitrary units.
11 jh m h m j is the length ofh m h m in reciprocal pixels; jh hj max is the maximum length ofh h in reciprocal pixels (32 ffiffi ffi 2 p in the tests reported here, as a unit cell of 64 by 64 pixels is assumed); b i is a constant that was changed for generating different starting models.
Discussion
The results indicate that the spiral constraint is a promising option for attempting to phase dynamical electron diffraction data, especially in the case of protein diffraction data. Such data do not tend to extend to high resolution, whilst also the unit cell is so large that the restraint of atomicity cannot be imposed, since the potential of so many atoms partially overlap in projection. Initial tests suggest that inclusion of electron precession data substantially enhance the procedure, when the diffraction frames at different tilt angles are collected separately. Currently this mode of data collection has not been thoroughly explored, but there are no technical limitations that would prevent such a data collection strategy.
Phase improvement could also have been implemented in a Gerchberg-Saxton type algorithm (Gerchberg & Saxton, 1972) , as in Fourier cycling (e.g. phase extension by solvent flattening (Wang, 1985) ), or flipping procedures for reducing model bias (Abrahams, 1997; Oszlanyi & Suto, 2004) . Such implementation would entail alternately imposing constraints in real space 12 and the crystallographic structure factor amplitude constraints in reciprocal space, whilst switching between real and reciprocal space by forward and reverse Fourier transforms. The Fourier cycling approach does not allow the satisfactory inclusion of the (inferred) standard deviations that are due to counting statistics or other sources of variability. For including such information, the c 2 statistic as expressed in (8) is a much more attractive minimisation target. Assuming the Central Limit Theorem, the c 2 statistic even allows estimating the probability of the outcome, using c 2 and the degrees of freedom as inputs to an incomplete gammafunction. Nevertheless, a Fourier cycling algorithm was also evaluated in view of its almost trivial implementation. It turned out not to be very successful, most likely because it cycles between two unconstrained complex functions, whereas lemma (1) indicates that the complex function in the real space domain has a very special shape, being confined to running along a logarithmic spiral -as pointed out in the introduction. The spiral constraint imposes that the real space function runs along this spiral track, substantially reducing its scope. Indeed, it is precisely this constraint of wðx xÞ as a highly restricted function in the complex domain that allows extracting phase information in the first place! If the illuminating beam is structured and especially if its structure results in sharp features in the real space projection image, knowledge of its precise shape can be used for phasing (e.g. Guizar-Sicairos & Fienup, 2008; Martin & Allen, 2008) . The procedure outlined here does not require such additional information, though the presence of such information might enhance its success rate.
There are many other sources of additional information that can be included in the outlined procedure. These include solvent flatness, histogram information (e.g. Zhang & Main, 1990) , atomicity (at high resolution), non-crystallographic symmetry, heavy atom information, molecular replacement solutions. Perhaps most relevant in the case of electron diffraction is to include image information (e.g. Henderson & Unwin, 1975; Weirich et al., 1996) , which allows phasing of the low resolution crystallographic structure factors. The spiral constraint method outlined here, might then be used to extend these phases. This results in a maximum phase difference in the exit wave of p 6 . The correlation coefficient with the true projection structure is 0.076, with a c 2 of 4.3. The result indicates the projection structure can be reconstructed well. (c) Result after 5000 rounds of minimisation, but this time setting q ¼ ð0:01; 2pÞ, resulting in complete phase scrambling and a much stronger simulated dynamical scattering effect. The correlation coefficient with the true projection structure is 0.14, with a c 2 of 2550, indicating poor reconstruction of the phases.
If it becomes possible to collect full 3D electron diffraction data sets of single protein nano-crystals, additional sources of crystallographic phase information can be tapped. This would be the ultimate expansion of minimising (16), and the assumption of a small precession angle should be abandoned. In this case I w ðh m h m Þ would have to be calculated differently, assuming the full 3D density The advantage of such 3D diffraction data is that substantially more mutually independent data can be gathered than in the 2D approach. This should allow phasing the crystallographic structure factors using the spiral constraint from very poor initial estimates and might even allow ab initio phasing.
Appendix I: The strong phase object approximation as a special case of the multislice approach to dynamic scattering
In the multislice simulation of dynamical high-energy electron scattering, the sample is computationally divided into thin slices (with thickness Dz) that are orthogonal to the direction of the electron beam. At each slice, the electron wave function experiences a local phase shift due to the potential through which it travels. The slices are thin enough to allow this phase shift to be calculated from the projected atomic potential according to lemma (1); within a slice, no lateral diffractive spreading of the electron wave function is assumed. After the electron beam has passed though a slice, Fresnel diffraction is assumed as the beam travels onward towards the next slice. This Fresnel diffraction is simulated by convoluting the electron wave function that exits the slice, with the Fresnel propagator function. The phases of this modified electron wave function are then shifted according to the projected denPhasing electron diffraction patterns to À20 and using a cut-off for the exponential of 0.06 in (17), resulting in 129 non-zero structure factors (from a total of 4096). This initial estimate has a correlation coefficient of 0.161 with the true projection structure and a starting c 2 of 10 9 against the 40 diffraction patterns. (b) and (c) show two examples of projected potentials corresponding to two diffraction patterns from the precession series. The angles of the tilt axes are 0 and p 2 , respectively. The tilt angle corresponding to these projection simulations would be defined by the thickness of the crystal and the coherence length of the electrons. Within reasonable limits, this can be estimated to be about 0.14 radians for the densities shown, which is well within the experimental capabilities of current equipment. (d) Result after 5000 rounds of minimisation against all 40 patterns from the precession series, setting q ¼ ð0:01; 2pÞ, resulting in complete phase scrambling. The correlation coefficient with the true projection structure is 0.003 with a c 2 of 2.3, indicating excellent, full reconstruction of the phases. (e) Result after 5000 rounds of minimisation starting with the guess depicted in (a) against a single, non-tilted diffraction pattern, whilst setting q ¼ ð0:01; 2pÞ. The correlation coefficient with the true projection structure is 0.205 with a c 2 of 3.7 Â 10 3 , indicating failure to reconstruct phases.
sity of the next slice, followed by another convolution with the Fresnel propagator function. The procedure is repeated until the electron wave has passed through all the slices of the sample. Following the notation in (Kirkland, 1998) , this can be formulated as a recursive function 14 : wðx x ; z þ DzÞ ¼ pðx x ; DzÞ ½tðx x ; zÞ wðx x ; zÞ ð18Þ
The recursive function starts with wðx x ; 0Þ being a plane wave. The transmission functions tðx x; zÞ of the recursive multislice equation are defined analogously to (1) as:
The projected potential r Dz ðx x ; zÞ is integrated between the planes at the slice boundaries:
The Fresnel propagator pðx x ; DzÞ that determines the offaxial diffraction is defined as:
At given microscope settings, the Fresnel propagator pðx x ; DzÞ is a complex function with a constant modulus or amplitude: jpðx x ; DzÞj ¼ ðl DzÞ À1 . It is rotationally symmetrical, is purely complex at the origin and its argument (phase) varies with jxj 2 , the squared distance from the origin.
In practice, the convolutions of the recursive multislice function (18) are calculated assuming a discrete real space potential function r Dz ðx x ; zÞ, requiring the Fresnel propagator (or its Fourier transform) to also be turned into a discrete function. The mathematical properties of this propagator function dictate that this discretization needs to be done with great care. At larger distances from the origin, the argument of pðx x ; DzÞ is highly critically dependent on the variable jxj 2 , and can go through many cycles between adjacent spatial sampling intervals. In this light, it would clearly be a bad idea to use sampling for calculating the value of pðx x ; DzÞ at discrete points using lemma (21). Far from the origin, even a shift in the spatial parameter that is much smaller than the experimental accuracy or computational significance, would result in a completely different argument of pðx x ; DzÞ, which would lead to unpredictable results. Instead it is much better to discretize pðx x ; DzÞ by locally integrating this function around the discrete spatial sampling points.
At what spatial resolutions is this local average of pðx x ; DzÞ no longer significant for the convolution? The integrals are not analytical, but a good estimate of the extent of the locally smeared pðx x ; DzÞ can be made. At jx xj 2 l Dz ¼ 2 ! , the Fresnel propagator will have gone fully round the complex circle, compared to its value at the origin. Clearly, this sampling of pðx x ; DzÞ is already far too course. At 100 kV (l % 0:035 A) and a slice thickness Dz of 2 A (corresponding to a typical resolution of protein crystals), the Fresnel propagator will already have made a full revolution at ( ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2 Á 0:035:2 p ¼ 0:37 A). This is significantly smaller than a spatial sampling interval justified by the typical resolution of protein crystals.
We can conclude that if we sample the potential of a typical protein crystal at spatial intervals that are warranted by its resolution, both in x and y (the plane of the slice) and in the direction of the beam, the dampened Fresnel propagator (which must be used for the multislice calculations), is practically zero everywhere, except at the origin, where it is ðl DzÞ À1 . This being the case, the convolutions of (18) become trivial multiplications with a constant, reducing the multislice equation to the strong phase object approximation given by lemma (1).
Appendix II: Proof of Eq. (9)
First it is assumed that all the density parameters defined by r ? ðx n x n Þ are uncorrelated overx x , which implies: 
