Abstract. This paper presents a novel approach to reducing the complexity of simulation based policy iteration methods for solving optimal stopping problems. Typically, Monte Carlo construction of an improved policy gives rise to a nested simulation algorithm. In this respect our new approach uses the multilevel idea in the context of the nested simulations, where each level corresponds to a specific number of inner simulations. A thorough analysis of the convergence rates in the multilevel policy improvement algorithm is presented. A detailed complexity analysis shows that a significant reduction in computational effort can be achieved in comparison to the standard Monte Carlo based policy iteration. The performance of the multilevel method is illustrated in the case of pricing a multidimensional American derivative.
Due to the dual formulation one considers "good" martingales rather than "good" stopping times. In fact, based on a "good" martingale the optimal value can be bounded from above by an expected pathwise maximum due to this martingale. Probably one of the most popular numerical methods for computing dual upper bounds is the method of [1] . However, this method has a drawback, namely a high computational complexity due to the need of nested Monte Carlo simulations. In a recent paper, [4] mends this problem by considering a multilevel version of the [1] algorithm.
In this paper we consider a new multilevel primal approach due to Monte Carlo based policy iteration. The basic concept of policy iteration goes back to [15] in fact (see also [19] ). A detailed probabilistic treatment of a class of policy iterations (that includes Howard's one as a special case) as well as the description of the corresponding Monte Carlo algorithms is provided in [17] . In the spirit of [4] we develop here a multilevel estimator, where the multilevel concept is applied to the number of inner Monte Carlo simulations needed to construct a new policy, rather than the discretization step size of a particular SDE as in [11] . In this context we give a detailed analysis of the bias rates and the related variance rates that are crucial for the performance of the multilevel algorithm. In particular, as one main result, we provide conditions under which the bias of the estimator due to a simulation based policy improvement is of order 1/M with M being the number of inner simulations needed to construct the improved policy (Theorem 3.4). (cf. the bias analysis of nested simulation algorithms in portfolio risk measurement; see, e.g., [13] ). The proof of Theorem 3.4 is rather involved and has some flavor of large deviation theory. The amount of work (complexity) needed to compute, in the standard way, a policy improvement by simulation with accuracy is equal to O( −2−1/γ ) with γ determining the bias convergence rate. As a result, the multilevel version of the algorithm will reduce the complexity by a factor of order 1/(2γ) . In this paper, we restrict ourselves to the case of Howard's policy iteration (improvement) for transparency, but with no doubt the results carry over to the more refined policy iteration procedure in [17] as well.
The contents of this paper are as follows. In section 2 we recap some results on iterative construction of optimal exercise policies from [17] . A description of the Monte Carlo based policy iteration algorithm, and a detailed convergence analysis, is presented in section 3. After a concise assessment of the complexity of the standard Monte Carlo approach in section 4, we then introduce its multilevel version in section 5 and provide a detailed analysis of the multilevel complexity and the corresponding computational gain with respect to the standard approach. In section 6 we present a numerical example to illustrate the power of the multilevel approach. All proofs are deferred to section 7 and an appendix (on convergent Edgeworth expansions) concludes. specific pricing numeraire N with N 0 := 1 (without loss of generality (w.l.o.g.) we may take N ≡ 1). Then the value of the American option at time j ∈ {0, . . . , T } (in units of the numeraire) is given by the solution of the optimal stopping problem:
provided that the option is not exercised before j. In ( 
An exercise policy is a family of stopping times (
Definition 2.
1. An exercise policy (τ j ) j=0,...,T is said to be consistent if
Definition 2.2 ((standard) policy iteration). Given a consistent stopping family
with ∧ denoting the minimum operator and inf ∅ := +∞. The new family ( τ j ) is termed a policy iteration of (τ j ).
The basic idea behind (2.2) goes back to [15] (see also [19] ). The key issue is that (2.2) is actually a policy improvement due to the following theorem.
Theorem 2.4.
Theorem 2.4 is in fact a corollary of Thm. 3.1 and Prop. 4.3 in [17] , where a detailed analysis is provided for a whole class of policy iterations of which (2.2) is a special case.
Simulation based policy iteration.
In order to apply the policy iteration method in practice, we henceforth assume that the cash-flow Z j is of the form (while slightly abusing notation) Z j = Z j (X j ) for some underlying (possibly high-dimensional) Markovian process X. As a consequence, the Snell envelope process then has the Markovian form Y * j = Y * j (X j ), j = 0, ..., T , as well. Furthermore, it is assumed that a consistent stopping family (τ j ) depends on ω only through the path X · in the following way: For each j the event {τ j = j} is measurable w.r.t. X j , and τ j is measurable w.r.t. (X k ) j≤k≤T , i.e.,
for some Borel measurable function h j . A typical example of such a stopping family is
for a set of real valued functions f k (x). The next issue is the estimation of the conditional expectations in (2.2). A canonical approach is the use of subsimulations. In this respect we consider an enlarged probability space (Ω, F , P), where F = (F j ) j=0,...,T and F j ⊂ F j for each j. By assumption, F j is specified as
where for a generic (ω,
of the outer trajectory X(ω). In particular, the random
On the enlarged space we consider F j measurable estimations C j,M of C j := E F j Z τ j+1 as being standard Monte Carlo estimates based on M subsimulations. More precisely, for
, where the stopping times 
It then holds that 
Proof. We have
Remark 3.3. The boundedness condition |Z j | < B is made for the sake of simplicity. This condition can be replaced by a kind of moment condition as in Theorem 7 of [3] .
Under somewhat more restrictive assumptions than the ones of Proposition 3.1 we can prove the following theorem. 
is bounded (due to (i)) and bounded away from zero uniformly in x and j; (iv) the density of the random variable
(v) on the jth exercise boundary, i.e., on the set {x : 
exists, is bounded with bounded continuous derivatives, and does not vanish. Then it holds that
(where automatically τ 0 ≥ τ 0 when (τ j ) is consistent). Hence, for a bounded cash-flow process with |Z j | < B we get
Standard Monte Carlo approach.
Within Markovian setup as introduced in section 3, consider for some fixed natural numbers N and M , the estimator
Let us investigate the complexity, i.e., the required computational costs, in order to compute Y := Y 0 with a prescribed (root-mean-square) accuracy , by using the estimator (4.1). Under the assumptions of Corollary 3.2 we have with γ = α/2, or γ = 1 if Theorem 3.4 applies, for the mean squared error,
where M 0 denotes some fixed minimum number of subtrajectories used for computing the stopping time τ M . In order to bound (4.2) by 2 , we set
with x denoting the smallest integer greater than or equal to x. For notational simplicity we will henceforth omit the brackets and carry out calculations with generally noninteger M, N . This will neither affect complexity rates nor the asymptotic proportionality constants. Thus the computational complexity for reaching accuracy when ↓ 0 is given by
where, again for simplicity, it is assumed that both the cost of simulating one outer trajectory and one subtrajectory is equal to one unit. In typical applications we have γ = 1 and the complexity of the standard Monte Carlo method is of order O( −3 ). However, if γ = 1/2, the complexity is as high as O( −4 ).
Multilevel Monte Carlo approach. For a fixed natural number L and a sequence of natural numbers
we consider in the spirit of [11] the telescoping sum
Further, we approximate the expectations Y m l in (5.1). We take a set of natural numbers
, and simulate the initial set of cash-flows
as an approximation to Y (cf. [4] ). Henceforth, we always take m to be a geometric sequence, i.e., m l = m 0 κ l , for some m 0 , κ ∈ N, κ ≥ 2.
Complexity analysis. Let us now study the complexity of the multilevel estimator (5.2) under the assumption that the conditions of Proposition 3.1 or Theorem 3.4 are fulfilled. For the bias we have
and for the variance it holds that
where, due to Proposition 3.1, the terms with l > 0 may be estimated by
with β := α/2, and suitable constants C, V ∞ . In typical applications, we have that C j − Z j in (3.2) has a positive but nonexploding density in zero which implies α = 1, hence β = 1/2. This rate is confirmed by numerical experiments. Henceforth, we assume β < 1.
We are now going to analyze the optimal complexity of the multilevel algorithm. Our optimization approach is based on a separate treatment of n 0 and n i , i = 1, . . . , L. In particular, we assume that
where the integers n 0 and n 1 are to be determined, and for the subsimulations we take
We further reuse the subsimulations related to m l−1 for the computation of Y m l so that the multilevel complexity becomes
Theorem 5.1. The asymptotic complexity of the multilevel estimator Y n,m for 0 < β < 1 is given by
where the optimal values n * 0 , n * 1 , L * have to be chosen according to
Note that, asymptotically, the optimal complexity C * ML is independent of m 0 . We, therefore, propose choosing m 0 by experience. In typical numerical examples m 0 = 100 turns out to be a robust choice.
Discussion. For the standard algorithm given optimally chosen M * , N * we have the complexity given by (4.3), so the gain ratio of the multilevel approach over the standard Monte Carlo algorithm is asymptotically given by
Numerical comparison of the two estimators.
In this section we will compare both algorithms in a numerical example. The usual way would be to take both algorithms, take optimal parameters, and compare the complexities given an accuracy , like we did in the previous section in general. The optimal parameters depend on knowledge of some quantities, e.g., the coefficients of the bias rates. This knowledge might be gained by precomputation (based on relatively smaller sample sizes) for instance. Here we propose a more pragmatic and robust approach (cf. [4] ).
Let us assume that a practitioner knows his standard algorithm well and provides us with his "optimal" M (inner simulations), N (outer simulations). So his computational budget amounts to MN . Given the same budget MN , we are now going to configure the multilevel estimator such that m L = M , i.e., the bias is the same for both algorithms. We next show that n 0 , n 1 , and L can be chosen in such a way that the variance of the multilevel estimator is significantly below the variance of the standard one. Although this approach will not achieve the optimal gain (5.10) for ↓ 0 (hence for M → ∞), it has the advantage that we may compare the accuracy of the multilevel estimator with the standard one for any fixed M and arbitrary N . The details are spelled out below. Taking
we have for the biases
As stated above we assume the same computational budget for both algorithms leading to the following constraint (see (5.5)):
Let us write for ξ ∈ R + n 1 := ξn 0 ,
With (6.1) and (6.2) we have for the variance estimate (7.6)
Expression (6.3) attains its minimum at
which gives the "optimal" values n • 0 and n • 1 via (6.2), and
The ratio of the corresponding standard deviations is thus given by
Note that the ratio (6.5) is independent of N . By setting the derivative of (6.5) w.r.t. L equal to zero, we solve (6.6) It is easy to see that (6.5) attains its minimum for L • given by (6.6) and M satisfying (6.7). It then holds that R • (M, L • ) < 1, hence the multilevel estimator outperforms the standard in terms of the variance.
Remark 6.1. Suppose the practitioner using the standard algorithm makes up his mind and changes his choice of N to N , connected with the number of inner simulations M . He so chooses a new budget M × N say. Then with this new budget we can adapt the parameters accordingly, yielding the same variance reduction (6.5) with the same (6.6), as the latter are independent of N .
Numerical example: American max-call.
We now proceed to a numerical study of multilevel policy iteration in the context of American max-call option based on d assets. Each asset is assumed to be governed by the following SDE:
under the risk-neutral measure, where
. . , T n are equidistant exercise dates between T 0 = 0 and T n . For notational convenience we shall write S j instead of S T j . The discounted cash-flow process of the option is specified by
We take the following benchmark parameter values (see [1] ):
For the input stopping family (τ j ) 0≤j≤T , we take
where
] is the (discounted) value of a still-alive one period European option. The value of a European max-call option can be computed via the Johnson's formula (1987) (see [16] ), For evaluating the integrals we use an adaptive Gauss-Kronrod procedure (with 31 points).
For this example we follow the approach of section 6. We see that the final gain (6.5) due to the multilevel approach depends on κ as well. Our general experience is that an "optimal" κ for our method is typically larger than two. In this example we took κ = 5. A presimulation based on 10 3 trajectories yields the following estimates:
where we used antithetic sampling in (6.8) . This yields Figure 1 , where R (M, L) is plotted for different M as a function of L. For each particular M one may read off the optimal value of L • from this figure.
Assume, for example, that the user of the standard algorithm decides to calculate the 
value of the option with M = 7500 inner trajectories. From Figure 1 we see that L = 4 is for this M the best choice (that doesn't depend on N ). For the present illustration we take N = 1000 and then compute n • 0 , n • 1 from (6.2) and (6.4), where V ∞ is replaced by the estimate
for n = 10 3 and the bar denoting the corresponding sample average, where antithetic variables are used in the simulation of inner trajectories. Let us further define
with n = 10 3 again. Table 1 shows the resulting values n • l , the approximative level variances v (m l , m l−1 ), l = 1, . . . , 4, as well as the option prices estimates. As can be seen from the table, the variance of the multilevel estimate Y n • ,m with the "optimal" choice L • = 4 (cf. (6.6) and Figure 1 ) is significantly smaller than the variance of the standard Monte Carlo estimate Y 1000,7500 .
Concluding remarks.
One may argue that the variance reduction demonstrated in the above example does not look too spectacular. In this respect we underline that this variance reduction is obtained via a pragmatic approach (section 6), where detailed knowledge of the optimal allocation of the standard algorithm (in particular the precise decay of the bias) is not necessary. However, in a situation where the bias decay is additionally known (from some additional precomputation for example), one may parameterize the multilevel algorithm following the asymptotic complexity analysis in section 5, and thus end up with an (asymptotically) optimized complexity gain (5.10) that blows up when the required accuracy gets smaller and smaller.
Proofs.

Proof of Proposition 3.1. Let us write
and similarly,
So we have
By the conditional version of the Bernstein inequality we have,
So, by assumption (3.2),
for B 1 depending on B, and α. After obtaining a similar estimate P A M − j ≤ B 2 M −α/2 , we finally conclude that 
Proof of
for T exercise dates. Now consider the cash-flow process Z 0 , . . . , Z T +1 . Note that the filtration (F j ) is generated by the outer trajectories. Note, since T + 1 is the last exercise date, the
} is measurable w.r.t. the information generated by the inner simulated trajectories starting from an outer trajectory at time T , and so, in particular, does not depend on the information generated by the the outer trajectories from T until T + 1. That is, we have
and so
By (7.1) and applying the induction hypothesis to the modified cash-flow Z j 1 j≤T , it then follows that
Let us estimate the second term it holds that
where we note that by conditional F T the ε M,j are independent. It is easy to show that
Let us write
and consider for fixed j,
where σ j is defined in (iii), and denote by p j,M (·; x) the conditional density of the r.v.
Note that
By next following the standard Laplace method for integrals (e.g., see [10] ), we get
Further, we have for some constant C
Due to (7.5) we get in the same way ( * ) 2 = ( * ) 2a + ( * ) 2b , We thus have to choose L such that μ∞ m γ 0 κ γL < , i.e., Next we are going to optimize over L. To this end we differentiate (7.10) to L and set the derivative equal to zero, which yields Due to (7.13) we have that (7.14)
hence by iterating (7.13) with (7.14) once, we obtain the asymptotic solution . (7.17) 
