In this paper, we study almost periodic and changing-periodic time scales considered by Wang and Agarwal in 2015. Some improvements of almost periodic time scales are made. Furthermore, we introduce a new concept of periodic time scales in which the invariance for a time scale is dependent on an translation direction. Also some new results on periodic and changing-periodic time scales are presented.
Introduction
Recently, many papers were devoted to almost periodic issues on time scales (see for examples [1] [2] [3] [4] [5] ). In 2014, to study the approximation property of time scales, Wang and Agarwal introduced some new concepts of almost periodic time scales in [6] and the results show that this type of time scales can not only unify the continuous and discrete situations but can also strictly include the concept of periodic time scales. In 2015, some open problems related to this topic were proposed by the authors (see [4] ).
Wang and Agarwal addressed the concept of changing-periodic time scales in 2015. This type of time scales can contribute to decomposing an arbitrary time scales with bounded graininess function µ into a countable union of periodic time scales i.e, Decomposition Theorem of Time Scales.
The concept of periodic time scales which appeared in [7, 8] can be quite limited for the simple reason that it requires inf T = −∞ and sup T = +∞. The rst concepts of periodic time scales and periodic functions were proposed by Kaufmann and Ra oul in [7] , and they were improved by Adıvar in [9] . However, the concepts of periodic time scales proposed by [7] [8] [9] were without considering the shift direction of time scales, which will be quite limited for understanding the recent results from [2, 10] etc. For an example, consider
according to the concept of periodic time scales from [7, 8] , (1.1) is not a periodic time scale since inf T = .
In fact, for any t ∈ T, we have t + ∈ T, but there exists t = ∈ T such that t − = − ̸ ∈ T. Nevertheless, (1.1) has very nice closedness in translation for time variables if the time scale is only translated towards the positive direction, because for any t ∈ T, we have t + ∈ T. For another example, consider 2) according to the new concept of periodic time scales from [9] , (1.2) is also not a periodic time scales since T has a in mum that equals to with respect to the shift operator δ−. In fact, for any t ∈ T, although δ+( , t) = t ∈ T, there exists t = ∈ T such that δ−( , t ) = t / = / ̸ ∈ T. However, (1.2) also has very nice closedness in shift for time variables if the time scale is only shifted towards the positive direction, because for any t ∈ T, we have δ+( , t) ∈ T. Hence, concepts of periodic time scales from [7, 9] were without considering the shift direction of time scales. In this paper we propose a new concept of periodic time scales with "translation direction" so that we can regard (1.1) as a periodic time scale. Also we improve the results on almost periodic time scales from [6] . In addition, we obtain new results related to changing-periodic time scales from [2] .
Periodic and almost periodic time scales
To obtain some new results related to periodic and almost periodic time scales, rst, we introduce some new de nitions of intersection type for a translation time scale.
Let Π := {τ ∈ R :
where T τ := T + τ = {t + τ : ∀t ∈ T}.
De nition 2.1. We introduce three types of intersection for a translation time scale as follows: ( ) We say T is a positive-direction intersection time scale if for any p > , there exists a number P > p and P ∈ Π , we call T ∩ T P the positive-direction intersection for T.
( ) We say T is a negative-direction intersection time scale if for any q < , there exists a number Q < q and Q ∈ Π , we call T ∩ T Q the negative-direction intersection for T.
( ) We say T is a bi-direction intersection time scale if for any p > and q < , there exists two numbers P > p, Q < q and P, Q ∈ Π , we call (T ∩ T P ) ∪ (T ∩ T Q ) the bi-direction intersection for T.
( ) We say T is an oriented-direction intersection time scale if T is a positive-direction intersection time scale or a negative-direction intersection time scale.
Remark 2.1. From De nition 2.1, we obtain that if sup T = +∞, inf T = −∞, then T is a bi-direction intersection time scale since for any τ ∈ R, we have
intersection time scale since for any τ ∈ R, we have T∩T τ = {−∞}. If sup T = +∞, then T is a positive-direction intersection time scale since for any τ ∈ R, we have T ∩ T τ = {+∞}.
Next, we introduce a new concept of periodic time scales. First we recall the following de nition from the literature. Proof. Note that from the condition of Theorem 2.1, we obtain Tτ ⊂ T, and let L := sup n∈N l( n ) . Without loss of generality, we assume that T is a positive-direction intersection time scale, and then for any p > , there exists some n > such that n L > p. So we can choose a sequence {τn}
De nition 2.2 ([8]). A time scale T is called a periodic time scale if
We denote the set
and obviously, I is a closed set. From (2.4), we obtain the totally ordered set {Tτ n ∈ I : Tτ n ⊂ Tτ n+ , n ∈ N} and limn→∞ Tτ n = Tτ ∞ = T ∈ I. Hence, T is the maximum element in I. Now I forms a semi-ordered set with respect to the inclusion relation and I is closed. Denote I * an arbitrary subset of I and is totally ordered. We consider two cases: Case ( ):
then Tτ ∈ I * ⊂ I and Tτ is an upper bound of I * in I.
Case ( ): From the above, we obtain that T ∩ T τ and T are two maximum elements in I. Therefore, it follows from 
where
Then we have
The concept from [12] does not include the time scale (2.5). [6] to describe an approximation that occurs between T and its corresponding translation T τ (see Figure 1 and Figure 2 ). The approximation from [12] that will lead to the oriented-direction periodicity for the time scale T.
Figure 2:
The approximation that describes the distance between the time scale T and its translation T τ from [6] . 
De nition 2.4. Let δ : R × T → T be a shift operator associated with the initial point t , so δ(t , t) = t. Denote
we say T is a periodic time scale under the shift operator δ if
Furthermore, denote In what follows, we emphasize that the time scales distance is measured by the Hausdor distance.
De nition 2.5 ([13]). Let X and Y be two non-empty subsets of a metric space (M, d). We de ne their Hausdor distance d(X, Y) by
d(X, Y) = max sup x∈X inf y∈Yd (x, y), sup y∈Y inf x∈Xd (x, y) , (2.6)
whered(·, ·) denotes the distance between two points (see Figure 3).
Hence, from De nition 2.5, if we assume that X = T and Y = T , this well-known de nition is
which is De nition 7 in [12] . In [6] , the authors let τ be a number and set the time scales: De ne the distance between two time scales, T and T τ by
Note if we let X = T and Y = T τ in De nition 2.5, then (2.6) immediately turns into (2.8) and we can calculate the distance between T and T τ from the distance of their intervals, i.e, the formula (2.8) (see Figure   4 ). Now we introduce some notations to make the de nitions clearer in [6] . i.e., for any ε > , the following set
De nition 2.6. Let T be an oriented-direction intersection time scale. We say T is an almost periodic time scale if for any given ε > , there exists a constant l(ε) > such that each interval of length l(ε) contains a τ(ε)
∈ Π such that d(T, T τ ) < ε,E{T, ε} = {τ ∈ Π : d(T τ , T) < ε}
is relatively dense in Π . Here τ is called the ε-translation number of T and l(ε) is called the inclusion length of E{T, ε}, E{T, ε} is called the ε-translation set of T,
and for simplicity, we use the notation E{T, ε} := Πε .
Remark 2.7. From the property of the set Π , we no longer worry about the case
We observe that such a revision does not have any impact on the results in [6] . Proof. Since T is an almost periodic time scale, then for any ε > , there exists a constant l(ε) > such that each interval of length
Remark 2.8. According to De nition 2.6, if T is a bi-direction intersection time scale, then one can obtain that sup T = +∞, inf T = −∞ and
sup T ∩ T τ = +∞, inf T ∩ T τ = −∞.
Furthermore, for a bi-direction intersection time scale, one can see that if d(T, T
τ ) < ε, then d(T, T −τ ) < ε, i.e., if τ ∈ E{T, ε}, then −τ ∈ E{T, ε}. If τ ∈ E{T, ε}, τ ∈ E{T, ε}, then we have τ + τ ∈ E{T, ε} since d(T, T τ +τ ) ≤ d(T, T τ ) + d(T τ , T τ +τ ) = d(T, T τ ) + d(T, T τ ) < ε.. A function f ∈ C(T×D, E n ) is called an almost periodic function in t ∈ T uniformly for x ∈ D if the ε -translation set of f E{ε , f , S} = {τ ∈ Πε : |f (t + τ, x) − f (t, x)| < ε , for all (t, x) ∈ (T ∩ T −τ ) × S}
is a relatively dense set in Πε for all ε > ε > and for each compact subset S of D; that is, for any given ε > ε > and each compact subset S of D, there exists a constant l(ε , S) > such that each interval of length l(ε , S) contains a τ(ε
, S) ∈ E{ε , f , S} such that |f (t + τ, x) − f (t, x)| < ε , for all (t, x) ∈ (T ∩ T −τ ) × S.
This τ is called the ε -translation number of f and l(ε , S) is called the inclusion length of E{ε
, f , S}.A function f ∈ C(T × D, E n ) is called an almost periodic function in t ∈ T uniformly for x ∈ D if the ε -translation set of f E{ε , f , S} = {τ ∈ Πε : |f (t + τ, x) − f (t, x)| < ε , for all (t, x) ∈ (T ∩ (∪T Πε )) × S}|f (t + τ, x) − f (t, x)| < ε , for all (t, x) ∈ (T ∩ (∪T Πε )) × S.
Here τ is called the ε -translation number of f and l(ε , S) is called the inclusion length of E{ε
then there exists a sequence {tn} ⊆ T and tn > t, n ∈ N such that limn→∞ tn = t. We argue by contradiction. If {tn} ̸ ⊂ T τ , then t ̸ ∈ T τ , which implies that there exists some t
and this is a contradiction. Hence, we have {tn} ⊆ T τ . Therefore, there exists a sequence {tn} ⊆ T ∩ T τ and limn→∞ tn = t, tn > t, n ∈ N. This completes the proof.
Theorem 2.4. If T is an almost periodic time scale, then for any ε > , there exists a constant l(ε) > such that each interval of length l(ε) contains a τ(ε)
∈ E{ε, µ} such that
(2.10) Proof. First, let T be an almost periodic time scale. We claim that: for any τ ∈ Πε, if t is a right scattered point in T, then t + τ are right scattered points in T; if t is a right dense point in T, then t + τ are right dense points in T.
In fact, if t ∈ T ∩ T −τ is a right scattered point in T, then t + τ are right scattered points in T. We argue by contradiction. Assume that t + τ ∈ T is a right dense point in T, then by Lemma 2.2, there exists a sequence {tn} ⊆ (T ∩ T τ ) and tn ≥ t + τ, n ∈ N such that limn→∞ tn = t + τ. Hence, we have limn→∞ tn − τ = t, i.e.,
So t is a right dense point in T, which is a contradiction. Thus, t + τ is a right scattered point in T.
On the other hand, if t ∈ T ∩ T −τ is a right dense point in T, then t + τ are right dense points in T. In fact, by Lemma 2.2, there exists a sequence {tn} ⊆ T ∩ T −τ and tn ≥ t, n ∈ N such that limn→∞ tn = t. Then we have limn→∞ tn + τ = t + τ and {tn + τ} ⊆ T ∩ T τ ⊂ T. Thus, t + τ is a right dense point in T.
Hence, t ∈ T ∩ T −τ implies that t, t + τ ∈ T. When t is a right dense point, then t + τ is also a right dense point, so we have µ(t) = µ(t + τ) = . When t is a right scattered point, then t + τ is also a right scattered point and
This completes the proof. Figure 6 , let T be an almost periodic time scale and µτ : T τ → R + be the graininess function on T τ , and then we obtain that
Remark 2.13. From
|µ(t) − µτ(t + τ)| ≤ max |µτ(t + τ) − h |, |µ(t) − h | = max{h , h } ≤ d(T, T τ ) < ε for all t ∈ T. (2.11)
Particularly, if t ∈ (T ∩ T −τ ) ⊂ T, then t + τ ∈ T and µτ(t + τ) = µ(t + τ). Hence
, from (2.11), we obtain (2.10).
Furthermore, if t + τ ̸ ∈ T, i.e., t ̸ ∈ T ∩ T −τ , we get µτ(t + τ) = µ(t).
Remark 2.14. The inequality (2.10) can also be written as
which indicates that if T is τ-periodic, then σ(t + τ) = σ(t) + τ.
Now, from De nition 2.6 and the Hausdor distance (2.8), we can give the third concept of almost periodic time scales by the graininess function µ as follows:
De nition 2.11. Let µ : T → R + , µ(t) = σ(t) − t and µτ : T τ → R + . We say T is an almost periodic time scale if for any ε > , the set
is relatively dense in Π .
Remark 2.15. Note that De nition 2.11 implies the following: ( ) If t ∈ (T∩T −τ ) ⊂ T, then t + τ ∈ T and µτ(t + τ) = µ(t + τ). Hence, from (2.12), we obtain (2.10). Furthermore, if t ∈ T ∩ T −τ is a right dense point in T, it follows from (2.12) that t + τ ∈ T is also a right dense point.
Similarly, if t ∈ T ∩ T −τ is a right scattered point in T, by (2.12), then t + τ ∈ T is also a right scattered point. Figure 6 and (2.12), we obtain that Figure 6 and Remark 2.13, T τ is a τ-translation of T. Let µτ : T τ → R + be the graininess function of T τ , and we obtain that
In fact, if t ∈ T ∩ T −τ is a right dense point in T, then µ(t) = . From (2.12), we know that µ(t + τ) = , so t + τ ∈ T is a right dense point. Similarly, if t ∈ T ∩ T −τ is a right scattered point, then µ(t) > . From (2.12), we have µ(t + τ) = |µ(t) − µ(t) + µ(t + τ)| ≥ |µ(t)| − |µ(t + τ) − µ(t)| ≥ µ(t) − ε > .

Hence, t + τ is a right scattered point. ( ) From
d(T, T τ ) ≤ sup t∈T |µτ(t + τ) − µ(t)| < ε,
which indicates that T is an oriented-direction almost periodic time scale. ( ) From
(2.13) 
Changing-periodic time scales
In [2] , Wang and Agarwal proposed a new concept called changing-periodic time scales. Now, in this section, considering De nition 2.3, we will improve and obtain some new results about changing-periodic time scales.
De nition 3.1 ([2]). Let T be an in nite time scale. We say T is a changing-periodic or a piecewise-periodic time scale if the following conditions are ful lled:
Tr and {T i } i∈Z + is a well connected timescale sequence, where Tr = 
) is a bi-direction periodic time scale and sup T = +∞, inf T = −∞, and it is quite limited for understanding the decomposition theorem of time scales. From condition (c) in De nition 3.1, we see that T i is a periodic time scale implies T i satis es (3.1) rather than (3.2), i.e., T i is an oriented-direction periodic time scale.
Example 3.1. Let k ∈ Z, and consider the following time scale:
We denote
Then, by a direct calculation the set Π is
Π = n, n ∈ Z √ n, n ∈ Z := S ∪ S .
This time scale is a changing-periodic time scale according to De nition 3.1.
Example 3.2. Let k ∈ Z, and consider the following time scale:
We denote Proof. Without loss of generality, we assume that sup T = +∞ and inf T = −∞. From Remark 2.1, T is an oriented-direction intersection time scale. For any p > , q < , we take some n , n such that p < n μ, q > −n μ, whereμ = sup t∈T µ(t) and max{n μ, n μ} μ + L, L > is the length of a closed nite interval with the largest length in T. We denote the set
Then, by direct calculation the set Π is
Π = − n, n ∈ N √ n, n ∈ N := S ∪ S .
According to De nition 3.1, this time scale is a changing-periodic time scale in which T is a negative-direction periodic sub-timescale and T is a positive-direction periodic sub-timescale.
Clearly, I forms a semi-ordered set with respect to the inclusion relation and I is closed. Denote I * any subset of I and is totally ordered. We consider two cases: Case ( ):
Case ( ):
τ∞ is an upper bound of I * . Because I is closed, then T∩T τ∞ ∈ I.
According to Zorn's lemma, there exists some
Now we show that T is a changing-periodic time scales. We divide the proof into three steps, We divide the proof into the following steps:
Step I. We can nd a time scale T such that T ⊂ T is the largest periodic sub-timescale in T. For this, we make a continuous translation of T to nd a number τ such that T ∩ T τ := T is the maximum. Next, consider a translation of T again to nd a number τ such that T ∩ T τ := T is the maximum. Continue this process n times to nd a number τn such that T n− ∩ T τn n− := Tn is the maximum. This process leads to a decreasing sequence of timescale sets:
Hence, it follows that limn→∞ Tn = T . This shows that there exists some τ such that (T ) τ ⊆ T through the translation of this number and (T ) τ is maximum (in fact, if (T ) τ ̸ ⊆ T , then there exists T such that
this is a contradiction since limn→∞ Tn = T ), obviously, this also implies that T is not a nite union of the closed intervals. Now we claim that T ≠ ∅. In fact, if T = ∅, then there exists some su ciently large n such that Tn = ∅, i.e., there exists some sub-timescale T n − ⊂ T such that T n − has no intersection with itself through the translation of the number τn and T n − ∩ T τn n − is the maximum element in
which means that T n − is a single point set, but this is a contradiction since sup T n − = +∞, inf T n − = −∞. Therefore, T is a τ -periodic sub-timescale whose translation direction is determined by the sign of the number τ .
Step II. For the time scale T * := T\T , where A denotes the closure of the set A, by replacing T with T * , and repeating the Step I, we can obtain the periodic sub-timescale T . For the time scale T * := T\(T ∪ T ), by replacing T with T * , and repeating the Step I, we can obtain the periodic sub-timescale T . Similarly, we can obtain T , . . . , T n . . .. Obviously, the timescale sequence {T i } i∈Z + is well connected and Step III. Letting the set Π of T be as
where R = { } or ∅, from Steps I and II, it follows that
From Steps I, II, III, we nd Proof. From Remark 2.1, T is a bi-direction intersection time scale. For any p > , q < , we take some n , n such that p < n μ, q > −n μ, whereμ = sup t∈T µ(t) and max{n μ, n μ} μ + L, L > is the length of a closed nite interval with the largest length in T. We denote the set
Case ( ):
We can nd a time scale T such that T ⊂ T is the largest periodic sub-time scale in T. For this, we make a continuous translation of T to nd a number τ such that T ∩ T τ := T is the maximum. Next, consider a translation of T again to nd a number τ such that T ∩ T τ := T is the maximum. Continue this process n times to nd a number τn such that T n− ∩ T τn n− := Tn is the maximum. This process leads to a decreasing sequence of time scale sets:
Hence, it follows that limn→∞ Tn = T . This shows that there exists some τ such that (T ) τ ⊆ T through the translation of this number and (T ) τ is maximum (in fact, if (T ) τ ̸ ⊆ T , then there exists T such that T = (T ) τ ∩ T ⊂ T , this is a contradiction since limn→∞ Tn = T ), obviously, this also implies that T is not a nite union of the closed intervals. Now we claim that T ≠ ∅. In fact, if T = ∅, then there exists some su ciently large n such that Tn = ∅, i.e., there exists some sub-timescale T n − ⊂ T such that T n − has no intersection with itself through the translation of the number τn and T n − ∩ T τn n − is the maximum element in
which means that T n − is a single point set, but this is a contradiction since sup T n − = +∞, inf T n − = −∞. Therefore, T is a τ -periodic sub-timescale whose translation direction is determined by the sign of the number τ , that is, T is an invariant under translations unit in T. This completes the proof. Next, from De nition 2.3, we can apply our results to dynamic equations and obtain some new results related to changing-periodic time scales under the new concept of periodic time scales (i.e., in the sense of De nition 2.3). In order to make this paper more concise, we will not restate the results from [2] here. One can consult [2] for details.
Consider the following linear dynamic equation on a changing-periodic time scale T:
and its associated homogeneous equation
where A(t) is a local-almost periodic matrix function, and f (t) is a local-almost periodic vector function. Further, we assume that f (t) and A(t) are synchronously local-almost periodic functions.
De nition 3.2.
We say the following dynamic equation
and its associated homogeneous equation 
