The theory of compressive sensing enables accurate and robust signal reconstruction from a number of measurements dictated by the signal's structure rather than its Fourier bandwidth. A key element of the theory is the role played by randomization. In particular, signals that are compressible in the time or space domain can be recovered from just a few randomly chosen Fourier coefficients. However, in some scenarios we can only observe the magnitude of the Fourier coefficients and not their phase. In this paper, we study the magnitude-only compressive sensing problem and in parallel with the existing theory derive sufficient conditions for accurate recovery. We also propose a new iterative recovery algorithm and study its performance. In the process, we develop a new algorithm for the phase retrieval problem that exploits a signal's compressibility rather than its support to recover it from Fourier transform magnitude measurements.
INTRODUCTION
In many data acquisition and processing problems, the measurement process is time consuming or expensive. For example, high-frequency and ultra wide-band radar is beginning to test the limits of analog to digital conversion. Sensors for terahertz (THz) electromagnetic frequencies cost many times more than those for the visible spectrum. Magnetic resonance imaging (MRI) scans can take over an hour. The irony of these situations is that in each case the wide-band signals involved are undeniably structured, yet aside from general bandwidth considerations, no assumptions about this structure are exploited to ease the sensing process. The field of compressive sensing (CS) takes the logical step of making measurements that directly take a signal's structure into account.
1-3 CS takes only as many measurements as the structure dictates. By structured, we mean that the signal has only a few non-zero coefficients when represented in terms of some basis, or can be approximated well by a few coefficients. CS has already seen practical success such as a camera with a single pixel, 4 reduction in MRI scan time, 5 and analog-to-digital conversion. 6 Several types of measurement schemes have been shown to capture the information necessary for CS. Interestingly, they all involve random projections-taking the inner product of the signal with random vectors such as Gaussian vectors, ±1 Bernoulli/Rademacher vectors, or randomly selected rows from the discrete Fourier transform (DFT) matrix. [1] [2] [3] Since random DFT coefficients qualify as CS measurements, it would seem that the benefits of CS can apply when we have access to an object's diffraction pattern, since it closely approximates the image of an object's Fourier Transform. Taking the object's structure into account, we could hope to recover the object from just its randomly sub-sampled diffraction pattern, rather than the entire pattern.
This corresponds to sub-Nyquist data acquisition, which would be very useful in fields such as crystallography, astronomy, and wavefront sensing. Making the jump to CS in these applications introduces a new challenge-the measurements of the complex-valued diffraction pattern are in practice made with sensors that can only observe the magnitude (energy detectors). Our investigation into signal recovery from these magnitude measurements has led to two results. First, we develop both theoretical and practical results to demonstrate that we can perform CS reconstruction from magnitude-only measurements. For N -dimensional compressible signals that have only K non-zero values in the time or space domain, we show that the number of magnitude-only measurements sufficient for exact recovery is of the order of K 2 log(N/K 2 ). In practice we find the number of measurements needed to actually be on the order of K log(N/K).
A key element of our magnitude-only CS recovery algorithm is a new approach to phase retrieval (PR). PR is the process of recovering the phase, given just the magnitude, of a signal's Fourier Transform, thereby recovering the signal itself. 7, 8 This is an ill-posed problem that requires additional a priori information or assumptions to solve. Constraints that have been explored successfully to date include signal positivity and exact signal support. Unfortunately, since the Fourier magnitude constraint set is non-convex, there is no straightforward method for PR. Simple alternating projection strategies have been shown to work in practice, but only if the signal constraints are stringent enough (knowing the exact signal support, for example).
Our second result is a PR technique based on a new compressibility constraint that the 1 norm (the sum of the magnitudes of the signal coefficients) of the reconstruction candidate match that of the true signal. We dub this technique compressive phase retrieval (CPR). The 1 norm constraint encourages sparsity in the PR solution but is much less strict than a signal support constraint. Nevertheless, the numerical experiments below indicate that in practice it performs about as well for PR as knowing the exact signal support.
To illustrate the effectiveness of this new PR method, we consider a THz imaging example. 9 THz imaging offers many of the same benefits as x-ray imaging, but without ionizing exposure. As shown in Figure 1 , an object is illuminated by a collimated THz beam and its diffraction pattern is scanned, of which only the magnitude is recorded. Since the THz radiation is not a perfect plane wave, the diffraction pattern is the Fourier transform of a complex-valued signal. As such, loose support constraints (25% of the diffraction pattern size, to ensure there is no aliasing) are not effective for recovering the signal's Fourier phase. On the other hand, an 1 compressibility constraint is effective in recovering the Fourier phase and hence the signal. As a side benefit, we are able to closely reconstruct the object with far fewer measurements than traditionally needed for PR. We call this setup compressive sensing phase retrieval (CSPR). This CS-based imaging method is quicker than a full raster scan of the diffraction pattern and less expensive than a full array of THz receivers. This paper is organized as follows. Section 2 provides the necessary background on CS and PR. Section 3 introduces the 1 compressibility constraint central to CPR and CSPR and illustrates how it both aids recovery and allows for fewer measurements. It also describes our new algorithm for CPR and CSPR. Section 4 reports on the results of several numerical experiments. We conclude in Section 5 with a discussion on open questions as well as current and future work.
BACKGROUND 2.1. Compressive Sensing
Traditionally, digital signal processing involves first uniformly sampling a signal and then processing it in some way that enhances it and/or prepares it for storage or transmission. The sampling part of this process is governed by the signal's Nyquist rate. The sampling rate must be twice the bandwidth in order to accurately represent the signal.
There are many scenarios in which the signal may have a large bandwidth, but not contain much information. A piecewise smooth signal may have high frequency components necessitating many samples, but can be represented well by a linear combination of only a few wavelets. In digital photography an image field may be sampled at 10 million locations, but this information can be effectively stored with only 100 thousand DCT or wavelet coefficients. CS takes the logical step of exploiting a signal's structure to acquire it in less measurements, rather than the observe the whole thing and compress later. As a model for structured signals, we consider signals that are K-sparse in some orthogonal basis Ψ. This means that when represented in the basis, the signal has only K non-zero coefficients, where K is much smaller than the signal length N . We are interested in recovering these signals exactly, with as few measurements as possible. The main result of CS is that such signals can be reconstructed perfectly with only O(K log(N/K)) measurements.
The first half of CS is the definition of a special linear, nonadaptive measurement scheme. For a given K-sparse signal x ∈ R N , the measurements can be represented mathematically as The matrix Φ is of size M × N , with M < N. We would like this matrix to have the property that no two K-sparse signals can result in having the same measurements y. Mathematically speaking, Φ must be an injective mapping for K-sparse signals. It has been shown that with high probability, random matrices of i.i.d Gaussian or ±1 entries satisfy this property. 1-3 A third type of Φ matrix that also satisfies the property is a matrix formed from random rows of the DFT matrix.
2 The measurements y would therefore merely be a random collection of the Fourier coefficients of x. Unlike with the Gaussian or ±1 matrices, the measurements y made with the random DFT matrix will be complex-valued. Although these Φ matrices allow for CS measurements of signals that are K-sparse in any orthogonal basis, we will focus on the canonical basis for the theory we develop below.
The second half of CS is recovering a signal x from the measurements y = Φx. This is an ill-posed problem, since an infinite number of potential solutions all will admit the given measurements. However we will choose as x the one that has the sparsest representation. To find this we perform the optimization
This optimization of the 0 pseudo-norm ( x 0 is the number of non-zero elements of x) finds, among all signals that satisfy the linear measurements, the signal that has the fewest number of non-zero elements. Such an optimization is combinatorial and therefore impractical. Instead, we consider the optimization
where the 1 norm of a signal is defined as the sum of the absolute values of its components:
This is a convex optimization that can be formulated as a linear program. 10 The attractive property of CS Φ matrices is that this polynomial-time optimization procedure, under the CS measurement scheme, yields perfect recovery of K-sparse signals when Φ takes O(K log(N/K)) measurements.
If the 1 norm of the signal is given a priori, it can be used as a projection constraint in a projection onto convex sets (POCS) procedure.
11 Since the 1 ball and the hyperplane of potential solutions intersect at the optimal point x, this approach has the same accuracy as 1 optimization but with less computational complexity. It also has similarities to methods currently used for PR.
Phase Retrieval
Since random Fourier measurements are valid CS measurements, it is natural to consider how insights from CS can apply to PR. In many areas of science and engineering, including crystallography, astronomy, and wavefront sensing, measurements of a complex-valued signal must be made with sensors that can only observe its intensity. These magnitude-only measurements are acceptable in instances like photography, since our eyes also observe only the intensity of a light field. However in certain applications, the phase of a signal is very important information. An object's diffraction pattern, as in a crystal illuminated by an x-ray or a landscape illuminated by a laser, 12 closely approximates the object or scene's Fourier transform. We wish to recover the object from its transform, but we cannot perform an inverse transform without the phase of the Fourier coefficients.
PR aims to recover the Fourier phase information in order to solve this inverse problem. Methods for PR have been introduced by Fienup. 7, 8 In these papers he shows a way to accurately recover a discrete signal from its Fourier transform magnitude and finds surprising his algorithms' ability to consistently recover the true object. Given an object's DFT, the algorithms recover the object, and only the object, from a variety of starting points.
The theory behind this uniqueness of recovered results has been developed by Hayes.
13 Observing the magnitude (squared) of a signal's Fourier transform is equivalent to observing its autocorrelation, since they are Fourier transform pairs. Knowing a signal's autocorrelation is equivalent to knowing the z-transform of its autocorrelation. This polynomial is the product of the signal's z-transform with the transform of its time-reversed version. Therefore if a signal's z-transform is irreducible, then it is the only signal that will yield its autocorrelation (excepting a shifted or flipped version, since the absolute position and orientation of the signal is irretrievably lost with the phase). Virtually all polynomials in two or more dimensions are irreducible, since the set of reducible polynomials is a set of measure zero.
14 Therefore if a candidate recovered signal has finite support and has the same autocorrelation as the original signal, then it is indeed the correctly recovered original signal.
Hayes also explains the conditions needed to guarantee that a recovered signal has the same autocorrelation as the original signal. 13 In examining sufficient conditions to guarantee that two signals' autocorrelations are equivalent, he comes to the conclusion that a signal in two or more dimensions is uniquely specified by its twice over-sampled DFT magnitude.
The theory of unique recovery addresses the conditions required to be assured that a solution of finite support and matching DFT magnitude is indeed the true solution, but it provides no guaranteed method of finding a candidate solution. A candidate solution is defined as any signal that is in the intersection of two constraint sets: all signals of finite support and all signals having the given DFT magnitude. The PR problem is therefore an optimization in which a reconstruction candidate's distance from these constraint sets must be minimized. Since the Fourier magnitude constraint set is non-convex, this is a difficult problem. Though problems of this nature are difficult because only exhaustive algorithms can guarantee convergence, a variety of heuristics perform well in practice. To help find a solution these heuristics should preferably have, in addition to the Fourier magnitude, more significant a priori signal information to reduce the size of the support constraint set. This information could be positivity, explicit support, a histogram of signal values, or a defined number of non-zero pixels.
15
The first of the PR algorithms, Fienup's error reduction algorithm, 7 iteratively projects back and forth between two constraint sets. Since one of the constraint sets is not convex, it is likely that the algorithm will get trapped in a local minimum. Fienup's hybrid input-output algorithm uses feedback between iterations and can avoid some local minima, 8 but can be prone to endlessly wander around the search space in a condition known as stagnation. 16 Since these algorithms were introduced, increasingly sophisticated iterative projection algorithms have been proposed, 17 one of which we use to try to find the intersection of the Fourier magnitude constraint set and our new compressibility constraint set.
COMPRESSIBILITY AND PHASE RETRIEVAL
We seek to apply two distinct insights from CS to the PR problem. The first is that the 1 minimization is the key to recovering a sparse or compressible signal. This property of the 1 norm inspires us to use it as a constraint for PR with full measurements, in what we call compressive phase retrieval (CPR). The second is that random Fourier coefficients allow for recovery of structured signals from fewer measurements than the bandwidth requires. This property of CS measurements leads us to redefine the number of measurements required for phase retrieval to be a function of a signal's structure, rather than bandwidth. We refer to recovering signals from fewer Fourier magnitude measurements as compressive sensing phase retrieval (CSPR).
Compressive Phase Retrieval
Given that a signal has only a few non-zero elements, or a few non-zero coefficients in some transform basis Ψ, we would like to use this structure as a constraint to recover the signal from its Fourier transform modulus. To do this we define a compressibility constraint set: all possible signals that have the same 1 norm of the original signal, or whose coefficients in the basis Ψ have the same 1 norm as those of the original signal. CPR is the process of finding the intersection of this constraint set with the Fourier modulus constraint set.
The underlying geometry of the problem gives some reason as to why we would be interested in using the 1 norm as a constraint. Due to the PR uniqueness properties discussed in Section 2.2, the 1 ball will intersect the non-convex Fourier modulus constraint set in a single unique location. Like a cube in three dimensions, the 1 ball can be thought of as "pointy" geometric shape, especially in higher dimensions. If the Fourier modulus set were to intersect the ball on one of its broad faces, it would be difficult to find this intersection among all of the local minima near the face. However sparse signals lie on the edges of the 1 ball. Our intuition is that a pointy edge of the ball intersecting with the Fourier set will result in less local minima in the vicinity, meaning that it will be easier to find this intersection.
The implementation of CPR is described in Section 3.3. In order to determine how effective the 1 norm is as a PR constraint, we test it with many random signals that are sparse with Ψ as the canonical basis, and also with Ψ as the Haar wavelet basis. In observing how often CPR can recover given signals, we have found the 1 constraint to be as effective as other constraints traditionally used for PR. In addition, it offers some benefits over them. Unlike a histogram constraint, an exact distribution of signal coefficient values is not needed, but rather the signal's 1 norm in an appropriate sparsifying basis. The compressibility constraint is also more powerful than a number of non-zero pixels constraint, 15 especially for signals that are both structured and have many non-zero pixels. Most importantly, it allows for reliable recovery without the need for an exact support constraint that has traditionally been needed for the recovery of complex-valued signals. The details of our empirical results are provided in Section 4.1.
Though we find compressibility to be a useful PR constraint with all Fourier modulus measurements, it is especially helpful because it can be used to recover structured signals from less measurements than their bandwidth would require, bringing us to the second contribution of this paper.
Compressive Sensing Phase Retrieval
It has been shown that the number of measurements needed to guarantee uniqueness in PR is a function of the bandwidth: the Fourier magnitude must be sampled twice as much in each dimension as the bandwidth of the original. However we know more about the signal than this. We know that natural signals will probably have a relatively small number of coefficients in a sparsifying basis, compared to the total size of the signal. CS intuition says that if only a few pieces of information of the signal suffice to represent it well, then only a few measurements should be needed to capture this information. We have access to linear measurements of the signal's autocorrelation, as the intensity (the magnitude-squared) of a signal's Fourier transform is equivalent to the Fourier transform of its autocorrelation. Each Fourier magnitude measurement is a linear projection of the signal's autocorrelation onto a complex sinusoid. The good news is that a random collection of these projections is sufficient to specify a sparse autocorrelation, which is sufficient to uniquely specify the signal.
Lemma 1. Suppose x[n 1 , n 2 ] is a two-dimensional sequence of complex-numbers of support N 1 × N 2 , and x has a z-transform that, except for trivial factors, is irreducible and nonsymmetric. Then x[n] is uniquely specified by its Fourier transform magnitude, and a 2N 1 × 2N 2 point DFT is sufficient for this unique specification.
Proof sketch: Hayes proves that sequences of real numbers are uniquely specified by their DFT magnitude, as a consequence of their z-transforms being irreducible.
13 These arguments also follow for complex sequences as long as their z-transforms are also irreducible.
This means that if x ∈ C
N1×N2 has an irreducible z-transform and there exists an x ∈ C N1×N2 such that |F x| = |Fx| on a 2N 1 × 2N 2 lattice, then x ∼ x.
* Since the autocorrelation is a Fourier transform pair with a signal's Fourier Transform intensity, Lemma 1 implies that a signal's autocorrelation is sufficient to uniquely specify it. Hayes notes that the irreducible requirement is not strict in two or more dimensions for complex signals, since reducible polynomials correspond to a set of measure zero.
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Since an arbitrary complex signal is specified by its autocorrelation, we must now consider how many measurements of a signal's autocorrelation are needed to specify it. As with CS, we consider the case in which the input signal is K-sparse.
N1×N2 is K-sparse and has an irreducible z-transform. Let N = N 1 N 2 . Then with probability of at least
random Fourier magnitude measurements of x are sufficient to uniquely specify it.
Proof:
The autocorrelation of x is of size 2N 1 × 2N 2 , which is 4N total pixels. Since x is K-sparse, the autocorrelation is at most K 2 -sparse. Due to the Uniform Uncertainty Principle of a random Fourier ensemble,
random Fourier measurements are needed to specify a K 2 -sparse signal of size 4N , with the probability stated above in the theorem. This means that, with overwhelming probability, if autocorrelation R x matches R x at M random Fourier locations, and both R x and R x are K 2 -sparse, then
This approach redefines the number of Fourier magnitude measurements needed to capture the information in a signal and is significant because it scales with the signal's structure, rather than its bandwidth. The * By b
x ∼ x we mean the two signals are equal within a flip, shift, and/or a constant phase factor.
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theorem applies to signals that are sparse in space. It does not apply to signals that are sparse in a general basis Ψ because their autocorrelation would not be K 2 -sparse in another basis but rather in the frame formed by convolving all of the atoms of Ψ with themselves. However we provide in Section 4.2 initial numerical evidence that the results apply in practice to other sparsifying bases, such as wavelets. We also show that in practice the order of measurements needed scales more like K log(N/K) than K 2 log(N/K 2 ). This may be partially explained with the fact that a K-sparse signal will have at most a K 2 -sparse autocorrelation, and would have a much sparser autocorrelation if the non-zero elements were connected. For example, the autocorrelation will be (2K − 1)-sparse if the non-zero elements form a line.
In order to recover the signal from this fewer, but still sufficient, number of measurements, we must perform an inverse operation that is again ill-posed. We would like to find a K 2 -sparse solution that matches the given random Fourier measurements. This could be accomplished via the optimization
As with CS, such an optimization would be combinatorial in its complexity and therefore infeasible. We turn to CS for inspiration to instead find our solution via the optimization
The problem for us is that while 1 minimization is a convex optimization for CS, it is a non-convex optimization for CSPR due to the non-convex feasible solution set. Therefore rather than try to optimize we consider the CS heuristic in which the 1 norm is given as a constraint. Likewise we project between the measurement solution set and the 1 ball. Because the Fourier magnitude set is non-convex, there is no algorithm guaranteed to find an intersection. However, this is a problem that has already been thoroughly investigated by the PR community, so for implementation of CSPR and CPR, we use a PR-styled algorithm. As detailed in Section 4.2, we have found that this method is effective in recovering sparse solutions with a number of measurements that supports what we have proven to be sufficient.
Practical Recovery using a Compressibility Constraint
For both CPR and CSPR, our goal is to find a signal x that lies in the intersection of two constraint sets. We use an iterative projection algorithm to find the intersection of the sets. The first set is all signals that have the same 1 norm as the input signal:
For CSPR, the second set is all of the signals that have the same Fourier magnitude coefficients as the input on A, a randomly-selected subset of frequency locations:
where X(ω) is the DFT of x and Ω is the set of all of the discrete frequencies. For CPR, S m is the same except all of the DFT magnitude measurements are used (A = Ω).
The presence of many local minima in the distance between the two constraint sets precludes a direct optimization procedure. Rather we use the same kind of iterative projection scheme that is used for regular PR. There are many variants of Fienup's original error reduction and hybrid input-output algorithms; the one that we find effective and implement is relaxed averaged alternating reflections (RAAR). 18 Starting with x (0) , an initial guess of random values, each successive step is calculated as a combination of projections and reflections:
P m x refers to taking the current iterate x and projecting it onto the set S m by taking its Fourier transform, fixing the magnitudes at frequency locations in A to match the known values while keeping the phases the same, and then performing an inverse transform. R m x is a reflection defined as R m x = 2P m x − x. The reflection R 1 = 2P 1 x − x where P 1 x is the projection of x onto the set S 1 . This is accomplished by uniformly adding or subtracting a constant value to the magnitudes of the entries of x until x 1 reaches the desired value. 11 The parameter β controls whether the algorithm behaves more like a local (β = 0) or global (β = 1) optimizer. We have found the value of β = 0.85 to be the most effective. The iterative applications of RAAR are stopped once the difference between a magnitude projection and a subsequent 1 projection
reaches a negligible value, implying that we have a candidate solution that lies in both constraint sets.
EXPERIMENTS
For CPR, our concern is to determine whether or not the 1 norm is an effective PR constraint. For the signal sizes we have considered, simulation suggests that CPR performs just as well as PR with an exact support constraint in terms of convergence. For CSPR, we would like to see if the 1 norm is effective for recovering sparse signals at the measurement rate Theorem 1 states is sufficient. For converged signals recovered from less measurements, the simulation affirms that the 1 projection method can recover the sparse signals, and that O(K 2 log(N/K 2 )) is indeed a sufficient condition for the number of measurements needed for perfect reconstruction.
CPR Convergence
To evaluate the effectiveness of the 1 compressibility constraint for PR using all of the Fourier measurements, we compare it in different kinds of simulations, against exact support constraints (see Table 4 .1). In each test the other constraint is the entire magnitude of the input signal's Fourier transform. For each combination of test and constraint we perform the RAAR algorithm on 100 randomly generated signals, recording the number of times a convergent solution is found, given 200 random starting locations and 1000 iterations per starting location.
We find that PR with an exact support constraint always converged for signals that are sparse in space, ostensibly because the support constraint set is relatively small. The 1 constraint performs just as well for sparse signals. It yields a better rate of convergence than the strict support constraint when a signal is structured and takes a full amount of bandwidth. This is illustrated in the test in which the 64 pixel image has every pixel as non-zero but is composed of just a few wavelets. The exact support constraint does not limit the search space very much, since there are many non-zero pixels compared to the number of Fourier measurements.
These findings support the idea that the intersection of the 1 ball with the Fourier modulus set can allow for a favorable search. Unlike an exact support constraint, which is most helpful for signals with few non-zero values, the 1 constraint performs well regardless of whether the sparsity is in space or in an arbitrary basis. For sensing scenarios in which the signal has a large bandwidth but is very structured, the 1 offers more hope for finding a solution than an exact support constraint alone. 
CSPR Accuracy
To determine how accurate the algorithm is for various measurement rates, we consider K-sparse signals and empirically determine how many Fourier magnitude measurements are needed for different signal sizes and sparsity rates for consistent (95 %) exact recovery of 100 converged solutions. We hold N constant and vary K, and also hold K constant and vary N , in order to empirically understand the dependence of the number of measurements on these values. We compare these results with those found via regular CS if the phases were known, using the SPGL1 solver. † For convergent solutions we find that the number of measurements needed does not appear to follow a K 2 log(N/K 2 ) trend but appears to be closer to K log(N/K), as Figure 2 shows. When the signal size is held constant, the number of measurements needed increases linearly. The slope is the same as for CS with the known phases, though more measurements are needed for CSPR. When K is held constant, the number of measurements follows a sub-linear trend, just as CS does, though more measurements are needed than CS would need if the phases were known.
Both of these findings support our result for the number of Fourier modulus measurements sufficient to specify signals that are K-sparse in space. In addition, we also demonstrate in Figure 2 that the result appears to hold for signals that are sparse in other bases. When the signal size is held constant, roughly the same number of measurements are needed to recover signals of varying sparsity, whether they are sparse in space or in wavelets. These empirical findings are significant because they suggest that random Fourier modulus measurements may have the CS quality of capturing the information in a signal regardless of what basis it may be sparse in.
CONCLUSIONS
We have introduced CPR, a phase retrieval method with a compressibility constraint based upon the 1 norm, and have shown it to work effectively for the recovery of structured signals. As a second contribution, we † The SPGL1 solver can perform 1 minimization for complex signals and measurements and is free for download at http://www.cs.ubc.ca/labs/scl/index.php/Main/Spgl1.
Proc. of SPIE Vol. 6701 670120 -9 have shown that this constraint allows for signal recovery from a number of measurements that scales with the signal's complexity, not bandwidth. Numerical results support the CSPR theorem that O(K 2 log(N/K 2 )) random Fourier modulus measurements are sufficient for measurement and accurate reconstruction of K-sparse signals. They are promising in that they show a trend that suggests the number of measurements required appears linear in K, something we aim to prove analytically. We also hope to prove what we see empirically, that CSPR results apply to signals that are sparse in bases other than just the canonical basis.
The CPR/CSPR algorithm presented in this paper relies on knowledge of the 1 norm of the image to be recovered. In practice, this knowledge will not always be available. However, it may be possible to "discover" the 1 norm along with the image by using an iterative thresholding technique.
19 This is a subject of current study.
