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ABSTRACT
Neural network is becoming the dominant approach for solving
many real-world problems like computer vision and natural lan-
guage processing due to its exceptional performance as an end-
to-end solution. However, deep learning models are complex and
work in a black-box manner in general. is hinders humans from
understanding how such systems make decision or analyzing them
using traditional soware analysis techniques like testing and veri-
cation. To solve this problem and bridge the gap, several recent
approaches have proposed to extract simple models in the form
of nite-state automata or weighted automata for human under-
standing and reasoning. e results are however not encouraging
due to multiple reasons like low accuracy and scalability issue. In
this work, we propose to extract models in the form of probabilis-
tic automata from recurrent neural network models instead. Our
work distinguishes itself from existing approaches in two important
ways. One is that we extract probabilistic models to compensate
the limited expressiveness of simple models (compared to that of
deep neural networks). is is inspired by the observation that hu-
man reasoning is oen ‘probabilistic’. e other is that we identify
the right level of abstraction based on hierarchical clustering so
that the models are extracted in a task specic way. We conducted
experiments on several real-world datasets using state-of-the-art
RNN architectures including GRU and LSTM. e result shows that
our approach improves existing model extraction approaches sig-
nicantly and can produce simple models which accurately mimic
the original models.
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1 INTRODUCTION
Deep learning models like convolution and recurrent neural net-
works are geing popular due to their exceptional performance
in many real-world problems like self-driving cars [6], malware
detection [42], sentiment analysis [36] and machine translation [4].
However, deep learning models are also proven to be lack of ro-
bustness and are vulnerable to dierent kinds of adversarial at-
tacks [7, 15, 35]. is makes it crucial to understand how such
models work or, even beer, reason about them before deploying
them in safety-critical applications.
Deep learning models are however complex and work in a black-
box manner. Human understanding of deep learning models di-
rectly is oen deemed infeasible. Furthermore, the complexity also
hinders analyzing them using traditional soware analysis tech-
niques like testing and verication. ere are noticeable eorts on
porting traditional soware testing and verication techniques to
deep learning models. For instance, multiple testing approaches
like dierential testing [29], mutation testing [22, 37], and concolic
testing [34] have been adapted to test neural network. Furthermore,
several verication techniques based on SMT solving [20], abstract
interpretation [13] and reachability analysis [32] have also been
explored to formally verify deep learning models. However, due
to the complexity of deep learning models, existing analysis tech-
niques oen have high cost and/or only work for a very limited
class of models [17].
Recently, an alternative approach has been proposed. at is,
rather than understanding and reasoning about deep learning mod-
els directly, researchers aim to extract simple models which can
accurately mimic the behaviour of the deep learning models. e
simple models not only facilitate human understanding but also
can be used for various system analysis tasks like model-based test-
ing [10], model checking [9] and runtime monitoring [33]. Several
aempts have been made. In [28], Omlin et al. propose to encode
the concrete hidden states of recurrent neural networks (RNN) into
symbolic representation and then extract simple models from the
symbolic data [18]. Multiple subsequent approaches have been
proposed to extract dierent computational models like determin-
istic nite automata (DFA) from RNN [16, 40]. A recent empirical
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study [39] has shown that such approaches could be useful for
capturing the structural information of the RNN and hence help
monitor its decision process.
Existing approaches however have limited accuracy in mimick-
ing the deep learning models. For instance, the extracted model
from RNN in the latest work [16] for the real-world sentiment
analysis tasks has about 70% delity even on the training data. In
general, this is not surprising given that it is known that simple
models like DFA has limited expressiveness compared to that of
deep learning models. Specically, existing work aims to extract
deterministic transitions between symbolic encoding of concrete
hidden states in RNN, whereas most RNN learned from real-world
data are intrinsically probabilistic. at is, deterministic choices in
DFA obviously would have diculty accurately mimicking proba-
bilistic distributions produced by RNN.
In this work, we propose to extract models in the form of proba-
bilistic nite-state automata (PFA) from recurrent neural network
models. Our work distinguishes itself from existing approaches in
two important ways. One is that we extract probabilistic models
to compensate the limited expressiveness of simple models (com-
pared to that of deep neural networks). is is inspired by the
observation that human reasoning is oen ‘probabilistic’ [27], i.e.,
humans oen develop ‘simple’ understanding of complex systems
by ignoring corner cases (i.e., low-probabilistic cases). e other is
that we identify the right level of abstraction based on hierarchical
clustering so that the models are extracted in a task specic way.
is is motivated by the observation that humans oen understand
systems abstractly on one aspect at a time. For instance, to explain
why a sequence of system events results in an intrusion alarm, it is
sucient to focus on that fact that there is no log-in event before
access is granted and ignore the rest of the details.
Our approach is based on a novel algorithm which combines
state-of-the-art probabilistic learning with hierarchial clustering.
Our approach rst encodes the concrete numerical hidden states
of a RNN into a set of symbolic representation (e.g. clustering [2]).
en, we convert the training data into symbolic data by collecting
and encoding the hidden state traces. Aerwards, we apply a
probabilistic learning algorithm [24, 38] on the symbolic data to
learn a PFA. Compared to deterministic models, the learned PFA is
able to 1) identify the temporal dependency between the symbolic
representations and 2) recover the probability distribution of the
RNN over the symbolic data. Furthermore, given a specic task,
we apply hierarchial clustering and determine the right number of
clusters (i.e., the level of abstraction), which determines the number
of states in the learned PFA. at is, we optimize to balance the
complexity of the learned PFA (i.e., the fewer the beer) and its
accuracy in mimicking the RNN (i.e., the higher the beer).
We applied our approach on several articial and real-world
sentiment analysis tasks using state-of-the-art RNN architectures
including GRU and LSTM. e results show that our approach
signicantly improves existing model extraction works from RNN
and is able to produce models which can accurately mimic how the
original RNN works. e delity of the learned models improve
from below 70% to over 90% on average compared to state-of-the-art
approaches on the real-world datasets.
We organize the rest of the paper as follows. We provide pre-
liminaries in Section 2. en, we present our detailed approach in
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Figure 1: A conceptual RNN.
start
s1
s2
a:0
.8
b:0.2
b:0.4
b:0.3
a:0.6
a:0
.7
Figure 2: A PFA with 3 states {s0, s1, s2} and alphabet {a,b}.
Section 3 and experiment results in Section 4. We review related
work in Section 5 and conclude in Section 6.
2 PRELIMINARIES
In this section, we provide background on recurrent neural net-
works (RNN) and probabilistic nite-state automata (PFA).
Recurrent Neural Network We target state-of-the-art RNN structures
like Gated Recurrent Unit (GRU) [26] and Long Short-Term Memory
(LSTM) [14]. For simplicity, we introduce RNN at a conceptual
level shown in Figure 1, which takes a variable-length sequence
x0x1 · · · xn as input and produces a sequence o0o1 · · ·on as output.
In this work, we focus on RNN classiers R : X ∗ → I , where X is
the set containing all the possible values of x , X ∗ is the set of nite
strings over X , and I is a nite set of labels only depending on the
last output om . RNN has a ‘memory’ which captures information
of previous time steps and remembers what have been calculated
so far by adopting a set of hidden states H . At each time step t , the
hidden state st and the output ot are calculated as follows.
st = f (Uxt +Wst−1), (1)
ot = argmax
I
so f tmax(Vst ), (2)
where f is usually a nonlinear function like tanh or ReLU ;U ,W , and
V are trained parameters of R; and so f tmax is a normalizing func-
tion which outputs a probability distribution over C . We remark
that Gated Recurrent Unit (GRU) and Long Short-Term Memory
(LSTM) networks follow the same spirit of the conceptual RNN
shown in Figure 1 but use a more complex function to compute the
hidden states. We refer the readers to [14, 26] for details.
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Probabilistic Finite Automata Prior works mainly extract determin-
istic nite-state automata (DFA) [16, 40].
Definition 1. A DFA is a tuple AD = 〈Σ,Q,δ〉, where Σ is the
alphabet of input symbols,Q is a nite set of states, and δ : Q×Σ→ Q
is a transition function which assigns a transition from a state to the
next state under a certain symbol.
In this work, we aim to extract PFA, which associates probability
with state transitions.
Definition 2. A PFA is a tuple A = 〈Σ,Q, µ0,δ〉, where Σ is the
alphabet of input symbols, Q is a nite set of states, µ0 is the initial
probability distribution over Q , and δ : Q × Σ × Q → [0, 1] is a
probabilistic transition function such that SUMe ∈Siдma (δ (s, e)) = 1
for all s ∈ Q .
A PFA denes a probability distribution over the set of strings
Σ∗ over Σ. We extendA with a labeling function L : Q → C , which
assigns a label to each of the state in A, i.e., A+ = 〈Σ,Q, µ0,δ ,L〉.
If there is no danger of ambiguity, we useA to denoteA+ later for
simplicity.
Clustering e goal of clustering in this work is to group the innite
hidden state space of RNN into symbolic nite ones in the form
of clusters. ere are multiple clustering algorithms which could
be adopted [41]. We introduce K-Means as an example for sim-
plicity. e idea of K-Means is to identify an assignment function
C : H → K such that each hidden state is assigned to a cluster
among K clusters such that hidden states assigned to the same
cluster are close to each other in terms of certain distance metrics
(e.g., Euclidean distance). Assume there are in total K clusters, the
assignmentC can be found by solving the follow objective function:
C∗ = arg min
C
K∑
k=1
Nk
∑
h∈Ck
| |h − h¯k | |2 (3)
where Ck = {h |h ∈ H ,C(h) = k} is the set of hidden states which
are assigned to the cluster k ; Nk is the size of Ck ; and h¯k is mean
of all the hidden states in Ck .
3 OUR APPROACH
We rst provide an overview of our approach in Figure 3. e
whole framework is divided into an abstraction part (on the le)
and a learning part (on the right). e former abstracts the concrete
hidden states of the target RNN into symbolic representations. It
works as follows. We rst collect all the hidden states (in the form
of numerical vectors) when feeding the training data into the RNN.
en, we use hidden state clustering [2] to obtain a set of symbolic
clusters which form an abstract alphabet of the hidden states. Based
on the abstract alphabet, we map the original hidden state traces
into a set of abstract state traces by assigning a symbolic state (i.e.,
a cluster) for each hidden state.
e learning part then takes the abstract alphabet and traces as
input to learn a PFA. Our learning algorithm is built on top of the
AAlergia algorithm [24]. In order to determine the ‘optimal’ number
of clusters, our algorithm automatically selects the best number of
clusters for the best learning outcome (which balances the number
of states in the PFA and the delity). In the following, we introduce
the steps in detail and illustrate them using the following running
example.
Example 3.1. e sentence shown at the top of Figure 4 is a
negative review selected from the IMDB dataset [23], which is a
movie review corpus widely used for sentiment classication tasks.
e dataset contains 50, 000 reviews with binary labels, which
have been evenly split into two parts, i.e., a training set and a test
set. Each part is further split into positive reviews and negative
reviews according to their labels (i.e., 12,500 positive ones and
12,500 negative ones). e reviews are stored in text les named
with the format [id] [ratings].txt where [id] is a unique identier
and [ratings] is the rating score for the review on a 1-10 scale. e
rst row in Figure 3 is the original review, and the second row is
the cleaned input by removing the stop words.
3.1 Abstraction
Our rst step is to abstract the original input data. ere are two
common techniques on abstracting the hidden states of RNN into
symbolic states in the literature, i.e., interval partition [40] and
clustering [16]. We choose the laer because it has been shown to
be more intuitive and eective in a recent empirical study [39].
Abstract alphabet and traces We obtain the abstract alphabet and
traces as follows. First, assume that we have a clustering functionC
(which will be explained in detail later), which is parameterized by
the number of clusters K . en, as we feed an input into the RNN,
we can obtain the concrete hidden state at each step and map them
into an integer number from 1 to K . In addition, we also extract the
output label of the RNN at each time step t (denoted by I ) to monitor
the dynamics of the RNN decision procedure. is immediately
forms an abstract alphabet Σ = K × I , which is the set of all pos-
sible combinations of K and C . We then obtain the corresponding
abstract traces as follows. For each input data x in the training data,
we extract the hidden state ht and the output label ot of the RNN
at every time point t . e abstract trace of an input x is then the
sequence α(x) = 〈(C(h0),o0), (C(h1),o1), · · · , (C(hm ),om )〉, where
m is the length of x . We obtain the set of abstract traces α(X ) from
the training data for the next phase, i.e., learning, by abstracting
each input one by one.
Example 3.2. With a trained GRU network, we obtain the the
hidden state trace of the example review shown in Figure 4. e rst
element of the hidden state trace is presented on the top of Figure 5.
e set of output labels is I = {0, 1}. Assume that K is set to be 2
and thus all the hidden state vectors are grouped into two clusters:
{0, 1}. e abstract alphabet is then Σ = {(0, 0), (0, 1), (1, 0), (1, 1)}.
e abstract trace of the review is shown as the second row in
Figure 5.
3.2 Learning
Our next step is to extract a PFA based on the abstract traces. e
key intuition of the extraction is to generate an underlying PFA
which generalizes the probabilistic distribution of the abstract traces
over the alphabet. Our approach is built on top of the AAlergia
learning algorithm [24]. We choose AAlergia because we aim to
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trace
Figure 3: Overall framework
This movie is terrible but it has some good effects
movie terrible good effects
Figure 4: An example: train/neg/10962 3.txt from
IMDB [23].
Hidden state trace: 
[-0.1225,-0.1369,-0.0494,0.2349,-0.18869,0.1362,0.1209,0.00006,-0.1026,-0.0731]
Abstract trace:(0,0),(0,0),(0,0),(0,0)
Figure 5: Example of abstraction
extract models to support model-based analysis approaches and AA-
lergia is proved to be able to learn models applicable for verication
in the limit.
e details of the AAlergia algorithm is shown in Algorithm 1.
e high-level idea is as follows. We rst organize the abstract
traces into a tree structure called frequency prex tree (FPT), where
each node in the tree is a state candidate in the nal PFA. During
learning, we maintain two sets, i.e., a red set R which stores all the
tree nodes which will be in the nal PFA and a blue set B which
stores all the candidate tree nodes to include into the PFA. AAlergia
works by iteratively identifying those red nodes by testing whether
a blue node is compatible with any existing red node at line 8. If
the result is compatible, the blue node is merged to its compatible
red node at line 11. Otherwise, the blue node is turned to a red
node and added to the red set at line 14. Compatible or not, we add
the children of the blue nodes to the blue set at line 16 until we
reach the leafs of the tree. Aer all the nodes are considered, we
construct the nal PFA from the red set at line 17. In the following,
we introduce the details of each step.
Algorithm 1: AAlergia(α(X ), ϵ)
1 Organize α(X ) into a frequency prex tree tree(α(X ));
2 Let R = ∅ be the set of nodes in the nal PFA;
3 Let B = {root} be the set of candidate nodes to include into the
PFA;
4 while B , ∅ do
5 Select a candidate node b from B in length and alphabet
order;
6 Letmerдed = f alse;
7 for each r ∈ R do
8 Test the compatibility between b and r with the
hyper-parameter ϵ ;
9 if compatible then
10 merдed = true;
11 Merge b with r ;
12 break;
13 if !merдed then
14 Add b to R;
15 Remove b from B;
16 Add the sons of b to B;
17 Construct a PFA from the red set.
Frequency prex tree e rst step of AAlergia is to transform the
abstract traces into a frequency prex tree (FPT). Let prex(α(X ))
be the set of all prexes of any x ∈ α(X ). A FPT is a tuple
tree(α(X )) = 〈N ,E, F , root〉, where N is the set of all prex nodes;
E ⊆ N × N is the set of edges such that (n,n′) ∈ E if and only if
there exists σ ∈ Σ such that n · σ = n′; F is a frequency function
which records the total number of occurrences of each prex in
the traces; and root is the empty string 〈〉. Aer the FPT is built,
we can obtain the one-step probability from node n to n · σ as
P(n,n · σ ) = F (n · σ )/F (n). e probability that a node transits to
itself is P(n,n) = 1 −∑σ ∈Σ P(n,n · σ ). e path probability is then
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dened as the product of the one-step probabilities. at is, the
probability of observing a path pi = σ1σ2 · · ·σk from a node n is
dened as P(n,pi ) = P(n,n ·σ1)·P(n ·σ1,σ2) · · · P(n ·σ1 · · ·σk−1,σk ).
Compatibility test Based on the prex frequency tree, we introduce
how to decide whether a blue node is compatible with a red node.
e idea is that if two nodes are compatible, they should 1) agree
on the last leer, and 2) their future probability distribution should
be similar enough. In practice, we compare the dierences between
the probability of all paths from the two nodes in the tree and
check if the dierence is within a certain bound. If so, we draw the
conclusion that the two nodes are compatible and move on to merge
the blue node into the red one. We remark that dierent bounds
have been proposed and we adopt the following latest data-relevant
bound between node n and n′ [24]:
∀pi , |P(n,n · pi ) − P(n′,n′ · pi )| <√6ϵloд(F (n))/F (n)+√
6ϵloд(F (n′))/F (n′)
(4)
Merge two nodes If a blue node passes compatibility test with a red
node, it will be merged into the red node as one state. e way of
merging a blue node b into a red node r is to update the frequency
function of both the ancestors and descendants of the red node r .
In particular, for any of r ’s ancestor ra , we add its frequency F (ra )
by F (b); and for any of r ’s descendants rd , let pid be the onwards
path from r , we add the frequency F (rd ) by F (b · pid ). In addition,
we add an edge from b’s parent to r to facilitate the last step, i.e.,
PFA construction.
PFA construction Aer all the compatible nodes are merged, we
construct the nal PFA as follows. e set of states in the PFA are
the nodes in the red set. e transitions between states are formed
as follows. Take one red node r as example. For each σ ∈ Σ, the
transition probability from r to r · σ is dened as P(r , r · σ ) = F (r ·
σ )/F (r ). e probability of transiting to itself is 1−∑σ ∈Σ P(r , r ·σ ).
Notice that if r · σ is not a red node, the next state will be the red
node that r ·σ was merged into. e initial distribution is to always
starting from the empty string 〈〉.
Example 3.3. Figure 6 shows how two nodes are merged in a
prex frequency tree when they meet the criteria shown in the
equation 4. On the le is an example of the original frequency
prex tree, where the node bb will be merged into node ab. On the
right is the new tree aer merging, where the frequency of node
ab and all its ancestors will be updated.
3.3 Model selection
In the following, we discuss how to automatically select the num-
ber of clusters to obtain the best model. e idea is that a PFA
of ‘good’ quality should 1) mimic the target RNN by making the
same decisions on as many inputs as possible, and 2) be simple (i.e.,
with few states) for beer explanation and easy understanding by
human users. In the following, we rst introduce how to use the
learned PFA to make predictions, and dene a metric to measure
the quality of the PFA, and nally present how to automatically
select the number of clusters.
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Figure 6: Merge two nodes in a frequency prex tree.
Algorithm 2: PFAPredict(x ,A)
1 Let l be the length of x ;
2 Let Θ be a set of tuples initialized as (〈〉, 〈〉, 1);
3 for j from 0 to l − 1 do
4 Let Θc be the empty set;
5 for each tuple θ in Θ do
6 Extract the current state sc , path pi , and path
probability P(pi ) from θ ;
7 Find all possible next states Ns according to sc and
x[j] in A;
8 for each possible next state sn in Ns do
9 Compute the probability of path pi · sn ;
10 Add the tuple (sn ,pi · sn , P(pi · sn )) into Θc ;
11 Merge those tuples in Θc which have the same state sn ;
12 Θ = Θc ;
13 returne tuple with highest path probability in Θc .
Make a prediction Given an input word (i.e., a sequence of alpha-
bets), the PFA transits between the states according to the input
word. Notice that at each time step, the PFA might be in dierent
states following dierent paths since a concrete word can appear
in dierent transitions (as the PFA is learned based on the abstract
alphabet). We thus maintain a set of tuples, where each tuple θ has
a current state sc , a path reaching the state pi and the correspond-
ing path probability P(pi ). When some tuples in the tuples set with
dierent paths may have the same currents state, we only keep the
tuple holding the maximum path probability. Finally, we make the
prediction based on the PFA path with highest probability among
all the possible paths. e detailed algorithm to obtain the path
with highest probability is shown in Algorithm 2 and an example
is given as follows.
Example 3.4. Suppose that there are three possible transition
paths in PFA show in Figure 2 with the same input sequence: pi1 =
〈s1s2s1s1〉, pi2 = 〈s1s2s2s1〉, pi3 = 〈s1s1s2s1〉, the path probability
of each is 0.072, 0.252, 0.072 respectively, then pi2 should be the
desired path according to our algorithm .
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Figure 7: Example of a hierarchical clustering tree.
Metric of PFA quality In order to nd the best number of clusters
for learning, we design the following metric borrowing the idea of
Bayesian Information Criterion (BIC [5]).
Score(A) = P(A(x) = R(x)|A) − η · ln(τ ) (5)
where A is the learned PFA based on k clusters; R is the target
RNN; τ is the number of states in A; and η is a hyper parameter
which controls how much we favor a small model over the delity
of the model. e default conguration is η = 0.1. Intuitively, the
metric is intended to favor a model with high delity in terms of
mimicking the RNN and with fewer states.
Hierarchical clustering Based on the above-dened metric of PFA
quality, we then introduce hierarchical clustering [19] as an ap-
proach to automatically select the number of clusters with the best
quality, by lazily increasing the number of clusters. From the high
level, hierarchical clustering initially takes each hidden state as
an independent cluster, then it iteratively merges a pair of most
similar clusters at each step until that all hidden states are grouped
into one cluster. e merging operations can then be organized
into a tree, where each parent node denotes the new cluster by
merging its two children nodes (i.e., children clusters). We remark
that hierarchical clustering algorithm can be adopted in a top-down
manner. e idea is to start with only one cluster. If one cluster
is identied as being too coarse, we split it into two clusters. As
a result, the number of total clusters is increased by one in every
split. We omit the details of the algorithm and refer the readers
to [19] for details. e following example illustrate how the split
works.
Example 3.5. Figure 7 shows an example of a hierarchical cluster-
ing tree. Suppose we rst split the hidden states into two clusters
(i.e., 012 and 3 ) and nd the cluster 012 too coarse. We then split
012 into two clusters, i.e., 01 and 2, and so the number of clusters
becomes three (i.e., 01, 2, 3).
3.4 Overall algorithm
e overall algorithm is shown in Algorithm 3. e inputs of our al-
gorithm include the input traces setX , a RNN model R trained from
X and several hyper-parameters, where ζ denotes the maximum
number of clusters for abstraction and and γ denotes the minimum
overall performance that a desired model need to achieve, ϵ is a pa-
rameter used for compatibility testing in learning PFA (Algorithm 1),
Algorithm 3: RNNExtract(X ,R, ζ ,γ , ϵ,K)
1 Let A store the extracted PFA;
2 Let Ψ(x ,R) denotes the function that map input sequence x
into an abstract trace;
3 Let ΨK (·) denotes a cluster function with K clusters;
4 while K ≤ ζ do
5 Obtain ΨK (·) using a hierarchical clustering algorithm
with parameter K ;
6 α(X ) ← ΨK (X ,R);
7 A ← AAlergia(α(X ), ϵ);
8 if (Score(A) ≥ γ ) then
9 return A;
10 K = K + 1;
11 return A
and k denotes the initial number of clusters for abstraction. e
output is an extracted PFA A which mimics how the RNN makes
decisions.
e algorithm works as follows. While the number of clusters is
within the user-dened threshold at line 3, we rst obtain the clus-
tering function ΨK (·) using hierarchical clustering parameterized
by K at line 4. We apply the clustering function ΨK (·) to abstract
X into abstract traces α(X ) at line 5. en, we learn a PFAA using
AAlergia algorithm over the abstract traces at line 6. If the learned
model already satises the requirement (i.e., Score(A) ≥ γ ), we re-
turn the learned PFA R directly. Otherwise, we proceed to increase
the number of clusters by 1 at line 10 and start another round of
model extraction.
4 EXPERIMENTS
In this section, we evaluate our approach on two articial tasks
and two real-world tasks respectively. We aim to show that our
probabilistic approach is able to generate models which mimic
the original RNN model signicantly beer than state-of-the-art
approaches especially for real-world tasks. We also investigate how
the number of clusters inuences the model extraction and provides
visualization at dierent abstraction levels of the extracted model.
Lastly, we provide some explanation on how the surrogate models
can help us understand the semantics of the input traces. e code
and results are available at [12].
4.1 Datasets
We rst introduce the four datasets used for the evaluation, which
are used in the baseline approaches explained later. Note that the
rst two are articial datasets and the laer two are real-world
ones.
Tomita Grammars. ese grammars are widely adopted for previ-
ous work on learning grammars [38]. ey consist of 7 regular lan-
guages with dierent complexity over alphabet {0, 1}. e detailed
denitions of the 7 grammars are listed in Table 1. In particular,
the set of strings dened by grammar 1, 2 and 7 have extremely
unbalanced positive and negative strings, while the set of strings
dened by grammar 5 and 6 has relatively balanced number of
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Table 1: Denition of Tomita Grammars
Tomita
Grammar Denition
Tomita1 1*
Tomita2 (10)*
Tomita3 the complement of((0—1)* 0)*1(11)*(0(0—1)*1)*0(00)*(1(0—1)* )*
Tomita4 words not containing 000
Tomita5 the number of “0” and the number of “1” areboth even numbers for each string
Tomita6 the dierence between the number of “0”and the number of “1” is a multiple of 3
Tomita7 0*1*0*1*
positive and negative strings. Finally, grammar 3 and 4 have a ratio
in the middle.
Balanced Parentheses. Strings of balanced parentheses (BP) are
dened over an alphabet with 28 leers {a,b, . . . , z, (, )}, where
parentheses in each string are kept balanced, i.e., each opening
parenthesis is eventually followed by a closing parenthesis.
IMDB dataset. is dataset is a widely used benchmark for sen-
timent analysis classication. It contains 50, 000 movie reviews
which are equally split into a training set and a test set. In to-
tal, there are 25k positive reviews and 25k negative reviews. e
dataset is well collected and processed in a way that makes sure
the reviews are as independent as possible. For instance, no more
than 30 reviews are collected for any movie in this collection.
CSDMC2010 SPAM. is dataset contains a set of mail messages
used in the data mining competition associated with ICONIP 2010.
It consists of a labeled training set and an unlabeled test set. e
training set contains 4327 messages (2949 non-spam messages and
1378 spam messages), and the test set contains 4292 messages with-
out unknown labels. In our experiments, we use the training set as
we need the label to evaluate the quality of the surrogate models.
4.2 Baselines
We refer to the approach proposed in [16] as baseline 1 (BL1), which
aims to extract DFA from RNNs. Similar to our approach, they rst
encode the hidden state space by applying clustering, and then they
directly regard each cluster as a state of the automata to be learned.
Aer that, they map the hidden state trace of each input sequence
into an abstract state traces. Finally, by accounting the frequency
of the transitions between each pair of states in the automata state
traces, they build the transition matrix and identify the accepting
states. Compared to our approach, this baseline is straightforward
and it can not recover the probabilistic distribution of the given
input data.
We refer to the approach proposed in [40] as baseline 2 (BL2),
which adopts the L* algorithm [1] to extract a DFA from RNN. e
algorithm rst builds a DFA (denoted as DFA1) based on an observa-
tion table, and then build an abstract DFA (denoted as DFA2) from
the RNN with an interval partition function (i.e., a heuristics based
abstraction). Aer that, by breath-rst searching the strings set
over the alphabet, the algorithm checks the equivalence between
Table 2: Size of articial datasets
Grammar Train(positive) Test(positve) Acc(Train) Acc(Test)
Tomita1 624(17) 1000(3) 100% 100%
Tomita2 619(9) 1000(1) 100% 100%
Tomita3 2898(1418) 1000(128) 100% 100%
Tomita4 2910(1524) 1000(294) 100% 100%
Tomita5 2311(771) 1000(277) 100% 100%
Tomita6 3791(1821) 1000(320) 99.37% 60.4%
Tomita7 2878(1435) 1000(88) 100% 100%
BP 4979(2523) - 100% -
the two DFAs and renes one of them if a conict occurs. e algo-
rithm repeats the above procedure until the equivalence query is
satised and returns the DFA. We remark that checking equivalence
by traversing the strings over the alphabet is time-consuming and
even impractical when the alphabet is large which is the case for
most real-world tasks.
4.3 Experimental Settings
We provide the experiment seings of our experiments for each
dataset in this section.
Experiments on articial datasets Experiments on the two articial
datasets follow the conguration of [40]. e rst step is to gen-
erate training set from the grammars. For Tomita grammars, we
cra the training set with various lengths for each Tomita grammar:
{0 − 13, 16, 19, 22} (except Tomita 6 which has a dierent length
seing {0 − 13, 15 − 20}). For BP, the maximum depth of the paren-
theses is set to be 11 and the lengths are 0 − 15, 20, 25, 30. When
craing the training set for the two regular grammars, we generate
up to 300 samples for each length and try to keep the label (positive
or negative) as balanced as possible. For the test set, we uniformly
sample a length from {1, 4, 7, ..., 28} and generate a string. Once we
obtain the training set, we then train state-of-the-art RNN accord-
ingly. e networks for both dataset are a 2-layer GRU but with
dierent hidden state size, i.e., 100 for Tomita grammars and 50 for
BP. Table 2 summarizes the dataset size of each grammar and the
performance of its target model. Notice that the extraction of DFA
is on the training set.
Experiments on real-world datasets For the IMDB dataset, we ran-
domly selected 2000 samples from the training set to train the target
model and test it on 400 randomly selected samples from the test
set. Notice that the distribution of labels is balanced in both the
training and the test set. In addition, we sample another small
subset of IMDB training set containing 100 samples with a length
of each review no more than 20. e purpose of the small subset is
to evaluate the performance of the DFA learned using the baseline
approach in [40] as it is not scalable to larger dataset (details shown
later). For the SPAM dataset, we randomly select 2000 samples
for training the target model and 400 samples for testing from the
SPAM labeled training set. Again, the dataset is kept balanced in
both training set and the test set.
For both real-world datasets, we train GRU and LSTM networks
as the target models for model extraction which are two most
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Table 3: Performance of target models on real-world dataset
Dataset RNN Acc on Train Acc on Test
IMDB GRU 95.3% 85.3%LSTM 91.12% 83.4%
SPAM GRU 93.8% 94.0%LSTM 90.35% 89%
widely used RNN structures. We set the dimensions of hidden
states and the number of hidden layers for the two RNNs as 10
and 3 respectively. For the input of RNNs, we rst transform each
word into a 300-dimensions numerical vector by word2vec [25] in
a standard way. Notice that for the spam samples, we only use the
body of each email as the training data. e performance for our
trained GRU and LSTM on the two datasets are shown in Table 3.
Notice that the extraction of DFA over both real-world languages
is based on its testing set for computational reasons.
4.4 Researchestions
We aim to answer the following research questions.
RQ1: How accurate is the extracted model on the training data com-
pared to the target model?
To answer this question, we x the number of clusters as 20 and
test the accuracy of the extracted models for both our approach and
two baselines. e number 20 is chosen based on our experiments
described later. e results are summarized in Table 4. We can
observe that our approach is able to extract more accurate models
than BL1 in both articial tasks and real-word tasks and BL2 shows
the best performance in articial tasks.
However, further experiments show that BL2 does not scale well,
i.e., it easily becomes infeasible if the dataset has a large alphabet
(e.g., larger than 600). is limits its applicability in real-world tasks,
where the alphabet over a dataset with many long sequences is
usually large (e.g., 11173 for the 400 IMDB reviews with the average
valid length 111.475) in natural language processing. us, in order
to evaluate the performance of BL2 on real-world tasks, we are only
allowed to select 100 samples from IMDB and the length of each
review is no more than 20. We vary the number of reviews to test
the performance of BL2. Here, we choose GRU as the target model
and train it to 100% accuracy on the 100 small samples. For BL2, the
max depth is set to 10 and the timeout is 3600 s. Figure 8 shows the
result of the BL2’s performance. We can observe that the accuracy
of the models extracted using BL2 drops down signicantly as we
increase the number of samples and the accuracy is only slightly
above 50% when the sample size is 100. On the other hand, our
approach scales well to large alphabets through abstraction, i.e.,
we are able to extract models from 500 samples (instead of about
50 samples for BL2). Besides, we consistently extract models with
high accuracy on both real-world datasets, i.e., the accuracy of
the extracted models range from 85% to 95%. We thus have the
following answer to RQ1:
Our approach is able to extract accurate models and is much
more scalable than the baseline approaches due to abstraction.
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Figure 8: BL2 performance on IMDB dataset.
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Figure 9: Comparison of delity of extracted models
RQ2: How accurate can the extracted model mimic the target model?
Note that the our goal is to extract a model which is able to
mimic the target model in terms of making classication decisions
on the input. us, besides the accuracy on the training data, we
further use the ‘delity’ of the extracted model with respects to the
original RNN to measure how well the extracted model is able to
mimic its original RNN model when used for classication, which
is dened as follows.
Fidelity =
∑ |T # |
i=1 I (A(ti ) = R(ti ))
|T # | (6)
where A and R denotes the extracted PFA and the target RNN
respectively, T # is the test set, ti is the i-th sample in T # and I is
a sign function. Following the same seing as RQ1, we test the
delity of our approach as well as that of the two baselines. e
results are shown in Figure 9. Notice that for the Tomita grammars,
we present the average results of all the seven regular languages
for space reasons.
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Table 4: Accuracy of automata with 20 clusters.
Target
Model
Learned
Automata Tomita1 Tomita2 Tomita3 Tomita4 Tomita5 Tomita6 Tomita7 BP IMDB SPAM
GRU
PFA 1 0.9887 1 0.9464 1 0.5153 1 0.9694 0.852 0.9417
BL1 0.9904 0.9612 0.8229 0.9127 0.5009 0.5201 0.9552 0.8325 0.626 0.6985
BL2 1 1 0.9997. 1 0.9978 0.8945 1 0.9654 0.628 0.7526
LSTM
PFA 1 0.9887 0.9334 0.7532 0.6636 0.4957 1 0.9308 0.856 0.8961
BL1 0.9904 0.9838 0.6935 0.8203 0.6667 0.4292 0.9551 0.8083 0.684 0.7568
BL2 1 1 0.9531 1 0.7875 0.9176 1 0.9845 - -
We observe that for both GRU and LSTM, the models extracted by
our approach have higher delity than state-of-the-art approaches,
i.e., our approach oen has near-perfect performance in terms of
mimicking the original RNN for BP, IMDB and SPAM. We also
observe that the improvement is even more signicant on real-
world tasks where both baseline approaches only have about 60%
delity. One possible reason is that the real-world data is usually
probabilistic instead of generated based on a set of rules (e.g., regular
grammars). As a result, the baseline approaches following the idea
of rule extraction do not t well since there are no underlying
rules to extract in the real-world seing. On the other hand, our
probabilistic abstraction approach is able to take into consideration
the probability distribution among the abstract states and thus
provide more accurate and scalable model extraction. We thus have
the following answer to RQ2:
Our approach is able to extract more accurate models in terms
of mimicking the original RNN than baseline approaches espe-
cially for real-world tasks.
RQ3: How does the number of clusters inuence the overall perfor-
mance of the extracted model?
Model extraction should be done at a proper level of abstraction
which is inuenced by the number of clusters used for encoding the
symbolic states. Intuitively, the more clusters we use, the more ne-
grained the abstraction is but the less generalization the extracted
model has. We thus conduct experiments to vary the number of
clusters from 2 to 14 and observe how the performance of the
extracted models change. We choose GRU as the target model and
conduct the experiment on the four datasets. Table 5 shows how
the size of learned PFA change with dierent number of clusters.
Note that the results of Tomita grammars is the average of the 7
languages. Figure 10 shows the eects of number of clusters on
accuracy and delity. We observe that as we rene the abstraction
by increasing the number of clusters, the delity of the extracted
models increase in the beginning but tends to stabilize aer a certain
point. e size of the extracted models increases with the number
of clusters. Using our dened score using Eq. 5 provides us a
balance between the delity (model performance) and the size of
the extracted models. We thus have the following answer to RQ3:
Our approach is able to automatically select the number of
clusters which balances between model performance and model
size.
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Figure 10: Eects of dierent number of clusters.
5 RELATEDWORK
We briey review existing interpreting methods of machine learning
models (in particular RNN) and PFA learning.
Model Explanation. From a broader point of view, explanation of
machine learning models can be categorized into local and global
explanations. Local explanations try to provide insight on why
the target machine learning model makes a decision on a certain
(kind of) input. One example is the SHAP-like system [21], which
uses a simple linear function to mimic the more complex mod-
els, e.g., convolutionary neural network (CNN), when producing
a certain output on an input. Global explanations, however, try
to understand the inner decision process by using a simpler and
easier-to-understand model to mimic the behaviors of the model
on any input. One example is the rule extraction of RNN explained
below [18]. Our work takes a global explanation perspective.
RNN Rule Extraction. Rule extraction from RNN is the process
of constructing dierent computational models which mimic the
RNN [3, 18]. is work is especially related to the work that extract
deterministic nite automata (DFA) from RNN. ese approaches
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Table 5: e model size (number of states) with dierent numbers of cluster.
Dataset Number of cluster2 3 4 5 6 7 8 9 10 11 12 13 14
Tomita
grammars 9 11 10 10 12 13 15 15 18 17 19 19 20
BP 13 14 10 11 14 13 14 17 18 19 20 20 21
IMDB 6 7 146 310 1950 4673 1987 4131 4735 8513 8813 10700 10812
SPAM 6 7 134 135 97 120 54 165 279 1680 1860 5271 5282
usually rely on encoding the hidden states into symbolic represen-
tations using techniques like clustering [16] or interval partition-
ing [40]. Our work is dierent by learning a probabilistic nite
automaton (PFA) from the symbolic data. ere is also some recent
work aiming to extract a weighted automata (WA) [3]. However,
the extraction of WA also does not provide generalization to cap-
ture the temporal dependency over the symbolic representations.
Our work encodes the concrete states in a similar way but then
uses probabilistic abstraction to extract a probabilistic model which
suits the real-world problems beer.
PFA Learning. e study of learning probabilistic nite automata
(PFA) is a branch of grammar inference [11], which has been investi-
gated under dierent seings using methods like state merging [8]
or identifying the longest dependent memory [30, 31]. Recently,
researchers have proposed to learn PFA for system analysis tasks
like model checking or runtime monitoring [24, 38]. is work
follows a state-merging learning paradigm to learn a PFA from the
symbolic data extracted from RNN.
6 CONCLUSION
In this work, we propose a probabilistic abstraction approach to ex-
tract a probabilistic nite automata from state-of-the-art Recurrent
Neural Network to mimic its behavior for analysis. Our approach
is based on symbolic encoding of hidden states and a probabilistic
learning algorithm which tries to recover the probability distribu-
tion of the symbolic data. e experiment results on real-world
sentiment analysis tasks show that our approach improves the
quality of models extracted using state-of-the-art model extraction
works signicantly. Our approach can potentially open the door for
applying soware analysis techniques (like model-based testing,
model checking and runtime monitoring and verication) to deep
neural networks.
REFERENCES
[1] Dana Angluin. Learning regular sets from queries and counterexamples. Infor-
mation and computation, 75(2):87–106, 1987.
[2] David Arthur and Sergei Vassilvitskii. k-means++: e advantages of careful
seeding. In Proceedings of the eighteenth annual ACM-SIAM symposium onDiscrete
algorithms, pages 1027–1035. Society for Industrial and Applied Mathematics,
2007.
[3] Ste´phane Ayache, Re´mi Eyraud, and Noe´ Goudian. Explaining black boxes on
sequential data using weighted automata. arXiv preprint arXiv:1810.05741, 2018.
[4] Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine trans-
lation by jointly learning to align and translate. arXiv preprint arXiv:1409.0473,
2014.
[5] James O Berger, Luis R Pericchi, JK Ghosh, Tapas Samanta, Fulvio De Santis,
JO Berger, and LR Pericchi. Objective bayesian methods for model selection:
introduction and comparison. Lecture Notes-Monograph Series, pages 135–207,
2001.
[6] Mariusz Bojarski, Davide Del Testa, Daniel Dworakowski, Bernhard Firner,
Beat Flepp, Prasoon Goyal, Lawrence D Jackel, Mathew Monfort, Urs Muller,
Jiakai Zhang, et al. End to end learning for self-driving cars. arXiv preprint
arXiv:1604.07316, 2016.
[7] Nicholas Carlini and David A. Wagner. Towards evaluating the robustness of
neural networks. In 2017 IEEE Symposium on Security and Privacy, SP 2017, San
Jose, CA, USA, May 22-26, 2017, pages 39–57, 2017.
[8] Rafael C Carrasco and Jose´ Oncina. Learning stochastic regular grammars by
means of a state merging method. In International Colloquium on Grammatical
Inference, pages 139–152. Springer, 1994.
[9] Edmund M Clarke, Orna Grumberg, and David E Long. Model checking and
abstraction. ACM transactions on Programming Languages and Systems (TOPLAS),
16(5):1512–1542, 1994.
[10] Siddhartha R Dalal, Ashish Jain, Nachimuthu Karunanithi, JM Leaton, Christo-
pher M Lo, Gardner C Paon, and Bruce M Horowitz. Model-based testing in
practice. In Proceedings of the 1999 International Conference on Soware Engineer-
ing (IEEE Cat. No. 99CB37002), pages 285–294. IEEE, 1999.
[11] Arianna DUlizia, Fernando Ferri, and Patrizia Grifoni. A survey of grammatical
inference methods for natural language learning. Articial Intelligence Review,
36(1):1–27, 2011.
[12] Omited for anonymity.
[13] Timon Gehr, Mahew Mirman, Dana Drachsler-Cohen, Petar Tsankov, Swarat
Chaudhuri, and Martin T. Vechev. AI2: safety and robustness certication of
neural networks with abstract interpretation. In 2018 IEEE Symposium on Security
and Privacy, SP 2018, Proceedings, 21-23 May 2018, San Francisco, California, USA,
pages 3–18, 2018.
[14] Felix A. Gers, Jrgen Schmidhuber, and Fred Cummins. Learning to forget: Con-
tinual prediction with lstm. Neural Computation, 12(10):2451–2471, 2000.
[15] Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and
harnessing adversarial examples. In 3rd International Conference on Learning
Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track
Proceedings, 2015.
[16] Bo-Jian Hou and Zhi-Hua Zhou. Learning with interpretable structure from rnn.
arXiv preprint arXiv:1810.10708, 2018.
[17] Xiaowei Huang, Daniel Kroening, Marta Kwiatkowska, Wenjie Ruan, Youcheng
Sun, Emese amo, Min Wu, and Xinping Yi. Safety and trustworthiness of deep
neural networks: A survey. arXiv preprint arXiv:1812.08342, 2018.
[18] Henrik Jacobsson. Rule extraction from recurrent neural networks: Ataxonomy
and review. Neural Computation, 17(6):1223–1263, 2005.
[19] Stephen C Johnson. Hierarchical clustering schemes. Psychometrika, 32(3):241–
254, 1967.
[20] Guy Katz, Clark Barre, David L Dill, Kyle Julian, and Mykel J Kochenderfer.
Reluplex: An ecient smt solver for verifying deep neural networks. In In-
ternational Conference on Computer Aided Verication, pages 97–117. Springer,
2017.
[21] Sco M Lundberg and Su-In Lee. A unied approach to interpreting model
predictions. In Advances in Neural Information Processing Systems, pages 4765–
4774, 2017.
[22] Lei Ma, Fuyuan Zhang, Jiyuan Sun, Minhui Xue, Bo Li, Felix Juefei-Xu, Chao
Xie, Li Li, Yang Liu, Jianjun Zhao, et al. Deepmutation: Mutation testing of
deep learning systems. In 29th International Symposium on Soware Reliability
Engineering, pages 100–111, 2018.
[23] Andrew L. Maas, Raymond E. Daly, Peter T. Pham, Huang Dan, Andrew Y. Ng,
and Christopher Pos. Learning word vectors for sentiment analysis. In Meeting
of the Association for Computational Linguistics: Human Language Technologies,
2011.
[24] Hua Mao, Yingke Chen, Manfred Jaeger, omas D. Nielsen, Kim G. Larsen,
and Brian Nielsen. Learning probabilistic automata for model checking. In
Eighth International Conference onantitative Evaluation of Systems, QEST 2011,
Aachen, Germany, 5-8 September, 2011, pages 111–120, 2011.
[25] Tomas Mikolov, Kai Chen, Greg Corrado, and Jerey Dean. Ecient estimation
of word representations in vector space. arXiv preprint arXiv:1301.3781, 2013.
Analyzing Recurrent Neural Network by Probabilistic Abstraction Conference’17, July 2017, Washington, DC, USA
[26] Alessandro Moschii, Bo Pang, and Walter Daelemans, editors. Proceedings of
the 2014 Conference on Empirical Methods in Natural Language Processing, EMNLP
2014, October 25-29, 2014, Doha, Qatar, A meeting of SIGDAT, a Special Interest
Group of the ACL. ACL, 2014.
[27] Mike Oaksford and Nick Chater. e probabilistic approach to human reasoning.
Trends in cognitive sciences, 5(8):349–357, 2001.
[28] Christian W Omlin and C Lee Giles. Constructing deterministic nite-state
automata in recurrent neural networks. Journal of the ACM (JACM), 43(6):937–
972, 1996.
[29] Kexin Pei, Yinzhi Cao, Junfeng Yang, and Suman Jana. Deepxplore: Automated
whitebox testing of deep learning systems. In Proceedings of the 26th Symposium
on Operating Systems Principles, Shanghai, China, October 28-31, 2017, pages 1–18,
2017.
[30] Dana Ron, Yoram Singer, and Naali Tishby. e power of amnesia: Learning
probabilistic automata with variable memory length. Machine learning, 25(2-
3):117–149, 1996.
[31] Dana Ron, Yoram Singer, and Naali Tishby. On the learnability and usage of
acyclic probabilistic nite automata. Journal of Computer and System Sciences,
56(2):133–152, 1998.
[32] Wenjie Ruan, Xiaowei Huang, and Marta Kwiatkowska. Reachability analysis of
deep neural networks with provable guarantees. In Proceedings of the Twenty-
Seventh International Joint Conference on Articial Intelligence, IJCAI 2018, July
13-19, 2018, Stockholm, Sweden., pages 2651–2659, 2018.
[33] U Sammapun, Insup Lee, and Oleg Sokolsky. Rt-mac: Runtime monitoring and
checking of quantitative and probabilistic properties. In 11th IEEE International
Conference on Embedded and Real-Time Computing Systems and Applications
(RTCSA’05), pages 147–153. IEEE, 2005.
[34] Youcheng Sun, Min Wu, Wenjie Ruan, Xiaowei Huang, Marta Kwiatkowska, and
Daniel Kroening. Concolic testing for deep neural networks. In Proceedings of
the 33rd ACM/IEEE International Conference on Automated Soware Engineering,
ASE 2018, Montpellier, France, September 3-7, 2018, pages 109–119, 2018.
[35] Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Er-
han, Ian J. Goodfellow, and Rob Fergus. Intriguing properties of neural networks.
In 2nd International Conference on Learning Representations, ICLR 2014, Ban, AB,
Canada, April 14-16, 2014, Conference Track Proceedings, 2014.
[36] Duyu Tang, Bing Qin, and Ting Liu. Document modeling with gated recurrent
neural network for sentiment classication. In Proceedings of the 2015 conference
on empirical methods in natural language processing, pages 1422–1432, 2015.
[37] Jingyi Wang, Guoliang Dong, Jun Sun, Xinyu Wang, and Peixin Zhang. Adver-
sarial sample detection for deep neural network through model mutation testing.
In Proceedings of the 41th International Conference on Soware Engineering, 2019.
[38] Jingyi Wang, Jun Sun, Qixia Yuan, and Jun Pang. Learning probabilistic models
for model checking: an evolutionary approach and an empirical study. Interna-
tional Journal on Soware Tools for Technology Transfer, 20:689–704, 2018.
[39] Qinglong Wang, Kaixuan Zhang, Alexander G Ororbia II, Xinyu Xing, Xue Liu,
and C Lee Giles. An empirical evaluation of rule extraction from recurrent neural
networks. Neural computation, 30(9):2568–2591, 2018.
[40] Gail Weiss, Yoav Goldberg, and Eran Yahav. Extracting automata from recurrent
neural networks using queries and counterexamples. In Proceedings of the 35th
International Conference on Machine Learning, ICML 2018, Stockholmsma¨ssan,
Stockholm, Sweden, July 10-15, 2018, pages 5244–5253, 2018.
[41] Rui Xu and Donald C Wunsch. Survey of clustering algorithms. 2005.
[42] Zhenlong Yuan, Yongqiang Lu, Zhaoguo Wang, and Yibo Xue. Droid-sec: deep
learning in android malware detection. In ACM SIGCOMM Computer Communi-
cation Review, volume 44, pages 371–372. ACM, 2014.
