In this paper we study a general class of online maximization problems which are as follows. We are given a time constraint T . We have to choose a sequence of actions from a set of possible actions and also the length of time to run each action subject to the total time being no more than T . Each action has a marginal profit. We show that if the problem has the following two properties, then there is a greedy algorithm that can yield O(1 − 1 e ) of the optimal.
Introduction
Submodularity over set functions is an important concept in combinatorial optimization. Many classical discrete problems with greedy algorithm belong to this class. In economics, as well, the submodularity property has received considerable attention since it captures the notion of decreasing marginal utilities. Therefore, discovering the characteristics of submodular functions is of great interest. Most of the instances in this class are NP-complete though. As a result, most of the work in the literature has been focused on designing efficient approximation algorithms for these problems and the greedy approach has always been a natural choice leading to simple implementations. Many have studied the behavior of greedy algorithms on maximizing non-decreasing, submodular functions and it has been shown [13, 12, 14] that greedy algorithms achieve remarkably good approximations for maximizing non-decreasing submodular functions subject to some constraints. We should note that however, in all the previous work, the submodularity property has been defined on set functions. On the other hand there are some maximization problems that are defined on a sequence rather than a set in which the order of elements matters. There are also problems that are defined over continuous sequences. In this paper, we define the notion of Sequence Submodularity for functions defined over sequences (both continuous and discrete sequences). We will show that if the objective sequence function is Sequence Submodular, Non Decreasing and in case of continuous sequences Differentiable then a greedy approach achieves (1 − 1 e ) of the optimal solution for maximizing the objective function under knapsack constraints (i.e., when there is a limit on the length of the sequence). At the end, we present an application of this framework to internet advertising and more specifically to the online ad allocation and query rewriting problem.
Related Work
Submodularity and greedy algorithms Submodularity has been studied in more depth in recent years due to its applications to combinatorial auctions (e.g., the submodular welfare problem [9, 7] ), generalized assignment problems [3] , etc.
The greedy approach is a natural tool to solve maximization problems with a submodular objective function. Nemhauser and Wolsey [12] showed that greedy approach gives an e e−1 -approximation for maximizing a non-decreasing submodular function over a uniform matroid. Nemhauser, Wolsey, and Fisher [13] considered this problem over the independence system. They showed that if the independence system is the intersection of M matroids, the greedy algorithm gives an M + 1 approximation. Recently, Goundan and Schulz [5] generalized both these results and showed that if an α-approximate incremental oracle is available, then the greedy solution is a e 1/α /(e 1/α − 1) approximation for maximizing a non-decreasing submodular functions over a uniform matroid and an αM + 1 approximation for the intersection of M matroids. Feige et al in [2] , gave a general framework for solving the non-monotone submodular problems.
Online allocation problem There is a considerable amount of literature on adword auctions considering different variations for improving web and paid search results in the economics and computer science community. The adword auction problem that is considered in this paper, is the online allocation problem. In the online allocation problem, the goal is to decide which ads to show for each incoming query so that the the obtained profit from the advertisers is maximized. Several [11, 8] papers have studied this problem. Mehta et al [11] presented a deterministic algorithm with the competitive ratio of (1 − 1 e ) in the worst case model. It can be shown that the competitive ratio for the greedy algorithm is 1 2 in the worst case analysis. Later, Goel et al [4] showed that the competitive ratio of the greedy approach in the random permutation model as well as the i.i.d model is (1 − 1 e ) and in fact, the analysis is tight. Their proof is partly based on the techniques used in [6] for the online bipartite matching problem. The offline variant of ad allocation has been studied in [1, 3] ). It has also been shown that the problem is NP-complete with the best known approximation factor of (1 − 1 e ) and the results still hold even if bids are not very small compared to budgets. (If the bids are very small compared to budgets the solution obtained based on LP rounding has an approximation factor very close to 1.)
Our Contribution
In the previous works, the submodularity property is defined only on functions over sets. Nevertheless, there are problems in which the goal is to choose a sequence of actions to maximize some utility function defined over that sequence. In some of these problems, the order of actions matters. Also, sometimes, the actions are continuous and each action is used for some specified duration. Such problems cannot be modeled using a submodular set function. Throughout the rest of this paper, we define and characterize the conditions that are necessary for sequence functions so that we can obtain the same conclusions about the behavior of a greedy approach over this class of functions. A series of operations with the property that each operation is performed for some specified duration can be seen as a continuous sequence. What we will show is that if a sequence function has the three properties of being "non-decreasing", "Sequence Submodular" and "differentiable", a greedy approach always achieves a solution that is at least (1 − 1 e ) of the optimal solution for the maximization problem subject to a constraint on the maximum length of the solution sequence. As an example, we show that the online ad allocation problem with a fixed distribution of keywords over time can be modeled as maximizing a continuous non-decreasing submodular sequence function for which we can guarantee that the greedy approach achieves at least (1 − 1 e ) of the optimal and also for the problem of query rewriting as explained in section 9 we achieve a 1 − 
Model
Here we define the notation that we will use throughout the rest of this paper:
Discrete Sequence: Let S be a finite set. Any A = (s 1 , · · · , s k ) where k ∈ N ∪ {0} and s i ∈ S, is called a discrete sequence of elements of S (k = 0 is the empty sequence). We also denote the set of all finite discrete sequences of S by H D (S) which is formally defined as:
Notice that a discrete sequence actually defines a discrete function from {1, · · · , k} to S and any such discrete function can be represented using a discrete sequence. We denote the value of the function defined by discrete sequence A at point x by A(x).
Continuous Sequence: Let S be a finite set. Any A = ((s 1 , ∆t 1 ), · · · , (s k , ∆t k )) where k ∈ N ∪ {0} and a i ∈ S and ∆t i ∈ R + , is called a finite continuous sequence of elements of S. We also denote the set of all finite continuous sequences of S by H C (S) which is formally defined as:
Notice that a continuous sequence actually defines a function from [0,
j=1 ∆t j ) is mapped to s i . Also notice that any function from [0, T ) to S in which the output changes a finite number of times when the input changes continuously from 0 to T can also be represented using a finite continuous sequence. We denote the value of the function defined by continuous sequence A at point x by A(x).
Sequence Function: Let S be a finite set. Any function u :
Length of a Sequence: We denote the length of a sequence A by |A| which we define next. For any discrete sequence A = (s 1 , · · · , s k ) we define |A| = k. For any continuous sequence 
Concatenation of Sequences:
We denote the concatenation of two sequences A and B by A⊥B.
Refinement of a Sequence:
We denote the portion of a discrete sequence A in [x, y] by A [x,y] and also the portion of a continuous sequence A in [x, y) by A [x,y) which we formally define as the following.
For a discrete sequence A = (s 1 , · · · , s k ), if the intersection of [1, k] and [x, y] is empty we define A [x,y] to be the empty sequence. Otherwise suppose [f, l] is the intersection of the two, then we define
For a continuous sequence
, if the intersection of [0, |A|) and [x, y) is empty we define A [x,y) to be the empty sequence. Otherwise suppose [f, l) is their intersection then we define:
where q, l ∈ N and δ, δ ′ ∈ R + ∪ {0} are chosen such that:
Domination of Sequences:
We say sequence A is dominated by sequence B and we show that by A ≺ B if we can cut out parts of B to get A. Next we give a formal definition.
If A and B are discrete sequences then A ≺ B if and only if A is a subsequence of B.
If A and B are continuous sequences then A ≺ B if and only if there exist m ∈ N, 0 ≤ x 1 < x 2 < · · · < x 2m ≤ |B| such that:
Marginal Value of a Sequence Function: For a sequence function u :
Throughout this paper we will use the ∅ to denote the empty sequence. We will also use H(S) instead of H C (S) and H D (S) when a proposition applies to both discrete sequences as well as continuous sequences.
Submodular Non-decreasing Sequence Functions
In this section we define the class of submodular non-decreasing sequence functions. In the next sections we provide a greedy heuristic for maximizing such functions subject to a given maximum length for the solution sequence.
Let S be a finite set and u : H(S) → R be a sequence function. We define the following conditions:
Condition 5.2 (Sequence-Submodularity).
A sequence function u is sequence-submodular if:
Condition 5.3 (Differentiability). This condition only applies to continuous sequence functions. Note that we use the term "continuous sequence function" to signify that the argument to the function is a continuous sequence and not the function itself, however the differentiability condition that we define next is a property of the function. A continuous sequence function u : H C (S) → R satisfies the differentiability condition if for any A ∈ H C (S), u(A [0,t) ) is continuous and differentiable with a continuous derivative with respect to t for t ∈ [0, ∞) except that at a finite number of points it may have different left and right derivatives and thus a non-continuous derivative.
Greedy Heuristic (Discrete)
Here we provide a greedy heuristic for maximizing non-decreasing submodular sequence functions (discrete). Let S be a finite set and u : H D (S) → R be non-decreasing submodular sequence function. Consider the problem of finding a sequence H ∈ H D (S) that maximizes u subject to
is the optimal solution to this problem.
All of the proofs are in the appendix when omitted. We use the Lemma 6.1 to prove the following theorem:
The condition of Theorem 6.2 is simply saying that H = (s 1 , · · · , s T ) should be chosen by choosing each s i locally such that p(s i |H [1,i−1] ) is at least α times its optimal local maximum. Setting α = 1 means we can compute the locally optimal s i conditioned on s 1 , · · · , s i−1 . Based on the previous intuition we present the greedy algorithm 1 to find H.
Algorithm 1: Greedy algorithm for the discrete case
The greedy algorithm algorithm 1 starts with an empty sequence H 0 and then builds the complete sequence by finding at iteration i the s i that gives the highest increase in the value of u when appended to the end of the current sequence or more formally the s i that maximizes u(s i |H i−1 ) (or equivalently maximizes u(H i−1 ⊥s i )). Also note that in algorithm 1, at the step where we find s i that maximizes u(s i |H i−1 ) . We may not be able to find the locally optimal s i and instead we may only be able to find s i for which u(s i |H i−1 ) is at least α times its locally optimal maximum. Theorem 6.3. For any non-decreasing submodular function u and any given T ∈ N, the greedy algorithm 1 can be used to find a sequence that produces a value of u which is at least 1− 1 e α times of the optimal. In particular if we can locally find the optimal at each iteration the resulting sequence gives a value of u which is at least 1 − 1 e of the global optimal. Proof. The proof of Theorem 6.3 trivially follows from Theorem 6.2 and algorithm 1.
Greedy Heuristic (Continuous)
In this section we provide an equivalent of the greedy heuristic of section 6 for the continuous version. Let S be a finite set and u : H C (S) → R be differentiable non-decreasing submodular sequence function. Consider the problem of finding a continuous sequence H ∈ H C (S) that maximizes u subject to |H| ≤ T for a given T ∈ R + . Also suppose that O ∈ H C (S) where
is the optimal solution. We defineu s (δ|A) where s ∈ S, δ ∈ R + and A ∈ H as the following:
We also defineu s (δ|A) at δ = 0 as the following:
Note that (7.1) is always defined because we are assuming that u satisfies the Condition 5.3 and (7.3) can be written as d dδ u((A⊥(s, ∞)) [0,|A|+δ) ). Also note that according to Condition 5.3u s is a continuous function over R + except at a finite number of points.
then all of the following hold:
Proof. (7.5) and (7.6) trivially follow from (7.1) and (7.7) follows from the definition of marginal values.
Lemma 7.2. For any A, B ∈ H C such that A ≺ B and any s ∈ S, we haveu s (δ|A) ≥u s (δ|B) for any δ ∈ R + ∪ {0} except at a finite number of points.
Proof. The proof is by contradiction. Suppose there are A, B ∈ H C such that A ≺ B and s ∈ S and δ ∈ R + for whichu s (δ|A) <u s (δ|B). If eitheru s (δ|A) oru s (δ|B) is non-continuous at δ then this is one of the finite number of points that are exceptions in Lemma 7.2. Otherwise since they are both continuous at δ there should be a small neighborhood around δ in whichu s (δ|B) is greater thanu s (δ|A). More formally:
Now we show that (7.8) can never happen:
Notice that A⊥(s, δ − ǫ) ≺ B⊥(s, δ − ǫ) and therefore (7.11) contradicts Condition 5.2 which says u is a submodular sequence function. It shows that our assumption ofu s (δ|A) <u s (δ|B) leads to contradiction which completes the proof. Corollary 7.3. For any A ∈ H C (S), and any δ ∈ [0, ∞),u s (δ|A) is a monotonically non-increasing function in δ. That is δ 1 < δ 2 ⇒u s (δ 1 |A) ≥u s (δ 2 |A).
Proof. The proof is similar to the proof of Lemma 7.2.
The following lemma in the equivalent of Lemma 6.1 for the continuous case.
Next we present our main result for this section. 
Algorithm 2: Greedy algorithm for the continuous case
The condition of Theorem 7.5 is simply saying that H should be chosen such that at each point t ∈ [0, T ), the derivative of u is at least α times its optimal local maximum. Setting α = 1 means at each t ∈ [0, T ) we can find the best s ∈ S conditioned on H [0,t) . Based on the previous intuition we present a generic greedy algorithm 2 to find H. This algorithm in general may not terminate, however if it terminates, for the resulting H, u(H) will be at least (1 − 1 e α ) times the optimal. In general there can be other ways for finding such an H for each specific problem as we will show one such example later in this paper.
In algorithm algorithm 2 in the main loop we need an Incremental Oracle that is specific to each problem. As we mentioned before, there might be other ways for finding a sequence H that satisfies the condition of Theorem 7.5 and as long as it satisfies that condition we have the 1 − 1 e α guarantee.
Online ad allocation problem
The motivation for online ad allocation problem is the keyword based ad auctions. In these auctions, advertiser submits to the search engine his bid for each keyword plus his total budget. Based on these information, search engine should decide which ads to show for each keyword. The objective of online ad allocation is to find a way to perform this allocation with maximum revenue for the search engine. Assuming that for each query, the search engine can show d ads simultaneously, the online ad allocation problem can be defined as follows: We have m ads and n distinct keywords (query types). Let M be the set of ads and N the set of query types. Let p ij be the expected payment of the advertiser to the search engine for showing ad i for a query of type j. The expected payment could be computed based on the click-through rate of the ad, the relevance of the ad to the keyword, the bid of the advertiser for that keyword and possibly other parameters. Also each ad i has a budget B i . The goal is to assign incoming queries to ads as they arrive in such a way that maximizes the profit of the search engine in a given time period. Here we make the assumption that the types of the incoming queries are i.i.d random variables drawn from a fixed but possibly unknown distribution q j where q j is the probability of a query being of type j ( j q j = 1). Also we assume that the expected payments (p ij ) are small compared to budgets (B i ). Note that in a sequence of r queries the expected number of queries of type j is rq j . We would like to express this as a function of time so we define a virtual time based on the number of queries that have arrived so far. In terms of our virtual time the expected number of queries arriving in a period of length ∆t of type j is ∆tq j . Throughout the rest of this section we will omit the word "virtual" and always use "time" to refer to virtual time unless explicitly stated otherwise. Also let T be the end of the time period in terms of the virtual time. So the problem is ti find an allocation that maximizes the revenue of the search engine in time [0, T ).
Consider the offline version of the problem in which we know the queries in advance. We could solve the problem using LP rounding and get a solution close to optimal (with the approximation ratio very close to 1 assuming that p ij ≪ B i ). Now consider the online version of the problem in which we knew the distribution q j . Again we could use LP rounding to get a solution with the expected value very close to optimal expected value. There are two problems however with the online version. The first one is that we cannot use LP if we do not know the distributions and the second one is that due to the huge size of the input it is not possible to use LP rounding in practice for this problem.
Next we consider the greedy algorithm and we show that its expected performance is at least 1− 1 e of the optimal. The important advantages of the greedy algorithm are that it does not depend on the distribution of the queries and it is easy and fast to compute in real time even with huge input data. As such it is being used in practice [4] .
We define a "configuration" as a mapping of query types to ads such that each query type is mapped to at most d ads. Let S be the set of all possible configurations. We can now represent any allocation of ads to queries over time [0, T ) by a continuous sequence
where s i ∈ S, ∆t i ∈ R + , k ∈ N and |H| = T which means "Use each configuration s p (in order) for a duration of ∆t p for p ∈ {1, · · · , k}". We call H an "Allocation Strategy".
Let u(H) be the expected utility of the search engine for using an allocation strategy H. Note that for any given sequence of queries we can say based on H exactly which ads are displayed for each incoming query and so we can directly compute the utility of the search engine. Next we show that u is a Submodular Non-decreasing Sequence Function and so using a greedy algorithm yields an allocation that is at least 1 − 1 e of the optimal. First we explain how the greedy algorithm works. At any point in time, the greedy method chooses the best configuration as follows: For each query type j map it to the d ads with highest p ij among those that have not exhausted their budgets yet and denote them by Q j (s). Let r(s) be the expected revenue rate of such a configuration s. We can write r(s) as follows:
Note that the revenue of the search engine for using configuration s for a short period of length ∆t assuming that none of the ads exhaust their budget during that time is given by r(s)∆t.
The greedy algorithm works as follows: Choose the best configuration (the one with maximum r(s)) as explained above by assigning query type j to the d ads with highest p ij among those that have not exhausted their budgets yet. Keep that configuration until at least one of the ads runs out of budget. Then recompute the best configuration and switch to it. It is easy to see that the derivative of u(H [0,t) ) with respect to t is r(s) where s = H(t) is the configuration that is active at time t in H. That is because (H [0,t) ) is exactly the rate at which the search engine is accumulating profit at time t which is r(s) and for all other s ′ ∈ S we have r(s ′ ) ≤ r(s) at time t. That also means that our greedy algorithm satisfies the requirement of the incremental oracle in algorithm 2 as the current configuration always has a higher revenue rate than all the other configurations. Also note that we may need to change the configuration only when an ad runs out of budget which means the total number of configuration changes is no more than m. The only thing that remains to be shown is that the utility function u is a Submodular Non-decreasing Sequence Functions which we prove next.
Lemma 8.1. The utility function of online ad allocation problem satisfies Condition 5.1. In particular, consider the allocation strategies A, B ∈ H and assume that A ≺ B. The remaining budget of each ad at the end of using B is less than or equal to its remaining budget in A.
Proof. Consider the allocation strategies A, B ∈ H and assume that A ≺ B. We argue that the profit extracted from each ad in B is at least as much as the profit extracted from each ad in sequence A.
We partition the ads into two categories:
• Ads that have no budget left after running sequence B.
• Ads that still have budget after running sequence B.
In the former case, sequence B extracted the maximum possible budget from the ad. So for this set of ads, our claim holds. For the ads that belong to the second category, we know that they still have budget available. Consider an ad i that belongs to this category. We will show that the profit extracted by B from this ad is at least as much as the profit extracted by A.
Consider the configuration s ∈ S that is active in B for a total time of ∆t. For all queries of type j that arrive during that time and any ad i that is allocated to them by configuration s, we know that the profit extracted from budget of ad i by those queries is ∆tq j because ad i never ran out of budget. Since A ≺ B, configuration s is either not present in A or was used in A for less total time than B and so the total profit extracted from ad i in A is no more than the profit extracted from ad i in B.
Since for both categories the expected profit extracted by B from each ad is higher than or equal to the profit extracted by A from that ad, we can conclude that the non-decreasing property holds.
Next, we show that Condition 5.2 holds as well. Proof. Consider the allocation strategies A, B, C ∈ H and assume that A ≺ B. First of all, based on Lemma 8.1, we know that the remaining budget of each ad after A is less than or equal to its remaining budget after B. It is also easy to see that the contribution of each ad to u(C|B) or u(C|A) is equal to the difference in its budget before and after using the C. Now, consider using the allocation strategy A first followed by C. Again we partition the ads into two categories:
• Ads that have exhausted all of their budget after running A⊥C.
• Ads that still have budget after running A⊥C.
The contribution of the ads in the first category to u(C|B) is no more than their contribution to u(C|A) because they had equal or more remaining budget after using A than after using B and they have contributed all of their remaining budget to u(C|A). Now consider the ads that belong to the second category. By the same reasoning as we did for the proof of Lemma 8.1 we conclude that C has has extracted profit from those ads at full rate since they did not run out of budget. So their contribution to u(C|A) and u(C|B) is equal.
Finally, we can show that Condition 5.3 is also met. Notice that the derivative of the utility function is a step function that changes its value only when either in the sequence there is change of configuration or when some ad runs out of budget. The utility function is therefore differentiable and its derivative is continuous except on the endpoints of each piece. The total number of pieces is bounded by the number of ads which is finite. Therefore we conclude that the utility function is differentiable and its derivative is continuous except at a finite number of points.
Using the above properties, we conclude that the approximation ratio of greedy algorithm that will select the best configuration at each point of time is (1 − 1 e ).
Query Rewriting
Query rewriting is a common mechanism used in information retrieval to improve the relevance of the returned result. This method also has been used in the search advertising. When dealing with large data sets, handling queries in real time might not be possible if we need to access a large portion of the data set so some filtering might be required. Query rewriting tries to do the filtering while preserving the quality as much as possible. At the high level, query rewriting outputs a list of rewrites relevant to the original query. In this section we focus on the specific query rewriting problem related to search advertising which is defined in [10] and is explained next.
We are given a set M of ads and a set N of query types (keywords). Also for each ad i and query j define p ij , B i and q j as in section 8. We are also given a set R of rewrites. Each rewrite r ∈ R is associated with a small subset of the ads which we denote by W r and is also given to us. The goal is to associate each query type with at most k rewrites so that later the ad-allocator only considers the ads that are associated with the rewrites of each query type in order to find the best ads to show for incoming queries of that type. Suppose that Y j is the set of rewrites associated with query j. Formally, the ad-allocator will then only consider the ads like i such that i ∈ r∈Y j W r to find the best d ads to show for queries of type j. The problem is how to find the sets Y j so as to maximize the maximum profit that can be extracted by the ad allocator.
Next we give a greedy algorithm that gives a 1 − 1 e 1− 1 e ≈ 0.47 approximation which improves the previous 0.25 approximation given in [10] .
We define a "partial allocation" as a tuple of the form (j, Y j , B j ) where B j = (B 1j , · · · , B mj ) is a vector of budgets in which B ij is the maximum budget that we allow the ad allocator to extract from ad i for displaying the ad i for query type j. Y j is the set of rewrites for query type j. Note that any solution of the the query rewriting problem and the corresponding allocation problem can be written as a sequence of the following form:
We now define a utility function u(H) on the sequences of the above form as follows:
Definition 9.1 (u(H)). Initialize u to 0 and set each of the B i to the total budget of ad i. For each of the partial allocation tuples in order do the following. Suppose the current tuple is (j, Y j , B j ). Set the current budget limit of each ad i to the minimum of B i and B ij . Also suppose that p ij = 0 for all ads that are not associated with any of rewrites in the Y j . Also ignore all the queries of type other than j. Use the greedy algorithm of section 8 to solve the assignment problem for only the queries of type j considering the current budget limits. Notice that the greedy algorithm is optimal when we have only one query type. After computing the allocation, update each B i to reflect how much of its budget has been used by j and then proceed to the next tuple in the sequence. Let B(H) denote the vector of remaining budgets at the end of this process (we will use this notation later). Suppose
is the sequence in which Y j 's are the optimal rewrites and B j is the vector of budgets used by ad j in the corresponding optimal allocation. Clearly u(OP T ) is equal to the total utility of the search engine for the optimal solution.
Lemma 9.2. u(H) as defined in Definition 9.1 is a non-decreasing submodular sequence function.
Proof Sketch: We only give the sketch of the proof as it is very similar to the proof of Lemma 8.1 and Lemma 8.2. Again we separate the ads to two groups. Those who have exhausted their budget at the end of computing u using the Definition 9.1 and those who still have budget left. We can then verify that for any two sequence of partial allocations A and B such that A ≺ B, all of the ads that are in the first group after computing the u(B) using Definition 9.1 have made their maximum contribution to u(B) and so cannot contribute more to u(A). For all the other ads we can show that their contributions to u(A) and u(B) are equal. The submodularity property follow in the same was as for Lemma 8.2.
In order to be able to use the greedy algorithm of algorithm 1 to approximate the OPT we need an oracle that can find the best partial allocation (j, Y j , B j ) to be appended to the current sequence. The marginal utility of adding a partial allocation (j, Y j , B j ) is a non-decreasing submodular function in terms of Y j with the constrain that |Y j | = k. Therefor for each j we can get a 1 − 1 e approximation by using a greedy algorithm start from an empty Y j and add the rewrite the increases the marginal utility the most until k rewrites have been added. We then select among all possible query types j the one for which (j, Y j , B j ) has the highest marginal utility and append that to the current sequence of partial allocation. Since we are approximating the best (j, Y j , B j ) within a factor of 1 − 1 e , based on Theorem 6.3 the approximation ratio of the overall algorithm is 1 − 1 e 1− 1 e ≈ 0.47. The complete algorithm is described in algorithm 3.
Conclusion
In this paper, we defined the notion of submodularity for functions over sequences and then showed that if a sequence function is submodular and non-decreasing, the approximation ratio of greedy algorithm for maximizing such a function subject to a maximum length constraint on the solution sequence is (1 − 1 e ). As an example, we modeled the online ad allocation problem in this framework implying that a greedy approach achieves a 1 − 1 e approximation assuming that the distribution of queries over keywords do not change over time (i.e., queries are i.i.d random variables).
Proof of Lemma 7.4. Suppose B = ((s 1 , ∆t 1 ), · · · , (s k , ∆t k )) and let B i = ((s 1 , ∆t 1 ), · · · , (s i , ∆t i )). Using the definition of u and (7.1) we have:
We argue that there should be some 1 ≤ i ≤ k for which there exist some δ ∈ [0, ∆t i ) such thaṫ u s i (δ|A⊥B i−1 ) ≥ 1 |B| u(B|A) otherwise that means the term inside the integral on the right hand side of (A.12) is always less than 1 |B| u(B|A) which means the sum of the integrals would be less that u(B|A) which contradicts the (A.12). Suppose for i ′ and δ ′ (A.13) holds.
We can infer (A.14) from (A.13) by using Lemma 7.2. Applying Corollary 7.3 to that we get (A.15) which completes the proof.
