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Abstract  
Most multi-target tracking filters assume that one target and its observation follow a 
Hidden Markov Chain (HMC) model, but the implicit independence assumption of HMC 
model is invalid in many practical applications, and a Pairwise Markov Chain (PMC) 
model is more universally suitable than traditional HMC model. A particle probability 
hypothesis density filter based on PMC model (PF-PMC-PHD) is proposed for the 
nonlinear multi-target tracking system. Simulation results show the effectiveness of  PF-
PMC-PHD filter, and that the tracking performance of PF-PMC-PHD filter is superior to 
the particle PHD filter based on HMC model in a scenario where we kept the local 
physical properties of nonlinear  and Gaussian HMC models while relaxing their 
independence assumption. 
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1 Introduction 
Random Finite Set (RFS) theory has been widely used in multi-target tracking 
field. Unlike traditional solutions based on data association, RFS-based solutions provide 
a theoretical framework without data association [1,2]. Among RFS based solutions, the 
Probability Hypothesis Density (PHD) filter propagates the first order moment  of the 
posterior multi-target density[3], which is now widely applied . RFS based solutions can 
not get the analytical solution directly, and the implementations mainly based on 
numerical approximations, such as Gauss Mixture (GM) PHD filter [4,5], and on 
Sequential Monte Carlo (SMC, i.e. particle filter) methods[6,7]. 
Most multi-target tracking filters, including the classical PHD filter, assume that 
the targets and the observations they produce  follow the well known HMC model. HMC 
model assumes that the state of a given target is a Markov Chain (MC), however, the 
Markovian and independence assumption implicit in the HMC model may not be invalid 
in practical applications [8]. In 2000, Pieczynski proposed the PMC model in order to 
relax the independence assumption of the HMC model [9-11], HMC model is a special 
PMC model,  and PMC model is more universally suitable than HMC model. In 2013, 
Petetin and Desbouvries proposed a PHD  filter for targets follow the PMC model(PMC-
PHD) [8], and prove that the tracking performance of proposed PMC-PHD filter is better 
than the “classical” PHD filter based on the HMC model under the relaxed independence 
assumptions. and the PMC-PHD filter proposed by Petetin only considers the first order 
information of the target state, neglecting its high order information, and leads to the 
instability of the target number estimation. In view of this problem, Mahler proposed a 
Cardinalized Probability Hypothesis Density filter based on PMC model (PMC-CPHD), 
which is developed from  PMC-PHD filter by propagating cardinality distribution 
function of the target simultaneously[12]. 
The GM implementation of PMC-PHD filter proposed by Petetin and 
Desbouvries is only suitable for the linear Gaussian multi-target tracking system. In this 
article, A particle implementation of PMC-PHD (PF-PMC-PHD) filter is proposed for the 
nonlinear multi-target tracking system based on PMC model. The sampling importance 
density function of the proposed PF-PMC-PHD filter does not contain the latest 
measurement information, which may lead to problems such as filtering divergence and 
particle degradation. Simulation result verifies the effectiveness of the PF-PMC-PHD 
filter, and shows that the performance of  PF-PMC-PHD is better than the particle 
implementation of the typical HMC-PHD filter (PF-HMC-PHD) in a scenario where we 
kept the local physical properties of nonlinear  and Gaussian HMC models while relaxing 
their independence assumption. 
2 PHD filter based on PMC model 
2.1 PMC model 
Let mk  ¡x  express the state at time k , and the corresponding observation is 
q
k  ¡y , if the joint probability density function(pdf) of 0: 0:( , )k kx y  can be factorized as 
follows: 
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where 0 0( , )p x y  is the state distribution at the initial time, and the following formula  (2) 
can be true[13]: 
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where 1( )k kf x x and ( )k kg y x  are the target Markov transition density and the sensor 
likelihood function. 
Define target motion model follows the PMC model as: 
    1 1, , ,k k k k k   wx y x y                                        (3) 
where 1, , kw wL  are independent zero-mean Gaussian noises, and 
11 21
21 22
( )
T
T k k
k k k
k k
E
  
    
   
w w                                       (4) 
A classical example of Gaussian PMC model can be expressed as[8]： 
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2.2 PHD filter based on PMC model 
RFS-based solutions consider that at time k   targets and measurements are two 
RFS:  1{ , , }k nX  Lx x  and 1{ , , }k mZ  Lz z , where n  and m  are random integers，
which indicate number of targets and measurements. The measurement associated to a 
given state ix  is noted iy , and define random finite set 1 1{( , ), , ( , )}k n nX 
& Lx y x y 。 
PHD ( )v x  of random finite set X  is the first order moment of multi-target 
density. Directly  computing ( )kv x  in a PMC seems complicated because kx  is not 
necessarily Markovian; However, we can propagate a joint intensity ( , )kv x y , and then 
obtain the PHD ( )kv x  as ( ) ( , )dk kv v x x y y . 
Assuming that there is no spawning (if there is spawning the extension is 
immediate), according to the multi-target Bayesian principle, the joint PHD can be 
propagated through the following prediction and update formula: 
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where , ( )S kp x  is the probability that a target with state x  at time 1k-  still exists at time 
k ; , ( )D kp x  is the probability that a target with state x  is detected at time k ; ( , )kb x y  is 
the joint PHD of the birth targets RFS at time k； ( )k z  is the PHD of the clutter 
measurements RFS at time k； ( ) z y  is the Dirac delta function concentrated at z。
Finally remember that ( ) ( , )k kv v d x x y y，where the integral w.r.t. y  can reduce to a 
sum. 
3 PF-PMC-PHD filter 
 There are two main methods to implement PHD filter, one is particle 
implementation and the other is GM implementation. The GM implementation of  PMC-
PHD filter proposed by Petetin and Desbouvries is only suitable for linear Gaussian 
multi-target tracking system. The particle PMC-PHD (PF-PMC-PHD) is given for the 
nonlinear multi-target tracking system based on PMC model in this paper. 
A set of weighted random samples  ( ) ( ) ( )
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posterior probability density function of the pair ( , )x y  as follows: 
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where ( )i
kw  represents the expected value of pair whose state is 
( ) ( )( , )i ik kx y . 
PF-PMC-PHD filter can be summarized as follow.  
Step 1: Initialization of particles. 
At time =0k ，use 0L   particles  
0( ) ( ) ( )
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x y  to represent the prior 
probability density 0 ( )v   of pair ( , )x y , and particles number is proportional to the 
number of targets，that is, if there are 0Nˆ  targets, 
( )
0 0 0
ˆiw N L . joint PHD function 
0 ( , )v x y  of pair ( , )x y  writes as： 
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Step 2:  Particles prediction. 
At time 1k  , the particles ( ) ( )( , )i ik k% %x y  generating for surviving targets are sampled 
from the proposed importance probability density function 
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1 1( ( , ), Z )
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11, ki L  L ,  and the particles 
( ) ( )( , )i ik k% %x y , 1 11,k k ki L L J   L  generating for the new 
birth targets are sampled from another suggested density function ( )k kp Z . The  
corresponding predicted weights are calculated as： 
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Assuming that there is no spawning, 
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Predicted joint PHD function 
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Step 3:  Particles update. 
Recalculating weights of particles using measurements kZz  get from sensor, 
and the posterior probability density function ( , )kv x y  of pair ( , )x y  writes as： 
1 2( , ) ( , ) ( , )k k kv v v x y x y x y                                                  (13) 
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Step 4:  Resampling of the particles. 
Estimating the number of targets: 
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Step 5: Approximation of posterior probability density. 
Rewrites posterior joint PHD ( , )kv x y  of pair ( , )x y  as： 
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4 Experimental simulation 
4.1 A particular class of Gaussian PMC model 
In order to verify the effectiveness of the proposed PF-PMC-PHD filter, and 
compare the tracking performance with traditional PF-HMC-PHD filter, the experimental 
simulation uses a special Gaussian PMC model, whose 
1( )k kp x x  and ( )k kp y x are the 
same as 11( )k kk kf  x x  and ( )k k kg y x of HMC model while relaxing the independence 
assumption. The two models have the same local physical properties. Suppose that for all 
k , a HMC model satisfies: 
0 0 0 0(x ) (x ;m ;P )p                                                          (22) 
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The corresponding Gaussian PMC model can be expressed by the following formula [8]： 
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4.2 Performance analysis 
Let us now analyze quantitatively the tracking performance of PF-PMC-PHD 
filter and PF-HMC-PHD filter in a nonlinear system based on PMC model. We compute 
at each time step the OSPA  metric and the target number estimation. Set 
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We generate uniformly a mean of 10 clutter measurements on region
   2000,2000 2000,2000V      with  sampling period 1T s , and simulation 
experiment step 50N  . There are 4 targets: target 1 and target 2appear at time 1k  , 
target 3 and target 4 appear at time 20k  . We track the position and velocity of targets 
in Cartesian coordinates, 
, , , ,, , ,
T
k k k k kp p p p   x x y yx & & . We set s, 0.98kp  , , 0.9d kp  , and 
select 2000L   for particle number of one target. Target trajectories and measurements 
of such a scenario is displayed in Figure.1.  
 
Figure. 1 target trajectories and measurements 
Figure. 2 shows the Tracking result of PF-PMC-PHD. Tracking result shows that 
the proposed PF-PMC-PHD filter can effectively achieve the target tracking. 
 
Figure. 2 Tracking result of PF-PMC-PHD 
Figure. 3 and Figure. 4 respectively show target number estimations and the 
OSPA  metrics of  PF-PMC-PHD filter, PF-HMC-PHD filter and UPF-PMC-PHD filter. 
Simulation result shows that the tracking performance of PF-PMC-PHD filter is better 
than that of PF-HMC-PHD filter although two filters share the same 
1( )k kp x x  and 
( )k kp y x . This is because that HMC model does not take into account the information 
given by the observation 1ky  in the case of given 1kx  and 1ky , and the uncertainty of 
the state kx  increases.The target number estimation error of PF-HMC-PHD filter is large, 
and the situation of missing target is serious. Simulation result also shows that UPF-
PMC-PHD filter has higher accuracy of target number estimation and position error 
estimation than PF-PMC-PHD filter, because UPF-PMC-PHD filter uses UKF to 
generate the importance probability density function which makes full use of the new 
measurements, which results in higher accuracy of particle sampling and improved 
tracking performance.  
 Figure. 3 Target number estimations of PF-PMC-PHD and PF-HMC-PHD 
 
Figure. 4 OSPA  metrics of PF-PMC-PHD and PF-HMC-PHD 
5 Conclusions 
The Pairwise Markov Chain (PMC) model is more universally suitable than the 
traditional Hidden Markov Chain(HMC) model. A PF-PMC-PHD filter is proposed for 
nonlinear multi-target tracking system based on PMC model. Simulation result proves the 
effectiveness of  the filter, but the tracking accuracy needs to be improved. Simulation 
result also shows that the performance of  PF-PMC-PHD filter is better than the 
traditional PF-HMC-PHD filter in a scenario where we kept the local physical properties 
of nonlinear  and Gaussian HMC models while relaxing their independence assumption. 
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