Abstract. We establish the conjugacy of Cartan subalgebras for extended affine Lie algebras whose centreless core is "of type A", i.e., ℓ × ℓ matrices over a quantum torus Q whose trace lies in the commutator space of Q. This settles the last outstanding part of the conjugacy problem for Extended Affine Lie Algebras that remained open.
The first example is that of untwisted affine Kac-Moody Lie algebras. Let R = k[t ±1 ]. Then (0.0.1) E = g ⊗ k R ⊕ kc ⊕ kd and (0.0.2) H = h ⊗ 1 ⊕ kc ⊕ kd.
The relevant information is as follows. The k-Lie algebra g⊗ k R⊕kc is a central extension (in fact the universal central extension) of the k-Lie algebra g ⊗ k R. The derivation d of g ⊗ k R corresponds to the degree derivation td/dt acting on R. Finally h is a fixed Cartan subalgebra of g. The nature of H is that it is abelian, it acts k-diagonalizably on E, and it is maximal with respect to these properties. Correspondingly, these subalgebras are called MADs (Maximal Abelian Diagonalizable) subalgebras. A celebrated theorem of Peterson and Kac [PK] states that all MADs of E are conjugate (under the action of a group that they construct which is the analogue of the simply connected group in the finite-dimensional case). Similar results hold for the twisted affine Lie algebras. These algebras are of the form E = L ⊕ kc ⊕ kd. The Lie algebra L is a loop algebra L = L(g, σ) for some finite order automorphism σ of g (see [K] for details). If σ is the identity, we are in the untwisted case. The ring R can be recovered as the centroid of L.
Extended affine Lie algebras can be thought of as multi-variable generalizations of finitedimensional simple Lie algebras and affine Kac-Moody algebras. For example, taking R = k[t ±1 1 , . . . , t ±1 n ] in (0.0.1) and increasing kc and kd correspondingly in the obvious way leads to toroidal algebras, an important class of examples of EALAs. But as is already the case for affine Kac-Moody algebras, there are many interesting examples of EALAs where g ⊗ k R is replaced by a more general algebra, a so-called Lie torus (see 2.1).
In the EALA set up, the Lie algebras g as above are the case of nullity n = 0, while the affine Lie algebras are the case of nullity n = 1. In higher nullity n we have R = k[t ±1 1 , . . . , t ±1 m ] for some m ≤ n, where again R is the centroid of the centreless core E cc of the given EALA. The theory of EALAs divides naturally into two cases: (a) m = n. In this case E cc is a module of finite type over the centroid R. It is refereed to as the "fgc case" (short for finitely generated over the centroid). If k is algebraically closed, 1 the R-Lie algebra E cc is a multiloop algebra based on a (unique) g as above.
In particular E cc is twisted form of g ⊗ k R. This fact allows the powerful methods of descent theory and reductive group schemes to be used. Conjugacy at the level of E cc was established in [CGP] . The lift of this conjugacy theorem from E cc to E is the main result of [CNPY] .
(b) m < n. This is the so-called non-fgc case. Now E cc is not a module of finite type over its centroid and E cc is not a twisted form of g ⊗ k R. The non-abelian Galois cohomology methods used in (a) are not available. Fortunately, in the non-fgc case the nature of E cc is fully understood. Indeed E cc = sl ℓ (Q) for some quantum torus Q and positive integer ℓ (see below for details). Conjugacy at the level of E cc was established in [CNP] by means of a "specialization" trick of its own interest. The main result of the present paper is the lift of conjugacy for E cc to E in the non-fgc case. This completes the proof that "Conjugacy of Cartan subalgebras" holds for all EALAs.
The canonical procedure that associates to an EALA E its core E c and centreless core E cc = E c /Z(E c ) can be reversed in the sense that one can re-construct E from its centreless core E cc by a special type of a 2-fold extension (in this paper we generalize this to so-called "interlaced extensions"). Moreover, going from E to E cc is also a well-behaved procedure at the level of the Cartan subalgebras: Consider H c = H ∩ E c and let π : E c → E cc be the canonical map, then H cc = π(H c ) and the analogously defined H ′ cc are special types of MADs in E cc . Even more, every automorphism f of E leaves E c and hence also Z(E c ) invariant and so gives rise to an automorphism f cc of E cc . Thus, if our Main Theorem holds, then necessarily there exists some automorphism f cc ∈ Aut k (E cc ) such that f cc (H cc ) = H ′ cc . From this perspective, our approach of proving conjugacy "upstairs" on the EALA level is the most natural one: we want to show that (A) there exists f cc ∈ Aut k (E cc ) satisfying f cc (H cc ) = H ′ cc , and (B) the automorphism f cc of (A) can be "lifted" to an automorphism f of E such that
Problem (A) has been solved in the two papers [CGP] (the fgc case) and [CNP] (the non-fgc case).
This leaves us with problem (B). Its difficulty lies in the fact that a lift f ∈ Aut(E) of f cc (if it exists at all) will not necessarily satisfy f (H) = H ′ . However, for any EALA (E, H) and automorphism f of E it is easily seen that E, f (H) is an EALA which satisfies f (H)) cc = f cc (H cc ). We can therefore split a solution of problem (B) into two steps: (B1) ( [CNPY, Thm. 7 
The automorphism used to solve problem (A) can be lifted to an automorphism of E.
We have solved Problem (B2) and thus established the Conjugacy Theorem for extended affine Lie algebras in the fgc case in [CNPY, Thm. 7.6] . Thus the Conjugacy Theorem for extended affine Lie algebras is reduced to proving (B2) in the non-fgc case.
As explained in 2.2(d), in the non-fgc case E cc ≃ sl ℓ (Q) for some ℓ ≥ 2, and Q a quantum torus which is not finitely generated over its centre. But as in [CNP] we will deal here with the Lie algebra sl ℓ (Q) for an arbitrary quantum torus Q.
2 The conjugacy theorem of [CNP] for L = sl ℓ (Q), i.e., the solution of Problem (A) in the non-fgc case, uses an interior automorphism Int(g) for some g ∈ GL ℓ (Q). The final step in the proof of the Conjugacy Theorem for EALAs is therefore that such g can be suitably chosen. More precisely.
Main Theorem. Let L = sl ℓ (Q), ℓ ≥ 2 with Q a quantum torus, then Problem (A) can be solved with a g ∈ GL ℓ (Q) such that Int(g) can be lifted to an automorphism of any extended affine Lie algebra E with E cc = L.
The somewhat curious formulation of our result refers to the fact that we are not claiming that all automorphisms Int(g) can be lifted to the EALA level. 0.1. Remark. A word on the nature of our base field k. The solution of Problem (A) in the fgc case ( [CGP] ) assumes k algebraically closed (and of course of characteristic 0). The reason for this assumption is the Realization Theorem of [ABFP] . More precisely, [CGP] holds as long as one knows that E cc is a multiloop algebra, while [ABFP] shows that this holds in the fgc case under the assumption that k be algebraically closed.
In the non-fgc case k there is no need not to assume that k be algebraically closed to solve problem (A) (see [CNP] ). The lifting result (B1) works for any field of characteristic 0. In the remainder of this paper we will assume that our base field k has characteristic 0, but need not be algebraically closed. It is in this setting that we will prove our Main 2 Assuming that Q is not-fgc would not simplify our arguments. The additional generality may be of future independent interest. Theorem in the non-fgc case, namely the Conjugacy Theorem for EALAs with a non-fgc centreless core.
Notation. For elements g, h of a group G we denote by [ [g, h] ] = ghg −1 h −1 the commutator of g and h, and by D(G) = (G, G) the commutator subgroup of G. As usual Int(g)(h) = ghg −1 . We use D < L to indicate that D is a subalgebra of the algebra L. For any (associative or Lie) algebra A we denote by Der k (A) the Lie algebra of k-linear derivations of A, and by Z(A) its centre.
Interlaced extensions
In this section we introduce a general construction of Lie algebras, so-called interlaced extensions. We will see in §2 that extended affine Lie algebras are examples of interlaced extensions. In addition, one of the principal components of our proof of the Main Theorem can and will be done in the setting of interlaced extensions (Theorem 3.6).
1.1. Cocycles. Let L be a Lie algebra and let V be an L-module. A 2-cocycle with coeffi-
Given such a 2-cocycle σ, the vector space L ⊕ V becomes a Lie algebra with respect to the product
We will denote this Lie algebra by L ⊕ σ V . Note that the projection onto the first factor pr L : L ⊕ σ V → L is an epimorphism of Lie algebras whose kernel is the abelian ideal V . We refer to such an extension as an abelian extension.
A special case of this construction is the situation when V is a trivial L-module. In this case a 2-cocycle will be called a central 2-cocycle. Note that all terms on the left hand side of (1.
A basic construction of a central 2-cocycle goes as follows. We assume that β is a bilinear form on L which is invariant in the sense that
We denote by SDer k,β (L) (or simply SDer k (L) if β is fixed within our context) the subalgebra of Der k (L) consisting of skew derivations, i.e., those derivations d satisfying β d(l), l = 0 for all l ∈ L. We further suppose that D is a Lie algebra acting on L by skew derivations. It is well-known and easy to check that
is a central 2-cocycle.
1.2. Interlaced extensions. As we explained in the introduction, one of the main problems solved in this paper is lifting an automorphism from the centreless core sl ℓ (Q) of an EALA E to E. We will see that this can be done without additional work in a more general setting than extended affine Lie algebras. By working on this more general edifice not only do we strip the lifting process from unnecessary assumptions, but we also suggest the possibility of recasting EALA theory in a more general cadre. In this subsection we will introduce this general framework. It uses the following data:
(i) a Lie algebra L equipped with an invariant bilinear form β;
(ii) a Lie algebra D acting on L by skew derivations of (L, β); we write this action as
, and satisfies
Given these data, we define a product on the vector space
In this formula [., .] L and [., .] D denote the Lie algebra products of L and D respectively. We use ⊕ on the right hand side of (1.2.3) as a mnemonic device to indicate the components of the product with respect to the decomposition (1.2.2). To avoid any possible confusion we will sometimes indicate the product of E by [., .] E . We often abbreviate σ = σ D,β .
Our construction is a special case of [CNPY, 1.4] . Thus, by [CNPY, 1.5] , the vector space E together with the product (1.2.3) is a Lie algebra. Since it is obtained by interlacing the central extension 0 → C → L ⊕ C → L → 0 (obvious maps) with the abelian extension 0 → C → C ⊕ D → D → 0 (again obvious maps) we call this Lie algebra the interlaced extension given by the data (L, β, D, C, τ ) and denote it IE(L, D, C) or IE(L, β, D, C, τ ) if more precision is helpful.
Later on the bilinear form β on L will be unique, up to a scalar in k × . In general, we have for
be an interlaced extension, and let f : E → E be a linear map of the form
are linear maps. Then f is an automorphism of the Lie algebra E if and only if the following conditions hold for all l,
Proof. The map f is bijective if and only if f L is so. Moreover, the definition of the product of E in (1.2.3) and the definition of f in (1.3.1) show that f is a homomorphism of the Lie algebra E if and only if it respects the products [
We will call an automorphism of type (1.3.1) a special automorphism. Not all automorphisms of E are special, but we have the following result.
Every elementary automorphism of L lifts to a special automorphism of E.
We recall that an elementary automorphism of a Lie algebra M is a product of automorphisms of type exp ad M x with ad M x ∈ End k (M ) (locally) nilpotent. The reader can easily verify that for f L = exp ad L x, the maps η, ψ and ϕ of (1.3.2) are given by
These formulas indicate that the maps ψ, η and ϕ are in general not zero.
1.5. Enlarging interlaced extensions. In the process of lifting an automorphism from L to an interlaced extension E, we will enlarge E to a bigger interlaced extension using the following construction.
The data (L ′ , β ′ , D, C, τ ) satisfy the assumptions (i)-(iv) of 1.2, so that we can form the interlaced extension
it is immediate that E is a subalgebra of E ′ .
In this setting suppose that f ′ is a special automorphism of E ′ , thus given by the data
as in (1.3.2), satisfying the conditions (a)-(f) of Lemma 1.3. It is then immediate that
In this case f ′ | E is obviously an automorphism of E, in fact a special automorphism given by the data
Review: Lie tori and extended affine Lie algebras (EALAs)
In this section we review the theory of extended affine Lie algebras, in order to give the reader a perspective about the achievements of this paper. The structure of extended affine Lie algebra is intimately connected to Lie tori. We therefore start with a short summary of the pertinent facts from the theory of Lie tori. We then introduce EALAs and describe their construction as a special case of an interlaced extension (1.2) based on a Lie torus.
2.1. Lie tori. We use the term "root system" to mean a finite, not necessarily reduced root system ∆ in the usual sense, except that we will assume 0 ∈ ∆, as for example in [AABGP] . We denote by ∆ ind = {0} ∪ {α ∈ ∆ : 1 2 α ∈ ∆} the subsystem of indivisible roots and by Q(∆) = span Z (∆) the root lattice of ∆. To avoid some degeneracies we will always assume that ∆ = {0}.
Let ∆ be a finite irreducible root system, and let Λ be free abelian group of finite type.
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A Lie torus of type (∆, Λ) is a Lie algebra L satisfying the following conditions (LT1) -(LT4).
We define the nullity of a Lie torus L of type (∆, Λ) as the rank of Λ. We will say that L is a Lie torus (without qualifiers) if L is a Lie torus of type (∆, Λ) for some pair (∆, Λ). A Lie torus is called centreless if its centre Z(L) = {0}. If L is an arbitrary Lie torus, its centre Z(L) is contained in L 0 from which it easily follows that L/Z(L) is in a natural way a centreless Lie torus of the same type as L and nullity (see [Yo2, Lemma 1.4 
]).
The structure of Lie tori is known, see [Al] for a recent survey. Some more background on Lie tori is given in the papers [ABFP, Ne3, Ne4] . Lie tori can of course be defined for 5 Thus Λ ∼ = Z n for some n ∈ N. But it is not helpful to assume Λ = Z n . 6 Here and elsewhere α ∨ denotes the coroot corresponding to α in the sense of [Bo] .
any abelian group Λ (see for example [Yo2] ), but only the case of a free abelian group of finite rank is of interest for EALAs. An obvious example of a Lie torus of type (∆, Z n ) is the Lie k-algebra g ⊗ R where g is a finite-dimensional split simple Lie algebra of type ∆ and
n ] is the Laurent polynomial ring in n-variables with coefficients in k equipped with the natural Z ngrading. Another important example, first studied in [BGK] , is the Lie algebra sl ℓ (Q) for Q a quantum torus (see 3.7 and 3.8).
2.2. Some known properties of centreless Lie tori. We review some of the properties of Lie tori needed in the following. We assume that L is a centreless Lie torus of type (∆, Λ) and nullity n.
(a) For e λ α and f λ α as in (LT2) we put
is a toral 7 subalgebra of L whose root spaces are the L α , α ∈ ∆.
(b) Up to scalars, L has a unique nondegenerate symmetric bilinear form (·|·) which is Λ-graded in the sense that (L λ | L µ ) = 0 if λ + µ = 0, [NPPS, Yo2] . Since the subspaces L α are the root spaces of the toral subalgebra h we also know (
be the centroid of L (see for example [BN] for general facts about centroids). Since L is perfect, Ctd k (L) is a commutative associative unital subalgebra of End k (L). It is graded with respect to the Λ-grading (2.1.1) of L: Ne1, 7] , [BN, Prop. 3.13] ). (All possibilities for ν do in fact occur, for example for L = sl ℓ (Q), see 3.7 and 3.8.
e., namely finitely generated as a module over its centroid, then L is a multiloop algebra [ABFP] . If L is not fgc, equivalently ν < n, one knows ([Ne1, Th. 7] ) that L has root-grading type A. Lie tori with this root-grading type are classified in [BGK, BGKN, Yo1] . It follows from this classification together with [NY, 4.9] that L ≃ sl l (Q) for Q a quantum torus in n variables and structure matrix q = (q ij ) an n × n quantum matrix with at least one q ij not a root of unity (3.7).
In this case {ad t : t ∈ T } is a commuting family of ad-diagonalizable endomorphisms. Conversely, if {ad t : t ∈ T } is a commuting family of ad-diagonalizable endomorphisms and T is a finite-dimensional subalgebra, then T is a toral.
the centroidal derivations of L. It is easily seen that CDer(L) is a Ξ-graded subalgebra of Der k (L), a generalized Witt algebra. Note that D is a toral subalgebra of CDer k (L) whose root spaces are the Ctd(
where IDer(L) is the ideal of inner derivations of L.
(g) For the construction of EALAs, the Ξ-graded subalgebra SCDer k (L) of skew-centroidal derivations is important:
Extended affine Lie algebras (EALAs).
An extended affine Lie algebra or EALA for short, is a pair (E, H) consisting of a Lie algebra E over k and a subalgebra H of E satisfying the axioms (EA0) -(EA5) below.
(EA0) E has an invariant nondegenerate symmetric bilinear form (·|·).
(EA1) H is a nontrivial finite-dimensional toral and self-centralizing subalgebra of E.
e for all h ∈ H} and E 0 = H. We denote by Ψ = {α ∈ H * : E α = 0} the set of roots of (E, H) -note that 0 ∈ Ψ! Because the restriction of (·|·) to H × H is nondegenerate, one can in the usual way transfer this bilinear form to H * and then introduce anisotropic roots Ψ an = {α ∈ Ψ : (α | α) = 0} and isotropic (= null) roots Ψ 0 = {α ∈ Ψ : (α | α) = 0}. The core of E, H, (·|·) is by definition the subalgebra generated by α∈Ψ an E α . It will be henceforth denoted by E c .
(EA2) For every α ∈ Ψ an and x α ∈ E α , the operator ad x α is locally nilpotent on E.
(EA3) Ψ an is connected in the sense that for any decomposition Ψ an = Ψ 1 ∪Ψ 2 with Ψ 1 = ∅ and Ψ 2 = ∅ we have (Ψ 1 | Ψ 2 ) = 0.
(EA4) The centralizer of the core E c of E is contained in E c , i.e., {e ∈ E : [e, E c ] = 0} ⊂ E c .
(EA5) The subgroup Λ = span Z (Ψ 0 ) ⊂ H * generated by Ψ 0 in (H * , +) is a free abelian group of finite rank.
The attentive reader will have noticed that the choice of invariant nondegenerate symmetric bilinear form in (EA0) is part of the structural data defining an EALA. However, one can show that another choice of an invariant nondegenerate symmetric bilinear form leads to the same set of anisotropic and isotropic roots Ψ an and Ψ 0 , and thus also to the same core E c and centreless core E cc = E c /Z(E c ), see [CNPY, Rem. 2.4 and Cor. 3.3] . The core E c of an EALA E is always an ideal of E.
Some references for EALAs are [AABGP, BGK, Ne2, Ne3, Ne4] . It is immediate that any finite-dimensional split simple Lie algebra g is an EALA of nullity 0 and g = g c = g cc . The converse is also true, [Ne4, Prop. 5.3.24] . It is also known that any affine Kac-Moody algebra over C is an EALA -in fact, by [ABGP] , the affine Kac-Moody algebras g are precisely the EALAs over C of nullity 1. For those, g c = [g, g] and g cc is an (twisted or untwisted) loop algebra. Using this (non-unique) decomposition of Ψ, we write any ψ ∈ Ψ as ψ = α + λ with α ∈ ∆ and λ ∈ Λ α ⊂ Λ and define (E c ) λ α = E c ∩ E ψ . Then the core E c = α∈∆,λ∈Λ (E c ) λ α is a Lie torus of type (∆, Λ), and the centreless core E cc = E c /Z(E c ) is a centreless Lie torus.
Construction of EALAs.
To construct an EALA one reverses the process described in 2.4. We will use data (L, σ D , τ ) described below. Some more background material can be found in [Ne3, §6] and [Ne4, §5.5]:
• L is a centreless Lie torus of type (∆, Λ). We fix a Λ-graded invariant nondegenerate symmetric bilinear form (·|·) (see 2.2(b)) and let Ξ be the central grading group of L (see 2.2(c)).
•
.2) has values in the graded dual
• τ : D × D → C is an affine cocycle defined to be a 2-cocycle satisfying
It is important to point out that there do exist non-trivial affine cocycles, see [BGK, Rem. 3.71] .
The data (L, σ D , τ ) with β the unique invariant bilinear form (·|·) of 2.2(b) satisfy all the axioms of our general construction 1.2. Thus the interlaced extension
is a Lie algebra with respect to the product (1.2.3). Note that E contains the toral subalgebra
for h as in (2.2.1). The symmetric bilinear form (·|·) on E, defined by
is nondegenerate and invariant, thus fulfilling the axiom (E0).
Examples: (a) In case L = g is a finite-dimensional split simple Lie algebra, Ctd(g) = 0, Ξ = {0}, and so also SCDer(g) = 0. The construction above therefore yields E = g.
(b) In case L is a twisted or untwisted loop algebra based on g as in (a) over C, the centroid Ctd(L) is isomorphic to a Laurent polynomial ring R, CDer(L) is a free R-module of rank 1, but SCDer(g) is 1-dimensional over C. The only non-trivial choice is therefore D ≃ C. In this case necessarily τ = 0. Thus the construction of affine Kac-Moody algebras is a special case of our construction above.
Theorem ([Ne2, Th. 6]). (a)
The triple E, H, (·|·) constructed above is an extended affine Lie algebra, denoted EA(L, D, τ ). Its core is L ⊕ D gr * and its centreless core is L.
(b) Conversely, let E, H, (·|·) be an extended affine Lie algebra, and let L = E c /Z(E c ) be its centreless core. Then there exists a subalgebra D ⊂ SCDer k (L) and an affine cocycle τ satisfying the conditions in 2.5 such that E, H,
3. Lifting automorphisms from sl ℓ (A) to IE(sl ℓ (A), D, C).
3.1. The Lie algebras gl ℓ (A) and sl ℓ (A). We assume throughout that ℓ ≥ 2. The letter A will always denote a unital associative k-algebra. It becomes a Lie algebra Lie(A) with respect to the commutator. We denote by [A, A] the commutator subalgebra of Lie(A), We denote by M ℓ (A) the unital associative algebra of ℓ × ℓ matrices with coefficients in A, and by gl ℓ (A) its associated Lie algebra: gl ℓ (A) = Lie M ℓ (A) .
The derived algebra of gl ℓ (A) is the special linear Lie algebra sl ℓ (A) with coefficients from A:
We let Tr be the trace of a matrix in M ℓ (A). The reader should be warned that Tr(xy) = Tr(yx) in general, rather we have the well-known fact
Moreover, we will need
where C denotes the centralizer and E ℓ the ℓ × ℓ identity matrix. Any d ∈ Der k (A) stabilizes Z(A) and [A, A], and induces a derivation of the associative algebra M ℓ (A) by
It is then also a derivation of gl ℓ (A), stabilizing Z gl ℓ (A) = Z(A)E ℓ and sl ℓ (A). In the following, a subalgebra D < Der k (A) will be a standard feature of our work. We will always use the action of Der k (A) and hence of D described in (3.1.4) without further explanation. Also, we will sometimes write dx or
3.2. The groups GL ℓ (A) and EL ℓ (A). We denote by GL ℓ (A) the group of invertible ℓ × ℓ matrices with coefficients from the unital associative k-algebra A. Every g ∈ GL ℓ (A) gives rise to an automorphism Int(g) of the associative algebra M ℓ (A), defined by Int(g)(a) = gag −1 . A fortiori, Int(g) is an automorphism of gl ℓ (A). It stabilizes sl ℓ (A), whence is by restriction an automorphism of sl ℓ (A), again denoted Int(g). Moreover, Int(g) induces the identity on Z gl ℓ (A) as can be seen for the last equality of (3.1.3). The elementary linear group EL ℓ (A) is the subgroup of GL ℓ (A) generated by the matrices E ℓ +aE ij for arbitrary a ∈ A and i = j. Since (aE ij ) 2 = 0 in M ℓ (A) the derivation ad aE ij ∈ Der sl ℓ (A) is nilpotent, in fact (ad aE ij ) 3 = 0, and the inner automorphism Int(E ℓ + aE ij ) ∈ Aut k sl ℓ (A) is elementary in the sense of 1.4:
where EAut sl ℓ (A) is the group of elementary automorphisms of sl ℓ (A). Moreover, the commutator relation
3.3. Lemma. Let A be a unital associative k-algebra satisfying
Proof. Our assumption (3.3.1) implies
by (3.1.2), the equation (3.3.2) follows from the decomposition
Given that E ℓ ∈ H, for H to be a subgroup it suffices to show that g 1 , g 2 ∈ H =⇒ g 1 g 2 ∈ H. But this follows from
since Int(g 1 ) stabilizes sl ℓ (A). Thus H is a subgroup, and it will be a normal subgroup as soon as we have shown that H contains any commutator [
where g 1 , g 2 ∈ GL ℓ (A). We have
2 )g 2 To proceed, we use (3.3.2), thus uniquely writing any x ∈ gl ℓ (A) as x = x z + x s with x z ∈ Z gl ℓ (A) and x s ∈ sl ℓ (A). Decomposing y ∈ gl ℓ (A) in the same way, we have (3.3.5) (xy) z = (yx) z since xy = yx + [x, y] with [x, y] ∈ sl ℓ (A). Because Int(g) stabilizes sl ℓ (A) and satisfies Int(g)(zE ℓ ) = zE ℓ for z ∈ Z(A) we now get
∈ H, and therefore D GL ℓ (A) ⊂ H.
3.4.
Interlaced extensions based on sl ℓ (A). We specialize the setting of 1.2 to L = sl ℓ (A) with the aim of constructing a suitable interlaced extension that will allow us to lift the automorphisms used in conjugacy. Being an interlaced extension, we need to specify data (β, D, C, τ ).
(i) We fix a linear form
ε(x ij y ji ) for x = (x ij and y = (y ij ). Then β is an invariant bilinear form on L, and every invariant bilinear form on L is of the type β ε for a unique linear form ε satisfying (3.4.1) ([Ne3, 7.10] ).
(ii) We let D be a subalgebra of derivations of A, which are skew with respect to the bilinear form (a, b) → ε(ab), D < SDer k (A), and let D act on L as in (3.1.4). Then D acts on L by skew derivations with respect to β.
(iii) We choose C ⊂ D * and τ as in (iii) and (iv) of 1.2.
Using these data we form the interlaced extension
Enlarging interlaced extensions. To suitably enlarge an interlaced extension
Following the outline of 1.5 we next need an invariant bilinear form β ′ on L ′ . We take
We also have condition (iii) of 1.5, i.e., D acts on L ′ by skew derivations extending the action of D on L. Finally, 1.5(iv) also holds. Indeed, for x ′ , y ′ ∈ L ′ as before and d ∈ D, we have
In sum, we have shown that for any m ∈ N the interlaced extension E = IE(L, β ε , D, C, τ ) is a subalgebra of E ′ = IE(sl ℓ+m (A), β ′ ε , D, C, τ ). We are now ready to prove the main result of this section.
3.6. Theorem. Let A be a unital associative k-algebra satisfying A = Z(A)⊕[A, A], and let E = IE(L, D, C) be an interlaced extension based on L = sl ℓ (A) as specified in 3.4. Assume that g ∈ GL ℓ (A) is stably elementary in the sense that there exists m ∈ N such that
Then the automorphism Int(g) of sl ℓ (A) lifts to an automorphism of E.
Proof. We embed L = sl ℓ (A) into L ′ = sl ℓ+m (A) as in (3.5.1). We then know that E can be enlarged to an interlaced extension E ′ = IE(L ′ , D, C). Moreover, by (3.2.1) and Proposition 1.4 the elementary automorphisms Int(g ′ ) of L ′ lifts to a special automorphism
By 1.3(c) we have
(we have suppressed in our notation that α and β depend linearly on d). Employing the obvious subdivision for matrices l ′ ∈ L ′ ,
we get
whence for d ∈ D the left hand side of (3.6.1) becomes
while the right hand side of (3.6.1) is
Since every x 4 ∈ gl m (A) is part of some matrix l ′ ∈ L ′ , it follows that (3.6.3) holds for all x 4 ∈ gl m (A). Therefore, by (3.1.3), β = z E m for some x ∈ Z(A). We substitute this expression for β into (3.6.2) and obtain (dg)x 2 = (zg − αg)x 2 . Since this holds for all x 2 ∈ M mn (A) we get dg = zg − αg or
Because g ′ ∈ EL ℓ+m (A) it follows from (3.2.2) and Lemma 3.3 that (dg ′ )( 3.7. Quantum tori (review). We will later specialize A = Q to be a quantum torus. Why we do so, is explained in 3.8: sl ℓ (Q) is then a centreless Lie torus. In this subsection we review some properties of quantum tori that we will use. Contrary to the standing assumption for this paper, in this subsection our base field k can have arbitrary characteristic. We let Λ be a free abelian group of rank n.
(a) (Definition) By definition, a quantum torus (with grading group Λ) is an associative unital Λ-graded k-algebra Q = λ∈Λ Q λ such that (QT1) dim Q λ ≤ 1 for all λ ∈ Λ, (QT2) every 0 = a ∈ Q λ is invertible, and (QT3) Λ is generated as abelian group by {λ ∈ Λ : Q λ = 0}. Since the invertible elements of an associative algebra form a group, {λ ∈ Λ : Q λ = 0} is a subgroup of Λ, whence equals Λ by (QT3).
(b) After fixing a basis ε = (ε i ) of Λ, we can choose 0 = x i ∈ Q ε i and then get a quantum matrix q = (q ij ) ∈ M n (k) defined by x i x j = q ij x j x i . We recall that q = (q ij ) ∈ M n (k) is called a quantum matrix if q ij = q −1 ji and q ii = 1 for all 1 ≤ i, j ≤ n. Then, using x −1 i = the inverse of x i , we define x λ = x ℓ 1 1 · · · x ℓn n for λ = ℓ 1 ε 1 +· · ·+ℓ n ε n ∈ Λ: (3.7.1) Q = λ∈Λ kx λ .
One can then also realize a quantum torus as the unital associative k-algebra presented by generators x 1 , . . . , x n , x −1 1 , . . . , x −1 n and relations
We will refer to this view of Q as a coordinatization.
(c) The centre of Q is a Λ-graded subalgebra,
where Ξ is the so-called central grading group:
This is a free abelian group of rank z ≤ n. Hence Z(Q) is a Laurent polynomial ring in z variables, which we may take as t 1 , . . . , t z (these can be taken to be of the form x λ for suitable λ's).
(d) The grading properties of a quantum torus Q show that Q is fgc in the sense that Q is finitely generated as a module over Z(Q) if and only if Ξ has finite index in Λ. Equivalently, for some (hence all) coordinatization all entries q ij of the quantum matrix q have finite order. If this holds, then for every coordinatization the q ij have finite order.
: a, b ∈ Q}, a graded subspace of Q. One knows (see e.g. [BGK, Prop. 2.44(iii) ] for k = C or [NY, (3.3. 2)] in general)
(f) An element u of Q is invertible if and only if 0 = u ∈ Q λ for some λ ∈ Λ.
(g) The derivation Lie algebra Der k (Q) is graded: Der k (Q) = λ∈Λ Der k (Q) λ where Der k (Q) λ consists of those derivations d satisfying d(Q µ ) ⊂ Q λ+µ for all µ ∈ Λ. The inner derivations of Q are the maps ad q, given by ad(q)(q ′ ) =′ − q ′ q for q, q ′ ∈ Q. They form a graded ideal IDer Q = {ad q : q ∈ Q} of Der k (Q). As in 2.2(e), the grading Q = λ∈Λ Q λ gives rise to degree derivations ∂ θ of Q, defined by ∂ θ (q) = θ(λ)q for θ ∈ Hom Z (Λ, k) and q ∈ Q λ . We put D Q = {∂ θ : θ ∈ Hom Z (Λ, k)} and define
Let ε : Q → k be the linear form defined by ε ( 1 Q ) = 1 and ε(Q λ ) = 0 for λ = 0. The skewsymmetric derivations with respect to the bilinear form (q, q ′ ) → ε(qq ′ ) have the following description: (3.7.3) 3.8. sl ℓ (A) as Lie torus. In this subsection we describe for which algebras A the Lie algebra sl ℓ (A) is a Lie torus as defined in 2.1 and identify the data 2.5 necessary to construct an EALA with centreless core sl ℓ (A). All un-attributed result can be found in [Ne3, §7] or are easily verified by the reader. We assume A = 0 throughout.
(a) Let ∆ be the root system of type A ℓ−1 , realized as ∆ = {ε i − ε j , 1 ≤ i, j ≤ ℓ} in standard notation. Then the Lie algebra sl ℓ (A) has a canonical grading by the root lattice Q(∆),
(b) Let e = aE ij ∈ sl ℓ (A) for i = j. Then e is part of an sl 2 -triple (e, h, f ) satisfying [h, x β ] = β, α ∨ x β for all β ∈ ∆ and x β ∈ L β if and only if a is invertible in A. In this case f = a −1 E ji and h = E ii − E jj .
(c) Let Λ be an abelian group, and let A = λ∈Λ A λ be a Λ-graded unital associative k-algebra. Then the Q(∆) grading (3.8.1) of sl ℓ (A) extends to a (Q(∆) ⊕ Λ)-grading of sl ℓ (A), sl ℓ (A) = α∈∆, λ∈Λ sl ℓ (A) λ α by letting sl ℓ (A) λ α consist of those matrices, for which all entries lie in A λ . Conversely, a Q(∆) ⊕ Λ-grading of sl ℓ (A) extending the Q(∆)-grading (3.8.1) arises from a Λ-grading of the associative algebra A as described above.
(d) Because of (c), for sl ℓ (A) to satisfy the axiom (LT1) of 2.1 with Q(∆)-grading (3.8.1) it is necessary and sufficient for the associative k-algebra A to be Λ-graded. Observe that then also (LT2.b) holds since 0 = 1 A ∈ A 0 and therefore 0 = 1 A E ij ∈ sl ℓ (A) 0 α for α = ε i − ε j = 0. Because of (b), the axiom (LT2.a) holds if and only if A = Q = λ∈Λ Q λ is a quantum torus.
Since (LT3) is clear, (LT4) says that sl ℓ (Q) is a Lie torus of type (∆, Λ) if and only if Q is a quantum torus of type Λ, as defined in 3.7(a). In this case, it follows from (g) that L is fgc as defined in 2.2 if and only if Q is an fgc quantum torus in the sense of 3.7(d) -but we will not assume this in the following.
(e) In the remainder of this subsection we let L = sl ℓ (Q) for Q a quantum torus with grading group Λ. Because of (3.7.2), the assumption of Lemma 3.3 is fulfilled. Then (3.3.2) and (3.1.3) imply that L is a centreless Lie torus of type (∆, Λ).
Hence, by Theorem 2.6, L is centreless core of an EALA obtained by the construction 2.5. We describe the bilinear forms (·|·) and derivation algebras D allowed in this construction in the next two items.
(f) Every Λ-graded invariant symmetric bilinear form β on L has the form (3.4.2) where ε : Q → k is a linear form vanishing on 0 =λ Q λ and is therefore given by the scalar ε(1 Q ) which we can assume to be 1 ∈ k.
(g)
. Then χ z stabilizes sl ℓ (Q) and defines by restriction a centroidal transformation of sl ℓ (Q).
is clearly a monomorphism of Lie algebras. Moreover,
for Der(Q), IDer(Q), CDer(Q), SDer(Q) and SCDer(Q) described in 3.7(g). Note that the first three equations above together with 3.7(g) prove (2.2.3) for the case L = sl ℓ (Q).
(i) The maximal possible choice for D in the construction 2.5 is SCDer sl ℓ (Q) which we identify with SCDer(Q) using the isomorphism M ℓ of (h). For Q = k[x ± 1 , . . . , x ±1 n ], n ≥ 2, a non-zero affine cocycle τ has been exhibited in [BGK, Rem. 3.71 ]. It can be described as follows.
Modulo the isomorphism M ℓ of (h) we identify SCDer sl ℓ (Q) with SCDer(Q). Denoting by ·, · the standard inner product of k n and using the natural embedding Z n ⊂ k n we can further identify SCDer(Q) = λ∈Λ=Z n SCDer(Q) λ , where for λ = (λ 1 , . . . , λ n ) ∈ Z n SCDer(Q) λ ≡ {u = (u i ) ∈ k n : n i=1 u i λ i = 0} =: D λ , cf. (3.7.3). u α ∈ D α , v β ∈ D β and w γ ∈ D γ define τ (u α , v β ) (w γ ) = α(v) β(w) γ(u) if α + β + γ = 0, 0 otherwise, Then τ is an affine cocycle. It is non-trivial in the sense that the EALAs associated with L = sl ℓ (Q), ℓ ≥ 3, D = SCDer(L) and the two affine cocycles τ as above respectively τ = 0 are not isomorphic ( [Kr, Thm. 5.76 ].
Proof of the Main Theorem
The proof of our main result will be based on the computation of K-Theory of noncommutative (twisted) Laurent polynomial rings due to D. Quillen. We first briefly recall functors K 0 and K 1 . A nice introduction to the subject can be found in [Ro] and [Wb] . 4.1. K 0 (A) and K 1 (A) for a ring A. Let A be a ring (unital, but not necessarily commutative). If P is a (left) A-module, we denote its isomorphism class by [P ] . Consider the free abelian group F K 0 (A) generated by the set of isomorphism classes of projective A-modules of finite type. Then K 0 (A) is the quotient of the group F K 0 (A) by the normal subgroup generated by the relation
whenever there exists an exact sequence of A-modules 0 → P ′ → P → P ′′ → 0.
As in 3.2 we denote by GL ℓ (A), ℓ ∈ N + , the group of invertible ℓ × ℓ matrices with entries in A. For each m ∈ N + we have a natural embedding GL ℓ (A) ֒→ GL ℓ+m (A) given by (4.1.1) X −→ X 0 0 E ℓ+m , cf. (3.5.1) for the corresponding embedding on the level of Lie algebras. We let GL ∞ (A) be the direct limit of GL ℓ (A) with respect to the embeddings (4.1.1). Again as in 3.2, we let EL ℓ (A) be the elementary linear subgroup of GL ℓ (A) and let EL ∞ (A) be the direct limit of the EL ℓ (A). Then (the first equality is the standard definition of K 1 (A), while the second equality is a classical theorem of Whitehead.) 4.2. Remark. The construction of K 0 and K 1 is functorial on k-algebras. Given a kalgebra homomorphism η : A → B we will denote by η * the induced group homomorphisms K 0 (A) → K 0 (B) and K 1 (A) → K 1 (B).
Next we recall the definition of noncommutative Laurent polynomial ring A φ [t ±1 ]. Consider an automorphism φ of a (unital, associative and not necessarily commutative) kalgebra A. The multiplication in A will be denoted by juxtaposition. We define a new unital and associative k-algebra A φ [t ±1 ] as follows. The underlying k-vector space structure is the free left A-module with basis {t m } m∈Z . The multiplication on A φ [t ±1 ], which we will denoted by ·, is given by (4.2.1) Σ i∈Z a i t i · Σ j∈Z a ′ j t j = Σ i,j∈Z a i φ i (a ′ j )t i+j for all a i , a ′ j ∈ A. It is known that if A is noetherian (resp. regular), so is A φ [t ±1 ] (see [Ar] Prop. 2.21). We also observe that φ induces a natural action φ * on K 0 (A) and K 1 (A). Namely, if P is a projective A-module then φ * ([P ]) := [P ⊗ φ A]. It is obvious that if P is free or projective of finite type, so is φ * (P ). Also, for every matrix X = (x ij ) in GL ℓ (A) we let φ * (X) = (φ(x ij )). This of course induces an action φ * on GL ∞ (A) stabilizing EL ∞ (A), and hence also an action on K 1 (A).
The following result is due to D. Quillen [Qu, §6, page 122] .
Consider the sequence (4.3.1) with A = Q n−1 . We already know, by Lemma 4.4, that φ * acts trivially on K 0 (Q n−1 ) so that we have a commutative diagram with an exact horizontal row at the bottom:
