Abstract. We establish convergence in the diffusive limit from entropy weak solutions of the equations of compressible gas dynamics with friction to the porous media equation away from vacuum. The result is based on a Lyapunov type of functional provided by a calculation of the relative entropy. The relative entropy method is also employed to establish convergence from entropic weak solutions of viscoelasticity with memory to the system of viscoelasticity of the rate-type.
Introduction
The relative entropy method of Dafermos and DiPerna [5, 6, 10] provides an efficient mathematical tool for studying stability and limiting processes among thermomechanical theories. It is intimately connected to the second law of thermodynamics and has been tested in various situations involving stability and asymptotic behavior of shocks (e.g. [10, 3, 19] ), relaxation or kinetic limits in the hydrodynamic regime [27, 1] , stability and limiting processes among thermomechanical theories [5, 16, 17, 8] .
The method hinges on a direct calculation of the relative entropy between a dissipative solution and an entropy conservative (smooth) solution for the underlying thermomechanical process, which provides a remarkable stability formula [5, 6] . In more complicated situations involving the comparison of two solutions with shocks it is supplemented with additional information, e.g. [10, 3, 19] . The objective of this article is to extend the relative entropy formula in situations where a dissipative solution of a thermomechanical system is directly compared to a dissipative solution of a limiting system. We use as test cases various paradigms of diffusive limits, the most significant perhaps being the validation of the limit from the Euler equations with friction to the porous media equation in the zero-relaxation limit.
We consider the system of isentropic gas dynamics with friction
with the so called diffusive scaling, which captures the effective long-time response. In the limit ε → 0 this system approaches the porous media equation
This problem has served as a paradigm for the theory of diffusive relaxation [24, 18, 12] and has been justified either by asymptotic in time analysis [13, 25, 21, 14, 15] , or via direct analysis of the relaxation limit, for weak solutions in [23, 22, 24] or for smooth solutions near equilibrium in [4, 20] . In this paper we compare directly a weak entropy solution of (1.1) to a smooth solution of (1.2) using a relative entropy analysis (Proposition 2.1). This, in turn, provides a convergence result to solutions of the porous media equation that stay away from vacuum (Theorems 2.7 and 2.8). The novelty of the present work is the simplicity of the proof following a Lyapunov type of analysis; in addition some new situations are analyzed (for instance, solutions approaching different end-states at ±∞), plus a rate of convergence is obtained. Finally, in the spirit of [2, 8] , the relative entropy inequality is extended between entropy measure-valued solutions of the Euler equation and the porous media in Section 2. 4 .
We then test some other cases of diffusive relaxation using the relative entropy method. In Section 3, we consider the p-system with damping in Lagrangian coordinates and establish convergence to a parabolic equation, in the high-friction limit (Theorem 3.3). In Section 4, we consider the limiting process from viscoelasticity of the memory type (4.1) to the system of viscoelasticity of the rate-type (4.2) in the diffusive regime. We provide a relative entropy estimation between the two theories and a convergence result (see Proposition 4.1 and Theorem 4.2) thereby extending for quasilinear systems previous convergence results in the semilinear case from [9, 11] .
It is remarkable that in all those examples the dissipation of the approximating system can be split in two separate parts: the dissipation of the limit diffusion equation, and a second part that captures the dissipation of the approximating system relative to its diffusive-scale limit.
Isentropic gas dynamics in Eulerian coordinates with damping
We consider the system of isentropic gas dynamics in three space dimensions with a damping term:
where t ∈ R, x ∈ R 3 , the density ρ ≥ 0 and the momentum flux m ∈ R 3 . The pressure p(ρ) satisfies p ′ (ρ) > 0 which makes the system hyperbolic. An important particular case is that of the γ-law: p(ρ) = kρ γ with γ ≥ 1 and k > 0. In (2.1), the variables (x, t) are already scaled in the so called diffusive scaling. In the diffusive relaxation limit ε → 0, solutions of (2.1) formally converge to the porous media equation
The goal of this work is to study this limit via the relative entropy method. We recall that (η, q 1 , q 2 , q 3 )(ρ, m) : R + × R 3 → R × R 3 is an entropyentropy flux pair for the hyperbolic system (2.1) if it satisfies the differential relations:
where i, j = 1, 2, 3, δ ij stands for the Kronecker symbol, and the summation convention is used. Moreover, the entropy η(ρ, m) is dissipative (for the underlying relaxation process) if
An example of an entropy pair is provided by the mechanical energy 4) and the associated flux of mechanical work
Here, h(ρ) = ρe(ρ), where e(ρ) is the internal energy of the gas connected to the pressure via e ′ (ρ) =
For the particular case of γ-law gases, h takes the form
kρ log ρ for γ = 1.
Smooth solutions of (2.1) satisfy the identity
The mechanical energy η(ρ, m) is dissipative for the relaxation process (2.1).
2.1. Hilbert expansion. We start by reviewing the Hilbert expansion associated to the relaxation process from (2.1) to (2.2). We introduce the asymptotic expansions
to the balance of mass and momentum equations in (2.1), and collect together the terms of the same order, to obtain, respectively,
and
In particular, we recover the equilibrium relation m 0 = 0 for the state variables, Darcy's law m 1 = −∇ x p(ρ 0 ), and observe that ρ 0 satisfies (2.2). Next, we focus on the asymptotic expansion of the entropy equation (2.7), and in particular on how the hyperbolic entropy (the mechanical energy) captures in the ε → 0 limit the entropy structure of the porous media equation. Introducing the Hilbert expansion into (2.7) and using m 0 = 0, we see that
Again, collecting together terms of the same order gives
Since m 1 = −∇ x p(ρ 0 ), the leading order term ρ 0 in the diffusive limit satisfies the energy identity
Equation (2.8) captures the entropy dissipation of the porous medium equation (2.2) and h(ρ) is indeed the entropy selected by Otto [26] in his gradient flow interpretation of (2.2).
2.2.
Relative entropy identity. Let (ρ ε , m ε ) be a weak solution of (2.1) that satisfies the weak form of the entropy inequality
(We drop the ε-dependence of (ρ ε , m ε ) except where emphasis makes it necessary.) Letρ be a smooth solution of the porous media equation (2.2); such a solution will also satisfy the entropy identity (2.8). Our goal is to devise an identity that monitors the distance between ρ ε andρ.
Such identities have been obtained via the relative entropy method in the context of problems of hyperbolic relaxation [17, 27, 1] . The relative entropy is defined as the quadratic part of the Taylor series expansion between two solutions (ρ, m) and (ρ,m); it takes the form 10) while the corresponding relative entropy-flux reads
where i = 1, 2, 3, f i stands for the (vector) of the flux in (2.1),
and I i is the i-th column of the 3 × 3 identity matrix. Now the question arises about how to selectm in (2.10), (2.11) . This relates to a significant difference among the hyperbolic relaxation and the diffusive relaxation frameworks: in the existing studies of hyperbolic relaxation limits one compares an energy dissipative with an energy conservative solution. The fact that the limiting solution is energy conservative (and smooth) is an important restriction in the derivation of the relative entropy identities available in the hyperbolic relaxation framework (see [27, 1] ). By contrast, by the nature of the diffusive relaxation framework, the solutions to be compared have both to be energy dissipative. To effect the comparison we select an ε-dependent solution (ρ,m) that adapts itself in the relaxation process.
A suitable selection ofm is proposed by rewriting (2.2) in the form,
of the conservation of mass equation in (2.1) together with (a rescaled form of) Darcy's law. The energy identity (2.8) may also be expressed in terms of (ρ,m) as
In turn, (2.13) is embedded into the system of Euler equations with relaxation, plus additional terms purported to be higher-order errors. A simple calculation shows that (ρ,m) satisfies
where (we use the convention of summation over repeated indices and)ē is given bȳ
and is thus an error term.
The main result of this section is:
Proposition 2.1. Let (ρ, m) be a weak entropy solution of (2.1) satisfying (2.9) and let (ρ,m) be a smooth solution of (2.13). Then,
and e(ρ,m) is defined in (2.15).
Remark 2.2. The following remarks are in order, concerning the terms appearing on the right of (2.16):
(a) The coefficient of the quadratic term Q depends only on (ρ,m); it is explicitly given by
and is thus of O(1) in ε.
(b) Since e(ρ,m) = O(ε), the coefficient of the error term E is of O(ε).
(c) The term R(ρ, m |ρ,m ) captures the dissipation of the relaxation system (2.1) relative to its diffusive scale limit (2.2). It turns out to be the quadratic part of the dissipative relaxation term with respect to (ρ,m). Indeed, for
we compute the Hessian of R,
and see that it has eigenvalues Proof of Proposition 2.1. By hypothesis (ρ, m) satisfies the weak from of the entropy inequality
Also, (ρ,m) satisfies the energy identity
From (2.1) and (2.14) we obtain
and use the smoothness of (ρ,m) and (2.14) to compute
To obtain (2.21) we used the identities
(resulting from the entropy consistency relations) and the notation
Finally, combining (2.10), (2.11), (2.18), (2.19) and (2.21), we conclude
and Q is as in (2.17).
We conclude this section with two lemmas. The first establishes (under additional hypotheses on p) a bound of the quadratic term Q in terms of the relative entropy (2.10).
Lemma 2.3. Assume that p(ρ) satisfies for some
Also there exists a C > 0 such that for any i = 1, 2, 3,
One easily checks the identity
and a similar identity holds for h(ρ|ρ). Then (2.22) follows from p ′′ ≤ Ah ′′ . A direct computation using (2.12) shows that, for i, j = 1, 2, 3,
and (2.22) gives (2.23).
The second lemma indicates a relation between the "metric" induced by the relative entropy (2.10) and more traditional norms.
for some constant k > 0 and for γ > 1. Ifρ ∈ K = [δ, M ] with δ > 0 and M < +∞, then there exist positive constants R 0 (depending on K) and C 1 , C 2 (depending on K and R 0 ) such that
Proof. Sinceρ ∈ K, there exist positive constants A and B such that for any 0 < ρ < +∞
In view of (2.24), there exists R 0 depending on K such that
Consider next the positive function 
ρ verifies hypothesis (2.24) and the results of Lemma 2.4 apply in that case.
2.3. Convergence in the diffusive relaxation limit. Proposition 2.1 is used in order to prove convergence from the Euler equations with friction in the diffusive limit towards the porous media equation. We carry out the analysis in two frameworks:
• multi-d periodic solutions;
• 1-d solutions in the real line with (possibly distinct) constant states ρ ± at ±∞. In both cases, the main hypothesis is thatρ is a smooth solution of (2.2) that sits away from vacuum.
Remark 2.6. It is worth to observe that other possible frameworks can be analyzed with these techniques, and we restrict our ourselves to the aforementioned cases to avoid further technicalities. For instance, with small modification in the arguments below, we can consider multi-d solutions (ρ,m) such thatρ → ρ * > 0 as |x| → +∞;m = −ε∇p(ρ) and such that ρ ≥ 0,
2.3.1. Multidimensional periodic solutions. In the periodic case, we work within the following framework, collectively referred to as (H 1 ):
is a (periodic) dissipative weak solution of (2.1) with ρ ≥ 0, satisfying the weak form of (2.1) and the integrated form of the entropy inequality (2.9): 25) where θ(t) is a nonnegative Lipschitz test function compactly supported in [0, T ). The family (ρ ε , m ε ) is assumed to satisfy the uniform bounds
which are natural within the given framework, and follow from corresponding uniform bounds on the initial data. will be used as a measure to control the distance between two solutions. We prove:
Theorem 2.7. Let T > 0 be fixed and assume p(ρ) satisfies (A) and (B).
Under hypothesis (H 1 ), the stability estimate Proof. We proceed to establish the integrated version of (2.16) under the regularity framework (H 1 ). To this end, we introduce in (2.25) the choice of test function
(2.30)
Taking the limit κ ↓ 0 gives
Next, integrating (2.19) over (0, t) × T 3 , gives
Finally, to justify the calculations leading to (2.21), we start from the weak form of (2.20):
where φ, ψ are Lipschitz test functions compactly supported in [0, T ) × T 3 and ψ is vector valued. Using the test functions
with θ(τ ) as in (2.30) and ω(x) = 1, and upon taking κ ↓ 0, this gives
where J is as in (2.21). Combining the above inequalities leads to
where Q, E and R are given in (2.17). Using (2.17), Remark 2.2 (a), Lemma 2.3 and (2.27), we deduce
where
and, by (2.15) and (2.26),
where C 2 depends on K 1 , T andρ through the following norms of derivatives up to third order:
Introducing the above estimates into (2.34), we obtain
Gronwall's inequality then implies
and (2.29) follows.
2.3.2.
The Cauchy problem on the real line. Next, we consider the Cauchy problem in one-space dimension for
(2.36)
To avoid unnecessary technicalities with the behavior as |x| → ∞, we assume the initial data (ρ 0 , m 0 ) take constant values outside a compact set [−R 0 .R 0 ],
for some ρ ± > 0. By the finite speed of propagation property, any solution (ρ, m) will assume the same values outside the cones x < −R 0 − kt and for x > R 0 + kt, respectively, with k calculated in terms of the maximum wave speed on the range of the data. Letρ > 0 be a smooth solution of
with initial dataρ 0 taking constant values
outside some compact set [−R 0 , R 0 ], with ρ ± > 0 as above. By standard theory for the porous media equation (see [28] ), the solution of (2.37) satisfiesρ(x, t) ≥ c > 0, and satisfiesρ(x, t) → ρ ± as x → ±∞ with sufficiently fast decay (in fact exponential). Definingm = −εp(ρ) x , we obtainm → 0 as x → ±∞. By modifying the entropy pair (2.4)-(2.5) (using a trivial linear pair), we definẽ
The resulting (η −q) is an entropy pair, and vanishes at the end states (ρ ± , 0). We next summarize the framework (H 2 ) for the relaxation limit: (i) (ρ , m) : (0, T ) × R → R 2 with ρ ≥ 0 is a dissipative weak solution of (2.36), that is, it satisfies the weak form of (2.36) and the integrated form of the entropy inequality
with θ(t) a non negative Lipschitz test function compactly supported in [0, +∞). The family (ρ ε , m ε ) is assumed to satisfy the uniform bounds
with K 1 , K 2 independent of ε. Of course, this dictates analogous uniform bounds on the energy norm of the initial data (ρ ε 0 , m ε 0 ). (ii)ρ is a smooth (C 3 ) solution of (2.37) that satisfiesρ ≥ c > 0;m is defined viam = −ε∇p(ρ).
We now denote by 
where C is a constant depending only on T , ρ ± ,ρ and its derivatives up to third order. Moreover, if φ(0) → 0 as ε ↓ 0, then
Proof. Proceeding along the lines of the proof of Theorem 2.7, one derives the analog of (2.34) for φ in (2.39). There is however a difference in the derivation as applies to the Cauchy problem: the equations (2.31) and (2.32) hold for test functions compactly supported in [0, T )×R. Thus we introduce the test functions
where θ(τ ) defined in (2.30) and
into (2.31) and (2.32). Sending R → ∞, using the asymptotic properties in x of (ρ, m) and (ρ,m), and subsequently sending κ ↓ 0, we obtain the analog of (2.33) and through that the analog of (2.34). A second difference lies in replacing (2.35) by the estimation
where we used (2.15) and the constant C depends on T , K 1 in (2.38), and also onρ through the L ∞ norms of space-time derivatives up to third order and the norms
.
Again using Gronwall, we deduce
which completes the proof.
2.4.
Relative entropy for entropic measure-valued solutions. A variant of the relative entropy identity can be derived for comparing entropic measure-valued solutions of (2.1) with smooth solutions of (2.2). Such calculations are in the spirit of the recent works [2, 8] , the difference here being that two dissipative systems are compared. Let ν = ν x,t (x,t)∈Q T be a parametrized family of probability measures (Young measures) that acts on continuous functions
and such that the integral (when defined) is measurable in (x, t) ∈ Q T . A measure-valued solution of (2.1) consists of a Young measure ν x,t (x,t)∈Q T with averages
that satisfies in the sense of distributions the measure-valued version of (2.1)
The Young-measure ν = ν x,t (x,t)∈Q T is called an entropy measure valued solution if it also satisfies in the sense of distributions the averaged version of the entropy inequality
Proposition 2.9. Let ν = ν x,t (x,t)∈Q T satisfying (2.40) be an entropy measure-valued solution of (2.1), and let (ρ,m) be a smooth solution of (2.13). Then, we have the following averaged relative entropy inequality
42)
Proof. We use (2.10) to define the averaged relative entropy
The inequality (2.42) is built by using (2.41), (2.19 ) and the averaged version of (2.20) and following verbatim the steps and calculations in the proof of Proposition 2.1.
The p-system with damping
The p-system with damping in one space dimension is the system of conservation laws
where τ satisfies τ ′ (u) > 0 to guarantee strict hyperbolicity. The system (3.1) is a model either for elasticity with friction or for isentropic gas dynamics in Lagrangian coordinates (denoted by (x, t)). Then u stands for the strain (or the specific volume for gases), v for the velocity and τ for the stress.
In the high friction limit ε → 0, solutions of (3.1) converge towards a solution of the parabolic equation (see [23] )
We will indicate in this section a simple proof of that convergence using the relative entropy identity. For concreteness, we interpret (3.1) as a model for shear motions, u, v take values in R. We place the hypothesis that τ : R → R satisfies τ ′ (u) > 0 and the growth assumptions
for some p ≥ 1.
3.1. Preliminaries. The approach uses the mechanical energy
is the stored energy. The associated flux is
and they satisfy the entropy inequality
indicating the dissipation of the mechanical energy. The minimum of the mechanical energy E(u, v) on the "equilibrium manifold" of the relaxation process M = {(u, v) : v = 0} is achieved and is given by
Moreover, solutions of (3.2) satisfy the following energy estimate:
or equivalently
Relation (3.4) captures the equilibrium version of (3.3), as can be seen by applying the Hilbert expansion to the relaxation system (3.1). Indeed, introducing the Hilbert expansion
to (3.1), we see after collecting the terms of similar orders that
In particular, we recover the equilibrium relation v 0 = 0, the Darcy's law v 1 = τ (u 0 ) x , and the diffusion equation (3.2) satisfied by u 0 at equilibrium. If the same expansion is introduced in (3.3), we obtain
which yields (3.4) upon using Darcy's law
Relative entropy estimate and study of the relaxation limit.
To analyze the relaxation process, we consider the quadratic part of E(u, v) with respect to the "algebraic-differential equilibrium" (ū,v), whereū = u 0 andv = εv 1 = ετ (ū) x . Namely,
As corresponding flux we shall consider
As in the previous section, to simplify the calculations, we rewrite the equilibrium equation (3.2) as follows:
(3.5)
In this way, we are able to treat the termv t = ετ (ū) xt as an error of order O(ε). A direct computation, along the lines of Proposition 2.1 gives:
Proposition 3.1. For any weak, entropy solution (u, v) of (3.1) and any smooth solution (ū,v) of (3.5) it holds:
The terms in the right hand side of (3.6) are analogous to the terms in (2.16) of Proposition 2.1 for the Eulerian case, namely, the first term is dissipative and is due to the damping of the relaxation system relative to its diffusion limit, the second is quadratic in the flux, and the last term is a linear error term. The quadratic term is estimated with the help of the following lemma from [8] . 
Proof. Sinceū ∈ K, K a compact set, using (H) there exists a constant C such that
and therefore, for some c and A, we obtain
On the complementary interval u ∈ [−U 0 , U 0 ], we have
and thus
Using Proposition 3.1, we obtain the main stability and convergence result in terms of the quantity
Theorem 3.3. Assume τ satisfies τ ′ > 0 and (H). Letū be a smooth solution of (3.2), defined on
weak, entropy solution of (3.1) such that Φ(0) < +∞ and
Then the following stability estimate holds:
where C is a constant depending on T , the properties of τ (u), and the functionū and its derivatives. Moreover, if
Proof. The proof proceeds along the lines of Theorem 2.7 and Theorem 2.8; here we shall just sketch it. We integrate (3.6) over R × [0, t], t < T . The right hand side of (3.6) is estimated using Lemma 3.2,
and Young's inequality
(4.1) 3 ). The system is scaled appropriately so that it relaxes as ε → 0 to the equations of viscoelasticity of the rate type,
In the latter system, the total stress T = σ(u) + µv x consists of an elastic part and a Newtonian viscous stress. We refer to [9, 11] for studies of a corresponding semilinear relaxation framework, using energy bounds. Here, we focus at the quasilinear level, and pursue a relative entropy analysis to explore the relation between the two systems. The mechanical energy for (4.1) is
with energy flux
Weak solutions of (4.1) are required to satisfy the entropy inequality is the equilibrium energy for E(u, v, z) and
Note that (4.4) is the leading order (with respect to the relaxation parameter) asymptotic development of the energy dissipation inequality (4.3). This may be seen, as in the previous sections, by expanding (4.3) in terms of the Hilbert expansion; we omit the details here.
4.1.
Relative entropy estimate and study of the relaxation limit. Following the general procedure, outlined in Section 2.2, we recast the equilibrium system (4.2) and the corresponding stress-strain response in the variables (ū,v,z) withz = εµv x as follows:
where we shall treat the termz t as an O(ε) error:
z t = εµv xt = εµ σ(ū) x + µv xx x .
We define the relative entropy and relative entropy flux, respectively, Proof. We use (4.3) and rewrite (4.4) as follows:
Moreover, a direct computation shows Finally, putting all relations together we obtain (4.6). The proof employs the relative entropy inequality (4.6) and proceeds following Theorems 3.3 and 2.7; the details are omitted here.
