




















































































































N eurosim/ L V 4をいかに処理して分析結果を導いたかを述べる。 5節では
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5 Excelアドオンソフト CrystalBall⑧を使用して求めた。 CrystalBall⑧は
Decisioneering社の製品であり，日本における発売元は（株）構造計画研究所である。















!151旦 扇値 安値 l終値 上影 下影 実体
19920101 844 850 802 814 6 12 -30 
19920102 804 819 791 800 15 9 一4
19920103 801 825 785 787 24 2 -14 
19920104 790 804 781 804 。 9 14 
19920201 804 809 790 790 5 。 -14 
.................................ー－－－－－－－－－－ ・－－－－－－－－．．．．．．．．．．．．．．．．．
20021204 339 358 336 351 7 3 12 
20021205 346 346 339 339 。 。 -7 
6 エパンズ・オルソン (1999,p.103）を参照。








IIN IIN IIN IIN IIN IIN IIN IIN I ・ IIN !OUT 
rand() 旧付 l上影ト4 I下影t-4 I実体t-4 lct-4 l上影t-3 I下影t-3 I実体t-3 lct-3 I ・ let ICt+l 
0.2456451199201011 61 121 -301 8141 151 91 4ー1 8001 ・ I 7901 755 
0.1197091199201021 151 91 -41 8001 241 21 1ー41 7871 ・ I 7551 745 
｜自~~~~~~I 叫 21 ~I ~－－－~トーヰ－－~~ー鴇！ : I H~I ~~ 
I o.750911119920川－－－~－－－iト－－オオ－－有01 31 g, 一剖1 7町．｜ 州 閃
0.5285781200211031 161 141 181 389』 141 161 471 4381 • I 3361 35 1 
o.9691791200211041 141 161 471 4381 111 171 -271 4161 • I 3511 339 
この行 1200212011 111 171 -211 4161 51 21 -371 3741 
以下力:.i200212021 51 21 -371 3741 21 31 -341 3361 
卜される I200212031 21 31 -341 3351 1 31 121 3511 
」一一_J200212041 71 31 121 3511 01 01 7ー1 3391 











し， OUTとあるのは出力層のデータであることを示す。 1列目の rand(）と
あるのは次のステップで並べ替えるために用いる便宜であるO
















































7 Kamijo & Tanigawa (1990）は分析の対象こと異なるが， 16種のパターンのうち15
種を学習用データにとり，残りの 1種を検証用データにとって相互に適合度を検証して
いる点でわれわれのアプローチと共通する。
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4. ソフトウェア Neurosim/ L V4の処理
4. 1.処理のプロセス
ニューラルネット分析にあたり，われわれは複数のソフトウェアを調べたが，
操作が容易な富士通（株）製作の Neurosim/LV4 for Windowsを用いるこ
とにしたB。また中田 (1992）は Neurosimを用いた先行研究9であり，広く









































子々：百八ラメ 意味 default値 設定値
変換後Max シのグ最モ大イ値ド関数 0.9 
変換後min シのグ最モ小イ値ド関数 。 0.1 
中間層の数 中ロン間数層のニュー 選択 2 
学習回数 学習デ算ーすタるを回一聖巡計 数 10000 50000 
許容誤差 学習を終値了させる誤差の 0.1 0.03 
学習定数s 重成る効み長果をの抑が修制あ正るさ式せに 0 0.00005 
学習定数 E 誤修る定差正数曲量。線の重感にみか度のけ 5 3 





























2 3 4 5 6 7 8 9 10平均値 中央値
89 95 88 88 93 90 87 93 93 92 90.8 91 
99.4 99.4 98.7 99.3 99.2 99.2 99.3 99.2 99.3 99.2 99.22 99.25 
98.4 98.4 99.1 98.6 99.2 98.9 98.6 99.1 98.4 98.8 98.75 98.7 
北陸電力 単位%
2 3 4 5 6 7 8 9 10平均値 中央値
84 85 78 79 85 86 80 83 81 85 82.6 83.5 
98.9 99.0 98.9 99.1 99.0 99.0 99.1 99.0 99.0 99.0 99.0 99.0 
99.1 99.0 99.2 98.6 99.1 99.1 98.3 99.0 99.0 98.8 98.92 99.0 
富士通株は北陸電力株よりどのシミュレーションでも収益率は高いが，両者
とも目処である70%をはるかに上回っている点で満足できる結果といえる。学










































まず，入力層iユニットから中間層jユニットへの軸索の太さを Wij ( i=l,2，…， 
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表9 影響度出力サンプル
富士通 北陸電力
シミュレー 2 ション（何番 2 
上影t-4 0.0859 0.0114 -0.0137 0.0000 
下影t-4 一0.0335 0.0043 0.0191 0.0206 
実体t-4 0.0231 -0.0405 -0.0340 -0.0028 
Ct-4 -0.1577 0.0002 -0.0477 0.0007 
上影t-3 -0.0192 -0.0415 0.0188 0.0213 
下影t-3 -0.0482 -0.0221 0.0022 0.0021 
実体t-3 0.0003 一0.0747 0.0438 0.0805 
Ct-3 -0.1422 -0.2342 0.0000 0.0001 
上影t-2 0.0766 0ー.0126 -0.0132 -0.0126 
下影t-2 一0.0044 一0.0440 一0.0207 -0.0602 
実体t-2 一0.0942 一0.0847 -0.0178 -0.0084 
Ct-2 0.0307 0.0710 0.0977 0.0632 
上影t-1 0.0140 一0.0002 -0.0318 -0.0254 
下影t-1 一0.0012 0ー.0123 0.0261 0.0169 
実体t-1 -0.0178 0.0064 0.0525 0.0031 
Ct-1 0.5151 0.3881 0.0531 0.2684 
上影t -0.0164 -0.0046 0.0116 0.0054 
実下影体t 一0.0109 0.0804 -0.0272 0.0216 
0.0177 0.0074 
0.0133 0.0290 
Ct 0.7788 0.6794 0.7831 0.5392 


















ション（何番 中央値 平均値 中央値 平均値
自）
上影t-4 1.2% 1.7弘 0.7% 0.6切
下影t-4 0.8% 1.1弘 1.4% 1.2% 
実体t-4 1.4% 1.9% 0.3% 0.7% 
Ct-4 0.5% 1.4% 4.2% 4.3% 
上影t-3 1.7% 1.7% 1.1% 1.1見
下影t-3 1.1% 1.3九 0.4% 0.7% 
実体t-3 0.5% 0.8切 1.9% 2.4% 
Ct-3 7.4% 8.4九 0.0% 0.1見
上影t-2 0.9% 1.1切 1.2% 1.3% 
実下影体！＝~ 1.2% 1.3% 3.7% 3.8% 2.4% 2.7% 1.5% 1.5% 
Ct-2 1.2% 2.1% 7.7% 7.7% 
上影t-1 0.9% 1.3% 1.4% 1.7% 
下塁手1 0.1% 0.5% 実 1 0.8% 1.8% 
0.8% 1.0% 
1.6% 1.7% 
Ct-1 26.7% 26.1九 8.0% 9.8% 
上影t 0.8% 1.6% 0.7% 0.8% 
実下Z体Et 1.1% 1.8% 2.7九 3.5% 
1.4% 1.3% 
2.6九 2.6切
Ct 37.1% 36.8% 55.7% 56.9% 













シ目ョ）ン（何番 中央値 平均値 中央値 平均値
上影t-4 2.3% 3.2% 0.0% 一0.3切
下影t-4 0.8% -0.2% 2.0% 1.7切
実体t-4 2.2% 1.8% -0.3% -1.0九
Ct-4 0.0% -1.0% -6.0% -6.4覧
上影t-3 -2.9% -3.1% 1.7% 1.5見
下震F-3 -2.5% -2.2% 実 3 0.0% -0.9% 
0.4% 0.7覧
2.5% 2.8覧
Ct-3 -12.5% -18.3% 0.0% 0.0見
上影t-2 0.3% 0.7% 一1.7% 一1.8%
下影t-2 -2.0% -2.8% 一3.5% 一3.7%
実体t-2 -6.3覧 -7.4% -2.2% 一2.2%
Ct-2 1.9% 2.9% 10.3% 11.2% 
上影t-1 2.0% 2.4九 -2.1% -2.4% 
下影t-1 一0.1% 一0.2% 1.2% 1.3% 
実体t-1 0.7% 1.7% 0.1% -0.7% 
Ct-1 45.4% 49.5% 12.7九 13.8% 
上影t 一1.2% -2.4% 1.0% 1.2% 
下影t 1.5% 1.2% 1.7% 1.3% 
実体t 4.6% 4.5% 3.2% 2.8% 
Ct 64.9% 70.7% 82.1% 80.2% 
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