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1Bevezete´s
Fu¨ggve´nyegyenletek vizsga´lata´val matematikusok re´go´ta foglalkoznak. D’Alembert,
Euler, Gauss, Cauchy, Abel, Weierstrass, Darboux e´s Hilbert is ott vannak azok ko¨zo¨tt a
nagy matematikusok ko¨zo¨tt, akik valamilyen forma´ban dolgoztak fu¨ggve´nyegyenletekkel.
A te´mako¨r elso˝ szisztematikus kifejte´se Acze´l Ja´nosto´l sza´rmazik 1961-bo˝l, akinek a
,,Vorlesungen u¨ber Funktionalgleichungen und ihre Anwendungen” c´ımu˝ ko¨nyve illetve
ennek a ,,Functional equations and their applications” c´ımu˝ a´tdolgozott kiada´sa 1966-bo´l
az elme´let meghata´rozo´ mu˝ve. Itt to¨bb fejezetben is foglalkozik a szerzo˝ asszociativita´si
e´s biszimmetria egyenletekkel, amelyek – e´s ku¨lo¨nbo¨zo˝ a´ltala´nos´ıta´saik – e disszerta´cio´
te´ma´ja´ul is szolga´lnak.
A disszerta´cio´ban ta´rgyalt egyenletek csaknem mindegyike to¨bbva´ltozo´s ismeretlen
fu¨ggve´nyekbo˝l o¨sszetett fu¨ggve´nyeket tartalmaz, ı´gy megolda´suk mo´dszere le´nyegesen
elte´r az egyva´ltozo´s fu¨ggve´nyekre fel´ırt e´s fu¨ggve´nyo¨sszete´teleket nem tartalmazo´ egyen-
leteke´to˝l, a megolda´st pedig a legto¨bb esetben az jelenti, hogy a to¨bbva´ltozo´s ismeretlen
fu¨ggve´nyt egyva´ltozo´s fu¨ggve´nyekkel ,,ki lehet fejezni”. Az alacsonyabb va´ltozo´sza´mu´
ismeretlen fu¨ggve´nyeket tartalmazo´ egyenletek megolda´saibo´l ko¨vetkeztetu¨nk a maga-
sabb va´ltozo´sza´m esete´re. A legkisebb va´ltozo´sza´mu´ egyenletekro˝l (amelyek itt me´g
szo´bajo¨hetnek) szo´lo´ eredme´nyeket – az absztrakt esetben (elso˝ fejezet) – a´tvesszu¨k, de
a valo´s esetben ki kell, hogy dolgozzuk. Ilyenkor az alapveto˝ regularita´si felteve´su¨nk
az ismeretlen fu¨ggve´nyekro˝l az, hogy folytonosak e´s minden va´ltozo´jukban szigoru´an
monotonak (ma´sodik-negyedik fejezet). Ezekben a vizsga´latokban a kva´zi-o¨sszeg fo-
galma hasznosnak bizonyul.
Meg kell jegyeznu¨nk, hogy az asszociativita´si e´s biszimmetria egyenletekre az
u´jbo´li figyelmet ko¨zgazda´szok, pszicholo´gusok e´s szociolo´gusok kutata´sai e´s ke´rde´sei
ira´ny´ıtotta´k. Szake´rtelem h´ıja´n mi ezekkel a disszerta´cio´ban re´szletesen nem
foglalkozunk, de ne´ha´ny egyszeru˝bb esetben ro¨viden ı´runk a motiva´cio´kro´l e´s min-
den esetben megadjuk azoknak a mu˝veknek az irodalmi adatait, amelyekben a te´ma´ro´l
re´szletesebben lehet ta´je´kozo´dni.
A disszerta´cio´ o¨t fejezetbo˝l a´ll, tartalmaz ne´v- e´s ta´rgymutato´t, valamint irodalom-
jegyze´ket. Minden fejezet o¨na´llo´ bevezete´ssel kezdo˝dik, eze´rt most csak ro¨viden is-
mertetju¨k az egyes fejezetek tartalma´t.
Az elso˝ fejezet te´ma´ja az u´gynevezett konzisztens aggrega´cio´ proble´ma´ja´nak
megolda´sa absztrakt ko¨ru¨lme´nyek ko¨zo¨tt. A proble´ma ekvivalens egy m + n + 2
darab ismeretlen fu¨ggve´nyt e´s mn darab szabad va´ltozo´t tartalmazo´ u´gynevezett m×n
t´ıpusu´ a´ltala´nos´ıtott biszimmetria egyenlet megolda´sa´val. A megolda´st ke´t ku¨lo¨nbo¨zo˝
felte´telrendszer mellett is megadjuk – az e´rtelmeze´si tartoma´nyul illetve e´rte´kke´szletu¨l
szolga´lo´ halmazokro´l csak azt tesszu¨k fel, hogy nem u¨resek, a fu¨ggve´nyekre azon-
ban ,,megoldhato´sa´gi” felte´teleket szabunk. A kapott eredme´nyek algebrai jellegu˝ek.
Ezekbo˝l Acze´l Ja´nosnak az intervallumon tekintett asszociativita´si egyenletro˝l szo´lo´
te´tele seg´ıtse´ge´vel ko¨vetkeztetu¨nk analitikus jellegu˝ eredme´nyekre, illetve a valo´s esetre.
A megoldhato´sa´gi felte´telek azonban to¨bb fontos fu¨ggve´nyt kirekesztenek a
vizsga´latbo´l, ı´gy – legala´bbis a valo´s esetben – igyekszu¨nk ezekto˝l megszabadulni. Ez
ve´gu¨lis a negyedik fejezetben sikeru¨l, e´s ennek van szolga´lata´ba a´ll´ıtva a ma´sodik e´s
harmadik fejezet egy re´sze.
2A ma´sodik fejezet u´gynevezett kva´zi-o¨sszegekro˝l szo´l, amelyek specia´lis – egyva´ltozo´s
folytonos e´s szigoru´an monoton fu¨ggve´nyekbo˝l o¨sszetett – (x, y) 7→ γ(α(x) + β(y))
alaku´ – fu¨ggve´nyek. A velu¨k kapcsolatos fo˝ eredme´ny (a ,,loka´lis” kva´zi-o¨sszegek
,,globa´lisak” is) hate´konyan alkalmazhato´ bizonyos fu¨ggve´nyegyenletek megolda´sa sora´n.
Ebben a fejezetben foglalkozunk me´g ke´t fontos specia´lis kva´zi-o¨sszeggel. Az egyik
esetben a ke´rde´s az, hogy a su´lyfu¨ggve´nnyel su´lyozott kva´zi-aritmetikai ko¨ze´pe´rte´kek
ko¨zu¨l melyek kva´zi-o¨sszegek. Ennek a ha´ttere´ben a su´lyfu¨ggve´nnyel su´lyozott kva´zi-
aritmetikai ko¨ze´pe´rte´kek egyenlo˝se´ge´nek klasszikus proble´ma´ja a´ll. A ma´sik ke´rde´s
pedig, hogy a Cauchy differencia´k ko¨zu¨l melyek a kva´zi-o¨sszegek. Ennek ko¨zvetlen
motiva´cio´ja egy – a hasznossa´gelme´letbo˝l (utility theory) eredo˝ – fu¨ggve´nyegyenlet
vizsga´lata. A megolda´shoz a fu¨ggve´nyegyenletek elme´lete ku¨lo¨nbo¨zo˝ regularita´sjav´ıto´
ira´nyzataihoz tartozo´ eredme´nyeket haszna´lunk.
A harmadik fejezetben megoldjuk az a´ltala´nos´ıtott asszociativita´si egyenletet – a
megolda´sokro´l csak folytonossa´got e´s mindke´t va´ltozo´ban valo´ szigoru´ monotonita´st
felte´telezve. Ehhez az egyik alapeszko¨z a loka´lis kva´zi-o¨sszegeknek az a tulajdonsa´ga,
hogy azok ,,globa´lis” kva´zi-o¨sszegek is. Ez az eredme´ny megnyitja az utat sza´mos asszo-
ciat´ıv t´ıpusu´ egyenlet e´s a 2×2-es a´ltala´nos´ıtott biszimmetria egyenlet – szu¨rjektivita´si,
megoldhato´sa´gi felte´telek ne´lku¨li – megolda´sa´hoz.
A negyedik fejezetben – to¨bb specia´lis biszimmetria egyenlet megolda´sa´n keresztu¨l
– eljutunk az m × n t´ıpusu´ a´ltala´nos´ıtott biszimmetria egyenlet olyan folytonos
megolda´sainak a meghata´roza´saihoz, amelyek minden va´ltozo´jukban szigoru´an monoton
fu¨ggve´nyek. Ezzel olyan ko¨ru¨lme´nyek ko¨zo¨tt tudunk va´laszt adni a konzisztens
aggrega´cio´val o¨sszefu¨ggo˝ ke´rde´sekre, amelyek nem za´rnak ki a megoldhato´sa´gi
(szu¨rjektivita´si) felte´telek miatt az elso˝ fejezet vizsga´lataibo´l kirekesztett egyes
fu¨ggve´nyeket, pe´lda´ul a korla´tos intervallumokon tekintett ko¨ze´pe´rte´keket. Ezek
mellett ebben a fejezetben foglalkozunk a to¨bbva´ltozo´s su´lyozott kva´zi-aritmetikai
ko¨ze´pe´rte´kek jellemze´se´nek to¨bb mint o¨tvene´ves proble´ma´ja´val e´s ennek kapcsa´n adunk
egy u´j bizony´ıta´st a kva´zi-aritmetikai ko¨ze´pe´rte´kek Kolmogorov-Nagumo-de Finetti-fe´le
jellemze´si te´tele´re.
Ve´gu¨l az o¨to¨dik fejezetben vektor-e´rte´ku˝ fu¨ggve´nyekre fel´ırt biszimmetria egyen-
letekkel foglalkozunk. Az egyenletek a matematikai pszicholo´gia´bo´l sza´rmaznak e´s
u´gynevezett va´laszta´si valo´sz´ınu˝se´gek meghata´roza´sa´ra szolga´lnak. Megolda´sukhoz u´j
o¨tletek szu¨kse´gesek, mert a disszerta´cio´ elso˝ ne´gy fejezete´ben haszna´lt mo´dszereket ra´juk
nem lehet alkalmazni.
A disszerta´cio´ban bemutatott eredme´nyek egy viszonylag o¨sszefu¨ggo˝ re´sze´t ke´pezik
azoknak, amelyeket a szerzo˝ az uto´bbi t´ız e´vben e´rt el. Ta´gabb e´rtelemben a disszerta´cio´
te´ma´ja´hoz tartozo´nak lehet tekinteni a szerzo˝ azon eredme´nyeit is, amelyek – a mate-
matikai pszicholo´gia´bo´l sza´rmazo´ – de egyva´ltozo´s ismeretlen fu¨ggve´nyekbo˝l o¨sszetett
fu¨ggve´nyeket tartalmazo´ egyenletekro˝l szo´lnak. Ezekre a disszerta´cio´ban helyenke´nt
utalunk, szerepelnek az irodalomjegyze´kben, de a re´szletes ta´rgyala´sukat mello˝zzu¨k.
A disszerta´cio´ban – ne´ha´ny esetto˝l eltekintve – az eredme´nyek mellett feltu¨ntetju¨k,
hogy azok melyik dolgozatbo´l illetve kito˝l sza´rmaznak. A kive´telek abbo´l ado´dnak, hogy
az illeto˝ eredme´ny a´ltala´nosan haszna´lt, de nem tudtuk mega´llap´ıtani az eredete´t vagy
pedig a ko¨zo¨lt forma´ban – tudoma´sunk szerint – ebben a dolgozatban jelenik meg elo˝szo¨r.
A disszerta´cio´ elke´sz´ıte´se sora´n e´s azt megelo˝zo˝en is sok seg´ıtse´get kaptam
3kolle´ga´imto´l, az Anal´ızis Tansze´k oktato´ito´l – ko¨zu¨lu¨k elso˝sorban Daro´czy Zolta´nto´l e´s
Pa´les Zsoltto´l – tova´bba´ Acze´l Ja´nosto´l, aki a disszerta´cio´mban szereplo˝ proble´ma´k
ko¨zu¨l to¨bbre felh´ıvta a figyelmemet e´s sza´mos esetben leheto˝ve´ tette, hogy a
megolda´sukon egyu¨tt dolgozzam vele. Mindnya´juknak ko¨szo¨no¨m. Ko¨szo¨netemet fejezem
ki a Debreceni Egyetem Matematikai Inte´zete´nek, ahol ezt az e´rtekeze´st jelento˝s anyagi
e´s erko¨lcsi ta´mogata´ssal elke´sz´ıthettem, valamint a Sze´chenyi Istva´n Kurato´riumnak,
amely o¨szto¨nd´ıja´val ha´rom e´ven a´t ta´mogatta munka´mat. Komoly seg´ıtse´get jelentett
tova´bba´ a T-030082 e´s a T-043080 sza´mu´ OTKA, valamint a 0215/2001 sza´mu´ FKFP
pa´lya´zat.
41 Konzisztens aggrega´cio´ e´s a´ltala´nos´ıtott
biszimmetria
A konzisztens aggrega´cio´ proble´ma´ja´t az ala´bbi pe´lda´n keresztu¨l vezetju¨k be. Tegyu¨k
fel hogy m darab termelo˝ mindegyike n fajta ra´ford´ıta´ssal termel, a j-edik ter-
melo˝ (maxima´lis) eredme´nye (kibocsa´ta´sa, outputja) fu¨gg az xj1, . . . , xjn ra´ford´ıta´saito´l
(inputjaito´l) (a k-adik fajta´bo´l xjk mennyise´get haszna´l fel) e´s a fu¨gge´st egy ter-
melo˝-specifikus (mikroo¨konomiai) Fj u´gynevezett termele´si fu¨ggve´ny ı´rja le (j =
1, . . . ,m; k = 1, . . . , n). O¨sszes´ıtve (aggrega´lva) a rendszer egyes termelo˝inek
F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn) termele´si eredme´nyeit egy G aggrega´lo´ fu¨ggve´ny
seg´ıtse´ge´vel kapjuk, hogy az m termelo˝bo˝l a´llo´ rendszer o¨sszes´ıtett termele´si eredme´nye
(kibocsa´ta´sa, outputja)
G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn)).
Ma´sre´szt elja´rhatunk u´gy is, hogy elo˝szo¨r az egyes ra´ford´ıta´sokat aggrega´ljuk fajta´nke´nt
(a fajta´kto´l esetleg fu¨ggo˝) G1, . . . , Gn aggrega´lo´ fu¨ggve´nyekkel, majd az ı´gy kapott
o¨sszes´ıtett G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn) ra´ford´ıta´sokbo´l sza´moljuk ki a rend-
szer termele´si eredme´nye´t egy – a rendszer ege´sze´to˝l fu¨ggo˝ – F (makroo¨konomiai) ter-
mele´si fu¨ggve´ny seg´ıtse´ge´vel, ami ekkor
F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn)).
Ha ez megegyezik az xjk va´ltozo´k minden lehetse´ges e´rte´ke´re a kora´bban kisza´molttal,
azaz
(1.1)
G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn))
= F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn)),
akkor konzisztens aggrega´cio´ro´l besze´lu¨nk. Az (1.1) egyenlet az m × n t´ıpusu´
a´ltala´nos´ıtott biszimmetria egyenlet. To¨bb ke´rde´s felveto˝dik: Mi legyen az (1.1)-ben
szereplo˝ fu¨ggve´nyek e´rtelmeze´si tartoma´nya illetve e´rte´kke´szlete ? Mely fu¨ggve´nyeket te-
kintsu¨k (1.1)-ben adottaknak illetve ismeretleneknek ? Milyen termele´si (F, F1, . . . , Fm)
illetve aggrega´lo´ (G,G1, . . . , Gn) fu¨ggve´nyek jo¨hetnek szo´ba konzisztens aggrega´cio´
sora´n? A gyakorlatban elo˝fordul, hogy ha a ra´ford´ıta´sok e´rte´ke´t pe´nzben fejezik ki,
akkor aggrega´la´skor a ko¨zo¨nse´ges o¨sszeada´st haszna´lja´k, azaz
Gk(y1, . . . , ym) = y1 + · · ·+ ym e´s G(y1, . . . , ym) = y1 + · · ·+ ym
(k = 1, . . . , n), ı´gy (1.1)-bo˝l a termele´si fu¨ggve´nyekre a to˝le sokkal egyszeru˝bb
F (x1 + · · ·+ xm) = F1(x1) + · · ·+ Fm(xm) (xj = (xj1, . . . , xjn))
u´.n. Pexider egyenlet ado´dik, amelynek a valo´s e´rte´ku˝ folytonos megolda´sai – amint az
Rado´-Baker [RB87, Corollary 3]-bo´l indukcio´val ko¨nnyen ko¨vetkezik – legfeljebb elso˝foku´
5polinomok. Ugyanakkor a gyakorlatban is haszna´lt CD (Cobb-Douglas) e´s CES (Con-
stant Elasticity of Substitution) termele´si fu¨ggve´nyek
F (z1, . . . , zn) = az
b1
1 . . . z
bn
n (z1, . . . , zn ∈ ]0,+∞[ )
illetve
F (z1, . . . , zn) = a(c1z
b
1 + · · ·+ cnzbn)1/b (z1, . . . , zn ∈ ]0,+∞[ )
alaku´ak (itt a, c1, . . . , cn pozit´ıv, b, b1, . . . , bn pedig nulla´to´l ku¨lo¨nbo¨zo˝ valo´s sza´mok), ı´gy
a CD fu¨ggve´nyekkel egya´ltala´n nem, a CES fu¨ggve´nyekkel pedig csak a b = 1 esetben
valo´s´ıthato´ meg (az o¨sszeada´ssal) konzisztens aggrega´cio´. Ebben a fejezetben – alkalmas
felte´telek mellett – megadjuk (1.1) o¨sszes megolda´sa´t, a szereplo˝ fu¨ggve´nyek e´rtelmeze´si
tartoma´nya´ro´l csak azt tesszu¨k fel, hogy nem u¨res halmazok. Hasonlo´ eredme´nyek –
amelyeket gyakran Klein-Nataf ([Kle46], [Nat48]) t´ıpusu´ te´teleknek neveznek – 1946
o´ta ismertek (la´sd pe´lda´ul van Daal-Merkies [vDM87], Green [Gre64], Acze´l [Acz97]).
Re´szletesebben itt csak a jelento˝s hata´su´ Gorman [Gor68] dolgozatro´l szo´lunk, amelyet
helyenke´nt ki kellett jav´ıtani (la´sd von Stengel, [vS93]). [Gor68]-ban az a fo˝ ke´rde´s,
hogy mikor lehet az mn va´ltozo´s ∆ fu¨ggve´nyt – alkalmas G,F1, . . . , Fm, F,G1, . . . , Gn
fu¨ggve´nyek seg´ıtse´ge´vel – egyideju˝leg fel´ırni az ala´bbi ke´t alakban
∆(x11, . . . , xmn) = G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn))
e´s
∆(x11, . . . , xmn) = F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn)).
Vila´gos, hogy ha ez a ke´tfe´le fel´ıra´s lehetse´ges, akkor teljesu¨l (1.1) is. [Gor68]-ban a
va´lasz az, hogy a ke´tfe´le fel´ıra´s – bizonyos felte´telek mellett – pontosan akkor lehetse´ges,
ha
∆(x11, . . . , xmn) = ϕ
(
m∑
j=1
n∑
k=1
βjk(xjk)
)
teljesu¨l alkalmas ϕ e´s βjk fu¨ggve´nyekkel. A konzisztens aggrega´cio´ proble´ma´ja szem-
pontja´bo´l viszont fontos lenne meghata´rozni magukat a G,G1, . . . , Gn, F, F1, . . . , Fm
fu¨ggve´nyeket is (la´sd me´g Pokropp [Pok78], [vDM87]). [Gor68]-ban e´s ke´so˝bb [vS93]-ban
is a bizony´ıta´sok halmazelme´leti e´s kombinatorikai megfontola´sokon tu´l az
F (G(x, y), z) = H(x,K(y, z))
a´ltala´nos´ıtott asszociativita´si egyenleten alapulnak e´s Acze´l [Acz66]-ra (311–313 oldal)
hivatkoznak. Itt azonban ne´ha´ny oldallal ke´so˝bb (314–315) e´s Taylor [Tay78]-ban ma´s
felte´telek mellett a
(1.2) G(F1(x11, x12), F2(x21, x22)) = F (G1(x11, x21), G2(x12, x22))
a´ltala´nos´ıtott biszimmetria egyenlet – amely (1.1) n = m = 2 specia´lis esete – is meg van
oldva. Eze´rt terme´szetesnek la´tszik az (1.2) egyenletre vonatkozo´ ismert eredme´nyt az
(1.1) egyenletre indukcio´val kiterjeszteni. Ebben a fejezetben elo˝szo¨r ezt fogjuk megtenni
e´s – ellente´tben az eml´ıtett ismert eredme´nyekkel – az (1.1)-ben szereplo˝ fu¨ggve´nyek
6e´rtelmeze´si tartoma´nyaike´nt szolga´lo´ halmazokra semmilyen rendeze´si vagy topolo´giai
jellegu˝ felte´telt nem szabunk. Az 1.1. e´s 1.2. re´szekben egy-egy megolda´sa´t adjuk az
(1.1) egyenletnek, majd az 1.3. re´szben ezekbo˝l ko¨vetkeztete´seket vonunk le a valo´s
esetre. E fejezet eredme´nyei Acze´l-Maksa [AM96b]-ben, Acze´l-Maksa-Taylor [AMT97]-
ben tova´bba´ re´szben Acze´l-Maksa [AM96a]-ban e´s Acze´l-Maksa [AM97]-ben vannak
publika´lva. Magyar nyelven a Maksa [Mak97]-ben e´s Maksa [Mak01]-ben jelentek meg
ismertete´sek az ide vonatkozo´ eredme´nyekro˝l.
1.1 A konzisztens aggrega´cio´ proble´ma´ja´nak megolda´sa
ero˝s szu¨rjektivita´s e´s injektivita´s mellett
Legyen n ∈ N (N a pozit´ıv ege´szek halmaza), legyenek A1, . . . , An nem-u¨res halma-
zok, B egy halmaz, H : A1 × · · · × An → B egy fu¨ggve´ny, 1 ≤ p ≤ n e´s ak ∈ Ak,
k ∈ {1, . . . , n} \ {p} ro¨gz´ıtett. Ekkor a
(1.3) Hp(t) = H(a1, . . . , ap−1, t, ap+1, . . . , an) (t ∈ Ap)
mo´don definia´lt Hp : Ap → B fu¨ggve´ny H egy – p-edik va´ltozo´ja szerinti – parcia´lis
fu¨ggve´nye. Nyilva´nvalo´, hogy H-nak a´ltala´ban to¨bb p-edik va´ltozo´ja szerinti parcia´lis
fu¨ggve´nye van, minden ak ∈ Ak, k ∈ {1, . . . , n} \ {p} elem (n − 1)-eshez tartozik egy.
Azt mondjuk, hogy H ero˝sen szu¨rjekt´ıv (injekt´ıv, bijekt´ıv) a p-edik va´ltozo´ja´ban, ha H
o¨sszes Hp : Ap → B parcia´lis fu¨ggve´nye szu¨rjekt´ıv (injekt´ıv, bijekt´ıv). Azaz, ba´rmely
b ∈ B e´s ak ∈ Ak, k ∈ {1, . . . , n} \ {p} esete´n le´tezik (legfeljebb egy, pontosan egy)
ap ∈ Ap u´gy, hogy Hp(ap) = b. Ennek a re´sznek a fo˝ eredme´nye annak igazola´sa
lesz, hogy ha (1.1)-ben a ku¨lso˝ G e´s F fu¨ggve´nyek minden va´ltozo´jukban ero˝sen in-
jekt´ıvek e´s a belso˝ F1, . . . , Fm, G1, . . . , Gn fu¨ggve´nyek minden va´ltozo´jukban ero˝sen
szu¨rjekt´ıvek, akkor (1.1) megolda´sai kifejezheto˝k egy alkalmas Abel csoport-mu˝velet
valamint egyva´ltozo´s bijekcio´k e´s szu¨rjekcio´k seg´ıtse´ge´vel. Elo˝szo¨r az ala´bbi ke´t lemma´t
igazoljuk.
1.1 Lemma. ([AM96b]) Legyen 2 ≤ M ∈ N, N ∈ N, Xjk nem-u¨res halmaz (j =
1, . . . ,M ; k = 1, . . . , N), (T, ∗) Abel csoport, Φ : TN → T , Ej : Xj1 × · · · × XjN → T
tetszo˝leges e´s fjk : Xjk → T szu¨rjekt´ıv (j = 1, . . . ,M ; k = 1, . . . , N). Pontosan akkor
igaz, hogy Φ az o¨sszes va´ltozo´ja´ban ero˝sen bijekt´ıv e´s
(1.4)
Φ(f11(x11) ∗ · · · ∗ fM1(xM1), . . . , f1N(x1N) ∗ · · · ∗ fMN(xMN))
= E1(x11, . . . , x1N) ∗ · · · ∗ EM(xM1, . . . , xMN)
teljesu¨l minden xjk ∈ Xjk (j = 1, . . . ,M ; k = 1, . . . , N) esete´n, ha (T, ∗)-nak vannak
olyan p1, . . . , pN automorfizmusai e´s T -nek olyan d1, . . . , dM elemei, hogy
Φ(t1, . . . , tN) = p1(t1) ∗ · · · ∗ pN(tN) ∗ d1 ∗ · · · ∗ dM e´s(1.5)
Ej(xj1, . . . , xjN) = p1
(
fj1(xj1)
) ∗ · · · ∗ pN(fjN(xjN)) ∗ dj(1.6)
minden tk ∈ T , xjk ∈ Xjk, j ∈ {1, . . . ,M} e´s k ∈ {1, . . . , N} esete´n.
7B i z o n y ı´ t a´ s. Legyen e ∈ T az egyse´gelem. Mivel fjk : Xjk → T szu¨rjekcio´, van
olyan x0jk ∈ T , hogy fjk(x0jk) = e (j = 1, . . . ,M ; k = 1, . . . , N). Legyen 1 ≤ i ≤ M
ro¨gz´ıtett e´s xjk = x
0
jk, j ∈ {1, . . . ,M} \ {i} (1.4)-ben. Mivel (T, ∗) kommutat´ıv,
(1.7) Φ
(
fi1(xi1), . . . , fiN(xiN)
)
= Ei(xi1, . . . , xiN) ∗
M∏
j=1
j 6=i
Ej(x
0
j1, . . . , x
0
jN)
minden xik ∈ Xik, k = 1, . . . , N mellett. Itt e´s a tova´bbiakban is haszna´ljuk a
M∏
j=1
sj = s1 ∗ · · · ∗ sM e´s a
M∏
j=1
j 6=i
sj =
(
M∏
j=1
sj
)
∗ s−1i
jelo¨le´seket, ha s1, . . . , sM ∈ T . (s−1i az si ∈ T elem inverze.) Legyen
qi =
 M∏
j=1
j 6=i
Ej(x
0
j1, . . . , x
0
jN)

−1
.
Ekkor (1.7)-bo˝l
(1.8) Ei(xi1, . . . , xiN) = Φ
(
fi1(xi1), . . . , fiN(xiN)
) ∗ qi
ko¨vetkezik. Ezt felhaszna´lva, (1.4)-bo˝l azt kapjuk, hogy
Φ
(
M∏
j=1
fj1(xj1), . . . ,
M∏
j=1
fjN(xjN)
)
=
M∏
j=1
Φ
(
fj1(xj1), . . . , fjN(xjN)
) ∗ M∏
j=1
qj.
Mivel fjk : Xjk → T szu¨rjekcio´, ebbo˝l
(1.9) Φ
(
M∏
j=1
tj1, . . . ,
M∏
j=1
tjN
)
=
M∏
j=1
Φ(tj1, . . . , tjN) ∗
M∏
j=1
qj
ko¨vetkezik minden tjk ∈ T (j = 1, . . . ,M ; k = 1, . . . , N) mellett. Legyen itt tjk = e, ha
3 ≤ j ≤M e´s 1 ≤ k ≤ N , legyen tova´bba´
(1.10) c = Φ(e, . . . , e)M−2 ∗
M∏
j=1
qj.
Ekkor – (1.9) szerint –
Φ(t11 ∗ t21, . . . , t1N ∗ t2N) = Φ(t11, . . . , t1N) ∗ Φ(t21, . . . , t2N) ∗ c,
ami a
(1.11) Ψ(t1, . . . , tN) = Φ(t1, . . . , tN) ∗ c
(
(t1, . . . , tN) ∈ TN
)
8defin´ıcio´val
Ψ(t11 ∗ t21, . . . , t1N ∗ t2N) = Ψ(t11, . . . , t1N) ∗Ψ(t21, . . . , t2N)
alaku´ lesz. Jo´l ismert (la´sd pe´lda´ul Acze´l-Dhombres [AD89], 46. oldal), hogy ekkor
vannak olyan pk : T → T endomorfizmusok (azaz amelyekre pk(u ∗ v) = pk(u) ∗ pk(v)
teljesu¨l minden u, v ∈ T esete´n) (k = 1, . . . , N), hogy
(1.12) Ψ(t1, . . . , tN) = p1(t1) ∗ · · · ∗ pN(tN) ((t1, . . . , tN) ∈ TN).
Mivel Φ az o¨sszes va´ltozo´ja´ban ero˝sen bijekt´ıv – (1.11) miatt – Ψ is az, eze´rt (1.12)-
bo˝l azt kapjuk, hogy pk bijekcio´ e´s ı´gy automorfizmus (k = 1, . . . , N). Ezek uta´n (1.6)
ko¨vetkezik az (1.8), (1.11) e´s (1.12) egyenlo˝se´gekbo˝l a di = c
−1 ∗ qi (i = 1, . . . , N)
defin´ıcio´val. I´gy (1.6)-bo´l, (1.4)-bo˝l, (1.12)-bo˝l c−1 = d1 ∗ · · · ∗ dM ado´dik, majd (1.11)-
bo˝l e´s (1.12)-bo˝l megkapjuk (1.5)-o¨t is.
A ford´ıtott ira´nyu´ a´ll´ıta´s sza´mola´ssal igazolhato´.
1.2 Lemma. ([AM96b]) Legyen 2 ≤ m ∈ N, 2 ≤ n ∈ N, ∅ 6= Xjk, Yj, Zk, S tetszo˝leges
halmaz, Fj : Xj1 × · · · × Xjn → Yj, Gk : X1k × · · · × Xmk → Zk (j = 1, . . . ,m;
k = 1, . . . , n), F : Z1 × · · · × Zn → S, G : Y1 × · · · × Ym → S, T = G(Y1, . . . , Ym).
Tegyu¨k fel tova´bba´, hogy Fj e´s Gk minden va´ltozo´ja´ban ero˝sen szu¨rjekt´ıv (j = 1, . . . ,m;
k = 1, . . . , n), F e´s G pedig minden va´ltozo´ja´ban ero˝sen injekt´ıv valamint teljesu¨l (1.1)
ba´rmely xjk ∈ Xjk esete´n (j = 1, . . . ,m; k = 1, . . . , n). Ekkor F : Z1 × · · · × Zn → T e´s
G : Y1 × · · · × Ym → T minden va´ltozo´jukban ero˝sen bijekt´ıv fu¨ggve´nyek.
B i z o n y ı´ t a´ s. A felte´telek miatt F (Z1, . . . , Zn) = T is teljesu¨l. Legyen 1 ≤ p ≤ n.
Igazoljuk, hogy F : Z1 × . . . ,×Zn → T a p-edik va´ltozo´ja´ban ero˝sen bijekt´ıv. Legyen
ugyanis ak ∈ Zk, k ∈ {1, . . . , n} \ {p} e´s b ∈ T . Ekkor van olyan (a1k, . . . , amk) ∈
X1k× · · ·×Xmk, hogy ak = Gk (a1k, . . . , ank), mert Gk szu¨rjekt´ıv (k ∈ {1, . . . , n} \ {p}).
Ma´sre´szt olyan (y1, . . . , ym) ∈ Y1 × · · · × Ym is van, melyre b = G(y1, . . . , ym) teljesu¨l.
Ugyanakkor az F1, . . . , Fm fu¨ggve´nyek a p-edik va´ltozo´jukban ero˝sen szu¨rjekt´ıvek , eze´rt
van olyan (a1p, . . . , amp) ∈ X1p × · · · × Xmp, hogy Fj(aj1, . . . , ajp, . . . , ajn) = yj, j =
1, . . . ,m. Eze´rt (1.1) miatt
b = G(y1, . . . , ym) = G(F1(a11, . . . , a1n), . . . , Fm(am1, . . . , amn))
= F (G1(a11, . . . , am1), . . . , Gp(a1p, . . . , amp), . . . , Gn(a1n, . . . , amn))
= F (a1, . . . , ap−1, Gp(a1p, . . . , amp), ap+1, . . . , an),
azaz F p-edik va´ltozo´ja szerinti parcia´lis fu¨ggve´nye a Gp(a1p, . . . , amp) ∈ Zp pontban
felveszi a b ∈ T e´rte´ket. I´gy F a p-edik va´ltozo´ja´ban ero˝sen szu¨rjekt´ıv. Mivel ero˝sen
injekt´ıv is, eze´rt ero˝sen bijekt´ıv. Hasonlo´an igazolhato´, hogy G is ero˝sen bijekt´ıv minden
va´ltozo´ja´ban.
Ezek uta´n, igazoljuk ennek a re´sznek a fo˝ eredme´nye´t.
91.3 Te´tel. ([AM96b]) Legyenek 2 ≤ m e´s 2 ≤ n ro¨gz´ıtett terme´szetes sza´mok, ∅ 6= Xjk,
Yj, Zk e´s S halmazok, Fj : Xj1 × · · · × Xjn → Yj, Gk : X1k × · · · × Xmk → Zk,
F : Z1×· · ·×Zn → S e´s G : Y1×· · ·×Ym → S fu¨ggve´nyek (j = 1, . . . ,m; k = 1, . . . , n).
Pontosan akkor igaz, hogy az Fj e´s Gk fu¨ggve´nyek ero˝sen szu¨rjekt´ıvek (j = 1, . . . ,m;
k = 1, . . . , n) minden va´ltozo´jukban, az F e´s G fu¨ggve´nyek ero˝sen injekt´ıvek minden
va´ltozo´jukban, tova´bba´ fenna´ll, hogy
(1.1)
G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn))
= F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn))
minden xjk ∈ Xjk esete´n (j = 1, . . . ,m; k = 1, . . . , n), ha van olyan (T, ∗) Abel csoport,
hogy T = G(Y1, . . . , Ym), tova´bba´ vannak olyan fjk : Xjk → T szu¨rjekcio´k e´s olyan
gj : Yj → T , hk : Zk → T bijekcio´k, hogy
F (z1, . . . , zn) = h1(z1) ∗ · · · ∗ hn(zn),(1.13)
G(y1, . . . , ym) = g1(y1) ∗ · · · ∗ gm(ym),(1.14)
Fj(xj1, . . . , xjn) = g
−1
j (fj1(xj1) ∗ · · · ∗ fjn(xjn))(1.15)
e´s
(1.16) Gk(x1k, . . . , xmk) = h
−1
k (f1k(x1k) ∗ · · · ∗ fmk(xmk))
teljesu¨l minden zk ∈ Zk, yj ∈ Yj e´s xjk ∈ Xjk esete´n (j = 1, . . . ,m; k = 1, . . . , n).
B i z o n y ı´ t a´ s. Az az a´ll´ıta´s, hogy az (1.13) – (1.16)-ban definia´lt fu¨ggve´nyek (1.1)
k´ıva´nt tulajdonsa´gu´ megolda´sai, sza´mola´ssal igazolhato´, eze´rt nem bizony´ıtjuk.
(i) A ford´ıtott a´ll´ıta´st elo˝szo¨r az m = 2 esetben igazoljuk, e´spedig n szerinti teljes
indukcio´val. Ha me´g n = 2 is teljesu¨l, akkor (1.1) az
(1.2) G(F1(x11, x12), F2(x21, x22)) = F (G1(x11, x21), G2(x12, x22))
egyenletbe megy a´t e´s a felte´teleink garanta´lja´k, hogy alkalmazhato´ Taylor [Tay78, The-
orem 5] eredme´nye, amely szerint igaz az a´ll´ıta´s az (m = 2 e´s) n = 2 esetben, azaz van
olyan (T, ∗) Abel csoport (T = G(Y1, Y2)) e´s vannak olyan fjk : Xjk → T szu¨rjekcio´k
e´s olyan gj : Yj → T , hk : Zk → T (j = 1, 2; k = 1, 2) bijekcio´k, hogy fenna´ll (1.13) –
(1.16), ha m = n = 2. Folytatva az n-szerinti indukcio´s bizony´ıta´st, tegyu¨k fel, hogy
n > 2 e´s igaz az a´ll´ıta´s n helyett (n− 1)-re. Az m = 2 esetben (1.1)
(1.17) G(F1(x11, . . . x1n), F2(x21, . . . x2n)) = F (G1(x11, x21), . . . , Gn(x1n, x2n))
alaku´. A felte´telek e´s az 1.2. Lemma miatt F1, F2, G1, . . . , Gn minden va´ltozo´jukban
ero˝sen szu¨rjekt´ıvek mı´g G : Y1 × Y2 → T = G(Y1, Y2) e´s F : Z1 × · · · × Zn → T =
F (Z1, . . . , Zn) minden va´ltozo´jukban ero˝sen bijekt´ıvek. Legyen ajn ∈ Xjn ro¨gz´ıtett
(j = 1, 2) e´s definia´ljuk az F˜ e´s F˜j fu¨ggve´nyeket az ala´bbiak szerint:
F˜ (z1, . . . , zn−1) = F (z1, . . . , zn−1, Gn(a1n, a2n)) (zk ∈ Zk, 1 ≤ k ≤ n− 1)
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e´s
F˜j(x1, . . . , xn−1) = Fj(x1, . . . , xn−1, ajn) (xk ∈ Xjk , 1 ≤ k ≤ n− 1; j = 1, 2).
Ekkor (1.17)-bo˝l az xjn = ajn (j = 1, 2) helyettes´ıte´s uta´n
G(F˜1(x11, . . . , x1,n−1), F˜2(x21, . . . , x2,n−1)) = F˜ (G1(x11, x21), . . . , Gn−1(x1,n−1, x2,n−1))
ado´dik, ami ugyanolyan alaku´ egyenlet, mint (1.17) csak n helyett (n − 1), Fj helyett
F˜j (j = 1, 2) e´s F helyett F˜ szerepel benne. Alkalmazhato´ az indukcio´s felte´tel, amely
szerint G e´s G1, . . . , Gn−1 ma´ris (1.14) illetve (1.16) alaku´ (itt terme´szetesen m = 2),
azaz
G(y1, y2) = g1(y1) ∗ g2(y2) (y1 ∈ Y1, y2 ∈ Y2),(1.18)
Gk(x1k, x2k) = h˜
−1
k (f˜1k(x1k) ∗ f˜2k(x2k))(1.19)
(xjk ∈ Xjk , j = 1, 2; k = 1, . . . , n− 1),
ahol f˜jk : Xjk → T = G(Y1, Y2) szu¨rjekt´ıv, gj : Yj → T e´s h˜ : Zk → T bijekt´ıv
fu¨ggve´nyek (j = 1, 2; k = 1, . . . , n − 1) e´s (T, ∗) Abel csoport. Helyettes´ıtsu¨k (1.17)-be
G (1.18) alakja´t. Ekkor
(1.20)
g1 ◦ F1(x11, . . . , x1,n−1, x1n) ∗ g2 ◦ F2(x21, . . . , x2,n−1, x2n)
= G(G1(x11, x21), . . . , Gn−1(x1,n−1, x2,n−1), Gn(x1nx2n))
(xjk ∈ Xjk , j = 1, 2; k = 1, . . . , n)
ko¨vetkezik. Legyenek ezu´ttal az ajk ∈ Xjk elemek ro¨gz´ıtettek (j = 1, 2; k = 1, . . . , n−1)
e´s definia´ljuk a h˜n e´s f˜jn fu¨ggve´nyeket (j = 1, 2) az ala´bbiak szerint:
h˜n(t) = F (G1(a11, a21), . . . , Gn−1(a1,n−1a2,n−1), t) (t ∈ Zn),(1.21)
f˜jn(x) = gj ◦ Fj(aj1, . . . , aj,n−1, x) (x ∈ Xjn , j = 1, 2).(1.22)
Mivel Fj ero˝sen szu¨rjekt´ıv az n-edik va´ltozo´ja´ban e´s gj bijekcio´ T -re, eze´rt f˜jn is
szu¨rjekcio´ T -re (j = 1, 2). Ma´sre´szt az 1.2 Lemma miatt F ero˝sen bijekt´ıv, teha´t h˜n
bijekcio´ T -re. Tova´bba´ (1.22), (1.20) e´s (1.21) miatt
f˜1n(x1n) ∗ f˜2n(x2n) = g1 ◦ F1(a11, . . . , a1,n−1, x1n) ∗ g2 ◦ F2(a21, . . . , a2,n−1, x2n)
= F (G1(a11, a21), . . . , Gn−1(a1,n−1, a2,n−1), Gn(x1n, x2n))
= h˜n ◦Gn(x1n, x2n),
azaz
(1.23) Gn(x1n, x2n) = h˜
−1
n
(
f˜1n(x1n) ∗ f˜2n(x2n)
)
(xjn ∈ Xjn , j = 1, 2).
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Ezek uta´n helyettes´ıtsu¨k (1.20)-ba a Gk fu¨ggve´nyek (1.19)-ben illetve (1.23)-ban
megadott alakja´t. Ekkor azt kapjuk, hogy
(1.24)
g1 ◦ F1(x11, . . . , x1n) ∗ g2 ◦ F2(x21, . . . , x2n)
= F
(
h˜−11
(
f˜11(x11) ∗ f˜21(x21)
)
, . . . , f˜−1n
(
f˜1n(x1n) ∗ f˜2n(x2n)
))
minden xjk ∈ Xjk mellett (j = 1, 2; k = 1, . . . , n). Ez egy (1.4) alaku´ egyenlet, amelyre
alkalmazhato´ az 1.1. Lemma. Valo´ban, legyen M = 2, N = n tova´bba´
Ψ(t1, . . . , tN) = F
(
h˜−11 (t1), . . . , h˜
−1
N (tN)
)
(tk ∈ T, k = 1, . . . , N),
Ej(x1, . . . , xN) = gj ◦ Fj(x1, . . . , xN) (xk ∈ Xjk, j = 1, 2; k = 1, . . . , N).
Ekkor (1.24) e´ppen az (1.4) egyenlet, e´s az 1.1. Lemma to¨bbi felte´tele is teljesu¨l, ı´gy
(T, ∗)-nak vannak olyan p1, . . . , pn automorfizmusai e´s vannak olyan d1, d2 ∈ T elemek,
hogy
(1.25) Fj(x1, . . . , xn) = g
−1
j
(
n∏
k=1
pk ◦ f˜jk(xk) ∗ dj
)
e´s
(1.26) F (z1, . . . , zn) =
n∏
k=1
pk ◦ h˜k(zk) ∗ d1 ∗ d2
minden xk ∈ Xjk e´s zk ∈ Zk esete´n (k = 1, . . . , n; j = 1, 2). Most ma´r csak ne´ha´ny
u´jabb jelo¨le´st kell bevezetni: legyen
h1(z1) = p1 ◦ h˜1(z1) ∗ d1 ∗ d2 e´s hk(zk) = pk ◦ h˜k(zk) (2 ≤ k ≤ n),(1.27)
fj1(x1) = p1 ◦ fj1(x1) ∗ dj e´s fjk(xk) = pk ◦ f˜jk(xk) (2 ≤ k ≤ n)(1.28)
(zk ∈ Zk , xk ∈ Xjk , k = 1, . . . , n; j = 1, 2). Nyilva´nvalo´, hogy ekkor hk : Zk → T
bijekcio´, fjk : Xjk → T szu¨rjekcio´ (k = 1, . . . , n; j = 1, 2) e´s (1.25)-bo˝l illetve (1.26)-bo´l
ko¨vetkezik (1.15) (az m = 2 esetben) illetve (1.13). Ve´gu¨l felhaszna´lva (1.27)-et kapjuk,
hogy
h˜−11 (t) = h
−1
1 (p1(t) ∗ d1 ∗ d2) e´s h˜−1k (t) = h−1k ◦ pk(t) (2 ≤ k ≤ n).
Eze´rt (1.19)-bo˝l illetve (1.23)-bo´l – (1.28)-at, valamint azt figyelembe ve´ve, hogy pk
automorfizmus – ado´dik, hogy
G1(x1, x2) = h˜
−1
1 ◦
(
f˜11(x1) ∗ f˜21(x2)
)
= h−11
(
p1(f˜11(x1) ∗ f˜21(x2)) ∗ d1 ∗ d2
)
= h−11
(
p1 ◦ f˜11(x1) ∗ p1 ◦ f˜21(x2) ∗ d1 ∗ d2
)
= h−11 (f11(x1) ∗ f21(x2)),
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illetve
Gk(x1, x2) = h
−1
k
(
pk(f˜1k(x1) ∗ f˜2k(x2))
)
= h−1k
(
pk ◦ f˜1k(x1) ∗ pk ◦ f˜2k(x2)
)
= h−1k
(
f1k(x1) ∗ f2k(x2)
)
,
ha 2 ≤ k ≤ n. Ezzel igazoltuk az a´ll´ıta´st m = 2 e´s 2 ≤ n ∈ N esete´n.
(ii) Most m-szerinti teljes indukcio´val igazoljuk az a´ll´ıta´st tetszo˝leges 2 ≤ m ∈ N e´s
2 ≤ n ∈ N mellett. A bizony´ıta´s (i) re´sze´ben megmutattuk, hogy igaz az a´ll´ıta´s, ha
m = 2. Legyen teha´t (ro¨gz´ıtett n mellett) m > 2 e´s tegyu¨k fel, hogy igaz az a´ll´ıta´s m
helyett (m− 1)-re. Legyen amk ∈ Xmk ro¨gz´ıtett (k = 1, . . . , n),
G˜(y1, . . . , ym−1) = G(y1, . . . , ym−1, Fm(am1, . . . , amn)) (yj ∈ Yj, 1 ≤ j ≤ m− 1)
e´s
G˜k(x1, . . . , xm−1) = Gk(x1, . . . , xm−1, amk) (xj ∈ Xjk, 1 ≤ j ≤ m− 1; 1 ≤ k ≤ n).
Ekkor (1.1)-bo˝l
(1.29)
G˜
(
F1(x11, . . . , x1n), . . . , Fm−1(xm−1,1, . . . , xm−1,n)
)
= F
(
G˜1(x11, . . . , xm−1,1), . . . , G˜n(x1n, . . . , xm−1,n)
)
ko¨vetkezik (xjk ∈ Xjk, 1 ≤ j ≤ m − 1; 1 ≤ k ≤ n). Alkalmazhato´ az indukcio´s felte´tel
e´s azt kapjuk, hogy F, F1, . . . , Fm−1 (1.13), illetve (1.15) alaku´, azaz
F (z1, . . . , zn) = h˜1(x1) ∗ · · · ∗ h˜n(zn) (zk ∈ Zk , 1 ≤ k ≤ n),(1.30)
Fj(xj1, . . . , xjn) = g˜
−1
j
(
f˜j1(xj1) ∗ · · · ∗ f˜jn(xjn)
)
(1.31)
(xjk ∈ Xjk, 1 ≤ k ≤ n; 1 ≤ j ≤ m− 1),
ahol f˜jk : Xjk → T szu¨rjekt´ıv, g˜j : Yj → T e´s h˜k : Zk → T bijekt´ıv (1 ≤ j ≤ m − 1;
1 ≤ k ≤ n) e´s (T, ∗) Abel csoport. I´rjuk be (1.1)-be F (1.30) alakja´t. Ekkor
(1.32)
G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn))
= h˜1 ◦G1(x11, . . . , xm1) ∗ · · · ∗ h˜m ◦Gn(x1n, . . . , xmn)
ado´dik minden xjk ∈ Xjk esete´n (1 ≤ j ≤ m; 1 ≤ k ≤ n). Ro¨gz´ıtsu¨k ezu´ttal az ajk ∈ Xjk
elemeket (1 ≤ j ≤ m− 1; 1 ≤ k ≤ n) e´s definia´ljuk a g˜ e´s f˜mk fu¨ggve´nyeket az ala´bbiak
szerint:
g˜m(t) = G(F1(a11, . . . , a1n), . . . , Fm−1(am−1, . . . , am−1,n), t) (t ∈ Ym),(1.33)
f˜mk(x) = h˜k ◦Gk(a1k, . . . , am−1,k, x) (x ∈ Xmk, 1 ≤ k ≤ n).(1.34)
13
A felte´telek miatt f˜mk : Xmk → T szu¨rjekcio´ (1 ≤ k ≤ n) e´s g˜m : Ym → T bijekcio´ (az
1.2. Lemma miatt ugyanis G ero˝sen bijekt´ıv az utolso´ va´ltozo´ja´ban). Tova´bba´ (1.32)-bo˝l,
(1.33)-bo´l e´s (1.34)-bo˝l az xjk = ajk (1 ≤ j ≤ m− 1; 1 ≤ k ≤ n) helyettes´ıte´ssel
(1.35) Fm(xm1, . . . , xmn) = g˜
−1
m
(
f˜m1(xm1) ∗ · · · ∗ f˜mn(xmn)
)
ko¨vetkezik minden xmk ∈ Xmk (1 ≤ k ≤ n) esete´n. I´rjuk most be (1.1)-be F (1.30) e´s
Fj (1.31) illetve (1.35) alakja´t. Ekkor azt kapjuk, hogy
G
(
g˜−11 (f˜11(x11) ∗ · · · ∗ f˜1n(x1n)), . . . , g−1m (f˜m1(xm1) ∗ · · · ∗ f˜mn(xmn))
)
= h˜1 ◦G1(x11, . . . , xm1) ∗ · · · ∗ h˜m ◦Gn(x1n, . . . , xmn)
fenna´ll minden xjk ∈ Xjk (1 ≤ j ≤ m; 1 ≤ k ≤ n) mellett. Ez isme´t egy (1.4) t´ıpusu´
egyenlet, amelyre teljesu¨lnek az 1.1. Lemma felte´telei. Eze´rt
(1.36) Gk(x1, . . . , xm) = h˜
−1
k
(
m∏
j=1
pj ◦ f˜jk(xj) ∗ ck
)
e´s
(1.37) G(y1, . . . , yn) =
n∏
j=1
pj ◦ g˜j(yj) ∗ c1 ∗ · · · ∗ cn
teljesu¨l T alkalmas p1, . . . , pm automorfizmusaival e´s c1, . . . , cn elemeivel minden xj ∈ Xjk
e´s yj ∈ Yj mellett (1 ≤ j ≤ m; 1 ≤ k ≤ n). Definia´ljuk az ala´bbi fu¨ggve´nyeket:
(1.38)
h1(z) = h˜1(z) ∗ c2 ∗ · · · ∗ cn, hk(z) = h˜k(z) ∗ c−1k (2 ≤ k ≤ n),
g1(y) = p1 ◦ g˜1(y) ∗ c1 ∗ · · · ∗ cn, gj(y) = pj ◦ g˜j(y) (2 ≤ j ≤ m)
(z ∈ Zk, y ∈ Yj)
e´s
(1.39)
f11(x) = p1 ◦ f˜11(x) ∗ c1 ∗ · · · ∗ cn,
fjk(x) = pj ◦ f˜jk(x), ha j + k > 2; 1 ≤ j ≤ m; 1 ≤ k ≤ n (x ∈ Xjk).
Nyilva´nvalo´, hogy a hk : Zk → T e´s gj : Yj → T fu¨ggve´nyek bijekcio´k, fjk : Xjk → T
pedig szu¨rjekcio´ (1 ≤ j ≤ m; 1 ≤ k ≤ n), tova´bba´ (1.36)-bo´l, (1.38)-bo´l e´s (1.39)-bo˝l
ko¨vetkezik (1.16), mert:
G1(x11. . . . , xm1) = h˜
−1
1
(
m∏
j=1
pj ◦ f˜j1(xj1) ∗ c1
)
= h−11
(
m∏
j=1
pj ◦ f˜j1(xj1) ∗ c1 ∗ · · · ∗ cn
)
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= h−11
(
f11(x11) ∗ f21(x21) ∗ · · · ∗ fm1(xm1)
)
,
illetve 2 ≤ k ≤ n esete´n
Gk(x1k, . . . , xmk) = h˜
−1
k
(
m∏
j=1
pj ◦ f˜jk(xjk) ∗ ck
)
= h−1k
(
m∏
j=1
pj ◦ f˜jk(xjk) ∗ c−1k ∗ ck
)
= h−1k
(
m∏
j=1
fjk(xjk)
)
.
Ve´gu¨l (1.30)-bo´l illetve (1.37)-bo˝l (1.38) alapja´n ko¨nnyen ko¨vetkezik (1.13) illetve (1.14),
mı´g (1.15) (1.31)-bo˝l illetve (1.35)-bo˝l ado´dik – (1.38) e´s (1.39) figyelembeve´tele´vel:
F1(x1, . . . , xn) = g
−1
1
(
n∏
k=1
p1 ◦ f˜1k(xk) ∗ c1 · · · ∗ cn
)
= g−11 (f11(x1) ∗ · · · ∗ f1n(xn)),
illetve a 2 ≤ j ≤ m esetben
Fj(x1, . . . , xn) = g
−1
j ◦ pj
(
n∏
k=1
f˜jk(xk)
)
= g−1j
(
n∏
j=1
pj ◦ f˜jk(xk)
)
= g−1j
(
n∏
j=1
fjk(xk)
)
.
1.2 A konzisztens aggrega´cio´ proble´ma´ja´nak megoda´sa
gyenge szu¨rjektivita´s e´s ero˝s injektivita´s mellett
Legyen n ∈ N, legyenek A1, . . . , An nem-u¨res halmazok, B egy halmaz, H :
A1 × · · · × An → B egy fu¨ggve´ny e´s 1 ≤ p ≤ n. Azt mondjuk, hogy H gyenge´n
szu¨rjekt´ıv a p-edik va´ltozo´ja´ban, ha le´teznek olyan ak ∈ Ak, k ∈ {1, . . . , n}\{p} elemek,
hogy az (1.3) mo´don definia´lt Hp : Ap → B fu¨ggve´ny szu¨rjekt´ıv. Nyilva´nvalo´, hogy
a p-edik va´ltozo´jukban ero˝sen szu¨rjekt´ıv fu¨ggve´nyek a p-edik va´ltozo´jukban gyenge´n
szu¨rjekt´ıvek is. Azt mondjuk tova´bba´, hogy b ∈ B ele´rheto˝ eleme H-nak, ha minden
1 ≤ p ≤ n e´s minden ak ∈ Ak, k ∈ {1, . . . , n} \ {p} esete´n van olyan cp ∈ Ap, hogy
H(a1, . . . , ap−1, cp, ap+1, . . . , an) = b. Az is nyilva´nvalo´, hogy ha H minden va´ltozo´ja´ban
ero˝sen szu¨rjekt´ıv, akkor B minden eleme ele´rheto˝ eleme H-nak. Van viszont olyan
fu¨ggve´ny, amely minden va´ltozo´ja´ban gyenge´n szu¨rjekt´ıv, van ele´rheto˝ eleme is, de
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egyetlen va´ltozo´ja´ban sem ero˝sen szu¨rjekt´ıv. Legyen pe´lda´ul d a Dirichlet fu¨ggve´ny,
azaz
d(x) =
1, ha x ∈ Q0, ha x ∈ R \Q
(Q a raciona´lis sza´mok halmaza) e´s H(x, y) = d(x)d(y), (x, y) ∈ R2. Ekkor A1 =
A2 = R, B = {0, 1}. H mindke´t va´ltozo´ja´ban gyenge´n szu¨rjekt´ıv, mert H(x, 1) = d(x)
e´s H(1, y) = d(y) (x, y ∈ R), 0 ∈ B H-nak ele´rheto˝ eleme de H(x,√2 ) = 0,
x ∈ R illetve H(√2, y) = 0, y ∈ R miatt sem az elso˝ sem a ma´sodik va´ltozo´ja´ban
nem ero˝sen szu¨rjekt´ıv. Ebben a re´szben azt fogjuk igazolni, hogy (1.1)-ben a belso˝
fu¨ggve´nyek ero˝s szu¨rjektivita´sa gyenge szu¨rjektivita´ssal e´s ele´rheto˝ elem le´teze´se´vel
helyettes´ıtheto˝. Az elo˝zetes eredme´nyek megfogalmaza´sa´hoz szu¨kse´gu¨nk van me´g ke´t
fogalomra. Legyenek U , V e´s W halmazok. Azt mondjuk, hogy a H : U × V → W
fu¨ggve´ny eleget tesz a Reidemeister felte´telnek (la´sd Taylor [Tay75], Acze´l [Acz65]),
ha abbo´l hogy u1, u2, u3, u4 ∈ U , v1, v2, v3, v4 ∈ V tova´bba´ H(u1, v2) = H(u2, v1),
H1(u1, v4) = H(u2, v3) e´s H(u3, v2) = H(u4, v1) ko¨vetkezik, hogy H(u3, v4) = H(u4, v3).
Ha egy H : U × V → W fu¨ggve´ny eleget tesz a Reidemeister felte´telnek, akkor azt
mondjuk, hogy H egy R-fu¨ggve´ny. Az R-fu¨ggve´nyekkel kapcsolatban ismert Taylor
ala´bbi eredme´nye:
1.4 Lemma. ([Tay75]) Legyen H : U × V → W egy R-fu¨ggve´ny. Ha H valamelyik
va´ltozo´ja´ban gyenge´n szu¨rjekt´ıv e´s H-nak van ele´rheto˝ eleme W -ben, akkor vannak olyan
f : U → W , g : V → W szu¨rjekcio´k e´s van olyan (W, ∗), csoport , hogy
H(u, v) = f(u) ∗ g(v) ((u, v) ∈ U × V ).
Ezt felhaszna´lva igazolhato´ az ala´bbi lemma:
1.5 Lemma. ([AMT97]) Legyenek az Fj, Gk, F e´s G fu¨ggve´nyek u´gy definia´lva, mint
az 1.3. Te´telben e´s tegyu¨k fel, hogy fenna´ll (1.1) minden xjk ∈ Xjk esete´n (1≤ j ≤ m;
1≤ k≤n). Tegyu¨k fel tova´bba´, hogy F e´s G minden va´ltozo´ja´ban ero˝sen injekt´ıv e´s
mindegyik Fj e´s Gk fu¨ggve´nynek van ele´rheto˝ eleme Yj-ben illetve Zk-ban (1 ≤ j ≤ m;
1 ≤ k ≤ n). Ekkor ba´rhogyan is ro¨gz´ıtsu¨k Fj e´s Gk (m− 2) illetve (n− 2) va´ltozo´ja´t, az
ı´gy kapott ke´tva´ltozo´s fu¨ggve´nyek mind R-fu¨ggve´nyek (1 ≤ j ≤ m; 1 ≤ k ≤ n).
B i z o n y ı´ t a´ s. Legyen j ∈ {1, . . . ,m} ro¨gz´ıtett, 1 ≤ s < t ≤ n pedig ke´t ro¨gz´ıtett
terme´szetes sza´m, ak ∈ Xjk, k ∈ {1, . . . , n} \ {s, t} e´s
(1.40) F stj (xs, xt) = Fj(a1, . . . , as−1, xs, as+1, . . . , at−1, xt, at+1, . . . , an),
ha (xs, xt) ∈ Xjs×Xjt. Igazolni fogjuk, hogy F stj R-fu¨ggve´ny. Legyen eze´rt u1, u2, u3, u4 ∈
Xjs e´s v1, v2, v3, v4 ∈ Xjt, tova´bba´ tegyu¨k fel, hogy
(1.41) F stj (u1, v2) = F
st
j (u2, v1), F
st
j (u1, v4) = F
st
j (u2, v3), F
st
j (u3, v2) = F
st
j (u4, v1).
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Haszna´ljuk fel elo˝szo¨r (1.41) elso˝ egyenlo˝se´ge´t (1.1) baloldala´n. (1.1) megfelelo˝ jobbol-
dalainak egyenlo˝se´ge´bo˝l
(1.42)
F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u1, . . . , xms),
. . . , Gt(x1t, . . . , v2, . . . , xmt), . . . , Gn(x1n, . . . , an, . . . , xmn)
)
= F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u2, . . . , xms),
. . . , Gt(x1t, . . . , v1, . . . , xmt), . . . , Gn(x1n, . . . , an, . . . , xmn)
)
ko¨vetkezik. Hasonlo´an, (1.41) ma´sodik egyenlo˝se´ge´bo˝l e´s (1.1)-bo˝l
(1.43)
F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u1, . . . , xms),
. . . , Gt(x1t, . . . , v4, . . . , xmt), . . . , Gn(x1m, . . . , an, . . . , xmn)
)
= F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u2, . . . , xms),
. . . , Gt(x1t, . . . , v3, . . . , xmt), . . . , Gn(x1n, . . . , an, . . . , xmn)
)
ado´dik minden xjk ∈ Xjk (j ∈ {1, . . . ,m}, k ∈ {1, . . . , n} \ {s, t}) esete´n.
A (1.42) e´s (1.43) egyenlo˝se´gek baloldalai csupa´n a Gt(x1t, . . . , v2, . . . , xmt) e´s
Gt(x1t, . . . , v4, . . . , xmt) tagokban ku¨lo¨nbo¨zhetnek egyma´sto´l. Megmutatjuk, hogy az xjt
va´ltozo´k alkalmas e´rte´keire ezek egyenlo˝ek. Legyen p ∈ {1, . . . ,m}\{j} e´s legyen b ∈ Zt
a Gt fu¨ggve´ny ele´rheto˝ eleme. Legyen tova´bba´ bkt ∈ Xkt (k ∈ {1, . . . , n} \ {j, p}). Ekkor
– az ele´rheto˝ elem defin´ıcio´ja szerint – van olyan bpt ∈ Xpt, hogy
Gt(b1t, . . . , v2, . . . , bpt, . . . , bmt) = b,
azaz v2-ho¨z vannak olyan bit ∈ Xit (i ∈ {1, . . . , n} \ {j}) elemek, hogy
(1.44) Gt(b1t, . . . , v2, . . . , bmt) = b.
Hasonlo´an igazolhato´, hogy v4-hez vannak olyan cit ∈ Xit (i ∈ {1, . . . , n} \ {j}) elemek,
hogy
Gt(c1t, . . . , v4, . . . , cmt) = b.
Eze´rt (1.44)-bo˝l
(1.45) Gt(b1t, . . . , v2, . . . , bmt) = Gt(c1t, . . . , v4, . . . , cmt)
ko¨vetkezik. Haszna´ljuk ezt fel u´gy, hogy legyen elo˝szo¨r (1.42)-ben xjt = bjt (j ∈
{1, . . . ,m} \ {s}), majd (1.43)-ban xjt = cjt (j ∈ {1, . . . ,m} \ {s}). Ekkor (1.42) e´s
(1.43) ı´gy kapott baloldalainak egyenlo˝se´ge´bo˝l a megfelelo˝ jobboldalak egyenlo˝se´ge, azaz
F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u2, . . . , xms), . . . , Gt(b1t, . . . , v1, . . . , bmt),
. . . , Gn(x1n, . . . , an, . . . , xmn)
)
= F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u2, . . . , xms), . . . , Gt(x1t, . . . , v3, . . . , xmt),
. . . , Gn(x1n, . . . , an, . . . , xmn)
)
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ko¨vetkezik. F azonban a t-edik va´ltozo´ja´ban ero˝sen injekt´ıv, ı´gy
(1.46) Gt(b1t, . . . , v1, . . . , bmt) = Gt(c1t, . . . , v3, . . . , cmt).
Haszna´ljuk most fel (1.41) harmadik egyenlete´t e´s (1.1)-et valamint az (1.40) defin´ıcio´t.
Ekkor
F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u3, . . . , xms), . . . , Gt(x1t, . . . , v2, . . . , xmt),
. . . , Gn(x1n, . . . , an, . . . , xmn)
)
= F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u4, . . . , xms), . . . , Gt(x1t, . . . , v1, . . . , xmt),
. . . , Gn(x1n, . . . , an, . . . , xmn)
)
ko¨vetkezik. Legyen itt xit = bit (i 6= j). I´gy
(1.47)
F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u3, . . . , xms),
. . . , Gt(b1t, . . . , v2, . . . , bmt), . . . , Gn(x1n, . . . , an, . . . , xmn)
)
= F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u4, . . . , xms),
. . . , Gt(b1t, . . . , v1, . . . , bmt), . . . , Gn(x1n, . . . , an, . . . , xmn)
)
ado´dik. Figyelembe ve´ve (1.45)-o¨t e´s (1.46)-ot, az (1.47) egyenletbo˝l
F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u3, . . . , xms), . . . , Gt(c1t, . . . , v4, . . . , cmt),
. . . , Gn(x1n, . . . , an, . . . , xmn)
)
= F
(
G1(x11, . . . , a1, . . . , xm1), . . . , Gs(x1s, . . . , u4, . . . , xms),
. . . , Gt(c1t, . . . , v3, . . . , cmt), . . . , Gn(x1n, . . . , an, . . . , xmn)
)
ko¨vetkezik. Innen az (1.1) egyenlet alapja´n azt kapjuk, hogy
G
(
F1(x11, . . . , x1s, . . . , c1t, . . . , x1n), . . . , F
st
j (u3, v4),
. . . , Fm(xm1, . . . , xms, . . . , cmt, . . . , xmn)
)
= G
(
F1(x11, . . . , x1s, . . . , c1t, . . . , x1m), . . . , F
st
j (u4, v3),
. . . , Fm(xm1, . . . , xms, . . . , cmt, . . . , xmn)
)
.
Eze´rt – G j-edik va´ltozo´ja´ban valo´ ero˝s injektivita´sa´bo´l – F stj (u3, v4) = F
st
j (u4, v3)
ko¨vetkezik, ı´gy F stj R-fu¨ggve´ny. Hasonlo´an bizony´ıthato´ az a´ll´ıta´s Fj helyett Gk-ra
is.
Most ma´r igazoljuk ennek a re´sznek a fo˝ eredme´nye´t, amely az 1.3. Te´tel
a´ltala´nos´ıta´sa.
1.6 Te´tel. ([AMT97]) Legyenek 2 ≤ m e´s 2 ≤ n ro¨gz´ıtett terme´szetes sza´mok, ∅ 6= Xjk,
Yj, Zk e´s S halmazok, Fj : Xj1 × · · · × Xjn → Yj, Gk : X1k × · · · × Xmk → Zk,
F : Z1 × · · · × Zn → S e´s G : Y1 × · · · × Ym → S fu¨ggve´nyek (j = 1, . . . ,m; k =
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1, . . . , n). Pontosan akkor igaz, hogy minden Fj e´s Gk fu¨ggve´nynek van ele´rheto˝ eleme
Yj-ben illetve Zk-ban, Fj e´s Gk gyenge´n szu¨rjekt´ıv valamelyik va´ltozo´ja´ban (j = 1, . . . ,m;
k = 1, . . . , n), F e´s G ero˝sen injekt´ıv minden va´ltozo´ja´ban, tova´bba´
(1.1)
G
(
F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn)
)
= F
(
G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn)
)
fenna´ll minden xjk ∈ Xjk esete´n (j = 1, . . . ,m; k = 1, . . . , n), ha van olyan (T, ∗) Abel
csoport , hogy T = G(Y1, . . . , Ym), tova´bba´ vannak olyan fjk : Xjk → T szu¨rjekcio´k
e´s olyan gj : Yj → T , hk : Zk → T bijekcio´k, amelyekre teljesu¨lnek az (1.13) – (1.16)
egyenlo˝se´gek minden zk ∈ Zk, yj ∈ Yj e´s xjk ∈ Xjk mellett (j = 1, . . . ,m; k = 1, . . . , n).
B i z o n y ı´ t a´ s. Az 1.3. Te´tel miatt elegendo˝ azt bela´tni, hogy ha minden Fj e´s Gk
fu¨ggve´nynek van ele´rheto˝ eleme e´s mindegyik valamely va´ltozo´ja´ban gyenge´n szu¨rjekt´ıv
e´s teljesu¨l (1.1), akkor Fj e´s Gk minden va´ltozo´ja´ban ero˝sen szu¨rjekt´ıv (j = 1, . . . ,m;
k = 1, . . . , n). Tegyu¨k fel elo˝szo¨r, hogy Fj gyenge´n szu¨rjekt´ıv a q-adik va´ltozo´ja´ban,
azaz vannak olyan ak ∈ Xjk (k ∈ {1, . . . , n} \ {q}) elemek, hogy az
xq 7→ Fj(a1, . . . , aq−1, xq, aq+1, . . . , an) (xq ∈ Xjq)
fu¨ggve´ny e´rte´kke´szlete Yj. Legyen r ∈ {1, . . . , n}\{q} e´s tegyu¨k fel pe´lda´ul, hogy q < r.
Ekkor az 1.5. Lemma miatt az
(1.48) F qrj (xq, xr) = Fj(a1, . . . , aq−1, xq, aq+1, . . . , ar−1, xr, ar+1, . . . , an)
(xq ∈ Xjq, xr ∈ Xjr) mo´don definia´lt F qrj fu¨ggve´ny R-fu¨ggve´ny. Ma´sre´szt F qrj gyenge´n
szu¨rjekt´ıv az elso˝ va´ltozo´ja´ban e´s van ele´rheto˝ eleme is, amelyet Fj-to˝l o¨ro¨ko¨lt. Eze´rt az
1.4. Lemma alapja´n azt kapjuk, hogy van olyan f : Xjq → Yj e´s g : Xjr → Yj szu¨rjekcio´
e´s olyan (Yj, ∗) csoport, hogy
F qrj (xq, xr) = f(xq) ∗ g(xr) (xq ∈ Xjq, xr ∈ Xjr).
Most megmutatjuk, hogy F qrj ero˝sen szu¨rjekt´ıv az elso˝ va´ltozo´ja´ban. Legyen ugyanis
a ∈ Xjr e´s y ∈ Yj. Mivel y ∗ g(a)−1 ∈ Yj e´s f : Xjq → Yj szu¨rjekcio´, eze´rt van olyan
xq ∈ Xjq, hogy f(xq) = y ∗ g(a)−1. I´gy
F qrj (xq, a) = f(xq) ∗ g(a) =
(
y ∗ g(a)−1) ∗ g(a) = y.
Hasonlo´an kapjuk, hogy F qrj a ma´sodik va´ltozo´ja´ban is ero˝sen szu¨rjekt´ıv. Eze´rt fi-
gyelembe ve´ve (1.48)-at – Fj gyenge´n szu¨rjekt´ıv az r-edik va´ltozo´ja´ban, ha q < r. Ha-
sonlo´an igazolhato´, hogy Fj gyenge´n szu¨rjekt´ıv az r-edik va´ltozo´ja´ban akkor is, ha r < q.
Nyilva´nvalo´, hogy Fj a q-adik e´s ı´gy minden va´ltozo´ja´ban gyenge´n szu¨rjekt´ıv, ami az
elo˝zo˝ek szerint azt eredme´nyezi, hogy F qrj ero˝sen szu¨rjekt´ıv mindke´t va´ltozo´ja´ban min-
den q, r ∈ {1, . . . , n}, q 6= r esete´n. Most azt fogjuk igazolni, hogy Fj ero˝sen szu¨rjekt´ıv
az i-edik va´ltozo´ja´ban ba´rmely 1 ≤ i ≤ n mellett. Mivel Fj gyenge´n szu¨rjekt´ıv az i-edik
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va´ltozo´ja´ban, vannak olyan as ∈ Xjs (s ∈ {1, . . . , n} \ {i}) elemek, hogy minden y ∈ Yj
esete´n
Fj(a1, . . . , ai−1, x1, ai+1, . . . , an) = y
teljesu¨l valamely x1 ∈ Xji mellett. Legyen bs ∈ Xjs, (s ∈ {1, . . . , n}\{i}) tetszo˝leges. Az
elo˝bb mega´llap´ıtottuk, hogy (to¨bbek ko¨zo¨tt) F 1ij mindke´t va´ltozo´ja´ban ero˝sen szu¨rjekt´ıv,
eze´rt F 1ij (a1, x1) = F
1i
j (b1, x2)valamely x2 ∈ Xji mellett e´s ı´gy
Fj(b1, a2, . . . , ai−1, x2, ai+1, . . . , an) = y.
Folytassuk ezt az elja´ra´st u´gy, hogy az as elemeket rendre csere´lju¨k ki a bs elemekre
(s 6= i) valamint az xs elemet xs+1-re, ha s < i e´s xs−1-re ha s > i mindaddig, amı´g meg
nem kapjuk, hogy
Fj(b1, . . . , bi−1, xn, bi+1, . . . , bn) = y,
ami igazolja, hogy Fj ero˝sen szu¨rjekt´ıv az i-edik va´ltozo´ja´ban e´s ı´gy – mivel 1 ≤ i ≤ n
tetszo˝leges volt – minden va´ltozo´ja´ban. Hasonlo´an bizony´ıthato´, hogy Gk is ero˝sen
szu¨rjekt´ıv minden va´ltozo´ja´ban.
1.3 Egye´rtelmu˝se´g, ko¨vetkeztete´sek a valo´s esetre
Az elo˝zo˝ ke´t re´szben a konzisztens aggrega´cio´ alapproble´ma´ja´ra, hogy tudniillik mi-
lyen termele´si e´s aggrega´lo´ fu¨ggve´nyek jo¨hetnek szo´ba az elja´ra´sna´l, tetszo˝leges nem-
u¨res halmazok esete´ben adtunk egy-egy megolda´st. A te´mako¨rben tova´bbi ke´rde´s
azonban az, hogy adott termele´si fu¨ggve´nyekhez (mint pl. a bevezete´sben definia´lt
CD e´s CES fu¨ggve´nyek) milyen aggrega´lo´ fu¨ggve´nyek tartoznak, amelyekkel az agg-
rega´cio´ konzisztens. Az eml´ıtett (CD, CES) termele´si fu¨ggve´nyek va´ltozo´i pozit´ıv
sza´mok, a fu¨ggve´nyek maguk pedig folytonosak e´s minden va´ltozo´jukban szigoru´an
monotonak. A CD fu¨ggve´nyek minden va´ltozo´jukban ero˝sen bijekt´ıvek, ı´gy ra´juk alkal-
mazhato´ az 1.3. Te´tel. A CES fu¨ggve´nyek azonban egyetlen va´ltozo´jukban sem gyenge´n
szu¨rjekt´ıvek, ı´gy ra´juk me´g az 1.6. Te´tel sem alkalmazhato´ ko¨zvetlenu¨l. Ebben a re´szben
ezekkel a ke´rde´sekkel foglalkoztunk, elo˝szo¨r azonban az (1.13) – (1.16) elo˝a´ll´ıta´sok
egye´rtelmu˝se´ge´t vizsga´ljuk.
Az (1.1) egyenlet o¨sszes – az 1.3. illetve 1.6. Te´telekben szereplo˝ – megolda´sa
(1.49) (x1, . . . , xM) 7→ h
(
f1(x1) ∗ · · · ∗ fM(xM)
) (
(x1, . . . , xM) ∈ X1 × · · · ×Xm
)
alaku´, ahol fj : Xj → T szu¨rjekcio´ (j = 1, . . . ,M), h : T → Z bijekcio´, (T, ∗) Abel
csoport, Z pedig egy alkalmas halmaz (maga T az (1.13) – (1.14) esetben e´s ekkor h
T identikus fu¨ggve´nye, e´s Yj illetve Zk az (1.15) illetve (1.16) esetben). Tegyu¨k fel,
hogy (1.1) valamely megolda´sa (a G, Fj, F , Gk fu¨ggve´nyek ko¨zu¨l valamelyik) (1.49) e´s
(x1, . . . , xM) 7→ h˜
(
f˜1(x1), . . . , f˜M(xM)), (x1, . . . , xM) ∈ X1 × · · · ×XM alaku´ is. Ekkor
h(f1(x1) ∗ · · · ∗ fM(xm)) = h˜
(
f˜1(x1) ∗ · · · ∗ f˜M(xM)
) (
(x1, . . . , xM) ∈ X1 × · · · ×XM
)
,
ami a Φ = h˜−1 ◦ h defin´ıcio´val
Φ
(
f1(x1) ∗ · · · ∗ fM(xM)
)
= f˜1(x1) ∗ · · · ∗ f˜M(xM)
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alakba ı´rhato´. Erre az egyenletre alkalmazhato´ az 1.1. Lemma N = 1, Ej(x1) = f˜j(x1)
specia´lis esete, e´s eze´rt azt kapjuk, hogy
h(t) = h˜
(
p(t) ∗ d1 ∗ · · · ∗ dM
)
(t ∈ T ),
f˜j(xj) = p ◦ fj(xj) ∗ dj (xj ∈ Xj, j = 1, . . . ,M)
valamely p : T → T automorfizmus e´s dj ∈ T esete´n (1 ≤ j ≤ M). Ez azt jelenti, hogy
(1.1) megolda´sa (az 1.3. illetve 1.6. Te´tel felte´telei mellett) a (T, ∗) csoport automorfiz-
musaito´l e´s T -beli konstansokto´l eltekintve egye´rtelmu˝.
Most ra´te´ru¨nk annak a vizsga´lata´ra, hogy milyen ko¨vetkezme´nyei vannak az 1.3.
illetve 1.6. Te´teleknek abban a specia´lis esetben amikor az (1.1) egyenletben szereplo˝
fu¨ggve´nyek valo´s e´rte´ku˝ek e´s e´rtelmeze´si tartoma´nyuk pe´lda´ul pozit´ıv hosszu´sa´gu´ valo´s
intervallumok Descartes szorzata. Az 1.1. Te´tel Acze´l Ja´nos (la´sd [Acz48b], illetve
[Acz66]-ban a 256–267 oldalakat, tova´bba´ [Acz87]-ben a 107–122 oldalakat, valamint
a Craigen-Pa´les [CP89] dolgozatot) ala´bbi te´tele´vel kapcsolhato´ o¨ssze a valo´s esetben.
1.7 Te´tel. ([Acz66]) Legyen I ⊂ R intervallum. Ha ∗ : I× I → I folytonos e´s mindke´t
va´ltozo´ja´ban szigoru´an monoton, tova´bba´
(x ∗ y) ∗ z = x ∗ (y ∗ z) (x, y, z ∈ I),
akkor van olyan ϕ : I → R szigoru´an monoton folytonos fu¨ggve´ny, hogy
x ∗ y = ϕ−1(ϕ(x) + ϕ(y)) (x, y ∈ I).
Ezt alkalmazva a ko¨vetkezo˝ eredme´nyre jutunk:
1.8 Te´tel. ([AM96b]) Legyenek 2 ≤ m e´s 2 ≤ n ro¨gz´ıtett terme´szetes sza´mok, Xjk
o¨sszefu¨ggo˝ topologikus terek, Yj e´s Zk valo´s sza´mhalmazok, Gk : X1k × · · · ×Xmk → Zk
e´s F : Z1×· · ·×Zn → R folytonos, nem-konstans fu¨ggve´nyek, Fj : Xj1×· · ·×Xjn → Yj,
Gk ero˝sen szu¨rjekt´ıv, F e´s G : Y1× · · · × Ym → R ero˝sen injekt´ıv, G folytonos e´s tegyu¨k
fel, hogy (1.1) minden xjk ∈ Xjk (j = 1, . . . ,m; k = 1, . . . , n) esete´n fenna´ll. Ekkor
Z1, . . . , Zn, Y1, . . . , Ym, valamint I = F (Z1, . . . , Zn) ny´ılt intervallumok e´s vannak olyan
folytonos βjk : Xjk → R szu¨rjekcio´k e´s olyan αk : Zk → R, γj : Yj → R e´s ϕ : I → R
homeomorfizmusok (1 ≤ j ≤ m; 1 ≤ k ≤ n), hogy
F (z1, . . . , zn) = ϕ
−1
(
n∑
k=1
αk(zk)
)
,(1.50)
G(y1, . . . , ym) = ϕ
−1
(
m∑
j=1
γj(yj)
)
,(1.51)
Fj(xj1, . . . , xjn) = γ
−1
j
(
n∑
k=1
βjk(xjk)
)
(1.52)
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e´s
(1.53) Gk(x1k, . . . , xmk) = α
−1
k
(
m∑
j=1
βjk(xjk)
)
fenna´ll minden xjk ∈ Xjk, yj ∈ Yj e´s zk ∈ Zk esete´n (1 ≤ j ≤ m; 1 ≤ k ≤ n).
B i z o n y ı´ t a´ s. A felte´telek miatt Zk e´s I intervallumok (1 ≤ k ≤ n), tova´bba´
alkalmazhato´ az 1.3. Te´tel. Mivel a hk : Zk → I fu¨ggve´nyek (1.13)-ban bijekcio´k,
vannak olyan z0k ∈ Zk elemek, hogy hk(z0k) = e (1 ≤ k ≤ n), ahol e az (I, ∗) Abel csoport
egyse´geleme. Eze´rt (1.13)-bo´l
hk(zk) = F (z
0
1 , . . . , z
0
k−1, zk, z
0
k+1, . . . , z
0
n) (zk ∈ Zk)
ko¨vetkezik, ami azt mutatja, hogy hk folytonos bijekcio´ a Zk intervallumro´l az I inter-
vallumra, eze´rt hk szigoru´an monoton homeomorfizmus (1 ≤ k ≤ n).
Szinte´n (1.13)-bo´l ko¨vetkezik, hogy
h1(z1) ∗ h2(z2) = F (z1, z2, z03 , . . . , z0n) ((z1, z2) ∈ Z1 × Z2),
azaz
t1 ∗ t2 = F
(
h−11 (t1), f
−1
2 (t2), z
0
3 , . . . , z
0
n
)
((t1, t2) ∈ I × I).
Ezek szerint ∗ : I × I → I folytonos e´s mindke´t va´ltozo´ja´ban szigoru´an monoton cso-
portmu˝velet. Eze´rt alkalmazhato´ az 1.7. Te´tel, ı´gy
(1.54) t1 ∗ t2 = ϕ−1
(
ϕ(t1) + ϕ(t2)
)
(t1, t2 ∈ I)
valamilyen folytonos e´s szigoru´an monoton ϕ : I → R fu¨ggve´nnyel. Mivel azonban
(I, ∗) csoport ϕ csak bijekcio´ e´s ı´gy homeomorfizmus lehet. Teha´t I = ϕ−1(R) ny´ılt
intervallum. Tova´bba´, minthogy az fjk : Xjk → I fu¨ggve´nyek szu¨rjekcio´k, fjk(x0jk) = e
valamilyen x0jk ∈ Xjk mellett (1 ≤ j ≤ m; 1 ≤ k ≤ n), ı´gy (1.16)-bo´l
fjk(xjk) = hk ◦Gk
(
x01k, . . . , x
0
j−1,k, xjk, x
0
j+1,k, . . . , x
0
mk
)
ko¨vetkezik, ami azt mutatja hogy az o¨sszes fjk : Xjk → I szu¨rjekcio´ folytonos
(1 ≤ j ≤ m; 1 ≤ k ≤ n). Legyen ezek uta´n αk = ϕ ◦ hk Zk-n, γj = ϕ ◦ gj Yj-n e´s
βjk = ϕ ◦ fjk Xjk-n (1 ≤ j ≤ m; 1 ≤ k ≤ n). Ekkor βjk : Xjk → R folytonos szu¨rjekcio´,
αk : Zk → R homeomorfizmus, ı´gy Zk is ny´ılt intervallum, tova´bba´ γj : Yj → R bi-
jekcio´ (1 ≤ j ≤ m; 1 ≤ k ≤ n) e´s – (1.54) figyelembeve´tele´vel – az (1.13) – (1.16)
egyenlo˝se´gekbo˝l ko¨vetkeznek a (1.50) – (1.53) egyenlo˝se´gek. Ve´gu¨l (1.51)-bo˝l – mivel
G folytonos – ado´dik hogy a γj bijekcio´ is homeomorfizmus ı´gy Yj = γ
−1
j (R) is ny´ılt
intervallum (1 ≤ j ≤ m).
Mint eml´ıtettu¨k, az
F (z1, . . . , zn) = az
c1
1 . . . z
cn
n (zk ∈ ]0,+∞[, 1 ≤ k ≤ n)
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(0 < a ∈ R, c1, . . . , cn ∈ R \ {0}) u´n. CD (Cobb-Douglas) t´ıpusu´ termele´si
fu¨ggve´nyek minden va´ltozo´jukban ero˝sen bijekt´ıvek ( ]0,+∞[ -re), ı´gy az elo˝zo˝ te´tel
alapja´n meghata´rozhato´k hozza´juk azok az aggrega´lo´ fu¨ggve´nyek, amelyekkel az aggre-
ga´cio´ konzisztens, azaz fenna´ll (1.1) minden xjk ∈ ]0,+∞[ esete´n. A re´szletes sza´mı´ta´sok
mello˝ze´se´vel ko¨zo¨lju¨k, hogy CD t´ıpusu´ F , Fj termele´si fu¨ggve´nyekhez csak CD t´ıpusu´
G, Gk aggrega´lo´ fu¨ggve´nyek jo¨hetnek szo´ba konzisztens aggrega´cio´ alkalma´val.
A helyzet ku¨lo¨nbo¨zik az
(1.55) F (z1, . . . , zn) = a(c1z
b
1 + · · ·+ cnzbn)1/b (zk ∈ ] 0,+∞[ , 1 ≤ k ≤ n)
(a, c1, . . . , cn ∈ ] 0,+∞[ , b ∈ R \ {0}) alaku´ u´n. CES t´ıpusu´ termele´si fu¨ggve´nyek
esete´ben, mert ezek egyetlen va´ltozo´jukban sem gyenge´n szu¨rjekt´ıvek. Ki lehet azonban
terjeszteni az (1.55) szerint definia´lt F fu¨ggve´nyt Rn-re a ko¨vetkezo˝ke´ppen: legyen b ∈
R \ {0},
ϕb(z) =

zb, ha z ≥ 0
0, ha z = 0
−|z|b, ha z < 0
e´s
(1.56) F˜ (z1, . . . , zn) = ϕ
−1
b
(
n∑
k=1
ϕb
(
ac
1/b
k zk
))
(zk ∈ R, 1 ≤ k ≤ n).
Ha b > 0, akkor F˜ folytonos e´s minden va´ltozo´ja´ban ero˝sen bijekt´ıv (R-re ke´pez), ı´gy
a 1.8. Te´tel a b > 0 esetben alkalmas arra, hogy ,,kiterjesztett CES t´ıpusu´” F , Fj
termele´si fu¨ggve´nyekhez velu¨k kompatibilis G, Gk aggrega´lo´ fu¨ggve´nyeket szolga´ltasson.
A re´szletek elhagya´sa´val ko¨zo¨lju¨k, hogy a megfelelo˝ aggrega´lo´ fu¨ggve´nyek ]0,+∞[n-re
valo´ leszu˝k´ıte´sei (
d0 + d1x
b1
1 + · · ·+ dmxbmm
)1/b
alaku´ak, ahol d0 ≥ 0, d1, . . . , dm ∈] 0,+∞[, b1, . . . , bm ∈ R \ {0} konstansok. Azonban,
ha b < 0, akkor F˜ nem folytonos, ı´gy az 1.8. Te´tel ko¨zvetlenu¨l nem alkalmazhato´. Eze´rt
elo˝szo¨r az ala´bbi te´telt igazoljuk.
1.9 Te´tel. ([AM96b]) Legyen (T, ∗) Abel csoport , T0 ⊂ T intervallum, amely genera´lja
T -t, azaz T = {x ∗ y−1 : x ∈ T0, y ∈ T0}, legyen tova´bba´ (T0, ∗) fe´lcsoport e´s ∗ folytonos
T0 × T0-on. Ekkor van olyan Ψ : T → R bijekcio´, amelynek a T0-ra valo´ leszu˝k´ıte´se
folytonos e´s
(1.57) u ∗ v = Ψ−1(Ψ(u) + Ψ(v)) (u, v ∈ T ).
B i z o n y ı´ t a´ s. Mivel a (T0, ∗) fe´lcsoport a (T, ∗) csoport re´sze e´s ∗ folytonos T0×T0-on,
eze´rt a 1.7. Te´tel szerint (la´sd me´g Craigen-Pa´les [CP89]-et is) van olyan J = 〈c,+∞[
intervallum (,,〈” azt jelzi, hogy J balro´l lehet ny´ılt is e´s za´rt is) ahol c = −∞ (ekkor
azonban J = R) vagy 0 ≤ c ∈ R e´s van olyan Ψ0 : T0 → J folytonos bijekcio´, hogy
(1.58) Ψ0(x ∗ y) = Ψ0(x) + Ψ0(y) (x, y ∈ T0).
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Nyilva´nvalo´an
(1.59) R = J − J = Ψ0(T0)−Ψ0(T0).
Mivel T0 genera´lja T -t, minden u ∈ T esete´n van olyan x e´s y T0-ban, hogy u = x ∗ y−1.
Legyen Ψ(u) = Ψ0(x) − Ψ0(y). Igazoljuk, hogy Ψ : T → R fu¨ggve´ny. Valo´ban, tegyu¨k
fel, hogy u = x ∗ y−1 = p ∗ q−1 (x, y, p, q ∈ T0). Ekkor x ∗ q = p ∗ y, ı´gy (1.58) miatt
Ψ0(x) + Ψ0(q) = Ψ0(p) + Ψ0(y), amibo˝l Ψ0(x) − Ψ0(y) = Ψ0(p) − Ψ0(q) ko¨vetkezik.
Most megmutatjuk, hogy Ψ injekt´ıv. Legyen ugyanis u, v ∈ T , u = x ∗ y−1, v =
a ∗ b−1 (x, y, a, b ∈ T0) e´s tegyu¨k fel, hogy Ψ(u) = Ψ(v). Ekkor Ψ defin´ıcio´ja miatt
Ψ0(x)−Ψ0(y) = Ψ0(a)−Ψ0(b), azaz Ψ0(x) + Ψ0(b) = Ψ0(a) + Ψ0(y), ami (1.58) miatt
u´gy ı´rhato´, hogy Ψ0(x∗ b) = Ψ0(a∗ y). De Ψ0 : T0 → J bijekt´ıv, ı´gy x∗ b = a∗ y, amibo˝l
u = x∗y−1 = a∗ b−1 = v ko¨vetkezik. Teha´t Ψ injekt´ıv, so˝t figyelembe ve´ve a defin´ıcio´ja´t
e´s (1.59)-et is, azt kapjuk, hogy Ψ : T → R bijekt´ıv. Most megmutatjuk, hogy Ψ eleget
tesz (1.57)-nek. Legyen ugyanis u = x ∗ y−1, v = a ∗ b−1 ∈ T (x, y, a, b ∈ T0). Ekkor
Ψ(u ∗ v) = Ψ(x ∗ y−1 ∗ a ∗ b−1) = Ψ(x ∗ a ∗ (y ∗ b−1)
= Ψ0(x ∗ a)−Ψ0(y ∗ b) = Ψ0(x)−Ψ0(y) + Ψ0(a)−Ψ0(b)
= Ψ(u) + Ψ(v).
Ve´gu¨l igazoljuk, hogy Ψ leszu˝k´ıte´se T0-ra a folytonos Ψ0 fu¨ggve´ny. Valo´ban, legyen
u = x ∗ y−1 ∈ T0 (x, y ∈ T0). Ekkor u ∗ y = x, eze´rt Ψ0(x) = Ψ0(u ∗ y) = Ψ0(u) +Ψ0(y),
azaz Ψ0(u) = Ψ0(x)−Ψ0(y) = Ψ(u).
Megjegyezzu¨k, hogy elo˝fordulhat olyan eset, amikor T 6⊂ R de van olyan T0 ⊂ T
intervallum, amely genera´lja T -t. Pe´lda´ul (la´sd Acze´l-Maksa-Taylor [AMT97]) legyen
T = R ∪ {−∞} ∪ {t+ pii : t ∈ R} e´s
u ∗ v = log(eu + ev) (u, v ∈ T ),
ahol log a komplex exponencia´lis fu¨ggve´ny {t + si : t ∈ R, s ∈ [0, 2pi[ } halmazra valo´
leszu˝k´ıte´se´nek az inverze, e−∞ = 0, log 0 = −∞ defin´ıcio´ szerint. Ekkor (T, ∗) Abel
csoport, −∞ az egyse´gelem, t ∈ R e´s t+ pii egyma´s inverzei. Ezt a csoportot genera´lja
az (R, ∗) fe´lcsoport e´s ∗ : R× R→ R folytonos. Terme´szetesen az is elo˝fordulhat (mint
pe´lda´ul a kiterjesztett CES fu¨ggve´nyek esete´ben, ha b < 0), hogy T intervallum, de a
folytonossa´g csak egy T0 $ T intervallumon garanta´lt.
O¨sszekapcsolva az 1.9. Te´telt az 1.6. Te´tellel olyan eredme´nyhez jutunk, amely alkal-
mazhato´ a kiterjesztett CES fu¨ggve´nyekre a b < 0 esetben is. Az 1.6. Te´tel felte´teleit az
ala´bbi (A) felte´telrendszerrel ege´sz´ıtju¨k ki: legyenek 2 ≤ n ∈ N, Z1, . . . , Zn halmazok,
F : Z1 × · · · × Zn → R e´s tegyu¨k fel, hogy van olyan k, ` ∈ {1, . . . , n}, k < `, tova´bba´
vannak olyan ap ∈ Zp (1 ≤ p ≤ n) elemek e´s olyan Zk0 ⊂ Zk, Z`0 ⊂ Z` intervallumok,
hogy az
F p(z) = F (a1, . . . , ap−1, z, ap+1, . . . , an), z ∈ Zp (1 ≤ p ≤ n)
e´s az
F k`(s, t) = F (a1, . . . , ak−1, s, ak+1, . . . , a`−1, t, a`+1, . . . , an) ((s, t) ∈ Zk × Z`)
mo´don definia´lt F p e´s F k` fu¨ggve´nyekre teljesu¨l, hogy
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(a) F k(Zk0) = F
`(Z`0),
(b) F k`(Zk0, Z`0) ⊂ F k(Zk0),
(c) minden s ∈ Zk esete´n vannak olyan w,w′ ∈ Z`0 elemek, hogy F k`(s, w) = F `(w′)
e´s
(d) F k` folytonos Zk0 × Z`0-on.
Megjegyezzu¨k, hogy az (A) felte´telrendszer teljesu¨l a kiterjesztett CES fu¨ggve´nyekre
(Z1 = · · · = Zn = R, k, ` ∈ {1, . . . , n}, k < ` tetszo˝leges ap = 0, p = 1, . . . , n,
Zk0 = Z`0 = ] 0,+∞[ .) Ezek uta´n igazoljuk az ala´bbi te´telt:
1.10 Te´tel. ([AMT97]) Legyenek 2 ≤ m e´s 2 ≤ n ro¨gz´ıtett terme´szetes sza´mok, ∅ 6=
Xjp, Yj e´s Zp halmazok,
Fj : Xj1 × · · · ×Xjn → Yj, Gp : X1p × · · · ×Xmp → Zp,
F : Z1 × · · · × Zn → R e´s G : Y1 × · · · × Ym → R
fu¨ggve´nyek (j = 1, . . . ,m; k = 1, . . . , n). Ha minden Fj e´s Gp fu¨ggve´nynek van ele´rheto˝
eleme Yj-ben illetve Zp-ben, Fj e´s Gp gyenge´n szu¨rjekt´ıv valamelyik va´ltozo´ja´ban (j =
1, . . . ,m; p = 1, . . . , n), F e´s G ero˝sen injekt´ıv minden va´ltozo´ja´ban, F -re teljesu¨l az
(A) felte´telrendszer, tova´bba´ (1.1) fenna´ll minden xjp ∈ Xjp esete´n (j = 1, . . . ,m; p =
1, . . . , n), akkor fenna´ll (1.50) – (1.53) is, ahol βjp : Xjp → R szu¨rjekcio´, γj : Yj → R,
αp : Zp → R e´s ϕ : T → R bijekcio´k (j = 1, . . . ,m; p = 1, . . . , n), T = F (Z1, . . . , Zn) ⊂
R tova´bba´ van olyan T0 ⊂ T intervallum, hogy αk |Zk0, α` |Z`0, ϕ |T0 e´s ϕ−1 |ϕ(T0)
folytonos e´s szigoru´an monoton.
B i z o n y ı´ t a´ s. Az 1.6. Te´tel miatt van olyan (T, ∗) Abel csoport, hogy T =
F (Z1, . . . , Zn) ⊂ R e´s vannak olyan hp : Zp → R bijekcio´k (p = 1, . . . , n), melyekre
teljesu¨l (to¨bbek ko¨zo¨tt), hogy
(1.13) F (z1, . . . , zn) = h1(z1) ∗ · · · ∗ hn(zn) (zp ∈ Zp, p = 1, . . . , n).
A h˜p(z) = hp(z) ∗ hp(ap)−1, z ∈ Zp mo´don definia´lt hp : Zp → T fu¨ggve´nyek (ahol ap
le´teze´se az (A) felte´telrendszerben szerepel) (1 ≤ p ≤ n) szinte´n bijekcio´k, de ra´juk me´g
az is teljesu¨l, hogy h˜p(ap) = e (az e elem (T, ∗) egyse´geleme). I´gy (1.13)-bo´l azt kapjuk,
hogy
(1.60) F (z1, . . . , zn) = h˜1(z1) ∗ · · · ∗ h˜n(zn) ∗ c,
ahol c = h1(a1) ∗ · · · ∗ hn(an) = F (a1, . . . , an). Nyilva´nvalo´, hogy
(1.61) F p(z) = h˜p(z) ∗ c e´s F k`(s, t) = h˜k(s) ∗ h˜`(t) ∗ c
(z ∈ Zp, s ∈ Zk, t ∈ Z`, 1 ≤ p ≤ n). Eze´rt (A)-bo´l az (a) felte´tel azt jelenti, hogy
h˜k(Zk0) = h˜`(Z`0). Jelo¨lju¨k T -nek ezt a re´szhalmaza´t T˜ -mal, azaz legyen
(1.62) T˜ = h˜k(Zk0) = h˜`(Z`0).
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Mivel a h˜p : Zp → T fu¨ggve´nyek bijekcio´k (1 ≤ p ≤ n), eze´rt a h˜k |Zk0 e´s h˜` |Z`0
fu¨ggve´nyek is bijekcio´k Zk0-ro´l illetve Z`0-ro´l T˜ -ra. Igazolni fogjuk, hogy T˜ ⊂ T genera´lja
T -t. Valo´ban, mivel h˜k : Zk → T bijekcio´, tetszo˝leges t ∈ T -hez van olyan s ∈ Zk, hogy
t = h˜k(s). Alkalmazzuk (A) (c) felte´tele´t erre az s-re: van olyan w,w
′ ∈ Z`0, hogy
F k`(s, w) = F `(w′) e´s ı´gy (1.61) szerint h˜k(s) ∗ h˜`(w) = h˜`(w′), azaz t = h˜k(s) =
h˜`(w
′) ∗ h˜`(w)−1 ∈ T˜ ∗ T˜−1. Vezessu¨k be ∗ helyett a ¯ mu˝veletet az ala´bbi defin´ıcio´val:
u¯ v = u ∗ v ∗ c−1 (u, v ∈ T ).
Nyilva´nvalo´, hogy ekkor (T,¯) is Abel csoport, amelynek c az egyse´geleme (u ¯ c =
u ∗ c ∗ c−1 = u), de az elemek inverze ugyanaz, mint (T, ∗)-ban volt: u−1¯ u = u−1 ∗ u ∗
c−1 = c−1 = c (u ∈ T ). Most azt vizsga´ljuk meg, hogy hol folytonos ¯. (1.61)-bo˝l
(1.63) F k`(s, t) = F k(s)¯ F `(t) ((s, t) ∈ Zk0 × Z`0)
ko¨vetkezik. (A) (d) felte´tele valamint (1.61) e´s (1.62) miatt F k` valamint az F r : Zr0 →
h˜r(Zr0) ∗ c = T˜ ∗ c =: T0 bijekcio´k (r = k vagy r = `) folytonosak Zk0 × Z`0-on illetve
Zr0-on (r = k vagy r = `). Eze´rt T0 is intervallum e´s az F
k, F ` fu¨ggve´nyek szigoru´an
monoton homeomorfizmusok Zk0-ro´l illetve Z`0-ro´l T0-ra. Eze´rt (1.63)-bo´l
u¯ v = F k`((F k)−1(u), (F `)−1(v)) ((u, v) ∈ T0 × T0),
ami azt mutatja, hogy ¯ folytonos T0 × T0-on. (T0,¯) is Abel fe´lcsoport, ugyanis
ha u, v ∈ T0, akkor u = ξ ∗ c, v = η ∗ c valamilyen ξ, η ∈ T˜ mellett, ı´gy u ¯ v =
(ξ∗c)∗(η∗c)∗c−1 = ξ∗η∗c ∈ T˜ ∗c = T0. Ma´sre´szt ¯ kommutativita´sa e´s asszociativita´sa
∗-e´bo´l ko¨vetkezik. Most igazoljuk, hogy T0 genera´lja (T,¯)-t. Valo´ban, mivel az inverz
ugyanaz (T,¯)-ban mint (T, ∗)-ban, azt kell igazolnunk, hogy T = T0 ¯ T−10 . Ez pedig
igaz, mert minden t ∈ T esete´n van olyan u, v ∈ T˜ , hogy t ∗ c = u ∗ v−1 (mert (T˜ , ∗)
genera´lja (T, ∗)-ot), ı´gy
t = u ∗ v−1 ∗ c−1 = (u ∗ c) ∗ (v ∗ c)−1 ∗ c−1
= (u ∗ c)¯ (v ∗ c)−1 ∈ (T˜ ∗ c)¯ (T˜ ∗ c)−1 = T0 ¯ T−10 .
Most ma´r alkalmazhato´ az 1.9. Te´tel a (T,¯) Abel csoportra e´s a T0 = T˜ ∗ c ⊂ T
fe´lcsoportra: van olyan Ψ : T → R bijekcio´, amelynek a T0-ra valo´ leszu˝k´ıte´se folytonos
e´s amellyel
u¯ v = Ψ−1(Ψ(u) + Ψ(v)) (u, v ∈ T )
teljesu¨l, azaz Ψ(u ∗ v ∗ c−1) = Ψ(u) + Ψ(v). Definia´ljuk a ϕ : T → R fu¨ggve´nyt a
ϕ(t) = Ψ(t ∗ c), t ∈ T ke´plettel. Ekkor ϕ bijekcio´ e´s
(1.64) u ∗ v = ϕ−1(ϕ(u) + ϕ(v)) (u, v ∈ T )
ado´dik. Mivel ϕ(e) = 0, eze´rt ϕ(v−1) = −ϕ(v) e´s ı´gy
(1.65) Ψ(u) = ϕ(u ∗ c−1) = ϕ(u)− ϕ(c) (u ∈ T ),
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eze´rt ϕ |T0 is folytonos, ϕ(T0) pedig intervallum teha´t ϕ |T0 e´s ϕ−1 |ϕ(T0) szigoru´an
monoton folytonos fu¨ggve´nyek. Ezek uta´n (1.59)-bo˝l, (1.64)-bo˝l e´s (1.61)-bo˝l kapjuk,
hogy
F (z1, . . . , zn) = ϕ
−1
(
n∑
p=1
ϕ ◦ h˜p(zp) + ϕ(c)
)
= ϕ−1
(
n∑
p=1
ϕ
(
h˜p(zp) ∗ c
)
+ (1− n)ϕ(c)
)
= ϕ−1
(
n∑
p=1
ϕ ◦ F p(zp) + (1− n)ϕ(c)
)
= ϕ−1
(
n∑
p=1
αp(zp)
)
,
azaz az
(1.66) αp(zp) = ϕ ◦ F p(zp) + 1− n
n
ϕ(c) (zp ∈ Zp, p = 1, . . . , n)
defin´ıcio´val megkapjuk F (3.2) alakja´t. Ebbo˝l, valamint (A) (d) felte´tele´bo˝l ko¨vetkezik,
hogy αk e´s α` folytonosak a Zk0 illetve Z`0 halmazokon. Ma´sre´szt F
r bijekcio´, a Zr0 e´s
F r(Zr0) = T0 halmazok intervallumok, ha r = k vagy r = `, ı´gy (1.66) szerint αk |Zk0
e´s α` |Z`0 folytonos, szigoru´an monoton fu¨ggve´nyek. Tekintettel az (1.14) – (1.16)
egyenlo˝se´gekre e´s az (1.64) elo˝a´ll´ıta´sra, az (1.51) – (1.53) egyenlo˝se´gek is megkaphato´k
a bennu¨k szereplo˝ βjp : Xjp → R szu¨rjekcio´k valamint a γj : Yj → R e´s αp : Zp → R
bijekcio´k alkalmas definia´la´sa´val (j = 1, . . . ,m; p = 1, . . . ,m).
Az elo˝zo˝ te´telben azt tettu¨k csak fel, hogy az (A) felte´telrendszer egy ro¨gz´ıtett
(k, `) ∈ {1, . . . , n}×{1, . . . , n} (k < `) pa´rra a´ll fenn. Ha ehelyett (A) fenna´lla´sa´t minden
(k, `) pa´ra feltesszu¨k, akkor αk |Zk0 minden k ∈ {1, . . . , n} esete´n szigoru´an monoton
e´s folytonos. Tova´bba´, ha vannak olyan Yj0, Xjk0 re´szhalmazai Yj-nek illetve Xjk-nak,
amelyek topologikus terek e´s amelyekre a G |Y10 × · · · × Ym0, Fj |Xj10 × · · · ×Xjn0 e´s
Gn |X1k0×· · ·×Xmk0 fu¨ggve´nyek folytonosak, akkor a γj |Yj0 e´s βjk |Xjk0 leszu˝k´ıte´sek is
folytonosak (j = 1, . . . ,m; k = 1, . . . , n). Ezek az a´ll´ıta´sok az elo˝zo˝ te´tel bizony´ıta´sa´bo´l
e´s (1.14)-bo˝l ko¨vetkeznek. Ez az eredme´ny ma´r alkalmas arra, hogy seg´ıtse´ge´vel a kiter-
jesztett CES t´ıpusu´ F , Fj termele´si fu¨ggve´nyekhez meg lehessen hata´rozni a velu¨k kom-
patibilis G, Gk aggrega´lo´ fu¨ggve´nyeket. A re´szletek elhagya´sa´val megjegyezzu¨k, hogy a
megfelelo˝ aggrega´lo´ fu¨ggve´nyek
(x1, . . . , xn) 7→ ϕ−1b (d0 + d1ϕb1(x1) + · · ·+ dnϕbn(xn)), ((x1, . . . , xn) ∈ Rn)
alaku´ak, ahol d0 ∈ R, b, dk, bk ∈ R \ {0}, k = 1, . . . , n, ϕc(z) = |z|csgn z, z ∈ R, ha
c ∈ R \ {0}.
Elo˝fordulhat – egyebek ko¨zo¨tt – az a vegyes eset is, hogy F CD t´ıpusu´ de az o¨sszes
Fj CES t´ıpusu´. Ezt az esetet az eddigi eredme´nyeink alapja´n me´g nem tudjuk kezelni,
de a 4. fejezetben visszate´ru¨nk ra´.
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2 Kva´zi-o¨sszegek
Sierpin´ski [Sie34], [Sie58] az elso˝k ko¨zo¨tt foglalkozott azzal a ke´rde´ssel, hogy ,,ki lehet-
e fejezni” to¨bbva´ltozo´s fu¨ggve´nyeket kevesebb va´ltozo´s fu¨ggve´nyekkel. Hı´res e´szreve´tele
szerint van ke´t olyan fu¨ggve´ny α : X → R e´s β : Y → R, hogy minden Q : X × Y → R
fu¨ggve´ny alkalmas γ fu¨ggve´nnyel
(2.1) Q(x, y) = γ(α(x) + β(y)) ((x, y) ∈ X × Y )
alakban a´ll elo˝. Itt X e´s Y R nem-u¨res re´szhalmazai. Hilbert [Hil00] 13. proble´ma´ja´ban
megfogalmazta azt a sejte´se´t, hogy nem minden folytonos (analitikus) ha´romva´ltozo´s
fu¨ggve´ny a´ll elo˝ ke´tva´ltozo´s folytonos fu¨ggve´nyek o¨sszete´teleke´nt. Arnold ([Arn63])
ca´folta ezt a sejte´st, Kolmogorov [Kol63] pedig megmutatta, hogy minden n-va´ltozo´s
folytonos fu¨ggve´ny egyva´ltozo´s folytonos fu¨ggve´nyekkel az o¨sszeada´s e´s az o¨sszetett
fu¨ggve´ny-ke´pze´s seg´ıtse´ge´vel kifejezheto˝. Specia´lisan, a [0, 1]2-en folytonos valo´s e´rte´ku˝
fu¨ggve´nyek elo˝a´llnak legfeljebb o¨t (2.1) alaku´Q fu¨ggve´ny o¨sszegeke´nt, ahol α, β : [0, 1]→
R e´s γ : α([0, 1]) + β([0, 1]) → R folytonos fu¨ggve´nyek. A 3. fejezetben la´tni fogjuk,
hogy ebben az o¨sszegben a tagok sza´ma a minima´lisra (1-re) reduka´lhato´ az asszo-
ciat´ıv fu¨ggve´nyek esete´n. Pontosabban, mindazok a folytonos e´s mindke´t va´ltozo´jukban
szigoru´an monoton F , G, H, K fu¨ggve´nyek, amelyekre teljesu¨l, hogy
(2.2) F (G(x, y), z) = H(x,K(y, z)),
(2.1) alaku´ak, szigoru´an monoton e´s folytonos egyva´ltozo´s α, β, γ fu¨ggve´nyekkel. A (2.2)
egyenletro˝l a 3. fejezetben re´szletesen ı´runk, itt csak azt jegyezzu¨k meg, hogy sza´munkra
ez az egyenlet motiva´lta a kva´zi-o¨sszegek ((2.1) alaku´ Q fu¨ggve´nyek) vizsga´lata´t.
A tova´bbiakban intervallumokon R pozit´ıv hosszu´sa´gu´ re´szintervallumait, te´glalapon
pedig ke´t intervallum Descartes szorzata´t e´rtju¨k. Ennek a fejezetnek az elso˝ ha´rom
re´sze´ben X, Y e´s R ve´gig intervallumokat illetve te´glalapot jelo¨l. CM fu¨ggve´nyeknek
azokat a valo´s e´rte´ku˝ fu¨ggve´nyeket nevezzu¨k, amelyek intervallumon vagy ve´ges sok in-
tervallum Descartes szorzata´n vannak e´rtelmezve, folytonosak e´s minden va´ltozo´jukban
szigoru´an monotonak (nem szu¨kse´gke´ppen ugyanabban az e´rtelemben). Legyen X×Y ⊂
R. Azt mondjuk, hogy egy Q : R → R fu¨ggve´ny kva´zi-o¨sszeg az X × Y te´glalapon, ha
vannak olyan α : X → R, β : Y → R e´s γ : α(X) + β(Y )→ R CM fu¨ggve´nyek, hogy
(2.1) Q(x, y) = γ(α(x) + β(y)) ((x, y) ∈ X × Y )
teljesu¨l. Az (α, β, γ) ha´rmas egy genera´tora Q-nak X × Y -on. Azt mondjuk tova´bba´,
hogy Q loka´lis kva´zi-o¨sszeg X × Y -on, ha minden (x0, y0) ∈ X × Y esete´n van olyan
(x0, y0) ∈ R0 ny´ılt te´glalap, hogy Q kva´zi-o¨sszeg az (X × Y ) ∩R0 te´glalapon.
A kva´zi-o¨sszeg (quasisum) elneveze´s Acze´l Ja´nosto´l [Acz50] sza´rmazik, lehet, hogy
helyesebb lenne a ,,kva´zi-o¨sszeada´s” kifejeze´st haszna´lni helyette, de ma´r a ,,kva´zi-
o¨sszeg” va´lt megszokotta´, eze´rt nem va´ltoztatunk rajta.
A fejezet fo˝ eredme´nye az, hogy mindazok a fu¨ggve´nyek, amelyek egy te´glalapon
loka´lis kva´zi-o¨sszegek, kva´zi-o¨sszegek is azon a te´glalapon. A 3. fejezetben la´tni fogjuk,
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hogy (2.2) CM megolda´sai (olyan megolda´sai, amelyek CM fu¨ggve´nyek) kva´zi-o¨sszegek.
Fontos pe´lda kva´zi-o¨sszegre az
M(x, y) = ϕ−1
(
ϕ(x) + ϕ(y)
2
)
(x, y ∈ I)
mo´don definia´lt kva´zi-aritmetikai ko¨ze´pe´rte´k, ahol ϕ : I → R CM fu¨ggve´ny (la´sd
Acze´l [Acz66], Hardy-Littlewood-Po´lya [HLP34]). Terme´szetesen vannak olyan CM
fu¨ggve´nyek is, amelyek nem kva´zi-o¨sszegek. Pe´lda´ul, ha a Q(x, y) = x+xy+ y2 (x ≥ 0,
y ≥ 0) fu¨ggve´ny kva´zi-o¨sszeg lenne az R = [0,+∞[×[0,+∞[ te´glalapon, (ahol egye´bke´nt
CM fu¨ggve´ny), akkor lenne´nek olyan α, β, f : [0,+∞[→ R CM fu¨ggve´nyek, amelyekre
f(x+ xy + y2) = α(x) + β(y) (x ≥ 0, y ≥ 0)
teljesu¨lne. Mivel az y = 0 illetve x = 0 helyettes´ıte´sek uta´n α illetve β kifejezheto˝ f -fel,
ı´gy azt kapna´nk, hogy
f(x+ xy + y2) = f(x)− β(0) + f(y2)− α(0),
azaz
f(x+ x
√
y + y) = f(x) + f(y)− f(0) (x ≥ 0, y ≥ 0).
Innen a jobboldal szimmetria´ja´bo´l e´s f injektivita´sa´bo´l az (x, y) 7→ x + x√y + y
(x ≥ 0, y ≥ 0) fu¨ggve´ny szimmetrikussa´ga ko¨vetkezne, ami lehetetlen. Nem annyira
egyszeru˝ pe´lda olyan (ra´ada´sul szimmetrikus) CM fu¨ggve´nyre, amely nem kva´zi-o¨sszeg
a nevezetes Gauss-fe´le
M(x, y) =
(
2
pi
∫ pi
2
0
dt√
x2 cos2 t+ y2 sin2 t
)−1
(x > 0, y > 0)
sza´mtani-me´rtani ko¨ze´p. Ko¨nnyen la´thato´ ugyanis, hogy haM kva´zi-o¨sszeg lenne, akkor
egyu´ttal kva´zi-aritmetikai ko¨ze´pe´rte´k is lenne, de Daro´czy-Maksa-Pa´les [DMP, Corollary
2.2.] szerint ez lehetetlen.
E fejezet elso˝, elo˝ke´sz´ıto˝ re´sze´ben a CM fu¨ggve´nyek ne´ha´ny – a ke´so˝bbiekben
felhaszna´la´sra keru¨lo˝ – tulajdonsa´ga´val foglalkozunk. A ma´sodik re´szben illeszte´si
eredme´nyeket igazolunk kva´zi-o¨sszegekre e´s itt bizony´ıtjuk azt is, hogy a loka´lis kva´zi-
o¨sszegek ,,globa´lisak” is. A harmadik re´sz ennek ne´ha´ny egyszeru˝ alkalmaza´sa´t tartal-
mazza. Ve´gu¨l – az utolso´ ke´t re´szben – specia´lis kva´zi-o¨sszegekkel foglalkozunk. Az
elso˝ ne´gy re´sz eredme´nyei Maksa [Mak04]-ben, Maksa [Mak99]-ben, Maksa [Mak00]-
ban, valamint Daro´czy-Maksa-Pa´les [DMP04]-ben jelentek meg, mı´g az o¨to¨dik re´sz
eredme´nyei Ja´rai-Maksa-Pa´les [JMP]-ben va´rnak publika´la´sra.
2.1 A CM fu¨ggve´nyek ne´ha´ny tulajdonsa´ga
Elo˝szo¨r az egyva´ltozo´s CM fu¨ggve´nyek ala´bbi tulajdonsa´ga´t bizony´ıtjuk.
2.1 Lemma. ([Mak04]) Legyenek X, Y1 e´s Y2 intervallumok, Y1∩Y2 6= ∅ e´s α : X → R,
β : Y1 ∪ Y2 → R CM fu¨ggve´nyek. Ekkor
(2.3) α(X) + β(Y1 ∩ Y2) = (α(X) + β(Y1)) ∩ (α(X) + β(Y2)).
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B i z o n y ı´ t a´ s. Mivel a ,,⊂” ira´nyu´ tartalmaza´s az egyenlo˝se´g ke´t oldala ko¨zo¨tt
nyilva´nvalo´, csak a ford´ıtott tartalmaza´st bizony´ıtjuk. Legyen ξ ∈ (α(X) + β(Y1)) ∩
(α(X) + β(Y2)). Ekkor alkalmas x1, x2 ∈ X, y1 ∈ Y1 e´s y2 ∈ Y2 sza´mokkal
(2.4) ξ = α(x1) + β(y1) = α(x2) + β(y2).
Ha y1 vagy y2 benne van Y1 ∩ Y2-ben, akkor ve´get is e´r a bizony´ıta´s. Eze´rt tegyu¨k fel,
hogy y1 ∈ Y1 \ Y2, y2 ∈ Y2 \ Y1 e´s legyen y0 ∈ Y1 ∩ Y2 ro¨gz´ıtett. Mivel β szigoru´an
monoton β(y0) a β(y1) e´s β(y2) sza´mok ko¨zo¨tt van, eze´rt
(2.5) β(y0) = λβ(y1) + (1− λ)β(y2)
valamilyen 0 < λ < 1 mellett. Ma´sre´szt a λα(x1) + (1 − λ)α(x2) sza´m α(x1) e´s α(x2)
ko¨zo¨tt van, ı´gy – α folytonossa´ga miatt –
(2.6) λα(x1) + (1− λ)α(x2) = α(x0)
valamely x0 ∈ X esete´n. Ezek uta´n (2.4)-bo˝l, (2.6)-bo´l e´s (2.5)-bo˝l
ξ = λξ + (1− λ)ξ = λ(α(x1) + β(y1)) + (1− λ)(α(x2) + β(y2))
= λα(x1) + (1− λ)α(x2) + λβ(y1) + (1− λ)β(y2)
= α(x0) + β(y0)
ko¨vetkezik, eze´rt ξ ∈ α(X) + β(Y1 ∩ Y2).
Ebben a fejezetben e´s a 3. fejezetben is gyakran fogjuk haszna´lni – to¨bbnyire explicit
hivatkoza´s ne´lku¨l – a ke´tva´ltozo´s CM fu¨ggve´nyek ala´bbi tulajdonsa´ga´t. A bizony´ıta´s
alapgondolata [Acz66]-ban (255. oldal) megtala´lhato´.
2.2 Lemma. ([Mak04]) Legyen Q : X × Y → R CM fu¨ggve´ny. Ekkor,
(a) ha Q(·, y0) szigoru´an no¨vekvo˝ (illetve cso¨kkeno˝) valamilyen y0 ∈ Y mellett, akkor
Q(·, y) is szigoru´an no¨vekvo˝ (illetve cso¨kkeno˝) ba´rmely y ∈ Y mellet, e´s hasonlo´an,
(b) ha Q(x0, ·) szigoru´an no¨vekvo˝ (illetve cso¨kkeno˝) valamilyen x0 ∈ X mellett, akkor
Q(x, ·) is szigoru´an no¨vekvo˝ (illetve cso¨kkeno˝) ba´rmely x ∈ X mellett.
B i z o n y ı´ t a´ s. Tegyu¨k fel pe´lda´ul, hogy Q(·, y0) szigoru´an no¨vekvo˝ de Q(·, y1)
szigoru´an cso¨kkeno˝ valamilyen ro¨gz´ıtett y0, y1 ∈ Y esete´n. Legyen x1, x2 ∈ X e´s x1 < x2.
Ekkor
Q(x1, y0)−Q(x2, y0) < 0 e´s Q(x1, y1)−Q(x2, y1) > 0.
Eze´rt a folytonossa´g miatt Q(x1, y2) − Q(x2, y2) = 0 valamilyen – y0 e´s y1 ko¨zo¨tti –
y2 sza´mra, ami ellentmond annak, hogy Q(·, y2) szigoru´an monoton. A lemma to¨bbi
a´ll´ıta´sa´t hasonlo´an lehet igazolni.
A ko¨vetkezo˝ lemma´ban, e´s a disszerta´cio´ban ma´shol is, A◦-rel jelo¨lju¨k az A ⊂ R
halmaz belso˝ pontjainak halmaza´t (ny´ılt magja´t).
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2.3 Lemma. ([Mak04]) Legyen Q : X × Y → R CM fu¨ggve´ny. Ekkor
Q(X, Y ◦) = Q(X◦, Y ) = Q(X◦, Y ◦) = Q(X, Y )◦.
B i z o n y ı´ t a´ s. Az a´ltala´nossa´g korla´toza´sa ne´lku¨l felteheto˝, hogy Q mindke´t
va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝. Ha pe´lda´ul Q az elso˝ va´ltozo´ja´ban szigoru´an
no¨vekvo˝, a ma´sodikban pedig szigoru´an cso¨kkeno˝ lenne, akkor a Q1(x, y) = Q(x,−y),
x ∈ X, y ∈ −Y fu¨ggve´nnyel dolgozna´nk Q helyett (la´sd a 2.2. Lemma´t is). Elo˝szo¨r azt
igazoljuk, hogy
(2.7) Q(X, Y ◦) ⊂ Q(X◦, Y ◦).
Legyen (x∗, y) ∈ X × Y ◦. Ha x∗ ∈ X◦, akkor nyilva´nvalo´, hogy Q(x∗, y) ∈ Q(X◦, Y ◦).
Ha x∗ ∈ X \X◦, akkor ke´t esetet ku¨lo¨nbo¨ztetu¨nk meg:
1. eset : x∗ = minX.
Ebben az esetben va´lasszunk olyan y1 ∈ Y ◦ elemet, hogy y1 < y e´s legyen ε = Q(x∗, y)−
Q(x∗, y1). Ekkor ε > 0 e´s – Q folytonossa´ga miatt – van olyan (x1, y) ∈ X◦ × Y ◦ hogy
Q(x1, y)−Q(x∗, y) < ε = Q(x∗, y)−Q(x∗, y1),
azaz
(2.8)
Q(x1, y) +Q(x
∗, y1)
2
< Q(x∗, y).
Definia´ljuk a q : [0, 1]→ R fu¨ggve´nyt a
q(t) = Q((1− t)x1 + tx∗, (1− t)y + ty1) (t ∈ [0, 1])
ke´plettel. Ekkor q folytonos, ı´gy
(2.9) q(t0) =
q(0) + q(1)
2
=
Q(x1, y) +Q(x
∗, y1)
2
.
valamely t0 ∈ [0, 1] esete´n. Ha t0 ∈ {0, 1}, akkor q(0) = q(1), eze´rt (2.8) miatt Q(x1, y) <
Q(x∗, y). Ez azonban ellentmond annak, hogy x∗ = minX e´s Q(·, y) szigoru´an no¨vekvo˝.
Eze´rt t0 ∈ ] 0, 1[ e´s ı´gy ((1− t0)x1 + t0x∗, (1− t0)y + t0y1) ∈ X◦ × Y ◦, tova´bba´ (2.8)-bo´l
e´s (2.9)-bo˝l azt kapjuk, hogy
Q((1− t0)x1 + t0x∗, (1− t0)y + t0y1) < Q(x∗, y).
Ma´sre´szt pedig Q(x∗, y) < Q(x2, y), ha x∗ < x2 ∈ X. Teha´t Q felvesz Q(x∗, y)-to´l kisebb
e´s nagyobb e´rte´ket is X◦ × Y ◦-on, amibo˝l Q(x∗, y) ∈ Q(X◦, Y ◦) ko¨vetkezik. I´gy fenna´ll
(2.7) ebben az esetben.
2. eset : x∗ = maxX.
A gondolatmenet hasonlo´ az elo˝zo˝ho¨z: elo˝szo¨r va´lasszunk egy y < y2 ∈ Y ◦ elemet e´s
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legyen ε = Q(x∗, y2)−Q(x∗, y). Ezuta´n va´lasszunk olyan x1 ∈ X◦ elemet (a folytonossa´g
miatt lehet), hogy Q(x∗, y)−Q(x1, y) < ε = Q(x∗, y2)−Q(x∗, y), azaz
Q(x∗, y) <
Q(x1, y) +Q(x
∗, y2)
2
teljesu¨ljo¨n. Ko¨vetve az 1. esetben haszna´lt gondolatmenetet, isme´t azt kapjuk, hogy Q
felvesz Q(x∗, y)-to´l nagyobb e´s kisebb e´rte´ket is X◦×Y ◦-on, teha´t Q(x∗, y) ∈ Q(X◦, Y ◦).
I´gy teha´t (2.7) fenna´ll. Mivel a Q(X◦, Y ◦) ⊂ Q(X, Y ◦) tartalmaza´s nyilva´nvalo´, azt
kapjuk, hogy
(2.10) Q(X,Y ◦) = Q(X◦, Y ◦).
Felcsere´lve a va´ltozo´k szerepe´t az elo˝zo˝ gondolatmenetben, megkapjuk a
(2.11) Q(X◦, Y ) = Q(X◦, Y ◦)
egyenlo˝se´get is. Ha´tramaradt me´g a
(2.12) Q(X◦, Y ◦) = Q(X, Y )◦
egyenlo˝se´g igazola´sa. A Q(X◦, Y ◦) ⊂ Q(X,Y )◦ tartalmaza´s nyilva´nvalo´, eze´rt csak a
ford´ıtott ira´nyu´ tartalmaza´st bizony´ıtjuk. Legyen eze´rt z ∈ Q(X, Y )◦, z = Q(x∗, y∗)
valamely (x∗, y∗) ∈ X × Y esete´n. Ha y∗ ∈ Y ◦ vagy x∗ ∈ X◦, akkor (2.10) vagy (2.11)
szerint z ∈ Q(X◦, Y ◦). Ha pedig x∗ ∈ X \X◦ e´s y∗ ∈ Y \ Y ◦, akkor vagy
(2.13) x∗ = minX e´s y∗ = maxY
vagy
(2.14) x∗ = maxX e´s y∗ = minY,
egye´bke´nt ugyanis z nem lehetne Q(X, Y )◦-ban. Ha (2.13) teljesu¨l, akkor
Q(x∗, y′) < z = Q(x∗, y∗) < Q(x′, y∗),
ha pedig (2.14), akkor
Q(x′′, y∗) < z = Q(x∗, y∗) < Q(x∗, y′′)
valamilyen x′, x′′ ∈ X◦ e´s y′, y′′ ∈ Y ◦ mellett. I´gy (2.10) e´s (2.11) szerint Q(x∗, y′),
Q(x′, y∗), Q(x′′, y∗) e´s Q(x∗, y′′) Q-nak X◦ × Y ◦-on is felvett e´rte´kei, ı´gy z ∈
Q(X◦, Y ◦).
Ve´gu¨l ebben a re´szben igazoljuk az ala´bbi kiterjeszte´si te´telt, amely szerint, ha
e´rtelmeze´si tartoma´nya belseje´n kva´zi-o¨sszeg egy CM fu¨ggve´ny, akkor kva´zi-o¨sszeg az
ege´sz e´rtelmeze´si tartoma´nya´n is, mert a genera´tora´t alkoto´ fu¨ggve´nyek e´rtelmeze´se al-
kalmasan kiterjesztheto˝ a hata´rpontokra.
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2.4 Te´tel. ([Mak04]) Legyen a Q : X × Y → R CM fu¨ggve´ny kva´zi-o¨sszeg az X◦× Y ◦
te´glalapon e´s legyen (α0, β0, γ0) Q egy genera´tora X
◦ × Y ◦-on. Ekkor Q kva´zi-o¨sszeg
X × Y -on, so˝t Q-nak van olyan (α, β, γ) genera´tora X × Y -on, hogy
α0 = α |X◦, β0 = β |Y ◦ e´s γ0 = γ |
(
α0(X
◦) + β0(Y ◦)
)
.
B i z o n y ı´ t a´ s. Elo˝szo¨r megmutatjuk, hogy ha x∗ ∈ X \ X◦, akkor α0-nak x∗-
ban le´tezik valo´s hata´re´rte´ke. Legyen ugyanis (xn) : N → X◦ tetszo˝leges e´s xn → x∗.
Legyen tova´bba´ y ∈ Y ◦ szinte´n tetszo˝leges. A 2.3. Lemma szerint Q(x∗, y) ∈ Q(X◦, Y ◦),
ma´sre´szt γ−10 : Q(X
◦, Y ◦)→ R e´s Q folytonos fu¨ggve´nyek, ı´gy
(2.15) α0(xn) = γ
−1
0 (Q(xn, y))− β0(y)→ γ−10 (Q(x∗, y))− β0(y).
Eze´rt az
α(x) =
{
α0(x), ha x ∈ X◦
lim
t→x∗
α0(t), ha x = x
∗
defin´ıcio´ korrekt, α : X → R CM fu¨ggve´ny, α0 |X◦ = α e´s – (2.15) miatt –
Q(x, y) = γ0(α(x) + β0(y)),
ha x ∈ X, y ∈ Y ◦. Ugyan´ıgy to¨rte´nhet β0 kiterjeszte´se Y ◦-ro´l Y -ra egy olyan β CM
fu¨ggve´nnye´, amelyre
Q(x, y) = γ0(α(x) + β(y))
teljesu¨l, ha x ∈ X, y ∈ Y ◦ vagy x ∈ X◦, y ∈ Y . Ve´gu¨l legyen z∗ ∈ α(X) + β(Y )
hata´rpont. Ekkor z∗ maximuma vagy minimuma az (x, y) 7→ α(x)+β(y), (x, y) ∈ X×Y
fu¨ggve´nynek. Eze´rt egyetlen olyan (x∗, y∗) ∈ (X \ X◦) × (Y \ Y ◦) pont van, amelyre
z∗ = α(x∗) + β(y∗). Legyen γ(z∗) = Q(x∗, y∗) e´s γ(z) = γ0(z), ha z ∈ (α(X) + β(Y ))◦.
Ekkor a 2.3. Lemma szerint(
α(X) + β(Y )
)◦
= α(X◦) + β(Y ◦) = α0(X◦) + β0(Y ◦)
e´s ı´gy γ0 = γ |
(
α0(X
◦) + β0(Y ◦)
)
. Ma´sre´szt
γ(z∗) = inf
{
γ0(z) : z ∈ α0(X◦) + β0(Y ◦)
}
vagy
γ(z∗) = sup
{
γ0(z) : z ∈ α0(X◦) + β0(Y ◦)
}
,
ı´gy γ egy CM fu¨ggve´ny e´s (α, β, γ) genera´tora Q-nak X × Y -on.
2.2 Illeszte´si eredme´nyek kva´zi-o¨sszegekre
E fejezet fo˝ eredme´nye´nek (a loka´lis kva´zi-o¨sszegek kva´zi-o¨sszegek is) igazola´sa´hoz
elo˝szo¨r azt fogjuk kimutatni, hogy ha egy fu¨ggve´ny ve´ges sok – egyma´shoz specia´lisan
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illeszkedo˝ – te´glalap mindegyike´n kva´zi-o¨sszeg, akkor e te´glalapok unio´ja´n is az. Meg-
jegyezzu¨k, hogy e re´sz eredme´nyei Maksa [Mak04] mellett – keve´sbe´ a´ltala´nos forma´ban
– megjelentek ma´r Maksa [Mak99]-ben is. A bizony´ıta´sok sora´n alapeszko¨zu¨nk az
(2.16) f(u+ v) = g(u) + h(v)
u´n. Pexider egyenlet lesz ([Pex03]). Ennek a CM megolda´sait a´ltala´nos te´telek (Rado´-
Baker [RB87], Rima´n [Rim76], Acze´l [Acz87]) ko¨vetkezme´nyeke´nt meg lehet kapni, de
az ala´bbi egyszeru˝, ko¨zvetlen gondolatmenet sem hosszabb.
2.5 Lemma. Legyen U e´s V intervallum, legyenek f : U+V → R, g : U → R, h : V → R
CM fu¨ggve´nyek e´s tegyu¨k fel, hogy (2.16) teljesu¨l minden u ∈ U e´s v ∈ V esete´n. Ekkor
vannak olyan a 6= 0, b1, b2 valo´s sza´mok, hogy
f(t) = at+ b1 + b2 (t ∈ U + V ),
g(u) = au+ b1 (u ∈ U),
h(v) = av + b2 (v ∈ V ).
B i z o n y ı´ t a´ s. Legyen v1, v2 ∈ V , v1 < v2 e´s integra´ljuk (2.16) mindke´t oldala´t v
szerint a [v1, v2] intervallumon. Ekkor∫ v2
v1
f(u+ v)dv = (v2 − v1)g(u) +
∫ v2
v1
h(v)dv,
azaz ∫ v2+u
v1+u
f(w)dw = (v2 − v1)g(u) +
∫ v2
v1
h(v)dv (u ∈ U).
Eze´rt g folytonosan differencia´lhato´. Hasonlo´an la´thato´ be, hogy h is folytonosan diffe-
rencia´lhato´, eze´rt – (2.16) miatt – f is. I´gy (2.16)-bo´l u illetve v szerinti differencia´la´ssal
f ′(u+ v) = g′(u) illeve f ′(u+ v) = h′(v)
ado´dik (u ∈ U , v ∈ V ), amibo˝l ko¨vetkezik, hogy f , g e´s h differencia´lha´nyadosa
e´rtelmeze´si tartoma´nyaik minden pontja´ban ugyanaz az a 6= 0 valo´s sza´m. Ebbo˝l az
a´ll´ıta´st ma´r ko¨nnyen kapjuk.
La´tni fogjuk, hogy a kva´zi-o¨sszegek egyma´shoz valo´ illeszte´se´t az teszi leheto˝ve´, hogy
a kva´zi-o¨sszegek nem hata´rozza´k meg egye´rtelmu˝en a genera´toraikat, de ha a genera´torra
alkalmas tova´bbi felte´teleket szabunk, akkor ma´r igen. (La´sd [Acz66]-ot is.)
2.6 Lemma. Legyen Q : R → R kva´zi-o¨sszeg az X × Y ⊂ R te´glalapon, x1, x2 ∈ X,
x1 6= x2 e´s y0 ∈ Y . Ekkor ba´rmely p1, p2 ∈ R, p1 6= p2 e´s q0 ∈ R esete´n Q-nak egyetlen
olyan (α, β, γ) genera´tora van X × Y -on, amelyre teljesu¨l, hogy
(2.17) α(x1) = p1, α(x2) = p2, β(y0) = q0.
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B i z o n y ı´ t a´ s. Defin´ıcio´ szerint Q-nak van (α1, β1, γ1) genera´tora X × Y -on.
Definia´ljuk az (α, β, γ) fu¨ggve´nyha´rmast az ala´bbiak szerint:
α(x) =
1
a
(α1(x)− b1) (x ∈ X),
β(y) =
1
a
(β1(y)− b2) (y ∈ Y ),
γ(t) = γ1(at+ b1 + b2) (t ∈ α(X) + β(Y )),
ahol
a =
α1(x1)− α1(x2)
p1 − p2 , b1 = α1(x1)− ap1 e´s b2 = β1(y0)− aq0.
Egyszeru˝ sza´mola´s mutatja, hogy (α, β, γ) a k´ıva´nt tulajdonsa´gu´ genera´tora Q-nak
X × Y -on.
Az egye´rtelmu˝se´g igazola´sa´hoz tegyu¨k fel, hogy az (α, β, γ) genera´toron k´ıvu¨l
(α2, β2, γ2) is olyan genera´tora Q-nak X × Y -on, amelyre
(2.18) α2(x1) = p1, α2(x2) = p2, β2(y0) = q0
teljesu¨l. Ekkor
γ(α(x) + β(y)) = γ2(α2(x) + β2(y)) ((x, y) ∈ X × Y ),
amibo˝l tetszo˝leges u ∈ α(X) e´s v ∈ β(Y ) esete´n
γ−12 ◦ γ(u+ v) = α2 ◦ α−1(u) + β2 ◦ β−1(v)
ko¨vetkezik. Ez – az f = γ−12 ◦ γ, g = α2 ◦ α−1 e´s h = β2 ◦ β−1 jelo¨le´sekkel – e´ppen a
(2.16) Pexider egyenlet, eze´rt a 2.5. Lemma miatt
α2 ◦ α−1(u) = au+ b1
(
u ∈ α(X)),
β2 ◦ β−1(v) = av + b2
(
v ∈ β(Y )),
γ−12 ◦ γ(t) = at+ b1 + b2
(
t ∈ α(X) + β(Y ))
alkalmas a 6= 0, b1, b2 valo´s sza´mokkal, azaz
α(x) =
1
a
(α2(x)− b1) (x ∈ X),(2.19)
β(y) =
1
a
(β2(y)− b2) (y ∈ Y ),(2.20)
γ(t) = γ2(at+ b1 + b2)
(
t ∈ α(X) + β(Y )).(2.21)
Ezek uta´n (2.19)-bo˝l – (2.17) e´s (2.18) figyelembeve´tele´vel –
ap1 = aα(x1) = α2(x1)− b1 = p1 − b1
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e´s
ap2 = aα(x2) = α2(x2)− b1 = p2 − b1
ko¨vetkezik, innen pedig (a − 1)(p1 − p2) = 0 ado´dik. Mivel p1 6= p2, eze´rt a = 1 e´s ı´gy
b1 = 0. Ma´sre´szt (2.20)-bo´l ezek uta´n
q0 = β(y0) = β2(y0)− b2 = q0 − b2,
ı´gy b2 = 0 e´s ve´gu¨l a (2.19) – (2.21) o¨sszefu¨gge´sek alapja´n kapjuk, hogy α = α2, β = β2
e´s γ = γ2.
Ebbo˝l a lemma´bo´l egyszeru˝en ko¨vetkezik az ala´bbi egye´rtelmu˝se´gi a´ll´ıta´s, amelyet a
ke´so˝bbiekben gyakran haszna´lunk majd.
2.7 Lemma. Legyen a Q : R→ R kva´zi-o¨sszeg ke´t genera´tora az X × Y ⊂ T te´glalapon
(α1, β1, γ1) e´s (α2, β2, γ2). Ha valamely x1, x2 ∈ X, x1 6= x2 e´s y0 ∈ Y esete´n
α1(x1) = α2(x1), α1(x2) = α2(x2) e´s β1(y0) = β2(y0),
akkor a ke´t genera´tor azonos, azaz α1 = α2 X-en, β1 = β2 Y -on e´s γ1 = γ2 az
α1(X) + β1(Y ) = α2(X) + β2(Y ) intervallumon.
A ko¨vetkezo˝ ne´gy lemma´ban kva´zi-o¨sszegek ,,o¨sszeilleszte´se´ro˝l” lesz szo´.
2.8 Lemma. ([Mak04]) (Fu¨ggo˝leges illeszte´s.) Tegyu¨k fel, hogy az Y1 e´s Y2 interval-
lumoknak van ko¨zo¨s belso˝ pontjuk e´s (X × Y1) ∪ (X × Y2) ⊂ R. Legyen Q : R → R
kva´zi-o¨sszeg az X × Y1 e´s X × Y2 te´glalapokon. Ekkor Q kva´zi-o¨sszeg az X × (Y1 ∪ Y2)
te´glalapon is.
B i z o n y ı´ t a´ s. Ha Y1 ⊂ Y2 vagy Y2 ⊂ Y1 , akkor az a´ll´ıta´s trivia´lis, eze´rt a tova´bbiakban
tegyu¨k fel, hogy Y1 e´s Y2 ko¨zu¨l egyik sem re´szhalmaza a ma´siknak. Legyen (α1, β1, γ1)
Q egy genera´tora X × Y1-en e´s x1, x2 ∈ X, x1 6= x2, y0 ∈ Y1 ∩ Y2. Mivel Q X × Y2-n is
kva´zi-o¨sszeg, a 2.6. Lemma szerint, van olyan (α2, β2, γ2) genera´tora X × Y2-n, amelyre
α2(x1) = α1(x1), α2(x2) = α1(x2), β2(y0) = β1(y0).
A Q fu¨ggve´ny nyilva´n kva´zi-o¨sszeg az (X × Y1) ∩ (X × Y2) = X × (Y1 ∩ Y2) te´glalapon
is, eze´rt a 2.7. Lemma miatt
α2(x) = α1(x) (x ∈ X),(2.22)
β2(y) = β1(y) (y ∈ Y1 ∩ Y2),(2.23)
γ2(t) = γ1(t) (t ∈ α1(X) + β1(Y1 ∩ Y2)).(2.24)
Vezessu¨k be ezek uta´n az ala´bbi defin´ıcio´kat:
α(x) = α1(x) (x ∈ X),
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β(y) =
{
β1(y), ha y ∈ Y1
β2(y), ha y ∈ Y2
e´s
γ(t) =
{
γ1(t), ha t ∈ α(X) + β(Y1)
γ2(t), ha t ∈ α(X) + β(Y2)
.
Az azonnal la´thato´, hogy α e´s β CM fu¨ggve´nyek, (2.23) miatt ugyanis (e´s mivel Y1 ∩Y2
pozit´ıv hosszu´sa´gu´) β1 e´s β2 ugyanolyan e´rtelemben szigoru´an monoton fu¨ggve´nyek. γ
aze´rt fu¨ggve´ny, mert ha t ∈ (α(X) + β(Y1)) ∩ (α(X) + β(Y2)), akkor a 2.1. Lemma
(2.3) egyenlo˝se´ge miatt t ∈ α(X) + β(Y1 ∩ Y2) e´s ı´gy α e´s β defin´ıcio´ja´bo´l e´s (2.24)-bo˝l
ko¨vetkezik, hogy γ(t) egye´rtelmu˝en meghata´rozott. Mivel α(X) + β(Y1 ∩ Y2) interval-
lum, eze´rt γ1 e´s γ2 ugyanolyan e´rtelemben szigoru´an monoton fu¨ggve´nyek, teha´t γ CM
fu¨ggve´ny. Ve´gu¨l nyilva´nvalo´, hogy (α, β, γ) Q genera´tora az X×(Y1∪Y2) te´glalapon.
2.9 Lemma. ([Mak04]) (Vı´zszintes illeszte´s.) Tegyu¨k fel, hogy az X1 e´s X2 interval-
lumoknak van ko¨zo¨s belso˝ pontjuk e´s (X1×Y )∪(X2×Y ) ⊂ R. Legyen tova´bba´ Q : R→ R
kva´zi-o¨sszeg az (X1×Y ) e´s (X2×Y ) te´glalapokon. Ekkor Q kva´zi-o¨sszeg az (X1∪X2)×Y
te´glalapon is.
B i z o n y ı´ t a´ s. Alkalmazzuk a 2.8. Lemma´t a Q1(y, x) = Q(x, y), (x, y) ∈ R mo´don
e´rtelmezett Q1 fu¨ggve´nyre.
A 2.7. e´s 2.8. Lemma´kat isme´telten alkalmazva to¨bbszo¨ro¨s illeszte´sre is van leheto˝se´g.
2.10 Lemma. ([Mak04]) Legyen 2 ≤ N ∈ N, 2 ≤M ∈ N, X,X1, . . . , XN , Y, Y1, . . . , YM
intervallum. Tegyu¨k fel, hogy Xi∩Xi+1-nek illetve Yj∩Yj+1-nek van belso˝ pontja minden
i = 1, . . . , N − 1 illetve j = 1, . . . ,M − 1 mellett, tova´bba´
(
N⋃
i=1
Xi
)
× Y ⊂ R, illetve
X ×
(
M⋃
j=1
Yj
)
⊂ R e´s Q : R → R kva´zi-o¨sszeg az Xi × Y illetve X × Yj te´glalapokon
minden i = 1, . . . , N illetve j = 1, . . . ,M esete´n. Ekkor Q kva´zi-o¨sszeg az
(
N⋃
i=1
Xi
)
×Y
illetve az X ×
(
M⋃
j=1
Yj
)
te´glalapon is.
Az ala´bbi illeszte´si eredme´ny leheto˝ve´ teszi, hogy bizonyos vizsga´latainkban kompakt
te´glalapokra szor´ıtkozzunk.
2.11 Lemma. ([Mak04]) Legyenek Xn, Yn intervallumok, Rn = Xn×Yn ⊂ R, Rn ⊂ Rn+1
minden n ∈ N-re e´s R0 =
∞⋃
n=1
Rn. Legyen tova´bba´ Q : R→ R kva´zi-o¨sszeg Rn-en minden
n ∈ N esete´n. Ekkor Q kva´zi-o¨sszeg R0-on is.
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B i z o n y ı´ t a´ s. Legyen (α1, β1, γ1) Q egy genera´tora R1-en, x1, x2 ∈ X1, x1 6= x2,
y0 ∈ Y1 e´s ha ma´r Q (αn, βn, γn) genera´tora´t megva´lasztottuk Rn-en, va´lasszuk
Q (αn+1, βn+1, γn+1) genera´tora´t Rn+1-en u´gy, hogy
αn+1(x1) = αn(x1), αn+1(x2) = αn(x2), βn+1(y0) = βn(y0)
teljesu¨ljo¨n, ha n ∈ N. Ez a 2.6. Lemma miatt lehetse´ges e´s a 2.7. Lemma szerint azzal
a ko¨vetkezme´nnyel ja´r, hogy
αn+1(x) = αn(x) (x ∈ Xn) , βn+1(y) = βn(y) (y ∈ Yn)
e´s
γn+1(t) = γn(t)
(
t ∈ αn(Xn) + βn(Yn)
)
minden n ∈ N-re. Eze´rt az α =
∞⋃
n=1
αn (azaz α(x) = αn(x), ha x ∈ Xn),
β =
∞⋃
n=1
βn e´s γ =
∞⋃
n=1
γn ke´pletek CM fu¨ggve´nyeket definia´lnak az
∞⋃
n=1
Xn,
∞⋃
n=1
Yn e´s
az
∞⋃
n=1
(αn(Xn) + βn(Yn))
(
= α
( ∞⋃
n=1
Xn
)
+ β
( ∞⋃
n=1
Yn
))
intervallumokon e´s azonnal
la´thato´, hogy (α, β, γ) genera´tora Q- nak R0-on.
Most ma´r nem lesz nehe´z igazolni ennek a fejezetnek a fo˝ eredme´nye´t.
2.12 Te´tel. ([Mak04]) Legyen X e´s Y ke´t intervallum e´s Q : X × Y → R loka´lis
kva´zi-o¨sszeg X × Y -on. Ekkor Q kva´zi-o¨sszeg X × Y -on.
B i z o n y ı´ t a´ s. Mivel X × Y elo˝a´ll benne levo˝ kompakt te´glalapok monoton no¨vekvo˝
sorozata elemeinek unio´jake´nt, – a 2.11. Lemma miatt – ele´g azt igazolni, hogy Q kva´zi-
o¨sszeg minden C = [a, b] × [c, d] ⊂ X × Y te´glalapon. Legyen ξ ∈ [a, b] ro¨gz´ıtett e´s
Cξ = {(ξ, y) : y ∈ [c, d]}. Cξ minden pontja´hoz van olyan C-beli, C-ben ny´ılt te´glalap,
amely tartalmazza a pontot e´s amelyen Q kva´zi-o¨sszeg. Mivel Cξ is kompakt, vannak
olyan X
(ξ)
1 ×Y (ξ)1 , . . . , X(ξ)N ×Y (ξ)N te´glalapok, amelyek szinte´n C-beliek, C-ben ny´ıltak, Q
mindegyiku¨ko¨n kva´zi-o¨sszeg e´s Cξ ⊂
N⋃
i=1
(
X
(ξ)
i ×Y (ξ)i
)
. Legyen Rξ =
(
N⋂
i=1
X
(ξ)
i
)
×
N⋃
i=1
Y
(ξ)
i .
Ekkor Cξ ⊂ Rξ ⊂ C te´glalap, amely ny´ılt C-ben e´s – a 2.10. Lemma (fu¨ggo˝leges illeszte´s)
miatt – Q kva´zi-o¨sszeg Rξ-n. Eze´rt – mivel C kompakt – vannak olyan ξj ∈ [a, b],
j = 1, . . . ,M sza´mok, hogy C =
M⋃
j=1
Rξj teljesu¨l. Isme´t alkalmazva a 2.10 Lemma´t
(v´ızszintes illeszte´s) kapjuk, hogy Q kva´zi-o¨sszeg C-n.
A 2.4. e´s 2.12. Te´telek azonnali ko¨vetkezme´nye az ala´bbi
2.13 Te´tel. Ha a Q : X × Y → R CM fu¨ggve´ny loka´lis kva´zi-o¨sszeg az X◦ × Y ◦
te´glalapon, akkor Q kva´zi-o¨sszeg az X × Y te´glalapon.
Ezt a re´szt egy olyan specia´lis illeszte´si te´tellel za´rjuk, amelyet a (2.2) a´ltala´nos´ıtott
asszociativita´si egyenlet megolda´sakor fogunk haszna´lni a 3. fejezetben.
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2.14 Te´tel. ([Mak04]) Legyenek X, Y , Z intervallumok, Q1 : X × Y → R e´s
Q2 : Y × Z → R CM fu¨ggve´nyek. Tegyu¨k fel, hogy ba´rmely (x0, y0, z0) ∈ X◦ × Y ◦ × Z◦
esete´n vannak olyan X0, Y0, Z0 ny´ılt intervallumok e´s olyan α0 : X0 → R, β0 : Y0 → R,
γ0 : Z0 → R, δ10 : α0(X0) + β0(Y0) → R, δ20 : β0(Y0) + γ0(Z0) → R CM fu¨ggve´nyek,
hogy x0 ∈ X0, y0 ∈ Y0, z0 ∈ Z0, X0 × Y0 × Z0 ⊂ X◦ × Y ◦ × Z◦,
Q1(x, y) = δ10(α0(x) + β0(y))
(
(x, y) ∈ X0 × Y0
)
,(2.25)
Q2(y, z) = δ20(β0(y) + γ0(z))
(
(y, z) ∈ Y0 × Z0
)
.(2.26)
Ekkor Q1 e´s Q2 kva´zi-o¨sszegek, so˝t vannak olyan α : X → R, β : Y → R, γ : Z → R,
δ1 : α(X) + β(Y )→ R, δ2 : β(Y ) + γ(Z)→ R CM fu¨ggve´nyek, hogy
Q1(x, y) = δ1(α(x) + β(y))
(
(x, y) ∈ X × Y ),
Q2(y, z) = δ2(β(y) + γ(z))
(
(y, z) ∈ Y × Z).
B i z o n y ı´ t a´ s. Mivel a felte´telek miatt a Q1 e´s Q2 CM fu¨ggve´nyek loka´lis kva´zi-
o¨sszegek az X◦ × Y ◦ illetve az Y ◦ ×Z◦ te´glalapon, eze´rt – a 2.13. Te´tel szerint – kva´zi-
o¨sszegek a teljes e´rtelmeze´si tartoma´nyukon is. Legyen (α, β, δ1) Q1 egy genera´tora
X × Y -on, y1, y2 ∈ Y , y1 < y2 e´s va´lasszuk meg Q2 egy (β1, γ, δ2) genera´tora´t Y × Z-n
u´gy, hogy
(2.27) β1(y1) = β(y1) e´s β1(y2) = β(y2)
teljesu¨ljo¨n. Ez a 2.6. Lemma miatt lehetse´ges. Ki fogjuk mutatni, hogy β1 = β az Y
intervallumon.
Valo´ban, legyen y0 ∈ Y tetszo˝leges, legyen tova´bba´ x0 ∈ X e´s z0 ∈ Z. A felte´telek
miatt fenna´ll (2.25) e´s (2.26) alkalmas CM fu¨ggve´nyekkel e´s x0 ∈ X0, y0 ∈ Y0, z0 ∈ Z0
ny´ılt intervallumokkal. Eze´rt – mivel (α, β, δ1) Q genera´tora X × Y -on, (β1, γ, δ2) pedig
Q2-e´ Y × Z-n (2.25)-bo˝l e´s (2.26)-bo´l azt kapjuk, hogy
δ10(α0(x) + β0(y)) = δ1(α(x) + β(y))
(
(x, y) ∈ X0 × Y0
)
,
illetve
δ20(β0(y) + γ0(z)) = δ2(β1(y) + γ(z))
(
(y, z) ∈ Y0 × Z0
)
.
Innen – hasonlo´an, mint a 2.6. Lemma bizony´ıta´sa´ban – a
δ−11 ◦ δ10(u+ v) = α ◦ α−10 (u) + β ◦ β−1 ◦ (v),
illetve a
δ−12 ◦ δ20(v + w) = β1 ◦ β−10 (v) + γ ◦ γ−10 (w)
Pexider egyenletek ado´dnak (u ∈ α0(X0), v ∈ β0(Y0), w ∈ γ0(Z0)). Ezekbo˝l pedig a
2.5. Lemma miatt – egyebek ko¨zo¨tt –
β ◦ β−10 (v) = a1v + b1 e´s β1 ◦ β−10 (v) = a2v + b2
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ko¨vetkezik valamilyen a1, b1, a2, b2 ∈ R a1a2 6= 0 e´s minden v ∈ β0(Y0) esete´n. I´gy
β(y) = a1β0(y) + b1 e´s β1(y) = a2β0(y) + b2,
ha y ∈ Y0. Eze´rt – mivel a2 6= 0 –
(2.28) β(y) = a0β1(y) + b0 (y ∈ Iy0 = Y0),
ahol 0 6= a0 ∈ R, b0 ∈ R (y0-to˝l esetleg fu¨ggo˝) alkalmas sza´mok. Fedju¨k le az [y1, y2]
kompakt intervallum minden y0 eleme´t olyan Iy0 ny´ılt intervallummal, melyre (2.28)
teljesu¨l valamilyen (a0, b0) konstans-pa´rra (a0 6= 0). A kompaktsa´g miatt ve´ges sok ilyen
intervallum is lefedi [y1, y2]-t. Hagyjuk el a fo¨lo¨slegeseket (amelyeket a ve´ges lefede´sben
to˝le bo˝vebb lefed) a ve´ges lefede´sbo˝l e´s a marade´k intervallumokat rendezzu¨k olyan
I1, . . . , In sorrendbe, hogy baloldali ve´gpontjaik szigoru´an monoton no¨vekvo˝ mo´don
ko¨vesse´k egyma´st. Igazolni fogjuk, hogy van olyan 0 6= a ∈ R e´s b ∈ R, hogy
(2.29) β(y) = aβ1(y) + b (y ∈ [y1, y2]).
Ez nyilva´nvalo´, ha n = 1. Ha n > 1 e´s 1 ≤ k ≤ n− 1, akkor
(2.30) β(y) = a′kβ1(y) + b
′
k = a
′
k+1β1(y) + b
′
k+1,
ha y ∈ Ik ∩ Ik+1 valamely a′k, b′k, a′k+1, b′k+1 ∈ R mellett (a′ka′k+1 6= 0). Mivel Ik ∩ Ik+1
(pozit´ıv hosszu´sa´gu´) intervallum e´s β1 nem konstans Ik ∩ Ik+1-en, eze´rt (2.30)-bo´l
a′k = a
′
k+1 e´s b
′
k = b
′
k+1 ko¨vetkezik. Teha´t az a := a
′
1(= · · · = a′n), b := b′1(= · · · = b′n)
defin´ıcio´kkal (2.29)-et kapjuk. Ma´sre´szt (2.27)-bo˝l e´s (2.29)-bo˝l azonnal ado´dik, hogy
a = 1 e´s b = 0. I´gy isme´t (2.29)-bo˝l az ko¨vetkezik, hogy β = β1 Y minden kompakt
re´szintervalluma´n, ı´gy maga´n Y -on is.
2.3 Ne´ha´ny egyszeru˝ alkalmaza´s
A 2.13. Te´tel legfontosabb alkalmaza´sa´ra a 3. fejezetben a
(2.2) F (G(x, y), z) = H(x,K(y, z))
egyenlet CM megolda´sainak meghata´roza´sakor keru¨l majd sor. Itt ha´rom olyan egyen-
letet oldunk meg, amelyekkel ke´so˝bb me´g tala´lkozunk. Az elso˝ ezek ko¨zu¨l a (2.2) egyenlet
(2.31) A(u+ v, w) = B(u, v + w)
specia´lis esete. Megjegyezzu¨k, hogy ez az egyenlet Maksa [Mak00]-ben a´ltala´nosan is meg
van oldva, de felhaszna´lva csak abban az esetben van, amikor A e´s B CM fu¨ggve´nyek.
2.15 Te´tel. ([Mak00]) Legyenek U , V e´s W intervallumok, A : (U + V ) ×W → R
e´s B : U × (V +W ) → R CM fu¨ggve´nyek. Akkor e´s csak akkor teljesu¨l (2.31) minden
(u, v, w) ∈ U × V ×W esete´n, ha van olyan ϕ : U + V +W → R CM fu¨ggve´ny, hogy
(2.32) A(t, w) = ϕ(t+ w) (t ∈ U + V, w ∈ W )
e´s
(2.33) B(u, s) = ϕ(u+ s) (u ∈ U, s ∈ V +W ).
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B i z o n y ı´ t a´ s. (Nem az eredeti, a [Mak00]-ben megjelent bizony´ıta´st ı´rjuk le, hanem
le´nyege´ben azt, amely [Mak04]-ben szerepel.) Mivel (2.31)-bo˝l azonnal ko¨vetkezik, hogy
B(u, s) = A(u+ s− w,w) (u ∈ U, s ∈ V +W, w ∈ W ),
eze´rt a B CM fu¨ggve´ny loka´lis kva´zi-o¨sszeg e´rtelmeze´si tartoma´nya´nak belseje´n. I´gy a
2.13. Te´tel szerint B kva´zi-o¨sszeg az U × (V +W ) te´glalapon. Eze´rt
(2.34) B(u, s) = ϕ1(a(u) + b(s)) (u ∈ U, s ∈ V +W )
alkalmas a : U → R, b : V +W e´s ϕ1 : a(U) + b(V +W ) → R CM fu¨ggve´nyekre. A
(2.34) e´s (2.31) egyenlo˝se´gek szerint
A(u+ v, w) = ϕ1(a(u) + b(v + w)),
azaz
ϕ−11 ◦ A(u+ v, w) = a(u) + b(v + w)
teljesu¨l minden (u, v, w) ∈ U × V ×W esete´n. Ez – minden ro¨gz´ıtett w ∈ W mellett –
egy Pexider egyenlet, amelyben CM fu¨ggve´nyek szerepelnek, eze´rt a 2.5. Lemma szerint
a(u) = a0(w)u+ b1(w),(2.35)
b(v + w) = a0(w)v + b2(w)(2.36)
e´s
(2.37) ϕ−11 ◦ A(t, w) = a0(w)t+ b1(w) + b2(w)
minden (u, v, w) ∈ U ×V ×W , t ∈ U +V e´s alkalmas a0 : W → R \ {0}, b1, b2 : W → R
fu¨ggve´nyek mellett. (A 2.5. Lemma´ban szereplo˝ a0 6= 0, b1, b2 konstansok itt fu¨gghetnek
a ro¨gz´ıtett w- to˝l.) (2.35)-bo˝l azonnal ko¨vetkezik, hogy az a0 fu¨ggve´ny konstans, amelyet
szinte´n a0-lal jelo¨lu¨nk e´s eze´rt a b1 fu¨ggve´ny is konstans, amelyet szinte´n b1-gyel jelo¨lu¨nk.
Ezek uta´n (2.36)-bo´l isme´t egy Pexider egyenlet ado´dik, nevezetesen
b(v + w) = a0v + b2(w) (v ∈ V, w ∈ W ).
Nyilva´nvalo´, hogy b2 is CM fu¨ggve´ny. Eze´rt isme´t a 2.5. Lemma miatt
b2(w) = a0w + b0 (w ∈ W )
valamilyen b0 ∈ R mellett. Most ma´r (2.37)-bo˝l
A(t, w) = ϕ1(a0t+ b1 + a0w + b0),
amibo˝l pedig – a ϕ(τ) = ϕ1(a0τ+b0+b1), t ∈ U+V +W defin´ıcio´val – (2.32) ko¨vetkezik.
ϕ nyilva´n CM fu¨ggve´ny, mert a0 6= 0. Ve´gu¨l (2.33) igazola´sa´hoz legyen u ∈ U e´s
s ∈ V +W , s = v + w (v ∈ V , w ∈ W ). Ekkor (2.31)-bo˝l e´s (2.32)-bo˝l ado´dik, hogy
B(u, s) = B(u, v + w) = A(u+ v, w) = ϕ(u+ v + w) = ϕ(u+ s).
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A megford´ıta´s nyilva´nvalo´.
A (2.31) egyenlethez hasonlo´an kezelheto˝ a
(2.38) C(x+ y, u+ v) = D(x+ u, y + v)
egyenlet is. Ez Maksa [Mak99]-ben meg van oldva a´ltala´nosan, de csak a CM
megolda´sokat haszna´ljuk majd ke´so˝bb.
2.16 Te´tel. ([Mak99]) Legyenek X, Y , U e´s V intervallumok, C : (X+Y )×(U+V )→
R e´s D : (X + U)× (Y + V )→ R CM fu¨ggve´nyek. Akkor e´s csak akkor teljesu¨l (2.38)
minden (x, y, u, v) ∈ X × Y × U × V esete´n, ha van olyan ϕ : X + Y + U + V → R
CM fu¨ggve´ny, hogy
(2.39) C(p, q) = ϕ(p+ q) (p ∈ X + Y, q ∈ U + V )
e´s
(2.40) D(s, t) = ϕ(s+ t) (s ∈ X + U, t ∈ Y + V ).
B i z o n y ı´ t a´ s. (Nem az eredeti, a [Mak99]-ben publika´lt bizony´ıta´st ı´rjuk le.)
(2.32)-bo˝l azonnal ko¨vetkezik, hogy
C(x+ y − (u+ v), u+ v) = D(x, y) (x ∈ X, y ∈ Y + v, u ∈ U, v ∈ V ).
Eze´rt D loka´lis kva´zi-o¨sszeg e´rtelmeze´si tartoma´nya belseje´n, ı´gy a 2.13. Te´tel szerint
kva´zi-o¨sszeg az ege´sz e´rtelmeze´si tartoma´nya´n is. I´gy
(2.41) D(s, t) = ϕ1(a(s) + b(t)) (s ∈ X + U, t ∈ Y + V )
alkalmas a : X + U → R, b : Y + V → R e´s ϕ1 : a(X + U) + b(Y + V ) → R CM
fu¨ggve´nyekkel. A (2.38) e´s (2.41) egyenlo˝se´gekbo˝l
C(x+ y, u+ v) = ϕ1(a(x+ u) + b(y + v)),
azaz
ϕ−11 ◦ C(x+ y, u+ v) = a(x+ u) + b(y + v)
ko¨vetkezik minden (x, y, u, v) ∈ X × Y × U × V esete´n. Ez – minden ro¨gz´ıtett
(u, v) ∈ U × V mellett – isme´t egy Pexider egyenlet ismeretlen CM fu¨ggve´nyekkel,
eze´rt a 2.5. Lemma szerint
a(x+ u) = a0(u, v)x+ b1(u, v),(2.42)
b(y + v) = a0(u, v)y + b2(u, v)(2.43)
e´s
(2.44) ϕ−11 ◦ C(p, u+ v) = a0(u, v)p+ b1(u, v) + b2(u, v)
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minden (x, y, u, v) ∈ X × Y × U × V , p ∈ X + Y e´s alkalmas a0 : U × V → R \ {0},
b1, b2 : U × V → R fu¨ggve´nyek mellett. (A 2.5. Lemma´ban szereplo˝ konstansok most az
(u, v) pa´rto´l fu¨gghetnek.) (2.42)-bo˝l azonban ro¨gto¨n ko¨vetkezik, hogy a0 nem fu¨gghet a
ma´sodik va´ltozo´ja´to´l e´s ı´gy b1 sem. (Helyettes´ıtsu¨nk ugyanis (2.42)-be ke´t ku¨lo¨nbo¨zo˝ x
e´rte´ket e´s a kapott egyenletrendszerbo˝l fejezzu¨k ki a0(u, v)-t.) Hasonlo´an elja´rva (2.43)-
mal kapjuk, hogy a0 nem fu¨gghet az elso˝ va´ltozo´ja´to´l sem e´s ı´gy b2 sem fu¨gghet az elso˝
va´ltozo´ja´to´l. Teha´t az a0 fu¨ggve´ny konstans, amelyet szinte´n a0-lal jelo¨lu¨nk, tova´bba´ b1
legfeljebb az elso˝, b2 pedig legfeljebb a ma´sodik va´ltozo´ja´to´l fu¨gg. Az u´jabb (egyva´ltozo´s)
fu¨ggve´nyeket isme´t b1-gyel illetve b2-vel jelo¨lve a (2.42) – (2.44) egyenletekbo˝l az
a(x+ u) = a0x+ b1(u) (x ∈ X, u ∈ U),(2.45)
b(y + v) = a0y + b2(v) (y ∈ Y, v ∈ V ),(2.46)
ϕ−11 ◦ C(p, u+ v) = a0p+ b1(u) + b2(v) (p ∈ X + Y, u ∈ U, v ∈ V )(2.47)
egyenletek ado´dnak. (2.45) e´s (2.46) isme´t Pexider egyenlet, amelyekbo˝l az is ko¨vetkezik,
hogy b1 e´s b2 CM fu¨ggve´ny, eze´rt a 2.5. Lemma miatt
b1(u) = a0u+ b11 (u ∈ U) illetve b2(v) = a0v + b12 (v ∈ V ),
ahol b11 e´s b12 alkalmas valo´s sza´mok. Eze´rt (2.47)-bo˝l azt kapjuk, hogy
C(p, u+ v) = ϕ1
(
a0(p+ u+ v) + b11 + b12
)
,
amibo˝l – a ϕ(τ) = ϕ1(a0τ+b11+b12), τ ∈ X+Y +U+V defin´ıcio´val – (2.39) ko¨vetkezik.
Mivel a0 6= 0, eze´rt ϕ CM fu¨ggve´ny. (2.40) igazola´sa´hoz legyen s ∈ X + U , s = x + u
(x ∈ X, u ∈ U) e´s t ∈ Y + V , t = y + v (y ∈ Y , v ∈ V ). Felhaszna´lva (2.38)-at e´s
(2.39)-et kapjuk, hogy
D(s, t) = D(x+ u, y + v) = C(x+ y, u+ v) = ϕ(x+ y + u+ v) = ϕ(s+ t).
A megford´ıta´s nyilva´nvalo´.
Ebben a re´szben ve´gu¨l az
(2.48) f(x+ y) = E(g(x), h(y))
egyenlet CM megolda´saival foglakozunk. Ez az egyenlet a´ltala´nos´ıta´sa a (2.16) Pexider
egyenletnek, de specia´lis esete az (1.1) biszimmetria egyenletnek. Csak ez uto´bbi a´ll´ıta´s
szorul magyara´zatra: legyen 2 ≤ m ∈ N, X1, . . . , Xm, Y1, . . . , Ym intervallum,
I = X1 × · · · ×Xm, J = Y1 × · · · × Ym,
f : I + J → R, g : I → R, h : J → R e´s E : g(I)× h(J)→ R.
Ilyen ko¨ru¨lme´nyek ko¨zo¨tt (2.48) re´szletesen ki´ırva:
(2.49) f(x1 + y1, . . . , xm + ym) = E(g(x1, . . . , xm), h(y1, . . . , ym)),
ami valo´ban (1.1) alaku´ egyenlet e´s fontos szerepe lesz (1.1) CM megolda´sainak megha-
ta´roza´sa´ban. Ezek uta´n ne´zzu¨k a (2.48) egyenletre vonatkozo´ a´ll´ıta´st.
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2.17 Te´tel. ([Mak04]) Legyenek az I e´s J halmazok u´gy definia´lva mint az elo˝bb,
legyenek tova´bba´
f : I + J → R, g : I → R, h : J → R e´s E : g(I)× h(J)→ R
CM fu¨ggve´nyek. Ekkor (2.48) pontosan akkor teljesu¨l minden x ∈ I e´s y ∈ J esete´n,
ha van olyan a = (a1, . . . , am) ∈ Rm e´s vannak olyan α : g(I) → R, β : h(J) → R,
ϕ : α(I) + β(J)→ R CM fu¨ggve´nyek, hogy a1 . . . an 6= 0 e´s
f(t) = ϕ(〈a, t〉) (t ∈ I + J),(2.50)
g(x) = α−1(〈a, x〉) (x ∈ I),(2.51)
h(y) = β−1(〈a, y〉) (y ∈ J) e´s(2.52)
E(p, q) = ϕ(α(p) + β(q))
(
(p, q) ∈ g(I)× h(J)),(2.53)
ahol 〈 , 〉 a szoka´sos belso˝szorzat Rm-ben.
B i z o n y ı´ t a´ s. Legyen (p0, q0) ∈ g(I)0 × h(J)0, p0 = g(x10, . . . , xm0), q0 =
h(y10, . . . , ym0) valamely (x10, . . . , xm0) ∈ I0, (y10, . . . , ym0) ∈ J0 mellett. Ekkor (2.49)
szerint
f(x1 + y1, x20 + y20, . . . , xm0 + ym0) = E
(
g(x1, x20, . . . , xm0), h(y1, y20, . . . , ym0)
)
minden (x1, y1) ∈ X1×Y1 esete´n. Ez azt mutatja, hogy E loka´lis kva´zi-o¨sszeg e´rtelmeze´si
tartoma´nya belseje´n, eze´rt a 2.13. Te´tel szerint E kva´zi-o¨sszeg a teljes e´rtelmeze´si tar-
toma´nya´n, azaz vannak olyan α1 : g(I) → R, β1 : h(J) → R e´s ϕ1 : g(I) + h(J) → R
CM fu¨ggve´nyek, amelyekkel
(2.54) E(p, q) = ϕ1(α1(p) + β1(q))
(
(p, q) ∈ g(I)× h(J)).
Ebbo˝l e´s (2.48)-bo´l
ϕ−11 ◦ f(x+ y) = α1 ◦ g(x) + β1 ◦ h(y) (x ∈ I, y ∈ J)
ado´dik, ami egy eredeti (m-dimenzio´s) Pexider egyenlet. Ennek a CM megolda´saira
(la´sd Rado´-Baker [RB87, Colloray 3]) azt kapjuk, hogy van olyan a = (a1, . . . , am) ∈ Rm,
tova´bba´ b1, b2 ∈ R, hogy a1 . . . am 6= 0 e´s
ϕ−11 ◦ f(t) = 〈a, t〉+ b1 + b2 (t ∈ I + J),(2.55)
α1 ◦ g(x) = 〈a, x〉+ b1, (x ∈ I)(2.56)
e´s
(2.57) β1 ◦ h(y) = 〈a, y〉+ b2 (y ∈ J).
Definia´ljuk ezek uta´n az α : g(I) → R, β : h(J) → R e´s ϕ : g(I) + h(J) → R CM
fu¨ggve´nyeket az
α(p) = α1(p)− b1 β(q) = β1(q)− b2, ϕ(r) = ϕ1(r + b1 + b2)
ke´pletekkel. I´gy egyre´szt (2.55) – (2.57)-bo˝l azonnal ado´dik (2.50) – (2.52), ma´sre´szt –
ko¨zvetlen sza´mola´ssal vagy a 2.2. Lemma bizony´ıta´sa´nak (2.19) – (2.21) egyenlo˝se´geit
felhaszna´lva – (2.54)-bo˝l megkapjuk (2.53)-at is.
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2.4 Specia´lis kva´zi-o¨sszegek: su´lyfu¨ggve´nnyel su´lyozott
kva´zi-aritmetikai ko¨ze´pe´rte´kek
Ebben a re´szben arra a ke´rde´sre adunk va´laszt, hogy a ke´tva´ltozo´s, su´lyfu¨ggve´nnyel
su´lyozott kva´zi-aritmetikai ko¨ze´pe´rte´kek ko¨zu¨l melyek azok, amelyek egyu´ttal kva´zi-
o¨sszegek is. A ke´rde´s ha´ttere´ben a su´lyfu¨ggve´nnyel su´lyozott kva´zi-aritmetikai ko¨ze´pe´r-
te´kek egyenlo˝se´ge´nek proble´ma´ja a´ll. Legyen I intervallum Φ : I → R CM fu¨ggve´ny,
F : I → R pedig egy pozit´ıv e´rte´keket felvevo˝ fu¨ggve´ny, azaz F (x) > 0, ha x ∈ I. Az
x1, . . . , xn ∈ I sza´mok F su´lyfu¨ggve´nnyel su´lyozott kva´zi-aritmetikai ko¨ze´pe´rte´ke
(2.58) MΦF (x1, . . . , xn) = Φ
−1

n∑
i=1
F (xi)Φ(xi)
n∑
i=1
F (xi)
 .
A su´lyfu¨ggve´nnyel su´lyozott kva´zi-aritmetikai ko¨ze´pe´rte´kek egyenlo˝se´ge´nek proble´ma´ja
az, hogy tala´ljunk olyan szu¨kse´ges e´s elegendo˝ felte´teleket a Φ,Ψ : I → R CM
fu¨ggve´nyekre e´s az F,G : I → ]0,+∞[ su´lyfu¨ggve´nyekre, hogy az MΦF ≡ MΨG
egyenlo˝se´g, re´szletesebben a
(2.59) Φ−1

n∑
i=1
F (xi)Φ(xi)
n∑
i=1
F (xi)
 = Ψ−1

n∑
i=1
G(xi)Ψ(xi)
n∑
i=1
G(xi)

egyenlo˝se´g fenna´lljon minden (x1, . . . , xn) ∈ In mellett. Felte´ve, hogy (2.59) valamely
ro¨gz´ıtett n ≥ 3 mellett fenna´ll e´s hogy a Φ, Ψ, F e´s G fu¨ggve´nyek ke´tszer differen-
cia´lhato´ak Bajraktarevic´ [Baj58] igazolta , hogy vannak olyan a, b, c, d valo´s sza´mok,
hogy
(c2 + d2)(ad− bc) 6= 0
e´s
Ψ(x) =
aΦ(x) + b
cΦ(x) + d
, G(x) = F (x)(cΦ(x) + d) (x ∈ I).
Acze´l e´s Daro´czy [AD63] puszta´n azt felte´telezve a (2.59)-ben szereplo˝ fu¨ggve´nyekro˝l,
ami MΦF e´s MΨG defin´ıcio´ja´ban szerepel, de (2.59) fenna´lla´sa´t minden n ≥ 2-re
megko¨vetelve bizony´ıtotta´k ugyanezt.
Losonczi [Los99] volt az, aki elo˝szo¨r e´rt el eredme´nyt – a legnehezebb – az n = 2
esetben: felte´ve, hogy
(2.60) Φ−1
(
Φ(X)F (X) + Φ(Y )F (Y )
F (X) + F (Y )
)
= Ψ−1
(
Ψ(X)G(X) + Ψ(Y )G(Y )
G(X) +G(Y )
)
fenna´ll, a szereplo˝ fu¨ggve´nyek hatszor differencia´lhato´ak e´s me´g bizonyos technikai
felte´telek is teljesu¨lnek – a kora´bban ismerten kivu¨l – kapott tova´bbi 32 megolda´s-
csala´dot. A Daro´czy-Maksa-Pa´les [DMP04] dolgozatban az volt a ce´lunk, hogy megold-
juk (2.60)-at differencia´lhato´sa´gi felte´tel ne´lku¨l. Ezt azonban csak u´gy tudtuk ele´rni,
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hogy felte´teleztu¨k – G konstans fu¨ggve´ny. Eza´ltal arra a ke´rde´sre kaptunk va´laszt, hogy
egy su´lyfu¨ggve´nnyel su´lyozott ke´tva´ltozo´s kva´zi-aritmetikai ko¨ze´pe´rte´k mikor kva´zi-
aritmetikai ko¨ze´pe´rte´k, vagy u´gyis lehet fogalmazni, hogy mikor kva´zi-o¨sszeg. Ugyanis
ha MΦF kva´zi-o¨sszeg, akkor
(2.61) MΦF (X,Y ) = γ
(
α(X) + β(Y )
)
(X,Y ∈ I)
valamilyen α, β : I → R, γ : α(I) + β(I) → R CM fu¨ggve´nyekkel. A baloldal szim-
metria´ja e´s γ injektivita´sa miatt azonban
α(X) + β(Y ) = α(Y ) + β(X) (X, Y ∈ I)
ado´dik, amibo˝l
(2.62) β(Y ) = α(Y ) + c (Y ∈ I)
ko¨vetkezik alkalmas c ∈ R mellett. Ma´sre´szt (2.61)-bo˝l e´s (2.62)-bo˝l
X =MΦF (X,X) = γ
(
α(X) + β(X)
)
= γ
(
2α(X) + c
)
ado´dik, amibo˝l kapjuk, hogy
γ(U) = α−1
(
U − c
2
)
(U ∈ 2α(I) + c).
Eze´rt (2.61)-bo˝l a Ψ = α defin´ıcio´val ugyanaz ado´dik, mint (2.60) jobboldala´bo´l a
G = konstans esetben. Az ala´bbi eredme´nyek Daro´czy-Maksa-Pa´les [DMP04]-ben
jelentek meg e´s hozza´ja´rulnak a Pa´les [Pa´l02] proble´ma´kat megfogalmazo´ dolgozat 6.
proble´ma´ja´nak (amely Losonczi La´szlo´to´l sza´rmazik) megolda´sa´hoz.
Elo˝szo¨r egy regularita´si te´telt igazolunk. Legyen x = Ψ(X), y ∈ Ψ(Y ), J = Ψ(I),
g = G ◦Ψ−1, f = F ◦Ψ−1 e´s ϕ = Φ ◦Ψ−1 a (2.60) egyenletben. Ekkor az a
(2.63)
ϕ(x)f(x) + ϕ(y)f(y)
f(x) + f(y)
= ϕ
(
g(x)x+ g(y)y
g(x) + g(y)
)
(x, y ∈ J)
alakot o¨lti. A tova´bbiakban feltesszu¨k, hogy G e´s ı´gy g is konstans, eze´rt (2.63)-bo´l
(2.64)
ϕ(x)f(x) + ϕ(y)f(y)
f(x) + f(y)
= ϕ
(
x+ y
2
)
(x, y ∈ J)
ko¨vetkezik. Regularita´si te´telu¨nk erre az egyenletre vonatkozik.
2.18 Te´tel. ([DMP04]) Legyen J ny´ılt intervallum, ϕ : J → R CM fu¨ggve´ny e´s
f : J → ]0,+∞[ . Tegyu¨k fel tova´bba´, hogy (2.64) fenna´ll minden x, y ∈ J esete´n. Ekkor
ϕ e´s f ve´gtelen sokszor differencia´lhato´ fu¨ggve´nyek e´s ϕ′(x) 6= 0 ba´rmely x ∈ J esete´n.
B i z o n y ı´ t a´ s. (2.64)-bo˝l kifejezheto˝ f(x) a ko¨vetkezo˝ke´ppen:
(2.65) f(x) = f(y)
ϕ(y)− ϕ (x+y
2
)
ϕ
(
x+y
2
)− ϕ(x) (x, y ∈ J, x 6= y),
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ami azt mutatja, hogy f is folytonos. Ma´sre´szt legyen J0 ⊂ J olyan ny´ılt intervallum,
amelynek me´g a leza´rtja is J-ben van. Megmutatjuk, hogy ϕ ke´t folytonosan differen-
cia´lhato´ fu¨ggve´ny ha´nyadosa J0-on e´s ı´gy ϕ folytonosan differencia´lhato´ J-n. Valo´ban,
va´lasszuk meg a δ > 0 valo´s sza´mot u´gy, hogy J0 + δ ⊂ J e´s J0 − δ ⊂ J is teljesu¨ljo¨n e´s
legyen u ∈ J0, v ∈ R, |v| ≤ δ. Ekkor (2.64)-bo˝l az x = u+ v, y = u− v helyettes´ıte´sekkel
kapjuk, hogy
(f(u+ v) + f(u− v))ϕ(u) = f(u+ v)ϕ(u+ v) + f(u− v)ϕ(u− v).
Integra´ljuk mindke´t oldalt v szerint a [0, δ] intervallumon. Ekkor – helyettes´ıte´ses in-
tegra´la´s uta´n – (∫ u+δ
u−δ
f
)
ϕ(u) =
∫ u+δ
u−δ
fϕ (u ∈ J0)
ko¨vetkezik. Mivel f pozit´ıv e´s folytonos, ebbo˝l az ko¨vetkezik, hogy ϕ ke´t folytonosan dif-
ferencia´lhato´ fu¨ggve´ny ha´nyadosa J0-on e´s ı´gy maga is folytonosan differencia´lhato´ J0-on
e´s ı´gy J-n is. (2.65)-bo˝l pedig az ado´dik ezek uta´n, hogy f is folytonosan differencia´lhato´
J-n. Differencia´ljuk (2.65) mindke´t oldala´t x szerint. Az ı´gy kapott egyenletbo˝l e´s (2.65)-
bo˝l – ne´mi sza´mola´s uta´n –
(2.66)
1
2
ϕ′
(
x+ y
2
)
(f(x) + f(y)) = (fϕ)′(x)− f ′(x)ϕ
(
x+ y
2
)
(x, y ∈ J)
ado´dik. Haszna´ljuk itt isme´t az x = u + v, y = u − v (u ∈ J0, v ∈ R, |v| ≤ δ)
helyettes´ıte´seket, majd integra´ljuk mindke´t oldalt v szerint [0, δ]- n. Ekkor azt kapjuk,
hogy
1
2
ϕ′(u)
∫ u+δ
u−δ
f =
∫ u+δ
u
(fϕ)′ − ϕ(u)
∫ u+δ
u
f ′ (u ∈ J0).
Ez azt mutatja (mivel f pozit´ıv, folytonos fu¨ggve´ny), hogy ϕ′ is folytonosan differenci-
a´lhato´ J-n, azaz ϕ ke´tszer folytonosan differencia´lhato´ J-n e´s eze´rt – (2.65) miatt – f
is. Csere´lju¨k most fel az x e´s y va´ltozo´kat (2.66)-ban, vonjuk ki az ı´gy kapott egyenletet
(2.66)-bo´l e´s osszuk mindke´t oldalt (y − x) -szel. Ekkor
ϕ
(
x+ y
2
)
f ′(y)− f ′(x)
y − x =
(fϕ)′(y)− (fϕ)′(x)
y − x (x, y ∈ J, y 6= x)
ado´dik. Az elo˝zo˝ek szerint mindke´t oldalon le´tezik a hata´re´rte´k ha y → x e´s ı´gy
ϕ(x)f ′′(x) = (fϕ)′′(x) (x ∈ J),
azaz (ϕ′f 2)′ = 0 J-n, amibo˝l
(2.67) ϕ′(x) =
k
f(x)2
ko¨vetkezik valamilyen k ∈ R \ {0} e´s minden x ∈ J esete´n. Ebbo˝l egyre´szt az ado´dik,
hogy ϕ′(x) 6= 0, ha x ∈ J , ma´sre´szt pedig – (2.65)-tel egyu¨tt alkalmazva – az, hogy
ha f n-szer folytonosan differencia´lhato´, akkor ϕ (n + 1)-szer e´s eze´rt f is (n + 1)-szer
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ı´gy ϕ (n + 2)-szer (n ∈ N). Mivel azt ma´r tudjuk, hogy f e´s ϕ ke´tszer folytonosan
differencia´lhato´, az a´ll´ıta´st kapjuk.
A 2.17. Te´tel leheto˝ve´ teszi Losonczi ([Los99, Theorem 3, Theorem 4]) eredme´nyeinek
alkalmaza´sa´t.
2.19 Te´tel. ([DMP04]) Legyen J ny´ılt intervallum, ϕ : J → R CM fu¨ggve´ny e´s
f : J → ] 0,+∞[. Ekkor a (ϕ, f) pa´r pontosan akkor megolda´sa (2.64)-nek, ha ϕ illetve
f valamelyike az ala´bb felsoroltaknak:
ϕ(x) f(x)
Ax+D E(2.68)
A
x+ C
+D E(x+ C)(2.69)
A th(Bx+ C) +D E ch(Bx+ C)(2.70)
A cth(Bx+ C) +D E sh(Bx+ C)(2.71)
A tg(Bx+ C) +D E cos(Bx+ C)(2.72)
A exp(−2Bx) +D E exp(Bx)(2.73)
minden x ∈ J e´s valamilyen A,B,C,D,E ∈ R esete´n, amelyekre me´g az is teljesu¨l, hogy
ABE 6= 0 e´s olyanok, hogy f(x) > 0, ha x ∈ J .
B i z o n y ı´ t a´ s. Nyilva´nvalo´, hogy a [Los99]-beli Theorem 3 o¨sszes felte´tele teljesu¨l,
kive´ve (iii)-t. A mi specia´lis esetu¨nkben – (2.67)-nek ko¨szo¨nheto˝en – (iii) ekvivalens a
ko¨vetkezo˝vel:
(2.74)
(
f ′′
f
)′
vagy azonosan ze´ro´ vagy seholsem ze´ro´ J-n.
Megmutatjuk, hogy
(
f ′′
f
)′
azonosan ze´ro´ J-n a mi esetu¨nkben. Valo´ban, tegyu¨k fel
ugyanis, hogy
(
f ′′
f
)′
nem ze´ro´ valamely J-beli pontban. Ekkor
(
f ′′
f
)′
folytonossa´ga
miatt
(
f ′′
f
)′
seholsem ze´ro´ valamely J∗ ⊂ J ny´ılt intervallumon. I´gy e´rve´nyes (2.74) J
helyett J∗-on e´s lehet alkalmazni [Los99, Theorem 3]-at. I´gy megkapjuk a (2.68) – (2.73)
megolda´sokat J∗-on. Azonban sza´mola´ssal igazolhato´, hogy ezekre a megolda´sokra az
teljesu¨l, hogy
(
f ′′
f
)′
eltu˝nik J∗ minden pontja´ban. Eze´rt a´ll´ıta´sunk ko¨vetkezik [Los99,
Theorem 3]-bo´l.
Azonnali ko¨vetkezme´nyke´nt megfogalmazhatjuk va´laszunkat az e re´sz eleje´n feltett
ke´rde´sre, hogy tudniillik mikor lesz egy ke´tva´ltozo´s su´lyfu¨ggve´nnyel su´lyozott kva´zi-
aritmetikai ko¨ze´pe´rte´k kva´zi-o¨sszeg (kva´zi-aritmetikai ko¨ze´pe´rte´k).
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2.20 Te´tel. ([DMP04]) Legyen I ny´ılt intervallum, Φ,Ψ : I → R CM fu¨ggve´ny e´s
F : I → ]0,+∞[ . Ekkor
(2.75) Φ−1
(
Φ(X)F (X) + Φ(Y )F (Y )
F (X) + F (Y )
)
= Ψ−1
(
Ψ(X) + Ψ(Y )
2
)
pontosan akkor a´ll fenn minden X,Y ∈ I esete´n, ha
Φ = ϕ ◦Ψ e´s F = f ◦Ψ I-n,
ahol a ϕ, f : Ψ(I)→ R fu¨ggve´nyek a 2.18. Te´telben szereplo˝ (2.68) – (2.73) fu¨ggve´nyek.
¤
Ve´gu¨l me´g meghata´rozzuk azokat a su´lyfu¨ggve´nnyel su´lyozott aritmetikai ko¨ze´pe´rte´keket
is, amelyek kva´zi-aritmetikai ko¨ze´pe´rte´kek.
2.21 Te´tel. ([DMP04]) Legyen I ny´ılt intervallum e´s F : I → ]0,+∞[ . A
(2.76)
F (X)X + F (Y )Y
F (X) + F (Y )
(X, Y ∈ I)
su´lyfu¨ggve´nnyel su´lyozott aritmetikai ko¨ze´pe´rte´k pontosan akkor kva´zi-aritmetikai
ko¨ze´pe´rte´k, ha vannak olyan a, b, c valo´s sza´mok, hogy
aX2 + bX + c > 0 (X ∈ I) e´s(2.77)
F (X) =
1√
aX2 + bX + c
(X ∈ I).(2.78)
B i z o n y ı´ t a´ s. A (2.76) ko¨ze´pe´rte´k pontosan akkor kva´zi-aritmetikai, ha van olyan
Ψ : I → R CM fu¨ggve´ny, hogy
(2.79)
F (X)X + F (Y )Y
F (X) + F (Y )
= Ψ−1
(
Ψ(X) + Ψ(Y )
2
)
(X, Y ∈ I).
Legyen ϕ = Ψ−1 e´s f = F ◦Ψ−1. Ekkor la´thato´, hogy (2.79) ekvivalens (2.64)-gyel, eze´rt
(2.79) pontosan akkor a´ll fenn, ha
(2.80) Ψ = ϕ−1 e´s F = f ◦ ϕ−1 I-n,
ahol a ϕ, f : Ψ(I)→ R fu¨ggve´nyek a 2.18. Te´telben szereplo˝ (2.68) – (2.73) fu¨ggve´nyek.
Ha f konstans, azaz f (2.68) alaku´, akkor (2.78) a = b = 0 e´s c = 1√
E
-vel teljesu¨l. Ha f
e´s ϕ (2.69) – (2.73) alaku´ak, akkor rendre kapjuk, hogy
F (X) = E(ϕ−1(X) + C) =
EA
X −D = |E|
1√
(X−D)2
A2
,
F (X) = E ch(Bϕ−1(X) + C) = E ch ◦ th −1X −D
A
= E
1√
1− (X−D)2
A2
,
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F (X) = E sh(Bϕ−1(X) + C) = E sh ◦ ch −1X −D
A
= |E| 1√
(X−D)2
A2
− 1
,
F (X) = E cos(Bϕ−1(X) + C) = E cos ◦ tg −1X −D
A
= |E| 1√
(X−D)2
A2
+ 1
,
F (X) = E exp(Bϕ−1(X)) = E exp ◦ ln
(
X −D
A
)−1/2
= E
1√
X−D
A
.
Nyilva´nvalo´, hogy a fenti esetek mindegyike´ben megva´laszthato´k az a, b, c valo´s sza´mok
u´gy, hogy (2.78) teljesu¨ljo¨n. Megford´ıtva, ha (2.77) teljesu¨l e´s F (2.78) szerint van
definia´lva, akkor megku¨lo¨nbo¨ztetve a
(i) P (X) = aX2 + bX + c konstans,
(ii) P -nek egy valo´s ze´ro´helye van,
(iii) P -nek ke´t valo´s ze´ro´helye van e´s a < 0,
(iv) P -nek ke´t valo´s ze´ro´helye van e´s a > 0,
(v) P -nek nincs valo´s ze´ro´helye e´s a 6= 0,
(vi) a = 0
eseteket, meghata´rozhato´k olyan A, B, C, D, e´s E valo´s sza´mok, amelyekkel (2.80)
fenna´ll, ahol a (ϕ, f) pa´r (2.68) – (2.73) szerint van definia´lva.
2.5 Specia´lis kva´zi-o¨sszegek: Cauchy differencia´k
Ebben a re´szben arra a ke´rde´sre adunk va´laszt, hogy melyek azok a Cauchy differen-
cia´k, amelyek egyu´ttal kva´zi-o¨sszegek is. A Cauchy differencia´k
F (x, y) = f(x) + f(y)− f(x+ y)
alaku´ ke´tva´ltozo´s fu¨ggve´nyek, ahol f adott fu¨ggve´ny, amely a´ltala´ban egy kommu-
tat´ıv fe´lcsoportot Abel csoportba ke´pez. A Cauchy differencia´k a fu¨ggve´nyegyenletek
elme´lete´ben jelento˝s szerepet ja´tszanak, eleget tesznek az u´n. kociklus egyenletnek:
F (x+ y, z) + F (x, y) = F (x, y + z) + F (y, z)
e´s eza´ltal megolda´si mo´dszert szolga´ltatnak fu¨ggve´nyegyenletek bizonyos oszta´lyaira
(Acze´l-Daro´czy [AD75], Ebanks-Maksa [EM86], Maksa [Mak82], Maksa-Ng [MN86],
Lajko´ [Laj74], Maksa [Mak77], Ebanks [Eba04]). Jellemze´su¨k a´ltala´nos felte´telek mellett
megtala´lhato´ a Jessen-Karpf-Thorup [JKT68], Erdo˝s [Erd59] e´s Hosszu´ [Hos71] dolgo-
zatokban, az alkalmas ko¨ru¨lme´nyek ko¨zo¨tti korla´tossa´guk ko¨vetkezme´nyeinek vizsga´lata
pedig az
f(x+ y) = f(x) + f(y)
50
Cauchy egyenlet stabilita´selme´lete´hez tarozik (Hyers [Hye41], Ger [Ger94], Forti [For95],
Pa´les [Pa´l94], Sze´kelyhidi [Sze´k95]). A kva´zi-o¨sszegek is jelento˝s szerepet ja´tszanak a
fu¨ggve´nyegyenletek elme´lete´ben: seg´ıtse´gu¨kkel jellemezni lehet az asszociat´ıv e´s biszim-
metrikus mu˝veleteket (Acze´l [Acz48b], [Acz66], Taylor [Tay78], Craigen-Pa´les [CP89],
[Acz04]), a kva´zi-aritmetikai ko¨ze´pe´rte´keket (Acze´l [Acz47], [Acz48a], [Acz66], Maksa
[Mak02]) e´s va´laszokat lehet adni a konzisztens aggrega´cio´val o¨sszefu¨ggo˝ ke´rde´sekre
(Acze´l-Maksa [AM96a], [AM96b], [AM97], Maksa [Mak99], Mu¨nnich-Maksa-Mokken
[MMM99], [MMM00]), eze´rt tala´n nem e´rdektelen megvizsga´lni, hogy mely Cauchy dif-
ferencia´k kva´zi-o¨sszegek is.
Van azonban konkre´t motiva´cio´ is: a hasznossa´gelme´letben (utility theory) egy bi-
zonytalan kimenetelu˝ alternat´ıva´nak egy (x,C, y) elemha´rmassal jelo¨lt ja´tszma (fogada´s)
felel meg, amit u´gy lehet interpreta´lni, hogy ha a C ,,eseme´ny” ko¨vetkezik be, akkor an-
nak x a ,,ko¨vetkezme´nye”, mı´g ha a ,,nem C = C¯ eseme´ny” ko¨vetkezik be, annak y
a ko¨vetkezme´nye. A ko¨vetkezme´nyek egy fe´ligrendezett halmaz elemei: pe´lda´ul y ≺ x
jelentheti azt, hogy a fogado´ az x ko¨vetkezme´nyt jobban kedveli y-na´l. Adott egy u
,,hasznossa´gfu¨ggve´ny”, amely sza´me´rte´ket (hasznossa´got) rendel a ko¨vetkezme´nyekhez
e´s keresendo˝ az U fu¨ggve´ny, amely va´rhato´ hasznossa´got rendel a ja´tszma´khoz. Pe´lda´ul
U(x,C, y) =
u(x)W (C) + u(y)(1−W (C)), ha y - xu(x)(1−W (C¯)) + u(y)W (C¯), ha x ≺ y,
aholW eseme´nyekhez [0, 1]-beli sza´mokat rendelo˝ fu¨ggve´ny, egy tipikus hasznossa´gfu¨ggve´ny,
amely a ,,rangsorola´sto´l” is fu¨gg. Az U hasznossa´gfu¨ggve´nyre vonatkozo´ ,,egyszeru˝
e´s terme´szetes” felte´telek vezetnek az u´n. Luce-Marley egyenletekre. Re´szletesebb
motiva´cio´ e´s a te´mako¨rho¨z tartozo´ eredme´nyek tala´lhato´k pe´lda´ul a Luce [Luc00]
monogra´fia´ban e´s az Acze´l-Luce-Maksa [ALM96], Acze´l-Maksa-Pa´les [AMP99], Acze´l-
Maksa-Ng-Pa´les [AMNP01], Acze´l-Maksa [AM01], Maksa-Marley-Pa´les [MMP00] e´s a
Maksa-Pa´les [MP04] dolgozatokban. A sza´mos Luce-Marley egyenlet ko¨zu¨l itt csak a
(LM)
ϕ
(
ϕ−1(ϕ(xz) + ϕ(y)− ϕ(yz))w)− ϕ(yw)
= ϕ
(
ϕ−1(ϕ(xw) + ϕ(y)− ϕ(yw))z)− ϕ(yz)
egyenlettel foglalkozunk, ahol az ismeretlen ϕ : [0, K[→ [0,+∞[ (0 < K ≤ +∞)
fu¨ggve´ny CM fu¨ggve´ny, ϕ(0) = 0 e´s (LM) fenna´ll minden x, y ∈ [0, K[ , y ≤ x e´s
z, w ∈ [0, 1] esete´n. Aze´rt, hogy az egyenletnek legyen e´rtelme, az is fel van te´telezve,
hogy
(2.81) ϕ(xz) + ϕ(y)− ϕ(yz) ∈ range(ϕ) (0 ≤ y ≤ x ≤ K, z ∈ [0, 1]).
Az (LM) egyenlet ϕmegolda´sait Acze´l-Maksa [AM01]-ben meghata´roztuk – felte´telezve,
hogy ϕ ke´tszer differencia´lhato´ ]0, K[ -n e´s ϕ′ seholsem ze´ro´ ]0, K[ -n. Itt az (LM) egyen-
lettel kapcsolatban egy olyan eredme´nyt mutatunk be, amelynek az ele´re´se´ben alapveto˝
szerep jut ke´t fontos ,,regularita´sjav´ıto´” mo´dszernek: az egyik Pa´les Zsoltto´l sza´rmazik
([Pa´l98a], [Pa´l98b], [Pa´l99], [Pa´l03]) e´s a konvex fu¨ggve´nyek alapveto˝ tulajdonsa´gait
(Roberts-Varberg [RV73], Kuczma [Kuc85]) valamint Lebesgue te´tele´t haszna´lja
51
monoton fu¨ggve´nyek majdnem mindenu¨tti differencia´lhato´sa´ga´ro´l e´s hate´konynak bi-
zonyult a monoton fu¨ggve´nyekbo˝l a´llo´ o¨sszete´teleket tartalmazo´ egyenletek megolda´sa
sora´n, ı´gy csaknem az o¨sszes Luce-Maley egyenlet megolda´sakor is. (La´sd pe´lda´ul Acze´l-
Maksa-Ng-Pa´les [AMNP01], Acze´l-Maksa-Pa´les [AMP99] [AMP01].)A ma´sik Ja´rai An-
talto´l sza´rmazik ([Ja´r96], [Ja´r99], [Ja´r04]) e´s – bizonyos felte´telek teljesu¨le´se esete´n –
alkalmas arra, hogy fu¨ggve´nyegyenletek me´rheto˝ megolda´sainak ve´gtelen sokszori dif-
ferencia´lhato´sa´ga´t garanta´lja – leheto˝se´get adva ezzel arra, hogy a fu¨ggve´nyegyenlet
differencia´legyenletre legyen reduka´lhato´.
Ennek a re´sznek az eredme´nyei a Ja´rai-Maksa-Pa´les [JMP03]-ben publika´lt elo˝zetes
gondolatok uta´n – a´ltala´nosabb forma´ban – a Ja´rai-Maksa-Pa´les [JMP] dolgozatban
va´rnak megjelene´sre.
A ko¨vetkezo˝ te´tel azt mutatja meg, hogy (LM) megolda´sa hogyan vezet az e re´sz
eleje´n megfogalmazott proble´ma´ra. A te´telben (2.81) helyett az ero˝sebb
(2.82) ϕ(xz) + ϕ(y)− ϕ(yz) < ϕ(x) (0 ≤ y < x ≤ K, z ∈ [0, 1[ )
felte´telt haszna´ljuk. Mivel ϕ : [0, K[→ [0,+∞[ CM fu¨ggve´ny e´s ϕ(0) = 0, eze´rt ϕ csak
szigoru´an no¨vekvo˝ lehet, ı´gy 0 ≤ ϕ(xz)+ϕ(y)−ϕ(yz) mindig teljesu¨l, ha 0 ≤ y < x < K
e´s z ∈ [0, 1[ , teha´t (LM)-nek a (2.82) felte´tel mellett is van e´rtelme. A tova´bbiakban
R+ a dolgozatban mindve´gig a pozit´ıv valo´s sza´mok halmaza´t jelo¨li.
2.22 Te´tel. ([JMP]) Legyen 0 < K ≤ +∞, ϕ : [0, K[→ [0,+∞[ CM fu¨ggve´ny e´s
ϕ(0) = 0. Tegyu¨k fel tova´bba´, hogy teljesu¨l (2.82) e´s fenna´ll (LM) minden x, y ∈ [0, K[ ,
y ≤ x e´s z, w ∈ [0, 1] esete´n. Ekkor ba´rmely x0 ∈ ]0, K[ mellett az
(2.83) f(x) = ϕ(x0e
−x) (x ∈ R+)
mo´don definia´lt f fu¨ggve´nnyel ke´pzett
(2.84) F (x, y) = f(x) + f(y)− f(x+ y) ((x, y) ∈ R+ × R+)
Cauchy differencia kva´zi-o¨sszeg R+ × R+-on.
B i z o n y ı´ t a´ s. Legyen
(2.85) Ψ(t) = ϕ(x0t) (t ∈ ] 0, 1[ ).
Ekkor Ψ : ] 0, 1[→ ]0, ϕ(x0)[ szigoru´an no¨vekvo˝, folytonos bijekcio´ e´s – (2.82) miatt –
ba´rmely s, t ∈ ] 0, 1[ esete´n
Ψ(s) + Ψ(t)−Ψ(st) = ϕ(x0s) + ϕ(x0t)− ϕ(x0st)
= ϕ(x0s) + ϕ(tx0)− ϕ
(
(tx0)s
)
< ϕ(x0),
mı´g Ψ pozitivita´sa´bo´l e´s szigoru´ no¨vekede´se´bo˝l
0 < Ψ(s) < Ψ(s) + Ψ(t)−Ψ(st)
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ado´dik. Tova´bba´
lim
(s,t)→(0,0)
(
Ψ(s) + Ψ(t)−Ψ(st)) = 0 e´s lim
(s,t)→(1,1)
(
Ψ(s) + Ψ(t)−Ψ(st)) = ϕ(x0),
ı´gy Ψ(s) + Ψ(t)−Ψ(st) ∈ range (Ψ), ha (s, t) ∈ ] 0, 1[× ]0, 1[ . Eze´rt az
(2.86) F1(s, t) = Ψ
−1(Ψ(s) + Ψ(t)−Ψ(st)) ((s, t) ∈]0, 1[×]0, 1[)
defin´ıco´ korrekt. F1 : ]0, 1[×]0, 1[→ ]0, 1[ nyilva´n folytonos e´s az s1, s2, t ∈ ] 0, 1[ , s1 < s2
sza´mokra (2.82)-bo˝l ado´do´
ϕ(s1x0)− ϕ
(
(s1x0)t
)
< ϕ(s2x0)− ϕ
(
(s2x0)t
)
,
azaz
(2.87) Ψ(s1)−Ψ(s1t) < Ψ(s2)−Ψ(s2t)
egyenlo˝tlense´g miatt F1 az elso˝, de – szimmetria´ja miatt – a ma´sodik va´ltozo´ja´ban is
szigoru´an no¨vekvo˝. Most igazoljuk, hogy
(2.88) F1
(
F1(s, t), u
)
= F1
(
s, F1(t, u)
)
(s, t, u ∈ ] 0, 1[ ).
Figyelembe ve´ve F1 defin´ıcio´ja´t, (2.88) azzal ekvivalens, hogy
Ψ(F1(s, t)) + Ψ(u)−Ψ(F1(s, t)u) = Ψ(s) + Ψ(F1(t, u))−Ψ(sF1(t, u)),
azaz
Ψ(F1(s, t)u)−Ψ(tu) = Ψ(sF1(t, u))−Ψ(st).
Ez pedig (LM)-bo˝l ado´dik az
x = x0, y = tx0, z = s, w = u
helyettes´ıte´sekkel, valamint (2.85) e´s (2.86) figyelembeve´tele´vel. F1 teha´t folytonos e´s
mindke´t va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ megolda´sa a (2.88) asszociativita´si
egyenletnek. Eze´rt Acze´l Ja´nos 1.7. Te´tele miatt van olyan α : ] 0, 1[→ R CM fu¨ggve´ny,
hogy
F1(s, t) = α
−1(α(s) + α(t)) ((s, t) ∈ ] 0, 1[× ]0, 1[ ).
Ebbo˝l F1 (2.86) defin´ıcio´ja szerint
(2.89) Ψ−1(Ψ(s) + Ψ(t)−Ψ(st)) = α−1(α(s) + α(t)) (s, t ∈ ] 0, 1[ )
ko¨vetkezik. Legyen ezek uta´n a = Ψ ◦ α−1 e´s b(x) = α(e−x), x ∈ R+. Ekkor a e´s b CM
fu¨ggve´nyek e´s (2.89)-bo˝l az s = e−x, t = e−y (x, y ∈ R+) helyettes´ıte´sekkel valamint
(2.85), (2.83) e´s (2.84) figyelembeve´tele´vel
F (x, y) = f(x) + f(y)− f(x+ y) = a(b(x) + b(y)) ((x, y) ∈ R+ × R+)
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ko¨vetkezik. Ez azt mutatja, hogy az F Cauchy differencia valo´ban kva´zi-o¨sszeg R+×R+-
on.
A ko¨vetkezo˝kben – a´tmenetileg eltekintve atto´l, hogy a (2.83)-ban definia´lt f
fu¨ggve´ny az (LM) egyenlet szigoru´an monoton ϕ megolda´sa´bo´l sza´rmazik e´s ı´gy maga is
szigoru´an monoton – csak azt vizsga´ljuk, hogy melyek azok a Cauchy differencia´k, ame-
lyek kva´zi-o¨sszegek R+ × R+-on. Seg´ıtse´gu¨nkre lesz az ala´bbi ke´t ,,regularita´sjav´ıto´”
te´tel.
2.23 Te´tel. ([JMP]) Legyenek f, b : R+ → R e´s a : b(R+) + b(R+) → R olyan
fu¨ggve´nyek, melyekre
(2.90) f(x) + f(y)− f(x+ y) = a(b(x) + b(y)) (x, y ∈ R+)
teljesu¨l. Ha a e´s b szigoru´an monoton, akkor van olyan A : R → R addit´ıv fu¨ggve´ny
(azaz, amely eleget tesz az A(x+ y) = A(x) +A(y); x, y ∈ R Cauchy egyenletnek), hogy
a g(x) = f(x)−A(x), x ∈ R+ mo´don definia´lt g valamint az a e´s b fu¨ggve´ny e´rtelmeze´si
tartoma´nya minden pontja´ban jobbro´l is e´s balro´l is differencia´lhato´. Tova´bba´ g abszolu´t
folytonos, g′+ (g jobboldali deriva´ltfu¨ggve´nye) szigoru´an monoton, b
′
+ seholsem ze´ro´ R+-
on e´s
(2.91) g(x) + g(y)− g(x+ y) = a(b(x) + b(y)) ((x, y) ∈ R+).
B i z o n y ı´ t a´ s. A (2.90) egyenlo˝se´gbo˝l ko¨vetkezik, hogy minden ro¨gz´ıtett y ∈ R+
mellett az
x 7→ f(x+ y)− f(x) (x ∈ R+)
differencia-fu¨ggve´ny szigoru´an monoton, azaz f Wright konvex vagy Wright konka´v R+-
on (Wright [Wri54]), ı´gy Ng te´tele miatt ([Ng87])
(2.92) f(x) = g(x) + A(x) (x ∈ R+),
ahol g : R+ → R szigoru´an konvex vagy szigoru´an konka´v e´s A : R→ R addit´ıv. Ismert
([Kuc85], [RV73]), hogy g R+ minden pontja´ban jobbro´l is e´s balro´l is differencia´lhato´,
megsza´mla´lhato´ sok pont kive´tele´vel differencia´lhato´, g abszolu´t folytonos e´s g′+, g
′
−
szigoru´an monoton. Az A fu¨ggve´ny additivita´sa miatt (2.90)-bo˝l azonnal ado´dik (2.91),
amibo˝l la´thato´, hogy a e´rte´kke´szlete pozit´ıv hosszu´sa´gu´ intervallum, eze´rt a folytonos.
Most megmutatjuk, hogy b mindke´t oldalro´l differencia´lhato´ R+ minden pontja´ban
(eze´rt b folytonos is) e´s b′+(x)b
′
−(x) 6= 0, ha x ∈ R+. (2.91)-bo˝l ugyanis
(2.93) b(x) = a−1(g(x) + g(y)− g(x+ y))− b(y) (x, y ∈ R+)
ko¨vetkezik. Legyen x ∈ R+ ro¨gz´ıtett e´s va´lasszuk meg az y pozit´ıv sza´mot u´gy, hogy
a−1 differencia´lhato´ legyen a g(x) + g(y) − g(x + y) pontban. Ez aze´rt lehetse´ges,
mert Ix = {g(x) + g(y) − g(y + y) : y ∈ R+} pozit´ıv hosszu´sa´gu´ intervallum, az a−1
szigoru´an monoton fu¨ggve´ny pedig – Lebesgue te´tele szerint – majdnem mindenu¨tt dif-
ferencia´lhato´, ı´gy Ix-ben kell olyan pontnak lennie, amelyben a
−1 differencia´lhato´. Eze´rt
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(2.93)-bo´l azt kapjuk, hogy b jobbro´l is e´s balro´l is differencia´lhato´ az x pontban. Mivel
b folytonos, ı´gy (2.90) illetve (2.91) jobboldala valo´ban kva´zi-o¨sszeg R+ × R+-on. Ha
valamilyen x0 ∈ R+ pontban b′+(x0)b′−(x0) = 0 lenne, akkor va´lasszunk olyan y ∈ R+
elemet, melyre teljesu¨l, hogy a differencia´lhato´ b(x0)+b(y)-ban (ez isme´t Lebesgue te´tele
miatt lehetse´ges). Ekkor (2.91)-bo˝l vagy
g′+(x0)− g′+(x0 + y) = a′(b(x0) + b(y))b′+(x0) = 0
vagy pedig
g′−(x0)− g′−(x0 + y) = a′(b(x0) + b(y))b′−(x0) = 0
ko¨vetkezik, ami ellentmond g′+ vagy g
′
− szigoru´an monotonita´sa´nak. Teha´t a b
′
+ e´s b
′
−
deriva´ltfu¨ggve´nyek seholsem tu˝nnek el, eze´rt b−1 is differencia´lhato´ jobbro´l is e´s balro´l
is. Ennek pedig a (2.91) egyenletbo˝l ado´do´
(2.94) g ◦ b−1(t)+ g ◦ b−1(s)− g(b−1(t)+ b−1(s)) = a(t+ s) ((t, s) ∈ b(R+)× b(R+))
egyenlet szerint az a ko¨vetkezme´nye, hogy a is differencia´lhato´ mindke´t oldalro´l a
b(R+) + b(R+) ny´ılt intervallum minden pontja´ban.
A (2.91)-ben szereplo˝ fu¨ggve´nyek differencia´lhato´sa´gi tulajdonsa´gai leheto˝ve´
teszik az egyenletbo˝l a fu¨ggve´nyo¨sszete´tel elimina´cio´ja´t e´s ı´gy (2.91) redukcio´ja´t
,,hagyoma´nyosabb” egyenletre. A ko¨vetkezo˝ te´telben az ı´gy kapott egyenletben szereplo˝
ismeretlen fu¨ggve´nyek ero˝s regularita´sa´t igazoljuk.
2.24 Te´tel. ([JMP]) Legyenek g, a e´s b az elo˝zo˝ te´telben szereplo˝ fu¨ggve´nyek, amelyekre
teljesu¨l (2.91) ba´rmely x, y ∈ R+ esete´n. Legyen tova´bba´
(2.95) G(x) = g′+(x) e´s h(x) =
1
b′+(x)
(x ∈ R+ ).
Ekkor G e´s h injekt´ıv, ve´gtelen sokszor differencia´lhato´ fu¨ggve´nyek, amelyekre fenna´ll,
hogy
(2.96) G(x+ y)(h(x)− h(y)) = h(x)G(x)− h(y)G(y) (x, y ∈ R+).
B i z o n y ı´ t a´ s. Az elo˝zo˝ te´tel szerint G szigoru´an monoton e´s h defin´ıcio´ja korrekt.
Nyilva´nvalo´, hogy h seholsem ze´ro´. Differencia´ljuk (2.91) mindke´t oldala´t x-szerint
jobbro´l, majd a kapott egyenletben csere´lju¨k meg x-et e´s y-t. Ekkor az ala´bbi ke´t
egyenlethez jutunk:
g′+(x)− g′+(x+ y) = a′±(b(x) + b(y))b′+(x) (x, y ∈ R+),
g′+(y)− g′+(x+ y) = a′±(b(x) + b(y))b′+(y) (x, y ∈ R+),
ahol a′± =
{
a′+, ha b szigoru´an no¨vekvo˝
a′−, ha b szigoru´an cso¨kkeno˝.
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A fenti ke´t egyenletbo˝l – b′+(x) 6= 0, x ∈ R+ miatt – (2.95) figyelembeve´tele´vel (2.96)
ko¨vetkezik. Ebbo˝l azonnal ado´dik, hogy h injekt´ıv: ugyanis, ha h(x) = h(y) (x, y ∈ R+),
akkor (2.96) miatt (e´s mert h seholsem ze´ro´) G(x) = G(y) ko¨vetkezik. De G injekt´ıv,
ı´gy x = y, teha´t h is injekt´ıv. A tova´bbiakban az a ko¨zvetlen ce´lunk, hogy (2.96)-bo´l
levezessu¨nk egy olyan egyenletet, amelyre alkalmazhato´ Ja´rai [Ja´r96] 1.8. Te´tele (vagy
1.9. Te´tele). Ehhez elo˝szo¨r kifejezzu¨k G(x + y)-t (x 6= y) G alkalmas eltoltjai x e´s y
helyen felvett e´rte´keinek raciona´lis fu¨ggve´nyeke´nt. Legyen eze´rt x, y, t, u ∈ R+. Ekkor
(2.96)-bo´l
G(t+ u)(h(t)− h(u)) = h(t)G(t)− h(u)G(u)
ado´dik, ahonnan
(2.97) h(t) = h(u)
G(t+ u)−G(u)
G(t+ u)−G(t)
ko¨vetkezik. Itt a nevezo˝ – G injektivita´sa miatt – nem ze´ro´. Eze´rt isme´t (2.96)-bo´l e´s
(2.97)-bo˝l – felte´ve, hogy x 6= y – kapjuk, hogy
G(x+ y) =
h(x)G(x)− h(y)G(y)
h(x)− h(y)
=
h(u)
G(x+ u)−G(u)
G(x+ u)−G(x)G(x)− h(u)
G(y + u)−G(u)
G(y + u)−G(y)G(y)
h(u)
G(x+ u)−G(u)
G(x+ u)−G(x) − h(u)
G(y + u)−G(u)
G(y + u)−G(y)
.
Tekintve, hogy h(u) 6= 0, ebbo˝l
(2.98) G(x+ y) = H
(
G(x+ u), G(y + u), G(x), G(y), G(u)
)
ko¨vetkezik minden x, y ∈ R+, x 6= y e´s alkalmas H raciona´lis fu¨ggve´ny mellett. Legyen
itt x = t− y. Ekkor azt kapjuk, hogy
G(t) = H
(
G(t− y + u), G(y + u), G(t− y), G(y), G(u))
minden olyan (y, u, t) ha´rmasra, amelyre t > y > 0, u > 0, 2y 6= t. Mivel G –
monoton le´ve´n – majdnem mindenu¨tt differerencia´lhato´, igy Ja´rai [Ja´r96] 1.8. Te´tele
(vagy 1.9. Te´tele) miatt G ve´gtelen sokszor differencia´lhato´ R+-on. Eze´rt – (2.97) miatt
– h is ve´gtelen sokszor differencia´lhato´ R+-on.
2.25 Te´tel. ([JMP]) Legyenek f, b : R+ → R e´s a : b(R+) + b(R+) → R olyan
fu¨ggve´nyek, melyekre fenna´ll (2.90). Ha a e´s b szigoru´an monoton fu¨ggve´nyek, akkor
f csak az ala´bbi fu¨ggve´nyek valamelyike lehet:
f(x) = α ln ch(βx+ γ) + A(x) + δ (x ∈ R+),(2.99)
f(x) = α ln | sh(βx+ γ)|+ A(x) + δ (x ∈ R+),(2.100)
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f(x) = αeβx + A(x) + δ (x ∈ R+),(2.101)
f(x) = α ln |βx+ γ|+ A(x) + δ (x ∈ R+),(2.102)
f(x) = αx2 + A(x) + δ (x ∈ R+),(2.103)
ahol A : R→ R addit´ıv fu¨ggve´ny, α, β, γ, δ ∈ R olyanok, hogy αβ 6= 0 e´s βγ ≥ 0.
B i z o n y ı´ t a´ s. A 2.23. e´s 2.24. Te´telek szerint f lehetse´ges
alakja´nak meghata´roza´sa´hoz ele´g g lehetse´ges alakja´t meghata´rozni (etto˝l f -e´ csak
addit´ıv fu¨ggve´nyben ku¨lo¨nbo¨zhet), ez uto´bbit pedig – g abszolu´t folytonossa´ga e´s
megsza´mla´lhato´ sok pont kive´tele´vel valo´ differencia´lhato´sa´ga miatt – (2.95)-bo˝l
megkaphatjuk, ha (2.96)-bo´l G lehetse´ges alakja´t ki tudjuk ko¨vetkeztetni – felhaszna´lva,
hogy G e´s h injekt´ıv, ve´gtelen sokszor differencia´lhato´ fu¨ggve´nyek e´s h seholsem ze´ro´.
Alkalmazzuk (2.96) mindke´t oldala´ra a ∂y∂x differencia´lopera´tort. Ez a jobboldalt
ze´ro´va´ teszi, aminek eredme´nyeke´ppen
(2.104) G′′(x+ y)(h(x)− h(y)) +G′(x+ y)(h′(x)− h′(y)) = 0 (x, y ∈ R+)
ado´dik. Mindke´t oldalt (x− y)-nal osztva (x, y ∈ R+, x 6= y), majd elve´gezve az y → x
hata´ra´tmenetet
G′′(2x)h′(x) +G′(2x)h′′(x) = 0, (x ∈ R+)
e´s ı´gy (
G′(2x)h′(x)2
)′
= 0 (x ∈ R+)
ko¨vetkezik. Eze´rt van olyan k ∈ R, hogy
(2.105) G′(2x)h′(x)2 = k (x ∈ R+).
Most igazoljuk, hogy k 6= 0. Ugyanis G szigoru´an monoton e´s ve´gtelen sokszor diffe-
rencia´lhato´, eze´rt deriva´ltja nem ze´ro´ valamely intervallumon. Ha k = 0 lenne, akkor
h konstans lenne egy intervallumon, de ez nem lehet, mert h is injekt´ıv. (2.105) miatt
teha´t G e´s h deriva´ltfu¨ggve´nyei seholsem tu˝nnek el R+-on.
Ezek uta´n (2.104)-bo˝l
−G
′′(x+ y)
G′(x+ y)
=
h′(x)− h′(y)
h(x)− h(y) (x, y ∈ R+, x 6= y)
ado´dik. Alkalmazzuk mindke´t oldalra a ∂y − ∂x differencia´lopera´tort. Ez a baloldalt
nulla´va´ teszi, eze´rt – ne´mi sza´mola´s uta´n –
(2.106) (h′′(x) + h′′(y))(h(x)− h(y)) = h′(x)2 − h′(y)2 (x, y ∈ R+)
ko¨vetkezik. Legyen
(2.107) P (u) = h′(h−1(u))2 (u ∈ h(R+)).
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Ekkor – mivel h′ seholsem ze´ro´ e´s h ve´gtelen sokszor differencia´lhato´ – p is ve´gtelen
sokszor differencia´lhato´ e´s – P (h(x)) = h′(x)2 miatt – (2.106)-bo´l(
1
2
P ′
(
h(x)
)
+
1
2
P ′
(
h(y)
)) (
h(x)− h(y)) = P (h(x))− P (h(y)),
azaz (
P ′(u) + P ′(v)
)
(u− v) = 2(P (u)− P (v)) (u, v ∈ h(R+))
ado´dik. Differencia´ljuk itt mindke´t oldalt u-szerint ke´tszer. Ennek eredme´nyeke´ppen
azt kapjuk, hogy P ′′′(u) = 0, u ∈ h(R+) e´s ı´gy P egy legfeljebb ma´sodfoku´ polinom
h(R+)-ra valo´ leszu˝k´ıte´se. Ezek uta´n a
h′(x)2 = P (h(x)) (x ∈ R+)
differencia´legyenlet integra´la´ssal megoldhato´. A lehetse´ges injekt´ıv megolda´sok R+-on:
h(x) = α0 sh(γ0x+ δ0) + β0,
h(x) = α0 ch(γ0x+ δ0) + β0,
h(x) = α0e
γ0x + β0,
h(x) = α0x
2 + β0x+ γ0,
ahol α0, β0, γ0, δ0 ∈ R, az elso˝ ha´rom esetben α0γ0 6= 0, az utolso´ esetben α20 + β20 > 0.
Megjegyezzu¨k, hogy R+-to´l szu˝kebb alkalmas intervallumon a h(x) = α0 sin(γ0x+δ0)+β0
ke´plet is szolga´ltat el nem tu˝no˝ injekt´ıv megolda´st (la´sd [JMP]). A h fu¨ggve´ny is-
merete´ben (2.105)-bo˝l sza´rmaztathato´ G′, abbo´l pedig – (2.95) szerint – a g fu¨ggve´ny,
amely f -to˝l csak egy addit´ıv fu¨ggve´nyben ku¨lo¨nbo¨zik. Ve´gu¨l teha´t – elemi sza´mola´sok
uta´n, amelyeket itt most mello˝zu¨nk – kapjuk f lehetse´ges (2.99) – (2.103) alakjait.
A (2.99) – (2.103) egyenlo˝se´gek jobboldala´n szereplo˝ elemi fu¨ggve´nyek add´ıcio´s
ke´pleteinek ko¨szo¨nheto˝en a baloldalon a´llo´ f fu¨ggve´nnyel ke´pzett Cauchy differencia´k
– amint azt la´tni fogjuk – mind kva´zi-o¨sszegek. E kva´zi-o¨sszegek (b, b, a) genera´torai
ko¨zu¨l ele´g meghata´rozni egyet, a to¨bbi abbo´l a 2.6. Lemma bizony´ıta´sa´ban szereplo˝
mo´don sza´rmaztathato´.
2.26 Te´tel. ([JMP]) Legyen f : R+ → R a (2.99) – (2.103)-ban szereplo˝ fu¨ggve´nyek
valamelyike e´s F az f -bo˝l sza´rmazo´ Cauchy differencia, azaz
(2.108) F (x, y) = f(x) + f(y)− f(x+ y) (x, y ∈ R+).
Ekkor F kva´zi-o¨sszeg (b, b, a) genera´torral, ahol b : R+ → R illetve a : b(R+)+b(R+)→ R
rendre az ala´bbi fu¨ggve´nyek:
(M1) ha f a (2.99)-ben adott fu¨ggve´ny, akkor
b(x) =
p
ch γ
ln | ch γ th(βx+ γ)− sh γ|+ q, a(ξ) = δ − α ln e
ξ−2q
p
ch γ + 1
ch γ
,
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(M2) ha f a (2.100) adott fu¨ggve´ny e´s γ 6= 0, akkor
b(x) =
p
sh γ
ln | sh γ cth(βx+ γ)− ch γ|+ q, a(ξ) = δ − α ln
∣∣∣∣∣e
ξ−2q
p
sh γ − 1
sh γ
∣∣∣∣∣ ,
(M20) ha f a (2.100) adott fu¨ggve´ny e´s γ = 0, akkor
b(x) = p cth βx+ q, a(ξ) = δ − α ln
∣∣∣∣ξ − 2qp
∣∣∣∣ ,
(M3) ha f a (2.101)-ben adott fu¨ggve´ny, akkor
b(x) = p ln |eβx − 1|+ q, a(ξ) = δ − α
(
e
ξ−2q
p − 1
)
,
(M4) ha f a (2.102)-ben adott fu¨ggve´ny e´s γ 6= 0, akkor
b(x) =
pβ
γ
ln
(
1 +
γ
βx
)
+ q, a(ξ) = δ − α ln
∣∣∣∣1γ (1− e− ξ−2qp γβ)
∣∣∣∣ ,
(M40) ha f a (2.102)-ben adott fu¨ggve´ny e´s γ = 0, akkor
b(x) =
p
x
+ q, a(ξ) = δ − α ln
∣∣∣∣ 1β ξ − 2qp
∣∣∣∣ ,
(M5) e´s ve´gu¨l, ha f a (2.103)-ban adott fu¨ggve´ny, akkor
b(x) = p lnx+ q, a(ξ) = δ − 2αe ξ−2qp ,
ahol α, β, γ, δ, p, q,∈ R, αβp 6= 0 e´s βγ ≥ 0.
B i z o n y ı´ t a´ s. A bizony´ıta´st csak a tipikus (M1) esetben ve´gezzu¨k el. Legyen teha´t
f (2.99) szerint adott e´s ebbo˝l – (2.108) alapja´n – sza´moljuk ki az F (x, y) e´rte´ket, ha
x, y ∈ R+:
F (x, y) = α ln
ch(βx+ γ) ch(βy + γ)
ch(β(x+ y) + γ)
+ δ
= δ − α ln ch(βx+ γ + βy + γ − γ)
ch(βx+ γ) ch(βy + γ)
= δ − α ln ch(βx+ γ + βy + γ) ch γ − sh(βx+ γ + βy + γ) sh γ
ch(βx+ γ) ch(by + γ)
= δ − α ln [(1 + th(βx+ γ) th(βy + γ)) ch γ − ( th(βx+ γ) + th(βy + γ)) sh γ]
= δ − α ln
(
ch γ th(βx+ γ)− sh γ)( ch γ th(βy + γ)− sh γ)+ 1
ch γ
.
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Mos ma´r sza´mola´ssal ko¨nnyen elleno˝rizheto˝, hogy F kva´zi-o¨sszeg e´s egy genera´tora
(b0, b0, a0), ahol
(2.109) b0(x) =
1
ch γ
ln | ch γ th(βx+ γ)− sh γ| (x ∈ R+)
e´s
(2.110) a0(ξ) = δ − α ln e
ξ ch γ + 1
ch γ
(
ξ ∈ b0(R+) + b0(R+)
)
.
Ha (b, b, a) is egy genera´tora F -nek, akkor az
a0(b0(x) + b0(y)) = a(b(x) + b(y)) (x, y ∈ R+)
egyenlet az
a−1 ◦ a0(u+ v) = b ◦ b−10 (u) + b ◦ b−10 (v) (u, v ∈ b0(R+))
Pexider egyenletre vezet, amelyben CM fu¨ggve´nyek szerepelnek, ı´gy a 2.5. Lemma fel-
haszna´la´sa uta´n
b(x) = pb0(x) + q (x ∈ R+),
a(ξ) = a0
(
ξ − 2q
p
) (
ξ ∈ b(R+) + (R+)
)
ko¨vetkezik valamilyen p 6= 0 e´s q valo´s konstansokkal. Ebbo˝l pedig – (2.109) e´s (2.110)
figyelembeve´tele´vel – megkapjuk (M1)-et. Hasonlo´ sza´mola´ssal igazolhato´ (M2)–(M5)
is.
Megjegyezzu¨k, hogy az (M20)-ban illetve (M40)-ban megadott fu¨ggve´nyek az (M2)-
ben illetve (M4)-ben szereplo˝ megfelelo˝ fu¨ggve´nyekbo˝l a γ → 0 hata´ra´tmenettel
megkaphato´k.
A te´tel alapja´n va´lasz adhato´ az e re´sz eleje´n feltett ke´rde´sre: pontosan azok az F
Cauchy differencia´k kva´zi-o¨sszegek R+ × R+-on, amelyek (2.108) szerint ke´pezheto˝k a
(2.99) − (2.103) ke´pletekkel megadott f fu¨ggve´nybo˝l. Ezek explicit alakja´nak fel´ıra´sa
helyett foglalkozzunk me´g az (LM) egyenlet megolda´saival.
A 2.22. e´s 2.25. Te´telek leheto˝ve´ teszik, hogy meghata´rozzuk az (LM) egyenlet
ϕ : [0, K[→ [0,+∞[ (0 < K ≤ +∞), ϕ(0) = 0 tulajdonsa´gu´ e´s (2.82)-nek eleget tevo˝
CM megolda´sait. A (2.83) egyenlo˝se´g miatt ugyanis
(2.111) ϕ(x) = f
(
− ln x
x0
)
(x ∈ ]0, x0[ )
e´s ϕ-vel egyu¨tt f is CM fu¨ggve´ny R+-on. Eze´rt a (2.99) – (2.103) ke´pletekben szereplo˝
A addit´ıv fu¨ggve´ny folytonos, azaz A(x) = εx, x ∈ R+ valamely ε ∈ R mellett (la´sd
pe´lda´ul [Acz66]). Igy f ve´gtelen sokszor differencia´lhato´ R+-on, ko¨vetkeze´ske´ppen ϕ is
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a ]0, K[ intervallumon, ugyanis x0 ∈ ]0, K[ tetszo˝leges. Ma´sre´szt f ′ csak az ε addit´ıv
konstansban ku¨lo¨nbo¨zik a 2.23. Te´telben szereplo˝ g′+ szigoru´an monoton fu¨ggve´nyto˝l,
ı´gy f ′ is szigoru´an monoton, tova´bba´ – (2.111) miatt – f is. Eze´rt f ′ seholsem ze´ro´
R+-on. Ugyanakkor (2.111)-bo˝l azt kapjuk, hogy
ϕ′(x) = −1
x
f ′
(− log(x/x0)) (x ∈]0, x0[).
Igy – mivel x0 ∈ ]0, K[ tetszo˝leges – ϕ′(x) 6= 0, ha x ∈]0, K[. Eze´rt alkalmazhato´ az
Acze´l-Maksa [AM01]-ben igazolt eredme´ny, ami alapja´n vagy
ϕ(x) = λ ln(µxν + 1) (x ∈ [0, K[)
vagy
ϕ(x) = τxν (x ∈ [0, K[)
a megolda´sok, ahol λ, µ, ν, τ ∈ R konstansok, ν > 0, τ > 0, λµ > 0, µ ≥ −K−ν , ha
K ∈ R e´s µ ≥ 0, ha K = +∞. Megjegyezzu¨k, hogy nem vesz´ıtettu¨nk megolda´st aza´ltal,
hogy (2.81) helyett az ero˝sebb (2.82) felte´telt haszna´ltuk. Megjegyezzu¨k me´g azt is,
hogy egy ma´sik lehetse´ges elegendo˝ felte´tele annak, hogy (2.81) fenna´lljon a
ϕ(xz) + ϕ(y)− ϕ(yz) > ϕ(x) (0 < y < x < K, z ∈ [0, 1])
egyenlo˝tlense´g. Ekkor ϕ e´s ψ szigoru´an cso¨kkeno˝ fu¨ggve´nyek ]0, K[-n illetve R+-on, f
pedig szigoru´an no¨vekvo˝ e´s szigoru´an konka´v. Minden u´gy megy, mint az elo˝zo˝ekben
e´s megkaphatjuk (LM) ]0, K[-n nemnegat´ıv e´s szigoru´an cso¨kkeno˝ megolda´sait (la´sd
Acze´l-Maksa [AM01, Theorem 1]).
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3 A´ltala´nos´ıtott asszociativita´s
intervallumokon
Valo´sz´ınu˝leg Abel [Abe26] volt az elso˝, aki asszociat´ıv fu¨ggve´nyeket tanulma´nyozott
intervallumokon, de azo´ta is sza´mos matematikus foglalkozott ezzel. Az Acze´l-ko¨nyvben
[Acz66] pe´lda´ul to¨bb mint 140 hivatkoza´st tala´lunk asszociat´ıv fu¨ggve´nyekro˝l szo´lo´
munka´kra, e´s a ko¨nyv megjelene´se o´ta is to¨bben publika´ltak a te´ma´ban: pe´lda´ul Hosszu´
[Hos67], Kimberling [Kim73], Taylor [Tay73], [Tay75], [Tay78], Eichhorn [Eic78], Frank
[Fra79], Darsow-Frank [DF83], Schweizer-Sklar [SA83], Alsina-Ger [AG85], [AG88],
Acze´l [Acz87], Craigen-Pa´les [CP89], von Stengel [vS93], Maksa [Mak00], Alsina-
Frank-Schweizer [AFS03], Boros [Bor04], Acze´l [Acz04]. A te´mako¨r legismertebb te´tele
Acze´l Ja´nosto´l sza´rmazik ([Acz48b]), [Acz66]) e´s azt a´ll´ıtja, hogy ha I intervallum e´s
F : I × I → I CM fu¨ggve´ny, amelyre
(3.1) F
(
F (x, y), z
)
= F
(
x, F (y, z)
)
(x, y, z ∈ I)
teljesu¨l, akkor van olyan ϕ : I → R CM fu¨ggve´ny, hogy
(3.2) F (x, y) = ϕ−1
(
ϕ(x) + ϕ(y)
)
(x, y ∈ I).
(La´sd az 1.7. Te´telt.) Felveto˝do¨tt tova´bbi – asszociat´ıv t´ıpusu´ – egyenletek vizsga´lata
is (la´sd Hosszu´ [Hos54]). Pe´lda´ul
F (F (x, u), v) = F (x,G(u, v)),(3.3)
F (F (x, u), v) = F (x, u+ v),(3.4)
F (F (x, y), z) = F (x, F (z, y)),(3.5)
F (x, F (y, z)) = F (z, F (y, x)),(3.6)
F (x, F (y, z)) = F (F (z, x), y),(3.7)
F (x, F (y, z)) = F (y, F (x, z)).(3.8)
Ezeknek az egyenleteknek ku¨lo¨n nevu¨k is van: (3.3) a transzforma´cio´ egyenlet (sze-
repet ja´tszik a valo´sz´ınu˝se´gelme´let egyfajta matematikai megalapoza´sa´ban (la´sd Cox
[Cox61])), (3.4) a transzla´cio´ egyenlet (valo´sz´ınu˝leg az itera´cio´elme´letben veto˝do¨tt fel
elo˝szo¨r), (3.5) a Tarski-fe´le asszociat´ıv to¨rve´ny, (3.6) a Grassmann-fe´le asszociat´ıv
to¨rve´ny, (3.7) a ciklikus asszociat´ıv to¨rve´ny, (3.8) pedig a Hosszu´-fe´le asszociat´ıv to¨rve´ny.
Ezeknek az egyenleteknek ko¨zo¨s a´ltala´nos´ıta´sa az
(3.9) F (G(x, y), z) = H(x,K(y, z))
egyenlet, amelyet ma´r a 2. fejezetben szerepeltettu¨nk ((2.2) egyenlet). Ezt is to¨bben
vizsga´lta´k a´ltala´nos struktu´ra´kon (kva´zi-csoportokon, mint pe´lda´ul Acze´l-Belousov-
Hosszu´ [ABH60]-ban vagy a´ltala´nos´ıtott grupoidokon, mint pe´lda´ul Taylor [Tay78]-ban)
e´s az ı´gy nyert eredme´nyekbo˝l ko¨vetkeztettek Acze´l 1.7. Te´tele seg´ıtse´ge´vel a valo´s esetre
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(la´sd pe´lda´ul Acze´l [Acz66], 31. oldal). A kva´zi-csoport technika´nak ko¨szo¨nheto˝en ezek-
ben a te´telekben – azon k´ıvu¨l, hogy a (3.9)-ben szereplo˝ fu¨ggve´nyek folytonossa´ga meg
van ko¨vetelve – szu¨rjektivita´si felte´telek is szerepelnek: egy (a´ltala´nos´ıtott) kva´zi-csoport
ugyanis egy (X,Y, Z, ∗) ne´gyes, ahol X, Y , Z halmazok, ∗ : X × Y → Z e´s ba´rmely
x ∈ X, y ∈ Y , z ∈ Z esete´n egyetlen olyan (x′, y′) ∈ X×Y van, hogy x′ ∗y = x∗y′ = z
(Acze´l-Dhombres [AD89]), ezek pedig sza´mos nevezetes lehetse´ges megolda´st kiza´rnak.
Ennek esett ,,a´ldozatul” (majdnem) a CES fu¨ggve´ny az 1. fejezetben, de az egyszeru˝
sza´mtani ko¨ze´p is ki van za´rva a megolda´sok ko¨zu¨l korla´tos intervallumok vagy pe´lda´ul
a ]0,+∞[ esete´n, ugyanis ilyen intervallumok Descartes szorzata´n a sza´mtani ko¨ze´p nem
gyenge´n szu¨rjekt´ıv egyik va´ltozo´ja´ban sem. (3.9) megolda´sa´nak ma´sik megko¨zel´ıte´si
mo´dja a differencia´lhato´sa´g felte´teleze´se volt (la´sd a 31 darab hivatkoza´st Acze´l [Acz66]
327. oldala´n), eza´ltal (3.9)-bo˝l parcia´lis differencia´legyenletet lehetett levezetni. Ez az
elja´ra´s azonban csak loka´lis megolda´sokat szolga´ltat ([Acz66], 329. oldal).
Ebben a fejezetben megadjuk a (3.9) egyenlet CM megolda´sait – nem te´telezve fel
semmife´le szu¨rjektivita´st vagy kva´zi-csoport tulajdonsa´got – o¨sszhangban azzal, amit
Acze´l Ja´nos a fu¨ggve´nyegyenletek elme´lete ne´ha´ny megoldatlan proble´ma´ja´ro´l ı´rt negy-
ven e´vvel ezelo˝tt (la´sd [Acz64]). Fo˝ eszko¨zu¨nk a 2.13. Te´tel lesz. Ennek alkalmaza´sa´-
hoz a 3.1. re´szben elo˝szo¨r ,,loka´lisan” megoldunk egy felte´teles asszociativita´si egyen-
letet (la´sd (3.10)). Ez az egyenlet aze´rt felte´teles, mert a va´ltozo´k szo´bajo¨vo˝ e´rte´keire
maga az egyenlet ad korla´toza´st, ami ne´lku¨l az egyenlet e´rtelmetlen lenne. A 3.2.
re´szben bemutatjuk a kapcsolatot a loka´lis kva´zi-o¨sszegek e´s az a´ltala´nos´ıtott asszo-
ciativita´si egyenlet megolda´sai ko¨zo¨tt e´s megadjuk (3.9) CM megolda´sait (3.3. Te´tel).
Ve´gu¨l a 3.3. re´szben ennek seg´ıtse´ge´vel oldunk meg tova´bbi asszociat´ıv t´ıpusu´ egyen-
leteket. E fejezet eredme´nyei re´szben Maksa [Mak00]-ban jelentek meg, ahol von Sten-
gel [vS93] 21. Te´tele´nek egy ko¨vetkezme´nye´re alapoztunk. E te´tel bizony´ıta´sa azon-
ban – ve´leme´nyu¨nk szerint – nem ele´gge´ kidolgozott, ı´gy Maksa [Mak04]-ben ma´r nem
haszna´ljuk (3.9) CM megolda´sainak meghata´roza´sakor. Itt ez uto´bbi va´ltozatot ı´rjuk
majd le a 3.2. re´szben. A 3.3. re´sz eredme´nyei Maksa [Mak]-ban va´rnak megjelene´sre.
3.1 Egy felte´teles asszociativita´si egyenlet
loka´lis megolda´sa
Ebben a re´szben csak egy te´telt bizony´ıtunk. A bizony´ıta´s sora´n felhaszna´ljuk Acze´l
[Acz66] (54–57, 268. oldal) e´s von Stengel [vS93] (383–388 oldal) ne´ha´ny gondolata´t
e´s megkonstrua´ljuk egy ,,felte´telesen asszociat´ıv struktu´ra” ,,logaritmus fu¨ggve´nyeit” –
legala´bbis loka´lisan. Ezt u´gy tesszu¨k, hogy elo˝bb loka´lis ,,exponencia´lis fu¨ggve´nyeket”
konstrua´lunk, amire az ad leheto˝se´get, hogy a felte´telek miatt definia´lhato´ a raciona´lis
kitevo˝s, majd a valo´s kitevo˝s ,,hatva´nyoza´s”.
3.1 Te´tel. ([Mak04]) Legyen J ny´ılt intervallum, e ∈ J e´s ∗ : J × J → R folytonos e´s
mindke´t va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ fu¨ggve´ny. Tegyu¨k fel, hogy
(3.10) (u ∗ v) ∗ w = u ∗ (v ∗ w) (ha u, v, w, u ∗ v, v ∗ w ∈ J)
e´s
(3.11) u ∗ e = e ∗ u = u (u ∈ J).
63
Ekkor vannak olyan a, b ∈ J sza´mok, hogy a < e < b e´s van olyan Φ : [a, b] → [−1, 1]
folytonos e´s szigoru´an monoton no¨vekvo˝ fu¨ggve´ny, hogy
(3.12) Φ(u ∗ v) = Φ(u) + Φ(v) (ha u, v, u ∗ v ∈ [a, b])
e´s
(3.13) Φ(a) = −1, Φ(b) = 1.
B i z o n y ı´ t a´ s. (i) Elo˝szo¨r azt igazoljuk, hogy van olyan a, b ∈ J, hogy a < e < b
e´s a ∗ b = e, tova´bba´ ba´rmely u ∈ [a, b] esete´n egyetlen olyan u−1 ∈ [a, b] van, melyre
u ∗ u−1 = u−1 ∗ u = e. Ugyanis, mivel J ny´ılt e´s ∗ folytonos az (e, e) pontban valamint
– (3.11) miatt e ∗ e = e – van olyan a′, b′ ∈ J , hogy a′ < e < b′ e´s a′ ∗ b′ ∈ J . Ha
a′ ∗ b′ = e, akkor a = a′, b = b′ megfelelo˝ va´laszta´s. Ha a′ ∗ b′ < e, akkor (3.11) miatt
a′∗b′ < e < b′ = e∗b′ e´s ı´gy ∗ elso˝ va´ltozo´ja´ban valo´ folytonossa´ga´bo´l a∗b′ = e ko¨vetkezik
valamely a′ < a < e mellett, ami b = b′-vel a k´ıva´nt a´ll´ıta´s. Ha pedig e < a′ ∗ b′, akkor
– isme´t (3.11) miatt – a′ ∗ e = a′ < e < a′ ∗ b′ e´s ı´gy – ∗ ma´sodik va´ltozo´ja´ban valo´
folytonossa´ga´bo´l – a′ ∗ b = e valamely e < b < b′ mellett, eze´rt a = a′-vel teljesu¨l az
a´ll´ıta´s. Most megmutatjuk, hogy b ∗ a = e is igaz. Ugyanis a = e ∗ a < b ∗ a < b ∗ e = b,
ı´gy b ∗ a ∈ [a, b] ⊂ J e´s ı´gy – (3.10) e´s (3.11) miatt –
(b ∗ a) ∗ b = b ∗ (a ∗ b) = b ∗ e = b = e ∗ b,
amibo˝l – ∗ elso˝ va´ltozo´ja´ban valo´ szigoru´an monotonita´sa miatt – b ∗ a = e ko¨vetkezik.
Ezek uta´n (i) marade´k re´sze a ko¨vetkezo˝ke´ppen bizony´ıthato´: az unicita´s a szigoru´
monotonita´s miatt nyilva´nvalo´, az egzisztencia bizony´ıta´sa´hoz legyen u ∈ [a, b]. Az
u ∈ {a, b} esetet ma´r vizsga´ltuk, az u = e eset nyilva´nvalo´, legyen teha´t elo˝szo¨r u ∈ ]a, e[.
Ekkor u∗e = u < e, ma´sre´szt u∗b > a∗b = e, ı´gy valamely u−1 ∈ ]e, b[ mellett u∗u−1 = e.
Hasonlo´an, ha u ∈ ]e, b[, akkor u ∗ e = u > e e´s u ∗ a < b ∗ a = e, eze´rt u ∗ u−1 = e
valamely u−1 ∈ ]a, e[ esete´n. Ve´gu¨l u−1 ∗ u = e is teljesu¨l, mert ha u < e, akkor u−1 > e
e´s ı´gy u = e ∗ u < u−1 ∗ u < u−1 ∗ e = u−1, ha pedig u > e, akkor u−1 < e, eze´rt
u−1 = u−1 ∗ e < u−1 ∗ u < e ∗ u = u. Teha´t mindke´t esetben u−1 ∗ u ∈ J , ı´gy (3.10) e´s
(3.11) miatt
(u−1 ∗ u) ∗ u−1 = u−1 ∗ (u ∗ u−1) = u−1 ∗ e = u−1 = e ∗ u−1,
amibo˝l – ∗ ma´sodik va´ltozo´ja´ban valo´ szigoru´ monotonita´sa miatt – u−1 ∗ u = e
ko¨vetkezik.
(ii) Most megkonstrua´ljuk a te´telben szereplo˝ Φ fu¨ggve´ny inverze´t [−1, 1] raciona´lis
pontjaiban. Ehhez elo˝szo¨r definia´ljuk a ϕn, (0 ≤ n ∈ Z), (Z az ege´sz sza´mok halmaza)
fu¨ggve´nyt az ala´bbiak szerint:
(3.14)
ϕ0(t) = e (t ∈ J0 := J),
ϕn(t) = ϕn−1(t) ∗ t (t ∈ Jn := ϕ−1n−1(J) ∩ Jn−1, n ∈ N).
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(ϕn(t) a t ∈ Jn sza´m n-edik ,,hatva´nya”, amelyet csak a fenti (korla´tozott) ko¨ru¨lme´nyek
ko¨zo¨tt tudunk e´rtelmezni.) Vila´gos, hogy ϕn : Jn → R folytonos (ha n ≥ 0) e´s szigoru´an
monoton no¨vekvo˝ is (ha n ≥ 1), tova´bba´ e ∈ Jn, Jn ny´ılt intervallum (ha n ≥ 0) e´s
(3.15) Jn ⊂ Jn−1, ha n ≥ 1.
Most megmutatjuk, hogy ba´rmely n ∈ N esete´n egyetlen olyan xn ∈ ]e, b]∩Jn van, melyre
ϕn(xn) = b (xn b n-edik ,,gyo¨ke”), e´s az (xn) sorozat szigoru´an monoton cso¨kkeno˝. Az
egye´rtelmu˝se´g ϕn injektiv´ıta´sa miatt nyilva´nvalo´, xn le´teze´se´t indukcio´val bizony´ıtjuk.
Ha n = 1, akkor x1 = b megfelel. Tegyu¨k fel, hogy n > 1 e´s igaz a´ll´ıta´s n helyett
(n− 1)-re, azaz van olyan xn−1 ∈ ]e, b] ∩ Jn−1, hogy ϕn−1(xn−1) = b. Mivel b ∈ J , eze´rt
xn−1 ∈ ϕ−1n−1(J) is teljesu¨l, ı´gy xn−1 ∈ Jn. Felhaszna´lva ϕn definc´ıo´ja´t, az indukcio´s
felte´telt, (3.11)-et e´s ∗ ma´sodik va´ltozo´ja´ban valo´ szigoru´ monoton no¨vekede´se´t kapjuk,
hogy
ϕn(xn−1) = ϕn−1(xn−1) ∗ xn−1 = b ∗ xn−1 > b ∗ e = b.
Ma´sre´szt ϕn(e) = e < b, teha´t ϕn felvesz b-bo˝l nagyobb e´s kisebb e´rte´keket is az
[e, xn−1] ⊂ Jn intervallumon. Eze´rt ϕn(xn) = e valamely xn ∈ ]e, xn−1[⊂ Jn mellett.
Ez azt is mutatja, hogy (xn) szigoru´an monoton cso¨kkeno˝.
A bizony´ıta´s (i) re´sze szerint egyetlen olyan x−1n ∈ [a, e[ elem van, amelyre
(3.16) xn ∗ x−1n = x−1n ∗ xn = e (n ∈ N).
Mivel (xn) szigoru´an monoton cso¨kkeno˝, (x
−1
n ) szigoru´an monoton no¨vekvo˝. Valo´ban,
ha 2 ≤ n ∈ N , akkor
e = xn ∗ x−1n < xn−1 ∗ x−1n < xn−1 ∗ e = xn−1 < b,
ı´gy ebbo˝l, (3.11)-bo˝l, (3.10)-bo˝l e´s (3.16)-bo´l
x−1n−1 = x
−1
n−1 ∗ e < x−1n−1 ∗ (xn−1 ∗ x−1n ) = (x−1n−1 ∗ xn−1) ∗ x−1n = e ∗ x−1n = x−1n
ko¨vetkezik.
Most indukcio´val igazoljuk, hogy
(3.17) x−1n ∈ Jn e´s ϕn(x−1n ) = a (n ∈ N).
(x−1n a b sza´m (− 1n) -edik ,,hatva´nya”, azaz a n-edik ,,gyo¨ke”.) Ha n = 1, akkor x1 = b e´s
a ∈ [a, b] ⊂ J = J1, ı´gy a bizony´ıta´s (i) re´sze miatt x−11 = a ∈ J1 e´s ϕ1 defin´ıcio´ja miatt
ϕ1(x
−1
1 ) = ϕ1(a) = a. Tegyu¨k fel, hogy n > 1 e´s igaz (3.17) n helyett (n − 1)-re, azaz
x−1n−1 ∈ Jn−1 e´s ϕn−1(x−1n−1) = a. Mivel x−1n−1 < x−1n < e e´s e ∈ Jn−1, eze´rt az x−1n−1 ∈ Jn−1
indukcio´s felte´tel miatt e´s aze´rt mert Jn−1 intervallum azt kapjuk, hogy
(3.18) x−1n ∈ Jn−1.
Isme´t az indukcio´s felte´tel miatt e´s mivel ϕn−1 szigoru´an monoton no¨vekedo˝
a = ϕn−1(x−1n−1) < ϕn−1(x
−1
n ) < ϕn−1(e) = e,
65
eze´rt ϕn−1(x−1n ) ∈ ]a, e[⊂ J , ı´gy x−1n ∈ ϕ−1n−1(J), ami (3.18)-cal egyu¨tt azt eredme´nyezi,
hogy x−1n ∈ Jn.
Definia´ljuk ezek uta´n a Ψ fu¨ggve´nyt – amelyet Φ inverze´nek sza´nunk – a [−1, 1]
intervallum raciona´lis pontjaiban a ko¨vetkezo˝ke´ppen:
(3.19) Ψ
(m
n
)
= ϕm(xn) e´s Ψ
(
−m
n
)
= ϕm(x
−1
n ) (0 ≤ m ≤ n, m ∈ Z, n ∈ N).
A defin´ıcio´ korrektse´ge ko¨vetkezik a
(3.20) ϕkm(xkn) = ϕm(xn) e´s ϕkm(x
−1
kn ) = ϕm(x
−1
n )
egyenlo˝se´gekbo˝l, ahol k ∈ N, 0 ≤ m ∈ Z e´s m ≤ n ∈ N. (3.20) elso˝ fele´nek bela´ta´sa´hoz
vegyu¨k e´szre, hogy b = ϕkm(xkm) = ϕn(ϕk(xkn)), eze´rt ϕk(xkn) = xn, teha´t ϕkm(xkn) =
ϕm
(
ϕk(xkn)
)
= ϕm(xn). (3.20) ma´sodik fele – (3.17) felhaszna´la´sa´val – hasonlo´an la´thato´
be.
(iii) A (3.19) defin´ıcio´bo´l e´s xn defin´ıcio´ja´bo´l ro¨gto¨n ko¨vetkezik, hogy Ψ(1) = b,
Ψ(0) = e, Ψ(−1) = a. Most megmutatjuk, hogy
(3.21) Ψ
(
m
n
+
m′
n
)
= Ψ
(m
n
)
∗Ψ
(
m′
n
)
,
ha n ∈ N ; m,m′ ∈ Z; |m| ≤ n, |m′| ≤ n, |m+m′| ≤ n, azaz
(3.22) Ψ(r + s) = Ψ(r) ∗Ψ(s) (r, s, r + s ∈ [−1, 1] ∩Q).
(Q a raciona´lis sza´mok halmaza.) Ne´zzu¨k elo˝szo¨r azt az esetet, amikor m ≥ 0, m′ ≥ 0,
m+m′ ≤ n. Ekkor – (3.15) miatt –
xn ∈ Jn ⊂ Jm+m′ , eze´rt ϕm defin´ıcio´ja´bo´l ado´dik, hogy
ϕm+m′(xn) = ϕm(xn) ∗ ϕm′(xn),
ami (3.21)-et igazolja. Hasonlo´ a bizony´ıta´s az m ≤ 0, m′ ≤ 0, −m−m′ ≤ n esetben is.
A marade´k ke´t ,,vegyes” eset ko¨zu¨l csak azt vizsga´ljuk, amikor
(3.23) 0 ≤ m
n
≤ 1, −1 ≤ −m
′
n
≤ 0, 0 ≤ m−m
′
n
≤ 1,
mert a ma´sik hasonlo´an kezelheto˝. Ha (3.23) teljesu¨l, akkor (3.21) felhaszna´la´sa´hoz
– (3.19) alapja´n – azt kell igazolni, hogy
ϕm−m′(xn) = ϕm(xn) ∗ ϕm′(x−1n ),
ez pedig ko¨vetkezik a (3.14) defin´ıcio´bo´l valamint (3.17)-bo˝l, (3.16)-bo´l, (3.10)-bo˝l e´s
(3.11)-bo˝l.
Ebben a re´szben igazoljuk me´g azt is, hogy Ψ : [−1, 1]∩Q→ [a, b] szigoru´an monoton
no¨vekvo˝. Ehhez ele´g azt bela´tni, hogy
(3.24) Ψ
(m
n
)
< Ψ
(
m+ 1
n
)
,
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ha n ∈ N, m ∈ Z, −1 ≤ m
n
e´s m+1
n
≤ 1. Az m
n
≥ 0 esetben (3.24) azzal ekvivalens, hogy
ϕm(xn) < ϕm+1(xn). Ez pedig igaz, mert xn > e e´s ı´gy – (3.14) miatt – ϕm+1(xn) =
ϕm(xn) ∗ xn > ϕm(xn) ∗ e = ϕm(xn). Az m+1n ≤ 0 eset hasonlo´an kezelheto˝, csak itt
azt kell felhaszna´lni, hogy x−1n < e. Ve´gu¨l, ha
m
n
≤ 0 ≤ m+1
n
, akkor az eddigiek alapja´n
Ψ
(
m
n
) ≤ Ψ(0) ≤ Ψ(m+1
n
)
ado´dik e´s ebben a sorban mindke´t egyenlo˝tlense´g nem lehet
egyideju˝leg egyenlo˝se´g.
(iv) Most megadjuk Ψ szigoru´an monoton no¨vekvo˝ e´s folytonos kiterjeszte´se´t a [−1, 1]
intervallumra. Legyen ugyanis
(3.25)
Ψ(x) = sup{Ψ(r) : −1 ≤ r ≤ x} (x ∈ [−1, 1])
e´s
Ψ(x) = inf{Ψ(s) : x ≤ s ≤ 1} (x ∈ [−1, 1]).
Nyilva´nvalo´, hogy Ψ e´s Ψ a Ψ fu¨ggve´ny monoton no¨vekvo˝ kiterjeszte´sei [−1, 1] ∩ Q-ro´l
[−1, 1]-re, tova´bba´ Ψ balro´l, Ψ pedig jobbro´l folytonos a ]− 1, 1] illetve [−1, 1[ interval-
lumon e´s Ψ(x) ≤ Ψ(x) ba´rmely x ∈ [−1, 1] esete´n. Kimutatjuk, hogy Ψ(x) = Ψ(x), ha
x ∈ [−1, 1]. Ez nyilva´nvalo´, ha x = −1 vagy x = 1. Ha −1 < x < 1, akkor elo˝szo¨r
va´lasszunk olyan (rn), (sn) : N → Q sorozatokat, amelyekre −1 < rn < x2 < sn < 1,−1 < rn+sn < x (n ∈ N) e´s rn → x2 , sn → x2 , majd olyan (r′n), (s′n) : N→ Q sorozatokat,
melyekre 1 < r′n <
x
2
< s′n < 1, x < r
′
n+ s
′
n < 1 (n ∈ N) e´s r′n → x2 , s′n → x2 teljesu¨l. Fel-
haszna´lva a (3.22) egyenletet, valamint Ψ baloldali, Ψ jobboldali folytonossa´ga´t x
2
-ben
e´s ∗ folytonossa´ga´t azt kapjuk, hogy
Ψ(x) = lim
n→∞
Ψ(rn + sn) = lim
n→∞
(Ψ(rn) ∗Ψ(sn))
= Ψ
(x
2
)
∗Ψ
(x
2
)
= lim
n→∞
(Ψ(r′n) ∗Ψ(s′n))
= lim
n→∞
Ψ(r′n + s
′
n) = Ψ(x).
Eze´rt Ψ = Ψ folytonos e´s monoton kiterjeszte´se Ψ-nek [−1, 1]∩Q-ro´l [−1, 1]-re, amelyet
szinte´n Ψ-vel jelo¨lu¨nk. Nyilva´n Ψ : [−1, 1] → [a, b] szu¨rjekt´ıv e´s Ψ szigoru´an monoton
no¨vekvo˝, mert ha valamely −1 ≤ x < y ≤ 1 esete´n Ψ(x) = Ψ(y) lenne, akkor va´lasszunk
olyan r, s ∈ Q sza´mokat, melyekre x < r < s < y teljesu¨l, amibo˝l Ψ [−1, 1] ∩ Q-n valo´
szigoru´ monotonita´sa e´s Ψ [−1, 1]-en valo´ monoton no¨vekede´se miatt
Ψ(x) ≤ Ψ(r) < Ψ(s) ≤ Ψ(y)
ko¨vetkezik, ami ellentmonda´s. Ψ folytonossa´ga´bo´l e´s (3.22)-bo˝l
Ψ(x+ y) = Ψ(x) ∗Ψ(y) (x, y, x+ y ∈ [−1, 1])
ado´dik. Ezek uta´n a Φ = Ψ−1 defin´ıcio´val a te´tel a´ll´ıta´sa´t kapjuk.
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3.2 Loka´lis kva´zi-o¨sszegek e´s a´ltala´nos´ıtott
asszociativita´s
Ebben a re´szben elo˝szo¨r azt mutatjuk meg, hogy kapcsolat van az
(3.9) F (G(x, y), z) = H(x,K(y, z))
a´ltala´nos´ıtott asszociativita´si egyenlet e´s a 3.1. Te´telben ta´rgyalt (3.10) felte´teles asszo-
ciativita´si egyenlet ko¨zo¨tt . Ehhez le´nyeges hozza´ja´rula´s a ko¨vetkezo˝ lemma.
3.2 Lemma. ([Mak04]) Legyenek X, Y , Z intervallumok, G : X × Y → R, K : Y ×
Z → R, F : G(X, Y ) × Z → R e´s H : X × K(Y, Z) → R CM fu¨ggve´nyek e´s tegyu¨k
fel, hogy (3.9) fenna´ll minden (x, y, z) ∈ X × Y × Z esete´n. Definia´ljuk tova´bba´ az
f : X × Y × Z → R fu¨ggve´nyt e´s tetszo˝legesen ro¨gz´ıtett (x0, y0, z0) ∈ X × Y × Z esete´n
az f1 : X → R, f2 : Y → R e´s f3 : Z → R fu¨ggve´nyeket az ala´bbi ke´pletekkel:
(3.26) f(x, y, z) = F
(
G(x, y), z
)(
= H(x,K(y, z)
)
,
(3.27) f1(x) = f(x, y0, z0), f2(y) = f(x0, y, z0), f3(z) = f(x0, y0, z).
Ekkor vannak olyan
f12 : f1(X)× f(x0, Y, Z)→ R e´s f21 : f(X, Y, z0)× f3(Z)→ R
folytonos e´s mindke´t va´ltozo´jukban szigoru´an monoton no¨vekvo˝ fu¨ggve´nyek, hogy minden
(x, y, z) ∈ X × Y × Z esete´n fenna´llnak az ala´bbi egyenlo˝se´gek:
f(x, y, z) = f12(f1(x), f(x0, y, z)),(3.28)
f(x, y, z) = f21(f(x, y, z0), f3(z)),(3.29)
f12(f1(x), f21(f2(y), f3(z))) = f21(f12(f1(x), f2(y)), f3(z)),(3.30)
f1(x) = f12(f1(x), f2(y0)),(3.31)
f3(z) = f21(f2(y0), f3(z)),(3.32)
f12(f1(x), f3(z)) = f21(f1(x), f3(z)).(3.33)
B i z o n y ı´ t a´ s. Legyen p(t) = H(x0, t), t ∈ K(Y, Z). Ekkor p CM fu¨ggve´ny e´s
(3.26)-bo´l az x = x0 helyettes´ıte´ssel f(x0, y, z) = p(K(y, z)) ko¨vetkezik, amibo˝l
K(y, z) = p−1(f(x0, y, z))
(
(y, z) ∈ Y × Z)
ado´dik. Eze´rt isme´t (3.26)-bo´l kapjuk, hogy
(3.34) f(x, y, z) = H
(
x, p−1(f(x0, y, z))
) (
(x, y, z) ∈ X × Y × Z),
amibo˝l az
(3.35) f12(ξ, η) = H
(
f−11 (ξ), p
−1(η)
) (
ξ ∈ f1(X), η ∈ p(K(Y, Z))
)
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defin´ıcio´val valamint (3.34) felhaszna´la´sa´val
f12(f1(x), f(x0, y, z)) = H
(
f−11 (f1(x)), p
−1(f(x0, y, z))
)
= H
(
x, p−1(f(x0, y, z))
)
= f(x, y, z),
azaz (3.28) ado´dik. Vila´gos, hogy f12 CM fu¨ggve´ny, so˝t – figyelembe ve´ve a 2.2. Lemma´t,
(3.35)-o¨t e´s (3.27)-et – mindke´t va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝. Mivel
(3.9)-ben az x e´s z va´ltozo´k ,,egyene´rte´ku˝ek”, (3.29) hasonlo´an igazolhato´. (3.30) bi-
zony´ıta´sa´hoz legyen (3.28)-ban illetve (3.29)-ben z = z0 illetve x = x0. I´gy
(3.36) f(x, y, z0) = f12(f1(x), f2(y)),
illetve
(3.37) f(x0, y, z) = f21(f2(y), f3(z))
ado´dik minden (x, y, z) ∈ X × Y × Z esete´n. Eze´rt (3.28) e´s (3.37) valamint (3.29) e´s
(3.36) miatt
f(x, y, z) = f12(f1(x), f21(f2(y), f3(z))) = f21(f12(f1(x), f2(y)), f3(z)),
amibo˝l (3.30) ko¨vetkezik. (3.36)-bo´l illetve (3.37)-bo˝l az y = y0 helyettes´ıte´ssel ro¨gto¨n
kapjuk (3.31)-et illetve (3.32)-t. Ve´gu¨l (3.33) (3.30)-bo´l az y = y0 helyettes´ıte´ssel,
valamint (3.31) e´s (3.32) figyelembeve´tele´vel ado´dik.
A ko¨vetkezo˝ te´telben megadjuk (3.9) CM megolda´sait.
3.3 Te´tel. ([Mak04], [Mak00]) Legyenek X, Y , Z intervallumok, G : X × Y → R,
K : Y × Z → R, F : G(X,Y ) → R e´s H : X ×K(Y, Z) → R CM fu¨ggve´nyek. Ekkor
(3.9) pontosan akkor teljesu¨l minden (x, y, z) ∈ X × Y × Z esete´n, ha vannak olyan
α : X → R, β : Y → R, γ : Z → R, δ1 : α(X) + β(Y ) → R, δ2 : β(Y ) + γ(Z) → R e´s
ϕ : α(X) + β(Y ) + γ(Z)→ R CM fu¨ggve´nyek, hogy
F (ξ, z) = ϕ(δ−11 (ξ) + γ(z)),(3.38)
G(x, y) = δ1(α(x) + β(y)),(3.39)
H(x, η) = ϕ(α(x) + δ−12 (η))(3.40)
e´s
(3.41) K(y, z) = δ2(β(y) + γ(z))
teljesu¨l minden (x, y, z) ∈ X × Y × Z e´s ξ ∈ G(X,Y ), η ∈ K(Y, Z) esete´n.
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B i z o n y ı´ t a´ s. (i) Elo˝szo¨r azt mutatjuk meg, hogy G e´s K kva´zi-o¨sszegek az X × Y ,
illetve Y × Z te´glalapokon, ra´ada´sul specia´lis (α, β, δ1) illetve (β, γ, δ2) genera´torokkal,
azaz fenna´ll (3.39) e´s (3.41). Legyen ehhez (x0, y0, z0) ∈ X0 × Y 0 × Z0 tetszo˝leges.
Igazolni fogjuk, hogy ha f a (3.26)-ban definia´lt fu¨ggve´ny, akkor f(· , · z0) e´s f(x0, · , ·)
kva´zi-o¨sszegek (specia´lis genera´torokkal) X0 × Y 0-on illetve Y 0 × Z0-on. Legyen eze´rt
f1(X) = U , f2(Y ) = V , f3(Z) = W , ahol f1, f2, f3 a (3.27)-ben definia´lt fu¨ggve´nyek,
legyen tova´bba´ e = f1(x0). Ekkor U , V , W intervallumok e´s – mivel f1(x0) = f2(y0) =
f3(z0) = e ∈ U ∩ V ∩W , so˝t e belso˝ pont, eze´rt U ∩ V ∩W is intervallum e´s van olyan
J ⊂ U ∩ V ∩W ny´ılt intervallum, hogy e ∈ J . A 3.2. Lemma szerint vannak olyan f12
e´s f21 folytonos e´s mindke´t va´ltozo´jukban szigoru´an no¨vekvo˝ fu¨ggve´nyek, amelyekkel
teljesu¨lnek a (3.28) – (3.33) egyenlo˝se´gek. Ezekbo˝l az
(3.42) u ∗ v = f12(u, v) (u, v ∈ J)
mo´don definia´lt folytonos e´s mindke´t va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝
∗ : J × J → R fu¨ggve´nyre kapjuk, hogy
(u ∗ v) ∗ w = u ∗ (v ∗ w) (u, v, w, u ∗ v, v ∗ w ∈ J)
e´s
u ∗ e = e ∗ u = u (u ∈ J).
I´gy a 3.1. Te´tel szerint van olyan [a, b] ⊂ J intervallum e´s Φ : [a, b] → [−1, 1] bijekt´ıv
CM fu¨ggve´ny, hogy a < e < b e´s
(3.43) Φ(u ∗ v) = Φ(u) + Φ(v) (u, v, u ∗ v ∈ [a, b]).
Eze´rt (3.42) e´s (3.43) miatt
(3.44) f12(u, v) = f21(u, v) = u ∗ v = Φ−1
(
Φ(u) + Φ(v)
)
,
ha u, v, f12(u, v) ∈ [a, b]. Mivel f1(x0) = f2(y0) = f3(z0) = f(x0, y0, z0) = e e´s f1
x0-ban, f2 y0-ban, f3 z0-ban, f(· , · , z0) (x0, y0)-ban e´s f(x0, · , ·) (y0, z0)-ban folytonos
fu¨ggve´nyek, vannak olyan X0 × Y0 ⊂ X0 × Y 0 e´s Y0 × Z0 ⊂ Y 0 × Z0 ny´ılt te´glalapok,
hogy
(x0, y0) ∈ X0 × Y0, (y0, z0) ∈ Y0 × Z0 e´s f1(x), f2(y), f3(z), f12(x, y), f21(y, z) ∈ [a, b],
ha (x, y) ∈ X0 × Y0 e´s (y, z) ∈ Y0 × Z0. I´gy (3.28), (3.29) e´s (3.44), valamint (3.43)
ko¨vetkezte´ben
Φ(f(x, y, z0)) = Φ
(
f12(f1(x), f2(y))
)
= Φ(f1(x) ∗ f2(y))
= Φ(f1(x)) + Φ(f2(y))
e´s
Φ(f(x0, y, z)) = Φ
(
f21(f2(y), f3(z))
)
= Φ(f2(y) ∗ f3(z))
= Φ(f2(y)) + Φ(f3(z)),
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ha (x, y) ∈ X0 × Y0 e´s (y, z) ∈ Y0 × Z0. Ezekbo˝l az egyenlo˝se´gekbo˝l az
α0(x) = Φ(f1(x)) (x ∈ X0), β0(y) = Φ(f2(y)) (y ∈ Y0), γ0(z) = Φ(f3(z)) (z ∈ Z0),
δ10 = Φ
−1 ∣∣ (α0(X0) + β0(Y0)), δ20 = Φ−1 ∣∣ (β0(Y0) + γ0(Z0))
defin´ıcio´kkal
f(x, y, z0) = δ10(α0(x) + β0(y)) e´s f(x0, y, z) = δ20(β0(y) + γ0(z))
((x, y) ∈ X0 × Y0, (y, z) ∈ Y0 × Z0) ado´dik. Mivel α0, β0, γ0, δ10 e´s δ20 CM fu¨ggve´nyek
valamint (x0, y0) ∈ X0 × Y 0 illetve (y0, z0) ∈ Y 0 × Z0 tetszo˝legesek, eze´rt f(· , · , z0) e´s
f(x0, . , .) loka´lis kva´zi-o¨sszegekX
0×Y 0-on illetve Y 0×Z0-on – specia´lis genera´torokkal,
ı´gy a 2.14. Te´tel miatt f(· , · , z0) e´s f(x0, · , ·) kva´zi-o¨sszeg X × Y -on illetve Y × Z-
n specia´lis (α, β, δ′1) illetve (β, γ, δ
′
2) genera´torokkal. Mivel F (· , z0) e´s H(x0, ·) CM
fu¨ggve´nyek, (3.26)-bo´l ko¨vetkezik, hogy fenna´ll (3.39) e´s (3.41) G illetve K alkalmas
(α, β, δ1) illetve (β, γ, δ2) genera´toraival.
(ii) I´rjuk most G e´s K (3.39) illetve (3.41) elo˝a´ll´ıta´sait (3.9)-be. Ekkor azt kapjuk,
hogy
(3.45) F
(
δ1(α(x) + β(y)), z
)
= H
(
x, δ2(β(y) + γ(z)
) (
(x, y, z) ∈ X × Y × Z).
Ebbo˝l pedig
(3.46) F
(
δ1(u+ w), γ
−1(w)
)
= H
(
α−1(u), δ2(v + w)
)
ko¨vetkezik minden (u, v, w) ∈ α(X)× β(Y )× γ(Z)) esete´n. Definia´ljuk ezek uta´n az A
e´s B fu¨ggve´nyeket az
(3.47) A(t, w) = F
(
δ1(t), γ
−1(w)
) (
(t, w) ∈ (α(X) + β(Y ))× γ(Z)),
illetve a
(3.48) B(u, s) = H
(
α−1(u), δ2(s)
) (
(u, s) ∈ α(X)× (β(Y ) + γ(Z)))
ke´plettel. Ekkor A e´s B CM fu¨ggve´nyek, amelyekre teljesu¨l, hogy
(2.30) A(u+ v, w) = B(u, v + w)
(
(u, v, w) ∈ α(X)× β(Y )× γ(Z)).
Eze´rt a 2.15. Te´tel miatt van olyan ϕ : α(X) + β(Y ) + γ(Z)→ R CM fu¨ggve´ny, hogy
A(t, w) = ϕ(t+ w) e´s B(u, s) = ϕ(u+ s),
ha t ∈ α(X)+β(Y ), w ∈ γ(Z), u ∈ α(X) e´s s ∈ β(Y )+γ(Z). I´gy (3.47) e´s (3.48) miatt
megkapjuk a (3.38) illetve (3.40) egyenlo˝se´geket is.
Az, hogy a (3.38) – (3.41) ke´pletekkel definia´lt F , G, H, K kva´zi-o¨sszegek (3.9)
megolda´sai, sza´mola´ssal elleno˝rizheto˝.
E te´tel ne´ha´ny ko¨vetkezme´nye´t a 3.3. e´s 3.4. re´szben ta´rgyaljuk. Itt most csak ke´t
eredme´nyt fogalmazunk meg, amelyek azonnal ado´dnak a 3.3. Te´telbo˝l. Az elso˝ (la´sd
[vS93], Theorem 21-et is) a
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3.4 Te´tel. ([Mak]) Legyenek X, Y , Z intervallumok, G : X×Y → R, K : Y ×Z → R,
F : G(X, Y ) × Z → R e´s H : X × K(Y, Z) → R CM fu¨ggve´nyek, amelyekre teljesu¨l
(3.9) minden (x, y, z) ∈ X × Y × Z esete´n. Ekkor van olyan α : X → R, β : Y → R,
γ : Z → R e´s ϕ : α(X) + β(Y ) + γ(Z)→ R CM fu¨ggve´ny, hogy
(3.49) F (G(x, y), z) = H(x,K(y, z)) = ϕ(α(x) + β(y) + γ(z)),
ha (x, y, z) ∈ X × Y × Z.
A ma´sodik eredme´ny egy pozit´ıv va´lasz Steinhaus azon ke´rde´se´re (la´sd Ryll-
Nardzewski [RN55], e´s Acze´l [Acz66], 329. oldal), hogy ha egy ha´romva´ltozo´s f fu¨ggve´ny
ke´tva´ltozo´s fu¨ggve´nyek seg´ıtse´ge´vel elo˝a´ll
(3.50) f(x, y, z) = F
(
G(x, y), z
)
e´s f(x, y, z) = H
(
x,K(y, z)
)
alakban, akkor elo˝a´ll-e egy tova´bbi lehetse´ges
(3.51) f(x, y, z) = L(M(z, x), y)
alakban is. A va´lasz – amely itt teljesebb mint [RN55]-ben vagy [Acz66]-ban – a
ko¨vetkezo˝:
3.5 Te´tel. Ha X, Y , Z intervallumok, f : X × Y × Z → R e´s G : X × Y → R,
K : Y × Z → R, F : G(X,Y ) × Z → R e´s H : X × K(Y, Z) → R CM fu¨ggve´nyek,
tova´bba´ fenna´ll (3.50) minden (x, y, z) ∈ X × Y × Z esete´n, akkor vannak olyan M :
Z×X → R e´s L :M(Z,X)×Y → R CM fu¨ggve´nyek is, melyekre (3.51) teljesu¨l minden
(x, y, z) ∈ X × Y × Z mellett.
B i z o n y ı´ t a´ s. Alkalmazzuk a 3.4. Te´telt e´s legyen
M(z, x) = γ(z) + α(x), (z, x) ∈ Z ×X e´s L(ξ, y) = ϕ(ξ + β(y)),
ξ ∈M(Z,X), y ∈ Y , ahol α, β, γ e´s ϕ a 3.4. Te´telben definia´lt CM fu¨ggve´nyek. Ekkor
M e´s L is CM fu¨ggve´nyek e´s (3.50) miatt teljesu¨l (3.51) is.
3.3 Ne´ha´ny tova´bbi asszociat´ıv t´ıpusu´ egyenlet
Negyven-o¨tven e´vvel ezelo˝tt Hosszu´ Miklo´s vizsga´lta (to¨bbek ko¨zo¨tt) a (3.3) – (3.8)
asszociat´ıv t´ıpusu´ egyenleteket (la´sd [Hos54], [Hos67]). Fo˝ eszko¨ze az
(3.1) F
(
F (x, y), z
)
= F
(
x, F (y, z)
)
egyenletre vonatkozo´ Acze´l-fe´le 1.7. Te´tel, a szinte´n Acze´l Ja´nosto´l sza´rmazo´ e´s a
(3.52) B
(
B(x, y), B(u, v)
)
= B
(
B(x, u), B(y, v)
)
egyenletro˝l szo´lo´ te´tel ([Acz66], 287. oldal) valamint ne´ha´ny – a (3.9) egyenlet
folytonosan differencia´lhato´ (loka´lis) megolda´sait megado´ – saja´t eredme´nye volt (la´sd
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Hosszu´ [Hos54], [Hos67], Acze´l [Acz66], 329. oldal). Ne´ha´ny esetben (pe´lda´ul a (3.3),
(3.7) e´s (3.8) egyenletek esete´ben) megoldhato´sa´gi felte´teleket is haszna´lt. A 3.3. il-
letve 3.4. Te´teleknek ko¨szo¨nheto˝en itt most egyse´ges mo´dszerrel tudjuk meghata´rozni a
(3.3) – (3.8) egyenletek CM megolda´sait – mello˝zve mindenfe´le megoldhato´sa´gi felte´telt.
Elo˝szo¨r az
(3.3) F (F (x, u), v) = F (x,G(u, v))
u´gynevezett transzforma´cio´ egyenlettel foglalkozunk.
3.6 Te´tel. ([Mak]) Legyenek X e´s U intervallumok, F : X×U → X e´s G : U×U → U
CM fu¨ggve´nyek. Ekkor a (3.3) egyenlet pontosan akkor a´ll fenn minden x ∈ X e´s
u, v ∈ U esete´n, ha vannak olyan α : X → R e´s β : U → R CM fu¨ggve´nyek, hogy
(3.53) F (x, u) = α−1(α(x) + β(u))
(
(x, u) ∈ X × U)
e´s
(3.54) G(u, v) = β−1(β(u) + β(v))
(
(u, v) ∈ U × U)
teljesu¨l.
B i z o n y ı´ t a´ s. Sza´mola´ssal elleno˝rizheto˝, hogy a (3.53) e´s (3.54) szerint definia´lt F e´s
G CM fu¨ggve´nyekre fenna´ll (3.3), eze´rt csak a megford´ıta´s bizony´ıta´sa´val foglalkozunk.
A 3.4. Te´tel szerint minden x ∈ X e´s u, v ∈ U esete´n
(3.55) F (F (x, u), v) = F (x,G(u, v)) = ϕ(α(x) + β1(u) + β2(v))
valamilyen α : X → R, β1, β2 : U → R e´s ϕ : α(X) + β1(U) + β2(U) → R CM
fu¨ggve´nyekkel. Legyen v = v0 ∈ U ro¨gz´ıtett e´s definia´ljuk az F1 e´s Ψ fu¨ggve´nyeket az
F1(x) = F (x, v0) (x ∈ X) e´s Ψ(t) = F−11 ◦ ϕ(t+ β2(v0))
(
t ∈ α(X) + β1(U)
)
ke´pletekkel. Ekkor F1 e´s Ψ CM fu¨ggve´nyek e´s (3.55)-bo˝l a v = v0 helyettes´ıte´ssel
(3.56) F (x, u) = Ψ(α(x) + β1(u))
(
(x, u) ∈ X × U)
ado´dik. I´gy isme´t (3.55)-bo˝l
α(x) + β1 ◦G(u, v) = α ◦Ψ(α(x) + β1(u)) + β1(v) (x ∈ X, u, v ∈ U)
ko¨vetkezik. Eze´rt, minden p ∈ α(X) , q, r,∈ β1(U) esete´n azt kapjuk, hogy
α ◦Ψ(p+ q) = p+ β1 ◦G
(
β−11 (q), β
−1
1 (r)
)− r.
Ez az egyenlet minden ro¨gz´ıtett r ∈ β1(U) mellet egy Pexider egyenlet, amelynek a CM
megolda´sait a 2.5. Lemma szolga´ltatja:
(3.57) α ◦Ψ(t) = t+ b2(r)
(
t ∈ α(X) + β1(U)
)
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e´s
(3.58) β1 ◦G
(
β−11 (q), β
−1
1 (r)
)− r = q + b2(r) (q, r ∈ β1(U))
valamilyen b2 : β1(U) → R fu¨ggve´nnyel, amely aze´rt ado´dik mert a 2.5. Lemma´ban
szereplo˝ b2 konstans fu¨gghet a ro¨gz´ıtett r-to˝l. (3.57)-bo˝l azonban ro¨gto¨n ko¨vetkezik,
hogy b2 r-to˝l nem fu¨gg, azaz b2(r) = b valamilyen b ∈ R e´s minden r ∈ β1(U) esete´n.
I´gy (3.57) e´s (3.58) miatt
Ψ(t) = α−1(t+ b)
(
t ∈ α(X) + β1(U)
)
e´s
G(u, v) = β−11 (β1(u) + β1(v) + b) (u, v ∈ U).
Ezek uta´n (3.53) e´s (3.54) a β(u) = β1(u)+ b (u ∈ U) defin´ıcio´val ko¨vetkezik (3.56)-
bo´l e´s ezekbo˝l az egyenletekbo˝l.
Megjegyezzu¨k, hogy az U = X e´s G = F esetben a (3.3) egyenlet a (3.1) egyenlette´
va´lik, ı´gy te´telu¨nkbo˝l ko¨vetkezik Acze´l Ja´nos 1.7. Te´tele.
3.7 Ko¨vetkezme´ny. ([Mak]) Legyen X e´s U intervallum e´s tegyu¨k fel, hogy (U,+)
fe´lcsoport. Ha az F : X × U → X CM fu¨ggve´ny eleget tesz az
(3.4) F (F (x, u), v) = F (x, u+ v)
transzla´cio´ egyenletnek minden x ∈ X e´s u, v ∈ U esete´n, akkor van olyan γ : X → R
CM fu¨ggve´ny, hogy
(3.59) F (x, u) = γ−1(γ(x) + u)
(
(x, u) ∈ X × U).
B i z o n y ı´ t a´ s. Alkalmazzuk a 3.6. Te´telt a G(u, v) = u + v (u, v ∈ U) specia´lis
esetben. Ekkor le´teznek α : X → R e´s β : U → R CM fu¨ggve´nyek, hogy fenna´ll (3.53)
e´s (3.54). Ez uto´bbibo´l ro¨gto¨n ado´dik, hogy β eleget tesz a
β(u+ v) = β(u) + β(v) (u, v ∈ U)
Cauchy egyenletnek, amely terme´szetesen Pexider egyenlet is, ı´gy a 2.5. Lemma mi-
att kapjuk, hogy β(u) = cu, u ∈ U valamilyen 0 6= c ∈ R mellett. Eze´rt (3.59) a
γ(x) = 1
c
α(x), x ∈ X defin´ıcio´val ko¨vetkezik (3.53)-bo´l.
3.8 Ko¨vetkezme´ny. ([Mak]) Legyen X intervallum e´s tegyu¨k fel, hogy az
F : X ×X → X fu¨ggve´ny eleget tesz az
(3.5) F (F (x, y), z) = F (x, F (z, y))
(
(x, y, z) ∈ X ×X ×X)
Tarski-fe´le asszociat´ıv to¨rve´nynek. Ekkor van olyan β : X → R CM fu¨ggve´ny, hogy
F (x, y) = β−1(β(x) + β(y))
(
(x, y) ∈ X ×X).
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B i z o n y ı´ t a´ s. Alkalmazzuk a 3.6. Te´tel-t az U = X e´s G(y, z) = F (z, y),
(y, z) ∈ X ×X specia´lis esetben. Ekkor az a´ll´ıta´s azonnal ado´dik (3.53)-bo´l.
A (3.3) – (3.8) asszociat´ıv t´ıpusu´ egyenletek ko¨zu¨l ma´r csak (3.6)-tal foglalkozunk
itt re´szletesen.
3.9 Te´tel. ([Mak]) Legyen X intervallum e´s tegyu¨k fel hogy az F : X ×X → X CM
fu¨ggve´ny eleget tesz az
(3.6) F (x, F (y, z)) = F (z, F (y, x))
(
(x, y, z) ∈ X ×X ×X)
Grassmann-fe´le asszociat´ıv to¨rve´nynek. Ekkor van olyan β : X → R CM fu¨ggve´ny e´s
vannak olyan λ 6= 0 e´s µ valo´s sza´mok, hogy
(3.60) F (x, y) = β−1(λ2β(x) + λβ(y) + µ)
(
(x, y) ∈ X ×X).
B i z o n y ı´ t a´ s. Alkalmazzuk isme´t a 3.4. Te´telt, mint a 3.6. Te´tel bizony´ıta´sa´ban.
Azt kapjuk, hogy
(3.61) F (x, y) = Ψ(α(x) + β(y)) (x, y ∈ X)
alkalmas α, β : X → R, Ψ : α(X) + β(X)→ R CM fu¨ggve´nyekkel. Ebbo˝l e´s (3.6)-bo´l
α(x) + β ◦Ψ(α(y) + β(z)) = α(z) + β ◦Ψ(α(y) + β(x))
ko¨vetkezik (x, y, z ∈ X), eze´rt
β ◦Ψ(q + r) = β ◦Ψ(q + β ◦ α−1(p))− p+ α ◦ β−1(r),
ha p, q ∈ α(X) e´s r ∈ β(X). Ez az egyenlet minden ro¨gz´ıtett p ∈ α(X) mellet egy
Pexider egyenlet CM fu¨ggve´nyekkel, eze´rt – a 2.5. Lemma miatt – az ado´dik, hogy
(3.62) β ◦Ψ(t) = b0(p)t+ b1(p) + b2(p)
(
t ∈ α(X) + β(X), p ∈ α(X))
e´s
(3.63) α ◦ β−1(r) = b0(p)r + b2(p)
(
r ∈ β(X), p ∈ α(X))
alkalmas b0 : α(X) → R \ {0} e´s b1, b2 : α(X) → R fu¨ggve´nyekkel. (A 2.5. Lemma´ban
szereplo˝ b0, b1, b2 konstansok fu¨gghetnek az a´tmenetileg ro¨gz´ıtett p ∈ α(X)-to˝l.) (3.62)-
bo˝l azonban ro¨gto¨n kapjuk, hogy b0 – e´s ı´gy a b1 + b2 fu¨ggve´ny is – konstans, eze´rt
– (3.63) miatt – b2 is, teha´t b1 is konstans. Ko¨vetkeze´ske´ppen (3.62)-bo˝l e´s (3.63)-bo´l
kapjuk, hogy
β ◦Ψ(t) = λt+ µ1
(
t ∈ α(X) + β(X))
e´s
α ◦ β−1(w) = λw + µ2
(
w ∈ β(X))
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alkalmas 0 6= λ e´s µ1, µ2 valo´s sza´mokkal. Ve´gu¨l, ezekbo˝l az egyenletekbo˝l e´s (3.61)-bo˝l
ko¨vetkezik, hogy
F (x, y) = β−1
(
λ(α(x) + β(y)) + µ1
)
= β−1
(
λ2β(x) + λβ(y) + λµ2 + µ1
)
(x, y ∈ X),
ahonnan a µ = λµ2 + µ1 defin´ıcio´val ado´dik (3.60).
Megjegyezzu¨k, hogy ha me´g azt is feltesszu¨k a te´telben szereplo˝ F -ro˝l, hogy az
x 7→ F (x, x) (x ∈ X)
fu¨ggve´ny konstans, akkor (3.60)-bo´l λ = −1 ko¨vetkezik e´s ı´gy szinte´n (3.60)-bo´l a δ(x) =
β(x)− µ, x ∈ X defin´ıcio´val
F (x, y) = δ−1(δ(x)− δ(y)) (x, y ∈ X)
ado´dik, azaz F ,,kva´zi-kivona´s”.
A (3.7) e´s (3.8) egyenletek az elo˝zo˝ekhez hasonlo´an kezelheto˝k: elo˝szo¨r – felhaszna´lva
a 3.4. Te´telt – megkapjuk az F CM megolda´s lehetse´ges alakja´t, amit visszahe-
lyettes´ıtve a (3.7) illetve (3.8) egyenletbe Pexider egyenletekhez jutunk. Ezeket megoldva
megkapjuk F ,,pontos” alakja´t. Az eredme´ny a ko¨vetkezo˝:
3.10 Te´tel. ([Mak]) Legyen X intervallum, F : X × X → X pedig CM fu¨ggve´ny.
Ekkor
(a) F akkor e´s csak akkor tesz eleget a
(3.7) F (x, F (y, z)) = F (F (z, x), y) (x, y, z ∈ X)
ciklikus asszociat´ıv to¨rve´nynek, ha van olyan β : X → R CM fu¨ggve´ny, hogy
F (x, y) = β−1
(
β(x) + β(y)
)
(x, y ∈ X)
e´s
(b) F akkor e´s csak akkor tesz eleget a
(3.8) F (x, F (y, z)) = F (y, F (x, z)) (x, y ∈ X)
Hosszu´-fe´le asszociat´ıv to¨rve´nyek, ha vannak olyan α, β : X → R CM fu¨ggve´nyek,
hogy
F (x, y) = β−1(α(x) + β(y)) (x, y ∈ X).
Megjegyezzu¨k, hogy kiindulva az eredeti (1.7) asszociativita´si egyenletbo˝l, a va´ltozo´k
felcsere´le´se´vel e´s a fu¨ggve´nyo¨sszete´telek terme´szetes mo´dos´ıta´saival (F e´rte´keit F vagy
elso˝ vagy ma´sodik va´ltozo´ja helye´re ı´rva) u´jabb 15 darab asszociativita´si egyenlethez
juthatunk. I´gy az egy ismeretlen fu¨ggve´nyt tartalmazo´ asszociativita´si egyenletek:
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F (F (x, y), z) = F (x, F (y, z)) F (F (x, y), z)) = F (y, F (x, z))
F (F (x, y), z) = F (z, F (y, x)) F (F (x, y), z)) = F (z, F (x, y))
F (F (x, y), z) = F (F (y, z), x) F (F (x, y), z)) = F (F (x, z), y)
F (F (x, y), z) = F (F (y, x), z) F (F (x, y), z)) = F (F (z, y), x)
F (z, F (x, y)) = F (x, F (y, z)) F (z, F (x, y)) = F (y, F (x, z))
F (z, F (x, y)) = F (z, F (y, x)) F (z, F (x, y)) = F (x, F (z, y))
F (z, F (x, y)) = F (F (y, z), x) F (z, F (x, y)) = F (F (x, z), y)
F (z, F (x, y)) = F (F (y, x), z) F (z, F (x, y)) = F (F (y, z), x).
Ezeket mind vissza lehet vezetni a (3.6) – (3.8) e´s (1.7) egyenletek valamelyike´re (la´sd
Hosszu´ [Hos54]), ,,pexideriza´lt” va´ltozataikat pedig a (3.9) egyenletre.
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4 A´ltala´nos´ıtott biszimmetria intervallumokon
A biszimmetria fogalma a
(4.1) Bn(x1, . . . , xn) = ϕ
−1
(
ϕ(x1) + · · ·+ ϕ(xn)
n
)
kva´zi-arimetrikai illetve az a´ltala´nosabb
(4.2) Ln(x1, . . . , xn) = ϕ
−1(λ1ϕ(x1) + · · ·+ λnϕ(xn))
su´lyozott kva´zi-aritmetikai ko¨ze´pe´rte´kek jellemze´se´nek proble´ma´ja´bo´l ered (la´sd Acze´l
[Acz47], [Acz48a]). Itt n ∈ N ro¨gz´ıtett, az x1, . . . , xn va´ltozo´k egy I ⊂ R intervallum
elemei, (λ1, . . . , λn) ro¨gz´ıtett su´ly, azaz λk ∈ ] 0,+∞[ , k = 1, . . . , n e´s
n∑
k=1
λk = 1, tova´bba´
ϕ : I → R egy CM fu¨ggve´ny. A kva´zi-aritmetikai ko¨ze´pe´rte´ket – egyma´sto´l fu¨ggetlenu¨l –
Kolmogorov ([Kol30]) e´s Nagumo ([Nag30]) jellemezte´k. Te´telu¨kben a kva´zi-aritmetikai
ko¨ze´pe´rte´ket egy (Mn) fu¨ggve´nysorozatnak tekintette´k, ahol
Mn : I
n → R (I ⊂ R intervallum)
folytonos, minden va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝, szimmetrikus fu¨ggve´ny
minden n ∈ N esete´n, tova´bba´ teljesu¨l, hogy
(4.3) Mn reflex´ıv, azaz Mn(x, . . . , x) = x, ha x ∈ I e´s n ∈ N
valamint
(4.4) Mn(Mk(x1, . . . , xk), . . . ,Mk(x1, . . . , xk), xk+1, . . . , xn) =Mn(x1, . . . , xn)
minden 1 ≤ k ≤ n, x1, . . . , xn ∈ I e´s 2 ≤ n ∈ N esete´n. Ilyen felte´telek mellett igazolta´k
(valamivel ke´so˝bb de Finetti ([DF31]) is igazolta), hogy van olyan ϕ : I → R szigoru´an
monoton fu¨ggve´ny, hogy Mn = Bn I
n-en minden n ∈ N-re, ahol Bn a ϕ seg´ıtse´ge´vel
(4.1)-ben definia´lt fu¨ggve´ny.
Nyilva´nvalo´, hogy (4.4) egy fu¨ggve´nyegyenlet-rendszer, amely ra´ada´sul ve´gtelen sok
fu¨ggve´nyegyenletbo˝l a´ll, ı´gy a Kolmogorov-Nagumo-de Finetti fe´le jellemze´si te´tel nem
alkalmas arra, hogy ro¨gz´ıtett n ∈ N mellett jellemezze a Bn n-va´ltozo´s kva´zi-aritmetikai
ko¨ze´pe´rte´ket. Az is igaz, hogy a (4.2)-ben definia´lt Ln su´lyozott kva´zi-aritmetikai
ko¨ze´pe´rte´kek a´ltala´ban nem ele´g´ıtik ki (4.4)-et, ı´gy azok jellemze´si te´teleiben (4.4)
nem szerepeltetheto˝. Ezeket a ,,sze´pse´ghiba´kat” ku¨szo¨bo¨lte ki Acze´l Ja´nos ([Acz47],
[Acz48a]), aki (4.4) helyett bevezette a
(4.5)
B(B(x11, . . . , x1n), . . . B(xn1, . . . , xnn)) = B(B(x11, . . . , xn1), . . . , B(x1n, . . . , xnn))
egyenletet. Ennek az egyenletnek minden ro¨gz´ıtett n mellett a (4.2)-ben definia´lt Ln
su´lyozott kva´zi-aritmetikai ko¨ze´pe´rte´k is megolda´sa. Valo´ja´ban (4.5) CM megolda´sai
B(x1, . . . , xn) = ϕ
−1(a1ϕ(x1) + · · ·+ anϕ(xn) + b)
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alaku´ak tetszo˝leges ϕ : I → R CM fu¨ggve´ny e´s a1, . . . , an ∈ R \ {0}, b ∈ R mellett
([Acz48a]). Ennek az a´ll´ıta´snak a bizony´ıta´sa csak B szimmetria´ja mellett volt pub-
lika´lva ([Acz47]), a nem fo¨lte´tlenu¨l szimmetrikus esetre csak akkor volt bizony´ıta´s, ha
n = 2 ([Acz48a]). A Fuchs [Fuc50]-ben e´s [Acz66]-ban ko¨zo¨lt elja´ra´sokat nem la´tszott
reme´nyteljesnek kiterjeszteni az n > 2 esetre (la´sd Acze´l [Acz97]). Az elso˝ bizony´ıtott
eredme´nyt (4.5) folytonos, minden va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ e´s reflex´ıv
megolda´saira Mu¨nnich, a szerzo˝ e´s Mokken adta´k 2000-ben ([MMM00]), egy egyszeru˝bb
bizony´ıta´s pedig – amelyet itt is ko¨zo¨lni fogunk – Maksa [Mak02]-ben jelent meg. Ma´r
maga´nak a (4.4) egyenletnek is vannak ko¨zgazdasa´gi interpreta´cio´i (la´sd Blackorby-
Donaldson [BD84], Diewert [Die93]). A (4.5) egyenletnek, illetve az a´ltala´nosabb
(1.1)
G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn))
= F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn))
egyenletnek me´g inka´bb, hiszen ez ekvivalens a konzisztens aggrega´cio´ 1. fejezetben is
ta´rgyalt proble´ma´ja´val. Ez a proble´ma akkor szu¨letett, amikor a biszimmetria egyen-
letek proble´ma´ja is – 1946 ko¨ru¨l, Acze´l [Acz47] illetve Klein [Kle46], Pu [Pu46] e´s
Nataf [Nat48] munka´ssa´ga´nak ko¨szo¨nheto˝en, de a ke´t te´mako¨r ,,egyma´sro´l nem tudva”
– legfeljebb e´ppen e´rintkezve (la´sd Gorman [Gor68]) – terebe´lyesedett tova´bb. A le´nyegi
o¨sszetala´lkoza´s Acze´l Ja´nos felismere´se´nek ko¨szo¨nheto˝, amelynek nyoma´n az Acze´l-
Maksa [AM96b] e´s az Acze´l-Maksa-Taylor [AMT97] dolgozatok alapja´n, az 1. fejezetben
le´ırt mo´don, biszimmetria egyenletekre igazolt eredme´nyek seg´ıtse´ge´vel megolda´sokat
lehetett adni a konzisztens aggrega´cio´ proble´ma´ja´ra. Terme´szetesen a megolda´sok nem
teljesek, so˝t fontos fu¨ggve´nyek kimaradhatnak a megolda´sok ko¨zu¨l, mert nem gyenge´n
szu¨rjekt´ıvek. Eze´rt maradt meg az ige´ny arra, hogy – me´g az absztrakcio´ szintje´-
nek cso¨kkente´se a´ra´n is – megszabaduljunk a szu¨rjekt´ıvita´si e´s egye´b megoldhato´sa´gi
felte´telekto˝l (pl. ele´rheto˝ elem le´teze´se´to˝l). Amint azt ebben a fejezetben la´tni fogjuk,
ennek a kulcsa a
(1.2) G(F1(x11, x12), F2(x21, x22)) = F (G1(x11, x21), G2(x12, x22))
u´n. 2×2-es a´ltala´nos´ıtott biszimmetria egyenlet CM megolda´sainak meghata´roza´sa lesz.
Ezzel az egyenlettel foglalkoztak differencia´lhato´sa´gi felte´telek mellett (pe´lda´ul Hosszu´
[Hos54]), de a´ltala´nos algebrai stuktu´ra´kon is (pe´lda´ul Acze´l-Belousov-Hosszu´ [ABH60],
Taylor [Tay73], [Tay78]). Ez uto´bbi esetben azonban megoldhato´sa´gi felte´teleket
haszna´ltak. Megjegyezzu¨k, hogy (1.2) kva´zi-csoport tulajdonsa´gok felte´teleze´se ne´lku¨li
megolda´sa nyitott proble´make´nt szerepel Acze´l [Acz64]-ben.
E fejezet 1. re´sze´ben megadjuk (1.2) CM megolda´sait, valamint az eredeti – a
ke´tva´ltozo´s kva´zi-aritmetikai ko¨ze´pe´rte´kek Acze´l-fe´le jellemze´se´ben szerepet ja´tszo´ –
(4.6) M(M(x, y),M(u, v)) =M(M(x, u),M(y, v))
([Acz48a]-ban ma´r megoldott) egyenlete´t is. A ma´sodik re´szben a to¨bbva´ltozo´s
kva´zi-aritmetikai ko¨ze´pe´rte´kek jellemze´se kapcsa´n foglalkozunk a (4.5) egyenlet CM
megolda´sainak meghata´roza´sa´val. Ve´gu¨l a 3. e´s 4. re´szben megadjuk (1.1) CM
megolda´sait, amivel egy u´jabb va´laszt adunk a konzisztens aggrega´cio´ ke´rde´se´re. Az
elso˝ valamint harmadik e´s negyedik re´sz eredme´nyei Maksa [Mak99]-ben, a ma´sodike´
Maksa [Mak02]-ben jelentek meg.
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4.1 A 2× 2-es a´ltala´nos´ıtott biszimmetria egyenlet
CM megolda´sai
4.1 Te´tel. ([Mak99]) Legyenek X11, X12, X21, X22 intervallumok, Fj : Xj1×Xj2 → R,
Gk : X1k×X2k → R valamint F : G1(X11, X21)×G2(X12, X22)→ R e´s G : F1(X11, X12)×
F2(X21, X22)→ R CM fu¨ggve´nyek. Ekkor a
(1.2) G(F1(x11, x12), F2(x21, x22)) = F (G1(x11, x21), G2(x12, x22))
2 × 2-es biszimmetria egyenlet pontosan akkor a´ll fenn minden xjk ∈ Xjk (j, k = 1, 2)
esete´n ha van olyan I intervallum e´s vannak olyan αk : Gk(X1k, X2k) → R, γj :
Fj(Xj1, Xj2) → R, βjk : Xjk → R (j, k = 1, 2) e´s ϕ : I → R CM fu¨ggve´nyek,
hogy
F (z1, z2) = ϕ
−1(α1(z1) + α2(z2))
(
(z1, z2) ∈ G1(X11, X21)×G2(X12, X22)
)
,(4.7)
G(y1, y2) = ϕ
−1(γ1(y1) + γ2(y2))
(
(y1, y2) ∈ F1(X11, X12)× F2(X21, X22)
)
,(4.8)
Fj(xj1, xj2) = γ
−1
j (βj1(xj1) + βj2(xj2))
(
(xj1, xj2) ∈ Xj1 ×Xj2
)
,(4.9)
Gk(x1k, x2k) = α
−1
k (β1k(x1k) + β2k(x2k))
(
(x1k, x2k) ∈ X1k ×X2k
)
,(4.10)
(j, k = 1, 2).
B i z o n y ı´ t a´ s. Legyen x012 ∈ X12 e´s x021 ∈ X21 ro¨gz´ıtett. Az (1.2) egyenlet az
x12 = x
0
12 illetve az x21 = x
0
21 helyettes´ıte´sek uta´n egy-egy – (3.9) alaku´ – a´ltala´nos´ıtott
asszociativita´si egyenlette´ va´lik. Alkalmazzuk ezekre a 3.4. Te´telt. Azt kapjuk, hogy
vannak olyan a11, b11 : X11 → R, a21 : X21 → R, b12 : X12 → R, a22, b22 : X22 → R
valamint
ϕ1 : a11(X11) + a21(X21) + a22(X22)→ R e´s ϕ2 : b11(X11) + b12(X12) + b22(X22)→ R
CM fu¨ggve´nyek, hogy
(4.11)
G(F1(x11, x
0
12), F2(x21, x22)) = F (G1(x11, x21), G2(x
0
12, x22))
= ϕ1(a11(x11) + a21(x21) + a22(x22))
e´s
(4.12)
G(F1(x11, x12), F2(x
0
21, x22)) = F (G1(x11, x
0
21), G2(x12, x22))
= ϕ2(b11(x11) + b12(x12) + b22(x22))
teljesu¨l minden xjk ∈ Xjk (j, k = 1, 2) mellett. A fenti egyva´ltozo´s CM fu¨ggve´nyek
ko¨zo¨tti kapcsolat mega´llap´ıta´sa´hoz legyen x12 = x
0
12 (4.12)-ben e´s x21 = x
0
21 (4.11)-ben.
Ekkor a baloldalak egyenlo˝se´ge´bo˝l
(4.13) ϕ1(a11(x11) + a21(x
0
21) + a22(x22)) = ϕ2(b11(x11) + b12(x
0
12) + b22(x22))
ko¨vetkezik, ha xkk ∈ Xkk (k = 1, 2), amibo˝l pedig
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ϕ−12 ◦ ϕ1(x1 + x2 + a21(x021))− b12(x012) = b11 ◦ a−111 (x1) + b22 ◦ a−122 (x2)
ado´dik minden xk ∈ akk(Xk) (k = 1, 2) esete´n. Ez egy Pexider egyenlet ismeretlen CM
fu¨ggve´nyekkel. Eze´rt a 2.5. Lemma szerint bkk ◦ a−1kk (xk) = cxk + dk, ha xk ∈ akk(Xk)
valamilyen 0 6= c ∈ R e´s dk ∈ R (k = 1, 2) mellett. Eze´rt bkk = cakk + dk az Xkk
intervallumon (k = 1, 2) e´s ı´gy – (4.12) miatt –
(4.14)
G(F1(x11, x12), F2(x
0
21, x22)) = F (G1(x11, x
0
21), G2(x12, x22))
= ϕ3(a11(x11) + a12(x12) + a22(x22))
minden x11 ∈ X11, x12 ∈ X12 e´s x22 ∈ X22 esete´n, ahol
a12 =
1
c
(b12 + d1 + d2) X12-n e´s ϕ3(t) = ϕ2(ct), ha
t ∈ 1
c
(b11(X11) + b12(X12) + b22(x22)) = a11(X11) + a12(X12) + a22(X22).
Nyilva´nvalo´, hogy a12 e´s ϕ3 CM fu¨ggve´nyek. Ro¨gz´ıtett x
0
kk ∈ Xkk (k = 1, 2) mellett
definia´ljuk a K1, L1, K2, L2 fu¨ggve´nyeket az ala´bbi ke´pletekkel:
K1(s) = G(F1(x
0
11, x
0
12), s)
(
s ∈ F2(X21, X22)
)
,
L1(t) = F (t, G2(x
0
12, x
0
22))
(
t ∈ G1(X11, X21)
)
,
K2(t) = G(t, F2(x
0
21, x
0
22))
(
t ∈ F1(X11, X12)
)
e´s
L2(s) = F (G1(x
0
11, x
0
21), s)
(
s ∈ G2(X12, X22)
)
.
Ekkor (4.11)-bo˝l illetve (4.14)-bo˝l az x11 = x
0
11 e´s x22 = x
0
22 helyettes´ıte´ssel
K1 ◦ F2(x21, x22) = ϕ1(a11(x011) + a21(x21) + a22(x22)),
L1 ◦G1(x11, x21) = ϕ1(a11(x11) + a21(x21) + a22(x022))
illetve
L2 ◦G2(x12, x22) = ϕ3(a11(x011) + a12(x12) + a22(x22))
e´s
K2 ◦ F1(x11, x12) = ϕ3(a11(x11) + a12(x12) + a22(x22))
ado´dik minden xjk ∈ Xjk (j, k = 1, 2) mellett. Mivel K1 L1, K2 e´s L2 CM fu¨ggve´nyek,
ezekbo˝l az egyenlo˝se´gekbo˝l megkapjuk (4.9)-et e´s (4.10)-et a ko¨vetkezo˝ defin´ıcio´kkal:
γ1 = ϕ
−1
3 ◦K2 F1(X11, X12)-n , γ2 = ϕ−11 ◦K1 F2(X21, X22)-n,
α1 = ϕ
−1
1 ◦ L1 G1(X11, X21)-en , α2 = ϕ−13 ◦ L2 G2(X12, X22)-n,
β11 = a11 + a22(x
0
22) X11-en , β12 = a12 X12-n,
β21 = a21 X21-en , β22 = a11(x
0
11) + a22 X22-n.
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Ha´travan me´g (4.7) e´s (4.8) igazola´sa. Ehhez haszna´ljuk fel az (1.2) egyenletet e´s az
e´ppen most meghata´rozott belso˝ fu¨ggve´nyek (4.9) – (4.10) alakja´t. Az ado´dik, hogy
G
(
γ−11 (β11(x11) + β12(x12)), γ
−1
2 (β21(x21) + β22(x22))
)
= G
(
α−11 (β11(x11) + β21(x21)), α
−1
2 (β12(x12) + β22(x22))
)
minden xjk ∈ Xjk (j, k = 1, 2) esete´n. Ez pedig az
X = β11(X11), Y = β12(X12), U = β21(X21) e´s V = β22(X22)
jelo¨le´sekkel, valamint a
C(p, q) = G
(
γ−11 (p), γ
−1
2 (q)
) (
(p, q) ∈ (X + Y )× (U + V )),(4.15)
D(s, t) = F
(
α−11 (s), α
−1
2 (t)
) (
(s, t) ∈ (X + U)× (Y + V ))(4.16)
defin´ıcio´kkal e´ppen a
(2.37) C(x+ y, u+ v) = D(x+ u, y + v) (x ∈ X, y ∈ Y, u ∈ U, v ∈ V )
egyenlet. Mivel C e´s D CM fu¨ggve´nyek, a 2.16. Te´tel szerint azt kapjuk, hogy van
olyan ϕ0 : X + Y + U + V → R CM fu¨ggve´ny amelyre
(4.17) C(p, q) = ϕ0(p+ q) e´s D(s, t) = ϕ0(s+ t)
teljesu¨l, ha (p, q) ∈ (X + Y ) × (U + V ) e´s (s, t) ∈ (X + U) × (Y + V ). Legyen ve´gu¨l
I = ϕ0(X+Y +U +V ) e´s ϕ = ϕ
−1
0 I-n. Ekkor a (4.17) egyenlo˝se´gbo˝l valamint a (4.15)
– (4.16) defin´ıcio´kbo´l ko¨vetkezik (4.8) e´s (4.7) is.
A megford´ıta´s sza´mola´ssal igazolhato´.
Ko¨vetkezme´nyke´ppen igazoljuk Acze´l Ja´nos ala´bbi te´tele´t ([Acz48a], [Acz66]):
4.2 Te´tel. Legyen I intervallum, M : I2 → R folytonos e´s mindke´t va´ltozo´ja´ban
szigoru´an no¨vekvo˝ fu¨ggve´ny. Tegyu¨k fel tova´bba´, hogy
(4.18) M reflex´ıv, azaz M(x, x) = x, ha x ∈ I
e´s
(4.19) M(M(x, y),M(u, v)) =M(M(x, u),M(y, v)) (x, y, u, v ∈ I)
teljesu¨l, azaz M biszimmetrikus. Ekkor van olyan ϕ : I → R CM fu¨ggve´ny e´s olyan
0 < λ < 1 sza´m, hogy
(4.20) M(x, y) = ϕ−1(λϕ(x) + (1− λ)ϕ(y)) (x, y ∈ I),
azaz M (ke´tva´ltozo´s) su´lyozott kva´zi-aritmetikai ko¨ze´pe´rte´k.
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B i z o n y ı´ t a´ s. A (4.19) egyenletnek van e´rtelme, mert a felte´telek miatt, ha x, y ∈ I
e´s x < y, akkor x = M(x, x) < M(x, y) < M(y, y) = y, eze´rt M(x, y) ∈ I is teljesu¨l.
Alkalmazzuk a 4.1. Te´telt arra az esetre, amikor (1.2)-ben X11 = X12 = X21 = X22 = I
e´s G = F1 = F2 = F = G1 = G2 = M . A (4.7) – (4.10)-ben szereplo˝ egyva´ltozo´s CM
fu¨ggve´nyekre a ko¨vetkezo˝ket kapjuk: (4.7) e´s (4.8) miatt
(4.21) γ1(x) = α1(x) + c, γ2(x) = α2(x)− c (x ∈ I)
valamilyen c ∈ R mellett, eze´rt (4.9)-bo˝l e´s (4.10)-bo˝l
(4.22) β21(x) = β12(x)− c (x ∈ I)
ado´dik. Felhaszna´lva (4.9)-ben azt, hogy F1 = F2 = M , tova´bba´ (4.21)-et e´s (4.22)-t
kapjuk, hogy
α−11 (β11(x) + β12(y)− c) = α−12 (β12(x) + β22(y)− c) (x, y ∈ I),
ami viszont – a szoka´sos mo´don – az
α2 ◦ α−11 (u+ v − c) = β12 ◦ β11(u) + β22 ◦ β−112 (v)− c
(u ∈ β11(I), v ∈ β12(I)) Pexider egyenletre vezet. Alkalmazhato´ a 2.5. Lemma e´s ı´gy –
to¨bbek ko¨zo¨tt – az ado´dik, hogy β12(x) = b0β11(x) + b1 valamilyen 0 6= b0 ∈ R e´s b1 ∈ R
mellett. Eze´rt (4.9)-et j = 1-re alkalmazva, tova´bba´ felhaszna´lva (4.21)-et is
(4.23)
M(x, y) = α−11 (β11(x) + β12(y)− c)
= α−11 (β11(x) + b0β11(y) + b1 − c) (x, y ∈ I)
ko¨vetkezik. Ebbo˝l a (4.18) reflexivita´s miatt
α1(x) = (1 + b0)β11(x) + b1 − c (x ∈ I)
ado´dik. Mivel α1 CM fu¨ggve´ny, 1 + b0 6= 0, ı´gy
β11(x) =
1
1 + b0
α1(x) +
c− b1
1 + b0
(x ∈ I).
Ezek uta´n (4.23)-bo´l azt kapjuk, hogy
M(x, y) = α−11
(
1
1 + b0
α1(x) +
b0
1 + b0
α1(y)
)
(x, y ∈ I).
Ebbo˝l – mivel M mindke´t va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ – λ = 1
1+b0
∈ ]0, 1[
-el e´s ϕ = α1 -gyel – ado´dik (4.20).
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4.2 To¨bbva´ltozo´s su´lyozott kva´zi-aritmetikai
ko¨ze´pe´rte´kek jellemze´se
Ebben a re´szben a
(4.5)
B
(
B(x11, . . . , x1n), . . . , B(xn1, . . . , xnn)
)
= B
(
B(x11, . . . , xn1), . . . , B(x1n, . . . , xnn)
)
egyenlettel foglalkozunk. A ro¨vidse´g kedve´e´rt azt a kifejeze´st haszna´ljuk, hogy a (4.5)
egyenletet a B fu¨ggve´nynek az 
x11 x12 . . . x1n
x21 x22 . . . x2n
...
xn1 xn2 . . . xnn

ma´trixra valo´ alkalmaza´sa´val kapjuk. Ugyanis, ha B-be a fenti ma´trix soraiban a´llo´
elemeket helyettes´ıtju¨k rendre, majd a kapott n darab sza´mot isme´t B-be helyettes´ıtju¨k,
akkor (4.5) baloldala´t kapjuk. Ha pedig ezt sorok helyett oszlopokkal tesszu¨k, megkapjuk
a jobboldalt. Mielo˝tt e re´sz fo˝ eredme´nye´t bemutatna´nk, foglakozunk az
(4.24) f(λu+ (1− λ)v) = λf(u) + (1− λ)f(v)
u´gynevezett Jensen egyenlettel, ahol λ ∈ ]0, 1[ ro¨gz´ıtett, f : Jn → R az ismeretlen
fu¨ggve´ny (J intervallum, n ∈ N ro¨gz´ıtett) e´s (4.24) ba´rmely u, v ∈ Jn esete´n
fenna´ll. (4.24) folytonos, minden va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ e´s reflex´ıv
megolda´saira lesz szu¨kse´gu¨nk. Ezeket a megolda´sokat megkaphatna´nk (4.24)-nek az
n = 1, 2 esetekben ismert (la´sd Acze´l [Acz66]) megolda´saibo´l indukcio´val, mint Mu¨nnich-
Maksa-Mokken [MMM00]-ban vagy a´ltala´nos eredme´nyekbo˝l (la´sd Kuczma [Kuc85]-o¨t
a λ = 1
2
esetben e´s Daro´czy-Maksa [DM95]-o¨t a λ 6= 1
2
esetben). Mi itt azonban egy –
indukcio´t nem haszna´lo´ – ko¨zveten bizony´ıta´st adunk.
4.3 Lemma. ([Mak02]) Legyen J intervallum, n ∈ N e´s λ ∈ ]0, 1[ . Tegyu¨k fel, hogy
f : Jn → R folytonos, minden va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ fu¨ggve´ny, amely
reflex´ıv, azaz
(4.25) f(x, . . . , x) = x (x ∈ J)
e´s fenna´ll (4.24) minden u, v ∈ Jn esete´n. Ekkor vannak olyan λ1, . . . , λn ∈ ]0,+∞[
sza´mok, hogy
n∑
k=1
λk = 1 e´s
(4.26) f(u1, . . . , un) =
n∑
k=1
λkuk ((u1, . . . , un) ∈ Jn).
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B i z o n y ı´ t a´ s. Legyen u = (u1, . . . , un), v = (v1, . . . , vn) ∈ Jn, a, b ∈ J , a <
b e´s k ∈ {1, . . . , n} ro¨gz´ıtett. Integra´ljuk (4.24) mindke´t oldala´t [a, b]-n vk szerint.
Integra´ltranszforma´cio´ uta´n
1
1− λ
λuk+(1−λ)b∫
λuk+(1−λ)a
f(λu1 + (1− λ)v1, . . . ,
k
^
t , . . . , λun + (1− λ)vn) dt
= λ(b− a)f(u1, . . . , uk, . . . , un) + (1− λ)
b∫
a
f(v1, . . . , vk, . . . , vn) dvk,
ado´dik, amibo˝l ∂kf (f k-adik va´ltozo´ja szerinti parcia´lis deriva´lt fu¨ggve´nye) le´teze´se
e´s folytonossa´ga ko¨vetkezik. Eze´rt f folytonosan differencia´lhato´. A (4.24) egyenlo˝se´g
mindke´t oldala´t uk illetve vk szerint differencia´lva
∂kf(λu+ (1− λ)v)λ = λ∂kf(u) illetve ∂kf(λu+ (1− λ)v)(1− λ) = (1− λ)∂kf(v)
ado´dik (u, v ∈ Jn, 1 ≤ k ≤ n), ezekbo˝l pedig f ′(u) = f ′(v) ko¨vetkezik, azaz f ′ konstans.
I´gy van olyan (λ0, λ1, . . . , λn) ∈ Rn+1, hogy
f(u) =
n∑
k=1
λkuk + λ0 (u = (u1, . . . , un) ∈ Jn).
Ezek uta´n a (4.25) reflexivita´sbo´l λ0 = 0 e´s
n∑
k=1
λk = 1 ko¨vetkezik. Mivel f min-
den va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝, λk > 0 minden 1 ≤ k ≤ n esete´n e´s
megkapjuk (4.26)-ot.
Mivel a fenti lemma a´ll´ıta´sa´nak a megford´ıta´sa is igaz (sza´mola´ssal elleno˝rizheto˝),
a 4.3. Lemma a su´lyozott sza´mtani ko¨ze´pe´rte´k egy jellemze´se´nek tekintheto˝. Most iga-
zoljuk ennek a re´sznek a fo˝ eredme´nye´t.
4.4 Te´tel. ([Mak02]) Legyen I intervallum, 2 ≤ n ∈ N ro¨gz´ıtett e´s B : In → R
folytonos e´s minden va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ fu¨ggve´ny. Ekkor B pon-
tosan akkor
(4.27) reflex´ıv, azaz B(x, . . . , x) = x, ha x ∈ I e´s tesz eleget a
(4.5)
B
(
B(x11, . . . , x1n), . . . , B(xn1, . . . , xnn)
)
= B
(
B(x11, . . . , xn1), . . . , B(x1n, . . . , xnn)
)
n × n-es biszimmetria egyenletnek minden xjk ∈ I (j, k ∈ {1, . . . , n}) mellett, ha van
olyan ϕ : I → R CM fu¨ggve´ny e´s vannak olyan λ1, . . . , λn ∈ ]0,+∞[ sza´mok, hogy
n∑
k=1
λk = 1 e´s
(4.28) B(x1, . . . , xn) = ϕ
−1
( n∑
k=1
λkϕ(xk)
)
((x1, . . . , xn) ∈ In).
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B i z o n y ı´ t a´ s. Legyen x, y, u, v ∈ I e´s alkalmazzuk B-t az
x y . . . y
u v . . . v
...
...
...
u v . . . v

n× n-es ma´trixra. Ekkor az
(4.29) M(x, y) = B(x, y, . . . , y) ((x, y) ∈ I2)
definicio´val (4.5)-bo˝l az
(4.19) M
(
M(x, y),M(u, v)
)
=M
(
M(x, u),M(y, v)
)
(x, y, u, v ∈ I)
2 × 2-es biszimmetria egyenlet ko¨vetkezik. Mivel M folytonos, mindke´t va´ltozo´ja´ban
szigoru´an monoton no¨vekvo˝ e´s M(x, x) = x , x ∈ I ((4.29) e´s (4.27) miatt), eze´rt a
4.2. Te´tel szerint van olyan ϕ : I → R CM fu¨ggve´ny e´s olyan 0 < λ < 1 sza´m, hogy
(4.20) M(x, y) = ϕ−1
(
λϕ(x) + (1− λ)ϕ(y)) (x, y ∈ I).
Legyen most (x1, . . . , xn), (y1, . . . , yn) ∈ In e´s alkalmazzuk a B fu¨ggve´nyt az
x1 y1 . . . y1
x2 y2 . . . y2
...
...
xn yn . . . yn

ma´trixra. Ekkor – (4.29) e´s (4.20) figyelembeve´tele´vel – azt kapjuk, hogy
(4.30)
B
(
ϕ−1(λϕ(x1) + (1− λ)ϕ(y1)
)
, . . . , ϕ−1
(
λϕ(xn) + (1− λ)ϕ(yn))
)
= ϕ−1
(
λϕ(B(x1, . . . , xn)) + (1− λ)ϕ(B(y1, . . . , yn))
)
.
Legyen J = ϕ(I). Ekkor J intervallum e´s ba´rmely u = (u1, . . . , un), v = (v1, . . . , vn) ∈
Jn esete´n az xk = ϕ
−1(uk), yk = ϕ−1(vk) (k = 1, . . . , n) helyettes´ıte´sekkel e´s a
(4.31) f(u1, . . . , un) = ϕ ◦B(ϕ−1(u1), . . . , ϕ−1(un)) ((u1, . . . , un) ∈ Jn)
defin´ıcio´val (4.30)-bo´l a (4.24) Jensen egyenlet ko¨vetkezik. I´gy a 4.3. Lemma miatt
teljesu¨l (4.26) alkalmas λ1, . . . , λn ∈ ]0, 1[ ,
n∑
k=1
λk = 1 sza´mokkal. Ve´gu¨l (4.31)-bo˝l e´s
(4.26)-bo´l (4.28) ado´dik.
A megford´ıta´s sza´mola´ssal igazolhato´.
Az elo˝zo˝ te´tel teha´t ro¨gz´ıtett va´ltozo´sza´m mellett jellemzi a su´lyozott kva´zi-
aritmetikai ko¨ze´pe´rte´keket. Seg´ıtse´ge´vel u´j bizony´ıta´s adhato´ a kva´zi-aritmetikai
ko¨ze´pe´rte´keket jellemzo˝ ala´bbi Kolmogorov-Nagumo-de Finetti-fe´le te´telre.
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4.5 Te´tel. ([Kol30], [Nag30], [DF31]) Legyen I intervallum. Az Mn : I
n → R (2 ≤
n ∈ N) elemekbo˝l a´llo´ e´s minden va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝, (4.3) reflex´ıv
e´s szimmetrikus fu¨ggve´nyek sorozata pontosan akkor azonos a (4.1) szerint definia´lt
Bn : I
n → R fu¨ggve´nyekbo˝l (n va´ltozo´s kva´zi-aritmetikai ko¨ze´pe´rte´kekbo˝l) a´llo´ sorozattal
(2 ≤ n ∈ N), ahol ϕ : I → R CM fu¨ggve´ny, ha ba´rmely 2 ≤ n ∈ N, x1, . . . , xn ∈ I e´s
1 ≤ k ≤ n esete´n teljesu¨l, hogy
(4.4) Mn(Mk(x1, . . . , xk), . . . ,Mk(x1, . . . , xk), xk+1, . . . , xn) =Mn(x1, . . . , xn).
B i z o n y ı´ t a´ s. (i) Elo˝szo¨r megmutatjuk, hogy ro¨gz´ıtett 2 ≤ n ∈ N mellett a
felte´telekbo˝l ko¨vetkezik – B helyett Mn-re – (4.5) minden xjk ∈ I (j, k = 1, . . . , n) mel-
lett. (A bizony´ıta´snak ez a re´sze Acze´l Ja´nosto´l sza´rmazik, e´n Daro´czy Zolta´n e´s Pa´les
Zsolt kolle´ga´imto´l hallottam, de – tudoma´som szerint – nyomtata´sban eddig csak Maksa
[Mak02]-ben jelent meg.) Legyen yi = Mn(xi1, . . . , xin) , i = 1, . . . , n e´s haszna´ljuk fel
Mn szimmetrikussa´ga´t, tova´bba´ azt, hogy Mn eleget tesz a (4.4) egyenletrendszernek,
valamint Mn (4.3) reflexivita´sa´t. Ekkor
Mn2(x11, . . . , x1n, x21, . . . , x2n, . . . , xn1, . . . , xnn)
=Mn2(y1, . . . , y1, y2, . . . , y2, . . . , yn, . . . , yn)
=Mn2(y1, . . . , yn, y1, . . . , yn, . . . , y1, . . . , yn)
=Mn2(Mn(y1, . . . , yn),Mn(y1, . . . , yn), . . . ,Mn(y1, . . . , yn))
=Mn(y1, . . . , yn)
=Mn(Mn(x11, . . . , x1n),Mn(x21, . . . , x2n), . . . ,Mn(xn1, . . . , xnn)).
Ebbo˝l – Mn2 szimmetrikussa´ga miatt – ko¨vetkezik (B helyett Mn-re) a (4.5) egyenlet.
(ii) MivelMn folytonos, minden va´ltozo´ja´ban szigoru´an monoton no¨vekvo˝ e´s reflex´ıv,
a 4.4. Te´tel ko¨vetkezme´nyeke´nt kapjuk, hogy van olyan ϕn : I → R CM fu¨ggve´ny e´s
vannak olyan λ
(n)
1 , . . . , λ
(n)
n ∈ ]0, 1[ sza´mok, hogy
n∑
k=1
λ
(n)
k = 1 e´s
(4.32) Mn(x1, . . . , xn) = ϕ
−1
n
(
n∑
k=1
λ
(n)
k ϕn(xk)
)
minden 2 ≤ n ≤∈ N e´s (x1, . . . , xn) ∈ In esete´n. MivelMn szimmetrikus e´s ϕ−1n injekt´ıv,
eze´rt (4.32)-bo˝l ba´rmely k, ` ∈ {1, . . . , n} esete´n kapjuk, hogy
λ
(n)
k ϕn(xk) + λ
(n)
` ϕn(x`) = λ
(n)
k ϕn(x`) + λ
(n)
` ϕn(xk),
azaz (
λ
(n)
k − λ(n)`
)
(ϕn(xk)− ϕn(x`)) = 0 (xk, x` ∈ I).
Ebbo˝l pedig az ko¨vetkezik, hogy λ
(n)
k = λ
(n)
` =
1
n
minden k, ` ∈ {1, . . . , n} esete´n. I´gy
(4.32)-bo˝l
(4.33) Mn(x1, . . . , xn) = ϕ
−1
n
(
1
n
n∑
k=1
ϕn(xk)
)
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ado´dik minden 2 ≤ n ∈ N e´s x1, . . . , xn ∈ I mellett. Legyen ϕ = ϕ2 e´s haszna´ljuk fel a
(4.4) egyenletet a k = 2 esetben, valamint (4.33)-at. Ekkor azt kapjuk, hogy
2ϕn ◦M2(x1, x2) = ϕn(x1) + ϕn(x2) (x1, x2 ∈ I, 2 ≤ n ∈ N),
azaz
ϕ−1n
(
ϕn(x1) + ϕn(x2)
2
)
= ϕ−1
(
ϕ(x1) + ϕ(x2)
2
)
(x1, x2 ∈ I, 2 ≤ n ∈ N).
Ebbo˝l
2ϕn ◦ ϕ−1
(
u+ v
2
)
= ϕn ◦ ϕ−1(u) + ϕn ◦ ϕ−1(v) (u, v ∈ ϕ(I))
ko¨vetkezik. Ez isme´t egy Pexider egyenlet ismeretlen CM fu¨ggve´nyekkel, ı´gy a
2.5. Lemma miatt ϕn ◦ ϕ−1(u) = b(n)0 u + b(n)1 , u ∈ ϕ(I) alkalmas 0 6= b(n)0 ∈ R e´s
b
(n)
1 ∈ R (2 ≤ n ∈ N) sza´mokkal, azaz
ϕn(x) = b
(n)
0 ϕ(x) + b
(n)
1 (x ∈ I, 2 ≤ n ∈ N).
Ezt felhaszna´lva (4.33)-bo´l sza´mola´ssal ado´dik, hogy
Mn(x1, . . . , xn) = ϕ
−1
(
1
n
n∑
k=1
ϕ(xk)
)
((x1, . . . , xn) ∈ In, 2 ≤ n ∈ N),
ami igazolja, hogy Mn n-va´ltozo´s kva´zi-aritmetikai ko¨ze´pe´rte´k.
A megford´ıta´s sza´mola´ssal bizony´ıthato´.
4.3 Specia´lis biszimmetria egyenletek
Ebben e´s a ko¨vetkezo˝ re´szben az a fo˝ ce´lunk, hogy meghata´rozzuk a
(1.1)
G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn))
= F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn))
biszimmetria egyenlet CM megolda´sait. Ezt u´gy tesszu¨k, hogy elo˝szo¨r megoldjuk (1.1)-
et alkalmas specia´lis esetekben e´s a kapott eredme´nyekbo˝l ko¨vetkeztetu¨nk (1.1) CM
megolda´saira. Megjegyezzu¨k, hogy (1.1) ne´ha´ny specia´lis esete´t ma´r kora´bban megoldot-
tuk. Pe´lda´ul az n = m = 2 esetet a 4.1. Te´telben, kora´bban egy me´g specia´lisabb esetet
(a (2.38) egyenletet) a 2.16. Te´telben, valamint a (2.49) egyenletet (n = 2, F1, . . . , Fn
o¨sszeada´s) a 2.17. Te´telben. Terme´szetesen a (4.5) egyenlet is specia´lis esete (1.1)-nek.
Most elo˝szo¨r az
(2.16) f(u+ v) = g(u) + h(v)
Pexider egyenlet
(4.34) f(u1 + · · ·+ un) = g1(u1) + · · ·+ gn(un)
a´ltala´nos´ıta´sa´val foglalkozunk. Ez szinte´n (1.1) alaku´ egyenlet (m = 1, F1 e´s F
o¨sszeada´s).
88
4.6 Lemma. Legyen 2 ≤ n ∈ N ro¨gz´ıtett, legyenek U1, . . . , Un intervallumok, gk : Uk →
R (k = 1, . . . , n) e´s f : U1+ · · ·+Un → R CM fu¨ggve´nyek. Ekkor (4.34) pontosan akkor
a´ll fenn minden uk ∈ Uk mellett (k = 1, . . . , n), ha van olyan a ∈ R \ {0} e´s vannak
olyan bk ∈ R (k = 1, . . . ) sza´mok, hogy
f(t) = at+ b1 + · · ·+ bn (t ∈ U1 + · · ·+ Un) e´s(4.35)
gk(uk) = auk + bk (uk ∈ Uk, k = 1, . . . , n).(4.36)
B i z o n y ı´ t a´ s. Legyen i ∈ {1, . . . , n} ro¨gz´ıtett, [a, b] ⊂ Ui (a < b) e´s integra´ljuk
(4.34) mindke´t oldala´t ui szerint [a, b]-n. Ekkor – transzforma´cio´ uta´n –
b+
n∑
k=1
uk−ui∫
a+
n∑
k=1
uk−ui
f(t)dt =
b∫
a
gi(ui)dui + (b− a)
(
n∑
k=1
gk(uk)− gi(ui)
)
ado´dik, ami azt mutatja, hogy gk folytonosan differencia´lhato´, ha k 6= i. Mivel i
tetszo˝leges, ı´gy az o¨sszes gk (k = 1, . . . , n) folytonosan differencia´lhato´, eze´rt – (4.34)
miatt – f is. Ezek uta´n (4.34) mindke´t oldala´t uk illetve u` szerint differencia´lva
g′k(uk) = f
′(u1 + · · ·+ un) = g′`(u`)
(k, ` ∈ {1, . . . , n}) ado´dik, amibo˝l ma´r ko¨vetkezik (4.36) e´s – (4.34)-et is figyelembe ve´ve
– (4.35) is. A megford´ıta´s sza´mola´ssal igazolhato´.
Most megadjuk (1.1) CM megolda´sait abban a specia´lis esetben, amikor m = 2 e´s
minden belso˝ fu¨ggve´ny o¨sszeada´s.
4.7 Lemma. ([Mak99]) Legyen 2 ≤ n ∈ N, Ujk intervallum (j = 1, 2; k = 1, . . . , n),
legyenek tova´bba´
C :
n
X
k=1
(U1k + U2k)→ R e´s D :
(
n∑
k=1
U1k
)
×
(
n∑
k=1
U2k
)
→ R
CM fu¨ggve´nyek e´s tegyu¨k fel, hogy
(4.37) C(u11 + u21, . . . , u1n + u2n) = D(u11 + · · ·+ u1n, u21 + · · ·+ u2n)
teljesu¨l minden ujk ∈ Ujk, (j = 1, 2, k = 1, . . . , n) mellett. Ekkor van olyan Φ :
n∑
k=1
2∑
j=1
Ujk → R CM fu¨ggve´ny, hogy
(4.38) C(y1, . . . , yn) = Φ(y1 + · · ·+ yn) (yi ∈ U1k + U2k, k = 1, . . . , n)
e´s
(4.39) D(z1, z2) = Φ(z1 + z2) (zj ∈
n∑
k=
Ujk, j = 1, 2).
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B i z o n y ı´ t a´ s. Nyilva´nvalo´, hogy (4.37) a (2.49) egyenlet specia´lis esete e´s teljesu¨lnek
a 2.17. Te´tel felte´telei. Eze´rt alkalmas α, β, ϕ CM fu¨ggve´nyekkel e´s a1, . . . , an nem-
ze´ro´ valo´s sza´mokkal fenna´llnak a (2.50) – (2.53) egyenlo˝se´gek, amelyek jelenlegi specia´lis
esetu¨nkben az ala´bbiak:
C(y1, . . . , yn) = ϕ(a1y1 + · · ·+ anyn),(4.40)
α(u11 + · · ·+ u1n) = a1u11 + · · ·+ anu1n,(4.41)
β(u21 + · · ·+ u2n) = a1u21 + · · ·+ anu2n,(4.42)
D(z1, z2) = ϕ(α(z1) + β(z2))(4.43) (
yk ∈ U1k + U2k, ujk ∈ Ujk e´s zj ∈
n∑
k=1
Ujk , j = 1, 2; k = 1, . . . , n
)
.
A (4.41) egyenlet egy specia´lis alaku´ (4.34) egyenlet, eze´rt a 4.6. Lemma miatt
a1 = · · · = an, eze´rt a Φ(t) = ϕ(a1t), t ∈
n∑
k=1
2∑
j=1
Ujk defin´ıcio´val (4.40)-bo˝l ko¨vetkezik
(4.38), tova´bba´ (4.41) – (4.43)-bo´l ko¨vetkezik (4.39).
Az (1.1) egyenlet CM megolda´saira vonatkozo´ a´ll´ıta´s bizony´ıta´sa´t ro¨gz´ıtett n ≥ 2
mellett 2 ≤ m-szerinti indukcio´val kezdju¨k majd. Eze´rt kell ismernu¨nk az (1.1) egyenlet
m = 2
(4.44) G
(
F1(x11, . . . , x1n), F2(x21, . . . x2n)
)
= F
(
G1(x11, x21), . . . (Gn(x1n, x2n)
)
specia´lis esete´nek CM megolda´sait.
4.8 Te´tel. ([Mak99]) Legyen 2 ≤ n ∈ N ro¨gz´ıtett, Xjk intervallum, Fj : Xj1 × · · · ×
Xjn → R, Gk : X1k ×X2k → R CM fu¨ggve´ny, Fj(Xj1, . . . , Xjn) = Jj, Gk(X1k, X2k) =
Ik, j = 1, 2; k = 1, . . . , n. Legyenek tova´bba´ G : J1 × J2 → R e´s F : I1 × · · · × In → R
szinte´n CM fu¨ggve´nyek. Ekkor a (4.44) egyenlo˝se´g pontosan akkor a´ll fenn minden
xjk ∈ Xjk (j = 1, 2; k = 1, . . . , n) mellett, ha van olyan I intervallum e´s vannak olyan
ϕ : I → R, αk : Ik → R, γj : Jj → R e´s βjk : Xjk → R CM fu¨ggve´nyek (j = 1, 2;
k = 1, . . . , n), hogy
F (z1, . . . , zn) = ϕ
−1
(
n∑
k=1
αk(zk)
)
((z1, . . . , zn) ∈ I1 × · · · × In),(4.45)
G(y1, y2) = ϕ
−1(γ1(y1) + γ2(y2)) ((y1, y2) ∈ J1 × J2),(4.46)
Fj(xj1, . . . , xjn) = γ
−1
j
(
n∑
k=1
βjk(xjk)
)
(4.47)
e´s
(4.48) Gk(x1k, x2k) = α
−1
k (β1k(x1k) + β2k(x2k)) (xjk ∈ Xjk)
minden j = 1, 2 e´s k = 1, . . . , n esete´n.
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B i z o n y ı´ t a´ s. Sza´mola´ssal igazolhato´, hogy a (4.45) – (4.48)-ban definia´lt
fu¨ggve´nyek (4.44) CM megolda´sai, ha a defin´ıcio´kban szereplo˝ egyva´ltozo´s fu¨ggve´nyek
CM fu¨ggve´nyek. Eze´rt csak a megford´ıta´ssal foglalkozunk, amit n szerinti indukcio´val
bizony´ıtunk. Az a´ll´ıta´s az n = 2 esetben a 4.1. Te´tel miatt igaz. Tegyu¨k fel, hogy n > 2
e´s igaz az a´ll´ıta´s n helyett (n− 1)-re. Ro¨gz´ıtsu¨k elo˝szo¨r az (x1n, x2n) ∈ X1n ×X2n pa´rt
(4.44)-ben. Ekkor – az indukcio´s felte´tel szerint – megkapjuk (4.48)-at az αk e´s βjk
(j = 1, 2; k = 1, . . . , n) fu¨ggve´nyek helyett az ak : Ik → R e´s bjk : Xjk → R CM
fu¨ggve´nyekkel (j = 1, 2; k = 1, . . . , n − 1). Ezuta´n ro¨gz´ıtsu¨k az (x11, x21) ∈ X11 × X21
pa´rt (4.44)-ben e´s alkalmazzuk isme´t az indukcio´s felte´telt. Ekkor megkapjuk (4.48)-
at a k = n esetben is az αn, β1n, β2n fu¨ggve´nyek helyett alkalmas an : In → R e´s
bjn : Xjn → R CM fu¨ggve´nyekkel (j = 1, 2). Helyettes´ıtsu¨k a Gk fu¨ggve´nyek ilyen
mo´don megkapott alakja´t (4.44)-be. Ekkor
(4.49)
G(F1(x11, . . . , x1n), F2(x21, . . . , x2n))
= F
(
a−11 (b11(x11) + b21(x21)), . . . , a
−1
n (b1n(x1n) + b2n(x2n))
)
ado´dik. Legyen Ujk = bjk(Xjk), j = 1, 2; k = 1, . . . , n e´s
f(t1, . . . , tn) = F (a
−1
1 (t1), . . . , a
−1
n (tn))
(
tk ∈ U1k + U2k
)
,(4.50)
E = G,(4.51)
g(u11, . . . , u1n) = F1(b
−1
11 (u11), . . . , b
−1
1n (u1n))
(
u1k ∈ U1k
)
,(4.52)
h(u21, . . . , u2n) = F2(b
−1
21 (u21), . . . , b
−1
2n (u2n))
(
u2k ∈ U2k
)
,(4.53)
(k = 1, . . . , n). Ekkor f , E, g e´s h CM fu¨ggve´nyek, amelyekre – (4.49) miatt – teljesu¨l
(2.49) (m helyett n-re), eze´rt a 2.17. Te´tel szerint
f(t1, . . . , tn) = ϕ
−1(c1t1 + · · ·+ cntn) (tk ∈ U1k + U2k),(4.54)
E(y1, y2) = ϕ
−1(γ1(y1) + γ2(y2)) (yj ∈ Jj),(4.55)
g(u11, . . . , u1n) = γ
−1
1 (c1u11 + · · ·+ cnu1n) (u1k ∈ U1k),(4.56)
h(u21, . . . , u2n) = γ
−1
2 (c1u21 + · · ·+ cnu2n (u2k ∈ U2k)(4.57)
alkalmas ϕ : I → R (I intervallum), γj : Jj → R CM fu¨ggve´nyekkel e´s ck ∈ R \ {0}
sza´mokkal (j = 1, 2; k = 1, . . . , n). Definia´ljuk az αk e´s βjk fu¨ggve´nyeket Ik-n illetve
Xjk-n az αk = ckak illetve a βjk = ckbjk ke´pletekkel (j = 1, 2; k = 1, . . . , n). Ekkor αk
e´s βjk CM fu¨ggve´nyek, tova´bba´ (4.50)-bo˝l e´s (4.54)-bo˝l ko¨vetkezik (4.45), (4.51)-bo˝l e´s
(4.55)-bo˝l ko¨vetkezik (4.46), valamint (4.52) – (4.53)-bo´l e´s (4.56) – (4.57)-bo˝l kapjuk
(4.47)-et. Ve´gu¨l az indukcio´s felte´tel ke´tszeres alkalmaza´sa uta´n kora´bban nyert
Gk(x1k, x2k) = a
−1
k (b1k(x1k) + b2k(x2k))
formula´bo´l (4.48) is ado´dik.
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4.4 Az m× n t´ıpusu´ a´ltala´nos´ıtott biszimmetria egyenlet
CM megolda´sai
Folytatjuk az (1.1) egyenlet specia´lis eseteinek ta´rgyala´sa´t abbo´l a ce´lbo´l, hogy
ve´gu¨l megoldjuk maga´t (1.1)-et is a CM fu¨ggve´nyek ko¨re´ben. Elo˝szo¨r azzal az eset-
tel foglalkozunk, amikor (1.1)-ben az o¨sszes belso˝ fu¨ggve´ny o¨sszeada´s. La´tni fogjuk,
hogy ekkor a ku¨lso˝ fu¨ggve´nyek csak va´ltozo´ik o¨sszege´to˝l fu¨ggenek. Ennek igazola´sa´hoz
szu¨kse´g lesz az ala´bbi ke´t egyszeru˝ lemma´ra, amelyek a´ll´ıta´sai hasonl´ıtanak a kva´zi-
o¨sszegek illeszte´si eredme´nyeire (la´sd a 2.2. re´szt). Az elso˝ lemma a´ltala´nosabban
Maksa [Mak99]-ben tala´lhato´ (Lemma 9), itt egy specia´lisabb, de a ce´lnak megfelelo˝
a´ll´ıta´st ko¨zlu¨nk.
4.9 Lemma. Legyenek ak, bk, tk ∈ R olyan sza´mok, melyekre teljesu¨l, hogy 0 < tk <
bk − ak, ha k = 1, . . . , n. Legyen tova´bba´ Xk = [ak, bk], Yk = Xk + tk, k = 1, . . . , n,
(X1 × · · · × Xn) ∪ (Y1 × · · · × Yn) ⊂ D ⊂ Rn e´s B : D → R. Tegyu¨k fel, hogy
ϕ1 :
n∑
k=1
Xk → R e´s ϕ2 :
n∑
i=1
Yk → R olyan CM fu¨ggve´nyek, melyekre teljesu¨l, hogy
B(x1, . . . , xn) = ϕ1(x1 + · · ·+ xn)
(
(x1, . . . , xn) ∈ X1 × · · · ×Xn
)
e´s
B(y1, . . . , yn) = ϕ2(y1 + · · ·+ yn)
(
(y1, . . . , yn) ∈ Y1 × · · · × Yn
)
.
Ekkor van olyan ϕ3 :
(
n∑
k=1
Xk
)
∪
(
n∑
k=1
Yk
)
→ R CM fu¨ggve´ny, hogy
(4.58) B(z1, . . . , zn) = ϕ3(z1 + · · ·+ zn)
(
(z1, . . . , zn) ∈
n
X
k=1
(Xk ∪ Yk)
)
.
B i z o n y ı´ t a´ s. A felte´telek miatt ϕ1(ξ) = ϕ2(ξ), ha ξ ∈
n∑
i=1
(Xk ∩ Yk)
=
(
n∑
k=1
Xk
)
∩
(
n∑
k=1
Yk
)
, eze´rt a ϕ3 fu¨ggve´ny a
ϕ3(ξ) =

ϕ1(ξ), ha ξ ∈
n∑
k=1
Xk
ϕ2(ξ), ha ξ ∈
n∑
k=1
Yk
formula´val jo´l van definia´lva, teljesu¨l ra´ (4.58) e´s mivel
(
n∑
k=1
Xk
)
∩
(
n∑
k=1
Yk
)
(pozit´ıv
hosszu´sa´gu´) intervallum, eze´rt ϕ3 CM fu¨ggve´ny.
4.10 Lemma. ([Mak99]) Legyen Xi intervallum, K
`
i ⊂ Xi kompakt intervallum e´s K`i ⊂
K`+1i minden i ∈ {1, . . . , n} e´s ` ∈ N esete´n. Tegyu¨k fel tova´bba´, hogy Xi =
∞⋃
`=1
K`i ,
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i = 1, . . . , n e´s B :
n
X
i=1
Xi → R CM fu¨ggve´ny. Ha minden ` ∈ N esete´n van olyan
ϕ` :
n∑
i=1
K`i → R CM fu¨ggve´ny, hogy
(4.59) B(x1, . . . , xn) = ϕ
`(x1 + · · ·+ xn)
(
(x1, . . . , xn) ∈ K`1 × · · · ×K`n
)
teljesu¨l, akkor van olyan ϕ :
n∑
i=1
Xi → R CM fu¨ggve´ny is hogy
(4.60) B(x1, . . . , xn) = ϕ(x1 + · · ·+ xn)
(
(x1, . . . , xn) ∈ X1 × · · · ×Xn
)
.
B i z o n y ı´ t a´ s. A felte´telek miatt ϕ`(ξ) = ϕ`+1(ξ), ha ξ ∈
n∑
i=1
K`i minden ` ∈ N mel-
lett. Eze´rt a ϕ fu¨ggve´ny ϕ =
∞⋃
`=1
ϕ` defin´ıcio´ja korrekt, ϕ :
n
X
i=1
Xi → R CM fu¨ggve´ny,
amelyre – (4.59) miatt – teljesu¨l (4.60).
A ko¨vetkezo˝ te´tel fontos szerepet ja´tszik (1.1) megolda´sa sora´n.
4.11 Te´tel. ([Mak99]) Legyen 2 ≤ m ∈ N, 2 ≤ n ∈ N ro¨gz´ıtett, Tjk intervallum
j = 1, . . . ,m, k = 1, . . . , n, C :
m
X
j=1
n∑
k=1
Tjk → R e´s D :
n
X
k=1
m∑
j=1
Tjk → R CM fu¨ggve´nyek.
Tegyu¨k fel, hogy
(4.61) C(t11 + · · ·+ t1n, . . . , tm1 + · · ·+ tmn) = D(t11 + · · ·+ tm1, . . . , t1n + . . . tmn)
teljesu¨l minden tjk ∈ Tjk esete´n (j = 1, . . . ,m; k = 1, . . . , n). Ekkor van olyan Φ :
m∑
j=1
n∑
k=1
Tjk → R CM fu¨ggve´ny, hogy
(4.62) C(p1, . . . , pm) = Φ(p1 + · · ·+ pm)
(
(p1, . . . , pm) ∈
m
X
j=1
n∑
k=1
Tjk
)
e´s
(4.63) D(t1, . . . , tn) = Φ(t1 + · · ·+ tn)
(
(t1, . . . , tn) ∈
n
X
k=1
m∑
j=1
Tjk
)
.
B i z o n y ı´ t a´ s. (i) A 4.10. Lemma miatt elegendo˝ a bizony´ıta´st csak arra az esetre
elve´gezni, amikor Tjk = [aji, bjk] kompakt intervallum (j = 1, . . . ,m; k = 1, . . . , n).
Ro¨gz´ıtett n mellett m-szerinti indukcio´val bizony´ıtunk. A 4.7. Lemma szerint igaz az
a´ll´ıta´s, ha m = 2. Tegyu¨k fel, hogy m > 2 e´s igaz az a´ll´ıta´s m helyett (m− 1)-re.
(ii) Legyen t′mk ∈ [amk, bmk] ro¨gz´ıtett (k = 1, . . . , n),
C ′(p1, . . . , pm−1) = C(p1, . . . , pm−1, t′m1 + · · ·+ t′mn)
(
(p1, . . . , pn−1) ∈
m−1
X
j=1
n∑
k=1
Tjk
)
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e´s
(4.64) D′(t1, . . . , tn) = D(t1 + t′m1, . . . , tn + t
′
mn)
(
(t1, . . . , tn) ∈
n
X
k=1
m−1∑
k=1
Tjk
)
.
Ekkor (4.61)-bo˝l a tmk = t
′
mk helyettes´ıte´ssel kapjuk, hogy a (C
′, D′) pa´rra is fena´ll (4.61)
m helyett (m− 1)-el. I´gy az indukcio´s felte´tel szerint
(4.65) D′(t1, . . . , tn) = Φ00(t1 + · · ·+ tn)
(
(t1, . . . , tn) ∈
n
X
k=1
m−1∑
j=1
Tjk
)
valamilyen Φ00 :
n∑
k=1
m−1∑
j=1
Tjk → R CM fu¨ggve´nnyel. Ennek seg´ıtse´ge´vel definia´ljuk a Φ0
fu¨ggve´nyt a
n∑
k=1
m−1∑
j=1
Tjk +
n∑
k=1
t′mk intervallumon a
Φ0(t) = Φ00
(
t−
n∑
k=1
t′mk
)
ke´plettel. Ekkor Φ0 nyilva´n CM fu¨ggve´ny e´s (4.64) valamint (4.65) miatt
D(t1, . . . , tn) = Φ0(t1 + · · ·+ tn)
(
(t1, . . . , tn) ∈
n
X
k=1
(
m−1∑
j=1
Tjk + t
′
mk
))
.
A Φ0 fu¨ggve´ny fu¨gghet (t
′
m1, . . . , t
′
mn) va´laszta´sa´to´l.
(iii) Legyen
Ak = a1k + · · ·+ am−1k e´s Bk = b1k + · · ·+ bm−1k,
tova´bba´ va´lasszuk olyannak az [a′mk, b
′
mk] ⊂ [amk, bmk] intervallumot, hogy
(4.66) 0 < b′mk − a′mk < Bk − Ak
teljesu¨ljo¨n minden k ∈ {1, . . . , n} mellett. Alkalmazzuk elo˝szo¨r a bizony´ıta´s (ii) re´sze´t a
t′mk = a
′
mk, majd a t
′
mk = a
′
mk esetben. Ekkor elo˝szo¨r azt kapjuk, hogy
D(t1, . . . , tn) = Φ1(t1 + · · ·+ tn)
(
(t1, . . . , tn) ∈
n
X
k=1
(
m−1∑
j=1
Tjk + a
′
mk
))
valamilyen Φ1 :
n∑
k=1
(
m−1∑
j=1
Tjk + a
′
mk
)
→ R CM fu¨ggve´nnyel, majd azt, hogy
D(t1, . . . , tn) = Φ2(t1 + · · ·+ tn)
(
(t1, . . . , tn) ∈
n
X
k=1
(
m−1∑
j=1
Tjk + b
′
mk
))
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szinte´n valamilyen Φ2 :
n∑
i=1
(
m−1∑
j=1
Tjk + b
′
mk
)
→ R CM fu¨ggve´nnyel. Mivel (4.66) miatt
inf
(
m−1∑
j=1
Tjk + a
′
mk
)
< inf
(
m−1∑
j=1
Tjk + b
′
mk
)
= Ak + b
′
mk < Bk + a
′
mk
= sup
(
m−1∑
j=1
Tjk + a
′
mk
)
< sup
(
m−1∑
j=1
Tjk + b
′
mk
)
minden k ∈ {1, . . . , n} esete´n, eze´rt alkalmazhato´ a 4.9. Lemma (az Xk = [Ak+a′mk, Bk+
a′mk], tk = b
′
mk − a′mk va´laszta´ssal), ı´gy
D(t1, . . . , tn) = Φ3(t1 + · · ·+ tn)
(
(t1, . . . , tn) ∈
n
X
k=1
(
m−1∑
j=1
Tjk + [a
′
mk, b
′
mk]
))
valamilyen Φ3 :
n∑
k=1
(
m−1∑
j=1
Tjk + [a
′
mk, b
′
mk]
)
→ R CM fu¨ggve´nnyel.
(iv) Va´lasszunk ezek uta´n olyan
[
a`mk, b
`
mk
] ⊂ [amk, bmk] re´szintervallumokat, ` =
1, . . . , N , hogy
(4.67) a`mk < a
`+1
mk < b
`
mk < b
`+1
mk (k = 1, . . . , n; ` = 1, . . . , N − 1),
valamint 0 < b`mk − a`mk < Bk − Ak ha k ∈ {1, . . . , n} e´s ` ∈ {1, . . . , N} e´s
N⋃
`=1
[
a`mk, b
`
mk
]
= [amk, bmk] (k = 1, . . . , n) teljesu¨ljo¨n. Ro¨gz´ıtett ` ∈ {1, . . . N} mel-
lett alkalmazzuk a bizony´ıta´s (iii) re´sze´t az [a′mk, b
′
mk] intervallum helyett az [a
`
mk, b
`
mk]
intervallumra. Ekkor
D(t1, . . . , tn) = Φ
(k)
3 (t1 + · · ·+ tn)
(
(t1, . . . , tn) ∈
n
X
k=1
(
m−1∑
j=1
Tjk +
[
a`mk, b
`
mk
]))
valamilyen Φ`3 :
n∑
i=1
(m−1∑
j=1
Tjk+
[
a`mk, b
`
mk
])→ R CM fu¨gve´nyre. (4.67) miatt a 4.9. Lem-
ma isme´telten alkalmazhato´ e´s ve´gu¨l kapunk egy olyan Φ :
n∑
k=1
m∑
j=1
Tjk → R CM
fu¨ggve´nyt, amellyel fenna´ll (4.63). A (4.62) egyenlo˝se´g igazola´sa´hoz legyen (p1, . . . , pm) ∈
m
X
j=1
n∑
k=1
Tjk. Ekkor pj = tj1 + · · · + tjn valamilyen tjk ∈ Tjk (j = 1, . . . ,m; k = 1, . . . , n)
elemekkel, e´s ı´gy (4.61) e´s (4.63) miatt
C(p1, . . . , pm) = C(t11 + · · ·+ t1n, . . . , tm1 + · · ·+ tmn)
= D(t11 + · · ·+ tm1, . . . , t1n + · · ·+ tmn)
= Φ
(
(t11 + · · ·+ tm1) + · · ·+ (t1n + · · ·+ tmn)
)
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= Φ
(
(t11 + · · ·+ t1n) + · · ·+ (tm1 + · · ·+ tmn)
)
= Φ(p1 + · · ·+ pm),
azaz (4.62) is fenna´ll.
Az (1.1) egyenlet megolda´sa´hoz vezeto˝ u´t utolso´ elo˝tti a´lloma´sa a ko¨vetkezo˝ te´tel.
4.12 Te´tel. ([Mak99]) Legyen 2 ≤ n ∈ N, 2 ≤ m ∈ N, Ujk intervallum minden
j = 1, . . . ,m e´s k = 1, . . . , n esete´n,
A :
m
X
j=1
n∑
k=1
Ujk → R, Ck :
m
X
j=1
Ujk → R, Ck
(
m
X
j=1
Ujk
)
= Ik,
k = 1, . . . , n, B :
n
X
i=1
Ik → R. Tegyu¨k fel hogy A, Ck e´s B CM fu¨ggve´nyek minden
k = 1, . . . , n mellett e´s
(4.68)
A(u11 + · · ·+ u1n, . . . , um1 + · · ·+ umn)
= B(C1(u11, . . . , um1), . . . , Cn(u1n, . . . , umn))
fenna´ll minden ujk ∈ Ujk, (j = 1, . . . ,m; k = 1, . . . , n) esete´n. Ekkor van olyan I
intervallum, vannak olyan Ψ : I → R, βk : Ik → R, (k = 1, . . . , n) CM fu¨gve´nyek e´s
olyan aj ∈ R \ {0} sza´mok (j = 1, . . . ,m), hogy
A(y1, . . . , ym) = Ψ
−1(a1y1 + · · ·+ amym)
(
(y1, . . . , yn) ∈
m
X
j=1
m∑
k=1
Ujk
)
,(4.69)
B(z1, . . . , zn) = Ψ
−1
(
n∑
k=1
βk(zk)
) (
(z1, . . . , zn) ∈
n
X
k=1
Ik
)
(4.70)
e´s
(4.71) Ck(u1k, . . . , umk) = β
−1
k (a1u1k + · · ·+ amumk)
(
ujk ∈ Ujk
)
minden j = 1, . . . ,m e´s i = 1, . . . , n esete´n.
B i z o n y ı´ t a´ s. Ro¨gz´ıtett m mellett n szerinti indukcio´val bizony´ıtunk. A 2.17. Te´tel-
bo˝l ko¨vetkezik, hogy igaz az a´ll´ıta´s, ha n = 2. Tegyu¨k fel, hogy n > 2 e´s igaz az a´ll´ıta´s n
helyett (n−1)-re. Elo˝szo¨r ro¨gz´ıtett u1n, . . . , umn mellett haszna´ljuk az indukcio´s felte´telt.
Ekkor (4.68)-bo´l kapjuk, hogy (4.71) fenna´ll alkalmas a1, . . . , am ∈ R \ {0} sza´mok e´s
βk : Ik → R CM fu¨ggve´nyek mellett minden ujk ∈ Ujk esete´n, ha k ∈ {1, . . . , n − 1}
e´s j ∈ {1, . . . ,m}. Legyen ma´sodszor u11, . . . , um1 ro¨gz´ıtett (4.68)-ban. Ekkor isme´t az
indukcio´s felte´tel miatt
(4.72) Ck(u1k, . . . , umk) = γ
−1
k (b1u1k + · · ·+ bmumk)
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minden ujk ∈ Ujk, j = 1, . . . ,m; k = 2, . . . , n esete´n valamilyen γk : Ik → R, (k =
2, . . . , n) CM fu¨ggve´nyekkel e´s b1, . . . , bm ∈ R \ {0} sza´mokkal. A k = 2 esetben
(4.71)-bo˝l e´s (4.72)-bo˝l azt kapjuk, hogy
β−12 (a1u12 + · · ·+ amum2) = γ−12 (b1u12 + · · ·+ bmum2),
azaz
γ2 ◦ β−12 (a1u12 + · · ·+ amum2) =
b1
a1
(a1u12) + · · ·+ bm
am
(amum2)
minden bj2 ∈ Uj2 (j = 1, . . . ,m) esete´n. Ez uto´bbi egy specia´lis (4.34) alaku´ egyenlet,
amelyre alkalmazhato´ a 4.6. Lemma, amibo˝l – to¨bbek ko¨zo¨tt – ko¨vetkezik, hogy bj = caj
minden j ∈ {1, . . . ,m}-re valamilyen c ∈ R \ {0} mellett. Eze´rt (4.72)-bo˝l az i = n
esetben a βn(u) =
1
c
γn(u), u ∈ In defin´ıcio´val ko¨vetkezik, hogy (4.71) fenna´ll i = n-re is.
Helyettes´ıtsu¨k ezek uta´n a Ck fu¨ggve´ny (4.71) alakja´t (k = 1, . . . , n) (4.68)-ba. Ekkor
azt kapjuk, hogy
A(u11 + · · ·+ u1n, . . . , um1 + · · ·+ umn)
= B
(
β−11 (a1u1 + · · ·+ amum1), . . . , β−1n (a1a1n + · · ·+ amumn)
)
minden ujk ∈ Ujk, (j = 1, . . . ,m; k = 1, . . . , n) mellett. Ez az egyenlet pedig a Tjk =
ajUjk (j = 1, . . . ,m; k = 1, . . . , n),
(4.73) C(p1, . . . , pm) = A
(
1
a1
p1, . . . ,
1
am
pm
) (
(p1, . . . , pm) ∈
m
X
j=1
n∑
k=1
Tjk
)
e´s a
(4.74) D(t1, . . . , tn) = B
(
β−11 (t1), . . . , β
−1
n (tn)
) (
(t1, . . . , tn) ∈
n
X
k=1
m∑
j=1
Tjk
)
defin´ıcio´kkal e´ppen a (4.61) egyenletbe megy a´t, amelyre alkalmazhato´ a 4.11. Te´tel,
amely szerint van olyan Φ :
m∑
j=1
n∑
k=1
Tjk → R CM fu¨ggve´ny, amellyel fenna´ll (4.62) e´s
(4.63). Legyen most ma´r I = Φ
(
m∑
j=1
n∑
k=1
Tjk
)
e´s Ψ(s) = Φ−1(s), s ∈ I. Ekkor Ψ CM
fu¨ggve´ny e´s (4.69) illetve (4.70) ko¨vetkezik (4.62)-bo˝l illetve (4.63)-bo´l, valamint a C e´s
D fu¨ggve´nyek (4.73) – (4.74) defin´ıcio´ja´bo´l.
Ve´gu¨l a ko¨vetkezo˝ te´telben megadjuk
(1.1)
G(F1(x11, . . . , x1n), . . . , Fm(xm1, . . . , xmn))
= F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn))
CM megolda´sait.
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4.13 Te´tel. ([Mak99]) Legyen 2 ≤ n ∈ N, 2 ≤ m ∈ N ro¨gz´ıtett, Xjk intervallum,
Gk : X1k × · · · × Xmk → R, Gk(X1k, . . . , Xmk) = Ik, Fj : Xj1 × · · · × Xjn → R,
Fj(Xj1, . . . , Xjn) = Jj, Gk e´s Fj CM fu¨ggve´nyek minden k ∈ {1, . . . , n} e´s j ∈
{1, . . . ,m} esete´n. Legyen tova´bba´ G : J1 × · · · × Jm → R e´s F : I1 × · · · × In → R
szinte´n CM fu¨ggve´ny e´s tegyu¨k fel, hogy (1.1) fenna´ll minden xjk ∈ Xjk, (j = 1, . . . ,m;
k = 1, . . . , n) esete´n. Ekkor van olyan I intervallum e´s vannak olyan ϕ : I → R,
αk : Ik → R, γj : Jj → R e´s βjk : Xjk → R CM fu¨ggve´nyek (k = 1, . . . , n; j = 1, . . . ,m),
hogy
F (z1, . . . , zn) = ϕ
−1
(
n∑
k=1
αk(zk)
) (
(z1, . . . , zn) ∈ I1 × · · · × In
)
,(4.75)
G(y1, . . . , ym) = ϕ
−1
(
m∑
j=1
γj(yj)
) (
(y1, . . . , ym) ∈ J1 × · · · × Jm
)
,(4.76)
Fj(xj1, . . . , xjn) = γ
−1
j
(
n∑
k=1
βjk(xjk)
)
(4.77)
e´s
(4.78) Gk(x1k, . . . , xmk) = α
−1
i
(
m∑
j=1
βjk(xjk)
)
minden xjk ∈ Xjk e´s j ∈ {1, . . . ,m}, k ∈ {1, . . . , n} esete´n.
B i z o n y ı´ t a´ s. Ro¨gz´ıtett n mellett m szerinti indukcio´val bizony´ıtunk. Ha m = 2,
akkor az (1.1) egyenlet e´ppen a (4.44) egyenlet e´s ı´gy a 4.8. Te´tel szerint igaz az a´ll´ıta´s.
Legyen most ma´rm > 2 e´s tegyu¨k fel, hogy igaz az a´ll´ıta´sm helyett (m−1)-re. Ro¨gz´ıtsu¨k
elo˝szo¨r az xm1, . . . , xmn va´ltozo´kat (1.1)-ben. Ekkor az indukcio´s felte´tel miatt megkapjuk
(4.77)-et (de csak ha j ∈ {1, . . . ,m − 1}) γj e´s βjk helyett alkalmas γ′j : Jj → R e´s
β′jk : Xjk → R fu¨ggve´nyekkel (k = 1, . . . , n). Ezt ko¨veto˝en ro¨gz´ıtsu¨k az x11, . . . , x1n
va´ltozo´kat (1.1)-ben e´s haszna´ljuk fel az indukcio´s felte´telt. I´gy megkapjuk (4.77)-et a
j = m esetben is γm e´s βmk helyett alkalmas γ
′
m : Jm → R e´s β′mk : Xmk → R CM
fu¨ggve´nyekkel (k = 1, . . . , n). Helyettes´ıtsu¨k most ma´r Fj (j = 1, . . . ,m) ismert alakja´t
(1.1)-be. Ekkor
(4.79)
G
(
γ
′−1
1 (β
′
11(x11) + · · ·+ β′1n(x1n)), . . . , γ
′−1
m (β
′
m1(xm1) + · · ·+ β′mn(xmn))
)
= F (G1(x11, . . . , xm1), . . . , Gn(x1n, . . . , xmn))
ado´dik minden xjk ∈ Xjk, j = 1, . . . ,m; k = 1, . . . , n esete´n. Az Ujk = β′jk(Xjk),
(4.80) A(y1, . . . , ym) = G(γ
′−1
1 (y1), . . . , γ
′−1
m (ym))
(
(y1, . . . , ym) ∈
m
X
j=1
n∑
k=1
Ujk
)
98
e´s
(4.81) Ck(u1k, . . . , umk) = Gk
(
β
′−1
1k (u1k), . . . , β
′−1
mk (umk)
) (
ujk ∈ Ujk
)
(j = 1, . . . ,m; k = 1, . . . , n) e´s B = F defin´ıcio´val (4.79) a´tmegy a (4.68) egyenletbe e´s
a 4.12. Te´tel alkalmazhato´. Eze´rt van olyan I intervallum e´s vannak olyan ϕ : I → R,
αk : Ik → R , (k = 1, . . . , n) CM fu¨ggve´nyek e´s olyan a1, . . . , am ∈ R \ {0} sza´mok, hogy
A(y1, . . . , ym) = ϕ
−1(a1y1 + · · ·+ amym)
(
(y1, . . . , ym) ∈
m
X
j=1
n∑
k=1
Ujk
)
,(4.82)
B(z1, . . . , zm) = ϕ
−1
(
n∑
k=1
αk(zk)
) (
(z1, . . . , zn) ∈
n
X
k=1
Ik
)
(4.83)
e´s
(4.84) Ck(u1k, . . . , umk) = α
−1
k
(
m∑
j=1
ajujk
) (
ujk ∈ Ujk, j = 1, . . . ,m; k = 1, . . . , n
)
.
I´gy a γj(y) = ajγ
′
j(y), y ∈ J (j = 1, . . . ,m) e´s a βjk(x) = ajβ′jk(x), x ∈ Xjk (j =
1, . . . ,m; k = 1, . . . , n) defin´ıcio´kkal (4.82)-bo˝l e´s (4.80)-bo´l ko¨vetkezik (4.76), (4.81)-bo˝l
e´s (4.84)-bo˝l ko¨vetkezik (4.78). Tova´bba´ – mivel B = F – (4.83) azonos (4.75)-tel, ve´gu¨l
egyszeru˝ sza´mola´s mutatja, hogy
Fj(xj1, . . . , xjn) = γ
′−1
j
(
n∑
k=1
β′jk(xjk)
)
= γ−1j
(
n∑
k=1
βjk(xjk)
)
(xjk ∈ Xjk, j = 1, . . . ,m; k = 1, . . . , n), azaz (4.77) is fenna´ll.
Sza´mola´ssal igazolhato´ a te´tel megford´ıta´sa, vagyis a (4.75) – (4.78)-ban definia´lt
F , G, Fj e´s Gk CM fu¨ggve´nyek (1.1) megolda´sai. A 4.6. Lemma felhaszna´la´sa´val
egyszeru˝ megvizsga´lni a megolda´sok (4.75) – (4.78) elo˝a´ll´ıta´sainak egye´rtelmu˝se´ge´t. A
megolda´sok mindegyike ugyanis ,,to¨bbtagu´ kva´zi-o¨sszeg”. Ilyenek egyenlo˝se´ge´ro˝l szo´l az
ala´bbi lemma.
4.14 Lemma. Legyenek X1, . . . , Xn intervallumok (n ≥ 2), βk, δk : Xk → R CM
fu¨ggve´nyek (k = 1, . . . , n) e´s α : β1(X1)+· · ·+βn(Xn)→ R, γ : δ1(X1)+· · ·+δn(Xn)→ R
tova´bbi ke´t CM fu¨ggve´ny. A
(4.85) α
(
β1(x1) + · · ·+ βn(xn)
)
= γ
(
δ1(x1) + · · ·+ δn(xn)
)
egyenlo˝se´g pontosan akkor a´ll fenn minden xk ∈ Xk (k = 1, . . . , n) esete´n, ha vannak
olyan a, b1, . . . , bn ∈ R elemek, hogy a 6= 0 e´s
(4.86) δk(xk) = aβk(xk) + bk (xk ∈ Xk, k = 1, . . . , n)
e´s
(4.87) γ(ξ) = α
(
1
a
(ξ − b1 − · · · − bn)
)
(ξ ∈ β1(X1) + · · ·+ δn(Xn)).
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B i z o n y ı´ t a´ s. Tegyu¨k fel elo˝szo¨r, hogy fenna´ll (4.85), amibo˝l az uk = βk(xk),
k = 1, . . . , n helyettes´ıte´s uta´n
γ−1 ◦ α(u1 + · · ·+ un) = δ1 ◦ β−11 (u1) + · · ·+ δn ◦ β−1n (un)
ko¨vetkezik minden uk ∈ βk(Xk), k = 1, . . . , n esete´n. Ez pedig egy (4.34) alaku´ egyen-
let, amelyre alkalmazva a 4.6. Lemma´t ko¨nnyen ado´dik (4.86) e´s (4.87). A megford´ıta´s
sza´mola´ssal igazolhato´.
A 4.13. Te´tel e´s a 4.14. Lemma seg´ıtse´ge´vel isme´t ve´gezhetu¨nk kompatibilita´s-
vizsga´latokat, azaz vizsga´lhatjuk, hogy konkre´t termele´si fu¨ggve´nyekhez (F , Fj, j =
1, . . . ,m) milyen aggrega´lo´ fu¨ggve´nyeket (G, Gk, k = 1, . . . , n) kell va´lasztani, ha azt
akarjuk, hogy az aggrega´cio´ konzisztens legyen, vagyis fenna´lljon (1.1). Az 1. fejezetben
la´ttuk, hogy CD t´ıpusu´
(4.88) F (z1, . . . , zn) = az
c1
1 . . . z
cn
n (zk ∈ ]0,+∞[ , k = 1, . . . , n)
(0 < a ∈ R, c1, . . . , cn ∈ R \ {0} konstansok) termele´si fu¨ggve´nyekhez kiza´ro´lag CD
t´ıpusu´ aggrega´lo´ fu¨ggve´nyek tartoznak, mı´g az eredeti
(4.89) F (z1, . . . , zn) = a(c1z
b
1 + · · ·+ cnzbn)1/b (zk ∈ ]0,+∞[ , 1 ≤ k ≤ n)
(a, c1, . . . , cn ∈ ]0,+∞[ , b ∈ R \ {0} konstansok) CES fu¨ggve´nyek esete´ben az ot-
tani eredme´nyek alapja´n nem volt leheto˝se´g a ke´rde´s ta´rgyala´sa´ra, csak a kiterjesztett
CES fu¨ggve´nyekre tudtunk eredme´nyt megfogalmazni. Mivel a CES fu¨ggve´nyek CM
fu¨ggve´nyek e´s az α(t) = at1/b, t ∈ ]0,+∞[ valamint a βk(x) = ckxb, x ∈ ]0,+∞[
(k = 1, . . . , n) fu¨ggve´nyekkel F
F (z1, . . . , zn) = α(β1(z1) + · · ·+ βn(zn))
alakba ı´rhato´, eze´rt a 4.14. Lemma alapja´n meghata´rozhato´ az o¨sszes (γ, δ1, . . . , δn)
fu¨ggve´ny (n+ 1)-es, amely CM fu¨ggve´nyekbo˝l a´ll e´s amelyre
F (z1, . . . , zn) = γ(δ1(z1) + · · ·+ δn(zn))
teljesu¨l. Ezek uta´n a 4.13. Te´tel (4.76) illetve (4.78) ke´pleteibo˝l megkaphato´k az aggre-
ga´lo´ fu¨ggve´nyek. A re´szletsza´mı´ta´sokat mello˝zve ko¨zo¨lju¨k, hogy ezek(
d0 + d1x
b1
1 + · · ·+ dmxbmm
)1/b
alaku´ak, ahol d0 ≥ 0, d1, . . . , dm ∈ ]0,+∞[ , b, b1, . . . , bm ∈ R \ {0} konstansok. La´thato´,
hogy ezek csak specia´lis esetben (d0 = 0, b1 = · · · = bm = b) CES fu¨ggve´nyek.
Az eredme´ny o¨sszhangban van az 1. fejezetben a kiterjesztett CES fu¨ggve´nyekre
kapott eredme´nnyel. Hasonlo´an vizsga´lhato´k olyan aggrega´cio´k is, amikor pe´lda´ul a
(makroo¨kono´miai) F termele´si fu¨ggve´ny CD t´ıpusu´ de a (mikroo¨kono´miai) Fj termele´si
fu¨ggve´nyek CES t´ıpusu´ak. A fentiekhez hasonlo´ mo´don kisza´molhato´, hogy ekkor az
aggrega´lo´ (G,Gk) fu¨ggve´nyek
a ec1x
b1
1 +···+cmxbmm
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alaku´ak, ahol a > 0, c1, . . . , cm, b1, . . . , bm ∈ R \ {0} konstansok. Ha pedig F
CES t´ıpusu´, Fj pedig CD t´ıpusu´ (j = 1, . . . ,m), akkor a hozza´juk tartozo´ aggrega´lo´
fu¨ggve´nyek
(d0 + d1 lnx1 + · · ·+ dm ln xm)1/b
alaku´ak, ahol d0 ∈ R, d1, . . . , dm ∈ R \ {0} e´s b ∈ R \ {0} olyan konstansok
hogy a fenti kifejeze´s valo´s sza´m minden x1, . . . , xm ∈ R+ esete´n. Ekkor azon-
ban az aggrega´lo´ fu¨ggve´nyek negat´ıv e´rte´keket is felvehetnek, aminek nem biztos,
hogy tulajdon´ıthato´ ko¨zgazdasa´gtani jelente´s. U´gy la´tszik teha´t, hogy CES t´ıpusu´
makroo¨kono´miai e´s CD t´ıpusu´ mikroo¨kono´miai termele´si fu¨ggve´nyekkel nem valo´s´ıthato´
meg konzisztens aggrega´cio´ (legala´bbis korla´tlanul, vagyis amikor a pozit´ıv va´ltozo´k
felu¨lro˝l nem korla´tozottak).
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5 Biszimmetria egyenletek vektor-e´rte´ku˝
fu¨ggve´nyekkel
Azt mondjuk, hogy az (R,S, P ) ha´rmas va´laszta´si modell, ha R egy nem-u¨res halmaz,
S az R halmaz nem-u¨res ve´ges re´szhalmazainak halmaza e´s P : R × S → [0, 1]. Ha
e ∈ R e´s E ∈ S akkor a P (e, E) sza´mot (amelyre u´gy lehet gondolni, mint annak
valo´sz´ınu˝se´ge´re, hogy az E-beli ve´ges sok leheto˝se´g ko¨zu¨l az e leheto˝se´get va´lasztjuk)
va´laszta´si valo´sz´ınu˝se´gnek nevezzu¨k. Ha van olyan v : R→ R+ fu¨ggve´ny (ska´la), hogy
P (e, E) =
v(e)∑
d∈E
v(d)
,
ha e ∈ E e´s P (e, E) = 0, ha e ∈ R \ E, akkor kapjuk a Luce-fe´le va´laszta´si
valo´sz´ınu˝se´geket (la´sd [Luc59], [Luc77]), illetve az (R, S, P ) Luce-fe´le va´laszta´si mo-
dellt. Az Acze´l-Maksa-Marley-Moszner [AMMM97] dolgozatban (la´sd me´g Acze´l-
Maksa [AM97]-t is) ele´g terme´szetes e´s gyenge felte´telek mellett le´ırtuk va´laszta´si mo-
dellek egy sze´les ko¨re´t e´s ennek eredme´nyeke´ppen jellemeztu¨k – ero˝sebb felte´teleket
haszna´lva – a Luce-fe´le va´laszta´si modellt is. E fejezet elso˝ re´sze´ben felsoroljuk a
felhaszna´lt egyenleteket e´s egyenlo˝tlense´geket azok ne´ha´ny egyszeru˝ ko¨vetkezme´nye´vel
egyu¨tt, a ma´sodik re´szben pedig bemutatjuk a megolda´st. Az elso˝ re´sz eredme´nyei
Acze´l-Maksa-Marley-Moszner [AMMM97]-ben jelentek meg, ezeket Maksa [Mak98]-
ban sikeru¨lt kiege´sz´ıteni. Ez uto´bbit ko¨zo¨lju¨k a fejezet ma´sodik re´sze´ben. Meg-
jegyezzu¨k, hogy a ke´tdimenzio´s (illetve magasabb dimenzio´s) va´laszta´si modellek
fu¨ggve´nyegyenletekkel e´s egyenlo˝tlense´gekkel valo´ le´ıra´sa´t is elve´geztu¨k, az eredme´nyek
Acze´l-Gila´nyi-Maksa-Marley [AGMM00]-ban jelentek meg, ezekkel azonban e diszszer-
ta´cio´ban nem foglalkozunk.
5.1 Egy va´laszta´si modelleket le´ıro´ rendszer e´s redukcio´ja
Az ala´bbiakban felsoroljuk azokat az egyenlo˝tlense´geket e´s fu¨ggve´nyegyenleteket,
amelyeket vizsga´latainkban haszna´ltunk. Az egyenlo˝tlense´gek a
Γn =
{
(p1, . . . , pn) ∈ Rn+ :
n∑
k=1
pk = 1
}
,
F = (F1, . . . , Fn) : Rn+ → Γn, H = (H1, . . . , Hn) : Γmn → Γn
(2 ≤ n ∈ N, 2 ≤ m ∈ N ro¨gz´ıtettek) jelo¨le´sekben vannak elrejtve. Tova´bbi fu¨ggve´nyek,
amelyek szerepelnek me´g a rendszerben:
G : Rm+ → R+, M : Rm+ → R+, N : R+ → R+, e´s Φ : ]0, 1[m→ R+.
Az egyse´gesebb ı´ra´smo´d kedve´e´rt jelo¨lju¨k Ψ-vel Γn identikus fu¨ggve´nye´t. Ezek uta´n az
egyenletek:
(5.1)
F (G(x11, . . . , xm1), . . . , G(x1n, . . . , xmn))
= H(F (x11, . . . , x1n), . . . , F (xm1, . . . , xmn))
(xjk ∈ R+, j = 1, . . . ,m; k = 1, . . . , n),
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(5.2)
F (Φ(z11, . . . , zm1), . . . ,Φ(z1n, . . . , zmn))
= H(Ψ(z11, . . . , z1n), . . . ,Ψ(zm1, . . . , zmn))
((zj1, . . . , zjn) ∈ Γn, j = 1, . . . ,m),
G(α1y1, . . . , αmym) =M(α1, . . . , αm)G(y1, . . . , ym)(5.3)
(αj, yj ∈ R+, j = 1, . . . ,m),
F (αz1, . . . , αzn) = N(α)F (z1, . . . , zn) (zk ∈ R+, k = 1, . . . , n; α ∈ R+)(5.4)
e´s me´g ke´t tova´bbi felte´tel:
F |Γn injekt´ıv,(5.5)
G korla´tos valamely Rn+-beli go¨mbo¨n.(5.6)
Az egyenletek re´szletes motiva´cio´ja megtala´lhato´ Acze´l-Maksa-Marley-Moszner
[AMMM97]-ben e´s Acze´l-Maksa [AM97]-ben, itt csak azt jegyezzu¨k meg, hogy F ko-
ordina´tafu¨ggve´nyeinek sza´njuk a va´laszta´si valo´sz´ınu˝se´gek szerepe´t.
Mivel
m∑
j=1
Fj az azonosan 1 fu¨ggve´ny, (5.4)-bo˝l azonnal ko¨vetkezik, hogy N
azonosan 1, eze´rt F 0-ad foku´ homoge´n fu¨ggve´ny, ı´gy parcia´lis fu¨ggve´nyei nem lehetnek
injekt´ıvek. Az (5.1), (5.2) biszimmetria egyenletek kezele´se´re teha´t sem az 1.3. Te´tel
sem az 1.6. Te´tel nem alkalmas. Ma´sre´szt vila´gos, hogy F nem is CM fu¨ggve´ny, mert
nem valo´s e´rte´ku˝, eze´rt a 4.13. Te´tel sem haszna´lhato´. Ma´sre´szt viszont (5.3)-bo´l e´s
(5.6)-bo´l ko¨vetkezik, hogy
(5.7) G(y1, . . . , ym) = b y
a1
1 . . . y
am
m
(
(y1, . . . , ym) ∈ Rm+
)
valamilyen b > 0, a, . . . , am ∈ R mellett, tova´bba´ M a G fu¨ggve´ny konstansszorosa (la´sd
Acze´l [Acz87]). I´gy az (5.1) e´s (5.2) biszimmetria egyenletekbo˝l – figyelembe ve´ve, hogy
Ψ Γn identikus fu¨ggve´nye – kapjuk, hogy
F
(
G(x11, . . . , xm1), . . . , G(x1n, . . . , xmn)
)
= H
(
F (x11, . . . , x1n), . . . , F (xm1, . . . , xmn)
)
= H
(
F1(x11, . . . , x1n), . . . , Fn(x11, . . . , x1n), . . . , F1(xm1, . . . , xmn),
. . . , Fn(xm1, . . . , xmn)
)
= F
(
Φ(F1(x11, . . . , x1n), . . . , F1(xm1, . . . , xmn)), . . . ,Φ(Fn(x11, . . . , x1n),
. . . , Fn(xm1, . . . , xmn))
)
.
Haszna´ljuk most fel azt, hogy F 0-ad foku´ homoge´n fu¨ggve´ny e´s F |Γn injekt´ıv. Ekkor
G(x1k, . . . , xmk)
n∑`
=1
G(x1`, . . . , xm`)
=
Φ(Fk(x11, . . . , x1n), . . . , Fk(xm1, . . . , xmn))
n∑`
=1
Φ(F`(x11, . . . , x1n), . . . , F`(xm1, . . . , xmn))
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ado´dik minden xjk ∈ R+ (j = 1, . . . ,m; k = 1, . . . , n) esete´n. Ebbo˝l ve´gu¨l – (5.7) miatt
– ko¨vetkezik, hogy
(5.8)
m∏
j=1
x
aj
jk
n∑`
=1
m∏
j=1
x
aj
j`
=
Ψ(Fk(x11, . . . , x1n), . . . , Fk(xm1, . . . , xmn))
n∑`
=1
Φ(F`(x11, . . . , x1n), . . . , F`(xm1, . . . , xmn))
minden k = 1, . . . , n e´s xjk ∈ R+ (j = 1, . . . ,m; k = 1, . . . , n) e´s valamely (a1, . . . , am) ∈
Rm esete´n.
Azt kapjuk teha´t, hogy az (5.1) – (5.4) egyenletkebo˝l az (5.5) – (5.6) felte´telek
mellett az (5.8) fu¨gve´nyegyenlet-rendszer ko¨vetkezik az Fk(x1, . . . , xn) va´laszta´si
valo´sz´ınu˝se´gekre. Ce´lunk az, hogy (5.8)-bo´l ,,meghata´rozzuk” Fk-t (k = 1, . . . , n). Ez
[AMMM97]-ben illetve [AM97]-ben abban a ke´t specia´lis esetben to¨rte´nt meg, amikor
m∑
j=1
aj 6= 0, azaz az y → G(y, . . . , y), y ∈ R+ fu¨ggve´ny nem konstans e´s y 7→ Φ(y, . . . , y),
y ∈ ]0, 1[ CM fu¨ggve´ny, illetve amikor y 7→ G(y, . . . , y), y ∈R+ konstans, deG nem kons-
tans, viszont Φ = G. A ko¨vetkezo˝ re´szben megoldjuk az (5.8) rendszert azt felte´telezve,
hogy van olyan 1 ≤ p ≤ m, hogy ap 6= 0 (azaz G nem konstans) e´s ba´rmely ro¨gz´ıtett
y ∈ ]0, 1[ mellett az
(5.9) x 7→ Φ(y, . . . , y,
p
^
x, y, . . . , y) (x ∈ ]0, 1[)
fu¨ggve´ny folytonos e´s (y-to´l fu¨ggetlenu¨l) ugyanolyan e´rtelemben szigoru´an monoton. Az
itt ko¨zo¨lt eredme´nyek a Maksa [Mak98]-ban megjelentek mo´dos´ıta´sai.
5.2 Va´laszta´si valo´sz´ınu˝se´gek sza´rmaztata´sa
Szu¨kse´gu¨nk lesz a ko¨vetkezo˝ egyszeru˝ lemma´ra:
5.1 Lemma. ([Mak98]) Legyen u, v : ]0, 1[m→ R e´s
(5.10) u(x1, . . . , xm) = v(y1, . . . , ym)
minden olyan xj, yj ∈ ]0, 1[ esete´n, amelyre me´g xj + yj < 1 is teljesu¨l, j = 1, . . . ,m.
Ekkor van olyan c ∈ R, hogy
u(x) = v(y) = c
(
x, y ∈ ]0, 1[m).
B i z o n y ı´ t a´ s. Legyen aq = v
(
1
q+1
, . . . , 1
q+1
)
, q ∈ N. Mivel 1
q+1
+ 1
2
q
q+1
< 1 e´s
1
2
q
q+1
+ 1
q+2
< 1 – ke´tszer alkalmazva (5.10)-et – azt kapjuk, hogy
aq = v
(
1
q + 1
, . . . ,
1
q + 1
)
= u
(
1
2
1
q + 1
, . . . ,
1
2
q
q + 1
)
= v
(
1
q + 2
. . . ,
1
q + 2
)
= aq+1
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minden q terme´szetes sza´ma. Eze´rt aq = c minden q-ra e´s valamely c valo´s sza´mra.
Ma´sre´szt legyen x = (x1, . . . , xm) ∈ ]0, 1[m tetszo˝leges. Ekkor van olyan q ∈ N,
hogy xj +
1
q+1
< 1, j = 1, . . . ,m. I´gy – (5.10) miatt — u(x) = aq = c. So˝t, ha
y = (y1, . . . , ym) ∈ ]0, 1[m tetszo˝leges, akkor van olyan x = (x1, . . . , xn) ∈ ]0, 1[m, hogy
xj + yj < 1 (j = 1, . . . ,m), ı´gy isme´t (5.10) miatt v(y) = u(x) = c.
A ko¨vetkezo˝ te´tel leheto˝se´get ad va´laszta´si valo´sz´ınu˝se´gek konstrua´la´sa´ra.
5.2 Te´tel. ([Mak98]) Legyenek 2 ≤ m e´s 2 < n ro¨gz´ıtett terme´szetes sza´mok,
(a1, . . . , am) ∈ Rm, a =
m∑
j=1
aj, 1 ≤ p ≤ m olyanok, hogy ap 6= 0 e´s a Φ : ]0, 1[m→ R
fu¨ggve´nnyel (5.9) szerint definia´lt fu¨ggve´ny ba´rmely y ∈ ]0, 1[ mellett folytonos e´s
ugyanolyan e´rtelemben szigoru´an monoton. Legyen tova´bba´ (F1, . . . , Fn) : Rn+ → Γn.
Ekkor (5.8) pontosan akkor a´ll fenn minden 1 ≤ k ≤ n e´s minden xjk ∈ R+ (1 ≤ j ≤ m;
1 ≤ k ≤ n) mellett, ha vannak olyan c1, . . . , cm, c pozit´ıv sza´mok e´s van olyan
ϕ : ]0, 1[→ R+ CM fu¨ggve´ny, hogy
cak = 1 (k = 1, . . . , n),(5.11)
Φ(y1, . . . , ym) = c
m∏
j=1
ϕ(yj)
aj ((y1, . . . , ym) ∈ Rm+ )(5.12)
e´s
(5.13) Fk(x1, . . . , xn) = ϕ
−1(ckxkL(x1, . . . , xn)) ((x1, . . . , xn) ∈ Rn+)
minden 1 ≤ k ≤ n esete´n, ahol x = L(x1, . . . , xn) ba´rmely ro¨gz´ıtett (x1, . . . , xn) ∈ Rn+
mellett az egyetlen megolda´sa a
(5.14)
n∑
k=1
ϕ−1(ckxkx) = 1
egyenletnek.
B i z o n y ı´ t a´ s. Tegyu¨k fel, hogy (5.8) fenna´ll. Legyen 1 ≤ k ≤ n e´s
(5.15) ϕk(t) = Φ
(
Fk(
1
^
1, . . . , 1), . . . ,
p
^
t , . . . , Fk(
m
^
1, . . . , 1)
) 1
ap (t ∈ ]0, 1[ ).
Ekkor ϕk : ]0, 1[→ R+ CM fu¨ggve´ny (1 ≤ k ≤ n), so˝t – a felte´telek miatt – ϕ1, ϕ2, . . . , ϕn
ugyanolyan e´rtelemben szigoru´an monoton fu¨ggve´nyek. Ma´sre´szt legyen x1, . . . , xn ∈ R+
tetszo˝leges e´s xjk = 1, ha j 6= p valamint xpk = xk (5.8)-ban. Ekkor – figyelembe ve´ve
(5.15)-o¨t – kapjuk, hogy
(5.16)
x
ap
k
n∑`
=1
x
ap
`
=
ϕk(Fk(x1, . . . , xn))
ap
n∑`
=1
ϕ`(F`(x1, . . . , xn))ap
(k = 1, . . . , n).
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Ebbo˝l az
L(x1, . . . , xn) =

n∑`
=1
ϕ`(F`(x1, . . . , xn))
ap
n∑`
=1
x
ap
`

1
ap
((x1, . . . , xn) ∈ Rn+)
defin´ıcio´val
ϕk
(
Fk(x1, . . . , xn)
)
= xkL(x1, . . . , xn),
azaz
(5.17) Fk(x1, . . . , xn) = ϕ
−1
k (xkL(x1, . . . , xn))
ko¨vetkezik minden 1 ≤ k ≤ n e´s (x1, . . . , xn) ∈ Rn+ esete´n. Mivel (F1, . . . , Fn) : Rn+ →
Γn, eze´rt (5.17)-bo˝l azt kapjuk, hogy minden ro¨gz´ıtett (x1, . . . , xn) ∈ Rn+ esete´n x =
L(x1, . . . , xn) megolda´sa a
(5.18)
n∑
k=1
ϕ−1k (xkx) = 1
egyenletnek, so˝t – a t 7→
n∑
k=1
ϕ−1k (xkt) fu¨ggve´ny szigoru´ monotonita´sa miatt – egyetlen
megolda´sa. Nyilva´nvalo´, hogy (5.17)-bo˝l ado´do´an
(5.19) ϕ−1k (xkL(x1, . . . , xn)) > 0 (k = 1, . . . , n)
is teljesu¨l. Legyen most (yj1, . . . , yjn) ∈ Γn (j = 1, . . . ,m) tetszo˝leges. Ekkor
n∑
k=1
ϕ−1k
(
ϕk(yjk) · 1
)
=
n∑
k=1
yjk = 1,
eze´rt 1 az egyetlen megolda´sa – ro¨gz´ıtett 1 ≤ j ≤ m e´s xk = ϕk(yjk), k = 1, . . . , n
mellett – (5.18)-nak. I´gy L(ϕ1(yj1), . . . , ϕn(yjn)) = 1 e´s – (5.17) miatt –
Fk(ϕ1(yj1), . . . , ϕn(yjn)) = ϕ
−1
k (ϕk(yjk)) = yjk
(k = 1, . . . , n; j = 1, . . . ,m). Ezt figyelembeve´ve, (5.8)-bo´l az xik = ϕk(yik)
helyettes´ıte´ssel
(5.20)
m∏
j=1
ϕk(yjk)
aj
n∑`
=1
m∑
j=1
ϕ`(yj`)aj
=
Φ(y1k, . . . , ymk)
n∑`
=1
Φ(y1`, . . . , ym`)
ko¨vetkezik. Legyen 1 < r ≤ n ro¨gz´ıtett ege´sz, (x1, . . . , xm), (y1, . . . , ym) ∈ Rm+ olyanok,
hogy xj + yj < 1, ha 1 ≤ j ≤ m, legyen tova´bba´
yjr = yj, yj1 = xj e´s yjk =
1− xj − yj
n− 2 , ha 1 ≤ k ≤ n, k 6= r.
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(Itt haszna´ljuk azt a felte´telt, hogy n > 2.) Ekkor (yj1, . . . , yjn) ∈ Γn, ha j = 1, . . . ,m
e´s (5.20)-bo´l elo˝szo¨r a k = r, majd a k = 1 esetben kapjuk, hogy
m∏
j=1
ϕr(yj)
aj
n∑`
=1
m∏
j=1
ϕ`(yj`)aj
=
Φ(y1, . . . , ym)
n∑`
=1
Φ(y1`, . . . , ϕm`)
,
illetve
m∏
j=1
ϕ1(xj)
aj
n∑`
=1
m∑
j=1
ϕ`(yj`)aj
=
Φ(x1, . . . , xm)
n∑`
=1
Φ(y1`, . . . , ym`)
.
A fenti ke´t egyenletbo˝l – mivel a megfelelo˝ nevezo˝k azonosak – la´thato´, hogy
(5.21)
Φ(x1, . . . , xm)
m∏
j=1
ϕ1(xj)aj
=
Φ(y1, . . . , ym)
m∑
j=1
ϕr(yj)aj
.
Ebbo˝l az 5.1. Lemma felhaszna´la´sa´val kapjuk, hogy
(5.22) Φ(x1, . . . , xm) = c
m∏
j=1
ϕ1(xj)
aj
minden (x1, . . . , xm) ∈ ]0, 1[m e´s valamely c ∈ R+ esete´n. Ezek uta´n az (5.21) e´s (5.22)
egyenlo˝se´gekbo˝l
(5.23)
m∏
j=1
ϕ1(yj)
aj =
m∏
j=1
ϕr(yj)
aj
(
(y1, . . . , ym) ∈ ]0, 1[m
)
ko¨vetkezik minden 1 ≤ r ≤ n mellett. Legyen t ∈ ]0, 1[ , yj = 12 , ha 1 ≤ j ≤ m de j 6= p
e´s yp = t (5.23)-ban. Ekkor
ϕ1(t)
apϕ1
(
1
2
)a−ap
= ϕr(t)
apϕr
(
1
2
)a−ap
,
azaz
(5.24) crϕr(t) = ϕ1(t),
ahol cr =
(
ϕr(
1
2
)
ϕ1(
1
2
)
)a−ap
ap
> 0, r = 1, . . . , n. Legyen ve´gu¨l ϕ = ϕ1. Ekkor ϕ : ]0, 1[→ R+
CM fu¨ggve´ny, (5.10) e´s (5.11) ko¨vetkezik (5.23) – (5.24)-bo˝l illetve (5.22)-bo˝l, tova´bba´
(5.18) e´s (5.24) miatt a
n∑
k=1
ϕ−1(ckxkx) = 1
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egyenlet egyetlen megolda´sa (ba´rmely ro¨gz´ıtett (x1, . . . , xn) ∈ Rn+ esete´n) x =
L(x1, . . . , xn) e´s ı´gy – (5.17) e´s (5.24) miatt – teljesu¨l (5.12) is.
A megford´ıta´s (amely az n=2 esetben is igaz) egyszeru˝ sza´mola´ssal bizony´ıthato´.
Alkalmas pozit´ıv konstansokbo´l e´s ϕ : ]0, 1[→ R+ CM fu¨ggve´nybo˝l kiindulva lehet
teha´t (F1, . . . , Fn) va´laszta´si valo´sz´ınu˝se´get konstrua´lni, amelyek kiele´g´ıtik az (5.1) –
(5.6) felte´teleket.
Pe´lda´ul, ha ϕ(y) = y, y ∈ ]0, 1[ , akkor (5.14)-bo˝l
x = L(x1, . . . , xn) =
1
n∑`
=1
c`x`
e´s ı´gy (5.13) miatt a va´laszta´si valo´sz´ınu˝se´gek
(5.25) Fk(x1, . . . , xn) =
ckxk
n∑`
=1
c`x`
, ((x1, . . . , xn) ∈ Rn+, 1 ≤ k ≤ n)
ahol (c1, . . . , cn) ∈ Rn+ konstans. Ez a ,,β-modell” (la´sd Luce [Luc59]), a c1 = · · · = cn =
1 specia´lis esetben pedig az eredeti Luce-fe´le va´laszta´si modell (illetve az ezekben szereplo˝
va´laszta´si valo´sz´ınu˝se´gek (la´sd Luce [Luc59], [Luc77])). Sza´mola´ssal elleno˝rizheto˝, hogy
ha ϕ(y) = y, y ∈ ]0, 1[ , (c1, . . . , cn) ∈ Rn+, c ∈ R+, b > 0, (a1, . . . , am) ∈ Rm, ap 6= 0
(valamely 1 ≤ p ≤ m esete´n), teljesu¨l (5.11), Φ (5.12) szerint van definia´lva, G (5.7)
szerint van definia´lva, akkor fenna´ll (5.1) – (5.6) is, ahol H (5.2) szerint adott, az M
fu¨ggve´ny G alkalmas konstansszorosa e´s N ≡ 1.
Egy ma´sik va´laszta´si modellt kapunk, ha pe´lda´ul a ϕ(y) = 1
4
(√
1 + 4y −1)2, y ∈ ]0, 1[
fu¨ggve´nybo˝l indulunk ki. Ekkor a va´laszta´si valo´sz´ınu˝se´gek
Fk(x1, . . . , xn) = xkL(x1, . . . , xn) +
√
xk
√
L(x1, . . . , xn) ((x1, . . . , xn) ∈ Rn+)
(k = 1, . . . , n), ahol
L(x1, . . . , xn) =

√( n∑
k=1
√
xk
)2
+ 4
n∑
k=1
xk −
n∑
k=1
√
xk
2
n∑
k=1
√
xk

2
((x1, . . . , xn) ∈ Rn+)
e´s ez most a ma´sodfoku´ egyenletre vezeto˝
n∑
k=1
ϕ−1(xkx) = 1
egyenlet x megolda´sa. (A re´szleteket la´sd Acze´l-Maksa-Marley-Moszner [AMMM97]-
ben.)
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