Abstract-This paper presents a new class of block turbo-equalizers for single-carrier transmission over multiple-input multipleoutput (MIMO) broadband wireless channels. The key underlying idea consists in equalizing (nonoverlapping) groups of symbols and detecting their individual space-time components in a disjoint and iterative fashion. This functional split naturally induces new design options that have been accurately listed and described, i.e., choice of distinct criteria for intergroup interference (IGI) equalization and intragroup components detection, yielding hybrid structures, multiple iterative loops, and related scheduling variants. Selected algorithms in the proposed class are compared in terms of performance under various transmission scenarios. For all of them, minimum mean square error IGI equalization certainly occupies a central role (at least for the first iteration) and may be identified as the computational bottleneck. Fortunately, block spread transmission together with cyclic prefix operations make the channel matrix block circulant, thus allowing low-complexity inversion in the Fourier domain.
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I. INTRODUCTION
T HE generalized multicarrier (GMC) quasi-synchronous code division multiple access (CDMA) [1] was recently advertised as the framework for future-generation (4G) broadband radio interfaces [2] . This concept relies on three key features, namely, block spread transmission (quasi-static channel assumed), cyclic prefix (to suppress interblock interference (IBI) and guarantee channel matrix circularity), and judicious choice of the user signatures (to mitigate other types of interferences). GMC-CDMA allows an unifying formalism which, in particular, encompasses single-carrier transmission with cyclic prefix (SCT-CP), seen as a form of multi-carrier transmission (MCT) with discrete Fourier transform (DFT) precoding. SCT-CP, which is the main concern of this paper, is demonstrated to have a twofold interest compared with MCT: it reduces the peak-to-average power ratio (PAPR), which is crucial for mobile terminals (cheaper power amplifiers and/or greater range for the uplink) and is far less sensitive to phase noise and frequency offsets [3] . Furthermore, SCT-CP efficiently exploits frequency diversity through the recovery of inherent multipath diversity. Indeed, broadband wireless channels can be turned into equivalent channels with very little small-scale fluctuations via powerful block turbo-equalizers. As a matter of fact, the complexity of such advanced receivers is much higher than the one of typical MC receivers. However, thanks to the CP insertion at the transmitter, their complexity can be drastically reduced by implementing them in the frequency domain (see [4] - [6] and the references therein). This paper describes a broad family of frequency-domain block turbo-equalizers for SCT-CP over multiple-input-multiple-output (MIMO) broadband wireless channels. Not only do we content with generalizing [4] to the MIMO case, but we focus our derivations on a recently introduced concept implemented in the time domain with a sliding window approach [8] that is nonexistent in [5] and [6] . The key underlying idea consists in equalizing (nonoverlapping) groups of symbols and then detecting their individual space-time components in a disjoint and iterative fashion. Intergroup interference (IGI) equalization preferably relies on the minimum mean square error (MMSE) criterion. Greater receiver design flexibility and potential optimization of the performance/complexity tradeoff come as a result. Particular emphasis is put on the grouping strategy which naturally emerges from the vision of MIMO communications as the transmission of multidimensional symbols on a single-input multiple-output (SIMO) channel. This shift in viewpoint was also the core of [8] . For this particular case, intergroup interference coincides with intersymbol interference (ISI), in multidimensional sense, while detection deals with co-antenna interference (CAI) (i.e., space components). Interestingly, the conventional turbo-equalizer, [9] , [10] , which was inspired by Wang and Poor's seminal paper [7] , is proved to come as another particular case in which groups are simply reduced to individual space-time components. We intentionally derive the proposed family of frequency-domain block turbo-equalizers in a quite generic way in order to highlight its suitability to MIMO multi-user (MU) and single-user (SU) scenarios and to many space-time interleaved coding schemes, including among others space-time bit-interleaved coded modulation (STBICM) (see [8, Sec. II-A] and the references therein).
This paper is organized as follows. Section II introduces the communication model. Section III presents the core of our contribution, in which we detail the novel turbo-equalization concept and show how to use the Fourier domain to implement it in an efficient manner. Section IV is dedicated to numerical results, while Section V concludes the paper.
Notation: • The block DFT matrix of dimension is simply defined as where is the Kronecker product.
• For any complex vector made of stacked complex subvectors of dimension , the block DFT transform is defined as .
II. COMMUNICATION MODEL
We start considering a general MIMO MU scenario where active users share a pool of antennas to transmit information towards the receiver equipped with antennas. The number of antennas for user is . At the level of each user, a distinct space-time encoding maps a vector of information bits of length into a codeword which always can be put under the form of a complex matrix of dimension , where stands for the space-time code length. We define the overall space-time encoding which maps the vector of stacked user binary information messages (size ) into a codeword of dimension made of the stacked corresponding user space-time codewords, i.e.,
. Columns of belong to the multidimensional constellation made of the Cartesian product of all constellations ,
. The vision of a global space-time code is favored in the remainder of this paper. The spectral efficiency is (in b/c.u) under ideal Nyquist band-limited filtering assumption. We assume , . Power distribution among users is taken into account in the additive noise covariance matrix. The block transmission context allows us to assume that a CP of length is classically inserted. For each user, transmission occurs on MIMO channel which is quasi-static i.e., constant for channel uses and fully characterized by its finite impulse response (FIR) made of nonzero symbol-spaced matrix taps of dimension with zero-mean circularly symmetric complex Gaussian entries satisfying the normalization mean power constraint (1) Free-space attenuation and shadowing for each user channel are taken into account in the additive noise covariance matrix. From the user channels, we define an overall compound channel made of nonzero symbol-spaced matrix taps of dimension defined as . This again allows to treat MIMO MU and MIMO SU scenarios within a unifying formalism.
After the CP removal, matrix of dimension is obtained whose columns , , verify
The noise vectors are assumed to be independent and identically distributed (i.i.d) circularly symmetric complex with covariance matrix , i.e., the time correlation between noise vectors is neglected. They form the matrix noise of dimension . Previous cyclic convolutional models can be rewritten in the time domain under the matrix form , where is the block circulant matrix of dimension whose first column is made of the channel impulse response appended by zeros. As a result, can be block diagonalized in the Fourier basis, i.e., with where
This yields the frequency-domain equivalent channel model .
III. CLASS OF FREQUENCY-DOMAIN BLOCK TURBO-EQUALIZERS
A. New Concept Overview
Brute-force MAP joint detection and decoding of the proposed communication model is an intractable issue. The belief propagation (BP) algorithm can be used to perform detection and decoding separately and iteratively in an efficient way [8, Sec. III-A]. Messages related to space-time detection constitute the most computationally demanding task due to the multiple sums over discrete alphabets. In order to decrease the complexity, we propose to split space-time detection into separate stages, i.e., to equalize groups of symbols in vector using the suboptimal MMSE criterion and to optimally detect symbol components within each equalized group using the MAP criterion. Let us partition the symbols in into groups, , where each of them are defined as a set of index couples
. 1 IGI appears as soon as . At any current iteration of the algorithm, we assume that the set of probabilistic messages is available and usable where acts as the a priori probability that the random variable takes realization (delivered at iteration ). Following [8, Sec. III], it is understood that notation stands for probability mass functions (pmfs) defined over the discrete alphabet . At first iteration , probabilistic messages are initialized with uniform pmfs.
Step 1) For a specified group , the IGI equalization starts computing an MMSE estimate of given the observation vector and the set of a priori pmfs (symbol components in are premised uniformly distributed). This (biased) estimate takes the form (4) where is a square matrix of dimension and where is a zero-mean random vector with covariance matrix . Using a Gaussian approximation (GA) on the nontrivial conditional probability density function (pdf) of , the IGI equalization gives the intermediate pmfs (5) defined over the discrete alphabet built as the Cartesian product of the constellations involved in the definition of .
Step 2) Component detection for group computes the pmfs (6) Step 3) Outer decoding is kept unmodified, which is formally expressed as
Each iteration is again concluded by the calculation of the APPs on coded symbols as (8) This three-step iterative procedure gives rise to multiple scheduling options. The reference scheduling is made of one pass of each step, but nothing prevents imagining other types of schedulings.
B. Details of Wiener Filters for IGI Equalization
In the following, all conditioning is done with respect to the pmfs 's. We omit iteration index for the sake of notation simplicity. Given the 's, we can compute the conditional vector mean and the unconditional covariance of each coded symbol . In compliance with the block time-domain communication model, let us introduce the stacked vectors and . Let be the matrix of dimension defined as . The achieving of the (biased) MMSE estimate (4) results from the following canonical decomposition.
Step 1) The stacked observation vector is rendered zeromean by subtracting the mean conditioned to , expressed as (9) The vector models the conditional soft interference affecting group .
Step 2) A biased estimate of the vector is simply given by the output of the -dimensional Wiener filter applied to the zero-mean observation and minimizing the unconditional (i.e., ensemble averaged) mean square error (MSE) [12] , [18, Sec. III-B] (10) in the sense of the stochastic matrix innerproduct . The projection theorem together with the inversion lemma yield the following expression: (11) in which we have introduced the following intermediate matrices: (12) Indeed, assuming infinitely deep space-time interleaving, both time independence and space independence between components in vector hold. As a result, the covariance matrix is diagonal. The output of the Wiener filter is given by (13) Step 3) Since the signal-to-interference plus noise ratio (SINR) per component at the output of the IGI equalizer is invariant by left multiplication by any square constant invertible matrix of dimension , we can rather consider the output (14) of the filter . In (14) , is a zero-mean random vector of residual (ISI+thermal) noise with covariance matrix (15) As already pointed out in few contributions, computing decision statistics and with 's instead of EXT pmfs 's introduces a conditional negative bias in the vector residual (IGI+thermal) noise vector , which tends to cancel the useful signal component in model (4) . Putting themselves in the context of multiuser turbo-detection for CDMA, largesystem limit, and random spreading, Boutros and Caire have rigorously justified the calculation of decision statistics with EXT pmfs by invoking the basic rules governing the BP algorithm [11] , [13] . However, for MIMO systems (with very limited size), we empirically witnessed that better performance (i.e., better conditional interference estimation) is often achieved when all of the information sources at disposal (i.e., including channel observation) are used and that mitigation of the bias effect appears after few iterations (i.e., no oscillatory behavior and faster convergence).
C. Frequency-Domain Implementation
Since and are block-circulant (as a result of the unconditional approximation (10) and the assumption of i.i.d noise vectors ), matrix is also block-circulant, allowing its low-complexity inversion in the frequency domain, i.e., (16) Note that the computation complexity of filter is linear in the space-time code length and cubic in the number of receive antennas . In contrast with the time-domain sliding-window approach [8] , it is insensitive to the channel memory , which constitutes an obvious advantage for very high-data-rate MIMO systems (large ISI span). In addition, the calculation of pmfs (5) for the particular group obviously requires the inversion of (15) of dimension . This additional complexity may not be negligible for large groups. We first note that the matrix , involved in the calculation of is block-circulant and can be block diagonalized in the Fourier basis as (17) Now, it is clear that arbitrarily chosen partitions yield -dependent expressions of matrices and . Conversely, we are interested by well-structured partitions having the nice property to render and -independent, so that only one inversion of (15) is required for all groups. Great attention is given to the so-called natural partition, which is compactly defined as , , for which the matrices and have the same expression
In compliance with the block frequency-domain communication model, the IGI equalization can be implemented by a forward and backward filters (18) The MMSE estimate of is simply extracted from as . Note that, in our formalism, the partition yielding the Wang and Poor's receiver is simply given by where . Each group in the partition involves a single constellation symbol . For this conventional partition, the matrices and are reduced to scalars given by and , respectively, with
. The set of equations (18) still sums up the MMSE ISI equalization and MMSE-based CAI cancellation parts of the turbo-equalizer with in . The MMSE estimate of is, similarly, extracted from as . Many other partitions could be considered, with larger groups of symbols. The choice of the partition should be primarily dictated by the observation of the Gram matrix (or ) and complexity impediments, i.e., highly correlated components should be grouped taking into account the computational feasibility of the subsequent component detection. In that sense, our proposed concept enables to establish a smooth transition between optimal BP and suboptimal conventional MMSE-based block-iterative equalization.
D. Criteria Hybridization
The idea of replacing the Wiener filters by simple matched filters (MFs) during the course of iterations was originally addressed in [4] and [14] . In [14] , an EXIT-chart analysis is conducted to properly characterize the convergence behavior of those hybrid iterative procedures. Such an analysis cannot be trivially enlarged to the case of nonergodic MIMO channels. Fortunately, the observed phenomena do not depend on the particular transmission scenario and provide us design guidelines. Clearly, MF-based IGI equalization fails in early iterations but works well once the quality of the regenerated soft interference is "good enough." To achieve this goal, we suggest the twofold strategy: first, to employ 's instead of EXT pmfs 's to compute the conditional decision statistics and , and second, to introduce a modified scheduling in which several inner iterations are performed between intragroup component detection and outer decoding before reactivating IGI equalization. With such a modified scheduling, the receiver can be viewed as a doubly iterative structure (i.e., made of multiple embedded iterative loops). When the cardinality of the groups is high, the exact calculation of probabilistic messages 's may become computationally heavy, entailing the need to resort to suboptimal reduced-complexity algorithms. Prominent among them is the list-APP sphere decoder (LSD) [15] , whose complexity is less sensitive to the alphabet size . Another reduced-complexity option would consist in switching on MMSE-based intragroup interference cancellation. On this subject, it is worth remembering that, whatever the chosen partition is, MMSE IGI equalization followed by MMSE-based intragroup interference cancellation yields nothing but the turbo-equalizer defined with the conventional partition as long as a natural scheduling is applied [8, Appendix] . However, this result is no longer valid with a modified scheduling.
IV. NUMERICAL RESULTS AND DISCUSSION
Due to space constraints, we restrict ourselves to SU MIMO communication scenarios and put emphasis on the performance of the turbo-equalizer derived with the natural partition and different scheduling/hybridization options. The single user employs a STBICM with the following characteristics: rate-3/4 64-state nonrecursive convolutional code with , 16-QAM modulation (Gray labeling). The block length is ( bits included tail). The cyclic prefix length is equal to the channel memory . Transmission occurs on MIMO channels with EXPonential decreasing taps: on each link , the channel coefficients are i.i.d circularly symmetric complex Gaussian following pdfs with , . The noise vectors are assumed to be circularly symmetric complex Gaussian and spatially uncorrelated, i.e.,
. Space component detection always relies on MAP criterion. One iteration of the reference scheduling comprises one pass of ISI equalization, space component detection, and outer decoding. Five iterations are necessary to converge for all tested turbo-equalizers (i.e., no performance gain is noticed with subsequent iterations). In Fig. 1 , transmission occurs on a quasi-static 2 2 MIMO EXP4 channel. The spectral efficiency is b/c.u. The performance improvement brought by APP-based over EXT-based interference regeneration/subtraction is shown for Nat. MAP and Conv. MMSE turbo-equalizers. At BLER , it reaches 1.5 dB for the Nat. MAP turbo-equalizer and 2.5 dB . This obviously represents the worst case, for we can reasonably expect that the antenna correlation decreases with the distance. The optimal MAP (space) component detector is far too complex. It is practically implemented using the LSD described in [15] . The spherical list is centered on the maximum-likelihood (ML) point instead of the received point. The ML point is computed thanks to an accelerated LSD based on the Schnorr-Euchner enumeration strategy. If not otherwise stated, the LSD origin centered list size is fixed to 10 000 points. The average number of candidates per block and per iteration used to evaluate the 's (with respect to some values in decibels) is reported in Table I . By reference, exhaustive MAP (space) component detection would require the computation of likelihoods. The performance of the Nat. LSD turbo-equalizer is plotted and compared with the performance offered by the Conv. MMSE turbo-equalizer for correlation factors in Fig. 2 . Clearly, the latter is not able to deal with space correlation. Still, Fig. 3 shows that the performance of the Nat. LSD turbo-equalizer moves away from the outage probability as the spatial correlation increases. These results confirm that even this powerful turbo-equalizer faces some difficulties to treat severe antenna correlation. Nonetheless, it is much more efficient for this task than the Conv. MMSE turbo-equalizer. Further simulation results on criteria hybridization can be found in [17] .
V. CONCLUSION
This paper has presented a new class of block turbo-equalizers for single-carrier space-time coded transmission over MIMO broadband wireless channel. The key underlying idea consists in equalizing groups of transmitted symbols and then detecting their individual space-time components in a disjoint and iterative fashion. This functional split naturally induces new design degrees of freedom, i.e., choice of distinct criteria for IGI equalization and intragroup component detection, yielding hybrid structures, multiple iterative loops, and related scheduling variants. Hence, our novel concept comes in a variety of algorithms. For all of them, MMSE equalization certainly occupies a central role (at least for the first iteration) and may be identified as the computational bottleneck. Fortunately, block spread transmission together with cyclic prefix operations make the channel matrix block circulant, thus allowing low complexity inversion in the Fourier domain (under mild conditions carefully specified in the paper). We believe that a full comprehension of the fine dynamics governing the overall iterative process is now necessary to better optimize the performance/complexity tradeoff for a specific transmission scenario. This almost surely goes through the definition of relevant analyzing tools. Density evolution or information geometry constitute promising research avenues in this prospect. The behavior of this class of turbo-equalizers in the presence of intra and intercell interferences is also an interesting future research topic, notably the impact of neglecting the interference time correlation necessary for their efficient frequency domain implementations.
