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La extracción de conocimiento a partir de fuentes 
heterogéneas de información embebida y en 
volúmenes de datos demasiado grandes, como 
podría ser la Web, tradicionalmente ha requerido de 
participación humana en la forma de reglas de 
extracción o bien de ejemplos de entrenamiento 
etiquetados de forma manual. Desde hace mas de 
una becada se han desarrollado una conjunto de 
algoritmos como OIE, TEXT RUNNER, WOE-
parse, WOE-pos, SRL-Lund, SRLUIUC, ReVerb, 
TRIPLEX. OLLIE, entre otros, dedicados a la tarea 
de extracción de conocimiento. En este contexto, 
este proyecto busca desarrollar un proceso capaz de 
integrar diversos algoritmos de extracción de 
conocimiento de forma inteligente, que dado una 
estructura de información inicial como entrada, que 
contienen conocimiento embebido, genere un 
conjunto de piezas de conocimiento (reglas de 
producción, subgrafos de una red semántica, entre 
otros).          
 
Palabras clave: Descubrimiento de Conocimiento, 
Extracción de Conocimiento, Algoritmos de Extrac-
ción de Conocimiento. 
 
CONTEXTO 
El proyecto: [a] inicia una línea de trabajo en el 
campo de extracción de conocimiento a partir de 
fuentes heterogéneas de información embebida 
dentro del campo de la Informática; [b] articula la 
Línea de Investigación Prioritaria “3. Desarrollos 
Informáticos” del Instituto de Economía, 
Producción y Trabajo, aprobada por Resolución 
Consejo Superior UNLa N° 113/14, promoviendo la 
mejora de los sistemas productivos, en particular los 
utilizados en la producción de tecnologías 
especiales; y [c] responde a los lineamientos 
estratégicos de la CADENA DE VALOR DEL 
SOFTWARE Y SERVICIOS INFORMÁTICOS 
que establece el Plan Industrial 2020 del Ministerio 
Industria [MI, 2014], promoviendo la mejora del 
sistema productivo de la industria del Software con 
foco en sistemas software especiales. 
 
INTRODUCCIÓN 
El desafío de la extracción de conocimientos 
comienza a fines de la década de 1970 como es 
señalado en [Cowie & Lehnert, 1996]. Más tarde en 
los años 90 la investigación fue alentada y 
financiada por la Agencia de Proyectos Avanzados 
de Defensa (DARPA) [Konstantinova, 2014]. 
Los métodos de extracción de conocimiento 
comenzaron trabajando en la detección y 
clasificación de nombres propios, utilizando como 
entrada fuentes de conocimiento embebido, como 
son las fuentes de información no estructurada, este 
tipo de extracción de conocimiento es llamado 
Reconocimiento de Nombres de Entidades (NER 
según sus siglas en inglés). En general estos 
sistemas de extracción de conocimiento buscan 
nombres de personas, compañías, organizaciones y 
lugares geográficos [Konstantinova, 2014]. El 
siguiente paso que dieron los métodos de extracción 
de conocimiento fue el de resolver correferencias y 
el de extraer relaciones entre nombres de entidades 
[Jurafsky & Martin , 2009].  
Hacía fines de la década de 2000 los métodos de 
extracción de conocimiento se habían diversificado 
y especializado. En [Jurafsky & Martin , 2009] se 
reconocen distintos tipos de piezas de conocimiento 
susceptibles de ser extraídas: nombres de entidades, 
expresiones temporales, valores numéricos, 
relaciones entre entidades y expresiones previa-
mente identificadas, eventos , entre otras. 
La extracción de conocimiento tradicionalmente ha 
requerido de participación humana en la forma de 
reglas de extracción o bien de ejemplos de 
entrenamiento etiquetados de forma manual. En 
particular para los casos de extracción de relaciones 
entre entidades, es el usuario quien debe 
explícitamente, especificar cada relación que le 
interese, tarea ardua, sobre todo cuando se trabaja 
con fuentes de información embebida heterogéneas 
y con volúmenes de datos demasiado grandes, como 
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podría ser la Web. Debido a ello en general los 
sistemas de extracción de conocimiento fueron 
utilizados sobre fuentes de información embebida 
más bien pequeñas y homogéneas [Banko et al., 
2007].  
En el año 2007 Michele Banko introduce un nuevo 
concepto en materia de extracción de conocimiento, 
al que llama en inglés: Open IE (OIE). Se trata de 
un paradigma de extracción de conocimiento en 
donde un sistema informático realiza una sola 
pasada sobre el total de las fuentes de conocimiento 
embebido dadas como entrada y extrae un gran 
conjunto de tuplas relacionales sin requerir ningún 
tipo de participación humana. En el mismo trabajo 
Banko presenta un método llamado TEXT 
RUNNER, el cual es el primer método que trabaja 
dentro de este nuevo paradigma [Banko et al., 
2007]. 
A partir de este trabajo se propusieron otros 
métodos de extracción de conocimiento bajo el 
paradigma que Banko llamó Open IE. En [Wu & 
Weld, 2010] se propusieron dos métodos WOE-
parse y WOE-pos, el primero WOE-parse utiliza un 
enfoque ligeramente distinto, utiliza un árbol de 
dependencias, realizando un análisis sintáctico en 
cada oración, para extraer las relaciones. Y si bien 
logra un mayor número de extracciones que TEXT 
RUNNER (1.42 tuplas por oración frente a 0.75) es 
30 veces más lento que su predecesor. WOE-pos por 
el contrario es igual de rápido que TEXT RUNNER 
y ligeramente mejor (1.05 tuplas extraídas por 
oración). Si bien WOE-parse y WOE-pos, son 
métodos de propósito general su base de 
entrenamiento fue Wikipedia. 
En [Mesquita et al., 2010] se presentó un método de 
extracción de conocimiento llamado SONEX 
pensado para extraer relaciones de redes sociales y 
de la blogosfera. 
En [Christensen et al., 2011] se presentó un nuevo 
enfoque bajo las mismas consignas de extracción de 
conocimiento planteadas por Banko, se buscó 
utilizar la técnica de etiquetamiento secuencial, 
basado en la función semántica (en inglés Semantic 
Role Labeling) para la extracción de relaciones 
entre entidades. Se crearon don métodos nuevos 
SRL-Lund y SRL-UIUC, se los comparó con TEXT 
RUNNER en dos conjuntos de fuentes de 
conocimiento embebido, uno pequeño y otro grande. 
Ambos demostraron ser más precisos que TEXT 
RUNNER, SRL-Lund obtuvo una precisión de 0.7 y 
una medida F1 de 0.59 , SRL-UIUC obtuvo una 
precisión de 0.63  y una medida F1 de 0.68 mientras 
que TEXT RUNNER obtuvo una precisión de 0.55 
y una medida F1 de 0.35. Sin embargo, al trabajar 
con el conjunto más grande de datos de entrada, 
TEXT RUNNER demostró tener una ventaja 
adicional, era 20 veces más rápido que SRL-LUND 
y 500 veces más rápido que SRL-UIUC. 
Ese mismo año, en  [Fader et al., 2011] se propone 
un nuevo método de extracción de conocimiento 
que logra un área bajo la curva ROC mayor que 
WOE-parse, WOE-pos y que TEXT RUNNER, se 
trata de ReVerb. ReVerb fue puesto a prueba 
utilizando un conjunto de conocimiento embebido 
que constaba de 500 millones de sentencias web, 
demostró ser más rápido incluso que TEXT 
RUNNER. En un subconjunto de 100 000 
sentencias se obtuvieron los siguientes tiempos: 
WOE-parse tardó 11 horas, WOE-pos y TEXT 
RUNNER tardaron 21 minutos cada uno y ReVerb 
16 minutos. La mejora introducida por Fader constó 
en agregar restricciones a TEXT RUNNER y 
centrarlo en la extracción de relaciones basadas en 
verbos. 
La restricción de ReVerb no le permite encontrar 
relaciones basadas en otro tipo de palabras, de 
categorías gramaticales, que no sean verbos, es por 
eso que algunos autores han propuesto diversos 
métodos para extraer relaciones basadas en otro tipo 
de categorías gramaticales, en particular sustantivos, 
es el caso de [Schmitz & Soderland, 2012] con 
OLLIE, de [Yahya et al., 2014] con ReNoun y el de 
[Mirrezaei et al., 2015] con TRIPLEX. OLLIE fue 
planteado directamente como una mejora a ReVerb, 
siendo su objetivo encontrar relaciones basadas no 
solo en verbos, sino también en sustantivos y 
adjetivos. Además plantea la posibilidad de hacer un 
análisis del contexto para encontrar relaciones no 
explicitas. OLLIE logró obtener 2.7 veces más área 
sobre la curva ROC que ReVerb y 1.9 veces más 
área bajo la curva ROC que WOE-parse, además 
OLLIE encontró 4.4 veces más extracciones 
correctas que ReVerb y 4.8 veces más que WOE-
parse [Schmitz & Soderland, 2012]. El enfoque de 
TRIPLEX es ligeramente distinto ya que funciona 
como un complemento a ReVerb o a OLLIE, en el 
estudio realizado en [Mirrezaei et al., 2015], 
TRIPLEX por sí solo no logra superar a OLLIE (se 
comparó utilizando la medida F1 en este caso) y es 
el uso conjunto de OLLIE más TRIPLEX el que 
arroja un mejor resultado, aunque no muy lejano al 
que arroja OLLIE solo. 
Para concluir  en el trabajo de [Del Corro & 
Gemulla, 2013] se presenta un nuevo método de 
extracción de conocimiento llamado ClauseIE 
(respetando el paradigma propuesto por Banko); en 
dicho trabajo ClauseIE es comparado contra 
ReVerb, OLLIE, TEXT RUNNER y WOE 
utilizando distintas fuentes de conocimiento 
embebido:  500 oraciones extraídas del conjunto de 
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datos de prueba utilizado con ReVerb en [Fader et 
al., 2011], 200 oraciones aleatorias extraídas de 
Wikipedia y 200 oraciones aleatorias extraídas del 
New York Times. El resultado en todos los casos 
fue favorable a ClauseIE quien obtuvo una mejor 
precisión que los demás métodos. 
 
CONVENCIONES, PREGUNTAS PROBLEMA, 
HIPÓTESIS Y OBJETIVOS GENERALES Y 
ESPECÍFICOS 
Convenciones 
Término: “pieza de conocimiento” 
Estructura de información a la que se le puede 
asignar un significado y que tiene la propiedad de 
ser automáticamente manipulable en procesos de 
razonamiento automático. Podría ser una regla de 
producción o un subgrafo en una red semántica 
[García-Martínez & Britos, 2004; Gómez et al., 
1997]. Dicha estructura representa por lo general 
relaciones entre conceptos. 
Término: “conocimiento embebido” 
Conocimiento disponible en estructuras de 
información entendible por el ser humano pero no 
por un sistema informático [García-Martínez & 
Britos, 2004; Gómez et al., 1997]. Un ejemplo de 
esta clase de conocimiento es el que se encuentra 
embebido en expresiones del lenguaje natural.  
Término: “extracción de conocimiento” 
Es el proceso que hace explicito el conocimiento 
embebido en una estructura de información. Este 
proceso no requiere especificar las relaciones dentro 
de las piezas de conocimiento, eventualmente 
descubre relaciones mientras hace una sola pasada 
por las estructuras de información que tienen el 
conocimiento embebido [Banko et al., 2007].  Si se 
piensa a la extracción de conocimiento como una 
transformación algebraica podría plantearse: 
extracción_de_conocimiento (estructuras_de_información) = piezas_de_conocimiento. 
 
Preguntas Problema: 
¿Es posible crear procesos capaces de integrar 
diversos métodos de extracción de conocimiento de 
forma inteligente, teniendo en cuenta las fortalezas y 
debilidades de cada uno a partir un un conjunto de 
estructuras de información de dado?  
Hipótesis: 
Hipótesis I: 
Existen diversos y efectivos métodos de extracción 
de conocimiento en forma de subgrafos. Desde el 
año 2007 se han propuesto, entre otros: TextRunner 
[Banko et al., 2007], WOE-parse y WOE-pos [Wu 
& Weld, 2010], ReVerb [Fader, 2011], OLLIE 
[Schmitz & Soderland, 2012], TRIPLEX [Mirrezaei 
et al., 2015]. Si bien recientemente se han publicado 
estudios que formulan algunas comparaciones [Del 
Corro & Gemulla, 2013], no existen estudios 
comparativos exhaustivos de la calidad de las piezas 
de conocimiento extraídas por los distintos métodos 
que refiere la literatura. 
Hipótesis II: 
Los métodos de extracción de conocimiento están 
pensados para trabajar con grandes estructuras de 
información bajo el supuesto de que la calidad de 
las piezas de conocimiento obtenidas son 
independientes del dominio. Sin embargo hay 
indicios experimentales [Schmitz & Soderland, 
2012; Mirrezaei et al., 2015] de que esta 
independencia no es tal [Lopez-Nocera, 2012]. 
Hipótesis III: 
En trabajos de investigación recientes [Del Corro & 
Gemulla, 2013; Mirrezaei et al. 2015], se plantea la 
posibilidad de combinar métodos para obtener una 
sinergia entre los mismos que redunde en una mayor 
calidad de las piezas de conocimiento obtenidas. Sin 
embargo no hay estudios comparativos sobre 
integración de métodos de extracción de 
conocimiento en general. 
Objetivo General:  
El objetivo de este proyecto es construir una familia 
de métodos de extracción de conocimiento tal que 
dado una estructura de información inicial como 
entrada, que contienen conocimiento embebido, 
genere un conjunto de piezas de conocimiento 
(reglas de producción,  subgrafos de una red 
semántica, entre otros). 
Objetivos Específicos: 
Objetivo específico vinculado a la Hipótesis I 
(OE1):  
Realizar una comparación entre los distintos 
métodos de extracción de conocimiento relevados 
en la literatura, indicando, para diversas estructuras 
de información, la calidad y los tiempos de 
ejecución asociados a cada uno. 
Objetivo específico vinculado a la Hipótesis II 
(OE2):  
Identificar fortalezas y debilidades en los diversos 
métodos evaluados en OE1 con el fin de detectar las 
condiciones particulares bajo las cuales es 
conveniente utilizar un método por sobre otro. 
Objetivo específico vinculado a la Hipótesis III 
(OE3):  
Desarrollar una familia de métodos integrados de 
extracción de conocimiento que exhiban un mejor 
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comportamiento que los métodos individuales 
integrados. 
 
METODOLOGÍA DE TRABAJO 
Para construir el conocimiento asociado al presente 
proyecto de investigación, se seguirá un enfoque de 
investigación clásico [Riveros y Rosas, 1985; 
Creswell, 2002] con énfasis en la producción de 
tecnologías [Sábato y Mackenzie, 1982]; 
identificando métodos, materiales y abordaje 




Las revisiones sistemáticas [Argimón, 2004] de 
artículos científicos siguen un método explícito para 
resumir la información sobre determinado tema o 
problema. Se diferencia de las revisiones narrativas 
en que provienen de una pregunta estructurada y de 
un protocolo previamente realizado. 
Prototipado Evolutivo Experimental (Método de la 
Ingeniería): 
El prototipado evolutivo experimental [Basili, 1993] 
consiste en desarrollar una solución inicial para un 
determinado problema, generando su refinamiento 
de manera evolutiva por prueba de aplicación de 
dicha solución a casos de estudio (problemáticas) de 
complejidad creciente. El proceso de refinamiento 
concluye al estabilizarse el prototipo en evolución.  
Materiales: 
Para el desarrollo de los formalismos y procesos 
propuestos se utilizarán: 
? Formalismos de modelado conceptual usuales en la 
Ingeniería de Software [Rumbaugh et al., 1999; 
Jacobson et al., 2013] y en la Ingeniería del 
Conocimiento [García-Martínez y Britos, 2004]. 
? Modelos de Proceso usuales en Ingeniería de 
Software [IEEE, 1997; ANSI/IEEE, 2007; Oktaba 
et al., 2007]. 
Abordaje Metodológico: 
Para el desarrollo de esta propuesta técnica se han 
previsto utilizar las siguientes metodologías de 
investigación y desarrollo: 
Para el Objetivo OE1 se propone: (i) realizar una 
investigación documental exploratoria buscando 
identificar los métodos de extracción de 
conocimiento en la literatura reciente; (ii) en base a 
los resultados del punto precedente identificar las 
distintas estructuras de información utilizadas para 
la evaluación de los distintos métodos; (iii) 
implementar los métodos relevados y ejecutarlos en 
las estructuras de información características 
identificadas; (iv) utilizar la metodología propuesta 
en [Bronzi et al., 2012] para la cuantificación de la 
calidad de los distintos métodos. 
Para el Objetivo OE2 se propone: (i) realizar una 
investigación documental exploratoria buscando 
identificar diferencias en la calidad de las piezas de 
conocimiento obtenidas por los diversos métodos; 
(ii) reproducir los experimentos que evidencian las 
diferencias observadas; (iii) identificar las causas de 
las diferencias observadas; (iv) identificar que otros 
métodos son afectados por las mismas causas; (v) 
proponer nuevos experimentos basados en las 
características intrínsecas de los métodos de 
extracción de conocimiento relevados; (vi) 
identificar nuevas causas que evidencien diferencias 
entre los algoritmos; (vii) repetir los puntos 
anteriores hasta que se tenga un conjunto razonable 
de causas o situaciones que evidencien   
Para el Objetivo OE3 se propone: (i) realizar una 
investigación documental exploratoria buscando 
identificar que métodos de extracción de 
conocimiento han sido integrados o utilizados de 
forma conjunta para mejorar la calidad de las piezas 
extraídas; (ii) identificar que otros métodos podrían 
ser integrados para ampliar la calidad o bien la 
cantidad de las piezas extraídas; (iii) identificar las 
circunstancias puntuales bajo las cuales la 
integración de métodos logra extraer más piezas de 
conocimiento o de mejor calidad que otro grupo de 
métodos integrados; (iv) desarrollar por el método 
de prototipado evolutivo un proceso automatizable, 
que bajo los supuestos anteriores, integre diversos 
métodos de extracción de conocimiento intentando 
maximizar la calidad y los tiempos totales según las 
necesidades del usuario.  
 
RESULTADOS OBTENIDOS/ESPERADOS 
El proyecto prevé formular aportaciones concep-
tuales en el área de métodos de descubrimiento de 
conocimiento en web. Contar con herramientas de 
este tipo permite explorar aplicaciones web en 
metabuscadores y en dispositivos adaptativos de 
explotación de información. 
 
FORMACIÓN DE RECURSOS HUMANOS 
El grupo de trabajo se encuentra formado por dos 
investigadores formados, dos investigadores en 
formación, y un asesor en metodología de la 
investigación. En su marco se desarrollan una Tesis 
de Doctorado en Ciencias Informáticas y una Tesis 
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