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Abstract
We construct Baxter operators as generalized transfer matrices being traces of products of generic
Rmatrices. The latter are shown to factorize into simpler operators allowing for explicit expressions
in terms of functions of a Weyl pair of basic operators. These explicit expressions are the basis for
explicit expression for Baxter Q-operators and for investigating their properties.
1 Introduction
We consider a periodic chain with integrable dynamics carrying generic representations ℓi of the
q-deformed sl(2) algebra on their sites, i = 1, ..., N . The considered infinite-dimensional represen-
tations of lowest weight type are realized in the space of polynomials.
Chains with infinite-dimensional representations on their sites play a role in the investigation
of gauge field theories, in the high energy limit of scattering [1, 2] and in the renormalization
of composite operators [3]. In these applications the polynomials can appear as wave functions,
where the variable is Fourier conjugated to the parton light-cone momentum or as the expression
of the particular structure of multiplicatively renormalized composite operators where the variable
is the light-cone position of the field operators. Motivated by these applications the methods of
integrable chains have been reformulated and developed in a number of papers.
The conserved charges of the integrable chain can be obtained by expansion of the transfer
matrix t(u) or equally well of a operator Q(u, ℓ0) being the natural generalization of the transfer
matrix, t(u + 12 ) = Q(u, ℓ0 = −
1
2 ), and obeying a Baxter relation with the transfer matrix (to be
formulated below).
The concept of Q-operator was introduced by Baxter in analyzing the eight-vertex model [4].
Using the universal R-matrix for the Uq(sˆℓ2) affine algebra the Q-operator for quantum KdV
model was constructed in [5]. The general algebraic scheme how to derive the algebraic relations
between different objects of the Quantum Inverse Scattering Method was formulated in the paper
of A.Antonov and B.Feigin [6]. The Baxter Q-operators have been constructed for different models
in the papers [7, 8, 9, 10, 11, 12, 20, 21, 22]. The Q operators for spin 12 XXZ chains have been
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studied in [23] emphasizing the loop algebra representation theory and the case of q being a root
of unity. Chains with q-deformed principal series representations of SL(2,R) are studied in [24].
The idea of constructing Q-operators as generalized transfer matrices from R-operators acting
in general representations is due to Sklyanin [13, 14] and the first explicit construction with this
idea appeared in [15].
A factorization of the R matrix, acting on the tensor product of generic representations of the
algebra sℓ(2), has been established in [25] by considering the action of R in the RLL relation as
the interchanging of representation and spectral parameter in the Lax matrices and decomposing
this action into two steps. The defining relation, simplified for the factors R±, has been solved
in terms of functions of the Heisenberg operator pair x, ∂. Then this explicit operator solution
allows the explicit construction of Baxter operators [26]. Probably the first example of such
factorization of R-matrix and Baxter’s Q-operator has been obtained in the context of the chiral
Potts model [16, 17, 18].
In the present paper the analogous factorization of the Yang-BaxterRmatrix is performed in the
q-deformed sl(2) symmetric (XXZ) case. The R-operator for generic representations is represented
in terms of functions of a Weyl pair of basic operators and Baxter operators are constructed.
Previously in [27] the Yang-BaxterR matrix acting on generic representations of the q-deformed
sl(2) has been represented in explicite spectral and integral forms. Similar to the classical papers
by Jimbo [19] the defining RLL relation has been written equivalently in terms of the intertwining
relation of the Drinfeld co-product type. This equivalent intertwining form of the defining relations
will be the starting point of deriving the operator solutions for the factors R± of the generic Yang-
Baxter R matrix.
Also in [27] polynomial eigenfunctions of the R matrix are given explicitly. A generalization of
these functions build the integral kernel of R. The functions appearing in the operator solution
obtained in the present paper are closely related to the polynomial eigenfunctions of R. With
particular substitutions of their parameters these polynomials serve also as eigenfunctions of the
factors R±.
Using the explicit operator results about R matrices and their factors R± we construct gen-
eralized transfer matrices and proof that they are Baxter operators, i.e. obey Baxter relations in
products with the ordinary transfer matrix. We consider closed chains in general and then discuss
specific features appearing in the important special case of homogeneous closed chains.
2 The quantum algebra Uq(sℓ2) and the general R-matrix
The quantum algebra Uq(sℓ2) has three generators S , S± with commutation relations
[S,S±] = ±S± , [S+,S−] = [2S]q
where
[x]q ≡
qx − q−x
q − q−1
is the standard definition of q-numbers.
We shall use the representation Vℓ of Uq(sℓ2) in the infinite-dimensional space C[z] of polyno-
mials in the variable z with the standard monomial basis
{
zk
}∞
k=0
and lowest weight vector v0 = 1.
The action of generators in Vℓ is given by the first-order differential operators:
S = z∂ + ℓ , S− = −
1
z
· [z∂]q , S+ = z · [z∂ + 2ℓ]q (2.1)
The Lax-operator has the form [28, 29, 27]
L(u) ≡
(
[u+ S]q S−
S+ [u− S]q
)
=
(
[u+ ℓ+ z∂]q −
1
z
· [z∂]q
z · [2ℓ+ z∂]q [u− ℓ− z∂]q
)
2
The Lax operator acts in the space C[z] ⊗C
2
and, despite the compact notation, L(u) depends
actually on two parameters: spin ℓ and spectral parameter u. We shall use the parametrization
u+ ≡ u+ ℓ, u− ≡ u− ℓ and display all parameters explicitly:
L(u+, u−) ≡
(
[u+ + z∂]q S−
z · [u+ − u− + z∂]q [u− − z∂]q
)
except for the generator S− because S− = −
1
z
· [z∂]q does not depend on parameters u+ and u−.
There exists a very useful factorized representation for the L-operator [30]
L(u+, u−) =
1
q − q−1
·
(
1 1
zq−u− zqu−
) (
qz∂ 0
0 q−z∂
) (
qu+ − q
z
−q−u+ 1
qz
)
(2.2)
The defining system of equations for the R-operator has the form
R12(u− v) · L1(u+, u−)L2(v+, v−) = L2(v+, v−)L1(u+, u−) ·R12(u − v). (2.3)
It is useful to extract the operator of permutation P12
P12Ψ(z1, z2) = Ψ(z2, z1) ; Ψ(z1, z2) ∈ C[z1, z2]
from the R-operator R12(u− v) = P12Rˇ12(u+, u−|v+, v−) and write the defining equation for the
Rˇ-operator (the check form of YB relation)
Rˇ12(u+, u−|v+, v−)L1(u+, u−)L2(v+, v−) = L1(v+, v−)L2(u+, u−)Rˇ12(u+, u−|v+, v−). (2.4)
Proposition 1 The defining system of equations (2.4) for the operator Rˇ12 is equivalent to the
following system of equations [19, 27, 29]
Rˇ12 · q
z1∂1+z2∂2 = qz1∂1+z2∂2 · Rˇ12 (2.5)
Rˇ12 ·
(
S−1 · q
±(v−−z2∂2) + S−2 · q
±(u++z1∂1)
)
=
(
S−1 · q
±(u−−z2∂2) + S−2 · q
±(v++z1∂1)
)
· Rˇ12 (2.6)
Rˇ12 ·
(
z1 · [z1∂1 + u+ − u−]q · q
±(v++z2∂2) + z2 · [z2∂2 + v+ − v−]q · q
±(u−−z1∂1)
)
=
=
(
z1 · [z1∂1 + v+ − v−]q · q
±(u++z2∂2) + z2 · [z2∂2 + u+ − u−]q · q
±(v−−z1∂1)
)
· Rˇ12 (2.7)
We shall extensively use the following reduction to indicate a simple way how to derive the equa-
tions (2.5)-(2.7). Let us do the shift u+ → u++λ , u− → u−+λ , v+ → v++λ , v− → v−+λ in
the defining equation. The R-operator is invariant under this shift and the L-operators transform
in a simple way
L1(u++λ, u−+λ) =
(
0 S−1
z1 · [z1∂1 + u+ − u−]q 0
)
+
qλ
q − q−1
·
(
qu++z1∂1 0
0 qu−−z1∂1
)
+{q 7→ q−1}
L2(v++λ, v−+λ) =
(
0 S−2
z2 · [z2∂2 + v+ − v−]q 0
)
+
qλ
q − q−1
·
(
qv++z2∂2 0
0 qv−−z2∂2
)
+{q 7→ q−1}
where the term {q 7→ q−1} is obtained from the second term by the substitution q 7→ q−1 so that
it is proportional to q−λ. We obtain three sets of equations as the consequence of the defining
equation. Matching coefficients in front of q2λ and q−2λ we obtain the equation (2.5). Matching
coefficients in front of qλ we derive (2.6) and (2.7) with sign plus and matching coefficients in front
of q−λ we obtain the same equations (q 7→ q−1) with sign minus. It is possible to show that the
system of equations (2.5)-(2.7) is equivalent to the initial defining system [19, 27, 29].
The general R-matrix can be represented as the product of the simple building blocks denoted
by R±. The main idea is very simple. The operator Rˇ12 interchanges simultaneously u+ with v+
and u− with v− in the product of two Lax-operators
Rˇ12(u+, u−|v+, v−)L1(u+, u−)L2(v+, v−) = L1(v+, v−)L2(u+, u−)Rˇ12(u+, u−|v+, v−). (2.8)
Let us perform this operation in two steps. In the first step we interchange the parameters u−
with v− only. The parameters u+ and v+ remain the same. In this way one obtains the natural
defining equation for the operator R−. In the case when u− = v− = v there is no interchange of
parameters so that it is natural to expect that the operator R−12(u+, u−|v−) is reduced to the unit
operator R−12(u+, v|v) = 1l.
Proposition 2 There exists the operator R−12 which is the solution of the defining equations
R−12L1(u+, u−)L2(v+, v−) = L1(u+, v−)L2(v+, u−)R
−
12 (2.9)
R−12 = R
−
12(u+, u−|v−) ; R
−
12(u+, u−|v−) = R
−
12(u+ + λ, u− + λ|v− + λ)
The defining system (2.9) is equivalent to the system
R−12 · q
z1∂1+z2∂2 = qz1∂1+z2∂2 · R−12 ; R
−
12 · z2 = z2 · R
−
12 (2.10)
R−12 ·
(
S−1 · q
±(v−−z2∂2) + S−2 · q
±(u++z1∂1)
)
=
(
S−1 · q
±(u−−z2∂2) + S−2 · q
±(u++z1∂1)
)
· R−12 (2.11)
R−12 ·
(
z1 · [z1∂1 + u+ − u−]q · q
±(v++z2∂2) + z2 · [z2∂2 + v+ − v−]q · q
±(u−−z1∂1)
)
=
=
(
z1 · [z1∂1 + u+ − v−]q · q
±(v++z2∂2) + z2 · [z2∂2 + v+ − u−]q · q
±(v−−z1∂1)
)
· R−12 (2.12)
These conditions fix the operator R−12 up to overall normalization constant.Fixing the normalization
in a such way that R−12 : 1 7→ 1 we obtain
R−12(u+, u−|v−) =
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
·eq2
(
qu−−u++2u12
)
·v
v
−
−u
−
2
1 ·
eq2
(
q2u+−2v−v1
)
eq2 (q2u+−2u−v1)
·e−1
q2
(
qv−−u++2u12
)
(2.13)
where we use the operators forming a Weyl pair
u12 ≡
z2
z1
[
1− q−2z1∂1
]
, v1 ≡ q
2z1∂1 ; u12 · v1 = q
2 · v1 · u12 (2.14)
We use the standard q-exponential function eq(x) [31, 32, 33, 34, 35]. The definition and useful
formulae with the function eq(x) are collected in Appendix.
In the second step we interchange u+ with v+ but the parameters u− and v− remain the
same.The defining equation for the operator R+ is
R+12 · L1(u+, u−)L2(v+, v−) = L1(v+, u−)L2(u+, v−) · R
+
12 ; R
+
12 = R
+
12(u+|v+, v−).
In the case when u+ = v+ = u there should be the similar degeneracy R
+
12(u|u, v−) = 1l.
Proposition 3 There exists the operator R+12 which is the solution of the defining equations
R+12L1(u+, u−)L2(v+, v−) = L1(v+, u−)L2(u+, v−)R
+
12 (2.15)
R+12 = R
+
12(u+|v+, v−) ; R
+
12(u+|v+, v−) = R
+
12(u+ + λ|v+ + λ, v− + λ)
The defining system (2.15) is equivalent to the system
R+12 · q
z1∂1+z2∂2 = qz1∂1+z2∂2 · R+12 ; R
+
12 · z1 = z1 · R
+
12 (2.16)
R+12 ·
(
S−1 · q
±(v−−z2∂2) + S−2 · q
±(u++z1∂1)
)
=
(
S−1 · q
±(v−−z2∂2) + S−2 · q
±(v++z1∂1)
)
· R+12 (2.17)
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R+12 ·
(
z1 · [z1∂1 + u+ − u−]q · q
±(v++z2∂2) + z2 · [z2∂2 + v+ − v−]q · q
±(u−−z1∂1)
)
=
=
(
z1 · [z1∂1 + v+ − u−]q · q
±(u++z2∂2) + z2 · [z2∂2 + u+ − v−]q · q
±(u−−z1∂1)
)
· R+12 (2.18)
These conditions fix the operator R+12 up to overall normalization constant.Fixing the normalization
in a such way that R+12 : 1 7→ 1 we obtain
R+12(u+|v+, v−) =
eq2
(
q2v+−2v−
)
eq2 (q2u+−2v−)
·eq2
(
qv−−v++2u21
)
·v
v+−u+
2
2 ·
eq2
(
q2u+−2v−v2
)
eq2 (q2v+−2v−v2)
·e−1
q2
(
q2+v−−u+u21
)
(2.19)
Note that the defining equations for the operator R+12 can be obtained from the defining equa-
tions for the operator R−12 by simple change
z1 ↔ z2 , u− ↔ −v+ , u+ ↔ −v−
so that the pair of plus-equations transforms to the pair minus-equations and vice versa. The
second Weyl pair is
u21 ≡
z1
z2
[
1− q−2z2∂2
]
, v2 ≡ q
2z2∂2 ; u21 · v2 = q
2 · v2 · u21 (2.20)
Proposition 4 The operator Rˇ can be factorized in the following way
Rˇ12(u+, u−|v+, v−) = R
+
12(u+|v+, u−)R
−
12(u+, u−|v−) = R
−
12(v+, u−|v−)R
+
12(u+|v+, v−) (2.21)
The factorization of the Rˇ-operator can be proven using simple pictures. The operator Rˇ
interchanges all parameters in the product of two L-operators. The operator R− interchanges the
parameters u− and v− only and the operator R+ interchanges the parameters u+ and v+. Using
the operator R+R− it is possible to interchange parameters u+, v+ and u−, v− in two steps so that
we obtain the first equality in (2.21) as the condition of commutativity for the diagram
 
 
  ✒R−12(u+, u−|v−)
❅
❅
❅❅❘
R+12(u+|v+, u−)
L1(u+, u−)L2(v+, v−)
L1(u+, v−)L2(v+, u−)
L1(v+, v−)L2(u+, u−)
Rˇ12(u+, u−|v+, v−)
✲
It is possible to exchange the parameters in the opposite order and derive in a such way the
second equality in (2.21).
By definition R−12 acts on the list of parameters involved its defining RLL relation (2.9) as
(u+, u−, v+, v−)→ (u+, v−, v+, u−) (2.22)
which is equivalent to the following change in terms of original spectral and representation param-
eters,
[u, ℓ1, v, ℓ2]→ [u− ξ, ℓ1 + ξ, v + ξ, ℓ2 − ξ], ξ =
u− − v−
2
. (2.23)
On the other hand, as it was discussed in the proof above, this defining relation allows for an extra
shift of v+ by µ: v+ → v+ + µ beyond the global shift of u±, v±. The µ-translation symmetry is
equivalent to the commutativity R−12z2 = z2R
−
12. Choosing now the particular shift µ = u+ − v+,
the parameter changing action (2.22) becomes instead
(u+, u−, u+, v−)→ (u+, v−, u+, u−) (2.24)
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The RLL relation with these parameters in the Lax matrices is just the one for the full Rˇ opera-
tor (2.8) and this confirms just that
R−12(u+, u−|v−) = Rˇ12(u+, u−, u+, v−) (2.25)
and shows also that the known eigenvalue relations for Rˇ12 imply the eigenvalue relations for R
−
12.
The former are [27]
Rˇℓ1,ℓ2(u− v) ϕn
(
z1, z2; ℓ1 +
u− v
2
, ℓ2 +
u− v
2
)
=
= ρ(n;u− v, ℓ1, ℓ2) ϕn
(
z1, z2; ℓ2 −
u− v
2
, ℓ1 −
u− v
2
)
(2.26)
with the eigenfunctions
ϕn(z1, z2; ℓ1, ℓ2) =
n∏
k=1
(
qℓ1+k−1 z1 − q
−ℓ2−k+1 z2
)
= (−z2)
nq−nℓ2−
n(n−1)
2 · φn
(
z1
z2
|ℓ1 + ℓ2
)
(2.27)
φn
(
z1
z2
|ℓ1 + ℓ2
)
≡
(
z1
z2
qℓ1+ℓ2 ; q2
)
n
=
eq2
(
z1
z2
qℓ1+ℓ2+2n
)
eq2
(
z1
z2
qℓ1+ℓ2
)
and the eigenvalues
ρ(n;u− v, ℓ1, ℓ2) =
n∏
k=1
[u− v + ℓ1 + ℓ2 + k − 1]q
[v − u+ ℓ1 + ℓ2 + k − 1]q
. (2.28)
Let us rewrite these eigenvalue relations in terms of parameters u± and v±
Rˇ12(u+, u−, v+, v−)(−z2)
nφn
(
z1
z2
|u+ − v−
)
= qn(u−−v−)
n∏
k=1
[u+ − v− + k − 1]q
[v+ − u− + k − 1]q
·(−z2)
nφn
(
z1
z2
|v+ − u−
)
Next we put v+ = u+ and use the commutativity R
−
12z2 = z2R
−
12 to cancel the factor (−z2)
n.
Proposition 5 The following generalized eigenvalue relations hold with the Yang-Baxter factor
R−12
R−12(u+, u−|v−)φn
(
z1
z2
|u+ − v−
)
= qn(u−−v−)
n∏
k=1
[u+ − v− + k − 1]q
[u+ − u− + k − 1]q
·φn
(
z1
z2
|u+ − u−
)
(2.29)
Now we are going to the proof of the Proposition 2. The defining system of equations (2.9)
for the R−-operator can be reduced to the simpler system of equations (2.10)-(2.12) similar the
reduction for the Rˇ12-operator. Let us make the shift u+ → u+ + λ , u− → u− + λ , v+ →
v+ + λ+ µ , v− → v− + λ in the defining equation (2.9).
There is one difference to the derivation in the case of operator Rˇ12: the shift of parameter v+ is
independent and due to the arbitrariness of µ we obtain the additional condition of commutativity
R−12 ·z2 = z2 ·R
−
12. It remains to solve the defining system of plus-equations (2.10)-(2.12) and derive
the explicit expression for the operator R−12. Using the commutation relations R
−
12z2 = z2R
−
12 and
R−12q
z1∂1+z2∂2 = qz1∂1+z2∂2R−12 it is possible to transform these two equations to the form
R−12 ·
(
1− qv−−u+
z2
z1
[
1− q−2z1∂1
])
· q2z1∂1 =
(
1− qu−−u+
z2
z1
[
1− q−2z1∂1
])
· q2z1∂1 · R−12 (2.30)
R−12 ·
(
z1
[
qu+−u− − qu−−u+−2z1∂1
]
+ z2q
u−−v−−2z1∂1
)
=
=
(
z1
[
qu+−v− − qv−−u+−2z1∂1
]
+ z2q
v−−u−−2z1∂1
)
· R−12 (2.31)
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Let us begin with the first equation and rewrite it in the compact form
R−12 ·
(
1− qv−−u+u
)
· v =
(
1− qu−−u+u
)
· v · R−12
We use notation (2.14) suppressing the subscripts at u12, v1 during this proof. We substitute the
operator R−12 as follows
R−12 = a (u) · R · b
−1 (u) .
Then the equation (2.30) has the form
R · b−1 (u) ·
(
1− qv−−u+u
)
· v · b (u) = a−1 (u) ·
(
1− qu−−u+u
)
· v · a (u) · R
Next we move the operator v to the right using commutation relation uv = q2vu
R · b−1 (u) ·
(
1− qv−−u+u
)
· b
(
q−2u
)
· v = a−1 (u) ·
(
1− qu−−u+u
)
· a
(
q−2u
)
· v · R
If we choose the functions a(u) and b(u) obeying the natural recurrence relations
a−1(u)
(
1− qu−−u+u
)
a(q−2u) = 1⇐⇒ a(q2u) = (1 − qu−−u++2u) · a(u) (2.32)
b−1(u)
(
1− qv−−u+u
)
b(q−2u) = 1⇐⇒ b(q2u) = (1− qv−−u++2u) · b(u) (2.33)
then the equation for the operator R reduces to the simple commutativity condition R·v = v · R.
The solutions of the recurrence relations are
a(u) = eq2
(
qu−−u++2u
)
; b(u) = eq2
(
qv−−u++2u
)
The second equation (2.31) in terms of operator R has the form
R · b−1(u) ·
(
z1
[
qu+−u− − qu−−u+−2z1∂1
]
+ z2q
u−−v−−2z1∂1
)
· b(u) =
= a−1(u) ·
(
z1
[
qu+−v− − qv−−u+−2z1∂1
]
+ z2q
v−−u−−2z1∂1
)
· a(u) · R. (2.34)
Both sides contain expression of the type
e−1
q2
[
qα+2
z2
z1
(
1− q−2z1∂1
)]
·
(
z1
[
qβ − q−β−2z1∂1
]
+ z2q
−α−β−2z1∂1
)
· eq2
[
qα+2
z2
z1
(
1− q−2z1∂1
)]
(2.35)
which can be transformed to the much simpler form. We obtain the factorization
eq2
[
qα+2
z2
z1
(
1− q−2z1∂1
)]
= eq2
[
qα+2
z2
z1
]
· eq2
[
−qα+2
z2
z1
q−2z1∂1
]
using the general formula (see Appendix)
eq2 (U+V) = eq2 (V) · eq2 (U) ; UV = q
2 ·VU; U = −qα+2 ·
z2
z1
· q−2z1∂1 ; V = qα+2 ·
z2
z1
and then it is possible to transform (2.35) in two steps. First we have
e−1
q2
[
qα+2
z2
z1
]
·
(
z1
[
qβ − q−β−2z1∂1
]
+ z2q
−α−β−2z1∂1
)
· eq2
[
qα+2
z2
z1
]
=
= z1 · q
β − q−β
(
z1 − z2 · q
−α
)
· e−1
q2
[
qα+2
z2
z1
]
· eq2
[
qα+2
z2
z1
· q2
]
· q−2z1∂1 =
= z1 · q
β − q−β ·
(
z1 − z2 · q
−α
)(
1− qα+2
z2
z1
)
· q−2z1∂1
and in the next step we transform in a similar way the rest part
e−1
q2
[
−qα+2
z2
z1
q−2z1∂1
]{
z1 · q
β − q−β ·
(
z1 − z2 · q
−α
)(
1− qα+2
z2
z1
)
· q−2z1∂1
}
eq2
[
−qα+2
z2
z1
q−2z1∂1
]
=
7
= z1
(
qβ − q−β−2z1∂1
)
− q2−β
z22
z1
(
1− q2α+2−2z1∂1
) (
1− q−2z1∂1
)
q−2z1∂1+
+z2
(
qα+β − q−α−β
)
q−2z1∂1 + z2q
α−β
(
q−2−2z1∂1 − q2−2z1∂1 − q−4z1∂1
)
After substitution of the particular expressions for the parameters α and β it appears that the
expression in the last line is the same for the left and right hand sides of the equation (2.34). Due
to the commutation relations
[
R, q−2z1∂1
]
= [R, z2] = 0 it is possible to cancel these terms and we
obtain
R·
{
z1q
u+−u−
(
1− q2u−−2u+−2z1∂1
)
− q2+v−−u+
z22
z1
(
1− q2+2u−−2u+−2z1∂1
) (
1− q−2z1∂1
)
q−2z1∂1
}
=
=
{
z1q
u+−v−
(
1− q2v−−2u+−2z1∂1
)
− q2+u−−u+
z22
z1
(
1− q2+2v−−2u+−2z1∂1
) (
1− q−2z1∂1
)
q−2z1∂1
}
·R
Since z2 commutes with R this condition implies two relations , which however turn out to be
equivalent to
R · z1q
u+−u−
(
1− q2u−−2u+−2z1∂1
)
= z1q
u+−v−
(
1− q2v−−2u+−2z1∂1
)
· R
The solution can be represented in the form R = R(v) where v = q2z1∂1 and we obtain the
recurrence relation
R(q2v) = qv−−u−
1− q2u+−2v−v
1− q2u+−2u−v
· R(v)
The solution is
R(v) =
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
· v
v
−
−u
−
2 ·
eq2
(
q2u+−2v−v
)
eq2 (q2u+−2u−v)
where we fix the initial condition as follows R(1) = 1.
Collecting everything together one obtains the expression for the operatorR−12 in the form (2.13).
In the above proof we have used the conditions (2.10)-(2.12) with the upper sign plus only. The
corresponding conditions with the lower sign minus are obtained by the exchange q 7→ q−1. In the
Appendix we proof that the result (2.13) can be written more compactly.
Proposition 6 The above operator result (2.13) can be written compactly as
R−12 =
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
·e−1
q2
(
q2u+−2u−v1 + q
u+−u− u¯12
)
·v
v
−
−u
−
2
1 ·eq2
(
q2u+−2v−v1 + q
u+−v− u¯12
)
=
(2.36)
=
eq2
(
q2v−−2u++2
)
eq2 (q2u−−2u++2)
·eq2
(
q2u−−2u++2v¯1 + q
u−−u++2u12
)
·v¯
u
−
−v
−
2
1 ·e
−1
q2
(
q2v−−2u++2v¯1 + q
v−−u++2u12
)
(2.37)
Here v¯1 and u¯12 are obtained from v1 , u12 (2.14) by replacing q 7→ q
−1. These expressions show
the invariance of R− under q 7→ q−1 expected from the defining conditions
Using this compact operator representation it is instructive to rederive the result on eigenfunc-
tions in Proposition 5 by calculating directly the action of R−12 on functions of the above type
(2.27).
The operator arguments of the functions eq2 in (2.36) are
A(β) = q2βv1 + q
βu¯12 = q
2β+2z1∂1 + qβ
z2
z1
(
1− q2z1∂1
)
(2.38)
with β substituted by u+ − v− or u+ − u−. We have
φn
(
z1
z2
|β
)
≡
eq2
(
z1
z2
qβ+2n
)
eq2
(
z1
z2
qβ
) ; φn
(
z1
z2
· q2|β
)
=
1− z1
z2
qβ+2n
1− z1
z2
qβ
· φn
(
z1
z2
|β
)
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A(β) · φn
(
z1
z2
|β
)
= q2βφn
(
z1
z2
· q2|β
)
+ qβ
z2
z1
·
[
φn
(
z1
z2
|β
)
− φn
(
z1
z2
· q2|β
)]
=
= φn
(
z1
z2
|β
)
·
{
q2β
1− z1
z2
qβ+2n
1− z1
z2
qβ
+ qβ
z2
z1
[
1−
1− z1
z2
qβ+2n
1− z1
z2
qβ
]}
= q2β+2n · φn
(
z1
z2
· q2|β
)
Therefore we have the eigenvalue relation for all n,
A(β)φn
(
z1
z2
|β
)
= q2n+2βφn
(
z1
z2
|β
)
. (2.39)
This implies for (2.36)
R− =
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
· e−1
q2
(A(u+ − u−)) q
(u−−v−)z1∂1 eq2 (A(u+ − v−)) (2.40)
the eigenvalue relation
R− φn
(
z1
z2
|u+ − v−
)
=
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
·
eq2
(
q2n+2(u+−v−)
)
eq2
(
q2n+2(u+−u−)
) φn
(
z1
z2
|u+ − u−
)
(2.41)
Finally it is easy to check the coincidence of the eigenvalues in (2.29) and (2.41).
The compact form of R− given in Proposition 6 is the direct q-deformed analogon of the
corresponding result obtained in [25] for the undeformed case. The analogy is also evident in the
expressions for the eigenvalues and the eigenfunctions [27]. The limit q → 1, discussed shortly in
the Appendix, is
R− → R−XXX =
Γ(u+ − u−)
Γ(u+ − v−)
Γ(z12∂1 + u+ − v−)
Γ(z12∂1 + u+ − u−)
. (2.42)
3 Q-operators for the generic periodic XXZ spin chain.
The next natural step it to use the general operator R12(u+, u−|v+, v−) as building block in
construction of Baxter Q-operators. In the case of the generic inhomogeneous periodic XXZ spin
chain the transfer matrix t(u) is constructed as follows
t(u) = tr L1(u+ δ1) ·L1(u+ δ2) · · ·LN (u+ δN ) ; Lk(u+ δk) =
(
[u+ δk + Sk]q S
−
k
S+k [u+ δk − Sk]q
)
.
The most general transfer matrixQ(u, ℓ0) is constructed in a similar manner from the Yang Baxter
operators Rk0
Q(u, ℓ0) = trV0 R10(u + δ1)R20(u + δ2) · · ·RN0(u+ δN ) (3.1)
The operator Q(u, ℓ0) depends on two parameters: the spectral parameter u and the spin in the
auxiliary space V0 = Vℓ0 . It is useful to change to other parameters u1 = 1+u−ℓ0 and u2 = u+ℓ0
such that Q(u, ℓ0) = Q(u1|u2).The explicit expression for the operator Rk0 is
Rk0(u+ δk) = Pk0 ·
eq2
(
q−2u−2δk+2ℓk+2ℓ0
)
eq2 (q2u+2δk+2ℓk+2ℓ0)
·
·eq2
(
q2+u+δk−ℓk−ℓ0u0k
)
· v
ℓ0−u−δk−ℓk
2
0 ·
eq2
(
q4ℓkv0
)
eq2 (q2ℓ0+2ℓk−2u−2δkv0)
· e−1
q2
(
q2−2ℓku0k
)
·
·eq2
(
q2−2ℓkuk0
)
· v
ℓk−ℓ0−u−δk
2
k ·
eq2
(
q2u+2δk+2ℓk+2ℓ0vk
)
eq2 (q4ℓkvk)
· e−1
q2
(
q2−u−δk−ℓk−ℓ0uk0
)
where
u0k ≡
zk
z0
[
1− q−2z0∂0
]
, v0 ≡ q
2z0∂0 ; uk0 ≡
z0
zk
[
1− q−2zk∂k
]
, vk ≡ q
2zk∂k .
9
It is natural to simplify the notations: we omit the local parameters ℓk, δk in the chain and display
the global parameters u1 = 1 + u− ℓ0 and u2 = u+ ℓ0 only
Rk0(u1|u2) = Pk0 ·
eq2
(
q2−2u1−2δk+2ℓk
)
eq2 (q2u2+2δk+2ℓk)
·
·eq2
(
q1+u1+δk−ℓku0k
)
· v
1−u1−δk−ℓk
2
0 ·
eq2
(
q4ℓkv0
)
eq2 (q2+2ℓk−2u1−2δkv0)
· e−1
q2
(
q2−2ℓku0k
)
·
· eq2
(
q2−2ℓkuk0
)
· v
ℓk−u2−δk
2
k ·
eq2
(
q2u2+2δk+2ℓkvk
)
eq2 (q4ℓkvk)
· e−1
q2
(
q2−u2−δk−ℓkuk0
)
. (3.2)
In our context we define the Baxter operators Q(u1|u2) as operators acting in ⊗
N
k=1Vℓk with
the basic properties
• commutativity
Q(u1|u2) ·Q(v1|v2) = Q(v1|v2) ·Q(u1|u2) ; Q(u1|u2) · t(v) = t(v) ·Q(u1|u2) (3.3)
• Baxter relation with respect to u2
Q(u1|u)·t(u) = ∆+(u)Q(u1|u+1)+∆−(u)Q(u1|u−1) ; ∆±(u) = [u+δ1±ℓ1]q · · · [u+δN±ℓN ]q
(3.4)
• Baxter relation with respect to u1
t(u) ·Q(u|u2) =
∆+(u− 1)∆−(u)
∆−(u− 1)
Q(u− 1|u2) + ∆−(u)Q(u + 1|u2) (3.5)
These properties allow to consider the operators Q(u1|u2) as two-parametric Baxter Q-operators
[4, 14].
Theorem The generalized transfer matrices Q(u; ℓ0) (3.1) of the generic periodic XXZ chain
are Baxter operators Q(u1|u2) in the sense of the above definition with u1 = 1 + u− ℓ0
and u2 = u+ ℓ0.
The commutativity [Q(u1|u2),Q(v1|v2)] = 0 follows from the Yang-Baxter equation for the
general R-matrix
R00′(u− v)Rk0(u)Rk0′(v) = Rk0′ (u)Rk0(u)R00′(u− v)
where V0 = Vℓ0 and V0′ = Vℓ0′ are two auxiliary spaces and Vk = Vℓk is the k-th quantum space.
The commutativity [Q(u1|u2), t(v)] = 0 follows from the special case of the general Yang-Baxter
relation
Rk0(u− v)Lk(u)L0(v) = L0(v)Lk(u)Rk0(u− v).
All these formulae are standard and well known. The really nontrivial part of the proof is the
derivation of the Baxter relations. It is the consequence of the important properties of the R-
operators - the following triangularity relations.
Proposition 7 The following triangularity relations hold for the operators R−12 (u+, u−|0) and
R+12 (u+|1, u−)
M−11 · R
−
12 (u+, u−|0) · L1 (u+, u−) ·M2 = (3.6)
=
(
[u+]q · R
−
12 (u+ + 1, u− + 1|0) −R
−
12 (u+, u−|0)
1
z1
[z1∂1]q
0 [u−]q · R
−
12 (u+ − 1, u− − 1|0)
)
,
M−11 · L2 (u+, u−) · R
+
12 (u+|1, u−) ·M2 = (3.7)
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=(
[u−]q [u+−1]q
[u−−1]q
· R+12 (u+ − 1|1, u− − 1) −
1
z1
[z1∂1]qR
+
12 (u+|1, u−)
0 [u−]q · R
+
12 (u+ + 1|1, u− + 1)
)
,
where
R−12(u+, u−|0) =
eq2
(
q2u+−2u−
)
eq2 (q2u+)
· eq2
(
qu−−u++2u12
)
· v
−
u
−
2
1 ·
eq2
(
q2u+v1
)
eq2 (q2u+−2u−v1)
· e−1
q2
(
q2−u+u12
)
R+12(u+|1, u−) =
eq2
(
q2−2u−
)
eq2 (q2u+−2u−)
· eq2
(
qu−+1u21
)
· v
1−u+
2
2 ·
eq2
(
q2u+−2u−v2
)
eq2 (q2−2u−v2)
· e−1
q2
(
q2+u−−u+u21
)
Mk ≡
(
1 0
zk 1
)
.
We prove the triangularity relation for the operator R−12 and the proof for the operator R
+
12 is
very similar. We start directly from the defining equation (2.9). Using factorization (2.2) of the
Lax operator and commutativity of R−12 and z2 the defining equation for the R
−
12-operator can be
represented in the form
R−12L1(u+, u−)
(
1 1
z2 · q
−v− z2 · q
v−
)(
qz2∂2 0
0 q−z2∂2
)
=
(
1 1
z1 · q
−v− z1 · q
v−
)
·
·
(
qz1∂1 0
0 q−z1∂1
)(
qu+ − q
z1
−q−u+ 1
qz1
) (
1 1
z2 · q
−u− z2 · q
u−
)(
qz2∂2 0
0 q−z2∂2
)
R−12
Next we transform all this in the following simple way(
1 0
−z1 1
)
R−12L1(u+, u−)
(
1 0
z2 1
)
=
=
(
qv− − q−v−
)−1
·
(
1 1
z1 · (q
−v− − 1) z1 · (q
v− − 1)
) (
qz1∂1 0
0 q−z1∂1
)(
qu+ − q
z1
−q−u+ 1
qz1
)
·
·
(
1 1
z2 · q
−u− z2 · q
u−
)(
qz2∂2 0
0 q−z2∂2
)
· R−12 ·
(
q−z2∂2 0
0 qz2∂2
)(
q−v− − 1 − 1
z1
1− q−v− 1
z2
)
It is evident from this expression that matrix element in the second row and first column is
∼ (1− qv−) so that in the limit v− = 0 we obtain the upper triangular matrix. To be sure, the
explicit calculations leads to the following expression for this matrix element A21
A21 = (1− q
v−) ·
[
z1R
−
12
(
qu+−v−+z1∂1 + qu+−v−−z1∂1
)
− z2R
−
12
(
q−u−+z1∂1 + qu−−v−−z1∂1
)]
and indeed we obtain zero at the point v− = 0. The explicit calculation of the matrix elements
A11,A12 and A22 at the point v− = 0 gives the expression (3.6). From the triangularity relations
for the R-operators immediately follow two triangularity relations for the general operator R12.
Proposition 8 The following triangularity relations for the operator R12 (u+, u−|v+, v−) hold
M−12 ·R12 (u+, u−|v+, 0) · L1 (u+, u−) ·M2 = (3.8)
=
(
[u+]q · R12 (u+ + 1, u− + 1|v+ + 1, 0) ∗ ∗ ∗
0 [u−]q ·R12 (u+ − 1, u− − 1|v+ − 1, 0)
)
M−12 · L1 (u+, u−) ·R12 (u+, u−|1, v−) ·M2 = (3.9)
=
(
[u−]q [u+−1]q
[u−−1]q
·R12 (u+ − 1, u− − 1|1, v− − 1) ∗ ∗ ∗
0 u− ·R12 (u+ + 1, u− + 1|1, v− + 1)
)
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The relation (3.8) is obtained from the relation (3.6) simply by multiplying with the operator
P12R
+
12(u+|v+, u−) from the left and using the expression (2.21) for the operatorR12. The operator
R+ plays a passive role in this first relation. The relation (3.9) is obtained from the relation (3.7)
simply by multiplying with the operator P12 from the left and with the operator R
−
12(u+, u−|v−)
from the right and using the expression (2.21) for the operator R12. Now the operator R
− plays
a passive role.
Let us go to the proof of the Baxter relation
Q(u1|u) · t(u) = ∆+(u)Q(u1|u+1)+∆−(u)Q(u1|u− 1) ; ∆±(u) = [u+ δ1± ℓ1]q · · · [u+ δN ± ℓN ]q
It is the direct consequence of the triangularity relation (3.8) and cyclicity of the trace. Let us
choose the first space in (3.8) as k-th quantum space and the second space as the auxiliary space.
We have in useful notations
M−10 ·Rk0 (u1 − v|u)·Lk (u+ δk)·M0 =
(
[u+k ]q ·Rk0 (u1 − v|u+ 1) ∗ ∗ ∗
0 [u−k ]q ·Rk0 (u1 − v|u− 1)
)
Multiplying these equalities for k = 1, 2, · · ·N , taking the traces in auxiliary spaces C
2
and V0
and using the cyclicity of the trace one obtains the equation
Q(u1 − v|u) · t(u) = ∆+(u)Q(u1 − v|u+ 1) + ∆−(u)Q(u1 − v|u − 1)
The parameter u1 is arbitrary so that we obtain the needed relation. The Baxter relation with
respect to parameter u2 follows from the triangularity relation (3.9) and the derivation is very
similar.
4 Q-operators for the homogeneous periodic XXZ spin chain
The operator Rk0(u1|u2) (3.2) has two points of degeneracy: u1 = 1− δk− ℓk and u2 = ℓk− δk. In
the case of homogeneous spin chain: δk = 0 and ℓk = ℓ, the degeneration points for all operators
Rk0 coincide so that it is possible to remove half of the R-operators in the two-parametric operator
Q(u1|u2) = trV0 R10(u1|u2)R20(u1|u2) · · ·RN0(u1|u2)
We obtain the following reductions of the two-parametric Q-operator: at the first point of degen-
eracy u1 = 1− ℓ
Q−(u) = Q(1− ℓ|u) = trV0 P10R
−
10(u+, u−|0) ·P20R
−
20(u+, u−|0) · · ·PN0R
−
N0(u+, u−|0)
R−k0(u+, u−|0) =
eq2
(
q4ℓ
)
eq2 (q2u+2ℓ)
· eq2
(
q2−2ℓuk0
)
· v
ℓ−u
2
k ·
eq2
(
q2u+2ℓvk
)
eq2 (q4ℓvk)
· e−1
q2
(
q2−u−ℓuk0
)
and at the second point of degeneracy u2 = ℓ
Q+(u) = Q(u|ℓ) = trV0 P10R
+
10(u+|1, u−) ·P20R
+
20(u+|1, u−) · · ·PN0R
+
N0(u+|1, u−)
R+k0(u+|1, u−) =
eq2
(
q2+2ℓ−2u
)
eq2 (q4ℓ)
· eq2
(
qu+1−ℓu0k
)
· v
1−ℓ−u
2
2 ·
eq2
(
q4ℓv0
)
eq2 (q2+2ℓ−2uv0)
· e−1
q2
(
q2−2ℓu0k
)
As the direct consequence of the equations for the general two-parametric operator Q(u1|u2)
we immediately derive the following properties of the operators Q+(u) and Q−(u)
Proposition 9 For the homogeneous periodic XXZ chain the reductions Q+(u) and Q−(u) arising
from the Baxter operators Q(u1|u2) at the points of degeneracy (u1|u2) = (1− ℓ|u) and (u1|u2) =
(u|ℓ) obey the following relations:
• commutativity
Q±(u)·Q±(v) = Q±(v)·Q±(u) ; Q+(u)·Q−(v) = Q−(v)·Q+(u) ; Q±(u)·t(v) = t(v)·Q±(u)
(4.1)
12
• Baxter relation for the Q−(u)
Q−(u) · t(u) = ∆+(u)Q−(u+ 1) + ∆−(u)Q−(u− 1) ; ∆±(u) = [u± ℓ]
N
q (4.2)
• Baxter relation for the Q+(u)
t(u) ·Q+(u) =
∆+(u− 1)∆−(u)
∆−(u− 1)
Q+(u− 1) + ∆−(u)Q+(u+ 1). (4.3)
We construct the Q±-operator as the trace of the products of R
± operators in auxiliary space V0.
The whole construction is pure algebraic. In this Section we shall derive the explicit formulae for
the action of the operator Q− in the space of polynomials. The explicit expression for the second
operator Q+ is more complicated and we shall not consider it here.
Proposition 10 The action of the operator Q−(u) on a polynomial Ψ(z1 · · · zN) can be represented
in the following form
[Q−(u)Ψ] (z1, · · · zN) = R01R12R23 · · · RN−1,NΨ(z0, z1, · · · zN−1)|z0=zN (4.4)
where
Rk,k+1 =
eq2
(
q4ℓ
)
eq2 (q2u+2ℓ)
· eq2
(
q2−2ℓuk,k+1
)
· v
ℓ−u
2
k ·
eq2
(
q2u+2ℓvk
)
eq2 (q4ℓvk)
· e−1
q2
(
q2−u−ℓuk,k+1
)
vk = q
2zk∂k , uk,k+1 =
zk+1
zk
[
1− q−2zk∂k
]
Let z0 be the variable in the auxiliary space V0 and let the operator A act in the tensor product
V0 ⊗V1 · · · ⊗ VN and Ψ(z1 · · · zN ) ∈ V1 · · · ⊗VN . The trace of the operator A in auxiliary space
V0 = C[z0] can be calculated as follows
[(trV0 A)Ψ] (z1 · · · zN ) =
+∞∑
m=0
1
m!
∂m0 A · z
m
0 ·Ψ(z1 · · · zN)
∣∣∣∣∣
z0=0
.
In order to prove (4.4) it is useful to move all permutations to the right
P10R10P20R20 · · ·PN0RN0 = R01R12R23 · · · RN−1,N · P10P20 · · ·PN0.
Then we have
R01R12R23 · · ·RN−1,N ·P10P20 · · ·PN0 · z
m
0 ·Ψ(z1 · · · zN) =
= R01R12R23 · · ·RN−1,N · z
m
N ·Ψ(z0, z1 · · · zN−1) = z
m
NR01R12R23 · · · RN−1,NΨ(z0, z1 · · · zN−1).
The result of the operation
∑+∞
m=0
1
m!∂
m
0 can be calculated in closed form
[Q−(u)Ψ] (z1 · · · zN ) =
+∞∑
m=0
1
m!
∂m0 z
m
N R01R12 · · · RN−1,NΨ(z0, z1 · · · zN−1)|z0=0 =
= ezN∂0 R01R12R23 · · · RN−1,NΨ(z0, z1 · · · zN−1)|z0=0 = R01R12R23 · · · RN−1,NΨ(z0, z1 · · · zN−1)|z0=zN
and we obtain the representation (4.4).
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5 Discussion
We have presented a factorization of the R operator acting on generic representations of the q-
deformed sl(2) algebra in close analogy to the undeformed case studied earlier.
Starting from the Lax matrix with the q-deformed generators represented as functions of the
Heisenberg pair of operators z, ∂, the factors R± have been derived in terms of functions of these
basic operators. The defining RLL relation for the factors can be treated easier compared to the
ones for the full operators R.
The basis of eigenfunctions of the R matrix factors R± has been derived both by relating the
eigenvalue problems to the one of the full operator R and by direct calculations.
The central results concern the construction of Baxter operators Q as generalized transfer
matrices. The latter are defined by the genericR operators replacing the Lax matrices. The explicit
form of the operators R in terms of their factors derived here allows for explicit representations
of the Baxter operators and the proof of the Baxter relations. Triangularity properties based on
the factorization of the Lax matrix separating contributions involving the operators z and ∂ from
each other turn out to be the origin of the Baxter relations.
The results concern the case of periodic chains of XXZ type. We do not expect difficulties in
extensions to open chains.
The special case of homogeneous periodic chains is of particular interest. Here among the
Baxter operators the particular one where the representation parameter of the auxiliary and the
quantum spaces coincide (ℓ0 = ℓ) is distinguished; the nearest-neighbour interaction hamiltonian
can be constructed using this Q-operator.
Here other distinguished parameter values for Baxter operators have been discussed, where
the expressions as generalized transfer matrices reduce to traces of the factor operators R±. The
commutativity properties of the resulting Baxter operatorsQ± have been given. We have presented
the explicit operator expression for Q− and its action on polynomial functions representing the
quantum states of the chain.
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6 Appendix
6.1 The q-exponential function eq(x)
In this Appendix we collect some useful formulae [31, 32, 33, 34, 35]. The standard q-products are
(x; q)∞ =
+∞∏
k=0
(1− qk · x) ; (x; q)n =
n−1∏
k=0
(1− qk · x) =
(x; q)∞
(xqn; q)∞
; q ∈ C , |q| < 1
The q-exponential function eq(x) is defined as follows
eq(x) ≡
1
(x; q)∞
; eq(qx) = (1− x) · eq(x).
The q-binomial formula
∞∑
n=0
(a; q)n
(q; q)n
· zn =
(az; q)∞
(z; q)∞
; |z| < 1
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allows to derive two expansion formulas
eq(x) =
+∞∑
k=0
xn
(q; q)n
; e−1q (x) =
+∞∑
k=0
(−1)nq
n(n−1)
2 xn
(q; q)n
It is clear from these formulae that we can define a unique extension of the function eq(x)
eq−1(x) = e
−1
q (qx)
so that the recurrence relation eq(qx) = (1 − x) · eq(x) still holds in large domain |q| 6= 1 .
There are important formulae involving the Weyl pair uv = q · vu [32]
eq(v) · eq(u) = eq(u+ v)
eq(u) · eq(v) = eq(u+ v − vu) = eq(v) · eq(−vu) · eq(u) =
= eq(v − vu) · eq(u) = eq(v) · eq(u− vu)
6.2 Different representations for the operator R−12
Let us introduce two Weyl pairs of operators which are connected by the change q 7→ q−1
u ≡
z2
z1
[
1− q−2z1∂1
]
, v ≡ q2z1∂1 ; u · v = q2 · v · u
u¯ ≡
z2
z1
[
1− q2z1∂1
]
, v¯ ≡ q−2z1∂1 ; u¯ · v¯ = q−2 · v¯ · u¯
There is the first pair of equivalent expressions for the operator R−12
R−12 =
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
· eq2
(
qu−−u++2u
)
· v
v
−
−u
−
2 ·
eq2
(
q2u+−2v−v
)
eq2 (q2u+−2u−v)
· e−1
q2
(
qv−−u++2u
)
=
=
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
· e−1
q2
(
q2u+−2u−v + qu+−u− u¯
)
· v
v
−
−u
−
2 · eq2
(
q2u+−2v−v + qu+−v− u¯
)
(6.1)
The first expression is the one obtained in the above proof of (2.13). To derive the second expression
from the first one we transform the product eq2
(
qu−−u++2u
)
· e−1
q2
(
q2u+−2u−v
)
using the general
formula
eq2 (u) eq2 (v) = eq2 (v − vu) eq2 (u) ; uu = q
2vu
in the equivalent form
eq2 (u) e
−1
q2
(v) = e−1
q2
(v − vu) eq2 (u)
It is clear that operators λ1 · u and λ2 · v also form Weyl pair so that these general formulae are
applicable. Using this formula and equality −q2u+−2u−v · qu−−u++2u = qu+−u− u¯ we derive
eq2
(
qu−−u++2u
)
· e−1
q2
(
q2u+−2u−v
)
= e−1
q2
(
q2u+−2u−v + qu+−u− u¯
)
· eq2
(
qu−−u++2u
)
The second product eq2
(
q2u+−2v−v
)
·e−1
q2
(
qv−−u++2u
)
in the initial expression for R−12 is obtained
from the first one by inverse and change u− 7→ v− so that we have
eq2
(
q2u+−2v−v
)
· e−1
q2
(
qv−−u++2u
)
= e−1
q2
(
qv−−u++2u
)
eq2
(
q2u+−2v−v + qu+−v− u¯
)
Finally two terms cancel each other
eq2
(
qu−−u++2u
)
· v
v
−
−u
−
2 · e−1
q2
(
qv−−u++2u
)
= v
v
−
−u
−
2
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and we derive the second relation. There is the second pair of equivalent expressions for the
operator R−12
R−12(u+, u−|v−) =
eq2
(
q2v−−2u++2
)
eq2 (q2u−−2u++2)
·e−1
q2
(
qu+−u− u¯
)
·v¯
u
−
−v
−
2 ·
eq2
(
q2u−−2u++2v¯
)
eq2 (q2v−−2u++2v¯)
·eq2
(
qu+−v− u¯
)
=
(6.2)
=
eq2
(
q2v−−2u++2
)
eq2 (q2u−−2u++2)
·eq2
(
q2u−−2u++2v¯ + qu−−u++2u
)
· v¯
u
−
−v
−
2 ·e−1
q2
(
q2v−−2u++2v¯ + qv−−u++2u
)
(6.3)
The equation (6.3) is derived from the equation (6.2) in the similar way as it was done for the first
pair. To derive the equation (6.2) we start from expression
R−12(u+, u−|v−) ∼ eq2
(
qu−−u++2u
)
· v
v
−
−u
−
2 ·
eq2
(
q2u+−2v−v
)
eq2 (q2u+−2u−v)
· e−1
q2
(
qv−−u++2u
)
and transform it using the relation
eq2 (u) eq2 (v) = eq2 (v) eq2 (−vu) eq2 (u) ; uv = q
2vu
in equivalent form
eq2 (u) e
−1
q2
(v) = e−1
q2
(−vu) e−1
q2
(v) eq2 (u)
Using −q2u+−2u−v · qu−−u++2u = qu+−u− u¯ we have
eq2
(
qu−−u++2u
)
e−1
q2
(
q2u+−2u−v
)
= e−1
q2
(
qu+−u− u¯
)
e−1
q2
(
q2u+−2u−v
)
eq2
(
qu−−u++2u
)
and by inverse and change u− 7→ v− we derive
eq2
(
q2u+−2v−v
)
e−1
q2
(
qv−−u++2u
)
= e−1
q2
(
qv−−u++2u
)
eq2
(
q2u+−2v−v
)
eq2
(
qu+−v−+2u¯
)
Again two term cancel each other
eq2
(
qu−−u++2u
)
· v
v
−
−u
−
2 · e−1
q2
(
qv−−u++2u
)
= v
v
−
−u
−
2
and one obtains the expression
e−1
q2
(
qu+−u− u¯
)
e−1
q2
(
q2u+−2u−v
)
v
v
−
−u
−
2 eq2
(
q2u+−2v−v
)
eq2
(
qu+−v−+2u¯
)
.
On the last step we transform the marked expression to the form
v
v
−
−u
−
2 ·
eq2
(
q2u+−2v−v
)
eq2 (q2u+−2u−v)
·
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
= v¯
v
−
−u
−
2 ·
eq2
(
q2u−−2u++2v¯
)
eq2 (q2v−−2u++2v¯)
·
eq2
(
q2v−−2u++2
)
eq2 (q2u−−2u++2)
(6.4)
and derive the expression (6.2). The equation (6.4) is obtained as follows. Both sides of this
equation are solutions of the recurrence relation from the above proof of (2.13)
R · z1q
u+−u−
(
1− q2u−−2u+−2z1∂1
)
= z1q
u+−v−
(
1− q2v−−2u+−2z1∂1
)
· R
R(q2v) = qv−−u−
1− q2u+−2v−v
1− q2u+−2u−v
· R(v) ; R(q2v¯) = qv−−u−
1− q2u−−2u++2v¯
1− q2v−−2u++2v¯
· R(v¯)
The solutions have the form
R(v) = v
v
−
−u
−
2 ·
eq2
(
q2u+−2v−v
)
eq2 (q2u+−2u−v)
·
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
; R(v¯) = v¯
v
−
−u
−
2 ·
eq2
(
q2u−−2u++2v¯
)
eq2 (q2v−−2u++2v¯)
·
eq2
(
q2v−−2u++2
)
eq2 (q2u−−2u++2)
and equal initial conditions R(1) = 1 so that they coincide.
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6.3 The limit q → 1 for the operators R±12
Now we are going to show that in the case q → 1 the expression (6.1)
R−12 =
eq2
(
q2u+−2u−
)
eq2 (q2u+−2v−)
· e−1
q2
(
q2u+−2u−+2z1∂1 + qu+−u−
z2
z1
(
1− q2z1∂1
))
·
·q(v−−u−)z1∂1 · eq2
(
q2u+−2v−+2z1∂1 + qu+−v−
z2
z1
(
1− q2z1∂1
))
reproduces the expression [25]
R−12 =
Γ(u+ − u−)
Γ(u+ − v−)
Γ(z12∂1 + u+ − v−)
Γ(z12∂1 + u+ − u−)
.
Using the definition of the function
Γq(z) =
(q; q)∞ · (1− q)
1−z
(qz ; q)∞
=
eq(q
z) · (1− q)1−z
eq(q)
and the well known fact that Γq(z)→ Γ(z) for q → 1 we obtain the leading contribution for ǫ→ 0
e1−ǫ(1− ǫ · x)
e1−ǫ(1− ǫ · y)
→ ǫx−y ·
Γ(x)
Γ(y)
.
In the first order in ǫ we have (q2 → 1− ǫ)
q2a → 1− ǫa , q2b+2z1∂1 + qb
z2
z1
(
1− q2z1∂1
)
→ 1− ǫ (b+ z12∂1)
so that
R−12 →
e1−ǫ (1− ǫ(u+ − u−))
e1−ǫ (1− ǫ(u+ − v−))
·
e1−ǫ (1− ǫ (u+ − u− + z12∂1))
e1−ǫ (1− ǫ (u+ − v− + z12∂1))
→
Γ(u+ − u−)
Γ(u+ − v−)
Γ(z12∂1 + u+ − v−)
Γ(z12∂1 + u+ − u−)
For the operator R+12 all calculations are similar and in the limit q → 1 one reproduces the
expression [25]
R+12 =
Γ(v+ − v−)
Γ(u+ − v−)
Γ(z21∂2 + u+ − v−)
Γ(z21∂2 + v+ − v−)
.
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