The atoms in molecules associated with the Hirshfeld partitioning minimize the generalized Hellinger-Bhattacharya distance to the reference pro-atom densities. Moreover, the reference proatoms can be chosen by minimizing the distance between the pro-molecule density and the true molecular density. This provides an alternative to both the heuristic "stockholder" and the mathematical information-theoretic interpretations of the Hirshfeld partitioning. These results extend to any member of the family of f-divergences.
( ) , that are as close as possible to the reference pro-atom densities, ρ A 0 r ( ) , in an information-theoretic sense, subject to the constraint that the sum of the atomic densities exactly recovers the molecular density, ρ mol r ( ) . 
The minimization can be performed analytically, giving the Hirshfeld partitioning, 
While Hirshfeld chose isolated neutral pro-atoms, subsequent work has considered more general pro-atoms. [25] [26] [27] [28] [29] [30] [31] However, because the information measure in Eq. (1) is generally applied only to normalized probability distribution functions, many researchers constrain the pro-atoms to have the same charge as the corresponding atoms-in-a-molecule,
The iterative Hirshfeld method (Hirshfeld-I) 25 is one of many examples of this type of partitioning. While the constraint in Eq. (3) is not strictly necessary, methods that avoid this constraint are complicated by additional "entropy of mixing" terms.
3,24
The information-theoretic derivation is disadvantaged by the fact that the Kullback-
is not a distance metric. However, as we now show, the Hirshfeld atom is also obtained using a generalization of the Hellinger-Bhattacharya distance metric,
in place of the Kullback-Leibler divergence in Eq. (1). Here we allow n to be any real number except zero and one. The conventional Hellinger-Bhattacharya distance (the square root of the n = 2 case) is commonly used in density functional theory, 37, 38 where it is among the simplest reasonable measures for the distance between electron densities.
3
The atom-in-molecule densities are obtained by differentiating the Lagrangian,
obtaining the equations,
Therefore the ratio of the pro-atomic density to the atom-in-molecule density is the same for all atoms,
Using the constraint that the atomic densities sum to the total density results in the Hirshfeld partitioning, (2). 1, 23 This analysis can be extended to include the n → 0 limit. In the n = 0 case, there are many possible partitionings, but the Hirshfeld partitioning is a particular solution.
The Hirshfeld partitioning, Eq. (2), is thus derived for any choice of pro-atom densities.
The "best" choice of pro-atom densities could be selected by minimizing the generalized Hellinger-Bhattacharya distance with respect to the pro-atoms,
where, for simplicity, we have assumed that only the number of electrons in the isolated pro- densities with integer electron number. [39] [40] [41] ) Now, using the explicit formula for the atom-in-amolecule density,
That is, the optimal choice for the pro-atom densities is the one that minimizes the discrepancy between the molecular density and the pro-molecular density,
One could add additional constraints on the optimization of the pro-atoms. For example, it is probably advisable to force the pro-molecule and molecule have the same charge.
Alternatively, one could constrain the pro-atoms and the atoms to have the same charge, although this is no longer essential because we are not using information theory. This is 
where f(x) is any function that is convex for x > 0 and has f(1) = 0. 45 This family encompasses not only the Hellinger-Bhattacharya distance (using f x
) and the Kullback-Leibler information (using f x ( ) = − ln x ), but also many of the other information measures that have been used to derive the Hirshfeld partitioning. For example, the Tsallis information measure in ref. 24 is proportional to the α-divergence, f x
where the pro-atoms and atoms enter the formula in identical fashion, 23 can be obtained by
In the original work of Nalewajski and Parr, 1 the Hirshfeld partitioning was shown to minimize the Kullback-Leibler divergence between an atom and its reference pro-atom. Here we show that the Hirshfeld partitioning minimizes the Hellinger distance between the atom-in-amolecule density and the pro-atom density. (Even more generally, the Hirshfeld partitioning minimizes the f-divergence between the atom-in-a-molecule density and the pro-atom density.)
Deriving the Hirshfeld partitioning from a distance measure makes it clear that it is not essential to choose the reference pro-atom densities and the atom-in-a-molecule densities to have the same 6 population. This suggests that this commonly used constraint [25] [26] [27] can be relaxed, and that the pro-atom densities can be selected by minimizing Hellinger-Bhattacharya distance between the atomic and the pro-atom densities. This is equivalent to choosing the pro-atoms so that the promolecule density is as close as possible to the molecular density.
