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ABSTRACT
Light is widely used in areas such as optical communications, micro/nano fabri-
cation, industrial process control, material characterization, and biomedical imag-
ing. The usefulness of light in these areas depends on the dexterity with which the
state of the optical field, defined by the spatio-temporal distribution of the field’s
phase, intensity, polarization and coherence, can be controlled and delivered to
the required spatio-temporal position. In this thesis, we present two novel tech-
niques to control the polarization of light, one for light propagating in free space
and the other for light that is transmitted through highly scattering material. The
former is useful in the characterization of materials and structures lying on the
surface whereas the later, with further development, has potential to be useful in
3D IC fabrication/characterization, deep tissue imaging, and photodynamic ther-
apy of diseases. The first technique relates to the generation of vector beams,
which possess a spatially varying distribution of polarization according them with
many interesting properties. However, the majority of techniques reported in the
literature to generate vector beams employ interferometers, thereby limiting the
stability of the beams generated. By using the polarization rotation behavior of
nematic liquid crystal spatial light modulators (SLMs) and a specially designed
optical setup, we develop a system that can generate a wide variety of vector
beams without using interferometers. We also show that the diversity of polariza-
tion present in vector beams can be advantageously used in a variety of material
characterization problems. Specifically, we show that the diversity of polarization
can be used to expedite the characterization of thin films in ellipsometric measure-
ments and improve the robustness of characterization in the measurement of the
elements of the second-order nonlinear susceptibility tensor of single nanopar-
ticles. The second technique relates to controlling the state of light transmitted
through highly scattering media. In this regard, we introduce the concept of the
vector transmission matrix (VTM) by generalizing the conventional transmission
matrix. We develop a novel technique to measure the absolute value of VTM el-
ii
ements and show that the randomness of the medium can be used as a resource
in controlling the phase, amplitude and polarization of the transmitted light and
demonstrate the first ever quantitative control over these parameters. The major-
ity of our experiments in scattering media rely on the use of a phase-only SLM
that we designed using Texas Instruments’ DLP LightCrafter evaluation module
which currently costs less than $600. It is well known that the spatially dependent
modulation of an optical field’s phase enables many novel applications; however,
phase-only SLMs are expensive optical components and as a result are not yet
widely used. The low-cost, phase-only SLM customized and presented in this
thesis has the potential to change this situation thereby helping advancements in
the field.
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To all intrepid dreamers ...
for their dreams drive us forward
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Light is widely used in the characterization of materials and systems of biologi-
cal and industrial importance [1–3]. In the semiconductor industry, it is used to
measure the shape, size, and orientation of the fabricated micro/nano-structures
in addition to measuring the properties of the materials from which the structures
are fabricated [1, 4]. In biology, it has been used to characterize both structure [3]
and function [2] of biological materials. The usefulness of light in these charac-
terization problems depends upon the state of the light used [1, 2]; for example,
optical coherence tomography (OCT) requires that an optical field of short co-
herence length be used [3], whereas stimulated emission depletion microscopy
requires that an optical field with a donut-shaped intensity profile be used [2].
One of the properties of light affecting its state is polarization and, over the years,
many characterization techniques, like ellipsometry and related polarimetry tech-
niques [1, 4, 5], polarization-sensitive OCT [6], and polarization-sensitive digital
holographic microscopy (DHM) [7], that rely on polarization have been devel-
oped. However, with a push toward a real-time characterization of biological
and industrial systems and processes [1, 3], there is a general need to increase
the speed at which these techniques can characterize the samples. One route to
increasing the characterization speed can be to borrow the concept of using diver-
sity of a resource to improve the system performance which is routinely used in
communications [8–10]. For polarization based techniques, a natural choice is to
create a diversity in polarization. One approach to achieving this is through the
use of vector beams, which are beamlike solutions of Maxwell’s equations that
exhibit spatially nonuniform polarization across their cross-section [11, 12]. Us-
ing vector beams in metrology applications, however, requires systems/techniques
that can generate a wide variety of vector beams in a stable fashion. However, al-
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though generation of vector beams has been studied since 1972 [13], such a source
does not exist; the majority of the techniques used in the generation of vector
beams employ interferometry and, as a result, generated vector beams suffer from
phase instability [11, 12, 14]. Conversely, the handful of non-interferometric ap-
proaches [15, 16], while stable, are often limited by versatility. As a result, there
is a clear need to develop a technique that can generate a wide variety of stable
vector beams.
Although generating an optical field with the desired properties is an impor-
tant step in optical metrology, delivering the generated optical field to the desired
spatio-temporal location is of as much importance. This task is relatively less
difficult when the positions of interest lie on the surface of the object being char-
acterized. However, in metrology, oftentimes, the positions of interest lie inside or
are obstructed by a highly scattering medium (HSM). For example, in deep tissue
imaging, the interior regions of all samples are obstructed by the exterior regions
which are scattering in nature. Similarly, in 3D integrated circuit (IC) metrology,
characterizing components lying on the inner layers requires delivering light to
those layers through the outer layers, and the outer layers act as strong scatter-
ers due to the refractive index variations. In these situations, a way to control the
state of the light transmitted through scattering media is necessary. Recently, there
have been several studies related to this [17–24]. In 2007, it was shown that by
iteratively changing the phase profile of the light incident onto a scattering sample
light can be focused through it [17]. Later, it was suggested that measuring the
transmission matrix of the scattering medium can lead to an increased versatility
in controlling the transmission of light through scattering media [18]. Further,
in 2011 [25, 26], it was shown that the randomness of a scattering medium can
be used to control the temporal distribution of the pulses transmitted through it.
These studies constitute important milestones in achieving the goal of delivering
the light of desired properties through scattering media; however, many devel-
opments are required to get to that goal. Specifically, techniques to control the
intensity, phase, and polarization of the light transmitted through such media are
required as these are the properties that are most widely used in the metrology
applications.
In this thesis, our focus is on addressing the aforementioned two needs. How-
ever, as a way of illustrating the power of polarization diversity in optical metrol-
ogy, we also develop two optical metrology techniques that take advantage of
vector beams. The first technique is a thin film characterization technique based
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Figure 1.1: Beams with uniform (a) and non-uniform (b) polarization
distributions. The local state of polarization is represented by the direction of the
arrows.
on Mueller matrix polarimetry. The second technique is a technique to character-
ize the nonlinear optical properties of single nanoparticles. In the next section, we
provide a very brief introduction to relevant concepts and prior work.
1.2 Background
1.2.1 Vector beams and vector fields
Most of the optical fields encountered in optics laboratories possess spatially uni-
form polarization distribution as shown in Fig. 1.1(a). However, of late, the
optical fields with a (spatially) nonuniform polarization distributions, such as
shown in Fig. 1.1(b) and known as vector fields [27], have garnered much at-
tention [27, 28]. Vector beams are vector fields that are the beam-like solutions
to the paraxial wave equations. These beams have been the subject of sustained
research for the last several decades [13] as they have many interesting properties.
For example, a radial beam, where the electric-field vectors align radially about
the beam axis, results in a significant on-axis longitudinal electric-field component
upon strong focusing [29]. An example focal field distribution for such a beam is
shown in Fig. 1.2. Similarly, an azimuthal beam, where the electric-field vectors
align azimuthally about the beam axis, results in a significant on-axis longitudinal
magnetic-field component upon strong focusing. As a result of these exotic prop-
erties, vector beams have potential applications in a number of fields like high-
resolution microscopy [29–32], surface chirality determination [33], real-time po-
larimetry [34], addressing and switching in magnetic cores memories [13], laser
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Figure 1.2: Transverse (solid line) and longitudinal (dashed line) components of
the focal field distribution of a radially polarized beam as a function of the radial
distance from the focal point.
machining [35], and light-matter interaction at the nanoscale [29, 36, 37] and have
been studied for last several decades [13, 38]. Because of these potential appli-
cations, over the years, several techniques for generating vector beams have been
reported [11–15, 38], which can be broadly classified as active and passive. Ac-
tive techniques involve perturbing the laser cavity [38]; in contrast, passive tech-
niques manipulate the optical field external to the cavity [12] to generate the vector
beams. Compared to the active techniques, passive techniques are easier to im-
plement and more widely used. Generating vector beams using the passive tech-
nique generally involves generating TEM01 and TEM10 modes and superposing
them and is illustrated in Fig. 1.3. This process involves the use of which results
in vector beams which are not stable. Using co-propagating beams to stabilize
vector beam generation has been reported [11]. Similarly, non-interferometric ap-
proaches to generate each of the component beams have also been reported [15].
However, although stable, these techniques are severely limited in the types of
4
Figure 1.3: Illustration of the generation of the azimuthal (a) and radial (b) vector
beams using superposition of TEM01 and TEM10 modes. Modified from [14].
vector beams they can generate.
1.2.2 Mueller matrix polarimetry
In recent years the demand for improved optical characterization techniques for
material processing has increased due to, among other things, the continued minia-
turization of components in the semiconductor industry, and the rapid develop-
ment of a variety of nanostructured materials for photonic applications [39–44].
Precise characterization of such materials is necessary for process control, per-
formance optimization, and device integration [45]. One approach to character-
izing material optical properties is through the determination of its Mueller ma-
trix, a mathematical description of material’s linear optical properties including
anisotropy and optical activity [45, 46]. To achieve this, Mueller matrix polarime-
try (MMP) has been successfully invoked by way of a variety of experimental
techniques [47, 48].
Figure 1.4 shows a generic polarimeter. As in any other polarimetry technique,
determination of the elements of the Mueller matrix in MMP is typically done by
analyzing the polarization of the light reflected from a sample as a function of
the polarization of the incident light [48]. This involves two processes: polariza-
tion state generation (PSG), whereby the polarization of the incident light is varied
systematically, and polarization state detection (PSD), in which the polarization of
the reflected light is determined. Over the years a variety of optical components,
such as rotating retardation plates [47–49], Pockels cells [50, 51], photoelastic
modulators [52–54], and liquid crystal variable retarders [55, 56] have been used
for PSG and PSD. Some common configurations in which these components have
been arranged include rotating polarizer/rotating analyzer (RP/RA), rotating po-
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Figure 1.4: Schematic of a generic polarimeter. The polarizing optics is used to
prepare the input states of polarization, whereas the analyzing optics and the
detector are used to measure the state of polarization of the optical field
transmitted through or reflected from the sample. Modified from [47].
larizer/rotating compensator fixed analyzer (RP/RCFA), phase modulator/phase
modulator (PM/PM), dual phase modulator/dual phase modulator (DPM/DPM),
and the like. However, irrespective of the optical elements used, or the particu-
lar configuration employed, all existing MMPs carry out the respective processes
of PSG and PSD sequentially. For example, in the RP/RCFA configuration, the
input polarization state is sequentially changed by way of a rotating polarizer,
and likewise the reflected polarization state is analyzed sequentially via a rotat-
ing compensator (waveplate) followed by a fixed linear polarizer (analyzer) [48].
Similarly, in the DPM/DPM arrangement, the incident polarization is changed in
time by changing the retardation of two variable retardation elements, and the re-
flected polarization is inferred by varying in time the retardation of two additional
variable retardation devices [48, 52, 55].
Here, we note that, in MMP, the state of polarization is measured by using the
Stokes vector. The Mueller matrix relates the optical field before and after an
interaction through266664
Sout0
Sout1
Sout2
Sout3
377775=
266664
M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44
377775
266664
Sin0
Sin1
Sin2
Sin3
377775 ; (1.1)
where

Sin0 ;S
in
1 ;S
in
2 ;S
in
3
T and Sout0 ;Sout1 ;Sout2 ;Sout3 T are the Stokes vectors of the
light before and after interaction, respectively, and T suggests matrix transposi-
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tion.
1.2.3 Second-order susceptibility of nanoparticles
The polarization field in a medium that results from its interaction with an optical
field is governed by its electrical susceptibility. At low optical intensities, the po-
larization field is predominantly governed by the linear susceptibility which is a
second-rank tensor. However, as the intensity of the optical field is increased, the
effect of second-order susceptibility becomes appreciable. The second-order non-
linear susceptibility which can be described by a tensor of third order, depends
on the electronic configurations, molecular structures and alignments, and local
morphologies of the system [57]. As a result, second harmonic generation (SHG)
has been successfully used to investigate the local molecular alignment and/or
the structure in a wide variety of materials including biological tissues [58], or-
ganic and inorganic crystals [59, 60], molecular materials, and surfaces and inter-
faces [61]. Recently, it has also been used to characterize individual nanoparti-
cles [62–73]. In one study, the orientation and the crystalline nature of the indi-
vidual organic nanocrystals were inferred from the SHG signal together with the
two-photon excited fluorescence [63]. In another study, three-dimensional orien-
tation of the individual nanocrystals was determined by imaging the emitted SHG
signal using a defocused imaging system [62]. With biological samples it has
been demonstrated that [74] the determination of the tensor elements provides ad-
ditional information about the system. However, to-date, limited effort has been
placed on determining the elements of the second-order nonlinear susceptibility
tensor for individual nanoparticles.
Here, we note that not all elements of the third-rank tensor describing the
second-order nonlinear susceptibility are independent of each other because of
several kinds of symmetries, such as intrinsic permutation symmetry, overall per-
mutation symmetry, spatial symmetry, and Kleinman symmetry. Under intrinsic
permutation symmetry, the number of independent tensor elements is only 18. In
this case, these elements of the third-rank tensor can be represented in a matrix
form to relate the generated second-order polarization field to the incident optical
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electric field through
264
 
P22w

x 
P22w

y 
P22w

z
375= e
264d11 d12 d13 d14 d15 d16d21 d22 d23 d24 d25 d26
d31 d32 d33 d34 d35 d36
375
26666666664
(Ew)
2
x
(Ew)
2
y
(Ew)
2
z
2(Ew)y (Ew)z
2(Ew)x (Ew)z
2(Ew)x (Ew)y
37777777775
; (1.2)
where w is the fundamental frequency,
 
P22w

i and (Ew)i are ith component of
the polarization field and the incident field, respectively, whereas i = x;y;and z.
For those situations when the Kleinman symmetry is applicable, the number of
independent parameters further decreases to 10.
1.2.4 Random media
Although known by many different names (random media [75], complex me-
dia [23], highly scattering media [20], disordered media [18]), material systems
in which light undergoes multiple scattering events due to nanoscale refractive-
index inhomogeneities are of much research interest because such materials are
of technological and biological importance. There has always been an interest in
controlling the transmission of waves through multiply scattering media. Such
studies at the ultrasonic and microwave frequencies have been carried out for a
long time [76]; however, it is only with the advent of spatial light modulators
(SLMs) that similar studies have started to be carried out at optical frequencies.
One of the influential papers in this regard is by Vellekoop and Mosk [17] in
which the authors focused light through a highly scattering sample which con-
sisted of TiO2. To focus the light, they iteratively changed the phase profile of
the beam incident on the sample, taking the intensity of the light transmitted to a
desired location as the feedback signal.
Later on it was shown that, in the presence of a source of feedback signal, light
can also be focused inside a strongly scattering medium [77]. In the study, a flu-
orescent nanoscale probe was placed at the position of interest inside a strongly
scattering medium. Focusing light to the desired location inside the sample was
done by using the strength of the fluorescence signal as a feedback signal in opti-
mizing the phase profile of the light incident upon the medium.
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In these studies, the focus was on maximizing the strength of the light delivered
to the desired spatial position. The effect of phase modulation on the total amount
of light transmitted through the scattering samples was not measured. In a later
study, it was shown that the total transmission of the light can also be increased
by up to 44%.
Another milestone in these studies was the measurement of the transmission
matrix in 2010 [18]. A transmission matrix gives the relation between the light
that is incident upon the scattering sample and the light transmitted through it.
Although the concept was introduced in [17], no attempt was made to measure
it prior to 2010. In [18], Popoff et al. measured the transmission matrix by us-
ing phase-shifting interferometry. The measured transmission matrix was used to
focus light through the scattering medium.
Since these influential papers, several interesting studies have been carried out
in the field. Some of those include transmission of images through the scattering
media [78], shaping of optical pulses [25, 26], and super-resolution focusing of an
optical field [79]. One distinct line of investigation being carried out in the field
is increasing the quality of control of the light transmitted through the scattering
media, which has potential to be ultimately useful in optical metrology. In that as-
pect, we generalized the concept of transmission matrix to include the polarization
property. We have also improved upon the experimental procedure for measuring
the transmission matrix elements to be able to measure the absolute values of the
transmission matrix elements.
1.3 Scope of the thesis
The focus of this thesis is to address the needs identified in Section 1.1. To that
end, we have developed a novel technique to generate vector beams and vector
fields. Our approach relies on the polarization rotation behavior of nematic liquid
crystal spatial light modulators and a specially designed optical setup, and can
generate a wide variety of vector beams and vector fields without using an inter-
ferometer. We have used the capability of the technique to generate a variety of
vector fields and have studied their propagation properties. We discuss the gener-
ation technique and the propagation behavior of the vector fields in Chapter 2. As
described in Section 1.1, the motivation behind developing a stable and versatile
vector beam generator is the potential of harnessing the diversity of polarization
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in metrology applications. In this thesis, we illustrate the usefulness of polar-
ization diversity in optical metrology through two techniques. In one technique,
known as rapid Mueller matrix polarimetry (RAMMP), we harness the diversity
of polarization present in the vector beams to expedite the process of sample char-
acterization. Specifically, we show that the vector beams in conjunction with an
appropriately designed optical setup can be used to extract generalized ellipsomet-
ric parameters from a single image. This technique will be discussed in Chapter
3. In Chapter 4, we discuss a technique that has been designed to extract elements
of the second-order nonlinear susceptibility tensor of single nanoparticle. This
technique uses the diversity of polarization present in vector beams to improve
the robustness of the measurement process. In Chapter 5, we present a low-cost
phase-only SLM developed by using Texas Instruments’ DLP LightCrafter DMD
evaluation module. Although phase-only modulators have numerous applications,
their use in optics laboratories is rather limited because of their high cost. The
low-cost phase-only SLM presented here has potential to change that. We use the
developed phase-only SLM to study the propagation of light through HSM. To
that end, we have developed techniques to exercise quantitative control over the
intensity and phase of the light that is transmitted through HSM. The novelties of
our experimental design and experimental protocol in addition to our realization
of the importance of a physical parameter hitherto overlooked in related studies
are detailed in Chapter 5. In Chapter 6, we present our work on the controlling
of the polarization of the light transmitted through HSM. To that end, at first, we
introduce the concept of vector transmission matrix (VTM) that relates the trans-
mitted field at an observation plane to the incident optical field in intensity, phase
and polarization. We experimentally measured the VTM elements and used it
to demonstrate the first-ever control over the polarization of the light transmitted
through HSM. Our experimental results show that it is possible to use the random-
ness intrinsic to HSM as a polarization optic in order to control the polarization of
the transmitted light. We discuss the theoretical, computational and experimental
work that might help advance the field in Chapter 7 on future works.
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CHAPTER 2
POLARIZATION CONTROL IN FREE
SPACE: NON-INTERFEROMETRIC
GENERATION OF VECTOR BEAMS AND
VECTOR FIELDS
2.1 Introduction
In this chaper we present an approach to generating vector fields and vector beams
that is stable and versatile. We use the approach to generate several example vector
fields and study the basic propagation properties of some of them. The results
presented in this chapter were published in [28].
2.2 Theory and experimental setup
To understand how we achieve versatile and stable vector-field generation, we be-
gin by recalling a basic fact about nematic liquid crystal spatial light modulators
(NLC-SLM). That is, the initial polarization state of an optical beam is altered by
an NLC-SLM if the beam’s initial polarization makes a projection on both the fast
and slow axes of the NLC-SLM [80]. Thus, for a well-characterized NLC-SLM,
this property can be exploited by the appropriate optical setup to effect the de-
sired change in the polarization. In our scheme, the liquid crystal molecules of the
NLC-SLM are aligned vertically with respect to the laboratory reference frame
(the common reference henceforth used in this chapter). Changing the control
voltage applied to each pixel of the NLC-SLM changes the path length traversed
by the vertically polarized component of an input optical field, and thus the polar-
ization at each point of the field corresponding to a particular pixel would change
accordingly; the orthogonal component is not affected by the applied voltage.
Figure 2.1 illustrates the concept of vector field generation. We begin by re-
stricting ourselves to using an input beam that is right circularly polarized (RCP);
the effect of an input beam with arbitrary polarization will later be analyzed. For
an RCP input beam, the output polarization state in the Jones vector representa-
11
Figure 2.1: Illustration describing the concept of vector field generation. A right
circularly polarized Gaussian beam is incident upon a phase plate. Telescope 1
images the phase plate onto the reflective NLC-SLM. Telescope 2 is then used to
image the NLC-SLM surface onto the quarter-wave plate which has its fast axis
aligned at 135 with respect to the horizontal axis. Light at the output of the
quarter-wave plate is a vector field which can be converted to vector beams
through spatial filtering or free space propagation. In our experiments, we use a
Ti-Sapphire laser operating at 800 nm as the laser source. The phase plate,
Lattice Electro Optics, 180 Phase-Half-UF-1006, consists of a 880-nm thick
film of SiO2 covering half of a glass window in order to impart a phase shift of
180 to half of the beam incident upon it. Our SLM is a 512512-pixel
reflective NLC-SLM (BNS XY Series Nematic SLM) and the quarter-wave plate
is QWPO-800-06-4-R10 acquired from CVI Melles Griot.
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tion [5], can be written as a 2 1 column vector
h
cos(F=2) sin(F=2)
i>
[81],
where F is the phase retardation imparted by the NLC-SLM, and the first and
second elements of the vectors represent components of the field along the hor-
izontal (xˆ) and vertical (yˆ) axes. This vector describes the output polarization
at a point in the resultant field’s cross-section. Note that using the Jones calcu-
lus to describe the polarization distribution across the field cross-section requires
some care. First, unlike the standard case of an optical field with homogeneous
(uniform) polarization distribution, the application of the Jones calculus to a field
with inhomogeneous polarization requires that the Jones vector be modified to be
a function of position. Second, the phase difference between different points in a
field’s cross-section must also be considered. With these constraints, the effect of
the phase plate upon the beam can be represented as
JPP (j) = eipsgn(r j)sng(r+p j)
 
1 0
0 1
!
; (2.1)
where j is the azimuth angle on the beam, and r is the angle the boundary
of the phase transition on the phase plate makes with respect to xˆ. The term
sgn(r j)sgn(r+p j) ensures that the beam sees a phase step for azimuth
angles between r and r + p only. It should be noted that the phase term is a
function of the position and cannot be discarded. To obtain a desired polarization
distribution one has to carefully choose the spatial distribution of the retardation
and the orientation of the phase plate. For a linear polarization distribution that
possesses radial symmetry (such as in the case with radial and azimuthal vector
beams), one can use a retardation value given by (2j+2a)mod 2p , where a
is the orientation of the polarization at j = 0. Hence, the Jones vector of the field
at the output of the quarter-wave plate (QWP) can be written as
J (j) = e ip sgn(r j) sgn(r+p j)
24cos (2j+2a) mod 2p2 
sin

(2j+2a) mod 2p
2
35 : (2.2)
In this description, a polarization distribution identical to a radial beam can be
obtained for a = 0 and that for an azimuthal beam can be obtained for a = p2 . This
approach can describe any state of linear polarization. To generate polarization
states possessing ellipticity the QWP in Fig. 2.1 can be removed. Under this
condition, the Jones vector in Eq. (2.2) becomes complex
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Figure 2.2: Experimentally obtained polarization analysis of the intensity
distribution for single-mode (a-c) and hybrid (d-f) vector fields. Scale bar refers
to 1 mm. The direction of the double-sided (black) arrows represent the direction
of the transmission axis of the analyzer used.
J (j) = e ip sgn(r j) sgn(r+p j)
24 e

(2j+2a) mod 2p
2

ie

(2j+2a) mod 2p
2

35 : (2.3)
The optical fields obtained at the output of the QWP are vector fields. Some
of these fields can be converted to vector beams using spatial filtering or long
distance propagation as shown in the next section.
2.3 Results and discussion
In Fig. 2.2 we show the versatility of our system by generating a variety of vector
fields (shown in red). A polarization analyzer (Thorlabs, LPNIR050-MP), fol-
lowed by a CCD camera (Watec, WAT-902H), is placed at the output of the QWP
(the analyzer and CCD are not shown in the figure). Figures 2.2(a)-2.2(c) rep-
resents three single-mode fields, i.e., those possessing uniform radial symmetry
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Figure 2.3: Evolution of the intensity, (a), and polarization, (b), for the
quasi-azimuthal and radial-azimuthal vector fields, where the experimental (i)
and simulation (ii and iii) data are shown for distances of 0, 10, 100, and 250 cm.
in polarization from the field center to the periphery, whereas Figs. 2.2(d)-2.2(f)
represents three hybrid fields with radial distribution at the center (core). We ob-
served that both the intensity and polarization distribution of the vector fields in
Fig. 2.2 evolve with propagation, thus reiterating that the fields at the output of
the QWP are not beam-like. Note that the QWP at the output is used to obtain all
the states except for that shown in Fig. 2.2(c) which was obtained by removing
the QWP and setting a to 0. The top row in the figure shows the respective phase
image used for the generation of each vector field.
To understand the vector fields’ propagation properties, we carried out numeri-
cal simulations using the angular spectrum representation [36, 37] as well as ex-
periments. Specifically, we chose two types of fields: a single-mode field with an
azimuthal polarization distribution, Fig. 2.2(b), which we call quasi-azimuthal,
and a hybrid-mode field with a radial polarization distribution at the core and an
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azimuthal polarization distribution at the periphery, Fig. 2.2(e), which we call
radial-azimuthal. Both the total intensity and the projection through a 135 ori-
entation of the analyzer (measured relative to horizontal axis) at propagation dis-
tances of 0, 10, 100, and 250 cm were recorded as shown in Figs. 2.3(a) and
2.3(b), column i. In column ii of Figs. 2.3(a) and 2.3(b), we show the corre-
sponding simulations for both fields at these distances. To account for inevitable
non-ideal step, for these simulations, we assume that the phase plate imparts both
a phase and an amplitude error of 0:95eip=6 in the vicinity of the phase step. In
Figs. 2.3(a) and 2.3(b), column iii, we show results of the simulation assuming an
ideal phase plate with no error. As can be seen from Fig. 2.3(a), upon propaga-
tion both the quasi-azimuthal and radial-azimuthal fields converge to a doughnut
shape. The simulated values and the experimentally observed data are in good
qualitative agreement. Further, we observe that the polarization distribution for
both of these fields resembles that of the conventional azimuthal vector beam af-
ter propagation, with the accuracy of the approximation improving with increasing
distance. This is confirmed in Fig. 2.4(a) for a simulation of the behavior of both
field types for 30 m of propagation, where the left and right columns show the
results for the quasi-azimuthal and radial-azimuthal fields, respectively. The top
row shows the total intensity, and the bottom row shows the results of projection
through an analyzer at 135. The conversion to a beam-like solution after long
distance propagation is interesting and results from the portion of the field that
does not satisfy the beam-like property diffracting more strongly away from the
optical axis compared to the portion of the field satisfying the beam like property.
The fact that the radial-azimuthal field converts to an azimuthal beam upon propa-
gation is also interesting. To appreciate the reason behind this we used the angular
spectrum approach and found that the portion of this field near its geometric cen-
ter has a larger divergence than the portion closer to the periphery which signifies
that the center of the field is lost due to diffraction leaving behind a polarization
distribution that resembles that of its peripheral region.
The conversion of the vector fields into conventional vector beams upon prop-
agation is an interesting and important behavior. Most vector beam generation
techniques employ the use of conventional spatial filtering to achieve beam-like
solutions. Our approach provides an alternative. Figure 2.4(b) shows the effect
of conventional spatial filtering on the quasi-radial beam. In the figure, columns i
and ii represent the experimental and simulated results taking non-ideality of the
phase plate into account, respectively. The top row in each case shows total in-
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Figure 2.4: (a) Simulated propagation for 30 m is shown for quasi-azimuthal (i)
and radial-azimuthal (ii) fields. (b) The effect of spatial filtering for the
quasi-radial field, where (i) and (ii) show the experimental and simulated results,
respectively. All scale bars are 1 mm.
tensity of the beam whereas the bottom row represents the projection of the beam
through a 135 oriented analyzer. The experimental results are in good agreement
with the simulations. It is expected that a phase plate with graded index profile
will reduce the diffraction resulting from the phase step, thereby leading to better
results. In general, the deviation from the ideal cases is due to both pixelation and
the finite phase resolution of the NLC-SLM, but, as can be seen from Figs. 2.3
and 2.4(b), reasonable approximations can be experimentally achieved.
It has recently been shown that a HOPS representation could be used to describe
vector beams [82]. We adapt this to describe those vector fields which possess
polarization symmetries similar to that of the vector beams by noting that the
representation used in [82] only specifies the polarization distribution and not the
intensity distribution.
Next, we investigate the type of beams that can be generated by our setup. At
first, we only consider an RCP input beam to the NLC-SLM. Expanding Eq. (2.2)
and collecting similar terms for sin(a) and cos(a) we get J (j) = cos(a)Vl +
sin(a)Hl , whereVl = cos(j) xˆ+sin(j) yˆ, and Hl = sin(j) xˆ+cos(j) yˆ are the
bases with topological charge l = 1, as shown in Eqs. (4) and (5) in [82]. In
the orthonormal circular polarization basis [82] we can represent the above field
as J (j) = [sin(a)  i cos(a)]=2Rl +[sin(a)+ i cos(a)]=2Ll , which, according
to Eqs. (8)-(11) in [82], results in four Stokes vector elements of the form S10 =
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1=2, S11 = cos(a)=2, S
1
2 = sin(a)=2, and S
1
3 = 0. These values relate to the
coordinates for the azimuth angle 2q = tan 1
 
S12=S
1
1

= a and the latitude angle
2j = tan 1
 
S12=S
1
0

= 0 on the HOPS. This indicates that for an RCP input to our
system, the output states are limited to the equator of the HOPS. However, if the
QWP in the output arm is removed, points outside the equator can be generated.
This can be seen by starting with Eq. (2.3) and performing an analysis similar
to the one followed for Eq. (2.2). Here, we add the caveat that Eqs. (12) and
(13) in [82] use definitions of azimuth and latitude angles which are interchanged
when compared to the generally used definitions in polarization optics [5].
The results described in this chapter have been for an RCP input beam. Now,
we analyze the effect of an elliptically polarized input beam of the form xˆ+ i b yˆ,
where b is a complex coefficient relating to the weights of the orthogonal po-
larization components [83]. Such a beam can be generated by using a polarizer
followed by an arbitrarily oriented QWP. Upon reflection from the NLC-SLM we
obtain an output polarization proportional to
h
eiF i b e iF
i>
; this beam, when
passed through a QWP with its fast axis at 135, results in an output polariza-
tion proportional to
h
eiF+b e if  i eif + i b e iF
i>
. For insight, we choose to
rearrange this output polarization to the form bRl +Ll , and observe that this re-
sembles the equation of a general vector beam in a basis of right- and left-hand
circular polarization, as shown in Eq. (1) in [82]. It has been shown that this
equation represents any point on the HOPS with a topological charge of 1 [82],
and thus we conclude that our setup can also generate all such states. It is worth
highlighting that Vl and Hl are functions that describe the radial and an azimuthal
vector beams, respectively. Since any state represented in the Rl and Ll basis can
be represented in theVl andHl basis, all states on the HOPS result from a weighted
superposition of radial and azimuthal vector fields.
2.4 Conclusion
In this chapter, we presented a non-interferometric technique to generate arbi-
trary vector fields and vector beams. Our approach is versatile and can gener-
ate any polarization distribution that corresponds to a coordinate on the higher-
order Poincare´ sphere, with basis functions of radial and azimuthal polarization.
The stability resulting from our approach is expected to facilitate the use of vec-
tor beams in quantitative studies in metrology of anisotropic materials [34], mi-
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croscopy [30], and nanophotonics [36]. As an illustrative example of the use-
fulness of the technique we analyzed the effect of propagation on some vector
fields and interestingly found that, in general, these fields change polarization
with propagation—a property of potential interest for systems requiring spatio-
polarization-encoded activation for a specific reaction process such as in cross-
linking of polarization sensitive polymers for three-dimensional fabrication. The
experiments also showed that some vector fields convert to vector beams upon
propagation which presents an alternative to the conventional spatial filtering in
vector beam generation.
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CHAPTER 3
APPLICATION OF POLARIZATION
DIVERSITY IN THIN FILM
CHARACTERIZATION: RAPID MUELLER
MATRIX POLARIMETRY
3.1 Introduction
As pointed out in Chapter 1, existing Mueller matrix polarimeters need to collect
time series data in order to characterize the sample. Here, we outline an approach
that overcomes that shortcoming. Our approach relies on parallelizing the polar-
ization state generation (PSG) and polarization state detection (PSD).
To parallelize the PSG process two requirements seem evident. First, it will
be necessary to simultaneously deliver the required polarization diversity onto
the samples; at least four linearly independent polarizations for complete Mueller
matrix determination [48]. Second, it should be possible to uniquely relate each
incident polarization to a corresponding reflected polarization. A practical solu-
tion that satisfies both constraints is to use vector beams because vector beams
possess different states of polarization at different spatial points.
In Mueller matrix formalism, the polarization of light is represented by a four-
element Stokes vector [84]. To parallelize the PSD, the individual Stokes vector
elements of the reflected light need to be determined simultaneously. A straight-
forward approach to doing this might be to divide the reflected light into four
beams. These beams could then be passed through separate optical setups de-
signed to measure a different element of the Stokes vector. Though this approach
based on amplitude division is conceptually straightforward, it would require mul-
tiples of optical elements potentially increasing unwanted error contributions from
each element. Another approach might be to design an optical setup that mod-
ifies the polarization of the reflected light as a function of the position on the
beam. Given a fixed analyzer and an array detector with such a setup, the in-
tensity recorded at each point on the array detector would be a projection of the
polarization along different polarization components. Thus, these intensity values,
along with a priori knowledge of the optical setup, could be used to completely
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determine the Stokes vector.
In this chapter, we present rapid Mueller matrix polarimetry (RAMMP) that
achieves parallelization of both the PSG and PSD processes in real time and with
high spatial resolution. We achieve parallelization of PSG by using vector beams,
whereas to parallelize PSD a specially designed optical setup consisting of a mi-
croscope objective, an array detector, and an algorithm that combines information
from different parts of the array detector is used. Our proposed scheme permits
the extraction of twelve elements of the Mueller matrix from a single intensity
image from the array detector, thereby reducing the experimental measurement
time to the acquisition time of the array detector. To our knowledge the use of
vector beams in polarimetry to improve polarization diversity on the sample has
not previously been reported, thus our technique adds a new application domain.
Moreover, use of a microscope objective provides diffraction-limited (spatial) sen-
sitivity, which is very useful for the characterization of integrated circuits with
ever decreasing feature size [85], and of nanostructures and nanomaterials that
continue to become technologically and scientifically important [45]. The results
presented in this chapter have been published in [34].
3.2 Theory
Figure 3.1 shows the proposed RAMMP optical setup. An input scalar polarized
laser beam is converted into a collimated vector beam by the vector beam gen-
erator (VBG). The vector beam is then reflected by the beam splitter (BS) onto
the microscope objective (OBJ). The focused beam first passes through the wave-
plate (WP) before being reflected by the sample, and subsequently re-collimated
by OBJ after passing again through WP. Finally, the beam is analyzed by the fixed
linear polarizer (LP) and imaged onto a CCD camera.
Typically, to calculate the electric field distribution on the sample one uses vec-
tor diffraction theory [86] and [37]. However, we are more interested in analyzing
the polarization of the output beam as a function of the polarization of the input
beam, and since both beams are collimated they can be treated as ensembles of
rays [37]. Moreover, since we are interested only in the linear polarization prop-
erties of the sample, each ray in the output beam can be traced to a unique ray in
the input beam. Therefore, we use a modified ray optics model in which each ray
is associated not only with direction but also with intensity and polarization [37].
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Figure 3.1: Schematic of the proposed experimental RAMMP setup. See text for
details.
A Mueller matrix description of the setup is presented below.
To analyze the schematic shown in Fig. 3.1, we begin with the optical field
on the back focal plane of OBJ. Let us consider a general incident ray located at
radial distance r and azimuth angle F in the XOY coordinate system as shown in
Fig. 3.2. Let its Stokes vector be
S (r;F) = [S0 (r;F) ;S1 (r;F) ;S2 (r;F) ;S3 (r;F)]T ; (3.1)
where S0, S1, S2, S3 are the four elements of the Stokes vector, and superscript T
represents the transpose of the row vector. Assigning polarization to a ray is for
conceptual convenience, and is in accordance with the theory presented in [86]
and [37]. Although the focusing action of OBJ on a ray can be represented in any
coordinate system, it takes particularly simple form in a coordinate system which
has its X axis lying on the plane of incidence of the ray. Because of this, for a
ray at (r;F) we define a new coordinate system X1OY1 obtained by rotating the
XOY coordinate system by an angle F counterclockwise. The Stokes vector in
the new coordinate system X1OY1 is related to that in the old coordinate system
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Figure 3.2: Schematic of the coordinate systems used in the derivation of the
Mueller matrix description. The change in the polarization state of a general ray
as it passes through the system is also shown.
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XOY through a standard Muller matrix of the form [46]:
MR ( F) =
266664
1 0 0 0
0 cos(2F) sin(2F) 0
0  sin(2F) cos(2F) 0
0 0 0 1
377775 : (3.2)
In the rotated coordinate system upon refraction Ex1 and Ey1 transform to Ep1
and Es1, respectively (refer to Fig. 3.2). Due to this one-to-one transformation,
the refraction operation of the lens can simply be written as,
MRF =
1p
cos(q)
266664
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
377775 ; (3.3)
where 1p
cos(q)
follows from the intensity law of geometrical optics [37, 86]. Here
q is the cone angle of the ray and is defined as tan 1

r
f

, where f is the focal
length of OBJ [37, 86]. The refracted ray then passes through WP with its fast
axis aligned along OX thereby making an angle of  F with OX1 (refer to Fig.
3.2). The Mueller matrix of a waveplate with its fast axis at F and retardance d is
given by [46]
MWP (0;d ) =
266664
1 0 0 0
0 1 0 0
0 0 cos(d ) sin(d )
0 0  sin(d ) cos(d )
377775 : (3.4)
Thus, the effect of the waveplate on the ray, following standard Muller matrix
transformation rules [46], is given byMR ( F)MWP (0;d )MR (F). Generally, the
retardance of a waveplate changes with the angle of incidence [87], and as such
the setup has been designed to work for retardance values several degrees around
that of a quarter waveplate. In general, the Muller matrix of any optical system is
a function of both the angle of incidence and azimuth angle. The Mueller matrix
for the sample at azimuth angle F= 0 and cone angle of q is, in general, given by
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MS (q ;F= 0) =
266664
M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44
377775 ; (3.5)
whereM11;    ;M44 are Muller matrix elements. For a ray coming from (r;F), the
sample appears to have been rotated byF, and thus the effect of the sample on the
ray can be calculated by MR ( F)MWP (0;F= 0)MR (F). Reflection changes
the direction of propagation of the ray and the polarization direction as shown in
Fig. 3.2 (compare Es1 with Es2 and Ep1 with Ep2). This change in polarization is
represented by a Mueller matrix of the form:
MRL =
266664
1 0 0 0
0 1 0 0
0 0  1 0
0 0 0  1
377775 : (3.6)
This transformation, however, gives the Stokes vector in a new coordinate sys-
tem, X2OY2 (refer to Fig. 3.2) which is related to X1OY1 through a clockwise
rotation by p radians. For the reflected ray, the fast axis of WP makes an an-
gle (p F), and its effect on the ray therefore is given byMR (p F)MWP (0;d )
MR ( p+F). The collimation effect of the lens is modeled by the Mueller matrix
MCL =
p
cos(q)
266664
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
377775 ; (3.7)
where
p
cos(q) again follows from the intensity law [37]. The Stokes parameters
obtained after all these transformations are in the X2OY2 coordinate system. To
bring them back to our initial fixed coordinate system XOY , a counterclockwise
rotation of the axes by (p F) is required, i.e.,MR ( p+F). The collimated ray
then passes through LP with its transmission axis along OX and it transforms the
Stokes vector according to [46]
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MLP =
1
2
266664
1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0
377775 : (3.8)
Finally, the intensity is recorded at the CCD. This operation is represented by
A=
h
1 0 0 0
i
: (3.9)
The combination of the aforementioned operations together gives the final ex-
pression for the intensity recorded at the CCD for a ray incident on OBJ at (r;F)
or equivalently at (q ;F) to be
P(r;F) =A MLP MR ( p+F)MCL MR ( p+F)
MRL MR ( F)MS (q ;F= 0)MR (F)MR ( F)
MWP (0;d )MR (F)MRF MR ( F)S (r;F)
: (3.10)
One observes that the output intensity is a function of the input Stokes vector,
the azimuth angle, the radial distance (or the cone angle) and the elements of
the sample Mueller matrix. By segregating the elements of the sample Mueller
matrix, one can write the expression in the vector dot product form as
P(r;F) =W M =
26666666666664
W11
W12
W13
W14
W21
...
W44
37777777777775

26666666666664
M11
M12
M13
M14
M21
...
M44
37777777777775
; (3.11)
whereW andM are known as the polarimetric measurement vector and theMueller
vector, respectively [46]. This equation constitutes the forward model of the sys-
tem. To determine the Muller matrix for a particular angle of incidence q 0 i.e.,
MS (q = q 0;F= 0), intensities on the array detector corresponding to that angle
of incidence, i.e., intensities along a radial distance r= f  tan(q 0) on the detector
are arranged in the polarimetric data reduction equation [46] as
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Figure 3.3: Systems block diagram representation of the steps taken for
numerical analysis. Here (a) represents the approach for generating the synthetic
data, and (b) the inverse model for retrieving the Mueller matrix elements of the
sample.
P =WM =
266664
P1
P2
...
PN
377775=
266664
W1;11 W1;12 : : : W1;44
W2;11 W2;12 : : : W2;44
...
... . . .
...
WN;11 WN;12 : : : WN;44
377775
266664
M11
M12
...
M44
377775 ; (3.12)
where N is the number of rays considered. Given P andW , one can estimate M
through [46]
bMEst =  W T W  1W TP =W 1P P; (3.13)
whereW 1P is the pseudoinverse ofW and bMEst is the estimated Mueller vector.
Estimated sample Mueller matrix bMS can be constructed from bMEst by using the
relation implied in Eq. (3.11).
3.3 Results and discussion
To test the validity of RAMMP some straightforward numerical studies were car-
ried out on two anisotropic samples, including a metamaterial. As shown in Fig.
3.3 numerical analysis involves two steps: generation of synthetic data which
comprise the expected intensities at the array detector for a given sample, and the
retrieval of the Mueller matrix elements from these intensities. To generate the
synthetic data [as shown in Fig. 3.3(a)], values for the permeability (m ), permit-
tivity (e ), and rotation (r ;r 0) tensors [88] of the samples were obtained from the
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Figure 3.4: Schematic of samples numerically studied. (a) A thin anisotropic film
deposited on top of a crystalline silicon sample. (b) Stratified metal-dielectric
metamaterial.
literature. These values were then used to calculate the Jones matrix for reflec-
tion using the Berreman formalism, which is widely used to analyze the reflection
and transmission of polarized light from stratified planar structures [88–90]. Fur-
thermore, this formalism is particularly useful for analyzing arbitrary anisotropic
samples irrespective of their orientation which is not possible using the Fresnel
approach [90]. Since the Jones matrix for reflection for a given sample is a func-
tion of angle of incidence, and since in RAMMP the light is incident on the sample
over a wide angular range due to the use of a microscope objective, an array of
Jones matrices [JM (q ;F= 0)] for reflection were calculated. These Jones matri-
ces were then converted to Mueller matrices [MS (q ;F= 0)] using the standard
Jones-to-Mueller transformation [84]. Synthetic data [P(q ;F)] was finally ob-
tained by using the forward model of the system [Eq. (3.11)] in conjunction with
the calculated Mueller matrices and field distribution of vector beams. At this
stage of development, noise performance of the technique is secondary and we
do not add noise to the synthetic data. To retrieve the Mueller matrix elements
for angle of incidence q 0, [ bMS (q = q 0;F= 0) as shown in Fig. 3.3(b)] synthetic
data corresponding to that angel of incidence were taken as a function of the az-
imuth angle F, and matrices W and P [defined in Eq. (3.12)] were constructed.
The Mueller vector bMS was estimated using Eq. (3.13), and was constructed by
rearranging its elements.
Schematics of the samples numerically studied are shown in Fig. 3.4. Figure
3.4(a) represents a thin film of a transparent uniaxial crystal deposited on top of a
crystalline silicon substrate [90]. It is representative of materials like quartz and
calcite which are widely used in optical components. The second sample depicted
in Fig. 3.4(b) is a stratified metal-dielectric metamateial fabricated using Ag and
MgF2 [91]. This material is magnetically active, i.e., the relative permittivity
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Figure 3.5: Polarization state distribution along the azimuth of the vector beam
used in the calculations.
Figure 3.6: Mueller matrix elements for the sample in Fig. 3.4(a) as calculated
from the (a) Berreman formalism, and as recovered using (b) RAMMP.
is not equal to 1, and is magnetically and electrically anisotropic. Iwanaga [91]
shows negative (optical) refraction at a photon energy of 3.7 eV. This metamaterial
structure has found its use, among other things, in the emerging hyperlens research
[92, 93], which provides spatial resolution beyond the diffraction limit.
RAMMP uses vector beams to deliver polarization diversity on the sample. In
our numerical studies we used a vector beam with polarization state distribution
as shown in Fig. 3.5. Such a vector beam can be obtained from simply modifying
the setups used to generate a radial vector beam to impart a relative phase shift
of p=2 and p to the third and fourth quadrants of the constituent HG01 mode,
respectively. Such a beam can easily be implemented by using spatial light mod-
ulators [12].
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Figures 3.6 and 3.7 show a comparison between the Mueller matrix elements
used to generate the synthetic data and the ones retrieved by solving the inverse
problem as described earlier. The retrieved values are in exact correspondence
with the original. Moreover, for each sample, only one intensity image is used
to retrieve the Mueller matrix elements shown. This is made possible because of
the parallelization of the PSG and PSD. Furthermore, RAMMP is flexible with
the type of vector beam that can be used, as long as the input beam delivers four
linearly independent polarization states on the sample simultaneously. However,
to characterize isotropic samples, less exotic beams can be used.
Figures 3.6 and 3.7 show that RAMMP retrieves only twelve of the sixteen
Mueller matrix elements, corresponding to the first three rows of the Mueller ma-
trix. However, this is not a severe limitation. The elements from these three rows
are sufficient to find all four complex elements of the Jones matrix of the sample
within an absolute phase term [48]. Since a non-diagonal Jones matrix can ac-
curately describe the polarization property of any type of non-depolarizing sam-
ple [88] including the emerging material structures that are magnetically active,
this scheme is widely applicable. It is interesting to note that with a slight mod-
ification, RAMMP can allow determination of all the Mueller matrix elements.
To do so, an additional intensity image needs to be taken by changing the orien-
tation of the polarizer. Then, assuming that the polarizer is rotated by an angle
y , MLP in Eq. (3.10) will be replaced by MR (y) MLP MR ( y). However,
an alternative to collecting two images could be to modify the PSD such that all
four elements of the Stokes vector could be retrieved from a single image as, in its
current form, the RAAMP is limited to twelve elements because of the PSD that
can extract only three elements of the Stokes vector from a single image.
The Mueller matrix of a general anisotropic sample is a function of both the
azimuth angle and the angle of incidence. However, for a fixed angle of inci-
dence one can relate the Mueller matrices at different azimuth angles by using
Mueller matrix transformations for optical elements. This fact allowed us to take
advantage of information overlap between intensities recorded for various azimuth
angles for a fixed angle of incidence. However, the information overlap between
intensities recorded for different angles of incidence is still unexploited. It is likely
that combining this information will improve the robustness of the approach. This,
however, is not possible within the framework of the Mueller matrix as no general
relations exist to relate the Mueller matrices of different angles of incidence. An
alternative approach might be to work directly with the optical matrix [88] that is
30
Figure 3.7: Mueller matrix elements for the sample in Fig. 3.4(b) as calculated
from the (a) Berreman formalism, and as recovered using (b) RAMMP.
composed of the permittivity tensor, permeability tensor and rotation tensors.
3.4 Conclusion
In this chapter, we presented a rapid Mueller matrix polarimetry that can extract
twelve Mueller matrix elements from a single intensity image. It achieves this
by parallelizing the operation of the polarization state generator and polarization
state detector, which is in stark contrast to the existingMueller matrix polarimeters
in which the respective polarization state generation and detection processes are
done sequentially. Parallelization of the polarization state generation was achieved
by using vector beams, for which our technique provides a new application do-
main. Polarization state detection was parallelized by using an array detector, a
specially designed optical setup, and the realization that the Mueller matrices of
optical elements with the same angle of incidence but different azimuth angles
are related by standard Mueller matrix transformations. Numerical studies carried
out on two anisotropic samples, one of which was a metamaterial, verified the
approach. Future work includes experimental realization of RAMMP, and deriva-
tion of its description in the framework of the optical matrix [88] to make it a more
information rich and robust characterization tool.
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CHAPTER 4
APPLICATION OF POLARIZATION
DIVERSITY IN NANOPARTICLE
CHARACTERIZATION
4.1 Introduction
In Chapter 1, we pointed out the importance of measuring elements of the second-
order nonlinear susceptibility tensor for individual nanoparticles. In this chapter,
we present such a technique. Our technique utilizes a coherent confocal micro-
scope [94], and exploits the fact that SHG is a coherent process so that the phase
and the amplitude of the field may be obtained interferometrically [57, 61]. We
assume that the particle is pointlike, that is, its structure is unresolvable on the
scale of the wavelength of light [95] and that it can be characterized by a sin-
gle second-order susceptibility tensor. Analysis of large particles may require a
more complicated model [94]; however, the framework presented in this chap-
ter is modular and is amenable to such modifications. We also assume that the
particle is fixed in position and well isolated from other particles such that there
is no inter-particle interaction, and that the optical field used to characterize the
particle does not interact with neighboring particles. In a general setting, there is
not enough data available to solve for all elements of the nonlinear susceptibility
simultaneously. However, it is often possible to invoke symmetries of the tensor
to reduce the number of free variables and resolve the remaining elements. The
Kleinman symmetry [96, 97] may be invoked for nondispersive nonabsorbing me-
dia. Then the proposed technique can be used to infer the position and extract all
elements of the second-order susceptibility. In the case of failure of the Kleinman
symmetry, other symmetries may be invoked to similar ends [97]. Since in prac-
tice the overall scale of the data is not known precisely, the susceptibility tensor
elements are estimated up to a constant scaling factor. For practical experiments,
nanoparticles may be on substrates; the retrieved susceptibility in our approach
is then the effective susceptibility that includes the effect of the substrate-particle
interaction. The bare particle polarizability can then be inferred from the effective
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Figure 4.1: Schematic of the proposed experimental setup.
polarizability.
In Section 4.2 we describe the theoretical framework, and in Section 4.3 we
present results from simulations. The results presented in this chapter were pub-
lished in [36].
4.2 Theory
4.2.1 Forward model
Figure 4.1 shows a simplified schematic of the proposed experiment. An input
beam with fundamental frequency w (indicated in Fig. 4.1 by dashed arrows)
passes through a beam splitter. Part of the beam passes through the vector beam
shaper which imparts the required phase and intensity distribution to the input
beam giving rise to a field E (b) at the entrance pupil of the lens L1. The beam is
then refracted by L1 which results in the field E (l) at the exit pupil of the lens, and
a field g in the focal volume. The sample consists of a substrate supporting the
nanoparticle to be characterized. As mentioned in Section 4.1, the substrate can
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have more than one nanoparticle; however, these nanoparticles should be sparsely
distributed so that the focused beam interacts with only the nanoparticle to be
characterized. The interaction of the nanoparticle with the focused optical field
generates the backscattered signal E (s) which consists of the optical field at both
the fundamental and second harmonic (indicated in Fig. 4.1 by dotted arrows),
2w , frequencies. This signal then propagates back through L1 and is combined
with a reference SHG signal, E (l)(2w), at the beam splitter. The SHG filter in
the signal path ensures that only the second-harmonic signal is recorded at the de-
tector. The reference SHG signal can be generated using a nonlinear crystal with
a large second-order susceptibility such as beta-barium borate (BBO) or lithium
triborate (LBO) [57, 60, 61, 98]. It should also be noted that the reference SHG
signal must be generated from the illuminating optical source in order to ensure
that the reference field is coherent with the SHG signal backscattered from the
nanoparticle (as demonstrated in [60] ).
The intensity at the detector is a function of both the position of the geometrical
focus r = (x;y;z), and the second-harmonic angular frequency 2w , and can be
written as [94, 99]
I (r;2w) =
E (r) (2w)2+2RefS (r;2w)g+E (r) (2w)2 ; (4.1)
where h   i represents a time-averaging operation. In Eq. (4.1), the first term
depends only on the reference signal; assuming a plane wave reference signal the
dependence on r can be removed. The third term, which is the autocorrelation
term, is typically very small and can usually be neglected [94]. The interferomet-
ric cross term defined as
S (r;2w) =
n
E (r) (2w)
o†
E (s) (r;2w)

(4.2)
can be recovered from its measured real part RefS (r;2w)g using the Hilbert
transform [94], where † represents the Hermitian transpose operator. Note that
the application of the Hilbert transform in retrieving the complex field is appli-
cable when the data is collected over a range of frequencies; alternatively, if the
experiments are carried out at a single frequency, phase-shifting interferometry
could be used. However, the fundamental results presented in this chapter are
independent of the technique used to retrieve the complex field.
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To determine the backscattered field, E (s) (r;2w), we develop a forward model
for the field from the incident field, through the optical system, to the interaction
with the sample and back out. We denote the beam delivered by the source onto
the vector beam shaper by E (in) (w). It is converted to the field E (b) (sx;sy;w)
on the entrance pupil of the lens by the vector beam shaper where sx and sy are
the components of the unit vector directed from a point on the exit pupil to the
geometrical focus [37, 100] which can be mapped to a corresponding point on the
entrance pupil by ray tracing, such that
E (b) (sx;sy;2w) = ~V (sx;sy)E (in) (w) ; (4.3)
where ~V (sx;sy) is a tensor operator describing the operation of the vector beam
shaper. Assuming an aplanatic lens obeying the sine condition and the intensity
law [37], the refracting action of the lens can be written as
E (l) (sx;sy;w) = A(sx;sy)E (in) (w) ; (4.4)
where the tensor A includes both the effect of the vector beam shaper and the
refraction by the lens. This can be obtained from the rotation of Eq. (2.23) in
[86] or from Eq. (3.51) in [37]. The field at an arbitrary point is calculated as
[37, 94, 100]
g
 
r 0  r;w= k
2pi
Z
dsxdsy
A(sx;sy)E in (w)
sz (sx;sy)
eiks:(r
0 r) = F
 
r 0  r;wE in (w) ;
(4.5)
where F is a tensor that includes the effect of the vector beam shaper and the lens.
The parameter sz , in free space, is related to sx and sy through the standard relation
sz =
q
1  s2x  s2y [94]. The angular spectrum representation approach outlined
here can also be modified to allow for situations where the field is focused onto a
sample with background index mismatch [37].
Assuming that the nanoparticle is at a position r p (p represents the position
of the nanoparticle) and its effective 36 susceptibility tensor in contracted no-
tation, i.e., the second-order susceptibility tensor under permutation symmetry,
is represented by d , the resultant second-harmonic polarization may be written
as [96, 101]
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P(2w) = d
26666666666664
gx2

r(p)  r;w

gy2

r(p)  r;w

gz2

r(p)  r;w

2gy2

r(p)  r;w

gz2

r(p)  r;w

2gx2

r(p)  r;w

gz2

r(p)  r;w

2gx2

r(p)  r;w

gy2

r(p)  r;w

37777777777775
= d
26666666664
e1
e2
e3
e4
e5
e6
37777777775
; (4.6)
where gx, gy and gz are the x, y and z components of the focal field, g, and ei is
shorthand for the i th-row element of the 16 vector of products of the elements
of g. The amplitude of the field resulting from this induced second-harmonic
polarization is proportional to k2P (2w) [99]. This field propagates back through
the lens. By reciprocity, this operation can be described by FT (2w) [94], where T
refers to the transpose of the operator. Hence, the backscattered second-harmonic
field can be written as
E (s) (r;2w)ak2FT

r(p)  r

P (2w) : (4.7)
Note that F implicitly includes the dyadic Green’s function which is frequency
dependent [100, 102]. It should be noted that there is a backscattered fundamental
field as well; however, it is neglected since it is filtered out. The backscattered
field then interferes with the reference field. Using Eq. (4.2), the complex field
can be written as
S (r;2w)ak2
n
E (r) (2w)
o+
FT

r(p)  r;2w

P (2w)

: (4.8)
Thus, one can acquire an image by fixing the focal plane at z = 0 and scan-
ning the stage in two dimensions in (x;y). The received complex field, using the
Einstein summation notation, can be written as
S (x;y;2w)adi j (w)hi j (x  xp;y  yp;zp;2w) ; (4.9)
where hi j are optical response functions (ORFs) which help discriminate the out-
put signal due to each susceptibility element and are defined as
hi j (x;y;zp;2w) = k2E(r)l (2w)Fil

 x; y;z(p);2w

e j: (4.10)
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In Eq. (4.9) the Einstein summation notation has again been used and * rep-
resents the complex conjugate. Also, the superscripts i; l = 1;2;3 and j = 1; :::;6
represent corresponding elements of the parent tensor/vector. For example, F12
represents an element of the first row and second column of the operator F . As
Eq. (4.7) shows e js are functions of the nanoparticle position. From Eq. (4.9),
one sees that although the backscattered second-harmonic signal is a second-order
function of the input field (through e j), it is linearly dependent on the susceptibil-
ity elements. The ORFs defined in Eq. (4.10) are general. As noted above, it is
not possible to solve for the elements of the susceptibility in the general case and
so some prior constraint must be applied. Here we invoke the Kleinman symme-
try as an example, which can be enforced when d is taken to have the following
form [96]
d =
264d11 d12 d13 d14 d15 d16d16 d22 d23 d24 d14 d12
d15 d23 d33 d23 d13 d14
375 : (4.11)
Equation (4.9) constitutes the forward model and can be used to predict the
recorded signal when both the position r(p) and the effective second-order sus-
ceptibility matrix d of the nanoparticle are known.
4.2.2 Inverse problem
To estimate the nanoparticle parameters, namely the susceptibility elements and
the position of the particle, from the collected data, the inverse problem needs to
be solved. This is achieved by searching for the set of parameters that lead to the
smallest deviation between the observed data and that predicted from the forward
model. There are several different quantitative metrics to estimate the deviation;
here, we use the Euclidian norm
C

d;r(p);2w

=
S (r ;2w) di j (w)hi jx  x(p);y  y(p);z(p);2w : (4.12)
The Euclidian norm chosen in Eq. (4.12) is consistent with a Gaussian noise
model [103] characteristic of interferometer measurements dominated by the noise
from the reference beam and/or thermal detector noise [104]. The information
about the position and the susceptibility of the nanoparticle is encoded in the
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recorded signal through the ORFs in Eq. (4.10), therefore successful retrieval
of these parameters, as in any coding/decoding process, depends on the ability of
ORFs to sufficiently encode each susceptibility element onto the recorded data.
Specifically, the ORFs are required to each be distinct and non-negligible. Fur-
thermore, since the ORFs are dependent on the input field in the focal region,
successful use of this technique requires that an appropriate beam type be used.
For example, the focal field for a Gaussian beam contains a negligibly small field
of z polarization [37]. As a result, for the Gaussian beam, several ORFs, such as
h13 are expected to be negligible as they depend on either the z or a product of
the z- and the x- or the y-polarized field in the focal region. In contrast, a strongly
focused radial vector beam, a beam with polarization distribution that is radially
pointing outward from the beam center at each point [37], is also not expected to
be a good choice for this technique because under very strong focusing a radial
vector beam provides a strong z-polarized field at the expense of the x- and the
y-polarized field [37]. In this case, ORFs such as h11 and h12 are expected to be
negligible as they depend either on the x or the y, or a product of the z- with the
x- or the y-polarized field. Here, we choose a modified radial beam that is fo-
cused using a 0.8 numerical-aperture lens. The vector beam generator used in our
analysis blocks the central portion of the input beam and rotates the polarization
at other points by an angle equal to the azimuthal angle of the point. Example
techniques to generate such beams include the use of spiral phase delay plates,
graded transmission filters [14], and spatial light modulators [12]. The resulting
focal field distribution has comparable x- , y- , and z-polarization field strengths
(see Fig. 4.2) which cannot be achieved by using a uniformly polarized Gaussian
beam. Figure 4.3 shows the real and imaginary components of the first three of
the ten independent spatial domain ORFs, using the modified radial beam, when
the reference field is linearly polarized along the x-axis.
4.3 Simulations
To analyze the performance of the proposed technique numerical experiments
were carried out. The nanoparticle parameters were generated randomly. One
set of position values is shown in Eq. (4.13)
r(p) = lSHG [ 0:0139 0:17774 0:0241]T : (4.13)
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Figure 4.2: The intensity of each polarization component at the focal plane with
the input beam and the lens parameters specified in the text. The intensities are
normalized by the maximum intensity across all polarizations and all positions.
The axes shown apply to all polarization components.
Figure 4.3: The real (a-c), and the imaginary (d-f) parts of the first three (of ten)
spatial domain ORFs, h11, h12 , h13 for a radial vector beam at a defocus of
0:125lSHG where lSHG = 2p c2w . These ORFs are dependent on the input beam
type as well as the amount of defocus, and encode the position and the
susceptibility information of the nanoparticle onto the recorded signal. Thus,
these ORFs can also be thought of as the basis elements, albeit non-orthogonal,
onto which the measured field can be decomposed. The coefficients of the
decomposition give us the ten independent elements of the second-order
susceptibility tensor under the permutation and Kleinman symmetry. Figure
4.3(g) shows the scales used for these plots. Here, the axes have been labeled in
the units of wavelength and the ORF values have been normalized by the
maximum value across all ORFs. The axes shown apply to all ORFs.
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The Kleinman symmetry assumes (optical) transparency [96], and as such the
susceptibility elements should be real. An example of this is shown in Eq. (4.14)
where the values have been normalized by the maximum value:
d =
2640:8274 0:5416 0:2956 0:0378 1:0000 0:78540:7854 0:6721 0:5913 0:7503 0:0378 0:5416
1:0000 0:7503 0:1569 0:5913 0:2956 0:0378
375 : (4.14)
The position r(p) and the contracted susceptibility matrix d were then used in
Eq. (4.9) to generate the synthetic data. It consisted of a 2D complex-field dis-
tribution S (x;y;2w). In addition, since the data collected in actual experiments
is never noise free, we choose to add complex random Gaussian noise. To gen-
erate an image with a given value of signal-to-noise ratio (SNR), for each pixel,
the noise level is randomly chosen from a Gaussian distribution with the mean
and variance defined by both the signal level at that pixel and the required SNR.
Specifically, the real and the imaginary parts of the complex noise are generated
independently from a Gaussian distribution whose variance is equal to half of the
ratio of the signal power to the SNR. The power at each pixel is calculated as the
square of the amplitude of the complex signal at that pixel.
To solve the inverse problem, the Nelder-Mead algorithm was applied over the
particle position through the fminsearch function in MATLAB. The initialization
point for the algorithm was randomly generated using the rand function in MAT-
LAB with a range of 1.5 lSHG in the x- and y-directions centered on the origin.
During each iteration, the corresponding elements of the susceptibility were cal-
culated using matrix inversion of the data in Eq. (4.9). Without any restriction,
fminsearch will converge to complex values. However, requiring the susceptibil-
ity to be real at the start of the optimization procedure derails convergence as this
constraint introduces discontinuity in the objective function whereas fminsearch
assumes continuous objective function. We circumvent this problem by permit-
ting complex values at the beginning of the optimization procedure and restricting
the susceptibility to be real once a minimum is approached.
For an SNR of 25 dB, the following values were estimated for position
br = lSHG [ 0:0141 0:1767 0:0239]T (4.15)
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and susceptibility elements
bd =
2640:8223 0:5325 0:2972 0:0342 1:0000 0:78130:7813 0:6690 0:5867 0:7451 0:0342 0:5325
1:0000 0:7451 0:1518 0:5967 0:2972 0:0342
375 : (4.16)
Again retrieved values have been normalized by the maximum real part. In
practical systems the absolute scale of the data will not be known precisely hence
the normalization is for comparison purposes so the susceptibility is estimated to
within a constant scaling. We observe that the estimated value of the position
closely matches the expected value [Eq. (4.13)] despite the noise. Also, compar-
ing the elements of the matrix d with the elements of the matrix bd we see that
the values closely match despite the noise. It should be noted that in a physical
experiment, the deduced susceptibility would be determined in the macroscopic
(laboratory) reference frame. To correlate these values to the crystal structure, one
will need to supplement retrieved values with knowledge of the orientation of the
emission dipole (multipole) of the particle which can be obtained from techniques
like defocused imaging [62].
The effect of the noise on the accuracy of the retrieved position and suscepti-
bility is shown in Fig. 4.4. For each data point shown, numerical experiments
were run ten times at a constant noise level and with a separate set of randomly
generated nanoparticle parameters. The particle was restricted to the focal plane
for all calculations. The error values shown are the average of the ten error values
for each point. The confocal scanning step size in the transverse direction (along
x- or y-) and in the axial direction was 0.125 lSHG and 0.25 lSHG , respectively.
Figure 4.4(a) shows the norm of the error in the susceptibility elements. Similarly,
Fig. 4.4(b) shows the Euclidian norm of the error in position br(p)  r(p) as a func-
tion of the SNR. We observe the intuitive result that as the SNR is increased the
error decreases. Since only 10 of the 18 elements are independent, to calculate
the norm, a vector of these 10 elements was constructed and the corresponding
Euclidian norm was calculated. It again shows an improvement in the retrieval
accuracy as the noise level is decreased. Although in these calculations the par-
ticle is assumed to be in the focal plane (i.e., z = 0 ), our approach allows for
the position and susceptibility of the particle to be retrieved even if the particle is
located in any other plane.
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Figure 4.4: Euclidian norm of the error in the retrieved values of (a) the
susceptibility, and (b) the position as a function of the signal-to-noise ratio.
4.4 Conclusion
We presented a technique to determine both the position and the second-order
nonlinear susceptibility tensor elements for single nanoparticles under the permu-
tation and Kleinman symmetry. The performance of the technique was assessed
through the numerical experiments which showed that the retrieval is robust. Since
the nanoparticles are placed on a substrate, the retrieved values of the susceptibil-
ity will be effective values in the sense that the effect of the substrate is also
reflected in these values. This might be overcome by suspending the particle in
a vacuum using optical levitation techniques. Furthermore, the framework pre-
sented in the preceding sections can be extended to extract information regarding
third- and higher-order susceptibilities, as well as other types of coherent interac-
tion processes. In the preceding sections we analyzed the case of non-absorptive
nanoparticles. For absorptive particles the Kleinman symmetry condition is not
applicable. Although the framework developed here can be used to analyze such
particles, in that case not all elements of the susceptibility tensor can be unam-
biguously retrieved unless some other prior conditions which reduce the number
of independent susceptibility tensor elements are applicable.
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CHAPTER 5
QUANTITATIVE CONTROL OVER THE
INTENSITY AND PHASE OF THE LIGHT
TRANSMITTED THROUGH RANDOM
MEDIA
5.1 Introduction
In this chapter, we demonstrate an ability to control both the amplitude and phase
of the transmitted light after propagation through a random medium (RM). We
show that the concept of the absolute value of the transmission matrix elements
that we introduced in [20] can be used to design input beam profiles that can result
in transmitted light of a desired intensity and phase. Although an approach for
measuring the absolute value of the transmission matrix elements was presented
by us in [20], the approach required that two separate beams, one for the reference
signal and the other for the control signal, be used in the experiment, which limited
the interferometric stability of the system. In the approach outlined in this chapter,
by contrast, we encode both the reference and the control signals on a single beam.
Further, we also find that the cross-correlation between different input channels,
which has hitherto not been considered, plays an important role in the optimization
process and needs to be taken into account.
This chapter is organized as follows. In Section 5.2, we discuss the measure-
ment of the absolute value of the transmission matrix elements. In Section 5.3,
we outline the approach used in the control of the intensity and the phase. This is
followed by the results and discussion in Section 5.4. The chapter ends with the
conclusions in Section 5.
5.2 Measurement of the transmission matrix elements
Figure 5.1 shows our experimental setup for measuring the transmission matrix el-
ements. A collimated laser beam is incident on a deformable mirror device micro-
mirror array (DMD-MMA) [105]. This DMD-MMA, acquired as part of the DLP
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Figure 5.2: Hologram in (a) generates both the reference and control signal
whereas those in (b) and (c) generate a control signal and the reference signal,
respectively.
LightCrafter DMD evaluation module from Texas Instruments, can impart only a
binary amplitude modulation to the field incident on it. However, measuring the
transmission matrix elements requires an ability to perform a spatially dependent
phase modulation [18–20]. We bridge this mismatch between the requirements
of the experiment and the capability of the available device by using the Lee’s
synthetic binary holograms [106]. These holograms can be implemented through
binary amplitude modulation and have been shown [19, 106] to be able to provide
spatially dependent phase modulation. To achieve a phase-only modulation using
the DMD-MMA, at first, from the desired phase profile g(x;y), we calculate the
Lee’s synthetic binary hologram, f (x;y), using the following expression [106]
f (x;y) =
8<:1 if cos

g(x;y)+ 2pxT
	
> cos(pq)
0 Otherwise
; (5.1)
where T is the period of the grating in the hologram. The parameter q defines
the duty cycle of the grating [106] and is set to 0.5 in our case. Since the DMD-
MMA is a pixelated device, we calculate the hologram function f (x;y) only at
the center of each of the available micro-mirrors. The calculated binary hologram
is then displayed on the DMD-MMA which results in several diffraction orders.
The desired phase modulation is in the first diffraction order, which is selected by
obstructing the other orders at the Fourier plane of lens L1. The selected order is
then collimated by lens L2. The desired phase modulation is observed at the front
focal plane of the lens L2. This field is then focused onto the sample S by the
objective OBJ1. Part of the scattered light is then collected by second objective
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OBJ2 and passed through an analyzer P and recorded onto a CMOS camera. In
our experiments, OBJ1 is an infinity corrected Spencer 10X objective of 0.25 NA,
whereas OBJ2 is an infinity corrected Reichert 45X objective of 0.66 NA. Both
the camera and polarizer used in our experiments were acquired from Thorlabs,
with respective part numbers of DCC1545M and LPNIR100-MP. The scattering
samples were prepared by depositing ZnO onto microscope slides. Here, we note
that the DMD-MMA used in our experiments currently costs less than $600 which
is significantly less expensive compared to the commercially available phase-only
SLMs.
To measure the transmission matrix elements, we divide the DMD-MMA into
two areas, the central control area and the peripheral reference area such that the
measured matrix elements relate the input field corresponding to the control area
to the field observed on the camera. The input field corresponding to the periph-
eral area provides the reference signal required in the four-point phase-shifting
interferometry used in the measurement process. Figure 5.2 (a) shows an example
hologram that extends over the whole DMD-MMA, whereas Figs. 5.2 (b) and (c)
show holograms that cover only the control and reference areas, respectively. The
control area is divided into 64 independently controllable control segments. Since
the contribution of each control segment at the input to an observation point at
the output is weak, measuring the transmission matrix elements in the canonical
basis results in a low signal-to-noise ratio; therefore we measure the transmis-
sion matrix elements using a Hadamard basis at the input [18, 20]. The measured
transmission matrix elements are of the form
tn;m = jgnmj
q
ICn;mIRn;me
ijn;m; (5.2)
where ICn;m and I
R
n;m are the intensities of the control and reference signals at the
nth observation point corresponding to the mth Hadamard basis element input.
Similarly, jn;m is the phase difference between the control and reference signals.
The cross-correlation term jgnmj defines the correlation between the reference sig-
nal and the control signal at the nth observation point corresponding to the mth
Hadamard basis element input. In the previous studies [18, 20], this term has been
overlooked. However, we find its inclusion to be crucial in exercising a quantita-
tive control over the intensity and phase of the transmitted light.
Ideally, the transmission matrix elements should not depend upon the reference
signal used in their measurement. However, Eq. (5.2) shows that the measured
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transmission matrix elements depend upon the reference signal in addition to the
control signal. To filter out the effect of the reference signal, we measure the
strength of the reference signal at each of the observation points. To measure the
strength of the reference signal, we turn off the control area on the DMD-MMA
by displaying the hologram of Fig. 5.2 (c) on the DMD-MMA. Then we measure
the intensity of the transmitted optical field which gives us the strength of the
reference signal. This allows us to measure the absolute values of the transmission
matrix elements of the form
tn;m = jgnmj
q
ICn;me
ijn;m; (5.3)
which does not depend upon the reference signal.
In our experiments, we also calculate the amplitude of the cross-correlation
term. To do that, we measure the strength of the control signal by turning off
the reference area on the DMD-MMA, and then measuring the strength of the
transmitted field. To turn off the reference area on the DMD-MMA, we display
the hologram of the form Fig. 5.2 (b) on the DMD-MMA. Once the strength of
the control signal has been measured, jgnmj is calculated as
jgnmj= jtn;mj=
q
ICn;m: (5.4)
In our experiments, we found that calculating jn;m and jgnmj and hence the tn;m
through curve fitting consistently provides better results. To measure these param-
eters through curve fitting, the intensity at the nth observation point corresponding
to the mth Hadamard basis element phase modulated by a is described by
In;m = ICn;m+ I
R
n;m+2
q
ICn;mIRn;m jgnmjcos(jn;m+a) ; (5.5)
and the curve fitting is done with jgnmj and jn;m as the free parameters. a and
In;m are the independent and dependent variables, respectively, whereas ICn;m and
IRn;m are the problem dependnet parameters. In;m is measured corresponding to
a = 0;p=2;p;and 3p=2 as part of the phase-shifting interferometry, and ICn;m and
IRn;m are measured as described above. Although the transmission matrix elements
are measured in Hadamard basis input, we convert them to canonical basis input
Tn;m using standard Hadamard to canonical conversion [107] before using them in
the further optimization processes.
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5.3 Controlling the intensity and phase
To control the intensity and/or phase of the transmitted light using the transmission
matrix, one needs to design and implement an input field profile that would result
in the desired transmitted field. In our experiments, we design the desired input
fields using the computational optimization techniques. For example, an input
phase profile that would result in a desired intensity IDn at a chosen observation
point n is calculated by solving the optimization problem of the following form:
Minimize
fm
uPn 2  IDn 2 ; (5.6)
where fm is the phase modulation to be applied to the mth control segment. The
predicted value of the field uPn needed in the optimization process is calculated as
uPn =å
m
Tn;meifm: (5.7)
Once a phase profile is designed, corresponding holograms are generated us-
ing Eq. (5.1) and then displayed on the DMD-MMA. Here we note that, in Eq.
(5.7), it is assumed that the magnitude of the cross-correlation between different
components is 1.
To deliver an optical field of intensity IDn at a phase of fDn , one needs to solve
the optimization problem of the following form:
Minimize
fm
uPn 2  IDn 2 subject to 6 uPn = fDn : (5.8)
This basic idea described above can be extended to multiple points or an entire
region.
5.4 Results and discussion
At first, we discuss our results on the quantitative control of the intensity of
the light transmitted through a highly scattering medium (HSM). The results are
shown in Fig. 5.3. To collect these results, we, at first, measured the transmission
matrix elements. Then we selected the regions to be studied. These regions were
randomly selected under the constraint that at least 50 of the 64 transmission ma-
trix elements of the selected region had measured jgnmjs between 0.7 and 1. For
each selected region, we calculated 25 phase profiles, each predicted to generate
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Figure 5.3: Experimentally observed intensities versus the targeted intensities.
Inset shows example intensity distribution at and around the area at which the
intensity was controlled. The targeted area is shown by a black square. The
intensity distributions are shown for the targeted intensities of 10, 40,    , 250 in
images i, ii,    , ix, respectively.
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one of the 25 targeted intensities at that region. Then we generated input optical
fields with the prescribed phase profiles using the binary holograms calculated ac-
cording to Eq. (5.1). Finally, we measured the respective transmitted intensities
at the region of interest and compared the measured intensities with the targeted
ones. From the figure, we see that the measured values follow the targeted ones
with a maximum standard deviation of less than 20 DN. These results are first of
their kind showing the use of the transmission matrix in delivering the light of the
desired intensity at the desired location through an HSM.
This level of control over the transmitted intensity throughout the observation
plane should be possible by changing the model of the system used in the pro-
cess of calculating the phase profile. Currently, we assume a completely coherent
interference in calculating the phase profile. We minimize the violation of this as-
sumption by restricting our attention to the regions in the observation plane where
jgnmj values are large. This shortcoming can be removed by assuming that each
control segment contributes a partially coherent field to the region of interest and
predicting the intensity at the region of interest as
IPn =å
m
jTn;mj2+å
m
å
m0;m0 6=m
gnm;m0qjTn;mj2 Tn;m02cos(d nm;m0); (5.9)
which governs the interference between multiple partially coherent waves. Here,gnm;m0 is the magnitude of the cross-correlation between the contributions of the
mth and m0th control segment to the nth observation point, whereas d nm;m0 is the
phase difference between those contributions. To use this expression in the ex-
periments,
gnm;m0s will have to be measured. One approach to measuring these
values would be to perform pairwise interference meaurements between the con-
tributions of all the available control segments. However, one problem with this
approach could be a low signal-to-noise ratio. An alternative approach that would
not suffer from a low signal-to-noise ratio would be to measure the transmitted
intensities corresponding to at least MC2 distinct input phase profiles and to solve
the resulting system of linear equations. Here, M refers to the number of control
segments used in the experiment.
Figure 5.4 shows our experimental results on the controlling of the phase of
the light transmitted through an HSM. In this case also, we restricted ourselves
to the regions on the observation plane that had at least 50 of the 64 measured
jgnmjs larger than 0.7. For each selected region of interest, we calculated input
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Figure 5.4: Experimentally observed phase values versus the targeted phase
values for a constant targeted intensity of 190 DN.
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Figure 5.5: Quantitative control of intensity at multiple points: in (a) we optimize
for the right region to be brighter whereas in (b) left area is tuned to be brighter.
phase profiles to generate a constant targeted intensity of 190 DN and a range of
phase values going from 0 to 330 at an interval of 30 using the approach out-
lined in Section 5.3. From the calculated phase profiles we calculated four phase
profiles shifted from the original by 0, p=2, p and 3p=2. Then we calculated the
holograms of the form shown in Fig. 5.2 and measured the transmitted intensities
corresponding to the calculated holograms. Finally, we used the measured inten-
sities to calculate the angle j using the curve fitting approach outlined in Section
5.2. This angle is the phase of the transmitted signal. We find that, unlike the
case of the intensity control, all the targeted phase values show a small standard
deviation of about 10 and the mean values in all the cases are close to the targeted
values. Here we note that different regions of interest have different reference sig-
nals and phase difference between them is not known. Because of this, for each
observation point studied, we decided to take phase value measured correspond-
ing to a targeted phase of 0 as offset and subtract that value from the rest of the
measured phase values for that observation point. However, the comments made
earlier are valid even if this subtraction is not done.
An ability to simultaneously maximize the intensity at multiple points using the
transmission matrix has previously been demonstrated [18]. However, an ability
to control each of the multiple points to a specified intensity value has not yet been
demonstrated. In Fig. 5.5, we show such a control. Figure 5.5 (a) was captured
when the control area was modulated with a phase profile designed to make the
region on the right to be brighter, whereas Fig. 5.5 (b) was captured with a phase
profile calculated to turn the left area brighter. Both of these phase profiles were
calculated following the process similar to the one outlined in Section 5.3.
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Figure 5.6: Ability to generate extended low intensity areas. Area under control
is demarcated by a white rectangle.
We use our ability to control the intensity profile to generate a
“homogeneously ”low intensity speckle field lying on a region of high intensity
speckle field. We show such a field in Fig. 5.6. In the figure, an area of 218.4
mm2 was targeted to have a low intensity whereas no control was exercised on the
rest of the observation plane. The maximum value of intensity in all the areas is
111.5 DN whereas maximum intensity value within the area of interest (AOI) is
only 19.5 DN which further decreases to 12.5 DN when only the central portion
of the AOI which is half the size of the AOI is considered. This type of control
has potential applications in many areas. For example, in 3D photolithography,
one might want to avoid exposing the photosensitive polymers to areas where
polymerization is to be avoided.
5.5 Conclusion
In this chapter, we presented several interesting developments. At first, we pre-
sented a low-cost, phase-only spatial light modulator. The modulator is designed
around the Texas Instruments’ DLP LightCrafter DMD evaluation module. Spa-
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tially dependent phase-only modulation is useful in many interesting studies; how-
ever, commercially available modulators are expensive and as a result these com-
ponents are not widely used in the optics laboratories. The modulator presented
here might be useful in rendering spatial phase modulation affordable to all re-
searchers. We used the designed phase modulator in developing techniques to
control the transmission of light through highly scattering media. To that end,
we presented a novel way of measuring the strength of the reference signal in
transmission matrix measurements and demonstrated an ability to control, both
the phase and intensity, of the light transmitted through a highly scattering me-
dia. These developments prepare us for Chapters 6 and 7 where we present our
work on controlling of the polarization of the light transmitted through a highly
scattering media.
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CHAPTER 6
USING RANDOMNESS AS A RESOURCE
IN CONTROLLING POLARIZATION OF
LIGHT TRANSMITTED THROUGH
RANDOMMEDIA: I
6.1 Introduction
In this chapter, we generalize the concept of the transmission matrix to take into
account the polarization of optical fields resulting in the vector transmission ma-
trix (VTM). Further, we outline a method for measuring the absolute values of the
VTM elements. It is in contrast to the TM measurements reported in the literature
where the TMs have been measured up to a scaling factor [18, 19]. Moreover,
we show experimentally that the VTMs can be used to optimize the focus of light
through an HSM as well as to predict and control the magnitude of the complex
polarization ratio [99], i.e., the ratio of the amplitudes along each polarization
basis state of the focused light.
This chapter is organized as follows. In Section 6.2, we present the concept of
the VTM and present both the theory and an experimental setup for measuring it.
In Section 6.3, we outline a method for optimizing the polarization components
of the focused optical field using the VTM. Section 6.4 presents the experimental
results and discussion which is followed by the conclusions in Section 6.5. The
results presented in this chapter were published in [20]
6.2 Measurement of the vector transmission matrix
It is well known that the effect of multiple scattering is to scramble the polarization
of the input field [108]. However, since any polarization state can be represented
as a linear combination of two orthogonal basis polarization states [99], to capture
the polarization changing behavior of an HSM, it is sufficient to measure compo-
nents of the output field along each of the basis polarization states as a function
of the basis states at the input. Although any set of basis states can be chosen,
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Figure 6.1: A vector transmission matrix relates an optical field incident upon an
HSM to the optical field transmitted through the HSM.
here, we take the canonical x and y polarization directions, corresponding to the
horizontal and vertical direction in the laboratory reference frame as basis states.
Assuming that there areM input degrees of freedom and N observation points, the
VTM can be defined to relate the input and output fields as shown in Fig. 6.1.
In Fig. 6.1, E i(I)m represents the i polarization component at the mth input point
with i= x;y and m= 1 toM. Similarly, E i(O)n represents the i polarization compo-
nent at the nth observation point with n = 1 to N. The VTM is of size 2N 2M
and its element t i jn;m gives the contribution of the j polarization component of the
field in the mth input state to i polarization component of the field on the nth ob-
servation point. The TMs reported in the literature [18, 109] are a subset of the
VTM shown in Fig. 6.1. For example, with a y polarized input field incident on
an HSM and the analyzer customarily used in the TM measurements [18, 109] at
the output oriented along the x direction, the elements of the VTM shown in the
box in Fig. 6.1 constitute the scalar TM measured.
Figure 6.2 shows the experimental setup used for VTM measurements. In the
figure, a 45-polarized continuous wave input laser beam is incident upon a non-
polarizing beam splitter BS1 thereby creating a reflected and a transmitted beam.
The latter then enters a polarizing beam splitter PBS which decomposes the beam
into horizontally and vertically polarized components leading to beams B1 and
B2, respectively. B1 and B2 are then respectively steered by mirrors M1 and M2
onto a second beam splitter BS 2 which then directs both beams onto a nematic
liquid crystal spatial light modulator NLC-SLM. As shown in Fig. 6.2, B1 and
B2 are spatially separate on the NLC-SLM which provides independent phase
modulation for each of the beams. This spatial separation of the beams is achieved
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Figure 6.2: Experimental setup to measure the vector transmission matrix.
by walking B2 vertically by tilting PBS and M2 appropriately. Since the NLC-
SLM used in our experiments provides phase modulation only for a vertically
polarized optical field, B1 is converted to a vertically polarized beam by passing
it through a half-wave plate HWP. The surface of the NLC-SLM is then imaged
by lens pair L1 and L2 onto the back focal plane of an optical objective Obj1
which focuses the light onto the HSM sample S. The forward scattered optical
field is then collected by another objective Obj2, passed through an analyzer P, and
subsequently recorded by a CCD camera. This optical field recorded on the CCD
is our control signal. The quarter-wave plate QWP shown in the setup is flipped
out of the beam path while collecting the VTM elements and flipped into the beam
path during polarization measurements. It is worth noting that the component of
the scattered light recorded on the CCD that comes from the beam reflected off
BS1, steered by M3 and retro-reflected by mirror M4 acts as the reference during
VTM measurements. To avoid ambiguity, we define the total reference and total
control signals as the reference and control signals that would be recorded by the
CCD in the absence of any optical component between Obj2 and CCD.
In our experiments the laser source was an 808-nm diode laser, IQ2C(808-
150), acquired from Power Technology, Inc. Although not shown in Fig. 6.2,
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the beam coming out of the laser module was expanded, spatially filtered and
passed through a half-wave plate-polarizer combination prior to being incident
on BS1. The beam splitters BS1, PBS and BS2 with respective part numbers
BS013, PBS252 and BS014 were acquired from Thorlabs, Inc. The NLC-SLM is
a 512512 XY series NLC-SLM acquired from Boulder Nonlinear Systems. The
HWP, QWP and P were acquired respectively from Karl Lambrecht Corporation,
CVIMelles Griot, and Thorlabs, Inc. with respective part numbers MWPQA2-12-
V800, QWPO-800-06-4-R10 and LPNIR050-MP. The QWP and P were mounted
separately on two PRM1Z8E motorized rotation mount and controller acquired
from Thorlabs, Inc. and were controlled through a custom computer code written
in MATLAB and LabVIEW. The camera used in our experiments was a Hama-
matsu ORCA-285G. The Obj1 was an infinity corrected Spencer 10 objective
with an NA, working distance and parfocal distance of 0.25, 9.1 mm and 34 mm.
Similarly, Obj2 was an infinity corrected 45 objective from Reichert with an
NA, working distance and parfocal distance of 0.66, 0.7 mm and 34 mm, respec-
tively. We studied two types of HSM samples. They were prepared by depositing
a ZnO and ethanol mixture, and white nail polish on microscope slides.
To measure the VTM we divide the SLM into 256 segments and use half of the
segments to control the x polarized component B1 and the other half to control the
y polarized component B2 resulting in 128 input degrees of freedom (DOF) M.
Since the contribution of each control segment at the input to an observation point
at the output is weak, using the canonical basis results in a low signal-to-noise
ratio; therefore we start by measuring the VTM elements using a Hadamard basis
at the input [18, 19]. As in [18], we also use four-point phase shifting interfer-
ometry. To measure the VTM elements of the form ty jn;Hm , where the subscript Hm
in the VTM represents the mth basis element of the Hadamard basis, the analyzer
transmission axis is oriented along y, whereas to measure the VTM elements of
the form tx jn;Hm the analyzer transmission axis is oriented along x. The VTM ele-
ments with Hadamard basis at the input are converted to VTM elements with the
canonical elements at the input using a standard Hadamard-to-canonical transfor-
mation [107]. These transformed VTM elements are of the form
T i jn;m =
q
IRin;mISin;me
i4f ; (6.1)
where IRin;m and I
Si
n;m are the i polarization components of the reference and con-
trol signals at the nth observation point, respectively, and 4f is the phase of the
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reference signal subtracted from the phase of the control signal. A VTM element
should relate the input at the mth input degree of freedom to the output at the
nth observation point and as such should be independent of the reference signal;
however, as can be seen from Eq. (6.1), the measured VTM elements are scaled
by a factor
q
IRin;m which depends on the reference signal. Further, T
x j
n;m and T
y j
n;m
use the x and y components of the total reference signal as reference in the phase
shifting measurements. Since the x and y components of the total reference signal
can have a phase difference between them, the measured phase values for T x jn;m
and T y jn;m have an offset between them. To use all the VTM elements together this
phase offset needs to be corrected.
In our experiments we solve both of these problems by measuring the Stokes
vector
h
SR;0n;m S
R;1
n;m S
R;2
n;m S
R;3
n;m
i>
for the total reference signal. The Stokes vec-
tor is measured by orientating the polarizer along the x direction and measuring the
value of intensity on the CCD as a function of the orientation of the QWP [110].
From the Stokes vector we calculate the x and y components of the total reference
signal as [99]
IRxn;m =
1
2
 
SR;0n;m+S
R;1
n;m

(6.2)
and
IRyn;m =
1
2
 
SR;0n;m SR;1n;m

; (6.3)
respectively. Similarly, the phase angle between the x and y components of the
reference signal j is calculated as [99]
j =
1
2
6  SR;2n;m+ iSR;3n;m : (6.4)
Using these values the absolute values of the VTM elements are calculated as
tx jn;m =
T x jn;mq
IRxn;m
; (6.5)
and
ty jn;m =
T y jn;mq
IRyn;m
eij ; (6.6)
where we take the phase of the x component of the reference signal as the da-
tum for all of the phases involved in the experiments. As has been shown pre-
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Figure 6.3: A simplified block diagram outlining the procedure followed in
calculating the phase image for polarization optimization. A given phase is
changed iteratively until the targeted polarization is realized. At each iteration,
corrections to the phase image are calculated based on both the nature of the
change in polarization error and the phase image from previous iterations.
viously [18, 19], controlling only intensity through the HSM does not require
determination of the absolute value of the TM elements. However, for control
of the polarization state, it is necessary to be able to tune the relative weights of
the polarization components along basis states both in terms of the amplitude and
phase, thus knowing the VTM elements to within a scaling factor only is of lim-
ited use. In addition, even for intensity only control, knowing the absolute values
of the TM or VTM elements can facilitate quantitative control on the intensity,
e.g., delivering a specified amount of light to a particular optical mode.
6.3 Phase image calculation for polarization control
The VTM of an HSM captures the medium’s polarization changing behavior, and
thus it is possible to predict the output polarization given the phase profile at the
input. This ability can be used to calculate the phase image to be displayed on the
NLC-SLM that can result in the desired polarization components at the output.
A conceptual block diagram describing the basic steps in the calculation of the
phase image is shown in Fig. 6.3. The process starts with a given phase image.
Using the VTM the output polarization for the given phase image is predicted. The
error between the desired and the predicted polarization is evaluated and is used
to control the correction factor to be applied to the phase image. The nature of the
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Figure 6.4: Speckle field before and after optimization. An enhancement of 41
was observed with 256 control segments.
change in errors as a function of phase images obtained from previous iterations
determines the nature of the correction to be applied to the phase image.
Although Fig. 6.3 illustrates the concept, the actual steps followed in the op-
timization process are more complicated. Rather than optimizing for the polar-
ization itself, we optimize for the intensity under the constraint that the predicted
polarization be close to the desired polarization within a given tolerance limit.
In our calculations, we characterize the polarization by the complex polarization
ratio defined by two parameters: f and R. These parameters are defined as the
difference between the phase and the ratio of the magnitudes of the y and x po-
larization components, respectively [99]. The optimization problem to be solved
is depicted in Eq. (6.7) and is solved by using the interior point method available
in the KNITRO [111] optimization package accessed from MATLAB. As in any
interior or barrier method, KNITRO breaks the optimization problem into a set
of barrier sub-problems controlled by a barrier parameter. The algorithm then re-
peats the process of solving the sub-problem and reducing the barrier parameter
until the optimization problem is solved [111].
Maximize
6 E i(I)m
I

6 E i(I)m

sub ject to
8>><>>:
R2 
åEy(O)n 2åEx(O)n 2
< er
f   6 åEy(O)n + 6 åEx(O)n

mod 2p < ep
:
(6.7)
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Figure 6.5: Plot of the observed versus predicted polarization state to illustrate
the value of the vector transmission matrix in predicting the output polarization
state.
6.4 Results and discussion
To elucidate the usefulness of the VTM in predicting the polarization of the light
focused through an HSM we carried out a series of experiments. The VTMs were
at first measured and then used to design phase images that would focus light
through the HSM. Initially, the optimization of the intensity of the focused light
was carried out without considering the polarization information contained in the
VTMs. Figure 6.4 shows a representative speckle pattern before and after opti-
mization. For 256 control segments on the NLC-SLM, we were able to achieve
an intensity improvement of more than 40 which is consistent with what has
been previously reported in the literature using a similar number of control seg-
ments [18]; however, for basic polarization studies an improvement by a factor of
10 was found sufficient. Once the light was focused, the predicted output polar-
ization of the phase image that resulted in the focused light was then calculated
by using the VTM and compared with the actual polarization observed.
A scatter plot of the observed versus predicted ratio of the intensities of the
y and x polarization components have been plotted in Fig. 6.5. The diagonal
line represents the ideal case of equal values of the predicted and the observed
ratios and is shown for reference. Any deviation of the observed points from the
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diagonal line represents an error in the observed values. From the results we see
that the observed ratios follow the predicted ratios to a large extent. The values
are especially close for ratios between 0.1 and 10. For these ratios, the average
relative error is 66%. Note that when the predicted ratios are too large or small,
the observed ratios do not follow the predicted values as faithfully. We expect
that this behavior stems from the interplay between the non-ideal experimental
conditions, e.g., diffraction at the NLC-SLM, and the stringent requirement on
the accuracy of the model of the system when the ratios are too large or small.
Using the procedure outlined in Section 6.3, we calculated the phase images
that would result in the ratios of 0.05, 0.5, 1, 2, and 20 for the intensities of the
y and x polarization components. These phase images were then displayed on
the NLC-SLM to modify the phase profile of the light incident on the HSM. The
strength of the x and the y components of the focused light was then measured
through the Stokes vector measurement. Due to the fact that our system had a
speckle decorrelation time of 1 hr, the experiments were repeated with different
sets of VTMs and different observation points. This is equivalent to repeating the
experiment for different samples. In our experiments, speckle decorrelation time
was measured by calculating the cross-correlation between measured speckle pat-
terns as a function of time. For each desired ratio, the intensities of the measured x
and y polarization components were normalized by the total intensity then plotted
on the xy coordinate plane along with the standard deviations along the x and y
directions. The results are shown in Fig. 6.6. The targeted values and the trajec-
tory of all possible ratios is also shown for reference. Comparing the targeted and
observed values we see that the observed values again follow the targeted ones.
Here we note that in Fig. 6.6 the trajectory of all possible ratios maps an arc of
a unit circle in the first quadrant of the xy coordinate plane. Since the ratios of the
y and x values change nonlinearly along the circumference of a circle, the plot has
a nonlinear scale for the ratios. Moreover, in our experiments the available input
degrees-of-freedom was found to be insufficient to control both the relative phase
and intensities of the polarization components which limited us to exploring the
control of the relative intensities only. Since the relative phases were neglected,
each point shown in Fig. 6.6 could represent any point on a unique circle on the
Poincare´ sphere whereby the locus of a polarization with fixed intensity ratio is
a circle normal to the x-axis. The inset in Fig. 6.6 shows a Poincare´ sphere with
the dashed circle corresponding to an intensity ratio of 1 outlined on it. We are
working on modifying the experimental setup to allow for amplitude modulation
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Figure 6.6: Plot comparing the experimentally obtained (closed markers) and
targeted (open markers) ratios of the intensities of the polarization components y
and x. The dashed curve shows the trajectory of all possible ratios. Each ratio
can represent any point on a unique circle on the Poincare´ sphere; the inset shows
the circle corresponding to the targeted polarization ratio of 1 outlined on the
sphere.
at the input which we expect to facilitate finer control over the input field and help
us explore the complete state of polarization control of the light focused thorough
the highly scattering medium .
6.5 Conclusion
We presented a vector transmission matrix for the study of the polarization be-
havior of light propagation in highly scattering media. For M input degrees of
freedom and N observation points, the size of the vector transmission matrix is
2N 2M, whereas the size for a scalar transmission matrix with the same input
degrees of freedom and observation points is NM. We also discussed a method
for experimentally measuring the absolute values of the elements of the vector
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transmission matrix. The polarization behavior of the highly scattering media en-
coded in these elements was shown to be useful in predicting the magnitude of the
complex polarization ratio of the light focused through such media. It was further
shown that it is possible to calculate a phase profile for the light incident on the
highly scattering medium that would deliver the desired magnitude of the complex
polarization ratio at the targeted observation point. The ability to predict and con-
trol the polarization of the light transmitted through the highly scattering media
has potential to be useful in a wide range of imaging, metrology, and fabrication
problems.
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CHAPTER 7
USING RANDOMNESS AS A RESOURCE
IN CONTROLLING POLARIZATION OF
LIGHT TRANSMITTED THROUGH
RANDOMMEDIA: II
7.1 Introduction
In Chapter 6, we introduced the concept of the vector transmission matrix (VTM).
We also demonstrated that the VTM can be used to control the polarization of
the light transmitted through a highly scattering medium (HSM). However, after
analyzing the elements of the measured VTM, we found that the cross-polarization
terms in the VTM are as strong as the other terms. This observation suggests that
one should be able to control the polarization of the light transmitted through an
HSM even if the field incident on the HSM had only one polarization component.
This observation allows us to simplify our optical setup as well as the experimental
procedure, and has resulted in a higher experimental stability and a better control
over the generated states of polarization (SOPs). We detail these developments in
this chapter.
7.2 Measurement of the vector transmission matrix
elements
As stated in Section 7.1, to control the polarization of the light transmitted through
an HSM it is not necessary to measure all the elements of the VTM. Figure 7.1
shows the VTM elements that are measured in our experiments. We use the optical
setup shown in Fig. 7.2 to measure these elements. This setup is similar to the one
described in Chapter 5 with two modifications. First, a quarter-wave plate (QWP)
is included in the setup. It is mounted on a motorized rotation mount, which itself
is fixed on a flip mount. This allows us to flip the QWP into and out of the optical
path. Second, a similar motorized rotation mount/flip-mount arrangement is used
for the analyzer P as well. These changes allow us to measure the required set of
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Figure 7.1: A VTM relates the optical field incident on an HSM to the optical
field transmitted through it. Multiple scattering taking place inside an HSM
results in a transmitted optical field that has components along both of the
polarization basis states, even if the incident optical field were polarized along
one of the basis states. As a result, to control the polarization of the light
transmitted through an HSM, it is enough to measure the elements of the VTM
corresponding to only one input polarization state. Here, we demarcate the
elements that we measure in our experiments with two (red) boxes. Refer to
Section 6.2 for a detailed description of the VTM and the physical meaning of its
elements.
VTM elements as well as the SOP of the transmitted light.
To measure the required set of VTM elements, we flip the QWP out of the
optical path. At first, we orient the transmission axis of P along the coordinate
X axis and measure the transmission matrix elements following the procedure
outlined in Section 5.2; this gives us the VTM elements delineated by the box a in
Fig. 7.1. We repeat the process with the transmission axis of the P oriented along
the coordinate Y axis; this gives us the VTM elements delineated by the box b in
Fig. 7.1. As described in Section 6.2 and pointed out by us in [20], the two sets of
transmission matrix elements so measured have a phase offset equal to the relative
phase between the reference signals used in each case. To correct for this phase
offset it is necessary to measure the relative phase between the reference signals
used. This can be done by measuring the Stokes vector of the total reference
signal. To that end, we flip the QWP into the optical path, turn off the control area
on the DMD micro-mirror array (see Section 5.2), and measure the Stokes vector
of the transmitted light. From the measured Stokes vector the relative phase j
between the reference signals is calculated. After correcting for the phase offset,
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the form of the measured VTM elements is as follows:
txn;m = g
x
nm
q
IC;xn;meij
x
n;m (7.1)
and
tyn;m = g
y
nm
q
IC;yn;mei(j
y
n;m+j); (7.2)
where, Eq. (7.1) describes the VTM elements that govern the x polarized trans-
mitted field. In the equation, gxnm is the cross-correlation between the x component
of the control signal and the reference signal. Similarly, IC;xn;m is the intensity of the
x component of the control signal and jxn;m is the phase difference between the
x component of the control signal and the reference signal. The corresponding
terms in Eq. (7.2) have similar meanings.
Once the VTM elements are measured, the phase profiles required to achieve
the polarization control are calculated using the approach outlined in Section 6.3.
7.3 Results and discussion
7.3.1 Phase offset correction
Here, we briefly illustrate our procedure for phase offset correction. In our ex-
periments, each region of interest is square shaped with 52 mm side length. In
Fig. 7.3, we show the magnitude and phase of the vector transmission matrix el-
ements corresponding to the x and y polarized outputs for one region of interest.
The phase value in each case was measured with respet to the x and y compo-
nents of the reference signal. Since these components themselves can have some
relative phase, there is phase offset between the phases of the measured vector
transmission matrix elements.
To correct for the phase offset, we use a rotating quarter wave plate/fixed an-
alyzer method for measuring the Stokes vector of the reference signal [110] and
use the relation between different components of the Stokes vector to calculate the
relative phase between the Y and X components of the reference signal.
In Fig. 7.4, we show the data measured for [1;0:074;0:898; 0:397]. Corre-
sponding phase offset is  23:8. To correct for this phase offset, this angle is
added to the angles shown in Fig. 7.3 (d). This phase offset correction technique
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Figure 7.3: Magnitude (a) and (c), and phase (b) and (d) of the transmission
matrix elements corresponding to x polarized (a) and (b), and y polarized (c) and
(d) output.
Figure 7.4: An example case of calculation of the relative phase between the y
and x components of the reference signal: the raw measured data (shown by
markers) and curve fitted to calculate the Stokes vector are shown. The required
relative phase is calculated from the Stokes vector elements.
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Figure 7.5: A phase profile designed to generated an intensity ratio of 5.828 and
phase difference of 90 between the y and x polarization components of the
transmitted field at the region of interest characterized by the VTM elements
shown in Fig. 7.3.
is due to us and was reported in the literature as [20].
7.3.2 Phase profile calculation
Once the phase offset corrected absolute values of the vector transmission ele-
ments have been measured, corresponding to each polarization control required, a
phase profile that would result in that polarization is calculated. For each region
of interest we attempt to generate a set of states of polarization and for each polar-
izatin state required, a different phase profile has to be designed. Corresponding
to a desired intensity ratio of 5.828 and phase difference of 90 between the y and
x polarization components for the region of interest for which the transmission
matrix elements are shown in Fig. 7.3, the phase profile designed to generate the
targeted polarization state is shown in Fig. 7.5. Required phase profiles are im-
parted to the laser beam incident on the sample by calculating the Lee’s hologram
(see Section 5.2). The Lee’s hologram corresponding to the phase profile shown
in Fig. 7.5 is shown in Fig. 7.6.
Once an optical field with the desired phase profile generated, the correspond-
ing state of polarization at the region of interest is measured using the Stokes
vector measurement.
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Figure 7.6: The Lee’s hologram corresponding to the phase profile shown in Fig.
7.5.
7.3.3 Polarization control
A state of polarization is defined by two parameters: the relative strength R and the
relative phase f of the x and y components of the optical field under consideration
[99]. So, to check the strength of the control that is availble to us, we attempted
to generate the SOPs corresponding to twelve points on the Poincare´ sphere. The
coordinates of the selected points on the Poincare´ sphere and corresponding values
of R2 and f are shown in Table 7.1. These points lie at the intersection of the
circles of longitude and circles of latitude drawn in Fig. 7.7 (a).
Our experimental results are shown in Fig 7.7 (b)-(d). In Fig 7.7 (b), we show
the results corresponding to the polarization states with a constant targeted latitude
of 45. The plot on the left shows the measured azimuth angles versus the targeted
azimuth angles, whereas the plot on the right shows the experimentally observed
latitude angles corresponding to each of the targeted azimuth angles. In each case,
the solid line represents the ideal values. The results for constant targeted latitude
angles of 0 and  45 are similarly shown in Fig. 7.7 (c) and (d), respectively.
The degree of control shown in these figures are an improvement over the results
presented in Chapter 6 as well as the results presented by us in the literature [20].
However, the results are far from being perfect. Out of the twelve SOPs inves-
tigated, for eleven the experimentally observed mean values of the azimuth angles
differ from the targeted values by as much as 20. For the polarization state with
the coordinates of (2y;2c) = (45;270) the mean value differs from the tar-
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Figure 7.7: Controlling the polarization of the light transmitted through an HSM
by using the VTM.
geted by about 43. Although for the case of the latitude angles the mean values
are closer to the targeted values, even there the variation is as much as 15. These
errors are the result of our low fidelity control over R2. To increase the fidelity it
will be necessary to measure the cross-correlation terms between the contributions
of different input channels.
7.4 Conclusion
In this chapter, we outlined our modified approach for controlling the polarization
of the light transmitted through an HSM. This approach was based on the obser-
vation that multiple scattering taking place inside an HSM results in a transmitted
optical field that has components along both of the polarization basis states, even
if the incident optical field were polarized along one of the basis states. Further,
we found the optical setup shown in Fig. 7.2 to be of much help in improving the
phase stability in the experiments as unlike the optical setup presented in Chapter
6, it does not involve multiple beam paths. These factors have led us to achieve
an improved control over the states of polarization of light that. As pointed out
in Section 6.4, we did not have any appreciable control over the relative phase
between different polarization components in the past. However, with the cur-
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Table 7.1: The parameters of the SOPs generated.
2c () 2y () R2 f ()
-45 0 0.1716 -90
-45 90 1 -45
-45 180 5.8284 -90
-45 270 1 -135
0 11.4212 0.01 0
0 90 1 0
0 168.5788 100 0
0 270 1 180
45 0 0.1716 -90
45 90 1 -45
45 180 5.8284 -90
45 270 1 -135
rent approach we have a definite control over this phase that is apparent from out
ability to generate different states of polarization.
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CHAPTER 8
FUTURE WORK
8.1 Vector beam and optical metrology
In Chapter 3 we showed that RAMMP can extract twelve elements of the sam-
ple Mueller matrix from a single image. However, a Mueller matrix consists of
sixteen elements, and as a result, complete characterization of the linear optical
properties using RAMMP still requires two sets of data. One potential avenue of
exploration, in this regard, could be to explore the ways to remove this shortcom-
ing. In this regard, it is helpful to remember that RAMMP is limited to twelve
elements because the current optical setup acts as an incomplete polarization state
detector measuring only three elements of the Stokes vector at a time. One way to
improve this would be to design an improved optical setup that provides complete
analysis of the state of polarization. This will allow all elements of the Mueller
matrix to be measured at once.
The Mueller matrix of a general anisotropic sample is a function of both the
azimuth angle and the angle of incidence. However, for a fixed angle of incidence
one can relate the Mueller matrices at different azimuth angles by using Mueller
matrix transformations for optical elements. RAMMP uses this fact to relate in-
formation overlap between intensities recorded for various azimuth angles for a
fixed angle of incidence. However, the information overlap between intensities
recorded for different angles of incidence is still unexploited. It is likely that com-
bining this information will improve the robustness of the approach. Developing
a framework that could enable the use of information contained throughout the
field of view would be useful as well.
In Chapter 4 we outlined an approach for measuring the elements of the second-
order nonlinear susceptibility tensor of a single nanoparticle. We showed, through
simulations, that the approach is robust against noise. However, there are two as-
pects that need further exploration. First, in any experimental realization, the
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nanoparticle under study would have to be on a substrate. As a result, an approach
for reliably filtering out the effect of the substrate needs to be developed. An alter-
native could be to levitate the particle during the measurement process. A second
avenue for further study is to simplify the measurement protocol. Currently, our
technique requires that the second-harmonic signal emitted by the nanoparticle be
interfered with a reference second-harmonic signal. The sole purpose of the inter-
ference is to be able to measure the phase and amplitude of the second-harmonic
signal emitted by the nanoparticle. It will be interesting to explore the use of non-
interferometric techniques of measuring the phase because a need to generate a
reference signal and couple it to the experiment is expected to add significantly to
the experimental complexity.
8.2 Random media studies
The work done as part of the thesis points to many interesting avenues for further
exploration. As noted in Chapters 5-7, the level of control over the intensity, phase
and polarization that we have achieved represent an improvement over the state-
of-the-art. However, before these controls can be used for any optical metrology,
the level of control needs to be improved. We found out through our experiments
that contemporary studies in the field have been making an assumption about the
coherence of the transmitted light that is not strictly valid; the assumption has
been that if a coherent beam is transmitted through a highly scattering medium,
at each point on the transmitted field, the contribution of different points on the
input field will be coherent to each other. However, we found that the different
contributions are not completely coherent. More interestingly, mutual coherence
of the contributions seem to vary from complete coherence to incoherence. For
a physics point of view, it will be interesting to explore the source of this varia-
tion. As we noted in Chapter 5, we do not yet measure all the cross-correlation
terms required to accurately predict and hence to control the intensity, phase and
polarization of the light transmitted through a highly scattering medium. From an
experimental perspective, it will be useful to implement one of the approaches for
measuring the cross-correlation terms identified in Chapter 5.
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