With recent advances in technologies such as radio-frequency identification and new standards such as the electronic product code, large-scale traceability is emerging as a key differentiator in a wide range of enterprise applications (e.g. counterfeit prevention, product recalls and pilferage reduction). Such traceability applications often need to access data collected by individual enterprises in a distributed environment. Traditional centralized approaches (e.g. data warehousing) are not feasible for these applications due to their unique characteristics such as large volume of data and sovereignty of the participants. In this paper, we describe an approach that enables applications to share traceability data across independent enterprises in a pure peer-to-peer (P2P) fashion. Data are stored in local repositories of participants and indexed in the network based on structured P2P overlays. In particular, we present a generic approach for efficiently indexing and locating individual objects in large, distributed traceable networks, most notably, in the emerging environment of the internet of things. The results from extensive experiments show that our approach scales well in both data volume and network size. A real-world returnable assets management system is also developed using the proposed techniques to demonstrate its feasibility.
INTRODUCTION
Recent advances in radio-frequency identification (RFID) technologies, wireless sensors and web services have led to the emergence of the 'Internet of Things', a global network where everyday objects such as buildings, sidewalks and commodities are identifiable, readable, addressable and even controllable via the Internet [1] [2] [3] . Such a network can provide real-time information on the movements of objects. It is essentially a 'data-on-network' system, where RFID tags contain an unambiguous ID and other data pertaining to the objects can be stored and accessed over the Internet. This makes automatic tracking and tracing possible in large-scale applications (e.g. supply chain management across companies and geographies, targeted product recalls and anti-counterfeiting). Traceability applications analyze automatically recorded identification events to discover the current location of an individual item. They can also retrieve historical information, such as previous locations, transportation time between locations and time spent in storage.
Central to realizing these traceability applications is the management of data, particularly on how to share data that are typically collected by individual enterprises. An obvious solution is to publish all data collected within each organization to a central data warehouse. Unfortunately, this approach has several severe drawbacks. Firstly, object movement and related data are valuable information that companies may be very reluctant to put their data in a shared central warehouse. Secondly, such an approach has very limited scalability and is not feasible for the environment of the internet of things where the amount of data collected could be enormous (e.g. from hundreds of thousands of RFID-tagged objects in a supply chain) [4] [5] [6] [7] .
An alternative would be a peer data management system that allows data to be stored in local repositories at each organization and makes those repositories accessible in a peer-to-peer (P2P) fashion [8, 9] . A representative effort in this direction is IBM's Theseos [10] that enables traceability applications to process complex queries across organizations in a completely distributed setting. Theseos relies on a novel traceability data model that eliminates any data dependencies between organizations, 2054 Y. Wu et al. which serves as a global schema that allows the formulation of a query without knowledge on how the data are stored, where it is located and how a tracking query is executed [4] . To improve the performance of traceability query processing, each organization is required to maintain the information on the movement path of an object. With this information, it is possible to minimize the number of nodes to be visited without flooding queries to all nodes in the network. Unfortunately, to obtain this information, Theseos requires high synchronization with other enterprise data (e.g. billing or accounting information). This is impractical for many applications where such enterprise data may not be conveniently available.
In this paper, we propose a generic approach for efficient tracing and tracking of objects in large-scale, distributed environments such as the internet of things. In particular, by analyzing a wide range of traceability applications, we abstract the concept of traceable networks and a new model for moving objects in discrete spaces (MOODS). Our approach is built on top of the distributed hash table (DHT) based overlay network [11] . We index an object and its latest state at a deterministic node called gateway node. Every time the object moves from a source node to a destination node, the gateway node updates object status at the source and the destination nodes of its movement, thereby establishing the information on the movement path of the object. Since gateway nodes are randomly chosen in an anonymous way, the sovereignty of the participating organizations is not affected. To reduce the indexing overhead from large volume data in traceability applications, we further propose an enhanced group-based indexing mechanism. Instead of indexing each object individually, we group the objects that arrive at a node within a time frame by the prefix of their hashed IDs and index these groups. We propose algorithms to determine the optimal prefix length by considering both indexing cost and load balancing. Extensive experiments have been conducted to show the viability and scalability of our proposed techniques.
The remainder of the paper is organized as follows. Section 2 briefly introduces traceable networks and a moving object model. Section 3 describes a P2P approach for efficient processing of traceability queries in a DHT-based overlay network. Section 4 presents an enhanced indexing approach dealing with massive volumes of data in large-scale traceability applications. Section 5 introduces algorithms for processing queries based on the underlying P2P architecture framework. Section 6 reports the results of the evaluation of the proposed techniques. Section 7 demonstrates a real-world application developed using the techniques proposed in this article. Finally, Section 8 gives an overview of the related work and Section 9 provides some concluding remarks.
PRELIMINARIES
In this section, we briefly introduce traceable networks and a new framework for modeling moving objects.
Traceable networks
Traceable networks influence our daily life to a great extent [12] . A supply chain in which goods are transferred from the manufacturers, through a chain of distributors to retail stores and finally to consumers is an example of a traceable network. This network may be across several states, countries or even continents. Figure 1 illustrates a typical pharmaceutical supply chain network. Pharmaceuticals are critical to people's lives and an important capability is the ability to trace an individual bottle of medicine to its source through supply networks in the event of a problem such as tampering. Other examples include hospital equipment management systems, returnable asset management systems (AMSs) and patient monitoring applications. These networks share some common characteristics. We abstract them and introduce the generic traceable network architecture. Figure 2 gives a high-level description of traceable networks. There are three main entities in such a network: node, receptor and object. Each node governs a number of receptors (e.g. RFID readers) that are used to capture the objects. Receptors are deployed at fixed locations (e.g. entry of a warehouse or hospital room). Nodes are logical and abstracted to represent partners in the network. For example, in a supply chain network, a node may be a distribution center or a retail store, and the receptors are RFID readers deployed at the entrances and exits. Objects are goods attached with RFID tags.
Physically, objects move along a certain trajectory (e.g. a pallet moves in a supply chain). We call this the physical object flow. After the objects are captured, their movements are digitalized and the captured information is called the information flow. Receptors are the medium to transform the physical object flow into the information flow. Nodes store the information flow segments that occur inside their own territory. Nodes are connected (e.g. via the Internet) so that they can exchange information with other nodes in order to get the whole picture of an object's trajectory.
It should be noted that we assume in this paper that the data captured by receptors (e.g. RFID readings) are already cleansed. Sensor data cleansing is an important research topic, which has attracted lots of efforts from researchers in the last few years. Interested readers are referred to [13] [14] [15] .
Within such networks, two important problems should be solved to enable efficient tracing: (i) how information flow should be modeled and stored (i.e. the data model) and (ii) how information is shared between organizations. The data model affect the performance of information persistence and retrieval. Solutions to information sharing affect information completeness, tracing efficiency as well the privacy of individuals and corporations and eventually the successful adoption of the overall solution.
A MOODS
In existing models for moving objects, both time and space domains are continuous. This is necessary because the query result domain is also continuous. However, in many traceability applications (e.g. RFID-enabled supply chains), objects are only captured at fixed locations (signified by nodes and receptors). The queries refer to a finite set of fixed locations instead of a point or region in an infinite space. The traditional continuous models can be adopted in these applications. However, they are unnecessarily heavy because of the definition and maintenance of various spatial elements. We therefore propose a new model that can represent moving objects and their attributes in an economic way, namely
Equation (1) shows the signature of the model. Given an object o in the object set O and a point of time t in the time domain T, the locating function L derives the location where the object o was/is/will be at t. If o is not in the system, the result of L is nil (indicating 'nowhere').
In our model, the time domain T is continuous because receptors are working continuously to capture moving objects. The time-parameterized queries may take any moment as an input. However, as mentioned above, the space domain is discrete. Instead of a continuous infinite domain, MOODS defines the space domain as a finite set of nodes N = {n 1 , n 2 , . . . , n m }. The set is dynamic since new nodes can join and existing nodes may leave the network. The object domain is the same as the existing models, i.
The function L essentially locates an object. Another important function is to find the trace of an object. Similarly to L, we define the trace function TR as:
Given an object o and a time range (t start to t end ), TR finds the trace of o during that time frame. We denote by P denotes the domain of path. A path is a sorted list of nodes (can be empty) in N. The sorting is done by the order of the nodes visited by object o (i.e. by time).
MOODS can be concretely defined in a distributed database. The schema at each node is defined as record:{object_id, start_time, end_time, from, to}. The primary key for this schema is object_id and start_time. We use this composite key as the primary key, instead of object_id, because an object may leave a node and then come back later. Using object_id as the primary key can only record the latest appearance of the object. Finally, elements from and to define the information flow segment. The moving path of an object is defined as a distributed linked list.
The PeerTrack project
The work presented in this article is part of PeerTrack, 1 a research project that aims at developing novel techniques enabling applications to share traceability data efficiently and effectively across independent enterprises in large-scale traceable networks. In PeerTrack, traceability applications can share data across independent organizations in a P2P fashion. This is realized by a novel data model that introduces properties to indicate the departure and the arrival information of objects. We call the properties the information of object path (IOP) [16] . With the IOP, each node maintains segments of objects' moving 1 http://www.cs.adelaide.edu.au/peertrack/. paths and uses this information to expedite P2P queries in the network. Our IOP is similar to receivedFrom and sendTo in IBM's Theseos [4, 10] . However, as discussed in Section 1, Theseos does not offer any generic approach on how to obtain such information in traceable networks, which is the focus of this paper.
A P2P APPROACH FOR TRACEABLE NETWORKS
In this section, we introduce a P2P approach that can process traceability queries in an effective and efficient way.
The main idea of our approach is to index an object and its latest location in the DHT network, while keeping the IOP information at the nodes where the object has been observed. Instead of a centralized index server, we store the index for an object at the node which is the result of a DHT lookup for the object's id. The IOP contains information about the source (i.e. where the object comes from) and destination (i.e. where the object leaves to) nodes, thus it can be used to quickly answer queries to obtain the trace of an object (trace queries as defined in Equation (2)).
The place where the index is stored is determined solely by the id of the object owing to DHT's determinism, so that from anywhere in the network, the object can be located by its id. 2 The abstract data structure is essentially a double linked list distributed in the DHT network. The head of the list is the node where the latest location is indexed, which we call a gateway node. When the object moves to a new node, the gateway node is updated and the list is expanded. In our work we adopt Chord [17] as the overlay for its adaptiveness as nodes join and leave. Figure 3 illustrates our idea.
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The node n 7 is the gateway node for object o 1 . It stores the latest location of o 1 . In this case, before o 1 arrives at node n 4 , it was captured at node n 3 . After it arrives and is captured by a receptor governed by n 4 , n 4 sends a message (M1) to n 7 by the P2P lookup interface, telling n 7 that o 1 has arrived at n 4 . Upon receiving this message, n 7 updates its index and sends messages to n 3 and n 4 . The message to n 3 (M2) indicates that o 1 arrives at n 4 , and so n 3 finds the record for o 1 which does not have end_time, and updates its IOP by setting o 1 .to 3 as n 4 and o 1 . end_time as the last time this object was seen in o 3 (cached by a temporal table). In this way, if o 1 comes back to n 3 again, this will be treated as an isolated record. The message to n 4 (M3) indicates that o 1 was from n 3 , and so n 4 updates its IOP by setting the record for o 1 without o 1 .from as n 3 . Now we have all columns for o 1 at n 3 acquired (from at n 3 has been set when o 1 arrived at n 3 ), and all columns except end_time and to at n 4 are set. The latter two columns will be set when o 1 leaves n 4 and arrives at a different node.
In this way, the IOP is established and the index is updated. Since IOP is essentially a distributed double linked list sorted by time, the correct sequencing of records is always guaranteed.
To answer queries about a specific object, the first step is to find out its latest location by querying the corresponding gateway node. We can then trace back the list and ask each node along the list for the desired information.
In our approach, IOP is stored at nodes in a distributed way. An alternative way is to store it only at gateway nodes. However, by doing this, we will not be able to answer range queries (e.g. 'how many objects moved from n 1 to n 2 during last month?') because objects traveling together may not be indexed at the same gateway node, due to the uniformity of the hash function. Storing the IOP at gateway nodes is therefore not a good idea in the sense that we have to flood the network to answer range queries.
We do not require the nodes along the routing path from the original node to the gateway node to store the index to the latest location of an object, although doing so increases the availability of indexes and statistically decreases the time to route queries or indexes to gateway nodes. However, our approach can still achieve similar advantages without this extra storage cost. The reason is that IOP information is stored along the moving trace of objects. Whenever a query is routed to a node that keeps the IOP of the corresponding object, the processing of the query can commence without routing to the gateway node. This is illustrated in Fig. 4 .
Suppose that an object o 1 moved from node n 1 to n 4 via n 2 and n 3 . Object o 1 and its latest location n 4 are indexed at node n 7 which is the gateway node for o 1 . When a trace query of object o 1 is performed on node n 6 , the query is first routed to the gateway node n 7 (via nodes n 5 and n 2 ) and then dispatched to n 4 for processing. Clearly, this is a waste since one node along the routing path keeps the information of the object (in our case, node n 2 ). The routing can simply be stopped at this node, which will begin the query processing.
A problem of this naive IOP acquisition method is the indexing cost. Whenever an object arrives at a node, the system has to issue three messages (one message from the node and two messages from the object's corresponding gateway node) in order to establish the IOP links. This is clearly an expensive approach for large-scale applications where the order of magnitude is often thousand, and objects often move in groups. To solve this problem while still having the IOP links established, we next introduce a novel IOP acquisition algorithm.
It is also worth mentioning that our architecture is built on top of the existing DHT networks and we do not explicitly deal with the dynamicity of the underlying networks. One reason is that Chord adapts well with the dynamic networks. When a new peer joins, only a small portion of nodes will migrate their data. Similarly, when a peer leaves, it will migrate its data to another peer [17] . The data migration can be expensive when the amount is huge. However, since the nodes in the traceable networks are reliable servers, they have their own replication policies and the offline time is normally very short. We do not maintain replication for either data or index to save storage cost.
THE IOP ACQUISITION ALGORITHM
Before we introduce the algorithm, we first summarize the symbols used in the algorithm in Table 1 .
In a large traceable network, the data volume might be very high. Indexing each individual object will cause enormous number of messages to flood the network. An obvious solution to solve this problem is to classify the objects arriving at a node within a small period of time into different groups. In particular, objects' raw IDs can be hashed using the secure hash algorithm SHA-1 and grouped by the prefixes of their hashed IDs. illustrates how data are grouped and how the gateway nodes are chosen. In general, we define a global prefix length (4 in this example) and group the objects according to the prefix of their IDs. The objects are indexed in groups to the gateway node which is chosen according to the prefixes by the DHT network. This approach can significantly reduce the bandwidth cost. For example, if 1024 objects arrived at a node n and we choose a prefix length of 4, there are at most 2 4 = 16 prefixes. As a consequence, instead of indexing all these 1024 objects, we simply classify them into at most 16 groups by prefixes (with prefixes as the group IDs), and index the groups. With proper compression methods, the bandwidth cost can be further reduced.
On the basis of this concept, we introduce our enhanced IOP acquisition algorithm in the following sections.
Timing of grouping
A group function is invoked periodically at time intervals of T interval or triggered by other conditions (to be discussed later) to divide the objects captured during this time frame into groups. Two objects belong to the same group when their IDs have L p prefix bits in common.
The width of windows of the object stream indicated by T interval . We take the objects in the same window for grouping and indexing at one cycle. This parameter is introduced to restrict the size of the indexing message. Unfortunately, a fixed value of T interval will cause problems when the object stream is unstable. For example, if an object stream suddenly has an extremely high volume (e.g. more products enter the warehouse in one cycle), the number of objects in the same window will be very high and thus the size of indexing messages becomes larger.
In our work, we exploit an adaptive scheme to determine the width of windows. In particular, we define a maximum time interval, T max , and the maximum number of objects received at each cycle, N max . After T max has passed, or when the number of objects received has exceeded N max , the current cycle ends and the grouping process is started on the received objects during this cycle. Meanwhile, a new cycle is started. To limit the message size sent for indexing the objects, we believe an upper bound on the number of received objects in each cycle (N max ) is necessary. With a small T max , it is possible to enable real-time indexing so that the objects will not be delayed too long for indexing when volumes become very low. The value of T max can be determined by the system's timeliness restriction and is configurable. Similarly, the value of N max can be configured.
Grouping algorithm
L p is the key to determine the total number of groups in the system and should be chosen wisely. If it is too big, the number of groups is high and in the worst case, it is close to the number of objects. As a result, the number of messages will not be significantly decreased. On the other hand, if it is too small, only a small portion of the nodes in the network will be responsible for indexing, and thus the work load is not well balanced. Essentially, it is important to find an optimal value of L p that can guarantee that almost every node in the network has the opportunity to index at least one prefix (i.e. group). We denote the probability that a node has at least one group to index as p. Because prefixes are distributed uniformly at random over the nodes by the hash function, according to probability theory, we have
where m is the number of groups to distribute, and it is a function of the length of prefix: 
Obviously, when m is N n , the probability that all m nodes are used for indexing is only 0.6321, which is not large enough for good load balancing.
When m is N n log 2 N n , we have lim
It is easy to prove that the limit value of Equation (6) 
According to Equation (7), as long as L p is chosen larger than log 2 N n + log 2 log 2 N n , we have a high probability to give each node in the network a chance to be responsible for a group. In our system, we choose log 2 N n + log 2 log 2 N n for L p . As shown in our experiments (see Section 6), the value we have chosen is good enough to maintain adequate performance while ensuring good load balancing.
As new nodes join and existing nodes leave, N n is dynamic. As a result, there is no precise way to calculate this value. However, there are existing algorithms available to estimate the value of N n . Interested readers are referred to [18] for details. According to Equation (7), L p increases much slower than N n . Therefore, there is no need to recalculate L p every time the network changes. Instead, L p can be adjusted at a relatively long interval.
During the bootstrap of the network, however, N n should be recalculated more frequently to quickly detect a change of L p because N n starts from a small value and changes frequently. According to Equation (7), L p will also begin with small values and keep changing, thus at the beginning, the number of groups is small and objects are indexed nearly individually. To solve this problem, we introduce L min , a minimum value of L p . The value of L min is also configurable and applies to all nodes in the network.
Algorithms for indexing and index-persistence
After the groups are built, the node that captured objects will send indexing messages to the gateway node for each group.
The gateway node is determined by the hash value of the group id. For example, objects belonging to the group '00' will be indexed in the node hash('00') (note that the parameter for the hash function is a string, instead of an integer, because '00' and '000' are different prefixes). The indexing message contains the list of objects in the group '00'. The gateway node stores the indexing information for each object individually. We apply gzip compression on the message to reduce the size of the message. Obviously, compression over a list of objects is much more economical than compression of individual objects. The IOP update process is almost the same as that in Section 3, except instead of sending one message for each object, we send one message for each group of objects that are from the same node. However, we cannot simply store and look up the index at the gateway node. There are two issues we need to address because of the introduction of the grouping scheme.
Firstly, changes of L p cause grouping inconsistencies. For example, at node n 1 , L p was 2 and we grouped objects 0000 and 0001 into the same group 00. The index was stored at gateway node hash('00'). Before these objects arrived at node n 2 , new nodes joined, which caused L p to become 3. After objects 0000 and 0001 arrived at node n 2 , they are grouped into group 000 and the corresponding gateway node becomes hash('000').At this moment, the node hash('000') does not have previous information about these two objects and it may assume that node n 2 is the first node for the trace of these objects, which in fact should be n 1 . A similar situation also happens when the size of the network decreases. This causes the IOP information to be updated incorrectly.
Secondly, when new nodes join the network, the increase of the number of nodes does not cause L p to increase, and there are always at least N n − 2 L p nodes idle. The load is then not well balanced.
To solve the above two problems caused by L p , we introduce a distributed data structure called Data Triangle. A data triangle consists of three nodes in the network. The roles of them are not symmetric. Figure 6a shows an example of the triangle. The gateway node is responsible for indexing objects whose IDs are prefixed by '000' (current prefix length is 3). The two child nodes are responsible for indexing '0000' and '0001'. But the child nodes do not index groups directly, instead they are secondary storage for their parent nodes. The parent delegates part of the indexing data according to the next bit in an object id after the prefix to the child nodes, respectively, thereby keeping the workload between the three balanced. Essentially, a data triangle is a simplified version of a Distributed Prefix Hash Tree [19] .
Suppose that, to increase the current L p by 1, we need N n new nodes to join; we have
The Removing the ceilings, we have
It is easy to verify that N n is less than 3N n . When N n = N n or N n = 2N n , the inequality holds, while when N n = 3N n , it does not. Since the equation on the left is a monotonically increasing function of N n , we can conclude that the value of N n satisfying the equality in Equation (8) must be between 2N n and 3N n .
In the worst case, there are N n nodes idle. For a traceable network whose global prefix length is L p , we use extra 2
logical nodes (the child nodes in the data triangle) for indexing. The 2 L p +1 + 2 L p = 3N n log 2 N n logical nodes are distributed among at most N n + N n < 4N n physical nodes. By a similar inference to Equation (7), there is a high probability that all physical nodes have at least one group to index.
With the changes to the network (nodes join and leave), the child nodes may have their children. Eventually, the indexing will be distributed in a tree structure (Fig. 6b) . However, the tree is not necessary. From the analysis above, we can see that the data triangle is good enough to maintain a wellbalanced workload. Maintaining a tree introduces longer delay for looking up.
Trees also cost more for processing indexes. For all new objects, unless we fully traverse the tree, it is impossible to determine whether they are new or have historical information stored somewhere in the tree. In this case, each object will be looked up in each level of the tree; so for N o objects and a tree of height h, the total number of DHT lookup operations is h * N o , which clearly is expensive.
Fortunately, we do not maintain the whole tree all the time. Instead, once the network size changes and causes the prefix length to change, we start a splitting-merging process. If the prefix length increases, then the child nodes in the triangle become parent nodes in new triangles. The data stored in the old parent will all be delegated into the two new parent nodes, which are its child nodes. Similarly, if the prefix length decreases, the parent node in the triangle becomes a child node of another node that is indexing a shorter prefix, and the parent node's two child nodes migrate the data they are indexing to the parent node.
Thus eventually, we always maintain only triangles, instead of trees. To look up an object that does not exist locally, we only need to ask the parent and its two children. Taking Fig. 6 as an example, after the prefix length increases from 3 to 4, the node indexing prefix '000' will split all its data into '0000' and '0001' according to the fourth bit of their IDs. Figure 7 shows our indexing algorithm.
It is not necessary to start the splitting-merging process as soon as the prefix length changes. Instead, it can be done during the system's free time. This will not cause problems because as we can see in Fig. 7 , we always try to traverse a tree. This is not only because we do not do immediate splitting-merging, but also because the detection of prefix length changes at different nodes and is not synchronized; thus, it is possible that at some time (usually after a prefix change) there are trees existing in the system.
The index algorithm (see Fig. 7 ) first tries to update the index stored locally (line 1) and gets a list of objects whose index is stored either in ascents or descents by a set difference operation (line 2). Then we refresh the local indexing records by searching up and down in the tree (lines 4 and 5) for the objects in the difference set. After the index of all objects are downloaded to the local storage, the index will be grouped by source nodes and sent back to child nodes (not shown in the algorithm).
The two refresh procedures are used to retrieve the indexes by traversing the tree up and down, respectively. Before sending the fetching request to the respective nodes, the object list is filtered by the prefix (the filter function in line 4 of ref resh_f rom_ascent and lines 2, 7 of ref resh_f rom_descent) for pruning. The address of the parent and children can be cached to save the cost of DHT lookup.
For the delegate procedure, the system first finds the objects not having been stored (line 1). Then it checks whether it is necessary to delegate some records to the two child nodes (line 2). There can be different strategies to determine this; for example, whether the local storage for this prefix exceeds a certain amount, or whether there have been a number of records older than a pre-configured time. If a delegation is required, we select the earliest α * obj ects.count (0 < α ≤ 1) objects indexed at this gateway and delegate them to the two child nodes. The delegation is similar to the FIFO cache replacement policy. This is based on the observation that the latest records are more likely to be read and updated in the near future. Here α is a global configuration to control the number of objects to be delegated. It should be noted that the splitting-merging process is trivial and we have not included the details of the algorithm.
Tradeoff between indexing performance and load
balancing We find that L p is the key factor in both indexing performance and load balancing. It is hard to satisfy these two requirements at the same time. On the one hand, L p determines the number of groups (which is 2 L p ). When L p is small, the number of groups is small. Consequently, the bandwidth usage for indexing is small. On the other hand, according to Equation (4), a smaller number of groups causes the workload to be less well balanced. Equation (7) gives the minimum value of L p that guarantees almost all nodes are assigned indexes to maintain. In theory, it is the optimal choice. We will prove this by experiments in Section 6.
In practical applications, more factors affect the choice of L p . For example, in a network where the volume of data is high (e.g. supply chain networks) and indexing performance is more important, it is reasonable to decrease L p to save more bandwidth costs. In a network where the number of nodes is high, and the volume of data is relatively low (e.g. traffic monitoring networks), larger L p balances the workload distribution better.
Index lookup algorithm
The object lookup algorithm is straightforward. We first try to find the object in the gateway node for the prefix of the current length. If it cannot be found, we conduct a bidirectional linear search starting from the gateway node in the tree. It should be noted that the search is directed by the id of the object, and so the search does not need to traverse the whole tree.
Algorithm analysis
The indexing process consists of three phases: namely grouping, routing and index-persisting. The grouping phase simply scans the N o new objects. Its complexity is (N o ).
Chord routing takes O(log 2 N n ) hops with high probability. To route the objects in 2 L p groups will take O(2 L p log 2 N n ) hops in total. When objects are routed individually, it takes O(N o log 2 N n ) hops. Since the number of received objects N o can be very large, while 2 L p = N n log 2 N n is relatively small, our grouping index algorithm can significantly decrease the P2P routing cost.
However, the index-persisting phase is complicated because of the Data Triangle structure and the possible trees extended from it. In the best scenario, all the indexing information for new objects are stored in the gateway node; then the persisting will only involve local lookup and storage. The complexity is O(N o ) in the measure of database operations.
In the worst scenario, all the new objects have their history indexes stored in either ascent nodes or descent nodes, or all the objects are new to the whole network and thus there is no historical information in the tree (then the tree has to be fully traversed). Index-persisting may involve both refreshing its height 4 is h, and all the historical indexing information is stored either in the deepest leaves or in the root. Therefore, it requires at most h DHT lookup to obtain the information. So the complexity of the worst case of the index persisting is O(h * N o ). However, as the tree will be split or merged when the prefix length changes, its height is well controlled. In most cases h is 1 (only children) or 2 (parent and children). The two trees in Fig. 6 illustrate these two situations, respectively. Then the index-persisting phase can be done in constant time.
Managing uncertainties
Owing to limitations of the RFID hardware and dynamic network environments, the recorded data do not perfectly map the real movements of objects. Uncertainty is a very broad topic and it is not a single layer problem. For example, research that addresses uncertainties spans from data storage and data modeling to query processing and knowledge engineering [12] . In this section, we briefly discuss the typical uncertainty problems in PeerTrack and how they are handled.
Hardware faults
A reader may miss identifying an object or a temporal malfunction of a device may cause a systematic error in events generated at a node. A missed tag read results in no data collected since data, such as the identifier stored on the tag, are not captured by the reader. Figure 8 shows an example of this scenario. When object o arrives at node B, it fails to be read by the reader. Consequently, the record at the corresponding gateway node is outdated. When object o arrives at node C, the record is corrected. A missing reading is a fatal and unrecoverable problem to all RFID systems. In this example, object o never appears at node B. PeerTrack handles this situation and the outdated record at the gateway node is corrected as soon as the object moves to a new node.
Network faults
A node may leave the network for various reasons, such as network or power outage, system failure etc. When this occurs, all data stored at that node become unavailable. A general approach for data recovery in P2P system is replication. In PeerTrack, we replicate the RFID data and its index in different ways.
The index is replicated by using a secondary hash function when choosing gateway node. This is depicted in Fig. 9 . In addition to the primary hash function (h1), a secondary hash function (h2) is used to choose a secondary gateway node. When the primary gateway node leaves the network, the system upgrades the secondary one to primary and uses it to maintain the index. The approach is flexible in the sense that if a third replication is necessary, the only change is to add a third hash function.
The IOP information is replicated at a node chosen by a unified hash function h , i.e. the node that keeps the replication of node A, A , is chosen by h (A). Figure 10 shows an example of using IOP replications to answer tracing queries. When B is offline, B will be queried. As a result, the routing path of the query becomes Gateway → B → A, instead of Gateway → B → A. 
QUERY PROCESSING
In this section, we introduce the algorithms to process two kinds of tracing queries, namely item level and range queries.
Item level queries
To perform the trace function TR (see Section 2.2), we need to find the gateway node of the given object. From the gateway node we can discover the node where the object is seen for the last time and simply traverse back using the IOP information. In addition, as mentioned in Section 3, if any node along the route from the query-requesting node to the gateway node has the information of the object, the trace query can be processed from this node by traversing backward and forward using the IOP. In this way, we do not have to find the gateway node of the object. With TR solved, it becomes straightforward to process other kinds of item level queries, including but not limited to: 
Range queries
Range queries are used to find out the aggregated information for given criteria. For example, 'How many objects moved from node n 1 to node n 2 during last month?'. In our architecture, with the help of the IOP, this query can be processed at either node n 1 or n 2 , despite the fact that it involves two nodes. Suppose that the query is being processed at n 1 :
SELECT COUNT(*) FROM RECORDS WHERE TO = n 2 AND END_TIME BETWEEN '2011-04-01' AND '2011-04- 30' This query is segment-oriented. A more complex range query can be path-oriented. For example, 'How many objects moved along the path n 1 → n 2 → · · · → n k during last month?'. With our solution, this query can also be efficiently answered. First, the node initiating the query finds the nodes involved in the query via the Chord lookup interface. Then it asks the node n i (i from 2 to k) to answer the query: 'Which objects moved from node n i−1 during last month?'. This query can easily be answered. Finally, the results from the k−1 nodes are intersected to get the result.
Other range queries regarding either path or segment can be handled in a similar way.
Algorithm analysis
Item level queries
There are two cases for query processing according to where the L function (see Section 2.2) is answered, which will be discussed separately in the following. Gateway. If there is no relevant node along the routing path from the node where the query is issued to the gateway node, then the locate is answered by the gateway node. The routing process takes O(log 2 N n ) hops. At the gateway node, there is a high probability that the lookup algorithm takes O(1) hops. Intermediate node. If during the routing, a node along the routing path has the information for the queried object, the routing will be terminated and the intermediate node will start to process the query. Although the routing cost remains O(log 2 N n ), the constant coefficient is reduced.
After the node n where the query can be answered is found, the complexity of query processing is solely based on the type of the query. For example, L takes O(l) (l is the length of the object's lifetime trajectory) DHT lookups in the worst case (when the object was at the end or start of the trace for the given time) and O(1) for the best case (when the object was at n for the given time). However, for a trace query TR that requires the lifetime trajectory to be found, it will always take O(l).
Range queries
For range queries that only involve segments, the cost is solely based on the query-processing method of the local database. There is no network cost, except when the query is initiated from a third party node (this rarely happens); a Chord lookup is used to first find the node involved, which costs log 2 N n hops.
For range queries that involve paths, the length of paths determines the cost. Suppose that the length of a path involved in a query is l, then l * log 2 N n hops are used to find all the involved nodes. All the other calculations are done locally in either memory or DBMS, which can be ignored compared with the cost of P2P lookup.
EXPERIMENTS
Our experiments focused on three aspects. Firstly, we evaluated the performance of the indexing algorithms and compared the scalability of the individual indexing approach and the enhanced group indexing approach. Secondly, we studied the performance of query processing using the techniques proposed in this paper and compared it with that of the centralized architecture. Finally, we examined the effect of the prefix length (L p ), on the proposed group indexing algorithm, on load balancing and indexing performance of traceable networks.
We used the open source P2P simulator OverSim [20] in the experiments. In our tests, the maximum number of nodes is 512 and the maximum number of objects at each node is 5000, corresponding to the limit of our experimental environment. All experiments were conducted on an Intel Core 2 Quad 2.4 GHz system with 4 GB of RAM.
Indexing
The indexing cost, measured by the total volume of messages transferred over the network, is considered to study the feasibility of the proposed group indexing algorithm and related data structures. According to the analysis in Section 4.5, the indexing cost depends on the size of the network and height of the prefix tree. We first conducted the test with a network of 512 nodes and generated a specific number of objects at each node. We ran the test 10 times and for the ith (1 ≤ i ≤ 10) time, the number of objects generated at each node is 500 * i. To simulate the movement of objects, 10% of the local objects at each node were moved along a trace of 10 nodes. We measured both the group and individual indexing algorithms. The result is depicted in Fig. 11 . To see whether the objects moving in groups or individually would affect the performance, we measured the performance of the group indexing algorithm for the two cases: (i) objects moved to other nodes individually and (ii) objects moved to other nodes in groups.
From Fig. 11 we can see that, when the data volume is not high (e.g. 500), the group indexing algorithm does not show much of an advantage. This is because when the number of objects is small, most of the groups contain only one or two objects. The number of groups (2 L p ) is close to the number of the objects (N o ). Thus, the group indexing algorithm costs almost the same as the individual indexing algorithm. However, with increasing data volume, the indexing cost of the group indexing algorithm increases much slower than the individual indexing algorithm, because data are grouped and compressed before being sent to the gateway node.
It is also clear that when the objects move in groups, the indexing cost is further reduced. Even when there are fewer objects, the performance is much better. This is because when objects move in groups, it is highly possible that most objects fall into the same window (Section 4.1), and so, in that window, the number of objects is high.
We also studied the performance of the indexing algorithms under different network sizes. In the experiment, the number of objects generated at each node is 5000 and the network size varies from 64, 128, 256, to 512. The result in Fig. 12 shows that with the increase in network size, the indexing cost for the individual indexing algorithm increases linearly while the group indexing algorithm shows a sub-linear pattern. The reason is that when the network size increases, L p increases as well, which leads to an increase in the number of groups. However, this increase is slower than the increase in the number of nodes itself. Generally, the performance degrades when the ratio of data volume to network size becomes small. However, in reality, particularly in large-scale applications, there are much more objects than nodes. Clearly, these applications can take advantage of the benefits brought by our proposed group indexing approach. Figure 12 also shows that the indexing costs less when the objects move in groups, because in this case, objects are more likely to fall into the same capturing window, so that they can be grouped by the grouping algorithm.
Facilitating Efficient Object Tracking
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Query processing
In this experiment, we studied the performance of our overall approach for query processing under different network sizes and different data volumes. We tested the performance of query processing using a set of queries, including both item level and range ones, shown in Table 2 .
We also compared the performance of the P2P architecture and a centralized approach. For the P2P approach, we added 5 ms (typical network latency of T1 line) as the network latency for each network query. For the latter, we used the model proposed in [21] to build the same data in a centralized MySQL database. Figure 13 shows the query-processing time in networks of different sizes. For each query in Table 2 , we ran it 100 times with different randomly chosen objects/nodes. The results presented in this article are the average of the 100 tests. All the queries are initiated from a node involved in them because this is a typical case.
From the figure we can see that the query-processing time increases slowly for the P2P approach, but increases sharply for the centralized one. Since the data at each node in different settings (number of nodes in the network) are of the same amount, the local processing time does not change. Then the query time of Q1, Q2 and Q4 in the P2P network is proportional to the logarithm of the size of the network. For Q3 (Fig. 13c) , the cost for Q3 almost stays constant for the P2P approach. This is because there is no P2P lookup involved. However, the cost for the centralized approach increases with the number of nodes.
For the centralized approach, because all the data are stored in the same database, when the size of the network increases, the amount of the data in the central database increases too. The time for querying is relevant (ultra-linear because of the join queries used) to the size of the database, which is proportional to the size of the network when the number of objects generated at each node is fixed.
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We can also see that when there are less nodes, the centralized approach outperforms the P2P one. However, when the number of nodes and records in the network reaches a certain amount, which is typical in large-scale RFID networks, it will run more slowly than the P2P approach. Figure 14 shows the query-processing time for different data volumes (the manner in which we generate different volumes of data is identical to that in Section 6.1). Similar result was obtained. The processing time for Q1, Q2 and Q4 increases much more slowly in P2P approach than in centralized one. The processing time for Q3 in P2P approach increases too (Fig. 14c) . This is because the volume of data at each node increases.
The high scalability shown in the experimental results is due to the IOP information in our design.
The effect of L p
As discussed in Section 4.3, the choice of L p significantly affects the performance and load balance of traceable networks. In this experiment, we studied the different schemes of L p and tested their corresponding load-balancing capabilities. Figure 15a shows the result for the three different schemes (i.e. Scheme 1: L p = log 2 N n , Scheme 2: L p = log 2 N n + log 2 log 2 N n and Scheme 3: L p = 2 log 2 N n ). Scheme 2 is the one that we have chosen for our system (which is also the scheme used in all other experiments). We studied Scheme 1 and Scheme 3 in this experiment as they are asymptotically smaller and bigger than Scheme 2, respectively.
We illustrate the load balance by showing the load percentage (i.e. the number of objects handled by a given set of nodes divided by the total number of objects) for a given node percentage (i.e. the number of nodes in the set divided by the total number of nodes). A well-balanced scheme should yield a linear relationship between the load percentage and the node percentage (where y = x, i.e. diagonal), meaning that each node receives the same number of objects to index. The farther the curve is away from the diagonal, the worse it is.
As we can see from Fig. 15a , when Scheme 1 was chosen as the length of prefix L p , the load is not well balanced. The curve is far away from the diagonal and shows some saltations. Scheme 3 performs best among the three because it is very close to the diagonal, which implies that the load is well balanced. However, Scheme 3 makes L p too long and the number of groups becomes too big, leading to less objects in each group. This significantly affects the indexing cost (see Fig. 15b ). Overall, from our study, Scheme 2 provides a good choice for L p , with which the work load is also well balanced.
We also tested the performance of the three schemes with different network sizes at a fixed data volume (5000 objects at each node). Figure 15b shows that among the three, Scheme 1 is the most efficient one and Scheme 3 is the worst (its indexing cost is the square of the number of nodes). However, there is a tradeoff between indexing performance and load balancing. To improve the former, L p should be smaller, which leads to poor load balancing. To improve the latter, L p should be bigger to ensure that all nodes have groups they are responsible for, which leads to a higher indexing cost. Scheme 2 shows acceptable results on both indexing performance and load balancing. In reality, we can choose different schemes for different scenarios. For example, if the performance of an application is very important, Scheme 1 will be a good choice.
AN EXAMPLE APPLICATION
The PeerTrack architecture can be adopted in many applications. In this section, we introduce an RFID-based AMS, which was successfully developed and deployed in a local company that provides linen services for over 200 customers across South Australia. RFID tags are affixed to trolleys, which are moved among the company warehouses and its customers to deliver clean linen or collect the ones to be cleaned. AMS aims to realize a fully automated tracking and tracing service with the capability of monitoring and controlling the company's logistical operations in real time. On the top of the PeerTrack architecture, we integrated an event-processing module and a rule engine. The company managers get notified via email or SMS based on RFID events and predefined rules. Figure 16 shows the whole architecture, including the Tracking Engine and the Rule Engine, as well as the PeerTrack Platform. It should be noted that the architecture can be easily adapted into many other applications such as supply chain management and a traffic control system. Figure 17 shows a screenshot of AMS. According to the remote events or local RFID readings through the underlying PeerTrack system, AMS displays real-time information about the status of the company assets ('Real-time Order/Objects Status Monitoring' panel). AMS features a Tracking Engine ('Order/Objects Search Tool') which is implemented by using the tracking algorithms proposed in this article. The managers can easily track the current status of a specific asset or its complete history.
RELATED WORK
Successfully tracing objects in a distributed environment is not a single layer problem. In this section, we overview the techniques relevant to our work.
The first step of modeling moving objects is to abstract the basic elements such as time, region and velocity. Sistla et al. [22] introduce a data model called moving objects spatio-temporal for databases with dynamic attributes, i.e. attributes that change continuously as a function of time. A language called future temporal logic has been designed to support queries for dynamic attributes. This work models the moving objects and their attributes in a generic way that can be easily adapted into various applications in different domains. Erwig et al. [23] propose a similar model with a method to represent the continuous attributes such as time and space discretely.
Later works mostly use the same or similar idea. With the elements modeled, it is possible to answer basic queries such as location of an object at a certain time. To answer more complicated queries, such as an aggregate query 'how many objects are in region R now?' and a future state query 'where will the object O be after one hour?', various complex and domain-specific models have been developed. For example, in [24] , an adaptive multi-dimensional histogram is used in answering aggregate queries about the past, present and future. It can estimate the number of objects that will satisfy some spatial condition for a near future time. It does not require the knowledge of velocity vectors, but uses an exponential smoothing-based stochastic approach. Since this kind of work focuses on aggregate queries, it does not address the singleinstance queries. In [25] , the moving objects are associated with four variables (starting time, starting location, destination, There are some other works focusing on various problems of modeling and querying moving objects by employing different techniques. However, they share some common characteristics. Firstly, space and time are modeled as continuous attributes, although the underlying representation in physical storage can be discrete. Secondly, most of the works define region or similar concepts that cover a finite area in a continuous infinite domain in order to answer range queries.
Index is often used to quickly answer range queries for a specific attribute. For example, if the space is divided into cells and objects are indexed by cells, it is easy to answer queries such as 'how many or which objects are in cell c?'. However, dividing the space into fixed-size cells does not work well in dynamic environments because the boundary of the space must be decided in advance. Early works, including R-Tree, R * -tree, TR-tree, TB-tree, TPR-tree, TPR * R-tree and some other similar trees [26] , dynamically decide which point or region to index and optimize the indexing process in different ways. Jensen et al. [27] consider streaming data that require frequent updates and propose an efficient B + -Tree based indexing method which represents the moving-object locations as time-stamped vectors. Scalable incremental hash-based algorithm [28] supports concurrent and continuous spatio-temporal queries by abstracting the continuous queries as a spatial join between a set of moving objects and a set of moving queries. Patel et al. [29] index the predicted trajectories to quickly predict future locations of moving objects. Many recent works such as [30] [31] [32] [33] [34] focus on other specific problems and provide corresponding solutions. These index methods all operate in centralized environments.
In recent years, some generic peer-based database management systems [8] have been proposed to support large volume data and complicated queries. PIER [35] presents a distributed query engine based on a P2P-based overlay network. However, PIER requires every data tuple to be shared in the network, which brings out two significant issues. Firstly, the amount of messages that are sent for indexing is proportional to the number of data tuples. It is problematic when the approach is used in large databases with millions or billions of tuples. Secondly, the data are made public in PIER and thus there is no privacy among participants. PISCES [36] identifies a subset of data tuples to index based on some criteria (e.g. query frequency, update frequency, indexing cost). This significantly saves the cost of indexing and storage. However, because its objective is to improve the efficiency of range queries, PISCES does not work well with single-instance queries. If the column in the search criteria that is used to search for an individual object is not indexed, the query has to be flooded into the whole network. Although these generic solutions lay the foundation for peer-based spatial databases, they are not dedicated to efficiently manage spatial data and answer spatial queries. Meka and Singh [37] present an analytical model to predict the cost of query algorithms based on query location, query size and the moving objects' distribution so that the final scheme chosen to perform the query is optimal. Li et al. [38] propose a distributed hash technique to answer range queries, which scales well under certain assumptions about the query distributions. Zimmermann et al. [39] introduce a middleware design based on the distributed R-tree and Quadtree to support both range and k Nearest Neighbors queries.
The work presented in [40] extends Quadtree index into a P2P network to answer range queries efficiently while keeping the load on the nodes in the network well balanced. Lee and Zheng [41] provide a linear yet distributed structure that facilitates multiple search paths to be mixed together by sharing links. These distributed index methods are all based on spatial elements such as point, link or region and thus they work well for range queries but not single-instance queries. In [42] , the authors proposed a generic model to deal with the event-matching problem of content-based publish/subscribe systems over structured P2P overlays. This model is useful in a distributed RFID system if it is event-driven instead of querydriven.
CONCLUSION
Recent advances in technologies such as RFID make automatic tracking and tracing possible in a wide range of applications. Unfortunately, realizing traceability applications in large-scale, distributed environments such as the emerging internet of things presents significant challenges due to their unique characteristics such as large volume of data and sovereignty of the participants. In this paper, we have presented a generic approach that enables applications to share traceability data across independent enterprises in a P2P fashion. We built our approach on top of a DHT-based overlay network. Objects are indexed at deterministic gateway nodes that are responsible for updating objects' status at the source and destination nodes with regard to their movements. In this way, the IOP properties of objects are established, which are critical to support efficient processing of traceability queries. To reduce the indexing overhead from massive volumes of data in large-scale traceability applications, we further proposed an enhanced group-based indexing approach. Extensive experiments showed the viability and scalability of our approach.
We view our work presented in this paper as a first step toward efficient tracking and tracing of objects in the internet of things. Our ongoing work includes further performance study of the proposed techniques. Another important direction for future work is to add capabilities for predicting the future status of objects. This typically involves overcoming uncertainty issues introduced by traceability applications (e.g. incomplete and noisy data) using statistical and probabilistic techniques.
The Computer Journal, Vol. 54 No. 12, 2011
at University of Adelaide on March 14, 2013 
