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Abstract
e homotopy category of the bordism category hCobd has as objects closed oriented (d− 1)-
manifolds and as morphisms dieomorphism classes of d-dimensional bordisms. Using a new ber
sequence for bordism categories, we compute the classifying space of hCobd for d = 1, exhibiting
it as a circle bundle over Ω∞−2CP∞−1.
As part of our proof we construct a quotient Cobred1 of the cobordism category where circles
are deleted. We show that this category has classifying space Ω∞−2CP∞−1 and moreover that, if
one equips these bordisms with a map to a simply connected space X , the resulting Cobred1 (X)
can be thought of as a cobordism model for the topological cyclic homology TC(S[ΩX]).
In the second part of the paper we construct an innite loop space mapB(hCobred1 )→ Q(Σ2CP∞)
in this model and use it to derive combinatorial formulas for rational cocycles on hCobred1 repre-
senting the Miller-Morita-Mumford classes κi ∈ H(B(hCob1);Q).
1 Introduction
Bordism categories play an important role in organising geometry, mathematical physics, and alge-
bra. eir most prominent use is probably as the main ingredient to Atiyah and Segal’s denition of
topological and conformal eld theory. More recently, cobordism categories have been a key tool in
the study moduli spaces of manifolds, see for instance [GMTW09] and [GRW14]. is approach uses
a more sophisticated version of the cobordism category: namely, a topologically enriched category
Cobd where for a dieomorphism class [W ] there is not just one, but “BDiff∂(W )-many” morphisms.
In other words, one needs to consider the (∞, 1)-category of cobordisms Cobd, rather than just its
homotopy category hCobd. In this sense Cobd has also proven to be the more natural object of study
from the perspective of topological eld theories. For example, Lurie’s proof-sketch of the Baez-Dolan
cobordism hypothesis [Lur09b], crucially relies on the presence of higher homotopies.
In each of the above seings the classifying space BCobd plays an important role. When studying
moduli spaces,BCobd controls universal characteristic classes for manifolds ([MW07], [GRW17]), and
when studying eld theories BCobd classies the invertible ones (e.g. [FH20]). Generally, the classi-
fying space construction also allows one to build categorical models for interesting homotopy types.
e homotopy type of BCobd was completely determined by Galatius, Madsen, Tillmann, and Weiss,
who in [GMTW09] showed that it is the innite loop space of a certain om-spectrum MTSOd.
is raises the question for a similar computation of B(hCobd). One might expect this to be a
simpler problem since the homotopy category hCobd is only an ordinary, rather than a topologically
enriched category. However, very lile is known about B(hCobd). Except for the simple observation
B(hCob0) ' S1 × S1, the only result in this direction is Tillmann’s spliing [Til96] of the surface
case: B(hCob2) ' S1 ×X for some mysterious simply connected innite loop space X .
Our main theorem is a complete computation of B(hCob1), which is already far more complex
than B(Cob1) ' QS0. We also prove a similar result for the unoriented case (eorem 5.13).
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eorem A. ere is an equivalence of innite loop spaces
B(hCob1) ' Ω∞−2 (hofib(MTSO2 → HZ))
where MTSO2 → HZ is the map of spectra classifying twice the generator of H0(MTSO2) ∼= Z.
Consequently, the rational cohomology of the category hCob1 is given by
H∗(B(hCob1);Q) ∼= Q[[α±1]][κ1, κ2, κ3, . . . ]
where the generators are of degree |α| = 0 and |κi| = 2i+ 2.
e reduction ber sequence
In order to prove eorem A we construct a ber sequence, which we believe to be of independent
interest. Just like Genauer’s sequence [Gen12] for bordisms with horizontal boundary, this ber se-
quence relates the classifying spaces of three bordism categories, which we now describe.
Every d-dimensional cobordism W : M → N decomposes canonically as a disjoint union W =
c(W )q r(W ) where c(W ) is a closed manifold and r(W ) is reduced, i.e. it has no closed components.
We dene the closed bordism category as the full subcategory Cobcld ⊂ Cobd on the object ∅, and
the reduced bordism category as the quotient category Cobd → Cobredd where two bordisms are
identied if they dier by closed components. Every morphism in Cobredd can be uniquely represented
by a reduced bordism. (Figure 1 illustrates the case d = 1.)
eorem B. For any d ≥ 0 there are two compatible homotopy ber sequences of innite loop spaces:
BCobcld BCobd BCob
red
d
BhCobcld BhCobd BhCob
red
d .
R
R
Most of the technical work towards a proof of eorem B has been completed in our previous paper
[Stb19], where we generalise Steimle’s additivity theorem for bordism categories [Stm18] to a broader
class of functors. eorem B also holds in the presence of a tangential structure θ.
e crucial observation needed to now deduce eorem A from eorem B is that in dimension
d = 1 we have that Cobred1 ' hCobred1 because the dieomorphism group of an interval is contractible.
Topological cyclic homology of simply connected spaces
One of the more mysterious aspects of the cobordism category is its relation to WaldhausenK-theory.
Recall that the Waldhausen K-theory A(X) of a space X is the innite loop space of the algebraic K-
theory of the ring spectrum S[ΩX] := Σ∞(ΩX)+. An eective way of computing algebraicK-theory
is via the cyclotomic trace to topological cyclic homology (TC). In the relevant case we have a map
trcp : A(X)→ Ω∞TC (S[ΩX]; p) for any prime p.
ForX = ∗ there is, up to p completion, an equivalence TC (S; p) ' S∨ΣCP∞−1 by [BHM93]. Here
CP∞−1 is just another name for the spectrum MTSO2, whose innite loop space is ΩBCob2. In light
of this apparent coincidence Ib Madsen concludes his 2006 ICM plenary address [Mad07, 407] with:
Finally, and maybe most important, there are reasons to believe that the moduli space of
Riemann surfaces is related to TC (S; p), possibly via eld theories. e spectrum CP∞−1
occurs in both theories. It is a challenge to understand why.
is curious coincidence has been known to experts for a while and, even though no concrete expla-
nations have been suggested, the idea itself has inspired some intriguing research such as Bo¨ckstedt
and Madsen’s map from ΩBCobd to A-theory, see [BM14] and [RS14].
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(2, 3) (2, 3) (2, 3) (1, 2) (2, 3) (1, 2)
W−−−−−→ V−−−−−→ W∪V−−−−−→
=◦
Figure 1: Two morphisms in hCobred1 and their composite.
In order to understand Madsen’s question, it makes sense to think of TC (S; p) and BCob2 as the
values of the functors TC (S[ΩX]; p) and BCob2(X) for X = ∗. Here Cob2(X) is a variant of the
surface category where every object and bordism is equipped with a map toX . If there is a fundamental
relation between surfaces and TC , one could hope for a relation between these functors. However, the
analogy fails in this case: the main theorem of [GMTW09] impliesBCob2(X) ' Ω∞(MTSO2∧X+)
and hence the functor BCob2(X) is excisive in X , whereas TC (S[ΩX]) is not.
We will try to argue that instead, topological cyclic homology is more naturally related to the
reduced 1-dimensional bordism category. As a consequence of eorem B we have that BCobred1 is
equivalent to Ω∞−2MTSO2, a delooping of BCob2. For more general X eorem B together with
the main theorem of [BCCGHM96] implies:
eoremC. For any simply connected spaceX of nite type there is an equivalence of innite loop spaces
Ω∞TC (S[ΩX]; p) '
(
Q(X+)× ΩBCobred1 (X)
)∧
p
.
One way of interpreting this theorem is to say that Cobred1 (X) is a bordismmodel for the topological
cyclic homology of simply connected spaces. is is similar in spirit to Raptis and Steimle’s cobordism
model for Waldhausen K-theory. In [RS19] they construct, for every space X , Cobsym(X) such that
ΩBCobsym(X) ' A(X). One could therefore try to understand the cyclotomic trace in terms of these
models. Already for X = ∗ this is related to the dicult question of whether the cyclotomic traces
trcp : A(∗)→ (Ω∞−1CP∞−1)∧p admit a common integral li for all p.
Reduced bordisms as a combinatorial model for CP∞−1 = MTSO2
As the previous section illustratesCP∞−1 is an interesting stable homotopy type arising in many impor-
tant situation, and it is helpful to have dierent models at hand. eorem B implies that Ω∞−2CP∞−1
is, as an innite loop space, equivalent to the classifying space of the symmetric monoidal category
hCobred1 ' Cobred1 . By the Madsen-Weiss theorem Cob2 also is a cobordism model for this innite
loop space, though there is a dimension shi:
Ω2B(hCobred1 ) ' Ω∞MTSO2 ' ΩBCob2.
Even though hCobred1 and Cob2 both are cobordism models for MTSO2, they are of very dierent
avours. e surface category Cob2 is of geometric nature as it is built from the dieomorphism
groups of surfaces. e reduced one-dimensional bordism category hCobred1 , on the other hand, admits
a completely combinatorial description. See gure 1 for an example of how morphisms are composed
in hCobred1 .
While eorem B implies an equivalence B(hCobred1 ) ' Ω∞−2MTSO2, it does not explicitly
construct a map. e second part of the paper aims to resolve this issue.
For this we construct an auxiliary simplicial space Cutd, which we believe may be of independent
interest. Cutd is a quotient of the nerveN(Cobredd ) and we show that the geometric realisation ‖Cutd‖
is the free innite loop space on Σ2BDiff+(W )+ for all closed connected d-manifolds W . We prove:
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eorem D. e quotient mapN(Cobredd )→ Cutd continues the reduction ber sequence of eorem B
in the sense that
B(Cobd) −→ B(Cobredd ) −→ ‖Cutd‖
is a homotopy ber sequence of innite loop space maps.
In dimension 1 we have ‖Cut1‖ ' Q(Σ2(CP∞)+) and the quotient map BCobred1 → ‖Cut1‖ is
a rational equivalence on the basepoint component, see corollary 7.4. In the presence of a background
space X this map has an interpretation in terms of TC , see corollary 7.5.
Application: cocycles for Miller-Morita-Mumford classes
e Miller-Morita-Mumford classes are characteristic classes for surface bundles, which, under the
equivalence BCob2 ' Ω∞−1MTSO2, give rise to polynomial generators:
κi ∈ H∗(Ω∞0 MTSO2;Q) ∼= Q[κ1, κ2, . . . ].
Generalising the notion of group cocycles, one can represent every cohomology class on the classifying
spaceBC of some discrete category C by a cocycleα : NiC → Z on the nerve. While this does not work
for the topologically enriched category Cob2, hCobred1 is discrete and it is hence possible to describe
the κi-classes in terms of cocycles on hCobred1 .
To actually compute cocycles we crucially use that every κi can be obtained as a pullback along
the map BCobred1 → ‖Cut1‖ of eorem D. We identify ‖Cut1‖ with Q(Σ2(BΛ)+), where Λ is
Connes’ category of cyclic sets. en we use Igusa’s description [Igu04] of cocycles on Λ representing
the powers of the rst Chern class (c1)i ∈ H2i(BΛ;Q). Explicitly, we have:
Denition. For each i ≥ 0 we construct a (2i+ 2)-cocycle γi on hCobred1 and hCob1 in three steps.
(1) For a (2i+1)-tuple of disjoint points a0, . . . , a2i ∈ S1 the sign sign(a0, . . . , a2i) ∈ {±1} is dened
to be equal to the sign of any permutation σ of {0, . . . , 2i} such that the sequence (aσ(0), . . . , aσ(2i))
is in cyclic order.
(2) For a (2i+1)-tuple of disjoint nite subsetsA0, . . . , A2i ⊂ S1 the reduced sign sign2i(A0, . . . , A2i) ∈
Q is dened by an averaging procedure. Say that (a0, . . . , a2i) ∈
∏
iAi contains no neighbours if for
all k < l there is a j such that the positively oriented arc [ak, al] ⊂ S1 from ak to al intersects Aj in
more than one point. Now dene:
sign2i(A0, . . . , A2i) :=
1∏2i
j=0 |Aj |
∑
(a0,...,a2i)∈
∏
j Aj
contains no neighbours
sign(a0, . . . , a2i) ∈ Q.
(3) For all i ≥ 1 dene a (2i+ 2)-cochain on the simplicial set N(hCobred1 ) by the formula
γi(M0
W1−−→M1 W2−−→ . . . W2i+2−−−−→M2i+2) := (−1)
ii!
(2i)!
∑
[ι:S1↪→W ]
sign2i(ι
−1(M+1 ), . . . , ι
−1(M+2i+1)).
Here we writeW for the compositionW1∪M1 · · ·∪M2i+1W2i+2, and the sum runs over isotopy classes
of oriented embeddings ι : S1 ↪→W such that ι(S1) intersects Mj for all 1 ≤ j ≤ 2i+ 1.
eorem E. For i ≥ 1 the cochain γi on hCobred1 dened above is a (2i+2) cocycle and the cohomology
class [−γi] is, possibly up to a sign (−1)i, the generator κi in
κi ∈ H∗(hCobred1 ;Q) ∼= Q[κ0, κ1, κ2, . . . ].
e same formula describes a cocycle for ±κi on hCob1.
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Outline
is paper is divided into two parts, the rst one of which is centered around establishing the reduction
ber sequence. In section 2 we recall various standard facts and constructions for bordism categories
and topological categories in general. We also prove a generalisation of the base-change theorem
[ERW19, eorem 5.2], which allows one to change the space of objects of a topological category
without changing the homotopy type of its classifying space. Section 3 introduces the closed and
reduced bordisms categories and studies some of their basic properties. In section 4 we apply the main
theorem of [Stb19] to prove the reduction ber sequence eorem B. Specialising to d = 1, in section
5 we observe that Cobred1 ' hCobred1 and use this to deduce eorem A and eorem C. Here we also
consider the unoriented case B(hCob1,unor).
e second part is focused on gaining a more concrete understanding of Cobred1 . We begin in
section 6 where we, by elementary means, compute the 2-cocycle on hCobredd that classies the central
extension hCobd → hCobredd . Section 7 introduces the simplicial space of cuts Cutd and proves
eorem D, identifying the connecting homomorphism of the reduction ber sequence. is is then
used in section 8 to construct the cocycles for κi-classes on hCobred1 .
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Part I
e reduction ber sequence
2 Recollections on moduli spaces and cobordism categories
While our main object of interest is the homotopy category of the bordism category hCob1, the proof
of eorem A crucially relies on comparing it to the topological category Cob1 and some of its variants.
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It is hence essential for us to have a good understanding of the embedded models for the cobordism
category. In this section we recall various denitions and facts.
Although we introduce all the necessary tools, we can only do so concisely. e interested reader
is referred to [GRW18] for a discussion of moduli spaces for manifolds, and to [ERW19] for an intro-
duction to the world of non-unital topological categories and semisimplicial spaces.
2.1 Tangential structures
Most of the manifolds we consider will be oriented. Recall that one way of dening an orientation on a
manifoldM is by giving an equivariant continuous map l : Fr(TM)→ {−1,+1} from the total space
of the frame bundle ofM to the two-element set. Here equivariance is with respect to the group action
of GLd on the le by base-change and on the right by multiplication with the sign of the determinant.
Tangential structures generalise this notion of orientation.
Denition 2.1. A d-dimensional tangential structure θ is a space θ with GLd-action. Given such a θ
a θ-structure on a d-dimensional manifold W is a GLd-equivariant map l : Fr(TW ) → θ from the
frame bundle of W to θ. e space of θ-structures on M will be denoted by
Bunθ(M) := MapGLd(Fr(TW ), θ).
In the case of the tangential structure for orientation θor := {±1}, we are oen interested in the
group of orientation preserving dieomorphisms Diff+(W ). For more general tangential structures θ
the group of dieomorphism that x a specic θ-structure ‘on the nose’ is generally not well-behaved.
Instead, we dene a moduli space that acts as the classifying space of this hypothetical group.
Denition 2.2. For θ and W as above we dene BDiffθ(W ) as the homotopy orbit space
BDiffθ(W ) := Bunθ(W )//Diff(W )
def
= (Bunθ(W )× EDiff(W ))/Diff(W ).
2.2 Spaces of manifolds and cobordisms
We recall the space of submanifolds ofRN and how to use it to dene a topological space of (embedded)
cobordisms.
Denition 2.3. For U ⊂ RN open let Ψd,θ(U) denote the set of pairs (M, l) where M ⊂ U is a d-
dimensional submanifold of RN that is closed as a subset of RN and l : Fr(TM)→ θ is a θ-structure
on M . We let Ψd,θ denote the colimit of Ψd,θ((−1, 1)N ) as N → ∞. For nite N we topologise this
according to [GRW10, Denition 2.1] and for N =∞ as the colimit over all nite N .
One can think of Ψd,θ as a concrete topological model for the “moduli space of θ-structured closed
d-dimensional manifolds”. In [GRW18, Section 2.2] this space is denotedMθ . e moduli space de-
composes as a disjoint union over dieomorphism types:
Fact 2.4. ere is a weak equivalence
Ψd,θ '
∐
[W ]
BDiffθ(W )
whereW runs over a set of representatives of dieomorphism classes of closed d-dimensional manifolds.
Denition 2.5. We say that (W, l) ∈ Ψd,θ(R×U) is cylindrical over some interval (a, b) ifW|(a,b) :=
W ∩ ((a, b)× U) is equal to the product (a, b)×M for some M ∈ Ψd(U) and the θ-structure l|(a,b) :
Fr(TW|(a,b))→ θ can be factored as
Fr(TW|(a,b)) ∼= Fr(T (a, b)× TM) pr−→ Fr(R⊕ TM) ∼= (GLd×Fr(TM))/GLd−1 id×l
′−−−→ θ
for some GLd−1-equivariant map l′ : Fr(TM)→ θ.
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Denition 2.6. For d and θ as above and ε > 0 we dene Φεd,θ ⊂ Ψd,θ(R × (−1, 1)∞) × R>0 as
the space of those ((W, l), t) that are cylindrical over (−∞, ε) and (t − ε,∞). We let the space of
θ-structured d-dimensional cobordisms Φd,θ be the colimit as ε→ 0.
0 t
Figure 2: A point in the space of two-dimensional cobordisms Φ2,θ .
We think of t > 0 as the length of the cobordism (W, l). Indeed, the cylindicity condition implies
that the part of the bordisms that does not lie over [0, t] is superuous. We still keep track of the
cylinders over (−∞, 0) and (t,∞) because it simplies the denition of the topology. For example,
we can use them to dene the map that sends a cobordism to its boundary:
Denition 2.7. We dene a map
(∂0, ∂1) : Φd,θ → Ψd−1,θ ×Ψd−1,θ
by sending ((W, l), t) to the unique tuple ((M0, l0), (M1, l1)) such that (−∞, 0)×M0 ∪ (t,∞)×M1
is a codimension 0 submanifold of W and l0 and l1 are the induced θ-structures.
2.3 e cobordism category
All cobordism categories we consider will be weakly unital topological categories. We refer the reader
to [ERW19] for an excellent introduction to semisimplicial spaces, non-unital topological categories,
and brancy conditions. By convention all our categories C will be non-unital and BC will denote the
“fat geometric realisation” of the semisimplicial space NC, even if C happens to have units.
Denition 2.8. A non-unital topological category C consists of the following data: a space of objects
O, a space of morphisms M , source and target maps s, t : M → O, and a composition map
c : M t×sOM = {(f, g) ∈M2 | t(f) = s(g)} −→M.
is data is subject to the axioms
s(c(f, g)) = s(f) t(c(f, g)) = t(g) c(c(f, g), h)) = c(f, c(g, h))
for any three morphisms f, g, h ∈M with t(f) = s(g) and t(g) = s(h).
Denition 2.9. For any two objects x, y ∈ O the space of morphism from x to y is dened as the
pullback
homC(x, y) := {x} ×sOM t×O{y} = {f ∈M | s(f) = x and t(f) = y}.
We usually write f : x→ y to say f ∈ homC(x, y), and we also write g ◦ f for the composite c(f, g).
For us the main example of a topological category is the cobordism category, which we now dene
using the space of cobordisms Ψd,θ constructed in the previous section as a space of morphisms.
Denition 2.10. Fix a dimension d and a tangential structure θ. e non-unital topological category
Cobd,θ has Ψd−1,θ as space of objects and Φd,θ as space of morphisms. e source and target maps are
the maps ∂0, ∂1 : Φd,θ → Ψd−1,θ from denition 2.7. Composition is dened by
((W ′, l′), t′) ◦ ((W, l), t) := ((W ′′, l′′), t+ t′)
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where
W ′′ = (W ∩ (−∞, t]× (−1, 1)∞) ∪ ((W ′ + t · e0) ∩ ([t,∞)× (−1, 1)∞))
and l′′ is induced by l and l′.
Remark 2.11. Note that Cobd,θ is well-behaved: it is brant in the sense of [ERW19, Denition 3.5]
by [ERW19b, Proposition 3.2.4(ii)] and and it has weak le and right units in the sense of [ERW19,
Denition 3.11] by [ERW19b, Proposition 3.2.6].
In the case of the bordism category there is a geometric interpretation of the homotopy type of this
hom space.
Fact 2.12. For any two objects (M, l) and (N, l′) in Cobd,θ there is a weak equivalence
homCobd,θ((M, l), (N, l
′)) '
∐
[W,ϕ]
BDiffθ(W relM qN).
Here the coproduct runs over a set of representatives for the dieomorphism classes of compact d-manifolds
W with boundaryM q N . e space BDiffθ(W relM q N) is dened as in 2.2 with the modication
that dieomorphism are trivial near the boundary that the tangential structure agrees with l and l′ near
the boundary.
2.4 Homotopy categories
e homotopy category hC of a topological category C is an ordinary category obtained from C in two
steps: rst we need to pass to an enriched category δC and then we apply pi0 to the hom-spaces.
Denition 2.13. For any non-unital topological category C we dene its discretecation δ(C) as the
non-unital topological category with object space Obj(δ(C)), equipped with the discrete topology, and
morphism space the disjoint union
Mor(δ(C)) :=
∐
x,y∈C
homC(x, y).
e homotopy category h(C) is the ordinary category with object set Obj(δ(C)) and hom-sets
homh(C)(x, y) := pi0 homC(x, y).
ere are canonical functors C ι←− δ(C) pi−→ h(C) and they are natural in C.
Remark 2.14. Recall that a (non-unital) topologically enriched category is the same datum as a (non-
unital) topological category C = (O,M, s, t, c) where the space of objects O is discrete.
In this sense δ(C) is always a topologically enriched category. e canonical functor ι : δ(C)→ C
is a continuous bijection on the object the morphism space, but it is not a homeomorphism unless
Obj(C) was already discrete. From the perspective of classifying spaces, however, δ(C) is equivalent
to C as long as C is suciently well-behaved.
Lemma 2.15. If C is a brant non-unital topological category with weak le (or right) units, then ι
induces a weak equivalence B(δ(C))→ B(C).
Proof. is is the basechange theorem [ERW19, eorem 5.2] in the case where X is the set Obj(C)
equipped with the discrete topology. We will give an independent proof of (a generalisation of) the
basechange theorem in lemma 2.29.
We cannot generally expect the homotopy category hC to have a classifying space equivalent to
that of C. Nevertheless, the canonical map is always 2-connected:
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Lemma 2.16. e map B(δC)→ B(hC) is 2-connected for any non-unital topological category C.
Proof. is is well-known and for example follows from [ERW19, Lemma 2.4] together with the ob-
servation that Mor(δ(C))→ pi0Mor(δ(C)) = Mor(h(C)) is 1-connected.
Of course, our main category of interest is the cobordism category. e homotopy category of the
bordism category also admits a more conceptual description that does not rely on the embeddings. For
simplicity, we only spell this out in the oriented case.
Fact 2.17. e homotopy category h(Cobd,θor) is equivalent to the following category:
• objects are closed oriented (d− 1)-dimensional manifolds,
• morphisms W : M → N are equivalence classes of compact oriented d-dimensional manifolds
with ∂W = M− qN , where two such manifolds are equivalent if they are dieomorphic relative
to their boundary, and
• composition is dened by gluing cobordisms.
2.5 Innite loop space structures
All homotopy categories of cobordism categories have symmetric monoidal structures dened by the
disjoint union operation for manifolds. is induces an innite loop space structure on their classi-
fying spaces. Many of our computations will rely on these innite loops space structures and their
compatibility with certain constructions. We will be keeping track of the innite loop space structures
using Segal’s Γ-spaces [Seg74], which we recall here.
Denition 2.18. Segal’s category Γop has as objects natural numbers n ≥ 0 and as morphisms from
n to m maps of sets λ : {∗, 1, . . . , n} → {∗, 1, . . . ,m} satisfying λ(∗) = ∗. We let ρin : n→ 1 denote
the morphism with ρin(j) = ∗ for i 6= j and ρin(i) = 1.
A Γ-space is a functor X : Γop → Top. We call X special if the Segal map
X(n)
(ρ1n,...,ρ
n
n)−−−−−−→ (X(1))n
is a weak equivalence for all n ≥ 0. A special Γ-space is very special if the map
pi0X(2)
(ρ12,µ)−−−−→ pi0X(1)× pi0X(1)
is a bijection. Here µ : 2→ 1 is the morphism with µ(1) = µ(2) = 1.
Remark 2.19. For any special Γ-space X the set pi0X(1) has an abelian monoid structure with multi-
plication dened by
m : pi0X(1)× pi0X(1)
∼=←− pi0X(2) X(µ)−−−→ pi0X(1).
is uses that the Segal map X(2) → X(1) × X(1) is a bijection on pi0. e special Γ-space is very
special if and only if this abelian monoid happens to be an abelian group.
Following [Ngu17] we use the tangential structure to dene a Γ structure on the cobordism cate-
gory.
Denition 2.20. For any dimension d and tangential structure θ we dene a Γ-object in non-unital
categories by seing Cobd,θ(n) := Cobd,nθ where nθ denotes {1, . . . , n}× θ. To a morphism λ : n→
m in Γop we associate the functor
λ∗ : Cobd,nθ → Cobd,mθ with ((W, l), t) 7→ ((W ′, (λ× idθ) ◦ l), t)
where W ′ ⊂W is the preimage of {1, . . . ,m} under the map (λ ◦ pr{1,...,n} ◦l) : W → {∗, 1, . . . ,m}.
9
Lemma 2.21 ([Ngu17]). e Γ-space BCobd,θ is very special.
We also have innite loop space structures on the classifying space of the homotopy categories.
Lemma 2.22. e Γ-space BhCobd,θ is very special.
Proof. Since hCobd,θ is a symmetric monoidal category, it follows from Segal’s original paper [Seg74,
§2] thatBhCobd,θ is special. Being very special is a condition on the monoid pi0BhCobd,θ and follows
by the considerations in lemma 2.21, seeing as pi0BhCobd,θ ∼= pi0BCobd,θ .
2.6 e Galatius-Madsen-Tillmann-Weiss theorem
In [GMTW09] the authors determined the innite loop space B(Cobd,θ) in terms of modied om
spectra. As our strategy is to compare B(hCob1) with B(Cob1), we briey recall their result.
Denition 2.23. Let E(d, n) denote the space of linear embeddings of Rd into Rn, with the GLd-
action by precomposition, and let Gr(d, n) := E(d, n)/GLd be the Grassmannian. e canonical
bundle γd on Gr(d, n) is dened by
γd,n := (E(d, n)× Rd)/GLd −→ Gr(d, n)
and we let γ⊥d,n denote its orthogonal complement.
Denition 2.24. For any d and θ the θ-structured Madsen-Tillmann spectrum MTθ is the sequential
spectrum with
(MTθ)n := Th(a
∗γ⊥d,n)
for a : (θ × E(d, n))/GLd → Gr(d, n) the projection. e structure maps Σ(MTθ)n → (MTθ)n+1
are dened using the canonical bundle map γ⊥d,n ⊕ R→ γ⊥d,n+1.
e theorem by Galatius, Madsen, Tillmann, and Weiss uses Segal’s ‘scanning’ method to construct
an equivalence from BCobd,θ to a loop space of MTθ. For our purposes it will be sucient to treat
this as a black box and we refer the interested reader to the original paper.
eorem 2.25 (Main theorem of [GMTW09]). For any d and θ the scanning map denes a weak equiv-
alence of innite loop spaces
BCobd,θ ' Ω∞−1MTθ = colimn→∞Ωn−1(MTθ)n.
is theorem has been used to great eect in the study of dieomorphism groups. e essential
ingredient is a natural map from BDiffθ(W ) to ΩBCobd,θ for any closed d-manifold W . is map is
dened by interpreting W as a morphism W : ∅ → ∅ in Cobd, which then yields a based loop in the
classifying space.
Denition 2.26. e inclusion Ψd,θ ↪→ Φd,θ = N1Cobd,θ induces a map Ψd,θ × |∆1| → BCobd,θ
such that Ψd,θ × |∂∆1| is sent to the base point. It hence denes a map α′ : Σ(Φd,θ)+ −→ BCobd,θ
and by adjunction a map
α : Φd,θ → ΩBCobd,θ.
Together with the equivalence from fact 2.4 this yields, for every closed d-manifold W , a map
αW : BDiff
θ(W ) −→ ΩBCobd,θ.
We conclude this section with the so-called ‘Genauer ber sequence’. Recall that Q(X) denotes
the free innite loop space on a based space X dened as the colimit Q(X) := colimn Ωn(ΣnX). It
has the property that any map of spacesX → Y into an innite loop space Y induces a map of innite
loop spaces Q(X)→ Y .
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Lemma 2.27 ([GMTW09, Section 3], see also [Ebe13, Appendix A]). ere is a homotopy ber sequence
of innite loop spaces
Ω∞−1MTSOd −→ Q(Σ(BSOd)+) −→ Ω∞−1MTSOd−1.
Moreover, the right-hand map can be described as the composite:
Q(Σ(BSOd)+)
Q(ΣBi)−−−−−→ Q(ΣBDiff+(Sd−1)) αSd−1−−−−→ BCobord−1 '−→ Ω∞−1MTSOd−1
where i : SOd → Diff+(Sd−1) is the canonical inclusion and αSd−1 is the map from denition 2.26.
2.7 A generalised change of base theorem
In this section we will prove a small generalisation of [ERW19, eorem 5.2] that will come in handy
later. First, recall the notion of base-change from [ERW19, section 5].
Denition 2.28. Let C be a topological category and let X be a space with a map f : X → Obj(C).
e base-change of C along f is the topological category, denoted by Cf , with object space X and
morphism space X2 ×Obj(C)2 Mor(C). Composition is induced by C.
Lemma 2.29. Let C be a weakly unital topological category and consider a zig-zag of maps g : Y →
Z ← Obj(C) : p. Dene a map f : Y ×Z Obj(C)→ Obj(C) by pullback. en the canonical map
B(Cf ) −→ BC
is a weak equivalence, if the following conditions hold:
• the map g : Y → Z is surjective on connected components,
• for all n ≥ 0 the composite p : NnC → Obj(C)n+1 p
n+1
−−−→ Zn+1 is a bration.
Note that in the case of Z = Obj(C) the second condition is equivalent to asking that C be brant;
hence we recover [ERW19, eorem 5.2] as a special case.
Proof. For any space X we let T (X) denote the trivial groupoid on X . Its space of object is X and its
space of morphisms is X × X . In other words, for every pair of objects (x, y) there is precisely one
morphism x→ y. Composition is dened by (y, z) ◦ (x, y) = (x, z).
is is a brant topological category. For X non-empty we can pick a point y and dene an extra
degeneracy on the simplicial space N(X) by s−1(x0, . . . , xn) = (y, x0, . . . , xn). is shows that
B(T (X)) is contractible for X non-empty.
Note that the basechange Cf of C along a map f : X → Obj(C) can be wrien as a pullback
Cf ∼= T (X) ×T (Obj(C)) C where we use the canonical functor C → T (Obj(C)), which is the identity
on objects.
To prove the lemma, we rst observe that we can replace the map g : Y → Z by a bration. To
do this, factor g as a composite Y i−→ Y0 g
′
−→ Z where i is a level-wise weak equivalence and g′ is a
level-wise bration. en the simplicial map
i : N(Cf ) ∼= N(T (Y ))×N(T (Z)) N(C) −→ N(T (Y0))×N(T (Z)) N(C)
is the pullback of a level-wise weak equivalence along a level-wise bration, and hence a level-wise
weak equivalence. In particular, it induces a weak equivalence on geometric realisations. It now suces
to prove the lemma for g′.
Assume from now on that g was already a bration. is implies that the pullback f : Y ×Z
Obj(C)→ Obj(C) is a bration, too. Since g is also surjective on connected components, this implies
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that g and f are surjective. We now claim that the additivity theorem for bordism categories 4.3 (see
[Stm18] and [Stb19]) applies to the pullback square:
Cf T (Y ×Z Obj(C))
C T (Obj(C)).
T (f)
Since f is a bration, so is T (f). e trivial groupoids T (X) are always brant and unital, and the
functors in the square are always unital. e only non-trivial condition to check is that T (f) is indeed
Cartesian and coCartesian. But this is easy to see since T (f) is surjective on objects and there is only
one morphism between every two objects in T (X).
We may hence apply theorem 4.3 and obtain a homotopy pullback square
BCf B(T (Y ×Z Obj(C)))
BC B(T (Obj(C))).
yh
B(T (f))
As discussed in the beginning of the proof B(T (X)) is contractible for all X and so the right vertical
map is an equivalence. Because the square is a homotopy pullback this implies that BCf → BC is an
equivalence.
3 Closed and reduced bordism categories
We now introduce the key idea of this paper: the decomposition of a cobordism into its closed and its
reduced part.
Denition 3.1. A bordism W : M → N is called closed if both M and N are empty and it is called
reduced if the inclusion M qN →W is surjective on connected components. We dene subspaces
Φcld,θ ⊂ Φd,θ and Φredd,θ ⊂ Φd,θ
of closed and reduced bordisms. Dene retractions c : Φd,θ → Φcld,θ and r : Φd,θ → Φredd,θ by deleting
those connected components of W that violate the respective condition. is is illustrated in gure 3.
0 t
c(W )
r(W )
Figure 3: An oriented 1-dimensional cobordism decomposed into its closed and reduced components.
Every bordism W ∈ Φd,θ has a canonical decomposition as W = c(W )q r(W ). A homotopically
meaningful version of this statement is proved in lemma 3.5. Our goal is to obtain a similar decompo-
sition on the level of bordism categories. e rst step is to dene categories of closed and of reduced
bordisms.
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Denition 3.2. e closed bordism category Cobcld,θ is the full subcategory of Cobd,θ on the single
object ∅ ∈ Cobd,θ . e reduced bordism category Cobredd,θ has the same objects as Cobd,θ , but has as
morphisms only reduced bordisms. Composition is dened by composing in Cobd,θ and then applying
the retraction r : Φd,θ → Φredd,θ .
Denition 3.3. e inclusion Φcld,θ ↪→ Φd,θ denes a functor denoted by
I : Cobcld,θ −→ Cobd,θ
and the retraction r : Φd,θ → Φredd,θ denes a functor denoted by
R : Cobd,θ → Cobredd,θ .
Remark 3.4. e functors I and R allow us to think of Cobcld,θ as a subcategory and of Cobredd,θ as a
quotient category of Cobd,θ . It is important to note that the opposite is not the case: the inclusion
Φredd,θ ↪→ Φd,θ does not induce a functor Cobredd,θ → Cobd,θ e reason for this is that the composite
of two reduced bordisms W : M → N and V : N → L is not necessarily reduced. We could
for example set M = L = ∅, N = Sd−1, and let W and V both be the d-dimensional disc; once
as a bordism ∅ → Sd−1 and once as a bordism Sd−1 → ∅. en both W and V are reduced, but
W ∪N V = Dd ∪Sd−1 Dd = Sd : ∅ → ∅ is not. See gure 4 for another example showing that the
composite of two reduced bordisms need not be reduced.
0 t 0 s
Figure 4: Two reduced bordisms whose composite is not reduced.
Locally the bordism category Cobd,θ decomposes as a product of Cobcld,θ and Cobredd,θ :
Lemma 3.5. For any two objectsM,N ∈ Cobd,θ the map
(c, r) : homCobd,θ(M,N) −→ homCobcld,θ(∅, ∅)× homCobredd,θ (M,N)
is a weak equivalence.
Proof. We will show that the map that decomposes a bordism into its closed and its reduced part
(c, r) : Φd,θ −→ Φcld,θ × Φredd,θ (1)
is a weak equivalence.
Once this is established the lemma follows by observing that both sides of (1) are bered over
Φd−1,θ×Φd−1,θ via the boundary map ∂ = (∂0, ∂1), which is a Serre bration because Cobd,θ is brant,
see [ERW19b, Proposition 3.2.4(ii)]. is implies the claim because a weak equivalence between Serre
brations induces weak equivalences on the bers.
We begin by observing that (c, r) is an open embedding. As a map of sets (c, r) is an injection
with image those tuples (W,V ) ∈ Φcld,θ × Φredd,θ such that W and V are disjoint. at it is open and
continuous follows by a close examination of the topology dened in [GRW10, Denition 2.1]. We
leave the details to the reader.
To show that (c, r) is a weak equivalence we construct two subspaces A,B ⊂ Φd,θ dened by:
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• (W, l) ∈ A if for all x = (x0, x1, . . . ) ∈W we have x1 = 0.
• (W, l) ∈ B if for all x ∈ c(W ) we have x1 = 12 and for all x ∈ r(W ) we have x1 = −12 .
ere is a map s : A → B that takes (W, l) and moves up c(W ) by 12 and moves down r(W ) by 12 in
the rst coordinate. is map and the inclusions t into a homotopy commutative diagram
A B
Φd,θ Φ
cl
d,θ × Φredd,θ .
s
i k
j
(c,r)
e map k : B → Φcld,θ × Φredd,θ is dened by restricting (c, r), so the boom triangle commutes by
denition. To see that the top triangle commutes up to homotopy consider the map sλ : A → Φd,θ
dened for λ ∈ [0, 12 ] by moving up c(W ) by λ and moving down r(W ) by λ. is denes a homotopy
between i and j ◦ s.
Next, we observe that i and k are homotopy equivalences. In both cases this follows because the
inclusion R×{0}× (−1, 1)∞−1 → R× (−1, 1)∞ admits a deformation retraction via smooth embed-
dings preserving the x0 coordinate. Given a homotopy commutative diagram of the shape as above
where i and k are weak equivalences, it follows abstractly that all other maps are also weak equiva-
lences. To see this apply the functor pi∗ and observe that because pi∗(i) and pi∗(k) are isomorphisms,
pi∗((c, r)) has to be an isomorphism, too.
Lemma 3.6. e spaces B(Cobcld,θ), B(Cobredd,θ ), B(hCobcld,θ), and B(hCobredd,θ ) are very special Γ-
spaces.
Proof. is is proved just like lemma 2.21 and 2.22. For checking that they are very special note that
pi0B(Cob
cl
d,θ) = pi0B(hCob
cl
d,θ) = ∗ is trivial and that pi0B(Cobredd,θ ) = pi0B(hCobredd,θ ) = pi0B(Cobd,θ)
is the θ-structured bordism group.
We conclude this section by a lemma indicating that the functor R is homotopically well-behaved.
Lemma 3.7. e retraction r : Φd,θ → Φredd,θ is a Serre bration and hence the functor R : Cobd,θ →
Cobredd,θ induces a level-wise bration on the nerves.
Proof. To simplify notation we will ignore the tangential structures in this proof, though they can
easily be added.
For every map W : [0, 1]k → Φredd and any li V : [0, 1]k−1 → Φd with r(V (s1, . . . , sk−1)) =
W (s1, . . . , sk−1, 0) we need to nd an extension V : [0, 1]k → Φd such that r(V (s1, . . . , sk)) =
W (s1, . . . , sk).
Recall that we dened Φd as a colimit over submanifolds of RN for N → ∞. Since [0, 1]k is
compact, the image of W and V is contained in a nite stage of the colimit. We can therefore nd
N such that W (s1, . . . , sk−1), V (s1, . . . , sk) ⊂ RN−1 for all si. Let now Tλ : R∞ → R∞ be the
dieomorphism dened by applying xN 7→ λ+ xN to the N th coordinate. We use it to dene
V ′(s1, . . . , sk) := W (s1, . . . , sk) ∪ Tsk/2(c(V (s1, . . . , sk−1))).
e union of W (. . . ) and Tsk/2(. . . ) is in fact a disjoint union: the rst part has N th coordinate 0 and
the second part has N th coordinate sk/2. For sk = 0 they are disjoint by assumption. Since the union
is disjoint V (s1, . . . , sk) is indeed a manifold and a well-dened point in Φ.
It remains to check that V is actually continuous. As remarked in the proof of lemma 3.5 the
topology on Φ is equal to the subspace topology induced by the injection (c, r) : Φ ↪→ Φcl × Φred.
It hence suces to check that both c(V ) and r(V ) depend continuously on (s1, . . . , sk), but this is
obvious by construction.
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4 e reduction ber sequence
Our main technical theorem is what we call the “reduction ber sequence”. It establishes a decompo-
sition of the classifying space of the bordism category into its closed and reduced components.
eorem 4.1. For any dimension d and tangential structure θ the rows in the commutative diagram of
innite loop spaces
BCobcld,θ BCobd,θ BCob
red
d,θ
B(hCobcld,θ) B(hCobd,θ) B(hCob
red
d,θ )
R
R
are homotopy ber sequences.
is is similar to lemma 3.5 where we observed a spliing of the morphism spaces. Note, however,
that because c is not functorial there is no spliing as a product on the level of categories, but only a
homotopy ber sequence.
Warning 4.2. e vertical maps in the theorem are in fact zig-zags BCobd,θ ← B(δCobd,θ) →
B(hCobd,θ) as described in denition 2.13. We will usually omit the le-ward arrow as it depends
naturally on Cob and is a weak equivalence by lemma 2.15.
e essential technical ingredient for the proof of theorem 4.1 is the Steimle’s “additivity theorem
for bordism categories” from [Stm18]. As we will see in remark 4.7 the version proved by Steimle
is not sucient for establishing the reduction ber sequence and we will instead need the following
generalised “local” version, which we proved in [Stb19] to study the category of cospans.
eorem 4.3 (Local additivity theorem for bordism categories, [Stb19, eorem 5.8]). Let P : E → B
be a weakly unital functor of weakly unital topological categories such that B is brant, P is a local
bration, P is locally Cartesian, and P is locally coCartesian.
en, for every weakly unital functor F : C → B, the following is a homotopy pullback square:
B(C ×B E) BE
BC BB.
P
F
Remark 4.4. All non-unital categories in this paper have weak units in the form of cylinders and all
functors considered will preserve these. We will recall the other technical terms as needed.
e main step in verifying the conditions of the additivity theorem will be to check that the functor
R : Cobd,θ → Cobredd,θ is indeed locally (co)Cartesian. is is a consequence of lemma 3.5.
Lemma 4.5. AmorphismW : M → N inCobd,θ is locallyR-Cartesian in the sense of [Stb19, Denition
5.6], if and only if it is reduced.
Proof. According to [Stb19, Denition 5.6] W is locally R-Cartesian if for any (and equivalently all)
weak units V : M →M in Cobredd,θ the following diagram
homCobd,θ(M,M) homCobd,θ(M,N)
homCobredd,θ
(M,M) homCobredd,θ
(M,N)
( ∪MW )
R R
r( ∪MW )
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induces a weak equivalence between the homotopy ber of R at V and the homotopy ber of R at
r(V ∪MW ). Note that in light of 3.7 these homotopy bers are equivalent to the genuine bers. Using
lemma 3.5 we can identify the homotopy bers with homCobcld,θ(∅, ∅). e induced map between the
homotopy bers is exactly compositon with c(W ) in Cobcld,θ:
( ∪∅ c(W )) : homCobcld,θ(∅, ∅) −→ homCobcld,θ(∅, ∅).
is map is homotopic to the identity if c(W ) = (∅, t) is the empty cobordism of some length t > 0.
is shows that W is R-Cartesian if it is reduced.
Conversely, if W is not reduced, then c(W ) is non-empty and the map ( ∪∅ c(W )) cannot be an
equivalence as it does not hit the connected component of (∅, t) ∈ homCobcld,θ(∅, ∅).
Lemma 4.6. A morphism [W ] : M → N in hCobd,θ is locally (hR)-Cartesian in the sense of [Stb19,
Denition 5.6], if and only if it is reduced.
Proof. is is proved just like lemma 4.5, but using the bijection
homhCobd,θ(M,N)
∼= homhCobcld,θ(∅, ∅)× homhCobredd,θ (M,N).
It is important to note that, while the proofs are completely analogous, the statement of this lemma is
not a formal consequence of the statement of lemma 4.5. See warning 4.8.
Remark 4.7. is lemma implies that R : Cobd,θ → Cobredd,θ is locally Cartesian and, by reversing
bordisms, also locally coCartesian. Note, however, that R is neither Cartesian nor coCartesian. By
[Lur09a, Proposition 2.4.2.8] a locally Cartesian functor R is Cartesian precisely if the composite of
any two locally R-Cartesian edges is again locally R-Cartesian. But using the characterisation in the
lemma we can see that this is not the case for R since the composite of two reduced bordisms is
not always reduced. is shows that Steimle’s original version of the additivity theorem for bordism
categories [Stm18] would not be sucient for our purposes.
Proof of eorem 4.1. Let R+ denote the topological semigroup (R>0,+) thought of as a non-unital
topological category with one object. For all variants of the bordism category there is a canonical
functor Cob → R+ that records the length of a bordism. Picking any object M ∈ Cob we also have
a functor CylM : R+ → Cob that sends t to (t,R ×M), the cylinder of length t on M . Using these
functors we construct a commutative diagram
Cobcld,θ Cobd,θ
R+ Cobredd,θ .
R
Cyl∅
is is trivially a pullback diagram on the spaces of objects. By the proof of lemma 3.5 it also is a
pullback diagram on the spaces of morphisms, and hence it is a pullback diagram of categories internal
to topological spaces.
We now wish to apply the local additivity theorem for bordism categories of [Stb19] to this, which
we recalled as 4.3. e brancy condition on Cobredd,θ follows from the brancy for Cobd,θ , see [ERW19b,
Proposition 3.2.4(ii)] and the brancy condition on R follows from lemma 3.7. e functor R is locally
Cartesian since any morphism W : M → N in Cobredd,θ has a li to Cobd,θ given by W itself. is
li is reduced and hence by lemma 4.5 locally Cartesian. Turning around all bordisms involved we
see by the same argument that R is locally coCartesian. Finally, we note that the categories involved
are weakly unital with the weak units given by any of the cylinders CylM : R+ → Cob described
above. e functors in the diagram preserve the cylinders and are hence weakly unital. is checks all
conditions of 4.3.
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As a result of the additivity theorem we see that
BCobcld,θ BCobd,θ
BR+ BCobredd,θ
B(R)
is a homotopy pullback diagram. e non-unital topological category R+ is weakly equivalent to the
terminal unital category and hence BR+ is weakly contractible. is shows that
BCobcld,θ −→ BCobd,θ −→ BCobredd,θ
is a homotopy ber sequence.
It remains to discuss the homotopy ber sequence for the homotopy categories hCobd,θ . Basically
all arguments can be copied from the topological case, (using lemma 4.6 instead of lemma 4.5) with
the additional simplication that all morphism spaces are discrete and hence all brancy conditions
are trivially satised. In particular this shows that the second sequence in the theorem is a homotopy
ber sequence.
e vertical maps in the theorem are induced by the canonical zig-zag of functors C ← δC → hC
that we have for any topologically category and it is clear that the diagram commutes. We know
from lemma 2.21, 2.22, and 3.6 that all six spaces are innite loop spaces and that the maps respect
this structure. Hence the diagram is a diagram of innite loop spaces and in particular the two ber
sequences are ber sequences of innite loop spaces.
Warning 4.8. ere are topologically enriched functors F : E → B satisfying the conditions of the
(local) additivity theorem for bordism categories such that hF : hE → hB does not satisfy the con-
ditions of the theorem. e reason for this is that the property of being of (locally) (co)Cartesian is
not preserved under taking homotopy categories. is for example fails when considering Genauer’s
sequence: Steimle’s proof of the Genauer ber sequence [Stm18, eorem 1.1] does not imply that
there is an analogous homotopy ber sequence
B(hCobd) −→ B(hCob∂d) ∂−−→ B(hCobd−1)
for the classifying spaces of the homotopy categories. In fact, the author believes that this cannot be a
homotopy ber sequence for any d ≥ 1.
5 Computations for d = 1
5.1 e classifying space of the closed bordism category
e closed bordism category is a topological monoid freely generated by the closed manifolds. In
lemma 5.1 we describe its classifying space as the free innite loop space generated by BDiffθ(W ) for
all connected closed dieomorphism types W . In dimension one, the only connected closed manifold
is the circle and we can describe BCobcl1,θ more explicitly in terms of the homotopy orbits of the space
of free loops, see corollary 5.4.
Lemma 5.1. e maps αW : ΣBDiffθ(W )→ BCobcld,θ from denition 2.26 induce a weak equivalence
of innite loop spaces:
Q
Σ
 ∐
[W ] connected
BDiffθ(W )

+
 '−−→ BCobcld,θ.
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Proof. Let us rst consider the case d = 0 with θ = X some space. en a morphism in Cobcl0,X is
a nite subset of (−1, 1)∞ × (0, t), equipped with a map to X . In other words, the space of mor-
phisms of Cobcl0,X is the X-labelled conguration space Conf((−1, 1)∞;X) with the usual composi-
tion dened by puing congurations side by side. Segal’s improved Barrat-Priddy-illen theorem
[Seg74, Proposition 3.6] states that the group-completion of the special (but not very special) Γ-space
Conf((−1, 1)∞;X) is
ΩB(Conf((−1, 1)∞;X)) ' Q(X+).
Since Cobcl0,X is this monoid, thought of as a category with one object, we conclude that BCobcl0,X is
the delooping Ω−1Q(X+) ' Q(ΣX+). Seeing as X ∼= Bunθ(∗) ∼= BDiffθ(∗) this implies the claim
of the lemma for d = 0.
To reduce the case d > 0 to the case d = 0 we deneX as the space of closed connected θ-structure
submanifolds of (−1, 1)∞ so that X '∐[W ] con. BDiffθ(W ). If we can show that Cobcld,θ and Cobcl0,X
are weakly equivalent as non-unital topological Γ-categories, then the claim for d > 0 follows from
the rst part of the proof:
Q
Σ
 ∐
[W ] connected
BDiffθ(W )

+
 ' Q(ΣX+) ' BCobcl0,X ?' BCobcld,θ.
To obtain the weak equivalence Cobcld,θ ' Cobcl0,X we rst convince ourselves that the morphism
spaces are abstractly equivalent. To see this take any closed d-dimensional manifoldW and decompose
it as W = qni=1 qmij=1 Wi,j where each Wi,j is connected and Wi,j ∼= Wi′,j′ i i = i′. en
BDiffθ(W ) = Bunθ(W )//Diff(W ) ∼=
(
n∏
i=1
(Bunθ(Wi,1))
mi
)
//
(
n∏
i=1
Diff(Wi,1) o Σmi
)
'
n∏
i=1
(
(Diffθ(Wi,1))
mi)// Σmi
)
'
n∏
i=1
(
Confmi((−1, 1)∞; Diffθ(Wi,1)
)
.
is shows that the respective connected components of Mor(Cobcld,θ) and Mor(Cobcl0,X) are abstractly
equivalent.
To obtain the desired equivalence of innite loop spaces BCobcld,θ ' BCobcl0,X we will construct a
zigzag Cobcld,θ ← C → Cobcl0,X of Γ-categories inducing the equivalence on the morphisms spaces. e
new Γ-category C also has one object. A morphism in C is a tuple (W, i, j, l, t) where t > 0 is the length,
W is a closed d-dimensional manifold, i : W ↪→ (−1, 1)∞× (0, t) and j : (pi0W ) ↪→ (−1, 1)∞× (0, t)
are embeddings, and l ∈ Bunθ(W ) is a θ-structure onW . Such a tuple is identied with another tuple
(W ′, i′, j′, l′, t) if t = t′ and there is a dieomorphism ϕ : W ∼= W ′ such that i = i′ ◦ϕ, j = j′ ◦(pi0ϕ),
and l = ϕ∗l′. e Γ-structures are dened just like for Cobcld,θ .
ere is a projection map p : C → Cobcld,θ that forgets i. ere also is a projection map q : C →
Cobcl0,X that sends [W, i, j, l] to the conguration j(pi0W ) ⊂ (−1, 1)∞, where each point j([V ]) is
labelled by the connected component V ⊂ W with tangential structure l|V ∈ Bunθ(V ). Both maps p
and q are functors of Γ-categories by construction. It is not hard to see that they induce the abstract
equivalence described above.
Denition 5.2. We will let T denote the Lie group SO(2). e free loop space LX := Map(S1, X)
admits an action of T by precomposition. We will denote the homotopy orbits of this action by
(LX)hT := LX// T = (ET× LX)/T.
Lemma 5.3. Consider the tangential structure θ = X × θor where θor = {−1, 1} with the non-trivial
action of GL1. e moduli space of connected closed 1-manifolds with θ-structure is
BDiffθ(S1) ' (LX)hT.
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Proof. We compute
Diffθ(S1) = Bunθ(S
1)//Diff(S1) ' MapGL1(S1 × {±1}, X × {±1})//Diff(S1)
' (Map(S1, X)×Map(S1, {±1}))//Diff(S1).
Inclusion of the subgroup Z/2 n T ∼= O(2) ⊂ Diff(S1) is a weak equivalence and we may hence
compute the homotopy orbits by rst taking ( )hT and then taking ( )hZ/2. As ( )hT commutes with
coproducts this results in
BDiffθ(S1) ' ((LX)hT × {±1})hZ/2 ' (LX)hT
as claimed.
Combining lemma 5.1 and 5.3 we recover a computation ofBCobcl1,X×θor that was stated in [Gia19,
Proposition 5.1] without proof:
Corollary 5.4. For all spaces X there is a weak equivalence of innite loop spaces
Q(Σ+(LX)hT) ' BCobcl1,X×θor .
5.2 e homotopy category of the 1-dimensional bordism category
We now have all the tools ready to prove eorem A. We will rst compute the classifying space of
the reduced bordism category Cobred1 , then compare it to hCobred1 , and nally compute B(hCob1).
eorem 5.5. ere is an equivalence of innite loop spaces
BCobred1 ' Ω∞−2MTSO2.
Proof. We will use the reduction ber sequence 4.1 for Cob1:
BCobcl1 BCob1 BCob
red
1
R
Recall from lemma 5.1 that
BCobcl1 ' Q(ΣBDiff+(S1)+) ' Q(Σ(BSO2)+).
Finally, recall the main theorem of [GMTW09] (see 2.25), which in the case of d = 1 says BCob1 '
Ω∞−1MTSO1 ' Q(S0). Inserting all this information we have the following homotopy ber se-
quence:
Q(Σ(BSO2)+) Q(S
0) BCobred1
I R (2)
By the Genauer sequence (lemma 2.27) the ber of the map I is canonically identied with Ω∞−1MTSO2
and, extending the ber sequence once to the right, we obtain the equivalence of innite loop spaces
BCobred1 ' Ω∞−2MTSO2.
To obtain the desired computation ofBhCob1 we rst need to show that in dimension 1 the reduced
bordism category is equivalent to its homotopy category.
Lemma5.6. enatural functorsCobred1 ← δ(Cobred1 )→ h(Cobred1 ) induce equivalences on classifying
spaces.
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Proof. For the le-ward pointing functor this is a consequence of lemma 2.15 and the brancy of
Cobredd,θ , which in turn is a consequence of [ERW19, Proposition 3.2.4(ii)].
e right-ward pointing functor δ(Cobred1 ) −→ hCobred1 is the identity on the (discrete) space
of objects. So to show that it is an equivalence, we will only have to show that for any two objects
M,N ∈ Cobred1 the projection
homCobred1
(M,N) −→ pi0 homCobred1 (M,N) = homhCobred1 (M,N)
is a weak equivalence. To see this, recall from fact 2.12 that the le-hand-side can be wrien as
homCobred1
(M,N) '
∐
[W ]
BDiff+(W rel ∂W )
where [W ] runs over dieomorphism classes of reduced bordisms from M to N . By the classica-
tion of 1-manifolds, every such reduced bordism is the disjoint union of intervals: W ∼= qk[0, 1]. A
dieomorphism of W relative to its boundary cannot permute the intervals and therefore the dieo-
morphism group decomposes as a product. Since the dieomorphism group of the interval relative to
its boundary is contractible we have that
BDiff+(W rel ∂W ) ∼=
k∏
i=1
BDiff+([0, 1] rel {0, 1}) ' ∗.
erefore the connected components of the hom spaces of δCobred1 are contractible, and the category
is equivalent to its homotopy category.
eorem 5.7. ere is a homotopy ber sequence of innite loop spaces
S1 −→ B(hCob1) −→ Ω∞−2MTSO2.
e innite loop space map Ω∞−2MTSO2 → K(Z, 2) that continues this ber sequence corresponds to
the generator κ0 ∈ H2(Σ2MTSO2) ∼= Z.
Proof. Consider the two compatible reduction ber sequences of eorem 4.1:
BCobcl1 BCob1 BCob
red
1
B(hCobcl1 ) B(hCob1) B(hCob
red
1 )
R
R
By lemma 5.6 the right vertical map is an equivalence and hence theorem 5.5 implies
B(hCobred1 ) ' BCobred1 ' Ω∞−2MTSO2.
e category hCobcl1 has one object, the endomorphisms of which are the natural numbers. erefore
its classifying space is B(hCobcl1 ) = BN ' S1. erefore the boom ber sequence of the diagram
now reads as
S1 −→ B(hCob1) −→ Ω∞−2MTSO2,
which proves the rst claim of the theorem.
Continuing the ber sequences once to the right we have
BCob1 BCob
red
1 Q(Σ
2(BSO2)+)
B(hCob1) B(hCob
red
1 ) K(Z, 2).
R
p1
f
p2
R g
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e map f is an isomorphism for spectrum cohomology in positive degree, because its ber QS0
has spectrum cohomology concentrated in degree 0. e class κ0 ∈ H0(MTSO2) is dened as the
pullback of the basepoint class in H0(Σ∞(BSO2)+). e map p2 is 3-connected because it is the
delooping of a 2-connected map, and as noted above p1 is an equivalence. erefore g pulls back the
canonical class in H2(Σ2HZ) to κ0.
As a consequence of the computation ofB(hCob1) we can compute its rational cohomology using
the following standard fact:
Fact 5.8. Let Y be a spectrum such that the spectrum cohomologyH i(Y ;Q) is nite dimensional for all
i ≥ 0. en the rational cohomology of its innite loop space is
H∗(Ω∞Y ;Q) ∼= Qpi0Y ⊗ S[H∗>0(Y ;Q)]
where S[V ] denotes the free symmetric algebra on a graded vector space V . e Hopf-algebra structure is
such that H∗>0(Y ;Q) consists of primitive elements.
Proof. is is well-known, but we provide a short sketch of proof. First, we have a spliing of spaces
Ω∞Y ' pi0Y×Ω∞τ≥1Y and so by the Ku¨nneth formula we only need to show thatH∗(Ω∞(τ≥1Y );Q) ∼=
S[H∗>0(Y ;Q)]. Because it has degree-wise nite dimensional homology τ≥1Y is rationally equivalent
to a direct sum of Eilenberg-Mac Lane spectra ΣnHQ, n > 0. We may hence assume Y = ΣnHQ, in
which case we have Ω∞−nHQ = K(Q;n) and H∗(K(Q;n);Q) = Q[β] where |β| = n.
Corollary 5.9. e rational cohomology rings of hCob1 and hCobred1 are
H∗(B(hCob1);Q) ∼= Q[[α±1]][κ1, κ2, . . . ] and H∗(B(hCobred1 );Q) ∼= Q[[α±1]][κ0, κ1, κ2, . . . ]
where |α| = 0 and |κi| = 2i+2. Moreover, the κi are primitive with respect to the Hopf-algebra structure.
Proof. e spectrum cohomology of Σ2MTSO2 is
H∗(Σ2MTSO2;Q) ∼= Q〈α, κ0, κ1, κ2, . . .〉
where |α| = 0 and |κi| = 2i+ 2. Moreover pi0Σ2MTSO2 = Z so by fact 5.8 we have
H∗(Ω∞Σ2MTSO2;Q) ∼= QZ ⊗ S[Q〈κ0, κ1, κ2, . . .〉] ∼= Q[[α±1]]⊗Q[κ0, κ1, κ2, . . . ].
is implies the second claim seeing as B(hCobred1 ) ' Ω∞−2MTSO2 by theorem 5.5.
eorem 5.7 states that B(hCob1) is a circle bundle over BCobred1 , so we can compute its coho-
mology using the Gysin sequence. e Euler class of the circle bundle is±2κ0 ∈ H2(B(hCobred1 )), so
by the rational Gysin sequence
H∗(B(hCob1);Q) ∼= H∗(B(hCobred1 );Q)/〈2κ0〉 ∼= Q[[α±1]][κ1, κ2, . . . ].
Alternatively we could have computed H∗(hofib(Σ2MTSO2
±2−−→ Σ2HZ);Q) ∼= Q〈α, κ1, κ2, . . .〉
and applied fact 5.8 again.
5.3 e reduced 1-dimensional bordism category and topological cyclic homology
of a simply connected spaces
We will now compute the homotopy type of Cobred1,θ for more general tangential structures in terms of
the so-called circle transfer map. For any space Y with T-action the circle transfer is an innite loop
space map
trfT : Q(Σ(YhT)+) −→ Q(Y+)
natural with respect to T-equivariant maps.
We will treat the circle transfer as a black box and refer the reader to [Gia19] for a more detailed
discussion and pointers to the literature. e circle transfer for the free loop space Y = LX turns up
naturally as a map between classifying spaces of 1-dimensional bordism categories:
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eorem 5.10 ([Gia19, eorem 1.1]). Let θ = X × θor be the tangential structure as before, then
following diagram of innite loop spaces commutes up to homotopy:
BCobcl1,θ BCob1,θ
Q(Σ+(LX)hT) Q(LX+) Q(X+).
' '
trfT Q(ev)
Corollary 5.11. For the tangential structure θ = X × θor there is a homotopy ber sequence of innite
loop spaces:
Q(Σ(LX)hT)
Q(ev)◦trfT−−−−−−−→ Q(X) −→ BCobred1,θ
Proof. eorem 4.1 gives us the reduction ber sequence
BCobcl1,θ −→ BCob1,θ −→ BCobred1,θ .
By corollary 5.4 BCobcl1,θ ' Q(Σ+(LX)hT) and the main theorem of [GMTW09] implies BCob1,θ '
Q(X+). Inserting these into the reduction ber sequence we obtain a homotopy ber sequence with
the desired terms, and theorem 5.10 identies the relevant map.
Corollary 5.12. For any simply connected space X there is an equivalence
TC (S[ΩX]; p) ' Q(X+)∧p ×
(
ΩBCobred1,X×θor
)∧
p
.
e le-hand-side denotes the topological cyclic homology of the ring spectrum S[ΩX] := Σ∞(ΩX)+.
Proof. According to [BCCGHM96, eorem 1.2] there is a spliing
TC (S[ΩX]; p) ' Q(X+)∧p × hofib
(
Q(Σ(LX)hT)
ev◦trfT−−−−−→ Q(X)
)∧
p
.
Using corollary 5.11 we can rewrite the second term as
Ω hofib
(
Q(Σ2(LX)hT)
ev◦Ω−1trfT−−−−−−−−→ Q(ΣX)
)
' ΩBCobredd,X×θor
and the claim follows.
5.4 e unoriented bordism category
In this section we consider the trivial tangential structure unor := {∗}. We have results similar to the
oriented case:
eorem 5.13. ere is an equivalence of innite loop spaces BCobred1,unor ' Ω∞−2MTO2 and there is
a homotopy ber sequence of innite loop spaces
S1 −→ B(hCob1,unor) −→ Ω∞−2MTO2.
e rational cohomology ring of hCob1,unor is:
H∗(B(hCob1,unor);Q) ∼= Q[α, κ2, κ4, . . . ]/〈α2 − 1〉
where |α| = 0 and |κi| = 2i+ 2.
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Proof. e rst part is proved just like theorem 5.5 and theorem 5.7. We only need to observe that the
equivalent of lemma 2.27 still holds in the unoriented case.
To compute the rational cohomology, we need to understand the map f : Ω∞−2MTO2 → K(Z, 2)
that continues the ber sequence. Since pi1B(hCob1,unor) = 0 the map is necessarily surjective on pi2.
So, by the same arguments as in corollary 5.9 we compute the cohomology. Here we use that
H∗(MTO2;Q) = Q〈κ0, κ2, κ4, . . .〉 and pi0B(hCob1,unor) = Z/2.
Part II
Cocycles on the cobordism category
In the rst part of the paper we computed the homotopy types of B(hCob1) and B(hCobred1 ) and
as a result showed that their rational cohomology rings are polynomial algebras on the generators
κi ∈ H2i+2(B(hCob1);Q). is computation, however, was achieved abstractly and is perhaps un-
satisfying in that it does not give us a concrete understanding of what the classes κi actually are. e
purpose of this second part is to gain a more concrete understanding ofB(hCob(red)1 ) and the κ-classes
on it. All the κi can be obtained as a pullback along the connecting homomorphism of the reduction
ber sequence:
B(hCobred1 )
'←− BCobred1 f−−→ Q(Σ2(BSO2)+).
In section 6 give a hands-on construction of the 2-cocycle representing the class κ0 ∈ H2(B(hCobred1 ))
coming from H2(f). In subsection 7.1 we construct a simplicial space of “cuts” Cut and show that the
canonical quotient map NCobred1 → Cut is a geometric model for f . is is then used in the nal
section to give the cocycle formulas.
6 e 2-cocyle on the reduced bordism category
We can think of hCobd,θ as a central extension of hCobredd,θ by the abelian monoid hCobcld,θ . In this
section we construct the 2-cocycle α on hCobredd,θ corresponding to the central extension. is is the
rst step in understanding the cocycles representing the cohomology classes on hCob1.
Denition 6.1. Let Ad,θ denote the abelian group pi1BCobcld,θ , generated by the dieomorphism
classes of closed d-dimensional θ-structured manifolds.
Remark 6.2. As a consequence of lemma 5.1 the abelian groupAd,θ is the free abelian group on the set
of dieomorphism classes of closed connected d-dimensional θ-structured manifolds. When d = 1 and
θ = {±1} is the tangential structure for orientation, then A1,or ∼= Z with generator [S1]. Similarly,
A2,or ∼=
⊕
g≥0 Z where there is one summand for every genus g ≥ 0.
Denition 6.3. We dene a 2-chain α : N2(hCobredd,θ )→ Ad,θ by
α : (M0
W0−−→M1 W1−−→M2) 7→ [c(W0 ∪M1 W1)] ∈ pi0Φd,θ.
Leing d = 1 and θ = {±1} the 2-chain is Z-valued and assigns to two reduced one-bordisms
W : M → N and V : N → L the number of circles in the glued bordism W ∪N V . See gure 5
for an illustration of this case. is measures the failure of the canonical section hCobred1 → hCob1
to be functorial. In this sense it is reminiscent of the group 2-cocycle one usually assigns to a central
extension of groups. We make this precise:
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7→α : =ˆ 1 ∈ Z
Figure 5: e 2-cochain α evaluated on a 2-simplex in Cutd,θ for d = 1 and θ = {±1}.
Lemma 6.4. e cochain α is a 2-cocycle and the cohomology class [−α] ∈ H2(hCobredd,θ ;Ad,θ) corre-
sponds to the map
a : B(hCobredd,θ ) −→ K(Ad,θ, 2)
that continues the ber sequence for homotopy categories of 4.1. For (d, θ) = (1, or) we have [−α] = κ0.
Proof. We rst verify that α is indeed a cocycle. Consider a 3-simplex in the nerve of hCobredd,θ : x =
(M0
W1−−→M1 W2−−→M2 W3−−→M3). Evaluating α on ∂x =
∑
i(−1)idix gives
[c(W2 ∪M2 W3)]− [c(r(W1 ∪M1 W2) ∪M2 W3)] + [c(W1 ∪M1 r(W2 ∪M2 W3))]− [c(W1 ∪M1 W2)].
To understand this, rst consider c(W1∪M1W2∪M2W3). is is the submanifold ofW1∪M1W2∪M2W3
given by those components that do not intersect M0 or M3. We can further decompose it as
c(W1 ∪M1 W2 ∪M2 W3) = c(r(W1 ∪M1 W2) ∪M2 W3)q c(W1 ∪M1 W2)
into those components that do, or do not, intersect M2. Similarly we have a decomposition
c(W1 ∪M1 W2 ∪M2 W3) = c(W1 ∪M1 r(W2 ∪M2 W3))q c(W2 ∪M2 W3).
is shows that the two terms in α(∂x) with a minus sign cancel the two terms with a plus sign. Hence
α indeed is a cocycle.
For the second claim consider the map of homotopy ber sequences
B(hCobcld,θ) B(hCobd,θ) B(hCob
red
d,θ )
K(Ad,θ, 1) ∗ K(Ad,θ, 2).
' a
where the top row is the reduction ber sequence from eorem 4.1. e category hCobcld,θ has one ob-
ject and the morphisms form the monoid of dieomorphism classes of closed manifolds under disjoint
union. ere is a canonical 1-cocycle β ∈ H1(hCobcld,θ;Ad,θ), which sends a morphism [W : ∅ → ∅] to
[W ] ∈ Ad,θ . is cocycle corresponds to the le vertical map in the above diagram. In the Serre spectral
sequence for the boom ber sequence the canonical element β ∈ H1(K(Ad,θ, 1);Ad,θ) transgresses
to the canonical element β′ ∈ H2(K(Ad,θ, 2);Ad,θ). By naturality of the Serre spectral sequence this
implies that d2[β] = a∗d2[β] = a∗β′. We will prove the lemma by showing that the d2-dierential in
the cohomological Serre spectral sequence
d2 : H
1(hCobcld,θ;Ad,θ) −→ H2(hCobredd,θ ;Ad,θ)
sends [β] to −[α].
Recall that the transgression d2[β] of [β] can be uniquely characterised by requiring that in the
following diagram we have R∗(d2[β]) = δ([β]).
H2(hCobredd,θ , [∅];Ad,θ) H2(hCobredd,θ ;Ad,θ)
H1(hCobcld,θ;Ad,θ) H2(hCobd,θ, hCobcld,θ;Ad,θ)
∼=
R∗
δ
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e coboundary operator δ is dened on β by choosing any extension β̂ : N1(hCobd,θ) → Ad,θ
and seing δ(β) = β̂ ◦ ∂. It will be convenient to choose β̂(W ) := [c(W )]. e 2-cocycle δ(β) :
N2(hCobd,θ)→ Ad,θ is then
δ(β)(M0
W1−−→M1 W2−−→M2) = β̂(∂(M0 W1−−→M1 W2−−→M2)) = [c(W2)]− [c(W1 ∪M1 W2)] + [c(W1)].
We can now compute δ(β) +R∗α on some 2-simplex x = (M0
W1−−→M1 W2−−→M2):
(δ(β) +R∗α)(x) = β̂(∂x) + α(R(x))
= β([W2]− [W1 ∪M W2] + [W1]) + α(M0 r(W1)−−−−→M1 r(W2)−−−−→M2)
= [c(W2)]− [c(W1 ∪M W2)] + [c(W1)] + [c(r(W1) ∪M1 r(W2))].
To see that this vanishes observe that the closed components of (W1 ∪M1 W2) can be decomposed as
c(W1 ∪M1 W2) = c(r(W1) ∪M1 r(W2))q c(W1)q c(W2).
is shows that δ(β) = −R∗α and hence d2[β] = −α. As we argued previously, this implies the
second claim.
7 e continued reduction sequence and the space of cuts
7.1 e continued ber sequence
In the case of homotopy categories the reduction ber sequence can be thought of as a central extension
that is classied by the 2-cocycle α constructed in the previous section. Similarly, the topologically
enriched version of the reduction ber sequence leads to a “central extension of innite loop spaces”
classied an innite loop space map BCobredd,θ → Q(Σ2
∐
[W ] con. BDiff
θ(W )). In the remainder of
this section we will explicitly describe this map, so that we can later use it to understand the higher
cocycles on hCob1.
It will be convenient to consider the following subspace, which in some sense freely generates Ψd,θ:
Denition 7.1. Let Ψcond,θ ⊂ Ψd,θ be the subspace of those (W, l) where W ⊂ (−1, 1)∞ is connected
or empty. By fact 2.4 there is an equivalence:
Ψcond,θ ' {∅} q
∐
[W ] connected
BDiffθ(W ).
To construct the map BCobredd,θ → Q(Σ2Ψcond,θ ) we will need a new simplicial space:
Denition 7.2. For any n ≥ 0 we dene a subspace
(Cutd,θ)n ⊂ NnCobd,θ = {(M0 W1−−→M1 → · · · →Mn−1 Wn−−→Mn) in Cobd,θ}
to contain those n-tuples where M0 = ∅, Mn = ∅, and all the Wi are reduced.
ere is a retraction Sn : NnCobd,θ → (Cutd,θ)n for this inclusion, dened by deleting all con-
nected components of (W1 ◦ · · · ◦Wn) that are closed or intersect M0 qMn. We dene a simplicial
space Cutd,θ as the quotient ofNCobd,θ under these retractions. In particular, the face maps in Cutd,θ
are dened by taking the face map in NCobd,θ and then forgeing certain connected components, if
necessary.
See denition 7.11 for an alternative description of Cutd,θ and gure 6 for an illustration of how
the face operators di act.
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x =
d0x = d1x =
Figure 6: A 4-simplex in Cutd,θ for d = 1 and θ = {±1} and two of its simplicial faces.
eorem 7.3. e natural quotient map NCobredd,θ → Cutd,θ induces, aer geometric realisation, a
continuation of the reduction ber sequence fromeorem 4.1. More precisely, there is a map of homotopy
ber sequences of innite loop spaces:
BCobcld,θ BCobd,θ BCob
red
d,θ
BCobcld,θ ∗ ‖Cutd,θ‖.
R
S
In particular, there is an equivalence of innite loop spaces:
‖Cutd,θ‖ ' B(BCobcld,θ) ' Q(Σ2Ψcond,θ ).
In dimension d = 1 with θ = {±1}we see that ‖Cut1,or‖ ' Q(Σ2(CP∞)+) and the map S comes
from the cober sequence of spectra
S −→ Σ2CP∞−1 s−→ Σ∞+2(CP∞)+.
In particular, it is a rational equivalence on connective covers. is will be particularly useful in section
8 where we want to write the κi-classes as pullbacks along S. We record:
Corollary 7.4. For d = 1 and θ = {±1} the map S induces a rational equivalence
BCobred1
(pi0,S)−−−−→ Z× ‖Cut1‖.
If we introduce a background spaceX , then it follows from lemma 5.1 that Ψcon1,{±1}×X ' ((LX)hT)+.
Let us denote Cut1,{±1}×X by Cut1(X). By theorem 7.3 we have ‖Cut1(X)‖ ' Q(Σ2(LXhT)+). Re-
call that Σ∞+ LX is also the topological cyclic homology (THH) of the spherical group ring S[ΩX].
Indeed, we will see in section 8.1 that Cut1 is closely related to Connes’ category Λ and in the pres-
ence of a background space Cut1(X) should be thought of as a variant of the cyclic bar construction.
is identication of Cut with THH is compatible with the relation between Cobred1 and TC:
Corollary 7.5. ere is a homotopy commutative diagram of innite loop spaces:
Ω∞TC (S[ΩX]; p) (Ω∞THH (S[ΩX])hT)∧p
(
ΩB(Cobred1 (X))
)∧
p
(Ω‖Cut1(X)‖)∧p
'
S
where top map is the top map in [BHM93, Diagram (0.2)], see also [NS18, eorem IV.3.6].
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Proof. Both [BCCGHM96] and the proof of 5.12 use the same cober sequence:
fib(ev ◦ trfT) −→ Σ∞Σ(LXhT)+ ev◦trfT−−−−→ Σ∞X
and hence the statement is formal. e true ‘mathematical input’ is Giansiracura’s identication of the
circle transfer [Gia19], which we used in 5.12.
e remainder of this section will be concerned with proving theorem 7.3.
7.2 e category of factorizations
Before we can prove theorem 7.3 we need a good understanding of how the space Ψcond,θ relates to
‖Cutd,θ‖ and B(Cobcld,θ). is will make use of the following poset:
Denition 7.6. e topological posetFd,θ consists of tuples ((W, l), t) where (W, l) ∈ Ψcond,θ is a closed
d-dimensional submanifold of (−1, 1)∞ withW empty or connected and t ∈ (−1, 1) is a regular value
of pr1 : W → (−1, 1) with t ∈ prR(W ) orW empty. e relation is such that ((W, l), t) ≤ ((W ′, l′), s)
i (W, l) = (W ′, l′) and t ≤ s.
One should think of Fd,θ as the category of possible factorizations of connected manifolds in
Cobd,θ . An object is a tuple of bordisms W0 : ∅ → M and W1 : M → ∅ such that W0 ∪M W1
is connected and a morphism (M,W0,W1) → (N,V0, V1) is a bordism X : M → N such that
V0 = W0 ∪M X and W1 = X ∪N V1. In this sense Fd,θ is a full subcategory of the “over-and-under-
category”; we will explore this perspective in section 8.1.
ere is an augmentation map Fd,θ → Ψcond,θ dened by forgeing the regular value t.
Proposition 7.7. e augmentation induces an equivalence B(Fd,θ) ' Ψcond,θ .
We will prove this using the following technical lemma about classifying space of certain posets.
Lemma 7.8 ([GRW14]). Let X be a space and P ⊂ X × R an open subset such that prX : P → X is
surjective. We equip P with the poset structure dened by
(x, t) ≤ (x′, s)⇔ (x = x′ and t ≤ s).
en the canonical augmentation NkP → X induces a weak equivalence
B(P,≤) ' X.
Proof. is is easily seen to be a special case of [GRW14, eorem 6.2].
Proof of 7.7. We want to apply the preceeding lemma 7.8 to the poset Fd,θ . e subset Fd,θ ⊂ Ψcond,θ ×R
is open because for t to be a regular value for pr1 : W → R is an open condition that continuously
depends on W . e problem is that we also require t ∈ pr1(W ); this leads to the projection map
Fd,θ → Ψcond,θ not being surjective. Lemma 7.8 therefore only shows that BFd,θ is equivalent to the
subspace X ⊂ Ψcond,θ of those manifolds (W, l) ∈ Ψcond,θ such that there is a t ∈ pr1(W ) that is a regular
value for pr1 : W → R.
Since W is connected and the regular values of pr1 are dense in R, the only way for (W, l) not
to lie in X is if pr1(W ) = {t} is a single point. To prove the proposition we have to show that the
inclusion X ⊂ Ψcond,θ is a weak equivalence. We can write this inclusion as:
X ∼=
∐
[W ] con.
(
Emb(W, (−1, 1)∞)′ × Bunθ(W )
)
/Diff(W ) ↪→
∐
[W ] con.
(
Emb(W, (−1, 1)∞)× Bunθ(W )
)
/Diff(W ) ∼= Ψcond,θ
Here Emb(W, (−1, 1)∞)′ is the subspace of those embeddings ι : W ↪→ (−1, 1)∞ where the rst
coordinate ι0 : W → (−1, 1) is not a constant map. Since each Emb(W, (−1, 1)∞) × Bunθ(W ) is
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a Diff(W )-principal bundle over the respective connected component of Ψd,θ it will suce to check
that each of the inclusions
Emb(W, (−1, 1)∞)′ × Bunθ(W ) ↪→ Emb(W, (−1, 1)∞)× Bunθ(W )
is a weak equivalence. is in turn can be checked by showing that Emb(W, (−1, 1)∞)′ is contractible.
Let C∞(W, (−1, 1)) be the space of smooth maps and write C∞(W, (−1, 1))′ for the subspace of
non-constant smooth maps. Evaluating the rst coordinate yields a map
E : Emb(W, (−1, 1)∞)′ −→ C∞(W, (−1, 1))′.
Pick a preferred embedding j : W ↪→ (−1, 1)∞ and dene an right-inverse J to E by seing
J(f)(w) = (f(w), j1(w), j2(w), . . . ). It is clear that E ◦ J is the identity on C∞(W, (−1, 1))′ and
J ◦E is homotopic to the identity by the same standard argument that shows that Emb(W, (−1, 1)∞)
is contractible.
We still need to check that C∞(W, (−1, 1))′ contractible. Since (−1, 1) is dieomorphic to R,
the space C∞(W, (−1, 1)) is homeomorphic to the Banach space C∞(W,R). e primed version
C∞(W,R)′ ⊂ C∞(W,R) is obtained by removing the one-dimensional subvector space of constant
functions. e result now follows from the general observation that W \ V is contractible for any
Banach space W and nite dimensional subvector space V ⊂W .
7.3 Poset models
When working with bordism categories it is oen convenient to replace the topological category Cobd
by a topological poset PCobd with an equivalent classifying space. We learnt this trick from the
work of Galatius–Randal-Williams (see e.g. [GRW10]). We recall PCobd and introduce four simplicial
spaces, related to Cobcl, Cobred, Cut, and a new simplicial space D. In what follows we will oen
suppress the data (d, θ) from the notation to make space for simplicial indices.
Denition 7.9. e topological poset PCobd,θ has underlying space the space of tuples ((W, l), t)
where (W, l) ∈ Ψd,θ(R× (−1, 1)∞) is a submanifold of the “tube”R× (−1, 1)∞ and t ∈ R is a regular
value of the projection W → R. e poset structure is dened via
((W, l), t) ≤ ((W ′, l′), s)⇔ (W, l) = (W ′, l′) and t ≤ s.
Remark 7.10. To compare this with Cobd,θ one denes another (non-unital) topological posetPcylCobd,θ
where for every object ((W, l), t) there is an ε > 0 such that (W, l) is cylindrical over (t − ε, t + ε).
en there are functors
Cobd,θ ← PcylCobd,θ → PCobd,θ
and by [GRW10, eorem 3.9] they both induce equivalences on the classifying spaces. All of these
constructions are compatible with the Γ-space structures we described in section 2.5.
Let C denote the nerve of the poset PCobd,θ . An n-simplex in C is a tuple ((W, l), t0 ≤ · · · ≤ tn)
where (W, l) ∈ Ψd,θ(R×(−1, 1)∞) is a d-dimensional θ-structured manifold in the tubeR×(−1, 1)∞
and the ti ∈ R are regular values of prR : W → R.
Denition 7.11. For all nwe dene subspacesCcln , Credn ,Cut′n, Dn ⊂ Cn to contain those n-simplices
w = ((W, l), t0 ≤ · · · ≤ tn) ∈ Cn satisfying certain conditions:
w ∈ Ccln ⇔ ∀V ⊂W : prR(V ) ∩ {t0, . . . , tn} = ∅,
w ∈ Credn ⇔ ∀V ⊂W : prR(V ) ∩ {t0, . . . , tn} 6= ∅,
w ∈ Cut′n ⇔ ∀V ⊂W : prR(V ) ⊂ (t0, tn) and prR(V ) ∩ {t1, . . . , tn−1} 6= ∅,
w ∈ Dn ⇔ ∀V ⊂W : prR(V ) ⊂ (t0, tn).
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Here the ∀ quantier runs over all connected components V ⊂W . In each of the four casesC ′n ⊂ Cn is
a union of connected components. Moreover, the inclusion admits a canonical retraction r : Cn → C ′n
dened by sending w = ((W, l), t0 ≤ · · · ≤ tn) to ((W ′, l), t0 ≤ · · · ≤ tn) where W ′ ⊂ W is the
union of those connected components V ⊂W satisfying the respective condition.
Dene face operators on Ccl• , Cred• , Cut′•, andD• by including to C•, applying the face operator of
C•, and then applying the retraction. Degeneracy operators are dened similarly.
See gure 6 for an illustration of how face maps work in Cut′• and gure 7 for an example of a
4-simplex in D•.
Figure 7: A 4-simplex in D for d = 1 and θ = {±1}.
Note that while the inclusion Cred• ⊂ C• is not a simplicial map, the retraction C• → Cred• is:
Lemma 7.12. With the above denition the inclusion makes Ccl• ⊂ C• a simplicial subspace and the
retractions make Cred• , Cut
′
•, and D• into simplicial quotient spaces of C•. In each of the four cases the
ith degeneracy operator simply repeats ti.
Proof. Note that for any retraction (i : A → B, r : B → A) of topological spaces the space A carries
the subspace topology with respect to i and the quotient topology with respect to r. erefore each of
Credn , Cutn, and Dn is indeed a quotient space of Cn.
To check the rst claim, we need to show that Ccl• ⊂ C• is closed under face maps. But this is clear
because prR(V ) ∩ {t0, . . . , tn} = ∅ implies prR(V ) ∩ {t0, . . . t̂i . . . , tn} = ∅ for any i.
For the second claim we need to check that r ◦ di = r ◦ di ◦ r for r : C• → C ′• the retraction
and di a face operator. By denition the retraction deletes all connected components that violate the
condition used to dene C ′n ⊂ Cn. So, for a xed w = ((W, l), t0 ≤ · · · ≤ tn) and a connected
component V ⊂ W we need to check that if V violates the condition for w, then it also violates the
condition for diw. is is indeed the case because each of the three conditions becomes stronger as
the set {t0, . . . , tn} becomes smaller.
Corollary 7.13. ere are compatible zig-zags of level-wise weak equivalences of simplicial spaces:
N(Cobcld,θ) ' Ccl, N(Cobd,θ) ' C, N(Cobredd,θ ) ' Cred, and Cutd,θ ' Cut′.
Proof. is is proved exactly as in [GRW10, eorem 3.9]. Recall from remark 7.10 that we can dene
a (non-unital) topological poset PcylCob that ts in a zig-zag
Cob← PcylCob→ PCob.
In [GRW10, eorem 3.9] the authors show that both functors induce level-wise weak equivalences
on the nerves. is is exactly the second case. e other three cases follow from this case because
level-wise each C ′n is a union of connected components of Cn and the weak equivalence restricts to a
weak equivalence between these connected components.
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7.4 Proof of theorem 7.3
Each of the simplicial spaces C ′• has a Γ-structure dened using the tangential structure just like we
did for Cobd,θ in section 2.5. We will continue to suppress d and θ from the notation and we will write
• as a placeholder for simplicial indices. By construction there is a commutative diagram of simplicial
Γ-spaces
Ccl• C• Cred•
Ccl• D• Cut
′
•
where the composition of the two horizontal arrows in each row is canonically null-homotopic. By
corollary 7.13 this diagram yields, aer geometric realisation, a diagram of innite loop spaces where
the top row is the reduction ber sequence of 4.1. To prove theorem 7.3 it will therefore suce to
show that the boom row is a homotopy ber sequence aer geometric realisation and that ‖D•‖ is
contractible.
We begin by simplifying the problem from understanding a homotopy ber sequence of innite
loop spaces to understanding a homotopy cober sequence of spaces. To do so, we show that each
of the three simplicial Γ-spaces Ccl• , D•, and Cut′• is freely generated by its subspace of connected
manifolds, which we now dene.
Denition 7.14. For X = Ccl• , D•, or Cut′•, let Xcon• ⊂ X• denote the sub-simplicial space of those
tuples ((W, l), t0 ≤ · · · ≤ tn) where W is either connected or empty.
Observe that Xcon• denes a subsimplicial space because face operators can only delete, but not
create connected components. However, Xcon• is not a special Γ-space anymore. is makes sense as
the Γ-space structure is supposed to capture the operation dened by disjoint union of manifolds. e
subspace Xcon• ⊂ X• should be thought of as the space of “indecomposables” for this operation and
we will see that X• is in fact freely generated by them. is is a generalisation of lemma 5.1.
Lemma 7.15. For X any of the three spaces as above the inclusion ‖Xcon• ‖ → ‖X•‖ induces an equiv-
alence of innite loop spaces Q(‖Xcon• ‖) ' ‖X•‖. ese equivalences are compatible in the sense that
there is a homotopy commutative diagram of innite loop spaces
Q(‖(Ccl• )con‖) Q(‖Dcon‖) Q(‖(Cut′•)con‖)
‖Ccl• ‖ ‖D‖ ‖Cut′•‖.
' ' '
Proof. In lemma 5.1 we constructed a zig-zag of weak equivalences of simplicial Γ-spaces between
NCobcld,θ and NCob0,Ψcond,θ . In the notation of lemma 7.16 the laer is the same as the simplicial Γ-
space Conf∗((−1, 1)∞; (NCobcld,θ)con). By the very same argument one obtains a zig-zag of weak
equivalence between X• and Conf∗((−1, 1)∞;Xcon• ) in each of the above cases for X•. e lemma
then follows from the technical lemma 7.16.
Lemma 7.16. For Y• a pointed simplicial space, let Conf∗((−1, 1)∞;Y•) be the simplicial space whose
n-th level is the space of unordered congurations in (−1, 1)∞ with labels in Yn, modulo the equivalence
relation that deletes conguration points labelled by the basepoint. is is a simplicial Γ-space with the
usual Γ-structure. ere is a canonical simplicial inclusion Y• → Conf∗((−1, 1)∞;Y•).
Assume that ‖Y ‖ is connected, and that for all n the connected component of the basepoint in Yn is
contractible, then there is an equivalence of innite loop spaces
Q(‖Y ‖) '−−→ ‖Conf∗((−1, 1)∞;Y•)‖
compatible with the inclusion of ‖Y ‖ on both sides.
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Proof. Recall that the free innite loop space is dened as a colimit
Q(X) = colimn→∞Ωn(ΣnX).
If X• is a simplicial space then there is a canonical map ‖ΩnΣnX•‖ → Ωn‖ΣnX•‖ → ΩnΣn‖X•‖.
is is a weak equivalence by [May72, 12.1 and 12.3]. (Note that since we are using the fat geometric
realisation, we can rst replace our simplicial space by a proper one and then apply the proposition.)
In the colimit this implies that there is a canonical weak equivalence of innite loop spaces:
‖Q(X•)‖ '−−→ Q(‖X•‖).
Let B denote the classifying space functor from Γ-spaces to Γ-spaces dened in [Seg74, denition
1.3]. Next, let G(Z) := ΩBZ denote the group completion functor. is functor comes with a natural
transformation η : Id ⇒ G and the map ηX : X → G(X) is an equivalence if an only if X is a
very special Γ-space. For a simplicial Γ-space Y• there is a natural homeomorphism B‖Y•‖ ∼= ‖BY•‖
because the two ways of geometrically realising a bisimplicial space commute. Since each B(Yn) is
connected [May72, eorem 12.3] implies that the map
η : G‖Y•‖ = Ω(B‖Y•‖) −→ ‖Ω(BY•)‖ = ‖GY•‖
is a weak equivalence. If we further assume that each Y• is special, then so is ‖Y•‖ because (fat)
geometric realisation commutes with products up to equivalence. Since we also assume that ‖Y•‖ is
connected, it is automatically group like and hence very special. erefore, we have weak equivalences:
‖Y•‖ ' G‖Y•‖ ' ‖GY•‖.
By [Seg74, Proposition 3.6] for any unbased spaceW the group completion of Conf∗((−1, 1)∞;W+)
is equivalent to Q(W+). Concretely, there is a scanning map s : Conf∗((−1, 1)∞;W+) → Q(W+),
which becomes a weak equivalence aer applying G. (Note that Q(W+) does not change up to weak
equivalence aer applying G.) Since the basepoint component of Yn is contractible we can nd for
every n a Wn with Yn ' (Wn)+. Hence G(Conf∗((−1, 1)∞;Yn)) ' Q(Yn).
Consider the following diagram:
‖Conf∗((−1, 1)∞;Y•)‖ Q(‖Y•‖)
‖GConf∗((−1, 1)∞;Y•)‖ ‖Q(Y•)‖.
'
'
'
e top map is dened as the composite and we have a dashed map in the other direction because
Q(‖Y ‖) is free on ‖Y ‖. Both of these two new maps need to be weak equivalence because the other
maps in the diagram are.
In light of the previous lemma we can prove theorem 7.3 by showing that
‖(Ccl• )con‖ −→ ‖Dcon• ‖ −→ ‖(Cut′•)con‖
is a cober sequence and that ‖Dcon‖ is contractible. To see that this is a cober sequence is not di-
cult: for each n we actually have Dconn ' (Ccln )con ∨ (Cut′n)con. e crucial step, however, is to check
that ‖Dcon‖ is contractible, indeed we will show the following identication of cober sequences:
Lemma 7.17. Let Fd,θ → Ψcond,θ be the augmented topological poset from 7.6. en there are compatible
equivalences:
‖(Ccl• )con‖ ‖Dcon• ‖ ‖(Cut′•)con‖
Σ(Ψcond,θ ) Σ(C(BFd,θ → Ψcond,θ )) Σ2(BFd,θ)
' ' '
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where C(BFd,θ → Ψcond,θ ) denotes the cone of the augmentation map BFd,θ → Ψcond,θ . In particular, since
this map is a weak equivalence by proposition 7.7, the space ‖Dcon‖ is contractible.
e rest of this section will be concerned with proving this lemma.
Proof of lemma 7.17, part 1. e crucial observation for the proof of the lemma is that each of the sim-
plicial spaces (Ccl• )con, Dcon• , and (Cut′•)con decomposes level-wise as a wedge of simpler spaces. For
example in the rst case we have a canonical equivalence:
(Ccl• )
con
n '
n∨
k=1
Ψcond,θ × {k}
dened by sending an n-simplex ((W, l), t0 ≤ · · · ≤ tn) to the tuple ((W, l), k) where k ∈ {1, . . . , n}
is the unique number such that pr1(W ) ⊂ (tk−1, tk). is makes sense since W is assumed to be
connected and pr1(W ) cannot contain any of the ti. is map is fairly close to being a homeomorphism:
its ber is homeomorphic to Rn+1 and corresponds to the possible choices of ti such that t0 ≤ · · · ≤
tk−1 ≤ min(pr1(W )) and max(pr1(W )) ≤ tk ≤ · · · ≤ tn.
ere are similar decompositions for Dconn and (Cut′n)con, with the additional complication that
we need to keep track of a tuple (a ≤ b) such that pr1(W ) ⊂ (ta−1, tb). Indeed, using the nerve of the
augmented poset Fd,θ → Ψcond,θ we can write
Dconn '
∨
1≤a≤b≤n
Na−b−1Fd,θ and (Cutcond,θ )n '
∨
1≤a<b≤n
Na−b−1Fd,θ
where N−1Fd,θ = Ψcond,θ .
To complete the proof we need to properly understand how these wedges of space t together to
form a simplicial space. For this we introduce the notion of a simplicial (relative) cone:
Denition 7.18. Let (X•, X−1, x0) be a pointed augmented simplicial space. en the relative cone
and the opposite relative cone are the pointed augmented simplicial spacesC(X,X−1) andCop(X,X−1)
dened as follows. In both case the space of n-simplices is
C(X,X−1)n :=
n∨
k=−1
(Xk × {k}) =: Cop(X,X−1)n
e face and degeneracy operators are dened for the cone as:
di(x, k) =
{
(dix, k − 1) if i ≤ k
(x, k) if i > k
and si(x, k) =
{
(six, k + 1) if i ≤ k
(x, k) if i > k
and for the opposite cone as:
dopi (x, k) =
{
(di−(n−k)x, k − 1) if i ≥ n− k
(x, k) if i < n− k and s
op
i (x, k) =
{
(si−(n−k)x, k + 1) if i ≥ n− k
(x, k) if i < n− k.
ese denitions are chosen such that Cop(X,X−1) = (C(Xop, X−1))op.
We dene the reduced cone C(op)red (X,X−1) as the quotient of C(op)(X,X−1) by X , included in
the obvious way. Moreover, we write Σ(op)X := C(op)red (X, ∗) when X has the trivial augmentation.
Lemma 7.19. For any augmented pointed simplicial space (X,X−1, x0) there is a cober sequence of
simplicial spaces
const(X−1) −→ Cred(X,X−1) −→ Cred(X, ∗)
that realises to the cober sequence
X−1 −→ Cone(‖X‖ → X−1) −→ Σ‖X‖.
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Proof. We begin by showing that the augmented simplicial spaceCop(X,X−1) admits an extra degen-
eracy s−1 : Cop(X,X−1)n → Cop(X,X−1)n+1 by s−1(x, k) = (x, k). is satises d0s−1(x, k) =
(x, k) because s−1(x, k) = (x, k) ∈ Cop(X,X−1)n+1 falls under the second case of the denition of d0.
(Since 0 < (n+1)−k.) We also observe that di+1s−1 = s−1di and sj+1s−1 = s−1sj hold by construc-
tion. Hence s−1 is indeed an extra degeneracy and so the augmentation map Cop(X,X−1) → X−1
induces a homotopy equivalence: ‖Cop(X,X−1)‖ ' X−1. Taking opposites appropriately, we obtain
the same result for C(X,X−1). is also implies that ‖C(X, ∗)‖ is contractible.
Next, we observe that the canonical inclusion X → C(X,X−1) dened by (x ∈ Xn) 7→ (x, n)
is a level-wise cobration and hence induces a cobration ‖X‖ → ‖C(X,X−1)‖. Here we write X
for the non-augmented simplicial space. By the rst part of the proof ‖C(X,X−1)‖ is equivalent to
X−1 via the augmentation map and hence ‖C(X,X−1)/X‖ is cone for the augmentation map. e
inclusion const(X−1)→ C(X,X−1)/X is in each level the inclusion of a wedge summand and hence
a cobration. e quotient of this map is C(X,X−1)/(X ∨ const(X−1)) = C(X, ∗)/X = ΣX .
Proof of lemma 7.17, part 2. We will use NF as a short-hand for the simplicial nerve N(Fd,θ) and we
let ψ• denote the constant simplicial space ψn := Ψcond,θ . We will construct simplicial maps
(Ccl• )con Dcon• (Cut
′
•)con
Σ(ψ•) Σ(Cred(NF,ψ)) Σ(Cred(NF, ∗))
f g h
such that each of f , g, and h is a level-wise equivalence. e rst map f : (NCobcld,θ)con → Σ(ψ•) is
dened by
f : ((W, l), t0 ≤ · · · ≤ tn) 7→ ((W, l), k) ∈ (ψ × {k}) ⊂ (Σψ•)n
where k ∈ {0, . . . , n− 1} is the unique number such that pr1(W ) ⊂ (tk, tk+1).
Before we dene the second map g : Dcon → Σ(Cop(NF,ψ)/NF ), recall that an n-simplex in
Σ(Copred(NF,ψ)) can be wrien as (x, l, k) where k ∈ {0, . . . , n − 1}, l ∈ {−1, . . . , k − 1}, and
x ∈ NFl. We can hence dene the map as
g : ((W, l), t0 ≤ · · · ≤ tn) 7→ (((W, l), tk−l ≤ · · · ≤ tk), l, k) ∈ (NFl × {l} × {k})
where (k, l) are the smallest numbers such that pr1(W ) ⊂ (tk−l−1, tk+1). e face maps in Σ(Copred(NF,ψ))
can be derived from the formulas in 7.18 as
di(x, l, k) =

(x, l, k) for i > k
(x, l, k − 1) for i ≤ k and i ≤ k − l
(di−(k−l)x, l − 1, k − 1) for k − l < i ≤ k.
Here we implicitly identify an n-simplex (x, l, k) with the base-point ∗ if l = k or k = n. Using these
formulas it it not hard to check that g is indeed simplicial. e map h is dened by the same formula
as g, which makes sense because (Cut′•)con is a quotient of Dcon• . In other words h is induced by the
fact that both rows in the diagram are level-wise cober sequences.
is concludes the construction of the diagram. e maps f , g, and h are level-wise homotopy
equivalences by the observations in the rst part of the proof.
8 Identifying cocycles
By our main theorem the rational cohomology of hCob1 is a polynomial algebra on a generator α in
degree 0 and generators κi in degree (2i+2). We wish to give combinatorial formulas for these cocyles
representing κi.
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Our strategy is as follows: e computations of section 5 imply that all the κi are pulled back from
the space of cuts ‖Cut1‖ and in the previous section we gave an equivalence ‖Cut1‖ ' Q(Σ2BF1).
We will now show that the topological poset F1 of ‘factorizations of circles’ is equivalent to Connes’
category Λ of cyclicly ordered sets. It is well-known thatBΛ ' CP∞ and Igusa has constructed cocy-
cles γk ∈ C2k(Λ;Q) on Λ that represent ck ∈ Q[c] = H∗(CP∞;Q). Once the necessary identications
are made it is only a maer of correctly pulling and pushing the cocyles through our equivalences in
order to obtain the desired formulas for κk.
8.1 e category of factorizations and Connes’ category Λ
In this section we show that Connes’ category Λ of cyclic sets is equivalent to the the category of
factorizations F1,{±1} in dimension d = 1 with tangential structure θ = {±1}. Concretely, we will
construct a zig-zag of topological functors
F1
J←− F δ1 D−→ F1 H←− Λ
such that J is (almost) a continuous bijection that induces an equivalence on classifying spaces, D is
a level-wise equivalence on nerves, and H is an equivalence of ordinary categories.
Denition 8.1. Connes’ category Λ has as objects natural numbers n ≥ 1. A morphism [f ] : n→ m
is represented by a weakly monotone map [f ] : Z→ Z satisfying f(x+ n) = f(x) +m for all x ∈ Z.
Two such maps f, f ′ : Z → Z represent the same morphism if and only if there is a k ∈ Z such that
f(x) = f ′(x) + km for all x ∈ Z.
e poset Fd,θ is dicult to work with because it is not brant. ere is, however, a map Fd,θ →
Ψd−1,θ dened by sending ((W, l), t) to the preimage pr−11 (t)∩W equipped with the induced tangential
structure. We can use this map to dene a version of Fd,θ that is beer behaved:
Denition 8.2. e topological poset F δd,θ has as underlying space Fd,θ ×Ψd−1,θ δ(Ψd−1,θ) where the
laer denotes Ψd−1,θ with the discrete topology. e partial ordering on F δd,θ is the same as on Fd,θ ,
except that we remove the identity morphisms.
Denition 8.3. For W ∈ Ψd,θ and s < t ∈ R regular values we write:
W|t := W ∩ ({t} × (−1, 1)∞) and W|[s,t] := W ∩ ([s, t]× (−1, 1)∞).
Lemma 8.4. e canonical map J : F δd,θ → Fd,θ induces a weak equivalence on classifying spaces.
Proof. Let F ′d,θ denote the non-unital subcategory of Fd,θ containing those objects (W, t) where W is
cylindrical over (t− ε, t+ ε) for some ε > 0 and those morphisms (W, t ≤ s) where t < s. Similarly,
let F δ′d,θ ⊂ F δd,θ be the non-unital subcategory dened by the same conditions.
It follows from standard rescaling arguments (e.g. [GRW10, Proof of 3.9]) that the two inclusions
F ′d,θ ↪→ Fd,θ and F δ′d,θ ↪→ F δd,θ induce level-wise weak equivalences on nerves and hence weak equiv-
alences on geometric realisations.
e functor F δ′d,θ → Fd,θ is a base-change in the sense of lemma 2.29. e relevant map
N(F ′d,θ)n −→ (Ψd,θ)n, (W, t0 < · · · < tn) 7→ (W|t0 , . . . ,W|tn)
is a bration by the same arguments as in the proof of [ERW19b, Proposition 3.2.4(ii)]. erefore, by
the base-change lemma 2.29, F δ′d,θ → F ′d,θ is a weak equivalence on classifying spaces. By 2-out-of-3
this implies that F δd,θ → Fd,θ is also a weak equivalence on classifying spaces.
Specializing to dimension 1 we now introduce an ordinary category F1 that will interpolate be-
tween F δ1 and Connes’ Λ.
34
Denition 8.5. e category F1 has as objects triples (M,W0,W1) where (W0 : ∅ →M,W1 : M →
∅) ∈ N2(hCob1) is a composable tuple such that M is non-empty and the composite W0 ∪N W1 is
a circle. A morphism (M,W0,W1) → (N,V0, V1) is a morphism [X] : M → N in hCob1 such that
W0 ∪M X ∼= V0 and W1 ∼= X ∪N V1.
Denition 8.6. Dene a functor P : F δ1 → F1 by sending ((W, l), t) ∈ F δ1 to
([W|t0 , l], [W|[−1,t0], l], [W|[t0,1], l]),
and on morphisms by sending ((W, l), t0 < t1) to [W[t0,t1], l].
Lemma 8.7. e canonical functor F δ1 → F1 induces a level-wise equivalence on nerves.
Proof. For every k there is a (non-simplicial) map
Nk(F1) −→ Nk+2(Cobred1 ),
((W, l), t0 < · · · < tn) 7→ (∅
W|[−1,t0]−−−−−→W|t0
W|[t0,t1]−−−−−→W|t1 → · · · →W|tn
W|[tn,1]−−−−−→ ∅).
which is an equivalence onto the connected components it hits. is also denes a map for F δ1 :
Nk(F
δ
1 ) −→ Nk+2(δCobred1 ),
which again is an equivalence onto the connected components it hits.
To prove the comparison with F1 note that the nerve of F1 embeds level-wise a subsetNk(F1) ↪→
Nk+2(hCob
red
1 ) in the same way that Nk(F δ1 ) embeds into Nk+2(δCobred1 ). Both maps in fact hit the
same connected components; namely those ((W, l), t0 ≤ · · · ≤ tk+2) where W ∼= S1 and W|ti = ∅ i
i ∈ {0, k+ 2}. But we already observed in 5.6 that in dimension 1 with tangential structure θ = {±1}
the simplicial spaceN(δCobred1 ) is level-wise equivalent to the simplicial setN(hCobred1 ). is shows
that Nk(F δ1 ) is indeed equivalent to the discrete space Nk(F1).
Denition 8.8. For every oriented 0-manifold (M, l : M → {±1}) let M± := {p ∈M | l(p) = ±1}
denote the set of positively or negatively oriented points, respectively.
Lemma 8.9. ere is an equivalence of ordinary categories H : Λ→ F1.
Proof. We begin by xing some notation for this proof. For all n ≥ 1 and [k] ∈ Z/n we choose two
points in (−1, 1)∞, denoted by [k]+n and [k]−n such that all of these points are disjoint. Using these we
dene oriented 0-manifolds for all n ≥ 1 by M(n) := {[1]+n , [1]−n , . . . , [n]+n , [n]−n } ⊂ (−1, 1)∞ with
orientation l([i]±n ) := ±1. Next, dene dieomorphism classes of bordisms W (n) : ∅ → M(n) and
V (n) : M(n)→ ∅ in hCob1 by requiring that W (n) is a disjoint union of n intervals with boundary
{[i]+n , [i+ 1]−n } and V (n) is a disjoint union of n intervals with boundary {[i]−n , [i]+n }. By construction
the glued manifold W (n)∪M(n) V (n) is a circle and therefore (M(n),W (n), V (n)) denes an object
of F1. In fact, these objects dene a skeleton for F1.
Before we begin with the actual proof, we need to understand morphisms in the category hCobred1 .
For any n,m ≥ 0 there is a canonical bijection
σ : HomhCobred1
(M(n),M(m)) ∼= HomFinbij (M(n)+ qM(m)−,M(n)− qM(m)+).
is map sends a bordism X : M(n)→M(m) to the bijection σX : M(n)+ qM(m)− →M(n)− q
M(m)+ with σX(a) = bwhenever there is an edge inX connecting a and b. It is possible to implicitly
describe σX∪Y in terms of σX and σY , but we leave this to the reader.
We want to dene a functorH : Λ→ F1 that sends the objectn to the object (M(n),W (n), V (n)) ∈
F1. To do so, we need to give for every [f ] : n → m in Λ a bordism X : M(n) → M(m) such that
W (n) ∪M(n) X = W (m) and V (n) = X ∪M(m) V (m). Equivalently, we need to give a bijection
σ : M(n)+ qM(m)− ∼= M(n)− qM(m)+ satisfying certain conditions.
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Fix a representative f : Z→ Z. We dene X via σX as
σX([i]
+
n ) =
{
[i]−n if f(i) = f(i+ 1)
[f(i)]+m if f(i) 6= f(i+ 1)
σX([j]
−
m) =
{
[j + 1]+m if j + 1 6∈ f(Z)
[k]+n if k + 1 = min(f−1(j + 1)).
Since f(x + n) = f(x) + m this is well dened on [i] ∈ Z/n and [j] ∈ Z/m. Moreover, σX
does not change if we replace f by f + m and therefore X only depends on the equivalence class
[f ] ∈ HomΛ(m,n). is construction is illustrated in gure 8. One checks by hand that X denes a
morphism in F1 and that the construction is functorial.
As noted before, every object of F1 is isomorphic to one of the form (M(n),W (n), V (n)), and
hence the functor H is essentially surjective.
[1]+3
[2]+3
[3]+3
[1]−3
[2]−3
[3]−3
[1]+3
[2]+3
[3]+3
[1]+3
[2]+3
[3]+3
[1]+3
[2]+3
[3]+3
[1]+3
[2]+3
[1]+3
[2]+3
[3]+3
Figure 8: ree morphisms Xi : (M(ni),W (ni), V (ni))→ (M(mi),W (mi), V (mi)) in F1 and their
associated morphisms fi : ni → mi in Λ. e bordisms W (ni), Xi, V (mi) are drawn in black, the
bordisms V (ni) and W (mi) are indicated in grey, and the maps fi : Z/mi → Z/ni are shown in blue.
We still need to show that H is fully faithful. To do so, we will construct from a given X :
(M(n),W (n), V (n)) → (M(m),W (m), V (m)) a morphism [f ] : n → m and show that this con-
struction is inverse to the denition of H .
Let A ⊂ {1, . . . , n} ∼= M(n)+ be the (non-empty!) subset of those points where the relevant edge
of X ends in M(n)+. For the minimal element amin of A we pick any value f(amin) = j ∈ Z such
that σX [amin]+n = [j]+m. e set of such j is of the form j + mZ. For all other a ∈ A + nZ we set
f(a) = ja for the unique ja ∈ Z with σX([a]+n ) = [ja]+m and f(amin) < ja < f(amin) +m. en, for
all i ∈ Z \ (A+ nZ) we dene f(i) := f(i+ 1), which makes sense recursively.
e map f : Z → Z we constructed satises f(x + n) = f(x) + m by construction. at f is
weakly monotone is enforced by the condition that the manifold W (n) ∪M(n) X ∪M(m) W (m) is a
circle. (See gure 8.) We have therefore constructed mutually inverse bijections between the relevant
morphisms in F and Λ.
8.2 Cocycles on the cyclic category
In this section we recall the description of Igusa’s rational 2k-cocycles βk on NΛ that represent the
powers of the rst Chern class c1 ∈ H∗(BΛ;Q) ∼= Q[c1]. It will be useful to rst dene the cocylces
on a certain simplicial set U , which admits compatible maps
N(F1) N(F
δ
1 ) N(F1) NΛ
U .
J D
s
H
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By the previous section the realisations of the top row are all equivalent to CP∞ and the horizontal
maps are equivalences. We think of U as a rational model for CP∞ similar to Kontsevich’s combinato-
rialBU(1)comb, see [Kon92, section 2.2]. However, we will not actually show U is rationally equivalent
to CP∞. Instead we will only show that the mapsBΛ→ ‖U‖ are rationally surjective. Concretely, we
dene cocycles sign2k on U and show that their pullback to the top row is a certain multiple of (c1)k.
Denition 8.10. e n-simplices in U are represented by n-tuples (A0, . . . , An) of nite non-empty
disjoint subsets Ai ⊂ S1. We identify two such n-tuples (A0, . . . , An) and (B0, . . . , Bn) if there is
an orientation preserving dieomorphism ϕ : S1 ∼= S1 with ϕ(Ai) = Bi for all i. e ith face map
forgets Ai and the ith degeneracy map sends [A0, . . . , An] to [A0, . . . , Ai, Aεi , . . . , An] where Aεi is
obtained from Ai by rotating by a suciently small angle ε > 0.
Denition 8.11. We dene a simplicial map s : NF1 → U as follows. A k-simplex of NF1 can
be represented by a (k + 2)-simplex (M0
[W1]−−−→ M1 → · · · → Mk+2) ∈ Nk+2hCob1 where W1 ∪M1
· · ·∪Mk+1Wk+2 is dieomorphic toS1. (In particularM0 = ∅ = Mk+2.) To dene s, pick an orientation
preserving dieomorphism ϕ : W1 ∪M1 · · · ∪Mk+1 Wk+2 ∼= S1 and set
s(M0
[W1]−−−→M1 → · · · →Mk+2) := [ϕ(M+1 ), . . . , ϕ(M+k+1)]
where M+i ⊂Mi denotes the subset of positively oriented points. e resulting k-simplex in Uk does
not depend on the choice of ϕ nor on the choice of representatives for morphisms Wi : Mi−1 →Mi.
We now dene the cocycles on U .
Denition 8.12. e sign of a (2k+ 1)-tuple of disjoint points a0, . . . , a2k ∈ S1 is dened as the sign
of any permutation σ of {0, . . . , 2k} such that the sequence (aσ(0), . . . , aσ(2k)) is in cyclic order. is
is well-dened because cyclic permutations on an set with (2k + 1) elements have sign +1.
We extend this denition to disjoint nite subsets A0, . . . , A2k ⊂ S1 by averaging:
sign2k(A0, . . . , A2k) :=
1∏2k
i=0 |Ai|
∑
a0∈A0
· · ·
∑
a2k∈A2k
sign(a0, . . . , a2k) ∈ Q.
We will also need a reduced version of the averaged sign, where some summands are omied:
Denition 8.13. Given (A0, . . . , Al) as above and ai ∈ Ai and aj ∈ Aj , let I ⊂ S1 be the positively
oriented arc that starts at amin{i,j} and ends at amax{i,j}. We say ai and aj are neighbours if Ak ∩ I
has at most one element for all k.
We say an (l+ 1)-tuple (a0, . . . , al) contains neighbours if there are i 6= j such that ai and aj are
neighbours. Using this the reduced sign is dened as:
sign2k(A0, . . . , A2k) :=
1∏2k
i=0 |Ai|
∑
(a0,...,a2k)∈
∏
i Ai
contains no neighbours
sign(a0, . . . , a2k) ∈ Q.
Remark 8.14. Note that, given (A0, . . . , An) as above the notion of being neighbours induces an equiv-
alence relation on the disjoint union
∐n
i=0Ai.
Lemma 8.15. For all k ≥ 1 the maps
sign2k : U2k → Q and sign2k : U2k → Q
are well-dened 2k-cocycles.
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Proof. Observe that sign2k(A0, . . . , A2k) and sign2k(A0, . . . , A2k) do not change if we act on (A0, . . . , A2k)
by an orientation preserving dieomorphism, as they only depend on the relative cyclic ordering of
the elements of
∐2k
i=0Ai. erefore sign2k and sign2k are well-dened cochains on U .
e rest of the proof will be concerned with proving that they satisfy the cocycle condition. First
we will show that for any (2k + 2)-tuple (a0, . . . , a2k+1) of disjoint points in S1 we have:
2k+1∑
i=0
(−1)i sign(a0, . . . âi . . . , a2k+1) = 0.
Indeed, if we exchange two consecutive aj on the le-hand side, then this changes the sign of the
overall sum. We therefore have, for any permutation σ ∈ Σ2k+2:
2k+1∑
i=0
(−1)i sign(a0, . . . âi . . . , a2k+1) = sign(σ)
2k+1∑
i=0
(−1)i sign(aσ(0), . . . âσ(i) . . . , aσ(2k+1)).
We can choose σ such that the resulting tuple (aσ(0), . . . , aσ(2k+1)) is in cyclic order, in which case it
follows that
sign(σ)
2k+1∑
i=0
(−1)i sign(aσ(0), . . . âσ(i) . . . , aσ(2k+1)) = sign(σ)
2k+1∑
i=0
(−1)i1 = 0.
Let nowA = (A0, . . . , A2k+1) represent a (2k+1)-simplex in U . We need to show that sign2k(∂A) =
0. Spelling out the denition we have
sign2k(∂A) =
2k+1∑
i=0
(−1)i sign2k(A0, . . . Âi . . . , A2k+1)
=
2k+1∑
i=0
(−1)i 1∏2k+1
j=0,j 6=i |Aj |
∑
a0∈A0
. . .
∑̂
ai∈Ai
· · ·
∑
a2k∈A2k
sign(a0, . . . , a2k)
=
2k+1∑
i=0
(−1)i 1∏2k+1
j=0 |Aj |
∑
a0∈A0
· · ·
∑
a2k+1∈A2k+1
sign(a0, . . . âi . . . , a2k+1).
In the last step we introduced a sum
∑
ai∈Ai even though the variable ai is not used in the summand.
is amounts to multiplication by |Ai|, cancelling the 1|Ai| that was introduced before the sum. We can
now rearrange the sum to
sign2k(∂A) =
1∏2k+1
j=0 |Aj |
∑
a0∈A0
· · ·
∑
a2k+1∈A2k+1
2k+1∑
i=0
(−1)i sign(a0, . . . âi . . . a2k+1).
By the rst part of the proof the innermost sum is 0 and hence sign2k(∂A) = 0 as claimed.
It remains to check that the reduced sign sign2k is a cocycle, too. We can aempt to run the same
argument, leading us to the expression
sign2k(∂A) =
2k+1∑
i=0
(−1)i 1∏2k+1
j=0 |Aj |
∑
(a0,...,a2k+1)∈
∏
j Aj
no neighbours except for ai
sign(a0, . . . âi . . . , a2k+1).
e problem with this is that we are also summing over the (2k + 2)-tuples (a0, . . . , a2k+1) where ai
is a neighbour of one of the other aj . By the argument for sign2k all other terms sum up to 0 and so
we are le with:
sign2k(∂A) =
1∏2k+1
j=0 |Aj |
2k+1∑
i=0
(−1)i
∑
j 6=i
∑
(a0,...,a2k+1)∈
∏
j Aj
ai and aj neighbours
sign(a0, . . . âi . . . , a2k+1). (3)
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Note that the aj is uniquely determined since the tuple (a0, . . . âi . . . , a2k+1) is not allowed to contain
neighbours and being neighboured is an equivalence relation.
e lemma will now follow from the observation that whenever (ai, aj) is the unique tuple of
neighbours in (a0, . . . , a2k+1) then
sign(a0, . . . âi . . . , a2k+1) = (−1)j−i−1 sign(a0, . . . âj . . . , a2k+1). (4)
Indeed, once we establish this, one can see that every term in equation 3 appears exactly twice, with
opposite sign. We only have to check equation 4 in the case i < j. Both expressions only depend on
the cyclic ordering of the set {a0, . . . , a2k+1} ⊂ S1. If we, in the le-hand side of the equation, move
the entry aj to the le by (j − i − 1), then this cancels the sign (−1)j−i−1 on the right-hand side.
Since we assumed that ai and aj are neighbours and that they are the only neighbours, there cannot
be any al between ai and aj on S1. erefore we have
sign(a0, . . . , ai−1, aj , ai+1, . . . âj . . . a2k+1) = sign(a0, . . . , ai−1, ai, ai+1, . . . âj . . . a2k+1).
is proves equation 4 and hence completes the proof.
Proposition 8.16. For all k ≥ 1 the cocycle
βk :=
(−1)kk!
(2k)!
· s∗sign2k
represents, possibly up to a factor of (−1)k, the cohomology class of (c1)k ∈ H∗(BF1;Q) ∼= Q[c1].
Proof. Consider the subcategory Λinj ⊂ Λ where we only allow morphisms represented by maps
Z → Z that are injective. In [Igu04] Igusa provides combinatorial formulas for rational cocycles ckZ
that represent the powers of the rst Chern class on B(Λinj) ' CP∞. He denotes Λinj by Z . We will
consider the composite
q : N(Λinj) ↪→ NΛ N(H)−−−−→ NF1 s−→ U
and we will show that the pullback cocycles
(H∗βk)|Λinj =
(−1)kk!
(2k)!
· q∗sign2k
agree with the cocycle ckZ of in [Igu04, (1) on page 478]. en the claim will follow if we can show
that the composite Λinj → Λ→ F1 induces an equivalence on classifying spaces. is works because
every self-equivalence of CP∞ induces either the identity or (c1)k 7→ (−c1)k on cohomology.
We saw in lemma 8.9 that Λ→ F1 is an equivalence of categories and so we only need to show that
Λinj ↪→ Λ is an equivalence on classifying spaces. For this, let Λ∞ be the paracyclic category, which is
dened just like Λ except that we do not quotient by the equivalence relation on hom sets. ere is a
free action of the simplicial abelian groupNZ onNΛ∞ with quotientNΛ. In [NS18, eorem B.3] the
authors show that Λ∞ has a contractible classifying space and conclude that BΛ ' CP∞. e same
proof applies to show that Λinj∞ has a contractible classifying space and that hence BΛinj ' CP∞.
Moreover, since the map BΛinj∞ → BΛ∞ is BZ-equivariant, we see that BΛinj → BΛ is indeed an
equivalence.
Note that the category Λinj is easier to work with than Λ because the functor F : Λinj → Set that
sends n to Z/n and [f ] : n→ m to the induced map [f ] : Z/n→ Z/m is faithful. In other words, for
an injective map between two cyclic sets being cyclic is a property, whereas in general it is a structure.1
1e reason that a general morphism in Λ has more structure than just a map f : Z/n→ Z/m is because it comes with
total orderings of the bers f−1([i]) for all [i] ∈ Z/m. ese total orderings can be recovered from the cyclic ordering if
f(Z/n) ⊂ Z/m has more then one element. If, on the other hand, we x some f : Z/n→ Z/m with f([x]) = [0] for all x,
then there are n dierent cyclic maps f(i) : n→ m that induce f .
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e remainder of the proof is concerned with showing that the pullback cocycle (H∗βk)|Λinj agrees
with Igusa’s cocycle ckZ . Using our denition of the sign cocycle 8.12 we can rewrite ckZ as
ckZ(n0
f1−→ n1 → . . . f2k−−→ n2k) := (−1)
kk!
(2k)!
· 1∏2k
i=0 |Ai|
∑
(a0,...,a2k)∈
∏2k
i=0
Ai
ai 6=aj for all i 6=j
sign2k(a0, . . . , a2k)
where Al is the image of the composite map (fn ◦ · · · ◦ fl) : Z/nl → Z/n2k. Here we think of Z/n2k
as a subset S1 in the usual way.
We would like to show that this is equal to (a multiple of) the pullback cocycle q∗sign2k. Indeed,
spelling out the denition of the map q = s ◦ N(H) : NΛinj → U , we see that in the notation of
lemma 8.9
q∗sign2k(n0
f1−→ n1 → . . . f2k−−→ n2k) = 1∏2k
i=0 ni
sign2k(ϕ
−1(M(n0)+), . . . , ϕ−1(M(n2k)+))
Here the M(ni)+ are subsets of the 1-manifold
X := W (n0) ∪M(n0) X1 ∪M(n1) · · · ∪M(n2k) X2k ∪M(n2k) V (n2k)
ϕ∼= S1
where Xi : M(ni−1)→M(ni) is the image of the morphism fi : ni−1 → ni under H . e map from
M(ni)
+ ∼= Z/ni to M(n2k)+ ∼= Z/n2k sends a point x ∈ M(ni)+ to the unique y ∈ M(n2k)+ such
that there is a positively oriented arc ι : [0, 1] ↪→ X with ι(0) = x, ι(1) = y, and ι−1(M(n2k)+) = {y}.
Since the maps fl : nl−1 → nl are all injective, this arc automatically satises ι−1(M(ni)+) = {x} as
well. (Every element of ι−1(M(ni)+) would be mapped to y by the map [f2k ◦ · · · ◦ fi+1] : Z/ni →
Z/n2k, but by injectivity x is the only such element.)
Let x′ ∈ M(nj)+ with i < j then x and x′ are neighboured in the sense of denition 8.13 with
respect to the tuple (ϕ−1(M(n0)+), . . . , ϕ−1(M(n2k)+)), if and only if x′ lies on the arc ι : [0, 1] ↪→ X
that we considered above. In other words, x and x′ are neighboured if and only if their images in
M(n2k)
+ agree. In formulas this means∑
(a0,...,a2k)∈
∏2k
i=0
Ai
ai 6=aj for all i 6=j
sign2k(a0, . . . , a2k) =
∑
(a0,...,a2k)∈
∏2k
i=0
ϕ−1(M(ni)+)
no neighbours
sign2k(a0, . . . , a2k)
where we let Ai denote the image of the map M(ni)+ →M(n2k)+ ↪→ S1 described above.
Aer multiplying with the correct coecient this is implies
ckZ(n0
f1−→ . . . f2k−−→ n2k) = q∗sign2k(n0 f1−→ n1 → . . . f2k−−→ n2k)
just claimed.
Remark 8.17. e proposition proves that βk in fact represents the integral cohomology class (c1)k ∈
H2k(BF1;Z), at least up to a sign. is implies that there is an integral cocycle that is rationally
cohomologous to βk. e reason we prefer to work with the rational cocycle βk instead is that it has
the useful property of being conjugation invariant: it satises for all i and isomorphisms σ : ni ∼= ni
that
β(n0
f1−→ . . . f2k−−→ n2k) = β(n0 f1−→ . . . ni−1 σ◦fi−−−→ ni fi◦σ
−1
−−−−→ ni+1 . . . f2k−−→ n2k).
is property is extremely convenient when pulling back β or extending it along equivalences, and
one should not expect to be able nd an integral cocycle with this property.
Remark 8.18. It seems likely that the two cocycles sign2k and sign2k are in fact cohomologous for all
k ≥ 1. If this were true we could use sign2k in what follows, yielding a description of the cocycles
representing κk on hCob1 without having to introduce the notion of a neighbour. It is however hard to
‘by hand’ guess a (2k + 1)-cochain on U whose boundary is sign2k−sign2k. Alternatively, one could
try to nd a 2k-cycle on U on which both sign2k and sign2k evaluate to the same non-zero number.
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8.3 Cocycles on the cobordism category
Denition 8.19. For all k ≥ 0 dene a (2k+ 2)-cochain on the simplicial space Cut1 by the formula
γk(M0
W1−−→M1 W2−−→ . . . W2k+2−−−−→M2k+2) := (−1)
kk!
(2k)!
∑
[ι:S1↪→W ]
sign2k(ι
−1(M+1 ), . . . , ι
−1(M+2k+2)).
Here we writeW for the compositionW1∪M1 · · ·∪M2k+1W2k+2, and the sum runs over isotopy classes
of oriented embeddings ι : S1 ↪→W such that2 ι(S1) intersects Mi for all 1 ≤ i ≤ 2k + 1.
e map γk : (Cut1)k → Q is continuous and hence also well-dened on pi0(Cut1)k. We may
therefore pull it back along the compatible maps
N(hCob1) N(hCob
red
1 ) N(δCob
red
1 ) N(Cob
red
1 ) Cut1
pi0Cut1
to obtain cocycles on Cobred1 , hCobred1 , and hCob1, which we will also denote by γk.
a1 a2 a3
ι−1(a1)
ι−1(a3)
ι−1(a2)
ι
Figure 9: One of the summands in the denition of the 4-cocycle γ1. e gure depicts a choice of
oriented embedding ι : S1 ↪→W = W1∪W2∪W3∪W4 and positively oriented points ai ∈M+i ∩ι(S1).
In the case shown sign(ι−1(a1), ι−1(a2), ι−1(a2)) = −1, because the three points are not in cyclic
order on S1. In fact, the triple (a1, a2, a3) depicted is the only one with no neighbours, and hence
sign2(ι
−1(M+1 ), ι
−1(M+2 ), ι
−1(M+3 )) =
−1
4 . Moreover, the embedding shown is the only one that is
allowed, and hence γ1 evaluates on this 4-simplex as (−1)
11!
2!
−1
4 =
1
4 .
When k = 0 the reduced sign sign0(ι−1(M+1 )) is always equal to 1 and therefore κ0 simply counts
the number of isotopy classes of oriented embeddings ι : S1 ↪→ W0 ∪M1 W1. Hence γ0 is equal, as a
cocycle on hCobred1 , to the 2-cocycle α that we constructed in section 6.
We will now prove our second main theorem, which states that the cocycles γk indeed represent
the κ-classes on B(hCob1).
eorem 8.20. For k ≥ 0 the (2k+2)-cochains γk dened above are in fact cocycles and, the cohomology
class [−γk] is, possibly up to a sign (−1)k, the generator κk in
H∗(‖Cut1‖;Q) ∼= Q[κ0, κ1, κ2, . . . ].
As a consequence the same formula also yields well dened cocycles onB(hCobred1 ) andB(hCob1)where
they still represent the classes κk in:
H∗(B(hCobred1 );Q) ∼= Q[[α±1]][κ0, κ1, κ2, . . . ], and H∗(B(hCob1);Q) ∼= Q[[α±1]][κ1, κ2, . . . ].
2 In principle we could also omit the condition that ι(S1) ∩ Mi 6= ∅, and just use the convention that
sign2k(A1, . . . , A2k+1) = 0 whenever any of the Ai is empty.
41
Before we prove this theorem, we rst recall a simple lemma about primitive cocycles onH-spaces.
Lemma 8.21. LetX be a simplicial set and µ : X×X → X a simplicial map that induces an associative
H-space structure on ‖X‖. en every cocycle β ∈ Cn(X) satisifying β(six) = 0 and β(µ(x, y)) =
β(x) + β(y) for all x, y ∈ Xn and i = 0, . . . , n represents a primitive element of H∗(‖X‖).
Proof. is is a direct consequence of the denition of the coproduct as the composite of the diagonal
∆∗ : C∗(X) → C∗(X ×X) with the dual of the Eilenberg-Zilber map C∗(X) ⊗ C∗(X) → C∗(X ×
X).
Proof of theorem 8.20. In lemma 8.15 we saw that sign2k is a cocycle on U and using this one can check
the cochains γk are cocycles on Cut1.
We begin by showing that [γk] is a rational multiple of κk. To do so it will suce to show that
it is primitive with respect to Hopf algebra structure. By construction the cocyles γk are additive
under disjoint union and hence satisfy the conditions of lemma 8.21 with respect to the multiplication
q : Cut1 × Cut1 → Cut1. erefore the classes [γk] ∈ H2k+2(Cut1) are indeed primitive. By 7.15
the innite loop space ‖Cut1‖ is freely generated by ‖Cutcon1 ‖ and therefore the pullback along the
inclusion induces an isomorphism
Prim(H∗(‖Cut1‖;Q)) ∼= H∗(‖Cutcon1 ‖;Q) = Q〈κ1, κ2, . . .〉
In order to prove the theorem it will hence suce to show that the restriction of [γk] to Cutcon1 ⊂ Cut1
represents the class −κk.
In lemma 7.17 and section 8.1 we established weak equivalences
‖Cutcon1 ‖ ' Σ2B(F1) and B(F1) ' B(F δ1 ) ' B(F1) ' B(Λ) ' CP∞.
Each of the spaces on the right admits a map to the simplicial set U from denition 8.10 and by propo-
sition 8.16 the Chern class (c1)k is represented by the pullback of the cocycle (±1)
kk!
(2k)! sign2k. In fact,
using the simplicial double suspension of 7.18, we have a simplicial map
q : Cutcon1 → Σ2U , (M0 W1−−→M1 W2−−→ . . . Wn−−→Mn) 7→
(
(ϕ−1(M+b−a), . . . , ϕ
−1(M+b )), a, b
)
where ϕ : S1 ∼= W0 ∪M1 · · · ∪M2k+1 W2k is any orientation preserving dieomorphism and 0 ≤ a ≤
b ≤ n are maximal such that ϕ(S1) intersects Mb−a and Ma non-trivially. e geometric realisation
of q is the double suspension of the map B(F1)→ ‖U‖.
e pullback of (the double suspension of) (±1)
kk!
(2k)! sign2k from Σ
2U to Cutcon1 is exactly (γk)|Cutcon1 .
erefore γk indeed represents the kappa class κk ∈ H2k+2(Cut1), possibly up to a sign.
We can’t really hope to keep track of all the signs that were introduced by the equivalences we used.
Instead, we observe that the relative sign of the κk is always the same (up to the (−1)k ambiguity from
proposition 8.16). It therefore suces to check the sign for one of the κk. In lemma 6.4 we showed
−[α] = κ0, and since the 2-cocycles α and γ0 are equal on hCobred1 this implies −[γ0] = κ0. In
summary, we have −[γk] = (±1)kκ for a global choice of ±1.
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