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Abstract
A common approach to the theory of nonlocal Poisson brackets, seen from
the operatorial point of view, has been to keep implicit the sets on which these
brackets act. In this paper we aim to explicitly define appropriate functional spaces
underlying to the theory of 1 codimensional weakly nonlocal Poisson brackets,
motivating the definitions, and to prove the validity in this context of some classical
results in the field. We start by introducing the spaces for the local case, which
will serve as building tools for those in the nonlocal one. The precise definition
and the study of these nonlocal functionals are the core of this work; in particular
we work out a characterization of the variational derivative of such objects. We
then translate everything to the level of manifolds, defining a global version of
the functionals, and introduce the notion nonlocal Poisson brackets in this context.
We conclude by applying all the machinery to prove a theorem due to Ferapontov.
This last application is the natural conclusion of our discussion and shows that the
spaces we introduce are suitable objects to work with when studying topics in this
theory.
Introduction
The theory of Poisson brackets over functional spaces has its roots in the work (Ref. [5])
of B.A. Dubrovin and S.P. Novikov, in which they studied the conditions for local
brackets to be skew symmetric and to satisfy the Jacobi identity. A fundamental result
of their work was understanding that these conditions have a differential geometric na-
ture: such Poisson brackets acting on local functionals over a manifoldM are related to
pseudo-Riemannian structures on the manifold. In (Ref. [7]), E.V. Ferapontov studied
the same conditions for weakly nonlocal Poisson brackets (whose name comes from
the work (Ref. [4]) of A.Ya. Maltsev and S.P. Novikov), finding an even richer bond
with Riemannian geometry, that involves a link between the theory of these brackets
and the theory of hypersurfaces of Euclidean spaces. In this context, computations
were brought on without focusing much on specifying the functional spaces on which
the theory was rooted, but with the intention of highlighting the links with differential
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geometry and the applications to mathematical physics. In the work (Ref. [4]) of A.Ya.
Maltsev and S.P. Novikov a choice for such spaces is made. Here we aim to show
that such definition is in fact well posed and we specify the spaces of functions these
operators act on. It’s definitely worth mentioning that there are alternative solutions
to the problem of building a formal environment around the theory of these brackets.
The most influential one comes from the work, completely based on abstract algebra,
of A. De Sole and V.G. Kac (for example see (Ref. [1])). For different computational
techniques that can be used to prove the theorem of Ferapontov in this setting, two ref-
erences are (Ref. [12]) and (Ref. [16]). The aim of the present work is to show that it’s
not necessary to pass through this more abstract algebraic formalism in order to study
these objects from a rigorous point of view.
1 FIRST DEFINITIONS: LOCAL FUNCTIONALS
We first introduce a class of functionals that play a role in the theory of local Poisson
brackets [5].
Definition 1.1. We will denote with Sn the linear space of functions from R to R
n
whose components are Schwartz functions.
Notice that we have an obvious identification Sn ≃∏nS1. This defines a Fréchet
space structure on Sn through the product metric ∏
n
S1 induced by the usual Fréchet
metric on S1. We’ll consider the linear integral operator I : S1 → R defined as I[h] :=∫
R
h(x)dx. It is is clearly well defined and bounded.
Definition 1.2. Let n,N be natural numbers. A function f : Sn → S1 is said to be a
local density of order N (or N-local) if there exists φ ∈C∞(R1+n·(N+1)) such that
• f (u)(x) := φ(x,u(x),u(1)(x), ...,u(N)(x)) ∀x ∈ R, u ∈Sn.
• Given a bounded subset B⊂Rn(N+1), for each partial derivative ψ (of any order)
of φ we have
sup
(x,y)∈R×B
|ψ(x,y)|<+∞
For every i ∈ {0, ...,N}, j ∈ {1, ...,n} we define ∂ f /∂u(i)j : Sn →C∞b (R,Rn) such that:
∂ f
∂u
(i)
j
(v)(x) :=
∂φ
∂u
(i)
j
(x,v(x),v′(x), ...,v(N)(x))
An analogous definition is given for derivatives of higher order. A functional F :Sn →
R is said to be N-local if F = I ◦ f where f is an N-local density. In this case we will
write F ∈Ln.
For local functionals, the Gateaux differential exists and takes a particular well
known form:
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Theorem 1 (Euler-Lagrange formula). Pick v ∈Sn, F ∈Ln and let f be the N-local
density associated to F. Consider the C∞(R,Rn) function defined by
δF
δv j
(x) := (− d
dx
)i(
∂ f
∂u
(i)
j
)(v)(x) (1)
called variational derivative of F in u. F is G-differentiable and
dGF(u)[h] =
∫
R
δF
δu
(x)h(x)dx (2)
holds for each h ∈Sn.
Notice that in formula (1), as in the rest of the paper, the Einstein summation con-
vention is used. Explicit sums will be written only in particular situations where con-
fusion is possible.
Example 1. Consider the functional H ∈ L1 defined by the composition of I with
h : S1 →S1 given by h(u) := u3− 12uuxx. We have that h is a 2-local density: Define
φ ∈C∞ (R4) by φ(x,y0,y1,y2) := y30− 12y0y2. Then h(u)(x) = φ(x,u(x),ux(x),uxx(x)),
and every partial derivative ψ of φ is of the form ψ(x,y0,y1,y2) = ψ˜(y0,y1,y2) for
some smooth ψ˜ . Then if B⊂ R3 is bounded we have
sup
(x,y)∈R×B
|ψ(x,y)|= sup
y∈B
|ψ˜(y)|< ∞
being ψ˜ continuous and B bounded. So the partial derivatives are bounded on R×B
by constants. This local functional is the Hamiltonian for the KdV equation w.r.t. the
Gardner-Zakharov-Faddeev bracket [6].
2 ADDING NONLOCALITY:
WEAKLY NONLOCAL FUNCTIONALS
Following the approach of A.Ya. Maltsev and S.P. Novikov in (Ref. [4]), we introduce
the concept of weakly non local operators. The functionals appearing from now on
are examples of pseudo-differental operators. A standard reference to the literature
concerning the their theory is the book (Ref [11]) of L. Hörmander. In this section
we aim to define the smallest extension of the class of local functionals that is closed
under the action of the weakly nonlocal Poisson brackets, which will be defined later in
section 3. In order to introduce this class of functionals, we consider the linear operator
d−1 : S1 →C∞b (R) defined by
d−1( f )(x) :=
1
2
(∫ x
−∞
f (z)dz−
∫ +∞
x
f (z)dz
)
(3)
This operator is well defined by convergence of the integrals, due to the basic properties
of Schwartz functions. Let’s highlight three properties of this object:
• Let f ∈ S1. Then d−1( f ) is an antiderivative of f . More precisely, it’s the
antiderivative that at −∞ tends to − 1
2
∫
R
f dx.
• Let f ,g ∈ S1. Then ξ := d−1( f )d−1(g) is such that ξ ′ = d−1( f )g+ f d−1(g)
and
lim
x→+∞ ξ (x)− limy→−∞ξ (y) = 0 (4)
• Let f ,g ∈S1. Then f ·d−1(g) ∈S1.
The third property allows us to give the following definition.
Definition 2.1. Consider the linear subspaces of the set of functionsSn →S1 defined
inductively by D0n := {local densities Sn →S1} and Dmn := spanRD˜mn where
D˜
m
n :=
{
g
A
∏
α=1
d−1(hα) g,hα ∈Dm−1n A ∈N
}
for each m> 0. Let Dn :=
⋃
m∈N Dmn . We call weakly nonlocal (WNL) functional over
R
n every functional of the form I ◦ f where f ∈Dn. We will write:
W˜
m
n := I ◦ D˜mn ; W mn := I ◦Dmn ; Wn := I ◦Dn
Remark 1. In the definition above, the case A = 0 is not excluded, hence we have
D in ⊂D jn whenever i< j.
Remark 2. For a functional F ∈ W˜ mn we can find an explicit representative for its
density: it will be of the form
g
A
∏
α1=1
d−1
(
...
(
hα1,...,αm
Aα1,...,αm
∏
αm+1=1
d−1
(
hα1,...,αm+1
))
...
)
(5)
where g and all the h’s are local densities and some of the A’s can be zero.
Remark 3. Notice that Dn has a natural structure of R-algebra w.r.t. the obvious linear
structure and the pointwise product ( f · g)(u) := f (u) · g(u). On the other hand, it’s
important to remark that the space of weakly nonlocal functionals doesn’t have the
structure of an R-algebra, meaning that there is no reasonable (in our context) way to
define a product of WNL functionals. Let’s analyze some examples:
• Let’s define our "product" of F,G ∈ Wn pointwise by setting F ·G[u] := F[u] ·
G[u]. The reason why this definition doesn’t work is that in general this is not an
integral functional anymore, as there is no way to express it as the integral of a
density.
• One may be tempted to define the product by taking the product of densities:
given F,G ∈ Wn having f ,g as WNL densities , we could define F ·G[u] :=∫
R
f · g(u)dx. Unfortunately, this approach has its problems too: the space of
WNL functionals can be realized as the quotient space of the space Dn of WNL
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densities by subspace dDn. This means that, in order to be defined over func-
tionals, our product has to pass to equivalence at the level of densities. But in
general
( f + dh) · (g+ dk) = f ·g+ f ·dk+ dh ·g+ dh ·dg≁ f ·g
We want to extend the formula for the variational derivative to these new function-
als. First of all, we consider the simplest nonlocal case: the one of W 1n . Let’s remark
that the following version of the Leibniz rule holds as a consequence of the Taylor
formula.
Lemma 1. Consider F ∈ W˜ 1n . It’s is G-differentiable and ∀k ∈Sn
dGF(u)[k] =
∫
R
∂g
∂u(i)
(u) · k(i)
A
∏
α=1
(d−1hα(u))dx
+
A
∑
α=1
∫
R
g(u)d−1
(
∂hα
∂u(i)
(u) · k(i)
)
∏
β 6=α
(d−1hβ (u))dx
Proof. Let’s consider the case n = A = 1; the general case is proven analogously. We
have F := I ◦ (g ·d−1h) and let φ ∈C∞(R2+N), ψ ∈C∞(R2+M) be the N-local and M-
local densities associated to g and h respectively. Let’s write, w.r.t. these two functions,
the limit defining the G-differential of F and develop the factors up to second order
through the Taylor formula with Lagrangian remainder:∫
R
∂g
∂u(i)
(u)k(i) d−1h(u)dx+
∫
R
g(u)d−1
(
∂h
∂u(i)
(u)k(i)
)
dx
+ lim
t→0
t
2
∫
R
∂ 2φ
∂u(i)∂u( j)
(x,yt(x))k
(i)k( j)d−1h(u)dx
+ lim
t→0
t
2
∫
R
g(u)d−1
(
∂ 2ψ
∂u(i)∂u( j)
(x,zt (x))k
(i)k( j)
)
dx + ...
The three dots hide four more terms that can be easily treated in the same way of the
two explicitly written. To conclude the proof it’s enough to show that the two integrals
in the limits are bounded by a constant when yt and zt vary. First of all notice that
si j(u) := k(i)k( j)d−1h(u)
is an S1 function. The crucial fact is that yt(x) and zt(x), for each t and x, always
belong to the bounded set
B :=
N
∏
i=0
(
Im(u(i))+B0(‖k‖∞)
)
So thanks to the boundedness property of derivatives of local densities there are positive
real numbersMi j(B) such that for each t ∈ (−1,1)∣∣∣∣ ∂ 2φ∂u(i)∂u( j) (x,yt )si j(u)(x)
∣∣∣∣ ≤Mi j(B) ∣∣si j(u)(x)∣∣
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and the last function is in S1 ⊂ L1(R). This shows that the first limit is zero. The
situation for the second one is very similar and can easily be recovered adapting the
argument above.
This lemma brings us to the following result, which gives, combinedwith the Euler-
Lagrange formula, the general form of the G-differential of a W˜ 1n functional (by linear-
ity this extends to every element of W 1n ).
Theorem 2. Let F ∈ W˜ 1n and consider v ∈Sn. Then F is G-differentiable and defined
δF
δvl(x)
:= R(x)+∑Aα=1Tα(x) with
R :=
(
− d
dx
)i[ ∂g
∂ul(i)
(v) ·
A
∏
α=1
d−1(hα(v))
]
Tα :=−
(
− d
dx
)k [
d−1
(
g(v) · ∏
β 6=α
d−1(hβ (v))
)
∂hα
∂ul (k)
(v)
]
we have
dGF(u)[k] =
∫
R
δF
δu(x)
k(x)dx
for each k ∈Sn. In this formula Mα is the order of the local density hα and N the one
of g.
Proof. As we did before, we work out the proof for the case n= 1. This result follows
as a consequence of the integration by parts of the integrals appearing in the statement
of the previous lemma. From the first integral we quickly find R, so we consider the
latter. Fixed i, integrating it by parts we get∫
R
g(u)d−1
(
∂hα
∂u(i)
(u) · k(i)
)
∏
β 6=α
(d−1 ◦ hβ (u))dx
= d−1
(
∂hα
∂u(i)
(u) · k(i)
)
d−1
(
g(u) ∏
β 6=α
(d−1 ◦ hβ (u))
)∣∣∣∣∣
+∞
−∞
−
∫
R
d−1
(
g(u) ∏
β 6=α
(d−1 ◦ hβ (u))
)
∂hα
∂u(i)
(u) · k(i)dx
where the boundary term vanishes. Integrating by parts i-times lowering the order of
the derivative of k we get Tα .
With a completely analogous proof using the representation (5) one finds the G-
differentiability of general WNL functionals and obtains a formula for their variational
derivative. In order to keep a readable notation without loosing any conceptual point,
we write this formula only for functionals F having density of the type
g
A
∏
α=1
d−1
(
hα ,1d
−1 (...(hα ,Dα−1d−1 (hα ,Dα )) ...)) (6)
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for such a functional we obtain δFδvl(x)
:= R(x)+∑Aα=1∑
Dα
δ=1T
δ
α (x) where (omitting all
evaluations in v)
R :=
(
− d
dx
)i[ ∂g
∂ul(i)
·
A
∏
α=1
Hα
]
T δα := (−1)δ
(
− d
dx
)k[
Hˇδα
(
g · ∏
β 6=α
Hβ
)
∂hα ,δ
∂ul (k)
Ĥδ+1α
]
where we have defined
Ĥδα := d
−1 (hα ,δd−1 (...(hα ,Dα−1d−1 (hDα )) ...))
Hˇδα (∗) := d−1
(
hα ,δ−1d−1
(
...
(
hα ,1d
−1 (∗)) ...))
Hα := Ĥ
1
α
Here N is the order of g andMδα the one of hα ,δ . Thanks to these computations we get
the following
Corollary 1. Let F ∈ Wn. Then its variational derivative w.r.t. every v ∈ Sn is
bounded.
Proof. For simplicity, we will work out the proof for functionals having densities
of the form (6) and for n = 1. In the whole computation we omit the evaluation
at v of all the local densities. Consider first the part given by R. We claim that(
d
dx
)i[ ∂g
∂ul(i)
·∏Aα=1Hα
]
is bounded. We have by Leibniz rule that the expression
above is equal to
i
∑
j=0
(
j
i
)(
∂g
∂ul(i)
)( j)( A
∏
α=1
Hα
)(i− j)
Now (∂g/∂ul
(i))( j), by chain rule, can be written as finite sum of partial derivatives
of g, some of which are multiplied by a derivative of v. We have by definition that
those partial derivative are bounded and v is a Schwartz function, so the whole sum
is bounded. On the other hand the term
(
∏Aα=1Hα
)(i− j)
is bounded too, as ∏Aα=1Hα
is a product of bounded functions with bounded derivatives of all orders. This holds
because
d
dx
Hα = hα ,1d
−1 (...(hα ,Dα−1d−1 (hα ,Dα )) ...) ∈Sn
by the third property of d−1 highlighted after its definition. For what concerns T δα , the
argument for proving that it’s bounded is essentially the same we used above for R.
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3 FROM LOCAL TO GLOBAL:
FUNCTIONALS ON MANIFOLDS AND POISSON
BRACKETS
Let’s now give a global interpretation to these functionals. The main reason that moti-
vates this kind of globalization process is that some properties of the brackets we are
going to study, such as their relationship with the Riemannian geometry of Euclidean
hypersurfaces, are easily understood once we think of the brackets as global objects. I
order to perform the needed constructions we have to shift our attention toward geome-
try, focusing on manifolds modeled on infinite dimensional spaces. The theory of such
manifolds is very rich and well studied: see for example (Ref. [18]) for a discussion
of Banach manifolds and (Ref. [17]) for the case of Fréchet manifolds. We will only
need some elementary constructions, so we describe them explicitly in this section.
Definition 3.1. Let Ω⊆ Rn an open neighborhood of the origin. We define the open set
S (Ω)⊆Sn of the Schwartz functions having image in Ω. We call local densities on Ω
the restrictions of local densities to S (Ω) and local functionals on Ω the compositions
of the integral functional I with a local density on Ω. Analogously, we define theWNL
functionals on Ω as before where all the local densities appearing in the previous
definitions are now local densities onΩ. The spaces of these functionals will be denoted
L (Ω) and W (Ω).
Remark 4. Notice that S (Ω) is an open subset of the Fréchet space Sn.
Remark 5. W.r.t our previous notation, we have S (Rn) = Sn, L (R
n) = Ln and
W (Rn) = Wn.
Let M be a smooth connected finite dimensional manifold and fix y ∈M. We want
this y to play the role of the origin in our manifold, following the approach outlined in
(Ref. [4]).
Definition 3.2. Let A := {(Uλ ,ϕλ )}λ∈Λ be the subset of the maximal atlas of M such
that Uλ is connected, y ∈Uλ and ϕλ (y) = 0 for each λ ∈ Λ. We will say that A is the
maximal atlas for the pointed manifold (M,y).
We point out that the submanifold of M covered by A is the the whole M itself.
This is proven in proposition 2. We split this result in three parts.
Lemma 2. Let B ⊂ Rn be a convex open subset. Then for every a,b ∈ B there is
φ ∈ Aut(Rn) such that φ(a) = b and φ|Bc = 1Bc .
Proof. Consider an open, relatively compact subset W of B containing the segment
joining a and b. Let f ∈C∞c (Rn) be a bump function supported in B such that f|W = 1.
Consider the compactly supported smooth vector field V on M defined by V (x) :=
f (x)(b− a) := f (x)∑ni=1(bi− ai) ∂∂xi . This is a complete vector field, so it admits a
one parameter group of automorphisms {ϕt}t∈R. We can consider the automorphism
φ := ϕ1. It sends a to b and it’s clearly the identity outside B.
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To simplify the notation a bit, given a smooth manifoldM and an open subspace T ,
we define AutT (M) :=
{
φ ∈ Aut(M) s.t. φ|T c = 1T c
}
. Notice that in our notation
elements of AutT (M) fix the complement of T and not T itself. Moreover, given a chart
(U,h) for M, we will say that it’s convex if h(U) is a convex subset of Rn and that it’s
a T-chart ifU ⊆ T . Notice that for each x ∈ T there exists a nonempty convex T -chart
around it.
Proposition 1. Let M be an n-dimensional smooth manifold. For every two points
x,y ∈ M and for each connected open T containing them there is an automorphism
φ ∈ AutT (M) such that φ(x) = y.
Proof. At first, we need some additional assumptions: We assume that there exists a
convex T -chart (U,h) such that x,y ∈U . We can pick a smaller open convex B⊂ h(U)
containing the images of x and y. Let φ ∈ Aut(Rn) be the map defined in the lemma
above for the choice a := h(x) and b := h(y). This is the identity outside B, hence
h−1 ◦ φ ◦ h ∈ Aut(U) can be extended to the whole M by letting it be the identity on
Uc. This is an automorphism of M satisfying the required conditions. Now, in order
to prove the statement in the general case, consider an open neighborhood T of y. We
define
WT,y := {x ∈ T : ∃φ ∈ AutT (M) s.t. φ(x) = y} ⊆ T
For a moment we forget aboutM and we consider the ambient manifold to be T . Then
• WT,y is open: let x ∈WT,y, consider a convex T -chart (U,h) around it and pick
z ∈U . Clearly ∃ψ ∈ AutU(M) mapping z to x by the first part of the proof. We
have by assumption an automorphism φ ∈ AutT (M) sending x to y. Then φ ◦ψ
is in AutT (M) and φ ◦ψ(z) = y, hence z ∈WT,y.
• W cT,y is open: let x ∈W cT,y, consider a convex T -chart (U,h) around it and pick
z ∈ U . Assume by contradiction that there is an automorphism ψ ∈ AutT (M)
sending z to y. By the first part of the proof ∃η ∈AutU(M) mapping x to z. Then
ψ ◦η ∈Aut(M) is such that φ ◦ψ(x) = y, hence x∈WT,y. This is a contradiction,
soU ⊆W cT,y.
So WT,y is nonempty (containing y) and both open and closed. T is connected, so
WT,y = T . The fact that this holds for every T and y is exactly our claim.
Proposition 2. Let M be a smooth connected n-dimensional manifold. Then for every
x,y ∈M there is a connected coordinate patch (U,h) such that x,y ∈U.
Proof. If n = 1 we have by (Ref. [10]) that M is diffeormorphic either to an open
interval of the real line or to S1. In both cases the result is trivial. Assume now that
n is bigger than 1. Let (U,h) be a connected chart around x and consider z ∈ U \
{x}. By n ≥ 2 we know that M \ {x} is connected, so we have an automorphism
φ ∈ AutM\{x}(M) sending y to z by the proposition above. This precisely means that
φ(x) = x and φ(y) = z. Now consider the diffeomorphism h ◦ φ : φ−1(U)→ Rn.This
gives us a chart (φ−1(U),h ◦φ) containing both x and y.
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The kind of Fréchet manifoldswe are interested in are sometimes called loop spaces
of smooth manifolds. The standard reference for their theory is the book (Ref. [2]) of
A. Kriegl and P. W. Michor. A more concise treatment of the subject can be found in
the paper (Ref. [3]) of A. Stacey. The idea of the following construction is to build a
Fréchet manifold M⋆y , modeled on Sn, whose points are Schwartz functions valued in
some coordinate patch (U,ϕ) ofM such that y ∈U and ϕ(y) = 0. We will call this new
infinite dimensional manifoldM⋆y the loop space over (M,y). We won’t care about the
smooth structure of this space (and indeed we won’t even use its topology) so we limit
ourselves to defining it at the topological level, as aC0-Fréchet manifold.
Remark 6. The name "loop space" comes from the fact that the kind of functions we
consider can be regarded as functions from S1 to M. Indeed, these functions are such
that their values and those of all of their derivatives go to zero when the variable goes
to ±∞. Intuitively, by adding to the domain the point at infinity and extending the map
by sending such point to zero we obtain a well defined map from the projective line
(and hence S1) toM.
The idea of using the spaces of loops S1 → M to provide a setting for studying
Poisson brackets appears, for example, in the paper (Ref. [14]) of O. Mokhov. Let’s
now construct the loop space. First of all, we will simplify the notation a bit; it’s easy
to lose track of all the objects we introduced, so we will recall some definitions below.
• A := {(Uλ ,ϕλ )}λ∈Λ will be the maximal atlas for the pointed manifold (M,y).
• We will write U˜λ instead of ϕλ (Uλ )⊆ Rn.
• The symbol S λ will be used instead of S (U˜λ ). Recall that by definition
S
λ :=
{
f : R→ U˜λ : fi ∈S1 ∀i ∈ {1, ...,n}
}⊆Sn
• In a completely analogous way we will writeL λ :=L (U˜λ ) and W λ :=W (U˜λ )
In order to build the topological Fréchet manifoldM⋆y we adopt the strategy suggested
by the following classical, well known result. What this result tells us is that it’s al-
ways possible to reconstruct a manifold from a given atlas (the analogue for finite
dimensional manifolds is proven, for example, in Lemma 1.35 of the book (Ref. [9])
of J. M. Lee). In order to make the construction a bit clearer we will write a proof of
the result.
Proposition 3. Assume we have a family {Oi}i∈I of open subsets of Fréchet spaces
such that, for each ordered couple Oi,O j of these sets, there is an open Oi j ⊆ Oi and
a homeomorphism of Fréchet spaces ϕ ji : Oi j → O ji. Assume moreover that these
homeomorphisms satisfy the usual cocycle conditions, namely ϕii = 1Oi and ϕki =
ϕk j ◦ϕ ji ∀i, j,k ∈ I. If ∀x ∈Oi,∀y ∈ O j one of
∃k ∈ I : x ∈Oik and y ∈ O jk
∃k1,k2 ∈ I : x ∈ Oik1 ,y ∈ O jk2 and ϕk1ix /∈ ∂Ok1k2 ⊂ Ok1 (7)
holds, then there exists a (unique up to homeomorphism) Fréchet manifold B together
with an atlas {(Wi,φi)}i∈I such that
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• φi :Wi → Oi is an homeomorphism and φi(Wi∩Wj) = Oi j.
• For each couple of chartsWi,Wj the transition function is exactly ϕ ji :Oi j→O ji.
Proof. For what concerns existence, define the topological space
B :=
⊔
i∈I Oi
/
∼
where ∼ is the relation on the disjoint union defined by (t)i ∼ (s) j ⇐⇒ t ∈ Oi j ∧
ϕ ji(t) = s. This is an equivalence relation by the cocycle conditions and this space is
Hausdorff because of (7). We can consider the subsets Bi := pii(Oi) that cover B, where
pii : Oi → B is composition of the inclusion in the disjoint union and the projection
onto B. Clearly pii is an injection. Then the atlas of B is given by the functions pi
−1
i :
Bi → Oi inverted after restricting the target of pii to Bi. We have that pi−1i (Bi ∩B j) ={
x ∈Oi : ∃y ∈ O j s.t (x)i ∼ (y) j
}
= Oi j . The definition of our equivalence
relation gives us the result regarding the transition functions, in fact
pi−1j ◦pii(x) = pi−1j [(x)i] = pi−1j [(ϕ ji(x)) j ] = ϕ ji(x)
To prove uniqueness consider another such Fréchet manifoldCwith an atlas {(Vi,ψi)}i∈I
satisfying the conditions above. Then the various homeomorphisms φ−1i ◦ψi :Vi →Wi
agree on the overlaps and can therefore be glued to a global homeomorphism between
the two Fréchet manifoldsC and B.
We will apply the previous result to the following data:
1. We have the family
{
S λ
}
λ∈Λ of open subsets of the Fréchet space Sn.
2. For each pair λ ,µ ∈ Λ we have an open subset
S
λ µ :=
{
u ∈S λ : ϕ−1λ ◦ u(R)⊂Uµ
}
⊆S λ
3. Moreover for every couple λ ,µ ∈ Λ there is a function
ϕµλ : S
λ µ →S µλ s.t. u−→ ϕµ ◦ϕλ−1 ◦ u
In the next lines, and in particular in the following two propositions, we will show that
the operators ϕµλ are well defined and continuous.
Remark 7. Notice that, considering the different components separately, it’s enough to
focus on operators of the form Sn ∋ f → φ ◦ f ∈S1 for φ ∈C∞(Rn,R).
We will perform some computations in Schwartz spaces. A standard reference for
the topics considered in this discussion is the book (Ref. [13]) of M. Reed and B.
Simon. Explicitly, the norms and metric on S1 are of the form
‖ f‖α ,k :=
∥∥∥∥xα · dk fdxk
∥∥∥∥
∞
d( f ,g) := ∑
α ,k∈N
2−α−k
‖ f − g‖α ,k
1+ ‖ f − g‖α ,k
for α,k ∈ N. In the spaces Sn we consider the product norms and metric. From the
explicit expressions above it’s immediate to check that the metric in these spaces is
translation-invariant. Assume we have a smooth map φ ∈C∞(Rn) such that φ(0) = 0
and consider the operatorCφ : Sn →S1 defined byCφ ( f ) := φ ◦ f .
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Proposition 4. Cφ is well defined as its range is in S1.
Proof. We have to prove ‖φ ◦ f‖α ,k < ∞ for each α,k ∈N. We start by considering the
case without derivatives: assume k = 0. Consider the following limit, computed using
the De L’Hôpital rule
lim
x→±∞x
α φ( f (x)) = lim
x→±∞
φ( f (x))
x−α
=− 1
α
n
∑
i=1
lim
x→±∞
∂φ
∂xi
( f (x))
f ′i (x)
x−α−1
= 0
being f ′i ∈S1 and the partial derivatives of φ bounded in an neighborhood of 0. This
allows us to show that xα φ ◦ f tends to zero as x goes to infinity. Being this map contin-
uous, it has to be bounded on all the real line, so ‖φ ◦ f‖α ,0 < ∞ for every α ∈N. Now
assume k > 1. By the multivariate Faà di Bruno formula (Ref. [8], corollary 11) we
have the following formula to compute the high order derivatives of the composition:
dk(φ ◦ f )
dxk
(x) = ∑
1≤|λ |≤k
∂ λ φ
∂xλ
( f (x)) ·Pλ [ f ](x)
where λ ∈Nn and Pλ [ f ] is a polynomial function (without constant terms) in the deriva-
tives up to order |λ | of the various components of f . We have adopted the notation
∂ λ
∂xλ
:= ∂
|λ |
∂x
λ1
1 ···∂xλnn
. Let’s highlight one important detail that follows from boundedness
of Schwartz functions: Im f is compact in Rn. Then we see that by smoothness of φ
we can define Vλ := supz∈Im( f )
∣∣∣ ∂ λ φ
∂xλ
(z)
∣∣∣ < ∞ and then∥∥∥∥xα · dk(φ ◦ f )dxk (x)
∥∥∥∥
∞
≤ ∑
1≤|λ |≤k
Vλ ‖xαPλ [ f ]‖∞ ≤ ∑
1≤|λ |≤k
Vλ ‖Pλ [ f ]‖α ,0 < ∞
The last inequality holds by the case k = 0 described at the beginning of the proof,
choosing φ := Pλ . The fact that this quantity is finite for each α,k ∈ N shows that
φ ◦ f ∈S1.
At this point we can focus on continuity.
Proposition 5. Cφ is a continuous operator.
Proof. First of all recall that in order to prove continuity w.r.t. the Fréchet metrics
it’s enough to prove it once we fix on the target the topologies induced by the norms
‖ · ‖α ,k. We start, as in the previous proposition, by considering the case of the norms
‖ · ‖α ,0. Consider f ∈Sn. By smoothness of φ and boundedness of Im f we have that
∃δ ,K > 0 such that ∀z,w ∈ Im f +B(0,δ ) then |φ(w)− φ(z)| < K∑ni=1 |wi− zi|, by
Lipschitzianity of φ on compact sets. Then we choose σ ∈Sn such that d(0,σ) < δ .
We have that for every α ∈ N
‖xα (φ ◦ ( f +σ)−φ ◦ f )‖∞ < K
∥∥∥∥∥xα n∑
i=1
|σi|
∥∥∥∥∥
∞
≤ K
n
∑
i=1
‖σi‖α ,0 < K2α δ
1− δ (8)
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We can now consider the cases with k> 0. For each ε > 0 and f ,σ ∈Sn, using of the
Faà di Bruno formula written above we obtain the estimate∥∥∥∥xα(dk(φ ◦ ( f +σ))dxk − dk(φ ◦ f )dxk
)∥∥∥∥
∞
≤ ∑
1≤|λ |≤k
∥∥∥∥∥xα
(
∂ λ φ
∂xλ
◦ ( f +σ)− ∂
λ φ
∂xλ
◦ f
)
Pλ [ f +σ ]
∥∥∥∥∥
∞
+ ∑
1≤|λ |≤k
∥∥∥∥∥xα
(
∂ λ φ
∂xλ
◦ f
)
(Pλ [ f +σ ]−Pλ [ f ])
∥∥∥∥∥
∞
By the usual argument involving relative compactness of Im f and smoothness of φ we
can see that there is a δ > 0 such that whenever d(0,σ)< δ then
∥∥∥ ∂ λ φ
∂xλ
◦ ( f +σ)− ∂ λ φ
∂xλ
◦ f
∥∥∥
∞
≤
ε . Moreover the lemma above ensures that, up to picking a smaller δ , we can assume
‖Pλ [ f +σ ]−Pλ [ f ]‖α ,0 < ε for each σ such that d( f ,σ) < δ . Define
Vλ :=
∥∥∥∥∥∂ λ φ∂xλ ◦ f
∥∥∥∥∥
∞
+ ε Wλ := ‖Pλ [ f ]‖α ,0+ ε
Then the estimate above is smaller or equal than
∑
1≤|λ |≤k
ε ‖Pλ [ f +σ ]‖α ,0+ ∑
1≤|λ |≤k
Vλ ‖Pλ [ f +σ ]−Pλ [ f ]‖α ,0 ≤ ε ∑
1≤|λ |≤k
(Wλ +Vλ )
which proves continuity.
Remark 8. Clearly the operator ϕµλ is bijective with inverse ϕλ µ , so we have a family
of homeomorphisms. Moreover, these maps satisfy the cocycle conditions: for each
triplet λ ,µ ,κ ∈ Λ we have ϕλ λ = 1S λ and the following diagram commutes
S λ µ ∩S λ κ
S µλ ∩S µκ S κµ ∩S κλ
ϕµλ ϕκλ
ϕκµ
To see this, just write ϕκµ ◦ϕµλ = ϕk ◦ϕ−1µ ◦ϕµ ◦ϕ−1λ = ϕκ ◦ϕ−1λ = ϕκλ .
Lemma 3. For every λ ,µ ∈Λ and u∈S λ ,v ∈S µ , at least one of the two conditions
(7) holds true.
Proof. Define u˜ := ϕ−1
λ
◦ x, v˜ := ϕ−1µ ◦ y. The two conditions (7) are rephrased in our
context as:
∃κ ∈ Λ : Im(u˜), Im(v˜)⊂Uκ
∃κ1,κ2 ∈ I : Im(u˜)⊂Uκ1 , Im(v˜)⊂Uκ2 and ϕk1 ◦ u˜ /∈ ∂S κ1κ2 ⊂S κ1
Assume that the first one doesn’t hold. We can clearly assume U˜λ and U˜µ are bounded
in Rn. Chosen (κ1,κ2) := (λ ,µ), being u in the boundary ∂S
λ µ we have that for
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every ε > 0 there is z ∈S λ µ such that d(x,z)< ε . In particular, this has to hold if we
replace the metric d with the uniform metric. Then we obtain that Im(x) is contained
in U˜λ ∩ϕλ ◦ϕ−1µ (U˜µ) . So we have that Im(x˜) ⊂Uµ and obviously Im(x˜)∩∂Uµ 6= /0,
otherwise the first condition would hold for κ := µ . By compactness of Im(v˜) we can
shrinkUµ obtaining an open neighborhoodW of Im(v˜) that is relatively compact inUµ .
Then (W,ϕµ) is an element of A , let’s say the one corresponding to the index ν ∈ Λ
and (κ1,κ2) := (λ ,ν) satisfy the second condition.
This allows us to build a gluing of this data, obtaining a Fréchet manifold by the
proposition above. Explicitly, we have the manifold:
M⋆y =
⊔
λ∈Λ S λ
/
∼
where (u)λ ∼ (w)µ if and only if u ∈S λ µ , w ∈S µλ and w= ϕµ ◦ϕ−1λ (u). The atlas
has as open sets the images of the maps pi µ : S µ →֒ ⊔λ∈Λ S λ → ⊔λ∈Λ S λ /∼ and
as maps the functions φµ [( f )µ ] = f .
Intuitively, our definition of "global functional" overM will be the one of a function
on the disjoint union defined above that passes to the quotient by the relation ∼.
Definition 3.3. A map F˜ :M⋆y → R is called local functional on (M,y) if, on the charts
of the atlas for the loop space defined above, it is represented by a family of local
functionals {Fλ ∈L λ}λ∈Λ. WNL functionals on M are defined in a completely anal-
ogous way. The spaces of these functionals will be denoted by L (M,y) and W (M,y)
respectively.
In what follows we will identify these functionals with the families parameterized
by Λ that define them.
Remark 9. Notice that L (M,y) and W (M,y) have a natural structure of R-linear
spaces. The operations are defined at the level of the families that define the func-
tionals.
Definition 3.4. We will callWNL Poisson bracket over (M,y) a map
{·, ·} : W (M,y)×W (M,y)→W (M,y)
which is bilinear and satisfies the following two identities:
{F,G}=−{G,F}
{{F,G},H}+ {{G,H},F}+ {{H,F},G}= 0
for each F, G, H ∈W (M,y). Moreover, we require it to have the form
{F,G}λ (u) :=
∫
R
δFλ
δui(x)
(
P
i j
λ (u)
δGλ
δu j
)
(x)dx (9)
where
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• Pi jλ (u), given u ∈S λ , is the operator C∞b (R,Rn)→C∞b (R,Rn) defined by
P
i j
λ
(u) := gλ (u)
i j d
dx
− gλ (u)isΓλ (u) jskukx+wλ (u)ikukxd−1wλ (u) jl ulx
• gλ ,wλ ∈C∞(U˜λ ,Rn×n), Γλ ∈C∞(U˜λ ,Rn×n×n) are such that the matrix gλ (u1, ...,un)
is in GLn(R) for each (u1, ...,un) ∈ U˜λ .
for each λ ∈ Λ.
Remark 10. The term "weakly nonlocal" comes from the work (Ref. [4]) of A.Ya.
Maltsev and S.P. Novikov.
Remark 11. In classical Poisson geometry there is an additional condition that has to
be satisfied by Poisson brackets, namely the Leibniz formula:
{FG,H}= F{G,H}+G{F,H} ∀F,G,H ∈C∞(M)
By Remark 3 we see that there is no sense in requiring the validity of some analogous
identity at the level of our functionals, as we don’t have a well defined product between
such objects (the theory of Hamiltonian PDEs arising from these infinite dimensional
Poisson structures is not affected by the loss of this identity, see for example (Ref. [15])
page 425).
First of all, being the variational derivative of a WNL functional bounded, one
obtains that the integrals in (9) are convergent. This means that fixed F,G ∈W (M,y)
our bracket gives a well defined map
{F,G} :
⊔
λ∈Λ
S
λ → R
Now we have to check which conditions on the elements (g, Γ, w) defining the bracket
allow us to factor this map through the projection induced by ∼. In the case of these
brackets, the following well known geometric characterization holds:
Proposition 6. A family of maps of the form (9) defines a map W (M,y)×W (M,y)→
W (M,y) if and only if the families {gλ ,Γλ ,wλ}λ∈Λ define on M a (2,0) tensor field, a
connection and a (1,1) tensor field respectively.
The proof of this result is just a computation and is therefore omitted (see for ex-
ample (Ref. [7])). This result gives a first hint for studying the dependence of these
structures from the base point y:
Corollary 2. Given y∈M and consider the setFy of functionalsW (M,y)2→W (M,y)
of local form (9). The result above establishes the existence of a bijection Fy → Fz
∀y,z ∈M, that correlates operators defined by the same tensor fields g,w and connec-
tion Γ.
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4 FERAPONTOV’S THEOREM
The next part of this work is devoted to showing how this precise choice of the func-
tional spaces allows us to prove in a simple way this theorem due to Ferapontov [7].
Theorem 3. A bracket of the form (9) defines a Poisson bracket if and only if its coef-
ficients define on M a pseudometric g, its Levi Civita connection Γ and the Gauss and
Peterson-Codazzi-Mainardi equations hold.
Before giving a proof of this result we highlight one of its applications that allows to
clarify what happens to the WNL-Poisson structures once we let the base point y vary.
The theorem implies that there is a canonical bijection between Poisson structures over
different base points.
Corollary 3. The same bijection defined in Corollary 2 restricts to a bijection between
Poisson brackets over (M,y) and (M,z).
In order to explicit the independence of Poisson structures form the choice of the
base point, we can give the following interpretation of WNL-Poisson brackets over a
manifold. AWNL-Poisson bracket over (M,y) defines a family ofWNL-Poisson brack-
ets parameterized by their base point and defined by the same Riemannian objects. We
will call such families WNL-Poisson brackets over M. In practice, such brackets are
maps
{·, ·} :
⊔
y∈M
W (M,y)2 →
⊔
y∈M
W (M,y)
defined by the commutativity of the following diagram for each z ∈M
⊔
y∈M W (M,y)2
⊔
y∈M W (M,y)
W (M,z)2 W (M,z)
jz
{·, ·}
iz
{·, ·}z
Where iz and jz are the inclusions in the disjoint unions and {{·, ·}z}z∈M is a family of
WNL-Poisson brackets defined by the same pseudometric and Weingarten operator.
Let’s now focus on theorem 3. The nature of this topic is local, so we will assume to be
working on a fixedUλ without specifying it anymore. We will denote with Ω the open
U˜λ . To simplify the notation a bit we’ll denote the derivation w.r.t. x with ′.
Lemma 4. Consider a bracket {·, ·} of the form (9) and assume the skew-symmetry
and the Jacobi identity hold for local functionals of the form
F(u) :=
∫
R
αi(x)u
i(x)dx (10)
where αi ∈C∞b (R). Then the bracket is a WNL Poisson bracket.
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Proof. First of all, notice that applying the Euler-Lagrange formula to such an F we
get
δF
δui(x)
= αi(x)
Let F,G ∈W (Ω) and fix w ∈S (Ω). If we define F˜ , G˜ ∈L (Ω) as
F˜(u) :=
∫
R
δF
δwi(x)
ui(x)dx G˜(u) :=
∫
R
δG
δwi(x)
ui(x)dx
we have that F˜ , G˜ are of the form (10) and
{F,G}[w] =
∫
R
δF
δwi(x)
Pi j[w]
δG
δw j(x)
dx
=
∫
R
δ F˜
δwi(x)
Pi j[w]
δ G˜
δw j(x)
= {F˜, G˜}[w]
the same argument holds for {G,F}, so
{F,G}[w] = {F˜, G˜}[w] =−{G˜, F˜}[w] =−{G,F}[w]
Being w arbitrary the thesis for the skew-symmetry follows. For the Jacobi identity see
(Ref. [7]).
We will use many times the following classical lemma, which we will state in a
weak form.
Lemma 5 (Variational Lemma). Let g ∈ C0(R) and assume ∫
R
f gdx = 0 for every
f ∈C∞0 (R). Then g= 0.
The following result is an immediate application of what we have found above.
Theorem 4. A bracket of the form (9) is skew-symmetric if and only if g defines a
pseudometric on M and the connection Γ is compatible with g.
From now on we’ll denote with F , G and H functionals of the form
F(u) :=
∫
R
fi(x)u
i(x)dx, G(u) :=
∫
R
g j(x)u
j(x)dx,
H(u) :=
∫
R
hl(x)u
l(x)dx
where fi, g j and hl belong toC
∞
b (R). Moreover, we will use the following notation:
f˜ := d−1
(
wiku
k
x fi
)
, g˜ := d−1
(
w
j
ku
k
xg j
)
, h˜ := d−1
(
wlku
k
xhl
)
Thanks to our formula for the variational derivative of a W˜ 1n functional, a straightfor-
ward computation gives the following result for a skew-symmetric bracket of the form
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(9):
δ{F,G}
δup
= f ′i g
isΓ jspg j− figs jΓispg′j+ fiukxg jRi jpk
+ fiu
k
xg jg
sl
(
ΓispΓ
j
lk−ΓiskΓ jl p
)
+ fiu
k
x
(
wikw
j
p−wipw jk
)
g j
+
[
fiu
k
x
(
∂wik
∂up
− ∂w
i
p
∂uk
)
− f ′iwip
]
g˜
−
[
g ju
k
x
(
∂w
j
k
∂up
− ∂w
j
p
∂uk
)
− g′jw jp
]
f˜
where R
i j
pk := g
is
(
∂Γ jsp
∂uk
− ∂Γ
j
sk
∂up
+ΓlspΓ
j
lk−ΓlskΓ jl p
)
.
We are now ready to give a proof of Theorem 3. What remains to prove is that a
skew-symmetric bracket satisfies the Jacobi identity iff
Γ jsp = Γ
j
ps (11)
R
i j
pk = w
i
pw
j
k−wikw jp (12)
wip g
pl = wlp g
pi (13)
∇pw
i
k = ∇kw
i
p (14)
where R is the Riemann tensor of (M,g) and ∇ is its Levi Civita connection.
Proof. In this proof we will write ∂p instead of
∂
∂up
. With the symbol 	αβ γ we’ll
denote the sum over the cycles of S3 applied to (α,β ,γ). So the Jacobi identity is
written 	FGH {{F,G},H}= 0. For brackets of the form (9) this identity translates to∫
R
	FGH
[
δ{F,G}
δup
(
gplh′l− gpsΓlskukxhl+wpkukxh˜
)]
dx= 0
Thanks to the previous calculation it’s easy to compute the integrand above, which is
− fi g j hlukxai jlk + f ′i g jhlukxbi jlk + fig′jhlukxb jlik + fi g j h′lukxbli jk
+ f˜ g j hl u
k
xc
jl
k + fi g˜ hlu
k
xc
li
k + fi g j h˜u
k
xc
i j
k
+ f ′i g
′
j hld
i jl + f ′i g j h
′
ld
li j+ fi g
′
j h
′
ld
jli
+ f ′i g˜ hlu
k
xe
il
k − f ′i g j h˜ukxei jk − f˜ g′j hlukxe jlk
+ fi g
′
j h˜u
k
xe
ji
k + f˜ g j h
′
lu
k
xe
l j
k − fi g˜ h′lukxelik
+ f ′i g
′
j h˜m
i j+ f ′i g˜h
′
lm
li+ f˜ g′j h
′
lm
jl
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where
a
i jl
k :=
[
	i jl g
vs
(
Γivp Γ
j
sk−Γivk Γ jsp
)
+R
i j
pk−wipw jk+wikw jp
]
gpα Γlαβ u
β
x
b
i jl
k := g
is Γ jsp g
pvΓlvk− gisΓlsp gpvΓ jvk
+
[
gvs
(
Γ jvp Γ
l
sk−Γ jvk Γlsp
)
+R jlpk−w jpwlk+w jkwlp
]
gpi
c
jl
k :=
(
∂pw
j
β − ∂βw jp
)
uβx g
pα Γlαk
+
[
gvs
(
Γ jvp Γ
l
sβ −Γ jvβ Γlsp
)
+R jl
pβ
−w jpwlβ +w jβ wlp
]
uβx w
p
k
−
(
∂pw
l
β − ∂βwlp
)
uβx g
pα Γ jαk
di jl := g js Γlspg
pi− gisΓlspgp j
e
i j
k := w
i
p g
pα Γ jαk−
(
∂pw
j
k− ∂kw jp
)
gpi− gisΓ jspwpk
mi j := wip g
p j−w jp gpi
In the whole computation we have omitted the evaluation in x and u(x). Then the proof
follows from the following two claims:
1. For a skew symmetric bracket of the form we consider, the Jacobi identity holds
iff
b
i jl
k (z) = d
i jl(z) = ei jk (z) = m
i j(z) = 0 (15)
for each i, j, l,k ∈ {1, ...,n} and for each z ∈Ω.
2. The system (15) is equivalent to the system (11), (12), (13), (14).
Let’s start from the second one: (⇒) Using the symmetry of g and renaming two in-
dices we can write 0 = di jl = gis
(
Γlps−Γlsp
)
gp j. In matricial form, defined A(l) :=(
Γlps−Γlsp
)
p,s=1,...,n
∈ Rn×n, this means gA(l)g= 0. By non degeneracy of the pseudo-
metric g it follows A(l) = 0 for each l, which is (11). Now consider bi jlk ; we can write
it as
gis gpv
(
Γ jspΓ
l
vk−ΓlspΓ jvk
)
+ gvsgpi
(
Γ jvp Γ
l
sk−Γ jvk Γlsp
)
+ gpi
(
R
jl
pk−w jpwlk+w jkwlp
)
Consider the first two summands: renaming the indices so that gis gpv is a common
factor we get that, using (11), their sum is equal to
gis gpv
(
Γ jvs Γ
l
pk−ΓlspΓ jvk
)
= gis gpvΓ jvs Γ
l
pk− gisgpvΓlsp Γ jvk
=gis gpvΓ jvs Γ
l
pk− gisgvpΓlsv Γ jvp = gis ΓlsvΓ jvp (gpv− gvp) = 0
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So b
i jl
k = 0 gives (12) by the usual non degeneracy of g. Triviallym
i j = 0 is (13). Using
this last equation and renaming a couple of indices we get that
0= ei jk = g
ip
(
∂pw
j
k− ∂kw jp+Γ jpswsk−Γ jskwsp
)
=gip
[(
∂pw
j
k+Γ
j
psw
s
k−Γskpw js
)
−
(
∂kw
j
p+Γ
j
skw
s
p−Γspkw js
)]
=gip
(
∇pw
j
k−∇kw jp
)
which by non degeneracy of g is (14).
(⇐ ) Is clear by looking at the definitions of b, d, e and m.
Now let’s consider our first claim. (⇐) This is the easiest implication of the two. It’s
just a matter of checking that a
i jl
k and c
i j
k are equal to zero for each u. But this consists
in doing computations completely analogous to the ones above, so we omit them.
(⇒) If the Jacobi identity holds then the integral over R of the function in the previous
page has to vanish for any choice of f ,g,h ∈ C∞b (R,Rn) and u ∈ S (Ω). First of all,
let’s fix i, j, l and consider f ,g,h having only one non zero component, respectively the
i-th, j-th and l-th. So, we can erase the sum on those indices in the computation. In this
part of the proof we assume that at least one of the functions wαβ is non zero; namely,
there exists l¯, k¯ ∈ {1, ...,n} and z¯ ∈ Ω such that wl¯
k¯
(z¯) 6= 0. The case where the w are
all zero is completely analogous, but simpler. We can regroup the terms and write the
Jacobi identity in the following form:∫
R
( fα + f ′β + f˜ γ)dx= 0 ∀ f ∈C∞b (R)
Restricting to functions f ∈C∞0 (R) we can integrate by parts getting∫
R
f
(
α−β ′−wisusxd−1(γ)
)
dx= 0 ∀ f ∈C∞0 (R)
Remark 12. In the integration by parts of the third term we can neglect the boundary
term by the property (4) of the operator d−1.
Now we apply the variational lemma:
α−β ′−wisusxd−1(γ) = 0 ∀g,h ∈C∞b (R) ∀u ∈S (Ω) (16)
Explicitly this equation is
− ghukxai jlk −
(
ghukxb
i jl
k
)′
+ g′jhu
k
xb
jli
k + gh
′ukxb
li j
k
−wisusxd−1
(
ghukxc
jl
k
)
+ g˜hukxc
li
k + g h˜u
k
xc
i j
k
−
(
g′ hdi jl
)′
−
(
gh′dli j
)′
+ g′h′d jli
−
(
g˜ hukxe
il
k
)′
+
(
g h˜ukxe
i j
k )
)′
+wisu
s
xd
−1
(
g′ hukxe
jl
k
)
+ g′ h˜ukxe
ji
k −wisusxd−1
(
gh′ukxe
l j
k
)
− g˜h′ukxelik
− (g′ h˜mi j)′−(g˜ h′mli)′−wisusxd−1(g′ h′m jl)= 0
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Remark 13. In this part of the proof we will use the arbitrariness of u ∈S (Ω), g,h ∈
C∞b (R) to choose particular functions that, plugged into (16), give us relations that will
imply the claim. In particular, we will use that given any bounded subset B ⊂ R and
given any smooth function f : B→ R there exists f ⋆ ∈S1 ⊂C∞b (R) such that f ⋆|B = f .
This follows by the existence of bump functions.
From now on we consider a point z on our Ω. Consider u ∈S (Ω) such that
u(0) = z , usx(0) = 0 , u
s
xx(0) = 0
u(1) = z¯ , usx(1) = δ
sk¯ ∀s ∈ {1, ...,n}
Plugging this u in (16) and evaluating at x= 0 we get
g′′h˜mi j+ g′hmi j+ gh′mli+ g˜h′′mli+ g′′hdi jl+ g′h′di jl
+ g′h′dli j+ gh′′dli j− g′h′d jli = 0
Now we choose g such that g(0) = g′(0) = 0 and g′′(0) 6= 0. Then we have
g′′h˜mi j+ g˜h′′mli+ g′′hdi jl = 0 (17)
What we have written until now holds for any choice of indices i, j, l. Now choose
l := l¯. Then we can construct h such that h(0)= h′(0)= h′′(0)= 0 and h˜(0) 6= 0 through
the use of bump functions. For this choice of h our equation becomes mi j(z) = 0 for
each i, j. Then the equation (17) implies di jl = 0 for every i, j, l. Now the equation (16)
is considerably simplified. Let’s fix k and consider another u ∈S (Ω) such that
u(0) = z , usx(0) = 0 , u
s
xx(0) = δ
sk
u(1) = z¯ , usx(1) = δ
sk¯ ∀s ∈ {1, ...,n}
The equation becomes
ghb
i jl
k + g˜he
il
k − g h˜ei jk = 0
Fixing l := l¯ we can choose h as above, so we get ei jk (z) = 0 for each i, j,k and hence
b
i jl
k = 0 for every i, j, l,k.
Let’s now apply our theorem to see that a certain WNL-bracket is actually a WNL-
Poisson bracket.
Example 2. Consider the bracket over R2 defined through (9) by the following Rie-
mannian objects:
• g is diagonal defined by
g11(u,v) :=−α(u)(u− v)2 g22(u,v) := β (v)(u− v)2
where α(u) := c1+ k+ c2u+ c3u
2 and β (v) := c1+ c2v+ c3v
2.
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• Γki j are defined as the Christoffel symbols of the Levi-Civita connection of (R2,g),
which are
Γ111 =
1
v− u −
α ′(u)
2α(u)
Γ222 =
1
u− v−
β ′(v)
2β (v)
Γ121 = Γ
1
12 =
1
u− v Γ
2
21 = Γ
2
12 =
1
v− u
Γ211 =
β (v)
α(u)(u− v) Γ
1
22 =
α(u)
β (v)(u− v)
• wij(u,v) := δ ij
√
k
where k ∈ R+ is fixed. In order to say that they define a WNL-Poisson bracket we have
to check that these objects satisfy the Gauss and Peterson-Codazzi-Mainardi equations.
Clearly both terms in (14) vanish being w constant, so this equation is satisfied. To see
that (13) holds true, just compute:
wipg
pl =
√
kδ ipg
pl =
√
kgil =
√
kgli =
√
kδ lpg
pi = wlpg
pi
For (12), after some computations, we see that
R
i j
pk = K
(
δ ipδ
j
k − δ ikδ jp
)
= wipw
j
k−wikw jp
This shows that these are actuallyWNL-Poisson brackets over R2. The hypersurface of
R
3 associated to this bracket is a hypersurface of positive constant curvature k. These
brackets are useful to give a Hamiltonian structure to the Chaplygin gas equations [14].
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