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MODEL THEORETIC PROPERTIES OF THE URYSOHN
SPHERE
GABRIEL CONANT AND CAROLINE TERRY
Abstract. We characterize model theoretic properties of the Urysohn sphere
as a metric structure in continuous logic. In particular, our first main result
shows that the theory of the Urysohn sphere is SOPn for all n ≥ 3, but does
not have the fully finite strong order property. Our second main result is a geo-
metric characterization of dividing independence in the theory of the Urysohn
sphere. We further show that this characterization satisfies the extension ax-
iom, and so forking and dividing are the same for complete types. Our results
require continuous analogs of several tools and notions in classification theory.
While many of these results are undoubtedly known to researchers in the field,
they have not previously appeared in publication. Therefore, we include a full
exposition of these results for general continuous theories.
1. Introduction
The Urysohn sphere is the unique complete separable metric space of diameter 1,
which is ultrahomogeneous and isometrically embeds every separable metric space
of diameter ≤ 1. As a metric space, the Urysohn sphere is an important example
in descriptive set theory, infinitary Ramsey theory, and topological dynamics of
automorphism groups. As a model theoretic structure, the Urysohn sphere is most
naturally studied by way of continuous logic. Indeed, the theory of the Urysohn
sphere can be considered as the model completion of the “empty theory” in the con-
tinuous language containing only a predicate for the metric. As such, the Urysohn
sphere is often used as a fundamental example of the kind of structure well-suited
for study in continuous logic. Previous work on the model theory of the Urysohn
sphere can be found in [7], [8], and [15].
In [7], Goldbring and Ealy characterize thorn-forking in the Urysohn sphere
and show that the theory is rosy (with respect to finitary imaginaries). They also
include an argument, due to Pillay, that the Urysohn sphere is not simple, and
mention unpublished observations of Berenstein and Usvyatsov that the Urysohn
sphere is SOP3, but without the strict order property. Altogether, this previous
work motivates the following questions, which we answer in this paper.
(1) How complicated is the theory of the Urysohn sphere with respect to com-
monly considered model theoretic dividing lines?
(2) What is the nature of forking independence in this theory?
In particular, our first main result shows that the Urysohn sphere has the n-strong
order property (SOPn) for all n ≥ 3, but does not have the fully finite strong
order property. This significantly strengthens the previously known classification.
Moreover, answering a question of Starchenko, we show that the Urysohn sphere
has the tree property of the second kind. In our second main result, we characterize
forking and dividing for complete types in terms of basic distance calculations on
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metric spaces. A corollary of this characterization is that forking and dividing
are the same for complete types, which indicates some good behavior of nonforking
despite the model theoretic complexity of the theory. These results answer questions
posed by Goldbring and Starchenko.
The previous results require an understanding of several notions concerning clas-
sification theory and forking and dividing. Therefore, this paper also serves to
organize and verify continuous versions of several standard facts in this area.
First, we formulate continuous definitions of Shelah’s strong order properties, and
prove equivalent versions using amalgamation of indiscernible sequences. We then
formulate definitions of forking and dividing for continuous logic, which are directly
adapted from the classical “syntactic” definitions. We also state equivalent versions
of these definitions, which are familiar from sources in both classical and continuous
model theory. In A, we adapt the classical proofs of these equivalences to continuous
logic. In particular, we define dividing via k-inconsistency of infinite sequences and
prove the equivalence of this definition with the more common version, found in
[3], which uses inconsistency of indiscernible sequences. We also give a syntactic
definition of forking resulting from a continuous version of “implying a disjunction
of dividing formulas”, and prove its equivalence with the definition motivated by
the existence of nonforking extensions.
A common tool in the previous results is the ability to assume indiscernibility for
infinite sequences, which witness certain model theoretic behavior. In classical logic,
this is done by taking indiscernible realizations of the Ehrenfeucht-Mostowski type.
The existence of such realizations is a standard application of Ramsey’s Theorem.
In A, we define the EM-type for continuous logic, and prove that Ramsey’s Theorem
can be used to obtain indiscernible sequences realizing these types.
The outline of the paper is as follows. In Section 2 we translate Shelah’s SOPn-
hierarchy to continuous logic, and prove that these dividing lines are detected by
n-cyclic indiscernible sequences, i.e. indiscernible sequences whose 2-type can be
consistently amalgamated in an n-cycle (see Definition 2.2). We then define forking
and dividing and prove, for continuous logic, a standard fact that the equivalence
of these notions is witnessed by the extension axiom for nondividing. Section 3
contains our main results concerning the the theory of the Urysohn sphere, denoted
U . We first define U , and recall the result, due to Henson, that Th(U) is separably
categorical and eliminates quantifiers. We then give a classification of the model
theoretic complexity of the Urysohn sphere. In particular, we show that Th(U)
is SOPn for all n ≥ 3, but does not have the fully finite strong order property.
We also prove that Th(U) has TP2. We then turn our attention to nonforking
independence. We first give a combinatorial characterization of dividing, which is
formulated from basic distance calculations in metric spaces. We then show that
this characterization satisfies the extension axiom, and so forking and dividing are
the same for complete types. Using the characterization of nonforking, we show
that a type in Th(U) is stationary if and only if it is algebraic. In Section 4,
we discuss further remarks and questions. Specifically, we observe a relationship
between our characterization of nonforking in the Urysohn sphere and the stationary
independence relation given by free amalgamation of metric spaces, which was used
by Tent and Ziegler to prove the that the isometry group of the Urysohn space is
(algebraically) simple. This motivates several open questions (in both discrete and
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continuous logic) on the relationship between stationary independence relations and
the equivalence of forking and dividing for complete types.
Acknowledgments. We would like to thank Isaac Goldbring for introducing this
project to us, and for guidance throughout the development of our results. We also
thank Dave Marker for many helpful conversations.
2. Continuous Model Theory
We assume the reader is familiar with the basic setting of continuous logic and
model theory for bounded metric structures. An in-depth introduction can be found
in [3]. Throughout this section, T denotes a complete theory in continuous logic,
andM is a sufficiently saturated monster model of T . The letters A,B,C, . . . denote
sets, and we write A ⊂M to mean A ⊆M and M is χ(A)+-saturated, where χ(A)
is the density character of A. We will use a¯, b¯, c¯, . . . to denote tuples of elements,
and a, b, c, . . . to denote singletons. We use ℓ(a¯) to denote the length of a tuple,
which may be infinite.
Recall that types in continuous logic consist of conditions of the form “ϕ(x¯) = 0”,
where ϕ(x¯) is some formula. Given ǫ > 0, we use “ϕ(x¯) ≤ ǫ” and “ϕ(x¯) ≥ ǫ” to
denote, respectively, the conditions “ϕ(x¯) .− ǫ = 0” and “ǫ .− ϕ(x¯) = 0”, where,
given r, s ∈ [0, 1], r .− s = max{0, r−s}. We use “ϕ(x¯) = ǫ” to denote the condition
“|ϕ(x¯)− ǫ| = 0”.
We will exclusively study metric structures of diameter ≤ 1. Therefore, through-
out this paper, when carrying out calculations with distances we use addition trun-
cated at 1. We also adopt the convention that sup ∅ = 0 and inf ∅ = 1.
2.1. Classification Theory. In this section, we define the continuous analogs
of several “dividing lines” in Shelah’s classification hierarchy. The translation of
these properties to continuous logic is an ongoing process. For example, stability is
discussed in [3] and definitions of the independence property, the tree property of
the second kind, and the strict order property can be found in [2]. Our focus will
be on the strong order property, which was first defined for classical logic in [10].
Following the style of [2] and [3], we give syntactic definitions of various strong order
properties, which are obtained from the definitions in [10] via a standard transfer
of discrete connectives to continuous ones (e.g. max in place of conjunction).
Definition 2.1.
(1) Given n ≥ 3, T has the n-strong order property, SOPn, if there is a for-
mula ϕ(x¯, y¯), an ǫ > 0, and a sequence (a¯l)l<ω inM, such that ϕ(a¯
l, a¯m) = 0
for all l < m and
inf
x¯1,...,x¯n
max{ϕ(x¯1, x¯2), . . . , ϕ(x¯n−1, x¯n), ϕ(x¯n, x¯1)} ≥ ǫ.
(2) T has the fully finite strong order property, SOP∞, if there is a formula
ϕ(x¯, y¯), an ǫ > 0, and a sequence (a¯l)l<ω in M, such that ϕ(a¯
l, a¯m) = 0 for
all l < m and for all n
inf
x¯1,...,x¯n
max{ϕ(x¯1, x¯2), . . . , ϕ(x¯n−1, x¯n), ϕ(x¯n, x¯1)} ≥ ǫ.
When working with such notions, it is often convenient to obtain some level of
indiscernibility in the definitions. For SOPn, we have the following result.
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Definition 2.2. Suppose (a¯l)l<ω is an indiscernible sequence and p(x¯, y¯) = tp(a¯
0, a¯1).
Given n ≥ 1, (a¯l)l<ω is n-cyclic if
p(x¯1, x¯2) ∪ p(x¯2, x¯3) ∪ . . . ∪ p(x¯n−1, x¯n) ∪ p(x¯n, x¯1)
is satisfiable.
Proposition 2.3.
(a) Given n ≥ 3, T has SOPn if and only if there is an indiscernible sequence in
M that is not n-cyclic.
(b) If T has SOP∞ then there is an indiscernible sequence of finite tuples in M that
is not n-cyclic for any n ≥ 1.
Proof. We prove part (a) and leave the proof of part (b), which is similar, to the
reader. Suppose first that T has SOPn, witnessed by a formula ϕ(x¯, y¯), an ǫ > 0,
and a sequence (a¯l)l<ω. Let (b¯
l)l<ω be an indiscernible sequence realizing the EM-
type of (a¯l)l<ω (see Section A.1 of A). We show that (b¯
l)l<ω is not n-cyclic. Since
ϕ(a¯l, a¯m) = 0 for all l < m, it follows that the EM-type of (a¯l)l<ω contains the con-
dition “ϕ(x¯0, x¯1) = 0”, and so ϕ(b¯0, b¯1) = 0. Let p(x¯, y¯) = tp(b¯0, b¯1) and suppose,
toward a contradiction, that (c¯1, . . . , c¯n) |= p(x¯1, x¯2)∪ . . .∪ p(x¯n−1, x¯n)∪ p(x¯n, x¯1).
Then we have max{ϕ(c¯1, c¯2), . . . , ϕ(c¯n−1, c¯n), ϕ(c¯n, c¯1)} = 0, which contradicts
inf
x¯1,...,x¯n
max{ϕ(x¯1, x¯2), . . . , ϕ(x¯n−1, x¯n), ϕ(x¯n, x¯1)} ≥ ǫ.
Conversely, suppose there is an indiscernible sequence (a¯l)l<ω in M, which is not
n-cyclic. Let p(x¯, y¯) = tp(a¯0, a¯1). By compactness, there is a formula ϕ(x¯, y¯) such
that the condition “ϕ(x¯, y¯) = 0” is in p(x¯, y¯), and {ϕ(x¯1, x¯2) = 0, . . . , ϕ(x¯n−1, x¯n) =
0, ϕ(x¯n, x¯1) = 0} is unsatisfiable. By compactness, we may fix ǫ > 0 such that
inf
x¯1,...,x¯n
max{ϕ(x¯1, x¯2), . . . , ϕ(x¯n−1, x¯n), ϕ(x¯n, x¯1)} ≥ ǫ,
and so ϕ(x¯, y¯), together with ǫ and (a¯l)l<ω, witness that T has SOPn. 
Note that both Definition 2.2, as well as the statement of Proposition 2.3, can be
stated for discrete logic without any alteration. In the discrete case, the previous
result was first pointed out to us by Lynn Scow.
From the definitions, it is clear that if T has SOP∞ then it has SOPn for all n ≥ 3.
Moreover, if T has SOPn+1 then it has SOPn. Indeed, if (a¯
l)l<ω is an indiscernible
sequence, which is not (n + 1)-cyclic, then one can show that (a¯2l, a¯2l+1)l<ω is an
indiscernible sequence, which is not n-cyclic.
Finally, we recall the definition of the tree property of second kind. Our version
follows the definition for classical logic from [5]. An equivalent formulation, which
uses mutually indiscernible arrays, is given for continuous logic in [2].
Definition 2.4. A theory has the tree property of the second kind, TP2, if
there is a formula ϕ(x¯, y¯), an integer k > 0, and an array (a¯i,j)i,j<ω such that
(i) for all σ ∈ ωω, {ϕ(x¯, a¯n,σ(n)) = 0 : n < ω} is satisfiable,
(ii) for all n < ω and {ϕ(x¯, a¯n,i) = 0 : i < ω} is k-unsatisfiable.
MODEL THEORETIC PROPERTIES OF THE URYSOHN SPHERE 5
2.2. Forking and Dividing. We now turn to forking and dividing in continuous
logic. We emphasize that these notions have been previously formulated and fre-
quently studied in the continuous setting. For example, the definition of dividing in
[3] is identical to the statement of Theorem 2.7(a) below. On the other hand, there
does not seem to be a definitive source for a general definition of forking in continu-
ous logic, since most work has focused on stable and dependent theories. Therefore,
we have chosen to start with definitions that most closely resemble their standard
syntactic counterparts in classical logic. We will then discuss the equivalence of
these definitions with those appearing previous literature.
Given a (possibly incomplete) type π(x¯) and a formula ϕ(x¯), we write π(x¯) |=
“ϕ(x¯) = 0” if ϕ(a¯) = 0 for every realization a¯ of π(x¯).
Definition 2.5. Fix C ⊂M.
(1) Fix a formula ϕ(x¯, y¯) and a tuple b¯ ∈M.
(a) ϕ(x¯, b¯) divides over C if there is a sequence (b¯l)l<ω , an ǫ > 0, and an
integer k > 0 such that b¯l ≡C b¯ for all l < ω and {ϕ(x¯, b¯l) ≤ ǫ : l < ω}
is k-unsatisfiable.
(b) ϕ(x¯, b¯) forks over C if there are formulas ψ1(x¯, b¯1), . . . , ψm(x¯, b¯m) such
that each ψi(x¯, b¯i) divides over C and
{ϕ(x¯, b¯) = 0} |= “min{ψ1(x¯, b¯1), . . . , ψm(x¯, b¯m)} = 0”.
(2) A type π(x¯) forks (resp. divides) over C if there is a formula ϕ(x¯, b¯),
which forks (resp. divides) over C, such that π(x¯) |= “ϕ(x¯, b¯) = 0”.
We start with the following useful lemma.
Lemma 2.6. If ϕ(x, b¯) divides over C ⊂ M, then there is some ǫ > 0 such that
ϕ(x, b¯)
.− ǫ divides over C.
Proof. Fix a sequence (b¯l)l<ω , an integer k > 0, and some ǫ > 0, which witness
that ϕ(x, b¯) divides over C. Then (b¯l)l<ω, k, and
ǫ
2 witness that ϕ(x, b)
.− ǫ2 divides
over C. 
Next, we state equivalent formulations of these notions, which are familiar from
classical logic and will be much easier to work with. The proof of these equivalences
is similar to the discrete case, and we outline the argument in A.
Theorem 2.7. Fix C ⊂M and a partial type π(x¯, b¯).
(a) π(x¯, b¯) divides over C if and only if there is a C-indiscernible sequence (b¯l)l<ω,
with b¯0 = b¯, such that
⋃
l<ω π(x¯, b¯
l) is unsatisfiable.
(b) π(x¯, b¯) forks over C if and only if there is some D ⊇ b¯C such that any extension
of π(x¯, b¯), to a complete type over D, divides over C.
Definition 2.8. Define the following ternary relations on subsets of M,
A |⌣
d
C
B if and only if tp(A/BC) does not divide over C,
A |⌣
f
C
B if and only if tp(A/BC) does not fork over C.
We note the following basic fact that forking and dividing satisfy finite character.
The proof follows from compactness exactly as in discrete logic.
Fact 2.9. Suppose A,B,C ⊂M. Then A |⌣
d
C
B if and only if a¯ |⌣
d
C
b¯ for all finite
a¯ ∈ A and b¯ ∈ B. The same is true with |⌣
d
replaced by |⌣
f
.
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In A, we verify that, as in classical logic, |⌣
f
always satisfies extension. As a
result, we have the following test for when forking and dividing are the same for
complete types.
Theorem 2.10. The following are equivalent.
(i) For all A,B,C,⊂M, A |⌣
d
C
B if and only if A |⌣
f
C
B.
(ii) The relation |⌣
d
satisfies extension, i.e. for all A,B,C,D ⊂M, if A |⌣
d
C
B
and BC ⊆ D then there is A′ ≡BC A such that A′ |⌣
d
C
D.
(iii) For all A,B,C ⊂ M, if A |⌣
d
C
B and b∗ ∈ M is a singleton then there is
A′ ≡BC A such that A′ |⌣
d
C
Bb∗.
Proof. The equivalence of (i) and (ii) can be shown exactly as in the discrete case,
and we outline the proof in A. The implication (ii) ⇒ (iii) is trivial. Condition
(iii) is specifically formulated for later results, so we prove (iii)⇒ (ii).
Assume (iii) and suppose we have A,B,C ⊂ M such that A |⌣
d
C
B. Fix an
enumeration A = (ai)i<λ and let x¯ = (xi)i<λ be a tuple of variables. Suppose
D ⊇ BC. Define Σ = {ϕ(x¯, b¯) : ϕ(x¯, y¯) ∈ LC , b¯ ∈ D, ϕ(x¯, b¯) divides over C}.
Given ϕ ∈ Σ we use Lemma 2.6 to fix ǫϕ > 0 such that ϕ(x¯, b¯)
.− ǫϕ divides over
C. Define p(x¯) = tpx¯(A/BC) ∪ {ϕ(x¯, b¯) ≥ ǫϕ : ϕ(x¯, b¯) ∈ Σ}.
Claim: p(x¯) is satisfiable.
Proof : By compactness, we may reduce to a finite subset p0(x¯) ⊆ p(x¯). Then p0(x¯)
is implied by a type of the form
π(x¯) = tpx¯(A/BC) ∪ {ϕ(x¯, b¯, d¯) ≥ ǫϕ : b¯ ∈ B, ϕ(x¯, b¯, d¯) divides over C},
where d¯ ∈ D is a fixed finite tuple.
Let d¯ = (d1, . . . , dn). Given 0 ≤ k ≤ n, suppose we have Ak ≡BC A such that
Ak |⌣
d
C
B(di)i≤k (where the case k = 0 is satisfied by A0 = A). By (ii), there is
Ak+1 ≡BC(di)i≤k Ak such that Ak+1 |⌣
d
C
B(di)i≤k+1. Altogether, this constructs
An ≡BC A such that An |⌣
d
C
Bd¯.
To finish the proof of the claim, we show An |= π(x¯). We have An ≡BC A so if
An 6|= p(x¯) then it follows that there is some ϕ(x¯, b¯, d¯), which divides over C, such
that b¯ ∈ B and ϕ(An, b¯, d¯) < ǫϕ. By choice of ǫϕ, this means tp(An/BCd¯) divides
over C, which contradicts the choice of An.
By the claim, we may fix a realization A′ of p(x¯). We clearly have A′ ≡BC A, and
we want to show A′ |⌣
d
C
D. If A′ 6 |⌣
d
C
D then there is some formula ϕ(x¯, b¯) ∈ Σ, such
that “ϕ(x¯, b¯) = 0” ∈ tp(A′/D). But this contradicts “ϕ(x¯, b¯) ≥ ǫϕ” ∈ p(x¯). 
3. The Urysohn sphere
We now turn to the main goals of this paper, which are characterizations of model
theoretic properties of the Urysohn sphere. Before defining the Urysohn sphere, it
is worth reiterating our conventions regarding metric spaces. In particular, we will
only consider metric spaces with diameter bounded by 1, and so, when carrying
out calculations with distances, we truncate all operations at 1. By convention, we
set inf ∅ = 1 and sup ∅ = 0.
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Following [9], we recall that a separable metric space X is universal if every
separable metric space is isometric to a subspace of X , and ultrahomogeneous if
every isometry between finite subspaces of X extends to an isometry of X .
We now define the Urysohn sphere, first constructed by Urysohn in [14].
Definition 3.1. TheUrysohn sphere, U , is the unique complete separable metric
space of diameter 1, which is ultrahomogeneous and universal for separable metric
spaces of diameter ≤ 1.
We will consider the Urysohn sphere as a metric structure in continuous logic.
See [7] and [15] for important results about the Urysohn sphere as a continuous
structure. For us, the salient points are the following.
(1) We consider U in the “empty language” containing only the metric d.
(2) The theory of U is separably categorical and has quantifier elimination in
this language (see [15]). Therefore complete types are entirely determined
by distances. In particular, if M |= Th(U), C ⊆ M and a¯ = (a1, . . . , an) ∈
M then tp(a¯/C) is completely determined by
{d(xi, xj) = d(ai, aj) : 1 ≤ i, j ≤ n} ∪ {d(xi, c) : 1 ≤ i ≤ n, c ∈ C}.
Throughout this section, U denotes a sufficiently saturated “monster” model of
Th(U). By saturation and quantifier elimination, we have the following fact.
Proposition 3.2. If A ⊂ U and B is a metric space such that A ⊆ B and U is
χ(B)-saturated, then B isometrically embeds into U over A.
3.1. Classification of Th(U). The goal of this section is to place Th(U) in the
SOPn-hierarchy. We will use the characterization of SOPn using cyclic indiscernible
sequences (see Proposition 2.3). In particular, given an integer n > 0, we will be
interested in the satisfiability of types of the form
p(x¯1, x¯2) ∪ p(x¯2, x¯3) ∪ . . . ∪ p(x¯n−1, x¯n) ∪ p(x¯n, x¯1),
where p(x¯, y¯) = tp(a¯0, a¯1) for some indiscernible sequence (a¯l)l<ω. By quantifier
elimination, a type of this form is simply a partially defined metric space on the
set of points x¯1 ∪ . . . ∪ x¯n. Therefore, we set forth some basic notions and facts
regarding the completion of partially defined metric spaces to fully defined ones.
Definition 3.3. SupposeX is set and f : dom(f) ⊆ X×X −→ [0, 1] is a symmetric
partial function.
(1) f is a partial semimetric if, for all x ∈ X , (x, x) ∈ dom(f) and f(x, x) =
0. In this case, (X, f) is a partial semimetric space. We say (X, f) is
consistent if there is a pseudometric on X extending f .
(2) Given m ≥ 1, a sequence (x0, x1, . . . , xm) in Xm+1 is an f-sequence if
(x0, xm) ∈ dom(f) and (xi, xi+1) ∈ dom(f) for all 0 ≤ i < m.
(3) Given m ≥ 1, if x¯ = (x0, . . . , xm) is an f -sequence, then we let f [x¯] denote
f(x0, x1) + f(x1, x2) + . . .+ f(xn−1, xm).
(4) Given m ≥ 1, f is m-transitive if f(x0, xm) ≤ f [x¯] for all f -sequences
x¯ = (x0, . . . , xm).
By adapting the minimal path metric for graphs to the setting of metric spaces,
we obtain the following test for consistency of partial semimetric spaces.
Lemma 3.4. A partial semimetric space (X, f) is consistent if and only if f is
m-transitive for all m ≥ 1.
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Proof. First, suppose (X, f) is consistent and let d be a pseudometric on X ex-
tending f . If m > 0 and x¯ = (x0, x1, . . . , xm) is an f -sequence, then d(x0, xm) =
f(x0, xm) and f [x¯] = d(x0, x1) + . . .+ d(xm−1, xm). Therefore f(x0, xm) ≤ f [x¯] by
repeated application of the triangle inequality.
Conversely, suppose f is m-transitive for all m ≥ 1. Given x, y ∈ X , set
d(x, y) = inf{f [x¯] : x¯ = (x0, . . . , xm) is an f -sequence with x0 = x and xm = y}
Then d is clearly a pseudometric on X , and so we only need to show that d extends
f . Indeed, if (x, y) ∈ dom(f) then (x, y) is an f -sequence and so d(x, y) ≤ f(x, y).
On the other hand, f(x, y) ≤ d(x, y) since f is m-transitive for all m ≥ 1. 
We now begin our analysis of indiscernible sequences in U.
Lemma 3.5. Suppose (a¯l)l<ω is an indiscernible sequence in U, with ℓ(a¯
0) = k for
some k ≥ 1. Given 1 ≤ i, j ≤ k, define ǫi,j = d(a
0
i , a
1
j).
(a) For any n ≥ 1 and i0, . . . , in ∈ {1, . . . , k},
ǫi0,in ≤ ǫi0,i1 + ǫi1,i2 + . . .+ ǫin−1,in .
(b) For any n ≥ 1 and i0, . . . , in ∈ {1, . . . , k}, if there are 0 ≤ s < t ≤ n such that
is = it then
ǫin,i0 ≤ ǫi0,i1 + ǫi1,i2 + . . .+ ǫin−1,in .
Proof. Part (a): By indiscernibility,
ǫi0,in = d(a
0
i0
, anin) ≤ d(a
0
i0
, a1i1) + . . .+ d(a
n−1
in−1
, anin) = ǫi0,i1 + . . .+ ǫin−1,in .
Part (b): We assume 0 < s < t < n (the cases s = 0 and t = n are similar and left
to the reader). By indiscernibility and part (a), we have
ǫin,i0 = d(a
1
in
, a2i0)
≤ d(a1in , a
0
is
) + d(a0is , a
3
is
) + d(a3is , a
2
i0
)
= ǫis,in + ǫis,is + ǫi0,is
= ǫi0,is + ǫis,it + ǫit,in
≤ ǫi0,i1 + ǫi1,i2 + . . .+ ǫin−1,in . 
These transitivity properties will be useful when trying to show that certain
indiscernible sequences are n-cyclic for some n. Specifically, we now show that
the task of proving an indiscernible sequence is n-cyclic reduces to just checking
transitivity for sequences like those in the previous lemma.
Definition 3.6. Let (X, f) be a partial semimetric space.
(1) If x¯ = (x0, . . . , xm) is a sequence of elements of X , and 0 ≤ i < j ≤ m, let
x¯[xi, xj ] := (xi, xi+1, . . . , xj).
(2) If x¯ = (x0, . . . , xm) is a sequence of elements of X , then a subsequence of
x¯ is a sequence of the form (x0, xi1 , . . . , xik , xm), for some 0 < i1 < . . . <
ik < m. If 1 ≤ k ≤ m− 2 then the subsequence is proper.
Lemma 3.7. Suppose (a¯l)l<ω is an indiscernible sequence in U, with ℓ(a¯
0) = k for
some k ≥ 1. Given 1 ≤ i, j ≤ k, define ǫi,j = d(a0i , a
1
j). Given n ≥ 2, the following
are equivalent:
(i) (a¯l)l<ω is n-cyclic;
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(ii) for all i1, . . . , in ∈ {1, . . . , k}, ǫin,i1 ≤ ǫi1,i2 + ǫi2,i3 + . . .+ ǫin−1,in .
Proof. Fix n ≥ 2 and an indiscernible sequence (a¯l)i<ω, with |a¯0| = k, for some
k ≥ 1. Let X = {xli : 1 ≤ l ≤ n, 1 ≤ i ≤ k}. We define a partial semimetric
f : X ×X −→ [0, 1] as follows.
Define dom(f) to be the symmetric closure of
{(xli, x
m
j ) : 1 ≤ i, j ≤ k, l,m < ω, and l ∈ {m,m+ 1} or (l,m) = (1, n)}.
Given (xli, x
m
j ) ∈ dom(f), we define f(x
l
i, x
m
j ) = d(a
l
i, a
m
j ) if (l,m) 6∈ {(1, n), (n, 1)}
and f(xli, x
m
j ) = d(a
1
i , a
0
j) if (l,m) = (1, n).
By Proposition 3.2, (a¯l)l<ω is n-cyclic if and only if (X, f) is consistent. Together
with Lemma 3.4, we obtain
(†) (a¯l)l<ω is n-cyclic if and only if f is m-transitive for all m ≥ 1.
We now proceed with the proof of the result.
(i) ⇒ (ii): If (a¯l)l<ω is n-cyclic then for all i1, . . . , in ∈ {1, . . . , k}, it follows
from (†) that
ǫin,i1 = f(x
1
i1
, xnin) ≤ f(x
1
i1
, x2i2 ) + . . .+ f(x
n−1
in−1
, xnin) = ǫi1,i2 + . . .+ ǫin−1,in .
(ii) ⇒ (i): Assume (ii) holds. By (†), it suffices to prove, by induction on m,
that f is m-transitive for all m ≥ 1. The case m = 1 follows immediately by sym-
metry of f . For the induction step, fix m > 1 and assume that f is j-transitive for
all j < m. Fix an f -sequence u¯ = (u0, . . . , um). We want to show f(u0, um) ≤ f [u¯].
Claim: If some proper subsequence of u¯ is an f -sequence then f(u0, um) ≤ f [u¯].
Proof : Let v¯ = (v0, . . . , vj) be a proper f -subsequence, where j < m, v0 = u0, and
vj = um. For 0 ≤ t ≤ j − 1, set u¯t = u¯[vt, vt+1]. By induction, we have
f(u0, um) = f(v0, vj) ≤ f(v0, v1)+ . . .+ f(vj−1, vj) ≤ f [u¯0]+ . . .+ f [u¯j−1] = f [u¯].
Suppose u¯ = (xe0i0 , . . . , x
em
im
) for some 1 ≤ et ≤ n and 1 ≤ it ≤ k.
Case 1 : es = et for some s < t. We will show that either u¯ is isometric to a triangle
in (a¯l)l<ω , or u¯ contains a proper f -subsequence, in which case we apply the claim.
First, if m = 2 then u¯ is a triangle with at least two points in x¯es = x¯et and all
three edges in dom(f). It follows from the definition of dom(f) that u¯ is isometric
to a triangle in (a¯l)l<ω . Therefore f(u0, um) ≤ f [u¯] by the triangle inequality. So
we assume m > 2. In the rest of the cases, we find a proper f -subsequence of u¯.
Suppose s = 0 and t = m. Then v¯ = (u0, u1, um) is a proper subsequence of u¯,
since m > 2. Moreover, v¯ is an f -sequence by definition of dom(f). So we may
assume that s = 0 implies t < m.
If s + 1 < t then, combined with the assumption that s = 0 implies t < m, it
follows that v¯ = (u0, . . . , us, ut, . . . , um) is a proper subsequence of u¯. Moreover,
v¯ is an f -sequence since es = et implies (us, ut) ∈ dom(f). So we may assume
t = s+ 1.
If t < m then v¯ = (u0, . . . , us, ut+1, . . . , um) is a proper subsequence of u¯. More-
over, v¯ is an f -sequence since es = et implies (us, ut+1) ∈ dom(f).
Finally, if t = m then v¯ = (u0, . . . , um−2, um) is a proper subsequence of u¯.
Moreover, v¯ is an f -sequence since es = et implies (um−2, um) ∈ dom(f).
Case 2 : es 6= et for s 6= t. Since u¯ is an f -sequence, it follows from the definition
of dom(f) that m = n − 1 and, moreover, there is a permutation σ ∈ Sn, which
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is some power of (1 2 . . . n), such that either (σ(e0), . . . , σ(em)) = (1, . . . , n) or
(σ(e0), . . . , σ(em)) = (n, . . . , 1). Note that, if σ∗ : X −→ X is such that σ∗(xei ) =
x
σ(e)
i , then for all x, y ∈ X , we have f(x, y) = f(σ∗(x), σ∗(y)). Therefore we may
assume (e0, . . . , em) is either (1, . . . , n) or (n, . . . , 1).
Next, note that f(u0, um) ≤ f [u¯] if and only if f(um, u0) ≤ f [(um, um−1, . . . , u0)].
Therefore we may assume (e0, . . . , em) = (1, . . . , n), and so u¯ = (x
1
i0
, . . . , xnin−1). By
(ii), we have
f(x1i0 , x
n
in−1
) = ǫin−1,i0 ≤ ǫi0,i1 + . . .+ ǫin−2,in−1 = f [u¯],
as desired. 
We are now ready prove the main result of this section, a corollary of which will
be the desired classification of Th(U) in the SOPn hierarchy.
Theorem 3.8. Fix n ≥ 1.
(a) Any indiscernible sequence in U, of tuples of length n, is (n+ 1)-cyclic.
(b) There is an indiscernible sequence in U, of tuples of length n, that is not n-
cyclic.
Proof. Part (a): Suppose (a¯l)l<ω is an indiscernible sequence in U, with ℓ(a¯
0) = n.
To show that (a¯l)l<ω is (n + 1)-cyclic, we use the characterization of Lemma 3.7.
If i0, . . . , in ∈ {1, . . . , n} then there are 0 ≤ s < t ≤ n such that is = it. By Lemma
3.5(b), we have ǫin,i0 ≤ ǫi0,i1 + . . .+ ǫin−1,in .
Part (b): We construct (a¯l)l<ω , where ℓ(a¯
l) = n, and define distances as follows.
Given k ≤ l < ω,
d(aki , a
l
j) =
{
j−i+1
n
if k < l and i ≤ j, or k = l and i < j
i−j
n
if k < l and i > j.
We leave it to the reader to verify that this sequence satisfies the triangle (the
verification is entirely routine, but very tedious). Therefore, we may view (a¯l)l<ω
as an indiscernible sequence in U. It remains to show that this sequence is not n-
cyclic. Let p(x¯, y¯) = tp(a¯0, a¯1) and suppose, toward a contradiction, that p(x¯1, x¯2)∪
. . . ∪ p(x¯n−1, x¯n) ∪ p(x¯n, x¯1) is satisfied by some (c¯1, . . . , c¯n). Note that, for 1 ≤
i < n, we have d(a0i+1, a
1
i ) =
i+1−i
n
= 1
n
. Therefore, for 1 ≤ i < n, we have
d(cn−ii+1 , c
n−i+1
i ) =
1
n
. This means
d(c1n, c
n
1 ) ≤ d(c
1
n, c
2
n−1) + d(c
2
n−1, c
3
n−2) + . . .+ d(c
n−1
2 , c
n
1 ) =
n−1
n
.
But this is a contradiction, since d(a01, a
1
n) =
n−1+1
n
= 1, and so we must have
“d(xn1 , x
1
n) = 1” ∈ p(x¯
n, x¯1). 
Applying Proposition 2.3, we obtain the desired classification of Th(U) in the
SOPn-hierarchy.
Corollary 3.9. Th(U) is NSOP∞, and SOPn for all n ≥ 3.
As a final remark concerning dividing lines, we consider TP2.
Theorem 3.10. Th(U) has TP2.
Proof. We define the array (ai,j)i,j<ω such that
d(am,i, an,j) =
{
1 if m = n, i 6= j
2
3 if m 6= n
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Note that any nontrivial triangle in this array has sides with distances from { 23 , 1}.
Therefore the array satisfies the triangle inequality. If σ ∈ ωω then the dis-
tance between any two distinct elements of {an,σ(n) : n < ω} is
2
3 . Therefore
{d(x, an,σ(n)) =
1
3 : n < ω} is satisfiable. On the other hand, if n < ω and
i < j < ω, then d(an,i, an,j) = 1. Therefore, for any n < ω, {d(x, an,i) =
1
3 : i < ω}
is 2-unsatisfiable. 
3.2. Dividing in Th(U). We now turn to the question of forking and dividing
in Th(U). In this section, we characterize dividing for complete types. We will
later show that this characterization satisfies condition (iii) of Theorem 2.10. As
a result, forking and dividing are the same for complete types, and we will have
given a purely combinatorial characterization of both notions of independence.
Toward the characterization of dividing in Th(U), we begin with the following
strengthening of finite character (Fact 2.9).
Lemma 3.11. Given A,B,C ⊂ U, A |⌣
d
C
B if and only if a |⌣
d
C
b1b2 for all a ∈ A
and b1, b2 ∈ B.
Proof. (⇒): Follows from Fact 2.9.
(⇐): Let a¯ enumerate A and b¯ enumerate B. Suppose tp(a¯/BC) divides over
C. Then there is a C-indiscernible sequence (b¯l)l∈ω, with b¯
0 = b¯, such that if
p(x¯, y¯) = tp(a¯, b¯/C), then
⋃
l<ω p(x¯, b¯
l) is unsatisfiable. In other words, the follow-
ing is unsatisfiable:
{d(xi, xj) = d(ai, aj) : ai, aj ∈ a¯} ∪ {d(xi, c) = d(ai, c) : ai ∈ a¯, c ∈ C}
∪ {d(xi, b
l
j) = d(ai, bj) : ai ∈ a¯, bi ∈ b¯, l < ω} ∪ tp((b¯
l)l<ω/C).
So there is a failure of the triangle inequality among three points in this type.
By indiscernibility, the only possible failures are between three points of the form
{xi, blj , b
m
k } for some ai ∈ a¯ and bj , bk ∈ b¯. In this case, if q(x, bj , bi) = tp(ai, bj, bk/C)
then
⋃
n<ω q(x, b
n
j , b
n
k ) is unsatisfiable. Therefore ai 6 |⌣
d
C
bjbk, as desired. 
Next, we show explicitly how indiscernible sequences control dividing.
Definition 3.12. Fix b1, b2 ∈ U and C ⊂ U. Let b¯ = (b1, b2). Define the sets
Ind(b1, b2/C) = {(b¯
l)l<ω : b¯
0 ≡C b¯ and (b¯
l)l<ω is C-indiscernible},
Γ(b1, b2/C) = {d(b
0
1, b
1
2) : (b¯
l)l<ω ∈ Ind(b1, b2/C)}.
Proposition 3.13. If b1, b2 ∈ U and C ⊂ U then Γ(b1, b2/C) = Γ(b2, b1/C).
Proof. It suffices to show Γ(b2, b1/C) ⊆ Γ(b1, b2/C). Suppose (b¯l)l<ω ∈ Ind(b2, b1/C).
We want to show d(b02, b
1
1) ∈ Γ(b1, b2/C). Let ω
∗ = {l∗ : l < ω}, ordered so that
l∗ > (l+1)∗. By compactness we may assume the sequence is indexed (b¯l)l∈I , where
I = ω + ω∗. Define the sequence (a¯l)l<ω such that a¯
l = (bl
∗
1 , b
l∗
2 ). Then (a¯
l)l<ω is
C-indiscernible and a¯0 ≡C (b1, b2). Therefore (a¯l)l<ω ∈ Ind(b1, b2/C) and so
d(b02, b
1
1) = d(b
1
1, b
0
2) = d(b
0∗
1 , b
1∗
2 ) = d(a
0
1, a
1
2) ∈ Γ(b1, b2/C),
as desired. 
Lemma 3.14. Suppose a, b1, b2 ∈ U and C ⊂ U. Then a |⌣
d
C
b1b2 if and only if
for all i, j ∈ {1, 2},
d(a, bi) + d(a, bj) ≥ supΓ(bi, bj/C) and |d(a, bi)− d(a, bj)| ≤ inf Γ(bi, bj/C).
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Proof. (⇐): Suppose a 6 |⌣
d
C
b¯, where b¯ = (b1, b2). Let p(x, y¯) denote tp(a, b¯/C).
Then there is an indiscernible sequence (b¯l)l<ω ∈ Ind(b1, b2/C) such that
⋃
l<ω p(x, b¯
l)
is unsatisfiable, and therefore contains some failure of the triangle inequality. The
possible failures are:
(1) d(bli, b
m
j ) > d(a, bi) + d(a, bj) for some i, j ∈ {1, 2} and l,m < ω;
(2) d(a, bj) > d(a, bi) + d(b
l
i, b
m
j ) for some i, j ∈ {1, 2} and l,m < ω.
In either case, since b¯l ≡C b¯ ≡C b¯m, it follows that l 6= m. By Proposition
3.13, we have d(bli, b
m
j ) ∈ Γ(bi, bj/C). Therefore inf Γ(bi, bj/C) ≤ d(b
l
i, b
m
j ) ≤
supΓ(bi, bj/C). If (1) holds then d(a, bi) + d(a, bj) < d(b
l
i, b
m
j ) ≤ supΓ(bi, bj/C). If
(2) holds then |d(a, bj)− d(a, bi)| > d(bli, b
m
j ) ≥ inf Γ(bi, bj/C).
(⇒): We again set b¯ = (b1, b2) and p(x, y¯) = tp(a, b¯/C). First suppose there are
i, j ∈ {1, 2} such that d(a, bi) + d(a, bj) < supΓ(bi, bj/C). By definition, there is
(b¯l)l<ω ∈ Ind(bi, bj/C) and some r > d(a, bi) + d(a, bj) such that for all l < m < ω,
d(bli, b
m
j ) = r. Then
{d(x, b0i ) = d(a, bi), d(x, b
1
j ) = d(a, bj), d(b
0
i , b
j
1) = r)} ⊆
⋃
l<ω
p(x, b¯l),
and so
⋃
l<ω p(x, b¯
l) is unsatisfiable. Therefore a 6 |⌣
d
C
bibj .
Finally, suppose there are i, j ∈ {1, 2} such that |d(a, bi)−d(a, bj)| > inf Γ(bi, bj/C).
By definition, there is (b¯l)l<ω ∈ Ind(bi, bj/C) and some r < |d(a, bi)−d(a, bj)| such
that for all l < m < ω, d(bli, b
m
j ) = r. Once again, this implies
⋃
l<ω p(x, b¯
l) is
unsatisfiable, and so a 6 |⌣
d
C
bibj. 
By the previous results, a complete characterization of dividing in the Urysohn
sphere rests on understanding the possible values for d(b01, b
1
2) in sequences (b¯
l)l<ω ∈
Ind(b1, b2/C). To this end, we define the following distance calculations.
Definition 3.15. Fix b1, b2 ∈ U and C ⊂ U. Define the values
dmax(b1, b2/C) = inf
c∈C
(d(b1, c) + d(b2, c)),
dmin(b1, b2/C) = max
{
sup
c∈C
|d(b1, c)− d(b2, c)|,
1
3d(b1, b2)
}
.
The following properties of these notions will be extremely useful.
Lemma 3.16. Fix b1, b2, b3 ∈ U and C ⊂ U.
(a) dmax(b1, b2/C) ≤ dmax(b1, b3/C) + supc∈C |d(b2, c)− d(b3, c)|.
(b) dmin(b1, b2/C) ≤ dmin(b1, b3/C) + dmin(b2, b3/C).
Proof. Part (a): For any c′ ∈ C, we have
dmax(b1, b2/C) ≤ d(b1, c
′) + d(b2, c
′)
≤ d(b1, c
′) + d(b3, c
′) + |d(b2, c
′)− d(b3, c
′)|
≤ d(b1, c
′) + d(b3, c
′) + sup
c∈C
|d(b2, c)− d(b3, c)|.
Therefore dmax(b1, b2/C) ≤ dmax(b1, b3/C) + supc∈C |d(b2, c)− d(b3, c)|.
Part (b): If dmin(b1, b2/C) =
1
3d(b1, b2) then the result is clear. So we may
assume dmin(b1, b2/C) = supc∈C |d(b1, c) − d(b2, c)|. Given any c ∈ C, we have
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|d(b1, c)− d(b2, c)| ≤ |d(b1, c)− d(b3, c)|+ |d(b2, c)− d(b3, c)|. Therefore
dmin(b1, b2/C) ≤ sup
c∈C
|d(b1, c)− d(b3, c)|+ sup
c∈C
|d(b2, c)− d(b3, c)|
≤ dmin(b1, b3/C) + dmin(b2, b3/C). 
Note that for any b1, b2 ∈ U and C ⊂ U,
dmin(b1, b2/C) ≤ d(b1, b2) ≤ dmax(b1, b2/C).
We show that Γ(b1, b2/C) is determined by these values.
Lemma 3.17. For any b1, b2 ∈ U and C ⊂ U,
Γ(b1, b2/C) = [dmin(b1, b2/C), dmax(b1, b2/C)].
Proof. We first show Γ(b1, b2/C) ⊆ [dmin(b1, b2/C), dmax(b1, b2/C)]. Fix (b¯l)l<ω ∈
Γ(b1, b2/C) and set γ = d(b
0
1, b
1
2). For any c ∈ C, the three points {b
0
1, b
1
2, c} imply
|d(b1, c)− d(b2, c)| ≤ γ ≤ d(b1, c) + d(b2, c)
We also have
d(b1, b2) = d(b
1
1, b
1
2) ≤ d(b
1
1, b
2
2) + d(b
0
1, b
2
2) + d(b
0
1, b
1
2) = 3γ.
Altogether, dmin(b1, b2/C) ≤ γ ≤ dmax(b1, b2/C), as desired.
Conversely, fix γ ∈ [dmin(b1, b2/C), dmax(b1, b2/C)]. We define the sequence
(b¯l)l<ω such that, for i, j ∈ {1, 2} and l ≤ m < ω,
d(bli, b
m
j ) =


d(bi, bj) if l = m
min{dmax(bi, bi/C), d(b1, b2) + γ, 2γ} if l < m, i = j
γ if l < m, i 6= j.
We will show that the definition of this sequence satisfies the triangle inequality.
From this, it will then follow that (b¯l)l<ω is an indiscernible sequence in U, which
witnesses γ ∈ Γ(b1, b2/C).
By indiscernibility in the definition of (b¯l)l<ω , the nontrivial triangles to check
are those with the following vertex sets:
(1) {bli, b
m
j , c} for some i, j ∈ {1, 2}, l < m < ω, and c ∈ C,
(2) {bli, b
m
j , b
n
k} for some i, j, k ∈ {1, 2} and l ≤ m ≤ n < ω.
Case 1: {bli, b
m
j , c} for some i, j ∈ {1, 2}, l < m < ω, and c ∈ C. We need to show
|d(bi, c)− d(bj , c)| ≤ d(b
l
i, b
m
j ) ≤ d(bi, c) + d(bj , c).
(i) d(bli, b
m
j ) ≤ d(bi, c) + d(bj , c).
In all cases we have d(bli, b
m
j ) ≤ dmax(bi, bj/C) ≤ d(bi, c) + d(bj , c).
(ii) d(bli, b
m
j ) ≥ |d(bi, c)− d(bj , c)|.
We may clearly assume i 6= j. Then d(bli, b
m
j ) = γ ≥ |d(bi, c)− d(bj , c)|.
Case 2: {bli, b
m
j , b
n
k} for some i, j, k ∈ {1, 2} and l ≤ m ≤ n < ω. Note that i, j, k
cannot all be distinct. By indiscernibility, and the symmetry in the definition of
(b¯l)l<ω , we may assume l < n = m or l < m < n.
Subcase 2.1 : l < m = n. Then we may assume j 6= k; and it suffices to check
the following two inequalities.
14 GABRIEL CONANT AND CAROLINE TERRY
(i) d(b1, b2) ≤ d(bli, b
m
j ) + d(b
l
i, b
m
k ).
Without loss of generality, we may assume i = j. We want to show
d(b1, b2) ≤ d(b
l
i, b
m
i ) + γ.
If d(bli, b
m
i ) = d(b1, b2) + γ then this is trivial. If d(b
l
i, b
m
i ) = 2γ then this is
true since d(b1, b2) ≤ 3γ. Suppose d(bli, b
m
i ) = dmax(bi, bi/C). Then, using
Lemma 3.16(a),
d(b1, b2) ≤ dmax(b1, b2/C) ≤ dmax(bi, bi/C) + dmin(b1, b2/C) ≤ d(b
l
i, b
m
i ) + γ.
(ii) d(bli, b
m
j ) ≤ d(b1, b2) + d(b
l
i, b
m
k ).
Suppose i = j. Then i 6= k so d(bli, b
m
j ) ≤ d(b1, b2)+γ = d(b1, b2)+d(b
l
i, b
m
k ).
Suppose i = k. Then i 6= j so d(bli, b
m
j ) = γ. If d(b
l
i, b
m
k ) = d(b1, b2) + γ or
d(bli, b
m
k ) = 2γ then the inequality is obvious. So we may assume d(b
l
i, b
m
k ) =
dmax(bi, bi/C). Then, using Lemma 3.16(a),
d(bli, b
m
j ) = γ ≤ dmax(b1, b2/C) ≤ d(b1, b2) + dmax(bi, bi/C) = d(b1, b2) + d(b
l
i, b
m
k ).
Subcase 2.2 : l < m < n. By indiscernibility, it suffices to check
d(bli, b
m
j ) ≤ d(b
l
i, b
n
k) + d(b
m
j , b
n
k ).
If i 6= j or i = j = k then the inequality is trivial. So assume i = j 6= k. Then we
have d(bli, b
m
j ) ≤ 2γ = d(b
l
i, b
n
k ) + d(b
m
j , b
n
k). 
Using this result we can reformulate Lemma 3.14 as follows.
Corollary 3.18. Suppose a, b1, b2 ∈ U and C ⊂ U. Then a |⌣
d
C
b1b2 if and only if
for all i, j ∈ {1, 2},
d(a, bi) + d(a, bj) ≥ dmax(bi, bj/C) and |d(a, bi)− d(a, bj)| ≤ dmin(bi, bj/C).
If we combine Lemma 3.11 and Corollary 3.18 then we obtain the complete
characterization of dividing independence in the Urysohn sphere.
Theorem 3.19. If A,B,C ⊂ U then A |⌣
d
C
B if and only if for all b1, b2 ∈ B,
dmax(b1, b2/AC) = dmax(b1, b2/C) and dmin(b1, b2/AC) = dmin(b1, b2/C).
3.3. Extension for dividing independence. The next goal is to show our char-
acterization of |⌣
d
satisfies condition (ii) of Theorem 2.10, which we restate as
follows.
Theorem 3.20. Fix B,C ⊂ U and a singleton b∗ ∈ U. For any A ⊂ U, if A |⌣
d
C
B
then there is A′ ≡C A such that A′ |⌣
d
C
Bb∗.
Toward the proof of Theorem 3.20, fix B,C ⊂ U and b∗ ∈ U. We may assume
C ⊆ B. Given b ∈ B, let δb = dmin(b∗, b/C) and ǫb = dmax(b∗, b/C).
Definition 3.21. Given a ∈ U, define
U(a) = U(a, b∗/B,C) = inf
b∈B
(d(a, b) + δb)
L(a) = L(a, b∗/B,C) = sup
b∈B
max{ǫb
.− d(a, b), d(a, b) .− δb}
We first prove two lemmas.
Lemma 3.22. Fix a ∈ U.
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(a) Assume γ ∈ [0, 1] is such that L(a) ≤ γ ≤ U(a) and dmax(b∗, b∗/C) ≤ γ + γ. If
a′ ∈ U is such that a′ ≡B a and d(a′, b∗) = γ, then a′ |⌣
d
C
Bb∗.
(b) If a |⌣
d
C
B then L(a) ≤ U(a) and dmax(b∗, b∗/C) ≤ U(a) + U(a).
(c) If a |⌣
d
C
B and a′ ∈ U, with a′ ≡B a and d(a′, b∗) = U(a), then a′ |⌣
d
C
Bb∗.
Proof. Part (a): Suppose a′ ∈ U is such that a′ ≡B a and d(a, b∗) = γ. We use
Theorem 3.19 to prove a′ |⌣
d
C
Bb∗. First, note that a
′ ≡B a, and L(a) ≤ γ ≤ U(a)
together imply that for all b ∈ B,
dmax(b, b∗/C) = ǫb ≤ d(a
′, b∗) + d(a, b) = d(a
′, b∗) + d(a
′, b), and
dmin(b, b∗/C) = δb ≥ |d(a
′, b∗)− d(a, b)| = |d(a
′, b∗)− d(a
′, b)|.
Finally, we trivially have |d(a′, b∗)−d(a′, b∗)| ≤ dmin(b∗, b∗/C); and, by assumption,
dmax(b∗, b∗/C) ≤ γ + γ = d(a
′, b∗) + d(a
′, b∗).
Part (b): To show L(a) ≤ U(a), we fix α ∈ {ǫb
.− d(a, b) : b ∈ B} ∪ {d(a, b) .−
δb : b ∈ B} and β ∈ {d(a, b) + δb : b ∈ B}, and show α ≤ β. Fix b ∈ B such that
β = d(a, b) + δb.
Case 1 : α = ǫb′
.− d(a, b′) for some b′ ∈ B. By (†) and Lemma 3.16(a), we have
ǫb′ ≤ dmax(b, b
′/C) + δb ≤ d(a, b
′) + d(a, b) + δb = d(a, b
′) + β.
Case 2 : α = d(a, b′)
.− δb′ for some b′ ∈ B. By (††) and Lemma 3.16(b), we have
d(a, b′) ≤ dmin(b, b
′/C) + d(a, b) ≤ δb′ + δb + d(a, b) = δb′ + β.
Next, we show dmax(b∗, b∗/C) ≤ U(a) + U(a). Fix b, b
′ ∈ B. We want to show
dmax(b∗, b∗/C) ≤ d(a, b) + δb + d(a, b
′) + δb′ .
By (†) and Lemma 3.16(a), we have
dmax(b∗, b∗/C) ≤ ǫb + δb′
≤ dmax(b, b
′/C) + δb + δb′
≤ d(a, b) + d(a, b′) + δb + δb′ .
Part (c). Follows immediately from (a) and (b). 
Lemma 3.23.
(a) If a ∈ U then supb∈B |d(a, b)− d(b∗, b)| ≤ L(a) and U(a) ≤ dmax(a, b∗/B).
(b) If a1, a2 ∈ U and a1a2 |⌣
d
C
B then |U(a1)−U(a2)| ≤ d(a1, a2) ≤ U(a1)+U(a2).
Proof. Part (a): First, note that, for any b ∈ B, we have U(a) ≤ d(a, b) + δb ≤
d(a, b)+d(b∗, b). Next, for any b ∈ B, if d(a, b) ≤ d(b∗, b) then, since d(b∗, b) ≤ ǫb, we
have |d(b∗, b)−d(a, b)| ≤ ǫb−d(a, b) ≤ L(a). On the other hand, if d(b∗, b) < d(a, b)
then, since δb ≤ d(b∗, b), we have |d(b∗, b)− d(a, b)| ≤ d(a, b)− δb ≤ L(a).
Part (b): We first show d(a1, a2) ≤ U(a1)+U(a2). Fix b, b′ ∈ B. Using a1 |⌣
d
C
B
and Lemma 3.16(b), we have
|d(a1, b)− d(a1, b
′)| ≤ dmin(b, b
′/C) ≤ δb + δb′ .
Therefore, d(a1, b
′) ≤ d(a1, b) + δb + δb′ , and so
d(a1, a2) ≤ d(a1, b
′) + d(a2, b
′) ≤ d(a1, b) + δb + d(a2, b
′) + δb′ ,
as desired.
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Next, we show |U(a1) − U(a2)| ≤ d(a1, a2). Without loss of generality, we may
assume U(a1) ≤ U(a2) and show U(a2) ≤ d(a1, a2) + U(a1). For this, fix b ∈ B,
and note that U(a2) ≤ d(a2, b) + δb ≤ d(a1, a2) + d(a1, b) + δb. 
We are now ready to prove Theorem 3.20.
Proof of Theorem 3.20. Suppose A |⌣
d
C
B. We again assume, without loss of gen-
erality, that C ⊆ B. Let x¯ = (xa)a∈A and define the type
p(x¯) := tpx¯(A/B) ∪ {d(xa, b∗) = U(a) : a ∈ A}.
Suppose A′ realizes p(x¯). We immediately have A′ ≡B A. Moreover, by Lemma
3.22(c), we have a′ |⌣
d
C
Bb∗ for all a
′ ∈ A, and so A′ |⌣
d
C
Bb∗ by Lemma 3.11.
Altogether, it suffices to show p(x¯) is satisfiable, which, as usual, means verifying
triangle inequalities.
We consider x¯Bb∗ as a semimetric space with distances determined by p(x¯). Fix
three points V = {v1, v2, v3} ⊆ x¯Bb∗. If V ⊆ x¯B, or if V ⊆ Bb∗, then V is isometric
to a triangle in U. Thus we may assume one of the following holds:
(1) V = {xa, b, b∗} for some a ∈ A and b ∈ B;
(2) V = {xa1 , xa2 , b∗} for some a1, a2 ∈ A.
If (1) holds then the distances in V are d(a, b), d(b, b∗) and U(a). Therefore, the
triangle inequalities for V follow from Lemma 3.22(b) and Lemma 3.23(a).
If (2) holds then the distances in V are d(a1, a2), U(a1), and U(a2). Therefore,
the triangle inequalities for V follow from Lemma 3.23(b). 
Combining Theorem 2.10, Theorem 3.19, and Theorem 3.20, we have completed
the full characterization of forking and dividing for complete types in the Urysohn
sphere.
Theorem 3.24. If A,B,C ⊂ U then A |⌣
f
C
B if and only if A |⌣
d
C
B if and only
if for all b1, b2 ∈ B,
dmax(b1, b2/AC) = dmax(b1, b2/C) and dmin(b1, b2/AC) = dmin(b1, b2/C).
For future use, we also record the following consequence of our work.
Corollary 3.25. Fix C ⊆ B ⊂ U and a, b∗ ∈ U, with a |⌣
f
C
B. Given γ ∈ [0, 1],
the following are equivalent:
(i) there is a′ ∈ U such that a′ ≡B a, d(a′, b∗) = γ, and a′ |⌣
f
C
Bb∗;
(ii) L(a, b∗/B,C) ≤ γ ≤ U(a, b∗/B,C) and dmax(b∗, b∗/C) ≤ γ + γ.
3.4. Stationary types. In this section, we use the characterization of nonforking
in Th(U) to show that a type in Th(U) is stationary if and only if it is algebraic.
Definition 3.26. Let C ⊂M |= T and p ∈ Sn(C). Then p is stationary if for all
B ⊇ C, there is a unique nonforking extension of p to Sn(B).
As with many other notions around nonforking, the study of stationary types
began in stable theories. One important fact is that if T is stable and M |= T then
any type over M is stationary. Therefore, when extending nonforking types over a
model, there is a unique choice of extension.
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Example 3.27. Suppose T is a theory in which |⌣
f
satisfies existence, that is,
A |⌣
f
C
C for all A and C. Then the most trivial kind of stationary type is one of
the form tp(a¯/C) where a¯ ∈ dcl(C). In this case, the type is stationary because
there is a unique extension to any larger set (which is a nonforking extension by
the assumption on T ). Note that conversely, if a type has a unique extension to
any larger parameter set then it must be of the form tp(a¯/C), with a¯ ∈ dcl(C).
It follows easily from the definition of dividing that |⌣
d
satisfies existence in any
theory. Therefore, the previous setting applies to any theory in which |⌣
f
and |⌣
d
coincide. In particular, it applies to Th(U). The main result of this section is that,
in Th(U), the only stationary types are the trivial kind in the previous example.
In other words, if a type has more than one extension to any larger parameter set
then it has more than one nonforking extension to any larger parameter set. We
will need the following fact, which can be found in [7].
Fact 3.28. If C ⊂ U then acl(C) = dcl(C) = C, the usual metric space closure.
Toward characterizing stationary types, we first consider extensions of 1-types
to larger parameter sets obtained by adding a single element.
Theorem 3.29. Let C ⊂ U and a, b ∈ U. The following are equivalent:
(i) tp(a/C) has a unique nonforking extension to S1(Cb);
(ii) tp(a/C) has a unique extension to S1(Cb);
(iii) dmax(a, b/C) = supc∈C |d(a, c)− d(b, c)|.
Proof. (i) ⇒ (iii): Let d∗min(a, b/C) = supc∈C |d(a, c) − d(b, c)|, and note that
d∗min(a, b/C) ≤ dmax(a, b/C). Suppose (ii) fails. Then we have d
∗
min(a, b/C) <
dmax(a, b/C). Let γ0 be the average of d
∗
min(a, b/C) and dmax(a, b/C). In particular,
we have γ0 + γ0 = dmax(a, b/C) + d
∗
min(a, b/C).
Next, let U(a, b) = U(a, b/C,C) and L(a, b) = L(a, b/C,C). Then it is straight-
forward to calculate that U(a, b) = dmax(a, b/C) and L(a, b) = d
∗
min(a, b/C), and so
L(a, b) < γ0 < U(a, b). Moreover, by Lemma 3.16(a), we have
dmax(b, b/C) ≤ dmax(a, b/C) + d
∗
min(a, b/C) = γ0 + γ0,
It follows that, for any γ ∈ [0, 1], if γ0 ≤ γ ≤ U(a, b) then, by Corollary 3.25,
there is a′ ≡C a such that a′ |⌣
f
C
b and d(a′, b) = γ. Since γ0 < U(a, b), there are
infinitely many nonforking extensions of tp(a/C) to S1(Cb), and so (i) fails.
(iii)⇒ (ii): Suppose a′ realizes an extension of tp(a/C) to Cb. Then tp(a′/Cb)
is completely determined by the choice of d(a′, b). By (iii) (and the triangle in-
equality), there is a unique choice.
(ii)⇒ (i): Immediate, since |⌣
f
satisfies existence. 
Corollary 3.30. Let C ⊂ U and a ∈ U. Then tp(a/C) is stationary if and only if
a ∈ C.
Proof. The reverse direction is by Fact 3.28. For the forward direction, if tp(a/C) is
stationary then, by Theorem 3.29, dmax(a, a/C) = 0. Therefore, there is a sequence
(cn)
∞
n=0 in C such that (d(a, cn) + d(a, cn))→ 0. It follows that c ∈ C. 
Next, we show that stationarity of n-types is determined by stationarity of 1-
types.
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Proposition 3.31. Let C ⊆ B ⊂ U. The following are equivalent.
(i) p ∈ Sn(C) has a unique nonforking extension to Sn(B);
(ii) for all 1 ≤ i ≤ n and b ∈ B, p|xi has a unique nonforking extension to S1(Cb).
Proof. (i) ⇒ (ii): Suppose for some 1 ≤ i ≤ n and b ∈ B, p|xi has two distinct
nonforking extensions q and q′ to S1(Cb). Without loss of generality, assume i = 1.
Let r and r′ be nonforking extensions to S1(B) of q and q
′, respectively. So r and
r′ are distinct nonforking extensions of p|x1 to S1(B).
Claim: If a realizes a nonforking extension of p|x1 to S1(B) then there some a¯,
realizing a nonforking extension of p to Sn(B), such that a1 = a.
Proof : We have a |⌣
d
C
B. By extension, there is (a2, . . . , an) |= p(a, x2, . . . , xn) such
that a2, . . . , an |⌣
d
Ca
Ba. By a transitivity property of dividing (see [11, Proposition
7.1.6]), we have a¯ |⌣
d
C
B, where a¯ = (a, a2 . . . , an). So a¯ is the desired realization
of a nonforking extension of p to Sn(B).
By the claim, r and r′ yield distinct nonforking extensions of p to Sn(B).
(ii) ⇒ (i): Fix p ∈ Sn(C). Suppose a¯ and a¯
′ realize distinct (nonforking)
extensions of p to Sn(B). Note that a¯ ≡C a¯′ so by quantifier elimination there
must be some 1 ≤ i ≤ n and b ∈ B such that d(ai, b) 6= d(a′i, b). Therefore ai and
a′i realize distinct (nonforking) extensions of p|xi to S1(Cb). 
Note that the proof of (i)⇒ (ii) holds in any theory where |⌣
d
= |⌣
f
.
Corollary 3.32. Let C ⊆ B ⊂ U and p ∈ Sn(C). Then p has a unique nonforking
extension to Sn(B) if and only if p has a unique extension to Sn(B).
Proof. The forward direction follows by existence of nonforking extensions. Con-
versely, combining Theorem 3.29 and Proposition 3.31, we have that if p has a
unique nonforking extension to Sn(B) then for all 1 ≤ i ≤ n and b ∈ B, p|xi has
a unique extension to S1(Cb). As in the proof of Proposition 3.31[(ii) ⇒ (i)], it
follows that p has a unique extension to Sn(B). 
We are now ready to characterize stationary types in Th(U).
Corollary 3.33. Fix C ⊂ U and p ∈ Sn(C). Then p is stationary if and only if p
is algebraic, i.e., p = tp(a¯/C) for some a¯ ∈ C.
Proof. Let a¯ |= p. By Proposition 3.31, p is stationary if and only if tp(ai/C) is
stationary for all 1 ≤ i ≤ n. By Corollary 3.30, this is equivalent to a¯ ∈ C. 
3.5. Analogs of the Urysohn sphere in discrete logic. The most direct analog
of the Urysohn sphere in discrete logic is the rational Urysohn sphere, i.e. the
unique countable, universal and ultrahomogeneous metric space of diameter 1 with
rational distances. However, the theory of the rational Urysohn sphere, as a discrete
structure in a relational language, is not ℵ0-categorical. Moreover, saturated models
contain points of nonstandard distance (e.g. positive infinitesimals).
A more well-behaved discrete theory is that of the Urysohn space with distances
in {0, 1, 2, . . . , n}, for some fixed n > 0. In [4], Casanovas and Wagner call this
structure the free nth root of the complete graph, and denote its first order theory by
Tn. In this case, Tn is ℵ0-categorical and, more importantly, nonstandard distances
do not arise in saturated models. Therefore our methods in continuous logic can
be translated directly to first order logic to obtain the following results.
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(1) For n ≥ 3, Tn is TP2, SOPn and NSOPn+1.
(2) For complete types in Tn, forking and dividing are the same and have the
same combinatorial characterization as in Th(U).
In [4], Casanovas and Wagner show that Tn is non-simple and without the strict
order property. Therefore the first result above is a strengthening of their work.
4. Final Remarks and Questions
In [13], Tent and Ziegler define a stationary independence relation to be an ab-
stract ternary relation |⌣, on finite subsets of a countable structure, which satisfies
the axioms of invariance, monotonicity, transitivity, symmetry, full existence, and
stationarity. We refer the reader to [13] for the definitions of these properties.1 See
also [1] for extensions of these axioms to small subsets of a monster model.
Tent and Ziegler then define a specific stationary independence relation on
the countable rational Urysohn space, which generalizes directly to the complete
Urysohn sphere, and thus the monster model U. In particular, this stationary
independence relation is given by free amalgamation of metric spaces :
A |⌣C B ⇔ d(a, b) = dmax(a, b/C) for all a ∈ A, b ∈ B.
In [13], Tent and Ziegler use this relation to show that the automorphism group of
the Urysohn space is boundedly simple, and then in [12], use similar methods to
show that the automorphism group of the bounded Urysohn sphere is simple.
Given the appearance of dmax in our characterization of forking for the Urysohn
sphere, it is natural to wonder about the relationship between this stationarity
independence relation and nonforking. In fact, this leads to a much more general
line of questioning, beginning with the next result, which is proved using calculus
of ternary relations in the style of [1].
For the rest of this section, we let T be a (continuous or discrete) complete
theory, and M a monster model of T .
Theorem 4.1. Suppose |⌣ is a stationary independence relation on M. Then, for
all A,B,C ⊂M, A |⌣C B implies A |⌣
f
C
B and B |⌣
f
C
A.
Proof. Since |⌣ satisfies symmetry it suffices to show that |⌣ implies |⌣
f
. We
first show |⌣ satisfies extension (which is essentially the content of [1, Remark
1.2(3)]). Fix A,B,C,D such that A |⌣C B and BC ⊆ D. We want to find A
′ ≡C A
such that A′ |⌣C D. By full existence, there is A
′′ ≡C A such that A′′ |⌣C BC,
and so A′′ |⌣C B by monotonicity. By stationarity, we have A
′′B ≡C AB, and
so A |⌣C BC by invariance. Next, by full existence, there is A
′ ≡BC A such
that A′ |⌣BC D. By invariance, we also have A
′ |⌣C BC, and so A
′ |⌣C D by
transitivity.
Finally, since |⌣ satisfies extension, it suffices to show that |⌣ implies |⌣
d
. For
this, suppose A |⌣C B. Fix a C-indiscernible sequence (Bi)i<ω , with B0 = B. We
want to find A′ such that A′Bi ≡C AB for all i < ω. By full existence there
is A′ ≡C A such that A′ |⌣C
⋃
i<ω Bi. By monotonicity, we have A
′ |⌣C Bi for
all i < ω. Given i < ω, fix Ai such that AiBi ≡C AB. For any i < ω, we
1Tent and Ziegler refer to what we call full existence as “existence”. Following [1], we continue
to use existence for the axiom discussed in Example 3.27. Is it easy to see that any ternary relation
satisfying full existence and invariance also satisfies existence.
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have Ai ≡C A ≡C A′ and, by invariance, Ai |⌣C Bi. By stationarity, we have
A′Bi ≡C AiBi ≡C AB for all i < ω, as desired. 
In light of our results on the Urysohn sphere, we ask the following question.
Question 4.2. Suppose T has a stationary independence relation. Are forking and
dividing the same for complete types?
Continuing this line of investigation leads to an even more general question. In
particular, we previously noted that if |⌣
f
coincides with |⌣
d
, then |⌣
f
satisfies
existence. The reverse implication is an open question.
Question 4.3. Suppose |⌣
f
satisfies existence in T . Are forking and dividing the
same for complete types?
Note that if |⌣ is a stationary independence relation for T then existence for |⌣
implies existence for |⌣
f
by Theorem 4.1. Therefore a positive answer to Question
4.3 would imply a positive answer to Question 4.2.
This overall line of questioning is also motivated by a result of Chernikov and
Kaplan [5], which says that if T is a complete theory in classical logic, for which
nonforking satisfies existence, then, assuming T is also NTP2, we have a positive
answer to Question 4.3. In fact, Chernikov and Kaplan show the stronger conclusion
that forking and dividing coincide for formulas. In general, Question 4.3 is known
to have a negative answer if we replace “complete types” with “formulas”. In
particular, the theory of the generic triangle-free graph is a theory (with TP2) in
which forking and dividing are the same for complete types, but not for formulas
(see [6]). Moreover, free amalgamation of graphs is a stationary independence
relation for the theory of the generic triangle-free graph, and so Question 4.2 also
has a negative answer if asked at the level of formulas. Altogether, since we have
shown that the Urysohn sphere is TP2, this motivates our final question.
Question 4.4. Are forking and dividing the same for formulas in Th(U)?
Appendix A. Continuous Model Theory
Let T be a complete theory in continuous logic, and M a monster model of
T . Throughout this section, we adjust our conventions slightly, and let singletons
a, b, c, x, y, z, . . . denote (possibly infinite) tuples of parameters and variables.
A.1. The Ehrenfeucht-Mostowski type. In discrete model theory, the Ehrenfeucht-
Mostowski type is a powerful tool for constructing indiscernible sequences. Follow-
ing [11, Section 5], we define this notion for continuous logic.
Given a linear order I and some n < ω, let
[I]n = {(i1, . . . , in) ∈ I
n : i1 < . . . < in}.
Given ı¯ = (i1, . . . , in) ∈ [I]n and parameters ai1 , . . . , ain , let a¯ı¯ = (ai1 , . . . , ain).
Definition A.1. Let I be a linear order and fix a sequence I = (ai)i∈I in M. The
Ehrenfeucht-Mostowski type, or EM-type, of I is
EM(I/A) = {ϕ(x1, . . . , xn) = 0 : n < ω, ϕ(x¯) ∈ LA, ϕ(aı¯) = 0 for all ı¯ ∈ [I]
n}.
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We now prove that indiscernible realizations of EM-types can always be found.
In discrete logic, this fact is a classic application of Ramsey’s Theorem. We adapt
the classical proof (e.g [11, Lemma 5.1.3]) to show that this is true for continuous
logic as well.
Theorem A.2. Let I and J be infinite linear orders. Suppose (ai)i∈I is a sequence
in M and A ⊂ M. Then there is an A-indiscernible sequence (bj)j∈J in M such
that EM((ai)i∈I/A) ⊆ EM((bj)j∈J/A).
Proof. Define the following types, each in the variables (yj)j∈J and containing
parameters from A.
Γ1 := {|ϕ(y¯¯)− ϕ(y¯k¯)| ≤ ǫ : ϕ(x1, . . . , xn) ∈ LA, ¯, k¯ ∈ [J ]
n, ǫ > 0}.
Γ2 := {ϕ(y¯¯) = 0 : “ϕ(x1, . . . , xn) = 0” ∈ EM((ai)i∈I/A), ¯ ∈ [J ]
n}.
Let Γ = Γ1 ∪ Γ2, and suppose that the sequence (bj)j∈J realizes Γ. Then Γ1
ensures (bj)j∈J is A-indiscernible, and Γ2 ensures EM((ai)i∈I/A) ⊆ EM((bj)j∈J/A).
Therefore, it suffices to show that Γ is satisfiable.
Fix a finite subset Γ0 ⊆ Γ. Suppose
Γ0 ∩ Γ1 = {|ϕt(y¯¯t)− ϕt(y¯k¯t)| ≤ ǫt : 1 ≤ t ≤ m},
for some fixed m > 0. Let nt be the length of ¯t, and set N = max{n1 . . . , nt}. Fix
r > 0 such that 1
r
≤ ǫt for all 1 ≤ t ≤ m, and set Σ = {[
l
r
, l+1
r
] : 0 ≤ l < r}. Define
F : [I]N −→ Σm such that, given ı¯ ∈ [I]N and 1 ≤ t ≤ m,
ϕt(a¯ı¯) ∈ F (¯ı)(t).
By Ramsey’s Theorem, there is an infinite subset I∗ ⊆ I , and some σ ∈ Σm, such
that F (¯ı) = σ for all ı¯ ∈ [I∗]N .
Let J0 ⊆ J be finite such that if yj occurs in some condition of Γ0 then j ∈ J0.
Pick {ij : j ∈ J0} ⊆ I∗ such that, given j, k ∈ J0, j < k implies ij < ik. Given
j ∈ J0, let bj = aij . We show that (bj)j∈J0 realizes Γ0.
First, if ϕ(x1, . . . , xn) is an LA-formula and ¯ ∈ [J0]n, with “ϕ(y¯) = 0” ∈ Γ0∩Γ2,
then ı¯¯ ∈ [I∗]n and so ϕ(b¯¯) = 0 since “ϕ(x1, . . . , xn) = 0” ∈ EM((ai)i∈I/A).
Finally, fix 1 ≤ t ≤ m and let n = nt. Given ¯, k¯ ∈ [J0]
n, we have ı¯¯, ı¯k¯ ∈ [I∗]
n.
Since I∗ is infinite, we may find ı¯¯′ , ı¯k¯′ ∈ [I∗]
N such that ı¯¯ ⊆ ı¯¯′ and ı¯k¯ ⊆ ı¯k¯′ . Then
F (¯ı¯′)(t) = σ(t) = F (¯ık¯′ ),
and so, for some 0 ≤ l < r, we have ϕt(b¯¯), ϕt(b¯k¯) ∈ [
l
r
, l+1
r
]. Therefore, it follows
that |ϕt(b¯¯)− ϕt(b¯k¯)| ≤
1
r
≤ ǫt, as desired. 
A.2. Forking and Dividing. We work from the definitions of forking and dividing
given in Section 2. The goal of this section is to prove Theorem 2.7 and complete
the proof of Theorem 2.10. Given a finite partial type π(x), we use the notation
maxπ(x) to denote the formula max{ϕ(x) : “ϕ(x) = 0” ∈ π(x)}.
Lemma A.3. Fix C ⊂M and suppose π(x, b) is a type. If π(x, b) divides over C,
then there are formulas ϕ1(x, b), . . . , ϕm(x, b) such that “ϕt(x, b) = 0” ∈ π(x, b), for
all 1 ≤ t ≤ m, and max{ϕ1(x, b), . . . , ϕm(x, b)} divides over C.
Proof. Suppose π(x, b) |= “ϕ(x, b′) = 0” and ϕ(x, b′) divides over C, witnessed by
a sequence (b′i)i<ω, an integer k > 0, and some ǫ > 0. By compactness, there is a
finite subset π0(x, b) ⊆ π(x, b) such that π0(x, b) |= “ϕ(x, b′) ≤
ǫ
2”. Let θ(x, b) =
maxπ0(x, b). By compactness again, we may fix δ > 0 such that “θ(x, b) ≤ δ” |=
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“ϕ(x, b′) ≤ ǫ”. Given i < ω, let bi be such that bb′ ≡C bib′i. Then “θ(x, bi) ≤ δ” |=
“ϕ(x, b′i) ≤ ǫ”. It follows that {θ(x, bi) ≤ δ : i < ω} is k-unsatisfiable. Altogether
θ(x, bi) divides over C. 
We can now prove Theorem 2.7.
Proof of Theorem 2.7. Part (a): Fix a subset C ⊂ M and a partial type π(x, b).
Given a formula ϕ(x, y), an integer k > 0, and some ǫ > 0, let
ϕǫk(y1, . . . , yk) := sup
x
min
1≤j≤k
(ǫ
.− ϕ(x, yj)).
Suppose π(x, b) divides over C ⊂ M. Then, by Lemma A.3(a), there is a finite
subset π0(x, b) such that, if ϕ(x, b) = maxπ0(x, b), then ϕ(x, b) divides over C,
say witnessed by a sequence (bi)i<ω , an integer k > 0, and some ǫ > 0. Then
{ϕ(x, bi) ≤ ǫ : i < ω} is k-unsatisfiable, and so “ϕǫk(y¯) = 0” ∈ EM((bi)i<ω/C).
Note also, for any LC -formula ψ(y), if ψ(b) = 0 then “ψ(y1) = 0” ∈ EM((bi)i<ω/C).
By Theorem A.1, we may replace (bi)i<ω with a C-indiscernible sequence realizing
EM((bi)i<ω/C). By our observations, we still have bi ≡C b for all i < ω, and so,
after conjugating by an automorphism of M, we may assume b0 = b. Moreover,
since “ϕǫk(y¯) = 0” ∈ EM((bi)i<ω/C), it follows that {ϕ(x, bi) = 0 : i < ω} is
unsatisfiable, and so
⋃
i<ω π(x, bi) is unsatisfiable.
Conversely, suppose there is a C-indiscernible sequence (bi)i<ω , with b0 = b,
such that
⋃
i<ω π(x, bi) is unsatisfiable. By compactness, there is a finite sub-
set π0(x, b) ⊆ π(x, b), indices i1 < . . . < ik, and some ǫ > 0 such that, if
ϕ(x, b) = maxπ0(x, b) then {ϕ(x, bi1) ≤ ǫ, . . . , ϕ(x, bik ) ≤ ǫ} is unsatisfiable. Then
ϕǫk(bi1 , . . . , bik) = 0, and so ϕ
ǫ
k(bj1 , . . . , bjk) = 0 for all j1 < . . . < jk < ω by in-
discernibility. It follows that {ϕ(x, bi) ≤
ǫ
2 : i < ω} is k-unsatisfiable. Altogether,
ϕ(x, b) divides over C and π(x, b) |= “ϕ(x, b) = 0”, as desired.
Part (b): Fix a subset C ⊂ M and a partial type π(x, b). The forward direction
follows exactly as in discrete logic, so we prove the converse. Suppose there is some
D ⊇ Cb such that any extension of π(x, b) to a complete type over D divides over
C. Let Σ be the collection of LD-formulas θ(x), which divide over C. For each
θ ∈ Σ, we use Lemma 2.6 to fix ǫθ > 0 such that θ(x)
.− ǫθ divides over C. Define
p0(x) = π(x, b) ∪ {θ(x) ≥ ǫθ : θ ∈ Σ}, and suppose, towards a contradiction, that
p0(x) is satisfiable. Then we can extend p(x) to a complete type p(x) over D, which
divides over C by assumption. By Lemma A.3, there is some LD-formula θ(x) such
that “θ(x) = 0” ∈ p(x) and θ(x) divides over C. But then “θ(x) ≥ ǫθ” ∈ p0(x),
which is a contradiction. Therefore p0(x) is inconsistent. By compactness, there
are θ1, . . . , θm ∈ Σ such that, if ψt(x) := θt(x)
.− ǫθt , then
π(x, b) |= “min{ψ1(x), . . . , ψm(x)} = 0” 
Our final goal is to complete the proof of Theorem 2.10, which can now be done
exactly as in the discrete case. Recall that a ternary relation |⌣ satisfies extension
if for all A,B,C,D ⊂ M, if A |⌣C B and BC ⊆ D, then there is some A
′ ≡BC A
such that A′ |⌣C D.
Exercise A.4.
(a) Using the characterization of forking given by Theorem 2.7(b), follow the proof
of [1, Lemma 3.1] to show |⌣
f
satisfies extension in any continuous theory.
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(b) Alternatively, use the original “syntactic” definition of forking to prove the
following continuous analog of a classical exercise: if C ⊂ M and M ⊇ C is
χ(C)+-saturated, then forking and dividing over C coincide for complete types
over M . Then use Theorem 2.7(b) to conclude that |⌣
f
satisfies extension.
(c) Use the fact that |⌣
f
satisfies extension to complete the proof of Theorem 2.10.
In particular, prove that |⌣
d
coincides with |⌣
f
if and only if |⌣
d
satisfies
extension.
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