Abstract. Let x, y {0, 1}n. Persons A and B are given x and y respectively. They communicate in order that both find the Hamming Distance d(x,y). Three communication models, viz, deterministic, e-error and e-randomized, are considered. Let C (d 7-/), Ce (d ) and De (d ) be the respective minimum number of bits that must be communicated under the three models. It is shown that n+log (n+ 1-v)<_-C(dI) <-n+ [log (n+ 1)].
1. Introduction. Let , 0 and be three finite sets and f" x -> .P erson A is given x and person B is given y . They communicate according to an agreed-upon protocol, with the objective of computing f(x, y). We consider three communication models which differ in the types of protocols employed and the level of correctness of the computation.
(i) Deterministic model" When A (or B) transmits, his message is a function of x (or y) and all the previous messages. When the communication terminates, both A and B are required to know the correct value of f(x, y), for all (x, y) e x .C (f) is the minimum (over all deterministic protocols that satisfy the error-free requirement) number of bits communicated under the worst case input.
(ii) e-error model" The e-error model is deterministic in the sense of (i). However, when it terminates, both A and B are allowed to arrive at an incorrect value of f(x, y), for as many as e. IIll ll (arbitrary) pairs (x, y) x .T he e-error communication complexity of f, C(f), is then similarly defined as C(f), where the minimization is over all deterministic protocols satisfying the e-error requirement. With a uniform density on x , the average case e-error complexity C (f) can also be defined.
(iii) e-randomized model: When A (or B) transmits, he chooses randomly from a set of messages. The messages in this set and the probability density on it are specified by x (or y) and the messages already transmitted. The error requirement is the following: averaged over all the possible sequences of messages sent during the communication, for all inputs (x, y) x , the probability that the end result is different from f(x, y) is no more than a constant 0-< e <_-1. With a uniform density on x , let Dp(f) be the average (over all random outcomes) number of bits communicated in protocol P averaged over all inputs. The e-randomized communication complexity of f, DE(f), is then defined as the minimum of Op(f), over all protocols that satisfy the e-error condition.
In this paper, we examine the communication complexity of the Hamming distance function according to the three models. The Hamming distance between x, y {0, 1} is defined as d (x, y) l(x, y,), A decomposition tree (d-tree) for x is a binary tree whose nodes are product sets x od. Each internal node is the disjoint union of its children. The root of the tree is x and the leaves-are m-rect's of f. It is clear that since the tree is binary each node is either row-or column-partitioned by its children. Given a d-tree for f, we label the children of each node "0" and "1" and associate with it a protocol P as follows" At each step of the communication A and B consider one node in the tree (the first node being the root). If the node is column-partitioned by its children, A transmits the label of the child whose row-projection contains x. If the node is row-partitioned, B transmits the label of the node whose column-projection contains y. Next, A and B move to the node whose label was transmitted and repeat the process. The communication terminates when they arrive at a leaf and obtain the value of f(x, y).
An easy induction (on the number of bits communicated) shows that at each step: (i) A and B consider the same node of the tree.
(ii) This node contains (x, y).
(iii) If the node is internal then exactly one of its children contains (x, y). An example of a d-tree for a function is shown in Fig. 2 .1. Suppose in the d-tree for protocol P, the length of the (unique) path joining the root and the leaf containing 
Proof. The theorem follows from two properties of the d-tree corresponding to the protocol P:
(i) All the leaves of the d-tree are m-rect's (otherwise the result of the communication is not always correct).
(ii) The product set corresponding to the node of the d-tree is either row-or column-partitioned at each step of the protocol.
All logarithms in this paper, unless otherwise specified, are of base 2. 
In Lemma 2.2, we establish the fact M(n, <3)= M(n, n-<3) by showing that for every m-rect S:, there exists an m-rect E S_ with equal size. This reduces the task of upper bounding M(n, <3) to the range 0= < <3 =< [n/2J. We then prove in Theorem 2.4 the crucial result that for n =2, 3, 4...; <3 =0, 1,..., [n/2J, M(n, <3) <-max 4, M n 2, <3 -1) <3(n-<3 As corollaries to Theorem 2.4, we show that
It is clear that for all n and <3 < n/2-x/-/4, for n >_-4 and tn/2-x/-] <= 6 <-[n/2J. LEMMA 2.2. M(n, 6) M(n, n 6) for 6 O, 1,. ., n.
Proof Since for any x and y {0, 1}",
,(x, ) n the following are equivalent: The last corollary, being a special case of Theorem 2.4, was previously derived using a less general argument and reported in [AEP] .
3. The e-error model.
3.1. Definitions and general lower bound. In the e-error model, there is still a one-to-one correspondence between a protocol and a binary tree, which we call an e-tree. An e-tree is nearly identical to a d-tree defined in 2.1, except that since errors are allowed by an e-error protocol, the leaves of an e-tree are no longer necessarily m-rect's. Each leaf is now a product set A B c__ Y such that most of its elements yield the same function value. The following definitions parallel those in 2.1. With these definitions, it is straightforward to pinpoint the differences between a d-tree and an e-tree. In contrast to a d-tree which has m-rect's as its leaves, the leaves of an e-tree are q-rect's. In addition, suppose there are k leaves in the tree, where the jth leaf has weight (i.e. the number of elements in it) % and has error % then the following condition (which we shall refer to as the "e-error requirement") must be satisfied:
Let P be a protocol satisfying the e-error requirement and Ce(x, y) be the depth of the leaf in the e-tree representation of P to which (x,y) belongs. The e-error communication complexity of f is defined as C(f) a= min max Ce(x, y). 
I111" I111
The following lemma provides a lower bound for C(f) in terms of M(f). The left-hand side of the above equation is the average size of k' q-rect's. There must exist one q-rect Si whose size is at least as large as the average, i.e.
IIs, II->-(llll. [[)/(2k')
Since s, II--< M2(T) and k'= < k, we have
which gives the second inequality. There is a similar result for the average case complexity.
LEMMA 3.2. C(f)=> (log IIll /log IIll-log M2(f)-1)/2.
Proof. Let P be the protocol achieving C(f). Consider the e-tree representation of P. As there is no ambiguity, we also call this e-tree P. Consider those leaves of this tree with no more than 2e error. and the parity of fT(x,y) is denoted by fTp(x,y). We first relate C(d), C(f';) and c(fT,,).
Proof. The second inequality is easily proved by noting that knowing the inner product, the parity of the inner product can always be computed. However when an erroneous value of fT(x, y) is used to compute fip(X, y), the latter is not necessarily in error. Hence in order to compute fip(X, y), with error no more than s, one can always first compute fT(x, y) with the same designated error. (iii) wt (y)= t1,1 + to,1.
(iv) fT(x, y)= t,l. It is easy to see that (wt (x) + wt (y) d 7-/(x, y)) 2fT(x, y).
Hence knowing the weights of both x and y, there is a one-to-one correspondence between the Hamming distance and the inner product. Since the weight of one sequence can be communicated to the other person in [log (n+ 1)] bits, we have the first inequality.
Clearly, the argument also holds for the average case complexities. Thus
Finally, restricting Lemma 3.3 to the case e 0, we have the following relationship among the deterministic communication complexities of the three functions. We prove the facts by induction. The case n I is easily settled by inspection.
Suppose that the claim is true for n, using A(n + I) (Fig. 3.1) , we shall show that it also holds for n + I. (i) r; aa, i.e. the concatenation of two copies of a, which is a row in A(n); and rj =a" The Hamming distance between the first half sequences is dH(a, a)=0 and that of the second half is dn(a, )= 2".
(ii) ri =aa, and rj =bb, where a and b are rows in A(n): The Hamming distance between the first half sequences is dH(a, b)--2 "-1 and that of the second half is all(a, ) 2 "-1
In either case, the total Hamming distance is 2". l For convenience of notation, denote 2" by N. We are ready to prove that M (f'p) <= (1 + ce) N for 0-< e -<--. First consider q-rect's giving function value 0. Suppose there exists such a q-rect P A x B of size (L+ 1)x M, such that (L+ 1)M > (1 + ce). N. Construct the product set Q A'x B, of size L x M from P by the following procedure" If there is a row of all zeros in P, remove it, otherwise remove an arbitrary row. Consider R A'x {0, 1}" (i.e. the rows of the function table of which Q is a part). We define ai, 1,. ., N as the proportion of ones in the ith column of R. From Fact 1,
From the restriction on the amount of impurities in Q (which is the first M columns of R),
Combining with (3. Separating the sum into two parts,
Substituting the right-hand inequality of (3.2) and dividing both sides by N-M,
Substituting the left-hand inequality of (3.3),
It is easy to see that
Applying this to the left-hand inequality of (3.3), and invoking the fact that e <= , we show in Appendix 3 that there exists a constant c= c(e) such that (3.7) is a contradiction. Hence (L+ 1)=<(1 +ce)N as claimed.
To prove that the size of the largest q-rect for function value also satisfies the same upper bound, note that Facts 1 and 2 still hold if we replace them by the corresponding statement after taking componentwise complements. This completes the proof of the lemma, fq Applying Lemmas 3.1 and 3.3 to this result, the main theorem follows readily. THEOREM 3.1. For 0 < e <-, Proof For 0_-< e < , the theorem follows readily from Theorem 3.1 and Lemma 4.1. For _-< e <1/2, given a randomized protocol with complexity D(f) and error probability e 1/2-6, we can construct one with error probability less than 4 as follows"
Given the pair of values (x, y), repeat the protocol 2m 1 times, such that m(1-462) < 4, and take the majority of the outcome as f(x, y). It is easy to show that the resulting error probability is no more than 5. Concluding comments. The upper and lower bounds for C(d) can be compared by examining [log (n + 1-x/if) and [log (n + 1)]. One finds that for all n, the two terms never differ by more than 1. (Actually, except for those n which satisfy n+ 1 > 2" and n+ 1-x/-ff-<2 for some integer m, they are identical.) Hence, our bounds are tight to within one bit. This difference is probably due to a combination of the facts that we are only considering m-rect's of maximal size for each 8, and that the optimal m (f) -partition is simply not achievable. It does not seem likely that there exists an algorithm whose complexity is lower than the obvious upper bound.
In Corollary 2.1, we showed that M(n, 6)=() for 8< In/2-nv/-/4] and 8> In/2+ nx/-n-/4]. We also showed in Corollary 2.3 that M(n, In/2]) M(n, In/2]) =2". However, it is not known whether the M(n, 8) upper bounds for n/2-x/-/4<= 8<-_ n 2 + x/-h--/4 are achievable. We believe that they are not. The interesting question then is whether one can prove tighter upper bounds for them. To prove the other side, just note that the equation n(n-1) x(n-x) has positive root x= n/2-x/-/4. Hence, for 6 < [n/2-x/-n-], max (4, a(n- Proof First note that for n->_4, the following holds for all 0-<_8-< In/2]" Proof We first show that M(n, [n/2J) =2". By Lemma 2.2, this also establishes M(n, In/2])= 2". The crucial observation is that for 8= [n/2J, n(n-1)/8(n-8)<=4. Hence M(n, [n/2J)/M(n-2, [n/2J -1)_-<4. Moreover, this relation is still true if we replace n by n-2j and 8 by 8-j, for j <_-8. For even n, apply Theorem 2.4 recursively n/2-1 times and since M(2,1)=2, we obtain M(n,n/2)<=2". For odd n, apply Theorem 2.4 recursively (n + 1)/2 times and since M(1, 0) 1, we obtain M(n, [n/2J) _-< 2". On the other hand, for even n, define A& {01, 10} n/2 and B-a--{00, 11} n/2. Clearly A x B S/2 and Ila BII 2". For odd n, define C =a a x {0} and C & B x {0} and C x De S,/j. Therefore M(n, [n/2J)->2". A(1-8e) > N which is equivalent to A > (1 + ce)N for a constant c-c(e). Note that the condition e < is certainly required for the above to hold. V1
