A new data fitting method for stretched Gaussian noise: stretched least
  square method by Xu, Wei et al.
A new data fitting method for stretched Gaussian noise: stretched 
least square method 
Wei Xu1,2, Yingjie Liang1*, Wen Chen1,* 
1Institute of Soft Matter Mechanics, College of Mechanics and Materials, Hohai 
University, Nanjing, Jiangsu 211100, China 
2Department of Earth, Atmospheric, and Planetary Sciences, Purdue University, West 
Lafayette, Indiana 47907, USA 
 
 
Corresponding author: Yingjie Liang, Email: liangyj@hhu.edu.cn 
                    Wen Chen, Email: chenwen@hhu.edu.cn 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abstract: Stretched Gaussian distribution is the fundamental solution of the 
Hausdorff derivative diffusion equation and its corresponding stretched Gaussian 
noise is a widely encountered non-Gaussian noise in science and engineering. The 
least square method is a standard regression approach to fit Gaussian noisy data, but 
has distinct limits for non-Gaussian noise. Based on the Hausdorff calculus, this study 
develops a stretched least square method to fit stretched Gaussian noise by using the 
Hausdorff fractal distance as the horizontal coordinate. To better compare with the 
least square method, different high levels of stretched Gaussian noise are added to real 
values. Numerical experiments show the stretched least square method is more 
accurate specific in fitting stretched Gaussian noise than the least square method. 
Keywords: Least square method; Hausdorff derivative; Hausdorff fractal distance; 
stretched Gaussian noise; stretched least square method 
 
1. Introduction 
In recent decades, fitting noisy data especially non-Gaussian noise has attracted 
growing attention [1,2]. Stretched Gaussian noise is a kind of typical non-Gaussian 
noise, which has widely been encountered in system identification, data simulation, 
and integrated circuit testing [3-5], just to mention a few. Parameters estimation is the 
most common statistical inference problem that always arises in physics and practical 
engineering [6], and the estimation method used to obtain the parameters should 
obviously depend on the specific problem encountered in application. The least square 
method, the most frequently used in data fitting and estimation, is a standard 
 
 
regression approach [7]. And under certain conditions the least square method will be 
the optimum method if the data errors obey the Gaussian distribution [8]. However, 
the least square method cannot get the best fitting results and may be biased or grossly 
inaccurate when non-Gaussian noise becomes larger [9]. Thus, this study presents a 
stretched least square method (Stretched-LSM) to fit the stretched Gaussian noise 
data. 
Many fitting correction methods have been proposed to process the non-Gaussian 
noise, such as pseudo linear methods [10], Filter [11], and Fourier transform [12]. 
However most of the existing methods have low stability and large fitting error. 
Among them the wavelet threshold shrinkage [13] and the wavelet proportional 
shrinkage [14] are the most widely used wavelet methods, which have gained a repaid 
development. But the selection of threshold and proportion is not an easy task. 
Although many existing methods can deal with non-Gaussian noise, there are very 
few fitting methods for the stretched Gaussian noisy data. It is found that the stretched 
Gaussian noise obeys the stretched Gaussian distribution which can supply a gap of 
Gaussian distribution that inaccurately and ineffectively describes some statistical 
phenomena [15]. At present, stretched Gaussian distribution has been widely adopted 
to anomalous diffusion, turbulence, image processing, digital watermarking, synthetic 
aperture radar and ultrasonic image [16-19]. Especially, when describe the anomalous 
diffusion process in fractal structural porous media, the superiorities of this statistical 
method can best embody [20, 21]. In fact, the stretched Gaussian distribution is the 
fundamental solution of the Hausdorff derivative diffusion equation. The Hausdorff 
 
 
derivative underlies to the Hausdorff fractal distance, which can be considered a scale 
transform of Euclidean distance [22]. 
In this paper, we employ the Hausdorff fractal distance to the horizontal 
coordinate and develop a Stretched-LSM to effectively fit the stretched Gaussian 
noisy data. The Stretched-LSM improves the least square method. It should be pointed 
out that some variations of the least square method transform the ordinates or 
cumulative errors into different forms [23]. While the main feature of the 
Stretched-LSM is to use the Hausdorff fractal distance as the horizontal coordinate. 
As we know, the observed data are often contaminated by various noises [24]. To 
examine the Stretched-LSM, the stretched Gaussian random numbers are generated as 
the noise, and then the noises are added to the exact values of the selected functions. 
The two selected functions are polynomial and trigonometric functions, which are 
used as the longitudinal coordinates of the observed values in experiment. Based on 
the scaling transform, the horizontal coordinate can be changed by varying the 
Hausdorff fractal dimensions. Then the observed values are respectively fitted by 
using the least square method and the Stretched-LSM, respectively. In order to check 
the fitting stability and accuracy, the maximum absolute and the mean square errors 
are calculated to compare the results of the Stretched-LSM fitting curves and the least 
square method fitting curves to those of the primitive functions.  
The rest of the paper is organized as follows. Section 2 proposes the Hausdorff 
derivative methodologies to fit the stretched Gaussian noise data, and followed by 
several case studies in Section 3. The results are then discussed in Section 4. Finally, a 
 
 
brief summary is concluded upon the foregoing results and discussion. 
 
2. Methodologies 
2.1 Hausdorff derivative and stretched Gaussian distribution  
Supposing that a particle moves uniformly along a curve in terms of fractal time, 
the movement distance l  can be defined as [22]:  
    0l v t

   , (1) 
where v  represents the uniform velocity,   the current time instance, 0t  the 
initial instance,   the fractal dimensionality in time. For the variable speed motion, 
the Hausdorff integral distance is calculated by: 
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Then the Hausdorff derivative in time is given by: 
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Let the initial instance 
0 0t  , Eq. (3) is reduced to the basic concept of Hausdorff 
derivative [15]: 
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Similarly the Hausdorff derivative in space with the initial instance 
0 0x   is 
stated as: 
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According to Eq. (4) and Eq. (5), the Hausdorff diffusion equation is proposed to 
characterize anomalous diffusion [15]: 
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Here 0 1, 0 1,      D represents diffusion coefficient. And the solution of 
Eq. (6) has the form of stretched Gaussian distribution, whose probability density 
function is given by: 
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when 1   and 1  , it reduces to the standard Gaussian distribution.  
In fact, Eq. (6) can be deemed to a scale transform of the normal diffusion 
equation, by using the Hausdorff space-time distance, i.e., the fractal metric 
space-time: 
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The method [25] to generate the stretched Gaussian distribution random numbers 
is mature. After normalization, they can be used as stretched Gaussian noise. In this 
study, we use the acceptance rejection method [26]. 
2.2 The stretched least square method (Stretched-LSM) 
The problem of detecting constant signals in additive noise is described by the 
following hypothesis tests: 
 : mf R R ,  (9) 
    = %, 1,2,...,i i i iy f x noise i n      ,  (10) 
where n  is the number of observations, iy R  the response variable, 
m
ix R  
the explanatory variable,  means the noise that satisfies stretched Gaussian 
distribution and   is the noise percentage. In this study, we consider the 
 
 
case 200n  , then the observed values are 
1 2 200, ,...,y y y . According to the Hausdorff 
space-time distance in Eq. (8), the procedure is to:  
(1) Resetting the horizontal: xx x x  , 1   is the fractal dimension. 
(2) Calculating the transition function equation  TF x : using the least square method 
fitted the experimental value:  ,i ixx y . 
(3) Establishing the regression equation  F x : fitting transition point  ,i Tix F   
through the least square method. 
  
3. Several study cases and its results 
To check the Stretched-LSM, various noise data are polluted to fit polynomial and 
trigonometric equations by adding different levels of stretched Gaussian noise to the 
exact values, finally the maximum absolute error and the mean square error are 
calculated for different cases and compared with the least square method. For 
convenience and clarification, some evaluation indicators are defined: 
Error1: means Maximum absolute error:    max i iF x f x . 
Error2: mean square error:     
0.5
2
1
/
n
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i
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
 
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 
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LSM: fitting results using the least square method.  
Stretched-LSM: fitting results using the stretched least square method. 
3.1 Fitting polynomial curves by the stretched least square method  
A polynomial is constructed by means of addition, multiplication and 
exponentiation to a non-negative power, which is often used in engineering inspection 
and geological survey [27]. It can be written as the following form with a single 
 
 
variable x, 
    1 21 2 1 0... , 0
n n
n n nf x a x a x a x a x a a

       , (11) 
where
0 1 1, , ..., ,n na a a a are constants. Then we construct the following model： 
 2 2f x x   ,  (12) 
and the corresponding regression function, 
  2 , 0F ax bx c a    . (13) 
The fitting curves with different levels of noise and fractal dimension are depicted 
in Figs. 1-2 in the polynomial function cases with two different fractal dimension 
0.4, 0.8  . And Tables 1-4 give the corresponding estimated parameters and fitting 
errors. As shown in Figs. 1-2, the blue line fitting curves are closer than the red line 
fitting curves to the primitive functions with black line, which illustrates that the 
Stretched-LSM is superior to the least square method when the noise is larger in 
fitting noise data. 
To well serve the method, in the polynomial cases, noise levels are set to 30% and 
50%, and the fractal dimensions are 0.4 and 0.8. Tables 1-4 illustrate the coefficients 
for three different values and fitting errors. By applying the two methods to the 
stretched Gaussian noise data measured, it can be noticed that the maximum absolute 
and the mean square errors of Stretched-LSM are smaller than those of the least 
square method, with the relationship expressed as:  
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By using the Stretched-LSM, the range of fitting maximum absolute error is 
(0.0028, 0.0194), the minimum of mean absolute error is 0.0021, and 0.075 is the 
 
 
largest. Meanwhile there is a regular, the bigger the noise, the worse the fitting. But 
for the least square method, maximum absolute error scope is (0.0089, 0.0309), the 
minimum of mean absolute error is 0.0051, and 0.0118 is the biggest. In the 
experiments, there are some special cases that the mean square errors of the two 
fitting methods are same, but the absolute error of the least square method is large, 
and that of Stretched-LSM is relatively small. 
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(a)                                        (b) 
Fig. 1. Polynomial model fitting to the two cases 30  : (a) 0.4  ; (b) 0.8.   
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(c)                                      (d) 
Fig. 2. Polynomial model fitting to the two cases 50  : (c) 0.4  ; (d) 0.8.   
 
 
Table 1. The estimated results for 0.4  and 30   in the polynomial case. 
Title 1 a b c Error1 Error2 
f 1 1 2 0 0 
LSM 1.0625 0.9385 2.0079 0.0089 0.0051 
Stretched-LSM 0.5497 -0.1176 2.0275 0.0028 0.0021 
      
Table 2. The estimated results for 0.8  and 30   in the polynomial case. 
Title 2 a b c Error1 Error2 
f 1 1 2 0 0 
LSM 1.0770 0.9109 2.0194 0.0194 0.0068 
Stretched-LSM 0.3388 0.3148 2.0165 0.0162 0.0056 
 
Table 3. The estimated results for 0.4  and 50   in the polynomial case. 
Title 3 a b c Error1 Error2 
f 1 1 2 0 0 
LSM 0.8734 1.1497 1.9691 0.0309 0.0118 
Stretched-LSM 0.5432 -0.0921 2.0112 0.0128 0.0065 
 
Table 4. The estimated results for 0.8  and 50   in the polynomial case.   
Title 4 a b c Error1 Error2 
f 1 1 2 0 0 
LSM 0.6098 1.2172 1.9726 0.0274 0.0099 
Stretched-LSM 0.2706 0.4230 1.9746 0.0194 0.0075 
 
3.2 Fitting Trigonometric function by the stretched least square method  
Trigonometric function is widely applied to signal transmission, detection and 
estimation [28]. In recent years, trigonometric function as a new blind signal 
separation algorithm is proposed to get rid of the influence of surrounding noise [29]. 
In this part, we select a simple function: 
    sinf x x ,  (15) 
 
 
The hypothetical regression equation is:  
    sin , 0F a bx c d a    .  (16) 
The same as polynomial fitting, in the trigonometric function case, noise levels are 
set to 30% and 50%, and the fractal dimensions are 0.4 and 0.8. Figs. 3-6 illustrate 
that the fitting curves with different levels of noise and fractal dimension. It shows 
that the blue line fitting curves are closer than the red line fitting curves to the 
primitive functions with pink line. 
Tables 5-8 give the corresponding estimated parameters for four different values 
and fitting errors. Compared with the errors, by using the Stretched-LSM the range of 
fitting maximum absolute error is (0.0211, 0.0377), and the minimum of mean 
absolute error is 0.0066, and 0.0126 is the biggest. But for the least square method, 
maximum absolute error scope is (0.0411, 0.0633), the minimum of mean absolute 
error is 0.0159, and 0.0187 is the biggest.  
By applying the two methods to the stretched Gaussian noise data measured, the 
maximum absolute and the mean square errors of the Stretched-LSM are smaller than 
those of the least square method, the relationship is also subordinated to Eq. (14). And 
from Figs. 1 to 6, it can be summarized, that the Stretched-LSM fitting curves are 
closer to the primitive functions than the least square method fitting curves. Thus, for 
different fractal dimensions, noise levels and different equation types, the 
Stretched-LSM is more accurate when it is applied to the stretched Gaussian noise 
data fitting compared with the least square method, especially the noise level is larger. 
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Fig. 3. Trigonometric function model fitting to the two cases 30  , 0.4  . 
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Fig. 4. Trigonometric function model fitting to the two cases 30  , 0.8.    
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Fig. 5. Trigonometric function model fitting to the two cases 50  , 0.4  .  
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Fig. 6. Trigonometric function model fitting to the two cases 50  , 0.8.   
 
 
Table 5. The estimated results for 0.4  and 30   in the trigonometric function case. 
Title 5 a b c d Error1 Error2 
f 1 1 0 0 0 0 
LSM 18.4621 0.2182 1.2313 -17.4714 0.0633 0.0187 
Stretched-LSM 1.2292 0.8941 0.1708 -0.2297 0.0211 0.0066 
 
Table 6. The estimated results for 0.8  and 30   in the trigonometric function case. 
Title 6 a b c d Error1 Error2 
f 1 1 0 0 0 0 
LSM 2.2898 0.6344 0.5855 -1.3009 0.0510 0.0161 
Stretched-LSM 1.4188 0.8227 0.2907 -0.4265 0.0377 0.0126 
 
Table 7. The estimated results for 0.4  and 50   in the trigonometric function case. 
Title 7 a b c d Error1 Error2 
f 1 1 0 0 0 0 
LSM 3.9744 0.4745 0.8331 -2.9825 0.0480 0.0159 
Stretched-LSM 0.7701 1.1773 -0.2781 0.2368 0.0253 0.0068 
 
Table 8. The estimated results for 0.8  and 50   in the trigonometric function case.  
Title 8 a b c d Error1 Error2 
f 1 1 0 0 0 0 
LSM 2.6108 0.5915 0.6521 -1.6119 0.0411 0.0161 
Stretched-LSM 1.4618 0.8072 0.3125 -0.4603 0.0221 0.0107 
 
4. Discussion  
The main ideas of this study are to change the horizontal coordinate using 
Hausdorff fractal space distance, then to obtain the transition equation and transition 
points by using the least square method, finally to get the fitting result based on the 
least square method. In particular, we generate random numbers with good 
randomness and obeying stretched Gaussian distribution instead of noise. From the 
 
 
above content, the cases with two parameters were detected: the noise percentage   
and the stretched exponent  . For the number of observations n , there is no effect 
on the fitting results at the tests. This indicates that the number of noise and the fitting 
results are not correlated. Meanwhile, the stretched Gaussian noise is closely related 
to the fractal derivative which was defined on non-Euclidean fractal metrics by using 
a time-space scaling transform [30]. Fractal theory has been applied in many aspects 
at present [31-33], this paper employs it on noise processing not only provides reliable 
theory bases and technology preparation for the application but also enriches its 
studying and applying field.  
Because of the objective reasons such as environment, time and climate, the 
original data collected in many industrial situations are mixed with a large number of 
noise data [34]. In this paper, the test data are processed by curve fitting based on 
polynomial function and trigonometric function with periodicity which are 
fundamental models for several biomedical applications. To increase the confidence 
of the stretched least square method, we randomly selected 100 sets noise data for 
each test under identical conditions. The results from fitting error calculated that about 
70% results are consistent with Eq. (14) and 30% of the remaining data displays the 
least square method fits well. In the real environmental engineering, noises are 
generated by random vibration, even if in the same distribution the random numbers 
are different, some are peak value, and some are empennage. There are number of 
deviations but all of them are reasonable in the tests.  
In order to reduce noise and judge the data accurately, many methods and 
 
 
techniques have been proposed [12, 15, 35]. At present, curve fitting technology [35] 
has an increasing trend and has great practical significance to obtain an approximate 
function expression between the measured physical points and the measured physical 
quantities. Moreover, different methods were applied in different occasions according 
to their own characters. The proposed method in this paper has important theoretical 
significance for the signal processing in complex and fractal systems. It should be 
pointed out that in this study the proposed method is only from the view of probability 
statistics without rigorous mathematical proof. For more complicated systems, it is 
necessary to prove the method mathematically which will be the focus of our future 
work. On the other hand, the precondition of using this method is to estimate the 
parameters of the noise, which is also a hot issue in non-Gaussian noise study. 
 
5. Conclusion  
In this study, the stretched least square method, a new fitting method, is proposed 
by changing the horizontal coordinate with Hausdorff fractal space distance. The 
method is tested by adding different high levels of stretched Gaussian noise to real 
values of the polynomial and exponential equations. The maximum absolute and the 
mean square errors of the stretched least square method and the least square method 
are calculated for the different cases. Based on the foregoing results and discussion, 
the following conclusions are drawn: 
(1) The fitting results with the stretched least square method are more accurate than 
the least square method when stretched Gaussian noise level is large. 
 
 
(2) The stretched least square method is an alternative mathematical method to fit the 
stretched Gaussian noise data. 
(3) The stretched least square method has clear physical mechanism in the context of 
Hausdorff metrics. 
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