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Abstract. Let A be a self-adjoint operator acting on a Hilbert space. The notion
of second order spectrum of A relative to a given finite-dimensional subspace L has
been studied recently in connection with the phenomenon of spectral pollution in
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by various numerical experiments on the computation of inclusions for eigenvalues
of benchmark differential operators via finite element bases.
Keywords: second order spectrum, convergence to the spectrum, spectral pollu-
tion, projection methods, Galerkin method.
2000 Mathematics Subject Classification: 65N12, 37L65.
Contents
1. Introduction 2
1.1. Notation 3
1.2. Toy models of spectral pollution in the Galerkin method 4
2. The second order spectra of a self-adjoint operator 4
2.1. Algebraic and geometric multiplicity 5
2.2. The approximate spectral distance 6
2.3. The spectrum and the second order spectra 6
2.4. Mapping of second order spectra 8
3. Accumulation of the second order spectrum and multiplicity 9
3.1. Neighbourhoods of the discrete spectrum 9
3.2. Main result 13
4. Numerical applications 15
4.1. On multiplicity and approximation 15
4.2. Optimality of convergence to eigenvalues 16
4.3. Improved accuracy 18
5. Accumulation points outside the real line 19
6. Acknowledgements 21
References 22
Date: May 2010.
1
ar
X
iv
:1
00
5.
07
74
v1
  [
ma
th.
SP
]  
5 M
ay
 20
10
2 LYONELL BOULTON AND MICHAEL STRAUSS
1. Introduction
Let A be a self-adjoint operator acting on an infinite dimensional Hilbert space H and
let λ be an isolated eigenvalue of A. For I ⊂ R let
1I(A) =
∫
I
dEµ
where Eµ is the spectral measure associated to A. The numerical estimation of λ whenever
(1) Tr1(−∞,λ)(A) = Tr 1(λ,∞)(A) =∞,
constitutes a serious challenge in computational spectral theory. Indeed, it is well es-
tablished that classical approaches, such as the Galerkin method, suffer from variational
collapse under no further restrictions on the approximating space and therefore might lead
to spectral pollution [3, 4, 5, 13, 17, 25, 23, 24].
The notion of second order relative spectrum, originated from [14] (see Definition 1
below), and has recently allowed the formulation of a general pollution-free strategy for
eigenvalue computation. This was proposed in [26, 21] and subsequently examined in
[6, 7, 11, 28]. Numerical implementations of the general principle very much preserve the
spirit of the Galerkin method and have presently been tested on applications from Stokes
systems [21], solid state physics [10], magnetohydrodynamics [28] and relativistic quantum
mechanics [8].
In this paper we examine further the potential role of this pollution-free technique for
robust computation of spectral inclusions. Our goal is two-folded. On the one hand,
we establish various abstract properties of limit sets of second order relative spectra.
On the other hand, we report on the outcomes of various numerical experiments. Both
our theoretical and practical findings indicate that second order spectra provide reliable
information about the multiplicity of any isolated eigenvalue of A.
Section 2 is devoted to reformulating some of the concepts from [26, 21, 6, 7, 11]
allowing a more general setting. In this framework, we consider the natural notion of
algebraic and geometric multiplicity of second order spectral points (Definition 2) and
establish a “second order” spectral mapping theorem (Lemma 3).
In Section 3 we pursue a detailed analysis of accumulation points of the second order
relative spectra on the real line. Our main contribution (Theorem 7) is a significant im-
provement upon similar results previously found in [6, 7]. It allows calculation of rigourous
convergence rates when the test subspaces are generated by a non-orthogonal basis. Con-
crete applications include the important case of a finite element basis which was not
covered by [7, Theorem 2.1]. Our present approach relies upon an homotopy argument
which yields a precise control on the multiplicity of the second order spectral points. The
argument is reminiscent of the method of proof of Goerisch Theorem; [15, 22].
Theorem 7 also determines the precise manner in which second order spectra encode
information about the multiplicity of points in the spectrum of A. When an approximating
space is “sufficiently close” to the eigenspace corresponding to an eigenvalue of finite
multiplicity, a finite set of conjugate pairs in the second order spectrum becomes “isolated”
and clusters near the eigenvalue. It turns out that the total multiplicity of these conjugate
pairs exactly matches the multiplicity of the eigenvalue. This indicates that second order
spectra detects in a reliable manner points in the discrete spectrum and their multiplicities,
even under the variational collapse condition (1). In Section 4 we examine the practical
validity of this statement on benchmark differential operators for subspaces generated by
a basis of finite elements.
The final section is aimed at finding the minimal region in the complex plane where the
limit of second order spectra is allowed to accumulate. It turns out that, modulo a subset
of topological dimension zero, this minimal region is completely determine by the essential
spectrum of A. This gives an insight on the difficulties involving the problem of finding
conditions on the test subspaces to guarantee convergence to the essential spectrum.
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1.1. Notation. Below we will denote by Dom(A) the domain of A and by Spec(A) its
spectrum. We decompose Spec(A) in the standard manner as the union of essential and
discrete spectrum:
Specess(A) := {λ ∈ Spec(A) : ∃xn ∈ Dom(A), ‖xn‖ = 1, xn ⇀ 0, (A− λ)xn → 0},
Specdis(A) := Spec(A)\Specess(A).
The discrete spectrum is the set of isolated eigenvalues of finite multiplicity of A.
Let (a, b) ⊂ R. Below D(a, b) will be the open disc in the complex plane with centre
(a + b)/2 and radius (b − a)/2, and D[a, b] = D(a, b). We allow a = −∞ or b = +∞ in
the obvious way to denote half-planes or the whole of C. For b = a, D[a, a] = {a} and
D(a, a) = ∅.
Let K be a Hilbert space. Let Ω ⊂ K be an arbitrary subset and let B ⊂ K be a finite
subset. We will denote
distK(B,Ω) := max
u∈B
inf
v∈Ω
‖u− v‖K and distK(u,Ω) = distK({u},Ω).
Here we include the possibility of K ≡ C and write dist(u,Ω) = distC(u,Ω).
Let p ∈ N ∪ {0}. We endow Dom(Ap) with the graph inner product
〈u, v〉p :=
p∑
q=0
〈Aqu,Aqv〉 ∀u, v ∈ Dom(Ap)
so that (Dom(Ap), 〈·, ·〉p) is a Hilbert space with the associated norm denoted by ‖ · ‖p.
Below we will consider sequences of finite-dimensional subspaces (Ln) ≡ (Ln)n∈N growing
towards Dom(Ap) with a given density property determined as follows:
Λp = {(Ln) ⊂ Dom(Ap) : ∀f ∈ Dom(Ap), distDom(Ap)(f,Ln)→ 0}.
Note that if ‖A‖ < ∞, then Λ0 = Λp for any p ∈ N. If (Ln) ⊂ Λp and Ln ⊂ Ln+1, then
∪∞n=1Ln is dense in the graph norm of Ap.
For a family of closed subsets Ωn ⊆ C, the limit set of this family is defined as
lim
n→∞
Ωn = {z ∈ C : ∃zn ∈ Ωn, zn → z} = {z ∈ C : dist(z,Ωn)→ 0}.
The limit set of a family of closed subsets is always closed.
Remark 1. Below we will establish properties of limn→∞ Spec2(A,Ln) for sequences
(Ln) ∈ Λp. By similar arguments to those presented in this paper, one can establish
analogies to all these properties for the “weak” limit set
∞⋂
n=1
∞⋃
m=n
Spec2(A,Lm)
if we impose that for all f ∈ Dom(Ap) exists a subsequence fn(k) ∈ Ln(k) such that
‖fn(k) − f‖p → 0.
Let b1, . . . , bn be basis for a subspace L ⊂ H. Without further mention, we will identify
the elements u ∈ L with a corresponding u ∈ Cn in the standard manner:
u =
n∑
k=1
〈u, b∗j 〉bj and u = (〈u, b∗1〉, . . . , 〈u, b∗n〉),
where {b∗j} is the basis conjugate to {bj}. If the bj are mutually orthogonal and ‖bj‖ = 1,
then b∗j = bj . Below we will denote the orthogonal projection onto L by P : H −→ L.
When referring to sequences of subspaces (Ln) we will use Pn instead. Note that (Ln) ∈ Λ0
iff Pn → I in the strong operator topology.
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1.2. Toy models of spectral pollution in the Galerkin method. We now present
a series of examples which will later illustrate some of the results below. See [21, Theo-
rem 2.1] and [25, Remark 2.5].
Example 1. Let H = span{e±n }∞n=1 where e±n is an orthonormal set of vectors and let
Ln = span{e±1 , . . . , e±n−1, e−n }. Let f±n = 1√2 (e+n ± e−n ) and define
A =
∑
n∈N
n|f+n 〉〈f+n | −
∑
n∈N
n|f−n 〉〈f−n |
in its maximal domain. Then
Spec(PnA  Ln) = {0,±1, . . . ,±(n− 1)}
and so
(2) lim
n→∞
Spec(PnA  Ln) \ Spec(A) = {0} 6= ∅.
Note that the resolvent of A is compact.
Example 2. If A is strongly indefinite and it has a compact resolvent, then there exists
a sequence (Ln) ∈ Λp for all p ∈ N such that
(3) lim
n→∞
Spec(PnA  Ln) = R.
Indeed, let Spec(A) = {λ±m}m∈N where the eigenvalues are repeated according to multi-
plicity with λ−m+1 ≤ λ−m < 0 and 0 ≤ λ+m ≤ λ+m+1. Let e±m be eigenvectors associated to
λ±m and assume that {e±m} is an orthonormal set. Let {γm}j∈N be an ordering of Q. For
each n ∈ N choose n < k ∈ N with λ−k < γj < λ+k for 1 ≤ j ≤ n. Let θj ∈ (−pi, pi] be such
that
γj = cos
2(θj)λ
−
k+j + sin
2(θj)λ
+
k+j for 1 ≤ j ≤ n
and define
fnj = cos(θj)e
−
k+j + sin(θj)e
+
k+j ,
then (3) holds for the subspaces
Ln ≡ span{e±1 , . . . , e±n , fn1, . . . , fnn} ⊂ Dom(Ap).
Example 3. Let H and Ln be as in Example 1. Let
f±n = sin(1/n)e
∓
n ± cos(1/n)e±n .
For r > 0, define A =
∑
n∈N n
r|f+n 〉〈f+n | −
∑
n∈N |f−n 〉〈f−n | in its maximal domain. Then
Specess(A) = {−1} and Specdis(A) = {nr}n∈N.
It is not difficult to see that now
Spec(PnA  Ln) = {−1, nr sin(1/n)2 − cos(1/n)2, 1, . . . , (n− 1)r}
where −1 is an eigenvalue of multiplicity n. Then, if r = 2, (2) holds true. Note that the
resolvent of A is not compact and A is now semi-bounded below.
2. The second order spectra of a self-adjoint operator
Definition 1 (See [21]). Given a subspace L ⊂ Dom(A), the second order spectrum of A
relative to L is the set
Spec2(A,L) := {z ∈ C : ∃u ∈ L\{0}, 〈(A− zI)u, (A− zI)v〉 = 0 ∀v ∈ L}.
If L ⊂ Dom(A2), then
Spec2(A,L) = {z ∈ C : ∃u ∈ L\{0}, 〈P (A− z)2u, v〉 = 0 ∀v ∈ L}
= {z ∈ C : 0 ∈ Spec(P (A− z)2  L)}.
Typically Spec2(A,L) contains non-real points. From the definition it is easy to see that
z ∈ Spec2(A,L) if and only if z ∈ Spec2(A,L).
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2.1. Algebraic and geometric multiplicity. Let
L = span{bj}nj=1 ⊂ Dom(A)
where the bj are linearly independent. Let B,L,M ∈ Cn×n be matrices with entries given
by
(4) Bjk = 〈Abk, Abj〉, Ljk = 〈Abk, bj〉, Mjk = 〈bk, bj〉.
With Q(z) = B − 2zL+ z2M , it is readily seen that z ∈ Spec2(A,L) if and only if
(5) ∃u ∈ Cn \ {0} with Q(z)u = 0,
that is, Spec2(A,L) = Spec(Q(z)). Evidently, Spec2(A,L) is independent of the basis
chosen, and since detM 6= 0, it follows that Spec2(A,L) consists of at most 2n points.
The quadratic eigenvalue problem (5) may be solved via suitable linearisations, cf. [16,
Chapter 12] for details. For example, if
T =
(
0 I
−B 2L
)
and S =
(
I 0
0 M
)
,
then z ∈ Spec2(A,L) if and only if (T − zS)v = 0 for some v 6= 0. Equivalently, one can
consider the matrix T where
(6) T := S−1T =
(
0 I
−M−1B 2M−1L
)
,
clearly Spec(T ) = Spec(Q(z)) = Spec2(A,L). Consider also the non-singular matrices
E(z) :=
(
zM − 2L M
I 0
)
and F (z) :=
(
I 0
zI I
)
.
A straight forward calculation yields Q(z) ⊕ (−I) = E(z)(zI − T )F (z). The matrices
Q(z)⊕ (−I) and (zI − T ) are said to be equivalent. Also, every matrix polynomial L(z)
is equivalent to a diagonal matrix polynomial
diag
[
i1(z), i2(z), . . . , ir(z), 0, . . . , 0
]
where the diagonal entries ij(z) are polynomials of the form Πk(z − zjk)βjk with the
property that ij(z) is divisible by ij−1(z). The factors (z − zjk)βjk are called elementary
divisors and the zjk are eigenvalues of L(z). The degrees of the elementary divisors
associated to a particular eigenvalue z0 are called the partial multiplicities of L(z) at
z0; see [16, Theorem A.6.1] for further details. For a linear matrix polynomial (such as
T − zI) the degrees of the elementary divisors associated to a particular eigenvalue z0
coincide with the sizes of the Jordan blocks associated to z0 as an eigenvalue of T ; see
[16, Theorem A.6.3]. The notion of multiplicity of an eigenvalue now follows from the
fact that two n × n matrix polynomials are equivalent if and only if they have the same
collection of elementary divisors; see [16, Theorem A.6.2].
Definition 2. The geometric and algebraic multiplicity of an element z ∈ Spec2(A,L)
are defined to be the geometric and algebraic multiplicity of z as an eigenvalue of T .
Note that the definition of geometric and algebraic multiplicity is independent of the
basis used to assemble the matrices B,L,M and T . Indeed, let B,L,M be assembled
with respect a basis b1, . . . , bn and B˜, L˜, M˜ be assembled with respect a basis c1, . . . , cn,
where L = span{bj}nj=1 = span{cj}nj=1. Then,
T˜ :=
(
0 I
−M˜−1B˜ 2M˜−1L˜
)
=
(
N−1 0
0 N−1
)(
0 I
−M−1B 2M−1L
)(
N 0
0 N
)
where Nij = 〈cj , b∗i 〉, and therefore T˜ and T are equivalent.
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2.2. The approximate spectral distance. Suppose that the given basis {bj}nj=1 of L
is orthonormal so that M = I in (4). Let Q(z) = B − 2zL+ z2I. For z ∈ C we define
σA,L(z) = min
v∈Cn
‖Q(z)v‖
‖v‖ .
Note that the right hand side is independent of the orthonormal basis chosen for L. If
L ⊂ Dom(A2), then
σA,L(z) = min
v∈L
‖P (A− z)2v‖
‖v‖ ,
and for z 6∈ Spec2(A,L) we have σA,L(z) = ‖Q(z)−1‖−1. Furthermore, z ∈ Spec2(A,L)
if and only if σA,L(z) = 0. The map σA,L : C −→ [0,∞) is a Lipschitz subharmonic
function; see [14, Lemma 1], [7, Lemma 4.1] and [9, Theorem 2]. Therefore Spec2(A,L) is
completely characterised via the maximum principle.
2.3. The spectrum and the second order spectra. Let
λmin(A) = inf[Spec(A)] and λmax(A) = sup[Spec(A)].
For all L ⊂ Dom(A),
(7) Spec2(A,L) ⊂ D[λmin(A), λmax(A)];
see [26, Theorem 3.1] and [28, Corollary 2.1]. Thus
lim
n→∞
Spec2(A,Ln) ⊆ D[λmin(A), λmax(A)]
for any sequence (Ln).
A growing interest in the second order relative spectrum and corresponding limit sets
has been stimulated by the following property: if (a, b) ∩ Spec(A) = ∅, then
(8) Spec2(A,L) ∩ D(a, b) = ∅ ∀L ⊂ Dom(A);
see [21, Theorem 5.2] or Lemma 1 below. Thus,
(9) Spec(A) ∩ [Re z − |Im z|,Re z + |Im z|] 6= ∅ whenever z ∈ Spec2(A,L);
see [26, Corollary 4.2] and [21, Theorem 2.5]. Thus inclusions of points in the spectrum
of A are achieved from Re z with a two-sided explicit residual given by |Im z|.
In fact, the order of magnitude of the residue in the approximation of Spec(A) by
projecting Spec2(A,L) into R can be improved to |Im z|2, if some information on the
localisation of Spec(A) is at hand. Indeed, if (a, b) ∩ Spec(A) = {λ} and z ∈ Spec2(A,L)
with z ∈ D(a, b), then
(10)
[
Re z − |Im z|
2
b− Re z ,Re z +
|Im z|2
Re z − a
]
∩ Spec(A) = {λ};
see [10, Corollary 2.6] and [28, Theorem 2.1 and Remark 2.2].
The following lemma is an improvement upon [26, Theorem 5.2]. It immediately implies
property (8).
Lemma 1. Let a, b ∈ R be such that (a, b) ∩ Spec(A) = ∅. If z ∈ D(a, b), then
(11) σA,L(z) ≥ α(z)
where
(12) α(z) = α(a,b)(z) =
(b− a)2 − |z − a|2 − |z − b|2
2|z − b||z − a| dist(z, {a, b})
2 > 0.
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Proof. Without loss of generality assume that Im z ≥ 0. The region
Fz := {µ− z : µ ∈ Spec(A)}
is contained in two sectors, one between the real line and the ray re−iθ1 (r ≥ 0), the other
between the real line and rei(pi+θ2), where 0 ≤ θ1 + θ2 < pi/2. We have cos(θ1 + θ2) > 0,
and by the cosine rule,
cos(θ1 + θ2) =
(b− a)2 − |z − b|2 − |z − a|2
2|z − b||z − a| .
Now (Fz)
2 = {w2 : w ∈ Fz} is contained in a sector between the rays re−i2θ1 and rei2θ2 .
Therefore
min{Re y : y ∈ ei(θ1−θ2)(Fz)2} = min{|a− z|2, |b− z|2} cos(θ1 + θ2) = α(z).
By virtue of the spectral theorem,
Re ei(θ1−θ2)〈Q(z)v, v〉Cn = Re ei(θ1−θ2)〈(A− z)v, (A− z)v〉
= Re ei(θ1−θ2)
∫
R
(µ− z)2 d〈Eµv, v〉
≥ α(z)‖v‖2.

From (8) it follows that
D(a, b) ∩ lim
n→∞
Spec2(A,Ln) = ∅ whenever (a, b) ∩ Spec(A) = ∅
and
R ∩ lim
n→∞
Spec2(A,Ln) ⊆ Spec(A).
We now consider two examples where
(13) lim
n→∞
Spec2(A,Ln) = Spec(A).
The first one has a compact resolvent while the second one has −1 in the essential spec-
trum.
Example 4. Let H, Ln and A be as Example 1. Then
Spec2(A,Ln) = {±in,±1, . . . ,±(n− 1)}.
Example 5. Let H, Ln and A be as Example 3. Then
Spec2(A,Ln) = {αn ± iγn,−1, 1, . . . , (n− 1)r}
where αn = n
r sin(1/n)2 − cos(1/n)2 and γn = (nr + 1) sin(1/n) cos(1/n). The geometric
multiplicity of the second order spectral point −1 is n− 1 and its algebraic multiplicity is
2(n− 1). As n→∞, the non-real point
αn ± iγn →

−1 0 < r < 1
−1± i r = 1
∞ r > 1.
Hence (13) holds true for r 6= 1.
It is naturally expected that if (Ln) approximate very fast a Weyl sequence for λ ∈
Spec(A), then
λ ∈ lim
n→∞
Spec2(A,Ln).
This intuition can be made rigorous through the following statement which appears to be
of little practical use.
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Proposition 2. Assume that ‖A‖ < ∞. Let λ ∈ Spec(A). Let (Ln) ⊂ H be such that
n = dimLn. If there exists xn ∈ Ln such that ‖xn‖ = 1 and ‖(A − λ)xn‖ 12n = εn → 0,
then
D(λ− δn, λ+ δn) ∩ Spec2(A,Ln) 6= ∅, δn = 2(1 + ‖A‖)2εn,
for all n large enough.
Proof. Let Tn = T be as in (6) for an orthonormal basis of Ln. If
(14) ‖(Tn − λ)v‖C2n ≤ ε˜‖v‖C2n ,
then
(15) D(λ− δ, λ+ δ) ∩ Spec2(A,L) 6= ∅ where δ = (ε˜‖Tn − λ‖2n−1)
1
2n .
Indeed, suppose that the left side set in (15) is empty. Then (Tn−λ) ∈ C2n×2n is invertible
and dist(λ, Spec(Tn)) > δ. Condition (14) implies ‖(Tn − λ)−1‖ ≥ ε˜. But [19, Lemma 1]
‖(Tn − λ)−1‖ ≤ ‖Tn − λ‖
2n−1
| det(Tn − λ)| <
‖Tn − λ‖2n−1
δ2n
= ε˜−1.
Hence (15) follows from the contradiction.
Let vn = xn ⊕ λxn so that ‖vn‖ =
√
1 + λ2. Then
‖(Tn − λ)vn‖C2n
‖vn‖C2n
=
‖Pn(A− λ)2xn‖√
1 + λ2
≤ ‖(A− λ)‖ ‖(A− λ)xn‖√
1 + λ2
.
Thus (15) holds for
δ =
‖A− λ‖ 12n
(1 + λ2)
1
4n
‖Tn − λ‖1− 12n εn.
The conclusion is a consequence of the identity ‖Tn − λ‖ ≤ (1 + ‖A‖)2. 
2.4. Mapping of second order spectra.
Lemma 3. For a, b, c, d ∈ R, let f(w) = aw+ b, g(w) = cw+ d and F (w) = f(w)g(w)−1.
If ad 6= cb and g(A)−1 ∈ B(H), then
(16) z ∈ Spec2(A,L) ⇐⇒ F (z) ∈ Spec2(F (A), g(A)L).
Moreover, the algebraic and geometric multiplicities of z and F (z) are the same.
Proof. Since g(A) preserves linear independence, a set of vectors {bj}nj=1 ⊂ L is a basis for
L if and only if the corresponding set of vectors {g(A)bj}nj=1 is a basis for g(A)L. Assume
that {bj} is a basis for L and let b˜j = g(A)bj . It is readily seen that (b˜j)∗ = g(A)−1b∗j .
Let u, v ∈ L and u˜ = g(A)u and v˜ = g(A)v. Then u˜ = u ∈ Cn for any u ∈ L, obtaining
the left side from {b˜j} and the right side from {bj}. Let B, L, M be as in (4) for A and
{bj}. Let B˜, L˜, M˜ be as in (4) for F (A) and {b˜j}. Now, let z ∈ Spec2(A,L), and note
that g(A)−1 ∈ B(H) implies that g(z) 6= 0. We have
〈(B − 2zL+ z2M)u, v〉 = 〈(A− z)u, (A− z)v〉
= (ad− cb)−2g(z)2〈(F (A)− F (z))u˜, (F (A)− F (z))v˜〉
= (ad− cb)−2g(z)2〈(B˜ − 2F (z)L˜+ F (z)2M˜)u, v〉,
since u, v ∈ Cn are arbitrary we deduce that
(17) B − 2zL+ z2M = (ad− cb)−2g(z)2(B˜ − 2F (z)L˜+ F (z)2M˜).
Thus F (z) ∈ Spec2(F (A), g(A)L), and moreover, since the function (ad − cb)−2g(w)2 is
analytic and non-zero at z, the algebraic and geometric multiplicities of z and F (z) are
the same; see [16, Theorem A.6.6]. 
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3. Accumulation of the second order spectrum and multiplicity
3.1. Neighbourhoods of the discrete spectrum. Throughout this section we assume
that
(18) (a, b) ∩ Spec(A) = {λ1 < · · · < λs} ⊆ Specdis(A).
Let
1j = 1(λj−ε,λj+ε)(A)
where ε > 0 is small enough to ensure that mj := Rank(1j) is equal to the multiplicity
of λj . Let m =
∑s
j=1 mj be the total-multiplicity of the group of eigenvalues λ1, . . . , λs.
We will denote by E the eigenspace associated to the group of eigenvalues in (a, b), that
is, E = Range 1(a,b)(A). We fix an orthonormal basis B = {uj}mj=1 of E , where the uj are
eigenvectors associated to the eigenvalues λj .
Lemma 4. Let z ∈ D(a, b). Let
(19) γ = 2
√
5m(b− a)2[(1 + max{|a|, |b|})2 + (b− a)2(2√5s+ 8)].
If the subspace L ⊂ Dom(A2) is such that
distDom(A2)(B,L) < δ < α(a,b)(z)
[
dist(z, SpecA)
]2
γ−1,
then
σA,L(z) ≥ 2
5|b− a|2 (α(a,b)(z)
[
dist(z, SpecA)
]2 − δγ) > 0.
Proof. Let c ∈ R\(a, b). Define
A˜ = A+
s∑
j=1
(c− λj)1j Dom(A˜) = Dom(A).
Then A˜ is self-adjoint and Spec(A˜) = {c} ∪ Spec(A) \ {λ1, . . . , λs}. Let
K(z) = −
s∑
j=1
(c− λj)(λj + c− 2z)1j ,
then K(z) is a finite rank operator with range E and
(A˜− z)2 = (A− zI)2 −K(z).
Evidently, (A˜− z)2 is invertible and for all v ∈ H we have
‖v + (A˜− z)−2K(z)v‖2
= ‖1R\(a,b)v‖2 + ‖1(a,b)v + (A˜− z)−2
(
(A− z)2 − (A˜− z)2)1(a,b)v‖2
= ‖1R\(a,b)v‖2 + ‖(A˜− z)−2(A− z)21(a,b)v‖2
= ‖1R\(a,b)v‖2 +
s∑
i=1
|λi − z|4‖1iv‖2/|c− z|4
≥ β1(z)4‖v‖2,
where β1(z) = min{1, dist(z, Spec(A))/|c− z|}.
Let Q(z) = P (A˜ − z)2 L. For each eigenvector uj we assign a vj ∈ L such that
‖Ap(uj − vj)‖ ≤ δ for p = 0, 1, 2. Note that in general Puj 6= vj , however ‖Puj − vj‖ ≤ δ.
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The hypothesis on δ ensures that
‖Q(z)vj − (A˜− z)2uj‖ ≤ ‖P (A˜− z)2(uj − vj)‖+ |c− z|2‖Puj − uj‖
≤ ‖(A˜− z)2(uj − vj)‖+ |c− z|2‖Puj − uj‖
≤ ‖[(A− zI)2 +
s∑
i=1
(c− λi)(λi + c− 2z)1i](uj − vj)‖+ δ|c− z|2
≤ δβ2(z),
where β2(z) = (1 + |z|)2 + sµ(z) + |c− z|2 and µ(z) = max1≤j≤s |(c− λj)(λj + c− 2z)|.
Note that A˜ satisfies the hypothesis of Lemma 1. Let α(z) be given by (12). Then
‖(A˜− z)−2uj −Q(z)−1Puj‖
≤ ‖(A˜− z)−2uj −Q(z)−1vj‖+ ‖Q(z)−1Puj −Q(z)−1vj‖
≤ ‖(c− z)−2uj −Q(z)−1vj‖+ α(z)−1δ
≤ ‖(c− z)−2vj −Q(z)−1vj‖+ (α(z)−1 + |c− z|−2)δ
≤ α(z)−1‖(c− z)−2Q(z)vj − vj‖+ (α(z)−1 + |c− z|−2)δ
≤ α(z)−1‖(c− z)−2Q(z)vj − uj‖+ (2α(z)−1 + |c− z|−2)δ
≤ α(z)−1|c− z|−2‖Q(z)vj − (A˜− z)2uj‖+ (2α(z)−1 + |c− z|−2)δ
≤ β3(z)δ
where β3(z) = α(z)
−1|c− z|−2[β2(z) + 2|c− z|2 + α(z)].
Thus
‖[(A˜− z)−2 −Q(z)−1P ]K(z)v‖
=
∥∥∥[(A˜− z)−2 −Q(z)−1P ] s∑
j=1
(c− λj)(2z − c− λj)1jv
∥∥∥
≤
s∑
j=1
|c− λj ||2z − c− λj |‖[(A˜− z)−2 −Q(z)−1P ]1jv‖
≤ µ(z)‖v‖
m∑
k=1
‖[(A˜− z)−2 −Q(z)−1P ]uk‖
≤ δmµ(z)β3(z)‖v‖.
Hence, for any v ∈ L,
‖P (A− zI)2v‖ = ‖Q(z)v + PK(z)v‖
≥ ‖Q(z)−1‖−1‖v +Q(z)−1PK(z)v‖
≥ α(z)[‖v + (A˜− z)−2K(z)v‖ − ‖(A˜− z)−1K(z)v −Q(z)−1PK(z)v‖]
≥ α(z)[β1(z)2 − δmµ(z)β3(z)]‖v‖.
By fixing
c =
{
b+ (b− a) = 2b− a if Re z ≥ (a+ b)/2
a− (b− a) = 2a− b if Re z ≤ (a+ b)/2,
we get
b− a ≤ |c− z| ≤
√
10
2
(b− a).
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Thus
β1(z) =
dist(z, Spec(A))
|c− z| , µ(z) ≤ 2
√
5(b− a)2,
β2(z) ≤ (1 + max{|a|, |b|})2 + (b− a)2(2s
√
5 + 10/4) and α(z) ≤ (b− a)
2
2
.
Therefore
σA,L(z) ≥ α(z)[β1(z)2 − δmµ(z)β3(z)]
≥ α(z)[dist(z, Spec(A))]
2
|c− z|2 −
δm2
√
5(b− a)2[β2(z) + 2|c− z|2 + α(z)]
|c− z|2
≥ α(z)[dist(z, Spec(A))]
2 − δγ
|c− z|2
≥ 2
5|b− a|2 (α(z)[dist(z, Spec(A))]
2 − δγ).

Lemma 5. Let λ ∈ Specdis(A) be an eigenvalue of multiplicity m and let
dλ = 2
−1/2dist(λ,Spec(A)\{λ}).
If E ⊂ L, then
(20) Spec2(A,L) ∩ D(λ− dλ, λ+ dλ) = {λ}
and λ as member of Spec2(A,L) has geometric multiplicity m and algebraic multiplicity
2m.
Proof. Assume that z ∈ Spec2(A,L) ∩ D(λ − dλ, λ + dλ) and z 6= λ. Then there exists a
normalised u ∈ L\{0} such that
(21) 〈(A− zI)u, (A− zI)w〉 = 0
for all w ∈ L. In particular 〈u, uk〉 = 0 for each uk ∈ E . If we take w = u in (21), we
achieve
‖(A− Re z)u‖2 − |Im z|2‖u‖2 − 2i|Im z|〈(A− Re z)u, u〉 = 0.
Thus |Im z| = ‖(A− Re z)u‖ 6= 0 and 〈(A− Re z)u, u〉 = 0, so that
‖(A− λ)u‖2 = |λ− Re z|2‖u‖2 + ‖(A− Re z)u‖2 + 2(λ− Re z)〈(A− Re z)u, u〉
= |λ− Re z|2 + |Im z|2 ≤ 2|Im z|2.
Since
dist(λ, Spec(A) \ {λ}) ≤ ‖(A− λ)(I − 1(λ−dλ,λ+dλ))u‖‖(I − 1(λ−dλ,λ+dλ))u‖
= ‖(A− λ)u‖,
we get
‖u‖ = ‖(I − 1(λ−,λ+))u‖ ≤
√
2|Im z|
dist(λ,Spec(A) \ {λ}) < 1.
Statement (20) follows from the contradiction.
Let {b1, . . . , bn} be a basis for L and let B, L and M be the matrices (4) associated to
this basis. Let v be an arbitrary member of L. We have
0 = 〈(A− λI)uk, (A− λI)v)〉H = 〈(B − 2λL+ λ2M)uk, v〉Cn
so that (B − 2λL+ λ2M)uk = 0. Hence[
T − λS
]( uk
λuk
)
=
[(
0 I
−B 2L
)
− λ
(
I 0
0 M
)](
uk
λuk
)
= 0.
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Since det(S) 6= 0,
{( u1
λu1
)
, . . . ,
( um
λum
)}
are eigenvectors of T corresponding to the eigen-
value λ. For k 6= j we have 〈Muk, uj〉Cn = 〈uk, uj〉H = 0, so the vectors {u1, . . . , um} are
linearly independent. There is a one to one correspondence between the eigenvectors of T
associated to λ and the eigenvectors of A associated to λ. Thus, the geometric multiplicity
of λ ∈ Spec2(A,L) is equal to m.
Now let us compute the algebraic multiplicity. Let v, w ∈ Cn and u ∈ Span{uk}mk=1. If(
u
λu
)
= [T − λI]
(
v
w
)
=
[(
0 I
−M−1B 2M−1L
)
− λ
(
I 0
0 I
)](
v
w
)
,
we have w = λv + u and −M−1Bv + 2M−1Lw − λw = λu. Therefore
−Bv + 2λLv − λ2Mv = 2λMu− 2Lu = 0
so we deduce that(
v
w
)
=
(
v
λv
)
+
(
0
u
)
where v ∈ Span{uk}mk=1.
Suppose now that (
0
u
)
= [T − λI]
(
v
w
)
.
We have w = λv and −M−1Bv+2M−1Lw−λw = u, therefore −Bv+2λLv−λ2Mv = Mu.
Thus
〈Mu, u〉 = −〈Bv − 2λLv + λ2Mv, u〉 = −〈v,Bu− 2λLu+ λ2Mu〉 = 0
so that u = 0. This ensures that spectral subspace associated with λ as eigenvalue of T
is given by
Span
{(
u1
λu1
)
,
(
0
u1
)
, . . . ,
(
um
λum
)
,
(
0
um
)}
.

Lemma 6. Let K be a Hilbert space and A = {u1, . . . , um} ⊂ K be a set of orthogonal
vectors with ‖uj‖K ≥ 1 for 1 ≤ j ≤ m. Let L be an n-dimensional subspace of K where
n ≥ m. Let wj = P˜ uj where P˜ : K −→ L is the orthogonal projection associated to L.
Let wj(t) = twj + (1− t)uj for t ∈ [0, 1]. If ‖wj − uj‖ < 1/√m for each 1 ≤ j ≤ m, then
there exist vectors {wm+1, . . . , wn} such that {w1(t), . . . , wm(t), wm+1, . . . , wn} is linearly
independent for all t ∈ [0, 1].
Proof. If a1w1 + · · ·+ amwm = 0 where not all of the aj = 0, we would have
m∑
j=1
|aj |2 = ‖a1(u1 − w1) + · · ·+ am(um − wm)‖2
≤
( m∑
j=1
|aj |‖uj − wj‖
)2
<
( m∑
j=1
|aj |
)2
/m
which contradicts Ho¨lder inequality. Hence necessarily {w1, . . . , wm} is linearly indepen-
dent. Let {wm+1, . . . , wn} be any completion of {w1, . . . , wm} to a basis of L. Let t ∈ [0, 1].
Suppose now that a1w1(t) + · · ·+ amwm(t) + am+1wm+1 + · · ·+ anwn = 0. Then
0 =
m∑
j=1
ajwj(t) +
n∑
j=m+1
ajwj =
n∑
j=1
ajwj + (I − P˜ )
m∑
j=1
(1− t)ajuj .
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The two terms on the right-hand side are orthogonal and therefore each must vanish. As
the set {w1, . . . , wn} is linearly independent, all aj = 0 ensuring the conclusion of the
lemma. 
3.2. Main result.
Theorem 7. Let a, b 6∈ Spec(A) be such that condition (18) hold for a group of eigenvalues
{λ1 < . . . < λs} with corresponding multiplicities mj. Let m = ∑sj=1 mj be their total
multiplicity. Let
d = dist({a, b}, Spec(A) \ {λj}sj=1).
Let κ = d2/γ where γ is defined by (19). Let
0 < ε < min
{
1
m1/4κ1/2
, min
0≤j≤s
|λj − λj+1|
2
}
where λ0 = a and λs+1 = b.
If L ⊂ Dom(A2) is such that
distDom(A2)(B,L) < κε2
for an orthonormal set of eigenfunctions B associated to {λj}sj=1, then
(22) Spec2(A,L) ∩ D(a, b) ⊂
s⋃
j=1
D(λj − ε, λj + ε)
and the total algebraic multiplicity of the points in Spec2(A,L)∩D(λj − ε, λj + ε) is 2mj.
Proof. Let a˜ = a− d and b˜ = b+ d, then
inf
z∈D(a,b)
α(a˜,b˜)(z) = min
θ∈(−pi,pi]
{
α(a˜,b˜)(z) : z =
b− a
2
eiθ +
a+ b
2
}
To find the right hand side we may assume without loss of generality that a = −r and
b = r, then for z = x+ iy where x2 + y2 = r, we have
α(a˜,b˜)(z) =
(2r + 2d)2 − |x+ iy + r + d|2 − |x+ iy − r − d|2
2|x+ iy + r + d||x+ iy − r − d| dist(x+ iy, {−r− d, r+ d})
2.
We assume that x ≥ 0 as the case where x < 0 can be treated analogously. A straightfor-
ward calculation shows that
min
0≤x≤r
y2+x2 = r
α(a˜,b˜)(x+ iy) = d(d+ 2r) min
0≤x≤r
y2+x2 = r
|x+ iy − r − d|
|x+ iy + r + d| = d
2,
hence Lemma 4 applied to the interval (a˜, b˜) ensures (22).
Let us prove the second part. In the notation of Lemma 6, let A = B, K = Dom(A2)
and define subspaces Lt = span{w1(t), . . . , wm(t), wm+1, . . . , wn} for t ∈ [0, 1]. Note that
B is also an orthogonal set in Dom(A2) and ‖uj‖Dom(A2) ≥ 1. Since κε2 < m−1/2, we get
dimLt = n for all t ∈ [0, 1]. Now,
‖uj − wj(t)‖Dom(A2) = t‖uj − wj‖Dom(A2) = t‖(1− P˜ )uj‖Dom(A2)
≤ distDom(A2)(uj ,L) for all t ∈ [0, 1],
thus distDom(A2)(B,Lt) < κε2, and by virtue of Lemma 4 we obtain
Spec2(A,Lt) ∩ D(a, b) ⊂
s⋃
j=1
D(λj − ε, λj + ε) for all t ∈ [0, 1].
Denote by T (t) the linearisation matrix defined as in (6) for Lt. According to Lemma 5,
the algebraic multiplicities of λj ∈ Spec T (1) is 2mj . If we let pij(t) be the spectral
projection associated to
Spec T (t) ∩ D(λj − ε, λj + ε),
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then
pij(t1)− pij(t2) = − 1
2ipi
∮
|λj−z|=ε
(T (t1)− ζ)−1 − (T (t2)− ζ)−1 d ζ.
Thus pij(t) → pij(1) as t → 1. By virtue of [20, Lemma 4.10, Section 1.4.6], we have
Rank(pij(0)) = Rank(pij(1)). 
An immediate consequence of Theorem 7 is that if a sequence of test subspaces Ln
approximates a normalised eigenfunction u associated to a simple eigenvalue λ ∈ Spec(A)
at a given rate in the graph norm of A2,
‖u− un‖Dom(A2) = δ(n)→ 0, un ∈ Ln,
then there exist a conjugate pair zn, zn ∈ Spec2(A,Ln) such that |λ − zn| = O(δ1/2). A
simple example shows that this estimate is not necessarily optimal.
Example 6. Let H = span{en}∞n=0, A =
∑
n|e+n 〉〈e+n | and
Ln = span{e1, . . . , en−1, αne0 + βnen}
where α2n + β
2
n = 1 and βn → 0. Then
Spec2(A,Ln) = {1, . . . , n− 1, γn, γn}
where γn ∼ inβn. On the other hand
‖Ap((αn − 1)e0 + βnen)‖ ∼ npβn p = 0, 1, 2.
Thus |γn| ∼ nβn while distDom(A2)(B,Ln) ∼ n2βn. Moreover, note that in general
distDom(A2)(B,Ln) might diverge as n→∞ and still we might be able to recover |γn| → 0;
take for instance βn = 1/n
3/2.
An application of Lemma 3 yields convergence to eigenvalues under the weaker assump-
tion Ln ∈ Λ1.
Corollary 8. Let −∞ ≤ a < b ≤ ∞ be such that (a, b) ∩ Specess(A) = ∅. If (Ln) ∈ Λ1,
then
(23) lim
n→∞
Spec2(A,Ln) ∩ D(a, b) = Specdis(A) ∩ (a, b).
Proof. Choose ε > 0 such that a + ε < min{λ ∈ Spec(A) ∩ (a, b)} and let µ ∈ (a, a + ε).
With g(w) = w − µ, the operator g(A)−1 is bounded and g(w) satisfies the hypothesis of
Lemma 3. Let Mn = g(A)Ln. Then (Mn) ∈ Λ0. Indeed, any u ∈ H can be expressed
as u = g(A)v for v ∈ Dom(A), and since (Ln) ∈ Λ1, we can find vn ∈ Ln such that
g(A)vn → g(A)v. By virtue of Theorem 7 applied to g(A)−1,
lim
n→∞
Spec2(g(A)
−1,Mn)∩D(g(b)−1, g(a+ ε)−1) = Specdis(g(A)−1)∩ (g(b)−1, g(a+ ε)−1).
The fact that g(w) is a conformal mapping, Lemma 3 and the spectral mapping theorem
ensure the desired conclusion. 
Example 7. Let A be the operator of examples 3 and 5. By virtue of (8) and Corollary 8,
lim
n→∞
Spec2(A,Ln) ⊂ Spec(A) ∪ (−1 + iR)
for any (Ln) ∈ Λ1.
Corollary 9. If A has compact resolvent and (Ln) ∈ Λ1, then
lim
n→∞
Spec2(A,Ln) = Spec(A)
When A is not semi-bounded, this statement is in stark contrast to Example 2.
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4. Numerical applications
Calculating second order spectra leads to enclosures for discrete points of Spec(A).
This can be achieved by combining (9) with Theorem 7. The latter yields a priori upper
bounds for the length of the enclosure in terms of bounds for the distance from the test
space, L, to an orthonormal basis of eigenfunctions B. In practice, these upper bounds
are found from interpolation estimates for bases of L.
4.1. On multiplicity and approximation. Let λ ∈ Spec(A) be an isolated eigenvalue of
multiplicity m, so that (22) ensures an upper bound on the estimation of λ by m conjugate
pairs of Spec2(A,L). If L approximates well a basis of only l < m eigenfunctions and rather
poorly the remaining m− l elements of B, then it would be expected that only l conjugate
pairs of Spec2(A,L) will be close to λ while the remaining m− l will lie at a substantial
distance from this eigenvalue. We illustrates this locking effect on the multiplicity in a
simple numerical experiment.
Let A = −∆ = −∂2x−∂2y subject to Dirichlet boundary conditions on Ω = [0, pi]2 ⊂ R2.
Then
Spec(A) = {j2 + k2 : j, k ∈ N}
and a family of eigenfunctions is given by ujk(x, y) = sin(jx) sin(ky). Some eigenvalues of
A are simple and some are multiple. In particular the ground eigenvalue 2 = 1+1 is simple
and 1 + k2 for k = 2, 3, 4, 5 are double. The contrast between the two eigenfunctions uk1
and u1k will increase as k increases. The former will be highly oscillatory in the x-direction
while the later will be so in the y-direction. If L captures well oscillations in only one
direction, we should expect one conjugate pair of Spec2(A,L) to be close to 1 + k2 and
the other to be not so close to this eigenvalue.
In order to implement a finite element scheme for the computation of the second order
spectra of the Dirichlet Laplacian, the condition L ⊂ Dom(A) prescribes the corresponding
basis to be at least C1-conforming. We let L = L(s) be generated by a basis of Argyris
elements on given triangulations of Ω. Contrast between the residues in the interpolation
of u1k and uk1 is achieved by considering triangulation that are stretched either in the x
or in the y direction. See Figure 1 right.
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1+4=4+1
1+1
Figure 1. Left: change in the length of the enclosure predicted by (9)
for the eigenvalues λ = 1 + k2 of the 2-dimensional Dirichlet Laplacian
on [0, pi]2. The test subspaces L are generated by Argyris elements on
a uniform mesh of 240 triangles with a prescribed numbers of segments
intersecting the boundary. Right: Corresponding mesh for the first 6
iterates of the left graph.
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In this experiment we generate triangulations with a fixed total number of 240 elements,
resulting from diagonally bisecting a decomposition of Ω as the union of 120 rectangles
of equal ratio. We consider mesh with s = 3, 4, 5, 6, 8, 10, 12, 15, 20, 24, 30 and 40
elements of equal size on the lower edge [0, pi] × {0} ⊂ ∂Ω. We then compute the pairs
z1k(s), z1k(s), zk1(s), zk1(s) ∈ Spec2(A,L(s)) which are closer to the eigenvalues 1 + k2
than to any other point in Spec(A). By virtue of (9), we know that Re z1k(s)−|Im z1k(s)|
and Re zk1(s)−|Im z1k(s)| are lower bounds for this eigenvalue and Re z1k(s)+ |Im z1k(s)|
and Re zk1(s) + |Im z1k(s)| are corresponding upper bounds.
Remark 2. Even though we have the same number of elements in each of the above mesh,
in general they do not have the same amount of elements intersecting ∂Ω. Then typically
dimL(s) 6= dimL(t) for s 6= t, although these numbers do not differ substantially. The
precise dimension of the test spaces are as follows:
s 3 4 5 6 8 10
dimL(s) 2774 2648 2578 2536 2494 2480
On the left side of Figure 1 we have depicted the residues 2|Im z1k(s)| and 2|Im zk1(s)|
for each one of the eigenvalues 1 + k2 in the vertical axis, versus s in the horizontal
axis on a semi-log scale. The graph suggests that the order of approximation for all the
eigenvalues changes at least two orders of magnitude as s varies. The minimal residue in
the approximation of the ground eigenvalue is achieved when s = 10 and s = 12. This
corresponds to low contrast in the basis of L(s). When the eigenvalue is multiple, however,
the minimal residue is achieved by increasing the contrast in the basis. As this contrast
increases, one conjugate pair will get closer to the real axis while the other will move away
from it. The greater the k is, the greater contrast is needed to achieve a minimal residue
and the further away the conjugate pairs travel from each other.
This experiment suggests a natural extension for Theorem 7. If only l < m mem-
bers of B are close to L, then only l conjugate pairs on Spec2(A,L) will be close to the
corresponding eigenvalue.
4.2. Optimality of convergence to eigenvalues. We saw in Example 6 that the upper
bound established in Theorem 7 is sub-optimal. We now examine this assertion from a
practical perspective.
Let A = −∂2x + V acting on H = L2(0, pi) where V is a smooth real-valued bounded
potential. Let
Dom(A) = {u ∈ H2(0, pi) : u(0) = u(pi) = 0},
so that A defines a self-adjoint operator semi-bounded. Note that λ ∈ Spec(A) =
Specdisc(A) if and only if λ solves the Sturm-Liouville eigenvalue problem Au = λu subject
to homogeneous Dirichlet boundary conditions at 0 and pi.
Let Ξ be an equidistant partition of [0, pi] into n subintervals Il = [xl−1, xl] of length
h = pi/n = xl − xl−1. Let
L(h, k, r) = Vh(k, r,Ξ) = {v ∈ Ck(0, pi) : v Il∈ Pr(Il), 1 ≤ l ≤ n, v(0) = v(pi) = 0}
be the finite element space generated by Ck-conforming elements of order r subject to
Dirichlet boundary conditions at 0 and pi; [12]. An implementation of standard interpo-
lation error estimates for finite elements combined with Theorem 7 ensures the following.
Lemma 10. Let A, H and L(h, k, r) be as in the previous paragraphs. Let
Spec(A) = {λ1 < λ2 < . . .}.
Let aj =
1
4
λj +
3
4
λj−1 and bj = 14λj +
3
4
λj+1, where λ0 = −∞. For all r > k ≥ 3, there
exist a constant c > 0, dependant on j, k and r, but independent of h, such that
Spec2(A,L(h, k, r)) ∩ D(aj , bj) = {zhkr, zhkr} ⊂ D(λj − ch
r−3
2 , λj + ch
r−3
2 )
for all h > 0 sufficiently small.
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Proof. Use the well-known estimate
‖v − vh‖Hp(0,pi) ≤ chr+1−p
where vh ∈ L(h, k, r) is the finite element interpolant of v ∈ Ck ∩Hr+1Ξ (0, pi); [12, Theo-
rem 3.1.6]. Note that all eigenvalues of A are simple and its eigenfunctions are C∞. 
Therefore each individual eigenvalue λj is approximated by second order spectral points
at a rate O(h
r−3
2 ) for test subspaces generated by a basis of C3-conforming finite elements
of order r > 4. Due to the high regularity required on the approximating basis, this
results is only of limited practical use. In fact, only k ≥ 1 (and r ≥ 3) is required for
L(h, k, r) ⊂ Dom(A). Simple numerical experiments confirm that the exponent predicted
by Lemma 10 is not optimal, see Figure 2.
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Table: p such that |Im zh1r(j)| ∼ hp
λ r = 3 r = 4 r = 5
1 1.9979 2.9900 3.9849
4 1.9983 2.9878 3.9191
9 2.0023 2.9838 3.9235
16 2.0099 2.9764 3.9152
25 1.9962 2.9673 3.8871
Figure 2. Figure corresponding to Example 8. Left: Loglog plot of
2|Im zh1r(j)| versus element sizes. Right: Slopes of linear interpolations
of these graphs.
Example 8. Suppose that V = 0 so that A = −∂2x. In this experiment we fix an
equidistant partition Ξ and let L = L(h, 1, r) be the space of Hermite elements of order
r = 3, 4, 5 satisfying Dirichlet boundary conditions in 0 and pi. We then find the conjugate
pairs {zh1r(j), zh1r(j)} ∈ Spec2(A,L) which are close to λj = j2 ∈ Spec(A) for j =
1, 2, 3, 4, 5. On the left of Figure 2 we have depicted 2|Im zh1r(j)| versus small values of
h. On the right side we have tabulated the slopes of linear fittings of the lines found.
This experiment suggests that the order of approximation of λ ∈ Specdisc(A) from its
closest z ∈ Spec2(A,L) is
(24) |z − λ| ∼ distDom(A)(B,L).
Indeed, interpolation by Hermite elements of order r has an H2-error proportional to hr−1.
The same convergence rate is confirmed by Example 6.
Example 9. Let V (x) = 2 cos(2x) be the Mathieu potential. Let L be as in Example 8.
The exponents p reported in Figure 3 further confirm (24).
Remark 3. The error in the estimation of the eigenvalues of a one-dimensional elliptic
problem of order 2p by the Galerkin method using Hermite elements of order r is pro-
portional to h2(r+1−p); [27, Theorem 6.1]. If A is a second order differential operator,
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the quadratic eigenvalue problem (5) gives rise to a non-self-adjoint fourth order prob-
lem which is to be solved by a projection-type method. Thus (24) is consistent with this
estimate if we take into account the improved enclosure (10), see Section 4.3.
4.3. Improved accuracy. Estimate (10) can be combined with (9) to provide improved
a posteriori enclosures for λ ∈ Specdisc(A). The key idea is to estimate an upper bound
a > ν = sup{λ˜ ∈ Spec(A) : λ˜ < λ}, a lower bound b < ν = inf{λ˜ ∈ Spec(A) : λ˜ > λ} and
z ∈ Spec2(A,L) such that
(Re z − |Im z|,Re z + |Im z|) ∩ Spec(A) = {λ}.
Here µ and ν can be elements of the discrete or the essential spectrum of A. The one-
sided bounds a and b can be found from Spec2(A,L) or by analytical means. If b − a is
sufficiently large and |Im z| is sufficiently small, (10) improves upon (9). We illustrate
this approach a practical settings.
Example 10. Let A = −∂2x + 2 cos(2x), H = L2(0, pi) and L = L(h, 1, r) for r = 3, 4, 5
be as in Example 9. In Figure 3 we have computed inclusions for the first five eigenvalues
of A by directly employing (9) and by the technique described in the previous paragraph.
In the latter case, we have found aj = a from the computed upper bound for λj−1 < λj
(a1 = −∞) using (9). Similarly for bj = b. These calculations can be compared with
those in [2, Tables 1,2,3]. See also [18, §7.4].
r j 1 2 3 4 5
3 n = 48
upper
lower bounds (9) −0.1087117 3.9212127 9.0619334 16.075.99 25.124.92
upper
lower bounds (10) −0.11024881936 3.91702928122 9.0477788100 16.03322277 25.0219199
n = 10:5:50
|Im zh13(j)| ∼ hp p≈1.9915 p≈1.9847 p≈1.9790 p≈1.9682 p≈1.9532
4 n = 24
upper
lower bounds (9) −0.110037460 3.91767637 9.04992555 16.0406253 25.044.99
upper
lower bounds (10) −0.1102488170282 3.917024878690 9.0477401385 16.0329784635 25.020896795
n = 9:2:19
|Im zh14(j)| ∼ hp p≈2.9816 p≈2.9680 p≈2.9629 p≈2.9486 p≈2.9238
5 n = 12
upper
lower bounds (9) −0.110151345 3.91736668 9.04886661 16.0372286 25.0356060
upper
lower bounds (10) −0.11024881697932 3.917024800750 9.047739506080 16.0329727680 25.0208652210
n = 9:1:12
|Im zh15(j)| ∼ hp p≈3.9768 p≈4.0214 p≈3.9557 p≈3.9432 p≈3.9183
Figure 3. Enclosures for λj in the case of A = −∂2x + 2 cos(2x) by
direct application of (9) and by the improved (10). Here L = L(pi
n
, 1, r).
We now consider an example from solid state physics to illustrate the case where µ and
ν are not in the discrete spectrum.
Example 11. Let A = −∂2x + cos(x) − e−x
2
acting on L2(−∞,∞) where Dom(A) =
H2(−∞,∞). Then A is a semi-bounded operator but now Specess(A) consists of an infinite
number of non-intersecting bands, separated by gaps, determined by the periodic part of
the potential. The endpoints of these bands can be found analytically. They correspond to
the so called Mathieu characteristic values. The addition of a fast decaying perturbation
gives rise to a non-trivial discrete spectrum. Non-degenerate isolated eigenvalues can
appear below the bottom of the essential spectrum or in the gaps between bands.
In Figure 4 we report on computation of inclusions for the first three eigenvalues in
Specdisc(A): λ1 < min Specess(A), λ2 in the first gap of the essential spectrum and λ3 in
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the second gap. No other eigenvalue is to be found in any of these gaps. Here L is the
space of Hermite elements of order 3 on a mesh of 20l segments of equal size h = 0.1 in
[−l, l] subject to Dirichlet boundary conditions at ±l. For the improved enclosure, a and
b are approximations of the endpoints of the gaps where the λj lie.
Eigenvalue upperlower bounds (9) a b l
upper
lower bounds (10)
λ1 −0.409535718 −∞ −0.378490 25
−0.409627318588
λ2 0.377
791
494 −0.347670 0.594800 50
0.377633116000
λ3 1.18
219
164 0.918058 1.29317 100
1.18191726629
Figure 4. Enclosures for the first three eigenvalues of the perturbed
periodic Schro¨dinger operator of Example 11. The numerical values of
a and b are found in [1] (see also [10, Table 1]).
Since the eigenvectors of A decay exponentially fast as x → ±∞, the members of
Specdisc(A) are close to eigenvalues of the regular Sturm-Liouville problem Au = λu
subject to u(−l) = u(l) = 0 for sufficiently large l <∞. The numerical method considered
in this example does not distinguish between the l = ∞ and the large l < ∞ eigenvalue
problem. For instance, the inclusion found for λ1 in Figure 4 is also an inclusion for the
Dirichlet ground eigenvalue of A  L2(−25, 25).
In the case of λ2 and λ3, which lie in gaps of Specess(A), they should be close to high
energy eigenvalues of the finite interval problem. Indeed, for the parameters considered in
Figure 4, the inclusion for λ2 is also an inclusion for the 17
th eigenvalue of AL2(−50, 50).
Similarly that for λ3 is an inclusion for the 65
th eigenvalue of AL2(−100, 100).
Remark 4. The error in the Galerkin approximation of the j-th eigenvalue of a regular
Sturm-Liouville problem via Hermite elements of order 3 on an uniform mesh of element
size h is known to be O(j8h6); [27, §6.2-(34)]. Evidently the latter is only an upper bound,
there might be high energy eigenvalues which are approximated accurately: such as the
17th eigenvalue of AL2(−50, 50) or the 65th eigenvalue of AL2(−100, 100) in the above
example. In practice it is not easy to take advantage of this observation as the Galerkin
method also produces a considerable amount of spurious eigenvalues in low-energy regions
of the spectrum. These correspond to approximations of singular Weyl sequences of points
in the essential spectrum of A.
5. Accumulation points outside the real line
Since R is second countable and the essential spectrum of A is closed, there always
exists a family of open intervals (aj , bj) ⊂ R such that R \ Specess(A) = ∪∞j=1(aj , bj).
Throughout this section we will be repeatedly referring to the following two A-dependent
regions of the complex plane:
B = BA =
∞⋃
j=1
D(aj , bj) and A = AA = D[inf SpecessA, sup SpecessA] \ B.
For any given set Ω ⊂ C and ε > 0 we will denote the open ε-neighbourhood of Ω by
[Ω]ε = {z ∈ C : dist(z,Ω) < ε}.
Lemma 11. Let N = N ⊆ B be compact and such that N ∩Spec(A) = ∅. Let (Ln) ∈ Λ2.
There exists sN > 0 and N > 0 such that
σA,Ln(z) ≥ sN ∀z ∈ N and n ≥ N.
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Proof. B = ∅ if and only if Spec(A) = R and in this case there is nothing to proof, so
we assume B 6= ∅. Since N is compact and every covering of a compact set has a finite
sub-covering there exists a finite family F such that N ⊂ ∪j∈FD(aj , bj). Then we can
decompose N = ∪j∈FNj where each Nj = Nj are compact and such that Nj ⊂ D(aj , bj).
Since N∩Spec(A) = ∅, there exists ε > 0 such that Nj ⊂ D(aj+ε, bj−ε). By construction
each interval (aj , bj) can only intersect Spec(A) at a finite number of isolated eigenvalues
of finite multiplicity. Therefore the conclusion follows from lemmas 1 and 4 applied in
(aj + ε, bj − ε) using analogous arguments as in the proof of Theorem 7. 
Combining this lemma with a similar argument as in the proof of Corollary 8, we
immediately achieve the following theorem which generalises Corollary 9.
Theorem 12. For any (Ln) ∈ Λ1,
Specdisc(A) ⊆ lim
n→∞
Spec2(A,Ln) ⊆ A ∪ Specdisc(A).
Let us now examine statements complementary to this result. We begin with two
auxiliary lemmas.
Lemma 13. Let c ∈ Specess(A). For any given m ∈ N and δ > 0 there exists {xl}ml=1 ⊂
1(c−δ,c+δ)(A) such that
(i) ‖xl‖ = 1 for all l = 1, . . . ,m
(ii) 〈Apxl, Aqxl˜〉 = 0 for all l 6= l˜ and p, q = 0, 1
(iii) Axl = cxl + xˆl where ‖xˆl‖ < δ for any l = 1, . . . ,m.
Proof. If c is an isolated point of the spectrum, then c is an eigenvalue of infinite multiplic-
ity and the proof is elementary. Otherwise, there exists cl → c such that cl ∈ Spec(A)\{c}.
By substituting cl by a sub-sequence if necessary, we can assume that |cl− c| = δ(l) < δ/2
for 0 < δ(l + 1) < δ(l) such that(
cl − δ(l)
2
, cl +
δ(l)
2
)
∩ {cl}∞l=1 = {cl}.
By picking xl ∈ 1(cl− δ(l)2 ,cl+ δ(l)2 )(A) for l = 1, . . . ,m with ‖xl‖ = 1 the desired conclusion
is guaranteed. 
For the triplet c1 ≤ c2 ≤ c3 denote
A(c1, c2, c3) = D[c1, c3] \
(
D(c1, c2) ∪ D(c2, c3)
)
.
Lemma 14. Let |c| ≤ 1, 0 ≤ θ ≤ pi and |c| ≤ a ≤ 1. Let z = aeiθ and
β± =
1
2
(
a2 ± c
1± c ∓ a cos θ
)
.
If z ∈ A(−1, c, 1), then β± ≥ 0.
Proof. The proof involves straightforward trigonometric arguments. 
Lemma 15. Let z ∈ A(c1, c2, c3). For δ > 0 let x1, x2, x3 ∈ Dom(A) be such that
(i) ‖xk‖ = 1
(ii) 〈Apxk, Aqxk˜〉 = 0 for k 6= k˜ and p, q = 0, 1
(iii) Axk = ckxk + xˆk where ‖xˆk‖ < δ.
There exist αk ∈ R independent of δ such that if y =
∑3
k=1 αkxk, the polynomial
〈Ay,Ay〉 − 2λ〈Ay, y〉+ λ2〈y, y〉
has roots λ+ = z +O(δ) and λ− = z +O(δ).
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Proof. The cases where ck = ck˜ for k 6= k˜ are easy, so we assume that c1 < c2 < c3.
Moreover, without loss of generality we can assume that c1 = −1, c2 = c where |c| < 1
and c3 = 1. Then z and z are roots of the polynomial
a2 − 2λa cos θ + λ2
for z = aeiθ. If y =
∑3
k=1 αkxk we get
〈y, y〉 = α21 + α22 + α23
〈Ay, y〉 = −α21 + cα22 + α23 +O(δ)
〈Ay,Ay〉 = α21 + c2α22 + α23 +O(δ).
Finally note that the solution of the system
α21 + α
2
2 + α
2
3 = 1
−α21 + cα22 + α23 = a cos θ
α21 + c
2α22 + α
2
3 = a
2
is easily found to be α1 =
√
β+, α2 =
√
1−a2
1−c2 and α3 =
√
β− where β± are the expressions
found in Lemma 14. 
Theorem 16. Let N = N ⊆ A be compact. For all ε > 0 there exists Lε ⊂ Dom(A) such
that
(25) N ⊂ [Spec2(A,Lε)]ε ⊂ [N ]2ε.
Proof. Let N and ε > 0 be fixed. Since N is compact, there exists {zj}nj=1 ⊂ N such that
N ⊂ [(zj)nj=1]ε/4 ⊂ [N ]ε/2. The proof will be completed if Lε ⊂ Dom(A) is such that
(26)
[{zj}nj=1]ε/4 ⊂ [Spec2(A,Lε)]ε ⊂ [{zj}nj=1]ε/2 .
Below we will choose the parameter δ > 0 small enough.
Let {cjk}k=3,j=nk=1,j=1 ⊂ Specess(A) be such that zj ∈ A(c1j , c2j , c3j) for all j = 1, . . . , n. By
virtue of Lemma 13 there exists a family of vectors {xjk}k=3,j=nk=1,j=1 ⊂ Dom(A) such that
(i) ‖xkj‖ = 1 for all k = 1, 2, 3 and j = 1, . . . , n
(ii) 〈Apxkj , Aqxk˜j˜〉 = 0 for all (k, j) 6= (k˜, j˜) and p, q = 0, 1
(iii) Axkj = ckjxkj + xˆkj where ‖xˆkj‖ < δ for any k = 1, 2, 3 and j = 1, . . . , n.
Let αkj = αk be as in Lemma 15 for z = zj . Choosing δ > 0 small enough and defining
yj =
3∑
k=1
αkjxkj and Lε = span{y1, . . . , yn},
yields (26) and hence (25). 
This result has two straightforward consequences. Given any compact subset N =
N ⊆ A, there exists {Ln} ⊂ Dom(A) such that N = limn→∞ Spec2(A,Ln). Evidently
(Ln) might fall outside Λ0 in general. On the other hand, we can always find (Ln) ∈ Λ1
such that
lim
n→∞
Spec(A,Ln) = A ∪ Specdisc(A).
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