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CONSTRUCTION AND BOX DIMENSION OF
RECURRENT FRACTAL INTERPOLATION SURFACES
ZHEN LIANG AND HUO-JUN RUAN
Abstract. In this paper, we present a general framework to construct re-
current fractal interpolation surfaces (RFISs) on rectangular grids. Then we
introduce bilinear RFISs, which are easy to be generated while there are no
restrictions on interpolation points and vertical scaling factors. We also ob-
tain the box dimension of bilinear RFISs under certain constraints, where the
main assumption is that vertical scaling factors have uniform sums under a
compatible partition.
1. Introduction
Fractal interpolation functions (FIFs) were introduced by Barnsley [1] in 1986.
The graphs of these functions are invariant sets of certain iterated function systems
(IFSs) and they are ideally suited for the approximation of naturally occurring
functions. In [3], Barnsley, Elton and Hardin generalized the notion of FIFs to
recurrent FIFs, whose graphs are invariant sets of certain recurrent IFSs. There are
many applications of FIFs and recurrent FIFs. Please see [2, 13, 19] for examples.
Naturally, we want to generalize FIFs and recurrent FIFs to higher dimensional
cases, especially, the two-dimensional case. In fact, there are many works in this
direction. However, while it is easy to construct similar IFSs and recurrent IFSs as
in one dimensional case, it is hard to guarantee that their invariant sets are graphs
of continuous functions.
In [12], Massopust introduced fractal interpolation surfaces (FISs) on trian-
gles, where the interpolation points on the boundary are required to be coplanar.
Dalla [7] constructed FISs on rectangular grids, where the interpolation points on
the boundary are collinear. Feng [9] presented a more general construction of FISs
on rectangular grids. Bouboulis, Dalla and Drakopoulos [5, 6] constructed similar
recurrent IFSs to generate recurrent FISs (RFISs) as in one-dimensional case. Yun,
Choi and O [20] presented a construction of RFISs with function scaling factors.
However, the restrictive conditions for continuity in [5, 6, 9, 20] are hard to check.
Using a ‘fold-out’ technique introduced by Ma lysz [11] and developed by Metzler
and Yun [14], Ruan and Xu [17] presented a general framework to construct FISs
on rectangular grids and also introduced bilinear FISs. In a following work, Kong,
Ruan and Zhang [10] obtained the box dimension of bilinear FISs under certain
constraints.
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In this paper, by extending the methods in previous works, we present a general
framework to construct RFISs on rectangular grids and introduce bilinear RFISs.
Similarly as in the case of bilinear FISs constructed in [17], it is straightforward to
generate bilinear RFISs, while there are no restrictions on interpolation points and
vertical scaling factors. We also obtain the box dimension of bilinear RFISs under
certain constraints, where the main assumption is that vertical scaling factors have
uniform sums under a compatible partition.
The paper is organized as follows. In section 2, we present a general framework
to construct RFISs. Bilinear RFISs are introduced in section 3. In section 4 we
obtain the box dimension of bilinear RFISs under certain constraints.
2. Construction of Recurrent Fractal Interpolation Surfaces
For every positive integerN , we denote ΣN = {1, 2, . . . , N} and ΣN,0 = {0, 1, . . . , N}.
Given a data set {(xi, yj , zij) ∈ R3|i ∈ ΣN,0, j ∈ ΣM,0} with
x0 < x1 < · · · < xN , y0 < y1 < · · · < yM ,
where N,M ≥ 2 are positive integers, we want to construct a fractal function which
interpolates the data set.
Denote I = [x0, xN ] and J = [y0, yM ]. For any i ∈ ΣN and j ∈ ΣM , we denote
Ii = [xi−1, xi], Jj = [yj−1, yj ], and Dij = Ii × Jj .
We choose x′0, x
′
1, . . . , x
′
N to be a finite sequence in {xi| i ∈ ΣN,0} such that
|x′i − x′i−1| > xi − xi−1, ∀ i ∈ ΣN .
For each i ∈ ΣN , we define b(i), e(i) to be elements in ΣN,0 such that
xb(i) = min{x′i−1, x′i}, xe(i) = max{x′i−1, x′i},
and denote I ′i = [xb(i), xe(i)]. Furthermore, let ui : I
′
i → Ii, i ∈ ΣN be contractive
homeomorphisms with
(2.1) ui(x
′
i−1) = xi−1, ui(x
′
i) = xi, ∀ i ∈ ΣN .
Clearly, ui(x
′
i) = ui+1(x
′
i) = xi for all i ∈ ΣN−1, which is a key property in our
construction.
Similarly, we choose y′0, y
′
1, . . . , y
′
M to be a finite sequence in {yj| j ∈ ΣM,0} such
that
|y′j − y′j−1| > yj − yj−1, ∀ j ∈ ΣM .
For each j ∈ ΣM , we define b∗(j), e∗(j) to be elements in ΣM,0 such that
yb∗(j) = min{y′j−1, y′j}, ye∗(j) = max{y′j−1, y′j},
and denote J ′j = [yb∗(j), ye∗(j)]. Furthermore, let vj : J
′
j → Jj , j ∈ ΣM be contrac-
tive homeomorphisms with
(2.2) vj(y
′
j−1) = yj−1, vj(y
′
j) = yj , ∀ j ∈ ΣN .
Clearly, vj(y
′
j) = vj+1(y
′
j) = yj for all j ∈ ΣM−1.
Define π(xp, yq) = (p, q) for p ∈ ΣN,0 and q ∈ ΣM,0. For i ∈ ΣN and j ∈ ΣM , we
denote D′ij = I
′
i×J ′j, and define a continuous function Fij : D′ij×R→ R satisfying
(2.3) Fij(xp, yq, zp,q) = zπ(ui(xp),vj(yq))
for all (p, q) ∈ {b(i), e(i)} × {b∗(j), e∗(j)}, and
(2.4) |Fij(x, y, z′)− Fij(x, y, z′′)| ≤ αij |z′ − z′′|
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for all (x, y) ∈ D′ij and all z′, z′′ ∈ R, where αij is a given constant with 0 < αij < 1.
Now we define a map Wij : D
′
ij × R→ Dij × R by
(2.5) Wij(x, y, z) = (ui(x), vj(y), Fij(x, y, z)).
Then {D′ij × R,Wij ; (i, j) ∈ ΣN × ΣM} is a recurrent iterated function system.
For i ∈ ΣN and j ∈ ΣM , we denote H(Dij × R) the family of all non-empty
compact subsets of Dij × R. Let H˜ be the product of all H(Dij × R), i.e.,
H˜ =
∏
1≤i≤N,1≤j≤M
H(Dij × R).
For any A = (Aij)1≤i≤N,1≤j≤M ∈ H˜, we define W (A) ∈ H˜ by(
W (A)
)
ij
= ∪{Wij(Akℓ) : (k, ℓ) ∈ ΣN × ΣM and Dkℓ ⊂ D′ij}
for all 1 ≤ i ≤ N and 1 ≤ j ≤M .
For any continuous function f on I × J and (i, j) ∈ ΣN × ΣM , we denote
Γf |Dij = {(x, y, f(x, y)) : (x, y) ∈ Dij},
which is the graph of f restricted on Dij . Similarly as in [1, 3, 17], we have the
following theorem.
Theorem 2.1. Let {D′ij × R,Wij ; (i, j) ∈ ΣN × ΣM} be the recurrent iterated
function system defined by (2.5). Assume that {Fij : i ∈ ΣN , j ∈ ΣM} satisfies the
following matchable conditions:
(1). for all i ∈ ΣN−1, j ∈ ΣM , and x∗ = u−1i (xi) = u−1i+1(xi),
(2.6) Fij(x
∗, y, z) = Fi+1,j(x
∗, y, z), ∀y ∈ J ′j , z ∈ R, and
(2). for all i ∈ ΣN , j ∈ ΣM−1, and y∗ = v−1j (yj) = v−1j+1(yj),
(2.7) Fij(x, y
∗, z) = Fi,j+1(x, y
∗, z), ∀x ∈ I ′i, z ∈ R.
Then there exists a unique continuous function f on I×J , such that f(xi, yj) = zij
for all i ∈ ΣN,0 and j ∈ ΣM,0, and (Γf |Dij )1≤i≤N,1≤j≤M is the invariant set of W ,
i.e., Γf |Dij =Wij(Γf |D′ij ) for all 1 ≤ i ≤ N and 1 ≤ j ≤M .
Proof. Let C∗(I × J) be the collection of all continuous functions ϕ on I × J
satisfying ϕ(xi, yj) = zij for all i ∈ ΣN,0, j ∈ ΣM,0. Define T : C∗(I × J) →
C∗(I × J) as follows: given ϕ ∈ C∗(I × J),
Tϕ(x, y) = Fij
(
u−1i (x), v
−1
j (y), ϕ(u
−1
i (x), v
−1
j (y))
)
, (x, y) ∈ Dij ,(2.8)
for all (i, j) ∈ ΣN × ΣM .
Given ϕ ∈ C∗(I × J), it is clear that for all i ∈ ΣN and j ∈ ΣM , Tϕ|Dij is
continuous and for all (xp, yq) ∈ Dij ,
Tϕ(xp, yq) = Fij(u
−1
i (xp), v
−1
j (yq), ϕ(u
−1
i (xp), v
−1
j (yq)))
= Fij(x
′
p, y
′
q, ϕ(x
′
p, y
′
q)) = zπ(ui(x′p),vj(y′q)) = zπ(xp,yq) = zpq.
Furthermore, from matchable conditions, we know that Tϕ is well defined on the
boundary of Ii × Jj for all (i, j) ∈ ΣN × ΣM . Thus T : C∗(I × J)→ C∗(I × J) is
well defined.
For any ϕ ∈ C∗(I × J), we define |ϕ|∞ = max{ϕ(x, y) : (x, y) ∈ I × J}.
From (2.4), we can easily see that T is contractive on the complete metric space
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(C∗(I × J), | · |∞). Thus there exists a unique function f ∈ C∗(I × J) such that
Tf = f , that is,
(2.9) f(x, y) = Fij
(
u−1i (x), v
−1
j (y), f(u
−1
i (x), v
−1
j (y))
)
, (x, y) ∈ Dij ,
for all (i, j) ∈ ΣN × ΣM . Combining this with (2.5), we know that for all (i, j) ∈
ΣN × ΣM ,
Γf |Dij = {(x, y, f(x, y)) : (x, y) ∈ Dij}
= {(x, y, Fij
(
u−1i (x), v
−1
j (y), f(u
−1
i (x), v
−1
j (y))
)
) : (x, y) ∈ Dij}
= {(ui(x), vj(y), Fij(x, y, f(x, y))) : (x, y) ∈ D′ij}
= {Wij(x, y, f(x, y)) : (x, y) ∈ D′ij}.
Thus (Γf |Dij )1≤i≤N,1≤j≤M is the invariant set of W .
Assume that there exists f˜ ∈ C∗(I × J), such that (Γf˜ |Dij )1≤i≤N,1≤j≤M is the
invariant set of W . Then we must have
Fij(x, y, f˜(x, y)) = f˜(ui(x), vj(y)), ∀(x, y) ∈ D′ij ,
so that T f˜ = f˜ . Since T is contractive on (C∗(I×J), |·|∞), we know that f˜ = f . 
We call f the recurrent fractal interpolation function (RFIF) defined by {D′ij ×
R,Wij ; (i, j) ∈ ΣN ×ΣM}, and call the graph of f a recurrent fractal interpolation
surface (RFIS). From (2.9), we have the following useful property: for all (i, j) ∈
ΣN × ΣM ,
(2.10) f(ui(x), vj(y)) = Fij(x, y, f(x, y)) for all (x, y) ∈ D′ij .
3. Bilinear RFISs
Let h(x, y), s(x, y) be two continuous functions on I × J satisfying
h(xi, yj) = zij , (i, j) ∈ ΣN,0 × ΣM,0, and(3.1)
max{|s(x, y)| : (x, y) ∈ I × J} < 1.
Let gij(x, y), (i, j) ∈ ΣN × ΣM be continuous functions on D′ij satisfying
(3.2) gij(xp, yq) = zpq, (p, q) ∈ {b(i), e(i)} × {b∗(j), e∗(j)}.
For (i, j) ∈ ΣN × ΣM , we define functions Fij(x, y, z) : D′ij × R→ R by
(3.3) Fij(x, y, z) = s(ui(x), vj(y))(z − gij(x, y)) + h(ui(x), vj(y)),
where ui ∈ C(I ′i) and vj ∈ C(J ′j) are functions defined in Section 2. Then for all
(i, j) ∈ ΣN × ΣM and (p, q) ∈ {b(i), e(i)} × {b∗(j), e∗(j)},
Fij(xp, yq, zpq) = h(ui(xp), vj(xq)) = zπ(ui(xp),vj(xq))
so that (2.3) holds. Furthermore, it follows from max{|s(x, y)| : (x, y) ∈ I × J} < 1
that (2.4) also holds.
Given i ∈ ΣN−1, let x∗ = u−1i (xi) = u−1i+1(xi). Given j ∈ ΣM , for all y ∈ J ′j and
z ∈ R, we have
Fij(x
∗, y, z) = s(xi, vj(y))(z − gij(x∗, y)) + h(xi, vj(y)),
Fi+1,j(x
∗, y, z) = s(xi, vj(y))(z − gi+1,j(x∗, y)) + h(xi, vj(y)).
Thus, the matchable condition (2.6) holds if gij(x
∗, y) = gi+1,j(x
∗, y) for all y ∈ J ′j .
Similarly, the matchable condition (2.7) holds if gij(x, y
∗) = gi,j+1(x, y
∗) for all
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x ∈ I ′i. Thus, from Theorem 2.1, we have the following result. We remark that
Metzler and Yun [14], and Yun, Choi and O [20] obtained similar results.
Theorem 3.1. Let Fij , (i, j) ∈ ΣN × ΣM be defined as in (3.3). Assume that the
following matchable conditions hold:
(1). for all i ∈ ΣN−1, j ∈ ΣM , and x∗ = u−1i (xi) = u−1i+1(xi),
(3.4) gij(x
∗, y) = gi+1,j(x
∗, y), ∀y ∈ J ′j , and
(2). for all i ∈ ΣN , j ∈ ΣM−1, and y∗ = v−1j (yj) = v−1j+1(yj),
(3.5) gij(x, y
∗) = gi,j+1(x, y
∗), ∀x ∈ I ′i.
Then there exists a unique continuous function f on I×J , such that (Γf |Dij )1≤i≤N,1≤j≤M
is the invariant set of W with f(xi, yj) = zij for all i ∈ ΣN,0 and j ∈ ΣM,0.
We call the function s(x, y) the vertical scale factor function of RFIF f . We
remark that from (3.2), it is easy to check that for all i ∈ ΣN−1, j ∈ ΣM , and
x∗ = u−1i (xi) = u
−1
i+1(xi),
(3.6) gij(x
∗, yb∗(j)) = gi+1,j(x
∗, yb∗(j)), gij(x
∗, ye∗(j)) = gi+1,j(x
∗, ye∗(j)).
Similarly, for all i ∈ ΣN , j ∈ ΣM−1, and y∗ = v−1j (yj) = v−1j+1(yj),
(3.7) gij(xb(i), y
∗) = gi,j+1(xb(i), y
∗), gij(xe(i), y
∗) = gi,j+1(xe(i), y
∗).
However, the match conditions in Theorem 3.1 may not be satisfied in general.
Now we want to construct bilinear RFISs which are special RFISs in the above
theorem. The basic idea is similar to that in [4, 17]. For all i ∈ ΣN and j ∈ ΣM , we
define ui and vj to be linear functions satisfying (2.1) and (2.2). We also define gij
to be the bilinear function satisfying (3.2). That is, if we denote λi(x) =
xe(i)−x
xe(i)−xb(i)
and µj(y) =
ye∗(j)−y
ye∗(j)−yb∗(j)
, then for all (x, y) ∈ D′ij ,
gij(x, y) =λi(x)µj(y)zb(i),b∗(j) + (1− λi(x))µj(y)ze(i),b∗(j)
+ λi(x)(1 − µj(y))zb(i),e∗(j) + (1− λi(x))(1 − µj(y))ze(i),e∗(j).
Notice that once x is fixed, gij(x, y) is a linear function of y. Combining this with
(3.6), the matchable condition (3.4) in Theorem 3.1 is satisfied. Similarly, (3.5) is
also satisfied. Thus, in the case that gij are bilinear for all i, j, we do generate
RFIF and RFIS.
In order to construct bilinear RFISs, we define h : I × J → R to be the function
satisfying (3.1) and h|Ii×Jj is bilinear for all (i, j) ∈ ΣN × ΣM .
Let {sij : (i, j) ∈ ΣN,0 × ΣM,0} be a given subset of R with |sij | < 1 for all
i, j. We define s : I × J → R to be the function such that s|Ii×Ji is bilinear for all
(i, j) ∈ ΣN × ΣM and
s(xi, yj) = sij , ∀(i, j) ∈ ΣN,0 × ΣM,0.
For all (i, j) ∈ ΣN × ΣM , we define Fij : D′ij × R → R by (3.3). Then the
recurrent fractal interpolation function f is called a bilinear RFIF. We call Γf =
{(x, y, f(x, y)) : (x, y) ∈ I × J} a bilinear RFIS. Also, sij , (i, j) ∈ ΣN,0 × ΣM,0 are
called vertical scaling factors of f .
From the construction, we know that a bilinear RFIS is determined by inter-
polation points {(xi, yj , zi,j)}(i,j)∈ΣN,0×ΣM,0 , vertical scaling factors {sij : (i, j) ∈
ΣN,0×ΣM,0}, and domain points {(x′i, y′j)}(i,j)∈ΣN,0×ΣM,0 . This property is similar
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to the linear recurrent FIF in the one-dimensional case [3]. In particular, a bilinear
RFIS is easy to be generated, while there are no restrictions on interpolation points
and vertical scaling factors.
4. Box Dimension of Bilinear RFISs
For any k1, k2, k3 ∈ Z and ε > 0, we call Π3i=1[kiε, (ki+1)ε] an ε-coordinate cube
in R3. Let E be a bounded set in R3 and NE(ε) the number of ε-coordinate cubes
intersecting E. We define
(4.1) dimBE = lim
ε→0+
logNE(ε)
log 1/ε
and dimBE = lim
ε→0+
logNE(ε)
log 1/ε
,
and call them the upper box dimension and the lower box dimension of E, respec-
tively. If dimBE = dimBE, then we use dimB E to denote the common value and
call it the box dimension of E. It is easy to see that in the definition of the upper
and lower box dimensions, we can only consider εn =
1
KnN
, where n ∈ Z+. That
is,
(4.2) dimBE = lim
n→∞
logNE(εn)
n logK
and dimBE = lim
n→∞
logNE(εn)
n logK
.
It is also well known that dimBE ≥ 2 when E is the graph of a continuous function
on a domain of R2. See [8] for details.
In this section, we will estimate the box dimension of Γf , where f is the bilinear
RFIF defined in the section 3. Without loss of generality, we can assume that
I = J = [0, 1].
4.1. Compatible partitions and uniform sums. It is difficult to obtain the box
dimension of general bilinear RFIS. In this paper, we assume that
(4.3) M = N, and xi =
i
N
, yj =
j
N
, ∀i, j ∈ ΣN,0.
Furthermore, we assume that there exists a positive integer K ≥ 2 such that
|I ′i |
|Ii| =
|J ′j |
|Jj | = K, ∀i, j ∈ ΣN ,(4.4)
and for all (i1, j1), (i2, j2) ∈ ΣN × ΣN , we have
D′i1j1 = D
′
i2j2
or int(D′i1j1) ∩ int(D′i2j2) = ∅,(4.5)
where we use int(E) to denote the interior of a subset E of R2.
For each n ∈ Z+ and 1 ≤ k, ℓ ≤ KnN , we denote
Dnkℓ =
[
k − 1
KnN
,
k
KnN
]
×
[
ℓ− 1
KnN
,
ℓ
KnN
]
.
Given n ∈ Z+ and U ⊂ [0, 1]2, we define
O(f, n, U) =
∑
1≤k,ℓ≤KnN
Dnkℓ⊂U
O(f, n,Dnkℓ),
where we use O(f, E) to denote the oscillation of f on E ⊂ [0, 1]2, that is,
O(f, E) = sup{f(x′)− f(x′′) : x′,x′′ ∈ E}.
We also denote O(f, n) = O(f, n, [0, 1]2) for simplicity.
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We will use the following simple lemma, which presents a method to estimate
the upper and lower box dimensions of the graph of a function from its oscillation.
Similar results can be found in [8, 10, 16].
Lemma 4.1. Let f be the bilinear RFIF defined in Section 3. Then
(4.6) dimB(Γf) ≥ max
{
2, 1 + lim
n→∞
logO(f, n)
n logK
}
, and
(4.7) dimB(Γf) ≤ 1 + lim
n→∞
log(O(f, n) + 2KnN)
n logK
,
where we define log 0 = −∞ according to the usual convention.
Proof. It is clear that
NΓf (εn) ≥ ε−1n
∑
1≤i,j≤KnN
O(f,Dnij) = ε
−1
n O(f, n)(4.8)
so that (4.6) holds. On the other hand, we note that NE(ε) and NE(εn) can be
replaced by N˜E(ε) and N˜E(εn) in (4.1) and (4.2) respectively, where N˜E(ε) is the
smallest number of cubes of side ε that cover E (see [8] for details). In our case,
N˜Γf (εn) ≤
∑
1≤i,j≤KnN
(ε−1n O(f,D
n
ij) + 2) = K
nN
(
O(f, n) + 2KnN
)
so that (4.7) holds. 
Remark 4.2. From Lemma 4.1, dimB(Γf) = 2 if lim
n→∞
logO(f,n)
n logK ≤ 1, and dimB(Γf) =
1 + lim
n→∞
logO(f,n)
n logK if the limit exists and is larger than 1.
The vertical scaling factors {sij : i, j ∈ ΣN,0} are called steady if for each
(i, j) ∈ ΣN × ΣN , either all of si−1,j−1, si−1,j , si,j−1 and sij are nonnegative or all
of them are nonpositive.
Given B = {Br}mr=1, where B1, . . . , Bm are nonempty subsets of [0, 1]2, B is
called a partition of [0, 1]2 if
⋃m
r=1Br = [0, 1]
2 and int(Br) ∩ int(Bt) = ∅ for all
r 6= t. Given a partition B = {Br}mr=1 of [0, 1]2, we denote
Λr(B) = {(i, j) ∈ ΣN × ΣN : Dij ⊂ Br},
Λ′t(B) = {(i, j) ∈ ΣN × ΣN : D′ij ⊂ Bt},
where 1 ≤ r, t ≤ m. For simplicity, we will use Λr and Λ′t if there is no confusion. A
partition B = {Br}mr=1 of [0, 1] is called compatible with respect to {Dij , D′ij ; i, j ∈
ΣN} if the following two conditions hold:
(1) for each (i, j) ∈ ΣN × ΣN , there exist r, t ∈ {1, 2, . . . ,m}, such that Dij ⊂
Br and D
′
ij ⊂ Bt, and
(2) Bt =
⋃
(i,j)∈Λr∩Λ′t
D′ij , for all r, t = 1, 2, . . . ,m with Λr ∩ Λ′t 6= ∅.
We remark that from the second condition, if r and t are elements in {1, 2, . . . ,m}
with Λr ∩ Λ′t 6= ∅, then for every (x, y) ∈ Bt, there exists (i, j) ∈ ΣN × ΣN , such
that (x, y) ∈ D′ij ⊂ Bt and Dij ⊂ Br.
Given 1 ≤ r ≤ m and α, β ∈ {0, 1, . . . , N −K}, we denote
Λr(α, β) = {(i, j) ∈ Λr : D′ij = [xα, xα+K ]× [yβ , yβ+K ]}.
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We say that the vertical scaling factors {sij : i, j ∈ ΣN,0} have uniform sums under
a compatible partition B = {Br}mr=1 if for all r, t ∈ {1, 2, . . . ,m} with Λr ∩ Λ′t 6=
∅, there exists a constant γrt, such that for all α, β ∈ {0, 1, . . . , N − K} with
[xα, xα+K ]× [yβ , yβ+K ] ∈ {D′ij : (i, j) ∈ Λr ∩ Λ′t}, we have
γrt =
∑
(i,j)∈Λr(α,β)
|s(ui(xα), vj(yβ))| =
∑
(i,j)∈Λr(α,β)
|s(ui(xα), vj(yβ+K))|
=
∑
(i,j)∈Λr(α,β)
|s(ui(xα+K), vj(yβ))| =
∑
(i,j)∈Λr(α,β)
|s(ui(xα+K), vj(yβ+K))|.
In this case, we also call {γrt : Λr ∩ Λ′t 6= ∅} the uniform sums of vertical scaling
factors.
Lemma 4.3. Assume that the vertical scaling factors {sij : i, j ∈ ΣN,0} are
steady and have uniform sums {γrt : Λr ∩ Λ′t 6= ∅} under a compatible parti-
tion B = {Br}mr=1. Then for all r, t ∈ {1, 2, . . . ,m} with Λr ∩ Λ′t 6= ∅, and all
α, β ∈ {0, 1, . . . , N −K} with [xα, xα+K ]× [yβ, yβ+K ] ∈ {D′ij : (i, j) ∈ Λr ∩Λ′t}, we
have ∑
(i,j)∈Λr(α,β)
|s(ui(x), vj(y))| = γrt, ∀(x, y) ∈ [xα, xα+K ]× [yβ , yβ+K ].
Proof. Given r, t ∈ {1, 2, . . . ,m} with Λr ∩ Λ′t 6= ∅, and given α, β ∈ {0, 1, . . . , N −
K} with [xα, xα+K ]× [yβ , yβ+K ] ∈ {D′ij : (i, j) ∈ Λ′t}, we define
s∗(x, y) =
∑
(i,j)∈Λr(α,β)
|s(ui(x), vj(y))| − γrt,
where (x, y) ∈ [xα, xα+K ]× [yβ , yβ+K ]. Since the vertical scaling factors are steady,
we know that for each (i, j) ∈ Λr(α, β), s(x, y) is nonnegative or nonpositive on
Dij . It follows that s(ui(x), vj(y)) is nonnegative or nonpositive on [xα, xα+K ] ×
[yβ, yβ+K ]. As a result, s
∗ is a bilinear function on [xα, xα+K ]× [yβ , yβ+K ]. Thus,
from s∗ = 0 on (xα, yβ), (xα, yβ+K), (xα+K , yβ) and (xα+K , yβ+K), we know that
s∗ = 0 on [xα, xα+K ]× [yβ, yβ+K ] so that the lemma holds. 
Example 4.1. Let N = 4, K = 2, and x′0 = x
′
2 = x
′
4 = 0, x
′
1 = x
′
3 =
1
2 , y
′
0 = y
′
2 =
y′4 =
1
2 , y
′
1 = 1, y
′
3 = 0. By definition, we have
u1(x0) = x0, u1(x2) = u2(x2) = x1, u2(x0) = u3(x0) = x2, . . . ,
v1(y2) = y0, v1(y4) = v2(y4) = y1, v2(y2) = v3(y2) = y2, . . . .
Let B1 = [0,
1
2 ]× [0, 12 ], B2 = [0, 12 ]× [ 12 , 1] and B3 = [ 12 , 1]× [0, 1]. It is easy to check
that B = {B1, B2, B3} is a compatible partition with respect to {Dij , D′ij ; 1 ≤ i, j ≤
4}. Furthermore, Λr ∩ Λ′t 6= ∅ if and only if (r, t) ∈ {(1, 2), (2, 1), (3, 1), (3, 2)}.
Let (r, t) = (1, 2). Then Λ1(0, 2) = {(1, 1), (1, 2), (2, 1), (2, 2)} so that∑
(i,j)∈Λ1(0,2)
|s(ui(x0), vj(y2))| = |s(x0, y0)|+ |s(x0, y2)|+ |s(x2, y0)|+ |s(x2, y2)|
= |s00|+ |s02|+ |s20|+ |s22|.
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Figure 1. Bilinear RFIS in Example 4.1
Similarly, we have ∑
(i,j)∈Λ1(0,2)
|s(ui(x0), vj(y4))| = 2(|s01|+ |s21|),
∑
(i,j)∈Λ1(0,2)
|s(ui(x2), vj(y2))| = 2(|s10|+ |s12|),
∑
(i,j)∈Λ1(0,2)
|s(ui(x2), vj(y4))| = 4|s11|.
Assume that vertical scaling factors {sij : 0 ≤ i, j ≤ 4} has uniform sums under
the compatible partition {B1, B2, B3}. Then we must have
γ12 = |s00|+ |s02|+ |s20|+ |s22| = 2(|s01|+ |s21|) = 2(|s10|+ |s12|) = 4|s11|.
Similarly,
γ21 = |s02|+ |s04|+ |s22|+ |s24| = 2(|s03|+ |s23|) = 2(|s12|+ |s14|) = 4|s13|,
γ31 = |s22|+ |s24|+ |s42|+ |s44| = 2(|s23|+ |s43|) = 2(|s32|+ |s34|) = 4|s33|,
γ32 = |s20|+ |s22|+ |s40|+ |s42| = 2(|s21|+ |s41|) = 2(|s30|+ |s32|) = 4|s31|.
Let
(sij)0≤i,j≤4 =


0.85 0.9 0.95 0.9 0.9
0.1 0.45 0.8 0.7 0.6
0 0 0 0.5 0.95
−0.4 −0.2 0 0.3 0.6
−0.8 −0.4 0 0.1 0.25

 .
By above discussion, we can check that vertical scaling factors are steady and have
uniform sums under {B1, B2, B3} with γ12 = 1.8, γ21 = 2.8, γ31 = 1.2 and γ32 = 0.8.
Assume that
(zij)0≤i,j≤4 =


2 3 2 1 2
2 2 3 1 3
1 3 2 3 1
3 2 4 2 0
2 3 2 4 4

 .
The corresponding bilinear RFIS is shown in Figure 1.
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4.2. Calculation of box dimension.
Lemma 4.4. Let f be the bilinear RFIF determined in section 3 with conditions
(4.3), (4.4) and (4.5). Assume that the vertical scaling factors {sij : i, j ∈ ΣN,0}
are steady and have uniform sums {γrt : Λr ∩Λ′t 6= ∅} under a compatible partition
B = {Br}mr=1. Then there exists a positive constant C > 0 such that
(4.9)
∣∣∣O(f, n+ 1, Br)− m∑
t=1
γrtO(f, n,Bt)
∣∣∣ ≤ CKn
for all 1 ≤ r ≤ m and n ∈ Z+, where we define γrt = 0 if Λr ∩ Λ′t = ∅.
Proof. From the first condition of compatible partition, it suffices to show that for
all 1 ≤ r, t ≤ m with Λr ∩ Λ′t 6= ∅, there exists a constant Crt > 0, such that∣∣∣ ∑
(i,j)∈Λr∩Λ′t
O(f, n+ 1, Dij)− γrtO(f, n,Bt)
∣∣∣ ≤ CrtKn.
For all α, β ∈ {0, 1, . . . , N − K}, we denote D˜αβ = [xα, xα+K ] × [yβ, yβ+K ].
From the second condition of compatible partition, for all r, t = 1, 2, . . . ,m with
Λr ∩ Λ′t 6= ∅,
Bt = ∪{D˜αβ : ∃(i, j) ∈ Λr ∩ Λ′t, such that D˜αβ = D′ij}.
On the other hand, it is clear that for each (i, j) ∈ Λr ∩ Λ′t, there exists a unique
(α, β) ∈ {0, 1, . . . , N − K}2, such that D′ij = D˜αβ ⊂ Bt. Thus, in order to prove
the lemma, it suffices to show that for all r, t = 1, 2, . . . ,m with Λr ∩ Λ′t 6= ∅, and
all α, β = 0, 1, . . . , N −K with D˜αβ = D′ij for some (i, j) ∈ Λr ∩ Λ′t, there exists a
constant Cr,t,α,β > 0, such that
(4.10)
∣∣∣ ∑
(i,j)∈Λr(α,β)
O(f, n+ 1, Dij)− γrtO(f, n, D˜α,β)
∣∣∣ ≤ Cr,t,α,βKn
for all positive integers n.
Denote M∗ = max{|f(x, y)| : (x, y) ∈ [0, 1]2}. For (i, j) ∈ ΣN × ΣN and
z∗ ∈ [−M∗,M∗], we define
Fˆi,j,z∗(x, y) = Fij(x, y, z
∗), (x, y) ∈ D′ij .
Since s(ui(x), vj(y)), gij(x, y), h(ui(x), vj(y)) are all bilinear functions on D
′
ij , we
know that
Cij = sup
(x,y)∈int(D′ij)
z∗∈[−M∗,M∗]
‖∇Fˆi,j,z∗(x, y)‖ <∞,
where ‖ · ‖ is the standard Euclidean norm.
Given 1 ≤ k, ℓ ≤ KnN with Dnkℓ ⊂ D′ij , we fix a point (xk,n, yℓ,n) ∈ Dnkℓ. It is
clear that for all (x, y) ∈ Dnkℓ,
|Fij(xk,n, yℓ,n, f(x, y))− Fij(x, y, f(x, y))| ≤
√
2Cijεn.(4.11)
On the other hand, for all (x′, y′), (x′′, y′′) ∈ Dnkℓ, we have
Fij(xk,n, yℓ,n, f(x
′, y′)− Fij(xk,n, yℓ,n, f(x′′, y′′))
= s(ui(xk,n), vj(yℓ,n))
(
f(x′, y′)− f(x′′, y′′)
)
.
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Combining this with (2.10) and (4.11), we have
|f(ui(x′), vj(y′))− f(ui(x′′), vj(y′′))|
≤ |s(ui(xk,n), vj(yℓ,n))| · |f(x′, y′)− f(x′′, y′′)|+ 2
√
2Cijεn
so that
O(f, (ui × vj)(Dnkℓ)) ≤ |s(ui(xk,n), vj(yℓ,n))| · O(f,Dnkℓ) + 2
√
2Cijεn.
Thus, from Lemma 4.3,∑
(i,j)∈Λr(α,β)
O(f, n+ 1, Dij)
≤
∑
1≤k,ℓ≤KnN
Dnkℓ⊂D˜αβ
∑
(i,j)∈Λr(α,β)
|s(ui(xk,n), vj(yℓ,n))| · O(f,Dnkℓ) + 2
√
2CijNK
n+2
= γrt ·O(f, n, D˜αβ) + 2
√
2CijNK
n+2.
Similarly, we have∑
(i,j)∈Λr(α,β)
O(f, n+ 1, Dij) ≥ γrtO(f, n, D˜αβ)− 2
√
2CijNK
n+2
so that (4.10) holds. 
In the sequel of the paper, we always assume that the vertical scaling factors
{sij : i, j ∈ ΣN,0} are steady and have uniform sums {γrt : Λr ∩ Λ′t 6= ∅} under
a compatible partition B = {Br}mr=1. Define G = (γrt)m×m, where γrt = 0 if
Λr ∩ Λ′t = ∅. Given 1 ≤ r, t ≤ m and n ∈ Z+, a finite sequence {rk}nk=0 in
{1, 2, . . . ,m} is called an n-path (a path for short) from r to t if r0 = r, rn = t, and
γrkrk−1 > 0, ∀k = 1, 2, . . . , n.
r and t are called connected, denoted by r ∼ t, if there exist both a path from r
to t, and a path from t to r. We remark that in general, it is possible that there
is no path from r to itself. A subset V of {1, 2, . . . ,m} is called connected if r ∼ t
for all r, t ∈ V . Furthermore, V is called a connected component of {1, 2, . . . ,m}
if V is connected and there is no connected subset V˜ of {1, 2, . . . ,m} such that
V ( V˜ . It is well known that the matrix G is irreducible if and only if {1, 2, . . . ,m}
is connected. Please see [18] for details.
Given a connected component V = {r1, . . . , rt} of {1, 2, . . . ,m}, where r1 < r2 <
· · · < rt, we define a submatrix G|V of G by
(G|V )kℓ = γrkrℓ , 1 ≤ k, ℓ ≤ t.
Definition 4.5. Given (i, j), (k, ℓ) ∈ ΣN × ΣN , we call (k, ℓ) an ancestor of (i, j)
if there exists a finite sequence {(iτ , jτ )}nτ=0 in ΣN ×ΣN such that (i0, j0) = (k, ℓ),
(in, jn) = (i, j), and
Diτ−1jτ−1 ⊂ D′iτ jτ , ∀τ = 1, 2, . . . , n.
Let A0(i, j) be the collection of all ancestors of (i, j) and A(i, j) = {(i, j)}
⋃
A0(i, j).
We call (i, j) degenerate if for all (k, ℓ) ∈ A(i, j), we have either
(4.12) sk−1,ℓ−1 = sk−1,ℓ = sk,ℓ−1 = skℓ = 0, or
(4.13) zpq = gkℓ(xp, yq), ∀p, q ∈ ΣN,0 with (xp, yq) ∈ D′kℓ.
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We remark that (4.12) holds if and only if s|Dkℓ = 0. Given 1 ≤ r ≤ m, we call r
is degenerate if (i, j) is degenerate for all (i, j) ∈ Λr. A connected component V of
{1, 2, . . . ,m} is called degenerate if r is degenerate for all r ∈ V . Otherwise, V is
called non-degenerate.
By definition, a connected component V of {1, 2, . . . ,m} is non-degenerate if
there exists (i, j) ∈ ∪{Λr : r ∈ V } such that (i, j) is non-degenerate.
Remark 4.6. Since gkℓ is bilinear, we can easily see that (4.13) holds if and only if
the following two conditions hold:
(1) for each b(k) ≤ p ≤ e(k), points (xp, yq, zpq), b∗(ℓ) ≤ q ≤ e∗(ℓ) are collinear;
and
(2) for each b∗(ℓ) ≤ q ≤ e∗(ℓ), points (xp, yq, zpq), b(k) ≤ p ≤ e(k) are collinear.
Lemma 4.7. Given (i, j) ∈ ΣN × ΣN , if (i, j) is degenerate, then
(1) For all (k, ℓ) ∈ A(i, j), we have f(x, y) = h(x, y), (x, y) ∈ Dkℓ.
(2) dimB Γf |Dij = 2.
Proof. (1). Let T and C∗([0, 1]2) be the same as defined in the proof of Theorem 2.1.
Let C∗∗([0, 1]2) be the collection of all continuous functions ϕ ∈ C∗([0, 1]2) satisfy-
ing
ϕ(x, y) = h(x, y), (x, y) ∈ Dkℓ,
for all (k, ℓ) ∈ A(i, j).
Given ϕ ∈ C∗∗([0, 1]2) and (k, ℓ) ∈ A(i, j), if s|Dkℓ 6= 0, then (4.13) holds. In
this case, for all (p, q) ∈ ΣN ×ΣN with Dpq ⊂ D′kℓ, we have (p, q) ∈ A(i, j) so that
ϕ(x, y) = h(x, y), (x, y) ∈ Dpq.
Combining this with (4.13), we know that ϕ is bilinear on D′kℓ. Thus,
ϕ(x, y) = gkℓ(x, y), (x, y) ∈ D′kℓ.
Hence, using (2.8) and (3.3), we have
Tϕ(x, y) = Fkℓ
(
u−1k (x), v
−1
ℓ (y), ϕ(u
−1
k (x), v
−1
ℓ (y))
)
= s(x, y)
(
ϕ
(
u−1k (x), v
−1
ℓ (y)
)− gkℓ(u−1k (x), v−1ℓ (y)))+ h(x, y)
= h(x, y)
for all (x, y) ∈ Dkℓ. In the case that s|Dkℓ = 0, it is clear that we still have
Tϕ(x, y) = h(x, y) on Dkℓ by using (2.8) and (3.3). Thus T is a map from
C∗∗([0, 1]2) to itself. Notice that C∗∗([0, 1]2) is complete since it is closed in
C∗([0, 1]2). Hence f ∈ C∗∗([0, 1]2).
(2). It follows from (1) that f is bilinear on Dij . Thus dimB Γf |Dij = 2. 
Given a matrix X = (Xij)n×n, we say X is non-negative if Xij ≥ 0 for all i and
j. X is called strictly positive if Xij > 0 for all i and j. The following lemma is
well known. Please see [18] for details.
Lemma 4.8 (Perron-Frobenius Theorem). Let X = (Xij)n×n be an irreducible
non-negative matrix. Then
(1) ρ(X), the spectral radius of X, is an eigenvalue of X and has strictly posi-
tive eigenvector y.
(2) ρ(X) increases if any element of X increases.
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Given three points (x(k), y), k = 1, 2, 3 in [0, 1]2 with (x(2)−x(1))(x(3)−x(2)) > 0,
we denote
df (x
(1), x(2), x(3); y) = |f(x(2), y)− (λf(x(1), y) + (1− λ)f(x(3), y))|,
where λ = (x(3) − x(2))/(x(3) − x(1)). By definition, (x(k), y, f(x(k), y)), k = 1, 2, 3
are collinear if and only if df (x
(1), x(2), x(3); y) = 0. Furthermore, if all of (x(k), y),
k = 1, 2, 3 lie in a subset E of [0, 1]2, then O(f, E) ≥ df (x(1), x(2), x(3); y).
Lemma 4.9. Let V be a non-degenerate connected component of {1, 2, . . . ,m}. If
ρ(G|V ) > K, then for all r ∈ V ,
lim
n→∞
O(f, n,Br)
Kn
=∞.
Proof. Since V is non-degenerate, there exist t∗ ∈ V and (i∗, j∗) ∈ Λt∗ such that
(i∗, j∗) is non-degenerate. Thus there exists (k0, ℓ0) ∈ A(i∗, j∗) such that both
(4.12) and (4.13) do not hold. By Remark 4.6, we can assume without loss of
generality that there exists q ∈ {b∗(ℓ0), . . . , e∗(ℓ0)}, such that points {(xp, yq, zpq) :
b(k0) ≤ p ≤ e(k0)} are not collinear. As a result, there exist p1, p2, p3 ∈ {b(k0), . . . , e(k0)}
with p1 < p2 < p3 such that (xpi , yq, zpi,q), i = 1, 2, 3 are not collinear. That is, if
we denote λ0 = (xp3 − xp2)/(xp3 − xp1), then
δ0 := df (xp1 , xp2 , xp3 ; yq) = |zp2,q − (λ0zp1,q + (1− λ0)zp3,q)| > 0.
Let r0 and t0 be elements in {1, 2, . . . ,m} satisfying (k0, ℓ0) ∈ Λr0 ∩ Λ′t0 . Let
α and β be elements in {0, 1, . . . , N − K} satisfying [xα, xα+K ] × [yβ, yβ+K ] =
D′k0ℓ0 . Notice that gij are the same for all (i, j) ∈ Λr0(α, β), since they are the
same bilinear function across the four points (xα, yβ , zα,β), (xα, yβ+K , zα,β+K),
(xα+K , yβ , zα+K,β) and (xα+K , yβ+K , zα+K,β+K). We denote it by g˜αβ .
For (i, j) ∈ Λr0(α, β), we define θij = 1 if s(x, y) is nonnegative on Dij , and
define θij = −1 otherwise. Then |s(x, y)| = θijs(x, y). Thus, from (2.10) and (3.3),
θijf(ui(x), vj(y)) = |s(ui(x), vj(y))|
(
f(x, y)− gij(x, y)
)
+ θijh(ui(x), vj(y))
for (x, y) ∈ D′ij = [xα, xα+K ]× [yβ , yβ+K ]. By Lemma 4.3,
∑
(i,j)∈Λr0 (α,β)
θijf(ui(x), vj(y)) =γr0t0
(
f(x, y)− g˜αβ(x, y)
)
+
∑
(i,j)∈Λr0 (α,β)
θijh(ui(x), vj(y))
for all (x, y) ∈ [xα, xα+K ]× [yβ, yβ+K ]. Combining this with
g˜αβ(xp2 , yq) = λ0g˜αβ(xp1 , yq) + (1− λ0)g˜αβ(xp3 , yq), and
h(ui(xp2 ), vj(yq)) = λ0h(ui(xp1), vj(yq)) + (1− λ0)h(ui(xp3 ), vj(yq))
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for all (i, j) ∈ Λr0(α, β), we have∑
(i,j)∈Λr0 (α,β)
df (ui(xp1), ui(xp2), ui(xp3); vj(yq))
≥
∣∣∣ ∑
(i,j)∈Λr0 (α,β)
θijf(ui(xp2 ), vj(yq))− λ0
∑
(i,j)∈Λr0 (α,β)
θijf(ui(xp1 ), vj(yq))
− (1− λ0)
∑
(i,j)∈Λr0 (α,β)
θijf(ui(xp3 ), vj(yq))
∣∣∣
= γr0t0
∣∣f(xp2 , yq)− (λ0f(xp1 , yq) + (1− λ0)f(xp3 , yq))∣∣ = γr0t0δ0.
As a result, there exists (i, j) ∈ Λr0(α, β) such that
df (ui(xp1), ui(xp2), ui(xp3); vj(yq)) > 0.
It is clear that (ui(xpτ ), vj(yq)), τ = 1, 2, 3 are three points in Dij .
From (i∗, j∗) ∈ Λt∗ and (k0, ℓ0) ∈ A(i∗, j∗) ∩ Λr0 ∩ Λ′t0 , there is a path from
t0 to t
∗. Denote by nV the cardinality of V , and assume that V = {r1, . . . , rnV }.
Since V is connected, we know that for all 1 ≤ k ≤ nV , there is a path from t∗
to rk so that there is a path from t0 to rk. Similarly as above, we can prove by
induction that there exist (i(k), j(k)) ∈ Λrk and three points (xk,τ , y(k)), τ = 1, 2, 3
in Di(k),j(k) , such that
δk := df (xk,1, xk,2, xk,3; y
(k)) > 0.
Let ξ = (ξ1, ξ2, . . . , ξnV )
T be a strictly positive eigenvector of G|V with eigenvalue
ρ(G|V ) such that ξk ≤ δk for all 1 ≤ k ≤ nV .
Given 1 ≤ k, ℓ ≤ nV and n ∈ Z+, we denote by P(n)V (rk, rℓ) the set of all n-
paths from rk to rℓ. Given
−→r = {r(0), r(1), . . . , r(n)} ∈ P(n)V (rk, rℓ), we denote
by Q(−→r ) the set of all elements (i0i1 · · · in, j0j1 · · · jn) in Σn+1N × Σn+1N satisfying
(i0, j0) = (i
(k), j(k)), Diτ−1,jτ−1 ⊂ D′iτ ,jτ and (iτ , jτ ) ∈ Λr(τ) for all 1 ≤ τ ≤ n.
Given (i, j) = (i0i1 · · · in, j0j1 · · · jn) ∈ Q(−→r ) and (x, y) ∈ Di0j0 , we define
ui(x) = uin ◦ uin−1 ◦ · · · ◦ ui1(x), vj(y) = vjn ◦ vjn−1 ◦ · · · ◦ vj1 (y).
Given 1 ≤ k, ℓ ≤ nV and n ≥ 1, for each −→r = {r(0), r(1), · · · , r(n)} ∈
P(n)V (rk, rℓ), similarly as above, we have∑
(i,j)∈Q(−→r )
df (ui(xk,1), ui(xk,2), ui(xk,3); vj(y
(k))) = δk
n∏
t=1
γr(t),r(t−1)
so that ∑
−→r ∈P
(n)
V
(rk,rℓ)
∑
(i,j)∈Q(−→r )
O
(
f, (ui × vj)(Di(k) ,j(k))
)
≥ δk
∑
{r(0),...,r(n)}∈P
(n)
V
(rk,rℓ)
n∏
t=1
γr(t),r(t−1)
= δk
∑
i1,...,in−1∈V
i0=rk,in=rℓ
n∏
t=1
γit,it−1 = δk
(
(G|V )n
)
ℓk
.
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As a result,
O(f, n,Brℓ) ≥
∑
1≤k≤nV
∑
−→r ∈P
(n)
V
(rk,rℓ)
∑
(i,j)∈Q(−→r )
O
(
f, (ui × vj)(Di(k),j(k))
)
≥
∑
1≤k≤nV
(
(G|V )n
)
ℓk
δk.
Thus (
O(f, n,Br1), . . . , O(f, n,BrnV )
)T ≥ (G|V )n(δ1, . . . , δnV )T
≥ (G|V )n(ξ1, . . . , ξnV )T
≥ (ρ(G|V ))n(ξ1, . . . , ξnV )T .
Hence for all 1 ≤ k ≤ nV , we have
O(f, n,Brk) ≥ (ρ(G|V ))nξk.
The lemma follows from ρ(G|V ) > K. 
For each 1 ≤ r ≤ m, we define
A∗(r) = {t ∈ {1, . . . ,m} : t 6∼ r and there exists a path from t to r}.
Then we recurrently define P (r), r = 1, 2, . . . ,m as follows: P (r) = 1 if A∗(r) = ∅,
and P (r) = 1+max{P (t) : t ∈ A∗(r)} if A∗(r) 6= ∅. We call P (r) the position of r.
Using the techniques in [3, 10, 15], we can obtain the box dimension of bilinear
RFIS under certain constraints.
Theorem 4.10. Let f be the bilinear RFIF determined in section 3 with conditions
(4.3), (4.4) and (4.5). Assume that the vertical scaling factors {sij : i, j ∈ ΣN,0}
are steady and have uniform sums {γrt : Λr ∩Λ′t 6= ∅} under a compatible partition
B = {Br}mr=1. Let {V1, V2, . . . , Vn∗c} be the set of all non-degenerate connected
components of {1, 2, . . . ,m}. Define di = log ρ(G|Vi)/ logK for 1 ≤ i ≤ n∗c and let
d∗ = max{d1, . . . , dn∗c , 1}. Then dimB(Γf) = 1 + d∗.
Proof. Denote ρ0 = K
d∗ . Firstly, we will prove dimB(Γf) ≥ 1 + d∗. It is clear
that dimB(Γf) ≥ 2 since f is continuous. Thus we only need to consider the case
d∗ > 1. Let i0 be an element in {1, . . . , n∗c} satisfying di0 = d∗. Assume that
Vi0 = {r1, . . . , rq} for some 1 ≤ q ≤ m, where r1 < · · · < rq. Then ρ0 = ρ(G|Vi0 ).
Let ξ = (ξ1, . . . , ξq) be a strictly positive eigenvector of G|Vi0 with eigenvalue ρ0.
From Lemma 4.4, there exists a constant C > 0 such that
O(f, n+ 1, Brk) ≥
m∑
t=1
γrk,tO(f, n,Bt)− CKn
for all 1 ≤ k ≤ q and n ∈ Z+. Choose a constant C1 > 0 such that C1ξk ≥ C for
all k. Then for 1 ≤ k ≤ q and n ∈ Z+, we have
O(f, n+ 1, Brk) ≥
q∑
ℓ=1
γrk,rℓO(f, n,Brℓ)− C1ξkKn.(4.14)
It follows from d∗ > 1 that ρ0 = K
d∗ > K. Thus, from Lemma 4.9, we can pick
n0 ∈ Z+ large enough and C2 > 0 small enough such that
O(f, n0, Brk) ≥ C2ρn00 ξk +
C1K
n0
ρ0 −K ξk
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for 1 ≤ k ≤ q. Combining this with (4.14), we know that for 1 ≤ k ≤ q,
O(f, n0 + 1, Brk) ≥ C2ρn00
q∑
ℓ=1
γrk,rℓξℓ +
C1K
n0
ρ0 −K
q∑
ℓ=1
γrk,rℓξℓ − C1ξkKn0
= C2ρ
n0+1
0 ξk +
C1K
n0+1
ρ0 −K ξk.
By induction, we can obtain that for all 1 ≤ k ≤ q and n ≥ n0,
O(f, n,Brk) ≥ C2ρn0 ξk +
C1K
n
ρ0 −K ξk ≥ C2K
nd∗ξk.
Notice that O(f, n) ≥ O(f, n,Br1) for all n ∈ Z+. Thus using Lemma 4.1, we have
dimB(Γf) ≥ 1 + d∗.
Now we will show that for all 1 ≤ r ≤ m and all δ > 0, there exists C˜ > 0 such
that
(4.15) O(f, n,Br) ≤ C˜(ρ0 + δ)n.
We will prove this by using induction on P (r). Denote Pmax = max{P (r) : 1 ≤
r ≤ m}.
In the case that P (r) = 1, if r is degenerate, then dimB Γf |Br = 2 ≤ 1 + d∗ so
that (4.15) holds. Thus we can assume that r is non-degenerate. Combining this
with P (r) = 1, there exists a non-degenerate connected component Vi such that
r ∈ Vi. Assume that Vi = {r1, . . . , rq} for some 1 ≤ q ≤ m, where r1 < · · · < rq.
Denote ρi = ρ(G|Vi ). Let η = (η1, . . . , ηq)T be a strictly positive eigenvector of G|Vi
with eigenvalue ρi. Notice that from A
∗(r) = ∅, we have γrk,t = 0 for all 1 ≤ k ≤ q
and t 6∈ Vi. Thus, from Lemma 4.4, there exists a constant C > 0 such that
O(f, n+ 1, Brk) ≤
q∑
ℓ=1
γrk,rℓO(f, n,Brℓ) + CK
n
for all 1 ≤ k ≤ q and n ∈ Z+. Choose a constant C1 > 0 such that C1ηk ≥ C for
all 1 ≤ k ≤ q. It follows from d∗ ≥ 1 that ρ0 = Kd∗ ≥ K, and ρn0 ≥ Kn for all
n ∈ Z+. Thus, for all 1 ≤ k ≤ q and n ∈ Z+,
O(f, n+ 1, Brk) ≤
q∑
ℓ=1
γrk,rℓO(f, n,Brℓ) + C1ρ
n
0ηk.(4.16)
Arbitrarily pick δ > 0. Let C2 be a positive constant such that
O(f, 1, Brk) ≤ C2ρiηk + C1δ−1(ρ0 + δ)ηk
for all 1 ≤ k ≤ q. By induction and using (4.16), we have
(4.17) O(f, n,Brk) ≤ C2ρni ηk + C1δ−1(ρ0 + δ)nηk
for all 1 ≤ k ≤ q and n ∈ Z+, where we use
q∑
ℓ=1
γrk,rℓ
(
C2ρ
n
i ηℓ + C1δ
−1(ρ0 + δ)
nηℓ
)
+ C1ρ
n
0ηk
≤ C2ρn+1i ηk + C1δ−1(ρ0 + δ)nρiηk + C1(ρ0 + δ)nηk
≤ C2ρn+1i ηk + C1δ−1(ρ0 + δ)n+1ηk.
It follows that (4.15) holds if P (r) = 1.
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Assume that (4.15) holds for all 1 ≤ r ≤ m satisfying P (r) ≤ P , where 1 ≤ P <
Pmax. Let r be an element in {1, 2, . . . ,m} satisfying P (r) = P +1. It is clear that
(4.15) holds if r is degenerate. Thus we can assume that r is non-degenerate. In
the case that r does not belong to any connected component, we have P (t) ≤ P
for any 1 ≤ t ≤ m with γrt > 0. Combining this with Lemma 4.4, there exists a
constant C > 0, such that
O(f, n+ 1, Br) ≤
( m∑
t=1
γrt
) ∑
t:P (t)≤P
O(f, n,Bt) + CK
n, ∀n ≥ 1.
By inductive assumption, we can see that (4.15) holds in this case.
Now we consider the case that r belongs to a connected component Vi = {r1, . . . , rq},
where r1 < · · · < rq. Similarly as above, let η = (η1, . . . , ηq)T be a strictly positive
eigenvector of G|Vi with eigenvalue ρi = ρ(G|Vi ). From Lemma 4.4, there exists a
constant C > 0 such that
O(f, n+ 1, Brk) ≤
q∑
ℓ=1
γrk,rℓO(f, n,Brℓ) +
∑
t:P (t)≤P
γrk,tO(f, n,Bt) + CK
n
for all 1 ≤ k ≤ q and n ∈ Z+. Thus, given δ > 0, by using inductive assumption,
there exists a constant C1 > 0 such that
O(f, n+ 1, Brk) ≤
q∑
ℓ=1
γrk,rℓO(f, n,Brℓ) + C1ηk(ρ0 + δ)
n(4.18)
for all 1 ≤ k ≤ q and n ∈ Z+. Similarly as above, there exists C2 > 0 such that for
all 1 ≤ k ≤ ℓ and n ∈ Z+,
O(f, n,Brk) ≤ C2ρni ηk + C1δ−1(ρ0 + δ)nηk.
Hence (4.15) holds for P (r) = P + 1.
By induction, (4.15) holds for all 1 ≤ r ≤ m. Combining this with Lemma 4.1,
we can see from the arbitrariness of δ that dimBΓf |Br ≤ 1 + d∗ for all 1 ≤ r ≤ m.
Thus dimB(Γf) ≤ 1 + d∗. As a result, dimB(Γf) = 1 + d∗. 
Example 4.2. In Example 4.1, V1 = {1, 2} is the unique non-degenerate connected
component of {1, 2, 3} with
G|V1 =
(
0 1.8
2.8 0
)
.
Thus d∗ = log 5.04/(2 log 2) so that dimB(Γf) = 1 + log 5.04/(2 log 2).
We can obtain the following corollary immediately.
Corollary 4.1. Let f be the bilinear RFIF determined in section 3 with conditions
(4.3), (4.4) and (4.5). Assume that the vertical scaling factors {sij : i, j ∈ ΣN,0}
are steady and have uniform sums {γrt : Λr ∩Λ′t 6= ∅} under a compatible partition
B = {Bi}mi=1. Then, in the case that G is irreducible, we have
(1) dimB(Γf) = 1 + log ρ(G)/ logK if {1, 2, . . . ,m} is non-degenerate and
ρ(G) > K, or
(2) dimB(Γf) = 2 otherwise.
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Remark 4.11. In the case that K = N , it is clear that B = {B1} = {[x0, xN ] ×
[y0, yN ]} is the compatible partition. From Theorem 4.10, we can obtain the box
dimension of bilinear FISs under certain constraints, which is the main result in
[10].
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