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Seznam uporabljenih kratic 
 
Kratica Angleški izraz Slovenski izraz 
3D three-dimensional trodimenzionalno  
AED automated external defibrillator avtomatski eksterni defibrilator 
AP application provider ponudnik aplikacije 
API application programming 
interface aplikacijski programski vmesnik   
AR augmented reality obogatena resničnost 
ASP aggregating service provider agregacijski ponudnik storitve 
CSS cascading style sheets kaskadne stilske podloge 
EDR emergency data received potrditveno sporočilo PEMEA 
EDS emergency data send začetno sporočilo PEMEA 
GNSS global navigation satellite 
system 
globalni navigacijski satelitski 
sistem 
GPS global positioning system globalni sistem pozicioniranja 
HTML hypertext markup language jezik za označevanje nadbesedila 
HTTPS hypertext transfer protocol 
secure 
varni protokol za prenos 
hiperteksta 
MR mixed reality mešana resničnost 
PEMEA 
pan-european mobile emergency 
app 
panevropska mobilna aplikacija 
za klic v sili 
PSAP public safety answering point center za obveščanje 
PSP PSAP service provider ponudnik storitve klicnega 
centra 
URI uniform resource identifier enolični identifikator vira 
URL uniform resource locator enolični lokator vira 
VR virtual reality navidezna resničnost 




Namen diplomskega dela je pregledati možnosti razširitve sodobnih aplikacij za 
klic v sili na osnovi protokola panevropske mobilne aplikacije za klic v sili z 
nadgrajeno resničnostjo. V ta namen sta bili uspešno razviti dve prototipni razširitvi, 
ki s pomočjo obogatene in mešane resničnosti predstavita dva možna koncepta 
uporabe te tehnologije na področju klica v sili. V uvodnem delu sta predstavljena 
koncept aplikacij za klic v sili in področje nadgrajene resničnosti. V osrednjem delu 
smo raziskali, kako bi lahko obe domeni povezali med seboj in pregledali trenutne 
trende po svetu. Sledi opis in postopek izdelave razvitih prototipnih razširitev. V 
diskusiji in zaključku smo lahko na podlagi ugotovitev iz praktičnega dela in trenutnih 
trendov podali smernice za nadaljnji razvoj obstoječih in prihajajočih aplikacij s tega 
področja. 
 




The purpose of the thesis is to explore and examine the possibilities of extending 
modern emergency call applications based on Pan-European Mobile Emergency App 
with extended reality. Using augmented and mixed reality, we developed prototype 
extensions that outline two concepts for using this technology in the field of emergency 
calls. The theoretical section establishes the concept of emergency call applications 
and the field of extended reality. Afterwards, we have researched how the two domains 
could be combined and reviewed the current trends around the world. Followed by a 
detailed description for developing the prototype extensions. In the final discussion 
and conclusion, based on the findings from practical work and current trends, we 
provided some guidelines for further development of existing and upcoming 
applications from this department. 
 




Kot druga država v Evropi je Slovenija leta 1992 uvedla klicno številko 112, s 
katero je možno priklicati vse reševalne službe in policijo. Danes je na to številko 
mogoče poklicati v vseh državah članicah Evropske unije in v večini drugih evropskih 
državah [1]. Na številki so dosegljivi nujna medicinska pomoč, pomoč gasilcev, nujna 
veterinarska pomoč, pomoč gorskih, jamarskih in drugih reševalnih enot ter policija. 
Vsako leto operaterji na klicni številki pomagajo ljudem, rešujejo življenja in 
koordinirajo reševalne akcije. Takšni sistemi se nenehno posodabljajo in trenutno 
ponujajo dodatne funkcionalnosti (kot sta na primer e-Call in  sistem napredne mobilne 
lokacije), ki omogočajo tako kličočemu kot dispečerju lažje, hitrejše in natančnejše 
reševanje. V tujini so se v zadnjih letih začele pojavljati tudi nove generacije aplikacij 
za prvo pomoč, ki poleg osnovnih funkcionalnosti klica v sili omogočajo še dodatne 
storitve, na primer pošiljanje video vsebin. Te lahko operaterju v klicem centru 
pripomorejo k lažji in hitrejši ugotovitvi konteksta, posredovanju tega konteksta 
reševalcem in posledično k učinkovitejšemu postopku reševanja.  
Trenutna pokritost prebivalstva v Sloveniji z omrežjem 4G je že več kot 98 %. 
Poglavitna prednost tega omrežja je v doseganju večjih hitrosti, ki naj bi že zdaj 
teoretično znašale do 150 Mbit/s v smeri od uporabnika in do 50 Mbit/s v nasprotni 
smeri [2]. Visoka hitrost in visoka odzivnost prinašata hitrejše prikazovanje spletnih 
vsebin, tekoče prikazovanje video vsebin visoke ločljivosti, igranje spletnih iger in 
hitri prenos velikih datotek. Visoke hitrosti izkoriščajo tudi aplikacije za prvo pomoč, 
ki za pošiljanje slik, videoposnetkov in drugih multimedijskih vsebin potrebujejo večjo 
pasovno širino in nižje zakasnitve. Ene izmed takih multimedijskih vsebin so tudi 
vsebine nadgrajene resničnosti (ang. extended reality – XR). Te so ponavadi obsežne 
in zahtevajo večjo pasovno širino in predvsem nižjo zakasnitev. Danes je to eden 
izmed razlogov, zakaj tovrstnih aplikacij še ne zasledimo pri uporabi v scenariju prve 
pomoči. Poleg tega predstavljajo dodatne omejitve tudi zmogljivost terminalov, 
natančnost senzorjev in intuitivnost uporabe te tehnologije med uporabniki.  
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Za diplomsko delo smo se zato odločili raziskati možnosti uporabe teh vsebin 
pri sodobnih aplikacijah za klic v sili na osnovi protokola panevropske mobilne 
aplikacije za klic v sili (ang. pan-european mobile emergency app – PEMEA). Cilj 
diplomskega dela je pogledati možnosti razširitve aplikacij PEMEA z nadgrajeno 
resničnostjo in podati smernice za nadaljnji razvoj obstoječih in prihajajočih aplikacij 
s tega področja.  
Najprej smo preučili arhitekturo PEMEA in se seznanili z novo generacijo klica 
v sili s pomočjo namenskih aplikacij. Pri tem smo analizirali, kako poteka klic in 
kakšne so prednosti oziroma slabosti pred tradicionalnim govornim klicem 112. Na 
kratko smo se seznanili tudi z nadgradnjo resničnostjo, kaj obljublja in kakšen je 
trenutni trend razvoja. Nato smo raziskali možnosti nadgradnje aplikacij za prvo 
pomoč s pomočjo te tehnologije, pogledali, kaj vse je možno in kakšna je smer razvoja 
na tem področju. Pri praktični izvedbi smo nato raziskali možnosti povezave teh 
aplikacij s tehnologijo XR in razvili dve prototipni izvedbi funkcionalnosti uporabe 
nadgrajene resničnosti. Ti smo nato uspešno povezali z že obstoječo aplikacijo za prvo 
pomoč. Na podlagi pridobljenih sklepov in trendov v svetu smo nato lahko prišli do 
zaključka o nadaljnjem razvoju tovrstnih obstoječih in prihajajočih aplikacij v 
povezavi s tehnologijo XR. 
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2  Panevropska mobilna aplikacija za klic v sili 
Danes v primeru nesreče pokličemo na brezplačno telefonsko številko 112, na 
kateri dispečerju podamo čim več informacij o tem, kaj se je zgodilo, o lokaciji 
dogodka in številu udeležencev, ter vse ostale potrebne informacije o nesreči. Pri tem 
dispečer ugotovi, kaj je narobe, vpraša za povratne informacije in nato pošlje prve 
posredovalce na lokacijo nesreče. Da bo prava prva pomoč prišla karseda hitro na 
lokacijo ponesrečenca, mora biti klic hiter in efektiven. Najbolj pomembna pri klicu 
je določitev lokacije nesreče oziroma ponesrečenca, saj se ob določitvi le-te lahko 
pomoč pošlje nemudoma [3]. Če informacijo o lokaciji posreduje kličoči, je možnih 
več težav: točne lokacije lahko sploh ne pozna (npr. voznik ali turist); lahko pa je 
zaradi stresa in zmedenosti ne more hitro in pravilno posredovati.  
Že od nekdaj zato operaterji mobilne telefonije ob samem klicu pošljejo na 
regijski center za obveščanje (ang. public safety answering point – PSAP) dodatno 
sporočilo, ki vsebuje informacijo o lokaciji bazne postaje in območja, ki ga pokriva 
[4]. Območja pokrivanja baznih postaj so na primer v mestih, kjer je veliko število 
baznih postaj, zelo majhna, kar lahko dispečerju pomaga, da lažje odkrije lokacijo 
kličočega. Na manj naseljenih območjih so ta območja zelo velika, tudi po 100.000 
kvadratnih metrov oziroma območje z radijem 178,5 metrov [4]. 
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Slika 2.1: Prikaz lokacije kličočega s prikazom pokrivanja bazne postaje [4] 
Pametni mobilni telefon je že skoraj v vsakem žepu in skoraj vsak omogoča 
satelitsko navigacijo z uporabo tehnologije globalnega navigacijskega satelitskega 
sistema (ang. global navigation satellite system – GNSS). Z uporabo GNSS lahko 
mobilna naprava teoretično določi lokacijo tudi na območje z radijem do dveh metrov 
[5]. Tak podatek lahko bistveno pripomore k lažji določitvi lokacije ponesrečenca. 
Danes se ta podatek pošlje s sistemom napredne mobilne lokacije (ang. advanced 
mobile location – AML) [4]. Mobilni telefon, ki podpira protokol AML, bo ob klicu v 
sili vključil GNSS za določitev informacije o lokaciji kličočega. Za tem bo naprava na 
klicni center samodejno poslala skriti SMS (ang. short message service) s tem 
podatkom. V Sloveniji to sporočilo klicni centri tudi sprejmejo. Tehnologijo podpirajo 
vsi telefoni z novejšimi verzijami operacijskih sistemov Android in iOS [6]. Pri 
operacijskem sistemu Android gre za tehnologijo ELS (ang. emergency location 
service), ki lahko podatek o lokaciji pošlje tudi preko varnega protokola za prenos 
hiperteksta (ang. hypertext transfer protocol secure – HTTPS) [7]. S tem veliko 
natančnejšim določanjem lokacije lahko precej skrajšamo čas prihoda do 
ponesrečenca. Ugotovljeno je, da vsaka zamujena minuta pri reševanju družbo stane 
okoli 1.300 evrov [4]. 
V zadnjem času so se na trgu pojavile številne aplikacije za prvo pomoč, prvotni 
razlog za njihov razvoj pa je bila tudi določitev natančne lokacije z uporabo GNSS. 
Aplikacije preko podatkovne povezave posredujejo podatke do obveščevalnega centra 
in poleg že tradicionalnega govornega klica ponujajo možnost pošiljanja dodatnih 
multimedijskih vsebin in natančne lokacije o ponesrečencu. Uporabnik lahko tudi v 
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aplikacijo doda več informacij o alergijah in boleznih, ki se pri klicu pošljejo na 
obveščevalni center [8]. 
Omenjene dodatne informacije, ki jih uporabnik lahko pošlje na klicni center, 
pripomorejo operaterju k lažjemu in natančnejšemu ponujanju pomoči. Poleg vseh teh 
prednosti pa imajo mobilne aplikacije za prvo pomoč tudi nekaj pomanjkljivosti v 
primerjavi s tradicionalnim klicem v sili. Ena izmed takih je intuitivnost uporabe pri 
tehnično manj podkovanih uporabnikih in pri uporabnikih, ki imajo težave z 
dostopnostjo (angl. accessibility), npr. slepi in slabovidni. Če k temu dodamo še stres 
in dezorientacijo, ki sta posledica šoka ob nesreči, se uporabnost takšne aplikacije 
lahko hitro zmanjša. V tem primeru je veliko lažje poklicati na telefonsko številko [9]. 
Ena izmed večjih prednosti tradicionalnega govornega klica je tudi povezljivost. Za 
nemoteno delovanje aplikacij je treba zagotoviti internetno povezavo. V kolikor je 
signal prešibek oziroma povezava ni na voljo, klica ne moramo vzpostaviti. Če pa je 
mobilni telefon pri govornem klicu zunaj dosega uporabnikovega operaterja, se bo klic 
v sili vzpostavil preko omrežja drugega ponudnika mobilne telefonije. Tak klic je 
brezplačen in ga je v številnih državah mogoče vzpostaviti tudi brez SIM-kartice. V 
EU naj bi mobilni telefoni omogočali klic na številko 112 brez odklepanja mobilnega 
telefona in vpisovanja PIN-kode [10]. Zaradi teh bistvenih pomanjkljivosti je poleg 
vseh prednosti aplikacij treba vzporedno obdržati tudi tradicionalni govorni klic v sili. 
Raziskava iz leta 2016 je ugotovila, da prebivalci Evropske unije in Slovenije 
prepoznajo številko 112 kot številko za klic v sili v le polovici primerov [11], in to 
kljub temu da je bilo izvedenih že več akcij za obveščenost in prepoznavnost številke. 
Posledično lahko sklepamo, da bodo tudi aplikacije imele podobno težavo. Slednja bo 
kvečjemu še večja, saj bo aplikacij veliko, poleg tega pa bodo le nekatere certificirane. 
Pri tehnično manj podkovanih uporabnikih, ki imajo težave že pri tradicionalnem 
govornem klicu in pri prepoznavnosti številke 112, bodo aplikacije predstavljale še 
večje probleme – uporabnik mora namestiti aplikacijo, se spomniti, da jo ima 
naloženo, jo najti na mobilni napravi ter jo znati uporabljati v primeru nesreče. 
Prihodnje kampanje morajo zato dati večji poudarek tudi na to [9]. 
V zadnjih letih smo lahko zasledili številne nove vladne in komercialne 
aplikacije za mobilne naprave, ki pokrivajo določeno regijo in obveščevalni center. 
Ker pa je večina takšnih aplikacij pokrivala le kompatibilne lokalne obveščevalne 
centre, pride do dodatne težave takoj, ko gre uporabnik aplikacije v drugo regijo ali 
državo. Aplikacija se bo še vedno povezala na domači, lokalni obveščevalni center, ki 
pa v tujini ne more pomagati [8]. Za ta namen se je leta 2018 standardiziral sistem 
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PEMEA, ki rešuje prav ta problem. Ne glede na uporabnikovo aplikacijo za klic v sili 
se bo ta vedno avtomatsko povezala na lokalni obveščevalni center, najbližji 
uporabnikovi dejanski lokaciji. Zaradi standardiziranega komunikacijskega protokola 
lahko uporabnik uporabi katerokoli aplikacijo [8]. Danes je sistem PEMEA v fazi 
vzpostavitve v državah EU, kjer se testira delovanje in ob tem vzpostavlja 
infrastruktura.  
2.1 Arhitektura sistema 
PEMEA je torej protokol, ki povezuje aplikacije za klic v sili z najbližjim 
obveščevalnim centrom glede na lokacijo uporabnika. Da bi sistem deloval, uporablja 
spodaj predstavljeno arhitekturo delovanja. 
 
Slika 2.2: Arhitektura sistema PEMEA [12] 
Arhitektura sistema je sestavljena iz petih tipov gradnikov. Prvi gradnik je 
aplikacija, ki jo uporabnik uporablja. Ker protokol PEMEA podpira več aplikacij za 
klic v sili, bo klic deloval enako ne glede na uporabljeno aplikacijo. Naslednji gradnik 
je ponudnik aplikacije (ang. application provider – AP). To je strežnik, s katerim 
aplikacija komunicira med podatkovnim klicem. Pri vzpostavitvi klica vse pridobljene 
podatke oblikuje v zapis, definiran v specifikaciji PEMEA. Nato pošlje vse podatke 
do ponudnika storitve klicnega centra (ang. PSAP service provider – PSP). Ta poskrbi, 
da podatki pridejo do pravilnega centra za obveščanje. V kolikor PSAP ni lokalen, se 
podatki pošljejo naprej do agregacijskega ponudnika storitve (ang. aggregating 
service provider – ASP). ASP je centraliziran regijski strežnik, ki s pomočjo podatka 
o lokaciji kličočega posreduje podatke do pravilnega gradnika PSP [10]. 
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Slika 2.3: Sekvenčni diagram klica 
Ko uporabnik preko izbrane aplikacije vzpostavi klic, se bodo podatki, kot so 
informacija o lokaciji, informacija o povezljivosti in podatki, shranjeni o uporabniku, 
poslali do gradnika AP. Naloga tega je, da pridobljene podatke oblikujejo v začetno 
sporočilo PEMEA (ang. Emergency Data Send – EDS). To se bo nato posredovalo do 
gradnika PSP. Ko ta sporočilo razčleni, pogleda podatek o lokaciji in ugotovi, ali gre 
za lokalno nesrečo, primerno za lokalen PSAP. V kolikor je prišlo do uspešne 
vzpostavitve, bo PSP generiral potrditveno sporočilo PEMEA (ang. Emergency Data 
Received – EDR) in ga poslal nazaj do elementa AP. To sporočilo vsebuje podatek o 
uspešni vzpostavitvi in o lokaciji, kam bo gradnik PSP posredoval podatke. V kolikor 
pa je prišlo do težave – PSP ni uspel razčleniti sporočila, PSP ne more definirati, kam 
poslati sporočilo, niti katerega koli drugega problema – bo PSP generiral sporočilo o 
napaki ter ga posredoval nazaj do elementa AP [12], [13]. 
Če gradnik PSP ugotovi, da gre za lokalno nesrečo oziroma da je uporabnik 
doma, bo ta podatke posredoval naprej do lokalnega PSAP. V kolikor gre za eksterno 
nesrečo in PSP ne pozna tujega PSAP, pa bo PSP posredoval sporočilo EDS do ASP, 
ki deluje kot most med lokalnimi gradniki PSP. ASP sporočilo razčleni in pogleda 
22 Panevropska mobilna aplikacija za klic v sili 
 
podatek o lokaciji. S pomočjo prej definirane baze podatkov lahko ASP prejeto 
sporočilo posreduje na končni PSP, ki je najbližji uporabniku. Pri vsakem 
posredovanju bo gradnik, ki je pošiljatelj, v sporočilo EDS dodal svoj naslov, iz 
katerega je na koncu razvidna sled. Končni PSP pridobljeno sporočilo razčleni in 
podatke pošlje na PSAP, ki je prav tako uporabniku najbližji. S tem je seja 
vzpostavljena [12], [13]. 
Ko PSAP pregleda pridobljene podatke, lahko sproži klic ali video klic, pošlje 
povezavo do vsebine ali zahteva dodatno multimedijsko vsebino. To sproži s tako 
imenovanim sporočilom PEMEA Callback. Ker je seja že vzpostavljena, se PSAP že 
zaveda, do katerega gradnika AP in na kateri URL je treba poslati podatke, da bodo 
posredovani do aplikacije. Ta je na javnem IP-naslovu, ki ga je PSAP pridobil iz 
dobljenih podatkov. AP nato deluje kot posrednik med gradnikom PSAP in 
uporabnikovo aplikacijo [12], [13]. 
 
Slika 2.4: Primer klica po sistemu PEMEA iz tujine [14] 
V primeru na sliki 2.4, opravljamo klic v tujini. Aplikacija pošlje zahtevek na 
domači AP v Francijo, ki ga posreduje naprej na domači PSP. Ta pogleda podatek o 
lokaciji in ugotovi, da opravljamo klic iz tujine, zato bo zahtevek poslal na ASP. 
Slednji ugotovi, da klic prihaja iz Slovenije, zato ga bo poslal na lokalni slovenski 
PSP, ta pa naprej na slovenski lokalni PSAP. Seja je sedaj vzpostavljena in omogočeno 
je izmenjevanje informacij o nesreči. 
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2.2 Projekt NEXES 
Projekt NEXES (okrajšano iz NEXt generation Emergency Services) je H2020 
projekt, v katerem je poleg Univerze v Ljubljani sodelovalo še 16 drugih partnerjev iz 
držav članic EU in Turčije z namenom raziskati in prototipirati aplikacije za klic v sili 
naslednje generacije. Projekt je trajal tri leta in se zaključil maja 2018, ko je bilo 
razvitih več aplikacij nove generacije za prvo pomoč. Pri praktični izvedbi 
diplomskega dela smo uporabili aplikacijo NEXES WebRTC, ki je bila v sklopu 
projekta NEXES v celoti razvita na Fakulteti za Elektrotehniko v Ljubljani. Poleg tega 
je bila razvita tudi celotna testna infrastruktura PEMEA, ki smo jo lahko uporabili pri 
testiranju in končni izvedbi naših razširitev [4]. Aplikacija NEXES WebRTC poleg 
tradicionalnega govornega klica omogoča še druge oblike komuniciranja. Med te 
spadajo ključne informacije o dogodku v obliki strukturiranega poročila o nesreči, kot 
so besedilo, fotografije in videoposnetki s kraja dogodka, če je treba, pa tudi video 
klica. Aplikacija je prilagojena tudi za gluhe in naglušne.  
 
Slika 2.5: Levo: Domači zaslon aplikacije NEXES WebRTC, desno: seja PEMEA je vzpostavljena 
S klikom na gumb 112 SOS pošljemo zahtevek za povezavo na AP. Ko se 
vzpostavi povezava PEMEA, se na zahtevo operaterja PSAP lahko odpre tudi vmesnik 
WebRTC, preko katerega je možno komunicirati v realnem času (Slika 2.5). Pošlje se 
podatek o lokaciji, ki se pridobi s pomočjo tehnologije GNSS, Wi-Fi pozicioniranja in 
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podatka o lokaciji baznih postaj. Pošlje se še podroben opis uporabnika, ki ga ta sam 
vnese ob prvi prijavi. To so osnovni podatki, kot so: ime, spol, datum rojstva, jeziki, 
ki jih govori, podatki o boleznih ter vsi drugi podatki, ki lahko operatorju PSAP 
pomagajo pri efektivnem in učinkovitem delu. Poleg tega je možno tudi pošiljanje 
multimedijskih vsebin, prej definiranih anket ali vzpostavitev video klica [14]. 
 
Slika 2.6: Terminal PSAP 
Na končnem terminalu operaterja PSAP (v tem primeru testno) se ob 
vzpostavitvi povezave prikažejo vse informacije o uporabniku in napravi, ki jo ta 
uporablja. PSAP lahko nato sproži PEMEA Callback: klic, pošlje zahtevek za dodatne 
multimedijske vsebine ali pa uporabniku pošlje anketo ali poljubno spletno vsebino. 
Ko ima dispečer dovolj informacij, da vzpostavi diagnozo, lahko vse podatke 
posreduje naprej do prave reševalne službe [14]. 
V nadaljevanju smo poskušali nadgraditi aplikacijo NEXES WebRTC, da bi ta 
omogočala tudi prenos vsebin z nadgrajeno resničnostjo, in raziskali, kako bi lahko ta 
razširitev pripomogla k bolj učinkovitemu klicu v sili. 
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3  Nadgrajena resničnost 
V zadnjem času lahko vsepovsod zasledimo izraze, kot so navidezna resničnost 
(ang. virtual Reality – VR), mešana (ang. mixed reality – MR) ter obogatena resničnost 
(ang. augmented reality – AR), in kako bodo te tehnologije spremenile svet na 
področju industrije, medicine, šolstva, turizma in zabave. Koncept, ki je že dolgo 
prisoten v pop kulturi in znanstveni fantastiki, je bil prvič predlagan leta 1965, ko ga 
je Ivan Sutherland opisal kot »[z]aslon ki je dobesedno čudežni svet, v katerega je 
stopila Alice« [15]. Čez nekaj let je izdelal prototip prvih takih očal, ki so omogočala 
prikaz grafičnega elementa čez resnični svet. Od takrat se je tehnologija precej razvila. 
Vsako leto se na tem področju predstavijo nove novosti in število naprav, ki 
omogočajo dostop do tega novega sveta, hitro narašča. Na kratko, nadgrajevati 
resničnost pomeni prikaz virtualnih grafik, teksta ali multimedijskih vsebin čez 
resnični svet [16]. To po navadi dosežemo s posebnimi očali ali pametnimi telefoni. 
Sodobne tehnologije, ki omogočajo izkušnjo nadgrajene resničnosti, zajemajo: 
ustrezno veliko procesno moč naprave, ki opravlja vse izračune in prikazuje grafične 
elemente; zaslon, na katerega se dodatna grafika prikazuje; senzorje (pospeškometre, 
žiroskope, kompase in kamere), ki skrbijo za zajemanje prostora in relativno na prostor 
ter gibanje naše naprave; ter programsko opremo, ki poskrbi, da lahko aplikacija na 
napravi teče [16] . 
Kot prej omenjeno, obstaja več vrst nadgrajene resničnosti. Pri VR-tehnologiji 
gre za popolno nadomestitev resničnega sveta z navideznim. Glavni namen takih 
naprav je predvsem za zabavo ali izvajanje simulacij, kjer je pomemben občutek 
zatopljenosti in realnosti. Naprave postavijo uporabnika v trodimenzionalni (ang. 
three-dimensional – 3D) računalniško generirani svet, v katerem naprava sledi 
premikom uporabnika in se vzporedno tudi sama pomika po navideznem prostoru [17]. 
Leta 2012 se je na platformi Kickstarter pojavila prva taka namenska naprava za 
omogočanje VR, imenovana Oculus Rift [18]. Dostop do VR-sveta pa je možen tudi s 
pametnim telefonom, ki je s pomočjo že vgrajenih senzorjev in procesorske moči 
sposoben generirati 3D-prostor in simulirati premikanje po njem. Poglobljeno izkušnjo 
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na mobilni napravi je možno nadgraditi s cenovno ugodnim Google Cardboardom 
(Slika 3.1), torej s kartonastim ogrodjem in z dvema bikonveksnima lečama, kar lahko 
pametni telefon spremeni v VR-očala [19]. 
 
Slika 3.1: Google Cardboard [19] 
V diplomskem delu pa smo se lotili predvsem obogatene in mešane resničnosti. 
Te namesto generiranja celotnega 3D-sveta prikazujejo le določene informacije čez 
resnični svet. Pri obogateni resničnosti so te informacije prikazane neodvisno od 
premikanja naprave. To pomeni, da bo grafični element na zaslonu vedno prikazan na 
primer v zgornjem desnem kotu. Zaradi tega take naprave rabijo manj senzorjev in 
porabijo manj procesorske moči za delovanje v primerjavi z VR-napravami [16]. Ena 
prvih takih naprav, ki je ob prvi predstavitvi dobila veliko pozornosti, je bil Google 
Glass. Ta je omogočala prejem obvestil in interakcij z njimi brez uporabe telefona [20]. 
Po drugi strani poznamo tudi mešano resničnost ali MR. Ta je precej podobna 
tehnologiji AR. Ključna razlika je v tem, da pri MR lahko grafike oziroma modele 
zasidramo v resnični svet. Kar to pomeni, je, da ko postavimo nek 3D-objekt v prostor, 
bo ta tam tudi ostal in si ga lahko nato ogledamo iz različnih zornih kotov. Naprava 
zato potrebuje več procesne moči in senzorjev za zaznavo vseh premikov naprave in 
vzporedno pravilno izrisuje postavitev 3D-modela [21]. Danes je trend v industriji 
pomik proti mešani resničnosti, saj ta omogoča precej več funkcionalnosti. Poleg tega 
je uporabniku dosti bolj intuitivna. Eden večjih problemov pametnih očal, predvsem 
tistih, ki omogočajo MR, pa je šibka zatopljenost, saj trenutna tehnologija ne zapolni 
celotnega vidnega polja. Kar to pomeni, je, da imamo pri nošenju očal občutek, da 
gledamo skozi okno, ne pa celotne poglobljene izkušnje. Na primer pri Microsoft 
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HoloLens 2, to »okno« meri v vodoravni smeri le 43 stopinj, kar je v primerjavi s 
človeškim vidom, ki v tej smeri zaznava 180 stopinj, precej manj [22]. 
Naprave, ki omogočajo nadgrajeno resničnost, lahko delimo na dva dela, in sicer 
na naglavna očala ter na pametne telefone. Namenske naprave oziroma naglavna očala 
preko projekcije prikazujejo določene grafične elemente pred očali. Pri tem se nam 
sprostijo roke za interakcijo z drugimi stvarmi ali z napravo samo. Druge vrste naprave 
so zasloni in pametni telefoni, ki preko kamere in senzorjev omogočajo prikaz teh 
elementov na zaslonu, ampak po navadi zahtevajo držanje naprave v rokah. Za zaslon 
se uporabljajo različne tehnologije. Pri naglavnih očalih gre predvsem za projekcijo na 
steklo, ki se nahaja pred očmi, medtem ko na mobilnih napravah gre enostavno za 
zaslon, ki ga ima naprava [23]. Naprave, ki omogočajo MR- ali VR-izkušnjo, 
imenujemo tudi stereoskopske naprave. Te nam lahko s pomočjo optične prevare 
prikažejo poglobljeno 3D-izkušnjo, kar dosežejo s prikazom vsebine pod rahlo 
različnim zornim kotom za vsako oko posebej [24]. Med te spadajo naprave, kot sta 
že omenjen Microsoft HoloLens ali Magic Leap. Po drugi strani poznamo tudi 
nestereoskopske naprave. Te, namesto da prikazujejo vsebino za vsako oko posebej, 
uporabljajo enostavnejši zaslon, ki se pri primeru Google Glass ali North Focals nahaja 
le v enem delu vidnega polja. 
Poznamo več načinov interaktivnosti z namenskimi pametnimi očali in vsako 
podjetje izbere drugačen pristop. Google Glass na primer uporablja glasovno 
zaznavanje. Ob besedni zvezi »ok, glass« bo naprava začela poslušati govorne ukaze, 
kot sta na primer »nastavi opomnik« ali »predvajaj glasbo«. Nekatera druga pametna 
očala uporabljajo kamere in senzorje, kot je pospeškometer, za zaznavo gibanja rok ali 
telesa ter preko teh premikov in kretenj sprožijo določeno funkcijo v aplikaciji. Druge 
naprave se zanašajo tudi na fizično interakcijo, kjer so najbolj popularni fizični gumbi, 
različni vmesniki in zunanje naprave, kot so prstani, zapestnice ali pametni telefon. 
Vsak način interaktivnosti ima svoje prednosti in slabosti. Največjo težavo pri tem 
predstavljata intuitivna raba in točnost zaznavanja [25]. 
3.1 Trenutna razširjenost namenskih očal 
Danes so VR-očala našla svojo nišo predvsem v zabavi. Že prej omenjen Oculus 
Rift je s svojim najnovejšim izdelkom Oculus Quest predstavil inovacijo, kjer lahko 
naprava deluje samostojno, dodatni kabli ali računalnik pa niso več potrebni [26]. Po 
drugi strani pa je pametnih komercialnih AR-očal na trgu precej malo. Leta 2013 je 
Google predstavil svojo prvo različico očal in prvi odziv je bil precej pozitiven. Ob 
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začetku prodaje pa se je širša javnost začela pritoževati glede zasebnosti, saj so ta imela 
vgrajeno kamero, ki je bila ves čas usmerjena naprej. Uporabniki so se začeli 
spraševati o uporabnosti naprave, saj v zameno za 1.500 dolarjev ni ponujala nič 
revolucionarnega [27]. Danes so problemi podjetij, ki izdelujejo pametna očala z 
obogateno resničnostjo, podobni. Eden izmed večjih igralcev na tem področju je danes 
North Focals, ki ima na trgu pametna očala za 599 dolarjev [28]. Primarno omogočajo 
prikaz obvestil, kar pa danes naredijo tudi že pametne ure za veliko manj denarja. Intel, 
ki je razvijal tudi svoja revolucionarna pametna očala, je v kratkem projekt zamrznil, 
saj so ugotovili, da na trgu ni povpraševanja [29]. 
Namesto tega so danes AR- in MR-očala našla uporabnost v industriji in za 
profesionalne namene [29]. Google Glass se je v kratkem premestil v industrijo in 
medicino, kjer ga korporacije uporabljajo za enostaven dostop do informacij za 
delavce, ki potrebujejo obe roki za delo. Microsoft HoloLens, ki prikazuje podrobne 
3D-modele, fiksirane v okolici, je prodal le petdeset tisoč naprav v prvih dveh letih in 
danes razvija aplikacije ekskluzivno za profesionalne namene. Podjetja, ki se danes 
ukvarjajo s to tehnologijo, se predvsem odločajo za določene specifične uporabe in so 
zadovoljna že z manjšo prodajo naprav. Glavni vir zaslužka so predvsem v večjih 
pogodbah za dolgoročno sodelovanje. Za primer lahko navedemo Microsoft, ki je v 
kratkem podpisal pogodbo z ameriško vojsko, vredno 380 milijonov dolarjev, za 
uporabo HoloLens očal v namen vojaških treningov [29]. 
 
Slika 3.2: Uporaba Microsoftovega Hololensa v industriji [30] 
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3.2 Mobilna naprava za dostop do nadgrajene resničnosti 
Po drugi strani mobilne naprave redno dobivajo nove funkcionalnosti in 
posodobitve, ki omogočajo čedalje več izkušenj obogatene resničnosti [31]. Leta 2016 
je na trg prišla mobilna igra podjetja Niantic Pokemon GO. V njej so lahko uporabniki 
iskali in lovili virtualna bitja, ki se skrivajo v resničnem svetu (Slika 3.3). Njihov 
namen je bil združiti resnični svet z virtualnim in nekaj podobnega jim je tudi uspelo, 
saj je mobilna igra postala največja senzacija tistega leta. S pomočjo tehnologije GNSS 
lahko telefon zazna uporabnikovo lokacijo, nato pa s pomočjo kamere in drugih 
senzorjev v napravi izriše 3D-model bitja v resnični svet [32]. Pokemon GO pa ni 
edini, niti prvi primer uporabe take tehnologije pri mobilnih telefonih. Že nekaj let 
pred tem je socialno omrežje Snapchat uporabljalo tehnologijo za zaznavo in izris 
dodatnih grafičnih elementov na obraz.  
 
Slika 3.3: Uporaba AR pri mobilni aplikaciji Pokemon GO [33] 
Danes veliko aplikacij podpira AR-funkcionalnost. Eden pogosteje uporabljenih 
je tudi Google Translate, ki v resničnem času zaznava napisani tekst, ga prevede in 
prevod izriše čez originalni tekst. Aplikacija Inkhunter nam omogoča, da s pomočjo 
AR-tehnologije že prej pogledamo, kako bo določeni tatu videti na telesu. Različne 
aplikacije nam ob pogledu na nočno nebo izrišejo lokacije konstelacij, planetov in 
zvezd. Seveda pa je primerov uporabe AR in MR še mnogo [34]. Na trgu je viden 
izrazit trend naraščanja aplikacij, ki podpirajo tovrstno tehnologijo.  
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Pametni mobilni telefoni bodo v prihodnje vodili smer razvoja nadgrajene 
resničnosti, in to iz dveh razlogov. Naprave so s svojo procesorsko močjo, kamero in 
vsemi senzorji že zmožne procesirati in prikazati vsebine nadgrajene resničnosti. Poleg 
tega pa se nahajajo že skoraj v vsakem žepu [31]. V primerjavi s pametnimi MR-očali 
se je zato pametni telefon v javnosti dosti boljše uveljavil. K temu pripomoreta tudi 
enostaven razvoj in implementacija tovrstnih aplikacij, ki ju Google in Apple ponujata 
s svojima platformama.   
ARCore je Googlova platforma za izdelavo AR- in MR-izkušenj. Z uporabo 
različnih aplikacijskih programskih vmesnikov (ang. application programming 
interface – API) ARCore omogoča mobilni napravi zaznavo okolice, razumevanje 
tega, kar vidi, in izris različnih informacij čez resnični svet. Tehnologija sledenja 
uporablja predvsem kamero naprave, ki s pomočjo računalniškega vida zaznava nekaj 
točk interesa (ang. feature points), ki jih nato spremlja, medtem ko premikamo 
napravo. S kombinacijo dodatnih notranjih senzorjev, kot sta pospeškometer in 
žiroskop, lahko ARCore ugotovi pozicijo in orientacijo naprave relativno na svet okrog 
nje. Poleg tega lahko platforma preko nekaj točk interesa zazna tudi ravne površine, 
kot so tla ali miza, kamor lahko izriše 3D-objekt. ARCore preko slike s kamere 
omogoča tudi prepoznavo svetlosti na površini in posledično lahko izriše model s 
pravilnim senčenjem [35]. Vse to pripomore k temu, da lahko zasidramo različne 3D-
modele in elemente v resničnosti svet in si jih ogledamo z vseh strani. Platforma je na 
voljo za čedalje več novih naprav Android. Pri razvoju tovrstnih aplikacij ponuja 
Google veliko zbirko enostavnih in razumljivih navodil za uporabo. Za razvoj je 
potrebna ena izmed tehnologij, kot so Unity, Unreal Engine ali Java. Z vsako novo 
posodobitvijo platforme je omogočene tudi več funkcionalnosti [35]. 
Tudi Apple ima svojo različico platforme za razvoj MR-izkušenj, imenovano 
ARKit za operacijski sistem iOS, ki omogoča podobno funkcionalnost kot ARCore.  
Obe dve platformi omogočata postavitev 3D-elementov v resnični svet. Oba ponujata 
tudi večigralsko izkušnjo, pri čemer si lahko 3D-model ali XR-izkušnjo deli več 
uporabnikov in naprav hkrati. Poleg tega omogočata senčenje, zaznavo obrazov in 
mnogo več [36]. Ključna razlika med njima je predvsem v tem, za katere naprave 
razvijamo, in kompleksnost. 
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Slika 3.4: Primer uporabe večigralske izkušnje s pomočjo ARKita [37] 
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4  Uporaba nadgrajene resničnosti pri klicu v sili 
Današnje mobilne aplikacije za klic v sili že omogočajo pošiljanje dodatnih 
multimedijskih vsebin na klicni center, ki operaterju PSAP pripomorejo k lažji in 
hitrejši obravnavi klica in k hitrejšemu posredovanju prave prve pomoči na lokacijo. 
V diplomskem delu smo se vprašali, kako bi lahko zraven povezali še vsebine 
nadgrajene resničnosti, ob tem pa sklepali, ali je ta poglobljena izkušnja s prikazom 
dodatnih vsebin čez resnični svet bolj primerna pri klicu v sili. Nadgrajena resničnost 
poleg tega ponuja še dodatno povratno interaktivnost, lažji prikaz informacij in bolj 
intuitivni pristop ter razumevanje okolice. Seveda pa imajo tudi »klasične 
multimedijske vsebine« – fotografija, video in besedilo – svoje prednosti pri določenih 
situacijah. Kot primer: besedilo bo vedno bolj intuitivno brati na dvodimenzionalnem 
zaslonu kot pa v AR-svetu [38]. Pri uporabi nadgrajene resničnosti se je zato treba 
najprej vprašati, ali bo nam ta dejansko pripomogla k boljši rešitvi [38]. 
4.1 Primer aplikacije MR 
Eden izmed najpogostejših primerov uporabe tehnologije AR in MR v primeru 
nevarnosti, ki smo jih zasledili pri raziskavi, je iskanje in navigacija do zasilnega 
izhoda v zgradbah [39]. Navigacija GNSS v zaprtih prostorih ni zanesljiva, oznake za 
zasilni izhod pa so lahko hitro spregledane oziroma v primeru požara tudi nevidne 
[39]. Pri tem lahko pomaga mešana resničnost z virtualnim prikazom poti ali puščic 
čez resnični svet.  
Da bi ta sistem deloval, je treba vzpostaviti notranjo navigacijo in že prej na nek 
način mapirati notranjost zgradbe. Na to se lahko pozneje v primeru nevarnosti 
zanesemo, in sicer, da se izračuna najhitrejša in najbolj optimalna pot iz zgradbe. 
Analiziranje prostorov lahko storimo na več načinov. Zelo pogost način je z 
analiziranje moči signalov Wi-Fi ali Bluetooth ter na podlagi le-teh določanje točk, na 
katere se lahko pozneje obrnemo. Nekaj takega nam omogoča platforma Find [24], ki 
preko triangulacije moči signalov določa referenčne točke. Pri navigaciji se nato moči 
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signalov, ki jih naprava zazna, primerjajo z referenčnimi točkami. Tako se določi 
lokacija naprave. Drug primer analiziranja je s pomočjo računalniškega vida. V tem 
primeru vsaka referenčna točka vsebuje informacijo o nekaj kontrastnih točkah, ki jih 
kamera zazna. V primeru navigacije pri evakuaciji lahko pride do napačnega 
zaznavanja, saj lahko zaradi dima naprava ne prepozna shranjenih referenčnih točk. 
Podjetje ARWAY [40] se je problematike lotilo na drugačen način. Preko njihove 
spletne platforme je možno naložiti načrt tlorisa zgradbe z dodatnimi možnostmi 
obdelave. Program nato avtomatsko pretvori načrt v 3D-model, ki se prilagodi na 
dejansko pozicijo zgradbe. Navigacija je tako možna tudi brez triangulacije ali prej 
ročne analize prostora. Trenutno je podjetje že predstavilo koncept v idealnih 
razmerah, ampak je ideja še v prototipni različici [40]. 
Poleg navigacije do zasilnega izhoda je s to rešitvijo možna tudi navigacija do 
omarice za prvo pomoč, avtomatskega eksternega defibrilatorja (ang. automated 
external defibrillator – AED) ali zasilnega izhoda. Tak sistem bi bil v idealnih 
razmerah zelo uporaben, saj zmanjša čas iskanja izhoda oziroma lahko v primeru 
evakuacije ali nudenja prve pomoči tudi rešuje življenja. 
4.2 Smer razvoja  
Navigacija do zasilnega izhoda je morda še edina taka večja funkcionalnost, ki 
lahko ponesrečencu pomaga s pomočjo MR in se danes razvija [39]. Smer razvoja na 
tem področju pa je predvsem na obratni strani, in sicer, kako lahko nadgrajena 
resničnost pomaga reševalnim službam pri bolj učinkovitem delu [41]. 
Različna namenska očala ali mobilne naprave lahko na dodaten virtualni zaslon 
čez resnični svet izrišejo lokacije hidrantov, ožičenja in poteka cevi. Vse to pomaga 
reševalni službi, da delo opravi hitreje in brez potrebe po uporabi dodatnih navodil 
[41]. Pred nekaj leti je Mercedes-Benz razvil namensko aplikacijo, ki omogoča 
gasilcem in reševalnim službam pregled sistematike vozila v AR-pogledu, preden se 
lotijo reševanja ponesrečenca. To jim pomaga, da vidijo, kje točno potekajo ožičenja 
ali sprožilci zračnih blazin, ki bi lahko dodatno poškodovali ljudi, ujete v avtu [42]. 
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Slika 4.1: Uporaba aplikacije Rescure Assist za pregled sistematike vozila [42] 
Podjetje TitanHST razvija svoj sistem nove generacije klica v sili, kjer ena izmed 
funkcionalnosti omogoča reševalcem in gasilcem, da z uporabo tehnologije MR lažje 
najdejo ponesrečenca, ki ob klicu v sili deli lokacijo. Tako je njegova lokacija vidna 
na zaslonu naprave, tudi če pogled ovirajo dim, zidovi ali katerakoli druga ovira [43]. 
Tehnologija MR pa danes pomaga tudi reševalnim službam pri treningih. 
Inovacija 360-stopinjskega videa omogoča poglobljeno učenje na primerih iz 
dejanskih dogodkov. 3D-modeli in načrti zgradb poenostavijo učenje o širjenju ognja. 
Na teh istih modelih je možen tudi virtualni trening, kjer je eden izmed pomembnih 
faktorjev tudi spopadanje s stresom. Še ena možnost uporabe je postavitev virtualnega 
lika oziroma nekoga iz oddaljene lokacije, ki lahko asistira v primeru nevarnosti ali 
pomaga pri učenju in personaliziranem mentorstvu [41]. 
4.3 Potencialne težave 
Pri razvoju tovrstne aplikacije je predvsem treba poskrbeti za uporabniško 
izkušnjo in za intuitivnost uporabe. Uporabnik mora znati sprožiti klic ter dobiti dovolj 
povratnih informacij o tem, ali je bil klic uspešen. Uporaba tehnologije nadgrajene 
resničnosti ne sme biti preveč zapletena, saj bo rešitev, ki jo razvijamo, na voljo vsem 
– tudi tehnično manj podkovanim uporabnikom [9]. Pri raziskavi iz leta 2018 so 
anketirance vprašali, ali so v zadnjem mesecu uporabljali tehnologije nadgrajene 
resničnosti; ugotovljeno je bilo, da je le šest odstotkov starejših od 55 let odgovorilo 
pritrdilno [44]. Ta podatek predstavlja dodatno oviro intuitivnosti uporabe pri celotni 
populaciji. 
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Pri uporabi tehnologije nadgrajene resničnosti se je treba, kot že prej omenjeno, 
vprašati, ali je sploh rešitev, ki jo izdelujemo, najbolj optimalna oziroma primerna v 
situaciji nevarnosti, kjer je vsaka sekunda pomembna. Zato moramo zagotoviti, da je 
katerakoli aplikacija, ki jo razvijamo, prej testirana v kriznih situacijah [38].  Prav tako 
mora biti uporaba aplikacije intuitivna in preprosta za uporabo pri vseh starostnih 
skupinah. Poleg tega lahko nastopijo tudi nenačrtovane težave, kot so slaba internetna 
povezava, nepodprt telefon ali prazna baterija, za kar moramo imeti vnaprej 
pripravljeno rešitev.  
4.4 Inspiracija 
Kot zgled oziroma inspiracijo pri praktični izvedbi smo uporabili dva koncepta, 
ki sta se uspešno uveljavila na trgu. Primer prve dobre prakse je aplikacija IKEA Place. 
Aplikacija lahko s pomočjo MR-tehnologije prikaže 3D-modele pohištva v realni 
velikosti, zasidrane v resničnem svetu. Ta funkcionalnost omogoča uporabnikom, da 
si pred nakupom  lahko okrasijo dom ter s tem preverijo, kako bo videti opremljena 
soba. Na voljo je bogata zbirka z več kot 3.200 izdelki, vsak mesec jih dodajo še več. 
Vsak model lahko po lastni želji pred postavitvijo tudi zavrtimo. Rezultat je namenska 
komercialna aplikacija, ki je enostavna za uporabo [45]. Podoben koncept smo 
uporabili tudi pri razvoju prve razširitve, pri čemer smo uporabniku želeli s pomočjo 
MR prikazati delovanje gasilnega aparata. 
Primer Chacmool (Slika 4.2) je funkcionalno podoben prejšnjemu. Pri obisku 
muzejske spletne strani o tem artefaktu je poleg ogleda 3D-modela omogočena tudi 
postavitev tega v resničnosti svet s pomočjo tehnologije WebXR. Ko odpremo spletno 
stran, se zažene seja XR, pri kateri bo kamera začela iskati površine za izris. Ko jo bo 
našla, nas naprava o tem opozori. Ob kliku na zaslon postavimo objekt v pravi velikosti 
v resnični svet. Sedaj se lahko sprehodimo okoli njega in si ga ogledamo z vseh strani. 
Dodatne anotacije oziroma opombe pri določenih delih nam ob kliku povedo več 
informacij o njih. Da to dosežemo, ne potrebujemo nobenih dodatnih aplikacij ali 
naprav. Spletna aplikacija nam s tem poda poglobljeno muzejsko izkušnjo [46]. V 
primerjavi z IKEA Place ta služi kot izhodišče za razvoj podobnih spletnih aplikacij s 
pomočjo tehnologije WebXR in vsaj zaenkrat še ni predviden za komercialne namene. 
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Slika 4.2: Primer Chacmool, razvit z uporabo WebXR API-ja [46] 
Primer druge dobre prakse uporabe enostavne tehnologije AR je aplikacija 
Peakfinder, ki s pomočjo orientacije telefona in signala GNSS čez resnični svet izriše 
lokacije in razdalje do najbližjih vrhov. Z več kot 650.000 vnesenih vrhov po celem 
svetu želi aplikacija med uporabniki spodbuditi zanimanje za pohodništvo. Za uporabo 
ne potrebuje internetne povezave, saj je celotna podatkovna baza shranjena že v sami 
aplikaciji [47]. Kar nam torej aplikacija omogoča, je neke vrste kompas, ki nas usmerja 
do najbližjih vrhov. Podoben koncept smo uporabili pri razvoju kompasa do 
uporabniku primernega zbirnega mesta. Po zakonu mora imeti vsaka zgradba vsaj eno 
zbirno mesto, kamor poteka evakuacija v primeru požara ali druge nesreče. Ta 
omogočajo, da se vsi ponesrečenci zberejo na enem mestu, da se jih enostavno prešteje 
in da prva pomoč lahko lažje asistira vsem [48]. 
 
Slika 4.3: Označba za zbirno mesto [49]  
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5 Praktična izvedba 
Pri praktični izvedbi smo se ukvarjali z iskanjem novih možnosti uporabe MR-
tehnologij, ki bi lahko uporabniku pomagale v nevarnosti oziroma pri klicu v sili. Ob 
tem smo ugotavljali, ali je razvita rešitev najbolj optimalna in kako bi jo lahko še 
dodatno nadgradili. V diskusiji in zaključku smo nato podali nekaj smernic za nadaljnji 
razvoj obstoječih in prihajajočih aplikacij s tega področja.  
V sklopu diplomske naloge smo razvili dva delujoča prototipa, ki z uporabo AR- 
in MR-tehnologij omogočata uporabniku enostavno pomoč v specifični situaciji, ter ju 
uspešno povezali z že razvito aplikacijo za klic v sili. Pri prvem primeru gre za uporabo 
MR-tehnologije za prikaz 3D-modela gasilnega aparata. Ta nam na kratko omogoča, 
da postavimo 3D-model realne velikosti v resnični svet, ga tam tudi zasidramo in si ga 
ogledamo z vseh strani. Z dodatnimi gumbi si lahko nato ogledamo, kako aparat 
uporabljati. Pri drugem prototipu gre za aplikacijo, ki s pomočjo senzorjev v telefonu 
določi uporabnikovo pozicijo in smer pogleda ter ga nato s pomočjo teh in AR-
tehnologije usmeri, v katero smer se mora obrniti, da v primeru evakuacije pride do 
pravega zbirnega mesta. Oba primera smo nato kot razširitev dodali v aplikacijo 
NEXES WebRTC ter v obeh scenarijih uspešno izvedeli testni klic.  
5.1 Uporabljene tehnologije 
5.1.1 HTML in CSS 
Jezik za označevanje nadbesedila (ang. hyper text markup language – HTML) je 
zaporedje ukazov, ki spletnemu brskalniku povedo, kako naj se stran pokaže. 
Sestavljen je iz tako imenovanih značk, ki se nahajajo med znakoma < in >. Značke 
lahko tudi gnezdimo in tako dodamo več atributov določenemu delu besedila. Vsaka 
značka ima vnaprej določen pomen [50]. Datoteka z ukazi ima končnico .html. 
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Kot dodatek k HTML tehnologiji je bila razvita tudi tehnologija kaskadne stilske 
podloge (ang. cascading style sheets – CSS), ki omogoča še dodatno oblikovanje 
besedila. Ta je po navadi opisana v dodatni datoteki .css ali pa že implementirana v 
originalno kodo HTML. Obe tehnologiji smo uporabili pri razvoju spletne strani, ki 
omogoča dostop do izkušnje MR. 
5.1.2 JavaScript 
JavaScript je objektno visoko nivojski skriptni programski jezik, ki omogoča 
ustvarjanje interaktivnih spletnih strani, ki so bolj dinamične in uporabniku bolj 
prijazne. Danes JavaScript podpira vsak brskalnik. Spletne strani ga uporabljajo za 
dinamično osveževanje vsebine in multimedije, za animacijo objektov in predvajanje 
zvočnih posnetkov. Programska koda je po navadi zapisana v dodatni datoteki s 
končnico .js ali pa že implementirana v originalno kodo HTML [51]. 
Poleg pisanja ročne kode JavaScript omogoča možnost implementiranja API-
jev. To so že vnaprej sprogramirani deli kode JavaScript, ki nam programiranje lahko 
zelo poenostavijo. Po navadi ločimo med API-ji, ki so že vgrajeni v brskalnik in se 
lahko nanje sklicujemo kadarkoli, ter zunanjimi API-ji [51]. Pri praktičnem delu smo 
uporabili WebXR API, ki omogoča prikaz izkušnje MR v mobilnem brskalniku. 
5.1.3 WebXR 
WebGL je dolgo veljal za zmogljivo knjižico, ki omogoča upodabljanje (ang. 
rendering) 3D-vsebine za brskalnike. Za uporabo XR-tehnologij je bilo treba razviti 
nov API, ki omogoča hitrejše osveževanje in podporo za XR-vsebine. 
WebXR je na kratko API, ki ponuja funkcionalnost MR direktno v mobilnem 
brskalniku brez dodatnih vtičnikov. API je še v razvojni fazi in se bo predvidoma 
standardiziral do konca leta 2019, ko bo vgrajen v večino modernih brskalnikov [52]. 
Kar ponuja, je enostaven dostop do MR-vsebin, vgrajenih v spletno stran, brez uporabe 
dodatnih mobilnih aplikacij. Cilji API-ja so: zagotoviti dostopnost vsebin AR in VR 
širši javnosti, zasebnost za uporabnika, enostaven razvoj vsebine, ki bo podprta na 
vseh napravah ne glede na operacijski sistem, in zagotoviti detajlno dokumentacijo, ki 
bo pomagala vsem, ki jih bo tehnologija zanimala. API se razvija na osnovi nekaj let 
starega WebVR API-ja, ki je že omogočal prikaz VR-vsebin v brskalniku s pomočjo 
HTML in JavaScripta [53]. Zaradi skrbi za zasebnost je potrebna povezava HTTPS.  
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Princip delovanja poteka na naslednji način. Uporabnik na API najprej pošlje 
zahtevek za napravo XR. To so pri namiznih računalnikih namenska očala, ki jih 
podpirajo, oziroma pri mobilni napravi naprava sama. V kolikor ta ni na voljo oziroma 
je API ne podpira, se izpiše sporočilo o napaki. V kolikor je na voljo, se pošlje zahtevek 
po seji XR (ang. XR session), ta ustvari polje za izris in ga pripravi za nadaljevanje. 
Ko smo inicializirali sejo, lahko začnemo z zanko izrisovanja. Tu osvežujemo zanko 
60-krat na sekundo, kar oko zaznava kot kontinuirano gibanje. V tej zanki s pomočjo 
senzorjev, kot sta giroskop in pospeškometer, zabeležimo položaj naprave in izrišemo 
3D-vsebino, ki je prilagojena na trenutni položaj naprave. Ko se uporabnik odloči 
zapreti vsebino, zaključimo zanko in sejo XR. Med izrisovanjem API zaenkrat 
omogoča tudi nekaj dodatnih interakcij, kot sta postavitev in premikanje 3D-objekta 
[54], [55]. 
Postavitev 3D-objekta v resnični svet poteka s pomočjo algoritma metanja 
žarkov (ang. ray casting), pri čemer se preračunava razdalja med napravo in površino. 
Medtem mobilna naprava opravlja preizkus trka (ang. hit test). To je test, ki potegne 
vzporedno črto med točko na zaslonu in točko, ki jo v tem primeru kamera gleda (Slika 
5.1). Medtem s pomočjo zaznavanja sveta okrog sebe WebXR API opazuje, ali je 
prišlo do trka s površino. Ko se zazna detekcija z ravno površino, se lahko tam izriše 
3D-model [56]. 
 
Slika 5.1: Delovanje preizkusa trka [56] 
5.1.4 Java 
Java je visokonivojski objektni programski jezik, uporabljen v praktičnem delu 
za programiranje aplikacije Android. Razvit je bil pred dobrimi 20 leti, danes pa je 
eden od najpopularnejših programskih jezikov. Bistvena razlika in prednost pred 
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drugimi jeziki je v tem, da se pri prevajanju programski jezik pretvori v bitni jezik, ki 
ga je možno preko javanskega virtualnega stroja (ang. Java virtual machine) 
uporabljati na katerem koli operacijskem sistemu brez ponovnega prevajanja. Ob 
razvoju je bilo veliko sintaks uporabljenih iz že prej razvitih programskih jezikov, kot 
sta C in C++. Datoteka s programsko kodo ima končnico .java, medtem ko ima 
prevedena bitna koda končnico .class [57]. 
5.2 Pomočnik za uporabo gasilnega aparata 
Koncept funkcionalnosti prve razširitve smo že opisali prej pri primeru iz dobre 
prakse. V načrtu je bilo le z uporabo spletnih tehnologij razviti aplikacijo MR. Ta bi 
omogočala postavitev 3D-modelov naprav za prvo pomoč, kot sta na primer gasilni 
aparat ali AED, v resnični svet. Pri tem bi lahko s pomočjo opomb in gumbov prikazala 
tudi delovanje naprave in kako se jo uporablja [58]. 
5.2.1 Zasnova in izdelava aplikacije 
Najprej je bilo treba raziskati tehnologije, ki jih bomo uporabljali. Precej 
obetaven je bil WebXR, predstavljen v poglavju 5.1.3, ki je še v razvojnem procesu. S 
pomočjo HTML, CSS in JavaScripta lahko na koncu postavimo vse skupaj na spletni 
strežnik, do katerega se lahko dostopa z mobilno napravo. 3D-model gasilnega aparata 
je bil pridobljen iz brezplačnega repozitorija Poly [59].  
Sledila je uporaba JavaScripta in WebXR API-ja za programiranje 
funkcionalnosti aplikacije. Pri tem smo si pomagali z referenčnimi navodili, ki jih je 
Google izdal za ta namen [56]. Najprej je bilo treba naložiti pridobljen 3D-model 
gasilnega aparata v aplikacijo in poskrbeti, da se izriše v pravi velikosti. Nato je sledila 
inicializacija API-ja, kjer je najprej bilo treba z xr.requestDevice() preveriti, ali je 
naprava, ki jo uporabljamo, podprta. V kolikor je, lahko začnemo s postavljanjem 
površine za izris. Potem je sledil zahtevek po seji XR. To nam omogoča metoda 
requestSession(): 
  async onEnterAR() { 
    // ... 
    const session = await this.device.requestSession({ 
      outputContext: ctx, 
      environmentIntegration: true, 
    }); 
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Zatem lahko pokličemo funkcijo this.onSessionStarted() in pripravimo program 
za upodabljanje s three.js in začnemo z zanko izrisovanja. To storimo z metodo 
requestAnimationFrame(), ki za vsako sličico pokliče funkcijo onXRFrame. Ta se bo 
izvedla šestdesetkrat na sekundo, kar omogoča, da dobimo gladek pretok sličic. V tej 
funkciji je treba najprej dobiti XRDevicePose, ki nam pove podatek o poziciji in 
orientaciji naprave v prostoru, kar se doseže s pomočjo notranjih senzorjev naprave, 
do katerih ima API dostop: 
  onXRFrame(time, frame) { 
    let session = frame.session; 
    let pose = frame.getDevicePose(this.frameOfRef); 
    // ... 
Nato lahko s pomočjo projekcijske matrike poravnamo pozicijo naprave s to v 
virtualnem svetu. Zatem sledi upodabljanje s pomočjo prej pripravljenega three.js: 
    this.renderer.render(this.scene, this.camera); 
Da lahko objekt postavimo v resnični svet, pa moramo najprej narediti preizkus 
trka, kjer API išče površine za izris. Ko jo najde, se mora uporabniku vizualno 
prikazati, da je izris na voljo. To program izvaja konstantno iz sredine zaslona. Ikono, 
ki nam vizualno pokaže, kje je prišlo do trka, izrišemo v že inicializirani funkciji 
onXRFrame. V funkciji onClick(), ki čaka, da uporabnik klikne na zaslon, izvedemo 
metodo metanja žarkov in izvedemo še en preizkus trka: 
  async onClick(e) { 
    const x = 0; 
    const y = 0; 
 
    this.raycaster = this.raycaster || new THREE.Raycaster(); 
    this.raycaster.setFromCamera({ x, y }, this.camera); 
    const ray = this.raycaster.ray; 
 
    const origin = new Float32Array(ray.origin.toArray()); 
    const direction = new Float32Array(ray.direction.toArray()); 
    const hits = await this.session.requestHitTest(origin, direction, 
this.frameOfRef); 
Če do trka pride, lahko na to lokacijo izrišemo 3D-model: 
    if (hits.length) { 
      const hit = hits[0]; 
      const hitMatrix = new THREE.Matrix4().fromArray(hit.hitMatrix); 
      this.model.position.setFromMatrixPosition(hitMatrix); 
      // ... 
      this.scene.add(this.model); 
    } 
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S pomočjo spletnih tehnologij HTML in CSS smo nato lahko prikaz še prekrili 
z gumbi, ki ponujajo dodatne informacije o vsakem delu naprave. Na koncu smo lahko 
povezali kodo JavaScript, ki omogoča MR, v intuitivni čarovnik, kjer najprej 
izberemo, kaj gori. To nas vodi naprej do več informacij o tej vrsti ognja in do 
informacije, s katerim gasilnim aparatom ga lahko pogasimo. Na istem zaslonu je na 
voljo tudi gumb AR, ki ob kliku zažene prej sprogramiran vmesnik. Za konec je bilo 
treba vse skupaj postaviti še na spletni strežnik, do katerega lahko pozneje dostopamo 
s katerekoli naprave. 
5.2.2 Funkcionalnost  
Rešitev je spletna aplikacija, ki nam preko čarovnika za izbiro tipa požara pove 
več informacij o izbranem ognju in o tem, kako oziroma s katerim tipom gasilnega 
aparata se ga gasi. Ker navodila, kot so »izvleci varovalko«, ne pomagajo nekomu, ki 
ne ve lokacije le-te, je možen AR-pogled, kjer so po postavitvi aparata v resnični svet 
jasno označene točke pomembnih delov aparata, ki smo jih ročno dodali pri urejanju 
3D-modela. Uporabniku je posredno omogočena tudi interakcija z njimi. Različno 
pobarvane točke so tudi intuitivno povezane z dodanimi gumbi iste barve, ki ob 
pritisku povedo več informacij o določenem delu, ki ga točka označuje. S pomočjo 
tehnologije WebXR je naprava uspešno sledila gibanju, poziciji in orientaciji naprave 
v svetu. Izveden je bil preizkus trka in s pomočjo tega je bila najdena ravna površina, 
kamor se lahko izriše 3D-model.  
 
Slika 5.2: levo: Čarovnik za izbiro tipa požara, desno: Postavitev gasilnega aparata    
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5.2.3 Povezava z aplikacijo NEXES WebRTC 
Da bo razvita rešitev lahko prišla do ponesrečenca, ki jo bo rabil, smo prototip 
povezali z že razvito aplikacijo NEXES WebRTC. Pri tem smo želeli, da bi v primeru 
požara lahko operater PSAP poslal vsebino AR na uporabnikov telefon, kjer bi si jo ta 
ogledal. Podobno funkcionalnost testni terminal PSAP že uporablja, da lahko dispečer 
pošlje povezavo do spletne ankete na uporabnikov telefon. Pri tem se čez 
vzpostavljeno povezavo pošlje enolični lokator vira (ang. uniform resource locator – 
URL), ki se pri uporabniku avtomatsko odpre. Tako je bilo treba dodati le tip vira s 
povezavo do spletnega mesta, kamor smo prej postavili spletno aplikacijo. 
 
Slika 5.3: Izbira gasilnega aparata na terminalu PSAP 
V primeru nesreče lahko sedaj dispečer v terminalu označi »Gasilni aparat« 
(Slika 5.3). Čez vzpostavljeno sejo PEMEA se bo poslal PEMEA Callback, ki vsebuje 
URL do našega spletnega mesta, kamor smo postavili spletno stran. Ta se bo 
neodvisno odprla v vgrajenem spletnem brskalniku. Spletna stran ima v celoti 3,38 
megabajtov. Potrebno je vsaj omrežje tretje generacije, da se bo aplikacija hitro odprla. 
Aplikacija po prenosu teče lokalno na uporabnikovem telefonu. Procesorska moč 
kompatibilnih telefonov je zagotovljeno dovolj močna, da ta teče nemoteno. V kolikor 
telefon ni kompatibilen, se bo že na začetku pojavilo opozorilo. 
5.2.4 Sekvenčni diagram delovanja 
Sekvenčni diagram, ki je prikazan spodaj (Slika 5.4), podrobneje prikazuje delovanje 
aplikacije. Ko uporabnik preko NEXES WebRTC vzpostavi povezavo do operaterja 
PSAP in sporoči težavo, bo ta poslal nazaj do gradnika AP sporočilo PEMEA 
Callback, ki vsebuje podatek o URL-naslovu spletnega mesta. AP posreduje sporočilo 
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do aplikacije, ki odpre vgrajeni brskalnik in podani URL-naslov. Aplikacija NEXES 
WebRTC bo nato vzpostavila povezavo HTTPS s spletnim strežnikom, od koder 
prevzame HTML in CSS-kodo spletnega mesta, ki se nato odpre v brskalniku. Ko 
uporabnik izbere način MR, se bo aplikacija še enkrat povezala na spletni strežnik, od 
koder prevzame 3D-model gasilnega aparata in kodo JavaScript. Od tu naprej poteka 
vsa interakcija in aktivnost lokalno med uporabnikom in NEXES WebRTC.  
 
Slika 5.4: Diagram delovanja razširitve gasilnega aparata 
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5.3 Iskanje lokacije zbirnih mest 
Podobno funkcionalnost kot pri prej opisani aplikaciji PeakFinder smo poskušali 
doseči pri drugem prototipu. Tokrat je bilo v načrtu s pomočjo uporabe signala GNSS, 
lokacije zbirnih mest in podatkov iz senzorjev razviti aplikacijo AR, ki bi nam na 
vizualni način prikazala lokacijo najbližjega zbirnega mesta, ki nam pride prav. To je 
v primeru evakuacije iz zgradbe, ki je ne poznamo, težko najti [60]. 
5.3.1 Zasnova in izdelava aplikacije 
Prvotni namen je bil razviti spletno aplikacijo s pomočjo WebXR API-ja, ki smo 
ga uporabili pri razvoju prejšnjega prototipa. Za delovanje smo želeli pridobiti 
uporabnikovo lokacijo s pomočjo signala GNSS, ampak so nam razvijalci API-ja 
sporočili, da v prvotni verziji ta funkcionalnost ne bo omogočena. Pri pregledu 
alternativnih možnosti smo ugotovili, da lahko namesto spletne aplikacije razvijemo 
namensko aplikacijo (ang. native app). Za razvoj te je bilo uporabljeno integrirano 
razvojno okolje Android Studio. Programska koda je spisana v programskem jeziku 
Java. 
Za začetek je bilo treba inicializirati in dovoliti dostop do globalnega sistema za 
pozicioniraje (ang. global positioning system – GPS), do kamere in dostopa do 
pospeškometra, žiroskopa ter senzorja magnetnega polja. To smo storili z značkama 
uses-permission in uses-feature v Android Manifestu. Nato je sledila vzpostavitev 
pogleda kamere v ozadju aplikacije. Ker ne uporabljamo računalniškega vida, bo ta 
pogled potekal neodvisno od preostalega dela aplikacije. Za vzpostavitev tega pogleda 
smo morali najprej implementirati SurfaceView. Tu dodamo tri metode: 
surfaceCreated, surfaceChanged in surfaceDestroyed. Pri metodi surfaceCreated 
vzpostavimo pogled kamere: 
    public void surfaceCreated(SurfaceHolder holder) { 
        mCamera = Camera.open(); 
Najprej smo morali pridobiti lokacijo zbirnega mesta. Za dokaz koncepta smo 
lokacijo prebrali s spletnega strežnika, kamor smo prej postavili koordinate do 
najbližjega zbirnega mesta. Za dostop do spletnega strežnika smo uporabili Jsoup API, 
ki s pomočjo internetne povezave spletno stran prebere in v spremenljivko shrani 
prebrane GPS-koordinate zbirnega mesta. 
        Document doc = Jsoup.connect(html).get(); 
        Elements koordinate = doc.select("p"); 
        //... 
        for (Element koordinata : koordinate){ 
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            String vrsticaBesede = koordinata.text();  
            pointGPS[i] = Double.parseDouble(vrsticaBesede); 
        //... 
        mPOI.setLatitude(pointGPS[0]); 
        mPOI.setLongitude(pointGPS[1]); 
Naslednja stvar je bila pridobitev podatkov iz prej inicializiranih senzorjev, ki 
jih je treba konstantno osveževati. Pri tem so nas zanimali naslednji senzorji: 
pospeškometer, žiroskop in senzor magnetnega polja. To smo storili v metodi 
onSensorChanged(): 
    public void onSensorChanged(SensorEvent event) { 
        StringBuilder msg = new StringBuilder(event.sensor.getName()) 
                .append(" "); 
        //... 
        switch (event.sensor.getType()) { 
            case Sensor.TYPE_ACCELEROMETER: 
                lastAccelerometer = lowPass(event.values.clone(), 
lastAccelerometer); 
                accelData = msg.toString(); 
                break; 
            //... 
Ker so senzorji zelo občutljivi, bo že vsak majhen premik lahko drastično 
spremenil končni rezultat. Zato smo morali, preden smo prebrali podatek, vpeljati še 
nizkofrekvenčni filter (ang. low-pass filter), ki je večja odstopanja porezal stran. 
Pridobiti smo morali še GPS-lokacijo telefona. Ker lociranje po navadi traja dlje časa, 
bo uporabnik obveščen, ko bo lokacijo aplikacija zaznala: 
    private void startGPS() { 
        // ... 
        String best = locationManager.getBestProvider(criteria, true); 
        locationManager.requestLocationUpdates(best, 50, 0, this); 
    } 
    public void onLocationChanged(Location location) {  
        lastLocation = location; 
    } 
S tem smo pridobili vse podatke, da lahko izračunamo vse potrebno. Najprej smo 
s pomočjo Pitagorovega izreka izračunali razdaljo od zbirnega mesta do nas in jo 
pretvorili v metre. Nato smo določili azimut do zbirnega mesta. Pri tem smo si 
pomagali z metodo bearingTo(): 
        azimutDomPoi = lastLocation.bearingTo(mPOI); 
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S pomočjo pospeškometra in magnetnega senzorja v telefonu smo lahko 
izračunali vektorje postavitve naše naprave. Zanimala nas je le rotacija levo in desno. 
Ta podatek je naš azimut naprave, torej, v katero smer gleda: 
        tempOurAzi = (float)Math.toDegrees(orientation[0]); 
Ko sta azimuta poravnana, smo napravo obrnili v smer, v kateri se nahaja 
lokacija zbirnega mesta.  
 
Slika 5.5: Vizualizacija azimutov 
Tam smo z uporabo grafičnega prikaza izrisali zeleno piko. S pomočjo podatkov 
iz senzorjev smo risalno polje transformirali tako, da se je zelena pika tudi sproti 
prilagajala dejanski lokaciji zbirnega mesta. Dodatno smo še v spodnjem predelu 
zaslona dodali napis levo ali desno, odvisno, v katero smer je treba obrniti telefon, da 
najdemo zeleno piko oziroma lokacijo zbirnega mesta. Za konec je bilo treba 
aplikacijo še izvoziti kot datoteko .apk. 
5.3.2 Funkcionalnost 
Končna rešitev je mobilna aplikacija, ki, kot neke vrste kompas, omogoča 
iskanje smeri in prikaz razdalje do zbirnega mesta. Aplikacija je korak nazaj od 
dejanske MR-navigacije, kjer se na zaslonu izriše pot ter se sproti prilagaja glede na 
naše premikanje, a kljub temu ponuja osnovno orientacijo po prostoru in iskanje poti 
iz zgradbe, ki je ponesrečenec ne pozna oziroma izgubi orientacijo. 
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Ko aplikacijo zaženemo, bo ta s spletne strani prebrala lokacijo zbirnega mesta. 
Sledi branje senzorjev in iskanje GPS-signala, kar lahko traja tudi do 30 sekund. Ko 
bo signal najden, bo aplikacija začela delovati. Medtem ko uporabnik pomika telefon 
levo-desno oziroma se vrti okrog svoje osi, bo naprava brala podatke iz senzorjev ter 
s pomočjo primerjanja azimutov določila lokacijo zbirnega mesta. V kolikor je še 
vedno zeleno piko, ki ponazarja lokacijo, težko najti, smo dodali tudi dodatni tekst, ki 
uporabniku v spodnjem predelu zaslona da vedeti, v katero smer se mora zasukati, da 
najde zbirno mesto (Slika 5.6). 
 
Slika 5.6: levo: Iskanje zbirnega mesta, desno: Zbirno mesto najdeno 
5.3.3 Povezava z aplikacijo NEXES WebRTC 
Razvita rešitev je namenska mobilna aplikacija, ki deluje samostojno. Da bi 
prototip povezali z že obstoječo aplikacijo NEXES WebRTC, je trreba zagotoviti, da 
bo operater PSAP lahko na daljavo zagnal to aplikacijo. Da bi to delovalo, mora 
aplikacija biti že vnaprej nameščena na uporabnikovi mobilni napravi. 
V Android Manifestu je treba implementirati tako imenovano globoko povezavo 
(ang. deep link) in s tem zagotoviti enolični identifikator vira (ang. uniform resource 
identifier – URI) do aplikacije. Ko to storimo, imamo po meri ustvarjeno povezavo, ki 
pri klicu v brskalniku odpre aplikacijo. Na podoben način kot pri gasilnem aparatu in 
spletnih anketah lahko operater PSAP pošlje zahtevek URI po vzpostavljeni povezavi 
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PEMEA do ponesrečenca. Ko zahtevek pride do uporabnika, se bo, v kolikor je 
aplikacija nameščena, ta tudi odprla neodvisno od aplikacije NEXES WebRTC. Vsa 
procesorska pomoč in podatki se obdelujejo le lokalno. Operater PSAP ob tem ne vidi 
tega, kar vidi uporabnik, s čimer poskrbimo za zasebnost. 
Kot dokaz koncepta smo v prototipni izvedbi lokacijo zbirnega mesta prebrali s 
spletne strani, na katero smo že prej vnesli koordinate in s tem simulirali pridobitev 
lokacije eksterno. Ker ima vsaka zgradba svoje zbirno mesto, to ne pomeni vedno, da 
je to tudi najbližje uporabnikovi lokaciji. V praksi bi zato operater PSAP vprašal po 
uporabnikovi lokaciji oziroma, v kateri zgradbi se nahaja, ter nato poslal zraven URI-
ja tudi koordinate primernega zbirnega mesta, do katerega se mora uporabnik 
premakniti. Pri zagonu aplikacije bi ta nato prebrala dodaten ukaz o koordinatah in jih 
pravilno shranila v spremenljivko za nadaljevanje. 
5.3.4 Sekvenčni diagram delovanja 
Sekvenčni diagram, ki je prikazan spodaj (Slika 5.7), prikazuje bolj podrobno 
delovanje aplikacije. Ko uporabnik preko NEXES WebRTC vzpostavi povezavo do 
operaterja PSAP in sporoči težavo, bo ta poslal nazaj do gradnika AP sporočilo 
PEMEA Callback, ki vsebuje podatek o naslovu URI prej nameščene aplikacije. AP 
posreduje sporočilo do aplikacije, ki v vgrajenem brskalniku prebere naslov URI in 
odpre samostojno aplikacijo zbirnih mest. Ta se ob zagonu poveže na spletni strežnik, 
od koder prevzame podatek o lokaciji primernega zbirnega mesta. S pomočjo 
senzorjev bo aplikacija pridobila vse podatke za uspešen izračun azimutov. Sedaj 
poteka vsa interakcija in aktivnost lokalno med uporabnikom in aplikacijo o zbirnih 
mestih. 
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Slika 5.7: Diagram delovanja razširitve zbirnih mest 
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6 Razprava 
V sklopu projektnega dela smo razvili dve aplikaciji: spletno aplikacijo, ki s 
pomočjo tehnologije MR lahko postavi in zasidra 3D-model gasilnega aparata v 
resnični svet, ter namensko aplikacijo, ki s pomočjo AR uporabniku omogoča 
orientacijo do najbližjega oziroma najbolj optimalnega zbirnega mesta. Obe razširitvi 
smo tudi uspešno povezali z aplikacijo NEXES WebRTC. Medtem smo naleteli tudi 
na nekaj težav, a kljub temu razvili dva koncepta, kjer lahko uporabimo nadgrajeno 
resničnost pri klicu v sili. 
6.1 Ugotovitve prvega primera: pomočnik za uporabo gasilnega 
aparata 
S pomočjo spletnih tehnologij smo razvili spletno aplikacijo, ki ne zahteva 
nobenih dodatnih aplikacij za delovanje, saj v celoti temelji na spletnih tehnologijah. 
Aplikacija predstavlja dokaz koncepta uporabe MR pri klicu v sili. Seveda moramo, 
preden postavimo razširitev na trg, najprej preveriti še, kako intuitivna je aplikacija in 
kako se obnese v stresnih situacijah. Poleg tega je potem te iste rezultate treba 
primerjati s kontrolnimi, kjer dispečer govorno razloži delovanje aparata ali kjer se 
namesto vsebine AR naloži le 3D-model, ki ga na telefonu obračamo brez uporabe 
nadgrajene resničnosti. 
Med razvojem smo naleteli tudi na nekaj ovir. Predvsem v zmogljivosti API-ja. 
Kot že omenjeno, je WebXR še v razvojnem procesu in zaradi tega še ne omogoča 
vseh funkcij, ki smo si jih v začetku zastavili. Poleg tega smo bili še dodatno omejeni 
pri preizkušanju, saj API še ni omogočen v vseh brskalnikih in smo zaradi tega morali 
uporabiti Chrome Canary, ki se v našem primeru odpre namesto vgrajenega 
Chromiuma. Danes je zaradi tega možna le postavitev 3D-statičnih objektov. V 
prihodnje, ko bo API posodobljen in že standardiziran, se lahko spletna aplikacija 
nadgradi še z rotiranjem objekta in z animacijami uporabe. V kolikor se izdela tudi 
prilagojen lasten 3D-model, se lahko velikost aplikacije dodatno zmanjša. Poleg tega 
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pa se lahko izdela še bolj intuitiven gasilni aparat, ki je podoben tem v Sloveniji. Nekaj 
podobnega bi lahko razvili tudi za druge naprave, kot je na primer AED. 
6.2 Ugotovitve drugega primera: iskanje lokacije zbirnih mest 
Kot prototip dokaza koncepta smo razvili mobilno aplikacijo, ki omogoča 
osnovne funkcije navigacije s pomočjo tehnologije AR. Enako kot pri gasilnem 
aparatu je tudi pri tem treba preveriti, kako intuitivna je aplikacija in kako se obnese 
ob stresnih situacijah. Poleg tega je treba preveriti, ali uporaba aplikacije dejansko 
pripomore k hitrejši in učinkovitejši evakuaciji. Če bi se rešitev izkazala za optimalno, 
bi bilo treba vzpostaviti tudi podatkovno bazo vseh zbirnih mest, razvrščenih po 
lokaciji. 
Težava nastopi, ko pogledamo celotno sliko. Trenutno mora imeti uporabnik, ki 
želi uporabiti to funkcionalnost, obvezno nameščeno tudi to dodatno aplikacijo, brez 
katere navigacija ni mogoča. V praktični izvedbi smo želeli pokazati, kaj je možno s 
trenutno tehnologijo. V prihodnje bo lahko taka ali podobna funkcionalnost verjetno 
možna že z uporabo le spletnih tehnologij, kot pri gasilnem aparatu, kar pomeni brez 
dodatnih nameščenih vtičnikov ali aplikacij. Alternativno, to funkcionalnost bi bilo 
možno tudi direktno vgraditi v aplikacijo NEXES WebRTC, kar lahko vse skupaj tudi 
poenostavi, saj bi za delovanje potrebovali le eno aplikacijo. 
Z uporabo iste tehnologije bi lahko razvili tudi navigacijo do drugih naprav za 
prvo pomoč, kot je na primer AED. V tem primeru bi morali dobiti le lokacijo najbližje 
naprave, kar bi lahko izvedli programersko in kar ne zahteva več operaterja PSAP, da 
nam pošlje koordinate naprave. Izboljšali bi lahko tudi trenutni uporabniški vmesnik, 
ki z različnimi označbami pomaga uporabniku kalibrirati kompas, ter izboljšali 
nizkofrekvenčni filter. 
6.3 Trenutne omejitve tehnologije 
Nadgrajena resničnost je ena izmed bolj odmevnih tehnologij, ki se je zadnje 
desetletje razvila iz nekaj prototipov do kompleksnih aplikacij in tehnologije, ki jo 
omogoča že vsaka boljša mobilna naprava. Kljub temu razvoj poteka še naprej in nam 
zaenkrat čisto vsega še ne ponuja. Kot primer, uporabljen WebXR API je komaj v 
prototipni različici in še ne omogoča vseh funkcionalnosti, ki bi si jih želeli pri razvoju 
tovrstnih aplikacij in interakcij, ki bi bile omogočene na uporabnikovi strani. Še vedno 




izris, pa se z vsako novo različico izboljšuje. Tudi pri drugem razvitem prototipu nas 
tehnologija omejuje, saj senzorji niso vedno najbolj natančni, kar lahko zmoti 
delovanje kompasa. Poleg tega lahko samo lociranje, celo v zaprtem prostoru, poteka 
do 30 sekund, kar je definitivno predolgo za hitro evakuacijo. V prihodnje bi lahko 
obe razširitvi še dodatno nadgradili, popravili hrošče in, kot že omenjeno prej, testirali 
intuitivnost uporabe. 
Pomemben faktor je tudi hitrost omrežja. Pri kompleksnejših 3D-modelih je 
lahko velikost datotek precej velika, kar zahteva hitrejšo in zanesljivo internetno 
povezavo. Poleg tega je pomembno tudi zagotoviti, da bo internetna povezava vedno 
na voljo, ko uporabljamo aplikacijo za klic v sili. Seveda pa se vse omenjene 
tehnologije nenehno izboljšujejo, v prihodnosti namreč lahko opisane omejitve ne 
bodo predstavljale več večjih težav. Poleg tega se bo zmanjšala tudi zahtevnost 
razvoja, povečalo pa se bo število naprav, ki podpirajo nadgrajeno resničnost. 
6.4 Smernice za nadaljnji razvoj 
Prvotni plan je bil razviti več prototipnih razširitev za aplikacijo NEXES 
WebRTC. Vse razširitve bi bile dostopne preko spleta kot spletne aplikacije in ne bi 
zahtevale dodatnih nameščenih vtičnikov ali zunanjih aplikacij. Hitro smo ugotovili, 
da zaradi omenjenih omejitev tehnologije tega ne bo mogoče storiti. Ena izmed takih 
idej je bila tudi razviti navigacijo MR, podobno opisani v četrtem poglavju, ki bi s 
pomočjo računalniškega vida in puščic MR uporabnika usmerila do zasilnega izhoda. 
Po raziskavi smo ugotovili, da bi razvoj omenjene aplikacije bil prezahteven in bi vzel 
preveč časa. Poleg tega bi zahteval uporabo določenih orodij, ki v času pisanja tega 
dela še niso bila razvita za operacijski sistem Android, na katerem smo testirali 
praktični del. Postavitev take aplikacije na splet je vsaj s trenutno tehnologijo 
nemogoč. Zaradi tega smo se odločili za poenostavljeno navigacijo, ki kot kompas 
usmeri uporabnika do določene naprave za prvo pomoč. Kljub temu sta razvoj in 
raziskava vzela več časa kot predvidevano, saj so se funkcionalnosti določenih API-
jev, kot na primer WebXR, iz meseca v mesec spreminjale. Na koncu smo se zato 
odločili za razvoj dveh razširitev. Pri eni smo uporabili AR, pri drugi pa MR. 
Razširitvi ter aplikacija za klic v sili morajo biti dovolj razširjeni, da se v primeru 
nevarnosti uporabnik spomni, da ima nameščeno aplikacijo za klic v sili. Ta mora 
omogočati tehnologijo nadgrajene resničnosti. Uporabnik mora nato najti aplikacijo 
med nameščenimi. Ker se aplikacija ne uporablja vsak dan, se bo ta najverjetneje 
nahajala proti koncu seznama. Aplikacija mora delovati brez težav in hroščev, 
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uporabnik pa mora biti dovolj tehnološko podkovan, da aplikacijo zna uporabljati. Pri 
nadaljnjem razvoju bi morali obe razširitvi testirati v praksi in rezultate primerjati s 
kontrolnimi. Nadgrajena resničnost še vedno pri velikem delu populacije predstavlja 
krivuljo učenja, saj s tehnologijo niso seznanjeni in bi uporaba razvitih razširitev 
pripeljala do več težav kot pa rešitev. V prihodnje bo treba zagotoviti dobro 
uporabniško izkušnjo, ki bo kar se da intuitivna. Uporaba ne sme predstavljati nobene 
težave. Iz ugotovitev lahko sklepamo, da trenutno tehnologija nadgrajene resničnosti 
ni primerna za uporabo pri klicu v sili. Kot že omenjeno, se tehnologija hitro razvija, 
v prihodnosti bomo verjetno torej lahko vse omenjene težave rešili. Poleg tega se bo 
tudi razgledanost o uporabi tehnologije o nadgrajeni resničnosti in razširjenost uporabe 
aplikacije za klic v sili razširila. Če pa bi kljub temu obe razširitvi že danes prišli na 
trg, bi bili najverjetneje dostopni le mlajšemu, tehnološko podkovanemu delu 
populacije z novimi terminali in posodobljenimi operacijskimi sistemi. 
Ena izmed že omenjenih omejitev uporabe mobilne naprave za dostop do 
nadgrajene resničnosti je ta, da po navadi nimamo prostih obeh rok za dodatno 
interakcijo z okolico. Namenska očala nadgrajene resničnosti danes še ne omogočajo 
vsega, kar bi si želeli, in so predraga, da bi jih zasledili v širši javnosti. V prihodnosti, 
ko se bo tehnologija dodatno razvila, bodo najverjetneje v javnosti taka očala ali celo 
kontaktne leče bolj pogosta. To bo seveda pripomoglo k še večji razširjenosti 
tehnologije in k še večjemu zanimanju za razvoj namenskih aplikacij. Takrat bo tudi 
nadgrajena resničnost pri prvi pomoči precej bolj koristna in uporabna. 
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7 Zaključek  
Trend razvoja tehnologije XR in čedalje večje zanimanje med javnostjo vsako 
leto predstavi ogromne inovacije na tem področju. Danes lahko zato zasledimo 
uporabo te tehnologije že v industriji, šolstvu, medicini, turizmu in zabavi. V 
diplomskem delu smo raziskali možnosti uporabe nadgrajene resničnosti v kritičnih 
situacijah, kot so v primeru požara ali nujne evakuacije iz zgradbe. V ta namen smo v 
sklopu praktične izvedbe razvili dva prototipa aplikacij z uporabo tehnologije AR in 
MR. Oba, opisana zgoraj, sta bila razvita z namenom ugotoviti, ali je mogoče uporabiti 
protokol PEMEA za nadgradnjo seje klica v sili z izkušnjo nadgrajene resničnosti. To 
smo preizkusili na že obstoječi aplikaciji za klic v sili NEXES WebRTC, ki je bila 
razvita na Fakulteti za elektrotehniko in za delovanje uporablja protokol PEMEA. Pri 
obeh smo prišli do delujočega prototipa, ki predstavljata dokaz koncepta, da je 
funkcionalnost nadgrajene resničnosti tudi možna v tem kontekstu. Prototipa sta bila 
tako uspešno vgrajena v sistem. Preko terminala smo nato lahko enostavno preko 
povezave PEMEA poklicali rešitev na uporabnikov telefon, v kolikor je ta potrebna in 
optimalna.  
Med samim razvojem smo naleteli na nekaj tehničnih težav, ki bi jih bilo treba 
v nadaljevanju odpraviti. Poleg tega je pri obeh primerih še precej možnosti izboljšav 
in nadgradenj. V naslednjem koraku bi bilo treba izvesti preizkus, ali razvita rešitev 
dejansko pripomore k lažjemu razumevanju naprave za prvo pomoč oziroma k hitrejši 
evakuaciji iz zgradbe. Danes je nadgrajena resničnost razširjena predvsem med 
mladimi, ki jo lahko uporabljajo tudi vsakodnevno na mobilnih telefonih ali z 
namenskimi pametnimi očali za zabavo. Medtem pa v večini starejši del populacije 
oziroma tehnično manj podkovani uporabniki nimajo stika s to tehnologijo, kar 
predstavlja dodatno oviro pri razvoju intuitivne aplikacije. Poleg tega nam dodatne 
omejitve tehnologije danes omogočajo kompleksni razvoj tovrstnih funkcionalnosti, 
da bi jih lahko enostavno vključili v že obstoječo aplikacijo PEMEA. Da bi lahko 
karseda pripomogli k enostavni uporabi teh funkcionalnosti, bi bilo potrebnega še 
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veliko dela na razvoju tehnologije XR, testiranju različnih prototipov v kritičnih 
situacijah in večji razširjenosti uporabe te tehnologije v javnosti.  
Potencial tehnologije nadgrajene resničnosti obljublja velike prednosti tudi na  
področju klica v sili. Vendar pa zaradi zgoraj opisanih težav tehnologija trenutno po 
našem mnenju ni najbolj primerna za uporabo pri klicu v sili. Namesto tega je 
nadgrajena resničnost danes bolj primerna za uporabo pri reševalnih službah, kjer so 
potrebne precej specifične funkcionalnosti, ki preverjeno izboljšujejo obstoječ sistem. 
Za nadgradnjo obstoječih in prihajajočih aplikacij PEMEA s tehnologijo XR pa bi bilo 
treba še počakati na prihajajoče inovacije iz nadgrajene resničnosti in boljšo 
razgledanost o uporabi te v javnosti.  
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