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KURZFASSUNG
Das Verständnis der komplexen Netzwerke bio-molekularer Wechselwirkungen benötigt
die korrekte und präzise Quantifizierung von Bindungskinetiken. Besonders von Bedeu-
tung sind Wechselwirkungen mit Membranen oder membrangebundenen Objekten, da
Membranen nicht nur Bindungskinetiken beeinflussen, sondern auch in eine große Menge
entscheidender zellulärer Prozesse grundsätzlich eingebunden sind, darunter Prozesse wie
Zellteilung, Signaltransduktion, Endozytose, Exozytose oder Zellmigration.
Um die korrekte und präzise Quantifizierung von Bindungskinetiken zu ermöglichen,
haben wir die oberflächen-integrierte Fluoreszenzkorrelationsspektroskopie (SI-FCS, engl.
surface-integrated fluorescence correlation spectroscopy) entwickelt. Die Methode basiert
auf der Autokorrelation von zeitlichen Fluoreszenzfluktuationen in einer Sequenz von Bil-
dern, die mit Totalreflexions-Fluoreszenzmikroskopie (TIRF-Mikroskopie, engl. total inter-
nal reflection microscopy) aufgenommen wurden. SI-FCS kann zuverlässig die Assoziations-
und Dissoziationsraten von reversiblen Liganden-Rezeptor-Bindungen bestimmen. Die
DNA-Hybridisierung kurzer Einzelstränge – bei denen einer auf der Oberfläche immo-
bilisiert ist, während sich der andere, fluoreszent markierte Strang in Lösung befindet –
imitierte dabei Liganden-Rezeptor-Systeme und wurde in dieser Arbeit präzise mit SI-FCS
vermessen.
Systematisch haben wir das Leistungsvermögen und die Limitierungen von SI-FCS
untersucht und dabei die photo-induzierte Schädigung von immobilisierten Einzelsträngen
als Einschränkung für lange Messzeiten oder hohe Ligandenkonzentrationen bestimmt. Die
photoinduzierte Schädigung erfolgt dabei vorwiegend durch reaktive Sauerstoffspezies. In
SI-FCS und in DNA-Hybrisierungs-basierter Hochauflösungsmikroskopie (DNA-PAINT)
konnten wir diesen Effekt durch das biochemische Entfernen von Sauerstoff vermeiden. In
einem parallelen Ansatz zeigen wir ein verbessertes Design für den bindenden DNA-Strang
mit einem erhöhten Abstand zwischen dem fluoreszenten Farbstoff und der Bindungsse-
quenz.
Die Bestimmung von Bindungszeiten im Millisekunden-Bereich und kürzer mit SI-FCS
ist letzlich limitiert durch exakte mathematische Modelle für die Autokorrelationsfunktion,
die auch die Diffusion durch das evaneszente TIRF-Feld mit einbeziehen. Basierend auf
einem Fluoropolymer mit dem Brechungsindex wässriger Proben, haben wir eine Kali-
bierungsprobe entwickelt, mit derer die axiale Detektionswahrscheinlichkeit für Moleküle
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in der TIRF-Mirkoskopie direkt bestimmt werden kann. Dabei haben wir eine tiefer in
die Probe eindringende Komponente der TIRF-Anregung in der Objektiv-basierten TIRF-
Mikroskopie gefunden, die bisher von der entsprechenden FCS-Theorie unberücksichtigt
ist.
Schließlich haben wir die praktische Anwendung von SI-FCS auf die Untersuchung
von Bindungen an Membranerezeptoren und die Verteilgung von Biomolekülen zwischen
Lösung und Membran optimiert. Modelle für die Liganden-Rezeptor-Wechselwirkung in
Kombination mit Diffusion auf der Membran, haben wir in einer DNA-Hybridisierungs-
basierten Machbarkeitsstudie verifiziert. Des Weiteren zeigen wir ein modifiziertes Modell
der Autokorrelationsfunktion für die Verteilung von Biomolekülen zwischen Lösung und
Membran und untersuchen die komplexe Verteilung von Peptiden in Simulationen und
Experimenten mit drei unterschiedlichen Modellmembransystemen.
ii
ABSTRACT
Understanding the complex networks of biomolecular interactions requires the accurate
and precise quantification of binding kinetics. Interactions with membranes or membrane-
bound entities are of particular interest, as membranes do not only influence binding ki-
netics, but are fundamental to a large set of key cellular processes such as cytokinesis,
signalling, endocytosis, exocytosis or cell migration.
To enable the accurate and precise quantification of binding kinetics, we developed
surface-integrated fluorescence correlation spectroscopy (SI-FCS). This method is based
on the autocorrelation of temporal fluorescence fluctuations from a stream of total inter-
nal reflection fluorescence (TIRF) images. SI-FCS reliably extracts the association and
dissociation rates of reversible ligand-receptor binding. The DNA hybridization of short
single-strands – one immobilized on the surface, the other fluorescently labeled in solution
– mimicked ligand-receptor systems and was precisely quantified with SI-FCS within this
work.
We systematically assessed the potential and limitations of SI-FCS and identified the
photo-induced damage of immobilized single-strands as a constraint for longer measurement
times and high ligand concentrations. The photo-induced damage was predominantly
caused by reactive oxygen species (ROS). Not only did we show that this effect can be
prevented in SI-FCS and DNA hybridization-based super-resolution microscopy (DNA-
PAINT) with oxygen scavenging buffers, but we also presented an improved DNA handle
design with increased distance between fluorescent dye and binding sequence.
Accessing binding times with SI-FCS in the millisecond range and below is ultimately
limited by accurate autocorrelation models incorporating the diffusion through the evanes-
cent TIRF field. Based on a fluoropolymer matching the refractive index of aqueous sam-
ples, we designed a calibration slide to directly characterize the axial molecule detection
function in TIRF microscopy. We found a penetrating component to the TIRF excitation
in objective-type TIRF microscopy, so far unconsidered by the respective FCS theory.
Finally, we optimized the implementation of SI-FCS for examining binding to mem-
brane receptors and the partitioning of biomolecules to membranes. We verified models
for ligand-receptor interaction in the presence of diffusion in the membrane using a DNA
hybridization-based proof-of-concept system. Further, we presented a modified autocorre-
lation model for the partitioning to membranes and examined the complex partitioning of
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Biological complexity is not only based on the vast number of specialized components, but
also on the inherent non-linearity of their interactions. Non-linearity is required so that
small changes on the molecular level can trigger macroscopic responses on the cellular or
systemic level. Many key cellular processes depend on reversible interactions of proteins
with membranes of organelles or the plasma membrane [Lemmon, 2008,Di Paolo and De
Camilli, 2006,Teruel and Meyer, 2000,Groves and Kuriyan, 2010]. Not only is a plethora
of enzymatic reactions localized at the membrane surface [Kleinschmidt, 2013], but it is
also the location where many signals from the outside of the cell are processed and trans-
ferred to the inside in the form of ligand-receptor interactions [Pierce et al., 2002,Akira
and Takeda, 2004]. The rates of ligand-receptor binding are influencing signalling cascades
responsible for triggering cellular response [Feinerman et al., 2008, Govern et al., 2010].
Membranes are essential to the structural integrity of cells, forming not only a separator
to the extracellular space, but also facilitate compartmentalizations into organelles and
vesicles. Cellular membranes are increasingly appreciated for their complexity and physio-
logical role [Simons and Ikonen, 1997,Loura et al., 2003,Simons and Gerl, 2010,Lingwood
and Simons, 2010].
The dynamic reshaping of membranes is based on constant turnover and a large set
of highly specialized proteins [McMahon and Gallop, 2005,Zimmerberg and Kozlov, 2005,
McMahon and Boucrot, 2015]. Hence, the recruitment of biomolecules to membranes
is a key mechanism to control the spatio-temporal organization of cells [Kretschmer and
Schwille, 2016]. Similarly, the function of many membrane-related proteins can be assessed
by examining their membrane interactions.
However, the modeling and theoretical understanding of complex and non-linear biolog-
ical processes is ultimately limited by the precise and accurate quantification of the govern-
ing interactions. Quantification is hindered by the stochastic nature of biological systems
limiting the precision of experimental assays. While bulk assays profit from an intrinsic
averaging over many molecules, they are limited in deciphering the precise complexity of
reaction pathways [Walter et al., 2008]. Fluorescence methods with single-molecule sensi-
tivity, in return, allow the investigation of heterogeneity and apparent disorder on the level
of individual molecules with high specificity. Without the need for external perturbations,
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they can determine kinetics in quasi-equilibrium [Walter et al., 2008].
Following the concept of fluorescence correlation spectroscopy (FCS) [Magde et al.,
1972], the autocorrelation function of the number and brightness of fluorescently labeled
molecules within a small observation volume is determined by the dynamics that govern
the fluorescence fluctuations. In the following years, FCS developed into an increasingly
versatile tool to study not only molecular mobility [Aragón and Pecora, 1976,Koppel et al.,
1976,Fahey et al., 1977], but also bi-molecular interactions [Kinjo and Rigler, 1995,Schwille
et al., 1996,Rauer et al., 1996, Schwille et al., 1997]. Thus, kinetic parameters governing
biochemical reactions can be extracted from the autocorrelation function. Focused laser
excitation and tightly confined confocal detection allowed the study of individual molecules
with FCS [Rigler et al., 1993,Eigen and Rigler, 1994]. More advanced FCS variants that
scan the confocal detection in the sample [Berland et al., 1996] proved useful to elucidate
not only mobility in the membrane [Benda et al., 2003,Ries and Schwille, 2006,Petrášek
and Schwille, 2008], but also the partitioning into different membrane phases [Ries et al.,
2009a] and the binding to membrane-localized receptors [Ries et al., 2009b]. Simultaneous
to the advent of wide-field total internal reflection fluorescence (TIRF) microscopy [Ax-
elrod, 1981], the pioneering works of Thompson and colleagues highlighted the potential
of total internal reflection fluorescence correlation spectroscopy (TIR-FCS) to investigate
surface binding [Thompson et al., 1981,Thompson, 1982,Thompson and Axelrod, 1983].
Studies on lipid mobility of the basal membrane of cells and of supported lipid bilay-
ers (SLBs) [Tamm and McConnell, 1985] profited from the surface-selectivity of TIRF
microscopy in combination with FCS [Thompson et al., 1993,Ohsugi et al., 2006]. Mod-
ern electron-multiplying charge-coupled device (EMCCD) camera technology enabled the
multiplexing of FCS acquisition in multiple detection modalities [Krieger et al., 2015],
including TIRF microscopy [Burkhardt and Schwille, 2006, Kannan et al., 2006, Kannan
et al., 2007, Sankaran et al., 2009]. Image correlation spectroscopy (ICS) [Petersen et al.,
1993,Wiseman, 2013], a closely related method, extracts molecular mobilities and has been
used to investigate the binding of membrane-diffusing receptors to larger protein complexes
as well as of ligands to microtubules [Brandão et al., 2014].
Within this thesis we expanded the set of correlation-based techniques to quantify re-
versible surface binding based on the stochastic intensity fluctuations from fluorescently la-
beled molecules (Chapter III). In a first proof-of-concept study, we systematically examined
the potential and the limitations of our newly developed method, termed surface-integrated
FCS (SI-FCS), for the quantification of the reversible attachment to surface-immobilized
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deoxyribonucleic acid (DNA) origami nanostructures. The reversible hybridization of com-
plementary single-stranded DNA (ssDNA) served as a proxy for the concept of ligand-
receptor binding. We did not only quantify characteristic binding times ranging from
500ms to 100 s, but also precisely extracted association and dissociation rates of the DNA
hybridization with varying nucleotide overlaps. We demonstrated the outstanding sensitiv-
ity of this newly developed method and resolved the binding kinetics of individual species
in mixed samples.
Working with high solution concentrations of labeled ssDNA, we found the SI-FCS
autocorrelation curves to be influenced by the photo-induced depletion of the surface-
immobilized DNA handles (Chapter IV). The effect appears similarly in super-resolution
microscopy with DNA-based point accumulation for imaging in nanoscale topography
(DNA-PAINT) [Jungmann et al., 2010]. Such light-induced sample alterations pose a
significant limitation to SI-FCS and DNA-PAINT experiments. We identified reactive
oxygen species (ROS) as the major cause of this depletion. We successfully reduced the
depletion down to the detection threshold by identifying appropriate oxygen scavenging
buffers. Our optimized acquisition procedure does not only enhance the accuracy of SI-
FCS quantifications, but the quantitative super-resolution microscopy with DNA-PAINT
alike [Jungmann et al., 2010, Jungmann et al., 2016, Schnitzbauer et al., 2017]. The en-
hanced sample stability extends the long-term stability of the SI-FCS acquisition, enabling
longer measurements and thus the study of longer binding times.
In the studies highlighted above, the contribution to the SI-FCS autocorrelation curves
from solution diffusion is most critical for the quantification of fast binding molecules.
An accurate modeling of the autocorrelation function for solution diffusion requires as-
sumptions regarding the functional shape of the fluorescence excitation profile in TIRF
microscopy. Based on the limitations of previous attempts to measure the axial excitation
profile, we developed a calibration slide to directly characterize the excitation profile of our
objective-type TIRF microscope. We found that the profile is most accurately described by
a biexponential consisting of the evanescent field expected from theory and an additional
non-evanescent contribution (Chapter V).
Finally, we extended SI-FCS to quantify the binding to membranes and the interac-
tion with membrane-bound biomolecules (Chapter VI). We determined the association
and dissociation rates of ssDNA to their complementary membrane-bound DNA handles,
conceptually resembling ligand binding to membrane-attached receptors. Further, we give
an analytical solution for the autocorrelation function of a simple membrane attachment
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without further specificity for receptors or sparse lipid-headgroups. Binding of amphipathic
helices to membranes is generally more complex and can in some cases be described by a
three-state model [White and Wimley, 1998,Myers et al., 2012]. Assuming a weakly bound
and a strongly bound state, we examined the dependence of the autocorrelation function
on the governing reaction rates in simulations. Finally, using SI-FCS we characterized
the partitioning of the membrane proximal external region (MPER), a short peptide de-
rived from human immunodeficiency virus (HIV)-1, into three different model membrane
systems.
Taken together, we developed SI-FCS as a robust and precise method to quantify
a variety of surface interactions including the highly relevant interaction of membrane-




BASIC CONCEPTS: STUDYING DIFFUSION AND
BINDING WITH FLUORESCENCE
CORRELATION SPECTROSCOPY
II.1 Fluorescence Correlation Spectroscopy
Fluorescence correlation spectroscopy (FCS) [Magde et al., 1972,Elson and Magde, 1974,
Magde et al., 1974] is an optical method to infer a set of parameters describing the dynamics
of a system from the fluorescence signal fluctuations within a small detection volume.
The observed fluorescence signal depends, among other factors, on the number and the
brightness of emitters contained inside the volume. Furthermore, the autocorrelation of a
recorded intensity trace is governed by the statistical processes leading to changes in the
fluorescence signal. Typically, the investigated fluctuations are originating from molecular
mobility [Magde et al., 1974,Elson and Magde, 1974,Magde et al., 1978], binding processes
[Kinjo and Rigler, 1995,Schwille et al., 1996,Schwille et al., 1997,Michelman-Ribeiro et al.,
2009] or photophysics [Widengren et al., 1995,Haupts et al., 1998,Widengren and Schwille,
2000,Torres and Levitus, 2007]. The underlying physical quantities are extracted from the
autocorrelation function by fitting of the experimentally obtained autocorrelation curves
with an appropriate model function. In most cases, FCS is combined with a focused laser
beam and a confocal pinhole in the image plane, offering a small detection volume with
single-molecule sensitivity [Rigler et al., 1993,Eigen and Rigler, 1994].
A number of excellent reviews describe the principles of FCS [Thompson, 1999,Petrov
and Schwille, 2008,Petrášek and Schwille, 2009] and its numerous applications. While many
reviews have a general scope, the reader is referred to the following non-exhaustive list of
reviews for a special focus on the historical development of FCS [Webb, 2001,Elson, 2011,
Rigler and Widengren, 2017], photophysics [Widengren, 2001,Rigler and Widengren, 2017],
polymer physics [Woll, 2014, Papadakis et al., 2014], living cells [Bacia et al., 2006,Kim
et al., 2007,Weidemann and Schwille, 2009,Weidemann et al., 2014], membrane dynamics
[Kahya and Schwille, 2006] or lipid-protein interactions [Melo et al., 2014]. Investigations
of bi-molecular interactions profited from the development of dual-color cross-correlation
spectroscopy [Schwille et al., 1997] (reviewed in [Bacia et al., 2006, Bacia and Schwille,
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2007,Nguyen et al., 2012]). A stronger focus on image-based correlation methods can be
found in [Machán and Wohland, 2014,Krieger et al., 2015].
II.1.1 Focused Laser Single-point Confocal FCS
The principles of confocal microscopy are excellently described in [Pawley, 2006]. A detailed
derivation of the autocorrelation function in confocal FCS is presented in [Krichevsky and
Bonnet, 2002].
We define the normalized autocorrelation function based on the fluctuations δF (t) of
the fluorescence signal F (t) around the mean 〈F (t)〉, as
δF (t) = F (t)− 〈F (t)〉 . (II.1)
The autocorrelation function of a stationary system is then given by
G(τ) = 〈δF (t)δF (t+ τ)〉〈F (t)〉2 (II.2)
with the brackets 〈. . .〉 denoting the thermodynamic ensemble average and τ being the lag
time of the autocorrelation function.
Based on the underlying dynamics, a model function can be derived to relate the
experimentally obtained autocorrelation function to the physical parameters governing
the system under investigation. A recommended, comprehensive introduction to confocal
FCS was presented by Petrov and Schwille [Petrov and Schwille, 2008], including potential
pitfalls and a detailed discussion of different autocorrelation model functions in combination
with diffusion, chemical reactions, triplet state contributions, flow and active transport.
For the purpose of this thesis, we will limit ourselves for the confocal single-point FCS
to a motivation of the employed autocorrelation models. From fitting these models to the
experimental autocorrelation curves, concentrations and diffusion coefficients of fluorescent
dyes and dye-conjugated biomolecules may be obtained.
For the choice of the appropriate autocorrelation model, it is important to take into
account the specific sample and the employed detection scheme. For the diffusion of a
fluorescent tracer in three dimensions, we use
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Here, τD =
w2xy
4D is the diffusion time and N the number of particles. Moreover, wxy is the
lateral extension of the detection volume, assumed as the 1/e2-width of a three-dimensional
Gaussian volume. In practice, wxy is determined by a calibration measurement with a dye
of known diffusion coefficient D. The number of particles N is linked to the average
concentration 〈c〉 by the effective detection volume Veff as N = 〈c〉Veff = 〈c〉 (pi)3/2 Sw3xy.
S = wz/wxy is the structure parameter describing the enlargement along the optical axis
and is obtained experimentally from the fit of the calibration measurement. In confocal
FCS, where particles are often assumed to be point-like in an ideal solution, the dependence
of the autocorrelation function on the particle number N follows from Poisson statistics
[Landau and Lifshitz, 1980].
The triplet state of fluorescent molecules has an increased lifetime compared to the
excited state, does not contribute to the fluorescence signal, and thus causes blinking
dynamics as an additional contribution to the autocorrelation function, that can be well
approximated at lower irradiances by an exponential decay [Widengren et al., 1994,Widen-
gren et al., 1995,Petrov and Schwille, 2008]:















Here we additionally introduced the triplet time τT and the triplet fraction T .
In practice, the temperature and the specific detector characteristics need to be con-
sidered to achieve accurate FCS results. The Stokes-Einstein-Smoluchowski equation de-
scribes the temperature dependence of the diffusion coefficient D of spherical objects with
the hydrodynamic radius Rh in medium with the viscosity η(T ) [Einstein, 1905,von Smolu-
chowski, 1906,Sutherland, 1905]:
D = kBT6piη(T )Rh
. (II.5)
Accurate determinations of not only the diffusion coefficient, but also the extracted concen-
tration thus critically depend on a correction of temperature differences of the respective
measurement, the calibration measurement and the literature values [Petrov and Schwille,
2008].
For fluorescence detection, we employ avalanche photodiodes (APDs) as they offer
high quantum yields and single-photon sensitivity. A semiconductor photodiode is oper-
ated at high reverse voltages so that photo-generated electron-hole pairs are multiplied
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to avalanches of detectable electric signal. A downside of this approach is the detector
dead time of roughly 100 ns, limiting the linear range of fluorescence detection to typically
below 1MHz [Schätzel, 1986]. More importantly, in APDs there is a non-zero probability
that that a second ghost photon is detected a short time after the actual photon event.
Splitting the fluorescence signal on two independent detectors and calculating the pseudo-
cross-correlation [Arecchi et al., 1971,Burstyn and Sengers, 1983], eliminates this so-called
afterpulsing. Thus, we account for the afterpulsing experimentally and use Equations II.3
or II.4 as autocorrelation model. Further, the amplitude of the autocorrelation function
and thus the extracted concentration are influenced by the presence of an uncorrelated
background. For low concentrations or high dark counts of the APDs a background correc-
tion of the autocorrelation amplitude should be performed (see Equation II.9 and Section
II.1.3).
II.1.2 Total Internal Reflection Fluorescence Correlation Spec-
troscopy (TIR-FCS)
Confocal FCS routinely enables the detection of dynamics on the micro- to high millisecond
time scale, often from transitions through the resolution-limited confocal detection volume.
Thus, biochemical reactions have been examined by following changes in the translational
diffusion coefficient of a fluorescent ligand when binding a receptor with significantly larger
hydrodynamic radius [Kinjo and Rigler, 1995, Schwille et al., 1996,Dorn et al., 1998,Van
Craenenbroeck and Engelborghs, 1999,Wohland et al., 1999]. This arrangement is how-
ever limited to large differences in hydrodynamic radius [Meseth et al., 1999]. Fluorescence
cross-correlation spectroscopy (FCCS) elegantly circumvented this problem by observing
both reaction partners in separate spectral channels [Schwille et al., 1997]. While both as-
says give access to equlibrium properties of the binding, the accessibility of reaction kinetics
is limited. If the transitions through the detection volume are faster than the reaction ki-
netics (as frequently the case), the autocorrelation function will predominantly report on
the fluctuations from diffusion and not on the reaction kinetics [Starr and Thompson,
2001,Michelman-Ribeiro et al., 2009]. Principally, the transit times of binding partners
can be extended by enlarging the detection volume, however, this seriously restricts the
accessible ligand concentration range [Laurence and Weiss, 2003].
Another option is to immobilize one binding partner within the detection volume
such that the residence time in the detection volume depends on the binding kinet-
ics [Michelman-Ribeiro et al., 2009,Bierbaum and Bastiaens, 2013]. With the introduction
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of TIRF mircoscopy for the investigation of biomolecules and cells [Burghardt and Axel-
rod, 1981,Axelrod, 1981], Thompson, Burghardt and Axelrod recognized the potential of
the tightly confined surface-illumination to investigate binding kinetics [Thompson et al.,
1981]. Total internal reflection (TIR) of a laser beam reflected from a glass-water in-
terface results in an exponentially decaying evanescent field in the sample with a decay
length of typically less than 100 nm [Toomre and Manstein, 2001]. The pioneering works
of Thompson and colleagues combined TIR illumination with FCS analysis. In the inital
concept TIR-FCS was proposed to not only extract the kinetics of surface-immobilized
ligand-receptor binding, but similarly the transport rate for surface diffusion [Thompson
et al., 1981,Thompson, 1982]. A first experimental realization investigated the nonspecific
reversible binding of immunoglobulin G to a protein-coated silica surface [Thompson and
Axelrod, 1983].
Strikingly, it was only after the breakthrough of confocal FCS [Eigen and Rigler, 1994],
nearly 20 years later, that TIR-FCS was revisited in theory and experiment. Lagerholm and
Thompson addressed the effect of rebinding of ligands in specific geometries [Lagerholm
and Thompson, 1998]. Hansen and Harris applied TIR-FCS to study the adsorption and
desorption of small molecules (rhodamine 6G) to chromatographic surfaces [Hansen and
Harris, 1998a,Hansen and Harris, 1998b].
The Thompson group further advanced TIR-FCS in the following years by providing
a refined theory for the rebinding of ligands [Lagerholm and Thompson, 2000] and, most
importantly, a closed-form analytic solution for the combined ligand-receptor binding and
axial diffusion through the evanescent field [Starr and Thompson, 2001]. Further, they
addressed the accessibility of surface densities with SI-FCS and gave practically relevant
approximations to the general solution. In the following, we summarize the relevant theory
for quantifying surface and membrane binding with TIR-FCS, largely based on the works by
Starr and Thompson (Section II.1.3). The systematic investigation of diffusion in solution
very close to a membrane further contributed to the quantitative understanding of surface-
binding kinetics [Starr and Thompson, 2002].
A convincing quantification of ligand-receptor binding extracted a large set of param-
eters from the autocorrelation function, including the dissociation rate, surface density,
solution concenration and axial diffusion rate [Lieto et al., 2003]. To circumvent the prob-
lems of high ligand concentrations (resulting in small autocorrelation amplitudes) and
unspecific binding, mostly non-fluorescent ligands were mixed with a small fraction of la-
beled ligands. Already the initial works on TIR-FCS suggested that the properties of a
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species of non-fluorescent ligands can be assessed by investigating a second labeled species
competing for the same binding sites [Thompson, 1982]. Notably, this opens the possibility
for TIR-FCS to quantify label-free samples in combination with some of the advantages of
a highly specific fluorescent approach.
Ries and colleagues [Ries et al., 2008a] proposed an empirical extension of the autocor-
relation model of Starr and Thompson [Starr and Thompson, 2001] to accurately account
for the effect of lateral diffusion in a three-dimensional model in presence of fluctuations
from ligand-receptor binding. Further, they contributed a refined model for the lateral
diffusion for squared detection geometries.
Until then, TIR-FCS was increasingly adopted as method to study the diffusion close to
surfaces [McCain et al., 2004b,Kyoung and Sheets, 2006,Kyoung and Sheets, 2008,Weger
et al., 2018], flow above surfaces [Yordanov et al., 2009, Schmitz et al., 2011], binding
or adsorption [McCain et al., 2004a, Sonesson et al., 2008], membrane diffusion in live
cells [Ohsugi et al., 2006,Ohsugi and Kinjo, 2009], photophysics [Blom et al., 2009] and
enzyme kinetics [Hassler et al., 2007].
In many of the studies mentioned above, a prism is utilized to achieve the large incident
angles on the glass-water interface required for TIR. The introduction of objective-type
TIRF microscopy [Stout and Axelrod, 1989] with TIR-FCS improved the compatibility
with standard microscope geometries and samples [Hassler et al., 2005b,Anhut et al., 2005,
Hassler et al., 2005a]. Further, the emission properties of dipoles close to dielectric surfaces
[Lukosz, 1979,Enderlein, 1999] were described in their effect on the autocorrelation function
[Hassler et al., 2005b,Ries et al., 2008a] and exploited for superciritical angle fluorescence
correlation spectroscopy [Ries et al., 2008b]. For prism-type TIRF, the penetration depth
of the evanescent TIR field was extracted from the autocorrelation function [Harlepp et al.,
2004].
Further method variations included dual-color cross-correlation spectroscopy [Leuteneg-
ger et al., 2006,Yordanov et al., 2009], the combination with time correlated single pho-
ton counting (TCSPC) detection for fluorescence lifetime analysis [Weger and Hoffmann-
Jacobsen, 2017, Otosu and Yamaguchi, 2018], stimulated emission depletion (STED) to
decrease the lateral extension of the detection volume [Leutenegger et al., 2012], the im-
plementation on commercial instrumentation [Yordanov et al., 2011], and the combination
of confocal and TIR-FCS on one instrument [Li and Yang, 2018].
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II.1.2.1 Camera-based TIR-FCS and Temporal Image Correlation Spectroscopy
Confocal FCS probes only a small volume and can therefore measure local differences
of molecular dynamics, in the easiest case by sequential recording of multiple positions.
Moreover, the cross-correlation of two or more spatially separated points enables not only
the determination of velocity and directionality of flows, but generally enhances the spa-
tiotemporal assessement of molecular mobility. Efforts to multiplex simultaneous spatial
acquisitions were initially limited in the number of spots by the available instrumenta-
tion [Brinkmeier et al., 1999,Wachsmuth et al., 2000,Dittrich and Schwille, 2002,Gösch
et al., 2004,Takahashi et al., 2005]. However, it was shown that fluctuations in the spa-
tial domain can be examined with camera detection ICS [Petersen et al., 1993,Wang and
Axelrod, 1994,Huang and Thompson, 1996].
The combination of FCS and highly sensitive EMCCD cameras enabled single-molecule
sensitivity in combination with a time-resolution in the millisecond range [Burkhardt and
Schwille, 2006,Kannan et al., 2006]. The group of Thorsten Wohland pioneered the de-
velopment of multiplexed EMCCD camera detection for camera-based TIR-FCS to study
temporal dynamics [Kannan et al., 2007,Guo et al., 2008] and extended it to the spatial
domain [Sankaran et al., 2009,Bag et al., 2012]. Similarly, the group of Paul Wiseman ad-
vanced ICS to the temporal domain [Kolin et al., 2006a,Kolin et al., 2006b]. A number of
specialized methods extended the FCS/ICS framework, all eventually based on the correla-
tion of spatio-temporal fluorescence intensity fluctuations, e.g. spatiotemporal image cor-
relation spectroscopy (STICS) [Hebert et al., 2005], raster image correlation spectroscopy
(RICS) [Digman et al., 2005b, Digman et al., 2005a], k-space ICS (kICS) [Kolin et al.,
2006b,Brandão et al., 2014], imaging total internal reflection fluorescence cross-correlation
spectroscopy (ITIR-FCCS) [Sankaran et al., 2009], binned imaging FCS (bimFCS) [Huang
and Pralle, 2011,Lim et al., 2013,Huang et al., 2015] and finally SI-FCS as presented in this
thesis (Chapter III). A comparison of the individual methods is presented in [Wiseman,
2013,Bag and Wohland, 2014,Wiseman, 2015,Krieger et al., 2015].
Of special interest for the quantification of binding dynamics is the application of
kICS to study not only the ligand-receptor interaction of fluorescently labeled, soluble
motor proteins binding to microtubules, but also receptor-receptor docking [Brandão et al.,
2014]. While the mathematical framework differs in Fourier-space (k-space), the underlying
assumptions and extracted parameters are similar to SI-FCS.
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II.1.3 The Autocorrelation Function in TIR-FCS
In TIR-FCS, we define the normalized autocorrelation function as in the confocal case
(Equation II.2)
G(τ) = 〈δF (t)δF (t+ τ)〉〈F (t)〉2 =
g(τ)
〈F 〉2 . (II.6)
In the presence of an uncorrelated background, the collected fluorescence signal F (t)
can be expressed as the sum of the correlated signal F ′(t) and the background signal Bg(t),
as
F (t) = 〈F (t)〉+ δF (t) = 〈F ′(t)〉+ δF ′(t)︸ ︷︷ ︸
signal
+ 〈Bg(t)〉+ δBg(t)︸ ︷︷ ︸
uncorrelated background
. (II.7)







with the arbitrary start time t = 0 for ergodic systems and the simplified notation of the
averages 〈F (t)〉 = 〈F 〉. Based on the averages of background and signal contribution, a
simple correction of the amplitude can be performed by [Thompson, 1999]
G(τ) = Gmeas(τ)
(〈F ′〉+ 〈Bg〉)2
〈F ′〉2 = Gmeas(τ)
〈F 〉2
(〈F 〉 − 〈B〉)2 . (II.9)
To simplify the notation, in the following, we assume the signal free from background
F (t) = F ′(t) and correct the amplitude of the autocorrelation function in the last step,
provided the background is known.
We follow the derivation developed by Ries and colleagues [Ries et al., 2008a], which
itself is based on work by Starr and Thompson [Starr and Thompson, 2001]. The pioneering
first derivation of the TIR-FCS autocorrelation function was presented by [Thompson et al.,
1981]. The fluorescence signal can be calculated from the position- and time-dependent
concentrations Ci(~r, t), the molecule detection function ~Ω(~r) and the molecular brightness
of the molecules. To generalize to multiple species of molecules, Ries and colleagues express
the signal as the sum of n species with molecular brightness ηi [Ries et al., 2008a]. The
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Figure II.1: Contributions of membrane binding to the TIR-FCS autocorre-
lation function. Fluorescently labeled molecules A diffuse in solution with the average
concentration 〈A〉 and the diffusion coefficient DA. Molecules contribute to the autocor-
relation function as long as they reside within the squared detection area with the side
length a and the TIRF excitation, characterized by the penetration depth dev. Following
the reaction scheme A + B  C, A binds to unoccupied binding sites B, forming the
complex C. The binding is characterized by the association and dissociation rate ka and
kd, respectively. Formed complexes diffuse laterally on the membrane with the diffusion
coefficient DC.
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d3~r ηi Ω(~r)Ci(~r, t) . (II.10)
The correlation of a two-species system with indices i, j is given as








d3~r d3~r ′ Ω(~r)Φij(~r, ~r ′, τ)Ω(~r ′) . (II.12)
Unfortunately, Ries and colleagues handle the molecular brightness ηi inconsistently and
introduce it, what we believe incorrectly, in the concentration correlation (e.g. Equation
(8) in [Ries et al., 2008a]). For convenience, we therefore set ηA = ηC = 1 in the following.
Further, we use the concentration correlation function
Φij(~r, ~r ′, τ) = 〈δCi(~r, 0)δCj(~r ′, τ)〉 . (II.13)
The challenge is to determine the molecule detection function Ω(~r) and the concentration
correlation Φij for the specific system.
Our general case is describing fluorescent molecules diffusing freely in solution (A),
non-fluorescent membrane-bound receptors diffusing laterally on the membrane (B), and
bound fluorescent molecules diffusing with the receptors (C) (Figure II.1). The correlation
function g(τ) is then composed of a contribution from free-diffusion gAA, surface-bound
fluorophores gCC and the cross-correlation gAC as
G(τ)〈F 〉2 = gAA(τ) + 2gAC(τ) + gCC(τ) , (II.14)
The three components of the correlation function do not generally factorize into axial and
lateral part. For the one-dimensional model a closed-form analytic solution has been found,
differing signficantly from the correct three dimensional model [Ries et al., 2008a]. In the
specific case of a square pinhole with a side length a and a monoexponential TIRF field with
the penetration depth dev, the error in the extracted diffusion coefficient decreases with
increasing pinhole size a [Ries et al., 2008a]. To our knowledge, no analytic solution has
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been found describing the full three-dimensional model including binding [Thompson et al.,
1981,Thompson and Axelrod, 1983,Lagerholm and Thompson, 1998,Starr and Thompson,
2001, Ries et al., 2008a]. We are therefore seeking approximations and follow the semi-
empirical descriptions of the autocorrelation function for diffusion and binding dynamics
presented by Ries and colleagues [Ries et al., 2008a].
II.1.3.1 Three-dimensional Autocorrelation Function for Diffusion in Absence
of Binding and Observation Through a Square Pinhole
The solution for diffusion without binding has an analytic solution of special interest, as
a semi-empirical solution for the case with binding can be derived from it [Ries et al.,
2008a]. The diffusion coefficient is assumed to be independent from the distance to the
surface [Ries et al., 2008a], which is justified for small molecules [Pero et al., 2006]. We
assume a reflective surface at z = 0 with molecules diffusing only in the half-space z > 0.
The concentration correlation then factorizes in lateral and axial components [Ries et al.,
2008a]1
ΦAA(~r, ~r ′, z, z′, τ) = 〈A〉ΦAA,xy(~r, ~r ′, τ)ΦAA,z(z, z′, τ) , (II.15a)



























Similarly, the molecule detection function factorizes into the lateral detection profile
L(x,y) and the axial TIRF profile W(z), as
Ω(x, y, z) = L(x, y)W (z) , (II.16)
and so does the autocorrelation function [Ries et al., 2008a]2
G(τ)〈F 〉2 = 〈A〉gxy(τ)gz(τ) . (II.17)
1Ries and colleagues [Ries et al., 2008a] additionally multiply equation II.15a with ηA. However, ΦAA
is a concentration correlation and the brightness is accounted for by evaluating Equation II.12 in a later
step. We therefore present Equation II.15a simply as the average concentration 〈A〉 multiplied with the
propagators ΦAA,xy and ΦAA,z.
2In comparison with [Ries et al., 2008a], as in the case of Equation II.15a, we believe that the autocor-
relation function should obtain a pre-factor η2A from evaluating Equation II.12, resulting in the autocorre-
lation function G(τ) independent of the brightness ηA. In our notation, however, we set ηA = 1.
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Further, we assume the axial molecule detection to be dominated by the evanescent
field of the TIRF excitation





with dev being the penetration depth [Gingell et al., 1987]. In Chapter V (p. 91), we
will discuss the molecule detection function in the special case of objective-type TIRF
microscopy in detail.




















with the monotonically decaying Faddeeva function w, a complex variant of the error
function [Abramowitz and Stegun, 1965]. We neglect effects from supercritical angle
fluorescence (SAF), which Ries and colleagues accounted for by an effective penetration
depth [Ries et al., 2008a].
In this work, we will employ camera acquisition with the camera pixels serving as square
pinholes. We will thus limit the discussion of the lateral correlation function to the case
of squared detection profiles L(x, y) = Lx(x)Lx(y). The detection point spread function
(PSF), contributing a blur to the outlines of the rectangle, can be approximated by a
Gaussian











depends on the emission wavelength λ, the numerical aperture NA of the objective and
a pre-factor σ0 = 0.21 following theoretical considerations [Zhang et al., 2007,Ries et al.,
2008a]. Notably, for camera detection, based on the noise contribution of EMCCD cameras
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[Michalet et al., 2007] and experimental results [Sankaran et al., 2009, Bag et al., 2012]
different values for σ0 have been proposed. The integration profile in one dimension is



















For large lateral extensions of the detection volume (a σ), the effect of the PSF becomes
negligible, equivalent to σ = 0 [Sankaran et al., 2009]. Notably, σ0 can be extracted from
a fit to the obtained autocorrelation functions if the pinhole size a and σ on the same
order of magnitude [Sankaran et al., 2009,Bag et al., 2012]. As also the lateral propagator
factorizes
ΦAA,xy(~r, ~r′, τ) = ΦAA,x(x, x′, τ)ΦAA,x(y, y′, τ) ,










so does the lateral autocorrelation function
gxy(τ) = gx(τ)2 . (II.24)
Following Equation II.12 and using Equations II.22 and II.23, the lateral autocorrelation




















































It is worth noting that Ries and colleagues [Ries et al., 2008a] also present a numerical solu-
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tion and an approximation for observation through a circular pinhole. Circular pinholes are
relevant in the case of confocal detection with APD and circular pinholes, often realized by
multimode fibers [Schneider et al., 1988,Petrov and Schwille, 2008,Ries et al., 2009b,Wei-
demann and Schwille, 2009,García-Sáez and Schwille, 2008,Petrášek et al., 2011]. Within
this thesis, however, we limit ourselves to squared pinholes.
Notably, in the special case of lateral diffusion of molecules C on the surface and the
absence of binding kinetics or diffusion in solution, Sankaran and colleagues obtain the


















Moreover, Sankaran and colleagues [Sankaran et al., 2009] give a detailed derivation of
Equation II.27 including the cross-correlation of two arbitrary rectangular detection regions
and the contribution of flow to the correlation functions.
II.1.3.2 Theoretical Autocorrelation Function for Binding Studies with TIR-
FCS
Ries and colleagues [Ries et al., 2008a] found a semi-empirical solution based on the solution
for freely diffusing particles (Section II.1.3.1) and the previous works of Starr, Thompson
and colleagues [Thompson et al., 1981, Starr and Thompson, 2001]. The presented solu-
tion was found to adequately describe the results of Monte Carlo simulations [Ries et al.,
2008a]. As the range of simulated parameters was limited, a careful re-evaluation within
the parameter range of interest might be necessary. Here, the autocorrelation functions
factor in axial and lateral parts:
G(τ)〈F 〉2 = 〈A〉(gAA(τ) + 2gAC(τ) + gCC(τ)) (II.28a)






gCC(τ) = gCC,z(τ)gxy(τ,DC) . (II.28d)
The lateral correlation contribution gxy(τ, {DA, DC}) (Equation II.26) is identical for
free molecules in solution (A) and molecules bound to the surface (C), by simple replace-
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ment of the diffusion coefficient. DA and DC are the diffusion coefficients of the three-
dimensional bulk diffusion (A) and the two-dimensional surface diffusion (C), respectively.3
The solution assumes that the lateral dimension of the system, characterized by the pro-
jected pinhole side length a, is much larger than the penetration depth of the evanescent
field dev. The average fluorescence intensity 〈Fi〉 for the two species i = {A,C} is related
to the average particle number Ni and the average concentrations as [Starr and Thompson,
2001]:
〈Fi〉 = ηiNi , (II.29)
NC = 〈C〉a2 , (II.30)
NA = 〈A〉a2dev . (II.31)
For the expressions for the axial terms, we use
√










with the reaction rate
Rr = ka〈A〉+ kd , (II.33)











3Please note that Ries and colleagues [Ries et al., 2008a] introduced a common pre-factor ηA〈A〉, here
〈A〉, in the three-dimensional solution (Equation II.28a) compared to the one-dimensional case (Equation
II.14), as derived by Starr and Thompson [Starr and Thompson, 2001].
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Here, we denote β∗ = (1 +K〈A〉)−1.4 The equilibrium constant is K = ka/kd and thus the
inverse of the dissociation constantKd = K−1 = kd/ka. The axial autocorrelation functions




















































































The axial autocorrelation functions gij,z(τ) are thus fundamentally determined by the three
rates Rr, Rt and Re. The experimentally obtained autocorrelation G(τ) (Equation II.28a)
4Please note that Ries and colleagues [Ries et al., 2008a] omitted the exponent −1 in β∗ with otherwise
identical notation as [Starr and Thompson, 2001]. We consistently denote β as found in [Thompson et al.,
1981, Starr and Thompson, 2001,Ries et al., 2008a] as β∗ = 1 − β. Accordingly, β∗ = [〈B〉/(〈B〉 + 〈C〉]
and β = [〈C〉/(〈B〉+ 〈C〉] as defined in [Mücksch et al., 2018].
5Please note that Equation II.28a (i.e. Equation 29 in [Ries et al., 2008a]) introduced a common pre-
factor 〈A〉 (ηA〈A〉 in [Ries et al., 2008a]), compared to the notation of Starr and Thompson (Equation 2
in [Starr and Thompson, 2001]), whereas both denote the average concentration 〈A〉 = A. This pre-factor
requires the concentration correlation Φij (Equation 45-48 in [Ries et al., 2008a]) to be divided by 〈A〉 (or
ηA〈A〉) compared to the solution derived by Starr and Thompson (Equations A10 in [Starr and Thompson,
2001]). Additionally, however, Ries and colleagues introduce a factor ηC and omit δ(~r−~r′) in ΦCC without
further comment. Multiplying the δ-function, we obtain gCC,z from ΦCC,z as presented by Ries and
colleagues (Equations 1, 5 and 50 in [Ries et al., 2008a]). Removing the introduced ηC , the solution is
consistent with Starr and Thompson (Equation A11 in [Starr and Thompson, 2001]). Consequently, we
believe ηC should be removed in Equations II.36a to II.36c compared to the solution presented by Ries
and colleagues. Finally, [Starr and Thompson, 2001] and [Ries et al., 2008a] inconsistently list kd or Rr
for ΦAC,z, ΦAA,z gAC,z and gAA,z.
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is finally calculated by dividing by the mean fluorescence signal 〈F 〉2 with6







dz W (z) + 〈C〉W (0)
)
. (II.37)
Notably, the semi-empirical solution (Equation II.28) has limiting cases of special interest,
depending on the ratio of the three rates (Rr, Rt, Re) with significantly simplified expres-




〈A〉 exp (−Rrτ) (forRr  (Rt, Re)) . (II.38)
Here, we used the identity (erfc(x) + erfc(−x))/2 = 1. The reaction rate Rr is the inverse
of the characteristic decay time τc of the autocorrelation function in the reaction-limited
regime (Rr = τ−1c ) [Starr and Thompson, 2001]. The reaction limit is valid, if the fast
diffusion in solution leads to a separation of time scales of solution diffusion and bind-
ing kinetics. Evaluating the autocorrelation on the time scale of the binding decay, the
contribution of solution diffusion vanishes and can be treated as uncorrelated background
(Equation II.9). The reaction limit benefits further from a large number of reaction-based
fluctuations compared to number of diffusing molecules, or simply put, small solution con-
centrations.
Neglecting solution diffusion (gAA, gAC) = const. leads to
G(τ)〈F 〉2 = 〈C〉β∗ exp (−Rrτ)gxy(τ,DC) (forRr  (Rt, Re)) , (II.39)
depending only on the binding kinetics encoded in Rr and the lateral diffusion of bound
molecules on the membrane (Equation II.26).
In this approximation molecules A in solution contribute as uncorrelated background.
The total background intensity is therefore the sum of the solution contribution and other
background sources 〈FA〉 + 〈Bg〉. For simplicity, we assume 〈FA〉 = 0 to obtain the auto-
correlation function and later correct for the uncorrelated background. Solving for G(τ)
6Please note that we omitted ηA and ηC for reasons explained above.
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exp (−Rrτ)gxy(τ,DC) (for 〈FA〉 = 0) . (II.40)
We will use this approximation in Chapter VI to describe the binding to sparse, laterally
diffusing membrane-attached binding sites.
In case of surface-immobilized binding sites the lateral diffusion of binding sites vanishes




exp (−Rrτ) (forRr  (Rt, Re), and C surface-immobilized) . (II.41)
This special case of the solution presented by Ries and colleagues [Ries et al., 2008a] was
previously derived by Starr, Thompson and colleagues [Thompson et al., 1981, Starr and
Thompson, 2001]. In Chapters III and IV this autocorrelation model describes adequately
the hybridization of DNA oligonucleotides to surface-immobilized DNA origami nanostruc-
tures.
Finally, taking into account the influence of the background intensity on the measured
amplitude of the autocorrelation, we correct the amplitudes in Equations II.40 and II.41




This correction is important to obtain accurate concentrations and reaction rates from







III.1 Motivation and Summary
The interaction of ligands with their receptors is the key regulatory step for many cellular
functions [Alberts, 2002, Stillwell, 2016]. Cellular signalling is activated by the specific
binding to receptors localized on the membrane [Pierce et al., 2002,Groves and Kuriyan,
2010,Dustin and Groves, 2012]. One key distinction of ligand-receptor binding on mem-
branes from the binding to receptors in solution is the concept of a surface-attached binding
site. Surfaces can accelerate binding rates by a reduction of dimensionality [Adam and Del-
brück, 1968,Kholodenko et al., 2000] or slow reaction speeds depending on their influence
on molecular mobility and accessiblity [Jung et al., 2009].
Moreover, specific and non-specific interactions with other molecules often contribute
to a complex reaction scheme that goes beyond a simple bimolecular binding. Quantify-
ing a bimolecular interaction in a complex environment thus yields different results than
the study of the same interaction studied in a minimal system [Rivas and Minton, 2018].
Complemented by surface effects and the partitioning into microcompartements, these en-
vironmental effects most likely contribute significantly to frequently obsevered discrepancy
of in vivo and in vitro experiments [Rivas and Minton, 2018]. Molecular crowding and ex-
cluded volume effects are only one specific aspect, which has found increasing appreciation
for its relevance for surface binding kinetics [Minton, 2001,Zhou et al., 2008,Kim and Yethi-
raj, 2010,Rivas and Minton, 2016]. The full information about the interaction of interest
within the cellular context is only available from measurements in different environments.
An accurate quantification of ligand-receptor binding thus ideally combines measurements
under simplified conditions with measurements in complex media and even live cells. Such a
functionality is, however, not provided by commonly used label-free surface binding assays,
such as SPR, which fail to recover binding kinetics from multicomponent systems.
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TIR-FCS, as pioneered by Thompson and colleagues [Thompson et al., 1981,Thomp-
son, 1982, Thompson and Axelrod, 1983], enables in principle the quantification of re-
versible ligand-receptor binding [Starr and Thompson, 2001, Lieto et al., 2003] (Section
II.1.2). Fluorescent labels and TIR excitation satisfy the high demands towards specificity
and surface-selectivity. Moreover, the method has the potential to quantify complex sys-
tems. For example, a fluorescent species could be discerned from a non-fluorescent species
when competing for the same binding site [Thompson, 1982,Lieto and Thompson, 2004].
However, TIR-FCS binding studies were limited to proof-of-concepts with photomultiplier
tube (PMT)-based point detection on specialized instrumentation. The introduction of
highly sensitive EMCCD cameras enabled the spatial multiplexing of membrane mobility
measurements on standard TIRF microscopes that are widely available to the life science
community [Kannan et al., 2006,Kannan et al., 2007, Sankaran et al., 2009], even in live
cells [Bag et al., 2014, Krieger et al., 2015, Bag et al., 2016]. A first proof-of-concept in
the rather complex framework of kICS highlights the potential to employ camera-based
FCS for ligand-receptor interactions [Brandão et al., 2014]. We believe that TIR-FCS
was practically, but not principally limited in its capability to explore binding kinetics.
While binding studies with TIR-FCS relied on single-point detection and a rather complex
treatment of solution diffusion, camera-based applications were mostly limited to studies
of lateral diffusion. Strikingly, the potential to enhance binding studies in TIR-FCS with
modern camera detection within a simple theoretical framework, stayed widely unexploited.
In this chapter, we developed a camera-based TIR-FCS routine, called SI-FCS, to
quantify ligand binding to surface-immobilized receptors. In contrast to TIR-FCS, SI-FCS
integrates the signal within large surface areas, extracting only the binding information,
while suppressing diffusion contributions. The hybridization of short, complementary DNA
oligonucleotides, as employed in DNA-PAINT microscopy, served as a model system to be
studied with SI-FCS. We systematically assessed the potential and limitations of the pre-
sented approach and found measurements to be precise and highly reproducible. We thus
were able to extract association and dissociation rates of the ligand-receptor interaction in
agreement with previously published results.
Previous studies, especially the pioneering work by Thompson and colleagues [Thomp-
son et al., 1981, Thompson, 1982, Thompson and Axelrod, 1983, Starr and Thompson,
2001, Lieto and Thompson, 2004], suggest that additional parameters are potentially ac-
cessible with SI-FCS, including surface densities, surface diffusion, solution diffusion and
solution concentrations. Herein, we make a first important step to revisit the concept of
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TIR-FCS that will result in a robust quantification of surface-bound ligand-receptor bind-
ing in a wide range of systems, enhancing the general understanding of surface-binding
processes.
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The binding of proteins to biological surfaces, especially to membranes or membrane
proteins, such as receptors, is of key importance for the function and control of many cel-
lular processes. Thus, an accurate determination of surface binding rates and affinities is
of great interest for basic research on cells and organisms, but also for biotechnological ap-
plications, often targeted toward creating and characterizing new efficient receptor ligands.
Consequently, many techniques have been released for the specific task of measuring surface
affinities, most prominently label-free ones such as surface plasmon resonance (SPR) [Hod-
nik and Anderluh, 2013,Singh, 2016] and quartz crystal microbalance (QCM) [Nielsen and
Otzen, 2013, Speight and Cooper, 2012], which probe the binding of molecules to spe-
cific surfaces indirectly, through a change in resonance frequency of an electromagnetic or
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acoustic reference signal upon a mass change of the surface. Other methods commonly
used to characterize protein–protein or protein–ligand binding in solution, such as isother-
mal titration calorimetry (ITC) [Velazquez-Campoy et al., 2015,Freyer and Lewis, 2008],
microscale thermophoresis (MST) [Wienken et al., 2010], or fluorescence correlation spec-
troscopy (FCS) [Magde et al., 1972, Eigen and Rigler, 1994, Schwille et al., 1997], pose
the additional problem of solubilizing the membrane or membrane proteins, which has re-
cently been elegantly solved by the introduction of membrane nanodiscs [Bayburt et al.,
2002,Nath et al., 2007,Bayburt and Sligar, 2010]. However, the common key shortcoming
of all of these well-established techniques is that they function well for irreversible reactions
or for perturbed systems relaxing into equilibrium, but not in quasi-steady state, when the
numbers of forward and backward reactions are more or less equilibrated and when most
binding sites feature a constant turnover of binders. On the other hand, this situation
is physiologically most relevant, as it is frequently found in cellular environments. In
other words, direct access to the rates of reversible surface binding in unperturbed, native
systems has so far hardly been possible.
In the present study, we aim to overcome this limitation of established methods for
analyzing surface binding rates by presenting an elegant new way of combining FCS
and surface-selective single-molecule wide-field imaging with camera detection. The high
surface selectivity is achieved by a total internal reflection (TIR) scheme for excitation.
The idea is to time-correlate the total fluorescence signal detected at a selectively TIR-
illuminated surface, collected from all of the fluorescent single molecules that are tem-
porarily attached. Consequently, we refer to our approach as surface-integrated FCS (SI-
FCS). Touchdowns and turnovers of molecules at this surface are reflected in intensity
fluctuations, which can be resolved if the surface concentration is sufficiently low. These
fluctuations have so far been mainly utilized by PAINT (points accumulation for imaging
in nanoscale topography) microscopy, surpassing the optical diffraction limit for image ac-
quisition. However, as demonstrated here, the steady-state time-correlation analysis of the
fluctuating fluorescence intensity also yields characteristic attachment times, from which
surface binding and dissociation rates can be efficiently derived with a high statistical
accuracy.
In fact, a very similar concept was already at the basis of early formulations of fluores-
cence correlation spectroscopy for receptor–ligand binding [Thompson et al., 1981,Thomp-
son, 1982,Thompson and Axelrod, 1983], when Thompson and colleagues recognized that
TIRF (total internal reflection fluorescence) microscopy [Axelrod, 1981,Stout and Axelrod,
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1989] is well-suited to analyze signal fluctuations originating from binding events [Thomp-
son et al., 1981, Thompson, 1982, Thompson and Axelrod, 1983]. However, before the
advent of fast and highly sensitive cameras, wide-field TIRF microscopy with area detec-
tors has not supported data acquisition with sufficiently high signal-to-noise ratios required
for FCS. In the following decades, the dynamics of single molecules at surfaces have primar-
ily been analyzed by wide-field imaging and tracking with CCD cameras [Schmidt et al.,
1996]. Single-particle tracking has been used to quantify residence times in a variety of
systems in vitro [Helenius et al., 2006, Loose et al., 2011] as well as in vivo [Elf et al.,
2007,Gebhardt et al., 2013,Yang et al., 2004]. However, tracking of fluorophores relies on
sparse and clearly distinguishable binding events, which not only leads to a limitation of
accessible concentration ranges but also restricts the number of sampled binding events
and, thus, the statistical accuracy and precision.
In contrast, FCS has the potential to access kinetics at regimes where single-particle
events cannot be resolved by standard imaging approaches. Thus, the combination of TIR
excitation with FCS, termed TIR-FCS, originally introduced by Thompson and co-workers
with a wide-field prism illumination [Thompson et al., 1981], was revisited after shifting
to the technically much simpler objective-based illumination [Anhut et al., 2005,Hassler
et al., 2005a]. TIR-FCS has been applied to measure diffusion in membranes [Kannan et al.,
2007,Ohsugi et al., 2006,Huang et al., 2015,Bag et al., 2012,Bag et al., 2014], adsorption to
C-18 modified glass [Hansen and Harris, 1998b,Hansen and Harris, 1998a,Sonesson et al.,
2008], and binding to surface-adsorbed proteins [Lieto et al., 2003, Hassler et al., 2007].
Camera-based FCS, as applied to study diffusion in membranes, significantly improved the
multiplexing capabilities compared to confocal FCS, while making it compatible with com-
monly available TIRF microscopes [Kannan et al., 2007,Bag et al., 2012,Guo et al., 2008].
However, the potential originally proposed for TIR-FCS to determine the kinetic rates of
transient surface binding with a high statistical accuracy has still not been experimentally
confirmed, mainly due to a lack of proper detectors supporting sufficiently sensitive surface
integration with a high temporal resolution.
Remarkably, modern camera technology has arrived at a level that allows one to revisit
previous TIR-FCS concepts and elevate them to a level that significantly surpasses other
established methods to analyze surface affinity, as demonstrated here. We apply FCS anal-
ysis to time series of integrated surface areas acquired by standard TIRF microscopes and
extract kinetic information encoded in the signal fluctuations caused by reversible surface
binding processes in equilibrium. We validate our approach by analyzing the DNA hy-
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bridization kinetics of single-stranded DNA (ssDNA) probes to surface-immobilized DNA
origami structures exposing complementary handle strands.
Conceptually, SI-FCS extracts the kinetic rates from a fluctuating signal, where the
time scales of the fluctuations differentiate surface binding events from diffusion transients.
Both the spatial dependence of the TIR excitation in the direction normal to the surface
and the residence times of the bound molecules contribute to the discrimination of bound
and unbound molecules. In essence, a bound strand stays longer in the detection volume
than a freely diffusing strand. As SI-FCS only discriminates between bound and unbound
states, binding kinetics can be simply determined from the fluorescence integrated over the
sample surface.
To investigate whether SI-FCS has the desired ability to resolve the rates of reversible
surface binding, we studied DNA hybridization kinetics in well-controllable systems. There-
fore, we used the DNA origami technique [Rothemund, 2006], in which a long (typically
7249 nucleotides (nt), M13mp18 phage genome) DNA scaffold can be folded into a manifold
of engineered nanostructures. We immobilized sheet-like DNA origami structures exposing
12 single-stranded DNA (ssDNA) docking handles [Schnitzbauer et al., 2017] on a passi-
vated coverslip surface (Figure III.1a and supplementary Methods in Section A.1, p. 263).
Subsequently, we added complementary imager ssDNA labeled with Cy3B, which diffused
freely in solution, but occasionally bound reversibly to its complementary strand at the
TIR-illuminated surface, thus producing a local burst of fluorescence to be recorded by
the camera. This transient DNA hybridization is an ideal model reaction, as the binding
dynamics are highly tunable through the DNA duplex length and thus stability. Therefore,
we were able to vary the binding kinetics systematically to probe the performance of our
SI-FCS approach.
When such experiments are performed in a regime of sparse binding events, each hy-
bridization event manifests itself as a bright spot in the camera image. Under the right
conditions, these events can be precisely localized and rendered to a super-resolved im-
age (Figure III.1b). The localization of transient DNA hybridization events belongs to
the variety of localization microscopy approaches and is termed DNA-PAINT [Jungmann
et al., 2010]. Moreover, the duration of individual binding events and the time between
two consecutive binding events to the same binding site can be used to estimate the as-
sociation and dissociation rates [Schnitzbauer et al., 2017, Jungmann et al., 2010]. The
determination of residence times with single-particle tracking is quite powerful, but it is
restricted to individually discernible events, thereby limiting the range of addressable sam-
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Figure III.1: Application of SI-FCS to quantify DNA hybridization kinetics. (a)
Schematic of the transient binding of fluorescently labeled imager ssDNA to the com-
plementary docking strand exposed on a surface-immobilized DNA origami. With TIR
excitation, molecules in proximity to the surface, in particular bound molecules, are high-
lighted. (b) Image series of DNA hybridization events with low (blue) and high (red)
surface densities of DNA origami structures. At extremely low densities, individual bind-
ing events can be resolved, a super-resolved DNA-PAINT image can be reconstructed,
and residence times can be inferred from intensity traces. SI-FCS workflow in low- and
high-density regimes (lower right): The signal is integrated over a set of ROIs, yielding
an intensity trace for each ROI. From each intensity trace, an autocorrelation curve is
calculated and can be fitted by a model function. Depending on the sample, the fit results
may be averaged or used to generate a map of binding rates.
ples, the concentration of ligand in solution, and the statistical accuracy. Additionally, the
localization of binding events requires small pixel sizes and sufficiently high signal-to-noise
ratios, which constrains the achievable camera frame rate. To circumvent these limitations
toward a more general applicability, we developed a time-correlation-based method, which
is independent of the recognition of individual binding events.
Instead of identifying individual particles in every image, we dissect the image into
regions of interest (ROIs), integrate the signal over each of these ROIs, and repeat this
step for every image, therefore generating an intensity trace for each ROI (Figure III.1b).
The obtained signal traces are autocorrelated in time and fitted by an appropriate model
function, which for the case of simple binding and unbinding is a single exponential G(τ) =
G0 exp(−τ/τc). (See the supplementary Theoretical Basis in Section III.2.1, p. 39.) G0
is the amplitude of the autocorrelation function, a constant prefactor. The characteristic
decay time of this exponential function is given by
τc = (ka〈A〉+ kd)−1 (III.1)
Here we introduced the association and dissociation rates ka and kd, and the mean con-
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centration of unbound ligand 〈A〉. In the special case of hybridization studies, 〈A〉 is the
concentration of free ssDNA. The functional dependency of τc has two major implications:
First, in a low concentration regime (〈A〉  kd/ka), τc equals the inverse dissociation rate,
which is commonly termed the surface residence time τd. Second, we note that a classical
titration of 〈A〉 experimentally determines the dependence of τc on 〈A〉. This dependence
can be fitted by Equation III.1, to simultaneously obtain ka and kd. Finally, it is straight-
forward to calculate the dissociation constant K = kd/ka from there. The capability to
extract K from SI-FCS measurements is already an attractive feature of the method. The
capability to directly measure the dissociation and association rates themselves makes SI-
FCS even more powerful. Provided the experimental data can be supported by theoretical
predictions of the binding free energy ∆G, it is possible to estimate ka and kd from a
single measurement in the limiting case of small ligand concentration compared to the
dissociation constant 〈A〉  K. (See the supplementary Table III.2, p. 43.)
To experimentally explore the kinetics accessible to SI-FCS, we designed four different
DNA origami structures, which together with our labeled ssDNA strand form a 7, 8, 9,
and 10 nt overlap, respectively. (See the supplementary Methods in Section A.1, p. 263.)
All measurements were taken at a sufficiently low illumination, such that bleaching was
negligible. (See the supplementary Figure III.4, p. 45.) Strikingly, the corresponding
four experimental autocorrelation curves are clearly distinguishable, but even more impor-
tantly, the exponential model describes the curves adequately and unambiguously (Figure
III.2a). We conclude that the proposed model, which considers only reversible binding
and assumes that diffusion dynamics are equilibrated on the relevant time scale, is an ap-
propriate choice. The shifts between the four correlation curves in Figure III.2a manifest
themselves in significant differences in characteristic decay times τc as obtained from the
individual fits. We measured decay times τc = (0.44± 0.01) s for 7 nt, τc = (2.39± 0.05) s
for 8 nt, τc = (4.86± 0.05) s for 9 nt, and τc = (90± 7) s for 10 nt (supplementary Table
III.2, p. 43). In all cases, the standard deviation was well below 5% of the mean, and
individual measurements for the same nt overlap were indistinguishable (supplementary
Figure III.5, p. 45). The obtained characteristic decay times reflect the number and type
of the base pairing. As expected, the residence time increases with an increasing nt over-
lap. Moreover, we observed that the relative increase of τc from 9 to 10 nt is by far the
largest. We attribute this effect to the addition of a stronger binding GC pair from 9
to 10 nt, whereas in the other cases a weaker binding AT pair was added (supplementary
Table III.2, p. 43). Having demonstrated the capability of SI-FCS to resolve differences
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in the number of nucleotide overlaps, we can immediately conclude that single base pair
mismatches are also resolvable. According to calculations, the free energy of DNA hy-
bridization decreases to a larger extent by the introduction of a single base pair mismatch
than by the removal of a terminal base pair [Zadeh et al., 2011].
Figure III.2: Quantification of binding kinetics by SI-FCS. (a) Representative autocorre-
lation curves and their single-exponential fits for DNA hybridization of 7, 8, 9, and 10 nt.
The different hybridization kinetics are clearly distinguishable. The obtained characteristic
decay times are highly reproducible and range from 0.5 s to almost 100 s. The histograms
correspond to 6 measurements per nt overlap, with 49 ROIs each. (b) Representative au-
tocorrelation curves for mixed samples with two hybridization kinetics exhibit clear shape
differences compared to single samples of 7, 8, and 9 nt, respectively. The individual decay
times differ by less than a factor of 10. For mixed samples, the decay times from single
sample experiments (panel a) are recovered with an error smaller than 20%.
We performed all measurements presented in Figure III.2 with 10 nM (for 7–9 nt) or
1 nM (for 10 nt) of labeled ssDNA. The 10 nt sample has the smallest dissociation constant,
which is expected to be on the order of 10–100 nM [Jungmann et al., 2010,Peterson et al.,
2016]. Consequently, the condition 〈A〉  K is met and the dissociation rates are estimated
directly by taking the inverse of the reported characteristic decay times τc (supplementary
Table III.2, p. 43). These estimates of kd are comparable to previously reported rates
[Peterson et al., 2016,Dupuis et al., 2013,Jungmann et al., 2016]. Small deviations can likely
be attributed to the effect of different sequences and ion concentrations in the buffer, which
are known to affect the formation of secondary structures. (For reviews, see refs [Woodson,
2005] and [SantaLucia and Hicks, 2004].) Moreover, we estimated the association rates
based on predictions of the binding free energy ∆G (supplementary Table III.2, p. 43)
[Zadeh et al., 2011]. These results are in good agreement with recently reported values
[Jungmann et al., 2010,Peterson et al., 2016,Dupuis et al., 2013,Jungmann et al., 2016,Lang
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and Schwarz, 2007].
To challenge the SI-FCS method even further, we performed measurements on samples
with multiple species (Figure III.2b). Resolving more than one species is challenging and
requires high-quality autocorrelation curves with characteristic decays on separable time
scales. We combined 7 nt samples with 8 nt and 9 nt. Thus, the expected values of τc differ
by less than an order of magnitude, which makes them intrinsically difficult to distinguish.
Remarkably, the mixed samples with two kinds of binding sites show autocorrelation curves
with a significantly different shape, compared to single-species samples. Consequently, it
is justified to apply a biexponential fitting model, with each of the exponents reflecting
one kind of binding site. Strikingly, the results from single-species measurements were
recovered, although a slight bias (below 20%) was observed. The reliability of the discrim-
ination of two species generally depends on the relative amplitudes and the time separation
of the two decays. Moreover, the signal-to-noise ratio and the correlation of the noise itself
are of relevance, which makes general predictions regarding the resolvability of two species
challenging.
To determine association and dissociation rates without relying on theoretical assump-
tions, we performed titration experiments, comprising several SI-FCS measurements with
identical origami samples but varying concentrations 〈A〉 of labeled free ssDNA. Following
Equation III.1, we expected that an increase in the concentration of free strands shifts the
autocorrelation curve to shorter times. Indeed, our experiments on 9 and 10 nt showed this
effect (Figure III.3a,b). For concentrations of free strands higher than 100 nM for 9 nt and
10 nM for 10 nt, respectively, a second component appeared at large lag times in the auto-
correlation and was accounted for by a second exponential decay in the fitting model. We
speculate that this second component may originate from unspecific binding. Regardless of
the nature of this second component, the faster of the two decays was insensitive to changes
in the fitting of the slower component. We fitted the dependence of τc on the concentration
of free ssDNA (Figure III.3a,b) and obtained the association and dissociation constants
without any further assumptions (Table III.1). The obtained dissociation rates are in line
with the rates previously determined from measurements with low ligand concentrations
(supplementary Table III.2, p. 43). Moreover, we calculated the binding free energy from
the titration experiments and reproduced the predicted values (supplementary Table III.2,
p. 43) within 10%.
On the basis of Equation III.1, it is sufficient to perform two independent measurements
at significantly different concentrations of ligand to extract ka and kd of a specific system.
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Table III.1: Hybridization Parameters for 9 and 10 nt determined by SI-FCS and
titration of free ssDNA. Errors are given by the 95% confidence bounds of the fit.
sample kd [1/s] ka [106 /(Ms)] Kd [nM] ∆G [kJ/mol]
9 nt 0.180± 0.012 2.5± 0.5 72± 16 40.5± 0.6
10 nt 0.009± 0.002 2.1± 0.4 4.2± 1.8 47.5± 1.1
Figure III.3: Determination of association and dissociation rates by SI-FCS. (a) Auto-
correlation curves for 9 nt overlap with varying concentrations of complementary ssDNA
in solution, ranging from 1nM to 300 nM. With an increase in concentration, the charac-
teristic decay shifts to shorter times. Autocorrrelation curves for 100 nM and higher were
fitted with a biexponential. (See the supplementary Methods in Section A.1, p. 263.)
A fit of the characteristic decay times according to Equation III.1 yields association and
dissociation constants of the binding reaction. The 95% confidence bounds of the fit are
indicated (gray dashed lines). (b) as in panel a, but with 10 nt origami and complementary
ssDNA concentrations ranging from 300 pM to 100 nM. Autocorrelations for 10 nM and
higher were fitted with a biexponential decay model.
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Compared to a full titration series, a measurement at two concentrations saves potentially
precious samples and measurement time, but comes at the cost of reduced precision. For
pairs of concentrations representing sufficient intervals along the titration curve, the reac-
tion rates for 9 and 10 nt could be recovered within 20% accuracy. (See the supplementary
Figure III.6, p. 46.)
The presented results demonstrate that dissociation and association rates of reversible
binding reactions are accessible by SI-FCS. The lower limit of accessible characteristic decay
times depends only on the time resolution of the camera, the fluorophore’s photon budget,
and the diffusion time of ligand, which in our case is considered to be much smaller than
the characteristic decay time. Consequently, SI-FCS has the capability to resolve kinetics,
which may be potentially too fast for SPR or QCM-D. However, it should be ensured that
the time resolution, i.e., the inverse frame rate, is at least 3–10 times shorter than the
characteristic decay time (confirmed by simulations, compare supplementary Figure III.7,
p. 47, data not shown). On the other hand, in theory, there is no upper limit for the
accessible characteristic decay times. For very large residence times, fluorophore photo-
bleaching should be considered, but can typically be handled by identifying an appropriate
regime of low irradiance, camera exposure time, and camera acquisition rate. Otherwise,
the accessible characteristic decay times are only limited by the stability of the system
under investigation. On the basis of a reanalysis of DNA hybridization data and Monte
Carlo simulations, we determined that systematic biases stay below 10% of the actual
value, provided the total measurement times are at least a factor of 300 longer than the
characteristic decay time. (See the supplementary Figure III.7, p. 47.) It should be noted
that for samples with sufficiently long τc, the required measurement duration can exceed
hours, which puts high demands on sample and microscope stability. For example, for a
sample that is stable for 1 h, τc should not exceed 12 s. If a lower accuracy is sufficient,
experiments can also be shorter; e.g., to achieve a bias below 20%, measurements need
to be only around 50 times longer than τc. (See the supplementary Figure III.7, p. 47.)
Nonetheless, in light of potential live cell applications, the maximum accessible values of
τc are expected to be below 10 s. On the other hand, many in vitro systems are stable over
much longer times, thus providing access to slower kinetics by SI-FCS. Note that, irrespec-
tively of the particular value of τc, the convergence to the true value is achieved faster than
for FCS measurements of 2D diffusion with an equivalent diffusion time τD = τc.
For long time SI-FCS measurements, an important issue is the axial focus stability,
which can be ensured by means of active focus stabilization, a common feature of many
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commercial TIRF microscopes. In order to avoid potential artifacts, the contribution of the
active stabilization system to fluorescence signal fluctuations should be negligible compared
to fluctuations originating from transient binding kinetics in the sample. We found that
this condition was always satisfied in all our measurements. In fact, the focus stabilization
typically operated at small position adjustments in the nanometer range, whereas the
method relies on the wide-field detection, where the total detected fluorescence signal is
insensitive to nanometer-scale focus adjustments.
SI-FCS does not require specialized equipment but only a regular TIRF microscope,
which has become standard equipment in the majority of imaging facilities. Consequently,
SI-FCS is easily accessible to a broad variety of researchers. In contrast to other methods,
SI-FCS is compatible with other standard light imaging modalities and does not require
advanced sample preparation on specialized surfaces. On the contrary, sample preparation
approaches that were developed for fluorescence imaging of surface-related processes can be
applied without any alterations. Moreover, the compatibility of SI-FCS with regular TIRF
or epifluorescence imaging renders it a valuable tool for quality control and sample vali-
dation inaccessible to many other methods. For example, for membrane binding kinetics,
the integrity of the supported membrane can be validated by a membrane staining.
Conventional confocal FCS measurements rely on an initial calibration measurement
to determine the size of the confocal detection volume. In their recent application of
TIR-FCS to study lateral diffusion in a supported lipid membrane, Bag and colleagues
elegantly varied the software binning during postprocessing of data to circumvent the need
for any calibration [Bag et al., 2012]. In our case, SI-FCS was exclusively used to quantify
binding dynamics and did not rely on any spatial information. Hence, we did not need any
calibration measurement. To demonstrate this, we performed a series of measurements on
one sample, altered the axial sample position in between measurements, and thereby the
effective projected pixel size. Over a range of more than 3 µm, the determined characteristic
decay time was constant within the errors of the measurement. (See the supplementary
Figure III.8, p. 49.)
SI-FCS is an equilibrium method, which retrieves information about the nature of the
system under investigation from the fluctuations in the detected fluorescence signal. This
has two major implications: First, the equilibrium regime in which SI-FCS measurements
are performed does not require any perturbations of the system under investigation from
the outside. In particular, no pumping is needed to probe a system, nor is a constant flow
of liquid above the surface required, which keeps the consumption of valuable ligand to a
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minimum. Second, SI-FCS requires fluorescent labeling of the ligand, which despite the
small size of chemical labels introduces an alteration to the system. On the other hand,
the fluorescent label provides specificity, which allows for multiplexing through spectrally
separated labels, as well as a dual-color cross-correlation option to potentially investigate
cobinding and positive feedbacks [Schwille et al., 1997,Leutenegger et al., 2006,Rička and
Binkert, 1989]. Moreover, the high specificity through a fluorescent label enables mea-
surements in complex fluids. To take the latter point even further, SI-FCS is compatible
with measurements on live cells [Kannan et al., 2007,Ohsugi et al., 2006], which, except
for single-particle tracking, is intrinsically inaccessible to most other methods that charac-
terize surface binding kinetics. In comparison to single-particle tracking, SI-FCS performs
over a wider range of surface densities and still yields accurate results, when the surface
concentration of docking sites or fluorescent probes is too high to detect them individually.
(See the supplementary Figures III.9 and III.10, p. 51ff.) Moreover, the analysis of the
amplitude of the autocorrelation function shows potential to obtain further insights into
the surface density of the sample under investigation and will be subject to future studies.
In principle, many systems that are accessible to SPR experiments can also be quan-
tified using SI-FCS. However, SI-FCS has the potential to also measure lateral diffusion
in supported lipid bilayers and cell membranes [Thompson et al., 1981, Kannan et al.,
2007, Ohsugi et al., 2006, Bag et al., 2012, Bag et al., 2014, Lim et al., 2013]. The si-
multaneous probing of diffusion and binding dynamics by a combination of TIR-FCS and
SI-FCS would further broaden the spectrum of possible applications, ranging from mem-
brane binding to membrane-receptor ligand interactions. Furthermore, it is worth noting
that SI-FCS is in principle not limited to TIR-illumination and fluorescence detection.
Any scheme rendering reversible binding as fluctuating signal separable from diffusion is
compatible with surface-integrated correlation spectroscopy. Potential examples include,
but are not limited to, FRET to surface-attached acceptors [Auer et al., 2017] and inter-
ferometric scattering [Piliarik and Sandoghdar, 2014].
To conclude, we quantified the association and dissociation rates of reversible surface
binding by camera-based SI-FCS, which is compatible with conventional TIRF microscopes.
To demonstrate the versatility of our approach, we studied the reversible hybridization ki-
netics of DNA as a well-controllable test system. The obtained association and dissociation
rates are in agreement with previously reported results, which were obtained using differ-
ent experimental methods [Jungmann et al., 2010, Peterson et al., 2016, Dupuis et al.,
2013, Jungmann et al., 2016, Lang and Schwarz, 2007] and thus validate the SI-FCS ap-
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proach. On the basis of the measured hybridization kinetics, we discussed the range of
kinetics accessible to SI-FCS and provided a rule of thumb for the required measurement
time. The small sample volumes required for SI-FCS, the potential compatibility with
lateral diffusion studies and imaging modalities, and its steady-state operation without
the need for external perturbations are the major advantages of the approach. We believe
that the application of SI-FCS for the quantification of surface binding can make a major
contribution toward understanding important biological systems on the quantitative level.
III.2.1 Supplementary Theoretical Basis: Theoretical Model for
the Autocorrelation Function of a One-component Binding-
unbinding Reaction Without Diffusion
Considerable effort has been previously put into the derivation or approximation of an all-
embracing correlation curve, which covers lateral 2D-diffusion, 3D diffusion and reversible
binding [Thompson et al., 1981, Lagerholm and Thompson, 1998, Starr and Thompson,
2001, Ries et al., 2008a]. To reduce the complexity, and as we are mainly interested in
the measurement of binding kinetics, we pursue a simplified approach. We define the




Here, F is the fluorescence signal, which can be decomposed into a correlated contribution
Fc(t) and an uncorrelated background Bg(t). In a typical equilibrium system, the total
fluorescence signal can be expressed in terms of its mean 〈F 〉 and the fluctuations δF (t)
around this mean:
F (t) = 〈F 〉+ δF (t) = 〈Fc〉+ 〈Bg〉+ δFc(t) + δBg(t) (III.3)






Practically, it is rather relevant to measure the correlation curve Gc(τ) based on δFc(τ)
and normalize to the mean of Fc(τ). Provided that the background can be measured in a
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separate blank control sample, Gc(τ) can be calculated easily [Thompson, 1999]:
Gc(τ) = Gmeas(τ)
〈F 〉2
(〈F 〉 − 〈Bg〉)2 (III.5)
It is worth noting that the amplitude of the autocorrelation curve is decreased by uncor-
related background, but the temporal decay is not altered. In the context of the SI-FCS
measurements presented here, the uncorrelated background can be not only background
noise or stray light, but also the signal contribution from freely diffusing ligand. The latter
can be considered as uncorrelated background if the 3D diffusion of labeled ligand through
the detection volume is occurring on a much shorter timescale than the considered binding
kinetics.
To obtain an expression for Gc(τ), we note that the fluorescence signal fluctuations have
a contribution from freely diffusing and from bound ligand δFc ∼ δA + δC. As discussed
above, only the latter is correlated on the considered timescale. Analogously, we note that
〈Fc〉 ∼ 〈C〉. Following the common scheme of derivations for FCS, we assume equivalence







Here, the integrals run over the entire detection volume. To make use of Equation III.6,
we aim to find an expression for δC, or the concentration correlation function
ΦCC(τ) = 〈δC(0)δC(τ)〉 (III.7)
The fluctuations in C are governed by binding kinetics, which we assume to be a simple
bimolecular reaction of the type A+B  C, where A is a ligand, freely diffusing above a
surface, B is an unbound receptor, which is immobilized at a surface, and C is the bound
receptor-ligand-pair (see Fig. III.1a). Under the assumption that all diffusion dynamics
through a considered region of interest are equilibrated, the change of the concentration of
conjugates C, will be governed by a source and a sink term:
dC
dt = kaAB − kdC (III.8)
Here, we introduced the association rate ka and the dissociation rate kd. Both rates fulfill
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As the total number of surface receptors S = 〈B〉 + 〈C〉 = const is constant, it is evident
that a decrease of receptor-ligand pairs will result in an increase of free receptor by the same
magnitude: δB = −δC. Therefore, the differential equation for C is easily transformed
into a differential equation for ΦCC :
dΦCC(τ)
dτ = −(ka〈A〉+ kd)ΦCC(τ) (III.10)
Differential equations of this kind are very well known and have the simple solution
ΦCC(τ) = Φ0e−τ/τc (III.11)
The obtained exponential function decays with the characteristic time constant τc =
(ka〈A〉 + kd)−1 = (τ−1a + τ−1d )−1, which is related to the dwell time τd = k−1d and the
association time τa = (ka〈A〉)−1.
To obtain an expression for Φ0, we follow the argumentation of Thompson and col-
leagues [Thompson et al., 1981]: First, Φ0 needs to meet the initial condition ΦCC(τ =
0) = Φ0 = 〈δC2〉. This quantity is known as the variance. To find the underlying distri-
bution, we note that for every given point in time, each surface receptor occupies one out
of two states: bound to a ligand or unbound. Provided that all receptors are independent,
this corresponds to a binomial distribution, which has the variance Φ0 = Sβ(1− β). Here
we used again the total surface concentration of receptors S = 〈B〉+ 〈C〉, and introduced






, which can be interpreted as the
success probability of the binomial distribution. Analogously, the fraction of unoccupied




. Therefore, we obtain
Φ0 = 〈C〉 τc
τd
= 〈C〉(1− β) (III.12)
And finally, after insertion into Equation III.6, we get an analytic expression for the auto-
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Here, we introduced the average number of bound receptors NC and the total number of
receptors NS in the detection volume. Alternatively, Equation III.13 can be obtained as
a limiting case of the advanced derivation of the full autocorrelation by Thompson and
colleagues [Thompson et al., 1981]. Interestingly, the amplitude G0 = limτ→0GC(τ) of the
correlation is not only proportional to the absolute number of occupied binding sites, but
also depends on the fraction of unoccupied sites. However, if τa  τd, i.e. in case of low
concentration of labeled ligand 〈A〉  Kd, the number of occupied binding sites can be
obtained directly as the inverse of the correlation amplitude.
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III.2.2 Supplementary Table: Free Energy of DNA Hybridiza-
tion
Table III.2: Hybridization parameters for different DNA sequences with the target se-
quence 5’-CTAGATGTAT-3’. SI-FCS measurements were performed in a low concentration
regime of labeled strands, such that the dissociation rate is directly estimated from the
characteristic decay time of the autocorrelation curve τc
〈A〉K−−−−→ τd = k−1d . For each pair of
sequences, the free energy ∆G of hybridization was estimated using the Nucleic Acid Pack-
age (NUPACK) [Zadeh et al., 2011] with the following settings: temperature T = 296.15 K,
concentration of Na+ 50mM, concentration of Mg2+ 9mM. The calculations were per-
formed based on the parameters provided by SantaLucia [SantaLucia, 1998], which had
to be adjusted for our buffer conditions. To describe our conditions best, we used the
minimum concentration of Na+ compatible with [SantaLucia, 1998], which compensates
partially for the Tris in our buffer. The remaining Na+ could be accounted for by lowering
the Mg2+, although the relevant equivalent amount of Mg2+ would be small [Owczarzy
et al., 2008,von Ahsen et al., 2001,Mitsuhashi, 1996]. The dissociation constant K and the
binding free energy ∆G are linked via the well-known equation ∆G = −RT ln K
K0
. Here,
we introduced the gas constant R, the temperature T , and a reference constant K0 = 1 M,
which has the sole purpose to ensure that the logarithm is applied to a dimensionless quan-
tity. Consequently, after obtaining kd as the inverse of τc, the association rate is calculated
as ka = kdK0 e
∆G
RT . The obtained association rates can be regarded as estimates of the true
rates. The estimated association rates are in line with values reported elsewhere [Peterson
et al., 2016,Lang and Schwarz, 2007,Jungmann et al., 2010,Dupuis et al., 2013,Jungmann
et al., 2016]. Moreover, all estimated association rates appear to be similar, regardless
of the basepair overlap. The same observation was recently reported for 9 nt and 10 nt




















TTATACATC 10 7 nt 36.03 0.44± 0.01 2.272± 0.052 5.15± 0.12
TTATACATCT 10 8 nt 37.83 2.39± 0.05 0.418± 0.009 1.97± 0.04
TTATACATCTA 10 9 nt 41.98 4.86± 0.05 0.206± 0.002 5.23± 0.05
TTATACATCTAG 1 10 nt 48.98 90± 7 0.0111± 0.0009 4.84± 0.39
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III.2.3 Supplementary Figures
Control for Photobleaching
Figure III.4: caption on next page.
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Figure III.4: Dependence on Excitation Power. a) Bleaching is observed as an apparent
reduction of the residence time and therefore also as a reduction of τc. The autocorrelations
were averaged over several ROIs and measured with 〈A〉 = 10 nM and 9 nt base pair overlap.
We identified irradiances below I0 < 0.037 kW/cm2 to be free from bleaching. For 10 nt the
residence times are significantly longer and the bleaching free regime was determined to
be I0 < 1.6× 10−3 kW/cm2, which was achieved by reducing the excitation power and the
frame rate of acquisition from 85Hz to 10Hz (data not shown). b) The Gaussian shape
of the illumination profile may induce a spatial profile of the τc obtained from different
ROIs. For high irradiances, the apparent diffusion time is not only globally lowered due
to bleaching, but also is shortest in the center of illumination. For irradiances below
I0 < 0.037 kW/cm2, this spatial distribution becomes negligible.
Reproducibility of SI-FCS measurements
Figure III.5: Reproducibility of SI-FCS measurements. To estimate the robustness and
reproducibility of this method, we repeated identical measurements on one and the same
sample. When superimposing the autocorrelation curves from seven measurements on the
hybridization of ssDNA with 9 nt overlap, all curves were indistinguishable (Fig. III.5a).
For every measurement, the standard deviation of the characteristic decay times obtained
from 49 ROIs was considerably lower than 10% of the mean, demonstrating that consistent
results are obtained over the entire field of view, independent of the local illumination
profile. Moreover, the comparison of the average characteristic decay times from several
independent measurements (Fig. III.5b) showed that the scatter is less than 5% of the
overall average, that is 〈τc〉 = (4.81± 0.05) s, with the error being the standard deviation of
the seven measurements. This series of similar measurements demonstrated the excellent
accuracy of SI-FCS for the determination of binding rates.
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Determination of kinetic rates from two measurements
Figure III.6: Extraction of association and dissociation rates from two measurements.
Based on Equation III.1 the knowledge of two points of the titration curve is in principle
sufficient to determine the association rate ka, the dissociation rate kd and therefore also
the equilibrium constant K = kd/ka. a) For 9 nt, the full titration curve (left panel), ka
(center panel) and kd (right panel) calculated from pairs of two measurements along the
titration curve. The relative difference |ka/d − ka/d,titration|/ka/d,titration is represented by
the color of the points. For pairs of concentrations (〈A1〉, 〈A2〉) of differently dominated
regimes (kd  ka〈A1〉 and kd > ka〈A2〉) the rates can be recovered with an error smaller
than 20% (highlighted as squares). Pairs of concentrations which were different less than a
factor of two were excluded from the analysis and marked as crosses. Concentration pairs
leading to a relative error of more than 100% saturated the color scale and were marked
as diamonds. b) Same as panel a), but the analysis was based on data sets from 10 nt
hybridizations.
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Required measurement time
Figure III.7: Effect of the measurement time. We performed Monte Carlo simulations to
evaluate the effect of the duration of individual measurements. To this end, we simulated
10 signal traces, which were 105 times longer than the characteristic decay time, fitted the
resulting autocorrelation curves and related the results to the initially set characteristic
decay time. To assess the effect of the measurement time but keep the statistics comparable,
we cut the initial traces into shorter traces and repeated the analysis, thereby keeping
constant the total number of binding events observed. For example, to analyze the case
of traces, which are 103 times longer than the characteristic decay time, we split each
of the 10 initial traces (105 times longer than τc,sim into 100 sub-traces and subsequently
computed and analyzed all resulting 1000 autocorrelation curves. Fig. III.7a shows the
obtained decay time τc,meas as a function of the duration of individual simulations. Both
parameters are normalized to the characteristic decay time τc,sim set in the simulation,
which we expect to be the relevant time scale when assessing the required measurement
time [Schätzel et al., 1988,Saffarian and Elson, 2003]. To avoid any effects of poor sample
statistics, we repeated every simulation 10 times and varied the number of considered
binding sites from 1 to 1000. The corresponding results are shown as mean (central line)
plus/minus standard deviation of the ten simulations (shaded area).
caption continues on next page.
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Figure III.7: cont.
No difference between the different settings is discernible and it appears that the bias from
the autocorrelation (biased estimator [Schätzel, 1987, Schätzel et al., 1988]) converges to
zero for sufficiently long measurements. Nonetheless, it should be noted, that the required
measurement times for binding studies using SI-FCS can be long. When aiming for a
bias smaller than 10%, one should conduct measurements at least 300-fold longer than the
characteristic decay time. Therefore, slow dynamics require particularly long measurement
time, which makes the use of a focus stabilization system essential.
Nonetheless, for a correlation curve originating from binding and unbinding the conver-
gence happens significantly faster than for a correlation curve originating from 2D dif-
fusion (Fig. III.7a). The reason is the different shape of the correlation curves. For
reversible binding, the autocorrelation curve decays relatively fast as a single exponential
GC(τ) ∼ e−
τ





has a significantly longer tail. Fig. III.7b demonstrates this effect by superimposing both
autocorrelation curves with a time axis normalized to the relevant decay times τc and τD
respectively.
To confirm the simulation results, we re-analyzed the measurements for 7-10 nt in a similar
way as we analyzed the long simulated traces. By this, we can superimpose the simulated
dependence from Fig. III.7a and the measurement results (Fig. III.7c). Strikingly, without
any fitting involved, the simulation and the experimental results follow the same trend.
Moreover, in this depiction, we see no difference between different nucleotides, which is
expected as we normalize by τc. Nonetheless, we can conclude that the underlying dynam-
ics for 7-10 nt hybridization are identical, and only occur on different time scales, which
makes the depicted relation a universal concept. For short measurement times, the bias of
the experimental data seems to be slightly larger than the simulation suggests, which we
attribute to noise involved in the measurements. From (Fig. III.7c) we conclude that the
systematic bias on the obtained characteristic decay time cannot be smaller than indicated
by the simulated dependence. The bias cannot be reduced below this line, not even by
an increasing number of binding events observed within the same measurement duration.
The only option to reduce the systematic bias is an increased duration of the total mea-
surement time. Furthermore, Fig. III.7c shows that an individual measurement has to be
at least 300-fold longer than the characteristic decay time to achieve a bias smaller than
10%. Based on this finding, we can replot Fig. III.7c without normalization of all times
and superimpose a border, which corresponds to the 10% systematic bias (solid line, Fig.
III.7d). All points on the right hand side of this line have a bias of less than 10%, which
gives a direct and quick check for whether a particular measurement was long enough to
provide the required accuracy.
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SI-FCS measurements of reversible binding are calibration-free
Figure III.8: SI-FCS is calibration-free and robust to defocused imaging. The calibration
of the detection volume is a crucial step in confocal FCS measurements. On the other
hand, camera-based SI-FCS measurements on diffusion dynamics in supported lipid bilayers
have been shown to be calibration-free by variable pixel binning during post-processing of
images [Bag et al., 2012]. In contrast, when looking at the reversible binding of labeled
freely diffusing ligand to a surface-immobilized target, SI-FCS is intrinsically calibration-
free, as it does not require any lateral spatial resolution. Here, the signal fluctuation
originates from binding and unbinding events to the surface. Any changes in the lateral size
of the detection volume do not qualitatively alter the underlying kinetics of the fluctuating
signal. To prove this, we performed a series of measurements at different axial positions
of the detection volume relative to the sample surface. This is equivalent to systematic
defocusing, which varies the lateral size of the PSF. The SI-FCS experiments presented here
are within reasonable limits robust to any defocusing of the sample. The situation changes
when looking at lateral diffusion through a detection volume, e.g. a region of interest
spanning a certain number of pixels on the camera detector. In this case, the decay of the
autocorrelation curve depends on the diffusion coefficient, the size of the region of interest
and the size of the PSF [Ries et al., 2008a, Bag et al., 2012]. a) Autocorrelation curves
and single-exponential fits obtained from the same sample but different axial positions
of the specimen. The axial positions are color coded and can be inferred from panel
b). b) Characteristic decay times obtained from single-exponential fits of the SI-FCS
autocorrelation functions measured for different sample positions along the optical axis.
49
III. Quantifying Reversible Surface Binding via Surface-integrated FCS
Surface density accessible to SI-FCS
Figure III.9: caption on next page.
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Figure III.9: Performance of SI-FCS at different receptor surface densities: Simulations.
We simulated SI-FCS image series (see Supplementary Theoretical Basis, p. 39) using the
Picasso software tool [Schnitzbauer et al., 2017]. To assess the surface densities of recep-
tors which are compatible with SI-FCS, we started off by simulating SI-FCS measurements
for 24 × 24 pixels (160 × 160 nm2 per pixel), with kd = 1/s, ka〈A〉 = 0.008/s, and 3 to
100,000 receptors in the considered area. The simulated frame rate was 10Hz and a total of
40,000 frames was simulated for each run, corresponding to a total measurement duration
tmeas = 4000 s. Each simulation was performed ten times to develop a feeling for the scatter
of results. Fig. III.9a-c show ten individual curves each (light grey), superimposed with
their mean (blue line) and the corresponding single exponential fit (red line) from which
the characteristic decay time is extracted. These curves demonstrate once more that a sin-
gle exponential describes the autocorrelation curves appropriately. Second, the least from
300 binding sites on, the statistical scatter for the simulated conditions becomes small.
Each individual autocorrelation curve represents on average βNS
(
k−1d + k−1a 〈A〉−1
)
t−1meas
binding events (for NS = 300 less than 104 events). For all receptor densities considered,
we recovered the simulated characteristic decay times accurately (Fig. III.9d). With rea-
sonable computation times (maximum number of binding sites 105), we could not find a
regime where SI-FCS could not recover the simulated characteristic decay times. This is a
clear advantage of SI-FCS over tracking based approaches in which the residence time is
determined. Here, we are not confined to regimes where individual particles can be identi-
fied. Figures III.9e show representative simulated images for 300, 3,000 and 30,000 binding
sites. Clearly, already in the case of 3,000 binding sites, a tracking based approach would
suffer from misassignments during the reconstruction of tracks, leading to overestimations
of residence times. We note that the number of binding sites or the surface density of
binding sites are not particularly good parameters to compare the performance of SI-FCS
and tracking-based estimations of the residence time. As tracking relies on the detection
of individual particles, it is rather relevant to replot Fig. III.9d in terms of the occupied
binding sites per resolution disk Nb = SβAresolutiondisk (Fig. III.9f). Here, we used the
total density of binding sites S, and the fraction of occupied binding sites β = 1
1+ kd
ka〈A〉
(see Supplementary Methods in Section A.1, p. 263). As the resolution disk we define a
circle with the 1/e2 value wxy of the Gaussian-shaped PSF as radius. This equals to the
assumption that two resolution limited spots can be distinguished reliably if their centers
are separated by at least wxy. As shown in Fig. III.9f, the SI-FCS approach reliably repro-
duces the simulated binding times not only in a regime where tracking-based approaches
would perform, but also at surface densities of bound receptors which exceed the tracking
regime by at least two orders of magnitude.
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Measurements surface density
Figure III.10: Performance of SI-FCS at different receptor surface densities: Experimen-
tal data a) Autocorrelation curves obtained from five individual SI-FCS measurements of
the hybridization kinetics of a 9 nt overlap. The measurements differ in the origami surface
density, which is intrinsically difficult to control quantitatively. As a simple approach, we
incubated the surfaces for the same time with different concentrations of DNA origami
(0.03, 0.1, 0.3, 1.0, and 3 nM). SI-FCS yields reasonably consistent decay times for the
range of investigated surface densities, although a slight increase is observed for very high
surface densities. The dashed line corresponds to the surface concentration we used in typ-
ical SI-FCS measurements (Fig. III.2 and III.3). b) Representative images corresponding
to the conditions described in a) For the lowest surface concentrations, particle tracking ap-
proaches could be potentially conducted, whereas for origami concentrations above 0.1 nM,
tracking approaches would clearly fail, because individual events cannot be identified any
longer. SI-FCS yielded smooth low-noise autocorrelation curves even in regimes that were
clearly not accessible to tracking approaches. Time series were recorded without binning
with a resolution of 256× 256 pixel.
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DNA-PAINT reconstruction of binding sites on DNA origami structures
Figure III.11: Super-resolution of DNA origami exposing 12 single-stranded DNA han-
dles. a) Schematic of the rectangular DNA origami structures, exposing 12 ssDNA handles.
The image was generated with the Picasso software tool [Schnitzbauer et al., 2017]. b) Rep-
resentative DNA-PAINT images of the rectangular origamis.
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Effect of ROI size
Figure III.12: caption on next page.
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Figure III.12: Effect of the ROI size. a) Average normalized autocorrelation curves for
9 nt hybridization obtained for different ROI sizes are indistinguishable and are adequately
described by a single exponential decay. To facilitate high frame rates, we employed 4× 4
pixel (px) hardware binning during image acquisition. b) Boxplots of the obtained corre-
sponding characteristic decay times are independent of the ROI size. The center lines mark
the median. The box edges correspond to upper and lower quartile, and are extended by
the whiskers marking 1.5 times the inter-quartile range. Data points outside the whiskers
are marked as crosses. For small ROIs, the overall scatter is larger, as less events are sam-
pled within an individual ROI. The average τc, however, is in agreement with larger ROI
sizes. Theoretically, for too large ROIs, the fluctuations become less relevant, the ampli-
tude of the autocorrelation curve approaches zero, and a fluctuation-based autocorrelation
analysis becomes less reliable. For the investigated conditions, however, this regime is not
reached. On the other hand, for large ROIs and small correlation amplitudes, the autocor-
relation function becomes more sensitive to mechanical and laser excitation instabilities.
In this particular measurement, small oscillations of the piezo controlling the TIRF angle
position could be observed as oscillations for the 128 px ROIs, but not for smaller ROIs.
The chosen ROI size of 31× 31 px offered spatial resolution to investigate bleaching across
the illumination profile, but did not affect the overall measured τc. c) The larger overall
scatter is illustrated by generating a map of decay times. The computational effort and
memory consumption increase quadratic with the ROI size or linearly with the number of
ROIs. In this particular example, the measured τc is independent of the ROI size. It should
be noted, that there may be conditions, e.g. for very high or very low densities of binding
events, where this is not the case. Although we experienced that SI-FCS measurements
were generally robust against the choice of the ROI, we suggest to carefully explore a range
of ROI sizes during post-processing.
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IV
PHOTO-INDUCED DEPLETION OF BINDING
SITES IN SI-FCS AND DNA-PAINT
MICROSCOPY
IV.1 Motivation and Summary
The accurate quantification of surface-binding with SI-FCS (Chapter III) requires mea-
surement times to be at least 300 times longer than the characteristic time of binding τc
measured by the autocorrelation function (Figure III.7, p. 47). Consequently, for long
binding times of more than 100 s, as observed for the 10 nt imager (Figure III.2, p. 33),
required measurement times exceed hours and raise high demands regarding the temporal
stability of the sample. If sealed properly, DNA-PAINT samples [Schnitzbauer et al., 2017]
offer a remarkable long-term stability, making it possible to reproduce results on the same
sample over days.
However, at high concentrations of fluorescent imager strands in solution we observed an
additional component in the decay of the autocorrelation function, which could not be at-
tributed to binding kinetics (Figure III.3, p. 35). In this chapter, we systematically traced
the origin of the additional contribution to a photo-induced and concentration-dependent
depletion of docking handles on our DNA origami nanostructures. In the previous chapter,
the time scales of the photo-induced depletion separated well from the binding kinetics,
allowing kinetic parameters to be extracted from a biexponential fit. Notably, this simple
treatment will fail as soon as binding kinetics and photo-induced depletion start to overlap
in time, i.e. binding times increase beyond 100 s or concentrations exceed 300 nM (Figure
III.3, p. 35). Moreover, this effect does not only influence the temporal decay, the shape
and the amplitude of the autocorrelation function in SI-FCS, but similarly the extracted
kinetics from localization based DNA-PAINT microscopy [Jungmann et al., 2010].
We successfully reduced the photo-induced depletion of binding sites by the use of
oxygen-scavenging buffers or a modified design of imager strands. We compared two com-
monly used oxygen scavenging systems (a) pyranose oxidase and catalase (PO+C) and (b)
protocatcchuate-dioxygenase and 3,4-proto-catechuic acid (PCD+PCA), finding PO+C to
be favorable for SI-FCS on DNA-based samples. Not requiring additives, an increase in the
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distance of fluorophore and docking strand effectively reduces the photo-induced damages
in SI-FCS, but only to a minor extent in DNA-PAINT.
Our systematic study of photo-induced damages presented here is of major importance
to the accurate quantification of kinetic rates and the counting of molecules with SI-FCS,
DNA-PAINT and quantitative PAINT (qPAINT) [Jungmann et al., 2016].
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IV.2.1 Introduction
Super-resolution microscopy has greatly contributed to the study of biological specimens
with resolutions down to few nanometers while retaining the high specificity of fluorescent
labels [Huang et al., 2009, Baddeley and Bewersdorf, 2018, Pertsinidis et al., 2010]. The
stochastic blinking of individual fluorophores enables the precise localization of molecules
in various single molecule localization microscopy (SMLM) methods. In many variants
of SMLM, in particular the prominent PALM [Betzig et al., 2006,Hess et al., 2006] and
(d)STORM [Rust et al., 2006, Heilemann et al., 2008] the number of photons available
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from permanently bound, individual fluorophores determines the achievable localization
precision [Thompson et al., 2002,Deschout et al., 2014]. In particular, the spatial infor-
mation from non-functional or immediately photo-bleached labels is entirely lost. In con-
trast, points accumulation for imaging in nanoscale topography (PAINT) [Sharonov and
Hochstrasser, 2006] generates the blinking of fluorophores by reversible binding reactions.
While an individual binding event is still limited by the photon-budget of the fluorescent
dye, binding sites can be revisited by fresh probes and thus contribute to higher resolved
images [Schnitzbauer et al., 2017]. In DNA-based PAINT (DNA-PAINT) [Schnitzbauer
et al., 2017, Jungmann et al., 2010] the structure of interest is labeled with a short DNA
single strand (docking strand), serving as binding site for fluorescently labeled complemen-
tary single (imager) strands. The formed duplex immobilizes the imager for the time of
binding and creates a bright, localized spot on the detector, usually a sensitive camera,
while freely diffusing imager strands remain blurred as a constant background intensity.
Transient binding reactions not only enable super-resolution microscopy, but their ki-
netics also reflect on the nature of the binding process. Under appropriate imaging condi-
tions, the kinetics of the transient binding can be directly extracted from time traces of the
localization data [Jungmann et al., 2010,Jungmann et al., 2016]. In samples with high den-
sities of binding events, where localization fails, fluorescence correlation spectroscopy (FCS)
can reliably extract binding kinetics [Lieto et al., 2003,Mücksch et al., 2018,Peng et al.,
2018]. We recently showed that surface-integrated fluorescence correlation spectroscopy
(SI-FCS) can determine the kinetic rates of transient DNA hybridization [Mücksch et al.,
2018].
However, the advantage of DNA-PAINT in that individual binding sites are revisited
is limited for long acquisitions, due to photo-induced damages, effectively creating an
upper limit for the image quality. In addition, SI-FCS experiments suffer from the de-
pletion of bindings sites, complicating the correct extraction of kinetic rates. Unwanted
photo-induced effects are intrinsic to fluorescence microscopy [Diaspro et al., 2006,Ha and
Tinnefeld, 2012]. Excited states of fluorescent molecules in general, but in particular long-
lived triplet states, are prone to oxidation or reduction and the subsequent generation
of highly reactive molecules [Ha and Tinnefeld, 2012,Eggeling et al., 1999,Eggeling et al.,
1998,Eggeling et al., 2005,Widengren et al., 2007]. Triplet states have been found to play a
role in photo-bleaching pathways and to promote the generation of reactive oxygen species
(ROS) [Eggeling et al., 1999, Widengren et al., 2007, Wilkinson et al., 1994, Davidson,
1979,Hoogenboom et al., 2005,Vogelsang et al., 2008,Widengren and Rigler, 1996,Eggeling
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et al., 2006]. ROS are not only known to bleach fluorescent dyes [Ha and Tinnefeld,
2012,Zheng et al., 2014a] and have phototoxic effects on biological samples [Dixit and Cyr,
2003,Schneckenburger et al., 2012], but also to damage DNA [Sies and Menck, 1992,Matter
et al., 2018].
The damage induced by ROS is significantly reduced by the use of oxygen scaveng-
ing buffers that remove molecular oxygen from solution and thereby lower the amount
of reactive oxygen species. The popular enzymatic oxygen scavenging system glucose ox-
idase, catalase and glucose (GO+C) [Harada et al., 1990, Benesch and Benesch, 1953]
produces gluconic acid, consequently acidifying the sample. GO+C is thus not suited for
long acquisitions or pH dependent systems [Shi et al., 2010, Englander et al., 1987, Kim
et al., 2012]. An alternative systems is the combination of protocatechuate-dioxygenase
and 3,4-protocatechuic acid (PCD+PCA) [Patil and Ballou, 2000, Aitken et al., 2008].
The oxidation of PCA produces muconic acid, but at the same time has a buffering effect
around pH 8, leading to improved pH stability compared to GO+C [Swoboda et al., 2012].
More recently, pyranose oxidase, catalase and glucose (PO+C) have been reported as ef-
fective oxygen scavengers with no acidifying effect over the time span of hours [Swoboda
et al., 2012]. In particular, when studying the DNA duplex formation above the melting
temperature, prerequisite for DNA-PAINT imaging, the reaction kinetics are sensitive to
the pH of the solution and salt concentrations [Jungmann et al., 2010].
Since molecular oxygen acts as triplet quencher, its removal increases the triplet lifetime,
leading to long-lived dark states and decreased fluorescence [Ha and Tinnefeld, 2012,Widen-
gren et al., 2007,Widengren et al., 1997]. The vitamin E analog Trolox has been found to
serve as effective triplet quencher in combination with oxygen scavenging systems, result-
ing in comparably bright and photostable fluorescence imaging conditions [Rasnik et al.,
2006,Dave et al., 2009]. In this study, we systematically investigate the stability for long
acquisition time series in DNA-PAINT microscopy and SI-FCS kinetic measurements. We
provide two practical solutions to the inherent problem of phototoxicity, by comparing two
oxygen scavenging reagents, and by presenting a modified imager that utilizes a higher
distance of fluorescent dye to docking site.
IV.2.2 Results
To systematically investigate the effect of the photo-induced depletion of binding sites,
we compared DNA-PAINT super-resolution microscopy and SI-FCS kinetic measurements
from samples in the presence and absence of oxygen scavenging systems. If the depletion
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of binding sites is caused by ROS, oxygen scavenging buffers will lead to a longer lifetime
of binding sites. Additionally, we probed whether the distance of fluorescent dye to the
docking strand influences the rate of depletion. To achieve optimal resolution in SMLM,
the fluorescent dye is conventionally placed in closest possible proximity to the labeling site.
In DNA-PAINT, this is easily achieved by design. In many cases, including this study, the
DNA origami scaffold and the fluorescent probe on the imager strand are upon binding only
separated by a short spacer [Schnitzbauer et al., 2017, Jungmann et al., 2010, Jungmann
et al., 2014]. This arrangement, however, also creates ROS close to the docking strand, and
is therefore prone to damaging of DNA bases resulting in an increased depletion rate of
binding sites. Assuming an isotropic diffusion of ROS, an increase in the distance between
fluorescent dye and the docking strand ought to decrease the probability for interaction.
We investigated the depletion of docking sites in the following five conditions (Figure IV.1):
1. Conventional: we used standard conditions as commonly found in DNA-PAINT
super-resolution microscopy and SI-FCS measurements [Schnitzbauer et al., 2017,
Mücksch et al., 2018];
2. Oxygen scavengers:
(a) PO+C: we added PO+C as oxygen scavenging system and Trolox as triplet
quencher to samples otherwise identical to (1);
(b) PCD+PCA: as in (2a), but with PCD+PCA as oxygen scavenging system and
Trolox added;
3. 18-mer spacer:
(a) we extended the 10-nucleotide (nt) imager by an additional 18-mer double
stranded spacer sequence to attach the dye at greater distance from the hy-
bridizing docking strand, maintaining otherwise conditions as in (1);
(b) we added PO+C as in (2a) to samples otherwise identical to (3a).
Depletion of binding sites in DNA-PAINT manifests itself in a decrease in the number
of localizations with increasing measurement time (Supplementary Figure IV.5, p. 78, left
panel, raw data is available as Supplementary Material, p. 278). To study the underlying
effect, two processes have to be disentangled: First, the bleaching of fluorescence imager
strands in solution, and second, a depletion of docking sites. The effective concentration
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Figure IV.1: Schematic of DNA-PAINT with the binding of imager strands (A) to dock-
ing strands (B) forming the hybridized duplex (C) (left panel). Overview of the conditions
to explore the photo-induced depletion of binding sites in DNA-PAINT microscopy and
kinetic measurement with SI-FCS (right panel): (1) conventional 9 nt overlapping imager,
(2) identical imager as in (1) but in presence of a oxygen scavenging system (2a: PO+C
or 2b: PCD+PCA), (3a) a modified imager with identical binding sequence and buffer
conditions as in (1) but extended by an double-stranded spacer, increasing the distance
of dye and docking strand and (3b) the combination of 18-mer spacer and PO+C. ROS
scavenging and an increased distance of the fluorescent dye to the docking strand are ought
to decrease the rate of depletion of docking sites.
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of fluorescent imager strands within the total internal reflection fluorescence (TIRF) ex-
citation volume can be assumed equilibrated with the bulk solution concentration, as the
exchange rate of imager strands from solution by diffusion is about four orders of magni-
tude faster than the exposure time or minimum correlation time (Supplementary Figure
IV.6, p. 80). Bleaching of the bulk imager solution is usually negligible in DNA-PAINT,
as the reservoir of fluorophores in solution is large enough so that the concentration of
fluorescent dye is not affected by imaging a small volume via TIRF illumination. Accord-
ingly, moving the sample laterally by more than the size of the illumination fully recovers
the number of initial localizations (Supplementary Figure IV.5, p. 78, right panel). Thus,
photo-bleaching does not significantly affect the bulk dye concentration. The second effect,
the depletion of binding sites, however, affects the surface-immobilized sample, therefore
dominates in the observation region and accumulates over time.
To observe the photo-induced depletion of docking sites under conventionally used
imaging conditions, we rendered super-resolved DNA-PAINT images from five subsets of
one 25,000 frame or 83-min-long acquisition at a peak irradiance of I0 = 0.2 kW/cm2,
allowing for the localization of individual binding sites. Depending on the particular appli-
cation, DNA-PAINT experiments are conventionally performed with peak irradiances up
to 6 kW/cm2 [Schnitzbauer et al., 2017], further enhancing the problem of photo-induced
damages. The first subset, covering the first 17 min, renders a super-resolved image with
the majority of docking sites visible. Due to the limited incorporation efficiency, not all
docking sites are observable in the first subset [Strauss et al., 2018]. Later subsets show
a decreasing number of localized binding sites, indicating that less docking strands are
available for hybridization of imager strands on the DNA origami scaffold (Figure IV.2a
and Supplementary Figure IV.7, p. 82). Time traces of localizations within circular areas
enclosing the individual docking sites show frequent binding events in the beginning of the
acquisition, but eventually turn dark during the measurement (Figure IV.2b).
We further quantitatively investigated the depletion of binding sites in DNA-PAINT
microscopy by automated alignment and averaging of the acquired DNA origami nanos-
tructures (Supplementary Figure IV.8, p. 83), as published previously [Schnitzbauer et al.,
2017, Strauss et al., 2018]. The drift correction, identification and averaging of nanos-
tructures were performed on the complete time series prior to division into the subsets.
Selected individual binding sites on the averaged image were then back-translated to in-
dividual nanostructures (Picasso: ‘Unfold’) to analyze the intensity trace of each docking
site individually. To account for rare unspecific binding events, only traces with more than
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(a) (b)
Figure IV.2: Long DNA-PAINT acquisition of DNA origami nanostructures with 12
exposed docking strands arranged in a 3 × 4 grid with 20 nm spacing. Five conditions
are displayed: conventional imager (1, black), conventional imager with oxygen scavenging
system added (2a: PO+C, turquoise; 2b: PCD+PCA, purple), imager with 18-mer spacer
between docking sequence and fluorescent dye (3a, red) and the 18-mer spacer with PO+C
(3b, blue). (a) Time series of representative super-resolved DNA-PAINT images, recon-
structed from five subsequent 5,000 frame long subsets of a 25,000 frame long acquisition
(in total 83 min). Additional examples are listed in the Appendix (Section IV.2.4, Supple-
mentary Figure IV.7, p. 82). Scale Bar: 100 nm. (b) Time traces of localizations within
circular areas picked as individual bindings sites. The alternating shade of the background
indicates the five subsets. DNA-PAINT raw data is available as Supplementary Material
(p. 278).
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three localizations per subset were counted as active docking sites. This cutoff slightly
changes the absolute numbers of active docking sites, but does not influence the qualita-
tive shape of the observed decays. Following this analysis, roughly 10 docking sites are on
average detected as active in the initial subset for the conventional imager in absence (1)
and presence of oxygen scavenging buffers (2a,b) (Figure IV.3a, left panel), in agreement
with previous investigations [Strauss et al., 2018]. With increasing measurement time, in-
creasing numbers of docking sites become inactive, leaving on average six binding sites per
nanostructure active, with the conventional imager at the end of the time series. In stark
contrast, less than one binding site is depleted on average during the entire measurement
in presence of oxygen scavenging buffers. The depletion of binding sites is limited to the
irradiated sample region, and non-irradiated areas are indistinguishable from a fresh sam-
ple (Figure IV.3a, right panel). In case of the 18-mer spacer (3a,b), we observe a decreased
association rate, leading not only to a lower number of localizations, but also to docking
sites not being visited frequently enough to classify docking sites reliably as active within
one subset. Using the whole time series to identify docking sites, the total number of active
docking sites is recovered to about 10, similar to the conventional imager (Supplementary
Figure IV.9, p. 84). Irrespective of the low association rate, docking sites are also depleted
for the imager carrying the 18-mer spacer (I0 = 0.2 kW/cm2) (Figure IV.3a). For the com-
bination of 18-mer spacer and oxygen scavenger PO+C (3b), we observe an increased error
rate within the automated structure alignment and a slightly decreased number of active
docking sites (Supplementary Figure IV.9, p. 84). As mentioned, the cut-off for unspecific
binding events does not influence the qualitative shape of the decay.
Further, the depletion can also be analyzed based on the kinetics of the reoccurring
binding events to individual DNA origami. We use the well-established analysis of the
duration of individual binding events and the time span between two consecutive binding
events, referred to as bright time τB and dark time τD, respectively [Schnitzbauer et al.,
2017, Jungmann et al., 2010, Jungmann et al., 2016]. For the conventional imager strand
(1), we observe an increasing dark time for later subsets, which directly reflects on the
depletion of binding sites (Figure IV.3b, top). For completely depleted binding sites, the
dark time becomes theoretically infinite. In practice, noise misinterpreted as localization
event limits the dark times and leads to a large scatter of the distribution of dark times
for later subsets. With the addition of oxygen scavenging buffers (2a,b), the average dark
time appears shorter and does not show any significant dependence on the measurement
time, indicating a strong reduction in the depletion of binding sites. The two oxygen
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(a) (b)
Figure IV.3: Quantitative analysis of the depletion of docking strands in DNA-PAINT
super-resolution microscopy. The five conditions displayed are identical to Figure IV.2. (a)
Left panel: active docking sites are counted individually on DNA origami nanostructures,
based on the back-translation of the position of docking sites picked on automatically
averaged nanostructures (Supplementary Figure IV.8, p. 83) and divided by the total
number of identified origami structures. The dashed line is a guide to the eye. Right panel:
a control of 5000 frames, equivalent to the first subset, was measured in a previously not
irradiated area on the same sample and compared to the initial number of active docking
sites (solid horizontal line) for the conventional condition (right panel). The total numbers
of identified DNA origami nanostructures for the five conditions are: (1) 786, (2a) 824,
(2b) 566, (3a) 690, (3b) 580 and 690 for the control of condition (1). (b) Box plots of
the bright times τB and dark times τD for the subsets shown in (a). Circles indicate the
median; bottom and top edges of the box (bold vertical lines) indicate the 25th and 75th
percentiles, respectively. The whiskers extend to the data points not considered outliers
(thin vertical lines); outliers are plotted individually as dots.
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scavenging systems PO+C and PCD+PCA seem to perform similarly well in reduction
of the depletion. For the 18-mer spacer, dark times are higher as for the conventional
imager, reproducing the apparent lower association rate (Figure IV.2b and Figure IV.3b).
Without oxygen scavengers (3a), an increase in dark times is observed, as depletion of
binding sites is induced under the chosen irradiation conditions. Adding oxygen-scavenger
to the 18-mer spacer (3b) stabilizes the dark times on the level observed in the first subset
without oxygen scavengers (3a).
The bright time τB, in return, is stable or slightly decreases with time (Figure IV.3b,
bottom). The conventional imager and the 18-mer spacer show similar bright times, short-
ened by the photo-bleaching of the fluorescent dye to less than 2 seconds. With the addition
of oxygen scavenging buffers, the bright times increase to roughly 4 seconds, matching the
values expected from SI-FCS measurements for a bleaching-free regime (Table IV.1 from
SI-FCS results below). The observed slight decrease in bright time can be attributed to an
artifact arising for two simultaneous binding events that are misinterpreted by the local-
ization algorithm [Schnitzbauer et al., 2017] as one longer binding event (Supplementary
Figure IV.10, p. 85). The more binding sites are accessible, the higher is the probability
for two imager strands to bind simultaneously. With increasing measurement time and
according depletion of binding sites, the probability to bind two imager strands decreases,
and thus the bright time approaches its true value in the later subsets. The dependencies of
dark and bright time on the number of docking sites per nanostructure appear similarly in
simulations (Supplementary Figure IV.10b, p. 85). Experimentally, the decreasing bright
time can be avoided by lower imager concentrations at the cost of extended measurement
times to maintain the total amount of localizations. The increasing dark time, however, is
intrinsic to the depletion of docking sites and can particularly hinder quantitative analyses
based on the association rate [Jungmann et al., 2016].
Table IV.1: Binding kinetics as measured by SI-FCS titrations of the imager concentra-
tions 〈A〉. Hybridization rates and affinity as obtained from the titrations in Figure IV.4.
The errors represent the 95% confidence bounds of the fit.
Imaging Condition ka [106 /(Ms)] kd [1/s] Kd [nM]
conventional 1.49± 0.17 0.303± 0.010 200± 30
PO+C 1.5± 0.4 0.268± 0.017 180± 60
PCD+PCA 1.3± 0.4 0.25± 0.02 190± 70
18-mer spacer 0.59± 0.11 0.245± 0.012 420± 100
18-mer spacer with PO+C 0.28± 0.12 0.26± 0.02 1000± 500
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The high irradiances necessary for precise localization of fluorophores in super-resolution
microscopy lead to a high probability of photo-bleaching fluorophores while still being at-
tached to the docking strand [Mücksch et al., 2018], thus adding an additional layer of
complexity. To further separate the effect of photo-bleaching from the depletion of in-
dividual binding sites, we analyzed the hybridization kinetics in a low irradiance regime
(I0 = 0.018 kW/cm2) with surface-integrated fluorescence correlation spectroscopy (SI-
FCS) [Mücksch et al., 2018]. The fluctuations in fluorescence intensity of transiently hy-
bridizing imager and docking strands are analyzed to extract the binding rates. This
approach does not rely on any localization or discrimination of individual binding events
and can thus be performed at orders of magnitude lower irradiances. Nonetheless, SI-FCS
traces exhibit a decaying mean fluorescence intensity that is accounted for by a monoexpo-
nential detrending of the intensity trace before the autocorrelation [Mücksch et al., 2018].
The fluorescence intensity I(t) of each integrated region is fitted and subsequently divided
by:
I(t) = I0 exp (−κt) + I∞ , (IV.1)
with the effective depletion rate κ characterizing the loss in fluorescence intensity, the am-
plitude I0 and the offset I∞ (Supplementary Figure IV.11, p. 87). For a one-component
reversible binding, the SI-FCS autocorrelation function GN(τ), with the amplitude nor-







A detailed derivation of the SI-FCS autocorrelation function is found in [Mücksch et al.,
2018]. The monoexponential correction (Equation (IV.1)) allows the accurate quantifica-
tion of kinetics via SI-FCS, when the characteristic decay time τc of the autocorrelation
function (ACF) is much shorter than the characteristic time of detrending (τc  1/κ).
With higher average concentration of fluorescent imager in solution 〈A〉, the probability
of docking sites to be occupied increases. In SI-FCS, an increase of imager concentration
manifests itself as a decrease of the characteristic decay time τc, which can be expressed
in terms of the association and dissociation rates ka and kd, respectively:
τc (〈A〉) = 1
ka〈A〉+ kd (IV.3)
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(a) (b)
(c) (d)
Figure IV.4: caption on next page.
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Figure IV.4: Depletion of docking sites investigated by SI-FCS at low irradiance
(0.018 kW/cm2). (a) Titration series of the imager concentration 〈A〉 with 9 nt over-
lap for conventional imager strands (black), addition of oxygen scavenging system PO+C
(turquoise) and PCD+PCA (purple). Data points and error bars represent mean and stan-
dard deviation from 64 regions of interest (5.1× 5.1 µm), respectively. Solid lines show the
fit to Equation (IV.2). The 95% functional error bounds are displayed as shaded areas.
(b) As (a) but comparing the conventional imager to the 18-mer spacer (red) and 18-mer
spacer with PO+C (blue). (c) The effective depletion rate κ (Equation IV.1) of docking
strands depends linearly on the occupation probability ρ, which is calculated from the con-
centration and the kinetic rate constants according to Equation (IV.6). Solid lines show
the fit to Equation (IV.4). Data points and errors are displayed as described in (a). The
inset shows the depletion rate κ on a logarithmic scale. (d) Samples as in (b) displayed as
in (c). SI-FCS raw data is available as Supplementary Material (p. 278).
We performed five titration series of the imager concentration 〈A〉 with otherwise iden-
tical conditions as described above: with conventional imager in absence of oxygen scaveng-
ing buffers (1), with PO+C added (2a), PCD+PCA added (2b), with the 18-mer spacer
(3a), and the combination of 18-mer spacer and PO+C (3b). We obtained similar hy-
bridization rates for conventional imager with and without oxygen scavenger system (Figure
IV.4a). Comparing the conventional to the oxygen-scavenged buffer, the dissociation rate
is slightly lowered ((0.303± 0.010)/s compared to (0.268± 0.017)/s, and (0.25± 0.02)/s
for conditions (1), (2a), and (2b) respectively). This decrease is potentially caused by
residual photo-bleaching of bound fluorophores, which was previously not observed when
determining a bleaching-free regime by variation of the excitation power [Mücksch et al.,
2018]. The imager with 18-mer spacer (3a,b) shows a decreased association rate (Figure
IV.4b), in agreement with the lower binding frequency observed in DNA-PAINT traces
(Figure IV.2b) and the higher dark times (Figure IV.3b). A lower association rate can
be caused by different steric features of the imager, which are reflected by a larger hydro-
dynamic radius. We determined the translational diffusion coefficient as (120± 20)µm2/s
for the 18-mer spacer, being by a factor 1.7 smaller than the diffusion coefficient of the
conventional imager (Supplementary Figure IV.6c, p. 80). We observe a difference for the
association rate in absence (3a) and presence (3b) of PO+C only slightly larger than the
estimated error of the measurement. The dissociation rate is similar to the conditions in
presence of oxygen scavenging buffer (Table IV.1).
To investigate the effect of depletion of binding sites in SI-FCS, we compared the
rate of the detrending κ (Equation (IV.1) and Supplementary Figure IV.11a, p. 87) in
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absence and presence of oxygen scavenging buffers and the 18-mer spacer. If the process
of depletion of docking sites is mediated by the fluorescent dye, only hybridized duplexes
create damages. Therefore, κ represents an effective depletion rate, which is given by a
depletion rate constant δ specific to the investigated system, lowered by multiplication with
the occupation probability ρ(〈A〉) of docking sites:
κ(ρ) = δ · ρ(〈A〉). (IV.4)
The occupation probability ρ is intuitively accessible as the fraction of the bright time





Bright and dark times are principally accessible from low irradiance PAINT measure-
ments, allowing for the individual detection of docking sites. High irradiances, however,
as required to resolve multiple narrow spaced binding sites on one DNA origami nanos-
tructure, reduce the bright time and hinder the direct determination of the occupation
probability. Without the need for localization, r can be expressed in variables accessible
from SI-FCS titrations, in particular the association rate ka = 1/(τD〈A〉) and the dissoci-
ation rate kd = 1/τB, as:
ρ = 11 + kd(ka〈A〉)−1 (IV.6)
Experimentally, we determine the specific depletion rate constant δ by varying the
concentration 〈A〉 of fluorescent imager in solution (Equation (IV.4)). For the conven-
tional imager (1), we confirm the linear dependence of κ(ρ) with a slope of δconv =
(470± 40)× 10−6/s. Strikingly, the slope δ decreases by two orders of magnitude when
oxygen scavenger is added (Figure IV.4c), thus nearly eliminating the depletion of bind-
ing sites ((20± 19)× 10−6/s and (30± 50)× 10−6/s, for PO+C and PCD+PCA, respec-
tively). Similarly, the 18-mer spacer reduces the depletion rate to (7± 4)× 10−6/s and
(33± 18)× 10−6/s in absence and presence of PO+C, respectively (Figure IV.4d). For the
low irradiances (I0 = 0.018 kW/cm2), employed in SI-FCS, the effect of depletion of binding
sites approaches zero for both oxygen scavenging systems and the 18-mer spacer. As ap-
parent from the estimated errors of the individual measurements, the differences observed
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for the close to zero depletion rates are indistinguishable within the precision of the mea-
surement. The depletion is only distinguishable from zero at high imager concentrations
(Figure IV.4b and Table IV.2).
Table IV.2: Slope of the linear fit of Equation (IV.4) to the depletion rate κ(ρ) in Figure
IV.4. The errors represent the 95% confidence bounds of the fit.




18-mer spacer 7± 4
18-mer spacer with PO+C 33± 18
IV.2.3 Discussion
To summarize, we have confirmed that docking strands in DNA-PAINT microscopy are
depleted by irradiation with visible light in an indirect process mediated by the excitation
of fluorescent dyes. DNA-PAINT microscopy with long acquisition series showed that
individual docking sites get irreversibly lost in irradiated areas (Figure IV.2 and Figure
IV.3). In the majority of SMLM methods, the resolution and signal-to-noise ratio (SNR) of
super-resolved images are limited by the photon-budget of fluorophores irreversibly bound
to labeled sites [Thompson et al., 2002,Deschout et al., 2014]. Making use of the reoccurring
binding and a large reservoir of fluorescent imager, DNA-PAINT is less limited by the
photo-bleaching of fluorophores to precisely localize binding sites [Schnitzbauer et al., 2017].
In this work, we showed that DNA-PAINT is ultimately limited by the eventual damage
of docking sites.
We showed evidence that the depletion of docking strands of DNA origami nanostruc-
tures is caused by damages of DNA handles and can thus be distinguished from photo-
bleaching of fluorophores (Figure IV.3). In our SI-FCS experiments, we find a linear
dependence of the effective depletion rate on the presence of fluorescently labeled imager
(Figure IV.4c,d). This does not only show that the depletion process is mediated by bound
fluorophores, but it also indicates that direct photo-damage of DNA is negligible compared
to fluorophore-mediated damages. Our experiments in oxygen scavenging buffers strongly
indicate the involvement of ROS in the depletion of available docking strands. Not only
do we see a significantly reduced depletion in high irradiance DNA-PAINT microscopy
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(I0 = 0.2 kW/cm2) (Figure IV.2 and Figure IV.3), but also in low irradiance SI-FCS
measurements (I0 = 0.018 kW/cm2), we observed a close to zero depletion rate (Figure
IV.4c,d and Table IV.2). The importance of ROS for photo-induced damages following
fluorescence excitation has been studied not only in the context of fluorescence photo-
bleaching [Ha and Tinnefeld, 2012,Eggeling et al., 1999,Widengren et al., 2007,Widengren
and Rigler, 1996,Eggeling et al., 2006,Zheng et al., 2014a], but also photo-toxicity [Dixit
and Cyr, 2003, Schneckenburger et al., 2012] and in particular DNA damage [Sies and
Menck, 1992,Matter et al., 2018,Cadet and Teoule, 1978]. ROS have also been shown to
contribute to photo-induced unbinding of proteins [Neumüller et al., 2010, Heinze et al.,
2009]. Generally, ROS are one of the main sources for DNA damage and have been in-
tensively investigated in relation to several kinds of cancer [Marnett, 2000,Malins et al.,
2018, Paz-Elizur et al., 2003, Liou and Storz, 2010]. Our results show the cause for the
depletion to be ROS generated downstream of the fluorescence excitation, diffusing to the
DNA origami nanostructures and finally damaging the exposed docking stands. From our
experiments, it is not possible to identify the type of created ROS, the type of induced
DNA damage or the affected DNA bases. Different ROS, most prominently singlet oxy-
gen and superoxide radicals, are supposedly formed from excited fluorescent states [Zheng
et al., 2014a, Bonnett and Martinez, 2001]. The likelihood and type of induced damage
is reported to be sequence dependent and enriched at duplex ends [Matter et al., 2018].
Previous studies suggest that guanine is preferentially damaged, due to its lowest redox
potential among the DNA bases [Prat et al., 1998,Neeley and Essigmann, 2006,Greenberg,
2004]. Not only were oxidation products frequently found in guanine repeats [Matter et al.,
2018,Prat et al., 1998], but also electron hole diffusion along the DNA leads to guanine ox-
idation distant from the site of single electron transfer [Hirakawa et al., 2003,Colson et al.,
1992,Yun et al., 2007]. On the other hand, adenine and thymine are the predominant bases
on the docking strand that are closest to the fluorescent dye upon imager binding. Thus,
most likely, a variety of damage types is induced simultaneously.
The probability of a ROS to reach a docking site by 3D diffusion scales with the squared
distance between both, assuming a much longer free path length of the ROS [Ogilby,
2010,Redmond and Kochevar, 2007]. Accordingly, a larger spacing between docking strands
and fluorophores reduced the depletion of binding sites (Figure IV.4b) at low irradiances
(0.018 kW/cm2). Oxygen scavenging buffers and the 18-mer spacer show similar depletion
rate constants ((20± 19)× 10−6/s, (30± 50)× 10−6/s and (7± 4)× 10−6/s, for PO+C,
PCD+PCA and 18-mer spacer, respectively), suggesting that both are similarly effective
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in eliminating photo-toxic effects (Figure IV.4c,d and Table IV.2). Addition of PO+C to
the 18-mer spacer did not show any further improvement for SI-FCS measurements. The
given error of the close to zero depletion rates potentially underestimates the measurement
uncertainty, as slow exponential decays (up to 106 s) are fitted only with limited accuracy
based on 5-h measurements. Based on our results, we regard them indistinguishable. At
the high irradiances (0.2 kW/cm2) used for super-resolution microscopy, the 18-mer spacer
is significantly less efficient in lowering the depletion (Figure IV.3). In contrast, the de-
pletion seems to occur at a rate similar to the conventional (1) imager and does not show
a significant improvement in the stability of docking sites. Adding PO+C to the 18-mer
spacer (3b) eliminates the depletion of docking sites as effectively, as for the short imager
(2a). We hypothesize that this difference is caused by the different irradiances intrinsic to
the two applied methods. Photo-reactions from excited states are known to depend non-
linearly on the excitation irradiance [Eggeling et al., 1999,Eggeling et al., 2005,Widengren
et al., 2007]. Comparing the feasibility for kinetic investigations compared to localiza-
tion precision, a large spacer is expected to decrease the accuracy in SMLM, due to the
larger accessible space for the fluorophore upon DNA hybridization [Deschout et al., 2014].
On averaged DNA-PAINT images of several hundred origami nanostructures, the 18-mer
spacer imager resolves binding sites with overall precision and accuracy (Supplementary
Figure IV.8, p. 83) comparable to the imager with the fluorescent dye attached in close
proximity to the docking strand. Individually localized origami nanostructures exhibit a
significant loss in image quality that is additionally reduced by the lower association rate
of the 18-mer spaced imager (Table IV.1). Interestingly, adding PO+C to the 18-mer
spacer (3b) improves the achievable resolution, reaching results similar to the conventional
imager strands (2a). We attribute the reduced blur of the 18-mer spacer with PO+C
on the averages to the lower association rate and thus fewer simultaneous binding events
(Supplementary Figure IV.8, p. 83). The effect is alternatively achieved in DNA-PAINT
acquisitions by a lower imager concentration. A reduced association rate of the 18-mer
spaced imager compared to the conventional imager can be partially attributed to a larger
hydrodynamic radius, as experimentally confirmed by diffusion measurements in confo-
cal FCS (Supplementary Figure IV.6c, p. 80). For applications based on the kinetics of
binding, in particular SI-FCS [Mücksch et al., 2018] and qPAINT [Jungmann et al., 2016],
adding a spacer sequence improves the photo-stability at low-irradiance conditions, while
being free from chemical modifications and not requiring specialized buffers. Generally, we
expect the positioning of the fluorescent dye with respect to the binding sequence to offer
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unexplored optimization potential for reducing photo-toxicity in applications without the
need for maximally precise localization.
In SI-FCS, a second component to the autocorrelation function can be observed at lag
times larger than 10 seconds with concentrations of conventional imager strands higher
than 30 to 100 nM (Supplementary Figure IV.11b, p. 87). We previously speculated that
unspecific binding might be the main cause for this second component [Mücksch et al.,
2018]. In the light of the results presented in this work, we now assume the photo-induced
depletion of binding sites to be the primary cause (Supplementary Figure IV.11b, p. 87).
While at low concentrations the applied detrending is sufficient to eliminate additional
contributions in the correlation curve, with increasing concentration, the depletion and
therefore the second component becomes more pronounced. The oxygen scavenging sys-
tem PO+Cmassively reduces the depletion of docking strands even at the highest employed
concentrations (300 nM, Supplementary Figure IV.11a, p. 87) and therefore removes the
second contribution from the autocorrelation curves (Supplementary Figure IV.11b, p. 87).
The second employed oxygen scavenging system (PCD+PCA) exhibits fluctuating inten-
sity traces that are not fully described by a monoexponential detrending. In particular,
we observe periods with increasing average fluorescence intensities that are not observed
in any other experimental condition. In our hands, PCD+PCA causes less stable exper-
imental conditions, which manifest themselves as fluctuating fluorescence intensities over
time. This effect is particularly pronounced for sample life spans exceeding hours or days.
The observed instabilities may potentially be attributed to a nuclease contamination of
PCD [Senavirathne et al., 2015]. In case of PO+C, we did not find any hint on alterations
of the sample and therefore conclude PO+C to be favorable for long lasting acquisitions.
The 18-mer spacer exhibits a second component of the autocorrelation, which is becom-
ing further pronounced by adding PO+C. We speculate that the 18-mer spacer exhibits
additional dynamics on the time scale of tens of seconds, which are independent of the
concentration and thus different from previously observed additional components in SI-
FCS. Under all conditions, we observe at concentrations above 30 to 100 nM, depending
on the condition, that the correlation curves do not decay to zero, irrespective of the ad-
dition of oxygen scavenging buffers or the extension with the 18-mer spacer. We therefore
assume that a non-perfect focus stabilization, fluctuating laser intensities or temperature
changes during a 5-h measurement may account for the multiple components on the time
scale of min. However, those contributions separate well in time from the decay of interest
of the autocorrelation function and therefore do not hinder the quantitative analysis of
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autocorrelation curves.
In summary, we have shown that in DNA-PAINT super-resolution microscopy, binding
sites are damaged by ROS, which are generated from excited fluorescent dyes on hybridized
imager strands. Not only does this effect limit the achievable acquisition time of DNA-
PAINT, but it also hinders quantitative analysis based on the kinetics of the hybridization
reaction. Similarly, long acquisition series in SI-FCS show artifacts generated by the loss
of binding sites even though performed at low irradiances to avoid photo-bleaching. DNA-
PAINT super-resolution microscopy and SI-FCS measurements benefit from the use of
oxygen scavenging buffers, of which PO+C showed best long-term stability. Further, we
presented an extended imager strand with an 18-mer spacer that drastically reduces the
depletion of binding sites at low irradiances without additives to the sample. In particular
for applications exploiting the kinetics of DNA hybridization, not only the addition of
oxygen scavenging systems, but also a design placing the dye at larger distance from the
docking site, will improve quantitative analysis. We believe that these results will be of
general interest for the future design of fluorescence-based, minimally invasive applications
of DNA nanotechnology. To our knowledge, this is the first time that the PO+C oxygen
scavenging system has been applied to enhance the performance of DNA-PAINT super-
resolution microscopy and we believe this system to be of use also in the context of three-
dimensional cellular imaging of fixed specimen, which requires extended acquisition times.
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IV.2.4 Appendix
Figure IV.5: With increasing measurement time, the total number of localizations per
DNA origami nanostructure decreases. One large time series of 25,000 frames (83 min)
was drift corrected and subsequently divided into five subsets of 5000 frames (17 min
each). Acquiring an additional 5000-frame-subset on the same sample in a previously not
irradiated area recovers the initial number of localizations, indicating that bulk bleaching
of fluorophores in solution is negligible compared to the locally observed decrease in the
number of localizations.
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Figure IV.6: caption on next page.
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Figure IV.6: Confocal FCS measurement of the imager concentration and diffusion co-
efficient. (a) Representative autocorrelation curves for the conventional imager with their
respective fits to a simple 3D diffusion model (Equation B.1, p. 277) and residuals. The
three displayed curves have the target concentrations 10 nM (black), 30 nM (blue) and
300 nM (brown) and the measured concentrations 9.8 nM, 29.7 nM and 310 nM, respec-
tively. (b) Normalized autocorrelation curves at the target concentration 10 nM for the
conventional condition (identical to (a)) and the 18-mer spacer, leading to a decrease in
the diffusion time. (c) Diffusion coefficient D for the conventional and 18-mer spacer
condition at different concentrations. The average diffusion coefficients (dashed lines) are
determined as (mean±std.): (201± 5) µm2/s (in good agreement with previously reported
results [Mücksch et al., 2018,Stellwagen et al., 2003]) and (120± 20)µm2/s for the conven-
tional and the 18-mer spacer, respectively. Based on the determined diffusion coefficients,
we conclude that bleached imager within the TIRF excitation volume is predominantly
recovered from solution by diffusion along the direction of the evanescent excitation. The
diffusion time can be estimated as tD ∼ d2ev/D, with dev being the evanescent field of the
TIRF illumination. Assuming the penetration depth as dev ∼ 75 nm [Niederauer et al.,
2018], we obtain tD ∼ 50 µs, three orders of magnitude faster than the PAINT exposure
time (200ms) or the minimal SI-FCS correlation time (100ms). In the high irradiance
regime (I0 = 0.2 kW/cm2), the rate of photo-bleaching within the TIRF illumination can
be assumed four orders of magnitude slower than the recovery by diffusion, based on the
bright times found for the conventional condition, which is shortened by photo-bleaching
to τB ∼ 2 s (Figure IV.3b). Raw data of confocal FCS measurements is available as Sup-
plementary Material (p. 278).
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(b)
Figure IV.7: Selected DNA-PAINT super-resolved images of DNA nanostructures show-
ing the depletion of binding sites in the five different conditions. (a) Images for the conven-
tional imager (1). Five rows display different nanostructures that showed a high number of
initially available docking sites. Images along the five columns represent the localizations
within a subset of 5000 frames from a 25,000 frame long measurement. Scale bar: 100 nm.
(b) Images taken with addition of the oxygen scavenging buffer PO+C (2a), PCD+PCA
(2b), extension with an 18-mer spacer (3a) and the combination of 18-mer spacer and
PO+C (3b).
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Figure IV.8: Averaged super-resolved DNA-PAINT images of DNA origami nanos-
tructures for the whole time series of 83 min. The total numbers of identified
DNA origami nanostructures nns employed for averaging are stated above the aver-
age images. Line profiles of total number of localizations through the two lower
left points from each averaged image were fitted with a double Gaussian function(












. The number stated for each peak is the
FWHM (in nm) and can be interpreted as a measure of the achievable resolution; the
peak-to-peak distance is shown above the plot. Additionally, the value of the nearest
neighbor analysis (NeNA) [Schnitzbauer et al., 2017,Endesfelder et al., 2014] is shown for
the first subset.
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Figure IV.9: The observed lower number of active docking sites for the 18-mer spacer
(conditions 3a and 3b) is caused by the lower association rate of the extended imager.
Identifying active docking sites on the whole time series of 25,000 frames, recovers the
number of initially active docking sites expected from the conventional imaging condition
(condition 1).
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Figure IV.10: The number of available docking sites per origami structures influences the
dark and bright times. (a) Intensity trace (representative section) of localizations assigned
to the DNA origami presented in Figure IV.2 (PO+C) showing the effect of simultane-
ous binding. The step-wise increase corresponds to binding of imager strands, while the
step-wise decrease indicates unbinding of an imager strand or photo-bleaching of individ-
ual fluorophores. (b) Comparison of experimentally obtained kinetics with simulations of
origami nanostructures exposing a varying number of docking sites. On the one hand, a
depletion of docking sites causes an increase in dark time τD, as individual hybridization
events are as probable, but the number of possible binding partners is reduced. On the
other hand, the localization algorithm counts temporally overlapping binding events within
one diffraction-limited spot as one longer binding event. The probability for simultaneous
binding increases with the number of binding sites in one diffraction limited spot. For the
simulation, we made the following assumptions, based on the results from SI-FCS mea-
surements (see Table IV.1): association rate ka = 1.5× 106 /(Ms), kd = 0.3/s, c = 10 nM
and the number of binding sites decreasing step-wise with every subset from initially 12
to finally four binding sites. The simulated intensities from individual binding sites added
up to obtain intensity traces for origami nanostructures.
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(a) (b)
Figure IV.11: caption on next page.
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Figure IV.11: Influence of the depletion of binding sites on the autocorrelation function:
(a) Decays of the integrated fluorescence intensity within a representative region of interest
(dark shade) and fit of the mono-exponential detrending function (Equation (IV.1), light
shade). For all five conditions (conventional, addition of oxygen scavenging system (PO+C
and PCD+PCA), 18-mer spacer and 18-mer spacer with PO+C) an example at low and
high concentration is shown. The concentrations of individual samples were measured by
confocal FCS. (b) Representative normalized autocorrelation functions and residuals with
conditions as in (a) (solid lines). Shaded areas represent the standard deviation from 64
regions of interest.
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The following section is not part of the contributed publication.
IV.3 Nuclease Activity of Oxygen Scavenging Sys-
tems
When using the PCD+PCA oxygen scavenging system, we found long-term intensity fluc-
tuations on the order of tens of minutes to hours. Additionally, PCD+PCA shows a
second contribution to the autocorrelation curve at high concentrations (Supplementary
Figure IV.11, p. 87). Finally, we have found that the achievable long-term sample stability
of DNA-PAINT samples of up to multiple days is compromised when using PCD+PCA.
Senavirathne et al. found that commercially available PCD+PCA shows nuclease activ-
ity [Senavirathne et al., 2015]. To investigate nuclease activity in our samples, we compared
confocal FCS measurements at different time points after the sample preparation (Figure
IV.12). Imager strands without addition of oxygen scavenging system (conventional) and
with the addition of PO+C show no change in the measured diffusion coefficient over mul-
tiple days. However, with addition of PCD+PCA, we observe an increase of the apparent
diffusion coefficient as determined by confocal FCS. Measurements at less than 12 hours
after the sample preparation lead to diffusion coefficients in agreement with the values for
the conventional imager. In contrast, after three days, the apparent diffusion coefficient
reaches the one of free Cy3B in solution. The observed trend is in agreement with the re-
ported nuclease activitiy [Senavirathne et al., 2015]. In conclusion, PCD+PCA is limited
in its applicability to long-term observations of DNA-based samples. PO+C did not result
in apparent alterations of the sample over the time course of one week and thus appears
better suited for DNA-PAINT samples.
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Figure IV.12: Influence of the time of sample preparation on the diffusion
coefficient. (A) Confocal FCS curves for three conditions with the PCD+PCA oxygen
scavenging system (2b), measured at different times after sample preparation. Autocorre-
lations are shown with their respective fits to a simple 3D diffusion model (Equation B.1, p.
277) and the residuals. (B) Resulting apparent diffusion coefficients for the conventional
(1, black), PO+C (2a, turquoise) and PCD+PCA oxygen scavenging system (2b, purple).
The determined average diffusion coefficient (Supplementary Figure IV.6, p. 80) is shown
for comparison as solid horizontal line with the standard deviation as dashed lines. The
diffusion coefficient of free Cy3B-malemide solution is shown in red (dash-dot).
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MILLISECOND BINDING KINETICS WITH
SI-FCS: DIRECT CHARACTERIZATION OF THE
TIRF EXCITATION
V.1 The Influence of Solution Diffusion on Binding
Studies with SI-FCS
SI-FCS is not principally but practially limited in the accessibility of long residence times
(Figure III.7, p. 47). As discussed in Chapter IV, many systems show long-term insta-
bilities restricting individual measurements to multiple hours or up to one day and thus
the accessible residence times of molecules to below 5min. Towards short times, SI-FCS is
ultimately limited by the time-resolution of the detector or the amount of photons collected
from one binding event. For the employed EMCCD-based camera detection, we used 10ms
exposure times, which we estimate 10-fold higher than what is practically achievable with
standard EMCCD or scientifc metal-oxide semiconductor (sCMOS) cameras [Sankaran
et al., 2009,Capoulade et al., 2011,Bag et al., 2012]. Acquiring SI-FCS curves significantly
below 1ms requires either a significant reduction of the acquisition area, thus limiting mul-
tiplexing opportunities, or major adaptations to the detection scheme. The low noise of
our SI-FCS acquisitions at short lag times (Figure III.2, p. 33) highlights the potential of
the system under investigation to record low-noise correlation curves at lag times below
10ms. In particular, single-point detection schemes, e.g. PMTs or APDs, can be converted
into area detection by optical demagnification and allow the recording of autocorrelation
curves down to microseconds. The implementation is thus similar to the initial designs by
Thompson and colleagues [Thompson et al., 1981].
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Figure V.1: Influence of solution diffusion on SI-FCS measurements as previously
presented in [Mücksch, 2018]. Parameters of the simulation were: 〈A〉 = 10 nM, DC =
200 µm2/s, kd = 10/s, ka = 5× 106/(M s), dev = 100 nm, a = 4.8 µm2.
V.1.1 Influence of the Cross-correlations of Solution Diffusion
and Binding
The major challenge in this time domain, however, is not the time resolution of the detec-
tors, but the loss of the separation of time scales of solution diffusion and binding reaction.
To illustrate the contributions to the autocorrelation function we simulated the diffusion
and binding (A+B  C) of molecules, assuming a monoexponential decay of the evanes-
cent field, surface-immobilized binding sites and a squared integration area with side length
a. The autocorrelation Gtot of the fluorescent signal from molecules in solution and bound
to the surface decomposes to
Gtot(τ) = GAA(τ) +GAC(τ) +GCA(τ) +GCC(τ) . (V.1)
Here, GAA, GCC, GAC and GCA are the autocorrelation functions of diffusing molecules,
bound molecules, and the two cross-correlations, respectively. The autocorrelation curves
were calculated individually from the Monte Carlo simulations, in which the number of
molecules in states A and C is known for every instance in time.
As apparent in Figure V.1, the SI-FCS autocorrelation function (black) shows a clear
contribution from solution diffusion (blue) at short lag times. Here the binding time is
k−1d = 0.1 s and thus significantly shorter than in Chapters III and IV. For lower diffusion
coefficients DA, the diffusion contribution GAA shifts towards longer lag times. The relative
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amplitude of the contributions from diffusing and bound molecules depends on the ratio of
the numbers of diffusion and binding events. Thus, for higher concentrations of molecules
in solution, the amplitude of the solution contribution is enhanced [Lieto et al., 2003].
Further, the solution contribution depends on both, the axial diffusion along the direction
of the evanescent field and the lateral diffusion parallel to the surface through the detection
volume. Larger integration ROIs and larger penetration depths therefore generally shift
the solution contribution towards longer lag times [Lieto et al., 2003, Ries et al., 2008a]
(Section II.1.3, p. 12).
Despite major efforts, a closed-form analytical solution for the three-dimensional au-
tocorrelation function incorporating binding kinetics and diffusion through the evanescent
field has not been found [Thompson et al., 1981,Thompson, 1982,Lagerholm and Thomp-
son, 1998, Starr and Thompson, 2001,Lieto et al., 2003,Thompson et al., 2011,Lieto and
Thompson, 2004, Ries et al., 2008a] (see also Section II.1.3, p. 12). Even more chal-
lenging is the incorporation of more complex binding models that deviate from a simple
ligand-receptor binding.
As SI-FCS is aiming at the determination of binding kinetics without the need to
precisely quantify diffusion coefficients, we were seeking a simple solution to remove the
influence of solution diffusion on the quantification of binding dynamics. We therefore
suggest that in many applications, for the determination of binding kinetics it is sufficient to
use a fitting model based separately on the solution diffusion and the binding contribution.
Neglecting the cross-correlations GAC = GCA ≈ 0 (Section II.1.3) drastically simplifies the
autocorrelation model
G(τ) ≈ GAA(τ) +GCC(τ) . (V.2)
Most importantly, closed-form analytic solutions for the individual cases of solution
diffusion (GAA) and binding (GCC) have been presented previously [Starr and Thompson,
2001, Ries et al., 2008a] (Section II.1.3.1). This approximation, however, will not hold
generally and therefore needs to be confirmed, e.g. by simulations, for the specific case.
Nonetheless, we believe this approach to be of great use in the determination of binding
rates with SI-FCS as presented in Chapters III and IV, but with faster binding kinetics.
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V.1.2 The Axial Autocorrelation Function in Objective-type TIR-
FCS
A further difficulty arises with the use of objective-type TIR-FCS [Hassler et al., 2005a,
Hassler et al., 2005b, Anhut et al., 2005]. In Section II.1.3 (p. 12) we presented the
closed-form analytic solution for the autocorrelation function of diffusion in absence of
binding kinetics GAA [Ries et al., 2008a]. In the presented derivation and throughout
the literature, the axial molecule detection function is assumed to be dominated by the
evanescent field, which is characterized by a simple monoexponential decay (Equation II.18,
p. 16). The importance of the axial excitation profile for accurate TIR-FCS measurements
is nicely illustrated by the inverse experiment of Harlepp and colleagues, determining the
penetration depth from the experimentally obtained autocorrelation function in prism-type
TIR-FCS [Harlepp et al., 2004]. The accuracy of the axial autocorrelation function can
be further improved by incorporating the effect of SAF [Anhut et al., 2005, Ries et al.,
2008a,Ries et al., 2008b].
However, in objective-type TIRF microscopy a second, penetrating component of the
TIRF excitation has been described by multiple groups [Brunstein et al., 2014b,Brunstein
et al., 2014a,Mattheyses and Axelrod, 2006,Oreopoulos and Yip, 2008]. This suggested
second decay, is supposedly non-evanescent and penetrates the sample at length scales
significantly exceeding the penetration depth of the evanescent field. Such a second con-
tribution would alter the axial autocorrelation function and potentially contribute to the
combined autocorrelation function at time-scales relevant for the discrimination of solution
diffusion and binding dynamics.
To improve the quantification of surface-binding with SI-FCS, we developed a calibra-
tion slide to precisely quantify the axial shape of the illumination profile in our objective-
type TIRF microscope (Figure A.1, p. 264). As our approach is fluorescence-based, it
does probe the effective detection profile as found in SI-FCS experiments, including effects
from SAF [Ries et al., 2008a] and the limited objective’s axial collection efficiency. The
obtained TIRF profile will thus benefit not only the accurate modeling of the autocorre-
lation function, but quantitative assays based on the excitation profile in objective-type
TIRF microscopy in general. Potential applications include the precise axial positioning
of fluorescence emitters, e.g. for the calibration of three-dimensional super-resolution mi-
croscopy [Huang et al., 2008,Pavani et al., 2009] or three-dimensional resolution in TIRF
microscopy by incident angle scanning [Olveczky et al., 1997,Boulanger et al., 2014].
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V.2.1 Introduction
Total internal reflection fluorescence (TIRF) microscopy makes use of a rapidly decaying
evanescent field at the interface of two media of different refractive indices to selectively
excite fluorophores close to the interface, e.g. at the plasma membrane of a cell on a
coverslide. The brightness of a fluorophore reflects the local excitation intensity, therefore
the axial dependence of the excitation field in TIRF microscopy offers the possibility to
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infer the z-position of a fluorophore. Observing the position, movement, or distribution
of molecules in, or at the cell membrane provides insights into many biological processes,
such as endo- and exocytosis [Merrifield et al., 2002,Midorikawa and Sakaba, 2015,Oheim
et al., 1998,Saffarian and Kirchhausen, 2008,Steyer et al., 1997,Barg et al., 2010] or cellular
signaling [Brodovitch et al., 2015, Poteser et al., 2016,Williamson et al., 2011, Lomakina
et al., 2014,Chang et al., 2016], as well as (super-resolved) structural information [Hocdé
et al., 2009, Jung et al., 2016, Boulanger et al., 2014, Olveczky et al., 1997, Cardoso Dos
Santos et al., 2016,Cardoso Dos Santos et al., 2014, Fu et al., 2016]. However, a precise
knowledge of the axial excitation profile is often required to accurately interpret TIRF
data [Merrifield et al., 2002,Midorikawa and Sakaba, 2015, Oheim et al., 1998, Saffarian
and Kirchhausen, 2008,Steyer et al., 1997,Barg et al., 2010,Brodovitch et al., 2015,Poteser
et al., 2016,Williamson et al., 2011,Lomakina et al., 2014,Chang et al., 2016,Hocdé et al.,
2009, Jung et al., 2016, Boulanger et al., 2014,Olveczky et al., 1997,Cardoso Dos Santos
et al., 2016,Cardoso Dos Santos et al., 2014,Fu et al., 2016,Liu et al., 2009,Sarkar et al.,
2004, Seol and Neuman, 2018, Tutkus et al., 2017]. Theory predicts a single-exponential
decay function for the axial TIRF intensity Iexc(z) with a penetration depth dev [Gingell
et al., 1987]:





n21 sin2 θ − n22
(V.3b)
with I0,exc the intensity directly at the interface, n1 the refractive index of the coverslide
and n2 the refractive index of the sample. Thus, under ideal conditions, the penetra-
tion depth of the evanescent field dev depends only on the incident angle θ towards the
optical axis, for given excitation wavelength λ and refractive indices n1 > n2 of the sam-
ple. Therefore, in previous studies, the penetration depth is often calculated based on
measurements of the incident angle [Barg et al., 2010, Hocdé et al., 2009, Cardoso Dos
Santos et al., 2014, Fish, 2009, Burghardt, 2012, Paszek et al., 2012]. However, precisely
determining the incident angle may be cumbersome and complicates the optical setup.
Furthermore, deviations from the theoretical single-exponential profile have been observed
in objective-type TIRF microscopy, presumably caused by light scattering in the optical
path or optical aberrations [Brunstein et al., 2014b, Brunstein et al., 2014a,Mattheyses
and Axelrod, 2006, Oreopoulos and Yip, 2008]. Available methods for the direct char-
acterization of the excitation profile, which are in principle sensitive to deviations from
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the single-exponential profile, (i) are not applicable in typical (aqueous) refractive index
environments [Olveczky et al., 1997, Mattheyses and Axelrod, 2006, Steyer and Almers,
1999], (ii) potentially alter the evanescent field by introducing a medium with a different
refractive index than the sample [Boulanger et al., 2014, Steyer and Almers, 1999, Fiolka
et al., 2008, Cabriel et al., 2018], (iii) require modifications of the setup [Saffarian and
Kirchhausen, 2008,Liu et al., 2009,Sarkar et al., 2004,Seol and Neuman, 2018,Oreopoulos
and Yip, 2008,Brutzer et al., 2012,Ramachandran et al., 2013,Graves et al., 2015] or (iv)
require sophisticated sample preparation [Brutzer et al., 2012,Gell et al., 2009]. Promising
attempts to fabricate a TIRF calibration slide were recently made by Unno et al. [Unno
et al., 2015,Unno et al., 2017] who analyzed TIRF emission from different z-positions on
a polymer substrate that matches the refractive index of water. However, their imprint
lithography patterning process requires advanced cleanroom equipment and the number of
available step heights was limited to three [Uchida et al., 2016].
Due to the lack of a fast and simple way to directly characterize the excitation pro-
file particularly for biological applications, potentially valuable information encoded in
the z-dependent intensity of the fluorophores is often entirely neglected or used non-
quantitatively, limiting the interpretation of TIRF microscopy data [Toomre and Bew-
ersdorf, 2010]. We here present a dip-coating based method to fabricate TIRF calibration
slides with ten steps that are easy to use, applicable in a water-refractive index environ-
ment, have a long shelf-life, and are compatible with standard TIRF microscopes.
V.2.2 Methods
V.2.2.1 Dip Coating
The calibration slides were fabricated by depositing a staircase-like polymer profile onto
conventional microscopy coverslides (24 mm×50 mm, thickness 170 µm±5 µm, Paul Marien-
feld GmbH & Co. KG, Lauda Königshofen, Germany) (Figure V.2). The fluoropolymer
material, MY-133MC (Mypolymers Ltd., Ness Ziona, Israel), was selected for its refrac-
tive index, stated to be 1.330 at a wavelength of 589 nm, closely matching that of water
(Mypolymers Ltd., MY-133MC Datasheet 2018). The refractive index was confirmed us-
ing a refractometer (AR7 Automatic Refractometer, Reichert Inc., New York, USA) as
nmeasured = 1.3292± 0.0004 (mean and standard deviation of triplicate measurements).
The polymer cures upon exposure to ambient humidity, which allows for an easy manufac-
turing process without the need for (photo-)lithography or cleanroom equipment. Deposi-
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tion of the polymer was carried out using a custom-built dip coating setup (see Appendix
C.2, p. 280), which consisted of a motorized precision linear stage (LTM 45-50-HiSM
with position control unit PS10-32, OWIS GmbH, Staufen, Germany) set up vertically on
an optical breadboard, and a cuvette containing the dip coating solution (Makro-Küvette
6030-OG, Hellma GmbH, Müllheim, Germany). The coverslides were placed into a custom
3D-printed mount on the linear stage.
Initially, the coverslide was coated with an optical cleaning polymer (First Contact,
Photonic Cleaning Technologies, Wisconsin, USA), which formed a removable layer on
both sides of the coverslide. This layer was stripped off one side and the samples were
then dip coated at 1mm/s with a solution of the polymer MY-133MC, diluted in the
fluorosolvent Novec 7500 (3M, Neuss, Germany), leaving a thin layer of polymer to small
variations of the withdrawal speed, but highest reproducibility was achieved far from the
maximum speed of the employed stage (2mm/s) and slow speeds leading to significant
evaporation during withdrawal (0.1mm/s).
To obtain a multistep slide, dip coating of MY-133MC was repeated several times,
at each iteration moving less far into the dip coating solution, thus creating a step-like
pattern on the coverslide. After each iteration, the coverslide was left to cure for one hour
at ambient temperature and humidity. Since the adhesion of the dip coating solution to
the glass surface is different from the adhesion to the already coated surface, the initial
dip coating step was performed at a concentration of 1% (v/v), and further steps at a
concentration of 3% (v/v). In order to sample the excitation profile at a distance h dev,
another step was deposited at a concentration of 10% (v/v) (Figure V.3d). Finally, the
remaining First Contact layer was removed, leaving the coverslide patterned on only one
side. Final curing was achieved overnight at ambient temperature and humidity.
The cured polymer layers are chemically stable and do not show signs of deterioration
over time, or due to washing with commonly used solvents (e.g. isopropyl alcohol, ethanol,
purified water), as expected for polymers belonging to the fluoropolymer class [Thomas,
1999,Smith et al., 2014]. Revisiting the same slide after two months and multiple washing
steps yields equivalent height distributions (see Appendix C.3, p. 281).
V.2.2.2 Characterization of the Polymer Height
The height of each polymer step relative to the coverslide surface was measured using an
atomic force microscope (AFM Nano Wizard 3, JPK Instruments AG, Berlin, Germany).
In order to reference to the original glass surface, the polymer coating was scratched with
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Figure V.2: (a) Calibration slide concept. The TIRF excitation profile is axially sampled
by imaging the fluorescent emission of freely diffusing fluorophores in aqueous solution
above water refractive index matched polymer step layers of different height on a coverslide.
(b) Fabrication of the calibration slide. A coverslide is coated with a staircase-like profile
of a polymer with a refractive index matching that of water (yellow) by repeatedly dip
coating the coverslide in a dilute solution of the polymer. Discrete z-steps are obtained
by iteratively dip coating the slide while adjusting immersion depth. A protective layer
(black) enables the removal of the polymer on one side. (c) Fiducial marks for alignment
and measurement of the polymer step height. Fiducials visible in both AFM and TIRF
microscopy are created by scratching each polymer step layer with a blade. The scratch
also enables the access to the glass surface for measuring the height of the polymer coating
with the AFM (Figure V.3).
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a blade (Cutfix stainless scalpel #22, Aesculap AG, Tuttlingen, Germany) along the whole
length of the coating. AFM height distributions were generated using Gwyddion [Nečas
and Petr, 2012] and fitted by the sum of two Gaussian functions g(x) = a·exp(−x2/(2σ21))+
b · exp((−x − µ)2/(2σ22)) with free fitting parameters a and b, µ the height of the coating
and σ1 and σ2 the respective standard deviation of the height of the glass surface and






2(x, y) dx dy with z(x, y) the vertical AFM tip displacement at point (x, y).
Each step was scratched a second time, perpendicularly, creating fiducial marks to
ensure AFM and TIRF imaging at the same position (Figure V.2c). Thorough removal
of the coating inside the scratched trench and the absence of damage to the glass surface
were confirmed by imaging the beginning of the scratch at the onset of the dip coated area
(see Appendix C.3, p. 281).
V.2.2.3 TIRF Imaging
The calibration slides were imaged by a previously introduced custom-built objective-type
TIRF setup with focus stabilization, which was constructed around a Nikon Ti-S micro-
scope body (Nikon GmbH, Düsseldorf, Germany) [Mücksch et al., 2018]. Total internal
reflection of the excitation laser beam was implemented by focusing the laser beam (achro-
matic lens, f = 225 mm, #47-646-INK, Edmund Optics, Karlsruhe, Germany) on the
periphery of the back focal plane of the objective (Nikon SR Apo TIRF, 100x magnifica-
tion, 1.49 numerical aperture). A piezo-electric stage (Q545, Physikalische Instrumente,
Karlsruhe, Germany), hereafter referred to as TIR angle stage, was used for translating
the excitation beam in the back focal plane in order to adjust the incident angle towards
the optical axis (see Appendix C.4, p. 284). Optionally, magnification telescopes expanded
the excitation laser beam three-fold or ten-fold.
Dip coated calibration slides were prepared for imaging by placing a spacer (22 mm ×
40 mm×0.8 mm SecureSeal Hybridization Chambers, Grace Bio-Labs, Oregon, USA) on the
coverslide. The calibration slides were loaded with aqueous solution of 5 µM Alexa Fluor
488 dye (Thermo Fisher Scientific Messtechnik GmbH, Munich, Germany) and imaged at
an excitation wavelength of 491 nm (Cobolt Calypso 491 nm, Cobolt AB, Solna, Sweden).
Calibration data were acquired by moving the sample on the motorized xy-stage to
the height-characterized areas in the vicinity of the fiducial marks and by recording the
respective fluorescence intensity there. The objective was focused on the upper surface
of the coverslide and was stabilized at this position throughout the measurement. TIRF
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images were background corrected by imaging the respective coating steps with pure water,
instead of fluorophores in solution, with otherwise unchanged conditions. The contribution
of the polymer’s autofluorescence to the background signal was shown to be negligible
compared to the fluorescence signal level generated by the dye (see Appendix C.3, p. 281).
V.2.2.4 Data Analysis
The axial extent of the objective’s detection point spread function is much larger than the
penetration depth of the evanescent field, which is typically 60 nm – 200 nm. We determined
the detection point spread function from the z-dependent intensity of a fluorescently labeled
lipid bilayer, that can be approximated by a Lorentzian function (s/pi · (s2 + z2)−1) with
a full-width half maximum of 2s = 1.7 µm. Therefore, the camera detection profile can be
assumed constant in the range of the evanescent field. The free fluorophores are excluded
from the solid polymer step layers and an integration of the axial excitation along z from
the height h of the polymer coating to infinity maintains the theoretical single-exponential
excitation profile.
Fluorescence intensity data were analyzed using two different methods. For excitation
laser beam diameters considerably smaller than the field of view, a z-dependent spatial
separation of evanescent and non-evanescent contributions could be observed (Figure V.4a
and Appendix C.5, p. 286). For each polymer step height, both contributions were fitted by
a 2D Gaussian function. Penetration depths were directly obtained by single-exponential
fits to the 2D Gaussian amplitudes identified with the evanescent field (Figure V.4b).
Alternatively, for arbitrary excitation laser beam diameters, fluorescence intensity data
were analyzed pixel by pixel after binning the data (Figure V.5a). Similar to Mattheyses
and Axelrod [Mattheyses and Axelrod, 2006], the data were fit using a biexponential
function, with contributions from the evanescent field (Equation V.3a), and from a non-
evanescent contribution, presumably originating from scattering within the optical path
and aberrations [Brunstein et al., 2014b,Mattheyses and Axelrod, 2006]. Describing the
non-evanescent contribution by an exponential function with a long-range decay does not
reflect on an underlying physical model, but is chosen for mathematical convenience.
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Figure V.3: (a) AFM image of a polymer coating step with a scratch exposing the cover-
slide surface. The image was leveled by fitting a plane through three points on the exposed
coverslide surface and setting it to zero height. (b) Height profiles at positions indicated
by the black lines in Figure V.3a. The height profiles show a consistent mean polymer step
height of 34 nm. Each profile is averaged across a width of 6µm. (c) Probability density
compiled from the 256 × 256 height value dataset shown in Figure V.3a. Two distinct
peaks are observable: the smaller peak at 0 nm corresponds to the glass surface exposed
by the scratch in the polymer coating. The main peak at 34 nm corresponds to the height
of the bulk coating surface. Gaussian fits to the data revealed standard deviations of the
height distributions of σglass = 1.8 nm and σcoating = 1.9 nm. A polymer coating RMS
surface roughness of 0.35 nm was calculated within a 20 µm×20 µm area. (d) Height of the
polymer coating on glass for ten dip coating iterations using three different concentrations:
1%, 3% and 10% (v/v). Data points correspond to the mean height within an area of
100 µm × 100 µm, measured on three calibration slides coated with the same dip coating
procedure. Error bars correspond to the standard deviation of the triplicate measurements.
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V.2.3 Results and Discussion
V.2.3.1 Polymer Step Heights
Dip coating of the coverslides with a dilute solution of the fluoropolymer reproducibly
deposited homogeneous layers in the range of 25 nm to 550 nm. Figure V.3b shows absolute
heights above the glass surface for a polymer step of 34 nm height. Measurements were
taken across the whole field of view on several positions along a scratch uncovering the glass
surface (Figure V.3a). The coating height within a 100 µm× 100 µm area shows a narrow
distribution, fitted by a Gaussian function with a standard deviation of 1.8 nm (Figure
V.3c). The RMS surface roughness of the polymer coating was determined as 0.35 nm
within an area of interest of 20 µm× 20 µm. Correspondingly, the RMS surface roughness
of the uncoated coverglass surface was determined as 0.46 nm. Therefore, height variations
within the microscope’s field of view (82 µm×82 µm) as well as the local surface roughness
for a given polymer step are negligible. To illustrate the excellent surface properties of the
polymer coating, a high-resolution AFM image of a 2 µm × 2 µm area of interest and the
corresponding height distribution are shown in Appendix C.3 (p. 281).
The deposition of a staircase-like polymer profile on a single coverslide was achieved
by dip coating the coverslide repeatedly using different concentrations. Figure V.3d shows
polymer layer heights ranging from 25 nm to 550 nm by employing dip coating solutions
of 1%, 3% and 10% (v/v). The polymer layer height for two slides following the same dip
coating protocol varied up to 15%. Therefore, the height of every step was still charac-
terized for each slide. Further engineering for a standardization of the production process
will allow to relinquish these quality controls.
V.2.3.2 Characterization of the Excitation Profile
Representative TIR images of free Alexa Fluor 488 dye in aqueous solution above poly-
mer step layers of increasing heights are shown in Figure V.4a. As expected for a TIR
excitation profile, the intensity rapidly decreases with increasing height. Accordingly, this
decay can be described by an evanescent field with a purely imaginary k-vector, decaying
exponentially in axial direction. In addition to the evanescent field contribution, another
component is observed decaying over a much larger coating height range. 2D Gaussian fits
to the 2D intensity distributions of the two components reveal one spatially fixed contribu-
tion (identified as evanescent with a penetration depth matching theoretical predictions),
and one contribution spatially separating from the evanescent contribution as the polymer
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layer heights increase (see Appendix C.5, p. 286). The z-dependent separation along one
predominant lateral direction, and the intensity varying over a long range compared to the
evanescent penetration depth, suggest a non-evanescent character for this contribution.
The non-evanescent component is supposedly propagating light with real axial and lateral
k-vector components.
Figure V.4b shows the amplitudes of 2D Gaussian fits to the evanescent and the non-
evanescent contribution for various polymer step heights at an incident angle of 71.71°
(determined by the lateral displacement of the center of fluorescence excitation upon axially
translating the sample; see Appendix C.4, p. 284). An exponential fit to the amplitudes of
the evanescent contribution yielded a penetration depth of dev = 67.3 nm± 4.3 nm, closely
matching the theoretically expected penetration depth (see section V.2.4 for a more detailed
discussion). The amplitudes of 2D Gaussian fits to the non-evanescent contribution are
observed to decrease much slower. Consequently, close to the surface, the evanescent
excitation dominates, but for distances h  dev above the coverslide, the non-evanescent
contribution prevails.
The spatial separation of both components is only observable for excitation beam di-
ameters considerably smaller than the field of view of the microscope. In order to obtain
penetration depths for arbitrary lateral illumination profiles, and to potentially resolve
spatial variations of the penetration depth within the microscope’s field of view, binned
fluorescence intensity data of different polymer step heights were analyzed pixel by pixel
(Figure V.5a). Magnification telescopes were placed into the optical path to expand the
excitation laser beam diameter. Maps of the evanescent field’s penetration depth for an
incident angle of 71.71° (measured with the lateral displacement method) for laser beams
of different diameter are presented in Figure V.5a and show similar penetration depths of
dev,1x = 64.8 nm±2.6 nm, dev,3x = 66.7 nm±6.9 nm and dev,10x = 64.9 nm±6.0 nm, equally
matching the penetration depth of 67.3 nm ± 4.3 nm obtained with the 2D Gaussian fit
approach (Figure V.4b).
The dependence of the evanescent penetration depth on the angle of incidence of the
excitation laser beam was examined by characterizing the TIRF excitation profile for a
range of TIR angle stage positions. Additionally, the corresponding incident angles of
the laser beam towards the optical axis were determined independently using the lateral
displacement method (see Appendix C.4, p. 284). Penetration depths obtained with
the calibration slide are presented in Figure V.5b, together with predicted values for the
penetration depth, calculated based on incident angle data using equation V.3b. Direct
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characterization with the calibration slide reproduced the theoretically expected penetra-
tion depths with errors below 10%. A systematic error towards shorter penetration depths
may be explained by supercritical angle fluorescence effects, which result in an effective
reduction of the evanescent field’s penetration depth [Ries et al., 2008a]. Furthermore, it is
important to note that the penetration depth calculated from the incident angle strongly
depends on the exact values of the refractive indices n1 and n2. Refractive index values are
often available only for few wavelengths and therefore have to be inter-/extrapolated for
the wavelength used in the specific experiment [Gell et al., 2009]. Theoretically expected
penetration depths in Figure V.5b were calculated using refractive indices of n1 = 1.5297
(Schott AG, D263 Cover Glass Datasheet) and n2 = 1.333 (Mypolymers Ltd., Study of
non-cured MY-133: Refractive index vs. wavelength, 2018).
V.2.4 Conclusion
We fabricated and evaluated a calibration slide for the direct and accurate characterization
of the TIRF excitation field in an aqueous refractive index environment. The calibration
slides were fabricated following a simple and low-cost dip coating approach to deposit
polymer step layers with a refractive index matching that of water onto a conventional
coverslide. Evanescent penetration depths, obtained with the calibration slide for different
incident angles were compared to penetration depths calculated based on the incident
angle, measured independently with the lateral displacement method. Penetration depths
obtained with both methods were in good agreement, validating our calibration slide as an
adequate tool for direct evanescent field characterization in TIRF microscopy. Furthermore,
deviations from the idealized single-exponential excitation profile could be observed with
the calibration slide and were associated with non-evanescent light, supposedly caused by
scattering in the optical path and aberrations [Brunstein et al., 2014b, Brunstein et al.,
2014a,Mattheyses and Axelrod, 2006,Paige et al., 2001].
Our calibration slide may serve as a tool to routinely check the quality and repro-
ducibility of the evanescent field generated by the multitude of commercial and custom-
built TIRF setups [Deagle et al., 2017], thus simplifying interpretation and comparabil-
ity of acquired data from TIRF microscopes. Furthermore, approaches where the shape
of the axial excitation profile is used to infer the axial position of fluorescently labeled
molecules [Merrifield et al., 2002,Midorikawa and Sakaba, 2015,Oheim et al., 1998,Saffarian
and Kirchhausen, 2008,Steyer et al., 1997,Barg et al., 2010,Brodovitch et al., 2015,Poteser
et al., 2016,Williamson et al., 2011,Lomakina et al., 2014,Chang et al., 2016,Hocdé et al.,
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Figure V.4: (a) Representative images of free Alexa Fluor 488 dye above polymer step
layers of different height. Upper row: the intensity is observed to decrease with increasing
step height, as expected for an evanescent field. Lower row: corresponding images with
the colormap’s range rescaled to each image’s individual maximum value reveals a second,
putatively non-evanescent contribution. With increasing height, the relative amplitude of
the evanescent and non-evanescent contributions shifts towards the non-evanescent part.
Images were acquired without a beam expander. (b) Calibration data for a TIR angle stage
setting of 2.8mm (corresponding to an incident angle of the excitation laser beam of 71.71°,
as measured with the lateral displacement method). The amplitudes of 2D Gaussian fits
to the spatially separating contributions represent the rapidly decaying evanescent part
(circles), and the rather constant non-evanescent part (squares). An exponential fit (solid
line, with dotted lines representing 95% confidence intervals of the fit parameters) yields
an evanescent penetration depth of dev = 67.3 nm ± 4.3 nm. The dataset was acquired
using another calibration slide than in panel A, therefore sampling different heights. Inset:
Detail of the data for step heights h ≈ dev as a semi-log plot.
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Figure V.5: (a) Illumination profile and evanescent penetration depths for different ex-
citation beam diameters. The fluorescence intensity of free Alexa Fluor 488 for three exci-
tation beam diameters (left column) and the corresponding evanescent penetration depths
(right column) as determined with the calibration slide, are shown for a TIR angle stage po-
sition of 2.8mm (corresponding to an incident angle of the excitation laser beam of 71.71°,
as measured with the lateral displacement method). Penetration depths were evaluated in
the area defined by the 1/e2 beam diameter (determined by a 2D Gaussian fit to the lateral
illumination profile) with the exterior data assigned as not applicable (N/A) due to the low
signal-to-background ratio. Upper row: no beam expander, dev,1x = 64.8 nm± 2.6 nm, mid
row: 3-fold beam expander dev,3x = 66.7 nm± 6.9 nm, lower row: 10-fold beam expander
dev,10x = 64.9 nm ± 6.0 nm. Binning: 32 × 32 pixels (5.12 µm × 5.12 µm). (b) Penetration
depths of the evanescent field for a range of TIR angle stage positions, corresponding to
different incident angles. Data are given as the mean and standard deviation within the
microscope’s field of view, obtained in a single calibration run. Theoretically expected pen-
etration depths, calculated based on incident angle data using Equation V.3b, show close
agreement with directly measured values using the calibration slide. Data are given as the
mean and standard deviation of three independent lateral displacement measurements (see
Appendix C.4, p. 284) with the shaded area indicating an uncertainty of refractive index
values of ∆n = 0.0015. Both datasets were acquired without a beam expander.
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2009,Jung et al., 2016,Liu et al., 2009,Sarkar et al., 2004,Seol and Neuman, 2018,Tutkus
et al., 2017], in particular when combined with incident angle scanning [Boulanger et al.,
2014, Olveczky et al., 1997, Cardoso Dos Santos et al., 2016, Cardoso Dos Santos et al.,
2014,Fu et al., 2016], will benefit from a fast and precise single-slide calibration tool.
Moreover, the precise knowledge of the axial excitation profile offers access to the de-
scription of 3D diffusion kinetics in total internal reflection-fluorescence correlation spec-
troscopy (TIR-FCS) [Thompson et al., 1981].
Apart from the applications in TIRF microscopy, the calibration slide may also assist 3D
single-molecule localization microscopy, where the axial localization typically relies on an
initial calibration of the point spread function, using immobilized fluorescent beads [Huang
et al., 2008, Pavani et al., 2009, Juette et al., 2008]. However, the point spread function
of an emitter adhering to the coverslide surface is different from the point spread function
of a source deeper in solution [Deng and Shaevitz, 2009, Backer and Moerner, 2014,Hell
et al., 1993]. This potential error, which otherwise needs to be treated with advanced
aberration corrections [Deng and Shaevitz, 2009,Izeddin et al., 2012,Bratton and Shaevitz,
2015,Shechtman et al., 2015], is circumvented by simply imaging immobilized emitters on
the individual polymer step layers of the presented calibration slide. Necessary higher
step sizes or a larger total height range are simply achieved by using a more concentrated
polymer dip coating solution.
Taken together, we believe that the described tool will be of great help for all researchers
frequently requiring simple and low-cost solutions for optical quality control and axial
calibration in TIRF and single-molecule localization microscopy.
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QUANTIFICATION OF MEMBRANE BINDING
KINETICS VIA SI-FCS
VI.1 The Need for A New Assay to Study Transient
Membrane Binding and Partitioning
Compartmentalization is a prerequisite for the function of cells as fundamental building
blocks of life. For all known life forms a membrane separates the inside from the out-
side of cells [Stillwell, 2016]. A plethora of fundamental processes of life are essentially
membrane-related processes, including cell motility, cell signaling, endocytosis, exocytosis
and in particular cytokinesis [Alberts, 2002]. Membranes are highly versatile, not only
in their heterogeneous composition, but also in their interaction with the surrounding
medium [Lemmon, 2008, Lingwood and Simons, 2010,Carquin et al., 2016]. The interac-
tion with the surrounding highlights the importance to precisely quantify binding kinetics
of molecules to membranes. One prominent example are Rab GTPases that are essential
for membrane trafficing and mark membranes by transient attachment [Stenmark, 2009,Ze-
rial and McBride, 2001]. Moreover, intracellular reaction diffusion mechanisms lagerly rely
on transient membrane attachment, such as the bacterial MinDE model system [Loose
et al., 2008, Loose et al., 2011, Halatek and Frey, 2018]. Dynamic protein filaments are
based on peripheral membrane proteins that are monomeric in solution and self-organize
on the membrane as a reaction matrix [Loose and Mitchison, 2013, Ramirez-Diaz et al.,
2018]. The highly dynamic nature of membrane-related processes highlights that transient
binding phenomena are of a great importance in this context. Thus it is highly relevant to
study the rates of reversible membrane interaction in multi-component systems.
The current state-of-the-art methods to study membrane binding can be differentiated
according to two fundamental key characteristics: (i) molecular specific compared to non-
specific methods and (ii) bulk compared to single-molecule-based approaches.
Non-specific methods generally have the remarkable benefit of studying the system of
interest without modification, e.g. without the attachment of labels. However, label-free
approaches conventionally require the system to be simplified to only a few components,
so that the readout can be interpreted as originating from a well-defined set of molecules.
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Molecular specific methods can either be based on the intrinsic distinction of molecule
species, or on specific tags to mark selected molecules. Moreover, specific labels, most
importantly fluorescent tags, enable the investigation of sets of molecules in crowded and
complex environments, inaccessible to most label-free approaches.
Binding and unbinding are stochastic events and as such a high number of events has to
be observed for accurate characterization of the binding kinetics. Observing them in bulk
has the advantage of fast readouts with intrinsic averaging over a large number of molecules.
Therefore bulk experiments are usually less complex, require less expansive experience and
are thus faster in execution. In contrast, single-molecule based approaches often require
longer acquisition times and more sophisticated analysis of the obtained results. Impor-
tantly, single-molecule based approaches offer additional information, in particular about
sub-populations frequently lost in bulk experiments. To overcome the often poor statis-
tics in single-molecule observations, automation of high-throughput approaches employing
multiplexing is a promising route to make single-molecule experiments statistically robust
and easy to perform.
Although binding experiments in vivo are of major interest, the implementation of
such experiments is challenging for several reasons. As molecules of interest need to be
distinguished from the cellular background, many in vivo studies use fluorescent labels.
However, the photophysical properties of in vivo-compatible fluorophores are limited, in
particular restraining single-molecule experiments. The observation and distinction of
membrane-bound and freely diffusing states is non-trivial and is often based on changes in
diffusion properties upon binding. Finally, the reproducibility of experiments is strongly
reduced with increasing complexity of the system.
As an important step towards a generally applicable method, we are therefore seeking to
develop a reliable in vitro quantification method for membrane binding and the partitioning
of biomolecules to membranes, with the prospect of it being in principle extendable to
complex bio-fluids and potentially even live-cell applications.
VI.1.1 Overview of Currently Available Methods to Study Re-
versible Membrane Binding and Partitioning
The great importance of studying the binding of biomolecules to membranes is clearly
reflected in the high number of methods developed in the past decades focusing on different
aspects of this phenomenon [Kleinschmidt, 2013]. Likewise, a large number of model
membrane systems has been developed to study these interactions in vitro, ranging from
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individual lipids over micells, SLBs and vesicles (from small to giant) to lipid bilayer
nanodiscs [Liu and Fletcher, 2009,Lagny and Bassereau, 2015,Kleinschmidt, 2013].
An extensive overview of the wide field of membrane binding methods would exceed the
scope of this thesis. To list only a few prominent examples: (i) the structure of protein-
lipid complexes has been studied by atomic force microscopy (AFM) [Engel and Gaub,
2008,Sapra, 2013], electron microscopy (EM) [Garewal et al., 2013] and neutron scattering
experiments [Clifton et al., 2013]; (ii) the secondary structure of membrane-bound proteins
and lipids has been examined with infrared spectroscopic methods [Shai, 2013, Tatulian,
2013] and by circular dichroism spectroscopy [Miles and Wallace, 2016,Wallace et al., 2003],
even along with synchrotron radiation [Wallace and Janes, 2001]; (iii) nuclear magnetic
resonance (NMR) has been vital for the determination of high resolution structures and
protein dynamics [Aisenbrey et al., 2013]; (iv) structures have been determined with X-ray
crystallography [Moraes et al., 2014]; and (v) the location of fluorescent amino acids has
been examined by fluorescence quenching [Loura et al., 2003].
While these methodologies contribute valuable information they do usually not quan-
tify binding kinetics of transiently binding peptides, proteins or ligands to membranes or
membrane-attached binding sites. Hence, in the following section we will focus on the
methods that can obtain such information and wherever possible compare them with SI-
FCS highlighting similarities and complementary features.
VI.1.1.1 Label-free Techniques
Label-free techniques are frequently employed to obtain core binding parameters, like the
free energy, binding enthalpy or entropy of the membrane binding reaction [Kleinschmidt,
2013].
Label-free Bulk Assays Isothermal titration calorimetry (ITC) [Velazquez-Campoy
and Freire, 2006, Freyer and Lewis, 2008, Ghai et al., 2012, Swamy and Sankhala, 2013,
Velazquez-Campoy et al., 2015] and differential scanning calorimetry (DSC) [McElhaney,
1982,Bunge et al., 2009,Cañadas and Casals, 2013], on the one hand, are solution-based
and on the other hand, can be employed to study ligand interactions only with lipid vesicles
or micells. DSC, however, is limited to the interaction of the molecules of interest with the
lipids around the lipid phase transition. Both, ITC and DSC measure the enthalpy of the
binding process, allowing the calculation of the equilibrium binding constant K, provided
the reaction scheme is known. Furthermore, both methods are significantly limited in
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their time resolution for monitoring binding kinetics, as they rely on a thermal readout of
a macroscopic sample [Kleinschmidt, 2013].
SPR and QCM-D Surface plasmon resonance (SPR) [Kooyman et al., 2008, Nguyen
et al., 2015, Singh, 2016], quartz crystal microbalance (QCM) [Sauerbrey, 1959, Janshoff
et al., 2000,Dixon, 2008] are surface-based techniques and are therefore regularly employed
to characterize the binding of peptides or proteins to surface-immobilized model membrane
systems, like SLBs or surface-tethered lipid vesicles (SPR: [Beseničar et al., 2006,Hodnik
and Anderluh, 2013]; QCM: [Cho et al., 2010, Speight and Cooper, 2012, Nielsen and
Otzen, 2013]). Based on their ability to access binding rates, SPR and QCM with parallel
monitoring of the dissipative losses (QCM-D) are most similar in the extracted information
to SI-FCS among label-free methods.
SPR quantifies the change change in refractive index of the sample upon binding of
biomolecules. The resonance angle for the excitation of surface plasmons is highly sensitive
to the difference of the refractive index at the interface of the plasmon excitation, i.e. the
surface of the SPR chip, usually made from gold. The attachment of molecules is thus
monitored over time by the change of the effective refractive index and recorded as response
curves with units related to the adsorbed mass (resonance units).
QCM is conceptually similar to SPR, but exploits the mass dependence of the resonance
frequency of a piezo crystal to monitor the inert mass attached to the QCM chip, usually
made from quartz. Adsorbed biomolecules, however, are not rigid, but maintain viscoelastic
properties that can be assessed by QCM-D. Measurements are recorded as response curves
of the frequency change and dissipation change.
Both, QCM-D and SPR are conventionally used for flow-based bulk measurements. The
flow-based approach allows the determination of binding affinities through response curves
to concentration jumps at the price of high required sample volumes, potentially exceeding
hundreds of microliters [GE Healthcare Bio-Sciences, 2018]. Under certain conditions,
binding rates can be extracted from the shape of the response curves. The time-resolution
achievable in flow-based assays is often restricted due to the limited flow rates. Moreover,
the onset of the concentration change is difficult to determine precisely. After years of
engineering, the time resolution of flow-based assays is barely decreasing to the sub-second
regime [GE Healthcare Bio-Sciences, 2018,Lausted et al., 2009,Campbell and Kim, 2007].
Additionally, measuring under flow is intrinsically a perturbation leading to a measurement
out of equilibrium and interactions are potentially influenced by shear forces or the flow
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speed at the surface.
Bio-layer interferometry (BLI) detects changes in the optical thickness of a layer of
molecules adhered to a sensor surface by monitoring the shift in the wavelengths inter-
fering constructively or destructively [Wallner et al., 2013, Frenzel and Willbold, 2014].
Thus, the principle of BLI is similar to SPR, except that the sensor is conventionally the
functionalized tip of an optical fiber, which is dipped into the sample.
Bulk assays are generally less sensitive in the determination of multiple bound states
and sub-populations [Walter et al., 2008]. Moreover, they react to any change made to
the sample and require precisely matched buffers and control conditions. Nonetheless, the
combination of label-free bulk assays often offers the fastest way for initial quantification of
previously uncharacterized samples and the screening of many conditions, as no modified
samples need to be produced. Moreover, the analysis of response curves usually does
not require extensive post-processing. The availability of commercial instrumentation and
specialized chips for membrane studies has fostered the wide spread of both techniques.
VI.1.1.2 Fluorescence-based Bulk Methods
Bulk methods using fluorescence as a readout are powerful in gaining easy access to binding
affinities or parition coefficients [Loura et al., 2003, Santos et al., 2003]. In particular,
fluorescence spectroscopy and photometry do not only allow the quantification of bound
fractions, but also alterations in the fluorescence spectra, quantum yield or fluorescence
lifetime can potentially be linked to environments and thus report on structural details
[Loura et al., 2003,Matos et al., 2010,Valeur and Berberan-Santos, 2012]. Binding kinetics
can be similarly extracted from time-resolved assessments.
The fluorescent amino acids tryptophan (Trp) and tryosine (Tyr) allow some spectro-
scopic studies to be performed label-free. If the molecule of interest does not contain Trp
or Tyr, it can be artificially inserted or the molecule can be tagged by linking it to a fluo-
rophore. The addition of labels, however, is always a modification that potentially changes
the properties or even function of the investigated molecule [Szeto et al., 2004, Swulius
and Jensen, 2012]. Thus, comparison with label-free results can be helpful to exclude arti-
facts induced by the fluorescent label. Alternatively, fluorescent membrane probes can be
used to react to binding molecules. Fluorescent reporters can be combined with localized
quenchers to evaluate not only the membrane binding or partitioning, but also the degree
of penetration [Loura et al., 2003,Matos et al., 2010].
Spectroscopic studies employing two fluorescence dyes and observing the Förster res-
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onance energy transfer (FRET) [Förster, 1949, Lakowicz, 2006], are especially powerful
to access structural proximities [Roy et al., 2008]. Membrane binding can therefore be
monitored by a FRET pair located at the membrane and the molceule of interest, respec-
tively [Loura et al., 2003]. Additionally, FRET can be used to reduce the background
from unbound molecules in localization-based approaches, such as single particle tracking
(SPT) [Auer et al., 2017].
Binding to the membrane, which in TIRF microscopy is oriented perpendicularly to
the optical axis, may orient the fluorescent dye in a preferred orientation in respect to
the polarization of the excitation light. In fluorescence anisoptropy measurements, the
rotational mobility of the membrane-bound molecule and the fluorescent reporter itself
are extracted from the rotation of the fluorescence emission in respect to the polarized
excitation [Lakowicz, 2006].
Not only fluorescence photometry and spectrometry, but also fluorescence microscopy
can be used to investigate interactions with membranes. The surface selectitivity of TIRF
microscopy enables the distinction of the membrane-bound fraction based on the fluores-
cence. However, binding studies based on the observed intensity require a correction for the
fluorescent molecules in solution [Pisarchick and Thompson, 1990,Kalb et al., 1990,Hsieh
et al., 1992,Thompson et al., 1997,Sheets et al., 1997]. In time-resolved assays, the fluores-
cence intensity is monitored after a concentration jump or a bleaching step, thus not only
allowing to test for reversible binding, but also to extract binding kinetics [Müller et al.,
1993, Hsieh and Thompson, 1995, Thompson et al., 1997, Sheets et al., 1997, Lagerholm
et al., 2000].
Similar to fluorescence intensity measurements in TIRF, confocal microscopy can exam-
ine the equilibrium partitioning of biomolecules to membranes [Thomas et al., 2015b,Fran-
quelim et al., 2018, Ramm et al., 2018a]. Moreover, Fluorescence recovery after photo-
bleaching (FRAP) can be employed to extract kinetic rates in time-resolved fluorescence
microscopy [Thompson et al., 1997,Sprague and McNally, 2005, Im et al., 2013].
In microscale thermophoresis (MST), an infrared laser heats a small sample volume
and the change in fluorescence intensity induced by the directed movement of molecules in
a temperature gradient is observed [Wienken et al., 2010, Jerabek-Willemsen et al., 2011,
Jerabek-Willemsen et al., 2014,Dijkman and Watts, 2015]. MST profits from specificity
of the fluorescence detection, the availability of commercial instrumentation and the small
required sample volumes. However, weak reversible interactions might show altered binding
kinetics depending on the temperature gradient.
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VI.1.1.3 Fluorescence-based Single-molecule Methods
In contrast to bulk methods, approaches with single-molecule sensitivity offer a detailed
view on the behaviour of individual molecules [Moerner and Fromm, 2003]. However, it is
intrinsically difficult to observe small molecules individually at high quantities, with high
temporal resolution and over long periods of time. The price to pay for the observation of
individual molecules is usually a significantly extended measurement time to achieve the
statistical precision of bulk measurements. For single-molecules approaches, the detection
relies on bright and stable fluorophores [Ha and Tinnefeld, 2012,Gust et al., 2014]. Among
fluorescence-based single-molecule methods particularly FCS [Magde et al., 1972] and SPT
[Gelles et al., 1988] are frequently applied to characterize membrane binding. Both methods
can be combined with (single-molecule) FRET [Ha et al., 1996,Roy et al., 2008] to increase
the sensitivity for the target binding [Ferreon et al., 2009].
Fluorescence Correlation Spectroscopy FCS [Magde et al., 1972] has been used
to study the partitioning of molecules to membranes [Rigler et al., 1999,Takakuwa et al.,
1999,Posokhov et al., 2008], specific lipids [Rusu et al., 2004] and the binding to membrane-
attached receptors [Bacia et al., 2004, Pramanik, 2004], even in vivo [Briddon et al.,
2004,Ries et al., 2009b] (reviewed e.g. in [Ries and Schwille, 2008,Betaneli and Schwille,
2013,Melo et al., 2014]). FCS can obtain concentrations and diffusion coefficients, which
both encode valuable information about the interaction with the membrane [Betaneli and
Schwille, 2013].
In confocal FCS, membranes are conventionally introduced in the form of vesicles of
micells that can be assumed smaller than the detection volume. The binding of molecules
to membranes is thus characterized by two states: bound or unbound. For the binding to
lipid versicles, the diffusion coefficient changes due to the increased hydrodynamic radius
of the vesicles, compared to the molecules in solution [Rigler et al., 1999,Takakuwa et al.,
1999,Ruan et al., 2004,Melo et al., 2014]. For accurate results, the brightness of the vesicles
binding multiple fluorescent molecules should be carefully considered [Melo et al., 2011].
More recently, the same principle was applied for the binding to lipid bilayer nanodiscs
[Nath et al., 2010,Hernández-Rocamora et al., 2012,Ly et al., 2014].
Moreover, if an extended membrane, e.g. the plasma membrane, can be considered
static within the detection volume, free and bound molecules can be distinguished by the
diffusion coefficient of membrane-bound molecules being drastically slower than in solu-
tion [Briddon et al., 2004]. In dual-color cross-correlation spectroscopy [Schwille et al.,
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1997,Bacia and Schwille, 2007], the co-diffusion of two labeled species is apparent in the
amplitude of the cross-correlation and thus allows to confirm membrane binding [Larson
et al., 2005]. Emphasizing the effect on the membrane, FCS detects changes in the lipid
mobility upon protein binding [Forstner et al., 2006]. Following the relaxation to equilib-
rium, subsequent to a perturbation, association and dissociation rates can be extracted
from a series of FCS measurements [Rigler et al., 1999]. However, the individual measure-
ment time needs to be short compared to the relaxation time to ensure a quasi-equilibrium
required for FCS. Recent developments enhance the sensitivity of FCS measurements by
plasmonic nanostructures [Wu et al., 2012] and calibration-free dual-color dual-focus in-
strumentation [Dörlich et al., 2015].
Image Correlation Spectroscopy ICS methods are based on the correlations of fluo-
rescence intensity fluctuations and thus closely related to FCS [Petersen et al., 1993,Wise-
man, 2013]. ICS operates on time-series of images and correlates intensity fluctuations
not only in time, but also in space. Conceptually similar, the spatial domain can be
introduced to FCS by calculating the cross-correlations for multiple positions, e.g. in TIR-
FCS [Kannan et al., 2007,Sankaran et al., 2009]. An elegant adaptation of ICS correlates
the fluctuations in fourier-space, resulting in simplified solutions of the involved coupled
differential equations in kICS [Kolin et al., 2006b, Brandão et al., 2014]. Brandão and
colleagues [Brandão et al., 2014] used kICS to quantify the binding rates of membrane-
diffusing receptors to membrane protein complexes from the decrease of the diffusion co-
efficient. Further, they examined the reversible attachment of ligands to microtubules
based on the intensity fluctuation of the ligands residing within the TIRF excitation dur-
ing binding. They assumed solution diffusion of ligands within the detection volume not
to contribute to the correlation function on the acquired time scale, as we did in Chapter
III. For the case of ligand-receptor binding, the presented implementation of kICS is thus
closely related to SI-FCS as presented above.
Single-Particle Tracking Following the first spatial detection of individual fluorescent
molecules [Betzig and Chichester, 1993,Nie et al., 1994,Xie, 1996] (reviewed in [Ambrose
et al., 1999,Moerner, 2007]) it became possible to follow biomolecules in space and time
with SPT [Gelles et al., 1988, Funatsu et al., 1995, Schmidt et al., 1996]. Conceptually,
SPT is intriguing for binding studies, as observed association and dissociation events can
be directly related to the rates of the binding process. With highly sensitive EMCCD cam-
eras and bright and stable synthetic fluorophores, individual molecules can be localized
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with nanometer precision [Pertsinidis et al., 2010] and followed in space and time [Schmidt
et al., 1996]. Live cell applications mostly relied on fluorescent proteins [Mashanov et al.,
2004,Matsuoka et al., 2006,Vazquez et al., 2006]. As camera speeds are limited, most in-
vestigations focus on membrane diffusion that is conventionally orders of magnitude slower
than solution diffusion. The extraction of the mobility of membrane molecules is reviewed
elsewhere [Saxton and Jacobson, 1997,Manzo and Garcia-Parajo, 2015]. Here, we focus
on SPT extracting parameters for reversible binding processes. Molecules in solution are
usually fast enough to only appear as a blur on the camera so that only membrane-bound
molecules are detected. Reversibly binding molecules impose an additional challenge in
SPT, as in every frame a decision has to be made, if a particle appeared in a certain position
from binding or diffusion. Similarly, disappearing molecules can be assigned to unbinding,
diffusion or photo-bleaching events. The observation of transiently binding molecules is
thus drastically simplified if bound molecules show no surface diffusion and thus need to
be tracked only in time, but not in space [Funatsu et al., 1995]. Sub-resolution localization
and the assignment of individual molecules to tracks can then be replaced by simple iden-
tification algorithms [Fox et al., 2009]. Most commonly, dissociation rates are extracted
from fitting a binding model to experimentally obtained residence time histograms. For
multiple components cumulative histograms are preferable [Walder et al., 2012].
Using SPT, the apparent association and dissociation rates of proteins or peptides
containing pleckstrin homology (PH) domains have been studied binding to phosphoinositol
lipids in live cells [Mashanov et al., 2004,Matsuoka et al., 2006]. Similarly, SPT helped
to characterize the residence time for the binding of a tumor suppressor (PTEN) [Vazquez
et al., 2006] the interfacial epsin N-terminal homology (ENTH) domain [Rozovsky et al.,
2012] to phosphoinositol lipids. A combination of SPT and FRET elucidated the binding of
ligands to the SNARE complex that is involved in vesicle fusion [Bowen et al., 2005,Li et al.,
2007]. More complex binding kinetics of amphipathic helices were studied for the binding of
the glucagon-like peptide-1 (GLP-1) to gel-phase Dipalmitoyl-phosphatidylcholine (DPPC)
bilayers [Fox et al., 2009] in combination with a three-state binding model [Myers et al.,
2012] (see also Section VI.3.2, p. 162). Based on sufficient observed binding events, SPT is
furthermore able to identify rare events, hidden to methods employing intrinsic averaging
[Knight and Falke, 2009,Walder et al., 2012]. Considerable effort is required to extend
the time resolution in SPT to hours, even for surface-immobilized binding events [Elenko
et al., 2010].
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VI.1.2 Accessing Membrane Binding Rates with SI-FCS
VI.1.2.1 Starting from SI-FCS of Surface-immobilized Binding Sites and Single-
particle Tracking
We successfully developed SI-FCS as a method to study the reversible surface-binding
of fluorescently labeled molecules. Chapters III and IV describe SI-FCS as a promising
tool to study the binding of ligands to surface-immobilized receptors. However, there
is no principal limitation of SI-FCS to surface-immobilized binding sites. Rather, the
generic concept of SI-FCS can potentially be applied to a plethora of transient surface-
associations. Here, we systematically extend this concept to the binding of molecules to
fluid lipid membranes.
For the quantification of surface-immobilized binding, we compared SI-FCS to the ki-
netic analysis capabilities of localization microscopy and in particular DNA-PAINT (Chap-
ter III, [Mücksch et al., 2018]). SI-FCS is able to extract kinetic paramters not only in the
regime where individual molecules can be localized, but also at surface concentrations and
ligand concentrations orders of magnitude above the threshold for single-emitter localiza-
tion (Figures III.9, III.10 and IV.10 on pp. 51, 52 and 85, respectively). Therefore, SI-FCS
is able to access a broader range of conditions at the price of not accessing binding times
and therefore binding rates directly. Rather, the decay time τc of the binding reaction
depends on both, association and dissociation rate simultaneously (Equation III.1, p. 31).
Utilizing the concept of localization in microscopy [Gelles et al., 1988], SPT has been
successfully applied to study membrane binding in different model membrane systems
[Bowen et al., 2005, Li et al., 2007,Knight and Falke, 2009, Fox et al., 2009, Loose et al.,
2011, Rozovsky et al., 2012]. Moreover, SPT has been used to characterize binding to
membranes in live cells [Mashanov et al., 2004,Matsuoka et al., 2006,Mashanov and Molloy,
2007] (see also Section VI.1.1.3). The applicability of SPT to live cells highlights the
potential for SI-FCS, as a related technique, to be similarly applicable to complex samples.
For binding studies on membranes with SPT two principal approaches have been found:
First, binding to membrane has been studied in systems that effectively limit mem-
brane diffusion and are thus methodologically equivalent to surface-immobilized binding
sites [Fox et al., 2009, Nath et al., 2010]. In the special case of gel-phase lipid bilayers,
the lateral diffusion coefficient is decreased below 0.01 µm2/s, rendering particles effec-
tively immobile [Benda et al., 2003, Scomparin et al., 2009,Fox et al., 2009]. As diffusion
can be neglected, the quantification can be performed similar to the SI-FCS-based and
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localization-based concepts described above [Fox et al., 2009,Myers et al., 2012] (Chapter
III). Gel-phase membranes, however, are only one specific model-membrane system with
limited applicability, as living organisms depend on fluid membranes.
Second, molecules were not only tracked in time, but additionally in space. The clear
advantage is the applicability to the majority of membrane systems showing diffusion on
fluid bilayers. However, lateral diffusion adds a significant motion blur to the fluorescence
signal of bound particles [Liu et al., 2015]. The accurate tracking of moving molecules
requires a very low density of molecules, such that localizations from adjacent frames can
be assigned to one track unambigously. In practice, the analysis of SPT trajectories often
requires threshold and filter settings set by the experimenter, leading to a potential bias of
obtained results. Most importantly, this includes the decision to either assign a localized
particles to a track of a nearby localization in previous frame or alternatively to interprete
the localization event as an association event resulting in the creation of a new track. This
decision is challenging in detail and leads to a bias not existing in SI-FCS. With increasing
velocity of diffusing particles in SPT, the density of simultaneously bound molecules has
to be further lowered to minimize errors in the track assignment. The lateral diffusion co-
efficient depends strongly on the employed model membrane system (reviewed in [Machán
and Hof, 2010]) and can reach more than 10 µm2/s in lipid bilayers [Weiß et al., 2013,Ries
et al., 2009a], or even up to 100 µm2/s in lipid monolayers [Khmelinskaia et al., 2018]. On
SLBs, diffusion coefficients range, depending on temperature and lipid composition, from
0.3 to 5 µm2/s [Bag et al., 2014,Przybylo et al., 2006]. Cushioned lipid membranes [Spinke
et al., 1992,Wagner and Tamm, 2000,Knoll et al., 2009], can be functionalized and mod-
ified to resemble the physiological conditions within the extracellular matrix [Tanaka and
Sackmann, 2005]. As the thickness of the employed cushions often does not exceed the di-
mensions of the evanescent field in TIRF microscopy, they are principally well-suited to be
combined with SPT or SI-FCS. Diffusion coefficients vary depending on the specific cushion
and lipid composition but are generally in the same range as for solid-supported SLB [De-
verall et al., 2008,Renner et al., 2008,Machán and Hof, 2010]. The resulting motion blur
from lateral diffusion reduces the signal-to-noise ratio (SNR) of the localizations. While
for surface-immobilized binding sites a simple binary information encodes the bound state
of the molecule, in presence of lateral diffusion a precise localization demanding a higher
SNR is conventionally required. Thus, the motion blur limits SPT on fluid membranes to
fast acquisition rates accompanied by high excitation irradiances.
In practice, SPT suffers from limitations due to the photophysical properties of the
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fluorescent dyes. Long residence times and fast diffusion dynamics are best observed at
different ends of the achievable time resolutions of the camera acquisition. Fast tracking
on the millisecond time-scale is often incompatible with the long-term observation covering
the entire residence of particles on the time-scale of multiple minutes. The motion blur of
laterally diffusing, bound molecules further increases the necessary time resolution, usually
coinciding with higher irradiances. If molecules need to be localized more frequently,
a sufficient localization precision is conventionally reached by an increase in irradiance,
leading to a maintained number of detected photons per frame.
Significant progress was made recently in lowering the minimal photon budget required
for precise SPT in live cells with a super-resolution technique termed MINFLUX, which,
however, is only able to observe one particle at a time [Balzarotti et al., 2017]. This limi-
tation and the high technical demands render routine measurements of binding dynamics
with MINFLUX currently unfeasible. Nonetheless, remarkable efforts are being made in
the development of more stable fluorophores and non-bleaching fluorescent particles [Jin
et al., 2018,van der Velde et al., 2016,Zheng et al., 2014b,Altman et al., 2011]. In contrast
to methodological improvements in SPT, improvements in fluorescent tags potentially ben-
efit SI-FCS alike. Long-term acquisition, observation of a large number of molecules and
high time resolution so far remain difficult to achieve in SPT.
In comparison to SPT, FCS does not require the identification of individual particles
to explore the single-molecule based binding kinetics. The intensity fluctuation originating
from the movement or the fluorescent state of molecules is sufficient to calculate the auto-
correlation curve, without the need to infer particle positions within the detection volume.
The irradiances required for FCS are therefore by orders of magnitude lower compared
to irradiances required to track particles in SPT. Even more importantly, the density of
similarly bound molecules can be orders of magnitude higher in SI-FCS compared to SPT
(Figures III.9 and III.10, pp. 51ff.).
In summary, there has been a vast interest to quantify transient binding dynamics,
paired with the mobility in the membrane upon binding. SPT has proven to be a valuable
tool, but so far could not keep up with this demanding challenge. Thus, in this chapter an
alternative approach based on SI-FCS is pursued to quantify binding to fluid membranes.
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VI.1.2.2 Distinction of Binding to Sparse Membrane-associated Binding Sites
and Direct Partitioning of Biomolecules to Membranes
As lateral diffusion is a common feature of membrane-bound molecules, we explored the
influence of membrane diffusion on the SI-FCS autocorrelation and developed strategies
on how to account for the lateral mobility of bound molecules in SI-FCS experiments.
Furthermore, we distinguish between specific binding of molecules to lipid head groups or
membrane-bound proteins and the partitioning of molecules to the lipid bilayer as such.
For the stoichiometric binding of ligands to permanently membrane-bound receptors,
only lateral diffusion is added as additional complexity to the systems in Chapter III. This
binding reaction is sometimes termed membrane binding, but maintains the concept of a




Here, we use the terminology of conversion to a bound state C, as frequently found in
the FCS literature [Thompson et al., 1981,Starr and Thompson, 2001,Ries et al., 2008a],
whereas the notation A + B 
 AB is more common in other fields. When diffusion is
treated or eliminated properly, the reaction fully resembles the case discussed in Chapter
III. Accordingly, the determination of binding rates can be performed by titrating the
ligand concentration, as in the case of surface-immobilized binding sites (Chapter III,
Equation III.1; for experimental realization see Section VI.2.3). Although the state B is
non-fluorescent and therefore invisible in the individual images, it significantly influences
the binding kinetics of A and C [Thompson, 1982,Lieto and Thompson, 2004].
Conceptually different, however, is the determination of binding rates in the case of
partitioning of biomolecules to membranes independent of specific receptors or sparse lipid
head groups. Amphipatic helices are an abundant example of protein sequences mediating
membrane binding due to electrostatic and hydrophobic interaction (Figure VI.1C). This
case is less well approximated by a bimolecular binding reaction and is therefore often in-
vestigated as a partitioning phenomenon, where the molecules partition into a hydrophilic
phase, the solution, and a hydrophobic phase, the bilayer. More precisely, the partitioning
into the complex interphase layer of the membrane differs additionally from partitioning in
bulk, leading to the development of the interfacial hydrophobicity scale [Wimley andWhite,
1996,Wimley et al., 1996,White and Wimley, 1998]. While the concepts of the equilib-
rium binding constant and partition coefficient are interconvertable in some cases [Thomas
121
VI. Quantification of Membrane Binding and Partitioning Kinetics via SI-FCS
Figure VI.1: Extending the SI-FCS concept from surface-immobilized recep-
tors to membrane binding. In the case of binding of ligands to surface-immobilized
receptors (A) (see Chapter III), the separation of bound and unbound states is achieved by
a separation of time scales on which these dynamics cause fluorescence fluctuations. Fast
3D diffusing ligands in solution and binding occur on different time scales. (B) Membrane-
bound receptors additionally diffuse laterally, adding additional complexity to the system,
but maintaining the reaction scheme A+B 
 C. (C) For the partitioning of biomolecules
to membranes independent of specific receptors or sparse lipid head groups, no distinct
binding sites are present, requiring a reaction model of the type A
 C.
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et al., 2015a], their compatability is limited in general [Cevc, 2015]. In contrast to bulk
partitioning, the reversible association of biomolecules to the interface layer of membrane
and solution is generally a surface-association with the molecule in constant contact with
both phases and thus a straightforward definition of association and dissociation rate.
Therefore, this reaction can be described formally as a transition of the molecule from





without the unoccupied state of surface binding sites B. Equation VI.2 assumes that the
rates for association are constant and therefore neglects any saturation of the state C on
the membrane. A surface saturation lowers the probability of conversion from state A to
C, thus inducing a concentration dependence of ka in this model. Far from saturation,
one can either regard the membrane as one extended binding site that can bind multiple
molecules or regard the membrane as a dense array of practically unlimited binding sites.
Consequently, the binding does in this case not depend on the concentrations of A or C.
Practically, this eliminates the influence of the average solution concentration 〈A〉 on the
decay time τc of the autocorrelation function, as long as saturation is not reached. In
return, at membrane-bound concentrations close to saturation, lateral interactions of the
bound molecules have to be considered and the always assumed independence of binding
sites has to be re-evaluated. Interactions of the bound molecules with the bilayer were
shown to alter the bilayer at high concentrations [Hsieh et al., 2010,Shih et al., 2011,Melo
et al., 2009, Brogden, 2005, Cornell and Taneva, 2006,Khandelia et al., 2008], enhancing
the complexity of membrane-binding in this concentration regime. Above all, the question
has to be considered carefully, if the behavior of the molecule of interest close to saturation
is of physiological relevance. In conclusion, we explore an alternative approach to obtain
association and dissociation kinetics without the need to saturate the membrane (Section
VI.3, pp. 155ff.). First, however, we address the binding to specific binding sites on the
membrane, similar to membrane-bound receptors or the specific binding of protein binding
domains to sparse lipid head groups.
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VI.1.2.3 Effect of Lateral Membrane Diffusion on the SI-FCS Autocorrelation
Function
Lateral diffusion is common to both cases, the binding to membrane-bound receptors or
specific lipid head groups and the partitioning of molecules directly to the membrane.
Hence, we first focus on the appropriate treatment of the effects of lateral diffusion on the
autocorrelation curves. SI-FCS distinguishes bound and unbound particles based on the
intensity fluctuation resulting from the signal increase upon binding. Particles diffusing
in solution into the detection volume correlate similarly, but on different time-scales and
can therefore often be neglected in practice (Chapter III). For slowly diffusing molecules
in solution or fast binding kinetics, resulting in strongly overlapping contributions to the
autocorrelation function, the separation of times-scales has to be re-evaluated as discussed
above (Section V.1).
Observing molecules diffusing laterally on the membrane adds an additional contribu-
tion to the autocorrelation function. Molcules diffusing in or out of the detection volume
induce intensity fluctuations indistinguishable in the intensity trace from binding and un-
binding events (Figure VI.2). Membrane diffusion on SLBs is by orders of magnitude slower
than solution diffusion of small molecules [Weidemann et al., 2014,Bag et al., 2012,Przybylo
et al., 2006]. Depending on the particular system and especially the dimension of the detec-
tion volume, membrane diffusion can principally add contributions to the autocorrelation
function on the time scale of solution diffusion or the binding kinetics, respectively [Ries
et al., 2008a]. In SI-FCS, the lateral detection size is large compared to the recording of
FCS traces with diffraction limited confocal pinholes. Thus, we focus on the differentia-
tion of binding dynamics and lateral membrane diffusion. For simplicity, we continue to
assume the contribution from solution to be fully equilibrated on the time scale of the
binding reaction.
The characteristic time for two-dimensional diffusion τ2D through a rectangular in-
tegrated surface area with the side length a, can be estimated as [Bag et al., 2012,





with DC denoting the lateral diffusion coefficient of membrane bound molecules C.
Binding events can only be sampled in high numbers if the diffusion time is at least on
the order of the binding time (τ2D & τc). Otherwise diffusion in and out of the surface-
integrated area suppress any contributions from binding kinetics to the autocorrelation
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Figure VI.2: Membrane diffusion adds an additional component to the SI-
FCS autocorrelation. (A) In SI-FCS, the autocorrelation is blind to diffusion of bound
molecules on the membrane within the acquisition ROI. Therefore, binding kinetics can
be obtained from binding events of molecules that associate, diffuse and dissociate within
the integrated region. (B) Particles entering or exiting the integrated ROI laterally by
diffusion on the membrane add an additional decay to the autocorrelation function. (C)
Events originating from binding or diffusion appear similarly in the intensity trace and
therefore both contribute to the autocorrelation.
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function.
VI.1.2.4 Extracting Parameters on Binding to Fluid Lipid Bilayers with SI-
FCS
We developed three separate strategies to treat 2D lateral diffusion on the membrane
in combination with SI-FCS: (A) the diffusion can be included into the model for the
autocorrelation function [Ries et al., 2008a] and different integration areas can be used for
calibration-free determination of diffusion coefficients [Bag et al., 2012] (Figure VI.3A);
(B) a separation of time scales can be ensured by large integration areas or similarly a
small lateral diffusion coefficient (Figure VI.3B); or (C) the diffusion can be confined to
an area smaller than the observation area, eliminating intensity fluctuations from diffusion
after surface integration (Figure VI.3C).
Ries and colleagues [Ries et al., 2008a] presented a semiempirical three-dimensional
solution for the full autocorrelation including binding dynamics, largely based on the pio-
neering works of Thompson, Starr and colleagues [Thompson et al., 1981,Starr and Thomp-
son, 2001]. The solution is described in detail in Section II.1.3 (p. 12) and therefore only
repeated here briefly in essential points.
The autocorrelation has principally contributions from solution diffusion gAA(τ), from
surface-bound molecules gCC(τ) and the cross-terms gAC(τ) (Equation II.28, p. 18)
G(τ)〈F 〉2 = 〈A〉(gAA(τ) + 2gAC(τ) + gCC(τ)) , (VI.4)
further defined by Equations II.28b-d for the individual correlation contributions. In axial
direction, the contributions ultimately depend on the reaction rate Rr, the transport rate
in solution Rt and the transport rate through the evanescent field Re (Equations II.33 to
II.35) in a rather complex way (Equations II.36a-c).
The full autocorrelation model depends on at least four independent fitting parameters:
(i) the autocorrelation amplitude, (ii) a parameter describing solution diffusion, (iii) a
parameter describing membrane diffusion, and (iv) the reaction rate. Depending on the
amount of prior knowledge, (v) the axial and lateral bulk diffusion need to be treated
separately as the relation of evanescent field penetration depth to the lateral bulk diffusion
is commonly not known. The lateral diffusion additionally depends on (vi) the extension
of the detection PSF σ (Equation II.21, p. 16).
The number of free fitting parameters has to be further extended in the case of surface
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Figure VI.3: Obtaining binding kinetics from the SI-FCS autocorrelation func-
tion in presence of lateral membrane diffusion. We found three principal ways of
obtaining binding kinetics from the SI-FCS autocorrelation function in presence of lateral
diffusion of bound molecules on the membrane. (A) Theoretical modeling enables the
description of the autocorrelation function consisting of two components describing (i) the
binding of molecules to the membrane or membrane-bound receptors and (ii) the diffusion
in and out of the acquisition ROI. In particular the diffusion contribution depends on the
ROI size and in combination with camera acquisition can be varied in the analysis. (B)
A separation of time scales can be achieved by increasing the ROI size, so that the dif-
fusion time becomes much larger than the binding time of molecules. (C) Confinement
of the diffusing molecules allows for arbitrary ROI sizes without the need for theoretical
modeling.
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binding reactions going beyond the simple monoexponentially distributed residence times
or if multiple species are present in the sample. The amplitude of the experimentally
obtained autocorrelation function is furthermore lowered by background noise. If the
amplitudes of the autocorrelation function are of relevance in addition to the decay times,
a background correction will be necessary on most samples to extract accurate parameters
from the fit amplitude. Samples with reduced background contribution can potentially
be based on a FRET pair consisting of ligand and receptor [Auer et al., 2017]. The high
number of free fitting parameters is intrinsically difficult to be extracted simultaneously
and robustly from one correlation curve. In the specific case of camera detection, the fitting
of faster contributions becomes even more unreliable as the number of data points at short
lag times is limited by the frame rate of the camera acquisition. We therefore pursue a
significantly simplified initial approach.
Following the concept of Chapter III, we neglect the solution diffusion so that the
terms for gAA(τ) and the cross-term gAC(τ) vanish in the approximation and Equation
VI.4 simplifies to
G(τ)〈F 〉2 = 〈A〉gCC(τ) , (VI.5a)
gCC(τ) = gCC,z(τ)gxy(τ,DC) . (VI.5b)
Furthermore, we assume that the axial term gCC,z(τ) is described by the reaction limited
regime, i.e. the reaction rate Rr is much smaller than the diffusion rates Rt and Re [Starr
and Thompson, 2001]. In other words, the solution diffusion is equilibrated on the time
scale of the binding reaction, as assumed above (Chapter III). We arrive at a considerably
simplified autocorrelation (Equation II.39, p. 21)
G(τ) = 〈C〉β
∗
〈F 〉2 exp (−Rrτ)gxy(τ,DC) . (VI.6)
The autocorrelation function gxy for lateral diffusion and square-shaped detection areas
was proposed by Ries and colleagues [Ries et al., 2008a], and was experimentally confirmed
with camera-based detection [Sankaran et al., 2009,Bag et al., 2012]. The squared inte-
gration area in SI-FCS is mathematically identical to a squared pinhole of side length a
128
























the emission wavelength λ, and the numerical aperture NA [Zhang et al., 2007]. A theo-
retically derived pre-factor of 0.21 [Zhang et al., 2007] was assumed in the solution of Ries
and colleagues [Ries et al., 2008a]. In experiments studying lateral diffusion on SLBs, σ
was found to deviate from the theoretically expected value and to be better described by
σ0 = 0.4 [Bag et al., 2012]. The increase can be partially attributed to the noise levels
in EMCCD detection [Michalet et al., 2007]. In best case, σ0 should therefore be deter-
mined from the experimental data in the specific setup [Sankaran et al., 2009,Bag et al.,
2012]. For large integration areas, the dependence of the autocorrelation function on σ
is decreasing, and autocorrelation curves are well approximated by σ = 0 (a  σ) [Guo
et al., 2008,Sankaran et al., 2009].
As evident from equation VI.7a, the decay time of the autocorrelation function depends
not only on the lateral diffusion coefficient DC, but similarly on the side length a of the
integrated area. This dependence can be exploited to achieve a calibration-free determi-
nation of lateral diffusion coefficients on SLBs [Bag et al., 2012]. For large ROI sizes a
considered here, the shape of the PSF resulting in a blur of the pinhole edges becomes
negligible and the precise determination of σ is less critical (a σ). For diffusion studies
on membranes, a is conventionally chosen on the order of few camera pixels, in our case
160 nm. As we are interested in sampling binding dynamics, our ROI sizes are on the order
of multiple micrometers.
The amplitude of the experimentally obtained autocorrelation depends not only on
the signal from membrane diffusion and binding, essentially determined by the number of
bound and diffusing molecules, but additionally depends on the average noise contribution
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For simplicity, we summarize all amplitude contributions to an experimentally observed



























Alternatively, Equations VI.10 can be expressed with an amplitudeG0 = G′0gxy(τ = 0) mul-










gxy(τ = 0)︸ ︷︷ ︸
lateral diffusion
+G∞ . (VI.11)
In Equations VI.11 and VI.10, we added the offset G∞ and used the characteristic decay
time τc, depending on the association rate ka and the dissociation rate kd as
τc = (ka〈A〉+ kd)−1 . (VI.12)
Further, as our integration sizes are large compared to the PSF, the obtained autocorre-
lation curves only depend very weakly on σ (Equation VI.8) [Guo et al., 2008, Sankaran
et al., 2009] and for convenience, we assume σ0 = 0.4 as found in [Bag et al., 2012].
VI.1.2.5 Consequences of the Selected Autocorrelation Model for the Exper-
imental Design
Based on the developed model for the autocorrelation function (Equation VI.11), we are
able to address some fundamental consequences and limitations of the approaches intro-
duced above to treat membrane diffusion in SI-FCS (Section VI.1.2.4). As the amplitude
of the autocorrelation function scales with the integrated area (Equation VI.7a), changes
in the decay time of the combined autocorrelation are best observed for the normalized
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with gxy(τ) from Equation VI.7.
Figure VI.4 illustrates the effect of the ROI side length a on the decay of the auto-
correlation function in presence of surface binding. With increasing size of the integrated
area, the contribution to the autocorrelation function from lateral diffusion is shifting to-
wards larger lag times (Figure VI.4B, blue to red, Equation VI.7a). The contribution from
binding to the normalized autocorrelation function (black solid line) is independent of the
integrated area. The combined autocorrelation function describing binding and diffusion
kinetics is therefore dominated by diffusion for small integration areas (τ2D  τc) with no
possibility to extract binding dynamics (Figure VI.4C, blue dashed line). For large integra-
tion areas (τ2D  τc), the combined autocorrelation function is dominated by binding and
shows practically no observable modulation originating from diffusion (red dashed line). In
an intermediate range, the autocorrelation function is affected by both diffusion and bind-
ing similarly (τ2D ≈ τc, purple line). Thus, a model for the autocorrelation incorporating
binding and lateral diffusion on the membrane (Figure VI.2A) can only extract reliable
binding kinetics when the diffusion time is approaching or exceeding the average binding
time (τ2D & τc). Notably, the tail of the diffusion contribution of the autocorrelation func-
tion is decaying over a longer time scale than the monoexponential decay of the binding
contribution, if both contributions show equal half-times (Figures VI.3 and III.7, p. 47).
Based on the autocorrelation model (Equation VI.13), it can be estimated which inte-
gration area is sufficient to result in an acceptable error, when applying the approach of
pseudo-infinite detection (Figure VI.2B). A detailed analysis of the error follows in Section
VI.2.2 (Figure VI.7). Practically, the maximally achievable ROI size will be limited by the
instrumentation and a decreasing SNR of the autocorrelation curves with increasing ROI
size. Thus, the approach to integrate the signal over a pseudo-infinite area (Figure VI.2B)
requires prior knowledge of diffusion dynamics and binding kinetics to validate its feasibility
in the specific case. The field of view of high numerical aperture (NA) objectives, allowing
objective-type TIRF microscopy, limits integration areas on the order of (250 µm)2. Even
for such large integration areas, the autocorrelation function shows contributions from
membrane diffusion, as the diffusion term decays slower for equal half-times.
Moreover, amplitude of the autocorrelation function is decreasing with increasing inte-
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Figure VI.4: Accessibility of the binding kinetics depends on the diffusion
decay. (A) The diffusion time τ2D depends on the size a of the acquisition ROI. The larger
the ROI, the longer the average time to traverse the ROI by diffusion. (B)While the decay
of the diffusion contribution to the autocorrelation function shifts in time with the ROI
size (blue to red), the decay of the binding term τc is independent of the ROI size (black).
(C) The experimentally obtained autocorrelation depends on the diffusion decay and the
binding decay time (Equation VI.11). For small ROIs (τ2D  τc), the autocorrelation is
dominated by the diffusion decay (blue). If τ2D ∼ τc, the shape of the autocorrelation
function depends on both, diffusion and binding (purple). For large ROIs (τ2D  τc),
the binding contribution dominates the autocorrelation function (red). The displayed
autocorrelation functions are calculated based on Equation VI.13 (C), with the binding
term set to 1 (τc → ∞) for (B). Parameters of the displayed curves are: τc = 5 s, DC =
2 µm2/s, a1 = 1 µm, a2 = 10 µm, a3 = 100 µm, resulting in τ2D = (0.1τc, 10τc, 1000τc),
respectively and σ = 70 nm.
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grated surface area. Therefore, the low amplitude marks an upper limit to practically
achievable integration areas and surface concentrations. For smaller integrated areas,
molecules entering or exiting the observation volume dominate the autocorrelation func-
tion. For larger integrated areas, however, the background signal 〈Bg〉 is increasing, while
the amplitude of the autocorrelation function decreases. Therefore, fluorescent ligands in
solution additionally decrease the amplitude of the autocorrelation function, even if their
contribution can be treated as uncorrelated background 〈FA〉 [Thompson, 1999,Mücksch
et al., 2018]. Further, minimal fluctuations in the setup, in particular fluctuations of the
excitation laser, any kind of drift or mechanical instabilities can easily induce fluctuations
not only in the signal of the fluorescent molecules of interest, but also in the background
signal. The smaller the ratio of signal fluctuations to background fluorescence, the more
severe is the influence of unwanted fluctuations on the autocorrelation curve. This is dif-
ferent from confocal FCS where the background is usually not larger than the signal of
interest. Thus, large integration areas are intrinsically prone to be more sensitive towards
instabilities. Decreasing the density of bound molecules to increase the amplitude of the
autocorrelation function, similarly changes the ratio of the desired signal to the background
signal in an unfavorable way. In practice, the background signal therefore imposes a limita-
tion to the approach of pseudo-infinite detection. If applicable, however, a pseudo-infinite
detection offers an otherwise unmatched level of simplicity. Background-reduced samples,
based on FRET pairs [Auer et al., 2017] have the potential to significantly improve the
SNR of large area SI-FCS autocorrelation curves.
The third approach, the confinement of diffusing molecules within the integration area
(Figure VI.2C), combines reasonable correlation amplitudes with the benefit of a simple
fitting model, essentially defined only by the binding reaction. The simplicity of the fit-
ting model allows for a robust quantification. However, the obtained binding kinetics are
potentially influenced by interactions of bound molecules with the confinement. Promi-
nent examples of confined bilayer structures compatible with TIRF microscopy include (i)
bilayers micropatterned with polymers [Spinke et al., 1992, Hovis and Boxer, 2000, Orth
et al., 2003,Tanaka and Sackmann, 2005] or biomolecules [Kung et al., 2000,Tanaka et al.,
2004], (ii) anorganic structures preventing the formation of bilayers or limiting membrane
diffusion [Groves et al., 1997], (iii) surface-immobilized lipid bilayer nanodiscs [Nath et al.,
2010], or (iv) patches of membranes [Danelon et al., 2006, Perez et al., 2006, Chiaruttini
et al., 2015].
Applying all three approaches in combination, (A) the autocorrelation model function
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incorporating lateral diffusion, (B) pseudo-infinite integration areas and (C) confinement
of membrane diffusion, offers the potential for validating the obtained results based on
different assumptions. We will experimentally verify the three approaches A, B and C in
Sections VI.2.1, VI.2.2 and VI.2.3, respectively.
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attached Binding Sites with SI-FCS
The transient binding of ligands to membrane-bound receptors is of exceptional relevance
for cell biology as well as pharmacology [Alberts, 2002, Yıldırım et al., 2007]. As dis-
cussed above (Section VI.1.2), lateral diffusion on the membrane significantly increases the
complexity of the system. Based on our investigations of DNA hybridization on surface-
immobilized origami nanostructures (Chapter III), we established a simple proof-of-concept
system with well-characterized binding kinetics, mimicking the situation found for the bind-
ing to sparse membrane binding sites (Section VI.1.2.2 and Figure VI.1B).
With this implementation, we increase the complexity stepwise by introducing lateral
diffusion of membrane-bound receptors (Figure VI.1A and B), but not yet to the level of
the direct partitioning of biomolecules to membranes (Figure VI.1C). Experimentally, we
realized this by employing the same hybridizing DNA sequences (9 nt) as in Chapter III and
IV, but with the docking strands bound to cholesterol at the 5’-end (chol-DNA), instead
of immobilizing them on DNA origami nanostructures. Cholesterol is a lipophilic molecule
and constituent of many natural membranes and partitions into lipid bilayers with a free
energy of approximately 23kBT [Kessel et al., 2001]. DNA oligonucleotides, modified with a
tetraethylene glycol (TEG)-linked cholesterol serve as mobile DNA handles on membranes,
as described and intensively characterzied previously [Pfeiffer and Höök, 2004, Czogalla
et al., 2016]. Chol-DNA molecules were found to bind to membranes without altering the
membrane structure [Bunge et al., 2009], to diffuse on the lipid bilayer and to hybridize with
complementary strands from solution [Bunge et al., 2007,Banchelli et al., 2008,Banchelli
et al., 2010]. At low surface concentrations, chol-DNA was found to be monomeric and
is thus likely to show similar hybridization kinetics as free DNA [Banchelli et al., 2008,
Banchelli et al., 2010,Gambinossi et al., 2010]. Moreover, such mobile DNA handles have
been applied in DNA nanotechnology to obtain DNA nanostructures capable of interacting
with lipid membranes [Czogalla et al., 2013, Langecker et al., 2014, Khmelinskaia et al.,
2016, Franquelim et al., 2018]. Hence, an improved quantification of DNA hybridization
will also support the engineering of complex reversible binding mechanisms.
Membrane-bound receptors are frequently found in cells in the form of integral mem-
brane proteins. However, incorporated into SLBs on solid supports, they have been found
to show altered behavior compared to their native state, in particular immobilization based
upon interactions with the support [Merkel et al., 1989, Przybylo et al., 2006, Scomparin
135
VI. Quantification of Membrane Binding and Partitioning Kinetics via SI-FCS
et al., 2009]. In contrast, chol-DNA sticks out of the membrane only from the upper leaflet
and is thus not hindered by the glass support.
We characterized the hybridization to membrane-bound chol-DNA staples using three
different approaches and critically evaluated their performance: (A) modeling the mem-
brane diffusion, (B) pseudo-infite detection, and (C) confinement of membrane diffusion
(Figure VI.3 and Section VI.1.2.4). The acquisition of autocorrelation curves was per-
formed as described above (Chapters III and IV) with only small modifications noted in
the respective sections. For surface-immobilized binding sites we showed that the decay
time τc of the autocorrelation function is independent of the size of the integrated ROI
(Figure III.12, p. 55). Here, we expect a dependence of the autocorrelation function on
the ROI size and exploit it to extract binding kinetics independent of diffusion dynam-
ics. Essentially, we combine camera-based TIR-FCS [Kannan et al., 2007,Sankaran et al.,
2009], including its capability to study membrane diffusion without prior calibration [Bag
et al., 2012] with the binding contribution as studied in SI-FCS (Chapter III).
VI.2.1 Evaluation of the Approximated Autocorrelation Model
Incorporating Binding and Membrane Diffusion
First, we set out to validate the dependence of the autocorrelation decay on the size of
the integrated ROI in presence of membrane diffusion. We prepared an SLB from 1,2-
dioleoyl-sn-glycero-3-phosphocholine (DOPC) and incubated it with chol-DNA staples at
a concentration as low as 0.1 nM for 2min. Low concentrations of hybridized duplexes on
the surface do not only enable the integration over large surface areas, while maintaining
detectable fluctuations from individual molecules (compare Section VI.1.2.5), but also avoid
artifacts based on higher order structures of bound cholesterol observed for micromolar
concentrations [Czogalla et al., 2016]. After washing to remove unbound chol-DNA docking
strands from solution, we added 10 nM of imager strands, similar to the conditions used
in Chapters III and IV. We used buffers as above, but unlike before, without the addition
of Tween-20. Tween-20 is conventionally added to the immobilization (buffer A+) and
imaging buffer (buffer B+) of DNA-PAINT samples to reduce non-specific binding to
glass. However, being a detergent, Tween-20 can impair membrane integrity. Compared
to Chapter III, we further expanded the illuminated area so that the extension of the
illumination (estimated as ωFWHM ≈ 150 µm from the magnification optics of the excitation
beam and confirmed by Figure VI.15, p. 175) exceeds the field of view of the full-frame
camera acquisition (82 µm) and can thus be assumed homogeneous within the field of
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view. We increased the average excitation power accordingly to maintain the irradiances
determined previously as bleaching-free regime (Figure III.4, p. 45). As a compromise
between high camera frame rates (85Hz) and spatial resolution, we maintained 4 × 4
pixels hardware binning on the camera. Further, we extracted autocorrelation curves
by integrating the fluorescence signal within squared ROI of different size. Binning an
increasing number of image pixels results in integrated areas ranging from 1.3 to 82µm
(Figure VI.5A). Detailed Materials and Methods are listed in Section D.1 of the appendix.
The obtained autocorrelation curves from the different integrated surface areas support
the trend suggested by theory (Section VI.1.2.4 and II.1.3). With increasing ROI size,
the autocorrelation amplitude decreases and the decay shifts towards longer lag times, as
evident from the normalized autocorrelation curves (Figure VI.5B and C).
We initally attempted to fit the obtained average autocorrelation curves for each ROI
size individually to the autocorrelation model accounting for diffusion and binding dy-
namics (Equation VI.11). However, the individual fits did not show consistent results for
the different probed ROI sizes, as the binding contribution becomes negligible for small
ROI, while the contribution from membrane diffusion becomes negligible for large ROI.
We therefore fitted all obtained autocorrelation curves in one global fit procedure to ob-
tain one set of parameters matching all curves simultaneously (Equation VI.11, p. 130).
Conceptually, this is similar to the determination of membrane diffusion coefficients via
TIR-FCS [Sankaran et al., 2009,Bag et al., 2012] with additional binding contributions and
small modifications in the implementation. The amplitude G0 and the offset G∞ were free
fit parameters, individual to every integrated ROI size. The decay time τc of the binding
contribution and the diffusion coefficient DC were optimized globally to match all displayed
autocorrelation curves. The detection PSF was assumed constant and determined by Equa-
tion VI.8 with σ0 = 0.4, λ = 572 nm, the emission maximum of Cy3B [Cooper et al., 2004],
and NA = 1.49, as specified by the objective’s manufacturer. Similarly, the ROI size a
was assumed to match a = [native camera pixel] × 0.16 µm, as expected from the camera
specifications and the microscope’s theoretical magnification. As the different autocor-
relation curves vary in amplitude by three orders of magnitude (G0(1.3 µm) = 8× 10−2,
G0(82 µm) = 4× 10−5, as determined by the fit), it is essential to normalize the data prior
to fitting, in order to find the result matching small and large ROIs in equal measure.
The global fit does not only resemble the shape of the individual autocorrelation curves,
but similarly accounts for the change in the decay of the autocorrelation with increasing
ROI size. Systematic residuals indicate a mismatch of the autocorrelation model (Equation
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Figure VI.5: Autocorrelation curves showing contributions from membrane
diffusion and binding. DNA hybridization (9 nt) on chol-DNA docking strands diffusing
laterally on a DOPC SLB. (A) Representative frame of the acquired image series overlaid
with increasing ROI sizes (orange to blue), here depicted for a = (1.3, 2.6, 41, 82)µm.
(B) Data points represent the average of autocorrelation curves obtained from binning an
increasing number of pixels as integration ROIs. With increasing ROI size, the amplitude
decreases (orange to blue). Solid lines represent the global fit to all shown autocorrelation
functions with the membrane diffusion coefficient DC and the decay time of the binding
term τc common to all curves. Amplitude and offset were fitted for each curve individually
(Equation VI.11). The residuals to the fit are shown in the lower panel. (C) Normalized
autocorrelation curves are dominated by membrane diffusion for small ROI (orange) and
by binding for large ROI (blue). Curves are displayed as in (B). The monoexponential
binding contribution obtained from the fit with τc = 5.0 s is shown as black dashed line
and the diffusion coefficient was found as DC = 4.9 µm2/s. The implementation of the
fitting routine in its current form does not allow for an estimation of the uncertainty of
the fit or the extracted parameters. (D) The characteristic decay time τc of the binding
contribution depends on the maximum ROI size used for the global fit. For every displayed
ROI size, the global fit was repeated, but with a ≤ amax. SLB composition: DOPC with
0.05mol% Atto-488-DOPE, imager concentration: 10 nM P1 in buffer B, 0.1 nM chol-DNA.
VI.11) and the experimental data for the smallest and largest ROI sizes. In particular the
two largest ROI (a = 41 and 82 µm) show strong deviations at short times (τ < 0.1 s),
highlighting the role of the ROI size for the magnitude of the residuals. We suggest that the
major contribution is originating from lateral solution diffusion of imager strands, shifting
to longer times with increasing ROI size. The contribution to the autocorrelation curve
accounting for lateral diffusion in solution follows the same functional shape as in the case
of membrane diffusion (Equation II.26, p. 17 and Section II.1.3). The obtained diffusion
coefficient is DC = 4.9 µm2/s, and thus faster than previously reported values [Machán
and Hof, 2010]. Generally, the mobility of SLB on glass strongly depends on the employed
preparation [Scomparin et al., 2009]. Here, the preparation protocol was optimized for
highly mobile bilayers [Ramm et al., 2018b], in line with the increased diffusion coeffi-
cient. The characteristic binding time was determined as τc = 5.0 s, in agreement with our
previously determined characteristic decay time (Figure III.2, p. 33).
Even for the largest probed ROI, the obtained autocorrelation curve differs significantly
from the isolated binding contribution (Figure VI.5C, black dashed line), hinting at a
remaining contribution from membrane diffusion. Notably, the binding decay is described
by a monoexponential term that decays significantly faster than a diffusion contribution
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with similar half times (Figure VI.4C). This does not only have implications for the required
measurement time in order to acquire an unbiased autocorrelation curve (Figure III.7, p.
47), but also indicates that even for diffusion times τ2D exceeding the binding contribution
τc, the autocorrelation function is still influenced by the contribution from membrane
diffusion. Notably, for large ROI, the autocorrelation curves exhibit a significant noise
contribution for large lag times. Further increasing the total measurement time beyond
5 h is experimentally challenging. The increased noise level is in agreement with previous
observations on surface-immobilized DNA origami samples, namely that large ROI are
generally more sensitive to noise and are also in line with the small amplitudes of the
recorded autocorrelation curves.
In order to investigate the influence of the acquired ROI sizes a on the accuracy of the
obtained decay time τc of the binding contribution, we reapplied the global fit procedure
to a subset of ROIs below a maximum ROI size (a ≤ amax, Figure VI.5D). For large
maximum ROI sizes (amax ≥ 20 µM), τc converges to 5.0 s. For smaller maximum ROI sizes,
however, the binding contribution has only negligible influence on the fitted autocorrelation
functions. Therefore, the penalty in the fit of an arbitrarily large τc vanishes and the
determined τc becomes inaccurate. Accordingly, the global fit procedure only extracts
reliable binding information as long as the diffusion time of the largest investigated ROI
size τ2D is on the order of the binding decay time τc.
In order to further validate the analysis based on our simplified autocorrelation model
(Equation VI.11), we propose a list of additional experiments. First, quantification of dif-
ferent imager sequences will show if the approach is able to resolve differences in membrane
binding rates. The 7 nt, 8 nt and 10 nt imager employed in Chapter III (Figure III.2, p. 33)
will show for which range of binding times the global fit procedure is able to extract reliable
binding times. Supposedly, longer binding times will be more challenging to quantify by
modeling of the autocorrelation function, as the modulation of the autocorrelation function
only sets in for even larger ROI sizes. Moreover, when performing titration experiments,
the amplitude will decrease even further as the imager concentration increases, below the
already low amplitudes for large ROI sizes. It is not evident from our data if a full titration
can be performed and which range of binding rates can be quantified. As large ROI sizes
additionally shift the contribution from solution diffusion towards longer lag times, the ini-
tially assumed separation of time scales of solution diffusion, on the one hand, and binding
and membrane diffusion, on the other hand, needs to be carefully re-validated. Potentially,
the autocorrelation function can be extended by a term approximating the lateral diffusion
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in solution. In particular, the origin of the observed residuals can be tested with a blank
sample including imager, but no docking strands. As the lipid bilayer serves as a high
quality surface passivation, solution diffusion can presumably be quantified separately and
later on better corrected for in binding studies.
Finally, SI-FCS has the potential to quantify not only simple binding kinetics originat-
ing from a monoexponential decay, but also recover more complex binding phenomena, as
shown above for the biexponential decay originating from two independent species (Figure
III.2, p. 33). However, with increasing complexity of the fitting function and multiple com-
ponents overlapping in the autocorrelation function, it will become increasingly challenging
to investigate complex binding reactions. We therefore seek for an approach, allowing for a
more direct determination of the binding kinetics with an autocorrelation model function,
consisting of as few and simple contributions as possible.
VI.2.2 Pseudo-infinite Detection Neglecting Contributions from
Diffusion
Our second approach, i.e. extending the integrated area to suppress the contribution to
the autocorrelation function from membrane diffusion (Figure VI.3B), can be validated by
reanalyzing the data obtained in the previous section (Figure VI.5). Following the concept
of pseudo-infinite detection, we apply the monoexponential fit model:






While we previously applied this fit model successfully to the hybridization reaction of
surface-immobilized binding sites (Section A.1, p. 265), membrane diffusion causes sig-
nificant deviations for small ROI sizes. For large ROI sizes, however, the combined auto-
correlation (Equation VI.11) simplifies to the monoexponential decay determined by the
binding contribution (Equation VI.14).
The rigorously simplified fit model describes the decay of the autocorrelation function
for large lag times (τ > 0.5 s) and large ROI (a > 20 µm) with satisfactory precision and
residuals on the order of 1% (Figure VI.6A). For shorter lag times or smaller ROI, however,
the fits show systematic deviations from the data. For small ROI the fit model does not
describe the experimentally obtained correlations properly, as diffusion on the membrane
out of the integrated area decreases the apparent decay time, but is not properly accounted
for in the fitting model. The residuals to the fit are accordingly large and systematic (up
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Figure VI.6: Pseudo-infinite detection: Analyzing large ROI with a rigorously
simplified fit model. Experimental autocorrelation curves (symbols) are identical to
Figure VI.5. (A) Normalized autocorrelation curves for ROI sizes increasing from 1.3 µm
to 82µm (orange to blue). The standard deviation of the acquired autocorrelation curves is
shown as shaded area. Fit to a single exponential fit model (Equation VI.14) (upper panel)
and residuals of data points to the fit (lower panel) are shown as solid lines. (B) Box plot of
the obtained decay times τc depending on the ROI size. The center lines mark the median.
The box edges correspond to upper and lower quartile, and are extended by the whiskers
marking 1.5 times the inter-quartile range. Data points outside the whiskers are marked
by black crosses. For faster acquisition, images were recorded with 4×4 hardware binning.
For better comparability, pixels are given in native camera pixels, not binned image pixels.
SLB composition: DOPC with 0.05mol% Atto-488-DOPE, imager concentration: 10 nM
P1 in buffer B, 0.1 nM chol-DNA.
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to 10%).
As the contribution from membrane diffusion shifts to longer lag times with increasing
ROI size, also the apparent decay time is increasing with increasing ROI size (Figure
VI.6B). For large ROI sizes and diffusion times τ2D exceeding the characteristic binding
time τc by orders of magnitude, the apparent τc is expected to saturate at the characteristic
decay time of the binding in absence of membrane diffusion. For the maximum investigated
ROI size of a = 82 µm, a saturation of τc could not be obtained. However, the course of
change in τc with increasing ROI size suggest a saturation around (5± 1) s, on the order
of the value obtained from the global fit of a autocorrelation model function incorporating
membrane diffusion (Section VI.2.1). The maximum measured decay time is τc = 4.1 s for
the integration of the whole field of view (a = 82 µm).
With the combination of our setup and the exemplified binding reaction, we were un-
able to reach a saturation of the obtained decay time τc. This highlights the most severe
limitation of the presented approach, its limited applicability. A simplified estimate of the
applicability of the approach of pseudo-infinite detection can be made from the comparison
of the autocorrelation model function in presence and in absence of membrane diffusion
(Equations VI.11 and VI.14). To estimate the expected error in the determined binding
decay time τc, we fitted the autocorrelation function for the simplified model incorporat-
ing membrane diffusion (Equation VI.11) with the non-matching monoexponential model
(Equation VI.14) (Figure VI.7). Further, we determined the threshold ROI size for a
range of decay times and diffusion coefficients, resulting in an error in the obtained τc, fit
of less than 10% compared to the true decay time τc, input (Figure VI.7E). Following this
estimation and further assuming the obtained numbers from the global fit (Figure VI.5,
τc = 5.0 s, DC = 4.9 µm2/s), we expect the required ROI size for a measurement accuracy
of 10% with the pseudo-infinite detection to be approximately 175 µm, significantly ex-
ceeding the possibilities of our instrumentation. For smaller diffusion coefficients, however,
a much larger range of binding decay times should become accessible with the approach
of pseudo-infinite detection. Obtained membrane diffusion coefficients are sensitive to a
number of parameters, among others: membrane composition [Bag et al., 2014], mem-
brane structure [Simons and Vaz, 2004,Carquin et al., 2016], crowding [Guigas and Weiss,
2016,Metzler et al., 2016], bilayer preparation [Machán and Hof, 2010, Scomparin et al.,
2009] and the diffusing molecule species [Vaz et al., 1984, Jacobson et al., 1987,Gambin
et al., 2006]. Based on our estimations, for diffusion coefficients of DC ≤ 0.1 µm2/s, resi-
dence times of up to 100 s can be analyzed by SI-FCS with pseudo-infinite detection with
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Figure VI.7: Performance of the pseudo-infinite detection depending on the
membrane diffusion coefficient and the binding decay time. (A) Normalized con-
tribution of the membrane diffusion for increasing ROI sizes (1 µm to 1000 µm shown in
blue to yellow, respectively). The contribution of binding is independent of the ROI size
(τc, input = 5 s, black). (B) Normalized autocorrelation function resulting from the multi-
plication of membrane diffusion and binding contribution for ROI sizes as in (A, blue to
yellow) and the binding contribution shown for reference (black). (C) Monoexponential fit
(Equation VI.14) describing the binding contribution fitted to the autocorrelation curves
from (B). For small ROI sizes the fit does not accurately describe the autocorrelation func-
tion (upper panel) and results in systematic residuals (lower panel). (D) The decay time
τc,fit of the monoexponential fit for ROI sizes (blue to yellow circles) approaches the true
value τc, input = 5 s (black solid line). For ROI sizes larger than 100 µm the error in τc, fit
as determined from the fit is lower than 10% in this example (gray dashed line). (E)
Dependence of the necessary ROI size to achieve an error of less than 10% on ideal data,
depending on the diffusion coefficient DC and the decay time τc, input. The experimentally
accessible range of ROI sizes is marked by white contour lines: a = 80 µm as currently
available on our instrumentation, and a = 250 µm with 63× TIRF objective and demag-
nified detection. Here, noise contributions, solution diffusion and the practical limitation
originating from the required measurement times (Figure III.7, p. 47) are neglected.
a bias of less than 10% in τc for a field of view exceeding 80µm (Figure VI.7E).
VI.2.3 Lateral Confinement of Membrane Diffusion
The two approaches presented above, namely modeling the diffusion (A) and pseudo-
infinite detection (B), are both limited in their sensitivity and accuracy of detecting changes
in the decay time τc of the binding contribution. For typical ROI sizes as previously
employed in SI-FCS (up to 20 µm, Figure III.12, p. 55) or camera-based TIR-FCS (up to
2µm [Krieger et al., 2015,Bag et al., 2012]) the autocorrelation curves are influenced by
membrane diffusion (Figure VI.7). Even larger ROI sizes reduce the influence of diffusion,
but simultaneously increase the sensitivity to instabilities in the sample and the setup. We
developed the strategy of confining the diffusion (Figure VI.3C) to combine the advantages
of a simple and robust fitting function while decoupling the accessible binding kinetics from
the employed ROI sizes. In this way, diffusion may still be present in the system, but is
rendered invisible to the autocorrelation function, as bound molecules are prevented from
diffusing in and out of the detection volume.
One elegant way of achieving confinement in a reproducible and well-defined way,
are photolithograpically patterened diffusion barriers isolating individual membrane cor-
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rals [Groves et al., 1997,Groves, 2002,Lin et al., 2010,Nair et al., 2011]. Different materials
have previously been tested concerning their influence on the membrane formation and
fluidity [Groves et al., 1998]. Aluminium oxide inhibits the formation of lipid bilayers in
coated areas, while chromium and indium tin oxide (ITO) allow vesicle fusion and thus
the formation of SLBs. Bilayers on chromium and ITO, however, are immobile and thus
form diffusion barriers. Ligand-receptor binding has previously been studied to membrane
receptors incorporated into membrane microarrays by observing changes in bulk fluores-
cence [Fang et al., 2002] or the effect of the binding on molecular mobility [Yamazaki et al.,
2005].
For SI-FCS, we designed grid shaped diffusion barriers, exposing the cover glass in
patches of 10 µm side length, enclosed by 1-2 µm wide chromium lines (Figure VI.8). In
brief, a positive photo resist is patterned on standard microscopy coverslips, prior to sput-
tering of a few nanometer thick chromium layer. Lift-off of the photo resist frees coated
areas from chromium, exposing the cover glass. The employed photolithography allows to
form arbitrary lateral shapes on the scale of few micrometers and larger. While in areas
exposing the cover glass standard SLB can be formed by fusion of small unilamellar vesi-
cles (SUVs) [Ramm et al., 2018b], areas coated with chromium serve as a barrier to lateral
diffusion. Detailed Materials and Methods are listed in Section D.1.3 of the Appendix (p.
292). In TIRF microscopy barriers preventing the formation of SLB and barriers hindering
the diffusion will both appear as dark areas, as excitation light is back-reflected from the
chromium patterns. The usability of the cover slides is considerably enhanced by their abil-
ity to be reused. Lipid bilayers on chromium coated coverslips can be removed by washing
with ethanol and water prior to plasma cleaning. Reused slides were without observable
deterioration of the chromium pattern or compromises in membrane quality.
FRAP experiments confirm that the membrane is fluid within one membrane corral
(Figure VI.8C), while no exchange of lipids of neighboring corrals is observed (Figure
VI.8D). The designed grid structures therefore serve as the desired diffusion barrier without
apparent alterations of the lateral diffusion within the membrane corrals.
To investigate membrane binding, we incubated the SLB with chol-DNA staples for
2min, before removal of unbound chol-DNA (Figure VI.9). Further, we increased concen-
tration of chol-DNA (10 nM) compared to standard SLB (0.1 nM, Figure VI.5 and VI.6)
to ensure chol-DNA incorporation in all membrane corrals. Examining individual bound
imager strands by eye, it appears that chol-DNA experiences the chromium grid as a re-
flective boundary. We did visually neither observe trapping of chol-DNA nor an increase
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Figure VI.8: Deposition of patterned SLB on chromium microstructures. A
grid microstructure is deposited on a coverslip by photolithography and metal evaporation
(courtesy of Beatrice Ramm, Hiro Eto and Philipp Altpeter, for details see Appendix
D.1.3, p. 292). (A) A DOPC SLB is deposited on the microstructures, resulting in
an array of membrane corrals separated by the chromium structures (magenta). Chol-
DNA staples bind to the SLB exposing the docking sequence. Fluorescent imager strands
hybridize transiently to the docking strands (cyan). Scale bar: 10µm. (B) For SI-FCS
acquisition, the signal from the imager strands is recorded with 4× 4 binning (left). ROIs
for integration are obtained from thresholding on the imager signal after averaging the
measurement in time, resulting in 49 independent ROIs. (C) FRAP measurement of
the lipid mobility within one membrane corral after bleaching a circular spot with 3µm
diameter (gray data points). Fitting a FRAP model (Equation D.1, p. 293, solid black
line) reveals a diffusion coefficient of D = (7± 2) µm2/s, consistent with the high mobility
found for cholesterol staples with TIR-FCS (Figure VI.5). Scale bar: 3µm. (D) No
recovery in fluorescence intensity is observed when an entire membrane corral is bleached
(black solid line). Neighboring membrane corrals are unaffected (gray solid line). SLB
composition: DOPC with 0.05mol% Atto-488-DOPE in A and B, imager concentration:
10 nM P1 in buffer B, 0.1 nM chol-DNA, DOPC with 0.05mol% Atto-655-DOPE without
imager strands and chol-DNA in C and D.
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in unbinding when diffusing molecules encountered the boundaries of the chromium grid.
To extract intensity traces from the image series, we generated binary masks by thresh-
olding of the time-averaged image series. Fluorescence intensity traces for SI-FCS analysis
were then obtained by integration of the fluorescence signal within the areas described by
the binary masks (Figure VI.8B). This implementation ensures the independence of the
analysis on the rotation of the grid compared to the axes of the camera.
Figure VI.9: SI-FCS autocorrelation curves acquired from micropatterned
membrane corrals on chromium grids. (A) SI-FCS autocorrelation curves (gray,
upper panel) obtained from integration of confined SLB patches on chromium grids (Fig-
ure VI.8). Fits to the individual autocorrelation curves are shown as solid lines (Equation
VI.14, upper panel). Respective residuals are shown in the lower panel. (B) Normalized
autocorrelation curves, displayed as in (A), but with the average of the normalized autocor-
relation curves (blue dash-dot line) and the fit to the average autocorrelation curved (blue
solid line). Lower panel: Fits for the individual normalized autocorrelation curves (gray)
and the average autocorrelation curve (blue). SLB composition: DOPC with 0.05mol%
Atto-488-DOPE, imager concentration: 10 nM P1 in buffer B, 5 nM chol-DNA.
We obtained 49 independent autocorrelation curves from one field of view (Figure
VI.9) with an imager concentration of 〈A〉 = 10 nM, as above (Figures VI.5 and VI.6).
To extract binding times, we fitted the autocorrelation curves with the model function for
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binding in absence of any diffusion (Equation VI.14). Further, we averaged the normalized
autocorrelation curves and fitted the average autocorrelation curve. The fits describe
the data with an overall accuracy at the same level as for our investigations of DNA
hybridization to surface-immobilized docking strands (Figure III.2, p. 33) and yield an
average characteristic decay time of τc = (3.01± 0.13) s (mean ± std.).
Based on the high quality of the obtained results, we recorded a titration curve to
extract not only the characteristic binding time, but the association and dissociation rate,
ka and kd, respectively. To limit the number of bound imager strands within one membrane
corral, we lowered concentration of chol-DNA from 5nM to 1 nM with increasing imager
concentration from 10 nM to 2 µM, respectively. By varying the concentration of chol-
DNA, high concentrations of imager strands in solution result in fluctuations that are still
sufficient to extract autocorrelation curves from the image series. Table D.1 (p. 293) in
the appendix lists the pairs of concentrations of imager strands and chol-DNA.
With increasing concentration of imager strands in solution, the autocorrelation curves
show a decreasing characteristic decay time τc (Figure VI.10). As for the titrations of
the imager concentration in Chapters III and IV, we fitted the obtained decay times with
Equation III.1 (Figure VI.10B, black solid line). One point of the titration series (〈A〉 =
300 nM) does not follow the general trend for unknown reasons. Concentrations were
assumed to match the taret concentration and were thus not confirmed by confocal FCS,
different from previous experiments (Figure A.1, p. 269). Excluding the data point at
〈A〉 = 300 nM, we obtain as association and dissociation rate, ka = (0.9± 0.6)× 106/(M s)
and kd = (0.33± 0.04)/s, respectively (Figure VI.10B, red solid line). The rates are in
agreement with the values obtained for surface-immobilized binding sites (Chapter IV,
Table IV.1, p. 68), yet lower than in Chapter III (Table III.1, p. 35). Table VI.1 lists the
obtained binding parameters including and excluding the outlier at 〈A〉 = 300 nM, as well
as the binding kinetics for surface-immobilized DNA-origami nanostructures (Chapters III
and IV) [Mücksch et al., 2018,Blumhardt et al., 2018].
While the presented results are preliminary and require further validation, they do
highlight the potential of SI-FCS to quantify reaction rates of ligands to membrane-bound
receptors in presence of diffusion. Not only does the recording of SI-FCS autocorrelation
curves on micropatterned SLBs render the effects of membrane diffusion negligible, it also
allows for the multiplexing of multiple autocorrelation curves within one field of view.
The obtained data are within the range observed in previous experiments, suggesting that
the diffusion barriers do not have a strong effect on the binding kinetics. The design of
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Figure VI.10: Determination of binding rates to diffusing membrane-bound
receptors. (A) Normalized SI-FCS autocorrelation curves as in Figure VI.9, but for
increasing concentrations of imager strands (10 nM to 20µM, blue to yellow). Data points
represent the average of the autocorrelation curves from at least 36 membrane corrals with
the standard deviation as shaded area. The fits (Equation VI.14, upper panel) and residuals
(lower panel) are shown as solid lines. (B) The characteristic decay time τc decreases with
increasing concentration of imager strands in solution. The fit to the titration model
(Equation III.1, p. 31) is shown as solid black line with the 95% confidence bounds as
shaded area. The fit and confidence bounds obtained by excluding the measurement at
300 nM are shown as red solid and dashed lines, respectively. SLB composition: DOPC
with 0.05mol% Atto-488-DOPE, imager concentration: 10 nM to 2 µM P1 in buffer B,
1 nM to 5 nM chol-DNA.
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Table VI.1: Hybridization kinetics with 9 nt overlap on chol-DNA and surface-
immobilized DNA origami nanostructures. Association rate ka, dissociation rate kd
and the dissociation constant Kd = kd/ka for the hybridization on chol-DNA diffusing on
fluid SLBs (first row). One data point did not follow the general trend and was excluded
(second row) for better comparison of the obtained results in Chapter IV (third row, from
Table IV.1) and III (bottom row, from Table III.1).
docking strand condition ka [106/(M s)] kd [1/s] Kd [nM]
chol-9nt 0.5± 0.5 0.31± 0.09 600± 800
chol-9nt (w/o 〈A〉 = 300 nM) 0.9± 0.6 0.33± 0.04 400± 300
9nt immobilized, DNA origami,
[Blumhardt et al., 2018] 1.49± 0.17 0.303± 0.001 200± 30
9nt immobilized, DNA origami,
[Mücksch et al., 2018] 2.5± 0.5 0.180± 0.012 72± 16
structures with varying confinement geometries and dimensions will allow to control for
possible interactions with the chromium barrier in the future.
VI.2.4 Combined Discussion of the Quantification of Ligand Bind-
ing to Membrane-bound Receptors
We have successfully implemented the quantification of our model system for the binding
to membrane-bound receptors with SI-FCS. All three proposed approaches are principally
able to measure binding kinetics on highly fluid SLBs.
For the first two tested approaches (A and B), the decay time of the binding con-
tribution τc at an imager concentration of 10 nM was estimated with 5 s (Figures VI.5
and VI.6), and thus higher than the (3.01± 0.13) s for the confined diffusion (C, Figure
VI.9). The concentration of imager strands of 10 nM is low enough to assume the decay
time τc to be the inverse of the dissociation rate (τc ≈ 1/kd) for the approaches (A) and
(B). The resulting dissociation rates of the three approaches agree within a factor of 1.7
(Table VI.2). However, taking into account the estimated error margins, the values differ
significantly for the three applied approaches. This difference demands further controls,
as the employed SLB composition, DNA handles, buffers and excitation irradiance were
identical for all three approaches. Samples can thus be regarded as replicates, except for
the chromium microstructures, the performed analysis and the concentration of chol-DNA
docking strands. In approach C the concentration was increased, as the low concentra-
tion of 0.1 nM employed on the conventional SLB left some fields on the chromium grid
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apparently unoccupied.
Notably, the difference of the three approaches is of the same magnitude as in between
the two measurements of Chapters III and IV (Table VI.1). Excluding the outlier at 〈A〉 =
300 nM, obtained association rates differ maximally by a factor of 2.8 and dissociation rates
by maximally a factor of 1.8 in between approach C and Chapters III and IV.
We previously accounted differences of the observed magnitude to slight mismatches
in buffer conditions, in particular the pH, and the temperature of the sample. The tem-
perature is intrinsically a sensitive parameter for transient binding reactions with binding
energies on the order of kBT , and thus in particular for the DNA hybridization with 9 nt
overlap [Jungmann et al., 2010]. Furthermore, the recorded titrations in Chapter III and
IV were obtained from the same batch of materials within the respective chapters, but
fresh stocks of material (DNA-origami, imager and buffers) for each chapter.
On the one hand, the difference is significant, requiring careful control of the accuracy
of the experiments. On the other hand, it highlights the achievable precision of the SI-FCS
quantification with a factor of two in the binding rates being clearly resolvable.
All three approaches have revealed specific advantages and pitfalls that make them
promising candidates for complementary measurements and for cross-checking the obtained
results. As the chromium grids are not extended over the whole coverslip, areas covering
multiple fields of view with unpatterned SLB can be found. We therefore propose to ex-
ploit the ability of the three presented approaches to directly compare measurements from
one identical sample. Subsequently sampling an unpatterned and a patterned membrane
region, allows to rule out buffer mismatches, temperature or sample variation as possible
cause.
Modeling the diffusion in the autocorrelation function (A) is the only way to extract
the diffusion coefficient DC of the binding sites on the membrane simultaneously to the
binding kinetics. Principally, the diffusion coefficient DC can similarly be obtained within
confined membrane corrals (C) for ROI sizes smaller than the extension of the corrals. The
limited size of the membrane corrals is however expected to influence the autocorrelation
function of the membrane diffusion, as well known from simulations with limited box sizes
and reflective boundary conditions.
The global fit extracts the characteristic binding decay time τc reliably, as long as the
ROI size is large enough, such that the autocorrelation function is modulated by the binding
contribution (Figure VI.5D). Noise at large lag times is increasing with large ROI sizes,
limiting both the fitting of the diffusion contribution (A) and the pseudo-infinite integration
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(B). Pseudo-infinite detection (B) is most simple in its analysis and the employed fitting
model. Unfortunately, it is systematically biased towards shortened decay times due to a
ROI size not sufficient to reach a saturation of τc. Effectively, the first two approaches (A
and B) can only be performed for short binding decay times or small diffusion coefficients
(Figure VI.7). Thus, they are currently incompatible with residence times on the order of
100 s, as observed for the hybridization of a 10 nt duplex (Figure III.1, p. 31), as long as
the diffusion coefficient DC  0.1 µm2 s.
Confinement of diffusing molecules in membrane corrals (C) combines the advantages
of a simple one component fitting model with the multiplexed acquisition of multiple auto-
correlation curves from one field of view. In particular, confinement is the only identified
approach that combines (i) fluid lipid bilayers, (ii) small ROI sizes resulting in large SI-
FCS autocorrelation amplitudes, coinciding with superior SNR, and finally (iii) principally
unlimited residence times. The major challenge of the approach is to avoid an alteration of
the binding kinetics upon encounters with the diffusion barrier. As we were unable to rule
them out entirely, further experiments will be necessary to finally decide on the applicabil-
ity of the approach. Furthermore, the more complex sample preparation of the membrane
corrals impairs the simplicity and availability of the method. On the other hand, modified
and specialized structures can be created as controls or for specific applications. Com-
pared to SPR and QCM-D, requiring specialized chips, the sample preparation is simple
and cost-efficient. As chromium structures effectively block fluorescence light in covered
areas, they can potentially serve as physical pinholes in the sample plane to be combined
with fast detection schemes like large-area PMTs or APDs (Chapter IV) and reduce sample
bleaching outside of the desired ROI. Additional data points below the currently achievable
camera acquisition cycle times will benefit the fitting of the solution contribution and thus
the accuracy of the obtained results.
Spatially resolved acquisition, on the other hand, offers the fundamental advantage
over point or area detection that the acquisition region of interest can be adapted in post-
processing and does not need to be experimentally defined on the setup. Moreover, spatial
detection has the potential to generate binding maps, identifying local changes in binding
kinetics. For the specific case of membrane binding, the assessment of membrane quality in
a separate fluorescent channel benefits the quality of the experimental data. In particular,
camera acquisition is therefore favorable over APD- or PMT-based detection, as long as
the time resolution of the camera is sufficient.
For applications beyond our chol-DNA-based proof-of-concept system, the reversible
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Table VI.2: Obtained binding kinetics for the three approaches to determine
binding rates in the presence of membrane diffusion. The approaches are presented
in Section VI.1.2.4 and illustrated in Figure (VI.3). The quantification is based on the
autocorrelation curves presented in Figures VI.5, VI.6 and VI.8, respectively.
analysis scheme τc (10 nM) D2D ka kd chol-DNA
[s] [µm2/s] [106/(M s)] [1/s] [nM]
global fitting 5.0 4.9 - 0.20 0.1
pseudo-infinite ROI 4.11 - - 0.24 0.1
chromium grid 3.02± 0.14 - 0.9± 0.6 0.33± 0.04 1, 2 or 5
binding of ligands to integral membrane receptors is of high relevance for not only biol-
ogy, but also pharmacology. Studies of integral membrane receptors in combination with
SLB have been hindered by the interaction of transmembrane proteins with the solid sup-
port. The spacing of the lipid bilayer to the cover glass has been increased by various
methods to combine solid-supported membranes with laterally mobile integral membrane
proteins [Tanaka and Sackmann, 2005]. As the distances are well below the penetration
depth of the TIRF excitation, they are readily suitable for SI-FCS measurements. Promi-
nent examples include cushions made from polymer [Spinke et al., 1992], DNA-tethered
multilayers [Chung et al., 2009] or surface-tethered vesicles [Yoon et al., 2006] (reviewed
in [Tanaka and Sackmann, 2005,Chan and Boxer, 2007]). Moreover, such cushions have
been micropatterned, allowing their potential application as confinement strategies with
SI-FCS.
Taken together, once proper controls are in place to rule out significant interactions
with the chromium structures, membrane corrals offer the most versatile and most promis-
ing route for quantification of membrane binding rates with SI-FCS. The three tested
approaches highlight that SI-FCS is principally able to precisely quantify ligand-receptor
interactions, even on highly fluid lipid bilayers with high specificity and single-molecule
sensitivity – a combination so far widely unavailable to the scientific community.
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VI.3 Quantifying Complex Membrane Partitioning of
Biomolecules with SI-FCS
Taking SI-FCS even further, we explored the potential for quantifying the kinetic rates of
the partitioning of biomolecules to membranes. The binding of proteins to membranes can
be quite complex in detail. Specific binding to membrane-incorporated receptors (Section
VI.2) or partitioning to the hydrophobic phase of the lipid bilayer represent two con-
cepts of protein-lipid interaction. Moreover, electrostatic attraction or repulsion [Murray
et al., 1997], the interaction of binding domains of proteins with specific lipids [Lemmon,
2008] and membrane curvature recognition induce different levels of specificity [Cornell
and Taneva, 2006]. The transient binding of peripheral membrane proteins can futher
be triggered by posttranslational modifications such as lipidation (e.g. palmitoylation or
prenylation) [Resh, 2006,Linder and Deschenes, 2007]. In addition, a large set of peripheral
membrane proteins bind membranes via amphipathic helical segments, a motif recurrently
found in protein structures mediating reversible membrane binding [Cornell and Taneva,
2006]. Amphipathic helices have polar residues that aid water solubility and hydropho-
bic residues that intercalate the glycerol backbone of the lipid bilayer [Drin and Antonny,
2010]. The challenge of investigating amphipathic helices is mutlifaceted: The partitioning
in between solution and membrane typically induces a transition from a non-helical to he-
lical confirmation. Based on this confirmational transition, the binding of the amphipathic
peptide GLP-1 has been reported to not follow a monoexponential distribution of residence
times. Rather, it has been shown to follow a more complex binding mechanism [Fox et al.,
2009,Myers et al., 2012,Constantinescu and Lafleur, 2004,Gerlach et al., 2009]. Overall, the
binding of amphipathic helices does not occur on well-defined receptors that can be easily
saturated in a titration experiment. Thus, the binding of amphipathic proteins or peptides
can only within certain limits be characterized in the framework of molecular binding and
the respective assignment of binding affinities. Remaining specificity for curvature, lipid
domains or lipid head groups might not be accurately described in a partitioning picture
either. Further, binding to the bilayer, amphipathic molecules localize within the complex
interfacial region formed by the aqueous solution, the lipid head groups and the gylcerol
backbone region. The pioneering work of Wimley and White highlights the importance
of this interface in contrast to the classic bulk partitioning picture [Wimley and White,
1996,Wimley et al., 1996,White and Wimley, 1998]. The quantification of the membrane
interaction of peripheral membrane proteins is thus in great need for a precise and accurate
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assays.
The aforementioned points highlight the need for appropriate theoretical models not
only describing the binding process in general, but also the SI-FCS autocorrelation func-
tions of the system in particular. Considerable effort has been invested towards a closed-
form analytic description of the autocorrelation function for binding to membranes, how-
ever, with a focus on ligand-receptor interactions [Thompson et al., 1981, Thompson,
1982,Lagerholm and Thompson, 1998,Starr and Thompson, 2001,Lieto et al., 2003,Thomp-
son et al., 2011,Lieto and Thompson, 2004,Ries et al., 2008a] (see also Sections II.1.3, p. 12
and V.1, p. 91). Eliminating lateral diffusion of membrane-bound molecules is key to ob-
tain models that rely on a limited number of experimentally accessible fitting parameters.
Here, we contribute to an all-embracing description, primarily by systematic assessments
through Monte Carlo simulations (Sections VI.3.1 and VI.3.2). Despite the progress pre-
sented here, additional work is required to obtain the full set of physical quantities from the
autocorrelation function. In Section VI.3.3, we list identified membrane binding peptides
potentially suited to test the performance of SI-FCS. Section VI.3.4 to VI.3.6 explore the
experimental possibilities for obtaining autocorrelation curves of peptide binding to three
different model membrane systems that confine the membrane diffusion.
VI.3.1 Autocorrelation Function for Membrane Partitioning Be-
low the Saturation Regime
Quantifying the binding rates to the membranes in absence of specific binding sites im-
poses an additional experimental challenge, compared to a model describing ligand-recptor
binding. If membrane binding sites are sparse and independent, an increase in the solution
concentration ultimately leads to a saturation of surface binding sites (Section VI.1.2.2).
However, the situation is more complex if the membrane can be regarded as one extended
binding site or as a dense array of binding sites. While at low surface concentrations bind-
ing sites can be regarded as independent and binding kinetics are well-defined, for densities
close to surface saturation, binding kinetics potentially change. In particular, changes in
membrane integrity and lateral interactions of bound molecules have to be carefully con-
sidered at high surface concentrations [Hsieh et al., 2010, Shih et al., 2011, Melo et al.,
2009,Brogden, 2005,Cornell and Taneva, 2006,Khandelia et al., 2008].
Here, we present a quantification of membrane binding kinetics at low surface occupa-
tions that satisfy the independence of individual binding events even for direct binding to
membrane. In Section III.2.1 (p. 39), we derived the autocorrelation function for a binding
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to surface-immobilized binding sites of the type
A + B ka−−⇀↽−kd C , (VI.15)
with A being the molecules in solution, B the unoccupied binding sites and C the formed
duplex of ligand and surface-binding sites.
Without specific binding sites on the surface, the reaction is better described by the
conversion of the molecules from a solution state A to a bound state C
A ka−−⇀↽−kd C . (VI.16)
Here, we assume (i) as before, that diffusion of A in solution is fully equilibrated on the
time scale of binding (Chapter III and VI.1.2.4) and (ii) that the lateral diffusion of bound
molecules C on the membrane is eliminated by adequate measures, as have been developed
before (Section VI.1.2.4).
The autocorrelation function thus depends only on the fluctuations in the number
of bound molecules. The change in the concentration C is described by the differential
equation
dC(~r, t)
dt = kaA(~r, t)λ
−1 − kdC(~r, t) , (VI.17a)
consisting of an association and a dissociation term. Note that in difference to Equation
III.8 (p. 40), the association term kaAλ−1 is independent of the availability of binding
sites B and therefore has the unit 1/s. Here, we introduced the characteristic length λ to
account for A(~r, t) being a volume concentration and C(~r, t) being a surface concentration,
similar to Myers and colleagues [Myers et al., 2012]. In Chapter III, we neglected the
difference in dimensionality and treated B and C as effective volume concentrations.
We can express the concentrations as a variation around the mean, A(~r, t) = 〈A〉 +
δA(~r, t) and C(~r, t) = 〈C〉 + δC(~r, t), respectively. In equilibrium, the average concentra-
tions are constant and the rates of binding and unbinding are equal, kd〈C〉 = ka〈A〉λ−1.
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+dδC(~r, t)dt = ka〈A〉λ
−1 − kd〈C〉︸ ︷︷ ︸
=0
+kaδA(~r, t)λ−1 − kdδC(~r, t) (VI.17b)
dδC(~r, t)
dt = kaδA(~r, t)λ
−1 − kdδC(~r, t) (VI.17c)





is the ratio of a volume concentration and a surface concentration and therefore has the
unit of a length [Myers et al., 2012]. As in Chapter III, we assume a large reservoir of
molecules in solution, compared to the fraction bound to the membrane. The fluctuations
in the solution concentration are therefore negligible (δA = 0).
As above, the autocorrelation function G(τ) is determined by the concentration corre-





d3r′ ΦCC(τ)δ(~r − ~r ′)
〈C〉2(∫ d3r)2 . (VI.19)
The differential equation for the concentration correlation writes as (compare Equation
III.10, p. 41)
dΦCC(τ)
dτ = −kd ΦCC(τ) (VI.20)
with the same solution as above (Equation III.11, p. 41),
ΦCC(τ) = Φ0e−τ/τd , (VI.21)
but with the characteristic decay time being equal to the dissociation time τc = τd = k−1d .
In equilibrium the average rates of binding and unbinding are constant kd〈C〉 = kA〈A〉λ−1
and the fluctuations δC thus follow Poisson statistics. The amplitude of the concentration
correlation function is thus given by the variance of C, equal to the average 〈C〉
Φ0 = Var(C) = 〈C〉 . (VI.22)
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The average number of bound molecules is given byNC = 〈C〉V , where we use the detection
volume V =
∫
d3r. Inserting the obtained expressions for Φ0 and ΦCC(τ) in Equation
(VI.19), we obtain the analytic expression for the autocorrelation function for unspecific
binding far from surface saturation as







Equation VI.23 is valid in the absence of lateral diffusion into or out of the detection volume
and in the reaction limit with equilibrated diffusion dynamics in solution, well separated
in time from the binding kinetics.
To verify and illustrate these results, we performed Monte Carlo simulations of the
binding reaction. Molecules were switching between states A and C with the effective
association and the dissociation rate, kAC = ka〈A〉λ−1 and kCA = kd, respectively. While
the influx of molecules far from saturation is independent of the surface occupation and thus
randomly distributed to satisfy the average binding rate, bound molecules are dissociating
with the probability
Pd = 1− exp(−kd∆t) , (VI.24)
with ∆t being the time step of the simulation. Molecules in state C contributed as 1
to the fluorescent signal and the generated intensity trace was correlated to obtain G(τ).
We explored the dependence of the autocorrelation function by changing the effective
association rate kAC, which is experimentally equivalent to a concentration titration of
〈A〉, while keeping kd constant (Figure VI.11A and B). Similarly, we varied the dissociation
rate kd with constant kAC (Figure VI.11C and D). Detailed materials and methods for the
Monte Carlo simulation are listed in the Appendix D.2.1 (p. 295).
The results of the simulation resemble the theoretical predictions (Equation VI.23)
within the precision of the simulation (Figure VI.11). For increasing concentration of
molecules in solution 〈A〉 and thus an increased effective association rate, the amplitude of
the autocorrelation drops and is given by the ratio of effective association and dissociation
rate, G0 = kd(ka〈A〉)−1λ. In contrast to the binding to distinct binding sites, the decay time
of the autocorrelation function does not depend on the effective association rate (Figure
VI.11B, left panel), but only on the dissociation dynamics τc = τd = k−1d (Figure VI.11D,
159
VI. Quantification of Membrane Binding and Partitioning Kinetics via SI-FCS
Figure VI.11: caption on next page.
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Figure VI.11: Monte Carlo simulation of the autocorrelation function of unspe-
cific surface binding in a two-state system far from surface saturation. (A) Simulated
autocorrelation curves (upper panel) for the system following the reaction scheme A C.
The reaction is characterized by the association and dissociation rates ka and kd, respec-
tively. We varied the effective association rate kAC = ka〈A〉λ−1 from 1/s (blue) to 10.000/s
(yellow). The dissociation rate was fixed to kd = 10/s. The average of five repetitions, the
standard deviation (shaded area) and the fits to the average (solid lines) match the simu-
lated data within the displayed line width. The residuals to the fit are shown in the lower
panels. The normalized autocorrelation curve, fit and residuals to the fit (right panel) are
independent of the effective association rate kAC and all normalized autocorrelation curves
are indistinguishable from G(τ) = e−kdτ within the precision of the simulation. (B) Decay
time τc and amplitude G0 of the simulated autocorrelation curves overlap with the values
predicted by Equation (VI.23) within the precision of the simulation. Error bars repre-
sent the standard deviation of the five repetitions and are below the marker size. (C) As
in (A) but for a fixed effective association rate kAC = 1000/s and increasing dissociation
rates kd from 1/s to 1000/s (blue to yellow). (D) Decay time τc and amplitude G0 of the
autocorrelation curves from (C), displayed as in (B).
left panel).
Importantly, our simulations suggest that taking into account the amplitude informa-
tion, the effective association rate and dissociation rate can be determined independently
from the fit without a saturation of the surface. The accuracy of the amplitude information
is improved if the appropriate background correction is performed (Equation II.42, p. 22).
We believe this finding to be of high relevance for the quantification of membrane
binding, when no surface saturation can be reached. In particular, the binding rates of
the partitioning of amphipathic peptides to membrane are one potential application. Well-
characterized membrane binding reactions exhibiting a single-exponential binding behavior
are, however, difficult to identify. We therefore propose to first examine the experimental
realization with the model system of DNA hybridization on chol-DNA docking strands
diffusing laterally in membrane corrals formed from chromium microstructures (Section
VI.2). Increasing the concentration of chol-DNA docking strands, but maintaining imager
concentrations far from surface saturation, potentially mimics the situation for membrane
binding without further specificity. Identical samples without chol-DNA docking strands
allow for precise background quantification from imager strands in solution. In the following
section, we investigate the effect of more complex binding mechanism on the autocorrelation
function.
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Figure VI.12: Three state model for binding of amphipathic helices following
Myers and colleagues [Myers et al., 2012]. The molecule in solution (state A) diffuses
fast and the membrane adhesion to state B is characterized by the association rate kAB
and the dissociation rate kBA. The adhered molecule can subsequently convert from the
unstructured, adhered form B to the folded helical form C with the rates kBC and kCB for
forward and back reaction, respectively. The fluorescence signal of the molecule depends
on its axial position within the TIRF illumination. Molecules bound to the membrane
contribute fluorescence signal (red), while molecules outside the TIRF illumination are not
detected (gray). The unbound state A freely diffusing in solution is invisible in the SI-FCS
autocorrelation if a separation of time scales between 3D diffusion and binding can be
assumed.
VI.3.2 Three-State-Model for Membrane Binding of Amphipathic
Helices
For the binding of amphipathic helices to membrane, complex binding kinetics have been
observed that go beyond a simple transient binding with monoexponentially distributed
residence times [Constantinescu and Lafleur, 2004, Fox et al., 2009,Gerlach et al., 2009].
Myers and colleagues used a three-state model to explain the biexponential cumulative
distribution of decay times they observed for the binding of GLP-1 to gel-phase DPPC
SLB via SPT [Myers et al., 2012]. In this model, the amphipathic helix is unstructured in
solution (state A), adheres in a fast reaction with the rate kAB to the membrane (state B)
and folds into the helical structure while it is bound to the membrane (Figure VI.12). The
folded state C can only be reached from the adhered state and can only decay back into
the adhered state with the rates kBC and kCB, respectively. From the adhered state B the
molecule can dissociate from the membrane with the rate kBA.
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To explore the shape of the autocorrelation function expected from such a three-state
model, we performed Monte Carlo simulations resembling the peptide binding. We ex-
tended the simulations of the previous section (Section VI.3.1) by introducing a third state
B as intermediate state of the strongly bound state C and the solution state A,
A kAB−−⇀↽ −kBA B
kBC−−⇀↽ −kCB C . (VI.25)
We assume the brightness to be homogeneous and identical for peptides adhered in state
B or inserted in state C to the membrane. For the fluorescence detection, the states
are therefore indistinguishable. Only the different residence times can be used to infer
information about states B or C. In practice, fluorescent properties can change upon
interaction with the membrane, but changes can be minimized by flexible linkers keeping
the fluorophore in solution. As before, molecules diffusing in solution were simulated by
a constant influx on the membrane kAB. We assumed no observable lateral diffusion,
as expected for a pseudo-infinite detection or a confinement with reflective boundaries.
Furthermore, fluorescent molecules are invisible prior to binding, equivalent to a fully
equilibrated solution diffusion on the time scale of the binding reaction. For very fast
exchange of molecules between solution and membrane or very large lateral integration
areas, the solution diffusion has to be taken into account, as discussed before (Sections
V.1 and VI.2). In all cases, we assume no lateral interaction of bound molecules and
no saturation of the surface. Notably, we simulated five fluorescence intensity traces per
condition, in absence of noise for a measurement time of ttot = 6 h each.
We systematically varied the reaction rates in our simulation to test the effect on the ob-
tained autocorrelation curves (Figure VI.13). We found that generally the autocorrelation
curves are well described by a bi-exponential decay of the form
G(τ) = G1e−r1τ +G2e−r2τ , (VI.26)
with the decay rates r1 and r2 and the amplitudes G1 and G2. The residuals to the
fit show no systematic deviation, suggesting that the model matches the autocorrelation
function within the precision of the simulation. Strikingly, the two reactions appear as two
distinct contributions of the autocorrelation function, even if they are indistinguishable in
their fluorescent signal. The decay rates depend on the reaction rates kBA, kBC and kCB
(Figure VI.13D, F and H). Notably, we do not find a dependence of the decay rates on the
adsorption rate kAB to the membrane (Figure VI.13A and B). This finding is in agreement
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Figure VI.13: continues on next page.
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Figure VI.13: cont.
Figure VI.13: caption on next page.
165
VI. Quantification of Membrane Binding and Partitioning Kinetics via SI-FCS
Figure VI.13: Monte Carlo simulation of the autocorrelation function of a
three-state system. (A) Effect of the variation of kAB from 1/s (blue) to 10 000/s (or-
ange) on the autocorrelation curves (left upper panel) and the normalized autocorrelation
(right upper panel). Data points of the autocorrelation curves are overlaid with the re-
spective fits (Equation VI.26, solid lines). Residuals to the fits are shown in the respective
lower panels. Errors are given by the standard derivation of five repetitions. (B) Panels
for the fit parameters from (A) (left to right): (i) decay time τ1 = r−11 and (ii) decay
time τ2 = r−12 , with the expected decay times from Equation (VI.28a, black solid line) and
(VI.28b, gray solid line); (iii) amplitude G1, (iv) amplitude G2 and (v) the ratio of the am-
plitudes G1/(G1 +G2). (C) Variation of kBA from 1/s (blue) to 1000/s (orange), displayed
as in (A). For large kBA (kBA ≥ 300/s), the amplitude G1 increases strongly and is fully
displayed in the inset. (D) Fit parameters from (C), displayed as in (B). For kBA ≤ 1/s,
the decay was better described by a monoexponential decay (Equation VI.27) and is thus
marked by squares (gray shaded area). (E) Variation of kBC from 0.001/s (blue) to 10/s
(orange), displayed as in (A). In the limiting case of small kBC, the decay time of the
autocorrelation is determined by kBA (black dot-dashed line). (F) Fit parameters from
(E), displayed as in (B) and (D), but with the monoexponential fit applied for kBC ≥ 3/s
(squares and gray shaded areas). Empirically we found the amplitude ratio G1/(G1 +G2)
to follow (1 + kBC/kCB)−1 (blue line). (G) Variation of kCB from 0.01/s (blue) to 100/s
(orange), displayed as in (A). The monoexponential limiting cases for small and large kCB
were found as G(τ) ∼ exp(−kCBτ) (black dashed line) and G(τ) ∼ exp(−kBAτ) (black
dot-dashed line), respectively. (H) Fit parameters from (C), displayed as in (B) and (D).
The monoexponential fit was applied for 0.03/s ≤ kCB ≤ 30/s (squares and gray shaded
areas).
with the membrane binding of a two-state model system (Section VI.3.1), where in absence
of surface saturation the decay time is only determined by the dissociation rate (Figure
VI.11). If the amplitude of one contribution to the autocorrelation curves is vanishing or
the decay times converged to common value, the autocorrelation curves are more accurately
described by a monoexponential model (Figure VI.13)
G(τ) = G1e−r1τ . (VI.27)
Analyzing the decay rates r1 = τ−11 and r2 = τ−12 of the autocorrelation curves, we
found the rates extracted from our simulations to be in good agreement with the decay
rates previously derived for the three-state system by Myers and colleagues [Myers et al.,
2012] for the special case of residence time histograms (Figure VI.13, Panels τ1 and τ2).
The rates of the autocorrelation function and the residence time histograms r1 and r2
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We displayed the dependence of r1 and r2 as black and gray solid lines in Figure VI.13
(Panels τ1 and τ2), respectively. Varying the reaction rates over multiple orders of magni-
tude throughout our simulation, we did not find significant deviations of our simulations
from Equation VI.28. We therefore conclude that Equation VI.28 accurately describes the
decay rates of the autocorrelation function of the investigated three-state system. However,
for similar decay rates r1 and r2, the rates and amplitudes of the autocorrelation curves are
only extracted with limited accuracy from the biexponential fit (kCB = (10, 30)/s, Figure
VI.13H). This effect is a problem of the fitting routine and the noise of the simulation, but
does not indicate a mismatch of theory (Equation VI.28) and simulated data.
Of special interest are limiting cases of the decay rates r1 and r2 depending on the
ratio of the determining reaction rates. For some ratios, the dependence of the measured
decay rates on the molecular reaction rates simplifies drastically, allowing for a direct
experimental extraction of the reaction rates. Importantly, if the reaction rate kBC to state
C is much smaller than the back reaction kCB, i.e. state C has a long lifetime, the decay
rates r1 and r2 are determined directly by the two reaction rates kBA and kCB, respectively:
for kBC  kCB, kBA : r1 ≈ kBA , (VI.29)
r2 ≈ kCB . (VI.30)
Our simulations suggest that in the limit of very small kBC the autocorrelation function
will be dominated by G1 and thus only r1 is experimentally accessible (Figure VI.13E and
F). In return, in this limit the autocorrelation directly encodes the decay rate from B to
A, kBA and state C becomes negligible.
For small kCB, i.e. a long lived state C, the contribution to the autocorrelation function
at larger lag times is mainly determined by kCB (Figure VI.13G and H). Assuming kBC 
kCB, for kCB/kBA < 100, we find a monoexponential decay determined by kCB. In the
intermediate range 100 < kCB/kBA < 1, we find a biexponential decay, with the two decay
times directly related to the lifetime of the states B and C, r1 ≈ kBA and r2 ≈ kCB.
In some cases, Equation VI.28 may aid in extracting the underlying molecular reaction
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rates from the decay rates of the autocorrelation function. To determine the reaction rates
independently, the amplitudes or the ratio of the amplitudes need to be considered.
The amplitude shows a strong dependence on the underlying reaction rates. Up to now,
we are unable to provide a consistent theory describing the amplitudes G1 and G2 of the
autocorrelation function in dependence of the reaction rates. For the variation of kBC we






(kAB , kBA , kCB = const.) , (VI.31)
highlighting that the amplitudes encode valuable information about the reaction rates,
similar to the two-state case (Section VI.3.1). The biexponential autocorrelation function,
exhibiting two decay times and two amplitudes will potentially contain a similar set of
information compared to the single-particle residence time histograms, previously used to
determine the complete set of binding rates by Myers and colleagues [Myers et al., 2012].
While Myers and colleagues required immobilized binding events to gel-phase lipid bilayers
for the determination of residence times, taking into account the advantages of SI-FCS over
SPT, investigations on fluid lipid bilayers become possible. Especially the lower irradiances
required for quantification allow SI-FCS to extract binding kinetics in systems exhibiting
lateral diffusion, when quantification with SPT fails due to the increased motion blur. We
therefore highlight the importance of finding the correct dependence of the amplitudes G1
and G2 on the reaction rates.
VI.3.3 Examples of Reversibly Membrane-partitioning Peptides
The underlying principles of the partitioning of biologically relevant proteins towards lipid
membranes can be quite complex and are thus best studied utilizing synthesized peptides
instead of full purified proteins [White and Wimley, 1998]. In the following, we identified
multiple candidates for the initial study of the membrane partitioning of amphipathic
helical peptides with SI-FCS.
In the context of the in vitro reconstitution of bacterial cytokinesis, we investigated the
membrane binding of in total eight different bacterial peptides acting as membrane target-
ing sequences (MTSs) [Ramm et al., 2018a]. In a simplified approach, we estimated the
partitioning in solution and bound to the membrane by confocal fluorescence microscopy
(Figure D.3, p. 306). Prokaryotic membranes usually contain charged lipid head groups
and the binding of bacterial MTS depends on electrostatic attraction. Systematically in-
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vestigating the binding rates of the MTS would facilitate a first quantitative glimpse at the
binding modalities of an entire class of proteins long known to organize bacterial cells at
many levels [Surovtsev and Jacobs-Wagner, 2018, Stewart, 2005,Pichoff and Lutkenhaus,
2005,Carballido-López, 2006,Kretschmer and Schwille, 2016].
Fox, Myers and colleagues investigated binding of the human peptide hormone GLP-1
to DPPC bilayers [Fox et al., 2009,Myers et al., 2012]. GLP-1 is involved in the glucose
metabolism and is thus of special interest as therapeutic target against diabetes type 2 and
obesity [Kieffer and Francis Habener, 1999,Choi et al., 2004,Nielsen et al., 2004,Meier and
Nauck, 2005]. Myers and colleagues found a biexponential distribution of residence times
with τ1 = (1.19± 0.05) s and τ2 = (19± 2) s and therefore both in a time range accessible
to SI-FCS. However, DPPC forms gel-phase membranes at room temperature. While
gel-phase bilayers simplify their SPT routine, DPPC bilayers are of limited physiological
relevance and are expected to significantly alter membrane partitioning. For binding to
fluid membrane compositions, the binding is potentially stronger as the bilayer is easier to
penetrate.
For investigating the anchoring of DNA origami structures to free standing model mem-
branes and subsequent induction of membrane curvature, Macrini, Franquelim and col-
leagues characterized the membrane binding of multiple eukaryotic amphipathic peptides
(unpublished data, in parts found in [Macrini, 2015]), such as the N-terminal amphipathic
helix of the COPII small G-protein Sar1p [Lee et al., 2005], the amphipathic lipid packing
sensor (ALPS) of the COPI protein ArfGAP1 [Vanni et al., 2013], the N-terminal do-
main of the N-BAR protein Endophilin [Gallop et al., 2006], the N-terminal amphipathic
helix of the ESCRT-III Snf7 protein (Snf7) and finally the MPER domain of the HIV-1
viral envelope protein (gp41) [Veiga and Castanho, 2007, Sun et al., 2008,Montero et al.,
2008,Apellaniz et al., 2010,Franquelim et al., 2010].
Of the aforementioned amphipathic helices, we identified fluorescently labeled MPER
(sequence: ELDKWASLWNWF, Section D.2.2, p. 297) as the most promising candidate
for an initial study with SI-FCS. MPER is a segment of the transmembrane domain of the
gp41 protein of the HIV-1 virus and has been identified as target for broadly neutralizing
antibodies [Nelson et al., 2007,Frey et al., 2008,Sun et al., 2008]. Moreover, MPER serves
as MTS for the anti-HIV drug Enfuvirtide [LaBonte et al., 2003, Lalezari et al., 2003]
increasing its potency [Champagne et al., 2009,Wexler-Cohen and Shai, 2007,Peisajovich
et al., 2003] (reviewed in e.g. [Liu et al., 2014]).
Given the large relevance of MPER, its membrane interaction has been characterized
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intensively [Veiga and Castanho, 2007,Sun et al., 2008]. Structurally, the full-length MPER
consists of two helical segments connected by a hinge. Here, we study the N-terminal helix
utilized for Enfuvirtde, which binds to bilayers irrespective of membrane curvature and
is thus highly suited for studies on SLB [Franquelim et al., 2011]. Other amphipathic
peptides like ALPS and Snf7 only bind to curved membranes, i.e. lipid vesicles. Further,
MPER has a net negative charge of −1 and binds to membranes widely independent of
electrostatics. MPER has been described to exhibit a cholsterol-binding motif [Vincent
et al., 2002]. Further, cholesterol plays an important role in HIV infection [Montero et al.,
2008] and the viral membrane has a high cholesterol to phospholipid ratio [Raulin, 2002].
Thus, it is of high relevance to determine MPER binding rates in dependence on the
cholesterol content of the membrane.
VI.3.4 Confinement of Lateral Diffusion on SLB Patches
Confinement of the lateral membrane diffusion allows to apply remarkably simplified fitting
models (Section VI.1.2, p. 118 and Section VI.2.3, p. 145). Furthermore, some amphi-
pathic helices show a complex binding behavior [Fox et al., 2009,Myers et al., 2012,Con-
stantinescu and Lafleur, 2004,Gerlach et al., 2009] (see also Monte Carlo simulations in
Section VI.3.2, p. 162). Eliminating the influence of diffusion on the autocorrelation
function enables a direct assessment of the binding contribution to the autocorrelation
function and thus appears as a promising approach for quantifying the membrane binding
of amphipathic helices and MPER.
We initially tested a minimal modification of the well-established SLBs, by preparing
patches of SLB formed from bursted giant unilamellar vesicles (GUVs) on a microscopy
coverslip [Hamai et al., 2007, Chiaruttini et al., 2015]. Advantages of SLBs are the high
mobility of the upper leaflet and thus also the adaptation to inserted molecules [Tamm
and McConnell, 1985]. Patches of SLB have been previously used to study the reversible
membrane attachment of the MinDE system with high speed AFM [Miyagi et al., 2017].
In brief, we electroformated GUVs from DOPC doped with 0.05% Atto655-1,2-dioleoyl-
sn-glycero-3-phosphoethanolamine (DOPE) in sucrose solution to let them sink in an SLB
chamber down to the coverslip. Mixing of the buffer solution lets the GUVs burst on the
coverslip, creating patches of SLB with diameters ranging from 1 to 100µm (for detailed
Materials and Methods see Appendix D.2.3, p. 297). The density of the SLB patches can
easily be tuned by dilution of the initial GUV solution prior to incubation on the coverslip.
We further incubated the SLB patches with MPER to investigate the peptide-membrane
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binding. Before measuring SI-FCS autocorrelation curves, we encountered problems arising
from unspecific binding and long-term sample instabilities of Atto488-MPER, both inter-
fering with the SI-FCS measurements. Large area TIRF microscopy tile scans revealed
not only unspecific binding of MPER to the coverslip area not covered by SLB, but also
areas covered by a largely homogeneous layer of MPER (Figure VI.14A and C). Passiva-
tion of the glass surface with 5 mg/ml β-caseine prior to the addition of MPER reduced
the non-specific binding of MPER and prevented the formation of islands of MPER on the
coverslip (Figure VI.14B). With passivation binding is primarily observed to areas covered
with SLB patches. However, even in presence of β-caseine we were unable to rule out
residual unspecific binding to the coverslip.
During the long acquisition series required for accurate SI-FCS quantification, we ob-
served an increase of the fluorescence signal over time in the observation region (Figure
VI.15A). Acquiring TIRF microscopy tile scans covering the previously illuminated region,
we found the increase in fluorescence intensity to be localized within the area illuminated
during the times series (Figure VI.15C). Apparently, excitation of Atto488-MPER is gen-
erating an imprint of the illumination pattern in the sample. Remarkably, imperfections
of the illumination pattern are transferred to the immobilized peptide layer. We speculate,
that a potential cause might be the photo-induced cross-linking of the irradiated pep-
tide with the glass coverslip or the β-caseine coating. The increasing fluorescence intensity
indicates that, in our hands, the rate of photo-induced immobilization of MPER on the pas-
sivated coverslip is higher than the rate of photo-bleaching of the Atto488 fluorescent label.
The imprinted pattern shows a remarkable linearity with the excitation pattern and could
potentially be exploited for peptide-based photo-lithography applications. To test if the
photo-induced immobilization of MPER is a direct process or if it is mediated indirectly via
ROS, we recorded a time series in presence of the oxygen scavenger PO+C (see chapter IV
for details on PO+C). In the presence of PO+C, we observe a drastically reduced increase
in the fluorescence intensity around the recorded SLB patch (Figure VI.15B). Accordingly,
the illumination pattern is imprinted in a strongly decreased intensity, highlighting the
involvement of ROS in the photo-induced immobilization of MPER. As photo-bleaching
of Atto488 is reduced in the presence of PO+C, we conclude from the lower fluorescence
intensities that ROS are the main contributor to the photo-immobilization. We observe
a residual increase over time in fluorescence intensity on the SLB patch and on the sur-
rounding coverslip even in the presence of PO+C. As the extent of photo-immobilization
of MPER-Atto488 is reduced below the bleaching rate of Atto488 in presence of PO+C, it
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Figure VI.14: MPER binds unspecifically to glass and forms islands of peptide.
Representative TIRF microscopy tile scans (A, B: 18× 8 tiles, C: 67× 53 tiles, each 81×
41 µm2) to investigate the binding of MPER to SLB patches and glass. (A) MPER (cyan)
binds to the exposed glass surface of the coverslip in absence of passivation, preferentially
to areas not covered by SLB patches (magenta). (B) Passivating the cover glass with
5mg/mL β-caseine reduces MPER binding to glass. MPER is binding preferentially to
SLB patches.(C) Overview image highlighting the large scale distribution of MPER and
SLB patches in the sample in (A). The displayed brightness was adjusted individually
in (A) and (B). SLB patch composition DOPC with 0.05mol% Atto655-DOPE, 10 nM
Atto488-MPER in SLB buffer.
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can be neglected. The residual long-term trend of the intensity is corrected by de-trending
of the intensity [Macháň et al., 2016] (Section VI.3.4.2 and D.1.4). The photo-induced im-
mobilization of MPER highlights once more the importance of oxygen scavenging systems
to avoid photo-induced artifacts in long fluorescence microscopy acquisition series (Chapter
IV).
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Figure VI.15: caption on next page.
174
VI.3 Quantifying Complex Membrane Partitioning of Biomolecules with SI-FCS
Figure VI.15: MPER irreversibly attaches to glass upon irradiation with ex-
citation light. Excitation at a wavelength of 488 nm imprints the excitation pattern as
surface-attached peptide on the passivated cover-glass. (A) Change in fluorescence inten-
sity on the SLB patch (black) and the surrounding cover glass (gray). The cover glass was
passivated with 5mg/mL β-caseine prior to addition of MPER. (B) In the presence of
oxygen scavenger (PO+C), the increase in fluorescence intensity on the patch (black) and
the surrounding passivated coverslip (gray) is significantly reduced. (C) TIRF microscopy
tile scan of the irradiated area after the acquisition shown in (A). The excitation pattern,
including fringes from non-perfect optics, is imprinted as bright fluorescent signal on the
sample (left panel, cyan, white dashed outline). The observed SLB patch is dark, as it
increased less in fluorescence intensity than the surrounding coverslip (white arrow). The
lipid-anchored dye in the SLB patch is photo-bleached at the end of the acquisition, while
SLB patches outside the illuminated area are unaffected (center panel, magenta). Overlay
of MPER and membrane signal (right panel). (D) In presence of oxygen scavenger, after
irradiation during the time series shown in (B), the SLB patch (white arrow) is bright
compared to the surrounding cover glass. A low intensity imprint of the excitation is
barely visible after 1.2 h of irradiation (white outline, left panel). The membrane stain-
ing of the investigated SLB patch is photo-bleached over the acquisition in (B) (center
panel). Overlay of MPER and membrane signal (right panel). The displayed brightness
was adjusted individually in (C) and (D). SLB patch composition DOPC with 0.05mol%
Atto655-DOPE, 10 nM Atto488-MPER in SLB buffer with 5mg/ml β-caseine.
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VI.3.4.1 Determining the Saturation Regime of MPER Binding to SLBs
A saturation of surface binding sites can be exploited in titration series to extract the
binding rates from the change in the characteristic decay time τc of SI-FCS autocorrelation
curves (Chapter III). However, for binding of peptides to SLBs and thus in the absence of in-
dividual sparse binding sites, a change in the characteristic decay time potentially coincides
with a fully covered SLB (Sections VI.1.2 and VI.3.2). In this case, high concentrations of
membrane-attached peptide result in small fluorescence fluctuations arising from individ-
ual molecules reversibly binding to the the lipid bilayer. Thus, autocorrelation curves are
difficult to extract in the saturation regime, while additionally the assumption of indepen-
dent binding sites is potentially violated. Peptide-peptide interactions and compromised
membrane integrity further complicate the interpretation of obtained results [Hsieh et al.,
2010,Shih et al., 2011,Melo et al., 2009,Brogden, 2005,Cornell and Taneva, 2006,Khandelia
et al., 2008]. Consequently, for our exploration of the capabilities of SI-FCS to quantify
binding kinetics, it is important to determine the saturation regime of peptide binding to
the membrane.
In brief, we recorded TIRF microscopy images of increasing concentrations of fluo-
rescently labeled MPER (Atto488-MPER) binding to DOPC SLBs (Figure VI.16). For
detailed Materials and Methods see Appendix D.2.4 (p. 299). The fluorescence inten-
sity approaches a saturation for MPER concentrations above 1µM of MPER in solution.
In principle, from the titration of the binding peptide and by fitting with an appropri-
ate binding model the partition coefficient Kp or the association constant Kd can be ex-
tracted [Pisarchick and Thompson, 1990,Kalb et al., 1990, Hsieh et al., 1992, Thompson
et al., 1997, Sheets et al., 1997,Wieprecht and Seelig, 2002]. The measured fluorescence
intensity is determined by the concentration of MPER bound to the SLB and the concentra-
tion of MPER in solution [Kalb et al., 1990,Thompson et al., 1997]. Precise quantification
of the saturation curve thus requires separate determination of the solution fluorescence
contribution. Unspecific binding of MPER (Figure VI.14) hindered the determination of
the solution contribution. We added a Langmuir isotherm as a guide to the eye in Figure
VI.16, but refrained from extracting Kd. Assuming that MPER does not alter the pho-
tophysical properties of Atto488, a dye solution can potentially be used to calibrate the
solution concentration in future experiments.
The solution concentration of MPER leading to membrane saturation is higher than
1µM. However, at such high solution concentrations, the solution contribution starts to
dominate the autocorrelation function and binding fluctuations become negligible, as dis-
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Figure VI.16: Determination of saturation regime of MPER binding to SLBs.
Average fluorescence intensities of TIRF microscopy images of Atto488-MPER binding to
a DOPC SLB (circles). Data points were fit to a Langmuir isotherm (Equation D.6, p.
299) as a guide to the eye. SLB composition DOPC with 0.05mol% Atto655-DOPE,
Atto488-MPER in SLB buffer.
cussed above (Section VI.1.2.5 and Figure VI.10). Therefore, it is challenging to extract
reliable parameters from SI-FCS curves. This limits in particular the accessibility of bind-
ing rates in titration experiments. For MPER concentrations below 100 nM, however,
saturation effects can be neglected.
VI.3.4.2 Membrane Diffusion of MPER is Confined to SLB Patches and the
Binding Contribution Shows Multiple Components
After reducing unspecific binding and photo-induced immobilization of Atto488-MPER,
we recorded SI-FCS autocorrelation curves on individual SLB patches. Most importantly,
we set out to verify that SLB patches confine the lateral membrane diffusion.
We recorded time series of the reversible binding of fluorescently labeled MPER to
SLB patches as described previously (Section VI.2). In an initial test, we integrated the
fluorescence signal in rectangular areas centered on the SLB patch to obtain intensity traces
(Figure VI.17A). For the binding of MPER to SLB patches, a monoexponential detrending
(Chapter III) did not properly account for the long-term drift of the fluorescence intensity
trace. We therefore corrected the traces with a polynomial detrending (see Materials and
Methods, Section D.1.4 in the Appendix, p. 295), as it offers more flexibility in correcting
arbitrary fluctuations in the intensity trace [Macháň et al., 2016]. Importantly, corrected
autocorrelation curves decay close to zero, while uncorrected traces decay over a wide range
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Figure VI.17: caption on next page.
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Figure VI.17: Influence of the integrated area on the autocorrelation function
on SLB patches. (A) Individual frame of the time series showing one SLB patch covered
with MPER (white). Rectangular ROI over which the signal was integrated are indicated.
The size of the ROI was increasing from 1.3µm (blue) to 41 µm (orange). Scale bar: 10µm.
(B) Fitted ROI enclosing the the patch (black-yellow outline). (C) Autocorrelation curves
(left panel) calculated from intensity traces generated by integration over the ROI shown
in (A, colored) and (B, experimental data gray, fit black). Data points were fitted with a
biexponential fit model (Equation VI.32) (solid lines). An imaginary convergence boundary
is shown as guide to the eye with an arrow indicating the change in the decay time of the
autocorrelation function with increasing ROI size. (D) Normalized autocorrelation curves
otherwise displayed as in (C). (E) Extracted parameters of the biexponential fit for the
different ROI sizes. From left to right: the decay time τ1 of the faster component, the
decay time τ2 of the slower component, amplitudes G1 and G2 of the two components
and the ratio G1/(G1 + G2). Rectangular ROI are indicated by open colored symbols,
the fitted ROI (fit.) as black filled circle. SLB patch composition DOPC with 0.05mol%
Atto655-DOPE, 20 nM Atto488-MPER in SLB buffer with 5mg/ml β-caseine.
of time scales.
Increasing the side length a of the integrated region, we observe a decrease in the
amplitude of the autocorrelation curves and a shift of the decay towards longer times
(Figure VI.17C and D, blue to orange). Strikingly, these results are in line with our
observations for laterally diffusing chol-DNA handles hybridizing with fluorescent imager
strands from solution (Figure VI.6, p. 142). Both shifts are supposedly caused by diffusion
dynamics of MPER on the membrane, creating intensity fluctuations when crossing the
integrated ROI. For large acquisition regions, fully enclosing the SLB patch, we observe a
saturation of the decay of the autocorrelation curves (Figure VI.17D). The saturation of
the decay times is a direct consequence of the confinement, which eliminates fluctuations
originating from diffusion.
To reduce the influence of unspecific binding events on the obtained autocorrelation
curves, we integrated the fluorescence signal over a binary pixel mask covering the SLB
patch (Figure VI.17B and Materials and Methods Section D.2.7 in the Appendix, p. 301).
Multiplexing of the acquisition of SLB patches is achieved by multiple patches and non-
overlapping ROIs in one field of view. The autocorrelation curve obtained from the fitted
ROI is displayed in gray (Figure VI.17C and D).
Based on our previous results (Section VI.2), we assume that the autocorrelation curves
for ROIs enclosing the SLB patch are dominated by binding dynamics, while smaller ROIs
are additionaly influenced by lateral membrane diffusion. However, the autocorrelation
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curves show clear deviations from a monoexponential binding model (Equation VI.14,
p. VI.14). Following our Monte Carlo simulations for the three-state model binding of
amphipathic helices (Section VI.3.2, p. 162), we fitted the autocorrelation curves with a
biexponential binding model:











Here, G1 and G2 denote the amplitudes of the two components and τ1 and τ2 the respective
decay times. To account for autocorrelation curves decaying to values slightly different from
zero for large lag times, we introduce the offset G∞.
Applying the fit model (Equation VI.32) we found the fits to be in agreement with the
experimentally obtained autocorrelation curves. However, we observe systematic residuals,
but to an extent comparable with our observations in DNA hybridization experiments
(Figure VI.17D and Figure VI.9B, p. 148). The extracted fit parameters support the
qualitative observations: The decay times τ1 and τ2 saturate for increasing rectangular
ROI sizes, while the amplitude is decreasing. The decrease in the ratio of the amplitudes
G1/(G1 + G2) highlights the decreasing contribution from lateral diffusion for increasing
ROI sizes that is primarily accounted for by the faster decay G1 exp(τ/τ1). For large ROIs
(a > 22 µm) the ratio G1/(G1 + G2) saturates. The fit parameters for the fitted ROI are
in agreement with the fit parameters for the large rectangular ROIs. For short lag times
τ , we observe that the experimental autocorrelation curves are systematically higher than
the fitting function. As above, we attribute this effect to a residual contribution from
surface diffusion (Chapter III and Section VI.2). For long lag times, the autocorrelation
curves exhibit a significant noise contribution. Larger ROI are generally more sensitive to
noise. Accordingly, we observe additional modulations of the autocorrelation function for
the largest rectangular ROI (41µm) at short lag times that are most likely caused by a
setup instability, invisible to all other ROI sizes. Further, we attribute the increased decay
times for a = 41 µm (τ1 = 0.75 s, τ2 = 20 s) compared to the values for already saturated
ROIs (22 µm: τ1 = 0.59 s, τ2 = 15 s; fitted ROI: τ1 = 0.57 s, τ2 = 15 s) to contributions
from noise or unspecific binding.
VI.3.4.3 Size of SLB Patches Does not Influence Decay Times
If binding kinetics are altered by interaction with the boundary of the SLB patches, smaller
patches should result in different binding kinetics compared to larger SLB patches. En-
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counters with the perimeter potentially alter the binding probability, leading to faster un-
binding events or increased residence times. For a reflective boundary condition, however,
the patch size is expected not to influence the decay times of the MPER binding.
Principally, it is possible to extract the perimeter from the recorded images. However,
our recordings do not offer a sufficient resolution to the resolve the edges of the SLB patches
on a nanometer scale. We thus explored the dependence of the obtained autocorrelation






with the patch area Apatch defined by the area of the fitted integration mask (Figure VI.18).
Analyzing the autocorrelation curves from 14 SLB patches, we observed a clear trend
for the amplitudes of the biexponential fit (Equation VI.32) to decrease with increasing
ROI size (Figure VI.18C). A quadratic dependence Gi ∼ 1/d2 was added in Figure VI.18C
for G1 and G2 as a guide to the eye. Remarkably, the amplitude ratio G1/(G1+G2) appears
constant within the precision of the measurement. In our Monte Carlo simulations of the
three-state binding (Section VI.3.2, p. 162), we found the amplitude ratio G1/(G1 + G2)
to be a valuable parameter determined by the reaction rates, rather than the total number
of events.
Further, we do not observe a trend of the measured decay times τ1 and τ2 with the
size of the patch. The observed decay times rather seem to scatter randomly around their
mean values τ1 = (1.6± 0.5) s and τ2 = (50± 20) s (mean ± standard deviation of the
individual fit parameters). We therefore conclude that a trend with the SLB patch area
is, if present, smaller than our measurement precision and further assume the SLB patch
perimeter to act as a reflective boundary.
VI.3.4.4 Dependence of the Autocorrelation Function on the Peptide Con-
centration
Finally, we set out to investigate if we are able to observe a dependence of our SI-FCS
autocorrelation curves on the peptide concentration in solution. Our Monte Carlo simula-
tions suggest that far from surface saturation, only the amplitude of the autocorrelation
function depends on the peptide concentration (Figure VI.13A and B, p. 166). Investi-
gating the saturation of the fluorescence intensity of MPER binding to SLBs, we found
that a surface saturation sets in around 〈A〉MPER = 1 µM (Figure VI.16). We recorded
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Figure VI.18: Dependence of the autocorrelation function on the size of the
SLB patch. (A) Autocorrelation curves (light shade) and respective fits (dark shade)
for different patch sizes. Patches with the approximate diameters (d ≈
√
4Apatch/pi) from
10µm to 45 µm are indicated in blue to orange, respectively. Residuals to the fits are
shown in the lower panel. (B) Normalized autocorrelation curves, displayed as in (A).
The average of all displayed autocorrelation curves is displayed in gray with the fit to the
average displayed in black. (C) Extracted parameters from the biexponential fits in (A)
for different approximate patch diameters, displayed as in Figure VI.17. The mean and
standard deviation of the decay times τ1 and τ2 is displayed as black dashed line and as gray
shaded area, respectively. For G1 and G2 we added a quadratic fit Gi = p1,i/d2 as guide
to the eye, with p1,i being a proportionality factor. SLB patch composition DOPC with
0.05mol% Atto655-DOPE, 20 nM Atto488-MPER in SLB buffer with 5mg/ml β-caseine.
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SI-FCS autocorrelation curves at varying concentrations from 15 nM to 600 nM (Figure
VI.19A and B). To improve the quality of the curves, we increased the measurement time
to 6 h per patch, such that the titration series is based on 18 measurements and a total
measurement time of 108 h. Unfortunately, fluorescence intensity traces showed long-term
drifts that were not properly accounted for by the polynomial detrending and only stable
segments of intensity traces were analyzed. Effective measurement times therefore varied
from 5.8 h down to 0.8 h in the case of 600 nM. As it proved difficult to obtain reliable
SI-FCS autocorrelation curves for 600 nM we did not proceed to higher concentrations.
Within the precision of our measurements, we did not find a clear dependence on the
MPER concentration for the decay times τ1 and τ2, the amplitudes G1 and G2 or the ratio
G1/(G1 +G2) (Figure VI.19C). We did, however, confirm a dependence of the amplitudes
on the patch size (Figure VI.19D). In this new data set, we also find a slight dependence
of the amplitude ratio G1/(G1 +G2) on the approximate patch diameter (Figure VI.19D,
right panel). Future experiments will need to confirm if this dependence is reflecting on
an influence of the patch size on the binding kinetics. In Section VI.3.6, we therefore use
microstructures that allow to control the confinement geometry.
Generally, the scatter of the fit parameters to the autocorrelation curves is large com-
pared to the change with the MPER concentration. Only the influence of the patch diame-
ter on the amplitude of the autocorrelation function is significantly larger than the scatter
of the fit values. Strikingly, the effect of the patch diameter on the amplitudes is much
more pronounced than a potential effect of the concentration. If the MPER binding does
not depend on the concentration in solution, this would hint towards partitioning model
and indicate that a ligand-receptor binding model would not describe the MPER attach-
ment accurately. We therefore conclude that a more precise control over the patch size is
necessary in order to characterize the peptide binding by the autocorrelation amplitude.
In the following sections we are thus exploring options to confine the lateral diffusion of
MPER in well-defined geometries.
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Figure VI.19: caption on next page.
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Figure VI.19: Concentration dependence of the MPER binding kinetics. (A)
Measured autocorrelation curves (light shade) and respective fits (Equation VI.32, dark
shade) for different concentrations of MPER in solution. Residuals to the fits are shown in
the lower panel. The measurement time per recorded autocorrelation curve was 6 h. Due to
long-term intensity fluctuations of the system under investigation, the analyzed traces were
limited to stable sections of the intensity traces. (B) Normalized autocorrelation curves
displayed as in (A), but for better visibility without fits for the individual autocorrelation
curves. Average autocorrelation curves for each recorded concentration are displayed as
dashed-lines, fits to the averages as solid lines. Residuals are shown for the averages, as
well as, the fits to the individual autocorrelation curves. (C) Extracted fit parameters,
displayed as in Figure VI.17 for different concentration of MPER in solution. For the
decay times τ1 and τ2, mean and standard deviation are indicated by black dashed lines
and gray shaded areas, respectively. (D) Extracted fit parameters as in (C) but displayed
over the respective patch diameter; otherwise displayed as in Figure VI.18. SLB patch
composition DOPC with 0.05mol% Atto655-DOPE, Atto488-MPER in SLB buffer with
5mg/ml β-caseine.
VI.3.5 Confinement of Lateral Diffusion in Lipid Bilayer Nan-
odiscs
Looking for means of confining lateral membrane diffusion in SI-FCS, we identified surface-
immobilized lipid bilayer nanodiscs as a promising approach [Nath et al., 2008,Zalisko et al.,
2017]. In lipid bilayer nanodiscs, a membrane scaffold protein (MSP) wraps around a lipid
bilayer with its hydrophobic alkyl chains forming a disc-shaped membrane that is dissolv-
able in aqueous solution [Bayburt et al., 2002,Bayburt and Sligar, 2010,Denisov and Sligar,
2016]. The size and thus the number of contained lipids depends on the scaffold protein
of choice [Denisov et al., 2004]. We employ the scaffold protein MSP1E3 forming nan-
odiscs with a diameter of approximately 12 nm [Denisov et al., 2004,Bayburt et al., 2006],
containing approximately 295 lipd molecules [Bayburt et al., 2006]. One major advantage
of nanodiscs over SLB is their capability to incorporate integral membrane proteins [Bay-
burt et al., 2006, Leitz et al., 2006, Boldog et al., 2006] and bind peripheral membrane
proteins [Shaw et al., 2007, Morrissey et al., 2008]. Studies characterizing protein-lipid
interactions with nanodiscs by confocal FCS in solution [Nath et al., 2010, Hernández-
Rocamora et al., 2012, Ly et al., 2014] or single-molecule TIRF microscopy imaging of
surface-immobilized nanodiscs [Nath et al., 2008, Nath et al., 2010, Zalisko et al., 2017]
are of particular interest in the context of this work. However, none of the studies above
exploits the potential of investigating the binding to surface-immobilized nanodiscs with
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FCS.
Here, we combine FCS with surface-immobilization and explore the capabilities of nan-
odiscs to serve as template for SI-FCS quantification of membrane binding. One advantage
of nanodiscs over SLB patches is the potential to incorporate charged lipids in reproducible
fractions [Nath et al., 2010,Roos et al., 2014]. The electroformation of GUVs hinders the
the production of SLB patches with charged lipid head groups. For nanodisc preparation
we used a mixture of 70mol% DOPC and 30mol% 1,2-dioleoyl-sn-glycero-3-phospho-(1’-
rac-glycerol) (DOPG) to allow binding studies of MTS, relying on electrostatic interaction
(Appendix D.3.3, p. 305). We further doped the nanodiscs with 1% fluorescently labeled
DOPE to monitor nanodisc binding (Atto488-DOPE or Atto655-DOPE, for details see
Materials and Methods in Section D.2.5, p. 299 of the Appendix).
To acquire SI-FCS autocorrelation curves, we immobilized MSP1E3 nanodiscs on mi-
croscopy coverslips. We found that the nanodiscs attach reproducibly and homogeneously
to coverslips cleaned with piranha solution, following protocols for treatment of the cov-
erslips as in SLB preparations. Nanodiscs appeared to saturate on the surface at solution
concentrations above 1µM (Figure VI.20). For all concentrations we observe a homoge-
neous distribution of nanodiscs on the coverslips over millimeters.
Adding MPER to the surface-immobilized nanodiscs, we observe binding of the peptide
to the surface (Figure VI.21). At low concentrations the transient binding of MPER
can be observed by visible intensity fluctuations. Increasing the concentration of MPER
above 30 nM, we observe a further increase of MPER bound to the surface (Atto488), but
simultaneously a decrease of the fluorescence signal of the labeled nanodiscs (Atto655).
We speculate that the nanodiscs detach from the surface and potentially even rupture due
to multiple MPER molecules inserting simultaneously into one nanodisc. Based on these
observations, we suspect that nanodiscs can only be employed for binding studies at low
concentrations of amphipathic helices inserting into the bilayer.
VI.3.5.1 Binding to Nanodiscs Results in Low-Noise SI-FCS Curves at Low
Concentrations
We further acquired SI-FCS autocorrelation curves as described above in the case of surface-
immobilized binding sites. Lateral diffusion of membrane-bound molecules is limited to
the area of the nanodiscs (∼ 110 nm2) and thus localized below the resolution limit. As
nanodiscs are randomly and homogeneously distributed on length scales much smaller than
the integration area (5.1 × 5.1 µm2), they can be treated as surface-immobilized binding
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Figure VI.20: Nanodiscs (MSP1E3) immobilized on piranha cleaned glass. (A)
Immobilization of MSP1E3 was measured by TIRF imaging of the fluorescently labeled
lipid Atto655-DOPE added with an average molar concentration of 1% to the lipid mixture.
Nanodiscs bind homogeneously on large (upper panels) and small spatial scales (lower
panels). Tile scans were recorded in fields of 10 × 10 tiles, each 82 × 82 µm2 in size.
As the images were close to homogeneous, we performed a correction for impurities in
the illumination profile by dividing each tile by the average of all tiles with the mean
normalized to one. (B) For increasing concentration of nanodiscs, a saturation of the
mean fluorescence intensity is approached. Circles and error bars indicate the mean and
standard deviation of the (820× 820)µm2 full tile scan (A, upper panel).
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Figure VI.21: Nanodisc integrity is compromised at high MPER concen-
trations. Mean fluorescence intensity of Atto488-MPER (black) and the labeled lipid
Atto655-DOPE incorporated in the nanodiscs (red) for increasing MPER concentrations.
Dashed lines are a guide to the eye. Nanodisc composition 7:3 DOPC:DOPG with 1mol%
Atto655-DOPE, Atto488-MPER in SLB buffer.
sites (Chapter III). We thus recorded autocorrelation curves by integration of squared ROIs
(5.1× 5.1 µm2).
As in the case of surface-immobilized binding sites, the decay times of the obtained au-
tocorrelation curves are independent of the selected ROI size (Figure D.1, p. 302). The ob-
tained autocorrelation curves resemble shape and time scales of the autocorrelation curves
obtained for the MPER binding to SLB patches (Figure VI.22). The noise level of the auto-
correlation curves, however, is significantly lower compared to SLB patches (Figure VI.18,
p. 182). Averaging over 49 ROIs additionally improves the SNR of the autocorrelation
curves. The changed lipid composition (DOPC only for SLB patches, 7:3 DOPC:DOPG
for nanodiscs) potentially influences the binding of MPER. However, we find that, assum-
ing a biexponential autocorrelation function, the obtained decay times τ1 = (1.5± 0.7) s
and τ2 = (53± 18) s (mean ± standard deviation of the fit to the individual ROI) are
in agreement with the results obtained on SLB patches, namely τ1 = (1.6± 0.5) s and
τ2 = (50± 20) s (Figure VI.18). As nanodiscs appear incompatible with high concentra-
tions of peptide (Figure VI.21), we did not attempt to perform a titration of MPER binding
to nanodiscs.
The peptide sequence of our MPER construct incorporates one cysteine at the N-
terminus (Section D.2.2, p. 297) and is therefore prone to dimerize by cysteine-cysteine
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Figure VI.22: SI-FCS autocorrelation curves for MPER binding to surface-
immobilized nanodiscs (MSP1E3). (A) SI-FCS autocorrelation curves (gray, upper
panel) obtained from integration of 49 ROIs and the fits (Equation VI.32) to the individual
autocorrelation curves (blue, upper panel). Respective residuals are shown in the lower
panel. (B) Normalized autocorrelation curves, displayed as in (A), but with the average
of the normalized autocorrelation curves (blue dash-dot line) and the fit to the average
autocorrelation curved (blue solid line). Lower panel: Fits for the individual normalized
autocorrelation curves (gray) and the average autocorrelation curve (blue). Nanodisc com-
position 7:3 DOPC:DOPG with 1mol% Atto655-DOPE, 5 nM Atto488-MPER in SLB
buffer.
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interactions. In our experiments, however, we find no change in binding kinetics when
adding 0.25mM Tris(2-carboxyethyl)phosphin (TCEP) to ensure monomeric MPER (Sup-
plementary Figure D.2, p. 304).
Moreover, the experiments indicate that for immobilized nanodiscs it is intrinsically dif-
ficult to distinguish unspecific surface binding from binding to the nanodiscs. We therefore
suggest for future experiments to examine if the obtained autocorrelation curves depend
on the surface density of immobilized nanodiscs.
Within the experiments presented here, we find no difference in the binding kinetics
of MPER to SLB patches and nanodiscs. Interestingly, we do not find a dependence of
the binding of MPER on the membrane composition including charge lipid head groups
(30% DOPG) in case of nanodiscs. A change in binding kinetics is, however, expected for
stronger charged amphipathic peptides that rely on electrostatic attraction, e.g. bacterial
MTS (Section D.3.3, p. 305).
In summary, the results highlight that high quality SI-FCS autocorrelation curves can
be obtained for the binding to lipid bilayer nanodiscs.
VI.3.6 Confinement in Micropatterned Membrane Corrals
The quality of autocorrelation curves obtained for the binding of MPER to nanodiscs
(Figure VI.22) clearly exceeds the quality for binding to SLB patches (Figure VI.18). In
particular, the averaging over multiple ROIs within one field of view offers not only a higher
statistical power of individual experiments, but simultaneously intrinsic quality controls.
However, nanodiscs are limited to low peptide concentrations and are thus not suited for
titration series to determine molecular binding rates. Moreover, unspecific binding may
occur in between immobilized nanodiscs. To overcome the aforementioned limitations,
we investigated the binding of MPER to membrane corrals formed by micropatterned
chromium lattices (Section VI.2.3). One key advantage for the study of peptide binding
is coverage of the surface by a complete SLB and thus no remaining exposed glass sur-
face, requiring passivation. To reduce unspecific binding to potential defects in the SLB
we maintained the concentration of 5 mg/mL of β-caseine for the following experiment.
Furthermore, standard protocols for SLB formation are compatible with the chromium mi-
crostructures, allowing an easy modification of membrane composition. Finally, the shape
of the chromium microstructures can be tailored to the specific application.
We formed DOPC membrane corrals with a side length of 10 µm, as described above
(Section VI.2.3 and Appendix D.1.3). As we frequently encountered problems in the sta-
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bility of intensity traces in combination with the laser diode excitation at a wavelength
of 491 nm, we switched to the diode-pumped solid state (DPSS) laser excitation with a
wavelength of 561 nm. As this required replacing the fluorescent dye, we resynthetized
MPER with the fluorescent dye Cy3B [Cooper et al., 2004], intensively characterized in
combination with SI-FCS in Chapters III and IV.
Incubating the bilayer with 10 nM Cy3B-MPER and PO+C oxygen scavenging sys-
tem, we acquired SI-FCS autocorrelation curves. After longer measurement times, we
observe spikes of fluorescence that apparently originate from clusters of fluorescently la-
beled molecules binding to the bilayer. Notably, the respective membrane corrals can
easily be excluded from further analysis without discarding the entire measurement. In
Section VI.3.4, when only one to four SLB patches are recorded within one field of view,
rare binding events of clusters require truncating or discarding of measurements. Averag-
ing over 34 remaining membrane corrals, we obtain autocorrelation curves of comparable
quality as in the case of lipid bilayer nanodiscs (Figure VI.23). The obtained decay times
τ1 = (3.1± 1.4) s and τ2 = (90± 60) s are slightly longer than for the binding on nanodiscs
or SLB patches, however within the standard deviation.
Table VI.3 gives an overview of the obtained MPER binding kinetics of the individ-
ual experiments. For all measurements, we obtain consistent decay times τ1 and τ2 and
consistent amplitude ratios G1/(G1 +G2). Thus, we conclude that SI-FCS can reliably ex-
tract these parameters of the membrane binding of peptides to different model membrane
systems. In the following section, we will discuss the obtained results for all three model
membrane systems.
Table VI.3: Comparison of the fit parameters for MPER binding to SLB
patches, nanodiscs and microstructured membrane corrals. ROIs refers to the
number of analyzed patches in the case of SLB patches, the number of ROIs in the case
of nanodiscs and the number of analyzed membrane corrals. For τ1, τ2 and G1/(G1 +G2)
values represent the mean and standard deviation over the analyzed ROIs. The last column
refers to the figure with the data analyzed.
Confinement TCEP ROIs DOPC:
DOPG
τ1 [s] τ2 [s] G1G1+G2 Figure
SLB patches - 14 1:0 1.6± 0.5 50± 20 0.34± 0.08 VI.18
Nanodiscs - 49 7:3 1.5± 0.7 53± 18 0.26± 0.03 VI.22
Nanodiscs - 98 7:3 3± 4 90± 70 0.23± 0.09 D.2
Nanodiscs 0.25mM 98 7:3 2± 4 80± 50 0.25± 0.05 D.2
Chromium lattice - 34 1:0 3.1± 1.4 90± 60 0.36± 0.05 VI.23
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Figure VI.23: SI-FCS autocorrelation curves for MPER binding to membrane
corrals formed on a micropatterned chromium lattice. (A) and (B) displayed as in
Figure VI.22. Gray lines show experimental curves of 34 ROI, blue solid lines show fits to
Equation VI.32. In (B) the dashed-dot line is the average of the normalized experimental
autocorrelation curves together with the fit to the average as solid line. SLB composition





In this chapter, we introduced SI-FCS as a novel technique to measure binding rates in
reversible membrane associations. We assessed this quantification approach using three
different strategies: (i) we presented the hybridization of fluorescently labeled ssDNA to
chol-DNA handles as a robust model system to step-wise increase the complexity from
surface-immobilized binding sites (Section VI.2); (ii) we simulated the effect of a three-
state model consisting of a weakly-bound (adhered) state and a strongly-bound (inserted or
folded) state on the SI-FCS autocorrelation function (Section VI.3.2); and (iii) we measured
SI-FCS autocorrelation curves of the peptide-membrane interaction of the amphipathic
helix MPER.
One major challenge when switching from surface-immobilized binding sites to mem-
brane binding is the handling of lateral diffusion present in most physiologically relevant
membrane systems. We thoroughly tested three general approaches to describe or elimi-
nate the effect of diffusion on the autocorrelation function in our model system of laterally
diffusing docking strands (Figure VI.2).
First, we presented a simplified fitting function incorporating membrane diffusion that
describes the effect of varying the ROI size. This approach extracted the binding time
of the DNA duplex reliably, but is limited in the accessible binding times (Figure VI.5).
Complex binding models, as the three-state model for the binding of amphipathic helix
(Figure VI.13) or complex diffusive modes [Veerapathiran and Wohland, 2018] impose an
additional challenge, as only a limited number of parameters can be reliably extracted from
the autocorrelation function simultaneously.
Second, we explored the limiting case of large integration ROIs that ultimately render
lateral diffusion negligible compared to the binding kinetics (Figure VI.6). While this
approach offers a simple fitting function, it is limited in the accessible diffusion coefficients,
binding times, and density of binding events (Figure VI.7).
Last, we confined the membrane diffusion within the detection ROI, rendering mem-
brane diffusion invisible to the autocorrelation function. Micrometer-sized membrane cor-
rals formed by diffusion barriers of chromium microstructures were identified as a promis-
ing route in routinely acquiring SI-FCS autocorrelation curves that highlight primarily
the binding contribution. Potential interactions with the confinement, however, require
stringent controls to ensure accurate quantification. In the specific case of DNA hybridiza-
tion with 9 nt overlap, we successfully reproduced association and dissociation rates from
193
VI. Quantification of Membrane Binding and Partitioning Kinetics via SI-FCS
previous experiments (Table VI.1).
Two types of membrane binding have to be distinguished: the binding of ligands to
membrane bound receptors and the partitioning of amphipathic peptides or proteins to
the hydrophobic bilayer itself without specific binding sites. In particular the binding to
specific head groups is referred to as membrane binding, while in the conceptual image
of SI-FCS it can be treated as ligand-receptor binding. In the case of membrane binding
without further specificity, the extraction of the association rate from a titration series of
the concentration of the binding molecule is intrinsically difficult. A dense packing of bound
molecules does not only coincide with a range of potential problems from lateral interactions
over bilayer integrity to a violation of the dependence of binding sites, but also leads to
experimentally challenging small autocorrelation amplitudes. We therefore developed the
theoretical framework to determine the association rate based on its contribution to the
amplitude of the autocorrelation function far from surface saturation (Section VI.3.1).
Going beyond binding models with monoexponentially distributed residence times, the
shape of the autocorrelation function becomes increasingly complex, as expected for the
binding of some amphipathic helices. We showed that assuming the three-state model
employed by Myers and colleagues [Myers et al., 2012], the autocorrelation function is well
described by a biexponential with a known relation of characteristic decay rates and the
molecular transition rates. The autocorrelation amplitude presumably contains further
information that may facilitate the determination of molecular transition rates in future
studies.
For the partitioning of the amphipathic peptide MPER to membranes, we not only
confirmed experimentally the biexponential shape of the autocorrelation function, but also
presented three means of confining the lateral diffusion (Figure VI.24). First, SLB patches
effectively confine the diffusion and are a minimal modification to homogeneous SLBs, but
produce autocorrelation curves with comparably high levels of noise and a strong depen-
dence of the autocorrelation amplitude on the patch diameter (Figure VI.18). Second, lipid
bilayer nanodiscs confine the diffusion on a nanometer scale, allowing SI-FCS acquisitions
as in the case of surface-immobilized binding sites. Obtained autocorrelation curves show
superior noise characterstics, but measurements are limited to low concentrations of bind-
ing peptide to ensure nanodisc integrity (Figure VI.21). Finally, the most promising are
diffusion barriers based on chromium microstructures, as they combine multiplexing, re-
producibility, flexible sample design and standard SLB preparations. Based on chromium
microstructures, we obtained low-noise average autocorrelation curves, eliminating the
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Figure VI.24: Schematic of the investigated approaches to confine membrane
diffusion. (A) SLB patches (gray) formed from bursted GUV with ROIs (blue) enclosing
the patches. For details see Section VI.3.4. (B) Lipid bilayer nanodiscs (gray) that are
randomly and homoegenously surface-immobilized on length scales below the resolution
limit of the microscope. Acquisition ROIs (blue) can therefore be chosen arbitrary, as in
the case of suface-immobilized binding sites (Chapter III). For details see Section VI.3.5.
(C) Membrane corrals (light gray) formed by a chromium microstructure (dark gray).
Acquisition ROIs enclose the individual membrane corrals (blue). For details see Section
VI.2.3 and VI.3.6.
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need for thorough surface passivation to avoid unspecific binding (Figure VI.23). The de-
cay times of all three approaches are in agreement within the precision of the measurements
(Table VI.3).
In summary, we believe that the tools developed within this thesis will significantly
advance the quantification of membrane binding with SI-FCS. In contrast to many available
methods to quantify membrane binding, SI-FCS has the potential to not only determine
affinities or partition coefficients, but the underlying molecular binding rates. Fluorescent
labels contribute the specificity required to work not only in well-defined in vitro systems,
but similarly in complex bio-fluids or even live cells. SI-FCS improves upon SPT in the
lower required photon-budget, as molecules do not need to be localized. Irradiances are
therefore orders of magnitude lower, allowing the combination of high frame rates and
long acquisition series, as necessary to accurately characterize binding processes showing




CURRENT STATE OF SI-FCS AND FUTURE
PERSPECTIVES
Within this work, we developed SI-FCS as a novel, precise method to quantify surface
binding reactions. We did not only apply SI-FCS to surface-immobilized binding sites, but
similarly to the binding of ligands to membrane-bound receptors and the partitioning of
amphipathic proteins and peptides to membranes.
Based on the spatial integration of the fluorescence signal from surface-attached mol-
ecules, SI-FCS in its current implementation uses TIRF microscopy to achieve surface
selectivity and EMCCD camera detection for multiplexing multiple acquisition regions in
one field of view (Chapter III, Figure III.1). Following the concept and mathematical
description by Thompson and colleagues [Thompson et al., 1981] (Section III.2.1), the
autocorrelation function encodes not only surface densities, but also association and dis-
sociation rates of the surface binding. We quantified the hybridization of complementary
DNA strands with varying nucleotide (nt) overlaps and one ssDNA strand immobilized on a
DNA origami nanostructure (Figures III.1). The same DNA origami constructs have been
commonly used in pioneering work on DNA-PAINT super resolution microscopy [Jung-
mann et al., 2010,Jungmann et al., 2016,Schnitzbauer et al., 2017,Auer et al., 2017,Strauss
et al., 2018] (Figure III.11). Within the limit of low concentrations (kd  ka〈A〉), the decay
of the monoexponential SI-FCS autocorrelation function reports predominantly dissocia-
tion dynamics. For 7 nt to 10 nt DNA hybridizations, we thus obtained dissociation times
of (0.44± 0.01) s to (90± 7) s, respectively (Figure III.2A). The obtained autocorrelation
curves are highly reproducible, highlighting the achievable precision in SI-FCS acquisi-
tions (Figure III.5). Mixed species, comprising pairs of 7 nt with 8 nt or 9 nt hybridization
length, respectively, showed clearly biexponential autocorrelation curves allowing the ex-
traction of the individual kinetics with a bias of less than 20% (Figure III.2B). Further,
we determined association and dissociation rates from titration series (Figure III.3), which
were in good agreement with several previous studies [Jungmann et al., 2010,Dupuis et al.,
2013,Peterson et al., 2016]. We performed extensive series of Monte Carlo simulations and
SI-FCS experiments to evaluate the relation between the SI-FCS measurement duration
and its inherent bias on the autocorrelation function. Our results establish that SI-FCS
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measurements should be at least 300 times longer than the characteristic decay time to
achieve a bias below 10% (Figure III.7). Compared to SPT, SI-FCS determines binding
kinetics for orders of magnitude higher surface densities (Figures III.9 and III.10).
During SI-FCS acquisitions on the order of multiple hours, we encountered a loss in
fluorescence signal (Chapter IV, Figure IV.11) that originates from a photo-induced de-
pletion of binding sites in SI-FCS (Figure IV.4) and even more pronounced in DNA-PAINT
microscopy (Figures IV.2 and IV.3). In SI-FCS the depletion of docking sites manifests
itself as an additional contribution to the autocorrelation function (Figure IV.11). The de-
pletion can be prevented to a large extent by the use of oxygen scavenging buffers (Figures
IV.3 and IV.4). With PO+C and PCD+PCA, we tested two different oxygen scavenging
buffers, of which PO+C was found better suited for DNA-based samples, as PCD+PCA
apparently is prone to nuclease contamination [Senavirathne et al., 2015] (Figure IV.12).
Further, we introduced an extended imager handle, placing the fluorescent dye at a greater
distance from the docking site and thus similarly reducing the depletion of binding sites
in low-irradiance SI-FCS acquisitions (Figures IV.3 and IV.4). Comparing the capabilities
to extract binding kinetics from SPT traces and SI-FCS measurements, we encountered a
bias towards shortened dark times and extended bright times if multiple imager strands
hybridize simultaneously on one DNA origami nanostructure (Figure IV.10). Accordingly,
to ensure accurate binding kinetics in DNA-PAINT, binding events need to be individually
resolvable. Avoiding the bias from double binding events severely limits either the achiev-
able surface-density of immobilized docking sites or the maximum solution concentration of
imager strands. The SI-FCS autocorrelation takes into account the increase in brightness
of two simultaneous binding events and is thus free from this bias.
Aiming at the quantification of fast surface-binding reactions with residence times sig-
nificantly below 0.5 s, the contributions of solution diffusion and binding start to overlap
in the autocorrelation function. As both contributions modulate the autocorrelation func-
tion on similar time scales, an autocorrelation model incorporating both effects is required
(Chapter V, Figure V.1). While the axial molecule detection function in TIR-FCS is
conventionally assumed to be limited by the supposedly monoexponential shape of the
evanescent field [Thompson et al., 1981,Lieto et al., 2003,Ries et al., 2008a], a biexponen-
tial decay was previously reported for objective-type TIRF microscopy [Mattheyses and
Axelrod, 2006, Oreopoulos and Yip, 2008, Brunstein et al., 2014b]. TIR is an interface
effect, which strongly depends on the change in refractive index. Consequently, a sampling
of the evanescent field ought to be close to the refractive index of biological samples. Un-
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fortunately, previously presented methods to directly characterize the TIR excitation do
not maintain the refractive index expected for aqueous samples [Mattheyses and Axelrod,
2006], require specialized instrumentation [Oreopoulos and Yip, 2008] or sophisticated sam-
ple preparation (see Section V.2.1). To directly characterize the axial molecule detection
function, we developed a calibration slide based on a fluoropolymer with the refractive
index of water (Figure V.2). The excitation profile is integrated over axial sections by
recording the fluorescence intensity above non-fluorescent polymer steps of defined heights
(Figure V.2), which makes the sampling very straightforward. This direct characterization
revealed a second, penetrating contribution (Figures V.4 and V.5). The precise knowledge
of the excitation profile will be helpful to improve quantitative TIRF imaging including
SAF and three-dimensional TIRF-based super-resolution microscopy in the axial direction.
Moreover, an implementation of a biexponential molecule detection function will contribute
to the a more accurate model of the TIR-FCS autocorrelation function at sub-second lag
times.
Quantifying the binding of biomolecules to membrane-attached binding sites and the
partitioning of amphipathic proteins or peptides from solution to membranes with SI-FCS
(Chapter VI) imposes multiple additional challenges compared to the study of surface-
immobilized binding sites (Chapter III).
First, physiologically relevant membrane compositions form fluid membranes and thereby
lead to diffusion of bound molecules on the lipid bilayer. We combined in a proof-of-
concept system membrane-attached chol-DNA handles with the previously characterized
DNA hybridization reaction (Chapter III) to test three approaches to account for mem-
brane diffusion or eliminate its influence on the autocorrelation function (Figure VI.2): (i)
an autocorrelation model describing both membrane diffusion and binding (Figure VI.5),
(ii) a pseudo-infinite detection emphasizing the binding contribution relative to the diffu-
sion contribution (Figure VI.6 and VI.7), and (iii) the confinement of membrane diffusion
(Figure VI.8 and VI.9). For the last approach, we successfully extracted binding rates in
agreement with the results obtained on surface-immobilized docking sites (Table VI.1).
Second, when molecules bind or partition directly to the lipid bilayer without mediation
by membrane-attached receptors or specific spare lipid head groups, it becomes challeng-
ing to saturate binding sites in a titration experiment and further extract association and
dissociation rates independently. Lateral interactions of bound molecules, compromised
membrane integrity and small autocorrelation amplitudes hinder the accurate quantifica-
tion at high membrane-bound concentrations. We therefore present an autocorrelation
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model extracting association and dissociation rates for a two-state binding reaction far
from membrane saturation (Section VI.3.1). Moreover, we verified the obtained relations
with Monte Carlo simulations (Figure VI.11). For a more complex three-state binding
model, we systematically investigated the dependence of the autocorrelation function on
the transition rates. We find the autocorrelation function to be in excellent agreement
with a biexponential decay with rates as previously derived for SPT residence time his-
tograms [Myers et al., 2012] (Figure VI.13).
Finally, we acquired SI-FCS autocorrelation curves for the partitioning of the amphi-
pathic peptide MPER to three different model membrane systems that provide a confine-
ment of the membrane diffusion (Figure VI.24). The autocorrelation curves of MPER
partitioning are best described by a biexponential model with characteristic decay times
consistent for all confinement strategies (Table VI.3). While SLB patches are a small mod-
ification to homogeneous SLBs, the autocorrelation amplitude depends strongly on the
approximate patch diameter (Figure VI.18). The uncontrolled scattering of patch shapes
translates into a large scatter of amplitude values, thus reducing the reproducibility. Lipid
bilayer nanodiscs and membrane corrals confined by chromium microstructures profit from
reproducible shapes and thus more reproducible autocorrelation amplitudes (Figures VI.22
and VI.23). However, nanodiscs are limited to small concentrations of the partitioning
peptide (Figure VI.21) and it is intrinsically difficult to distinguish specific from unspecific
binding. In contrast, chromium microstructures allow the straightforward adaptation of
membrane composition according to standard preparation protocols. The surface is fully
covered with lipid bilayer, thus limiting unspecific binding to a minimum. In conclusion,
microstructured membrane corrals are the most promising route for the routine quantifica-
tion of membrane binding or partitioning with SI-FCS. Future work will need to carefully
confirm the independence of the SI-FCS quantification from the confinement perimeter.
Besides chromium microstructures, a variety of micropatterned bilayers are available to be
tested with SI-FCS [Spinke et al., 1992,Wagner and Tamm, 2000,Deng et al., 2008,Knoll
et al., 2009,Roder et al., 2011,Oliver and Parikh, 2010].
The simplicity of the current implementation of SI-FCS on standard wide-field micro-
scopes, including the largely overlapping instrumentation requirements with TIRF-based
localization microscopy setups, will benefit the rapid implementation of SI-FCS in the
scientific community. Building upon the versatile concept of FCS and ICS, further devel-
opments will include faster detection, potentially in combination with sCMOS, PMT or
APD detection to extract shorter time-scales. Dual-color cross-correlation spectroscopy
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potentially benefits the examination of complex multi-component systems. To reduce the
solution contribution to the autocorrelation function, the surface-selectivity can be in-
creased by using FRET pairs for ligands and receptors. Moreover, metal induced engery
transfer (MIET) [Karedla et al., 2014] and SAF [Ruckstuhl et al., 2003, Ruckstuhl and
Verdes, 2004,Ries et al., 2008b] are two emerging means of enhancing surface-selectivity
that appear compatible with SI-FCS. Following the works of Thompson and Lieto [Thomp-
son, 1982,Lieto et al., 2003,Lieto and Thompson, 2004], non-fluorescent competitors may
circumvent issues with high solution concentrations or allow the indirect quantification of
non-fluorescent species. A label-free implementation of SI-FCS could potentially be based
on the correlation of surface and membrane binding events as monitored by interferometric
scattering (iSCAT) [Kukura et al., 2009,Djaker et al., 2016,Cole et al., 2017,Spindler et al.,
2018].
Importantly, SI-FCS does not only have the potential to extract kinetic rates, but also
surface-densities. This includes explicitly the counting of binding sites in DNA-PAINT
super-resolution microscopy, when double binding events hinder a quantification with a
simple binary extraction of timing information from the intensity traces. A future study
will highlight the information content of the autocorrelation amplitude to count surface-
bound molecules.
The field of DNA nanotechnology impressively illustrates the versatility of the DNA
hybridization reaction. SI-FCS is ideally suited to study more complex binding reactions
involving multiple binding steps, competitive binding or the cooperative binding of con-
nected DNA sequences. Precise quantification of the hybridization reaction might not only
deepen our understanding, but also benefit the emerging field of DNA computing [Dirks
and Pierce, 2004,Chatterjee et al., 2017].
Based on the results of this work, SI-FCS is now at the point to systematically inves-
tigate membrane binding and partitioning. The list of potential systems to study with
SI-FCS is extensive and includes not only variants of MPER and a large set of membrane
binding peptides (Section VI.3.3). Rather, a plethora of of relevant questions centers
around transiently membrane-binding proteins, ligand-receptor interactions, binding to
specific lipid head groups, binding to membrane domains and the dependence of partition-
ing on the membrane composition. Moreover, cushioned SLBs may extend SI-FCS to the
study of integral membrane receptors. The rich concepts of surface-immobilization em-
ployed for SPR and QCM-D can potentially be transferred to work similarly with SI-FCS,
thus allowing the study of reversible binding in quasi-equilibrium and at fast time-scales
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inaccessible to flow-based assays. Surface-immobilized vesicles will enable the investigation
of membrane-curvature dependencies. Furthermore, we are only beginning to envision the
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Reproduced in part with permission from [Mücksch et al., 2018].
Copyright 2018 American Chemical Society.
A.1 Supplementary Methods
Optical setup
Fluorescence images were recorded on a home-built custom-type TIRF microscope, which
was constructed around a Nikon Ti-S microscope body with oil immersion objective (Nikon
SR Apo TIRF, 100x magnification, 1.49 numerical aperture (NA)). Custom-built excitation
and detection pathways (Supplementary Fig. A.1) extended the commercial body. Four
laser lines (490 nm (Cobolt Calypso, 50mW nominal), 532 nm (Cobolt Samba, 100mW
nominal), 561 nm (Cobolt Jive, 50mW nominal) and 640 nm (Cobolt 06-MLD, 140mW
nominal)) were attenuated with an acousto-optical tunable filter (Gooch & Housego TF-
525-250), which was interfaced through a PCI Express card (PCIe-6323 and BNC-2110) and
controlled with a home-written LabView 2011 software (all National Instruments, Austin,
USA). A polarization-maintaining single-mode fiber (kineFLEX-P-3-S-405.640-0.7-FCS-P0
and kineMATIX, Qioptiq, Hamble, UK) spatially filtered the excitation beams. At the
fiber exit, the beam was collimated by an achromatic lens (f = 25 mm, Edmund Optics,
Karlsruhe, Germany) and the polarization refiltered through a polarizing beam splitter
(CCM1-PBS251/M, Thorlabs, Dachau. Germany). Achromatic doublets were employed
for three-fold beam expansion (f = −25, 75 mm) and focusing the excitation in the ob-
jective’s back focal plane (f = 225 mm, all purchased from Edmund Optics, Karlsruhe,
Germany). A four-color notch beam splitter (zt405/488/561/640rpc flat, AHF Analysen-
technik, Tübingen, Germany) directed the excitation laser beams towards the objective.
A piezo-electric stage (Q545, Physikalische Instrumente, Karlsruhe, Germany) translated
the excitation beam off-axis to switch between wide-field, HILO or TIRF imaging.
The emission light was directed towards the microscope side-port and spectrally band-
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pass filtered (Semrock BrightLine 593/46, AHF Analysentechnik, Tübingen, Germany) in
infinity space. The detection pathway comprised a 4f telescope (f = 200 mm, AC254-200-
A-ML, Thorlabs, Dachau, Germany) and an electron-multiplying charge-coupled device
(EMCCD) camera (iXon Ultra 897, Andor Technologies, Belfast, UK). The camera ac-
quisition triggered the transmission of the acousto-optical tunable filter by TTL pulses.
Images were recorded using the Andor Solis software (Andor Technologies, Version 4.28).
A custom-built focus stabilization eliminated the drift of the focus position: A near in-
frared laser (LP785-SF20, Thorlabs, Dachau, Germany) was back-reflected from the sample
in TIRF configuration and focused on a CMOS camera (UI-3240CP-NIR-GL, Imaging De-
velopment Systems, Obersulm, Germany). A feedback control implemented in LabVIEW
2015 (National Instruments, Austin, USA) maximized the cross-correlation of the images
of the laser spot and a reference image, respectively. The axial sample position was ad-
justed every 200ms accordingly (P737.2SL and E-709.SRG, Physikalische Instrumente,
Karlsruhe, Germany) to keep the sample in focus.




Unless stated otherwise, SI-FCS analysis was performed on image sequences of 64×64 pixel
(4× 4 binning) and for comparable analysis resized to the camera resolution of 256× 256
pixels. Image stacks were recorded for 1.5 million frames for 7 nt, 8 nt and 9 nt, and 150,000
frames for 10 nt, respectively. The exposure time was 10ms and the camera frame rate
85Hz for 7 nt, 8 nt, 9 nt, or 10Hz 10 nt. The EM gain setting was varied, but does not
influence the kinetics (data not shown). To exclude any effect of the EM gain, we varied
this parameter systematically in an initial set of experiments, but observed no influence on
the autocorrelation decay times obtained from SI-FCS measurements (data not shown).
SI-FCS data analysis
The autocorrelation curves were computed and analyzed using a custom-written Matlab
2017a (The MathWorks, Natick, USA) software: Each image was subdivided into 7 × 7
ROIs, each of them covering 31× 31 pixels, spaced in a grid around the center of illumina-
tion. The effect of the choice of ROI size is discussed in Supplementary Fig. III.12 (p. 55).
The signal in each ROI was integrated, yielding 49 intensity traces, which were bleach and
drift-corrected by a single exponential, and individually correlated using the multiple-τ al-
gorithm [Schätzel, 1987], in which we doubled the bin width after every sixteenth point in
the autocorrelation curve. The obtained autocorrelation curves were fitted individually by
a single exponential decay with an offset, from which the amplitude and the characteristic
decay time were obtained. For samples containing two species, the autocorrelation curves
were fitted by a sum of two exponentials with an offset. In the titration experiments,
the biexponential fit accounted for a supposedly non-specific component appearing at high
concentrations (10 nM for 10 nt, 100 nM for 9 nt).
Monte Carlo Simulations of SI-FCS measurements
If not mentioned otherwise, Monte Carlo Simulations were performed using a home-written
MATLAB code (R2016a, MathWorks). The time step between two iterations was set to
dt = 1 ms and the signal from 10 iterations was integrated to form one time point in
the signal trace. This corresponds to a time resolution of the detector of 10ms. For
these simulations, we only considered fluctuations in signal originating from binding and
unbinding events. Therefore, we initialized Nsurf immobile binding sites at a surface and
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had a fraction β = 1
1+ kd
ka〈A〉
of them initially occupied. Moreover, we defined a probability of
binding Pbinding = 1−e−ka<A>dt and unbinding Punbinding = 1−e−kddt. During each iteration,
we treat occupied and unoccupied binding sites differently. For all bound sites we generated
a uniformly distributed random number in the interval (0,1). If the random number was
smaller than a threshold given by Punbinding, the binding site was converted to an unoccupied
state, otherwise it remained unchanged. The transitions from the unbound to bound state
were simulated following an equivalent strategy. Each bound receptor contributed with the
brightness 1 to the signal per iteration, each unoccupied binding site did not contribute to
the signal. The described code does not simulate images, but only the integrated signal
over a simulated area. Although it is straightforward to add the functionality of simulating
images, all simulations with varying surface density (Supplementary Figure III.9, p. 51)
were performed using the previously published Picasso tool [Schnitzbauer et al., 2017].
Fluorescently labeled complementary ssDNA in solution
Labeled imager strands with the sequence 5’-CTAGATGTAT-3’-Cy3B were purchased from
Eurofins Genomics.
Buffers
For simplicity, we name the used buffers A+ and B+. Buffer A+ contains 10mM Tris-
HCl, 100mM NaCl, 0.05 v% Tween20 and is adjusted to pH 8. Buffer B+ contains 5mM
Tris-HCl, 10mM MgCl2, 1mM EDTA, 0.05 v% Tween20 and is adjusted to pH 8.
Preparation of DNA origami samples
DNA origami structures were synthesized as previously described [Schnitzbauer et al.,
2017]. In brief, structures were folded in a one-pot reaction with 40µL total volume
containing 10 nM scaffold (M13mp18), 10 nM biotinylated staples for surface attachment,
100 nM core staples and 1µM extended staples in 1xTE buffer supplemented with 12.5mM
MgCl2. Structures were folded by first holding for 5min at 80 ◦C, then going from 65 ◦C to
4 ◦C over the course of 3 hours. The assembly of the DNA origami structures was confirmed
by super-resolution imaging with DNA-PAINT (see Supplementary Fig. III.11, p. 53).
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Assembly of the Sample Chamber
Surfaces with immobilized DNA origami structures were prepared following a previously
reported protocol [Schnitzbauer et al., 2017]. In brief, high precision #1.5 coverslips (Paul
Marienfeld GmbH, Germany) were sonicated in acetone (chemical grade, Merck KGaA,
Germany) for 10 minutes and then rinsed twice with ethanol (chemical grade, Merck Mil-
lipore, Germany) and water (milli-Q, Merck Millipore, Germany) and gently dried with
pressurized air. The cleaning of the coverslip was completed by putting a drop of 2-
propanol on it (Uvasol, Merck KGaA, Germany) and wiping with a paper tissue (Kimtech
Science, Sigma Aldrich, Germany). The same procedure was performed on microscope
slides (76× 26 mm2, Menzel, Germany). The high precision coverslip and the microscope
slide were assembled into a flow chamber by gluing them together with double-sided sticky-
tape (Scotch, Conrad Electronic SE, Germany), yielding a roughly 5×22×0.08 mm3 large
chamber. In a series of volume exchanges, the flow chamber was first incubated with 20µL
of 1mg/mL albumin, biotin-labeled bovine (Sigma-Aldrich) in buffer A+ for two minutes,
washed with 40µL buffer A+, incubated with 20µL of 0.5mg streptavidin (Thermo Fisher
Scientific) in buffer A+ for two minutes, washed with 40 µL buffer A+, washed with 40µL
buffer B+, incubated with 20µL of 0.5 nM of the desired folded DNA origami structures,
which were dissolved in buffer B+, for ten minutes, washed with 40 µL buffer B+ and fi-
nally loaded with 20µL of imager strand in the required concentration. In a final step, the
chamber was sealed using two-component epoxy glue (Toolcraft, Conrad Electronic SE,
Germany). We verified the final concentration of fluorescently labeled ssDNA by confocal
FCS measurements (see Supplementary Fig. A.1).
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Measurement of the ligand concentration
Figure A.1: caption on next page.
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Figure A.1: Direct measurement of the ligand concentration. To validate that the target
concentration of ligand is indeed reached in the sample, we performed confocal FCS mea-
surements on a commercial LSM 780 Confocor3 system (Zeiss AG, Oberkochen, Germany).
As we were interested in the concentration of imager strand in solution, we positioned the
confocal volume 30µm above the origami-coated surface. In an initial measurement, the
confocal volume was calibrated using Alexa546NHS (ThermoFisher) and its reported diffu-
sion coefficientD = 341 µm2/s at 22.5 ◦C [Petrášek and Schwille, 2008]. As our experiments
were carried out at 27 ◦C, we adjusted the diffusion coefficient using the well-known rela-
tion D ∼ T
η(T ) and an empirical expression for the temperature dependence of the viscosity
η of water [Kestin et al., 1978]. We ensured that the autocorrelations had no bleaching or
triplet contributions by performing identical measurements at a wide range of irradiances
(data not shown). Therefore, the correlation curves could be fitted by a simple 3D diffusion







)− 12 . Here, N is the average number of
particles in the detection volume and the diffusion time τD is defined as the ratio of the
square of the e−2-value of the Gaussian detection volume and the four-fold diffusion coeffi-
cient τD =
w2xy
4D . The structure parameter S represents the ratio of axial to lateral extension
of the Gaussian-shaped detection function. The concentrations are directly obtained from






. Fig. A.1a shows three rep-
resentative correlation curves, their corresponding fits and the residuals. As expected, the
amplitude scales with the concentration. Nonetheless, the investigated concentrations do
not have an effect on the diffusion of ligand itself as the correlation curves become indistin-
guishable when normalized by the amplitude at zero lag time (Fig. A.1b). For the range
of measured concentrations the target concentration and the measured concentration coin-
cide within 10% (Fig. A.1c). As a byproduct, we obtained the diffusion coefficient of the
labeled 10 nt ssDNA strand in the specified buffer (B+) at 27 ◦C: D = (205.2± 7.9) µm2/s,
which is in good agreement with a previously reported results [Stellwagen et al., 2003]. The
presented numbers correspond to mean and standard deviation of 51 measurements, each
of them at least 10min long.
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BAPPENDIX TO CHAPTER III -
PHOTO-INDUCED DEPLETION OF BINDING
SITES
Reprinted in parts from [Blumhardt et al., 2018], with permission from MDPI, Basel, Switzerland.
Copyright 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access ar-
ticle distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/).
B.1 Materials and Methods
Origami Purification
DNA origami nanostructures were synthesized as described previously [Schnitzbauer et al.,
2017] and subsequently PEG purified. Folded DNA origami structures were mixed 1:1 (v/v)
with 2x PEG purification buffer (PEG-8000 15% (w/v), 500mM NaCl, 1x TE buffer),
centrifuged for 30 min at 17,900 rcf and 4 ◦C. The supernatant was removed and the DNA
origami resuspended in folding buffer (12.5mM MgCl2, 10mM Tris, 1mM EDTA at pH 8.0)
by shaking and heating for 5 min at 600 rpm and 30 ◦C. Previously described steps were
repeated two times to increase the purification. Finally, DNA origami nanostructures were
stored at −20 ◦C until use. The assembly of DNA origami nanostructures was confirmed
using DNA-PAINT microscopy (Figure IV.2 and Figure IV.7). Origami structures exposed
the docking sequence 5’-TTATACATCTA-3’, consisting of a TT-spacer followed by nine
nucleotides complementary to the imager sequence.
Buffers
For simplicity, we name the used buffers A+ and B+. Buffer A+ contains 10mM Tris-HCl,
100mM NaCl, 0.05% (v/v) Tween20. Buffer B+ contains 5mM Tris-HCl, 10mM MgCl2,
1mM EDTA, 0.05% (v/v) Tween20. Enyme buffer for the PO+C oxygen scavenging
systems consists of 10mM Tris pH 7.5, 50mM KCl and 20% glycerol for better stability
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of the stock solutions.
Fluorescent Imager Solutions
Labeled imager strand solutions were used in varying target concentrations (10, 30, 100,
300 or 600 nM) in five conditions:
1. ’Conventional’, as employed previously [Schnitzbauer et al., 2017, Mücksch et al.,
2018] with the sequence 5’-CTAGATGTAT-3’-Cy3B (Eurofins SAM, Ebersberg, Ger-
many) [Cooper et al., 2004];
2. ’Oxygen scavenger’
(a) PO+C, as (1) but incubated for 1 hour prior to measurement with the PO+C
oxygen scavenger system (1x PO, 1x C, 0.8% Glucose as described in [Sonal
et al., 2019]), with 1x Trolox added. Stock solutions: 100x PO solution con-
sists of 26mg of PO (P4234-250UN, Sigma-Aldrich Chemie GmbH, Taufkirchen,
Germany), 684 µL of enzyme buffer; 100x C solution consists of 2mg Cata-
lase in 1mL enzyme buffer. Both were centrifuge filtered (Ultrafree MC-GV,
Merck KGaA, Darmstadt, Germany; 0.22 µm), flash frozen in liquid nitrogen
and stored at −80 ◦C; 100x Trolox solution consists of 100mg of Trolox (Sigma-
Aldrich 238813-1G), 430µL of methanol and 345 µL of NaOH (1M) in 3.2mL
of H2O, stored at −20 ◦C);
(b) PCD+PCA, as (1) but incubated for 1 hour prior to measurement with the
PCD+PCA oxygen scavenger system (1x PCD, 1x PCA, 1x Trolox), as de-
scribed in [Schnitzbauer et al., 2017]. Stock solutions: 40x PCA solution consists
of 154mg of PCA (37580-25G-F, Sigma-Aldrich) in 10mL of water, adjusted to
pH 9.0 with NaOH; 100x PCD solution consists of 9.3mg of PCD (P8279-25UN,
Sigma-Aldrich) and 13.3mL of buffer (50% glycerol stock in 50mM KCl, 1mM
EDTA and 100mM Tris–HCl, pH 8.0), Trolox as above, all stored at −20 ◦C;
3. ’18-mer spacer’,
(a) with the sequence Cy3B-5’-GTT ATG GGT GGT TTG GGG-CTAGATGTAT-
3’ (Eurofins SAM), where the hybridizing nucleotide sequence is identical to (1).
Incubation 1:1 at identical concentration with 5’-CCC CAA ACC ACC CAT
AAC-3’ complementary unlabeled strands forms a stable duplex, increasing the
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persistence length of the 18-mer spacer. The fluorescent dye is attached at 5’
to maximize the distance of dye and hybridizing nucleotides. The sequence
was checked to not form a secondary structure using the Nucleic Acid Package
(NUPACK) [Zadeh et al., 2011];
(b) as in (3a) but with PO+C added as in (2a).
Sample Preparation
Sealed sample chambers were prepared as described previously [Schnitzbauer et al., 2017,
Mücksch et al., 2018]. In brief, high precision #1.5 coverslips (Paul Marienfeld GmbH,
Lauda Königshofen, Germany) were sonicated in acetone (chemical grade, Merck KGaA,
Germany) for 10 min and then rinsed twice with ethanol (chemical grade, Merck Millipore,
Germany) and water (milli-Q, Merck KGaA, Darmstadt, Germany) and gently dried with
pressurized nitrogen. The cleaning of the coverslip was completed by putting a drop of 2-
propanol on it (Uvasol, Merck KGaA, Darmstadt, Germany) and wiping with a paper tissue
(Kimtech Science, Sigma Aldrich). The same procedure was performed on microscope
slides (76 × 26 mm2, Menzel, Thermo Fisher Scientific, Waltham, MA, USA). The high
precision coverslip and the microscope slide were assembled into a flow chamber by gluing
them together with double-sided sticky-tape (Scotch, Conrad Electronic SE, Hirschau,
Germany), yielding a roughly 5×22×0.08 mm3 large chamber. For DNA-PAINT unspecific
binding between origami structures is easily detected in the final image and thus glass
surfaces were used without prior cleaning. In a series of volume exchanges, the flow chamber
was first incubated with 20µL of 1mg/mL albumin, biotin-labeled bovine (Sigma-Aldrich)
in buffer A+ for two min, washed with 40µL buffer A+, incubated with 20 µL of 0.5mg/mL
streptavidin (Thermo Fisher Scientific) in buffer A+ for two min, washed with 40µL buffer
A+ and washed with 40 µL buffer B+.
For DNA-PAINT imaging, 20µL folded DNA origami solution, diluted 1:200 from PEG
purified solution in B+ buffer, were incubated for five min. For SI-FCS, 20 µL folded DNA
origami solution, diluted 1:20 from PEG purified solution in B+ buffer, were incubated for
ten min. Chambers were washed with 40µL buffer B+ and finally loaded with 20µL of
imager solution in the required condition (10 µM for DNA-PAINT imaging). In a final step,
the chamber was sealed using two-component epoxy glue (Toolcraft, Conrad Electronic SE)
or picodent twinsil 22 two component glue (picodent, Wipperfuerth, Germany). We verified
the final concentration of fluorescently labeled ssDNA by confocal FCS measurements.
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DNA-PAINT Microscopy Setup
DNA-PAINT imaging was carried out on an inverted custom-built microscope in an objective-
type TIRF configuration with an oil-immersion objective (UAPON, 100x, NA 1.49, Olym-
pus Europe, Hamburg, Germany). Fluorophores were excited with a DPSS laser with
a wavelength of 561 nm (output power 1W, DPSS-system, MPB Communications Inc.,
Montreal, QC, Canada). Laser power was adjusted by polarization rotation with a half-
wave plate (WPH05M-561, Thorlabs, Dachau, Germany) before passing a polarizing beam-
splitter cube (PBS101, Thorlabs). To spatially clean the beam-profile the laser light was
coupled into a single-mode polarization-maintaining fiber (P3-488PM-FC-2, Thorlabs) us-
ing an aspheric lens (C610TME-A, Thorlabs). The coupling polarization into the fiber was
adjusted using a zero-order half wave plate (WPH05M-561, Thorlabs). The laser light was
collimated after the fiber using an achromatic doublet lens (AC254-050-A-ML, Thorlabs)
resulting in a collimated beam of ∼6mm full-width at half-maximum (FWHM). The laser
beam was magnified by a factor of 2.5 using a telescope custom-built from two achromatic
doublets (AC254-030-A-ML and AC508-075-A-ML, both Thorlabs). The excitation light
was finally focused in the objective’s back focal plane using an achromatic doublet lens
(AC508-180-A-ML, Thorlabs). Fluorescence light was separated from the excitation by
a dichroic beam splitter (F68-785, AHF Analysentechnik, Tübingen, Germany) directly
below the objective, spectrally filtered with an emission filter (605/64, AHF Analysentech-
nik). The signal from the sample was finally imaged on a sCMOS camera (Zyla 4.2, Andor
Technologies, Belfast, UK) without further magnification (TTL180-A, Thorlabs) resulting
in an effective pixel size of 130 nm (after 2×2 binning). Microscopy samples were mounted
on an x-y-z stage (S31121010FT and FTP2050, both Advanced Scientific Instrumentation,
Eugene, OR, USA) used for focusing and laterally moving the sample with the microscope
objective fixed in position.
DNA-PAINT Image Acquisition
DNA-PAINT super-resolution data was acquired with a sCMOS camera using µManager
[Edelstein et al., 2010]. Acquisition parameters were: full chip 2×2 pixel binning, read out
rate 200MHz and dynamic range 16-bit. The exposure time was set to 200ms, resulting
in a camera frame rate of 5Hz and in ∼83 min of total measurement time. The excitation
power was set to 22mW behind the objective with a Gaussian shaped illumination with a
1/e2-width of 84µm, resulting in a peak irradiance of 0.2 kW/cm2.
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DNA-PAINT Data Analysis
Super-resolved DNA-PAINT images were computed with Picasso according to [Schnitzbauer
et al., 2017]. Binding events were localized by Gaussian least-square fitting with a net gra-
dient chosen to suppress localizations of noise. Localizations were drift corrected in a three-
step process, first by redundant cross-correlation (RCC) [Schnitzbauer et al., 2017,Wang
et al., 2014], subsequently based on picked DNA origami and finally based on picked in-
dividual docking sites. To generate subsets, the drift corrected localizations were split
in subsets of 5000 frames each with a custom-written Python script and finally rendered
individually. Super-resolved images were rendered blurring individual spots based on the
global localization precision. To analyze bright and dark times, origami structures were
picked (Picasso: ’pick similar’) and further analyzed by a custom-written Python script
(https://github.com/DerGoldeneReiter/qPAINT) acting on Picasso’s ’Picked localization’
files. Dark times of one frame were ignored to reduce artifacts caused by single missed lo-
calizations. For docking site analysis picked origami structures were averaged (translation
and rotation) to a designed model structure using the ’average3’ module of Picasso with a
pixel oversampling of 40, setting a custom symmetry of 180 degrees [Strauss et al., 2018].
All individual docking sites were picked on the average image (Figure IV.8) in the render
module of Picasso. ’Unfold’ translates the picks of the average back to the individually
picked structures and thus, picks of the individual docking sites on every origami structure
are obtained. After counting the localizations of each picked single docking site, a lower
cut-off value (three localizations) was used to identify active individual docking sites. Di-
viding the number of the active docking sites by the number of the originally picked origami
structures used for averaging yields the average number of docking sites per origami.
SI-FCS TIRF Microscope
DNA-PAINT and SI-FCS time series were recorded on a custom-built TIRF microscope,
constructed around a Nikon Eclipse Ti-S body as described previously [Mücksch et al.,
2018]. Fluorescence was excited by 561 nm diode-pumped solid state (DPSS) laser (Cobolt
Jive, 50mW nominal, Hübner GmbH & Co. KG, Kassel Germany), spatially filtered
by a single-mode fiber (kineFLEX-P-3-S-405.640-0.7-FCS-P0 and kineMATIX, Qioptiq,
Hamble, UK), collimated (f = 25 mm, all standard achromats, Edmund Optics, Karlsruhe,
Germany), linearly polarized (CCM1-PBS251/M, Thorlabs) and three-fold magnified (f =
−25, 75 mm). The TIRF angle was controlled by translating the focus (f = 225 mm) of
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the excitation beam by means of a piezo-electric stage (Q545, Physikalische Instrumente,
Karlsruhe, Germany) in the back focal plane of the objective (Nikon SR Apo TIRF, 100x
magnification, 1.49 numerical aperture (NA), Nikon, Düsseldorf, Germany).
Fluorescence emission was separated from the excitation (zt405/488/561/640rpc flat,
AHF Analysentechnik, Tübingen, Germany) before entering the microscope body. The
image on the camera-port was relayed on an electron-multiplying charge-coupled device
(EMCCD) camera (iXon Ultra 897, Andor Technologies) by an additional 4f telescope (f =
200 mm, AC254-200-A-ML, Thorlabs). Laser emission was attenuated and synchronized
with the camera acquisition by an acousto-optical tunable filter (TF-525-250, Gooch &
Housego, Torquay, UK), which was interfaced through a PCI Express card (PCIe-6323 and
BNC-2110) and controlled with a custom LabView 2011 software (all National Instruments,
Austin, TX, USA). The emission light was additionally band-pass filtered (593/46).
Drifting of the focus position was eliminated by a custom-built focus stabilization. A
near-infrared laser (LP785-SF20, Thorlabs) was totally internally reflected from the glass-
water interface of cover-slide and sample. The beam position was monitored on a CMOS
camera (UI-3240CP-NIR-GL, Imaging Development Systems, Obersulm, Germany). A
feedback control implemented in LabVIEW 2015 (National Instruments) maximized the
cross-correlation of the images of the laser spot and a reference image, respectively. The
axial sample position was adjusted every 200 ms accordingly (P737.2SL and E-709.SRG,
Physikalische Instrumente). The sample and objective were temperature stabilized to
23 ◦C. (H101-CRYO-BL stabilization unit, with H101-MINI sample chamber and OKO-
MOC objective stabilization, Okolab, Ottaviano, Italy).
SI-FCS Image Acquisition
Images were recorded using the Andor Solis software (Andor Technologies, Version 4.28)
with 4 × 4 hardware binning as 64 × 64 pixel images for 1.5 million frames, as described
previously [Mücksch et al., 2018], resulting in ∼ 5 h total measurement time. The exposure
time was 10ms, resulting in a camera frame rate of 85Hz. The excitation power was set
to 0.75mW behind the objective, with a Gaussian shaped illumination with a 1/e2-width
of 51µm, resulting in a peak irradiance of 0.018 kJ/cm2. The EMCCD camera was used
with electron multiplying gain, adapted according to the brightness of the sample.
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SI-FCS Data Analysis
The autocorrelation curves were computed and analyzed using a custom-written Matlab
2017a (The MathWorks, Natick, MA, USA) software, described previously [Mücksch et al.,
2018]. Intensity traces were generated by additional 8 × 8 software binning, resulting
in 5.12µm effective integrated area size, representing 32 × 32 native camera pixel. The
signal in each pixel was integrated, yielding 64 intensity traces, which were bleach and
drift-corrected by a single exponential, and individually correlated using the multiple-t
algorithm [Schätzel, 1987], in which we doubled the bin width after every sixteenth point in
the autocorrelation curve. The obtained autocorrelation curves were fitted individually by
a single exponential decay with an offset, from which the amplitude and the characteristic
decay time were obtained. Similar to [Mücksch et al., 2018], concentrations above 100 nM
were fitted with a bi-exponential to account for the second component originating from
depletion of docking sites.
Direct Measurement of the Concentration of Imager Strands with
Confocal FCS
We measured the solution concentrations of imager strands with confocal FCS, as described
previously [Mücksch et al., 2018]. In brief, we used a commercial LSM 780 ConfoCor3 sys-
tem (Zeiss AG, Oberkochen, Germany) with the confocal volume positioned 40µm above
the cover slide. We calibrated the confocal volume using Alexa546NHS (Thermo Fisher)
and its reported diffusion coefficient D = 341 µm2/s at 22.5 ◦C [Petrášek and Schwille,
2008]. We calculated the corresponding diffusion coefficient at the measurement tempera-
ture (26.5 ◦C to 27 ◦C) using the well-known relation D ∼ T
η(T ) and an empirical expression
for the temperature dependence of the viscosity η of water [Kestin et al., 1978]. We applied










as justified previously [Mücksch et al., 2018]. Here, N is the average number of particles in
the detection volume, τD =
w2xy
4D the diffusion time, with wxy being the e
−2-value of the Gaus-
sian detection volume and S the structure parameter. Concentrations are directly obtained






. As diffusion coefficient,
we measured Dconv = (201± 5) µm2/s (n = 8), in agreement with previously reported
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results [Mücksch et al., 2018,Stellwagen et al., 2003] and D18−mer spacer = (120± 20) µm2/s
(n = 4) for the 18-mer spacer. The presented numbers correspond to mean and standard
deviation of the indicated n measurements, each of them at least 20min long.
Simulation of Bright and Dark Times
Simulations of the bright and dark time distributions were generated with COPASI [Hoops
et al., 2006]. Biochemical parameters for the simulation were: Mass action irreversible
(A+B → C, C → A+B), ka = 1.5× 106/(M s), kd = 0.3/s with varying number of initial
species values (B = 12, 10, 8, 6, 4) corresponding to single dockings sites and fixed imager
concentration of 〈A〉 = 10 nM. Time course simulations were performed with the same
interval spacing (0.2 s) and total acquisition time (17min per time segment) used in the
DNA-PAINT image acquisitions. Obtained traces were analyzed analogous to experimental
data using a custom-written Python script (https://github.com/DerGoldeneReiter/
qPAINT).
Supplementary Materials
Raw data for DNA-PAINT, confocal FCS and SI-FCS experiments is available for download
from: https://dx.doi.org/10.17617/3.1v.
278
CAPPENDIX TO CHAPTER V - DIRECT
CHARACTERIZATION OF THE TIRF
EXCITATION
C.1 Materials and Methods
Monte Carlo Simulation
Monte Carlo simulations for the combination of solution diffusion and binding were per-
formed as previously described in [Mücksch, 2018,Ries et al., 2008a]. In brief, we performed
simulations in Matlab (R2017a, The MathWorks, Natick, MA) with ∆t = 1 ms time steps,
an integration time of ∆tcam = 10 ms and N = 7.2× 106 iterations. The box size of the
simulation exceeded the lateral integration size by a factor 15 and the evanescent field by
a factor of 20. In brief, particles were randomly displaced in every time step. Different
from [Ries et al., 2008a], bound molecules were surface-immobilized (DC → 0). Binding of






molecules with a distance to the surface smaller than dat =
√
2DA∆t, with 〈B〉 being the
mean concentration of unoccupied binding sites. If a random number ∈ (0, 1) (Mesenne
Twister, Matlab RandStream Class, [Matsumoto and Nishimura, 1998]) was smaller than
Pbind, the molecule was converted in a bound molecule. Similarly, bound molecules were
converted into freely diffusing molecules with the probability Punbind = 1 − exp(−kd∆t).
The molecule detection function including the effect of SAF was calculated as described
in [Mücksch, 2018,Ries et al., 2008a].
Parameters of the simulation were: 〈A〉 = 10 nM, DC = 200 µm2/s, kd = 10/s, ka =
5× 106/(M s), dev = 100 nm, a = 4.8 µm2, binding site density S = 20.3/µm2, NA = 1.46,
n1 = 1.33, n2 = 1.52 and λ0 = 580 nm.
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Sections C.2 to C.5 are reproduced from [Niederauer et al., 2018]. Copyright 2018 Optical Society of
America. Users may use, reuse, and build upon the article, or use the article for text or data mining, so
long as such uses are for non-commercial purposes and appropriate attribution is maintained. All other
rights are reserved.
C.2 Dip Coating Setup
Figure C.1 shows the custom-built setup used for dip coating coverslides with thin polymer
layers. A motorized precision linear stage (1; LTM 45-50-HiSM, OWIS GmbH, Staufen,
Germany) is mounted vertically on a solid base plate (2). A position control unit (3;
PS10-32, OWIS GmbH, Staufen, Germany) drives the stage. Coverslides are placed into
a custom 3D-printed mount (4) and dipped into a cuvette (5; Makro-Küvette 6030-OG,
Hellma GmbH, Müllheim, Germany) containing the dip coating solution. CAD files of the






Figure C.1: Dip coating setup. A motorized precision linear stage (1) is mounted verti-
cally on a solid base plate (2). A position control unit (3) drives the stage. Coverslides are
placed into a custom 3D-printed mount (4) and dipped into a cuvette (5) containing the
dip coating solution.
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C.3 Supplementary Studies on Polymer Properties
Here, we present further studies on the physical properties of the thin polymer layers.
Figure C.2a assesses the shelf-life of the calibration slides. AFM height distributions of
the same slide recorded two months apart and with multiple washing steps in between
show no change in the polymer layer thickness, with an initial thickness of 45.6 nm ±
2.3 nm, and a revisited slide thickness of 47.6 nm± 2.1 nm, as determined by the distance
of Gauss peak centers and their combined standard deviation. The absence of any signs
of deterioration over time, and especially the chemical and mechanical stability against
washing the calibration slides with commonly used solvents (e.g. isopropyl alcohol, ethanol,
purified water) suggest a long shelf-life and the reusability of the calibration slides.
Access to the original glass surface for measuring the polymer layer thickness was
created by scratching the polymer coating with a scalpel. In order to ensure the integrity
of the glass surface, as well as the thorough removal of polymer in the scratched trench,
an AFM image of the beginning of the scratch at the transition from coverslide surface
to the coating was recorded (Figure C.2b). No signs of damage to the coverslide surface
are observed. Furthermore, the complete removal of polymer material is inferred by equal
height levels of the uncoated glass surface and the formerly coated surface in the trench.
Conclusively, scratching the surface with a scalpel is a reliable method to uncover the glass
surface.
Autofluorescence of the polymer was characterized by comparing the fluorescence in-
tensity of a blank coverslide covered with pure water to the fluorescence intensities of a
dip coated coverslide with a 200 nm thick polymer coating, covered with pure water, and
covered with dye in aqueous solution (Figure C.2c). For the chosen laser settings with a
peak irradiance of 15W/cm2 at an excitation wavelength of 491 nm), and a concentration
of 5 µM Alexa Fluor 488 dye in aqueous solution, additional autofluorescence caused by the
polymer coating is negligible compared to the fluorescence emission of the dye in aqueous
solution.
Possible applications of the presented calibration slide may involve (single-molecule)
experiments where the probed regions are small compared to the regions being probed in
this work. Therefore, a representative high-resolution AFM image of a 2 µm×2 µm area of
the polymer surface, with a pixel size of 15.6 nm× 15.6 nm, and the associated probability
density are shown in Figure C.3. A Gaussian fit to the probability density reveals a
standard deviation of 0.22 nm around the mean height. The RMS surface roughness is
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Figure C.2: (a) Shelf-life of the calibration slides. AFM height distributions of the same
slide recorded two months apart and with multiple washing steps in between show no
change in the polymer layer thickness, with the initial thickness determined as 45.6 nm
± 2.3 nm, and the revisited slide thickness of 47.6 nm ± 2.1 nm (distance of Gauss peak
centers ± combined standard deviation). (b) Uncovering of the glass surface by scratching
the coating. An AFM image of the beginning of the scratch at the transition from coverslide
surface to the coating shows thorough removal of the polymer down to the glass surface.
Furthermore, no signs of damage to the coverslide surface are observed. (c) Polymer
autofluorescence. Background (dotted line) and (auto-)fluorescence intensities for a blank
coverslide covered with pure water (A), and a coverslide with a 200 nm coating covered
with pure water (B) and 5µM Alexa Fluor 488 dye in aqueous solution (C). At a peak
irradiance of 15W/cm2 at 491 nm and 5 µM Alexa Fluor 488, additional autofluorescence
caused by the polymer coating is negligible compared to the dye’s fluorescence.
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0.34 nm. Both the local variability of the height, as well as the RMS surface roughness
suggest excellent applicability of the calibration slide for experiments where highly-precise
positioning in the axial dimension is required.


























Figure C.3: High-resolution AFM image of the polymer surface. The pixel size of the
AFM data is 15.6 nm×15.6 nm. The probability density of height values around the mean
polymer step height is fit with a Gaussian function with a standard deviation of 0.22 nm.
The RMS surface roughness is 0.34 nm.
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C.4 Lateral Displacement Method
The incident angle θ for a given TIR angle stage position x is determined based on a method
shown in Figure C.4a, first presented by T.P. Burghardt [Burghardt, 2012]. A sample of
free 5 µM Alexa Fluor 488 dye (Thermo Fisher Scientific Messtechnik GmbH, Munich,
Germany) in aqueous solution is mounted on the objective. A series of images with the
sample translated along the z-direction in steps of ∆z = 0.1 µm is acquired (’z-stack’). The
large incident angle θ of the excitation beam results in a measurable lateral displacement
∆y of the fluorescence excitation spot when the sample is moved axially (Figure C.4b).
Lateral displacements ∆yi of the illumination profile are extracted by the displacement
of the center position of a 2D Gaussian fit to each image. To ensure reliable and precise
fitting, no magnification telescope is used so that the excitation laser beam diameter fits
well into the field of view. Figure C.4c shows the lateral displacement of the centroids in
y-direction for different TIR angle stage positions x. A linear fit f(z) = mz + c to the
dependence of ∆y on ∆z directly gives the incident angle via θ = arctan(m), as shown in
Figure C.5.
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Figure C.4: (a) Lateral displacement method. A sample of free dye is mounted on the
objective. The large incident angle θ results in a lateral displacement ∆y of the fluorescence
excitation spot when the sample is moved axially. (b) Displacement of the illumination
profile. Lateral displacements ∆yi of the illumination profile are extracted by 2D Gaussian
fits to each image during a z-stack. (c) Linear fit to lateral displacement data. The lateral
displacement of the centroids in y-direction during a 4.5 µm z-stack with 0.1 µm step size
is shown for different TIR angle stage positions x. Linear fits to the data directly give the
incident angles.
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Figure C.5: Look-up-table for relating TIR angle stage positions x to the incident an-
gle θ. Incident angles were determined with the lateral displacement method with an
angular precision of 0.1°. Data correspond to mean and standard deviation of triplicate
measurements.
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C.5 Supplementary Studies on Evanescent and Non-
evanescent Contributions
For excitation laser beam diameters small compared to the field of view of the TIRF
microscope, a spatial separation of excitation field contributions with increasing polymer
layer heights is observed (Figure C.6). 2D illumination profiles are fitted with 2D Gaus-




(x− x0,i)2/2σ2x,i + (y − y0,i)2/2σ2y,i
])
, with coefficients
A the amplitude, x0,i, y0,i the center positions and σx,i, σy,i the x and y widths. The fits are
assisted by using the center positions and widths of a single 2D Gaussian fit to the TIRF
image of free dye on an uncoated coverslide as the initial fit coefficients for the stationary
field contribution. Figure C.6b and c show center positions and widths of the two 2D
Gaussian fit functions. The center positions and widths of the two 2D Gaussian fits to the
illumination profiles separate into two groups, with the one effectively stationary with con-
stant widths for all step heights, and the other one being displaced laterally and becoming
wider for increasing step heights. This behavior can be readily explained when identi-
fying the two groups with evanescent and non-evanescent contributions. The evanescent
field, with an imaginary k-vector in axial direction and zero lateral components, decays
exponentially but otherwise remains unchanged for all sampled heights. Non-evanescent
contributions, however, with non-zero real lateral k-vector components predominantly in
one direction, produce increasingly laterally displaced fluorescence intensity profiles as the
sampled height increases.
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Figure C.6: (a) 2D Gaussians fits of spatially separating excitation field contributions.
Left column: TIRF images of free dye above polymer layers of different height show a rapid
decay as the step height increases. Illumination profiles were fit with two 2D Gaussian
functions (solid orange and dotted blue rings, corresponding to 1/2, 1/4 and 1/8 of the 2D
Gaussian fits’ width). Right column: Residuals of the 2D Gaussian fits to the experimental
data. Mean absolute residuals are below 5% of the respective amplitudes. (b – c) Center
positions and widths of the two 2D Gaussian fit profiles. The center positions and widths
of the two 2D Gaussian fits to the illumination profiles separate into two groups, with
the one effectively stationary with constant widths regardless of the step height, and the
other being displaced laterally and becoming wider for increasing step heights, suggesting
evanescent and non-evanescent character respectively.
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DAPPENDIX TO CHAPTER VI -
QUANTIFICATION OF MEMBRANE BINDING
D.1 Materials and Methods to Section VI.2
D.1.1 Materials
Buffers
Origami Buffer B, same as B+ (Section B.1, p. 271), but without the addition of
Tween-20. Buffer B contains 5mM Tris-HCl, 10mM MgCl2, 1mM EDTA and is adjusted
to pH 8.
SLB buffer (Tris) contains 150mM KCl and 25mM Tris-HCl adjusted to pH 7.5.
Piranha solution, a mixture of seven drops sulfuric acid (98%) and two drops 50%
hydrogen peroxide. The solution was mixed directly on the coverslip. Take precautions, as
sulfuric acid is strongly acidic and sulfuric acid and hydrogen peroxide are corrosive. Work
in a protected environment (fume cupboard) with proper protective equipment only.
Lipids
Lipid mixtures were prepared from stock solutions dissolved in chloroform. DOPC (Catalog
No. 850375, Avanti Polar Lipids Inc., Alabaster, AL) was either used pure or doped
with lipids with fluorescently labeled head groups to assess membrane quality in TIRF
microscopy. Labeled phospholipds were Atto-488-DOPE or Atto-655-DOPE (AD 488-161
and AD 655-161, ATTO-TEC GmbH, Siegen, Germany) used at molar concentrations of
0.1% or 0.05%.
ssDNA imager strands
P1 imager strands were identical to Chapter B.1 (p. 272) with oxygen scavenger PO+C
added.
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TIRF and SI-FCS Microscopy Setup
For TIRF microscopy and SI-FCS we used the setup described above (Section A.1, p. 263
and B.1, p. 275). A detailed description can also be found in [Mücksch, 2018]. Additionally
to the three-fold beam expansion (f = −25, 75 mm) we implemented an exchangeable ten-
fold beam expansion in order to offer a close to homogeneous illumination of the field of
view (f = −10, 100 mm, replaceable with kinematic mount: KB25/M, Thorlabs GmbH,
Dachau, Germany). The resulting TIR excitation is characterized in Figure V.5 (p. 107)
for both telescopes.
To check and optimize the setup stability, we monitored the excitation power (i) as
back-reflected from the acousto optical tunable filter (AOTF) before fiber coupling (Area I,
Figure A.1, p. 264), (ii) reflected from a polarizing beam splitter cube (CCM1-PBS251/M,
Thorlabs) inserted in between lens L.II.1 and M.II.1 (Figure A.1), and (iii) totally internally
reflected excitation from the glass-sample interface, passing back through the excitation
optics until arriving with a lateral offset at mirror M.II.3 (Figure A.1) and being par-
tially reflected from a pick-up mirror. In all three positions the power could be recorded
simultaneous to the SI-FCS measurement.
Compared to Section B.1 (p. 275), the dectection pathway was extended with a two-
color detection, allowing to image two separate spectral channels on one respective half of
the camera chip [Mücksch, 2018]. In brief, mirrors on motorized stages (LTM 45-40-HiSM,
controller PS10-32, OWIS GmbH, Staufen i. Br., Germany) directed the clipped excitation
light (anodized razor blades) to a 4f -telescope (f = 300 mm, AC254-300-A-M, Thorlabs).
A dichroic beamsplitter (T550LPXR, Chroma, obtained from AHF Analysetechnik AG,
Tübingen, Germany) separated the two channels. Both channels were individually band-
pass filtered and projected with help of a right angle prism mirror (MRA25-P01, Thorlabs)
alongside onto the EMCCD camera chip. Emission filters used with the excitation wave-
lengths 491 nm, 561 nm and 640 nm were 525/50, 593/46 (both Semrock BrightLine HC)
and 670/30 ET (Chroma, all obtained from AHF Analysetechnik AG), respectively. For
dual-channel detection we observed small reflections passing the excitation filters, that were
additionally blocked by a quad-notch (NF03-405/488/561/635E-25, Semrock, obtained
from AHF Analysetechnik AG) mounted directly on the camera C-mount. Optionally, a
short-pass filter (775/SP Bightline HC, Semrock, obtained from AHF Analystechnik AG)
additionally filtered remaining light from the focus stabilization (λstabilization = 785 nm).
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D.1.2 Preparation of Homogeneous SLBs from SUVs
Preparation of SLBs on microscopy glass coverslips by fusion of SUVs is described in detail
in [Ramm et al., 2018b]. Here, we briefly summarize the preparation protocol.
Preparation of SUVs In brief, SUVs were formed from lipid mixtures dissolved in
chloroform and dried first under N2 flow and subsequently in vacuum for at least 30min.
The lipid film was rehydrated in SLB buffer to a lipid concentration of 4mg/mL and
subsequently vortexed. After 7-10 freeze-thaw cycles switching from liquid N2 to water at
70 ◦C to 90 ◦C lipid aggregates and multilamellar structures are broken and the solution
turns from opaque to clear. Vesicles were extruded 35-41 times through a membrane (50µm
pore size, Avanti mini extruder, Avanti Polar Lipids Inc.) and stored aliquoted (20 µL) at
−20 ◦C until further use.
Preparation of SLB chambers Glass coverslips (#1.5 high precision, 22 × 22 mm2,
Paul Marienfeld, obtained from VWR International GmbH, Darmstadt, Germany) were
either cleaned either with piranha solution or by means of an oxygen plasma.
For piranha cleaning, 7 drops of sulfuric acid and 2 drops of hydrogen peroxide were
placed on the coverslip and incubated for at least 45min. (Take precautions as piranha
solution is strongly acidic and corrosive.) Piranha solution was subsequently washed off
extensively with ultrapure water (Millipore, Merck Millipore) and dried under N2 stream.
For plasma cleaning the coverslips were polished with a soft paper tissue (KIMB7552,
Kimberley-Clark, obtained from VWR International GmbH), soaked with ethanol. Cover-
slips were further rinsed with ethanol and pure water to remove any remaining dust and
dried under N2 stream.
For the SLB chamber, we used the cylindrical part of a low-protein-binding 0.5mL
reaction tube (Protein LoBind Tubes, Eppendorf AG, Hamburg, Germany), cutting off
the conical part and the lid. The remaining reaction cylinder was glued top-down on the
pre-cleaned coverslip with uv-hardening glue (NOA68, Thorlabs GmbH) and cured under
illumination at a wavelength of 360 nm for at least 5min.
In the case of oxygen plasma cleaning, the assembled chamber was treated with an
oxygen plasma (Zepto, Diener electronic GmbH & Co. KG, Ebhausen, Germany, settings:
power 30-50%, oxygen pressure: 0.3mbar, duration: 30-60 s) directly before SLB formation.
Proper cleaning steps are crucial for mobile and homogeneous SLB formation (see [Ramm
et al., 2018b] for troubleshooting).
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SLB formation Thawed SUV solutions were sonicated until the solution appeared clear.
SUV aliquots (20µL at 4mg/mL) were diluted with 130µL SLB buffer to a working con-
centration of 0.53mg/mL. If SUVs were frozen, they were sonicated again after dilution.
Per chamber, 75 µL SUV solution were incubated on the coverslip for 3min, before adding
200µL SLB buffer and subsequently washing with additional 200 µL SLB buffer. Each
chamber was washed eight more times, such that 2mL of SLB buffer were used. Finally,
the volume in the SLB chamber was adjusted.
D.1.3 Micropatterned SLB by Photolithography of Chromium
on Microscopy Coverslides
Formation of Chromium Microarrays
Membrane corrals were formed on chromium patterns formed by metal evaporation and
photolithography, as in parts described previously [Seidler, 2017]. Standard microscopy
coverslips (#1.5 German Glass) were rinsed with 2-Propanol and water (Millipore, Merck
Millipore) prior to oxygen plasma cleaning (Settings: pressure: 0.3mbar, power: 30-50%,
duration: 30-60 s). Bis(trimethylsilyl)amine (HDMS) was used as adhesion promoter and
was vapor deposited on the cover slide for 2min. Positive photo resist (AZ ECI 3027,
MicroChemicals GmbH, Ulm, Germany) was spin coated onto the cover slide for 40 s at
4000 rpm with a start/stop acceleration of 2000 rpm/s, resulting in a roughly 3 µm thick
layer of photo resist on the coverslip. Coverslips were further pre-baked for 90 s at 90 ◦C.
The patterns were cured using UV lithography (µPG 101, Heidelberg Instruments, Heidel-
berg, Germany) with a 2mm write head, 40mW nominal output power at a wavelength
of 375 nm, before passing a 20% attenuation filter. Slides were subsequently post baked
for 60 s at 110 ◦C before applying developer (AZ 351B, NaOH based, diluted 1:4 (v/v),
MicroChemicals GmbH for 4min. Finally, slides were rinsed with water (Millipore, Merck
Millipore) and dried with N2.
Chromium was evaporated at a rate of 1− 2Å/s resulting in an approximately 30 nm
thick chrome layer using an electron beam evaporator in a high vacuum coating plant.
The photoresist was lifted off in acetone with gentle agitation for 5min in a sonicator
(Model 1510, Branson) and rinsed with 2-Propanol.
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Formation of Membrane Corrals on Chromium Microarrays
SLBs from DOPC were formed on chromium microarrays after oxygen plasma cleaning as
described above (Section D.1.2). The lipid bilayer was labeled with 0.05% Atto488-DOPE.
We added chol-DNA at varying concentrations (Table D.1), by performing two additional
washing steps with 150 µL of chol-DNA solution. We incubated chol-DNA staples for 2min
and subsequently washed two times with imaging buffer B. Finally, we added P1 imager
strands and oxygen scavenger PO+C in buffer B to achieve the target concentration. The
imager and PO+C are described in detail above (Section B.1).
Table D.1: Employed concentrations of cholesterol-DNA handles on chromium
grids








We recorded FRAP curves on membrane corrals, by (i) bleaching a 3µm circular area or
(ii) bleaching an entire membrane corral. SLBs were formed from DOPC as described
above, with 0.05% Atto655-DOPE as fluorescent label. Fluorescence images were recorded
on a commercial confocal laser scanning microscope (CLSM) (LSM 800, Carl Zeiss AG,
Oberkochen, Germany) with an excitation and bleaching wavelength of 640 nm.
For the circular area, we recorded automatically 15 consecutive bleaching cycles. After
bleaching correction with a linear fit to the fully recovered fluorescence intensity, we av-
eraged all 15 bleaching cycles to obtain a FRAP trace. The resulting FRAP trace was fit
with the model



















where Iν (ν = 1, 2) denotes the modified Bessel function of first kind [Soumpasis, 1983,
Macháň et al., 2016].
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For bleaching the entire membrane corral, we monitored the fluorescence of two neigh-
boring membrane corrals and bleached a rectangular ROI covering one corral.
D.1.4 SI-FCS Acquisition and Analysis
SI-FCS Image Acquisition
We acquired SI-FCS image series as described above (Section A.1, p. 265 and Section
B.1, p. 276). We recorded images, as before, with 4 × 4 hardware binning, but here at
a resolution of 128 × 128 pixels, thus acquiring the whole camera chip (512 × 512 native
camera pixels). To limit a spatial modulation of the fluorescence intensity of laterally
diffusing molecules of interest, we used the 10x beam expansion of the excitation laser,
leading to a width of ωFWHM ≈ 150 µm of the illumination profile. We estimated the width
based on the magnification compared to the previously characterized 3x beam expansion
(B.1, p. 276). The field of view of the camera chip is 82 × 82 µm2 and thus significantly
smaller than the illumination profile.
SI-FCS Data Analysis
We obtained and analyzed fluorescence intensity traces, as described previously (Section
A.1, p. 265 and Section B.1, p. 277). For Figures VI.5 and VI.6 we doubled the integrated
ROI size from 2 to 128 pixels (corresponding to 8 to 512 native camera pixels or 1.3 µm to
82µm), resulting in 4096, 1024, 256, 64, 16, 4 or 1 ROI(s). Intensity traces were obtained
by integrating the fluorescence intensity within the ROIs.
For Figure VI.9 and VI.10 we generated binary masks to select the areas of surface
integration. We time-averaged the image series and performed a thresholding to generate a
binary image resembling the chromium grid. As areas covered by chromium appeared dark
on the image, we used a thresholding that rather overestimated the size of the membrane
corrals. A representative image of the generated binary masks is presented in Figure VI.8B.
The thresholding step can be automated for higher throughput in the future. Based on
the binary image, the further extraction of intensity traces, autocorrelation and fitting was
automated as described above. Different from the monoexponential detrending employed
in Chapters III and IV, we used a polynomial detrending before autocorrelation. While
for chol-DNA samples with PO+C oxygen scavenging system the choice of the detrending
model is of limited importance, we obtained improved results in the case of membrane
binding of peptides (Section VI.3).
294
D.2 Materials and Methods to Section VI.3
Polynomial Detrending
We performed a polynomial detrending of the intensity traces obtained from surface inte-
gration, as previously performed in TIR-FCS [Macháň et al., 2016]. We found a polynomial
of 7th degree to account for minor long-term fluctuations of the intensity trace with un-
systematic residuals.
Icorrected(t) = Iinitial(t)/f(t) (D.2a)
f(t) = p1 t7 + p2 t6 + p3 t5 + p4 t4 + p5 t3 + p6 t2 + p7 t+ p8 (D.2b)
If traces showed strong intensity fluctuations, we truncated the traces to intervals with
only small fluctuations or discarded them entirely, if the remaining intervals were shorter
than 50min. Corrected traces were checked to show no remaining apparent long-term
fluctuations.
D.2 Materials and Methods to Section VI.3
D.2.1 Monte Carlo Simulations of Membrane Binding Without
Surface Saturation Effects
Monte Carlo simulations were performed using Python 3.7 and custom-written code. Sim-
ulations were modified from previous simulations [Mücksch, 2018]. The time interval in
between two simulation steps was ∆t = 0.1 ms, the camera frame rate ∆tcam = 1 ms. Input
parameters to the simulation were the total measurement time ttot and the reaction rates
kAB, kBA, kBC and kCB (Figure VI.12, 162). For the two-state system (Section VI.3.1, p.
156), the transition rates of state C, kBC and kCB, were set to zero. The probabilities of
the transition were determined by
Pij = 1− exp(−kij ∆t) , (D.3)
where kij is the transition from state i to j.
In states B and C, bound molecules contributed with the normalized brightness 1 to the
total detected signal per iteration. Molecules in state A did not contribute to the signal.
In the experimental system, at short lag times, molecules in solution (A) will contribute
to the autocorrelation function by diffusion through the detection volume. For longer lag
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times, solution diffusion can be assumed equilibrated. Here, we neglect solution diffusion
and investigate only the contributions originating from binding.
To simulate molecules binding to the surface, the total number of binding molecules








The appearance of the molecules was further randomly distributed over the iterations. As
the reservoir of molecules in solution is assumed constant, the binding does only depend
on the association rate kAB and is independent of the development of the simulation. For
randomization, we used NumPy [Oliphant, 2006, van der Walt et al., 2011] based on the
Mersenne Twister pseudo-random number generator [Matsumoto and Nishimura, 1998].









to accelerate reaching an equilibrium of binding and unbinding. For each condition, we
simulated traces of ttot = 6 h or 2.1× 108 iterations.
In each time step ∆t, we generated a random number x ∈ [0, 1) for each molecule in
state B. If x < PBA or x < PBC, we transitioned the molecules into the states A or C,
respectively. To avoid a bias for a transition to state A or C, we randomized the target
state in the rare case that both inequalities were met. Similarly, we calculated the back-
transitions from C to B with the probability PCB. A transition to state A is equivalent
to discarding the molecule, as the reservoir in solution is assumed infinite. Finally, we
added the newly generated molecules from NAB and calculated the number of molecules
in each state at the end of the time step. The resulting intensity traces with the summed
number of molecules in states B and C was autocorrelated with the multiple tau algorithm
employed previously [Schätzel, 1987,Mücksch et al., 2018].
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D.2.2 Materials
Lipids
As in Section D.1.1 (p. 289). For GUV formation, we used DOPC with 0.05% Atto655-
DOPE added. For nanodisc preparation, we used a 7:3 mixture of DOPC and DOPG
(Avanti Polar Lipids Inc.).
Buffers
SLB buffer (Tris) contains 150mM KCl and 25mM Tris-HCl adjusted to pH 7.5.
Min buffer contains 150mM KCl, 5mM MgCl2 and 25 mM Tris-HCl, adjusted to pH
7.5.
Peptides
Synthesis of MPER The fluorescently labeld MPER peptides,
Atto488-CELDKWASLWNWF and Cy3B-CELDKWASLWNWF (bold sequence cor-
responds to amino acids 662–673 by HXBc2 numbering), were synthesized by the Bio-
chemistry Core Facility of the Max Planck Insititute of Biochemistry. The purity was
characterized as > 90 %.
MreB-mts-Atto655 The MTS from MreB was synthesized as
MLKKFRGMFRGSGSSGK-Atto655-NH2 by the Biochemistry Core Facility of the Max
Planck Institute of Biochemistry. The purity was characterized as > 90 %.
TIRF and SI-FCS Microscopy Setup
The microscopy setup is identical to Section D.1.1 (p. 290).
D.2.3 SLB Patches from Bursted GUVs
GUV electroformation on platinum wires: GUVs were electroformed in custom-
made teflon chambers as described in [García-Sáez et al., 2010,Visco et al., 2016]. Electro-
formation chambers are reusable and sonicated for 30min each, first in chloroform, then in
ethanol, and dried with N2 and finally in vacuum for 15 min to remove residual solvents.
Cleaned chambers can be stored up to multiple weeks in closed glass vials until use. Two
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platinum wires reach into the chamber and are connectable to a voltage source from out-
side. Lipid mixtures (3 µL at 2mg/mL per electrode) were evaporated on the platinum
wires and subsequently dried for 15min under vacuum. Electroformation chambers were
filled with 350 µL sucrose solution. The osmolarity of the sucrose solution is adapted to be
roughly 5% higher than the osmolarity of the final buffer, here 287mOsm and 300mOsm
for SLB buffer and sucrose solution, respectively. Electroformation was performed at 2V
(AC) with a frequency of 10Hz for one hour. GUVs were dispensed from the wires at 2V
(AC) with a frequency of 2Hz for 30min.
Formation of SLB patches: Patches of SLB were prepared by bursting GUVs in SLB
chambers (for preparation of SLB chambers see Section D.1.2). Assembled chambers were
plasma cleaned (power: 60%, air pressure: 0.3mbar, duration: 10min, plasma technology
GmbH, Herrenberg-Gültstein, Germany) for 10min immediately before adding 50 µL of
GUVs diluted 1:5 (v/v) in SLB buffer to achieve well-separated patches. To avoid burst-
ing of GUVs during sample transfer, pipette tips were cut to achieve an opening aperture
exceeding 1mm. SLB chambers were filled with additional 200µL of SLB buffer and incu-
bated for 30min. After incubation, strong pipetting up and down bursts GUVs sedimented
to the coverslip. Finally, chambers were washed 10x with 100µL SLB buffer.
Surface Passivation For surface passivation we added three additional washing steps
with 5mg/ml β-caseine (C6905-250MG, Sigma Aldrich, Taufkirchen, Germany) dissolved
in SLB buffer, such that the final concentration of β-caseine was 4.8mg/ml. Subsequently
we added peptide and oxygen scavenging buffers as in the case of non-passivated samples.
Oxygen Scavenger PO+C was prepared as described above (Section B.1, p. 272) and
added to the final sample preparation at 1x concentration.
TIRF Microscopy was performed on the setup described above (Sections A.1, B.1 and
D.1.1). For Figures VI.14 and VI.15C and D tile scans were recorded by acquiring a trig-
gered time-series. A custom trigger logic combined with a custom-written xy-stage control
software (LabVIEW 2015, National Instruments, Austin, TX) initiated frame recording at
defined target positions. The focus stabilization automatically accounted for a tilt of the
sample stage, keeping the sample in focus in all xy-positions. The kinetic cycle time in
VI.15A and B was set to 6.8ms.
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D.2.4 Preparation of Homogeneous SLBs from SUVs
Homogeneous SLB were prepared as described above (Section D.1.2, p. 291).
Saturation Experiment For determining the saturation concentration of MPER on
SLBs, we prepared a 3 µM MPER stock solution. We subsequently added 0.2µL, 0.47 µL,
1.33µL, 4.67µL of MPER stock solution to 200µL SLB buffer, in order to increase the
MPER concentration to 3 nM, 10 nM, 30 nM, 100 nM, respectively. Further, we removed
106µL sample and added additionally 6.7 µL and 23.3µL to obtain MPER concentrations
of 300 nM and 1µM, respectively. Finally, we added 3.15µL of the 94.6 µM master stock,
to arrive at an MPER concentration of 3µM. After each addition, we mixed the sample
and acquired a tile scan consisting of 18 individual images, covering 82× 41 µm each and
evaluated the average fluorescence intensity.
The guide to the eye in Figure VI.16 (p. 177) is a Langmuir isotherm, described by
I(〈A〉) = I0 〈A〉〈A〉+Kd . (D.6)
Here, I is the fluorescence intensity, 〈A〉 the concentration of MPER, Kd the dissociation
constant and I0 normalization factor. The solution contribution in TIRF experiments can









with Is describing the solution contribution. Conventionally, the solution contribution is
determined in a separate experiment in absence of surface binding sites [Thompson et al.,
1997].
D.2.5 Lipid Bilayer Nanodiscs
Preparation of Nanodiscs
Lipid bilayer nanodiscs were prepared from MSP1E3 scaffold protein and a lipid mixture of
7:3 DOPC:DOPG as described in detail in [Roos et al., 2014] (courtesy of Philipp Glock,
Tamara Heermann and Lei Kai). Two mixtures were prepared and stored aliquoted at
−80 ◦C, doped with 1% Atto488-DOPE and 1% Atto655-DOPE, respectively.
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Immobilization of Nanodiscs
To immobilize nanodiscs we built SLB chambers as described above (Section D.1.2) with
coverslips cleaned with piranha solution and the chambers built from protein low-bind
reaction tubes (0.5mL, Protein LoBind Tubes, Eppendorf AG, Hamburg, Germany). We
tested the surface attachment of nanodiscs for concentrations of 30 nM, 100 nM, 300 nM
and 1 µM (Figure VI.20). In Figure VI.21, we used nanodiscs at at concentration of 100 nM.
For SI-FCS autocorrelations, we increased the concentration of nanodiscs to 300 nM. To
remove excess nanodiscs from solution, we washed three times with 200 µL Min buffer.
MPER Saturation We immobilized nanodiscs as described above at a concentration
of 100 nM and recorded TIRF tile scans in absence of MPER and at MPER concentra-
tions of 0.1 nM, 0.3 nM, 1 nM, 3 nM, 10 nM, 30 nM, 100 nM and 300 nM by addition of
increasing amounts of MPER from a 100 nM stock solution (first 6 titration stepts) and
a 94.6µM stock solution (last 2 titration steps), respectively. Further, we calculated the
mean intensity of 18 82× 41 µm2 tiles.
D.2.6 Membrane Corrals on Micropatterned Chromium Grids
Membrane corrals on micropatterned chromium grids were prepared as described above
(Section D.1.3, p. 292).
D.2.7 SI-FCS Acqusition and Analysis
SI-FCS Image Acquisition We acquired SI-FCS image series as described above, at
hardware binning 1× 1 px2, 4× 4 px2 or 8× 8 px2.
SI-FCS Data Analysis We performed a polynomial detrending of the intensity traces
as described above (Section D.1.4). Here, the instabilities of the fluorescence intensity
traces were non-monotonous and supposedly a complex combination of unspecific binding,
excitation laser instabilities, mechanical or thermal drift or photo-induced immobilization
of the labeled peptide. As the average fluorescence intensity (in particular on SLB patches)
is high compared to the observed fluctuations, even minimal instabilities in the sub-percent
regime can affect the whole image and dominate the autocorrelation function. We found
the polynomial fit model for detrending described above (Equation D.2) to eliminate fluc-
tuations reliably. Employing a polynomial model, however, it needs to be ensured that
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the detrending does not effect the fluorescence intensity traces on the time scale of the
autocorrelation times of interest.
Segementation of SLB Patches
For generating binary integration masks covering the SLB patches, we temporally averaged
the complete time series. We performed a thresholding on the resulting average image and
checked by eye that the recorded patch is fully covered by the binary mask. Further, we
isolated individual patches, saving a binary mask for each patch within the field of view.
Only SLB patches fully within the field of view were further analyzed. Integration was
finally performed within the areas defined by the binary masks individually. Except for
the generation of the binary masks and the quality control of the thresholding, the analysis
is automated to optimize throughput.
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D.3 Supplementary Figures
D.3.1 Binding Kinetics of MPER to Nanodiscs Are Independent
of the ROI Size
To show that lateral diffusion is confined to lipid bilayer nanodiscs in Figure VI.22 (p. 189),
we reanalyzed the data with different integration ROI sizes. Within the uncertainty of the
measurement, we find no dependence of the decay times τ1 or τ2 on the ROI size (Figure
D.1). Binding to lipid bilayer nanodiscs thus resembles the case of surface-immobilized
binding sites (Figure III.12, p. 55).
Figure D.1: Dependence of MPER binding to nanodiscs on the ROI size. (A)
Normalized SI-FCS autocorrelation curves for the binding of MPER to surface-immobilized
nanodiscs (MSP1E3) for different ROI sizes. Data reanalyzed from Figure VI.22 (p. 189).
(B) Characteristic decay times τ1 and τ2 from the fits in (A) for the different ROI sizes. Na-




D.3.2 Binding Kinetics of MPER to Nanodiscs Are Unaltered
by Addition of TCEP
The improved SNR obtained for the autocorrelation curves on nanodiscs enables us to test
for changes of the obtained binding kinetics depending on the system under investigation.
Our purified MPER construct contains one cysteine and is therefore prone to dimerization
by disulfide bonds in conventional SLB buffer. We therefore investigated the influence of
the reducing reagent TCEP, which prevents cysteine-cysteine binding. Interestingly, we
do not observe changes in binding kinetics upon addition of TCEP (Figure D.2). The
normalized autocorrelation curves are indistinguishable in absence or presence of TCEP,
as are the decay times τ1, τ2 and the amplitude ratio G1/(G1 +G2) (Figure D.2). Only for
the absolute values of the amplitudes G1 and G2 we find lower values in presence of TCEP.
The difference within the two identical measurements with TCEP, however, is on the same
order as is the the difference in between the two conditions. As observed previously on SLB
patches (Section VI.3.4, pp. 170ff.), the amplitude is less reproducible than the amplitude
ratio and the decay times.
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Figure D.2: Addition of TCEP does not alter the binding kinetics to nanodiscs.
(A) SI-FCS autocorrelation curves for the binding of MPER to surface-immobilized nan-
odiscs (MSP1E3) in absence (blue-purple) and presence (orange) of 0.25mM TCEP. Re-
sults from one experiment are presented as: upper panel: average of 49 ROIs (dashed line),
the standard deviation of the ROIs (shaded area) and the fit of Equation VI.32 to the av-
erage; lower panel: residuals to the fit to the average (solid line) and standard deviation
of the residuals of the fits to the individual ROIs (shaded area). (B) Normalized auto-
correlation curves, displayed as in (A). (C) Box plots of fit parameters of the individual
ROIs. Lines within the box indicate the median; bottom and top edges of the box indicate
the 25th and 75th percentiles, respectively. The whiskers extend to the data points not
considered outliers; outliers are marked individually as plus signs. The dashed black line
marks the average over all sample ROIs. Nanodisc composition 7:3 DOPC:DOPG with
1mol% Atto655-DOPE, 5 nM Atto488-MPER in SLB buffer.
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D.3.3 Bacterial Membrane Targeting Sequences
In particular in the context of synthetic biology, it is important to not only understand, but
also fine tune membrane binding. We previously studied the pattern formation of peripheral
membrane proteins induced by the binding of the MinDE system to SLBs [Ramm et al.,
2018a]. In particular, we found that the modulation depends on the strength of membrane
binding. To estimate the binding strength, we used a simple characterization by acquiring
a series of sections along the optical axis with a confocal laser scanning microscope and
evaluating the change in the average intensity from glass over the membrane to solution
(Figure D.3). We applied this method to a set fluorescence fusion proteins with and without
MTS. The individual MTS are described in detail in [Ramm et al., 2018a]. The fluorescent
protein mCherry with an N-terminal His-tag shows no partitioning to the SLB and thus the
fluorescence intensity increases around the glass-membrane-solution interface only because
of the increasing overlap of the detection volume with the solution. In contrast, we find an
increase of the fluorescent signal localized at the membrane for the fusions of mCherry with
MTS. The increase at the plane of the membrane further depends on the binding strength
of the MTS, such as the single MTS of MreB (1xMreB) shows the lowest partitioning to the
membrane, whereas the MTS of FtsA and two consecutive MreB MTSs (2xMreB) show a
high partitioning to the SLB. For the MTS of FtsY and BsD, we find intermediate values.
To facilitate SI-FCS measurements with the bacterial MTS, we prepared lipid bilayer
nanodiscs with a 7:3 mixture of DOPC:DOPG as described above (Section D.2.5). The
mCh-MTS fusions showed fast photo-bleaching when investigated over longer periods in
TIRF microscopy. We therefore synthesized the weakest binding MTS (1xMreB) with a
synthetic dye (MreB-MTS-Atto655) to increase photo-stability.
We recorded SI-FCS autocorrelation curves (Figure D.4) as in the case of MPER binding
to nanodiscs (Figure VI.22, p. 189). The obtained curves, however, show a decay of the
autocorrelation curve over a wide time range that is not well described by the bi-exponential
fit model. Future studies will need to investigate the origin of this complex decay, to extract
kinetic rates from the autocorrelation function.
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Figure D.3: Partitioning of MTS constructs. Confocal fluorescence microscopy
z-stacks of the membrane staining (black, dashed) and different mCherry(mCh) fusion
proteins (red, solution concentration: 1 µM) with an MTS on the N- or C-terminus, or
without MTS (His-mCh). Displayed are the z-dependent fluorescence intensities normal-
ized to the maximum and the solution value for the membrane and the partitioning protein,
respectively. SLB composition: 70mol% DOPC, 30mol% DOPG, 0.05mol% Atto488-PE.
Figure adapted from [Ramm et al., 2018a].
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Figure D.4: SI-FCS autocorrelation curves for MreB binding to surface-
immobilized nanodiscs (MSP1E3). (A) SI-FCS autocorrelation curves (gray) ob-
tained from integration of 49 ROI. (B) Normalized autocorrelation curves, displayed as in
(A), but with the average of the normalized autocorrelation curves (blue dash-dot line).
Nanodisc composition 7:3 DOPC:DOPG with 1mol% Atto488-DOPE, 10 nM Atto655-
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