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ABSTRACT

Automated Procedures for Quantification of Rhizosphere Physical Properties in
Micro CT Images

by
Natarajan Sivathanu Pillai
Dr. Emma E. Regentova, Examination Committee Chair
Associate Professor of Electrical and Computer Engineering,
University of Nevada, Las Vegas

The rhizosphere, i.e. the zone of soil immediately surrounding plant roots plays a prominent role
in supplying plants with water and nutrients. However, surprisingly little is known about
rhizosphere physical properties and how they affect root growth, water and nutrient uptake. The
lack of non-invasive and non-destructive imaging techniques necessary to observe living roots
growing in undisturbed soil have been a main reason for this shortcoming. Recent advances in
synchrotron X-ray micro tomography (CMT) provide the potential to directly observe soil
physical properties around living roots in-situ.In this work we develop procedures for assisting
scientist to study the soil properties by visualizing and automatically processing micro CT
images. Specifically image de-noising in the wavelet domain is performed for convenient
profiling and segmentation is applied for automated calculation of soil properties. As new
measures we proposed the normalized radial and circular aggregation and water transportability
and also have shown ways of generalizing the studies for 3D.
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CHAPTER 1
INTRODUCTION
1.1 Scientific Motivation
The rhizosphere, i.e. the zone of soil immediately surrounding plant roots [1], plays a
prominent role in supplying plants with water and nutrients [2, 3]. Despite their
importance, surprisingly little is known about rhizosphere physical properties and how
they affect root growth, water and nutrient uptake [4-6]. The lack of non-invasive and
non-destructive imaging techniques necessary to observe living roots growing in
undisturbed soil have been a main reason for this shortcoming. Recent advances in
synchrotron-based X-ray micro tomography (XMT) provide the potential to directly
observe soil physical properties around living roots in-situ [7]. Fig. 1.1 shows the
example of a sunflower root growing in a bed of glass beads, representing a simple type
of soil [7]. In Figure 1.1, pore structure, pore fluid phases as well as a plant root are
clearly visible. In order to further explore the physics and mechanics of the rhizosphere
from XMT images, image information (e.g. gray value of each pixel of a XMT image)
has to be converted into physical information such as soil solid, liquid, gas, root tissue
that in turn can be converted into soil physical parameters (e.g. porosity, pore size
distribution, hydraulic conductivity). So far, there are no tools available to do this
objectively and in a semi-automatic manner so larger amounts of images can be
processed.
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Figure 1.1: Sunflower root (H. annuus) growing in glass beads imaged by using
synchrotron X-ray Micro-Tomography (XMT). Zoomed areas show water menisci and
root structure [7].

1.2. Non-destructive imaging by Computed Tomography (CT)
Computed Tomography (CT) has been an effective means for non–destructive
imaging of solid materials. Comprehensive reviews on CT studies in earth science have
been carried out by Ketcham et al. [8]. They found that CT is an excellent tool to perform
in-situ visualization of geomaterials in a non-invasive and non-destructive manner. The
most common forms of CT in material sciences are X-ray CT and Neutron Tomography
(NT) [9]. X-ray CT is sensitive to a material atomic number, and hence, the CCD detects
density differences within a solid body [8]. For X-ray CT, polychromatic X-ray sources
are employed to scan larger objects (centimeter to meter scale) in industrial scanners
while monochromatic synchrotron radiation is used as an X-ray source for micro CT
applications at the micrometer to mm scale (XMT). NT is sensitive to hydrogen atoms
and is predominantly used to detect hydrogen-rich substances in solid bodies (water,
2

organic matter) [10][9]. Every method is pervasive in a different field of application
depending on application requirements. Industrial X-ray CT has the potential to scan
large objects but at the costs of smaller spatial resolution as well as issues like beam
hardening effects. Synchrotron-based high resolution XMT, on the other hand, is limited
to really small objects. NT has the potential to directly observe distribution of water or
organic substances but is limited by spatial resolution (~0.1mm) and needs a nuclear
reactor as a neutron source.
Therefore CT imaging has been widely used in the geoscience community to quantify
physical properties of soil and rock, their structure and chemical composition [11].
Among these properties are porosity [12], saturation [12], solid surface area [12], the
interfacial area between fluid phases [12], fluid distribution between porous materials
[13] and their interfacial dynamics[11], dense non-aqueous phase liquid transport [12],
fluid process flow [13], grain/pore size distribution [14], storage of water, transportation
of hazardous substances [14], connectivity between pores [12], grains/aggregates and
flow rate (fourth dimension) [13], residual saturation [13], capillary pressures [13],
interface curvature area [12], as well as 3-phase contacts and permeability [12].
Recent advances in CT-based non-destructive imaging have already have been used
to provide snapshots of root architecture, pore geometry, and bulk soil structure using Xray radiography [15-17], neutron radiography [18, 19], or magnetic resonance imaging
[20]. X-ray Micro-Tomography (XMT) has been employed successfully for root growth
investigations [21, 22] and synchrotron-based XMT for mapping the distribution of
elements in plants [23].
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The overarching goal of our study is to use synchrotron-based XMT to gain improved
insight into rhizosphere structure as well as root-induced physical transformations in the
rhizosphere. Synchrotron-based XMT has the potential for obtaining images at spatial
resolutions down to 1 μm for both materials with clearly different X-ray attenuation (e.g.,
solid particles and air-filled pores) as well as for materials of similar X-ray attenuation
(e.g., water and root cell tissue, air-water interfaces) simply by adjusting the X-ray beam
energy level.
For CT imaging, we had access to the Advance Light Source of the Lawrence
Berkeley National Laboratory (LBNL). This facility uses a Synchrotron X-ray source
(1.9 GeV), superbend magnet (4.37 Tesla), and multilayer monochromator to deliver a
monochromatic beam with an adjustable energy range from 5 to 60 keV to the specimen
(beam size 40×4.6 mm). Transmitted X-ray light is converted to visible light using a
CdWO 4 single crystal scintillator, magnified by a Canon 2X lens, and imaged on a Cooke
PCO 4000 CCD camera.
Scans are carried out by placing a specimen in between the source and detector
(Fig.1.2a). For our experiments, specimens were prepared by planting seeds in soil filled
in small glass test tubes of 10mm inner diameter (Fig. 1.2b).Seeds and soil were
sufficiently watered for the seeds to germinate and grow a tap root large enough so that
soil-root interactions could be observed. The process is varied for different soils and
different seeds including dry and wet conditions [for details, see 7].
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Figure 1.2: (a) Schematic depiction of the XMT setup at the Advanced Light Source,
Berkeley California, (b) soil-filled glass test tube for growing plants [7]

In our beamline setup, the source and detectors are fixed but the specimen is
rotatable. For the cross section images as shown in Figure 1.1, 720 exposures were taken
per scan at 0.125° incremental angles yielding a final voxel size of 4.4 μm side length.
The number of images recorded affects the quality of image. As per the Beer’s law, the
density transitions in the images correspond to the boundary lines of different objects. For
proper XMT image acquisition, a number of issues have to be taken into consideration
[8].
Before each scan, calibrations have to be run to map the minimum and maximum
range for reconstruction of the sinogram (values of every angular orientation) that
corresponds to attenuated beam values. The number of views and the rotational interval
from top to bottom determines the spatial resolution, so certain parameters have to be
adjusted before every beam time run as the specimen composition could differ. Special
calibrations are done for desired imaging output. Desired image output means the objects
in the specimen that are particularly under study are fairly distinguishable to both human
5

perception and computerized automata. Though postprocessing is involved after image
reconstruction, a procedure such as wedge calibration seems amenable to attain perfect
3D images or slices.Image reconstruction is typically performed using a method called
filtered back-propagation[24]. Laks and Logan [8] are the filters designed for the images
after reconstruction at the expense of spatial resolution [8]. The reconstructed image
suffers from artifacts such as partial volume effects and beam hardening, ring artifacts
and other artifacts like the high density material exhibiting as ‘starbust’. The Starbust is
defined as an artifact that affects the CT value of neighboring pixel.
Usually a reconstructed image carries a spatial resolution that roughly varies from
3000 to 4000 pixels. If each pixel is represented by 16 bits, the total size of the image
would vary from 30MB to 40MB. Therefore, a stack of slices are available for 2D image
processing, quantification and 3D visualization. The acquired images can be processed in
2D and 3D. Due to the limitations of processing power and memory storage, the images
were usually processed slice by slice in a 2D fashion. Also the advent of high
performance computing has given room for processing data in 3D and in the temporal
fashion (4D).
The objective information available at this micro scale is provided though the huge
amount of data. These data carry vigorous information about the soil structure, root
structure and its rhizosphere. Though these materials and structures are seen visually,
there is a need to study the behavior, the interaction of aggregates, grains with fluids, the
phases and its temporal transformation due to evaporation, saturation and the root growth.
Since the amount of information is huge, any kind of analysis needs several man hours to
view the data and to extract useful information and observe characteristics. Therefore
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automated procedures are demanded to assist scientist with both viewing images in a
convenient format and extracting information for quantifying properties important for
their studies.
1.3 Image Processing and Analysis: Problem Formulation, Objectives and Tasks
1.3.1 Problem Formulation
The problem of quantifying soil physical properties around a root has been addressed
by Berli et al. (2010) but only based on an expert judgment, manually and by using global
thresholding as a segmentation technique. The approach by Berli et al. (2010) works for
an individual image but is tedious and strongly depends on the expert’s knowledge and
skills to identify and delineate image features. In addition, global thresholding has been
proved to have limited applicability for soils since in general no clear distinction between
solids and pores in the histogram of the grey scale image is possible [11].
A review by Porter and Wildenschild [12] showed that various tools and open source
software for 2D and 3D and image processing and analysis do already exist. Most of
these tools, however, were originally designed for medical images and have limited
applicability to analyze rhizosphere physical properties objectively and semiautomatically. So there is no “off-the-shelve” solution available. To obtain physical
information (soil, solid, liquid, gas, root tissue) from the “raw” XMT grayscale images
acquired at the Advance Light Source of the Lawrence Berkeley National Laboratory
(LBNL), a number of pre-processing and segmentation issues have to be addressed.
X-ray imagery has an inherent noise due to wave scatter. Additionally, soil materials
typically have a wide range of component density. Especially strong attenuation due to
high-density particles (e.g. metal ore) hinders segmentation, and subsequently image
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analysis. Fig.1.1 shows one slice of the stack data with very bright components indicating
high absorption by metallic or concrete components. Aggregates may vary in their
density and pores can be saturated or non-saturated. For obtaining objective measures
useful for soil physics, filtered images are segmented, that is areas of the image
representing different densities, such as soil pores, particles, aggregates and roots are to
be delineated. Several segmentation and thresholding techniques have already been
applied to soil microCT as reviewed by Sezgin et al. [25] and Iassonov et al. [5]. The
choice of segmentation after the appropriate enhancement filters has urged the signal
processing experts to design algorithms that adapt and segment the image data based
upon the texture or using generic clustering algorithms [11]. Reviews show that several
algorithms which have been designed for segmentation of geoscience related image data
[8] show significant improvements [11]. The increase in the spatial resolution demands
higher computational requirements without producing credible results. However, this
uncorrelated output with respect to the increase in spatial resolution has to be validated.
Also the problem of segmenting the air-water (wet and dry surfaces) has proved to be
challenging. The processing of image pixels slice by slice in 2D has significant loss of
features/information, so the recent developments in porous media studies were performed
on voxels as 3D [11].
1.3.2 Objectives and Tasks
The objective of this study is to develop tools to objectively de-noise, segment and
analyze XMT images in order to quantify rhizosphere physical properties (porosity, pore
size distribution, hydraulic conductivity).
To reach this goal, the following tasks were carried out in this work.
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1. Data preprocessing and visualization for conventional visual analysis.
2. Image segmentation as a preprocessing step for automated data analysis
3. Data Quantification based on segmented images
To get an overview of the task, refer the flow diagram from Fig 1.3

Fig 1.3 Flow diagram

In this work we approach image analyses using
(a) Wavelet multi-resolution decomposition
(b) Combination of automated and interactive procedures for obtaining segmented images at
a desired level of image abstraction.
We propose new metrics to measure soil porosity and pore size distribution that are
available to be computed spatially at any region and globally and We also evaluate
hydrological conductivity based on the analysis of segmented images. We also visualize
9

data facilitating more efficient and convenient analyses by a human expert. The work also
poses certain research problems and shows research directions and open problems.
The work is outlined as follows. Chapter 2 presents early results of de-noising and
visualization of intensity profiles. In Chapter 3, we analyze segmentation techniques for
selecting best candidates for the goals of our research. Chapter 4 presents new
quantitative measures obtained on segmented and post-classified data. Chapter 5
concludes the work and discusses possible future directions in this research area.
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CHAPTER 2
ENHANCEMENT AND VISUALIZATION
2.1 Image Preprocessing for Intensity Profiling
One of the basic methods for studying the aggregate/pore distribution is the analysis
of intensity profiles. Usually this is performed by indicating end-point coordinates of a
line along which the intensities are concerned and plotting the intensity distribution.
There are two problems associated with such profiling. First is the texture content of all
components of the images such as pores, aggregates and the root. Secondly, 16-bit image
and non-linear characteristics of CCT camera naturally lead to a certain level of noise.
That complicates both visual and automated analyses. An example of intensity profile
along a specified line on the original (Fig.2.1) is shown in Fig.2.2.
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Fig.2.1. A microCT image of a container with a root and soil (aggregates are of lighter
intensities). A line across the container image is indicated by a scientist for obtaining the
intensity profile.

Fig.2.2. Intensity profile along the line depicted in Fig.2.1

From the profile in Fig.2.1, it is hard to judge how many aggregates the line passes
through. So the objective is to obtain a smoother profile, i.e., one which neglects the
texture variations of aggregates and pores.
In this Chapter, we show how to exploit wavelet multiresolution decomposition for
attaining a more convenient way of representing the intensity profile and show
approaches of utilizing the result for studying aggregate/pore distribution. The two types
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of transforms considered, are decimated and stationary (undecimated) wavelet
transforms.
2.2. Wavelet shrinkage
2.2.1 Mathematical Preliminaries
In this section, we briefly discuss the properties of the wavelet transform. A more
detailed explanation can be found in [26] .
Wavelet decomposition represents a signal by means of a finite length oscillating
wavelet function, which is scaled and translated (shifted) to match the input signal. The
wavelet function, called a mother wavelet has to satisfy the following conditions.

Bases functions are produced by scaling (or dilating) the mother wavelets by a factor of a
and translating it by a factor of b.

Hence, the transform realizes both time and frequency representation by capturing
frequency content at diﬀerent scales and times at which these frequencies happened. The
following properties of the wavelet transforms make them attractive for image analysis.
Locality: Each wavelet coeﬃcient represents the image content localized in a spatial
location and a frequency.
Multiresolution: Wavelet transform analyzes the image at a nested set of scales.
Energy Compaction: The wavelet transforms of real-world images tend to be sparse. A
wavelet coeﬃcient is large only if singularities are present within the support of the
13

wavelet.
Decorrelation: The wavelet coeﬃcients of real-world images tend to be approximately
decorrelated.
Many researchers have contributed to the formulation of the transform set. The
Daubechies’ formulation is based upon the use of recurrence relations to generate
progressively coarser discrete samplings of an implicit mother wavelet function, each
resolution being twice that of the previous scale. Due to their properties, Daubechies’
wavelets produce remarkable results for image analysis and synthesis problems. The
wavelets have a compact support; thus, they can be easily implemented by
ﬁnite length
ﬁlters. This ﬁnite length property is important for spatial domain localization.
Furthermore, functions with continuous derivatives allow continuous signals to be
analyzed more eﬃciently. Additionally, edge artifacts can be avoided.
In general, a continuous wavelet transform operating over every possible scale and
translation is more eﬃcient for image analysis. The discrete wavelet transform (DWT)
uses only a speciﬁc subset of all scale and translation values .
The DWT of a signal x[n] can be calculated through implementation of a filter bank
by a QMF-quadrature mirror filter.The Signal is passed simultaneously through a lowpass
ﬁlter with an impulse response g[n] and a highpass ﬁlter with an impulse response h[n].
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Fig.2.3 DWT (decimated)

Since each half of the signal’s frequency domain has been represented in one of the
two channels, a half of the samples can be discarded. The above process can be repeated
for a ﬁnite number of levels, k. The resulting outputs of the high-pass filter are details and
that of low-pass filter is the approximation of the signal. This constitutes the process of a
decimated dyadic wavelet transform.
The wavelet function is used as a high-pass filter, and the scaling function as a lowpass ﬁlter. The following Fig. 2.4 shows the Daubechies’ 4 (db4) wavelet and scaling
functions that we use in this work

Fig.2.4 db4 wavelet and scaling function.

The choice of the function is substantiated by the nature of the signal which exhibits
smooth variations across the image.
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Fig.2.5 SWT

A drawback of the dyadic transform is the resolution change. An undecimated
transform does not involve down sampling step, and thus preserves the original resolution
of the image. For the application, this can be considered a useful property which allows
for in-place visualization and calculations.The undecimated, a.k.a. stationary wavelet
transform- SWT is performed as shown in Fig. 2.5
2.2.2 Hard- and soft-thresholding algorithms
The thresholding technique serves as a powerful mathematical tool and lends itself to
applications such as denoising, visualizing data at different scales, and thus removing
certain undesired frequencies. The wavelet coefficients calculated by a wavelet transform
represent changes in the time series at a particular resolution. By looking at the time
series in various resolutions it should be possible to filter out noise. A method to calculate
the threshold is explained below.
1. Calculate a wavelet transform and order the detail coefficients by increasing frequency.
2. Calculate the median absolute deviation (MAD) of the detail coefficients spectrum. The
16

median is calculated from the absolute values of the coefficients.
3. Calculate the noise threshold from the following equation
,
where
- Threshold value calculated at every level
- Median Absolute Deviation.
- Log base.
– Length of the coefficients or size of the time series
is calculated as follows. In order to find a threshold for 1D, we use the following
formula.
= Median (abs (

))

where

M is the number of rows, N is the number of columns of the coefficients considered at
level ‘l’ and 0.6745 in the denominator rescales the numerator, and it is an estimator for
the standard deviation for Gaussian white noise [2].
4. Threshold the detail coefficients.
There are two popular versions of thresholding algorithms
Hard thresholding sets any coefficient less than or equal to the threshold to zero. Other
coefficients are preserved.
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Soft thresholding subtracts the threshold from any detail coefficient that is greater than
the threshold. This moves the time series toward zero.

else
;
If de-noising the image is of prime interest, after thresholding, one can implement the
inverse transform and reconstruct the image which is noise-free.
The goal of this study is to preserve the magnitude of significant coefficients as an
indicator of the strength of the intensity change, so the application can afford only the
hard thresholding. The approximation and detail coefficients now contain important
information of the signal and its variations and can be further analyzed by an expert.
2.2.4 Profiling at different resolution levels
There are two approaches to thresholding, One uses a 1D transform along a line of
interest and the second exploits the 2D transform performed by applying filters
sequentially to image rows and then to columns. The expected benefit of the 2D approach
is the use of available statistics gleaned from the whole image. Additionally, a 2D
transform yields details indicating the intensity changes in one of three directions vertical, horizontal and diagonal. The flow chart of both approaches is shown in Fig. 2.6.
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Fig.2.6 Flow chart of 1 and 2D approach of intensity profiling.

The 1D transform is performed with a db4 filter using dyadic transform and
Stationary Wavelet Transform (SWT) is performed on the whole image. Different levels
of approximation can be required for studying the soil properties through gray-scale
image profiling. The maximum number of levels can be determined based on the length
of the line. The algorithm proceeds as follows:
1.

Find the length of the line in pixels, L.

2.

Obtain k= log2 L. Round the result to a nearest integer. Example , L=130, k=log2130 =8
3. Decrement the obtained number by 1; for example m=k-1=8-1=7.
4. If 2m ≥ 32, Go to Step 5; otherwise, plot the original intensities. Stop.
5. Take 2m pixels on the line and apply one level of transform.
6. Plot approximation and detail coefficients of level m. Decrement m. Goto Step 4.
Results of the application of the 1D DWT transform to the original image with a line
profile as shown in Fig.2.7 are displayed in Figures 2.8 through 2.11. We plot only
19

phases of thresholded transform coefficients indicating the intensity change direction,
that is high-low (-1) or low-high (+1), rather than the actual values which indicate
magnitudes of the intensity change. This represents information useful for calculating a
number of components along the line, inter-components distances and the length of the
aggregates cross sections.
It can be seen that although the approximation provides a smooth version of original
signal,the threshold is not accurate enough for preserving all important edges. We believe
that this happens due to the lack of statistics of the image, and therefore we apply 2D
SWT to the whole image and plot only coefficients in spatial coordinates of the line for
comparison. The plot of thresholded coefficients is based on the following logic that if
either one of the vertical or diagonal or a horizontal coefficients are above the threshold
then the value of the coefficients are retained else the value is zeroed out and then the
phase is plotted. The results are shown in Figures 2.12 through 2.15.
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Fig.2.7. (top): microCT of a container with glass beads in the water; (bottom) the profile
along the selected line
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Fig.2.8 Level 1 of the transform

Fig.2.9 Level 2 of the transform
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Fig.2.10 Level 3 of the transform

Fig.2.11 Level 4 of the transform
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Fig.2.12 Plot of the line intensity approximation and detail coefficients after the Level 1
of SWT-based thresholding

Fig.2.13 Plot of the line intensity approximation and detail coefficients after the Level 2
of SWT-based thresholding
24

Fig.2.14 Plot of the line intensity approximation and detail coefficients after the Level 3
of SWT-based thresholding

Fig.2.15 Plot of the line intensity approximation and detail coefficients after the Level 4
of SWT-based thresholding
25

We can observe that the 2D SWT-based de-noising and visualization offers more
accurate representation than the thresholding based on 1D DWT. Additionally due to
upsampling effect, which maintain the transform's time-shift invariance, the width of the
resultant edge indicates the extent of the object boundary and thus can be used as an
additional clue for further analyses.
One simple application of the measurable quantity can be the total number of retained
coefficients. Divided by 2 and rounded this number represents a count of aggregates
which the line is crossing. The spatial distances between retained coefficients of opposite
signs represent lengths of cross sections of aggregates or pores, respectively. A more
accurate way of quantifying these data is presented in Chapter 4.
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CHAPTER 3
IMAGE SEGMENTATION
Component distribution around the root area and their geometry are important for
quantification of the soil properties. Thus, segmentation is the next step in the processing
data and preparing them for the analysis. In this Chapter we study the task of segmenting
images for obtaining image components. The major components for the macro-scale
analysis are soil pores, aggregates and the root. Additionally we have to subtract the
container wall and the background. We implement various thresholding techniques and
study their performance. Additionally we look for automated procedures for classification
of the thresholding results and then conclude on the automated approach to move to an
interactive method.
3.1 Image segmentation by means of thresholding
One of the conventional approaches for the task is to threshold images assuming that
high grey-level represent, greater absorption incurred by the hard components, i.e.,
aggregates. Below we present the results from the major techniques that show
thresholding of images. The originals are presented in Fig. 3.1 and the segmentation
results are presented in Figures 3.2 and 3.3, respectively. In both Figure 3.2 and 3.3 the
foreground is colored white and the background is presented by black pixels.
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Fig.3.1 Original images

Fig. 3.2 Thresholding of Fig.3.1 (left): from left to right and top bottom sequence are
Huang [27], Intermodes [28], IsoData [29], Li[30], MaxEntropy [31], Mean, MinError(I)
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[32], Minimum [28], Moments [33], Otsu [34], Iterative thresholding[35], RenyiEntropy
[31], Shanbhag [36], Triangle [37], Yen [38]

Fig. 3.3. Thresholding techniques applied to Fig.3.1(right): from left to right and top
bottom sequence are form Huang, Intermodes, IsoData, Li, MaxEntropy, Mean,
MinError(I), Minimum, Moments, Otsu, Iterative thresholding, RenyiEntropy, Shanbhag,
Triangle, Yen

From the analysis it follows that techniques such as Huang, Intermodes, IsoData, Li
Mean, MinError(I), Minimum, Moments, Otsu perform fairly well; however the root is
not or barely distinguished from the rest of the pore area. Therefore in an attempt to
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segment the root, one of the approaches here is to train a classifier such as a Neural
Network based on the textures features as the image components( and the root in
particular exhibits a certain and a distinguished texture type). For only root delineation,
every pixel is to be classified as being a root or not a root pixel based on the features
derived from a neighborhood. These can be a standard histogram features, i.e., mean,
standard deviation, second and third moments. Although this approach allows for
outlying the root area as it can be seen in Fig.3.4, but it takes a prohibitively long time on
the images of the given resolution.

Fig.3.4. Left: Original around the root area Right: NN based root segmentation

To speed up the analysis we propose a simplistic approach which involves human
interaction, but it is more accurate for fulfilling the goal.
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3.2. Interactive procedures for obtaining image components
Taking into account the complexity of the automated procedures, we next consider a
more feasible approach based on the human-machine interaction.
First, we perform k-means as it has shown the best performance among the
thresholding techniques studied in this work. Next, we subtract the container wall. For
that, a few points are selected on the inner part of that and line fitting is performed using
cubic spline function. The outer part of the image is zeroed. Then, the same procedure is
applied to the root surface and a mask of the root area is obtained. By logical OR
operation the residual of the previous and the last steps are fused to produce a segmented
image suitable for further analysis as shown in Figures.3.5 and 3.6
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Fig.3.5.top-down, left-right: Original, Thresholded image, Container, Substracted image;
Root mask; Final segmentation result
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Fig.3.6 Top-down, left-right: Original, Thresholded image, Container, Subtracted image;
Root mask; Final segmentation result

The segmented image is now suitable for macro-scale analysis, as it will be shown in the
next Chapter.
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CHAPTER 4
QUANTIFICATION OF MICROCT IMAGES
In this chapter, we introduce metrics of aggregation and measures which are found to
be useful for characterizing the potential of the soil to transport the water to the root
surface. We extend the analysis to 2D and also conclude on possible extension to 3D
analyses.
4.1 Pore-Aggregate Area Distribution
We would like to obtain first the total aggregate/pore area at specified distances from
the root. In order to quantify these measures interactively or automatically, we identify
circular regions around the mass center of the root as shown in Figure 4.1, and then
calculate aggregate and pore total area in a specified circle (see results in Table 4.1).

Fig.4.1. Concentric circles around the root center.
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s

gate
300

72740

86412

500 238328

343190

700 542327

533437

900 794355

745332

1100 1014828

950844

1300 1156539

1135418

1500 1199671

1165103

1700 1199672

1165103

1900 1199672

1165103

Table 4.1: Pore and Aggregate area distribution
For comparison, we obtain values normalized by the area of the circle as shown in Fig.4.2
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Fig.4.2 Normalized aggregate area (NAA)
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A measure of inter-aggregate distances along the circumference line can be obtained and
visualized as shown in Figures 4.3 and 4.4.

Fig.4.3 Aggregate/pore cross section (radius 300 pixels)

Fig.4.4 Aggregate/pore cross section (radius 500 pixels)
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We propose another important characteristic which is the distance-to-aggregate radial
(DAR) profile. It is calculated in the radial direction, as we believe that properties of soil
compaction in a cylindrical container are likely isotropic with respect to the root vertical
axis. From the mass center of the root, we draw 360 lines (one degree increments) and
calculate distances from the root surface to the first aggregate along the lines. The plot in
Fig. 4.5 is bounded by the maximum distance from the root surface to the container wall.
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Fig.4.5 DAR profile
4.1.1 Normalized Radial Aggregation
Next we introduce Normalized Radial Aggregation (NRA) which we define as below:

NRA =
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∑L

CS i

(i )

L

The numerator in the above expression is the sum of cross sections along the radial lines
as in the DAR metric; the denominator has a normalization factor L which is a length of
the line from the root surface to the container wall as explained in Figure 4.6.

Figure 4.6

The NRA profile is presented in Fig.4.7.
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Fig.4.7 NRA profile
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4.1.2 Normalized Water Transportability
To characterize the hydrological conductivity, we next introduce the following
quantity that we name as normalized radial water transportability (NRWT):

NRWT =

∑L

CSi

(i )

L⋅D

where D is the distance to the first aggregate in a radial line act as a scaling factor. For
the immediate contact case, it is assumed to be 1. Examples of this measure for the lines
in two sectors depicted in Figure 4.8 are shown in Figures 4.9 and 4.10 respectively.

Fig 4.8 Two sectors of interest.
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Fig.4.9. NRWT for lines depicted in Fig.4.8 (left)
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Fig.4.9. NRWT for lines depicted in Fig.4.8 (right)
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This measure is further modified to use area as a property to represent water
conductivity given by a formula below, where the areas of aggregates in the respective
sectors are summed, scaled by a minimum distance to the aggregate in the sector and
normalized by the sector area.

One can also derive the total contact area of soil-root and aggregate-root interface, and
also observe the dynamics of aggregate compaction through analysis and quantification
of time series. It can also be shown that metrics derived for 2D can be extended to a stack
of slices and quantified in a same manner to obtain 2.5D measures.
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CHAPTER 5
CONCLUSIONS AND THE FUTURE WORK
In this work we have presented image processing techniques that visualize and
analyze microCT images for soil-root interaction studies. Intensity profile enhancement
for visual and quantitative analysis of soil properties and hydrological conductivity are
proposed and demonstrated. Then we have studied data pre-processing for image
quantification. Specifically an efficient interactive procedure is developed for segmenting
images into components necessary for image quantification. Lastly, various useful
metrics of aggregation and those characterizing the water transport potential of the soil.
The normalized measures can be used for comparison. Also, obtained for a 2D slice,
these measures can be similarly extended to a stack of images yielding 2.5D measures.
The outcome of this study provides a first step towards transformative insights into
the role of rhizosphere physical properties for water and nutrient uptake by living plants.
It serves as a stepping stone for better understanding the role of plants in the critical zone
at the soil-atmosphere interface. The value of this work is also in the development of
semi-automated procedures which assist experts in image analysis and quantification.
The results of this work represent a first phase effort towards the development of a
tailored software tool which will combine preprocessing, processing and analysis steps
and will include a set of various procedures which can be applied in combinations to
attain better results at expert’s opinion. For example other shrinkage functions for
wavelet-based de-noising can be included, elimination of hard components seen as very
bright spots can be implemented based on histogram-based thresholding or
morphological filtering. Segmentation algorithms based on clustering of texture features
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(feature vectors in fact) can be incorporated. We also envision inclusion of 3D
visualization and 3D segmentation, and that will demand on 3D metrics of soil properties
and hydrological conductivity. A graph-theoretical approach to study water flow on a
graph model of the soil is another interesting area of the research which can be pursued.
The problems solved in this work cut across disciplinary boundaries of biology, soil
physics, and soil mechanics to offer new insights on surface runoff, soil compaction and
erosion, losses to agricultural productivity, land reclamation, and first-principles of soilplant interactions. The task of this work is to apply engineering methods specifically
image processing and analysis techniques to perform studies on the physical properties of
soil for understanding soil-root interfacing mechanism from imagery.
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