Purpose Confirmatory factor analysis fit criteria typically are used to evaluate the unidimensionality of item banks. This study explored the degree to which the values of these statistics are affected by two characteristics of item banks developed to measure health outcomes: large numbers of items and nonnormal data. Methods Analyses were conducted on simulated and observed data. Observed data were responses to the PatientReported Outcome Measurement Information System (PROMIS) Pain Impact Item Bank. Simulated data fit the graded response model and conformed to a normal distribution or mirrored the distribution of the observed data. Confirmatory factor analyses (CFA), parallel analysis, and bifactor analysis were conducted. Results CFA fit values were found to be sensitive to data distribution and number of items. In some instances impact of distribution and item number was quite large. Conclusions We concluded that using traditional cutoffs and standards for CFA fit statistics is not recommended for establishing unidimensionality of item banks. An investigative approach is favored over reliance on published criteria. We found bifactor analysis to be appealing in this regard because it allows evaluation of the relative impact of secondary dimensions. In addition to these methodological conclusions, we judged the items of the PROMIS Pain Impact bank to be sufficiently unidimensional for item response theory (IRT) modeling.
Introduction
For health outcome domains such as fatigue, pain, physical functioning, and emotional functioning there exist numerous instruments purporting to measure the same or similar constructs. The use of different measures in different studies produces results that are difficult to compare and restrict generalizability across studies. An alternative is to develop banks of items measuring outcomes of interest and calibrate responses to an item response theory (IRT) model [1, 2] . Once an item bank is developed, tested, and calibrated, and assuming that the data fit the IRT model, a number of assessment approaches become possible, including computerized adaptive tests and short forms. Multiple short forms that target particular measurement settings, goals, and demands can be developed while producing scores on a common mathematical metric. Items also can be administered dynamically using computer adaptive testing (CAT) to achieve greater measurement precision and reduced response burden [3] [4] [5] [6] .
The potential benefits of having a calibrated item bank to support the measurement of patient-reported outcomes (PROs) are considerable, but so are the challenges in developing such a bank. In addition to defining the construct of interest, developing and testing items in target populations, and evaluating the soundness of the final item bank with respect to its psychometric properties, it is essential to ensure that item parameter estimates obtained in the IRT calibration are accurate. The accuracy of parameter estimation depends substantially on the degree to which data meet the assumptions of IRT and fit the chosen IRT model. To date, the vast majority of item banks have been calibrated using IRT models that assume a single, latent trait drives how persons respond to items. Health constructs have considerable conceptual complexity, however, and often require a broad range of indicators; item banks developed to measure health constructs never perfectly meet strictly defined unidimensionality assumptions [7] [8] [9] [10] . The pertinent question is whether the presence of secondary dimensions threatens the accuracy of unidimensional IRT calibrations.
Factor analytic approaches are commonly used to evaluate dimensionality in the context of IRT. In this paper we briefly review confirmatory factor analytic approaches and published fit statistic standards. We also briefly describe parallel analysis and bifactor analysis. We then present results of an evaluation of the impact of number of items and of nonnormal trait distribution on traditional factor-analysis-based fit standards for unidimensionality. The data were responses to a bank of items developed by the Patient-Reported Outcome Measurement Information System (PROMIS) [11] to measure pain impact across multiple diseases and conditions. In addition to traditional factor analytic methods, we describe and apply bifactor models for representing the dimensional structure of the PROMIS pain impact data and argue that such models complement traditional factor analytic approaches to assessing unidimensionality.
Evaluations of dimensionality for IRT
Factor analytic approaches typically used to evaluate dimensionality Factor analysis is commonly used to investigate whether item responses are unidimensional enough for calibration using a unidimensional IRT model [7, [12] [13] [14] . Though exploratory factor analysis (EFA) often is used, confirmatory factor analysis (CFA) has the distinct advantage of allowing hypothesis testing [14] . Despite its common application for evaluating unidimensionality, EFA does not allow for direct testing of the latent construct.
When CFA is used to test IRT's unidimensionality assumption, a model is specified in which all items load on a single factor. Typically, the fit of the model is evaluated using factor model fit statistics and traditional cutoff values for these statistics [14] . A potential problem with using factor analytic approaches to test the unidimensionality assumption of IRT is that factor analyses themselves make certain assumptions. These include, for example with maximum-likelihood-based estimation, multivariate normality of the data, an assumption seldom met by PRO data because their distributions often are quite skewed. Though some research has suggested that factor-analytic approaches are robust to violations of normality [15] , other studies indicate potential problems [16] .
An additional challenge to the use of CFA fit statistics in evaluating the unidimensionality of PRO item banks is the fact that, as Floyd and Widaman [17] have noted, ''It may be unreasonable to expect that lengthy questionnaires with many items assessing each factor will show satisfactory solutions when the individual items are submitted to confirmatory factor analysis'' [17, p. 293] . Difficulty obtaining ''satisfactory solutions'' with longer static instruments may be challenging, but in the context of item bank development, the challenge is greatly magnified. Because of concerns about response burden, a static PRO instrument with 15-20 items could be considered a rather long instrument in many measurement contexts [18] . However, with item banking and CAT administration, response burden is managed through adaptive item selection. The efficiency of CAT is obtained by having an item bank with a large number of items that collectively extend across the measurement continuum. Item banks seldom have fewer than 35 items and can have many more than that; for example, the PROMIS physical function item bank has 125 items (http://www.nihpromis.org). With large numbers of items there are many opportunities for subsets of items to have shared variance not accounted for by the dominant trait.
If CFA fit statistics are overly sensitive to number of items and inconsequential multidimensionality, their appropriateness for evaluating IRT's unidimensionality assumption in PRO item banks diminishes. This is especially the case if, rather than using CFA as a tool for evaluating level of unidimensionality, it is used primarily to generate fit statistic values that are mechanically compared with published criteria invoked as arbiters of whether data are unidimensional enough for calibration using unidimensional IRT models.
Confirmatory factor analyses fit statistics and criteria
Statistical methods for judging model fit, conducting model comparisons, and evaluating the adequacies of specific models have been applied successfully in structural equations modeling (SEM). McDonald and Mok [19] demonstrated the possibility of using SEM-based indices to inform evaluations of dimensionality in the context of IRT. From this work evolved the use of fit indices and associated rules of thumb to judge data dimensionality in the context of CFA.
A number of fit indices have been suggested for evaluating model fit with CFA [20] [21] [22] [23] [24] [25] . The v 2 statistic is a badness-of-fit index in that larger values represent worse fit. It measures the discrepancy between the observed covariance matrix and the matrix the model predicts. When the model holds, this statistic follows a v 2 distribution; however, its value is exceptionally sensitive to sample size and usually indicates significant misfit even for models that fit well for practical purposes [24] .
Other fit indices are descriptive and, though many are designed to range from zero to one, their sampling distributions are not well specified [22] . The Tucker-Lewis index or nonnormed fit index (NNFI) [26] and comparative fit index (CFI) [27] are both incremental relative fit indices. They estimate differences between the examined model and a hypothetical (null) model in which none of the components in the model are related. The NNFI differs from the CFI in that it penalizes lack of parsimony in the hypothesized model.
The root-mean-square error of approximation (RMSEA) [21] is complimentary to the NNFI and CFI in the sense that it estimates the difference between the examined model and a hypothetical model in which every component in the model is related to every other component [21] . The RMSEA provides an answer to the question, ''How well would the model, with unknown but optimally chosen parameter values, fit the population covariance matrix if it were available?'' [21] . It is based on an estimate of the population discrepancy function, which assesses the error of approximation in the population. The RMSEA is thus a measure of discrepancy; because it presents discrepancy per degree of freedom, it is sensitive to model complexity (i.e., number of estimated parameters) [28] . The RMSEA is based on covariance matrices and is affected by the metric of the input variables.
The standardized root-mean-square residual (SRMR), proposed in 1995 [29] , is based on average differences between observed and predicted correlation matrices. It represents the average of all standardized residuals and can be interpreted as being the average discrepancy between the correlation matrices of the observed sample and the hypothesized model.
The most recent addition to the root-mean-square residual family is the weighted root-mean-square residual (WRMR) introduced by Muthén and Muthén. The WRMR uses a variance-weighted approach especially suitable for models whose variables are measured on different scales or have widely unequal variances [23, 24] . The WRMR has been tested with categorical variables, and its developers suggest that it is also highly appropriate for data that are not distributed normally [24, 25] .
It is important to note that the fit indices described here, and other proposed fit indices, may not perform uniformly across conditions. They may vary by factors such as parameter estimation method, sample size or matrix analyzed (covariance versus correlation). The v 2 statistic presents a recognizable example. With some parameter estimation methods (e.g., maximum likelihood, generalized least squares, weighted least squares), the v 2 statistic may be correctly distributed as a chi-square distribution; with other estimation methods (e.g., unweighted least squares, diagonally weighted least squares), the v 2 statistic needs to be adjusted [30] . Even with a correct (or corrected) chi-square value, however, it may prove unrealistic to assume that a model tested holds exactly, rather than approximately, in the population. In this case an obtained chi-square value is more appropriately compared with a noncentral than with a central chi-square distribution [28] .
Fit statistic standards
Much is yet to be learned about the performance of fit indices, particularly regarding their use with samples of small and moderate size, with models of different types and complexity, with variables of differing distributional characteristics, and with the increasing number of parameter estimation methods available. However, despite the challenges to universal application of fit indices, standards for CFA fit statistics have been proffered and debated. In 2007, a description of the PROMIS analysis plan was published [31] . The originally submitted manuscript did not list criteria for what constituted good enough fit to a unidimensional model based on factor-analytic results, but at the insistence of the editors, PROMIS investigators offered such standards. Based on prior published criteria by Hu and Bentler [22, 23, 27] , McDonald [32] , and others [21, 33, 34] , the following standards for good fit were offered: CFI [ 0.95, RMSEA \ 0.06, NNFI [ 0.95, and SRMR \ 0.08 [31] . WRMR values \1.0 have been suggested as indicative of adequate model fit [25] .
Confirmatory factor analyses of ordinal data
An additional challenge to factor-analytic evaluations of item bank data is the fact that the measurement of patient-reported outcomes is typically based on categorical item responses. Conducting CFAs of ordinal data requires departures in thinking and methodology from approaches designed for interval or interval-like data. To analyze continuous data, covariance or product-moment matrices can be computed and model parameters correctly estimated using, for example, maximum-likelihood or generalized least-squares methods. Following this approach with categorical data, however, may produce misleading results, including distortions in parameter estimates and incorrect standard errors, v 2 statistics, and chi-square-based goodness-of-fit measures [35] . Advances in weighted least-squares estimation offer researchers sophisticated methods for investigating ordinal data, based on the computation of a polychoric correlation matrix. However, the performance of fit indices under such new estimation methods and other challenging modeling conditions has not yet been fully investigated [36] .
Parallel analysis
Parallel analysis is a statistical approach for evaluating the optimal number of factors/components in a factor analysis or principal component analysis [37] . In this approach, values of eigenvalues expected by chance alone are compared with values of observed eigenvalues to help determine the justifiable number of components or factors. Factors with eigenvalues greater than those expected by chance are extracted. Available computer algorithms allow for simulations based on normal distributions or based on the distribution of the observed data.
Bifactor analysis
Reise and colleagues have pointed out that multidimensionality can occur when there is item content redundancy and when there are diverse indicators of a complex construct [38, 39] . They recommend the use of bifactor analysis, arguing that comparing unidimensional and multidimensional models using confirmatory and exploratory factor analyses is a poor method of judging whether a dataset is sufficiently unidimensional for IRT analysis.
In a bifactor model, all items are allowed to load on a general factor that is assumed to be the latent trait being measured [39, 40] . In addition, responses to items may load on zero, one or more group factors that may or may not be correlated. In most practical applications, responses to items are modeled as loading on a general factor and on one (and only one) group factor; the general and all group factors are modeled as being orthogonal to one another (i.e., uncorrelated).
Based on the factor loadings obtained for the general and group factors, estimates can be made about the saturation of the data by the general factor and the relative impact of group factors. In addition, the factor loadings from a one-factor model can be compared with loadings on the general factor in a bifactor model to assess the level of disturbance due to multidimensionality in the data. An advantage of the bifactor model over a second-order factor model is that, unlike in the latter, in the bifactor model the relation between an item and the general factor is not constrained to be proportional to the relation between the first-and second-order factors (i.e., proportionality constraint). Thus, the relationship between items and factors is simpler to interpret than in a secondorder model. Reise and colleagues argue that bifactor analysis is an alternative to nonhierarchical multidimensional models, useful for estimating the level of distortion that results when multidimensional data are modeled using unidimensional models, and helpful in deciding the relative merits of developing subscales [39, 40] .
Methods

Measure
In 2004 the National Institutes of Health (NIH) funded the PROMIS initiative [11] . This initiative established a national collaborative network to create a publicly available system for measuring PROs. Initial efforts by the PROMIS network focused on measuring the domains of pain, fatigue, emotional distress, physical function, and social function, as well as their subdomains (14 subdomains in all). Details of this initiative have been reported elsewhere [11, 31, 41, 42] . Candidate item banks were developed to measure each subdomain, including Pain Impact. The items of the Pain Impact bank were used for the current study. The time frame for these items was, ''In the past seven days…'' Based on psychometric analyses and consultation with content experts, a 56-item candidate item bank was reduced to 47 items (Appendix). (Note that a description of a more recently revised PROMIS Pain Impact item bank is available on the PROMIS website: http://www.nihpromis.org.)
Observed and simulated data Analyses were conducted both on simulated and observed full datasets and item subsets. The names and characteristics of each item set and subset are presented in Table 1 .
Forty-seven-item sets: PROMIS pain impact data
An extensive data collection effort was undertaken in 2007 to obtain responses to candidate PROMIS item banks [31] . Responses to the pain impact items were gathered using two sampling arms. In the bank arm, participants completed all 56 items of the candidate Pain Impact bank. A total of 944 respondents met inclusion criteria, namely: (1) did not give repetitive strings of ten or more nonextreme responses (e.g., responding ''3'' to ten items in a row) and (2) had a response greater than one second per item. In the other arm (the block arm), participants completed subsets of seven items representing each of the PROMIS subdomains. There were a total of eight nonoverlapping seven-item Pain Impact subsets to account for the total of 56 items. A total of 14,584 persons in the block arm met the inclusion criteria above. Participants were recruited from the PROMIS network's primary research sites and by Polimetrix (www. polimetrix.com, also see www.pollingpoint.com), a polling firm based in Palo Alto, California.
After initial evaluations and review by content experts, the 56-item bank was reduced to 47 items (Appendix). Responses to these items were calibrated using Multilog (version 7) [43] and Samejima's graded response model (GRM) [44] . For calibration purposes, respondents in both the bank (those administered 56 pain impact items) and block arms (those administered seven-item subsets) were included. Fit was evaluated using IRTFIT [45] , a SAS Macro that produces a number of statistics that evaluate fit to IRT models, including polytomous extensions of the S-v 2 (Pearson's chi-square) and the S-G 2 (likelihood ratio) statistics [46] . With these two statistics, the predicted distribution of item responses for each simple sum score level is compared with observed frequencies. To account for multiple tests, we chose a significance level of 0.01 to indicate item misfit. Of the persons in the bank arm, 745 had no missing responses to the 47 items. These data (PROMIS 47 ) constituted the observed dataset with which we compared results from simulations. We limited the analyses to persons with no missing responses because, as described below, comparison item subsets were constructed out of the full 47-item set. By limiting the sample to persons who responded to all items, we were able to create cleaner comparisons of number of items (e.g., all ten-item subsets had ten responses per record).
Simulated 47-item sets
Using WinGen2 [47, 48] , we simulated 40,000 sets of responses to the 47 Pain Impact items based on the parameters of the GRM calibration of the PROMIS Pain Impact items. We then obtained scores (theta) for each record based on the item parameters using Multilog (version 7) [43] . We divided both the observed score distribution (range = -1.06 to 3.01 logits) and the 40,000 simulated scores into 19 theta ranges of 0.203 logits each. To create SIM.PROMIS 47 , we randomly selected from the simulated data the number of observations in each range equal to the number observed in the PROMIS distribution in the same range. This insured that the simulated distribution approximately mirrored the observed distribution. Because there was one observed score in the uppermost theta range, but no simulated scores in this range, one extra simulee was randomly selected from the penultimate theta range to be included in SIM.PROMIS 47 . A normal distribution of simulated responses (SIM.NORM 47 ) was obtained by randomly selecting simulees in the theta ranges in proportion to the number expected in a normal distribution with similar range.
Ten-item CATs
We simulated a CAT administration based on the PROMIS 47 data. The simulation was accomplished using Firestar (version 1), a computer program for simulating CAT with polytomous items [49] . We simulated a fixed-length CAT of ten items using minimum expected posterior variance to select items and expected a priori (EAP) estimation to calculate theta. All respondents received the same first item. We identified each unique subset of ten items administered during the simulated CAT and identified the ten most frequently administered ten-item subsets. We then created datasets by extracting responses to these ten, ten-item CATs for each respondent from the PROMIS 47 , SIM.PROMIS 47 , and SIM.NORM 47 datasets. For convenience we refer to these ten-item CATs, respectively, as PROMIS-CAT a-j , SIM.PROMIS-CAT a-j , and SIM.NORM-CAT a-j (Table 1) .
Randomly selected ten-item subsets
It could be argued that items selected on the basis of a CAT simulation represent the ''best of the bank.'' Therefore, the factor analytic results obtained using these item subsets could be affected not only by the number of items, but by the quality of the items. To distinguish the impact of item number and item quality, we randomly selected ten subsets of ten items each from the original PROMIS 47 item set. We refer to these as PROMIS-RAND 1-10 (Table 1) .
Item subsets with fewer than ten items
To investigate the impact on factor analytic results of having fewer than ten items, we constructed five-, six-, seven-, eight-, nine-, and ten-item subsets (PROMIS-SUB [5] [6] [7] [8] [9] [10] ) based on the observed data (PROMIS 47 ). These subsets were constructed based on the most frequently selected items in the ten-item CAT simulation. We eliminated the starting item in the CAT simulation because it was administered to all respondents. From the remaining items, we selected the five items most often chosen in the CAT simulation to constitute PROMIS-SUB 5 . For PROMIS-SUB 6 , we selected the six most often chosen items. We followed the same procedure to identify items for PROMIS-SUB 7-10 ( Table 1) .
Analyses
Unidimensional CFAs were conducted to obtain fit statistics for data based on each of the observed and simulated item sets. For each, the polychoric correlation matrices were analyzed using MPlus software [24] . Weighted least squares with mean and variance adjustment (WLSMV) was used as the parameter estimation method. Results from the following fit statistics were collected and compared: the v 2 test of model fit [22] , the NNFI [26] , the CFI [27] , the RMSEA [21] , the SRMR [33] , and the WRMR [24, 25] .
We conducted a parallel analysis of the raw PROMIS data based on principal axis/common factor analysis and on the distribution of the raw data set [37] . The size of eigenvalues expected by chance alone were computed and compared with observed eigenvalues to help determine the maximum number of underlying dimensions. Based on the results, we conducted bifactor analysis allowing all items to load on a general factor and on the single group factor for which the item had the highest loading. We estimated the saturation of the models by the general factor by calculating the ratio of the variance accounted for by the superordinate factor to total observed variance in the data [50] . In addition, we compared the magnitude of factor loadings based on the first-order CFA and on the bifactor models [38, 39] .
Results
Datasets
PROMIS 47 sample characteristics
Demographics for the PROMIS 47 sample are reported in Table 2 . Participants were allowed to indicate more than one category of race/ethnicity. The sample was largely White/not Hispanic (73.3%) and female (54.4%). Age of participants ranged from 18 to 90 years, with mean of 51 years and standard deviation of 19 years. More than half the sample reported having a college degree or higher.
IRT calibration and evaluation of fit
Multilog centers the calibration metric on persons; thus, the latent mean for the calibration sample was zero with standard deviation of one. However, as described above, PROMIS 47 was a subsample extracted from the calibration sample that included persons who responded to seven-item subsets. The mean of the theta distribution of PROMIS 47 varied slightly from the calibration sample with a mean of -0.04 and standard deviation (SD) of 0.81. The mean of the theta distribution of SIM.PROMIS 47 was -0.03 with SD of 0.80. The mean of SIM.NORM 47 was 1.07 with SD of 0.52.
Item content and item parameter estimates are reported in the Appendix. Item calibration was accomplished using both participants who took all the Pain Impact items (bank arm) and those who took a subset of seven items (block arm). Pain Impact items were scored so that higher scores indicated greater pain. Threshold estimates ranged from -0.5 to 2.8. Discrimination parameters ranged from 2.4 to 6.5 (mean 4.1). No items were found to be misfitting. Probability values for S-G 2 statistics ranged from 0.020 to 1.00 (mean = 0.686). Probabilities for S-v 2 statistics ranged from 0.013 to 1.000 (mean = 0.659). The distribution of theta estimates for PROMIS 47 is displayed in Fig. 1 . Skewness was 0.418; kurtosis was -0.216. The distribution reflects the fact that 25% (183) endorsed the lowest category (indicating least impact) for all items. On the other end of the continuum, one person endorsed the highest category for every item (indicating greatest impact).
Simulation of CATs
CAT with a stopping rule of ten items was simulated using the PROMIS 47 dataset. The correlation between the tenitem CAT scores and full scores was 0.97. Among the subsets of ten items administered to 745 respondents, there were 46 unique, ten-item CATs. The items of the ten most frequently administered subsets of items (CAT a-j ) are reported in Table 3 . PI56 was in all subsets because it was the starting item for the CAT simulation. Of the respondents in the CAT simulation, 83.0% received one of the ten most frequently administered CATs.
As is evident in Table 3 , many of the ten most frequently occurring CATs varied little with respect to the specific items included; for example, CAT c and CAT d are identical except for one item. There were 21 unique items among the items of CAT a-j , and of these, seven appeared in more than half of these ten-item CATs. This similarity in CAT item composition across the most frequently occurring CATs is typical because the CAT algorithm favors the most highly discriminating items. In fact, the average discrimination of the nine most frequently administered items (excluding the starting item) was 5.2. The average discrimination of the remaining items was 3.8. There was variability in item usage, however. All but 12 items were selected in at least one of the simulated CATs.
To select items to comprise the five-through ten-item subsets (PROMIS-SUB 5-10 ), we computed the number of times each item was administered in the CAT simulations. The most frequently administered items were used to construct PROMIS-SUB [5] [6] [7] [8] [9] [10] . In order of frequency, these items were the starting item PI56 (n = 745, 100.0%; this item not included), PI3 (n = 574, 77.0%), PI10 (n = 503, 67.5%), PI9 (n = 485, 65.1%), PI22 (n = 461, 61.9%), PI24 (n = 460, 61.7%), PI12 (n = 436, 58.5%), PI20 (n = 410, 55.0%), PI5 (n = 384, 51.5%), and PI39 (n = 359, 48.2%). So, for example, PROMIS-SUB 5 included responses to PI3, PI10, PI9, PI22, and PI24 extracted from the PROMIS 47 dataset.
First-order confirmatory factor analysis
Summary CFA fit statistics for all datasets are reported in Table 4 . The probabilities for the chi-square statistics for all 47-item datasets, CAT item sets, and PROMIS-SUB 5-10 indicated poor fit. All were\0.001 and are not reported in the table.
CFA fit values for 47-item datasets
If published fit criteria are used as arbiters, the fit of the PROMIS 47 data to a unidimensional model depends upon choice of fit statistic. The NNFI/TLI was very high (0.989) and well beyond the [0.95 criterion for good fit. Likewise, the SRMR value of 0.062 was well below the published criterion of \0.08. However, based on CFI, RMSEA, and WRMR values, the PROMIS 47 data would be judged insufficiently unidimensional for calibration using an IRT model. Notable in particular are the values of the RMSEA and WRMR for the PROMIS 47 data. The RMSEA of 0.159 and WRMR of 2.837 are well over twice as large as the values of published criteria.
As expected, the data simulated to fit a normal distribution and the GRM conformed to fit criteria for the CFI, NNFI, RMSEA, SRMR, and WRMR. The values of fit statistics for SIM.PROMIS 47 , a dataset simulated to fit the GRM and to mimic the PROMIS 47 distribution, were minimally worse than those obtained for SIM.NORM 47 , suggesting minimal impact of distribution on the 47-item datasets. As reported above, the chi-square criterion was not met for any of the datasets.
CFA fit values for observed and simulated ten-item CATs
Several CFA fit statistics for ten-item CATs based on the PROMIS 47 data subsets (PROMIS-CAT a-j ) were substantially better than those for the full 47-item bank; for example, the mean CFI value for the most frequently administered ten-item CATs was 0.980 (compared with 0.913 for PROMIS 47 ). Only one of the CATs had a CFI value below, albeit minimally, the published criteria of [0.95 (PROMIS-CAT a CFI = 0.949). Neither the PRO-MIS-CAT a-j mean RMSEA of 0.157 nor the mean WRMR of 2.373 conformed to the published fit criteria of\0.06 and \1.0, respectively; however, the WRMR was closer and the RMSEA was substantially closer than the values for the full 47-item dataset. The mean SRMR value for PROMIS-CAT a-j (0.034) was almost half the value obtained for the full 47-item PROMIS dataset (0.062). The RMSEA values were an exception; there was little difference between the mean RMSEA value for PROMIS-CAT a-j (0.157) and the value obtained for the full 47-item PROMIS dataset (0.159).
With the exception of the chi-square statistic, all fit statistics for each of the SIM.NORM-CAT a-j conformed to 47 . In contrast to the comparison between results for PROMIS 47 and PROMIS-CAT a-j , number of items had little observable impact on fit values for these data simulated both to fit the GRM and to be normally distributed as assumed in factor analysis. The SIM.PROMIS-CAT a-j results provide an interesting contrast because they are based on data that fit the model but have a skewed distribution that mirrors the observed data. All SIM.PROMIS-CAT a-j results conformed to published CFI, NNFI, and SRMR criteria, but all did not meet RMSEA and WRMR criteria. RMSEA values ranged from 0.057 to 0.136, with values for four of the ten above the published cutoff of \0.06. WRMR values ranged from 0.660 to 1.971, with values for three of ten above the published cutoff of \1.0. These results suggest that RMSEA and WRMR are affected by the distribution of the data-even data generated to fit the GRM model-and that the direction of influence when data are skewed is toward putative indication of poorer fit. This result for the WRMR is especially notable because it has been reported to be robust to the impact of data skewness [24, 25] . There was no similar effect of skewness on observed values of CFI, TLI, or SRMR values. However, because the values for these statistics were at the end of the range in each case, it is not possible to ascertain whether this result proceeds from the robustness of these statistics or their lack of sensitivity.
CFA fit values for randomly selected ten-item subsets
The average fit values for the randomly selected ten-item subsets (PROMIS-RAND a-j ) were better than those for the full 47-item PROMIS bank and similar to the values for PROMIS-CAT a-j . This suggests that the better fit of the ten-item CATs compared with the full bank was not due to the CAT algorithm choosing the best and, presumably better-fitting, items.
CFA fit values for PROMIS-SUB 5-10
The results for subsets of items comprised of five through ten items indicated an impact of number of items on values of the fit statistics. CFI, RMSEA, SRMR, and WRMR values improved with each reduction in the number of items from ten to six items. The five-item subset was an exception. All fit values were the same or worse for the five-item set. NNFI values improved with each reduction from ten items to nine and to eight items, but not for seven items. The trend toward better fit values with fewer items is expected since fewer items allow fewer opportunities for shared variance between pairs of items. The values of the five-item subset varied from this trend. The impact of having such a small number of items to identify the factor may have outweighed the impact of decreased opportunity for unmodeled, shared variance between item pairs. Though the trend toward better fit with fewer items did not follow with the reduction from six to five items, all values for PROMIS-SUB 5 (as well as PROMIS-SUB 6-10 ) were substantially better than those obtained for the 47-item bank. For example, for the five-item subset, the RMSEA value was 0.108, compared with 0.159 for the full 47-item bank; and the WRMR value for the five-item subset (1.357) was less than half that of the full bank (2.873).
Parallel analysis
The first three eigenvalues generated from the parallel analysis were 30.7, 2.2, and 1.4. The first three PROMIS 47 data eigenvalues were 36.2, 2.1, and 1.2. These results support a one-factor solution because only the first PRO-MIS 47 eigenvalue is greater than those generated in the parallel analysis. Recall that the parallel analysis algorithm accounted for the skewness of the distribution as it was based on the distribution of the observed data [37] .
Bifactor analysis
We conducted two bifactor analyses. One modeled a general factor and two group factors. The other modeled a general factor and three group factors. The particular group factor on which each item loaded in these analyses is reported in the Appendix. The results were similar for the model with two and with three group factors. In the model with two group factors, the group factors accounted for 10.0% of the total variance (11.9% of the common variance); the general factor accounted for 74.4% of the total variance (88.1% of the common variance). In the model with three group factors, the group factors accounted for 10.4% of the total variance (12.2% of the common variance); the general factor accounted for 74.8% of the total variance (87.8% of the common variance). For both the two-and three-group bifactor models, the loadings on the general factor were very similar to the factor loadings of a first-order one-factor solution. The absolute differences ranged from 0.00 to 0.06, suggesting little disturbance in factor loadings by unmodeled secondary factors. Fit values for the two-and threegroup bifactor models were, respectively, CFI = 0.923, 0.934; NNFI/TLI = 0.995, 0.995; RMSEA = 0.109, 0.102; SRMR = WRMR = 1.596, 1.519.
Discussion
This study explored the application of CFA fit statistics in a very specific context-assessing whether an item bank dataset is unidimensional enough for modeling using IRT. Though reasonable on the face of it, such an application encounters challenges in the context of item banking where responses to large numbers of items are modeled and where data often are skewed. Thus we designed a study to demonstrate how fit statistics values are influenced under these conditions. The results call into question the common practice in item bank development of using published CFA fit standards as arbiters of whether data are unidimensional enough for calibration using unidimensional IRT models. Relying on these standards to determine whether responses to the PROMIS Pain Impact bank met IRT's unidimensionality assumption would leave us in a quandary since our conclusion would depend upon the particular fit statistics invoked. The bank could be argued to have very good fit based on the NNFI/TLI value of 0.989, or very poor fit based on the RMSEA of 0.159 and WRMR of 2.873.
The CFI and SRMR values for the real data were substantially improved with reduction in the number of items in the bank. RMSEA and WRMR values also improved, but not as substantially as those of the CFI and SRMR. Because the design of our study did not allow us to separate the effects of number of items from the effects of multidimensionality, we cannot say what drives these differences in fit statistic values. It may be that RMSEA and WRMR values are more robust than those of CFI and SRMR to reduction in number of items. However, an alternative conclusion is that CFI and SRMR are more sensitive to reduction in number of items, and RMSEA and WRMR are more sensitive to the presence of secondary dimensions. The bifactor results give some support for the latter conclusion. All fit statistics improved for the twoand three-group bifactor models, but the improvements were greater for the RMSEA and WRMR. The CFI value was 0.913 for the one-factor CFA of the PROMIS 47 data and 0.923 and 0.934 for the two-and three-group bifactor models, respectively. Differences for the RMSEA values were more substantial. For the one-factor CFA, the RMSEA was 0.159, and was 0.109 and 0.102, respectively, for the two-and three-group bifactor models. The WRMR also improved substantially when subdimensions were modeled in the bifactor models. WRMR values were 2.873 for the one factor CFA, and 1.596 and 1.519 for the twoand three-group bifactor models.
The only fit statistic whose values were high across all conditions was the NNFI/TLI. Our experience with NNFI/ TLI values in our studies and those of others is that this statistic tends to be insensitive to model misfit making it a robustly ''agreeable'' statistic. This may explain the frequency with which NNFI/TLI values are reported in the literature, but we question whether it is a statistic of much value in this context.
In summary, this study demonstrated that two of the most distinctive characteristics of health outcome item banks, large numbers of items and skewed data distributions, can impact CFA fit results dramatically. We should clarify that these results do not lead us to criticize CFA, per se, or its use in exploring the dimensionality of a dataset. Our criticism is of the mechanical use of CFA fit criteria as a ''permission slip'' for modeling data using IRT. Nor do we claim to have discovered anything new about CFA or fit statistics. Rather we have demonstrated the responsiveness of commonly used fit statistic to characteristics of data typically observed in item banking contexts.
Our results lead us to concur with Reise and colleagues' contention that nonhierarchical CFA, though it may be useful in exploring content heterogeneity, is unsatisfactory for judging whether data are sufficiently unidimensional for IRT analyses [38, 39] . We further concur that bifactor analysis is a viable alternative that allows evaluations more conceptually proximal to the question at hand. After modeling the PROMIS Pain Impact data with bifactor models, we were able to estimate the saturation of the data by a dominant factor and to evaluate the relative impact of secondary dimensions. By comparing factor loadings from the first-order and bifactor models, we estimated the degree to which unmodeled multidimensionality distorted results.
Though investigators and journal reviewers understandably appreciate the simplicity and putative clarity of comparing CFA results to traditional cutoffs and standards, we cannot recommend this approach. Our results demonstrated how sensitive CFA fit values are to factors other than dimensionality of the data. This leads us to favor a more investigative approach when evaluating whether data are sufficiently unidimensional for IRT modeling.
Our final conclusion concerns the appropriateness of the PROMIS 47 data for analysis using IRT models. As has already been noted, were we to appeal to CFA fit criteria in this decision, our conclusion would depend on the fit statistic selected. Based on published NNFI/TLI and SRMR standards, the data fit a unidimensional model. Based on published CFI, RMSEA, and WRMR standards, the data do not fit a unidimensional model, and with respect to the latter two statistics are far from fitting. However, the results of the bifactor analysis provided strong support for modeling the data using a unidimensional model. The secondary dimensions combined accounted for no more than 10% of the total variance and 12% of the common variance. The general factor clearly dominated, accounting for, in the two-and three-group models, respectively, 74% and 75% of the total variance and 88% of the common variance. We judge this result and the fact that first factor loadings were similar to be adequate evidence for the essential unidimensionality of these data and the appropriateness of applying a unidimensional IRT model.
Limitations and directions for future research
A limitation of this study is that only one skewed and one normal distribution were simulated and evaluated. A more comprehensive approach was outside the scope of this study-namely, to conduct analyses on multiple simulated datasets. This would allow more thorough examination of number of items and the level of skewness on CFA results. Though we think such a study would be informative, we do not think its chief purpose should be to construct arguments regarding which fit statistic or cutoff values are most appropriate, nor do we think the purpose should be to develop a set of criteria for large item banks that have skewed distributions. In our opinion, such a goal is neither wise nor attainable. We recommend the use of bifactor analysis as an adequate and informative approach to evaluating the appropriateness of modeling data using a unidimensional IRT model.
Another limitation is the nature of the real dataset. A large portion of persons reported having no pain impact. Future studies should evaluate the substantive meaning and methodological impact of including or not including responses of persons who report none of the trait being measured.
See Table 5 . 
