Using the helix-coil transitions of alanine pentapeptide as an illustrative example, we demonstrate the use of diffusion maps in the analysis of molecular dynamics simulation trajectories. Diffusion maps and other nonlinear data-mining techniques provide powerful tools to visualize the distribution of structures in conformation space. The resulting low-dimensional representations help in partitioning conformation space, and in constructing Markov state models that capture the conformational dynamics. In an initial step, we use diffusion maps to reduce the dimensionality of the conformational dynamics of Ala5. The resulting pretreated data are then used in a clustering step. The identified clusters show excellent overlap with clusters obtained previously by using the backbone dihedral angles as input, with small-but nontrivial-differences reflecting torsional degrees of freedom ignored in the earlier approach. We then construct a Markov state model describing the conformational dynamics in terms of a discrete-time random walk between the clusters. We show that by combining fuzzy C-means clustering with a transition-based assignment of states, we can construct robust Markov state models. This state-assignment procedure suppresses short-time memory effects that result from the non-Markovianity of the dynamics projected onto the space of clusters. In a comparison with previous work, we demonstrate how manifold learning techniques may complement and enhance informed intuition commonly used to construct reduced descriptions of the dynamics in molecular conformation space.
I. INTRODUCTION
In theoretical and computational descriptions of the motion of macromolecular systems, the high dimensionality of the underlying conformation space entails a major challenge with respect to the sampling of the essential dynamics, and to the analysis of the resulting trajectories in terms of relevant degrees of freedom. Earlier studies using simple dimensionality reduction techniques, in particular variations of principal component analysis, [1] [2] [3] showed that projections onto low-dimensional manifolds can capture even the complex motions of a protein with a manageably small number of degrees of freedom. However, the energy landscape of (bio)polymers and the corresponding structure of populated regions in conformation space are often quite complex. As a result, we expect that linear projection methods will not necessarily provide us with the optimal (lowest-dimensional) representations that reliably separate conformational basins in a clear and useful form. 4, 5 A long-standing goal has thus been to develop nonlinear projection/embedding methods for the a) Currently at Department of Biochemistry and Molecular Pharmacology, University of Massachusetts, Worcester, Massachusetts 01655, USA. b) Authors to whom correspondence should be addressed. Electronic addresses: yannis@princeton.edu and gerhard.hummer@biophys.mpg.de.
parsimonious description of macromolecular conformation space. Low-dimensional representations of a high-dimensional conformation space constitute powerful visualization and analysis tools, and can be used to increase the efficiency of sampling in atomistic simulations. The competing requirements to include large numbers of degrees of freedom, to resolve even the finest time scales of covalent bond motions and atomic collisions, and to overcome high enthalpic barriers between large conformational basins stand in the way of proper sampling with direct molecular simulations. With good low-dimensional representations the sampling problem can be addressed using a host of powerful biasing techniques ranging from umbrella sampling 6 to metadynamics 7 and beyond. In poor representations we expect large hysteresis effects because distant, slowly equilibrating regions of conformation space are erroneously not separated in projection. 8 By contrast, in a good representation the projection provides us with suitable "reaction coordinates" 9 along which the motion has minimal memory effects; 10 even driven motion in such coordinates is expected to stay close to equilibrium, thus minimizing dissipation effects because of coupling to unrelaxed motions transverse to the chosen reaction coordinate. Examples of work motivated by these ideas and making use of biased sampling in reduced coordinates include accelerating stochastic simulations 11, 12 and systematically identifying low dimensional parametrizations of a biomolecule's free energy surface. 13 An alternative approach to obtaining reduced sets of good global reduction coordinates is to group states locally (as cells in conformation space) and to summarize the dynamics in terms of transitions between such groups. This approach has a long tradition in chemistry, and, in particular, in the concise description of population changes in chemical reaction kinetics. Such projections onto discrete sets of states naturally lead to descriptions of the dynamics in terms of Markov state models 14 or coarse master equations 15, 16 with discrete timestepping or continuous dynamics, respectively. Coarse master equations and Markov state models have attracted much attention because they can be constructed directly from molecular dynamics simulations, [15] [16] [17] [18] [19] [20] [21] with the aim to capture the dynamics of most interest, occurring over long time scales. The success of such models, however, strongly depends on the ability to decompose conformation space into a set of meaningful metastable states, associated with low free energy (meta)basins.
In this work, we illustrate the construction of a link between the global and local approaches to dimensionality reduction. Following an initial, data-mining based dimensionality reduction step, we identify possible metastable states within the new, reduced space.
The first step in this strategy relates, conceptually, to data pretreatment ideas used in time series prediction. In the context of a molecular simulation, we think of a trajectory as a set of N points x i in the 3S-dimensional conformation space, where S denotes the number of atoms in the molecule. The assumption is that there exists an underlying l-dimensional manifold (l 3S) close to which the physically important system dynamics takes place. The initial goal is to embed the high-dimensional simulation data in an l-dimensional space in a way that consistently groups related conformations together, and separates different ones. Beyond serving as a visualization aid, a successful embedding should also provide a basis for the identification of metastable states for the system of interest. The embedding procedure we use aims to avoid common problems resulting from molecular distance metrics, such as the root-mean-square deviation (RMSD), that work well for short distances between highly similar structures, but lack discriminating power for larger distances. This issue may also be mitigated by initially dividing up the conformation space very finely and subsequently lumping states together. 19, 22 In the limit of a very fine partitioning, the Markov state model approaches a diffusion model. 23 A number of nonlinear dimensionality reduction techniques have been developed in recent years. [24] [25] [26] In this paper, we use the diffusion map (DM) approach, [27] [28] [29] [30] [31] which has previously been applied to molecular simulation data. 30, [32] [33] [34] The central idea of DM is to take high-dimensional data that lie on, or close to, a nonlinear low-dimensional manifold and embed them in a low-dimensional space in a way that preserves the intrinsic geometry of the data. In a second step we then construct a Markov chain model formulated in this reduced-dimensional embedding space. To illustrate and test this two-step approach we studied the conformational changes of the small molecule alanine pentapeptide (Ala5) (see Fig. 1(a) ) in explicit water. We deliberately chose a force field 35 that over-emphasizes the helix content of Ala5 to obtain a minimal model of the helixcoil transition. In this system, the folding transitions between extended coil structures and the folded helix occur on time scales short enough to be accessible to unbiased molecular dynamics simulations. The system thus provides a useful benchmark sharing much of the complexity of larger-scale molecular simulation problems. We also chose this system because it has been studied in detail by Buchete and Hummer (BH), 16 who used informed intuition to partition conformation space and to formulate a master-equation model that describes its dynamics.
The paper is structured as follows: In Sec. II, we outline the DM technique. The details of the molecular dynamics simulation are given in Sec. III, which also summarizes the master-equation model of BH as a basis for comparison. Section IV presents the results of applying the methodology to Ala5; the paper concludes with a brief summary and discussion of these results and of important features of the approach.
II. THEORY

A. Diffusion map
Applied to molecular systems, DM [27] [28] [29] [30] [31] [32] allows us to perform nonlinear dimensionality reduction in the space of molecular conformations, based on (large, hopefully representative) ensembles of such conformations from simulation data. Consider such an ensemble of N sampled conformations. We construct the N × N matrix W whose elements are given by
where k is a kernel function (here the diffusion kernel), d is a pairwise similarity measure (a distance metric) and is the kernel width (a system-dependent parameter whose choice is discussed in Appendix A). There are different possible candidates for d-the Euclidean distance being the obvious one-and the analysis would be better served if one were to select a metric which reflected well the underlying system dynamics. In this sense, a more informed choice is expected to produce more revealing results. The matrix W can be interpreted as the adjacency matrix of a graph, each of whose nodes represents one of the data points. We then construct the row-stochastic matrix
where D is a diagonal matrix with elements 
T . Within the DM formulation, the probability of the random walk being at the point x j after t steps given a starting point of x i is given by
On the basis of this definition and given the context of a random walk on the data graph, it makes sense to think about the similarity between two points in terms of their "dynamic proximity"-the "ease" of transitioning from one conformation to the other. This motivates the definition of the diffusion distance between points x i and x j as
In a "dynamically meaningful" lower-dimensional representation of the data, the Euclidean distance in the new embedding space should correspond to the relative "ease of transitioning" between states. The mapping from the original space into the new DM space is
It can be readily shown 29 that the diffusion distance between two points is indeed equivalent to their Euclidean distance in DM space,
In many practical applications one observes a gap in the eigenvalue spectrum of the matrix A, and the diffusion distance may be well approximated by using just the l N eigenvectors corresponding to the leading l eigenvalues (not counting λ 0 ). This then achieves the dimensionality reduction, and the l-dimensional DM embedding at t = 0 is defined as
Depending on the time-horizon over which transitions are examined, one may also use the "time-t embedding" (Eq. (6)), e.g., see Ref. 36 .
III. MOLECULAR DYNAMICS
A molecular dynamics simulation of Ala5 in explicit solvent was performed using the GROMACS 4.0.7 molecular simulation package 37 with the AMBER-GSS force field 35 ported to GROMACS. 38, 39 The simulation box contained 1050 TIP3P water molecules. 40 We used periodic boundary conditions and the particle mesh Ewald method 41 for long-range electrostatic interactions. The simulation was performed in the NPT ensemble, using a stochastic dynamics integrator at 350 K. This temperature is close to the mid-point of the helix-coil equilibrium, with roughly 65% of the population in the helical state. The pressure was maintained isotropically at 1 bar using the Parrinello-Rahman barostat. 42 Bond lengths involving hydrogen atoms were constrained. 43 The simulation used a time step of 2 fs. The production portion of the simulation used in this work lasted 100 ns, with 50 000 structures saved at 2 ps intervals.
A. Reference master equation
To compare our results to the analysis of BH, we first introduce relevant notation to describe the Ala5 conformation space. To write their master equation model, BH initially partitioned conformation space into 32 (2 5 ) substates based on a "helix" or "coil" designation for each of the molecule's 5 residues. In one approach, this designation is based on the instantaneous values of the φ [C-N-C α -C] and ψ [N-C α -C-N] backbone dihedral angles-see Fig. 1(b) . Each substate is assigned a 5-digit binary label with 1 and 0 indicating residues in the helical and coil regions of the Ramachandran map ( Fig. 1(b) ), respectively, and residues from the N to the C terminus ordered left to right. As is evident from the figure, the coil designation for any of the five dihedral angle pairs includes a large section of the Ramachandran map, and thus potentially very different structures. BH later coarse-grain the system further, arriving at a four-state model which recovers the slowest relaxation processes in the system. These four states include two folded states (labeled F1 and F2) and two unfolded ones (labeled U1 and U2). As a first goal, we explore the extent to which the DM embedding, without explicit exploitation of the known peptide stereochemistry, recovers these fine and coarse partitionings of the Ala5 conformation space.
IV. RESULTS
A. Dimensionality reduction
We use N = 50 000 snapshots from the molecular dynamics trajectory for our analysis. This choice of subsampling the MD simulation attempted to balance the computational burden of the eigendecomposition of the diffusion map matrix and the need for representative phase space sampling. Each data point is represented by a vector containing the coordinates of all atoms in Ala5 except the hydrogens (S = 30). The omission of the hydrogen atoms allows us to discard from the analysis fast modes of the molecule's dynamics. To establish structural similarities between various conformations we pairwise align the structures using the algorithm by Kabsch. 44 This alignment ensures that we remove trivial translational and rotational differences between individual configurations prior to computing a meaningful distance between them. The RMSD was the distance metric d(x i , x j ) used in our diffusion kernel and the value of the parameter was set to 0.1667 Å 2 . (See Appendix A for details on selecting a suitable value for .)
In a future publication we plan to detail the outcome when using different metrics, and in particular, a dihedral angle-based distance metric, which more directly captures the conformation dynamics of Ala5.
The eigendecomposition of the DM matrix A constructed from the data was performed using the ARPACK 45 numerical library. The eigenvalue spectrum ( after the 13th eigenvalue (λ 12 in our numbering). A quick computational test (see Ref. 46) shows that each of these eigenvectors corresponds to a different direction on the lowdimensional manifold (no eigenvector appears to be a "higher harmonic" of a previous one). This suggests that the eigenvectors corresponding to the 12 leading eigenvalues (excluding λ 0 ) would be sufficient to achieve an adequate global embedding of the trajectory. In practice, it has been observed that different eigenvectors resolve different portions of the data (see also Ref. 13) .
Figure 2(a) shows the data mapped onto three DM coordinates (the first, second, and ninth eigendirections). The points are colored according to the previously mentioned four coarse BH states (F1, F2, U1, U2). The choice of eigenvectors for this and later visualizations was motivated by an effort to find projections that most clearly separate (selected) BH states/substates in a 3d (or 2d) representation. This embedding demonstrates a certain degree of separation (although not complete) between the coarse states. Conformations in the two unfolded states (yellow and red points, respectively) tend to occupy separate sections of the approximately tetrahedral arrangement of points. The lower right-hand vertex of the tetrahedron is predominantly made up of the two folded states (dark and light blue). Loosely speaking v 1 appears to organize points according to a folded/unfolded criterion, v 2 distinguishes the points in state U2 and v 9 does the same for the points in state U1. Zoom-ins reveal further structure. To explore the clusters naturally arising in the DM embedding, and to quantify the extent to which they relate to the BH substates, we next perform a cluster analysis in DM space.
We have already pointed out that the Euclidean distance between points in DM space corresponds to the diffusion distance between them. Clustering based on Euclidean distances in DM space is, therefore, clustering using the diffusion distance in the original space. If the diffusion distance is representative of the dynamic proximity of points (molecular conformations in our case), one might expect clustering in DM space to be more informative than clustering in physical space.
B. Clustering
Clustering in the reduced 12-dimensional space was performed using the k-means algorithm 47 as implemented in MATLAB TM . The number of clusters, k, is an input to the algorithm. We used a range of k values and for each k, 10 random initializations were performed. After clustering was completed, the result with the lowest value of the objective function was selected as the clustering result for the given k. To choose an optimal k, we rated the clusterings according to the degree of successful assignment of the points. This was assessed by using the silhouette score, 48 which is a measure of how well each point fits in the cluster to which it has been assigned. The silhouette score for a point i is given by
where a(i) represents the average distance between point i and all points in its cluster and b(i) is given by the average distance between point i and all points in the closest neighboring cluster. Any point with s(i) ≤ 0 is considered misassigned. We assess the clustering results for different cluster numbers on the basis of the average silhouette score s over all points as well as the fraction of misassigned points (see Fig. 3 ), and select to focus on the apparently optimal 16-cluster representation.
C. DM visualization of clusters
Figure 4 visually compares our DM clusters with the BH substates and states. The top middle panel (Fig. 4(b) ) shows (a zoom-in of) the separation of the two folded states (dark and light blue for F1 and F2, respectively). When we look at the same section of the data, but this time in terms of our clusters (Fig. 4(c) ), we find two clusters corresponding to the two folded states. The bottom row (Figs. 4(d)-4(f) ) shows an analogous result, but for the points in state U1. Comparing the middle and right bottom panels of the figure, we see that clusters naturally found in the data correspond overall consistently with the U1 substates.
The heat map in Fig. 5 summarizes the degree of overlap between the identified DM clusters and the BH substates, which we will now proceed to examine in more detail. Note that cluster indices (as they result from the k-means algorithm) have been systematically reordered for consistent comparisons, based on the conformations they contain, so that the heat map acquires a diagonally dominant appearance.
We start with the following observations: (a) all BH substates in state F1 are grouped into a single cluster; (b) pairs of BH substates which differ just in their 5th residues tend to occupy the same cluster; and (c) the correspondence between DM clusters and BH substates is not perfect (the heat map is not perfectly diagonal).
A specific example of this non-perfect correspondence is provided by a close look at state F2, which predominantly is contained in cluster 12, but also forms a subpopulation of 00100  00101  10100  10101  00110  00111  10110  10111  00000  00001  00010  00011  01000  01001  01010  01011  10000  10001  10010  10011  11000  11001  11010  11011  01100  01101  01110  01111  11100  11101  11110 (Fig. 6(c) ). Clearly the split of F2 points into different DM clusters is strongly correlated with the value of the dihedral angle ψ 1 . Similar observations arise when focusing on other sections of the data. A second example involves the U1 states 01010/01011. According to the heat map in Fig. 5 , points from these BH substates are predominantly found in DM cluster 7, with some also present in cluster 11. Figure 6(d) shows just the points in these two BH substates, while Fig. 6(e) shows the same points colored according to their DM assigned cluster. Figure 6 (f) and the inset demonstrate, just as in the previous example, that the DM cluster assignment is correlated with a physical variable-the value of the dihedral angle ψ 1 . Note that for these two BH substates, residue 3 also has the coil (0) designation, but the conformations show limited variation in the value of ψ 3 (not shown).
The fine structure in dihedral angle space is, therefore, one of the factors responsible for the not-entirely-perfect correspondence between DM clusters and BH (sub)states. This fine structure was ignored in the BH partitioning of conformation space, where the focus was primarily on the helixcoil transition; it is therefore not surprising that discrepancies arise at this level, and reassuring that they can be clearly rationalized.
Another observation from the heat map in Fig. 5 is that clusters appear to spontaneously "pair up" conformations that differ in the coil-helix designation of only the fifth residue. Interestingly, this C-terminal residue was found by BH to relax rapidly (compared to the others); so this grouping into 16 rather than 32 clusters, as obtained entirely from structural data, is consistent with the physical dynamics. In summary, DM analysis leads to a lower-dimensional representation of the data, which clusters points (molecular conformations) in a manner reasonably consistent with the BH description. Moreover, this embedding contains an added level of detail: we see that we are generally able to meaningfully further resolve structure within the Ramachandran map underlying the coil designation.
D. Clustering in physical space
For comparison purposes, clustering in the original highdimensional physical space of Cartesian coordinates was also performed by using the original RMSD metric instead of the diffusion distance. Figure 3 shows a comparison of the silhouette scores and the fraction of misassigned points for clustering in physical space as well as in DM space. Overall, physical space clustering results in significantly lower silhouette scores and systematically higher fractions of misassigned points, which together suggest less well defined clusters compared to the DM case. We looked in greater detail at the 12-and 16-cluster results (the former, because it shows the lowest fraction of misassigned points; the latter, in order to allow direct comparison with the DM case) and found poorer correspondence to the BH substates than in the DM result (see Appendix C). However, we did observe that the k = 2 partition is very well matched with BH's coarse folded (F1 and F2) and (U1 and U2) unfolded states (see Table I ). We conclude that clustering in the physical space works well on the coarsest scale, but is outperformed by clustering in the DM space when it comes to resolving the more detailed BH substates.
E. A Markov state model
In order to explore the dynamical relevance of the identified clusters we construct the corresponding discretestate, discrete-time Markov model. The construction of such Markov models from molecular simulation data has been discussed elsewhere 17, 18 , 21 -here we simply apply some of those ideas. For clarity, we first briefly summarize some key relevant features. In the process of clustering, we have partitioned conformation space into k = 16 non-overlapping states. The successive visits to these states, which make up the trajectory, are assumed to constitute a realization of a stochastic process observed at discrete times. The Markov property requires that the conditional probability of future states be independent of the history of the process prior to the current state. If this property holds, then we can describe such a process by a k × k transition matrix ( t) whose elements nm represent the probability of finding the system in state n at time t + t after observing it in state m at time t. (We note that the matrix ( t) describes Markovian transitions between the states of the reduced model, whereas the matrix A defined in Eq. (2) used in the DM construction describes transitions between the individual structures defining the data graph.) If we consider a vector P(l t) whose nth element is the probability of finding the system in state n at time l t, then we can compute the probabilities at the next discrete time step as
The matrix has left eigenvectors z 1 , . . . , z k and eigenvalues μ 1 , . . . , μ k , where |μ 1 | ≥ |μ 2 | ≥ . . . ≥ |μ k | (here we start indexing at 1 instead of 0, in order to match BH's notation). By construction, is column-stochastic, which implies that it has an eigenvalue 1. It can be shown that |μ i | ≤ 1, and therefore we have μ 1 = 1. The corresponding right eigenvector (when properly normalized) can be readily seen (just by observing Eq. (10)) to represent the stationary probability distribution.
The left eigenvectors may be used to group states (as in spectral clustering 49 ) and can provide information about the nature of the dynamic processes "captured" by the model. Following the work of BH, we use the z i normalized to the interval [0, 1] to compute the quantities σ i (s) (defined as the splitting probabilities 50 ) for each cluster s,
where z i (s) denotes the sth element of the eigenvector z i . In this way, each eigenvector divides clusters into two groupsone for those with values of σ i < 0.5 and one for those with σ i ≥ 0.5. We estimate ( t) from the trajectory as follows. We construct the matrix T, whose elements T nm are the number of transitions from state m to state n as observed at discrete time interval t. The condition of detailed balance requires that at equilibrium T nm = T mn . To impose this condition, we symmetrize T by setting T sym = T + T (the in the superscript of the preceding expression signifies the transpose). It should be noted that the imposition of detailed balance may also be seen as supplementing the transition matrix with transitions that would have been observed by running the simulation backwards in time. 51 We then approximate the transition probabilities by
This expression represents the most likely transition matrix given the observed transitions. However, it should be noted that the finite size of the available data introduces error into this estimate and methods based on Bayesian statistics have been developed to handle this issue. 52, 53 A realization of a Markov process will also appear Markovian if observed on coarser time scales. This is because a large step with a corresponding transition matrix is equivalent to multiple smaller steps using the original transition matrix. That is, (l t) = [ ( t)] l , where l is some integer, and we now refer to l t as the lag time (in our case t = 2ps, because we chose to record MD observations at this interval). This necessarily implies that the corresponding eigenvalues would be similarly related:
l . It follows that the eigenvalues of the transition matrix (except μ 1 ) decay exponentially with increasing lag time and the corresponding relaxation times are computed this way,
For a true Markov process, the τ i must be independent of the lag time and we use this property to test the Markovianity assumption for our data. In general, depending on the time scales of the process we observe, we may expect Markovianity to be applicable only at long enough lag times. After filtering out fast recrossings across state partition boundaries, we expect (based on the work of BH) that the lag-time dependence in the current example will be attenuated. Figure 7(top) shows the 9 slowest relaxation times as functions of lag time. Clearly, the dynamics are nonMarkovian at short lag times, but then appear to approach Markovian behavior at longer times. At the longest lag times considered, the slowest relaxation time, τ 2 , ultimately plateaus at approximately 1500 ps. This is in reasonable agreement with the value reported by BH 16 for this temperature (τ 2 ≈ 1200 ps), yet it takes a lag time of ∼600 ps to approach this limiting value.
F. A fuzzy Markov model
Our analysis of Markovianity exhibits the hallmarks of well-known deficiencies in cluster-based Markov state model construction: whereas the relaxation times of the fast processes reach their plateau values relatively quickly, the time scales of slow processes increase slowly with the lag time before finally converging. This is not the result of insufficient sampling: we have sampled for 100 ns, many multiples of the slowest relaxation time. In addition, the BH study was based on trajectories that were twice as long and found qualitatively similar results, in particular with respect to the time scales of relaxation. A very likely reason for non-Markovianity is apparent in Fig. 5: cluster 13 contains not only folded, helical structures, but also a small subpopulation of unfolded, coil structures. The fast escape from this subpopulation will contaminate the convergence of eigenvalues of folding and unfolding, occurring over longer time scales. 4 5 6 7 8 9 10 11 12 13 14 15 16 Three possible ways of addressing this general issue are (a) to use a different, more informative metric for the similarity between configurations in the DM construction; (b) to expand the number of discrete states; and (c) to perform clustering using a more thoughtful state assignment procedure. Based on the above observations for cluster 13, we focus here on the latter approach.
We replace the hard clustering algorithm with a fuzzy one-Fuzzy C-means (FCM) 54 as implemented in MATLAB TM . (We used a value of 1.4 for the "fuzzifier parameter" (m), because the commonly used value of 2 produced a clustering that was uninformative-all points were assigned equal membership to all clusters.) We should also note that linking fuzzy clustering algorithms with the geometry that diffusion induces on data has also been successfully implemented in the DifFUZZY algorithm of Cominetti et al. 57 The fuzzy clustering algorithm allows us to identify those points in a cluster that unambiguously belong to it. For every point i, the algorithm returns a grade u ij ∈ [0, 1] indicating the point's degree of membership in cluster j. The values 0 and 1 indicate no membership and full membership, respectively. We select all points i with u ij = 1 and assign them to the corresponding clusters j-these form the cluster cores, which we assume to represent true metastable states. The remaining unlabeled points along the trajectory are assigned to one of the cores in a procedure which is inspired by transition path sampling ideas. 9, 55 BH call this procedure TransitionBased Assignment (TBA), where the assigned cluster index is To Be Announced(!) only at the end of a transition path, and use it to refine their substate definitions. A similar procedure performed well in numerical tests by Metzner et al. 53 The FCM+TBA procedure is applied as follows: if the trajectory leaves one of the cores, and some time later returns to the same core without having entered any other cores, all intermediate unlabeled points are assigned to this core, i.e., no transition took place. If the trajectory leaves a core and some time later visits another core, the first half of the intermediate unlabeled points are assigned to the first core and the second half to the second core. In this way, all of the unlabeled points are assigned to one of the cores. In our example, this procedure results in ≈12% of points changing their assignment.
As one might expect, this FCM+TBA procedure results in higher self-transition probabilities and longer average lifetimes for all clusters (Fig. 8) . As a result, we observe less frequent recrossings between clusters. Figure 9 shows such a comparison of recrossings when the trajectory is recorded Simulation Steps Cluster Number   FIG. 9 . Trajectory mapped onto the k-means clusters (top) and the FCM+TBA clusters (bottom). Segments with rapid exits from the "folded" cluster 13 are marked by red ovals. In the assignment of BH, the structures visited in these brief entries into cluster 13 tend to fall into the small subset not part of the F1 state, as illustrated in the heat map of Fig. 5 . The fuzzy clustering of the FCM+TBA state assignment effectively eliminates these brief entries, explaining the greatly improved convergence of the fuzzy Markov model. (Fig. 5) ; blue -F1, cyan -F2, red -U1, yellow -U2, blackcannot be unambiguously assigned.
in terms of k-means cluster assignments (top) and in terms of FCM+TBA cluster assignments (bottom). Three particularly problematic regions with frequent short-lived visits to the "bad" subpopulation of cluster 13 are marked in the figure. Figure 7 compares the convergence of relaxation times for the two methods of cluster assignment. Remarkably, even at lag times of only 2 ps FCM+TBA produces a value of 1100 ps; for comparison, the traditional approach gives a value of only 100 ps. Overall, the combination of FCM and TBA substantially attenuated non-Markovianity effects.
One of the goals of Markov state model construction is to identify the slowly relaxing metastable "superstates" (e.g., the F and U states in BH). Based on our transition matrix, we use the leading nontrivial eigenvectors to help lump the clusters into such superstates by computing splitting probabilities (Eq. (11)). Figure 10 shows such a lumping of clusters: the first non-trivial eigenvector v 2 separates clusters 12 and 13 from the rest, suggesting a two-state (folded-unfolded) description, consistent with our expectations (as can be seen in Fig. 5 , clusters 12 and 13 largely correspond to states F1 and F2, and the rest to the unfolded states). The second non-trivial eigenvector v 3 serves to split the folded superstate, separating cluster 12 from cluster 13. It also separates cluster 14, which contains points from both U1 and U2 from all the other unfolded clusters. Finally, the third non-trivial eigenvector v 4 splits the unfolded superstate into two groups of clusters corresponding to BH's U1 and U2 states, respectively. We find the consistency of the superstates derived from our model with BH's coarse states encouraging.
V. CONCLUSIONS
In this paper, we illustrated the use of Diffusion Maps (a nonlinear manifold-learning technique) in processing molecular simulation data representative of folding transitions in alanine pentapeptide. Embedding the data in the lowerdimensional DM space not only provides a basis for visual representations of the high-dimensional peptide conformation space, but also enhances the identification of dynamically important substates using clustering tools. The comparison of DM-space clusters with the clusters identified in Ref. 16 supports the informed intuition of the previous work, in which structures were grouped based on their backbone dihedral angles; furthermore, the DM clustering helps identify and explain certain assignment inconsistencies by resolving dihedral motions ignored in the binary helix-coil scheme of BH. Given an informative embedding, the construction of Markov models by partitioning DM space becomes an obvious next step. Accordingly, we determined Markov state models from the MD dynamics projected onto the DM space clusters. In the construction of these models, tools developed for the fine-tuning of datapoint assignments in the clustering process can naturally be used to good effect in the new embedding. In particular, the combination of fuzzy clustering techniques (here fuzzy C-means clustering) with transition-based assignments of the state (using only core sets) filters out fast recrossings between states. Such recrossings arise commonly in state-assignments based on instantaneous projections. Their elimination in FCM+TBA thus effectively suppresses nonMarkovianity effects at short observation times. 16, 53 Ultimately, the success of the MD trajectory analysis process is underpinned by two factors. The first is the (assumed) inherent low-dimensionality of the effective dynamics; if it is not there, it simply cannot be discovered algorithmically. The second factor (if the assumption is correct) is the systematic discovery/quantification of the low-dimensionality. Nonlinear data-mining tools may well deliver more parsimonious parameterizations of such low-dimensional manifolds (effective free energy surfaces); yet the major enabling factor is the use of an informed metric: a way to quantify pairwise similarities of nearby conformations. The better the choice of this metric, the easier the entire procedure becomes-from the collection of data through enhanced sampling techniques to the Markov modeling of the dynamics. In a forthcoming publication, we will illustrate the effect of such a "more informed" 
APPENDIX A: CHOICE OF EPSILON
The value of the parameter is representative of the size of the neighborhood around a data point over which we consider the RMSD metric to be dynamically informative. As detailed in Ref. 56 , there is a range of values which result in meaningful embeddings and this range may be identified by constructing a log( i,j (w ij )) vs. log ( /2) plot (see Eq. (1) Cluster Number 00100  00101  10100  10101  00110  00111  10110  10111  00000  00001  00010  00011  01000  01001  01010  01011  10000  10001  10010  10011  11000  11001  11010  11011  01100  01101  01110  01111  11100  11101  11110 and Fig. 11) . Useful values of are those from the linear region(s) of the plot. In practice, we have found that values near the low boundary of the region produce plots with more clearly visible clusters. We refer the reader to the work of Clementi et al. 34, 58, 59 for additional considerations and algorithmic suggestions for the choice of . Table II indicates how well formed are the clusters of the optimal (k = 16) k-means partitioning. In addition to the mean, we report the three quartile points-Q1, median (Q2), and Q3-of the silhouette scores.
APPENDIX B: ADDITIONAL CLUSTER STATISTICS
APPENDIX C: SUPPLEMENTARY RESULTS
Varying the number of DM eigenvectors
We chose to work in a 12-d reduced DM space on the basis of a gap in the eigenvalue spectrum found after λ 12 ( Fig. 2(b) ). However, evident in the figure are a number of other gaps, the largest of which appears after λ 18 . We repeated the analysis presented in the paper using 18 DM eigenvectors and found qualitatively similar results which we include here.
The k-means cluster scoring in the 18-d space is shown in Fig. 12 . Although the number of clusters we selected changed to 22, the correspondence between those clusters and the BH substates was not significantly altered (Fig. 13) . One difference is that the state F1 was resolved better than in the 12-d space, where we noted that the 4 substates making up F1 were clustered together. Here substates 11100 and 11101 form part of cluster 15, while 11110 and 11111 are in cluster 16. However, as might be expected, this does not impact the Markovianity of the resulting model. Figure 14 shows the relaxation times obtained from both the k-means and subsequent FCM+TBA constructions. A comparison with Fig. 7 indicates that the behavior is very close to the 12-d result.
Varying the number of clusters in the 12-d DM space
The procedure for choosing which k-means partitioning to use in our analysis was based on silhouette score metrics (Fig. 3) . The apparently optimal 16-cluster assignment only 00100  00101  10100  10101  00110  00111  10110  10111  00000  00001  00010  00011  01000  01001  01010  01011  10000  10001  10010  10011  11000  11001  11010  11011  01100  01101  01110  01111  11100  11101 marginally outscored some others, e.g., 2 clusters and 20 clusters. We have investigated the effect of choosing these assignments and include the results here. Figure 15 shows that the correspondence between BH substates and clusters in the case k = 20 is not altogether much different than the 16-cluster result (Fig. 5) . One change is that what was cluster 1 in the 16-cluster partitioning has split in two, so that substates 00100/00101 and 10100/10101 now mostly occupy their own clusters (numbered 1 and 2, respectively). Somewhat mirroring the result of adding more eigenvectors, this apparent improvement in detail does not impact the behavior of the model's slow relaxation times. As can be observed in Fig. 16 , the k-means assignment is rectified by the FCM+TBA procedure in a way analogous to the case presented in the main body of the paper.
The partition with k = 2 performs rather poorly. The clustering scores (Fig. 3) suggest well-formed clusters, however, we see in Fig. 17 that this does not translate to a good correspondence with the BH folded and unfolded states. We believe that this occurs due to the structure of the data in DM space. As was mentioned in the paper, the folded states are 00100  00101  10100  10101  00110  00111  10110  10111  00000  00001  00010  00011  01000  01001  01010  01011  10000  10001  10010  10011  11000  11001  11010  11011  01100  01101  01110  01111  11100  11101 concentrated together in a very small section of the space, while the unfolded states are more spread out, occupying a much larger area. The k-means algorithm has a tendency to produce clusters of relatively similar size and we believe this handicaps the k = 2 result.
Physical space clustering
We did a more thorough investigation of the results of physical space clustering. The claim in the main body of the paper was that the "nicest" overlap with the BH classification occurs when k = 2. Figures 18 and 19 show that at k = 12 and k = 16 k-means clustering in the physical space does not result in partitionings which correlate well with the BH substates.
Cluster Number   1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16   00100  00101  10100  10101  00110  00111  10110  10111  00000  00001  00010  00011  01000  01001  01010  01011  10000  10001  10010  10011  11000  11001  11010  11011  01100  01101  01110  01111  11100  11101  11110 00100  00101  10100  10101  00110  00111  10110  10111  00000  00001  00010  00011  01000  01001  01010  01011  10000  10001  10010  10011  11000  11001  11010  11011  01100  01101  01110  01111  11100  11101 Cluster number   1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16   00100  00101  10100  10101  00110  00111  10110  10111  00000  00001  00010  00011  01000  01001  01010  01011  10000  10001  10010  10011  11000  11001  11010  11011  01100  01101  01110  01111  11100  11101  11110 Somewhat surprisingly, however, the FCM+TBA procedure in physical space results in a model with improved Markovianity as can be seen in Fig. 20 .
Comparison with MSMBuilder 19
As a further means of validation for the work in this paper, we built a Markov State Model using the MSMBuilder Software. 19 This method initially partitions the data into a large number of microstates based on structural similarity, quantified by heavy-atom RMSD. In a subsequent step, it lumps the microstates into macrostates in a way that maximizes the sum of the self-transition probabilities of the macrostates.
We chose a 16-state macrostate model in order to maintain consistency with the results reported so far. Figure 21 shows a level of correspondence to the BH substates which is comparable to ours, although some differences in the lumping of substates are observed. The behavior of the slowest 9 relaxation times for the macrostate model is shown in Figure 22 (top) and is consistent with our DM k-means result.
