Abstract. We examine a certain class of nonstationary inverse problems. We view them as a state estimation problem. The time evolution of the state of the system is modeled by a stochastic differential equation. The observation equation is linear with additive measurement noise. We introduce the time discrete infinite dimensional state estimation system concerning the problem. For computational reasons the space discretization is performed. The discretization errors in the discretized state evolution and observation equations are analysed stochastically. The solution to the corresponding finite dimensional filtering problem is presented.
Introduction
In practical measurements of physical quantities we have directly observable quantities and others that cannot be observed. If some of the unobservable quantities are of our primary interest, we are dealing with an inverse problem. In that case, we need to discover how to compute estimates for the quantities of primary interest from the observed values of the observable quantities, the measured data. In several applications one encounters a situation in which measurements are done in a nonstationary environment. More precisely, it may happen that the physical quantities that are in the focus of our primary interest are time dependent and the measured data depends on these quantities at different time instants. Inverse problems of this type are called nonstationary inverse problems. They are often viewed as a state estimation problem. Then the quantities in the measurement setting are treated as stochastic processes. The randomness describes our degree of knowledge concerning their realizations. Our information about their values is coded into their distributions. Therefore the randomness is due to the lack of information, not to the intrinsic randomness of the quantities in the measurement setting. The time evolution of the quantities of primary interest, the state of the system, is described by a stochastic differential equation referred to as the state evolution equation. The measurements are modeled by an observation equation containing the measurement noise. The solution to the state estimation problem is the conditional expectation of the quantities of primary interest with respect to the measured data. If our motive is, for instance, to monitor the quantities of primary interest in real time, we are dealing with a filtering problem in which the estimator is based on the current history of the measurement process. An example of nonstationary inverse problems is the process tomography problem where the consistence of a moving compound in a pipeline is estimated by doing measurements on the boundary of the pipe.
Often in state estimation approach the time variable is assumed to be discrete and the space variable to be finite dimensional. This is convenient from the practical point of view. Observations are usually done at discrete time instants and the computation requires space discretization. In many applications, it is assumed that the discretized version of the infinite dimensional state estimation system represents the reality. Nevertheless, discretization causes always an error, which should be included into the state estimation system. If we analyse the continuous infinite dimensional state evolution and observation equations, we may be able to present the distribution of the discretization error.
The state estimation approach to nonstationary inverse problems have been studied in the literature. In some of the publications the time evolution of the state of the system has not been in the main interest. In those the random walk model has been used as a state evolution equation and the observation equation is introduced more precisely. The use of the random walk model is justified by assuming that changes in the target during the measurements can be explained by an additional random variable. However, there are publications in which the time evolution of the target is discussed and modeled by a stochastic differential equation. At least papers involving dynamic electric wire tomography [1] , electrical impedance process tomography [18, 14, 13, 16, 17, 15, 12, 3, 19] and optimal control in process tomography using EIT measurements [8, 9, 11, 10] has been published. The state evolution equation in those articles is a stochastic partial differential equation with a Brownian motion. The publications stated above are more related to the application and the mathematical accuracy in the presentation is slightly inadequate. In the article [2] some theoretical aspects concerning dynamical electric wire tomography and EIT with nonstationary object are presented but the error caused by space discretization is not taken into account. Nevertheless, discretization errors have been considered in the finite dimensional context in the book [3] . The discratization error is approximated by the error between the solution in a coarse and dense mesh. As far as we know, the doctoral dissertation of the author [6] is the only publication containing infinite dimensional state estimation systems and discretization errors. In that thesis the electrical impedance process tomography problem has been studied with mathematical accuracy. The time evolution of the concentration distribution is modeled by the stochastic convection-diffusion equation. The discretized state estimation system containing the discretization error is presented. In this article, we extend the results concerning electrical impedance process tomography to a certain class of nonstationary inverse problems. We introduce the time discrete infinite dimensional state estimation system concerning the problem. For computational reasons the space discretization is performed. The discretization errors in the discretized state evolution and observation equations are analysed stochastically. The solution to the corresponding finite dimensional filtering problem is presented.
State estimation
Let D ⊂ R d be a domain that corresponds to the object of interest. We denote by X = X(t, x), x ∈ D, a distributed parameter describing the state of the object -the unknown distribution of a physical target -at time t ≥ 0. The parameter X is supposed to be unobservable. We assume that X(t, ·) belong to a real separable Hilbert space H for every t ≥ 0, for example H = L 2 (D). We suppose that instead of being a deterministic function X is a stochastic process {X(t)} t≥0 in a probability space (Ω, F, P) with values in H. We assume that we have a model for the time evolution of the parameter X. The stochastic nature of the parameter X allows us to incorporate phenomena such as modelling uncertainties into the time evolution model. Let T > 0 and {F t } t∈[0,T ] be a normal filtration in (Ω, F, P) [7, Section 3.3] . Let Q be a positive self-adjoint trace class operator from H to itself with trivial null space, i.e., Ker Q = {0} and W (t), t ∈ [0, T ], a Q-Wiener process in (Ω, F, P) with values in H with respect to the filtration {F t } t∈[0,T ] [7, Section 4.1]. We assume that the time evolution of the parameter X can be modeled by a stochastic differential equation
for every t > 0 with the initial value X(0) = X 0 where A : D(A) ⊂ H → H is a densely defined sectorial operator [4, Chapter 2] . Under some spesific assumptions the operator A can be, for example, a second order elliptic operator [4, Chapter 3] . Possible boundary conditions on the boundary of D are then included in the domain D(A) of the operator A. The term dW (t) is a source term representing possible modelling errors in the time evolution model. Let Y = Y (t) denote a quantity that is directly observable at time t ≥ 0. The observable quantity Y is described by the stochastic process {Y (t)} t∈[0,T ] with values in R L . We assume that the dependence of Y upon the state X is known up to an observation noise. The measurement process is modeled by the equation
where B : H → R L is a bounded linear operator and S(t), t ∈ [0, T ], is an R L -valued stochastic process. For example, in X-ray tomography the measurement setting can be described by a linear mathematical model. The stochastic process S represents possible measurement errors.
Then the state estimation system we are interested in consists of the equations
Equation (1) We assume that the measurements are done in time instants 0 < t 1 < . . . < t n ≤ T . Then the state estimation system is
We are interested in a real-time monitoring for the parameter X. Therefore we should be able to solve the filtering problem
For that reason we need to solve the stochastic differential equation (1) with the initial value (2) and to present the time discrete state evolution equation for the process X.
3 Time discrete state evolution equation (1) has the weak solution X(t), t ∈ [0, T ], which is the predictable process given by the formula
We assume that the initial value X 0 is F 0 -measurable. Then the weak solution of the state evolution equation (1) is the predictable process given by the formula
for all t ∈ [0, T ] almost surely. If the initial value X 0 is a Gaussian random variable with mean x 0 and covariance Γ 0 , the process X has a Gaussian modification by [6, Lemma 4.42] and [7, Theorem 5.2] . Furthermore, the mean of the Gaussian modification is E(X(t)) = U (t)x 0 and the covariance operator is
for all t ∈ [0, T ] where U * (t) is the Hilbert adjoint of the operator U (t).
The measurements are done in time instants 0 < t 1 < . . . < t n ≤ T . We use the notation t 0 := 0 and X k := X(t k ) and ∆ k+1 := t k+1 − t k for all k = 0, . . . , n − 1. Then the time discrete state evolution equation for the parameter X is
for all k = 0, . . . , n − 1 almost surely where
by [6, Theorem 4 .39]. The term W k+1 can be seen as a state noise for all k = 0, . . . , n − 1. The state noise W k+1 is a Gaussian random variable with mean 0 and covariance operator
and it is independent of F t k for all k = 0, . . . , n − 1 by [6, Lemma 4.42] and [7, Theorem 5.2] . Thus X k and W k+1 are independent for all k = 0, . . . , n − 1. Furthermore, the state noises at different time instants are uncorrelated since
for all k = l by [7, Proposition 4.13] . By the linearity of the state evolution equation (1) the time discrete state evolution equation is exact. Hence in time discretization we have not made an error.
There are some parameters in our time evolution model which we can choose rather freely and still have the time discrete state evolution equation (6) . The operator A should be a densely defined sectorial operator. The covariance operator Q of the Wiener process can be an arbitrary positive self-adjoint trace class operator from H to itself with Ker Q = {0} [6, Proposition 4.17]. The natural choice of the filtration is the filtration defined by the Wiener process, i.e.,
Since the filtration should be normal, the augmented filtration {F W,P t } t∈[0,T ] is an appropriate choice assuming that the probability space (Ω, F, P) is complete [6, Proposition 4.35] . We want that the initial value X 0 is a Gaussian H-valued F 0 -measurable function with mean x 0 and covariance Γ 0 . Then the mean x 0 can be an arbitrary element in H and the covariance operator Γ 0 has same requirements as Q [6, Proposition 4.17].
Time discrete state estimation system
We use the notation S k := S(t k ) and Y k := Y (t k ) for all k = 1, . . . , n. Then the time discrete state estimation system we are interested in is
Both the time discrete state evolution and observation equation (8) and (9), respectively, are linear. To be able to solve the filtering problem E(X k | Y l , l ≤ k) computationally we need to discretize in space the time discrete state estimation system (8)- (9) . The realizations of the parameter X are in the Hilbert space H. We need to choose a finite dimensional subspace of H and assume that the realizations of the parameter X are in that subspace. This causes a discretization error. Usually the discretization error is ignored in numerical implementations. The discretized state estimation system is assumed to represent the reality. We want to analyse the stochastic nature of the discretization error.
Space discretization
Let {V m } ∞ m=1 be a sequence of finite dimensional subspaces of H such that V m ⊂ V m+1 for all m ∈ N and ∪V m = H. Since H is a separable Hilbert space, there exists such a sequence, for example, V m may be the subspace spanned by the m first functions in an orthonormal basis of H. Let {ϕ m l } Nm l=1 be an orthonormal basis of V m for all m ∈ N. We denote by (·, ·) the inner product in H. We define the orthogonal projection
for all f ∈ H. The subspaces V m are appropriate discretization spaces if P m f → f in H as m → ∞ for all f ∈ H, i.e., the orthogonal projections P m converge strongly to the identity operator.
Let X : (Ω, F, P) → H be a random variable. Then for all ω ∈ Ω
where X m (ω) := ((X(ω), ϕ m 1 ), . . . , (X(ω), ϕ m Nm )) T is an R Nm -valued random variable. We view X m as a discretized version of the random variable X at the discretization level m. If X is a Gaussian random variable with meanx and covariance Γ, then X m is also Gaussian [5, Theorem A.5] . Furthermore, the mean of X m is EX m = ((x, ϕ m  1 ) , . . . , (x, ϕ m Nm )) T and the covariance matrix is defined by (Cov X m ) ij := (Γϕ m i , ϕ m j ) since
for all i, j = 1, . . . , N m [7, Section 1.2].
State evolution equation
We want to discretize the time discrete state evolution equation (8) . We use the discretization level m. We form an evolution equation for the discrete R Nm -valued stochastic process {X m k } n k=0 where
T for all k = 0, . . . , n. By using the time discrete state evolution equation (8),
for all i = 1, . . . , N m and k = 0, . . . , n − 1 almost surely where the discrete stochastic process
T represent the discretization error and W m k+1 is the state noise vector. Thus the discretized state evolution equation is (10) for all k = 0, . . . , n − 1 almost surely where the matrix A m k+1 is defined by
for all i, j = 1, . . . , N m . We want to define the statistical quantities of the discrete stochastic processes {E m k+1 } n−1 k=0 and {W m k+1 } n−1 k=0 .
The state noise W k+1 is a Gaussian random variable with mean 0 and covariance given by Formula (7) for all k = 0, . . . , n − 1. Hence the state noise vector W m k+1 is Gaussian with mean 0 and covariance matrix
for all i, j = 1, . . . , N m and k = 0, . . . , n − 1. We define the matrix Q m k,l (s) by
for all k = 0, . . . , n − 1 where the integration is done componentwise. Since the state noises W k and W l are uncorrelated for all k = l, by the Gaussianity the state noise vectors W m k and W m l are independent if k = l.
We use our knowledge of the stochastic behaviour of the continuous state evolution equation (4) for the examination of the discretization error E m k+1 for all k = 0, . . . , n − 1. The process X k has a Gaussian modification with mean U (t k )x 0 and covariance given by Formula (5) where t = t k for all k = 0, . . . , n. Hence the discretization error E m k+1 has a Gaussian version for all k = 0, . . . , n − 1. The mean of the Gaussian version is given by
) for all i = 1, . . . , N m and k = 0, . . . , n − 1. Since
for all f ∈ H and t ∈ [0, T ],
for all i = 1, . . . , N m and hence
for all k = 0, . . . , n − 1. The covariance matrix of the Gaussian version is given by
for all i, j = 1, . . . , N m and k = 0, . . . , n − 1. By using Formula (13),
for all i, j = 1, . . . , N m and k = 0, . . . , n − 1. We define the matrix Γ
for all i, j = 1, . . . , N m and k, l = 0, . . . , n − 1. Then
for all k = 0, . . . , n − 1 where the integration is done componentwise.
Since X k and W k+1 are independent, also X m k and W m k+1 as well as E m k+1 and W m k+1 are mutually independent for all k = 0, . . . , n − 1. On the other hand, X m k and E m k+1 are correlated for all k = 0, . . . , n − 1. The correlation matrix of X m k and E m k+1 can be calculated by using the continuous state evolution equation (4) for all k = 0, . . . , n − 1. Hence
for all i, j = 1, . . . , N m and therefore
Observation equation
The discretized observation equation is We assume that the process S(t), t ≥ 0, is a Gaussian process independent of the process X(t), t ≥ 0. Then S k is independent of X m k and E m k for all k = 1, . . . , n. On the other hand, X m k and E m k are correlated for all k = 1, . . . , n. We use our knowledge of the stochastic behaviour of the continuous state evolution equation (4) . The process X k has a Gaussian modification with mean U (t k )x 0 and covariance given by Formula (5) where t = t k for all k = 1, . . . , n. Hence the discretization error E m k has a Gaussian version for all k = 1, . . . , n.
The mean of the Gaussian version is
and hence
for all k = 1, . . . , n. The covariance matrix of the Gaussian version is
and
where e j is the j th coordinate vector in R L . Since for all i = 1, . . . , N m and
and similarly,
for all k = 1, . . . , n.
Solution to the discretized filtering problem
The discretized state estimation system we are interested in is
The state noise vectors W m k and W m l are mutually independent and also independent of X m 0 for all k = l. We assume that the observation noise vectors S k are chosen such a way that S k and S l are mutually independent and also independent of X m 0 for all k = l and S k and W m l are mutually independent for all k, l = 1, . . . , n. Usually, the filtering problem concerning a finite dimensional state estimation system where the discrete stochastic processes are Gaussian is solved by using the Kalman filtering method. In the proof of the formulas of the Kalman filter and predictor [3, Theorem 4, 3] it is assumed that the noise terms in the state evolution and observation equations are mutually independent. In our case, the random variables E m k+1 + W m k+1 and E m k+1 + S k+1 are dependent for all k = 0, . . . , n − 1. Hence we cannot use the Kalman filtering method. However, by the Gaussianity we are able to solve the filtering problem.
Lemma 2. The joint probability density of X m k , Y k ,. . . , and Y 1 is Gaussian for all k = 1, . . . , n.
Proof. If we are able to show that the sum
where k ∈ {1, . . . , n} is fixed and λ i ∈ R for all i = 1, . . . , N m + kL is a Gaussian random variable, the joint probability distribution of X m k , Y k ,. . . , and Y 1 is Gaussian for all k = 1, . . . , n by [5, Theorem A.5] . Let k ∈ {1, . . . , n} be fixed and λ i ∈ R for i = 1, . . . , N m + kL be arbitrary. Since for all l = 1, . . . , k
As a sum of independent real valued Gaussian random variables the sum
is a Gaussian random variable.
We denote the measured values of Y 1 ,. . . , and Y k by y 1 ,. . . , and y k for all k = 1, . . . , n, respectively. We want to calculate the probability distribution of X m k conditioned on the measurement {y 1 , . . . , y k }, i.e., the conditional probability distribution π(x k |y k , . . . , y 1 ) for all k = 1, . . . , n. By the Gaussianity of the joint probability distribution of X m k , Y k ,. . . , and Y 1 for all k = 1, . . . , n it can be done. We need to know the expectation and covariance matrix of the joint probability distribution. They can be calculated by using our knowledge of the stochastic behaviour of the continuous state evolution equation (4) . The process X k has a Gaussian modification with mean U (t k )x 0 and covariance given by Formula (5) where t = t k for all k = 0, . . . , n. Thus
for all k = 1, . . . , n. On the other hand, for all i, j = 1, . . . , N m and k = 1, . . . , n
By the notation introduced earlier,
for all k = 1, . . . , n. Since the process S(t), t ≥ 0, is independent of the process X(t), t ≥ 0,
To be able to calculate the cross correlation matrices we need the correlation operator of X k and X l for all k = 1, . . . , n and l < k. According to the continuous state evolution equation (4),
for all k = 1, . . . , n and l < k. Since
is a positive definite symmetric (n + m) × (n + m) matrix. Then the probability distribution of X conditioned on Y = y is
The joint probability distribution of X m k , Y k ,. . . , and Y 1 is Gaussian and we are able to calculate the expectation and correlation matrix. Hence for all k = 1, . . . , n 
The evaluation of the matrices needed in the filtering depends on the discretization space V m , analytic semigroup {U (t)} t≥0 , element x 0 , operators Γ 0 , Q and B and statistics of the observation noise S. Usually the discretization space V m is chosen such a way that the projection P m is fairly easy to calculate, i.e., the inner products (f, ϕ m i ) for i = 1, . . . , N m can be easily calculated for f ∈ H. The element x 0 and operator Γ 0 represent our prior knowledge of the parameter X. The mean x 0 should illustrate the expected values and hence it depends heavily on the application. Our confidence of the expected value x 0 is indicated by the covariance operator Γ 0 . Our certainty of the time evolution model is coded into the Wiener process and hence into the operator Q. The choice of Q depends on the application. The crucial factor in the evaluation of the matrices is the analytic semigroup {U (t)} t≥0 . Since it is defined as a Bochner integral of the resolvent operator of the operator A along a curve in the resolvent set [4, (2.0.2) p. 33], only in some special cases we can present the analytic semigroup in a closed form. The operator B is related to the measurement situation. The observation noise S represents the accuracy of the measurement equipment.
Conclusions
The examination of the continuous infinite dimensional state evolution equation is beneficial for solving nonstationary inverse problems by the state estimation method. The numerical computation requires space discretization. The discretization error can be considered only by knowing the stochastic nature of the time evolution of the object of interest. The knowledge of the continuous infinite dimensional state evolution equation of the quantity of primary interest allows us to calculate the probability distribution of the discretization errors both in the state evolution and observation equation.
The solution (29)-(31) to the discretized filtering problem is valid only in the Gaussian case. The assumption of Gaussianity seemed to be natural since the solution to the infinite dimensional state evolution equation is a Gaussian process if the initial value is assumed be a Gaussian random variable. Despite of the initial value the state noise is always a Gaussian process. Nonetheless, in some application non-Gaussian initial values may be reasonable.
