Introduction
Historical linguistics, the oldest branch of modern linguistics, deals with language-relatedness and language change across space and time. Historical linguists apply the widely-tested comparative method [Durie and Ross, 1996 ] to establish relationships between languages to posit a language family and to reconstruct the proto-language for a language family.
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Although historical linguistics has parallel origins with biology [Atkinson and Gray, 2005] , unlike the biologists, mainstream historical linguists have seldom been enthusiastic about using quantitative methods for the discovery of language relationships or investigating the structure of a language family, except for Kroeber and Chrétien [1937] and Ellegård [1959] .
A short period of enthusiastic application of quantitative methods initiated by Swadesh [1950] ended with the heavy criticism levelled against it by Bergsland and Vogt [1962] . The field of computational historical linguistics did not receive much attention again until the beginning of the 1990s, with the exception of two noteworthy doctoral dissertations, by Sankoff [1969] and Embleton [1986] .
In traditional lexicostatistics, as introduced by Swadesh [1952] , distances between languages are based on human expert cognacy judgments of items in standardized word lists, e.g., the Swadesh lists [Swadesh, 1955] . In the terminology of historical linguistics, cognates are related words across languages that can be traced directly back to the proto-language.
Cognates are identified through regular sound correspondences. Sometimes cognates have similar surface form and related meanings. Examples of such revealing kind of cognates are:
English German ∼ night ∼ Nacht 'night' and hound ∼ Hund 'dog'. If a word has undergone many changes then the relatedness is not obvious from visual inspection and one needs to look into the history of the word to exactly understand the sound changes which resulted in the synchronic form. For instance, the English Hindi ∼ wheel ∼ chakra 'wheel' are cognates and can be traced back to the proto-Indo-European root k w ek w lo-.
Recently, some researchers have turned to approaches more amenable to automation, hoping that large-scale lexicostatistical language classification will thus become feasible. The ASJP (Automated Similarity Judgment Program) project 2 represents such an approach, where automatically estimated distances between languages are provided as input to phylogenetic programs originally developed in computational biology [Felsenstein, 2004] , for the purpose of inferring genetic relationships among organisms.
As noted above, traditional lexicostatistics assumes that the cognate judgments for a group of languages have been supplied beforehand. Given a standardized word list, consisting of 40-100 items, the distance between a pair of languages is defined as the percentage of shared cognates subtracted from 100%. This procedure is applied to all pairs of languages under consideration, to produce a pairwise inter-language distance matrix. This inter-language distance matrix is then supplied to a tree-building algorithm such as Neighbor-Joining (NJ; Saitou and Nei, 1987) or a clustering algorithm such as Unweighted Pair Group Method with Arithmetic Mean (UPGMA; Sokal and Michener, 1958) to infer a tree structure for the set of languages. Swadesh [1950] applies essentially this method -although completely manuallyto the Salishan languages. The resulting "family tree" is reproduced in figure 1.
The crucial element in these automated approaches is the method used for determining the overall similarity between two word lists.
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Often, this is some variant of the popular edit distance or Levenshtein distance (LD; Levenshtein, 1966) . LD for a pair of strings is defined as the minimum number of symbol (character) additions, deletions and substitutions needed to transform one string into the other. A modified LD (called LDND) is used by the ASJP consortium, as reported in their publications (e.g., Bakker et al. 2009 and Holman et al. 2008 ).
Related Work
Cognate identification and tree inference are closely related tasks in historical linguistics.
Considering each task as a computational module would mean that each cognate set identified across a set of tentatively related languages feed into the refinement of the tree inferred at each step. In a critical article, Nichols [1996] points out that the historical linguistics enterprise, since its beginning, always used a refinement procedure to posit relatedness and tree structure for a set of tentatively related languages.
4
The inter-language distance approach to tree-building, is incidentally straightforward and comparably accurate in comparison to the computationally intensive Bayesian-based tree-inference approach of Greenhill and Gray [2009] .
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The inter-language distances are either an aggregate score of the pairwise item distances or based on a distributional similarity score. The string similarity measures used for the task of cognate identification can also be used for computing the similarity between two lexical items for a particular word sense. 
Cognate identification
The task of automatic cognate identification has received a lot of attention in language technology. Kondrak [2002a] compares a number of algorithms based on phonetic and orthographical similarity for judging the cognateness of a word pair. His work surveys string similarity/distance measures such as edit distance, dice coefficient, and longest common subsequence ratio (LCSR) for the task of cognate identification. It has to be noted that, until recently [Hauer and Kondrak, 2011, List, 2012] , most of the work in cognate identification focused on determining the cognateness between a word pair and not among a set of words sharing the same meaning. Ellison and Kirby [2006] use Scaled Edit Distance (SED) 6 for computing intra-lexical similarity for estimating language distances based on the dataset of Indo-European languages ALINE) for computing the similarity between a word pair. ALINE was evaluated for the task of cognate identification against machine learning algorithms such as Dynamic Bayesian The summed Levenshtein distance between the words occupying the same meaning slots is divided by the sum of Levenshtein distances between different meaning slots. The intuition behind this idea is that if two languages are shown to be similar (small distance) due to accidental chance similarity then the denominator would also be small and the ratio would be high.
If the languages are not related and also share no accidental chance similarity, then the distance as computed in the numerator would be unaffected by the denominator. If the languages are related then the distance as computed in the numerator is small anyway, whereas the denominator would be large since the languages are similar due to genetic relationship and not from chance similarity. Hence, the final ratio would be smaller than the original distance given in the numerator. Petroni and Serva [2010] claim that LDN is more suitable than LDND for measuring linguistic distances. In reply, Wichmann et al. [2010a] empirically show that LDND performs better than LDN for distinguishing pairs of languages belonging to the same family from pairs of languages belonging to different families.
As noted by Jäger [2014] , Levenshtein distance only matches strings based on symbol identity whereas a graded notion of sound similarity would be a closer approximation to historical linguistics as well as achieving better results at the task of phylogenetic inference.
Jäger [2014] uses empirically determined weights between symbol pairs (from computational dialectometry; Wieling et al. 2009 ) to compute distances between ASJP word lists and finds that there is an improvement over LDND at the task of internal classification of languages. Huffman [1998] compute pairwise language distances based on character n-grams extracted from Bible texts in European and American Indian languages (mostly from the Mayan language family). Singh and Surana [2007] use character n-grams extracted from raw comparable corpora of ten languages from the Indian subcontinent for computing the pairwise language distances between languages belonging to two different language families (Indo-Aryan and Dravidian). Rama and Singh [2009] introduce a factored language model based on articulatory features to induce an articulatory feature level n-gram model from the dataset of Singh and Surana, 2007 . The feature n-grams of each language pair are compared using a distributional similarity measure called cross-entropy to yield a single point distance between the language pair. These scholars find that the distributional distances agree with the standard classification to a large extent.
Distributional similarity measures
Inspired by the development of tree similarity measures in computational biology, Pompei et al. [2011] evaluate the performance of LDN vs. LDND on the ASJP and Austronesian Basic Vocabulary databases [Greenhill et al., 2008] . They compute NJ and Minimum Evolution Robinson and Foulds 1979) and Generalized Quartet distance (GQD; Christiansen et al. 2006) . GRF and GQD are specifically designed to account for the polytomous nature -a node having more than two children -of the Ethnologue trees.
For example, the Dravidian family tree shown in figure 3 exhibits four branches radiating from the top node. Finally, Huff and Lonsdale [2011] compare the NJ trees from ALINE and LDND distance metrics to Ethnologue trees using RF distance. The authors did not find any significant improvement by using a linguistically well-informed similarity measure such as ALINE over LDND.
3 Is LD the best string similarity measure for language classification?
LD is only one of a number of string similarity measures used in fields such as language technology, information retrieval, and bio-informatics. Beyond the works cited above, to the best of our knowledge, there has been no study to compare different string similarity measures on something like the ASJP dataset in order to determine their relative suitability for genealogical classification.
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In this paper we compare various string similarity measures 10 for the task of automatic language classification. We evaluate their effectiveness in language discrimination through a distinctiveness measure; and in genealogical classification by comparing the distance matrices to the language classifications provided by WALS (World Atlas of Language Structures; Haspelmath et al., 2011) 11 and Ethnologue.
Consequently, in this article we attempt to provide answers to the following questions:
• Out of the numerous string similarity measures listed below in section 5:
-Which measure is best suited for the tasks of distinguishing related lanugages from unrelated languages?
-Which is measure is best suited for the task of internal language classification?
-Is there a procedure for determining the best string similarity measure?
9 One reason for this may be that the experiments are computationally demanding, requiring several days for computing a single measure over the whole ASJP dataset. 10 A longer list of string similarity measures is available on: http://www.coli.uni-saarland.de/ courses/LT1/2011/slides/stringmetrics.pdf 11 WALS does not provide a classification to all the languages of the world. The ASJP consortium gives a WALS-like classification to all the languages present in their database.
Database
The ASJP database offers a readily available, if minimal, basis for massive cross-linguistic investigations. The ASJP effort began with a small dataset of 100-word lists for 245
languages. These languages belong to 69 language families. Since its first version presented by Brown et al. [2008] , the ASJP database has been going through a continuous expansion, to include in the version used here (v. 14, released in 2011) 12 more than 5500 word lists representing close to half the languages spoken in the world [Wichmann et al., 2011] .
Because of the findings reported by Holman et al. [2008] , the later versions of the database aimed to cover only the 40-item most stable Swadesh sublist, and not the 100-item list.
Each lexical item in an ASJP word list is transcribed in a broad phonetic transcription known as ASJP Code [Brown et al., 2008] . The ASJP code consists of 34 consonant symbols, 7 vowels, and four modifiers ( , ", , $), all rendered by characters available on the English * ∼ version of the QWERTY keyboard. Tone, stress, and vowel length are ignored in this transcription format. The three modifiers combine symbols to form phonologically complex segments (e.g., aspirated, glottalized, or nasalized segments).
In order to ascertain that our results would be comparable to those published by the ASJP group, we successfully replicated their experiments for LDN and LDND measures using the ASJP program and the ASJP dataset version 12 [Wichmann et al., 2010b] . extinct before 1700 CE were excluded for the experiment, as were language families represented by less than 10 word lists [Wichmann et al., 2010a turned out that an additional 60 word lists did not have English glosses for the items, which meant that they could not be processed by the program, so these languages were also excluded from the analysis.
All the experiments reported in this paper were performed on a subset of version 14 of the ASJP database whose language distribution is shown in figure 2.
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The database has 5500 word lists. The same selection principles that were used for version 12 (described above)
were applied for choosing the languages to be included in our experiments. The final dataset for our experiments has 4743 word lists for 50 language families. We use the family names of the WALS [Haspelmath et al., 2011] classification.
The WALS classification is a two-level classification where each language belongs to a genus and a family. A genus is a genetic classification unit given by Dryer [2000] and consists of set of languages supposedly descended from a common ancestor which is 3000 to 3500 years old. For instance, Indo-Aryan languages are classified as a separate genus from Iranian languages although, it is quite well known that both Indo-Aryan and Iranian languages are descended from a common proto-Indo-Iranian ancestor.
The Ethnologue classification is a multi-level tree classification for a language family. This classification is often criticized for being too "lumping", i.e., too liberal in positing genetic relatedness between languages. The highest node in a family tree is the family itself and languages form the lowest nodes (leaves). A internal node in the tree is not necessarily binary.
For instance, the Dravidian language family has four branches emerging from the top node (see figure 3 for the Ethnologue family tree of Dravidian languages). 
Similarity measures
For the experiments decribed below, we have considered both string similarity measures and distributional measures for computing the distance between a pair of languages. As mentioned earlier, string similarity measures work at the level of word pairs and provide an aggregate score of the similarity between word pairs whereas distributional measures compare the n-gram profiles between a language pair to yield a distance score.
String similarity measures
The different string similarity measures for a word pair that we have investigated are the following:
• IDENT returns 1 if the words are identical, otherwise it returns 0.
• PREFIX returns the length of the longest common prefix divided by the length of the longer word.
• DICE is defined as the number of shared bigrams divided by the total number of bigrams in both the words.
• LCS is defined as the length of the longest common subsequence divided by the length of the longer word [Melamed, 1999] .
• TRIGRAM is defined in the same way as DICE but uses trigrams for computing the similarity between a word pair.
• XDICE is defined in the same way as DICE but uses "extended bigrams", which are trigrams without the middle letter [Brew and McKelvie, 1996] .
• Jaccard's index, JCD, is a set cardinality measure that is defined as the ratio of the number of shared bigrams between the two words to the ratio of the size of the union of the bigrams between the two words.
• LDN, as defined above.
Each word-pair similarity score is converted to its distance counterpart by subtracting the score from 1.0.
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Note that this conversion can sometimes result in a negative distance which is due to the double normalization involved in LDND.
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This distance score for a word pair is then used to compute the pairwise distance between a language pair. The distance computation between a language pair is performed as described in section 2.1. Following the naming convention of LDND, a suffix "D" is added to the name of each measure to indicate its LDND distance variant. Building on this idea, Dunning [1994 Dunning [ , 1998 ] postulates that each language has its own signature character (or phoneme; depending on the level of transcription) n-gram distribution.
N-gram similarity
Comparing the character n-gram profiles of two languages can yield a single point distance between the language pair. The comparison procedure is usually accomplished through the use of one of the distance measures given in Singh 2006. The following steps are followed for extracting the phoneme n-gram profile for a language:
• An n-gram is defined as the consecutive phonemes in a window of N . The value of N usually ranges from 1 to 5.
• All n-grams are extracted for a lexical item. This step is repeated for all the lexical items in a word list.
• All the extracted n-grams are mixed and sorted in the descending order of their frequency. The relative frequency of the n-grams are computed.
• Only the top G n-grams are retained and the rest of them are discarded. The value of G is determined empirically.
For a language pair, the n-gram profiles can be compared using one of the following distance measures:
1. Out-of-Rank measure is defined as the aggregate sum of the absolute difference in the rank of the shared n-grams between a pair of languages. If there are no shared bigrams between an n-gram profile, then the difference in ranks is assigned a maximum out-of-place score.
2. Jaccard's index is a set cardinality measure. It is defined as the ratio of the cardinality of the intersection of the n-grams between the two languages to the cardinality of the union of the two languages.
3. Dice distance is related to Jaccard's Index. It is defined as the ratio of twice the number of shared n-grams to the total number of n-grams in both the language profiles.
4. Manhattan distance is defined as the sum of the absolute difference between the relative frequency of the shared n-grams. This factor speaks equally, or even more, against including another class of n-gram-based measures, namely information-theoretic measures such as cross entropy and KL-divergence.
Euclidean distance is defined in a similar fashion to
These measures have been well-studied in natural language processing tasks such as machine translation, natural language parsing, sentiment identification, and also in automatic language identification. However, the probability distributions required for using these measures are usually estimated through maximum likelihood estimation which require a fairly large amount of data, and the short ASJP concept lists will hardly qualify in this regard.
Evaluation measures
The measures which we have used for evaluating the performance of string similarity measures given in section 5 are the following three:
1. dist was originally suggested by Wichmann et al. [2010a] , and tests if LDND is better than LDN at the task of distinguishing related languages from unrelated languages.
2. RW is a special case of Pearson's r -called point biserial correlation [Tate, 1954] - computes the agreement between a the intra-family pairwise distances and the WALS classification for the family.
3. γ is related to Goodman and Kruskal's Gamma [1954] and measures the strength of association between two ordinal variables. In this paper, it is used to compute the level of agreement between the pairwise intra-family distances and the family's Ethnologue classification.
Distinctiveness measure (dist)
The dist measure for a family consists of three components: the mean of the pairwise distances inside a language family (d in ); and the mean of the pairwise distances from each language in a family to the rest of the language families (d out ). sd out is defined as the standard deviation of all the pairwise distances used to compute d out . Finally, dist is defined as
The resistance of a string similarity measure to other language families is reflected by the value of sd out .
A comparatively higher dist value suggests that a string similarity measure is particularly resistant to random similarities between unrelated languages and performs well at distinguishing languages belonging to the same language family from languages in other language families.
Correlation with WALS
The WALS database provides a three-level classification. The top level is the language family, second level is the genus and the lowest level is the language itself. If two languages belong to different families, then the distance is 3. Two languages that belong to different genera in the same family have a distance of 2. If the two languages fall in the same genus, they have a distance of 1. This allows us to define a distance matrix for each family based on WALS. The WALS distance matrix can be compared to the distance matrices of any string similarity measure using point biserial correlation -a special case of Pearson's r. If a family has a single genus in the WALS classification there is no computation of RW and the corresponding row for a family is empty in table 7.
Agreement with Ethnologue
Given a distance-matrix d of order N × N, where each cell d ij is the distance between two languages i and j; and an Ethnologue tree E, the computation of γ for a language family is defined as follows:
1. Enumerate all the triplets for a language family of size N. A triplet, t for a language family is defined as {i, j, k}, where i ≠ j ≠ k are languages belonging to a family. A language family of size N has n(n-1)(n-2)/6 triplets. At this point, one might wonder about the decision for not using an off-the-shelf tree-building algorithm to infer a tree and compare the resulting tree with the Ethnologue classification.
Although both Pompei et al. [2011] and Huff and Lonsdale [2011] compare 12 their inferred trees -based on Neighbor-Joining and Minimum Evolution algorithms -to Ethnologue trees using cleverly crafted tree-distance measures (GRF and GQD), they do not make the more intuitively useful direct comparison of the distance matrices to the Ethnologue trees. The tree inference algorithms use heuristics to find the best tree from the available tree space. The number of possible rooted, non-binary and unlabeled trees is quite large even for a language family of size 20 -about 256 × 10 6 .
A tree inference algorithm uses heuristics to reduce the tree space to find the best tree that explains the distance matrix. A tree inference algorithm can make mistakes while searching for the best tree. Moreover, there are many variations of Neighbor-Joining and Minimum Evolution algorithms.
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Ideally, one would have to test the different tree inference algorithms and then decide the best one for our task. However, the focus of this paper rests on the comparison of different string similarity algorithms and not on tree inference algorithms.
Hence, a direct comparison of a family's distance matrix to the family's Ethnologue tree circumvents the choice of the tree inference algorithm.
Results and discussion
In table 2 we give the results of our experiments. We only report the average results for all measures across the families listed in table 1. Further, we check the correlation between the performance of the different string similarity measures across the three evaluation measures by computing Spearman's ρ. The pairwise ρ is given in table 3. The high correlation value of 0.95 between RW and γ suggests that all the measures agree roughly on the task of internal classification.
The average scores in each column suggest that the string similarity measures exhibit different degrees of performance. How does one decide which measure is the best in a column? What kind of statistical testing procedure should be adopted for deciding upon a measure? We address this questions through the following procedure:
1. For a column i, sort the average scores, s in descending order.
2. For a row index 1 ≤ r ≤ 16, test the significance of s r ≥ s r+1 through a sign test [Sheskin, 2003] . This test yields a p−value.
The above significant tests are not independent by themselves. Hence, we cannot reject a null hypothesis H0 at a significance level of α = 0.01. The α needs to be corrected for multiple tests. Unfortunately, the standard Bonferroni's multiple test correction or Fisher's Omnibus test works for a global null hypothesis and not at the level of a single test. We follow the procedure, called False Discovery Rate (FDR), given by Benjamini and Hochberg [1995] for adjusting the α value for multiple tests. Given H 1 . . . H m null hypotheses and P 1 . . . P m p-values, the procedure works as follows:
1. Sort the P k , 1 ≤ k ≤ m, values in ascending order. k is the rank of a p-value.
2. The adjusted α * k value for P k is (k/m)α. The above procedure ensures that the chance of incorrectly rejecting a null hypothesis is 1 in 20 for α = 0.05 and 1 in 100 for α = 0.01. In this experimental context, this suggests that we erroneously reject 0.75 true null hypotheses out of 15 hypotheses for α = 0.05 and 0.15 hypotheses for α = 0.01. We report the Dist, γ, and RW for each family in tables 5, 6, and 7.
In each of these tables, only those measures which are above the average scores from table 2, are reported.
The FDR procedure for γ suggests that no sign test is significant. This is in agreement with the result of Wichmann et al., 2010a, who The results point towards an important direction in the task of building computational systems for automatic language classification. The pipeline for such a system consists of (1) distinguishing related languages from unrelated languages; and (2) 
Conclusion
In this article, we have presented the first known attempt to apply more than 20 different similarity (or distance) measures to the problem of genetic classification of languages on the basis of Swadesh-style core vocabulary lists. The experiments were performed on the wide-coverage ASJP database (about half the world's languages).
We have examined the various measures at two levels, namely: (1) their capability of distinguishing related and unrelated languages; and (2) their performance as measures for internal classification of related languages. We find that the choice of string similarity measure (among the tested pool of measures) is not very important for the task of internal classification whereas the choice affects the results of discriminating related languages from unrelated ones. 
