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I
ResumenEste trabajo de tesis esta dediado en su totalidad a la traduion automatia,una disiplina dentro de los ampos de la inteligenia artiial y de la lingustiaomputaional y, mas onretamente, dentro de la aproximaion estadstia a lamisma. Todo el desarrollo de la tesis esta dentro de la traduion basada en laregla de deision de Bayes. Por ello se enuadra dentro del enfoque empiristade la traduion automatia frente a uno mas raionalista basado en teniaslingustias.En diha aproximaion podemos destaar tres ingredientes basios en un sis-tema estadstio de traduion: un modelo de lenguaje, un modelo de traduiony un proeso de busqueda, el ual podemos deir que intenta resolver el problemade la traduion propiamente diho.El primero no aree de interes, pero ya ha sido ampliamente estudiado onanterioridad, sobre todo por su apliaion a sistemas automatios de reonoi-miento del habla. Por ello en este trabajo nos limitaremos a haer uso de lastenias ya desarrolladas en modelado de lenguaje, onretamente en modelosde n-gramas dado su ya demostrado buen funionamiento. De ualquier forma,dada su importania en el tema y por ompletitud en la exposiion, se dan unaserie de oneptos elementales relaionados on estos modelos.En lo que respeta a los modelos de traduion, en primer lugar, hemosde omentar que este trabajo esta basado en lo que se onoe omo modelosestadstios de traduion basados en relaiones estruturales a nivel de pala-bra. En esta tesis hemos introduido modelos lexios dependientes del ontextobasandonos en la tenia de maxima entropa. Mas onretamente hemos vistoomo desarrollar modelos de traduion basados en esta tenia, omo integrar-los en los algoritmos de aprendizaje de modelos onvenionales de traduion yomo utilizarlos para mejorar las prestaiones de sistemas automatios de tra-duion estadstia.En uanto al problema de la busqueda, hemos propuesto, dise~nado y estudia-do algoritmos de busqueda siguiendo tres paradigmas lasios para la resoluionde problemas. Estos paradigmas son el de la programaion dinamia, la rami-aion y poda, y los algoritmos voraes. De todos ellos hemos heho un estudiominuioso en lo que respeta a la eienia y alidad en la traduion, as omoun estudio teorio y emprio de la omplejidad de dihos algoritmos.Todo este trabajo esta apoyado por gran antidad de experimentaiones rea-les, llevadas a abo utilizando tareas lasias y ampliamente utilizadas en elmundo de la traduion automatia. Estas tareas son: la tarea del Turista, masonoida omo la tarea EuTrans-I, apliada a la traduion entre el astellanoy el ingles; la tarea Hansards que se aplia a traduiones entre el franes y elingles; y la tarea Verbmobil, tarea que aborda la traduion entre el aleman yel ingles.
II
ResumAquest treball de tesi esta dediat en la seua totalitat a la traduio au-tomatia, una disiplina dins dels amps de la inteligenia artiial i la lingustiaomputaional i, mes onretament, dins de l'aproximaio estadstia a la tra-duio. Tot el desenvolupament de la tesi esta dins de la traduio basada en laregla de deisio de Bayes. Per aixo, s'emmara dins de l'enfoament empiristade la traduio automatia en front a un mes raionalista basat en teniqueslingustiques.En l'arquitetura bayesiana podem destaar tres ingredients basis en unsistema estadsti de traduio: un model de llenguatge, un model de traduioi un proes de era, del qual en podem dir que intenta resoldre el problema dela traduio propiament dit.No ens mana interes en el primer model, pero ja ha estat ampliament es-tudiat amb anterioritat, sobretot per la seua apliaio a sistemes automatis dereoneixement de la parla. Per aixo, en aquest treball ens limitarem a fer usde les teniques ja desenvolupades en modelat de llenguatge, onretament enmodels de n-grames, vist el seu ja demostrat bon funionament. Tanmateix,atesa la seua importania en el tema i per ompletitud en l'exposiio, es donenuna serie de oneptes elementals relaionats amb aquests models.Pel que fa als models de traduio, en primer llo, hem de omentar queaquest treball esta basat en els que es oneixen om models estadstis de tra-duio basats en relaions estruturals a nivell de paraula. En aquesta tesi hemintrodut models lexis depenents del ontext basant-nos en la tenia de maximaentropia. En partiular, hem vist om desenvolupar models de traduio basatsen aquesta tenia, om integrar-los en els algoritmes de aprenentatge de modelsonvenionals de traduio i om utilitzar-los per tal de millorar les prestaionsde sistemes automatis de traduio estadstia.Quant al problema de la era, hem proposat, dissenyat i estudiat algorit-mes de era seguint tres paradigmes lassis per a la resoluio de problemes.Aquests paradigmes son el de la programaio dinamia, la ramiaio i poda, iels algoritmes voraos. De tots ells n'hem fet un estudi minuios pel que fa al'eienia i qualitat en la traduio, aix om un estudi teori i empri de laomplexitat dels algoritmes esmentats.Tot aquest treball es reolza per una gran quantitat d'experimentaions reals,dutes a terme utilitzant tasques lassiques i ampliament utilitzades en el monde la traduio automatia. Aquestes tasques son: la tasa del Turista, mesoneguda om la tasa EuTrans-I, apliada a la traduio entre el astella il'angles; la tasa Hansards, que s'aplia a traduions entre el franes i l'angles;i la tasa Verbmobil, tasa que aborda la traduio entre l'alemany i l'angles.
III
AbstractThis thesis is ompletely devoted to mahine translation, a disipline whihbelongs to the elds of artiial inteligene and omputational linguistis, andit is more speially devoted to the statistial mahine translation approah.The work presented here is based solely on the translation approah to Bayes'deision rule. Thus, this work an be lassied as empiriist in ontrast to amore rationalisti approah based on linguisti tehniques.We an distinguish three main dierent ingredients within this approahto mahine translation: a language model, a translation model, and a searhdeoding problem. The latter an be onsidered the sheer problem of mahinetranslation.The rst ingredient, the language model, is not treated here in full, mainlybeause it has been widely studied and used in the eld of automati speehreognition. Due to this, we only make use of the tehniques already developedin language modelling and, more speially, we use the well-known n-grammodels. Nonetheless, beause their relevane to the problem addressed in thisthesis, we do introdue the basi and neessary onepts of language models.With respet to translation models, it must be said rst that this work isbased on single-word statistial translation models. We have introdued ontext-dependent lexion models based on maximum entropy tehniques. In partiular,we have seen how to develop maximum entropy translation models, how tointegrate them into the training algorithms of onventional translation models,and how to use them in order to improve the performane of statistial mahinetranslation systems.Regarding the searh deoding problem, we have proposed, designed, andstudied several searh algorithms following three lassial problem solving pa-radigms. Those paradigms are: dynami programming, the branh and boundapproah, and the greedy algorithms approah. For all of them we have perfor-med a detailed study onerning eÆieny and translation quality. Additionally,a study of omputational and empirial omplexity has been done.All this work has been supported by a large quantity of experiments, whihwere arried out on three well-known tasks in the eld of mahine translation.These tasks are: the tourist Spanish-English task, better known as EuTrans-I task, the Frenh-English Hansards task, and the German-English Verbmobiltask.
IV
PrologoUna de las apaidades mas fasinantes que posee el hombre, desdepratiamente sus orgenes, y que denitivamente lo hae distinto y superior aualquier otro ser vivo, es la apaidad de hablar y de interambiar informaionentre distintos individuos de su misma espeie.Sin duda alguna, esta apaidad de omuniaion ha heho que durante nues-tra existenia en la Tierra, los onoimientos y pensamientos de millones y mi-llones de seres humanos hayan perdurado en el tiempo y se hayan transmitidogeneraion tras generaion, para poder obtener grandes avanes ientos, te-nologios y ulturales hasta nuestros das.Por otra parte, esta transferenia de informaion, sobre todo plasmada endoumentos esritos, se ha visto mermada en gran medida por las difereniaslingustias de las distintas razas y ulturas existentes en el mundo. Sin ir maslejos aun existen serias dudas y distintos riterios de omo desifrar los jeroglosegipios y otros doumentos esritos en lenguas muertas hae siglos.En denitiva, hemos llegado a un punto en el que la transferenia de informa-ion es el eje sobre el que se mueve el mundo, y de heho, ya pratiamente todoel mundo asume que estamos viviendo en la famosa soiedad de la informaion.A pesar de que hoy en da las barreras lingustias se van limando poo a poo,prinipalmente por la disponibilidad de los medios existentes para el estudio yaprendizaje de otras lenguas, es de destaar la gran neesidad que existe detraduir textos entre distintos idiomas, sobre todo en soiedades plurilinguesomo en las que pratiamente todo el mundo se desarrolla hoy en da. Estaneesidad de traduir textos se hae ada vez mas importante debido a la ingenteantidad de doumentos que a diario se desarrollan en distintas lenguas, y quese ponen de maniesto por innidad de medios audiovisuales.Todos estos fatores nos han inueniado y onduido a dediar nuestra in-vestigaion en esta lnea. Por tanto, la motivaion para la realizaion de estetrabajo, aparte de nuestros gustos personales aera del tema, podra resumirseteniendo en uenta los siguientes aspetos: El mundo ada da mas plurilingue en el que vivimos y nos desarrolla-mos, no solamente dentro de ambientes ulturalmente privilegiados sino aualquier nivel soial.
V
VI  La neesidad existente de obtener y manejar textos en otros idiomas, prin-ipalmente motivada por la rapida e inontrolada expansion que el mundode Internet ha sufrido en los ultimos a~nos. Failitar la interaion hombre-maquina que el uso otidiano del ordenadorpersonal nos ha obligado. La aesibilidad a personas disapaitadas al uso de iertas maquinas yherramientas hasta hoy en da impratiables.Todos estos motivos unidos a la posibilidad de que disponemos de automatizarloshaiendo uso de potenia de las omputadoras atuales, reemos que queda su-ientemente justiado el porque de este trabajo y de ualquier otro enaminadoen denitiva a mejorar y failitar la alidad de vida del hombre.En esta de tesis hemos pretendido no solo mostrar el trabajo de investigaiondesarrollado durante varios a~nos en el ambito de la traduion automatia, sinotambien el proporionar un texto de referenia en el que se ha intentado plasmaralgunas ideas generales aera de la traduion automatia, profundizando enla aproximaion estadstia a la misma. Por esta razon, algunas partes de estetrabajo son reopilaiones de otros trabajos que, a nuestro riterio, han sabidomostrar de forma lara, preisa y, lo mas importante, intuitiva, aera de algunosoneptos tradiionalmente bastante omplejos para letores que no esten muyfamiliarizados on el tema. Conretamente, parte del Captulo 2 (Prelimina-res. Coneptos basios) en el que se presenta de una forma altamente intuitivael problema de estimaion y aprendizaje de modelos estadstios de lenguaje yde traduion, ha sido reopilado de un texto titulado: \A statistial mahinetranslation tutorial" esrito por Kevin Knight en 1999. Del mismo modo, laintroduion a los modelos por maxima entropa (Seion 4.2) ha sido extrada,pratiamente en su totalidad, de un artiulo magistral aera de esta aproxima-ion titulado \A maximum entropy approah to natural language proessing"de Alan Berger y olaboradores, publiado en \Computational Linguistis" en1996. Evidentemente, podramos haber obviado estas partes dentro de la memo-ria de esta tesis, pero hemos onsiderado oportuno inluirlas preisamente porel motivo expresado al prinipio de este parrafo, proporionar al letor un textode referenia intentando expresar las ideas prinipales de la forma mas intuitivaposible. Esperamos que este esfuerzo sirva de proveho sobre todo a aquellos in-vestigadores que se embarquen por primera vez en el mundo de la aproximaionestadstia a la traduion automatia, on ese proposito lo hemos heho.Esta memoria se ha dividido en ino partes y oho aptulos que pasamos adesribir a ontinuaion: Parte I: Introduion y oneptos basios. Esta parte ontiene dosaptulos:{ Captulo 1. \Introduion". En este aptulo se ha expuesto una in-troduion general a la traduion automatia, exponiendo una breve
VIIrese~na historia, as omo una lasiaion atualizada de los siste-mas automatios de traduion. Tambien se hae una primera in-troduion a la aproximaion estadstia a la traduion automatia,exponiendo el estado del arte de diha aproximaion. Por ultimo sedesriben los objetivos que se han pretendido ubrir on este trabajo.{ Captulo 2. \Traduion automatia estadstia. Preliminares". Esteaptulo lo hemos dediado para introduir una serie de oneptosbasios que araterizan a la traduion automatia estadstia frentea otras aproximaiones. Asimismo, se dan unas ideas generales aerade modelos de traduion y de lenguaje, as omo la desripion delos orpus utilizados en el desarrollo de esta memoria y la forma deevaluar la traduion. Este aptulo podra ser pasado por alto poraquellos letores familiarizados on el tema. Quizas, la unia parte deobligada letura de este aptulo sera una seion que hemos titulado\Errores en el proeso de busqueda. Modelo de error", por ser unonepto neesario para entender algunos omentarios expuestos a lolargo del resto de aptulos. Parte II: Modelos de traduion. Esta parte tambien ontiene dosaptulos:{ Captulo 3. \Modelos estadstios de alineamiento". En este aptulose exponen on ierto nivel de detalle los modelos estadstios dealineamiento que se utilizaran en el resto de la tesis.{ Captulo 4. \Modelos de traduion basados en maxima entropa".En este aptulo es donde realmente empiezan las aportaiones im-portantes de esta tesis. En el se expone la aproximaion por maximaentropa a la traduion automatia, la ual sera utilizada para de-nir modelos lexios dependientes del ontexto, entrenarlos, integrar-los en el entrenamiento de los modelos lasios de alineamiento deIBM, y utilizarlos para mejorar sistemas estadstios de traduionautomatia en general. Parte III: Algoritmos de busqueda. En esta parte se exponen todos losalgoritmos de busqueda desarrollados en esta tesis. Esta parte ontiene tresaptulos, uno por ada aproximaion utilizada para abordar el problemade la busqueda en la traduion automatia estadstia. En ada uno deellos se exponen las araterstias basios de los algoritmos y se hae unestudio teorio de la omplejidad omputaional de los mismos. Tambiense realiza un estudio emprio de eienia y alidad en la traduion.Conretamente esta parte ontiene los siguiente aptulos:{ Captulo 5: \Algoritmos de busqueda basados en programaiondinamia". Como su ttulo india, en el se desarrollan una serie dealgoritmos basados en esta tenia.
VIII { Captulo 6: \Algoritmos de pila". En este aptulo se expone lafamilia de algoritmos basados en pila mas omunmente utilizados. Sehae hinapie en el estudio de la eienia y alidad, en la omparaionentre ellos.{ Captulo 7: \Algoritmos de busqueda voraes" Al igual que los dosanteriores, en este aptulo se expone una familia de algoritmos queutilizan tenias de busqueda loales. Parte IV: Conlusiones y bibliografa. Esta parte ontiene el Captulo8: \Conlusiones", en el ual se resumen las aportaiones mas relevan-tes de esta tesis, as omo las prinipales onlusiones que podemos saarde este trabajo. A ontinuaion podemos enontrar la relaion de itasbibliograas refereniadas en el toda la exposiion de esta memoria. Parte V: Apendies. En el apendie A exponemos una breve desripion dela traduion de voz desde el punto de vista estadstio. En el apendie B sedesriben riterios de busqueda para algoritmos basados en programaiondinamia no desarrollados en el grueso de la tesis. El apendie C, y ultimo,se expone la experimentaion llevada a abo para el estableimiento de losparametros de optimizaion, para los algoritmos de busqueda, para la tareaHansards.Por ultimo debemos omentar que este trabajo no debe de onsiderarse omoun trabajo errado sino todo lo ontrario: onsideramos que es un punto departida de una lnea de investigaion (a nuestro juiio apasionante) de la queaun queda muha tela que ortar. Con esta idea invitamos al letor a leer estatesis esperando que susite en el el mismo grado de interes que otros trabajos enesta lnea nos susitaron a nosotros y que de alguna forma han heho posible este.No nos abe duda que el trabajo aqu expuesto sea suseptible de mejoras, as queinvitamos al letor a proponerlas, estaremos enantados de or sus omentarios.Del mismo modo tambien esperamos sepa perdonar los fallos y/o erratas queenuentre en su letura.
AgradeimientosComo siempre que he tenido que esribir este apartado en trabajos previosa este, me viene a la mente gran antidad de gente sin la ual este trabajo nopodra haberse llevado a abo. Evidentemente no se trata aqu de menionarlosa todos pues ellos de sobra lo saben.No obstante, en primer lugar quiero expresar mi mas sinero agradeimientoal diretor de esta tesis, Pao Casauberta, por la gran antidad de ideas queme ha ofreido, planteandolas omo un reto, pero apoyandome ontinuamente.Tambien por haberme introduido en el mundo de la investigaion, haberme en-se~nado gran parte de lo que se, por haber onado en m y haberme ofreido laposibilidad de trabajar onjuntamente en varios proyetos de investigaion rela-ionados on el tema. Por todo esto ultimo, hago extensivo mi agradeimientoa Enrique Vidal, odiretor del grupo de investigaion.Por otra parte tengo que agradeer la ayuda prestada por Hermann Ney entodo lo referente a aspetos tenios de este trabajo por las innumerables harlasque hemos mantenido en los perodos en que estado trabajando en su departa-mento en Aahen (Alemania), por los onsejos ofreidos, por el desinteresadoofreimiento de material y herramientas de trabajo que siempre han estado a midisposiion y por ofreerme la posibilidad de olaborar on su equipo de trabajo.Dentro de este equipo de trabajo tengo que haer menion espeial a Franz J.Oh, sin el que denitivamente este trabajo no se hubiese llevado a abo, por laayuda inestimable que siempre me ha ofreido, no solo a nivel profesional sino anivel personal en algun momento rtio.Otra persona a destaar ha sido Dani Ortz, primero alumno y ahora amigo,por su inestimable trabajo en el desarrollo e implementaion de los algoritmosde pila y por su desinteresada ayuda en el desarrollo de la fase experimental deeste trabajo. Graias por haberme dejado abusar de nuestra onanza.Tampoo puedo olvidar a mis ompa~neros del PRHLT-DSIC y a los deldepartamento de informatia de la UCLM, por su apoyo inondiional en losmomentos de aqueza y por ultimo a todos los amigos (espeialmente a JuanAntonio Guerrero y Jose Hernandez Orallo) que me han ayudado a mejorar laredaion de esta tesis sin los que sin duda alguna pasara a aumular polvo enalguna estantera del DSIC.Ya fuera del ambito aademio, y no por eso menos importantes para mi,
IX
X tambien quiero dar las graias a mi familia, sobre todo a mis padres por habermedado el ser y asi todo lo que soy, y que junto a mi hermana, han heho de mivida una ilusion. Junto a ellos tambien tengo que agradeer a mis padres yhermanos poltios el haberme apoyado en todo momento, sobre todo duranteestos ultimos meses tan duros para todos.Desgraiadamente este trabajo ha visto la luz demasiado tarde, pues la per-sona on la que mas me hubiese gustado ompartir tan emotivo momento, ya nose enuentra entre nosotros. Quiero dejar laro que su ayuda ha sido determi-nante en la onseuion de este trabajo. Esa persona ha sido Charo, mi amiga,ompa~nera, esposa, amante y tambien madre de mi hijo. Graias por habermedado tu alor, apoyo, ari~no y amor durante todos estos a~nos. Sineramente, sinti no hubiese podido ser.Por ultimo, tambien tengo que agradeer la ayuda que, desde muy reien-temente, me esta prestando mi hijo Ismael, que aunque el todava no es ons-iente de ello, hae que permaneza en mi la ilusion de seguir viviendo propor-ionandome da a da animos para poder seguir adelante.Sineramente, <graias a todos!
Indie GeneralI Introduion y oneptos basios 11 Introduion 31.1 Importania de la traduion automatia . . . . . . . . . . . . . . 31.2 El onepto de traduion . . . . . . . . . . . . . . . . . . . . . . 41.3 Un poo de historia . . . . . . . . . . . . . . . . . . . . . . . . . 51.4 Clasiaion de las distintas aproximaiones a la traduion au-tomatia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111.4.1 Sistemas basados en reglas . . . . . . . . . . . . . . . . . 121.4.2 Sistemas basados en orpus . . . . . . . . . . . . . . . . . 151.5 Aproximaion Estadstia a la TA . . . . . . . . . . . . . . . . . 191.5.1 Traduion estadstia . . . . . . . . . . . . . . . . . . . . 191.5.2 Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . 211.6 Objetivos de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . 232 Traduion automatia estadstia. Preliminares 272.1 Notaion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272.2 Algunos oneptos previos . . . . . . . . . . . . . . . . . . . . . . 292.2.1 Corpus alineados . . . . . . . . . . . . . . . . . . . . . . . 292.2.2 El modelo de la fuente y el anal . . . . . . . . . . . . . . 292.2.3 Razonamiento basado en la regla de Bayes . . . . . . . . . 312.2.4 Reordenado de palabras en traduion . . . . . . . . . . . 322.2.5 Eleion de palabras en traduion . . . . . . . . . . . . . 332.3 Modelos de lenguaje . . . . . . . . . . . . . . . . . . . . . . . . . 332.3.1 Modelos de n-gramas . . . . . . . . . . . . . . . . . . . . 342.3.2 Suavizado del modelo . . . . . . . . . . . . . . . . . . . . 352.3.3 Evaluaion de modelos . . . . . . . . . . . . . . . . . . . . 362.3.4 Perplejidad . . . . . . . . . . . . . . . . . . . . . . . . . . 372.3.5 Modelos de lenguaje basados en ategoras . . . . . . . . . 382.4 Modelos de traduion . . . . . . . . . . . . . . . . . . . . . . . . 392.4.1 La traduion omo proeso de reesritura . . . . . . . . . 392.4.2 Alineamientos entre frases . . . . . . . . . . . . . . . . . . 402.4.3 Modelos estadstios de alineamiento . . . . . . . . . . . . 41
XI
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EL tema prinipal de esta tesis es la traduion automatia, y dentro deesta, onretamente lo que se onoe omo aproximaion estadstia a latraduion automatia. En este aptulo de introduion, aparte de destaar elporque de la neesidad de la traduion automatia y de introduir el onep-to de traduion, haremos un peque~no bagaje por la historia de la traduionautomatia en general, omentaremos las distintas aproximaiones utilizadas ypor ultimo nos entraremos en el tema prinipal de esta tesis, la traduion au-tomatia estadstia. En esta ultima parte haremos una peque~na introduion ala traduion automatia estadstia y omentaremos on ierto nivel de detalleel estado del arte de diha aproximaion. Por ultimo expondremos los objetivosque se han pretendido ubrir en este trabajo de tesis.
1.1 Importancia de la traducción automáticaEn [Abeitua 01℄, podemos enontrar una buena referenia on bastante nivelde detalle del porque es neesaria la traduion automatia teniendo en uentael entorno multiultural en el que nos desarrollamos. Veamos algunas ideasexpuestas en diho trabajo.La soiedad atual, tambien denominada Soiedad de la Informaion, es yseguira siendo plurilingue, por lo que la traduion de los datos se erige omoel prinipal uello de botella para la pretendida globalizaion de la informaion.Comparado on las rotativas mas modernas apaes de produir hasta unos 20millones de paginas por hora, un tradutor manual puede llegar a transribir,en los asos mas favorables, unas 20 paginas por da, mejorando muy poo la
3
4 Capı́tulo 1 Introducci ónprodutividad del monje opista medieval que transriba 3 o 4 paginas en esemismo periodo de tiempo [Abeitua 01℄.Sin ir mas lejos, el problema ya quedo patente on la inorporaion de nuevosestados miembros a la Union Europea. Por ejemplo, uando Sueia y Finlandiase inorporaron a la UE en 1995, hubo que traduir alrededor de 60.000 paginasde regulaiones omunitarias, labor que se prolongo exesivamente debido a lapoa efetividad de los tradutores disponibles.Otro ejemplo lo enontramos en [Murray Jr. 66℄, donde se revela que se regis-tran aproximadamente 20 millones de palabras por da de informaion tenia.Un letor apaz de leer 1.000 palabras por minuto neesitara 45 das, a unamedia de 8 horas diarias, para digerir la produion de un da. Al abo de es-tos 45 das, su desfase sera de 5,5 a~nos. Asimismo, una omunidad lingustianeesitara de 2.000 esforzados tradutores para poder asimilar sin retardo esteaudal diario de informaion tenia.La mayor parte de los tradutores profesionales produen texto que no tieneun alto valor ultural ni literario, ya que simplemente se dedian a satisfaer laenorme y reiente demanda de traduiones de doumentos muy diversos: estu-dios tenios y ientos, transaiones omeriales, informes administrativos,doumentaion jurdia, manuales de instruiones, libros de texto de medii-na o agriultura, patentes industriales, panetos publiitarios, reportajes pe-riodstios, et. Una parte de este trabajo resulta difil y onstituye un reto,mientras que un alto porentaje es tedioso y repetitivo.Por otro lado, la demanda de estas traduiones se esta inrementando a unritmo superior a omo lo hae la apaidad de los tradutores, por lo que laayuda del ordenador en el proeso de traduion se vuelve asi indispensable.
1.2 El concepto de traducciónLa primera idea que nos viene en mente al hablar de traduion es la de unmeanismo que permita la omuniaion oral o esrita entre dos personas uandoambas no onoen la lengua o el idioma de la otra. De heho la deniion de lapalabra traduir, segun el diionario de la Real Aademia Espa~nola die:Traduir.(Del lat. traduere, haer pasar de un lugar a otro). tr. Expresaren una lengua lo que esta esrito o se ha expresado antes en otra. jj 2.Convertir, mudar, troar. jj 3. Expliar, interpretar. Morf. onjug. .onduir.Parandonos a pensar un poo, muhas tareas mas o menos omunes en nues-tras vidas no dejan de ser meras traduiones dependiendo del ontexto en quelo apliquemos, es deir dependiendo de lo que entendamos por lengua/lenguajefuente y destino. Por ejemplo, la aion de andar se puede entender omo unproeso de traduion en el sentido de que los impulsos nerviosos que emite elerebro se traduen en movimiento uando entran en aion los musulos de las
1.3 Un poco de historia 5extremidades. Lo mismo ourre on gran antidad de fenomenos naturales omolas reaiones qumias que ontinuamente el uerpo humano realiza, la genera-ion/transformaion de luz eletria, los fenomenos atmosferios, et. Ya desdeun punto de vista mas omputaional, el proeso de ompilaion o interpretaionde un lenguaje de programaion no es mas que un proeso de traduion de unlenguaje de alto nivel a otro de bajo nivel, omo lo es el lenguaje maquina.De las distintas formas que tenemos de ver una traduion, en este trabajonos vamos a entrar en la traduion propiamente diha, es deir intentaremosresolver el problema de traduir textos de un idioma a otro, aunque por ontrade lo que podemos pensar a priori lo intentaremos resolver de forma automatia,es deir utilizando una maquina.La traduion desde este punto de vista, y siguiendo la aproximaion uti-lizada en esta tesis, esta ntimamente ligada a los oneptos de reonoimien-to automatio del habla (RAH) y reonoimiento de formas. Dado que estosdos oneptos estan bastante estudiados, nos vamos a aprovehar de algunasde sus araterstias para desarrollar nuestro sistema de traduion. Eviden-temente no vamos a desarrollar aqu estos dos oneptos, ya que en prinipiose sale de nuestros objetivos, y ademas existe una amplia bibliografa aer-a del tema, por ejemplo [Casauberta and Vidal 88, Jurafsky and Martin 00,Duda et al. 00, Huang et al. 01, Manning and Shutze 01, Quatieri 02℄.De ualquier modo un sistema de RAH lo podemos ver omo una maquinaapaz de aeptar se~nales austias, proesarlas y produir una serie de aionesque el sistema pueda realizar. Entones desde este punto de vista, la omprensiondel lenguaje la podemos ver omo una traduion entre dos lenguajes. Uno, elde entrada, que sera el lenguaje natural y otro sera el propio lenguaje de esamaquina.Por tanto, y dejando ya aparte el problema de aptaion de voz, nos basare-mos en las tenias ya estudiadas y probadas de los sistemas de RAH, y dentrode ellas las onoidas omo tenias estadstias, para desarrollar un sistema detraduion automatia.
1.3 Un poco de historiaLas primeras ideas de automatizar la traduion de lenguas apareieron enel siglo XVII uando algunos losofos, matematios y linguistas pensaron en laidea de un diionario automatio que suavizara/rompiera de alguna forma lasdiferenias/barreras lingustias de la epoa. Evidentemente, estas ideas no sepudieron poner en pratia hasta la apariion de los primeros omputadores allapor 1940.El onepto de traduion de un lenguaje a otro mediante una maquina esmas antigua inluso que los propios ordenadores. Segun Yehosua Bar-Hillel[Ban and Feigenbann 81℄, uno de los primeros investigadores en este ampo, laidea de traduion automatia fue onebida a prinipios de los a~nos 30 por el
6 Capı́tulo 1 Introducci ónsovietio P.P. Smirnov-Tropansky y por el franes G.B. Artooni. El trabajo deestos nuna reibio muha atenion, quedando latente hasta una deada des-pues uando el ambiente era muho mas favorable debido a la apariion de losprimeros omputadores digitales. En algunos entros ientos del mundo, lagente reyo (on ierta justiaion) que los omputadores podran onduir aideas enteramente nuevas e insospehables aera del hombre y (quizas perdiendojustiabilidad) que los omputadores podran ayudar a produir un nuevo mun-do. En poas palabras, haba grandes expetativas aera del potenial de estas\Maquinas Pensantes", y rapidamente fueron aumentando aun mas. Sobre todo,uando durante la Segunda Guerra Mundial se utilizaron en tareas de estrategiaomo desifrar odigos y alular ompliados alulos matematio-nuleares, enlas que se obtuvieron resultados verdaderamente onvinentes. Esto ourrio ala vez que Claude Shannon formulo sus ideas aera de la Teora de la Informa-ion, a la vez que Norbert Wieman invento el onepto de Cibernetia, y uandoPitts y MCullough desarrollaron sus primeras ideas aera de redes neuronalesy funiones erebrales.Debemos pensar que uando se empezo a trabajar en traduion automatia,la programaion se haa mediante tarjetas perforadas y el unio lenguaje deprogramaion era el lenguaje maquina. Coneptos omo \array" y subrutinano haban apareido, ni muho menos oneptos omo pilas, olas, ompilado-res de lenguajes, proedimientos reursivos, et. Ademas, aun no se onoanlas gramatias ontextuales e inontextuales. Cuando los omputadores se em-pezaron a utilizar en el estudio del lenguaje, se haia mediante experimentosestadstios omo por ejemplo reopilaion de matries de freuenia de letrasy de freuenia de transiion entre letras. Cada matriz poda ser usada paraproduir interesantes muestras de Pseudo-Lenguajes produiendo palabras, deletras generadas de forma aleatoria, on las mismas araterstias que palabrasinglesas.Los primeros estudios de una forma seria de lo que nosotros entendemos portraduion automatia, datan de una serie de disusiones entre Warren Weavery A. Donald Booth en 1946 [Ban and Feigenbann 81℄. Estos hombres estabanfamiliarizados on trabajos de deodiaion por ordenador, basados en tablasde freuenias de apariion de letras y palabras. Creyeron que estos mismosmetodos podan ser apliados a la traduion y que el prinipal obstaulo serainorporar un diionario ompleto de los dos lenguajes. Por supuesto, sabanque simplemente on tener un diionario no resolveran el problema, ya quehaba que tener en uenta otros problemas omo: Que muhas palabras tienen varias traduiones dependiendo del ontexto. Que el orden de las palabras en una frase vara de un lenguaje a otro. Y que las frases hehas no podan ser traduidas palabra a palabra sinoomo un todo.
1.3 Un poco de historia 7No obstante parea admisible, en aquellos das, que el mayor de los proble-mas de la traduion fuese el del voabulario y por tanto al menos una granparte de la traduion parea meanizable.En 1947 Booth y D.M.V. Britten obtuvieron un programa para onsultar undiionario detallado, en el que ada variante de una palabra tena su entradaen el diionario y en 1948 R.M. Rihens sugirio la adiion de reglas aera delas inexiones de las palabras, de modo que la redundania de las entradas deldiionario poda ser eliminado.La primera aproximaion a la TA apareio a nales de los a~nos 40 en unmemorandum titulado \Translation" presentado por WarrenWeaver [Weaver 55℄en 1949. En este artulo, investigadores de IBM presentaron la idea de la TAal publio proponiendo varios metodos de omo ataar el problema, variandodesde analisis estadstios hasta la exploraion de la logia y iertas propiedadesuniversales de los lenguajes. Ademas de la idea de que todos los lenguajes tienenmuhas araterstias en omun, otras tres ideas ontenidas en este doumentotienen un valor relevante. Estas son:1. La primera es la noion de una \ventana" a traves de la ual se puedenver exatamente 2N+1 palabras del texto; Weaver sugirio que si N es lobastante grande, se puede determinar la traduion orreta de la palabraque esta justo en el medio de la ventana, N debera ser una funion depalabra, en vez de una onstante, y que el valor de N debera ser tal que el95% de las palabras pudieran ser traduidas orretamente el 98% de lasvees.2. La segunda idea importante viene a ser la siguiente frase: \Cuando veo unartulo en ruso digo: Esto realmente esta esrito en ingles, pero ha sidoodiado mediante unos smbolos extra~nos. Proedere a deodiarlo".Esto quiere deir que el onepto de Texto Origen y Texto Traduido dienla misma osa.3. La terera idea parte de la anterior y die que la traduion entre loslenguajes A y B signia ir de A a un lenguaje intermedio \LenguajeUniversal" (Interlingua) que supuestamente todos los humanos omparten,y despues a B. Esta idea de una representaion intermedia de la semantia(o signiado de una palabra) aparee a menudo en los trabajos modernosde proesamiento del lenguaje natural en Inteligenia Artiial, bajo larubria de Representaion del Conoimiento.Despues del Memorandum de Weaver, se empezo a trabajar en varios entrosde los Estados Unidos. Erwin Reier onibio la idea de dos funiones auxiliaresrealizadas por seres humanos, llamadas Pre-Editor y Post-Editor. El Pre-Editorpreparara la entrada del texto dejandolo tan libre omo fuera posible de am-biguedades y otras diultades, y el Post-Editor tomara el texto traduido porla maquina y lo onvertira a texto gramatialmente omprensible.
8 Capı́tulo 1 Introducci ónDe una onferenia en 1952 se extrajo suiente informaion omo para im-plementar un programa eiente para onsultar un diionario y trabajar haiala invenion o desubrimiento del hipotetio Lenguaje Universal, llamado \Ma-hinese", el ual fue propuesto por Weaver omo el lenguaje intermedio para lostradutores automatios.A.G.Oettinger fue uno de los pioneros en dise~nar un programa que saaratraduiones de palabra a palabra del ruso al ingles. Gran antidad de palabrasrusas tienen mas de una posible traduion, as todas ellas eran listadas en eltexto ingles de salida, enerradas entre parentesis. Claramente esto aun estabalejos de la idea de traduion automatia, pero ya se empezaban a obtener losprimeros resultados.En los dos a~nos siguientes, la mayora de los esfuerzos estaban orientadoshaia inventar el modo de manejar los diferentes nales de las inexiones de laspalabras y en estimar el tama~no del voabulario neesario para traduiones dediferentes grados de alidad.En poos a~nos fueron muhos los proyetos de TA que se empezaron enlos Estados Unidos, hasta que en 1954 (mismo a~no en que se fundo la revista\Mahine Translation"), la universidad de Georgtown mostro por primera vezen publio el primer sistema de traduion automatia. Diho sistema no tuvomuho impato iento debido a que era un sistema apliado a un dominiomuy restringido (49 frases del ruso al ingles) que onsista en un voabulario deunas 250 palabras. A pesar del poo exito alanzado hasta el momento, fue enesa epoa uando la guerra fra estaba en pleno apogeo y haba un gran interesen la posibilidad de poder realizar traduiones automatias de forma rapida ypreisa. Esto llevo al gobierno de EEUU a invertir gran antidad de dinero eninvestigaion en este ampo.Esta inversion eonomia se mantuvo durante toda la deada de los 50. Du-rante esta deada las aproximaiones a la TA siguieron dos vertientes ompleta-mente distintas, que por aquel entones se les onoa omo aproximaion porfuerza bruta y aproximaion perfeionista. Los primeros abogaron por solu-iones rapidas basadas en metodos emprios de ensayo y error, mientras quelos segundos abogaron por soluiones mas a largo plazo basadas en metodoslingustios. De ualquier forma la investigaion llevada a abo por estas dosvertientes durante esta deada no llego a buen puerto y los resultados fueronmuho peores de los esperados, aunque en realidad esto mismo ourrio en elampo de lingustia omputaional e inluso en el ampo de la inteligeniaartiial.En los a~nos 60 empezo la epoa de la deadenia en el ampo de TA. A pesarde que las prediiones haban augurado un inminente avane en el ampo, ladesilusion reio onforme la omplejidad que los problemas lingustios involu-rados se haan aparentes. Para estas fehas algo estaba laro y era que la ideade rear un sistema de TA apaz de obtener buenas traduiones no era tan sim-ple omo pudo pareer en un prinipio. Al nal, el gran entusiasmo apareido enla deada de los 50 se vio trunado por la apariion de dos informes publiados
1.3 Un poco de historia 9en los 60: el informe de Bar-Hillel en 1960 [Bar-Hillel 60℄ y el informe ALPAC en1966 [Piere and others 93℄. En su informe, el investigador Bar-Hillel onluyoque rear un sistema ompletamente automatio de traduion de alta alidad(FAHQT1) era un objetivo demasiado ambiioso, y que la unia forma de superarlas diultades de la TA onllevara inluir gran antidad de informaion aeradel mundo. Por lo tanto Bar-Hillel reomendo que la investigaion en el ampode la TA debera onentrarse en objetivos menos ambiiosos que la FAHQT,omo por ejemplo sistemas automatios de ayuda a la traduion. Por otra parteel informe ALPAC fue muho mas drastio. Este informe onluyo que la TAera lenta, de muy baja alidad y el doble de ara que la traduion humana. Apesar de que este informe fue duramente ritiado por ser intolerante, sesgado ypoo serio, el efeto que auso provoo la virtual desapariion de la investigaionen TA en los Estados Unidos durante mas de una deada.A partir de ah la mayor parte de la investigaion durante los a~nos 70 sellevo a abo en Canada y en Europa. En estas partes del mundo hubo una grandemanda de sistemas de traduion semiautomatios, debido prinipalmente alarater multiultural de estas regiones. En 1976, un grupo de investigadoresanadienses obtuvo un gran exito en la onstruion de una sistema de TAllamado \Meteo", el ual tradua partes meteorologios [Tihouin 82℄. En elmismo a~no la Comision de las Comunidades Europeas (CE) instalo un sistemade TA del franes al ingles llamado Systran [Billmeyer 82℄. En a~nos suesivosse desarrollaron sistemas de TA para otros pares de lenguas europeas. Poosa~nos despues, la omision europea deidio patroinar un proyeto ambiiosopara desarrollar un sistema de TA plurilingue para todas las lenguas de la CE,este proyeto fue el proyeto Eurotra [Arnold and des Tombe 82℄. El proyetoEurotra se baso en otros dos proyetos europeos, Ariane [Boitet et al. 82℄ y Susy[Maas 77℄. Los investigadores de estos proyetos, junto on los que desarrollaronel sistema Metal [Bennett and Sloum 85℄ llegaron a la onlusion de que elexito para obtener avanes en TA residira en el desarrollo de sistemas basadosen reglas (ver seion 1.4).En los a~nos 80 reio el interes en sistemas basados en Interlingua (ver seion1.4) aunque se dediaron mas esfuerzos en el desarrollo de tenias basadas enel onoimiento (knowledge-based), las uales estaban basadas en el area de lossistemas de omprension del lenguaje natural. Este area de la inteligenia arti-ial permitio a los sistemas de TA usar no solamente informaion lingustia sinotambien usar ontextos de textos y onoimiento aera del mundo real. Otrosdos sistemas holandeses, DLT [Witkam 88℄ y Rosetta [Rosetta 94℄ usaron suspropios Interlinguas: el Esperanto y el \Montague semantis", respetivamente.Al nal de los 80 y prinipios de los 90, los avanes en sistemas estadstios dereonoimiento del habla motivaron el desarrollo de sistemas de TA puramenteestadstios. Como ya hemos omentado, los primeros indiios de trabajo en estadireion fueron realizados en 1949 uando Warren Weaver [Brown et al. 93℄ su-1 Del ingles Fully Automati High-Quality Translation
10 Capı́tulo 1 Introducci óngirio tenias estadstias y de riptoanalisis para ataar el problema en uestion.Todos los esfuerzos realizados entones haia esta direion fueron rapidamenteabandonados debido a la propia impotenia de los omputadores de la epoa yal gran oste omputaional que estos metodos requeran. El tema estuvo apar-ado muhos a~nos hasta que en 1988 [Somers 98℄ durante el segundo ongresodel TMI-MT (Theoretial and Methodologies Issues in Mahine Translation) enla Universidad Carnegie Mellon, Peter F. Brown de IBM onmoiono a la au-dienia presentando una aproximaion a la TA ompletamente nueva, algo quela mayora de la gente nuna antes haba odo e inluso imaginado. Era la apro-ximaion \puramente estadstia" de IBM. Esta aproximaion estuvo inspiradapor el exito previo que las tenias estadstias haban obtenido en el ampo delproesamiento del habla. De este modo es omo, absteniendose de la aproxima-ion lingustia raionalista en favor de una aproximaion empria basada enorpus, esta aproximaion irrumpio drastiamente en el onoimiento aumuladohasta la feha de omo abordar el problema de la traduion automatia.A partir de entones apareieron gran antidad de \nuevas" aproximaionesa la TA, aunque no demasiadas laramente estadstias omo la de IBM, perotodas on un omponente omun, el uso de un orpus de ejemplos de traduionfrente al uso de reglas lingustias. Esta aparente diferenia fue a menudo vistaomo una onfrontaion, hasta el punto en que en 1992 el ongreso del TMI-MTque tuvo lugar en Montreal abordo explitamente el tema \Empirist vs. Ratio-nalist Methods in MT" [Isabelle 92℄ (Metodos empiristas frente a raionalistasen traduion automatia), uando para esa feha la mayora de los investiga-dores dediados al tema ya haban desarrollado sistemas hbridos usando ambastenias onjuntamente. Este debate onluyo en onsiderar todas esas \nuevas"aproximaiones omo lneas entrales de investigaion en ontraste aunque noen onito on las viejas tenias basadas en reglas.De ualquier modo, el desarrollo mas importante en la deada pasada fuela apariion de sistemas de TA omeriales. Systran, Metal y otros sistemaspasaron de ser sistemas de ambito aademio a sistemas omeriales utilizables,los uales fueron inluso omprados por las mismas agenias de gobierno de losEEUU que anelaron la investigaion en los 60. Por la misma epoa, un grannumero de grandes organizaiones (omo Ford, Citibank, et.) desarrollaronsus propios sistemas de TA, o ompraron sistemas omeriales desarrollados amedida de auerdo a sus neesidades. Reientemente, los sistemas de TA hansido inorporados en Internet para failitar el aeso a doumentos plurilingues2.2 Por ejemplo el sistema de Altavista basado en Systran llamado Babelsh, disponibleva http://balelfish.altavista.om
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1.4 Clasificación de las distintas aproximaciones a la
traducción automáticaExisten distintos riterios para lasiar los sistemas de TA aunque en la ma-yora de los textos atuales [Hobbs 92, Huthins and Somers 92, Kay et al. 94,Somers 98, Trujillo 99℄ los sistemas de TA se lasian de auerdo a la tenologao aproximaion que siguen. Nosotros expondremos distintas lasiaiones deauerdo a diferentes riterios.Una primera lasiaion que se puede haer es teniendo en uenta el tipode entrada que aeptan los sistemas de TA. En prinipio tendremos dos tipos deentrada: texto y habla. La gran diferenia entre estos dos tipos de sistemas esque mientras que en los de entrada de texto las frases a traduir se les suponelibre de errores, es deir estaran bien onstruidas gramatialmente, en los siste-mas on entrada de voz la entrada puede ontener errores omo pronuniaionesinorretas o antigramatiales, e inluso podran produirse errores debidos alpropio sistema de RAH. Evidentemente esto onlleva que los sistemas que tra-ten on habla sean mas omplejos y que la alidad de la traduion de estossistemas frente a los de entrada de texto sea menor. En esta tesis nos entra-remos prinipalmente en sistemas de traduion on entrada de texto, aunquetambien daremos algunas ideas de omo ataar el problema de la entrada de voz(onretamente en sistemas estadstios).Otra posible lasiaion sera teniendo en uenta la apliaion para la quese realiza la traduion. En este aso tenemos tres tipos de sistemas: Sistemas de omprension, tambien onoidos en la literatura por sistemasgisting3 en donde lo que se pretende on la traduion es obtener una nuevarepresentaion de la entrada que de alguna forma ontenga el signiado dela misma. Un ejemplo tpio de este tipo de traduiones es la realizaionde onsultas a una base de datos mediante un interfaz en lenguaje natural,es deir, la orden en lenguaje natural se tradue a un lenguaje de preguntassobre una base de datos. Otro posible ejemplo sera la traduion de frasesen lenguaje natural a un lenguaje de prediados logios que representeniertas araterstias relevantes de la entrada. Apliaiones de post-ediion. En este aso se trata de produir una tra-duion aproximada, la ual sera orregida por un tradutor humano. Unejemplo bastante utilizado hoy en da son los sistemas de ayuda a la tra-duion. Sistemas ompletamente automatios. En estos el ordenador se utilizapara proporionar traduiones de alta alidad sin intervenion humana.Teniendo en uenta el estado del arte de la tenologa atual, esto solo esposible de onseguir para:3 Gisting: extraion de lo esenial
12 Capı́tulo 1 Introducci ón{ Tareas de dominios restringidos, es deir que el onjunto de frasesque le lleguen al sistema pertenezan a un dominio de a lo sumovarios miles de palabras. Un ejemplo lo tenemos en el sistema Meteo[Tihouin 82℄ el ual tradue del franes al ingles partes meteorologios.Dentro de esta ategora podramos profundizar mas en la lasiaionde auerdo a si el dominio de la apliaion es restringido o abierto.{ Lenguajes muy similares (p.e. valeniano o atalan y astellano). Unpar de ejemplos son: el tradutor SALT [Fabra 99℄ para el atalan, yel sistema InterNostrum [Canals-Marote et al. 01℄ para el valeniano.Otra posible lasiaion la podemos ver en la gura 1.1 en donde se muestrael onoido Triangulo de Vauquois de las distintas aproximaiones a la TA. Eneste triangulo podemos distinguir laramente tres aproximaiones de auerdoal nivel de analisis (y por onsiguiente generaion) que realizan. Estas tresaproximaiones las veremos on mas detalle en la siguiente lasiaion.Por ultimo podemos realizar una lasiaion de auerdo a la tenologautilizada para onstruir los sistemas de TA. En esta lasiaion enontramosdos grandes grupos totalmente diferentes y opuestos: los sistemas basados enreglas y los sistemas emprios o basados en orpus. Veamos on mas detalleestos dos grandes grupos.
1.4.1 Sistemas basados en reglasEn los sistemas basados en reglas los expertos estableen una serie de reglasde omo debe realizarse la traduion. Normalmente la reaion de esas reglasrequiere de un gran trabajo humano, en el que se neesita el onoimiento delinguistas expertos en ambos idiomas. Normalmente los sistemas basados enreglas tienen dos omponentes omunes: una fase de analisis, que analiza eltexto origen, y una fase de sntesis o generaion, la ual produe la traduion alidioma destino. Entre estas dos fases puede existir una terera que onsiste enla transferenia que intenta adaptar la fase de analisis a la fase de generaion.Esta aproximaion sigue exatamente el esquema de la gura 1.1. En la partemas baja de la piramide vemos lo que se onoe omo Interlingua, que no esmas que una representaion obtenida mediante una gran antidad de analisis ymuy buena para realizar una generaion direta. Evidentemente no todos lossistema basados en reglas usan un Interlingua, ya que ello requiere un analisisompleto de la frase de entrada. Para evitar la realizaion de ese analisis totalde la entrada se inserta la fase de transferenia, de modo que a mayor analisismenor transferenia y vieversa.Veamos on detalle las distintas aproximaiones:
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Traducción directaEsta es la aproximaion adoptada en los primeros sistemas de traduion au-tomatia (el primer sistema de Systran se basaba en esta aproximaion). Estossistemas se basan en una traduion de palabra a palabra, en donde solamentese realiza analisis morfosintatio, el ual trata de identiar ategoras grama-tiales y algunas otras araterstias omo el genero, numero, tiempos verbales,et., pero exluye ualquier tipo de orrespondenia entre palabras o grupos depalabras.
Traducción por transferenciaLa idea de esta aproximaion es la siguiente: Supongamos que las frasesde ualquier idioma se pueden representar mediante un arbol o de alguna otraforma logia. Entones un texto en un lenguaje origen se analiza on iertaminuiosidad produiendo una representaion logia para las frases del texto. Aontinuaion las reglas de transferenia son apliadas a esta representaion paraproduir una representaion al nivel orrespondiente para el lenguaje destino.El texto entones es generado en el lenguaje destino.Un sistema de traduion de franes a ingles podra tener unas reglas detransferenia omo la siguiente, para la frase franesa[Hobbs 92℄: la rémunération
du temps suplémentaire tendra la estrutura sintatia: [NP la rémunération [PP
du [NP temps suplémentaire℄℄℄. La orrespondiente frase inglesa: overtime paytiene la estrutura sintatia: [NP [N overtime℄ pay℄. Las reglas de transfereniaespeian, omo fragmentos del arbol sintatio franes se orresponden onlos fragmentos del arbol sintatio ingles. Las reglas podran ser expuestas onualquier generalidad lexia apropiada.Existen un numero de problemas lasios on esta aproximaion, sobre todouando los dos lenguajes pueden expresar sintatiamente el mismo onepto dediferentes formas. Por ejemplo, lo que se expresa on el verbo prinipal en unlenguaje puede ser expresado adverbialmente en el otro.Como ya hemos omentado existen diferentes niveles de analisis y por tantode transferenia. En esta aproximaion los diferentes niveles de analisis pasan poranalisis sintatio parial, analisis sintatio total y analisis semantio (tambiena diferentes niveles de omplejidad).Teoriamente la parte de analisis de estos sistemas se puede usar tambienen la fase de generaion y vieversa, en ambio, la mayora de estos sistemastienen distintas fases de analisis y generaion. Ejemplos de sistemas basados entransferenia son Eurotra y Metal [Bennett and Sloum 85℄.
InterlinguaEsta aproximaion es el aso extremo de la aproximaion por transferenia,en donde se hae un profundo analisis del texto origen, hasta onseguir unarepresentaion oneptual independiente del lenguaje origen (y destino), a esta





Lenguaje fuente Lenguaje destino
Figura 1.1: El triangulo de Vauquois [Vauquois 75℄. Distintas aproxima-iones a la TA.
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1.4.2 Sistemas basados en corpusDentro de esta ategora estan todas las que se onoen omo aproximaionesemprias a la TA. Lo que arateriza a estos sistemas es que toda la informaionque utilizan para onstruir sistema de TA son orpus de ejemplos de traduio-nes entre un par de idiomas, y todo se realiza de forma automatia. Una granventaja de estos sistema frente a los basados en reglas es que una vez desarrolla-da la tenologa para un par dado de idiomas, es muy fail y rapido desarrollarsistemas de traduion para nuevos pares de idiomas (o nuevos dominios entremismos idiomas) siempre y uando se disponga de gran antidad de datos (or-pus) de entrenamiento. En la gura 1.2 podemos ver la arquitetura generalde un sistema emprio de traduion automatia. En los sistemas puramenteemprios, el punto de partida es un onjunto o orpus de pares de frases deentrenamiento, los uales habran sido obtenidos por tradutores expertos. Conla fase de entrenamiento, se obtienen de forma automatia las fuentes de o-noimiento en las que se basa el sistema de traduion, en funion del orpusde entrenamiento previamente elegido. Esta fase de entrenamiento puede llevarimplita una fase de preproesado del orpus on la nalidad de failitar el entre-namiento propiamente diho y de obtener unas fuentes de onoimiento mejoresy mas robustas. La regla de deision debera ombinar de forma optima todaslas fuentes de onoimiento de que dispone el sistema para realizar la traduionde forma optima. En aso de que en la fase de entrenamiento se haya realizadoun preproeso del orpus, adiionalmente, deben existir fases de pre y postpro-eso, las uales tambien failitaran la tarea de traduion propiamente diha. Elpreproeso debera ser el mismo que el apliado en al orpus de entrenamiento yel postproeso justo el ontrario.Una aproximaion empria (o basada en orpus) puede seguir tanto unaaproximaion direta omo por transferenia. En este trabajo de tesis trabajare-mos on modelos de traduion que esenialmente realizan traduiones palabraa palabra, y por lo tanto siguen una aproximaion direta a la TA.En esta ategora podemos enontrar dos grandes aproximaiones, los siste-mas basados en ejemplos (EBMT4) y los sistemas estadstios. En realidad estasdos aproximaiones tambien se pueden enuadrar dentro de la lasiaion dela gura 1.1 dado que la aproximaion estadstia es un aso espeial de tra-duion direta (traduion palabra a palabra siguiendo iertas distribuionesde probabilidad) y la traduion basada en ejemplos es un aso partiular de laaproximaion por transferenia.
Sistemas basados en ejemplos (EBMT)Diferentes autores han usado nombres alternativos a esta aproximaion,quizas por intentar difereniar de alguna forma sus propias aproximaiones: TAbasada en analoga, TA basada en memorizaion y TA basada en asos han sido4 Del ingles Example-Based Mahine Translation.





PostproesoTraduionFigura 1.2: Arquitetura general de un sistema emprio de TA.los nombres mayormente utilizados. En general, esta aproximaion hae uso deun orpus o bases de datos de pares de ejemplos de frases traduidas, y el pro-eso de traduion de una nueva frase se obtiene omparando diha frase on elorpus total extrayendo posibles hipotesis y ombinandolas de forma apropiada.La esenia de los sistemas basados en ejemplos se basa prinipalmente endos postulados de M. Nagao (el preursor de esta aproximaion) que dien:1) El hombre no tradue una frase simplemente realizando un profundo analisislingustio, y 2) el hombre tradue, primero desomponiendo una frase en iertosfragmentos, tradue estos fragmentos a otro lenguaje, y nalmente omponeadeuadamente estos fragmentos. La traduion de los fragmentos se realiza porun prinipio de analoga on ejemplos reales dados omo referenia [Nagao 84℄.Por lo tanto en un sistema basado en ejemplos tenemos tres omponentesprinipales: una omparaion de fragmentos on una base de ejemplos reales,una identiaion de la traduion de los fragmentos, y una ombinaion de esosfragmentos traduidos para obtener la frase nal. Un amplia desripion de estametodologa se puede enontrar en [Nagao 84, Sato and Nagao 90℄.
Sistemas estadı́sticosAlgunos autores omo [Somers 98℄ enuadran a la aproximaion estadstiadentro de la aproximaion basada en ejemplos (EBMT) por el heho de que
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ion Figura 1.3: Informaion de alineamiento.No hay una razon prinipal por lo que esta aproximaion sea tan superialy de heho en los trabajos mas reientes por el equipo de IBM inorporan masinformaion estrutural en sus modelos. Ademas hoy en da se dispone de gran
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antidad de textos traduidos de un idioma a otro lo que hae posible que seobtengan unos mejores alineamientos entre palabras y onseguir tambien unasreglas de derivaion de forma estadstia.Un problema que nos enontramos al trabajar on textos reales, es el de omoanalizar frases muy largas. Esto ha sido tratado en los ultimos a~nos de unaforma espeial llegando a la onlusion de que las frases largas se deben rompero desomponer en la medida de lo posible, en frases orretas mas peque~nas.Las aproximaiones estadstias a la traduion realmente no son mas que granantidad de intensivas omputaiones y el heho de que las frases lleguen a sermuy largas es mas importante aqu que en otras aproximaiones. El problema deromper la sentenia en frases para que pueda ser traduida independientementedebe ser heha muho antes de abordar el problema de traduion propiamentediho.Esta aproximaion usualmente se onoe omo el sistema Can-dide de IBM [Brown et al. 90, Brown et al. 93℄, aunque haya sidotambien adoptada y ampliamente estudiada por otros investigadores[Vogel et al. 96, Tillmann et al. 97a, Tillmann et al. 97b, Wang and Waibel 97,Gara-Varea and Casauberta 98, Gara-Varea et al. 98, Nieen et al. 98,Ney 99, Ney et al. 00℄, y es la que vamos a abordar en esta tesis on algunasrestriiones partiulares, de las uales ya hablaremos mas adelante uandoentremos en detalles.
Otros sistemas basados en corpusDentro del maro de las aproximaiones basadas en orpus (ejemplos) existendos aproximaiones distintas que dieren en ierta medida de las anteriores.Una es la onoida omo aproximaion onexionista (redes neuronales), la ualtambien se suele enmarar en el maro de la aproximaion estadstia. En estalnea no se han realizado muhos trabajos hasta la feha, abe destaar entreellos [Waibel et al. 91, MLean 92, Casta~no et al. 97, Konar and Guthrie 97℄.Otra es la onoida omo aproximaion basada en metodos de estados ni-tos [Vidal and Prieto 92, Castellanos et al. 94, Llorens et al. 95, Alshawi 96a,Alshawi 96b, Alshawi and Xiang 97, Vidal 97, Knight and Al-Onaizan 98,Amengual et al. 00℄.
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1.5 Aproximación Estadı́stica a la TA
1.5.1 Traducción estadı́sticaConsideremos el problema de traduir una frase f en un lenguaje de entradaF a otra frase e en un lenguaje5 de salida E . Dada una frase de F , imaginemosque fue originalmente produida por una frase equivalente de E . Para obtener lafrase de F , la frase de E fue transmitida a traves de un anal de transmision onruido, el ual tiene la uriosa propiedad de que las frases de E enviadas a ese analemergen en su salida omo la orrespondiente traduion en F . Este formalismose onoe omo el modelo de anal ruidoso, uyas araterstias pueden serdeterminadas de forma experimental y expresadas matematiamente.Este formalismo puede ser explotado para produir traduiones de un len-guaje de entrada a otro de salida del siguiente modo:Dada una frase f en un lenguaje de entrada, se pretende traduir a otrafrase e perteneiente a otro lenguaje de salida. De todas las posibles frases enel lenguaje de salida, elegiremos aquella que nos devuelva la mayor probabilidadde auerdo a la siguiente euaion: 6ê = argmaxe Pr(ejf) (1.1)Apliando la regla de deision de Bayes y teniendo en uenta que Pr(f) nodepende de e tenemos que:ê = argmaxe fPr(e)  Pr(f je)g (1.2)Esta euaion la podemos ver omo una representaion del proeso por el ualun humano tradue una frase del lenguaje de entrada al lenguaje de salida, ypodemos pensar en ella omo en un paseo mental a traves de una lista de todas lasfrases del lenguaje de salida alulando la probabilidad de ada frase e (Pr(e)) yla probabilidad ondiionada Pr(f je), y eligiendo la mejor de ellas. En denitiva,se trata de elegir la frase ê que maximie ese produto de probabilidades.A la aproximaion de la euaion (1.2) se le onoe aproximaion del modelode la fuente y el anal (ver seion 2.2.2)[Brown et al. 90℄ o omo la euaionfundamental de la traduion automatia estadstia [Brown et al. 93℄, donde:Pr(e) representa la probabilidad de obtener la adena de salida, y Pr(f je) es laprobabilidad de obtener f habiendo observado e. En la pratia se obtiene unaestimaion de Pr(e) mediante un modelo de lenguaje y de Pr(f je) mediante unmodelo de traduion.5 Por onvenio y similitud a la notaion utilizada en [Brown et al. 93℄ vamos a utilizar f(frenh; foreign; :::) y e (english) para denotar las frases de entrada y salida respeti-vamente6 El onvenio de notaion es el siguiente. El smbolo Pr() se usa para denotar distribu-iones de probabilidad generales sin pratiamente asunion alguna, mientras que paradenotar distribuiones de probabilidad basadas en un modelo utilizaremos, dependiendodel modelo al que hagamos referenia, letras minusulas del modo p(), t(), n(), d(),et.
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Pr(f je)ê = argmaxfPr(e)  Pr(f je)ge
Figura 1.4: Arquitetura general del proeso de traduion basado en laregla de Bayes.En la gura (1.4)[Ney et al. 00℄ podemos ver la arquitetura general de latraduion basada en la regla de Bayes. Observando la gura, podemos ver queel proeso de traduion esta formado por uatro partes bien difereniadas: Un modelo de traduion (Pr(f je)): El modelo de traduion engloba unmodelo lexio o diionario estoastio, el ual nos da la probabilidad deque una palabra e se traduza por una palabra f , o bien visto desde unpunto de vista generativo que la palabra e genere la palabra f . Tambienengloba a un modelo de alineamiento, el ual se dene omo un mapeopalabra a palabra entre las distintas posiiones de las frases de entrada ysalida. Un modelo de lenguaje (Pr(e)): Este modelo proporiona la probabilidadde que una frase e sea generada. Un proeso de busqueda: Esta parte es la que podemos onsiderar omoel proeso de traduion propiamente diho. Basandose en los modelos
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ion y lenguaje, el proeso resuelve la euaion (1.2) obteniendouna hipotesis de la frase de salida ê que mejor se adapta a las restriionesimpuestas por los modelos. Una serie de transformaiones, tanto a la entrada omo a la salida, lasuales son utiles para realizar pre y/o post-proesos para failitar el manejode las frases y en general para mejorar el rendimiento del sistema.Normalmente el entrenamiento de los modelos involurados se realiza siguien-do la aproximaion de maxima verosimilitud. Supongamos que el modelo de len-guaje depende de una serie de parametros , o sea Pr(e) = p(e), y que el modelode traduion depende de una serie de parametros , es deir Pr(f je) = p(f j e).Entones el valor optimo para dihos parametros se obtendra maximizando laverosimilitud para un onjunto/orpus paralelo de pares de frases de entrena-miento f(fs; es) : s = 1; : : : ; Sg [Brown et al. 93, Oh and Ney 00b℄ del siguientemodo: ̂ = argmax ( SYs=1 p(fs j es)) (1.3)̂ = argmax ( SYs=1 p(es)) (1.4)Normalmente, para evitar que los parametros de los modelos se ajusten dema-siado a los datos de entrenamiento y no se obtenga por tanto una generalizaiondeseable, en la pratia es neesario apartarse de esta estimaion por maximaverosimilitud realizando algun tipo de suavizado en los modelos.Finalmente obtenemos la siguiente regla de deision:ê = argmaxe fp̂(e)  p̂(f j e)g (1.5)La gran mayora de los sistemas estadstios de traduion enontrados en labibliografa siguen esta aproximaion.
1.5.2 Estado del arteEn esta seion hemos heho una reopilaion de los trabajos mas relevanteshasta la feha en uanto a lo que se reere a la aproximaion estadstia a latraduion automatia propiamente diha. Evidentemente existen muhos mastrabajos relaionados on el tema que los aqu expuestos, de modo que estosmas espeos iran siendo itados durante el desarrollo de la tesis dentro delontexto que estan diretamente relaionados. A ttulo de ejemplo, los trabajosrelaionados on el tema de maxima entropa estaran omentados en el tema quehemos dediado expresamente a ello.
22 Capı́tulo 1 Introducci ónComo hemos omentado en la seion de introduion, pratiamente todo eltrabajo de importania relevante dentro del maro de la aproximaion puramenteestadstia ha sido desarrollado durante la deada de los noventa.El disparo de salida de la aproximaion estadstia a la traduion automatialo dieron Peter F. Brown y sus olegas del entro Thomas J. Watson de IBM.En [Brown et al. 90℄ se da una introduion al tema, en [Brown et al. 91b℄ seestudian iertas tenias para el alineamiento de frases en orpus bilingues. Losmismos autores en [Brown et al. 93℄ exponen los famosos 5 modelos de tradu-ion de IBM, on todo el desarrollo matematio para la estimaion por maximaverosimilitud de los parametros de los modelos utilizando el algoritmo EM(Expetation-Maximization). Existen otros trabajos de este grupo de investi-gaion relaionados on el tema omo son: [Brown et al. 92℄ en donde exponenun modelo de lenguaje de n-gramas basado en lases y [Brown et al. 94℄ en elque se habla de reonoimiento del habla apliado a temas de traduion. En[Berger et al. 94℄ se desribe globalmente el sistema \Candide" de IBM que on-siste en un sistema automatio de traduion texto a texto del franes al ingles.Este sistema, partiendo del formalismo del modelo de anal ruidoso, desarrollauna serie de modelos parametrios probabilstios para modelos de lenguaje yde traduion, as omo algoritmos numerios para entrenar dihos modelos apartir de ejemplos. En denitiva, el sistema \Candide" es el resultado de todo eltrabajo realizado por este grupo en esta lnea de investigaion. En estos trabajosel problema de la busqueda se soluiona mediante ostosos algoritmos basadosen la tenia de ramiaion y poda.Otro grupo de investigadores dediados al tema es el de Hermann Ney enel RWTH de la Universidad Tenologia de Aahen. De los trabajos realizadospor este grupo podemos destaar: [Nieen et al. 98℄ donde presentan un algo-ritmo de busqueda para un modelo de traduion basado en lo que ellos llamanalineamientos invertidos; en [Tillmann et al. 97a℄, en [Tillmann et al. 97b℄ y en[Vogel et al. 96℄ presentan otro modelo de traduion basado en alineamientosmonotonos del mismo modo que se utilizan los MOM (modelos oultos de Mar-kov) en reonoimiento del habla, tambien presentan un algoritmo de busqueda ysu version mejorada. En todos estos trabajos podemos destaar el uso de teniasde programaion dinamia en los proesos de busqueda. En [Ney et al. 00℄ po-demos enontrar un resumen de todas las tenias desarrolladas por este grupohasta la feha.En otros trabajos omo [Melamed 97℄ se desribe un modelo de traduionpalabra a palabra. En [Wang and Waibel 97℄ se presenta un algoritmo de de-odiaion/busqueda onoido omo \stak deoding", y en [Wu 96℄ podemosenontrar un algoritmo de busqueda en tiempo polinomio.Otro grupo de investigaion dediado a temas de traduion automatia tantode texto omo voz es el grupo PRHLT (Pattern Reognition and Human Lan-gauge Tehnology) del DSIC (Depto. de Sistemas Informatios y Computaion)y del ITI (Instituto Tenologio de Informatia) en la Universidad Politeniade Valenia, en el que su mayor trabajo se entra en el desarrollo de tenias
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nitos para el proesamiento, reonoimiento y traduion del habla.En uanto a temas estadstios tambien se han realizado trabajos de relativaimportania. Conretamente tres tesis dotorales realizadas en el grupo tratandistintos problemas en este ambito. En [Prat 98℄ se presentan distintos modelosestoastios basados en asoiaion de gramatias y sus respetivos algoritmos debusqueda; en[Prat 01℄ se presentan algunas mejoras. En [Vilar 98℄ se presenta unmodelo estadstio reursivo adeuado para la segmentaion automatia de paresde frases uyo resultado es diretamente apliable a mejorar sistemas de estadosnitos omo en [Casauberta 00℄. Tambien se han desarrollado modelos one-xionistas para tratar el tema en uestion, onretamente en [Casta~no et al. 97℄y en [Prat 98℄.Cabe destaar el trabajo realizado por una serie de investigadores de todo elmundo, dirigidos por Kevin Knight durante el transurso de un taller de trabajoorganizado por el CLSP (Center for Language and Speeh Proessing) de laUniversidad Johns Hopkins durante el verano de 1999 [Al-Onaizan et al. 99℄. Eneste taller titulado \Traduion automatia estadstia" se desarrollaron nuevasimplementaiones de los modelos 1-4 de IBM, as omo una serie de herramientasde pre y post-proesamiento de orpus y una serie de apliaiones para visualizarlos alineamientos entre frases obtenidos por estos modelos de traduion. Elpaquete que inluye todas estas herramientas se denomina EGYPT y es de libredistribuion y uso. Este trabajo ha sido ontinuado hasta la feha por parte delos partiipantes iniiales para desarrollar algunos algoritmos de busqueda paralos modelos implementados anteriormente y una implementaion mejorada delos algoritmos de entrenamiento para los modelos de traduion [Oh et al. 99℄,inluyendo una implementaion para el modelo 5. Este ultimo trabajo a dadolugar al paquete GIZA++ [Oh 00℄.En uanto a la integraion de voz en sistemas de traduion estadstios nohay muho publiado aera del tema. Destaar en este sentido algunos trabajosomo [Ney 99℄ donde se muestra una primera aproximaion al problema; o en[Gara-Varea et al. 00℄ donde se presenta una version semi aoplada donde deforma iterativa se mezlan los proesos de reonoimiento y traduion paramejorar el rendimiento y en [Gara-Varea et al. 99℄ donde se da una versionaoplada utilizando una representaion en forma de grafos de palabras omoentrada de voz. En el apendie A se presenta un esbozo de omo ataar elproblema de la entrada de voz en sistemas de traduion automatia estadstia.
1.6 Objetivos de la tesisA ontinuaion desribiremos uales han sido los objetivos que, a lo largode los a~nos dediados a la investigaion en este tema, nos hemos ido marandopara desarrollar este trabajo de tesis. Estos se pueden resumir en tres grandesobjetivos:1. En primer lugar, y que a nuestro juiio todo trabajo de investigaion debe
24 Capı́tulo 1 Introducci ónde plantearse, es reopilar informaion aera del tema, instruirse en elmismo utilizando los medios de que se dispongan, y estableer una lneapor la que enauzar el trabajo a realizar. En denitiva, onoer el estadodel arte del tema a tratar.2. La traduion automatia estadstia es una disiplina relativamente jo-ven, se podra deir que apenas tiene una deada de historia. Uno delos prinipales problemas que se le plantean es la de desarrollar eientesy eaes algoritmos para resolver el problema de la busqueda. Aunqueomo omentaremos mas adelante este problema es NP-ompleto nos de-beremos de onformar on enontrar algoritmos suboptimos para resolverdiho problema.Conretamente, hemos pretendido abordar el problema de la busqueda des-de las perspetivas lasias para el dise~no e implementaion de algoritmosde busqueda, que son: La tenia de programaion dinamia. La tenia de ramiaion y poda. Y la tenia devoradora.Por tanto uno de los objetivos prinipales de esta tesis ha sido el llevar aabo el estudio, desarrollo, implementaion, experimentaion y ompara-ion de algoritmos de busqueda basados en estas tenias para resolver elproblema de la busqueda en la traduion automatia estadstia.3. Otro de los objetivos ha sido el de intentar de dar mayor versatilidada los modelos estadstios de traduion lasios, (basados en relaionesestruturales palabra a palabras), es deir, dotar a dihos modelos en lamedida de lo posible de ierta sintaxis y semantia. Nuestra intenion no hapasado por intentar desviar el enfoque a una aproximaion mas raionalistaal problema sino todo lo ontrario, intentar mantener el enfoque empirista.Para ello hemos utilizado el maro que la maxima entropa nos ofree.Por tanto, nuestro terer prinipal objetivo ha sido el de estudiar, denir,implementar e integrar dentro de los modelos estadstios de traduionlasios, modelos ontextuales basados en maxima entropa. Del mismomodo hemos pretendido llevar un estudio experimental del potenial deestos modelos ontextuales dentro de sistemas de traduion automatiaestadstia.Por ultimo, podramos onsiderar omo objetivo adiional a este trabajo, yya un poo fuera de lo que a investigaion propiamente diha se trata, es elde proporionar un doumento de referenia a aquellos investigadores que seiniien en el tema. Con esta idea se elaborado esta memoria de tesis, en laque no solamente se han desrito las tenias, algoritmos, et. investigados,
1.6 Objetivos de la tesis 25sino que ademas se ha intentado dar una introduion lo mas ompleta posiblea la traduion automatia estadstia. Esto viene a deir que algunos de losaptulos, onretamente la primera parte de la tesis, se podra haber resumidoonsiderablemente. Nosotros hemos querido ir poo mas alla, de modo queeste doumento sea autoontenido en su mayora. El prinipal motivo que nosha induido a ello ha sido el de aliviar en la medida de lo posible la barreramatematia, que la aproximaion estadstia a la traduion automatia onlleva,que tanto asusta a muhos investigadores que se iniian en el tema (sobre todoa expertos en el ampo de la lingustia). De este modo, hemos intentado ser lomas intuitivos posibles sin por ello perder rigurosidad en la exposiion.




ESTE tema lo hemos dediado para introduir una serie de onoimientosbasios aera de la traduion automatia estadstia. Conretamente he-mos desarrollado on ierto nivel de detalle ada uno de los omponentes basiosde un sistema de traduion automatia estadstia (TAE). Para una exposiionmas rigurosa (sobre todo de los modelos de traduion de IBM [Brown et al. 93℄)hemos dediado el siguiente aptulo, de modo que el letor que este familiari-zado on el tema puede pasar por alto la letura de este aptulo, exeptuandola seion 2.1 de notaion en el que se desribe la terminologa a utilizar en elresto de la tesis, y la seion 2.5.1 donde se expone el onepto de modelo deerror neesario para entender algunos omentarios expuestos a lo largo del restode aptulos.
2.1 NotaciónEn este apartado se desribe el signiado de todos los smbolos matematiosque se van a utilizar en toda la tesis, de modo que aonsejamos al letor tenga amano este apartado para identiar failmente en todo momento el signiadode las expresiones que vayan apareiendo en el texto.Por similitud on la exposiion de [Brown et al. 93℄ vamos a denotar al len-guaje de entrada on la letra F y al de salida/destino on la letra E .11 De heho en el papel seminal de Brown y olaboradores [Brown et al. 93℄ se utilizan estas
27
28 Capı́tulo 2 Traducci ón autom ática estadı́stica. Preliminares$ delimitador de frasese una palabra destinoze una palabra destino on fertilidad eroI longitud de una frase destinoe = eI1 una frase origen de longitud Ii una posiion en la frase destino i = 0; 1;    ; IE voabulario del lenguaje destinoei i-esima palabra de la frase ee0 la palabra vaa/nula de la frase eei1 subseuenia e1e2    ei de la frase eE(e) lase a la que pertenee la palabra ef una palabra origenF voabulario del lenguaje origenJ longitud de una frase origenf = fJ1 una frase origen de longitud Jj una posiion en la frase origen j = 1;    ; Jfj j-esima palabra de la frase ff j1 subseuenia f1f2    fj de la frase fF(f) lase a la que pertenee la palabra fa = aJ1 un alineamiento entre f y eaj posiion en e alineada/onetada on la posiion j de f en elalineamiento ai numero de posiiones de f alineadas a laposiion i de e (o fertilidad de la palabra ei)i1 12   i0 fertilidad de la palabra nula (e0)t(f j e) modelo lexio: probabilidad de traduion de e af (modelos 1-5)n( j ei) modelo de fertilidades: probabilidad de que la palabra etenga una fertilidad de  palabras (modelos 3-5)a(j j i; J; I) modelo de alineamiento: probabilidad de alineamiento de lapalabra en la e on la palabra en la posiion j def posiion i de (modelo 2)d(i j j; J; I) modelo de distorsion: probabilidad de alineamientoinverso (modelo 3)ik k-esima palabra origen alineada on eiik posiion que ik oupa en fi posiion de la primera palabra de fertilidadmayor que ero a la izquierda de eid=1(j j ; ) modelo de distorsion (modelos 4-5)d>1(j j ) modelo de distorsion (modelos 4-5)Tabla 2.1: Tabla de notaion
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2.2 Algunos conceptos previos
2.2.1 Corpus alineadosComo hemos visto en el tema de introduion la aproximaion estadstia ala traduion automatia esta dentro de las aproximaiones basadas en orpus.Desde el punto de vista de la traduion automatia un orpus sera una re-opilaion de informaion bilingue organizada de ierta manera. La forma enque este organizado el orpus es de vital importania dentro de los sistemas es-tadstios de traduion, pues en poas palabras todos ellos se basan en relaionesestruturales entre las frases de los idiomas origen y destino de la traduion. Esdeir, ualquier sistema de traduion automatia estadstia partira de la basede un orpus alineado a nivel de frase. A este tipo de orpus se les llama orpusparalelos.Evidentemente las fuentes de informaion bilingue reales de que se dispo-ne, omo por ejemplo manuales de usuario, guas de todo tipo, periodios,boletines oiales, sitios web plurilingues, et., estaran alineados a nivel dedoumento, o omo muho a nivel de parrafo. Por este motivo, siempre esneesario un preproeso de los datos para obtener orpus paralelos, que ha-gan fatible y failiten la onstruion de sistemas estadstios de traduion.En lo que sigue nosotros supondremos que los orpus de experimentaion (en-trenamiento, desarrollo, validaion y test) estaran alineados a nivel de frase,es deir no desarrollaremos ninguna tenia para realizar este trabajo. Deualquier forma y a ttulo de informaion existen gran antidad de trabajosenfoados a este problema, entre ellos podramos destaar [Brown et al. 91b,Fung and MKeown 94, Fung and Churh 94, Papageorgiou et al. 94, Wu 94,Wang et al. 02, Tz-Liang and Su 02℄.
2.2.2 El modelo de la fuente y el canalComo hemos omentado en el tema anterior, el objetivo de la TAE es: da-da un frase f , busamos una frase e que maximie la probabilidad Pr(ejf)(latraduion \mas probable"). Normalmente esto se esribe omo:argmaxe Pr(ejf)Donde argmax se lee omo: \la frase e, de todas las posibles, que produeel maximo valor para Pr(ejf)".Apliando la regla de Bayes podemos reesribir la expresion anterior delsiguiente modo: argmaxe Pr(ejf) = argmaxe fPr(e)  Pr(f je)gletras pues estos autores desarrollaron un sistema de traduion automatia del franesal ingles. Esta notaion se utiliza en la mayora de los trabajos publiados relaionadoson el tema a pesar de que los lenguajes origen y destino no sean el franes y/o el ingles.
30 Capı́tulo 2 Traducci ón autom ática estadı́stica. Preliminaresdado que Pr(f) no depende de e en la maximizaion.Esta maximizaion viene a deir que la traduion mas probable e maximizael produto de dos terminos, (1) la probabilidad de que alguien diga e en primerlugar, y (2) si ese alguien dijo e, la probabilidad de que alguien mas la tradujesea f .El formalismo del modelo de la fuente y el anal trabaja de esta forma.Imaginemos que alguien tiene e en mente, pero en el momento de ser esrita seorrompe mediante \ruido" y se onvierte en f . Entones, para reuperar la frasee, traduion mas probable de f , razonamos de auerdo a dos fenomenos: (1) quetipo de osas die la gente en el lenguaje destino E (o diho de otra forma, omose generan frases en un lenguaje E), y (2) omo las frases de E se onvierten allenguaje origen F (o lo que es lo mismo, omo se traduen esas frases a otrolenguaje F). A estos dos fenomenos a vees se les denomina \modelado de lafuente" y \modelado del anal". En general, la metafora del modelo de la fuentey el anal se usa en gran antidad de problemas de ingeniera, omo por ejemplola transmision en lneas telefonias.Desde un punto de vista informatio, estos modelos podramos entenderlosen terminos de sendos programas: El primero que modele la fuente o Pr(e), que ira generando frases en ellenguaje E on sus probabilidades asoiadas, o tambien en un programaque diretamente devuelva/genere una lista de frases ei on sus orrespon-dientes probabilidades Pr(ei), es deir:
PSfrag replaementsTransfereniaDiretaInterlinguaAnalisisGeneraionLenguaje fuenteLenguaje destinoTradutoresexpertosCorpus deentrenamientoEntrenamientoFuentes deonoimientoPreproesoRegla dedeisionEntradaPostproesoTraduionTransformaionBusqueda globalModelo de traduionModelo de lenguajeModelo de alineamientoDiionario estoastioFrase de entradaFrase de salidaPr(e)Pr(f je)fePr(f je)ê = argmaxfPr(e)  Pr(f je)geePr(e) e1; P r(e1)  en; P r(en) Y el segundo que modele el anal o Pr(f je), que ira generando tradu-iones a F tambien on las orrespondientes probabilidades, o del mismomodo, un programa que tome una frase e y devuelva varias frases fi juntoon sus orrespondientes probabilidades Pr(fi j e), es deir:
PSfrag replaementsTransfereniaDiretaInterlinguaAnalisisGeneraionLenguaje fuenteLenguaje destinoTradutoresexpertosCorpus deentrenamientoEntrenamientoFuentes deonoimientoPreproesoRegla dedeisionEntradaPostproesoTraduionTransformaionBusqueda gl balModelo de traduionModelo de lenguajeModelo de alineami ntoDiionario estoastioFrase de entradaFrase de salidaPr(e)Pr(f je)fePr(f je)ê = argmaxfPr(e)  Pr(f je)geePr(e)e1; P r(e1)  en; P r(en)ffePr(f je) f1; P r(f1je)   fn; P r(fnje)Podemos poner los modelos de la \fuente" y del \anal" onjuntamente dela forma:
PSfrag replaementsTransfer niaDiretaInterling aAnalisisGeneraionLenguaje fuenteLenguaje estinoTradutoresxpertosCorpus deentrenamientoEntr namientoFuentes donoimientoPreproesoRegla dedeisionEntradaostproesoTraduionTransformaionBusqueda globalModelo de traduionModelo de lenguajeModelo de alineamientoDiionario estoastioFrase de entradaFrase de salidaPr(e)Pr(f je)fePr(f je)ê = argmaxfPr(e)  Pr(f je)ge e; P r(e) f ; P r(f je)Como podemos ver, segun estos programas, hay muhas mas formas de ob-tener la misma frase f . Cada forma orresponde a las diferentes eleiones de lafrase e. Si nos jamos en los programas (modulos) anteriores todas las ehasvan de izquierda a dereha. A esto se le onoe omo modelo generativo porquees una teora de omo se genera una frase f . La teora es, primero se genera unafrase e, despues se onvierte a f .
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2.2.3 Razonamiento basado en la regla de BayesEn los programas de la seion anterior todas las ehas apuntan haia la de-reha, es deir, el razonamiento parte de primero generar una frase e, y despuesonvertirla a f . En realidad, a nosotros nos interesa justo lo ontrario, traduirfrases de un lenguaje origen F a otro lenguaje destino E . Veamos el porquedel interes de este razonamiento frente al razonamiento direto (es deir, mode-lar diretamente Pr(ejf)). Veamoslo utilizando un smil sobre enfermedades ysntomas.De forma intuitiva podemos pensar en f omo en un onjunto de sntomasmedios, y en e una enfermedad en onreto. Desde un punto de vista mediosera interesante poder diagnostiar una enfermedad a partir de unos sntomas.Es deir, sera interesante poder onstruir un modelo para Pr(ejf), pero esto noes nada fail pues en prinipio, hay gran antidad de enfermedades que podranprovoar los mismos sntomas. En ambio, dado que los biologos saben onierta erteza que sntomas son generados por iertas enfermedades, sera fatibleonstruir un modelo para Pr(f je). Por otra parte tambien podemos razonar onierta erteza aera de Pr(e) (omo de rara o on que freuenia se da unaierta enfermedad), utilizando fuentes de informaion independientes omo loson los arhivos de los hospitales.Por tanto, para soluionar el problema iniial Pr(ejf), podemos reamosun modelo generativo de modo que podemos razonar aera de la probabilidadde que una onreta enfermedad e ourra, as omo en la probabilidad de quelos sntomas f sean provoados por esa enfermedad e en partiular. Esto es,estaramos modelando por un lado Pr(e) y por otro Pr(f je).En general, estas dos probabilidades pueden disrepar en la medida de quepodra haber una enfermedad omun que a menudo provoque los sntomas f , ypodra haber una enfermedad muy rara que por ontra siempre provoque esossntomas.Desde un punto de vista lingustio no paree que sea tan obvia la ompleji-dad de onstruir un modelo para Pr(f je) o para Pr(ejf), puesto que ambos sepodran onstruir a partir de un mismo orpus paralelo de traduiones de unlenguaje a otro. La lave del tema esta en que utilizando el razonamiento segunla regla de Bayes inluimos una fuente de informaion adiional e independiente,Pr(e), la ual en este ambito es de gran ayuda pues se podra obtener a partirde un orpus independiente muho mayor que el utilizado para obtener Pr(f je)o Pr(ejf). Es deir, por muy grande que podamos enontrar un orpus bilinguesiempre sera mas fail enontrar uno monolingue que podamos utilizar omoinformaion adiional. Entraremos un poo mas en detalle en estos aspetos enlas dos seiones siguientes.
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2.2.4 Reordenado de palabras en traducciónSi razonamos diretamente sobre la traduion usando Pr(ejf), las proba-bilidades asoiadas a los parametros del modelo deberan ser muy buenas. Pe-ro por otra parte, si partimos del razonamiento utilizando la regla de Bayes,teoriamente podramos obtener buenas traduiones inluso en el aso en quelas probabilidades Pr(f je) no sean tan preisas omo las anteriores.Por ejemplo, supongamos que asignamos un gran valor a Pr(f je) solo si laspalabras de f son en general traduiones de las palabras de e. Las palabras def podran estar en ualquier orden (en prinipio eso no importa), de modo queno estaramos hablando de un buen modelo de omo onvertir frases de F afrases de E , sino mas bien de un modelo de omo onvertir frases de F a frasesno preisamente orretas de E .Centremonos ahora en Pr(e). Supongamos que asignamos un alto valor aPr(e) solo si e es gramatialmente orreta. Esto es bastante razonable, aunquebastante difil en la pratia.Si utilizamos ambas fuentes de informaion (Pr(e) y Pr(f je)) en el proesode onvertir la frase observada f (p.e. la casa azul) a su traduion e mas pro-bable, ada posible e tendra una probabilidad o puntuaion2) fPr(e)  Pr(f je)gasoiada. El fator Pr(f je) asegurara que una buena hipotesis e tendra pala-bras que en general seran traduiones de las palabras de f (en nuestro aso,las frases the blue house y house blue the seran buenas andidatas si traduimosal ingles). En ambio, es evidente que algunos ordenes en las palabras serangramatialmente orretos mientras que otros no, de modo que el fator Pr(e)derementara la puntuaion de las frases no gramatiales, e inrementara el delas gramatiales.En efeto, Pr(e) se preoupa por el orden de las palabras de la frase deE mientras que Pr(f je) no. Esto hae que Pr(f je) sea mas fail de onstruirde lo que podramos pensar. Este modelo solo neesita saber si un onjuntode palabras (frase) de E orresponden a un onjunto de palabras (frase) deF3. Esto se podra haer simplemente utilizando un diionario bilingue, o deforma mas algortmia sera un modulo que sea apaz de onvertir un onjuntode palabras en otro y asignarle una puntuaion de Pr(f je) al par de onjuntos(frases).De ualquier forma si intentasemos poner en orden la siguiente frase las de
son tipo y respectiva en es rutina ordinaria una computadora programación la normal
del recursión ecuaciones, nos podramos haer las siguientes preguntas: >Que tipode onoimiento estaramos apliando?, >sera una maquina apaz de haerlo?,2 Dado que en general el alulo de Pr(e) o Pr(f je) onlleva la multipliaion de granantidad de valores de probabilidad (entre 0.0 y 1.0), esto puede dar lugar a valoresinnitamente peque~nos. Por este motivo, en la pratia, se utilizan logaritmos de proba-bilidades para evitar desbordamientos. Por ello en lo suesivo nos referiremos indistin-tamente a los oneptos de puntuaion y probabilidad asoiados a una distribuion deprobabilidad, aunque ello suponga abusar del lenguaje.3 A este tipo de modelos se les onoe omo bag of words models.
2.3 Modelos de lenguaje 33>podemos pensar en un modo automatio de omprobar omo de bien lo haraesa maquina sin la neesidad de la ayuda de un humano?Pensemos ahora en ordenar la siguiente frase: a ama Juan Marı́a. Esto ultimosera verdaderamente difil. Paree ser que despues de todo Pr(f je) neesitarasaber aera del orden las palabras, no solamente proporionar un onjunto depalabras sin mas. Pero quizas simplemente on saber un poo aera del ordende las palabras sera suiente.
2.2.5 Elección de palabras en traducciónDel mismo modo que hemos omentado que Pr(f je) debera, en ierta me-dida, tener informaion aera del orden de las palabras a generar, el modeloPr(e) podra ser tambien util para seleionar traduiones entre palabras. Porejemplo, supongamos que existe una palabra en astellano que se tradue alingles bien por in o por on. Entones habra dos frases en ingles igualmenteprobables on igual puntuaion Pr(f je), por ejemplo: (1) she is in the end zone,(2) she is on the end zone (evidentemente ignorando otras posibles traduionesomo: zone end the in is she, la ual probablemente tambien tendra una buenapuntuaion Pr(f je)). Bien, la primera frase estara esrita en muho mejor inglesque la segunda on lo que tendra una puntuaion Pr(e) muho mejor, y por lotanto una mejor puntuaion total fPr(e)  Pr(f je)g.En este punto nos surge una pregunta, >de donde vienen o omo podemosobtener esas probabilidades o en general distribuiones de probabilidad? En lasdos siguientes seiones intentaremos responder a esta pregunta.
2.3 Modelos de lenguajeAunque no es uno de los objetivos de esta tesis el haer un estudio de modelosde lenguaje, por ompletitud en la exposiion y dado que (omo hemos visto enel tema de introduion) el modelo de lenguaje es una de las partes importantesdentro de un sistema de TAE, vamos a dediar esta seion a ello omentandolos aspetos mas relevantes.Un modelo de lenguaje Pr(e) debe ser apaz de dar una idea de lo orreta(de auerdo a un determinado riterio sintatio, semantio, gramatial, et.)que sea una frase e generada en un lenguaje destino.Evidentemente lo interesante sera haerlo de forma automatia, es deir de-seamos rear una maquina que sea apaz de asignar una probabilidad Pr(e) aada frase e de nuestro lenguaje de salida.Una primera idea de omo solventar este problema podra ser onstruir unprograma que sepa muho aera del mundo, aera del tipo de osas que lagente suele deir o disutir, aera de las estruturas gramatiales que la genteusa uando desribe iertos eventos u objetos, et. Podramos por tanto esribir
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ontemple todas estas posibilidades para obtener el resultadodeseado.Otra idea mas simple sera almaenar ada frase que ualquiera pueda deiren nuestro lenguaje de salida. Supongamos que reopilamos un millon de frases.Entones si la frase ¿Cómo están ustedes? aparee 7641 vees en la base de datos,entones diremos que Pr(¿Cómo están ustedes?) = 7641=1000000 = 0:007641.Un gran problema de esta aproximaion es que frases perfetamente orretaspodran tener un valor de Pr(e) igual a ero debido a que no hayan sido vistasanteriormente. De modo que aunque tuvieramos un buen programa para alu-lar Pr(f je), no servira de nada si la Pr(e) asoiada fuese siempre ero. Estoes tanto omo deir que dos frases ompletamente distintas seran onsideradastraduiones igualmente probables.En general somos apaes de juzgar si una frase es gramatialmente orretao no sin neesidad de almaenar una gran base de datos de frases. Por ejemplo,asi on toda seguridad que la frase Nunca es tarde si la sopa es buena, nuna antesla hemos odo o visto esrita4, en ambio somos apaes de deir que la frase esgramatialmente orreta. Entones paree que intuitivamente seamos apaesde troear la frase y si sus omponentes son buenos, y los podemos ombinar deforma razonable, entones podramos deir que la frase es orreta.
2.3.1 Modelos de n-gramasPara los omputadores la forma mas fail de troear una frase en omponenteses onsiderar subadenas. A una subadena de n palabras se le llama n-grama.Si n = 2, hablaramos de bigramas, si n = 3 estaramos hablando de trigramasy si n = 1 de unigramas (o simplemente palabras).Si una frase esta formada por una serie de n-gramas razonables, entonesprobablemente sera una frase razonable.En general y mas formalmente, un modelo de n-gramas se dene omo:Pr(eI1) = I+1Yi=1 p(ei j e1;    ; ei) (2.1)donde se asume que e0 = e 1 =    = e n+1 = eI+1 = $ es un smbolo paradelimitar frases.Tpiamente, en la mayora de los sistemas estadstios de traduion au-tomatia se utilizan trigramas [Ney et al. 95℄, de modo que un modelo de tri-gramas, on una serie de parametros  vendra dado por:p(eI1) = I+1Yi=1 p(ei j ei 2; ei 1) (2.2)4 Exepto los aionados a las gregueras - http://www.elhuevodehoolate.om/greguerias.htm
2.3 Modelos de lenguaje 35Como hemos omentado en el tema de introduion la estimaion de losparametros para un modelo de n-gramas se realiza por maxima verosimilitud apartir de un orpus de entrenamiento. Como podemos ver en [Ney et al. 97℄, lafreuenia on que aparee un determinado n-grama on respeto a su historiaes un estimador maximo verosmil para un modelo de n-gramas. Es deir quea partir de un orpus C de entrenamiento podemos estimar los valores de todoslos parametros del modelo simplemente alulando:p(ei j ei 2; ei 1) = N(ei 2; ei 1; ei)N(ei 2; ei 1) (2.3)donde N(ei 2; ei 1; ei) es el numero de vees que la seuenia de palabras(ei 2; ei 1; ei) aparee en el orpus C, y p(ei j ei 2; ei 1) es la probabilidadde que tras las palabras (ei 2; ei 1) apareza la palabra ei.Hay que notar queN(ei 2; ei 1) = Xe02CN(ei 2; ei 1; e0)de modo que p() sigue una distribuion de probabilidad, o sea:Xe02C p(e0 j ei 2; ei 1) = 1:0
2.3.2 Suavizado del modeloLos n-gramas pueden asignar probabilidades distintas de ero a frases novistas on anterioridad (o sea, que no pertenezan al orpus de entrenamiento).La unia forma de poder obtener una probabilidad igual a ero sera si la fraseontuviese algun n-grama que no haya sido visto anteriormente. En estos asoslo que se hae es apliar suavizado.Veamos omo funiona el suavizado on un ejemplo. Supongamos que que-remos alular la probabilidad del trigrama “x y z”. Si “z” nuna sigue a “x y” ennuestro orpus, nos podramos preguntar si al menos “z” siguio a “y”. Si as fue,probablemente el trigrama “x y z” no sea del todo malo. Si no, podramos inlusopreguntarnos si “z” es una palabra omun o no. Si inluso no es una palabraomun, entones “x y z” podra tomar una probabilidad baja. Entones en vez deutilizar la euaion (2.3) para estimar la probabilidad del trigrama podramosutilizar esta otra:p(z j x y) = 1  N(x y z)N(x y) + 2  N(y z)N(z) + 3  N(z)N + 4on 1  i  1, Pi i = 1 y N =j C j.Sera apropiado usar diferentes oeientes i de suavizado en diferentessituaiones, de modo que estos oeientes deberan tambien ser estimados uti-lizando un onjunto/orpus de validaion. Esta forma de suavizado es la mas
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onoe omo tenia de interpolaion lineal, aunque existen innidadde tenias de suavizado y estimaion de parametros para modelos de lenguaje.Para un estudio detallado sobre las tenias de suavizado y de estimaion demodelos de n-gramas referimos al letor a [Manning and Shutze 01℄.Por ultimo omentar que en nuestro ejemplo, el heho de que en el peor delos asos asignemos una probabilidad de 4, nuna se podra dar el aso de quela probabilidad asoiada a un n-grama sea ero (al n y al abo la gente dieosas gramatialmente inorretas uando habla).Evidentemente los n-gramas no es todo lo que podramos haer, sino quepodramos desarrollar otro tipo de modelos de lenguaje que tengan en uentala estrutura gramatial del lenguaje, o que se basen en otro tipo de onoi-miento lingustio en general. De todas formas, en la atualidad y a pesarde la gran antidad de investigaion destinada a desarrollar otros modelos delenguaje, es raro enontrar alguna tenia que supere a los n-gramas. Otraventaja a su favor es la relativa senillez de implementaion y la existenia degran antidad de programas de libre distribuion disponibles, por ejemplo elSLM [Rosenfeld and Clarkson 97℄ y el SRILM [Stolke 97℄.
2.3.3 Evaluación de modelosLo que a priori s paree interesante es poder saber si un modelo funionamejor que otro para tener un riterio a la hora de elegir un modelo de lenguajeapropiado a la tarea que estemos abordando en ierto momento.Entones, >omo podemos saber si un modelo funiona mejor que otro? Unaforma sera oger un trozo de texto previamente no visto (no ontenido en elonjunto de entrenamiento), es deir un onjunto de test y preguntar a adamodelo ual es la probabilidad que le asignara de auerdo a la historia generativay unos valores en partiular de los parametros. Esto se puede esribir de formasimbolia del siguiente modo: Pr(modelo j test)Usando la regla de Bayes:Pr(modelo j test) = Pr(modelo)  Pr(test j modelo)=Pr(test)Supongamos que Pr(modelo) es la misma para todos los modelos. Esto es,sin mirar al onjunto de test, no tenemos idea de si 0:95 es un numero mejorque 0:07 dentro de uno o distintos modelos. Entones, el mejor modelo sera elque maximie Pr(test j modelo). Afortunadamente, Pr(test j modelo) es algofail de alular. Es justo lo mismo que Pr(e), uando e = test. Notese queen este aso e hae referenia a un onjunto de test el ual podra ser una uniafrase o un onjunto de frases indistintamente.Ahora, ualquiera podra haer un programa que produza valores para Pr(e)y ompararlo on ualquier otro programa. Esto en ierto modo es omo haer
2.3 Modelos de lenguaje 37apuestas, un modelo apostara ierta antidad a todo tipo de frases, asignandolesuna puntuaion Pr(e) mayor o menor. Cuando se le ofree un onjunto de testel modelo apostara por ese test, de modo que uanto mas apueste por el mejorsera el modelo.En general un modelo de trigramas sera mejor que uno de bigramas. Vea-mos esto on un ejemplo: un modelo de bigramas asignara una probabilidadrelativamente alta a una frase omo: I hire men who is good pilots, puesto que lafrase ontiene buenos pares de palabras. Siguiendo on el smil de las apuestas,un modelo de bigramas apostara una gran antidad por esta frase. En ambioun modelo de trigramas no apostara tanto por ella debido a que el valor dep(is j men who) es muy bajo. Esto signia que el modelo de trigramas tendramayor antidad para apostar por aquellas frases que tiendan a aparee en elonjunto de test, omo por ejemplo en la frase I hire men who are good pilots.Como hemos omentado anteriormente ualquier modelo que asigne una pro-babilidad de ero a un onjunto de test debe ser desartado. Como soluion aello hemos propuesto suavizar el modelo, y de heho existen metodos para elegirlos oeientes de suavizado de modo que se optimie la Pr(test j modelo).Si queremos ser justos no deberemos tener en uenta el onjunto de test pa-ra entrenar los parametros del modelo, entones para obtener esos oeien-tes lo que se suele haer es dividir el onjunto de entrenamiento en dossubonjuntos (un onjunto de desarrollo y un onjunto de validaion)(entrenamiento = desarrollo+ validaion)). El primero (desarrollo)se utilizara para alular las freuenias/probabilidades de los n-gramas y el se-gundo (validaion) para estableer los valores de los oeientes de suavizadode modo que se optimie la probabilidad Pr(validaion j modelo). Entonesya podremos testear nuestros modelos on onjuntos de test no vistos previa-mente.
2.3.4 PerplejidadSi el onjunto de test es muy grande, entones un n-grama le asignara unvalor de Pr(test) que sera el produto de gran antidad de numeros peque~nos(todos ellos menores o igual que 1:0). Las probabilidades ondiionales de al-gunos n-gramas pueden ser muy peque~nas on lo que Pr(test) sera minusulo.Tenemos por tanto dos problemas, uno es que al trabajar on omputadores quetienen una preision delimitada tendremos problemas de desbordamiento; y elsegundo es omo omparar dos onjuntos de test de tama~nos diferente, puestoque el mayor de ellos en prinipio tendra una probabilidad muho mas peque~naque el otro.El primer problema lo soluionamos utilizando el logaritmo de la probabilidaden vez de la probabilidad propiamente diha. Y el segundo teniendo en uentaque una forma onvenional de omparar modelos es normalizar on respeto altama~no del onjunto de test onsiderado.Por lo tanto, la perplejidad o entropa ruzada de un onjunto de test para
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ne omo:2 Pe2test log(Pr(e))N donde N es el numero de palabras que ontiene el onjunto de test. Por tantodividir por N ayuda a normalizar los numeros, de modo que un modelo tendraaproximadamente la misma perplejidad sin que el tama~no del onjunto de testinuya en ello.La perplejidad es inversamente proporional a la Pr(e), de modo que un buenmodelo de lenguaje tendra un perplejidad relativamente peque~na y del mismomodo un valor de Pr(e) relativamente alto. A menor perplejidad mejor modelode lenguaje.
2.3.5 Modelos de lenguaje basados en categorı́asIdealmente nos gustara onsiderar una gran longitud en la historia de unmodelo de n-gramas puesto que podran existir dependenias a largo plazo quepodramos tener en uenta. El problema es que n-gramas on historias muylargas apareen on muy poa freuenia, lo que llevara a obtener una estimaionde sus parametros bastante mala.En vez de esto lo que se suele haer, para onsiderar historias mas largas(en general de 3), es utilizar modelos de lenguaje basados en ategoras/lases[Brown et al. 92℄, dado que a priori el numero de lases sera bastante redu-ido y por tanto la variabilidad de los n-gramas sera sensiblemente inferior.En este aso las palabras se ategorizan/agrupan en lases (bien sintatiasomo en [Jelinek et al. 90, Kneser and Ney 93a, Jardino and Adda 93,Kneser and Ney 93b℄), o semantias omo en [Brown et al. 92℄).A la lase, del tipo que sea, de una palabra e 2 E la denotaremos on C(e).Por tanto un modelo de n-gramas basado en lases se dene omo:Pr(eI1) = I+1Yi=1 p(ei j C(ei))  p(C(ei) j C(ei n+1); : : : ; C(ei 1)) (2.4)donde: p(ei j C(ei)) denota la probabilidad de pertenenia de la palabra ei en lalase C(ei), y p(C(ei) j C(ei n+1); : : : ; C(ei 1)) es la probabilidad de la lase a la quepertenee la palabra ei dada la historia de las lases a las que perteneenlas n  1 palabras anteriores a ella en la historia de la frase.Normalmente las lases se onstruyen de forma automatia [Brown et al. 92,Oh 99℄. En esta tesis realizaremos experimentos on el primer tipo de modelode lenguaje, es deir modelos de lenguaje basados en palabras.
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2.4 Modelos de traducciónUn modelo de traduion p de un lenguaje fuente (E) a otro lenguaje destino(F) on una serie de parametros , es una formula para alular una distribuionde probabilidad, o verosimilitud, p(f j e), para ualquier frase e de E y ual-quier frase f de F . Estas probabilidades satisfaen las siguientes propiedades orestriiones: p(f j e)  0; p(fallo j e)  0;p(fallo j e) +Xf p(f j e) = 1 (2.5)donde fallo es un smbolo espeial que no pertenee al voabulario destino.p(f j e) se interpreta omo la probabilidad de que un tradutor genere la frasef dada la frase e, y p(fallo j e) omo la probabilidad de no produir traduionalguna dada la frase e. Se die que un modelo es deiente si p(fallo j e) esmayor que 0 para alguna frase e.En este aso, omo en todo problema de estimaion/aprendizaje parametrio,se pretende enontrar los parametros que maximien ierta funion objeti-vo a partir de un onjunto de muestras de entrenamiento. En el aso detraduion automatia estadstia esta funion objetivo es la funion logarit-mo de la verosimilitud, la ual para un onjunto/orpus de traduiones dadof(fs; es) : s = 1; : : : ; Sg se dene omo:L(p) = S 1 SXs=1 log p(fs j es) =Xf ;e C(f ; e) log p(f j e) (2.6)donde C(f ; e) es la distribuion empria de la muestra, y es igual a 1=S vees elnumero de vees (normalmente 0 o 1) que el par (f ; e) ourre en la muestra. Endenitiva se trata de obtener los valores de los parametros  que maximien ellogaritmo de la verosimilitud para un onjunto de muestras de entrenamiento.Notar que la formula (2.6) es exatamente la misma que la euaion (1.3), soloque en esta ultima se asume que C(f ; e) = 1 para todo par (f ; e).
2.4.1 La traducción como proceso de reescrituraDesde un punto de vista generativo, un modelo de traduion Pr(f je) sepuede ver omo un modelo que genera una frase f a partir de una frase e siguiendouna historia generativa. Esta historia generativa la podemos omo ver el proesode distorsion que sufre la frase e uando se transmite por un anal ruidoso paraonvertirse en f , en que ada una de las palabras que onforman la frase e seonviertan en las palabras que onforman la frase f , en un orden que, a priori,no tiene por que ser el mismo.Veamos esta historia generativa en mas detalle. Desde un punto de vistalingustio, esta laro que no podemos pretender que una frase e se onvierta en
40 Capı́tulo 2 Traducci ón autom ática estadı́stica. Preliminaresotra f simplemente remplazando las palabras una a una. De modo que deberemospermitir que algunas palabras en e puedan generar mas de una en f o por elontrario que no generen palabra alguna. Esta historia generativa la podemosver omo un proeso de reesritura de adenas [Knight 99b℄. Veamos todo estoon un ejemplo: Primero empezaramos on una frase omo:
John did not kick the black catEntones, deidimos uantas palabras genera ada una de las palabras que laforman (llamemosle a este numero )5, de modo que si  = 1 simplementeopiamos la palabra en uestion; si  = 2 la dupliamos; etetera. Si  = 0 laeliminamos. En nuestro aso si deidimos que kick = 3, the = 2, did = 0 yJohn = black = cat = 1 nos quedara:
John not kick kick kick the the black catA ontinuaion remplazamos ada palabra por una de sus posibles traduiones.
John no dio una patada a la negra gataFinalmente permutamos las palabras para obtener:
John no dio una patada a la gata negraEvidentemente esta es una de las posibles (entre muhas) formas que podemosonvertir la frase John did not kick the black cat en John no dio una patada a la gata
negra.
2.4.2 Alineamientos entre frasesLa historia generativa omentada en el punto anterior se puede resumir me-diante el onepto de alineamiento. Un alineamiento a se dene omo una re-laion estrutural entre un par de frases. En prinipio un alineamiento puedeser muy ompliado, pues puede inluir efetos omo ambios de orden entrelas palabras, borrados, inseriones, y relaiones entre grupos de palabras. Engeneral un alineamiento A, entre una frase f = fJ1 = f1; : : : ; fj ; : : : ; fJ en unlenguaje origen y una frase e = eI1 = e1; : : : ; ei; : : : ; eI en un lenguaje destino,se dene omo un subonjunto del produto artesiano entre las posiiones deambas frases, es deir:A  f(j; i) : j = 1; : : : ; J ; i = 1; : : : ; IgModelar alineamientos de este tipo entre dos lenguajes origen y destino esdifil, de modo que los modelos de alineamiento que podemos enontrar en labibliografa estableen una serie de restriiones para poder ataar el problemade forma fatible.De heho los modelos de alineamiento on los que trabajaremos en esta tesisse restringen en la medida que ada palabra de una frase de entrada se alineaexatamente on una y solo una palabra de la frase destino. Estos modelosde alineamiento son muy similares a los Modelos Oultos de Markov (MOM)ampliamente utilizados en reonoimiento automatio del habla. De este modo5 Formalmente al numero de palabras que genera una palabra ei le llamaremos fertilidad.
2.4 Modelos de traducci ón 41un alineamiento a = aJ1 es un mapeo que asigna a ada posiion origen j unaposiion destino i, o sea j ! i = aj . El alineamiento aJ1 = a1; : : : ; aj ; : : : ; aJpuede ontener valores aj = 0, de modo que algunas palabras origen se puedenalinear on la palabra e0 de la frase destino. Esta palabra tiia e0 se utilizaoneptualmente para permitir la apariion de palabras espurias en el proesogenerativo, o sea para permitir que haya palabras en la estrutura origen que nose alineen on ninguna palabra destino. A la palabra e0 se le llama palabra nula(NULL) o palabra vaa.
2.4.3 Modelos estadı́sticos de alineamientoComo ya hemos omentado anteriormente, en la traduion automatia es-tadstia intentamos modelar la probabilidad de traduion Pr(f je). Esta proba-bilidad desribe la relaion entre un par de frases origen-destino. En un modeloestadstio de alineamiento Pr(f ; aje), se introdue el alineamiento a = aJ1 omovariable oulta, de modo que la relaion entre un modelo de traduion y unmodelo de alineamiento viene dada por:Pr(f je) =Xa Pr(f ; aje) (2.7)Evidentemente el arte del modelado estadstio onsiste en desarrollar mo-delos de traduion que apturen las propiedades relevantes del problema on-siderado dentro de un dominio espeo. Por lo tanto, un modelo estadstiode alineamiento debera desribir onvenientemente la relaion entre un par defrases origen-destino.Una vez mas, un modelo de alineamiento dependera de una serie deparametros , los uales deberan ser estimados maximizando la verosimilitud pa-ra un onjunto/orpus de pares de frases entrenamiento f(fs; es) : s = 1; : : : ; Sg,por lo tanto el onjunto optimo de parametros vendra dado por la expresion:̂ = argmax ( SYs=1"Xa p(fs; a j es)#) (2.8)Para realizar esta maximizaion, normalmente se utiliza el algoritmo EM(Expetation-Maximization)[Dempster et al. 77℄ o alguna aproximaion a el.
Alineamiento por ViterbiLa euaion (2.7) nos die que un modelo de traduion reoge todas las po-sibles formas que tenemos de onvertir una frase e en otra f , es deir, es la sumapara todo posible alineamiento de la probabilidad que el modelo estadstio dealineamiento asigna a ada alineamiento posible. Evidentemente habra alinea-mientos mas probables que otros, por ejemplo, el alineamiento de la gura 2.1paree que podra tener una probabilidad bastante alta. De entre todos esos
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2.4.4 Evaluación de modelosAl igual que hemos omentado para el aso de modelos de lenguajes tambienpodemos evaluar/omparar la alidad de varios modelos de traduion, y paraello denimos la perplejidad o entropa ruzada de un onjunto de test para unmodelo de traduion del siguiente modo:2 Pe;f2test log p(fje)N donde N es igual a numero de palabras que ontiene el onjunto de test deentrada.
2.5 El problema de la búsqueda y la complejidad de
la tarea de la traducción automáticaLa omplejidad de la tarea de la traduion automatia estadstia esta suje-ta a diversas onsideraiones [Germann et al. 01℄: si el orden de las palabras de
2.5 El problema de la búsqueda y la complejidad de la tarea de la traducci ón
autom ática 43la frase destino se restringe al mismo que el de las de la frase origen, entones laomplejidad de la busqueda es lineal. Si lo unio que se permiten son rotaionesentre los nodos de un arbol binario, entones la omplejidad del algoritmo espolinomial. Por ultimo, si las palabras pueden reordenarse arbitrariamente, en-tones la omplejidad es exponenial lo que onvierte el problema de la busquedaen un problema NP-ompleto [Knight 99a℄. Este ultimo punto de vista es el quenormalmente se sigue en la mayora de los sistemas estadstios de traduionautomatia existentes y el mismo que utilizaremos en esta tesis para abordarel problema de la busqueda (o deodiaion), lo ual en prinipio hae que latarea de la traduion automatia sea un problema inabordable.
2.5.1 Errores en el proceso de búsqueda. Modelo de errorSupongamos que E = fêi; 1  i  ng es el onjunto de todas las posiblestraduiones orretas de la frase origen f . Si un deodiador devuelve e omohipotesis de la traduion de f , entones estaremos ante dos posibles situaiones: Que e 2 E, en este aso deimos que se ha produido un aierto en latraduion. Que e 62 E, on lo que se habra produido un error en la traduion.Siguiendo esta losofa, si se desea que un deodiador no produza erroresde traduion, entones todo el espaio de busqueda debe ser explorado, lo queimplia enfrentarse a una omplejidad no polinomial omo ya hemos omentado.Para reduir esta omplejidad la mayora de los algoritmos de deodiaionexistentes (vease por ejemplo [Wang and Waibel 97℄) restringen el espaio debusqueda, de manera que solo se examinen grandes subonjuntos del mismo.Logiamente, tal medida supone orrer el riesgo de no poder garantizar alanzarla traduion optima, es deir la mejor de todas las posibles de auerdo a losmodelos utilizados.De ualquier forma, en el aso que nos ompete, la bondad de una hipotesise omo traduion de una frase f vendra determinada por la bondad de losmodelos de lenguaje y traduion que estemos utilizando. Por tanto estamosen disposiion de armar que, inluso en el hipotetio aso de disponer de unmeanismo apaz de obtener una traduion optima, no podemos asegurar queesa traduion sea una buena traduion desde el punto de vista de un experto.Por este motivo, en la pratia, y on la esperanza de poder evaluar unsistema de traduion de forma automatia, se utilizan un onjunto frases de re-ferenia Eref , que a juiio de los expertos sean buenas traduiones de una frasedada. Estas traduiones tendran a su vez asoiados los valores de la probabili-dad que les asignen los modelos utilizados, y por lo tanto, se puede estableer unordenamiento de diho onjunto de auerdo a diha probabilidad. De este modo,si suponemos que: em es la traduion de referenia menos probable del onjuntoEref ; eM es la traduion de referenia mas probable del onjunto Eref ; e es
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odiador omo traduion de la frase origen f ,entones estaremos ante tres posibles situaiones: Que e 2 Eref , en este aso deimos que se ha produido un aierto en latraduion. Que e 62 Eref y P (e j f) < P (em j f). En este aso deimos que se habraproduido un error de busqueda. Es deir, el deodiador no ha sido apazde enontrar ninguna de las traduiones perteneientes al onjunto Erefdebido a la reduion del espaio de busqueda realizado. Que e 62 Eref y P (e j f) > P (eM j f). En este aso deimos que se haproduido un error del modelo, lo que signia que segun el modelo hayotra hipotesis (e en este aso) on una puntuaion mejor que ualquierade las perteneientes al onjunto Eref . Este tipo de error no es, por tanto,atribuible al deodiador.Esta ultima lasiaion de los errores de traduion o Modelo de Error esmuho mas apropiada en nuestro aso a la hora de evaluar la eaia de losalgoritmos de busqueda que se exponen en esta tesis. Desafortunadamente en lamayora de los orpus de experimentaion que utilizaremos solo vamos a disponerde una frase de referenia, on lo que los resultados y onlusiones que se saquena este efeto estaran ondiionados siempre a esta grave restriion.
2.6 Pre y postprocesosComo hemos omentado en el aptulo de introduion dentro de la arqui-tetura de un sistema de TAE (ver gura 1.4) existe una fase de preproesado yotra de postproesado.Normalmente en la TAE nos enontramos on el problema de falta de datosde entrenamiento. Hoy en da, y graias al ambito plurilingue en que nos desa-rrollamos, a la failidad de almaenar datos masivamente y a la gran difusionde informaion que Internet ha provoado, este problema se ve parialmentealiviado.A pesar de ello gran antidad de palabras y de onstruiones sintatiasapareen una sola vez en la mayora de los orpus de entrenamiento existentes6.Por este motivo, es pratiamente imposible onstruir modelos estadstios delenguaje y traduion robustos. Ademas, siempre es neesario realizar asunio-nes en los modelos para haer pratiable la estimaion de sus parametros ypermitir obtener eientes algoritmos de busqueda. Por lo tanto, debido a estassimpliaiones, es imposible apturar dentro de los modelos iertos fenomenosbastante omunes en el lenguaje natural, lo ual da lugar a que, en gran antidadde asos, el sistema de traduion obtenga traduiones erroneas.6 Algunas estadstias hablan de que el 90% de las palabras enontradas en un orpusequivalen tan solo al 10% del tama~no del voabulario empleado.
2.6 Pre y postprocesos 45Una soluion parial a este problema pasa por realizar iertas operaionesde preproeso (y el onsiguiente postproeso) para reduir en la medida de loposible la omplejidad de la tarea a abordar. De heho, en la mayora de lossistemas de TAE existentes existe una fase de preproeso, la ual ayuda a obtenermejores resultados on un esfuerzo relativamente peque~no. Ejemplos tpios depreproesos son: la ategorizaion de iertas palabras (o grupos de palabras) quepotenialmente onllevan un voabulario innito, omo son los nombres propios,los numeros, las siglas y las fehas; el reordenado de palabras, lo ual simpliael proeso de traduion al permitir monotoniidad y reduir las dependenias alargo termino entre omponentes sintatios a dependenias loales; e inluso eluso de lematizadores o analizadores morfosintatios para reduir la variabilidaden lenguajes altamente delinados.Como ya hemos omentado en la seion 1.4.2 la fase de preproeso se puedeapliar en la fase de aprendizaje/entrenamiento del sistema de traduion, lo queonllevara apliar el preproeso a los lenguajes origen y destino de la traduion.Del mismo modo tambien habra que apliar el mismo preproeso a una frase deentrada a traduir. El postproeso solo habra que apliarlo uando se apliqueel preproeso a la entrada y sera equivalente a realizar el proeso inverso alanterior.
PreprocesoFormalmente el preproeso onsiste en la apliaion de sendas funiones a lasfrases de los lenguajes origen y destino de la traduion. Es deir, existiran unpar de funiones prepf (F) : F 0 y prepe(E) : E 0 on la partiularidad deseablede que umplan que: jF 0 j<j F j y j E 0 j<j E j, es deir que el tama~no de losvoabularios del orpus preproesado sea menores on respeto a los tama~nos delos voabularios sin preproesar. Por lo tanto la fase de preproeso onsistira enla apliaion de estas funiones a toda frase del orpus de entrenamiento C:8(fJ1 ; eI1) 2 C : prepf (fJ1 )! f 0J01 ; prepe(eI1)! e0I01para obtener un orpus de entrenamiento distinto C0 que permita obtener unaperplejidad menor (o equivalentemente una mayor verosimilitud) para los mo-delos de traduion Pr(f 0J01 j e0I01 ) y de lenguaje Pr(e0I01 ).
PostprocesoEn uanto al postproeso hay que omentar que solamente es neesario apli-arlo en la salida, es deir a la hora de traduir una frase de entrada fJ1 habraque seguir los siguientes pasos:1. Convertir fJ1 en f 0J01 utilizando la funion prepf ()2. Traduir f 0J01 en la orrespondiente e0I01
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ion de postproeso prep 1e (E 0) : E.En prinipio la funion prep 1e () no tendra porque ser exatamente la inversa deprepe(), pero si debera mantener el signiado de la frase. Notese tambien queen un esquema de este tipo no es neesario una funion de postproeso prep 1f ()para las frases de entrada.
2.7 Corpus de experimentaciónA ontinuaion desribiremos las araterstias mas relevantes de los or-pus/tareas que se han utilizado en el desarrollo y experimentaion presentadosen esta tesis.
2.7.1 La tarea del turista (EUTRANS-I)La tarea del turista o EuTrans-I7, es una subtarea de la tarea del viajante(\Traveler Task") [Vidal 97, Amengual et al. 00℄ onsistente en un orpus detraduion del astellano al ingles, generado semi-automatiamente en base alibros de bolsillo, guas rapidas y manuales del trotamundos. El dominio de estatarea onsiste en situaiones tpias de omuniaion persona a persona en unmostrador de un hotel. Para esta tarea existe un proedimiento de ategorizaionautomatia, mediante la ual se remplazan numeros, fehas y nombres propiospor etiquetas asoiadas a dihas ategoras. Un resumen de las estadstias deeste orpus lo podemos ver en la tabla 2.2.Dada la naturaleza semiautomatia de la tarea y del reduido voabularioque posee esta tarea se onsidera una tarea senilla para abordar el problema dela traduion. En algunos desarrollos presentados en esta tesis se utilizara estatarea para sintonizar algunos parametros, dada su senillez y fail manejo.
2.7.2 VerbmobilLa tarea Verbmobil [Wahlster 00℄ es una tarea de traduion de habla delaleman al ingles en el dominio de reservas de hotel, planiaion de viajes y pla-niaion de itas. Las frases bilingues usadas en el entrenamiento son transrip-iones orretas de dialogos hablados reales, de modo que inluyen diuenias,titubeos a la hora de hablar, falsos iniios de frases y frases gramatialmenteerroneas. Por lo tanto se onsidera una tarea muy difil de abordar.El objeto del proyeto Verbmobil fue la traduion de dialogos dentro deldominio de planiaion de viajes y itas. En este proyeto se reopilaron iertaantidad de dialogos reales, los uales fueron manualmente transritos y tradu-idos por algunos de los partiipantes en el proyeto. Debido a la gran variedad7 El nombre de EuTrans-I viene de que fue la tarea denida para evaluar un prototipode traduion desarrollado en el maro del un proyeto europeo llamado EuTrans
2.7 Corpus de experimentaci ón 47Castellano InglesEntrenamiento Frases 10 000Palabras 97 131 99292Palabras 78 783 85797Voabulario 686 513Test Frases 2 996Palabras 35 023 35590Perplejidad (Bigramas) { 5.2Perplejidad (Trigramas) { 3.6Tabla 2.2: Estadstias del orpus EuTrans-I. (Palabras sin onsiderarlos signos de puntuaion). Aleman InglesEntrenamiento Frases 58 073Palabras 519 523 549921Voabulario 7 940 4 673Test Frases 251Palabras 2 628 2 871Perplejidad (Trigramas) { 30.5Tabla 2.3: Estadstias del orpus Verbmobil.de tradutores involurados en el proeso de traduion doto a este orpus deuna gran variedad en el tipo/alidad de las traduiones.Las estadstias de este orpus las podemos ver en la tabla 2.3.
2.7.3 El corpus HansardsLa tarea Hansards es un orpus de traduion del franes al ingles, y poseeun voabulario muy grande de alrededor de 100 000 palabras para el franes y80 000 para el ingles.El orpus Hansards onsiste en las atas del parlamento anadiense, lasuales se mantiene (por ley) en ambos idiomas debido al bilinguismo existenteen este pas. Existen alrededor de 3 millones de pares de frases, las ualeshan sido publiadas por el LDC (Linguisti Data Consortium)8 para nes deinvestigaion y desarrollo. Nosotros utilizaremos un suborpus de este, en el quesolo se onsideran frases uya longitud maxima no exeda las 30 palabras. Lasestadstias de este suborpus las podemos ver en la tabla 2.4.Esta tarea tambien se onsidera una tarea difil de abordar, dado el gran8 http://www.ld.upenn.edu/
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es InglesEntrenamiento Frases 128 000Palabras 1 931405 2 120212Voabulario 37 542 29 414Test Frases 500Palabras 4 000 3 896Perplejidad (Trigramas) { 179.8Tabla 2.4: Estadstias del orpus Hansards.tama~no del voabulario que posee. A pesar de ello no resulta tan ompleja omola tarea Verbmobil dada la gran antidad de frases disponibles.
2.8 Evaluación de la traducciónHasta la feha no existe un riterio estandar de omo evaluar un sistema detraduion automatia en general. Idealmente la mejor forma de evaluar la ali-dad de un tradutor automatio pasa por la evaluaion humana, es deir que lasalida del sistema sea analizada detenidamente por un grupo de expertos linguis-tas y que de alguna manera determinan la orreion (a distintos niveles, lexio,sintatio, semantio) de las traduiones obtenidas. A este tipo de evaluaionse le onoe omo evaluaion subjetiva.La evaluaion subjetiva tiene por ontra otros inonvenientes: Por un lado se perdera todo el atrativo que arateriza a un sistemade traduion automatia, que es preisamente el realizar traduiones deforma ompletamente automatia. Si por ejemplo, una vez desarrolladaslas herramientas neesarias, un sistema de TAE neesita de unas poassemanas para tener un sistema operativo para una tarea nueva, este tipode evaluaion requerira posiblemente meses de trabajo. Por otro lado no es fail realizar una omparativa entre distintos siste-mas debido a que es difil garantizar que la evaluaion se haya realiza-do por el mismo grupo de expertos, en el mismo momento y bajo lasmismas irunstanias. Una posible soluion a este problema onllevarael uso de bases de datos y herramientas omunes omo se propone en[Jones and Rusk 00, Nieen et al. 00, Vogel et al. 00℄.Por todo ello se ha tendido a intentar evaluar los sistemas de TA de formatambien automatia. De heho en las poas evaluaiones oiales que hasta lafeha se han realizado por la organizaion ARPA-NIST, en todas ellas se hanutilizado metodos de evaluaion automatios, a pesar de la rtia susitada pordeterminados setores lingustios.
2.8 Evaluaci ón de la traducci ón 49Por todo ello, en esta tesis utilizaremos una serie de metrias popularmenteutilizadas dentro del area de la TA. A ontinuaion exponemos las metrias masutilizadas en la bibliografa: WER (word error rate):Esta medida ha sido heredada de de la evaluaion de sistemas de reonoi-miento del habla dado que en este ampo ha sido aeptada omo estandarde evaluaion. El WER onsiste en el alulo del mnimo numero de ope-raiones de ediion (sustituiones, borrados e inseriones) neesarias paraonvertir una frase generada por un tradutor en otra onsiderada omotraduion de referenia de la frase de entrada. Este mnimo se alulamediante un algoritmo de programaion dinamia, normalmente onoidoomo la distania de Levenstein [Levenstein 65℄. PER (position-independent word error rate):Un problema del WER es que requiere que el orden de las palabras seaperfeto on respeto a la frase de referenia. Esto en partiular es pro-blematio para idiomas en los que el orden de las palabras puede ser bas-tante diferente omo es el aso del aleman (y por lo tanto para la tareaVerbmobil), es deir, que a pesar de que el orden de las frases en la fra-se generada y la frase de referenia sea muy distinto, ambas podran sertraduiones validas de una frase de entrada. Este efeto no puede ser ap-tado por el WER on lo que tambien utilizaremos la medida PER la ualhae exatamente lo mismo que el WER pero sin tener en uenta el ordende las palabras, de modo que en el aso de palabras de la frase generadaque no tengan ontrapartida en la frase de referenia se ontaran omoerrores de sustituion. En el aso en que las longitudes de ambas frasessean distintas, el resto de palabras daran lugar adiionalmente a errores deinserion o borrado. Evidentemente, el PER siempre sera menor o igualque el WER. mWER (multi-referene word error rate):Para los asos en los que se disponga de un onjunto de frases de refereniavalidas (o sea, varias posibles traduiones validas para una misma frasede entrada) se apliara esta medida, que pasa por alular el WER paraada frase de referenia y quedarnos on el mejor. Para mas detalles aerade esta medida ver [Nieen et al. 00℄. SER (sentene error rate)Esta medida simplemente omparara ntegramente la frase generada onla frase de referenia, proporionando un error siempre en uanto ambasfrases no sean exatamente iguales. Evidentemente esta medida es bastantepesimista y raramente se utiliza en la evaluaion de sistemas de TA. BLEU sore:Esta medida mide la preision de unigramas, bigramas, trigramas y uatro-
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onjunto de traduiones de referenia,penalizando aquellas frases muy ortas [Papineni et al. 01℄. Por ontra delas medidas anteriores el BLEU mide aiertos, on lo que a mayor soremejor traduion.En los asos en que sea posible, y a falta de un grupo de expertos linguis-tas, solamente utilizaremos una medida de evaluaion subjetiva de evaluaionpara aquellas tareas en las que el dominio del lenguaje destino sea amplio (ennuestro aso, desafortunadamente, solo para el astellano). La medida subjetivaque utilizaremos sera el SSER (subjetive sentene error rate) y onsiste en queada frase generada sera examinada por un humano y juzgara su orreion deauerdo a una esala que vara entre 0.0 y 1.0 [Nieen et al. 00℄, de modo queun valor de 0.0 indiara que la traduion es sintatia y semantiamente o-rreta, un valor de 0.5 indiara que la traduion es sintatiamente inorretapero semantiamente orreta, y un valor de 1.0 indiara que la traduion essemantiamente inorreta.Por ultimo abe omentar que los riterios de evaluaion automatios (a saberWER, PER, mWER y BLEU) en gran antidad de asos estan orrelaionadoson evaluaiones subjetivas, de heho las medidas mWER y BLEU orrelaionanespeialmente bien on evaluaiones subjetivas.
2.9 ResumenEn este aptulo hemos expuesto on ierto nivel de detalle los omponentesde un sistema estadstio de traduion automatia, as omo la forma de eva-luarlo y los orpus de experimentaion que utilizaremos en el resto de la tesis.
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EN este aptulo desribiremos on ierto nivel de detalle la familia de mo-delos de traduion de IBM propuestos en [Brown et al. 93℄, en los ualesse basaran los algoritmos de busqueda que expondremos en esta tesis. Tambienomentaremos brevemente otros modelos de traduion tambien ampliamenteutilizados. En [Knight 99b℄ podemos enontrar una desripion mas informal,aunque muho mas intuitiva, de algunos de los modelos de IBM.
3.1 IntroducciónComo hemos omentado en la seion 2.4.3, la relaion entre un modelo detraduion y un modelo de alineamiento viene dado por la expresion:Pr(f j e) =Xa Pr(f ; a j e); (3.1)de modo que la relaion estrutural entre un par de frases (f ; e) viene dada porun alineamiento a, que no es mas que una forma de resumir el proeso generativopor el ual una frase e dio lugar a otra f .Un modelo de alineamiento Pr(f ; a j e) se puede desomponer, sin perdidade generalidad [Brown et al. 93℄, mediante la expresion:Pr(f ; a j e) = Pr(J j e)  JYj=1 Pr(aj j f j 11 ; aj 11 ; e)  Pr(fj j f j 11 ; aj1; e) (3.2)
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54 Capı́tulo 3 Modelos estadı́sticos de alineamientoen la que se obtienen tres probabilidades diferentes: Una probabilidad de longitudes: Pr(J j e), Una probabilidad de alineamiento entre palabras: Pr(aj j f j 11 ; aj 11 ; e), Y una probabilidad de traduion entre palabras: Pr(fj j f j 11 ; aj1; e).De forma general, y viendo a un modelo de alineamiento omo modelo generativo,estas tres probabilidades se pueden interpretar omo: Primero se elige la longitudJ de la frase f a generar (la ual dependera de la frase e) on una probabilidadPr(J j e); una vez onoida la longitud de la frase a generar, para ada palabraque forme parte de f primero se elegira la posiion aj de e on la que se va aalinear, on una probabilidad Pr(aj j f j 11 ; aj 11 ; e) (dependiendo de la frase e,las palabras previamente generadas f j 11 y sus respetivos alineamientos aj 11 ),y por ultimo se elegira la palabra a ser generada on una probabilidad Pr(fj jf j 11 ; aj1; e) (on las mismas dependenias que en el aso anterior ademas de aj).En la seion siguiente expondremos la familia de modelos estadstios dealineamiento de IBM, en la que se haran asuniones espeas a estas distri-buiones de probabilidad. Ya podemos adelantar que la gran diferenia entrelos distintos modelos de IBM (1-5)1, radia en la forma de modelar la distri-buion de probabilidad de alineamiento (Pr(aj j f j 11 ; aj 11 ; e)), pasando porser una onstante para el modelo 1, hasta un expresion bastante ompleja, ondependenias de primer orden, para los modelos 4 y 5.Como hemos omentado en la seion 2.4.3, un modelo de alineamientoPr(fJ1 ; aJ1 j e) dependera de una serie de parametros , los uales se estimaranmaximizando la verosimilitud del modelo on respeto a un orpus de entrena-miento. Los parametros , vendran denidos por las asuniones/restriionesque se impongan a ada modelo.
3.2 Los modelos de alineamiento de IBMEn lo que sigue, para ada modelo en onreto veremos que asuniones sehaen en el modelo, y por tanto que parametros habra que estimar para adauno de ellos, desribiendo en ada aso el proeso generativo de obtener unafrase f = fJ1 y el orrespondiente alineamiento a = aJ1 a partir de otra frasee = eI1.
3.2.1 Los Modelos 1 y 2La formula general para estos modelos es:p(f ; a j e) = p(J j e)  p(a j J; e)  p(f j a; J; e) (3.3)1 En lo suesivo nos referiremos a dihos modelos omo modelo 1, modelo 2,   , modelo 5;o simplemente omo 1; 2;    5 uando no sea neesaria la palabra modelo en el ontexto.
3.2 Los modelos de alineamiento de IBM 55Para el modelo 2 haemos las siguientes asuniones:p(J j e) = (J j I) (3.4)p(a j J; e) = JYj=1 a(aj j j; J; I) (3.5)p(f j a; J; e) = JYj=1 t(fj j eaj ) (3.6)Por tanto los parametros para el modelo 2 seran = f(); t(); a()gon: (J j I) probabilidades de longitudest(f j e) probabilidades de traduiona(i = aj j j; J; I) probabilidades de alineamientopara todo f 2 F ; e 2 fE [ e0g; I = 1; 2;    ; y J = 1; 2;   Las euaiones (3.3)-(3.6) desriben el siguiente proeso generativo:1. Elegir la longitud J de f de auerdo a la distribuion de probabilidad(J j I).2. Para ada j = 1; 2;   J , elegir aj 2 0; 1; 2;    I de auerdo a la distribuionde probabilidad a(aj j j; J; I).3. Para ada ada j = 1; 2;   J , elegir un palabra fj , de auerdo a la distri-buion de probabilidad t(fj j eaj ).Debido a las asuniones de independenia (3.4)-(3.6), la suma para todos losalineamientos (3.1) tiene una forma exata, es deir:p(f j e) = Xa p(f ; a j e) (3.7)= (J j I) IXa1=0    IXaJ=0 JYj=1 t(fj j eaj )  a(aj j j; J; I) (3.8)= (J j I) JYj=1 IXi=0 t(fj j ei)  a(i j j; J; I) (3.9)El alulo de la euaion (3.9) se puede realizar muy eientemente dado quesolo requiere del orden de O(I  J) operaiones aritmetias, pues no es neesario
56 Capı́tulo 3 Modelos estadı́sticos de alineamientorealizar la suma sobre todos los posibles alineamientos (3.8), lo ual requerirael orden de O(IJ ) operaiones.Normalmente en la pratia en el modelo de alineamiento a(i j j; J; I) seelimina la dependenia on el valor de J para evitar el sobre-entrenamientodebido a la falta de datos de entrenamiento, por lo tanto uando desribamoslos algoritmos de busqueda para el modelo 2 utilizaremos una aproximaion almodelo de alineamiento tal y omo se desribe en [Brown et al. 93℄, es deirutilizaremos el modelo a(i j j; I).La funion objetivo (2.6), que reordamos aqu por laridad,L(p) = S 1 SXs=1 log p(fs j es) =Xf ;e C(f ; e) log p(f j e)es una funion estritamente onava en sus parametros [Brown et al. 93℄. Deheho a partir de ella y de la euaion (3.9) se obtiene que,L(p) = Xf ;e C(f ; e) JXj=1 log IXi=0 t(fj j ei)a(i j j; J; I) +Xf ;e C(f ; e) log (J j I) (3.10)la ual es laramente onava en (J j I), t(f j e) y a(i j j; J; I), dado que ellogaritmo de una suma es onava, y la suma de funiones onavas es onava.Dado que L es onava, existe un unio maximo loal. Es mas, nosotros enon-traremos este maximo utilizando el algoritmo EM, siempre y uando aseguremosque ninguno de nuestros parametros tiene un valor iniial de ero.Las mismas onsideraiones podemos haer para el modelo 1, pues no es masque un aso espeial del modelo 2 en el ual las probabilidades de alineamientose distribuyen uniformemente: a(i j j; J; I) = 1=(I + 1) para todo i. De modoque los parametros para el modelo 1 seran: = f(); t()g :Del mismo modo que para el modelo 2, la suma para todos los alineamientostiene una forma exata:p(f j e) = Xa p(f ; a j e) (3.11)= (J j I)(I + 1)J JYj=1 IXi=0 t(fj j ei) (3.12)Estos modelos no son deientes, dado que p(fallo j e) = 0, o lo que es lomismo Pf p(f j e) = 1.
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3.2.2 Alineamiento por ViterbiPara los modelos 1 y 2, podemos expresar de forma exata el alineamientopor Viterbi (V (f j e) = âJ1 )2 entre un par de frase (fJ1 ; eI1):âJ1 = argmaxaJ1 Pr(fJ1 ; aJ1 j eI1) (3.13)= argmaxaJ1 8<: JYj=1 t(fj j eaj )  a(aj j j; J; I)9=; ; (3.14)(3.15)o lo que es lo mismo:̂aj = argmaxi ft(fj j ei)  a(i j j; J; I)g : (3.16)De modo que la maximizaion sobre los (I + 1)J alineamientos diferentes sedesompone en J maximizaiones de (I+1) probabilidades lexias. Por lo tanto,el oste de alular el alineamiento por Viterbi para los modelos 1 y 2 es del ordende O(I  J).
3.2.3 Entrenamiento de los modelosPara entrenar los parametros  del modelo llevamos a abo un estimaionpor maxima verosimilitud utilizando un orpus paralelo onsistente en S paresde frases f(fs; es) : s = 1; : : : ; Sg, de modo que el valor optimo de los parametrosvendra dado una vez mas por:̂ = argmax SYs=1Xa p(fs; a j es) : (3.17)Esta estimaion se realiza mediante el algoritmo EM [Baum 72,Dempster et al. 77℄. Por ejemplo, para el modelo 1, en el paso de estima-ion, se alula el valor esperado de que una palabra e sea traduion de otraf (a estos valores esperados se les llama ontadores fraionales). Diho valoresperado para un par de frases (f ; e) se alula del siguiente modo:(f j e; e; f) = N(e; f) Xa Pr(a j e; f)Xj Æ(f; fj)Æ(e; eaj ) ; (3.18)donde, N(e; f) es el numero de vees que el orrespondiente par aparee en elorpus, que normalmente valdra 0 o 1.2 En los suesivo esribiremos V (f je;m) para denotar el alineamiento por Viterbi para elmodelo m
58 Capı́tulo 3 Modelos estadı́sticos de alineamientoEn el paso de maximizaion, se obtienen los parametros lexios t(f j e) quemaximizan la verosimilitud del orpus de entrenamiento. Esto resulta en lasiguiente reestimaion:t(f j e) = Ps (f j e; f (s); e(s))Ps;f (f j e; f (s); e(s)) : (3.19)Diho proeso se itera hasta un numero maximo de iteraiones o hasta quela verosimilitud no aumenta en un ierto porentaje.Para el aso del modelo 2 habra que haer lo propio para los parametros dealineamiento a(), es deir:(i j j; J; I ; e; f) = N(e; f) Xa Pr(a j e; f)Æ(i; aj) (3.20)Y el valor de dihos parametros que maximizan la verosimilitud seran:a(i j j; J; I) = Ps (i j j; J; I ; f (s); e(s))Ps;j;J;I (i j j; J; I ; f (s); e(s)) : (3.21)
3.3 Modelos basados en fertilidadesLos modelos 1 y 2 se han denido realizando iertas asuniones a las pro-babilidades ondiionadas que apareen en la euaion 3.2. Esta euaion esexata, pero es solo una de las muhas formas posibles en que la probabilidadonjunta de f y a se puede desomponer en una serie de produtos de probabi-lidades ondiionales. Cada termino de este produto no es mas que una formade expresar matematiamente el proeso generativo omentado en la seion 3.1para obtener f y a a partir de e.Es de todos sabido que existen iertas palabras que unas vees se traduenpor una sola, por varias, o inluso por ninguna. Pues bien, al numero de palabrasque, de auerdo a un determinado alineamiento entre un par de frases (f ; e), sealinean on ada palabra e (o desde un punto de vista generativo, el numero depalabras que e genera) se le onoe omo fertilidad.A diferenia de los modelos 1 y 2, los modelos 3, 4 y 5 modelan diretamentela fertilidad de las palabras de una frase e. Veamos omo quedara un modelogenerativo para estos modelos: Dada una frase e, en primer lugar habra queelegir la fertilidad de ada una de las palabras que la forman y la lista de laspalabras de f que ada una de ellas genera. A esta lista de palabras, que puedeser vaa, le llamamos tupla. Cada posible onjunto de tuplas, que llamaremostuplar, sera una variable aleatoria T 3. Despues de elegir el onjunto de tuplas3 Notese que la tupla asoiada a la i-esima palabra de e sera una variable aleatoria (Ti),y que la k-esima palabra de la i-esima tupla sera una variable aleatoria (Tik).
3.3 Modelos basados en fertilidades 59o tuplar (llamemosle T =  ), deberan permutarse onvenientemente para nal-mente obtener f . Cada posible permutaion tambien sera una variable aleatoria,que le llamamos 4. A la permutaion que realmente nos de lugar a f (es deiruna instania onreta de la variable ) le llamaremos  = .Para un tuplar  y una permutaion  en onreto, el modelo generativo lopodemos expresar matematiamente omo:Pr( ; j e) = Pr( j e)  Pr( j ; e)  Pr( j  ; ; e) (3.22)donde: Pr( j e) modela la probabilidad de que las palabras de e tengan unafertilidad en onreto y se dene omo:Pr( j e) = IYi=1Pr(i j i 11 ; e)  Pr(0 j I1; e) (3.23) Pr( j ; e) modela la probabilidad de que las palabras de e, onoiendosus fertilidades , generen el onjunto de tuplas  , y se dene omo:Pr( j ; e) = IYi=0 iYk=1Pr(ik j k 1i1 ;  i 10 ; I0; e) (3.24) Y Pr( j  ; ; e) modela la probabilidad de que las palabras que formanel onjunto de tuplas  se ordenen de una forma espea , y se deneomo: Pr( j  ; ; e) = IYi=1 iYk=1Pr(ik j k 1i1 ; i 11 ;  I0 ; I0; e)0Yk=1Pr(0k j k 101 ; I1 ;  I0 ; I0; e) (3.25)Y en general k 1i1 representa la serie de valores i1; : : : ; ik 1; k 1i1 representala serie de valores i1; : : : ; ik 1; y i equivale a ei .Como hemos omentado, onoiendo  y  tambien onoemos f y a, pero engeneral diferentes pares ( ;) pueden dar lugar al mismo par (f ; a). El onjuntode pares ( ;) onsistentes on (f ; a), lo denotamos on hf ; ai y se dene omo:hf ; ai = f( ;) : fik = ik ; aik = i; 0  i  I; 1  k  ig4 Notese que la posiion en f de la k-esima palabra de la i-esima tupla sera tambien unavariable aleatoria, (ik)
60 Capı́tulo 3 Modelos estadı́sticos de alineamientoDe modo que el numero de elementos de hf ; ai viene dado porQIi=0 i, dado quepara ada i hay i! posibles formas de obtener el par (f ; a).En denitiva para los modelos basados en fertilidades tenemos que:Pr(f ; a j e) = X( ;)2hf ;aiPr( ; j e) (3.26)Antes de pasar a ver ada uno de los modelos basados en fertilidades propues-tos en [Brown et al. 93℄ abe omentar que en las distribuiones de probabilidadque apareen en las euaiones (3.23), (3.24) y (3.25) existen gran antidad dedependenias y por lo tanto un onjunto enorme de parametros a estimar. Parahaer fatible la estimaion de estos modelos sera neesario imponer una seriede restriiones a estos modelos para reduir onsiderablemente esta antidadde parametros, de modo que la estimaion de los valores de esos parametros sepuede realizar de forma realista. Preisamente estas restriiones o asunionesa realizar en los modelos son las que van a difereniar unos modelos de otros.
3.3.1 Los modelos 3, 4 y 5La formula general para estos modelos es:p( ; j e) = p( j e)  p( j ; e)  p( j  ; ; e) (3.27)p(f ; a j e) = X( ;)2hf ;ai p( ; j e) (3.28)En general, para todos estos modelos haemos las siguientes asuniones: Para p( j e):{ Que Pr(i j i 11 ; e) = n(i j ei), es deir la probabilidad de que lapalabra ei tenga una fertilidad de i solo va depender de la propiaidentidad de la palabra ei.{ Que Pr(0 j I1; e) = n0(0 j PIi=1 i), es deir que la probabilidadde que la palabra nula e0 tenga una fertilidad de 0 va a depender dela suma de las fertilidades de las palabras de eI1. Esto es tanto omodeir que f tendra 0 palabras espurias y J   0 no espurias (siendoJ la longitud nal de f). Si onsideramos p1 omo la probabilidadde generar una palabra espuria tras generar ada una de las J   0palabras generadas por eI1, entones n0(0 j J   0) se dene omouna distribuion binomial de parametro p1 del siguiente modo:n0(0 j J   0) = J   00 pJ 200 p01 ;donde p0 = 1 p1 sera la probabilidad de deidir no generar una pala-bra espuria. En denitiva de las  J 00  posibilidades que tenemos de
3.3 Modelos basados en fertilidades 61generar esas palabras espurias, p01 vees habremos deidido generaruna palabra espuria y pJ 200 vees no. Para p( j ; e):{ Que Pr(ik j k 1i1 ;  i 10 ; I0; e) = t(ik j ei), es deir que la probabili-dad de que la palabra ik de f sea generada por (o sea la traduionde) la palabra ei solo dependera de la propia ei. Para p( j  ; ; e):{ Que Pr(0k j k 101 ; I1 ;  I0 ; I0; e) = 1k , es deir la forma de oloar laspalabras de f generadas por e0 no depende de nada, por lo tanto elsegundo termino de la euaion (3.25) sera igual a 10! , puesto que 0!denota las distintas posibles formas que tenemos de ordenar las 0palabras generadas por e0.En denitiva tenemos que:p( j e) = IYi=1 n(i j ei)  n0(0 j IXi=1 i) (3.29)p( j ; e) = IYi=0 iYk=1 t(ik j ei) (3.30)La diferenia entre los modelos basados en fertilidades radia en las asunio-nes adiionales que se haen para p( j  ; ; e) on respeto al primer terminode la euaion (3.25). Veamos por separado ada uno de ellos.
El modelo 3Adiionalmente para este modelo haemos la siguiente asunion: Para p( j  ; ; e):{ Que Pr(ik j k 1i1 ; i 11 ;  I0 ; I0; e) = d(ik j i; J; I), es deir que laprobabilidad de que la palabra ik de f oupe la posiion ik depen-dera solamente de la posiion i en e de la palabra que la genero y delas longitudes de ambas frases.De este modo, para el modelo 3 ademas tenemos que:p( j  ; ; e) = 10! IYi=1 iYk=1 d(ik j i; J; I) (3.31)Por tanto los parametros para este modelo seran = ft(); n(); p0; d()gon:
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ionn( j e) probabilidades de fertilidadp0; p1 probabilidades de fertilidad para e0d(j j i; J; I) probabilidades de distorsiondonde  = 0; 1; 2;   maxEn la euaion (3.31) el fator 1=0! da uenta de la eleion de la posiionesde las palabras generadas por e0, es deir de 0k on k = 1; 2;    ; 0.Las euaiones (3.27)-(3.31) desriben el siguiente proeso generativo paraobtener f o fallo a partir de e:1. Para ada i = 1; 2;    ; I , elegir una longitud i para i (o lo que es lomismo una fertilidad de i para ei) de auerdo a la distribuion de proba-bilidad n(i j ei).2. Elegir una longitud 0 para 0 de auerdo a la distribuion n0(0 jPIi=1 i).3. Sea J = 0 +PIi=1 i.4. Para ada i = 0; 1; 2;    ; I y k = 1; 2;    ; i, elegir una palabra ik deauerdo a la distribuion de probabilidad t(ik j ei).5. Para ada i = 0; 1; 2;    ; I y k = 1; 2;    ; i, elegir una posiion ik deentre 1;    ; J de auerdo a la distribuion de probabilidad d(ik j i; J; I).6. Si alguna posiion ha sido elegida mas de una vez entones retornar fallo.7. Para ada k = 1; 2;    ; 0, elegir una posiion 0k de entre las 0   k + 1posiiones vaantes de auerdo a la distribuion de probabilidad uniforme(p0).8. Sea f la adena on fik = ik .A partir de las euaiones (3.29)-(3.31) se sigue que si ( ;) es onsistenteon (f ; a) entones: p( j ; e) = JYj=1 t(fj j eaj ); (3.32)p( j  ; ; e) = 10! Yj:aj 6=0 d(j j aj ; J; I) : (3.33)En esta ultima euaion el produtorio itera para todo j = 1; 2;    ; J exeptouando aj sea igual a 0.
3.3 Modelos basados en fertilidades 63Sumando para todo par ( ;) onsistente on (f ; a) enontramos quep(f ; a j e) = X( ;)2hf ;ai p( ; j e) (3.34)= n0(0 j IXi=1 i) IYi=1n(i j ei)  i!JYj=1 t(fj j eaj ) Yj:aj 6=0 d(j j aj ; J; I) (3.35)Los fatores i! que apareen en la euaion (3.35) son debidos a que existenQli=0 i! terminos igualmente probables en la suma de la formula (3.34). Delmismo modo el fator 10! queda anulado.Este modelo es deiente dado quep(fallo j  ; ; e)  1 X p( j  ; ; e) > 0 : (3.36)Es deir, uando elegimos la posiion ik = j en la que pondremos la palabraf que esta siendo generada por una palabra ei no imponemos ninguna restri-ion, on lo que sera perfetamente valido asignar la misma posiion a distintaspalabras f . En otras palabras, el modelo de distorsion gasta ierta masa de pro-babilidad en asignar posiiones no validas, por lo tanto (y as lo expresamos enla historia generativa de este modelo) sera posible retornar fallo en el proesogenerativo.Al igual que hemos omentado para el modelo 2, en este aso en el modelode distorsion d(j j i; J; I) se elimina la dependenia on el valor de I . Es deirutilizaremos omo modelo de distorsion d(j j i; J). En este aso esta simpli-aion sera de espeial interes a la hora de desarrollar algoritmos de busquedapara este modelo. Esto es debido a que en el proeso de busqueda la longitud dela adena de salida es desonoida, por tanto la eliminaion de la dependeniaon I permitira simpliar sustanialmente esos algoritmos de busqueda.En el modelo 3, al igual que en los anteriores, la eleion de las posiiones dealineamiento entre palabras se realiza de forma absoluta, es deir la probabilidadde que una palabra f oupe una posiion determinada j no depende de lasposiiones que oupan las palabras previamente generadas. En denitiva todaslas dependenias en el modelo de distorsion para el modelo 3 son de orden ero.En la gura 3.1 podemos ver un ejemplo de alineamiento para los modelos 1, 2y 3, en el que no existen dependenias entre las posiiones alineadas, de ah queeste ejemplo valga para los 3 modelos menionados.
El modelo 4A diferenia del modelo 3 en este aso haemos la asunion:
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i* )Figura 3.1: Dependenias en el alineamiento para los modelos 1, 2 y 3. Para p( j  ; ; e):{ Que Pr(ik j k 1i1 ; i 11 ;  I0 ; I0; e) = pik(ik), donde:pik(j) =  d=1(j   i j E(ei);F(i1) si k = 1d>1(j   ik 1 j F(ik) si k > 1 : (3.37)En este aso se hae una asunion mas realista inorporando una de-pendenia de primer orden, que a diferenia de los modelos anterioresestablee dependenias relativas frente a absolutas on respeto a lasposiiones de la frase. Ademas se distingue entre la posiion a ouparpor la primera (d=1) y el resto (d>1) de palabras perteneiente a unatupla. Conretamente la posiion a oupar por i1 (primera palabrade la tupla i), es deir i1, dependera de: 1) las posiiones que ou-paron las palabras de la tupla (i 1) generadas por la palabra anterior(ei 1), y 2) de las lases (o ategoras) a las que perteneen las pa-labras origen y destino involuradas. Mas espeamente se denei omo la primera posiion a la izquierda de i para la ual i > 0,y, en general,  es la funion ielo de la media de las posiiones oupadas por las palabras de , es deir:i = maxi0<i fi0 : i > 0g;  = d 1 Xk=1ke : (3.38)Las posiiones ik , on k = 2   i, a oupar por ada ik (resto depalabras de la tupla i), dependera de la posiion ik 1 oupada por
3.3 Modelos basados en fertilidades 65la palabra previa (ik 1) de esa tupla y por la lase de la palabra ikde f en onreto que este siendo generada.En denitiva, para el modelo 4 ademas tenemos que:p( j  ; ; e) = 10! IYi=1 iYk=1 pik(ik) (3.39)Al igual que el modelo 3, este modelo es deiente dado quep(fallo j  ; ; e)  1 X p( j  ; ; e) > 0 : (3.40)Por tanto los parametros para este modelo son = ft(); n(); p0; d=1(); d>1()gon:t(f j e) probabilidades de traduionn( j e) probabilidades de fertilidadp0; p1 probabilidades de fertilidad para e0d=1(j j E;F) probabilidades de distorsion para la primera palabrade una tuplad>1(j j F) probabilidades de distorsion para el resto de palabrasde una tupladonde j es un entero y E(e) y F(f) son las lases/ategoras a las que perte-neen las palabras e y f respetivamente.Las euaiones (3.27)-(3.30) y (3.39) desriben el siguiente proeso generativopara obtener f o fallo a partir de e:1. Elegir un onjunto de tuplas  a partir de los pasos 1{4 para el modelo 3.2. Para ada i = 1; 2;    ; I y k = 1; 2;    ; i, elegir una posiion ik omosigue: Si k = 1 entones elegir i1 de auerdo a la distribuion:d=1(i1   i j E(ei);F(i1)). Si k > 1 entones elegir ik de auerdo a la distribuion:d>1(ik   ik 1 j F(ik)).3. Aabar generando f siguiendo los pasos 6{8 del modelo 3.
66 Capı́tulo 3 Modelos estadı́sticos de alineamientoA partir de las euaiones (3.29), (3.30) y (3.39) y sumando para todo par( ;) onsistente on (f ; a) enontramos que:p(f ; a j e) = X( ;)2hf ;ai p( ; j e)= n0(0 j IXi=1 i)  IYi=1n(i j ei)  JYj=1 t(fj j eaj )Yj:aj 6=0 d=1(j   aj j E(eaj );F(fj)) si j = h(aj)d>1(j   p(j) j F(fj)) si j 6= h(aj)(3.41)donde: h(i) es la posiion on la que se alinea la primera palabra de la tupla i:h(i) = mink fk : i = akg y p(j) la posiion que oupa la palabra previa a la que oupa la posiionaj en la misma tupla: p(j) = maxk<j fk : aj = akgNotese que a diferenia del modelo 3, en este aso no aparee el fator de i!dado el orden que impone el modelo en la forma en que se generan las palabrasperteneientes a una tupla en onreto.Para lariar si abe un poo mas la notaion, para este modelo (al igualque ourrira on el modelo 5) las dependenias en el modelo de distorsion sonde primer orden, es deir la eleion de las posiiones a oupar por las palabrasgeneradas se hara de forma relativa a las posiiones previamente generadas. Enotras palabras, la eleion de la posiion j a oupar por una palabra f , queeste siendo generada por la palabra ei, dependera de las posiiones que oupanlas palabras generadas por la palabra destino previa, es deir ei 1. Un ejemplode las dependenias en el alineamiento para este modelo las podemos ver en lagura 3.2. Por ejemplo, la eleion de la posiion de la palabra f3 (generadapor e3) depende de f2 y f4, palabras que han sido generadas por e2. En estemodelo tambien se establee la diferenia entre la primera palabra que formauna tupla (d=1) y el resto de las que onforman esa tupla (d>1). Siguiendoon el ejemplo de la gura 3.2, la posiion de la palabra f7 depende solamentede la posiion que oupa f3, es deir la segunda palabra de la tupla generadapor e3 solo depende la palabra previamente generada dentro de esa tupla. Contodo esto podemos onluir por tanto que el valor de j para d=1, podra tomarvalores negativos (omo es el aso de f6 en el ejemplo), y para d>1 solo podratomar valores estritamente positivos. Por otra parte el resto de dependenias
3.3 Modelos basados en fertilidades 67en el modelo de distorsion se denen on respeto a lases de palabras en vez deon respeto a la identidad de ellas. Esto ayudara a aliviar el problema tpiode falta de datos de entrenamiento y hara que la estimaion de los parametrossea mas robusta.
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i* )Figura 3.2: Ejemplo de dependenias en el alineamiento para el modelo 4.
El modelo 5En este modelo, a diferenia de los anteriores, haemos la asunion:p( j  ; ; e) = 10! IYi=1 iYk=1 pik(ik) (3.42)donde:pik(j) = ik(j)8>><>>: d=1(j j F(i1); i1(J)  i + k) si k = 1d>1(j j F(ik); ik(J)  ik(ik 1)  i + k)si k > 1 : (3.43)y: j =  i1(j)  i1(i) si k = 1ik(j)  ik(ik 1) si k = 1En la euaion (3.43), i es la primera posiion a la izquierda de i uyafertilidad es distinta de ero, y  es la funion ielo de la media de las posiiones
68 Capı́tulo 3 Modelos estadı́sticos de alineamientode las palabras de  (ver euaion (3.38)); ik(j) es 1 si la posiion j esta vaanteuna vez que todas las palabras de las tuplas i0 < i y las primeras k  1 palabrasde la tupla i han sido ya alineadas, y 0 en otro aso; ik(j) es el numero deposiiones vaantes hasta la posiion j, es deir:ik(j) = Xj0j ik(j0)Como podemos ver en la gura 3.3 las dependenias de este modelo sonpratiamente identias a las del modelo 4, solo que en este aso j estableela diferenia entre las posiiones vaantes hasta la posiion a oupar por lapalabra atual y las vaantes hasta las palabras previamente generadas. En laparte dereha de la gura vemos omo se van ubriendo las posiiones duranteel proeso generativo. Con respeto al resto de dependenias, para el aso ded=1 se ha eliminado la dependenia on la lase de la palabra e previa, y se haintroduido una dependenia, al igual que para el aso de d>1, on las vaantesque quedan libres para oloar las palabras de la tupla atual, es deir la tuplaque esta siendo generada.
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i* )Figura 3.3: Ejemplo de dependenias en el alineamiento para el modelo 5.Por tanto los parametros para este modelo son = ft(); n(); p0; d=1(); d>1()gon:
3.3 Modelos basados en fertilidades 69t(f j e) probabilidades de traduionn( j e) probabilidades de fertilidadp0; p1 probabilidades de fertilidad para e0d=1(j j F; ) probabilidades de distorsion para la primera palabrade una tuplad>1(j j F; ) probabilidades de distorsion para el resto de palabrasde una tuplaAqu  = 1; 2;   J .Este modelo no es deiente dado que preisamente la variable  lleva enuenta las posiiones de la adena de entrada que ya han sido generadas. Espreisamente esta la gran diferenia de este modelo on respeto al modelo 4.Las euaiones (3.27)-(3.30) y (3.43) desriben el siguiente proeso generativopara obtener f a partir de e:1. Elegir un onjunto de tuplas  a partir de los pasos 1{4 para el modelo 3.2. Para ada i = 1; 2;    ; I y k = 1; 2;   i, elegir una posiion ik omosigue: Si k = 1 entones elegir i1 de auerdo a la distribuion:d=1(i1(j)  i1(i) j F(i1); i1(J)  i + k) Si k > 1 entones elegir ik de auerdo a la distribuion:d>1(ik(j)  ik(ik 1) j F(ik); ik(J)  ik(ik 1)  i + k)3. Aabar generando f siguiendo los pasos 7{8 del modelo 3.
3.3.2 Alineamiento por ViterbiEn este aso, a diferenia de los modelos anteriores, la maximizaion sobretodos los posibles alineamientos no es desomponible, on lo que no onoemosningun algoritmo eiente que alule el alineamiento por Viterbi, utilizando porejemplo tenias de programaion dinamia, que realie el alulo en tiemposde orden polinomial. La soluion pasara por utilizar algoritmos ompliadosbasados en la tenia de ramiaion y poda (omo el A?), pero en realidad seutiliza un algoritmo voraz muy eiente omo se india en [Brown et al. 93℄.Este algoritmo voraz sigue la tenia de asenso de olina (hilllimbing) yfuniona del siguiente modo: se parte del alineamiento por Viterbi para unmodelo mas senillo, por ejemplo el modelo 2. A este alineamiento se le aplianuna serie de perturbaiones para onstruir un onjunto de veinos. Se elige elmejor alineamiento de ese onjunto y se itera el proeso hasta que no se obtenganmejores alineamientos.Para lariar un poo mas veamos en que onsiste el onepto de veino deun alineamiento. Se die que dos alineamientos a y a0 dieren en un movimientosi hay exatamente un valor de j para el ual aj 6= a0j . Se die que dieren enun interambio si para todo j : aj = a0j exepto para dos valores, j1 y j2, para
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uales aj1 = a0j2 y aj2 = a0j1 . Se die que que dos alineamientos son veinossi son identios o dieren a lo sumo por un movimiento o un interambio.Sea b(a) el mejor veino de a, es deir para el ual es maxima la verosimilitudPr(a j f ; e). De este modo la seuenia a; b(a); b2(a)  b(b(a));    , onverge enun numero nito de pasos a un alineamiento que llamaremos b1(a). De heho siel alineamiento a del que partimos es el alineamiento por Viterbi para el modelo 2(V (f j e; 2)) entones b1(V (f j e; 2)) sera una aproximaion buena a V (f j e; 3).Segun la deniion de veindad, obtener V (f j e; 3) es bastante senillo yrapido debido a que el modelo de distorsion para este modelo es simple. Poresta misma razon es muho mas ostoso de alular el alineamiento por Viterbipara los modelos 4 y 5, aunque se onstruyen de forma analoga (para mas detallesaera del alulo de V (f j e; 4) y V (f j e; 5) ver [Brown et al. 93℄).Despues de todo esto sera erroneo llamar alineamiento por Viterbi al mejoralineamiento posible, entre dos frases, para los modelos basados en fertilida-des. De todos modos, a partir de ahora, abusaremos del lenguaje y llamaremosalineamiento por Viterbi al mejor alineamiento que seamos apaes de obtener.
3.3.3 Entrenamiento de los modelosPara el entrenamiento de los modelos basados en fertilidades (es deir, mo-delos 3, 4 y 5), se sigue un proeso similar al expuesto anteriormente paralos modelos 1 y 2, pero teniendo en uenta ademas los modelos de fertilidady distorsion asoiados. Para mas detalles en este aspeto remitimos al letora [Brown et al. 93℄.
3.4 Otros modelos de alineamientoEn la bibliografa sobre la materia existen otros modelos estadstios dealineamiento, los uales estan fuertemente inspirados en los modelos de IBMo se basan en algunos de ellos. En esta seion omentaremos brevemen-te un modelo mas, ampliamente utilizado en otros sistemas de traduionautomatia. Existen otros tipos de modelos de alineamiento basados en pa-labras omo [Dagan et al. 93, Kay and Rosheisen 93, Chang and Chen 94,Fung and MKeown 94, Jones and Somers 95, Maklovith and Hannan 96,Vogel et al. 96, Melamed 97, Ker and Chang 97, Oh et al. 99, Huang and Choi 00,Oh and Ney 00b, Tillmann 01, Gara-Varea et al. 02b℄.Por otra parte existen modelos de alineamiento basados en grupos depalabras. De entre ellos podemos destaar los propuestos en [Oh 02,Wang and Waibel 98, Tomas and Casauberta 01, Vilar 98℄.Tambien se han realizado trabajos en los que se han evaluado la alidadde modelos de alineamiento basados en palabras o omparaiones entre distintosmodelos de alineamiento. Dentro de estos trabajos abe destaar [Shin et al. 96,
3.4 Otros modelos de alineamiento 71Wang and Waibel 98, Ahrenberg et al. 00, Oh and Ney 00a, Oh and Ney 03,Oh 02℄.
3.4.1 El modelo HMMOtro modelo ampliamente utilizado es un modelo basado en alineamientosmonotonos, onoido por modelo HMM y propuesto en [Vogel et al. 96℄, el ualexponemos on algo mas de detalle que los omentados previamente pues serautilizado dentro de alguno de los algoritmos de busqueda que desarrollaremosmas adelante.Partiendo de la desomposiion 3.2 se diferenia on el modelo 2 en que seasume una dependenia de primer orden para los alineamientos aj , de modo quese hae la asunion:Pr(aj j f j 11 ; aj 11 ; e)) = h(aj j aj   1; I)de modo que se obtiene la siguiente desomposiion para p(fJ1 j eI1):p(fJ1 j eI1) = (J j I) XaJ1 JYj=1h(aj j aj 1; I)  t(fj j eaj ) (3.44)on probabilidad de alineamiento h(i j i0; I) y probabilidad de traduion t(f j e)identia al resto de modelos.Para haer que las probabilidades de alineamiento no dependan de posiionesabsolutas se asume que h(i j i0; I) solo depende de la diferenia (i  i0), por tantousando un onjunto de parametros f(i   i0)g, la probabilidad de alineamientose puede reesribir omo:h(i j i0; I) = (i  i0)PIi00=1 (i00   i0) (3.45)Esta deniion asegura que las probabilidades de alineamiento satisfaen la res-triion de normalizaion para ada i0, i0 = 1; : : : ; I . A este modelo los autoresle llaman modelo HMM homogeneo [Vogel et al. 96℄. Una idea similar es la quese expone en [Dagan et al. 93℄.En esta formulaion, a diferenia del modelo 2, no se tiene en uenta lapalabra vaa e0. En [Oh 02℄ se propone una extension para tenerla en uenta.Al igual que para los modelos 1 y 2 el alineamiento por Viterbi para estemodelo se puede alular de forma exata. Para ello se utiliza un algoritmobasado en programaion dinamia, desrito en [Vogel et al. 96℄, on un oste deorden de O(I2  J).
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3.5 Esquema de entrenamientoComo hemos visto en la seion anterior ada modelo de IBM (1{5) se puedever omo un renamiento del anterior, de modo que onforme vamos aumentandode modelo las asuniones que se haen son mas realistas.En prinipio podramos pensar que para entrenar ualquiera de los modelosanteriores bastara on iniializar uniformemente todos sus parametros y realizarun numero determinado de iteraiones del algoritmo EM hasta que se alaneun riterio de parada.El heho de que un modelo superior se base, total o parialmente, en su inme-diato predeesor (por ejemplo, los parametros lexios t() forman parte de todoslos modelos), hae pensar en utilizar la informaion que proporiona el modeloanterior para estableer una iniializaion razonable de los parametros del mo-delo atual. El problema radia en omo se puede estableer esta transfereniade parametros entre modelos.Lo mas razonable paree ser empezar por los modelos mas senillos, por ejem-plo los modelos 1 o 2, e ir aumentando de modelo progresivamente. Ademas,el heho de que para los modelos 1 y 2 sea posible realizar la suma para todoposible alineamiento entre un par de frases (ver euaion (3.1)) garantiza que,iniializando sus parametros a ualquier valor distinto de ero, se alane unmaximo global. Este heho, erige a estos modelos omo fuertes andidatos arealizar la estimaion de sus parametros en primer lugar. De este modo, iniia-lizar los parametros t() del modelo 2 a los previamente estimados del modelo 1,no signia que se vaya a obtener una mejor estimaion de sus parametros, perosi que la onvergenia del algoritmo EM sea muho mas rapida.Para el resto de modelos, el problema se agrava pues no existe forma pratiade realizar la suma para todo posible alineamiento entre un par dado de frases.Por ello se apoyan en los modelos inferiores para realizar una estimaion iniialde sus parametros. Por ejemplo, para el modelo 3 los parametros t() y d() seiniializan diretamente a partir de los parametros t() y a() estimados para elmodelo 2; en uanto a los parametros n() existen hasta uatro formas distintasde iniializarlos (ver [Knight 99b℄). Del mismo modo podemos transferir losparametros del modelo 3 al modelo 4 y los del 4 al 5.El mismo problema antes omentado de la imposibilidad de llevar a abo lasuma para todo alineamiento en los modelos basados en fertilidad, hae que elonjunto de alineamientos mas probables entre un par de frases se onstruya enbase al alineamiento por Viterbi del modelo inmediatamente inferior, utilizandoun metodo de asenso de olina pratiamente identio al desrito para obtenerel alineamiento por Viterbi para estos modelos. Esto onlleva que tras adaiteraion del algoritmo EM para estos modelos, ademas de atualizar la estima-ion de sus parametros, tenga que realizarse una atualizaion de los parametrosdel modelo en el que se basa para onstruir el onjunto de alineamientos masprobables. En otras palabras, que tras una iteraion del modelo 3 habra que
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tualizar tambien los parametros del modelo 2 pues es en ellos en los que sebasara en la siguiente iteraion.En denitiva llamamos esquema de entrenamiento al onjunto de iteraionesdel algoritmo EM que realizamos de ada modelo, al orden en que se realizany a la transferenia de parametros entre ellos. A partir de ahora y mientras nodigamos lo ontrario la transferenia de parametros entre modelos se realizarade la forma que se desribe en [Brown et al. 93℄.
3.6 ResumenEn este aptulo hemos expuesto, on ierto nivel de detalle, los modelos detraduion que seran la base de toda la experimentaion que llevaremos a aboen el resto de aptulos. Hemos intentado ser rigurosos a la vez que intuitivos enla desripion de los modelos de traduion, entre otras osas para suavizar labarrera que onlleva la omplejidad matematia de los modelos estadstios detraduion, y que a vees hae poo atrativa esta aproximaion a la traduionautomatia.Conretamente, hemos expuesto la familia de modelos estadstios de alinea-miento de IBM y el modelo HMM, as omo una peque~na reension bibliograade otros modelos (basados en palabras o en grupos de palabras) ampliamenteutilizados en otros trabajos.Tambien hemos omentado oneptos omo el de historia o proeso genera-tivo, alineamiento por Viterbi (o alineamiento mas probable), y el de esquemade traduion.
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CAPÍTULO 4
Modelos de traducción
basados en Máxima Entropı́a
EL trabajo expuesto en este aptulo se puede onsiderar omo una onti-nuaion al trabajo de Adam L. Berger y olaboradores [Berger et al. 96b℄,en donde se introduen los modelos lexios por maxima entropa y omo utili-zarlos, de forma desaoplada, en sistema estadstios de traduion automatia.En primer lugar introduiremos la aproximaion por maxima entropa mediantela que deniremos modelos lexios de traduion renados. Veremos omo in-tegrar estos modelos de forma eiente dentro del algoritmo de entrenamientopor maxima verosimilitud para los modelos onvenionales y haremos un estudioemprio de la alidad de los modelos y de los alineamientos obtenidos on estaaproximaion omparandolos on los resultados obtenidos on modelos onven-ionales. Cabe destaar que en este aptulo empiezan las aportaiones de estatesis.
4.1 IntroducciónIntuitivamente el prinipio en que se basa la maxima entropa es simple:modelar todo lo onoido y no asumir nada aera de lo desonoido. En otraspalabras, dada una oleion de hehos, elegir el modelo que es onsistente ontodos los hehos, pero por ontra que sea lo mas uniforme posible.El onepto de maxima entropa tiene una historia muy larga. El heho deelegir la hipotesis mas simple posible esta ontemplado en la \Navaja de Oam"(\Pluralitas non est ponenda sine neessitate"), e inluso aparee anteriormente
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76 Capı́tulo 4 Modelos de traducci ón basados en M áxima Entropı́aen la Biblia [Jaynes 90℄. Laplae se puede onsiderar omo el padre de la maximaentropa uando enunio: \Cuando no hay informaion para distinguir entrela probabilidad de dos eventos, la mejor estrategia es onsiderarlos igualmenteprobables" [Guiasu and Shenitzer 94℄, en su \Priniple of InsuÆient Reason".Lo mismo armo E.T.Jaynes, un pionero mas reiente de la maxima entropa,[Jaynes 90℄:\... the fat that a ertain probability distribution maximizes entropysubjet to ertain onstraints representing out inomplete information, isthe fundamental property whih justies the use of that distribution forinferene; it agrees with everything that is known, but arefully avoidsanything that is not known. It is a transription into mathematis of ananient priniple of wisdom ...".La primera apliaion de la maxima entropa se realizo en fsia durante elultimo lustro del siglo XIX y las dos primeras deadas del siglo XX, amplia-mente utilizado en termodinamia estadstia en sus dos variantes: la lasia ymeania uantia (Maxwell-Boltzmann, Fermi-Dira, Bose-Einstein). Tambienaparee a nales de los a~nos 40 uando Shannon enunio su teora de la infor-maion y la entropa [Cover and Thomas 91℄ y en la misma epoa los modeloslog-lineales [Bishop et al. 75℄ (estrehamente relaionados on los modelos pormaxima entropa) fueron ampliamente usados en analisis multivariado disretoy tablas de ontingenia. Como ya hemos omentado, a nales de los a~nos 50 fueuando E.T.Jaynes propuso el prinipio de maxima entropa (tambien expuestoen [Guiasu and Shenitzer 94℄) y junto on algunos otros estadstios abogaronpor la estimaion general de distribuiones de probabilidad, lo ual iba mas allade la estimaion estadstia lasia, y no fue aeptada por algunos estadstiosortodoxos. Conforme pasaron los a~nos, el prinipio de maxima entropa, se apliaon exito en el area del proesamiento de la se~nal omo por ejemplo en estimaionespetral (LPC, oeientes lineales preditivos; y AR, modelos autoregresivos),restauraion de imagenes, estimaion general de distribuiones de probabilidad,et.Los primeros trabajos en los que se utilizan modelos basados en maximaentropa en el ambito del proesamiento del lenguaje natural datan deprinipios/mediados de la deada pasada, aunque realmente se han pues-to de moda hae tan solo unos a~nos. La mayora de los trabajos enesta lnea se han dediado al problema del modelado de lenguaje, porejemplo a prinipios de los a~nos 90 IBM utilizo esta losofa por prime-ra vez. A partir de ah se han realizado gran antidad de trabajos, o-mo por ejemplo [Della Pietra et al. 94, Rosenfeld 96, Simons et al. 97℄ oen [Wu 98, Khudanpur and Wu 99, Martin et al. 99, Peters and Klakow 99,Wu and Khudanpur 99℄. Tambien abe destaar, mas reientemen-te, a [Khudanpur and Wu 00, Martin et al. 00, Wu and Khudanpur 00,Wu and Khudanpur 02℄.Otros autores aplian la maxima entropa a distintos problemas en
4.2 Estimaci ón de modelos de traducci ón por m áxima entropı́a 77proesamiento del lenguaje natural omo analisis sintatio [Charniak 99,Ratnaparkhi 99℄, etiquetado POS [Ratnaparkhi 96℄ y resoluion de ambigueda-des lexias [Ratnaparkhi 98℄. En [Ratnaparkhi 97℄ podemos enontrar unaintroduion general al proesamiento del lenguaje natural usando esta tenia.Ya en el ambito de la traduion automatia podemos enontrar algunostrabajos de ierta relevania. En [Berger et al. 96b℄ esta aproximaion se apli-a al sistema Candide de IBM para rear modelos dependientes del ontextopara partiionar frases de forma automatia y mejorar el reordenamiento depalabras en traduion. Tenias similares se utilizan en [Papineni et al. 98℄ yen [Foster 00b℄ para modelos de traduion diretos al ontrario de los que se ex-ponen en [Brown et al. 93℄. En [Foster 00a℄ se desriben dos metodos para inor-porar informaion aera de la posiion relativa de pares de palabras bilingues; yen [Gara-Varea et al. 01℄ se utilizan modelos por maxima entropa para reduirla perplejidad de los modelos y los errores de traduion en base a un algoritmode repuntuaion de hipotesis. Por ultimo omentar que en [Oh and Ney 02℄ sepresenta una aproximaion alternativa al modelo lasio de la fuente y el analpara ataar el problema de la traduion automatia estadstia, en la ual sepueden inorporar diversas fuentes de onoimiento.
4.2 Estimación de modelos de traducción por máxima
entropı́aPara introduir el onepto de maxima entropa en el ambito de la traduionautomatia utilizaremos un ejemplo similar al expuesto en [Berger et al. 96b℄dada su gran senillez e intuitiva exposiion.Supongamos que queremos modelar las deisiones de un experto tradutoraera de la traduion de la palabra inglesa in al astellano. Nuestro modelopin, de las deisiones del experto, asigna a ada palabra (o frase) en astellanof una estimaion pin(f) de la probabilidad de que el experto elegira f omotraduion de in. Supongamos que para obtener pin(f) reopilamos una muestraon gran antidad de ejemplos de deisiones tomadas por el experto. Nuestroobjetivo entones es extraer una serie de hehos aera del proeso de deision apartir de la muestra (primera tarea en modelado) que nos ayude a onstruir elmodelo de ese proeso de deision (segunda tarea en modelado).Una buena pista que podemos extraer de la muestra es la lista de posiblestraduiones de la palabra en uestion. Por ejemplo, podramos observar queel experto siempre elige una de las siguientes palabras (frases) en astellano:fdentro, en, por, a lo largo de, duranteg. Con esta informaion podemos imponeruna primera restriion a nuestro modelo:pin(dentro) + pin(en) + pin(por) + pin(a lo largo de) + pin(durante) = 1Esta euaion representa nuestro primer estadstio del proeso, ahora podemosproeder a busar un modelo que se ajuste a esta euaion. Evidentemente hay
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nitos modelos que umplen esta euaion. Uno podra ser aquel que asignea pin(dentro) = 1, es deir, este modelo siempre predie dentro omo traduionde in. Otro modelo podra ser aquel que asigne una probabilidad de 0:5 a dentroy de 0:5 a en. Evidentemente ualquiera de estos dos modelos son malos puesasumen mas de lo que realmente onoemos aera del proeso de deision delexperto. Todo lo que nosotros sabemos es que el experto elige una de las inoposibles traduiones y nada mas, de modo que el modelo mas intuitivo que senos puede ourrir a priori sera el que ontenga la restriion adiional:pin(dentro) = pin(en) = pin(por) = pin(a lo largo de) = pin(durante) = 1=5Este modelo es el mas uniforme de auerdo a lo que onoemos, aunque noel mas uniforme de todos los modelos posibles, el ual sera aquel que asigne lamisma probabilidad a toda posible palabra (frase) en astellano.De todas formas, de nuestra muestra podemos obtener mas pistas aera delproeso de deision del experto. Supongamos que el experto elige dentro y en enel 30% de los asos. Podramos a~nadir este onoimiento extra a nuestro modelomediante una nueva restriion. Por tanto, el modelo tendra que satisfaer lasdos restriiones impuestas, es deir:pin(dentro) + pin(en) = 3=10pin(dentro) + pin(en) + pin(por) + pin(a lo largo de) + pin(durante) = 1Al igual que antes hay muhas distribuiones de probabilidad que satisfaen estasrestriiones. Sin tener en uenta otro tipo de informaion, una eleion razona-ble (del mismo tipo que la anterior) sera elegir aquel modelo pin() que distribuyasu masa de probabilidad uniformemente, o sea, aquella distribuion que asignesu probabilidad de forma equitativa sujeta a las restriiones impuestas. Estemodelo asignara: pin(dentro) = pin(en) = 3=20pin(por) = pin(a lo largo de) = pin(durante) = 7=30Supongamos que inspeionamos una vez mas la muestra y que observamosun heho interesante: que en la mitad de los asos el experto elige dentro o
por. Podemos inorporar esta informaion en nuestro modelo omo una tererarestriion, esto es: pin(dentro) + pin(en) = 3=10pin(dentro) + pin(en) + pin(por) + pin(a lo largo de) + pin(durante) = 1pin(dentro) + pin(por) = 1=2Una vez mas podemos busar la distribuion mas uniforme que satisfaga lasrestriiones, solo que ahora la eleion no es tan obvia omo en los asos ante-riores. Conforme hemos a~nadido omplejidad al modelo nos hemos enontrado
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on dos problemas en uno. Primero, >que signia exatamente \uniforme" yomo podemos medir la uniformidad de un modelo?, y segundo, onoiendo larespuesta a la pregunta anterior, >omo enontrar el modelo mas uniforme queumpla una serie de restriiones omo las omentadas?El metodo de maxima entropa tiene la respuesta a estas preguntas. Comoya hemos omentado, intuitivamente el prinipio de ME es simple: dada unaoleion de hehos, elegir el modelo que es onsistente on todos los hehos, peropor ontra que sea lo mas uniforme posible. Esta es preisamente la aproximaionque hemos seguido para nuestro modelo pin en el ejemplo anterior.
4.2.1 Modelado por máxima entropı́aConsideremos un proeso aleatorio que produe un valor de salida f , unelemento de un onjunto nito F . Para el ejemplo de traduion que hemosonsiderado, el proeso genera una traduion de la palabra in, y la salida fpuede ser ualquier palabra del onjunto fdentro, en, por, a lo largo de, duranteg.Al generar f , el proeso se puede ver inueniado por alguna informaion on-textual, llamemosle x, un elemento de un onjunto nito X . En nuestro ejemplo,x podra ser las palabras que rodean a la palabra in dentro de la frase en queapareza.Nuestra tarea es la de onstruir un modelo estoastio que elmente repre-sente el omportamiento del proeso aleatorio. Este modelo sera un metodo deestimar la probabilidad ondiional de que dado un ontexto x, el proeso obten-ga f , o sea pin(f j x). Si denotamos on P el onjunto de todas las distribuionesde probabilidad ondiionales, la distribuion pin(f j x) sera un elemento de P .
La muestra de entrenamientoPara estudiar el proeso, observamos el omportamiento del pro-eso aleatorio en el tiempo reopilando un gran numero de muestras(x1; f1); (x2; f2);    ; (xn; fn). En nuestro ejemplo, ada muestra onsistiraen un onjunto de palabras x que rodean a in dentro de la frase, y la orrespon-diente traduion f que el proeso obtiene. Por ahora podemos onsiderar queeste onjunto de muestras de entrenamiento han sido generadas por un expertoal que se le pasaron aleatoriamente gran antidad de frases que ontenan lapalabra in y se le pregunto por la mejor traduion en ada aso. Evidente-mente en la pratia esto no es lo normal, por lo tanto habra que ver de queforma se pueden obtener esta serie de muestras de entrenamiento de una formaautomatia.Podemos resumir la muestra de entrenamiento en terminos de su distribuionde probabilidad empria ~pin, denida por:~pin(x; f)  1N  numero de vees que (x; f) ourre en la muestra
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amente, un par (x; f) en partiular no apareera en la muestra o a losumo apareera un numero peque~no de vees.
Estadı́sticos, caracterı́sticas y restriccionesNuestro objetivo es onstruir un modelo estadstio del proeso que generola muestra de entrenamiento ~pin(x; f). La piedra angular del modelo sera unonjunto de estadstios de la muestra de entrenamiento. En nuestro ejemplohemos empleado bastantes estadstios: que la freuenia de que in se traduzapor entre o en sea de 3=10; que la freuenia de que in se traduza por entre o
a sea 1=2; et. En realidad estos estadstios son independientes del ontexto,pero tambien podramos onsiderar otros que s dependan de la informaion queproporiona el ontexto x. Por ejemplo, podramos observar en una muestra deentrenamiento, que si la palabra que sigue a in es April entones su traduion es
en on una freuenia de 9=19. Para expresar eventos de este tipo, utilizaremosfuniones araterstias (o simplemente araterstias) de la forma:in;k(x; f) =  1 if f =en y April sigue a in en x0 en otro aso : (4.1)donde k 2 1   Kin india que estamos reriendonos a la k-esima restri-ion/araterstia del modelo para la palabra in, y donde Kin es el numerode araterstias relevantes para la palabra in.El valor esperado de in;k on respeto a la distribuion empria ~pin(x; f) esexatamente el estadstio en el que estamos interesados y se dene omo:~pin(in;k) Xx;f ~pin(x; f)  in;k(x; f) (4.2)Podemos expresar ualquier estadstio que nos interese omo el valor esperadode una araterstia in;k apropiada a ada aso.Cuando enontramos un estadstio que reemos util a priori, podemos sabersu relevania/importania requiriendo a nuestro modelo que de uenta de el.Para ello restringimos el valor esperado que el modelo asigna a la orrespondientearaterstia in;k. El valor esperado on respeto al modelo pin(f j x) es:pin(in;k) Xx;f ~pin(x)  pin(f j x)  in;k(x; f) (4.3)donde ~pin(x) es la distribuion empria de x en la muestra de entrenamiento.Entones imponemos la restriion de que este valor esperado sea identio alvalor esperado de in;k en la muestra de entrenamiento. Esto es, requerimosque: pin(in;k) = ~pin(in;k) (4.4)
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uaiones (4.2), (4.3) y (4.4) llegamos a la euaion:Xx;f ~pin(x)  pin(f j x)  in;k(x; f) =Xx;f ~pin(x; f)  in;k(x; f) (4.5)A la euaion (4.4) lo denominaremos simplemente \restriion". Restringiendola atenion a aquellos modelos pin(f j x) que umplen la restriion/araterstia(4.4), estaremos desartando aquellos modelos que no estan de auerdo on lamuestra de entrenamiento en uanto a la freuenia que el proeso debera mos-trar la araterstia in;k.Resumiendo, ahora tenemos el meanismo para representar fenomenos es-tadstios inherentes a los datos (es deir, ~pin(in;k)), y la forma de que nuestromodelo del proeso exhiba estos fenomenos (es deir, pin(in;k) = ~pin(in;k); k 21   Kin).
El principio de máxima entropı́aOlvidandonos de nuestro ejemplo introdutorio, supongamos en general quetenemos K funiones araterstias k que determinan los estadstios que ree-mos son importantes en el modelado del proeso. Lo que pretendemos es quenuestro modelo este de auerdo on esos estadstios, o lo que es lo mismo,queremos que p este en el subonjunto R de P denido por:R  p 2 P j p(k) = ~p(k) para k 2 f1; 2;    ;Kg	 (4.6)La losofa de maxima entropa nos die que de todos los modelos p 2 P , de-bemos seleionar aquel modelo que sea mas uniforme. Pero una vez mas nospreguntamos ual es el signiado de \uniforme".Una medida matematia de la uniformidad de una distribuion de probabi-lidad ondiional es la entropa ondiional, denida del siguiente modo:H(p) Xx;f ~p(x)p(f j x) log p(f j x) (4.7)La entropa esta aotada inferiormente por ero (la entropa de un modeloon ninguna inertidumbre) y superiormente por log j F j (la entropa de ladistribuion uniforme de todas los posibles valores de f). Con esta deniionen mano, el prinipio de maxima entropa mantiene que: \Para seleionar unmodelo de un onjunto R de posibles distribuiones de probabilidad, elegiremosel modelo p? 2 R on maxima entropa H(p)", es deir:p? = argmaxp2R H(p) (4.8)Se puede ver que p? esta siempre bien denido, es deir, siempre existe un uniomodelo p? on maxima entropa en el onjunto restringido R.
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Forma paramétricaEl prinipio de maxima entropa se nos presenta omo un problema de op-timizaion restringida, es deir enontrar el p? 2 R que maximie H(p). Paraasos simples, omo en el ejemplo introdutorio on dos restriiones, la solu-ion al problema se puede enontrar de forma analtia. Desafortunadamente,la soluion al problema general no se puede esribir explitamente, on lo queneesitamos una aproximaion indireta.Para ataar el problema general se utilizan los multipliadores de Lagrangeampliamente utilizados en la teora de la optimizaion restringida. Veamos enque onsisten los pasos mas relevantes de esta metodologa (para mas detallesvease [Della Pietra et al. 97℄): Nos referiremos al problema original de optimizaion restringida, es deirenontrar p? tal que: p? = argmaxp2R H(p); (4.9)omo el problema prinipal. Para ada araterstia i, se introdue un parametro i (un multipliadorde Lagrange). Se dene el Lagrangiano (p; ) omo(p; ) = H(p) +Xi i(p(i)  ~p(i)) (4.10) Manteniendo  ja, se alula el maximo irrestringido del Lagrangiano(p; ) para todo p 2 R. Denotamos p el modelo p para el ual (p; )alanza el maximo siendo 	() el valor del maximo, es deir:p  argmaxp2R (p; ) (4.11)	()  (p; ) (4.12)A la expresion 	() se le onoe omo la funion/problema dual. Lasfuniones p y 	() se pueden alular explitamente omo:p(f j x) = 1Z(x) exp Xi ii(x; f)! (4.13)	() =  Xx ~p(x) logZ(x) +Xi i~p(i) (4.14)donde Z(x) es una onstante de normalizaion determinada por el reque-rimiento de que Px p(f j x) = 1:Z(x) =Xf exp Xi ii(x; f)! (4.15)
4.2 Estimaci ón de modelos de traducci ón por m áxima entropı́a 83 Finalmente, el problema dual de optimizaion irrestringida se plantea o-mo: Enontrar ? tal que: ? = argmax 	() (4.16)A simple vista no esta laro que es lo que se obtiene on todas estas maqui-naiones. De ualquier forma, un prinipio fundamental en la teora de losmultipliadores de Lagrange, normalmente onoido omo el teorema de Kuhn-Tuker, asegura que bajo iertas asuniones, el problema prinipal y el dual estanntimamente relaionados, resultando en:Supongamos que ? es la soluion al problema dual, entones p? es la solu-ion al problema prinipal, esto es p? = p?. En otras palabras,El prinipio de maxima entropa sujeto a las restriiones R tiene laforma parametria p? de (4.13), donde los parametros ? se puedendeterminar maximizando la funion dual 	().La onseuenia pratia mas importante de este resultado es que ualquieralgoritmo apaz de enontrar el maximo ? de 	() se puede usar para enontrarel maximo p? de H(p) para p 2 R.
Relación con máxima verosimilitudEl logaritmo de la verosimilitud L~p(p) de la distribuion empria ~p omoprediion de un modelo p se dene omo:L~p(p)  logYx;f p(f j x)~p(x;f) =Xx;f ~p(x; f) log p(f j x) (4.17)Es fail probar que la funion dual 	() de la seion anterior es, de heho,exatamente el logaritmo de la verosimilitud para un modelo exponenial p, osea 	() = L~p(p) (4.18)Con esta interpretaion, el resultado anterior se puede reinterpretar omo:El modelo p? 2 C on maxima entropa es el modelo en forma pa-rametria p(f jx) que maximiza la verosimilitud de la muestra de entre-namiento ~p.Este resultado proporiona una justiaion a~nadida al prinipio de maximaentropa: si la noion de seleionar un modelo p? basandonos en maxima en-tropa no es lo bastante onvinente, tambien ourre que este mismo modelo p?es tambien el modelo (de todos los posibles modelos parametrios de la forma(4.13)) que mejor da uenta de los datos o la muestra de entrenamiento.
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Cálculo de los parámetrosPara todos los problemas, inluso los mas simples, enontrar el ? que maxi-mie 	() no se puede haer de forma analtia on lo que debemos de reurrira metodos numerios. Desde el punto de vista de la optimizaion numeria, lafunion 	() se omporta bien dado que es ontinua y onvexa en , de mo-do que gran variedad de metodos numerios se pueden utilizar para alular ?omo por ejemplo el desenso por gradiente o el gradiente onjugado. Cuandoestas tenias se aplian al problema de maxima entropa se onvierten en el po-pular algoritmo de Brown [Brown 95℄, aunque existe un metodo espeamentedise~nado para el problema de maxima entropa. Este metodo es el algoritmoGIS (generalized iterative saling) [Darroh and Ratli 72℄. Tambien existeuna version mejorada de este algoritmo, el IIS (improved IS) [Berger et al. 96b℄.Nosotros, en todos los experimentos que llevaremos a abo en esta tesis uti-lizaremos un toolkit llamado YASMET [Oh 00℄ que implementa el GIS.
4.3 Pros y cons de utilizar MELa utilizaion de modelos basados en maxima entropa frente a otros para-digmas de aprendizaje ofree entre otras las siguientes ventajas: Presenta un maro de trabajo en el que es fail la integraion de distintasfuentes de onoimiento. No presenta problemas on que varias araterstias se solapen, o sea denuenta de suesos equivalente o inluidos en otros. Tiene una teora matematia bien fundada. Existen algoritmos eientes de entrenamiento: GIS, IIS.Por otra parte tambien se presentan una serie de desventajas, entre ellas podemosdestaar: La eleion de las araterstias relevantes al problema a modelar pasapor ser todo un arte. La extraion de ontextos/muestras de entrenamiento requiere un alinea-miento entre las frases, e inluso a nivel de palabra dependiendo de laapliaion que le queramos dar. No existen metodos eientes y eaes de seleion automatia de ara-terstia, siendo ademas un proeso muy ostoso.
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4.4 Léxicos mejorados utilizando ME
4.4.1 MotivaciónComo hemos visto en el tema anterior, en todos los modelos de IBM, se haela aproximaion Pr(fj j f j 11 ; aj1; eI1) = p(fj j eaj ) eliminando las dependeniason f j 11 , aj 11 , y eI1 (exeptuando eaj ). Evidentemente, esta simpliaion noes ierta y demasiado rigurosa para la mayora de los fenomenos del lenguaje na-tural. La aproximaion mas direta para inluir mas dependenias en el modelolexio sera inluir dependenias adiionales omo por ejemplo p(fj j eaj ; eaj 1),donde se inluyen dependenias de primer orden. Esta aproximaion tiene ungrave problema, y es el de la falta de datos para poder estimar eientementelos parametros del modelo.Tpiamente, los modelos lexios utilizados en sistemas estadstios de tra-duion automatia no inluyen ningun tipo de informaion lingustia o in-formaion ontextual, lo ual deriva en alineamientos inadeuados entre paresde frases. Por esta razon, deniremos modelos lexios basados en maxima en-tropa que s tengan en uenta la informaion ontextual; es deir, vamos arear modelos lexios dependientes del ontexto. En la literatura relaiona-da on el tema, normalmente a este tipo de modelos se les onoe omo mo-delos desambiguadores. Existen innidad de trabajos relaionados on la de-sambiguaion lexia, entre ellos podemos destaar a [Ide and Veronis 98℄ dondepodemos enontrar un estado del arte aera del tema; y ya dentro del mar-o estadstio tenemos [Brown et al. 91a, Gale et al. 92, Mooney 96, Levow 97,Tomas and Casauberta 02℄.En nuestro aso por tanto el papel que desempe~na la maxima entropa esonstruir modelos estoastios que eientemente tengan en uenta informaionontextual. Al igual que hemos heho en la introduion, a partir de ahora,vamos a utilizar pe(f j x) para denotar la probabilidad que el modelo por ME(asoiado a la palabra e) asigna a f en el ontexto x.
4.4.2 Modelos léxicos por MEComo hemos omentado anteriormente, en la aproximaion por ME desri-bimos las propiedades/araterstias que onsideramos relevantes para nuestroproblema por medio de funiones araterstias e;k(x; f); k = 1; : : : ;Ke 1.Por ejemplo, supongamos que la k-esima araterstia para la palabra eintenta modelar el fenomeno de la existenia/apariion o ausenia de una palabraespea e0k en el ontexto de la palabra e, la ual puede/debe ser traduidapor f 0k.1 k india una araterstia en onreto de todas las Ke posibles asoiadas al modelopor ME para la palabra e.
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ia usando la siguiente funion ara-terstia: e;k(x; f) =  1 si f = f 0k y e0k 2 x0 en otro aso : (4.19)Conseuentemente, la k-esima araterstia para la palabra e tiene asoiado elpar (e0k; f 0k) en este aso.Como hemos visto en el apartado anterior, el prinipio de ME india que elmodelo pe(f j x) tiene una forma parametria optima teniendo en uenta lasfuniones araterstias e;k ; k = 1; : : : ;Ke, y viene dada por la expresion:pe(f j x) = 1Ze(x) exp KeXk=1e;ke;k(x; f) : (4.20)El modelo resultante tiene una forma exponenial on e  fe;k; k =1; : : : ;Keg parametros libres. Por lo tanto, la estimaion de los valores de estosparametros por maxima verosimilitud, es deir que maximizan la verosimilitudde un orpus dado de entrenamiento, se puede alular utilizando el algoritmoGIS (omo ya hemos visto anteriormente).Es importante notar que, en prinipio, obtendremos tantos modelos por MEde este tipo omo palabras haya en el voabulario de destino E . De todas formaspara evitar problemas de falta de datos para aquellas palabras poo vistas enel onjunto de entrenamiento (palabras raras) rearemos modelos por ME sola-mente para aquellas palabras que aparezan un numero determinado de veesen nuestro onjunto de entrenamiento.
4.4.3 Información contextual y eventos de entrenamientoPara entrenar un modelo por ME pe(f j x) asoiado a una palabra destino e,neesitaremos onstruir, a partir de un orpus bilingue, la orrespondiente mues-tra de entrenamiento dependiendo de la informaion ontextual que queramosutilizar.Para el aso que nos ompete, es deir onstruir modelos lexios dependien-tes del ontexto, neesitamos saber de alguna forma uales son las palabras fandidatas a ser estimadas por el modelo, es deir las posibles traduiones f deuna palabra e en onreto. En prinipio los posibles valores de f seran ualquierpalabra del voabulario F , siendo el ontexto a tener en uenta, el ontexto enel que ese par (e; f) onreto aparee dentro de todas los pares de frases delorpus de entrenamiento. Por lo tanto, para nosotros un evento/muestra deentrenamiento, llamemosle (f; e; x), estara formado por tres elementos: La palabra e para la ual onstruir el modelo por ME, La orrespondiente palabra origen f , traduion de e en el ontexto x.
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ontexto x en el ual el par (f; e) aparee. Donde x variara dependiendodel ontexto que se elija para el par espeo (e; f).El numero de ourrenias de un evento en la muestra de entrenamiento tambiense onsidera omo parte de diho evento. A este numero le llamaremos ontadordel evento de entrenamiento.Una vez denidos los eventos de entrenamiento, neesitamos denir la infor-maion ontextual a extraer. Nosotros usaremos omo informaion ontextual lainformaion que nos proporionan las palabras que rodean al par origen-destino(f; e) alineado. Mas onretamente, utilizaremos la siguiente informaion on-textual: Contexto destino: Al igual que en [Berger et al. 96b℄ onsideramos unaventana de Æ palabras a la izquierda y a la dereha de la palabra destinoe onsiderada. Con este ontexto se intenta apturar algunos fenomenoslingustios omo lo son los pares artiulo-nombre o el tpio interambionombre-adjetivo a adjetivo-nombre entre los idiomas origen y destino. Contexto origen: Adiionalmente, onsideramos una ventana 2 de Æ pa-labras a izquierda de la palabra origen f , la ual es onsiderada la tra-duion de e. Obviamente, la palabra origen f tambien se onsidera.Con esta informaion podemos tener en uenta la informaion adiio-nal que nos proporiona el modelo de lenguaje, omo por ejemplo bi-gramas de historia variable o los habitualmente onoidos omo triggerpairs [Tillmann and Ney 96, Tillmann and Ney 97, Zhou and Lua 98℄. Clases de palabras: ademas de usar dependenias on la identidad de laspalabras tambien utilizamos dependenias on las lases a las que perte-neen las palabras del ontexto. Haiendo esto mejoramos la generaliza-ion de los modelos e inluimos de alguna manera informaion sintatiay semantia de las palabras perteneientes al ontexto. Las lases de pa-labras se obtendran de forma automatia utilizando el metodo estadstiode lustering propuesto en [Oh 99℄ que normalmente obtiene lases depalabras on el mismo signiado semantio.Dependiendo de la utilidad que le queramos dar a nuestros modelos por MEpodremos delimitar el onjunto de eventos de entrenamiento a aquellos que apriori sean mas signiativos/disriminativos. Por ejemplo si nuestros mode-los basados en ME los queremos dediar a onstruir un modelo desambiguadorpodramos partir de un orpus previamente alineado de modo que el onjuntoposible de palabras f a ser estimadas para ada palabra e se vera onsiderable-mente reduido a aquellos pares de palabras que realmente apareen alineadosen nuestro orpus, es deir, a aquellas posibles traduiones a priori mas prome-tedoras. Obtener un orpus alineado es bastante fail on lo que ya onoemos,2 En prinipio el Æ para los ontextos destino y origen no tiene porque ser iguale pero porlaridad en la notaion lo onsideramos omo tal.
88 Capı́tulo 4 Modelos de traducci ón basados en M áxima Entropı́asolamente deberamos lanzar un entrenamiento (para ualquiera de los modelosde IBM onvenionales) y alular el alineamiento por Viterbi para ada par defrases del onjunto de entrenamiento. Este aspeto lo omentaremos on masdetalle uando hablemos de la integraion de los modelos de ME en el entre-namiento de los modelos onvenionales. En denitiva, para onstruir modelosdesambiguadores para las palabras a priori o hipotetiamente ambiguas proe-deremos del siguiente modo:1. Enontrar el alineamiento por Viterbi del orpus de entrenamiento paraun modelo de IBM en onreto.2. Enontrar la traduion del onjunto de test.3. Extraer del orpus alineado los eventos de entrenamiento (f; e; x) para todaposible palabra ambigua e.4. Realizar un entrenamiento de ada modelo pe(f j x) utilizando el algoritmoGIS.5. Retraduir (omo fase de post-proeso) la traduion de las frases de testutilizando los modelos por ME omo modelos desambiguadores.Para onstruir esta muestra, neesitamos primero onoer el alineamiento anivel de palabra entre ada par de frases en el orpus. Como ya hemos omen-tado este alineamiento se obtiene utilizando el alineamiento por Viterbi que nosproporione el modelo de traduion que estemos utilizando. Conretamente,nosotros utilizaremos el alineamiento por Viterbi para el modelo 5.
4.4.4 Definición de caracterı́sticasPara denir las araterstias que onsideramos relevantes a los modeloslexios dependientes del ontexto que vamos a onsiderar se pueden denir me-diante una tripleta (pos; et 1; et 2), donde: pos: es la posiion que et 2 oupa en el ontexto. et 1: sera la palabra f a predeir o la lase a la que pertenee, o sea F(f). et 2: sera ualquiera de las palabras e o f o sus respetivas lases, o seaE(e) o F(f).Usando esta notaion y dado un ontexto denido omo:x = ei Æ :::ei:::ei+Æ fj Æ:::fjpara el par alineado (fj ; ei) tendremos las siguientes ategoras de araterstias:1. (0; fj ; )
4.4 Léxicos mejorados utilizando ME 892. (1; fj ; e0) y e0 = ei13. (Æ; fj ; e0) y e0 2 fei Æ:::ei+Æg4. (1;F(fj); E(e0)) y e0 = ei15. (Æ;F(fj); E(e0)) y e0 2 fei Æ:::ei+Æg6. ( 1; fj ; f 0) y f 0 = fj 17. ( Æ; fj ; f 0) y f 0 2 ffj Æ :::fj 1g8. ( 1;F(fj);F(f 0)) y f 0 = fj 19. ( Æ;F(fj);F(f 0)) y f 0 2 ffj Æ::fj 1gLa ategora 1 da uenta de las restriiones que aseguran la igualdad entrela probabilidad de la traduion de ualquier fj de ei de auerdo al modeloy la probabilidad de esa traduion en la distribuion empria. Un modelopor ME que solo tenga en uenta araterstias de esta ategora 1 predeiraada posible traduion fj on probabilidad ~pei(fj) de auerdo a los datos deentrenamiento. Esta es exatamente la empleada en los modelos de traduionde IBM [Brown et al. 93℄, es deir ~pei(fj)  t(fj j ei). La ategora 2 desribearaterstias para el par (fj ; ei) en aso en que otra palabra espea e0 seaexatamente la palabra que oupa la posiion justo a la izquierda o justo a ladereha de ei en el ontexto x. El mismo omentario es valido para la ategora3 solo que en este aso la palabra e0 puede oupar ualquier posiion ( Æ   +Æ)en el ontexto x. Las ategoras 4 y 5 son analogas a las 2 y 3 pero utilizandolas lases de las palabras en vez de la identidad de la palabras. Los mismosomentarios son validos para las ategoras 6, 7, 8 y 9 pero on respeto a laparte del ontexto origen en vez del ontexto destino. Una idea mas intuitivaaera de las diferentes ategoras la podemos enontrar en la Tabla 4.1.
4.4.5 Selección de caracterı́sticasComo todo proeso de aprendizaje basado en un onjunto de ara-terstias/restriiones a umplir por el modelo a aprender es neesario realizaruna seleion de aquellas araterstias que a priori sean relevantes al proesoa modelar.En nuestro aso esto es espeialmente importante, pues omo podemos veren la Tabla 4.1 el numero de araterstias (numero de parametros a estimar)para ada modelo por ME es (8 j E j  j F j)+ j E j.La seleion de araterstias la llevaremos a abo atendiendo a estos dosriterios:1. Construiremos un modelo por ME solamente para aquellas palabras e queaparezan en el orpus de entrenamiento mas de un numero N de vees.
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araterstiasCategora reales ei;k(x; fj) = 1 si y solo si ...1 j E j fj = 2 j E j  j F j fj =  and 2  ei2 j E j  j F j fj =  and 2 ei 3 j E j  j F j fj =  and 2    ei3 j E j  j F j fj =  and 2 ei   6 j E j  j F j fj =  and  2  fj7 j E j  j F j fj =  and  2    fjTabla 4.1: Signiado de las diferentes ategoras de araterstias donde representa un palabra destino en onreto (a oupar la posiion ) y representa una palabra origen en onreto, donde k tiene asoiado el par( ,).2. Para reduir el numero de araterstias realizamos una seleion basadoen onteo, de modo que aquellas araterstias que no aparezan mas deun numero T de vees seran desartadas.El objetivo nal de la seleion de araterstias es doble, por un lado obte-nemos modelos menores utilizando menor numero de araterstias y por otroevitar el sobre-entrenamiento de dihos modelos.
4.5 Estudio experimentalLlegados a este punto ya somos apaes de utilizar los modelos basados enME denidos en la seion anterior dentro del maro de un sistema de traduionautomatia estadstia.Teniendo en uenta la deniion de los modelos lexios dependientes del on-texto que aabamos de omentar abra haernos la siguiente pregunta: >Comose pueden utilizar los modelos basados en ME para mejorar sistemas estadstiosde traduion automatia?En esta seion vamos a responder a esta pregunta de forma experimental ypara ello realizaremos dos tipos de experimentos distintos: El primero sera llevar a abo una omparativa de los modelos obtenidosteniendo y sin tener en uenta la ME. Esto lo realizaremos mediante unexperimento de evaluaion de la perplejidad de dihos modelos. El segundo sera un experimento de traduion utilizando los modelos ba-sados en ME en una fase de postproeso a la salida de un sistema detraduion estadstia. Esto lo llevaremos a abo mediante un algoritmode repuntuaion de hipotesis.
4.5 Estudio experimental 91Por otra parte, estos experimentos nos serviran tambien para haernos unaidea de que tipo de informaion ontextual es util y para estableer un valorrazonable del parametro T para futuros experimentos.Como hemos omentado en la seion anterior, el punto de partida para poderhaer uso de los modelos lexios basados en ME dentro del maro de un sistemaestadstio de traduion es disponer de un orpus alineado (a nivel de palabra)para poder llevar a abo todos los aspetos onernientes al entrenamiento de laserie espea de modelos por ME a onsiderar. De este modo nosotros haremosuso del alineamiento por Viterbi para el modelo 5 que proporiona el programaGIZA++[Oh 00℄.Para realizar los experimentos que se muestran a ontinuaion en esta seionhemos utilizado la tarea de Verbmobil (ver seion 2.7.2, pagina 46).
4.5.1 Evaluación de la perplejidad de los modelosComo omentamos en el aptulo 2 la perplejidad de un modelo de traduionnos da una idea de uan bueno es un modelo on respeto a un onjunto de datosde test.Para estableer de forma ideal los parametros a utilizar en un experimentode traduion paree razonable utilizar un onjunto de validaion y estudiar superplejidad. Para ello hemos dividido el onjunto de entrenamiento mostradoen la tabla 2.3 en un onjunto nuevo de entrenamiento y de validaion parala tarea Verbmobil, dado que este orpus fue el que se utilizo en un sistemade traduion previamente desarrollado y que a ontinuaion utilizaremos parapresentar algunos experimentos de repuntuaion de hipotesis. Las estadstiasde este nuevo onjunto se muestran en la tabla 4.2.Aleman InglesEntrenamiento Frases 50 000Palabras 519523 549521Voabulario 7 940 4 673Validaion Frases 8073Palabras 64875 65 547Voabulario 2 579 1 666Test Frases 147Palabras 1 968 2 173PP (ML trigrama) (40.3) 28.8Tabla 4.2: Caraterstias del orpus empleado en los experimentos de a-lidad de la perplejidad y en los experimentos de repuntuaion de hipotesis.Los resultados on respeto a la perplejidad de los onjuntos de entrenamientoy validaion se muestran en la tabla 4.3 para distintos valores del parametro T
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ne el numero de araterstias a tener en uenta en el entrenamiento.Es deir aquellas araterstias que apareen un numero menor de T en loseventos de entrenamiento de los modelos por ME seran desartadas; por lo tantoun valor de T = 0 india que todas las araterstias vistas seran utilizadasen el entrenamiento de los modelos, mientras que un valor de T = 32 indiaque aquellas araterstias vistas menos de 32 vees seran desartadas. En lamisma tabla se presentan resultados teniendo en uenta diferente informaionontextual, teniendo en uenta la informaion del ingles y teniendo en uentala informaion de ambos idiomas. En el experimento el valor de T se eligio quevariara en un rango de 0 a 512, inrementando en potenias de 2. Por otrolado se seleionaron aquellas palabras inglesas que apareen en el orpus deentrenamiento un numero mayor de 150 (es deir N = 150), lo ual redunda enla eleion de 348 palabras de las 4673 posibles. De este modo se han onstruido348 modelos por ME para las palabras seleionadas. A ttulo de ejemplo enla tabla 4.4 se muestran el numero de araterstias empleadas de auerdo adiferentes valores de T para las 348 palabras elegidas.Hay que matizar que estos experimentos se realizaron on un entrenamientopor maxima entropa de forma desaoplada, utilizando la informaion del ali-neamiento por Viterbi para el modelo 5 de un entrenamiento onvenional delorpus, siguiendo el mismo esquema de traduion previamente utilizado.Ingles Ingles+AlemanT TrainPP ValiPP TrainPP ValiPP0 5.03 11.39 4.60 9.282 6.59 10.37 5.70 8.944 7.09 10.28 6.17 8.928 7.50 10.39 6.63 9.0316 7.95 10.64 7.07 9.3032 8.38 11.04 7.55 9.7364 9.68 11.56 8.05 10.26128 9.31 12.09 8.61 10.94256 9.70 12.62 9.20 11.80512 10.07 13.12 9.69 12.45Tabla 4.3: Perplejidades de los onjuntos de entrenamiento y valida-ion utilizando distinta informaion ontextual (izquierda ingles, derehaingles+aleman+ategoras) y diferentes umbrales de orte del parametro T .Las perplejidades de referenia obtenidas en la ultima iteraion del modelo5 fueron respetivamente TrainPP = 10.38 y ValiPP = 13.22.Como era de esperar la reduion de la perplejidad del onjunto de validaiones menor que la del onjunto de entrenamiento, pero en ambos asos, la perple-jidad se redue uando se utilizan los modelos basados en ME. Este resultado seorrobora a la vista de las perplejidades mostradas en las tablas 4.10 y 4.11.
4.5 Estudio experimental 93# araterstias usadasT Ingles Ingles+Aleman0 846121 15815292 240053 5002854 153225 3300778 96983 21079516 61329 13132332 40441 8076964 28147 49509128 21469 31805256 18511 22947512 17193 19027Tabla 4.4: Numero de araterstias usadas de auerdo a diferentes um-brales de orte T , utilizando distinta informaion ontextual.
4.5.2 Experimento de repuntuación de hipótesisComo primera apliaion de los modelos ontextuales en la traduion hemosimplementado un algoritmo de repuntuaion de hipotesis basado en estos mo-delos (ver algoritmo 4.1). Este algoritmo toma omo entrada el modelo lexioonvenional t(f j e) y los 348 modelos lexios obtenidos on el entrenamientopor ME pe(f j x), de modo que para una hipotesis de entrada eI1 y el orres-pondiente alineamiento el algoritmo modia el sore Pr(f ; aje) teniendo enuenta la informaion que le proporionan los modelos lexios renados. De-pendiendo de la ambiguedad en la traduion de las palabras que onformenla hipotesis de entrada, el sore aumentara o disminuira onseuentemente. Elalgoritmo se aplia reiteradamente al onjunto de las N -mejores traduionesobtenidas on un tradutor propuesto en [Tillmann 01℄, el ual implementa unalgoritmo de deodiaion para el modelo 4 basado en tenias de programaiondinamia. En realidad diho tradutor es suboptimo on lo que las N -mejores(10 en nuestro aso) traduiones no lo son en realidad. De ualquier forma esteexperimento preliminar nos da una idea de omo puede afetar la inlusion de losmodelos lexios basados en ME dentro de un sistema de traduion automatiaestadstia.En la tabla 4.5 se muestran los resultados de traduion en terminos deWER y PER para diferentes valores del umbral T y para distinta informaionontextual utilizando el onjunto de test desrito en la tabla 4.2. Como podemosver en estos resultados, en general la alidad de la traduion mejora pero muylevemente, si la omparamos on los resultados obtenidos a nivel de perplejida-des. Este peque~no inremento en gran parte es debido a la no optimalidad delonjunto de las N -mejores traduiones obtenidas on el tradutor omentado.
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oringentrada: f ; a; fen : nbest hip(f); 1  n  Ng; t(f j e); fpe(f j x) : 8e 2MEgsalida: e = argmaxen2nbest hip(f) p(f ; a j en)para todo en 2 nbest hip(f) haerê = enp(f ; a j en) = p(f ; a j en)para j = 1   J haerp(f ; a j en) = p(f ; a j en)  pe(fj jxaj )t(fj jenaj )n parasi (p(f ; ajen) > p(f ; ajen)) entonesê = enn sin paradevolver: êAlgoritmo 4.1: Algoritmo de repuntuaion de hipotesis basado en MEEn el futuro planeamos realizar esta misma experimentaion on onjuntos deN -mejores traduiones reales o en su defeto on grafos de traduion.Ingles Ingles+AlemanT WER PER WER PER0 54.57 42.98 54.02 42.482 54.16 42.43 54.07 42.714 54.53 42.71 54.11 42.758 54.76 43.21 54.39 43.0716 54.76 43.53 54.02 42.7532 54.80 43.12 54.53 42.9464 54.21 42.89 54.53 42.89128 54.57 42.98 54.67 43.12256 54.99 43.12 54.57 42.89512 55.08 43.30 54.85 43.21Tabla 4.5: Resultados de traduion tras ejeutar el algoritmo de repuntua-ion a una lista de las 10 mejores traduiones para 147 frases de test de latarea Verbmobil. Los resultados se muestran para diferentes valores de Te informaion ontextual. Los resultados base para este experimento fueronde un WER=54.80 y un PER=43.07.En la tabla 4.6 podemos ver algunos ejemplos reales en los que la traduionobtenida tras el proeso de repuntuaion obtiene mejores resultados que la mejortraduion obtenida on el tradutor utilizado.
4.6 Inclusi ón de modelos l éxicos por ME en el aprendizaje de los modelos de
IBM 95SRC: Danah wollten wir eigentlih noh Abendessen gehen.M4: We atually onluding dinner together.ME: Afterwards we wanted to go to dinner.SRC: Bei mir oder bei Ihnen?M4: For me or for you?ME: At your or my plae?SRC: Das ware genau das rihtige.M4: That is exatly it spirit.ME: That is the right thing.SRC: Ja, das sieht bei mir eigentlih im Januar ziemlih gut aus.M4: Yes, that does not suit me in January looks pretty good.ME: Yes, that looks pretty good for me atually in January.Tabla 4.6: Algunos ejemplos de traduiones obtenidas utilizando los mo-delos por ME y el algoritmo de repuntuaion para una frase de entrada enaleman.
4.6 Inclusión de modelos léxicos por ME en el apren-
dizaje de los modelos de IBMUna gran ventaja de los modelos de ME es que se pueden inluir en el apren-dizaje de los modelos onvenionales de traduion. En esta seion veremos ontodo detalle omo realizar esta integraion, y lo que es mas, omo realizarla deforma eiente dado el gran oste omputaional que onlleva.
4.6.1 Integración en el entrenamientoAntes de nada vamos a reordar omo se realiza el entrenamiento de losparametros de los modelos onvenionales. Cada modelo tiene un onjunto es-peo de parametros libres ; por ejemplo el modelo 4 onsiste en parametroslexios, de alineamiento y de fertilidades, es deir: =  ft(f j e)g ; fd=1(j)g ; fd>1(j)g ; fn( j e)g ; p1	 : (4.21)Para entrenar los parametros  del modelo llevamos a abo un estimaionpor maxima verosimilitud utilizando un orpus paralelo onsistente en S paresde frases f(fs; es) : s = 1; : : : ; Sg, de modo que el valor optimo de los parametrosvendra dado una vez mas por:̂ = argmax SYs=1Xa p(fs; a j es) : (4.22)Como ya hemos omentado en el tema anterior, esta estimaion la haemos me-diante el algoritmo EM [Baum 72, Dempster et al. 77℄. En el paso de estimaion
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ontadores para los parametros lexios para un par de frases (e; f)se alulan del siguiente modo:(f j e; e; f) = N(e; f) Xa Pr(a j e; f)Xj Æ(f; fj)Æ(e; eaj ) : (4.23)Aqu, N(e; f) es el numero de vees que el orrespondiente par aparee en elorpus, que normalmente valdra 0 o 1.En el paso de maximizaion (paso-M), queremos alular los parametroslexios t̂(f j e) que maximizan la verosimilitud de orpus de entrenamiento.Esto resulta en la siguiente reestimaion [Brown et al. 93℄:t(f j e) = Ps (f j e; f (s); e(s))Ps;f (f j e; f (s); e(s)) : (4.24)Las probabilidades perteneientes a los modelos de alineamiento y fertilidadse pueden alular del mismo modo.En el aso de los modelos por ME, para una palabra destino e en onreto, de-bemos enontrar los parametros denidos por e  fe;k : k = 1; : : : ;Keg en vezde los parametros ft(f j e)g. En este aso seguimos la siguiente aproximaion:En el paso-E realizamos un reoleion renada de ontadores para losparametros lexios dependientes del ontexto:(f j e; x; e; f) = N(e; f) Xa Pr(a j e; f)Xj Æ(f; fj)Æ(e; eaj )Æ(x; xj;aj ) : (4.25)Donde xj;aj denota el ontexto que rodea al par alineado (fj ; eaj ).En el paso-M, alulamos los parametros lexios dependientes del ontextoque maximizan la verosimilitud de la muestra de entrenamiento, es deir:̂e = argmaxe Yf;x (f j e; x; e; f)  log pe(f j x) : (4.26)De modo que los ontadores lexios renados (f j e; x; e; f) seran los pesosdel onjunto de eventos de entrenamiento (f; e; x), los uales se utilizaran paraentrenar los modelos por ME.Al igual que en los modelos IBM onvenionales, la reestimaion de las pro-babilidades de alineamiento y de fertilidad no ambian si utilizamos los modeloslexios por ME.Por lo tanto, para este aso ada iteraion del algoritmo EM quedara de lasiguiente forma:1. paso-E:(a) Reoletar ontadores para los parametros de alineamiento y fertili-dad.
4.6 Inclusi ón de modelos l éxicos por ME en el aprendizaje de los modelos de
IBM 97(b) Reoletar ontadores renados para los parametros lexios depen-dientes del ontexto y generar los eventos de entrenamiento para losmodelos por ME.2. paso-M:(a) Reestimar los parametros de alineamiento y fertilidad.(b) Realizar un entrenamiento on el GIS para los parametros lexiosdependientes del ontexto.Con respeto al bule EM onvenional, en este aso los pasos 1b y 2b onlle-van un inremento en espaio y tiempo de omputaion. En la siguiente seionveremos omo ataar este problema de modo que la integraion de los mode-los por ME en el algoritmo de entrenamiento onvenional sea lo mas eienteposible.
4.6.2 Entrenamiento eficienteComo introduion a la integraion del entrenamiento por ME dentro delalgoritmo EM vamos a suponer que nos enontramos en la iteraion k-esima delalgoritmo EM. En el paso-E de esta iteraion, para ada par de frases (eI1,fJ1 )en el orpus de entrenamiento y para ada posible alineamiento entre ellas aJ1 ,neesitamos usar las probabilidades del modelo lexio por ME aluladas en laiteraion k   1. Por lo tanto neesitaremos, a priori, realular pei(fj j x) paraada alulo de Pr(f ; aje) (y todo ello J vees para ada una de las J palabrasde fJ1 ). Para realizar este alulo eientemente, prealularemos todas las po-sibles pei(fj j x) en una matriz (I  J) de probabilidades lexias de traduionpor ME. Por lo tanto, ada vez que neesitemos alular esa probabilidad soloneesitaremos aeder al orrespondiente elemento de la matriz. En el paso-Etambien se realiza la orrespondiente generaion de los eventos de entrenamiento(fj ; ei; x) de la iteraion atual.Una vez llevado a abo el paso-E para ada par de frases en el orpus, ten-dremos todos los posibles eventos (f; e; x) para ada palabra e. Entones, onestos eventos, en el paso-M realizaremos un entrenamiento mediante el algoritmoGIS del modelo por ME asoiado a ada palabra e que onsideremos a priorirelevante para nuestro problema y, por tanto el onjunto de parametros e quedene a ada modelo por ME espeo.Espeialmente, los fatores que inuyen en el inremento omputaional queonlleva esta integraion son los siguientes:1. El tiempo de omputaion requerido para onstruir la matriz de traduion.Esto onllevara un inremento de un orden de magnitud.2. El tiempo de omputaion del algoritmo GIS para entrenar el modelo aso-iado a ada palabra e a onsiderar (en el peor de los asos uando todas
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uenta). En los experimentos que hemosllevado a abo, el tiempo de omputaion del algoritmo GIS vara en mediade 5 a 10 segundos. Esto puede provoar un inremento en el tiempo deomputaion de hasta 2 ordenes de magnitud dependiendo del numero demodelos por ME a onsiderar.Por lo tanto, el tiempo de omputaion adiional requerido por la integraiondepende diretamente en el numero de modelos por ME a onsiderar. Comohemos omentado en la seion anterior, solamente desarrollaremos modelos porME para aquellas palabras que aparezan mas de un numero determinado devees. En los experimentos llevados a abo, esta seleion deriva en utilizarsolamente del 5 al 10% del tama~no del voabulario.Con respeto al inremento espaial, neesitaremos almaenar ada posibleevento de entrenamiento, es deir ada posible ombinaion de e 2 E ; f 2 F yx. Obviamente esto requiere una antidad enorme de memoria, por lo tanto laseleion de palabras para las uales onstruir un modelo por ME es de espeialimportania tambien para la eienia espaial.Por otra parte, el numero de eventos de entrenamiento es un fator impor-tante en el oste omputaional del algoritmo GIS. Por este motivo proponemostambien una poda a nivel de eventos de entrenamiento. Como se desribe alnal de la seion anterior, los ontadores lexios renados (ontadores fraio-nales [Brown et al. 93℄) seran los pesos de los eventos de entrenamiento, por lotanto eliminaremos aquellos eventos uyos ontadores fraionales sean menoresque 1. Esto es, los eventos raros (o pratiamente no vistos en training) se des-artan y por lo tanto el entrenamiento GIS sera mas rapido y la estimaion de losparametros de los modelos por ME sera mejor y mas preisa. Del mismo modoesta poda onlleva una reduion en los requerimientos espaiales del algoritmo.En lo que resta de la seion proponemos una simpliaion a la aproximaionanterior, la ual redue sustanialmente el inremento omputaional que laintegraion de los modelos por ME onlleva.Esta simpliaion onsiste en: Primero realizar un entrenamiento normaldel algoritmo EM para los modelos de IBM, y entones, despues de la ultimaiteraion del algoritmo realizar un entrenamiento de los modelos por ME so-lamente una vez utilizando uniamente el alineamiento por Viterbi para adapar de frases de entrenamiento. Finalmente se realiza un nuevo entrenamientoEM jando los parametros lexios a los obtenidos mediante el entrenamientopor maxima entropa. En este aso la informaion ontextual que proporionanlos modelos por ME tambien se tiene en uenta pero de forma desaoplada, porontra de la aproximaion anterior, la ual es ompletamente integrada.Es importante destaar que en esta aproximaion solamente se neesita unentrenamiento por ME. Ademas, en vista de los resultados obtenidos, la alidadde los alineamientos siguiendo esta aproximaion y la aproximaion ompleta-mente integrada son pratiamente los mismos.En la Tabla 4.7, podemos ver el tiempo medio onsumido (en segundos en una
4.7 Evaluaci ón de la calidad de los alineamientos 99maquina Pentium III 600 MHz) por iteraion del algoritmo EM de las diferentesaproximaiones para dos tareas distintas Verbmobil y Hansards. En esteexperimento, no se onsidero la informaion ontextual referente al ontextodestino por obtener los mismos resultados que on la informaion ontextualompleta. Tama~no de jto. AproximaionTarea entrenamiento # de e onv. ME ME Simpl.Verbmobil 0.5K 29 1 29 1.58K 84 18 235 6835K 209 60 2290 675Hansards 0.5K 15 2.5 29 38K 80 35 1180 100128K 1214 655 16890 6870Tabla 4.7: Tiempo medio de omputaion por iteraion de las diferentesaproximaiones (onvenional, ME y ME simpliada).# de e es el numerode palabras destino a ser modeladas por ME despues de la seleion basadaen onteo.
4.7 Evaluación de la calidad de los alineamientos
4.7.1 Metodologı́a de evaluaciónPara evaluar la alidad de los alineamientos obtenidos on la tenia ex-puesta en este aptulo hemos utilizado una metodologa de evaluaion propues-ta en [Oh and Ney 00a℄ y utilizada en otros trabajos omo [Oh and Ney 03,Gara-Varea et al. 02b, Gara-Varea et al. 02a℄. Esta metodologa se basaen un esquema de anotaion reado manualmente por expertos linguistas queexplitamente permite alineamientos ambiguos a nivel de palabra. A los ex-pertos que onstruyen el esquema de anotaion se les pregunta por dos tiposdiferentes de alineamientos: alineamientos S(eguros), los uales se utilizan pa-ra espeiar alineamientos no ambiguos, y alineamientos P (osibles) utilizadospara espeiar alineamientos ambiguos. La etiqueta P se utiliza en partiularpara alinear palabras on expresiones idiomatias, traduiones libres y palabrasfunion (onjuniones, posesivos, preposiiones y pronombres) ausentes. Eviden-temente siempre se umplira que (S  P ).Por lo tanto los alineamientos de referenia podran ontener relaiones mu-hos a uno y uno a muhos. En la gura 4.1 podemos ver dos ejemplos (de latarea Hansards de frases alineadas manualmente on ambos tipos (S y P ) deetiquetas.La alidad de un alineamiento A = f(j; aj) j aj > 0g se alula mediante las
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esoTradu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ionBusqueda globalModelo de traduionModelo de lenguajeModelo de alineamientoDiionario estoastioFrase de entradaFrase de salidaPr(e)Pr(f je)fePr(f je)ê = argmaxfPr(e)  Pr(f je)gee; P r(e)f ; P r(f je)f1f2f3f4f5f6f7f8f9e0e1e2e3e4e5e6e7ji*)Figura 4.1: Dos ejemplos de alineamiento manual on alineamientosS(eguros) () y P (osibles) ().medidas preision y reall [Manning and Shutze 01℄, onvenientemente redeni-das para el aso que nos ompete, y mediante la ratio de errores de alineamientos(AER3), el ual se deriva de la medida F [Manning and Shutze 01℄. De estemodo tenemos que:reall = j A \ S jj S j ; preision = j A \ P jj A j ;AER(S; P ;A) = 1  j A \ S j + j A \ P jj A j + j S jPor lo tanto, un error de reall solamente podra ourrir si no se enuentra unalineamiento S(eguro), y un error de preision podra ourrir si el alineamientoenontrado ni tan siquiera es P (osible).El onjunto de pares de frases para los uales se llevo a abo el alineamientomanual fue seleionado aleatoriamente del orpus de entrenamiento. Cabe des-taar que el entrenamiento se realizo de forma ompletamente no supervisada, esdeir no se utilizaron alineamientos manuales durante el entrenamiento. Desdeeste punto de vista por lo tanto no es neesario tener un orpus de test separado.
4.7.2 ResultadosDe auerdo a la experimentaion preliminar llevada a abo on respeto a laalidad de los alineamientos de la version integrada de los modelos por ME on3 Del ingles Alignment Error Rate.
4.7 Evaluaci ón de la calidad de los alineamientos 101respeto a la simpliaion propuesta en la seion anterior, podemos onluirque la diferenia de alidad obtenida es despreiable. Por lo tanto, y dado elgran oste omputaional que la version integrada onlleva, los resultados aqupresentados se realizaron utilizando la version simpliada.Las tablas 4.8 y 4.9 muestran la alidad de los alineamientos (en terminosde AER) para diferentes tama~nos de orpus de entrenamiento para las tareasHansards y Verbmobil respetivamente4. En ambas tablas podemos ver elvalor del AER de forma omparativa entre un entrenamiento onvenional y unentrenamiento utilizando la integraion de modelos por maxima entropa. Comopodemos ver la experimentaion se llevo a abo para diferentes esquemas deentrenamiento. El esquema de entrenamiento se dene de auerdo al numero deiteraiones realizadas por ada modelo. A ttulo de ejemplo el esquema 15253343india que se realizaron 5 iteraiones de modelo 1, 5 del modelo 2, 3 del modelo3 y 3 del modelo 4. La eleion de los esquemas de entrenamiento se realizo deforma empria, estableiendo iertos parametros de entrenamiento. En ambastablas podemos ver los mejores resultados obtenidos.Los resultados a nivel de preision y reall on y sin tener en uenta el en-trenamiento por ME se muestran en las guras 4.2, 4.3 y 4.4, 4.5 para las tareasHansards y Verbmobil respetivamente. En la leyenda de todas estas guras,Base se reere a un entrenamiento onvenional, y MaxEnt se rere al entrena-miento integrando los modelos por maxima entropa.A la vista de guras de preision y reall se puede observar que, en todos losasos, se obtiene mayor preision y mayor reall uando se usan los modelos on-textuales por ME. Tambien se puede observar que las diferenias son mnimas pa-ra tama~nos de orpus de entrenamiento peque~nos, siendo pratiamente identiospara el aso de 500 frases de entrenamiento.A la vista de los resultados podemos ver que el ratio de errores de alinea-miento mejora uando utilizamos los modelos lexios dependientes del ontexto.Para la tarea Verbmobil la mejora es menor que para la tarea Hansards, loual se debe al heho de que el resultado base de alidad en el alineamiento esbastante bueno. Se puede ver que se obtienen mejores alineamientos para losmodelos mas simples, de heho uanto mejor es el modelo mas difil resultamejorar los resultados.Como era de esperar, el entrenamiento por ME tiene mayor importaniauanto mayor es el tama~no del orpus a utilizar. Para el orpus mas peque~no(500 frases de entrenamiento), el numero de eventos de entrenamiento para losmodelos por ME es muy peque~no, por lo tanto no es posible desambiguar al-gunas traduiones/alineamientos para diferentes ontextos. A mayor tama~nodel orpus mejores resultados, por lo tanto, esperamos obtener inluso mejoresresultados uando se usen orpus mas grandes.Por otra parte y para dar una idea de omo de buenos pueden ser los4 El heho de utilizar estas dos tareas para esta experimentaion es debido a la disponi-bilidad del esquema de anotaion para ellas y no para otras tareas.
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4.8 ConclusionesEn este aptulo hemos denido modelos lexios dependientes del ontextodentro maro de la maxima entropa. Para ello hemos denido las araterstiasrelevantes al problema a modelar, as omo omo realizar un entrenamiento delos modelos por maxima entropa a partir de un orpus bilingue alineado a nivelde palabra. Del mismo modo hemos llevado a abo un estudio experimental parahaernos una idea de omo puede inuir el uso de modelos ME en sistemas detraduion existentes.Ademas hemos visto omo integrar los modelos dependientes del ontextobasados en maxima entropa en el entrenamiento por maxima verosimilitud demodelos estadstios de alineamiento. Hemos estudiado experimentalmente di-ha integraion, llevando a abo una evaluaion de la alidad de los alineamientosobtenidos on el nuevo esquema de entrenamiento omprandolos on los resul-tados base obtenidos mediante modelos onvenionales. Como podemos ver enla seion 4.7.2, en todos los asos hemos obtenido mejor alidad en los alinea-mientos usando los modelos lexios dependientes del ontexto. Estos resultadosson diretamente omparables on los presentados en [Oh and Ney 03℄, siendoestos pratiamente identios a los aqu presentados en los asos en que se siguen
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COMO hemos omentado en el aptulo de introduion, el objetivo de la tra-duion automatia estadstia onsiste en resolver la maximizaion dadaen la formula (1.2). En esta parte de la tesis veremos distintas formas de resolveresa maximizaion utilizando diferentes tenias. En este aptulo expondremosuna serie de algoritmos de busqueda basados en la tenia de programaiondinamia para la resoluion de problemas.
5.1 IntroducciónEn primer lugar expondremos un algoritmo de busqueda heurstio dise~nadoespeamente para el modelo 2. A ontinuaion veremos una version iterativadel algoritmo basado en un proeso iterativo de renamiento de la soluion, en elual podemos obtener una mejor soluion a partir de la soluion obtenida en unaiteraion previa. Por ultimo veremos una posible ampliaion a estos algoritmospara poder trabajar on los modelos mas omplejos de IBM, onretamente paralos modelos 3, 4 y 5, y on el modelo HMM.
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5.2 Algoritmo básico de búsqueda para el Modelo 2Como ya hemos omentado, el problema de la busqueda onsiste en dise~narun algoritmo eiente para busar êÎ1 (o una aproximaion de êÎ1).La euaion (1.2) podemos reesribirla omo:êÎ1 = argmaxI;eI1 fPr(eI1)  Pr(fJ1 j eI1)g= maxI argmaxeI1 fPr(eI1)  Pr(fJ1 j eI1)g (5.1)En otras palabras, la maximizaion en (1.2) se puede realizar busando la mejoradena de salida eI1 para ada posible longitud I , y busando ese I optimo.Vamos a suponer que la longitud de la adena de salida es onoida(llamemosle simplemente I). El modelo de traduion sera el modelo 2 y elmodelo de lenguaje (por omodidad en la notaion) un modelo de bigramas(p()). De este modo obtenemos el siguiente riterio de busqueda1:êI1 = argmaxeI1 fPr(eI1)  Pr(fJ1 j eI1)g= argmaxeI1  IYi=1 p(ei j ei 1)  JYj=1 IXi=0 t(fj j ei)  a(i j j; J; I) (5.2)Esta maximizaion se puede resolver eientemente, aunque de forma aproxima-da, mediante programaion dinamia deniendo las siguientes antidades auxi-liares: Q(e; i; j): Esta antidad aumula para ada posible posiion j (o palabra)de la frase de entrada, la ontribuion del modelo de traduion para todaposible palabra destino e que pueda apareer en la posiion i, para unadeterminada hipotesis parial ei 11 . Se dene omo:Q(e; i; j) = t(fj j ei)  a(i j j; J; I) + i 1Xk=0 t(fj j ek)  a(k j j; J; I) (5.3) T (e; i): Esta antidad aumula la ontribuion del modelo de lenguaje deuna hipotesis parial ei 11 uando la palabra e oupa esa posiion i. Sedene omo: T (e; i) = p(e j ei 1) i 1Yk=1 t(ek j ek 1) (5.4)1 Dado que onsideramos onoida la longitud de la adena de salida I no tiene sentidoinluir en el riterio de busqueda el termino (IjJ) que aparee en la formula (3.9)
5.2 Algoritmo b ásico de búsqueda para el Modelo 2 111Por tanto la maximizaion (5.2) la podemos reesribir omo:êI1 = argmaxeI1 T (eI j I)  JYj=1Q(eI ; I; j) (5.5)Y para resolverla mediante programaion dinamia estableemos la siguientereursion:Q(e; i; j) = Q(ê(e; i); i  1; j) + t(fj j ê(e; i))  a(i j j; J; I) (5.6)T (e; i) = T (ê(e; i); i  1)  p(e j ê(e; i)) (5.7)donde la expresion ê(e; i) se dene omo:ê(e; i) = argmaxe02E p(e j e0)  T (e0; i  1) JYj=1  Q(e0; i  1; j) + t(fj j e)  a(i j j; J; I) (5.8)La base de la reursion 8e 2 E y 8j : 1  j  J sera:Q(e; 1; j) = t(fj j e0)  a(0 j j; J; I) (5.9)T (e; 1) = 1:0 (5.10)En el algoritmo 5.1 podemos ver omo quedara este proeso de busqueda deforma algortmia.Todo lo omentado para el modelo 2 es tambien apliable para el modelo1, pues, omo ya se ha omentado antes, este no es mas un aso partiular delprimero en el que la probabilidad de alineamiento a() pasa a ser una onstante.Dado que en toda la formulaion anterior estamos maximizando, para adaptarel algoritmo DPSearhM2 al modelo 1 bastara on eliminar de la formulaionanterior los terminos a(i j j; J; I).
5.2.1 Detalles de implementaciónDada la relativa omplejidad del algoritmo abe realizar iertas matizaionesaera de la implementaion que hemos llevado a abo.La implementaion de este algoritmo onsiste en la onstruion de una ma-lla o trellis de busqueda de izquierda a dereha, que desde el punto de vista dela programaion dinamia onsiste en un grafo multietapa formado por tantasetapas omo posiiones haya que generar en la adena de salida. En la etapai del proeso de busqueda tendremos todas las posibles hipotesis pariales delongitud i, de modo que el proeso de busqueda aabara uando hayamos alan-zado la etapa I . En ese instante la soluion al problema sera aquella hipotesis
112 Capı́tulo 5 Algoritmos de búsqueda basados en programa ci ón din ámicaAlgoritmo: DPSearhM2entrada: I; t(); a(); fJ1salida: êI1//Iniializaionpara todo e 2 E haerpara j = 1   J haerQ(e; 1; j) = t(fj j e0)  a(0 j j; J; I)n paraT (e; 1) = 1:0n para//Metodopara i = 1    I haerpara todo e 2 E haerCalular ê(e; i) mediante la euaion (5.8)para j = 1   J haerAtualizar Q(e; i; j) de auerdo a (5.6)n paraAtualizar T (e; i) de auerdo a (5.7)n paran paradevolver: H(êI), t.q.: êI = argmaxeI2E nT (eI ; I)QJj=1Q(eI ; I; j)oAlgoritmo 5.1: Algoritmo basio de busqueda para el modelo 2.que tenga asignada la mejor puntuaion de auerdo al riterio de optimizaionelegido. Cada estado del trellis quedara denido por el par (e; i), el ual deniraunvoamente ada hipotesis parial (o total en el aso i = I), de modo que:eI = argmaxeI2E T (eI ; I) JYj=1Q(eI ; I; j)dene la mejor soluion al problema, la asoiada al estado (eI ; I). Teniendoen uenta esto podemos denir una funion H(eI) de modo que devuelva lahipotesis asoiada a ese estado.A ontinuaion, y de ara a entender el resto de algoritmos que se proponenen suesivas seiones, veremos mediante un ejemplo grao omo funiona elalgoritmo en un momento dado de la busqueda, es deir en el paso i del proesode onstruion del trellis: En la gura 5.1 podemos ver omo sera una hipotetia situaion iniial enel momento de realizar una deision en el proeso de busqueda. En estepunto se trata de enontrar la mejor hipotesis parial a almaenar en elestado (e; i) del trellis. Por omodidad, supongamos que en el paso i   1































Q(e0; i  1; j)
Q(e00; i  1; j)
Q(e000; i  1; j)
T (e0; i  1)
T (e00; i  1)
T (e000; i  1)Figura 5.1: Situaion iniial en el momento de deidir la mejor hipotesisparial para el estado (e; i) del trellis de busqueda. En la gura 5.2 vemos omo afeta, a la ontribuion de la puntuaion dela hipotesis, la utilizaion de las diferentes hipotesis pariales previas. Elriterio de deision viene dado por el valor de la expresion:prod(e) = T (e; i  1)  pb(e j e)JYj=1  Q(e; i  1; j) + t(fj j e)  a(i j j; J; I) +R(j; i+ 1) ;En esa gura tambien podemos ver omo se alula ese valor para el asoonreto de e00. En la gura 5.3 se toma la deision de transitar del estado (e00; i   1) alestado (e; i), por lo tanto habra que atualizar onvenientemente los valoresde Q(e; i; j) 8j : 1  j  J , y de T (e; i) omo se muestra en la gura.Una vez alanzados los estados (eI ; I) se elegira aquel que proporione elmayor valor de prod(eI ) y por tanto esa sera la mejor hipotesis (~eI1) parala longitud I .En todo momento hemos onsiderado que la longitud optima de la adenade salida era I . Evidentemente esto es muho suponer en la pratia, de modo


































Q(e0; i  1; j)
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t(fj je0)  a(ijj; J; I)
t(fj je00)  a(ijj; J; I) t(fj je000)  a(ijj; J; I)
prod(e0)
prod(e00)
prod(e000)prod(e00) = T (e00; i  1) pb(eje00)QJj=1   Q(e00; i  1; j) + t(fj je)  a(ijj; J; I) +R(j; i+ 1)Figura 5.2: Calulo del riterio de busqueda para el estado (e; i) de auerdoa los posibles estados previos en el trellis (en este aso solo se onsideran 3posibles hipotesis previas por laridad).que en la implementaion de este algoritmo deberemos soluionar el problemaplanteado en la euaion (5.1), es deir, ademas de busar ual es la soluionoptima (o una aproximaion a ella) para una longitud dada, deberemos busarque longitud maximiza la probabilidad de la euaion (5.1). La soluion a estopasa por realizar una serie de ejeuiones del algoritmo para un subonjuntode posibles longitudes I = 1    Imax. Para alular ese subonjunto se utilizala distribuion de probabilidad de longitudes denida para el modelo 2 (I jJ) estimada previamente en el entrenamiento. En este aso ya estaremos endisposiion tambien de a~nadir el termino orrespondiente a (I j J) al riterio deoptimizaion (5.2), que previamente habamos obviado por onsiderar onoidala longitud de la adena de salida.Mas onsideraiones de implementaion aera de reduiones del espaio debusqueda y eienia omputaional seran onsideradas en la seion 5.7.
5.2.2 Aproximación por maximizaciónNormalmente, el riterio de busqueda de la euaion (5.2) anterior se relaja,de modo que se intenta evitar tener que realizar una suma para toda posiionde salida i, on lo que en la pratia se sigue la aproximaion por maximizaion.En este aso realizar una maximizaion en vez de una suma pasa por estableerun riterio de busqueda distinto. De este modo el riterio de busqueda queda:êI1 = argmaxeI1  IYi=1 p(ei j ei 1)  maxi:0iI JYj=1 t(fj j ei)  a(i j j; J; I) (5.11)

































epb(e; e0)pb(e; e00)pb(e; e000)t(fj je0)  a(ijj; J; I)t(fj je00)  a(ijj; J; I)t(fj je000)  a(ijj; J; I)prod(e0) prod(e00)prod(e000)prod(e00) = T (e00; i  1) pb(eje00)QJj=1   Q(e00; i  1; j) + t(fj je)  a(ijj; J; I) +R(j; i+ 1)
Q(e; i; j) = Q(e00; i  1; j) +t(fj je)  a(ijj; J; I)T (e; i) = T (e00; i  1) p(eje00)prod(e) = max   prod(e0); prod(e00); prod(e000) 
Figura 5.3: Atualizaion de los valores de Q(e; i; j) y T (e; i) para el estado(e; i) del trellis, una vez realizada la deision.Por tanto habra que redenir onvenientemente todas las expresiones en las queintervenga el modelo de traduion, onretamente: La expresion (5.3) pasara a ser:Q(e; i; j) = maxt(fj j ei)  a(i j j; J; I);maxk=0i 1  t(fj j ek)  a(k j j; J; I)	 (5.12) Y para el aso de la expresion (5.8) tendramos:ê(e; i) = argmaxe02E p(e j e0)  T (e0; i  1) JYj=1max  Q(e0; i  1; j); t(fj j e)  a(i j j; J; I)(5.13)
5.3 Versión iterativa del algoritmo DPSearchM2Segun hemos planteado el algoritmo de la seion anterior no podemos ga-rantizar la optimalidad de la soluion segun el riterio de busqueda propuesto
116 Capı́tulo 5 Algoritmos de búsqueda basados en programa ci ón din ámicaen la expresion (5.2). Esto es debido a que la maximizaion hay que haerla te-niendo en uenta toda posiion i de la hipotesis de salida. Esto es un problemagrave dado que la busqueda se basa en la onstruion de hipotesis pariales (deizquierda a dereha) para ada posiion de la adena de salida. Esto deriva enque el algoritmo planteado sea una aproximaion heurstia a la soluion dadoque, en ada paso del trellis de busqueda, se subestima el oste de la aportaionque el modelo de traduion hae a la puntuaion nal de la hipotesis.La obtenion de la soluion optima a la expresion (5.2) pasara por poderalular de forma exata la antidad:Q(e; i; j) = t(fj j ei)  a(i j j; J; I) + IXk=0;=k 6=i t(fj j ek)  a(k j j; J; I) ; (5.14)aunque, omo ya hemos omentado, abe reordar que el problemade la busqueda para modelos que permitan reordenamientos es NP-ompleto [Knight 99a℄.Segun esta planteado el algoritmo este problema tiene difil soluion dadoque el sujo eIi+1 se desonoe durante el proeso de busqueda. En lo que siguedesarrollaremos otro algoritmo de busqueda, tambien heurstio (aunque omoveremos mas adelante se omporta bien en la pratia) y basado en el anterior,en el que se realizara una estimaion del oste de ompletar una hipotesis. Estaestimaion del oste de ompletar una hipotesis se realizara mediante un proesode renamiento iterativo, en el que en ada iteraion se onsiderara la hipotesisobtenida en la iteraion previa omo sujo de la hipotesis parial que se esteonstruyendo.Todo esto onlleva a reesribir la expresion (5.8), que dene el proedimientoreursivo del algoritmo DPSearhM2, del siguiente modo:ê(e; i) = argmaxe02E p(e j e0)  T (e0; i  1) JYj=1  Q(e0; i  1; j) + t(fj j e)  a(i j j; J; I) +R(j; i+ 1)(5.15)donde R(j; i) se dene omo:R(j; i) = IXk=i t(fj j ~ek)a(k j j; J; I) (5.16)y ~eI1 es una aproximaion a la soluion optima (obtenida en una iteraion ante-rior).Con todo esto el algoritmo IterativeDPSearhM2 queda omo se muestraen el algoritmo 5.2. Evidentemente en la primera iteraion de este algoritmo
5.4 Aproximaci ón por Viterbi para los modelos 3, 4 y 5 117no tendremos informaion de una hipotesis previa, de modo que en ese asoR(j; i) = 0; 8i : 1  i  I y 8j : 1  j  J , es deir, la primera hipotesisdel proeso iterativo sera la hipotesis que se obtiene on el algoritmo basioDPSearhM2.En este sentido existe la posibilidad de ayudar al algoritmo de busquedadesde la primera iteraion. Esto es estableiendo un valor a R(j; i) distinto deero de forma heurstia pero a un valor que nuna subestime su valor real. Aspodramos iniializar R(j; i); 8i : 1  i  I y 8j : 1  j  J del siguiente modo:R(i; j) = IXk=imaxe ft(e j fj)  a(i j j; J)gCuando hagamos uso de esta iniializaion heurstia en la seion de experi-mentaion diremos que estaremos usando iniializaion heurstia.De forma analoga se podra denir el algoritmo IterativeDPSearhM1, te-niendo en uenta las onsideraiones de la seion anterior.
5.4 Aproximación por Viterbi para los modelos 3, 4 y
5En las dos seiones previas hemos presentado dos algoritmos basados enprogramaion dinamia que resuelven de forma heurstia el problema de labusqueda para los modelos 1 y 2. En esta seion veremos de que forma pode-mos introduir en el algoritmo IterativeDPSearhM2 la informaion (en prinipiomas ompleta) que nos proporionan los modelos mas omplejos de IBM sin ne-esidad de modiar la losofa del algoritmo. El heho radia preisamente enla naturaleza iterativa del algoritmo.Segun hemos omentado anteriormente el algoritmo IterativeDPSearhM2 sebasa en un proedimiento de renamiento iterativo en el que la informaionde la hipotesis optima (de auerdo a un riterio de busqueda) de una iteraionprevia del algoritmo puede utilizarse omo fuente de informaion para renar lasoluion en la iteraion siguiente.La inlusion de los modelos mas omplejos de IBM se realiza preisamenteen el momento de nalizar la busqueda y onsiste en que una vez alanzados losposibles estados nales f(eI ; I) : eI 2 Eg (que en prinipio habra tantos omo latalla del voabulario de salida jE j), en vez de elegir omo hipotesis aquella quedetermina el riterio de busqueda, elegir la hipotesis que mejor alineamiento porViterbi produza para un modelo en onreto. Segun lo omentado hasta ahorano es posible estableer este riterio de busqueda durante el proeso de deisiondado que para poder alular el alineamiento por Viterbi entre un par de fraseses neesario onoer ambas frases por ompleto. Es preisamente este motivo elporque de retrasar esa deision hasta el momento del proeso de busqueda en elque las posibles hipotesis ontienen todas sus palabras.
118 Capı́tulo 5 Algoritmos de búsqueda basados en programa ci ón din ámicaAlgoritmo: IterativeDPSearhM2entrada: I; t(); a(); fJ1salida: êI1//IniializaionSea ~eJ1 la soluion al algoritmo DPSearhM2//Iteraionmientras (onvergenia) haere0I1 = ~eJ1 fAtualizaion de hipotesis previagpara i = 1    I haerpara j = 1   J haerR(j; i) = t(fj j e0i)  a(i j j; J; I)fAtualizaion de la matriz Rgn paran para//Metodopara i = 1    I haerpara todo e 2 E haerCalular ê(e; i) mediante la euaion (5.15)para j = 1   J haerAtualizar Q(e; i; j) de auerdo a (5.6)n paraAtualizar T (e; i) de auerdo a (5.7)n paran para~eI1 = H(êI), t.q.: êI = argmaxeI2E nT (eI ; I)QJj=1Q(eI ; I; j)on mientrasdevolver: ~eI1Algoritmo 5.2: Algoritmo iterativo de busqueda para el modelo 2.Evidentemente esta soluion es una soluion aproximada pues el proeso dedeision (o onstruion del trellis de busqueda) se seguira haiendo de auerdoal riterio de busqueda de la expresion (5.2) para el modelo 2. De ualquierforma, y omo veremos en la seion de experimentaion de este tema, estaaproximaion ayuda a obtener mejores resultados de traduion y ello radiapreisamente en que al onsiderar la informaion de los modelos mas omplejosde IBM en la seleion de las mejores hipotesis en ada iteraion, usamos masinformaion y por tanto el algoritmo es apaz de disernir mejor entre hipotesis.Esa mejor eleion de hipotesis temporales por iteraion ayuda a mejorar elfunionamiento del algoritmo en iteraiones posteriores, pues la estimaion delresto del oste de ompletitud de hipotesis pariales mejora.En denitiva, para introduir esta aproximaion dentro del algoritmo Itera-tiveDPSearhM2 habra que seguir los siguientes pasos:
5.5 Más sobre algoritmos de búsqueda basados en programaci ón din ámica 1191. Realizar una primera iteraion utilizando el algoritmo DPSearhM2 hastael paso I del proeso de busqueda.2. Para ada hipotesis almaenada en el onjunto de estados f(eI ; I) : eI 2 Eg(es deir, 8eI1 2 fH(eI) : eI 2 Eg): alular el alineamiento por Viterbi (deauerdo al modelo m 2 f3; 4; 5g) on la frase de entrada. Esto es:~eI1 = argmaxeI12fH(eI ):eI2EgV (fJ1 j eI1;m)	3. Atualizar el array R de auerdo a ~eI1, y volver al paso 1 para realizar otraiteraion del algoritmo IterativeDPSearhM2.Esto mismo, de forma algortmia, lo podemos ver en el algoritmo 5.3, al ualhemos llamado ViterbiIterativeDPSearhM(m), donde m indiara el modelo autilizar para alular el alineamiento por Viterbi.Cabe matizar que segun se omento en el aptulo 3 no existe forma pratiapara alular el alineamiento por Viterbi para los modelos 3, 4 y 5. De hehoel alineamiento para estos modelos se realiza utilizando un metodo de asensionde olina2, el ual partiendo del alineamiento por Viterbi segun el modelo 2 lomodia durante una serie de iteraiones, realizando peque~nas modiaiones alalineamiento (normalmente ambios y movimientos), siempre y uando la pro-babilidad del alineamiento (Pr(a j e; f)) mejore. Es preisamente este hehoel que nos inspiro en el dise~no de este algoritmo, dado que el proeso de de-ision/busqueda se realiza de auerdo al riterio de busqueda estableido porel modelo 2, al igual que para alular el alineamiento, y del mismo modo ladeision nal de la mejor hipotesis se realiza de auerdo a otros modelos masomplejos.Aunque en esta seion nos hemos limitado a hablar de los modelos 3, 4 y5, este algoritmo se puede haer extensivo al resto de modelos, es deir, seraperfetamente posible obtener el alineamiento por Viterbi para los modelos 1,2 y HMM. De todas formas, es de esperar que se obtengan mejores resultadoson los modelos mas omplejos. En la seion 5.8.2 llevaremos a abo un expe-rimento para omparar la inuenia de ada uno de los modelos en el algoritmoViterbiIterativeDPSearhM(m).
5.5 Más sobre algoritmos de búsqueda basados en
programación dinámicaExisten otros algoritmos de busqueda que siguen la tenia de programaiondinamia. Conretamente, en [Tillmann 01℄ podemos enontrar algoritmos parael modelo HMM (ver seion 3.4.1) y para versiones ligeramente modiadas de2 En ingles hilllimbing
120 Capı́tulo 5 Algoritmos de búsqueda basados en programa ci ón din ámicaAlgoritmo: ViterbiIterativeDPSearhM(m)entrada: I; t(); a(); fJ1salida: êI1//IniializaionEjeutar el algoritmo DPSearhM2 hasta el paso I de la busqueda.Sea ~eI1 = argmaxeI12fH(eI ):eI2Eg V (fJ1 j eI1;m)	//Iteraionmientras (onvergenia) haere0I1 = ~eJ1 fAtualizaion de hipotesis previagpara i = 1    I haerpara j = 1   J haerR(j; i) = t(fj j e0i)  a(i j j; J; I)fAtualizaion de la matriz Rgn paran para//Metodopara i = 1    I haerpara todo e 2 E haerCalular ê(e; i) mediante la euaion (5.15)para j = 1   J haerAtualizar Q(e; i; j) de auerdo a (5.6)n paraAtualizar T (e; i) de auerdo a (5.7)n paran paraCalular ~eI1 = argmaxeI12fH(eI ):eI2Eg V (fJ1 j eI1;m)	n mientrasdevolver: ~eI1Algoritmo 5.3: Version por Viterbi del algoritmo iterativo de busquedapara los modelos 3, 4 y 5.los modelos 3 y 4. Dihos propuestas plantean una soluion optima al problemade modo que el oste de dihos algoritmos es exponenial.En el apendie B podemos ver omo denir riterios de busqueda para losmodelos 3 y 4, y en [Mansilla 02℄ una implementaion de ellos junto on toda laexperimentaion asoiada para su estudio on respeto a eienia y eaia enla traduion.
5.6 Complejidad computacionalLa omplejidad por iteraion del algoritmo IterativeDPSearhM2 (algorit-mo 5.2), o lo que es lo mismo la del algoritmo 5.1 vienen maradas por el parde bules anidados para i y para todo e. Dentro de estos bules tenemos:
5.7 Optimizaciones en el proceso de búsqueda 121 El alulo de ê(e; i), que on onlleva un oste del orden de O(j E j J). El bule para j, que onlleva un oste de O(J), puesto que la atualizaionde Q(e; i; j) tiene un orden onstante. La atualizaion de T (e; i) que tambien tiene oste onstante:Por lo tanto el oste omputaional del algoritmo sera del orden de:O(J  Imax  L j E j2);donde Imax es la longitud maxima de salida y L es el numero de longitudes desalida testeadas.A pesar de que la talla del problema viene dada por la variable J (longitud dela adena a traduir), el fator realmente predominante es la talla del voabulariode salida al uadrado. A la vista de esta expresion ya podemos haernos una ideade que tipo de tareas podran abordarse on este algoritmo, es deir, aquellas enlas que el voabulario del lenguaje de salida se limite a varios miles de palabras(por ejemplo la tarea EuTrans-I). Si pretendemos utilizar este algoritmo entareas que onlleven voabularios del orden de deenas o ientos de miles depalabras (por ejemplo las tareas Verbmobil o Hansards) deberemos apliarespeas optimizaiones heurstias para poder abordarlas.En la siguiente seion veremos que tipo de optimizaiones se pueden realizarpara mejorar la eienia de estos algoritmos3.
5.7 Optimizaciones en el proceso de búsquedaDe auerdo a la omplejidad omputaional asoiada a los algoritmos pro-puestos en las seiones anteriores paree razonable realizar un estudio de lasposibles optimizaiones a utilizar para reduir el espaio de busqueda requeridopor dihos algoritmos. A ontinuaion se proponen un par de optimizaiones,una que redue la omplejidad teoria del algoritmo y otra que redue el espaiode busqueda.La propia naturaleza heurstia de los algoritmos propuestos provoa queno podamos garantizar obtener la traduion \optima" de una frase dada, olo que es lo mismo, que los algoritmos no estaran libres de ometer errores debusqueda4. A este tipo de errores les llamaremos errores inherentes al algoritmo.Evidentemente, las optimizaiones que se proponen a ontinuaion llevaranasoiados mas errores de busqueda, on lo que deberemos estableer un ompro-miso entre eienia y alidad en la traduion.3 A partir de ahora, y en el resto de aptulos, hablaremos de optimizaiones a losalgoritmos en el sentido de mejorar la eienia de los mismos. Desde el punto de vistade la optimalidad de la soluion, se tratara por tanto de restriiones, pero hemosutilizado el termino optimizaiones dado que no abe duda que on ellas se mejoran lasprestaiones de dihos algoritmos en uanto a eienia se reere4 Segun se denieron en el apitulo 2
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5.7.1 Reducción de la complejidad del algoritmoComo ya hemos omentado el fator determinante de la omplejidad de estosalgoritmos es la talla del voabulario de salida, lo ual hara prohibitivo el ostedel algoritmo uando intentemos abordar tareas on tallas de voabularios gran-des. Paree razonable no tener que iterar exhaustivamente los bules para todoe 2 E (al igual que en el alulo de la expresion (5.15)), que apareen en los algo-ritmos. De heho, bastara simplemente on onsiderar aquellas palabras e quesean buenas traduiones de las palabras que onforman la frase de entrada fJ1 ,on lo que la omplejidad de los algoritmos se vera reduida onsiderablemente.Esta optimizaion onsiste en elegir las W mejores traduiones de a-da palabra de la frase de entrada, y al onjunto de todas ellas le llamare-mos W(fJ1 ). Para ello haremos uso de la deniion de traduiones inver-sas [Al-Onaizan et al. 99℄. La probabilidad inversa t 1(e j f) de la traduionde una palabra origen f puede alularse omo:t 1(e j f) = t(f j e)  p(e)Pe0 t(f j e0)  p(e0) ; (5.17)donde p(e) es la probabilidad del unigrama e, la ual se puede estimar a partir delmismo orpus de entrenamiento utilizado para estimar t(f j e) o, si es posible, apartir uno de mayor tama~no, dado que, siempre es mas senillo enontrar orpusmonolingues que bilingues.Esta optimizaion es fundamental para mantener bajo ontrol la omplejidaddel algoritmo.Si eI1 es la traduion optima de la frase fJ1 , entones, toda palabra destino eidebera perteneer al onjunto W(fJ1 ), de lo ontrario, nuna se podra alanzarla traduion optima. En denitiva, esta optimizaion puede dar lugar a erroresde busqueda y la soluion a este problema pasa por aumentar el valor de W .Por otra parte, ademas de onsiderar las W mejores traduiones de adapalabra de la frase de entrada, tambien deberemos tener en uenta aquellasposibles palabras del voabulario de salida que no son traduion de ningunapalabra de la frase de entrada, es deir, las palabras de fertilidad ero. Al numerode palabras de fertilidad ero a onsiderar le llamaremos Z y al onjunto de ellasle llamaremos Z . La eleion de este onjunto de palabras se puede realizar dedos formas distintas: Haiendo uso de los parametros de fertilidad del modelo 3 (o superiores).En este aso solo tendremos que elegir las Z palabras e, que tengan mayorprobabilidad n(0 j e) asoiada. Siendo puristas y teniendo en uenta que el algoritmo IterativeDPSearhM2se basa unia y exlusivamente en el modelo 2, no paree razonable haeruso de la informaion de los modelos superiores para optimizarlo, por tan-to una segunda posibilidad de onstruir el onjunto Z sera utilizando lainformaion del alineamiento por Viterbi tras el entrenamiento del modelo
5.7 Optimizaciones en el proceso de búsqueda 1232. La eleion onsistira en elegir las Z palabras que mas vees se hanquedado sin alinear en el alineamiento por Viterbi (para mas informaionver [Gara-Varea and Casauberta 01℄).Un efeto similar al aso anterior ourre on las palabras de fertilidad eroy el parametro Z. De la misma forma, habra hipotesis inalanzables por elalgoritmo en aso de que falte la palabra on fertilidad ero adeuada. Es deir,esta optimizaion tambien podra provoar errores de busqueda. La soluion aeste problema pasa por aumentar el valor de Z.Teniendo esto en uenta, la omplejidad omputaional pasara a ser:O(J  Imax  L  (JW + Z)2) = O(J3  Imax  L W 2);dado que en general JW sera mayor que Z.A pesar de que el oste omputaional es proporional a J3, en la seion deexperimentaion veremos que se obtienen unos tiempos de respuesta aeptables.Los valores deW y Z se estableen empriamente, de modo que se establezaun ompromiso entre eienia y alidad. En la seion siguiente se hae unestudio detallado de la inuenia de estos parametros.En el algoritmo 5.4 podemos ver omo quedara el algoritmo IterativeDP-SearhM2 teniendo en uenta estas optimizaiones, donde on \(" hemos mar-ado las diferenias on respeto a la version sin optimizaiones.
5.7.2 Reducción del espacio de búsquedaEn esta seion veremos una serie de optimizaiones heurstias que daranlugar a realizar una busqueda mas eiente, pero por ontra todas ellas llevaranasoiados errores de busqueda.
Reducción del tamaño del trellisPara reduir el espaio de busqueda normalmente lo que se utiliza es latenia onoida omo busqueda en haz5 [Ney et al. 87℄, la ual se usa en la granmayora de los sistemas de reonoimiento del habla, as omo en gran parte deproblemas que se resuelven on tenias de programaion dinamia.Esta tenia onsiste en estableer un valor a una variable, que llamaremosbeam, de modo que en ada etapa del proeso de busqueda se eliminaran (o loque es lo mismo no se onsideraran en la proxima etapa) aquellos estados uyapuntuaion parial supere el umbral estableido por el beam on respeto a lamejor hipotesis omputada hasta esa etapa. Esta tenia no involura ningunoste adiional al algoritmo debido a que: La mejor hipotesis en una determinada etapa se determina en la propiaiteraion del bule para todo e 2 E , almaenandose en una variable tem-poral. Esta operaion tendra un oste onstante.5 En ingles Beam Searh
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hM2 opt W+Zentrada: I; t(); a(); fJ1salida: êI1//IniializaionSea ~eJ1 la soluion al algoritmo DPSearhM2//Iteraionmientras (onvergenia) haere0I1 = ~eJ1 fAtualizaion de hipotesis previagpara i = 1    I haerpara j = 1   J haerR(j; i) = t(fj j e0i)  a(i j j; J; I)fAtualizaion de la matriz Rgn paran para//Metodopara i = 1    I haerpara todo e 2 fW(fJ1 ) [ Zg haer f(gCalular ê(e; i) mediante la euaion (5.15)para j = 1   J haerAtualizar Q(e; i; j) de auerdo a (5.6)n paraAtualizar T (e; i) de auerdo a (5.7)n paran para~eI1 = H(êI), t.q.: êI = argmaxeI2E nT (eI ; I)QJj=1Q(eI ; I; j)on mientrasdevolver: ~eI1Algoritmo 5.4: Algoritmo iterativo de busqueda para el modelo 2 on lasoptimizaiones W y Z. No es neesario ordenar los estados de auerdo a su puntuaion, pues unavez onoida la puntuaion de la mejor hipotesis en la etapa i, para generarlos estados de la etapa i+ 1, solo se onsideraran estados validos aquellosque umplan la ondiion del beam.Hay que tener en uenta que el valor del beam sera determinante en la eieniade los algoritmos, hasta el punto en que un valor de beam = 0 solo permitirala existenia de una hipotesis en ada etapa del proeso de busqueda (la mejorhasta ese momento), on lo que el algoritmo pasara a ser un algoritmo voraz.En el algoritmo 5.5 podemos ver omo quedara el algoritmo IterativeDP-SearhM2 teniendo en uenta estas optimizaiones, donde on el smbolo \("hemos marado las partes que se ven afetadas por la modiaion.
5.7 Optimizaciones en el proceso de búsqueda 125Algoritmo: IterativeDPSearhM2 opt W+Z+beamentrada: I; t(); a(); fJ1 ; beamsalida: êI1//IniializaionSea ~eJ1 la soluion al algoritmo DPSearhM2//Iteraionmientras (onvergenia) haere0I1 = ~eJ1 fAtualizaion de hipotesis previagpara i = 1    I haerpara j = 1   J haerR(j; i) = t(fj j e0i)  a(i j j; J; I)fAtualizaion de la matriz Rgn paran para//MetodomejorPuntuaion(0) = 0para i = 1    I haerpara todo e 2 fW(fJ1 ) [ Zg haersi puntuaion(Estado(e; i)) mejorPuntuaion(i  1)  beam entones f(gCalular ê(e; i) mediante la euaion (5.15)para j = 1   J haerAtualizar Q(e; i; j) de auerdo a (5.6)n paraAtualizar T (e; i) de auerdo a (5.7)mejorPuntuaion(i) = max(mejorPuntuaion(i);puntuaion(Estado(e; i)))f(gn sin paran para~eI1 = H(êI), t.q.: êI = argmaxeI2E nT (eI ; I)QJj=1Q(eI ; I; j)on mientrasdevolver: ~eI1Algoritmo 5.5: Algoritmo iterativo de busqueda para el modelo 2 on lasoptimizaiones W , Z y beam.
Reducción el número de longitudes de salida a testearComo omentamos al nal de la seion 5.2.1, dado que la longitud de laadena de salida no es onoida a priori, debemos resolver el problema planteadoen la euaion (5.2) para las distintas posibles longitudes de salida.Realizar esto para toda posible longitud de salida no solo es impratiablesino poo razonable, por tanto reduiremos sustanialmente el espaio total de
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iendo un rango aeptable de longitudes de salida a testear.Para obtener este rango haremos uso de la distribuion de longitudes (I j J),en nuestro aso aproximado por una guassiana, de modo que la media de dihagaussiana sera la longitud media observada para todas las frases de entrada delongitud J . A partir de esta longitud media de salida, llamemosle I , estableemosun rango de longitudes a testear de L longitudes a la izquierda y a la dereha deI . Con esta optimizaion reduiremos el espaio de busqueda de longitudes desalida a testear de Imax a 2L+ 1.Normalmente el valor de estos parametros (beam y L) se estableenempriamente, de modo que se estableza un ompromiso entre eienia yalidad. En la seion siguiente se hae un estudio detallado de la inuenia deestos parametros.Estas optimizaiones tambien pueden provoar errores de busqueda. La so-luion pasa una vez mas por aumentar dihos valores.
Recombinación de hipótesisSegun hemos planteado el riterio de busqueda para el algoritmo DP-SearhM2 (ver seion 5.2), es valido siempre y uando utiliemos modelos debigramas en la busqueda. Normalmente, y dado su potenial preditivo, en laexperimentaion utilizaremos trigramas. Esto onllevara redenir ligeramenteel algoritmo, de modo que los estados del trellis que denen unvoamente unahipotesis deberan ontener dos palabras destino (e0; e; i), es deir, aquellas queformen parte de la historia del modelo de trigramas que estemos utilizando. Engeneral para un modelo de n-gramas neesitaremos las n   1 palabras de lahistoria para denir el estado. De este modo, tal y omo se planteo el algorit-mo DPSearhM2, si utilizamos trigramas en el proeso de busqueda, se estararealizando una reombinaion de hipotesis durante el proeso. Es deir, se re-ombinaran aquellas hipotesis (o estados) que ontengan la misma palabra nalde la historia del modelo de lenguaje, es deir, el estado (e; i) resumira la infor-maion de los estados (e0; e; i);8e0 2 E , y la puntuaion asoiada a diho estadosera: puntuaion(e; i) = maxe0 fpuntuaion(e0; e; i)gEl efeto de esto se tradue en poder realizar una busqueda muho mas rapida,pero ineludiblemente tambien a la introduion de errores de busqueda. En laseion siguiente veremos experimentalmente el efeto de la reombinaion enuanto a eienia y alidad en la traduion.
5.8 Discusión de los algoritmos basados en PDEn esta seion vamos a disutir experimentalmente las ualidades de losalgoritmos omentados en apartados anteriores. Para ello llevaremos a abo
5.8 Discusi ón de los algoritmos basados en PD 127una serie de experimentos utilizando la tarea EuTrans-I dada su senillez.Conretamente hemos esogido las 299 frases del onjunto test mostrado enla tabla 2.2 (ver seion 2.7.1, pagina 46) de longitud 9. La eleion de estesubonjunto no ha sido otro que el esoger las frases mas eranas a la longitudmedia de las frases de test, siendo esta aproximadamente 9. Otro motivo delporque de elegir este subonjunto es el de que los resultados aqu mostradossean omparables al resto de algoritmos de busqueda presentados en aptulosposteriores, siendo los algoritmos de pila los que estableen una restriion enuanto a la longitud maxima de frases de entrada fatible de ser traduida enun tiempo razonable. A titulo informativo, en la tabla 5.1 podemos ver lasaraterstias de este orpus de test, y podemos resaltar que la perplejidad deun modelo de lenguaje de trigramas es igual que la de la tarea total.Castellano InglesTest Frases 299Palabras 2 691 2 879Perplejidad (Trigramas) { 3.5Tabla 5.1: Estadstias del orpus utilizado en el estableimiento de losparametros de los algoritmos de busqueda.Los modelos de traduion, que utilizaremos en toda la experimentaion quemostraremos a ontinuaion, se han entrenado on el onjunto de entrenamientomostrado en la tabla 2.2, es deir un orpus de 10 000 pares de frases, utilizandoel esquema de entrenamiento 1525354555. Por otra parte, on respeto a los mo-delos de lenguaje, mientras no digamos lo ontrario, supondremos que estaremoshablando de modelos de trigramas. En onreto, en la implementaion de estosalgoritmos hemos utilizado modelos de trigramas suavizados mediante la teniade desuento Good Turing [Chen and Goodman 96℄, y han sido entrenados onla herramienta SRILM [Stolke 97℄. Del mismo modo, dihos modelos de len-guaje han sido entrenados on las orrespondientes 10,000 frases para el para ellenguaje de salida.La forma de haer el estudio planteado tiene tres etapas:1. Estableer un algoritmo basio sobre el que se realizaran las pruebas.2. Haer un reorrido por las distintas optimizaiones planteadas, experimen-tando sobre su efeto en la eienia y la tasa de aiertos del algoritmo.3. Por ultimo, haremos una omparativa sobre la inuenia que tienen en laeienia, el algoritmo que se esoja, el modelo de traduion y el tama~node frase.Como resultado de este estudio, esogeremos un tradutor optimo on el queobtendremos mas resultados en la seion siguiente.
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5.8.1 Establecimiento de los parámetros de los algoritmos basa-
dos en PD.Vamos a jar por defeto (y en base a experimentaiones preliminares) lasaraterstias basias del tradutor de la siguiente manera:- Algoritmo elegido: IterativeDPSearhM2 opt W+Z+beam- Iniializaion heurstia: Si- Parametros: W = 12, Z = 24, L = 4, y beam = 5000- Numero de iteraiones: 3- Reombinaion: NoEn lo suesivo uando hablemos de aiertos en la traduion estaremos ha-iendo referenia a valor omplementario de SER, es deir lo que sera el SAR(sentene aurate rate), de este modo uando se muestre el numero de aiertos,no se mostrara el ndie SER.Es interesante onoer ual sera el mnimo numero de errores de busquedaque podamos ometer dadas unas ondiiones/valores optimos de los parametrosde optimizaion. Para ello hemos implementado una version del algoritmo Itera-tiveDPSearhM2 en el que se realiza una busqueda guiada estableiendo el valorde los parametrosW y Z a su valor optimo teoriamente, es deir, que ontengansolamente aquellas palabras que en realidad deberan formar parte de la tradu-ion. Esto es posible llevarlo a abo dado que onoemos, para ada frase deentrada, su frase de referenia. En la tabla 5.2 podemos ver la informaion delmodelo de error y las tasas de error que se podran garantizar. A la vista de esosresultados podemos adelantar que el numero de errores inherentes al algoritmoIterativeDPSearhM2 es igual al 1.67%.ErrBusq ErrModel Aiertos (SAR) WER PER1.67 16.72 81.61 3.61 2.47Tabla 5.2: Errores inherentes al algoritmo IterativeDPSearhM2, para latarea EuTrans-I.Cabe matizar, que en las tablas relativas a los experimentos que expondremosa ontinuaion se inluye: El tiempo medio de ejeuion en segundos (ses) por frase6. El modelo de error, es deir: porentaje errores de busqueda (Err-Busq), porentaje errores del modelo (ErrModel) y porentaje de aier-tos (Aiertos).6 Todos los experimentos presentados en esta parte de la memoria han sido realizados enuna maquina Pentium III (Coppermine) a 800 MHz on 2.0 G de memoria
5.8 Discusi ón de los algoritmos basados en PD 129 Por ultimo, las tasas de error (WER y PER), en tanto por iento.
Influencia del número de traducciones inversas (parámetro W )Como podemos ver en la tabla 5.3, a medida que aumenta el valor de W(numero de traduiones inversas para ada palabra f de la frase de entrada)aumenta la alidad de la traduion y del mismo modo el tiempo medio por frase.A la vista de los resultados podemos estableer W = 20 omo valor aeptable,pues a partir de el no se observa una mejora sustanial y si aumenta el tiempode ejeuion.W ses ErrBusq ErrModel Aiertos WER PER5 7.25 12.37 45.48 42.14 12.19 10.3210 11.11 7.69 49.83 42.47 11.81 9.7615 13.95 7.36 50.17 42.47 11.81 9.7620 16.34 7.36 50.17 42.47 11.88 9.8325 17.22 7.36 50.17 42.47 11.88 9.8330 18.26 7.36 50.17 42.47 11.88 9.8335 19.04 7.36 50.17 42.47 11.88 9.8340 19.67 7.36 50.50 42.14 11.91 9.8645 20.23 7.36 50.50 42.14 11.91 9.8650 20.95 7.36 50.50 42.14 11.91 9.86Tabla 5.3: Inuenia del numero de traduiones inversas para una palabraorigen dada (parametro W ).
Influencia del número de palabras de fertilidad cero (parámetro Z)Reordamos que el parametro Z india el numero de palabras de fertilidadero a utilizar. A la vista de los resultados de la tabla 5.4, en este aso abehaer las mismas onsideraiones que para el parametro W . Podemos ver que apartir de un valor Z = 30 no se obtiene mejoras en la traduion y si en ambiomayor tiempo de ejeuion.
Influencia del valor del parámetro beamEl valor de este parametro es determinante para la eienia del algoritmo.Un valor de beam = 0 hae al algoritmo tremendamente rapido pero a su vez muymalo en lo que se reere a alidad en la traduion. A la vista de la tabla 5.5podemos ver que a partir de un valor de beam = 20 no se obtienen mejorassustaniales, y si se depreian las ualidades el algoritmo. De heho, y dado queestamos trabajando on logaritmos, un valor de 20 ya permite una exploraionbastante exhaustiva del espaio de busqueda.
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iertos WER PER5 6.41 36.12 33.44 30.43 16.26 13.9310 7.44 29.10 37.79 33.11 14.66 12.2615 8.83 19.40 44.82 35.79 13.75 11.3220 11.28 18.39 45.48 36.12 13.55 11.2225 12.61 7.36 50.17 42.47 11.81 9.7630 14.20 4.68 51.51 43.81 11.43 9.5535 16.10 4.68 51.51 43.81 11.43 9.5540 18.10 5.02 51.51 43.48 11.46 9.5945 20.76 5.02 52.51 42.47 11.95 9.9350 23.19 5.02 52.51 42.47 11.95 9.93Tabla 5.4: Inuenia del numero de palabras de fertilidad ero onsideradas(parametro Z).beam segs ErrBusq ErrModel Aiertos WER PER0 2.89 8.70 48.16 43.14 12.40 10.075 4.70 7.69 48.49 43.81 11.74 9.6610 6.74 7.36 49.83 42.81 11.77 9.7615 8.53 7.36 50.17 42.47 11.81 9.7620 9.66 7.36 50.17 42.47 11.81 9.7625 10.69 7.36 50.17 42.47 11.81 9.7630 11.50 7.36 50.17 42.47 11.81 9.7635 12.00 7.36 50.17 42.47 11.81 9.7640 12.34 7.36 50.17 42.47 11.81 9.7650 12.51 7.36 50.17 42.47 11.81 9.76100 12.51 7.36 50.17 42.47 11.81 9.76500 12.51 7.36 50.17 42.47 11.81 9.76Tabla 5.5: Inuenia de la poda basada en la busqueda en haz (parametrobeam).
Influencia del rango de longitudes de salida (parámetro L)Este parametro, que establee el numero de longitudes de salida a testear,no inuye tanto omo los anteriores en lo que se reere a eaia del algoritmo,aunque si en uanto a eienia. A la vista de la tabla 5.6 podemos ver queun valor de L = 3 es mas que suiente para garantizar ierta alidad en latraduion.
5.8 Discusi ón de los algoritmos basados en PD 131L ses ErrBusq ErrModel Aiertos WER PER1 4.16 27.42 36.79 35.79 13.96 12.262 6.94 10.03 48.83 41.14 12.05 10.143 9.72 7.69 50.17 42.14 11.88 9.834 12.51 7.36 50.17 42.47 11.81 9.765 15.34 7.36 50.17 42.47 11.81 9.766 18.13 7.36 50.17 42.47 11.81 9.76Tabla 5.6: Inuenia del numero de longitudes de salida a testear(parametro L)
5.8.2 Estudio empı́rico de eficienciaPara la experimentaion que llevaremos a abo a ontinuaion utilizaremoslos mismos valores de los parametros que los utilizados hasta ahora.
Influencia del número de iteraciones del algoritmoEn la tabla 5.7 podemos ver la alidad de la traduion en ada iteraiondel algoritmo IterativeDPSearhM2. Podemos ver que el algoritmo onvergeen la terera iteraion y que la ganania en uanto a alidad en traduion essustaniosa de la primera iteraion (o lo que es lo mismo utilizando el algoritmoDPSearhM2) a la terera. Logiamente, el tiempo de traduion medio se veinrementado a medida que aumentamos el numero de iteraiones. De estosresultados podemos onluir que realizar tres iteraiones del algoritmo es masque suiente. It. ses WER PER1 4.17 15.21 12.302 8.37 11.95 9.663 12.50 11.80 9.764 16.67 11.80 9.765 20.84 11.80 9.76Tabla 5.7: Inuenia del numero de iteraiones en el algoritmo IterativeDP-SearhM2 utilizando iniializaion heurstia.
Influencia de la inicialización heurı́sticaLa iniializaion heurstia del valor del array R es determinante en uanto alnumero de iteraiones a realizar por el algoritmo. En la tabla 5.8 se muestran lastasas de error en ada iteraion del algoritmo IterativeDPSearhM2 sin utilizar la
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ializaion heurstia, la ual es diretamente omparable on la tabla 5.7 enla que se muestra el mismo experimento pero utilizando diha iniializaion. Ob-servando estos resultados se puede ver que utilizando la iniializaion heurstiabastara on realizar dos iteraiones del algoritmo para obtener pratiamentelos mismos resultados que on 3 o mas iteraiones sin la iniializaion. Estoevidentemente inuye en la eienia de los algoritmos propuestos, viendose re-duido en un terio el tiempo medio de traduion por frase, y lo que es mas,tambien ayuda a obtener mejores tasas de error.It. ses WER PER1 4.22 18.03 14.832 8.43 13.13 10.423 12.64 12.43 10.074 16.85 12.43 10.075 21.06 12.43 10.07Tabla 5.8: Inuenia del numero de iteraiones en el algoritmo IterativeDP-SearhM2, sin utilizar iniializaion heurstia.
Influencia del uso de la recombinación de hipótesisComo era de esperar y a la vista de los resultados de la tabla 5.9 podemosver omo el uso de la reombinaion depreia las prestaiones del algoritmo peroa su vez redue sustanialmente el tiempo de ejeuion. La utilizaion de estaoptimizaion solamente tendra sentido en un sistema de traduion que requierauna rapida respuesta en detrimento de una mayor alidad.Re. ses ErrBusq ErrModel Aiertos WER PERSi 3.23 13.71 46.15 40.13 13.34 10.56No 12.51 7.36 50.17 42.47 11.81 9.76Tabla 5.9: Inuenia del uso de la reombinaion de hipotesis.
Influencia del modelo en la versión por ViterbiEn la tabla 5.10 podemos ver los resultados de traduion para la familia dealgoritmos IterativeDPSearhVitMn, obteniendose los mejores resultados parael modelo 4, pero a su vez algo mas lento que para los modelos inferiores. Enla tabla se ha a~nadido la entrada modelo 0, que hae referenia al algoritmoIterativeDPSearhM2, para haer mas fail la omparaion entre ellos.
5.9 Resultados de traducci ón 133A la vista de estos resultados podemos ver que solamente se obtienen me-jores resultados uando se utilizan los modelos 4 y 5, es deir ni el modelo 3ni el HMM aportan informaion que ayude a obtener mejores hipotesis entreiteraiones. Del mismo podemos apreiar que onforme aumenta la omplejidaddel modelo se reduen el numero de errores del modelo, repartiendose en pare-idas proporiones entre errores de busqueda y aiertos. Tambien podemos verque la version por Viterbi para el modelo 2 es pratiamente identia a versiononvenional.De estos resultados tambien podemos haernos una idea de la sobrearga quesupone el alulo del alineamiento por Viterbi. En uanto a los modelos 1, 2y 3, el inremento es pratiamente despreiable, en ambio no lo es para losmodelos que inluyen dependenias de primer orden, omo lo son los modelosHMM, 4, y 5.Mod. ses ErrBusq ErrModel Aiertos WER PER0 12.51 7.36 50.17 42.47 11.81 9.761 12.67 10.70 47.49 41.81 12.30 10.182 12.74 7.69 48.83 43.48 11.95 9.86H 15.07 10.70 46.82 42.47 12.37 10.283 13.40 10.37 46.15 43.48 12.16 10.184 16.93 13.04 40.80 46.15 10.35 9.665 31.58 11.37 41.47 47.16 10.63 9.31Tabla 5.10: Inuenia del modelo en la version por Viterbi.
5.8.3 Elección del algoritmoVistos los resultados obtenidos en la experimentaion llevada a abo en estaseion, e intentando estableer un ompromiso entre eienia y aiertos en latraduion, podemos onluir que una buena eleion de un tradutor sera aquelque: utilie el algoritmo IterativeDPSearhVitM4, on iniializaion heurstiay sin reombinaion de hipotesis. Como ya hemos omentado, sera importanteesoger un buen valor para los parametros de optimizaion, onretamente hemosesogido los valores de W = 30, Z = 30, It = 3, L = 4, y beam = 50.
5.9 Resultados de traducciónVamos a llevar a abo una serie de experimentos utilizando un tradutoron los parametros y araterstias estableidos en la seion anterior. Parahaer dihos experimentos se han esogido dos tareas distintas: EuTrans-I, yHansards, uyas araterstias fueron desritas en el aptulo 2, seion 2.7.
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retamente utilizaremos los siguientes onjuntos de test: 2996 frases parala tarea EuTrans-I, y 500 frases para la tarea Hansards, de longitudes quevaran de 4 a 12 palabras por frase.
5.9.1 Resultados con la tarea EuTrans-IDe auerdo a la experimentaion previa, los parametros de optimizaion queutilizaremos para este experimento son: W = 30, Z = 30, It = 3, L = 4, ybeam = 50. Hemos realizado dos experimentos on esta tarea, uno utilizandoel IterativeDPSearhVitM4 (la orrespondiente a Mod. 4) y otro utilizando elalgoritmo IterativeDPSearhM2 (la orrespondiente a Mod. 0)En la tabla 5.11 podemos ver los resultados de traduion para las 2996 frasesde test de la tarea EuTrans-I, para ambos algoritmos, utilizando y sin utilizarreombinaion de hipotesis.Re Mod. ses ErrBus ErrModel Aiertos WER PERSi 0 17.80 27.74 44.39 27.87 16.67 12.92No 0 80.44 5.64 57.74 36.62 13.39 10.72Si 4 22.58 39.29 31.21 29.51 14.38 11.95No 4 99.33 14.52 40.32 45.16 10.25 9.27Tabla 5.11: Resultados on la tarea EuTrans-I para los algoritmos basadosen PD.En la tabla 5.12 podemos ver resultados de traduion para un subonjuntode esta tarea, que ontiene las frases de entrada de longitud menor e igual que 15.Estos resultados se muestran para poder ompararlos on el resto de algoritmosde busqueda, dado que estos tienen serias limitaiones on respeto al tama~no defrase. En la misma tabla podemos ver una vez mas el efeto de la reombinaion,siendo esta optimizaion muy efetiva en uanto a eienia se reere pero a suvez introdue gran antidad de errores de busqueda, lo que se tradue en unadepreiaion signiativa en la eaia del algoritmo. Tambien se presentanresultados on el la version por Viterbi para el modelo 4 por ser el que obtienelos mejores resultados.
5.9.2 Resultados con la tarea HansardsPara la tarea de Hansards hemos realizado experimentos para ino orpusde 100 frases ada uno, de frases de longitud 4, 6, 8, 10 y 12, dada la omplejidadque esta tarea onlleva, en prinipio para obtener resultados omparables on elresto de algoritmos de busqueda.Los modelos de traduion utilizados para esta tarea se han entrenado utili-zando el orpus mostrado en la tabla 2.4 onsistente en 128,000 pares frases deentrenamiento, siguiendo el esquema de entrenamiento 1525354555. En uanto
5.9 Resultados de traducci ón 135Re. Mod. ses ErrBus ErrModel Aiertos WER PERSi 0 10.03 28.98 40.82 30.20 16.25 12.86No 0 55.70 5.50 55.24 39.26 12.71 10.50Si 4 25.59 18.93 40.52 40.55 11.06 9.95No 4 69.46 12.18 45.11 42.72 10.19 9.44Tabla 5.12: Resultados on la tarea EuTrans-I, para frases de longitudmenor e igual que 15.al modelo de lenguaje se han utilizado trigramas on la tenia de desuentoGood Turing y ha sido entrenado on las orrespondientes 128,000 frases para ellenguaje de salida.De auerdo a la experimentaion previa (ver apendie C), los parametrosde optimizaion que utilizaremos para este experimento son: W = 30, Z = 30,It = 3, L = 4, y beam = 50; y el algoritmo utilizado sera el IterativeDPSearhM2on reombinaion. El uso de la reombinaion en esta tarea es ruial pues delo ontrario nos iramos a tiempos de ejeuion impratiables.En la tabla 5.13 podemos ver los resultados de traduion para las 500 frasesde test de la tarea Hansards, distinguiendo entre las frases de distinta longitud.Dada la omplejidad de la tarea, y en similitud on otros trabajos publiadosutilizando esta tarea, podemos deir que estos algoritmos se omportan bienen uanto a las tasas de error, pero vemos omo aumenta onsiderablemente eltiempo de ejeuion onforme aumenta la longitud de la frase de entrada.Long. ses ErrBus ErrModel Aiertos WER PER4 11.70 1 43 56 30.17 30.176 30.88 6 84 10 50.59 48.908 68.93 2 86 12 52.39 48.5410 143.22 2 96 2 56.06 50.6212 259.62 2 97 1 63.75 55.69media 102.87 3 81.20 16.20 50.53 46.78Tabla 5.13: Resultados on la tarea Hansards para los algoritmos basadosen PD.En la tabla 5.14 podemos ver los resultados del mismo experimento de tra-duion pero sin realizar reombinaion de hipotesis. Como se puede ver, elnumero de errores de busqueda es 0 para todos los orpus, aunque a deir ver-dad la alidad de la traduion no sufre una mejora sustanial. Por ontra, lostiempos de respuesta son tremendamente superiores. Estos resultados nos llevana la onlusion de que para tareas omplejas la reombinaion se hae indispen-sable para poder obtener tiempos de traduion aeptables, sin que ello merme
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ion sustanialmente. De heho los resultados para frasesde longitud 12 no se muestran pues requieren unos tiempos extremadamentealtos. Otra posibilidad para reduir los tiempo de ejeuion pasara por reduirdrastiamente los valores de los parametros W y Z.Long. ses ErrBus ErrModel Aiertos WER PER4 117.56 0 44 56 30.17 29.936 638.24 0 86 14 46.53 44.848 1970.33 0 87 13 52.39 48.4010 4591.54 0 96 4 55.24 50.72Tabla 5.14: Resultados on la tarea Hansards para los algoritmos basadosen PD, utilizando reombinaion de hipotesis.
5.10 ConclusionesEn este tema hemos expuesto una familia de algoritmos de busqueda basadosen programaion dinamia siguiendo la losofa del modelo 2, estableiendo losriterios de busqueda para los distintos algoritmos.Por otra parte hemos estudiado su omplejidad teoria, y diversas formas deoptimizar los algoritmos, realizando un estudio emprio de eienia para losdistintos parametros de optimizaion y las distintas versiones de los algoritmos.De auerdo on la experimentaion llevada a abo y a la vista de los resultadosde traduion obtenidos en la seion anterior, podemos onluir que: Son suseptibles de ser utilizados en tareas de omplejidad reduida. Estableiendo un ompromiso entre eienia y alidad, se pueden obtenertraduiones aeptables en unos tiempos de ejeuion medios. Dada la naturaleza heurstia de estos algoritmos no paree razonable quesean utilizados en sistemas de traduion que requieran de una alidadalta, en ambio, si en sistemas de ayuda a la traduion, en los que laalidad puede que no sea un parametro tan relevante omo la veloidad detraduion. Los resultados obtenidos son ompetitivos omparados on otras teniasmas omplejas, omo por ejemplo los publiados en [Oh 02℄.Como hemos visto en este aptulo, la gran desventaja del algoritmo Iterati-veDPSearhM2, y sus versiones, es el tener que repetir el proeso de busquedapara el onjunto de longitudes de salida a testear. La idea que tenemos en mentepara el futuro pasa por eliminar esta repetiion intentando que el algoritmo se
5.10 Conclusiones 137adapte dinamiamente a las distintas longitudes. Esto provoara que el algorit-mo sea inluso mas heurstio de lo que lo es ahora. Investigaiones preliminaresen este sentido nos revelan que la depreiaion de las prestaiones del algoritmono es despreiable, pero la ganania en uanto a tiempo de ejeuion, es deir lareduion en el tiempo medio onsumido por frase, es sustanial, lo ual es bas-tante alentador. Por ello, pensamos que investigar un poo mas en esta direionpodra derivar en obtener resultados uando menos interesantes.
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CAPÍTULO 6
Algoritmos de pila
OTRA aproximaion para la resoluion del problema de la busqueda en tra-duion automatia estadstia son los algoritmos de pila, o stak deodingsegun el termino utilizado omunmente en la bibliografa sobre la materia, losuales haen uso del paradigma de ramiaion y poda para la resoluion deproblemas.Bajo determinadas ondiiones, los algoritmos de pila permiten obtener lasoluion optima al problema de la traduion automatia. La bondad de dihasoluion se mide a traves de una puntuaion o sore asoiada a ada hipotesis; laual se onstruye omputando todos y ada uno de los terminos de una formulaasoiada a los modelos que se esten utilizando.
6.1 Fundamentos de los algoritmos de pilaEl algoritmo stak deoding fue introduido iniialmente en el dominio delreonoimiento del habla por Jelinek en 1969 [Jelinek 69℄, su funionamientoonsiste en el desarrollo inremental de hipotesis pariales, ada una de las ualestiene asignada una puntuaion tambien parial, que vendra denido por la formaen que las palabras de la frase de entrada y las de la hipotesis se vayan alineando.Dihas hipotesis son almaenadas en una pila o ola de prioridades, de maneraque quedan ordenadas por su puntuaion dentro de la ola1.1 A pesar de que a estos algoritmos se les llama de pila, normalmente en la implementaionse utilizan olas de prioridades, por lo tanto en lo suesivo haremos alusion indistinta-mente al termino pila o ola para referirnos a la estrutura de datos que almaena lashipotesis ativas durante el proeso de busqueda
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140 Capı́tulo 6 Algoritmos de pilaEl algoritmo stak deoding es un algoritmo que onstruye su soluion iterati-vamente, extrayendo de la ima de la ola la hipotesis mas prometedora (aquellaon mayor puntuaion) en ada iteraion y sometiendola a un proeso de ex-pansion. El onepto de expansion de una hipotesis puede denirse, usando laterminologa basia de los problemas de busqueda, omo la apliaion de todoslos operadores posibles sobre esa hipotesis. Esto se puede ver resumido, y deforma algortmia, en el algoritmo 6.1. En las siguientes seiones omentaremosmas detalles aera de el.Algoritmo: StakDeodingentrada: Pila : P; fJ1salida: êI1//Iniializaionapilar(P; e0)fapilar la hip. nulag//Metodohip = desapilar(P )fextraer la mejor hip. de la pilagrepetirExpansion(h)fexpandir la hipotesisghip = desapilar(P )hasta hip.es ompleta()fenontrar una hip. ompletagdevolver: eI1 2 hipAlgoritmo 6.1: Algoritmo basio StakDeoding.Como ya hemos omentado varias vees en esta tesis el problema de labusqueda en la traduion automatia estadstia radia en resolver el problemade la maximizaion dada en la euaion 1.2. En este aso, el riterio de busquedase puede denir de forma ligeramente diferente al riterio utilizado en el temaanterior, debido preisamente a la forma de generar la hipotesis de salida juntoon el alineamiento asoiado entre ella y la adena de entrada. Por lo tanto,utilizando un modelo de alineamiento, la euaion 1.2 se puede reesribir omo:ê = argmaxe fPr(e)  Pr(f j e)g= argmaxe (Pr(e) Xa Pr(f ; a j e)) (6.1)y siguiendo la aproximaion por maximizaion tendramos:ê  argmaxe nPr(e) maxa Pr(f ; a j e)o= argmaxhe;ai fPr(e)  Pr(f ; a j e)g (6.2)Por tanto el riterio de busqueda en este aso onsiste en enontrar el par he; aique dene a la hipotesis de salida. Por este motivo, el alineamiento a obtenido
6.2 Algoritmo b ásico StackDecoding 141se puede deir que sera el alineamiento por Viterbi entre la frase de entrada yla hipotesis obtenida, siempre teniendo en uenta las restriiones del modelo dealineamiento que estemos utilizando.
6.2 Algoritmo básico StackDecodingVisto el funionamiento general de los algoritmos de pila, estamos en dispo-siion de estableer sus ingredientes basios: Modelos estadstios de traduion y de lenguaje. Operadores que permitan onstruir inrementalmente (expandir) lashipotesis y el orrespondiente meanismo de asignaion de puntuaionesa las hipotesis pariales. Algoritmo de expansion de hipotesis. Estrutura de datos asoiada a una hipotesis parial. Cola de prioridades uyo riterio de ordenaion sea la puntuaion de lashipotesis.Estos elementos habran de ir dise~nandose adeuadamente siguiendo un ordenomo el siguiente:1. Eleion de los modelos estadstios.2. Deniion de los operadores que atuan sobre una hipotesis en base almodelo que a utilizar y a la forma en que estos afetan a la puntuaion deuna hipotesis parial.3. Desripion del algoritmo de expansion, es deir omo se ombinan dihosoperadores.4. Determinar la estrutura de datos de ada hipotesis en base a: los ope-radores, el meanismo de asignaion de puntuaiones y el algoritmo deexpansion.Veamos on detenimiento ada uno de ellos, en donde ademas se daran iertosdetalles relevantes para la implementaion de estos algoritmos de busqueda.
6.2.1 Elección del modelo estadı́sticoEn el tema anterior hemos entrado el dise~no de algoritmos de busquedabasandonos en los modelos 1 y 2. Los algoritmos de pila nos proporionan unaatrativa araterstia que es la relativa senillez on la que se pueden apliar amodelos de traduion mas omplejos. Por ello, en este aptulo, desarrollaremosalgoritmos de pila para los modelos 3 y 4.
142 Capı́tulo 6 Algoritmos de pilaCon respeto a los modelos de lenguaje, mientras no digamos lo ontrario,supondremos que estaremos hablando de modelos de trigramas. En onreto,en la implementaion de estos algoritmos hemos utilizado los mismos modelosde lenguaje que en el tema anterior, es deir, modelos de trigramas suavizadosmediante la tenia de desuento Good Turing.
6.2.2 Operadores sobre una hipótesis y contribuciones a su pun-
tuación.En [Berger et al. 96a℄ se denen una serie de operadores para su utilizaionon el modelo 3. Dihos operadores produen extensiones en las hipotesis par-iales, de modo que una extension se produe teniendo en uenta un y solo unelemento de la frase origen. Existen dos tipos de extensiones: abiertas y erra-das. Una extension se denomina abierta uando la ultima palabra que forma lahipotesis parial puede alinearse on nuevas palabras de la frase origen en poste-riores extensiones. Por el ontrario, se die que una extension es errada uandola ultima palabra a~nadida ya no puede alinearse on otras palabras origen enfuturas extensiones.A ontinuaion se muestra una lista on los operadores presentadosen [Berger et al. 96a℄ y su desripion, los uales tambien han sido utiliza-dos en nuestra implementaion:add(e; j): Se a~nade la palabra destino e a la hipotesis y se alinea on la palabraque oupa la posiion j de la frase origen.extend(j): Se alinea la ultima palabra destino on la palabra que oupa la po-siion j.lose(): Se ierra una hipotesis abierta.addZFert(ze; e; j): Se a~nade la palabra destino ze a la que se asigna fertilidadero, y a ontinuaion se a~nade la palabra destino e, alineandose on lapalabra origen en la posiion j.addNull(j): La palabra origen en la posiion j se alinea on la palabra vaa(eo) de la estrutura destino, o lo que es lo mismo, la palabra origen fjsera una palabra espuria.Existen una serie de preondiiones apliables a ada uno de los operadoresque rigen la evoluion del estado de una hipotesis parial. En la gura 6.1podemos ver el diagrama de estados que modela dihas preondiiones, y latransiion entre ellos.El alulo de la puntuaion para ada hipotesis parial se obtiene multipli-ando la puntuaion atual por la puntuaion de la extension.Conoido el modelo estadstio y denidos los operadores, queda por ver omose estableen las ontribuiones de ada uno a la puntuaion de las hipotesis
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ion y alineamiento obtenidos mediante la apliaion deun algoritmo de pila.pariales sobre las uales han de apliarse, de manera que se vaya onstru-yendo inrementalmente la formula asoiada al modelo. Para mostrar dihasontribuiones vamos a reurrir a un ejemplo tomado de la tarea EuTrans-I,onretamente veremos omo traduir la frase:
¿ podrı́a abonar con cheques ?en su orrespondiente traduion:
could I pay by check ?El tradutor llega hasta esta frase ombinando de determinada forma losoperadores anteriores, de manera que la hipotesis ompleta nal tiene el alinea-miento que se muestra en la gura 6.2. Diho alineamiento se obtiene apliandola siguiente seuenia de operadores:add(could; 1) ! extend(2) ! lose() ! addZFert(I; pay; 3) !lose() ! add(by; 4) ! lose() ! add(check; 5) ! lose() !add(?; 6)! lose()Veamos paso a paso omo se onstruyo la hipotesis de salida. Antes de apli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ualquier operador, se parte de una hipotesis vaa, una hipotesis vaa es aquellaque no ontiene ninguna palabra destino exepto e0, y una puntuaion igual asuponer que todas las palabras origen son no espurias. Lo que equivale a deirque se asume que iniialmente 0 = 0.
144 Capı́tulo 6 Algoritmos de pilaPartiendo de una hipotesis vaa, veremos a ontinuaion, una por una, lasontribuiones de los distintos operadores, suponiendo que utilizamos el modelo3 omo modelo de traduion y trigramas omo modelo de lenguaje.
Contribución del operador add(could; 1)La operaion add(could; 1) a~nade la primera palabra (could) a la frase destino,en la gura 6.3 se muestra el alineamiento parial omo efeto de diha operaion.En uanto a su ontribuion a la puntuaion, este queda omo sigue:p(could j $; $)20 X=2::max n( j could)1A  t(? j could)  d(1 j 1; 6)
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NULL could+
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to de la operaion add(could; 1). El smbolo + a la derehade could india que la hipotesis esta abierta.Cabe resaltar los siguientes aspetos: La ontribuion del modelo de lenguaje pasa por onsiderar a could omoprimera palabra de la frase. La distorsion en el modelo 3 depende tambien de la longitud I de la frasedestino. Como ya omentamos uando presentamos la formula para elmodelo diha longitud se desonoe, por lo tanto suponemos que el modelose habra estimado sin tener en uenta esa dependenia. El fator 2 es el fator ombinaional que se aplia a la fertilidad, al quedarla hipotesis abierta se supone que es 2. El sumatorio reoge preisamente la probabilidad de que la hipotesis tengafertilidad de al menos 2.
Contribución del operador extend(2)En la gura 6.4 se muestra el efeto de la operaion extend(2), sobre lahipotesis. En uanto a los fatores a~nadidos a la puntuaion, puede destaarse
6.2 Algoritmo b ásico StackDecoding 145la revision de la fertilidad para la palabra que se esta extendiendo mediante unoiente de sumatorios:3 P=3::max n( j could)P=2::max n( j could)!  t(podrı́a j could)  d(2 j 1; 6)
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Contribución del operador lose()En la gura 6.5 aparee el efeto del operador lose() sobre la hipotesis, alerrar la hipotesis se onoe la fertilidad de la ultima palabra destino introdu-ida, por lo que la puntuaion debera atualizarse onvenientemente, es deirel sumatorio y el ultimo fator ombinaional deben dividirse. Tampoo habraen este aso ontribuion del modelo de lenguaje. Los terminos a~nadidos a lapuntuaion son: 13P=3::max n( j could)  n(2 j could)
¿ podria abonar con cheques ?  
NULL could
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oFrase de entradaFrase de salidaPr( )Pr(f j )fePr(f je)ê = argmaxfPr(e)  Pr(f je)gee; P r(e)f ; P r(f je)f1f2f3f4f5f6f7f8f9e0e1e2e3e4e5e6e7ji*) Figura 6.5: Efe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Contribución del operador addZFert(I; pay; 3)En la gura 6.6 se muestra omo afeta la operaion addZFert(I; pay; 3) a lahipotesis anterior. En uanto a la puntuaion de la hipotesis, se le a~naden los
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tores: p(I j $; could)  p(pay j could; I)n(0 j I)  20 X=2::max n( j pay)1A  t(abonar j pay)  d(3 j 3; 6)La palabra de fertilidad ero introduida a~nade un termino a la ontribuion delmodelo de lenguaje y un termino de fertilidad al modelo de traduion. Conrespeto a la palabra de fertilidad distinta de ero, los terminos que se a~nadense onstruyen de manera identia a la operaion add().
¿ podria abonar con cheques ?  
NULL could I paid+
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Contribución del operador addNull()El resto de la hipotesis puede onstruirse apliando las reglas que se handenido, sin embargo, entre los operadores apliados no gura addNull(). Noobstante, y a titulo de ejemplo, podramos haber onsiderado que la palabraorigen ¿ (en nuestro aso alineada on could), se alinease on eo; ¿ sera, portanto, una palabra espuria. En tal aso, la primera operaion a apliar hubierasido addNull(). La gura 6.7 muestra el alineamiento introduido por dihaoperaion. Cabe destaar que ada vez que se introdue una palabra espuria, semodia la asunion sobre el valor de 0, razon por la ual no solo multiplia-mos por p1 sino que dividimos por p20. De esta manera las ontribuiones a lapuntuaion de esta operaion seran:6  11   p1p20  t(¿ j NULL)
¿ podria abonar con cheques ?  
NULL
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Operadores para el modelo 4.Los operadores denidos para el modelo 3 son validos para el modelo 4, sinembargo, el alulo de las probabilidades s que se ve afetado por el ambio demodelo.El modelo 4 introdue, omo ya se desribio en el aptulo 3, profundosambios en el alulo de las distorsiones; ademas, las extensiones de una hipotesisabierta solo pueden produirse on valores reientes de j, por esta razon, losfatores ombinaionales que se multiplian en el modelo 3 para los operadoresadd(), extend() y addZFert() ya no apareen para el modelo 4.A ontinuaion se muestran las ontribuiones de todos los operadores parael mismo ejemplo que en el apartado anterior (se omiten los graos on losalineamientos y las orrespondientes ontribuiones del modelo de lenguaje yaque no sufren ninguna variaion):add(could ; 1):0 X=2::max n( j could)1A  t(¿ j could)  d=1(1  0 j E(NULL);F(¿))Reordemos que en d=1(i1   i j E(ei);F(i1))i1 es el ndie de la primera palabra alineada on ei. En este aso, tenemosi = 1, luego 11 = 1. En uanto a i, se dene omo la primera palabraon fertilidad mayor que ero a la izquierda de ei. En este aso dado quei = 1, 1 queda indenido, on lo que en este aso partiular,  se ja aero.extend(2): P=3::max n( j could)P=2::max n( j could)!  t(podrı́a j could)  d>1(2  1 j F(podrı́a))En este aso, se tena: d>1(ik   i(k 1) j F(ik))ik orresponde on el ndie de la k-esima palabra origen alineada onei, en este aso, i = 1 (que es el ndie de la palabra de e que se estaalineando) y k = 2 (que es la fertilidad de ei). ik 1 es el ndie de lapalabra alineada on ei inmediatamente anterior a ik .lose(): 1P=3::max n( j could)  n(2 j could)A diferenia del anterior, en este aso solo se omite el fator ombinaional.
148 Capı́tulo 6 Algoritmos de pilaaddZFert(I; pay; 3):n(0 j I)0 X=2::max n( j pay)1A  t(abonar j pay)  d1(3  2 j E(could);F(abonar))En este aso, i = 3 y 3 = 1 (porque no se tiene en uenta la palabra defertilidad ero). 1 es la media de la suma de las posiiones de f alineadason e1, es deir, on could, aqu las posiiones alineadas son 1 y 2, siendosu entro igual a 2 (1.5 redondeado haia arriba).addNull(1): 6  11   p1p20  t(¿ j NULL)Este operador queda identio al del modelo 3.
6.2.3 El proceso de expansión de hipótesis.Una vez denidos los operadores, podemos estableer un algoritmo para ex-pandir las hipotesis. Diho algoritmo esta fuertemente inspirado en el que sedesribe en [Berger et al. 96a℄ para el modelo 3. Como veremos, adaptar elalgoritmo para ser usado on el modelo 4 es bastante senillo.
Expansión para el modelo 3.El proeso de expansion de hipotesis del algoritmo stak-deoding reorreada una de las posiiones de la frase origen que todava no se han alineado(al onjunto de posiiones ubiertas para la hipotesis h lo denotamos on C(h)),y les aplia los operadores antes denidos en funion de que estos satisfagan ono las preondiiones dadas en la gura 6.1. En el algoritmo 6.2 se expone elproeso de expansion en detalle.
Expansión para el modelo 4.En lo que respeta al modelo 4, el algoritmo de expansion es identio, salvo enel tratamiento de hipotesis abiertas, en el que se debe veriar que las extensionesse haen on ndies reientes de las palabras de la frase origen. Esta armaionse justia a la vista de la formula del modelo 4 (ver aptulo 3, seion 3.3.1,pagina 64), donde existe un parametro de distorsion d>1 para las palabras ei onfertilidad mayor que 1. En esos asos se tendran en uenta ik y i(k 1), queseran, respetivamente, la k-esima palabra origen alineada on ei, y la (k   1)-esima palabra origen alineada on ei. En el algoritmo 6.3 se expone el proesode expansion para el modelo 4, donde on el smbolo \(" hemos marado laparte que diere del algoritmo de expansion para el modelo 3.
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Algoritmo: ExpansionM3(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entoneship0 = hiphip0:extend(j); apilar(P; hip0) fop. extendghip0:lose(); apilar(P; hip0) fop. extend + losegsinopara todo e 2 E haerhip0 = hiphip0:add(e; j); apilar(P; hip0) fop. addghip0:lose(); apilar(P; hip0) fop. add + losegpara todo ze 2 E haerhip0 = hiphip0:addZFert(ze; e; j); apilar(P; hip0) fop. addZFertghip0:lose(); apilar(P; hip0) fop. addZFert + losegn paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0) fop. addNullgn sin sin paradevolver: PAlgoritmo 6.2: Algoritmo de expansion para el modelo 3.
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Algoritmo: ExpansionM4(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entonessi j > hip:obtener indie de la palabra origen anterior() entones f(ghip0 = hiphip0:extend(j); apilar(P; hip0) fop. extendghip0:lose(); apilar(P; hip0) fop. extend + losegn sisinopara todo e 2 E haerhip0 = hiphip0:add(e; j); apilar(P; hip0) fop. addghip0:lose(); apilar(P; hip0) fop. add + losegpara todo ze 2 E haerhip0 = hiphip0:addZFert(ze; e; j); apilar(P; hip0) fop. addZFertghip0:lose(); apilar(P; hip0) fop. addZFert + losegn paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0) fop. addNullgn sin sin paradevolver: PAlgoritmo 6.3: Algoritmo de expansion para el modelo 4.
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6.2.4 Estructura de una hipótesis.La estrutura de una hipotesis viene dada por toda aquella informaion quese requiera para:1. Obtener direta o indiretamente la informaion relativa a la soluion delproblema que representa la hipotesis.2. Calular su puntuaion parial asoiada segun lo estableido en las seio-nes anteriores.Lo diho en 1 es obvio, ya que toda hipotesis representa una soluion a undeterminado problema; diha soluion, en el aso que nos oupa, onsistira enun vetor ompuesto por las palabras que traduen la frase de entrada. Comovamos a trabajar en todo momento on hipotesis pariales, tendremos vetoreson traduiones asimismo pariales, que se iran ompletando a medida que seapliquen los distintos operadores sobre la hipotesis.Ahora bien, omo se omenta en la seion 6.2, se neesita un meanismode asignaion de puntuaiones que nos diga uan buena es una determinadahipotesis. Diho meanismo neesitara normalmente mas informaion que unmero vetor de palabras para funionar adeuadamente, y estara basado en elmodelo de traduion elegido.Reordemos que para los modelos estadstios, la puntuaion de una hipotesisviene dado por el produto de dos ontribuiones diferentes: la del modelo dellenguaje, y la del modelo de traduion. Por tanto, sera neesaria ierta antidadde informaion adiional para el alulo de las puntuaiones tal y omo se deaen 2, y diha informaion dependera de los modelos de lenguaje y de traduionque se utilien.
Datos requeridos por el modelo de lenguajePara alular la ontribuion a la puntuaion de una hipotesis debido a unmodelo de n-gramas, se requiere almaenar una historia onsistente en las n  1ultimas palabras a~nadidas al vetor soluion.No obstante, omo diha informaion se halla ontenida en el vetor destino,no son neesarias estruturas de datos adiionales para el modelo de lenguaje.
Datos requeridos por el modelo 3Se requiere la siguiente informaion para alular la puntuaion asoiada auna hipotesis segun el modelo 3: Una variable donde almaenar la puntuaion parial asoiada a la hipotesis. Un vetor de alineamiento aJ1 , de J numeros naturales para reejar omose van alineando las palabras de la frase origen on las de la frase destino,siendo J el numero de palabras o longitud de la frase origen.
152 Capı́tulo 6 Algoritmos de pila Un indiador para indiar si la hipotesis esta abierta o no. Un indiador para indiar si la hipotesis es ompleta o no. Una hipotesises ompleta uando no es abierta y ademas todas las palabras de la fraseorigen han sido alineadas.
Datos requeridos por el modelo 4Las estruturas de datos requeridas por las hipotesis del modelo 4 sonidentias en todo a las del modelo 3 salvo por un detalle relaionado on la formaen que se modelan las extensiones en el modelo 4: si tenemos una hipotesis abier-ta, y la ultima palabra de la frase destino ei fue alineada on la palabra origenfj , entones, posteriores extensiones de ei solo podran haerse on palabras fj0tales que j0 > j. Esta restriion obliga a que se memorie en la hipotesis el valorde j, siendo esa la unia variante introduida por el modelo 4 en la estruturade datos de las hipotesis.
6.3 Taxonomı́a de los algoritmos de pilaEn la la seion 6.2, donde se presento el algoritmo basio de pila, se hiierondos importantes asuniones on respeto a su funionamiento:1. Que las hipotesis se almaenaban en una unia ola de prioridades.2. Que en ada iteraion se esoga una y solo una hipotesis para ser expan-dida. Esa hipotesis era, en onreto, aquella on mayor puntuaion onrespeto al modelo de traduion y de lenguaje esogidos.El algoritmo basio StakDeoding, tambien llamado algoritmoA? [Jelinek 69℄, tal omo ha sido denido presenta una araterstia pooatrativa, onsistente en que, en la mayora de los asos, una hipotesis onmenor numero de palabras alineadas tendra mayor prioridad sobre otra onmas posiiones ubiertas a la hora de realizar la expansion, inluso aunque estaultima ofreza una traduion parial mejor que la de la primera. La razonde esto es simple: ada nuevo operador apliado sobre una hipotesis introdueinvariablemente produtos por numeros entre 0:0 y 1:0 que derementaransigniativamente la puntuaion de la hipotesis, de manera que la puntuaionde una hipotesis puede ser mejor que el de otra debido uniamente a que se hanapliado menor numero de operadores sobre ella.Una posible soluion a este problema pasa por lasiar las hipotesis enmultiples olas, de forma que ada ola se relaiona on ada uno de los posiblessubonjuntos de posiiones de la frase origen que se puedan formar (habra portanto un maximo de 2J olas). En tal aso, el algoritmo de seleion de hipotesisa expandir podra ser distinto al del StakDeoding basio, por ejemplo, podranesogerse, segun se omenta en [Germann et al. 01℄, las N mejores hipotesis
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154 Capı́tulo 6 Algoritmos de piladonde: Q representa una ola, y h representa una hipotesis.Toda ola padre, habra sido previamente ola frontera on lo que tendraasoiado un umbral previo. Este umbral se atualiza ada vez que se extiendeuna hipotesis h de esa ola realizando un alulo onsistente en la puntuaion de hmenos aquellas ontribuiones de h orrespondientes a palabras de f que no estenalineadas en la ola padre, dividido por una onstante. Si el valor resultante de ladiferenia es menor que el umbral previo de la ola padre, entones es sustituidopor el.Otra aproximaionmultipila on umbral es propuesta en [Al-Onaizan et al. 99℄aunque en este aso no se detalla la forma de estableer el umbral.No obstante en la bibliografa pueden enontrarse otras aproximaiones, o-mo en [Germann et al. 01℄ donde se sugiere la posibilidad, bien de extraer lamejor hipotesis de ada pila, o bien un numero no determinado de las mejoreshipotesis a nivel absoluto en toda las estrutura de multiples pilas. Inluso, en[Oh et al. 01℄ se hae un estudio ompleto sobre un algoritmo de una sola pila.A este respeto abe deir que la deienia expresada anteriormente sobre laslimitaiones de los algoritmos de una sola pila, puede ser superada introduiendoel uso de heurstios, que seran tratados en el apartado 6.4.2.A modo de resumen, se da la lasiaion de la gura 6.9, donde guran lastres aproximaiones distintas de los algoritmos basados en pila.Algoritmos basadosen pila 8>>>>><>>>>>: Algoritmo deunia pila o A?Algoritmos demultiples pilas 8><>: Algoritmos multipilaAlgoritmos multipilaon umbralFigura 6.9: Taxonoma de los algoritmos basados en pila.
6.4 Optimizaciones en el proceso de búsqueda.Como veremos en la seion siguiente el oste omputaional de los algoritmosde pila en general es bastante elevado. Por ello paree razonable realizar iertasoptimizaiones sobre distintas faetas del algoritmo iniialmente propuesto enlas seiones anteriores.En los apartados siguientes se inluye tan solo la desripion de dihas op-timizaiones, posponiendo las pruebas sobre el impato real que produen en laeienia del algoritmo a la seion 6.6 (disusion de los algoritmos de pila), enel que se realiza un estudio emprio de eienia y alidad utilizando para ello
6.4 Optimizaciones en el proceso de búsqueda. 155la tarea EuTrans-I. Del mismo modo se omentan los errores de busqueda quepodran darse lugar on ada optimizaion propuesta.Al igual que omentamos en el aptulo anterior, abe matizar que hablaremosde optimizaiones en el sentido de mejorar la eienia de los algoritmos, aunqueello pueda, en la mayora de los asos, oasionar que el algoritmo no puedagarantizar la optimalidad de la soluion.
6.4.1 Reducción de la complejidad del algoritmo
Limitar el número de traducciones de una palabra fEn este aso, al igual que haamos on el algoritmo DPSearh (ver se-ion 5.7), no resulta pratio onsiderar omo posibles traduiones de una pa-labra f todas las palabras de E . Por tanto limitaremos ese numero a las Wmejores traduiones inversas, y al onjunto de ellas le llamaremos W(f).Esta optimizaion es fundamental para mantener bajo ontrol la omplejidaddel algoritmo. Si e es la traduion optima de la frase f , y en ella, la palabradestino ei se alinea on la palabra origen fj , entones sera preiso que ei seenuentre en el onjunto W(fj), de lo ontrario, se puede garantizar que elalineamiento de la frase optima no podra ser alanzado. En denitiva, estaoptimizaion puede dar lugar a errores de busqueda y la soluion a este problemapasa por aumentar el valor de W .
Limitar el número de palabras de fertilidad ceroEl bule de operaiones addZFert() es on diferenia la parte mas ostosa delalgoritmo de expansion. Al igual que en el aso anterior, tampoo es pratioen este aso onsiderar todas las palabras del voabulario E omo palabras defertilidad ero. En la pratia lo que se hae es oger solo aquellas palabrase0 2 E t:q: n(0 j e0) >  donde  es un ierto umbral dado omo parametro, osimplemente jar un numero maximo de palabras, al que llamaremos Z, y alonjunto de esas palabras le llamaremos Z . Juntando esta optimizaion y laanterior, llegamos a una nueva forma del algoritmo de expansion, desrito en elalgoritmo 6.4, muho mas erana a la propuesta en [Berger et al. 96a℄.Un efeto similar al aso anterior ourre on las palabras de fertilidad ero yon el parametro Z. De la misma forma, enontramos alineamientos inalanza-bles on el algoritmo en aso de que falte la palabra on fertilidad ero adeuada.Es deir, esta optimizaion tambien podra provoar errores de busqueda. La so-luion a este problema pasa por aumentar el valor de Z.
Limitación del tamaño de las pilasTanto en un algoritmo A? omo en un algoritmo de multiples pilas, puedeestableerse un tama~no maximo de pila S, de manera que una vez alanzado
156 Capı́tulo 6 Algoritmos de pilaAlgoritmo: ExpansionM3 opt W+Z(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entoneship0 = hiphip0:extend(j); apilar(P; hip0) fop. extendghip0:lose(); apilar(P; hip0) fop. extend + losegsinopara todo e 2 W(fj) haer f(ghip0 = hiphip0:add(e; j); apilar(P; hip0) fop. addghip0:lose(); apilar(P; hip0) fop. add + losegpara todo ze 2 Z haer f(ghip0 = hiphip0:addZFert(ze; e; j); apilar(P; hip0) fop. addZFertghip0:lose(); apilar(P; hip0) fop. addZFert + losegn paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0) fop. addNullgn sin sin paradevolver: PAlgoritmo 6.4: Algoritmo de expansion para el modelo 3 on las optimi-zaiones W y Z. Las diferenias on el algoritmo basio se han marado onel smbolo (.diho tama~no, no se inserte una hipotesis si su puntuaion es menor que elmenor de las puntuaiones de las hipotesis de la/s ola/s.Si no se umpliese esta ondiion, entones la inserion habra de haerse, loque obligara a podar la ultima hipotesis de la ola. A este respeto, es impor-tante resaltar que existe una diferenia ualitativa entre el algoritmo de una solapila y los de multiples pilas en uanto a omo se realiza diha poda: si usamosuna sola pila, las hipotesis almaenadas en la ella ompiten por no ser podadassin tener en uenta el numero de palabras origen que hayan sido alineadas, estotiene el mismo inonveniente que ya se meniono en el apartado 6.3 relativo ala seleion de hipotesis para la expansion, es deir, normalmente se podaranaquellas hipotesis on mayor numero de palabras origen ubiertas. En los al-goritmos de multiples pilas, en ambio, esta situaion no se dara debido a que
6.4 Optimizaciones en el proceso de búsqueda. 157ada pila almaena preisamente aquellas hipotesis que hayan alineado el mismosubonjunto de palabras origen.El prinipal interes de esta optimizaion onsiste en mantener bajo ontrolel oste espaial del algoritmo.Esta optimizaion tambien puede provoar errores de busqueda, debido aque en aso de que una pila hubiese alanzado ese maximo de hipotesis alma-enadas, la inserion de una hipotesis on mejor puntuaion que, al menos, laultima hipotesis de la pila, provoara la eliminaion de esta. Si se produe laanterior situaion y resulta que la hipotesis desartada era la hipotesis destinada(mediante la apliaion de los operadores neesarios) a onvertirse en la hipotesisoptima, entones se produe un error de busqueda. Nuevamente, la soluion aeste problema pasa por aumentar del valor del parametro.
Reducción de la complejidad de addZFert()El bule donde se ejeuta el operador addZFert() es omo ya se ha omen-tado, la parte mas ostosa del algoritmo de expansion. En [Germann et al. 01℄se propone una poda basada en las ontribuiones a la puntuaion del operadoraddZFert() en relaion on las del operador add(). Veamoslo on un ejemplo:Sea w la nueva palabra a a~nadir on la operaion add(w; j) sobre la hipotesisque se esta expandiendo (ei1), y zwk ada una de las posibles palabras de fertili-dad ero. De este modo segun el algoritmo 6.4, al apliar el operador add(w; j) eiterativamente el operador addZFert(zwk; w; j) se generara el siguiente onjuntode hipotesis: e1 e2 : : : ei w+e1 e2 : : : ei we1 e2 : : : ei zw1 w+e1 e2 : : : ei zw1w...e1 e2 : : : ei zwZ w+e1 e2 : : : ei zwZ wLa optimizaion onsiste en apliar la operaion addZFert(zwk; w; j) siemprey uando mejore la puntuaion de la hipotesis parial on respeto al operadoradd(w; j). La ontribuion de ambas operaiones a la puntuaion de la hipotesis,utilizando el modelo 4, sera:add(w; j): p(w j ei 1; ei)20 X=2::max n( j w)1A  t(fj j w)  d=1(j   i j E(ei);F(fj))
158 Capı́tulo 6 Algoritmos de pilaaddZFert(zwk; w; j): p(zwk j ei 1; ei)  p(w j ei; zwk)n(0 j zwk)  20 X=2::max n( j w)1A  t(fj j w)  d=1(j   i j E(ei);F(fj))En negrita hemos marado las partes que diferenian ambas ontribuio-nes, on lo que la optimizaion propuesta onsiste en apliar la operaionaddZFert(zwk; w; j), si:p(w j ei 1; ei) < p(zwk j ei 1; ei)  p(w j ei; zwk)  n(0 j zwk) :Cabe matizar que: Esta optimizaion es valida uniamente si se utiliza el modelo 4 omomodelo de traduion, puesto que se umple que i es identio en ambosoperadores, ya que tras apliar el operador addZFert(), se garantiza queei 1 tiene fertilidad ero, por lo que no es tenido en uenta para el alulode i. Ademas, preisamente por la manera en que se dene i (la posiionde la primera palabra de fertilidad mayor que 1 a la izquierda de ei) vemosque las operaiones addZFert() as realizadas no produen ningun ambioen las subsiguientes distorsiones. En el algoritmo 6.5 podemos ver omoqueda la expansion para el modelo 4 usando la simpliaion. Una vezmas hemos marado on (() las diferenias, on respeto al algoritmo 6.4en este aso. Esta optimizaion se onvierte en un heurstio si se usan trigramas parael modelo de lenguaje, o en general, si se usan n-gramas on n  3, omosera detallado a ontinuaion. Para el modelo 3, la simpliaion solo puede utilizarse omo un heurstio,debido a que todas las distorsiones siguientes a la operaion addZFert()resultan afetadas, es deir la ontribuion de ambas operaiones a la pun-tuaion de la hipotesis en este aso sera:add(w; j): p(w j ei 1; ei)20 X=2::max n( j w)1A  t(fj j w)  d(j j i+ 1; J)addZFert(zwk ; w; j): p(zwk j ei 1; ei)  p(w j ei; zwk)n(0 j zwk)  20 X=2::max n( j w)1A  t(fj j w)  d(j j i+ 2; J)
6.4 Optimizaciones en el proceso de búsqueda. 159En denitiva, la optimizaion de la operaion addZFert() propuesta parael modelo 4, se onvierte en un mero heurstio para el modelo 3, a no ser quese use on un modelo de lenguaje de bigramas. En el ejemplo de la gura 6.11se muestra el resultado de usar esta optimizaion tomando en onsideraion unmodelo de lenguaje de trigramas y el modelo 4 omo modelo de traduion.Sin embargo, la hipotesis optima, ver la gura 6.10, poda ser alanzada on elmismo tradutor sin usar la optimizaion. Veamos on un poo mas de detalleque esta ourriendo.
nos marchamos el miercoles veinte .
NULL we are leaving on wednesday the twenty .
PSfrag replaementsTransfereniaDiretaInterlinguaAnalisisGeneraionLenguaje fuenteLenguaje destinoTradutoresexpertosCorpus deentrenamientoEntrenamientoFuentes deonoimientoPreproesoRegla dedeisionEntradaPostproesoTraduionTransformaionBusqueda globalModelo de traduionModelo de lenguajeModelo de alineamientoDiionario estoasti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ion erronea debido a optimizaion de addZFert().El problema on la optimizaion reside, omo podemos imaginar, en quese deide erroneamente no efetuar una operaion addZFert() (onretamenteaddZFert(we; are; 1)). Habra oasiones en que addZFert() no aporte una me-jora on respeto a la operaion add() en los terminos que se estableieron enel apartado 6.4 on lo que sera desartado, sin embargo, en ualquier operaionsubsiguiente que a~nada una palabra destino se alulara una nueva ontribuiondel modelo de lenguaje. Si se usan trigramas omo modelo de lenguaje, la histo-ria de la frase tendra en uenta las dos ultimas palabras a~nadidas, digamos u y vomo la penultima y ultima palabra introduida respetivamente, sin embargo,u podra haber sido la palabra de fertilidad ero desartada por la optimizaiony produir una drastia mejora en la ontribuion del modelo de lenguaje, omode heho ourre en el aso de la gura. No obstante, diha operaion nuna sellego a efetuar. Lo que ourre en la gura 6.11 se puede expresar formalmente:p(we j $; $) (are j $;we)  n(0 j we) < p(are j $; $)p(leaving j we; are) p(leaving j $; are)
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Algoritmo: ExpansionM4 opt W+Z+ZE(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entonessi j > hip:obtener indie de la palabra origen anterior() entoneship0 = hiphip0:extend(j); apilar(P; hip0) fop. extendghip0:lose(); apilar(P; hip0) fop. extend + losegn sisinopara todo e 2 W(fj) haerhip0 = hipModLenP = p(e j hip0:lm hist())f(ghip0:add(e; j); apilar(P; hip0) fop. addghip0:lose(); apilar(P; hip0) fop. add + losegpara todo ze 2 Z haerhip0 = hipsi ModLenP < puntuaion(hip0:addZFert(ze; e; j)) entones f(ghip0:addZFert(ze; e; j); apilar(P; hip0) fop. addZFertghip0:lose(); apilar(P; hip0) fop. addZFert + losegn sin paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0) fop. addNullgn sin sin paradevolver: PAlgoritmo 6.5: Algoritmo de expansion para el modelo 4 on las optimi-zaiones W , Z y addZFert().
6.4 Optimizaciones en el proceso de búsqueda. 161Una forma de soluionar esto para los trigramas, onsiste en modiar el algo-ritmo de expansion para que la veriaion sobre si se debe apliar addZFert()se posponga al momento en que se a~nade la siguiente palabra a la frase destino.Diha optimizaion no produe ningun error de busqueda, sin embargo, esta lejosde ser tan efetiva en terminos de eienia omo la optimizaion iniial.En el algoritmo 6.6 podemos ver omo queda la expansion en este aso parael modelo 3. La funion se puede desartar addZFert() veria, siguiendo onel ejemplo anterior, que:p(we j $; $)p(are j $;we)n(0;we)p(leaving j we; are) < p(are j $; $)p(leaving j $; are)para el aso onreto del ejemplo de la gura 6.11.
Limitación del máximo de palabras a alinear por expansión.Una nueva simpliaion, tambien propuesta en [Berger et al. 96a℄, onsisteen limitar el numero maximo de posiiones j aun no alineadas en ada expansiona un valor determinado, que denotaremos on A. Esto tendra su orrespondientereejo en el proeso de expansion. En el algoritmo 6.7, se desribe omo afetaraesta optimizaion al algoritmo de expansion para el modelo 3. Por laridad, seinluye esta optimizaion al algoritmo 6.4(ExpansionM3 opt W+Z), marandouna vez mas las diferenias on respeto a el.El parametro A establee el numero maximo de palabras de la frase origen,empezando por la primera(f1), que se alinean en ada expansion. Esto tieneomo resultado un menor numero de hipotesis generadas, y tambien, un menornumero de olas que omo maximo se pueden obtener. Esta ultima araterstiasupone una reduion bastante importante del espaio de busqueda. Suponga-mos que queremos traduir la frase f de 10 palabras y jamos el valor de Aa 4. Si partimos de la hipotesis vaa y la sometemos a nuestro algoritmo deexpansion, los subonjuntos de palabras origen alineadas resultantes, que repre-sentaremos omo un numero binario en el que un 1 india que la palabra estaubierta, seran:f1 f2 f3 f4 f5 f6 f7 f8 f9 f101 0 0 0 0 0 0 0 0 00 1 0 0 0 0 0 0 0 00 0 1 0 0 0 0 0 0 00 0 0 1 0 0 0 0 0 0Despues de expandir la hipotesis vaa, ualquier otra hipotesis tendra un 1 enalguna de las 4 primeras posiiones, por lo que es imposible de esta maneragenerar hipotesis tales que la primera palabra origen alineada no este entre lasuatro primeras palabras de f . En otras palabras, no pueden alanzarse 26
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Algoritmo: ExpansionM3 opt W+Z+ZE(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entoneship0 = hiphip0:extend(j); apilar(P; hip0) fop. extendghip0:lose(); apilar(P; hip0) fop. extend + losegsinopara todo e 2 W(fj) haerhip0 = hiphip0:add(e; j); apilar(P; hip0) fop. addghip0:lose(); apilar(P; hip0) fop. add + losegpara todo ze 2 Z haerhip0 = hipsi not(hip0:ultima op fue addZFert())or(hip0:ultima op fue addZFert()andnot(hip0:se puede desartar addZFert()) entones f(ghip0:addZFert(ze; e; j); apilar(P; hip0) fop. addZFertghip0:lose(); apilar(P; hip0) fop. addZFert + losegn sin paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0) fop. addNullgn sin sin paradevolver: PAlgoritmo 6.6: Algoritmo de expansion para el modelo 3 optimizado parala operaion addZFert().
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Algoritmo: ExpansionM3 opt W+Z+A(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi j < j +A entones f(gA = A  1f(gsi hip.es abierta() entoneship0 = hiphip0:extend(j); apilar(P; hip0) fop. extendghip0:lose(); apilar(P; hip0) fop. extend + losegsinopara todo e 2 W(fj) haerhip0 = hiphip0:add(e; j); apilar(P; hip0) fop. addghip0:lose(); apilar(P; hip0) fop. add + losegpara todo ze 2 Z haerhip0 = hiphip0:addZFert(ze; e; j); apilar(P; hip0) fop. addZFertghip0:lose(); apilar(P; hip0) fop. addZFert + losegn paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0) fop. addNullgn sin sin sin paradevolver: PAlgoritmo 6.7: Algoritmo de expansion para el modelo 3 on la optimiza-ion A.
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olas. Esto es obviamente una importante fuente de errores de busqueda, omopor ejemplo en la frase de la gura 6.12.
por favor , ¿ pueden despertarnos a las ocho ?
NULL can you wake us up at eight , please ?
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Precálculo de las sumas de fertilidadComo vimos en el apartado sobre la deniion de los operadores, en aquellosasos en que una hipotesis queda abierta, se a~nade el fator Pmax=k n( j e)a la puntuaion (siendo k la fertilidad de la ultima palabra a~nadida mas 1),debido a que todava no se onoe la fertilidad que nalmente tendra la ultimapalabra introduida. La optimizaion aqu propuesta onsiste en prealularm(k j e) = Pmax=k n( j e) antes de omenzar el proeso de traduion. Estaoptimizaion, evidentemente, no afetara a los errores de busqueda del algoritmo.
6.4.2 Reducción del espacio de búsquedaComo todos los algoritmo basados en la tenia de ramiaion y poda, losalgoritmos de pila son algoritmos de busqueda exhaustiva. A ontinuaion ve-remos un par de tenias que evitan la exploraion de algunos onjuntos dehipotesis, utilizando dos tipos de poda, la reombinaion de hipotesis equivalen-tes y la utilizaion de heurstios para estimar el resto del oste de expansion delas hipotesis.
Recombinación de hipótesisUna optimizaion de gran efetividad onsiste en la reombinaion dehipotesis. Si tenemos dos hipotesis que no pueden distinguirse a traves de susestados del modelo de lenguaje y del modelo de traduion, entones podemosquedarnos on aquella que tenga una mayor puntuaion. Para poder llevar aabo la reombinaion sera neesario por tanto, determinar orretamente queinformaion de la estrutura de datos de la hipotesis determina su estado, tan-to para el modelo de traduion omo para el modelo de lenguaje. El estadoorrespondiente al modelo de traduion depende de:
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onjunto de las posiiones de la frase origen que han sido alineadas. Lodenotaremos mediante C. El valor del indiador que india si la hipotesis es ompleta. El valor del indiador que india si la hipotesis es abierta. El numero de palabras origen alineadas on la palabra vaa (antidad depalabras espurias). La posiion de la ultima palabra origen alineada (solo para los modelos 4y 5).En uanto al estado del modelo de lenguaje, viene dado por las n 1 ultimaspalabras a~nadidas a la estrutura destino, para un modelo de n-gramas.La reombinaion permite reduir el numero de hipotesis que se generan enun fator de 4, lo que (omo veremos en los experimentos realizados) redundaraen una sustanial ganania en el tiempo de ejeuion.
Uso de heurı́sticos en el proceso de búsqueda.Hasta ahora hemos asumido que la funion que asigna la puntuaion a unahipotesis se basa uniamente en las palabras origen que diha hipotesis ha ali-neado. A diha funion le llamaremos Q(n), donde n representa a la hipotesis.No obstante, sera de interes tener una medida del oste que tiene alinear el restode palabras. Dado que no es posible onoer exatamente diho oste, se reurreal uso de de heurstios, que representaremos on h(n). Nuestro meanismo deasignaion de la puntuaion quedara entones omo Q(n) + h(n).h(n) presenta la siguiente forma:HX(n) = Yj 62C(n) hX(j) ; (6.3)donde: X representa el identiador que se da al heurstio. n es la hipotesis a la que se aplia H . C(n) representa aquellas palabras de la frase origen que se han alineado.El uso de heurstios permite paliar el problema que se menionaba en elapartado 6.3, relaionado on la seleion de la hipotesis a expandir, dado que lashipotesis on menor numero de palabras ubiertas ven penalizada su puntuaionon la estimaion del oste de alinear el resto de posiiones que hae el heurstio.De la misma manera, el problema de la poda de hipotesis para el algoritmo deuna unia pila tambien se ve reduido.
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Heurı́sticos admisibles y heurı́sticos empı́ricos. Se die que un heurstio esadmisible [Oh et al. 01℄ si nuna subestima el oste de ompletar una hipotesisualquiera.Un heurstio emprio [Oh et al. 01℄ sera aquel que se basa en informaiongenerada en el proeso de traduion de una frase usando un heurstio admisible.Para ello, se realiza la busqueda normalmente; si la busqueda fraasa (se hablaaqu de fraaso omo exeder un maximo de hipotesis almaenadas en la pila),entones el algoritmo se reiniia usando la informaion que se reopilo en laprimera pasada de traduion para alular un heurstio.A ontinuaion se detallan los heurstios que hemos utilizado.
El heurı́stico admisible T . La forma mas senilla de implementar unheurstio es basandose uniamente en informaion del modelo lexio, tal fun-ion, denotada aqu on hT (j) tendra la siguiente forma:hT (j) = maxe ft(fj j e)g (6.4)
El heurı́stico admisible TF . La funion anterior puede ser renada intro-duiendo informaion sobre la probabilidad de las fertilidades de las palabrasdestino: hTF (j) = max maxe6=e0;nt(fj j e) pn( j e)o ; t(f j e0) (6.5)Para la introduion de palabras espurias no se onsidera el parametro de ferti-lidad. Cuando la fertilidad i de una palabra destino ei sea mayor que uno, sealula la raz i-esima, lo que evita que onsideremos i vees su fertilidad.
El heurı́stico admisible TFL. Por ultimo, puede tenerse en uenta en elalulo del heurstio la probabilidad del modelo de lenguaje. Para ello, seonsidera que, para ada palabra destino e a introduir existe una probabilidadoptima p̂(e) del modelo del lenguaje, denida omo:p̂(e) = maxu;v fp(e j u; v)g (6.6)Esta funion puede inorporarse a nuestro heurstio anterior del siguiente modo:hTFL(j) = max maxe6=e0;nt(fj j e) pn( j e)  p̂(e)o ; t(f j e0) (6.7)El oste del alulo de este heurstio hae indispensable que se prealule antesde iniiar el proeso de traduion.
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Integración del heurı́stico en los algoritmos de pila. El heurstio ha de a~nadir-se a la puntuaion de la hipotesis durante el proeso de expansion, inmediata-mente despues de apliarle un operador. En el algoritmo 6.8 se muestra omoqueda la expansion para el modelo 3 usando heurstios. En este algoritmo, he-mos utilizado la funion a~nadirHeur(H,hip) para a~nadir el valor del heurstioH a la hipotesis hip.Por otro lado, habra que sustraer el heurstio ada vez que se extrae unahipotesis de la ola para la expansion. De esta manera nos aseguramos quelos heurstios se aplian siempre sobre valores reales de la puntuaion de unahipotesis.La tarea de a~nadir y sustraer heurstios, tal y omo estan denidos, esbastante senilla, ya que la funion que los alula solo depende del onjunto depalabras origen que todava no han sido alineadas. Por ejemplo, en un algoritmoon multiples pilas, siempre se a~nade el mismo heurstio a todas la hipotesisque se van a almaenar en una misma ola.
Fuerza predictiva de un heurı́stico Para evaluar la fuerza de un heurstio enel ambito de la traduion automatia estadstia, se propone [Oh et al. 01℄omparar la puntuaion asignada a la hipotesis vaa mediante el heurstio, onla puntuaion de la hipotesis optima segun el modelo que se este onsiderando.Una funion heurstia sera mejor uanto menor sea la diferenia entre ambosvalores.
Errores de búsqueda relacionados con el uso de heurı́sticos. Los unios erro-res de busqueda debidos al uso de heurstios apareen al usar heurstiosemprios, ya que estos no garantizan que nuna se subestime la puntuaionde una hipotesis ualquiera, a diferenia de los heurstios admisibles. Por estemotivo, en este estudio solo utilizaremos heurstios admisibles.
6.4.3 Errores de búsqueda inherentes al algoritmo.Llamamos error de busqueda inherente al algoritmo a aquellos errores debusqueda que se produen debido a las araterstias fundamentales del algo-ritmo que se usa para haer la traduion.Supongamos que estamos tratando de traduir al ingles la frase despiérteme
mañana a las dos ., de la tarea EuTrans-I.La traduion optima de diha frase tiene el alineamiento dado en la gu-ra 6.13. Observese que la frase destino tiene dos palabras de fertilidad eroseguidas (me y up), sin embargo, no existe ninguna operaion, entre todas lasque se han denido, que pueda insertar dos palabras de fertilidad ero de mane-ra onseutiva, ni tampoo ombinaion alguna de operaiones que nos permitaonseguirlo. Este es un ejemplo de error inherente al algoritmo, ya que resolverlonos obliga a ambiar la forma en que trabaja. Otro tipo de error inherente al
168 Capı́tulo 6 Algoritmos de pilaAlgoritmo: ExpansionM3 opt W+Z+H(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entoneship0 = hiphip0:extend(j); a~nadirHeur(H;hip0); apilar(P; hip0)hip0:lose(); a~nadirHeur(H;hip0); apilar(P; hip0)sinopara todo e 2 W(fj) haerhip0 = hiphip0:add(e; j); a~nadirHeur(H;hip0); apilar(P; hip0)hip0:lose(); a~nadirHeur(H;hip0); apilar(P; hip0)para todo ze 2 Z haerhip0 = hiphip0:addZFert(ze; e; j); a~nadirHeur(H;hip0); apilar(P; hip0)hip0:lose(); a~nadirHeur(H;hip0); apilar(P; hip0)n parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0)n sin paran sin paradevolver: PAlgoritmo 6.8: Algoritmo de expansion para el modelo 3 utilizandoheurstios.algoritmo onsiste uando una frase termina on una palabra de fertilidad ero,onstruion que tampoo se puede lograr on los operadores denidos.De auerdo a la experimentaion llevada a abo hemos observado que laproporion de errores inherentes al algoritmo es bastante grande (p.e. en tornoal 20% de las frases que se usaron para testear los algoritmos ontenan dos o
NULL wake me up tomorrow at two .
despierteme mañana a las dos .
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6.5 Complejidad computacional 169mas palabras de fertilidad ero onseutivas para la tarea EuTrans-I), lo ualnos lleva a proponer alguna soluion a este problema.En onreto se proponen dos soluiones diferentes:1. Introduir la operaion reverseAddZFert(e; j) que viene a omplemen-tar a la operaion addZFert(ze; e; j), la unia diferenia entre ambas esque reverseAddZFert() introdue en primer lugar la palabra de fertilidadmayor que ero e, y a ontinuaion ze. Juntas permiten obtener el alinea-miento optimo para frases que introduzan un maximo de dos palabras defertilidad ero onseutivas. Ademas, reverseAddZFert() permite aabaruna frase on una palabra de fertilidad ero.2. Introduir la operaion add2ZFert(ze1; ze2; e; j), que a~nade diretamentedos palabras de fertilidad ero. Esta aproximaion tambien es util parasoluionar los errores inherentes uando apareen dos palabras de fertilidadero seguidas en el alineamiento.Como puede apreiarse, las soluiones anteriores no son generales, ya quepodra darse el aso de que apareieran en una misma frase mas de dos palabrasde fertilidad ero onseutivas, no obstante, la pratia nos ha demostrado queesta situaion es poo freuente, al menos para la traduion del espa~nol alingles. Por otro lado, un intento de resolver esta situaion en general pasarapor introduir una serie de operaiones addNZFert, aunque ello onllevara ainrementar sustanialmente el oste del algoritmo, dado que dihas operaionesson las mas ostosas dentro del proeso de expansion on muha diferenia.En uanto a las ventajas e inonvenientes de esoger un operador u otro,advertir que la optimizaion sobre addZFert() omentada en el apartado 6.4.1no es apliable a la operaion reverseAddZFert(), pero si a add2ZFert(). Porotra parte la inlusion de la operaion add2ZFert() nos obliga a introduir unnuevo bule anidado en el algoritmo de expansion. En el algoritmo 6.9 podemosver omo queda la expansion si se usa reverseAddZFert() y en el algoritmo 6.10se muestra la expansion en aso de usar add2ZFert(), ambos para el modelo 3.Una vez mas, y por laridad, hemos marado on el smbolo ( las difereniason respeto al algoritmo 6.4(ExpansionM3 opt W+Z),En vista de los resultados experimentales es preferible utilizar la aproxima-ion on add2ZFert(), porque graias a la simpliaion son muy poas lasvees que el operador llega a apliarse, y sin embargo se onsigue alanzar lasoluion optima.Que sepamos, los dos anteriores son los unios tipos de errores inherentes alalgoritmo que existen para los algoritmos de pila que hemos denido.
6.5 Complejidad computacionalA ontinuaion haremos un estudio sobre la omplejidad por iteraion de adauno de los algoritmos de pila, teniendo y sin tener en uenta las optimizaiones
170 Capı́tulo 6 Algoritmos de pilaAlgoritmo: ExpansionM3 opt W+Z+rZE(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entoneship0 = hiphip0:extend(j); apilar(P; hip0)hip0:lose(); apilar(P; hip0)sinopara todo e 2 W(fj) haerhip0 = hiphip0:add(e; j); apilar(P; hip0)hip0:lose(); apilar(P; hip0)para todo ze 2 Z haerhip0 = hiphip0:addZFert(ze; e; j); apilar(P; hip0)hip0:lose(); apilar(P; hip0)hip0 = hiphip0:reverseAddZFert(ze2; ze; e; j); apilar(P; hip0) f(ghip0:lose(); apilar(P; hip0) f(gn paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0)n sin sin paradevolver: PAlgoritmo 6.9: Algoritmo de expansion para el modelo 3 on la operaionreverseAddZFert().omentadas en la seion anterior. El tama~no del problema se da en funion dela longitud en numero de palabras de la frase a traduir, y se representa on laletra J .La tabla 6.1 muestra la omplejidad para los algoritmos sin optimizaiones,donde N es el numero de hipotesis a expandir en el algoritmo multiples pilas, yf() es la funion que alula el umbral para una pila. Ademas, on respeto alos algoritmos on multiples pilas abe matizar que: Para el algoritmo sin umbral se ha supuesto que se esogen las N mejoreshipotesis de todas las olas, lo que exige reorrer N vees la ima de adauna de las olas.
6.5 Complejidad computacional 171Algoritmo: ExpansionM3 opt W+Z+2ZE(hip)entrada: Pila : P; fJ1salida: Ppara todo j 62 C(hip) haersi hip.es abierta() entoneship0 = hiphip0:extend(j); apilar(P; hip0)hip0:lose(); apilar(P; hip0)sinopara todo e 2 W(fj) haerhip0 = hiphip0:add(e; j); apilar(P; hip0)hip0:lose(); apilar(P; hip0)para todo ze 2 Z haerhip0 = hiphip0:addZFert(ze; e; j); apilar(P; hip0)hip0:lose(); apilar(P; hip0)para todo ze2 2 Z haer f(ghip0 = hipf(ghip0:add2ZFert(ze2; ze; e; j); apilar(P; hip0) f(ghip0:lose(); apilar(P; hip0)f(gn paran paran parasi hip:0 < J=2 entones fConetar j on NULLghip0 = hiphip0:addNull(j); apilar(P; hip0)n sin sin paradevolver: PAlgoritmo 6.10: Algoritmo de expansion para el modelo 3 on la operaionadd2ZFert(). Para el algoritmo on umbral, se reorren todas las olas una unia vez,siendo neesario ejeutar una funion que nos realule su umbral asoiado.Podemos adelantar a la vista de las expresiones de la omplejidad, que losalgoritmos de multiples pilas no tienen ningun interes a priori en omparaionon el algoritmo de una unia pila para valores de J grandes (asintotiamentehablando). El termino exponenial que aparee se debe a que, para el aso peor,tendremos 2J olas ativas al iniio de una iteraion. En ualquier aso, hayque deir que en la pratia, el tama~no del problema estara muy limitado, ya
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ontrario obtendramos unos tiempos de traduion altsimos. Porejemplo en [Germann et al. 01℄ se da un tiempo de traduion medio para frasesde longitud 15 superior a 30 minutos. Esto nos hae estableer una ota superiorpara J por debajo de esa ifra.Un gran problema de todos los algoritmos es el termino logartmio referido aloste de insertar hipotesis en la/s pila/s (el logaritmo se debe a la presunion deque las pilas se implementan internamente omo arboles binarios de busqueda).La x es el tama~no de la pila, valor que, de no usar optimizaiones no estaraaotado. Este termino nos llama espeialmente la atenion sobre la neesidadde limitar el tama~no de las pilas. Complejidad por iteraionAlgoritmo de pila J j E j2 2 log(x)Algoritmo multi pila N2J + J j E j2 2 log(x)Algoritmo multi pila on umbral 2Jf() + J j E j2 2 log(x)Tabla 6.1: Complejidad de los algoritmos de pila sin optimizaiones.Por su parte, la tabla 6.2 muestra omo queda la omplejidad de los algo-ritmos uando se introduen las optimizaiones propuestas. A ontinuaion sereuerda el signiado de los smbolos:A : Maximo numero de palabras a alinear.W : Maximo numero de traduiones inversas.Z : Maximo numero de palabras de fertilidad ero.S : Maximo tama~no de la/s pila/s.Cabe haer una matizaion on respeto a la restriion del maximo numerode palabras a alinear, ya que en ese aso se limita la antidad de pilas quepueden generarse. Por tanto, la omplejidad de los algoritmos de multiples pilases en realidad inferior a 2J . Observese que la omplejidad es onstante para elalgoritmo de una unia pila, sin embargo, es de gran importania advertir queel tama~no maximo de la pila S debera ser muho mayor en el algoritmo de unaunia pila que en los de multiples pilas, o de lo ontrario estaremos expuestos aometer un numero muho mayor de errores de busqueda. Esto eleva el oste deada inserion en los algoritmos de una sola pila.Graias al estableimiento del parametro S la omplejidad temporal y espa-ial del algoritmo se mantienen bajo ontrol.No queda lara sin embargo, la inuenia del tama~no del problema en elnumero de iteraiones que se realizan, aunque la relaion es estreha, segun seapreia en los experimentos realizados.
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ionAlgoritmo de pila AWZ  2 log(S)Algoritmo multi pila N2J +AWZ  2 log(S)Algoritmo multi pila on umbral 2Jf() +AWZ  2 log(S)Tabla 6.2: Complejidad de los algoritmos de pila on optimizaiones.
6.6 Discusión de los algoritmos de pilaEn esta seion vamos a disutir las ualidades de los algoritmos de pila expe-rimentalmente. Para ello llevaremos a abo una serie de experimentos utilizandoel mismo orpus de test que para el resto de algoritmos de busqueda (ver se-ion 5.8, tabla 5.1,pagina 127), de la tarea EuTrans-I , on la unia nalidadde poder realizar una omparaion entre ellos objetivamente. Del mismo modoel estudio se realizara siguiendo las mismas etapas, en onreto:1. Estableer un algoritmo sobre el que se realizaran las pruebas.2. Haer un reorrido por las distintas optimizaiones planteadas, experimen-tando sobre su efeto en la eienia y la tasa de aiertos del algoritmo.En onreto se haran diversas pruebas on los valores del parametro A,el valor de N para el algoritmo de multiples pilas sin umbral, el numeromaximo de traduiones inversas W , etetera.3. En terer lugar, y usando el algoritmo iniial, haremos una omparativasobre la inuenia que tienen en la eienia, el algoritmo que se esoja, elmodelo de traduion, el heurstio y el tama~no de frase.Al igual que en el aptulo anterior, los modelos de traduion se han en-trenado on el onjunto de entrenamiento mostrado en la tabla 2.2, es deirun orpus de 10,000 pares de frases, utilizando el esquema de entrenamiento1525354555. Los modelos de lenguaje utilizados tambien han sido los mismosque los utilizados para los algoritmos basados en programaion dinamia, es de-ir, trigramas suavizados on la tenia de desuento Good Turing. Del mismomodo, omo resultado de este estudio, esogeremos un tradutor optimo on elque obtendremos mas resultados en la seion siguiente.En las tablas relativas a los experimentos que expondremos a ontinuaionse inluye: El tiempo medio de ejeuion en segundos (ses) por frase. El modelo de error, es deir: porentaje errores de busqueda (Err-Busq), porentaje errores del modelo (ErrModel) y porentaje de aier-tos (Aiertos). Las tasas de error (WER y PER), en tanto por iento de error.
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6.6.1 Establecimiento de los parámetros de los algoritmos de
pilaVamos a jar por defeto (y en base a experimentaiones preliminares) lasaraterstias basias del tradutor de la siguiente manera:- Algoritmo elegido: A?- Modelo de traduion utilizado: modelo 4- Parametros: A = 5, N = 10, S = 100000, W = 12 y Z = 24- Heurstio utilizado: TFL- Reombinaion: S- Optimizaion de addZFert: S, on optimizaion pospuesta- Uso de add2ZFert: S, on optimizaion heurstia
Influencia de número máximo de palabras a alinear por expansión (parámetroA) En la tabla 6.3 podemos ver la inuenia del parametro A on respeto ala eienia y aiertos en la traduion. Como era de esperar a medida queaumenta el valor A el numero de errores de busqueda disminuye y por tantomejora la alidad de la traduion. Por ontra, a medida que aumenta el valordel parametro tambien aumenta el tiempo medio de traduion por frase.A segs ErrBusq ErrModel Aiertos WER PER1 0.78 80.94 11.37 7.69 26.02 22.612 3.23 44.15 30.43 25.42 17.33 15.113 8.37 32.78 35.79 31.44 16.15 14.214 11.69 20.74 42.81 36.45 12.47 11.295 17.32 19.06 42.81 38.13 12.16 11.056 22.72 17.73 42.81 39.46 11.50 10.807 26.71 17.73 42.81 39.46 11.57 10.878 28.48 17.73 42.81 39.46 11.57 10.879 28.59 17.73 42.81 39.46 11.57 10.87Tabla 6.3: Inuenia del numero maximo de palabras a alinear por expan-sion (parametro A).Como podemos ver en la tabla de resultados, los resultados no mejoran apartir de A = 6, mientras que el tiempo requerido s. De este modo elegir unvalor de A = 6 paree mas que suiente. De estos resultados podemos deduir
6.6 Discusi ón de los algoritmos de pila 175que, al menos en las frases de test utilizadas, no ha habido alineamientos entrepalabras on mas de 6 posiiones de diferenia.
Influencia del número de traducciones inversas (parámetro W )El parametro W esta, omo puede apreiarse en la tabla 6.4, ntimamenteligado a la alidad de la traduion y a la eienia. Podemos ver que paravalores superiores a W = 30 no mejoran los resultados y si aumenta el tiempode ejeuion. Por tanto, podemos deir que un valor de W = 20 sera aeptable.W segs ErrBusq ErrModel Aiertos WER PER5 11.18 25.75 39.46 34.78 13.37 12.2610 14.36 19.06 42.81 38.13 12.19 11.0815 20.55 18.73 43.14 38.13 12.12 11.0120 26.72 18.06 43.14 38.80 11.84 10.7325 29.58 17.39 43.14 39.46 11.91 10.8030 32.79 17.06 43.14 39.80 11.84 10.7335 36.38 17.06 43.14 39.80 11.88 10.7740 39.53 17.06 43.14 39.80 11.88 10.7745 43.02 17.06 43.14 39.80 11.88 10.7750 45.38 16.39 43.81 39.80 11.88 10.77Tabla 6.4: Inuenia del numero de traduiones inversas para una palabraorigen dada (parametro W ).
Influencia del número de palabras de fertilidad cero (parámetro Z)El parametro Z establee el numero maximo de traduiones de palabras defertilidad ero que se onsideran al ejeutar el bule de operaiones addZFert, espor tanto un parametro vital del algoritmo debido a su inuenia en la alidadde la traduion y en la eienia. En la tabla 6.5 se muestran pruebas ondistintos valores de este parametro. Como puede apreiarse, este parametrotiene un impato todava mayor en la eienia y en los aiertos que W .A la vista de los resultados, podemos ver que para valores superiores a Z = 30las mejoras son pratiamente despreiables, y si aumenta el tiempo de ejeuionde forma apreiable. Por tanto, podemos deir que un valor de Z = 30 seraidoneo.
176 Capı́tulo 6 Algoritmos de pilaZ segs ErrBusq ErrModel Aiertos WER PER5 3.46 55.52 26.76 17.73 18.62 17.4010 5.66 41.14 32.44 26.42 15.80 14.6915 9.67 35.45 35.45 29.10 14.90 13.6220 14.77 31.44 37.79 30.77 13.72 12.5025 18.99 18.39 43.48 38.13 12.02 10.9130 24.07 13.71 45.48 40.80 11.64 10.5635 28.17 13.71 45.48 40.80 11.64 10.5640 32.79 13.71 45.48 40.80 11.64 10.5645 40.13 13.04 45.82 41.14 11.57 10.4950 45.04 13.04 45.82 41.14 11.57 10.49Tabla 6.5: Inuenia del numero de palabras de fertilidad ero onsideradas(parametro Z).
Influencia del tamaño de las pilas (parámetro S)Este parametro limita el numero maximo de hipotesis que puede almaenarla pila. Como podemos ver en la tabla 6.6 tambien afeta de forma direta a laalidad y eienia de la traduion.S segs ErrBusq ErrModel Aiertos WER PER1 0.33 80.94 9.03 10.03 41.96 26.645 1.01 60.54 22.74 16.72 32.06 24.7710 1.30 51.17 28.09 20.74 27.06 20.0450 3.18 29.10 37.12 33.78 17.09 14.28100 4.60 23.75 40.13 36.12 15.11 12.75500 8.98 20.07 42.14 37.79 12.82 11.50700 9.53 19.06 42.81 38.13 12.19 11.051000 10.20 19.06 42.81 38.13 12.19 11.055000 12.92 19.06 42.81 38.13 12.16 11.0510000 14.04 19.06 42.81 38.13 12.16 11.05Tabla 6.6: Inuenia del tama~no de las pilas (parametro S).Podemos ver que valores superiores a S = 700 no mejoran los resultados y siaumenta ligeramente el tiempo de ejeuion, on lo que podemos deir que esesera un valor razonable.
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Influencia del número de hipótesis a expandir (parámetro N )En la tabla 6.7 podemos ver el impato del parametro N en la eienia.Dada la naturaleza de este parametro, la tasa de aiertos no resulta afetada(reordemos que se trata del numero de hipotesis que se expanden en ada ite-raion, lo ual solo tiene sentido para algoritmos de multiples pilas sin umbral).N segs ErrBusq ErrModel Aiertos WER PER10 16.09 19.06 42.81 38.13 12.16 11.0520 16.19 19.06 42.81 38.13 12.16 11.0530 16.56 19.06 42.81 38.13 12.16 11.0540 17.15 19.06 42.81 38.13 12.16 11.0550 17.79 19.06 42.81 38.13 12.16 11.0560 18.37 19.06 42.81 38.13 12.16 11.0570 19.09 19.06 42.81 38.13 12.16 11.0580 19.80 19.06 42.81 38.13 12.16 11.0590 20.72 19.06 42.81 38.13 12.16 11.05100 21.55 19.06 42.81 38.13 12.16 11.05Tabla 6.7: Inuenia del numero de hipotesis a expandir por iteraion(parametro N).Podemos ver que existe un ligero aumento del oste por frase al aumentar elvalor de N . Esto es debido a que hemos utilizado heurstios en la busqueda. Sino hubieramos utilizado heurstios las diferenias en los tiempos de ejeuionseran despreiables, pues en este aso, ada vez que se expande una hipotesis, elresultado de la expansion produira una serie de hipotesis uya puntuaion serapeor que el de las N primeras hipotesis que se seleionaron para la expansion,ya que las nuevas hipotesis tienen seguramente mas palabras origen ubiertas, demanera que el algoritmo estara funionando exatamente igual que si N fueraigual a 1.
Pruebas relacionadas con la operación addZFert()En la tabla 6.8 se muestran los resultados de traduion para distintas prue-bas realizadas on la operaion addZFert(). En ella se muestran los resulta-dos sin realizar optimizaion alguna a la operaion, utilizando la optimizaionheurstia y la optimizaion pospuesta no heurstia.Obviamente, al no usar optimizaiones obtenemos el mayor oste por frase.Si por el ontrario, usamos la optimizaion heurstia, aumenta la eienia delalgoritmo de manera espetaular, pero se introduen errores de busqueda. Porultimo, la optimizaion pospuesta de addZFert() viene a ofreer un ompro-miso entre las dos estrategias anteriores: no se introduen errores de busqueda
178 Capı́tulo 6 Algoritmos de pilaOpt. ses ErrBusq ErrModel Aiertos WER PERSin opt. 10.63 29.43 37.79 32.78 12.75 11.57Opt. Heur. 1.16 35.12 35.79 29.10 13.82 12.57Opt. Post. 8.01 29.43 37.79 32.78 12.75 11.57Tabla 6.8: Pruebas on el uso de las optimizaiones para la operaionaddZFert().porque no estamos usando heurstios, y el tiempo de traduion por frase se vederementado, aunque no de forma tan drastia omo en el aso anterior.
Pruebas relacionadas con las operaciones add2ZFert() y reverseAddZFert()La tabla 6.9 muestra la eienia y el impato en el modelo de error de lasdiferentes propuestas para resolver el problema de la apariion de dos palabrasde fertilidad ero seguidas, y en la tabla 6.10 las tasas de error de los diferentesexperimentos.Opt. ses ErrInh. ErrBusq ErrModel AiertosaddZFert 8.01 13.04 29.43 37.79 32.78+add2ZFert 17.47 2.68 19.06 42.81 38.13+reverseAddZFert 41.06 8.03 24.41 39.13 36.45Tabla 6.9: Pruebas on el uso de las operaiones add2ZFert() yreverseAddZFert() (tiempo de ejeuion y modelo de error).Opt. WER PERaddZFert 12.75 11.57+add2ZFert 12.16 11.05+reverseAddZFert 11.95 10.84Tabla 6.10: Pruebas on el uso de las operaiones add2ZFert() yreverseAddZFert() (tasas de error).Como puede apreiarse, si no intentamos resolver este problema, tenemos unbuen tiempo de ejeuion y mala alidad de la traduion. Si se a~nade el uso de laoperaion add2ZFert() mejora muho la traduion pero el tiempo de ejeuionsube, a pesar de que se usa la optimizaion heurstia para add2ZFert(). Porultimo, el peor tiempo de ejeuion lo tenemos uando ademas de addZFert()usamos la operaion reverseAddZFert() ya que esta operaion no se puede
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isamente por eso, se alanza tambien la mayor alidad dela traduion. Esta mejora es en uanto a las tasas de error se reere, no enuanto al modelo de error (a la vista de la tabla 6.9) omo podramos pensaren un prinipio. Esto es debido al parametro S (numero maximo de hipotesisa almaenar en la pila), pues on la operaion reverseAddZFert() la antidadde hipotesis que se generan en el proeso de expansion es tremendamente mayorque para add2ZFert(). De heho hemos observado que, para este experimento,el numero de hipotesis desartadas debido al parametro S es muy grande parael aso de reverseAddZFert() y ero para el aso de add2ZFert(). Si repi-tieramos este experimento estableiendo un valor para S de modo que en ningunaso se desarten hipotesis por este motivo, el numero de errores de busquedapara el aso de la operaion reverseAddZFert() sera menor que para el asode la operaion add2ZFert().En la misma tabla podemos ver tambien los errores inherentes del algoritmoasoiados, siendo menor uando se utilizan las operaiones adiionales, obte-niendose el menor numero uando se usa la operaion add2ZFert(), tambienpor el efeto omentado en el parrafo anterior.
Prueba relacionada con la recombinación de hipótesisEn la tabla 6.11 se muestra el impato del uso de la reombinaion en laeienia y tasas de error del algoritmo. Reordamos que la reombinaion on-siste en que dos hipotesis que no pueden distinguirse a traves de los estados delmodelo de lenguaje y del modelo de traduion se pueden reombinar, siemprequedandonos on aquella que tenga mayor puntuaion.Re. ses ErrBusq ErrModel Aiertos WER PERSi 16.09 19.06 42.81 38.13 12.16 11.05No 48.19 19.06 42.81 38.13 12.16 11.05Tabla 6.11: Inuenia de la reombinaion.Como era de esperar, la reombinaion, dado que es una optimizaion noheurstia, no afeta a la alidad de la traduion, y en ambio si que tiene unainuenia espetaular en la eienia.
6.6.2 Estudio empı́rico de eficienciaVamos a ontinuar nuestro estudio usando un tradutor on las mismas a-raterstias basias que se usaron para el estableimiento de los parametros.
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Determinación de la influencia del algoritmoEn la tabla 6.12 se muestra la inuenia del algoritmo en la alidad y e-ienia de la traduion.Algoritmo segs ErrBusq ErrModel Aiertos WER PERA? 17.47 19.06 42.81 38.13 12.16 11.05Multi pila 16.10 19.06 42.81 38.13 12.16 11.05MP on umbral 280.09 19.06 42.81 38.13 12.16 11.05Tabla 6.12: Inuenia del algoritmo de pila utilizado.De entrada, y omo aba esperar, vemos que los tres algoritmos obtienenla misma tasa de aiertos y errores. Esto es as debido a que todos trabajanen esenia de la misma forma, ahora bien, el algoritmo on umbral resulta delargo el peor algoritmo de los tres. Esto se debe a que no hemos onseguido daron una funion de umbral adeuada. De heho, el que se ha elegido onsistesenillamente en expandir la mejor hipotesis de ada ola, simplemente porqueera el menos malo de todos. El problema de que tiene lugar on el algoritmoon umbral onsiste en que se nos va de las manos el numero de hipotesis aexpandir en ada iteraion, inluso aunque sea la ima de ada una de las pilas.Esta irunstania se paree a aumentar enormemente el parametro N en unalgoritmo sin umbral, solo que en este aso ademas ni siquiera se expanden lasmejores hipotesis.La eienia de los algoritmos de multiples pilas y de una unia pila es muypareida, aunque ligeramente mejor para el primero. La razon de ello reside enla limitaion del tama~no de las pilas. Para el algoritmo de multiples pilas hemosutilizado un valor de S igual a 1; 000, mientras que para el algoritmo de unasola pila es de 100; 000, lo que redue el oste por inserion de hipotesis en lapila signiativamente. No obstante el algoritmo de multiples pilas se degradaraa medida que se inrementa el tama~no de la frase, debido al termino exponen-ial que aparee en la expresion de la omplejidad. Para ilustrar esto, en latabla 6.13 se muestra, para el aso del algoritmo de unia pila, el oste temporaldel proeso de expansion de hipotesis on respeto al oste total de la ejeuiondel algoritmo. Como se puede apreiar en la tabla, el oste medio relativo porexpansion es pratiamente el 100% del tiempo del algoritmo, aspeto deseablepues eso signia que el tiempo de ejeuion se gasta preisamente en eso, enexpandir hipotesis.En la tabla 6.14 se muestran los mismos datos para el algoritmo de multiplespilas. La diferenia es bastante signiativa, sobre todo on frases de tama~no12 on las uales el algoritmo de multiples pilas empieza a invertir una antidadde tiempo apreiable en seleionar las hipotesis a expandir; esta, por ontra, esuna araterstia tremendamente negativa.
6.6 Discusi ón de los algoritmos de pila 181Long. frase 4 6 8 10 12Coste relativo medio(%) 99.1 99.5 99.4 99.5 99.6Mnimo oste relativo(%) 97.1 97.9 95.5 93.8 96.0Tabla 6.13: Coste relativo de la expansion para un algoritmo on una solapila.Long. frase 4 6 8 10 12Coste relativo medio(%) 98.3 98.8 98.5 97.9 94.3Mnimo oste relativo(%) 96.4 96.9 94.5 93.1 82.5Tabla 6.14: Coste relativo de la expansion para un algoritmo on multiplespilas.
Determinación de la influencia del modelo utilizado.En la tabla 6.15 se muestra la inuenia del modelo utilizado en el ostetemporal del algoritmo y su tasa de aiertos, las diferenias son sustaniosas enambos asos: El modelo 3 tiene el inonveniente de que no es posible realizaruna optimizaion no heurstia de la operaion addZFert(), de manera queno ha sido utilizada para haer el experimento. Por otro lado, en su historiagenerativa veamos que se ontemplan todas las permutaiones posibles para laspalabras on fertilidad mayor que 1, de manera que el algoritmo es bastantemas omplejo. Por otro lado, la tasa de aiertos del algoritmo es bastante mejoren el modelo 3, esto se debe a que la optimizaion para add2ZFert() utilizadaes ligeramente distinta, ya que tiene en uenta el parametro de distorsion, porlo que se desartan menos operaiones de este tipo. Otro error que aparee esespeo del modelo 4 y relaionado on el parametro W , que ilustramos enla gura 6.14. La palabra fiftenth debe alinearse primero on la palabra dı́a ydespues realizar una extension on la palabra quince si usamos el modelo 4. Sinembargo fiftenth no esta entre las W mejores traduiones de dı́a y s eighth. Enel modelo 3 era posible alinear primero on quince y despues extender a dı́a onlo que en este aso s que se poda alanzar la traduion optima. Este problemase resuelve aumentando el parametro W .Por otro lado, apareen mas errores del modelo, la ausa de esto podra estaren el entrenamiento del mismo; en ualquier aso, se requerira un estudio masdetallado de por que se ha produido este resultado.
Determinación de la influencia del heurı́stico.En la tabla 6.16 se muestra la inuenia del heurstio en la busqueda. Re-ordamos que el alulo de un heurstio onsiste en la estimaion del oste deompletar una hipotesis parial.
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NULL we are leaving on the fiftenth .
nos vamos a ir el dia quince .
nos vamos a ir el dia quince .
NULL we are leaving on the eighth .
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ionado on elparametro W .Mod. segs ErrBusq ErrModel Aiertos WER PER3 104.22 13.38 45.48 41.14 12.43 10.774 48.33 19.06 42.81 38.13 12.16 11.05Tabla 6.15: Inuenia del modelo de traduion utilizado.Como ya hemos adelantado, al ser heurstios admisibles no introduen erro-res de busqueda adiionales on lo que no modian los resultados obtenidos,aunque, s podemos apreiar una reduion onsiderable en el tiempo de eje-uion, llegando, en el mejor de los asos, a reduirse a la mitad el tiempo deejeuion.heur. segs ErrBusq ErrModel Aiertos WER PERNing. 23.22 19.06 37.46 43.48 10.42 9.73T 16.67 19.06 37.46 43.48 10.42 9.73TF 16.83 19.06 37.46 43.48 10.42 9.73TFL 12.13 19.06 37.46 43.48 10.42 9.73Tabla 6.16: Inuenia del heurstio utilizado.Como podemos ver en la tabla 6.16, el heurstio T introdue una notablemejora en la eienia, mientras que TF no avanza nada on respeto a supredeesor. Para expliar esto podemos jarnos en fuerza preditiva de ambosmostrada en la tabla 6.17. Como podemos ver en diha tabla la fuerza preditivade ambos heurstios es pratiamente identia, dado que la puntuaion que seasigna a la hipotesis vaa segun ellos es muy pareida. Con diferenia el mejorheurstio es el TFL reduiendo en mas de la mitad el tiempo de ejeuionomparando on la no utilizaion de heurstio alguno, aunque requiere una faseiniial de prealulo de las probabilidades del modelo de lenguaje prohibitiva entiempo si se toman orpus on elevado numero de palabras. Del mismo modo,
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omo era de esperar, este heurstio presenta la mejor fuerza preditiva de lostres. heur. Punt. optima Punt. heur Fuerza preditivaT 28.90 5.70 23.20TF 28.90 5.89 23.01TFL 28.90 10.25 18.65Tabla 6.17: Fuerza preditiva del heurstio utilizado.
Determinación de la influencia del tamaño de frase.Para este experimento hemos elegido distintos onjuntos de test (de la tareaEuTrans-I), de distintas longitudes, onretamente 5 onjuntos de 100 frasesde test ada uno, de longitudes 4, 6, 8, 10 y 12 palabras, respetivamente. Enla tabla 6.18 podemos ver la informaion del modelo de error y tiempo mediode traduion de las frases, donde se hae patente una inuenia muy estrehaentre la longitud de frase y el oste temporal del algoritmo. En la misma tablase muestran las tasas de error para este experimento, donde podemos ver queesa diferenia no paree estar tan lara en lo que a la tasa de aiertos se reere.Long. ses ErrBusq ErrMode Aiertos WER PER4 0.27 20 40 40 34.57 33.336 1.53 13 47 40 17.49 16.808 11.76 20 44 36 11.87 11.1910 26.74 9 46 45 7.54 7.4512 165.59 17 51 32 11.34 11.01media 49.56 14.94 46.75 38.31 12.87 12.40Tabla 6.18: Inuenia de la longitud de frase.
6.6.3 Elección del algoritmoVistos los resultados obtenidos en la experimentaion llevada a abo en estaseion, e intentando estableer un ompromiso entre eienia y aiertos en latraduion, podemos onluir que una buena eleion de un tradutor sera aquelque utilie un algoritmo de una unia pila, que use el modelo 4 omo mode-lo de traduion, optimizado para la operaion addZFert on la optimizaionpospuesta, y un heurstio, no neesariamente el TFL por los problemas queonlleva su alulo (aunque obtiene los mejores resultados). Sera importante es-oger un buen valor de Z, por ejemplo 25 ya que este parametro ha demostrado
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to en eienia y la tasa de aiertos de los algoritmos. Elvalor del parametro A puede jarse en 6, por ser el valor por enima del ual yano se produjo la mejora. En uanto al parametroW hemos visto que un valor de20 sera aeptable. Del mismo modo estableemos el valor idoneo de S a 1000.
6.7 Resultados.Vamos a llevar a abo una serie de experimentos utilizando un tradutoron los parametros y araterstias estableidos en la seion anterior. Parahaer dihos experimentos se han esogido dos tareas distintas: EuTrans-I, yHansards, uyas araterstias fueron desritas en el aptulo 2, seion 2.7.Conretamente utilizaremos los siguientes onjuntos de test: 2636 frases para latarea EuTrans-I, aquellas de longitud menor o igual que 15 y 500 frases parala tarea Hansards, de longitudes que varan de 4 a 12 palabras por frase.
6.7.1 Resultados con la tarea EuTrans-IEn la tabla 6.19 podemos ver la informaion del modelo de error y tiempomedio de traduion de las frases. En la misma tabla se muestran las tasas deerror para este experimento. Para este experimento hemos utilizado el modelo 4,omo heurstio el TFL, y hemos jado los siguientes valores de los parametrosde optimizaion: A = 6, W = 20, Z = 25, N = 10 y S = 1000.ses InhErr ErrBus ErrModel Aiertos WER PER87.12 2.12 18.44 44.08 37.48 14.21 11.13Tabla 6.19: Resultados on la tarea EuTrans-I para los algoritmos de pila.Modelo y tasas de error.A la vista de los resultados podemos ver que on la onguraion estableidael numero de errores inherentes a algoritmo no es ero, onretamente se obtieneel 2.12% de errores de este tipo. Una vez mas abe destaar la gran antidad deerrores del modelo que se obtienen. En uanto a las tasas de error podemos verque se obtienen unos valores razonables y de la misma magnitud que para losalgoritmos basados en programaion dinamia, aunque los tiempos de ejeuionson sustanialmente mas altos.
6.7.2 Resultados con la tarea HansardsAl igual que en la experimentaion llevada a abo en el aptulo anterior paraesta tarea, hemos realizado experimentos para ino orpus de 100 frases adauno, de frases de longitud 4, 6, 8, 10 y 12, dada la omplejidad que esta tareaonlleva.
6.7 Resultados. 185Para tama~nos mayores el tiempo de omputaion es enorme, las ausas deesto no estaban demasiado laras en un prinipio, pero tras realizar una experi-mentaion similar a la presentada para la tarea EuTrans-I (ver apendie C) handemostrado que para traduir estos orpus es neesario limitar los parametrosdel algoritmo e introduir una nueva optimizaion.En onreto, se hemos jado el valor del parametro A a 3, los de W y Za 8, S a 10000, y omo heurstio hemos utilizado el TF . Ademas se apliauna nueva poda para las W mejores traduiones onsistente en que se borrande esa lista aquellas traduiones uya probabilidad sea inferior a 0:01 vees laprobabilidad de la mejor traduion.Los modelos de traduion y lenguaje utilizados en este experimento han sidolos mismos que los que se utilizaron para los algoritmo basados en programa-ion dinamia (ver seion 5.9.2, pagina 134). Simplemente reordar que se hautilizado un orpus de 128,000 pares de frases de entrenamiento, siguiendo elesquema de entrenamiento 1525354555.En la tabla 6.20 podemos ver la informaion del modelo de error y el tiempomedio de traduion de las frases. En la misma tabla se muestran las tasas deerror para este experimento, donde se presentan resultados para los distintosorpus utilizados, de modo que tambien se puede ver la inuenia de la longitudde la frase en el omportamiento del algoritmo.Long. segs ErrBusq ModelErr Aiertos WER PER4 0.88 25 38 37 40.65 40.406 19.63 12 81 7 51.10 49.928 100.80 13 85 2 54.92 51.9910 247.87 6 93 1 59.34 55.9512 446.45 4 96 0 64.77 58.23media 163.13 12 78.60 9.40 54.16 51.30Tabla 6.20: Inuenia de la longitud de frase en el modelo y tasas de errorpara la tarea Hansards, para los algoritmos de pila.Los resultados son bastante peores que para la tarea de EuTrans-I, sin em-bargo, en [Oh et al. 01℄ se da un valor de WER para el orpus de Hansards onfrases de uatro, seis, oho, diez y doe palabras en torno a 73, lo que hae pensarque no estamos demasiado lejos de los resultados on otras implementaiones, esmas, los resultados aqu obtenidos son muho mejores que los all presentados.Podemos onluir en denitiva que esta tarea es muhsimo mas omplejaque la del turista y que nuestros algoritmos de pila no son apaes de resolverlaadeuadamente.
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6.8 ConclusionesEn este aptulo hemos desarrollado todos los algoritmos de pila existentesen la bibliografa. A pesar de que muhos de ellos ya han sido desarrolladospreviamente se ehaba en falta una puesta en omun de todos ellos, de lasdiversas optimizaiones en el proeso de busqueda que diversos autores proponen,as omo implementar todas sus versiones para los modelos 3 y 4. Ademas sehan propuesto diferentes soluiones a iertos errores de busqueda inherentes alos algoritmos de pila. Otro punto poo estudiado en la bibliografa ha sido elefeto que las distintas optimizaiones en uanto a eienia y eaia. Nosotroshemos realizado un estudio minuioso de ello.Por otra parte hemos estudiado su omplejidad teoria, aspeto poo tratadoen la bibliografa relaionada on el tema.Como aportaiones mas importantes de este aptulo podemos destaar: Los algoritmos de pila, bajo determinadas irunstanias, son apaes deenontrar la soluion optima al problema de la busqueda. Hemos puesto de maniesto una araterstia poo deseable de los algorit-mos de multiples pilas reejada en el termino de exponenial que apareeen la expresion de su omplejidad por iteraion, y que equivale a deir que,para valores grandes de J , estos algoritmos pasan mas tiempo busandolas mejores hipotesis a expandir que expandiendolas, araterstia que lesresta muho interes. En uanto a los algoritmos basados en pila en su onjunto, hemos visto quetienen limitaiones importantsimas en lo que respeta a su oste temporal,inluso on frases ortas omo las que hemos manejado. Hemos introduido nuevas operaiones para solventar errores inherentes deestos algoritmos aunque por ontra haen todava mas lenta la traduion.A pesar de todo abe matizar, omo ya hemos omentado, queen [Germann et al. 01℄ se da un tiempo de traduion medio para frases delongitud 15 superior a 30 minutos, de modo que los tiempos de traduion aquobtenidos no son del todo malos.No obstante, la utilizaion de estos tradutores, segun omentan algunosautores omo [Oh et al. 01℄, pasara por ser usados omo una herramienta dedepuraion de otras herramientas de traduion on tiempos de ejeuion muhomas razonables. Otra posibilidad de uso, es la de detetar errores del modelo detraduion, ya que se han obtenido tasas muy altas de errores de este tipo.En vistas al futuro, sera interesante investigar un poo mas sobre el uso deumbrales en los algoritmos, a n de determinar las mejoras que puedan aportar,quizas el tipo de algoritmo de pila menos estudiado en este trabajo. Tambiensera interesante estudiar una forma de resolver el problema de los errores in-herentes al algoritmo, que en prinipio, paree que nos obligara a redenir el
6.8 Conclusiones 187algoritmo de expansion. La forma de haer esto adeuadamente no esta nadalara.Evidentemente, tambien entra dentro de nuestros planes adaptar todos estosalgoritmos para los modelos HMM y 5.




EN este aptulo expondremos la ultima familia de algoritmos de busquedadesarrollados en esta tesis. Estos algoritmos siguen el paradigma de latenia devoradora para resoluion de problemas de busqueda. En general, losalgoritmos expuestos en este aptulo se basan en metodos de optimizaion loal,es deir a partir de una soluion iniial se intentara mejorarla apliando el metodode asenso de olina, el ual se basa en onstruir un veindario de posiblessoluiones (apliando una serie operaiones a la hipotesis atual), elegir la mejorde auerdo a un determinado riterio e iterar el proeso hasta que no se puedamejorar.
7.1 IntroducciónLa gran diferenia de los algoritmos que expondremos a ontinuaion onrespeto a los propuestos hasta ahora, radia en que en vez de seguir un proe-so inremental de onstruion de hipotesis pariales, se establee una hipotesisompleta iniial, y un alineamiento asoiado, sobre la ual se realizaran iertasoperaiones o transformaiones que la iran modiando y mejorando iterativa-mente de auerdo a un determinado riterio.En este aso, al igual que para los algoritmos expuestos en el aptulo anterior,el riterio de busqueda a resolver sera el que se omento en la expresion 6.2, que
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190 Capı́tulo 7 Algoritmos de búsqueda voraceses: ê  argmaxhe;ai fPr(e)  Pr(f ; a j e)g (7.1)Es deir, se trata de, a partir de una hipotesis y un alineamiento iniiales, irobteniendo iterativamente mejores hipotesis de salida junto on los alineamientosasoiados on respeto a la frase de entrada.A pesar de que los algoritmos voraes obtienen la soluion optima para algu-nos problemas lasios, omo por ejemplo el de enontrar el amino mnimo enun grafo o el problema de la mohila fraionada, no lo es en este aso. En elaso que nos ompete podramos deir que la soluion propuesta en este aptulosigue una aproximaion algo mas generia pues, en denitiva, se trata de la apli-aion de metodos de optimizaion loal siguiendo una aproximaion voraz dadoque una vez tomada una deision en una iteraion se mantiene hasta el nal delproeso de busqueda.Dada la naturaleza de los metodos de optimizaion loal los algoritmos queexpondremos a ontinuaion no podran garantizar la optimalidad de la solu-ion. Estos metodos son muy sensibles a la iniializaion de manera que solose puede garantizar la obtenion de optimos loales. Este problema se muestragraamente en la gura 7.1.
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Figura 7.1: Problema de la iniializaion del metodo hilllimbing. Empe-zando en A se alanza un optimo loal, mientras que empezando en B sealanza el global, a pesar de que A es mejor iniializaion que B de auerdoa la funion objetivo.A pesar de esta gran limitaion, y omo veremos en la seion de resultados,estos algoritmos poseen algunas araterstias que los haen atrativos:
7.2 Algoritmo b ásico GreedySearch 191 Son muy rapidos. Se pueden utilizar omo etapa de renamiento a otros algoritmos debusqueda. Existen innidad de tenias de optimizaion loal basadas en este para-digma, las uales se pueden apliar failmente y on poo esfuerzo a losalgoritmos presentados.
7.2 Algoritmo básico GreedySearchLos algoritmos que expondremos en este aptulo estan basados en un al-goritmo voraz propuesto en [Germann et al. 01℄ para el modelo 4, adaptadosonvenientemente al resto de modelos de IBM y al modelo HMM.Dado el riterio de busqueda a resolver, la apliaion de este tipo de algo-ritmos a ualquier modelo de alineamiento M pasa por poder alular de formaeiente el termino PrM (f ; a j e). En nuestro aso resolver PrM (f ; a j e) on-siste en alular esa probabilidad para el modelo onreto a utilizar, lo ual serarelativamente senillo dado que, segun el planteamiento expuesto, siempre seranompletamente onoidos los valores de e y a para una hipotesis en onreto.Esto es as dado que en todo momento trabajaremos on hipotesis ompletas,por ontra de los algoritmos presentados en aptulos anteriores.En el algoritmo 7.1 podemos ver omo quedara el algoritmo basio Greedy-Searh, el ual sigue el siguiente esquema de funionamiento:1. Obtener una hipotesis iniial h = he; ai (funion InitGreedy(fJ1 ) en elalgoritmo).2. Iterar:(a) Apliar transformaiones a a, para obtener un onjunto de veinosN (a) (funion ComputeNeighborhood(a) en el algoritmo). Cada ve-ino de un par he; ai, o elemento de diho onjunto, sera aquel quediera de este en exatamente el resultado de la apliaion de una ysolo una transformaion.(b) Sea h0 la mejor hipotesis de N (a) de auerdo a la probabilidadPrM (f ; a j e) (segun el modelo M).() Si h0 no mejora a h parar y devolver h, sino, si se ha alanzado unnumero maximo de iteraiones parar y devolver h0.Segun se ha planteado el algoritmo 7.1, este requerira almaenar el onjuntoN (a) y posteriormente reorrerlo elemento a elemento para alular su puntua-ion o probabilidad PrM (f ; a j e) asoiada. Este funionamiento tal y omo seplantea es bastante ineiente pues de algun modo se podra evaluar ada ele-mento del onjunto N (a) en el momento de su reaion, quedandonos en todo
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h()entrada: f ;maxIter;Msalida: he; ai//Iniializaionhe; ai = InitGreedy(fJ1 )sore = Pr(e)  PrM (f ; a j e); bestHip = he; ai//Iteraioniter = 0repetirnewSore = soreN (a) = ComputeNeighborhood(a)para todo he; ai 2 N (a) haerurrSore = (Pr(e)  PrM (f ; a j e))si sore < urrSore entonessore = urrSore; bestHip = he; ain sin paraiter = iter + 1hasta newSore < sore and iter < maxIterdevolver: bestHipAlgoritmo 7.1: Algoritmo voraz basio GreedySearh.momento on el mejor, lo ual reduira onsiderablemente los requerimientosespaiales del algoritmo y ademas evitara tener que reorrer a posteriori el on-junto N (a). Volveremos a este tema en la seion 7.3.En denitiva los ingredientes basios de un algoritmo voraz seran: Modelos estadstios de traduion y lenguaje. Al igual que en asos ante-riores utilizaremos trigramas omo modelo de lenguaje. En uanto al mo-delo de traduion podremos utilizar ualquiera que nos permita alularla probabilidad PrM (f ; a j e). En nuestro aso ualquiera de los expuestosen el aptulo 3. Meanismo de iniializaion. Algoritmo para onstruir N (a) a partir de un alineamiento a dado y, portanto, deniion de las operaiones/transformaiones asoiadas.En las siguientes seiones veremos on todo detalle los dos ultimos.
7.2.1 Inicialización de hipótesisComo hemos omentado anteriormente la iniializaion es un punto rtioen el dise~no de este tipo de algoritmos. Nosotros utilizaremos dos posibles ini-ializaiones:
7.2 Algoritmo b ásico GreedySearch 193 La propuesta en [Germann et al. 01℄ onsistente en denir omo hipotesisiniial la formada por: la mejor traduion inversa de ada palabra de lafrase de entrada fJ1 , y el alineamiento a = aJ1 , ompletamente monotonoon la frase de entrada. Esta iniializaion la podemos ver en el algorit-mo 7.3 on mas detalle. Como podemos ver en el algoritmo, el numero depalabras de la hipotesis iniial tendra el mismo numero de palabras que lafrase de entrada, es deir J , siempre y uando la mejor traduion inversade una palabra fj en onreto no sea la palabra vaa NULL. Otra posible iniializaion, aqu propuesta, ambia on respeto a la ante-rior en uanto al alineamiento iniial se reere. Una vez se han generado laspalabras a formar parte de la hipotesis se realiza un alineamiento por Vi-terbi de auerdo al modelo de traduion a utilizar. De forma algortmialo podemos ver en el algoritmo 7.3.Este segundo tipo de iniializaion servira de ayuda en el aso en que dos omas palabras tengan traduiones pareidas, on lo que el alineamiento porViterbi puede realizar una mejor iniializaion que sera distinta del alineamien-to monotono. De ualquier modo al ser un alineamiento por Viterbi, siempretendra una mayor puntuaion que el propuesto en [Germann et al. 01℄. En laimplementaion, el parametro que india si se iniializa de este modo, provo-ara tambien que tras ada iteraion del algoritmo se realule el alineamientoobtenido segun Viterbi, on lo que la puntuaion siempre sera igual o mejor alobtenido previamente.En la gura 7.2 podemos ver una iniializaion para una frase real del orpusEuTrans-I.Algoritmo: InitGreedySearh()entrada: I; t(); a(); fJ1salida: he; aipara j = 1   J haeri = 1e = argmaxe t 1(e j fj)si e <> NULL entonesei = eaj = ii = i+ 1sinoaj = 0n sin paraI = i  1devolver: heI1; aJ1 iAlgoritmo 7.2: Iniializaion al algoritmo GreedySearh().
194 Capı́tulo 7 Algoritmos de búsqueda voracesAlgoritmo: InitGreedySearhVit()entrada: M; fJ1salida: he; aipara j = 1   J haeri = 1e = argmaxe t 1(e j fj)si e <> NULL entonesei = ei = i+ 1n sin paraI = i  1aJ1 = VM (eI1; fJ1 )devolver: heI1; aJ1 iAlgoritmo 7.3: Iniializaion por Viterbi al algoritmo GreedySearh().
7.2.2 Algoritmo de construcción de N (a)Una vez se ha estableido un alineamiento iniial a, e implitamente unahipotesis iniial e, el algoritmo voraz debera rear el onjunto de veinos N (a)para intentar busar un alineamiento de mayor probabilidad Pr(e)PrM (f ; a j e).Para ello denimos las siguientes operaiones (o transformaiones) a apliar aun alineamiento dado1:swapSegments(i; i0; k; k0): Esta operaion rea un nuevo alineamiento interam-biando los segmentos ei0i y ek0k . Los segmentos no se podran solapar, esdeir se deber umplir que i0 < k, y evidentemente que i  i0 y k  k0. Laapliaion de esta operaion no ambiara el alineamiento, es deir se pre-servaran las onexiones de la hipotesis atual. Ademas se debera umplirque (i0   i+ 1) + (k0   k + 1)  I , siendo I la talla de la hipotesis atual.En denitiva los segmentos podran estar formados por una palabra o a losumo por I   1 palabras.Adiionalmente hemos denido la operaion swapSegmentsWithAlig(),que es identia a la anterior on la exepion de que el alineamiento si severa modiado on el interambio.translateOneOrTwoWords(j; e; j0; e0): Esta operaion ambiara la traduionde una o dos palabras origen, las uales oupen las posiiones j y j0, de eajy eaj0 a e y e0, respetivamente. Se podran dar las siguientes situaionesespeiales en partiular:1 Seguiremos la terminologa utilizada en [Germann et al. 01℄
7.2 Algoritmo b ásico GreedySearch 195 Que eaj (o eaj0 ) sea una palabra de fertilidad igual a 1, y que e (oe0) sea la palabra vaa (NULL), entones eaj (o eaj0 ) se borrara dela hipotesis. Es deir, si la nueva traduion de una palabra origenpasa a ser la palabra vaa, entones la palabra destino que hasta lafeha daba lugar a ella tendra que desapareer de la traduion. Eneste aso la palabra a insertar sera una palabra de fertilidad 0. Que eaj (o eaj0 ) seaNULL, entones e (o e0) se insertara en la posiionque produza el alineamiento de mayor probabilidad. Este aso esjusto el ontrario al anterior. Que eaj = e o que eaj0 = e0, en este aso la operaion solo se afetaraa una sola palabra, aquella que sea distinta de su nueva traduion.translateAndInsertZFert(j; e; ze): Esta operaion ambia la traduion de lapalabra origen que oupa la posiion j por la palabra e, es deir ambiaeaj por e, y simultaneamente inserta la palabra ze en la posiion queproduza el alineamiento de mayor probabilidad. Evidentemente, ze serauna palabra de fertilidad 0. En este aso, al igual que en el anterior,si eaj = e entones la operaion se limitara a insertar una palabra defertilidad 0 en la mejor posiion dentro de la hipotesis.joinWords(i; i0): Esta operaion elimina de la hipotesis la palabra de la posiioni (o la palabra i0) y alinea las palabras de f alineadas on ei (o ei0) on lapalabra i0 (o i).removeZFert(i): Esta operaion elimina la palabra de fertilidad 0 que oupa laposiion i en el alineamiento atual.El haber elegido estas operaiones, y no otras que nos podran ourrir, sedebe prinipalmente a dos razones: Son lo suientemente generales para posibilitar al tradutor eludirmaximos loales (un gran problema de estos algoritmos) y modian deforma no trivial un alineamiento dado para intentar obtener buenas tra-duiones. Por otra parte, no son exesivamente ostosas desde el punto de vista deltiempo de ejeuion.En el algoritmo 7.4 se muestra omo ombinar estas operaiones para ob-tener un veindario N (a) para un alineamiento a dado. El algoritmo funionaapliando, suesivamente las operaiones denidas a un alineamiento dado a yla orrespondiente hipotesis e asoiada. Al nal habremos onstruido un vein-dario N (a) para diho alineamiento, del ual se podra extraer la mejor hipotesisobtenida para pasar a la siguiente iteraion del algoritmo GreedySearh.En la gura 7.2 podemos ver un ejemplo real de la apliaion de algunas de lasoperaiones denidas para obtener la traduion orreta de la frase me gustarı́a
196 Capı́tulo 7 Algoritmos de búsqueda voracesAlgoritmo: ComputeNeighborhood(a)entrada: asalida: N (a)N (a) = ;//swapSegmentspara i = 1    I y i0 = i    I haerpara k = i0 + 1    I y k0 = k    I haerN (a) = N (a) [ swapSegments(i; i0; k; k0)n paran para//translateOneOrTwoWordspara j = 1   J y j0 = j + 1   J haerpara todo e; e0 2 E haerN (a) = N (a) [ translateOneOrTwoWord(j; e; j0; e0)n paran para//translateAndInsertZFertpara j = 1   J haerpara todo e; ze 2 E haerN (a) = N (a) [ translateAndInsertZFert(j; e; ze)n paran para//joinWordspara i = 1    I y i0 = i    I haerN (a) = N (a) [ joinWords(i; i0) [ joinWords(i0; i)n para//removeZFertpara i = 1    I haerN (a) = N (a) [ removeZFert(i)n paradevolver: N (a)Algoritmo 7.4: Algoritmo para el alulo del veindario de un alineamientodado.
cambiarme a una habitación más cálida . de la tarea EuTrans-I. Como podemosver se realizan 5 iteraiones del algoritmo habiendose apliado las siguientesoperaiones, en ada una:Iter.1 translateAndInsert(1;would; to): ambia la traduion de la palabra mea would y ademas inserta la palabra de fertilidad 0 to en la posiion 3.Iter.2 translateAndInsert(5;warmer; a): en esta operaion podemos ver un a-so partiular de la operaion translateAndInsert(), pues se da el aso de
7.3 Complejidad computacional 197que la palabra otra ya es traduion de warmer, on lo que diha operaionsolo realiza la inserion de la palabra de fertilidad 0 a en la posiion 6.Iter.3 joinWords(9; 10): esta operaion elimina la palabra quieter uniendo sutraduion a warmer.Iter.4 joinWords(9; 7): esta es identia a la anterior pero on las posiiones 9y 7.Iter.5 translateAndInsert(1;would; I): en este aso ourre el mismo efeto queen la iteraion 3, pero en este aso se inserta la palabra de fertilidad 0 I enla posiion 1, obteniendose as la traduion orreta de la frase.Hay que destaar que tras ada iteraion se realula el alineamiento obtenidosegun Viterbi, heho que motiva que en algunos asos el alineamiento ambiesiempre y uando se obtenga una mejor puntuaion. Esto tambien se ha apliadoal ejemplo de la gura 7.2.
7.3 Complejidad computacionalLa omplejidad omputaional por iteraion del algoritmo GreedySearhvendra dada por el oste que requiere el algoritmo de onstruion del onjuntode veinos N (a) para un alineamiento dado.A la vista del algoritmo 7.1, su oste omputaional sera proporional aloste de alular Pr(e)  PrM (f ; a j e) para ada uno de los elementos del on-junto N (a) que se genere en ada iteraion. Como ya hemos antiipado en laseion 7.2 no sera neesario enumerar todo el onjunto N (a), pues se puedealular el valor de Pr(e) PrM (f ; a j e) en el mismo momento en que se generala hipotesis e, on lo que se podra desartar si no mejora el alineamiento obteni-do hasta ese momento en la iteraion atual. El oste de alular PrM (f ; a j e),dependera del modelo a utilizar pero en el peor de los asos sera del orden deO(I) (suponiendo que el oste del alulo del fatorial es onstante dado que sepuede prealular), y el de Pr(e) sera del orden de O(I), siendo I la longitudde la hipotesis e. Es deir, el oste asintotio de alular la puntuaion de unahipotesis dada sera del orden de O(I).Por tanto, la omplejidad omputaional del algoritmo GreedySearh vendradeterminada por el oste de ada una de las operaiones denidas y por el numerode vees que ada una de ellas se deba realizar. Veamos el oste asoiado a adauna de las operaiones observando el odigo del algoritmo 7.4:swapSegments(): El oste de interambiar dos segmentos se puede onsideraronstate, on lo que su oste sera de O(I) debido al oste de alularPrM (f ; a j e). En este aso el numero de vees que se debera ejeutar esproporional a I4. El oste para la operaion swapSegmentsWithAlig()no sufre modiaion alguna.
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NULL I would like to move to a warmer room .
me gustaría cambiarme a otra habitación más cálida .
me gustaría cambiarme a otra habitación más cálida .
NULL me like move to another room quieter warmer .
me gustaría cambiarme a otra habitación más cálida .
NULL would like to move to warmer room quieter warmer .
me gustaría cambiarme a otra habitación más cálida .
NULL would like to move to a warmer room quieter warmer .
me gustaría cambiarme a otra habitación más cálida .
NULL would like to move to a warmer room warmer .
me gustaría cambiarme a otra habitación más cálida .
NULL would like to move to a warmer room .






Iter 5.Figura 7.2: Ejemplo de apliaion de algunas de las operaiones para on-seguir la traduion de una frase dada mediante el algoritmo GreedySearh.translateOneOrTwoWords(): En el peor de los asos, es deir uando algunade las palabras a ambiar su traduion estuviese alineada on la pala-bra NULL, esta operaion requerira reorrer toda la hipotesis posiiona posiion para ver donde mejor abida tenga la nueva palabra, es deirtendra una omplejidad del orden de I multipliado por el oste de alularPrM (f ; a j e). Es deir, tendra un oste de O(I2). Ademas esta operaiondebera de realizarse un total de J2 j E j2 vees, por los 4 bules anidados.translateAndInsertZFert(): Esta operaion tendra un oste identio al de laoperaion anterior pues el heho de insertar la palabra de fertilidad erorequiere reorrer de nuevo la hipotesis, es deirO(I2). En ambio el numerode vees que esta operaion debera ejeutarse es J  j E j2.
7.4 Optimizaciones en el proceso de búsqueda 199joinWords() : Al igual que las anteriores el oste de unir dos palabras esonstante, on lo que su oste volvera a ser O(I). En este aso el numerode vees que se debera ejeutar es proporional a I2.removeZFert(): Esta operaion tendra un oste onstante, es deir no inluyeningun fator adiional, on lo que sera O(I). El numero de vees quedebera ejeutarse sera I .A la vista de los ostes pariales referentes a ada operaion, y dado que todasellas se ejeutan de forma seuenial, podemos deir que el oste omputaionaldel algoritmo GreedySearh es del orden de:O(I4  I + J2 j E j2 I2 + J  j E j2 I2 + I2  I + I  I)  O(J2 j E j2 I2)
7.4 Optimizaciones en el proceso de búsquedaAl igual que hemos heho on los algoritmos presentados en los temas an-teriores, tambien aqu es posible realizar iertas optimizaiones para reduir eloste omputaional, y por tanto el tiempo de ejeuion, de los algoritmos aquplanteados.Una vez mas, abe matizar que hablaremos de optimizaiones en el sentidode mejorar la eienia de los algoritmos, aunque ello pueda, en la mayora delos asos, oasionar que el algoritmo pierda alidad en la traduion.
7.4.1 Reducción de la complejidad del algoritmoPara reduir la omplejidad del algoritmo intentaremos reduir el espaiode busqueda, o lo que es lo mismo en este aso reduir el numero de veinos aexplorar en ada iteraion del algoritmo.Como hemos visto en la seion anterior, las operaiones mas os-tosas on diferenia son swapSegments(), swapSegmentsWithAlig()translateOneOrTwoWords() y translateAndInsertZFert(). En lo quesigue proponemos iertas optimizaiones para reduir el numero de vees que sedeban ejeutar este tipo de operaiones, al igual que lo hemos heho para losalgoritmos presentados en aptulos anteriores.A pesar de que los algoritmos voraes aqu expuestos son heurstios por na-turaleza, es deir no pueden garantizar la optimalidad de la soluion, en grannumero de asos seran apaes de esapar de maximos loales y por tanto alan-zar la soluion optima al proeso de busqueda. Las optimizaiones que propo-nemos a ontinuaion todas ellas llevaran asoiados errores de busqueda adiio-nales a los propios inherentes del algoritmo, aunque por otra parte permitiranreduir sustanialmente el oste omputaional de los algoritmos. Al igual queen los asos anteriores estableeremos empriamente los valores optimos de losparametros que denan las optimizaiones, siempre estableiendo un ompromi-so entre eienia y alidad en la traduion.
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Reducción para la operación swapSegments()Lo aqu omentado tambien sera valido para la operaion swapSegmentsWithAlig().Estas operaiones estan pensadas para dotar al algoritmo la apaidad de ex-plorar traduiones entre frases que no mantengan la monotoniidad. Es deir,realizan todos los reordenamientos posibles entre las palabras de una hipotesisdada.La optimizaion de estas operaiones onsiste en limitar el tama~no maximo delos segmentos a interambiar, es deir los segmentos podran tener una longitudmaxima S. Teniendo esto en uenta el numero de vees que se debera ejeutaresta operaion sera del orden de O(S4), on lo que el termino de la omplejidadasoiado a esta operaion pasara a ser O(S4  I). Esta simpliaion de lasoperaiones podra produir errores de busqueda adiionales.
Reducción para la operación translateOneOrTwoWords()La posible optimizaion de esta operaion pasa por, al igual que hemos hehoen los algoritmos de busqueda anteriores, limitar el numero de traduionesde una palabra f . Una vez mas no resulta pratio onsiderar omo posiblestraduiones de una palabra f todas las palabras de E . Por tanto limitaremosese numero a las W mejores traduiones inversas, y al onjunto de ellas lellamaremos W(f).Con esta optimizaion el numero de vees que debera ejeutarse esta opera-ion sera proporional a O(J2 W 2), on lo que el termino de la omplejidadasoiado a esta operaion pasara a ser O(J2 W 2  I2).Evidentemente si la traduion optima de una palabra f (dentro de una fraseen onreto), no se enuentra dentro de sus W mejores traduiones inversasentones no se podra alanzar la traduion optima. Es deir, esta limitaionpuede induir errores de busqueda.
Reducción para la operación translateAndInsertZFert()Para esta operaion tambien es apliable la optimizaion anterior. Ademas,y dado que la operaion onlleva la inserion de una palabra de fertilidad 0,tampoo es pratio en este aso onsiderar todas las palabras del voabulario Eomo palabras de fertilidad ero. Al igual que en aso de los algoritmos de pila,la optimizaion onsiste en onsiderar un numero maximo de palabras on granprobabilidad de tener fertilidad 0. Una vez mas, llamaremos a este parametroZ, y al onjunto de ellas Z . Uniendo esta optimizaion a la anterior, el terminode la omplejidad asoiado a esta operaion pasa a ser O(J W  Z  I2).Al igual que para la operaion anterior, esta optimizaion podra dar lugar aerrores de busqueda.En el algoritmo 7.5 podemos ver omo quedara el algoritmoComputeNeighborhood(a) apliando las optimizaiones hasta ahora omen-
7.4 Optimizaciones en el proceso de búsqueda 201tadas. Solo se inluyen los ambios on respeto al algoritmo no optimizado.
Nueva expresión de la complejidad con las optimizaciones S, W y ZLa expresion de la omplejidad teniendo en uenta estas optimizaiones pa-sara a ser:O(S4  I + J2 W 2  I2 + J W  Z  I2 + I2  I + I  I)  O(J2 W 2  I2)
Reducción de la complejidad de las operacionesPara reduir aun mas la omplejidad del algoritmo realizaremos simplia-iones a algunas de las operaiones omentadas. La simpliaion de las opera-iones onsistira, en general, en no permitir que una operaion realie mas deuna traduion, una inserion, un movimiento y/o un borrado de una palabraada vez.Como hemos omentado anteriormente restringiremos estas operaionesa realizar ambios en el alineamiento que afeten a lo sumo a una pala-bra, por lo tanto la operaion translateOneOrTwoWords(j; e; j0 ; e0) pasara aser translateOneWord(j; e), la operaion translateAndInsertZFert(j; e; ze) ainsertZFert(ze), y la operaion joinWords(i; i0) a attahWords(i; i0). Ademasestas nuevas operaiones tendran en uenta las optimizaiones omentadas en laseion anterior.Con las optimizaiones que se muestran a ontinuaion y las omentadas enla seion anterior, el algoritmo 7.4 quedara omo se muestra en el algoritmo 7.6.A ontinuaion omentaremos las nuevas operaiones:translateOneWord(j; e): Esta operaion ambiara la traduion de la palabraorigen, que oupa la posiion j, es deir eaj , a una nueva e. Se podran darlas siguientes situaiones espeiales en partiular: Que eaj sea una palabra de fertilidad igual a 1, y que e sea la palabravaa (NULL), entones eaj se borrara de la hipotesis. Es deir, sila mejor traduion de la palabra origen pasa a ser la palabra vaa,entones la palabra destino que hasta la feha daba lugar a ella tendraque desapareer de la traduion. Que eaj sea NULL, entones e se insertara en la posiion que pro-duza el alineamiento de mayor probabilidad. Que eaj = e, en este aso la operaion no tendra efeto.Esta operaion, en el peor de los asos, tendra un oste asintotio igualal de la operaion translateOneOrTwoWords(j; e; j0 ; e0), es deir O(I2),aunque debera realizarse un total de J W vees, teniendo en uenta lasoptimizaiones anteriores.
202 Capı́tulo 7 Algoritmos de búsqueda voracesAlgoritmo: ComputeNeighborhood opt S+W+Z(a)entrada: a;W();Zsalida: N (a)N (a) = ;//swapSegmentspara i = 1    I haeri0 = imientras i0 < I y i0 < i+ L haerpara k = i0 + 1    I haerk0 = kmientras k0 < I y k0 < k + L haerN (a) = N (a) [ swapSegments(i; i0; k; k0)k0 ++n mientrasn parai0 ++n mientrasn para//translateOneOrTwoWordspara j = 1   J y j0 = j + 1   J haerpara todo e 2 W(faj ) y e0 2 W(faj0 ) haerN (a) = N (a) [ translateOneOrTwoWord(j; e; j0; e0)n paran para//translateAndInsertZFertpara j = 1   J haerpara todo e 2 W(faj ) y ze 2 Z haerN (a) = N (a) [ translateAndInsertZFert(j; e; ze)n paran para//joinWordspara i = 1    I y i0 = i    I haerN (a) = N (a) [ joinWords(i; i0) [ joinWords(i0; i)n para//removeZFertpara i = 1    I haerN (a) = N (a) [ removeZFert(i)n paradevolver: N (a)Algoritmo 7.5: Algoritmo para el alulo del veindario de un alineamientodado on las optimizaiones para los parametros W , Z y S.
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ion inserta la palabra ze en la posiion que produz-a el alineamiento de mayor probabilidad. Esta operaion tendra un osteasintotio identio al de la operaion translateAndInsertZFert(j; e; ze),es deir O(I2), pues el heho de insertar la palabra de fertilidad ero re-quiere reorrer toda la hipotesis. En ambio el numero de vees que estaoperaion debera ejeutarse es Z, tambien teniendo en uenta las optimi-zaiones anteriores.attahWords(i; i0): Esta operaion realizara la misma funion quejoinWords(i; i0) pero no se eliminara una de las palabras, sino quequedara omo una palabra de fertilidad 0. El oste de esta operaion semantiene onstante. El numero de vees que se ejeutara sera I2.
Nueva expresión de la complejidad teniendo en cuenta la simplificación de las
operacionesA la vista de los ostes pariales referentes a ada operaion, y dado que todasellas se ejeutan de forma seuenial, podemos deir que el oste asintotio delnuevo algoritmo GreedySearhOpt es del orden de:O(S4  I + J W  I2 + Z  I2 + I2  I + I  I)  O(J W  I2)
7.5 Optimización del cálculo de la puntuaciónComo hemos omentado en la seion 7.3 el oste del alulo de la puntuaionde una hipotesis, es deir, el alulo de Pr(e)  PrM (f ; a j e) es del orden deO(I), el ual es un fator no despreiable dentro de lo que es la omplejidad delalgoritmo GreedySearh.A la vista de algunos experimentos realizados se planteo llevar a abo una op-timizaion del alulo de esta puntuaion, dado que este oste podra ser reduidoonsiderablemente haiendo un estudio de la ontribuion a la puntuaion de a-da una de las operaiones denidas para el algoritmo voraz. En realidad, adaoperaion no es mas que una modiaion loal a una hipotesis/alineamientodado, on lo que sera interesante haer una atualizaion on respeto a laoperaion apliada en vez de realular, para ada apliaion de un operador,ompletamente la puntuaion.A ttulo de ejemplo, a ontinuaion veremos on detalle en que onsiste laatualizaion de la puntuaion on respeto a ada una de las operaiones de-nidas para el modelo 3, para posteriormente ver el resultado de su impato enla eienia del algoritmo.Cabe resaltar que las optimizaiones que se proponen a ontinuaion enningun momento se realizan de forma heurstia, por lo tanto ningun error debusqueda podra ser atribuible a ellas.
204 Capı́tulo 7 Algoritmos de búsqueda voracesAlgoritmo: ComputeNeighborhoodOpt()entrada: a;W();Z ; Lsalida: N (a)N (a) = ;//swapSegmentspara i = 1    I haeri0 = imientras i0 < I y i0 < i+ L haerpara k = i0 + 1    I haerk0 = kmientras k0 < I y k0 < k + L haerN (a) = N (a) [ swapSegments(i; i0; k; k0)N (a) = N (a) [ swapSegmentsWithAlig(i; i0; k; k0)k0 ++n mientrasn parai0 ++n mientrasn para//translateOneWordpara j = 1   J haerpara todo e 2 W(faj ) haerN (a) = N (a) [ translateOneWord(j; e)n paran para//insertZFertpara todo ze 2 Z haerN (a) = N (a) [ insertZFert(ze)n para//removeZFertpara i = 1    I haerN (a) = N (a) [ removeZFert(i)n para//attahWordspara i = 1    I y i0 = i    I haerN (a) = N (a) [ attahWords(i; i0) [ attahWords(i0; i)n paradevolver: N (a)Algoritmo 7.6: Algoritmo optimizado para el alulo del veindario de unalineamiento dado inluyendo las optimizaiones para los parametros W , Zy S.
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7.5.1 Actualización de la puntuación para el modelo 3En esta seion veremos omo atualizar la puntuaion de una hipotesis onrespeto a la probabilidad del modelo de traduion Pr(f ; aje). Conretamentelo veremos para el aso del modelo 3. Para el modelo 4, la atualizaion dela puntuaion seguira la misma losofa que la aqu presentada, solo que en lamayora de los asos los parametros de distorsion se veran tambien afetadoson lo que habra que tenerlo en uenta al realizar la atualizaion. Para dife-reniar los algoritmos que inluyan estas optimizaiones de los no optimizados,sobre todo uando hagamos alusion a ellos en la seion de experimentaion, lesa~nadiremos la etiqueta , as por ejemplo el algoritmo GreedySearhOpt pasaraa ser GreedySearhOpt.Para realizar las atualizaiones de las puntuaiones vamos a suponer queademas de onoer el alineamiento aJ1 , la hipotesis eI1, y la frase de entrada fJ1 ,disponemos de la informaion de las palabras de la frase de entrada que songeneradas por la hipotesis, es deir bI1, donde ada bi, sera:bi = fj : aj = ig
Actualización de Pr(f ; aje) para la operación swapSegments(i; i0; k; k0)Esta operaion onlleva el interambio de dos segmentos de palabras de lahipotesis, por lo tanto el alineamiento se mantendra jo. Esto es tanto omodeir que la puntuaion que se obtendra al apliar esta operaion solo afetaraal modelo lexio t(), es deir no afetara al modelo de distorsion d(), ni almodelo de fertilidades n().Denimos la probabilidad de un segmento ualquiera ei0i omo:pseg(i; i0) = i0Yx=i Yj2bx t(fj j ex)y la de un segmento que se vera desplazado o posiiones on respeto a su posiionatual omo: pseg(i; i0; o) = i0Yx=i Yj2bx+o t(fj j ex+o)Dado que los segmentos podran ser, a priori, de ualquier longitud habra quematizar algunos asos en partiular: i0 i = k0 k, es deir los segmentos tienen la misma longitud. En este asosolo se ven afetadas por el ambio las palabras que perteneen a ambossegmentos, por tanto la atualizaion de la puntuaion en este aso sera:Pr(f ; aje) = pseg(i; i0; k   i)pseg(i; i0)  pseg(k; k0; (k   i))pseg(k; k0)
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aso todas las palabras de la hipotesis en el rango ek0i seven afetadas por el interambio. Por lo tanto en este aso la atualizaionde la puntuaion debera ser:Pr(f ; aje)  = pseg(i; i0; k0   i0)pseg(i; i0)  pseg(k; k0; (k   i))pseg(k; k0)pseg(i0 + 1; k   1; (k   k0 + 1)  (i  i0 + 1))pseg(i0 + 1; k   1)En el peor de los asos tendremos un oste para Pr(f ; aje) de O(I) en asode no restringir la longitud maxima de los segmentos, y de O(S) si tenemos enuenta diha optimizaion.
Actualización de Pr(f ; aje) para la operación swapSegmentsWithAlig(i; i0; k; k0)Para atualizar la puntuaion en este aso basta on redenir las probabili-dades asoiadas a un segmento. De esto modo denimos la probabilidad de unsegmento ualquiera ei0i omo:pseg(i; i0) = i0Yx=i Yj2bx t(fj j ex)  d(x j j; J)y la de un segmento que se vera desplazado o posiiones on respeto a su posiionatual omo: pseg(i; i0; o) = i0Yx=i Yj2bx+o t(fj j ex+o)  d(x + o j j; J) ;dado que en este aso s se vera afetada la puntuaion on respeto a losparametros de distorsion.El oste de esta operaion es identio a la anterior.
Actualización de Pr(f ; aje) para la operación translateOneOrTwoWords(j; e; j0; e0)Esta operaion tendra un oste asintotio identio a la operaiontranslateOneWord(j; e), por tanto estudiaremos este ultimo aso por tra-tar on solo una palabra en vez de on dos. Para esta operaion habra quedistinguir entre los siguientes asos partiulares: Que eaj sea una palabra de fertilidad 1, y que e sea la palabra vaa(NULL), entones eaj se borrara de la hipotesis:Pr(f ; aje) = t(fj j e0)t(fj j eaj )  n(0 + 1 j e0)n(0 j e0)  1n(1 j eaj )En este aso el oste es atualizar Pr(f ; aje) es O(te).
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es e se inserta en la posiion que produza el alinea-miento de mayor probabilidad. La atualizaion de la puntuaion en elaso de insertar la palabra en la posiion i sera:Pr(f ; aje) = t(fj je)t(fj je0)  n(0 1je0)n(0je0)  n(1 j e)  d(i j j; J)para (j0 = 1; j0  J ; j ++)si (aj0  i) Pr(f ; aje) = d(aj0+1jj0;J)d(aj0 jj0;J)Por tanto el oste de atualizar Pr(f ; aje) sera O(J), y dado que estohabra que repetirlo para toda posiion en la adena de salida, el oste dela operaion en este aso sera O(I  J). En el resto de asos solo habra que atualizar la puntuaion de auerdo altraduion de la nueva palabra, es deir:Pr(f ; aje) = t(fj j e)t(fj j eaj )donde otra vez el oste de la operaion es O(te).En denitiva, en el peor de los asos para esta operaion tendremos un osteO(I  J).
Actualización de Pr(f ; aje) para la operación translateAndInsertZFert(j; e; ze)En este aso existe la misma asustia que en la operaion anterior, on ladiferenia que ademas habra que insertar una palabra de fertilidad 0.La atualizaion de la puntuaion en el aso de insertar la palabra en laposiion i sera:Pr(f ; aje) = n(0 j ze)para (j0 = 1; j0  J ; i++)si (aj0  i) Pr(f ; aje) = d(aj0+1jj0;J)d(aj0 jj0;J)Al igual que en el aso anterior, dado que esto habra que repetirlo para todaposiion en la adena de salida, el oste de esta operaion en este aso seraO(I  J), que sera igual al de la operaion insertZFert(j; e; ze).
Actualización de Pr(f ; aje) para la operación removeZFert(i)La atualizaion de la puntuaion en el aso de eliminar la palabra de laposiion i sera:Pr(f ; aje) = 1n(0jei)
208 Capı́tulo 7 Algoritmos de búsqueda voracespara (j0 = 1; j0  J ; i++)si (aj0  i) Pr(f ; aje) = d(aj0 1jj0;J)d(aj0 jj0;J)Por tanto, el oste de esta operaion sera O(I  J).
Actualización de Pr(f ; aje) para la operación joinWords(i; i0)Supongamos que las palabras alineadas on ei0 se unen a ei, y por lo tanto ei0sera eliminada de la hipotesis, entones la puntuaion se atualizara del siguientemodo: Pr(f ; aje) = n(i+i0 jei)n(ijei)n(i0 jei0 ) Qj2bi0 t(fj jei)t(fj jei0 )d(i0jj;J)para (j0 = 1; j0  J ; i++)si (aj0 > i0) entones Pr(f ; aje) = d(aj0 1jj0;J)d(aj0 jj0;J)En este aso el oste de la operaion sera O(I  J).En ambio la atualizaion de la puntuaion para la operaionattahWords(i; i0) sera:Pr(f ; aje) = n(i + i0 j ei)  n(0 j ei0)n(i j ei)  n(i0 j ei0)  Yj2bi0 t(fj j ei)t(fj j ei0)  d(i0 j j; J) ;es deir de oste O(te), por tanto el oste de la operaion sera O(I).
7.5.2 Actualización de la puntuación para el modelo de lenguajeComo ya vimos en su momento, el oste de alular Pr(e) es del orden deO(I), aunque este oste se puede simpliar apliando atualizaiones similaresa las expuestas para el modelo de traduion, es deir atualizando el valorde Pr(e) solamente para los valores p(ei j h(i)) que se ven afetados por laoperaion. Estas atualizaiones, en media, reduiran la omplejidad del alulode Pr(e), pero en el peor de los asos (operaion swapSegments()) sera tambiendel orden de O(I).Los detalles de omo atualizar el valor de Pr(e) utilizando n-gramas y paraada operaion en onreto areen de interes dada la trivialidad de los mis-mos. De ualquier forma esta optimizaion tambien se ha llevado a abo en laimplementaion de los algoritmos.
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7.5.3 Expresión final de la complejidadTeniendo en uenta las optimizaiones presentadas en la atualizaion de lapuntuaion, la omplejidad del algoritmo GreedySearh para el modelo 3 quedadel siguiente modo: O(J2 j E j2 I  J)  O(J3 j E j2 I)Teniendo en uenta las optimizaiones relaionadas on la reduion del es-paio de busqueda tendramos:O(J2 W 2  I  J)  O(J3 W 2  I)Y teniendo en uenta ademas las simpliaiones introduidas a las opera-iones tendramos nalmente:O(J W  I  J)  O(J2 W  I)En realidad a la vista de estas expresiones de la omplejidad teoria delalgoritmo paree que no se gana nada teniendo en uenta las optimizaionespropuestas para el alulo de Pr(f ; aje), pues en realidad la omplejidad teoriade este alulo ha pasado de O(I) a O(J).En ambio, omo podremos ver en la seion de experimentaion (ver se-ion 7.6.2) la reduion real en tiempo de ejeuion es tremenda pues segunhemos omentado la omplejidad teoria se ha alulado en el peor de losasos (asos partiulares de las operaiones translateOneOrTwoWords() ytranslateAndInsertZFert()), y en media el oste de atualizar el alulo dela puntuaion es pratiamente onstante, on lo que podramos deir que eloste nal de estos algoritmos es de (J2 W 2  I) o de (J W  I) si utilizamoslas operaiones simpliadas. Es deir, on la optimizaion del alulo de lapuntuaion hemos reduido la omplejidad del algoritmo en un orden de magni-tud on respeto a la talla del problema, es deir J , la longitud de la adena deentrada.
7.6 Discusión de los algoritmos voracesEn este seion vamos a disutir las ualidades de los algoritmos de voraesexperimentalmente. Para ello llevaremos a abo una serie de experimentos uti-lizando el mismo orpus utilizado para los algoritmos de busqueda presentadosen los aptulos anteriores (ver seion 5.8, tabla 5.1, pagina 127), para que laomparaion entre ellas se realie de forma objetiva. Del mismo modo el estudiose realizara siguiendo los mismos pasos, en onreto:1. Estableer un algoritmo sobre el que se realizaran las pruebas.
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er un reorrido por las distintas optimizaiones planteadas, experimen-tando sobre su efeto en la eienia y la tasa de aiertos del algoritmo.En onreto se haran diversas pruebas on los valores de los parametrosW , Z y S.3. En terer lugar haremos una omparativa sobre la inuenia que tienenen la eienia, el algoritmo que se esoja, el modelo de traduion, y eltama~no de frase.Al igual que en los dos aptulos anteriores, los modelos de traduion se hanentrenado on el onjunto de entrenamiento mostrado en la tabla 2.2, es deirun orpus de 10,000 pares de frases, utilizando el esquema de entrenamiento1525354555. Con respeto al modelo de lenguaje, una vez mas, se han utilizadotrigramas on la tenia de desuento GoodTuring y ha sido entrenado on lasorrespondientes 10,000 frases para el lenguaje de salida. Del mismo modo,omo resultado de este estudio, esogeremos un tradutor optimo on el queobtendremos mas resultados en la seion siguiente.Una vez mas, en las tablas relativas a los experimentos que expondremos aontinuaion se inluye: El tiempo medio de ejeuion en segundos (ses) por frase. El modelo de error, es deir: porentaje errores de busqueda (Err-Busq), porentaje errores del modelo (ErrModel) y porentaje de aier-tos (Aiertos). Las tasas de error (WER y PER), en tanto por iento de error.
7.6.1 Establecimiento de los parámetros de los algoritmos vora-
cesVamos a jar por defeto (y en base a experimentaiones preliminares) lasaraterstias basias del tradutor de la siguiente manera:- Algoritmo elegido: GreedySearh on ComputeNeighborhood opt S+W+Z- Modelo de traduion utilizado: modelo 3- Parametros: W = 12, Z = 24, S = 9- Iniializaion: Viterbi
Influencia del número de traducciones inversas (parámetro W )En la tabla 7.1 podemos ver la inuenia del parametro W on respeto ala eienia y aiertos en la traduion. A la vista de estos resultados pareelaro que este parametro no es determinante, al igual que s lo era para los
7.6 Discusi ón de los algoritmos voraces 211demas algoritmos expuestos, en uanto a eienia y la alidad en la traduion.Tambien podemos ver que a partir de un valor de 20 no se obtiene pratiamentemejora alguna en la alidad, y s una ligera depreiaion en la eienia, por tantoestableer un valor de W = 20 sera suiente.W ses ErrBusq ErrModel Aiertos WER PER5 3.00 53.85 21.40 24.75 22.23 18.2010 4.30 50.84 23.75 25.42 21.67 17.4015 5.18 50.84 23.75 25.42 21.74 17.4420 5.83 50.84 23.75 25.42 21.74 17.4425 6.13 50.84 23.75 25.42 21.71 17.4030 6.41 50.84 23.75 25.42 21.71 17.4035 6.63 50.84 23.75 25.42 21.67 17.4040 6.79 50.84 23.75 25.42 21.67 17.4045 6.91 51.17 23.75 25.08 21.78 17.5150 7.09 50.50 24.08 25.42 21.67 17.40Tabla 7.1: Inuenia del numero de traduiones inversas para una palabraorigen dada (parametro W ).
Influencia del número de palabras de fertilidad cero (parámetro Z)El parametro Z establee el numero maximo de traduiones de pala-bras de fertilidad ero que se onsideran al ejeutar el bule de operaionestranslateAndInsertZFert(), es por tanto un parametro vital del algoritmo de-bido a su inuenia en la alidad de la traduion y en la eienia. En latabla 7.2 se muestran pruebas on distintos valores de este parametro. Comopuede apreiarse, este parametro tiene un impato muho mayor en la eieniay en los aiertos que W . Por ejemplo, podemos ver que al pasar de un valor de 5a un valor de 30, los errores de busqueda se ven reduidos en un 50%. Por on-tra, el tiempo medio por frase se ve aumentado en un fator aproximadamenteigual a 5. Siguiendo on el riterio de estableer un ompromiso entre eien-ia y eaia, paree razonable estableer este parametro al valor de Z = 30,pues a partir de ah no se obtienen mejoras sustaniales en uanto a alidad y sdepreiaiones importantes en el tiempo de ejeuion.A la vista de estos resultados y los anteriores (parametroW ) sera interesantehaer un estudio bidimensional del efeto de estos dos parametros para ver sirealmente el parametro W afeta o no a las prestaiones de estos algoritmos.
Influencia del tamaño de los segmentos a intercambiar (parámetro S)El parametro S establee el numero tama~no maximo de segmentos a inter-ambiar por tanto afeta al bule de operaiones del tipo swapSegments(). En
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s ErrBusq ErrModel Aiertos WER PER5 1.22 71.24 15.72 13.04 25.36 21.1210 2.10 61.54 20.74 17.73 23.62 19.0715 2.99 57.86 22.74 19.40 22.89 18.3020 3.90 56.52 22.74 20.74 22.65 18.1025 4.87 51.84 23.41 24.75 22.06 17.8530 5.73 48.83 25.08 26.09 21.78 17.6535 6.62 48.83 25.08 26.09 21.78 17.6540 7.47 48.83 25.08 26.09 21.78 17.6545 8.34 48.83 25.08 26.09 21.60 17.6850 9.24 48.83 25.08 26.09 21.60 17.68Tabla 7.2: Inuenia del numero de palabras de fertilidad ero onsideradas(parametro Z).la tabla 7.3 se muestran los resultados para distintos valores de este parametro.A la vista de ellos podemos ver que no existe pratiamente efeto de esteparametro en uanto a la eienia, en ambio si afeta a la alidad de la tra-duion, pues al pasar de un valor de 1 a un valor de 6, los errores de busquedase reduen en aproximadamente un 20%. Este mismo efeto se puede ver en losndies de error, obteniendose una mejora de mas de 8 puntos.S ses ErrBusq ErrModel Aiertos WER PER1 4.51 59.87 18.39 21.74 29.91 20.352 4.57 58.19 20.74 21.07 29.39 19.763 4.61 56.86 20.07 23.08 27.86 19.384 4.66 55.85 20.07 24.08 25.84 18.835 4.64 51.84 23.41 24.75 22.82 17.966 4.69 51.51 23.75 24.75 21.88 17.587 4.70 51.51 23.75 24.75 21.88 17.588 4.69 51.51 23.75 24.75 21.88 17.589 4.70 51.51 23.75 24.75 21.88 17.58Tabla 7.3: Inuenia del tama~no maximo de los segmentos a interambiaren la operaion swapSegments() (parametro S).Como vemos, este parametro tiene un impato relevante en la eienia delalgoritmo pues las operaiones del tipo swapSegments() son ostosas y se eje-utan gran antidad de vees.
7.6 Discusi ón de los algoritmos voraces 213
7.6.2 Estudio empı́rico de eficienciaVamos a ontinuar nuestro estudio usando un tradutor on las mismas a-raterstias basias que se usaron para el estableimiento de los los parametros.
Determinación de la influencia del algoritmoEn la tabla 7.4 podemos ver los resultados de la inuenia del algoritmo uti-lizado. En esta tabla GSoSWZ hae referenia al algoritmo GreedySearh onComputeNeighborhood opt S+W+Z y GSOpt al mismo on ComputeNeighbor-hoodOpt, y los  a sus versiones optimizadas en el alulo de la puntuaion. Eneste experimento hemos utilizado el modelo 3 (de ah que se obtengan peoresresultados), para poder ver el efeto de la optimizaion on respeto al alulode la puntuaion.A la vista de estos resultados podemos ver la depreiaion del algoritmo, enuanto a alidad en la traduion se reere, on respeto a las optimizaiones delas operaiones, aunque ello suponga una sustanial ganania en eienia. Enambio la mejora en la eienia que inluye la optimizaion del alulo de lapuntuaion es tremenda, de modo que la ganania que podramos obtener onla optimizaion de las operaiones se ve en gran medida subsanada on dihaoptimizaion. Por tanto, ya podemos adelantar que el estudio e implementaionde la optimizaion del alulo de la puntuaion para el resto de los modelos sehae impresindible para obtener tiempos de ejeuion realmente ompetitivos.Alg. ses ErrBus ErrModel Aiertos WER PERGSoSWZ 0.52 51.51 23.75 24.75 21.88 17.58GSoSWZ 3.66 51.51 23.75 24.75 21.88 17.58GSOpt 0.08 71.24 13.71 15.05 26.26 21.33GSOpt 0.39 71.24 13.71 15.05 26.26 21.33Tabla 7.4: Inuenia del algoritmo.Como era de esperar los resultados obtenidos on la optimizaion del alulode la puntuaion no introduen errores de busqueda adiionales.
Estudio empı́rico del coste de las operacionesA la vista de los resultados de la inuenia del algoritmo paree interesanterealizar un estudio del oste medio de las distintas operaiones involuradas enada algoritmo. En la tabla 7.5 podemos ver el tiempo medio (en segundos)utilizado en las distintas operaiones para las distintas versiones del algoritmoGreedySearh.El tiempo medio de las operaiones translateAndInsertZFert ytranslateOneOrTwoWords se da onjuntamente, pues en la implementa-
214 Capı́tulo 7 Algoritmos de búsqueda voracesOperaion GSoWZ GSoWZ GSOpt GSOptswapSegments 0.050 0.015 0.052 0.016removeZFertWords 0.000 0.000 0.000 0.000joinWords 0.005 0.000 { {attahWords { { 0.005 0.000translateAndInsertZfert+translateOneOrTwoWords 0.799 0.113 { {insertZfert+translateOneWord { { 0.023 0.003Tabla 7.5: Tiempo medio (en segundos) por operaion para distintas ver-siones del algoritmo voraz.ion se ha heho uso de la parte omun de ambas para agilizar su ejeuion.Por tanto no resulta senillo separar el tiempo medio utilizado para ellas puesello supondra ambiar la implementaion y on ello elevar el tiempo mediode ejeuion del algoritmo. De ualquier forma podemos ver que dihas ope-raiones son las mas ostosas on diferenia, heho que veria el estudio deomplejidad realizado. Segun los tiempos mostrados en la tabla enontramos lajustiaion de la mejora obtenida uando se realiza la optimizaion del alulode la puntuaion, pues es preisamente en las operaiones mas ostosas dondemayor relevania tiene diha optimizaion.Como podemos ver los tiempos asoiados a las operaiones removeZFertWords,joinWords, y attahWords, son pratiamente despreiables, de ah los valoresde 0:000, pues en la mayora de los asos el tiempo invertido en esas operaionesno alanza la milesima de segundo.Estos resultados orroboran los expuestos en la tabla 7.4 anterior pues sepuede ver que la reduion de las operaiones translateAndInsertZfert() ytranslateOneOrTwoWords() son las que maran la diferenia entre los dosalgoritmos.
Determinación de la influencia del tamaño de la fraseAl igual que hiimos on los algoritmos de pila, paree interesante realizar unexperimento que reeje la inuenia del tama~no de la frase en las prestaionesde los algoritmos.Para este experimento hemos elegido distintos onjuntos de test (de la tareaEuTrans-I), de distintas longitudes, onretamente hemos elegido 100 frasesde test longitudes 4, 6, 8, 10, 12, 15 y entre 17 y 20 palabras. En la tabla 7.6podemos ver la informaion del modelo de error y tiempo medio de traduion delas frases, donde se hae patente una inuenia muy estreha entre la longitudde frase y el oste temporal del algoritmo, pues el tiempo de ejeuion reeexponenialmente on el tama~no de la frase. En este heho tambien inuye el
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iones que el algoritmo debe de realizar hasta onverger,pues omo era de esperar a mayor longitud mayor numero de iteraiones se debenrealizar hasta alanzar la onvergenia.En esta misma tabla tambien podemos apreiar omo el numero de errores debusqueda aumenta on la longitud de la frase, osa que tambien era de esperarpues a mayor espaio de busqueda mas fail sera alanzar optimos loales. Enambio, a la vista de las tasas de error para este experimento, podemos ver queesa diferenia no paree estar tan lara en lo que a la tasa de aiertos se reere.Long. Iter. ses ErrBusq ErrModel Aiertos WER PER4 2 0.07 20 40 40 38.27 33.336 2 0.55 35 35 30 24.86 20.908 4 2.35 49 30 21 21.69 18.8410 4 5.45 56 23 21 19.34 15.5712 5 13.38 64 18 18 23.78 18.2415 7 64.79 84 10 6 27.68 17.4617-20 8 97.55 87 9 4 29.32 17.46media 4.57 26.30 48.43 22.14 27.54 26.42 20.26Tabla 7.6: Inuenia de la longitud de frase en el modelo y tasas de error.Del mismo modo que hemos heho en el apartado anterior podemos ver quetiempo se dedia a ada operaion dependiendo de la longitud de la frase deentrada. En la tabla 7.7 podemos ver diha relaion y omo era de esperar lainuenia de la longitud de la frase en el tiempo de las operaiones mas ostosases tremendo.Operaion t4 t6 t8 10 12 15 17-20swapSegments 0.0 0.004 0.038 0.104 0.203 1.11 1.781removZFertWords 0.0 0.000 0.000 0.000joinWords 0.0 0.000 0.007 0.005 0.013 0.031 0.039trAndInsZfert+trOneOrTwoWords 0.033 0.194 0.514 1.174 2.234 7.102 9.765Tabla 7.7: Tiempo medio (en segundos) por operaion para distintos ta-ma~nos del orpus de test.
Determinación de la influencia del modelo utilizadoEn la tabla 7.8 podemos ver los resultados de la inuenia del modelo utili-zado. En ella se observa que los mejores resultados se obtienen para el modelo4, aunque sorprendentemente son pratiamente identios a los obtenidos on el
216 Capı́tulo 7 Algoritmos de búsqueda voracesmodelo 2. Es mas, el tiempo medio por frase para el modelo 4 es sustanialmentemayor, omo era de esperar.M ses ErrBus ErrModel Aiertos WER PER1 1.18 99.00 0.00 1.00 40.12 28.482 3.91 48.49 22.74 28.76 20.39 16.22H 10.26 49.16 24.08 26.76 21.60 16.923 4.67 51.51 23.75 24.75 21.88 17.584 13.76 46.82 26.09 27.09 20.22 17.785 13.84 56.86 21.07 22.07 21.40 17.96Tabla 7.8: Inuenia del modelo.
7.7 Resultados de traducciónVamos a llevar a abo una serie de experimentos utilizando un tradutoron los parametros y araterstias estableidos en la seion anterior. Parahaer dihos experimentos se han esogido dos tareas distintas: EuTrans-I, yHansards, uyas araterstias fueron desritas en el aptulo 2, seion 2.7.
7.7.1 Elección del algoritmoVistos los resultados obtenidos en la experimentaion llevada a abo en estaseion, e intentando estableer un ompromiso entre eienia y aiertos en latraduion, podemos onluir que una buena eleion de un tradutor sera aquelque: utilie el algoritmo GSoSWZ, on iniializaion por Viterbi. Como yahemos omentado, sera importante esoger un buen valor para los parametrosde optimizaion, onretamente hemos esogido los valores de W = 20, Z = 25,S = 10, y el modelo 3. De todas formas tambien daremos resultados on elmodelo 4 pues es el que obtiene los mejores resultados on diferenia.
7.7.2 Resultados con la tarea EuTrans-IEn la tabla 7.9 se muestran los ndies relativos a la traduion para el orpusde longitudes menor o igual que 15, de la tarea EuTrans-I. En la primera lade la tabla se muestran los resultados obtenidos utilizando el modelo 3 y en lasegunda los resultados utilizando el modelo 4.
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s ErrBus ErrModel Aiertos WER PER18.71 61.27 20.49 18.25 24.81 18.62165.99 53.04 23.26 23.70 20.02 16.24Tabla 7.9: Resultados on la tarea EuTrans-I, para frases de longitud menore igual que 15, para los algoritmos voraes.
7.7.3 Resultados con la tarea HansardsPara la tarea de Hansards hemos realizado experimentos para ino orpusde 100 frases ada uno, de frases de longitud 4, 6, 8, 10 y 12, dada la omplejidadque esta tarea onlleva.Para tama~nos mayores el tiempo de omputaion es enorme, de-bido prinipalmente a la operaiones translateAndInsertZfert() ytranslateOneOrTwoWords() omo ya hemos omentado en la seion an-terior.Para esta tareas, y de auerdo a una experimentaion previa (ver apendie C),hemos jado el valor de los parametros W = 12, Z = 30, y S = 10.Los modelos de traduion y lenguaje utilizados en este experimento hansido los mismos que los que se en los dos aptulos anteriores (ver seion 5.9.2,pagina 134).En la tabla 7.10 podemos ver la informaion del modelo de error y tiempomedio de traduion de las frases, as omo las tasas de error para este expe-rimento. Los resultados se presentan para los distintos orpus utilizados, demodo que tambien se puede ver la inuenia de la longitud de la frase en elomportamiento del algoritmo.Long. It. segs ErrBusq ErrModel Aiertos WER PER4 1 0.45 35.00 33.00 32.00 43.89 43.396 2 2.70 10.00 80.00 10.00 52.45 49.248 3 8.54 18.00 78.00 4.00 58.11 52.7910 4 22.78 10.00 87.00 3.00 61.40 55.3412 5 50.85 2.00 97.00 1.00 64.01 54.41media 3 17.06 15.00 75.00 10.00 55.97 51.03Tabla 7.10: Inuenia de la longitud de la frase en el modelo y tasas deerror para la tarea Hansards, para los algoritmos voraes.
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7.8 ConclusionesEn este tema hemos expuesto, implementado y estudiado una familia de algo-ritmos voraes inspirados en el algoritmo voraz propuesto en [Germann et al. 01℄para el modelo 4.De estos algoritmos hemos estudiado su omplejidad teoria, y diversas for-mas de optimizar los algoritmos, realizando un estudio emprio de eieniapara los distintos parametros de optimizaion y las distintas versiones de losalgoritmos.Por otra parte hemos ampliado el algoritmo propuesto en [Germann et al. 01℄para todos los modelos de IBM y el modelo HMM. Es mas, los algoritmos voraesaqu expuestos son suseptibles de ser usados on ualquier modelo de traduionque permita alular la probabilidad de un alineamiento dado entre un par defrases origen-destino. De heho se han implementado pensando en ello, onlo que para a~nadir un nuevo modelo de traduion dentro de estos algoritmosbastara on insertar la funion que alule la probabilidad Pr(f ; aje) para dihomodelo.De auerdo on la experimentaion llevada a abo y a la vista de los resultadosde traduion obtenidos en la seion anterior, podemos onluir que: Los algoritmos voraes son suseptibles de ser utilizados en tareas de om-plejidad reduida, aunque a tenor de los resultados obtenidos, las tasas deaierto para la tarea Hansards son bastantes pareidas a las obtenidason el resto de algoritmos de busqueda. Estableiendo un ompromiso entre eienia y alidad, se pueden obtenertraduiones aeptables en unos tiempos de ejeuion medios, siendo lalongitud de la adena (por su parte tama~no del problema en la omplejidadteoria) el fator determinante en su eienia. Dada la naturaleza heurstia de estos algoritmos no paree razonable quesean utilizados en sistemas de traduion que requieran de una alidadalta, en ambio, s en sistemas de ayuda a la traduion, en los que laalidad puede que no sea un parametro tan relevante omo la veloidad detraduion. La optimizaion de la reduion de la omplejidad de las operaiones arrojauna gran mejora en uanto a eienia pero tambien degrada sustanial-mente las prestaiones del algoritmo. En ambio, la optimizaion no heurstia del alulo de la puntuaion ob-tiene unas mejoras tremendas en uanto a eienia, sin que ello mermelas prestaiones del algoritmo.Por ultimo destaar una gran ventaja que ofreen estos algoritmos, y es que lainlusion de los modelos basados en maxima entropa es extremadamente seni-
7.8 Conclusiones 219lla, lo que a nuestro a juiio los hae bastante atrativos para seguir investigandoen ellos en el futuro.





8.1 Resumen resultadosEsta seion la hemos dediado para exponer de forma resumida los resulta-dos experimentales mas relevantes llevados a abo en el desarrollo de la tesis.Por un lado haremos un resumen de los resultados obtenidos en la parte demodelado y por otro los obtenidos en la parte de algoritmos de busqueda.
8.1.1 Resumen de resultados de calidad en los alineamientosA ontinuaion se presentan los mejores resultados obtenidos on la integra-ion de los modelos de traduion basados en maxima entropa en el entrena-miento de los modelos de IBM, en omparaion on los resultados obtenidos onlos modelos onvenionales. En la tabla 8.1, se presentan los resultados para lastareas Verbmobil y Hansards para el esquema de entrenamiento ompleto, esdeir 1525334353, y los distintos tama~nos del orpus de entrenamiento utilizados.A la vista de los resultados podemos ver que el ratio de errores de alinea-miento mejora uando utilizamos los modelos lexios dependientes del ontexto.Para la tarea Verbmobil la mejora es menor que para la tarea Hansards, loual se debe al heho de que el resultado base de alidad en el alineamiento esbastante bueno.Como era de esperar, el entrenamiento por ME tiene mayor importaniauanto mayor es el tama~no del orpus a utilizar. Para los orpus mas peque~nos,el numero de eventos de entrenamiento para los modelos por ME es bastantereduido, heho que provoa que en iertas oasiones no se puedan desambiguaralgunas traduiones/alineamientos para diferentes ontextos.
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orpusCorpus 0.5K 8K 128KHansards IBM 41.5 24.8 16.2IBM+ME 41.2 24.3 14.3Verbmobil IBM 22.6 9.9 7.2IBM+ME 22.3 9.6 6.8Tabla 8.1: Resumen de AER [%℄ para las tareas Hansards y Verbmobilpara distintos tama~nos de orpus de entrenamiento.
8.1.2 Resumen de resultados de traducciónEsta seion la hemos dediado para exponer de forma resumida los resul-tados de traduion llevados a abo en la parte de algoritmos de busqueda.Del mismo modo aproveharemos para realizar una omparativa entre ellos, yotros resultados obtenidos por otros autores, y destaar las araterstias masrelevantes de ada aproximaion, distinguiendo entre las dos tareas que hemosutilizado en todo el desarrollo, EuTrans-I y Hansards.
Resumen de resultados para la tarea EuTrans-IEn la tabla 8.2 podemos ver un resumen de los resultados de traduion pa-ra esta tarea siguiendo las distintas aproximaiones expuestas en la tesis. Enella se muestran el tiempo medio de traduion en segundos, y el modelo deerror. La entrada PD se reere al algoritmo por programaion dinamia Ite-rativeSearhM2 y la entrada PD-V4 se reere al algoritmo por programaiondinamia IterativeSearhVitM4.Aprox. segs ErrBus ErrModel AiertosPD 55.70 5.50 55.24 39.26PD-V4 69.46 12.18 45.11 42.72Pila 87.12 18.44 44.08 37.48Voraz 18.71 61.27 20.49 18.25Tabla 8.2: Resumen de resultados para la tarea EuTrans-I. Tiempo detraduion (en segundos) y modelo de error (% de errores de busqueda, delmodelo, y aiertos a nivel de frase) para distintos algoritmos de busqueda.En la tabla 8.3 se muestran las tasas de error obtenidas on las distintasaproximaiones as omo los resultados presentados en [Oh 02℄ para esta mismatarea. En diha tabla la entrada SWB orresponde al algoritmo SingleWord-Based basado en el modelo HMM presentado en [Tillmann 01℄, y la entrada AT
8.1 Resumen resultados 225orresponde al algoritmo AlignmentTemplates basado en modelos de traduionde grupos de palabras y plantillas presentado en [Oh 02℄.Aprox. WER PERPD 12.71 10.50PD-V4 10.19 9.44Pila 14.21 11.13Voraz 24.81 18.62SWB 10.80 10.00AT 4.40 2.90Tabla 8.3: Resumen y omparaion de resultados de traduion (en % deerror a nivel de palabra) siguiendo distintas aproximaiones para la tareaEuTrans-I.A la vista de los resultados de la tabla 8.2 podemos deir que: Los algoritmos basados en programaion dinamia obtienen los mejoresresultados, on diferenia, frente a las otras dos aproximaiones. Los algoritmos voraes, son de largo los mas rapidos pero por ontraarrojan los peores resultados, obteniendose gran antidad de errores debusqueda. Los algoritmos de pila estableen un termino medio en uanto a alidady eienia. El heho de que estos algoritmos arrojen resultados peoresa los de programaion dinamia radia en las restriiones que debemosimponerles para obtener unos tiempos de respuesta aeptables.A la vista de los resultados de la tabla 8.3 podemos ver que la mejor apro-ximaion on diferenia es la AT, heho justiado por la propia losofa de laaproximaion. Los resultados obtenidos on la aproximaion SWB son om-parables on los presentados en esta tesis. De ualquier forma abe matizarque los resultados obtenidos on estas dos aproximaiones realizan importantespreproesos a los orpus de entrenamiento y test para obtener mejores modelosde traduion y en general mejores resultados de traduion. Para mas detallesaera de los preproesos realizados nos remitimos a los doumentos en los quese presentan dihas aproximaiones. Por otra parte tambien destaar que todoslos resultados de traduion expuestos en esta tesis se han obtenido sin realizarningun tipo de preproeso a los orpus de entrenamiento y test.
Resumen de resultados para la tarea HansardsEn la tabla 8.5 se muestran las tasas de error obtenidas on las distintasaproximaiones as omo los resultados presentados en [Oh 02℄ para esta mismatarea.
226 Capı́tulo 8 ConclusionesAlgoritmo ses ErrBus ErrModel AiertosPD 102.87 3.00 81.20 16.20Pila 163.13 12.00 78.60 9.40Voraz 17.06 15.00 75.00 10.00Tabla 8.4: Resumen de resultados para la tarea Hansards. Tiempo detraduion (en segundos) y modelo de error (% de errores de busqueda, delmodelo, y aiertos a nivel de frase) para distintos algoritmos de busqueda.Aprox. WER PERPD 50.53 46.78Pila 54.16 51.30Voraz 55.97 51.03SWB 65.50 53.00SWB+IBM 64.90 51.40AT 61.50 49.20Tabla 8.5: Resumen y omparaion de resultados de traduion (en % deerror a nivel de palabra) siguiendo distintas aproximaiones para la tareaHansards.A la vista de los resultados de la tabla 8.4 podemos saar las mismas onlu-siones que para la tarea EuTrans-I, obteniendose los mejores resultados unavez mas on la aproximaion por programaion dinamia, donde abe destaarel bajsimo numero de errores de busqueda que omete esta aproximaion. Enuanto a los algoritmos de pila y los voraes podemos onluir que se ompor-tan de forma muy pareida aunque una vez mas el tiempo de respuesta de losalgoritmos voraes supera on rees a los algoritmos de pila.Los resultados de la tabla 8.5, para las aproximaiones AT, SWB ySWB+IBM (SWB utilizando reordenamientos al estilo IBM) no son dire-tamente omparables on el resto. Esto es debido a que los resultados obtenidoson dihas aproximaiones se utilizaron los orpus de entrenamiento y test om-pletos, a saber 1470473 y 5432 frases respetivamente. De ualquier forma losresultados expuestos en la tabla nos dan una idea de omo se omportan lasaproximaiones aqu expuestas on respeto a otras, y podemos deir que los re-sultados obtenidos on nuestras aproximaiones no dieren en general on otras.De todos modos las tasas de error para esta tarea son relativamente altas engeneral para ualquier aproximaion, on lo que podemos onluir que aun esta-mos lejos de obtener buenos resultados de traduion para tareas de omplejidadelevada.
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8.2 Resumen de aportacionesCon respeto a los objetivos que nos maramos en el aptulo 1 de esta tesispodemos onluir que:1. El primer objetivo que nos maramos fue el de estudiar el estado del artedel tema para estableer un maro apropiado en el que desarrollar estatesis. Deir que este objetivo ha sido alanzado totalmente, sineramentesera mentir desaradamente. La razon es senilla, investigar en un tema,en el ual esta en el momento de mayor produion ienta de su historia,es fsiamente imposible estar al tanto de todo lo que se publia/investiga alrespeto, entre otras osas por ser un tema que abara innitud de teniasy que se investiga en la inmensa mayora de los entros de investigaion quese dedian al mundo de la lingustia omputaional. Por lo tanto podemosque deir que se ha ubierto parialmente, pero s lo mas esenial, que eradejar laro el maro de trabajo, y obtener los onoimientos suientespara poder haber llevado a abo todo el trabajo aqu expuesto.2. En uanto al objetivo de desarrollar modelos de traduion mas poten-tes y versatiles a~nadiendo informaion ontextual a los modelos lexios,basandonos en el maro que nos proporiona la maxima entropa, pode-mos deir que se ha ubierto en su totalidad, inluso en mayor medida delo que se pretenda en un prinipio.3. Lo mismo podemos deir en uanto a lo que algoritmos de busqueda sereere, pues en un prinipio fue un reto y afortunadamente ha dado elfruto esperado, aunque debemos deir que la alidad de las traduionesobtenidas esta lejos de lo que se podra llamar una traduion de alidad.Con respeto al objetivo adiional de brindar un texto de referenia en uan-to a traduion automatia estadstia se reere, que a pesar de no tratarsepuramente de un trabajo de investigaion, no lo es por ello menos importante,ambiioso, e interesante desde nuestro punto de vista. Desafortunadamente noestamos en disposiion de emitir un juiio rtio y objetivo al respeto. Porello, debemos de onformarnos on nuestro nivel de satisfaion, que peandode modestia nos atrevemos a deir que es alto. De ualquier forma habra queesperar ierto tiempo para que sean los futuros letores los que establezan unjuiio muho mas objetivo. Que as sea.En los siguiente apartados exponemos on un poo mas de detenimiento lasaportaiones mas relevantes de este trabajo de tesis.
Aportaciones de los modelos de traducción basados en máxima entropı́aEn este apartado de la tesis hemos denido, desarrollado e integrado de mo-delos lexios dependientes del ontexto, siguiendo la aproximaion por maxima
228 Capı́tulo 8 Conclusionesentropa, en el aprendizaje de modelos estadstios de alineamiento lasios, ob-teniendo, en general, mejores resultados a nivel de alidad de los modelos obte-nidos.Como aportaiones a destaar tenemos: Hemos denido modelos lexios renados en funion de la informaionontextual en que un par dado de palabras, una la traduion de la otra,apareen en un orpus alineado a nivel de palabra. Se ha proporionado unmetodo de extraion y seleion de araterstias relevantes al proeso amodelar, as omo la generaion automatia de eventos de entrenamiento,para su posterior utilizaion en el aprendizaje de los parametros de dihosmodelos. Hemos evaluado la alidad de dihos modelos lexios en terminos de en-tropa, demostrando que son mejores que los modelos lexios onveniona-les. Hemos propuesto dos nuevos metodos de omo integrar los modelos lexiosdependientes del ontexto dentro del algoritmo de entrenamiento (algorit-mo EM) de los modelos estadstios de alineamiento de IBM, y demostradosu funionamiento en terminos de alidad en los alineamientos obtenidoson las nuevas aproximaiones. Hemos omparado la alidad de los alineamientos obtenidos on diha inte-graion on los obtenidos mediante los modelos onvenionales, obteniendosiempre mejores resultados. Hemos implementado un algoritmo de repuntuaion de hipotesis para uti-lizar dihos modelos, omo modelos desambiguadores, en una fase de post-proeso para mejorar sistemas de traduion automatia.
Aportaciones de los algoritmos de búsquedaCon respeto a esta parte de la tesis, podemos deir que hemos aportadodistintas formas de solventar el problema de la busqueda en la traduion au-tomatia estadstia.Mas onretamente podemos destaar: Hemos propuesto, dise~nado, implementado y estudiado una familia de al-goritmos de busqueda basados en la tenia de programaion dinamia, ydemostrado su apliabilidad a tareas de dominio restringido. Hemos implementado la gran mayora de algoritmos de busqueda basa-dos en pila propuestos en la bibliografa. Tambien hemos realizado unaomparativa entre ellos destaando las prinipales araterstias de adauno. Para todos ellos hemos expuesto todas las optimizaiones desritas
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aiones relaionadas on el tema. Por otra parte he-mos propuesto soluiones para reduir o eliminar los errores de busquedainherentes de dihos algoritmos. Hemos desarrollado, implementado, y propuesto mejoras a un algoritmobasio basado en tenias de busqueda loal propuesto en la bibliografa,obteniendo una terera familia de algoritmos de busqueda, los algoritmosvoraes. Para ellos, hemos propuesto optimizaiones no heurstias, ob-teniendo resultados sorprendentes en uanto a eienia sin mermar lasprestaiones.En todos los asos, para todos los algoritmos propuestos y estudiados, hemosrealizado un estudio de su omplejidad teoria. Del mismo modo hemos realizadoun estudio experimental de la inuenia de los parametros de optimizaion en laeienia y eaia de dihos algoritmos; y hemos llevado a abo experimentosreales de traduion para tareas de diferente nivel de omplejidad.
8.3 Conclusiones finalesDe todo el trabajo desarrollado en esta tesis podemos onluir que: La maxima entropa nos proporiona un maro de trabajo que nos permiteon ierta failidad obtener modelos de traduion mejorados. Conre-tamente, es relativamente senillo imponer restriiones adiionales a losmodelos involurados en un sistema de traduion automatia estadstia.Estas restriiones tratan de apturar iertos fenomenos lingustios quepodamos onsiderar interesantes en el proeso de modelado, y tambienpermiten inluir informaion de tipo sintatia y semantia de los lengua-jes naturales. Esta propiedad del modelado por maxima entropa erigea este paradigma omo uno de los mas prometedores en el ampo de latraduion automatia estadstia. A nuestro juiio, el asunto del entrenamiento de los modelos de tradu-ion, se puede onsiderar omo el prinipal problema de la traduionautomatia estadstia, por enima del algoritmo que estemos onsideran-do, ya que los errores del modelo han superado en todos los asos a loserrores de busqueda (siempre onsiderando la forma en que se han eva-luado los resultados: on una unia frase de referenia; aunque hay quereordar que muhos errores del modelo orresponden a frases inorre-tas tanto sintatia omo semantiamente). Por ello, onsideramos que sedebera dediar mas tiempo al estudio del entrenamiento de los modelosde traduion utilizados, aunque esto pueda llegar a plantearse omo unproblema de optimizaion dada la gran antidad de parametros que debede ajustarse.
230 Capı́tulo 8 Conclusiones El problema de la busqueda es un problema difil de resolver en la pratiade auerdo a la forma en que se han estableido las relaiones estrutu-rales entre frases de lenguajes fuente y destino. Problema que a pesar detodo, al menos para los modelos que aqu se han estudiado, aun esta porresolver de forma eiente para obtener sistemas de traduion FAHQT(Full Automati High Quality Translation), abriendo al mismo tiempo uninmenso abanio de posibilidades de ontinuaion en este ampo.De este modo las herramientas de traduion que se han desarrollado enesta trabajo, estan muy lejos de poder ser utilizadas on un mnimo de a-bilidad omo apliaion totalmente automatia, aunque no obstante, otromodo de uso onsiste en emplearla omo soporte para haer una traduionde alidad por parte de un experto humano. Otro aspeto a destaar on respeto a los algoritmos de busqueda es queen prinipio solamente son suseptibles de ser utilizados on tareas senillasy de dominio restringido. Como hemos omprobado experimentalmente,estos algoritmos apliados a tareas grandes omo Hansards, no podranser utilizados de forma pratia, aunque si on ierta garanta en sistemasde traduion en los que el tiempo de respuesta no sea un fator determi-nante. Otro aspeto digno de omentar, es la forma en que se hae la evalua-ion de la alidad de las traduiones que se generan. Los meanismosompletamente automatios desritos en el aptulo 2 no estan exentos deinonvenientes, que solo se pueden resolver usando evaluadores humanos.Sin embargo, esta soluion es a su vez tremendamente lenta y puede ostarmuho dinero; aunque no obstante, en prinipio nos paree neesaria frenteal exesivamente estrito riterio de omparar ada frase generada on unaunia frase de referenia. Debemos dejar laro que los resultados obtenidos on los algoritmos detraduion aqu expuestos estan lejos de los alanzados por otros sistemasestadstios de traduion. En este sentido hay que matizar que en ningunmomento hemos realizado ningun tipo de preproeso a los orpus utilizadosen la experimentaion. Por ultimo destaar que el desarrollo e implantaion de sistemas es-tadstios de traduion, para nuevas tareas a tratar, teoriamente onsistesimplemente en llevar a abo un nuevo entrenamiento de los modelos detraduion y lenguaje para diha tarea. Esto en realidad no es del todoierto, pues la experienia nos ha diho que se neesita un tiempo no des-preiable para ajustar los parametros de entrenamiento y de los algoritmosde busqueda para obtener resultados ompetitivos.
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8.4 Trabajos futurosEn uanto a las ideas que tenemos en mente a desarrollar en el futuro paraontinuar al investigaion en la lnea marada en esta tesis, abe destaar: En uanto al modelado por maxima entropa nuestro plan para el futuro pa-sa por inluir araterstias mas disriminantes, omo por ejemplo depen-denias on otras palabras fuente y destino, etiquetas POS, onstituyentessintatios, e informaion que pueden aportar analizadores sintatios dis-ponibles. Tambien entra dentro de nuestros planes dise~nar modelos porME para los modelos de fertilidad y de distorsion, los uales permitiran in-tegrar failmente mayor numero de dependenias, omo modelos de distor-sion/alineamiento de segundo orden sin aer en problemas de estimaion degran antidad de parametros omo ourre on los modelos onvenionales.Tambien esperamos obtener mejoras realizando un modelado espeo pa-ra las palabras raras (o infreuentes), las uales no hemos tenido en uentaen los modelos por ME aqu presentados. Estudiar on detenimiento el entrenamiento de los modelos de traduionbasados en relaiones estruturales a nivel de palabra para intentar mejo-rar la alidad de los algoritmos de busqueda propuestos. Del mismo modo,pretendemos desarrollar modelos de traduion basados en grupos de pa-labras, modelos que estan arrojando los mejores resultados de traduion,no solo en la aproximaion estadstia sino en la traduion automatia engeneral. Teniendo en uenta el punto anterior, tambien pasa por nuestra menteadaptar los algoritmos de busqueda para que puedan trabajar on modelosde traduion basados en grupos de palabras. Del mismo modo pretende-mos inluir la aproximaion por maxima entropa a dihos modelos porel gran potenial que pueden proporionar. En este ultimo aso, destaarque los algoritmos voraes son unos ideales andidatos a poder tratar ondihos modelos. Extender los algoritmos de busqueda voraes utilizando tenias meta-heurstias y bio-inspiradas, las uales estan siendo utilizadas on exito enla resoluion de problemas lasios de optimizaion ombinatoria. Evidentemente, tambien esta dentro de nuestros objetivos el extender losalgoritmos de programaion dinamia y de pila para los modelos HMM y5. Tambien ha pasado por nuestra mente el implementar versiones paralelasde los algoritmos de busqueda, dado que por sus araterstias son sus-eptibles de ser paralelizados on exito. Esto unido a la disponibilidad
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antidad de maquinas multiproesador o entornos multiom-putador hae atrativa esta idea. En este sentido podramos ir inluso unpoo mas lejos, es deir, utilizar la moderna tenologa grid para realizartraduiones masivas de doumentos. Esto ultimo siempre y uando latraduion se pueda llevar a abo de manera ompletamente desaopladay no se requiera un tiempo de respuesta razonablemente rapido. Un am-po al que se podra apliar esta tenia es al de la traduion de manualestenios de usuario. Por ultimo omentar que tambien entra dentro de nuestros objetivos inte-grar los sistemas de traduion en interfaes de usuario reales para dotarlosde mayor versatilidad y uso, sobre todo teniendo en uenta a gente disa-paitada on problemas de aesibilidad.A la vista de todo esto, queda patente la innidad de posibilidades de onti-nuaion que se abren on este trabajo.
8.5 Publicaciones relacionadas con la tesisCabe destaar que durante el desarrollo de la investigaion llevada a abo,hasta el momento de la presentaion de esta memoria se han publiado unaserie de artulos en destaados foros de debate relaionados on el tema, que,en ierta medida, avalan el ontenido de este trabajo. Estas publiaiones, pororden ronologio son: I. Gara-Varea, F. Casauberta: Maximum entropy modeling: A sui-table framework to learn ontext-dependent lexion models for statistialmahien translation. Mahine Learning, Vol., 2004. Pendiente de aepta-ion. I. Gara-Varea, F. Casauberta: A searh proedure for statistial trans-lation. In Pros. of the VII National Symposium on Pattern Reognitionand Image Analysis, pp. 199{204, Barelona, Spain, May 1997. I. Gara-Varea, F. Casauberta: Statistial translation in limited domaintasks. In Pros. of the ESSLI'98, Workshop on Mahine Translation, pp.34{42, Saarbrueken, Germany, Aug. 1998. I. Gara-Varea, F. Casauberta, H. Ney: An iterative, DP-based searhalgorithm for statistial mahine translation. In Pro. of the Int. Conf. onSpoken Language Proessing (ICSLP'98), pp. 1235{1238, Sydney, Austra-lia, Nov. 1998. I. Gara-Varea, A. Sanhis, F. Casauberta: A new approah to speeh-input statistial translation. In Pros. of the International Conferene
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ognition (ICPR'2000), Vol. 3, pp. 94{97, Barelona, Spain,Sept. 2000. IEEE. I. Gara-Varea, F. Casauberta. Word Categorization in Statistial Trans-lation, pp. 212{220. IOS Press, 2000. I. Gara-Varea, F. Casauberta: Searh algorithms for statistial mahinetranslation based on dynami programming and pruning tehniques. InPro. of Mahine Translation Summit VIII, pp. 115{120, Santiago deCompostela, Spain, Sept. 2001. I. Gara-Varea, F.J. Oh, H. Ney, F. Casauberta: Rened lexion modelsfor statistial mahine translation using a maximum entropy approah. InPro. of the 39th Annual Meeting of the Assoiation for ComputationalLinguistis (ACL), pp. 204{211, Toulouse, Frane, July 2001. I. Gara-Varea, F.J. Oh, H. Ney, F. Casauberta. EÆient integra-tion of maximum entropy lexion models within the training of statistialalignment models. In C. Rihardson, editor, Mahine Translation: Fromresearh to real users, Leture Notes in Artiial Intelligene, pp. 161{168. Springer-Verlag, 2002. The Assoiation for Mahine Translation inthe Amerias AMTA-2002 Conferene. Tiburon, California. I. Gara-Varea, F.J. Oh, H. Ney, F. Casauberta: Improving alignmentquality in statistial mahine translation using ontext-dependent maxi-mum entropy models. In COLING '02: The 19th Int. Conf. on Computa-tional Linguistis, Vol. 2, pp. 1051{1057, Taipei, Taiwan, Aug. 2002. D. Ortz, I. Gara-Varea, F. Casauberta. An empirial omparison ofstak-based deoding algorithms for statistial mahine translation. InNew Advane in Computer Vision, Leture Notes in Computer Siene.Springer-Verlag, 2003. 1st Iberian Conferene on Pattern Reongnitionand Image Analysis -IbPRIA2003- Mallora. Spain. June. D. Ortz, I. Gara-Varea, F. Casauberta, A. Lagarda, J. Gonzalez: Onthe use of statistial mahine translation tehniques within a memory-based translation system (ametra). In Pro. of Mahine Translation Sum-mit IX, pp. 115{120, New Orleans, USA, Sept. 2003.
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Introducción a la traducción
estadı́stica con entrada de voz
En el desarrollo anterior hemos asumido que la traduion se realiza detexto a texto, o sea la frase de entrada se supone perfeta y sin errores. Enel aso de traduion uando en la entrada se onsidera voz en vez de texto estaasunion ya no es valida dado que nos enfrentamos al problema a~nadido de loserrores produidos por el sistema de reonoimiento que proporione la entradade voz. Por lo tanto el problema de la entrada de voz es el de omo integrar lasprobabilidades del proeso de reonoimiento dentro del proeso de traduionantes omentado.Este problema aqu planteado se puede onsiderar omo el proeso:xT1 ! fJ1 ! eI1en el ual podemos difereniar tres elementos: los vetores austios xT1 =x1   xt   xT a traves del tiempo t = 1   T , las palabras de la frase de entradafJ1 que seran la deodiaion de los anteriores, y eI1 que sera su orrespondientetraduion.Al igual que para el aso de traduion texto a texto podemos apliar laregla de Bayes para desomponer nuestro problema en la estimaion de distintosmodelos y la orrespondiente busqueda de la soluion optima. De este modo:
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254 Apéndice A Introducci ón a la traducci ón estadı́stica con entrada de vozêI1 = argmaxeI1 Pr(eI1 j xT1 ) == argmaxeI1 fPr(eI1)  Pr(xT1 j eI1)g= argmaxeI1 Pr(eI1) XJ;fJ1 Pr(fJ1 ; xT1 j eI1)= argmaxeI1 Pr(eI1) XJ;fJ1 Pr(fJ1 j eI1)  Pr(xT1 j fJ1 ; eI1)Finalmente esta expresion se puede aproximar por:argmaxeI1 Pr(eI1 j xT1 ) argmaxeI1 Pr(eI1) maxfJ1 fPr(fJ1 j eI1)  Pr(xT1 j fJ1 )gasumiendo que Pr(xT1 j fJ1 ; eI1) no depende de eI1, o sea que la frase eI1 no ayudaa predeir los vetores austios (en el lenguaje de entrada) si la frase origen fJ1es dada.La ultima euaion es una aproximaion a la original dado que resolvemos elproblema desde el punto de vista de una maximizaion en vez de una suma.
APÉNDICE B
Más sobre algoritmos basados
en PD
B.1 Criterio de búsqueda para el modelo IBM3Denimos la siguiente antidad auxiliar:Q(C; ;; e0; e; i)donde: C es el onjunto de posiiones ubiertas de la frase de entrada uando seha generado la palabra ei.  es la fertilidad de la palabra ei. ;  son la permutaion y la tupla asoiadas a la palabra ei. e0; e palabras que oupan las posiiones i   1 e i respetivamente, en lahipotesis.La reursion se dene del siguiente modo: Si  = 0:Q(C; ;; e0; e; i) = n( j e)maxe00 ;0 fp(e j e0; e00) Q(C; 0;; e00; e0; i  1)g
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256 Apéndice B M ás sobre algoritmos basados en PD Si  > 0:Q(C; ;; e0; e; i) = n( j e)  Yk=1 t(fik j e)  d(ik j i; J)maxe00;0;0 fp(e j e0; e00) Q(C   ; 0;0; e00; e0; i  1)g
B.2 Criterio de búsqueda para el modelo IBM4Denimos la siguiente antidad auxiliar:Q(C; ;; e0; e; i)donde: C es el onjunto de posiiones ubiertas de la frase de entrada uando seha generado la palabra ei.  es la fertilidad de la palabra ei. ;  son la permutaion y la tupla asoiadas a la palabra ei. e0; e palabras que oupan las posiiones i   1 e i respetivamente, en lahipotesis.La reursion se dene del siguiente modo: Si  = 0:Q(C; ;; e0; e; i) = n( j e)maxe00;0 fp(e j e0; e00) Q(C; 0;; e00; e0; i  1)g Si  > 0:Q(C; ;; e0; e; i) = n( j e)  maxe00;0;0 f p(e j e0; e00) Yk=1 t(fik j e) d=1(i1   i j A(ei);B(i1)) Yk=2 d>1(ik   ik 1 j B(ik)) Q(C   ; 0;0; e00; e0; i  1)g
APÉNDICE C
Estudio de los parámetros de
optimización para la tareaHansardsEn este apendie se expone un estudio de la inuenia de los parametros deoptimizaion similar al que se ha llevado a abo en los aptulos 5, 6 y 7 para latarea EuTrans-I. En las tres seiones siguientes realizaremos el estudio paralos tres tipos de algoritmos expuestos en la tesis.Para ello hemos esogido 100 frases del onjunto test mostrado en la tabla 2.4(ver seion 2.7.3, pagina 47) de longitudes menor o igual a 15, dada laomplejidad que onlleva esta tarea. A titulo informativo, en la tabla C.1podemos ver las araterstias de este orpus de test.Franes InglesTest Frases 100Palabras 830 794Tabla C.1: Estadstias del orpus de test utilizado en el estableimientode los parametros de los algoritmos de busqueda, para la tarea Hansards.Los modelos de traduion, que utilizaremos en toda la experimentaion quemostraremos a ontinuaion, se han entrenado on el onjunto de entrenamientomostrado en la tabla 2.4, es deir un orpus de 128 000 pares de frases, utilizandoel esquema de entrenamiento 1525354555. Con respeto a los modelos de
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258 Apéndice C Estudio de los par ámetros de optimizaci ón para la tarea Hansardslenguaje, hemos utilizado modelos de trigramas suavizados mediante la teniade desuentoGood Turing y han sido entrenados on las orrespondientes 128 000frases para el para el lenguaje de salida.Cabe matizar, que en las tablas relativas a los experimentos que expondremosa ontinuaion se inluye: El tiempo medio de ejeuion en segundos (ses) por frase. El modelo de error, es deir: porentaje errores de busqueda (ErrBusq),porentaje errores del modelo (ErrModel) y porentaje de aiertos(Aiertos). Por ultimo, las tasas de error (WER y PER), en tanto por iento.
C.1 Establecimiento de los parámetros de los
algoritmos basados en PD.Para realizar esta experimentaion, hemos estableido por defeto lassiguientes araterstias basias del tradutor:- Algoritmo elegido: IterativeDPSearhM2 opt W+Z+beam- Iniializaion heurstia: Si- Parametros: W = 12, Z = 24, L = 4, y beam = 5000- Numero de iteraiones: 3- Reombinaion: No
Influencia del número de traducciones inversas (parámetro W )Como podemos ver en la tabla C.2, a medida que aumenta el valor de W(numero de traduiones inversas para ada palabra f de la frase de entrada)aumenta la alidad de la traduion y del mismo modo el tiempo medio por frase.A la vista de los resultados podemos estableer W = 20 omo valor aeptable,pues a partir de el no se obtienen errores de busqueda. De ualquier forma no seobservan mejoras sustaniales en uanto a eaia para valores de W mayoresde 10, en ambio y s aumenta onsiderablemente el tiempo de ejeuion.
Influencia del número de palabras de fertilidad cero (parámetro Z)Reordamos que el parametro Z india el numero de palabras de fertilidadero a utilizar. A la vista de los resultados de la tabla C.3, podemos ver quea partir de un valor Z = 30 se obtienen ligeras mejoras en la alidad de latraduion, aunque en todos el modelo de error no ambia. Evidentemente, amayor valor de Z mayor tiempo de ejeuion.
C.1 Establecimiento de los par ámetros de los algoritmos basados en PD. 259W ses ErrBusq ErrModel Aiertos WER PER5 92.80 5 80 15 53.27 48.7410 320.63 5 80 15 52.90 48.1115 712.80 5 80 15 52.52 47.9820 1334.30 0 82 18 51.64 46.9830 3004.21 0 82 18 51.89 46.85Tabla C.2: Inuenia del numero de traduiones inversas para una palabraorigen dada (parametro W ).Z ses ErrBusq ErrModel Aiertos WER PER5 310.54 5 80 15 52.39 47.6110 351.74 5 80 15 52.39 47.6120 431.02 5 80 15 52.39 47.7330 514.20 5 80 15 52.27 47.6150 699.08 5 80 15 52.02 47.48Tabla C.3: Inuenia del numero de palabras de fertilidad ero onsideradas(parametro Z).
Influencia del valor del parámetro beamA la vista de la tabla C.4 podemos ver que a partir de un valor de beam = 25no se obtienen mejoras sustaniales, y s se depreian las ualidades el algoritmo.beam ses ErrBusq ErrModel Aiertos WER PER5 156.80 6 80 14 53.40 48.4910 310.83 6 80 14 52.77 48.1115 399.88 6 80 14 52.77 48.1125 455.75 5 80 15 52.39 47.7350 463.86 5 80 15 52.39 47.73Tabla C.4: Inuenia de la poda basada en la busqueda en haz (parametrobeam).
Influencia del rango de longitudes de salida (parámetro L)Este parametro, que establee el numero de longitudes de salida a testear,tiene mayor impato en la eienia del algoritmo que en su eaia. De heho, ala vista de la tabla C.5 podemos ver que un valor de L = 3 es mas que suientepara garantizar ierta alidad en la traduion.
260 Apéndice C Estudio de los par ámetros de optimizaci ón para la tarea HansardsL ses ErrBusq ErrModel Aiertos WER PER1 155.24 9 79 12 57.05 49.502 260.17 7 79 14 54.41 48.873 360.32 6 80 14 54.03 48.614 463.86 5 80 15 52.77 48.245 568.97 5 80 15 52.77 48.246 671.96 5 80 15 52.77 48.36Tabla C.5: Inuenia del numero de longitudes de salida a testear(parametro L)
Influencia del modelo en la versión por ViterbiEn la tabla C.6 podemos ver los resultados de traduion para la familia dealgoritmos IterativeDPSearhVitMn. A la vista de estos resultados podemos verque no se obtienen mejoras on estas versiones de los algoritmos, al igual queourra en el aso de la tarea EuTrans-I. Esto, es debido prinipalmente a lagran antidad de errores del modelo que se obtienen, lo ual nos lleva a pensar enla neesidad de utilizar un onjunto de entrenamiento muho mayor para obtenermodelos de traduion de ierta alidad. De heho, a mayor omplejidad de latarea a abordar, se neesita mayor antidad de informaion (tama~no del orpus)para obtener modelos que proporionen ierta garanta.Mod ses ErrBusq ErrModel Aiertos WER PER1 465.66 6 79 15 55.92 47.862 465.48 5 81 14 52.02 47.61H 485.60 0 87 13 57.18 51.263 471.71 5 80 15 53.15 47.104 502.82 6 83 11 53.78 48.245 650.07 5 84 11 53.65 47.10Tabla C.6: Inuenia del modelo en la version por Viterbi.
Elección del algoritmo y los parámetrosVistos los resultados obtenidos en la experimentaion llevada a abo en estaseion, e intentando estableer un ompromiso entre eienia y aiertos en latraduion, podemos onluir que una buena eleion de un tradutor sera aquelque: utilie el algoritmo IterativeDPSearhM2, on iniializaion heurstia ysin reombinaion de hipotesis. En uanto a los parametros de optimizaion,
C.2 Establecimiento de los par ámetros de los algoritmos de pila 261se estableene los siguientes valores de W = 30, Z = 30, It = 3, L = 4, ybeam = 50.
C.2 Establecimiento de los parámetros de los
algoritmos de pilaEstableemos las araterstias basias del tradutor de la siguiente manera:- Algoritmo elegido: A?- Modelo de traduion utilizado: modelo 4- Parametros: A = 5, N = 10, S = 10000, W = 8 y Z = 8- Heurstio utilizado: TF- Reombinaion: S- Optimizaion de addZFert: S, on optimizaion pospuesta- Uso de add2ZFert: S, on optimizaion heurstia
Influencia de número máximo de palabras a alinear por expansión (parámetroA) En la tabla C.7 podemos ver la inuenia del parametro A on respeto a laeienia y aiertos en la traduion, de donde podemos deduir que no existeuna lara inuenia del efeto de este parametro. Una vez mas, nos aventuramosa deir, que esto es debido al gran numero de errores del modelo obtenidos,haiendose patente la neesidad de utilizar un orpus de entrenamiento muhomayor. De ualquier forma un valor de A = 4 paree adeuado.A segs ErrBusq ErrModel Aiertos WER PER1 6.67 14 76 10 57.05 52.522 58.82 9 79 12 57.18 52.143 157.59 10 79 11 57.30 51.644 263.44 12 77 11 57.30 52.645 351.62 12 77 11 58.94 53.656 412.50 12 77 11 61.34 53.40Tabla C.7: Inuenia del numero maximo de palabras a alinear porexpansion (parametro A).
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Influencia del número de traducciones inversas (parámetro W )En la tabla C.8 podemos ver los resultados de la experimentaion llevadaa abo para distintos valores de este parametro. Sorprendentemente, paravalores mayores de 10 se obtienen mas errores de busqueda y peor alidad enla traduion. Al igual que en el aso anterior atribuimos este efeto a la malaalidad de los modelos utilizados. De esta forma en el resto de experimentosutilizaremos un valor de w = 8.W segs ErrBusq ErrModel Aiertos WER PER5 76.47 11 78 11 57.05 51.5110 214.76 10 79 11 57.43 52.1415 380.96 12 77 11 58.69 54.4120 541.91 14 75 11 58.94 55.04Tabla C.8: Inuenia del numero de traduiones inversas para una palabraorigen dada (parametro W ).
Influencia del número de palabras de fertilidad cero (parámetro Z)El parametro Z establee el numero maximo de traduiones de palabras defertilidad ero que se onsideran al ejeutar el bule de operaiones addZFert, espor tanto un parametro vital del algoritmo debido a su inuenia en la alidadde la traduion y en la eienia. En la tabla C.9 se muestran pruebas ondistintos valores de este parametro. Como puede apreiarse, este parametro stiene relevania en la eienia y alidad de los resultados. De heho, las mejorestasas de error se obtienen para Z = 30, y es de esperar que sigan mejorando paravalores superiores, aunque esto onlleva unos tiempos de traduion impratibles.Z segs ErrBusq ErrModel Aiertos WER PER5 85.60 11 78 11 56.17 50.7610 217.22 12 77 11 56.55 51.8920 628.24 8 79 13 56.68 51.8930 1298.44 8 80 12 54.41 50.50Tabla C.9: Inuenia del numero de palabras de fertilidad ero onsideradas(parametro Z).
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Influencia del tamaño de las pilas (parámetro S)Este parametro limita el numero maximo de hipotesis que puede almaenarla pila. Como podemos ver en la tabla C.10, este parametro, afeta de formadireta a la alidad y eienia de la traduion.S segs ErrBusq ErrModel Aiertos WER PER1 0.09 62 37 1 81.36 65.245 0.45 57 38 5 73.93 62.2210 1.29 48 45 7 69.65 60.0850 2.73 33 58 9 65.87 57.56100 3.95 27 64 9 63.73 56.80500 15.36 25 65 10 60.33 54.16700 20.20 18 71 11 58.44 53.531000 27.01 17 72 11 58.69 53.535000 95.90 11 78 11 56.80 52.14Tabla C.10: Inuenia del tama~no de las pilas (parametro S).Podemos ver que valores superiores a S = 700 no mejoran los resultados y saumenta ligeramente el tiempo de ejeuion, on lo que podemos deir que esesera un valor razonable.
Influencia del número de hipótesis a expandir (parámetro N )En la tabla C.11 podemos ver el impato del parametro N en la eienia.Dada la naturaleza de este parametro, la tasa de aiertos no resulta afetada(reordemos que se trata del numero de hipotesis que se expanden en adaiteraion, lo ual solo tiene sentido para algoritmos de multiples pilas sin umbral).Podemos ver que existe un ligero aumento del oste por frase al aumentarel valor de N , aunque no de forma sistematia. Esto es debido a que hemosutilizado heurstios en la busqueda. Si no hubieramos utilizado heurstios lasdiferenias en los tiempos de ejeuion seran despreiables, pues en este aso,ada vez que se expande una hipotesis, el resultado de la expansion produirauna serie de hipotesis uya puntuaion sera peor que el de las N primerashipotesis que se seleionaron para la expansion, ya que las nuevas hipotesistienen seguramente mas palabras origen ubiertas, de manera que el algoritmoestara funionando exatamente igual que si N fuera igual a 1.
Elección del algoritmo y los parámetrosVistos los resultados obtenidos en la experimentaion llevada a abo en estaseion, e intentando estableer un ompromiso entre eienia y aiertos en latraduion, podemos onluir que una buena eleion de un tradutor sera aquel
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iertos WER PER5 157.27 10 79 11 57.30 51.6420 158.14 10 79 11 57.30 51.6430 157.38 10 79 11 57.30 51.6440 157.81 10 79 11 57.30 51.6450 156.56 10 79 11 57.30 51.6460 156.62 10 79 11 57.30 51.6470 157.43 10 79 11 57.30 51.6480 156.65 10 79 11 57.30 51.6490 155.45 10 79 11 57.30 51.64100 156.88 10 79 11 57.30 51.64Tabla C.11: Inuenia del numero de hipotesis a expandir por iteraion(parametro N).que: utilie el algoritmo A? on el modelo 4, on los siguientes valores de paralos parametros de optimizaion: W = 8, Z = 8, S = 1000, y heurstio TF .
C.3 Establecimiento de los parámetros de los
algoritmos voracesPara estos algoritmos vamos jar por defeto las araterstias basias deltradutor de la siguiente manera:- Algoritmo elegido: GreedySearh on ComputeNeighborhood opt S+W+Z- Modelo de traduion utilizado: modelo 3- Parametros: W = 12, Z = 24, S = 9- Iniializaion: Viterbi
Influencia del número de traducciones inversas (parámetro W )En la tabla C.12 podemos ver la inuenia del parametro W on respeto ala eienia y aiertos en la traduion. A la vista de estos resultados pareelaro que este parametro no es determinante, en uanto a eienia y la alidaden la traduion. Tambien podemos ver que a partir de un valor de 20 no seobtiene pratiamente mejora alguna en la alidad, y s una ligera depreiaionen la eienia, por tanto estableer un valor de W = 20 sera suiente.
C.3 Establecimiento de los par ámetros de los algoritmos voraces 265W ses ErrBus ErrModel Aiertos WER PER5 4.20 18 75 7 58.19 51.0110 10.30 18 75 7 58.06 51.0115 18.39 17 75 8 58.31 51.1320 28.10 17 75 8 58.31 51.1325 39.71 17 75 8 58.56 51.3930 52.69 17 75 8 58.44 51.2635 67.57 17 75 8 58.69 51.5140 84.74 17 75 8 58.82 51.2645 103.18 17 75 8 58.82 51.2650 123.23 17 75 8 58.82 51.01Tabla C.12: Inuenia del numero de traduiones inversas para unapalabra origen dada (parametro W ).
Influencia del número de palabras de fertilidad cero (parámetro Z)El parametro Z establee el numero maximo de traduiones de palabrasde fertilidad ero que se onsideran al ejeutar el bule de operaionestranslateAndInsertZFert(), es por tanto un parametro vital del algoritmodebido a su inuenia en la alidad de la traduion y en la eienia. En latabla C.13 se muestran pruebas on distintos valores de este parametro. Comopuede apreiarse, este parametro tiene un impato muho mayor en la eieniay en los aiertos que W . Por ejemplo, podemos ver que al pasar de un valor de 5a un valor de 30, los errores de busqueda se ven reduidos en un 50%. Por ontra,el tiempo medio por frase se ve aumentado en un fator aproximadamente iguala 5. Siguiendo on el riterio de estableer un ompromiso entre eienia yeaia, paree razonable estableer este parametro al valor de Z = 30, puesa partir de ah no se obtienen mejoras sustaniales en uanto a alidad y sdepreiaiones importantes en el tiempo de ejeuion.A la vista de estos resultados y los anteriores (parametroW ) sera interesantehaer un estudio bidimensional del efeto de estos dos parametros para ver sirealmente el parametro W afeta o no a las prestaiones de estos algoritmos.
Influencia del tamaño de los segmentos a intercambiar (parámetro S)El parametro S establee el numero tama~no maximo de segmentos ainterambiar por tanto afeta al bule de operaiones del tipo swapSegments().En la tabla C.14 se muestran los resultados para distintos valores de esteparametro. A la vista de ellos podemos ver que no existe pratiamente efetode este parametro en uanto a la eienia, en ambio s afeta a la alidad dela traduion, pues al pasar de un valor de 1 a un valor de 6, los errores debusqueda se reduen ligeramente. Del mismo modo tambien podemos ver que a
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s ErrBus ErrModel Aiertos WER PER5 6.94 17 75 8 58.06 51.1310 8.45 17 75 8 58.06 51.1315 10.29 17 75 8 57.93 51.0120 11.93 17 75 8 58.19 51.2625 13.46 17 75 8 58.19 51.0130 15.18 16 76 8 58.06 50.7635 16.83 15 77 8 58.56 51.1340 18.49 15 77 8 58.56 51.1345 20.12 15 77 8 58.56 51.1350 21.74 15 77 8 58.56 51.13Tabla C.13: Inuenia del numero de palabras de fertilidad eroonsideradas (parametro Z).partir de un valor de 6 se depreian ligeramente las prestaiones del algoritmo, loual nos indue a pensar que el a partir de ese valor el algoritmo ae on mayorfailidad en optimos loales.S ses ErrBus ErrModel Aiertos WER PER1 11.86 17 76 7 57.43 50.882 12.79 16 76 8 57.18 50.763 12.80 16 76 8 57.18 50.764 12.98 16 76 8 57.81 50.885 12.92 17 75 8 58.06 51.016 13.13 17 75 8 58.06 51.017 13.11 17 75 8 58.06 51.018 13.08 17 75 8 58.06 51.019 13.11 17 75 8 58.06 51.01Tabla C.14: Inuenia del tama~no maximo de los segmentos a interambiaren la operaion swapSegments() (parametro S).
Determinación de la influencia del algoritmoEn la tabla C.15 podemos ver los resultados de la inuenia delalgoritmo utilizado. En esta tabla GSoSWZ hae referenia al algoritmoGreedySearh on ComputeNeighborhood opt S+W+Z y GSOpt al mismo onComputeNeighborhoodOpt, y los  a sus versiones optimizadas en el alulo dela puntuaion. En este experimento hemos utilizado el modelo 3 (de ah que
C.3 Establecimiento de los par ámetros de los algoritmos voraces 267se obtengan peores resultados), para poder ver el efeto de la optimizaion onrespeto al alulo de la puntuaion.A la vista de estos resultados podemos ver la depreiaion del algoritmo, enuanto a alidad en la traduion se reere, on respeto a las optimizaiones delas operaiones, aunque ello suponga una sustanial ganania en eienia. Enambio la mejora en la eienia que inluye la optimizaion del alulo de lapuntuaion es tremenda, de modo que la ganania que podramos obtener onla optimizaion de las operaiones se ve en gran medida subsanada on dihaoptimizaion. Por tanto, ya podemos adelantar que el estudio e implementaionde la optimizaion del alulo de la puntuaion para el resto de los modelos sehae impresindible para obtener tiempos de ejeuion realmente ompetitivos.Alg. ses ErrBus ErrModel Aiertos WER PERGSoSWZ 3.05 17 75 8 58.06 51.01GSoSWZ 13.11 17 75 8 58.06 51.01GSOpt 0.41 19 73 8 58.56 51.39GSOpt 1.71 19 73 8 58.56 51.39Tabla C.15: Inuenia del algoritmo.Como era de esperar los resultados obtenidos on la optimizaion del alulode la puntuaion no introduen errores de busqueda adiionales.
Determinación de la influencia del modelo utilizadoEn la tabla C.16 podemos ver los resultados de la inuenia del modeloutilizado. En ella se observa que los mejores resultados se obtienen para elmodelo 4, aunque sorprendentemente son pratiamente identios a los obtenidoson el modelo 2. Es mas, el tiempo medio por frase para el modelo 4 essustanialmente mayor, omo era de esperar.Mod ses ErrBus ErrModel Aiertos WER PER1 1.31 58 36 6 66.75 57.432 7.35 19 73 8 58.19 51.89H 22.59 16 76 8 62.09 51.513 13.11 17 75 8 58.06 51.014 41.93 16 71 13 59.32 52.775 40.21 15 72 13 59.82 51.76Tabla C.16: Inuenia del modelo.
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Elección del algoritmo y los parámetrosVistos los resultados obtenidos en la experimentaion llevada a abo en estaseion, e intentando estableer un ompromiso entre eienia y aiertos en latraduion, podemos onluir que una buena eleion de un tradutor sera aquelque: utilie el algoritmo GreedySearh basio para el modelo 3, on los siguientesvalores de para los parametros de optimizaion: W = 12, Z = 30, y S = 10.
C.4 ConclusionesA la vista de la experimentaion llevada a abo para la tarea Hansardspodemos onluir que: Dada la gran antidad de errores del modelo obtenidos on todaslas aproximaiones, y la omplejidad que onlleva esta tarea, haeindispensable la utilizaion de orpus de entrenamiento muho mayorespara obtener resultados mas ompetitivos. Es neesario estableer fuertes restriiones a los parametros deoptimizaion de los algoritmos, debido a los ostes tan elevados queonlleva la traduion de frases de esta tarea. Los algoritmos basados en PD obtienen los mejores resultados, debido a lagran limitaion que los algoritmos de pila requieren para haer fatible suutilizaion. A diferenia de lo que ourra on la experimentaion llevada a abo para latarea EuTrans-I no existe tanta diferenia entre los resultados obtenidoson los algoritmos voraes que on resto de algoritmos. Esto unido a quelos resultados aqu presentados son omparables a los obtenidos on otrasaproximaiones, ratia la alta omplejidad de esta tarea para ser tratadade forma automatia.
