Abstract. By using MacMahon partition analysis technique, the Poincaré series for the algebras of invariants of the ternary, quaternary and quinary forms of small orders are calculated.
Introduction
Let V n,d be the vector C-space of n-ary forms of degree d endowed with the natural action of the group SL n . Consider the corresponding action of the group (and the Lie algebra sl n ) on the algebra of polynomial functions C[V n,d ] on the vector space V n,d . Denote by I n,d := C[V n,d ] SLn the algebra of SL n -invariant polynomial functions. In the language of classical invariant theory the algebra I n,d is called the algebra of invariants for n-ary form of degree d. The algebra I n,d was a major object of research in the classical invariant theory of the 19th century. Nevertheless its full description is known only in some particular cases: n = 2, d ≤ 10; n = 3, d ≤ 4; d = 2 for any n.
A possible approach to the study of the algebra I n,d is a description of its grading subspaces. The algebra I n,d is a graded algebra
here (I n,d ) k is the vector subspace of homogeneous invariants of degree k. The formal power series P(I n,d , t) := ∞ k=0 dim(I n,d ) k t k are called the Poincaré series of the algebra invariants I n,d . The Poincaré series P(A, t) of a graded algebra A encodes important information about the algebra. For example, its transcendence degree is equal to the pole order of P(A, t) at t = 1. Also, the knowledge of P(A, t) allows to get the upper bound for the degree of elements of a minimal generating set of the algebra A. All known efficient algorithms for finding minimal generating systems of the algebras of invariants using the Poincaré series, see [6] , [14] . The finitely generation of the algebra I n,d implies that its Poincaré series is the power series expansions of certain rational function. We consider here the problem of computing efficiently this rational function. It could be the first step towards describing the algebras of invariants.
For the case of binary forms n = 2, d ≤ 10, d = 12 the Poincaré series P(I 2,d , t) were calculated by Sylvester and Franklin, see [15] , [16] . They used the Cayley-Sylvester formula for the dimension of graded subspaces of the algebra invariants of binary form. Relatively recently, Springer [13] derived the formula for computing the Poincaré series of the algebras of invariants of the binary d-forms. This formula has been used by Brouwer and Cohen [5] for the Poincaré series calculations in the cases d ≤ 17 and also by Littelmann and Procesi [10] for even d ≤ 36. The explicit form of the Poincaré series for d ≤ 30 is given in [4] . The Poincaré series for the algebras of invariants of ternary forms were calculated for the case d = 3 in [6] and for d = 4 in [12] by using of Molien's formula and the residue theorem. For the case n-ary form n > 3 we do not know any results about the Poincaré series.
In the paper [3] , the first author derived a general formula for calculating the Poincaré series P(I n,d , t). The formula is transformed to a constant term in the scope of MacMahon Partition Analysis, which have been recently translated into computer software by Andrews et al. [1] and by the second author, Xin [17] . By using Xin's upgraded Maple package Ell2, we are able to present for the first time the Poincaré series of the algebras invariants for the ternary form, d = 5, 6; for the quaternary form, d ≤ 3; and for quinary form, d ≤ 2. The package also directly computes P(I 2,d , t) for d ≤ 58, confirming the truth of the Dixmier conjecture [7] on the denominator in these cases.
The working formulas
Let E k,i denote the matrix that has a one in the k-th row and i-th column and zeros elsewhere. Let
be the positive roots of the algebra sl n and let
. . , n − 1 be the fundamental weights. The matrices
generate the Cartan subalgebra h. It is easy to check that φ i (H j ) = δ i,j . Denote by λ = (λ 1 , λ 2 , . . . , λ n−1 ) the weight
In the notation half the sum of all positive roots ρ equals (1, 1, . . . , 1). Note that λ(H i ) = λ i .
The following statement holds:
). The Poincaré series P n,d (t) of the algebra I n,d equals
where ρ = (1, . . . , 1) is half the sum of the positive roots, η := (η 1 , η 2 , . . . , η n−1 ) ∈ N n−1 , |η| := η i , W is the Weyl group of sl n , {µ} is the unique dominant weight on the orbit W(µ) for the weight µ = (µ 1 , . . . , µ n−1 ) and
Here we used the multi-index notation q µ := q
n−1 and
. . .
for arbitrary rational function f (t, q 1 , q 2 , . . . , q n−1 ). Denote by B n (q) the numerator of the integrand of the integral (1) . It was shown in [3] that
Let us calculate now B 4 (q) and B 5 (q). .
Proof. For the case of ternary form we have
Then half the sum of the positive roots ρ in the fundamental weight basis is equal to (1, 1, 1 ). Consider the four positive roots
The Weyl group of Lie algebra sl 4 is generated by the four reflections s β 1 , s β 2 , s β 3 , s β 4 and consists of 24 elements. The reflections
It is easy to see that the stabilizer W ρ is the trivial subgroup. Then the orbit-stabilizer theorem implies that the orbit W(ρ) consists of 24 weights. Let us divide the element of W(ρ) into 2 parts. Denote by W(ρ) + , W(ρ) − the subsets whose elements are the weights generated by even and odd reflections. We have
and
Recall that {µ} denotes the unique dominant weight on the orbit W(µ). Then for the elements of ρ − W(ρ)
+ we have
Similarly for the set ρ − W(ρ) − we get
By (2) we get
It implies that for the set {ρ − W(ρ) + } ′ we have
Now we may calculate the numerator of the integrand (1) .
In the similar way we obtain 
Computing the Poincaré series by MacMahon partition analysis
Our first step for computing the Poincaré series is to get a constant term expression by the following well-known transformation. We present here the version best fit our situation. If f (t, q 1 , q 2 , . . . , q n ) is a power series in t with coefficients Laurent polynomials in C[q 1 , q 2 , . . . , q n ; 1/q 1 , 1/q 2 , . . . , 1/q n ], then 1 2π
where CT q f means to take constant term, i.e., the coefficient of q
Proof. By linearity, it is sufficient to show the proposition holds for each coefficient of f in t, which is a Laurent polynomial L(q 1 , . . . , q n ). By linearity, again, it suffices to assume L(q 1 , q 2 , . . . , q n ) = q
n is a monomial. The proposition then follows from the fact that
where δ a,b is 1 if a = b and 0 otherwise.
Applying Proposition 3.1 to Theorem 2.1 gives the following result, which is the starting point of our calculation.
Theorem 3.1. The following formula holds
The constant term in the theorem can the theoretically evaluated by the theory of MacMahon partition analysis. MacMahon [11] developed his Omega calculus to study partition related problems. One of his two Omega operator acting on the λ variables is defined by
where the a's are free of λ and the summation satisfies certain convergence condition. This operator is just our constant term operator.
It turns out that MacMahon partition analysis has wide applications, as illustrated by Andrews et al in a series of papers starting with [1] . Computer software such as Mathematica package Omega of Andrews et al [2] , and Maple package Ell of Xin [17] are developed. Our calculation uses Xin's Ell2 package, which upgraded the Ell package in aim of solving the Hdd5 related problems in [8] . The package can be downloaded from the web http://www.combinatorics.net.cn/homepage/xin/maple/ell2.rar. Using this package we obtain the following results. Theorem 3.2. The Poincaré series P(I 3,d , t) for the algebra of invariants of ternary form of orders 1, 2, 3, 4, 5, 6 is given by P(I 3,1 , t) = 1, P(I 3,2 , t) = 1 1 − t 3 , P(I 3,3 , 3) = 1 (1 − t 4 ) (1 − t 6 ) , 
where b 3,5 and b 3,6 are very huge so we give at the end of this section.
Theorem 3.3. The Poincaré series P(I 4,d , t) for the algebra of invariants of quaternary form of orders 1, 2, 3 is given by
Also we calculated the Poincaré series P(I 5,d , t) for the algebras of invariants of quinary form and have got the following results:
The command we use in the package Ell2 is E OeqW (Q, vxa, va) that computes the constant term of Q in variables of va, in which the input Q is an Elliott-rational function written in the form
where L is a Laurent polynomial and M i are monomials; vxa is a list of variables that defines a field of iterated Laurent series clarifying the series expansion of each (1 − M i ) −1 ; and va is a list of variables that are to be eliminated. The output is a (big) sum of Elliott-rational functions. One can then combine them to a single rational function if needed. It is worth noting that software such as Latte [9] are developed for L being a monomial, in which case the constant term is related to certain counting in a rational convex polytope.
To calculate P(I n,d , t), the input Q is clear, the vxa is taken to be [t, q 1 , q 2 , . . . , q n ], and va is clearly [q 1 , . . . , q n ]. Let us start with the n = 2 case by the well-known formula
We explain in detail how we compute the d = 3 case. The problem is to compute the constant term of
.
Letting vxa = [t, q] means that we are working in the field of iterated Laurent series defined by 0 < t < < q < < 1 (where < < means "much smaller"), so that M = q 2j−d t is small for all j and we have the correct series expansion:
Note that if M were large then we should have the alternative series expansion:
To extract the constant term of Q, we first compute the partial fraction decomposition with respect to q:
where p −3 (q) and p 3 (q) are polynomials of degree less than 3, and p −1 and p 1 are constant, with respect to q. Now one can check that taking constant term gives CT q Q = p 1 + p 3 (0). To be precise, we have
From this example, we see that only part of the partial fraction decomposition is need. Indeed, this happens most of the time. The Ell package adopted an effective way to compute only the necessary partial fraction, and then extract the constant term.
For the binary case, the package computes P(I 2,d , t) quickly. The computation time spend on our personal laptop for some d is listed in the following table, where the second row is measured by 100 seconds. When n becomes larger, the computational complexity increases very fast. See [17] . Our computer quickly delivers P(I 3,d , t) for d = 1, 2, 3, 4, P(I 4,d , t) for d = 1, 2, and P(I 5,1 , t). Only the case (n, d) = (3, 4) takes about 30 seconds. The cases (n, d) = (3, 5), (3, 6), (4, 3), (5, 2) seems to take too much time or too much memory, but the flexibility of the package allows us to calculate these cases by the following two simple tricks.
(1) We can split Q as Q = Q 1 + · · · + Q k using partial fraction decompositions to part of the rational function and then evaluate the constant term of each Q i . For example, if Q can be written as
where M i are independent of q 1 , then the simple partial fraction decomposition of Q/Q ′ will give rise to Q = Q 1 + · · · + Q k with each Q i simple. We only need to apply trick (1) at the beginning, and might be able to apply trick (2) thereafter. The readers are welcome to try to compute these cases by themselves. We only report here that the (n, d) = (3, 5) case took our computer about 6 hours, but the (n, d) = (3, 6) case took only about 4 hours because trick 2 applies at the beginning.
We conclude this section by giving the following data as we promised. 
