For the network service construction and optimization of wireless cell, the effective scene division is an important basis for formulating more accurate network construction schemes and optimization strategies. The traditional cell scene division method is manually divided according to the single-dimensional business indicators, but there are some problems such as the inaccuracy of division and the inability to visualize. In this paper, we propose a cell scene division and visualization method based on autoencoder and K-means algorithm. We train an autoencoder network to conduct the dimension reduction of the wireless perception key quality indicator (KQI) data of cells, and then use elbow method and K-means algorithm to cluster the dimension-reduced data precisely. Through statistical analysis and comparison of indicators of cells in different classes obtained by clustering, we finally achieve accurate cell scene division and visualization.
I. INTRODUCTION
With the rapid development of mobile communication network [1] - [8] , the network service quality of wireless cell has gradually become a key factor in the core competitiveness of communication operators. In modern mobile communication system, wireless cell carries mixed services such as voice, data and multimedia, and different services occupy different system resources. As the number of mobile communication users and the amount of business increase, different business in the network is distributed in different wireless cells, which leads to different resource allocation requirements of wireless cells. In order to achieve fine management of cells and effective utilization of resources, it is necessary to divide the whole network into different business scenes accurately. According to the division of business scenes of each cell, we can accurately calculate the radio bearer resource needs of each cell, and develop different The associate editor coordinating the review of this manuscript and approving it for publication was Zhenyu Zhou . cell-level radio resource allocation [9] , [10] and expansion strategies to avoid taking the loss in the radio resource allocation estimation, and provide a reference for the accurate expansion of wireless network resources, so as to better improve user satisfaction, and ultimately achieve the purpose of improving the market competitiveness of communication operators.
At present, the traditional cell scene division is mainly based on the single-dimension business indicator and manually divided according to the experience. This kind of method is a coarse-grained qualitative division, which cannot consider the occupancy of resources by cell business in an all-round way, so it cannot be used as an accurate basis for adjustment and optimization, nor can it guide network construction and capacity expansion adjustment. At the same time, the real number of classes cannot be given in advance when dividing scenes manually, and too many or too few classes will lead to the inaccurate scene division. In addition, the dimension of the wireless perception KQI data of cells is too high to visualize the division result. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ With the rise of machine learning and deep learning [11] - [20] , many traditional problems in the field of mobile communications have new solutions and methods [21] - [30] . In this paper, we propose a method based on the autoencoder and K-means algorithm to achieve the cell scene division. We firstly use the autoencoder network to conduct the dimension reduction of the wireless perception KQI data of cells, and determine the real clustering number of the dimensionreduced data by the elbow method. Then, we use the K-means algorithm to cluster the dimension-reduced data. Through the statistical analysis and comparison of indicators of raw cell data in different classes obtained by clustering, we eventually achieve the division and visualization of the cell scenes.
The rest of this paper is organized as follows. In section II, we show the system model. In section III, we introduce a normalization method and the related algorithms. In section IV, we present the experimental results and conduct different comparative analysis. In section V, we conclude the whole paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Our system model is mainly composed of data processing, autoencoder network, clustering and statistical analysis modules. Firstly, we need to process the wireless perception KQI data of cells, including data cleaning and data normalization. Secondly, we train an autoencoder network using the processed data. When the network converges, we take the output of the encoder as the dimension reduced data and visualize it. Then, we use elbow method and K-means algorithm to cluster the dimension reduced data precisely. Through the statistical analysis and comparison of indicators of raw cell data in different classes, we can achieve the cell scene division, at the same time, we can also give an explanation of the visualized image of dimension reduced data. The structure of our system is shown in Fig. 1 .
The data we used in the experiment is provided by the communication operator. The wireless perception KQI data of a single cell consists of eight records called eight busy hours. Each record contains twenty-nine indicators, fourteen of which are KQI indicators, and we only use these fourteen indicators as features for experiments and analysis. For the wireless perception KQI data of each cell, there are some missing values in the data. If the sum of missing values of fourteen features in eight records exceeds 10%, we will discard the data of the current cell, otherwise, these missing values will be filled with the median of the indicators of the cell they belong to.
III. OUR PROPOSED METHOD A. DATA NORMALIZATION
In this paper, we need to normalize the fourteen features so as to scale all the features into the same interval. Among the fourteen features, there are seven positive indicators and seven negative indicators. A positive indicator means that the larger the value, the better the indicator (e.g. page download rate), while a negative indicator means the smaller the value, the better the indicator (e.g. page display average time-delay). For the positive and negative indicators, the method called threshold normalization as shown in (1) and (2) is used for data normalization processing respectively,
where x max and x min represent the maximum and minimum values of feature x respectively, and x threshold represents the threshold of feature x, and these thresholds actually are the reference for communication operators to define whether KQIs are good or bad. For a positive indicator, if its value is below its threshold, then we think that this indicator is bad. On the contrary, if the value of a negative indicator is higher than its threshold, we think that this indicator is bad. After normalization, the values of each feature are scaled into a small interval of the same order of magnitude, which prepares the data for the following experiments. Additionally, here we introduce the min-max normalization method and the z-score normalization method for the next comparative experiments. The min-max normalization method is defined as:
where x max and x min represent the maximum and minimum values of feature x respectively. By using this normalization method, the values of all indicators are scaled to [0,1]. As for the z-score normalization method, each indicator is subject to standard normal distribution after normalization by using this method, that is, the mean value is 0, and the variance is 1, and its formula is as follows:
where x mean represents the mean value of feature x, and x std represents the standard deviation of feature x. 
B. AUTOENCODER NETWORK
Autoencoder is a kind of artificial neural network in deep learning, which can learn the efficient representation of input data through unsupervised learning. This efficient representation of input data is called encoding, whose dimension is generally much smaller than the input data, making the autoencoder available for dimension reduction, so it is often used in the fields of data dimension reduction, anomaly detection and so on [31] - [33] . The autoencoder network consists of symmetric encoder and decoder, and it learns the compressed representation of the input data by minimizing the reconstruction error. A basic autoencoder network containing one hidden layer is shown in Fig. 2 . In practice, encoder and decoder networks may contain more than one hidden layer. Encoder : In Fig. 2 , the network between the input layer and the hidden layer is called the encoder. The activation of the i-th unit in the hidden layer is defined as:
where x represents the input vector (x ∈ R n ), W input is the encoder weight matrix with size d × n, b input is the bias of hidden layer units with size d × 1, a represents the activation function, and we will introduce the activation function later. In the encoder, therefore, the input vector is encoded into a low-dimensional vector h (h ∈ R d ) through the hidden layer containing d units (d < n). Decoder : The network between the hidden layer and the output layer is called the decoder in Fig. 2 . In the decoder, low-dimensional vector h is decoded back to the original input space R n . The mapping function is given by:
where h represents the input low-dimensional vector, W hidden is the decoder weight matrix with size n × d, b hidden is the bias of output layer units with size n × 1.
In the whole encoding and decoding process, we only have one constraint condition on the autoencoder network, which makes the input and output of the network are as equal as possible. The loss function of the autoencoder network is defined as follows:
where x i and x i represent the input and output of the ith sample in the autoencoder network respectively, they are both n-dimensional vectors, and m represents the number of samples in dataset.
After multiple iterations through forward propagation and back propagation, we force the autoencoder to learn the low-dimensional efficient representation of high-dimensional data. And then, the output of encoder is the dimension reduced data we need.
As shown in Table 1 , the autoencoder network used in this paper has nine layers including the input. For a cell, the data of the fourteen features in the eight records is a 8 × 14 matrix in mathematics, we expand it into a vector of 112, so the dimension of the input layer is N × 112, where N represents the number of cells. For the hidden layer, we use the rectified linear unit (Relu) activation function, which is a nonlinear activation function, whose mathematical expression is shown in (8) . In fact, activation function contains linear functions and nonlinear functions, but we generally use nonlinear activation functions in neural networks because it can learn more complex functions during the training of neural network.
It is worth noting that we do not use activation function for the output layer units of the encoder and decoder. For the encoder, the low-dimensional features generated by its output layer units have become extremely important. When it is passed to the decoder, fewer changes can maximize the retention of the original features. For the decoder, the data produced by its output layer units should vary in the same range as the input of the encoder. If activation function is used in the output layer units of the decoder, we cannot keep the change interval of the input and output of the autoencoder in the same range, and the training of autoencoder also loses its meaning.
C. ELBOW METHOD
Elbow method is used to determine the real clustering number of data in machine learning [34] . Its core idea is that with the increase of the clustering number k, the degree of aggregation of each cluster will gradually increase, then the sum of the squared errors (SSE) will naturally become smaller. When the k value reaches the real clustering number, the decreasing range of the SSE will decrease sharply and become flat with the increase of the k value. At this point, the relationship between the SSE and k value is similar to the shape of an elbow, and the k value corresponding to this elbow is the real clustering number of data, which is why we called it elbow method. The calculation formula of SSE is given by:
where C i is the i-th class, p is the sample in C i , m i is the centroid of C i , and k is the number of clusters.
D. K-MEANS ALGORITHM
K-means is an unsupervised learning algorithm. It is the most commonly used clustering algorithms because of the small iterations and the fast convergence speed. It can implement classification of data through multiple iterations and has been widely used in customer segmentation, image segmentation and other fields [35] - [37] . The algorithm flow is as follows: 1) Set the k value of clustering number based on user choice. 2) k samples are randomly selected from the dataset as the initial clustering center. 3) Traverse all samples and divide each sample into the nearest clustering center to form a class. 4) Calculate the average value of each class and take it as the new clustering center. 5) Repeat 3-4 until the k clustering centers no longer change. The distance from samples to different clustering centers is generally measured by Euclidean distance,
where p is the sample of C i , and m i is the centroid of C i .
IV. EXPERIMENT RESULTS

A. ANALYSIS OF CLUSTERING RESULT OF DIMENSION REDUCED DATA
In this section, dimension reduced data is used to conduct the clustering and analysis to achieve the scene division. We firstly use the normalized data to train an autoencoder network as shown in Table 1 . After many iterations, when the network converges, the output of the encoder is the 2D features we need. Then, we use the low-dimension features to conduct the clustering process. Fig. 3 shows the relationship between the different k values and SSE when we cluster the 2D features using the K -means algorithm. Through observation, we find the SSE decreases sharply with the increase of the k value. When the k value is greater than five, the decreasing range of the SSE tends to be flat. And then, according to the idea of the elbow method, we determine that the real clustering number of the 2D features is five. The clustering result is shown in Fig. 4 .
After the clustering, we conduct statistical analysis on the raw cell data (unnormalized data, including twenty-nine indicators) of these five classes. We separate the raw cell data by class, and then calculate the average values of various indicators in different classes of cells. Here, for the sake of convenience, we only select ten out of twenty-nine indicators for comparison and analysis, at the same time, we replace the names of indicators with numbers for representation, and the corresponding relationship between the indicators and the numbers is shown in the Table 2 . 5 shows the statistical result, as can be seen from the figure, the abscissa represents the number corresponding to the indicator, while the ordinate represents the normalized value of the indicator. The five classes of cells obtained by clustering are named as class A, B, C, D and E respectively. We can find that from class A to class E, the values of various request times indicators (indicator 1 to 4) are gradually increasing, the values of different time-delay indicators (indicator 5 to 7) are gradually increasing, the number of video playing pauses (indicator 8) is gradually increasing, and the download rates of indicator 9 and 10 are gradually decreasing. Therefore, according to the change trends of these indicators, the cells of class A to class E are defined as very low business, low business, normal business, high business, and very high business, and then we achieve the scene division of cells.
In addition, here we give an explanation of the 2D features obtained by dimension reduction. If the horizontal and vertical coordinate values of the 2D data are smaller, that is to say, the closer the position of the data point is to the lower left in Fig. 4 , the higher the business of the cell represented by the data point is. For cells with low business, we can appropriately configure them with less radio resources to prevent waste of resources and rise of costs. By contrast, for cells with high business, we should allocate more radio resources to them to prevent network congestion from causing user complaints, so as to further achieve the full utilization of radio resources and the refined management of cells.
B. ANALYSIS OF CLUSTERING RESULT OF RAW DATA
In this section, the raw features of cells, instead of the 2D features, are used to conduct the clustering and analysis to achieve the scene division. For the processed data, we remove the dimension reduction process and directly cluster the 112D features. Here, for the comparison, we still cluster the data into five classes. After the clustering, we separate the raw cell data by class, and then calculate the average values of various indicators in different classes of cells. It should be pointed out that we cannot display the clustering result duo to the high dimension of raw cell data, but only the statistical result as shown in Fig. 6 .
As can be seen from Fig. 6 , from class A to class E, the distribution the indicators in different classes of cells is almost the same as the result in Fig. 5 , and these change trends mentioned above also exist, for example, the values of various request times indicators are gradually increasing, the values of different time-delay indicators are gradually increasing and so on. Fig. 7 shows the number of cells in different classes obtained by clustering the raw 112D features and the dimension-reduced 2D features. It can be seen from Fig. 7 that after clustering with 112D features, the number of cells in each class is basically the same as the result of clustering 2D data.
From the analysis of Fig. 6 and Fig. 7 , it shows that the features after dimension reduction basically retain the information of the raw features, which proves that dimension reduction for visualization is effective, and the 2D features can well represent the characteristics of cells.
C. DIMENSION REDUCTION BASED ON MIN-MAX NORMALIZATION
In this section, we change the normalization method of raw cell data for dimension reduction and clustering analysis. Instead of the threshold normalization method as shown in VOLUME 7, 2019 (1) and (2), we use the min-max method to normalize the raw cell data, and then the processed data is put into autoencoder network for training. When the network converges, we take the 2D data of encoder and cluster it. The clustering result is shown in Fig. 8 .
As can be seen from Fig. 8 , we still cluster the dimension reduced 2D features into five classes, and then we calculate the average values of various indicators of raw cell data in these five classes. The statistical result is shown in Fig. 9 .
From the observation of Fig. 9 , we can find that from class A to class E, the values of various request times indicators are gradually increasing, the values of different time-delay indicators are gradually increasing, the number of video playing pauses is gradually increasing, and the download rates of indicator 9 and 10 are gradually decreasing. However, there is a big difference between Fig. 5 and Fig. 9. In Fig. 5 , the values of these ten indicators are gradually increasing or decreasing, in other words, the values of these indicators change more evenly. But in Fig. 9 , for example, the values of indicator 1 to 4 are gradually increasing from class A to class C, nevertheless, in the process from class C to class D and class D to class E, there is a mutation in the values of indicators 1 to 4, whose values are far greater than those in class A, B and C, which also exists in the analysis of other indicators.
From the analysis of the above two figure, we can find that when we use the threshold normalization method we designed to divide the scene, the division of classes will be more uniform, which shows the superiority of the threshold normalization method in scene division of cells.
D. DIMENSION REDUCTION BASED ON Z-SCORE NORMALIZATION
In this section, we choose z-score method to normalize the raw cell data, and then we perform the same operation on the data as described in the previous section. The result of dimension reduction is shown in Fig. 10 .
From Fig. 10 we can see that the data distribution after dimension reduction is basically concentrated on the vicinity of the origin of the coordinate axes, which formed a very dense cluster. At this time, no matter whether we use the K-means algorithm or other clustering algorithms, we cannot cluster the 2D data well, and then we cannot divide the scene, which means that the z-score normalization method is not a good choice in the case of cell scene division.
E. DIMENSION REDUCTION BASED ON PCA ALGORITHM
In this section, we change the dimension reduction algorithm. Instead of the autoencoder network, we choose the PCA algorithm to perform dimension reduction of the raw cell data. After data processing, PCA algorithm is used to reduce the dimension of data to 2D, then elbow method and K-means algorithm are used to cluster the dimensionreduced data precisely. The clustering result can be seen in Fig. 11 . Fig. 11 shows that the 2D features are clustered to six classes by using elbow method. As before, we conduct statistical analysis on the raw cell data of these six classes. The statistical result is shown in Fig. 12 .
We can observe six classes of cells in Fig. 11 . The difference of the average values of indicators in some classes is very small (e.g. indicator 1 to 4 in class C and class D), while the difference of the average value of indicators in other classes is very large (e.g. indicator 1 to 4 in class E and class F). At the same time, the average values of some indicators are not decreasing gradually from class A to class F. For example, the average value of indicator 10 firstly decreases gradually from class A to class C, and then increases from class C to class D, finally it decreases from class D to class F.
From the above analysis, we can get that our clustering result is very poor, which makes it impossible to divide the cells uniformly. Meanwhile, we cannot give a good explanation of the distribution of data points in Fig. 12 . The reason, we believe that the PCA is a linear dimension reduction algorithm, which can only reduce the linear components between the dimensions in the data. On the contrary, the autoencoder can learn the nonlinear relationship between the dimensions in the data, so it can achieve better dimension reduction, which shows the advantage of autoencoder in dimension reduction of wireless cell data. As a result, we can get different classes of cells with more uniform division after clustering.
V. CONCLUSION
In this paper, we have proposed a scene division and visualization method based on the autoencoder and K-means algorithm. Through conducting dimension reduction and clustering analysis on the raw cell data, we achieved the scene division of cells. In addition, we made different comparisons during experiment, which proved the effectiveness of dimension reduction of autoencoder and the superiority of threshold normalization method in cell scene division. We firmly believe that the cell scene division enables communication operators to develop more elaborate network construction schemes and optimization strategies, which plays an extremely important role in improving the quality of cell network services and enhancing the core competitiveness of communication operators.
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