Pathwise uniqueness for a class of SDE in Hilbert spaces and applications  by Da Prato, G. & Flandoli, F.
Journal of Functional Analysis 259 (2010) 243–267
www.elsevier.com/locate/jfa
Pathwise uniqueness for a class of SDE in Hilbert
spaces and applications
G. Da Prato a,∗, F. Flandoli b
a Scuola Normale Superiore, Piazza dei Cavalieri 7, 56126 Pisa, Italy
b Dipartimento di Matematica Applicata, Università di Pisa, Via Buonarroti 1, 56127 Pisa, Italy
Received 18 November 2009; accepted 20 November 2009
Available online 28 November 2009
Communicated by Paul Malliavin
Abstract
An abstract evolution equation in Hilbert spaces is considered. In the deterministic case, it includes sev-
eral examples of non-uniqueness. It is proved that pathwise uniqueness is restored by means of a suitably
non-degenerate additive noise. The proof is based on the associated infinite dimensional Kolmogorov equa-
tion.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
In a separable Hilbert space H , consider the stochastic differential equation
dXt = AXt dt +B(t,Xt ) dt + F(t,Xt ) dt +
√
QdWt, X0 = x (1)
where A : D(A) ⊂ H → H is the infinitesimal generator of a C0-semigroup etA, t  0; B :
[0, T ] × H → H is continuous; F : [0, T ] × H → H is locally Lipschitz continuous; W is
a cylindrical Wiener process and Q a non-negative selfadjoint bounded operator in H . If the
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∫ t
0 e
sAQesA
∗
ds is trace class, and suitable linear growth conditions on B and F
are assumed, weak existence is known for Eq. (1), see [2].
The aim of this paper is to prove strong uniqueness, under additional assumptions on
(A,B,F,Q) stated in Section 1.1. On B we assume Hölder continuity in x uniformly in t . On
the pair (A,Q) we assume certain non-degeneracy condition related to null-controllability. For
the sake of simplicity we assume B bounded and F globally Lipschitz continuous. As we show
in the examples, if B is non-bounded but it is Lipschitz for large values, we may incorporate the
large values in F and reduce to the case of bounded B .
By Yamada–Watanabe theorem (an infinite dimensional version can be found in [11]), or by
means of the method used by [6,5], also strong existence holds true.
The main technical ingredient of the proof is a regularity result for a non-homogeneous infinite
dimensional Kolmogorov equation, based on the theory developed by [3].
This is a result of regularization by noise, since the drift B is only Hölder continuous, and
there are examples of non-uniqueness for this equation without noise. Applications to SPDEs of
this abstract result are related to the classes studied by [1,5,7–9]. In several of these works the
non-linearity B is more general than here, but the space dimension is always equal to one and
the noise is space–time white noise. A different regularization, based on multiplicative noise, is
presented in [4]. The proof of uniqueness given here is inspired by the proof given in [4] for a
finite dimensional SDE, and is related (but not equal) to Zvonkin transform, see [10,12,13].
With more work it is possible to treat Eq. (1) when B has only a certain degree of integrability.
The infinite dimensional Kolmogorov equation must be studied in Sobolev spaces. We shall treat
this case elsewhere.
1.1. Notations and assumptions on (A,Q)
Norm and inner product in H will be denoted by |.| and 〈.,.〉. A complete orthonormal system
{en}n1 in H is assumed to be fixed. If ϕ : H → H , we shall denote its components with respect
to {en}n1 by ϕn: ϕn(x) = 〈ϕ(x), en〉.
Given α,T > 0, we shall denote by C([0, T ];Cαb (H,H)) the space of all functions G :[0, T ] × H → H which are continuous and bounded in (t, x), and such that there exists C > 0
such that
∣∣G(t, x)−G(t, y)∣∣ C|x − y|α, x, y ∈ H, t ∈ [0, T ].
We denote by ‖G‖α,T or simply by ‖G‖α the norm
‖G‖α = sup
t∈[0,T ], x∈H
∣∣G(t, x)∣∣+ sup
t∈[0,T ]
sup
x 	=y∈H
|G(t, x)−G(t, y)|
|x − y|α .
We use the notation ‖Gn‖α also for the similar norm of the components Gn(t, x) = 〈G(t, x), en〉.
We denote by Lip(H,H) the space of globally Lipschitz continuous maps in H .
Let us now list the assumptions of this paper:
1. A is selfadjoint, with compact resolvent, and Aen = −αnen, with non-decreasing positive
{αn}n1,
2. B ∈ C([0, T ];Cα(H,H)) for some α,T > 0, F ∈ C([0, T ];Lip(H,H)),b
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∞∑
n=1
‖Bn‖2α
αn
< ∞, (2)
4. Qt =
∫ t
0 e
sAQesA
∗
ds is a trace class operator,
5.
etA(H) ⊂ Q1/2t (H) for all t > 0, (3)
6. the well-defined bounded operator Λt = Q−1/2t etA satisfies
T∫
0
‖Λt‖1+θ dt < ∞ (4)
for some θ max(α,1 − α).
Remark 1. The sequence (‖Bn‖α) is bounded, by the second assumption. Hence assumption (2)
is fulfilled if
∞∑
n=1
1
αn
< ∞. (5)
However, in the most common case when A is a realization of the Laplacian, assumption (5)
restricts applications to space dimension 1. On the contrary, we shall give examples in dimension
greater than one where assumption (2) holds true.
Remark 2. See [3] for a discussion of property (3), related to null-controllability of a certain
control system and the Strong–Feller property of the associated Kolmogorov semigroup.
Remark 3. From assumption (4) we have, in particular,
T∫
0
‖Λt‖1+α dt < ∞,
T∫
0
‖Λt‖2−α dt < ∞.
This assumption forces Q to be quite close to identity, but not necessarily.
2. Idea of the method
In this section we do not care about the rigor of the computations. The aim is to explain the
idea.
For every n, consider the following (backward) PDE in H of Kolmogorov type, on some
interval [0, T ]:
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∂t
+ 1
2
Tr
(
QD2Un
)+ 〈Ax,DUn〉 + 〈B,DUn〉 = Bn,
Un(T , x) = 0. (6)
Notice it is a non-homogeneous equation, opposite to the usual equations of Kolmogorov type;
the right-hand side Bn is the n-component of B . If Un is a sufficiently regular solution, from Itô’s
formula we get
dUn (t,Xt ) = Bn(t,Xt ) dt +
〈
F(t,Xt ),DUn(t,Xt )
〉
dt + 〈DUn(t,Xt ),√QdWt 〉
= 〈B(t,Xt ) dt +DU(t,Xt )F (t,Xt )+DU(t,Xt )√QdWt, en〉
namely
dU (t,Xt ) = B(t,Xt ) dt +DU(t,Xt )F (t,Xt )+DU(t,Xt )
√
QdWt
where U(t, x) = ∑n Un(t, x)en and where we have used the PDE above. About our vector-
valued notations, let us stress that U(t, ·) : H → H , hence DU(t,Xt ) ∈ L(H,H). Moreover, for
every v ∈ H ,
〈
DU(t,Xt )v, en
〉= 〈DUn(t,Xt ), v〉.
Formally speaking, the previous identity gives us a formula for B(t,Xt ) dt :
B(t,Xt ) dt = dU (t,Xt )−DU(t,Xt )F (t,Xt )−DU(t,Xt )
√
QdWt .
We put this formula in Eq. (1) and get
dXt = AXt dt + dU (t,Xt )−DU(t,Xt )F (t,Xt )
−DU(t,Xt )
√
QdWt +
√
QdWt .
Now we follow the usual variation of constant method and get:
dse
(t−s)AXs = e(t−s)A dU (s,Xs)− e(t−s)ADU(s,Xs)F (s,Xs)
+ e(t−s)A√QdWs − e(t−s)ADU(s,Xs)√QdWs
namely
Xt − etAx =
t∫
0
e(t−s)A dU (s,Xs)−
t∫
0
e(t−s)ADU(s,Xs)F (s,Xs) ds
+
t∫
0
e(t−s)A
√
QdWs −
t∫
0
e(t−s)ADU(s,Xs)
√
QdWs.
Integrating by parts the first integral we finally get the equation
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(
x −U(0, x))+U(t,Xt )+
t∫
0
Ae(t−s)AU(s,Xs) ds
−
t∫
0
e(t−s)ADU(s,Xs)F (s,Xs) ds +
t∫
0
e(t−s)A
√
QdWs − It (X) (7)
where
It (X) :=
t∫
0
e(t−s)ADU(s,Xs)
√
QdWt . (8)
The non-regular drift B has been removed from the equation, this is the point of the trick.
Several new terms appear, which however will be proved to have good Lipschitz properties.
In order to make rigorous this program we need: i) to solve the PDE (6) in a sufficiently
regular space to be able to perform the previous computations (one bounded derivative plus
an approximation argument is sufficient for this); ii) to prove that all the terms in Eq. (7) are
Lipschitz continuous in the space variable (for this we need a uniform control of first and second
derivatives). Moreover, we need that the Lipschitz constant of the term U(t,Xt ) is small; we get
this by taking small T and using the condition Un(T , x) = 0. Uniqueness is a local concept, thus
a small T is sufficient. Having all these properties we may show strong uniqueness for Eq. (7)
and thus for (1) (since two strong solutions of (1) on the same space transform in two strong
solutions of (7), by the previous argument).
3. H -valued Ornstein–Uhlenbeck semigroup
Let Rt be the Ornstein–Uhlenbeck semigroup, defined on Bb(H) as
Rtϕ(x) = E
[
ϕ
(
Zxt
)]
, ϕ ∈ Bb(H),
dZxt = AZxt dt +
√
QdWt, Z
x
0 = x.
See [3, Chapter 6], for an extensive analysis of it. We introduce the analogous semigroup on
H -valued functions:
RtΦ(x) = E
[
Φ
(
Zxt
)]
, Φ ∈ Bb(H,H).
We have
〈RtΦ(x),h〉= Rtϕh(x), ϕh(x) = 〈Φ(x),h〉, h ∈ H.
The following result is known in the scalar valued case, see [3, Propositions 6.2.2 and 6.2.9].
We prove the analogous result in the H -valued case. Since Rt is linear and the input Φ(x) is
H -valued, the final result is not surprising. However, it is very important for the sequel to be sure
that not only each component Rtϕen is differentiable but also the infinite dimensional function
RtΦ =∑ Rtϕenen is regular. For this reason we give a detailed proof.n
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pressions. Thus, when we say that RtΦ is differentiable at x ∈ H , we mean that there exists a
bounded linear operator DRtΦ(x) in H such that the following holds (as an identity in H )
RtΦ(x + h)− RtΦ(x)−DRtΦ(x)h = o
(|h|)
as h → 0, h ∈ H . We have used the classical notation DRtΦ(x)h to denote the operator
DRtΦ(x) applied to h. Moreover, when we say that RtΦ is twice differentiable at x ∈ H we
mean that the first differential DRtΦ exists around x and it is differentiable at x ∈ H , which
means that there exists a bounded linear operator D2RtΦ(x) from H to the space L(H,H),
such that it holds (as an identity in L(H,H))
DRtΦ(x + h)−DRtΦ(x)−D2RtΦ(x)h = o
(|h|)
as h → 0, h ∈ H . Here D2RtΦ(x)h ∈ L(H,H).
It is very important as well to write correctly the components of the previous differentials,
when they exist. Thus we may write, for |v| = 1, v ∈ H ,
〈
DRtΦ(x)v,h
〉= lim
ε→0 ε
−1〈RtΦ(x + εv)− RtΦ(x),h〉
= lim
ε→0 ε
−1(Rtϕh(x + εv)−Rtϕh(x))
= 〈DRtϕh(x), v〉
and (consequently)
〈[
D2RtΦ(x)v
]
k,h
〉= lim
ε→0 ε
−1〈[DRtΦ(x + εv)−DRtΦ(x)]k,h〉
= lim
ε→0 ε
−1〈DRtϕh(x + εv)−DRtϕh(x), k〉
= 〈D2Rtϕh(x)v, k〉
for all h, k ∈ H . These identities connect differentials of RtΦ to those of Rtϕh.
Theorem 4. Under the assumption (3), we have
Φ ∈ UCb(H,H) ⇒ RtΦ ∈ UC2b(H,H)
for all t > 0. The differential DRtΦ(x) ∈ L(H,H) at a given point x ∈ H is the linear operator
given by
DRtΦ(x)g =
∫
H
〈
Λtg,Q
−1/2
t y
〉
Φ
(
etAx + y)NQt (dy), g ∈ H (9)
or
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DRtΦ(x)g,h
〉= 〈DRtϕh(x), g〉
=
∫
H
〈
Λtg,Q
−1/2
t y
〉
ϕh
(
etAx + y)NQt (dy)
for all t > 0, g,h ∈ H . The second derivative D2RtΦ(x) ∈ L(H,L(H,H)) at a given point
x ∈ H , is given by (recall that D2RtΦ(x)g is a linear operator in H , for every g ∈ H )
[
D2RtΦ(x)g
]
k
=
∫
H
[〈
Λtg,Q
−1/2
t y
〉〈
Λtk,Q
−1/2
t y
〉− 〈Λtg,Λtk〉]Φ(etAx + y)NQt (dy) (10)
or
〈[
D2RtΦ(x)g
]
k,h
〉= 〈D2Rtϕh(x)g, k〉
=
∫
H
[〈
Λtg,Q
−1/2
t y
〉〈
Λtk,Q
−1/2
t y
〉− 〈Λtg,Λtk〉]ϕh(etAx + y)NQt (dy)
for all t > 0, g,h, k ∈ H .
If Φ ∈ UC1b(H,H) then
〈[
D2RtΦ(x)g
]
k,h
〉= ∫
H
〈
Λtk,Q
−1/2
t y
〉〈
Dϕh
(
etAx + y), etAg〉NQt (dy).
Finally,
∥∥DRtΦ(x)∥∥ ‖Λt‖‖Φ‖0, (11)∥∥D2RtΦ(x)∥∥√2‖Λt‖2‖Φ‖0, (12)∥∥D2RtΦ(x)∥∥ ∥∥etA∥∥‖Λt‖‖Φ‖1. (13)
Proof. Step 1. Let us check that the right-hand side of (9), namely the mapping
g → It,xg :=
∫
H
〈
Λtg,Q
−1/2
t y
〉
Φ
(
etAx + y)NQt (dy)
defines a linear bounded operator in H ; x ∈ H and t > 0 are given. The integral is a well-defined
element of H , because∫
H
∣∣〈Λtg,Q−1/2t y〉Φ(etAx + y)∣∣2NQt (dy)
 ‖Φ‖20
∫ ∣∣〈Λtg,Q−1/2t y〉∣∣2NQt (dy) = |Λtg|2‖Φ‖20  ‖Λt‖2|g|2‖Φ‖20.
H
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‖It,x‖ ‖Λt‖‖Φ‖0. So inequality (11) will be true, when we can say that It,x = DRtΦ(x).
Step 2. Let us prove that RtΦ is differentiable at x and It,x is the differential. We have, for
g,h ∈ H ,
〈RtΦ(x + g)− RtΦ(x)− It,xg,h〉
= Rtϕh(x + g)−Rtϕh(x)−
∫
H
〈
Λtg,Q
−1/2
t y
〉
ϕh
(
etAx + y)NQt (dy).
Now, by Theorem 6.2.2 of [3],
Rtϕh(x + g)−Rtϕh(x) =
1∫
0
〈
DRtϕh(x + sg), g
〉
ds
=
1∫
0
∫
H
〈
Λtg,Q
−1/2
t y
〉
ϕh
(
etA(x + sg)+ y)NQt (dy)ds
=
∫
H
〈
Λtg,Q
−1/2
t y
〉( 1∫
0
ϕh
(
etA(x + sg)+ y)ds
)
NQt (dy).
Thus we have
〈RtΦ(x + g)− RtΦ(x)− It,xg,h〉
=
∫
H
〈
Λtg,Q
−1/2
t y
〉[ 1∫
0
(
ϕh
(
etA(x + sg)+ y)− ϕh(etAx + y))ds
]
NQt (dy)

(∫
H
〈
Λtg,Q
−1/2
t y
〉2
NQt (dy)
)1/2
·
(∫
H
[ 1∫
0
(
ϕh
(
etA(x + sg)+ y)− ϕh(etAx + y))ds
]2
NQt (dy)
)1/2
 |Λtg|ωt(g) ‖Λt‖|g|ωt(g)
where
ωt(g) = sup
s∈[0,1], x,y∈H
∣∣Φ(etA(x + sg)+ y)−Φ(etAx + y)∣∣.
Since Φ ∈ UCb(H,H),
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g→0ωt(g) = 0
and thus RtΦ is differentiable at x with differential It,x . One can check that the differential is
uniformly continuous in x. Clearly, by (11), it is also bounded. Thus we have proved RtΦ ∈
UC1b(H,H) and all claims about DRtΦ .
Step 3. For given t, x, let us analyze the right-hand side of (10). Following [3, Lemma 6.2.7],
for every bounded measurable ϕ : H → R, let us introduce the linear operator Gt,xϕ in H defined
as (we use different notations for the Gaussian measure with respect to the quoted reference)
〈
Gt,xϕ α,β
〉= ∫
H
[〈
α,Q
−1/2
t y
〉〈
β,Q
−1/2
t y
〉− 〈α,β〉]ϕ(etAx + y)NQt (dy).
It is proved there that Gt,xϕ is even Hilbert–Schmidt, with Hilbert–Schmidt norm bounded by
2‖ϕ‖0. Therefore, in particular, Gt,xϕ is a bounded linear operator with norm
∥∥Gt,xϕ ∥∥ 2‖ϕ‖0.
To understand the right-hand side of (10), let us introduce the linear mapping in H
k → Jt,x,gk :=
∫
H
[〈
Λtg,Q
−1/2
t y
〉〈
Λtk,Q
−1/2
t y
〉− 〈Λtg,Λtk〉]Φ(etAx + y)NQt (dy).
We have
∣∣〈Jt,x,gk, h〉∣∣= ∣∣〈GϕhΛtg,Λtk〉∣∣ ‖Gϕh‖|Λtg||Λtk| 2‖ϕh‖0‖Λt‖2|g||k|
 2‖Λt‖2‖Φ‖0|g||k||h|.
Thus Jt,x,g is bounded and
‖Jt,x,g‖ 2‖Λt‖2‖Φ‖0|g|.
Therefore g → Jt,x,g is a linear bounded operator from H to L(H,H), denoted by Jt,x in the
sequel of the proof (we have Jt,xg = Jt,x,g), and
‖Jt,x‖L(H,L(H,H))  2‖Λt‖2‖Φ‖0.
If we prove that Jt,x is D2RtΦ(x), we have also proved inequality (12).
The proof of (13) is similar and based on the Hilbert–Schmidt property mentioned above.
Step 4. Given t, x, let us prove that DRtΦ is differentiable at x, and its differential is Jt,x .
Recall that 〈DRtΦ(x)g,h〉 is equal to 〈DRtϕh(x), g〉. We have, for g,h, k ∈ H ,
〈[
DRtΦ(x + g)−DRtΦ(x)
]
k,h
〉= 〈DRtϕh(x + g)−DRtϕh(x), k〉
hence, by Proposition 6.2.2 of [3],
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0
〈
D2Rtϕh(x + sg)g, k
〉
ds
=
1∫
0
∫
H
[〈
Λtg,Q
−1/2
t y
〉〈
Λtk,Q
−1/2
t y
〉− 〈Λtg,Λtk〉]ϕh(etA(x + sg)+ y)NQt (dy)ds
=
∫
H
[〈
Λtg,Q
−1/2
t y
〉〈
Λtk,Q
−1/2
t y
〉− 〈Λtg,Λtk〉]
( 1∫
0
ϕh
(
etA(x + sg)+ y)ds
)
NQt (dy).
Moreover,
〈[Jt,xg]k,h〉=
∫
H
[〈
Λtg,Q
−1/2
t y
〉〈
Λtk,Q
−1/2
t y
〉− 〈Λtg,Λtk〉]ϕh(etAx + y)NQt (dy).
Therefore
〈[
DRtΦ(x + g)−DRtΦ(x)− Jt,xg
]
k,h
〉
=
∫
H
[〈
Λtg,Q
−1/2
t y
〉〈
Λtk,Q
−1/2
t y
〉− 〈Λtg,Λtk〉]ψt,x,g,h(y)NQt (dy)
= 〈Gψt,x,g,hΛtg,Λtk〉
where
ψt,x,g,h(y) =
1∫
0
[
ϕh
(
etA(x + sg)+ y)− ϕh(etAx + y)]ds.
Hence, by Lemma 6.2.7 of [3],
∣∣〈[DRtΦ(x + g)−DRtΦ(x)− Jt,xg]k,h〉∣∣= ∣∣〈Gψt,x,g,hΛtg,Λtk〉∣∣
 2‖ψt,x,g,h‖0‖Λt‖2|g||k|.
But
∣∣ψt,x,g,h(y)∣∣ |h|
1∫
0
[
Φ
(
etA(x + sg)+ y)−Φ(etAx + y)]ds  |h|ωt(g)
as in step 2. Therefore DRtΦ is differentiable at x and D2RtΦ is Jt,x . One can check that
D2RtΦ is uniformly continuous in x. By (12), it is also bounded. We have proved RtΦ ∈
UC2b(H,H) and all claims about D2RtΦ when Φ ∈ UCb(H,H).
The proof of the claims on D2RtΦ when Φ ∈ UC1b(H,H) is similar and based on Proposi-
tion 6.2.9 of [3]. We do not give the details. The proof is complete. 
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In this section we assume the conditions on A, B , Q stated in the Introduction and Section 1.1
and we study the sequence of non-homogeneous Kolmogorov equations in H
∂Un
∂t
= 1
2
Tr
(
QD2Un
)+ 〈Ax,DUn〉 + 〈B,DUn〉 +Gn,
Un(0, x) = 0 (14)
where Gn are the components of a function G ∈ C([0, T ];Cαb (H,H)). In this section we use for-
ward notations for the PDE, for the sake of simplicity. The final result will apply to the backward
PDE (6) (in particular, the assumption B ∈ C([0, T ];Cαb (H,H)) is invariant by time reversal).
We also show that the H -valued function U(t, x) = ∑n Un(t, x)en has a meaning and we
analyze its properties.
We interpret the PDE (14) as the integral equation
Un(t, x) =
t∫
0
Rt−s
(〈
B(s),DUn(s)
〉+Gn(s))(x) ds. (15)
Here we write B(s) for B(s, ·), and so on. Let us introduce also the H -valued equation
U(t, x) =
t∫
0
Rt−s
(〈
B(s),D
〉
U(s)+G(s))(x) ds (16)
where we have denoted
∑
n en〈B(s),DUn(s)〉 by 〈B(s),D〉U(s).
We can state the main result of this section. The regularity we prove for U is not optimal, and
the theorem is restricted for simplicity of exposition to small T ’s.
Theorem 5. Under the assumptions of Section 1.1, given
B,G ∈ C([0, T ];UCb(H,H)),
for T small enough there exists a unique solution U of Eq. (16) in C([0, T ];UC1b(H,H)). If we
set KT := ‖DU‖0, then
lim
T→0KT = 0.
Moreover, DU ∈ C([0, T ];Cθb (H,H)), θ such that assumption (4) holds.
If in addition B,G ∈ C([0, T ];Cαb (H,H)) for some α > 0, then U ∈ C([0, T ];UC2b(H,H)).
Finally, there is a constant CT > 0 such that
∥∥D2Un∥∥0  CT ‖Gn‖α (17)
for every n ∈ N.
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LU(t, x) =
t∫
0
Rt−s
(〈
B(s),D
〉
U(s)+G(s))(x) ds.
It is defined on functions U ∈ C([0, T ];UC1b(H,H)). It is easy to check that LU ∈ C([0, T ];
UCb(H,H)). But we also have the bound
t∫
0
∥∥DRt−s(〈B(s),D〉U(s)+G(s))(x)∥∥ds 
t∫
0
‖Λt−s‖
∥∥〈B(s),D〉U(s)+G(s)∥∥0 ds

(‖B‖0‖DU‖0 + ‖G‖0)
t∫
0
‖Λs‖ds
which easily implies LU ∈ C([0, T ];UC1b(H,H)) and
DLU(t, x) =
t∫
0
DRt−s
(〈
B(s),D
〉
U(s)+G(s))(x) ds.
Since limT→0
∫ T
0 ‖Λs‖ds = 0, and the map L is linear, it is a contraction in C([0, T ];
UC1b(H,H)) for sufficiently small T (one has to use also an easier estimate on U in the
C([0, T ];UCb(H,H)) norm). Moreover, if U is a solution, then
DU(t, x) =
t∫
0
DRt−s
(〈
B(s),D
〉
U(s)+G(s))(x) ds (18)
hence
‖DU‖0 
(‖B‖0‖DU‖0 + ‖G‖0)
T∫
0
‖Λs‖ds
hence, for T such that ‖B‖0
∫ T
0 ‖Λs‖ds  1/2 we have
1
2
‖DU‖0  ‖G‖0
T∫
0
‖Λs‖ds
which proves limT→0 KT = 0. We have proved the first claims of the theorem.
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Theorem 2.3.3 and the remarks at the beginning of Section 2.3.2, for every θ ∈ (0,1) there is a
constant Cθ > 0 such that
‖ϕ‖θ  Cθ‖ϕ‖1−θ0 ‖ϕ‖θ1
for every ϕ ∈ UC1b(H,R). The same result is true for Φ ∈ UC1b(H,H). Indeed, for every h ∈ H
the function ϕh = 〈Φ(·), h〉 belongs to UC1b(H,R), hence
∣∣〈Φ(x)−Φ(y),h〉∣∣ Cθ‖ϕh‖1−θ0 ‖ϕh‖θ1|x − y|.
But ‖ϕh‖0  ‖Φ‖0|h| and ‖ϕh‖1  ‖Φ‖1|h|. Hence
∣∣〈Φ(x)−Φ(y),h〉∣∣ Cθ‖Φ‖1−θ0 ‖Φ‖θ1|h||x − y|
which implies
‖Φ‖θ  Cθ‖Φ‖1−θ0 ‖Φ‖θ1.
We also have
‖Φ‖θ  Cθ‖Φ‖1−θ0 ‖DΦ‖θ0 +Cθ‖Φ‖0.
Similarly, if Φ ∈ UC2b(H,H), we have
‖DΦ‖θ  Cθ‖DΦ‖1−θ0
∥∥D2Φ∥∥θ0 +Cθ‖DΦ‖0.
Step 3. Let us apply the previous interpolation inequality to RtΦ , Φ ∈ UCb(H,H), t  0,
with θ ∈ (0,1):
‖DRtΦ‖θ  Cθ‖DRtΦ‖1−θ0
∥∥D2RtΦ∥∥θ0 +Cθ‖DRtΦ‖0
 Cθ
(‖Λt‖‖Φ‖0)1−θ (√2‖Λt‖2‖Φ‖0)θ +Cθ‖Λt‖‖Φ‖0
 C′θ
(‖Λt‖1+θ + 1)‖Φ‖0
for a new constant C′θ > 0, where we have used inequalities (11) and (12). Thus, from (18) we
have
∥∥DU(t)∥∥
θ

t∫
0
∥∥DRt−s(〈B(s),D〉U(s)+G(s))∥∥θ ds

t∫
C′θ
(‖Λt−s‖1+θ + 1)∥∥〈B(s),D〉U(s)+G(s)∥∥0 ds0
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∥∥〈B,D〉U +G∥∥0
t∫
0
(‖Λs‖1+θ + 1)ds.
If θ satisfies the assumption of Section 1.1, namely
∫ t
0 ‖Λs‖1+θ ds < ∞, we deduce DU(t) ∈
Cθb (H,H) for each t ∈ [0, T ]. Easily one can check that DU(t) ∈ C([0, T ],Cθb (H,H)).
Step 4. Assume now B,G ∈ C([0, T ];Cαb (H,H)). Since θ  α (see Section 1.1), we now
know that 〈B,D〉U +G ∈ C([0, T ];Cαb (H,H)). We use again an interpolation result of [3], see
the proof of Lemma 6.4.1: there exists C′′α > 0 such that R
∥∥D2Rtϕ(x)∥∥ C′′α‖Λt‖2−α‖ϕ‖α
for all ϕ ∈ Cαb (H,R). It follows that
∥∥D2RtΦ(x)∥∥ C′′α‖Λt‖2−α‖Φ‖α
for all Φ ∈ Cαb (H,H).
Using these facts, from (18) we have
∥∥D2U(t, x)∥∥
t∫
0
∥∥D2Rt−s(〈B(s),D〉U(s)+G(s))(x)∥∥ds

t∫
0
C′′α‖Λt−s‖2−α
∥∥〈B(s),D〉U(s)+G(s)∥∥
α
ds
= C′′α
∥∥〈B,D〉U +G∥∥
α
t∫
0
‖Λs‖2−α ds.
We have
∫ t
0 ‖Λs‖2−α ds < ∞ (see Section 1.1), hence U ∈ C([0, T ];UC2b(H,H)).
Step 5. From (18) or directly from Eq. (15) we have
DUn(t, x) =
t∫
0
DRt−s
(〈
B(s),DUn(s)
〉+Gn(s))(x) ds
and thus
D2Un(t, x) =
t∫
0
D2Rt−s
(〈
B(s),DUn(s)
〉+Gn(s))(x) ds.
From the first one of these identities, with the same computations of step 1, we get (on the interval
[0, T ] found in step 1)
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As in step 3, we get
‖DUn‖α  C2
∥∥〈B,DUn〉 +Gn∥∥0
and thus
‖DUn‖α 
(
C1C2‖B‖0 +C2
)‖Gn‖0.
Finally, from the equation for D2Un(t, x), exactly as in step 4, we prove∥∥D2Un∥∥0  C3∥∥〈B,DUn〉 +Gn∥∥α.
Putting together these estimates, we obtain (17). The proof is complete. 
5. Strong uniqueness
A weak solution of Eq. (1) is a pair of processes (X,W) on a filtered probability space
(Ω,Ft ,P ) such that W is an Ft -cylindrical Brownian motion in H , X = (Xt )t∈[0,T ] is an
Ft -adapted continuous process in H , and Eq. (1) is fulfilled in the mild sense
Xt = etAx +
t∫
0
e(t−s)A
(
B(s,Xs)+ F(s,Xs)
)
ds +
t∫
0
e(t−s)A
√
QdWs.
The stochastic integral is well defined since we have assumed Qt of trace class. When X is
adapted to the completed filtration of W , we say that (X,W) is a strong solution. Existence of
weak solutions is known, for Eq. (1). Let us prove strong (or pathwise) uniqueness: if (X(1),W)
and (X(2),W) are two weak solutions on the same filtered probability space (Ω,Ft ,P ), with the
same Brownian motion W , then X(1) = X(2) (they are indistinguishable).
Lemma 6. Under the assumptions of Section 1.1, let U be the solutions given by Theorem 5. If
(X,W) is a weak solution of Eq. (1), then Eq. (7) is satisfied.
Proof. Having now Theorem 5, the proof is the one given in Section 2. The only point is the
application of Itô’s formula. In order to use elementary versions of it, one can introduce the
approximations
dX
j,h
t = AjXj,ht dt +B
(
t,X
j,h
t
)
dt + F (t,Xj,ht )dt +√Qh dWt, Xj,h0 = x
where Aj are the Yosida approximations of A and Qhx = PhQx, Phx =∑hi=1 xheh. The com-
putations of Section 2 can be done on these approximations and then one can pass to the limit in
the final equation. We omit the details which are classical. 
Theorem 7. Under the assumptions of Section 1.1, pathwise uniqueness holds for Eq. (1) on
[0, T ], for sufficiently small T .
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space (Ω,Ft ,P ), with the same Brownian motion W , then both satisfy Eq. (7), by Lemma 6.
Their difference V = X(1) −X(2) satisfies (P -a.s., uniformly in t)
Vt = U
(
t,X
(1)
t
)−U(t,X(2)t )+
t∫
0
Ae(t−s)A
[
U
(
s,X(1)s
)−U(s,X(2)s )]ds
−
t∫
0
e(t−s)A
[
DU
(
s,X(1)s
)
F
(
s,X(1)s
)−DU(s,X(2)s )F (s,X(2)s )]ds
− It
(
X(1)
)+ It(X(2))
where It is defined by (8). Let us work on a time interval [0, T ] and choose T at the end. From
Theorem 5 we have
∣∣U(t,X(1)t )−U(t,X(2)t )∣∣KT ∣∣X(1)t −X(2)t ∣∣, t ∈ [0, T ],∥∥DU(t,X(1)t )−DU(t,X(2)t )∥∥ CT ∣∣X(1)t −X(2)t ∣∣, t ∈ [0, T ].
To deal with the second term, in the identity for Vt , we use the maximal inequality
∥∥∥∥∥
·∫
0
Ae(·−s)Af (s) ds
∥∥∥∥∥
2
L2(0,T ;H)
 CT ‖f ‖2L2(0,T ;H)
where CT is a constant independent of f (CT does not go to zero as T → 0). For this reason we
make the following rather unusual estimate (which is true P -a.s.):
T∫
0
|Vt |2 dt  4
T∫
0
∣∣U(t,X(1)t )−U(t,X(2)t )∣∣2 dt
+ 4
T∫
0
∣∣∣∣∣
t∫
0
Ae(t−s)A
[
U
(
s,X(1)s
)−U(s,X(2)s )]ds
∣∣∣∣∣
2
dt
+ 4
T∫
0
∣∣∣∣∣
t∫
0
e(t−s)A
[
(DU · F)(s,X(1)s )− (DU · F)(s,X(2)s )]ds
∣∣∣∣∣
2
dt
+ 4
T∫
0
∣∣It(X(1))− It(X(2))∣∣2 dt
 (4 + 4CT )KT
T∫
|Vt |2 dt + 4C′T T
T∫
|Vt |2 dt + 4
T∫ ∣∣It(X(1))− It(X(2))∣∣2 dt.
0 0 0
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T∫
0
|Vt |2 dt  6
T∫
0
∣∣It(X(1))− It(X(2))∣∣2 dt
and in particular
T∫
0
E
[|Vt |2]dt  6
T∫
0
E
[∣∣It(X(1))− It(X(2))∣∣2]dt.
The proof will be complete after the following step.
Step 2. We have to estimate the right-hand side of the previous inequality. We have
E
[∣∣It(X(1))− It(X(2))∣∣2]
=
t∫
0
∥∥e(t−s)A(DU(s,X(1)s )−DU(s,X(2)s ))√Q∥∥2HS ds.
Unfortunately the position of e(t−s)A and
√
Q does not allow us to use joint conditions on them;
for instance, we cannot use the assumption that Qt is trace class (namely that ‖e(t−s)A√Q‖2HS is
integrable).
We have
∥∥e(t−s)A(DU(s,X(1)s )−DU(s,X(2)s ))√Q∥∥2HS
=
∞∑
n,h=1
〈
e(t−s)A
(
DU
(
s,X(1)s
)−DU(s,X(2)s ))√Qeh, en〉2
=
∞∑
n,h=1
e−2αn(t−s)
〈(
DU
(
s,X(1)s
)−DU(s,X(2)s ))√Qeh, en〉2
=
∞∑
n,h=1
e−2αn(t−s)
〈(
DUn
(
s,X(1)s
)−DUn(s,X(2)s )),√Qeh〉2
=
∞∑
n=1
e−2αn(t−s)
∞∑
h=1
〈√
Q
(
DUn
(
s,X(1)s
)−DUn(s,X(2)s )), eh〉2
 ‖Q‖
∞∑
n=1
e−2αn(t−s)
∣∣DUn(s,X(1)s )−DUn(s,X(2)s )∣∣2
 ‖Q‖
∞∑
e−2αn(t−s)
∥∥D2Un∥∥2∞∣∣X(1)s −X(2)s ∣∣2.n=1
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∥∥D2Un∥∥∞  CT ‖Bn‖α.
Hence
E
[∣∣It(X(1))− It(X(2))∣∣2] C2T ‖Q‖
t∫
0
∞∑
n=1
e−2αn(t−s)‖Bn‖2α|Vs |2 ds.
Therefore
E
[ T∫
0
∣∣It(X(1))− It(X(2))∣∣2 dt
]
 C2T ‖Q‖
T∫
0
t∫
0
∞∑
n=1
e−2αn(t−s)‖Bn‖2α|Vs |2 ds dt
 C2T ‖Q‖
T∫
0
( T∫
s
∞∑
n=1
e−2αn(t−s)‖Bn‖2α dt
)
|Vs |2 ds
 C2T ‖Q‖
( T∫
0
∞∑
n=1
e−2αnt‖Bn‖2α dt
) T∫
0
|Vs |2 ds.
By assumption (2), the integral ∫ T0 ∑∞n=1 e−2αnt‖Bn‖2α dt is finite. Hence, as T → 0, it converges
to zero. Therefore the last inequality of the first step gives us
∫ T
0 E[|Vt |2]dt = 0. This implies
X(1) = X(2). The proof is complete. 
6. Examples
The structure of this section is the following one. First we give a class of SPDEs which satisfies
the assumptions of Section 1.1. For this class we therefore have pathwise uniqueness. Then we
show that in such a class, without noise, there are counterexamples to uniqueness.
We notice in advance that our examples include: i) vector-valued PDEs, ii) multidimensional
problems, iii) not necessarily space–time white noise (cylindrical white noise). These features
do not allow to apply a comparison principle on one side, and Girsanov transform on the other
(at least it is not clear a priori how to use these tools). Thus we include examples not treated
by [5] and related literature.
6.1. A class with pathwise uniqueness
We discuss the vector-valued equation, for the unknown X = (X1, . . . ,Xm),
dX (t, ξ) = (βX(t, ξ)+B0(X(t, ·)(ξ))+X(t, ξ))dt + σ−γ /2 dW (t, ξ) (19)
for t  0, ξ ∈ [0,2π]d , with periodic boundary conditions, where W = (W1, . . . ,Wm) is a
space–time white noise taking values in Rm, β  1, γ  0, β and −γ are pseudodifferen-
tial operators, acting componentwise (βX = (βX1, . . . ,βXm) and so on).
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of the next section.
The non-regular non-linear term B0(X(t, ·)(ξ)), which we are going to describe in three dif-
ferent cases, is only Hölder continuous. It is also unbounded. We could simplify our examples
and bound it artificially. However, the “unbounded” part of B0(X(t, ·)(ξ)) is Lipschitz continu-
ous (the singularity is only at zero). Thus we may split B0 in the form
B0 = B + F
where B is Hölder continuous and bounded, F is globally Lipschitz continuous (and without any
boundedness condition). To understand the idea, think to the decomposition
√|x| =√|x| ∧ 1 + (√|x| −√|x| ∧ 1 ).
Let us give the definitions. We set
H = [L2([0,2π]d)]m,
D(A) = [H 2β([0,2π]d)per]m, Af = βf + f
where H 2β([0,2π]d)per is the classical Sobolev space, with periodic boundary conditions.
Given
g ∈ [L∞([0,2π]d)]m, h ∈ L∞([0,2π]d)
we consider three examples of B0, defined for all f = (f1, . . . , fm) ∈ H :
B
(1)
0 (f )(ξ) = g(ξ)
√∣∣f (ξ)∣∣,
B
(2)
0 (f )(ξ) = g(ξ)
∫
[0,2π]d
h
(
ξ ′
)√∣∣f (ξ ′)∣∣dξ ′
and, for m = 2,
B
(3)
0 (f )(ξ) = h(ξ) ·
{
(
f1(ξ)
|f (ξ)|1/2 ,
f2(ξ)
|f (ξ)|1/2 ) if f (ξ) 	= 0,
0 if f (ξ) = 0.
We choose any R > 0 and define
B(1)(f )(ξ) = g(ξ)
√∣∣f (ξ)∣∣∧R, (20)
B(2)(f )(ξ) = g(ξ)
∫
[0,2π]d
h
(
ξ ′
)√∣∣f (ξ ′)∣∣∧Rdξ ′, (21)
B(3)(f )(ξ) = h(ξ) ·
{
(
ϕR(f1(ξ))
|f (ξ)|1/2 ,
ϕR(f2(ξ))
|f (ξ)|1/2 ) if f (ξ) 	= 0, (22)0 if f (ξ) = 0
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ϕR(r) =
{−R for r < −R,
r for −R  r R,
R for r > R.
Moreover we define
F (i) = I +B(i)0 −B(i), i = 1,2,3.
These mappings are globally Lipschitz continuous.
Let bR : Rm → [0,
√
R], R > 0 given, be the function
bR(u) =
√|u| ∧R, u ∈ Rm.
Lemma 8. The operators B(1), B(2) and B(3) belong to C1/2b (H,H) and B(2) satisfies assump-
tion (2) for every d,m ∈ N and β  1.
Proof. Step 1. Boundedness of B(i), i = 1,2,3, is clear. For the Hölderianity, let us give the
proof for F = 0, which is clearly sufficient. We have
∣∣bR(x)− bR(y)∣∣ CR√|x − y|, x, y ∈ Rm,∣∣∣∣ϕR(x1)|x|1/2 − ϕR(y1)|y|1/2
∣∣∣∣ CR√|x − y|, x, y ∈ R2
for some constant CR > 0. The proof requires some work; for the first function it is sufficient to
prove it for points which are multiple of the same vector; for the second one, one can use polar
coordinates and suitable arguments about the angles.
Then we have
∣∣B(1)(f )−B(1)(f ′)∣∣2 = ∫
[0,2π]d
∣∣g(ξ)∣∣2∣∣B(1)(f )(ξ)−B(1)(f ′)(ξ)∣∣2 dξ
 ‖g‖20
∫
[0,2π]d
∣∣bR(f (ξ))− bR(f ′(ξ))∣∣2 dξ
 CR‖g‖‖g‖20
∫
[0,2π]d
(√∣∣f (ξ)− f ′(ξ)∣∣)2 dξ
 C′R‖g‖‖g‖20
( ∫
[0,2π]d
∣∣f (ξ)− f ′(ξ)∣∣2 dξ)1/2 = C′R‖g‖‖g‖20∣∣f − f ′∣∣.
This proves B(1) ∈ C1/2(H,H). The proof for B(3) is similar.b
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∣∣B(2)(f )−B(2)(f ′)∣∣2 = ‖g‖2
L2
( ∫
[0,2π]d
h(ξ)
[
bR
(
f (ξ)
)− bR(f ′(ξ))]dξ
)2
 C‖g‖2
L2‖h‖20
∫
[0,2π]d
∣∣bR(f (ξ))− bR(f ′(ξ))∣∣2 dξ
so we conclude as before.
Step 2. Finally, we have
B(2)n (f ) = 〈g, en〉
∫
[0,2π]d
h(ξ)bR
(
f (ξ)
)
dξ,
sup
f∈H
∣∣B(2)n (f )∣∣ ‖h‖0C∣∣〈g, en〉∣∣,
∣∣B(2)n (f )−B(2)n (f ′)∣∣ ‖h‖0∣∣〈g, en〉∣∣
∫
[0,2π]d
∣∣bR(f (ξ))− bR(f ′(ξ))∣∣dξ
 C‖h‖0
∣∣〈g, en〉∣∣∣∣f − f ′∣∣1/2
hence
‖Bn‖21/2  C〈g, en〉2.
Therefore
∞∑
n=1
‖Bn‖21/2
αn
 C
∞∑
n=1
|〈g, en〉|2
αn
 C
α1
∞∑
n=1
〈g, en〉2 = C
α1
|g|2.
Therefore assumption (2) is satisfied. The proof is complete. 
Assumptions 1, 2, 3 of Section 1.1 are thus fulfilled, in the following cases: for i = 1,3, since
no help comes from Bn, we need to assume
∑∞
n=1 1αn < ∞, which amounts to
∑
k∈Zd
1
|k|2β < ∞
and this is true for
β >
d
2
.
If β = 1 (classical case), only d = 1 is allowed.
For i = 2, no restriction is imposed on the pair (β, d), until now.
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Q = A−γ .
Lemma 9. Condition (3) is satisfied. If
β(1 + γ ) > d
2
(23)
then Qt is trace class. If
γ <
1
3
then assumption (4) is satisfied, with θ = 12 .
Proof. The result is classical, we give the proof for completeness. We have
Qt = QA−1
(
I − e2tA)= A−1−γ (I − e2tA)
namely
Qten = 1 − e
−2αnt
2α1+γn
en
so Qt is trace class if
∞∑
n=1
1
α
1+γ
n
< ∞.
Rewriting this condition in the Fourier basis on the torus, we get the condition
∑
k∈Zd
1
|k|2β(1+γ ) < ∞
which is true if 2β(1 + γ ) > d , namely under condition (23).
Now,
Λt = A(1+γ )/2
(
I − e2tA)−1/2etA
so Λt is bounded for every t > 0, in general (thus condition (3) is always satisfied).
But,
‖Λt‖ =
∥∥A(1+γ )/2(I − e2tA)−1/2etA∥∥
 t−1/2
∥∥(tA)1/2(I − e2tA)−1/2∥∥∥∥Aγ/2etA∥∥
 Ct−(1+γ )/2
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(s)1/2(I − e2s)−1/2 is bounded on (0,∞)). Hence, being θ = 12 ,
T∫
0
‖Λt‖1+θ dt  C′
T∫
0
t−
3(1+γ )
4 dt
which is finite if 3(1+γ )4 < 1. The proof is complete. 
In the most classical case when
β = 1, namely A = 
assumptions 4, 5, 6 on the pair (A,Q) are satisfied if simultaneously γ  0, 1 + γ > d2 and
γ < 13 , namely for (
d
2
− 1
)
< γ <
1
3
and γ  0.
We may accept, therefore, as far as the assumptions on (A,Q) are concerned,
d = 1, 0 γ < 1
3
,
d = 2, 0 < γ < 1
3
.
Of course, if β > 1, there are examples in dimension larger than 2.
To summarize (notice that β > d2 implies β(1 + γ ) > d2 ):
Proposition 10. For examples i = 1,3, pathwise uniqueness holds if the following conditions are
satisfied:
β >
d
2
, γ <
1
3
, γ  0.
For example i = 2, pathwise uniqueness holds if the following conditions are satisfied:
β(1 + γ ) > d
2
, γ <
1
3
, γ  0.
In particular, in the classical case β = 1 (A = ), we have pathwise uniqueness for examples
i = 1,3 in dimension d = 1, for all 0 γ < 13 ; and for example i = 2 in the following two cases:
d = 1, 0 γ < 1
3
,
d = 2, 0 < γ < 1
3
.
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Consider Eq. (19) with σ = 0, β = 1. Consider the initial condition X|t=0 = 0. The function
X identically zero is a solution, in all the three cases of B(i), i = 1,2,3, as described above.
Depending on i, let us exhibit another solution.
For i = 1, given a unitary v ∈ Rm, take g(ξ) = 8√| sin ξ |v, namely
B
(1)
0 (f )(ξ) = 4
√∣∣sin(ξ/2)f (ξ)∣∣v.
Then
X(t, ξ) = 4v · t2 sin(ξ/2)
(where, if d > 1, sin ξ =∏dj=1 sin ξj , ξ = (ξ1, . . . , ξd)) is a solution:
∂X
∂t
−X −X = 8v · t sin(ξ/2) = B(1)0
(
X(t, ·))(ξ).
For i = 2, similarly, take
B
(2)
0 (f )(ξ) = 4v · sin(ξ/2)
∫
[0,2π]d
C
√∣∣f (ξ ′)∣∣dξ ′
C such that
∫
[0,2π]d C
√| sin(ξ/2)|dξ ′ = 1, and
X(t, ξ) = 4v · t2 sin(ξ/2).
Hence again
∂X
∂t
−X −X = 8v · t sin(ξ/2) = B(2)0
(
X(t, ·))(ξ).
In case i = 3, we take
X1(t, ξ) = 4t2 cos(ξ/2), X2(t, ξ) = t2 sin(ξ/2).
Then
∂X
∂t
−X −X = 8t(cos(ξ/2), sin(ξ/2))
and
B
(3)
0 (f )(ξ) = C
(
4t2 cos(ξ/2)
2tπ1/4
,
4t2 sin(ξ/2)
2tπ1/4
)
= 8t(cos(ξ/2), sin(ξ/2))
if 2C1/4 = 8. We have non-uniqueness in all the three cases.π
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