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a b s t r a c t
Let r , n and n1, . . . , nr be positive integers with n = n1 + · · · + nr .
Let X be a connected graph with n vertices. For 1 ≤ i ≤ r , let Pi be
the i-th color class ofni distinct pebbles. A configuration of the set of
pebbles P = P1∪· · ·∪Pr onX is defined as a bijection from the set of
vertices of X to P . A move of pebbles is defined as exchanging two
pebbles with distinct colors on the two endvertices of a common
edge. For a pair of configurations f and g , we write f ∼ g if f can be
transformed into g by a sequence of finite moves. The relation∼ is
an equivalence relation on the set of all the configurations of P onX .
We study the number c(X, n1, . . . , nr ) of the equivalence classes.
A tuple (X, n1, . . . , nr ) is called transitive if for any configuration f
and for any vertex u, a pebble f (u) can bemoved to any other vertex
by a sequence of finitemoves.Wedetermine c(X, n1, . . . , nr ) for an
arbitrary transitive tuple (X, n1, . . . , nr ).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we introduce a graph puzzle played with a set of colored pebbles, which is a
generalization of the well-known 15-puzzle [4]. The 15-puzzle is played on the 4 × 4 grid graph
board with 15 labeled pebbles on the vertices of the graph. A pebble can be made to slide to an
unoccupied vertex. Starting from an initial configuration f1, the aim of the player is to accomplish
a target configuration f2 by sliding pebbles consecutively. Whether a reconfiguration is feasible or not
depends on the parity of f1 and f2 [1,5,9].
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In this section, let us explain previous works closely related to our problem. Wilson studied
a generalization of the 15-puzzle to puzzles on arbitrary graph boards [10]. A graph is finite and
undirected with no multiple edge or loop. For a graph X , we denote the vertex set and the edge set of
X by V (X) and E(X), respectively. For a graph X with n vertices, let p, q be a pair of positive integers
with p+ q = n, where p is the number of distinct pebbles and q is the number of unoccupied vertices.
Let P = {1, 2, . . . , p} be the set of all the pebbles. A configuration of P on X is defined as a function f
from V (X) to {0, 1, . . . , p}with |f −1(i)| = 1 for 1 ≤ i ≤ p, where f −1(i) is a vertex occupied with the
i-th pebble for 1 ≤ i ≤ p and f −1(0) is a set of unoccupied vertices. A move is defined as shifting a
pebble from a vertex to its unoccupied neighbor.
Let us define the puzzle graph puz∗(X, p) of X with p pebbles such that V (puz∗(X, p)) is the set of
all the configurations F ∗(X), and E(puz∗(X, p)) = {(f , g): f , g ∈ F ∗(X), f can be transformed into g
by some move }.
We say that (X, p) is transitive if for any configuration f ∈ F ∗(X) and for any vertex u of X , a pebble
f (u) can be shifted to any other vertex by a sequence of finite moves. For a graph Z , let c(Z) be the
number of connected components of Z . We say that (X, p) is feasible if c(puz∗(X, p)) = 1.
Wilson studied the problem for the case p = n− 1 and q = 1 by considering permutation groups
associated with the puzzle. It is not difficult to see that (X, n − 1) is transitive if and only if X is
2-connected. Hence,we assumeX is 2-connected in the following. Let Sm andAm denote the symmetric
group and the alternating group of orderm, respectively. For a finite setM , let S(M) be the symmetric
group on M . For a vertex x ∈ V (X), let Fx be the set of configurations f ∈ F ∗(X) with f (x) = 0 and
define Gx as the set of permutations σ ∈ S(V (X)) such that σ(x) = x and for any f ∈ Fx, f can be
transformed into f ◦ σ by a sequence of finite moves. Then (1) Gx is isomorphic to a subgroup of Sn−1,
(2) Gx is independent on x up to isomorphism, and (3) c(puz∗(X, n−1)) = [Sn−1:Gx] = (n−1)!/|Gx|.
For positive integers a1, a2, a3, we define θ(a1, a2, a3)-graph such that (1) there exists a pair of
vertices u and v of degree 3, and (2) u and v are linked by three disjoint paths containing a1, a2 and a3
inner vertices, respectively.
Theorem A (Wilson [10]). Let n ≥ 2. Let X be a graph with n vertices. Suppose that X is 2-connected and
X is not a cycle. Let Gx be defined as above, and let c = c(puz∗(X, n− 1)).
(1) If X is a bipartite graph, then Gx ∼= An−1 and c = 2.
(2) If X is not a bipartite graph except θ(1, 2, 2), then Gx ∼= Sn−1 and c = 1.
(3) If X is θ(1, 2, 2), then Gx ∼= PGL2(5) and c = 6, where PGL2(5) is the projective general linear group
on 2-dimensional vector space over a finite field of order 5. 
Theorem A is generalized for the case q ≥ 2 [6]. Let Z be a connected graph. Let d ≥ 1. A path
P = v1 · · · vd of Z is called an isthmus if (1) every edge of P is a bridge of Z , (2) every vertex of P is a
cutvertex of Z , and (3) degZ (vi) = 2 for 1 < i < d. An isthmus with d vertices is called a d-isthmus.
Theorem B (Kornhauser et al. [6]). Let 2 ≤ q ≤ n− 1 and p+ q = n. Let X be a connected graph with n
vertices. Suppose that X is not a cycle. Then the following conditions are equivalent.
(1) X has no q-isthmus.
(2) (X, p) is transitive.
(3) (X, p) is feasible. 
For applications, it is important to estimate the number of moves that is necessary in order to
transform an initial configuration into a target configuration. Several works have dealt with the
reconfiguration problem on graphs from the algorithmic viewpoint [2,3,6–8].
2. Main results
In Theorems A and B, a move is defined as a shift of a pebble to an unoccupied vertex. In the
following, we consider a graph puzzle where the number of the pebbles equals the number of the
vertices of an underlying graph. Let r ≥ 2 and let n, n1, . . . , nr be positive integers with n1 ≤ · · · ≤ nr
such that n = n1 + · · · + nr . Let X be a graph with n vertices. For 1 ≤ i ≤ r , let Pi be the i-th color
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class of ni distinct pebbles. Put P = P1 ∪ · · · ∪ Pr . We call a bijection f from V (X) to P a configuration
of P on X . Let us denote the family of all the configurations of P on X by F (X, n1, . . . , nr) or simply
by F (X).
A move of pebbles is an exchange of two pebbles with distinct colors on the two endvertices of a
common edge. For a given tuple (X, n1, . . . , nr), let us define a new graph X˜ such that V (X˜) = F (X),
and E(X˜) = {(f , g): f , g ∈ F (X), f can be transformed into g by some move }. We call X˜ the puz-
zle graph of X with the pebble set P , and we denote it by puz(X, n1, . . . , nr). For a pair of configu-
rations f and g , we write f ∼ g if f can be transformed into g by a sequence of finite moves. We
say that (X, n1, . . . , nr) is feasible if c(X˜), the number of the components of X˜ , is 1. We also say that
(X, n1, . . . , nr) is transitive if for any configuration f ∈ F (X) and for any pair of vertices u, v ∈ V (X),
there exists a configuration g ∈ F (X) such that f ∼ g and f (u) = g(v). By definition, if (X, n1, . . . , nr)
is feasible, then it is transitive. Our aim is to determine c(X˜) for a given transitive tuple (X, n1, . . . , nr).
Firstly, we focus on the case where the number of color classes r is 2. Let us consider a vertex
partition V (X) = V1 ∪ V2 with |Vi| = ni for i = 1, 2. Let us define a family of configurations
F (V1, V2) = {f ∈ F (X): f (Vi) = Pi for i = 1, 2}, and let us define a family of permutations
S(V1, V2) = {σ ∈ S(V (X)): σ(Vi) = Vi for i = 1, 2}.
Moreover, we define a group of permutations G(V1, V2) arising from pebble motion such that
G(V1, V2) = {σ ∈ S(V1, V2): f ∼ f ◦ σ for all f ∈ F (V1, V2)}. We denote the identity element of
a given group by e. For i = 1, 2, let us define Gi(V1, V2) as {σ ∈ S(Vi): σ = τ |Vi forsomeτ ∈ G(V1, V2)},
where τ |Vi is the restriction of τ on Vi. Furthermore, for i = 1, 2, let us define Hi(V1, V2) as {σ ∈
S(Vi): σ = τ |Vi for some τ ∈ G(V1, V2) such that τ |Vi = e|Vi}, where Vi is the complement of Vi in
V (X).
Let U1 and V1 be distinct subsets of V (X) with |U1| = |V1| = n1. Let f ∈ F (U1,U1). Beginning
from f , we claim that all the pebbles of P1 can be moved to V1. Indeed, we have a sequence of subsets
U1 = T0, T1, . . . , Ts = V1 such that |Ti ∩ Ti+1| = n1 − 1 for 0 ≤ i < s. Hence, it suffices to show the
claim in the case where |U1| = |V1| = n1 − 1. Let x ∈ U1 \ V1 and y ∈ V1 \ U1. Since X is connected,
there exists a path Q from x to y. LetW = V (Q )∩U1. Then we canmove the pebbles of P1 onW along
with Q to (W \ {x}) ∪ {y}. In the resultant configuration g , we have g(V1) = P1.
Proposition 1. All G(V1, V2) and Gi(V1, V2), Hi(V1, V2) for i = 1, 2 are independent of the partition
V = V1 ∪ V2 with |Vi| = ni for i = 1, 2, up to isomorphism.
Proof. Let V (X) = U1 ∪ U2 and V (X) = V1 ∪ V2 be two partitions with |Ui| = |Vi| = ni for i = 1, 2.
For a configuration f ∈ F (U1,U2), we can move all the pebbles of P1 from U1 to V1. Namely, there
exists τ ∈ S(V ) such that (1) τ(Ui) = Vi for i = 1, 2, and (2) f ◦ τ−1 ∼ f for any f ∈ F (U1,U2). Let us
define a function α over S(V (X)) such that α(σ) = τ ◦ σ ◦ τ−1 for σ ∈ S(V (X)). By the choice of τ ,
we have α(S(U1,U2)) = S(V1, V2) and α(S(Ui)) = S(Vi) for i = 1, 2. Furthermore, for σ ∈ G(U1,U2)
and for g ∈ F (V1, V2), we have g ∼ g ◦ τ ∼ g ◦ τ ◦ σ ∼ g ◦ τ ◦ σ ◦ τ−1 = g ◦ α(σ). Hence, we have
α(σ) ∈ G(V1, V2). In the samemanner, for σ ∈ G(V1, V2), we have α−1(σ ) ∈ G(U1,U2). Therefore, we
have α(G(U1,U2)) = G(V1, V2). Similarly, it is not difficult to check that α(Gi(U1,U2)) = Gi(V1, V2)
and α(Hi(U1,U2)) = Hi(V1, V2) for i = 1, 2. Since α is an inner automorphism of S(V (X)), we have
G(U1,U2) ∼= G(V1, V2), Gi(U1,U2) ∼= Gi(V1, V2) and Hi(U1,U2) ∼= Hi(V1, V2) for i = 1, 2. 
In the following, G(V1, V2), Gi(V1, V2), and Hi(V1, V2) are simply denoted by G, Gi, and Hi,
respectively.
Proposition 2. Hi is a normal subgroup of Gi for i = 1, 2.
Proof. By symmetry, we may assume i = 1. Let V = V1 ∪ V2 be a partition with |Vi| = ni for i = 1, 2.
Let us take σ ∈ H1(V1, V2) and τ ∈ G1(V1, V2). Then there exists σ0 ∈ G(V1, V2) such that σ0|V1 = σ
and σ0|V2 = e|V2 , and there exists τ0 ∈ G(V1, V2) such that τ0|V1 = τ . Put σ ′ = τ ◦ σ ◦ τ−1 and
σ ′0 = τ0 ◦ σ0 ◦ τ−10 . Then we have σ ′0 ∈ G(V1, V2), σ ′0|V1 = σ ′ and σ ′0|V2 = e|V2 . Hence, we have
σ ′ ∈ H1(V1, V2). Therefore, H1 is a normal subgroup of G1. 
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Theorem 3. Let X be a connected graph. Let G, G1, G2, H1, andH2 be as defined above. Then G/(H1×H2) ∼=
G1/H1 ∼= G2/H2.
Proof. It suffices to prove G/(H1 × H2) ∼= G1/H1 with a partition V (X) = V1 ∪ V2 with |Vi| = ni for
i = 1, 2. Let us define a function ϕ from G to G1/H1 such that ϕ(σ) = σ |V1H1 for σ ∈ G.
Firstly, note that ϕ is surjective. Indeed, by the definition of G1, for σ ∈ G1, there exists σ ′ ∈ G such
that σ = σ ′|V1 . Hence, we have ϕ(σ ′) = σH1.
Secondly, we claim that ϕ is homomorphic. Indeed, for σ , τ ∈ G, we have
ϕ(σ ◦ τ) = (σ ◦ τ)|V1H1
= (σ |V1) ◦ (τ |V1)H1
= ϕ(σ) ◦ ϕ(τ).
Thirdly, we claim that K = H1 × H2, where K is the kernel of ϕ. Suppose that σ ∈ H1 × H2. Since
σ |V1 ∈ H1, we have ϕ(σ) = H1. Hence, we have H1 × H2 ⊂ K . On the contrary, suppose that σ ∈ K .
Since σ |V1 ∈ H1, there exists τ ∈ G with τ |V1 = σ |V1 and τ |V2 = e|V2 . Then we have τ |V1 ∈ H1 and
(τ−1 ◦ σ)|V2 ∈ H2. Since σ = τ ◦ (τ−1 ◦ σ), we have σ ∈ H1 × H2. Hence, we have K ⊂ H1 × H2.
Therefore K = H1×H2. By the isomorphism theorem,we have G/(H1×H2) ∼= G1/H1, as required. 
By Theorem A, the problem for n1 = 1 is already settled. Hence, we may assume 2 ≤ n1. By
Theorem B, if X has no n1-isthmus, then (X, n1, n2) is transitive and Gi ∼= Sni for i = 1, 2.
In order to show our main result, let us introduce some more graphs. Let X0 be a cycle graph with
six vertices such that V (X0) = {xi: 0 ≤ i ≤ 5} and E(X0) = {x0x1, x1x2, . . . , x5x0}. We define graphs
Q (1), Q (2), Q (1, i) for 1 ≤ i ≤ 3 with additional vertices y, z, as follows.
V (Q (1)) = V (X0) ∪ {y}, E(Q (1)) = E(X0) ∪ {x0y},
V (Q (2)) = V (X0) ∪ {y, z}, E(Q (2)) = E(X0) ∪ {x0y, yz},
V (Q (1, i)) = V (X0) ∪ {y, z}, E(Q (1, i)) = E(X0) ∪ {x0y, xiz} for 1 ≤ i ≤ 3.
For positive integers a1, a2, a3, we define a tree T (a1, a2, a3) such that (1) there exists a vertex u
of degree 3, and (2) u is attached with three disjoint paths of length a1, a2 and a3. Let us denote the
dihedral group of order 4 by D2, which is the so-called Klein’s group.
Theorem 4. Let n1, n2 be positive integers with 2 ≤ n1 ≤ n2. Let X be a connected graph with n vertices,
where n = n1+ n2. Suppose that X is not a cycle and X has no n1-isthmus. Let H1, H2 be as defined above,
and let c = c(puz(X, n1, n2)).
(1) If X is not a bipartite graph, then H1 ∼= Sn1 , H2 ∼= Sn2 and c = 1.
(2) Let X be a bipartite graph. Then except puzzles in (3), H1 ∼= An1 , H2 ∼= An2 and c = 2.
(3) (3-1) If n1 = 3, n2 = 3 and X is T (1, 2, 2), then H1 ∼= {e}, H2 ∼= {e} and c = 6.
(3-2) If n1 = 3, n2 = 4 and X is one of Q (1) and T (2, 2, 2), then H1 ∼= {e}, H2 ∼= D2 and c = 6.
(3-3) If n1 = 4, n2 = 4 and X is one of θ(2, 2, 2), Q (1, 3), Q (2) and T (2, 2, 3), then H1 ∼= D2,
H2 ∼= D2 and c = 6.
Note that every exceptional graph in Theorem 4 is a subgraph of θ(2, 2, 2). (See Fig. 1.) We prove
Theorem 4 in Section 3.
For the case where the number of color classes is at least 3, we have a rather simple result with no
exceptional graph. For a configuration of pebbles on a graph, if two pebblesw and b are exchanged by
a move, we denote the move byw↔ b.
Theorem 5. Let r ≥ 3. Let n1, . . . , nr be positive integers with n1 ≤ · · · ≤ nr . Let X be a connected graph
with n vertices, where n = n1 + · · · + nr . Suppose that X is not a cycle and X has no (n − nr)-isthmus.
Then (X, n1, . . . , nr) is feasible.
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Fig. 1. Exceptional graphs in Theorem 4.
Proof. If ni = 1 for all i with 1 ≤ i ≤ r , the assertion of the theorem clearly holds. Hence, we may
assume nr ≥ 2. For any configuration, if two pebblesw and b are adjacent and of distinct color classes,
we can exchange them. Hence, it suffices to show that for a given configuration f1 ∈ F (X), we can
exchange two pebblesw1,w2 of a common color class Pα without changing the positions of the other
pebbles.
By the condition of X , X has a vertex x of degree at least 3. Let x1, x2, x3 be three neighbors of x.
Choose a partition V = V1 ∪ · · · ∪ Vr such that {x1, x2} ⊂ Vα and {x, x3} ⊂ Vα . Since X has no
(n−nα)-isthmus, by Theorem Bwith p = nα , there exists a configuration f2 ∈ F (X) such that f2 ∼ f1,
f2(Vα) = Pα and f2(xi) = wi for i = 1, 2. If f2(x) and f2(x3) have distinct colors, set f3 = f2. Suppose
that f2(x) and f2(x3) are in a common color class. Let b1 = f2(x), b2 = f2(x3) with {b1, b2} ⊂ Pβ . We
want to put two pebbles with distinct colors on x and x3. Since r ≥ 3, there exists another color class
Pγ such that α, β , γ are distinct. We choose y ∈ V (X) such that c = f2(y) ∈ Pγ and there exists no
pebble of Pγ on a shortest path L from y to x in X . Let us shift c from y to x along L. If xi ∈ V (L) for i = 1
or 2, we changewi and b1 so thatwi is placed on xi. Now, we have a configuration f3 such that f3 ∼ f2
and f3(x1) = w1, f3(x2) = w2, f3(x) = c , f3(x3) = b, where b is b1 or b2.
By a sequence of moves w1 ↔ c , w1 ↔ b, w2 ↔ b, w2 ↔ c , w1 ↔ c , w1 ↔ b, b ↔ c , we have
a configuration g3 such that g3 ∼ f3 with g3(x1) = w2, g3(x2) = w1, g3(x) = c , g3(x3) = b. Starting
from g3, by using inversemoves from f1 to f3 with exchanging the role ofw1 andw2, we can transform
g3 into some configuration g1. Then we have g1 ∼ f1 and g−11 (w1) = f −11 (w2), g−11 (w2) = f −11 (w1)
and g−11 (p) = f −11 (p) for any pebble p ∉ {w1, w2}, as required. 
Before closing the section, we introduce some more terminology. Let X be a graph. For x ∈ V (X),
we denote the degree of x by deg(x), and we denote the set of neighbors of x by N(x). Furthermore,
let us denote the maximum degree of X by∆(X).
3. Proof of Theorem 4
By considering the vertices occupied with one color class as those of unoccupied, we can apply
Theorem B. Indeed, since X is not a cycle and X has no n1-isthmus, we have Gi ∼= Sni for i = 1, 2 by
Theorem B. Hence, by Theorem 3, we have Sn1/H1 ∼= Sn2/H2. Let f1, f2 ∈ F (X). Let V = V1 ∪ V2 be a
partition with |Vi| = ni for i = 1, 2. Then there exists a pair of configurations g1, g2 ∈ F (V1, V2) such
that gi ∼ fi for i = 1, 2 and g1|V2 = g2|V2 . We have g1 ∼ g2 if and only if g1|V1 ◦ σ = g2|V1 for some
σ ∈ H1. Hence, we have c(puz(X, n1, n2)) is [Sni :Hi] = ni!/|Hi| for i = 1, 2.
In order to determine H1 and H2, we will make use of the following lemma, which is a well-known
fact on normal subgroups of the symmetric group. For a given group G, a subgroup H of G is called
trivial, if H = {e} or G.
Lemma C. Let k ≥ 3. Let H be a nontrivial normal subgroup of Sk. If k ≠ 4, then H = Ak. If k = 4, then
H = A4 or D2. 
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Case 1. X is not bipartite.
It suffices to show that H1 ∼= Sn1 . Since X is not bipartite, X contains a cycle C of odd order as a
subgraph. Place an odd number of pebbles of P2 on V (C) and place at least two pebbles of P1 on V (C).
Let us rotate the pebbles on V (C) along the cycle so that each pebble of P2 moves just once around
the cycle and returns to its initial position. Since each pebble of P2 moves an odd number of times, we
have an odd permutation σ ∈ H1. By Lemma C, we have H1 ∼= Sn1 .
Case 2. X is bipartite and (X, n1, n2) is not an exceptional puzzle of (3).
Since X is bipartite, for each pebble of P2, an even number of moves is necessary in order to return to
its initial position. Hence, we have H1 ⊂ An1 . In the same manner, we have H2 ⊂ An2 .
Case 2.1. n1 = 2.
In this case, H1 ∼= {e} = A2. By Theorem 3, we have S2 ∼= Sn2/H2. Hence, we have H2 ∼= An2 .
In the following, we assume 3 ≤ n1.
Case 2.2. 5 ≤ n2 and n1 < n2.
In this case, by Lemma C, we have H2 ∼= {e} or An2 . If H2 ∼= {e}, by Theorem 3, we have n2! =[Sn2 :H2] = [Sn1 :H1] ≤ n1!, a contradiction. Hence, we have H2 ∼= An2 . Again by Theorem 3, we
have Sn1/H1 ∼= Sn2/An2 . Hence, we have H1 ∼= An1 .
Case 2.3. 3 ≤ n2 ≤ 4 or n1 = n2.
In this case, we will use the following claims depending on the structure of X . Let P1 = {wi : 1 ≤ i ≤
n1} and P2 = {bi : 1 ≤ i ≤ n2}.
Claim 1. Suppose that X contains an even cycle Ct . For a partition V (X) = V1 ∪ V2 with |Vi| = ni for
i = 1, 2, let ki = |Vi ∩ V (Ct)| for i = 1, 2. If t ≢ 0 (mod ki), we have Hi  {e} for i = 1, 2.
We will prove the claim for i = 1. The claim for i = 2 is proved in the same manner. Let us move the
pebbles on Ct along the cycle so that each pebble of P2 is just around the cycle one time and returns to its
initial position. Since each pebble of P2 is moved t times, each pebble of P1 returns to its initial position if
and only if t ≡ 0 (mod k1). Hence, if t ≢ 0 (mod k1), we have a nontrivial permutation σ ∈ H1.
Claim 2. Suppose that X contains an even cycle Ct . If t = 4, then H1 contains a 3-cycle. If t ≥ 8, then
H1  {e}.
For a partition V (X) = V1 ∪ V2 with |Vi| = ni for i = 1, 2, let us denote |Vi ∩ V (Ct)| by ki for i = 1, 2.
Firstly, suppose that t = 4. Since n1 ≥ 3, we can take a partition such that k1 = 3, k2 = 1. By using the
moves in the proof of Claim 1, we have a 3-cycle σ ∈ H1. Secondly, suppose that t ≥ 8. In this case, we
have n ≥ 9, since X is not a cycle. Hence, we have n2 ≥ 5. By the condition of Case 2.3, we have n1 = n2.
Therefore, we have n1 ≥ t/2 + 1. Then we can take a partition such that k1 = t/2 + 1, k2 = t/2 − 1.
Since t ≢ 0 (mod k1), by Claim 1, we have H1  {e}.
Since (X, n1, n2) is transitive and X is not a cycle, we have∆(X) ≥ 3.
Claim 3. Let x ∈ V (X) with deg(x) ≥ 3. Let y1, y2, y3 be neighbors of x. For a partition V (X) = V1 ∪ V2
with |Vi| = ni for i = 1, 2, if x, y1 ∈ V1 and y2, y3 ∈ V2, then G contains a product of transpositions
σ = (xy1)(y2y3).
Let us take an initial configuration f ∈ F (V1, V2) such that f (x) = w1, f (y1) = w2, f (y2) = b1,
f (y3) = b2. By a sequence of moves w1 ↔ b1, w2 ↔ b1, w2 ↔ b2, w1 ↔ b2, w1 ↔ b1, w2 ↔ b1, we
have f ◦ σ ∈ F (V1, V2). Hence, we have σ ∈ G.
Claim 4. If ∆(X) ≥ 4, then Hi contains a 3-cycle for i = 1, 2.
Let x be a vertex of degree at least 4 and let Y = {x, y1, y2, y3, y4}, where yi is a neighbor of x for
1 ≤ i ≤ 4. Let us take a partition V (X) = V1∪V2 with |Vi| = ni for i = 1, 2 such that V1∩Y = {x, y1, y2}
and V2 ∩ Y = {y3, y4}. By Claim 3 with {x, y1, y3, y4}, we have σ1 = (xy1)(y3y4) ∈ G. By Claim 3 with
{x, y2, y3, y4}, we have σ2 = (xy2)(y3y4) ∈ G. Hence, we have σ2 ◦ σ1 = (xy1y2) ∈ H1. In the same
manner, we can show that H2 contains a 3-cycle.
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Claim 5. Suppose that X contains no cycle of length 4 and X contains two vertices x1 and x2 of degree 3.
Let S be one of the shortest paths from x1 to x2. For i = 1, 2, if |V (S)| < n− ni then Hi contains a 3-cycle.
We will prove the claim for i = 1. The claim for i = 2 is proved in the same manner. Since S is
a shortest path from x1 to x2, there are two neighbors of xi not contained in S for i = 1, 2. Let yi, zi
be two vertices in N(xi) \ V (S) for i = 1, 2. Since X contains no cycle of length 4, y1, z1, y2, z2 are all
distinct to each other. Let us define a subgraph T of X as a subgraph induced by V (S)∪{y1, z1, y2, z2}. We
choose a partition V (X) = V1 ∪ V2 with |Vi| = ni for i = 1, 2 such that V1 ∩ V (T ) = {y1, z1, y2} and
V2∩V (T ) = V (S)∪{z2}. Let us take an initial configuration f ∈ F (V1, V2)with f (y1) = w1, f (z1) = w2,
f (y2) = w3. Let v be a vertex of N(x2) ∩ V (S). Since there is no pebble of P1 on S,w1 can be shifted to v
along S. Then by Claim 3, we have σ1 = (y1y2)(x2z2) ∈ G. By symmetry, we have σ2 = (z1y2)(x2z2) ∈ G.
Hence, we have σ2 ◦ σ1 = (y2y1z1) ∈ H1.
Claim 6. If X contains T (2, 2, 2) as a subgraph, then H2  {e}.
Let Z be a subgraph of X isomorphic to T (2, 2, 2), where V (Z) = {x1, x2, x3, y1, y2, y3, y4} and
E(Z) = {x1x2, x2x3, y1y2, y2x1, x1y3, y3y4}. We choose a partition V (X) = V1 ∪ V2 with |Vi| = ni for
i = 1, 2 such that V1 ∩ V (Z) = {x1, x2, x3} and V2 ∩ V (Z) = {y1, y2, y3, y4}. Let us take f ∈ F (V1, V2)
with f (xi) = wi for 1 ≤ i ≤ 3 and f (yi) = bi for 1 ≤ i ≤ 4. By a sequence of moves w1 ↔ b3,
w1 ↔ b4, w2 ↔ b3, w3 ↔ b3, we have a configuration g with g(x1) = w2, g(x2) = w3, g(y2) = b2,
g(y3) = b4. By Claim 3, we can exchange two pairs of pebbles w2 and w3, and b2 and b4 simultaneously.
Hence, we have σ1 = (x2x3)(y2y4) ∈ G. By symmetry, we have σ2 = (x2x3)(y1y3) ∈ G. Hence, we have
σ2 ◦ σ1 = (y1y3)(y2y4) ∈ H2.
Claim 7. If n1 ≥ 4 and X contains T (1, 3, 3) as a subgraph, then Hi contains a 3-cycle for i = 1, 2.
Let Z be a subgraph of X isomorphic to T (1, 3, 3), where V (Z) = {x1, x2, x3, x4, y1, y2, y3, y4} and
E(Z) = {y1y2, y2x1, x1x2, x2x3, x3y3, y3y4, x2x4}. We choose a partition V (X) = V1∪V2 with |Vi| = ni for
i = 1, 2 such that V1∩V (Z) = {x1, x2, x3, x4} and V2∩V (Z) = {y1, y2, y3, y4}. Let us take f ∈ F (V1, V2)
with f (xi) = wi for 1 ≤ i ≤ 4 and f (yi) = bi for 1 ≤ i ≤ 4. By a sequence of moves w1 ↔ b2,
w1 ↔ b1, w2 ↔ b2, w2 ↔ b1, we have a configuration g with g(x1) = b1, g(x2) = b2, g(x3) = w3,
g(x4) = w4. By Claim 3, we can exchange two pairs of pebblesw3 andw4, and b1 and b2 simultaneously.
Hence, we have σ1 = (x3x4)(y1y2) ∈ G. By symmetry, we have σ2 = (x1x4)(y3y4) ∈ G. Hence, we have
σ2 ◦ σ1 ◦ σ2 ◦ σ1 = (x1x3x4) ∈ H1. By exchanging the role of P1 and P2, we can show that H2 contains
a 3-cycle.
Case 2.3.1. 5 ≤ n2 and n1 = n2.
Let m = n1 = n2. By Theorem 3 and Lemma C, we have H1 ∼= H2 ∼= Am or H1 ∼= H2 ∼= {e}. It suffices to
show that H1  {e}.
Suppose that X contains an even cycle Ct . Since X itself is not a cycle, we can take a partition V (X) =
V1 ∪ V2 with |Vi| = ni for i = 1, 2 such that |V1 ∩ V (Ct)| > |V2 ∩ V (Ct)| > 0. By Claim 1, we have
H1  {e}.
Suppose that X is a tree. If ∆(X) ≥ 4, we have H1  {e} by Claim 4. Suppose that X has a pair of
vertices x1, x2 of degree 3. We may assume that the path S from x1 to x2 contains no other vertex of degree
3. Since X contains no m-isthmus, S contains at most m−1 vertices. Hence, by Claim 5, we have H1  {e}.
Suppose that X is a tree with∆(X) = 3 and X contains exactly one vertex x of degree 3. If X contains
T (2, 2, 2) as a subgraph, by Claim 6, we have H1  {e}. Hence, we may assume X ∼= T (1, k, l), where
k + l = 2m − 2. Since X has no m-isthmus, we have k = l = m − 1. Hence, X contains T (1, 3, 3) as a
subgraph. By Claim 7, we have H1  {e}.
Case 2.3.2. 3 ≤ n2 ≤ 4.
Case 2.3.2.1. n1 = 3, n2 = 3.
If X is not a tree, then X contains a cycle of length 4. By Claim 2, we have H1 ∼= H2 ∼= A3.
Suppose that X is a tree. If ∆(X) ≥ 4 or X contains at least two vertices of degree 3, then by Claims 4
and 5, we have H1 ∼= H2 ∼= A3. Suppose that ∆(X) = 3 and X has exactly one vertex of degree 3. Since X
has no 3-isthmus, we have X ∼= T (1, 2, 2), an exceptional graph.
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Case 2.3.2.2. n1 = 3, n2 = 4.
Firstly, suppose that X contains a cycle. Let t be the girth of X. If t = 4, by Claim 2, we have H1 ∼= A3.
Since S3/A3 ∼= S4/H2, we have H2 ∼= A4. If t = 6, then X ∼= Q (1), an exceptional graph.
Suppose that X is a tree. If ∆(X) ≥ 4 or X contains at least two vertices of degree 3, then by Claims 4
and 5, we have H1 ∼= A3 and H2 ∼= A4. Suppose that ∆(X) = 3 and X has exactly one vertex of degree 3.
Since X has no 3-isthmus, we have X ∼= T (2, 2, 2), an exceptional graph.
Case 2.3.2.3. n1 = 4, n2 = 4.
If ∆(X) ≥ 4, then by Claim 4, we have H1 ∼= H2 ∼= A4. Hence, we may assume∆(X) = 3. Firstly, suppose
that X contains a cycle. Let t be the girth of X. If t = 4, by Claim 2, we have H1 ∼= H2 ∼= A4. Suppose that
t = 6. Then X is isomorphic to one of θ(2, 2, 2), Q (2), Q (1, i) for 1 ≤ i ≤ 3. Since X is not an exceptional
graph, we have X ∼= Q (1, 1) or Q (1, 2). Then by Claim 5, we have H1 ∼= H2 ∼= A4.
Suppose that X is a tree. If X has two or more vertices of degree 3, then by Claim 5, we have H1 ∼=
H2 ∼= A4. Suppose that ∆(X) = 3 and X has exactly one vertex of degree 3. Since X has no 4-isthmus,
X ∼= T (1, 3, 3) or T (2, 2, 3). Since X is not an exceptional graph, X ∼= T (1, 3, 3). Then by Claim 7, we
have H1 ∼= H2 ∼= A4.
Case 3. (X, n1, n2) is one of the exceptional puzzles of (3).
Since T (1, 2, 2) is a subgraph of T (2, 2, 2), if H1 for (T (2, 2, 2), 3, 4) is shown to be isomorphic to {e},
then H1 for (T (1, 2, 2), 3, 3) is also to be isomorphic to {e}. Hence, is suffices to prove the assertion only
for the exceptional cases with n ≥ 7. In this case, it suffices to prove H2 ∼= D2.
Firstly, we show that D2 ⊂ H2. For the case (3-2), since S3/H1 ∼= S4/H2, we have H2 ≠ {e}. Hence,
by Lemma C, we have D2 ⊂ H2. For the case (3-3), X contains T (2, 2, 2) or Q (1) as a subgraph. Hence,
we have D2 ⊂ H2.
Secondly, we will show that H2 ⊂ D2. Note that it suffices to show that H2 ⊂ D2 for the puzzle
(θ(2, 2, 2), 4, 4), because all the other exceptional graphs are subgraphs of θ(2, 2, 2).
Let X = θ(2, 2, 2) such that V (X) = {xi: 1 ≤ i ≤ 8} and E(X) = {xixi+1: 1 ≤ i ≤ 7} ∪ {x1x6, x3x8}.
Let us define a linear order ≺ on V (X) as x1 ≺ x2 ≺ · · · ≺ x8. For a configuration f ∈ F (X), let us define
σf ∈ S4 as σf (s) = t if there exists some index i with 1 ≤ i ≤ 4 such that wi is the s-th pebble of P1 in
≺ and bi is the t-th pebble of P2 in ≺. Let f0 be a configuration such that f0(xi) = wi for 1 ≤ i ≤ 4 and
f0(x5) = b4, f0(x6) = b2, f0(x7) = b3, f0(x8) = b1. Note that σf0 = (1 4).
Claim 8. If f ∼ f0, then σf ∈ (1 4)D2.
We proceed by induction on the number of moves starting from f0. Let f and g be two configurations
such that g is obtained from f by some move which exchanges two pebbles on the endvertices of an edge
e ∈ E(X). We want to show that σg ∈ (1 4)D2 if and only if σf ∈ (1 4)D2. If e = xixi+1 for some i with
1 ≤ i ≤ 7, then we have σg = σf . Hence, we may assume e = x1x6 or x3x8.
Case 3.1. e = x1x6.
By changing the role of f and g if necessary, we may assume f (x1) ∈ P1 and f (x6) ∈ P2 without loss
of generality. Then f (x1) is the first pebble of P1 in≺. Let us take a positive integer t such that f (x6) is
the t-th pebble of P2 in≺. Note that 2 ≤ t ≤ 4. Suppose that σf ∈ (1 4)D2. For t = 2, we have
σg = (1 2)σf (1 4 3 2)−1
∈ (1 2)(1 4)(1 2 3 4)D2
= (2 3)D2
= (1 4)D2.
For t = 3, we have
σg = (1 2 3)σf (1 3 2)−1
∈ (1 2 3)(1 4)(1 2 3)D2
= (1 3 4 2)D2
= (1 4)D2.
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For t = 4, we have
σg = (1 2 3 4)σf (1 2)−1
∈ (1 2 3 4)(1 4)(1 2)D2
= (1 3 4 2)D2
= (1 4)D2.
Hence, in any case, we have σg ∈ (1 4)D2. In the same manner, it is not difficult to check that if
σg ∈ (1 4)D2 then σf ∈ (1 4)D2.
Case 3.2. e = x3x8.
Let ≻ be the reversed order of ≺. For a configuration f ∈ F (X), let us define σ ′f ∈ S4 as σ ′f (s) = t if
there exists some index i with 1 ≤ i ≤ 4 such that wi is the s-th pebble of P1 in ≻ and bi is the t-th
pebble of P2 in ≻. Then we have σh = τ ◦ σ ′h ◦ τ−1 for all h ∈ F (X), where τ = (1 4)(2 3). Hence,
we have σ ′h ∈ (1 4)D2 if and only if σh ∈ (1 4)D2. On the other hand, with the same argument in Case
3.1, we have σ ′g ∈ (1 4)D2 if and only if σ ′f ∈ (1 4)D2. Therefore, we have σg ∈ (1 4)D2 if and only if
σf ∈ (1 4)D2, as required.
By Claim 8, we have H2 ⊂ D2. Hence, we have H2 ∼= D2 for (θ(2, 2, 2), 4, 4). This completes the
proof. 
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