Beta regression is often used to model the relationship between a dependent variable that assumes values on the open interval (0, 1) and a set of predictor variables. An important challenge in beta regression is to find residuals whose distribution is well approximated by the standard normal distribution. Two previous works compared residuals in beta regression, but the authors did not include the quantile residual.
Introduction
Beta regression is often used to model the relationship between a dependent variable that assumes values on the open interval (0, 1) and a set of predictor variables. It is useful to model rates and proportions, quantities that are common in different areas. Beta regression was introduced by Paolino (2001) , Kieschnick and McCullough (2003) and Ferrari and CribariNeto (2004) . Recent contributions in this area were made by Bayer and Cribari-Neto (2013) , Figueroa-Zúñiga et al. (2013) , Cribari-Neto and Queiroz (2014) , Carrasco et al. (2014) , Espinheira et al. (2014) and Latif and Zafar Yab (2015) .
Residuals play an important role in checking model adequacy and in the identification of outliers and influential observations. An important challenge in regression models is to find residuals whose distribution is well approximated by the standard normal distribution. When the distribution of a residual is not well approximated by the standard normal distribution, it is difficult to interpret residuals plots. This is especially true because, when this happens, in general, residuals are not approximately identically distributed (see, for example, Table 1 of Anholeto et al. (2014) ).
Several residuals were proposed to perform diagnostic analysis in beta regression . Ferrari and Cribari-Neto (2004) suggested the use of two residuals: standardized and deviance. Espinheira et al. (2008) introduced two other residuals based on Fisher's scoring iterative algorithm for estimating the parameters of the beta regression model, and named them as standardized weighted residual 1 and 2. Based on Monte Carlo simulation studies, the authors concluded that the distribution of the two residuals proposed in their paper is better approximated by the standard normal distribution than that of the standardized residual.
The authors also revealed the shortcomings of the deviance residual and suggested it should not be used in the beta regression model. In addition, they performed diagnostic analysis in three applications and concluded that the standardized weighted residual 2 is a better residual than the standardized weighted residual 1.
A different approach was used by Anholeto et al. (2014) . They obtained approximations, under suitable regularity conditions, for the means and variances of the standardized residual and of the standardized weighted residual 1 to order O(n −1 ), where n is the sample size.
Using these approximations, they introduced new adjusted residuals based on the original residuals and their approximate moments. Employing Monte Carlo simulation studies, the authors concluded that the distribution of the adjusted standardized weighted residual 1 is better approximated by the standard normal distribution than that of the residuals proposed by Espinheira et al. (2008) .
The quantile residual (Dunn and Smyth, 1996) is a simple and general residual. It is usually used to perform diagnostic analysis in complex regression models, such as the generalized additive models for location scale and shape (Rigby and Stasinopoulos, 2005) .
However, the properties of the quantile residual in the beta regression model have never been studied. The quantile residual is asymptotically normally distributed, but it is important to study its properties when sample size is not large.
The main goal of this paper is to study the properties of the quantile residual in the beta regression model. Using Monte Carlo simulation studies and three applications, we compare the behavior of the quantile residual, the standardized weighted residual 1 and 2 and the adjusted standardized weighted residual 1 in several scenarios.
The remainder of the paper is organized as follows. Section 2 defines the beta regression model and the residuals considered in this paper. In the following section, Monte Carlo simulation studies are performed to compare the properties of the defined residuals. Three applications are presented in Section 4. Concluding remarks are provided in Section 5.
Beta regression residuals
Let y 1 , y 2 , . . . , y n be independent random variables, where each y i , i = 1, 2, . . . , n, is beta distributed with parameters µ i and φ, that is, each y i has density
where 0 < µ i < 1 and φ > 0. In this parameterization of the beta distribution, E(y i ) = µ i and Var(y i ) = µ i (1 − µ i )/(1 + φ) (Ferrari and Cribari-Neto, 2004) . A beta regression model is defined assuming the following systematic component g(µ i ) = x i β, where
of unknown parameters (β ∈ R k ) and g(.) is a strictly monotonic and twice differentiable link function that maps (0, 1) into R. The parameters of the beta regression model can be estimated by maximum likelihood using a nonlinear optimization algorithm, such as a quasi-Newton algorithm (Nocedal and Wright, 2006) . The score function and the Fisher information matrix of the model are presented in Ferrari and Cribari-Neto (2004) . The betareg package, which is available for the R statistical software, can be used for fitting beta regression (Cribari-Neto and Zeileis, 2010).
The residuals considered in this paper are the standardized weighted residual 1 and 2 (Espinheira et al., 2008) , the adjusted standardized weighted residual 1 (Anholeto et al., 2014 ) and the quantile residual (Dunn and Smyth, 1996) . The deviance residual was not used because of its practical problems in beta regression as discussed in Espinheira et al. (2008) .
In the following, the residuals considered in this paper are defined for beta regression. Here, β andφ are the maximum likelihood estimators of β and φ, respectively, andμ
The standardized weighted residual 1 is defined as
where
The standardized weighted residual 2 is given by
where h ii is the ith diagonal element of
The adjusted standardized weighted residual 1 was derived by Anholeto et al. (2014) only for the logit link function case, that is, g(µ i ) = log{µ i /(1 − µ i )}. It is defined as
where r * i is defined in (2) and E(r * i ) and Var(r * i ) are the ith term of the vectors r * and s * , respectively. Each of these vectors are functions of 11 vectors and matrices and their formulas can be seen in Anholeto et al. (2014) .
The quantile residual is given by
where Φ(.) and F (.) are the cumulative distribution function of the standard normal distribution and of the beta distribution, respectively.
Simulation studies
Monte Carlo simulation studies were performed using a beta regression model, in which,
Five scenarios were considered. The first four scenarios are those used by Anholeto et al. s gasoline data and food expenditure data (Ferrari and Cribari-Neto, 2004) . For this reason, in the fifth scenario the median of µ 1 , µ 2 , . . . , µ n is on the interval (0.15, 0.30). For the first three scenarios, the covariates values were generated as independent draws from the standard uniform distribution. For the other scenarios, the
x i2 values were generated from the exponential distribution with mean equal to 2 and the ADS is considerably smaller for r q i than that for r * i , especially when n = 40. When the complementary log-log link function is used and n = 16, the distribution of r q i and r * i is worse approximated by the standard normal distribution than that when the logit link function is used, notably in the scenarios where the predictor variables are not generated from the uniform distribution. However, r q i have similar behavior in both cases when n = 40. This suggests that when the complementary log-log link function is used a larger sample size is necessary, but n = 40 is large enough to that the distribution of the r q i can be well approximated by the standard normal distribution.
Applications
In this section, we present three applications, two of them based on real data and one that employs simulated data. Applications were performed using Ox and the betareg package for the R software.
In Section 3, we studied whether the distribution of the residuals considered in this The second application uses data on men professional tennis. The aim is study the proportion of service games won as a function of the number of aces per 5 games of service Linear predictor r i *Linear predictor r i **Linear predictor r i *aLinear predictor r i(AP5GS) and the first service percentage (FSP) , that is, the percentage of services that the player got in on his first try. Data were obtained from ATP Website (ATP Tour Inc, 1994) and refer to the performance of the best 50 tennis players of the world in the 10 first months of 2015. Figure 2 presents the residuals plots of the beta regression model with logit link function. None of the residuals suggest model misspecification. Table 11 presents parameter estimates and standard errors. When the logit link function is used in beta regression, the exponential of the parameters are odds ratios (Ferrari and Cribari-Neto, 2004) . It is estimated that for every ace per 5 games increase, FSP held constant, the odds of the proportion of service games won increase by 20.6%. It is also estimated that for every percentage point increase in the first service percentage, AP5GS
held constant, the odds of the proportion of service games won increase by 4.2%. The pseudo R 2 of the fitted regression model is 0.719, suggesting that a substantial proportion of the variability of the proportion of service games won can be explained by a beta regression model with AP5GS and FSP as covariates. In the second application, none of the residuals suggest model misspecification. However, the simulation studies presented in Section 3 indicated that r * i , r * * i and r * a i could suggest lack of fit in some scenarios when the beta regression model is correct. To illustrate this fact, we simulated data with 160 observations. Sample size was ten times that used in Section 3 to reduce sample variability. Covariates and response were generated as in Scenario 1 of the simulation studies. 
Concluding remarks
In this work, we studied the properties of four residuals in beta regression using three applications and Monte Carlo simulation techniques. Five scenarios were simulated for two values of the precision parameter, two sample sizes and two link functions.
It is very desirable that a residual has the following two properties. First, it should be able to detect lack of fit of the model. Second, its distribution should be well approximated by the standard normal distribution. The first application suggested that the four residuals considered in this paper can detect lack of fit of the beta regression model. However, the simulation studies indicated that they are not similar regarding the second property.
In all scenarios, the distribution of the weighted standardized residual 2 is worse approximated by the standard normal distribution than that of the weighted standardized residual 1. In addition, in none of the scenarios, the weighted standardized residual 1 has the closest distribution to the standard normal distribution. Therefore, these residuals do not seem to be the best choice to perform diagnostic analysis in beta regression. The best residual regarding normal approximation depends on the scenario. For n = 40, except in the case where all mean responses are close to 0.5, the distribution of the quantile residual is better approximated by the standard normal distribution than that of the adjusted weighted standardized residual 1. This result suggests that the quantile residual is better than the adjusted weighted standardized residual 1 for moderate to large sample sizes. When n = 16, for most scenarios, the quantile residual is the best for φ = 10 and the adjusted weighted standardized residual 1 performs better for φ = 100. These findings seem to indicate that, for small sample sizes, the quantile residual is better than the adjusted weighted standardized residual 1 when the variance of the response variable is high, and worse in the low variance case. In addition, the distribution of the quantile residual satisfactorily approxi-Besides the advantages shown in the simulation results, the quantile residual has two other advantages compared to the adjusted weighted standardized residual 1: it is simpler and it can be used for any link function. Overall, the quantile residual is therefore a better choice to perform diagnostic analysis in beta regression than the competing residuals.
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