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The architecture of current operator infrastructures is being challenged by the non-stopping growing de-
mand of data hungcy seivices appearing every day. While currently deployed operator networks have 
been able to cope with traffic demands so far, the architectures for the 5th generation of mobile net-
works (SG) are expected to support unprecedented traffic loads while decreasing costs associated to the 
network deployment and operations. Distributed Mobility Management (OMM) helps going into this di-
rection, by flattening the network, hence improving its scalability, and enabling local access to the In-
ternet and other communication seivices, like mobile-edge clouds. Initial proposals have been based on 
extending existing IP mobility protocols, such as Mobile 1Pv6 and Proxy Mobile 1Pv6, but these need to 
further evolve to comply with the requirements of future networks, which include, among others, higher 
flexibility. Software Defined Networking (SON) appears as a powerful tool for operators looking forward 
to increased flexibility and reduced costs. In this article, we first propose a Proxy Mobile 1Pv6 based OMM 
solution which seives as a baseline for exploring the evolution of OMM towards SON, including the iden-
tification of OMM design principles and challenges. Based on this investigation, we propose a SON-based 
OMM solution which is evaluated against our baseline from analytic and experimental viewpoints. 
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l  . Introduction 
Packet-based mobile networks have experienced a huge success
n the last years, with the number of subscribers and traffic volume 
onstantly growing. Several reports like [1) show that the mobile 
raffic growth will not decelerate, but increase 10-fold instead from 
015 by the end of 2020. 
The envisioned scenario will not only assume a large data vol-
me increase, but also a profound diversification of traffic and ser-
ice demands, leading to a new environment for the telco industry
hich many operators have already identified as the 5th genera-
ion of mobile communications [2]. Since operators aim at improv-
ng their infrastructure to meet users' demands while reducing the
ssociated deployment and operational costs, solutions providers
ave started looking at a wide plethora of aspects, as documented
y the 3GPP's1 New Services and Markets Technology Enablers 
SMARTER) [3]. In addition, the telco industry is considering mi-
rating towards a cloud-based infrastructure, adopting technologies • Corresponding author. 
E-mail address: luca.cominardi@imdea.org (L Cominardi). 
1 3rd Generation Partnership Project, http://www.3gpp.org/. 
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m  ike Software Defined Networking (SON) and Network Function Vir-
ualization (NFV) (see for instance the solution reported in [41).
ollowing these new technologies, the 3GPP's architectural study 
or next generation mobile systems, published in [SJ, focuses on
nhancing the mobile network's core part, considering the evolu-
ion of the network towards a distributed and softwarized ecosys-
em. 
Indeed. the current architecture of the 4G system is highly cen-
ralized and hierarchical, with control and data planes converged 
t the same packet gateway. Such entity both terminates the mo-
ility signaling, and it forwards traffic to and from the mobile net-
ork enforcing the gating and policy functions. By doing so, the
ateway acts as mobility anchor following the user movements by
imply re-routing the packets over tunnels created with the ac-
ess router where the user terminal is currently connected. But
his simplicity comes with some penalties [6]: the mobility anchor
epresents a single point of failure, it poses scalability issues over-
oading the network core, and, in general, it leads to sub-optimal
aths between the mobile nodes and their communication peers
also known as correspondent nodes, CNs). 
Flattening the network architecture is regarded as one of the
ost promising approaches to design the architecture of the1
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a  ext generation system, and the Distributed Mobility Management
DMM) paradigm goes precisely in such direction. Both 3GPP and
ETF 2 , which are the main standardization bodies in this area, have
ooked and are still looking at DMM-alike solutions. But, as high-
ighted before, there is also a very important tendency towards
oftwarizing wireless mobile networks, by adopting SDN and NFV
pproaches. 
In this paper we ﬁrst present a DMM solution based on a well
nown existing IP mobility protocol (Proxy Mobile IPv6), which
ould be referred to as legacy solution. Note that this solution has
een designed by the authors of this work and contributed to the
ETF [7,8] . This legacy solution is used as a baseline to identify
he design principles and challenges of a DMM solution embrac-
ng the SDN paradigm, which could be in turn considered as evo-
utionary solution. Based on this analysis, we hence propose a new
DN-based DMM solution addressing the identiﬁed design princi-
les and speciﬁc challenges. A uniﬁed methodology, which takes
nto account protocol speciﬁc operations (e.g., number and type of
ontrol messages, and mobility model), is proposed to analytically
valuate and compare both DMM solutions in terms of handover
ost, scalability, and state space size. Finally, our proposed solu-
ions are implemented in a test-bed leveraging commodity hard-
are and experimentally evaluated, with particular focus on the
andover cost and its breakdown, providing insights on the differ-
nt components of the overall handover latency and how they can
ffect network scalability. 
The paper is organized as follows: Section 2 presents how the
MM concept started and how it is now evolving towards a SDN-
ased solution, which is then explained in more detail in Section 3 .
ection 4 provides a detailed mathematical analysis of selected
etrics while Section 5 reports on experimental results. Finally,
ection 6 presents a review of prior art and Section 7 concludes
he paper. 
. DMM design considerations. Evolution from IP mobility
owards SDN
The main proposition of DMM is simple: distributing mobility
nchors by placing multiple ones closer to the location of the user.
 lot of research has been conducted in this area, producing dif-
erent kinds of solutions. The DMM Working Group (WG) at the
ETF is one of the ﬁrst and main venues where solutions for dis-
ributed IP mobility management are discussed. The group started
xploring the DMM problem space by ﬁrst looking at existing IP
obility protocols, like Mobile IPv6 (MIPv6) [9] and Proxy Mobile
Pv6 (PMIPv6) [10] . The intention was to investigate possible ex-
ensions and adaptations to accepted standard protocols, in order
o limit the impact on legacy implementations and equipment. Be-
ond IETF DMM and the already mentioned 3GPP’s activity in [5] ,
lso the ONF’s 3 Wireless and Mobile working group has taken its
art, by proposing the adoption of SDN for the design of mobile
etworks. 
As brieﬂy introduced above, most of the ﬁrst proposals of the
MM WG considered Proxy Mobile IPv6 as the baseline of the so-
ution, as documented in [7,11,12] . PMIPv6 is one of the mobility
rotocols adopted by the 3GPP Evolved Packet Core (EPC) and pro-
ides network-based mobility whose main characteristic is to not
equire any active participations of the Mobile Node (MN) to sup-
ort mobility. Worth noticing that the MN might be completely
naware of the Layer-3 mobility in place by the network. Other
obility protocols like MIPv6, or its DMM extension proposed
n [13] , provide instead a client-based mobility solution which re-2 Internet Engineering Task Force, http://www.ietf.org/ .
3 Open Networking Foundation, https://www.opennetworking.org/ .
t  
t  
f  
puires the active involvement of the MN during attachment or han-
over procedures. 
In the following section, we provide a detailed explanation on
ur solution for a PMIPv6-based DMM protocol, which has been
ontributed to the IETF in [7] . This solution is taken as basis for
omparison since it represents many similar solutions extending
xisting mobility protocols and there is an analytic and experimen-
al evaluation available [8] . 
.1. IP mobility (PMIPv6) based DMM solution 
The key entity in this solution is the Distributed Mobility Man-
gement Gateway (DMM-GW). The DMM-GW extends the PMIPv6
obile Access Gateway (MAG) functions incorporating most of the
unctionality of the PMIPv6 Local Mobility Anchor (LMA). Hence, a
MM-GW provides connectivity to IP based services, e.g., Internet,
nd has the capability of assigning and anchoring IPv6 preﬁxes. A
nique IPv6 preﬁx pool belongs to each DMM-GW, from which a
reﬁx is assigned to every MN attached to the DMM-GW’s access
inks. In this way, a DMM-GW acts as a plain access router to for-
ard packets to and from the Internet. Moreover, it is provided
ith mobility anchoring functions, that is, a DMM-GW is able to
aintain the uplink and downlink forwarding for the IP ﬂows that
n MN started while attached to that DMM-GW, even after the MN
as moved to a new DMM-GW. An external node, referred to as
ontrol Mobility Database (CMD), is used to store the location of
he MNs in the domain (i.e., the bindings). 
In order to better understand the solution, we depict its main
perations in Fig. 1 , referred to with a number ( # ). First, a DMM-
W detects an MN attachment by using IPv6 Neighbor Discov-
ry [14] signaling (1) (typically, an IPv6 host sends a Router So-
icitation – RS – message upon joining a link) or by a dedicated
ink layer detection mechanism. Then, the DMM-GW notiﬁes the
MD about the MN attachment by means of a Proxy Binding Up-
ate (PBU) message containing an IPv6 preﬁx reserved for the MN
2). In case of initial registration, there is no entry available in the
MD’s cache for that particular MN, so the CMD registers for the
rst time the MN, by storing the IPv6 preﬁx assigned to the MN as-
ociated to the MN location, i.e., the DMM-GW’s address. The CMD
hen acknowledges the operation to the DMM-GW with a Proxy
inding Acknowledgment (PBA) message (3), and the DMM-GW ﬁ-
ally delegates the IPv6 preﬁx to the MN with a Router Advertise-
ent message (4). Upon a handover, the messages (5,6) are sent,
eﬂecting steps (1,2), but now the CMD receives a new IPv6 pre-
x in the PBU from the new DMM-GW (6), so the CMD associates
he MN with the new preﬁx and the new location. The old loca-
ion and preﬁx are included in a list of “anchoring” DMM-GWs and
hese parameters are conveyed to the new DMM-GW in the PBA
essage (7). In parallel, the CMD sends a PBU (8) to the “anchor-
ng” DMM-GW including the parameters from the new DMM-GW,
nd then receives the PBA from the old DMM-GW (9). By doing
o, both the new and old DMM-GWs have the necessary informa-
ion to set up a tunnel between them to recover the ongoing IP
ows. The tunnel is used for those ﬂows started before the MN
anded over from the previous DMM-GW, whereas new commu-
ications are handled by the new DMM-GW as a plain router, that
s, without using any tunnels. This dynamic behavior is achieved
y the MN obtaining a new IPv6 preﬁx from each DMM-GW it
onnects to (10). Consequently, an MN conﬁgures several IPv6 ad-
resses, one per each visited DMM-GW, and its ﬂows might be
nchored at different DMM-GWs. One of the main advantages of
his approach is that new ﬂows started when the node is attached
o the new DMM-GW are not tunnelled, hence they do not suffer
rom any overhead or non optimal routing, improving the overall
erformance of the network. 2
Fig. 1. PMIPv6-based DMM solution.
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architecture, and therefore, it is based on the same principles. Its
main advantage is that it is an evolved solution based on existing
mechanisms, that could be easily deployed on currently rolled-out
networks. However, operators are already moving towards software
networks , which are more ﬂexible and allow for faster and richer
service deployments. 
2.2. DMM design principles, SDN challenges and opportunities 
In this section we highlight the main components of a DMM
solution and the challenges introduced by shifting the architec-
ture paradigm from pure IP to SDN. The SDN concept separates
the control and the data forwarding planes. Such separation allows
for quicker provisioning and conﬁguration of network connections.
This approach decouples the system making decisions about rout-
ing (i.e., control plane) from the underlying system that forwards
traﬃc to the selected destination (i.e., data plane). In an SDN envi-
ronment, the entity in charge of implementing the control logic for
the network is called Network Controller (NC) and it is responsible
of conﬁguring the nodes in the network (data plane) via a com-
mon application programming interface (API). A well-known SDN
framework is the OpenFlow protocol and switch speciﬁcation [15] ,
which can be used by an external software application to program
the data plane of network devices. 
SDN enables the partitioning of the control system into modular
parts that can be dynamically composed according to the network
needs. Nonetheless, the choice of component partitioning can have
a profound inﬂuence on the types of services ultimately delivered
to the end user [16] . With this in mind, we depart from the DMM
solution presented in the previous section and we try to answer at
the following questions: 
• What are the tasks to be accomplished by a generic DMM solution
to eﬃciently provide MNs with mobility support?
• What are the challenges and opportunities in accomplishing these
tasks following the SDN paradigm?
Generally speaking, each task can be seen as a stand-alone
module that interacts with other modules in order to achieve MN’s
mobility. As a consequence, a generic DMM solution can be seen
as a set of cooperating modules thus facilitating the evolution
of such mobility solutions from IP architecture to SDN paradigm.
These modules can be implemented and deployed in differentays. However, in order to provide a full-ﬂedged mobility sup-
ort to the MNs, they need to keep the same semantic interface
owards the other modules. In the following we report the mod-
les that a DMM solution should implement departing from our
MIPv6-based DMM solution: 
• Attachment detection. As shown in Fig. 1 , the whole PMIPv6-
based DMM mobility procedure is triggered by a Router Solici-
tation upon MN attachment (1) or handover (5). By generalizing
this concept, we can argue that a DMM solution requires a spe-
ciﬁc module capable of detecting the MN’s attachment or han-
dover. Moreover, such a module should be provisioned with the
following information to effectively trigger the mobility proce-
dure: i) the MN identity and, ii) the DMM-GW the MN is at-
tached to. Moving towards SDN, such information can be also
retrieved by other means that do not strictly belong to the IP
solution space. For example, in addition to Layer-3 mechanisms,
the attachment (or handover) can be also detected at Layer-2 or
via a dedicated interface . For instance, LLC SNAP messages can
be used for detecting new hosts in IEEE 802.1Q bridged net-
works while S1-MME dedicated interface can be used in 3GPP
networks [17] . The possibility of employing different mecha-
nisms, even simultaneously, however poses a signiﬁcant chal-
lenge in the design of a SDN-based DMM solution: the MNs
must be uniquely identiﬁed despite of the connectivity tech-
nology being used. In case of achieving such unique identiﬁca-
tion, a SDN-based DMM solution can potentially be extended
across different technology domains thus providing an inter-
technology mobility.
• Binding. Upon successful attachment detection in PMIPv6, the
DMM-GW notiﬁes the CMD about the IPv6 preﬁx reserved for
the MN through PBU messages (2,6). In practical terms, we can
postulate this operation as a stand-alone module providing a
binding procedure that assigns one or more IPv6 preﬁxes to
the MN. Moreover, the module keeps track of the assigned pre-
ﬁxes during the connection lifetime of the MNs. Therefore, we
can identify two main tasks accomplished by this module: i)
MN tracking and, ii) preﬁxes selection. The tracking function
keeps record of the whereabouts of the MN along with the
IPv6 preﬁxes assigned by the preﬁx selection function. While
in IP based solutions the tracking function usually stores only
the visited DMM GW, additional ﬂexibility can be envisioned
in SDN-based solution where supplementary localization ser-
vices, e.g. GPS, could be leveraged. Such information can be3
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4 Note that these control and data planes refer only to mobility speciﬁc function- 
ality and are different from the traditional control and data split considered in SDN
approaches.
5 Note there are some vendor speciﬁc extensions able to control some kinds of
tunneling, e.g., GRE tunnels.potentially taken into consideration next by the selection func-
tion which can select better anchor points for the MNs in com-
bination with some network policies. From a deployment point
of view, this function can be deployed in a centralized or dis-
tributed fashion. A centralized approach co-locates the selection
and tracking functions, while a distributed approach separates
them. 
• Preﬁx advertisement . After the Binding function selects the
preﬁx(es) to be assigned to the MN, the solution communicates
them to the MN. For example, our PMIPv6-based DMM solution
advertises such preﬁxes through Router Advertisement mes-
sages (4,10) [14] . Alternatively, such communication may also
occur via DHCP Offer/DHCP Acknowledgement [18] . Upon RA
reception, the MN conﬁgures its IP addresses starting from the
assigned IP preﬁxes. It is worth highlighting that this paper ad-
dresses network-based DMM solutions, therefore no direct in-
teraction is envisioned between the mobility protocol and the
MN, which in turn can also be unaware of any mobility sup-
port. As a consequence, a DMM network-based SDN solution
can only leverage Layer-3 mechanisms for advertising the preﬁx.
This function can be deployed in a centralized or in a distributed
fashion, based on the entity in charge of communicating the
preﬁx to the MN. In case of a centralized function, a single mod-
ule (e.g., the network controller) takes care of retrieving all the
MN’s assigned preﬁxes and to communicate them to the MN
via a unique message. On the contrary, a different implementa-
tion may rely on standard mechanisms to provide the assigned
preﬁxes to the MN, for example allowing each assigned router
to advertise its own preﬁx to the MN in a distributed way.
• Traﬃc steering . This module takes care of re-steering the MNs’
traﬃc, thus effectively providing mobility. Upon an MN’s at-
tachment, the ongoing traﬃc must be re-routed to the new
MN’s location. This traﬃc path modiﬁcation can be achieved
in several ways, for instance, our PMIPv6-based DMM solu-
tion leverages on Layer-3 tunnels , i.e., IP-in-IP and/or the GPRS
Tunneling Protocol [19] . An SDN-based solution can also en-
vision the usage of other traﬃc steering techniques, such as
VLAN/MPLS tagging [20,21] , or path reconﬁguration . This mod-
ule may implement the whole function taking care of physically
implementing it, or, it may interact with an external module or
entity that is in charge of the conﬁguration, e.g., a Path Compu-
tation Element (PCE) or a dedicated module on the NC. In the
latter case, the traﬃc steering module communicates the paths
that must be conﬁgured to the external module (i.e., a path
from the MN to the DMM-GWs and vice-versa). Subsequently,
the external module will conﬁgure the underlying network ac-
cordingly. It is worth highlighting that the SDN architecture de-
ﬁned in [16] enables SDN modules, like ours, to interact with
the NC and request the conﬁguration of some network paths.
The NC has hence the responsibility to enforce the request in
the underlying network, which may involve a combination of
traﬃc steering techniques depending on the network deploy-
ment. For example, MN traﬃc steering can be a combination of
Layer-3 tunnels and VLAN tagging across different network seg-
ments. Despite of the added complexity in the SDN approach, a
careful combination of steering techniques can lead to a better
usage of the resources due to a increased path optimality that
can be potentially achieved in the network.
From the perspective of an SDN architecture, the modules de-
cribed above can be implemented as applications running on top
f one or multiple SDN controllers. The choice of using one or mul-
iple SDN controller depends on the design adopted for the solu-
ion. So far we have only described the functionality required for
 correct operation of a DMM solution. Nevertheless, the modules
ust cooperate and interact with each other. In order to do so, weeed to the deﬁne the speciﬁc control and data planes used for the
obility solution 4 : 
• Mobility control plane. It is the control plane adopted by the
mobility solution and it can be dedicated or compliant . In case
of a dedicated control plane, the mobility solution employs a
different control plane for the signaling with respect to the
one used by the SDN controller (e.g., based on PMIPv6 or GTP-
C [22] ). On the contrary, in case of a compliant control plane,
the mobility solution uses the same southbound signaling used
by the SDN controller (i.e., OpenFlow). A mobility solution may
use a mixed control plane. For example, the attachment detec-
tion may employ the OpenFlow PacketIn event, while the com-
munication between different modules leverages PBU/PBA mes-
sages.
• Mobility data plane. It can be dedicated or shared . A dedicated
data plane implies that the packets exchanged between the MN
and the DMM-GW (i.e., ARP, DHCP or IPv6 Neighbor Discovery)
may follow a different path with regard to the packets belong-
ing to the MN’s data plane. In case of shared data plane, the
two data planes are not separated.
We next describe in detail an SDN-based DMM solution, which
ill be later evaluated and compared to the PMIPv6-based one in-
roduced before. 
. An SDN-based DMM solution
This section is devoted to the explanation of the proposed SDN-
ased DMM solution. As previously commented, designing an SDN-
ased DMM solution requires additional effort s with respect to a
lassic IP mobility solution where it is safe to assume that every
ode in the network speaks IP. However, this cannot be assumed
n an SDN environment as introduced in the previous section. If
e consider the more generic SDN concept – that is the decou-
ling of control and data planes – several boxes are controlled re-
otely by a Network Controller (NC) in order to accomplish a com-
lex task in the network. In such scenario, the NC controls and
nstructs the data plane nodes via a Southbound interface which
eﬁnes the instruction set understandable by both the NC and the
ata plane nodes. Although there are multiple possibilities for the
hoice of Southbound interface, we have decided to use the Open-
low protocol, which enables the NC to write forwarding rules di-
ectly on the nodes. Given the nature of this paper, which evaluates
he proposed DMM solutions from analytic and experimental view-
oints, our SDN-based mobility focuses on standard OpenFlow v1.5
apabilities, leaving potential extensions and non-standard South-
ound interfaces out of the scope of this work. Undeniably, various
outhbound-API may accomplish the same task in different ways
ut there are cases where one task cannot be accomplished by a
peciﬁc Southbound-API. 
For example, let’s analyze the classical IP mobility mechanisms
nd OpenFlow. Classical IP mobility solutions (i.e., [9,10,23] ) exploit
P tunnels for re-routing the traﬃc. Unfortunately, even the lat-
st OpenFlow speciﬁcation [15] does not include any instruction
or managing IP tunnels 5 . Hence, in OpenFlow networks, mobil-
ty can be only supported by changing the forwarding rules in the
ata plane. According to the Traﬃc steering module described in
ection 2.2 , and to OpenFlow speciﬁcations, traﬃc steering can be
nly done via path reconﬁguration or VLANs in an OpenFlow net-4
Fig. 2. SDN-based DMM solution.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1
SDN-based DMM solution modules details.
Module Depl. Data req. Events req. Events prov.
Att. det. L3 Router Sol. OF PacketIn MN attachment
Binding Centr. MN IDs MN attachment Binding up
Pref. Adv. Centr. Bind. cache Binding up -
Traf. steer. VLAN Bind. cache Binding up -
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c  
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e  In our proposed solution, the modules introduced when we dis-
cussed DMM design principles can be mapped to an SDN paradigm
as different applications running on top of one or more NCs.
Therefore, we designed the DMM-GWs as plain forwarding nodes
(switches), bearing no mobility functionality, and hence delegat-
ing the whole intelligence to the NC. The applications adopt an
event-driven communication paradigm in order to be as modular
and reactive as possible, being this aspect fundamental in mobility
solutions. Indeed, an event-driven communication can be used to
ﬁre triggers upon certain events, like the mobility support being
activated by an MN handover. 
As shown in Fig. 2 , upon the attachment of an MN to an ac-
cess point, the DMM-GW informs the NC, which assigns a net-
work preﬁx (or a set of preﬁxes, in case differentiated treatment
is required for ﬁne-grained services) to the MN. The network pre-
ﬁx(es) is guaranteed to be unique by using a binding cache where
the controller stores information about the MNs active in the net-
work (and the preﬁxes they use). The detection of the attachment
and the network preﬁx assignment in our solution, is based on
IPv6 Neighbor Discovery as in the PMIPv6-based solution: the MN
sends a Router Solicitation when attaches to the network (1,5), that
serves as trigger, and the NC generates a Router Advertisement
(RA) to communicate the network preﬁx(es) (4,10). These preﬁxes
are anchored at a pool of k Egress Routers (ERs). After the selection
and assignment of IP preﬁxes (and associated ERs), the NC conﬁg-
ures the OpenFlow rules in the MN’s target DMM-GW (2,7) and
in the Egress Routers assigned to it (3,8). In case of handover, the
NC also deletes the OpenFlow rules previously installed on the old
DMM-GW (6). 
Packet forwarding within the network is based on VLANs, which
are statically pre-conﬁgured. Such VLAN paths connect Egress
Routers with DMM-GWs. Note that these VLAN paths could also be
dynamically conﬁgured by the NC using OpenFlow, but this proce-
dure works in a different time scale with respect to mobility man-
agement and is ruled out of the scope of this work. As a matter
of fact, packet re-routing could be also based on path reconﬁgura-
tion. However, re-conﬁguring the whole path leads to a higher and
non-deterministic signaling load due to the variable length of the
paths in the network. 
Mobility support is achieved by installing OpenFlow rules at the
Egress Routers and DMM-GWs, so packets destined or originated
from an MN are tagged with the correct VLAN (see Fig. 2 ). Upon
the attachment of an MN to the network, the NC conﬁgures Egress
Routers to tag MN’s packets with the VLAN connecting the Egress
Router with the DMM-GW the MN is attached to. In case of han-
ﬁ  over, the NC simply needs to rewrite this rule at the Egress Router
nd the DMM-GW, selecting the correct VLAN that connects the
ew DMM-GW and the Egress Routers assigned to the MN. 
Summarizing, the solution envisions a shared data plane and a
ompliant control plane, exploiting OpenFlow as signaling protocol.
n addition, Table 1 reports the deployment, the data and events
equired by each module to properly work and interact. For ex-
mple, the attachment detection occurs at Layer-3 by intercepting
he Router Solicitation message and sending it to the NC as the
ayload of an OpenFlow PacketIn message. Such module broad-
asts an MN attachment event to the other modules which con-
ains the MN’s ID and point of attachment. This event is received
y the centrally-deployed Binding module which selects the MN’s
etwork preﬁxes and update accordingly the binding cache. Once
he binding cache is correctly updated, the module broadcasts a
inding up message which includes the MN’s preﬁxes and associ-
ted DMM-GWs. Such event is exploited by i) the centralized preﬁx
dvertisement module to send a Router Advertisement to the MN,
nd by ii) the traﬃc steering module to update the VLANs tag in
he DMM-GWs and ERs. 
. Analytic evaluation
In this section, the PMIPv6 and SDN-based solutions are ana-
yzed considering the signaling overhead and the overall handover
atency. We further analyze the scalability of the proposed solu-
ions in terms of size of the forwarding tables which has an impact
n the state that network nodes need to keep to properly operate.
able 2 summarizes the notation used throughout this section. 
.1. Signaling cost 
The signaling cost is formulated as the overhead in bytes asso-
iated to the control messages transmitted when an MN performs
 handover. The purpose of this study is to provide a statistical
stimation of the signaling rate in B/s, based on mobility and traf-
c models available in the scientiﬁc literature. For this reason, we5
Table 2
Notation.
Symbol Description
MN Mobile Node
DMM-GW Distributed Mobility Management Gateway
ER Egress Router
CMD Control Mobility Database
NC Network Controller
RS An IPv6 Router Solicitation message
RA An IPv6 Router Advertisement message
RTT Round Trip Time
G set of DMM-GWs
g j ∈ G element of set G
G A ⊆G set of active DMM-GWs at each handover
g A 
i 
∈ G A element of set G A
c
(
g A
i
)
signaling cost associated to node g A
i
C h total handover signaling cost
E set of Egress Routers
e m ∈ E element of set E
S X entity X’s forwarding table size (No. of rules)
U set of MNs connected to the domain
U g i⊆U set of MNs associated to DMM-GW gi
U e m ⊆ U set of MNs associated to ER e m
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Table 3
Signaling messages cost.
Packet Bytes Description
π PBU 128 PBU with mandatory options only
π PBA 128 PBA with mandatory options only
π option 
anchor 
56 Previous DMM-GW mobility option
π option 
serv ing 24 Current DMM-GW mobility option
σ RS 178 Router Solicitation sent to the NC
σ RA 218 Router Advertisement sent by the NC
σwrite 264 OpenFlow message for writing a rule
σ delete 232 OpenFlow message for deleting a rule
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6 IPv6 uses unicast and multicast addresses to reach the mobile node. Even if thepply the analytical framework carried out in [8] , which properly
aptures the peculiarities of DMM protocols. The formal deﬁnition
f the cost model is expressed in the following. Let G be the set
f DMM-GWs deployed in a given area, and g i ∈ G its elements.
hen a mobile node hands off, only few DMM-GWs are involved
n the signaling, let G A = { g A 
1 
, . . . , g A 
N 
} be the set of active DMM-GWs
articipating in a handover control sequence. Clearly, G A ⊆G , and
 = 
∣∣G A ∣∣. The set G A changes at each handover, and its elements
 
A 
i 
are reverse-ordered from the latest to the ﬁrst active DMM-GW
isited by the MN. Thence, a 1 is the handoff target DMM-GW and
 2 is the source DMM-GW. It should be noted that, in the PMIPv6-
ased solution, the size N varies at each handover, whereas for the
DN solution we have N = 2 for each handover. 
We now characterize the handover cost in terms of signaling
oad. For any given g A 
i 
∈ G A , we deﬁne c 
(
g A 
i 
)
: G A → N as the cost
n bytes of each information exchange that involves g A 
i 
, including
he IPv6 and transport-layer headers, but excluding the data link
nd MAC layer headers. 
Therefore, we model the handover cost as follows: 
 h = 
∑ 
g A 
i
∈ G A
c 
(
g A i 
)
, (1) 
nd the function c 
(
g A 
i 
)
is solution-dependent. Its characterization
ill be addressed in the following paragraphs. 
MIPv6-based 
To properly formalize c 
(
g A 
i 
)
, we detail some operations from
he protocol description ( Section 2.1 ). At each handover, the target
MM-GW transmits a PBU message with the PMIPv6 mandatory
ptions only (denoted as πPBU ) to the CMD to notify the MN’s new
ttachment. The CMD replies with a PBA including the mandatory
ptions ( πPBA ) plus an instance of the anchor option ( π
option 
anchor
) for
very old DMM-GW that is still anchoring active IP ﬂows. Similarly,
he source DMM-GW, and all the other DMM-GWs that are still an-
horing IP ﬂows, receive from the CMD a PBU message with the
andatory options plus an instance of the serving option ( πoption 
serv ing ),
ndicating the new serving DMM-GW. These DMM-GWs then reply
o the CMD with a PBA containing the same options to conclude
he operation. Therefore we have: 
 
(
g A i 
)
=
{
πPBU + πPBA + (N − 1) π option anchor if i = 1 
πPBU + π optionserv ing + πPBA + π option serv ing if i ≥ 2
. (2) iThus, Eq. (1) for the PMIPv6-based case turns into: 
 
PMIPv6-based 
h = N ( πPBU + πPBA ) + ( N − 1 ) 
(
π option 
anchor 
+ 2 π option 
serv ing
)
. (3) 
n conclusion, this solution’s cost depends linearly on the number
 = 
∣∣G A ∣∣ of active DMM-GWs. 
The value of N depends on both the MN mobility (i.e., handover
requency) and traﬃc patterns. It is intuitive that the more often
he MN changes attachment point, the larger is the number of ac-
ive DMM-GWs. However, a DMM-GW is eventually de-activated
hen there are no more MN’s IP ﬂows traversing it. So, the longer
he IP ﬂows started by the MN are, the longer is the DMM-GW’s
ctivity interval. Knowing the statistical distribution of the han-
over rate and how long an IP ﬂow is maintained by the DMM-GW
nchoring that ﬂow permits to compute the statistical distribution
f the number of active DMM-GWs at any time [8] , and thus the
ize of the set G A . In this paper we simplify the problem assum-
ng that an MN spends an exponential time with mean value μ
ttached to a DMM-GW before handing over to a different one. Be-
ides, we assume that after a handover, an old DMM-GW remains
ctive for an exponential interval of mean λ. Using the results re-
orted in [8] , we obtain N = E [ N ] , as: 
 = 2 + λ
μ
. (4) 
DN-based 
In the SDN-based solution, the only DMM-GWs involved dur-
ng a handover are the source and target DMM-GWs, thus G A =
 G A 
1 
, G A 
2 
} for every handover. From the protocol description in
ection 3 , upon a handover, the NC writes on the target DMM-GW
wo downlink rules and as many uplink rules as the number of ac-
ive ERs for the mobile node. Moreover, the NC writes two down-
ink rules on each ER, and removes the uplink and downlink rules
n the source DMM-GW. The reason of having two downlink rules
s given by the need of properly identifying the mobile node’s IPv6
ocal and global addresses. 6 Thus, for the general case of having
 ERs, and using the message notation shown in Table 3 , the cost
unction is deﬁned as follows: 
 
(
g A i 
)
= 
{
σRS + σRA + ( 3 k + 2 ) σwrite if i = 1 
( k + 2 ) σdelete if i = 2 
. (5) 
herefore, Eq. (1) for the SDN-based case turns out to be: 
 
SDN-based 
h = σRS + σRA + ( 3 k + 2 ) σwrite + ( k + 2 ) σdelete , (6)
rom which it can be observed that the SDN solution’s cost de-
ends linearly on k . 
ignaling cost considerations 
We analyze next the average signaling cost for a single MN, for
he two solutions. We consider the average residence time μ asdentiﬁcation would be based on MAC addresses, it would still require two rules.
6
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Fig. 3. Handover signaling cost for the two DMM solutions. 
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oefined previously for the PMIPv6-based solution, and Ch/µ, as the
olution's cost in bytes per second. The size of each message in-
olved in Eq. (2), Eq. (5), has been measured experimentally (and
ts value is reported in Table 3). The description of the experiments
s reported later in Section 5. 
The signaling cost is reported, for different values of J.. and k, 
n Fig. 3(a) for the PMIPv6-based solution and in Fig. 3(b) for the
ON-based. We observe a performance degradation on the PMIPv6-
ased solution for large values of the ratio J../µ values, and hence
arge N. This is a scenario with high mobility and long lived IP
lows. In order to cope with this limitation, the deployment of such
olution should jointly consider the coverage area and the level 
f mobility of MNs. That is, the DMM-GW's coverage area should
ot be too small in order to reduce the number of active OMM-
Ws. Such information is usually available to operators. Neverthe-
ess, this solution is more suitable when handling scenarios with
ow mobility, i.e., for high values of µ,, or short lived flows, i.e., for
ow J... 
The SON-based solution behaves in a more predictable way, as
t only depends on the value k and it is independent of the traffic 
attern of MNs. Operators have the profiles of each MN, therefore
he value k can be also adapted on an MN basis. As a result, the
etwork can be managed in a smarter way and a higher network's
fficiency can be achieved by spreading the MNs on multiple ERs. 
.2. Forwarding table size 
We characterize next the parameter S as the size. i.e., the num-
er of rules. of the forwarding table of the involved network nodes.
he number of forwarding entries represents the state that each
ode needs to keep in the network to properly forward the traffic 
o the MNs. At this end, we define U as the set of subscribers in the
omain. and, LJ&i ~ U the set of MNs connected to a generic OMM-
W g;. We assume that users are uniformly distributed among
MM-GWs, so that 1u&q = 1u11c1. 
MIPv6-based 
As described in Section 4.1 and according with the statistical
ramework defined in [8], an MN has on average N - 1 act an MN 
as N - 1 active prefixes advertised by old OMM-GWs.for which 3 
outing rules are necessary: one at the anchor DMM-GW for down-
ink forwarding, and two at the current OMM-GW, respectively for 
plink and downlink. In addition, the MN configures an 1Pv6 prefix 
rom the current OMM-GWs pool. implying one downlink routing 
ule at the current OMM-GW. By dividing the total number of rout-
ng rules for the number of OMM-GWs, we obtain that, on average, 
he number of routing entries in a DMM-GW is given by: 
;~1Pv~based = (3N - 2)1ug;I. (7) tDN-based 
For the SON-based solution, the study applies to the OMM-GWs 
nd ERs, as they are the only involved nodes. Let E be the set
f egress routers deployed in a domain and em E E its elements.
hile a OMM-GW manages no more than the LJ&; MNs directly at-
ached to it, an ER manages the traffic of MNs that might be con-
ected to multiple OMM-GWs. As described in Section 4.1. on each
R the NC writes two OpenFlow rules for each MN. Therefore, the
orwarding table's size on the m-th ER. em, is independent of k and
epends only on the number of MNs managed by that ER. We de-
oted this set as uem ~ U. As a result. the size of the forwarding
able turns into: 
~~N-based = 21uem 1. (8)
t is worth highlighting that this is the best achievable result In 
act. the smallest number of rules necessary to properly identify a 
ingle MN is two rules as explained in the previous section. On the
ontrary, the forwarding table on a OMM-GW depends on k and on
&i. Indeed, the NC writes k + 2 rules on the target DMM-GW for
ach associated MN. leading to: 
i~N-based = (k + 2)1Ug; I. (9)
egarding uem and LJ&; , we can safely assume: 
Vi,m, (10)
hat is the number of MNs managed by an ER is much larger than
he number of MNs managed by a single OMM-GW (up to all the
Ns in the domain). Therefore, k does not present a major scala-
ility problem for the OMM-GW's forwarding table size. 
.3. Handover latency 
Next, we study how the protocol operations affect the handover
atency for each of the two studied OMM solutions. 
The handover delay analysis can be split into three sub-
roblems: i) the Layer-2 handover, including the time elapsed since
he old radio link is torn down until the new one is established, ii)
he Layer-3 configuration, considering the time required by the MN 
o obtain network layer connectivity (including the Layer-2 han-
over). and iii) the IP flow recovery, i.e., the interval during which
n IP flow is interrupted due to the handover (including both the
ayer-2, the Layer-3 configuration, plus then the remaining actions
erformed within the network to ensure IP session continuity). 
In all our protocols, the Layer-2 handover does not depend on
he specific solution and it is the same for all of them, thus we 
mit it in the equations. Nevertheless, in Section 5.2 we provide 
he results obtained in our experiments. 7
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7 http://openvswitch.org/ .
8 http://osrg.github.io/ryu/ .MIPv6-based 
The MN establishes the Layer-3 connectivity by requesting an
Pv6 preﬁx with a Router Solicitation (RS) message. The DMM-GW,
efore sending to the mobile node the IPv6 preﬁx information in a
outer Acknowledgement (RA), performs a two-way message ex-
hange with the CMD to register the MN presence and the as-
igned preﬁx. The message from the CMD contains the necessary
arameters to set up the tunnels and the routing towards the old
MM-GWs that are anchoring the MN’s active preﬁxes. As a re-
ult, the time required by the MN for the Layer-3 conﬁguration is
ue to the round trip time (RTT) between the MN and the DMM-
W for the RS/RA exchange, plus the RTT between the DMM-GW
nd the CMD for PBU/PBA signaling and, ﬁnally, a processing time
 
PMIPv6-based 
P 
for each of the N active DMM-GWs. This Layer-3 la-
ency can then be expressed as: 
 
PMIPv6-based 
L 3 = RTT M N−DM M GW + RTT DM M GW −CM D 
+ N T PMIPv6-basedP . (11) 
In order to recover the IP ﬂows started with the IPv6 preﬁxes
ssigned by previous DMM-GWs, the CMD instructs all the previ-
us active DMM-GWs with parallel PBU/PBA signaling after the at-
achment notiﬁcation from the new DMM-GW is received. For the
odel, we can then assume that RTT DM M GW −CM D is constant for all
he DMM-GWs, so that the new DMM-GW and all the old ones re-
eive the update message from the CMD simultaneously. Next, an
ld DMM-GW re-builds the data path with a tunnel to the current
N’s DMM-GW in a time T PMIPv6-based 
P 
, and then packets ﬂow to
he serving DMM-GW in a time ( 1 / 2 ) RTT DM M GW −DM M GW . We then
btain: 
 
PMIPv6-based 
f low −recov ery = T L 2 −ho + RTT M N−DM M GW + RTT DM M GW −CM D 
+ T PMIPv6-basedP +
1
2 
RTT DM M GW −DM M GW . (12) 
DN-based 
In this case, the Router Solicitation (RS) sent by the mobile
ode upon attachment is intercepted by the target DMM-GW and
orwarded to the NC. At this point, the Network Controller (NC)
onﬁgures the forwarding path in the network by: i) writing the
ules on the new DMM-GW and on the Egress Routers (ERs), and,
i) deleting the rules on the old DMM-GW. In this solution, the
rder plays an important role, indeed, after the conﬁguration of
he target DMM-GW and of the ERs, the path in the network is
pdated and the traﬃc is ﬁnally able to reach the MN. Conse-
uently, to compute the IP ﬂow-recovery time, we can get rid of
he time necessary to delete the rules on the last visited DMM-
W. After the conﬁguration phase, the NC generates an RA which
s sent back to the DMM-GW and ﬁnally forwarded by the latter
o the MN. This RS/RA exchange lasts an RTT between the MN and
he DMM-GW plus another RTT between the DMM-GW and the
C. In the new DMM-GW, the NC writes k + 2 rules through k + 2
arallel messages, where k is the number of ERs. As a result, the
C takes ( 1 / 2 ) RTT DM M GW −NC to conﬁgure the new DMM-GW. For
he ERs, the NC writes two rules on each ER in parallel, taking
( 1 / 2 ) RTT ER −NC to update the rules, where RTT ER −NC is the distance
etween the ER and the NC. For simplicity, we consider RTT ER −NC 
s constant for each ER. Albeit the NC conﬁgures the rules in par-
llel, the generation of those messages is performed sequentially.
e denote as T SDN-based 
P 
the processing time required by the NC to
orge the OpenFlow messages for each of the k ERs. Therefore, the
ayer-3 conﬁguration latency is: 
 
SDN-based 
L 3 = RTT M N−DM M GW + 
3
2 
RTT DM M GW −NC 
+ 1 RTT ER −NC + k T SDN-based P . (13) 2fter the conﬁguration phase and the reception of the Router Ac-
nowledgement message by the MN, the packets can ﬁnally reach
he MN, taking a time T transport . Hence, the ﬂow-recovery time is:
 
SDN-based 
f low −recov ery = T L 2 −ho + T SDN-based L 3 + T transport . (14)
. Experimental evaluation
Complementing the analysis conducted before, in this section
e describe the experimental evaluation of the PMIPv6-based and
he SDN-based DMM solution, aiming at providing a proof of con-
ept to assess the solutions’ feasibility and performance. 
.1. Test-bed description 
In order to evaluate the two solutions, we deployed a test-bed
or each, based on GNU/Linux machines connected through an Eth-
rnet network. Each test-bed comprises a set DMM-GWs providing
EEE 802.11b/g wireless access to the MNs. The systems are tested
or three different conﬁgurations, employing 2, 3 or 5 DMM-GWs.
s none of our solutions devises any intervention on the MN, the
ardware and software requirements for the MNs are loose, being
imply an IEEE 802.11b/g wireless card, and a standard IPv6 stack
mplementing Neighbor Discovery [14] . In the following paragraphs
e delve into the solution-speciﬁc test-beds description. 
.1.1. PMIPv6-based test-bed 
The PMIPv6-based test-bed is depicted in Fig. 4 (a). In order
o make the scenario more realistic, we added to the test-bed a
ransport IPv6 network composed by several IPv6 routers. These
outers connect the DMM-GWs to the CMD and to the CN. The
ashed blue lines in Fig. 4 (a) represent the logical interaction be-
ween the CMD and the DMM-GWs (these lines do not represent a
edicated path between the CMD and the DMM-GWs). The DMM-
Ws and the CMD are the only nodes that run our implementation
f the PMIPv6-based solution. Such implementation replicates the
ignaling and operations speciﬁed in [7] and brieﬂy summarized in
ection 2.1 . 
.1.2. SDN-based test-bed 
In the SDN-based test-bed, in addition to the DMM-GWs, we
dded 5 Egress Routers (ERs) as illustrated in Fig. 4 (b). As can be
bserved from the picture, the DMM-GWs and the ERs are con-
ected each other through two separate networks, one for the con-
rol plane (drawn with blue lines) and one for the data plane (the
lack solid lines). In the control plane network, a switch realizes
he interconnection among all the nodes and also with the NC (see
he CP Switch node in Fig. 4 (b)). For the data plane, the packet
orwarding within the network is based on VLANs and statically
onﬁgured. Thus, we deployed and conﬁgured an 802.1Q-capable
witch in the data plane that interconnects all the DMM-GWs and
Rs. Moreover, the ERs have a third link used to connect the test-
ed to the CN. 
Since the SDN-based solution uses OpenFlow as Southbound
PI, all the DMM-GWs and ERs run the version 3.10 of Linux ker-
el. This version of the kernel includes Open vSwitch 7 which pro-
ides an OpenFlow 1.3 interface. The NC runs Ryu 8 as OpenFlow
ontroller. The SDN-based solution is therefore implemented as
yu application (i.e., based on the API provided by the NC). The
onnection between Open vSwitch and Ryu is performed out-of-
and involving TCP for the OpenFlow messages delivery. The ap-
lication is in charge of all the tasks described in Section 3 . 8
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Fig. 4- Test-beds used in the experimental evaluation_ 
Table 4 
Handover latency experimental results in milliseconds_ 
Type of solution 
N=2 
PMlPv6-based N = 3 
N=5 
SON-based 
5
k=2 
k=3 
k=5 
Layer-2 ho_ 
Mean 
12.9 
12.9 
12.9 
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a  .2. Experimental results 
For both implementations, we have measured the three han-
over events introduced in Section 43. We have used Wireshark9 
s packet sniffer, installed in the MN to measure the intervals de-
ailed in the following: 
1. Layer-2 handover. It is measured as the interval between two
IEEE 802.11 control messages: Deauthentication, sent by the MN 
to the old OMM-GW, and Association response received by the
MN from the new OMM-GW. 
2. Layer-3 configuration. It is the time spent since the Deauthenti-
cation message, to the instant when an RA message is received 
by the MN10. 
3. IP flow recovery. It is measured as the time required to recover
ping traffic generated by a correspondent node to the MN every 
2 ms, which is below the average the MN-CN RTI. This corre-
sponds to the interval between the last ping packet received or
sent by the MN before the handover and the first ping packet 
received or sent after the handover. 
Fig. 5 depicts the empirical COF of the above components from 
he values obtained from few hundreds handovers when N = 3, 5
n the PMIPvG-based case, and k = 3, 5 in the SON-based case.
able 4 summarizes the experimental results reporting the mean
nd the standard deviation values also in the cases N = 2 and
= 2. 
9 Wlreshark. http://www.wireshark.org/. 
10 The lPv6 Duplicate Address Detection is disabled since the prefix is uniquely 
ssigned to the MN. thus it is not a necessary process. 
l
t
l  
b  As expected, the Layer-2 handover does not depend on the mo-
ility protocol. The table reports the same value for all setups be-
ause the measured difference was negligible in our testing system.
or what concerns the Layer-3 configuration, i.e., how long it takes 
or the MN to gain IP connectivity with the OMM-GW, it can be ob-
e rved that the two protocols behave similarly on average, showing
 lower variance in the SON case due to some system-level op-
imizations applied to the node acting as network controller. The 
P flow recovery (i.e., ping) time exhibits the largest gain in favor
f the SON approach. This is due to the use of tunneling by the
MIPvG-based solution, which was observed to introduce, on aver-
ge, around 15 ms of additional delay with respect to the Layer-3 
onfiguration, for all values of N. On the contrary, the SON-based
olution accomplishes the ping recovery with less than 7 ms of ad-
itional delay. 
In order to better understand how the two solutions scale, 
Fig. 6 explores in detail the components of the Layer-3 configura-
ion time for varying values of the number of active OMM-GWs,
 = 2, 3, 5 in the PMIPvG-based case, and the number of egress 
outers, k = 2, 3, 5 in the SON-based case. As it can be noticed from 
he results, the Layer-2 switch time is the major contributing term
n all setups. More, we observed a 5 ms gap, denoted as "MN gap",
etween the instant the MN receives the Association response mes-
age, and the time it sends the RS message to the OMM-GW. This
ap could be removed by employing a dedicated detection mech-
nism for the Layer-2 link activation and de-activation. After the
ink-up phase, we could separate the component due to message 
ransmission, which depends on the sum of the RTI in the radio 
ink between the MN and the OMM-GW, and the RTI in the wire
etween the OMM-GW and the CMO or NC, respectively for the9
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a  MIPv6-based or the SDN-based solution. In our laboratory tests,
ll the nodes are close to each other, and such RTT sum is less
han 5ms. In a real deployment, with larger RTT values, the Layer-
 conﬁguration time would tend to approximate the air time plus
he distance from the central node to the farthest router involved
n the signaling. The above components do not signiﬁcantly vary
ith the increasing number of N and k , whereas such parameters
mpact the processing at the network nodes, conﬁrming the intu-
tion that T P tends to grow with the number of entities involved
n the handover operations. In the PMIPv6-based case, the heavi-
st burden is on the DMM-GW, because of the tunnels and routes
et up, so, the larger is the number of previous DMM-GWs, the
onger is the latency. The CMD is mainly answering to a query, so
ts task is accomplished much quicker in approximately constant
ime. In the SDN based case, the NC has to compute and send the
ules to the ERs. In addition it has to process the RS from the MN
nd prepare the RA message. From Fig. 6 , it can be observed that
he variable components approximately grow linearly in both solu-
ions. 
The results reported in this section show that the SDN-based
MM approach has similar or better performance ﬁgures than pre-
ious DMM protocols based on PMIPv6. This is an encouraging
utcome to foster further optimizations for future deployments
f such kind of solutions. For example, further evaluation is re-
uired to analyze scenarios where multiple MNs simultaneouslyttach to the network or perform a handover, thus producing vari-
us requests overlapping in time at the NC side. For instance, in
hese cases the NC is expected to be backlogged because of all
he concurrent MN requests. Similarly, multiple ﬂow rules are ex-
ected to be conﬁgured at the same time on the same SDN switch,
.g., when several MNs simultaneously perform an handover to the
ame target DMM-GW. These would eventually lead to an increase
f processing and conﬁguration time, thence to a higher overall
andover latency experienced by the MNs. Evidently, a SDN-based
MM solution should consider also the distribution of the control
lane in addition to the data plane. This implies having multiple
eplicas of the DMM solution modules in the network which still
eed to provide a harmonized mobility support to the MNs whilst
roviding a bound to the handover latency. Therefore, an analogous
ethodology as the one used in this section can be then used in
uch scenarios to analyze the breakdown of the handover latency
nd to derive some deployment options for the SDN-based DMM
olution, e.g. the number of replicas and where to deploy them to
upport a higher volume of MNs and different mobility patterns.
hese topics are left for future work by the authors.
. Related work
SDN has raised in popularity very recently, and it has attracted
he attention of the research community, as it eases testing pro-
ocols and networking algorithms. The ﬂexibility and programma-
ility of SDN architectures have contributed to the proliferation
f several large deployments designed by leading research insti-
utions. Among the ﬁrst deployments we ﬁnd B4 [24] , which is
oogle’s SDN-based wide area network (WAN) to interconnect its
ata centers around the world. For B4, an extensive analysis is
vailable on how to manage the routing and traﬃc engineering
hrough OpenFlow and the designers of B4 provide interesting in-
ights on design, performance, scalability and failure resilience of
heir solution. Although providing mobility is not within the objec-
ives of B4, we have leveraged the knowledge provided by the B4
arge scale implementation example to design our SDN solution. 
Despite the usage of a wired structure to transfer the Open-
low signaling in our network, we focus on the wireless access and
he mobility management. In that regard, one of the most remark-
ble SDN deployments applied to wireless networking is Open-
oads [25] (also known as OpenFlow Wireless ) developed at Stan-
ord University, open to researchers for running their algorithms
oncurrently by means of virtualization. OpenRoads incorporates
ifferent wireless technologies, namely WiFi and WiMAX, and one
f its early proofs of concept was based on providing mobility
cross multiple technologies [26] . In addition, the performance of10
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E  OpenRoads has been demonstrated by means of an n-casting trans-
mission solution [27] . All these approaches are based on the same
principle as our mobility approach, reconﬁguring the data-path, al-
though they do not consider IP mobility or the design of a scalable
architecture as we do. All the tools used by OpenRoads are open
source, so as to make the infrastructure reproducible by other re-
search groups in their own networks. Likewise, our implementa-
tion shows the ﬂexibility of current SDN software tools available
as open source and is built upon commercial-off-the-shelf devices.
At the moment we only focus on IEEE 802.11 access points, but
we are planning to extend our test-bed to include heterogeneous
access technologies in the short term. 
A full software-deﬁned mobile network (SDMN) is deﬁned in
MobileFlow [28] , and its authors provide a comparison to the cur-
rent Evolved Packet Core (EPC) architecture. Although no numeric
results are reported, a prototype implementation is also proposed
in [28] . The purpose is to show a proof of concept of the Mo-
bileFlow Forwarding Engine (MFFE), which encompasses all the
user plane protocols and functions, and the MobileFlow Controller
(MFC), which is a logically centralized entity that conﬁgures dy-
namically the MFFEs (i.e., the data plane). Despite MobileFlow is
OpenFlow-based, MFFEs must also support operations that are not
carried out at the switch-level, as layer-3 tunneling, for instance.
Mobility management can be supported as the controller can up-
date forwarding rules according to the tunnel encapsulation or de-
capsulation requirements. This approach is also followed in our
implementation, where we can set the tunneling and forward-
ing rules above link layer and the controller updates the forward-
ing rules in the OpenFlow domain. A different approach presented
in [29] proposes to move the EPC to the cloud by means of virtual-
ization and implementing GTP extensions for OpenFlow for mobil-
ity management. The mobility solutions proposed by these works
are not really inspired by the DMM paradigm, but are rather based
on the same mobility concepts currently used in cellular networks,
hence inheriting the scalability issues of traditional mobility ap-
proaches such as PMIP or GTP-based mobility management. 
Regarding mobility management solutions relaying on the SDN
paradigm for session continuity management, in [30] the authors
propose a solution based on IP translation across the mobility do-
main. This solution differs mainly with ours on the mobile termi-
nal support. While our solution is completely transparent for the
mobile terminal, the solution presented in [30] requires the ter-
minal to bind its current location to its identiﬁer, using Mobile IP
signaling. The solution is supported by a mininet 11 -based proof of
concept, which authors use to observe the behavior of TCP ﬂows
during handovers handled by their solution, compared to plain
PMIPv6. 
A similar approach can also be found in [31] . This work uses
a SDN-based approach for path modiﬁcation, but it also provides
of extensions to OpenFlow to update the DNS of the network with
the new location of the user. The use of this extensions highly im-
pact on the handover performance which is heavily increased with
respect to the solution proposed in the present paper. 
Similar approaches as the one deﬁned in the paper above can
also be found in the literature. For example, authors in [32] pro-
pose a system using OpenFlow to manage the mobility of users
in 3GPP networks. Differing from our SDN proposal, this work is
a conceptual analysis on how SDN can be applied to 3GPP net-
works and does not include any implementation or empirical eval-
uation. Nevertheless, the same authors further elaborated their so-
lution, leading to [33] . The paper proposes an SDN-based DMM
approach for virtualized LTE systems which leverages on an inter-
face between the SDN controller and the MME, in order to detect11 http://mininet.org .
a  
s  
wn IP anchor change (i.e., a PGW relocation). When such a reloca-
ion occurs, the SDN controller re-routes ongoing traﬃc to the new
GW. The evaluation focuses on the handover latency produced
y this solution, using NS-3 simulations whose results are aligned
ith the ones experimentally obtained in the present paper. Simi-
ar to the experimental validation conducted in the present paper,
nother testbed-based validation using commodity hardware and
iFi access is available in [34] . The solution therein proposes a
ierarchy of SDN controllers in order to handle intra-district han-
overs (i.e., within an access network handled by the same DMM-
W) and inter-district handovers (i.e., including DMM-GW relo-
ation). Due to the scenario discussed by the solution and addi-
ional complexity required in the signaling, the results reported
n [34] for the handover latency appear slightly larger than those
resented in the present research. Yet another SDN-based DMM ar-
hitecture is validated experimentally through a setup employing a
yu controller and a mininet-created test network in [35] . The SDN
olution therein handles packet redirection after handover in two
ifferent ways, both different from our proposal. The ﬁrst method
s the tunnel mode, i.e., establishing a tunnel between the source
nd target access gateways in order to convey re-directed pack-
ts; the second method is based on route optimization, that is a
ull path computation and the subsequent population of the for-
arding rules onto the in-path switches. The numeric results show
imilar values for the handover latency as those obtained in the
resent paper, but they are not directly comparable as there is no
ireless access employed in the testbed described in [35] . In ad-
ition, we argue that the redirection methods do not scale as well
s the one proposed in the present solution, especially the method
mploying a full path reconﬁguration. 
. Conclusion
Distributed Mobility Management is seen as a necessary tool to
esign future mobile network deployments, in order to oﬄoad the
etwork core from traﬃc that can be locally routed close to the ac-
ess. Due to the foreseen increase in the access capacity in future
etworks, reducing the amount of traﬃc traversing the core of the
etwork is of the upmost importance to avoid a capacity crunch at
he operator infrastructure. Different actors have been working on
his area, being the IETF a major venue where most of the solu-
ions have been discussed so far, while 3GPP and ONF have more
ecently started to work on distributed mobility architectures. Al-
hough there have been many different proposals, most of them
hare a characteristic: they are an evolved version of current IP
obility based solutions. While these are enough to oﬄoad the
etwork core, and pose no signiﬁcant deployment concerns, op-
rators are already looking into the next stage: software networks .
he SDN paradigm has gained a lot of attention from operators,
s it can reduce the complexity and costs incurred by service cre-
tion and network operation. Therefore, it is important to under-
tand how an SDN-based solution might look like when providing
MM support. 
The main contribution of this paper is the analytic and exper-
mental evaluation of two key DMM protocol families: IP mobility
nd SDN based, by designing, modeling and implementing a par-
icular solution belonging to each of the identiﬁed protocol cate-
ories. Additionally, we walk the path of decomposing the func-
ions that a DMM solution should have and identify how these can
e implemented in an SDN-based solution. The two DMM protocol
amilies are analyzed by using as representative solutions two ap-
roaches designed and implemented by the authors of this paper.
xisting state-of-the-art solutions are not generally studied both
nalytically and experimentally, so we believe this paper provides
olid insights on how to apply DMM concepts in future mobile net-
orks. 11
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[The results obtained from analysis and experiments show that
he performance of the analyzed solutions depends on the scenario
eing considered, but also indicate that SDN approaches have a big
otential: i) achievable performance is good and even better than
he one of the PMIPv6-based solution; ii) the solution can be easily
mplemented, and; iii) provides additional ﬂexibility in regards of
ow it behaves and provides service differentiation. 
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