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Introduction
The partial global planning (PGP) approach to distributed coordination increased the coordination of agents in the network by avoiding redundant activities, shifting tasks to idle nodes, and providing predictive results [16] -in short, by informing local scheduling of non-local considerations. It grew out of the observation (made while studying functionally accurate, cooperative distributed problem solving (FA/C) [26, 25] ) that agents do not have to be totally coherent in their behavior in every situation to make a coordination approach worthwhile. The PGP mechanisms were based on the communication of a common, flat, and intermediate-level goal structure that indicated the near-term ordering, duration, importance, and predicted result of the goals. An agent then used this partial information about other agent's goals to construct a partial global view of network problem solving, by observing the interactions of all the goals from some subset of the agents (including its own goals). The resulting view was then used by an agent to plan or schedule the order that the agent's own goals would be accomplished.
The PGPlanner, as it was used for coordination in the distributed vehicle monitoring task (finding, identifying, and tracking moving vehicles using acoustic sensor signals [27] ), relied on the fact that the level of abstraction at which the node plans were communicated was a sequential sequence of intermediate goals (times and locations in which to extend a vehicle track). Each intermediate goal was an abstraction of the processing and integration work that each node planned for locally. These intermediate goals were ordered by the local node planners based on several criteria [14] , but these relationships are not transmitted in the node plans. The PGPlanner reorders node activities by hill-climbing in the space of costs of the present ordering of activities. The cost of an ordering is computed from relationships like redundancy, reliability, predictiveness, and independence of the activities. Each relationship was defined narrowly in reference to the DVMT.
The basis of the PGP is the construction, maintenance, and exchange of the agent goal structures. Generalized Partial Global Planning tries to extend the PGP approach by communicating more abstract and hierarchically organized information, detecting in a general way the coordination relationships that are needed by the partial global planning mechanisms, and separating the process of coordination from local scheduling. Because generalized partial global planning depends only on an idealized model of each agent's activities, and a set of generalized relationships between those activities, it is a domain-independent coordination technique. Domain dependent knowledge is used only to discover or hypothesize the existence of these general relationships. A key point is that coordination relationships are abstractly defined, so we can catalogue coordination strategies and characterize them by potential features of an environment and task.
Regardless of a distributed agent's actual architecture, we can model its activity as a set of task environment structures.This structure is an extended task tree, including hierarchically organized information on task ordering, timing, importance, solution constraints, resource utilization, and expected result characteristics. When an agent receives a portion of another agent's task structure, it records the relationships between the structures. These relationships indicate the possible occurrence of redundant activities, the presence of new constraints, and predictions of future activities and interactions. An important characteristic to note is that some of these coordination relationships are 'soft', in that an agent may ignore them but will then execute tasks less efficiently. Another characteristic is that not all tasks will always need to be done, or done completely, to effectively solve a given problem. Our model of coordination is based on detecting the specific, quantitative nature of domain-independent relationships between tasks involving interacting subproblems. The original PGP mechanism uses a domain-specific, reduced set of these relationships. Section 4 discusses task environment structures and coordination relationships, and gives examples of how this model can be applied to the Distributed Vehicle Monitoring Testbed.
For an example of this style of coordination (see Figure 1 ), consider that Agent 1
has an overall goal of accomplishing task A 1 , and two concurrent subtasks, B 1 and C 1 . Agent 2 has an overall goal of accomplishing task A 2 , and two subtasks B 2 and D 2 .
In the generalized partial global planning algorithm, Agents 1 and 2 will exchange their top-level goals (called "system goals"). Assume that this information is enough to allow Agent 1 to determine that local subtask C 1 facilitates A 2 . Facilitates is one of the generalized coordination relationships we discuss later. It indicates that achieving C 1 is somehow useful for the achievement of A 2 . Information about subtask C 1 is sent to Agent 2; the result of achieving C 1 will also be sent when it is available. The facilitative nature of the remote subtask allows agent 2 the chance to rearrange its schedule to handle future information. Similarly, the fact that C 1 is facilitative for Agent 2 causes the task to become more preferred by Agent 1, subject to any local constraints. For example, if Agent 1 had two competing subtasks, one of which was C 1 , and no other reason to prefer one over the other, the PGP coordination algorithm would cause Agent 1 to prefer to schedule C 1 at an earlier time than its competitor. The task environment structure was not designed only to permit the communication of information needed for partial global planning, but also for the design and analysis of coordination algorithms for agents operating in environments with characteristics different from those that the PGP was designed for. We are interested in extensions that include support for heterogeneous agents (which may have different local problem solving criteria), dynamic agents (which have several different strategies and methods available for accomplishing goals, and a set of tradeoffs among them), and real-time agents (which may have hard or soft deadlines). Generalized PGP also supports (but does not prescribe) explicit negotiation among agents, and allows agents to communicate at different levels of detail. The goal structures constructed, maintained, and communicated by the original PGP mechanism are subsumed by this model. For example, in the office environment, both independent computerized agents (usually controlling access to resources) and intelligent assistants to office workers can exist [30] . In real offices, activity is taking place semi-autonomously, and centralized control and detailed global views are rarely available or socially possible [21, 31] . In the intelligent office assistant domain, then, generalized PGP can be applied to providing guidance to an office worker about how to prioritize tasks, given discovered coordination relationships between one worker's goals and the goals of others [31] 1 Coordination algorithms do not supply a solution for problems of negotiating outcomes or resolving disparate views, but rather try to avoid negative interactions between agent goals or planned actions (avoiding conflicting actions or inter-agent action sequences), and recognize positive or helpful interactions (such as the potential to do another agent a favor, or send some preliminary, facilitative information) [38] . Often the coordination process triggers a process of negotiation.
A distributed coordination algorithm specifies what information is to be communicated, when it is to be communicated, and how that information affects local task scheduling. This approach views the coordination mechanism as modulating local control, not supplanting it-a two level distributed search process that makes a clear distinction between coordination behavior and local scheduling [6, 25] (See Section 4 and Figure 3 ). By concentrating on the creation of local scheduling constraints, we avoid the sequentiality of scheduling in partial global planning that occurs when there are multiple plans. By separating coordination from local scheduling, we can also take advantage of advances in complex scheduling in general, and in real-time scheduling algorithms in particular, to produce CDPS systems that respond to realtime deadlines. By designing a coordination algorithm such as the PGP algorithm using domain-independent coordination relationships we also gain a significant separation of the coordination process from the details of the environment (domain). Our long-range goal is to develop a set of domain-independent coordination strategies (of which the generalized PGP is one). We expect that different strategies will be useful depending on the characteristics of the problem being solved and the domain or environment involved. Thus we are also developing a model of how the characteristics of the environment and task effect the coordination behavior of such a strategy [11] . For example, the DVMT environment is characterized by the presence of many overlapping and facilitative goals, while computer-supported design environments are overwhelmed by constraint relationships, and office environments by enablement and non-computational (physical) resource constraints. This paper first describes the coordination problem as it was addressed by the original PGP mechanisms. Then it describes other issues that point out the necessity of extending the PGP view. Third, it describes our model of agent activity, which defines a set of coordination relationships that can be used to build domain-independent distributed coordination strategies. Section 5 describes the design and implementation of a particular example of a domain-independent coordination strategy, the generalized partial global planning mechanism, followed by examples of its use in a greatly modified DVMT.
Partial Global Planning
Partial global planning [16] was developed as a distributed control technique to insure coherent network problem solving behavior. It is a flexible approach to coordination that does not assume any particular distribution of subproblems, expertise, or other resources, but instead lets nodes coordinate in response to the current situation. Each node can represent and reason about the actions and interactions of groups of nodes and how they affect local activities. These representations are called partial global plans (PGPs) because they specify how different parts of the network plan to achieve more global goals. Each node can maintain its own set of PGPs that it may use independently and asynchronously to coordinate its activities.
A PGP contains an objective, a plan-activity-map, a solution-construction-graph and a status [16] :
The objective contains information about why the PGP exists, including its eventual goal (the larger solution being formed) and its importance (a priority rating or reasons for pursuing it).
The plan-activity-map represents what the nodes are doing, including the major plan steps the nodes are concurrently taking, their costs, and expected results.
The solution-construction-graph contains information about how the nodes should interact, including specifications about what partial results to exchange and when to exchange them.
The status contains bookkeeping information for the PGP, including pointers to relevant information received from other nodes and when that information was received.
A PGP is a general structure for representing coordinated activity in terms of goals, actions, interactions and relationships.
When in operation, a node's PGPlanner scans its current network model (a node's representation of the goals, actions and plans of other nodes in the system) to identify when several nodes are working on goals that are pieces of some larger network goal (partial global goal). By combining information from its own plans and those of other nodes, a PGPlanner builds PGPs to achieve the partial global goals. A PGPlanner forms a plan-activity-map from the separate plans by interleaving the plans' major steps using the predictions about when those steps will take place. Thus, the plan-activity-map represents concurrent node activities. To improve coordination, a PGPlanner reorders the activities in the plan-activity-map using expectations or predictions about their costs, results, and utilities. Rather than examining all possible orderings, a PGPlanner uses a hill-climbing procedure to cheaply find a better (though not always optimal) ordering. From the reordered plan-activity-map, a PGPlanner modifies the local plans to pursue their major plan steps in a more coordinated fashion. A PGPlanner also builds a solution-construction-graph that represents the interactions between nodes. By examining the plan-activity-map, a PGPlanner identifies when and where partial results should be exchanged in order for the nodes to integrate them into a complete solution, and this information is represented in the solution-construction-graph.
Why does partial global planning work well in the DVMT? It is because:
It avoids redundant work among nodes by noticing interactions among the different local plans. Specifically, it notices when two node plans have identical intermediate goals, i.e., when they are generating interpretations of the same region in time and space. This occurs in the DVMT because, in the interest of reliability, nodes have overlapping sensors.
It schedules the generation of partial results so that they are transmitted to other nodes and assist them at the correct time. To do this it uses the estimates of the times that activities will take and the inferred relation that if node A estimates that it will take less time than node B to complete an intermediate goal, and the goals are spatially near, that node A can provide facilitative information to node B.
It allocates excess tasks from overloaded nodes to idle nodes. Node plans provide the information needed to determine if a node is overburdened or underutilized. A node is underutilized if it is either idle or participates in only low-rated PGPs.
A node is overburdened if its estimated completion time of a subgoal of goal G is much later than the completion time of all the other subgoals of G [15] .
It assumes that a goal is more likely to be correct if it is compatible with goals at other nodes. In the DVMT task, a goal represented a processing task to ascertain whether a vehicle was moving in a region r at time t. This goal could, in fact, be wrong -based on noise or errorful sensor data that was the basis for the preliminary task analysis that generated the goal. Nodes choose local plans to work on based on the highly rated PGPs they have received. Thus, if the intermediate goals of a node become part of a PGP, then they are worked on before other intermediate goals in other local plans the node may have (even though the node may have rated those local plans higher in its local view).
It is terminated externally when it first reaches the correct solution, rather than through some internal termination criteria.
To control how they exchange and reason about their possibly different PGPs, nodes rely on a meta-level organization that specifies the coordination roles of each node. If organized one way, the nodes might depend on a single coordinator to form and distribute PGPs for the network, while if organized differently, the nodes might individually form PGPs using whatever information they have locally. The partial global planning framework lets nodes converge on common PGPs in a stable environment (where plans do not change because of new data, failed actions, or unexpected effects of their actions). When network, data, and problem-solving characteristics change and communication channels have delay and limited capacity, nodes can locally respond to new situations, still cooperating but with potentially less effectiveness because they have somewhat inconsistent PGPs [13] . The PGP framework does not deal with conflicts in physical resources.
Issues in Extending the PGP Mechanisms
The global coherence problems we would like to address occur in many systems other than the DVMT, such as the Pilot's Associate (PA) system [36] , where situations occur that cause potentially complex and dynamically changing coordination relationships to appear between goals that are spread over several agents. Each agent in the Pilot's Associate system has subgoals that other agents must fulfill, and receives subgoals from other agents that only it can fulfill.
For example, assume that we are in a tactical situation, so the tactical planner is in control (see Figure 2) . It has two ordered subgoals: turn on the active sensors (request to situation assessment), and get a detailed route of the plane's movements during the tactical maneuver (request to the mission planner). Turning on active sensors causes a plane to become a transmitter, and thus become easily detected (most of the time the plane uses passive sensors). Since this is dangerous, the situation assessment agent will ask the pilot-vehicle interface (PVI) to ask for pilot confirmation of the use of active sensors. The pilot, upon seeing the request, asks the PVI to plot the escape route of the plane on the screen in case things go wrong. The PVI passes this goal to the mission planner.
Plan escape route
Plan new tactical route Meanwhile, the tactical planner has asked the mission planner to produce the detailed route for the tactical maneuver. Which task does the mission planner act on first? From a local view, it may perhaps do the tactical planner request first because the tactical planner goals are a high priority. But from a global perspective, we see that unless the mission planner plans the escape route, which is needed by the pilot in order to authorize turning on the active sensors, which is needed for the tactical planner to do its job, the whole system goal of handling the tactical situation is in jeopardy. Hence the mission planner should do the escape route plan first. We will return to this example several times in this section.
Heterogeneous Agents
How can the PGP mechanisms be extended to handle agents that have different local problem solving criteria? This can arise in several ways:
Some agents in the system are humans with local (personal) decision criteria that cannot be adequately or fully modeled.
Some agents in the system have different expertise, and hence different local decision criteria (cooperative design problems [24] , pilot's associate-style problems [36] ). The PA scenario in Section 3 is a classic example of heterogeneous agents with shared global goals and differing local expertise.
The PGP mechanism assumes a shared local and global decision evaluation function (so that all agents, given the same information and enough time, will arrive at the same decisions). Conflict between agents comes about because some agents lack data or have out-of-date data. Agents do not have to exchange or negotiate about decision criteria. While this well-documented assumption simplified the PGP mechanism, a homogeneous agent assumption (where the local decision criteria are shared) is not always appropriate. The PGP mechanism also assumes that the agents will pursue one goal at a time -the goals are ordered, and if an agent has excess capacity it can fill it with tasks from lower-rated goals. Planning for the simultaneous achievement of multiple goals is not supported.
The modularity of the PGP mechanism (which separates the local agent's incremental planner [14] from the PGPlanner) comes close to permitting heterogeneous local decision criteria. The only problem arises when the PGPlanner reorders the node plan for another agent. The PGP plan evaluation function that was used to develop a global schedule contains terms to avoid upsetting the order of another agent's plan (independence measured the distance of the current ordering from the original node plan ordering, locally-predicted measured the distance of the current ordering from regular time order). In some domains a portion of this ordering may be fixed. We have suggested marking temporal relationships as hard, negotiable, and soft. This allows the local scheduler to rule out certain impossible orderings (hard constraints), and to avoid those that may cause replanning at the target node (negotiable constraints). More importantly, we advocate a separation of coordination mechanisms and local scheduling mechanisms, so that nodes do not work out complete schedules for other nodes, but rather pass only scheduling constraints.
Dynamic Agents
How can the mechanisms be extended to handle agents that have a great deal of latitude in the methods that they use to solve problems? Each method may have a different effect on the characteristics of the solution, such as completion time or certainty. These agents can appear in human systems and systems where agents use approximate processing or anytime algorithm techniques [12, 2] . In the PA scenario in Section 3, the mission planner might solve its dilemma by using different algorithms to respond to each plan request. A fast but inaccurate algorithm may suffice to give the pilot an idea of a corridor of escape, while a more complex and precise algorithm can be given the bulk of the computational resources with which to plan the near-term tactical maneuver.
Because only one method existed for accomplishing a goal (and no set of different criteria existed for determining what would be considered an acceptable solution), the PGP mechanism could equivalently exchange goals and the plans to accomplish those goals, at a single level of detail. The node plans that were exchanged indicated the goal of an agent to produce a track with certain characteristics (classes, sensed times, and regions) and a plan consisting of the ordering of the sensed times at which the agent would work (called i-goals), expected i-goal durations, and a mapping of the i-goal start and end times with respect to node problem solving time.
Two extensions need to be made. First, communicating goals at a single level of detail is inappropriate and potentially wasteful in more complex domains [23] ; certainly the detection of the interactions of two goals ("partial global goals") will not always be simple [33] . Secondly, many different methods may exist for accomplishing a goal, each with its own effects on duration, precision, and other goal characteristics. This makes the existing PGP node plan structure change rapidly when problem solving methods are changing dynamically (as an agent reacts to the problem being solved). The node plan structure can be modified to hold ranges as well as a best current estimate for a value, but it is also likely that agents will have to reason and perhaps negotiate about predictability versus reliability issues as well [13] . The node plan structure could also be expanded with contingency plans for "routine expectation failures" [7] to allow for predictability in the face of a changing environment. Agents can also make commitments to certain goal characteristics, and add explicit slack to schedules [11] .
Real-time Agents
What happens when time becomes an integral part of local and shared goals? Dynamic agents will be able to modify both task durations (perhaps trading them off for other task characteristics) and the goal deadlines themselves [8, 17] . In the PA scenario in Section 3, the mission planner's dilemma arises from the fact that it is under realtime constraints -if there were no impending deadlines for the pilot and tactical planner, the mission planner would have little reason to prefer one allocation of its computational resources over another.
While the PGP mechanism estimated the times for tasks or goals to be completed in order to spot idle processing resources, it did not handle deadlines. I-goals had expected durations; node-plans anchored (mapped) the completion of the various igoals to a plan activity map. Experiments were conducted with the local incremental planner that did indicate the ability to plan to meet deadlines in a single agent [28, 12] .
In extending the architecture to so-called "real-time" problem-solving, agents may have goals with hard deadlines, which add constraints to the construction of a plan activity map. Furthermore, the addition of hard deadlines or other domain constraints changes the nature of the interaction between a node's local problem solving mechanism and the PGP mechanism -some of the local ordering will remain local preference but some may be due to hard constraints, as discussed in Section 3.1 above. From the classical perspective, real-time network control also means scheduling both periodic and non-periodic tasks to deadlines; the original PGP mechanism did not deal with periodic tasks. The existing hill-climbing algorithm for scheduling may no longer be appropriate, and is one reason why we now advocate the separation of coordination and local scheduling. Our initial experiments with a real-time local scheduler [11] show that a large part of distributed real-time performance emerges from sophisticated local real-time scheduling capabilities [17] .
Often in real time situations planning is reactive, where the current situation mostly controls an agent's actions (where the "current situation" may include both local and global information), rather than reflective, where a sequence of actions is planned out in some detail before execution. This is because the agent must respond quickly, but more importantly, the agent may be too uncertain of the outcomes of its actions and of the changing world state to plan too far into the future. However, an intelligent agent will make use of periodic tasks, which occur in a predictable fashion, and known non-periodic tasks, to build a opportunistic planning framework that can keep an agent from painting itself into a corner with purely reactive planning techniques, or from exhaustively planning uncertain future details with reflective planning techniques [8, 17] .
Negotiating Agents
A direct consequence of heterogeneous, dynamic, and real-time agents is the need for negotiation to solve conflicts. Even with a known global decision evaluation function, conflicting decisions of equal global value may have very different local value to the agents. Often the character of an early partial solution will have an impact on what style of coordination is needed. For example, if early partial results show poor data and low beliefs, the coordination mechanism may want to encourage redundant derivations of results in areas shared by more than one agent, or the parallel derivation of a result by two agents using different algorithms. The PA scenario in Section 3 occurs in too short a time-frame to allow negotiation between the agents, but other PA scenarios might profitably use negotiation techniques 2 .
The PGP mechanism uses a shared global plan evaluation function that is parameterized. One extension is to allow the parameters (such as redundancy and reliability) to vary during problem solving. A negotiation facility could be developed to allow agents to usefully alter the global (or perhaps only semi-local -we are interested in agents that may develop only a partial view of what other agents are working on) decision criteria. Where the PGP mechanisms exchanged all local information, our extensions would allow for a multi-stage process [5] where agents would communicate only the information believed relevant to the issue at hand. Agents could ask for more contextual information when it is needed to resolve a conflict between agents. Agents would not automatically acquire information from other agents performing non-related problem solving activities. Negotiation can interact with sophisticated real-time local schedulers that have the capability to analyze potential future schedules.
In order to examine all of the above issues more closely, a scenario is described in Section 6 which exhibits the issues mentioned above.
Modeling Task Environments
Our approach to distributed task coordination rests on a conceptual, causal model of the generalized PGP-style distributed coordination process (see Figure 3) . Information flows from the environment through the agent's coordination mechanism and local scheduling mechanism, eventually influencing performance. First, a given environment and/or task domain, in conjunction with an agent architecture, induces certain coordination relationships (CRs) between tasks in that environment. An agent follows some coordination algorithm that detects or hypothesizes CRs and reacts accordinglythe algorithm produces certain behaviors, for instance the creation and refinement of local scheduling constraints (other possible behaviors include communication, negotiation, and the creation of internal data structures). We can relate how the behavior of the coordination algorithm (creating and refining constraints) affects the agent's scheduling behavior by basing our analysis on certain properties of the local scheduling mechanism. Finally, the scheduling behavior affects the performance of the agent and any organization of which it is a part not only by ordering and executing tasks but also through incurring costs, such as communication and time. The primary interruption to this smooth flow of information is uncertainty. Uncertainty also flows from the environment (the open systems concept [22] ), and through the above mechanisms to create local scheduling uncertainty. Less uncertainty in the environment means less uncertainty in the existence and extent of the CRs, less uncertainty in local scheduling, and therefore less complex coordination behavior (communication, negotiation, partial plans, etc) is needed (for example, one can have cooperation without communication [19] ). A secondary problem is the lack of infinite computational resources/time, resulting in the necessity of satisficing, not optimal, behaviors. Even if agents had instant access to the complete global state of the entire system it does not mean that the environment provides sufficient computational resources or time to the agents with which to exploit that voluminous information 3 .
For example, the abstract domain of distributed search contains several potentially uncertain coordination relationships [25] . The primary uncertainty lies in the subgoal relationship: how a particular task relates to the problem as a whole. Will this task be a part of a final solution? Are there multiple paths to the goal? How much effort will it take? A secondary uncertainty lies in the presence of a facilitates relationship: whether the amount of processing is greatly affected by the order in which goals are solved. Ignoring these two relationships will affect the amount of resources the agents use through undesirable redundant processing, idleness, inefficiency, and distraction.
The facilitates relationship (along with overlaps) was a major contributor to the results achieved with partial global planning. Informally, one task may facilitate another by allowing the second task to exploit (by decreasing duration, increasing quality, or both) a partial result. The facilitates relationship, therefore, has two parameters (called power parameters) d and q , that indicate the effect on duration and quality respectively. The effect varies not only through the power parameters, but also through the quality of the facilitating task available when work on the facilitated task starts. Let T a facilitate T b with some duration power d (let q = 0). If T a is completed with maximal quality, and the result is received before T b is started, then the duration d(T b ) will be decreased by a percentage equal to the duration power d of the facilitates relationship. If the result received is of less than maximal quality, d is reduced by the proportion quality received maximal quality .
Communication after the start of processing has no effect. A fuller treatment of the mathematical details can be found in [10] . The task environment structure is an abstract model of the agents' environment that can be used for analysis and simulation. The objective level describes the essential structure of a particular problem-solving situation or instance over time. It focuses on how task interrelationships dynamically affect the quality and duration of each task. Briefly, the basic model is that task groups T occur in the environment at some frequency, and induce tasks T to be executed by the agents under study. Task groups are independent of one another, but tasks within a single task group have interrelationships. Each task group has a deadline D(T ). The quality of the execution or result of each task influences the quality of the task group result Q(T ) in a precise way [10] .
These quantities, deadline and quality, can be used to evaluate the performance of a system. An individual task that has no subtasks is called a method M and is the smallest schedulable chunk of work (though some scheduling algorithms will allow some methods to be preempted, and some schedulers will schedule at multiple levels of abstraction). There may be more than one method to accomplish a task, and each method will take some amount of time or other resources and produce a result of a some quality. The term quality in the model summarizes several possible properties of actions or results in a real system: certainty, precision, and completeness of a result, for example [12] . Quality of an agent's performance on an individual task is a function of the timing and choice of agent actions ('local effects'), and possibly previous task executions ('non-local effects'). When local or non-local effects exist between tasks that are known by more than one agent, they become coordination relationships. These relationships include the following: Basic Domain Relationships: These include relationships such as inhibits, cancels, constrains, facilitates, causes, enables, and parent task/subtask (from which many useful graph relations can be computed). These relations provide task ordering constraints, which can be represented by temporal relations on the tasks (see below). Partial global planning uses the subtask relationship: task B is a subtask of task A if B is required for some method of achieving A. It also uses the facilitates relationship: task A facilitates task B if information about the solution of A is useful for the solution of B but not necessary. This could be information used to reduce uncertainty, or to guide search.
Graph Relationships: Some generalized coordination relationships can be derived from the parent task/subtask graphical structure of tasks and subtasks, for example: overlaps, necessary, sufficient, extends, subsumes, and competes. Partial global planning uses the overlaps relationship: task A overlaps B if there exists a task G such that A is a parent task of G and B is a parent task of G.
Temporal Relationships: These depend on the timing of tasks-their start and finish times, estimates of these, and real and estimated durations. From Allen [1] , these include before, equal, meets, overlaps, during, starts, finishes, and their inverses. Temporal relations may be preferences (soft constraints) as well as absolute relations. There are three levels of temporal constraints. Hard constraints cannot be violated. The inability to satisfy hard constraints means that the problem is overconstrained. Negotiable constraints are preferences that a local node does not want violated needlessly. Inability to satisfy a negotiable constraint means that the constraining node must be part of the decision to modify the constraint. Soft constraints are preferences that a node has but do not require negotiation in order to violate. For example, local orderings of intermediate goals in the PGP are soft constraints; generalized partial global planning allows any type of temporal constraint.
Non-computational Resource Constraints:
A final type of relation is the use of physical, non-computational resources. This is the major coordination relationship in some domains, such as factory scheduling and office automation [37, 34] . Partial global planning requires information about the resources each agent has to collect data.
The original partial global planning algorithm requires only a fraction of these relationships, to be discussed in the next section. We have found several of these relationships to be useful in scheduling tasks for parallel execution as well [9] . The basic framework of the objective model is to formally specify how the execution and timing of tasks affect this measure of quality. See [10] for details and more formal definitions of the task environment model, and also Section 6.1.
Building an Augmented Goal Model for the DVMT
In generalizing the PGP algorithm for the DVMT, we will replace the PGP notion of igoals with "augmented goals", patterned after out task environment model structures. What information is needed in an augmented goal? Our particular implementation of the augmented goals for the DVMT is based on the tasks in that domain-tracking vehicles moving through an area via their acoustic signatures. Most instantiations of the augmented goal structure model will include the following information in a goal:
A specification of the desired result. This includes the desired and minimum solution characteristics. In the DVMT we use a specification of the desired completeness, precision, and certainty (see below).
A specification of the current projected result. Some solution methods may only provide partial solutions. In the DVMT, nodes use different plans to produce different results, so the name of the current plan is sufficient to specify the current projected result.
Physical resources needed, for computing non-computational resource constraints. The DVMT, for example, uses information about the locations and types of sensors a node has.
Timing information. In modeling DVMT node activity using augmented goals, we include information about the projected start times, end times, and durations, as well as any associated deadlines.
We model the overall problem-solving responsibility of a DVMT node as a single "system goal" that contains information about the capabilities of a node (what type of sensors the node has and where they are located), the desired completeness (what types of vehicles the node is interested in and how much it is interested), required precision (how precise an answer is necessary -this may depend on the type of vehicle), and the certainty or minimum belief desired (which may also vary with vehicle type). Satisfaction of such a goal is not black-and-white, but is a continuum of degrees of satisfaction with different solutions.
As problem solving commences, each DVMT node builds a hierarchical, BB1-style control plan [20] that describes the set of concurrent tasks that the node is currently pursuing, for example, a node might be tracking two vehicles (using different methods) and looking out for any new vehicles (see Figure 4 and Figure 5 ). As the control plan is built, we model it by a series of control goals, which are augmented goals built hierarchically from the system goal. Control goals contain much of the same information as the system goal, but modified to their specific purpose and they do not carry capability information. In addition, they carry timing information (projected start time, end time, and durations) and information about any associated deadlines. They also carry information about what the projected result looks like (which may be different from the most satisfactory result). In some cases, control goals may also represent future goals of the system, whenever these can be ascertained. This structure, a hierarchically ordered set of augmented goals, is the model of current and future problem solving activity at a DVMT node.
The coordination relationships used by the generalized partial global planner are computed in this structure as follows:
Subtask: This information comes from the structure of the augmented goal tree itself.
Since parts of the tree are communicated hierarchically, it is relatively straightforward in the DVMT to connect new communicated goals into the proper subtask relationship to old goals.
Facilitates:
In the DVMT, one node may be tracking a vehicle, and the projected vehicle path enters another node's sensor area. The tracking goal of the first node then facilitates the second node's goal to find new vehicles. Another example, familiar from the original PGP, is when one node (perhaps because it has less data to work on) is able to process data more quickly and more carefully than another node, even though both have access to the data. The section of the augmented goal hierarchy in the first node facilitates the analogous section in the second node.
Overlap: In the DVMT, overlaps can be computed from the result specification in the goal. Figure 4 shows how augmented goal structures and coordination relationships model activity at two DVMT nodes. Node 1 has two concurrent tasks: the first is to find new vehicles that may be picked up by its sensors, and the second is to track vehicle V 1 of type "X". Before the current state, Node 1 had discovered V 1 , and had tracked it while determining what type of vehicle it was, and then began tracking it as a "X". Node 2 also has two tasks: the first to find new vehicles that may appear to its sensors, and the second to track and identify a new vehicle (tentatively named V 2 ) that just appeared. The generalized partial global planning coordination algorithm (described in detail in Section 5) directs the nodes to communicate the top-level augmented goals. This single augmented goal forms the core of one node's model of the other. Each new local abstract goal is then compared to this model, and certain relationships will trigger further communication. In Figure 4 , the new goal at node 2 (to identify V 2 )
Node 1 Node 2
facilitates the top-level goal of node 1 (which is node 2's model of activity at node 1). The calculation of the facilitates relation is done by projecting the vehicle path and comparing it to the sensor characteristics listed in the resource constraints of node 1's top-level goal. The generalized partial global planning algorithm states that this goal at node 2 should be communicated to node 1. Node 1 will add this goal to its model of node 2. The facilitative nature of the result in this case is a warning to node 1 that work will appear in the future, which node 1 can add to its future schedule of tasks. The facilitative relationship also effects node 2, which will commit to sending the result of the goal to node 1 at the time specified in the augmented goal. If something should go wrong (suddenly 10 new vehicles show up on node 2's sensors) node 2 will have to negotiate with node 1 if it must reschedule the earlier goal. Node 1 has not communicated any of its own subgoals to node 2 because it has discovered no relationships between its own subgoals and its model of node 2's activities that impact on coordination.
Generalized Partial Global Planning
The last item that we need to specify in our approach is the PGP algorithm itself. The original PGP algorithm orders intermediate goals according to their cost as computed from the cross-product of a vector of seven computable factors (such as redundancy, reliability, etc.) and global cooperation parameters that give a weight to the corresponding term in the calculation. In our approach, this information has been captured symbolically by the coordination relationships between augmented goals. We could reimplement most of the original PGP algorithm by using a hill-climbing local scheduler, and assigning a priority according to the original PGP evaluation function -however, we are instead using a more sophisticated local scheduler that can understand more complex constraints such as delays and deadlines. The exact relationship of each of the seven factors used in the original PGP evaluation function to our new representations is as follows:
Redundancy: Was the number of nodes that can perform this goal. The GPGP scheduler can use the equality and subtask relationships to examine redundancy.
Reliability:
Was the number of nodes that cannot perform this goal. This is the inverse of redundancy.
Duration:
Was the duration of the goal. This measure can be used by the GPGP local scheduler as well.
Predictiveness: Any goal with a duration of x could provide predictive information for a goal of duration y if x < y. The predictiveness measure was then the minimum activity distance (minimum number of sensed times) between the two goals. GPGP generalizes this concept to the facilitates relationship and considers it to be a domain-dependent relation. While we could use the original algorithm to compute the presence of this relationship, we in fact use a more complex algorithm that also takes into account future projections of vehicle tracks.
Locally-predicted:
Was the minimum activity distance between a goal and any goal to be executed before it. The effect of this measure was to keep a node from jumping around between times in constructing a track; extending an existing partial solution was preferred. The GPGP local scheduler can use the hierarchical construction of the goal hierarchy to avoid reordering the steps in constructing a track.
Independence: Was how many goals occurred before a given goal in the initial local node plan. This measure was intended to keep the PGPlanner from straying too far from the original local node plan ordering. The independence measure for each goal is constant, because it depends only on the initial local node plan, not on the position of the goal in the re-ordered plan. Goals later in the initial ordering have higher independence measures. Because the PGP algorithm used a swapping procedure to create a new ordering from the old, the higher independence measure made later goals harder to swap. The GPGP local scheduler receives local ordering preferences, and so it knows what local orderings were necessary, which may be negotiated, and which are only preferences. We are not supplanting the local scheduler with a separate PGPlanning scheduler, thus this relationship is not directly needed.
Diversity:
The diversity value of a goal was 0 if it did not derive redundant information, or if all goals following it derived redundant information. Otherwise, the diversity of a goal was measured by the minimum activity distance between the goal and the later non-redundant goals. The effect was to plan to do nonredundant work before redundant work. The GPGP coordination mechanisms detect redundancy through coordination relationships instead.
Any domain-independent coordination algorithm, based on our model of agent activity, must describe: what subset of the coordination relationships will be used; when an augmented goal should be communicated, and to whom; when a goal-satisficing result should be communicated, and to whom; when a coordination relationship is detected, what is done about it.
In designing the generalized partial global planning algorithm, we used the original PGP algorithm to make decisions about these questions. However, we wanted to take advantage of new characteristics of our environment that did not exist when the original PGP was designed, such as a real-time scheduler and approximate data processing algorithms [12] . Therefore we detect some coordination relationships that could never have occurred in the original system, and handle them appropriately. Thus the resulting algorithm is not only "generalized" because it is domain-independent, but also because it has been extended to react to new goal interactions.
We also wanted to take advantage of the hierarchical structure of the agent's activity model and reduce the amount of communication between agents by making decisions with the smallest context possible. Rather than communicate by broadcasting all active goals, as in the original PGP, agents broadcast only the roots of their augmented goal trees, and communicate more detailed information as it is needed, as indicated by the appearance of new coordination relationships.
What subset of the coordination relationships will be used? The generalized PGP algorithm is based on the subtask, facilitates, overlaps, and the temporal relationships (see Section 4) .
When should an augmented goal be communicated, and to whom? Top level goals ("system goals") are broadcast to all agents, in order to establish long term relationships and agent capabilities. Any augmented goal that overlaps or facilitates another agent's augmented goal should be sent to that agent. This notifies another agent of a potential interaction, based on the current perceived activities or role of the remote agent.
When should a goal-satisfying result be communicated, and to whom? If an agent has previously sent a goal to a remote agent because it detected a coordination rela-tionship, and that relationship still holds, then the satisfying hypothesis should be sent to the remote agent.
When a coordination relationship is detected, what is done about it?
If a remote goal is received that facilitates, but does not overlap, a local goal, then the remote goal represents future work on the facilitated local goal. The agent receiving this information may not even know that it has (will have) the facilitated local goal. The receiving agent should add a representation of the work required at the predicted time to the current local schedule, potentially delaying the facilitated local goal (see [11] for a discussion of how long to delay), and potentially changing the predicted duration or result quality of the goal. The remote agent who has the facilitating goal will commit to a communication deadline and minimum quality for the communicated result. If the remote goal both facilitates and overlaps, then there is redundant work occurring (because of the overlap) and the other agent can provide information to help the local agent (usually because it will complete the overlapping work sooner). The local agent should postpone work on the local goal until the remote agent sends its result. Finally, if a remote goal simply overlaps a local goal, then redundant work is occurring. If the remote goal is temporally before the local goal, the system can proceed as in the overlaps and facilitates case; otherwise, the system does not have enough context with which to make a decision. The original PGP algorithm would have used the static organizational structure of the agents to break the tie; we would prefer to enter into a negotiation with the remote agent, deciding who should handle the overlap based on several factors: which agent is less busy (measured in excess time available during the overlap), which agent will use less resources (measured in time allocated to accomplishing this goal during the overlap), and which agent will provide the best result (measured by the amount of goal satisfaction provided by the planned result). Note that it is possible that both agents working together may achieve the best result. It is fine for agents to be redundant if it increases their joint certainty, for example 4 . This case also covers the way the original PGP passed tasks to idle nodes -the idle node broadcast that it was idle (in this case, the goal to do any work), which would overlap with many local goals, and the decision was made by appealing to the static organizational structure.
A Scenario
Our implementation of the generalized partial global planning algorithm for the DVMT is encoded as a special set of control knowledge sources that handle when to send and receive goals and hypotheses and how to modify the local schedule given this information, as described above. We have done everything except implementing the overlapping negotiation protocol, because we want to evaluate several approaches to negotiation. The DVMT architecture used in the DVMT experiments is shown in Figure 5 , except that we did not use the real-time scheduler (instead, we used the old priority-based scheduler). The experiments done with the simulator, described next in Section 6.1 were done with the real-time scheduler.
There were five PGP-like rules, implemented as control knowledge sources: Avoid useless redundancy with other nodes. Whenever a goal overlap is detected between a local and external goal, then in many cases only one agent should continue work on the shared goal (the major exception being reliability, discussed next). Which node should continue to work on the goal can be decided from other PGP heuristics (like 'minimize durations' below), or from applicability to the system goals (the goal may be more useful to one node than the other).
Build reliable solutions. By this we mean be redundant to increase certainty in something. Two nodes with the same system goal might both analyze the data in an overlapping area, whereas agents with different system goals might let one or the other handle it. PGP never really did this.
Minimize durations.
In the case where more than one agent has an equivalent goal, then let the one with the shorter predicted duration do it.
Provide predictive information to other nodes. Whether a goal is predictive with respect to another is one of the basic domain goal relationships.
Perform regular problem solving. Follow the local control plan.
The following PGP relations are handled by the local control plan: keep local order if possible (independence), extend tracks in time order (locally-predicted), avoid intranode redundancy (diversity). These deal with reordering local plans-but we are not constructing plans, but merely exchanging goals.
To evaluate our algorithm in the DVMT domain, we constructed the scenario shown in Figure 6 . The "vehicles" in the scenario are various aquatic creatures and waterfowl. One of the high-level system tasks involves protecting fish from fish-eating ducks. This includes detecting both fish and ducks and notifying the fish of potential duck attacks in time for the fish to escape. Another task involves simply tracking any pigeons in the area and displaying the tracks accurate to within certain spatial and temporal guidelines. These tasks are specified by system goals (see Section 4). The scenario demonstrates several issues that were not relevant to the original PGP and DVMT, and that were discussed in Section 3. Fish-protectors and pigeontrackers are heterogeneous agents that have different utilities for the same data (see the discussion of satisfaction in Section 4). The hard time deadlines allow experiments with real-time performance and the use of approximate processing methods to give each dynamic agent a choice of different problem solving methods. The mapping from "realworld time" to processor time is left deliberately unspecified -experiments can be constructed by varying how tightly pressed for time the agents are. The environmental data for the scenario will give the agents just cause for altering their plans during problem solving. Finally, the distribution and timing of the scenario provides several opportunities for the agents to negotiate.
In our initial experiments, which did not include negotiation, we concentrated on the number of communications that occurred during this scenario. Table 1 shows the actual amount of communication that occurs at each node using the generalized PGP algorithm, and the amount of communication that would occur using the original PGP algorithm (computed by hand simulation). These initial experiments show the reduction in communication achieved by using a hierarchical goal structure. Only communications between nodes were measured; because we hand simulated PGP we cannot state anything about the quality of the solution (but see the next section). They also show that it is possible to conceptualize the problem in the terms of generic coordination relationships. They do not show the effect of real-time, dynamic methods, heterogeneous agents, or negotiation, but the experiments described in the next section add the real-time local scheduler and dynamic choice from multiple methods.
Simulation
Rather than arrive at a version of the GPGP coordination algorithm that was optimized for the DVMT, we are currently fleshing out our conceptual model into a set of analytic components based on general characteristics of the problem solving environment, the task being performed, the agents, and quantitative properties of the coordination relationships (such as how likely they are to appear and how significant are their effects). To experimentally verify our formulations we are taking a tack somewhat between the analytical but perhaps too simplified approach of Malone [29] and the nonanalytical but probably too specialized approach of the DVMT, by using a statistical simulation of a large class of CDPS environments.
The simulation is driven by a task environment model constructed as briefly discussed in Section 4. In the experiments below, there were two task classes. One class of tasks had a mean time between arrivals of 40% less than the other. Facilitation relationships are generated between tasks with a base probability that decreases linearly with the difference between task arrivals. Each agent uses a highly sophisticated "design-to-time" (DTT) real-time local scheduler based on the concept of approximate processing [17, 12] . The DTT scheduler will choose a method for a task based on the amount of time available for that task and the other tasks currently on the agenda. The DTT scheduler may change the method being used during execution as a task monitoring point; in the experiments described here 50% of the work done before changing methods is lost. The DTT scheduler is boundedly rational for deadline constraints, and was modified to be boundedly rational for delay constraints. Each class of tasks had 5 methods of varying quality and duration; each task execution was monitored by the DTT scheduler three times. The actual duration and quality values for each method for each task are randomly generated from normal distributions with means equal to the estimated values and variances as specified for the method/task combination. The shared global utility function by which agents are judged is the total quality of their individual task solutions. The design-to-time scheduling algorithm used by each agent ensures that under normal circumstances (a required utilization of less than 3) less than 2% of the tasks ever miss a deadline. This is a property of the existence of low cost/low quality approximations.
Observations in the simulation experiments were made from average responses over 5 statistically generated runs of 1000 simulated world time units. The number of tasks that actually are generated depends on their arrival rate, which was varied. We also varied the a priori likelihood of a facilitates relationship between two tasks of the same class and the significance of the effect it has on the time of the facilitated tasks (called the power of the CR and measured by the percent reduction in time facilitated).
Each run consists of two sets of 4 agents. Each of the two agent-sets receives exactly the same set of tasks at exactly the same times -one agent-set uses the original DTT scheduling algorithm and no communication, the other agent-set uses the DTT scheduling algorithm modified to be delay-boundedly rational and to always detect and communicate coordination relationships. Each of the four agents in each agent-set receives precisely the same set of tasks as its counterpart in the other agentset. The coordinating agents do not enter into negotiation upon failures but rather simply break a failed commitment.
The experiments focused on two of the quantitative properties of facilitates: how likely it is to appear and how significant is its effect. The primary performance metric is the average percentage increase in quality (APQI) in each pair of agents that received the same task set (a paired response). The other variable that was manipulated was the mean time between arrivals of the tasks; we can then compare relative increases in quality based on the average utilization required by that set of tasks. When the average required utilization is greater than 1, it means that it is impossible to complete all tasks without approximating some of them.
There are three characterizations of this simulated environment that make it different from the actual environment of a system such as the DVMT:
In interpretation environments like the DVMT, not all tasks need to be done, but in our simulation they do.
Our simulation assumes that approximating a result has only a local effect on quality, as opposed to reducing the quality of a whole group of related tasks.
Our simulation does not contain a model of the relationship between the fact that a task does or doesn't need to be done, and the fact that a facilitates relationship does or doesn't exist (goal compatibility).
On the other hand, our measurements are against a real-time scheduling algorithm that likewise does not take these factors into account. Finally, the addition of such structure to tasks begs the addition of new coordination relationships (especially subtask).
Our initial results [11] are based on the detection of, and coordination by, the facilitates coordination relationship only. They show that the effect of detecting this CR on overall performance goes up with both the strength-of-effect and a priori likelihood of the CR, and that coordination can have a negative effect when the strength-of-effect is low (see Figure 7) . Our results also show that coordination via facilitates is more important when agents are under time pressure. 
Conclusions
This paper presented an approach to the design of distributed coordination strategies using a set of domain-independent coordination relationships and augmented goal structures. The contents of the goal structures and the methods used to compute the relationships are domain-dependent. They represent the activities of distributed agents and the subproblem interactions between them. The model was realized in the DVMT. A domain-independent distributed coordination strategy, called generalized partial global planning, was shown based on the original PGP algorithm, but was extended to reduce the amount of communication required. The strategy is currently being extended to handle a more complex environment, and to take advantage of more complex problem-solving methods. Experiments are currently being conducted to examine the effect of each coordination rule on each agent's computational load, communications load, and problem-solving results [11] . Each coordination rule should be considered a "temporarily settled question," subject to being reopened in the domain setting [18] . This idea leads to extending a coordination strategy so that agents can negotiate about the strategy itself. For instance, in a real-time situation, an agent with a predicted bottleneck might restrict messages from other agents during the bottleneck.
One of the most basic questions that one can ask about the behavior of an intelligent agent, or the behavior of a collection of agents, is the effect that the environment, task, and architecture have on their individual or collective behavior. We would like to explore the nature of the interactions between the problem solver, the problem being solved, and the environment. We could re-run all the previous PGP experiments on GPGP, but for what purpose? Since GPGP is designed to be applicable in a wide range of environments and task domains, we believe it is more useful to try to build a model of the effects of coordination relationship that arise and the coordination behaviors the algorithm produces. Such a model will enable us to predict how the algorithm would perform in situations different from the DVMT, and also help explain the situations under which it gives poor performance. In order to build predictive models of how to best coordinate in an environment, we need to decide how to characterize the environment with respect to the behaviors in which we are interested [4] . This process includes both deciding what aspects need to be represented, and to what accuracy. We are performing such an environmental assessment for what we contend is a large class of agent architectures and tasks, using a simulation model. This simulation model is more complex than an analytical queueing theory based model [29] because it allows for non-independent tasks with multiple possible solution methods, and heterogeneous agent characterizations.
Finally, we are examining formal characterizations of local agent behavior, such as local scheduling algorithms. These characterizations include both standard conceptions of rational scheduling behavior and boundedly rational scheduling behavior where computer or human agents may have to satisfice and deal with non-local uncertainties in local scheduling constraints.
