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Available online 26 October 2016In this paper, we present a method to deal with poorly dated site inventories for purposes of (supra-) regional
settlement pattern analysis. We created a site database for the Roman period in the Dutch River Area on the
basis of existing digital inventories, and analyzed the quality of dating information provided in those inventories
in order to better understand the development of settlement patterns during the Roman period. We did this by
applying principles of aoristic analysis, dividing the time spans assigned to each registered artefact over the ar-
chaeological periods considered, and then simulating the probability of ﬁnds belonging to a speciﬁc archaeolog-
ical period. Using this method, it is possible to judge the quality of dating information per site, and to analyze
patterns of settlement density and site location while taking into account the uncertainty of dating information.
Our analyses broadly conﬁrm earlier studies, but they also provide a more solid, quantitative basis to previous
work. Furthermore, they highlight the limitations of using the currently available information for settlement
pattern analysis.
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Netherlands1. Introduction
The ‘Finding the limits of the limes’-project aims to apply spatial
dynamical modelling to reconstruct and understand the development
of the cultural landscape in the Dutch part of the Roman limes zone
(Fig. 1). It focuses onmodelling economic and spatial relations between
the Roman army and the local population, in particular the interaction
between agriculture, animal husbandry and wood management, and
the related development of settlement patterns and transport networks
in the area.
In this paper we will focus on a crucial issue in developing this pro-
ject, the construction of an up-to-date and reliable inventory of archae-
ological sites in the region. In many projects dealing with regional or
supra-regional analysis of settlement patterns, site inventories are
used as a basic source of information. Commonly, the selection of infor-
mation to be used for analysis is restricted to those sites that are sup-
posed to have a certain level of reliability. However, it is usually
incompletely speciﬁed how this assessment is arrived at, making it im-
possible to judge on a site-by-site basiswhat thedifferences in quality of
information are, and what criteria have been applied to keep or discard), ivo.vossen@anteagroup.com
j.a.joyce@vu.nl (J. Joyce).
. This is an open access article undera particular site for analysis. In this paper, we present a method for ap-
proaching chronological uncertainty in our dataset in amore formalized
and ﬂexible way, and we will illustrate its potential by showing how
dating quality inﬂuences the results of settlement pattern analysis.2. Background: uncertainty of archaeological site inventories
In a recent paper, Cooper and Green (2015) pointed out that digital
archaeological datasets are complex collections of information derived
from a multitude of sources, collected over long periods of time and
with different methods of data collection. In that sense, they are a
statistician's nightmare, or to put itmore positively, it is datawith ‘char-
acter’. Nevertheless, archaeologists are using these inventories almost
on a daily basis to make sense of settlement patterns in space and
time. The attention paid to analysis of the inherent uncertainties in
those data, and to understand the consequences of those uncertainties
on further analysis and interpretation, is usually limited. Typically, it is
stated that archaeologists have done their utmost to collect only those
data that are reliable, often without a clear deﬁnition of what this
reliability constitutes. A few exceptions to this rule can be found (e.g.
Mischka, 2008; Crema, 2012; Bevan et al., 2013; Bronkhorst and
Seubers, 2015), but in general the issue is either ignored, or not taken
to its consequence, i.e. that uncertainties in the data must inevitablythe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Fig. 1. Overview of the study area.
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gists have been pretty bad at doing sensitivity analysis on their datasets.
Within the context of site inventories, the main data quality con-
cerns are related to the dating, interpretation and location of the deﬁned
objects (the ‘sites’). As an additional concern, there are uncertainties re-
garding the source material: archaeological site inventories are never
‘raw data’ collections. The original materials are either destroyed, or
are placed in repositories, and even the related documentation (ﬁeld
notes, drawings, photographs etc.) is often unavailable, will be stored
andmanaged bymultiple owners, and can be in both analogue and dig-
ital form.
Clearly, in a project like ours that aims to analyze Roman settlement
in an intensively researched area of approximately 50 × 150 km, and
where research has been done by over 100 different organisations and
individuals using methods ranging from ﬁeld survey, metal detection
and soil survey up to full-scale excavation, it would be impossible to
‘correct’ all the uncertainties, even though the Netherlands have a na-
tion-wide database of reported archaeological ﬁnds. However, we
were forced to think carefully about specifying the uncertainties in the
data at our disposal, and to make our own processes of classiﬁcation
and interpretation as transparent as possible. A key issue in this has
been the construction of a database that not only contains the
interpreted end product (the ‘site distributionmap’), but that also offers
access to the lower levels of information, and that applies a standardized
protocol for attaching quality labels to the data.3. The dataset: creating a sites database from ﬁnd spots
Data on Roman ﬁnds for the area east of Utrecht up to the German
border was already collected by Ivo Vossen in the mid-2000s. We
have updated this database and extended it to the area to the west of
Utrecht, mainly using information from the national database ARCHIS,maintained by the Rijksdienst voor het Cultureel Erfgoed (National
Cultural Heritage Service RCE).
Archaeological information in ARCHIS is stored at the level of indi-
vidual observations (‘ﬁnd spots’). It is therefore necessary to aggregate
information coming from the same location into archaeological sites.
For example, a particular location might over the course of the years
have been visited several times by local amateurs, to be subsequently
investigated by professional archaeologists, who then decided to exca-
vate part of it. All this information is coming from the same site, and
should therefore be part of the site's description. So, the ﬁrst quality cri-
terion applied is a simple rule of thumb, already deﬁned by Bloemers
(1978) and also applied by Willems (1986), Van Es (1994) and Vos
(2009): when 10 or more ‘Roman’ ﬁnds have been found on the same
location - but not necessarily at the same moment - this location qual-
iﬁes as an archaeological site in the database. While the deﬁnition of
an archaeological site can of course be debated (see e.g. Dunnell,
1992), we have decided not to challenge the existing system of site def-
initions for reasons of compatibility with earlier studies. Implicitly, we
therefore assume that a site is a spot with sufﬁcient accumulation of ar-
chaeological material to infer human activity on this location at a partic-
ular point in time.
While locational uncertainties do exist in the data, they are usually
not very serious; most observations have a locational precision of up
to 10 m, and hardly any observations were found with locations that
were less precise than 100 m. For this reason, we have not taken any
specialmeasures to correct for locational uncertainty apart fromexclud-
ing themost imprecise observations.We have then grouped together all
observations within a 250 m radius from the centre of the site, which is
often being cited as a reasonable estimate of a Roman rural settlement's
territory (Nuninger et al., 2016). Note that this is a larger area than used
by Bloemers (1978) and Willems (1986), who employed a 200–250 m
distance between ﬁnd spots, based on the maximum size of excavated
settlements.
Table 2
Calculation of aoristic sum and probability of co-existence ofﬁnds on the basis of three dif-
ferently dated ﬁnds.
Period ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
FIND 1 IJZL– ROM (700 years)
P[ti] 0.66
P[ti] 0.12 0.29 0.26
P[ti] 0.05 0.06 0.11 0.17 0.11 0.14
FIND 2 ROMVA – ROMMA (162 years)
P[ti] 1.00
P[ti] 0.51 0.49 0.00
P[ti] 0.23 0.28 0.49 0.00 0.00 0.00
FIND 3 ROMMA – ROMLA (280 years)
P[ti] 1.00
P[ti] 0.00 0.71 0.29
P[ti] 0.00 0.00 0.29 0.43 0.29 0.00
Aoristic sum 0.28 0.34 0.89 0.50 0.40 0.14
p(0) 0.78 0.68 0.32 0.47 0.63 0.86
p(N0) 0.22 0.32 0.68 0.53 0.37 0.14
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site’. Ivo Vossen took the observation with the highest number of ﬁnds
as the ‘central observation’, and we adopted this criterion as well. We
could also think of using kernel density estimates to ﬁnd the centres of
gravity as a more objective way of determining the site's centre, or of
using amore advancedmethod such as theDBSCAN clustering algorithm
(Ester et al., 2009) to isolate clusters from noise. However, a certain
amount of expert judgement remains necessary because in some cases
the actual centre of the site is known through excavation. It is, therefore,
the element of our site database that will be the easiest to criticize; and
for this reason, it is important to have access to the basic information
about the actual ﬁnd spots included, and to the available documentation.
The ﬁnal site database is a list of 1322 site centroids, linked to all as-
sociated observations, and to all associated documentation. While in
over 90% of cases this only includes observations registered in ARCHIS,
there is no limitation to adding extra information.We did however con-
ﬁne ourselves to collecting information that is publicly available, which
includes digital grey literature in the DANS repository (http://easy.dans.
knaw.nl) and published inventories by Roymans (2004), Nicolay
(2007), Vos (2009), Van Dinter (2013) and Heeren and Van der Feijst
(2016). The list of sites is therefore nomore and no less than a reasoned
interpretation of the currently available information, which can be eas-
ily updated whenever new information becomes available.
4. Addressing uncertainty in site dating
Having this set of ‘approved’ sites, the real issues thenwere to estab-
lish a more precise dating and interpretation of the sites identiﬁed. In
this paperwewill only dealwith the chronology issue; a separate article
on deﬁning interpretations will follow. The ﬁrst question to tackle was
how to assess the quality of information for each of the entries. The
number of observations per site can vary enormously, as can the num-
ber of reported ﬁnds. Furthermore, the level of detail of description of
the observations is variable, even when it is highly standardized.
An important feature of theARCHIS registration system is that it only
recognizes archaeological periods, and does not accommodate exact
dating. The periods can be speciﬁed at three levels with different time
spans attached (Table 1). If, for example, an artefact is dated ‘IJZL –
ROM’, then its time span is 700 years, and an artefact dated ‘ROMVA –
ROMMA’ has a time span of 162 years. We want to stress here that the
time span does not say anything about the actual point in time that
the ﬁnds were deposited; it is just the time span during which these ar-
tefacts may have been deposited.
The speciﬁcity of dating in three levels in the ARCHIS database is
more difﬁcult to interpret and use. It seems to have been introduced
for use with very unspeciﬁc ﬁnds categories (e.g. ‘Roman hand-made
pottery’), and to have been entered in a rather haphazard way into
the ARCHIS database. At best, it can therefore be seen as an expert-
based indication of uncertainty about the dating of the material, or as
an unwillingness to provide more speciﬁc information. A typical exam-
ple is site #757 in our database, wheremention ismade of 230 sherds of
hand-made pottery and 70 pieces of ‘ceramic building material’ dated
‘ROM’. It is of course highly unlikely that such a large amount of sherds
could not have been datedmore speciﬁcally, but it is all the informationTable 1
ARCHIS periods and associated time spans.
PERIOD IJZ
Iron age
ROM Roman
IJZL
Late iron age
ROMV
Early Roman
– ROMVA ROMVB
Date 250–12 BCE 12 BCE–
25 CE
25–70 CE
Time span 238 37 45that was registered, and the accompanying publication is an internal re-
port that is not publicly accessible. For our purposes, however, it is un-
necessary to further distinguish between levels of speciﬁcity, since the
time spans already capture the uncertainty of dating.
Crema (2012) showed that these time spans can be easily translated
into probabilities of existence during a particular period of time, using
the equation
P[ti] = Δti/Δτwhere
ti = a given portion of time (‘event’); and
τ= the time span.
In order to obtain a probability of dating for thewhole assemblage in
a site, we then need to combine the different uncertainties. In aoristic
analysis (Ratcliffe, 2000; Johnson, 2004), the individual probabilities
per event are summed to obtain total probabilities per event (the aoris-
tic sum, ΣP[ti]). In the example given in Table 2, the aoristic sum for the
ROMMA period is 0.11+ 0.49+ 0.29= 0.89. This provides an estimate
of the number of ﬁnds per time period if they are distributed evenly ac-
cording to their dating accuracy.
However, since artefacts can of course only belong to one period, a
more sophisticated approach is needed to correctly estimate the proba-
bility of ﬁnds co-existing during a particular period (Crema, 2012). This
can be done by considering the probabilities of all possible permuta-
tions. The probability p(0) of all three available ﬁnds not belonging to
the ROMMA period is (1–0.11) · (1–0.49) · (1–0.29) = 0.32. The recip-
rocal of these (0.68) is the probability p(N0) that at least one ﬁnd dates
to the ROMMA period.
However, calculating all possible permutations will quickly become
computationally prohibitive with larger datasets. It is therefore better
to estimate the distribution of ﬁnds over the time periods through
some form of Monte Carlo simulation (Crema et al., 2010). The average
number of simulated ﬁnds per time period will then be the same as the
aoristic sum – but the simulations will also tell us the probability of, forROMM
Middle Roman
ROML
Late Roman
ROMMA ROMMB ROMLA ROMLB
70-150 CE 150-270 CE 270-350 CE 350-450 CE
80 120 80 100
Table 3
Dating of ﬁnds for site #126.
OBS# IJZL ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB NFINDS Span
1 0.00 0.00 0.00 0.00 0.00 0.44 0.56 1 180
2 0.00 0.00 0.00 0.40 0.60 0.00 0.00 1 200
3 0.00 0.00 0.00 0.40 0.60 0.00 0.00 1 200
4 0.00 0.00 0.00 1.00 0.00 0.00 0.00 1 80
5 0.00 0.00 0.00 1.00 0.00 0.00 0.00 1 80
6 0.00 0.00 0.00 1.00 0.00 0.00 0.00 2 80
7 0.00 0.00 1.00 0.00 0.00 0.00 0.00 1 45
8 0.00 0.02 0.03 0.05 0.08 0.05 0.07 1 1512
9 0.00 0.02 0.03 0.05 0.08 0.05 0.07 1 1512
10 0.00 0.08 0.10 0.17 0.26 0.17 0.22 Unknown 462
11 0.00 0.08 0.10 0.17 0.26 0.17 0.22 Unknown 462
12 0.00 0.08 0.10 0.17 0.26 0.17 0.22 1 462
13 0.00 0.08 0.10 0.17 0.26 0.17 0.22 1 462
14 0.00 0.08 0.10 0.17 0.26 0.17 0.22 5 462
15 0.00 0.23 0.28 0.49 0.00 0.00 0.00 1 162
16 0.00 0.45 0.55 0.00 0.00 0.00 0.00 2 82
17 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1 37
18 0.09 0.01 0.02 0.03 0.04 0.03 0.04 1 2800
19 0.74 0.12 0.14 0.00 0.00 0.00 0.00 1 320
20 0.74 0.12 0.14 0.00 0.00 0.00 0.00 3 320
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to attach levels of ‘belief’ to a time period being represented by 10 or
more ﬁnds (or any other number).
The actual simulationswere done using a Python script comparing a
random number to the probability per time period for each ﬁnd. If this
probability was lower, then the ﬁndwas classiﬁedwithin the time peri-
od, and this procedure was repeated 1000 times for all ﬁnds (see
Appendix A).
We will illustrate this with a simple example. Site #126 in our data-
base contains 20 observations of ﬁnds with the probabilities per time
period given in Table 3. When the number of ﬁnds is registered asTable 4
Simulation results for site #126. Cell values indicate the number of simulation runs with
the speciﬁc number of ﬁnds associated to each period (e.g. 41 runs with 10 ﬁnds linked
with period ROMMA).
NFINDS IJZL ROMVA ROMVB ROMMA ROMMB ROMMLA ROMLB
0 3 0 0 0 10 95 47
1 39 70 20 0 53 235 155
2 222 200 141 0 169 312 263
3 392 302 242 0 238 215 257
4 324 239 290 31 214 103 160
5 20 123 194 140 185 29 84
6 0 52 74 226 83 9 27
7 0 10 33 261 36 2 7
8 0 4 3 194 11 0 0
9 0 0 2 96 1 0 0
10 0 0 1 41 0 0 0
11 0 0 0 7 0 0 0
12 0 0 0 4 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0
21 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0
24 0 0 0 0 0 0 0
25 0 0 0 0 0 0 0
26 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0
Average 3.06 3.36 3.89 6.96 3.73 2.13 2.72
Aoristic sum 3.06 3.38 3.89 6.99 3.74 2.14 2.67‘unknown’, we have considered this as evidence for at least one ﬁnd.
The total number of ﬁnds for this site is therefore 28. The results of
1000 simulations for this site are given in Table 4.
From this, we can see that the highest numbers of simulated ﬁnds
are found in the ROMMA period. Despite the availability of 28 ﬁnds
however, the probability that one single sub-period has N10 ﬁnds is
very low – only for the ROMMA period, we have a 5.2% probability of
10 or more ﬁnds.
The simulations also allow us to analyze whether the number of
ﬁnds is likely to increase or decrease from one period to the next
(Table 5). For example, in 895 of the 1000 simulations, the number of
ﬁnds attributed the ROMMA period is higher than the number of ﬁnds
attributed to the ROMVB period. This conﬁrms the pattern that we can
observe from the aoristic sum, with a clear increase in ﬁnds in the
ROMMA period, followed by a marked decline in the ROMMB and
ROMLA periods.
To get a better grip on the quality of dating per period, we can then
divide the aoristic sum per period by the number of ﬁnds per period:
D[ti] = ΣP[ti]/n[ti] where
n = the number of ﬁnds registered in event [ti].
In the example of site #126 this means that we only have 5 ﬁnds out
of 28with evidence for the Late Iron Age, but these are quite speciﬁcally
dated (Table 6). For the Roman period, we havemore ﬁnds, but they areTable 6
Dating quality per period for site #126.
IJZL ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
Aoristic sum 3.06 3.38 3.89 6.99 3.74 2.14 2.67
Relative aoristic
sum
0.11 0.12 0.14 0.25 0.13 0.08 0.10
Number of ﬁnds 5 20 20 19 14 13 13
Dating quality 0.61 0.17 0.19 0.37 0.27 0.16 0.21
Table 5
Number of simulationswith increase, stability and decrease inﬁndnumbers per period for
site #126.
ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
Increase 424 493 895 68 184 527
Stability 223 186 61 77 129 148
Decrease 353 321 44 855 687 325
Table 9
Number of settlements with probability N0.5 of having N1, 5 or 10 ﬁnds per period (based
on simulation results).
IJZL ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
1–5 173 233 227 240 233 232 207
5–10 65 116 122 140 121 118 125
≥10 282 278 332 503 567 329 361
Table 7
Pairwise uncertainty matrix for site #126.
IJZL ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
IJZL –
ROMVA 0.15 –
ROMVB 0.17 0.65 –
ROMMA 0.01 0.19 0.23 –
ROMMB 0.01 0.22 0.26 0.46 –
ROMLA 0.01 0.28 0.33 0.37 0.57 –
ROMLB 0.01 0.25 0.30 0.34 0.51 0.87 –
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Middle Roman A period is much better than for the other Roman sub-
periods.
We can also create a pairwise uncertaintymatrix (Bevan et al., 2013)
to understand which periods are most likely to contain confusing dat-
ings. This can be done by comparing the proportions attributed per pe-
riod for each artefact, using the following equation:
Ujk ¼∑
n
i¼1
minðPij; PikÞ∙2
Pij þ Pik:
where:
i = artefact i of n
j = period j
k = period k
Pij = probability attributed to period j for artefact i
Pik = probability attributed to period k for artefact i
n = total number of artefacts
The resulting matrix describes the average shared temporal uncer-
tainty between each pair of periods, with 0 indicating no shared uncer-
tainty, and 1indicating identical probabilities in all cases. Table 7 shows
the results for site #126, fromwhich it is clear that there is considerable
uncertainty for the ROMLA and ROMLB datings, as well as between the
ROMVA and ROMVB datings.
The approach outlined above is very effective for highlighting dating
problems in the dataset, and can be used to give rankings of dating reli-
ability to sites for each individual time period. This is exactly what we
were aiming for, since we are interested in better understanding settle-
ment patterns through time in the study area.Wewill now give two ex-
amples of how we have used this in our analyses.
5. Application to site density estimates
The development of settlement density in the Dutch Roman limes is
traditionally thought to be as follows: after the inclusion of the area in
the Roman Empire around 15 BCE, the ﬁrst few decadeswere character-
ized by low population densities, much comparable to the preceding
Late Iron Age. The inﬂux of an elite of Germanic newcomers (Batavians
and Cananefates) is thought to have been modest (Roymans, 2004;
Willems and Van Enckevort, 2009), and it is only after the Batavian re-
volt in 69–70 CE that the Romans take ﬁrmer control of the area. The re-
lated rise in the number and size of settlements in the Middle Roman A
(70–150 CE) period has been extensively documented, and settlement
densities are thought to have been highest in the second half of the
2nd century AD, followed by a gradual decline in the 3rd century. Settle-
ment densities at its peak are thought to have been in the order of 1–2Table 8
Distribution of dating quality over the 1088 settlements. The average span is the average of
the dating spans of all artefacts per site.
Dating quality Average span Number of sites Proportion of sites
Good b350 years 318 29.2%
Average 350–700 years 481 44.2%
Poor N700 years 289 26.6%settlements of 1–2 farmsteads per km2 in the inhabitable areas, plus a
substantial minority of larger sites, possibly equating to a rural popula-
tion of 50,000–80,000 people (Willems, 1986; Vossen, 2003). After the
collapse of the limes defense line around 275 CE and the subsequent
restructuring of the Roman provinces after 293 CE, the archaeological
evidence points to a drastic decline in settlement density, leaving
large areas virtually depopulated. In recent years, evidence is mounting
that Early Roman population ﬁgures may have been higher than was
previously assumed. One factor in this is the predominance of locally
produced hand-made pottery, that cannot be distinguished from its
Iron Age forebears with any precision (Van den Broeke, 2012). New in-
formation resulting from metal detection, however, and in particular
ﬁnds of early ﬁbulae, a category that has a relatively high chronological
resolution (Heeren and Van der Feijst, 2016), points to the numerical
importance of Early Roman material.
In total, 1088 sites classiﬁed as settlements in our database were
subjected to analysis. On the basis of the distribution of average dating
spans of artefacts per site, we have distinguished between three catego-
ries of dating quality, ‘good’, ‘average’ and ‘poor’ (Table 8). A well-dated
site is one that has mostly artefacts covering a short time span. Howev-
er, since the average span can be greatly inﬂuenced by the occurrence of
a fewﬁndswith large spans, the span value itself is not very informative,
and the division in three classes presented here is therefore based on
the distribution of the average span values in the site database.
After running the simulations as described in section 4, the number
of sites that show evidence of 10 ormore ﬁnds in a speciﬁc sub-period is
much lower. For thepurposes of this analysis, we have only included the
sites where the simulated probability of 10 or more ﬁnds in a speciﬁc
period is greater than 0.5; this is a total of 636 sites (58.4%), and can
be considered the sample of sites where a majority of the simulations
shows sufﬁcient evidence of occupation in one or more speciﬁc periods
(Table 9). This cut-off point is admittedly arbitrary; at 0.8, the number of
sites included is 595 (54.6%), and at 0.99 it is 482 (44.3%).
A very clear pattern of site density development emerges from this,
indicating a 19% rise in the number of sites in the Early Roman B period,
followed by a 52% increase in theMiddle Roman A period, and a 42% de-
cline in the Late Roman A period (Table 10). Similar trends can be ob-
served when increasing the simulated probabilities of 10 or more
ﬁnds to 0.8 or 0.99. When looking at the sites with less simulated
ﬁnds, these trends are blurred. When we consider all sites with a N0.5
probability of ≥1 and b5 ﬁnds, the distribution of sites over the periods
is very even, with only a clear increase from the Late Iron Age to Early
Roman A period
For the category of sites with a N 0.5 probability of 10 or more simu-
lated ﬁnds, the number of sites with poor dating is around 27% for the
Middle Roman B period, but it rises to about 34% for the Early Roman
A and Late Roman A and B periods (Table 11). The number of well-
dated Late Roman sites is remarkably low (10%). This is a clear signTable 10
Increase/decrease of settlements with probability N0.5 of having N1, 5 or 10 ﬁnds per pe-
riod (based on simulation results).
ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
1–5 34.7% –2.6% 5.7% –2.9% –0.4% –10.8%
5–10 78.5% 5.2% 14.8% –13.6% –2.5% 5.9%
≥10 –1.4% 19.4% 51.5% 12.7% –42.0% 9.7%
Table 13
Changes in number and proportion of settlements with probability N0.5 of having N10
ﬁnds per period (based on simulation results).
ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
New 124 57 188 82 1 41
30.5% 17.0% 36.2% 14.0% 0.2% 11.1%
Continuity 154 275 315 485 328 320
37.9% 82.1% 60.6% 82.9% 57.7% 86.5%
Abandonment 128 3 17 18 239 9
31.5% 0.9% 3.3% 3.1% 42.1% 2.4%
Table 11
Distribution of dating quality of settlements with probability N0.5 of having N10 ﬁnds per
period (based on simulation results).
IJZL ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
Poor 43.3% 34.2% 31.0% 27.0% 28.7% 34.0% 33.8%
Average 45.4% 46.8% 46.7% 45.7% 44.8% 54.1% 56.0%
Good 11.3% 19.1% 22.3% 27.2% 26.5% 11.9% 10.2%
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cially Middle Roman datings, which points to a potential overestimate
of the number of sites with a Late Roman dating in the database.
When removing the poorly dated sites from the analysis, however, the
general trend remains the same, be it with a somewhat larger decline
of 46% in the Late Roman A period.
For the Late Iron Age, the number of sites with poor dating is also
quite high (43%). This is due to the fact that the Late Iron Age is not
subdivided in the ARCHIS classiﬁcation system. This is also reﬂected in
the change in site densities from the Late Iron Age to the Early Roman
period, which appears more marked when only taking into account
the well-dated sites. The lack of well-dated Late Iron Age ﬁnds could
thus potentially misrepresent the actual changes in site density.
Considerable between-period confusion is shown by the average
pairwise uncertainty matrix (Table 12) for all sites with probability
N0.5 of 10 or more simulated ﬁnds. While the Late Iron Age datings
are generally well-separated from the Roman ones, the shared uncer-
tainties are relatively high for the other periods, with an obvious confu-
sion of ROMVA-ROMVB and ROMMA-ROMMB datings that is most
probably due to a high frequency of ﬁnds that are only dated ROMV or
ROMM. We should however point out that the uncertainty measures
developed by Bevan et al. (2013), which were also used by Crema
(2015), are dealingwith somewhat different datasets, i.e. survey counts
of potsherds, resp. individual pit-houses. In our case we are confronting
a more complex situation, where ‘proof’ of occupation depends on the
probability of occurrence of a minimum number of artefacts. Crossing
the threshold of ‘belief’ can be achieved by either the occurrence of a
limited amount of well-dated artefacts, or a larger number of not-so-
well-dated ones. The pairwise uncertainty matrix can be helpful to un-
derstand on a site-by-site basis which situation applies. However, when
applied to the whole dataset, it will not immediately reveal the prob-
lems associated with the Late Roman period datings at the site level,
and instead emphasize the uncertainties for the Early and Middle
Roman period at the artefact level.
The simulations can also tell us something about the possible conti-
nuity of occupation, as reﬂected in changes in numbers of sites with a
N0.5 probability of 10 or more ﬁnds (Table 13). Setting the threshold
at 0.8 or 0.99 reduces the total number of sites included, but does not
change the general trends. We can observe that from the Late Iron Age
into the Early Roman A period, the proportions of decrease and increase
are quite similar. This would point to a situation where abandonment,
continuity and new occupation occur simultaneously. From the Early
Roman B period onward, we see very little evidence of abandonment,
followed by an enormous increase during the Middle Roman A period.
This continues into the Middle Roman B period, followed by a dramaticTable 12
Average pairwise uncertainty for all sites with probability N0.5 of 10 or more simulated
ﬁnds.
IJZL ROMVA ROMVB ROMMA ROMMB ROMLA ROMLB
IJZL –
ROMVA 0.12 –
ROMVB 0.13 0.73 –
ROMMA 0.16 0.37 0.46 –
ROMMB 0.20 0.27 0.32 0.62 –
ROMLA 0.19 0.39 0.44 0.54 0.44 –
ROMLB 0.22 0.34 0.38 0.48 0.49 0.44 –decrease in the Late Roman A period, pointing to large-scale abandon-
ment of settlements, although a substantial number still survives. Find
numbers then pick up again in the Late Roman B period, even when
the absolute numbers are not comparable to the Middle Roman period.
It is however important to note that the apparent stability from ROMVA
to ROMVB, ROMMA to ROMMB and ROMLA to ROMLB may be the con-
sequence of relatively large numbers of ﬁnds dated ROMV, ROMM or
ROML.
Of course, the results of this analysis should be treatedwith care and
cannot be seen as exact estimates. The results point to a potential under-
estimate of Early Roman and overestimate of Late Roman site densities.
However, the trends observed are quite clear, and while conﬁrming the
earlier interpretation of settlement dynamics in the area, they also show
amore nuanced picture of settlement development. First of all, the tran-
sition from Late Iron Age to the Early Roman period seems to be charac-
terized by a shifting of settlement to different locations, rather than by a
substantial increase in site density. It should however be noted that in
our database we did not exhaustively collect data for the Late Iron Age
period, which implies an underestimate of the number of Late Iron
Age sites that do not continue into the Roman period. During the Early
Roman period, there seems to be a gradual increase in settlement den-
sity, followed by the well-known Middle Roman ‘demographic explo-
sion’. The decline in the Late Roman period is quite obvious as well,
but the results for the sites with better dating evidence also suggest a
degree of continuity of settlement into the Late Roman period, even
when overall ﬁnds numbers decrease drastically. This could be related
to the fact that these sites may have been the “most important” in the
settlement hierarchy, and thus were able to survive longer. Finally, the
increase in the Late Roman B period is small, but evident.
6. Application to site location analysis
The location of settlements in the natural landscape has long been of
interest to archaeologists, and in the Netherlands research on this topic
has had a traditional following in processual archaeology and later in
the rise of predictive modelling (e.g. Brandt et al., 1992; Verhagen,
2007). Recently, a qualitative analysis of the location of Roman castella
in the western Netherlands challenged the traditional assumption that
these castella were located on higher points in the landscape, showing
that the majority are actually located on low and wet (yet strategic) lo-
cations along the river Rhine (Van Dinter, 2013). Vossen (2007) also
noted that some well-researched rural sites were located on the ﬂanks
of channel belts instead of the highest grounds (see also Groot et al.,
2009). Yet, a quantitative analysis of settlement location preferences
in the area has not been performed up to now.
In our researchwe are interested in site location for several reasons:
to determine the (natural, cultural or social) governing factors of settle-
ment location choices, to investigate settlement pattern development
through time, and to serve as input data for models of agricultural pro-
duction. Since the landscape of the Netherlands has undergone severe
changes since the Roman period, a paleogeographic map for the
Roman Period on a scale of 1:50,000was constructed, expanding on ear-
lierwork by VanDinter (2013). This paleogeographicmap is used in this
case study to analyze settlement location in the natural landscape. For
the analysis, the site dataset was again ﬁltered to only include the
Table 14
Results of cluster analysis of paleogeographic units, based on a 500 m radius around settlements.
Cluster n Sea and tidal ﬂats Fresh water High levee Low levee Floodplain Peat Sands and ﬂuvial terraces
1 191 1% 1% 4% 7% 5% 2% 81%
2 414 0% 3% 68% 23% 5% 0% 0%
3 129 0% 1% 14% 75% 6% 0% 3%
4 326 0% 3% 17% 18% 59% 2% 1%
5 28 0% 0% 1% 4% 15% 65% 14%
SD SD SD SD SD SD SD
1 0.045178 0.028354 0.095507 0.124203 0.118336 0.058131 0.221984
2 0.000000 0.070287 0.205625 0.192614 0.091231 0.012802 0.017930
3 0.000000 0.031218 0.121984 0.148630 0.099873 0.019415 0.078923
4 0.013964 0.062035 0.166776 0.138505 0.211519 0.056762 0.037825
5 0.000000 0.006809 0.026550 0.113784 0.165005 0.207820 0.189668
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was simpliﬁed into seven categories, each representing a different land
use potential rather than the original geomorphological units, making
the results of the location analysis more appropriate for archaeological
interpretation.
Since we are interested in the broad range of settlement environ-
ments rather than only the exact landscape element on which they
are located, comparing the sites directly on their landscape location is
challenging. Therefore, a hierarchical clustering approach (Anderberg,
1973) was used to examine the composition of the dataset and identify
a limited number of settlement location typologies towhich sites can be
assigned. Various radii around sites were tested (cf. Verhagen et al.,
2013), with the 500m and 20 km radii yielding themost illustrative re-
sults. The use of these particular radii can also be justiﬁed archaeologi-
cally: the 500 m radius shows the core habitation area of a settlement
and its immediate surroundings, while the 20 km radius covers the
total range of areas that could be exploited by a settlement within ap-
proximately a day's two-way travel.
Squared Euclidean distance was used as a distance measure in this
analysis, which emphasizes large dissimilarities over small ones in the
dataset. Between-groups linkage was chosen as clustering method, in
which the distance between clusters is calculated as the average dis-
tance of all points in the clusters. The number of clusters needed for a
suitable coverage of the datasetwas determined throughprincipal com-
ponent analysis. With the goal of creating an interpretable division of
variables onto separate components, the number of components to re-
tain was decided using the criterion of 80% of the total variance
accounted for. An eigenvalue-one criterion always resulted in a division
into two components, which, due to the difﬁculty of meaningful expla-
nation, was disregarded. Silhouette analysis was applied to validate the
consistency of clustering (Rousseeuw, 1987). This methodmeasures for
each data point how similar it is to its own cluster in relation to the
other clusters on a scale of−1 to 1, and the average over all data points
may be seen as a measure of the quality of clustering. For the 500 m ra-
dius, ﬁve clusters were identiﬁed (Table 14). The total mean silhouette
was measured as 0.462, with the individual clusters ranging between
0.407 and0.590.While slightly on the low side of clustering consistency,
it is higher than other clustering solutions, with four clusters yielding aTable 15
Results of cluster analysis of paleogeographic units, based on a 20 km radius around settlemen
Cluster n Sea and tidal ﬂats Fresh water High levee
1 454 0% 2% 23%
2 377 0% 2% 18%
3 257 12% 1% 6%
SD SD SD
1 0.000000 0.002475 0.063036
2 0.000000 0.003164 0.047567
3 0.111420 0.004130 0.053478total mean silhouette of 0.429 and six clusters a total mean silhouette of
0.443. The low silhouette values may be the result of the relatively con-
tinuous nature of the landscape elements that are present in settlement
location radii. Each of the identiﬁed clusters appears to represent a loca-
tion typology where one individual paleogeographic category is most
prevalent, respectively ‘sands and ﬂuvial terraces’, ‘high levees’, ‘low le-
vees’, ‘ﬂoodplain’ and ‘peat’.
In the 20 km radius three clusters were identiﬁed (Table 15) with
a total mean silhouette of 0.525, with the individual clusters ranging
between 0.445 and 0.604. Due to the much larger radius these clus-
ters appear to be a reduction to general landscape descriptions.
This is evidenced by the spatial distribution of sites belonging to
each cluster (Fig. 2). Sites are divided into an ‘Eastern river area’ clus-
ter which covers sandy areas and some broad levees; a ‘Central river
area’ cluster covering a landscape with large expanses of ﬂoodplain
with broad levees and still some sandy areas; and a ‘Western river
area’ cluster covering a landscape of narrow levees with large ex-
panses of peat.
The information on site location can be used to compare the applica-
tion of the new dating method against the original chronology. As
above, sites were counted as active during a speciﬁc period when the
simulated probability of 10 or more ﬁnds in that period is N0.5. Since
the development of site density using the new approach has already
been established, it is more interesting to look at the relative proportion
of sites that are assigned to a cluster rather than their absolute number.
When looking at the 500 m radius, the distribution of sites among the
ﬁve clusters remains rather stable through time (Fig. 3), although
some differences can be observed. Using the original chronology, cluster
4 (‘ﬂoodplain’) becomes more important in the Early Roman and espe-
cially the Middle Roman Period, and the losses are shared relatively
equally among the other clusters. Applying the new chronology howev-
er, the increase in cluster 4 clearly happens at the expense of cluster 2
(‘high levee’) and to a lesser extent of cluster 1 (‘sands and ﬂuvial
terraces’).
This gives the impression that during the Early and Middle Roman
demographic expansion, habitation shifted somewhat towards the
edges of the ‘marginal’ ﬂoodplain. This happened at the expense of the
traditional locations on high levees, although the latter remain thets.
Low levee Floodplain Peat Sands and ﬂuvial terraces
17% 11% 0% 46%
14% 34% 11% 21%
4% 21% 48% 8%
SD SD SD SD
0.032849 0.055389 0.004193 0.099667
0.047938 0.060661 0.093300 0.071147
0.015429 0.069827 0.112733 0.040509
Fig. 2. Distribution of settlements on the paleogeographic map, classiﬁed by 20 km-radius cluster.
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ple explanations are possible for this pattern, such as a move towards
more animal husbandry as a mode of production, for which the ﬂood-
plains are more suitable, or simply a lack of suitable or available loca-
tions on the higher parts of the river levees.
A chi-squared test was used to calculate the probability that the dif-
ference between the site location distributions over the clusters in the
two datasets can be the result of sampling error (H0) rather than a
real difference due to the new dating method. For the 500 m radius it
shows that only the Late Iron Age distribution is signiﬁcantly different
from the original chronology (p b 0.01). This means that while there
are observable differences between the two site location distributions
for the Roman Period, it cannot be stated with certainty that this is
due to the different dating methodology or due to sampling error.
For the 20 km radius, a clear difference in the site proportions can be
observed through time (Fig. 4). Using the original chronology, cluster 1
(‘Eastern river area’) is themost important in all periods, with a relative
decline from the Early Roman until the Middle Roman A period, while
the other 2 clusters increase in importance. However, the new chronol-
ogy shows that cluster 1 and 2 (‘Central river area’) are almost equally
important throughout the Roman period. Cluster 3 (‘Western river
area’) shows a proportional increase during the Early and Middle
Roman periods, followed by a decline in the Late Roman Period, where-
as cluster 2 follows an opposite movement. This implies that during the
phase of increasing site density in the Early and Middle Roman periods,
the growth rate of the Western river area was higher than that of the
Eastern river area and especially the Central river area. However, it
can also imply that site dating quality is generally higher in theWestern
and Central river area than in the Eastern river area, as in the latter re-
gion a larger proportion of siteswas not included in the analysis. The ap-
plication of a chi-squared test shows that the two datasets for the 20 kmradius are signiﬁcantly different for the Late Iron Age, Early Roman
Period A and Early Roman Period B (p b 0.01), supporting the observed
differences during these periods that are described above. For the Mid-
dle Roman PeriodA the difference between the datasets is close to being
signiﬁcant (p= 0.07). Again, for this period and the remaining periods
it cannot be deducedwhether any differences are due to sampling error
or are actually the result of the new dating methodology.
7. Conclusions
The approach sketched here is robust enough to identify the main
data quality problems with regard to chronology, and can easily be ap-
plied to different settings in the Netherlands. Future improvements in
dating accuracy can be easily accommodated as well, provided the
ARCHIS coding system is followed. Ideally, however, the ARCHIS coding
should be replaced by a dating systemusing calendar years, in particular
to include the more reﬁned datings of ﬁbulae.
It is also clear that the ARCHIS coding system insufﬁciently reﬂects the
certainty of dating per registered item. For example,most types ofwheel-
thrown pottery, which can theoretically be attributed to the whole of the
Romanperiod, aremost likely to date to theMiddle Romanperiod. On the
other hand, it seems that hand-made pottery is much less likely to date
from the ﬁnal stages of the Late Iron Age period than from the Early
Roman period. However, such nuances can only be accommodated by
consulting experts and asking them to provide ratings of dating certainty
for the various types of artefacts (cf. Green, 2011 and Bevan et al., 2013).
The cases described here clearly illustrate that using amore nuanced
approach to the dating of sites in archaeological inventories is important
for better understanding settlement pattern development in the study
area. Long-term and regional trends can now be analyzed at different
levels of uncertainty, and our analyses show that the use of better-
Fig. 3. Distribution of settlements over clusters using a 500m radius, based on full dataset (a) and dataset ﬁltered to settlements with probability N0.5 of having N10 ﬁnds per period (b).
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All in all, N40% of the sites identiﬁed do not have sufﬁcient informa-
tion to draw clear conclusions about their development through
time. However, when restricting our analyses to the sites with
higher dating quality, it becomes possible to distinguish the gener-
al trends. Our analysis largely conﬁrms earlier statements made
about settlement pattern development in the area. This study,
however, is the ﬁrst one to attach numbers to these trends, and to
highlight the uncertainties for especially the Late Roman period.
Further analysis will be done to better understand the trendswithin the 3 large clusters identiﬁed, and to study the effects of ad-
ditional site location factors, such as the proximity to previous set-
tlement (cf. Verhagen et al., 2016) and possible transport networks
(Groenhuijzen and Verhagen, 2015).
More reﬁned sensitivity analyses could also be helpful to better
understand the effects of temporal uncertainty and sampling error
on the site density estimates. In order to analyze the possible con-
tinuity of occupation in a more sophisticated way, for example, it
would be useful to explore other simulation techniques, such as
Spatio-Temporal Join-Count Statistics (Little and Dale, 1999;
Fig. 4. Distribution of settlements over clusters using a 20 km radius, based on full dataset (a) and dataset ﬁltered to settlements with probability N0.5 of having N10 ﬁnds per period (b).
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the analysis of settlement networks (Groenhuijzen and Verhagen,
2016).
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Python script used for estimating probabilities of ﬁnd numbers
per period. Input is a text ﬁle with probabilities of dating per ﬁnd.These probabilities are summed in sequential order from earliest
to latest period in order to attribute the simulated ﬁnds to one par-
ticular period.
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