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Abstract
Let S and T be the sets of Pisot and Salem numbers, respectively. We prove that the set mT ∩ T is
empty for every positive integer m2, i.e., that no sum of several Salem numbers is a Salem number.
We also obtain a result which implies that the sets mT ∩ S and mS ∩ T are nonempty for every
m2, i.e., that certain Salem numbers can sum to a Pisot number and that certain Pisot numbers can
sum to a Salem number. As an explicit example, the Salem number (22 + 10√5 + 5
√
10
√
5 + 14 +√
50
√
5 + 70)/8 = 10.99925 . . . is expressed by a sum of two Pisot numbers.
 2007 Elsevier GmbH. All rights reserved.
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1. Introduction
Recall that a real algebraic integer > 1 is said to be a Pisot (or Pisot–Vijayaraghavan)
number if its conjugates overQ (if any) all lie in the open unit disc |z|< 1. Similarly, a Salem
number > 1 is an algebraic integer of degree d4 over the ﬁeld of rational numbers Q
whose conjugates, other than  itself, are −1 and d−2 numbers of modulus 1. The degree d
of a Salem number must be even. The sets of Pisot and Salem numbers are usually denoted
by S and T , respectively.
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The sets S, T and S ∪ T are quite important subsets of the ﬁeld of algebraic numbers
Q. They appear in various problems of algebraic number theory, diophantine approxima-
tion, distribution modulo 1, ergodic theory, Fourier analysis, so-called  expansions, etc.
(see e.g., [1,2,6,7,10,11,16]). The sets S and T are related. In particular, an old result of
Salem [9] states that every element of S is a limit of a sequence of elements of T . The small-
est element of S was determined by Siegel [12]: it is the number  = 1.32471 . . . which is
the positive root of the cubic equation x3 − x − 1 = 0. The smallest element of T is not
known [1]. In fact, it is not even known whether the setT has a smallest element and whether
the set T is bounded from below by a number 1 + , where  is a positive constant. Some
algebraic relations between the conjugates of Pisot and Salem numbers have been studied
in [5,8].
Evidently, every natural power of a Pisot (Salem) number of degree d is a Pisot (Salem)
number of degree d itself. Since the d + 1 powers , 2, . . . , d+1, where  is an algebraic
number of degree d, are linearly dependent over Q, both sets S and T are linearly dependent
over Q.
Suppose that m2 is an integer. In this note, we are interested in the following three
questions:
• Can m Salem numbers sum to a Salem number?
• Can m Salem numbers sum to a Pisot number?
• Can m Pisot numbers sum to a Salem number?
One ‘missing’ case is trivial. Since {2, 3, 4, . . .} ⊂ S, every sum of m Pisot numbers which
are positive integers greater than 1 is a Pisot number itself.
Below, we shall prove the following:
Theorem 1. For any integer m2 no sum of m Salem numbers is a Salem number.
Hence the answer to the ﬁrst question is negative. The next two theorems imply that the
answers to the second and to the third questions are positive.
Theorem 2. For any integer m2 and any Salem number  there exist inﬁnitely many
n ∈ N for which the sum n + 2n + · · · + mn is a Pisot number.
Theorem 3. For any integer m2 and any Salem number  there exist inﬁnitely many
n ∈ N for which there are Pisot numbers 1, . . . , m ∈ Z[] summing to the Salem number
n, namely, 1 + 2 + · · · + m = n.
Our results imply that the set mT ∩ T is empty, whereas the sets mT ∩ S and mS ∩ T
are nonempty for any integer m2.
In the next section, we shall prove all three theorems. Unfortunately, it is not so easy
to derive any explicit examples from Theorems 2 and 3. To illustrate the case m = 2 in
Theorems 2 and 3, two explicit examples (including the one announced in the abstract) will
be given in Section 3.
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2. Proofs
Wesay that an algebraic number > 0 is aPerron number if its conjugates overQ different
from  itself (if any) all lie in the unit disc |z|< . In particular, Pisot and Salem numbers
are Perron numbers.
Lemma 4. Suppose that , 1, . . . , m, where m ∈ N, are Perron numbers satisfying  =
1 + · · · + m. Then 1, . . . , m ∈ Q().
Proof. Let F be a normal closure of Q(, 1, . . . , m) over Q. Suppose, for instance, that
1 /∈Q(). Then Q(, 1) is proper extension of Q(), so there is an automorphism  : F →
F which maps  →  and 1 → ′, where ′ 
= 1 is conjugate to 1 over Q(). Hence,
= 1 + · · · + m = () = ′ + (2) + · · · + (m).
The right-hand side here is equal to
= || = |′ + (2) + · · · + (m)| |′| + |(2)| + · · · + |(m)|.
Clearly,Q ⊆ Q(), so ′ is conjugate to 1 over the smaller ﬁeldQ. Thus |′|< 1. Similarly,
|(j )|j for each j ∈ {2, . . . , m}, because (j ) and j are conjugate over Q. (This
time, (j ) and j can be equal.) It follows that the above sum of moduli is strictly smaller
than 1 + 2 + · · · + m = , a contradiction. By the same argument, we conclude that
2, . . . , m ∈ Q(). 
Proof of Theorem 1. Suppose that there exist Salem numbers , 1, . . . , m, where m2,
such that  = 1 + · · · + m. By Lemma 4, there are nonzero polynomials f1, . . . , fm ∈
Q[x] such that j = fj () for each j = 1, . . . , m. An automorphism of Q()/Q taking
 → −1 maps the equality = f1()+ · · · + fm() into −1 = f1(−1)+ · · · + fm(−1).
For any j ∈ {1, . . . , m}, the number fj (−1) is a real conjugate of j = fj () over Q,
hence fj (−1) ∈ {j , −1j }. Thus fj (−1)> 0 and fj ()fj (−1) = 2j or 1. In both cases,
fj ()fj (−1)1. Hence,
1 = −1 = (f1() + · · · + fm())(f1(−1) + · · · + fm(−1))
>
m∑
j=1
fj ()fj (
−1)m
a contradiction. 
Exactly the same argument leads to the following, more general, statement:
Theorem 5. Suppose that p(x1, . . . , xm), where m ∈ N, is a polynomial with nonnegative
rational coefﬁcients whose squares sum to a number strictly greater than 1. Then, for any
Salem numbers 1, . . . , m, the number p(1, . . . , m) is not a Salem number.
Proof. Suppose that  = p(1, . . . , m), where , 1, . . . , m ∈ T . Since the polynomial
p has nonnegative rational coefﬁcients, by the same argument as in Lemma 4, we obtain
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that 1, . . . , m ∈ Q(). Next, writing  = p(1, . . . , m) =∑jpjk1,j1 . . . 
km,j
m , where
pj > 0, then mapping  → −1, and, ﬁnally, multiplying two equalities for  and for −1,
by the same argument as in the proof of Theorem 1, we obtain that 1 = −1∑jp2j > 1,
a contradiction. 
By 2s we will denote a nonempty set of 2s (not necessarily distinct!) points of the unit
circle |z| = 1 which is symmetric with respect to the real axis, i.e., 2s = 2s . For
= 2s = {ei1 , e−i1 , . . . , eis , e−is },
where 01 · · · s	, and 
> 0, by (
) we will denote the union of at most 2s arcs⋃s
j=1{ei | j − 
< ||< j + 
}. Clearly, (
) = (
).
Lemma 6. For any Salem number  of degree d , any set d−2 as above and any positive
number 
, there are inﬁnitely many positive integers n such that all d−2 complex conjugates
of the Salem number n of degree d lie in the union of arcs d−2(
).
Proof. This result is a simple combination of Salem’s result [10] and Weyl’s result [14]
on uniform distribution (see also 3.4.1 in [13]). Suppose that 1, . . . ,s ∈ (0, 	) are the
arguments of ‘half’ of complex conjugates of a Salem number  of degree d = 2s + 2.
Salem himself [10] proved that the numbers 	,1, . . . ,s are linearly independent over
Q. By Weyl’s result [14], this implies that the vectors (n1/2	, . . . , ns/2	) modulo 1,
where n = 1, 2, 3, . . . , are uniformly distributed in the cube [0, 1]s . So, for any vector
(1, . . . , s) ∈ [0, 1]s , there exist integers n, n1, . . . , ns such that nj − 2	mj is ‘close’
to 2	j for each j = 1, . . . , s. It follows that, for any 
> 0 and any subset d−2 of 2s
points of the unit circle |z| = 1 satisfying d−2 = d−2, there are inﬁnitely many positive
integers n such that the complex conjugates of n lie in an 
-neighborhood of d−2, i.e.,
in d−2(
). 
See also [4] for an ‘effective’ version of this lemma, based on Motzkin’s theorem, and
also Theorem 1 in [15].
Proof of Theorem 2. Put  := {e2	i/m, e−2	i/m}. By Lemma 6, there are inﬁnitely many
sufﬁciently large positive integers n that give Salem numbers n whose complex conjugates
all lie in the union of arcs (
). (There is only one arc if m = 2, because then  = {−1}.)
It remains to show that the number f (n)> 1, where f (x) := x + x2 + · · · + xm, is a
Pisot number. Firstly, it is an algebraic integer. Secondly, its conjugate f (−n) = −n +
−2n + · · · + −mn is clearly in the disc |z|< 1, since n is large enough. Finally, its other
conjugates f (nj ), where j = 3, . . . , d (and where 1 = , 2 = −1, 3, . . . , d is the full
set of conjugates of  over Q), all lie in the disc |z|< 1. Indeed, nj ∈ (
), so, for any
 ∈ (−	, 	)satisfying 2	/m − 
< ||< 2	/m + 
, we have
|f (ei)| = |ei + · · · + emi| = |eim − 1|/|ei − 1|
= | sin(m/2)|/| sin(/2)|< 1
provided that 
 is small enough. Hence n + 2n + · · · + mn is a Pisot number. 
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In particular, by Lemma 6, for any Salemnumber  of degree d=2s+2whose 2s complex
conjugates are {3, 4, . . . , d}={ei1 , e−i1 , . . . , eis , e−is } and any positive 
, there exist
inﬁnitely many n ∈ N such that the vector (n3, n4, . . . , nd) lies in an 
-neighborhood of
the vector (−ei1 ,−e−i1 , . . . ,−e−is ) = (ei(	+1), ei(	−1), . . . , ei(	−s )). Hence, by the
same argument as in the proof of Theorem 2, + n is a Pisot number. We thus obtain the
following corollary:
Corollary 7. For any Salem number , there exist inﬁnitely many positive integers n such
that +n is a Pisot number. In particular, every Salemnumber is expressible by a difference
of a Pisot number and a Salem number.
This corollary solves a particular case of an open problem raised in [3]: prove that every
real algebraic integer is expressible by a difference of two Mahler measures.
Proof of Theorem 3. This time, we shall apply Lemma 6 with  := {1}. By the lemma,
there are inﬁnitely many sufﬁciently large positive integers n such that, for each such n, the
number  := n is a Salem number whose complex conjugates all lie in the arc (
) :=
{ei | −
<< 
}. Putj := (−1)j for j=1, 2, . . . , m−1 andm := m−
∑m−1
j=1 (−1)j .
Then,
1 + · · · + m−1 + m =
m−1∑
j=1
(− 1)j + m −
m−1∑
j=1
(− 1)j = m = mn.
We will show that each j ∈ Z[] = Z[n] ⊆ Z[], where j = 1, . . . , m, is a Pisot number.
Let us beginwith1=−1.Wehave−1< −1−1< 0 and |ei−1|=2| sin(/2)| ||< 1
for  ∈ (−
, 
) provided that 
< 1. So the conjugates of the algebraic integer 1 different
from 1 itself all lie in the unit disc |z|< 1. This implies that 1 ∈ S and so its powers
j = j1 for j = 1, . . . , m − 1 are in S too.
Next, we need to show that m = g(), where
g(x) := xm −
m−1∑
j=1
(x − 1)j ,
is a Pisot number. Indeed, n is large enough, so  = n > 2. This implies that the algebraic
integer g() is greater than 1. Its conjugate
g(−1) = −m −
m−1∑
j=1
(−1 − 1)j = −m +
m−1∑
j=1
(−1)j−1(1 − −1)j
is real and lies between −m and −m + 1− −1, so it belongs to the interval (0, 1). In order
to show that its other conjugates lie in the disc |z|< 1 we observe that, for any z ∈ (
),
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the inequality |z − 1|< |ei
 − 1|< 
 holds. Hence,
|g(z)| = |zm −
m−1∑
j=1
(z − 1)j | |zm − z + 1| +
m−1∑
j=2
|z − 1|j < |zm − z + 1|
+ (m − 2)
2
for each z ∈ (
) if 0< 
< 1. Note that, for z = ei,
|zm − z + 1|2 = (eim − ei + 1)(e−im − e−i + 1)
= 3 − 2 cos() − 2 cos((m − 1)) + 2 cos(m)
= 1 + (2 sin(/2))2 + (2 sin((m − 1)/2))2 − (2 sin(m/2))2.
Using  ∈ (−
, 
) and 1 + (m − 1)2 − m2 = −2(m − 1) we thus ﬁnd that |zm − z + 1|2 =
1 − 2(m − 1)
2 + O(
4). Hence |zm − z + 1| = 1 − (m − 1)
2 + O(
4), giving
|g(z)|< |zm − z + 1| + (m − 2)
2 < 1 − (m − 3/2)
2 + (m − 2)
2 = 1 − 
2/2< 1
for 
 small enough. This completes the proof of the fact that m = g() is a Pisot
number. 
3. Examples
As an illustration to Theorem 2 and to Corollary 7, we shall consider the following
example. For m = 2, we need a Salem number whose complex conjugates are close to
e2	/m =−1. Let us take the number  := (1+√21+
√
2
√
21 + 6)/4= 2.36920 . . . which
is the root of the equation x4−x3−3x2−x+1=0 whose complex roots are−0.89564 · · ·±
i0.44477 · · · . Then  and 2 are both Salem numbers and  + 2 = 7.98233 . . . is a Pisot
number with minimal polynomial x4 − 8x3 + x + 1.
Our next example is an illustration to Theorem 3 for m = 2. Now, our aim is to ﬁnd a
Salem number  of degree 4 such that 2 is the sum of two Pisot numbers 2 −  + 1 and
− 1, namely, 2 = (2 − + 1) + (− 1).
Let us start with the quadratic equation x2 − 5x + 5 = 0. One of its roots (5 − √5)/2 =
1.38196 · · · is sufﬁciently close to 2. On replacing x by x + x−1 we obtain the equation
(x + x−1)2 − 5(x + x−1)+ 5= 0, or, equivalently, x4 − 5x3 + 7x2 − 5x + 1= 0. It deﬁnes
the following Salem number  := (5 + √5 +
√
10
√
5 + 14)/4 whose complex conjugates
0.69098 · · · ± i0.72287 . . . turn out to be close enough to 1. (Of course, ‘close enough’ for
the m = 2 case only!) Its square
2 = (22 + 10√5 + 5
√
10
√
5 + 14 +
√
50
√
5 + 70)/8 = 10.99925 . . .
(which is a Salem number with minimal polynomial x4 − 11x3 + x2 − 11x + 1) is clearly
expressible by the sum of
1 = 2 − + 1 = (20 + 8
√
5 + 3
√
10
√
5 + 14 +
√
50
√
5 + 70)/8 = 8.68274 . . .
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and
2 = − 1 = (1 +
√
5 +
√
10
√
5 + 14)/4 = 2.31651 . . . .
The numbers 1 (which is the root of x4 − 10x3 + 12x2 − 5x + 1 = 0) and 2 (which is
the root of x4 − x3 − 2x2 − 2x − 1 = 0) are easily checked to be Pisot numbers.
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