A framework for the validation of axiomatic structure metrics is presented. In a case study, the comprehensibility of type expressions in the functional programming language Miranda' has been investigated. A structure metric for the comprehensibility of type expressions has been developed together with internal and external axioms. This structure metric has been validated experimentally. The calibrated metric function results in a good prediction of the comprehensibility.
Introduction
Software metrics are used to quantify objectively attributes of software entities [4] . Three types of entities can be distinguished: products, processes and resources.
Furthermore, there are two types of attributes: internal attributes and external attributes. The latter not only depends on the software entity, but also on other entities.
Examples of internal attributes of software products are size and structure; maintainability and reusability are examples of external attributes. Structure metrics aim to quantify the internal structure of the product. A general theory of structure metrics is provided by [3] . Structure metrics are based on the compositionality principle.
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Figure 1. Scheme for measurement of software
The control flow in a program S is modelled in a flowgraph F by a function f. By defining two constructors on flowgraphs, sequencing and nesting, a decomposition algorithm q yields a unique decomposition tree D. Consequently, a metric function md can be defined on this tree structure resulting in a number R. Moreover, there is a non-structural measurement ma of the system with respect to attribute A. The order in the result of this ma on systems should correspond to the order on systems from the composition &RI R6-3740-4193 $3.00 Q 1993 IEBE of functions md. q . f . A tool supporting this analysis is Qualms [l] . There are several front-ends for the modelling of programs in flowgraphs, i.e. the function f .
An alternative to this approach is using a grammar to define systems. A parse tree P is the result of the parse p of system S. Again, a metric function % can be defined on this tree structure. The order in the result of this ma on systems should correspond to the order on systems from the composition of functions mp 'p. The existence of a function t , which transforms a parse tree to a decomposition trec has to be investigated.
Grammars are used in complexity rankings of programs ([18], [15] ). The use of grammars is similar to the approach with algebraic structures as the base for compositional analysis [21] . Algebraic specification has been used in the validation of software metrics [14] . Attribute grammars have been used in software metrics [2] . Structure metrics have been defined with attribute grammars [19] .
In the case study, the investigated software products are type expressions in the functional programming language Miranda. Type expressions and a structure metric are described in paragraph 3. The external attribute of these products is the comprehensibility to a human reader. The measurement of' the comprehensibility will be described in paragraph 4. The general framework for the experimental validation is described in [he following section.
A framework for validation
A scheme of the framework for the cxperimental validation of structure metrics is displayed in figure 2 .
Some model, a flowgraph or a grammar, will be used to model the structure of the software product and results in a tree structure. The internal axioms provide the definition of a structure metric: this reflects the compositionality. The external axioms state the properties of the software entities and give the hypothetical order of these entities with respect to the external attribute.
Thc validation of the metric function consists of the following six steps: a. The function satisfies the internal axioms: consequently, the function is a structure metric. b. Thc function satisfies the external axioms: it provides a consistent measure with respect to the external attribute. This results in conditions on coefficients in the metric function. c. The external axioms hold in practice: the actual order on software products, with respcct to the external attribute, corresponds to the hypothetical order expressed in the external axioms. d. The function is calibrated: the coefficients are given actual values, determined from a non-structural measurement of the software products with respect to the external attribute. In the following section, the software entity in the case study -type expressions in the functional programming language Miranda -will be introduced. In addition, a structure metric for type expressions will be described.
Structure metrics of type expressions
In this paragraph, a subset of type expressions in Miranda, will be described. A grammar for this subset will be presented, followed by some alternative grammars. The internal axioms for a structure metric for type expressions will be given, and subsequently, the external axioms and the metric function itself.
Type expressions
Many programming languages provide some kind of typing system. In Modula-2, the type of variables has to be declared. The heading of a procedure declaration must contain the types of the parameters and the result. The parse tree or derivation tree of the function split is given in figure 3 . This approach is named currying [17] . In other words, the type of split has been structured as follows:
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There are two alternatives to this grammar. First, the type of the function can be structured as a function with one argument of the product type ( The second alternative is obtained when the type of the function is structured in a similar way as the tuple: each function arrow separates types in the function constructor, in the same way as the comma separates the types of the components in a tuple.
The rule for the function constructor in this case is F [ t y p e e x p l Clearly, the derivation tree, and derived properties such as depth, depends on the chosen grammar. The ultimate choice of the grammar is determined by the psychological plausibility of the parsing model with respect to comprehension, and not by the actual parsing of the compiler. This approach has been used in the parsing of natural language sentences (Derivational Theory of Complexity, [5] ). New theories on the comprehension processes for natural languages point to shortcomings of this approach [lo] . One might expect interaction between properties of constituent components. However, this theory could be adequate for the human parsing of simple expressions in formal languages (cf.
[6]).
In the further validation study, the first grammarbased on the right associativity of the function arrowhas been used.
The external axioms
The internal axioms
A function m is a structure metric if it is defined according to the compositionality principle. For type expressions, a structure metric should satisfy the conditions listed in table 2. These conditions are called the internal axioms. The first four axioms refer to the prime structures and the constants ci denote any number. The final three axioms refer to the constructors of type expressions. The order on software entities with respect to a certain attribute should be reflected in the values obtained by the metric functions. This order is described in an extension of the set of axioms, as has been done for flowgraphs [4] . These additional axioms are the hypotheses that will have to be tested. They will be referred to as the external axioms. The software entities in this case study are the Miranda type expressions, whereas the external attribute is the comprehensibility of these expressions. Let t and t k ,... be type expressions.
There are many possible hypotheses about the intuitive order, as will be seen below:
1. An order between the prime structures, e.g.:
2. An order between type expression with a constructor and with its components, e.g.: 2.1 An order on (L t ) and t
2.2 An order on (F tl t 2 ) and t l and t2
2.3Anorderon T [ t l , . . .,t,] a n d t l . . , t 2
There are similar hypothetical orders as on F, but generalised for the number of components. Some of these possibilities have been illustratcd in figure 4. 
An order between types with different consttllctors m ( F t l t 2 ) > m ( L t . ) , i = 1 , 2 m ( T [ t , t 2 1 ) > m ( L t i ) , i = 1 , 2 m ( F t t t 2 ) > m ( T [ t l , t 2 1 )
The external axioms on the comprehensibility as used in the case study are listed in table 3. These hypotheses have been validated experimentally. This will be described in paragraph 4. 
The metric function
There are many candidates for the metric function on the m c structure, that has been obtained so far; e.g., there are the sum and product VINAP-measures [4] . In the Qualms system, many more metrics are available. From a compositional theory for the attribute, the actual choice can be made. However, the final choice will be determined by the performance of the metric function in a prediction system. For the type expressions in the case study, a simple sum metric has been chosen, as listed in table 4 .
m ( T [ t l , t ? ! , t n ] )
= cT t m ( t l ) t .
. . t 2 m ( t n )
= cL t m ( t ) This function m is consistent with the given internal axioms (table 2) . The constants CL, CF, CT, cN, cC, cB and cv ( n 1 should fulfil certain conditions, which can be derived from the external axioms (table 3) and the function definition (table 4). in order that the function is in agreement with the external axioms.
In the following paragraph, the experimental validation of this structure metric for the comprehensibility of type expressions will be described.
The actual values for the constants in the metric function m will be established.
Validation
The validation of structure metrics consists of six steps, as outlined in paragraph 2. The experimental validation of a structure metric for the comprehensibility of type expressions will be described now. The first two steps of the validation -the proof that the metric function satisfies the internal and external axioms -have been In this case study, a variant of the third technique has been chosen. A type expression will be shown to the subject. He or she is requested to write a function, that will result in exactly this type when offered to the Miranda type checker. The time is measured between the moment that the type expression is shown to the subject until the answer is completed by the subject. For example, if the following type expression is shown
then the following definition will be a correct answer:
It is not required that the function itself has any sensible meaning; just the given type must agree exactly with the type of the function obtained by the type checker.
Method
The subjects in the experiments are 16 first year students in Computer Science at the University Twente.
During one term, they followed a course in Functional Programming with Miranda [9]. They volunteered to the experiments and were randomly distributed over the two.
The material consisted of 40 questions with type expressions offered to the subjects. In each question the subject has to answer with a definition that matches with the given type expression.
Procedure
The questions are offered to the subjects on a system in the computer science laboratory (SUN workstations).
The subjects know this system from their practical assignments in the programming course. First, there is a short introduction on how to answer the questions, and subsequently, two questions are presented for trial. With the standard editor (Vi) the subjects type their conceived answer. The time, elapsed between showing the question and leaving the editor, is measured automatically by the system. A countered balanced design is chosen in this experiment. All subjects get the same questions, but they are offered in a random order different to each subject.
Results
The hypothetical order on type expressions has been expressed in the extemal axioms. Each axiom has a left hand side (LHS) and a right hand side (RHS). The questions are assigned to the LHS and RHS of the axioms. In this way, questions can be used more than once. This approach is someway similar to the idea of atomic modifications in [20] .
Far example, axiom 1 states that m ( L t ) > m (t ) .
A question pair is for the LHS [char -> bool] and for the RHS c h a r -> bool.
A within subject design is chosen. Per axiom and per student the average time is calculated for LHS-questions and RHS-questions. Only questions that belong to an axiom of which both sides are answered correctly are taken into account. Type writing errors in the answers have been corrected. The measured time is adjusted for an individual offset-time: the time for a subject to go with the cursor to the answer frame and leaving the editor, without giving an answer. Extreme values are discarded (in which the difference between the averaged LHS and RHS times for an axiom differs more than three times the standard deviation from the arithmetic mean).
The differences between the LHS and RHS appear to have a normal distribution. The average time is calculated for each side and each axiom from the averages of all students. The results are given in table 5.
The significance of the difference between the LHS and the RHS is calculated with the Fischer t test (which applies to differences between correlated pairs of means [7] ). The degree of freedom is determined by the number of correct answer pairs (and not merely by the number of subjects). The results are shown in table 5.
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I t LHS I t RHS I F i s c h e r -t ( n ) axiom I Table 5 . In the second experiment, a new set of questions is offered to the second group of subjects. The average time is calculated from each good answer and, based on these values, the rank order of type expressions has been established. Moreover, with the calibrated metric function from the first experiment, the rank order of the same type expressions has been calculated. The correlation between both orders has been determined according to Spearman [7] . 
Discussion
From the values in table 5 , it appears that for axioms 1, 2 and 6 there is a significant difference between the LHS and RHS, according the hypothesised order. For axiom 5 and 7, no significant difference has been found.
In case of axiom 5 , a possible cause of this fact could be that the expansion of a tuple with a component only gives a small, and therefore a difficult to measure, effect.
For axiom 7, the reason of the small difference is not clear. Axioms 3 and 4 have to be treated separately. It seamed to be reasonable to include equalities in external axioms. However, equalities can not be validated experimentally in the way described before. Therefore, nothing can be concluded from the results for these two axioms.
It has been expected that the comprehensibility of a function is more difficult than of a tuple with the same components. Table 6 shows that the actual difference is small (but significant). The value for the constant cv for type variables is remarkably high.
The rank order correlation coefficient, for the calculated and measured values, is reasonably high. However, this coefficient is as high if the metric function returns the numbers of nodes and leaves in the decomposition tree. This case can be seen as the expression ( * -> * ) will be recognised as belonging to the standard identity function id). The set of primes has to be extended (e.g. a list of char will be comprehended as a string). The experiments have to be extended to include the whole Miranda type language (e.g. type synonyms, recursive types and abstract data types should be included). The effect of multiple occurrences of types in type expressions, which cannot be accounted for with compositionality, has to be investigated.
There are some general conclusions from this case study. The use of grammars, as an alternative to flowgraphs in the modelling of software in a tree structure, has been shown. The role of the external axioms, to express the hypothetical order on the software entities with respect to the external attribute, has been emphasised. In a prediction system based on structure metrics, there has to be a theory of compositionality for the external attribute. The experimental validation of the hypothetical order and the calibration of the metric function both require a large amount of experimental data on the software entities. Statistical analysis is needed to establish the actual order on these software entities and for the calculation of quantities, such as the rank order correlation coefficient and the forecasting efficiency.
