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A JOINT ANALYSIS OF CODING SCHEMES AND RELAY DEPLOYMENT FOR
ENERGY EFFICIENT CELLULAR NETWORKS
Fanny PARZYSZ
ABSTRACT
To satisfy consumer demand for high rate ubiquitous access, research on next-generation cellu-
lar networks mostly focused on capacity and coverage. This focus and the resulting advanced
technologies, however, bring along a staggering increase in the energy consumption, creating a
pressing shift to energy-efﬁcient designs. Within this perspective, relaying has been considered
as a promising and cost-efﬁcient technique, and algorithms for optimal relay deployment have
attracted signiﬁcant attention. To date, analysis for relaying energy consumption is mostly
based on suboptimal coding schemes or schemes optimized for rate. In this manuscript-based
thesis, we investigate the various advantages provided by energy-optimized coding schemes,
notably in terms of efﬁcient relay deployment.
In the ﬁrst part, we characterize the minimal energy consumption that can be expected from
decode-forward relaying. To this end, we design a novel practical half-duplex relaying coding
scheme and propose several optimal power allocations to minimize its energy consumption.
From a theoretical aspect, an important result is that minimizing the network energy consump-
tion is not equivalent to maximizing the network capacity as often believed. Furthermore, such
energy efﬁciency approach has a certain beneﬁt over the classical maximum-rate approach
since it leads to the closed-form solution of the optimal power allocation and allows a compre-
hensive description of the optimal coding.
In the second part, we explore energy-efﬁcient relay deployment and analyze how the propa-
gation environment, user transmission rate and relay coding scheme affect the choice of relay
location and the network performance. We highlight new trade-offs which balance coverage
extension, energy consumption and deployment ﬂexibility. We then show that advanced coding
schemes can easily overcome harsh radio environments due to suboptimal location, and thus
provide a much needed ﬂexibility to the relay deployment.
In the third part, we investigate the maximum energy gain provided by relay stations in shad-
owing environments, accounting for the relay-generated interference and additional circuitry
energy consumption. We propose easily-computable models for the energy-optimized cell area
served by relays and deﬁne a new performance metric that jointly captures both aspects of
energy and interference. We then highlight a trade-off between the relaying energy efﬁciency
and the resulted interference and show that, despite its increased circuitry consumption, the
use of partial decode-forward instead of the simple two-hop relaying not only alleviates the
interference issue, but also leads to a reduction in the number of relays necessary to reach same
performance.
VIII
Keywords: Energy efﬁciency, relay deployment, cellular networks, optimized power alloca-
tion, spatial models for performance analysis
ANALYSE DE L’INTERDÉPENDANCE ENTRE CODAGE ET POSITION DES
RELAIS POUR DES RÉSEAUX CELLULLAIRES ÉCONOMES EN ÉNERGIE
Fanny PARZYSZ
SUMMARY
Aﬁn de satisfaire la demande des clients à un accès haut débit en tout lieu, les recherches se
sont essentiellement concentrées sur la capacité et la couverture des futurs réseaux cellulaires.
Mais les avancées technologiques qui ont résulté d’un tel objectif se sont accompagnées d’une
très forte hausse de la consommation d’énergie, si bien qu’il est devenu urgent de développer
de nouvelles techniques économes en énergie. Dans cette optique, les relais sont considérés
comme très prometteurs, pour un coût concurrentiel, et de nombreux algorithmes ont été pro-
posés pour optimiser la position des nouvelles stations. A ce jour pourtant, les analyses de
performance des relais se fondent sur des codes sous-optimaux ou optimisés pour le débit.
Cette thèse par articles a donc pour but d’étudier les avantages apportés par des codages ex-
plicitement optimisés pour l’énergie, en vue de faciliter le déploiement de nouveaux relais.
Dans une première partie, nous déterminons l’énergie minimale consommée par un relai qui
décode puis retransmet les données (decode-forward), mais qui ne peut transmettre et re-
cevoir simultanément (half-duplex). Pour cela, nous développons un nouveau codage, ainsi
que plusieurs allocations de puissance pour minimiser la consommation d’énergie. Un résultat
théorique important montre que minimiser l’énergie du réseau n’est pas équivalent à maximiser
sa capacité, comme souvent admis. De plus, une telle approche énergétique démontre un avan-
tage certain par rapport à l’approche classique par la capacité, puisqu’elle permet d’obtenir
une solution explicite pour l’allocation de puissance optimale et de caractériser complètement
le schéma de codage correspondant.
Dans une deuxième partie, nous abordons les économies d’énergie qui peuvent être réalisées
en optimisant le positionnement des relais. Nous analysons de quelle manière l’environnement
de propagation radio, le débit de transmission de l’usager et le codage utilisé affectent le choix
de l’emplacement du relai et les performances du réseau. Nous soulignons alors de nouveaux
compromis mettant en relation l’extension de couverture, la consommation d’énergie et la faci-
lité de déploiement. L’utilisation de codages optimisés apporte une plus grande robustesse face
aux dégradations du canal propagation, dues par exemple à un emplacement peu satisfaisant.
De tels codages offrent donc beaucoup de ﬂexibilité dans le positionnement des relais.
Dans une troisième partie, nous étudions une nouvelle fois le gain d’énergie maximale per-
mis par un relai dans un environnement à ombrage log-normal, mais en tenant compte cette
fois-ci de l’interférence supplémentaire qu’il génère et de l’énergie additionnelle dissipée par
l’électronique. Nous développons pour cela des modèles mathématiques pour calculer aisé-
ment la zone de la cellule servie par le relai et proposons une nouvelle métrique de performance
qui relie le gain en énergie à la perte en interférence. Puis, sur la base de cette analyse, nous
mettons à jour le compromis qui existe entre ces deux mesures de performance des réseaux.
XMalgré une dissipation d’énergie dans les circuits électroniques accrue, l’utilisation de codages
optimisés, au lieu d’une simple transmission en deux sauts, permet non seulement d’atténuer
les dégradations de performance dues aux interférences, mais aussi de réduire le nombre de
relais nécessaires pour atteindre les mêmes performances.
Mots-clés: Efﬁcacité énergétique, déploiement de relais, réseaux cellulaires, allocation de
puissance optimisée, modèles spatiaux pour l’analyse des performances
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INTRODUCTION
The wide possibilities offered by wireless networks and real-time applications had the highest
impact on everyday life, and consumers have come to rely on wireless for voice communication
and always-on access to the Internet wherever they go. While voice application has driven the
past growth of cellular systems, data service, e.g. interactive videos, mobile peer-to-peer or
streaming, is now taking over with the rapid spread of smartphones and tablets.
Today, more than 25 million Canadians have a mobile phone or wireless device, a number that
is expected to go on increasing signiﬁcantly. In addition, the amount of trafﬁc generated by
each user is growing rapidly. Indeed, a smartphone uses the capacity of as many as 24 “regular”
mobile phones and a tablet uses the capacity of as many as 122 mobile phones, thus setting new
technical challenges for engineers.
To alleviate trafﬁc hot spots and dead zones, operators have largely invested to improve network
availability, both in terms of coverage and capacity. New types of access point have been
introduced, thus constituting macro-, micro-, pico- and femto-cells and shaping Heterogeneous
Networks (HetNet). In particular, cooperative networks and relaying technologies are likely to
play a prominent role in next-generation systems.
However, seeking for capacity and coverage has come along with a staggering increase of
the energy consumption, thus becoming one of the major drawbacks of next-generation tech-
nologies. From the operators’ perspective, energy waste results in signiﬁcant economic loss.
Indeed, mobile operators are already among the largest energy consumers and up to 80% of
the energy consumption in a cellular network is consumed by the radio access part, in particu-
lar base stations. From the users’ perspective, battery lifetime appears to be particularly poor
when using 3G services. Without breakthrough in battery technology, this will remain a seri-
ous hindrance for the development of new services and markets. Moreover, Information and
Communication Technology (ICT) is estimated to contribute to at least 2% of greenhouse gas
emissions and to consume 5-10% of global electricity. This consumption is projected to dou-
2ble in the next decade. Thus, reducing the energy consumption responds to critical ecological
concerns and calls for social responsibility in ﬁghting climate change.
In the urge to shift from capacity-oriented to energy-oriented network designs, research has
taken signiﬁcant steps in modelling the energy efﬁciency and new adequate metrics have been
proposed. Whereas the capacity and coverage improvements achieved through cooperative
networks have been widely investigated, the energy impact of relaying is not yet clearly under-
stood and several questions remain open:
• What is the minimal energy consumption that can be expected from relaying ?
• In which conditions such minimal consumption can be achieved?
• How does relay deployment affect the overall energy consumption?
• Does minimizing the energy consumption necessarily lead to interference reduction?
We take in this thesis a new direction towards energy-efﬁcient cellular networks and bring
answers to such questions by jointly exploring the impact of the coding scheme and the relay
deployment. The Shannon’s theory has been extensively used for rate maximization and search
for capacity. But information theory has also its role to play in the energy issue and, so far,
research has not yet explored such opportunity.
In this research work, we analyze the minimal energy consumption that can be achieved using
decode-forward relaying and we show that, in addition to energy gains, more advanced coding
schemes bring ﬂexibility to the relay deployment, robustness to channel impairment and can
also be used for better interference management.
CHAPTER 1
FROM SPECTRAL EFFICIENCY TO ENERGY EFFICIENCY
The fast escalation of energy demand has urged mobile operators to limit the electric consump-
tion while maintaining high data rates and ubiquitous access. Some early works have shed
light on the potential energy saving in wireless networks. However, these efforts were isolated
and have mostly focused on some elements or components apart from the rest of network, such
that they could not form a global vision of energy-efﬁcient networks [2, Chapter 1]. One of the
earliest insights into the potential of existing cellular networks to operate in an energy-aware
manner was provided in [3]. And recently, the concept of Green Networks [4, 5] has emerged
to constitute a comprehensive research area on energy efﬁciency for the next generation of
communication networks. In this ﬁrst Chapter, we set up the context and the outline of this
thesis by introducing green networks, their fundamental trade-offs and speciﬁc metrics.
1.1 Overview of energy-efﬁcient techniques
We start with a very general review of energy-efﬁcient techniques that aims at reﬂecting the
importance of such topic in both the academic and industrial worlds. Energy-efﬁcient relaying
is then contextualized in this trend.
1.1.1 Technologies for energy savings
A discussion on energy-efﬁcient cellular networks cannot bypass the numerous research ac-
tions that have been taken worldwide. Several international projects are being carried out, such
as "Energy Aware Radio and NeTwork TecHnologies" (EARTH) [6], OPERA-Net or the con-
sortium GreenTouch [7]. Discussions are also in progress in standardization organizations, e.g.
ETSI and 3GPP. Such work groups have proposed system-level approaches that cover all layers
in the protocol stack of wireless access networks and their architectures [3, 8, 9]. The main
objective is to adjust the transmission parameters to the time-varying radio propagation condi-
tions, the ﬂuctuating trafﬁc load and the QoS requirements. Such techniques are presented in
4the following, going from the physical layer to the large-scale network topology, and illustrated
in Figure 1.1. In this, the approach of energy-efﬁcient cellular networks which has guided the
research work of this thesis is pointed out in red.
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Figure 1.1 Overview of energy-efﬁcient techniques
First, at the physical layer, hardware technologies are undoubtedly among the largest energy-
consuming blocks of the protocol stack and severely affect the system performance compared
to theoretical bounds. For instance, a typical power ampliﬁer usually performs with consid-
erably low efﬁciency (< 50%). Highlights of energy-efﬁcient hardware technologies include
low-power circuit design [10] and high-efﬁciency digital signal processing [3], but also ad-
vanced cooling systems and battery design. Energy-efﬁcient radio transmission schemes are
an active research topic as well. Main results regard energy-oriented modulations [8, 11] and
multiple-antenna systems (MIMO technologies) [8, 12, 13, 14], which exploit the time and
spatial diversity.
5Second, at upper layers, radio resource management (RRM) plays a prominent role in the race
for energy reduction and aim at improving both the trafﬁc and the spectrum managements. Dif-
ferentiating the QoS requirements of users and performing energy-aware load-balancing allow
to adapt the trafﬁc pattern to the radio propagation environment. In addition, energy efﬁciency
can also be reached by a better utilization of the available spectrum. With this perspective,
techniques for dynamic spectrum access and cognitive radio are under research. The related
literature is quite extensive but has been compiled notably in [15] and [2, Chapter 15].
As nicely expressed in [9], energy efﬁciency has to do with "assigning the right resource to
transmit to the right user at the right time". While techniques for resource management or
energy-aware transmission schemes described previously aim at optimizing a single element of
the communication system (e.g. the scheduling strategy), cross-layer design operates across
the different layers of the protocol stack for better adjustment to the user requirements and
channel environment [16].
Finally, energy-efﬁcient designs involve as well the network architecture. Beyond classical
homogeneous cellular networks served by base stations only, the deployment of new types of
access points which are coordinated has been spurred by the research community. Multi-tier
and cooperative networks, including relaying and Coordinated Multi-Point (CoMP) [17], are
the highlights of energy-oriented architectures, along with energy-aware mobility management
strategies [18] and base station sleep mode or cell size adjustment [19].
1.1.2 Context of this thesis
In this work, we consider energy-efﬁcient relaying for cellular networks, as depicted in Figure
1.1. Relay stations are usually deployed with the same objectives as small cells, i.e. coverage
extension, support for hotspot areas, improved spectrum management and energy reduction.
The major difference between both lies in the backbone access. Whereas micro- or pico- base
stations are connected to the core network via optical ﬁbre, relay stations rely on wireless
transmission, as illustrated in Figure 1.2. Despite the associated performance loss, wireless
backhaul can be particularly beneﬁcial when the infrastructure required for optical cables is
6not available due to technical, economical or legal reasons. Relay stations are also particularly
suited for isolated area and off-grid power systems, which harvest energy from the environment
(e.g. solar or wind energy). This also implies that techniques for energy savings are radically
different. Such point is further analyzed in the third part of next Chapter.
Backbone
Relay network:
Wireless Tx
Optical ﬁber
Small cells:
Figure 1.2 Comparison of relay-aided network and small cells
Relay-assisted cellular networks have generally been featured with dedicated relay stations,
which do not act as sources nor destinations, but whose sole purpose is to facilitate the com-
munication of other users. This is the only case considered in this thesis but it must be noted
that peer nodes can act as relays as well. As envisaged in 5G cellular networks, the possibil-
ity to perform device-to-device communications will lead to a hybrid of conventional cellular
and ad-hoc designs. Besides the technical challenges and security issues of such architecture,
this would imply convincing consumers to use their own resources, notably the battery, for the
beneﬁt of the trafﬁc of others.
As guiding line, we bring together two different aspects of energy-efﬁcient relaying: the ge-
ographical deployment of relay stations and the choice of the relaying coding scheme, i.e.
how to encode and decode data, with regards to Information Theory. While such aspects may
seem disconnected at ﬁrst, we show that, in fact, the coding scheme has major impact on the
7optimal relay deployment and can be considered as a fundamental key to unlock energy and
cost efﬁciency in relay-aided cellular networks.
1.2 Challenges of Green Networks
New challenges have been raised from energy-efﬁcient communications and have necessitated
the deﬁnition of speciﬁc network performance and cost indicators. Analyzing those challenges
and indicators clariﬁes how we have addressed the energy issue in this thesis.
1.2.1 Fundamental trade-offs
The comprehensive work of [9] gives a substantial description of the questions and compro-
mises which have to be considered to reach energy efﬁciency. The four fundamental trade-offs
proposed in this paper pertain to spectrum allocation, energy consumption, QoS requirements
and deployment cost as follows:
• Spectrum versus transmit energy: The literature has largely investigated this trade-off
with regards to capacity maximization. The attainable spectrum efﬁciency is deﬁned as
the system throughput reached per unit of bandwidth (b/s/Hz) and is generally known
given the available bandwidth and energy consumption [20, 21, 22, 23]. It is a widely
accepted criterion for wireless network optimization but investigation is still required
with speciﬁc focus on the minimal energy necessary to transmit data at a given rate.
• Overall power versus required bandwidth: This trade-off further characterizes the re-
lationship between spectrum and energy. Given a target transmission rate, bandwidth and
power are the most important but limited resources in wireless communications. How-
ever, due to the energy dissipated in the circuitry and the additional bandwidth required
for channel state information at transmitter (CSIT) and signaling, the full utilization of
both power and bandwidth resources may not be the optimal energy- and spectrum-
efﬁcient approach. As highlighted in [9], the relationship between the signal bandwidth
(MHz), the power density (W/MHz) and the energy efﬁciency (bits/s/W) for a given user
rate requires better understanding.
8• Energy versus quality of service (QoS): This uncommon trade-off associates the sys-
tem energy efﬁciency and the user experience, through the service latency. Such metric
becomes essential since the heterogeneity of latency requirements and the time-varying
trafﬁc load have considerably modify the management of buffers and schedulers. For
example, delay-tolerant trafﬁc can be stored when fading occurs, and transmitted only
when the channel conditions are strong, i.e. through the best nodes within the cell and at
the best instant within the message delivery deadline.
• CapEx versus OpEx: Last but not least, one cannot ignore the infrastructure and oper-
ating costs, also called capital expenditure (CapEx) and operational expenditure (OpEx).
Both are critical performance indicators from the point of view of a mobile operator and
are generally in conﬂict with each other. Indeed, reducing the transmit energy, and thus
the OpEx, can be efﬁciently achieved by shortening the distance between the base sta-
tion and mobile users, which comes at the price of increasing the infrastructure cost. And
conversely, spacing out base stations reduces the infrastructure cost but more energy has
to be consumed to reach cell-edge and provide ubiquitous coverage.
In the next subsection, we analyze how these fundamental trade-offs on energy-efﬁcient com-
munications have modiﬁed the standard performance metrics and how they have guided our
research work.
1.2.2 Deﬁnition of new energy-oriented metrics
As highlighted by Auer et al. in [2, Chapter 16], "what metric we use to capture efﬁciency de-
termines how we think and act". To achieve energy efﬁciency, measuring the energy consump-
tion, in Joules, at the component level is quite straightforward but cannot quantify properly the
potential gains of new approaches and conﬁgurations at the system level. Thus, new energy
metrics are required.
Energy per transmitted bit: One of the most popular and earliest metric is expressed in
Joule-per-bit [J/b], or equivalently in Watt-per-bit-per-second [W/bps]. It refers to the network
energy consumption divided by the number of bits delivered during a given observation period
and quantiﬁes the ﬁrst trade-off deﬁned previously, between the transmit energy and spectrum.
9The reversed metric, in bit-per-joule, has been widely used for maximum-rate analysis. Yet,
research work on the joule-per-bit metric has mostly regarded the fundamental information-
theoretic concept that quantiﬁes the minimum energy required to reliably transmit one bit over a
noisy communication channel given inﬁnite bandwidth, as in [24, 25]. More practical analyses
have been proposed for particular simulation settings and relaying coding schemes. However,
it is not yet clear what is the minimal theoretical energy consumption that can be expected from
relaying, given a user rate and available bandwidth. Such result is relevant since, when design-
ing a new practical system, it can tell how far the proposed technique is from the theoretical
lower bound on energy.
Energy per covered unit area: The joule-per-bit metric is generally valid for long-range
transmissions or high trafﬁc load. While cellular operators should provide consumers with
wireless support for high data rate services, they should as well offer the possibility to access
the network everywhere, at any time. To this end, a large part of the network is primarily pro-
viding coverage and does not operate at full load even at peak trafﬁc hours. Due to the energy
cost necessary to maintain operational such network, the system energy efﬁciency appears to
be particularly poor under low-trafﬁc loads [3]. Including the aspect of the cell coverage is
essential to evaluate the network performance, even when no data is transmitted.
More recently, new metrics have emerged to capture this second aspect of the network energy
efﬁciency and complement analysis in joule-per-bit. One of these metrics refers to the average
power consumption per unit area, expressed in Watt-per-square-meter [W/m2], given a min-
imum performance requirement, e.g. outage probability or user rate requirement. Also note
that such metric is rather formulated in terms of Watt-per-user [W/user], when only the average
user density, in [user/m2], is known.
Analyzing the energy gain jointly with the coverage has direct link with the last trade-off,
between CapEx and OpEx. Concerning relaying, it brings out the issue of the number of
relays that should be deployed and of the coverage extension, which is not proved to be energy
efﬁcient for all situations.
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1.3 Measuring energy efﬁciency
1.3.1 Need for unanimous metrics deﬁnition
Although the metrics previously presented are now widely accepted in the research community,
the various analyses proposed in the literature are still difﬁcult to compare. Indeed, no single
deﬁnition for performance measurement won unanimous support so far and the considered
simulation settings depend on the network and service that is investigated.
For example, in the Joule-per-bit metric, it is not yet clear whether only the data bits should
be considered, or if the overhead bits should be accounted for as well. In the Watt-per-square-
meter metric, the coverage can be deﬁned with regards to outage requirement, maximal power
consumption or QoS, implying that the performance measurement of a same system can be sig-
niﬁcantly different depending on the considered deﬁnition. Similarly, the energy consumption
can be measured using different approaches, as explained in next section.
Note that research is being carried out to develop a standardized methodology for global eval-
uation of cellular networks. As example, a holistic simulation-based framework, named the
Energy-Efﬁciency Evaluation Framework (E3F), is being developed as part of the European
EARTH project (Energy-Aware Radio and neTwork tecHnologies [6]). Such methodology
aims at bringing together the various metrics existing at each layer of the protocol stack and
proposing for each a single deﬁnition. A second objective is to propose a framework that al-
lows to compare radically different networks, such as dense urban and sparse rural areas, and
that considers the system as a whole, accounting for both short-term and long-term (over a day)
trafﬁc model, small-scale and large-scale (over a whole city or even larger area) deployment
scenarios, and so on. In this thesis however, such system-level performance evaluation is not
required, since our problem formulation is focused on speciﬁc scenarios.
1.3.2 Accounting for the side energy consumption
Analyzing the transmit power, i.e. the power radiated at the output of the RF circuitry and
antenna, allows a fair characterization of the network upper-bound performance which can be
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achieved with regards to classical indicators such as spectrum efﬁciency. However, accounting
for the useful transmit energy only is generally not sufﬁcient for an accurate energy-efﬁcient
analyzis and setting up a system-wide energy efﬁcient metric is imperative.
A comprehensive energy analyzis should include the overall energy consumption, i.e. :
• the transmission power,
• the circuitry power of each node, which includes both a transmission-independent and a
transmission-dependent part,
• the energy of the signaling overhead necessary to perform the transmission,
as depicted in Figure 1.3. Trade-offs on the energy consumption must be made such that the
energy savings in one part would not be counteracted by increased energy consumption in
another part. This is particularly true when analyzing how the number of relays in a cell affects
the network energy efﬁciency.
Data
Transmit Energy
RF Ampliﬁer RF Ampliﬁer
Coding / Modulation Demodulation / Decoding
CSI
Protocol Protocol
Signaling
Protocol Protocol
Signaling
Cooling Cooling
Usually considered
for analysis
Circuitry
consumption
Transmission-dependant
additional consumption
Transmission-independant
additional consumption
Figure 1.3 Description of the overall energy consumption
First, the transmission-independent circuitry consumption accounts for the energy dissi-
pated whether or not data is transmitted for site cooling or network maintenance. It is usually
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modelled by an energy offset. The consumption of macro base station is generally dominated
by this offset, but it largely depends on the type of the considered station, as stated in [8]. Mod-
els for the circuitry offset consumption are available in [2, Chapter 6] and related references.
Second, the transmission-dependent circuitry consumption refers to the energy dissipated
for signal processing during data transmission. It accounts for the feeder loss, the extra loss in
transmission-related cooling, but above all, the energy loss of the physical RF ampliﬁer which
usually performs with considerably low efﬁciency (< 50%). The energy consumption of small
cells (e.g. pico / femto-cells) is generally dominated by this energy part. To accurately model
the power cost attributed to the node power ampliﬁer and other components, many factors
should be included, such as the quality of electronics, the complexity of data processing, but
also the resource management and buffering strategy.
Third, the energy consumption of signaling exchange, CSIT acquisition and protocol head-
ers can signiﬁcantly affect the system performance, as highlighted in [26], and there may ex-
ist some trade-off between the amount of signaling that is necessary and the overall system
energy efﬁciency. This is particularly true regarding CSIT-hungry techniques such as multi-
user MIMO or coordinated multipoint (CoMP) for interference mitigation. However, it is still
difﬁcult to quantify the overhead energy consumption, especially at the physical layer. This
depends on the considered protocol and is yet to be deﬁned in standards.
1.4 Thesis framework and outline
So far, we have introduced the context of energy-efﬁcient networks and highlighted the princi-
pal trade-offs and metrics of such issue. By jointly exploring the impact of the coding scheme
and the relay deployment, we propose a new analytical approach on energy efﬁciency.
In spite of steadily increasing interest on energy efﬁciency for relay networks, the available
research is largely based on coding schemes and power allocation optimized for rate, as given
by classical results from information theory, but not optimized for energy. Thus, as a ﬁrst step,
we focus on transmitting data at a desired user rate and answer the following question:
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What is the minimal transmit energy consumption
that can be achieved with decode-forward relaying ?
To this end, we explore coding techniques and power allocations explicitly optimized for en-
ergy, using information-theoretical tools. The literature review on this topic is covered by
"PART I: Coding for energy efﬁcient relaying" in the next Chapter.
Whereas theoretically-optimal coding schemes may achieve signiﬁcant energy gain, they may
rapidly turn out to be computationally complex. Thus, it is essential to make wise use of
advanced coding schemes, such that the provided gains overcompensate their increased com-
plexity. This can be done by carefully choosing the relay location within the cell. Algorithms
for optimal placement have been extensively studied to improve the system performance, but
we address this question from a different point of view:
What do energy-optimized coding schemes bring
to energy-efﬁcient relay deployment ?
In particular, we aim at analyzing the ﬂexibility of the relay deployment and the impact of the
radio propagation environment. The literature review on this topic is covered by "PART II: A
new perspective on energy efﬁcient relay deployment" in the next Chapter.
Finally, we explore relaying in the context of larger networks. To this end, we reﬁne our anal-
ysis on energy-efﬁcient relay deployment by explicitly considering the circuitry consumption
and by investigating the impact of relaying on the interference received in neighbourhood cells.
We question the following point:
Does energy-efﬁcient relay deployment
necessarily lead to interference reduction ?
This question highlights a new trade-off on energy efﬁciency. While using energy-optimized
coding schemes necessitate additional signal processing, and thus extra energy consumption,
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the reduction of the transmit energy beneﬁts in return the rest of the network. Related litera-
ture review is covered by "PART III: Reducing the energy consumption and interference: an
equivalence ?" in the next Chapter.
This research work is presented as a manuscript-based thesis and is composed of our IEEE
Information Theory Workshop (ITW) paper [27], our IEEE Transaction on Communications
[28], our IEEE Transaction on Wireless Communications [29] and our manuscript recently sub-
mitted to the IEEE Journal on Selected Areas in Communications [30]. In addition, three other
peer-reviewed papers [31, 32, 33] have been respectively published in the 34th IEEE Sarnoff
Symposium, the IEEE International Conference on Communication (ICC) and the IEEE Ve-
hicular Technology Conference (VTC-Fall).
CHAPTER 2
LITERATURE REVIEW
This second chapter raises out the particular challenges which have been addressed in this
thesis and surveys the related literature. It is divided into three parts, in line with the three
manuscripts that compose this thesis. The ﬁrst part overviews relaying strategies and explains
how information theory can be used for the purpose of energy saving. Then, the second part
clariﬁes our choice to analyze relay deployment and radio propagation environments. Finally,
in the last part, we take a broader perspective and investigate the challenges of relaying in
multi-cell networks.
2.1 Part I: Coding for energy efﬁcient relaying
Among all the energy-aware techniques proposed in the literature, from hardware to network
architecture, the impact of the relaying coding scheme has been little explored and the gap
between information-theoretical results and more practical analysis remains wide. This section
introduces such topic and speciﬁcally focuses on three-node relay networks, which consist of a
source, a relay and a destination, or equivalently a base station, a relay and a user. Information-
theoretical calculations will be further detailed in Chapter 3.
2.1.1 Techniques for relaying
The basic principle of relaying, and more generally cooperative networks, is that some nodes
overhear part of the transmitted data and forward it to the destination, instead of treating it as
interference. Since the destination receives multiple independently faded copies of the trans-
mitted data, decoding is more reliable and less energy is required for same performance. How-
ever, the performance of relaying is signiﬁcantly affected by the collaborative strategy, i.e. the
decision on when to relay, how to relay and with which relay station.
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2.1.1.1 Duplexing mode and carrier frequency
First, a relay operates either in a half-duplex or a full-duplex mode:
• Half-duplex: Here, the relay cannot receive and transmit simultaneously and the trans-
missions are generally multiplexed in time. In a cellular system, a speciﬁc scheduling
policy is required between the users and the base station. For example, time slots can be
statically pre-assigned or dynamically allocated for better ﬂexibility and optimization.
• Full-duplex: In this case, the relay can transmit and receive at the same time, at the
same frequency: it receives the signal, processes it and then forwards it, allowing only a
small delay within the frame duration. This is usually possible by physically separating
the transmit and receive antenna radio patterns.
Whereas full-duplex is attracting more and more attention for potential implementation in 5G
networks, it is still facing severe issues. Techniques for isolating the received signal from
the transmitted one remains under research, particularly for compact antenna dispositions as
analyzed in [34]. Moreover, the trade-off between the performance enhancement and the in-
creased cost should be considered. In this thesis, half-duplex relaying is the only considered
mode. Another important feature of a relay station is the carrier frequency it operates on:
• In-band relaying: Here, the user-to-relay link and the relay-to-base station link are
carried over the same frequency,
• Out-band relaying: the transmissions between the relay and the base station are carried
over a dedicated frequency, as for a conventional backhaul link.
Active cooperation for energy reduction, such as beamforming gain between the relay and the
source transmissions, can be achieved more naturally with in-band relaying, while out-band
relaying is more suitable for coverage extension. In this research work, we only consider in-
band relaying.
2.1.1.2 Relaying strategies
Relaying can be implemented using many different strategies, as depicted in Figure 2.1:
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• Amplify-forward (AF): The relay simply ampliﬁes and retransmits the received signal,
such that the destination receives two independently faded versions of the source signal
for decoding. AF relays may be simple repeaters, without any further processing, or may
perform more advanced processing, including beamforming and MIMO.
• Decode-forward (DF): This scheme is the closest to the idea of a traditional relay: the
relay decodes the received signal, re-encodes it and forwards it to the destination. In a
Full-DF scheme, the whole source message is decoded, whereas, in partial DF, only part
of it is decoded and re-encoded at the relay station.
• Demodulate-forward: Here, the relay solely makes hard decision on received symbols,
but without decoding data. This way of relaying makes more frugal use of resources and
decreases the processing delay at the relay, compared to decode-forward [35, 36].
• Compress-forward (CF): This strategy is particularly beneﬁcial when the link from
source to relay is weak compared to the link from source to destination [37]. Even if
the relay may not be able to fully decode the source message, the signal received at the
relay station remains an independent observation of the source signal. Such observation
is hence compressed and forwarded to help decoding at the destination.
• Distributed space-time coded schemes (STC): With a perspective different from pro-
cessing and forwarding, a pool of relays cooperate to simultaneously transmit the differ-
ent columns of a space-time coding matrix.
There exists numerous variations of these relaying strategies. In particular, decode-forward has
been derived into the following sub-schemes, which are used when CSIT is not fully available:
• Selective decode-and-forward (SDF): This is an adaptive DF scheme where the relay
forwards the re-encoded signal only if some performance criterion is satisﬁed, e.g. a
SNR threshold [38].
• Incremental decode-and-forward (IDF): Here, the relay only cooperates when it re-
ceives a Non-Acknowledgement from the destination. Thus, a feedback channel between
the destination and the relay is required [39, 40].
• Two-hop relaying: This is a degraded version of Full decode-forward. The relay station
acts as a router and the broadcast nature of the wireless medium is not exploited, i.e.
18
Amplify-forward:
S
R
D
Noise ampliﬁcation
Error propagation
Demodulate-forward:
S
R
D
Noise-free
Error propagation
Decode-forward:
S
R
D
Noise-free
Error correction
Compress-forward:
S
R
D
Compressed
additive information
Distributed STC:
S
R
R
R
D
Broadcast Virtual MIMO
Optimal cooperation
Complex requirement
Figure 2.1 Simpliﬁed illustration of the main relaying strategies,
Inspired from Figure 4 of [1]
the signal received from the direct link is not considered for decoding at the destination.
Note that there is no single deﬁnition of two-hop relaying in the literature, and such
denomination is sometimes used in place of Full-DF.
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We now compare the described relaying strategies. First, distributed STC schemes show in-
teresting performance but require ﬁne synchronization and co-phased transmission from each
relay involved in the transmission. Moreover, due to mobility or channel variations, the pool
of relays able to cooperate may change from one slot to another. This unﬁxed number of
participating antennas make such scheme challenging for implementation [2, 41]. Due to its
complexity, Compress-Forward remains hard to implement on practical systems as well.
On the contrary, AF relays are transparent for both the source and the destination and offers the
lowest complexity, with the shortest processing delay. Yet, its main drawback is that it ampliﬁes
and retransmits a noisy version of the received signal. By mitigating the channel fading at
the ﬁrst hop and restoring the original signal at the second hop, decode-forward generally
outperforms both amplify-forward and demodulate-forward under the channel conditions of
cellular networks and using practical modulations, as shown in [42]. For these reasons, we
consider in this thesis decode-forward relaying. Whereas multi-hop relaying provides even
wider coverage and are also concerned by the energy issue [43, 44], we focus in this work on
single-hop transmissions.
2.1.2 Relaying in LTE
Regarding practical cellular networks, relaying techniques are considered in the standardization
process of LTE-advanced and IEEE 802.16j networks. The main reason for implementation is
two-fold. First, MIMO-OFDM technologies and advanced error correction techniques allow
data transmission at very high rates under many conditions, but they are often not sufﬁcient to
fully mitigate the critical problems experienced at the cell edge, where signal strength is poor
and interference is high. Second, relay stations are easier and cheaper to deploy than macro
or micro base stations. They require no separate wired backhaul and their small size allows
installation in many convenient areas, e.g. on street lamps or on walls. Relays can increase the
network density, coverage extension and performance enhancement, to alleviate hotspots and
trafﬁc dead zones. There are two types of LTE relays:
• Type 1 (or non-transparency): Here, relays can be considered as "light base stations",
since they control their own cell with separate identity number and transmit their own
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synchronisation channels and reference symbols. Usually, half-duplex in-band relaying
is considered. The principal objective of type-1 relays is to provide network access to
remote users, located outside of the macro base station coverage.
• Type 2 (or transparency): In this case, the relay shares the same identiﬁcation and
control channels that the base station it serves, such that users cannot distinguish them.
In particular, signaling can be broadcast by the main base station, where the relay only
conveys users data. Type-2 relays allows to improve the service quality of users located
within the base station coverage by achieving multipath diversity.
Most analysis on energy-efﬁcient LTE networks are based on two-hop relaying. The advan-
tages brought by more advanced coding schemes have been little explored with respect to the
energy issue. In the following, we introduce the topic of coding design, i.e. information theory,
and explain how it can be used for performance enhancement.
2.1.3 Shannon’s theory and energy efﬁciency
The pioneer work of Claude Elwood Shannon in 1948 has set up the basis principles of com-
munication theory and has shaped our digital era. By applying thermodynamic laws to com-
munication [45], Shannon has established a whole new discipline, Information Theory, which
has in return redeﬁned thermodynamics and ﬁnds application in telecommunication, data com-
pression, cryptography or even gambling [37, 46]. Information theory is still guiding research
on next-generation networks.
Information and channel capacity: For an uncoded system with a given transmit power, in-
creasing the transmission rate implies the use of more complex modulation schemes having
multiple bits per symbol, thus leading to an inevitable increase of the error probability. Shan-
non’s theory has shown that, by adding redundancy in the transmitted data (i.e. encoding) and
by using error correction, the transmission rate can be increased without increasing the ﬁnal
error probability, up to a certain rate. Beyond, data cannot be recovered without errors. This
critical rate is called the channel capacity, measured in bits/symbols, or in bits/sec given that
the number of symbols per second is determined by the channel’s Nyquist bandwidth. Infor-
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mation theory has allowed a better understanding on how the transmit power, the bandwidth
and the noise may affect the channel capacity.
Nowadays, the research community continues to expand the Shannon’s theory. New guid-
ance has been proposed for future telecommunication systems, particularly regarding multi-
user channels, and new mathematical methods have been developed to better understand their
achievable performance. Multi-user channels are particularly challenging and the capacity of
some of them, e.g. the broadcast channel and the relay channel, remains unknown, despite
extensive research over the years.
Coding to reach fundamental limits: Coding has to do with adding redundancy into the
transmitted signal to get low error probability at the destination. When designing a code, infor-
mation theory can tell how much redundancy is required and how far it is from the theoretical
limit, i.e. the channel capacity.
Even if Information Theory does not always provide the theoretically optimal code (and only
shows its existence), it suggests means of achieving these ultimate limits of communication and
tells how a practical scheme should be structured. As shown in [47], the highest performance is
achieved when the signal structure given by Information Theory is emulated the most closely.
Such observation has lead to signiﬁcant progress in integrated circuits, signaling methods and
code design. New techniques have been proposed, such as superposition coding, rate splitting,
multiple-antennas systems or multiple-access designs.
What about energy consumption ? Since C.E. Shannon stated Information Theory in 1948,
researchers and engineers have mostly targeted the channel capacity, by maximizing the com-
munication rate, given a power budget. References within this direction are numerous and
we just evoke here the landmark works of [48] for the relay channel or [49, 50] for the relay
broadcast channel. Yet, using the Shannon’s theory with regards to energy consumption has
attracted little attention and often, it is implicitly admitted that minimizing energy and max-
imizing data rate are equivalent problems. Such equivalence is immediate for single-source
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single-destination transmissions, where the channel capacity for the Gaussian case is given by
C = B log2
(
1 +
P
N0B
)
(2.1)
with P the transmit power,B the bandwidth andN0 the noise power spectral density. However,
it is far less obvious that this equivalence still holds for multi-user transmissions. To the bast of
our knowledge, no coding scheme with optimal power allocation has been derived speciﬁcally
for energy-efﬁcient decode-forward relaying and most of existing energy analyses are based on
rate-optimal schemes [51, 52, 53, 54, 55].
2.1.4 Thesis methodology and contribution
As ﬁrst step of this thesis, we question the use of maximum-rate coding schemes for the pur-
pose of energy-efﬁciency analysis and deﬁne the minimal energy consumed by decode-forward
relaying. To this end, we design the new half-duplex relaying coding scheme depicted in Figure
2.2 and propose for it three power allocations, all dedicated to energy minimization. This cod-
ing scheme and power allocations will be considered throughout this whole thesis, as reference
to deﬁne the best achievable performance.
This ﬁrst step is covered by Chapters 3 and 4. Chapter 3 describes the new relaying coding
scheme that has been published in our conference paper [27], with further details on the main
tools of Information Theory. Chapter 4, which is an unedited version of our journal paper [28],
proposes optimal resource allocations for energy efﬁciency. In addition to these two chapters,
the conference paper [32] extends the proposed resource allocation to distributed networks,
where the channel state information is known only partially at transmitters.
2.2 Part II: A new perspective on energy efﬁcient relay deployment
While advanced coding schemes and resource allocations, as introduced in Part I, can overcome
the weaknesses of simpler schemes as two-hop relaying, they should be used wisely given their
increased hardware complexity and particular requirements, e.g. CSIT and ﬁne synchroniza-
tion between the source and the relay. It is thus important to investigate in which conditions
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Figure 2.2 Proposed half-duplex partial decode-forward scheme and power allocations
relaying can provide worthwhile energy gain, i.e. how the radio propagation environment im-
pacts the relay performance.
2.2.1 Just a matter of technology ?
With this perspective, efﬁciently positioning the relay station and avoiding poor locations with
negligible gain is highly relevant. The literature related to optimal relay placement algorithms
24
is quite extensive and proposes a wide range of analyses regarding coverage [56, 57, 58],
capacity [59, 60], outage [61] or energy [53, 54, 62] requirements. The recommended relay
locations are numerous, depending on the considered network management and transmission
technologies (e.g. the coding scheme, the antenna speciﬁcation, the scheduling technique...).
However, in practice, deploying new wireless stations has a cost which can lead to considering
sub-optimal solutions. In addition, a new site for relay station is as well selected based on
external factors, such as the legal procedures, the preferences of affected populations, the urban
topography and, of course, the radio frequency characteristics of the potential location. In the
following, we analyze: 1) the signal propagation and how it can affect relay deployment, 2) the
process for site selection and how it should modify our search for optimal relay location.
2.2.2 Statistical description of the wireless propagation channel
A relay location is ﬁrst selected based on the radio frequency characteristics. The wireless radio
channel is exposed to absorption, reﬂection, scattering, diffraction, thermal noise and interfer-
ence, which randomly change over time, space and frequency as a result of user movement and
environment dynamics. This constitutes a severe challenge for reliable communication. This
subsection describes the main channel characteristics affecting the signal propagation. Then,
the different channel models used to analyze and simulate the network performance are pre-
sented. The objective is not to be exhaustive about such a vast topic. Rather, we emphasize
how the urban topology and environment affect the channel statistical distribution.
2.2.2.1 Signal propagation mechanisms
The amplitude of a channel response results from three main attenuation factors, which apply
at different space and time scales: path-loss, shadowing and multipath fading. They have been
extensively presented in numerous reference books, such as [63, 64, 65, 66].
First, path-loss refers to the dissipation of the power radiated by the transmitter. It is com-
monly assumed that it only depends on the transmitter-receiver distance and general environ-
ment characteristics. As opposed to free space, in a typical urban or indoor scenario, a signal
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transmitted from a ﬁxed source encounters multiple objects and reﬂectors in the environment
which generate many replicas of the original signal. This can bring diversity gain, but may also
degrade the transmitted signal. A dense environment and the loss of line-of-sight (LOS), i.e.
the possibility for a signal to propagate along a straight line between the transmitter and the
receiver, generally intensify the channel attenuation.
If the transmitter and the receiver are ﬁxed and the environment is non-mobile, the radio-
frequency characteristics of the received signal are deterministic and time-invariant. However,
as a result of transceivers mobility and environment dynamics, the channel amplitude suffers
from other attenuation factors, which may vary with time, such as shadowing. Shadowing
results from obstacles between the transmitter and receiver that attenuate signal power through
absorption. Generally, shadowing is slowly-varying with time and occurs over distances that
are proportional to the length of the electromagnetically important obstructions (10–100 m in
outdoor environments and less in indoor environments). It is often considered as the most
challenging issue in terms of resource allocation and interference management.
Both path-loss and shadowing occur over relatively large distances and are referred as large-
scale propagation attenuation. On the contrary, multipath fading may be referred as small-
scale propagation effects since it occurs over very short distances, of the order of the signal
wavelength. More precisely, when a single pulse is transmitted over a multipath channel, the
received signal appears as a pulse train, where each pulse of the train has been carried over a
distinct path between the transmitter and the receiver, via different reﬂectors, scatterers or clus-
ter of scatterers. Multipath fading results thereby from the constructive and destructive addition
of scattered signal components and can cause signiﬁcant distortion to the transmitted signal.
Moreover, the multipath channel is highly time-varying, due to the environment dynamics and
scatterer mobility.
We do not further describe the multipath channels. Such small-scale channel effects are more
relevant for signal processing analysis. We can reasonably assume that the considered sys-
tems are robust enough against multipath signal distortions, as it is the case for OFDM sys-
tems which transform a wideband frequency-selective channel into several ﬂat narrow band
26
sub-channels. Therefore, the analysis and models proposed throughout this thesis can be un-
derstood as the mean performance result over a sufﬁcient period of time such that fading is
averaged out.
2.2.2.2 Models for wireless channels
Whereas the channel amplitude could be theoretically determined, the number, location, and
dielectric properties of reﬂectors and scattering objects are generally unknown. In particular,
shadowing and multipath fading become unpredictable. Thus, statistical models have been
proposed, based on empirical measurements over a given distance, in a given frequency range
and various transmission scenarios. Such models tend to be sufﬁciently general in that they are
not restricted to environments in which the measurements have been made.
At time t, the gain of a channel h can be expressed as:
|h(t)|2 = s(t) r(t)
γ
=
s(t) r(t)
Kdα
,
where s(t) stands for shadowing, r(t) for multipath fading and γ for path-loss. The shadow-
ing coefﬁcient is most commonly modelled by a log-normal random variable, whose standard
deviation varies between 3 and 8dB, depending on the considered environment. For multipath
fading, several models have been proposed, using the Rayleigh or Rice distributions. Finally,
path-loss is given by the transmitter-receiver distance d, the path-loss exponent α and a fac-
tor K which accounts for the impact of the environment, the transmission frequency and the
transceivers height. Numerous models have been developed over the years to compute K, α
and the standard deviations of s and r in typical wireless environments, e.g. urban macro-cells
and micro-cells, suburban cells and also indoors scenarios. However, the main drawback of
such approach is that the proposed models are not always consistent with each other.
Existing channel models: The Okumura model, and then the Hata model, are some of the
earliest works on propagation models for large urban macro-cells based on extensive measure-
ment campaigns and giving closed-form formulations for path-loss [64]. Although they have
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provided good models for ﬁrst-generation cellular systems, they are not adapted to current
networks, that operate at higher frequencies and over smaller cell sizes (eventually indoors).
Subsequently, standardized channel models have been developed for the purpose of simulation
and calibration for 3G and 4G systems. The four main models are the European Cooperative for
Scientiﬁc and Technical model (COST-231) of [67], which extends the Hata model, the 3GPP
spatial channel model (SCM) of [68], the WINNER II model of [69] and the IEEE 802.16j
channel model of [70], which partly reuses the WINNER II model.
Thanks to its accuracy and ﬂexibility, the WINNER II model is often referred as the most com-
prehensive state-of-the-art in wireless channel models [71]. This model includes 13 scenarios
for indoor, urban as well as rural environments with both LOS ans NLOS cases for each of
them. Moreover, the WINNER II model includes scenario speciﬁc to ﬁxed relay stations (B5
stationary feeder scenario), and further divides into sub-scenarios, where the relay is located
from street-level to rooftop.
Considered models for relay placement: As emphasized in [71], a large part of theoretical
results on relay placement are based on oversimpliﬁed channel models, implying that some
algorithms proposed in the literature can be inappropriate for practical relay placement. For
example, works in [53, 56, 57, 58, 59, 60, 61, 72] consider AWGN channels with only path-
loss exponent or assume the same model for all links in the network. Some research work, e.g.
[59, 61], even consider linear models, where the relay is located on a straight line between the
source and the destination. So far, little analysis has considered three-dimensional geometri-
cal models, accounting for the impact of the relay height. Indeed, locating the relay station
closer to the user or, on the contrary, at high height offers signiﬁcantly different propagation
environment, as illustrated in Figure 2.3.
Understanding how the wireless radio propagation characteristics affect the relay deployment
opens new perspectives and provides an approach complementary to designing algorithms for
optimal placement as existing in the literature.
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Figure 2.3 Impact of the relay height on the propagation environment
2.2.3 Deploying relay stations in urban environments
This subsection introduces the process for wireless antenna tower site selection and deploy-
ment, as described in [73]. Such discussion may ﬁrst look as a digression to our topic. How-
ever, being aware of such procedure highlights the complexity of balancing technological re-
quirements, capital expenditure, authorities and affected populations. Deploying a new antenna
structure raises concerns in a community with regards to aesthetics, property, but also health
care, due to the exposure to electromagnetic ﬁelds. This is particularly true for relay stations,
which are connected to the main network via a wireless backhaul link.
The operator’s point of view: The operator’s strategy to locate a new antenna site, for ex-
ample a relay station, accounts for both technical and performance requirements and capital
expenditure, which includes the infrastructure cost, the property values, the access facilities for
maintenance and so on. Sharing or colocating a new antenna on an existing tower is usually
preferred by operators, since it is considerably more cost effective, with reduced time to service
and smaller impact on neighbourhood. However, ﬁnding an existing structure with the suitable
location or height may not always be feasible, thus demanding for a free-standing antenna
system (built for example on a dedicated tower or mast).
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The municipality’s point of view: Consultation of local communities potentially affected is
one of the most important part of the antenna siting process, and results in an information
package for the operator including preferred and discouraged locations, as well as design and
landscaping requirements or environmental impact statements. For example, industrial, agri-
cultural and commercial areas are usually preferred for antenna siting, rather than residential
areas. Proximity to transportation and utility corridors, or institutions necessitating improved
telecommunication access, such as emergency services or university, is also considered. On
the contrary, the municipality may declare inappropriate ecologically sensitive areas, historical
sites or locations affecting aesthetics (e.g. in front of doors, windows, balconies or residential
frontages). Although colocating antennas on existing towers may be practical and cost efﬁcient
for an operator, this comes in return with more massive structures, with additional equipment
shelters at the base of the tower, such that some municipality may discourage such colocation.
The Government’s point of view: In Canada, the ﬁnal decision to approve and license the
location of a new antenna system is made by the Federal Government, which guarantees com-
pliance with a standard protocol. In this, various rules on the station deployment are prescribed
about, for example, safety distances, minimal and maximal heights, but also the physical di-
mensions of the antenna and associate equipment. Moreover, Industry Canada ensures that the
new antenna system respects all the radio-frequency emission safety levels (Health Canada’s
Safety Code 6 [74]). Its role includes as well ensuring that local authorities and nearby pop-
ulations are consulted throughout the negotiation of a new antenna site. In case of litigation
between the different actors involved in the process, the Federal Government has exclusive and
comprehensive jurisdiction over the wireless antenna tower siting and may potentially render
inoperative municipal site-plan regulation and local restrictive by-laws [73, 75].
Searching for optimal relay location ? On one side, and even if practical relay deployment
is done on a case-by-case basis, theoretical analysis and simulations are meaningful. They can
give insights on relay conﬁgurations which improve the network performance and help setting
basis for future site negotiation. On the other side, numerous algorithms for relay deployment
propose theoretically optimal locations which may not be feasible due to the urban topography
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and administrative by-laws. It is thus critical to investigate the performance of a relay station
when not optimally located and to look for transmission techniques which can offer more
deployment ﬂexibility while ensuring satisfying performance.
2.2.4 Thesis methodology and contribution
As second step in this thesis, we investigate relay deployment with regards to the channel
propagation characteristics and the relaying coding scheme. To propose meaningful analysis
without requiring time-consuming extensive simulations, we develop a geometrical model de-
scribing the cell area where relaying is more energy-efﬁcient than direct transmission. Such an
area is illustrated in Figure 2.4, in comparison with other patterns for the relay serving area.
(a) Coverage-oriented area (b) Femto-cell-like area
Coverage
Energy Efﬁciency
(c) Energy-optimized area
Area served by the Relay
Area served by the Base Station
Figure 2.4 Relay serving areas for difference performance criteria
The proposed model allows to predict the average energy consumed to transmit data at a given
rate, for a given relay location. Yet, it only needs a few characteristic distances and is valid
for various propagation environments. Then, using the proposed model, we highlight new
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trade-offs which balance the coverage extension, the energy consumption and the deployment
ﬂexibility. We show that advanced coding schemes can easily overcome harsh radio environ-
ments due to suboptimal location, and thus provide much ﬂexibility to the relay deployment.
This second step is described in Chapter 5, which is an edition of [29]. The proposed trade-offs
are further analyzed in our conference paper [33]. In this, the issue of the number of relay
stations is addressed, considering their circuitry energy consumption and their economic cost.
2.3 Part III: Reducing the energy consumption and interference: an equivalence ?
So far, the literature review has focused on the different relaying techniques in networks com-
posed of only three nodes: the user, the base station and the relay. We now introduce the possi-
bilities and challenges of relaying in multi-cell networks, where many base stations, along with
relays and other access points, co-exist in the same area and share the available radio resources.
In particular, we identify the issue of interference in multi-cell relay-aided networks optimized
for energy saving.
2.3.1 Challenges of multi-cell networks
Multi-cell networks can be classiﬁed in three distinct domains as follows [15]:
• Homogeneous networks, which consist only of large scale macro-base stations operat-
ing over licensed spectrum and managed by operators;
• Heterogeneous networks (HetNets), which are composed of multiple tiers of small-
scale micro, pico and femto-cells. Each of them differs with regards to transmit power
level, hardware attributes and signal processing capability and is overlaid by a primary
tier of large-scale macro-cells. HetNets help enhancing the network capacity or closing
the coverage holes in areas with high trafﬁc demand, e.g. hotspots.
• Cooperative networks, where several nodes of the same tier and/or different tiers (base
stations, relays...) pool their resources -in time, frequency, power but also antennas and
computing facilities- to jointly schedule transmissions and provide capacity, coverage
and/or energy gains.
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Due to their practicality and backward compatibility with previous generations, multi-cell net-
works are considered for implementation in next cellular standards, such as LTE-A [76]. Yet,
a number of important new challenges have emerged from such technologies: How to allocate
resource and schedule users ? When to proceed hand-off ? How to mitigate interference ? But
also which metric should be considered to guarantee satisfying QoS for each user and good
performance of the network in general ?
Techniques for energy savings in HetNets and in cooperative networks are radically different.
On one side, small cells are mostly user-deployed, with possibly restricted access, and are
designed for point-to-point access. Energy-oriented techniques thus focus on efﬁcient hand-
offs, scheduling and resource management, in particular frequency allocation for interference
avoidance. On the other side, cooperative communications are performed using more advanced
schemes which exploit the spatial diversity offered by the joint transmission of neighbouring
nodes (base stations, relays or others cooperative access points). By coordinating transmis-
sions, the inter-cell interference (ICI) can be reduced and the network energy consumption
minimized. Relaying is not the only cooperative technique. In addition, cooperation princi-
pally includes:
• Multi-user MIMO (MU-MIMO): mobile user devices and small-scale access points
are usually equipped with a single antenna only, implying that traditional MIMO cannot
be performed. However, by pooling antennas and adapting the precoding weights of each
transmission, cooperative nodes can emulate a distributed MIMO system;
• Coordinated Multi-Point (CoMP): CoMP has been designed as an integral part of the
LTE-A standard. As for MU-MIMO, geographically separated base stations dynamically
cooperate, via optical-ﬁber backhaul links, to provide joint scheduling and processing of
the received signal. It is particularly beneﬁcial for cell-edge users.
Despite the signiﬁcant performance enhancement they can provide, MU-MIMO and CoMP
are severely affected by synchronization errors and outdated channel state information. For
example, it is shown in [77, 78, 79] that a deviation of only 5ms in the feedback delay may
result in a 20% capacity decrease for a downlink CoMP system. Moreover, CoMP and MU-
MIMO both require substantial extra trafﬁc load and energy consumption due to the additional
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signaling, channel state information exchange and signal processing required for cooperation.
For example, up to 30% of the downlink transmissions is dedicated to channel state informa-
tion exchange in a CoMP system with four antennas, as shown in [80]. The performance of
MIMO has been analyzed in [81, 82]. Because more antenna devices are used for transmission,
the energy dissipated in circuitry may actually negate the beneﬁts in the transmit energy and
interference level, such that MIMO is not always more energy-efﬁcient than single-antenna
transmission.
Relaying thus appears as a particularly interesting alternative to implement cooperation in cel-
lular networks. It is more robust against imperfect synchronization and delayed CSI, requires
low computational and deployment costs and furthermore, does not necessitate major changes
in the existing infrastructure [15]. When a user has the possibility to communicate with several
relay stations, a ﬁrst solution is to maximize the transmission gain by involving each of them.
However, relaying would then suffer from the same drawbacks as MU-MIMO and CoMP, es-
pecially in terms of CSIT. A second option is to exploit spatial diversity by choosing the best
relay. Relay selection is still an active research topic [83, 84] but it is not considered in this
thesis. Rather, we propose a new perspective on single-relay transmissions by analyzing in
which way an energy-oriented relay deployment may impact the inter-cell interference.
2.3.2 Analyzing interference in energy-efﬁcient systems
Reducing interference has been largely considered as a major key to unlock energy efﬁciency.
This subsection describes the major techniques for interference mitigation in multi-cell net-
works and the assumptions which are commonly considered for investigation. Based on such
literature review, we highlight the necessity of designing a new framework for performance
analysis in energy-optimized relay-aided networks.
2.3.2.1 Techniques for interference mitigation
The most obvious approach to reduce interference is simply to avoid it by orthogonalizing
transmissions. Such approach has been spurred for next-generation cellular OFDMA systems
and encompasses frequency reuse techniques, for which adjacent cells use different frequen-
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cies. In particular, Fractional Frequency Reuse (FFR) is under consideration for implementa-
tion in the LTE-A standard [85, 86]. In this framework, a cell is divided in several regions, each
using a different frequency reuse factor. The inner cell region has a frequency reuse factor of
1, whereas the outer region has a factor of N. For example, in the Soft Frequency Reuse pattern
(as illustrated in Figure 2.5 with a reuse factor of 3), a cell-edge user receives interference only
from the interior of the adjacent cell, where users have low transmit power.
f1, f2, f3 f1
f2
f3
Figure 2.5 Soft Frequency Reuse,
with N=3
However, such frequency reuse pattern may not be the spectrum-efﬁcient. The well-known
Shannon’s capacity formula (2.1) shows that the capacity increases linearly with the available
bandwidth, but only logarithmically with power. This implies that a better utilization of the
available spectrum potentially provides higher performance gains than simply increasing the
signal-to-noise ratio. Techniques of cognitive radio may bring partial answer to such question.
Other approaches have been proposed for interference mitigation like MU-MIMO and CoMP,
as described earlier, but also user scheduling with inter-base-station coordination, dynamic
antenna down-tilt and base-station switch-off when the trafﬁc load is low. Such interference-
aware techniques call for full coordination between nodes and intensive CSI exchange to ac-
curately track the ﬂuctuations of the time-varying wireless channel conditions, the trafﬁc load
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and QoS requirements. Moreover, it is necessary to accurately understand how the interference
is distributed across the network. In the next subsection, we thus review existing models for
interference analysis.
2.3.2.2 Models for interference analysis
To design practical interference-aware techniques, it is necessary to differentiate between the
time scale at which they are performed:
• Long-term techniques: they consider the load ﬂuctuations on a base of tens of minutes
to several hours and account for the average channel behavior, i.e. the average path loss.
Switching-off base stations [87, 88] is an example of such long-term techniques.
• Short-term techniques: they are based on smaller time granularity, on the order of
few time slots (i.e. in the range of seconds or minutes). Base station switching-off is
not adapted to short-time channel variations due to the transitory wake-up period, but
switching-off OFDM sub-carrier only can be considered.
On one side, long-term techniques are designed to ﬁt the large-scale trafﬁc movements over the
day, for instance the consumers going from home to work place. Modelling long-term interfer-
ence is thus rather a matter of user behaviour than of technology. On the other side, short-term
techniques require faster adaptation and lighter computation at user terminals and base sta-
tions. Optimal performance can only be reached by considering realistic network topology and
energy distribution models, together with small-scale channel fading, i.e. path-loss, shadowing
and sometimes even fast fading.
Multi-cells models for interference analysis are already well-developed concerning femtocells.
They consider both regular hexagonal cellular network patterns and stochastic-geometry-based
patterns, where base stations are randomly located according to a Poisson point distribution
such as in [89] and references therein. Such models are however non applicable to relay-aided
networks, where a cell has to manage both direct and two-hop transmissions and where the
cost of the wireless backhaul has to be considered in the interference analysis. Moreover, as
opposed to base station, relays are generally equipped with omni-directional antennas.
36
Most of existing analysis for relay-aided networks assume very pessimistic models for inter-
ference. For example in [56, 57], the signal-to-noise ratio of a reference user is too severely
degraded since each neighbouring node (i.e. base stations and all relays of each cell) is trans-
mitting at each time slot and with full transmit power. The obtained results can thus be under-
stood for a worst case but do not reﬂect the performance standard of the network.
Furthermore, assuming that neighbouring stations are transmitting at a given power cannot be
used for the energy minimization issue considered in this thesis. When optimized for energy,
the actual consumption is generally much less than the considered power constraint, implying
that the interference received in neighbourhood cells is not as high as expected. To the best of
our knowledge, no analysis has been provided to describe how the transmit energy consumption
is distributed across the cell and where the highest interference is generated, depending on the
user location and rate, the relaying coding scheme, the cell coverage, for the speciﬁc context
of energy minimization in relay-assisted cellular networks.
2.3.3 Thesis methodology and contribution
As the last step of this thesis, we characterize the impact of omni-directional relays in terms of
both the achieved energy gain and the resulted performance loss in neighbourhood cells, due to
the additional interference. Whereas it seems quite intuitive that reducing the transmit energy
allows to mitigate the generated interference, such statement does not account for the relay
potential proximity with cell-edge, as illustrated in Figure 2.6. Thereby, it is not clear whether
or not an energy-efﬁcient relay deployment is also interference-aware.
To answer this issue, we reﬁne our previous geometrical models to include the effect of shad-
owing and the extra energy dissipated in the circuitry for signal processing and network main-
tenance. We then propose new deﬁnitions for the relaying efﬁciency which allow the predic-
tion of the probability of energy-efﬁcient relaying, the overall energy consumption and the
generated interference. The proposed framework has wide application and can be used for re-
source management (in particular frequency reuse techniques), load-balancing or base-station
switch-off. In this thesis, we focus on the relay deployment. We show that energy-efﬁcient
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Figure 2.6 Energy-efﬁcient vs. interference-aware relay deployment
relay deployment does not necessarily lead to interference reduction and reversely, that an
interference-aware deployment is suboptimal for energy. In addition, a new performance met-
ric is proposed to account for both aspects. This last step is covered by Chapter 6, which is an
edition of [30].

CHAPTER 3
DESIGN OF A NEW HALF-DUPLEX DECODE-FORWARD RELAYING SCHEME
Summary of this Chapter: Our research work has been initiated by the design of a new half-
duplex decode-forward coding scheme for energy-efﬁcient performance analysis. In this, the
source splits its data message into two parts and transmits in two phases. Both message parts
are sent during both phases. At the end of ﬁrst phase, the relay decodes one part, re-encodes
it and forwards it in the second phase. Then, at the end of second phase, the destination de-
codes both parts by using joint typicality decoding. This chapter is an expanded edition of our
conference paper [27], where this coding scheme has been ﬁrst presented. Since information
theory may be unfamiliar to the reader, the chapter also covers the main mathematical tools
that have been used and the particular information-theoretic vocabulary.
Notations: Upper-case letters, e.g. X , denote random variables. Lower-case letters, e.g. x,
stand for outcomes of such random variables, and calligraphic letters, e.g. X , refer to the sets of
possible outcomes. | denotes conditionality (for probabilities, entropy or mutual information).
3.1 The relay channel in Information Theory
In order to set up the vocabulary and notations, this chapter serves to recall the main notions of
the Shannon’s theory: the channel, the entropy, the mutual information and the capacity. We
refer the reader to [63, 90] for general introductions on information theory, and to [37, 46, 91]
for further detailed analysis.
3.1.1 What is a channel ?
Data transmission is performed over a channel that is supported by an usually imperfect physi-
cal medium, typically an electrical wire, an optical ﬁber or air. Due to noise, interference from
other users or inappropriate signal processing, this channel may affect in a random manner
the transmitted sequence of bits. The received sequence is thus random, but hopefully has a
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distribution which depends on the transmitted sequence. Using such dependence, the receiver
aims at recovering the source data.
X p(y|x) Y
Figure 3.1 A communication channel
in information theory
A channel is deﬁned in information theory as a system in which the output Y depends proba-
bilistically on its input X . More precisely, the input X and output Y are two random variables,
whose values are respectively taken from the sets X and Y , called alphabets. In practice,
the alphabet refers to the modulation scheme. Then, the channel is determined by a transition
matrix, which gives the conditional probability p(y|x) to receive a given output y ∈ Y when
x ∈ X has been sent. It should be noted that the deﬁnition of a channel is related not only
to the physical medium supporting the transmission, but also to the modulation scheme. It is
denoted as (X , p(y|x),Y) and is depicted in Figure 3.1.
3.1.2 What is the channel capacity ?
The entropy H of a random variable X , distributed according to p(x), indicates how much
information can be carried by this random variable. For example, an uncoded QPSK constel-
lation with four equiprobable symbols can carry 2 bits of information, whereas a 64-QAM can
carry 6 bits. The entropy is computed as:
H(X) = −
∑
x∈X
p(x) log2 (p(x)) .
Regarding data transmission, the entropy H(X) of the channel input measures how uncertain
the receiver is when it has to decide which x ∈ X has been sent by the source. However,
this receiver is helped in its decision by observing the channel output y ∈ Y , such that the
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uncertainty is reduced to H(X|Y ). The average amount of uncertainty in X that is resolved by
the observation of the outcome Y is called the mutual information and is deﬁned as
I(X, Y ) = H(X)−H(X|Y ).
It refers to the amount of information that is transmitted at each channel use, given the input
distribution p(x) and the considered alphabet (or modulation scheme) X . It is measured as a
data rate, i.e. in bits per channel use or bits per symbols.
By modifying the structure of the input X and its distribution p(x), i.e. by designing a coding
scheme, we can increase the mutual information, and thereby, the data rate that can be trans-
mitted over the considered channel. For example, in a broadcast channel where the input X
contains information intended for several users (x = (x1, x2...xn) for n users), the sum rate can
be increased by introducing dependence between the codewordsXi intended for each users and
by setting p(x) = p(x1)p(x2|x1)p(x3|x1x2) . . . rather than simply having p(x) =
∏
i p(xi).
A data rate is said achievable if we can ﬁnd how to encode data at that rate and decode with
arbitrarily low error probability. We will come back to encoding and decoding in Section 3.2.
Now, by taking the right input structure and distribution p(x), the mutual information can be
maximized: this is the channel capacity, deﬁned as
C = max
p(x)
I(X, Y ).
The channel capacity can also be understood as the supremum of all achievable rates. Note that
the term "capacity" in network engineering refers more to a maximum achievable rate (given
a code structure, multiple access technique, scheduling policy and so on) than to the channel
capacity as deﬁned in information theory.
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3.1.3 The relay channel: deﬁnition, achievable rates and capacity
The elementary relay network consists of a source S transmitting data to a destination D and
supported by a third node, the relay R. In its most restricted deﬁnition, the relay does not have
its own data to send and its sole purpose is to assist the source transmission.
Deﬁnition 3.1. The relay channel is deﬁned by:
• two channel input alphabets: X at the source and Xr at the relay,
• two channel output alphabets: Yr at the relay and Y at the destination,
• a set of distributions p(y, yr|x, xr) describing the transition matrix of the channel.
It is depicted in Figure 3.2, whereW and W˜ respectively stand for the transmitted and decoded
message sets, before modulation. A channel is said memoryless when the received sequences
y and yr depend only on the inputs x and xr transmitted at that time and are conditionally
independent of previous channel inputs or outputs.
Relay
Encoder p(y, yr|x, xr) Decoder
W X ∈ X Y ∈ Y W˜
Yr ∈ Yr Xr ∈ Xr
Figure 3.2 Coding for the relay channel
The half-duplex relay channel: In this thesis, we consider memoryless half-duplex relay
channel and, without loss of generality, we assume time-division. Thus, the transmission is
carried out in two phases of total duration T . The ﬁrst phase, of duration θT with θ ∈ [0, 1],
refers to the broadcast phase: the source transmits while both the destination and the relay
listen. The channel is given by p(y, yr|x). The second phase, of duration θ¯T = (1− θ)T ,
refers to the multiple access phase: both the source and the relay transmit to the destination
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and the channel is given by p(y|x, xr). For analysis, we consider a normalized transmission
duration, i.e. T = 1. This is depicted in Figure 3.3.
YrX p(y, yr|x) Y
Xr
p(y|x, xr) YX
a) Broadcast phase b) Multiple access phase
Figure 3.3 The half-duplex relay channel
Main results on the relay channel: The capacity of the relay channel is still not known
in general but lower and upper bounds have been derived. Main results are summarized in
[37, 48, 92]. A well-known upper-bound for the relay channel capacity is the cut-set bound,
which directly comes from the max-ﬂow min-cut theorem [48]:
C ≤ sup
p(x,xr)
min [I(XXr;Y ), I(X;Y Yr|Xr)]
Many achievable lower-bounds have been proposed, such as the Decode-Forward and Partial
Decode-Forward bounds or the Compress-Forward bound. However, none of them seems to
outperform the others in a general manner. A generalization of decode-forward and compress-
forward has been proposed in [93].
Whereas most of presented results in information theory are for full-duplex channels, practical
constraints, where the relay cannot send and receive at the same time or in the same frequency
band, have been investigated in [24, 39, 94]. Larger relay networks have been widely explored
as well, for instance the parallel relay channel [95], the multi-hop relay channel [96, 97, 98],
the diamond relay network [99, 100], the relay broadcast channel [49, 50]. Another important
reference on this topic is the work of Kramer et al. [92].
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3.2 Coding for the relay channel
So far, we have presented the channel and its main properties. We now move on to encoding
and decoding for successful data transmission on such channels.
3.2.1 What is a coding scheme ?
In a noisy channel, two different inputs may lead to the same output, such that data cannot be
recovered at the destination. For example, we consider the simple noisy channel depicted in
Figure 3.4a, with input and output alphabets X = Y = {s1, s2, s3, s4} (QPSK modulation)
and transition probability p(Y = si|X = sj) all equal to 1/2. If we consider that X takes
values in the whole set X , all bits of the considered alphabet (or modulation scheme) are data
bits. The bits are said uncoded. However in this case, when receiving the symbol sj , it is
impossible to decide whether sj or s(j−1) mod 4 has been sent. Now, if we consider only the
subset X ∈ {s1, s3} rather than the whole alphabet X as input, data can be recovered without
error. In this case, the symbols of the QPSK modulation scheme are coded bits, i.e. they
contain both data bits (1 bit in our example) and redundancy bits (since a BPSK would be
sufﬁcient to transmit {s1, s3} in a noiseless channel). The number of data bits per symbol or
channel use is the data rate R (1 bit per channel use in our example), which accounts for both
the modulation rate (2bits/symbol here) and the error correction rate (1/2 here).
Thus, to successfully transmit data, it is essential to identify the channel outputs that can be
confused and to ﬁnd the inputs that are sufﬁciently "far apart", in the sense that their noisy
versions at the channel output are distinguishable. This is the objective of coding.
So far, we have considered how to recover data after only one transmission, or channel use.
In practical systems, the receiver tries to recover data after n channel uses, by considering the
received output yn = (y1, y2 . . . yn) ∈ Yn. Hence, the channel input and output are referred
as sequences and coding is performed by blocks. By analogy with the "alphabet", the input
sequences xn are called codewords and the set of all codewords is the codebook. To connect
information theory with network engineering, one block usually corresponds to one packet,
and a typical block length for a wireless channel could be, for example, 1024 coded bits.
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s1 s1
s2 s2
s3 s3
s4 s4
1/2
Figure 3.4 A simple noisy channel
A coding scheme is thus characterized by the block length n and the number of data sequences
M that are encoded in one block, but also by how to generate the codebook, how to map data
messages to codewords and how to decode. Now, coming back to the relay channel, we have
the following deﬁnition.
Deﬁnition 3.2. A (M,n)-code for the relay channel (X ,Xr, p (y, yr|x, xr) ,Y ,Yr) as described
in Deﬁnition 3.1 consists of:
• a message set W = {1, 2, . . . ,M},
• two encoders (at the source and the relay),
• two decoders (at the relay and the destination).
Each message from the set W can be represented using log2(M) bits and is transmitted over n
channel uses. The rate R of such code is deﬁned as
R =
log2(M)
n
in bits per channel use.
In the following, we present the coding scheme that has been proposed for the discrete mem-
oryless half-duplex relay channel in our conference paper [27]. We describe the codebook
generation, the encoding and decoding process, and ﬁnally, we derive the rate that is achieved
with such scheme. This coding scheme will be considered as benchmark for energy-efﬁciency
throughout the rest of this thesis.
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3.2.2 Proposed coding scheme for the relay channel
As explained earlier, by modifying the structure of the input sequence Xn and its distribution
p(xn), we can increase the data rate that can be transmitted. Thus, we propose the following
scheme. To send to the destination a message m of rate R (in bits per channel use), the source
divides m into two parts (md,mr), with rates Rd and Rr respectively, where Rd + Rr = R.
Note that the values for Rr and Rd will be determined in next chapter, as part of the resource
allocation optimization. In such message splitting, depicted in Figure 3.5, the message md is
directly decoded by the destination whereas mr is intended to be relayed. Contrary to more
classical partial decode-forward schemes where only mr is transmitted during Phase 1, both
message parts are sent during both transmission phases.
R
S D
(md,mr)
(md,mr)
R
S D
m˜r
(md,mr)
a) Phase 1 b) Phase 2
Figure 3.5 A general view of the proposed coding scheme
3.2.2.1 Codebook generation and encoding technique
In this thesis, we consider for analysis random coding techniques as initially formulated in the
Shannon’s theory, rather than lattice or trellis codes [101]. First, we deﬁne the joint probability
distribution p(x, u, xr) and ﬁx p(x, u, xr) = p(xr)p(u|xr)p(x|u, xr), where X and Xr are two
random variables, with outcomes respectively taken from the source and the relay alphabets X
and Xr, and where U is an auxiliary random variable.
Second, the codewords for each message parts are randomly generated as depicted in Fig-
ure 3.6. We generate 2nRr i.i.d. sequences xnr (mr) ∼
∏n
i=1 p(xri), where each sequence en-
codes one message mr at the relay. Next, for each xnr , we generate one sequence u
n(mr)
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xr (mr,2)
u (mr,2)
xr (mr,1)
u (mr,1)
. . .
. . .
xr (mr,Mr)
u (mr,Mr)
x (mr,1,md,2)x (mr,1,md,1) . . . x (mr,1,md,Md)...
...
...
Generate Md = 2nRd iid seq. x
∼∏ni=1 p(xi|ui, xri) ⇒
Generate one iid seq. u ⇒
Generate Mr = 2nRr iid seq. xr
∼∏ni=1 p(xri) ⇒
Figure 3.6 Codebook generation
∼ ∏ni=1 p(ui|xri), that encodes mr at the source. This ensures correlation between Un and
Xnr , which encode for the same message part mr. Finally, for each pair (u(mr), xr(mr)), we
generate 2nRd sequences xn(md,mr) ∼
∏n
i=1 p(xi|ui, xri). Note that the ﬁnal rate is equal to
R = Rd + Rr as desired. In this procedure, mr is encoded ﬁrst because the relay does not
decode md. If encoded in second, information on mr would be only contained in Xn, such that
the relay would have to decode Un(md) ﬁrst.
Third, we proceed to mapping and determine the transmission process. To send a messagem =
(md,mr), the source encoder maps it to the codeword xn(md,mr) ∈ X n. For convenience,
we respectively denote xθn = [x1, x2 . . . xθn] and xθ¯n = [xθn+1, xθn+2 . . . xn] the codewords
sent over the ﬁrst phase (of length θn) and over the second phase (of length θ¯n). During the
ﬁrst phase, the source sends xθn, while the relay listens. At the end of the ﬁrst phase, the relay
decodes m˜r from the received signal and re-encodes it into the codeword xnr (m˜r). Then, during
the second phase, the source sends xθ¯n, while the relay sends xθ¯nr .
3.2.2.2 Decoding technique
At the receivers (relay and destination), the optimal decoding strategy to minimize the error
probability is the maximum likelihood decoding. In this approach, the receiver picks the a
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posteriori most likely message m˜, i.e.
p (Y n|Xn(m˜)) ≥ p (Y n|Xn(mi)) ∀mi = m˜ ∈ W .
However, this decoding strategy is difﬁcult to analyze. Instead, we consider the joint typicality
decoding, which allows simpler analysis of the achievable rate and is asymptotically optimal
(when n −→ ∞).
Joint typicality decoding: With regards to a single random variable X ∈ X distributed ac-
cording to p(x), a sequence of length n is said typical if the empirical entropy − 1
n
log2 p(x
n)
is approaching the true entropy H(X). An important property is that the set of all typical se-
quences has "nearly" 2nH(X) elements, all being "nearly" equiprobable. Considering typical
sequences can be understood as assuming "sufﬁciently random" sequences, by avoiding "very
particular" ones, such as all 1’s or all 0’s. When n becomes large, the probability to pick a "very
particular" sequence tends to 0 (we will come back later on this property, called the AEP).
Similarly, we deﬁne the typicality set of a pair of random variables (X, Y ), or joint typical
set, as follows [46].
Deﬁnition 3.3. The joint typical set An with respect to the probability distribution p(x, y), is
the set of all sequences (xn, yn) ∈ X n × Yn for which, after n channel uses,⎧⎪⎪⎪⎨⎪⎪⎪⎩
| − 1
n
log2 p(x
n)−H(X)| ≤ , i.e. xn is typical
| − 1
n
log2 p(y
n)−H(Y )| ≤ , i.e. yn is typical
| − 1
n
log2 p(x
n, yn)−H(X, Y )| ≤ .
with p(xn, yn) =
n∏
i=1
p(xi, yi)
Note that there are about 2nH(X) typical xn sequences and about 2nH(Y ) typical yn sequences,
but there are only about 2nH(X,Y ) jointly typical (xn, yn) sequences, meaning that not all pairs
of typical xn and yn are jointly typical. Joint typical decoding is based on this property. When
observing a typical sequence yn at the channel output, a receiver decides which one between
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m1 or m2 has been sent by determining which codeword between xn(m1) or xn(m2) is jointly
typical with yn. This is depicted in Figure 3.7.
Xn(m1)
Xn(m2)
•
•
(Y n, Xn(m1)) ∈ An
(Y n, Xn(m2)) ∈ An
X n Yn
Figure 3.7 Joint typical decoding
Proposed decoding technique: After phase 1, the relay chooses the unique mr such that
(
Y θnr , U
θn (mr)
) ∈ Aθn .
If no message mr ∈ W or more than one message satisfy this condition, an error is declared.
Then, at the end of phase 2, the destination performs joint typicality decoding using the signal
received during both transmission phases. Given the received sequence
[
Y θn1 Y
θ¯n
2
]
, it chooses
the unique set (md,mr), such that
(
Y θn1 , U
θn (mr) , X
θn (md,mr)
) ∈ Aθn and(
Y θ¯n2 , U
θ¯n (mr) , X
θ¯n (md,mr) , X
θ¯n
r (mr)
)
∈ Aθ¯n
where both line describes the decoding conditions for the ﬁrst and the second transmission
phases respectively. If no pair (md,mr) or more than one satisfy those conditions, the destina-
tion declares an error.
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3.3 Achievable rates with the proposed scheme
We ﬁrst give an insight of the maximal rate that is achieved with the proposed coding scheme
by looking once more at Figure 3.7 and by drawing an analogy with sphere packing. If there
are few messages mi (i.e. low data rate), the sets of jointly typical sequences, plotted in grey,
are well separated and data can be decoded easily. However in this case, many sequences of Yn
remain unused, meaning that the data rate can be increased. On the contrary, when the number
of messages mi is too high, the grey sets start to overlap, meaning that there exists sequences
yn which can be generated out of several codewords. To determine the maximal achievable
rate, we ﬁrst list the potential error events. We then compute the error probability and deduce
the rate bounds.
3.3.1 Analysis of the error events
Since the message inputs (mr,md) are equiprobable, we assume without loss of generality that
(1, 1) has been sent. In a general manner, we deﬁne the event Ei as given in [46] by:
Ei = {(Y n, Xn(i)) ∈ An } ,
meaning that the ith codeword Xn(i) and Y n are jointly typical, where Y n is the sequence that
resulted from transmitting the ﬁrst codeword Xn(1) over the channel. Using such notation,
we describe the error events with regards to our coding scheme, as in [27]. At the destination,
three types of errors can be deﬁned:
• Error type A: (1, 1) is not jointly typical with the signal received at the destination,
i.e. the received sequence is unrelated to the transmitted sequence. We denote Ec0 such
error event, where subscript c stands for complementary. Separating the two transmission
phases, we have Ec0 = E
c
1 ∪ Ec2 with
Ec1 =
{(
Y1, U
θn (1) , Xθn (1, 1)
)
/∈ Aθn
}
Ec2 =
{(
Y2, U
θ¯n (1) , X θ¯n (1, 1) , X θ¯nr (1)
)
/∈ Aθ¯n
}
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• Error type B:mr is decoded erroneously, whatever the decision onmd. This error event
is denoted as Er = E3 ∩ E4 where, for some mˆr = 1 and any mˆd,
E3 =
{(
Y1, U
θn (mˆr) , X
θn (mˆd, mˆr)
) ∈ Aθn }
E4 =
{(
Y2, U
θ¯n (mˆr) , X
θ¯n (mˆd, mˆr) , X
θ¯n
r (mˆr)
)
∈ Aθ¯n
}
• Error type C: the destination does not decode correctly md, given that mr is correct.
The error event is referred as Ed = E5 ∩ E6 where, for some mˆd = 1,
E5 =
{(
Y1, U
θn (1) , Xθn (mˆd, 1)
) ∈ Aθn }
E6 =
{(
Y2, U
θ¯n (1) , X θ¯n (mˆd, ) , X
θ¯n
r (1)
)
∈ Aθ¯n
}
Similarly, we have at the relay:
• Error type D: mˆr = 1 is not jointly typical with the received signal. Such error event is
denoted as Ec0,R, where E
c
0,R =
{(
Y θnr , U
θn (1)
)
/∈ Aθn
}
• Error type E: mr is decoded erroneously. This error event is denoted as Er,R where, for
some mˆr = 1, Er,R =
{(
Y θnr , U
θn (mˆr)
) ∈ Aθn }
3.3.2 Derivation of rate bounds
Thanks to the deﬁnition of error events, we can deduce the rate bounds that must be satisﬁed
to reach arbitrarily low error probability. Denoting P a probability, the overall probability that
an error occurs while (1, 1) has been sent is equal to:
Pe ≤ P (Ec0) + P
(
Ec0,R
)
+ P (Ed) + P (Er) + P (Er,R) .
Error types A and D: We show that error events Ec0 and Ec0,R have arbitrarily low probability
by using the Asymptotic Equipartition Property (AEP), formulated by Shannon in his original
1948 paper [45]. It is the equivalent of the law of large numbers. More precisely, for our proof,
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we consider the joint AEP, i.e. the AEP for a pair of random variables, which states that
− 1
n
log p (Xn, Y n) −→
n→∞
H(X, Y ) almost surely,
for two sets of random variablesXn = (X1, X2 . . . Xn) and Y n = (Y1, Y2 . . . Yn) i.i.d. and dis-
tributed according to p(x, y). It is equivalent to say that the probability to get a given realization
for (Xn, Y n), where Y n is the noisy version ofXn, is close to 2−nH(X,Y ) with high probability,
meaning that (Xn, Y n) ∈ An almost surely, given the deﬁnition of An in Deﬁnition 3.3.
Thus, by the joint AEP, the probability of events E1, E2 and Ec0,R tend to zero when the block
length n is increasing and (1, 1) (respectively 1) is almost surely jointly typical with the signal
received at the destination (respectively at the relay):
P (Ec0) ≤  and P
(
Ec0,R
) ≤  for some  and n sufﬁciently large.
Other Error types: Then, we focus on the error types B, C and E which constitute the heart
of our problem. As presented in [27], we have the following rate bounds:
P(Er) → 0 if Rd +Rr ≤ θI (Y1;UX) + θ¯I (Y2;UXXr)
P(Ed) → 0 if Rd ≤ θI (Y1;X|U) + θ¯I (Y2;X|UXr)
P(Er,R) → 0 if Rr ≤ θI (Yr;U)
We detail below the proof of one rate bound, the other bounds following the same principles.
For instance, we focus on the error event Ed = E5 ∩ E6, i.e. md is decoded erroneously
given that mr is correct. As explained in the encoding process, for each mr, we generated 2nRd
sequences of length nRd to encode for md. Therefore, there are 2nRd − 1 codewords that could
be erroneously jointly typical with the received Y n. Denoting Ed,i each particular error event
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(for each mˆd = 1), we have:
P(Ed) =
2nRd∑
i=2
P(Ed,i) =
2nRd∑
i=2
P(E5,i)P(E6,i)

2nRd∑
i=1
P(E5,i)× P(E6,i) for n large.
We recall that E5,i =
{(
Y1, U
θn (1) , Xθn (mˆd,i, 1)
) ∈ Aθn } with mˆd,i the ith codeword. Thus,
P(E5,i) ≤
∑
(Y1,U,X)∈Aθn
p(U,X, Y1)
From the AEP, we know that Aθn has at most 2θn(H(Y1,U,X)+) elements, with each member
having probability "close-to" 2−n(H(Y1,U,X)+). However in the case of an error, Y1, generated
out of message (1, 1), is independent from the codeword X (mˆd, 1) with mˆd = 1 and we
have in reality p(U,X, Y1) = p(U,X)p(Y1|U). By the chain rule, we have H(Y1, U,X) =
H(U,X) +H(Y1|U,X). Therefore,
P(E5,i) ≤ 2θn(H(Y1,U,X)+)2−θn(H(U,X)−)2−θn(H(Y1|U)−)
≤ 2θn(H(Y1|U,X)+2)2−θn(H(Y1|U)−)
≤ 2−θn(I(Y1;X|U)−3)
A similar analysis is done with E6,i =
{(
Y2, U
θ¯n (1) , X θ¯n (mˆd, ) , X
θ¯n
r (1)
)
∈ Aθ¯n
}
. In this
case, both U and Xr are known since mr has been decoded correctly, but X is independent
from the output Y2. Once again, using the AEP and the chain rule, we have:
P(E6,i) ≤
∑
(Y2,U,X,Xr)∈Aθ¯n
p (U,X,Xr) p (Y2|U,Xr)
≤ 2θ¯n(H(Y2,U,X,Xr)+)2−θ¯n(H(U,X,Xr)−)2−θ¯n(H(Y2|U,Xr)−)
≤ 2θ¯n(H(Y2|U,X,Xr)+2)2−θ¯n(H(Y2|U,Xr)−)
≤ 2−θ¯n(I(Y2;X|UXr)−3)
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From the expressions of P(E5,i) and P(E6,i), we deduce that:
P(Ed) ≤
2nRd∑
i=1
P(E5,i)× P(E6,i) ≤
2nRd∑
i=1
2−θ¯n(I(Y2;X|UXr)−3) × 2−θn(I(Y1;X|U)−3)
≤ 2nRd × 2−θ¯n(I(Y2;X|UXr)−3) × 2−θn(I(Y1;X|U)−3)
≤ 23n × 2n(Rd−θI(Y1;X|U)−θ¯I(Y2;X|UXr))
Thus, P(Ed) → 0 if Rd ≤ θI (Y1;X|U) + θ¯I (Y2;X|UXr).
Final rate bounds: Given the error analysis detailed above, we deduce that the total source
rate R = Rd +Rr should satisfy the following rate bounds [27]:
R ≤ θI (Y1;UX) + θ¯I (Y2;UXXr)
R ≤ θI (Yr;U) + θI (Y1;X|U) + θ¯I (Y2;X|UXr)
to be achievable for some joint distribution p(xr)p(u|xr) p(x|u, xr)p(yr, y|x, xr).
3.4 From Information Theory to practical Gaussian channels
So far, we analyzed the discrete memoryless channel (DMC). We now explain how we can
apply such results to the more practical Gaussian case.
Model for the AWGN relay channel: While the DMC is characterized by the set of distribu-
tions p(y, yr|x, xr), the half-duplex complex Gaussian relay channel is given by:
Yr = hsX1 + Zr ; Y1 = hdX1 + Z1 and Y2 = hdX2 + hrXr + Z2, (3.1)
where hd, hs and hr respectively stand for the complex gain of the direct link, the source-to-
relay link and the relay-to-destination link and where Z1, Z2 and Zr are independent AWGN
with same variance N0.
Proposed coding scheme: A practical system has limited transmit power and, at each trans-
mission phase, each node allocates to each message a portion of its available power. We denote
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Ps and Pr the power constraints at the source and the relay respectively. P
(c)
s and P
(c)
r respec-
tively stand for the power consumption at the source and the relay. Then, η1 and η2 refer to the
portions of the source power that are respectively allocated to md in the ﬁrst phase (of duration
θT ) and in the second phase (of duration θ¯T ). Similarly, we denote ρ1 and ρ2 the portion of the
source power for mr at each phase and ρr the portion of the relay power used to forward m˜r to
the destination. Thus, we have:
P (c)s = θ (η1 + ρ1)Ps + θ¯ (η2 + ρ2)Ps ≤ Ps and P (c)r = θ¯ρrPr ≤ Pr
We recall that, to send a message m, the source divides it into two parts (md,mr), with rates
Rd and Rr respectively, and maps it to the codeword Xn(md,mr). Here, the encoding process
is based on superposition coding, as depicted in Figure 3.8-a for two QPSK constellations.
×
◦
◦ ◦
◦
×
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V
X ×
◦
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◦
×
◦
◦ ◦
◦
×
◦
◦ ◦
◦
×
◦
◦ ◦
◦X •Y
a) Encoding process b) Decision regions for each message part
Figure 3.8 Superposition coding of 2 QPSK constellations and ML decoding
Applying the proposed scheme to the Gaussian relay channel, we generate 2nRr iid sequences
un(mr) ∼ N (0, 1). Then, we generate 2nRd sequences vn(mr) ∼ N (0, 1), independent from
Un. Taking Un and V n from Gaussian distributions gives Gaussian channel outputs and max-
imizes the achievable rate. Considering Gaussian channel inputs rather than practical modu-
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lations such as QPSK or QAM deﬁnes upper-bounds for the system performance. Moreover,
by the central limit theorem, the performance of an OFDM system closely approaches that of
Gaussian signaling [90]. Denoting Xn =
[
Xθn1 X
θ¯n
2
]
, the transmit signal in the two phases is
deﬁned as
Xr =
√
ρrPrU ; X1 =
√
ρ1PsU +
√
η1PsV and X2 =
√
ρ2PsU +
√
η2PsV (3.2)
Note that the optimal Xn and Xnr are fully correlated to allow receive beamforming gain at the
destination. This scheme covers direct transmission and two-hops relaying as special cases, as
well as the maximum-rate scheme proposed in [102], by simply setting to 0 some of the energy
portions (ηi / ρj) dedicated to the transmission ofmr ormd during the ﬁrst or the second phase.
Achievable rate region: Now, we derive the rate bounds for the Gaussian case. We recall that
we have for the DMC
R ≤ θI (Y1;UX) + θ¯I (Y2;UXXr)
R ≤ θI (Yr;U) + θI (Y1;X|U) + θ¯I (Y2;X|UXr) ,
and that the entropy of a complex Gaussian random variable, with zero mean and variance P ,
is given by:
h(x) = 2
∫
x
p(x) log
1
p(x)
dx with p(x) =
1√
2πP
exp
(
− x
2
2P
)
= log (2πeP ) .
For deriving rate bounds, we need to compute the variance of the received signals. Given the
encoding process in Eq. (3.2) and the Gaussian channel model of Eq. (3.1), we can show that:
Yr ∼ N
(
0, η1Ps|hs|2 + ρ1Ps|hs|2 +N0
)
Y1 ∼ N
(
0, η1Ps|hd|2 + ρ1Ps|hd|2 +N0
)
Y2 ∼ N
(
0, (η2 + ρ2)Ps|hd|2 + ρrPr|hr|2 + 2
√
Ps|hd|2Pr|hr|2ρ2ρr +N0
)
.
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Then, using the properties of the mutual information, we have:
I (Y1;UX) = H (Y1)−H (Y1|UX)
= H (Y1)−H (hdX1 + Z1|UX)
= H (Y1)−H (Z1)
= log2
(
2πe
(
η1Ps|hd|2 + ρ1Ps|hd|2 +N0
))− log2 (2πeN0)
= log2
(
1 +
(η1 + ρ1)Ps|hd|2
N0
)
The other mutual informations can be computed similarly, from which we get the following
rate bounds:
R ≤ θ log2
(
1 +
(η1 + ρ1)Ps|hd|2
N0
)
+ θ¯ log2
(
1 +
(η2 + ρ2)Ps|hd|2 + ρrPr|hr|2 + 2
√
Ps|hd|2Pr|hr|2ρ2ρr
N0
)
R ≤ θ log2
(
1 +
ρ1Ps|hs|2
N0 + η1Ps|hs|2
)
+ θ log2
(
1 +
η1Ps|hd|2
N0
)
+ θ¯ log2
(
1 +
η2Ps|hd|2
N0
)
At the end of this chapter, we have proposed a new coding scheme for the half-duplex relay
channel and deduced its rate bounds for achievability for both the DMC and the Gaussian
channel. In next Chapter, we derive the power and rate allocations which are optimal for the
energy consumption while maintaining a desired source rate.
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Summary of this Chapter: The Gaussian relay channel constitutes the core of this Chapter,
which is an edition of our ﬁrst manuscript [28]. Based on the coding scheme presented in
previous Chapter, we now derive three optimal sets of power allocation, which respectively
minimize the network, the relay and the source energy consumption. These optimal power
allocations are given in closed-form, which have so far remained implicit for maximum-rate
schemes. Moreover, analysis shows that minimizing the network energy consumption at a
given rate is not equivalent to maximizing the rate given energy, since it only covers part of all
rates achievable by decode-forward. Then, we combine the optimized schemes for network and
relay energy consumptions into a generalized one, which then covers all achievable rates. This
generalized scheme is not only energy-optimal for the desired source rate but also rate-optimal
for the consumed energy. The results also give a detailed understanding of the power con-
sumption regimes and allow a comprehensive description of the optimal message coding and
resource allocation for each desired source rate and channel realization. Finally, we simulate
the proposed schemes in a realistic environment, considering path-loss and shadowing. Sig-
1 Fanny Parzysz (2013, p.2232)
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niﬁcant energy gain can be obtained over both direct and two-hop transmissions, particularly
when the source is far from relay and destination.
4.1 Introduction
As a key feature of future wireless systems, relaying has attracted signiﬁcant attention in recent
years and a rich literature has contributed to analyzing the capacity of relay channels. Upper
and lower bounds were ﬁrst established in [48], and derived for AWGN relay channels consid-
ering energy-per-bit in [24]. More recently, bounds have been extended to multiple relays in
[92] and MIMO channels in [103, 104]. Considering the three-node networks, power allocation
maximizing the source rate at a given power has been extensively analyzed in [102, 105].
In practice, however, user applications are mainly associated with a ﬁxed minimum rate, de-
ﬁned as a Quality-of-Service feature [106], and run on power-limited devices. This limitation
has spurred new analysis and designs for energy efﬁciency. For example, bounds on the mini-
mum energy-per-bit have been established in [24] and power allocations for energy efﬁciency
of the relay channel have been derived in [107, 108]. In spite of this interest, energy efﬁciency
analysis is mostly based on power allocations optimized for rate as in [108]. The study of cod-
ing and optimization directly for energy remain scarce. One reason is that the two problems
of maximizing rate at a given network power and minimizing network power at a given rate
are often thought to be equivalent. Nevertheless, neither optimization problem is fully char-
acterized. Power allocations optimized for rate remain implicit without closed-form solutions,
while power allocations for energy remain scarce and are mainly based on unrealistic con-
straints, such as full-duplex transmissions [107] or no individual power constraints [107, 108].
In this paper, we explore energy optimization for the three-node relay channel in Gaussian
noise environments, considering Gaussian signaling as typically used in such analysis to deﬁne
upper-bounds for the system performance [65]. We ﬁrst propose a comprehensive half-duplex
coding scheme based on time division for fading channels with Gaussian noise. We then explic-
itly optimize its resource allocation for energy efﬁciency at a desired source rate and individual
node power constraints. We consider three objectives: the network, the relay and the source
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energy consumption. We next combine the proposed schemes into a generalized one that max-
imizes the energy efﬁciency of the Gaussian relay channel and analyze its performance as a
function of both the source rate and the mobile user location. The contributions are threefold:
• We show that maximizing the source rate and minimizing the network energy consump-
tion are not equivalent as often believed. Speciﬁcally, there are different power-optimized
regimes that cannot be uncovered by maximizing rates.
• We highlight the different regimes of coding technique and optimal power allocation (full
or partial decode-forward, with or without beamforming), which constitute the lower
bound on the capacity of the Gaussian relay channel by using decode-forward.
• We provide the optimal power allocation in closed-form.
The paper is organized as follows. The new half-duplex coding scheme is analyzed for the
Gaussian relay channel in Section 4.2. We optimize the resource allocation for network, relay
and source energy efﬁciency in Section 4.3 and build the generalized scheme in Section 4.4.
Section 4.5 presents the performance analysis and Section 4.6 concludes this paper.
4.2 A Comprehensive Half-Duplex Decode-Forward Scheme for Gaussian Channels
4.2.1 Channel model
We consider a half-duplex channel with time division, such that the transmission is carried
out in two phases within each code block of normalized length. During the ﬁrst phase, of
duration θ ∈ [0, 1], the source transmits while the relay listens. During the second phase, of
duration θ¯ = (1− θ), both the source and the relay transmit. We consider complex Gaussian
channels, where hd, hs and hr respectively stand for the gain of the direct link, the source-to-
relay link and the relay-to-destination link, as depicted in Figure 4.1. We assume that channel
gain information is known globally at all nodes and consider independent Gaussian noises Z1,
Z2 and Zr with variance N . The half-duplex Gaussian relay channel can be written as follows
Phase 1: Yr = hsX1 + Zr ; Y1 = hdX1 + Z1
Phase 2: Y2 = hdX2 + hrXr + Z2
(4.1)
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where at each time either Yr and Y1 occur together or only Y2 can occur.
4.2.2 Coding scheme for the Gaussian relay channel
We consider Gaussian signaling and superposition coding as in the half-duplex partial decode-
forward scheme presented in our conference version [27] for the discrete memoryless and
Gaussian channels. For cooperative transmission, superposition modulation beneﬁts from a
renewed interest for potential implementation. As shown in [109], this strategy outperforms
other techniques, such as bit-interleaved coded modulation, at even lower receiver complexity.
We describe the coding scheme as follows. To send a message m of rate R to the destination,
the source performs message splitting. It divides the initial message into two parts (md,mr),
with rates Rd and Rr respectively, where Rd + Rr = R. Both are encoded at the source using
superposition coding. The message md is directly decoded by the destination at the end of the
second phase, whereas mr is intended to be relayed. This scheme is depicted in Figure 4.1.
The source and the relay have individual power constraints Ps and Pr within the same band-
width. At each phase, each node allocates to each message a portion of its available transmit
power. Denote η1 and η2 as the portion of source power Ps allocated to md in the ﬁrst and
second phase respectively, similarly, ρ1 and ρ2 as the portion for mr. Denote ρr as the por-
tion of the relay power Pr used to forward m˜r to the destination. We consider transmit power
constraint at each node such that
P (c)s = θ (η1 + ρ1)Ps + θ¯ (η2 + ρ2)Ps ≤ Ps
P (c)r = θ¯ρrPr ≤ Pr ,
(4.2)
where superscript (c) refers to the consumed power.
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Applying the scheme to the Gaussian relay channel, the transmit signal can be written in two
separate phases as the channel in (4.1) as follows
Phase 1: X1 =
√
ρ1PsU +
√
η1PsV (4.3)
Phase 2: Xr =
√
ρrPrU ; X2 =
√
ρ2PsU +
√
η2PsV
where U (mr) ∼ N (0, 1) and V (md) ∼ N (0, 1) are independent Gaussian signals that carry
messages mr and md respectively. Note that U appears in both Xr and X , which allows a
beamforming gain at the destination.
Figure 4.1 A Half-Duplex Coding Scheme for Relay Channels
Joint decoding is considered at the receivers. At the end of Phase 1, the relay decodes mr, i.e.
chooses the unique m˜r for which U and Yr are typical. At the end of Phase 2, the destination
jointly decodes (md,mr) by choosing the unique (mˆd, mˆr) for which U and X1 are jointly
typical with Y1, and simultaneously U , X2 and Xr are jointly typical with Y2. More details
on decoding can be found in our previous work [27]. Note that instead of joint typicality,
maximum likelihood decoding can be used to achieve the same rate.
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For Gaussian relay channels, all rates satisfying constraints in Eq.(4.4) are achievable.
R ≤ θ log2
(
1 +
(η1 + ρ1)Ps|hd|2
N
)
+ θ¯ log2
(
1 +
(η2 + ρ2)Ps|hd|2 + ρrPr|hr|2 + 2
√
Ps|hd|2Pr|hr|2ρ2ρr
N
)
= I1 (4.4)
R ≤ θ log2
(
1 +
ρ1Ps|hs|2
N + η1Ps|hs|2
)
+ θ log2
(
1 +
η1Ps|hd|2
N
)
+ θ¯ log2
(
1 +
η2Ps|hd|2
N
)
= I2 (4.5)
In this equation, θ ∈ [0, 1], and power splitting factors (η1, ρ1, η2, ρ2, ρr) are non-negative and
satisﬁes constraint (4.2). Both rate constraints are results of the decoding at the relay over the
ﬁrst phase and joint decoding at the destination simultaneously over both phases. The ﬁrst
constraint captures the coherent transmission between source and relay in the second phase,
whereas the second constraint comes from the decoding of mr at the relay and decoding of md
at the destination. We refer to [27] for the general proof in the discrete memoryless channel
case. This coding scheme includes as special cases direct transmissions, two-hops relaying, as
well as the maximum-rate scheme proposed in [102, 105].
4.2.3 Energy-optimization problem
We propose to optimize the above coding scheme for energy efﬁciency in the Gaussian re-
lay channel at a given source rate. We consider three cases: the network, the relay and the
source power consumptions. Speciﬁcally, we look for the optimal set of power allocation
(ρ1, η1, ρ2, η2, ρr) solving the following general problem:
min ωs
[
θ (η1 + ρ1)Ps + θ¯ (η2 + ρ2)Ps
]
+ ωrθ¯ρrPr (4.6)
s.t.
I1 ≥ R ; I2 ≥ R
P
(c)
s ≤ Ps ; P (c)r ≤ Pr
where ωs and ωr are either 0 or 1, depending on the targeted optimization. The two rate
constraints ensure achievability of the source rate, given two individual power constraints.
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Optimization for Gaussian signaling in Gaussian channel as formulated in (4.6) provides an
upper-bound on the performance of practical systems. It deﬁnes the limit of what is possible in
practice, as well as gives an insight of how a practical scheme should be structured. Especially,
it is found in [47] that the system that emulates most closely the structure of signals deﬁned by
information theory also reaches the highest performance. The authors of [47, 110] analyze the
maximum rates allowed by information theory for the multiple-access Gaussian channel using
cooperation, as well as implementation in a CDMA system. Other analysis is provided in [111]
for the interference Gaussian channel in a tri-sectored OFDMA network. In this reference, an
interference mitigation scheme with power allocation is proposed for Gaussian signaling and
then is simulated for various practical modulations and coding rates. The practical system ap-
proaches the channel capacity with Gaussian signaling within 1.2 bit per channel use. These
examples of existing works illustrate that optimization for Gaussian signaling is a valid ap-
proach for determining optimal power allocation for practical implementation.
4.3 Three energy efﬁcient schemes for the relay channel
In this section, we explore energy optimization for the relay channel considering three ob-
jectives: the network, the relay and the source energy consumption. Then, we compare the
maximum achievable rate of each optimized scheme.
4.3.1 Network energy optimal set of power allocation (N-EE)
In this optimization, we consider the total source and relay power consumption during both
transmission phases. To minimize the total consumption while maintaining a desired source
rate, we analyze the following problem (ωs = 1, ωr = 1), denoted as N-EE (for Network
Energy-Efﬁcient scheme):
min
[
θ (η1 + ρ1)Ps + θ¯ (η2 + ρ2)Ps
]
+ θ¯ρrPr (4.7)
s.t.
I1 ≥ R ; I2 ≥ R
P
(c)
s ≤ Ps ; P (c)r ≤ Pr
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The optimal power allocation depends on the desired rate. If the source rate is higher than a
certain threshold R(n), then partial decode-forward is applied (sub-scheme A(n)), as detailed in
Proposition 4.1. Otherwise, the source does not split its message and uses full decode-forward
(sub-scheme B(n)), with power allocation as given in Proposition 4.2. Note that the power
consumption of N-EE is a continuous function of the source rate, even at R(n). This result is
summarized in Algorithm 4.1 and the proof can be found in Appendix 1, p.173.
Algorithm 4.1hh Optimal scheme for network energy efﬁciency, N-EE, solving (4.7)
if |hs|2 ≥ |hd|2 then
Find ρ1 ∈ [0, 1/θ] satisfying g1(ρ1) = 0 where
g1(ρ

1) = v
1/θ¯
d − 1 +
|hr|2
|hd|2
( |hs|2
|hd|2v
1/θ¯
s − 1
)
(4.8)
with vs =
2R(
1 +
ρ1Ps|hs|2
N
) and vd = 2R(
1 +
ρ1Ps|hd|2
N
) = 2R |hs|2|hd|2vs
2R +
(
|hs|2
|hd|2 − 1
)
vs
else
if ρ1 exists then
R(n) ← θ log2
(
1 +
ρ1Ps|hs|2
N
)
else
R(n) ← ∞
end
if R ≥ R(n) then
Use sub-scheme A(n) (partial DF) given in Proposition 4.1;
else
Use sub-scheme B(n) (full DF) given in Proposition 4.2;
end
Use direct transmission or declare outage if not feasible
end
Proposition 4.1. In sub-scheme A(n), the source splits its message into two parts mr and md.
• In Phase 1, the source sends mr with power ρ1Ps and rate Rr =
θ log2
(
1 + ρ1Ps|hs|
2
N
)
. The relay decodes as m˜r.
• In Phase 2, the relay sends m˜r with power ρrPr and the source sends (mr,md) with
power (ρ2Ps, η

2Ps). The rate of md is Rd = R−Rr.
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To compute the optimal power allocation set for A(n), ρ1 is ﬁrst found numerically by solving
Eq. (4.8) of Algorithm 4.1. Next, (ρr, ρ

2, η

1, η

2) are deduced from ρ

1 as follows:
η1 = 0 ; ρ

r =
N |hr|2
Pr (|hr|2 + |hd|2)2
⎛⎜⎝ 2R/θ¯(
1 +
ρ1Ps|hd|2
N
)θ/θ¯ − 2R/θ¯(
1 +
ρ1Ps|hs|2
N
)θ/θ¯
⎞⎟⎠
η2 =
⎛⎜⎝ 2R/θ¯(
1 +
ρ1Ps|hs|2
N
)θ/θ¯ − 1
⎞⎟⎠ N
Ps|hd|2 ; ρ

2 =
Pr|hd|2
Ps|hr|2 ρ

r
Regarding the computation of optimal allocation, solving Eq. (4.8) of Algorithm 4.1 in terms
of vs, rather than in terms of ρ1, reduces to solving a polynomial equation and is sufﬁcient to
deduce the whole allocation. This shows that computing the optimal allocation is relatively
simple, especially in case of equal time division (θ = θ¯ = 1
2
) which is widely used in practical
systems.
As shown in Algorithm 4.1, partial decode-forward is applied as long as R(n) ≤ R ≤ R(n)max.
The lower bound R(n) comes from the non-negativity constraint on η2 . The upper bound R
(n)
max
corresponds to the maximum rate that is achievable given the power constraints deﬁned in
(4.2). We will come back to this upper bound in Section 4.3.4. Note that, when the direct link
is close to 0, the maximum feasible rate for md goes to zero. Due to power constraints, outage
can occur at some rate R ≤ R(n), such that sub-scheme A(n) may not exist. When R ≤ R(n),
we apply sub-scheme B(n) as discussed next.
Proposition 4.2. In sub-scheme B(n), the source does not split its message m.
• In Phase 1, the source sends m with power ρ†1Ps and the relay decodes as m˜.
• In Phase 2, the relay sends m˜ with power ρ†rPr and the source sends m with power
ρ†2Ps.
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The optimal power allocation for sub-scheme B(n) is
η†1 = η
†
2 = 0 ; ρ
†
1 =
(
2R/θ − 1) N
Ps|hs|2 ; ρ
†
2 =
Pr|hd|2
Ps|hr|2 ρ
†
r
ρ†r =
N |hr|2
Pr (|hr|2 + |hd|2)2
⎛⎜⎝ 2R/θ¯(
1 +
ρ†1Ps|hd|2
N
)θ/θ¯ − 1
⎞⎟⎠ .
B(n) is applied when the source rate is low. In this case, full decode-forward is energy-efﬁcient
and the whole message beneﬁts from the receive beamforming gain between the source and the
relay.
As an example, Figure 4.2 illustrates the power consumptions of the above two sub-schemes,
which differ mainly in the second phase. Thus, the ﬁgure plots the set of optimal power alloca-
tion and the total energy consumed by the source and the relay during this phase, as a function
of the source rate. When the source rate is not achievable given power constraints, an outage
occurs, which is depicted by a cut-off in the curve.
4.3.2 Relay energy optimal set of power allocation (R-EE)
Next, we minimize the relay power consumption only and allow the source to consume up to
Ps during both phases of the transmission. This scheme is of particular interest in networks
where the relay is shared and has to serve many users, or where the relay has its own data
to send. Thus, we analyze the following optimization problem, denoted as R-EE (for Relay
Energy-Efﬁcient scheme):
min θ¯ρrPr s.t.
I1 ≥ R ; I2 ≥ R
P
(c)
s ≤ Ps ; P (c)r ≤ Pr
(4.9)
Once again, the optimal power allocation depends on the desired rate. Direct transmission (sub-
scheme C(r)) is used whenever feasible, i.e. as long as the source rate is under the capacity
of the direct link, denoted as R(r)1 . Note that direct transmissions can be optimal for relay
energy but not for source or network energy. Indeed, the optimization problem considered here
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Figure 4.2 Power consumption for N-EE and
allocation set during phase 2
is relaxed in terms of the source consumption. This implies that some sub-schemes can be
optimal for R-EE but not for N-EE.
If direct transmission is not feasible, the optimal scheme for relay energy uses, similarly to
N-EE, either partial decode-forward (sub-scheme A(r)) or full decode-forward (sub-scheme
B(r)), depending on a certain threshold R(r)2 . This result is summarized in Algorithm 4.2 and
the proof can be found in Appendix 2, p.176.
In the following propositions, we present each sub-scheme and associated power allocation go-
ing from low to high rates. A scheme which aims at minimizing the relay energy consumption
should always give priority to direct transmissions, such that, if possible, the relay is not used
at all. Thus, as long as the direct link is strong enough to support the source rate, R-EE uses
sub-scheme C(r).
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Algorithm 4.2hh Optimal scheme for relay energy efﬁciency, R-EE, solving (4.9)
Input: R(r)1 ← log2
(
1 + Ps|hd|
2
N
)
if R ≤ R(r)1 then
Use direct transmission, called sub-scheme C(r), as given in Proposition 4.3;
else
if |hs|2 ≥ |hd|2 then
Find ρ1 ∈ [0, 1/θ] satisfying g2(ρ1) = 0 where
g2(s) =
2R/θ¯(
1 + sPs|hd|
2
N
)1/θ¯ − 1 + g3(s)
⎛⎜⎝ |hs|2|hd|2 2
R/θ¯(
1 + sPs|hs|
2
N
)1/θ¯ − 1
⎞⎟⎠ (4.10)
and g3(s) =
2R/θ¯(
1 + sPs|hd|
2
N
)θ/θ¯ − 2R/θ¯(
1 + sPs|hs|
2
N
)θ/θ¯ (4.11)
if ρ1 exists then
R
(r)
2 ← θ log2
(
1 +
ρ1Ps|hs|2
N
)
else
R
(r)
2 ← ∞
end
if R ≥ R(r)2 then
Use sub-scheme A(r) (partial DF) given in Proposition 4.5;
else
Use sub-scheme B(r) (full DF) given in Proposition 4.4;
end
else
Declare outage.
end
end
Proposition 4.3. Sub-scheme C(r) is direct transmission. The optimal power allocation is as
follows.
η‡1 = η
‡
2 =
(
2R − 1) N
Ps|hd|2 ; ρ
‡
1 = ρ
‡
2 = ρ
‡
r = 0.
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If the source rate increases above the capacity of the direct link, relaying is required and either
sub-scheme A(r) or B(r) is applied, as discussed next. These sub-schemes are similar to those
in N-EE but with different power allocation. In the case of R-EE, the source consumes all its
available power. If R ≤ R(r)2 as in Algorithm 4.2, we apply sub-scheme B(r).
Proposition 4.4. In sub-scheme B(r), the source uses full decode-forward.
• In Phase 1, the source sends m with power ρ†1Ps. The relay decodes as m˜.
• In Phase 2, the relay sends m˜ with power ρ†rPr and the source sends m again, with
power ρ†2Ps.
The optimal power allocation for sub-scheme B(r) is η†1 = η
†
2 = 0 and
ρ†1 =
(
2R/θ − 1) N
Ps|hs|2 ; ρ
†
2 =
1− ρ†1θ
θ¯
; ρ†r =
N
Pr|hr|2
⎛⎝√g3(ρ†1)−
√
Ps|hd|2ρ†2
N
⎞⎠2 .
Note that sub-scheme B(r) only exists if the channel gains are such that R(r)1 < R
(r)
2 . This
condition essentially depends on the strength of the direct link. WhenR(r)1 ≥ R(r)2 , sub-scheme
A(r) is directly applied.
When the source rate increases even further to be above R(r)2 , message splitting is required and
sub-scheme A(r) is applied.
Proposition 4.5. In sub-scheme A(r), the source splits its message into two parts mr and md.
• In Phase 1, the source sends mr with power ρ1Ps and rate Rr =
θ log2
(
1 + ρ1Ps|hs|
2
N
)
. The relay decodes as m˜r
• In Phase 2, the relay sends m˜r with power ρrPr and the source sends (mr,md) with
power (ρ2Ps, η

2Ps). The rate of md is Rd = R−Rr.
To compute the optimal power allocation set for sub-scheme A(r), ρ1 is ﬁrst found numer-
ically by solving Eq. (4.10) of Algorithm 4.2. Next, g3(ρ1) is computed using (4.11) and
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allocation set during phase 2.
(ρr, ρ

2, η

1, η

2) are deduced from ρ

1 and g3(ρ

1) as follows:
η2 =
⎛⎜⎝ 2R/θ¯(
1 +
ρ1Ps|hs|2
N
)θ/θ¯ − 1
⎞⎟⎠ N
Ps|hd|2 ; η

1 = 0 ; ρ

2 =
(1− ρ1θ)
θ¯
− η2
ρr =
N
Pr|hr|2
(√
g3(ρ1)−
√
Ps|hd|2ρ2
N
)2
.
If ηi and ρ

i as in Proposition 4.5 do not satisfy the power constraints in (4.2), then the desired
source rate cannot be achieved and outage is declared. For example and similarly toA(n), when
the direct link is very weak, sub-scheme A(r) may not exist.
Figure 4.3 illustrates the above sub-schemes and plots the total energy consumption during the
second phase as a function of the source rate. Somewhat unexpectedly, the energy consumed
during this second phase is decreasing in R when applying sub-scheme B(r). Since the des-
tination decodes the message using the received signals during both phases, the optimization
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shows that it is relay energy-optimal for the source to allocate more energy during the ﬁrst
phase. Nevertheless, the total energy consumed during both phases is strictly increasing with
rate, as expected.
4.3.3 Source energy optimal set of power allocation (S-EE)
As the last problem, we minimize the source power consumption alone, which is relevant to
networks in which the relay is not power critical. We thus allow the relay to consume up to Pr
during both transmission phases. We analyze the following optimization problem, denoted as
S-EE (for Source Energy-Efﬁcient scheme):
min θ (η1 + ρ1)Ps + θ¯ (η2 + ρ2)Ps s.t.
I1 ≥ R ; I2 ≥ R
P
(c)
s ≤ Ps ; P (c)r ≤ Pr
(4.12)
The optimal scheme for source energy efﬁciency is a function of the source rate and is com-
posed of four sub-schemes: two-hop relaying (D(s)), decode-forward (B(s)), partial decode-
forward with spatial beamforming (A(s)) and without beamforming(C(s)). Note that two-hop
relaying and partial decode-forward without beamforming are optimal only for source energy
but not for relay or network energy. These sub-schemes are applied depending on the source
rate compared with two thresholdsR(s)1 andR
(s)
2 , which are closely related to the non-negativity
constraints on ρ2 and η2. This result is summarized in Algorithm 4.3 and the proof can be found
in Appendix 3, p.177. Note that the functions g2 and g3 of Algorithm 4.3 are the same in Al-
gorithm 4.2.
In the following propositions, we present each sub-scheme going from low to high rates and
refer to Figure 4.4 for an illustration. For very low rates, it is energy-efﬁcient for the source to
apply two-hop relaying, such that the source only consumes energy during the ﬁrst phase. How-
ever, contrary to simple routing, the destination is listening during both transmission phases.
This corresponds to sub-scheme D(s).
Proposition 4.6. Sub-schemeD(s) is two-hop relaying with destination simultaneously decod-
ing over both phases.
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Figure 4.4 Applied sub-schemes in S-EE,
as function of the SR- and RD- links.
• In Phase 1, the source sends m, the relay decodes as m˜.
• In Phase 2, the relay sends m˜ and the source is silent.
The optimal power allocation is as follows.
η◦1 = η
◦
2 = ρ
◦
2 = 0 ; ρ
◦
1 =
(
2R/θ − 1) N
Ps|hs|2 ; ρ
◦
r =
N
Pr|hr|2 g3(ρ
◦
1)
where g3 is deﬁned by (4.14) of Algorithm 4.3.
If the rate increases, two-hop relaying is no longer energy-efﬁcient for the source. In this
case, either sub-scheme C(s) or B(s) is applied, depending on which of the SR- or RD-link is
limiting.
If the SR-link is the bottleneck of the network, the second rate constraint R ≤ I2 is the limiting
one and the constraint on the relay allocation is relaxed. In this case, RC ≤ RB, as deﬁned in
Algorithm 4.3, and sub-scheme C(s) is applied.
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Algorithm 4.3hh Optimal scheme for source energy efﬁciency, S-EE, solving (4.12)
if |hs|2 ≥ |hd|2 then
RB ←θ log2
(
1 +
|hd|2
|hs|2
(
2R/θ − 1
))
+ θ¯ log2
(
1 +
Pr|hr|2
θ¯N
)
RC ←θ log2
( |hs|2
|hd|2
)
Find ρ1 ∈ [0, 1/θ] satisfying g2(ρ1) = 0 where
g2(s) =
2R/θ¯(
1 + sPs|hd|
2
N
)θ/θ¯ − 1 + g3(s)
⎛⎜⎝ |hs|2|hd|2 2
R/θ¯(
1 + sPs|hs|
2
N
)θ/θ¯ − 1
⎞⎟⎠ (4.13)
and g3(s) =
2R/θ¯(
1 + sPs|hd|
2
N
)θ/θ¯ − 2R/θ¯(
1 + sPs|hs|
2
N
)θ/θ¯ (4.14)
if RB ≤ RC then
R
(s)
1 ← RB and R(s)2 ← θ log2
(
1 +
ρ1Ps|hs|2
N
)
or ∞ if ρ1 does not exist
else
R
(s)
2 ← θ¯ log2
(
Pr|hr|2
θ¯N
)
− θ¯ log2
⎛⎜⎝ 1(
1 +
ρ1Ps|hd|2
N
)θ/θ¯ − 1(
1 +
ρ1Ps|hs|2
N
)θ/θ¯
⎞⎟⎠
or ∞ if ρ1 does not exist and R(s)1 ← RC
end
case R ≥ R(s)1 and R ≥ R(s)2
Use sub-scheme A(s) (partial DF with beamforming) given in Prop. 4.9;
end
case R(s)1 ≤ R ≤ R(s)2 and RB ≤ RC
Use sub-scheme B(s) (full DF with beamforming) given in Prop. 4.8;
end
case R(s)1 ≤ R ≤ R(s)2 and RB ≥ RC
Use sub-scheme C(s) (partial DF without beamforming) given in Prop. 4.7;
end
case R ≤ R(s)1 and R ≤ R(s)2
Use D(s) (full DF without beamforming) given in Prop. 4.6;
end
else
Use the direct link or declare outage if not feasible.
end
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Proposition 4.7. Sub-scheme C(s) uses partial decode-forward without receive beamforming.
• In Phase 1, the source sends mr and the relay decodes as m˜r.
• In Phase 2, the source sends md, the relay sends m˜r.
The optimal power allocation for sub-scheme C(s) is such that
η‡1 = ρ
‡
2 = 0 ; ρ
‡
1 =
N
Ps|hs|2
(
2R
( |hs|2
|hd|2
)θ¯
− 1
)
η‡2 = ρ
‡
1 +
N
Ps
(
1
|hs|2 −
1
|hd|2
)
; ρ‡r =
N
Pr|hr|2 g3(ρ
‡
1)
where g3 is deﬁned by (4.14) of Algorithm 4.3.
Sub-scheme C(s) is speciﬁc to S-EE. The source transmits mr to the relay in Phase 1, but does
not send it again in the second phase. The RD-link is strong enough to carry all information
contained inmr by itself. Thus, the source saves energy by only sending new information (md)
during the second phase, and does not require receive beamforming (which is possible if both
the source and the relay transmit in the second phase). Also note that, as the RD-link is non
limiting, the relay does not necessarily use all its available power to transmit m˜r.
On the other hand, if the RD-link is the bottleneck of the network (RB ≤ RC), the relay cannot
support the transmission of m˜r alone, even by transmitting with full power. In this case, the
source should repeat the message mr during Phase 2, such that beamforming gain is obtained.
Then, B(s) is applied as follows.
Proposition 4.8. Sub-scheme B(s) uses full decode-forward.
• In Phase 1, the source sends m, the relay decodes as m˜.
• In Phase 2, the relay sends m˜ and the source continues to send m.
The optimal power allocation for sub-scheme B(s) is η†1 = η
†
2 = 0 and
ρ†r =
1
θ¯
; ρ†1 =
(
2R/θ − 1) N
Ps|hs|2 ; ρ
†
2 =
N
Ps|hd|2
(√
g3(ρ
†
1)−
√
Pr|hr|2
θ¯N
)2
.
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Finally, if the source rate is very high, such thatR ≥ max
{
R
(s)
1 , R
(s)
2
}
, partial decode-forward
with receive beamforming is required and sub-scheme A(s) is applied.
Proposition 4.9. In sub-scheme A(s), the source splits its message into two parts mr and md.
• In Phase 1, the source sends mr and the relay decodes as m˜r.
• In Phase 2, the relay sends m˜r and the source sends (mr,md).
To compute the optimal power allocation set, ρ1 is ﬁrst found numerically by solving (4.13) of
Algorithm 4.3. Next, g3(ρ1) is computed using (4.14) and (ρ

r, ρ

2, η

1, η

2) are deduced from ρ

1
and g3(ρ1) as follows:
η2 =
⎛⎜⎝ 2R/θ¯(
1 +
ρ1Ps|hs|2
N
)θ/θ¯ − 1
⎞⎟⎠ N
Ps|hd|2 ; ρ

r =
1
θ¯
η1 = 0 ; ρ

2 =
N
Ps|hd|2
(√
g3(ρ1)−
√
Pr|hr|2
θ¯N
)2
This sub-scheme is similar to A(n) and A(r), but with different power allocation. Even if the
relay already transmits with full power, the RD-link is still too weak to support the transmission
of mr alone. Thus, the source repeats the message mr during the second phase to obtain
beamforming gain. Moreover, contrary to B(s), the SR-link is also too weak to support the
transmission of the whole source message. Thus, part of the source message (md) has also to
be transmitted via the direct link only.
Existence of the sub-schemes: Considering the optimized scheme as function of the source
rate, S-EE is composed of either (D(s), B(s), A(s)) or (D(s), C(s), A(s)), in that order, depending
on which link is the bottleneck of the network. Depending on the power constraints and channel
gains, S-EE can also be composed of fewer than three sub-schemes and outage can occur with
any sub-scheme D(s), C(s), B(s) or A(s). Speciﬁcally, when the gains of the SD- and SR-
links are close, sub-scheme D(s) (two-hop relaying) may not be applied at all. Indeed, in this
case and even for low source rates, two-hop relaying under-uses the direct link to transmit
information and is thus sub-optimal. Furthermore, given the power constraints, outage can
occur before the sequences (D(s), B(s), A(s)) and (D(s), C(s), A(s)) are completed, such that
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A(s), B(s) or C(s) may not be applied. We next describe the condition of existence of these
sub-schemes.
First, consider the sequence (D(s), C(s), A(s)), i.e. two-hop relaying, full decode-forward with-
out receive beamforming and partial decode-forward with beamforming. When the SR-link
is the limiting one, S-EE is composed of only (D(s), C(s)) for most channel realizations. Par-
tial decode-forward with beamforming (A(s)) is only applied if the relay power Pr is very low
compared to the source power Ps.
Second, we consider the sequence (D(s), B(s), A(s)), i.e. two-hop relaying, full decode-forward
with beamforming and partial decode-forward with beamforming. When the network is severely
limited by both the SD- and RD-links, S-EE is composed of only (D(s), B(s)). Recall that in
B(s), the relay constraint is already met. Thus, if the direct link is weak given the source power
constraint, the scheme rapidly goes into outage and cannot achieve high rates.
Finally, S-EE can also be reduced to only two-hop relaying (D(s)) when the direct link is almost
null.
4.3.4 Maximum rates achieved by the three optimized schemes
We now analyze the maximum rate achievable for the three optimized schemes. Formal proof
can be found in Appendix 4, p.180. First, in N-EE (which minimizes the network consump-
tion), the source power constraint is always met with equality before the relay power constraint.
Therefore, at the expense of consuming more total energy, S-EE and R-EE (which respectively
minimize the source and the relay consumption) allow the source to reach higher rates than the
maximal rate achieved by scheme N-EE, denoted as R(n)max.
Second, analyzing the outage S-EE sub-schemes gives a comprehensive description of the
overall maximum achievable rate Rmax. Outage is declared when the power constraints cannot
be met given the source rate, which can occur with any sub-scheme, as explained in Section
4.3.3. For sub-schemes A(s) and B(s), the relay power constraint is already met and S-EE goes
in outage as soon as the source power constraint is met. Therefore, in this case, at R = Rmax,
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both source and relay power constraints are met. On the contrary, when sub-schemes C(s) and
D(s) are applied, the relay power constraint is not limiting. Thus, S-EE goes in outage only
if the source power constraint is met. In this case, the maximum achievable rate Rmax can be
derived in closed-form. The values of Rmax are described in Table 4.1. Figure 4.6 gives an
example of Rmax.
Last, given power constraints and channel gains, S-EE and R-EE schemes reach the same
maximum achievable rateRmax in Table 4.1 and have the same optimal power allocation at this
speciﬁc rate.
Table 4.1 Maximum achievable rate Rmax
Channel conditions Outage with Rmax
Weak SR-link and low Pr
or Weak RD-link
}
A(s) I1 in (4.4), with η1, ρ1, η2 and ρ2 of A(s) and ρr = 1θ¯
Weak SD- and RD-links B(s) I1 in (4.4), with η1, ρ1, η2 and ρ2 of B(s) and ρr = 1θ¯
Weak SR-link C(s) log2
(
θ + |hs|
2
|hd|2 θ¯ +
Ps|hs|2
N
)
+ θ¯ log2
( |hd|2
|hs|2
)
SD-link close to 0 D(s) θ log2
(
1 + Ps|hs|
2
θN
)
4.4 A generalized scheme for energy efﬁciency (G-EE)
So far, we have proposed three optimized schemes N-EE, R-EE and S-EE with power alloca-
tions that respectively minimize the network, the relay and the source energy consumption. We
now propose a generalized scheme that combines these optimal power allocations in a smooth
way.
4.4.1 Implementing a generalized scheme (G-EE)
As shown in Section 4.3.4, N-EE sub-schemes are insufﬁcient to describe the whole range of
achievable rates and both R-EE and S-EE can increase this range.
Considering power consumption as a function of the source rate, the resource allocation that
minimizes the network consumption (N-EE) is extended beyond its maximal achievable rate
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R
(n)
max by the allocation that minimizes the relay consumption (R-EE) in a continuous and dif-
ferentiable manner (see Appendix 5, p.182 for the detailed proof). Therefore, we propose a
generalized scheme that combines these allocations and allows higher achievable rates. In this
generalized scheme, denoted as G-EE, the message splitting and power allocation for mini-
mizing the total energy consumption are applied as long as feasible, given the rate and power
constraints. In particular, B(n) (full decode-forward) is used for source rates lower than R(n),
and A(n) (partial decode-forward) is used for rates above R(n) and up to R(n)max, which is com-
puted by I1 in (4.4) with equalized source power constraint (4.2). Once the source rate is in-
feasible for N-EE, the message splitting and power allocation for minimizing the relay energy
consumption alone is applied, by using A(r) (partial decode-forward).
Algorithm 4.4hh Generalized optimal scheme for energy efﬁciency, G-EE
if R ≤ R(n) then
Apply B(n) (full DF for network energy-efﬁciency)
else
if R(n) ≤ R ≤ R(n)max then
Apply A(n) (partial DF for network energy-efﬁciency)
else
if R(n)max ≤ R ≤ Rmax then
Apply A(r) (partial DF for relay energy-efﬁciency)
else
Declare outage
end
end
end
4.4.2 Comparison between G-EE and rate-optimal schemes
Considering rates as a function of energy, G-EE is also rate-optimal for the consumed energy
in the half-duplex relay channel with decode-forward. Indeed, if a source rate achieved with
G-EE is not rate-optimal for this energy, then there exists another set of power allocation that
consumes the same energy but achieves a better rate Rm. For this higher rate Rm, G-EE
consumes more energy that the maximum-rate scheme and is thus suboptimal for energy, which
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is contradictory. Thus, for all achievable rates, G-EE is also rate-optimal. Also G-EE achieves
all the rates that are achievable by the maximum-rate scheme (see below).
Considering energy as a function of rates and given ﬁxed individual power constraints, the max-
imum source rateRmax achieved with energy minimization G-EE is equal to the maximum rate
achieved by rate maximization. This comes from the fact that both G-EE and the maximum-rate
scheme are optimization problems with four constraints (two rate and two power constraints).
The two rate constraints are always met with equality in both problems and, with source rate up
to Rmax, G-EE is equivalent to the rate-optimal scheme. When R → Rmax, the source power
constraint is also met with equality (G-EE applies R-EE). Hence, in the interior neighbourhood
of Rmax, each optimization problem has just one degree of freedom left. When R ≥ Rmax, an
outage occurs: either the desired source rate becomes infeasible, or the relay power constraint
is also met with equality. Thus, above Rmax, there is no more degree of freedom for nei-
ther problem and Rmax is the maximal rate that is achieved for both G-EE and maximum-rate
schemes.
Finally, both previous points imply that only the combined scheme G-EE is equivalent to the
maximum-rate scheme. Figure 4.6 of next section illustrates this equivalence. As a reference,
we consider the rate-optimal scheme proposed in [102, 105]. This scheme is similar to A(n) in
coding: the source performs message splitting, sending one part during phase 1, and both dur-
ing phase 2. Then, the power allocation is numerically optimized to maximize the achievable
rate. For the comparison, we compute the maximum capacity achievable with the rate-optimal
scheme based on the energy consumed using G-EE (plot with reversed axis).
4.4.3 Discussion
Even though both analysis and simulation show that the generalized scheme G-EE and the
maximum-rate scheme proposed in [102, 105] lead to the same set of power allocation, we
argue that the proposed scheme G-EE brings two signiﬁcant advantages.
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First, existing maximum-rate schemes proposed in the literature require numerical search of
the optimal solution for each channel realization. On the contrary, the G-EE scheme, which is
both rate- and energy-optimal, provides the optimal power allocation in closed-form.
Second, this energy efﬁciency approach reveals more details about sub-schemes and power
allocations than the maximum-rate approach. We show that minimizing the network energy
consumption is not equivalent to maximizing the network capacity as often believed, since the
whole range of source rates achievable with decode-forward cannot be covered. Furthermore,
we highlight that several regimes of coding technique and power allocation exist (partial or
full decode-forward, with or without beamforming) and each of them corresponds to a speciﬁc
energy optimization problem (N-EE or R-EE).
4.5 Simulation results
4.5.1 Description of the simulation environment
We simulate the performance of the proposed schemes in a realistic environment and consider
both pathloss and shadowing. Shadowing is the most severe random attenuation factor en-
countered in urban cellular environment [112]. It refers to mid-term channel variations which
are due to the multipath propagation generated by obstructions between the transmitter and
receiver. Since blocking objects do not vary rapidly in geographical position, size or dielectric
properties, shadowing remains slow and predictable. Therefore, in our case, we can reasonably
assume that channel gains are constant over the two transmission phases and that nodes can
track those variations at each instant.
Figure 4.5 depicts the considered scenario. In a dense urban environment with high surrounding
buildings, a mobile user (source S) sends data to a base station (destination D) with the help of
a ﬁxed relay station (relay R), such as in LTE or Wimax. The mobile user is located outdoors,
at street level. The relay station is below the top of surrounding building and the base station
is far above the rooftop. This channel model corresponds to the Stationary Feeder scenario
described in the European WINNER project [69]. Pathloss and shadowing effects are given by
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Figure 4.5 Communication in a realistic
environment
(4.23) of [69]:
PL = A log10(d[m]) + B + C log10
(
fc[GHz]
5.0
)
+ χ
where d is the distance between the transmitter and receiver and fc is the frequency carrier
(within the range 2-6GHz). χ refers to shadowing effect and is modelled as a zero-mean log-
normal random variable, with standard deviation σ2. The parameters A, B, C and σ2 depend
on the global location of the transmitters and receivers (street level, rooftop...). Considering
the relative positions of nodes and using notations of [69], the SR-link is modelled by scenario
B1, the SD-link by scenario C2 and the RD-link by scenario B5f. Table 4.2 gives the distances
transmitter-receiver, as well as the pathloss and shadowing parameters for each link. For simu-
lations, we take fc = 3.5GHz, Ps = 100mW, Pr = 200mW, which refers to a Wimax situation.
We also consider θ = 0.3 and N = 10−10W.
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Table 4.2 Pathloss and shadowing parameters
Link d[m] A B C σ2
SR 70 22.7 41.0 20 3
SD 100 26 39 20 4
RD 30 23.5 57.5 23 8
4.5.2 Reference Schemes
As reference schemes, we consider direct transmission, two-hop transmission and the maximum-
rate scheme in [102, 105]. Direct transmission is one-phase communications. The source sends
the message m with no splitting (md = m and mr = 0) and minimum power
ηDPs =
(
2R − 1)N
|hd|2 .
In the classical two-hop routing, the source ﬁrst sends the whole message to the relay, again
without splitting, and with a minimum power ρS2HPs. If the relay can decode the message, it
forwards to the destination with a power of ρR2HPr, where
ρS2HPs =
(
2R/θ − 1)N
|hs|2 ; ρ
R
2HPr =
(
2R/θ¯ − 1
)
N
|hr|2 .
The destination then decodes using only the signal received from the relay (not both signals
received from source and relay as in the two-hop sub-scheme D(s)).
The maximum-rate scheme in [102, 105] uses partial decode-forward with power allocation
optimal for rate. Allocation is computed numerically solving a convex optimization problem.
Whereas classical performance simulations plot capacity as a function of energy, we reverse
the axes to plot energy as a function of rate and to allow comparison. We then analyze the
performance of the proposed schemes in both non-fading and fading environments.
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Figure 4.6 Total power consumption
as function of the rate during both phases.
4.5.3 Performance in non shadowing environment
We ﬁrst consider a non fading environment, with only pathloss (χ is set to zero). This can also
be viewed as instantaneous performance.
Figure 4.7 Power consumption per node: source (left) and relay (right)
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Figures 4.6 and 4.7 respectively show the total power and the per-node power needed to main-
tain a range of desired source rates. When a source rate is not achievable, an outage occurs,
which is depicted by a cut-off in the curve. These ﬁgures illustrate the analysis of Section
4.3.4. First, higher rates are achieved by optimizing only one node consumption (either the
source as in S-EE, or the relay as in R-EE), rather than the whole network consumption (N-
EE). Moreover, both schemes S-EE and R-EE achieve the same maximum source rate. Second,
the combined scheme G-EE is also rate-optimal and signiﬁcantly outperforms both direct and
two-hop routing for every achievable source rate. For example, at a rate of 1.35 normalized
b/s/Hz, 1.2dB of energy gain is obtained over direct transmissions and 4.5dB over two-hop
routing. The gain comes mainly from lessening the relay power consumption. Note that at
R = Rmax, the relay power constraint is not necessarily met with equality if rates beyond Rmax
are infeasible due to rate constraints. Similarly, R-EE and S-EE provide signiﬁcant power gain
at the relay and the source respectively. Note that maximum-rate scheme is neither source
nor relay energy-efﬁcient as it consumes more power at each respective node than the optimal
scheme for that node.
Figure 4.8 Power consumption per phase: phase 1 (left) and phase 2 (right)
Two-hop routing generally suffers from very high instantaneous power consumption. Since
the whole message is sent twice, one by the source and one by the relay, within the same time
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Figure 4.9 Total average energy gain
as a function of the source rate
slot, both transmitters have to increase their transmit power to sustain the desired rate. We
plot in Figure 4.8 the power consumed at each phase for the proposed and reference schemes.
We see that the proposed schemes allocate power in a smooth manner and reduce transmit
power peaks. Contrary to routing, energy is more evenly spread over both phases and over
both direct and relaying paths. Moreover, the consumption per phase as function of the source
rate is similar to the direct transmission consumption. This can help managing interference in
networks which allow both direct and relayed transmissions.
4.5.4 Performance in shadowing environment
We consider in this section both pathloss and shadowing. Due to random shadowing, there
exists a non-zero probability that the channel gains are too weak to perform transmission. We
plot in Figure 4.9 the average total network energy consumption. The cut-off in the curve
depicts the maximum rate above which the outage probability is greater than 0.05. Simulations
show that the proposed schemes signiﬁcantly reduce the average energy consumed, as well as
increase the maximal achievable source rate, given the outage requirement.
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Figure 4.10 Total average energy gain (dB)
as function of the user position
Figure 4.11 Outage reduction (%)
as a function of the mobile user position
Finally, we analyze the utilization region of the proposed schemes and evaluate the energy
gain as a function of the mobile user location, similarly to [39]. We consider the environment
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and heights of relay and base station as described in Section 4.5.1. The mobile user is free to
locate anywhere at street level. As illustrated in Figure 4.10 The relay station is located at the
origin (0, 0) and the destination at (20
√
2, 0) so that dRD = 30m. As reference, we consider
a combined scheme which uses either direct transmissions (DTx) or two-hop routing (RTx),
depending on the total consumed energy. For simulations, equal time division is assumed,
with a source rate of 1bit/s/Hz. Figures 4.10 and 4.11 respectively depict the power gain in
dB realized by the proposed generalized scheme G-EE over the reference combined scheme
and the outage gain (computed as the difference between outage probabilities of reference and
G-EE). Simulation shows that G-EE provides up to 2.2dB of energy gain, as well as decreases
the outage probability by up to 37.5%. G-EE is particularly beneﬁcial at cell-edge, for both
energy and outage.
4.6 Conclusion
We explore the issue of energy efﬁciency in relay channels and design a half-duplex coding
scheme with optimal resource allocations that maintain a desired source rate and minimize
the energy consumption. We consider the network, the relay and the source consumption
separately and then combine them into a generalized set of power allocation G-EE which is
energy optimal for the relay channel.
We show that minimizing the network energy consumption is not equivalent to maximizing
the network capacity as often believed, since the whole range of source rates achievable with
Decode-Forward cannot be covered by individual schemes. This equivalence only holds for
the proposed generalized scheme G-EE.
Furthermore, this energy efﬁciency approach remains meaningful since it allows a comprehen-
sive description of the optimal coding (full or partial decode-forward, with or without beam-
forming) as well as closed-form solutions of the optimal power allocation, which remains im-
plicit in maximum-rate schemes. Reversely, we highlight that a rate-optimal scheme is not
energy-efﬁcient for either node.
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The generalized scheme G-EE gives a practical algorithm for message coding and associated
power allocation to reach energy efﬁciency and rate optimality for each desired source rate
and channel realization. G-EE is particularly beneﬁcial when the source is far from the relay,
and up to 2.2dB energy gain can be obtained, as well as a reduction of 37.5% of the outage
probability.
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Summary of this Chapter: Whereas theoretically optimal communication schemes as pre-
sented in earlier Chapters may achieve signiﬁcant energy gain, they may rapidly turn out to be
computationally infeasible. Thus, it is essential to make wise use of advanced coding schemes,
such that the provided gains overcompensate for their increased complexity. This can be done
by carefully choosing the relay location in the network. This Chapter, which is an edition of
our second manuscript [29], addresses such issue from a renewed point of view. Existing re-
sults for optimal relay placement do not reﬂect how the choice of the coding scheme and the
radio propagation environment, i.e. the node distances, the relay height and the line-of-sight
conditions, can impact system performance. The ﬁrst objective of this Chapter is to propose
a geometrical model for energy-efﬁcient relay placement that requires only a small number
of characteristic distances. The second objective is to estimate the maximum cell coverage of
a relay-aided cell given power constraints, and conversely, the averaged energy consumption
given a cell radius. We show that the practical full decode-forward scheme performs close to
the energy-optimized partial decode-forward scheme (i.e. the G-EE scheme as presented in
1 Fanny Parzysz (2014, p.2214)
92
Chapter 4) when the relay is ideally located. However, away from this optimum relay location,
performance rapidly degrades and more advanced coding scheme is needed to maintain good
performance and allow more freedom in the relay placement. Finally, we deﬁne a trade-off
between cell coverage and energy efﬁciency, and show that there exists a relay location for
which increasing the cell coverage has a minimal impact on the average energy consumed per
unit area.
5.1 Introduction
Relay-aided transmissions promise signiﬁcant gains in both coverage extension and perfor-
mance enhancement. Relay-based architecture for cellular network has been considered for
next generation wireless systems, such as the LTE-A [113, 114, 115], and is envisioned as
part of future heterogeneous networks, along with macro-, pico-, and femtocells. Picocells are
operator-deployed and help alleviate coverage dead zones and trafﬁc hot zones, while fem-
tocells are usually consumer-deployed in an unplanned manner to increase in-door coverage.
Both are connected to their own wired backhaul connection, in contrary to relays. The use of
low power, low complexity relays in lieu of additional wired connected stations avoids expen-
sive backhaul links. Relay nodes are deployed with a more traditional RF planning, with site
deployment and maintenance by the operator, thus allowing optimization of their placement
within the cell. At the same time, as a result of the tremendous increase of subscribers, jointly
with the ever-growing demand for application requirements, energy efﬁciency becomes a great
challenge for future wireless systems. However, the energy impact of the relay location and of
the relay coding scheme remains under-explored in the literature.
5.1.1 Motivation and Prior work
Resource allocation and relaying strategies in cooperative systems have mostly targeted im-
proving the cell capacity or spectral efﬁciency. A rich literature has investigated relay place-
ment from this perspective [59, 72, 116, 117, 118]. For example, authors of [59] analyze differ-
ent relaying strategies, amplify-forward, decode-forward and compress-forward, and compare
their spectral efﬁciency.
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However, the quality of service (QoS) of value-added mobile applications, such as on-demand
video, real-time games or video-conferences, is mostly expressed in terms of a minimum rate to
be maintained, along with delay and jitter requirements [106]. This perspective has spurred new
analysis and designs for cellular networks. For example, in [60], relay placement is optimized
to enhance capacity while meeting a trafﬁc demand. From another perspective, references [56,
57, 58] address coverage extension, given a user rate. Analysis has also focused on improving
cell topology, such as [119] which proposes an interesting novel dual-relay architecture.
Since user applications mostly run on power-limited devices, reducing the energy consump-
tion, while meeting a rate requirement, has in particular attracted signiﬁcant attention. Energy
minimization for relay-aided cellular networks has ignited new techniques such as relay-based
handover strategies [18, 120], sleep mode operations [121], improved resource management
[122] and relay-aided load balancing [123]. Nevertheless, little can be found on the speciﬁc
issue of energy-efﬁcient relay placement and on the performance gains obtained by using ad-
vanced coding schemes rather than simpler schemes. Moreover, extending cell coverage im-
plies serving far users and consequently, consuming more energy. This trade-off has neither
been investigated.
Another motivation also brought us to analyze energy-efﬁcient relay placement. Although net-
work simulations offer wide possibilities and numerous variable factors for reﬁned investiga-
tion, they are often time consuming and may conﬁne the obtained results only to the considered
settings. They provide neither generalization to other settings nor performance limits like an
analysis based on capacity bounds. Thus, a model is needed to give insights on the relay uti-
lization and helps set basis for future investigations and extensive simulations. Models for het-
erogeneous networks have attracted signiﬁcant attention in recent years and various advanced
models have been proposed, such as in [89] for femtocell networks. Such models however, are
not easy to apply to relay-aided networks, where a cell has to manage both direct and two-hop
transmissions and where physical-layer considerations, such as the coding scheme, need to be
included. Current works using models for relaying are mostly based on simpliﬁed patterns
composed of inner and outer circular regions for direct and relayed transmissions, such as in
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[62]. In such a model, the radius of the inner region corresponds to the base-station-to-relay
distance, which is neither coverage- nor energy-optimized.
Finally, though relay placement has been addressed in the aforementioned works, none of them
allow the characterization of the impact of relay placement based on accurate path-loss models.
First, geometrical models for relay positioning are incomplete. In [59, 61], the considered
model is one-dimensional, and the relay is located on a straight line between the source and
the destination. This model cannot provide accurate solutions for actual relay placement in a
network where the user is mobile, while the base station and relay are ﬁxed. In [53, 56, 57,
58, 60, 72, 116, 117], two-dimensional models are considered, but the relay height is not taken
into account, despite its impact on both path-loss and line-of-sight (LOS) conditions. Three-
dimensional models are not fully investigated and relay height has been considered only in
[118]. Second, a majority of results on relay placement, such as [53, 56, 57, 58, 59, 60, 61, 72],
are for AWGN channels with path-loss exponent, which may be oversimpliﬁed as emphasized
in [71], or for fading channels with the same path-loss model for all links in the network. More
accurate path-loss channel models, as in [116, 117, 118], should be considered.
5.1.2 Main contributions
We introduce in this paper the notion of Relay Efﬁciency Area and propose a geometrical
model for energy-efﬁcient relay placement, for both uplink and downlink transmissions, which
allows meaningful performance analyses without the need for excessive simulations. The pro-
posed model consists of only a few characteristic distances, but accurately approaches sim-
ulations on the probability of relaying within 3% and the energy consumption within 1%.
Then, we build an analysis framework for the performance of relaying based on time-division
full decode-forward and provide comparison with the comprehensive partial decode-forward
scheme, which is studied with the perspective of rate maximization in [102] and energy mini-
mization in [28].
In the ﬁrst part, we consider as a baseline the setting with a ﬁxed number of relays at regular
locations in each cell and no inter-cell interference, leaving these factors to future extensions.
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This baseline model provides a tractable benchmark for performance comparison and analysis,
and shows that the classical inner and outer regions as considered in [62] do not reﬂect the
performance gains obtained by relaying.
In the second part, using the proposed geometrical model, we highlight relay conﬁgurations
which are beneﬁcial for coverage extension and for energy efﬁciency. Given that a network de-
signer is constrained by the urban topography and by administrative by-laws for station place-
ment, ﬂexibility in the relay location is also a relevant performance criteria. We thus consider
performance both at and nearby the optimal relay location. Furthermore, we show that the
optimal relay placements for coverage and energy efﬁciency are different. We thus analyze
the trade-off between energy gain and coverage extension and highlight the deployment cost
required to reduce the energy consumption. We ﬁnally propose a new deﬁnition for optimal
relay placement regarding the average energy consumed per unit area.
5.1.3 Paper overview
We deﬁne our 6-sector urban cell framework and channel path-loss model, in Section 5.2,
and the considered coding schemes in Section 5.3. Section 5.4 introduces the characteristic
distances that constitute the proposed geometrical model. These distances are derived for both
full decode-forward and partial decode-forward in Section 5.5. We then deduce the system
performance in Section 5.6. Simulation results are described in Section 5.7. Finally, Section
5.8 concludes this paper.
Notation: B stands for the base station, R for the relay and U for the user. Calligraphic R
refers to the user rate. Upper-case letters denote constant distances, such as R, D or H, while
lower-case letters stand for variable distances or angles, such as r or θ. Subscripts d, s and r
respectively refer to the link from user to base station (direct link), user to relay station and
relay to base station. P is used for probabilities and E for expectation. Finally, DTx refers to
direct transmission, while RTx stands for relay-aided transmission, in the considered coding
schemes.
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5.2 System model for a 6-sector urban cell
In this section, we present the cell and path-loss models. In particular, we analyze two different
path-loss models, depending on the relay being below or above the rooftop.
5.2.1 System model for relay placement analysis
As presented in [124] and depicted in Figure 5.1(a), we consider a 6-sector hexagonal cell.
Note that, however, the analysis presented in this paper can be adapted to other cell models,
such as circular shape or varying number of sectors. Rcov refers to the maximum radius, which
includes the coverage extension provided by the relay station. The base station is located at
the center of the cell and each sector is provided with a relay station, located at a distance Dr
from the base station. The user is positioned at a distance r ≤ Rcov from the base station, with
an angle θ, as illustrated in Figure 5.1(b). rs refers to the distance from the user to relay. We
consider a three-dimensional geometrical model. We analyze the impact of the relay height on
the system performance. We denote HB, HR and HU the heights of the base station, the relay
station and the user respectively.
Figure 5.1 System model for a 6-sector urban cell
The multiple access strategy allows orthogonality between users, such that only one user is
served for a given time and frequency resource. We assume that the relay operates in the same
frequency resource as the user it serves (in-band relaying).
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5.2.2 Channel model for half-duplex relaying
We consider half-duplex relaying performed in time division. Nevertheless, the following anal-
ysis and results are valid with other multiplexing schemes. Without loss of generality, we de-
scribe the channel model for uplink transmissions. Here, a transmission of unitary length is
carried out in two phases of equal duration. We denote the transmitted codewords X1 and X2
for the user at each phase respectively, and Xr for the relay. Yr and Y1 respectively are the
received signals at the relay and destination at the end of phase 1, Y2 is the received signal at
the destination at the end of phase 2. Thus, the half-duplex relay channel is written as follows:
Yr = hsX1 + Zr ; Y1 = hdX1 + Z1
Y2 = hdX2 + hrXr + Z2
(5.1)
where Zr, Z1 and Z2 are independent additive white Gaussian Noises (AWGN) with equal
varianceN . We respectively denote hd, hs and hr the complex channel from user to base station
(direct link), from user to relay and from relay to base station. For the channel coefﬁcients
|hi|2 = 1γi , we use the path-loss models as proposed in the WINNER II model [69]:
γi[dB] =Ai log10(d) + Bi + Ci log10
(
fc
5
)
+Di log10 ((HTx − 1)(HRx − 1)) (5.2)
where HTx and HRx are the respective heights (in meters) of transmitter and receiver, d is the
distance (in meters) between them and fc the carrier frequency (in GHz). The parameters Ai,
Bi, Ci and Di are constants dependent on the global location of the transmitter and receiver
(street level, rooftop...). For convenience, we will use the following notation
|hi|2 = 1
γi
=
1
KidAi/10
with Ki = 10Bi/10
(
fc
5
)Ci/10
((HTx − 1)(HRx − 1))Di/10 . (5.3)
Since the relay height is allowed to vary from below to above rooftop, the propagation envi-
ronment for hs and hr changes notably. However, the WINNER II project does not provide a
continuous path-loss model as a function of the relay height. We will therefore consider the two
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following situations: 1) Vicinity relay: the relay station is located below rooftop, implying that
the user-to-relay link is generally strong but at the cost of a weaker relay-to-base station link;
2) Base-station-like relay: the relay station is located above the rooftop, like a base station, the
hr link is very strong and can be assumed as free space (FS). Nevertheless, the user experiences
the same path-loss model to access the relay as the base station. We refer the reader to Ap-
pendix 1, p.185 for further details on the path-loss model. Note that this paper only considers
path-loss. The analysis and the proposed model can thus be understood as the mean coverage
and relaying area over a sufﬁcient period of time such that fading and shadowing are averaged
out. Future investigations on this topic will include the shadowing effect.
In this channel model, we assume reasonably low inter-cell interference, as a starting point
to create a baseline model. Indeed, techniques such as Fractional Frequency Reuse (FFR),
scheduling based on inter-base-station coordination and directional antennas between the relay
and the base station, have been spurred for next cellular OFDMA systems to suppress or avoid
interference from neighbouring cells [125].
5.3 Relaying schemes and Power Allocations for Energy Efﬁciency
We present the three reference coding schemes for half-duplex time-division relaying which
are used for performance analysis. Once again, and without loss of generality, we describe the
schemes for uplink transmissions. We consider Gaussian signaling rather than practical mod-
ulations and coding. Gaussian signaling is not only suitable for theoretical investigation (by
providing upper bound on practical system performance), but is also appropriated for analysis
of practical systems. Indeed, practical systems such as LTE are OFDM-based and data is trans-
mitted over numerous parallel frequency channels such that the output is well approximated by
a complex Gaussian distribution, as developed in [125, 126].
For each coding scheme, the power allocation minimizes the energy consumption over the nor-
malized transmission duration, while maintaining a given user rate R. The user and the relay
have individual power constraints over the two transmission phases within the same bandwidth,
respectively denoted as P (max)U and P
(max)
R . The power constraint of the base station is set to
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P
(max)
B . At each phase, each node allocates to each transmitted codeword a portion of its avail-
able power. We consider in-band relaying, where the relay and the user operate in the same
frequency band.
5.3.1 Direct Transmission (DTx)
As the ﬁrst reference, we consider direct transmissions from user to base station. For fair
comparison, direct transmission scheme is performed over the same duration as the relaying
scheme, and not the half duration as generally done in the literature. By doing this, relay-
ing does not create excess delay, nor uses more resource (time and/or frequency) than direct
transmissions. The user rate R is feasible as long as it is below the channel capacity, i.e.
R ≤ log2
(
1 +
P
(max)
U |hd|2
N
)
.
The minimum required energy is equal to
(
2R − 1) N|hd|2 . Outage occurs when the user power
constraint P (max)U is not satisﬁed.
5.3.2 Relay-aided Transmission (RTx)
For relay-aided uplink transmissions, two schemes are considered: full-decode forward and
partial decode-forward. For each, we use the power allocation that minimizes total energy
consumption, i.e. consumption of the user and the relay station together. We furthermore
assume that the user chooses to use either direct transmission (DTx) or relayed transmission
(RTx) depending on which one consumes less energy.
5.3.2.1 Full decode-forward scheme (Full-DF)
During Phase 1, the user sends its message to the base station with rate 2R and power PU .
Then, the relay decodes the message, re-encodes it with rate 2R and forwards it to the destina-
tion during Phase 2 with power PR.
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In the literature, two main decoding techniques are generally considered i) Two-hop relaying,
as used in practical system, in which the base station only considers the signal received from
the relay and thus the relay is merely a repeater; ii) Repetition-coded full decode-forward, as
deﬁned in [39], in which the user repeats its message in Phase 2. Then, the base station uses
MRC and combines the signals received from both the user and relay. Rate bounds and energy
consumption of both schemes can be similarly written using a parameter α, with α = 0 for
two-hop relaying and α = 1 for repetition-coded full decode-forward, as follows:
⎧⎨⎩ R ≤
1
2
log2
(
1 + PU |hs|
2
N
)
R ≤ 1
2
log2
(
1 + αPU |hd|
2
N
+ PR|hr|
2
N
) (5.4)
where the two lines describe the decoding constraints at the relay and the base station respec-
tively. The power allocation set (PU , PR) satisﬁes the following constraints:
1
2
PU ≤ P (max)U and
1
2
PR ≤ P (max)R . (5.5)
The allocation set which minimizes the energy consumption is
PU =
(
22R − 1) N|hs|2 and PR = (22R − 1)
(
1− α |hd|
2
|hs|2
)
N
|hr|2 . (5.6)
However, we can show that, in an urban cellular network considering path-loss only, combining
the signals received from both the user and relay station as done in repetition-coded full decode-
forward only brings little energy gain compared to two-hop relaying. This small gain is present
only when the direct link is strong but, in this case, direct transmission is most of the time
more energy-efﬁcient than relaying. Subsequently, we will consider two-hop relaying and
repetition-coded full decode-forward as two variants of the same reference scheme, denoted as
full decode-forward (Full-DF).
5.3.2.2 Energy-optimized partial decode-forward scheme (EO-PDF)
As the second relay-aided scheme, we consider the partial decode-forward scheme optimized
for energy proposed in our previous work [28]. In the EO-PDF scheme, only part of the initial
101
message is relayed, the rest being sent via the direct link. The scheme is based on rate split-
ting and superposition coding at transmitter, and joint decoding at receivers. It uses receive
beamforming between the relay and the user in the second transmission phase. This scheme
arguably requires complex implementation and ﬁne synchronization, however, from the as-
pect of information theory, it is both energy- and rate-optimal as discussed in [28], and thus,
gives the theoretical upper-bound of the performance that can be achieved with decode-forward
based relaying.
The optimal joint rate and power allocation of this coding scheme consists of three sub-
schemes, which depend on the desired user rate:
1) If the desired user rate is below a certain threshold R,
• In Phase 1, the user sends m with power PU and the relay decodes as m˜.
• In Phase 2, the relay sends m˜ with power PR and the user sends m with power PU .
The allocation (PU , PR) minimizes the total energy consumption of the user and the relay.
2) If the desired user rate is above R, the source splits its message into two parts mr and md,
of rates R(r) and R(d) respectively, with R = R(d) +R(r).
• In Phase 1, the source sends mr with power P (1)U . The relay decodes as m˜r.
• In Phase 2, the relay sends m˜r with power PR and the source sends (mr,md) with power
(P
(2)
U , P
(3)
U ), using superposition coding. The base station jointly decodes mr and md.
The power and rate allocation
(
R(r),R(d), P (1)U , P (2)U , P (3)U , PR
)
minimizes the total energy
consumption, with 1
2
(
P
(1)
U + P
(2)
U + P
(3)
U
)
≤ P (max)U .
3) If this second sub-scheme is in outage due to very high user rate, the same coding scheme
is used, i.e. rate splitting, superposition coding and joint decoding, but with other power allo-
cation. Here,
(
R(r),R(d), P (1)U , P (2)U , P (3)U , PR
)
minimizes the energy consumption of the relay
only.
We refer the reader to [28] for the detailed power and rate allocation, as well as for the expres-
sion of the threshold R.
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5.4 Characterization of efﬁcient relay placement
In this section, we deﬁne the relaying efﬁciency, both in terms of energy consumption and
coverage extension. To do so, we introduce the notion of Relay Efﬁciency Area (REA), and
build our geometrical model based on this REA for both uplink and downlink transmissions.
Note that we will consider Cartesian coordinates (x, y) and polar coordinates (r, θ) for the user
position.
5.4.1 On the necessity to model the relaying efﬁciency
As a ﬁrst insight of the potential energy gain brought by relaying, we plot in Figure 5.2 the en-
ergy gain in percentage (i.e. 100EDTx−ERTx
EDTx
) that is obtained by using either full decode-forward
(Full-DF) or the energy-optimized partial decode-forward scheme (EO-PDF) over direct up-
link transmission, as a function of the user location in the 6-sector cell. The gain is set to 100%
when direct transmission is not feasible, i.e. when relaying enhances the cell coverage. As
shown in the ﬁgure, relaying can signiﬁcantly reduce the energy consumption. Considering
the cell-edge of conventional systems using direct transmission only, an average of 46% of
energy gain is obtained with full decode-forward and 70% with EO-PDF. In addition to energy
savings, relaying also increases the radius of the corresponding hexagonal cell by 33% for full
decode-forward and by 56% for EO-PDF.
Figure 5.2 shows that conventional relaying schemes, such as two-hop relaying or repetition-
coded full decode-forward, can provide notable performance enhancement, especially in terms
of coverage extension. Nevertheless, those schemes are clearly suboptimal compared to the
potential gains of decode-forward, upper-bounded by the EO-PDF scheme. It is then neces-
sary to estimate the gains that implementing advanced coding schemes can bring over simpler
schemes, both in terms of energy savings and coverage extension. Furthermore, the efﬁciency
of the relay obviously depends on its location in the cell, as well as its propagation environment.
Estimating the network performance cannot be reasonably done by simulating all possible re-
lay network conﬁgurations and user locations. Thus, a model is needed to give insight of relay
utilization and energy consumption.
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(a) using Full decode-forward (Full-DF) (b) performance upper-bound (EO-PDF)
Figure 5.2 Energy gain compared to DTx
(R = 3bit/s/Hz, vicinity relay, LOS conditions)
5.4.2 Analytical model for Relay Efﬁciency Area (REA)
A relay-aided cell is characterized by the probability for a user to be served by the relay station
and by the energy saved by using the relay. Those two performance criteria determine if a relay
location is beneﬁcial, and thus, characterize relay efﬁciency. To investigate relay efﬁciency, we
introduce here the concept of Relay Efﬁciency Area (REA) for a cellular network served by relay
stations. It is deﬁned as the set of all user locations for which relaying is more energy-efﬁcient
than DTx or for which DTx is not feasible. Therefore, the REA covers both performance
improvement and coverage extension.
The simulated REA’s of Full-DF and the EO-PDF scheme are illustrated in Figure 5.2, and its
related model in Figure 5.3. In Figure 5.2, the REA corresponds to the cell area where the
energy gain is strictly positive (non-white area). When the user is close to the base station,
the hd link is very strong and DTx consumes less energy than relaying. Otherwise, relaying is
more energy-efﬁcient or allows successful transmission while DTx is in outage.
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We propose to characterize the REA of each coding scheme using four characteristic distances,
as depicted in Figure 5.3a: Dmin and RDTx for the inner bound, Xmax and Rmax for the outer
bound. The inner bound is modelled by combining the strait line of equation x = Dmin and a
portion of the circle of radius RDTx and centred at the base station, which refers to the minimum
cell radius over which direct transmission is infeasible given outage requirement. The outer
bound is characterized by Xmax and Rmax. It is modelled by a portion of the circle of radius
Rmax and centred at (Xmax, 0). The Relay Efﬁciency Area is thus modelled as follows:
REA =
{
(r, θ) ∈ ((Dmin ≤ r cos(θ)) ∪ C¯ (0,RDTx)) ∩ (C (Xmax,Rmax))} (5.7)
where (r, θ) is the user location. C (X,R) stands for the portion of the disk centred at (X, 0)
with radius R and delimited by the sector bounds. C¯ stands for the exterior of this disk. Note
that this model for REA is independent of the user distribution and of the cell shape. These
factors are only considered for the computation of the performance metrics, e.g. the coverage
radius, the probability of relaying and the average energy consumption.
(a) Non-constrained cell (b) Hexagonal cell
Figure 5.3 A model for Relay Efﬁciency Area (REA)
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Using this ﬁrst characterization of REA, we derive the model for hexagonal cells and deﬁne the
maximum cell radius Rcov that guarantees coverage for all users located inside the hexagonal
cell without overlap, as depicted in Figure 5.3b. Three characteristic distances are sufﬁcient to
deﬁne this hexagonal model for REA: Dmin, RDTx and Rcov, where
Rcov = Xmax +min
⎧⎨⎩Rmax,
√
(2Rmax)
2 − (Xmax)2
3
⎫⎬⎭ . (5.8)
This expression of Rcov insures no coverage hole at sector-edge, contrary to the coverage radius
deﬁned in [56, 57] . As we will show later, Rmax is function of the transmit power. The area of
a cell sector can then be expressed as follows.
Asector =
√
3
4
R2cov. (5.9)
These characteristic distances, as deﬁned above, allow the direct computation of the overall
probability of relaying a communication, given that the user is randomly located in the cell, as
well as the average consumed energy to successfully transmit data. In the following sections,
we apply this model to compute these characteristic distances for each coding scheme and
investigate the probability of relaying in the cell and the total average energy consumption.
5.5 Analysis of Relay Efﬁciency Area for decode-forward schemes
We now compute the four characteristic distances Dmin, RDTx, Xmax and Rmax for Full-DF and
EO-PDF, as deﬁned in Section 5.3, and for both uplink and downlink transmissions. These
characteristic distances are derived from the channel conditions for transmission feasibility
and for energy efﬁciency.
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5.5.1 Common conditions for relaying
First, we focus on RDTx, the maximum radius over which DTx is infeasible. We have
RDTx =
(
Pi
KdN (2R − 1)
)10/Ad
(5.10)
where Ad and Kd are given by the path-loss model and deﬁned in Eq. (5.2) and (5.3), and
where Pi = P
(max)
U for uplink and Pi = P
(max)
B for downlink.
Second, we deﬁne DRTx for the uplink. It refers to the relaying condition |hd|2 ≤ |hs|2 for
which relaying can outperform DTx. At the limit, we get
|hd|2 = |hs|2 ⇔
(
Kd
Ks
) 20
As
r2
Ad
As − r2 + 2Dr cos (θ) r − D2r = 0 (5.11)
where Dr is the distance between the relay and base station. Given the cell sector bounds and
regarding Cartesian coordinates, we can show that the derivative of x with respect to y is small,
such that Eq. (5.11) can be approximated by a straight line. Thus, in the proposed model, we
approximate the relaying condition |hd|2 ≤ |hs|2 by x ≥ DRTx, where DRTx is deﬁned as the
smallest positive solution of r in Eq. (5.11) with θ = 0, i.e.(
Kd
Ks
) 20
As
r2
Ad
As = (r − Dr)2 (5.12)
In particular, when hs and hd have the same path-loss exponent, as it is the case when both hs
and hd are in LOS, we get:
DRTx =
Dr(
Kd
Ks
) 10
As
+ 1
. (5.13)
This relaying condition must be satisﬁed for both Full-DF and EO-PDF. In practice however,
this condition is not limiting for Full-DF since, for this coding scheme, transmission is over two
phases of half-duration and data is thus sent at twice the desired rate. Actually, the user decides
if relay-aid is necessary based on energy consumption, as we will see in next paragraph. On
the contrary, the relaying condition |hd|2 ≤ |hs|2 is relevant for the EO-PDF scheme since only
107
part of the message is relayed, leading to sufﬁcient energy gain to compensate for the shorter
transmission duration.
With regards to downlink, this condition becomes |hd|2 ≤ |hr|2, which is always satisﬁed since
the relay-to-base-station link is very strong.
5.5.2 Conditions for energy efﬁciency and outage of full decode-forward (Full-DF)
5.5.2.1 Energy-efﬁciency of full decode-forward
First, we focus on energy efﬁciency and we derive the conditions for which the energy con-
sumption using DTx (denoted EDTx) is greater than the consumption using full decode-forward
(denoted EDF). This energy-efﬁcient condition can be seen as the dual of the throughput-
oriented condition log2
(
1 + Ps|hd|
2
N
)
≤ 1
2
log2
(
1 + 2Ps|hs|
2
N
)
. By using Eq. (5.6), we get
EDTx ≥EDF (5.14)
⇔ (2R − 1) N|hd|2 ≥ (22R − 1) N2|hs|2 + (22R − 1) N2|hr|2
(
1− α |hd|
2
|hs|2
)
⇔ αKsKrDAr/10r ≤KdrAd/10
[
Ks −
(
2
2R + 1
Kdr
Ad/10 −KrDAr/10r
)
1
r
As/10
s
]
where r2s = D
2
r + r
2 − 2Drr cos(θ).
Note that Eq. (5.14) is symmetric in hs and hr, meaning that it is valid for both uplink and
downlink. We can also show that a solution of Eq. (5.14) for α = 0 is almost solution for α = 1.
This implies that the bounds for two-hop relaying can approximate the ones of repetition-coded
full DF. Simulations in Section 5.7 show that the REA of repetition-coded full DF is only
increased by less than 1% compared to two-hop relaying.
The solution of Eq. (5.14) can be well approximated by the intersection of the half-plane
deﬁned by x ≥ D(e)DF (inner bound) with the disk C
(
X
(e)
DF,R
(e)
DF
)
(outer bound), where superscript
(e) stands for energy efﬁciency. X(e)DF and R
(e)
DF can be computed easily as follows. Noting that
there exists only one circle with its center on the x-axis and going through any two given points
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of the plane, using geometrical principles, it is therefore sufﬁcient to ﬁnd the two user locations
for which EDTx = EDF with θ = 0 and θ = π6 to deduce X
(e)
DF and R
(e)
DF. We propose to reject
all relay positions for which Rcov < RDTx, i.e. for which C
(
X
(e)
DF,R
(e)
DF
)
is strictly included in
C (0,RDTx), i.e. the area covered by the base station alone. Consequently, C
(
X
(e)
DF,R
(e)
DF
)
is only
used to determine the acceptance or rejection of a relay conﬁguration, but does not appear in
the expression of the REA itself, as deﬁned in Eq. (5.7).
5.5.2.2 Outage of full decode-forward
Next, we focus on the outage condition. Assuming the relay power is sufﬁcient, outage occurs
when the transmission between the relay and user is not feasible, i.e. when the channel hs is
too weak, given the power constraint and user rate. Note that direct transmission is not feasible
either in this case. Relayed transmission is in outage for all users positions outside the disk
centred at the relay station and of radius:
R
(o)
DF =
(
2Pi
KsN (22R − 1)
) 10
As
. (5.15)
where (o) stands for outage and where Pi = P
(max)
U for uplink and Pi = P
(max)
R for downlink.
5.5.2.3 Characteristic distances for full decode-forward
Based on the previous analysis, we can deduce the characteristic distances for full decode-
forward as follows:⎧⎨⎩ D
(DF)
min = max
{
DRTx,D
(e)
DF
}
with D(e)DF ≤ RDTx
X
(DF)
max = Dr ; R
(DF)
max = R
(o)
DF .
(5.16)
where DRTx is given by Eq. (5.11), D
(e)
DF by Eq. (5.14) and R
(o)
DF by Eq. (5.15). These values
deﬁne the Relay Efﬁciency Area of full decode-forward REA(DF), as deﬁned in Eq. (5.7). Note
that REA of Full-DF regarding uplink is strictly included in the REA for downlink. D(DF)min ,
which indicates whether the user should use DTx or RTx is the same, but the coverage radius
is extended for downlink since the relay station disposes of more power than the user.
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5.5.3 Conditions for energy efﬁciency and outage of the EO-PDF scheme
The computation of the characteristic distances for the EO-PDF scheme follows the same basis
as for full decode-forward.
5.5.3.1 Energy-efﬁciency of EO-PDF
We recall that the inner-bound is modelled by the combination of the strait line of equation
x = Dmin and a portion of the circle centred at the base station and of radius RDTx. Dmin usually
depends on both the relaying condition deﬁned in Eq. (5.11) and on the energy-efﬁciency
condition EDTx ≥ EEO.
With regards to uplink, simulations show that there can exist user locations for which direct
transmissions is more energy-efﬁcient than the EO-PDF scheme. Indeed, in DTx, messages are
sent once over the two phases of transmission, with rate R, whereas in the EO-PDF scheme,
messages are sent twice, over each phase, with rate 2R. For some speciﬁc user locations,
the energy gain obtained by EO-PDF does not compensate the loss due to transmitting at a
rate of 2R during each phase instead of R during both phases, and thus, direct transmission
becomes more energy-efﬁcient. Nevertheless, simulations show that these the area of user
locations is negligible for relay-aided cellular networks. First, they occur only for uncommon
relay conﬁgurations, speciﬁcally when the relay is very close to base station and with very
low user rates. Moreover, the area of concern remains small compared to the cell size and
the energy gain obtained by DTx over EO-PDF is admittedly positive but almost zero. For
these reasons, we can consider that Dmin reduces to the relaying condition |hd|2 ≤ |hs|2, as
described in Eq. (5.11), and is not limited by the energy-efﬁciency constraint as it is the case
for full decode-forward.
Considering downlink transmission, and as said earlier, the relaying condition |hd|2 ≤ |hr|2 is
always satisﬁed and DRTx for downlink is large compared to the cell radius. The inner-bound
Dmin thus only depends on D
(e)
EO, given by the energy-efﬁciency condition EDTx ≥ EEO. D(e)EO is
computed numerically as the user-to-base-station distance for which EDTx = EEO with θ = 0.
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5.5.3.2 Outage of EO-PDF
The outer bound for the EO-PDF scheme is modelled by a portion of circle centred at (X(o)EO, 0)
and of radius R(o)EO. Both are determined by the outage condition and are computed similarly
to X(e)DF and R
(e)
DF for full decode-forward in Section 5.5.2.1, using the coordinates of two user
locations at the outage limit. However, generally, X(o)EO = Dr and R(o)EO = R(o)DF.
5.5.3.3 Characteristic distances for the EO-PDF scheme
Based on the previous analysis, we can deduce the characteristic distances for the EO-PDF
scheme as follows: ⎧⎨⎩ D
(EO)
min = max
{
DRTx,D
(e)
EO
}
;
X
(EO)
max = X
(o)
EO ; R
(EO)
max = R
(o)
EO.
(5.17)
where DRTx is given by Eq. (5.11). These values deﬁne the Relay Efﬁciency Area of the
EO-PDF scheme REA(EO), as deﬁned in Eq. (5.7).
Note that for both Full-DF and EO-PDF, we have Dmin ≤ Dr. This shows that models based
on inner and outer regions as in [62] do not reﬂect the performance gains obtained by relaying
and that the cell area for energy-efﬁcient relaying is much wider than the classical outer region.
5.6 Estimated probability of relaying and average energy consumption
So far, we have introduced the Relay Efﬁciency Area and derived characteristic distances for
both Full-DF and EO-PDF. Based on this model, we now derive the estimated probability of
relaying and average energy consumption of the cell.
5.6.1 Probability of Relaying
Here, we analyze the probability of relaying a communication. We assume that the user is
randomly located in the cell and that the location distribution is uniform. Such distribution
allows us to derive a simple expression of the probability of relaying.
111
The probability of relaying, denoted PRTx, is obtained by the ratio of relaying area vs. total area
and is expressed as follows for hexagonal cells.
PRTx =1− 8√
3R2cov
(
D2min
2
tan (ϕ) +
R2DTx
2
(φ− ϕ) + 3
8
R2cov tan
(π
6
− φ
))
(5.18)
where we assume RDTx ≤ Rcov. ϕ and φ are as in Eq. (5.19), withX = 34Rcov+14
√
4R2DTx − 3R2cov.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ϕ = φ = π6 if Dmin ≤ min
(√
3
2 RDTx,
3
4Rcov
)
ϕ = arccos
(
Dmin
RDTx
)
;φ = π6 if
√
3
2 RDTx ≤ 34Rcov and
√
3
2 RDTx ≤ Dmin
ϕ = φ = arctan
(√
3
(
Rcov
Dmin
− 1
))
if 34Rcov ≤
√
3
2 RDTx and
3
4Rcov ≤ Dmin ≤ X
ϕ = arccos
(
Dmin
RDTx
)
;φ = π6 − arccos
(√
3Rcov
2RDTx
)
if 34Rcov ≤
√
3
2 RDTx and
3
4Rcov ≤ X ≤ Dmin
(5.19)
Conditions on φ and ϕ are deﬁned based on geometrical principles of a cell sector and depend
on whetherDmin ≤ x or (x, y) ∈ C¯ (0,RDTx), as deﬁned in (5.7), which is the limiting condition
for the REA. The complete proof can be found in Appendix 2, p.185. Note that, for circular
shape cells, we have φ = π
6
and the constraints regarding 3
4
Rcov are relaxed.
5.6.2 Average energy consumption per user transmission
We now focus on the energy consumption, averaged over all user locations. The expressions
for downlink and uplink are similar, and we thus only focus on the uplink case. As before,
we assume that the user is randomly located in the cell and that its distribution is uniform.
We respectively denote E [EDTx], E [EU ] and E [ER] the average energy consumed by the user
when DTx is used, by the user when RTx is used and by the relay station. The total average
energy consumption, referred as E [E], can thus be computed as follows.
E [E] = (1− PRTx)E [EDTx] + PRTx (E [EU ] + E [ER]) . (5.20)
This expression reﬂects both the energy consumed by the user only when DTx is used, and the
energy consumed by both the user and the relay station when RTx is employed.
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We ﬁrst obtain E [EDTx], the average energy consumed by a user who is not located in the REA.
It depends on Dmin, RDTx and Rcov as follows:
E [EDTx] =
∫∫
(x,y)∈REA
(
2R − 1) N|hd|2P ((x, y) ∈ REA) dxdy (5.21)
E [EDTx] =
2
(
2R − 1)NKd
Asector (1− PRTx)
(
Ad
10
+ 2
)[
D
Ad/10+2
min
∫ ϕ
0
(
1
cos(θ)
)Ad/10+2
dθ
+(RDTx)
Ad/10+2 (φ− ϕ) +
(√
3Rcov
)Ad/10+2 ∫ π6
φ
(
1
sin(θ) +
√
3 cos(θ)
)Ad/10+2
dθ
]
where ϕ and φ are as deﬁned in Eq. (5.19).
Second, the average energy consumed by the relay depends on the coding scheme. Although
this energy cannot be derived in closed-form for the EO-PDF scheme, we provide in next
paragraph the expression of the average energy for the full decode-forward scheme.
5.6.3 Average energy consumed by the Full-DF scheme
We analyze the average total energy consumption when the user is located in the REA, using
full decode-forward. Recall that, as exempliﬁed by simulations, repetition-coded full decode-
forward only brings a few percent of energy savings compared to two-hop relaying. Therefore,
to compute the average energy consumption, we focus on the two-hop relaying scheme, as de-
ﬁned in Section 5.3.2.1. The average energy is denoted as E
[
E
(DF)
U
]
for the user consumption
and E
[
E
(DF)
R
]
for the relay consumption. Both depend on Dmin, RDTx and Rcov.
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Similarly to E [EDTx] in Eq. (5.21), we have
E
[
E
(DF)
U
]
=
∫∫
(x,y)∈REA
(
22R − 1) N
2|hs|2P ((x, y) ∈ REA) dxdy (5.22)
=
(
22R − 1)NKs
AsectorPRTx
[∫ ϕ
0
∫ rmax(θ)
Dmin
cos(θ)
rAs/10s rdrdθ +
∫ φ
ϕ
∫ rmax(θ)
RDTx
rAs/10s rdrdθ
]
where
⎧⎨⎩ rs =
√
D2r + r
2 − rDr cos(θ)
rmax (θ) =
√
3Rcov
sin(θ)+
√
3 cos(θ)
In this, rmax (θ) describes the cell bound. ϕ and φ are as deﬁned in Eq. (5.19). Note that, in
most of cases, we have As = 40, for which the integral
∫
r
As/10
s rdr becomes a polynomial and
is equal to
∫
(D2r + r
2 − Dr cos(θ)r)2 rdr, which can be computed easily.
We compute the average relay energy consumption E
[
E
(DF)
R
]
as follows.
E
[
E
(DF)
R
]
=
∫∫
(x,y)∈REA
(
22R − 1) N
2|hr|2P ((x, y) ∈ REA) dxdy
=
(
22R − 1) N
2
KrD
Ar/10
r (5.23)
whereAsector and PRTx are as deﬁned in Eq. (5.9) and Eq. (5.18) respectively. These expressions
for the user and relay consumptions conclude the analysis of Relay Efﬁciency Area.
5.7 Simulation results and energy-efﬁcient relay location
In this section, we simulate the performance obtained by relay-aided transmissions and high-
light energy-efﬁcient relay conﬁgurations. For simulation, if not speciﬁed, we use the parame-
ters of Table 5.1. Also note that we do not consider conﬁgurations where the direct link hd is
LOS but the user-to-relay link hs is NLOS. In this case, DTx is performed due to the bad quality
of the relaying path. We also assume that the relay remains inside the cell, i.e. Dr ≤ Rcov.
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Table 5.1 Default simulation parameters
Carrier frequency fc=2.6GHz
Noise N = 5.10−13
Max power P (max)U =500mW
P
(max)
R =1W
Node heights HB=30m, HU=1.5m
10m ≤ HR ≤ 30m
User rate R= 3bits/s/Hz
Other hd / hs / hr LOS
5.7.1 Validation of the model
We ﬁrst validate the REA model, i.e. the proposed characteristic distances RDTx, Rcov and Dmin.
An error occurs for a given user position if relaying is decided according to the REA model
while DTx would be in reality more energy-efﬁcient, or reversely, if DTx is decided rather than
relaying. The validity of the proposed model mostly depends on the approximation of Dmin,
which embraces the relaying condition, as written in Eq. (5.11), and the energy-efﬁciency
condition, i.e. EDTx ≥ ERTx.
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Figure 5.4 Validation of the relaying probability PRTx
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We plot in Figure 5.4 the probability of relaying as a function of the relay to base station dis-
tance Dr. This probability is evaluated both by simulation and computation of Eq. (5.18).
We consider both relay coding schemes in various propagation environments. We see that the
proposed characteristic distances lead to a probability of using the relay within 3% of the sim-
ulated probability. Thus, wrong decision occurs only for 3% of all the possible user positions
in the cell, those errors being mostly located around the strait line x = Dmin. Note that the
REA model approaches the simulated consumption within 1%. Indeed, in the neighbourhood
of x = Dmin where most of erroneous decisions occurs, distances from user to relay and user
to base station do not vary signiﬁcantly enough to imply notable differences in the energy
consumption for either RTx or DTx.
5.7.2 Performance analysis on coverage extension and energy efﬁciency using Full-DF
In this subsection, we analyze separately the coverage extension allowed by relaying given
power constraints, and the minimal energy consumed for a given cell coverage. We ﬁrst base
our analysis on uplink transmissions for Full-DF, since this scheme is widely considered for
relaying in future cellular standard such as LTE. As performance criteria, we consider the cov-
erage and energy gains when the relay is optimally located, and analyze how much performance
is degraded when the relay is away from this optimal location.
We plot in Figure 5.5 the maximal cell radius and the energy gain over DTx as functions of the
relay-to-base-station distance Dr for various relay heights and LOS conditions. We consider
the energy gain (in dB) using Full-DF compared to DTx, given that the cell coverage is not
extended (Rcov = RDTx). We refer to low relay location when HR = 10m (resp. HR = 20m)
and the relay is below (resp. above) rooftop. Similarly, high relay location refers to HR = 20m
(resp. HR = 30m) when the relay is below (resp. above) rooftop. The cut-off in the curves
denotes that, above the corresponding Dr, the relay cannot cover the whole cell surface.
Result 5.1. If located below the rooftop, the relay station offers not only better performance
when optimally located, but it also allows a wider range of relay locations for which perfor-
mance is good, even if not optimal.
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Figure 5.5 Impact of the environment using Full-DF
Since the relay-to-base-station link hr is not the limiting one, it is beneﬁcial to locate the
relay such that the user-to-relay link hs is stronger. Regarding energy, while a base-station-
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like relay (i.e. above rooftop) hardly offers 5dB gain compared to DTx, a vicinity relay (i.e.
below rooftop) achieves this gain for almost all relay locations and offers up to 14dB gain at
optimal location. This signiﬁcant gain mostly comes from cell-edge. While all cell-edge users
are transmitting with almost full power using DTx, relaying allows them to achieve similar
performance to a closer user. Regarding coverage, we can illustrate Result 1 using Figure 5.6.
In this, the rectangles refer to the range of Dr for which the coverage is over 1200m. If the
relay is above rooftop, like a base station, we have Rcov ≥ 1200m for Dr ∈ [680m, 1075m].
However, for a vicinity relay, this range is extended by more than 200m, which offers much
more ﬂexibility for a designer to locate a relay station adequately. In Figure 5.6, the maximal
coverage extension and the corresponding optimal Dr are respectively plotted with a green line
and a green diamond. Note that the vicinity relay outperforms the base-station-like relay when
optimally positioned and allows to increase the maximal coverage by 300m.
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Rcov ≥ 1200m
450m 1480m
R
(max)
cov
1580m
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DF -
Rcov ≥ 1200m
560m 1180m 1560m
DF - Above
680m 1075m
R
(max)
cov
1260m
110m 120m 105m
300m
Figure 5.6 Impact of the relay height on the cell coverage (dark blue: with Full-DF,
relay above rooftop, medium blue: with Full-DF, relay below rooftop, light blue: with
EO-PDF, relay below rooftop)
Result 5.2. The system performance is strongly impacted by the effective relay height using a
vicinity relay compared to a base-station-like relay.
Even if a vicinity relay still outperforms a base-station-like relay when being in a low position,
decreasing the relay height from 20m (high relay position) to 10m (low position) causes a loss
of more than 400m in the coverage and a 5dB energy loss, considering LOS condition (green
triangles), as shown in Figure 5.5. Thus, with respect to both coverage and energy efﬁciency,
the relay should be placed at the highest location possible as long as it remains below rooftop,
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which allows higher quality and also more probable LOS condition for the user-to-relay link
than a base-station-like relay.
Result 5.3. The energy-optimal distance Dr is different from the coverage-optimal distance.
Regarding coverage, it is beneﬁcial to locate the relay far from the base station. On the con-
trary, regarding energy consumption, the relay should be placed around the middle of the cell,
so as to decrease the value for Dmin and consequently, to increase the probability of energy-
efﬁcient relaying. For example, the coverage-optimal Dr is 1180m for a vicinity relay with
LOS conditions (green triangles) while the energy-optimal Dr is only 520m.
Result 5.4. The loss of LOS of hd mostly affects the range for beneﬁcial distances Dr, and
limitedly impacts the maximum cell coverage, especially when relay is positioned in a high
location but still below rooftop.
This is illustrated in Figure 5.7, considering a vicinity relay. Indeed, with LOS for the direct
link, a user located in the middle of the cell can use DTx, allowing the relay station to be far
from the base station. With hd NLOS, middle-cell users then require relaying to perform the
transmission at same rate, meaning that the relay cannot be away from the cell center.
Rcov ≥ 1200m
LOS
560m 1180m
R
(max)
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1560m
hd NLOS
390m
130m
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cov
1430m
Rcov ≥ 300m
hs / hd NLOS
100m 340m 480m
Figure 5.7 Impact of the LOS conditions on the cell coverage using Full-DF (dark blue:
hs/hd both NLOS, medium blue: only hd NLOS, light blue: hs/hd both LOS)
When both hs and hd are NLOS, performance are signiﬁcantly degraded, but same comments
as above can be made, i.e. vicinity relays outperform base-station-like relays but are more
sensitive to the effective relay height.
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5.7.3 Performance evaluation with optimized coding scheme
So far, we have analyzed the system performance for the practical Full-DF scheme. We now
compare the results with the upper-bound performance obtained by using the energy-optimal
scheme EO-PDF. We plot in Figure 5.8 the maximum coverage radius and the average total en-
ergy consumed by each scheme as functions of the relay-to-base-station distance. We consider
various environment conditions and several user rates. The energy consumption is computed
with Rcov = R
(DF)
cov . Also note that it consists of two parts due to the hexagonal cell constraint
since the coverage radius is written as a minimum of two terms, as shown in Eq. (5.8). The
ﬁrst part of the curve corresponds to Xmax + Rmax being the minimum.
Result 5.5. With regards to both coverage and energy, the EO-PDF performs signiﬁcantly
better than Full-DF for high rates and under weaker channel conditions, i.e. when the direct
link is NLOS (plotted with squares) or when the relay is above rooftop (diamonds).
Given good channel conditions (plotted with triangles), i.e. vicinity relay and LOS conditions,
Full-DF performs close to the EO-PDF scheme for low rates (R ≤ 2bit/s/Hz), with regards
to both coverage and energy. However, performances of Full-DF are rapidly degraded when
the user rate increases. As illustrated in Figure 5.6 for R = 3bit/s/Hz, the maximum cell
coverage obtained with Full-DF remains close to the coverage given by the EO-PDF, but the
range of beneﬁcial relay locations for which Rcov ≥ 1200m is far smaller. Also note that high
rates (R = 6bit/s/Hz) are only achievable with base-station-like relay (i.e. above rooftop) by
using the EO-PDF, and with vicinity relays, the coverage using Full-DF is only 65% of the one
obtained using EO-PDF.
Same comments can be made with regards to energy efﬁciency. For example, whenDr = 650m
with R = 4bits/s/Hz, the energy loss of Full-DF is around 1.2dB compared to EO-PDF. This
loss is relatively low compared to the increase in complexity necessary to implement EO-PDF.
However, the performance of Full-DF is signiﬁcantly degraded when the relay is not optimally
positioned. If the relay is closer to the base station (Dr ≤ 400m), between 2 and 4dB energy
loss is observed. For R = 6bits/s/Hz, this loss attains 6dB.
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5.7.4 Analysis of downlink performance
So far, we have analyzed the performance of relaying for uplink transmissions, we know in-
vestigate downlink. Due to the symmetry of the scheme, Full-DF has the same performance
for both. We thus focus only on the EO-PDF scheme. In Figure 5.9, we plot the aver-
age total energy consumed by the EO-PDF scheme given the cell coverage obtain for uplink
(Rcov = R
(EO,UL)
cov ).
Result 5.6. Vicinity relays still outperforms base-station-like relays. Interestingly, EO-PDF is
more energy-efﬁcient for uplink transmissions than for downlink.
This is due to equal time division which is suboptimal, especially when the relay is located
above rooftop. In this case, the link from base station to relay station is very strong. Thus,
the EO-PDF scheme tends to relay the whole message, using limited rate splitting (m ∼ mr),
and consumes most of energy in the second phase to take advantage of the beamforming gain
between the base station and the relay. On the contrary, locating the relay station below rooftop
allows more balance between hs and hr. This implies better use of rate splitting which is more
suitable for equal time division.
5.7.5 Trade-off between coverage extension and energy efﬁciency
Here, we reﬁne the analysis of the energy consumption vs. the covered area. Indeed, increasing
the coverage radius implies that far-users are included within the cell. Those far-users consum-
ing a lot of energy due to distance, the energy efﬁciency is thus decreased. However, extending
the cell coverage reduces the number of base stations required to cover a given area, which
is cost-efﬁcient for the network deployment. Consequently, a network designer may opt for
better energy efﬁciency regardless of the coverage, or may prefer to insure a larger coverage
even if more energy is consumed in average. This constitutes a fundamental trade-off on relay
deployment.
We thus propose to simulate performance based on the average energy consumption per unit
area. As deﬁned in [3], this is the ratio of the average energy consumption over the coverage
area E[E]Asector , with E [E] and Asector as expressed in Eq. (5.20) and (5.9) respectively. We plot in
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using EO-PDF
Figure 5.10a the average energy consumption per unit area considering several coverage radius,
expressed as Rcov = RDTx + β
(
R(max)cov −RDTx
)
, where β refers to the coverage extension in
percentage and R(max)cov to the maximum coverage radius as plotted in Figure 5.8a. By plotting
all curves given by β ∈ [0, 100%], we obtain the shaded area, which corresponds to the region
of optimal trade-off. For any set ( E[E]Asector ,Dr) taken in this region, there exists a coverageRcov for
which this energy per unit area is optimal with this relay-to-base-station distance Dr. In Figure
5.10b, we plot the ratio of the area covered by direct transmission over the extended area ADTxARTx .
It refers to the normalized number of required base stations, i.e. the deployment cost, and is
directly linked to the maximal coverage extension, as plotted in Figure 5.8a. For example, at
Dr =600m, using EO-PDF with maximal coverage extension requires only 30% of the base
stations needed to cover the same area without cell extension.
The lower bound of the shaded area in Figure 5.10a gives the minimal energy consumed per
unit area as a function of Dr and does not refer to a single coverage extension β. We ob-
serve once again that the EO-PDF scheme offers better performances than Full-DF both at
the optimal distance Dr = 375m and around this optimum. However, when maximum cover-
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Figure 5.10 Trade-off between coverage extension and energy consumption,
with R = 5bits/s/Hz
age extension (β = 100%) is considered, Full-DF outperforms the energy-optimized scheme
EO-PDF for some values of Dr. As explained earlier, far-users that consume large amount of
energy are included within the cell by using EO-PDF, thus illustrating the need for deﬁning a
trade-off between energy and coverage.
Result 5.7. The minimal average energy consumption per unit area is achieved when the cell
coverage is not extended, i.e. when only energy efﬁciency is considered.
This minimum is attained with Dr = 375m for both Full-DF and EO-PDF. Up to this distance
Dr, no coverage extension (β = 0%) is more energy-efﬁcient than extended cell. Above this
distance, coverage extension has to be considered for better energy efﬁciency. Note that, when
the relay is far from the base station (over 800m for EO-PDF and 600m for Full-DF), reducing
the coverage extension is no more energy-efﬁcient.
Result 5.8. The minimal deployment cost, i.e. the minimal required number of base stations,
is achieved when the relay is far from the base station, but shows in return severe loss regarding
the energy consumed per unit area.
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Between the energy-optimal relay location (Dr = 375m) and the cost-optimal location (Dr =750m
for EO-PDF and 575m for Full-DF), the energy loss, compared to the lower-bound of the
shaded area, is equal to 5.2dB for EO-PDF and 3.3dB for Full-DF.
Result 5.9. There exists a relay-to-base-station distance Dr for which extending or reducing
the cell coverage has minimum impact on the energy consumed per unit area.
This impact is illustrated in Figure 5.10a by the thickness of the shaded area at a given Dr. For
example, at the energy-optimal Dr =375m, extending the cell coverage from RDTx (Extension:
0%) to R(max)cov (Extension: 100%) induces a signiﬁcant energy loss of 7dB for EO-PDF. This
loss is reduced to 2.5dB when Dr =600m, distance for which the deployment cost is only 31%
of the cost of non-extended cells.
To summarize results, energy-efﬁcient relay placement should be jointly considered with cell
coverage extension, and a moderate extension provides better performance in terms of energy.
However, the optimal trade-off is, to our mind, neither the energy-optimal nor the cost-optimal
relay location, but rather the location for which modifying the cell coverage has minimum im-
pact on the energy consumed per unit area. This is particularly suitable for heterogeneous net-
works. Indeed, the deployment of unplanned nodes, especially at cell edge, implies that users
are served by those nodes rather than by the base station, which virtually reduces the coverage
radius of the macrocell. Relay deployment cannot be considered to be energy-efﬁcient only
for a given coverage and showing up a 7dB loss as soon as a pico- or femtocell is added, or
reversely, switched off. This optimal trade-off is also relevant in networks where dynamic re-
source allocations and sleep mode operations enable the change of cell coverage as a function
of the cell load and desired user rates.
5.8 Conclusion
We have investigated relay placement for noise-limited urban cells and considered both cell
coverage and energy efﬁciency. Using an approach complementary to designing algorithms
for optimal placement existing in the literature, we analyzed how the propagation environ-
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ment, user rate and relay coding scheme affect the choice of the relay location and the network
performance. To do so, we proposed a geometrical model for evaluating energy efﬁciency and
coverage extension, and highlighted that a trade-off exists between them.
Two options can be deduced from this work to efﬁciently deploy relays in a cell. On the one
hand, a network designer may choose to keep terminals simple and use two-hop routing. In this
case, attention has to be paid on carefully positioning the relay station, so as to provide close
to optimal coverage or energy gain. On the other hand, this designer may be constrained by the
cell topology and restricted in potential relay locations. Then, more complex coding schemes,
such as partial decode-forward, should be considered to fully beneﬁt from the relay station.
With regards to heterogeneous networks, the relay should be located such that increasing the
cell coverage has a minimal impact on energy efﬁciency.
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Summary of this Chapter: By relying on a wireless backhaul link, relay stations enhance
the performance of cellular networks at low infrastructure cost, but at the same time, they can
aggravate the interference issue. In this Chapter, which edits our third journal paper [30], we
analyze for several relay coding schemes the maximum energy gain provided by a relay, taking
into account the additional relay-generated interference to neighboring cells. First, we deﬁne
spatial areas for relaying efﬁciency in log-normal shadowing environments and propose three
easily-computable and tractable models. These models allow the prediction of 1) the prob-
ability of energy-efﬁcient relaying, 2) the spatial distribution of energy consumption within
a cell and 3) the average interference generated by relays. Second, we deﬁne a new perfor-
mance metric that jointly captures both aspects of energy and interference, and characterize the
optimal number and location of relays. These results are obtainable with signiﬁcantly lower
complexity and execution time when applying the proposed models as compared to system
simulations. We highlight that energy-efﬁcient relay deployment does not necessarily lead to
interference reduction and conversely, an interference-aware deployment is suboptimal in the
1 Fanny Parzysz (2015)
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energy consumption. We then propose a map showing the optimal utilization of relay cod-
ing schemes across a cell. This map combines two-hop relaying and energy-optimized partial
decode-forward as a function of their respective circuitry consumption. Such a combination
not only alleviates the interference issue, but also leads to a reduction in the number of relays
required for the same performance.
6.1 Introduction
In the urge to limit the energy consumption of cellular networks while maintaining service
quality and ubiquitous access, relaying is a ﬂexible and economical solution to enhance perfor-
mance, eliminate coverage dead zones or alleviate trafﬁc hot zones. It is envisioned as part of
next-generation cellular networks, along with pico- and femtocells [127]. Unlike small cells,
relay stations are not connected to the core network through a wireline backhaul connection
but have to rely on wireless transmission to access the base station. This offers signiﬁcant
infrastructure cost reduction and deployment ﬂexibility but, at the same time, can aggravate
the interference issue. Exploring energy-optimized relaying jointly with interference reduction
and choice of coding scheme opens new perspectives for efﬁcient relay deployment.
6.1.1 Motivation and Prior work
As highlighted in [2, Chapter 6], the relay location within a cell can signiﬁcantly affect the sys-
tem performance. Its optimization is necessary to guarantee maximal gains within reasonable
deployment cost and to avoid poor relay locations with negligible gains. Substantial efforts
have been paid in optimizing the relay location with regards to capacity [128, 129, 130], cov-
erage [56, 57] and energy [62, 131]. The serving area of relay stations has generally been
envisaged as a small circular zone around each relay [132] or covers the cell edge exclusively
as in [62]. However, such serving areas are neither energy- nor capacity-optimized. An anal-
ysis of the serving area has been provided in [133] for capacity and in [29] for energy, via
the newly-deﬁned relay efﬁciency area. These works, however, account only for the transmit
energy but not circuitry consumption, and consider only path-loss but not shadowing, which is
a signiﬁcant cause of signal degradation.
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On the one side, analyzing only the useful transmit power, i.e. the power radiated by the
antenna, allows fair characterization of the network upper-bound performance, as done in
[56, 57, 128, 129, 130]. However, it is generally not sufﬁcient for an energy-efﬁcient anal-
ysis. Depending on the considered technology and hardware quality, the energy dissipated in
circuitry for site cooling, network maintenance and signal processing (even if no transmission
is operated), may dominate the overall consumption [2, 3] such that the performance limits
predicted by theory may not be realized. This is particularly true when the network does not
operate at full load.
On the other side, considering the transmit energy alone provides a basis for complementary
analysis of multi-cell networks, as it is directly related to inter-cell interference (ICI), another
great challenge of cellular networks. Unlike base stations, relay stations are generally equipped
with omni-directional antennas and can drastically increase the interference to a neighboring
cell. Several questions remain open: Does energy-efﬁcient relay deployment necessarily lead
to interference reduction? Does deploying few relay stations far from the cell edge but serving a
large part of the cell generate less interference than deploying many relay stations transmitting
at low power but potentially closer to cell edge? Answering these questions necessitates the
understanding of whether there exists a trade-off between energy-efﬁcient and interference-
aware relay deployment in cellular networks.
The ICI constraint has been investigated in the context of the relay placement for capacity and
coverage enhancement in [56, 57, 130, 134], in which several models have been proposed. In
[56, 57, 134], relays are located according to a predeﬁned pattern, e.g. around a circle centered
at their serving base station. In this case, interference appears to be very pessimistic, since
each neighboring node (among the base stations and relays of each cell) is assumed to interfere
with the reference user in each time slot with full transmit power. An existing model for
interference evaluation allows for interference from nearby stations to be computed in closed-
form, while afar interferers are modeled as a continuum rather than a discrete set [130]. While
such models are particularly suitable for capacity maximization or coverage extension, they are
not useful in analyzing or optimizing energy consumption because of the assumption that all
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stations transmit at the maximum power while the actual transmitted power can be much less.
Understanding how energy consumption is distributed across the cell is essential for an energy
approach and, to the best of our knowledge, no interference analysis has been performed for
energy-optimized relay-assisted networks.
6.1.2 Main contributions and Paper overview
Our objective is to investigate how the deployment of decode-forward-based (DF) relay sta-
tions, speciﬁcally their number and location, can reduce the overall energy consumption of a
cell and how it affects at the same time the performance of neighboring cells, due to the ad-
ditional interference. First, we propose spatial deﬁnitions of relaying efﬁciency, namely the
Efﬁciency Areas, as the cell area for which a given performance requirement is satisﬁed. For
shadowing environments, we deﬁne:
• the Relay Efﬁciency Area (REA), inside which a user has at least a probability PT to be
served by the relay; this REA extends the model in [29] to include shadowing.
• the Energy Efﬁciency Area (EEA), for which the energy consumption does not exceed
ET ;
For the energy consumption, we account for (a) the transmit energy, (b) the additional energy
consumed by the relay station for signal processing (decoding and re-encoding), (c) the en-
ergy loss at the RF ampliﬁer and (d) the transmission-independent energy offset dissipated for
network maintenance and site cooling, also called idle energy.
Simulating the network performance offers wide possibilities but is time-consuming and can
rapidly turns out to be unfeasible in shadowing environments. Moreover, they provide nei-
ther generalization to other simulation settings nor performance limits like an analysis based
on capacity bounds. Therefore, we propose in this paper easily-computable models for relay-
ing probability (REA) and energy consumption (EEA), which allow meaningful performance
analysis without requiring extensive simulations. Such models have wide application and offer
valuable support for load balancing, resource management or base-station switch off.
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Second, based on the proposed models for REA and EEA, we deﬁne a new framework for in-
terference analysis. We characterize the average relay-generated interference to a given neigh-
boring user and propose a model for it. Next, we deﬁne a new performance metric, denoted
as Γ, which balances the energy gain provided by relays and the additional interference they
generate.
Third, we apply the proposed models to investigate efﬁcient relay deployment. With an energy-
efﬁciency perspective, we characterize how the circuitry energy consumption, dissipated for
signal processing and network maintenance, affects the network performance, as a function of
the cell radius and the number of relays. We also highlight that energy-efﬁcient relay deploy-
ment does not necessarily lead to interference reduction and conversely, that an interference-
aware relay deployment is suboptimal in terms of energy reduction.
Finally, most approaches to efﬁcient relaying are limited to the analysis of the simple two-hop
relaying scheme. This scheme provides some performance enhancement but fails to capture
the true potential of relays. Thus, in addition to two-hop relaying, we consider two energy-
optimized partial decode-forward schemes of [28], which respectively minimize the network
consumption and the relay consumption only. The second scheme is particularly relevant for
analyzing relay-generated interference. Given the increased circuitry consumption of such
optimized schemes, we draw a map showing the cell areas for the optimal use of each scheme
that maximizes the energy-to-interference ratio Γ. The resulting map not only alleviates the
interference issue, but also allows the reduction of the number of relays necessary to reach the
same performance.
This paper is organized as follows. The cell conﬁguration and channel model are described
in Section 6.2. The reference coding schemes and related model for energy consumption are
described in Section 6.3. The models for REA and EEA are proposed and analyzed respectively
in Sections 6.4 and 6.5. The new framework for interference analysis is characterized in Section
6.6. The application of these model in energy- and interference-aware relay deployment is
covered in Section 6.7 and Section 6.8 concludes this paper.
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6.2 System Model for a Relay-Aided Cell
We present in this section the main assumptions on the cell environment and channel model.
We use the following notation: BS stands for the base station, RS for the relay station and U for
the user. Calligraphic R refers to the user rate. Upper-case letters denote constant distances,
such as D, R for radius, or H for height. Lower-case letters stand for variable distances or
angles, e.g. the mobile user coordinates (x, y) or (r, θ). Subscripts d, b and r respectively refer
to the link from BS to user (direct link), from BS to relay and from relay to user. P is used
for probabilities and E for expectation. Finally, DTx refers to direct transmission, while RTx
stands for relay-aided transmission, in the considered coding scheme.
6.2.1 Cell topology
We consider an hexagonal cell with edge distance Db, as depicted in Figure 6.1. It consists of
3 sectorized base stations BSi, i ∈ {1, 3}, located above surrounding buildings. We assume a
typical radiation pattern for each base station and consider the antenna gain as given in [135].
Each 120◦-sector i is served by Nr relay stations, all equipped with omni-directional antennas.
A given relay is at a distance of Dr from its assigned BS. Finally, we assume a mobile user
positioned at (x, y). It is associated with the closest base station and the relay that provides the
highest energy gain. We do not consider techniques for relay selection or multi-relays schemes
but the proposed analysis can be adapted to such conﬁgurations. We deﬁne the maximal cov-
erage by the outage requirement Pout that has to be maintained throughout the whole cell.
6.2.2 Description of the relay channel
We consider half-duplex relaying performed, without loss of generality, in time division. We
assume that the relay operates on the same frequency resource as the user it serves (namely
in-band relaying in LTE-systems). The multiple access strategy allows orthogonality between
users within the cell, such that only one user is served for a given time and frequency resource.
A downlink transmission is carried out in two phases of equal duration. We assume complex
Gaussian channels with independent additive white Gaussian Noises (AWGN) with equal vari-
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ance N on all links. We respectively denote hd, hb and hr the channel coefﬁcients from base
station to user (direct link), from base station to relay (wireless backhaul link) and from relay
to user. In addition, hI refers to the channel from the interfering relay to a user in a neighboring
cell.
We assume that the transmitted signal is degraded by both path-loss and shadowing. Note that
we do not consider small-scale fading, since fading coefﬁcients are rarely known for power
allocation and terminals are designed to be sufﬁciently robust against such small-scale param-
eters, especially for relatively low mobility environments. Hence, this work is based on a
per-block capacity analysis and can be understood as the mean relaying probability and energy
consumption over a sufﬁcient period of time such that small-scale fading is averaged out.
The BS, RS and user have different heights, moving neighborhoods and transmission ranges,
such that different links have different properties, particularly in terms of path-loss. To ﬁt this
heterogeneity, we consider the channel model proposed in the WINNER II project [69], where
the path-loss of link k ∈ {d, b, r, I}, denoted γk, is speciﬁed by four parameters Ak, Bk, Ck
andDk depending on the global location of the transmitter and receiver (street level, rooftop...).
The shadowing coefﬁcient sk is modelled as a log-normal random variable of variance σ2k. We
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assume that all sk’s are mutually independent. Channel gains are given by:
|hk|2 = sk
γk
=
sk
Kkdαk
(6.1)
with
⎧⎨⎩ αk = Ak/1010 log10 (Kk) = Bk + Ck log10 (fc5 )+Dk log10 ((HTx − 1)(HRx − 1))
where HTx and HRx are the respective heights (in meters) of transmitter and receiver, d is the
distance (in meters) between them and fc the carrier frequency (in GHz).
6.3 Coding schemes and Models for Energy Consumption
We discuss the relaying schemes considered for analysis and their respective overall energy
consumption. To simplify notation and focus on energy, we consider normalized transmissions
of unitary length, thus setting up a direct relation between energy and power.
6.3.1 On the overall energy consumption
The transmit energy, i.e. the energy radiated at the output of the RF antenna front-end, is
referred as E(RF) and varies as a function of the channel propagation condition. We assume
individual energy constraints over the two transmission phases for the BS and RS, denoted
as E(m)B and E
(m)
R respectively (with
(m) for maximum). Most literature only accounts for this
useful transmit energy, which is a fair assumption for capacity or coverage analysis. However,
it is generally not sufﬁcient for an energy analysis.
First, signiﬁcant energy is dissipated in circuit electronics for data transmission, especially
in the RF ampliﬁer which usually performs with considerably low efﬁciency. We consider
the simpliﬁed, yet meaningful, approach of [136], where the ampliﬁer inefﬁciency is assumed
linear in the transmit energy E(RF) and is characterized by a multiplicative coefﬁcient, denoted
ηR for the relay and ηB for the base station.
Second, we account for the circuitry consumption related to a transmission, i.e. to signal
processing at the encoder and decoder. As in [2, Chapter 6], we model this consumption by the
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following energy offsets: E(Tx)B for the BS transmission, E
(Rx)
R and E
(Tx)
R for the RS reception
and transmission, and E(Rx)U for the reception at the mobile user. Such energy offsets mostly
depend on the quality of electronics and on the complexity of the signal processing performed
at terminals, notably given by the considered coding scheme. Using simple relaying schemes
can help decrease this energy consumption, but at the cost of potentially degraded network
performance.
Third, in addition to the energy related to the transmission itself, we consider the transmission-
independent consumption, also referred as the idle energy. This is the energy dissipated for
site cooling, network maintenance and additional signaling, which is consumed whether or not
data is transmitted. As proposed in [136], it is modelled by an offset, consumed at each station
and denoted as E(idle)R for relays, and E
(idle)
B for base stations.
6.3.2 Coding schemes considered for analysis
We now present the reference coding schemes and express for each scheme the overall energy
consumption. In this work, we consider Gaussian signaling which accurately approximates
OFDM-based communications [126], as used in practical systems including LTE and WiMAX.
We consider downlink transmissions and assume that channel coefﬁcients are known at trans-
mitters to achieve the best possible performance. The power allocation aims at minimizing the
energy consumption over the normalized transmission duration, given a ﬁxed user rate R.
6.3.2.1 Direct transmission (DTx)
Data is transmitted directly from the BS to the user over the two transmission phases, and not
just only during the ﬁrst one as done in most literature. This two-phase transmission allows
fair performance comparison since, in this case, both direct and relay-aided transmissions have
the same delay and consume the same time resource. The energy consumption is given by:
EDTx =ηBE
(RF)
B +
(
E
(Tx)
B + E
(Rx)
U
)
+
(
E
(idle)
B +NrE
(idle)
R
)
. (6.2)
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Without loss of generality in this analysis, we assume equal weights for the user, RS and BS
consumption offsets. Setting Nr = 0 gives the consumption of a reference scenario, where
no relay station is deployed. However, when Nr > 0, the energy consumption of DTx should
account for the idle energy NrE
(idle)
R dissipated at relay stations, even if DTx does not actually
use those relays.
6.3.2.2 Two-hop relaying (2Hop)
Two-hop relaying is the simplest decode-forward scheme and thus, gives lower-bounds of the
performance that can be achieved with DF-based relaying. In this scheme, the user sends its
message to the relay station with rate 2R during Phase 1. Then, the relay decodes the message,
re-encodes it with rate 2R and forwards it to the destination during Phase 2. The base station
ﬁnally decodes using only the signal received from the relay station (the direct link is ignored).
The energy consumption is expressed as:
E2Hop =ηBE
(RF)
B +
(
E
(Tx)
B + E
(Rx)
R
)
+ ηRE
(RF)
R
+
(
E
(Tx)
R + E
(Rx)
U
)
+
(
E
(idle)
B +NrE
(idle)
R
)
. (6.3)
We denote E(dsp)2Hop = E
(Rx)
R + E
(Rx)
T the additional energy dissipated at the RS for decoding and
re-encoding, in comparison with the energy offset of DTx described in Eq. (6.2).
6.3.2.3 Optimized partial decode-forward schemes
Finally, we consider for simulations the partial decode-forward (PDF) schemes optimized for
energy proposed in [28]. In this, only part of the initial message is relayed, the rest being sent
via the direct link. The base station divides the data message into two parts mr and md using
rate splitting. During the ﬁrst transmission phase, mr is broadcast to both the relay station
and the user. At the end of this phase, only the relay decodes mr and then re-encodes it.
During the second phase, the relay sends m˜r and the base station jointly sends (mr,md) using
superposition coding. At the end of phase 2, the user jointly decodes mr and md to recover
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the initial message. Several power allocations have been proposed in [28]. In this work, we
consider the two following schemes:
• Energy-optimized PDF (EO-PDF), which minimizes the total transmit energy consump-
tion and is both energy- and rate-optimal (referred to as G-EE in [28]).
• Interference-at-Relay PDF (IR-PDF), which minimizes the energy transmitted by the
relay only, thus minimizing the relay-generated interference (namely R-EE in [28]).
We refer the reader to [28] for the detailed power and rate allocation for mr and md. Such
optimized schemes arguably require complex implementation and ﬁne synchronization but they
provide theoretical upper-bounds of the performance achievable with DF-based relaying.
Little information is available on the circuitry energy consumed by such coding techniques (rate
splitting, superposition coding, joint decoding...). To account for the increased complexity of
these schemes, we consider an additional energy offset E(dsp+)pdf to the overall consumption as
follows:
EEO =ηBE
(RF)
B +
(
E
(Tx)
B + E
(Rx)
R
)
+ ηRE
(RF)
R
+
(
E
(Tx)
R + E
(Rx)
U
)
+
(
E
(idle)
B +NrE
(idle)
R
)
+ E
(dsp+)
pdf . (6.4)
In the performance analysis of Section 6.7, we will consider several values for E(dsp+)pdf . As for
two-hop relaying, we denote E(dsp)pdf = E
(Rx)
R +E
(Rx)
T +E
(dsp+)
pdf , representing the additional energy
dissipated in circuitry to perform this relaying scheme.
6.4 Relaying Probability and Relay Efﬁciency Area with shadowing
We ﬁrst characterize the relaying efﬁciency in shadowing environments and deﬁne the Relay
Efﬁciency Area (REA) as the cell area where RTx has a larger probability to save energy
compared to DTx. We analyze how to compute such area and propose a simpliﬁed model for
fast and accurate performance evaluation. Such analysis is described in detail since it will be
used as basis for the energy and interference analysis, presented in Sections 6.5 and 6.6.
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6.4.1 A new deﬁnition of the Relay Efﬁciency Area
For a given channel realization (hd, hb, hr), the area covered by a relay-aided cell can be divided
into two geographical regions, depending on whether DTx or RTx should be performed. The
wider is the cell area served by the relay, the more efﬁcient can a relay station be considered. As
highlighted in the introduction, various models are considered in the literature to characterize
the serving area of a relay, but none are energy-optimized or account for shadowing. Here,
we extend the deﬁnition of the pathloss-only Relay Efﬁciency Area (REA) in [29] to account
also for shadowing environment. We deﬁne the REA as the set of all user locations for which
relaying is statistically more energy-efﬁcient than DTx or is necessary to satisfy a given outage
requirement Pout. Both coverage extension and energy gains are included in the REA deﬁnition.
Deﬁnition 6.1. The Relay Efﬁciency Area (REA) of a network in shadowing environment is
deﬁned by the pair (AR,PT ). Any mobile user M located at (x, y) within the geographical
area AR is served by the relay station with at least the probability PT , either because RTx is
more energy-efﬁcient or because DTx is not feasible, i.e. AR = {M (x, y) s.t. PT ≤ PRTx},
where PRTx (x, y) is the probability for RTx at user M (x, y).
The REA depends on the user rate, the relaying coding scheme and the channel radio propaga-
tion. As an example, the REA for two-hop relaying is illustrated in Figure 6.2 for various PT
and E(dsp)2Hop. The dotted lines refer to the model for the REA proposed in Section 6.4.2. Similarly,
we can deﬁne PDTx (x, y) as the probability for DTx at user M (x, y), either because DTx is
more energy-efﬁcient or because RTx is not feasible. Then, the outage condition is expressed
as 1− Pout ≤ PRTx (x, y) + PDTx (x, y) for user M (x, y).
6.4.2 Characterization of the relaying probability PRTx (x, y)
For readability, the relaying probability is analyzed for downlink two-hop relaying only, but is
valid for other scenarios, as discussed in Section 6.4.5. We ﬁrst focus on the case E(dsp) = 0.
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6.4.2.1 Notation for the energy consumption
We deﬁne Ed as the RF transmit energy consumed by the BS when DTx is used. Similarly,
Eb and Er stand for the energy consumed by the BS and the relay respectively when RTx is
used. Considering Gaussian signaling, we deduce the energy consumption based on capacity
formulas. To send data to user M (x, y), we have:
Ed =
(
2R − 1)N γd [x, y]
sd
; Eb =
(
22R − 1)N γb [Dr]
2sb
; Er =
(
22R − 1)N γr [x, y]
2sr
, (6.5)
where N is the variance of the AWGN, sk is the shadowing coefﬁcient and γk the path-loss, as
given in Eq. (6.1). Then, we use superscript (0) to refer to the non-shadowing case, when only
path-loss is considered (i.e. the variance of the shadowing coefﬁcient sk is σ2k = 0). Assuming
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log-normal shadowing environment, we have
Ek =
E
(0)
k
sk
∼ logN (μk, σ2k) with μk = ln(E(0)k ) . (6.6)
6.4.2.2 Probability for energy-efﬁcient relaying
For a given channel realization, a transmission is relayed if DTx is not feasible or if RTx is
more energy-efﬁcient. This implies:
PRTx (x, y) = PCR (x, y) + PER (x, y) (6.7)
where PCR and PER are as deﬁned below. As we will see in the next section, these probabilities
are necessary to deﬁne a model for the energy consumption and interference.
Deﬁnition 6.2. When the user-to-BS link is too weak and data cannot be sent using DTx given
the channel realization, relaying is performed to extend the cell coverage and maintain the
outage requirement. This is referred to as the Coverage Condition for Relaying (CR), which
occurs with probability PCR. Given the energy constraints E
(m)
B at BS and E
(m)
R at RS, we have
CCR =
{
Ed > E
(m)
B ∩ Eb ≤ E(m)B ∩ Er ≤ E(m)R
}
.
Since energy consumption in each scenario is often independent, PCR can generally be com-
puted as PCR = P
(
Ed > E
(m)
B
)
P
(
Eb ≤ E(m)B
)
P
(
Er ≤ E(m)R
)
. Similarly, we deﬁne the Cov-
erage Condition for Direct transmission (CD) for which data can be sent only via the direct
link. It occurs with probability PCD and is generally computed in closed-form as for PCR.
Deﬁnition 6.3. When both DTx and RTx are feasible, relaying is performed if it is more
energy-efﬁcient. This deﬁnes the Energy-Efﬁcient Condition for Relaying (ER), expressed
as:
CER =
{
Ek ≤ E(m)B ∩ Er ≤ E(m)R ∩ Eb + Er ≤ Ed
}
.
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with k ∈ {d, b}. The ER-condition has probability PER.
Similarly, we deﬁne the Energy-Efﬁcient Condition for Direct transmission (ED) for which
DTx is more energy-efﬁcient. It occurs with probability PED:
PED = P
(
E{d,b} ≤ E(m)B ∩ Er ≤ E(m)R
)
− PER. (6.8)
Thus, the outage condition at user M (x, y) is given by
1− Pout ≤ PER + PCR + PED + PCD ≤ P
(
E{d,b} ≤ E(m)B ∩ Er ≤ E(m)R
)
+ PCR + PCD
Due to power constraints, PER is obtainable by a triple integral over sd, sb and sr, as in Eq.
(A III-1) of Appendix A. Thus, contrary to PCR, it is not separable and may not exist in closed
form. Even tough numerical computation can be envisaged using mathematical software, this
approach rapidly becomes unsuitable for large networks, even considering the simple two-hop
scheme.
6.4.3 Proposed model for the REA
To address the key issue of computation, we propose a closed-form lower bound for PER.
Lemma 6.1. The probability PER for energy-efﬁcient relaying is lower-bounded by the sum
Plow = P
(1)
low + P
(2)
low where
P
(1)
low =max
(
0,P (Eb+r ≤ Ed) −
[
P
(
E
(m)
R ≤ Ed ≤ E(m)B + E(m)R
)
P
(
Eb+r ≤ E(m)B + E(m)R
)
+P
(
E
(m)
B + E
(m)
R ≤ Ed
)])
(6.9)
P
(2)
low =P
(
E
(m)
R ≤ Ed ≤ E(m)B
)
P
(
Eb+r ≤ E(m)R
)
(6.10)
Contrary to PER, the lower-bound Plow consists of elementary probabilities that can be individ-
ually computed or have closed-form approximations.
Proof. See Appendix 1, p.187.
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Also note that, using Plow, we get an upper-bound for PED as
PED ≤ P
(
E{d,b} ≤ E(m)B ∩ Er ≤ E(m)R
)
− Plow. (6.11)
Model 6.1 (REA). The Relay Efﬁciency Area, as characterized in Deﬁnition 6.1, is mod-
eled in log-normal outdoors propagation environments by the pair (ÂR,PT ), where ÂR =
{M (x, y) s.t. PT ≤ Plow (x, y) + PCR (x, y)}. Plow and PCR are given by Lemma 6.1 and Def-
inition 6.2 respectively.
Any mobile user M (x, y) circulating within (ÂR,PT ) is also within (AR,PT ), such that it has
at least the probability PT to save energy via relaying.
6.4.4 Accounting for the circuitry consumption
Up to now, we have focused on the case E(dsp) = 0, i.e. accounting only for the transmit energy.
These results, however, can be generalized to show the overall energy consumption. In this
case, data is relayed if the overall energy consumed using RTx is less than the consumption
using DTx. As deﬁned in Section 6.3.2, the overall consumption includes the RF ampliﬁer
efﬁciency (given by ηR and ηB) and the additional energy dissipated for decoding and re-
encoding at the relay station (given by E(dsp)). The energy-efﬁcient condition for relaying
becomes:
C◦ER =
{
E◦b + E
◦
r + E
(dsp) ≤ E◦d ∩ E◦{d,b} ≤ ηBE(m)B ∩ E◦r ≤ ηRE(m)R
}
with E◦k ∼ logN
(
μk + ln (ηk) , σ
2
k
)
Model 6.2 (REA, extended). The REA accounting for the overall energy consumption is mod-
elled by (Â◦R,PT ), with Â◦R = {M (x, y) s.t. PT ≤ P◦low (x, y) + P◦CR (x, y)}. P◦low and P◦CR
are given by Lemma 6.1 and Deﬁnition 6.2 respectively, but with the following replacement:
Ek −→ E◦k , k ∈ {d, b, r} ; Eb+r −→ E◦b + E◦r + E(dsp)
E
(m)
B −→ ηBE(m)B ; E(m)R −→ ηRE(m)R + E(dsp)
(6.12)
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This model is illustrated in Figure 6.2 for E(dsp)2Hop = 50mJ.
6.4.5 Discussion
6.4.5.1 Model validity
The proposed model has been validated under several outdoors environment settings and for
both uplink and downlink transmissions. For the uplink, we generally have E(m)U ≤ E(m)R for the
user and relay energy constraints, implying that P(2)low = 0. This model can be also used for any
DF schemes for which the consumed energiesEd, Er andEb are log-normally distributed, such
as the repetition-coded full DF scheme in [39] where the user decodes data using maximum
ratio combining on the signal received from the BS and RS during both phases.
6.4.5.2 Model utilization
The primary use of the REA is to compute the spatial distribution of transmit energy consump-
tion, as described in the next section. Thanks to the proposed model, many relay conﬁgurations
and propagation environments can be analyzed in a reasonable time, which even allows ﬁnding
the optimal relay location by exhaustive search. Moreover, this model can help decide between
DTx and RTx when only statistics of the channel realizations are known at the transmitters
(partial CSIT). In this case, the proposed model speciﬁes for each user location the path which
has the highest probability to save energy.
Next, the concept of Efﬁciency Area has wide application since it is based on the network
geometry and ensures a minimum performance. Such a framework allows the deployment of
relay stations in an efﬁcient manner, simply by locating relays such that hotspots or cell regions
with poor performance are included within the corresponding Efﬁciency Area. This concept
can be particularly applicable to non-uniform random user locations, e.g. a hotspot-type distri-
bution. More speciﬁcally, the probability for energy-efﬁcient relaying offers valuable support
for network resource management, relay selection, load-balancing, scheduling or BS switch
off. For example, switch-off can be decided if the probability to reduce energy consump-
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tion via relaying is above a given threshold PT , i.e. if the considered cell area is included in
(AR,PT ).
6.5 Energy Consumption and Energy Efﬁciency Area with shadowing
We analyze the spatial distribution of the energy consumption within the cell and deﬁne the En-
ergy Efﬁciency Area (EEA) as the cell area for which the average transmit energy consumption
does not exceed ET . The EEA is related to the maximum energy necessary to transmit data at
a given rate. Such a metric is relevant for performance analysis and encompasses fairness be-
tween the served users. Indeed, a relay station cannot be energy-efﬁcient for users located in a
certain area of the cell only, while showing unacceptably high energy consumption elsewhere.
6.5.1 Deﬁnition of the EEA
The average transmit energy, denoted as E
[
E(RF)
]
, consumed to send data to a given user
M (x, y), is equal to the sum of the energy consumed by BS only when DTx is used, and by
both BS and RS when RTx is used. It is expressed as follows, with Eb+r = Eb + Er:
E
[
E(RF)
]
=PCR E [Eb+r | CCR] + PER E [Eb+r | CER]
+ PCD E [Ed | CCD] + PED E [Ed | CED] . (6.13)
Deﬁnition 6.4. The Energy Efﬁciency Area (EEA) of a network in shadowing environment
deﬁnes the energy range across the cell. It is characterized by the pair (AE,ET ): the average
transmit energy consumed by any mobile user M (x, y) within AE does not exceed ET , i.e.
AE =
{
M (x, y) s.t. E
[
E(RF)
] ≤ ET} .
Figure 6.3 illustrates AE and its corresponding model for various values of ET . Also note that
the areas for relaying probability AR and for energy AE are distinct. Next, we describe the
proposed model for the EEA.
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Figure 6.3 Energy Efﬁciency Area: simulation and model
(Two-hop relaying, Nr = 1, Dr = 700m)
6.5.2 Analysis of the EEA with shadowing
We focus on the computation of E
[
E(RF)
]
in Eq. (6.13) for log-normal shadowing environ-
ments. For the coverage conditions CD and CR, both expectations are computed in closed-
form:
E [Es+r | CCR] =
∑
j∈{r,b}
g(j,E
(m)
j ) and E [Ed | CCD] = g(d,E(m)b ) (6.14)
where g(k,E) = exp
(
μk +
σ2k
2
) Φ(−σk + ln(E)−μkσk )
Φ
(
ln(E)−μk
σk
) . (6.15)
and where Φ is the cumulative distribution function of the standard normal distribution. On the
contrary, the conditional expectations E [Ed | CED] and E [Es + Er | CER] for energy efﬁciency
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can only be expressed in an integral form. We thus propose to bound both of them, as done for
the probabilities PER and PED in the previous section.
Lemma 6.2. When RTx is more energy-efﬁcient than DTx, the average consumed energy
PERE [Eb+r | CER] in log-normal shadowing environments is lower-bounded by E(ER)low , where
E(ER)low = exp
(
μb+r +
σ2b+r
2
)
P
(1,ER)
low + g(b+ r,E
(m)
R )P
(2)
low.
Here, P(1,ER)low is computed similarly to P
(1)
low but considering the scaled distribution exp(σ
2
b+r)Eb+r
rather than Eb+r. We recall that P
(1)
low and P
(2)
low are given by Eq. (6.9) and (6.10) respectively.
Proof. See Appendix 2, p.189.
Lemma 6.3. When DTx is more energy-efﬁcient than RTx, the average energy consumption
is equal to PEDE [Ed | CED] and is upper-bounded by
E(ED)up = g(d,E
(m)
B )P
(
Ed ≤ E(m)B
)
P
(
Eb ≤ E(m)B ∩ Er ≤ E(m)R
)
− exp
(
μd +
σ2d
2
)
P
(1,ED)
low
− exp
(
μd +
σ2d
2
) Φ(−σd + ln(E(m)R )−μdσd
)
− Φ
(
−σd +
ln
(
E
(m)
B
)
−μd
σd
)
Φ
(
ln
(
E
(m)
B
)
−μd
σd
)
− Φ
(
ln
(
E
(m)
R
)
−μd
σd
) P(2)low (6.16)
P
(1,ED)
low is computed similarly to P
(1)
low but with the scaled distribution exp(σ
2
d)Ed instead of Ed.
Proof. The proof is similar to that of Lemma 6.2.
We now apply Lemmas 6.2 and 6.3 to deduce a model for the RF energy consumption.
Model 6.3 (EEA). We model the Energy Efﬁciency Area (EEA) of a relay-aided network in
shadowing environment by the pair (ÂE,ET ). The average transmit energy to any mobile user
M (x, y) within ÂE can be assumed to be below ET , i.e.
ÂE =
{
M (x, y) s.t. E
[
Ê(RF)
]
≤ ET
}
where E
[
Ê(RF)
]
is given by Eq. (6.13) but with the bounds E(ER)low and E
(ED)
up .
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Simulations show that E
[
Ê(RF)
]
can be considered as a tight upper-bound for E
[
E(RF)
]
and
any user located with the model area ÂE can be assumed to be withinAE as well. The proposed
model for the EEA can be extended to account for the circuitry energy consumption by using
the same variable replacement as for the REA, given in Eq. (6.12).
6.6 A new framework for joint analysis of relay-generated ICI and energy
The assumption that all interferers are transmitting at maximum power is not realistic within
an energy-efﬁciency context, and we propose to characterize the impact of a RS on the in-
terference imposed on a neighboring user, given the actual relay energy consumption. Such
an analysis provides helpful support for interference management techniques as well. Indeed,
techniques to mitigate interference from neighboring cells, as considered for next generation
cellular OFDMA systems [85, 86], require a ﬁne understanding of the interference proﬁle over
time and frequency. This is particularly true in a network where both DTx and RTx occur
simultaneously.
6.6.1 Approximation of the relay-generated interference
Based on the previous analysis for probability of energy-efﬁcient relaying and overall energy
consumption, we compute the average interference received at a mobile user located in another
cell, at distance dI from the interfering relay, as illustrated in Figure 6.1. To isolate the impact
of a relay station, we do not consider other source of interference. This assumption is fair given
that relays are usually equipped with omnidirectional antennas, as opposed to base stations.
We denote MI(xI , yI) as a given neighboring user, γI = KId
αI
I as the path-loss between the
relay station and this user, and sI as the corresponding shadowing coefﬁcient. The average
interference received at MI(xI , yI) is expressed as
I(xI , yI) = EsI
[
E
[
E(RF)r
] sI
γI
]
= E
[
E(RF)r
] exp (σ2I/2)
KId
αI
I
(6.17)
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where E
[
E
(RF)
r
]
is the energy radiated by the relay, averaged over sd, ss and sr. It is given by
E
[
E(RF)r
]
= PCR E
[
E(RF)r | CCR
]
+ PER E
[
E(RF)r | CER
]
. (6.18)
First, the energy radiated by the relay when DTx is not feasible, due to fading, is computed as:
PCR E
[
E(RF)r | CCR
]
= PCRg(r,E
(m)
R ) (6.19)
with g given in Eq. (6.15). Second, using a proof similar to Lemma 6.2, the energy radiated by
the relay station when RTx is more energy-efﬁcient than DTx, is lower-bounded as follows:
PERE
[
E(RF)r | CER
] ≥ E(I)low = exp(μr + σ2r2
)(
P
(1,I)
low + P
(2,I)
low
)
, (6.20)
where P(1,I)low and P
(2,I)
low are computed similarly to P
(1)
low and P
(2)
low in Eq. (6.9) and (6.10), but
considering the scaled distribution exp(σ2r)Er instead of Er.
Model 6.4 (Approximation for I(xI , yI)). The relay-generated interference at a given neigh-
boring user MI(xI , yI), located at a distance dI from the relay station, is lower-bounded by
Î(xI , yI) = E
[
̂
E
(RF)
r
]
exp (σ2I/2)
KId
αI
I
=
(
PCRg(r,E
(m)
R ) + E
(I)
low
) exp (σ2I/2)
KId
αI
I
,
where g is given by Eq. (6.15) and E(I)low by Eq. (6.20).
One can argue that upper-bounding the interference Î(xI , yI) would be more suitable for per-
formance analysis. However, we highlight that the proposed lower-bound is tight, as shown
in Section 6.7.1. It is thereby accurate enough to investigate interference-aware relay deploy-
ment. The proposed model for the ICI can be extended to account for the circuitry energy
consumption by using the variable replacement of Eq. (6.12), similarly to REA and EEA.
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6.6.2 A new metric for analyzing energy and interference
A relay station can provide signiﬁcant energy gain and coverage extension for the cell it serves.
But, at the same time, it is an additional source of interference, implying that neighboring cells
experience an energy loss to maintain the same data rate for their own users. In consequence,
a relay deployment is efﬁcient if the achieved energy gain, referred as υGain, is higher than
the resulted energy loss, referred as υLoss. We propose to use their ratio as a metric to jointly
capture the aspects of energy and interference.
To evaluate the energy gain υGain, we consider a user M(x, y) served by BS1. We compare the
energy E(Nr=0)1 consumed to send data to this user when BS1 is not supported by relay stations
(Nr = 0) and the energy E
(Nr)
1 consumed when BS1 is supported byNr relay stations. We have:⎧⎪⎪⎪⎨⎪⎪⎪⎩
E
(Nr=0)
1 [x, y] = ηBE
(RF) [x, y] +
(
E
(Tx)
B + E
(Rx)
U
)
+ E
(idle)
B
E
(Nr)
1 [x, y] = ηBE
(RF)
B [x, y] + ηRE
(RF)
R [x, y] +
(
E
(Tx)
B + E
(Rx)
U + E
(dsp)
)
+
(
E
(idle)
B +NrE
(idle)
R
)
.
Here, the various energy offsets accounted in Eidle are described in Section 6.3.2. We recall
that we can focus only on Sector 1 since the three base stations BS1, BS2 and BS3 within the
considered cell are orthogonal and do use the same resource (in time and frequency).
Similarly, to evaluate the energy loss υLoss, we consider a user M(x, y), which is located in a
neighboring cell i = 1 and performs DTx. We compare the energy E(Nr=0)i consumed by the
neighboring BSi to send data to this user when BS1 is not supported by relay stations (Nr = 0)
and the energy E(Nr)i , consumed to maintain the same rate, when BS1 is supported by Nr relay
stations generating interference. To isolate the impact of the Nr relays, we assume an ideal
network, without any other source of interference. Denoting I (x, y) the interference received
at M(x, y) as deﬁned in Eq. (6.17) of previous interference analysis, we have:
∀i = 1
⎧⎨⎩ E
(Nr=0)
i [x, y] = ηBE
(RF) [x, y] +
(
E
(Tx)
B + E
(Rx)
U
)
+ E
(idle)
B .
E
(Nr)
i [x, y] = ηBE
(RF) [x, y]
(
1 + 2I(x,y)
N
)
+
(
E
(Tx)
B + E
(Rx)
U
)
+ E
(idle)
B .
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Remark: In addition to energy gain, relay stations also provide coverage extension. To account
for such extension and compute υGain and υLoss, we do not consider a power constraint for DTx.
Deﬁnition 6.5. To capture both the energy and interference aspects, we deﬁne the ratio Γ as
Γ =
υGain
υLoss
with υGain = E
[
E
(Nr=0)
1 − E(Nr)1
E
(Nr=0)
1
]
and υLoss = E
⎡⎢⎣
∑
i =1
E
(Nr=0)
i −
∑
i =1
E
(Nr)
i∑
i =1
E
(Nr=0)
i
⎤⎥⎦ .
Here, υGain is averaged over all users served by BS1 and υLoss is averaged over all users located
in the neighboring cells 2 to 7, as depicted in Figure 6.1. If Γ > 1, the considered relay
conﬁguration is efﬁcient, if 0 < Γ < 1, the relay stations result in more energy loss for
neighboring cells than they actually provide energy gain in their own cell. If Γ < 0, relaying
does not provide any energy gain, due to the circuitry consumption.
6.7 Performance analysis for Energy- and ICI-efﬁcient Relay Deployment
In this section, we ﬁrst validate the proposed models for relaying probability, energy consump-
tion and interference. Then, we jointly analyze the energy consumption and the generated ICI
using two-hop relaying. In the last subsection, the impact of the relay coding scheme on the
network performance is explored. If not speciﬁed, we consider the simulation parameters of
Table 6.1, taken from [2, 3, 136, 137]. For the channel gains, the direct link hd and interference
link hI are modelled by scenario C2 of the WINNER II project [69], the RS-to-user link hr by
scenario B1, the BS-to-RS link hb by B5c. We recall that we consider normalized transmissions
of unitary length, setting up a direct relation between energy and power.
6.7.1 Models validation
For validation of the proposed model for REA, we account for all users M(x, y) located in the
simulated (AR,PT ) but not declared in
(
ÂR,PT
)
, for some given threshold PT (or reversely,
M(x, y) is declared inside while it is actually outside). This means that, for such user, the
effective relaying probability, obtained by Monte-Carlo simulations, is s.t. PRTx ≥ PT but the
proposed lower-bound gives Plow (x, y) + PCR (x, y) ≤ PT (or reversely). We deﬁne the error
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Table 6.1 Simulation parameters
Energy
E
(m)
B 1J
E
(m)
R 500mJ
E
(idle)
B 25mJ
E
(idle)
R 10mJ
E
(dsp)
2Hop 0-50mJ
E
(dsp+)
pdf 0-50mJ
ηB 2.66
ηR 3.1
E
(Tx)
B + E
(Rx)
U 90mJ
Channel
N -93dBm
σd 6dB
σb 3dB
σr 4dB
σI 6dB
Normalized Tx (1s)
Others
Pout 0.02
R 3bit/ch.use
fc 2.6GHz
Hb 30m
Hr 20m
Hu 1.5m
ratio ζR as the proportion of such erroneous users, i.e.
ζR =
∫∫
1ERdxdy∫∫
1ARdxdy
with ER =
{
M (x, y) ∈ AR ∩ M (x, y) /∈ ÂR
}
∪
{
M (x, y) /∈ AR ∩ M (x, y) ∈ ÂR
}
Similarly, the error ratio ζE for the EEA refers to the proportion of erroneous users, for which
E
[
E(RF)
] ≤ ET and E [Ê(RF)] ≥ ET (or reversely), for some given threshold ET . For the
interference analysis, we focus on the approximation of the average energy radiated by the
relay and deﬁne the error ratio ζI as the proportion of users for which E
[
E
(RF)
r
]
≤ ET,r and
E
[
̂
E
(RF)
r
]
≥ ET,r (or reversely), for some given threshold ET,r.
We plot in Figure 6.4(a) (resp. b and c) the error ratio ζR (resp. ζE and ζI) obtained for a wide
range of PT (resp. ET and ET,r) and several E(dsp) (over a unitary time unit). More precisely, the
plotted ζX stands for the ratio averaged over various RS-to-BS distances (Db ∈ [600, 1000]m),
various user rates (R ∈ [2, 4]bits/ch. use) and the two outdoors propagation environments
described in [29, Appendix A]. For the purpose of validation, we consider a wide cell coverage
by ﬁxing the outage requirement Pout to 0.1, which is very large for encoded data.
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Figure 6.4 Validation of the proposed models:
error ratio ζ for various simulation settings
From Figure 6.4(a), we observe that the error ratio for the REA does not exceed 3% when
the circuitry consumption is not considered (E(dsp) = 0). Although the model for E(dsp) > 0
is less accurate, such error increase does not impact at all the proposed model for energy
consumption, as illustrated in Figure 6.4(b). Indeed, when an error occurs and a user M(x, y)
is wrongly declared in ÂR while it is not (or reversely), we have Eb + Er  Ed. For the
EEA, the error ration does not exceed 1.5% and, for the interference approximation, it is below
5%, as plotted in Figure 6.4(c). Furthermore, error are mostly located at cell edge and, by
considering restricted cell coverage (Pout = 0.02), as for the rest of this paper, the error ratio
for the ICI falls under 2.5%.
The proposed models for the REA, EEA and ICI thus provide very efﬁcient frameworks for
performance analysis with regards to both accuracy and savings in the simulation time. Non-
model based simulations were also performed taking 50 000 samples for the channel gains of
each link and required several hours for a single relay conﬁguration. By comparison, model-
based simulations were completed in less than 3 seconds. Subsequently, we will refer to "sim-
ulations" for "model-based simulations".
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6.7.2 On the minimal energy consumption per unit area
As a ﬁrst step, we do not consider the impact of relays in terms of interference and analyze
the relay performance regarding the EEA only, in the shadowing model used in the WINNER
project. The Joule-per-bit metric has been widely used for energy efﬁciency analysis. Yet, in
practice, a large part of the network is primarily providing coverage and does not operate at
full load, even at peak trafﬁc hours. Due to the energy dissipated in circuitry to maintain the
network operational, the energy efﬁciency can be particularly poor under low-trafﬁc loads and
restricted coverage [3]. To capture the aspect of the cell coverage, we consider the maximal
energy consumption Emax that is required to send data at rate R to any user located within the
cell sector, i.e. Asector ∈ (AE,Emax), and divide it by the sector area Asector. It is expressed in
Joule-per-square-meter and denoted as Ψ:
Ψ =
Emax + Eidle
Asector where Asector =
√
3
2
D2b . (6.21)
Here, ET accounts for the transmit energy E
[
E(RF)
]
as in Eq. (6.13), the RF ampliﬁer coef-
ﬁcients ηR and ηB and the energy E(dsp) dissipated at the relay for decoding and re-encoding.
Eidle refers to the other energy offsets described in Section 6.3.2, for the considered coding
scheme. In Figure 6.5, we plot the minimal feasible energy per unit area Ψ as a function of the
cell radius Db, considering different values for Nr and E(dsp). To do so, for each considered set(
Db, Nr,E
(dsp)
)
, we ﬁnd the location for the Nr relays which minimizes Ψ. Note that proceed-
ing this way would not have been possible in a reasonable time without using the proposed
models.
Remark: For comparison purpose, Figure 6.5 also plots the value for Ψ achieved when the
relay location maximizes the metric Γ (namely "Optimal for Γ" in the ﬁgure). We will come
back to this point in the following subsection.
Result 6.1. The energy offset E(dsp), consumed for decoding and re-encoding at the relay sta-
tion has severe impact on the cell energy efﬁciency, except for very large cell radius, where the
overall energy is dominated by the RF transmit consumption.
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Figure 6.5 Minimal energy consumption per unit area Ψmin
As example, at Db =700m, increasing E(dsp) from 0 to 50mW leads to a degradation of Ψmin of
11% with Nr=2 and of 22% with Nr=3.
Result 6.2. Up to Nr=3, increasing the number of relays per cell allows signiﬁcant energy re-
duction. Passed this limit, the gain provided by additional relays is not sufﬁcient to compensate
for the idle energy NrE
(idle)
R , dissipated to maintain the network operational.
With Nr=2, the minimal value for Ψmin is equal to 0.74e-7J/m2, while adding one more RS
allows a gain of 28%, Ψmin then reaching 0.58e-7J/m2. However, there is no signiﬁcant perfor-
mance gain between the cases Nr=3 and Nr=4.
We recall that we have considered as performance metric the maximal energy necessary to
transmit data at a given rate to any user of the cell sector, as given by the EEA, rather than sim-
ply the average energy consumption of the cell. Simulations show that the relay conﬁgurations
optimal for Ψ and for the average do not match. When optimized for the average consumption,
the relay conﬁguration results in a severe energy increase at cell edge (from 10% to 25%),
meaning that there exists a major performance gap between users of the cell center, with strong
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channel, and cell-edge users, with weak channel. Thus, the average optimization criteria does
not provide fairness as does our proposed Energy Efﬁciency Area and related metric Ψ.
6.7.3 A new energy-interference trade-off on relay deployment
We now investigate the network performance in terms of both energy and interference, by
using the Γ-metric. In Figure 6.6, we plot the maximal feasible Γmax as a function of the cell
radius Db, for different values of Nr and E(dsp). To do so, for each considered considered set(
Db, Nr,E
(dsp)
)
, we ﬁnd the location for the Nr relays which maximizes Γ.
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Figure 6.6 Maximal energy-to-interference ratio Γmax
First, for a given number of relays, we observe that Γmax is poor for small-size cells (Db ≤600m)
and is signiﬁcantly affected by E(dsp). For example, at Db ≤550m, Γmax is divided by 2 when
E(dsp) is increased from 0 to 50mW. On the contrary, for wider cells, the overall energy con-
sumption is dominated by the RF transmit energy and the interference issue is relaxed due to
distance. The impact of E(dsp) is minor and Γmax increases. For the sake of clarity, the case
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E(dsp)=0mJ has been plotted for Nr=2 only, but results do not change for larger number of
relays.
Result 6.3. Except for very short cell radius, the energy offset E(dsp), consumed for decoding
and re-encoding at the relay station, has little impact on the energy-to-interference ratio Γ.
Second, as depicted in Figure 6.6, increasing the number of relays generally improves Γmax. We
have shown in the previous subsection that relay conﬁgurations with Nr=3 and Nr=4 provide
around the same minimal energy consumption per unit area Ψmin. On the contrary, when
accounting for the interference generated by relays, the case Nr=4 largely outperforms Nr=3
and, for example, Γmax is increased from 2.46 to 3.66 at Db=800m. While the transmit energy
gain achieved by increasing the number of relays from 3 to 4 is just enough to compensate
for the additional idle energy E(idle)R , dissipated whether or not data is transmitted (for cooling
and network maintenance) and affecting both υGain and Ψmin, it is largely beneﬁcial for the
neighboring cells (reduced υLoss).
Result 6.4. Accounting for the interference generated by relays, deploying many relay stations
potentially closer to cell edge but transmitting at lower power is more efﬁcient than deploying
few relay stations far from cell edge but serving a large part of the cell.
We now compare the performance achieved when the relay conﬁguration is optimized either
for Ψ or Γ and propose guidelines for efﬁcient relay deployment. To do so, Figure 6.5 also
depicts the value for Ψ obtained when the relay location is optimized for Γ (namely, "Optimal
for Γ" in the ﬁgure) and reversely, Figure 6.6 depicts the value for Γ achieved by a location
optimized for Ψ ("Optimal for Ψ").
A ﬁrst important remark is that both relay conﬁgurations are essentially distinct and provide
notably different performance. To illustrate the gap between such deployment options, we plot
in Figure 6.7 the relay conﬁgurations optimal for Γ and for Ψ with Nr = 2 and various Db.
Moreover, we observe from Figure 6.6 that the value for Γ achieved with an energy-efﬁcient
relay deployment (optimal for Ψ) is below 1 for 1000m ≤ Db and Nr ≥ 3, meaning that the
network performance is actually degraded.
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Result 6.5. Energy-efﬁcient relay deployment does not necessarily lead to interference reduc-
tion and reversely, an interference-aware location is suboptimal for the cell energy consump-
tion.
Based on the above results, we propose a guideline for efﬁcient relay deployment regarding
both Ψ and Γ. First, for short cell radius (550 ≤ Db ≤ 700m), deploying two relay stations per
sector located to minimize the energy consumption per unit area Ψ can be considered as the
best option, Γ remains above 1, meaning that the overall network performance is not degraded.
Second, for wider cell size (700m ≤ Db), deploying four relay stations per sector provides
the optimal results for both Γ and Ψ. However, current cellular networks are already reaching
saturation and negotiating new site agreement for antenna deployment is getting ever harder for
cellular operators. Thus, we argue that considering Nr = 3 may actually be the best practical
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choice. When 700m ≤ Db ≤ 1000m, optimizing the relay deployment for Γ (resp. Ψ) does not
degrade too much the performance in Ψ (resp. Γ), such that both deployment options can be
considered. However, for 700m ≤ Db, a deployment optimized for Ψ should not be considered
since the overall network performance is degraded (Γ < 1).
6.7.4 Impact of the relay coding scheme
Up to now, we have shown that a relay deployment can be energy-efﬁcient at the scale of
a single cell (measured by Ψ) but without necessarily being efﬁcient at a larger scale (mea-
sured by Γ). We now investigate the performance achieved by the energy-optimized relaying
schemes described in Section 6.3.2. Regarding the Γ-metric, EO-PDF maximizes the energy
gain υGain, while decreasing at the same time the energy loss υLoss experienced by neighboring
cells. As detailed in [28], the energy transmitted by EO-PDF is more uniformly spread over
the two transmission phases and over both the direct and relaying links, reducing at same time
the power peaks causing high interference. The IR-PDF scheme minimized the use of the re-
lay station by transmitting the most data possible via the direct link. The energy loss υLoss is
minimized, but in return, the energy gain υGain is reduced. We recall that the circuitry con-
sumption of such partial DF schemes is expressed as E(dsp)pdf = E
(dsp)
2Hop + E
(dsp+)
pdf , where E
(dsp+)
pdf is
an additional offset accounting for their increased complexity.
6.7.4.1 Objective and simulation settings
For analysis, we consider a cell sector aided by two RS only (Nr = 2), with low, medium
and maximal cell radius (Db ∈ {600, 800, 975m}). Such conﬁguration provides suboptimal
performance in both Ψ and Γ, compared to a conﬁguration with more RS, but it offers valuable
infrastructure cost reduction and deployment simplicity for a cellular operator. We consider as
performance basis an energy-efﬁcient relay deployment where both RS are located to minimize
the energy per unit area Ψ consumed by two-hop relaying.
To investigate how optimized relaying schemes can alleviate the interference issue, we derive
the optimal utilization of coding schemes within the cell sector. To do so, we compare for each
user location the performance achieved by two-hop relaying, EO-PDF and IR-PDF and select
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Figure 6.8 Map of the cell sector
for each the one that increases Γ. Proceeding in this way, we design a spatially-optimized
utilization of coding schemes and draw a map showing the cell areas where to use each coding
scheme to maximize Γ. Such map is illustrated in Figure 6.8 for Db=800m and E
(dsp+)
pdf ∈
[0, 50]mJ.
6.7.4.2 Spatial analysis
With a medium cell radius (Db=800m), when the additional circuitry consumption E
(dsp+)
pdf is
below 10mJ, EO-PDF outperforms two-hop relaying in almost the whole cell area, as illustrated
in Figure 6.8. For higher values of E(dsp+)pdf , EO-PDF does not provide sufﬁcient reduction in
the transmit energy around the RS and cannot compensate for the dissipated energy E(dsp+)pdf .
However, even with E(dsp+)pdf =50mJ (i.e. EO-PDF consumed twice as much energy as two-hop
relaying to process data), EO-PDF still outperforms two-hop relaying when the user-to-relay
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link is weaker. In larger cells (Db=975m), EO-PDF outperforms two-hop relaying for any user
location and any value of E(dsp+)pdf ∈ [0, 50]mJ. The additional circuitry consumption E(dsp+)pdf
has only marginal effect on Γ. In smaller cells (Db=600m), the overall energy consumption is
dominated by the circuitry consumption. Except from the case E(dsp)pdf = E
(dsp)
2Hop, the EO-PDF
scheme improves the cell performance only if used very far from the relay stations.
Also note that the IR-PDF scheme can only reach the same performance as other coding
schemes but without outperforming them. The corresponding cell areas are plotted in green.
6.7.4.3 Coding schemes and relay deployment
In the following, we denote "combination EO-PDF / 2Hop" as the spatially-optimized utiliza-
tion of coding schemes, as previously described and illustrated in Figure 6.8 and plot in Figure
6.9, the maximal energy-to-interference ratio Γmax achieved by this combination and by two-
hop relaying only, with Nr = 2 and Nr = 3.
0 10 20 30 40 50
1
2
3
4
5
Additional circuitry consumption E(dsp+)pdf in mJ
E
ne
rg
y-
to
-i
nt
er
fe
re
nc
e
ra
tio
Γ
m
a
x
Db=600m
Db=800m
Db=975m
2Hop - Nr = 2
2Hop - Nr = 3
EO-PDF / 2Hop
Figure 6.9 Maximal energy-to-interference ratio Γmax
Remark: For some data points, two-hop relaying only outperforms the combination EO-PDF
/ 2Hop. Indeed, such combination is used with an energy-efﬁcient deployment (optimized for
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Ψ), which is sub-optimal for Γ. On the contrary, the plotted performance of two-hop relaying
is obtained with an interference-aware deployment (optimized for Γ) and can be understood as
the maximum Γ reached by two-hop relaying in the best feasible relay conﬁguration.
Result 6.6. In a small-size cell, the energy-optimized partial decode-forward scheme (EO-
PDF) is severely affected by its increased circuitry consumption such that the optimal combina-
tion EO-PDF / 2Hop does not provide much performance enhancement when E(dsp+)pdf ≥30mJ.
For example, when Db=600m and E
(dsp+)
pdf =50mJ, EO-PDF / 2Hop achieves a ratio Γ of 1.33,
which outperforms two-hop relaying used with same relay location (Γ=1.19) but does not reach
the performance of two-hop relaying when used with an interference-aware location (Γ=1.67).
Result 6.7. When the additional circuitry consumption E(dsp+)pdf is low, or when the cell radius
is wide, the combination EO-PDF / 2Hop approaches and even outperforms the maximal Γmax
achieved by two-hop relaying, even with a relay location suboptimal for Γ. It also allows a
reduction of the number of relays per sector for the same, or even better, ratio Γ.
As observed in Figure 6.9, the maximal Γmax achieved by the combination EO-PDF / 2Hop is
higher than two-hop relaying with Nr = 3, for almost any cell size and any additional circuitry
consumption. It even outperforms the case Nr = 4 for wide coverage extension (Db=975m).
6.8 Conclusion
We have highlighted a new trade-off on relay deployment for cellular networks that balances
system energy efﬁciency and performance loss experienced by neighbouring users due to the
additional interference generated by relays. To this end, we ﬁrst formulated a spatial deﬁnition
of the relay efﬁciency and proposed three tractable models allowing meaningful analysis with-
out requiring time-consuming simulations. Next, we analyzed the joint impact of the circuitry
consumption, the location and number of relays as well as the relaying coding scheme on the
network performance. By signiﬁcantly reducing the transmit power peaks, energy-optimized
coding schemes alleviate the interference issue, and by performing well even with suboptimal
relay location or reduced number of relays, they offer valuable deployment ﬂexibility.

CHAPTER 7
DISCUSSION AND RECOMMENDATIONS
This research work has already been widely discussed within each journal paper. This last
chapter reviews its main highlights and possible extensions, in particular, the implementation
of the proposed coding schemes and the issue of the network saturation.
7.1 On the practical implementation of energy-optimal relaying scheme
In the ﬁrst journal paper, lower-bounds on the energy consumption for half-duplex decode-
forward relaying have been characterized. Optimal resource allocations have been proposed
to maintain a desired source rate and minimize the energy consumption of: a) the considered
three-node relay network (N-EE), b) the relay alone (R-EE) and c) the source alone (S-EE).
From a theoretical aspect, an important result is that minimizing the network energy consump-
tion is not equivalent to maximizing the network capacity as it is often believed. The whole
range of source rates achievable with decode-forward is not covered by any of the individ-
ual schemes (N-EE, R-EE and S-EE), but only by their combination. The proposed energy-
efﬁciency approach has a certain beneﬁt over the maximum-rate approach since it leads to the
closed-form solution of the optimal power allocation and not solely to a solution on the form
”argmax
x
f(x)”. Moreover, it allows a comprehensive description of the optimal coding (full
or partial decode-forward, with or without beamforming etc.).
Yet, the major concern raised by the reviewers of this ﬁrst journal paper regards the practical as-
pect of the proposed analysis, principally the performance of such scheme considering practical
binary alphabets and modulations (e.g. M-QAM, QPSK), with common channel decoder (e.g.
turbo codes), and the possibility to implement such complex coding scheme. We next discuss
such issue, based on four key aspects: 1) the gap between the results obtained with Gaussian
signaling and ﬁnite modulations, 2) the use of ﬁnite block length codes, 3) the requirements for
CSIT acquisition and 4) the practical techniques for rate splitting and superposition coding.
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On the use of Gaussian signaling: Considering a Gaussian distribution for the channel
input, as done in this thesis, provides benchmark for implementation of any proposed cooper-
ative strategy and gives insight on how to structure a practical scheme. As stated in the paper
by Sendonaris, Erkip and Aazhang, which won the best paper award on IEEE Transactions on
Communications ([47], p. 1929), "within a given transmission framework, the system that most
closely emulated the signal structure of the information-theoretic capacity-maximizing system,
also had the highest throughput." Furthermore, from the central limit theorem, Gaussian sig-
naling accurately approximates OFDM-based communications, as used in practical systems
such as LTE or WiMAX. This implies that proposed theoretical results can be fairly applied to
practical networks.
On the ﬁnite block length: One drawback of classical information-theoretical tools is that the
deduced bounds on maximum rate or minimum energy are achieved using codes with inﬁnite,
or at least very long, block length. The block length is critical when designing practical error
correction codes. A long processing duration may be computationally infeasible and deﬁnitely
causes excessive latency, which is a particularly severe issue for real-time applications. With
too short processing, the decoding process may not be able to recover data and the rate bounds,
as deﬁned by information theory, cannot be guaranteed. The maximal rate achievable at a given
block length and error probability has been investigated in [138] and references therein. Such
topic constitutes an interesting theoretical extension to the work proposed in this thesis.
CSIT acquisition and feedback errors: Throughout this thesis, the different power alloca-
tions that have been considered all require channel station information (CSI) at the transmitter.
For example, in OFDM systems, CSI is estimated via the detection of reference symbols spread
over the time and frequency OFDM-structure. The main advantage of an approach based on
coherent systems is the simplicity of implementation. Non-coherent strategies relax the con-
straint of CSI acquisition but in return, require complex algorithms for equivalent performance.
The CSI acquisition is mostly limited by how fast the channel condition is varying. While
instantaneous CSI can be accurately estimated in slow fading environment, fast fading systems
undergo imperfect channel estimation or outdated CSI feedback. This is particularly challeng-
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ing in relaying networks. While the next-link quality can be reasonably tracked, the channel
state of distant links may be hardly known in time. For example, it is harder for the source to
track accurately the variation of the link from the relay to the destination. In our conference
paper [32], we have explored such topic and have proposed distributed power allocations, as-
suming only local channel knowledge and long-term statistics for the distant link. Other line
of research may also consider incremental redundancy, which does not require channel state
information at transmitter.
Another challenge of CSI acquisition is related to the overhead induced by reference symbols.
The required resource does not carry any data and consumes additional energy, resulting in
performance loss. Whereas the trade-off between the CSI accuracy and the system spectral
efﬁciency has been widely investigated [139, 140, 141, 142], its impact on energy efﬁciency
remains an open research problem. Some preliminary work on this topic can be found in [81]
for MIMO systems and [26] for CoMP. With regards to relay networks, most techniques for
relay selection and cooperation require large amount of feedback, meaning that the energy loss
due to CSI acquisition is potentially severe.
Techniques for rate splitting and superposition modulation: Superposition modulation
(SM) belongs to the family of multi-level modulations, which has been proposed for single-
source single-destination transmissions by Imai and Hirakawa in as soon as 1977 [143], even
before trellis-coded modulations (1982) or bit-interleaved coded modulation (1998) [109].
Whereas information theory has largely motivated its use, it is only recently that SM is en-
visaged for implementation.
SM is non-bijective, contrary to other modulation schemes such as PSK or QAM. It is widely
believed that it induces higher peak-to-average power ratio, that it is more sensitive to hardware
non-idealities (e.g. carrier frequency offset or phase noise...) and above all, that its detection,
demodulation and decoding are more complex than for bijective modulations. Yet, it is actually
quite the opposite and main hindrances of SM turned out to be "myths", as expressed in [109].
Superposition coding outperforms QAM modulation at even lower receiver complexity and
provides a natural framework for multi-user transmission, as well as MIMO and OFDM tech-
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nologies [109]. Further analysis on the theory and practice of SM has been provided in [144],
with a particular focus on error correction. Finally, while the high peak-to-average power re-
mains a challenge, it must be noted that it is inherent to any Gaussian-like distribution, and not
only to SM. Such issue has been investigated for example in [145].
Finally, some recent work has focused on the practical implementation of SM for multi-user
networks. In [146], the performance of various superposition modulation schemes, in associa-
tion with Reed-Solomon codes, is analyzed for relay networks and in [147], an experimental set
up for SM in broadcast channels has been designed using off-the-shelf single-user coding and
decoding techniques, and tested on the open-source GNU Radio platform, with the Universal
Software Radio Peripheral (USRP) hardware board as RF front-end. All these recent contri-
butions make us believe that superposition coding is no more out-of-reach regarding practical
implementation and that it is a promising technique for future cellular networks, notably for
cooperative scenarios.
In our opinions, the main hindrance for implementing the coding scheme proposed in our ﬁrst
journal with current modulation techniques paper lies in the rate splitting and mapping chal-
lenge. Optimizing the constellation size and picking the right constellation point, together with
the right error correction rate, is a discrete problem. Even if based on typical QAM mod-
ulations, efﬁciently exploiting the available constellation space, i.e. identifying the different
clusters of the constellation points which will be used for each layer of the superposition cod-
ing, remains a serious challenge. This identiﬁcation must account for the Euclidean distances
between the constellation points within each cluster but also from one cluster to another one.
Then, mapping bits to each constellation point should maintain uniform and minimal bit error
rate. Such process is illustrated in [146]. Designing a general method for ﬁnding the best con-
stellation size, cluster sets and error correction rate (or equivalently, an adaptive modulation
coding (AMC) scheme for superposition modulation) is deﬁnitely a pertinent extension to the
research work of this thesis.
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7.2 The new challenge of relay deployment in urban environments
The second and third journal papers have proposed a geometry-based performance analysis
of relay-aided cellular networks. The concept of efﬁciency area has been deﬁned as a new
optimization framework and gives the geographical distribution of the probability for energy-
efﬁcient relaying and of the energy consumption, depending on the relays number and location,
the propagation environment and the user rate. To avoid extensive time-consuming simulations,
mathematical models of the deﬁned efﬁciency areas have been proposed for fast and accurate
performance evaluation.
More particularly, the second journal paper put emphasis on the radio propagation environ-
ment, notably the relay height and LOS conditions. The major concern raised by the Review-
ers on this work has regarded the performance of relaying when accounting for shadowing and
interference. Those two aspects have been fully addressed in the third journal paper. First,
improved geometrical models have been proposed to include shadowing, but also the energy
dissipated in circuitry for relaying. Second, pointing out that classical interference analysis (as
in capacity-optimized systems) cannot be applied to energy-oriented networks, a new perfor-
mance metric has been proposed to balance the energy gain provided by relay stations within
a cell and the additional interference received in the neighbouring cells, based on the actual
energy consumption and not on a given ﬁxed power.
The proposed efﬁciency areas and performance framework have wide application and offer
valuable support for network resource management, relay selection, load-balancing, scheduling
or base station switch off. In this thesis, we have focused in particular on the relay deployment
and have highlighted new trade-offs on energy consumption, coverage extension, deployment
cost and interference reduction. Most importantly, we have shown that there exists a relay-
to-BS distance for which the coverage can be increased or decreased without harming the
energy-efﬁciency, and that relay deployment for energy reduction does not necessarily lead to
interference reduction.
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In industrial tracks of the last IEEE Vehicular Technology Conference (VTC-Fall 2014), two
important issues have been raised in relation with the research work of this thesis. First, the
statistical description of the wireless propagation channels, including the WINNER project
as used in this thesis, may not be accurate enough for relay analysis and new campaigns of
channel measurements have been launched to improve existing models. Second, it is becoming
harder and harder to add new stations in networks already very densely equipped. We next
discuss further both aspects.
Improved statistical description of the wireless channels: While the COST-231 [67] and
the WINNER models [69] have been widely used so far for performance analysis, some op-
erators and equipment manufacturers, including Orange Labs and Huawei Technologies, are
questioning the accuracy of such channel descriptions and claim that the considered scenarios
do not ﬁt the actual network utilization. The majority of communications happen from in-
doors to outdoors and more and more transmissions come from very high buildings, especially
professional calls. As highlighted in our second journal paper, the relay height signiﬁcantly
affects the system performance. Yet, channel models do not sufﬁciently account for the node
height and none of them proposes statistical description for high building, from street level
to rooftop. The notion of three-dimensional coverage has also to be deﬁned. Such improved
channel description will deﬁnitely offer new perspectives on the work presented in this thesis.
The challenge of cell densiﬁcation: The cell densiﬁcation remains quite a hot topic in the
research community [148]. The literature generally proposes performance enhancement for fu-
ture networks and considers to this end that macro base station can be supported by a dozen of
micro and pico base stations, and by one or two hundreds home-deployed access points. How-
ever, in practice, the urban environment is already saturated and adding new stations causes
severe performance degradation, due to interference and non-appropriate radio resource man-
agement. Moreover, getting a new site agreement for operator-managed stations is a serious
issue, particularly in Europe. As a matter of comparison, approximately 13.000 wireless an-
tenna sites are deployed in Canada, while the United Kingdom has around 52.000 sites in an
area less than a ﬁfth of Canada’s surface area [149].
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As shown in this thesis, the use of energy-optimal coding schemes, rather than the simple
two-hop relaying scheme, can bring part of the answer to the network saturation. Not only it
provides more ﬂexibility in the relay deployment and allows to be less restricted in potential
relay locations but also, it allows to reduce the number of relay stations necessary to satisfy the
same performance requirement. A relevant line of research to extend the work presented in this
thesis encompasses unconventional relaying strategies, notably cognitive relays, multiple-relay
multiple-hop systems and two-way relaying.
Finally, the results obtained in this thesis are associated with network planning. Another oppor-
tune extension to address such challenge is to explore energy-efﬁcient adaptive relaying. This
includes mobile relaying and self-organizing relay networks [150], where the relay selection
and path, the antenna tilts, the cell radius, etc. are dynamically adjusted based on the real-time
user trafﬁc, requested QoS and propagation conditions.

GENERAL CONCLUSION
This thesis has contributed to a new understanding of energy efﬁciency in relay-assisted cel-
lular networks and, as far of our knowledge, no other research work has bridged the relay
geographical deployment to the considered coding scheme.
From a theoretical perspective, we have characterized the minimal energy consumption achieved
by decode-forward relaying and developed the concept of Efﬁciency Area as a novel spatial
approach to analyze the relaying efﬁciency in various scenarios, facilitate relay deployment
and support a wide range of other energy-efﬁcient techniques. To address the key issue of
time-consuming simulations in log-normal shadowing environments, we have proposed easily-
computable and tractable models for the probability of energy-efﬁcient relaying, the energy
consumption and the interference generated by relay stations. Finally, we have deﬁned a new
performance metric which jointly captures both aspects of energy and interference in energy-
optimized relay-assisted cellular networks.
From a practical perspective, we have designed a novel half-duplex relaying coding scheme,
together with energy-optimized power allocations, which respectively minimize the network
consumption, the consumption of the relay only and the consumption of the source only. Such
coding scheme and power allocations have then been used as reference for upper-bound per-
formance throughout the rest of this thesis. Furthermore, we have developed a system-level
model for the energy consumption, accounting for the RF transmit energy, the additional cir-
cuitry consumption for encoding and decoding at the relay station and ﬁnally, the idle energy
consumed at each deployed station, even if not transmitting.
We have fulﬁlled our objective to investigate energy-efﬁcient relay deployment and analyze
the gap between the simple but practical two-hop relaying scheme versus the energy-optimized
partial decode-forward. Using an approach complementary to designing algorithms for optimal
placement, we have characterized the impact of the radio propagation environment and the
interference generated by relays on the network efﬁciency. Through our performance analysis,
we have reﬁned trade-offs on energy-efﬁcient relaying.
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Most importantly, this thesis spotlights that the use of energy-optimized partial decode-forward
schemes should be deﬁnitely considered as a key to improve energy efﬁciency in relay-aided
cellular networks and reduce constraints on relay deployment at the same time. They provide
robustness to channel impairment and harsh radio environments, achieve satisfying perfor-
mance even with suboptimal relay location, alleviate the interference issue for neighbourhood
cells and allow a reduction in the number of relays necessary to reach same performance.
APPENDIX I
APPENDIX OF FIRST JOURNAL PAPER
1 Proof of Algorithm 4.1 : Power allocation for the network energy efﬁciency
1.1 General problem setting
Denote X = (η1, ρ1, η2, ρ2, ρr)
T . Consider optimization problem (4.6). We look for the X that
minimizes the objective function f , such that
f(X) = ωs
[
θ (η1 + ρ1)Ps + θ¯ (η2 + ρ2)Ps
]
+ ωrθ¯ρrPr
given the two rate constraints c1(X) = I1 − R and c2(X) = I2 − R, as deﬁned in (4.4). Here,
we ﬁrst ignore the power constraints. The Lagrangian can then be formed as
L = f(X)− λ1c1(X)− λ2c2(X)
The KKT conditions are expressed by equations (A I-1) - (A I-5) and by (A I-6).
∂L
∂η1
= ωsθPs −
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2
N(
1 + (η1+ρ1)Ps|hd|
2
N
) − λ2 θPs
N
|hs|2(
1 + (η1+ρ1)Ps|hs|
2
N
) = 0 (A I-2)
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∂L
∂η2
= ωsθ¯Ps − λ1θ¯
Ps|hd|2
N(
1 +
(η2+ρ2)Ps|hd|2+|hr|2ρrPr+2
√
Ps|hd|2Pr|hr|2ρ2ρr
N
)
− λ2θ¯
Ps|hd|2
N(
1 + η2Ps|hd|
2
N
) = 0 (A I-3)
∂L
∂ρ2
= ωsθ¯Ps − λ1θ¯
Ps|hd|2
N
(
1 +
√
Pr|hr|2ρr
Ps|hd|2ρ2
)
(
1 +
(η2+ρ2)Ps|hd|2+|hr|2ρrPr+2
√
Ps|hd|2Pr|hr|2ρ2ρr
N
) = 0 (A I-4)
∂L
∂ρr
= ωrθ¯Pr − λ1θ¯
Pr|hr|2
N
(
1 +
√
Ps|hd|2ρ2
Pr|hr|2ρr
)
(
1 +
(η2+ρ2)Ps|hd|2+|hr|2ρrPr+2
√
Ps|hd|2Pr|hr|2ρ2ρr
N
) = 0 (A I-5)
λici(X) = 0 ; ci(X) ≥ 0 ; λi ≥ 0 ; i = 1, 2 (A I-6)
1.2 Transmission during the ﬁrst phase
Note that ∂L
∂η1
and ∂L
∂ρ1
cannot be equal to zero simultaneously, unless |hd|2 = |hs|2. Therefore,
we have to relax either ρ1 or η1. Considering |hd|2 < |hs|2 for which decode-forward is useful,
we get ∂L
∂η1
> ∂L
∂ρ1
. Relaxing η1 gives ∂L∂η1 > 0 when
∂L
∂ρ1
= 0, and η1 should be minimized.
Since the objective function and the ﬁrst constraint c1(X) only depend on the sum η1 + ρ1,
setting η1 = 0 weakens the second constraint c2(X) and minimizes f . Thus, the source only
sends mr during the ﬁrst phase.
The following notations will be used for the rest of this appendix and next ones:
Γi = 1 +
ρ1Ps|hi|2
N
; Gi =
2R/θ¯
Γ
θ/θ¯
i
where i ∈ {s, d}
Γr = 1 +
(η2 + ρ2)Ps|hd|2 + |hr|2ρrPr + 2
√
Ps|hd|2Pr|hr|2ρ2ρr
N
1.3 Optimal allocation set for network energy efﬁciency
In this case, both ωs and ωr are equal to 1. First, from (A I-4) and (A I-5), we get:
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λ1 =
ΓrN
|hd|2
(
1 +
√
Pr|hr|2ρr
Ps|hd|2ρ2
)−1
=
ΓrN
|hr|2
(
1 +
√
Ps|hd|2ρ2
Pr|hr|2ρr
)−1
and
|hd|2
|hr|2 =
√
Ps|hd|2ρ2
Pr|hr|2ρr ⇔ ρ2 =
Pr|hd|2
Ps|hr|2 ρr. (A I-7)
As λ1 > 0, the ﬁrst constraint is active and Gd = Γr gives
2R/θ¯(
1 + ρ1Ps|hd|
2
N
)θ/θ¯ = 1 + η2Ps|hd|2N +
(√
Ps|hd|2ρ2 +
√
Pr|hr|2ρr
)2
N
(A I-8)
With (A I-7), we get
Gd = 1 +
η2Ps|hd|2
N
+ Prρr|hr|2
( |hd|2
|hr|2 + 1
)2
(A I-9)
From (A I-3), λ2 =
⎛⎝1− 1
1+
√
Pr |hr |2ρr
Ps|hd|2ρ2
⎞⎠( N|hd|2 + η2Ps) > 0. Thus, the second constraint is
also active and we get
η2Ps|hd|2
N
= Gs − 1 (A I-10)
From (A I-7), (A I-9) and (A I-10), we write ρ2, ρr and η2 as functions of ρ1. Replacing the
Lagrangian multipliers λ1 and λ2 in (A I-2), we prove that ρ1 solves g1(ρ1) = 0, where g1 is
deﬁned by (4.8) of Algorithm 4.1. Note that g1 is decreasing in ρ1, increasing in R and that
g1(0) =
|hs|2|hr|2+|hd|4
|hd|2|hr|2+|hd|42
R/θ¯ − 1 > 0 for all R. If, for all ρ1 ∈ [0, 1/θ], g1(ρ1) > 0, then the
desired source rate is infeasible with the allocation as deﬁned for A(n) and sub-scheme B(n)
should be considered instead. We can also check that ρr > 0 and ρ2 > 0 since |hs|2 > |hd|2
by assumption, and η2 > 0 as long as R ≥ θ log2
(
1 + ρ1Ps|hs|
2
N
)
= R(n) On the contrary,
when R ≤ R(n), η2 is negative and there is no solution for (A I-10). Thus, we relax η2 and
rewrite the optimization. Following the same steps as above, we can show that constraints are
still active, and that (A I-2), (A I-4) and (A I-5) still hold. This leads to Proposition 4.2. If the
power constraints are not satisﬁed, then the desired source rate is infeasible.
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2 Proof of Algorithm 4.2 : Power allocation for relay energy efﬁciency
The proof of Algorithm 4.2 and Propositions 4.3, 4.5 and 4.4 follows the same main steps as
in Appendix 1. Here, ωs = 0 and ωr = 1. Analysis in Appendices 1.1 and 1.2 still holds.
To minimize the energy consumption of the relay, direct transmissions should be performed
as long as the direct link is not in outage, or equivalently as long as R ≤ log2
(
1 + Ps|hd|
2
N
)
(Proposition 4.3).
The relay is needed to perform the transmission as soon as the source meets its power constraint
and cannot send more data without going in outage. Then,
ρ2 =
1− ρ1θ
θ¯
− η2. (A I-11)
First, note that Eq. ∂L
∂ρr
= 0 (A I-5) is still valid. Thus λ1 = Γr
[
|hr|2
N ln 2
(
1 +
√
Ps|hd|2ρ2
Pr|hr|2ρr
)]−1
.
Second, with (A I-11), the Lagrangian equations now satisfy
∂L
∂η2
= λ1
θ¯Ps|hd|2
NΓd ln 2
− λ1θ¯ Ps|hd|
2
N ln 2Γr
+ λ2
θ¯Ps|hs|2
NΓs ln 2
− λ2θ¯ Ps|hd|
2
N
(
1 + η2Ps|hd|
2
N
)
ln 2
= 0
(A I-12)
∂L
∂ρ2
= λ1
θ¯Ps|hd|2
NΓd ln 2
− λ1θ¯
Ps|hd|2
(
1 +
√
Pr|hr|2ρr
Ps|hd|2ρ2
)
N ln 2Γr
+ λ2
θ¯Ps|hs|2
NΓs ln 2
= 0 (A I-13)
Subtracting (A I-12) from (A I-13), we get
λ2 = λ1
√
Pr|hr|2ρr
Ps|hd|2ρ2
(
1 +
η2Ps|hd|2
N
)
Γ−1r =
N
|hr|2
√
Pr|hr|2ρr
Ps|hd|2ρ2
(
1 + η2Ps|hd|
2
N
)
(
1 +
√
Ps|hd|2ρ2
Pr|hr|2ρr
) > 0
Both constraints are active: Eq. (A I-8) Gd = Γr and Eq. (A I-10)
η2Ps|hd|2
N
= Gs − 1
still hold. From (A I-10), η2 is expressed as a function of ρ1. From (A I-8), (A I-11) and the
expression of η2, ρr can be also written as a function of ρ1.
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Finally, substituting the expressions of λ1 and λ2 in (A I-8), (A I-10) into (A I-13), we prove
that ρ1 should satisfy g2(ρ1) = 0, as deﬁned by (4.10) of Algorithm 4.2, with
g3(ρ1) =
√
Pr|hr|2ρr
Ps|hd|2ρ2 =
2R/θ¯(
1 + ρ1Ps|hd|
2
N
)θ/θ¯ − 2R/θ¯(
1 + ρ1Ps|hs|
2
N
)θ/θ¯
Now, we focus on the existence of this power allocation set. First, to ensure η2 > 0, R
must be greater than θ log2
(
1 + ρ1Ps|hs|
2
N
)
= R
(r)
2 . Moreover, ρr is positive as long as R >
θ log2
(
1 + ρ1Ps|hd|
2
N
)
+ θ¯ log2
(
1 + (η2+ρ2)Ps|hd|
2
N
)
= log2
(
1 + Ps|hd|
2
N
)
= R
(r)
1 . Finally, the
existence of ρ1, and consequently of ρ2, follows the same steps as in Appendix 1. This con-
cludes the proof of Proposition 4.5.
When R < θ log2
(
1 + ρ1Ps|hs|
2
N
)
, η2 is negative and there is no solution for (A I-10). In this
case, we relax η2 and rewrite the optimization problem. As above, we can show that rate
constraints are still active, and that (A I-5) and (A I-13) still hold. This concludes the proof of
Proposition 4.4 and Algorithm 4.2.
3 Proof of Algorithm 4.3 : Power allocation for source energy efﬁciency
The proof of Algorithm 4.3 and Propositions 4.7, 4.8 and 4.9 follows the same steps as in
Appendix 1. Here, ωs = 1 and ωr = 0. Analysis of Lagrangian in 1.1 and 1.2 still holds.
However, the constraint on the relay consumption is relaxed here, such that it can consume up
to its maximal power.
First, let’s consider that the source rate is high and that all the available relay power is required
(ρr = 1θ¯ ). This means that the ﬁrst rate constraint, which depends on ρr will necessarily be
tight. From Eq. ∂L
∂ρ1
= 0 (A I-2) and Eq. ∂L
∂ρ2
= 0 (A I-4), we can prove that both Lagrangian
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multipliers are positive, meaning that both constraints are active, such that
λ1 =
Γr
|hd|2
N
(
1 +
√
Pr|hr|2ρr
Ps|hd|2ρ2
) = Gd N
|hd|2
(
1 +
√
Pr|hr|2ρr
Ps|hd|2ρ2
)
λ2 =
(
1− λ1|hd|
2
N ln 2Γd
)
N ln 2Γs
|hs|2 =
⎛⎜⎝1− Gd(
1 +
√
Pr|hr|2ρr
Ps|hd|2ρ2
)
⎞⎟⎠ N ln 2Γs|hs|2
Plugging in these expressions of λ1 and λ2, as well as Eq. Gd = Γr (A I-8) and Eq.
η2Ps|hd|2
N
= Gs − 1 (A I-10) into (A I-4), we prove that ρ1 should satisfy g2(ρ1) = 0, as deﬁned
by (4.13) of Algorithm 4.3. The existence of this power allocation set follows the same steps
as for Appendices 1 and 2. This leads to sub-scheme A(s) and Proposition 4.9. Note that the
power allocation is similar to sub-scheme A(r). We now have to insure the non-negativity of
this solution, in particular η2 ≥ 0 and ρ2 ≥ 0.
On the one hand, we consider the non-negativity constraint on η2. η2 is positive following
sub-scheme A(s) as long as R ≥ R(s)2,B with R(s)2,B = θ log2
(
1 +
ρ1Ps|hs|2
N
)
. If R ≤ R(s)2,B, η2
is relaxed and set to 0. Next, the optimization follows the same steps as for B(n) or B(r), but
with ρr = 1θ¯ . This leads to sub-scheme B
(s) and Proposition 4.8. Note that, following B(s),
ρ2 is positive as long as R ≥ R(s)1,B, with R(s)1,B = RB as deﬁned in Algorithm 4.3. This means
that the relay requires all its power to forward the source data such that the ﬁrst rate constraint
c1 is active. However, if the rate decreases under the threshold R
(s)
1,B, the relay may not need
all its available power and the ﬁrst rate constraint becomes inactive. ρ2 is relaxed and set to
0. Finally, even if the relay consumption is not part of the optimization problem here, we can
nevertheless reduce it to the minimum required, such thatR = R(s)1 (however, c1 is still inactive
in the sense of Lagrangian optimization). Thus, we deduce the expression of ρr < 1/θ¯. The
optimization now leads to sub-scheme D(s) and Proposition 4.6.
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On the other hand and following sub-scheme A(s) again, we consider the non-negativity con-
straint on ρ2 (with η2 > 0). ρ2 is positive following sub-scheme A(s) as long as R ≥ R(s)2,C
with R(s)2,C = θ¯ log2
(
Pr|hr|2
θ¯N
)
− θ¯ log2
⎛⎜⎝ 1(
1 +
ρ1Ps|hd|2
N
)θ/θ¯ − 1(
1 +
ρ1Ps|hs|2
N
)θ/θ¯
⎞⎟⎠ .
If R ≤ R(s)2,C , ρ2 is relaxed and set to 0. This also means that the relay is able to forward
the source data without requiring the beamforming gain between the source and the relay.
Therefore, the ﬁrst rate constraint c1 becomes inactive and λ1 = 0. From Eq. ∂L∂ρ1 = 0 (A I-2)
and Eq. ∂L
∂η2
= 0 (A I-3), we get |hs|
2
1+
ρ1Ps|hs|2
N
= |hd|
2
1+
η2Ps|hd|2
N
, such that η2 = ρ1+ NPs
(
1
|hs|2 − 1|hd|2
)
.
As the second constraint c2 is active, Eq.
η2Ps|hd|2
N
= Gs − 1 (A I-10) is still valid and we get
η2 =
N
Ps|hd|2
(
2R/θ¯(
1+
ρ1Ps|hs|2
N
)θ/θ¯ − 1
)
. By equalizing both expressions of η2, we deduce ρ1. Next,
even if the relay consumption is not considered here, we reduce it to its minimum required
value. The optimization leads to sub-scheme C(s) and Proposition 4.7. Now, following C(s),
η2 is positive as long as R ≥ R(s)1,C , with R(s)1,C = RC as deﬁned in Algorithm 4.3. If the rate
decreases under the threshold R(s)1,C , η2 is relaxed and set to 0, which leads toD
(s) as previously
deﬁned.
So far, depending on non-negativity constraints, we deﬁned two possible sequences of sub-
schemes: (A(s), B(s), D(s)) and (A(s), C(s), D(s)). We now deﬁne how each of them should be
used. First, A(s) is applied when R ≥ max
{
R
(s)
2,B, R
(s)
2,C
}
= R
(s)
2 . If R
(s)
2,C ≤ R(s)2,B, the non-
negativity constraint on η2 is stronger than the constraint on ρ2 and the sequence (A(s), B(s)) is
applied. Otherwise, (A(s), C(s)) is applied. Second, D(s) is such that η2 = 0 and ρ2 = 0. This
sub-scheme is applied as long as R ≤ min
{
R
(s)
1,B, R
(s)
1,C
}
= R
(s)
1 . Thus, if R
(s)
1,B ≤ R(s)1,C , the
sequence (B(s), D(s)) is applied, otherwise (C(s), D(s)) is applied.
Finally, we show that upper and lower rate bounds for applying either B(s) or C(s) are con-
sistent. Considering the source consumption as a function of the source rate, sub-schemes
are continuous. Moreover, η2 and ρ2 are increasing functions of the source rate. Thus, if
R
(s)
1,B ≤ R(s)1,C and sequence (D(s), B(s)) is applied for low source rates, we get ρ2 > 0 for any
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R > R
(s)
1,B. In this case, we necessarily have R > R
(s)
2,C which implies R
(s)
2,C ≤ R(s)2,B. Therefore,
only sequence (A(s), B(s), D(s)) can occur. Similarly, we can show that only (A(s), C(s), D(s))
can occur if R(s)1,B ≥ R(s)1,C . This completes the proof of Algorithm 4.3.
4 Maximal achievable source rate
4.1 R-EE and S-EE achieve higher rates than N-EE
A source rate R is achievable for N-EE (resp. R-EE) as long as there exists a ρ1 satisfying
g1(ρ

1) = 0 (resp. g2(ρ

1) = 0). Recall that g1(0) > 0, g2(0) > 0 and that both functions are
decreasing (see Appendix 1). Since ∀x, g2(x) < g1(x), there exists a range of ρ1 for which
g1(ρ1) > 0 but g2(ρ1) ≤ 0. Therefore, for this range, we can ﬁnd a solution for g2(ρ1) = 0 but
not for g1(ρ1) = 0. The corresponding range of source rates is thus achieved with R-EE, but
not with N-EE. The proof is similar for S-EE.
4.2 Derivation of Rmax with sub-schemes D(s) and C(s)
If sub-scheme D(s) is applied when S-EE goes in outage, the source power constraint is
met, such that (ρ◦1 + η
◦
1)θPs + (ρ
◦
2 + η
◦
2)θ¯Ps = Ps. This leads to ρ
◦
1 =
1
θ
and Rmax =
θ log2
(
1 + Ps|hs|
2
θN
)
.
Similarly, if sub-scheme C(s) is applied when S-EE goes in outage, (ρ‡1 + η
‡
1)θPs + (ρ
‡
2 +
η‡2)θ¯Ps = Ps. Thus,
θρ‡1 + θ¯
(
ρ‡1 +
N
Ps
(
1
|hs|2 −
1
|hd|2
))
= 1
ρ‡1 = 1 +
θ¯N
Ps
(
1
|hd|2 −
1
|hs|2
)
=
N
Ps|hs|2
(
2R
( |hs|2
|hd|2
)θ¯
− 1
)
,
from which we deduce Rmax as in Section 4.3.4.
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4.3 S-EE and R-EE achieve the same maximum rate Rmax
We want to prove that the power allocation of S-EE forR = Rmax corresponds to the allocation
of R-EE at this speciﬁc rate such that both achieve the same maximum rateRmax. Also note that
as long as |hs|2 > |hd|2, the maximum rate achieved by R-EE using C(r) (direct transmission)
is strictly lower to the maximum rate achieved by R-EE using B(r) or A(r). Thus, when R-EE
declares outage, either sub-scheme B(r) or A(r) is applied. Now, we successively consider the
four possible cases for S-EE.
First, assume that A(s) is applied when S-EE goes in outage at R = Rmax. This means that
R ≥ θ log2
(
1 + ρ1Ps|hs|
2
N
)
where ρ1 solves g2(ρ1) = 0. Therefore, R-EE uses A(r) at this
rate and ρ(r)1 = ρ
(s)
1 . Now, note that η
(r)
2 = η
(s)
2 , since both solve the same expression. For
R-EE, ρ(r)2 =
1−ρ(r)1 θ
θ¯
and S-EE declares outage when the source power constraint is met. Thus,
ρ
(r)
2 = ρ
(s)
2 at R = Rmax. Noting that ρ2 and ρr satisfy the same equation in both R-EE and
S-EE (Γr = Gd), we get ρ
(r)
r = ρ
(s)
r = 1/θ¯, which means that the relay constraint is also
achieved and R-EE goes in outage for this same source rate.
Second, assume that B(s) is used when S-EE goes in outage. This means that
R ≤ θ log2
(
1 +
ρ1Ps|hs|2
N
)
where ρ1 solves g2(ρ1) = 0 and that R-EE uses B(r) when outage occurs. Similarly to the
above analysis, we can show that the power allocation of S-EE for R = Rmax corresponds to
the allocation of R-EE at this speciﬁc rate.
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Third, we assume that C(s) is used when S-EE goes in outage. In this case, we have, by
concavity,
Rmax = log2
(
θ
(
1 +
Ps|hs|2
Nθ
)
+ θ¯
|hs|2
|hd|2
)
− θ¯ log2
( |hs|2
|hd|2
)
≥ θ log2
(
1 +
Ps|hs|2
Nθ
)
+ θ¯ log2
( |hs|2
|hd|2
)
− θ¯ log2
( |hs|2
|hd|2
)
= θ log2
(
1 +
Ps|hs|2
Nθ
)
Thus, for all ρ1 ≤ 1θ solving g2(ρ1) = 0, we get Rmax ≥ θ log2
(
1 + ρ1Ps|hs|
2
N
)
such that at
R = Rmax, R-EE uses A(r). Note that S-EE declares outage using C(s) if the source rate is met,
such that η(s)2 =
(
1−ρ(s)1 θ
)
θ¯
. Thus, we can show that the allocation of S-EE is also a solution for
A(r) at this speciﬁc source rate. Similar analysis can be done for D(s).
Thus, for all cases, the power allocation of S-EE for R = Rmax corresponds to the allocation
of R-EE at this speciﬁc rate and both S-EE and R-EE achieve the same maximum rate Rmax.
5 Analysis of scheme G-EE: Continuity and Differentiability
First, we show the continuity of both schemes N-EE and R-EE at R = R(n)max. Note that η1
and η2 solve the same equations for both sub-schemes A(n) and A(r). Then, since the ﬁrst rate
constraint is active, we get g3(ρ1) =
√
Pr|hr|2ρr
Ps|hd|2ρ2 . In A
(n), g3(ρ1) =
|hr|2
|hd|2 , such that ρ

1 and ρ

r of
A(n) are also optimal for A(r). Finally, at R = R(n)max, the source power constraint is met, such
that ρ2 =
(1−ρ1θ)
θ¯
− η2 for both sub-schemes. Therefore, the optimal power allocation set for
A(n) is also optimal for A(r) at this particular rate and schemes N-EE and R-EE are continuous.
Second, note that parameters ρ1, η2, ρ2 and ρr are not differentiable themselves at R = R
(n)
max,
but that the energy of G-EE (the weighted sum of ρ1, η2, ρ2 and ρr) is differentiable. To prove
it, let’s consider the left and right derivatives of G-EE. The left derivative (resp. the right
derivative) corresponds to the derivative of the total energy consumed by N-EE (resp. R-EE)
at R = R(n)max. If both semi-derivatives are equal, then G-EE is differentiable at this source rate.
Let’s write both as functions of ∂ρ1
∂R
, ∂Gs
∂R
and ∂Gd
∂R
. Also note that ∂Gi
∂R
= ln 2
θ¯
Gi − θPs|hs|2θ¯N0
Gi
Γi
∂ρ1
∂R
.
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Let’s consider the left derivative (scheme N-EE). In this case, we have:
∂EN-EE
∂R
= θPs
∂ρ
(n)
1
∂R
+ θ¯Ps
(
∂η
(n)
2
∂R
+
∂ρ
(n)
2
∂R
)
+ θ¯Pr
∂ρ
(n)
r
∂R
= θPs
∂ρ
(n)
1
∂R
+
(
Nθ¯
|hd|2 −
Nθ¯
|hd|2 + |hr|2
)
∂G
(n)
s
∂R
+
Nθ¯
|hd|2 + |hr|2
∂G
(n)
d
∂R
Since the source power constraint is met with equality, the right derivative (scheme R-EE) is
∂ER-EE
∂R
= θ¯Pr
∂ρ
(r)
r
∂R
=
θ¯N
|hr|2
(
Ps|hd|2
N
∂ρ
(r)
2
∂R
+
∂G
(r)
d
∂R
− ∂G
(r)
d
∂R
−
√
Ps|hd|2
N
(√
(Gd −Gs)
ρ2
∂ρ
(r)
2
∂R
+
√
ρ2
(Gd −Gs)
(
∂G
(r)
d
∂R
− ∂G
(r)
d
∂R
)))
Since ∂ρ
(r)
2
∂R
= − θ
θ¯
∂ρ
(r)
1
∂R
− N
Ps|hd|2
∂G
(r)
s
∂R
, then
∂ER-EE
∂R
=
θ¯N
|hr|2
(
Ps|hd|2
N
−
√
Ps|hd|2
N
(Gd −Gs)
ρ2
)
∂ρ
(r)
1
∂R
+
θ¯N
|hr|2
(
1−
√
Ps|hd|2
N
ρ2
(Gd −Gs)
)
∂G
(r)
d
∂R
− θ¯N|hr|2
(
N
Ps|hd|2
(
Ps|hd|2
N
−
√
Ps|hd|2
N
(Gd −Gs)
ρ2
)
+
(
1−
√
Ps|hd|2
N
ρ2
(Gd −Gs)
))
∂G
(r)
s
∂R
Now, recall that both N-EE and R-EE are continuous at this particular rate. Thus, ρ2 =
Pr|hd|2
Ps|hr|2 ρr =
N |hd|2(Gd−Gs)
Ps(|hr|2+|hd|2)2 and the right derivative of G-EE is also such that
∂ER-EE
∂R
=θPs
∂ρ
(r)
1
∂R
+
(
Nθ¯
|hd|2 −
Nθ¯
|hd|2 + |hr|2
)
∂G
(r)
s
∂R
+
Nθ¯
|hd|2 + |hr|2
∂G
(r)
d
∂R
which is similar to the left derivative ∂EN-EE
∂R
. Now, deﬁne the constant C (that may depend on
channel gains or on the source rate) such that ∂ρ
(r)
1
∂R
=
∂ρ
(n)
1
∂R
+ C. We get ∂G
(r)
i
∂R
=
∂G
(n)
i
∂R
−
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C θPs|hi|
2
θ¯N
Gi
Γi
and
∂ER-EE
∂R
=
∂EN-EE
∂R
− CθPs
((
1− |hd|
2
|hd|2 + |hr|2
) |hs|2
|hd|2
Gs
Γs
+
|hd|2
|hd|2 + |hr|2
Gd
Γd
− 1
)
=
∂EN-EE
∂R
− CθPs
(
1 +
|hr|2
|hd|2
)
g1(ρ1)
Since g1(ρ1) = 0, then ∂EN-EE∂R =
∂ER-EE
∂R
at R = R(n)max, which completes the proof.
APPENDIX II
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1 Considered path-loss models
In this paper, we propose to model the path-loss depending on the relay height and base our
model on the WINNER II project [69]. We consider an urban environment where the user
is located outdoor at street level and the base station is clearly above surrounding buildings.
Both the base station and the relay station are ﬁxed. As recommended by 802.16j/m and
3GPP speciﬁcations [151], the relay station establishes a high quality link with the base station
and LOS is assumed for this channel. Since the relay height is allowed to vary from below
to above rooftop, the propagation environment for hr and hs changes notably. However, the
WINNER II project does not provide a continuous model as a function of the relay height. We
will therefore consider the two situations summarized in Table II-1. Furthermore, we assume
that the terminals are sufﬁciently robust against small-scale environment parameters, such as
multipath components.
Tableau-A II-1 Considered WINNER II scenarios
Vicinity Relay Base-station-like Relay
hs B1 (LOS / NLOS) C2 (LOS / NLOS)
hr B5c LOS Free space (FS)
hd C2 (LOS / NLOS)
2 Proof of Probability of Relaying in Eq. (5.18)
The expression of Eq. (5.18) is obtained using geometrical principles. PRTx is equal to the
surface of the REA divided by the surface of the cell. We can reduce the analysis to one cell
sector and rather focus on the surface of REA, where DTx is more energy-efﬁcient than RTx.
We denote L the strait line of equation x = Dmin and C the circle centred at the base station
and of radius RDTx. This is illustrated in Figure II-1.
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First, we focus on the angles ϕ and φ. When
√
3
2
RDTx ≤ 34Rcov, the cell-edge is never limiting
and REA is upper-bound by either L or C (left part of the hexagonal cell sector). This gives
φ = π
6
. Furthermore, if Dmin ≤ cos
(
π
6
)
RDTx, the set of all user positions within the sector
for which x < Dmin is strictly included in the sphere C (0,RDTx). Therefore, REA is upper-
bounded by L only and ϕ = φ. Otherwise, both L and C upper-bound REA and intersect at
(RDTx, ϕ), with ϕ = arccos
(
Dmin
RDTx
)
. Second, when 3
4
Rcov ≤
√
3
2
RDTx (right part of the hexagonal
cell sector), the cell edge can be limiting. We denote X the x-coordinate of the intersection of
C with the cell edge. If Dmin ≤ 34Rcov, as before, REA is upper-bounded by L only and ϕ = φ.
If 3
4
Rcov ≤ Dmin ≤ X, REA is upper-bounded by both L and the cell edge, which gives ϕ = φ.
Finally, if X ≤ Dmin, REA is upper-bounded byL, C and the cell edge, and angles are computed
using geometrical properties. This gives the expressions of ϕ and φ as given in Eq. (5.19).
We can now deduce the surface of REA. To do so, we decompose this surface into elementary
geometrical shapes, whose surface can be easily computed. For θ ∈ [0, ϕ], REA is upper-
bounded by L and its surface reduces to a triangle for this range of angles. For θ ∈ [ϕ, φ], REA
is upper-bounded by C. The related surface here is a portion of sphere. Finally, when φ < π
6
,
REA is upper-bounded by the cell edge for θ ∈ [φ, π
6
]
. This also corresponds to the surface of
a triangle. Using, this decomposition, we get Eq. (5.18).
Figure-A II-1 Illustration of the Relay
Efﬁciency Area for a half cell sector
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1 Proof of Lemma 6.1: Lower-bound for PER
The probability PER is expressed as follows:
PER =
E
(m)
R∫
0
E
(m)
B∫
0
E
(m)
B∫
0
1 (Eb + Er ≤ Ed) f(Ed, Eb, Er)dEddEbdEr (A III-1)
with f(Ed, Eb, Er) the p.d.f. of the energy consumptions Es, Er and Ed.
Among the wide possibilities for lower bounds, we aim at removing the power constraints
which set conditions onEb+Er ≤ Ed. Hence, we decompose PER into elementary probabilities
that discard the triple integral. We get PER = P(1) + P(2) with
P(1) = P
(
Eb + Er ≤ Ed ≤ E(m)R
)
P(2) = P
(
E
(m)
R ≤ Ed ≤ E(m)B ∩ Er ≤ E(m)R ∩ Eb + Er ≤ Ed
)
.
First, we ﬁnd a lower bound for P(1). We have:
P (Eb + Er ≤ Ed) = P
(
Eb + Er ≤ Ed ≤ E(m)R
)
+ P
(
E
(m)
B + E
(m)
R ≤ Ed
)
P
(
Eb ≤ E(m)B ∩ Er ≤ E(m)R
)
(a)
+ P
(
E
(m)
B + E
(m)
R ≤ Ed ∩
(
E
(m)
B ≤ Eb ∪ E(m)R ≤ Er
)
∩ Eb + Er ≤ Ed
)
(b)
+ P
(
E
(m)
R ≤ Ed ≤ E(m)B + E(m)R
)
P
(
Eb + Er ≤ E(m)R
)
(c)
+ P
(
E
(m)
R ≤ Ed ≤ E(m)B + E(m)R ∩ E(m)R ≤ Eb + Er ≤ Ed
)
(d)
Regarding the probabilities of lines (a) and (c), the condition Eb + Er ≤ Ed necessarily holds
given energy constraints and these two probabilities can be readily computed in closed-form.
Second, the probabilities of lines (b) and (d), denoted P(b) and P(d) respectively, can only be
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expressed in integral form, but are respectively upper-bounded by
P(b) ≤ P
(
E
(m)
B + E
(m)
R ≤ Ed ∩
(
E
(m)
B ≤ Es ∪ E(m)R ≤ Er
))
P(d) ≤ P
(
E
(m)
R ≤ Ed ≤ E(m)B + E(m)R ∩ E(m)R ≤ Es + Er ≤ E(m)B + E(m)R
)
Plugging these upper-bounds into the expression for P (Eb + Er ≤ Ed), we obtain the lower-
bound P(1)low given in Eq. (6.9). Next, we have:
P(2) = P
(
E
(m)
R ≤ Ed ≤ E(m)B ∩ Eb + Er ≤ E(m)R
)
+ P
(
E
(m)
R ≤ Eb + Er ≤ Ed ≤ E(m)B ∩ Er ≤ E(m)R
)
Note that the energy Er consumed by BS to transmit data to RS is generally low thanks to
strong channel conditions. Thereby, the probability in second line approaches 0 and P(2) can
be tightly lower-bounded by P(2)low of Eq. (6.10). We now show that Plow = P
(1)
low + P
(2)
low can be
approximated by a closed-form expression. First, Plow, and thus PCR and PCD, are computed
using the cumulative distribution function Φ of the standard normal distribution:
P
(
Ek ≤ E(m)k
)
= Φ
⎛⎝ ln
(
E
(m)
k
)
− μk
σk
⎞⎠ (A III-2)
where μk and σk are given in Eq. (6.6). Even if Φ is written as an integral, it is widely available
in scientiﬁc tools through well-known tables, such that its computation does not imply much
complexity and can be considered as closed-form. In addition, Plow requires the computation
of P
(
Eb + Er ≤ E(m)B + E(m)R
)
and P (Eb + Er ≤ Ed) = P
(
E
(0)
b
sd
sb
+ E
(0)
r
sd
sr
≤ E(0)d
)
, both
of which involve the sum of two log-normal random variables. Such distributions do not have a
closed-form expression, but have been extensively explored in the literature [152, 153]. In this
work, we consider the Fenton-Wilkinson approach and approximate these sum distributions
by log-normal random variables. Eb + Er is approximated by Eb+r ∼ logN
(
μb+r, σ
2
b+r
)
,
where μb+r and σ2b+r are computed as given in [153, Eq. (9-12)]. Similar computation can be
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performed for E(0)b
sd
sb
+ E
(0)
r
sd
sr
, taking into account the correlation coefﬁcient between E(0)b
sd
sb
and E(0)r sdsr .
Consequently, using the Fenton-Wilkinson approach, we have decomposed Plow(x, y) into el-
ementary probabilities that can be computed in closed-form using Eq. (A III-2), thus avoiding
the computation of a triple integral for each possible user location M(x, y) within the cell.
2 Proof of Lemma 6.2: Bound for PERE(Eb+r | CER)
Here, we use the decomposition for Plow that has been proposed in Lemma 6.1:
PERE [Eb+r | CER] ≤ E1 + E2
with E1 = P(1)E
[
Eb+r |Eb + Er ≤ Ed ≤ E(m)R
]
and E2 = P(2)E
[
Eb+r |E(m)R ≤ Ed ≤ E(m)B ∩ Eb + Er ≤ E(m)R
]
= g(b+ r,E
(m)
R )P
(2) ≥ g(b+ r,E(m)R )P(2)low
where g is given by Eq. (6.15). With regards to E1, we come back the integral form. Denoting
fk the probability density function of Ek, we get:
E1 =
E
(m)
R∫
0
Ed∫
0
(Es + Er) fs+r (Es + Er) fd (Ed) d(Es+ Er)dEd

E
(m)
R∫
0
exp
(
μs+r +
σ2s+r
2
)
Φ
(
−σs+r + ln (Ed)− μs+r
σs+r
)
fd (Ed) dEd
= exp
(
μs+r +
σ2s+r
2
)
P
(
exp
(
σ2s+r
)
(Eb + Er) ≤ Ed ≤ E(m)R
)
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