Multivariate volatility modeling and forecasting are crucial in financial economics. This paper develops a copula-based approach to model and forecast realized volatility matrices. The proposed copula-based time series models can capture the hidden dependence structure of realized volatility matrices. Also, this approach can automatically guarantee the positive definiteness of the forecasts through either Cholesky decomposition or matrix logarithm transformation. In this paper we consider both multivariate and bivariate copulas; the types of copulas include Student's t, Clayton and Gumbel copulas. In an empirical application, we find that for one-day ahead volatility matrix forecasting, these copula-based models can achieve significant performance both in terms of statistical precision as well as creating economically mean-variance efficient portfolio. Among the copulas we considered, the multivariate-t copula performs better in statistical precision, while bivariate-t copula has better economical performance.
Introduction
Volatility estimation and forecast for financial market have significant importance in the fields such as portfolio allocation, risk management and asset pricing, etc. With the high-frequency data available, different approaches of nonparametric estimations of the volatility become very popular. The estimators of univariate integrated volatility include two-scale (Zhang et al., 2005) and multi-scale estimators (Zhang et al., 2006) , realized kernel volatility (Barndorff-Nielsen et al., 2008) and pre-averaging approach (Jacod et al., 2009; Christensen et al., 2010) . Also, Barndorff-Nielsen and Shephard (2004) implemented the estimation of volatility matrix for the multivariate case. Other volatility matrix estimators, such as realized co-range (Bannouh et al., 2009) , realized kernel volatility matrix (Barndorff-Nielsen et al., 2011) , multi-scale realized covariance (Zhang, 2011) are also becoming increasingly popular.
With the estimation of volatility available, different time series models can be applied to the series of realized volatilities. For the univariate case, the fractionally integrated ARMA (ARFIMA) (Andersen et al., 2003) and the heterogeneous autoregressive (HAR) model (Corsi, 2009 ) perform very well in empirical applications, both of which can capture the long-memory dependence in realized volatility while retain parsimony. For the multivariate case, problem rises of how to guarantee positive-definite forecasts of a realized volatility matrix. The multivariate modeling approach includes the Wishart Autoregressive (WAR) (Gouriéroux et al., 2009) and Conditional Autoregressive Wishart (CAW) (Golosnoy et al., 2012) . Vector ARFIMA (VARFIMA) (Chiriac and Voev, 2011) is another approach which is based on the Cholesky decomposition of the realized volatility matrix. Bauer and Vorkink (2011) transformed the realized covariance matrix using matrix logarithm function and then modeled the dynamics of log-volatility matrix with a latent factor model.
Both Cholesky decomposition and matrix logarithm transformation are commonly used tools to ensure the positive definiteness of the realized volatility matrix. However, the existing models based on these methods overlook the nonlinear correlation and dependence structure such as asymmetry and tail dependence between the elements, which are partly caused by the nature of the transformation. For example, each element of Cholesky factors depends in a nonlinear way on the corresponding realized volatility and all Cholesky elements from previous row. Among the models to capture dependence structure, copula is one of the popular methods that can model the dependence characteristics of nonlinear time series. Ibragimov and Lentzas (2008) showed that Clayton copula-based time series models can exhibit long memory properties. Therefore, copula is potentially a good method to model the realized volatility. Sokolinskiy and van Dijk (2011) proposed an approach based on bivariate copula to model the volatility in the univariate case. See also Simard et al. (2015) . For the multivariate case, Brechmann et al. (2016) proposed a dynamic framework for modeling and forecasting realized covariance matrices using vine copulas. This vine-copula approach is still based on bivariate copulas to connect residuals of the univariate models for each element of the Cholesky factors. In this paper, we propose a multivariate copula-based approach for modeling and forecasting the realized volatility matrix, which can be considered as an extension of the bivariate copula approach.
Our proposed approach can be generally described as follows. We first decompose the realized volatility matrices into Cholesky factors, and then utilize two methods to construct the multivariate copula: (1) we decompose the joint distribution of current Cholesky factors and their first lags into their marginal distributions and a multivariate copula function; (2) we decompose the joint distribution of the single element of current Cholesky factors and the first lags of the whole current Cholesky factors into their marginal distributions and a multivariate copula function. In addition, in order to compare the performance, we apply bivariate copulas to model each component of the Cholesky factors and also propose a copula-HAR combined model according to the dependency structure of empirical data. Same copula models are also applied to the log volatilities, another way to guarantee the positive-definiteness of the volatility matrix. To evaluate the performance of our model in practice, we compare the one-day ahead realized volatility matrix forecasts. We find that the multivariate copula-based approach can achieve statistical significance while bivariate copula-based approach can achieve economic significance.
The rest of the paper is structured as follows. In section 2 we introduce the realized volatility matrix and describe the details of our modeling and forecasting procedures. Section 3 presents the out-of-sample empirical results of our models both in terms of statistical precision and economical performance. Section 4 concludes the whole paper.
Modeling and Forecasting Realized Volatility Matrix

Realized Volatility Matrix
Suppose that S(t) = (S 1 (t), . . . , S p (t)) T represents the prices of p financial assets, which can be stated as follows:
where µ t is a p−dimensional drift vector, B t is a p−dimensional standard Brownian motion and σ t is a p × p matrix. Empirical results indicate that high-frequency data are suffered from microstructure noise (Zhang et al., 2005) . It is common to assume the observed log prices Y(t) are contaminated by the microstructure noise, i.e.,
where (t) is i.i.d noise around the true prices and independent of log S(t).
Let γ(t) = σ T t σ t be the spot volatility matrix of log S(t). We are interested in the daily integrated volatility matrix, which is defined as follows: for day t,
The integrated volatility matrix can be estimated with consistency using realized volatility based on high-frequency intra-day prices. Suppose we divide each trading day into M intra-day periods, we define different time points as 0 = τ 0 < τ 1 < τ 2 < . . . < τ M = 1, then the j-th intra-day return for the t-th day can be calculated as
When the sampling frequency is not super high, Barndorff-Nielsen and Shephard (2004) defined the realized covariation matrix which is a consistent estimator of Γ t as
The realized covariance matrix are symmetric by construction and for p < M , positive definite almost surely. It can be further modified by reducing the microstructure noise (Zhang et al., 2005 (Zhang et al., , 2006 Jacod et al., 2009) , taking nonsynchronicity (Hayashi et al., 2005; Voev and Lunde, 2007; Barndorff-Nielsen et al., 2011) and jumps (Christensen et al., 2010; Boudt et al., 2012) into account. In this paper, the realized volatility matrices are constructed by sampling from subgrids and taking the average, which is referred as the one-scale estimator in Zhang et al. (2005) . This estimator is more robust than Eq.
(1) to the market microstructure noise, and the non-synchronicity is mild under the chosen frequency (Chiriac and Voev, 2011) . One can also apply other integrated volatility estimator to our proposed methods stated below.
Modeling and Forecasting Realized Volatility Matrix Using Copula
Appendix A.1 includes an introduction about copula theory. In this section, our primary goal is to build the dependence structure between consecutive observations of the integrated volatility matrix. The copula-based models have a conventional assumption that Γ t is a Markov process (Sokolinskiy and van Dijk, 2011; Simard et al., 2015) . Thus we focus on the joint distribution of Γ t−1 and Γ t .
To guarantee the positive definiteness of the volatility matrix forecasts, we consider two methods. The first method is to apply Cholesky decomposition to Γ t , that is, there exists a matrix P t such that P T t P t = Γ t . Let X t = vech(P t ) which consists of the upper triangular components of copula models to Γ t , we will model X t . Another way to guarantee the positive definiteness is through matrix logarithm transformation. We employ this method and model the dynamics of the so-called log volatilities. Specifically, let A t = logm( Γ t ), then A t is a real, symmetric matrix, and the matrix exponential transformation performs a power series expansion, which will result in a real, semi-positive definite matrix Γ t , that is,
Denote a t = vech(A t ), we will also apply the copula models to the log-volatility series a t .
To construct copulas to model X t process, we propose the following four methods 1 .
by using which we can directly forecast X t+1 . This approach allows us to model and forecast the entire matrix P t by just using one multivariate copula.
Multivariate Copula Approach 2. Fit a (m+1)-dimensional multivariate copula C on (X t−1 , X j,t ) which allows us to get a directly forecast of X j,t+1 . By repeating this procedure for j = 1, . . . , m, we can get a forecast for X t+1 . This approach can model and forecast each element of the matrix P t individually.
Bivariate Copula Approach. Fit a bivariate copula C on (X j,t−1 , X j,t ). By repeating this procedure for j = 1, . . . , m, we can get a forecast for X t+1 . This approach use less information from day t − 1, and simply decompose X t as m univariate time series.
Copula-HAR Approach. Copula-based realized volatility model may outperform HAR (Sokolinskiy and van Dijk, 2011). Empirical findings suggest correlations between the variances are higher than between the covariances in financial market. Therefore for the Cholesky decomposition matrix P t , we propose a combined approach: model the diagonal part with bivariate copulas, while model the covariances with HAR, and then obtain the forecast for X t+1 .
The modeling and forecasting procedure of using bivariate copulas can be found in Sokolinskiy and van Dijk (2011). For the multivariate case, without loss of generality, here we only present the procedure for the multivariate copula approach 1. This modeling process is developed from Rémillard et al. (2012) and Simard et al. (2015) . Assume that X is Markovian, and (X t−1 ,X t ) has continuous marginal distribution F and joint distribution H. Let copula Q(u) = C(u, 1), where 1 is a m-dimensional unit vector and q represents its density, and U t = F(X t ), then by Eq. (5) in
This modeling process requires the estimation of the marginal distribution of X t . To avoid the misspecification, we estimate this marginal distribution F nonparametrically by using the empirical distribution function. Specifically, the estimate is defined as F = ( F 1 , . . . , F m ), and
where T denotes the sample size.
With the above modeling process, we can continue the forecasting procedure as follows. Suppose we have observations X 1 , . . . , X T and set X T = y, then the one-day ahead forecast of X T +1 can be obtained by
(3) and (4).
2. Set u = F(y), simulate B realizations of the v (i) = F(X T +1 ) from the fitted conditional copula C v|u (v|u), i = 1, 2, .., B.
3. Use the inverse empirical distribution to transform each of the B realizations into values of
Then a positive-definite realized volatility matrix forecast Γ T +1|T can be obtained by
We can apply the same procedure to forecast a T +1 , and obtain Γ T +1|T by matrix exponential transformation of a T +1|T using Eq. (2).
Models for Comparison
To evaluate the performance of our copula-based models, we employ the following three popular models as benchmarks.
Heterogeneous Autoregressive (HAR) Model (Corsi, 2009 ). The HAR model suggested an AR-type model with the feature of considering volatilities averaged over different time horizons.
Specifically, the series of each Cholesky element X j,t can be modeled as
l=0 X j,t−1−l , and t,j is i.i.d Gaussian with mean 0 and variance σ 2 . The coefficients can be easily estimated by OLS.
Vector ARFIMA (VARFIMA) Model (Chiriac and Voev, 2011) . A VARFIMA(1, d, 1) model will be used later in our empirical study as one of the benchmarks. It has the form
where c is an m × 1 vector of constraints and D(L) = (1 − L) d I m , φ and θ are scalars and L is a lag operator with L · X t = X t−1 . This equation with restrictions on the AR, MA and fractionally integration operators can keep the estimation parsimonious. To fit this VARFIMA model, we use an extended version of approximate maximum likelihood approach proposed by Beran (1995) . This estimation can effectively minimizes the residual sum of squares by avoiding the estimation of the m × m matrix Σ. In practice the mean vector c is set to be the sample mean of X t . Forecasts can be obtained by the VMA(∞) and VAR(∞) representations (Chiriac and Voev, 2011; Lütkepohl, 2005) .
Dynamic Conditional Correlation (DCC) Model (Engle, 2002) . If we let r t be a n × 1 vector of log daily returns with n being the number of assets, then process r t can be written as
H t is the volatility matrix we are interested in. If the conditional mean of daily return is assumed to be constant i.e. E(r t |F t−1 ) = µ, the DCC-GARCH can estimate the models on the demeaned series of daily returns. Specifically, the model is defined as
process for i = 1, . . . , n. The dynamic correlation matrix is expressed as
and Q is the unconditional covariance of u t . In terms of implementation of estimating and forecasting procedure of DCC-GARCH, we use the rmgarch package in R.
Empirical Study
In this section, we will present an empirical application of our copula-based approaches for modeling and forecasting the realized volatility matrix. Models are fitted on the Cholesky factors X t and log-volatilities a t . We consider the following copula models:
• Multivariate copula-based models
-Multivariate Clayton copula (CL-2) fit on (X t−1 , X j,t ), j = 1, . . . , m
• Bivariate copula-based models -Bivariate Student's t copula (Entry-T) fit on (X j,t−1 , X j,t ), j = 1, . . . , m -Bivariate Gumbel copula (Entry-GB) fit on (X j,t−1 , X j,t ), j = 1, . . . , m -Bivariate Clayton copula (Entry-CL) fit on (X j,t−1 , X j,t ), j = 1, . . . , m
• Bivariate copulas combined with HAR -Student's t copula with HAR (T-HAR)
-Gumbel copula with HAR (Gb-HAR)
-Clayton copula with HAR (Cl-HAR)
Data
The data we use is obtained from Journal of Applied Econometrics Data Archive, and consists of tick-by-tick bid and ask quotes on stocks from NYSE. It contains the intra-day prices from 9: For each day, 78 intraday returns can be obtained by sampling every 5 minutes. By Eq. (1), realized volatility matrix can be constructed by using these 5-minute returns. The estimator is further refined by a subsampling procedure by constructing 30 equal-spaced subgrids and computing the realized volatility matrix on each subgrid and taking the average. This estimator can help to reduce the effects from microstructure noise and non-synchronicity. We build models on both the Cholesky decomposition factors X t and log-volatilities a t , whose summary statistics can be found in tables 4 and 5 in the Appendix A.2. The Cholesky factors exhibit the same characteristics as the realized volatility matrix elements, i.e., right skewed and leptokurtic. Also, the estimated Hurst Exponents in the tables indicate the long memory of the decomposed series.
With T = 2156, we assess the performance of different models from an out-of-sample forecasting perspective. We choose a moving window of 1508 days (i.e., 6 years), with the first moving window from January 1, 2000 to December 31, 2005. All models are re-estimated for each day in the moving windows and the corresponding one-day ahead forecast of realized volatility matrix are calculated.
Performance Evaluation
To evaluate the precision of statistical forecasting, we employ the root mean squared error (RMSE) criterion based on the Frobenius norm of matrix. Denote Γ t+1|t is the realized volatility forecast, and Γ t+1|t is the real realized volatility, then we have
To assess the economic value of volatility forecasts, we evaluate the portfolio optimization strategy proposed by Markowitz (1952) . For a risk-averse investor with suitable utility function (for example second-degree polynomial or logarithmic), the portfolio optimization is equivalent to find the asset weights which minimizes the portfolio volatility σ t for a given expected return µ p .
The optimal portfolio is given by solving the following quadratic problem
where ω t+1|t is the n × 1 vector of portfolio weights chosen at t for the period from t to t + 1, is an n × 1 vector of ones, and r t:t+1 is the ex-post portfolio return. By repeating this optimization for several levels of daily returns, we can compute different r p t+1|t = ω t+1|t r t:t+1 and σ p t+1|t = ω t+1|t Γ t+1|t ω t+1|t . Then by averaging the minimal portfolio variance over all t, we obtain expost efficient frontiers for every forecasting model.
More specifically, for a particular expected return µ p , we will find the point (r p t+1|t , σ p t+1|t ),
which is corresponding to the global minimum variance portfolio (GMVP). This optimization problem can be solved for different levels of µ p , thus given us an efficient frontier for each forecasting model. The efficient frontiers represent the best mean-variance trade-off portfolio that can be achieved by using the forecasts of different models. We also calculate the ideal efficient frontier by using the "oracle" forecast, i.e., Γ t+1|t = Γ t+1|t .
In addition, we apply the Model Confidence Set (MCS) methodology to further evaluate the models. MCS is a set of models which contains the best model given a level of confidence. To obtain MCS, we start with the full set of candidate models M 0 = {1, .., m 0 }, where m 0 is the total number of models. For all models in the set, a loss differential between models will be computed based upon a loss function L, i.e., for t = 1, 2, . . . , T and model i and j, d ij,t = L it − L jt . We conduct the hypothesis H 0 : E[d ij ] = 0 for all i, j ∈ M, and the test statistic is a range statistic which can be calculated as
where var(d ij ) is obtained from a block-bootstrap procedure. If H 0 is rejected at a given significance level α, the worst model is then removed from the set. This procedure will be repeated until no model to be removed from the set. This MCS method allows us to compare models without benchmarks.
In our evaluation of statistical precision, we will use the Stein Loss function (James and Stein, 1961) 
which is also called as multivariate quasi likelihood (MVQLIKE). According to Laurent et al. (2013) , Stein Loss is consistent in the sense that (1) it can preserve the true ranking of the covariance models and (2) it punishes more heavily on underpredictions. For economic comparison, we will use MCS to select the set of models which contains the one with the smallest standard deviation at 5% confidence level.
Out-of-Sample Forecasting Results -Statistical Evaluation
We first report the out-of-sample forecasting RMSEs for 648 days in table 1, from which we can find that HAR has the smallest RMSE among all models then followed by VARMIFA , T-HAR, Gb-HAR and two multivariate-t copulas models. Under 5% level of confidence, HAR, VARFIMA and T-1, T-2 all belong to the MCS by using Stein loss function. This indicates that the multivariate copula-based models can obtain statistical significance. This conclusion holds for both Cholesky factors and log-volatilities. In addition we notice that the matrix logarithm transformation in general will give a higher RMSE than the Cholesky decomposition method. This is potentially caused by the procedure of retransformation forecasts of Γ t , which will be naturally biased by Jensen's inequality.
We then focus on the bivariate copula combined with HAR modeling approach. The Cholesky matrix is labeled as below (the log-volatility matrix is labeled in the same way): To check the correlation patterns, we compute the rank correlation coefficient for the (X t−1 , X t )
and (a t−1 , a t ). The correlation matrices are shown in the figure 1 below.
There exists a clear higher dependence between the diagonal entries of Cholesky factors and log-volatility matrices (i.e., nodes 1, 3, 6, 10, 15, and 21), which is visualized by the corresponding cells being darker. This pattern supports the phenomenon that correlations between the variances are larger than those between the covariances. Compared with the original bivariate copula models, the RMSEs of the HAR combined models are reduced due to the HAR component. Among these three combined models, the T-HAR model outperforms the other two for Cholesky factors, which suggests that an equal positive tail dependence structure for the diagonal part of Cholesky factors may help to obtain accurate forecasts. For the log-volatility, the Gb-HAR has the smallest RMSE, which suggests that a positive upper tail dependence structure for the diagonal part of log-volatility matrix may be helpful for getting more precise forecasts. Table 2 contains the average of the realized conditional standard deviation of the global minimum variance portfolio (GMVP). We use the MCS methodology to select the set of models which contains the model with the smallest standard deviation at the 5% confidence level. For the 13 models we discussed in the paper, the economic evaluation results are very similar to the model forecast RMSEs, that is, HAR, VARFIMA, T-HAR, Gb-HAR, T-1 and T-2 models are the ones with the smallest standard deviations for both Cholesky factors and log-volatilities.
Out-of-Sample Forecasting Results -Economic Evaluation
Under the Cholesky decomposition method, HAR, T-HAR and Gb-HAR models belong to the 5% MCS, while only HAR and VARFIMA are selected to the 5% MCS by using the matrix logarithm transformation.
We further look at the efficient frontiers of the models, with the results of the Cholesky factors and log-volatilities given in figures 2 and 3 (in Appendix A.2), respectively. Obviously, the oracle forecast leads to the best mean-variance trade-off. Among the 13 models we discussed, the benchmarks HAR and VARFIMA have the best efficient frontiers, T-1, T-2, T-HAR, Gb-HAR are the second best models, Cl-HAR, Entry-GB and Entry-T are the third best, while DCC, Entry-Cl, and
Cl-1, Cl-2 have the worst performance. Economic evaluation is indeed a different criteria than RMSE that can help us to evaluate the copula models. Under different evaluation criterion, the copula-based forecasting models can always achieve certain significance results, such as the T-HAR and Gb-HAR models for the Cholesky factors.
Discussion: about Moving Window Size
In order to test the sensitivity of the moving window size, we repeat our analysis by using a different moving window of 1000 days, with the results summarized in table 3. In this case, the data are split into an in-sample with 1000 days and out-of-sample with 1156 days. By reducing the moving window size to 1000 days, there is an overall decrease of the RMSEs and standard deviations of GMVP. This is potentially because that we now have a larger portion of good forecasting results in the out-of-sample forecasting period. When the dates are away from
year 2008, the market has a good economic condition, and thus the volatilities are stable and have relative small values. As a result, the corresponding forecasting errors will be smaller. Other than that, table 3 shows a similar pattern as the results with moving window size = 1508 days.
Conclusion
In this paper, we proposed a copula-based approach to model the dynamics of realized volatility matrices, and forecast their future values. The models can explicitly capture the hidden dependence structure of the realized volatility matrix. To guarantee the positive definiteness of the volatility matrix forecasts, the volatility matrices are decomposed into Cholesky factors or transformed through matrix logarithm. After the decomposition/transformation, they are further modeled by different multivariate and bivariate copulas.
In an empirical application, we evaluated the forecasting results not only in terms of statistical comparison, but also in terms of improving the performance of mean-variance efficient portfolios.
Our copula-based models can be selected in the model confidence sets and thus achieve the significance. In addition, we compared the results under different window sizes. Although the exact numbers may differ, the patterns among models keep the same for different window sizes.
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A Appendix
A.1 The Copula Theory
In this appendix we introduce some basic knowledge about copulas, where more details can be found in Nelsen (2007) . More specifically, consider a random vector (X 1 , X 2 , . . . , X d ), if the marginal distribution
is uniformly distributed. The copula of (X 1 , X 2 , . . . , X d ) is then defined as the joint cumulative distribution function of (U 1 , U 2 , . . . , U d ). For any u = (u 1 , . . . , u d ) ∈ [0, 1] d ,
Sklar's theorem provides the theoretical foundation for most statistics applications of copulas.
Theorem 1. (Sklar's Theorem, 1959) Let H be a d-dimensional distribution function with margins F 1 ,. . . ,F d . Then there exists a d-dimensional copula C such that for all (x 1 , . . . ,
Followed by the Sklar's Theorem, assuming the marginal density f j of F j exists for each j = 1, . . . , d, then the joint density of (X 1 , . . . , X d ) is given by
where c(·) = ∂ d C(·) ∂u 1 ...∂u d is the density of copula function C. Let d = d 1 + d 2 , then the conditional density of (X d 1 +d 2 , X d 1 +d 2 −1 , . . . , X d 1 +1 ) given (X 1 , . . . , X d 1 ) is given by F d 1 (x d 1 ) ) .
This representation shows that we can separate the dependence structure from the marginal distribution. By choosing different copulas, we imply different dependence structure for the volatility.
While there exists a wide range of bivariate parametric copulas available to choose (Nelsen, 2007) , the types of multivariate copulas are limited. For bivariate case, we have elliptical copulas including Gaussian and Student's t copulas, and Archimedean copulas such as Clayton, Gumbel copulas. The multivariate extensions commonly used in practice are Student's t and Clayton copula. Different bivariate copulas can be compared by different tail dependence structures. Gaussian copula is tail independent while Student's t has symmetric lower and upper tail dependence. Clayton copula has zero upper tail dependence and positive lower tail dependence while Gumbel copula has zero lower tail dependence and positive upper tail dependence.
We now introduce conditional copula, which is crucial for our modeling and forecasting procedure (Patton, 2006) . Suppose X is a d 1 -dimensional random vector with marginal distribution H 1 = (F 1 , . . . , F d 1 ) and set U = H 1 (X) = (F 1 (X 1 ), . . . , F d 1 (X d 1 )); Y is a d 2 -dimensional random vector with marginal distribution H 2 = (F d 1 +1 , . . . , F d 1 +d 2 ); denote V = H 2 (Y) = (F d 1 +1 (Y 1 ), . . . , F d 1 +d 2 (Y d 2 )), and the joint distribution of (X, Y) as H with density h. The conditional distribution of Y|X can be obtained as follows:
with density c V|U (v|u) = c U,V (u,v) c U (u) and c U is the density of the copula C U (u) = C U,V (u, 1, . . . , 1). 
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