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Resume { Ce papier presente une methode de classication d'objets non supervisee a l'aide du formalisme de Dempster Shafer,
classication basee sur la fusion de donnees numeriques de type dierent ou provenant de sources dierentes. Pour un attribut
donne de l'objet, on ne dispose d'aucune information sur la caracterisation des classes ainsi que du nombre de classes a priori,
mais l'on dispose d'un grand nombre de mesures non classees. Une premiere classication est faite pour chaque attribut, et a
chaque classe on associe la conance (masse d'evidence) pour que l'objet considere appartienne eectivement a cette classe. En
realisant une extension des distributions de masses aux espaces de discernement associes aux dierents attributs, on peut faire
une fusion des informations pour obtenir une classication nale tenant compte de tous les attributs.
Abstract { This paper presents a method of non supervised classication based on the numerical data fusion with the Dempster
Shafer's formalism. For a particular attribut of an object, there is no information about the classes. A rst classication is done
for each attribut, and for each class a condence (mass of evidence) is associated. Then, an extension of these distributions of
mass to the combination of the frames of discernment is made for the dierent attributs. After that, a Dempster's combination
of these new distributions can be made in order to get a classication taking into account all the attributs of the objects.
1 Position du probleme
Il s'agit de donner un avis sur l'appartenance d'un objet
O a une classe C particuliere, c'est a dire de quantier la
conance que l'on peut avoir sur l'appartenance de cet ob-
jet a la classe consideree en prenant en compte la mesure
des dierents attributs de cet objet. Dans cet article, on
dispose de deux observations de cet objet correspondant
soit a deux attributs numeriques dierents, soit deux me-
sures dierentes du me^me attribut numerique (par deux
capteurs dierents par exemple). La methode peut e^tre
etendue a un nombre plus important d'attributs. Dans de
nombreux cas, la decision est generalement prise a par-
tir de seuils denis sur l'histogramme des mesures [1] ou
sur des parametres tels que la distance, la similarite ou
autres [2]. Souvent, la conance dans la decision n'est pas
modelisee. Quand elle l'est, c'est par une probabilite, une
possibilite, ou une mesure d'evidence [3].
Cette etude est basee sur les travaux de A. Dromigny [4],
ou chacune des classes est modelisee dans l'histogramme
par une Gaussienne. Dans le cadre des travaux presentes
ici, la conance sur l'appartenance de l'objet aux die-
rentes classes est modelisee par une distribution de masse
d'evidence [5].
Pour realiser la classication pour chaque attribut, on
dispose d'observations similaires de nombreux objets pour
lesquels on n'a aucune information concernant leur classe.
Il s'agit donc bien de classication non supervisee.
Les dierentes classes possibles C
i
sont inconnues, c'est
a dire qu'on ne connait ni leur nombre, ni leur caracteri-
sation en fonction des attributs qui sont mesures. On sup-
pose que ces derniers sont judicieusement choisis, c'est a
dire qu'ils apportent de l'information sur au moins quelques
unes des classes possibles. Les informations peuvent e^tre
complementaires et/ou redondantes.
Pour illustrer la methode, on prendra l'exemple de deux
images dont les modalites d'observation sont dierentes.
Les objets a classer sont les pixels et les attributs nume-
riques utilises sont les niveaux de gris. Il s'agit de faire la
segmentation de l'image en ne prenant en compte que les
niveaux de gris, et donc pas leur position dans l'image.
Cette methode peut e^tre generalisee pour d'autres attri-
buts de type dierents, ou me^me d'autres objets.
2 Classication par rapport a un
attribut
Un premiere classication des objets est realisee pour
chaque attribut. L'objectif est de determiner les classes
C
i
auxquelles peuvent appartenir les objets et denir la
conance que l'on peut avoir sur l'appartenance d'un ob-
jet a ces classes. La conance est modelisee par une dis-
tribution de masse pour chaque valeur de l'attribut. La
methode utilisee est largement presentee dans [6], on en
rappelle ici les grands principes.
On dispose d'un ensemble de mesures de l'attribut x
prenant des valeurs dans 

x
= [x
min
; x
max
] sur les dif-
ferents objets observes O, et donc de l'histogramme h(x)
de ces mesures sur cet espace de denition. La gure 1
represente une image originale formee de 5 classes dont
deux sont tres proches en terme de niveau de gris, et son
histogramme.
Un capteur ne peut e^tre parfait, on denit donc son
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Fig. 1: Image originale et son histogramme
erreur de precision  par l'intervalle de precision associe
a la valeur de mesure x : I
x
= [x  ; x+ ]. Cela signie
que si l'on mesure x, la vraie valeur de l'attribut se situe
dans I
x
.
La premiere phase de la methode consiste a calculer
l'histogramme des intervalles de precision I
x
en denissant
h(I
x
) =
P
x2I
x
h(x). La gure 2 represente l'histogramme
de ses intervalles de precision pour  = 4. On voit claire-
ment que, compte tenu de l'imprecision des mesures, on
ne pourra discerner que 4 classes.
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Fig. 2: Histogramme des intervalles de precision
On determine donc les classes C
i
denies par un inter-
valle I
C
i
sur 

x
en cherchant les minima de l'histogramme
qui correspondent aux bornes des classes. Quand un mi-
nimum entre deux classes C
i
et C
j
est trouve, on memo-
rise la valeur de l'histogramme h(I
x
), puis on cree une
nouvelle classe composee C
i;j
= C
i
[ C
j
qui est denie
par l'intervale I
C
i;j
. Il est a noter qu'a la n de la de-
composition I
C
i;j
6= I
C
i
[ I
C
j
. L'ensemble 

C
des classes
ainsi obtenues correspond a l'espace de discernement, et
F = fC
i;j
g  2


C
est l'ensemble des classes (composees et
singleton). Dans l'exemple propose, on trouve les classes
presentees dans le tableau 1.
A la n de la decomposition, a chaque valeur de x cor-
respond un ensemble de classes F
x
= fC
x
i
g qui forme les
Tab. 1: Classes de l'exemple
Classe Intervalle h(I
x
) max h(I
x
) min
C
1
[88; 128] 69 11
C
2
[58; 87] 58 11
C
3
[26; 55] 53 14
C
4
[1; 25] 51 14
C
3;4
[1; 56] 14 7
C
1;2
[57; 128] 11 7
C
1;2;3;4
[1; 128] 7 0
elements focaux de la distribution de masse m
x
associee a
la valeur x telles que I
x
1
 I
x
2
 :::  I
x
n
. La masse m
x
(C
i
)
associee a chacune de ces classes C
i
est proportionnelle a
la dierence entre les valeurs minimum et maximum de
l'histogramme h(I
x
) dans l'intervalle I
C
i
.
Sur la gure 3, on voit sur le premier graphe les dis-
tributions de masse sur les 4 classes singleton et sur le
deuxieme graphe, celles sur les classes composees.
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Fig. 3: Distribution de masses des classes singleton et des
classes composees
Pour une mesure x faite sur l'objet O, on obtient une
distributionm
x
denie sur F . On peut aecter a l'objet O
la classe ayant le maximum de plausibilite, par exemple.
Cette classication est faite pour chaque attribut de l'ob-
jet O. On a represente sur la gure 4 le resutat de la
classication. Les pixels blancs sont ceux dont la classe
ayant la plausibilite maximale est une classe composee.
3 Mise en correspondance
On dispose maintenant de deux sources d'information.
Par la methode presentee ci-dessus, on obtient deux es-
paces de discernement 

1
C
et 

2
C
.
3.1 Methode classique
Quand on veut combiner deux distributions de masses
m
1
et m
2
denies sur des espaces de discernement die-
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Fig. 4: Classication des pixels
rents 

1
C
et 

2
C
, il faut d'abord faire leur extension sur


1;2
C
= 

1
C
 

2
C
, an qu'elles aient me^me espace de dis-
cernement. Par exemple, la masse etendue de l'hypothese
C
i
2 

1
C
est m
1;2
(C
1
i
;

2
C
) = m
1
(C
1
i
).
Cette methode a l'inconvenient majeur d'accentuer l'ex-
plosion combinatoire qui est deja le point faible de la theo-
rie de Dempster Shafer.
3.2 Simplication de 

i
C
Pour chaque attribut x, certaines classes composees peuvent
n'e^tre element focal d'aucune des distributions de masse
m
x
pour tous les x 2 

x
. Ils peuvent donc elimines. Dans
l'exemple donne ci-dessus, quelque soit x,m
x
(C
1
; C
3
) = 0.
La classe composee C
1
; C
3
n'est element focal d'aucune
distribution de masse.
3.3 Methode de resolution
Si les informations obtenues par les deux sources sont
eectivement discriminantes, il est fort probable que cer-
taines classes C
1;2
i
de 

1;2
C
telles qu'elles ont ete denies
precedemment ne correspondent a aucun objet, elles n'ont
pas de realite physique. Il faut alors les eliminer ce qui per-
met d'alleger le processus de combinaison. Ceci est realise
a l'aide de la matrice de correspondance M.
A l'aide de tous les objets O, on construit la matrice de
correspondance M qui permet de denir les liens entre les
classes C
1;2
k
= (C
x
1
i
; C
x
2
j
) en mettant un 1 dans M(i; j),
ce qui indique que ces deux classes peuvent e^tre mises en
correspondance. On cree l'ensemble des classes C
1;2
k
de


1;2
C
. Par cette methode, on a encore simplie 

1;2
C
qui
forme le nouvel espace de discernement et donc apporte
une solution a l'explosion combinatoire.
La distribution de masse permettant de quantier la
croyance sur l'appartenance de l'objet aux classes de 

1;2
C
est obtenue par la combinaison de l'extension des masses
m
x
1
et m
x
2
sur 

1;2
C
en fonction de ses attributs x
1
et x
2
.
La classication peut e^tre faite en utilisant le maximum
de plausibilite.
4 Exemple d'illustration de la me-
thode
La methode a ete testee sur des images de synthese et
des images reelles. Les objets a classer sont les pixels en
fonction de leur niveau de gris. La gure 5 donne les deux
images originales. Celles-ci ont ete segmentees indepen-
demment en fonction du niveau de gris des pixels gure.
Pour chacune d'elles, seulement trois classes ont ete detec-
tees (au lieu de 4). Les pixels blancs sont ceux qui ne sont
pas classes car ils correspondent a un niveau de gris trop
peu represente. Le resultat de la fusion est presente sur
la gure 7. L'image resultante de la fusion montre qu'une
classe de trop a ete creee (niveau de gris a 0.5) mais elle
est tres peu representee. Les pixels de niveau de gris a 0.1
sont ceux qui ne sont pas classes.
Source 1 Source 2
Fig. 5: Images sources de synthese
Segmentation image 1 Segmentation image 2
Fig. 6: Images sources segmentees
D'autres essais ont ete realisees sur des images reelles. Il
s'agit d'images IRM de cerveau prises suivant des modes
dierents et comportant des lesions. Ces images ont ete
pretees par le laboratoire CREATIS a l'INSA de Lyon. La
gure 8 correspond aux deux images originales, et la gure
9 est le resultat. Les pixels blancs sont ceux qui pourraient
correspondre a une classe caracteristique des lesions.
5 Conclusion
La methode proposee se decompose en deux etapes, une
premiere etape de segmentation mono-attribut. Celle-ci a
la particularite de prendre explicitement en compte la pre-
cision du capteur par l'intermediaire des intervalles de pre-
cision. La grandeur de ces intervalles est denie par l'ex-
pertise dont on dispose sur le capteur et sur les connais-
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Fig. 7: Image segmentee resultat de la fusion
Source 1 Source 2
Fig. 8: Images originales
sances a priori que l'on peut avoir sur les classes d'objets
a caracteriser. La denition des classes a partir de l'histo-
gramme des intervalles de precision permet de modeliser le
doute sur l'appartenance d'un objet a une classe. En eet,
des que le nombre d'elements devient trop faible (inferieur
a la vallee entre deux classes), un objet est considere ap-
partenir a l'union des deux classes considerees. Pour une
valeur d'attribut donnee, la distribution de masse pour
chaque classe est faite au prorata des elements de cette
classe dans l'histogramme.
La deuxieme partie de l'algorithme consite a fusionner
ces distributions de masse denies sur des espaces de dis-
Images fusionnées
Fig. 9: Image resultat de la fusion
cernement dierents. Pour eviter l'explosion combinatoire,
on propose de simplier l'espace de discernement d'une
part gra^ce au fait que pour une valeur d'attribut les classes
elements focaux sont emboitees, et d'autre part parce que
les attributs sont censes caracteriser au moins partielle-
ment les classes d'objets.
Des resultats satifaisants ont ete obtenus sur des don-
nees images reelles ou de synthese, en prennant unique-
ment les niveaux de gris comme attribut de pixel. La me-
thode peut e^tre utilisee sur tout type d'objet et tout type
d'attribut numerique.
Dans le domaine du traitement d'image, on dispose pour
chaque pixel d'une distribution de masse sur les dierentes
classes possibles. Il serait interessant d'aner cette clas-
sication en prenant en compte, pour chaque pixel, la
connaissance que l'on a sur les pixels voisins, c'est a dire
la distribution de masse associee. On pourra par exemple
s'inspirer des champs de Markov.
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