Abstract. We develop a theory for the Hermite-Krichever Ansatz on the Heun equation. As a byproduct, we find formulae which reduce hyperelliptic integrals to elliptic ones.
Introduction
Relations between ellptic integrals and hyperelliptic integrals have been studied from the 19th century. For example Hermite [3] found the following formula It is also known that solving Heun equation corresponds to the spectral problem for a certain model of quantum mechanics which is called the BC 1 Inozemtsev model. Set ω 0 = 0 and ω 2 = −ω 1 − ω 3 . The BC 1 Inozemtsev model is a one-particle quantum mechanics model whose Hamiltonian is given as
where ℘(x) is the Weierstrass ℘-function with periods (2ω 1 , 2ω 3 ), ω 0 , ω 1 , ω 2 , ω 3 are half-periods, and l i (i = 0, 1, 2, 3) are coupling constants. This model is a oneparticle version of the BC N Inozemtsev system [4] , which is known to be the universal quantum integrable system with B N symmetry [4, 7] . Let f (x) be the eigenvector of the Hamiltonian H whose eigenvalue is E, i.e.
(1.5) (H − E)f (x) = − d 1991 Mathematics Subject Classification. 34M35,34B30,81R12.
1
Then the coupling constants l 0 , l 1 , l 2 , l 3 correpond to parameters α, β, γ, δ, ǫ, a ratio of periods of elliptic function corresponds to a singular point t, an eigenvalue E corresponds to an accessory q, and an eigenfunction f (x) corresponds to a solutioñ f (w). For details see [9, 10, 11, 12] . For the case l 0 = 0 and l 1 = l 2 = l 3 = 0, Eq.(1.5) is called the Lamé equation.
Hermite and Halphen investigated the Lamé equation by hypothesizing that solutions are expressed by an elliptic Baker-Akhiezer (Block) type function and Krichever [5] described elliptic solutions to Kadomtset-Petviashvili equation by a Baker-Akhiezer type function. In this paper we investigate solutions to Eq.(1.5) by considering the Hermite-Krichever Ansatz. In our situation, the Hermite-Krichever Ansatz asserts that the differential equation has solutions that are expressed as a finite series in the derivatives of an elliptic Baker-Akhiezer function, multiplied by an exponential function. More precisely, we are going to find solutions to Eq.(1.5) of the form f (x) = exp (κx) (1.6) where Φ i (x, α) = exp(ζ(α)x)σ(x + ω i − α)/σ(x + ω i ) (i = 0, 1, 2, 3).
Treibich and Verdier [13] found and showed that, if l i ∈ Z ≥0 for all i ∈ {0, 1, 2, 3}, then the potential 3 i=0 l i (l i +1)℘(x+ω i ) satisfies the stationary higher KdV equation and they constructed a theory of elliptic soliton following Krichever's idea [5] ; while Gesztesy, Weikard [2, 14] , Smirnov [9] and the author [10, 12] obtained further results on this subject. Thus, the function 3 i=0 l i (l i + 1)℘(x + ω i ) is called the TreibichVerdier potential; and is closely related with a hyperelliptic curve ν 2 = −Q(E) where Q(E) is a polynomial in E which is determined for each l 0 , l 1 , l 2 , l 3 ∈ Z. For example, if the eigenvalue E satisfies Q(E) = 0, then the equation has a doubly periodic eigenfunction up to signs which corresponds to the Heun polynomial. (See [2, 9, 10, 11] .) In [12] , global monodomies of Eq.(1.5) with the condition l 0 , l 1 , l 2 , l 3 ∈ Z were calculated and they are expressed by hyperelliptic integral (see Proposition 3.1).
Belokolos, Eilbeck, Enolskii, Kostov and Smirnov studied the covering map from the hyperelliptic curve ν 2 = −Q(E) to the ellitic curve ℘ ′ (α) 2 = 4℘(α) 3 − g 2 ℘(α) − g 3 and they obtained relations among variables E, α and κ in Eq.(1.6) for the case l 0 = 1, 2, 3, 4, 5, l 1 = l 2 = l 3 = 0, the case l 0 = 2, l 1 = 1, l 2 = 0, l 3 = 0 and the case l 0 = 2, l 1 = 1, l 2 = 1, l 3 = 0 (see [1] and the reference therein). By considering the covering map they found transformation formulae like Eq.(1.1) that reduce hyperelliptic integrals to elliptic ones case by case. On the other hand, Maier found a pattern of the covering maps for the case of Lamé equation (i.e. the case l 0 = 0, l 1 = l 2 = l 3 = 0) and conjectured formulae [6, Conjecture L] by introducing the notions "twisted Lamé polynomials" and "theta-twisted Lamé polynomials" .
In this paper we justify and develop the Hermite-Krichever Ansatz on the Heun equation without an advanced algebraic geometry technique for the case l 0 , l 1 , l 2 , l 3 ∈ Z ≥0 . Note that results on the Bethe Ansatz and monodromy formulae in terms of hyperelliptic integrals obtained in [10, 12] play important roles in our approach. As a result, the monodromies of Eq.(1.5) are expressed by elliptic integrals. To study the Heun equation by the Hermite-Krichever Ansatz, we need to consider the covering map in detail. For this purpose, we introduce twisted Heun and theta-twisted Heun polynomials that are based on Maier's ideas, and we obtain theorems that support the Maier's conjectures. By comparing two expressions of monodromies of Eq.(1.5), we establish transformation formulae between elliptic integrals of the first and second kinds, and hyperelliptic integrals of the first and second kinds. Hence, the mysteries of the elliptic-hyperelliptic integral formulae are unveiled by the monodromies. For the case l 0 = 2, l 1 = l 2 = l 3 = 0, we obtain Eq.(1.1) as a transformation formula between elliptic integrals of first kind and hyperelliptic integrals of first kind. The formula for the second kind is written as
where y = (2z 3 − b)/(3(z 2 − a)). The Hermite-Krichever Ansatz would be applicable to the spectral problem of the BC 1 Inozemtsev model, because the monodromy is expressed in terms of an elliptic integral by applying the Hermite-Krichever Ansatz, and it is closely related with the boundary condition of the model. This paper is organized as follows. In section 2, we justify the Hermite-Krichever Ansatz on the Heun equation by applying results on the Bethe Ansatz and integral representation of solutions. In section 3, we obtain hyperelliptic-elliptic reduction formulae by comparing two expressions of monodromies. In section 4, we investigate zeros and poles of the covering map. In section 5, we introduce twisted Heun and theta-twisted Heun polynomials, and obtain formulae which support Maier's conjectures. In section 6, we give examples which cover the cases that the genus of the related hyperelliptic integral is less than or equal to three. Thus we obtain hyperelliptic-elliptic reduction formulae explicitly for more than 20 cases.
Throughtout this paper we assume l 0 , l 1 , l 2 , l 3 ∈ Z ≥0 and (l 0 , l 1 , l 2 , l 3 ) = (0, 0, 0, 0).
Hermite-Krichever Ansatz
In this section we review results on Bethe Ansatz and integral representation of solutions which are obtained in [10] , and apply them to justify the Hermite-Krichever Ansatz.
Fix the eigenvalue E of the Hamiltonian H (see Eq.(1.4)) and consider the secondorder differential equation
Let h(x) be the product of any pair of the solutions to Eq.(2.1). Then the function h(x) satisfies the following third-order differential equation:
It is known that Eq.(2.2) has a nonzero doubly periodic solution for all E if l i ∈ Z ≥0 (i = 0, 1, 2, 3).
2) has a nonzero doubly periodic solution Ξ(x, E), which has the expansion
where the coefficients c 0 (E) and b
j (E) are polynomials in E, they do not have common divisors and the polynomial c 0 (E) is monic. We set g = deg E c 0 (E). Then the coefficients satisfy deg E b (i) j (E) < g for all i and j. We can derive the integral formula for the solution Λ(x, E) to Eq.(2.1) in terms of the doubly periodic function Ξ(x, E), which is obtained in [10] . Set
It is shown in [10] that Q(E) is independent of x. Thus Q(E) is a monic polynomial in E of degree 2g + 1, which follows from the expression for Ξ(x, E) given by Eq.(2.3).
The following proposition on the integral representation of solutions is obtained in [10] :
[10, Proposition 3.7] Let Ξ(x, E) be the doubly periodic function defined in Proposition 2.1 and Q(E) be the monic polynomial defined in Eq.(2.4). Then the function
We consider the case Q(E) = 0. It follows from Eq.(2.5) that, Λ(x, E) 2 = Ξ(x, E). By considering zeros and poles, we obtain
is a solution to Eq.(2.1). We set α = 3 k=1 β k ω k for the case Q(E) = 0. Then we have (2.8)
Now we consider the case Q(E) = 0. Then it is known that the functions Λ(x, E) and Λ(−x, E) are linearly independent.
Set l = l 0 + l 1 + l 2 + l 3 . The function Ξ(x, E) is an even doubly periodic function which may have poles of degree 2l i at x = ω i (i = 0, 1, 2, 3). Therefore we have the following expression;
for some values t 1 , . . . , t l . It is shown in [10] that, if Q(E) = 0, then the values t j , −t j , ω i (mod 2ω 1 Z ⊕ 2ω 3 Z) (j = 1, . . . , l, i = 0, 1, 2, 3) are mutually distinct. Set z = ℘(x) and z j = ℘(t j ). From Eq.(2.4) we have
We fix the signs of t j by taking (2.10) dΞ(x, E) dz
Let ζ(x) be the Weierstrass zeta function, σ(x) be the Weierstrass sigma function and σ i (x) (i = 1, 2, 3) be the Weierstrass co-sigma functions. (See appendix.) If we put 2 −Q(E)/Ξ(x, E) into partial fractions, it is seen that
It follows that
For the case Q(E) = 0, we set
We establish the validity of the Hermite-Krichever Ansatz by using values t 1 , . . . , t l . More precisely we show that, if l 0 , l 1 , l 2 , l 3 ∈ Z ≥0 , then an eigenfunction of the Hamiltionian H with every eigenvalue E is expressed as in the form of Theorem 2.3. We set , 2, 3 ). Since the set {−t j } j=1,...,l is the set of zeros ofΛ(x, E) and the position of the zeros and the poles are doubly-periodic, ±α is determined uniquely mod 2ω 1 Z ⊕ 2ω 3 Z and κ is determined uniquely. From Eqs.(A.5, A.7) it follows that Λ(x + 2ω k , E) (2.14)
Then we have
The following theorem asserts that eigenfunctions of the Hamitonian H are expressed in the form of the Hermite-Krichever Ansatz.
for some valuesb
. The values α and κ are expressed as
where P 1 (E), . . . , P 6 (E) are polynomials in E.
Proof. Assume α ≡ 0. From Eq.(2.14) and Eq.(2.16), the functions exp(κx)
) and the functionΛ(x, E) have the same periodicities. By subtracting the functions exp(κx) d dx j Φ i (x, α) from the functionΛ(x, E) to erase poles, we obtain an holomorphic function that has the same periods as Φ 0 (x, α) and it must be zero. Hence we obtain the expression (2.17). For the case α ≡ 0, we change {t j } l j=1 by t 1 → t 1 + α and t j → t j (j = 2, . . . , l). Then we can set
k=1 l k η k we obtain the expression (2.19).
Next we investigate the values ℘(α), ℘ ′ (α) and κ for the case α ≡ 0. The functions ℘(
Hence by applying addition formulae of elliptic functions and considering the parity of functions ℘(x), ℘ ′ (x) and ζ(x), we obtain the expression
where
is expressed as a rational function in E and ℘(t j ). Hence ℘(
are expressed as rational functions in the variable ℘(t 1 ), . . . , ℘(t l ) and E. They are symmetric in
From Eq.(2.9) we have
Hence the elementary symmetric functions
are expressed as rational functions in E. Therefore ℘(
Proof. We define the rational functionΞ(z, E) to satisfy
From Proposition 2.1, we have
where P (x, y) is a polynomial in x and y. Let k ∈ {1, 2, 3}. If E is sufficiently large and |z − e k | = |E|
as |E| → ∞. Since the l.h.s. of Eq.(2.24) is equal to the number of zeros inside |z − e k | < |E|
minus the number of poles inside |z − e k | < |E|
, if |E| is sufficiently large, then the functionΞ(z, E) has l k zeros in variable z inside the circle
. It follows from Proposition 2.1 that the degree of P (z, 1/E) in z is l 0 + l 1 + l 2 + l 3 . Hence it is shown similarly that, if |E| is sufficiently large, then the functionΞ(z, E) has l 0 zeros in variable z outside the circle |z| = |E| 1 2(l 0 +2)
. Therefore, if |E| → ∞, then l k zeros of the functionΞ(z, E) in z tend to e k (k = 1, 2, 3) and l 0 zeros tend to infinity.
Since the set {℘(−t j )} j=1,...,l 0 +l 1 +l 2 +l 3 coincide with the set of zeros ofΞ(z, E) in z, l i elements of {−t j } j=1,...,l 0 +l 1 +l 2 +l 3 tends to ω i (i = 0, 1, 2, 3). Hence we have α = l 0 +l 1 +l 2 +l 3 j=1
Thus we obtain the proposition.
Hyperelliptic-elliptic reduction formulae
We obtain hyperelliptic-elliptic reduction formulae by comparing two expressions of monodromies. One is Eq.(2.14), and the other one is the monodromy formula in terms of hyperelliptic integral that was obtained in [12] .
with ε a constant so determined as to avoid passing through the poles in the integration.
Since the function ℘(x + ω i ) n is written as a linear combination of the functions
From Proposition 3.1 we have
By comparing Eq.(2.14) and Eq.(3.4) for the cases k = 1 and k = 3, we have
for some integers n 1 and n 3 . By the Legendre's relation
We set ξ = ℘(α). By Proposition 2.4 and the relation (1/℘ ′ (α))dξ = dα, we have
Note that Q(E) is a polynomial with degree 2g + 1, and a(E) is a polynomial with degree g. Hence Eq.(3.13) represents a formula which reduces a hyperelliptic integral of the first kind to an elliptic integral of the first kind. The transformation of variables is given by ξ = P 1 (E)/P 2 (E) for polynomials P 1 (E) and P 2 (E) (see Eq.(2.18)). In sections 4 and 5 we investigate the transformation of variables in detail. Let α 0 be the value α evaluated at E = E 0 . It follows from Eqs.(3.5, 3.9) that α 0 = −(q 1 + 2n 1 )ω 3 + (q 3 + 2n 3 )ω 1 and
Combining with Eqs.(3.12, 3.14) we have
Note that Q(E) is a polynomial with degree 2g + 1, and c(E) is a polynomial with degree g + 1. Hence Eq.(3.16) represents a formula which reduces a hyperelliptic integral of the second kind to an elliptic integral of the second kind. The following proposition presents asymptotic behaviour of ℘(α) and κ as E → ∞.
i . By definition we have f g (x) = 1. Substituting into (2.2) and comparing coefficients of E g , we have f
as E → ∞. By combining Eq.(3.17) with Eq.(3.13) we have α ∼ 
Covering map
Let T be the elliptic curve whose basis periods are (2ω 1 , 2ω 3 ) and V Q(E) be the hyperelliptic curve defined by ν 2 = −Q(E). In Theorem 2.3, a map π : V Q(E) → T which is called covering or covering map in [1, 6] is defined. Let α ∈ T be the image of (E, ν) ∈ V Q(E) , i.e. α = π(E, ν). From Theorem 2.3 and Proposition 3.2 we obtain the following expression of the covering map:
In this section we investigate zeros of the polynomials N k (E) and D k (E) (k = 1, 2, 3).
The polynomials N k (E) and D k (E) (k = 1, 2, 3) can be calculated as the proof of Theorem 2.3, but practically it is hard to do. In [1] , the value ℘(α) is calculated by expanding functions as
substituting them into Eqs.(2.1, 2.17) and comparing coefficients of x j (j = −2, −1, . . . ), althought it is not still effective. Maier found a pattern of the covering maps for the case of Lamé equation and conjectured formulae of the covering maps [6, Conjecture L] by introducing the notions "twisted Lamé polynomials" and "theta-twisted Lamé polynomials". In this paper we calculate the polynomials N k (E) and D k (E) (k = 1, 2, 3) by developing Maier's ideas.
Fix the value E. Then the function Λ(x, E) and its zeros {−t j } j=1,...,l are determined, although we have ambiguity of choosing Λ(−x, E) and its zeros {t j } j=1,...,l . Hence the value α(= − l j=1 t j + 3 k=1 l k ω k ) (mod 2ω 1 Z ⊕ 2ω 3 Z) is determined up to the sign ±. Note that this ambiguity corresponds to choosing ν or −ν on the hyperelliptic curve ν 2 = −Q(E). The value ℘(α) is determined uniquely. Let p be an element of {0, 1, 2, 3} such that 
where z = ℘(x) andl (0) (resp.ľ (0) ) is the greatest integer that is less than or equal
. Let A p (resp. B p ) be the set of eigenvalues E of the operator H such that the eigenfunctionΛ(x, E) is written as the form (4.4) and satisfiesκ = 0 (resp.κ = 0). 
has the same periodicity as the functions ℘ k (x) and
where z = ℘(x) andl (resp.ľ) is the greatest integer that is less than or equal to
be the set of eigenvalues E of the operator H such that the eigenfunctionΛ(x, E) is written as the form (4.5) and satisfies κ = 0 (resp. κ = 0). For the sets A i , B i (i = 0, 1, 2, 3), we have (ii) The set ∪ 3 i=0 A i coincides with the set of zeros of the polynomial Q(E). (iii) Assume that l 0 + l 1 + l 2 + l 3 is even (resp. odd) and E ∈ B p . Then we havē al (0) = 0 (resp.bľ(0) = 0). (iv) Assume that l 0 + l 1 + l 2 + l 3 is even (resp. odd) and E ∈ (∪ 3 i=0 B i ) \ B p . Then we have bľ = 0 (resp. al = 0).
Proof. It follows from Theorem 2.3 that the values κ 2 and ℘(α) are determined uniquely for each
Thus the sets A i , B i (i = 0, 1, 2, 3) are separated by the values of κ 2 and ℘(α). Hence (i) is proved. Let F be the space spanned by meromorphic doubly periodic functions up to signs, namely
Then it is shown in [10, Theorem 3.8] that Eq.(2.1) has a non-zero solution in the space F if and only if the value E ′ satisfies the equation Q(E ′ ) = 0. Suppose E ′ ∈ A i for some i. Then the valueκ or κ is equal to zero. It follows from Eq. 
Proof. We show (ii). LetΛ a (x, E) be a solution to Eq.(2.1) written as Eq.(4.5). Let S E be the set of all solutions to Eq. 
for some valueκ and k ′ = 1, 3. Assume that Q(E) = 0. Then it is shown in [10] the functionsΛ(x, E) andΛ(−x, E) defined in Eq.(2.12) form a basis of the space S E . Since the functionΛ(x, E) is written as Eq.(2.14), we have
for some value χ and k ′ = 1, 3. It follows from changing variable
From the Legendre's relation
Assume that Q(E) = 0. Then the set of the eigenvalues of the operators M k ′ (k ′ = 1, 3) on the space S E is either {1} or {−1}, and the functionΛ(x, E) in Eq.(2.7) is an eigenvector of the operators M k ′ (k ′ = 1, 3) with an eigenvalue given in Eq.(2.8). Hence the eigenvalue of the operator M k ′ admits the expression as in Eq.(4.9). On the other hand the functionΛ a (x, E) is also an eigenvector of the operators M k ′ (k ′ = 1, 3) with an eigenvalue given in Eq.(4.8). By comparing eigenvalues we obtain Eqs. (4.11, 4.12) and that α ≡ ω p ′ (mod 2ω 1 Z ⊕ 2ω 3 Z). Therefore E ∈ A p ′ .
(i) is proved similarly.
The value ℘(α) − e k (k = 1, 2, 3) is described by using the sets A i , B i (i = 0, k).
Proof. It follows from Theorem 2.3 and Proposition 3.2 that ℘(α) − e k (k = 1, 2, 3) is expressed as Eq.(4.1) such that D k (E) and N k (E) are monic polynomials, coprime and deg E N k (E) = 1 + deg E D k (E). We show that polynomials N k (E) and D k (E) are expressed as Eqs.(4.14, 4.15).
We consider poles and zeros of the rational function ℘(α)−e k in variable E. Assume that α ≡ 0, ω k (mod 2ω 1 Z⊕2ω 3 Z). Then ℘(α)−e k is non-zero and non-infinity. Hence the eigenvalue
′ is a zero of the rational function ℘(α) − e k in variable E. We write ℘(α)−e k = (E −E ′ ) m R(E) (m ∈ Z ≥1 , R(E ′ ) = 0, ∞). Then E ′ is an eigenvalue of the Hamiltonian that satisfies α ≡ ω k (mod 2ω 1 Z⊕2ω 3 Z). From Eq.(3.13) it follows that (4.17)
As E → E ′ , we have
for some functionsR(E) and non-zero constants C 1 , C 2 . Hence we have m = 2 + 2m(E ′ ) −m(E ′ ). It follows from Proposition 4.1 that, if E ′ ∈ B k , thenm(E ′ ) = 0. Therefore, if E ′ ∈ A k (resp. E ′ ∈ B k ), then the multiplicity of zeros of the polynomial N k (E) at E = E ′ is 2 + 2m(E ′ ) −m(E ′ ) (resp. 2 + 2m(E ′ )). We finally assume that E ′ is a pole of the rational function ℘(α) − e k in variable E. Then we have α → 0 (mod 2ω 1 
for non-zero constantsC 1 ,C 2 . Hence we have m = 2 + 2m(E ′ ) −m(E ′ ). It follows from Proposition 4.1 that, if E ′ ∈ B 0 , thenm(E ′ ) = 0. Therefore, if E ′ ∈ A 0 (resp. E ′ ∈ B 0 ), then the multiplicity of zeros of the polynomial
As a corollary we have
) and the equation Q(E) = 0 does not have multiple roots. We set
, 3). (4.24)
Now we consider the function κ. By combining Eq.(2.18) and Proposition 3.2 we obtain the expression (4.26)
where P κ (E) andP κ (E) are monic polynomials such that deg E P κ (E) = deg EP κ (E)− g. We investigate zeros of the polynomialP κ (E). 
for some monic polynomials
Proof. It follows from Eqs.(3.15, 3.16), Proposition 4.1 and Corollary 4.4 that, if
, then the function κ is holomorphic in E around E = E ′ . We investigate the degree of the poles at E ′ ∈ ∪ 3 i=0 (A i ∪ B i ). We show that, if k ∈ {1, 2, 3} and E ′ ∈ B k , then the function κ is holomorphic in E around E = E ′ . From Corollary 4.4 we have ℘(α) → e k for some k ∈ {1, 2, 3}, α → ω k and that ζ(α) is holomorphic around E = E ′ . It follows from Eq.(3.12) that the function κ is holomorphic in
and ζ(x) ∼ 1/x as x ∼ 0, we have α ∼ (E − E ′ )/C ′ and ζ(α) ∼ C ′ /(E − E ′ ) for some non-zero constants C ′ as E → E ′ . From Eq.(3.12), the function κ has a single pole in E around E = E ′ . Next we consider the case E ′ ∈ A 0 . From Corollary 4.4 we have
On the other hand we have
for some functionsR(E) and constantsC. Therefore we have
from Eq.(3.12).
For the case E ′ ∈ A k (k ∈ {1, 2, 3}), we have ℘(α) → e k and ζ(α) is bounded around E = E ′ , and
dẼ is bounded around E = E ′ . Hence κ is also bounded around E → E ′ . By combining with the fact that κ is expressed as Eq.(4.26) and that the equation Q(E) = 0 does not have multiple roots, the denominator of Eq.(4.27) must be expressed as
Twisted Heun and theta-twisted Heun polynomials
To investigate Eqs.(4.16, 4.27) and sets A i , B i (i = 0, 1, 2, 3), we introduce Heun, twisted Heun and theta-twisted Heun polynomials.
To study the set A i (i = 0, 1, 2, 3), we consider Heun polynomials [8] , which are related with quasi-exact solvability. For details see [11, §5] . For integers β 0 , β 1 , β 2 , β 3 such that − 3 i=0 β i ∈ 2Z ≥0 , V β 0 ,β 1 ,β 2 ,β 3 is defined as the vector space spanned by functions
Let α i ∈ {−l i , l i + 1} (i = 0, 1, 2, 3) and
otherwise. 
and if l 0 + l 1 + l 2 + l 3 is odd, then the Hamiltonian H preserves the spaces
Proposition 5.1. Let i ∈ {0, 1, 2, 3}. Then there exists only one space
Moveover the set A i coincides with the set of eigenvalues of the Hamiltonian on the space U α 0 ,α 1 ,α 2 ,α 3 .
Proof. Assume that l 0 + l 1 + l 2 + l 3 is even (resp. odd). Let U α 0 ,α 1 ,α 2 ,α 3 and
be different spaces in Eq.(5.2) (resp. Eq. (5.3) ). Then it follows directly that
Hence we obtain the first statement. It is shown in the proof of [10, Theorem 3.2] that there are no common eigenvalues on the spaces
. It is shown in [10] that, if l 0 + l 1 + l 2 + l 3 is even (resp. odd), then the direct sum of the spaces in Eq.(5.2) (resp. Eq. (5.3) ), which we denote byṼ , is the maximum finite-dimensional subspace of F , and the set of eigenvalues of the Hamiltonian on the spaceṼ coincides with the set of zeros of the polynomial Q(E). By combining with Proposition 4.1, it follows that the set ∪ (i = 1, 2, 3) .
Thus an eigenfunction inṼ whose eigenvalue is an element of A i belongs to the space U α 0 ,α 1 ,α 2 ,α 3 . Therefore we obtain that the set A i coincides with the set of eigenvalues of the Hamiltonian on the space U α 0 ,α 1 ,α 2 ,α 3 .
For i ∈ {0, 1, 2, 3}, we denote the monic characteristic polynomial of H on the space U α 0 ,α 1 ,α 2 ,α 3 in Proposition 5.1 by H (i) (E). We call them Heun polynomials. It follows from Proposition 5.1 that the set A i (i = 0, 1, 2, 3) coincides with the set of zeros of the Heun polynomial H (i) (E). Next we investigate the sets B i (i = 0, 1, 2, 3) and introduce twisted Heun polynomials. Here we transform the Hamiltonian H. We set z = ℘(x), φ(x) = exp(κx)(z −
First we consider the set B p . It follows from definition of B p and Propositions 4.1, 4.2 that the condition E ∈ B p is equivalent to that there exists a solution to Eq.(2.1) written as Eq. (4.4) with the conditionκ = 0. We consider the situation that the function written as Eq.(4.4) with the conditionκ = 0 satisfies the differential equation Eq.(2.1). We set
) is the greatest integer that is less than or equal to (
By substituting Eq.(5.5) into Eq.(5.6) and comparing coefficients of (z − e 2 ) j+4 and (z − e 1 )(z − e 2 )(z − e 3 )(z − e 2 ) j+4 , we obtain relations
where cāā(j, j ′ ,κ), cāb(j, j ′ ,κ), cbā(j, j ′ ,κ) and cbb(j, j ′ ,κ) are polynomials in e 1 , e 2 , e 3 , κ and E. It follows from Proposition 4.1 that, if Φ(x, E) satisfies Eq.(5.6),κ = 0 and l 0 + l 1 + l 2 + l 3 is even (resp. odd), then the valueāl (0) (resp.bľ (0)) is non-zero. We setāl (0) = 1 (resp.bľ(0) = 1) for normalization.
If l 0 + l 1 + l 2 + l 3 is even (resp. odd) and l 0 > l 1 + l 2 + l 3 − 4 (resp. l 0 > l 1 +l 2 +l 3 −1), then valuesbl (0) −2 ,āl (0) −1 ,bl (0) −3 , . . . ,ā 0 (resp.āľ(0) +1 ,bľ(0) −1 ,āľ(0), . . . ,ā 0 ) are determined recursively by Eqs.(5.7, 5.8). To satisfy Eq.(5.6) the coefficients of (z − e 2 ) j and (z − e 1 )(z − e 2 )(z − e 3 )(z − e 2 ) j (j = 0, 1, 2, 3) on the l.h.s. should be zero. Hence we have simultaneous equations forκ, E, which are Eqs.(5.7, 5.8) for the cases j = −1, −2, −3, −4 withā −4 =b −4 = · · · =ā −1 =b −1 = 0. We solve them by throwing away the solutions corresponding to the caseκ = 0 and removing theκ factors by the elimination method in the theory of Gröbner bases. Then we obtain an equation Ht (p) (E) = 0, where Ht (p) (E) is a polynomial which is normalized to be monic. We call Ht (p) (E) the twisted Heun polynomial. (See [6] for twisted Lamé polynomial.) Note that we can remove completely the term includingκ, because it follows from Proposition 4.3 that the number of eigenvalues E whose eigenfunction is written as Eq. (4.4) is finite.
Let us consider the case l 0 +l 1 +l 2 +l 3 is even (resp. odd) and l 0 ≤ l 1 +l 2 +l 3 −4 (resp.
are determined recursively by Eqs.(5.7, 5.8). To satisfy Eq.(5.6) the coefficients of (z − e 2 ) j and (z − e 1 )(z − e 2 )(z − e 3 )(z − e 2 ) j (j = 0, 1, 2, 3) on the l.h.s. should be zero. Hence we have simultaneous equations forκ, E, A. We solve them by throwing away the solutions corresponding to the caseκ = 0 and removing theκ and A factors by the elimination method in the thoery of Gröbner bases. Then we obtain an equation Ht (p) (E) = 0, where Ht (p) (E) is the twisted Heun polynomial which is normalized to be monic. Note that we can also completely remove the term includingκ and A.
Note that elements of the sets A p sometimes appear as solutions for the recursive equation for the caseκ = 0, although some elements in A p might not appear as solutions because the conditionāl (0) = 0 (orbľ(0) = 0) may be broken.
We consider the sets
It follows from the definition of B p ′ and Propositions 4.1, 4.2 that the condition E ∈ B p ′ is equivalent to that there exists a solution to Eq.(2.1) written as Eq.(4.5) with the condition κ = 0. We consider the situation that the function written as Eq.(4.5) with the condition κ = 0 satisfies the differential equation Eq.(2.1). We set (5.9)
andl (resp.ľ) is the greatest integer that is less than or equal to ( 
, we obtain relations
where c aa (j, j ′ , κ), c ab (j, j ′ , κ), c ba (j, j ′ , κ) and c bb (j, j ′ , κ) are polynomials in e 1 , e 2 , e 3 , κ and E. It follows from Proposition 4.1 that, if Φ(x, E) satisfies Eq.(5.10), κ = 0 and l 0 + l 1 + l 2 + l 3 is even (resp. odd), then the value bľ (resp. al) is non-zero. We set bľ = 1 (resp. al = 1) for normalization.
If l 0 + l 1 + l 2 + l 3 is even (resp. odd) and
, then values aľ −1 , bľ −1 , aľ −2 , . . . , a 0 (resp. bl, al −1 , bl −1 , . . . , a 0 ) are determined recursively by Eqs.(5.11, 5.12). To satisfy Eq.(5.10) the coefficients of
) on the l.h.s. should be zero. Hence we have simultaneous equations for κ, E. We solve them by throwing away the solutions corresponding to the case κ = 0 and removing the κ factors by the elimination method in the theory of Gröbner bases. Then we obtain an equation Ht (p ′ ) (E) = 0, where Ht (p ′ ) (E) is the twisted Heun polynomial which is normalized to be monic. Note that we can also completely remove the term including κ.
If l 0 +l 1 +l 2 +l 3 is even (resp. odd) and l 0 ≤ l 1 +l 2 +l 3 −2 (resp. l 0 ≤ l 1 +l 2 +l 3 −3), then we need to set A = a (l 1 +l 2 +l 3 −l 0 −2)/2 (resp. A = b (l 1 +l 2 +l 3 −l 0 −3)/2 ) and obtain simultaneous equation for κ, E, A. The twisted Heun polynomial Ht (p ′ ) (E), which is normalized to be monic, is defined similarly.
It follows from the definitions and Propositions 4.1, 4.2 that the set of zeros of the Heun polynomial H (i) (E) coincides with the set A i and that the set of zeros of the twisted Heun polynomial Ht (i) (E) coincide with the set B i (i = 0, 1, 2, 3). The value ℘(α) is expressed by Heun and twisted Heun polynomials.
Theorem 5.2. Assume that the Heun polynomials H
(i) (E) and the twisted Heun polynomials Ht (i) (E) do not have multiple zeros and that their zeros do not intersect with zeros of a(E) for generic periods (2ω 1 , 2ω 3 ). Then we have
Proof. Assume that (2ω 1 , 2ω 3 ) are the basic periods that satisfy the assumption of the theorem. Since the set A i (resp. B i ) (i = 0, 1, 2, 3) coincides with the set of zeros of the polynomial H (i) (E) (resp. Ht (i) (E)), we obtain (5.14)
From Corollary 4.4, we obtain Eq.(5.13) for the case that satisfies the assumption of the theorem for basic periods. On the other hand ℘(α) is a rational function in E. Hence Eq.(5.13) is true without generic conditions.
In section 6 it is shown that, if g ≤ 3, then the assumption of Theorem 5.2 is true. Now we introduce the theta-twisted Heun polynomial Hθ(E) to calculate the polynomial P κ (E) appeared in Eq.(4.27).
We consider the case ℘(α))Φ 0 (x, α) and comparing coefficients of u j+4 and v j+4 , we obtain relations
where c cc (j, j ′ , α), c cd (j, j ′ , α), c dc (j, j ′ , α) and c dd (j, j ′ , α) are polynomials in e 1 , e 2 , e 3 , ℘(α), ℘ ′ (α) and E. IfΛ(x, E) satisfies Eq.(2.1), α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z) and l 0 + l 1 + l 2 + l 3 is even (resp. odd), then it follows that Q(E) = 0 and the value dľ (resp. cl) is non-zero, which is obtained similarly to Proposition 4.1. We set dľ = 1 (resp. cl = 1) for normalization.
If l 0 + l 1 + l 2 + l 3 is even (resp. odd) and l 0 > l 1 + l 2 + l 3 − 2 (resp. l 0 > l 1 + l 2 + l 3 − 3), then values cľ, dľ −1 , cľ −1 , . . . , c 0 (resp. dl −1 , cl −1 , dl −2 , . . . , c 0 ) are determined recursively by Eqs. (5.18, 5.19 ). To satisfy Eq.(2.1) the coefficients of u j and v j (j = 0, 1, 2, 3) on the l.h.s. should be zero. Hence we have simultaneous equations for
) is also satisfied. We solve them by throwing away the solutions corresponding to the case α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z) and removing the ℘(α), ℘ ′ (α) factors by the elimination method in the thoery of Gröbner bases. Then we obtain an equation Hθ(E) = 0, where Hθ(E) is a polynomial normalized to be monic. We call Hθ(E) the thetatwisted Heun polynomial. (see [6] for theta-twisted Lamé polynomial.) Note that we can remove completely the term including ℘(α), ℘ ′ (α), because it follows from Eq.(2.18) that the number of eigenvalues E whose eigenfunction is written as a linear combination of u j and v j (j = 0, 1, . . . ) is finite.
Let us consider the case l 0 +l 1 +l 2 +l 3 is even (resp. odd) and l 0 ≤ l 1 +l 2 +l 3 −2 (resp.
. Then values c j and d j except for c (l 1 +l 2 +l 3 −l 0 −2)/2 (resp. d (l 1 +l 2 +l 3 −l 0 −3)/2 ) are determined recursively by Eqs. (5.18, 5.19 ). To satisfy Eq.(2.1) the coefficients of u j and v j (j = 0, 1, 2, 3) on the l.h.s. should be zero. Hence we have simultaneous equations for ℘(α), ℘ ′ (α), E, A. We solve them by throwing away the solutions corresponding to the case α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z) and removing the ℘(α), ℘ ′ (α), A factors by the elimination method in the theory of Gröbner bases. Then we obtain an equation Hθ(E) = 0, where Hθ(E) is the theta-twisted Heun polynomial which is normalized to be monic. Note that we can also remove completely the term including ℘(α), ℘ ′ (α), A.
Next we consider the case
Then the function Ψ p (x, α) has the same periodicities as the function
, which follows from Eq.(A.4) for the case z = x + ω p andz = −ω p . We set
LetΛ(x, E) be the function written as Eq.(2.17) and assume that κ = 0 and α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z). It follows from periodicities and position of poles that, if κ = 0 and α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z), then the functionΛ(x, E) is written as
Conversely it is shown similarly to Proposition 4.2 that, if α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z) and the r.h.s. of Eq.(5.23) satisfies the differential equation (2.1), then we have κ = 0.
We substitute Eq.(5.23) into Eq.(2.1). By using relations of elliptic functions and comparing coefficients of u j+4 and v j+4 , we obtain relations
It is shown similarly that, ifΛ(x, E) satisfies Eq.(2.1), α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z) and l 0 + l 1 + l 2 + l 3 is even (resp. odd), then the value dľ (resp. cl) is non-zero. We set dľ
Similarly to the case
, the coefficients c j and d j are determined and we have simultaneous equations for ℘(α+ω p ), ℘ ′ (α+ω p ), E and so on to satisfy Eq.(2.1). Note that, if l 0 +l 1 +l 2 +l 3 is even (resp. odd) and
) and obtain simultaneous equations for ℘(α + ω p ), ℘ ′ (α + ω p ), E, A, else we obtain simultaneous equations for ℘(α + ω p ), ℘ ′ (α + ω p ), E. By throwing away the solution α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z) and removing the factors except for E by the elimination method in the theory of Gröbner bases, we obtain the theta-twisted Heun polynomial Hθ(E), which is normalized to be monic and the equation Hθ(E) = 0. 
Proof. Assume that (2ω 1 , 2ω 3 ) are the basic periods that satisfy the assumption of the theorem. From Proposition 4.5 and Theorem 5.2, we have
If the eigenvalue E ′ such that α ≡ 0 (mod ω 1 Z ⊕ ω 3 Z) satisfies Hθ(E ′ ) = 0, then we have κ = 0 and P κ (E ′ ) = 0. By assumption, the equation Hθ(E) = 0 does not have multiple roots. Hence the polynomial P κ (E) is divisible by Hθ(E). On the other hand we have deg E Hθ(E) = −g + deg E H (0) (E)Ht (0) (E) = deg E P κ (E) from the assumption, Proposition 4.5 and Eq.(5.14). Hence we have P κ (E) = Hθ(E) and Eq.(5.26) for the case that satisfies the assumption for basic periods. On the other hand κ/ −Q(E) is a rational function in E. Hence Eq.(5.26) is true without generic conditions.
In section 6 we show that, if g ≤ 3, then the assumption of Theorem 5.2 is true.
Examples
In this section we explicitly calculate covering maps and several functions that have appeared in this paper. In section 6.1 we review constructions of covering maps and related functions. In section 6.2 we observe relations among different coupling constants (l 0 , l 1 , l 2 , l 3 ). In sections 6.3-6.6 we express covering maps and related functions for all the cases where the genus of the hyperelliptic curve is less than or equal to three, and some cases of genus equal to four. By substituting them into the ones in section 6.1, we obtain several explicit formulae. Especially , for each case the monodromies are expressed as Eq.(6.1) and the transformation formula between elliptic integrals of the first kind (resp. second kind) and the hyperelliptic integrals of the first kind (resp. second kind) are expressed as Eq.(6.4) (resp. Eq.(6.5) or Eq.(6.6)).
6.1. Review of covering maps and related functions. We review constructions of the covering maps and related functions; later we explicitly express their form for each case.
The doubly periodic function Ξ(x, E) is defined in Proposition 2.1. Based on the function Ξ(x, E), the polynomials Q(E), c(E) and a(E) are determined in Eqs.(2.4, 3.2, 3.3). LetΛ(x, E) be the solutions to Eq.(2.1) which is expressed as Eq.(2.12) and E 0 be an eigenvalue such that Q(E 0 ) = 0. Then there exists q 1 , q 2 , q 3 ∈ {0, 1} such that Λ(x + 2ω k , E 0 ) = (−1) q k Λ(x, E 0 ) for k = 1, 2, 3. The monodromies of solutions to Eq.(2.1) are expressed by hyperelliptic integrals as 
Then a formula which reduces a hyperelliptic integral of the first kind to an elliptic integral of the first kind, i.e., is obtained (see Eq.(3.13)). Next we express a formula which reduces a hyperelliptic integral of the second kind to an elliptic integral of the second kind. Since the value E 0 satisfies Q(E 0 ) = 0 we have E 0 ∈ A i for some i ∈ {0, 1, 2, 3} (see Proposition 4.1). Let ξ 0 be the value ξ evaluated at E = E 0 determined by Eq.(6.2). If E 0 ∈ A 1 ∪ A 2 ∪ A 3 , then we also obtain a formula which reduces a hyperelliptic integral of the second kind to an elliptic integral of the second kind, i.e., 6.4.5. The case (l 0 , l 1 , l 2 , l 3 ) = (2, 2, 1, 1). Ξ(x, E) = 9(℘(x) 2 + ℘(x + ω 1 ) 2 ) + 3(E − 4e 1 )(℘(x) + ℘(x + ω 1 )) +(E − 16e 1 )(℘(x + ω 2 ) + ℘(x + ω 3 )) + E 2 − 10e 1 E − 51e 6.4.6. The case (l 0 , l 1 , l 2 , l 3 ) = (2, 2, 2, 2). Ξ(x, E) = 9(℘(x) 2 + ℘(x + ω 1 ) 2 + ℘(x + ω 2 ) 2 + ℘(x + ω 3 ) 2 ) +3E(℘(x) + ℘(x + ω 1 ) + ℘(x + ω 2 ) + ℘(x + ω 3 )) + E 2 − 27g 2 , a(E) = 12E, c(E) = E 2 − 24g 2 , Q(E) = (E − 12e 1 )(E − 12e 2 )(E − 12e 3 )(E 2 − 48g 2 ), H (0) (E) = Q(E), Ht (0) (E) = (E + 24e 1 )(E + 24e 2 )(E + 24e 3 ), H (k) (E) = 1, (k = 1, 2, 3), Ht (k) (E) = E 6 + 72e k E 5 + 324(−8e e 2 )E 3 + ( 6.5.7. The case (l 0 , l 1 , l 2 , l 3 ) = (3, 2, 2, 1). Ξ(x, E) = 225℘(x) 3 + 45(E + 4e 3 )℘(x) 2 + 6(E 2 + 8e 3 E + 91e g 2 )℘(x) +9(E + e 1 − 24e 2 )℘(x + ω 1 ) 2 + 3(E + e 1 − 24e 2 )(E − 6e 1 + 4e 2 )℘(x + ω 1 ) +9(E + e 2 − 24e 1 )℘(x + ω 2 ) 2 + 3(E + e 2 − 24e 1 )(E − 6e 2 + 4e 1 )℘(x + ω 2 ) +(E + e 1 − 24e 2 )(E − 24e 1 + e 2 )℘(x + ω 3 ) +E 3 + 14e 3 E 2 + (349e 2 + ℘(x + ω 3 ) 2 ) +3(E + 6e 1 )(E − 36e 1 )(℘(x + ω 2 ) + ℘(x + ω 3 )) +E 
