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Resumen 
Este trabajo describe una metodología para la estimación de densidad de ocupación 
de usuarios en playas mediante técnicas de procesamiento digital de imágenes. La 
estimación de la cantidad de usuarios en playas dedicadas al turismo constituye una 
métrica de interés que permite la cuantificación de diferentes factores que relacionan la 
calidad de la experiencia para el usuario y constituye un indicador relevante para la 
gestión integrada. El método propuesto posee dos componentes principales: el 
preprocesamiento y los procedimientos orientados para la estimación de densidad de 
ocupación. En el preprocesamiento de la imagen se aplica un método de corrección de 
color debido a que las múltiples variaciones de iluminación a través del día alteran la 
información de los objetos que se encuentran en la escena. Posteriormente, la estimación 
de la densidad inicia con la delimitación de la información referente al entorno de la 
imagen, mediante una imagen de referencia o máscara. Esta región obtenida es 
procesada identificando los usuarios mediante el análisis del gradiente de la intensidad 
en escalas de grises de la imagen. Los resultados experimentales muestran un error 
aproximado del 2,6%, lo que sugiere que la medida estimada es adecuada como 
estimación de ocupación, las principales dificultades se centran en el tratamiento 
automático de las auto-oclusiones. 
 
Palabras clave 
Corrección de color, detección de bordes, estimación de densidad, procesamiento 
digital de imágenes, playas turísticas. 
 
Abstract 
In this paper we describe a methodology for occupancy measure on beaches based on 
digital image processing techniques. This metric constitute a measure of interest for 
quantification of factors relates to the quality of user experience and is an import 
indicator in integrated management field. The proposed method has two main 
components: the preprocessing and occupancy density estimation. In the preprocessing 
stage a color correction approach is applied in order to minimize the illumination 
variance effects over the objects in the scene. Subsequently, the estimation begins 
delimiting the information regarding the environment using a mask or reference image. 
Gray-level gradient analysis is applied to the resulted image after the mask appliance. 
The results show a 2.6% margin of error that suggests the measure is an occupancy 
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1. INTRODUCCIÓN 
 
Actualmente, existe un interés crecien-
te por sistemas que utilizan tecnología de 
visión asistidas por computadoras para el 
monitoreo de diferentes tipos de entornos. 
Este tipo de sistemas poseen diferentes 
objetivos que varían desde la seguridad, 
administración de recursos, publicidad, 
entre otros. 
Los sistemas de estimación de multitu-
des son un ejemplo de la aplicación de esta 
tecnología [1]. Tradicionalmente, los enfo-
ques de estimación de multitudes basados 
en visión por computador intentan detectar 
cada individuo u objeto en las imágenes 
para luego identificarlos [2]. Sin embargo, 
en los sistemas de conteo de multitudes la 
identificación individual de personas es 
una tarea computacionalmente demandan-
te y está sujeta a imprecisiones debido a la 
dificultad de la separación de los objetos 
causada por la presencia de auto oclusio-
nes. 
Así, un enfoque general está orientado 
a la estimación de densidades de indivi-
duos, lo que sugiere una medida de la ocu-
pación de un espacio físico sin el rigor de la 
determinación de la cantidad de los indivi-
duos. En general, una taxonomía de los 
sistemas de conteo de multitudes basado 
en imágenes puede dividirse en tres tipos 
de procedimientos [3]: detección individual 
de personas [2], [4], [5], agrupamiento de 
características visuales de la trayectoria 
[6], [7] y análisis basados en funciones de 
regresión [8]. 
Independientemente del tipo del méto-
do empleado, los sistemas de estimación de 
multitudes pueden ser incorporados en los 
sistemas de monitoreo en playas como 
herramienta para la estimación de la capa-
cidad de carga. La capacidad de carga es 
una métrica que relaciona un espacio, un 
conjunto de usuarios y algunas medidas de 
calidad estimadas como resultado de la 
interacción de los usuarios y el espacio [9]. 
Formalmente, ésta métrica representa la 
cantidad de población que puede ser sopor-
tada indefinidamente por un ecosistema 
sin destruirlo. En este sentido, la estima-
ción de la cantidad de usuarios en playas 
dedicadas al turismo constituye una métri-
ca de interés que permite la cuantificación 
de diferentes factores que relacionan la 
calidad de la experiencia para el usuario, 
adicionalmente, desde la perspectiva am-
biental, constituye un indicador relevante 
para la gestión integrada de estos entornos 
[10]. 
Investigaciones como las de Jiménez et 
al. [11] y la de Botero et al. [12], consideran 
la densidad de ocupación de las playas 
como un factor fundamental en la planea-
ción y gestión costera. Habitualmente, la 
medición de densidad de usuarios y capa-
cidad de carga de playas turísticas se ha 
realizado de forma manual, a través de 
conteos en franjas determinadas por técni-
cas de campo. En [13] se presenta un estu-
dio de vigilancia tecnológica al interior de 
un programa de monitoreo ambiental en 
playas turísticas, en el cual se hizo un 
diagnóstico de diversos procesos críticos, 
entre ellos, la estimación manual de la 
densidad de usuarios. La automatización 
de la estimación de la medida de ocupación 
de playas permite optimizar las labores de 
monitoreo, bajo los criterios de minimiza-
ción de recursos y maximización de la cali-
dad de los datos. 
Este trabajo está orientado hacia el di-
seño de una metodología basada en proce-
samiento digital de imágenes que permita 
estimar una aproximación de la cantidad 
de usuarios presentes en una playa. El 
objetivo principal es la estimación de la 
densidad de uso de la playa, entendida 
como la cantidad de espacio utilizado por 
los usuarios y los elementos típicos que 
convergen en dicho entorno. Para la formu-
lación de la metodología se tomó, como caso 
de estudio, imágenes de la playa El Roda-
dero en Santa Marta, Colombia. Los resul-
tados indican que la métrica resulta ade-
cuada como aproximación del nivel de ocu-
pación de una playa y permite la automati-
zación de este procedimiento. 
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2. MATERIALES Y MÉTODOS 
 
El método propuesto posee dos compo-
nentes principales: el preprocesamiento y 
los procedimientos orientados para la es-
timación de densidad de ocupación. En el 
preprocesamiento de la imagen se aplica 
un método de corrección de color debido a 
que las múltiples variaciones de ilumina-
ción a través del día alteran la información 
de los objetos que se encuentran en la es-
cena. Posteriormente, la estimación de la 
densidad inicia con la delimitación de la 
información referente al entorno de la 
imagen, mediante una imagen de referen-
cia o máscara. Sobre este segmento de 
imagen se aplica un procedimiento para la 
eliminación de información de objetos co-
nocidos. Los objetos conocidos los confor-
man elementos con características fijas de 
color que no son relevantes para el análi-
sis. Este grupo de objetos puede variar de 
acuerdo con el entorno y es una etapa de 
configuración por parte del usuario. La Fig. 
1 muestra el diagrama del procedimiento. 
 
 
Fig. 1. Esquema de la metodología propuesta. 
Fuente: Autores 
 
2.1 Adquisición de imágenes 
 
El diseño del método está orientado a la 
utilización de dispositivos tradicionales de 
captura. Las imágenes se adquieren en 
formato RGB24 con 2592x1944 pixeles y 
una resolución horizontal y vertical de 314 
pp y almacenadas en formato PNG (Porta-
ble Network Graphics). Para este trabajo la 
zona estudiada corresponde a la Bahía del 
Rodadero, con coordenadas geográficas 
11°12’18,9’’ N - 74°13’41,6’’ W con una 
longitud de 1186 m y un área aproximada 
de 55683 m2. La Fig. 2 muestra ejemplos 
del sitio descrito. 
 
  
Fig. 2. Ejemplos de las imágenes adquiridas. 
Fuente: Autores 
 
2.2 Preprocesamiento de la imagen:  
corrección de color 
 
La corrección de color, la eliminación de 
ruido y el mejoramiento de bordes son 
procedimientos típicos que se aplican en 
esta fase de un proyecto basado en proce-
samiento digital de imágenes. La correc-
ción de color en imágenes es necesaria 
debido a que los objetos podrían alterar su 
posición en el espacio de color causado por 
las variaciones de la intensidad de la luz 
del entorno durante el transcurso del día. 
Para esto se debe considerar que las carac-
terísticas de color de la imagen adquirida 
mediante una cámara dependa de tres 
factores, a saber, el contenido de la escena 
adquirida, la iluminación incidente y las 
características del dispositivo de adquisi-
ción, estos últimos factores afectan direc-
tamente la representación del color de los 
objetos. Debido a que las imágenes son 
adquiridas con el mismo dispositivo y con-
figuración, el método de corrección de color 
está orientado a disminuir la iluminación 
incidente. 
En un modelo ideal la formación de la 










𝑥 es la respuesta del sensor k 
en el pixel x. E(λ) es la distribución espec-
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tral de la potencia de la iluminación inci-
dente, Sk (λ) la función de reflectancia de la 
superficie, Rk (λ) es la sensibilidad de la 
cámara a la longitud de onda λ del espectro 
visible w. Los algoritmos de corrección de 
color o constancia de color asumen una 
única fuente de luz y estiman la distribu-
ción espectral de la iluminación E(λ). Se 
utilizó el método propuesto en [15] para la 
constancia de color usando características 
de bajo nivel denominado Grey-Edge, el 
cual está basado en las derivadas de orden 















Donde, n es el orden de la derivada, p 
es la norma Minkowski y σ es el parámetro 
de un filtro gaussiano de suavidad de la 
imagen i. Esto permite disminuir el efecto 
de las variaciones de iluminación durante 
el día, como se evidencia en la Fig. 3, imá-
genes tomadas en diferentes horas resul-







Fig. 3. Aplicación del procedimiento de corrección de color, 
a y c) imágenes originales, b y d) resultado de la corrección. 
Fuente: Autores 
 
Finalmente, se aplica un procedimiento 
de realce de bordes o Image Sharpening. El 
objetivo es mejorar los detalles determina-
dos por las líneas estructurales que descri-
ben elementos en la imagen. Esto es logra-
do mediante la atenuación de las frecuen-
cias bajas manteniendo las frecuencias 
altas de la transformada de Fourier sin 
modificaciones significativas. De tal forma 
que, dado una función de transferencia de 
un filtro pasa bajas HLP(u,v), el funcional 
de transferencia pasa altas está determi-
nado por HHP(u,v) = 1 – HLP (u,v), por lo 
que se definió que H (u,v) = 1 – e ―D²(u,v)/2D0
². 
 
2.3 Subdivisión de la imagen y aplicación de 
la máscara 
 
Debido a que las imágenes fueron desde 
posiciones altas, estas incluyen informa-
ción poco relevante para el análisis. Por lo 
tanto, las imágenes adquiridas fueron 
recortadas mediante la aplicación de una 
máscara. Las máscaras deben ser definidas 
una vez al inicio y hace parte de la configu-






Fig. 4. Imagen de escala de grises y su máscara correspon-
diente y c) ejemplo de subdivisión de imagen. 
Fuente: Autores 
 
Posteriormente, se realizó una subdivi-
sión del espacio de estudio, para disminuir 
la complejidad del procesamiento y generar 
unidades más pequeñas de menor tamaño 
y cómputo más rápido. La Fig. 4c, muestra 
gráficamente la subdivisión espacial obte-
nida. El cómputo del método es realizado 
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mediante el análisis independientemente 
de cada una de las partes en la subdivisión. 
 
2.4 Segmentación y binarización 
 
El interés principal en esta etapa es en-
contrar la segmentación de los diversos 
elementos que ocupan espacio dentro de la 
escena y está direccionada hacia la deter-
minación de los espacios ocupados en la 
región descrita en la imagen. 
Existen diferentes técnicas para reali-
zar la segmentación de objetos en una 
imagen y su objetivo es descomponer la 
imagen en los objetos que la conforman. En 
general, los métodos de segmentación pue-
den agrupase en globales o locales. La 
segmentación local es adecuada cuando la 
escena presenta variaciones en la ilumina-
ción. Sin embargo, los métodos clásicos 
utilizan un valor de referencia o umbral 
para realizar la segmentación globalmente. 
La correcta selección del umbral es depen-
diente del tipo de escena y de las caracte-
rísticas propias de los objetos en la imagen, 
es decir es dependiente del problema. Para 
la selección del método de segmentación 
este trabajo se basó en los estudios realiza-
dos por [16] y [17], que muestran una com-
parativa de los métodos de segmentación y 
concluyen que el operador prewitt constitu-
ye uno de los mejores algoritmos para de-
tectar bordes verticales [16] y a su vez uno 
de los menos costosos computacionalmente 
[17]. 
El operador Prewitt asume un peso si-
milar en el gradiente vertical, horizontal y 
diagonal. En las imágenes bidimensionales 
las derivadas constituyen un vector en las 
direcciones de las máximas variaciones 
locales. Estos valores son proporcionales al 
nivel de la variación, en cuanto mayor 
variación se encuentre en una localidad de 
la imagen mayor será el modulo del gra-
diente. En este contexto los niveles de va-
riación están referidos a las variaciones en 
la escala de grises que representa el conte-

















Y su magnitud está definida como: 
 














La generación de los gradientes se rea-
liza en la localidad de cada pixel dentro de 
la imagen. Esta localidad es analizada 
mediante la aplicación de núcleo de trans-
formación de la primera derivada en las 
direcciones ortogonales que representan los 
































Este operador es aplicado mediante la 
convolución descrita en (6). 
 








Donde, O(i,j) es el valor del pixel (𝑖, 𝑗) 
de la imagen estimada, I(i,j) es el pixel de 
la imagen inicial y K(k,l) es el valor del 
kernel de convolución. 
El efecto de la aplicación de la estima-
ción del gradiente a la Fig. 5a puede obser-
varse en la Fig. 5b. Una vez obtenidos los 
gradientes, estos son utilizados para gene-
rar una primera aproximación del espacio 
ocupado por cada objeto descrito en la ima-
gen gradiente. Se aplicó un operador de 
relleno con conectividad de cuatro puntos. 
El operador de relleno cierra los contornos 
que los gradientes que pueden ser descritos 
mediante una conectividad de 4 puntos. 
Sin embargo, este relleno no suele ser 
completamente demarcado. Esta mejora 
del contraste del interior de los objetos es 
generado mediante la aplicación de un 
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operador morfológico con un elemento es-
tructural de máscara (7), y posteriormente 













Fig. 5. a) Segmento para el cual se aplicará el proceso final, 
b) resultado de la estimación del gradiente y c) imagen 
umbralizada. Fuente: Autores 
 
Finalmente, la medida de densidad de 








Donde, Bi es el conjunto de pixeles de la 
imagen binarizada del segmento i de la 
subdivisiones y Ri el conjunto de pixeles de 
la región i que se encuentra dentro de la 












Se definió la métrica de error 𝜀 basada 
en la diferencia entre una imagen segmen-
tada por el método propuesto Imi y una 
obtenida a través de la substracción de una 
imagen de fondo obtenida mediante inter-
vención manual Imfondo y la imagen anali-













La Fig. 6 ejemplifica una imagen 𝐼𝑚𝑖 y 




Fig. 6. a) Imagen Imi y b) el fondo correspondiente Imfondo. 
Fuente: Autores 
 
Para evaluar el método propuesto fue 
necesario estimar el valor correcto del 
umbral del proceso de binarización. Para 
esto, se analizó el comportamiento del 
error mediante la variación del umbral. Se 
estimó el nivel de ocupación de las imáge-
nes y la imagen generada en cada prueba, 
con valores de umbral variando desde 0,05 
hasta 0,6. 
Los resultados obtenidos se muestran 
en la Fig. 7a. La medida del error reporta-
da es estimada como la diferencia de los 
porcentajes de ocupación de la imagen de 
referencia y la obtenida con el método pro-
puesto en cada prueba. Los valores meno-
res de error se encuentran en el rango de 
0,3 y 0,4, por lo tanto, el valor del umbral 
se estableció en 0,35. El histograma de los 
resultados de los errores encontrados con 
esta parametrización, aplicada a un con-
junto de 400 imágenes se encuentra en la 
Fig. 7b. El comportamiento del error varía 
en un rango de 0,002% y 5,25%, con un 
promedio de 2,68% y la desviación típica de 
1,75 para el conjunto de imágenes utiliza-
das. 
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Fig. 7. a) Comportamiento del error mediante la variación 
del valor del umbral de binarización y b) histograma del 
error para el conjunto de 400 imágenes. 
Fuente: Autores 
 
La Fig. 8 muestra un ejemplo de una 
imagen sintética, a la cual se le añadió 
información correspondiente al 5%, 10% y 
15% de la imagen inicial (ver Fig. 8a, 8c y 
8e). Las estimaciones de la ocupación por el 
método propuesto corresponden al 7,8%, 
11,75% y 16,2% respectivamente, y se 





Un análisis preliminar, indica que la 
cuantificación de la métrica de carga de 
playas en el sentido estricto de la defini-
ción de los autores, no es una tarea trivial 
debido a la diferenciaron de los actores. 
Esta clasificación está inmersa en la defi-
nición de la métrica en el sentido en que 
cada uno de estos incorpora una carga 
ambiental desde diferentes escenarios. 
El desarrollo de este trabajo intenta 
una aproximación a esta métrica orientada 
a la cuantificación del área ocupada como 
un indicador de influencia en los paráme-
tros de calidad desde la perspectiva turísti-
ca. Las oclusiones generadas por la presen-
cia de vegetación, dificulta la estimación de 
la métrica en esas regiones. Trabajos futu-
ros estarán orientados a mejorar la estima-
ción del área ocupada por los elementos 
presentes en estas zonas que no correspon-
den a personas. Un análisis previo sobre el 









Fig. 8. Imágenes sintéticas: a) imagen inicial, c) inicial más 
5% y d) inicial más 10% de información, b), d) y f) los 
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